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ENDS OF NON-METRIZABLE MANIFOLDS:
A GENERALIZED BAGPIPE THEOREM
DAVID FERNA´NDEZ-BRETO´N AND NICHOLAS G. VLAMIS
Abstract. We initiate the study of ends of non-metrizable manifolds and intro-
duce the notion of short and long ends. Using the theory developed, we provide a
characterization of (non-metrizable) surfaces that can be written as the topological
sum of a metrizable manifold plus a countable number of “long pipes” in terms of
their spaces of ends; this is a direct generalization of Nyikos’s bagpipe theorem.
1. Introduction
An n-manifold is a connected Hausdorff topological space that is locally homeomor-
phic to Rn. Often—especially in geometric and low-dimensional topology—second
countability is also included as part of the definition; however, many more possibilities
for manifolds arise when second countability is not required. Manifolds that fail to
be second countable are generally referred to as non-metrizable manifolds. There
has been much work devoted to understanding their structure from a set-theoretic
viewpoint [2, 8–10,14].
One of the key results regarding the study of non-metrizable 2-manifolds is Nyikos’s
bagpipe theorem, characterizing “bagpipes”, that is, a 2-manifolds that can be de-
composed into a compact manifold—the bag—plus a finite number of “long pipes”.
The main purpose of this paper is to offer a characterization of a broader class of
2-manifolds, which we call “general bagpipes”. Informally, a general bagpipe is a
2-manifold that can be decomposed into a metrizable manifold—a bigger bag—plus
countably many “long pipes”. Our characterization combines the set-theoretic view-
point of Nyikos (and others) together with a tool commonly used in low-dimensional
topology—the ends of a manifold, which describe the possible ways in which one
can “go off to infinity” within the manifold. We are able to describe various classes
of manifolds in terms of their ends, culminating with a precise description of the
structure of ends of general bagpipes.
Definition 1.1. Let n ∈ N. A connected Hausdorff topological space M is an
n-manifold if for every x ∈ M there exists an open neighborhood U of x that is
homeomorphic to Rn. A manifold is a space that is an n-manifold for some n.
Thus, throughout this paper we use the word “manifold” in its most general sense,
without the second-countability restriction. It is well-known that a manifold is
metrizable if and only it it is second countable, which is in turn the case if and only
if it is Lindelo¨f, and either of these is also equivalent to paracompactness (see [8, 2.2,
pp. 27–36] for a list of 119 properties that are equivalent to metrizability of a
manifold). Hence, we will speak about metrizable and non-metrizable manifolds,
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accordingly; simply using the word manifold will not imply any assumption one way
or the other.
A very immediate example of a non-metrizable manifold is the long ray L+, defined
as the linearly ordered topological space given by the product ω1 × [0, 1) (where
ω1 denotes the first uncountable ordinal), equipped with the lexicographical order,
and with the minimum point deleted. This topological space can be thought of,
intuitively, as the result of gluing together ω1 many copies of the unit interval; clearly
the non-metrizability of the long ray is related to the fact that ω1 is “too long”.
Nyikos introduced the concept of a type I manifold to formalize the intuition of a
manifold that lacks metrizability because of its being “too long”, though there are
other examples of non-metrizable manifolds (for instance, the Pru¨fer manifold, see
Appendix B) that are non-metrizable for other reasons. A manifold M is type I if it
can be written as M =
⋃
α<ω1
Mα, where each Mα is a metrizable open subspace
such that clM (Mα) ⊆ Mα+1 for all α < ω1. Outside of dimension 1, the simplest
examples of type I manifolds are long planes: a long plane is a manifold P which can
be written as P =
⋃
α<ω1
Mα with each Mα homeomorphic to R2 and the boundary
of each clM (Mα) is contained in Mα+1 and is homeomorphic to the unit circle S1.
A long pipe1 is a manifold obtained from deleting a point from a long plane; the
simplest example of a long pipe is the product S1 × L+, with L+ the long ray; there
are, however, uncountably many non-homeomorphic spaces that satisfy the definition
of a long pipe (see [14, p. 662 and Section 6]).
Theorem 1.2 (“The Bagpipe Theorem”, Nyikos [14]). Let M be a 2-manifold.
The closure of every countable subset of M is compact if and only if there exist
finitely many pairwise-disjoint embedded long pipes P1, . . . , Pn in M such that the
complement of
⋃n
j=1 Pj in M is compact.
The 2-manifolds satisfying the conditions of the Bagpipe Theorem are called bagpipes
and are the non-metrizable generalization of a compact 2-manifold.
An important tool for the study of non-compact metrizable manifolds are the so-
called ends of a manifold M . Ends are elements of the remainder F(M) \M of the
Freudenthal compactification F(M) of the manifold M , which—intuitively speaking—
constitutes a way of adding points at infinity that the manifold M is missing (formal
definitions will be stated in Section 2). Although ends of a metrizable manifold are
more or less understood, the authors are unaware of a study of ends of non-metrizable
manifolds; we initiate this investigation here and develop some structure theory for
end spaces of non-metrizable manifolds.
One interesting aspect is how individual ends themselves might sit within the
Freudenthal compactification of the manifold, especially in ways that are not seen
in the metrizable case. This leads to the definition of a short end and a long end,
trying to capture the fact that some ends might be reached after an infinite, but
countable, amount of time, while others might require ω1-many units of time to be
reached (once again, formal definitions will be stated in Section 2); thus, every end
of a metrizable manifold is short, whereas, for example, long planes have a unique
end, which is long. Surprisingly, some non-metrizable manifolds can have ends that
are neither short nor long. This forces us to restrict our study precisely to those
1This definition of long pipe is slightly more restrictive that Nyikos’s original definition. See
Definition 4.10 for a discussion of the definition of long pipe.
NON-METRIZABLE MANIFOLDS: ENDS AND A GENERAL BAGPIPE THEOREM 3
manifolds for which every end is either short or long; these manifolds will be said to
have the end dichotomy property, or EDP for short.
The structure of the space of ends of a non-metrizable manifold turns out to provide
very detailed information about the manifold itself. In fact, we prove:
Theorem 1.3. Let M be a type I manifold. M is metrizable if and only if the end
space F(M)rM of M is second countable and every end of M is short.
For the sake of clarity, here in the introduction we will state all of our results in
terms of type I manifolds; however, our theorems—and their proofs—are slightly
more general.
The characterization of metrizability from Theorem 1.3 is crucial to the the proof of
the main theorem of this paper, which we state next.
Theorem 1.4 (“The General Bagpipe Theorem”). Suppose that M is a 2-manifold
of type I. The space of ends F(M)rM of M is second countable and M has the end
dichotomy property if and only if there exist at most countably many pairwise-disjoint
embedded long pipes {Pi}i∈I in M such that the complement of
⋃
i∈I Pi in M is
Lindelo¨f.
We call the 2-manifolds satisfying the conditions of the General Bagpipe Theorem
general bagpipes. We will see that both the end dichotomy property and the second
countability of the space of ends are necessary by providing examples of 2-manifolds of
type I that are not general bagpipes yet they satisfy one of these two conditions.
The heavy lifting in the General Bagpipe Theorem is a theorem about manifolds of
arbitrary dimension that itself generalizes a result of Nyikos, the Bagpipe Lemma [14,
Theorem 5.9]. Before stating his result, we need a definition: A locally connected
space M is trunklike if, given any closed Lindelo¨f subset C, the set M r C has at
most one non-Lindelo¨f component.
Theorem 1.5 (“The Bagpipe Lemma” [14, Theorem 5.9]). Let M be a manifold
such that the closure of every countable subset of M is compact. Then, there exist
finitely many pairwise-disjoint embedded trunklike manifolds T1, . . . , Tn in M such
that the complement of
⋃n
j=1 Tj in M is Lindelo¨f.
Again, we generalize by allowing countably many trunklike manifolds in the decom-
position. We define a long trunk to be a type I trunklike manifold with the end
dichotomy property and finitely many ends, exactly one of which is long.
Theorem 1.6 (“The General Bagpipe Lemma”). Let M be a type I manifold. The
space of ends F(M)rM of M is second countable and M has the end dichotomy
property if and only if there exist at most countably many pairwise-disjoint embedded
long trunks {Ti}i∈I in M such that the complement of the closure of
⋃
i∈I Ti in M is
Lindelo¨f.
By restricting either the General Bagpipe Lemma or the General Bagpipe Theorem
to manifolds in which every countable set has compact closure, we obtain yet another
characterization of Nyikos’s bagpipes, which are precisely those 2-manifolds that
have a finite number of ends, all of which are long (see Theorem 4.2).
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Finally, as noted, the proofs of these theorems below yield slightly more general
results than stated here. They also lead us to conjecture that the the type I restriction
in the stated theorems is unnecessary. Let us phrase this as follows:
Conjecture 1.7. The assumption that M is type I can be removed in Theorem 1.3,
Theorem 1.4, and Theorem 1.6.
Proving Conjecture 1.7 can be accomplished by showing that case (ii) of Proposi-
tion 3.8 cannot occur, or equivalently, since we only use the type I assumption in
Theorems 1.4 and 1.6 in order to be able to apply Theorem 1.3, it suffices to show
that every manifold with a second-countable end space in which every end is short
must be type I.
This paper’s high-level structure is as follows: in Section 2 we proceed to state a few
basic definitions regarding the Freudenthal compactification, as well as the definitions
of long and short ends. In Section 3, we provide a criterion for metrizability of
a manifold in terms of its Freudenthal compactification, proving Theorem 1.3 as
Theorem 3.3. In Section 4 we prove Theorem 1.4 (see Theorem 4.16) and Theorem 1.6
(see Theorem 4.6) generalizing Nyikos’s Bagpipe Theorem and Bagpipe Lemma,
respectively. The paper ends with two appendices, one containing an example of
a type I manifold, with all ends short, that is not a general bagpipe (illustrating
that the hypothesis that the end space is second countable in Theorem 1.4 is
necessary), and the other detailing the structure of the end space of several variations
of the Pru¨fer manifold (illustrating that the most commonly used technique for
constructing non-metrizable non-type I manifolds does not allow us to disprove
Conjecture 1.7).
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2. Ends and the Freudenthal compactification
The classification of non-compact second-countable 2-manifolds relies on the notion of
a topological end, which codifies the idea of escaping to infinity in a topological space.
The general theme of this paper is exploring topological ends in non-metrizable
manifolds and understanding to what extent the information about the structure at
infinity controls the overall topological structure of the underlying manifold.
2.1. The Freudenthal compactification. In a search for invariants of topological
groups, Freudenthal [7] was among the first to rigorously define a topological end.
The ends can be used to compactify a space, obtaining what is referred to as the
Freudenthal compactification. When working with a hemicompact locally compact
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topological space2, the end space can be intuitively defined in terms of inverse limits
(for instance, see [17]). Instead of directly giving a definition of the end space, we
will first introduce the Freudenthal compactification, which can be a bit harder to
grasp for general spaces, see, e.g., [4,15]. In this paper, we will introduce a definition
that works for every locally compact topological space, also formulated in terms
of inverse limits; the reader which feels so inclined can check that our definition is
equivalent to, e.g., [15, 4X, pp. 336–337].
Definition 2.1. A subset Y of a topological space X will be said to be bounded
if there exists a compact K ⊆ X with Y ⊆ K (or, equivalently for a Hausdorff
space X, the closure clX(Y ) of Y in X is compact). Otherwise, Y will be said to be
unbounded.
Let X be a Hausdorff locally compact topological space without isolated points. We
consider finite pairwise-disjoint collections U = {U0, . . . , Un} of open subsets of X
with a distinguished element U0 satisfying:
• U0 is bounded,
• ∂(Ui) = clX(Ui)r Ui is compact for all i ∈ (n+ 1),
• X = U0 ∪
(
n⋃
i=1
clX(Ui)
)
, and the union is disjoint.
We will consistently use the subindex 0 to refer to the distinguished element of such
a collection. We denote the set of all such finite collections of open sets, with a
distinguished element, as described above, with the symbol K (X). Each element
U ∈ K (X) induces a partition of X, denoted:
PU =
{{x}∣∣x ∈ U0} ∪ {clX(Ui)∣∣1 ≤ i ≤ n} .
We partially order the set K (X) by stipulating that, for U ,V ∈ K (X), U ≤ V
if and only if the partition PV refines the partition PU . Equivalently, if U =
{U0, . . . , Un},V = {V0, . . . , Vm}, then U ≤ V if and only if:
• U0 ⊆ V0,
• for each i ∈ {1, . . . ,m} there exists a j ∈ {1, . . . , n} such that clX(Vi) ⊆
clX(Uj).
Since a finite union of bounded open sets is a bounded open set, it is not hard to see
that K (X), equipped with the partial order relation just described, is a directed set.
In fact, slightly more is true.
Lemma 2.2. Let X be a Hausdorff locally compact space without isolated points.
For any two U ,V ∈ K (X), there exists W ∈ K (X) such that U ≤ W , V ≤ W ,
and clX(U0) ∪ clX(V0) ⊆W0.
Proof. Cover clX(U0) and clX(V0) with finitely many bounded open sets, and let the
union of those finitely many open sets be W0. Then just define W1, . . . ,Wm in such
a way that the element W = {W0, . . . ,Wm} appropriately refines both U and V
(i.e., each Wj = (Ui ∩ Vk) \ clX(W0) for some Ui ∈ U , Vk ∈ V ). 
2A topological space X is hemicompact if there is a countable sequence 〈Kn
∣∣n ∈ N〉 of compact
subsets such that for every compact K ⊆ X there is an n ∈ N with K ⊆ Kn. If X is locally compact,
then hemicompactness is equivalent to the existence of a sequence of compact sets 〈Kn
∣∣n ∈ N〉 such
that X =
⋃
n∈NKn and Kn ⊆ int(Kn+1).
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For each U ∈ K (X), we define a topological space XU by letting XU be the quotient
space of X modulo the equivalence relation determined by the partition PU
3. It
can be verified easily that the topological space XU is compact and Hausdorff.
Now, given two elements U ,V ∈ K (X), with U ≤ V , we define the mapping
ϕU ,V : XV → XU by letting ϕU ,V (x) be the unique y ∈ PU such that x ⊆ y, for
every x ∈ PV . This is well-defined because the partition PV refines the partition PU ;
it is also easy to verify that this mapping ϕU ,V is continuous (such mappings—from
a finer to a coarser quotient space thus defined—are always continuous).
Thus, we have an inverse system of topological spaces and continuous maps between
them, indexed by K (X). The Freudenthal compactification of X, denoted F(X),
is simply defined to be the inverse limit of this directed system. Since each of the
XU is a Hausdorff space, then so will be F(X), and since each XU is compact,
so will be F(X) by Tychonoff’s theorem. Since X is locally compact, for every
x ∈ X and U ∈ K (X) there is a terminal segment of elements V ∈ K (X),
V ≥ U , such that x ∈ V0. Therefore X embeds naturally as a dense open subset of
F(X), which justifies calling F(X) a compactification of X. Points of the remainder
E(X) = F(X) \X are called ends of the topological space X, and the remainder
itself E(X) is the space of ends of X. An end e ∈ E(X) is formally (since it lives in
an inverse limit) an element of the product
∏
U ∈K (X)XU ; as a matter of notation,
whenever U = {U0, . . . , Un} ∈ K (X), if e(U ) = Ui we will write e ∈ Uˆi. We record
this definition and notations below, for future reference.
Definition 2.3. Given a locally compact Hausdorff topological space without isolated
pointsX, we define the Freudenthal compactification F(X) ofX to be the inverse
limit of the directed system, indexed by K (X), described above. The remainder
E(X) = F(X) \X of this compactification is the space of ends of the space X; a
point in E(X) is an end of X.
Notation 2.4. Let X be a locally compact Hausdorff topological space without isolated
points. Given an open set U with compact boundary, we denote
Uˆ = {e ∈ E(X)∣∣e(U ) = U whenever U ∈ U }.
For an arbitrary subset Y ⊆ X, we will let Y denote the closure of Y in F(X); in
the case that Y is open and with compact boundary, we have that Y = clX(Y ) ∪ Yˆ .
When considering a family U = {U0, U1, . . . , Un} ∈ K (X), we can always assume
that U0 is the only bounded element from U , as this is the case for a cofinal subset
of K (X). For if U1, . . . , Uk are bounded and Uk+1, . . . , Un are unbounded, we can
take (by local compactness) a bounded open set V ⊆ X containing U1 ∪ · · · ∪ Uk.
Then, letting V = {V,Uk+1 \ clX(V ), . . . , Un \ clX(V )}, we have that U ≤ V and
V0 is the only bounded element of V .
Subsets of the form U ∪ Uˆ , where U ⊆ X is open with compact boundary, constitute
a basis for the topology of F(X), whereas subsets of the form Uˆ where U ⊆ X is
an unbounded open set (with compact boundary) form a basis for the topology
of E(X) (note that, if U is open with compact boundary, then Uˆ = ∅ if and only
if U is bounded). Since E(X) is a closed subset of the compact Hausdorff space
F(X), it is compact and Hausdorff itself. Whenever we have U = {U0, . . . , Un} ∈
3 That is, the underlying space of XU is simply PU , and V ⊆ PU is open in XU if and only if⋃
V ∈V
V is open in X.
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K (X), if Ui is unbounded then the set Uˆi constitutes a clopen subset of E(X), and
therefore E(X) has a neighborhood basis of clopen sets, i.e., the space of ends is
zero-dimensional.
For reference, we record the basic facts about the Freudenthal compactification and
the space of ends mentioned above in the following proposition.
Proposition 2.5. The Freudenthal compactification of a locally compact Hausdorff
topological space without isolated points is Hausdorff, without isolated points, and
compact; and its space of ends is Hausdorff, compact, and zero-dimensional. Moreover,
if the space is second countable, then so is its Freudenthal compactification and its
space of ends. 
Recall that a proper map is a continuous function in which the pre-image of any
compact set is compact. A proper map between manifolds can be uniquely extended
to a map between their associated Freudenthal compactifications. We record this
here:
Lemma 2.6. Let X and Y be locally compact, Hausdorff topological spaces without
isolated points. If f : X → Y is a proper map, then there exists a unique continuous
extension f¯ : F(X)→ F(Y ) of f that maps ends to ends, in other words, such that
the restriction fˆ = f¯ |E(X) satisfies fˆ : E(X)→ E(Y ).
Proof. This is a standard exercise in the definitions. Simply use the fact that,
if V = {V0, V1, . . . , Vn} ∈ K (Y ), then U = {U0, U1, . . . , Un} ∈ K (X), where
Ui = f
−1[Vi]. 
As an immediate corollary, we see that a homeomorphism between locally compact
Hausdorff spaces without isolated points induces homeomorphisms between their
spaces of ends and their Freudenthal compactifications.
The following lemma will help simplify our intuition about K (X) in the case where
X is connected and locally connected (in particular, in the case where X is a manifold,
which is the case that we will be concerned with in this paper). Note that Hausdorff
connected spaces with more than one point do not have isolated points.
Lemma 2.7. Let X be a Hausdorff, connected, locally compact, locally connected
topological space. Then, every compact subset of X is contained in an open set U
such that clX(U) is compact and has finitely many complementary components.
Proof. Let K ⊆ X be a compact set. Cover K with finitely many open bounded
subsets and let V denote the their union. Then, cover the compact set clX(V ) with
finitely many open bounded sets and let W denote their union.
Let {Ui
∣∣i ∈ I} be the collection of connected components of X \ clX(V ). As X
is locally connected, each Ui must be an open set. Hence for each i ∈ I, the set
Wi = W ∪
(⋃
j∈I\{i} Uj
)
is open as well, and so Ui must intersect Wi, lest these two
sets disconnect the connected space X. Since Ui is disjoint from the remaining Uj ,
we conclude that Ui ∩W 6= ∅, for all i ∈ I.
Now, the family {W} ∪ {Ui
∣∣i ∈ I} forms an open cover of the compact set clX(W ),
and so there are finitely many i1, . . . , in ∈ I such that
clX(W ) ⊆W ∪ Ui1 ∪ · · · ∪ Uin .
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It follows that ∂(W ) ⊆ Ui1 ∪ · · · ∪ Uin . As the family {Ui
∣∣i ∈ I} is pairwise disjoint,
we must have for each j ∈ J = I \ {i1, . . . , in} that Uj ∩ ∂(W ) = ∅ and so it follows
that Uj ⊆W (otherwise Uj would be disconnected by Uj ∩W and Uj \ clX(W )).
Now we set U = V ∪
(⋃
j∈J Uj
)
, which is a bounded open set since it is contained
in the compact set clX(W ), as argued in the previous paragraph. The set F =
clX(V )∪
(⋃
j∈J Uj
)
is closed, as its complement is the open set Ui1 ∪ · · · ∪Uin ; from
here it is easy to see that in fact F = clX(U) and its complementary components
are the finitely many sets Ui1 , . . . , Uin . Therefore U is as sought. 
The previous lemma essentially says that, in the case where X is connected and
locally connected, there are cofinally many elements U = {U0, . . . , Un} ∈ K (X)
such that the Ui for i ≥ 1 are precisely the connected components of X \ clX(U0).
Hence, when dealing with connected locally connected spaces (in particular, when
working with manifolds), we may always assume that elements of K (X) consist of a
compact set K with nonempty interior plus the finitely many components of X \K.
This observation should make transparent that our definition of the Freudenthal
compactification is equivalent to the one that is more commonly used in the context
of metrizable manifolds.
Remark 2.8. We will frequently be interested in considering subspaces of locally
compact Hausdorff spaces and analyzing how their Freudenthal compactifications
relate to one another. For this, it will be useful to recall that, in a locally compact
Hausdorff space X, a subspace Y ⊆ X is itself locally compact if and only if it can
be written as the intersection of an open and a closed subsets of X [19, Theorem
18.4]. In particular, if X is a locally compact Hausdorff space and Y ⊆ X is an open
subspace, then Y is locally compact as well, and this fact will be used extensively in
the remainder of the paper.
Remark 2.9. With essentially the same proof as in Lemma 2.7, we can prove the
following: if X is a Hausdorff, connected, locally compact and locally connected
topological space, and Y ⊆ X is an open subspace, then every compact subset
K ⊆ Y is contained in an open set U such that clX(U) ⊆ Y and clX(U) = clY (U)
has finitely many complementary components (in X). The only modification, with
respect to the proof of Lemma 2.7, that needs to be done is to make sure that every
time we cover a compact set with finitely many open bounded sets, we make sure
that each of these sets has its closure contained in Y (which is possible by the local
compactness of Y , see Remark 2.8).
2.2. The classification of metrizable surfaces. As already noted, in two dimen-
sions, the space of ends can be used to give a complete classification of metrizable
2-manifolds up to homeomorphism, which we now describe.
A topological space is planar if it can be homeomorphically embedded in the plane
R2. On a 2-manifold S, an end e of S is planar (resp. orientable) if there exists
an open set U ⊂ S with compact boundary such that e ∈ Uˆ and U is planar (resp.
orientable). Given a surface S, let E ′(S) denote the space of ends that are non-planar
and let E ′′(S) denote the space of ends that are non-orientable. It follows that
E ′′(S) ⊆ E ′(S) ⊆ E(S).
If S is a metrizable 2-manifold, then either
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• S is orientable,
• the complement of every compact subset of S is a non-orientable 2-manifold,
in which case we say S is infinitely non-orientable, or
• there exists a bounded open subset A of S such that A is non-orientable of
finite even (resp. odd) genus and S r clS(A) is orientable, in which case we
say S has even (resp. odd) non-orientability type.
We can therefore partition the class of metrizable surfaces into four orientabil-
ity classes: orientable, infinite non-orientable, even non-orientable, and odd non-
orientable.
Theorem 2.10 (The classification of metrizable 2-manifolds, [17, Theorems 1 &
2]). Two metrizable 2-manifolds S and S′ of the same (possibly infinite) genus
and orientability class are homeomorphic if and only if (E(S), E ′(S), E ′′(S)) and
(E(S′), E ′(S′), E ′′(S′)) are homeomorphic (as triples of spaces). Moreover, for every
triple (X,Y, Z) of Hausdorff, compact, second countable 4, totally disconnected spaces
with Z ⊆ Y ⊆ X there is a metrizable 2-manifold S such that (E(S), E ′(S), E ′′(S)) is
homeomorphic to (X,Y, Z) (as triples of spaces). 
Remark 2.11. Theorem 2.10 above is stated in terms of metrizable manifolds; however,
Richards’s statement [17, Theorem 1] only includes the assumption that the manifold
is separable. Richards is assuming that a separable manifold is countably triangulable
and, as such, his statement is false: the Pru¨fer manifold (see Appendix B) is an
example of a non-metrizable, separable 2-manifold. However, Rado´ [16] proved that
every second-countable surface is countably triangulable (see [1, §8] for a proof).
In addition, Richards’s original statement from [17, Theorem 2] again only claims
separability instead of second countability; however, this is an error. His argument
relies on the false claim that a Hausdorff, separable, compact, totally disconnected
space is homeomorphic to a closed subset of the Cantor set; a counterexample to
this is the Cˇech–Stone compactification of the natural numbers, which is Hausdorff,
compact, separable, and totally disconnected, but fails to be second countable (or
even first countable) and hence cannot be realized as a closed subset of the Cantor set.
However, with the stronger assumption of second countablity replacing separability,
the claim is true. As a public service announcement to future readers of Richards’s
paper [17], the reader should replace every mention of separability with second
countability.
Remark 2.12. The first part of the classification of surfaces [17, Theorem 1] is
originally due to Kere´kja´rto´ [12]; however, Richards claims there are gaps in the
proof. We should also note that, along with Freudenthal, Kere´kja´rto´ independently
introduced the notion of an end of a manifold.
2.3. Long and short ends. The goal of this paper is to understand surfaces that
can be decomposed into a union of a metrizable surface with countably many long
planes. As our understanding of metrizable surfaces—through the classification
theorem—relies on their space of ends, we will need to understand the end space of
a non-metrizable manifold. The goal of this section is to introduce the notions of
long and short ends; a long end is meant to capture an end that “requires ω1 time”
to escape while a short end is meant to capture the notion of being an end of a
metrizable piece of the manifold.
4See Remark 2.11 for a discussion of an error in Richards’s original statement.
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...
(1, 1)
(1, 2)
(1, 3)
R
L
Figure 1. The manifold L×R is pictured above with the horizontal
axis representing L and vertical axis R. Its unique end is neither short
nor long (the latter is illustrated by means of a countable sequence
converging vertically to such end).
Definition 2.13. Let X be a connected, locally compact, Hausdorff topological
space.
(1) An end e of X is long if it is a weak P -point of F(X), that is, e is not an
accumulation point of any countable subset of F(X).
(2) An end of X is short if it is a Gδ point of F(X).
(3) X has the end dichotomy property, or EDP, if every end of X is either long
or short.
The following well-known lemma (see [5, Exercise 3.1.F (a), p. 135]), establishing the
equivalence between two possible definitions of a short end, will be used extensively
throughout the paper.
Lemma 2.14. If X is a compact Hausdorff space and x ∈ X, then x is a Gδ point
if and only if it has a countable neighborhood basis. 
Hence, an equivalent condition for an end to be short is for the end to have a
countable neighborhood basis in the Freudenthal compactification.
Example 2.15. The closed long ray is defined to be the linearly ordered topological
space ω1 × [0, 1), ordered lexicographically, and it will be denoted with L≥0. The
long ray L+ is the result of removing the minimum element from the linearly ordered
topological space L≥0. The long line L is obtained by gluing two copies of the closed
long ray along their respective minimum elements.
(1) L+ has two ends corresponding to 0 and ω1; 0 is short and ω1 is long.
(2) L also has two ends, both of which are long.
(3) M = L× R has exactly one end and it is neither short nor long. Note that
the end fails to be long as there is a countable sequence of points in M that
converges to the end in F(M) (such as {(x, n)}n∈N, where x ∈ L is fixed
and arbitrary). Furthermore, the end fails to be short as any single-ended
manifold with a short end must be a countable union of compact sets and
hence Lindelo¨f, which implies metrizable in this context. See Figure 1.
NON-METRIZABLE MANIFOLDS: ENDS AND A GENERAL BAGPIPE THEOREM 11
2.4. Relative Freudenthal compactification. In this subsection, we work with
Hausdorff, connected, locally connected and locally compact topological spaces.
Recall that, by Lemma 2.7, for such a space X we can assume without loss of
generality that K (X) consists of those elements U = {U0, . . . , Un} such that U0 is
a bounded open set, and U1, . . . , Un are the connected components of X \ clX(U0).
We now proceed to see that, under appropriate hypotheses, certain subspaces of X
provide enough information to approximate the space F(X) fairly accurately.
Definition 2.16. Let X be a Hausdorff, connected, locally connected, locally
compact topological space and let Y ⊆ X be a connected open subspace. We
will say that Y is an adequate subspace if, for cofinally many bounded (in Y ) open
sets U ⊆ Y , the (finitely many, by Remark 2.9) components of X \ clX(U) are all
unbounded (in X).
So, let X be a Hausdorff, connected, locally connected, and locally compact space,
and let Y be an adequate subspace of X. Consider the subfamily KX(Y ) of K (X)
consisting of all U = {U0, . . . , Un} ∈ K (X) such that cl(U0) ⊆ Y and where each Ui,
for i 6= 0, is unbounded. The fact that Y is an adequate subspace of X ensures that
KX(Y ) is a directed set under the partial order inherited from K (X). The directed
system of topological spaces and continuous mappings given before on the directed
set K (X) can be restricted to the directed subset KX(Y ); we let FX(Y ) denote the
inverse limit of this directed subsystem. Notice that FX(Y ) is a compact Hausdorff
topological space. Since Y itself is locally compact (by Remark 2.8), for each y ∈ Y
we will have that y ∈ U0 for cofinally many U = {U0, . . . , Un} ∈ KX(Y ), and thus
Y embeds densely into FX(Y ). This is to say that FX(Y ) is a compactification
of Y ; a point of EX(Y ) = FX(Y ) r Y is an end of Y relative to X. Notice that
F(X) = FX(X), and similarly E(X) = EX(X).
Lemma 2.17. Let X be a Hausdorff connected, locally compact, locally connected
space, and let Y ⊆ X be an adequate subspace. Then there exists a continuous
surjective map piY : F(X) → FX(Y ) which is the identity on Y and such that, if
x ∈ X, y ∈ Y , and piY (x) = y, then x = y. Furthermore, the restriction pY : E(X)→
EX(Y ) of piY to E(X) is surjective.
Proof. Since KX(Y ) ⊆ K (X), for each U ∈ KX(Y ) there is a natural projection
mapping piU : F(X) → XU ; thus by the universal property of inverse limits we
obtain a continuous mapping piY : F(X) → FX(Y ); notice that, since each piU is
surjective, so is piY . It is straightforward to check that piY (y) = y for y ∈ Y , and
that if x ∈ X, y ∈ Y, and piY (x) = y, then x = y. Now let pY be the restriction of
piY to E(X), and let us argue that piY is surjective. Let e ∈ EX(Y ) = FX(Y ) \ Y ,
and pick an x ∈ F(X) such that piY (x) = e. We must have x /∈ Y ; now if we take
an arbitrary U = {U0, U1, . . . , Un} ∈ KX(Y ), there will be a unique i ∈ {1, . . . , n}
such that x ∈ Ui. Since Ui is unbounded and with compact boundary, there exists
at least one end e′ ∈ E(X) with e′ ∈ Uˆi. It is routine to check that pY (e′) = e. 
The following notion will be used extensively in the remainder of the paper.
Definition 2.18. Let X be a Hausdorff connected, locally compact, locally connected
space. We will say that a subspace Y ⊆ X captures an end e ∈ E(X) if for every
other end e′ ∈ E(X) r {e}, there exists an unbounded open set U with compact
boundary such that e ∈ Uˆ , e′ /∈ Uˆ , and ∂(U) ⊆ int(Y ).
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Lemma 2.19. Let X be a Hausdorff connected, locally connected, locally compact
space and let Y ⊆ X be an adequate subspace. If Y captures every end of X, then
pY : E(X)→ EX(Y ) is a homeomorphism.
Proof. From Lemma 2.17, we already know that pY is surjective; since pY is a
continuous mapping between compact Hausdorff spaces, it must be an open map as
well. So, we need only show that pY is injective.
Take two elements e, e′ ∈ E(X) with e 6= e′. Since Y captures e, there is an unbounded
open set U with ∂(U) compact, ∂(U) ⊆ Y , and e ∈ Uˆ , e′ /∈ Uˆ . Take a bounded open
set W0, such that ∂(U) ⊆ W0 ⊆ clX(W0) ⊆ Y and let W = {W0,W1,W2}, where
W1 = U \ clX(W0) and W2 = X \ (clX(W0) ∪ clX(U)) = X \ (clX(W0) ∪ U). Since
e ∈ Wˆ1 and e′ ∈ Wˆ2, both sets W1 and W2 are unbounded. Hence, W ∈ KX(Y ).
Since pY (e)(W ) = W1 6= W2 = pY (e′)(W ), this shows that pY is injective. 
It remains to show the precise relationship between the relative Freudenthal com-
pactification FX(Y ) and the Freudenthal compactification of Y .
Lemma 2.20. Let X be a Hausdorff connected, locally compact, locally connected
space and let Y ⊆ X be an adequate subspace. Then, there exists a continuous
surjective map ΠY : F(Y )→ FX(Y ) which is the identity on Y , and whose restriction
PY : E(Y )→ EX(Y ) to E(Y ) is also surjective.
Proof. Take an arbitrary U = {U0, U1, . . . , Un} ∈ KX(Y ) and assume without
loss of generality (by Lemma 2.7) that {U1, . . . , Un} are the connected components
of X \ clX(U0). Note that the set V = {U0, U1 ∩ Y, . . . , Un ∩ Y } ∈ K (Y ) and
there is an obvious homeomorphism between the spaces YV and XU . Composing
this homeomorphism with the projection piV : F(Y ) → YV , we obtain onto maps
F(Y ) → XU for each U ∈ KX(Y ); the universal property of inverse limits thus
yields a continuous onto map ΠY : F(Y ) → FX(Y ); it is fairly straightforward to
show that this map is the identity on Y . One can show, exactly as in Lemma 2.17,
that if x ∈ F(Y ) and ΠY (x) = y ∈ Y , then in fact x = y; from this it immediately
follows that the restriction PY : E(Y )→ EX(Y ) of ΠY to E(Y ) is surjective. 
Corollary 2.21. Let X be a Hausdorff connected, locally compact, locally connected
space and let Y ⊆ X be an open subspace that captures every end of X. Then the
space E(X) is a quotient of E(Y ).
Proof. By Lemma 2.17, there exists a continuous surjective mapping pY : E(X)→
EX(Y ); furthermore, by Lemma 2.19, this map is a homeomorphism because Y
captures every end of X. Now use Lemma 2.20 to obtain a continuous surjective map
PY : E(Y )→ EX(Y ). Then we have a continuous, surjective map ϕY : E(Y )→ E(X)
given by composing PY with p
−1
Y . This mapping is open (as it is a continuous map
between compact Hausdorff spaces) and therefore it is a quotient map, and so E(X)
can be seen as a quotient of E(Y ). 
3. A criterion for metrizability in terms of ends
Before discussing the relationship between ends and metrizability, let us recall some
equivalent conditions for a manifold to be metrizable, which we will later use without
reference.
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Theorem 3.1 ( [8, Theorem 2.1]). Let M be a manifold. The following are equivalent:
(i) M is metrizable,
(ii) M is second countable,
(iii) M is Lindelo¨f,
(iv) M is hereditarily Lindelo¨f, and
(v) M is hemicompact. 
We now need to formally introduce the definition of a type I manifold.
Definition 3.2. A manifold M is type I if there exists a sequence 〈Mα
∣∣α < ω1〉 of
open Lindelo¨f subspaces such that clM (Mα) ⊆Mα+1 for all α < ω1.
Thus, every metrizable manifold is type I (just take the constant sequence Mα = M).
Among non-metrizable manifolds, those that are type I are much better behaved. If
M is a type I manifold and 〈Mα
∣∣α < ω1〉 is a sequence witnessing this, it is trivial
to modify the sequence so that it furthermore satisfies Mα =
⋃
ξ<αMξ whenever α
is a limit ordinal; once this condition is satisfied we say that the sequence of Mα is a
canonical sequence. The canonical sequence witnessing that a manifold is type I is
essentially unique, in the sense that any two canonical sequences must agree on a
closed unbounded set of α < ω1.
3.1. Characterizing metrizability. By Proposition 2.5, the Freudenthal compact-
ification of a metrizable manifold is second countable; hence, the end space of a
metrizable manifold is second countable and every end of the manifold is short (as
every end has a countable neighborhood basis). The goal of this section is to prove a
partial converse:
Theorem 3.3. Let M be a manifold in which every end is short.
(i) If E(M) is countable, then M is metrizable.
(ii) If M is type I and E(M) is second countable, then M is metrizable.
In the case of type I manifolds, Theorem 3.3 gives a complete converse to Proposi-
tion 2.5:
Corollary 3.4. A non-compact type I manifold is metrizable if and only if its end
space is second countable and every end is short. 
We strongly suspect that the type I condition in Corollary 3.4 is unnecessary; we
leave it as a conjecture.
Conjecture 3.5. A non-compact manifold is metrizable if and only if its end space
is second countable and every end is short.
Since all metrizable manifolds are type I, the statement just conjectured is equivalent
to the following: every manifold with a second-countable end space in which every
end is short must be type I.
In Appendix A, we will describe an example of a (type I) non-metrizable manifold
in which every end is short; so, we see that the second countability is a necessary
condition.
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Before proving Theorem 3.3, we introduce some lemmas culminating with Propo-
sition 3.8, which is a strengthening of Theorem 3.3. The main idea is to show
that under the conditions on the end space, the manifold is “almost hemicompact”,
which is enough in the case of a type I manifold to guarantee metrizability. Conjec-
ture 3.5 claims that the notion of “almost hemicompact” unfolding below implies
hemicompact.
Lemma 3.6. Suppose that M is a manifold. Then, the collection of all U =
{U0, . . . , Un} ∈ K (M) with U0 connected is cofinal in K (M).
Proof. Take U ∈ K (M) and assume that U0 is not connected. Since clM (U0) is
compact (and M is locally compact and locally connected), there are finitely many
connected bounded open sets W1, . . . ,Wm such that clM (U0) ⊆
⋃m
i=1Wi. If
⋃m
i=1Wi
is connected, we let V0 =
⋃m
i=1Wi; otherwise we pick points xi ∈ Wi and use that
M is path connected to choose γi : [0, 1]→M such that γi(0) = xi and γi(1) = xi+1
for 1 ≤ i ≤ m − 1, set Y = (⋃mi=1 clM (Wi)) ∪ (⋃n−1i=1 γi), and find another finite
collection of connected bounded open sets Wm+1, . . . ,Wk such that Y ⊆
⋃k
i=m+1Wi;
in this case, we let V0 =
⋃k
i=m+1Wi and note that this set must be connected.
In either case, we have succeeded in obtaining a connected bounded open set V0 such
that clM (U0) ⊆ V0. We now just need to let Vi = Ui \ clM (V0), for 1 ≤ i ≤ n, and
define V = {V0, . . . , Vn} ∈ K (M). It is readily checked that U ≤ V . 
Recall from Definition 2.18 that, if M is a manifold, we will say that a subspace
Y ⊆ M captures an end e ∈ E(M) if for every other end e′ ∈ E(M) r {e}, there
exists an unbounded open set U with compact boundary such that e ∈ Uˆ , e′ /∈ Uˆ ,
and ∂(U) ⊆ int(Y ). This notion will be of central importance for the remainder of
this section.
Lemma 3.7. Let M be a manifold. If E(M) is second countable, then there exists a
sequence {Kn}n∈N of connected compact subsets of M , with Kn ⊆ int(Kn+1), such
that the open subspace
⋃∞
n=1Kn captures every end of M . Furthermore, if E(M) is
countable, then
⋃∞
n=1Kn = M .
Proof. Let {Vn}n∈N be a collection of unbounded open subsets of M with compact
boundary such that {Vˆn}n∈N is a basis for E(M). Furthermore, in the case where
E(M) is countable, use the fact that there are only countably many ends, and
each of them is short, to choose the Vn in such a way that, for every e ∈ E(M),⋂
e∈Vˆn Vn = {e}. Note that, in this case, the set Y = M \(
⋃∞
n=1 Vn) must be bounded
(or else, there would be an end e ∈ Y , contradicting our choice of the Vn).
Now, whether E(M) is countable, or just second countable, in either case for each
n ∈ N there exists an element Un = {Un0 , . . . , Unkn} ∈ K (M) such that Un1 = Vn.
Using Lemmas 2.2 and 3.6, we can inductively build Wn = {Wn0 , . . . ,Wnmn} ∈ K (M)
such that Wn−1,Un ≤ Wn and such that Wn0 is connected. We then have that
∂(Un1 ) ⊆ clM (Un0 ) ∪ clM (Wn−10 ) ⊆ Wn0 ; furthermore, in the case where E(M) is
countable, we can ensure that Y ⊆ W 10 . Note that the collection {Wˆni |n ∈ N, 1 ≤
i ≤ mn} forms a (countable) basis for E(M): for if e ∈ E(M) and e ∈ Vˆn, then there
is some i ≤ mn with e ∈ Wˆni ⊆ Vˆn.
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Now we simply let Kn = clM (W
n
0 ). By construction Kn ⊆ int(Kn+1), and this easily
implies that U =
⋃∞
n=1Kn is an open subspace of M . Moreover, if e, e
′ ∈ E(M) with
e 6= e′, then (as E(M) is Hausdorff and hence T1) there are n, i such that e ∈ Wˆni
and e′ /∈ Wˆni . Since ∂(Wni ) ⊆ clM (Wn0 ) = Kn ⊆ Kn+1 ⊆ int(U), it follows that U
captures the end e; since e was arbitrary, this finishes the proof that U captures
every end of M . Furthermore, in the case where E(M) is countable, we actually have⋃∞
n=1Kn ⊇ Y ∪
⋃∞
n=1 Vn = M . 
Proposition 3.8. Let M be a manifold. If E(M) is second countable and every end
of M is short, then either
(i) M is separable, or
(ii) there exists an open Lindelo¨f subset U of M such that M r clM (U) has un-
countably many components (all of which are open) and U captures every end
of M .
Moreover, if either E(M) is countable or M is a type I manifold, then M is Lindelo¨f
(and hence, metrizable).
Proof. Let M be as in the proposition. If M is compact then it is separable, so
assume that M is non-compact. Let {Kn}n∈N be the sequence of compact sets given
by Lemma 3.7 and let U =
⋃
n∈NKn—note that U is open, connected, Lindelo¨f, and
captures every end of M . Furthermore, if E(M) is countable, then M = ⋃∞n=1Kn
and so M is Lindelo¨f, which establishes the first half of the “moreover” part of the
proposition.
In the general case, there are four possibilities:
(1) U = M implying M is Lindelo¨f (and hence separable)
(2) clM (U) = M implying M is separable,
(3) M r clM (U) has countably many components, or
(4) U is as in (ii) (note that the complementary components of a closed subset of a
locally connected space are open).
As already noted, M is separable in the first two cases. We claim that M is also
separable in case (3): assume M r clM (U) has countably many components and
observe that the closure of each component of M r clM (U) in F(M) contains at
most one end. To see this, let Q be such a component and suppose that e and
e′ are ends in Q. Since U captures every end of M , there is an unbounded open
set V with compact boundary ∂(V ) ⊆ U such that e ∈ Vˆ and e′ /∈ Vˆ . Since Q
contains both e and e′, it must be that Q intersects both V and M r V and hence
Q intersects ∂(V ) ⊂ U (otherwise Q would be disconnected), which is impossible
since Q ⊂M r clM (U).
Let {Bk}k∈K denote the bounded components of MrclM (U) and let {Qj}j∈J denote
the unbounded components, where K and J are both countable indexing sets. By the
above discussion, for each j ∈ J , there exists ej ∈ E(M) such that {ej} = Qj ∩E(M).
For each j ∈ J , choose a sequence of unbounded open sets {V jn }n∈N such that ∂(V jn )
is compact and {ej} =
⋂
n∈N V
j
n (this can be done because e is short). Since V
j
n is
open and e ∈ Vˆ jn for each n ∈ N, we must have that Qj r V jn is bounded. Note that
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every bounded set in a manifold is separable5 and so each of the Bk, as well as the
Qj \ V jn , are separable. Therefore, we can write M as a countable union of separable
sets,
M = clM (U) ∪
(⋃
k∈K
Bk
)
∪
⋃
j∈J
⋃
n∈N
(Qj r V jn )
 ,
and hence M is separable. This finishes the proof of the main statement of the
theorem.
Now, for the second half of the “moreover” part, let us assume that M is type I and
let {Mα : α < ω1} be a canonical sequence for M . If M falls into cases (1)–(3), then
it is separable; in this case, it is not difficult to see that this implies there exists
an ordinal β < ω1 such that Mα = M for all α ≥ β. Hence, M is Lindelo¨f. We
finish by noting that case (4) is impossible: As U is Lindelo¨f, there exists an ordinal
α < ω1 such that clM (U) ⊂Mα. Again as M is locally connected, the components
of M r clM (U) are open and, in addition, as M is connected, each component of
M r clM (U) intersects Mα. Therefore, the components of M r clM (U) together with
U give an open cover of Mα. It now follows that M r clM (U) has countably many
components as Mα is Lindelo¨f. 
Theorem 3.3 is now just a special case of Proposition 3.8. To see this, recall—as
noted in the beginning of the section—that a manifold is Lindelo¨f if and only if it is
metrizable.
4. The general bagpipe theorem
In this section, we prove our main theorems. In each subsection, we recall the
theorem of Nyikos we aim to generalize and restate several of his results in terms of
the space of ends and the language introduced thus far.
4.1. The Bagpipe Lemma. The first theorem of Nyikos we consider holds for
manifolds of any dimension. Before stating Nyikos’s result, we recall two definitions
from [14]: a locally connected space M is trunklike if, given any closed Lindelo¨f
subset C, M r C has at most one non-Lindelo¨f component. A topological space is
ω-bounded if every countable subset has compact closure.
Nyikos proves that an ω-bounded manifold is the union of a compact metrizable
space and finitely many trunklike manifolds:
Theorem 4.1 (“The Bagpipe Lemma” [14, Theorem 5.9]). Every ω-bounded manifold
M has an open Lindelo¨f subset U such that M r clM (U) is the disjoint union of
finitely many trunklike manifolds. 
It is worth noting that a trunklike manifold need not have a long end: for example,
the space L+ × R is trunklike without a long end.
5Every bounded subset of a manifold can be covered with a bounded open subset; any bounded
open subset of a manifold is itself a Lindelo¨f manifold and hence it is metrizable and second
countable. This means that every bounded subset of a manifold is second countable, and therefore
also separable.
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Our first result regarding the analysis of non-metrizable manifolds in terms of their
ends is yet another characterization of ω-bounded manifolds, so there is a sense in
which the following directly extends Nyikos’s original result.
Theorem 4.2. A manifold M is ω-bounded if and only if each end of M is long.
In this case, moreover, the end space E(M) is finite.
Proof. First assume that M is ω-bounded. If M is compact, then it has no ends
and hence it is vacuously true that each end is long; hence, we assume that M is
non-compact. We first argue that no end of M is short: if e were a short end of M ,
then we could choose a countable neighborhood basis {Wn}n∈N of e in F(M). Then,
pick a point xn ∈ Wn ∩M so that A = {xn : n ∈ N} is a countable subset of M
whose closure in M fails to be compact (as it misses e), which contradicts M being
ω-bounded.
Now, let U be the Lindelo¨f subset given by the bagpipe lemma. As M is ω-bounded
and U is separable, we must have that clM (U) is compact. If T1, . . . , Tn are the
components of M r clM (U), then Ti is trunklike for each i ∈ {1, . . . , n}. Note that
Tˆi is open in E(M) and E(M) =
⊔n
i=1 Tˆi.
We claim that E(M) has cardinality n. First observe that, since each Ti is unbounded,
Tˆi is nonempty. This implies that E(M) has at least n points. Now suppose that
some Tˆi contains at least two ends e, e
′, e 6= e′. Since Ti∪ Tˆi is an open neighborhood
of both e1 and e2 in F(M), we can find an element V = {V0, V1, V2, . . . , Vm} ∈ K (X)
such that V1, V2 ⊆ Ti are disjoint and e ∈ Vˆ1 \ Vˆ2, e′ ∈ Vˆ2 \ Vˆ1. But then clM (V0)∩Ti
is a closed Lindelo¨ff subset of Ti and Ti r clM (V0) has (at least) two non-Lindelo¨f
components, V1 and V2. This contradicts Ti being trunklike; hence, E(M) has
cardinality n.
We now have that E(M) is finite (hence discrete). Since we are assuming that M is
ω-bounded, the closure of any countable subset in M is compact. If e ∈ E(M) was
not long, there would be a countable set A ⊆ F(M) with e ∈ clF(M)(A) \ A. But
E(M) is finite, thus Y = A ∩M = A \ E(M) is a cofinite subset of A and therefore
Y and A have the same accumulation points in F(M). Hence we must have e ∈ Y ,
however Y is countable and hence its closure in M is compact, which means that
Y ⊆M and this is a contradiction. This means that each of the finitely many ends
of M is long.
For the converse, if each end of M is long, then the closure of every countable subset
of M in F(M) is disjoint from the ends. Hence (since clM (A) = clF(M)(A)), the
closure of A in M is compact whenever A is countable; therefore M is ω-bounded
(and a fortiori, by the forward direction, E(M) is finite). 
An end of a manifold is isolated if it is an isolated point of the space of ends. As
every end of an ω-bounded manifold is isolated and long by Theorem 4.2, we are led
to the following definition:
Definition 4.3. A long trunk is a type I trunklike manifold with the EDP and
finitely many ends, exactly one of which is long.
Combining Theorem 4.2 and Definition 4.3, we can give a strengthened version of
the Bagpipe Lemma as follows:
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Theorem 4.4 (“The Bagpipe Lemma: Promoting Trunk-Like to Long Trunks”).
Every ω-bounded manifold M has an open Lindelo¨f subset U such that X r clM (U)
is the disjoint union of finitely many long trunks.
The main theorem of this subsection is a generalized version of Theorem 4.4 and its
converse; in order to state it, we first recall a standard definition.
Definition 4.5.
(1) A bordered n-manifold is a connected Hausdorff topological space in which
every point has an open neighborhood homeomorphic to an open subset of
the closed upper half space H¯n = {(x1, . . . , xn) ∈ Rn : xn ≥ 0}.
(2) If M is a bordered n-manifold and x ∈M , we say that
(a) x is a manifold point of M if it has an open neighborhood homeomor-
phic to Rn, and
(b) x is a boundary point of M if it has an open neighborhood homeo-
morphic to H¯n.
Note that every n-manifold is also a bordered n-manifold (one with an empty set of
boundary points), and that the set of manifold points of a bordered n-manifold is an
n-manifold. We are now ready to state the main theorem of this subsection.
Theorem 4.6 (The General Bagpipe Lemma). Let M be a manifold.
(1) If M satisfies the EDP and either (i) M is type I and has second countable
end space or (ii) M has countable end space, then there exists an open
Lindelo¨f subset U of M such that clM (U) is a bordered manifold with compact
boundary components and M r clM (U) is the disjoint union of countably
many long trunks.
(2) If there exists an open Lindelo¨f subset U of M such that M r clM (U) is the
disjoint union of countably many long trunks, then M satisfies the EDP, has
second countable end space, and is type I.
Note that the original bagpipe lemma does not assume the manifold to be type I,
but every ω-bounded manifold is type I. It follows immediately from Theorem 4.6
that every manifold with a countable end space and the EDP must be type I. We
conjecture that, in fact, every manifold satisfying the EDP and with a second-
countable end space must be type I. Equivalently, we conjecture that the type I
condition in Theorem 4.6 (1) (i) can be removed (establishing this would also solve
Conjecture 3.5).
Before getting to the proof, we need three preliminary results.
Lemma 4.7. If the end space of a manifold is second countable, then every long
end is isolated.
Proof. Under the assumptions, the end space of the manifold M is first countable;
hence, every e ∈ E(M) is either isolated, or it belongs to the closure of a countable
set in E(M) ⊆ F(M). Therefore, by the definition of a long end, we conclude that
every long end e ∈ E(M) must be isolated. 
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We now record a useful corollary stemming from significant results in manifold theory
establishing the fact that every non-compact second-countable manifold admits
a handlebody decomposition6 (this has a long history, but we point the reader
to [6, Theorem 9.2 and Theorem 8.2]). Without concerning ourselves with the
definition of a handlebody, we record a straightforward corollary:
Proposition 4.8. Let M be a non-compact manifold. If K is a compact subset of
M , then there exists a compact bordered manifold N contained in M such that K is
contained in the interior of N .
Proof. For a short proof where M is second countable, we refer the reader to [8,
Proposition 3.17]. For a general manifold, simply observe that every compact
subset is contained in an open connected Lindelo¨f subset; we can then apply the
second-countable case to this subset. 
Lemma 4.9. If e is an isolated end of a manifold M , there is a connected open
subset U of M such that Uˆ = {e}, clM (U) is a bordered manifold, and ∂(U) is
compact.
Proof. As e is isolated, there is an element U = {U0, . . . , Un} ∈ K (X) such that
Uˆ1 = {e}. We may assume without loss of generality that U1 is connected (if it is
not, split it into the connected component containing e and the rest to get a larger
element of K (X)). Since ∂(U1) is compact, by Proposition 4.8, there is a compact
bordered submanifold N of M containing ∂(U1) in its interior. To finish, let U be
the unbounded component of U1 ∩ (M rN). 
Proof of Theorem 4.6. We first prove (1): Let M be a manifold with the EDP.
Additionally, we assume that either M is a type I manifold with second countable
end space or M is an arbitrary manifold with countable end space. If M has no
long ends, then—by Proposition 3.8—M is Lindelo¨f and we set U = M ; so, we
will also assume that M has at least one long end. By Lemma 4.7, each long end
of M is isolated; hence, by Lemma 4.9, for each long end ` of M we can choose
an unbounded open set U` such that Uˆ` = {`} and clM (U`) is a compact bordered
manifold. Moreover, since E(M) is second countable, it has only countably many
isolated points and thus there are only countably many such `. This allows us to
inductively choose the U` in such a way that for any two long ends `1 and `2, the
intersection of U`1 and U`2 is empty.
We claim that U` is a long trunk. Note that clM (U`) is Hausdorff and locally
compact; hence, clM (U`) has a well-defined Freudenthal compactification. Moreover,
by construction, it is not difficult to see that clM (U`) has a single end, which is
long and corresponds to `. Arguing as in Theorem 4.2, we see that clM (U`) is
ω-bounded; then, applying [8, Theorem 4.10]—or rather a slight modification to
bordered manifolds—clM (U`) is of type I. By intersecting a canonical sequence for
clM (U`) with U`, we see that U` is type I as well. Now if clM (U`) has n boundary
components, then it follows that U` is n+ 1-ended, with one end corresponding to `
and the others (located where the components of ∂(U`) should be) short; hence, U`
is a long trunk.
6In fact, this holds for every second-countable manifold that is not an unsmoothable 4-manifold.
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Let `k (k ∈ I, with I countable) enumerate all the long ends. For each k ∈ I, let
∂k1 , . . . , ∂
k
mk
denote the components of ∂(U`k) and choose paths γ
k
i in U`k connecting
∂ki and ∂
k
i+1 for 1 ≤ i < mk.
Let Γ1 = ∂(U`1) ∪ γ11 ∪ · · · ∪ γ1m1−1 and apply Proposition 4.8 to obtain an open set
V ′`1 of M such that clM (V
′
`1
) is a compact bordered submanifold of M and Γ1 ⊆ V ′`1 .
Moreover, we can assume that V ′`1 is connected by taking the connected component of
V ′`1 containing the connected set Γ1. Note that M r V
′
`1
has finitely many connected
components (since ∂(V ′`1) has finitely many components); hence, by replacing V
′
`1
with the union of V ′`1 with its bounded complementary components, we may also
assume that each component of M r V ′`1 is unbounded.
Now, proceeding recursively, assuming we have already defined Γk and V
′
`k
, let γk be
a path connecting Γk with ∂(U`k+1), and let Γk+1 = V
′
`k
∪γk ∪∂(U`k+1)∪γk+11 ∪ · · · ∪
γk+1mk+1−1. As in the base case, apply Proposition 4.8 to obtain an open set V
′
`k+1
of
M such that clM (V
′
`k+1
) is a compact bordered submanifold of M and Γk+1 ⊂ V ′`k+1 ;
again, we may assume that V`k+1 is connected and that each of its complementary
components is unbounded.
Notice there is a distinguished component Z`k of M rV ′`k yielding a neighborhood of
`k and, in particular, ∂(Z`k) ⊂ U`k (this follows from the fact that the complement
of ∂V ′`k is disconnected and that ∂V
′
`k
is disjoint from Γk). Now, for k ∈ I, define
V`k = V
′
`k
r (clM (Z`1) ∪ · · · ∪ clM (Z`k)) and observe that V`k is connected, clM (V`k)
is a bordered submanifold of M , and ∂(Z`j ) is a boundary component of clM (V`k)
for each j ≤ k. Finally, let V = ⋃k∈I V`k and let Z = ⋃k∈I ∂(Z`k). It follows that
V is an open connected Lindelo¨f subset of M and V ∪ Z is a bordered submanifold
whose set of boundary points (as a bordered manifold) is Z.
Let U =
(
M r
⋃
`∈L(M) U`
)
∪ V . Then, U is an open, connected subset of M such
that clM (U) = U ∪ Z is a bordered manifold with compact boundary components
(observe that the complement in M of U ∪ Z is open, as it is the union of the Z`).
Moreover, each component of MrU is unbounded (such components are the clM (Z`)).
Furthermore, one can argue that U is an adequate subspace of M . For, whenever
F ⊆ U is a closed set and B is a bounded (in M) connected component of M \ F ,
we consider the set B′ = clM (B) \F and note that B ⊆ B′ ⊆ clM (B), so B′ must be
connected. If B′ were to intersect M \ U , then B′ would need to intersect one of the
unbounded components of M \ U , contradicting our assumption about B′. Hence
B′ and so also clM (B), is a subset of U and so B is bounded in U . Thus, whenever
W is a bounded open set with clM (W ) ⊆ U , every bounded (in M) component of
M \ clM (W ) is also bounded in U , and therefore we can always enlarge W so that
every component of M \ clM (W ) is unbounded in M , showing that U is an adequate
subspace of M . With the properties from the previous paragraph, Lemma 2.17 yields
continuous surjections piU : F(M)→ FM (U) and pU : E(M)→ EM (U).
It remains to prove that U is Lindelo¨f. First observe that, by construction, U is an
open, connected subset of M . Furthermore, let us argue that U captures every end
of M : by construction, U captures every long end of M . Now, suppose e is a short
end and e′ is any other end of M . Let W be an unbounded open set with compact
boundary such that e ∈ Wˆ and e′ /∈ Wˆ . By the compactness of ∂(W ), there are
at most finitely many long ends ` such that ∂(W ) ∩ U` 6= ∅, label them `1, . . . , `k.
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Replacing W by
W ′ = W \
(
k⋃
i=1
clM (U`i)
)
,
we have that ∂(W ′) ⊂ U with e ∈ Wˆ ′ and e′ /∈ Wˆ ′. Now, we have shown that U
captures every end of M .
Applying Lemma 2.19, we have that pU : E(M)→ EM (U) is a homeomorphism. Let
PU : E(U)→ EM (U) be the map given by Lemma 2.20, then, from Corollary 2.21, we
have that ϕU = p
−1
U ◦ PU : E(U)→ E(M) is a quotient map. By the construction of
U—and, in particular, the fact Z` has finitely many boundary components—the map
ϕU is finite-to-one. Moreover, if the pre-image of an end of M under the map ϕU has
more than one point, then the end must be long and hence isolated. In particular,
since E(U) is Hausdorff, any end of U that is contained in the pre-image of a long
end of M must be isolated in E(U). Let {ej}j∈J be some indexing of the ends of
U whose image under ϕU is a long end of M by a countable set J ; additionally,
let {An}n∈N be a countable basis for E(M). Then, {{ej}}j∈J ∪ {ϕ−1U [An]}n∈N is a
countable basis for E(U); hence, E(U) is second countable.
Let us next argue that every end of U is short. First, let us consider the case where
e ∈ E(U) and ϕU (e) is short. In this case, the map piU : F(M) → FM (U) From
Lemma 2.17 is open and hence PU (e) is a Gδ point of FM (U) since ϕU (e) is a Gδ
point of F(M). In particular, {e} = Π−1U [{PU (e)}] and hence, by the continuity of
ΠU , e is also a Gδ point.
Now, let us consider the case when e ∈ E(U) and ` = ϕU (e) is long. Fix a net {xλ}λ∈Λ
in U converging to e in F(U). Then there exists a unique boundary component, call
it ∂e, of the bordered manifold clM (U)—and of V`—containing the accumulation
points of {xλ}λ∈Λ in M : this follows from the fact that the boundary components
of clM (U) are compact subsets of M and disjoint compact subsets can always be
separated by open sets in a Hausdorff space. Since ∂e is compact, we can choose
open subsets {An}n∈N of M such that ∂e =
⋂
n∈NAn. The collection {An ∩ U}n∈N
gives rise to a countable neighborhood basis of e in E(U) and hence e is a short end
of U .
We have established that E(U) is second countable and every end of U is short.
Furthermore, notice that if E(M) is countable, then so is E(U) (as the former is
a quotient of the latter, where all but countably many fibers of the quotient map
are singletons, and the rest are finite sets). On the other hand, if M is type I then
so is U (if 〈Mα
∣∣α < ω1〉 is a canonical sequence for M , then 〈Mα ∩ U ∣∣α < ω1〉 is a
canonical sequence for U). Hence, either U is type I or E(U) is countable, and so we
can apply Proposition 3.8 to conclude that U is Lindelo¨f. This establishes (1).
For (2), let U be the given Lindelo¨f subset so that M r clM (U) =
⊔
i∈I Ti, where
Ti is a long trunk and I indexes the components of M r clM (U) (by assumption,
I is countable). If I = ∅, then M is Lindelo¨f—hence type I—and it follows from
Proposition 2.5 that the end space of M is second countable and every end is short.
We will now assume that I is non-empty. Using Lemma 4.9, for each i ∈ I, we
can find a compact bordered manifold Ki of Ti such that Ti rKi has a component
Vi with Vˆi a singleton consisting of the unique long end of Ti. By definition, all
components of Ti rKi other than V must be Lindelo¨f.
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It now follows that N = M r
(⋃
i∈I clM (Vi)
)
is a Lindelo¨f set (as it is the union
of U together with countably many Lindelo¨f subsets). Note that N is open and
captures every end of M . In particular, by Corollary 2.21, E(M) is homeomorphic
to a quotient of E(N) and hence is second countable.
We will now argue that M is type I. Since each Ti is a long trunk, and in particular
type I, we may take canonical sequences 〈M iα
∣∣α < ω1〉 for Ti. We then define
Mα = N ∪
(⋃
i∈IM
i
α
)
for α < ω1 to obtain the canonical sequence 〈Mα
∣∣α < ω1〉
witnessing that M is type I.
It is left to show that M has the EDP. Let piN : F(M)→ FM (N) be the continuous
surjection given by Lemma 2.17. Now, as every point of F(N) is a Gδ point, every
point of FM (N) is also a Gδ point. The pre-image of a Gδ subset is again a Gδ
subset; hence, if e is an end of M such that {e} = pi−1N [{piN (e)}], then e is short.
Now, let e be an end of M such that pi−1N [{piN (e)}] 6= {e}. In this case, we must have
that pi−1N [{piN (e)}] = V i for some i ∈ I. There is a unique end in V i and it is long;
hence, e is long. We can conclude that M has the EDP. 
4.2. The Bagpipe Theorem. We now recall Nyikos’s “Bagpipe Theorem” [14,
Theorem 5.14]. Before doing so, we need to introduce the notion of a bagpipe. Our
definition will diverge slightly from the original definition of Nyikos [14, Definition
5.2] as well as the definition given by Gauld [8, Definition 4.11]; we will explain the
difference after providing the relevant definitions.
Definition 4.10. A topological space D is a long plane if it can be written as a
union
⋃
α<ω1
Dα of open subspaces Dα satisfying:
• Dα is homeomorphic to R2,
• clD(Dα) ⊂ Dβ, and
• the boundary of Dα in Dβ is homeomorphic to S1 (the unit circle)
whenever α < β < ω1. A space A is a bordered long pipe if it can realized as a
long plane with a copy of an open disk removed, or equivalently, A is a bordered
long pipe if it can be written as a union
⋃
α<ω1
Aα of open subspaces Aα satisfying:
• Aα is homeomorphic to S1 × [0,∞) (where [0,∞) ⊂ R),
• clA(Aα) ⊂ Aβ, and
• the boundary of Aα in Aβ is homeomorphic to S1
whenever α < β < ω1. A space P is a long pipe if it can be realized as the manifold
points of a bordered long pipe, or equivalently, if it can be realized as a long plane
with a point deleted. A space is a double long pipe if it is homeomorphic to a
2-manifold obtained by gluing two bordered long pipes along their boundaries via
orientation-reversing homeomorphisms.
Our bordered long pipe is what Gauld refers to as a long pipe in [8, Definition
4.11] and hence Gauld’s long pipe is not a manifold. Note that, in our definition, a
long pipe is two-ended with one short and one long end. Nyikos does not have this
restriction and, in his definition, our double long pipe (with 2 long ends) would be a
long pipe.
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Figure 2. A 3-ended genus-2 bagpipe. Each of the simple closed
curves shown bounds a long pipe. The compact surface co-bounded
by the simple closed curves drawn is the bag.
Example 4.11. Following the notation in Example 2.15, S1 × L≥0 is a bordered long
pipe, S1×L+ is a long pipe, and S1×L is a double long pipe. Additionally, note that
L× L is a long plane while L+ × L+ and L× L+ are not. In fact, the long planes
are exactly the ω-bounded simply-connected 2-manifolds (see [14, Lemma 6.1]), or,
equivalently, using Theorem 4.2, the long planes are exactly the simply-connected
2-manifolds whose unique end is long. Unfortunately, these simple examples hide the
complexity of the situation: there are exactly 2ℵ1 many pairwise non-homeomorphic
long planes (see Gauld [8, Theorem 4.19]).
Following Nyikos’s terminology, we will use the term surface to refer to a 2-
dimensional bordered manifold. It therefore makes sense to discuss compact subsur-
faces of a surface. It is worth noting that every boundary component of a compact
surface is homeomorphic to the circle; it is this rigidity that allows for the strength-
ening of the the Bagpipe Lemma to the Bagpipe Theorem given below in dimension
two.
Theorem 4.12 (“The Bagpipe Theorem” [14, Theorem 5.14]). Every ω-bounded
2-manifold M has a compact subsurface K such that M rK is the union of finitely
many disjoint long pipes.
The title of the theorem stems from the following definition and corollary:
Definition 4.13. A bagpipe is the connected sum of a 2-sphere and finitely many
tori, projective planes, and long planes (equivalently, a bagpipe is the connected sum
of a compact 2-manifold with finitely many long planes). See Figure 2.
We note that the reason we (and also Gauld) provide a different definition of long
pipe than Nyikos is to be able to make the above definition of a bagpipe.
Corollary 4.14. A 2-manifold is ω-bounded if and only if it is a bagpipe.
We broaden the definition of a bagpipe by allowing the “bag” to be second countable,
rather than closed. First, let a bordered bagpipe be the connected sum of a compact
surface with finitely many long planes7.
7As is the case with bordered manifolds, it is possible for a bordered bagpipe to have empty
boundary.
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β0 β1β−1
Figure 3. A general bagpipe with two short ends—the left and right
horizontal endpoints—and a countably infinite set of long ends, which
belong to long pipes bounded by the βn. Observe that the subsurface
co-bounded by the βn is second countable.
Definition 4.15. A general bagpipe is a space that can be written as a union
⋃
n∈NBn
of closed subsets Bn such that Bn is a bordered bagpipe and Bn ⊆ int(Bn+1) for all
n ∈ N. Equivalently, a general bagpipe is a 2-manifold constructed as the connected
sum of a connected open subset of the 2-sphere and countably many tori, projective
planes, and long planes. See Figure 3.
The goal of this section is to prove:
Theorem 4.16 (“The General Bagpipe Theorem”). Let M be a 2-manifold.
(1) If M satisfies the EDP and either (i) M is type I and has second countable
end space or (ii) M has countable end space, then there exists an open
Lindelo¨f subset U of M such that clM (U) is a surface with compact boundary
components and M r clM (U) is the disjoint union of countably many long
pipes.
(2) If there exists an open Lindelo¨f subset U of M such that M r clM (U) is the
disjoint union of countably many long pipes, then M satisfies the EDP, has
second countable end space, and is type I.
Proof. First note that (2) follows immediately from Theorem 4.6 as long pipes are
long trunks. For (1), we begin by invoking Theorem 4.6, which yields a Lindelo¨f
subsurface U ′ of M such that M r clM (U ′) =
⊔
i∈I Ti, where I is countable and
Ti is a long trunk. Moreover, note that clM (Ti) is a surface for each i ∈ I. Use
Lemma 4.9 to shrink Ti to a bordered manifold such that Tˆi only contains the unique
end of Ti. In this case clM (Ti) is an ω-bounded surface (by Theorem 4.2) and hence,
by [14, Corollary 5.16] (a corollary of the Bagpipe Theorem), there exists a compact
subsurface Ki of Ti such that Ti rKi is a long pipe.
Define U to be the interior of U ′ ∪ (⋃i∈I Ki). As U is the interior of a Lindelo¨f
subset of a manifold, it itself is Lindelo¨f. By construction, the complement of clM (U)
is a disjoint union of countably many long pipes. 
Corollary 4.17. Let M be a 2-manifold of type I. The manifold M satisfies the
EDP and has second countable end space if and only if it is a general bagpipe.
Proof. Let us first assume that M is a general bagpipe. Write M =
⋃
n∈NBn, where
Bn is a bordered bagpipe, Bn is a closed subset of M , and Bn ⊂ int(Bn+1). The
NON-METRIZABLE MANIFOLDS: ENDS AND A GENERAL BAGPIPE THEOREM 25
inclusion ιn : Bn ↪→ M is proper and induces an embedding ιˆn : E(Bn) → E(M);
let En denote the image of ιˆn. By Theorem 4.2, Bn has finitely many ends, all of
which are long; hence, En is finite and consists of long ends. Let E∞ denote the
complement of
⋃
n∈NEn in E(M). By construction, if E∞ 6= ∅, then it is clear that
every end of E∞ is short and so E(M) has the EDP. In addition, the collection
{{e} | e ∈ En for some n ∈ N} together with the sets of the form Uˆn, where Un is
a component of M r Bn, form a countable basis for the topology of E(M); hence,
E(M) is second countable.
For the other direction, assume M satisfies the EDP and has second countable end
space. By definition, a compact 2-manifold is a bagpipe, so let us assume that M is
non-compact. If M only has long ends, then, by Theorem 4.2, M is ω-bounded and
hence a bagpipe. So, let us assume that M has at least one short end. Then, by the
General Bagpipe Theorem, there is an open subset U of M such that Σ = clM (U)
is a second-countable surface with compact boundary components and M r Σ is
the disjoint union of countably many long pipes. Observe that each component of
M r U is a surface with compact boundary components and whose set of manifold
points is a long pipe. It follows that each component of M r U has connected
boundary: otherwise, M r Σ would have a component with more than two ends,
which contradicts the assumption that it is a long pipe.
As we have seen before, as every long end is isolated (Lemma 4.7) and E(M) is
second countable, there are at most countably many long ends; let {`i}i∈I be an
enumeration. By construction, for each i ∈ I, there is a unique component of M rΣ,
call it Li, such that `i ∈ Lˆi (note that Li is a long pipe). We also let βi = ∂Li.
Now, as Σ is a non-compact second-countable surface there exists a collection of
compact subsurfaces {Kn}n∈N such that Σ =
⋃
n∈NKn and Kn ⊂ int(Kn+1). In
addition, for each n ∈ N, if I is finite, we require Kn to contain βi for all i ∈ I;
otherwise, we identify I with N and require Kn to contain βi for all i ≤ n. In either
case, let Bn be obtained by taking the union of Kn with every Li satisfying βi ⊂ Kn.
We then have—as desired—that Bn is closed subset of M , Bn ⊂ int(Bn+1), Bn is a
bordered bagpipe, and M =
⋃
n∈NBn; hence, M is a general bagpipe. 
Appendix A. A type I manifold with all short ends and
whose end space is not second countable
In this appendix, we build a type I manifold, all of whose ends are short and whose
end space fails to be second countable. Consequently, the manifold fails to be a
general bagpipe. This shows that second countability of the end space is a necessary
assumption in Theorem 4.6 and Theorem 4.16. This manifold is built using (set-
theoretic) trees, so we first proceed to remind the reader of some standard facts
about trees.
Definition A.1. A tree is a partially ordered set (T,≤) such that, for every t ∈ T ,
the set {s ∈ T ∣∣s ≤ t} is (with the inherited order) well-ordered.
All of the trees used here will be connected (i.e., every tree will be assumed to have a
minimum element, called its root). An element t ∈ T is said to have height α, written
ht(t) = α, if {s ∈ T ∣∣s < t} has order-type α. Given an ordinal α, the α-th level of
the tree is the set
Tα = {t ∈ T
∣∣ ht(t) = α},
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and we will use notations such as T≤α or T<α with the obvious meanings. The height
of the tree T , denoted ht(T ), is the least α such that Tα = ∅. An ω1-tree is a tree of
height ω1 that has countable levels. A chain of the tree T is a subset C ⊆ T any
two of whose elements are ≤-comparable, and an antichain of T is a subset A ⊆ T ,
any two of whose elements are ≤-incomparable. A maximal chain is called a branch.
Also, elements of T are often called nodes.
We will moreover assume that every tree under consideration is well-pruned, that is,
for every node t ∈ T and every α such that ht(t) < α < ht(T ), there exists a node
s ∈ Tα with t ≤ s. We will also assume every tree to be Hausdorff, i.e., for every
limit ordinal α and every chain C such that sup{ht(t)∣∣t ∈ C} = α, there exists at
most one t ∈ Tα whose set of predecessors contains C. Finally, all of our trees will
satisfy that, whenever a node t of the tree has at least one successor, then it has
at least two immediate successors (that is, there are at least two distinct s1, s2 ≥ t
such that ht(s1) = ht(s2) = ht(t) + 1).
The following definition specifies the kind of tree that we will need for our construc-
tion.
Definition A.2. An Aronszajn tree is an ω1-tree without uncountable branches.
Aronszajn trees are counterexamples to the natural analog of Ko¨nig’s lemma at
cardinality ℵ1 (recall that Ko¨nig’s lemma states that every tree of height ω with
finite levels must have an infinite branch). The following is a quite classical result in
set theory.
Theorem A.3. There exists an Aronszajn tree.
Proof. See [13, Theorem II.5.9, p. 70] or [3, Theorem III.1.1, p. 111]. 
We point out that, in fact, there exists a binary Aronszajn tree (i.e., an Aronszajn
tree each of whose nodes has exactly two immediate successors); such a tree can be
obtained by taking an arbitrary Aronszajn tree and recursively removing nodes at
each level to ensure that every remaining node has exactly two immediate successors
(the resulting tree will still be Aronszajn).
Definition A.4. Given a tree T , we will define a topology on T as follows. Let
S(T ) be the collection of nodes whose height is a successor ordinal. We stipulate
that the collection
{t↑ | t ∈ S(T )} ∪ {T r t↑ | t ∈ S(T )}
forms a subbasis—of clopen sets—for the topology, where t↑ = {x ∈ T | t ≤ x} is
the “upward cone” with base t.
Note that, in Definition A.4, every node whose height is a successor ordinal will be
isolated. On the other hand, nodes of limit height are always accumulation points of
their set of predecessors.
In order to state the next theorem, we introduce some terminology.
Definition A.5. Let T be a tree.
(1) A chain C ⊆ T will be called full if it is closed downwards. That is, if t ∈ C
and s ≤ t then s ∈ C.
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(2) A chain C ⊆ T will be called closed if it is a closed set in the tree topology.
Equivalently, whenever α is a limit ordinal and t ∈ Tα is such that, for
unboundedly many ξ < α, the predecessor tξ of t at level ξ belongs to C,
then t ∈ C.
(3) We define a new tree, denoted T , whose nodes are all closed and full chains
of T , ordered by inclusion. That is,
T = {C ⊆ T ∣∣Cis a closed full chain},
with ordering given by C ≤ C ′ if and only if C ⊆ C ′.
Note that, according to Definition A.5, we can always embed the tree T into the tree
T by mapping each t ∈ T to the closed and full chain Ct = {s ∈ T
∣∣s ≤ t}. Thus,
T contains an isomorphic copy of T ; in fact, T can be thought of as the tree that
results from taking T and, for every branch C in T without a maximal element,
adding a node on top of C. Going forward, we abuse notation and identify T with
its isomorphic copy in T .
Theorem A.6. Let T be a binary ω1-tree. Then there exists a 2-manifold of type
I whose space of ends is homeomorphic to the topological space arising from T .
Furthermore, all ends corresponding to nodes in T<ω1 are short.
Proof. The construction employs a number of “building blocks”. Each of these
building blocks is constructed as follows: let P be a compact pair of pants, that is, a
compact, orientable surface of genus 0 with three boundary components (e.g., the
2-sphere with three pairwise-disjoint open disks removed). Let B be obtained by
removing a point from each boundary component of P . Note that B is a non-compact
surface with three boundary components each of which is homeomorphic to R. Also
note that B has three ends.
We now simultaneously define, by recursion on α < ω1, (1) orientable Lindelo¨f
surfaces with boundary, denoted Sα, along with bijections ϕα between the nodes of
the (α+ 1)-st level Tα+1 of the tree T and the boundary components of Sα, and (2)
functions fα : T≤(α+1) → E(Sα). We will require that each boundary component of
Sα be homeomorphic to R.
To begin, let S0 = Br∂1, where ∂1 is a boundary component of B. We let ϕ0 be any
bijection between the two nodes that belong to the level T1 and the two boundary
components of S0 (intuitively speaking, the boundary component that we deleted
corresponds to the root of the tree, and ϕ−1 should be the bijection mapping this
“hole” to the root of T ). Now there is a unique end of S0 that can only be reached by
manifold points of S0, call it e0 (and note that e0 is short), and define f0(T0) = e0.
Next, let b be a boundary component of S0, then there is a unique end of S0, call
it eb, that is in the closure of b in F(S0) (and note that this end eb must be short);
define f0(ϕ
−1
0 (b)) = eb.
Now assume that Sα, ϕα, and fα have been constructed. To define Sα+1, we first pick,
for each node t ∈ Tα+1 of the tree T at level α+ 1, a copy Bt of the basic building
block B, in such a way that these copies are all pairwise disjoint. We now proceed to
glue Sα with all of the Bt by identifying one of the boundary components of Bt with
the boundary component ϕα(t) of Sα via orientation-reversing homeomorphisms;
the result of this gluing process will be our Sα+1. Next, we build the mapping
ϕα+1 by mapping each of the two immediate successors t1, t2 of the node t to the
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Btξ Btξ+1
ϕξ(tξ) ϕξ+1(tξ+1) ϕξ+2(tξ+2)
γξ γξ+1
Figure 4. Two consecutive copies of B glued at stage ξ and ξ +
1, with the curves γξ and γξ+1 as used in the construction of the
homeomorphism Φ: T≤α → E(X).
two remaining boundary components of Bt. Then, as before, given a boundary
component b of Sα+1, there is a unique end eb of Sα+1 in the closure of b in F(Sα+1)
(and, once again, notice that the end eb is short): define fα+1(ϕ
−1
α+1(b)) = eb. Finally,
as Sα is a closed subset of Sα+1, the inclusion map Sα ↪→ Sα+1 is proper and hence
induces a continuous map ια : E(Sα)→ E(Sα+1); moreover, it is not hard to see that
ια is an embedding. To finish, we require fα+1 ◦ ια = ια ◦ fα(t).
It remains to describe the construction of Sα, ϕα, and fα when α is a limit ordinal
and all of the Sξ, ϕξ, and fξ, for ξ < α, have already been constructed. First let
X =
⋃
ξ<α Sξ and equip X with the direct limit topology. We claim that there is a
homeomorphism Φ : T≤α → E(X). Given our setup, we can define lim−→
ξ<α
E(Sξ) and
see that it embeds in E(X), let ν denote this embedding. For t ∈ T ξ with ξ < α, we
define Φ(t) = ν ◦ fξ(t). We now need to define Φ for t ∈ Tα. Fix t ∈ Tα and, for
each ξ < α, let tξ be the predecessor of t at level ξ. Then Btξ ⊂ Sξ contains three
boundary components; one of them corresponds to ϕξ(tξ) and another corresponds to
ϕξ+1(tξ+1). Let γtξ be a simple closed curve contained in Btξ separating the boundary
component of Btξ corresponding to ϕξ(tξ) from the other two boundary components
of Btξ , and set Vtξ+1 to be the component of X r γtξ containing ϕξ+1(tξ+1) (see
Figure 4). Let V = {Vtξ+1 |ξ < α} and observe that if V ∈ V then V is unbounded and
∂(V ) is compact. Moreover,
⋂
V ∈V V = ∅; hence, Vˆ = {Vˆ |V ∈ V} is a neighborhood
basis for a unique end of X, call it et (notice, in particular, that the fact that⋂
V ∈V Vˆ = {et} implies that et is a short end). We define Φ(t) = et. Now observe
that if t ∈ Tξ+1 for ξ < α, then Φ[t↑] = Vˆt. Note that both t↑ and Vˆt are clopen, so
we may conclude that Φ: T≤α → E(X) is an open bijection; in particular, Φ−1 is a
continuous bijection between compact Hausdorff spaces and hence a homeomorphism.
Now observe that X is an orientable second-countable 2-manifold of genus 0; in
particular, by the classification of second-countable surfaces, X is homeomorphic
to an open subset of the 2-sphere. We will now give an explicit construction of
such an open subset: for the simplicity of using coordinates, let us identify the
2-sphere with the Riemann sphere Cˆ and let E ⊂ R be a second-countable Stone
space homeomorphic to E(X). Let φ : E(X) → E be a homeomorphism and let
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N = (φ ◦ Φ)[Tα] ⊆ E. In other words, N is the set of ends of X that correspond to
nodes in Tα.
By assumption, N is countably infinite: choose an enumeration N = {xn}n∈N.
Inductively, choose a collection of Euclidean circles {Cn}n∈N such that, for each
n ∈ N, Cn ∩ R = {xn} and such that the radius rn of Cn satisfies rn < 1n and such
that rn + rm < |xn − xm| for 1 ≤ m < n. Define F ⊂ Cˆ to be the complement of
E ∪
⋃
n∈N
Dn,
where Dn is the open disk in C bounded by Cn. Note that F is a bordered manifold
in which every boundary component is homeomorphic to R.
By the classification of surfaces, the set of manifold points of F is a manifold
homeomorphic to X. By construction, each node t ∈ Tα is naturally associated to a
boundary component bt of F . Pick pairwise-disjoint copies Bt of the basic building
block B (as t varies over Tα), and proceed to glue the Bt to F by identifying a
boundary component of Bt with the boundary component bt of F via an orientation-
reversing homeomorphism. The resulting manifold will be Sα. For each t ∈ Tα, there
are two boundary components b1, b2 of Sα that naturally correspond to t, namely the
two remaining boundary components of the basic building block Bt. If t1, t2 are the
two immediate successors of t, we define ϕα(t1) = b1 and ϕα(t2) = b2. Doing this for
all t ∈ Tα finishes the definition of ϕα. Finally, we proceed to build fα. First notice
that T≤(α+1) = T≤α ∪ Tα+1; notice also that for each boundary component b of Sα
there is a unique end eb that lies in the closure of b in F(Sα) (furthermore, notice once
again that eb is a short end). Now, we have a natural embedding ι : E(X)→ E(Sα)
(induced by the homeomorphism between X and F ), and every element of E(Sα)
that is not in the image of ι must be one of the eb. We have already constructed a
homeomorphism Φ: T≤α → E(X), so for t ∈ T≤α we define fα(t) = ι ◦ Φ(t), and for
t ∈ Tα+1 we let fα(ϕ−1α (b)) = eb. This finishes the definition of fα, and hence of the
inductive step at the limit ordinal α.
We let M =
⋃
α<ω1
Sα, equipped with the direct limit topology. This 2-manifold
is type I, as witnessed by the sequence 〈Uα
∣∣α < ω1〉, where Uα = Sα \ ∂(Sα).
The construction of the homeomorphism T → E(M) is identical to the previous
construction of Φ above for a limit ordinal. The only difference with the case of a
limit α < ω1 is that, for any node t ∈ Tω1 , the collection V = {Vtξ+1
∣∣ξ < ω1} is no
longer countable and hence we can no longer ensure that Φ(t) is a short end. 
Theorem A.7. There exists a 2-manifold of type I, with all ends short, that is not
a general bagpipe.
Proof. By Theorem A.3, let T be an Aronszajn tree, and let M be the type I surface
built from T as in Theorem A.6. Then there is a homeomorphism Φ : T → E(M),
such that, whenever t ∈ T<ω1 , the end Φ(t) is short.
Since T is Aronszajn, by definition there are no uncountable branches of T . That
is, if C ⊆ T is a branch, then C is countable, and consequently sup{ht(t)∣∣t ∈ C} is
a countable ordinal. This implies that every node in T has a countable height, in
other words, Tω1 = ∅ and so T = T<ω1 . In particular, every end of M (being of the
form Φ(t) for t ∈ T<ω1) is short.
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Now suppose that X ⊆ T is a countable set. Since every node of T has a countable
height, it follows that sup{ht(t)∣∣t ∈ X} must be a countable ordinal; in other words,
there is an α < ω1 such that X ⊆ T≤α. Then every node of height α + 1 fails to
be in the closure of X and so X cannot be dense in T . Hence, T—and therefore
also E(M)—is not separable, and so it is not second countable either. Then, by
Theorem 4.16, M cannot possibly be a general bagpipe as E(M) fails to be second
countable. 
Appendix B. Variations of the Pru¨fer manifold and their spaces of
ends
This appendix arose from our (failed) attempts to disprove Conjecture 3.5. In order
to find a counterexample to Conjecture 3.5 one needs to find a manifold with the
EDP and second-countable end space that is not metrizable; Theorem 4.6 tells us
that if such a manifold exists it cannot be type I. There are relatively few known
constructions of non-metrizable manifolds that fail to be type I. Here, we explore
one of the more standard methods: Pru¨ferization of a point (another similar method,
known as Nyikosization, necessarily yields manifolds that fail to have the EDP). We
will see that, depending on the set that we Pru¨ferize, the corresponding variation of
the Pru¨fer manifold that we obtain is either Lindelo¨ff, or its end space fails to be
second countable. Thus, any hypothetical counterexample to Conjecture 3.5 would
need to be obtained using different ideas. However, we believe the description below
of the end space of a Pru¨ferized manifold is interesting enough in its own right for
inclusion.
Consider the open half-plane H = {(x, y) ∈ R2∣∣x > 0} and let p = (0, yp) for some
yp ∈ R. The Pru¨ferization Pp(H) of H at p is the topological space whose underlying
set is H ∪ Rp—where Rp is a copy of the real line. In order to define the topology,
we need to describe a subset of Pp(H): given a, b ∈ Rp such that a < b, we define
Ta,b ⊂ Pp(H) by
Ta,b = {z ∈ Rp
∣∣a < z < b} ∪ {(x, y) ∈ H∣∣y < bx+ yp and y > ax+ yp}.
The topology is generated by basic open sets of two kinds:
(1) the standard (Euclidean) open sets in H, and
(2) the sets Ta,b for every all a < b in Rp.
This has the effect that every element of Rp is “close” to the point where p = (0, yp)
“would be located”. Neighborhoods of the point z ∈ Rp always intersect H in a small
triangle enclosing the line of slope z that passes through p (e.g. if p is the origin,
then the sequence of points 〈( 1n , zn) ∣∣n ∈ N〉 ⊂ H converges to z in Pp(H)).
In order to determine what E(Pp(H)) is, we need to investigate what kinds of
compact subsets the space Pp(H) can have. Consider an open set of the form
Ua,b,c = Ta,b ∩ {(x, y) ∈ H
∣∣x < c} for some positive real number c. The sets Ua,b,c
are bounded and, furthermore, every compact subset of Pp(H) is either contained
in the half-plane (and thus it is an Euclidean compact set) or it is contained in an
open set of the form Ua,b,c. The closure of Ua,b,c is equal to
clPp(H)(Ua,b,c) = {z ∈ Rp
∣∣a ≤ z ≤ b} ∪ {(x, y) ∈ H∣∣y ≤ bx+ yp, y ≥ ax+ yp, x ≤ c}.
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In particular, ∂(U) is a triangle in H with a missing vertex—the vertex would be
at the point p = (0, yp), should this point belong to the half-plane—together with
the points a, b ∈ Rp. Note that the complement V of clPp(H)(U) intersects Rp in two
disjoint half rays, namely, V ∩ Rp = (−∞, a) ∪ (b,∞).
Before we continue to Pru¨ferize more than a single point, it is instructive to note
that Pp(H) is a 2-manifold with boundary—homeomorphic to [0, 1)× (0, 1)—and
if we double Pp(H) along its boundary, we obtain a 2-manifold homeomorphic to
R2.
Now suppose that we let Y be a subset of the y-axis and that we Pru¨ferize every
single point in Y to obtain the manifold PY (H)—the construction in the previous
paragraph describes the particular case where Y is a singleton. Suppose that Y has
at least two points z, w (with z < w). Given an n ∈ N, consider the set
Tz,w,n = {nRz , (−n)Rw}∪
{
(x, y) ∈ H∣∣y = nx+ z or y = −nx+ w and x < w − z
2n
}
,
where the number nRz denotes the copy of n within Rz, and analogously for (−n)Rw .
In other words, Tz,w,n consists of the portions of the line through z with slope n and
the line through w with slope −n up to their intersection, together with the points
n ∈ Rz and −n ∈ Rw. Given an unbounded open set with compact boundary, it is
possible to pass to a subset U whose boundary is a set of the form Tz,w,n. For such
a set U , we have the following two possibilities:
(1) Either U is the unbounded region of the half-plane delimited by its intersection
with Tz,w,n, along with the half-open rays (−∞, n) ⊆ Rz and (−n,∞) ⊆ Rw,
together with the whole line Rx whenever x ∈ Y and x < z or w < x—we
will denote this open set by U∞z,w,n, or
(2) U is the bounded region of the half-plane delimited by its intersection with
Tz,w,n, along with the half-open rays (n,∞) ⊆ Rz and (−∞,−n) ⊆ Rw,
together with the whole line Rx whenever x ∈ Y and z < x < w—we will
denote this open set by Uz,w,n.
The set Uˆ∞z,w,n is a neighborhood of at least one end. In fact, the Uˆ∞z,w,n, as we let
z, w, n vary, form a neighborhood basis of a unique end, that we will denote by e∞.
The set Uˆz,w,n is also a neighborhood of at least one end; the sets Uˆz,w,n as we let
w, n vary while leaving z fixed, form a neighborhood basis of a unique end, that we
will denote with e+z . Meanwhile, the sets Uˆz,w,n as we let z, n vary while leaving w
fixed, form a neighborhood basis of an end that we will denote with e−w .
It is instructive to notice, for example, that if there are no x ∈ Y with z < x < w,
then it will in fact be the case that e+z = e
−
w . Notice also that Uˆ
∞
z,w,n contains, in
addition to e∞, all e+x and e−x where x ∈ Y and w < x or x < z, as well as e+w and
e−z . Similarly, Uˆz,w,n contains, in addition to e+z and e−w , all e+x and e−x whenever
x ∈ Y is such that z < x < w.
After the previous analysis, we are able to describe the space of ends E(PY (H)) of
the Pru¨ferization of the half-plane H at every point in Y . We start by considering
an end e∞ and, for each z ∈ Y , two ends e+z and e−z , equipped with the following
topology and subject to the following identifications:
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• The sets Uˆ∞z,w,n = {e∞, e+w , e−z } ∪ {e+x , e−x
∣∣x ∈ Y and x > w or x < z} where
z, w with z < w range over all Y and n ∈ N form a neighborhood basis of
e∞.
• The sets Uˆz,w,n = {e+z , e−w} ∪ {e+x , e−x
∣∣x ∈ Y and z < x < w} where n ∈ N
and w ∈ Y with z < w form a neighborhood basis of e+z .
• The sets Uw,z,n where n ∈ N and w ∈ Y with w < z form a neighborhood
basis of e−z .
• If z, w ∈ Y are such that z < w and there are no further points of Y between
z and w, then e+z = e
−
w .
• If Y has a maximum element, z, then e+z = e∞.
• If Y has a minimum element, z, then e−z = e∞.
The above provides a description of E(PY (H)) for a given Y . Note that, regardless
of the choice of Y , every end of PY (H) is short.
For an example, if Y is the whole y-axis, then the resulting manifold PY (H) has an
end space similar to a double real line. One can picture it as two copies of R, denoted
R+ and R−, where neighborhoods of an x+ ∈ R+ are the union of a half-open interval
[x, z) ⊆ R+ together with an open interval (x, z) ⊆ R−, and neighborhoods of an
x− ∈ R− are the union of a half-open interval (z, x] ⊆ R− together with an open
interval (z, x) ⊆ R+; along with a further point at infinity.
A similar picture emerges for different variations of the set Y . As a final observation,
notice that, if Y is countable, then PY (H) will be Lindelo¨f, whereas if Y is uncount-
able, then E(PY (H)) will not be second countable. Thus, simply by Pru¨ferizing
points in the boundary of a half plane, it is not possible to get an example of a
manifold in case (ii) of Proposition 3.8.
There is an alternative to the Pru¨ferization process in which, rather than attaching a
copy of the real line to each element of Y , one attaches a copy of a closed half-plane
(equivalently, one attaches the copies of the real line described above and then
collars the boundary of the resulting bordered manifold); this produces an honest
manifold (as opposed to a bordered manifold), which is one-ended. The construction
of this manifold can be found, for example, in [18, Appendix A, pp. 466–477] or
in [11, Example 1.3.1] (to the authors’ knowledge, this construction is originally due
to Rado´ [16]). If the set Y utilized to carry out this procedure is countable, then
the resulting manifold M is metrizable; moreover, the unique end of M is short
and hence M is homeomorphic to R2. On the other hand, if Y is uncountable then
the resulting manifold M is non-metrizable, but its unique end is neither short nor
long.
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