We focus on the investigation of relations between plane algebraic curves and their convolution. Since the convolution of irreducible algebraic curves is not necessarily irreducible, an upper bound for the number of components is given. Then, a formula expressing the convolution degree using the algebraic degree and the genus of the curve is derived. In addition, a detailed analysis of the so-called special and degenerated components is discussed. We also present some special results for curves with low convolution degree and for rational curves, and use our results to investigate the relation with the theory of the classical offsets and Pythagorean Hodograph (PH) curves presented in Arrondo et al. (1997) .
Introduction
In recent years, studying convolutions of hypersurfaces has become an active research area. For instance, one of the fundamental operations in computer aided design, i.e., offsetting, can be expressed as the convolution with a circle/sphere. Applying the operation of convolution with other hypersurfaces, we arrive at so-called general offsets. Many interesting problems related to this topic have arisen, e.g. analysis of (geometric and algebraic) properties, determining the number and kind of their components, computing the convolution degrees of hypersurfaces and, mainly, a construction of rational parameterizations of convolution hypersurfaces (if they exist) and the formulation of suitable symbolic algorithms for their computations. In addition, the construction of convolutions is closely related to another basic geometric operation -the Minkowski sum. The boundary of the Minkowski sum of two planar objects is a subset of the convolution of the corresponding boundary curves. Hence, by eliminating all the redundant parts in the convolution curve, one can generate the Minkowski sum boundary. The Minkowski sum can be used in various important geometric computations, especially for detection of collision among planar curved objects. The reader interested in these topics is cordially referred to Peternell and Steiner (2007) and Šír et al. (2007) .
In this text, we focus mainly on convolutions of algebraic curves, though some results can be immediately generalized for hypersurfaces in higher arbitrary dimension. We present a complete algebraic analysis of the degeneration and existence of simple and special components of convolutions of irreducible curves over algebraically closed fields of characteristic zero. The main characterization from the point of view of convolutions, deeply studied in the following text, is the so-called convolution degree which reflects a behavior of a hypersurface in the process of convolution construction with a generic algebraic hypersurface. A relation of the convolution degree with the genus of an algebraic curve is thoroughly analyzed. Special attention is devoted to rational curves and their convolutions. Given two algebraic curves, their exact convolution curve is also algebraicunfortunately the convolution of two polynomial/rational curves is not polynomial/rational in general.
The notion of convolution can be found in two different ways. In computer vision, image and signal processing, electrical engineering, etc., a convolution curve/surface is introduced through the relation f (x) = g(x) h(x) = R n g (t) h(x − t)dt (n = 2, 3), called the convolution of the geometry function g and the kernel function h; cf. Bloomenthal and Shoemake (1991) and Johnson and Breitzman (2004) .
In geometric modelling, the convolution hypersurface V W of two hypersurfaces V, W in the affine space is taken as the envelope of V under the translations defined by vectors v ∈ W . Finding conditions for the rationality of the convolution of two hypersurfaces is challenging. It has been proved in Peternell and Manhart (2003) and Sampoli et al. (2006) that hypersurfaces with a Linear field of Normal vectors (LN hypersurfaces), introduced in Jüttler (1998), admit rational convolutions with any arbitrary rational hypersurface. Another symbolic approach based on Gröbner basis computations and discussion of the associated convolution degree of parameterized hypersurfaces was used in Lávička and Bastl (2007) , where a special class of GRC parameterizations of hypersurfaces (Generally admitting Rational Convolutions with any arbitrary rational hypersurface) was introduced. As a by-product, it was proved that all non-developable surfaces admitting quadratic polynomial parameterizations belong to the class of LN surfaces. Nevertheless, the detailed algebraic analysis of convolution hypersurfaces has not been available up to the present day. Clearly, this analysis is necessary for formulating subsequent algorithms. A unique exception is the complete analysis of offsets of algebraic hypersurfaces (convolutions with hyperspheres). It is not surprising that these hypersurfaces were analyzed first. As they possess the highest application potential, the rationality of classical offset curves and surfaces has been studied for many years. In the case of planar curves, the class of Pythagorean Hodograph (PH) curves as polynomial curves possessing rational offset curves and polynomial arc-length functions was introduced in Farouki and Sakkalis (1990) . A thorough analysis of PH curves has followed -see e.g. Farouki and Neff (1995) and Farouki (2008) . Later, the concept of polynomial planar PH curves was generalized to rational PH curves (Pottmann, 1995; Peternell and Pottmann, 1998) . The notion of rational surfaces with rational offsets, called Pythagorean Normal vector (PN) surfaces, was introduced in Pottmann (1995) -more details about PN surfaces can be found e.g. in Lü (1996) and Peternell and Pottmann (1998) . Consequently, many interesting problems related to this topic have been solved, e.g. analysis of geometric and algebraic properties of offsets, determining the number and kinds of offset components, computation of PH/PN parameterization and studying local shapes of offset curves; cf. Arrondo et al. (1997) , Sendra and Sendra (2000) , Alcazar and Sendra (2007) , Alcazar (2008a,b) and San Segundo and Sendra (2009) . Recently, a new approach based on the so-called support functions has been introduced to CAGD - Gravesen et al. (2008) , Šír et al. (2008) , Aigner et al. (2009) and Lávička et al. (2010) .
Despite the fact that the situation for convolutions is less well understood than for classical offsets, approaches presented in Arrondo et al. (1997 Arrondo et al. ( , 1999 and Sendra and Sendra (2000) promise analogous outputs also for general convolution hypersurfaces, at least in the case of curves. Clearly, all results concerning two-sided offsets must hold true when one of the hypersurfaces (especially in the case of curves) is a hypersphere (circle). As in the works referred to above, standard methods of algebraic geometry, which work over an algebraically closed field, are employed. On the other hand, problems that originated in various fields dealing with computing for industrial applications, such as Computer Aided Design and Manufacturing (CAD and CAM), geometric modelling, computational geometry, robotics, image processing, computer graphics (i.e., fields using convolutions), work especially with hypersurfaces over the reals. Hence, some mathematical difficulties may appear, and many of the algebraic geometry techniques must be reconsidered. Nevertheless, partial solutions to some of these problems can be obtained and then applied.
The remainder of this paper is organized as follows. Section 2 recalls some basic notions and facts from algebraic geometry which are consequently used for an algebraic analysis of convolution curves. We also define the operation of convolution and study some properties of convolution curves. In Section 3, we give an algebraic analysis of convolutions and discuss the different kinds of their irreducible components. An upper bound for the number of components is given and a formula relating the convolution degree, the algebraic degree and the genus of a given curve is derived. In Section 4, special results on rational curves are presented. Section 5 is devoted to some generalizations for algebraic hypersurfaces in higher dimensions.
Preliminaries
In this section we recall some basic properties of algebraic curves and their singular points, and summarize the necessary theory of tangent spaces and polar curves in connection with the theory of convolutions. More details concerning fundamentals of algebraic geometry can be found e.g. in Walker (1950) , Fulton (1969) , Brieskorn and Knörer (1986) , Cox et al. (2005) and Kunz (2005) .
Singularities of algebraic curves
Throughout this paper we work over the field of complex numbers C. A given set of polynomials
Affine varieties which can be described by a single nonconstant equation f (x) = 0 are called hypersurfaces. Moreover iff is the square-free part of f then V(f ) = V(f ). Hence in what follows, we will consider the defining polynomial f of the hypersurface V(f ) to be square-free. Affine varieties form the closed sets of the Zariski topology on C n . For any set X ⊂ C n we denote as cl X its closure in this topology, i.e., cl X is the smallest affine variety containing X . A variety is called irreducible if it cannot be written as a union of two proper varieties.
For any variety X the set
is called the ideal of the affine variety X. The coordinate ring of X is defined as C[X] := C[x]/I(X).
Any ϕ ∈ C[X] is called a regular function on X. The quotient of two regular functions ϕ/ψ, where ψ is not a zero divisor in C[X], is called a rational function. In the case where the variety X is irreducible then the quotient field C(X) of C[X] is called the field of rational functions on X.
The mapping ϕ : X → Y given by ϕ : p → (ϕ 1 (p), . . . , ϕ n (p)), where ϕ i ∈ C(X), is called a rational mapping. This rational mapping is said to be dominant if cl ϕ(X) = Y. If ϕ is a dominant mapping then there exists a positive constant k such that for a generic q ∈ Y the fiber ϕ −1 (q) contains exactly k points. Then, this constant k is called the degree of ϕ and we denote it by deg ϕ. If deg ϕ = 1 then there exists a rational inverse and such a ϕ is called birational. Some important examples of rational mappings are rational parameterizations, i.e., dominant mappings C n → X.
A parameterization given by a birational mapping is called proper.
The concept of projective algebraic varieties can be introduced in a similar way. Throughout this paper we will assume that the affine space C n is included in the projective space P n C via the mapping ξ : (x 1 , . . . , x n ) → (1 : x 1 : · · · : x n ). Projective points of the hyperplane x 0 = 0 have no preimages in this mapping and they are called points at infinity. The ideal hyperplane containing these points will be denoted by ω. For any variety X we denote its projective closure by X P ; in particular, if X is a hypersurface defined by the equation f = 0 then X P is defined by the equation F = 0 where F is the homogenization of f .
Next, we will focus on affine plane curves, i.e., on hypersurfaces in the affine plane. For this purpose
Using the fact that any projective plane is covered by three affine planes, all aforementioned notions can be extended to the case of projective curves, too. The intersection multiplicity of two affine curves at their common point p ∈ X ∩ Y is defined by
where
and f , g is the ideal generated by f and g in O C 2 ,p . In terms of the intersection multiplicity, we may define the tangent space to the curve X at the point p, denoted by T p X, as the union of all straight lines L going through p such that I p (X, L) > 1. It follows that there exists a nonempty open subset of X such that for any p in this set, dim T p X = dim X. These points are called regular and the set of all regular points is denoted by Reg X. Points in the complement X\Reg X are called singular. The set of all singular points is denoted by Sing X. Let p = (p 1 , p 2 ) be a point on X; then the tangent space can be described as
It is easy to see that the point p is singular if and only if
W.l.o.g., we may assume that the singular point p is at the origin. Then the polynomial f has the
The number m is called a multiplicity of the point p, denoted by m p (X). Other important invariants associated with singularities are the Milnor numbers defined by
and delta invariants given by
where r p (X) expresses the number of branches of a plane curve going through the point p. Using delta invariants, one can write the formula for the genus of a plane curve (for a definition of the genus of an algebraic curve see e.g. Brieskorn and Knörer (1986) ).
Theorem 2.1 (Max Noether's formula). The genus of a plane curve X P of degree d can be computed using the formula
The following theorem describes the relation between genera of two nonsingular curves using the ramification divisor of a corresponding dominant rational mapping; cf. Brieskorn and Knörer (1986) and Fulton (1969) .
Theorem 2.2 (Riemann-Hurwitz formula). Let X P ⊂ P m C and Y P ⊂ P n C be two nonsingular projective curves and ϕ : X P → Y P a dominant rational mapping. Then the following formula holds:
where deg D R ≥ 0 is the degree of the ramification divisor.
The Riemann-Hurwitz formula can serve as a very useful tool also for curves with singularities, since we are always able to find a nonsingular curve birationally equivalent to a given one, and then apply (9). 
Polar curves
C be an irreducible projective algebraic curve and p = (p 0 : p 1 : p 2 ) a point. The curve P p X P = V(G p ) given by the polynomial
is called the polar of X P with respect to p.
The following property of polar curves will be used in the next section for constructing convolutions of algebraic curves (see Kunz (2005) for the proof).
Theorem 2.4. P p X P ∩ X P = {x ∈ X P | p ∈ T x X P }. If p = (0 : p 1 : p 2 ) is a point at infinity, then the standard affine part of P p X P will be denoted as P (p 1 ,p 2 ) X and it is given by the equation
where g(x 1 , x 2 ) := G(1, x 1 , x 2 ). This curve is called a polar to X with respect to the direction (p 1 , p 2 ).
An illustration of Theorem 2.4 for this affine case is shown in Fig. 1 .
Convolutions and their components
The convolution of the sets V and W , denoted by V W , is defined to be the closure of the set
Remark 2.6. The relation being coherent ∼ is an equivalence.
An example of the construction of the convolution of two curves is seen in Fig. 2 . Obviously
and hence in what follows, we can consider convolutions of irreducible sets only. Moreover, since there is only one tangent direction for all points on the line, the convolution of lines with any curve can be handled easily.
Remark 2.7. For the sake of simplicity, from now on if we say a curve we implicitly assume that this is not a line. 
d and the convolution with S 1 d is the so-called two-sided offset at the distance d. It is well-known fact that an offset to the curve need not be irreducible, and it can consist maximally of two components; cf. Arrondo et al. (1997) . Moreover, the offset to the circle
a component of the convolution of two given curves is not necessarily a curve.
As shown in Example 2.8, the convolution of two curves need not be irreducible and furthermore it may happen that some of the components degenerate to a point. The following definition differentiates between three possible types of convolution components.
Definition 2.9. Let V, W be two algebraic curves. An irreducible component X ⊂ V W will be called simple, special, or degenerated respectively, if there exists a nonempty open set X ⊂ X, such that ∀u ∈ X , there exist(s) just one, more than one but finitely many, or infinitely many pair
It is convenient to define also convolutions with zero-dimensional algebraic sets -then the set of all algebraic sets in C 2 is closed under the operation of convolution.
Definition 2.10. Let p, q ∈ C 2 be two points and V an affine curve; then we define p q := p + q, and,
Clearly the convolution with a point is nothing but the translation in the direction of v.
Algebraic analysis of convolutions of algebraic curves
In this section we present an algebraic analysis of the convolution of two algebraic curves. We derive the formula expressing the convolution degree using the algebraic degree and the genus of the curve. Furthermore, the detailed analysis of so-called special and degenerated components is presented.
Properties of convolutions
Following the approach introduced in Arrondo et al. (1997) for studying offsets to hypersurfaces, we construct for any two curves V, W ⊂ C 2 a certain algebraic set C(V, W ) ⊂ C 4 , which relates the curve V to V W . For V = V(f ) and W = V(g), we define
Remark 3.1. Let us recall that the third condition in (14) only expresses the parallelism of tangents at the coherent points using the polar curve; cf. Theorem 2.4.
If we consider two natural projections
we can prove immediately the following fundamental properties of the set C(V, W ).
Lemma 3.2. If V, W are two plane algebraic curves then
Proof. First, we choose a generic u ∈ cl (π 1 (C(V, W ))). Then, it follows from the definition of
). Thus using the fact that both sets are closed, we deduce that they have to be equal. The second statement can be proved in a similar way.
Corollary 3.3. The dimension of the variety
Assuming that W is not a line, there can be only a finite number of such pairs. Hence, the fibers of π 2 are finite and dim C(V, W ) ≤ dim V. This completes the proof.
It follows from Definition 2.5 that V W = W V and thus we may construct the set C(W , V) instead of C(V, W ) as well. Obviously, these sets are isomorphic.
Lemma 3.4. There exists an isomorphism ι :
All of the above relations are summarized in the following diagram: (1) set the ideal
(2) consider the term order
Remark 3.6. Steps (5), (6) could be replaced by adding the special polynomials
These polynomials guarantee thatĥ (x) possesses no extra factors. However, the computation of Gröbner basis can be significantly more complicated in this case.
The next lemma describes the fundamental property of convolutions, namely preserving the relation of coherent points. Let us recall that this property is well-known for classical offsets of curves.
Proof.
Since v + w is a regular point, then by the implicit function theorem, there exists a local parameterization ϕ(t) = (ϕ 1 (t), ϕ 2 (t)) such that ϕ 1 (t) and ϕ 2 (t) are nonconstant analytic functions, ϕ(0) = v + w and there exists a neighborhood U of 0 in the classical topology on C such that ϕ(U) ⊂ V W . The mapping π 1 is not bijective in general, but for the point
Hence, there exists the inverse mappingπ −1
Since v and w are coherent points, we get
for some nonzero λ ∈ C. Therefore dϕ/dt (0) 
Kinds of convolution components and their characterization
Definition 2.9 introduced three different kinds of convolution components. Using the set C(V, W ) and the associated projections, the particular type corresponds to the degree of the projection π 1 . It turns out that the most interesting cases are simple components since then the projection π 1 restricted to this simple component is a birational mapping.
Hence, the cardinality of a generic fiber is equal to the number of pairs (v α , w α ) generating u. By the definition of degree of rational mapping it is nothing but the degree of π 1 .
Of course, this characterization is independent of the choice of the sets C(V, W ) or C(W , V) because deg π 1 = deg ι · deg π 1 = deg π 1 . Moreover, it is seen that for any special component we have one fixed number k such that a generic fiber has the cardinality k. Hence in what follows, we will use the name k-special component.
For degenerated components we immediately obtain:
Proof. Since the fibres of π 1 are infinite for a generic point x on the degenerated component X, it follows that dim X < dim C(V, W ) = 1.
The next corollary relates genera of input curves and the genus of a simple component of their convolution.
Corollary 3.10. Let X be an irreducible simple component of V W ; then g (X) ≥ max{g (V), g (W)}.
Proof. We will prove that g (X) ≥ g (V); the second inequality would be proved analogously. If g (V) = 0 then there is nothing to prove. Next, we assume that g (V) > 0. Since X is simple, the mapping π 1 | π −1 1 (X) is of degree 1, i.e., birational. Therefore there exists a rational mapping π 2 • π −1 1 : X → V. Let ϕ : X P → V P be its projective extension. Hironaka's theorem ensures that there exist nonsingular curves X P and V P which are birationally equivalent to X P and V P , respectively. Moreover, the mapping ϕ is resolved to the rational mapping ϕ : X P → V P . Invoking Riemann-Hurwitz formula (Theorem 2.2) and after some simple calculations we arrive at
where all the terms on the right side of (18) are nonnegative. Thus using g (X) = g X P and g (V) = g V P we get g (X) ≥ g (V) and the statement is proved.
Let us emphasize that Corollary 3.10 does not hold for special components as one can see in the following example.
Example 3.11. Given two curves
and W = V x 2 1 + x 2 2 − 1 , the curve V has genus equal to 1 and thus is not rational, while the curve W is the unit circle which has genus zero. The convolution V W factorizes into two components
and
The component X 1 is simple and g (X 1 ) = 1 ≥ 1 = max{g (V), g (W)}. On the other hand the component X 2 is 2-special with g (X 2 ) = 0 < 1.
The convolution degree of affine curves
In this section, we define the so-called convolution degree which reflects a complexity of a given curve with respect to the operation of convolution.
Definition 3.12. The convolution degree κ W of a planar curve W is equal to the number of affine regular points on W where the tangent lines are collinear with a fixed generic direction.
The mapping π 2 : C(V, W ) → V is not birational in general and the construction of the set C(V, W ) implies that the degree of π 2 depends only on the curve W . Hence, we obtain: Lemma 3.13. It holds that κ W = deg π 2 .
Remark 3.14. The convolution degree was firstly defined in Lávička and Bastl (2007) for rational parametric hypersurfaces with the help of Gröbner basis theory. In this paper, we have used a modified approach based on the properties of the projection π 2 which is more suitable for general (not only rational) algebraic curves and hypersurfaces.
In what follows, we will formulate a compact formula for computing the convolution degree of a given algebraic curve. For this purpose, it is necessary to introduce another affine invariant of curves describing their relation to the ideal line ω.
Definition 3.15. Let X be an affine curve and X P its projective closure. We define the so-called ω-correction of X as the number
Remark 3.16. Since X P intersects ω only in a finite number of points, the ω-correction is finite, too. Moreover, it can be easily computed in the following way. Let 
Hence, the points in X P ∩ω are x i = (0 : −β i : α i ). In addition, the intersection multiplicity I x i X P , ω is equal to k i .
If f (n) = x n 1 then Ω X equals n − 1 for (0 : 0 : 1) being a regular point of X P , and 0 otherwise. The case f (n) = x n 2 can be handled analogously. Thus, we can exclude these special cases from further considerations. Next, we have
Of course, some factors of the polynomial (23) may correspond to the singular points of X P ∩ ω. We may identify them by computing a square-free part s(x 1 , x 2 ) of the polynomial
After repeated division of (23) by the square-free polynomial s(x 1 , x 2 ), we arrive at the polynomial
. . , m}. From the considerations mentioned above, it follows that Ω X = i∈A (k i − 1). Therefore, we obtain
In addition, this immediately gives a bound for the ω-correction:
Theorem 3.17 (Convolution degree formula). Let X be an affine curve, X P its projective closure and define ∆ x := m x (X P ) − r x X P for any x ∈ Sing X P . If no tangent at a singular point of X P coincides with ω then the convolution degree of X is equal to
Before proving the theorem, we recall one necessary lemma whose proof can be found e.g. in Tutaj (1993) .
Lemma 3.18 (Weak version of Teissier's lemma). Assume that we have an irreducible curve
Proof of Theorem 3.17. In what follows, we choose an arbitrary curve V. To prove the theorem we compute the cardinality of a generic fiber of the projection π 2 : C(V, X) → V. For a generic v ∈ V, the fiber π −1 2 (v) consists of pairs (u, v), where u − v ∈ Reg X are points coherent with v.
First we will find the number of regular points in the intersection of X P ∩ P p X for generic p ∈ ω and then subtract some correction for the intersection points on ω. We define n = deg(X P ) and thus for any p ∈ ω we have deg P p X P = n − 1. Then by the Bézout theorem one obtains
Now, to determine the number of regular points it is enough to compute the intersection multiplicities I x (X P , P a X P ) for both the regular and singular points. We may assume w.l.o.g. that x = (1 : 0 : 0) and p = (0 : 0 : 1) ∈ ω, i.e., we can work with the affine curve X and the polar given by P (0,1) X = V (∂ f /∂ x 2 ). By Teissier's lemma we know that the Milnor number of x is µ x (X) = I x X, P p X − I x (X, V(x 1 )) + 1.
There are only a finite number of lines in a tangent cone at any singular point x and we can assume that none of them passes through p (the only exception occurs when x lies on ω and ω is tangent to X P at x -however, this configuration was excluded by the assumptions of the theorem). Since V(x 1 ) is not a component of the tangent cone at x, the number I x (X, V(x 1 )) is exactly equal to the multiplicity m x (X). Using (30) and the Milnor identity (6) we arrive at
If x ∈ X∩P p X is a regular point of X then V(x 1 ) is the line tangent to X at x. Hence I x (X, V(x 1 )) ≥ 2 and the inequality is sharp if and only if x is flex of the curve. But any curve, distinct from the line, cannot have more than 3n(n − 2) flexes. Thus from (30) for a generic direction p and any point x ∈ X ∩ P p X regular on X, we get
Summarizing the previous calculations, we can see that the number of regular points m in the intersection X p ∩ P p X P for a generic direction p is equal to
Using Max Noether's formula (Theorem 2.1) we can substitute for the genus and obtain
Finally, any regular point x on X P ∩ ω such that ω = T x X P lies also on the polar P p X P for all p ∈ ω. Hence, to get the convolution degree we have to subtract from m the intersection multiplicities I x X P , P p X P for these points. However, this number is just the ω-correction defined above. Thus, we arrive at
which completes the proof.
Since the multiplicity of an ordinary singularity equals the number of branches through it, we have an immediate corollary for ordinary curves.
Corollary 3.19. Let all assumptions of Theorem 3.17 hold and let each singularity of X P be ordinary. Then the convolution degree can be computed as
Remark 3.20. From the geometric interpretation as well as from the convolution degree formula, it is obvious that the convolution degree of a curve is an affine invariant, i.e., it is not affected by applying an affine transformation.
Example 3.21. Let us compute the convolution degree of all regular conic sections. It is an affine invariant by Remark 3.20 and thus it is enough to compute it only for the parabola, the ellipse and the hyperbola in canonical positions.
All these curves are nonsingular, rational and of algebraic degree 2. Hence, their convolution degree is equal to κ X = 2(2 + 0 − 1) − 0 − Ω X = 2 − Ω X . Now, consider the parabola X = V(x 2 − x 2 1 ). The homogenization of its defining polynomial is x 0 x 2 − x 2 1 and thus, by Remark 3.16, we have Ω X = 1.
Hence the convolution degree of the parabola is equal to 1. Since both the hyperbola and the ellipse intersect ω in two distinct points, their ω-corrections are zero and thus we get for them that their convolution degree is 2. Moreover, this example shows that the convolution degree cannot be a projective invariantparabolas and ellipses are projectively equivalent, however of different convolution degrees. Indeed looking at formula (27), one can see that all the terms are projectively invariant except the ωcorrection. This is caused by the fact that projectivities do not preserve the ideal line from which the ω-correction is derived.
For better understanding of convolution curves and their properties we will study the projection π 2 with respect to components of the convolution. Unlike the convolution degree, this new characteristic obviously depends on both input curves.
Definition 3.22. Let X ⊂ V W be an irreducible component. Then the number
is called an index of the component X with respect to the curve V.
The index with respect to W should be defined analogously using the mapping π 2 . As an immediate corollary of the definitions of the index and convolution degree we obtain
where V W = X 1 ∪ · · · ∪ X is the irreducible decomposition.
Since V W is generated by the pairs of coherent points on the curves V and W , the statement X ⊂ V W has indices i V X and i W X means that one has to trace i V X times the input curve V, and i W X times the input curve W to obtain all points of the irreducible component X. This obvious fact and the fundamental property of convolutions (cf. Lemma 3.7) immediately imply the following lemma, which is given without proof.
Lemma 3.23. Let X ⊂ V W be a k-special component, where by 1-special we mean a simple component.
Then
Using this lemma we can show that the convolution degrees of the input curves give us an upper bound for the number of components of the convolution. Let V W = X 1 ∪ · · · ∪ X be the irreducible decomposition into components, where X j is k j -special. By Lemma 3.23, we may write
Furthermore, by the same lemma we have κ V |k j · κ X j and κ W |k j · κ X j which implies k j · κ X j = µ j · LCM(κ V , κ W ), where µ j is a nonzero natural number. Next, (40) can be rewritten as
and we arrive at ≤ j=1 µ j = GCD(κ V , κ W ), which completes the proof. Proof. The first part of the proof is obvious. To prove the second part, we consider the irreducible decomposition V W = X 1 ∪ · · · ∪ X κ V and denote as Y j := π 1 −1 (X j ) the preimages of the components in the projection π 1 . Since κ V j=1 i W X j = κ V , we see that i W X j = 1 for any j. Hence the mappings ϕ j = π 2 | Y j : Y j → W are birational. If the component X j is simple then, by Lemma 3.8, the mapping ψ j = π 1 | Y j : Y j → X j is birational, too. Hence the composed mapping ϕ −1 j • ψ j is a birational mapping from W to X j .
Remark 3.27. Let us emphasize that the statement converse to Corollary 3.26 does not hold. For instance, we can consider a nodal cubic W in Weierstrass's form, i.e., a curve given by the equation
Any such curve with a, b = 0 is a rational curve of degree 3 with one ordinary double node at the origin. Next, one can compute Ω X = 2 and hence we obtain κ X = 2(3 + 0 − 1) − 0 − 2 = 2. However, the convolution with the unit circle is reducible only for a = 1/9 and b = −3, which is the only cubic curve up to an isometry (called a Tschirhausen cubic) admitting a polynomial PH parameterization; cf. Farouki and Sakkalis (1990) .
Convolutions containing special and degenerated components
Although we are mainly interested in simple components (as for them the mapping π 1 (or π 1 ) is birational), at least a short analysis of special and degenerated components is necessary to have a better insight into the properties of convolution curves.
Definition 3.28. Let X ⊂ C 2 be an arbitrary set and p ∈ C 2 a point. Then we define
In the particular case when p is the origin, we will write just X − .
The following two theorems give us the sufficient and necessary conditions for the existence of degenerated and special components. 
Proof. Let X ⊂ V W be degenerated, i.e., X = p ∈ C 2 by Corollary 3.9. Hence for a generic v ∈ V there has to exist w ∈ W coherent with v, such that p = v + w. It follows that w = −v + p ∈ W and W = V − p . Now, let p ∈ C 2 be such that W = V − p . Consider an arbitrary v ∈ Reg V; then w = −v + p ∈ W and v ∼ w. Obviously, p = v + w ∈ V W is the degenerated component.
Finally, the statement V V − p = p means that for a generic v ∈ V there exists exactly one point on V − p coherent with v, namely the point −v + p. Obviously, this is equivalent to κ V = 1.
It was mentioned in Example 2.8 that the offset to the circle of the radius d at the distance d contains one degenerated component. Moreover, Theorem 3.29 implies that this is the only possible case for degeneration of offsets to curves; cf. Sendra and Sendra (2000) .
Proof. To prove the theorem, we have to show that X is k-special if and only if the degree of the projection π 2 | U (cf. the following diagram) is k.
Let X be a k-special component and let X ⊂ X be an open set as in the definition of special components. Hence, ∀x ∈ X , ∃{(v 1 , w 1 ), . . . ,
was chosen from a nonempty open set in X. Further it is obvious that
and a generic fiber π −1 2 | U (x) consists of k points and hence deg π 2 | U = k. To prove the second implication let us suppose that deg π 2 | U = k. Hence for a generic x ∈ X the fiber π −1 2 | U is of the form {(y 1 , x) , . . . , (y k , x)} ⊂ U. Since {y 1 , . . . , y k } ⊂ V we arrive, using Lemma 3.7, at
It follows from the relations mentioned above that the point x ∈ X ⊂ V W is generated by k different points. Since x was chosen generically, the component X is k-special.
Convolutions of rational curves
Rational curves, i.e., curves with zero genus, among all algebraic curves play one of the most important roles, mainly due to their applications in technical praxis as NURBS curves. A non-uniform rational B-spline (NURBS) is a mathematical model commonly used in Computer Aided Design (CAD), Manufacturing (CAM), and Engineering (CAE) for generating and representing rational curves and surfaces, which offers excellent flexibility and accuracy for handling analytic and freeform shapes; see Piegl and Tiller (1997) and references therein for more details.
Hence, we devote a special part of this paper to rational curves. For instance, one can see that formulae (27) and (36) become considerably simpler for rational curves. Moreover, if the associated ω-correction is zero we arrive at the following interesting and simple expression for the convolution degree of an ordinary curve:
For any rational curve X, we denote with R(X) the set of its parameterizations and with R p (X) the set of its proper parameterizations.
Definition 4.1. Let v(t) ∈ R(V) and w(t) ∈ R(W ) be two rational parameterizations. We say that v(t) and w(t) are coherent, and write v(t) ∼ w(t), if there exists a nonempty open set X ⊂ C such that ∀t 0 ∈ X the relation (v(t 0 ), V) ∼ (w(t 0 ), W ) holds.
A parameterization v(t) ∈ R(V) will be called W -coherent if there exists w(t) ∈ R(W ) such that v(t) ∼ w(t).
Remark 4.2. We consider the unit circle centered at the origin S 1 = V(x 2 1 + x 2 2 − 1). Then a parameterization is S 1 -coherent if and only if it fulfills the PH property, i.e., if the associated unit normal vector field is rational; cf. Farouki and Sakkalis (1990) , Pottmann (1995) and Farouki (2008) .
The following lemma is an immediate generalization of properties of PH parameterizations. Since its proof consists only of applications of differentiating rules, the lemma is given without a proof. Lemma 4.3. If v(t) ∈ R(V) is a W -coherent parameterization, w(t) ∈ R(W ) any parameterization coherent with v(t) and ϕ ∈ C(s) a nonconstant function, then the following hold:
We know from Corollary 3.10 that if V W contains a rational component, then both curves V and W have to be rational. Moreover, it can be shown that these curves admit coherent parameterizations. Proof. Choose an arbitrary proper parameterization x(s) ∈ R p (X). Since X is simple, the mapping π 1 : π −1 1 (X) → X is birational and
is a rational parameterization of V. Similarly,
is a rational parameterization of W , where ι was defined in the proof of Lemma 3.4. Moreover, it is obvious from the construction of algebraic sets C(V, W ), C(W , V) and the isomorphism ι that y(s) ∼ z(s).
Since v(t) is a proper parameterization of V it follows that there exists a rational function ϕ ∈ C(s) such that y(s) = v(ϕ(s)). Using the multiplicative property of degrees of rational mappings and the fact that any birational mapping (and hence any proper parameterization) has degree 1, we arrive at
The approach for the reparameterization of w(t) is analogous.
Although the proof of Theorem 4.4 can be used for the computation of coherent parameterizations of two rational curves, it is not the best practical approach. Since the rational curves are in CAGD most often given by their parameterizations we will present here a method based on manipulations in the parameter space, introduced in Kim and Elber (2000) .
Let there be given two proper parameterizations x(s) ∈ R p (V) and y(t) ∈ R p (W):
for x i ∈ C[s] and y i ∈ C[t]. Then, we consider the polynomial c (s, t) 
where x i = d x i /d s and y i = d y i /d t. If we define a(s) := GCD(x 1 x 0 − x 1 x 0 , x 2 x 0 − x 2 x 0 ) and b(t) := GCD(y 1 y 0 − y 1 y 0 , y 2 y 0 − y 2 y 0 ) then the polynomialĉ(s, t) can be rewritten into the following form:ĉ (s, t) = a(s) · b(t) · c(s, t). (1) choose x(s) ∈ R p (V) and y(t) ∈ R p (W);
(2) compute c(s, t), cf. (53);
(3) factorize c(s, t) = c 1 (s, t) · · · c (s, t); (4) if there exists i such that C i := V(c i ) is rational then find an arbitrary (ϕ i (u), ψ i (u)) ∈ R(C i ) and otherwise return ''Coherent parameterizations do not exist'';
(5) return x(ϕ i (u)) ∼ y(ψ i (u)).
Step (5) relies on the statement of the following theorem. Proof. If c(ϕ(u) , ψ(u)) = 0 then
Moreover, since (ϕ(u), ψ(u)) parameterizes C 1 and t c(s, t) and s c(s, t) , the parameterizations x(ϕ(u)) and y(ψ (u)) are nonconstant. Hence there exists a function λ(u) such that λ ≡ 0 and x (ϕ(u)) = λ(u) · y (ψ(u)). Therefore x(ϕ(u)) ∼ y(ψ (u)) and by Lemma 4.3(i) there exists a component of V W which can be parameterized by x(ϕ(u)) + y(ψ (u)).
Remark 4.7. If y(t) is a proper parameterization of a circle, then Algorithm 4.5 computes a PH parameterization of PH curves given implicitly or by a non-PH parameterization.
Example 4.8. Let V be the cardioid given by the parameterization
and W be the Tschirhausen cubic parameterized by
Then, we compute the polynomial c(s, t):
The algebraic set C = V(c) is irreducible and, in addition, it is a rational curve parameterized by
which can be found by using suitable algorithms; see Sendra and Winkler (1991) , Winkler (1996 ), van Hoeij (1997 and Schicho (1998) .
Since κ V = 3 and κ W = 2, the convolution V W is by Corollary 3.26 irreducible. Hence, by Theorem 4.6 the parameterization x(ϕ(u)) + y(ψ (u)) parameterizes V W . Remark 4.9. Let us recall that one can find the definition of the so-called convolution degree of a rational parameterization in Lávička and Bastl (2007) and Lávička et al. (2010) . This notion was introduced in a more general framework for hypersurfaces in terms of Gröbner basis theory and using the so-called convolution ideal. For a curve V given by x(s), the convolution degrees κ V of V and δ x(s) of x(s) are related by
Using the concept presented here, we obtain δ x(s) = deg s (c(s, t) ), and δ y(t) = deg t (c(s, t) ).
(60)
Curves with low convolution degree
This section is devoted to the two simplest classes of algebraic curves with respect to the operation of convolution, namely to the curves with the convolution degrees 1 and 2 (e.g. all conic sections are curves of these types). The former case are well-known LN curves, i.e., curves with linear normals (see Jüttler (1998) for more details), and the most prominent examples of the latter curves are circles. Here, we give a brief summary of results obtained in the previous sections from the point of view of these special curves.
LN curves
The definition of LN curves given below in this paper is different from the original one given in Jüttler (1998) . Nevertheless, we can show that these two definitions are equivalent.
Definition 5.1. Any curve X with κ X = 1 is called an LN curve, where LN stands for Linear Normal.
In Jüttler (1998) , LN parameterizations were introduced as rational parameterizations x(t) : C → X fulfilling the condition
for some nonzero rational function ϕ ∈ C(t) and two vectors q 0 , q 1 ∈ C 2 , q 1 = o. For parameterizations of this type, the normal field can be computed as a linear function in a variable t. It is easy to see that any curve which possesses an LN parameterization fulfilling (61) is an LN curve in the sense of Definition 5.1. To show the converse implication, it is necessary to prove the following lemma first.
Lemma 5.2. Any LN curve is rational.
Proof. Let V, W be two LN curves; then since π 2 and π 2 are birational, the mapping π 2 • ι −1 • π −1 2 : V → W is birational. Hence any two LN curves are birationally equivalent. Since the parabola is a rational LN curve, it follows that any LN curve has to be rational.
Let X be an LN curve and x(t) be a proper parameterization of it. Since κ X = 1 and x(t) is a dominant rational mapping, it follows that the equation
has for a generic p = (p 1 , p 2 ) exactly one solution (t, λ). Since p is generic, we may assume w.l.o.g. p 2 = 0. Using the substitution ψ(t) = GCD(x 1 , x 2 ), the expression (62) can be rewritten aŝ
where x i = ψ ·x i . This equation has exactly one solution for the generic p if and only if degx 1 = degx 2 = 1 and hence the parameterization x(t) is LN. Thus, we have shown that LN curves can be defined equivalently using condition (61) or by Definition 5.1. Furthermore, one can see that formulae (27) and (36) 
Remark 5.3. All LN curves are rational. Thus we can apply on them symbolic parameterization algorithms and ask what is the simplification of the general method for curves of this type. Using the polar to V = V(f ) with respect to the generic direction (p 1 , p 2 ) = (1, t), we compute a system of adjoint curves L deg V−1 a (see Sendra and Winkler (1991) and Winkler (1996) for more details) and find the coordinates of the unique regular intersection point R = (φ(t), ψ(t)). Then, the pair of functions (φ(t), ψ(t)) gives a rational parameterization of V. (ϕ(t) ) ∼ w(t).
Curves of convolution degree 2
As known, circles have the convolution degree 2 and the convolutions with circles are nothing but the well-known two-sided offsets of curves (cf. Example 2.8). Hence, any result from this subsection can be immediately applied on classical offsets and Pythagorean hodograph curves. In fact, these results are the intersection of our convolution theory and the theory published in Arrondo et al. (1997) , where in addition the properties of so-called generalized offsets were also thoroughly studied.
Again, formulae (27) and (36) possess a simpler form for these curves. For instance, (36) for rational curves gives the relation
and thus only rational curves of convolution degree 2 and possessing zero ω-correction are conic sections, namely ellipses or hyperbolas.
Analogously to the LN case, we can now specialize properties of convolutions with curves of convolution degree 2.
Theorem 5.6. Let V be a curve of convolution degree 2 and W an arbitrary curve. Then 1. V W has at most two components,
Theorem 5.7. Let V be a curve of convolution degree 2 and W an arbitrary curve such that V W has two components. Then any simple component is birationally equivalent to W . In addition, a special component (if it exists) has its genus less than or equal to the genus of W . Moreover if W is rational, then for all proper parameterization v(s) ∈ R p (V) and any proper parameterization w(t) ∈ R p (W) there exists a rational function ϕ(t) ∈ C(t) of degree κ W such that v(ϕ(t)) ∼ w(t).
Convolutions of hypersurfaces
The operation of convolution is studied in CAGD not only for curves but also for general hypersurfaces in n-dimensional space. Hence, the generalization of the theory presented to an arbitrary dimension is required. Of course, the most important parts of this generalization are convolutions of two surfaces in C 3 . Although the techniques of algebraic geometry applied to hypersurfaces are more complicated than for planar curves, many statements formulated in the previous sections can be generalized directly. Since proving the results for hypersurfaces presented in this section is based on the same manipulations as in the curve case, we will give them without the proofs.
For two algebraic hypersurfaces V = V(f ) and W = V(g) in C n we define their convolution V W by (12). Analogously, V W can consist of simple, k-special, or degenerated components. Then, the modified definition of the set C(V, W ) is
It holds for C(V, W ) that dim C(V, W ) = dim V = dim W = n − 1. Considering the projections π 1 and π 2 (cf. (15)), we arrive at cl (π 1 (C(V, W ))) = V W , cl (π 2 (C(V, W ))) = V.
Furthermore, there exists the isomorphism ι : C(W , V) → C(V, W ).
Analogously to the curve case, we define a convolution degree of an algebraic hypersurface W , which can be computed as the number
and an index of the irreducible component X ⊂ V W with respect to the hypersurface V as i V X := deg π 2 | π −1 1 (X) .
(69)
Next, we give a brief review of results which are a straightforward generalization of results for planar algebraic curves. The following statements describe the most important properties of convolutions of hypersurfaces.
Lemma H-3.8. 2 An irreducible component X of V W is simple, special, or degenerated if and only if deg π 1 | π −1 1 (X) is equal to 1, k for 1 < k < ∞, or ∞, respectively. Corollary H-3.9. Let X ⊂ V W be a degenerated component. Then dim X < n − 1.
Theorem H-3.24. V W has at most GCD(κ V , κ W ) irreducible components.
Corollary H-3.25. Given a hypersurface V, then for any hypersurface W , the convolution V W cannot have more than κ V components. Moreover, if the number of components is equal to κ V then every simple component is birationally equivalent to W . Corollary H-3.26. If GCD(κ V , κ W ) = 1 then V W is irreducible.
If the reader is more interested in the theory of convolutions of rational hypersurfaces, more details can be found in Lávička and Bastl (2007) and Lávička et al. (2010) . In addition, convolutions of rational surfaces with linear normals were thoroughly studied in Sampoli et al. (2006) .
Conclusion
A thorough algebraic analysis of convolutions of algebraic curves (hypersurfaces) is necessary for subsequent formulation of relevant symbolic algorithms and their correct implementation. The main contribution of this paper is a generalization of results for classical offsets, given in Arrondo et al. (1997) , on convolutions of algebraic curves. Since the convolution of irreducible algebraic curves does not have to be irreducible, an upper bound for the number of components was given in terms of convolution degrees of input curves. One of the main results is the derivation of a closed formula expressing the convolution degree by means of the algebraic degree and the genus of the curve. In addition, the analysis of special and degenerated components was discussed. As a special case, we studied convolution properties of rational curves, which are of interest for CAGD and related applications. In this part, an algorithm for computing coherent parameterizations of input rational curves was formulated. Finally, we generalized some results obtained for plane curves also to convolutions of arbitrary algebraic hypersurfaces in n-dimensional space.
