Abstract-We derive expressions for the average distance distributions in several ensembles of regular low-density parity-check codes (LDPC). Among these ensembles are the standard one defined by matrices having given column and row sums, ensembles defined by matrices with given column sums or given row sums, and an ensemble defined by bipartite graphs.
I. INTRODUCTION
L OW-density parity-check codes (LDPC) attracted a great deal of attention recently due to their impressive performance under iterative decoding. However, there is no complete understanding of the structure of LDPC, and knowledge of such characteristics as the minimum distance and distance distribution could definitely facilitate our analysis of the best possible performance of such codes in different channels (see, e.g., [11] , [13] ). Moreover, information about the possible distance distributions provides estimates on the gap between performance of these codes under maximum likelihood and iterative decoding algorithms.
In this paper, we solve the problem of estimation of the average distance distribution (or weight enumerator function) in several ensembles of LDPC. This problem was addressed in many papers, starting with Gallager's original work [5] . However, the average distance distribution seems to be unknown even for the ensemble of codes defined by the parity-check matrices having fixed (and equal) number of ones in every column and row.
In the paper, we deal with the following cases: classical ensemble with all columns and rows of given weight (suggested by [5] ), ensembles with all columns of fixed weight, with all columns obtained as a result of fixed times flipping of one of the coordinates with uniform probability (suggested by [9] ), and the ensemble derived from bipartite graphs (suggested by [14] ). It is worth mentioning that we deal in this paper only with regular ensembles, in the sense that all columns of the parity-check matrix have the same nature. More precisely, any permutation of S. Litsyn is with the Department of Electrical Engineering-Systems, Tel-Aviv University, Ramat-Aviv 69978, Tel-Aviv, Israel (e-mail: litsyn@eng.tau.ac.il).
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columns of a parity-check matrix in the ensemble produces another matrix belonging to the same ensemble. The issue of irregular codes will be dealt with in the future. Also, we are planning to elaborate on the obtained bounds by estimating their standard deviations thus allowing to estimate the probability that a randomly generated code will have a distance distribution close to the expected one (for finite and infinitely growing lengths).
II. ENSEMBLES OF LDPC
Let be a collection of binary parity-check matrices of size , where . Every such matrix defines a code of rate . Let and be given numbers, independent of . The following ensembles of codes are considered.
• Ensemble A: Matrix is chosen with uniform probability from the ensemble of -matrices having ones in each row and ones in each column (or, in other words, having row sums equal and column sums equal ).
• Ensemble B: The matrix is composed of strips (each strip is of size ). The first strip is the -fold concatenation of the identity matrix of size . The other strips are obtained by permuting at random the columns of the first strip.
• Ensemble C: Matrix is chosen with uniform probability from the ensemble of -matrices with column sums equal .
• Ensemble D: Matrix is generated starting from the all-zero matrix by flipping bits (not necessarily distinct) with uniform probability in each column.
• Ensemble E: Matrix is chosen with uniform probability from the ensemble of -matrices with row sums equal .
• Ensemble F: Matrix is generated starting from the all-zero matrix by flipping bits (not necessarily distinct) with uniform probability in each row; • Ensemble G: Matrix is generated starting from the all-zero matrix by flipping each entry with probability .
• Ensemble H: Matrix is generated using a random regular bipartite graph (perhaps with parallel edges) with left degree and right degree , such that if there are edges connecting the th left node with the th right node, otherwise .
III. MAIN RESULTS
Let be an ensemble of codes of length defined by matrices of size . For a code we define the distance distribution as an -vector where (1) where is the Hamming weight. The average ensemble distance distribution then is and is defined by (2) Let for be the natural entropy.
In the following theorem we summarize results of the paper.
For the average distance distributions in Ensembles A and B are determined by the following expressions.
• Ensemble A: Let
where is the only positive root of Then, for even (4) and for odd if otherwise.
• Ensemble B:
The same as in Ensemble A. In other ensembles (6) and is defined as follows.
• Ensemble C:
where is the only root of (8)
• Ensemble D:
The same as in Ensemble C.
• Ensemble E: (9) • Ensemble F:
The same as in Ensemble E. • Ensemble G: (10) • Ensemble H:
The same as in Ensemble A.
To compare, for the ensemble of random codes defined by the binary matrices without restrictions, we have the well-known normalized binomial distribution (11) Notice that in all the ensembles whenever we let or tend to , the average distance distribution converges to the binomial one.
IV. AVERAGE DISTANCE DISTRIBUTION IN ENSEMBLE A
Consider the ensemble of all -matrices with , and having all row sums equal and column sums equal . In other words, for every matrix , , from this ensemble we have for every for every Counting the total number of ones in the matrices in two ways (by rows and by columns) we conclude that . Let (12) We will denote the described ensemble by . Let , , and denote the subset of the matrices from having an even sum of the first elements in every row as . In other words for every
This condition yields that (13) Another possible description of the matrices of this subset is that the componentwise modulo-sum of their first columns is the all-zero column vector of size (and, thus, the vector is a codeword).
Our problem is to estimate the number of such matrices . We will make an extensive use of the following result due to [12] . Let , , where and are nonnegative integers, and let stand for the ensemble of square matrices with row sums and column sums .
Theorem 2 (O'Neil): Let
, and (14) or (15) Then, for
In 1977, Good and Crook [6] demonstrated that Theorem 2 is valid even without condition (15). Thus, it is quite straightforward to generalize it to rectangular matrices. Let again and , be the ensemble of rectangular matrices , with row sums , , and column sums , .
Theorem 3: Let , and
Then, for
Proof: Indeed, assume
Then (17) implies (14), (14) 
A. Proof of Theorem 4
Let us sketch the proof. The treatment depends on parity of . Given a weight , our goal is to find the number of matrices from the ensemble such that the submatrix consisting of the first columns has even row sums. Given the proportions of different row sums in this submatrix (they can be equal only for ) we also know the distribution of the row sums in the complementary right submatrix. Using the generalization of the result by O'Neil, it is possible to count the number of matrices having corresponding row sums distributions in the left and right submatrices. Summing over all possible distributions we obtain an expression for the total number of the matrices, and thus an estimate for the sought probability. The proof is accomplished by finding the maximizing left row sums distribution.
1) The Case of Even : Let . For a , fixed, the matrix naturally partitions to two submatrices and of size and consisting, respectively, of the first columns and the last columns of . Let be the number of rows in with sums equal to , where . Consequently, has rows with sums , and the following equalities are valid:
Clearly, . Denote the set of all possible matrices by and the set of all possible matrices by . Then evidently (25) where the sum is taken over all solutions of (24) and is a multinomial coefficient.
Lemma 1:
The following holds: (26) where for sufficiently large (27) and (28) where for sufficiently large (29) Proof: To prove (26) and (27) we take into consideration that (14) is valid, thus from Theorem 3 it follows that for However, (24) implies that Thus, (26) and (27) follow.
To prove (28) and (29) where the summation is over all satisfying (24).
Lemma 2:
(32)
Proof: From Theorem 3, we conclude that for and and (32) follows.
Lemma 3:
(33) where the summation is over all satisfying (24).
Proof: Follows from (19), and (31), (32).
Corollary 1:
(34) By (34), it suffices to accomplish the calculations for assuming (35) Let us estimate the right-hand side of (33). By Stirling 
Lemma 4:
Proof: Since 's are at most (see the first equation of (38)), the number of summands in the sum in the right-hand side of (33) is at most . Each of the summands is at most , and thus the sum is at least and at most . To show the logarithmic equivalence it is left to show that is exponential in . Indeed, since and then On the other hand, choose
, and assign to all the remaining 's arbitrary values in such a way that (38) is satisfied. Then, clearly, and we are done.
Before we continue the proof of Theorem 4, let us compare the considered distribution with the multinomial one.
2) Multinomial Distribution and an Example: By Lemmas 3 and 4, we reduced the problem to computing logarithmical asymptotics of Recall that the second condition of (38) should hold as well in our case. However, in general, it is not true for the numbers defined in (44).
Let us give an example when the second condition is also valid. Let be a multiple of , be a multiple of , and . Assume (45) Then, by (42) and (45) and the second condition in (38) 
From (53) we see that (54) does not depend on . Therefore,
From (52) and (55) it follows that to solve the system (49) we need to find and . Rewriting (51) using (52)
dividing (56) 
dividing (91) by (88), and taking into account (90) after simplifications we get an equation in which is essentially distinct from the corresponding one (57) in the case of even 
B. Study of (20)
What is left in the proof is to show that the following equation (112) has a unique positive solution. In the subsequent theorem, we not only prove this statement, but also find intervals for the root to exist. Lemma 3 yields the following corollary.
Corollary 2:
(132) Moreover, by (125) and (132) we have (133) where the summation is over under condition that (134) In contrast with the sum appearing in Lemma 3, having order , the order of the sum (133) is , which complicates drastically its study. In particular, it is not logarithmically equivalent to its maximal summand (in which, when is even, ). Indeed, for instance, when , , , the maximal summand is and, by (122) since (131) However, by Lemmas 3 and 4, (133) with , as well as from (111) we have the following.
Corollary 3:
( 135) where is the root of (20) in Theorem 4.
C. Study of as a Function of
Let us study as a function in . By Theorem 5, the function is invertible. Assume that is even. We have (136) By (63) In what follows we will prove that
Then
We summarize the results in the following theorem.
Theorem 7:
If is even then has the only extremum (minimum) in the interval at , when it is equal to . If is odd then this limit is monotonously decreasing and attains the minimum equal .
Remark 5:
Actually the last theorem means that in the case of even the distance distribution is always greater than the distance distribution of a random code (normalized binomial distribution) but in the point , where both distributions coincide. For an odd , the distance distribution is greater than the binomial one for , and is less than the binomial one for . In they coincide. and Therefore, in this case, is monotonously decreasing from to changing at concavity from down to up. Notice also that and this accomplishes the proof of Theorem 7 for odd .
V. AVERAGE DISTANCE DISTRIBUTION IN ENSEMBLE B
This ensemble was suggested by Gallager in [5] and is defined as follows. Let be a -fold concatenation of the identity matrix. Then where is a matrix obtained by a random column permutation of . Clearly, every such matrix has ones in every row and ones in every column, i.e., Ensemble B is a subensemble of Ensemble A.
Comparison of the final results of the previous section with [5, Theorem 2.3] shows that they are identical (up to a somewhat more precise analysis in the case of odd 's in the previous section). This is a very surprising (at least for the authors) fact, since the proof techniques are very different. Moreover, Ensembles A and B are different in the sense that Ensemble A contains matrices which cannot be derived from a matrix from Ensemble B using permutations of rows and columns. Indeed, consider, e.g., matrices of size with column sums 2 and row sums 3. By definition, for every row in a matrix from Ensemble B there is another row having support nonintersecting with the support of the initial row. For example, a typical matrix from Ensemble B is However, in the following matrix belonging to Ensemble A the support of each row intersects the supports of all other rows, and this property is clearly invariant under rows and column permutations.
VI. AVERAGE DISTANCE DISTRIBUTION IN ENSEMBLE C
Ensemble C is defined by matrices having ones in every column. Let stand for the ensemble of such matrices with . Our goal is to find an expression for the distance distribution component where . Let represent the ensemble of matrices from having the property that, for all rows, the sum of the first entries in the row is even (and thus, the vector is a codeword). Finally, let
Evidently (147) For estimation of , methods standard for the random walks on hypercube can be applied, see, e.g., [3] , [7] . However, we will demonstrate how an elementary method of generating functions gives the sought result.
We will need the following definition. The binary Krawtchouk polynomial is (148) It may be defined also by the following generating function:
For a survey of properties of Krawtchouk polynomials see [8] , and also [1, Sec. On the right-hand side of the last expression we have a positive constant, while on the left-hand side there is a function monotonously decreasing from at to at . Thus, (153) has a unique solution in the interval , and we have proved the corresponding of Theorem 1.
VII. AVERAGE DISTANCE DISTRIBUTION IN ENSEMBLE D
Recall that Ensemble D is defined by the following procedure. We start from the all-zero column-vector of size . We repeat the following operation times ( is a constant independent of ): flip one of the coordinates with uniform probability. As a result, we have a column-vector of weight at most with the parity of the weight equal to the one of . Generating such vectors independently times yields an matrix .
Clearly, the described procedure is equivalent to the following: generate column-vectors of size and of weight , Sum up (coordinate-wise modulo ) the consecutive vectors with numbers ; ; , thus getting column-vectors constituting the parity-check matrix . Thus, the problem reduces to estimation of the proportion of -matrices of size with column sums equal and having the sum (coordinate-wise modulo ) of the first columns equal the all-zero vector. This is a particular case of the problem for Ensemble C. By (150) and , we have here (154) The corresponding expression was earlier derived in [9] using different arguments.
VIII. AVERAGE DISTANCE DISTRIBUTION IN ENSEMBLE E
Recall that Ensemble E is defined by binary matrices with row sums equal to , where is a constant independent of . Consider the probability that the first columns of such a matrix sum up (coordinate-wise modulo ) to the all-zero vector. The probability that the number of ones is even in the first positions in a vector of length and weight is To have the desired property we need this event to hold for rows. Since these events are independent then the sought probability is (157) and the corresponding claim of Theorem 1 follows.
IX. AVERAGE DISTANCE DISTRIBUTION IN ENSEMBLE F
Recall that Ensemble F is defined by the following procedure. We start from the all-zero vector of size and flip one entry with uniform probability. Repeating this times we obtain a vector of weight at most . Now, generating such vectors, we compose from them an matrix. Consider the probability that the generated vector has an even number of ones in the first coordinates. Since the probability that flipping happens at the first positions is , the sought probability is (158) The probability that the described happens in independent events is , and we arrive at the corresponding claim of Theorem 1.
X. AVERAGE DISTANCE DISTRIBUTION IN ENSEMBLE G
Recall that Ensemble G is generated by binary matrices where each entry is with probability . The probability that there is an even number of ones in the first positions of a row is (159) Furthermore, if is even (160) The probability of the sought event is
, and we arrive at the corresponding conclusion in Theorem 1.
XI. AVERAGE DISTANCE DISTRIBUTION IN ENSEMBLE H
Recall that Ensemble H is defined by the following model. Let be an regular bipartite graph with left degree and right degree , perhaps with parallel edges. To generate such graph, one just enumerates the edges on the left part and on the right part of the graph, and connects them randomly (using a permutation). It is easy to see that this model corresponds to the following procedure: generate a random binary matrix with column sums equal and row sums equal ; sum up (regular summation) the consecutive columns with numbers ; , , to get an matrix (with entries being ); construct a bipartite graph from by putting parallel edges between the th node on the left and the th vertex on the right if and only if . Thus, the problem reduces to estimation of probability that the first columns of a binary matrix with row sums and column sums , sum up (coordinate-wise modulo ) to the all-zero column. This is a particular case of the problem considered in regards to Ensemble A, and a direct check shows that the expressions are equivalent.
XII. THE DISTANCE DISTRIBUTIONS FOR CONSTANT DISTANCES
Theorem 1 provides a classification of Ensembles A-H according to the behavior of considered probability for ). The equivalence classes are • A, B, H • C, D • E, F • G In this section, we restrict ourselves to the study of this probability for the first ensembles in each group, i.e., A, C, E, and G, when is a constant independent of . B. Ensemble C Let be even. Similarly to Ensemble A, we partition any matrix from Ensemble C into two submatrices (left and right), the first one having columns. We denote the corresponding classes by , , so that the total number of the matrices in the ensemble is 
A. Ensemble

C. Ensemble E
For an arbitrary row the probability that it contains an even number of ones in the first columns is Thus, taking into account that the number of rows is , the probability we are interested in is (176) This means that the proportion of words of constant weight belonging to a code from the ensemble is a constant independent of . 
D. Ensemble G
The probability that arbitrary row contains an even number of ones in the first columns is for even for odd.
Raising it to power we have for even for odd.
XIII. DISCUSSION
In the paper, we derived expressions for the distance distributions in several ensembles of LDPC. The ensembles are defined in Section II. As it can be seen from the main theorem (Theorem 1), essentially there are four distinct ensembles of the codes, represented by Ensembles A, C, E, and G. In Figs. 1 and 2 , we give graphs of the (normalized) distance distributions in the four ensembles of rate for , and . In Figs. 3-6 , we demonstrate dependence of the behavior of the distance distributions in the ensembles of codes of rate when --. Ensembles A and C have the minimum distance growing linearly in , while Ensembles E and G have relative distance tending to when grows. Ensembles E and G both have worse minimum distance than Ensembles A and C, because it is inevitable that these ensembles will make columns with no 's in them, so the code will have codewords of weight . Ensembles G and C have slightly higher peaks at relative distance because their matrices have some blank rows, so the code rate is slightly higher.
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