In this Supplementary Information, the following results for the Turing patterns on random networks are provided. A video file showing nonlinear evolution of the Turing patterns for the Mimura-Murray model on a scale-free network is also available online separately. 
I. LOCALIZATION OF LAPLACIAN EIGENVECTORS IN ERDÖS-RÉNYI NETWORKS
Supplementary Fig. 1 shows that the localization of Laplacian eigenvectors also takes place in the classical Erdös-Rényi random networks of moderate size. The Erdös-Rényi networks are generated by preparing N nodes and then randomly connecting two arbitrary nodes with probability q, which yields a Poisson degree distribution of mean degree �k� � Nq for large N [1]. The relative numbers of "differentiated" nodes are plotted as functions of the Laplacian eigenvalue Λ and the degree k in the same way as in Fig. 3 of the main text. Because the degree distribution is narrower in the Erdös-Rényi network than in the scale-free network of the same size, the localization effect is weaker, but it is still quite pronounced.
As mentioned in the main text, Erdös-Rényi networks tend to have uniform node degrees in the infinite-size limit [1], which make them different from the scale-free networks that retain strong degree heterogeneity. Since localization of Laplacian eigenvectors is closely related to degree heterogeneity, it will become less pronounced for most of the intermediate eigenvectors and only those near the edges will show clear localization in larger Erdös-Rényi networks. Thus, localization of Laplacian eigenvectors in the Erdös-Rényi networks may be regarded as finite-size effect, but it clearly exists for moderately large networks as shown here. In contrast, localization will persist even in the infinite-size limit for scale-free networks. 
II. MIMURA-MURRAY MODEL ON SCALE-FREE NETWORKS
In Fig. 6 , stationary Turing patterns for the Mimura-Murray model are compared with the predictions of the mean-field theory. Here, we provide more details on the application of this theory. In our study, the intensities of global mean fields H (u) and H (v) have been computed using asymptotic stationary Turing patterns yielded by direct numerical simulations of the model (2).
Substituting the computed field intensities into Eq. (4), explicit equations that determine the dynamics of individual network elements in the mean-field approximation are obtained.
When the parameter β in Eq. (4) is varied, the dynamics of an element undergoes certain bifurcations. Supplementary Figs. 2a,c show the dependence of the stationary states of individual elements as a function of the control parameter β for two different ratios of the diffusion constants, σ = 15.6 and σ = 30. We see that, in an interval of β, the elements possess two stable stationary states. This corresponds to the differentiation of the network nodes as a result of the Turing instability.
A network node i with the degree k i is characterized, in terms of the mean-field description, by its own bifurcation parameter value β = �k i . Hence, the Turing patterns of a network can be also shown as a function of the parameter i, as it is done in Supplementary Fig. 2b,d . We can see that the bifurcation diagrams for individual elements are in fairly good agreement with the actual Turing patterns, indicating that the differentiation of nodes in such patterns can indeed be understood in terms of the bifurcation diagrams.
At β = 0, an individual element has a single fixed point and it corresponds to the uniform stationary state of the network in absence of diffusion (� = 0 and thus β = 0). As β is increased, a pair of new fixed points, stable and unstable, emerges as a result of a saddle-node bifurcation.
Further increase of the control parameter β leads to another saddle-node bifurcation and the disappearance of the additional fixed points. Differentiated network nodes correspond to the interval of the bifurcation parameter β where two stable fixed points are found. For the parameter values chosen in Supplementary Fig. 2 , already the nodes with the minimal possible degree (k = 10) have the value of β with two stable fixed points. Hence, the nodes with low degrees are differentiated in this case. However, the hub nodes with high degrees have then the values of β above the second bifurcation, so that the differentiation is absent for such nodes. Supplementary Fig. 2 . The curves are predictions of the mean-field theory. Since the degree distribution is narrower than that of the scale-free networks, the stationary Turing patterns look smoother.
As the size of the Erdös-Rényi network is increased, all the nodes tend to have closer degrees, which corresponds to a narrower range of β in the bifurcation diagram. Thus, the network Turing patterns plotted against the node index will tend to be flatter, and, in the infinite-size limit, uniformly random Turing patterns similar to those in globally coupled systems will be observed. 
