ABSTRACT In this paper we analyze the bounds on the reliability of RaptorQ codes under maximum likelihood decoding, especially in the finite-length regime. RaptorQ code ensembles by a high-order low density generator-matrix (LDGM) code as pre-code and an inner Luby transform (LT) code. By investigating the rank of the product of two random coefficient matrices of the high-order LDGM code and the inner LT code, we derive the expressions for the upper and lower bounds of decoding failure probability (DFP) on the RaptorQ code. Then, the accuracy of our derived theoretical bounds are verified through the Monte Carlo simulations with different degree distributions and short packets. The high accuracy bounds are then exploited to design near-optimum finite-length RaptorQ codes, enabling a tight control on the tradeoff between decoding complexity and DFP.
I. INTRODUCTION
Machine-to-Machine (M2M) communication is a key technology for the upcoming fifth-generation (5G) networks, where enabling billions of multipurpose devices can communicate with each other with minor or no human intervention [1] . Such massive machine-type communication (mMTC) is characterized by their short packets, and low computational and storage capabilities [2] . Moreover, in some practical and promising applications for the 5G networks such as autonomous driving and public safety systems, data packets are expected to carry critical information that should be transmitted with ultra-reliable and low-latency [3] . The central challenge with the ultra-reliable and low-latency communication (uRLLC) is to design a coding scheme that has the capacity to support short packet transmission [4] .
Indeed, the reliability in terms of decoding failure probability (DFP) of the short packet coding scheme must be high enough to ensure uRLLC, where the DFP is the probability that not all information symbols can be decoded by ML decoding from a given number of successfully received coded symbols. However, the classic information coding theory are not applicable for the short packet coding scheme, because the law of large number cannot be put to work. Recently, a unified approach to obtain tight bounds on the error probability of finite-length codes is proposed by Polyanskiy et al. in [5] , but it cannot directly help the finitelength code design. However, [5] indicates that in order to design an uRLLC finite-length coding scheme, one needs to consider the tradeoffs between reliability and blocklength under a certain code-rate.
For discrete-memoryless channels, variable-length coding has been shown to effective approaching the channel capacity with infinite blocklength. Fountain codes [6] are a class of rateless codes over an erasure channels, which can generate a potentially limitless number of coded symbols for a given set of information symbols, until the decoder successfully received a sufficient number of coded symbols to decode all information symbols.
Rateless fountain codes have attracted considerable research interest in the last decade. Luby transform (LT) codes are the first practical realization of fountain codes [7] . It can recover the original k information symbols with an average decoding cost in the order of O(k log(k)) operations. To further reduce the decoding complexity and to address the issue of high error floor in LT codes, [8] proposed Raptor codes, which concatenate an LT code with a high code-rate pre-code. Moreover, a well-designed systematic Raptor code named R10 code [9] ensembles by a systematic low density generator matrix (LDGM) code as the pre-code and an inner LT code, has already been standardized in the 3rd generation Partnership Project (3GPP). R10 code can efficiently disseminate data over a broadcast/multicast network with moderate code length [10] .
Hence, rateless codes have the potential to yield high reliability in short packets for the mMTC [11] . To improve the coding performance for transmitting delay-sensitive applications over further 5G networks, one option to tackle this problem is obtained by utilizing the most advanced rateless codes, e.g., RaptorQ codes with maximum likelihood (ML) decoding algorithm [12] . RaptorQ codes is an extension of the Raptor codes over high-order field F q , which is viewed as a promise solution to improve the capacity of R10 codes as a tradeoff between complexity and reliability for short packet size.
In previous literature, a simple linear program based on the extrinsic information transfer (EXIT) chart [13] or density evolution [14] theory can be used for the degree distribution optimization for the fountain codes to satisfy various demand, such as cooperation communications [15] , [16] , unequal error protection [17] , and unequal recovery time [18] , [19] , etc.
Unfortunately, in the finite-length regime, despite the successful application of standardized Raptor (R10) and RaptorQ codes in 3GPP, our understanding of finite-length Raptor codes is still incomplete due to a lack of fundamental theoretical analysis on their decoding error performance. In [20] , by assuming that the erasures on intermediate bit level are independent, Rahnavard et al. first proposed a method to compute the bit error probability performance bounds for the binary Raptor codes under ML decoding algorithm over the binary erasure channels (BEC). However, the assumption that the erasures on intermediate bit level are independent in [20] is not reasonable, because it holds only if the interleaver between the pre-code and the LT code are sufficiently long [21] , which is leading to an additional long delay [22] , [23] .
Thus, by taking into account the fact that the residual erasure events are dependent after ML decoding, Wang et al. in [24] investigated the DFP performance of short R10 codes (k ≤ 100) under ML decoding algorithm. Moreover, in [26] , the performance of linear random fountain codes over F q has been analyzed through tight upper and lower bounds by using inductive hypothesis, and the advantage of adopting higher-order Galois fields in the code construction has been illustrated. [27] derived the performance bounds of LT code on the DFP over F q , and provided the complete set of four bounds on the erasure probability after decoding on word as well as on symbol level. Further, [28] derived an upper bound on the DFP of Raptor codes with generic q-ary linear random outer codes by analyzed the weight enumerator (WE) of the outer code. However, the WE of arbitrary codes is difficult to obtain due to the complicated relationship between generator matrix and the hamming distance of code [25] . The accurate DFP bounds of finite-length Raptor codes over higher-order Galois fields is still an open problem.
In this paper, we define a q-ary Raptor code as RaptorQ code, where both of the systematic LDGM outer code and the inner LT code are coding over the high order Galois fields. Then, we extend the above analytical methods and investigate the DFP of RaptorQ codes by theoretically analyzing the rank of the product of two random coefficient matrices over F q . More specifically, the contributions of this paper are summarized as follows:
• We derive tight analytical bounds (i.e., an upper and a lower bounds) on the DFP of RaptorQ codes under ML decoding, using a q-ary systematic LDGM code as the pre-code.
• Furthermore, we verify the accuracy of the proposed bounds through extensive Monte Carlo simulations. That is, the tightness of the bounds is confirmed with different degree distributions and pre-codes, and optimize RaptorQ codes at finite-length regime (k ≤ 70). The rest of the paper is organized as follows. In Section II, an overview of the encoding and decoding of Raptor and RaptorQ codes is presented. In Section III, performance analysis of RaptorQ code is conducted by deriving the upper and lower bounds on the DFP under ML decoding. Section IV provides numerical results to demonstrate the high accuracy of our derived bounds, and validates the analytical results through simulations. Finally, conclusions are drawn in Section V.
II. OVERVIEW OF RAPTOR AND RaptorQ CODES
The structure of Raptor code is constructed as the serial concatenation of an outer code (pre-code) and an inner LT code C. The pre-code is a (n, k) block code where generate n intermediate symbols from k source symbols. Then, the LT code C encode the n intermediate symbols with a (kγ , n, (x)) LT encoder to generate kγ output symbols, where γ is the inverse of the received code-rate R of the Raptor code. We have R = 
T , and received coded symbols
where k is the number of information symbols, n represents the number of intermediate symbols, γ k is the number of received symbols. G LT γ k×n and G pre n×k are the LT generator matrix and the pre-code generator matrix, respectively.
Moreover, we define an input alphabet G The encoding scheme of ζ (q, γ , k, (x), ) RaptorQ code is shown in Fig. 1 , where q represents the order of the Galois field GF(q), and (q, n, k, η) is the systematic LDGM code over GF(q), the inner code of the RaptorQ code is a q-ary LT code with degree distribution (
i x i , i.e., the entries in generator matrices G LT γ k×n and G pre n×k are both F q elements.
Further, the generator matrix of pre-code (q, n, k, η) can be expressed as
is a k by (n − k) matrix and the rows p i of P T k× (n−k) are row vectors which determined by Bernoulli random variables with parameter η and k < i ≤ n. The first k intermediate symbols are information symbols which generated by the systematic LDGM code, and there are (n − k) intermediate symbols are generated by P T k× (n−k) corresponding to η. The bipartite graph of RaptorQ code is shown in Fig. 2 .
The decoding algorithm of RaptorQ includes belief propagation (BP) decoding algorithm and maximum likelihood (ML) decoding algorithm. For the finite-length RaptorQ codes, the decoding performance of ML decoding algorithm is superior to the BP decoding algorithm [29] , [30] . Moreover, the decoding complexity of ML decoding algorithm is acceptable on the short packets transmission, thus in [31] , an improved ML decoding algorithm has been proposed to replace the BP decoding algorithm, which the decoding performance is the same as the Gaussian elimination (GE). It is worth noting that all the mathematical operations and their associated analysis processes carried out in this paper are derived on the F q . In the next section, we will analysis the ML decoding performance of RaptorQ code by solving the linear generator equations as is given in (1).
III. PERFORMANCE ANALYSIS OF RaptorQ CODE
At the beginning of this section, we give three Lemmas 1 ∼ 3 to help us deriving the DFP of the RaptorQ code under the ML decoding algorithm. Then, the final results of upper and lower bounds are given in Theorem 1 and Theorem 2, respectively. 
where 0 ≤ s ≤ i. Proof of Lemma 2: Note that (2) could turn into a binary issue if we set q = 2. By calculating the enumerative combines of two events, we denote N 0 (s, q) and N (s, q) as the enumerative combines where N 0 (s,
Lemma 3: For a q-ary row vector, the probability of s nonzero elements modulo q sum to an arbitrary nonzero elements a is expressed as
where N (s, q) = (q − 1) s , and a = 0, then we can obtain
A. UPPER BOUND ON THE DECODING FAILURE PROBABILITY OF RaptorQ CODES
In this subsection, we derive an upper bound on the DFP of RaptorQ codes with a systematic LDGM code as the precode. According (1) and Lemma 1, the DFP of RaptorQ code under ML decoding P DF q,γ ,k, , is known to be
We let P upper q,γ ,k, , present the upper bound on the DFP of RaptorQ code under ML decoding algorithm, and the upper bound is introduced in the following Theorem 1.
Theorem 1: Let P upper q,γ ,k, , denotes the maximum probability that any information symbols can not be recovered when the receiver successfully receives kγ coded symbols under the ML decoding, then the upper bound is as follows
where
(8) is the probability of a row vector g LT j , which is corresponding to the degree distribution d times a column vector x l×1 with length l, and |x| = r, and the result is q-ary elements A. (9) is the probability that the weight r for a q-ary column vector with length is (n − k), and the probability of nonzero elements occurs in vector is 1−F(w). (10) represents the probability that w elements modulo q sum to 0 for a 1 by w row vector with weight s, and the probability of nonzero elements occurs in row vector is η.
Proof of Theorem 1: The proof is given in Appendix A.
B. LOWER BOUND ON THE DECODING FAILURE PROBABILITY OF RaptorQ CODES
In this subsection, we derive an lower bound on the DFP of RaptorQ codes with a systematic LDGM code as the precode. We let P lower q,γ ,k, , denote the lower bound on the DFP of RaptorQ code under ML decoding algorithm, and the lower bound is given in the following Theorem 2.
Theorem 2: Let P lower q,γ ,k, , denotes the minimum probability that information symbols can not be recovered when the receiver successfully receives kγ coded symbols under the ML decoding, then the lower bound is given in (11) as shown at the bottom of the page, where 1 (x) is an indicator function, which is
Proof of Theorem 2:
The proof is given in Appendix B.
Compared with the existing bounds on decoding failure probability of Raptor codes, we add the probability distribution function in Lemma 2 and Lemma 3, thus the upper and lower bounds on DFP could applied to the RaptorQ code.
IV. SIMULATION RESULTS AND DISCUSSIONS
In this section, we present Monte Carlo simulation results to validate the accuracy of our derived upper and lower bounds of RaptorQ code under ML decoding. Each point shown in the simulation result figures is the average result obtained from 10 4 simulations, and other simulation parameters are provided in Table 1 . 
A. INVESTIGATION OF THE IMPACT OF DEGREE DISTRIBUTION ON THE DFP OF RaptorQ CODES
In this subsection, we investigate the DFP of RaptorQ under different degree distributions of LT codes when we fix the pre-code to be (2, 21, 20, 0.3). We use the degree distribution of the standard Raptor (R10) code in 3GPP [33] , ideal soliton distribution [7] and binomial distribution as the degree distribution [24] of LT code, respectively. The corresponding degree distribution expressions are shown as follows 3GPP (x) = 0.00099x + 0.4663x 
Ideal
The average degree of the above three distributions is not the same, where the binomial distribution Binomial (x) has the largest average degree, and the average degree of the ideal soliton distribution Ideal (x) is the lowest when n ≤ 70.
Moreover, the RQ codes proposed in [34] has been standardized by 3GPP resent years. Thus, a performance comparison between our RaptorQ codes with above degree distributions and the RQ codes is presented together in Fig. 3 . The number of source symbols k is 20 in the RQ codes, and we use a GF(256) systematic LDGM code as the pre-code according to [34] , and the Bernoulli random variable η is set to 1. The inner-code is a binary LT code with the degree distribution of RQ codes introduced in [34] .
Furthermore, consider the current lower bound of finite-length codes, which is proposed in [5] as follows where
where the function C and V in (17) are defined as channel capacity and channel dispersion which are given by [5] , respectively. The comparison of our theoretical bounds with the finitelength bound is shown in Fig. 3 . Simulation results demonstrate that our theoretical bounds derived in this paper is tight. For different degree distributions, the derived upper and lower bounds agree well with the simulation results. According to the simulation result, we can observe that the degree distribution of the inner LT code in the RaptorQ codes is the key parameter on the DFP. The decoding performance of binomial distribution is better than other degree distributions due to its largest average degree. Moreover, the DFP of binomial distribution is the most close to the finite-length bound, we will use binomial degree distribution in the following simulations.
B. INVESTIGATION OF THE IMPACT OF η AND k ON THE DFP OF RaptorQ CODES
In this subsection, we use different pre-coding constructions, i.e., different value of η, which determines the information coverage of redundant symbol in the pre-codes, and the number of information symbols k. Fig. 4 and Fig. 5 show the DFP performance of RaptorQ codes with 3GPP (x) and Ideal (x) with (2, 20, 21, η) and (4, 20, 21, η) LDGM codes as the pre-code versus the over- head γ , respectively. According to the simulation results, we can easily conclude that when the Bernoulli variable η varies from 0.2 to 0.7, the upper and lower bounds of DFP of the RaptorQ code are decreased. Further, as shown in Fig. 6 , when the number of information symbols k varies from 20 to 70, the upper and lower bounds on DFP of the finite-length RaptorQ codes match the results of Monte Carlo simulations, and a less reception overhead η is required to achieve the same performance.
C. INVESTIGATION OF THE IMPACT OF q ON THE DFP OF RaptorQ CODES
In this subsection, the number of information symbols k is 20, and q is 2, 4, and 8, respectively, and the degree distributions of LT code are 3GPP (x) and Ideal (x). Besides, the Bernoulli random variables η of pre-code is 0.3, i.e., we use (q, 21, 20, 0.3) LDGM code as pre-code. Fig. 7 and As shown in Fig. 7 and Fig. 8 , the DFPs of RaptorQ codes decreased with the finite field order q is increasing from 2 to 4 evidently. Besides, each numerical bound of the RaptorQ codes tend to be tight when γ is increasing. However, when q is increasing from 4 to 8, the performance of the DFPs on RaptorQ codes cannot be further improved.
V. CONCLUSIONS
In this paper, we analyzed the performance on the decoding failure probability of the RaptorQ code with systematic LDGM pre-code. We derived the upper and lower bounds of RaptorQ code on the decoding failure probability under maximum likelihood algorithm by analyzed of rank of the product of two random coefficient matrices over Galois fields GF(q). With the tightness upper and lower bounds we derived in this paper, we can design and optimal RaptorQ codes with short packets in different channels and different requirement of QoS in future work.
Appendix A PROOF OF THEOREM 1
According to Lemma 1, a receiver can recover all k source symbols from the m = γ k coded packets under ML decoding if and only if the generator matrix (G LT m×n G pre n×k ) m×k is a fullrank matrix, we have
According to the property of the matrix product in [36] , we have (19) where N (·) is the right-hand null space of a matrix, R(·) is the column vector space generated by a matrix and dim(·) is the dimension of a vector space. Since we use the systematic LDGM code as pre-code, thus the rank of G pre n×k must be k, then we can obtain
The meaning of (20) is there must have a column vector existing in R(G pre n×k ) which from the N (G LT m×n ). Then we can easily express P DF q,γ ,k, , as follows
and we can obtain the upper bound of P DF q,γ ,k, , by enlarging (21) to
where R(G Then, we analyze Pr G LT m×n x i a = 0 x i a = r and Pr x i a = r , respectively. For the systematic LDGM code we used in this paper, the generator matrix can be express as
T , thus the construction of G a n×i · 1 i is that, there are i ones in the first k entries, then there are (r − i) nonzero elements in the last (n − k) entries. Hence, we can obtain (note that we are deriving on GF(q)) (25) where i ≤ r ≤ n − k + i. Denote P j is the row vector of P a (n−k)×i , and we can obtain
and we have
First, we consider Pr p j1 + p j2 + . . . + p ji = 0| p j = s , the result of this part we have been shown in Lemma 2 as follows
Next, we consider Pr p j = s , in the previous content we have already mentioned that the probability of occurrence of nonzero elements in each row of P k× (n−k) obeys the Bernoulli distribution, such that
By substituting (26) , (28) and (29) into (25), we can denote a function
Thus, we can obtain Pr x i a = r as follows
Then, we consider Pr G LT γ k×n x i a = 0 x i a = r , follow the law of condition probability, we have The proof of Theorem 1 is completed.
Appendix B PROOF OF THEOREM 2
In this appendix, we prove Theorem 2. According to the Bonferroni inequality [35] , we can obtain a lower bound of P 
