Change of variable formula for local time of continuous semimartingale by Taleb, Anass Ben
ar
X
iv
:1
81
0.
10
06
3v
2 
 [m
ath
.PR
]  
25
 Ja
n 2
01
9
CHANGE OF VARIABLE FORMULA FOR LOCAL TIME OF
CONTINUOUS SEMIMARTINGALE
ANASS BEN TALEB
Abstract. In this paper we generalize a representation formula for the local time
of a function of a semimartingale due to Coquet and Ouknine [3]. Our formula
being a pointwise equality between two processes we show in addition that the
equality is in fact trajectorial. Finally we give an application in mathematical
finance.
1. Introduction
Let (Xt)t≥0 be a continuous semimartingale and let (L
a
t (X))a∈R,t≥0 be its family
of local times continuous in t and càd-làg in a 1, recall that this family of random
variables satisfies Tanaka’s formula (Theorem 1.2 in chapter 6 of [9]):
|Xt − a| = |X0 − a|+
∫ t
0
sgn (Xs − a) dXs + Lat (X)
with sgn is the function defined by:
sgn(x) =
{
1 x > 0
−1 x ≤ 0
Let φ : R → R be a function of class C2, according to Ito’s Formula φ (X) is a
continuous semimartingalee. Following the work of Eméry and Yor [5] , Coquet
and Ouknine proved in [3] the following change of variable formula:
(1) L0t (φ (X)) =
∑
φ(x)=0, φ′(x)6=0
[
(φ′(x))+Lxt (X) + (φ
′(x))−Lx−t (X)
]
Let :
dL
x,+
t (X) =
{
dLxt (X) φ
′(x) > 0
dLx−t (X) φ
′(x) < 0
then we can rewrite (1) as:
L0t (φ (X)) =
∑
φ(x)=0, φ′(x)6=0
∫ t
0
|φ′(x)| dLx,+s (X)
=
∫ t
0
 ∑
φ(x)=0, φ′(x)6=0
|φ′(x)| dLx,+s (X)

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1French: "continue à droite limite à gauche", which translates to continuous on the right limit
on the left ): meaning there exist a family of random variables
(
L̂zt (X)
)
z∈R,t≥0
such that for
each z ∈ R almost surely the map t→ Lzt (X) is continuous, for each t ≥ 0 almost surely the map
z → Lzt (X) is càd-làg, and for each z ∈ R, t ≥ 0 almost surely we have Lzt (X) = L̂zt (X)
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Let V : R+ × R → R be a map of class C1,2 2. By Ito’s Formula (V (t, Xt))t≥0
is a semimartingale, the goal of this paper is to show a similar formula, i.e there
exists an increasing process that will be defined later such that for all t ≥ 0 we have
almost surely:
L0t (V (., X.)) =
∫ t
0
∑
V (s,x)=0, ∂V
∂x
(t,x) 6=0
∣∣∣∣∂V∂x (s, x)
∣∣∣∣ dΛx,+s (X)
This paper is organized as follows : First in the second section we define the in-
creasing process ∫ t
0
∑
V (s,x)=0, ∂V
∂x
(s,x)6=0
∣∣∣∣∂V∂x (s, x)
∣∣∣∣ dΛx,+s (X)

t≥0
then in the third section we prove the main result : Theorem 3.1 of section 3.
In the fourth section we prove that the two processes (Lzt (V (., X.)))z∈R,t≥0 and(∫ t
0
∑
V (s,x)=z, ∂V
∂x
(s,x)6=0
∣∣∂V
∂x
(s, x)
∣∣ dΛx,+s (X))
z∈R,t≥0
are indistinguishable. In the fifth
section we show how to obtain Coquet-Ouknine formula via a classical change of
variable method . Finally in the sixth section we give an application in mathemat-
ical finance.
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2. Definition of the increasing process
2.1. Parametrization of the set
(
(t, x)|t ≥ 0, V (t, x) = 0, ∂V
∂x
(t, x) 6= 0). Let V :
R+×R→ R be a map of class C1,2, suppose that V satisfies the following assump-
tion:
Assumption (1). The map (t, x)→ ∂V∂t (t,x)∂V
∂x
(t,x)
defined on the open set
Ω =
{
(t, x)|∂V
∂x
(t, x) 6= 0
}
is locally lipschitz in x
Note that if V is of class C2 then the assumption 2.1 is satisfied. We establish
now a result that enables us to describe in a convienant way the elements of the set(
(t, x)|t ≥ 0, V (t, x) = 0, ∂V
∂x
(t, x) 6= 0).
Theorem 2.1. Let S =
(
(t, x)|t ≥ 0, V (t, x) = 0, ∂V
∂x
(t, x) 6= 0) and suppose that S
is nonempty, then there exists a countable family of functions of class C1 (Φ0k)k≥0
defined on relative open intervals R+ (I
0
n)n≥0 such that :
(2) S =
⋃
k≥0
ImΦ0k
where ImΦ0k is the image of the map t→ (t,Φ0k(t)), furthermore the union in (2) is
disjoint.
Proof. Since V is actually defined on ] − ǫ,+∞[×R for some ǫ > 0, if we manage
to prove Theorem 2.1 for the set
(
(t, x)|t > −ǫ, V (t, x) = 0, ∂V
∂x
(t, x) 6= 0) then the
2meaning there exists ǫ > 0 such that V ∈ C1,2 (]− ǫ,+∞[×R→ R) i.e on this open set the
partial derivatives ∂V
∂t
, ∂V
∂x
, ∂
2V
∂x2
do exist and are continuous
3I would like to thank Bernard Lapeyre for comments on an earlier version of this work.
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result follows by taking the intervals I0n ∩ R+ and the functions Φ0n|R+. Thus for
conveniency we shall rather work with the set :
S =
(
(t, x)|t > 0, V (t, x) = 0, ∂V
∂x
(t, x) 6= 0
)
We start by showing that S is separable: we consider the countable family of open
balls B (y, r)y∈Q2,r∈Q∗
+
, for each ball B (y, r) we pick un element of S ∩B (y, r) if the
latter intersection is non empty. Let:
S ′ = {(t0, x0), (t1, x1), (t2, x2), ..}
the set of chosen elements, let x ∈ S and s ∈ Q∗+ , let y ∈ Q2 ∩ B
(
x, s
2
)
hence
x ∈ B (y, s
2
)
this shows that the intersection is nonempty and it’s obvious that the
distance between the chosen element of this intersection and x is inferior to s
2
, thus
S ′ is dense in S.
We fix (t, x) ∈ S, by the implicit functions theorem there exists an open ball
centered at (t, x) B(t,x) and a function h(t,x) of C1 defined on a open interval I(t,x)
such that:
(t′, x′) ∈ S ∩ B(t,x) ⇔ t′ ∈ I(t,x) et x′ = h(t,x) (t′)
For each element of S ′ (ti, xi) and r ∈ Q∗+ we pick h(t,x) such that Im h(t,x) contains
B ((ti, xi), r) ∩ S (if it exists! ) and we denote by H the countable set of these
chosen functions .
Let (t, x) ∈ S et h(t,x),B(t,x) = B ((t, x), r) obtained with implicit functions theorem
with r > 0 is a rational, let (ti, xi) ∈ S ′ such that d ((ti, xi), (t, x)) < r2 , then :
(t, x) ∈ B
(
(ti, xi),
r
2
)
⊂ B ((t, x), r)
We deduce that the image of t′ → (t′, h(t,x)(t′)) contains the ball B ((ti, xi), r2)
which implies the existence of an element h of H satisfying this property and hence
(t, x) ∈ Imh. Thus we write:{
(t, x)|V (t, x) = z, ∂V
∂x
(t, x) 6= 0
}
=
⋃
h∈H
Imh
Let h(t,x) ∈ H, by taking the derivative with respect to s both of sides of the
equality V
(
s, h(t,x)(s)
)
= z we obtain that: h(t,x) is a solution of the following
Cauchy’s problem :
(3)
{
y′(s) = − ∂V∂t (s,y(s))∂V
∂x
(s,y(s))
y(t) = x
On the open set
(
(t, x)|∂V
∂x
(t, x) 6= 0) the map F : (t, x) → − ∂V∂t (t,x)∂V
∂x
(t,x)
is locally Lip-
schitz continuous in x, hence by Cauchy-Lipschitz theorem the problem 3 has a
unique maximal solution defined on an open interval of R∗+, in this case h(t,x) is the
restriction of this solution to its interval of definition. We denote by (Φ0k)k≥0 the
set of these maximal solutions, again by Cauchy-Lipschitz theorem if i 6= j then
Φzi (t) 6= Φzj (t), this garanties that the union in (2) is disjoint.  
Remark 2.1. The union
⋃
k≥0 ImΦ
0
k does not have to be infinite, that is why we
didn’t specify to which subset of N belongs k
Remark 2.2. The functions Φ0k are unique up to a permutation meaning if (Ψ
0
k)k≥0
satisfy (2) and are obtained via the method used in the proof of Theorem 2.1 then
for all k ≥ 0 there exists a unique k′ ≥ 0 such that Ψ0k = Φ0k′ and conversely for all
k ≥ 0 there exists k′ ≥ 0 such that Φ0k = Ψ0k = Ψ0k′, this is due to Cauchy-Lipschitz
theorem.
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Remark 2.3. Evidently Theorem 2.1 is valid for each set
S =
{
(t, x) |t > 0, V (t, x) = z, ∂V
∂x
(t, x) 6= 0
}
2.2. Local time at curve of classe C1.
Definition 2.1. Let (Xt)t≥0 be a continuous semimartingale and γ : I ⊂ R+ → R
a function of classe C1, we fix t0 ∈ I. For each u ∈ I the process (Xt − γ(t))t≥u,t∈I
is a continuous semimartingale, we denote by Lu its local time at 0, similarly for
all u ∈]0, t0] the process (Xt − γ(t))u≤t≤t0 is a continuous semimartingale and we
denote by L2,u its local time at 0. The increasing continuous process
(4) Λγ,t0t (X) =
{
Lt0t t ≥ t0
−Ltt0 t ≤ t0
shall be called the local time of X at curve γ with basis point t0 and by the
occupation times formula ( corollary 1.6 of chapter 6 in [9] ) we have almost surely
for all t > 0:
Λγ,t0t (X) = lim
ǫ→0
1
ǫ
∫ t
t0
10<Xs−γ(s)<ǫd 〈X,X〉s
Note that for t 6= t′ ∈ R∗+ and for an arbitrary base point t0:
Λγ,t0t (X)− Λγ,t0t′ (X) = lim
ǫ→0
1
ǫ
∫ t
t′
10<Xs−γ(s)<ǫd 〈X,X〉s
hence the continuous process Λγ,t0t (X) defines on the space (I,B (I)) a measure
dΛγt (X) that is independent of t0 this measure can be extended naturally on
(R+,B (R+)) by setting: ∫
A
dΛγt (X) =
∫
A∩I
dΛγt (X)
Proposition 2.1. Let (Xt)t≥0 be a continuous semimartingale and γ : I ⊂ R+ → R
a function of classe C1, then dΛγt (X) is carried by the set (t|Xt = γ(t)), furthermore
this measure is σ finite.
Proof. Let t0 a basis point, by using the noations of the definition 2.1 let us first
observe that forall t′ ∈ I∩]−∞, t0[
∀t ≥ t′, −Ltt0 = Lt
′
t − Lt
′
t0
then using the fact that for a continuous semimartingale Z
∫
.
dL0t (Z) is carried by
the set (t|Zt = 0) we obtain: forall A ∈ B (I) and forall t′ ≤ t0∫
A∩[t′,+∞[
dΛγt (X) =
∫
A∩[t′,+∞[
1[t0,+∞[ (t) dL
t0
t +
∫
A∩[t′,+∞[
1]−∞,t0](t)dL
t′
t
=
∫
A∩[t′,+∞[
1[t0,+∞[ (t)× 1{Xt=γ(t)}dLt0t
+
∫
A∩[t′,+∞[
1]−∞,t0](t)× 1{Xt=γ(t)}dLt
′
t
=
∫
A∩[t′,∞[
1{Xt=γ(t)}dΛ
γ
t (X)
Thus we conclude that our measure is carried by the set (t|Zt = 0). Finally it’s
should be clear that the mesure is σ finite ( take the sets En =]an, bn[
⋃
]0, a]
⋃
[b,+∞[
with bn ↑n→+∞ b, an ↓n→+∞ a) 
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Remark 2.4. If I =]a, b[ with b < +∞ we conjecture that dΛγt (X) is finite. We ex-
plain our intuition: the latter statement is equivalent to show that for (Xt)t≥0 a con-
tinuous semimartingale and γ : [0, b[ a function of classe C1, sup0≤t<b L
0
t (X − γ) <
+∞. By the occupation times formula for C > 0 we have almost surely for all
t ∈ [0, b[:
(5)
∫ t
0
1Xs−γ(s)∈]−C,C[d 〈X,X〉s =
∫ C
−C
Lat (X − γ) da
Since ∀a ∈]−C,C[, t→ Lat (X − γ) is increasing then ∀a ∈]−C,C[, limt→b Lat (X − γ) =
sup0≤t<b L
a
t (X − γ), by sending t to b in (5) we obtain:
〈X,X〉b ≥
∫ b
0
1Xs−γ(s)∈]−C,C[d 〈X,X〉s =
∫ C
−C
sup
0≤t<b
Lat (X − γ) da
This show that in ]− C,C[, Lebesque almost everywhere in a
sup
0≤t<b
Lat (X − γ) < +∞
Infortunately it is not sufficient to conclude that is true for a = 0. On the other
hand there is a similar false result : Let (fn)n a sequence of positive continuous func-
tions, such that ∀x, (fn(x))n≥0 is increasing, we suppose that
∫
R
limn→+∞ fn(x)dx =∫
R
supn∈N fn(x)dx < +∞ then ∀x ∈ R, supn∈N fn(x) < +∞. The obvious coun-
terexample is to take fn(x) =
∑n
k=1
1
n
1
1+n2x2
: By the Monotone convergence theorem∫
R
lim
n→+∞
fn(x)dx = lim
n→+∞
∫
R
n∑
k=1
1
n
1
1 + n2x2
dx =
π
2
+∞∑
k=1
1
k2
yet limn→+∞ fn(0) = +∞
Proposition 2.2. Let (Xt)t≥0 a continuous semimartingale, (At)t≥0 its total varia-
tion part. Let V ∈ C1 (R+ × R→ R) and (Φ0k)k≥0 the functions mentioned in The-
orem 2.1 defined on the relatively open intervals Ik of R+. Recall that
∂V
∂x
(s,Φ0k(s))
has a constant sign. For k ≥ 0, we set:
dΛ
Φ0
k
,+
s (X) ={
dΛ
Φ0
k
s (X) ∂V∂x (s,Φ
0
k(s)) > 0
dΛ
Φ0
k
s (X)− 2× 1{Xs=γ(s)}dAs + 2× 1{Xs=γ(s)}Φ0k(s)′ds ∂V∂x (s,Φ0k(s)) < 0
(6)
Then the borelian measure is σ finite and positive, carried by the set (s|Xs = Φ0k(s))
Consequently, the map µ1 defined on B (R+) by:
µ1 (A) =
∑
k≥0
∫
A
∣∣∣∣∂V∂x (s,Φ0k(s))
∣∣∣∣ dΛΦ0k,+s (X) =∑
k≥0
∫
A
∣∣∣∣∂V∂x (s,Xs)
∣∣∣∣ dΛΦ0k,+s (X)
is a random measure that is almost surely borelian and positive . Note that∫
t
dΛ
Φ0
k
,+
s (X) = 0 for all t > 0 and hence µi (]0, t]) = µi ]0, t[). We have the
following definition :
Definition 2.2. For t > 0 we define almost surely :
(7)
∫ t
0
∑
V (s,x)=0, ∂V
∂x
(s,x)6=0
∣∣∣∣∂V∂x (s, x)
∣∣∣∣ dΛx,+s (X) = µ1 (]0, t]) = µ1 (]0, t[)
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Remark 2.5. We justify the notation (7): For all A ∈ B (R∗+) µ1(A) is sum of
positive elements and hence does not depend on the order of these elements, thus
by remark 2.2 µ1 is independent of the parametrization defined in Theorem 2.1 in
other words it’s an intrinsic object of the set
(
(s, x)|V (s, x) = 0, ∂V
∂x
(s, x) 6= 0)
We give now the proof of proposition 2.2:
Proof. Fix k ∈ N, it is sufficient to prove that dΛΦ0k,+s (X) is σ finite and positive.
If ∂V
∂x
(s,Φ0k(s)) > 0 there is nothing to prove, otherwise let t0 be a basis point. For
all u ∈]0, t0] ∩ Ik let (Lu,at )t≥u,t∈Ik,a∈R be the family of local times of the continuous
semimartingale (Xt − Φ0k(t))t≥u,t∈Ik . For t ∈ [u,+∞[∩Ik we set:
L
u,−
t = lim
a→0−
L
u,a
t
Lu,− is indeed an increasing process, since A − Φ0k is the total variation part of
X−Φ0k then by Theorem 1.7 of chapter 6 in [9],and using the notation of definition
2.1 we have almost surely for all t, u ∈ I, t ≥ u:
L
u,−
t − Lut = −2×
∫ t
u
1{Xs=Φ0k(s)}d
(
As − Φ0k(s)
)
= −2×
(∫ t
u
1{Xs=Φ0k(s)}dAs −
∫ t
u
1{Xs=Φ0k(s)}Φ
0
k(s)
′(s)ds
)
in particular we have almost surely for all t ≥ t0:
L
t0,−
t − Lt0t = −2 ×
∫ t
t0
1{Xs=Φ0k(s)}d
(
As − Φ0k(s)
)
= −2 ×
(∫ t
t0
1{Xs=Φ0k(s)}dAs −
∫ t
t0
1{Xs=Φ0k(s)}Φ
0
k(s)
′(s)ds
)
and for all t ≤ t0:
L
t,−
t0
− Ltt0 = 2×
∫ t
t0
1{Xs=Φ0k(s)}d
(
As − Φ0k(s)
)
= 2×
(∫ t
t0
1{Xs=Φ0k(s)}dAs −
∫ t
t0
1{Xs=Φ0k(s)}Φ
0
k(s)
′(s)ds
)
Finally we set :
Λ
Φ0
k
,t0,+
t (X) =
{
L
t0,−
t t ≥ t0
−Lt,−t0 t ≤ t0
it’s obvious that ΛΦ
0
k
,t0,+ (X) is an increasing continuous process, for t, t′ we have:
Λ
Φ0
k
,t0,+
t (X)− ΛΦ
0
k
,t0,+
t′ (X)
= Λ
Φ0
k
,t0
t (X)− ΛΦ
0
k
,t0
t′ (X)− 2×
(∫ t
t′
1{Xs=Φ0k(s)}dAs −
∫ t
t′
1{Xs=Φ0k(s)}Φ
0
k(s)
′ds
)
Thus the Lebesgue-Stieljes measure associated to ΛΦ
0
k
,t0,+ (X) is independent of
t0 we shall simply use the notation dΛ
Φ0
k
,+
s (X), it satisfies (6) and it’s obvious that
such measure is σ finite positive and carried by the set (s|Xs = Φ0k(s)). 
Remark 2.6. With the same method we can define∫ t
0
∑
V (s,x)=z, ∂V
∂x
(s,x)6=0
∣∣∣∣∂V∂x (s, x)
∣∣∣∣ dΛx,+s (X)
for all z.
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We give now some examples:
Example 2.2. (1) Let V (t, x) = x2 − t, the functions of Theorem 2.1 are
Φ01(t) =
√
t,Φ02(t) = −
√
t both are defined on I = R∗+. We have:∫ t
0
∑
V (s,x)=0, ∂V
∂x
(s,x)6=0
∣∣∣∣∂V∂x (s, x)
∣∣∣∣ dΛx,+s (X) = 2× ∫ t
0
√
sdΛΦ
0
1
,+
s (X)
+ 2×
∫ t
0
√
sdΛΦ
0
2
,+
s (X)
(2) Let V (t, x) = (t− 1)2 × x2 − 1, the functions of Theorem 2.1 are Φ01(t) =
1
t−1
,Φ02(t) = − 1t−1 defined on ]1,+∞[, Φ03(t) = 1t−1 ,Φ04(t) = − 1t−1 defined on
]0, 1[. We have:∫ t
0
∑
V (s,x)=0, ∂V
∂x
(s,x)6=0
∣∣∣∣∂V∂x (s, x)
∣∣∣∣ dΛx,+s (X)
=

2× ∫ t
1
|s− 1| dΛΦ01,+s (X) + 2×
∫ t
1
|s− 1| dΛΦ02,+s (X)
+2× ∫ t
0
|s− 1| dΛΦ01,+s (X) + 2×
∫ t
0
|s− 1| dΛΦ02,+s (X) t ≥ 1
2× ∫ t
0
|s− 1| dΛΦ01,+s (X) + 2×
∫ t
0
|s− 1| dΛΦ02,+s (X) 0 ≤ t < 1
(3) Let V (t, x) = Φ(x) where Φ : R→ R is a function of class C2. Let:
{x|φ(x) = 0, φ′(x) 6= 0} = {x0, x1...}
Then the functions of Theorem 2.1 are : Φ0k : s→ xk and we have:
dΛ
Φ0
k
,+
s (X) =
{
dLxs (X) φ
′(x) > 0
dLx−s (X) φ
′(x) < 0
Hence:∫ t
0
∑
V (s,x)=0, ∂V
∂x
(s,x)6=0
∣∣∣∣∂V∂x (s, x)
∣∣∣∣ dΛx,+s (X) = ∫ t
0
 ∑
φ(x)=0, φ′(x)6=0
|φ′(x)| dLx,+s (X)

3. Proof of the main result
We state our main result:
Theorem 3.1. Let (Xt)t≥0 a continuous semimartingale, let V : R+ × R → R
a map of class C1,2 satisfying assumption 2.1. By Ito’s formula, V (., X.) is a a
semimartingale. Then for t > 0 we have almost surely:
L0t (V (., X.)) =
∫ t
0
∑
V (s,x)=0, ∂V
∂x
(s,x)6=0
∣∣∣∣∂V∂x (s, x)
∣∣∣∣ dΛx,+s (X)
The strategy of the proof is the following : If the set
S =
(
(t, x)|t ≥ 0, V (t, x) = 0, ∂V
∂x
(t, x) 6= 0
)
is empty then there is nothing to prove otherwise let (I0n,Φ
0
n)n be the intervals and
the functions mentioned in Theorem 2.1 we write:
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L0t (V (., X.)) =
∫
]0,t[∩S
dL0s (V (., X.)) +
∫
]0,t[
1{V (s,Xs)=0, ∂V∂x (s,Xs)=0}dL
0
s (V (., X.))
=
∑
k≥0
∫
]0,t[∩I0
k
1{Xs=Φ0n(s)}dL
0
s (V (., X.)) +
∫
]0,t[
1{V (s,Xs)=0, ∂V∂x (s,Xs)=0}dL
0
s (V (., X.))
(8)
It is enough to prove that for all k ≥ 0
(9)
∫
]0,t[∩I0
k
1{Xs=Φ0k(s)}dL
0
s (V (., X.)) =
∫
]0,t[∩I0
k
∣∣∣∣∂V∂x (s,Xs)
∣∣∣∣ dΛΦ0k,+s (X)
and:
(10)
∫
]0,t[
1{V (s,Xs)=0, ∂V∂x (s,Xs)=0}dL
0
s (V (., X.)) = 0
3.1. Proof of the equality (9). First we start by proving the following lemma:
Lemma 3.1. Let h : R+ × R → R be a map of class C1,2 and I ⊂ R+ a relative
open interval such that:
∀t ∈ I, h (t, 0) = 0, ∂h
∂x
(t, 0) 6= 0
Let (Xt)t≥0 be a continuous semimartingale and L
0 (X) be its local time at 0 and
L0− (X) = lima→0− L
a (X). Let a < b ∈ I, and y > 0 sufficiently small then there
exists a positive sequence (ǫn)n≥0 converging to 0 such that almost surely:
lim
n→+∞
1
ǫn
∫ b
a
1|h(s,Xs)|<ǫn, |Xs|<y
(
∂h
∂x
(s,Xs)
)2
d 〈X,X〉s =
∫ b
a
∣∣∣∣∂h∂x (s,Xs)
∣∣∣∣ dL0s (X)
+
∫ b
a
∣∣∣∣∂h∂x (s,Xs)
∣∣∣∣ dL0−s (X)
(11)
Proof.
Step 1 Note that t→ ∂h
∂x
(t, 0) doesn’t change sign on I, we suppose without loss of
generality that it remains positive. We know that there exists β > 0 such
that by settingK = ((s, x)|s ∈ [a, b], x ∈ [−β, β]) we have inf(s,x)∈K ∂h∂x (s, x) =
m > 0. In the sequel we suppose that y ∈]0, β[. We fix λ ∈]0, 1[ then
forall ǫ there exists an integer nǫ and a partition (tǫi)i∈[1,nǫ] of [a, b] with
tǫ1 = a, t
ǫ
nǫ = b such that limǫ→0 supi∈[1,nǫ−1]
∣∣tǫi+1 − tǫi∣∣ = 0 and:
(12) max
i∈[1,nǫ−1]
sup
s∈[tǫi ,t
ǫ
i+1]
∣∣∣∣∣
(
∂h
∂x
(s,Xs)
)2
−
(
∂h
∂x
(tǫi, Xs)
)2∣∣∣∣∣ ≤ ǫ2
max
i∈[1,nǫ−1]
sup
s∈[tǫi ,t
ǫ
i+1]
|h (s,Xs)− h (tǫi , Xs)| ≤ λ× ǫ
For i ∈ [1, nǫ − 1] we have :
1
ǫ
∫ tǫi+1
tǫi
1|h(tǫi ,Xs)|<(1−λ)×ǫ, |Xs|<y
(
∂h
∂x
(s,Xs)
)2
d 〈X,X〉s
≤ 1
ǫ
∫ tǫi+1
tǫi
1|h(s,Xs)|<ǫ, |Xs|<y
(
∂h
∂x
(s,Xs)
)2
d 〈X,X〉s
≤ 1
ǫ
∫ tǫi+1
tǫi
1|h(tǫi ,Xs)|<(1+λ)×ǫ, |Xs|<y
(
∂h
∂x
(s,Xs)
)2
d 〈X,X〉s
(13)
and so:
nǫ−1∑
i=1
1
ǫ
∫ tǫi+1
tǫi
1|h(tǫi ,Xs)|<(1−λ)×ǫ, |Xs|<y
(
∂h
∂x
(s,Xs)
)2
d 〈X,X〉s
≤ 1
ǫ
∫ b
a
1|h(s,Xs)|<ǫ, |Xs|<y
(
∂h
∂x
(s,Xs)
)2
d 〈X,X〉s
≤
nǫ−1∑
i=1
1
ǫ
∫ tǫi+1
tǫ
i
1|h(tǫi ,Xs)|<(1+λ)×ǫ, |Xs|<y
(
∂h
∂x
(s,Xs)
)2
d 〈X,X〉s
(14)
We deal now with righthandside in (14), by inequality (12 ) we have :
nǫ−1∑
i=1
1
ǫ
∫ tǫi+1
tǫi
1|h(tǫi ,Xs)|<(1+λ)×ǫ, |Xs|<y
(
∂h
∂x
(s,Xs)
)2
d 〈X,X〉s
−
nǫ−1∑
i=1
1
ǫ
∫ tǫi+1
tǫi
1|h(tǫi ,Xs)|<(1+λ)×ǫ, |Xs|<y
(
∂h
∂x
(tǫi , Xs)
)2
d 〈X,X〉s
≤ ǫ× 〈X,X〉s
(15)
By the occupation times formula for i ∈ [1, nǫ − 1] we have almost surely:
1
ǫ
∫ tǫi+1
tǫi
1|h(tǫi ,Xs)|<ǫ×(1+λ),|Xs|<y
(
∂h
∂x
(tǫi , Xs)
)2
d 〈X,X〉s
=
1
ǫ
∫ +∞
−∞
1|h(tǫi ,x)|<ǫ×(1+λ),|x|<y
(
∂h
∂x
(tǫi, x)
)2 (
Lxtǫi+1
(X)− Lxtǫi (X)
)
dx
Since the function x → h(tǫi , x) is of class C1 on the interval ] − y, y[
with stricly positive derivative, it’s a difféomorphism from ] − y, y[ onto
]h(tǫi ,−y), h(tǫi, y)[ with inverse gǫi , recall that :
min
t∈[a,b]
h(t, y) > 0, max
t∈[a,b]
h(t,−y) < 0
. Using integration by substitution we obtain for ǫ small enough:
1
ǫ
∫ +∞
−∞
1|h(tǫi ,x)|<(1+λ)×ǫ,|x|<y
(
∂h
∂x
(tǫi , x)
)2 (
Lxtǫi+1
(X)− Lxtǫi (X)
)
dx
=
1
ǫ
∫ +ǫ×(1+λ)
−ǫ×(1+λ)
∣∣∣∣∂h∂x (tǫi, gǫi (x))
∣∣∣∣× (Lgǫi (x)tǫi+1 (X)− Lgǫi (x)tǫi (X)) dx
Step 2 For all t ∈ [a, b] let gt the inverse of the map x→ h (t, x) defined on ]−y, y[.
For x ∈]− ǫ (1 + λ) ,+ǫ (1 + λ) [, s ∈ [a, b] we set:
g
1,ǫ
i,s (x) = min (g
ǫ
i (x), gs(x))
g
2,ǫ
i,s (x) = max (g
ǫ
i (x), gs(x))
Let
(
zǫi : [t
ǫ
i , t
ǫ
i+1]× R→ R
)
ǫ>0,i∈[1,nǫ−1]
be a family of functions uniformly
bounded, by Fubini’s theorem for stochastic integrals we have:
1
ǫ
∫ +ǫ×(1+λ)
−ǫ×(1+λ)
∣∣∣∣∂h∂x (tǫi , gǫi(x))
∣∣∣∣×
(∫ tǫi+1
tǫi
zǫi (x, s)× 1g1,ǫi,s (x)<Xs≤g2,ǫi,s (x)dXs
)
dx
=
∫ tǫi+1
tǫi
1
ǫ
(∫ +ǫ×(1+λ)
−ǫ×(1+λ)
zǫi (x, s)×
∣∣∣∣∂h∂x (tǫi , gǫi (x))
∣∣∣∣ 1g1,ǫi,s (x)<Xs≤g2,ǫi,s (x)dx
)
dXs
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Consider the process αǫ defined on [a, b] by :
αǫs =
nǫ−1∑
i=1
1
ǫ
(∫ +ǫ×(1+λ)
−ǫ×(1+λ)
zǫi (x, s)×
∣∣∣∣∂h∂x (tǫi , gǫi (x))
∣∣∣∣ 1g1,ǫi,s (x)<Xs≤g2,ǫi,s (x)dx
)
× 1s∈[tǫi ,tǫi+1[
it is obvious that Λǫ is a bounded process adapted to the filtration gener-
ated by X. Let s ∈ [a, b] and σǫ(s) the integer such that s ∈ [tǫσǫ(s), tǫσǫ(s)+1[
. Using integration by substitution:
αǫs =
∫ +(1+λ)
−(1+λ)
zǫi (x, s)
∣∣∣∣∂h∂x (tǫσǫ(s), gǫσǫ(s)(xǫ))
∣∣∣∣ 1g1,ǫi,s (xǫ)<Xs≤g2,ǫi,s (xǫ)dx
Recall that m = inf(t,x)∈K
∂h
∂x
(t, x). For t ∈ [a, b], x ∈] − y, y[, we have
h(t, x)− h(t, 0) = ∫ x
0
∂h
∂x
(t, x′) dx′ and so:{
h(t, x) ≥ m× x x > 0
h(t, x) ≤ m× x x < 0
meaning |x| ≤ |h(t,x)|
m
, in other words:
(16) lim
x→0
|gt(x)| = 0
the latter limit is uniform in t which implies:
(17) lim
ǫ→0
sup
|x|≤ǫ×(1+λ)
(
max
i∈[1,nǫ−1]
|gǫi (x)|
)
= 0
Since for all x ∈ [− (1 + λ) ,+ (1 + λ)] and for all i and ǫ sufficiently small
g
1,ǫ
i,s (xǫ)× g2,ǫi,s (xǫ) = gǫσǫ(s)(xǫ)× gs(xǫ) > 0
and by (17 )
lim
ǫ→0
g
1,ǫ
i,s (xǫ) = lim
ǫ→0
g
2,ǫ
i,s (xǫ) = 0
then forall s
lim
ǫ→0
1
g
1,ǫ
i,s (xǫ)<Xs≤g
2,ǫ
i,s (xǫ)
= 0
Finally since the term zǫi (., .)×
∣∣∂h
∂x
(., .)
∣∣ is bounded, then by the dominated
convergence theorem : forall s ∈ [a, b], limǫ→0 αǫs = 0. Hence by dominated
convergence theorem for stochastic integration ( Exercise 5.17 of chapter 6
in [9] ) limǫ→0
∫ b
a
αǫsdXs = 0 the latter limit is in probability.Our conclusion
is the following limit in probability :
lim
ǫ→0
nǫ−1∑
i=1
1
ǫ
∫ tǫi+1
tǫi
1
ǫ
(∫ +ǫ×(1+λ)
−ǫ×(1+λ)
zǫi (x, s)×
∣∣∣∣∂h∂x (tǫi , gǫi(x))
∣∣∣∣ 1g1,ǫi,s (x)<Xs≤g2,ǫi,s (x)dx
)
dXs = 0
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Step 3 For i ∈ [1, nǫ − 1], by Tanaka’s formula:
1
ǫ
∫ +ǫ×(1+λ)
−ǫ×(1+λ)
∣∣∣∣∂h∂x (tǫi , gǫi (x))
∣∣∣∣× (Lgǫi (x)tǫi+1 (X)− Lgǫi (x)tǫi (X)) dx
=
2
ǫ
∫ +ǫ×(1+λ)
−ǫ×(1+λ)
∣∣∣∣∂h∂x (tǫi , gǫi(x))
∣∣∣∣×((Xtǫi+1 − gǫi (x))+ − ∫ tǫi+1
0
1Xs>gǫi (x)dXs
)
dx
− 2
ǫ
∫ +ǫ×(1+λ)
−ǫ×(1+λ)
∣∣∣∣∂h∂x (tǫi , gǫi (x))
∣∣∣∣× ((Xtǫi − gǫi (x))+ − ∫ tǫi
0
1Xs>gǫi (x)dXs
)
dx
=
2
ǫ
∫ +ǫ×(1+λ)
−ǫ×(1+λ)
∣∣∣∣∂h∂x (tǫi , gǫi(x))
∣∣∣∣×((Xtǫi+1 − gǫi (x))+ − (Xtǫi+1 − gǫi+1(x))+) dx
+
2
ǫ
∫ +ǫ×(1+λ)
−ǫ×(1+λ)
∣∣∣∣∂h∂x (tǫi, gǫi (x))
∣∣∣∣×
(∫ tǫi+1
tǫi
(
1Xs>gs(x) − 1Xs>gǫi (x)
)
dXs
)
dx
− 2
ǫ
∫ +ǫ×(1+λ)
−ǫ×(1+λ)
∣∣∣∣∂h∂x (tǫi , gǫi (x))
∣∣∣∣×
(∫ tǫi+1
tǫi
(
1Xs>gs(x) ×
∂gs(x)
∂s
)
ds
)
dx
+
1
ǫ
∫ +ǫ×(1+λ)
−ǫ×(1+λ)
∣∣∣∣∂h∂x (tǫi, gǫi (x))
∣∣∣∣× (Λg.(x)tǫi+1 (X)− Λg.(x)tǫi (X)) dx
(18)
(
Λ
g.(x)
t (X)
)
t∈[a,b]
is the local time at the curve t → gt(x) defined at an
arbitrary base point. Recall that forall x t → gt(x) is of class C1 and we
have ∂gt(x)
∂t
= − ∂h∂t (t,gt(x))∂h
∂x
(t,gt(x))
We have : 1Xs>gs(x) − 1Xs>gǫi (x) = zǫi (x, s)× 1g1,ǫi,s (x)<Xs≤g2,ǫi,s (x) with:
zǫi (x, s) =
{
1 gs(x) ≤ gǫi (x)
−1 gs(x) > gǫi (x)
hence by Step 2
nǫ−1∑
i=1
1
ǫ
∫ +ǫ×(1+λ)
−ǫ×(1+λ)
∣∣∣∣∂h∂x (tǫi , gǫi (x))
∣∣∣∣×
(∫ tǫi+1
tǫi
(
1Xs>gs(x) − 1Xs>gǫi (x)
)
dXs
)
dx
goes to 0 in probability . We have :∣∣∣∣∣2ǫ
∫ +ǫ×(1+λ)
−ǫ×(1+λ)
∣∣∣∣∂h∂x (tǫi , gǫi (x))
∣∣∣∣× ((Xtǫi+1 − gǫi (x))+ − (Xtǫi+1 − gǫi+1(x))+) dx
∣∣∣∣∣
≤ 2
ǫ
∫ +ǫ×(1+λ)
−ǫ×(1+λ)
∣∣∣∣∂h∂x (tǫi , gǫi (x))
∣∣∣∣×
(∫ tǫi+1
tǫi
∣∣∣∣∣ ∂h∂t (t, gt(x))∂h
∂x
(t, gt(x))
∣∣∣∣∣ dt
)
dx
By (16), for ǫ sufficiently small ∀x ∈ [−ǫ×(1+λ),+ǫ×(1+λ)], ∣∣∂h
∂x
(t, gt(x))
∣∣ ≥
m
2
, hence there exists η > 0 such that :∣∣∣∣∣
nǫ−1∑
i=1
2
ǫ
∫ +ǫ×(1+λ)
−ǫ×(1+λ)
∣∣∣∣∂h∂x (tǫi , gǫi (x))
∣∣∣∣× ((Xtǫi+1 − gǫi (x))+ − (Xtǫi+1 − gǫi+1(x))+) dx
∣∣∣∣∣
≤ 2η
ǫ
∫ +ǫ×(1+λ)
−ǫ×(1+λ)
(∫ b
a
∣∣∣∣∂h∂t (t, gt(x))
∣∣∣∣ dt) dx
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We have ∀t ∈ [a, b] h(t, 0) = 0 by taking the derivative with respect to t
we obtain ∂h
∂t
(t, 0) = 0. By (16) and the dominated convergece theorem :
lim
x→0
∫ b
a
∣∣∣∣∂h∂t (t, gt(x))
∣∣∣∣ dt = 0
we obtain :
lim
ǫ→0
2η
ǫ
∫ +ǫ×(1+λ)
−ǫ×(1+λ)
(∫ b
a
∣∣∣∣∂h∂t (t, gt(x))
∣∣∣∣ dt) dx = 0
In the same way one can show that :
lim
ǫ→0
nǫ−1∑
i=1
2
ǫ
∫ +ǫ×(1+λ)
−ǫ×(1+λ)
∣∣∣∣∂h∂x (tǫi , gǫi (x))
∣∣∣∣×
(∫ tǫi+1
tǫi
(
1Xs>gs(x) ×
∂gs(x)
∂s
)
ds
)
dx = 0
The conclusion of this step is the following :
nǫ−1∑
i=1
1
ǫ
∫ +ǫ×(1+λ)
−ǫ×(1+λ)
∣∣∣∣∂h∂x (tǫi , gǫi(x))
∣∣∣∣× (Lgǫi (x)tǫi+1 (X)− Lgǫi (x)tǫi (X)) dx
=
nǫ−1∑
i=1
1
ǫ
∫ +ǫ×(1+λ)
−ǫ×(1+λ)
∣∣∣∣∂h∂x (tǫi , gǫi (x))
∣∣∣∣× (Λg.(x)tǫi+1 (X)− Λg.(x)tǫi (X)) dx+ o (1)
o (1) goes to 0 in probability .
Step 4 The map (t, x) → gt(x) is of class C1, hence it’s a family of regular curves
and for x ∈] − y, y[ we have ∂gt(x)
∂x
= ∂h
∂x
(t, gt(x)) > 0. In [1] corollary 1.1
BEN TALEB shows that one can find a modification of
(
Λ
g.(x)
t (X)
)
t∈[a,b]
càd-làg in x ( continuous on the right, limit on the left ). We have almost
surely:∣∣∣∣∣
nǫ−1∑
i=1
∣∣∣∣∂h∂x (tǫi, gǫi (x))
∣∣∣∣× (Λg.(x)tǫi+1 (X)− Λg.(x)tǫi (X))− ∫ b
a
∣∣∣∣∂h∂x (t, 0)
∣∣∣∣ dΛg.(x)t (X)
∣∣∣∣∣
≤
∣∣∣∣∫ b
a
f ǫ(t)dΛ
g.(x)
t (X)−
∫ b
a
∣∣∣∣∂h∂x (t, 0)
∣∣∣∣ dΛg.(x)t (X)∣∣∣∣
≤ sup
t∈[a,b],x∈]−ǫ×(1+λ),+ǫ×(1+λ)[
∣∣∣∣f ǫ(t)− ∂h∂x (t, 0)
∣∣∣∣× sup
x∈]−ǫ×(1+λ),+ǫ×(1+λ)[
∣∣∣Λg.(x)b (X)− Λg.(x)a (X)∣∣∣
where:
f ǫ(t) =
nǫ−1∑
i=1
∣∣∣∣∂h∂x (tǫi , gǫi (x))
∣∣∣∣× 1[tǫi ,tǫi+1[ + ∣∣∣∣∂h∂x (b, gb(x))
∣∣∣∣× 1{b}
By the result of corollary 1.1 in [1] the term supx∈]−ǫ×(1+λ),+ǫ×(1+λ)[
∣∣∣Λg.(x)b (X)− Λg.(x)a (X)∣∣∣
is bounded. By (16) and due to uniform continuity of ∂h
∂x
, we infer that
lim
ǫ→0
sup
t∈[a,b],x∈]−ǫ×(1+λ),+ǫ×(1+λ)[
∣∣∣∣f ǫ(t)− ∂h∂x (t, 0)
∣∣∣∣ = 0
Thus:
nǫ−1∑
i=1
1
ǫ
∫ +ǫ×(1+λ)
−ǫ×(1+λ)
∣∣∣∣∂h∂x (tǫi , gǫi (x))
∣∣∣∣× (Λg.(x)tǫi+1 (X)− Λg.(x)tǫi (X)) dx
=
1
ǫ
∫ +ǫ×(1+λ)
−ǫ×(1+λ)
∫ b
a
∣∣∣∣∂h∂x (t, 0)
∣∣∣∣ dΛg.(x)t (X) + o (1)
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Again by the result of corollary 1.1 in [1] it follows that in weak topology
one has:
lim
ǫ→0
dΛ
g.(x)
t (X) = dΛ
g.(0)
t (X) = dL
0
t (X)
By the generalized portmanteau Theorem ( see for example Theorem 2.5.37
in [4] )
lim
x→0+
∫ b
a
∣∣∣∣∂h∂x (t, 0)
∣∣∣∣ dΛg.(x)t (X) = ∫ b
a
∣∣∣∣∂h∂x (t, 0)
∣∣∣∣ dΛg.(0)t (X)
=
∫ b
a
∣∣∣∣∂h∂x (t, Xt)
∣∣∣∣ dL0t (X)
similarly:
lim
x→0−
∫ b
a
∣∣∣∣∂h∂x (t, 0)
∣∣∣∣ dΛg.(x)t (X) = ∫ b
a
∣∣∣∣∂h∂x (t, Xt)
∣∣∣∣ dL0−t (X)
By all the results above , we have in probability:
lim
ǫ→0
nǫ−1∑
i=1
1
ǫ
∫ tǫi+1
tǫi
1|h(tǫi ,Xs)|<(1+λ)×ǫ, |Xs|<y
(
∂h
∂x
(tǫi , Xs)
)2
d 〈X,X〉s
= (1 + λ)×
[∫ b
a
∣∣∣∣∂h∂x (t, Xt)
∣∣∣∣ dL0t (X) + ∫ b
a
∣∣∣∣∂h∂x (t, Xt)
∣∣∣∣ dL0−t (X)]
hence there exists a sequence (ǫ0n)n≥0 converging to 0 such that we have
almost surely :
lim
n→+∞
nǫn−1∑
i=1
1
ǫ0n
∫ tǫ0ni+1
t
ǫ0n
i
1
|h(t
ǫ0n
i ,Xs)|<(1+λ)×ǫ
0
n, |Xs|<y
(
∂h
∂x
(
t
ǫ0n
i , Xs
))2
d 〈X,X〉s
= (1 + λ)×
[∫ b
a
∣∣∣∣∂h∂x (t, Xt)
∣∣∣∣ dL0t (X) + ∫ b
a
∣∣∣∣∂h∂x (t, Xt)
∣∣∣∣ dL0−t (X)]
Thus by inequalities (14), (15) we have:
lim sup
n→+∞
1
ǫ0n
∫ b
a
1|h(s,Xs)|<ǫ0n, |Xs|<y
(
∂h
∂x
(s,Xs)
)2
d 〈X,X〉s
≤ (1 + λ)×
[∫ b
a
∣∣∣∣∂h∂x (t, Xt)
∣∣∣∣ dL0t (X) + ∫ b
a
∣∣∣∣∂h∂x (t, Xt)
∣∣∣∣ dL0−t (X)]
(19)
Step 5 By repeating the same procedure for the right handside in (14) but instead
of working with all the ǫ we work only with the sequence ǫn, we can find
thus a subsequence ǫ1n of ǫ
0
n such that:
lim inf
n→+∞
1
ǫ1n
∫ b
a
1|h(s,Xs)|<ǫ1n, |Xs|<y
(
∂h
∂x
(s,Xs)
)2
d 〈X,X〉s
≥ (1− λ)×
[∫ b
a
∣∣∣∣∂h∂x (t, Xt)
∣∣∣∣ dL0t (X) + ∫ b
a
∣∣∣∣∂h∂x (t, Xt)
∣∣∣∣ dL0−t (X)]
(20)
The inequalities (19) and (20) hold for all λ ∈ [0, 1] in particular for λ =
1
m
, m ∈ N∗, we deduce the existence of a sequence (ǫm) converging to 0
and satisfying (11). Let us clarify the last point : There exists a family
(ǫmn )n≥0,m≥1 of positive numbers such that forall m ≥ 1
lim
n→+∞
ǫmn = 0
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and:
lim inf
n→+∞
1
ǫmn
∫ b
a
1|h(s,Xs)|<ǫmn , |Xs|<y
(
∂h
∂x
(s,Xs)
)2
d 〈X,X〉s
≥
(
1− 1
m
)
×
[∫ b
a
∣∣∣∣∂h∂x (t, Xt)
∣∣∣∣ dL0t (X) + ∫ b
a
∣∣∣∣∂h∂x (t, Xt)
∣∣∣∣ dL0−t (X)]
and:
lim sup
n→+∞
1
ǫmn
∫ b
a
1|h(s,Xs)|<ǫmn , |Xs|<y
(
∂h
∂x
(s,Xs)
)2
d 〈X,X〉s
≤
(
1 +
1
m
)
×
[∫ b
a
∣∣∣∣∂h∂x (t, Xt)
∣∣∣∣ dL0t (X) + ∫ b
a
∣∣∣∣∂h∂x (t, Xt)
∣∣∣∣ dL0−t (X)]
The last two inequalities imply the following : For each m there exists mk
such that ǫmmk <
1
m
and:
| 1
ǫmmk
∫ b
a
1|h(s,Xs)|<ǫmmk , |Xs|<y
(
∂h
∂x
(s,Xs)
)2
d 〈X,X〉s
−
[∫ b
a
∣∣∣∣∂h∂x (t, Xt)
∣∣∣∣ dL0t (X) + ∫ b
a
∣∣∣∣∂h∂x (t, Xt)
∣∣∣∣ dL0−t (X)] |
≤ 1
m
Thus the sequence ǫm = ǫ
m
mk
satisifes (11).

Corollary 3.1. Under the assumptions of lemma 3.1: Fix (ǫn)n a sequence of
positive numbers converging to 0. Let a < b ∈ I et y > 0 sufficiently small then
there exists a subsequent sequence of (ǫn)n (ǫ
′
n)n≥0 converging to 0 such that:
(1) If ∂h
∂x
(t, 0) > 0,
lim
n→+∞
1
ǫ′n
∫ b
a
10≤h(s,Xs)<ǫ′n, 0≤Xs<y
(
∂h
∂x
(s,Xs)
)2
d 〈X,X〉s =
∫ b
a
∣∣∣∣∂h∂x (s,Xs)
∣∣∣∣ dL0s (X)
(2) If ∂h
∂x
(t, 0) < 0,
lim
n→+∞
1
ǫ′n
∫ b
a
10≤h(s,Xs)<ǫ′n,−y<Xs≤0
(
∂h
∂x
(s,Xs)
)2
d 〈X,X〉s =
∫ b
a
∣∣∣∣∂h∂x (s,Xs)
∣∣∣∣ dL0−s (X)
(3) If ∂h
∂x
(t, 0) > 0,
lim
n→+∞
1
ǫ′n
∫ b
a
1−ǫ′n≤h(s,Xs)<0,−y<Xs≤0
(
∂h
∂x
(s,Xs)
)2
d 〈X,X〉s =
∫ b
a
∣∣∣∣∂h∂x (s,Xs)
∣∣∣∣ dL0−s (X)
(4) If ∂h
∂x
(t, 0) < 0,
lim
n→+∞
1
ǫ′n
∫ b
a
1−ǫ′n≤h(s,Xs)<0, 0≤Xs<y
(
∂h
∂x
(s,Xs)
)2
d 〈X,X〉s =
∫ b
a
∣∣∣∣∂h∂x (s,Xs)
∣∣∣∣ dL0s (X)
Proof. For (1) for example we follow the proof of lemma 3.1, except for the begining
the proof is almost the same : Fix λ ∈]0, 1]. First we choose (tǫi)i∈[1,nǫ−1] such that :
max
i∈[1,nǫ−1]
sup
s∈[tǫi ,t
ǫ
i+1]
∣∣∣∣∣
(
∂h
∂x
(s,Xs)
)2
−
(
∂h
∂x
(tǫi , Xs)
)2∣∣∣∣∣ ≤ ǫ2
∀i ∈ [1, nǫ − 1], ∀s ∈ [tǫi , tǫi+1], −ǫ2 ≤ h (s,Xs)− h (tǫi , Xs) ≤ λ× ǫ
14
The left handside of (13) becomes:
1
ǫ
∫ tǫi+1
tǫi
10≤h(tǫi ,Xs)<(1−λ)×ǫ, 0≤Xs<y
(
∂h
∂x
(s,Xs)
)2
d 〈X,X〉s
≤ 1
ǫ
∫ tǫi+1
tǫi
1−ǫ2≤h(s,Xs)<ǫ, 0≤Xs<y
(
∂h
∂x
(s,Xs)
)2
d 〈X,X〉s
≤ 1
ǫ
∫ tǫi+1
tǫi
1−ǫ2≤h(s,Xs)<0, 0≤Xs<y
(
∂h
∂x
(s,Xs)
)2
d 〈X,X〉s
+
1
ǫ
∫ tǫi+1
tǫi
10≤h(s,Xs)<ǫ, 0≤Xs<y
(
∂h
∂x
(s,Xs)
)2
d 〈X,X〉s
notice that :
nǫ−1∑
i=1
1
ǫ
∫ tǫi+1
tǫi
1−ǫ2≤h(s,Xs)<0, 0≤Xs<y
(
∂h
∂x
(s,Xs)
)2
d 〈X,X〉s
≤ ǫ×
(
sup
ǫ>0
1
ǫ2
∫ b
a
1|h(s,Xs)|≤ǫ2
(
∂h
∂x
(s,Xs)
)2
d 〈X,X〉s
)
which goes to 0. Second we choose (tǫi)i∈[1,nǫ−1] such that :
max
i∈[1,nǫ−1]
sup
s∈[tǫi ,t
ǫ
i+1]
∣∣∣∣∣
(
∂h
∂x
(s,Xs)
)2
−
(
∂h
∂x
(tǫi , Xs)
)2∣∣∣∣∣ ≤ ǫ2
and :
∀i ∈ [1, nǫ − 1], ∀s ∈ [tǫi , tǫi+1], −ǫ2 ≤ h (tǫi , Xs)− h (s,Xs) ≤ λ× ǫ
The right handside of the inequality (13) becomes:
1
ǫ
∫ tǫi+1
tǫi
10≤h(s,Xs)<ǫ, 0≤Xs<y
(
∂h
∂x
(s,Xs)
)2
d 〈X,X〉s
≤ 1
ǫ
∫ tǫi+1
tǫi
10≤h(s,Xs)<ǫ2, 0≤Xs<y
(
∂h
∂x
(s,Xs)
)2
d 〈X,X〉s
+
1
ǫ
∫ tǫi+1
tǫi
1ǫ2≤h(s,Xs)<ǫ, 0≤Xs<y
(
∂h
∂x
(s,Xs)
)2
d 〈X,X〉s
≤ 1
ǫ
∫ tǫi+1
tǫi
10≤h(s,Xs)<ǫ2, 0≤Xs<y
(
∂h
∂x
(s,Xs)
)2
d 〈X,X〉s
+
1
ǫ
∫ tǫi+1
tǫi
10≤h(tǫi ,Xs)≤(1+λ)×ǫ,0≤Xs<y
(
∂h
∂x
(s,Xs)
)2
d 〈X,X〉s
in the same manner notice that
nǫ−1∑
i=1
1
ǫ
∫ tǫi+1
tǫi
10≤h(s,Xs)<ǫ2, 0≤Xs<y
(
∂h
∂x
(s,Xs)
)2
d 〈X,X〉s
goes to 0 
Remark 3.1. Evidently in corollary 3.1 the signs < ( resp ≤ ) can be replaced by
≤ ( resp < ).
Let V : R+ × R → R be a map of class C1,2 and γ : I → R of class C1 such
that ∀t, V (t, γ(t)) = 0, ∂V
∂x
(t, γ(t)) 6= 0 . We set h (t, x) = V (t, x+ γ(t)), then
∀t ∈ I, h(t, 0) = 0, ∂h
∂x
(t, 0) 6= 0. By corollary 3.1 we obtain:
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Corollary 3.2. Let (Xt)t≥0 a continuous semimartingale. Let V : R+×R a map of
class C1,2. Let (Φ0k)k≥0 the functions of class C
1 defined on relative open intervals I0k
as mentioned in theorem 2.1. Let k ≥ 0 , fix yk > 0 sufficiently small and consider
a segment [ak, bk] ⊂ I0k . There exists a positive sequence (ǫn)n≥0 converging to 0
such that:
(1) If ∂V
∂x
(.,Φ0k(.)) > 0 then :
lim
n→+∞
1
ǫn
∫ bk
ak
10≤V (s,Xs)<ǫn, 0≤Xs−Φ0k(s)<yk
(
∂V
∂x
(s,Xs)
)2
d 〈X,X〉s
=
∫ bk
ak
∣∣∣∣∂V∂x (s,Xs)
∣∣∣∣ dΛΦ0k,+s (X)
(2) If ∂V
∂x
(.,Φ0k(.)) < 0 then :
lim
n→+∞
1
ǫn
∫ bk
ak
10≤V (s,Xs)<ǫn,−yk<Xs−Φ0k(s)≤0
(
∂V
∂x
(s,Xs)
)2
d 〈X,X〉s
=
∫ bk
ak
∣∣∣∣∂V∂x (s,Xs)
∣∣∣∣ dΛΦ0k,+s (X)
(3) If ∂V
∂x
(.,Φ0k(.)) > 0 then :
lim
n→+∞
1
ǫn
∫ bk
ak
1−ǫn<V (s,Xs)≤0,−y<Xs−Φ0k(s)≤0
(
∂V
∂x
(s,Xs)
)2
d 〈X,X〉s
=
∫ bk
ak
∣∣∣∣∂V∂x (s,Xs)
∣∣∣∣ dΛΦ0k,−s (X)
(4) If ∂V
∂x
(.,Φ0k(.)) < 0 then :
lim
n→+∞
1
ǫn
∫ bk
ak
1−ǫn<V (s,Xs)≤0, 0≤Xs−Φ0k(s)<yk
(
∂V
∂x
(s,Xs)
)2
d 〈X,X〉s
=
∫ bk
ak
∣∣∣∣∂V∂x (s,Xs)
∣∣∣∣ dΛΦ0k,−s (X)
We now proceed to the proof of the equality (9): Fix a, b ∈]0, t[∩I0k , we have for
y sufficiently small :∫ b
a
1{Xs=Φ0k(s)}dL
0
s (V (., X.)) =
∫ b
a
1{|Xs−Φ0k(s)|<y}dL
0
s (V (., X.))
this is true because of the following : Let m = infs∈[a,b]
∣∣∂V
∂x
(s,Φ0k(s))
∣∣ > 0 then
for s ∈ [a, b] there exists ys > 0 such that for all x ∈]Φ0k(s)− ys,Φ0k(s) + ys[ one has
: ∣∣∣∣∂V∂x (s, x)
∣∣∣∣ ≥ m2
hence for all x ∈]Φ0k(s)−ys,Φ0k(s)+ys[: V (s, x) 6= 0, by compacity of [a, b] one can
suppose that ys is a constant but this means restricted on {s ∈ [a, b] |Xs − Φ0k(s)| < y}
dL0s (V (., X.)) is carried only by the set {s ∈ [a, b]|Xs = Φ0k(s)}, finally let us men-
tion that one can choose y to be small in the sense of corollary 3.2.
Now recall that by the occupation times formula one infers that : L0t (V (., X.)) =
limǫ→0
1
ǫ
∫ t
0
1{0≤V (s,Xs)<ǫ}
(
∂V
∂x
(s,Xs)
)2
d 〈X,X〉s. Let ǫn be the sequence mentioned
in corollary 3.2 thus in the weak topology of [a, b]:
dL0t (V (., X.)) = lim
n→+∞
1
ǫn
× 1{0≤V (s,Xs)<ǫn}
(
∂V
∂x
(s,Xs)
)2
d 〈X,X〉s
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Let (ǫn) be the sequence mentioned in corollary 3.2, since :
dL0t (V (., X.))
(
∂
{
s ∈ [a, b]| ∣∣Xs − Φ0k(s)∣∣ < y}) = 0
Then by the generalized portmanteau theorem we have:∫ b
a
1{|Xs−Φ0k(s)|<y}dL
0
s (V (., X.))
= lim
n→+∞
1
ǫn
×
∫ b
a
1{0≤V (s,Xs)<ǫn} × 1{|Xs−Φ0k(s)|<y}
(
∂V
∂x
(s,Xs)
)2
d 〈X,X〉s
Suppose without loss of generality that ∀s ∈ [a, b] : ∂V
∂x
(s,Φ0k(s)) > 0 thus if −y <
Xs − Φ0k(s) < 0 then :
V (s,Xs) < 0
Hence by corollary 3.2:∫ b
a
1{|Xs−Φ0k(s)|<y}dL
0
s (V (., X.))
= lim
n→+∞
1
ǫn
×
∫ b
a
1{0≤V (s,Xs)<ǫn} × 1{0<Xs−Φ0k(s)<y}
(
∂V
∂x
(s,Xs)
)2
d 〈X,X〉s
=
∫ b
a
∣∣∣∣∂V∂x (s,Xs)
∣∣∣∣ dΛΦ0k,+s (X)
The last equality being true for all a, b ∈]0, t[∩I0k we deduce the equality (9).
3.2. Proof of the equality (10). By the occupation times formula, one can easily
see that
L0t (V (., X.)) = L
0
t
(
V (., X.)
+
)
By Exercise 1.16 of chapter 6 in [9]
L0t
(
V (., X.)
+
)
= 2×
∫ t
0
1{V (s,Xs)+=0}d
(
V (s,Xs)
+
)
hence it suffices to prove that :∫ t
0
1{∂V∂x (s,Xs)=0}1{V (s,Xs)+=0}d
(
V (s,Xs)
+
)
= 0
By Tanaka’s formula for all u:∫ u
0
1{ ∂V∂x (s,Xs)=0}d
(
V (s,Xs)
+
)
=
∫ u
0
1{∂V∂x (s,Xs)=0} × 1{V (s,Xs)>0}dV (s,Xs)
+
1
2
∫ u
0
1{∂V∂x (s,Xs)=0}dL
0
s (V (., X.))
Again by Ito’s formula the righthanside of the last equality equals:∫ u
0
1{∂V∂x (s,Xs)=0} × 1{V (s,Xs)>0} ×
∂V
∂x
(s,Xs) dXs +
∫ u
0
1{ ∂V∂x (s,Xs)=0} × 1{V (s,Xs)>0}
∂V
∂t
(s,Xs) ds
+
1
2
∫ u
0
1{ ∂V∂x (s,Xs)=0} × 1{V (s,Xs)>0} ×
∂2V
∂x2
(s,Xs) d 〈X,X〉s +
1
2
∫ u
0
1{∂V∂x (s,Xs)=0} × dL
0
s (V (., X.))
=
∫ u
0
1{ ∂V∂x (s,Xs)=0} × 1{V (s,Xs)>0}
∂V
∂t
(s,Xs) ds+
1
2
∫ u
0
1{ ∂V∂x (s,Xs)=0} ×
∂2V
∂x2
(s,Xs) d 〈X,X〉s
+
1
2
∫ u
0
1{ ∂V∂x (s,Xs)=0} × dL
0
s (V (., X.))
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This proves that the process
(
Au =
∫ u
0
1{∂V∂x (s,Xs)=0}d (V (s,Xs)
+)
)
is of finite
total variation. Let Yu =
∫ u
0
1{ ∂V∂x (s,Xs)6=0}d (V (s,Xs)
+), which is a continuous semi-
martingale and we have V (., X.)
+ = Y +A, thus we can use Exercise 1.24 of chapter
6 in [9] to obtain:∫ t
0
1{∂V∂x (s,Xs)=0}1{V (s,Xs)+=0}d
(
V (s,Xs)
+
)
=
∫ t
0
1{Ys=−As}dAs = 0
This settles the desired equality. 
4. Trajectorial identification of two processes
The goal of this section is to show that both processes (Lzt (V (., X.)))z∈R,t≥0 and(∫ t
0
∑
V (s,x)=z, ∂V
∂x
(s,x)6=0
∣∣∂V
∂x
(s, x)
∣∣ dΛx,+s (X))
z∈R,t≥0
are indistinguable, meaning al-
most surely we have:
∀z ∈ R, ∀t ≥ 0, Lzt (V (., X.)) =
∫ t
0
∑
V (s,x)=z, ∂V
∂x
(s,x)6=0
∣∣∣∣∂V∂x (s, x)
∣∣∣∣ dΛx,+s (X)
. First we shall establish the result for V = φ homogeneous :
4.1. Homogeneous case. This particular case is useless to prove the general case
but the proof is interesting from our point of view. Recall that (Lat (X))a∈R,t≥0 is
continuous in t càd-làg a, our aim is to show that almost surely forall a ∈ R, t ≥ 0
Lat (φ(X)) =
∑
φ(x)=a,φ′(x)6=0
[
(φ′(x))
+
Lxt (X) + (φ
′(x))
−
Lx−t (X)
]
This follows directly from the fact that for all a the function
t→
∑
φ(x)=a,φ′(x)6=0
[
(φ′(x))+Lxt (X) + (φ
′(x))−Lx−t (X)
]
is continuous and the following lemma:
Lemma 4.1. Let φ : R→ R a function of class C2 and ψ : R→ R a càd-làg func-
tion with compact support . Then for all t a ∈ R the set Ba = (x|φ(x) = a, φ′(x) 6= 0)
is countable and the function
(21) a→
∑
x∈Ba
(
(φ′(x))+ψ(x) + (φ′(x))−ψ(x−))
is right continuous.
Proof. Let a ∈ R, then the points of Ba are isolated and hence Ba is almost count-
able , to see this : let x ∈ Ba hence φ is strictly monotonous on a neighbourhood of
x so the intersection of such neighbourhood with Ba is in fact {x} . Let C > 0 such
that supp(ψ) ⊂] − C,C[. Let (]an, bn[)n≥0 the path wise connected compenents of
the open set Ω = (−C < x < C|φ′(x) 6= 0), in other words :
Ω =
⋃
n≥0
]an, bn[
Note that φ′(an) = φ
′(bn) = 0, ( otherwise if φ
′(an) 6= 0 for example, it follows
by continuity of φ′ that one can find another path wise connected compenent that
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contains strictly ]an, bn[ which is absurd. We write :∑
x∈Ba
(
(φ′(x))+ψ(x) + (φ′(x))−ψ(x−))
=
+∞∑
n=1
∑
x∈Ba∩]an,bn[
(
(φ′(x))+ψ(x) + (φ′(x))−ψ(x−))
Step 1 Let gn : a →
∑
x∈Ba∩]an,bn[
((φ′(x))+ψ(x) + (φ′(x))−ψ(x−)). As the deriva-
tive of φ never hits 0 on ]an, bn[ φ is strictly monotonous on ]an, bn[, hence
the function φn = φ|]an,bn[ is a diffeomorphism of ]an, bn[ on φn (]an, bn[) thus
gn is given by :{
(φ′(φ−1n (a)))
+ψ(φ−1n (a)) + (φ
′(φ−1n (a)))
−ψ(φ−1n (a)−) a ∈ φn (]an, bn[)
0 otherwise
Step 2 The map gn is right continuous: suppose for example that φn is strictly
increasing on ]an, bn[ and let a ∈ R.
• If a ≥ φ(bn) then gn(a) = 0 and limt→a+ gn(t) = 0 = gn(a)
• If a < φ(an) then gn(a) = 0 and limt→a+ gn(t) = 0 = gn(a)
• If a = φ(an) then gn(a) = 0, by continuity of φ−1 and φ′ limt→a+ gn(t) =
0 = gn(a)
• If a ∈]φ(an), φ(bn)[ then gn(a) = φ′(φ−1(a)))ψ(φ−1(a)), the right conti-
nuity in this case is also evident.
If φn is strictly decreasing on ]an, bn[, we proceed with the same manner and
will notice that the map x→ ψ(x−) is left continuous.
Step 3 The series
∑
gn is normally convergent: for a ∈ φn (]an, bn[) :
|gn(a)| ≤ sup
x∈R
|ψ(x)| × |φ′(φ−1(a))|
≤ sup
x∈R
|ψ(x)| × |φ′(φ−1(a))− φ′(an)|
≤ sup
x∈R
|ψ(x)| ×
∫ bn
an
|φ′′(x)|dx
and we have :∑
n≥0
∫ bn
an
|φ′′(x)|dx ≤
∫ C
−C
φ′′(x)dx < +∞
This concludes the proof !

To see that for a fixed the map
t→
∑
φ(x)=a,φ′(x)6=0
[
(φ′(x))+Lxt (X) + (φ
′(x))−Lx−t (X)
]
is continuous , il suffices to use the same idea in the proof of lemma 4.1 the series
of functions ∑
φ(x)=a,φ′(x)6=0
[
t→ (φ′(x))+Lxt (X) + (φ′(x))−Lx−t (X)
]
is normally convergent on every compact.
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4.2. General case. First let’s see why for fixed z, almost surely the map t →∫ t
0
∑
V (s,x)=z, ∂V
∂x
(s,x)6=0
∣∣∂V
∂x
(s, x)
∣∣ dΛx,+s (X) is continuous : Since almost surely it’s
increasing, owing to Theorem 2.1 we have almost surely:
∀t ≥ 0, Lzt (V (., X.)) ≥
∫ t
0
∑
V (s,x)=z, ∂V
∂x
(s,x)6=0
∣∣∣∣∂V∂x (s, x)
∣∣∣∣ dΛx,+s (X)
This means that almost surely the series of functions∑
k≥0
t→
∫
Ik∩]0,t[
∣∣∣∣∂V∂x (s,Φzk(s))
∣∣∣∣ dΛΦzk,+s (X)
is normally convergent on every compact hence its sum is continuous. Before show-
ing the right continuity in z we observe that the existence of a regular version of
(Lat (X))a∈R,t≥0 was necessary to prove the right continuity in z. The following
proposition is corollary 1.1 in [1]
Proposition 4.1. Let Ω ⊂ R∗+ × R an open set and F : Ω → R a map of class
C1, let (Xt)t≥0 a continuous semimartingale . Then there exists a version of the
family
(
Λ
F (.,z)
t (X)− ΛF (.,z)s (X)
)
[s,t]×{z}⊂Ω
, such that alomst surely : for all z, s, t
such that [s, t]× {z} ⊂ Ω :
(1) If ∀u ∈ [s, t], ∂F
∂z
(u, z) > 0 the map z →
(
Λ
F (.,z)
t (X)− ΛF (.,z)s (X)
)
[s,t]×{z}⊂Ω
is càd-làg and we have:
lim
z′→z+
Λ
F (.,z′)
t (X)− ΛF (.,z
′)
s (X) =
∫ t
s
dΛF (.,z),+u (X)
(2) If ∀u ∈ [s, t], ∂F
∂z
(u, z) < 0 the map z → ΛF (z,.)t (X)− ΛF (z,.)s (X) is làd-càg
( continuous on the ledt limit on the right) and we have:
lim
z′→z−
Λ
F (.,z′)
t (X)− ΛF (.,z
′)
s (X) =
∫ t
s
dΛF (.,z),+u (X)
(3) lim(u,v)→(s,t) Λ
F (.,z)
v (X)− ΛF (.,.zu (X) = ΛF (.,z)t (X)− ΛF (.,z)s (X)
Corollary 4.1. Under the assumptions of proposition 4.1 suppose furthermore that
V is of class C2 . Let C the set of (P, U) where P ⊂ Ω is an open rectangle and
U : P → R is a map of class C1 satisfying :
(22) ∀(t, z) ∈ P V (t, U(t, z)) = z, ∂V
∂x
(t, U(t, z)) 6= 0
Then there exists a version of the family
(
Λ
U(.,z)
t (X)− ΛU(.,z)s (X)
)
[s,t]×{z}⊂P,(P,U)∈C
satisfying points (1), (2) (3) of proposition 4.1. In particular: Fix P, U , let [s, t]×
{z} ⊂ P,by portmanteau’s theorem for all g : [s, t]→ R continuous we have:
lim
z′→z+
∫ t
s
g(u)dΛU(.,z
′),+
u =
∫ t
s
g(u)dΛU(.,z),+u
Proof. Let (P, U) ∈ C. Let [s, t]× {z} ∈ P then there exists an open rectangle P0
with rational endpoints such that P0 ⊂ P and P0 contains [s, t] × {z} , hence it
suffices to consider the set of (P0, U) where P0 is of rational endpoints. Let U1, U2
satisfying (22) if both functions are identical in a point then it’s not hard to see
that U1, U2 are identical on the whole rectangle (it suffices to notice that forall
t the branch z → Ui(t, z) is a solution of a regular ODE, we deduce the unicity
branch by branch via Cauchy-Lipschitz theorem ). Note that for (t0, z0) ∈ P0
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the set
(
x|V (t0, x) = z0, ∂V∂x (t0, x) 6= 0
)
is countable we deduce the set of (P0, U) is
countable. We conclude the result using proposition 4.1 and some technical details
left to the reader ( we suggest to follow the proof of corollary 1.1 in [1]). 
Remark 4.1. When V (t, z) = z we recover the fact that the family (Lat )a∈R,t≥0 has
a modification càd-làg in a and continuous in t.
Lemma 4.2. Let (Xt)t≥0 a continous semimartingale, V : R+ × R → R a map
of class C2.Suppose that the family
(
Λ
U(.,z)
t (X)− ΛU(.,z)s (X)
)
[s,t]×{z}⊂P,(P,U)∈C
sat-
isfies the conditions of corollary 4.1 ,then almost surely forall t ≥ 0 the map
z → ∫ t
0
∑
V (s,x)=z, ∂V
∂x
(t,x)6=0
∣∣∂V
∂x
(s, x)
∣∣ dΛx,+s (X) is right continous.
Proof.
Step 1 We start by showing that almost surely : forall t ≥ u ∈ R+ forall z ∈ R:
Lzt (V (., X.))− Lzu (V (., X.)) ≥
∫ t
u
∑
V (s,x)=z, ∂V
∂x
(s,x)6=0
∣∣∣∣∂V∂x (s, x)
∣∣∣∣ dΛx,+s (X)
It’s obvious that the last inequality is true for all t, u z ∈ Q. We fix z ∈ R, let
Φz0,Φ
z
1, ...,Φ
z
n be n fonctions among those mentioned in Theorem 2.1 defined
on the open intervals Iz0 , I
z
1 , ..., I
z
n. Let [ai, bi] ⊂ Izi arbitrary segments , for
i ∈ [0, n] we have:
∀s ∈ [ai, bi], V (s,Φzi (s)) = z
By compacity ∀ǫ > 0 sufficiently small , there exists η > 0 such that for
all z′ ∈ [z − η, z + η] for all s ∈ [ai, bi] the equation:
V (s, x) = z′
has a unique solution in ]Φzi (s)− η,Φzi (s) + η[, it’s not hard to see that this
defines n functions Φz
′
0 ,Φ
z′
1 , ...,Φ
z′
n of class C
1 such that :
∀i, ∀s ∈ [ai, bi] V
(
s,Φz
′
i (s)
)
= z′,
∣∣∣Φz′i (s)− Φzi (s)∣∣∣ ≤ η
and nmaps of class C1 U1, .., Un defined on the rectangles [ai, bi]×[z−η, z+η].
By corollary 4.1:
(23) ∀i, lim
z′→z+
∫ bi
ai
∣∣∣∣∂V∂x (s,Xs)
∣∣∣∣ dΛU(.,z′),+s = ∫ bi
ai
∣∣∣∣∂V∂x (s,Xs)
∣∣∣∣ dΛU(.,z),+s
Let (zm)m≥0 be a sequence of rationals converging to z on the right, then by
(23 ) for all ǫ > 0 there exists m0 such that for all m ≥ m0:
n∑
i=0
∫
[ai,bi]∩[u,t]
∣∣∣∣∂V∂x (s,Φzi (s))
∣∣∣∣ dΛΦzi ,+s ≤ n∑
i=0
∫
[ai,bi]∩[u,t]
∣∣∣∣∂V∂x (s,Φzmi (s))
∣∣∣∣ dΛΦzmi ,+s + ǫ
this implies:
n∑
i=0
∫
[ai,bi]∩[u,t]
∣∣∣∣∂V∂x (s,Φzi (s))
∣∣∣∣ dΛΦzi ,+s ≤ lim infm→+∞
∫ t
u
∑
V (s,x)=zm,
∂V
∂x
(s,x)6=0
∣∣∣∣∂V∂x (s, x)
∣∣∣∣ dΛx,+s (X)
The last inequality being true for all n, for all segments [ai, bi] we deduce:∫ t
u
∑
V (s,x)=z, ∂V
∂x
(s,x)6=0
∣∣∣∣∂V∂x (s, x)
∣∣∣∣ dΛx,+s (X) ≤ lim infm→+∞
∫ t
u
∑
V (s,x)=zm,
∂V
∂x
(s,x)6=0
∣∣∣∣∂V∂x (s, x)
∣∣∣∣ dΛx,+s (X)
≤ lim inf
m→+∞
(Lzmt (V (., X.))− Lzmu (V (., X.)))
since z → Lzt (V (., X.)) is right continuous the desired inequality follows.
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Step 2 Note that almost surely :
(24) ∀z ∈ R, ∀t ≥ 0,
∫ t
0
1{{ ∂V∂x (s,Xs)=0}}dL
z
s (V (., X.)) = 0
In fact : Recall that by the the proof of Theorem 3.1 for z, t fixed we have
almost surely ∫ t
0
1{ ∂V∂x (s,Xs)=0}dL
z
s (V (., X.)) = 0
consequently, by setting
L̂zt =
∫ t
0
1{∂V∂x (s,Xs)6=0}dL
z
s (V (., X.))
we have almost surely :
L̂zt =
∫ t
0
1{ ∂V∂x (s,Xs)6=0}dL
z
s (V (., X.)) = |Xt − z| − |X0 − z| −
∫ t
0
sgn (Xs − z) dXs
Since for all z the map t → L̂zt is continuous and increasing it’s a local
time for X. By ( Theorem 1.7 of chapter 6 in [9] )
(
L̂zt
)
z∈R,t≥0
has a
version càd-làg in z and continuous in t, this implies that almost surely
∀z, ∀t ≥ 0, L̂zt = Lzt (V (., X.)) which is equivalent to (24). For all z we
consider the measure ( see proposition 2.2 ):
µz (A) =
∑
k≥0
∫
Iz
k
∩A
∣∣∣∣∂V∂x (s,Φzk(s))
∣∣∣∣ dΛΦzk,+s
by Step 1 almost surely for all z for all t ≥ 0 the restriction of µz to
([0, t],B ([0, t])) is a finite measure. Fix t ≥ 0, and let z ∈ R and zm a
sequence convering to z on the right, we shall consider µz, µzm identical with
their restrictions on ([0, t],B ([0, t])), hence the sequence µzm is obviously
tight. Thus by the generalized Prokhorov Theorem ( Theorem 8.6.2 in
[2] ) we can suppose that µzm has a weak limit µ ( otherwise extract a
subsequence).In the sequel of the proof we will show that µ = µz which will
be sufficient to conclude.
Step 3 First we establish that:
(25) µ
(
s ∈]0, t[|∂V
∂x
(s,Xs) = 0
)
= 0
Note that: ∫ t
0
1{ ∂V∂x (s,Xs)=0}dL
z
s (V (., X.)) = 0
is equivalent ( by the dominated convergence theorem ) to:
lim
ǫ→0+
∫ t
0
1{| ∂V∂x (s,Xs)|≤ǫ}dL
z
s (V (., X.)) = 0
Hence for η > 0 there exists ǫ0 such that∫ t
0
1{|∂V∂x (s,Xs)|≤ǫ0}dL
z
s (V (., X.)) ≤ η
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Since the set
(
s ∈ [0, t]| ∣∣∂V
∂x
(s,Xs)
∣∣ ≤ ǫ0) is closed, by the generalized port-
manteau Theorem :
η ≥
∫ t
0
1{| ∂V∂x (s,Xs)|≤ǫ0}dL
z
s (V (., X.))
≥ lim sup
m→+∞
∫ t
0
1{| ∂V∂x (s,Xs)|≤ǫ0}dL
zm
s (V (., X.))
Since the set
(
s ∈]0, t[| ∣∣∂V
∂x
(s,Xs)
∣∣ < ǫ0) is open and thus countable union
of intervals and by the result of Step 1 and generalized portmanteau The-
orem:
µ
(
s ∈ [0, t]|∂V
∂x
(s,Xs) = 0
)
= µ
(
s ∈]0, t[|∂V
∂x
(s,Xs) = 0
)
≤ µ
(
s ∈]0, t[|
∣∣∣∣∂V∂x (s,Xs)
∣∣∣∣ < ǫ0) ≤ lim infm→+∞ µzm
(
s ∈]0, t[|
∣∣∣∣∂V∂x (s,Xs)
∣∣∣∣ < ǫ0)
≤ lim sup
n→+∞
∫ t
0
1{|∂V∂x (s,Xs)|≤ǫ0}dL
zm
s (V (., X.))
≤ η
This settles (25). It’s obvious that µ is carried by (s ∈]0, t[|V (s,Xs) = z),
in fact by the generalized portmanteau’s Theorem :for all ǫ > 0
µ (s ∈]0, t[|V (s,Xs)− z| > ǫ) ≤ lim inf
m→+∞
µzm (s ∈]0, t[|V (s,Xs)− z| > ǫ)
We conclude that µ is carried by:
(26)
(
s ∈]0, t[|V (s,Xs) = z, ∂V
∂x
(s,Xs) 6= 0
)
Let Φzn a function among those mentioned in Theorem 2.1 defined on I
z
n.
Let [a, b] ⊂ Izn∩]0, t[, by compacity there exists η > 0, m > 0 such that :
∀s ∈ [a, b], ∀x ∈ [Φzn(s)− η,Φzn(s) + η],
∣∣∣∣∂V∂x (s, x)
∣∣∣∣ ≥ m
Hence by setting :
En = ((s, x)|s ∈ [a, b], x ∈ [Φzn(s)− η,Φzn(s) + η])
we have :
(27) En ∩
(
(s, x)|V (s, x) = z, ∂V
∂x
(s, x) 6= 0
)
= ∅
Forall m sufficiently big, let Φzmn the function constructed in Step 1 we have
:
µzm (En) =
∫ b
a
∣∣∣∣∂V∂x (s,Φzmn (s))
∣∣∣∣ dΛΦzmn ,+s (X)
the boundary of En is given by :
∂En = ((s, x)|s ∈ [a, b], x = Φzn(s) + η, x = Φzn(s)− η)
By (26) :
µ (∂En) = 0
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By (27) we deduce by the generalized portmanteau Theorem that :
µ (s ∈ [a, b]| (s,Φzn(s))) = µ (En)
= lim
m→+∞
∫ b
a
∣∣∣∣∂V∂x (s,Φzmn (s))
∣∣∣∣ dΛΦzmn ,+s (X)
=
∫ b
a
∣∣∣∣∂V∂x (s,Φzn(s))
∣∣∣∣ dΛΦzn,+s (X)
The latter holds forall [a, b] ⊂ Izn which gives us:
µ (s ∈ Izn∩]0, t[| (s,Φzn(s))) =
∫
Izn∩]0,t[
∣∣∣∣∂V∂x (s,Φzn(s))
∣∣∣∣ dΛΦzn,+s (X)
Thus µ is identical to µz, this yields the desired result.

5. Coquet-Ouknine ’s formula as a change of variable formula
In this section we obtain Coquet Ouknine ’s formula from a classical change of
variable formula : The Coaera formula ( theorem 2 section 3.4.4 in[6] ):
We fix t > 0. Let V be the total variation part of X. We have almost surely :
∀a ∈ R,
∑
a∈R
|Lat (X)− La−t (X) | =
∑
a∈R
|
∫ t
0
1Xs=adVs|
≤
∑
a∈R
∫ t
0
1Xs=a|dVs|
=
∫ t
0
|dVs|
(28)
Hence the set
(
a||Lat (X)− La−t (X) | 6= 0
)
is countable and thus it’s Lebesgue
measure is 0, in other words : for t fixed, we have almost surely:
(29) Lat (X) = L
a−
t (X) Lebesgue presque partout en a
We write the occupation times formula for φ (X). We almost surely :
∀f ∈ C∞c (R)∫ t
0
f (φ(Xs))φ
′(Xs)
2d 〈X,X〉s =
∫ +∞
−∞
f(a)Lat (φ(X)) da
(30)
We apply the same formula to the semimartingale X and the function x →
f(φ(x))φ′(x)2 :
∀f ∈ C∞c (R)∫ t
0
f (φ(Xs))φ
′(Xs)
2d 〈X,X〉s =
∫ +∞
−∞
f(φ(a))φ′(a)2Lat (X) da
=
∫ +∞
−∞
f(φ(a))× |φ′(a)| × [(φ′(a))+]× Lat (X) da
+
∫ +∞
−∞
f(φ(a))× |φ′(a)| × [(φ′(a))−]× Lat (X) da
(31)
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By 29 we obtain :∫ t
0
f (φ(Xs))φ
′(Xs)
2d 〈X,X〉s =∫ +∞
−∞
f(φ(a))× |φ′(a)| × [(φ′(a))+Lat (X) + (φ′(a))−La−t (X)]da
(32)
Owing to the Coaera formula we obtain:∫ +∞
−∞
f(φ(a))× |φ′(a)| × [(φ′(a))+Lat (X) + (φ′(a))−La−t (X)]da =∫ +∞
−∞
(∫
φ−1(y)
f(φ(a))× [(φ′(a))+Lat (X) + (φ′(a))−La−t (X)]dH0(a)
)
dy
=
∫ +∞
−∞
f(y)
 ∑
φ(a)=y
[(φ′(a))+Lat (X) + (φ
′(a))−La−t (X)]
 dy
=
∫ +∞
−∞
f(y)
(∑
Ba
[(φ′(a))+Lat (X) + (φ
′(a))−La−t (X)]
)
dy
Recall the equality 30, we obtain : for fixed a, t we almost surely:
(33) Lat (φ(X)) =
∑
x∈Ba
[(φ′(x))+Lxt (X) + (φ
′(x))−Lx−t (X)]
By lemma 4.1 we deduce that we have almost surely :
∀a ∈ R, ∀t ≥ 0 Lat (φ(X)) =
∑
x∈Ba
[(φ′(x))+Lxt (X) + (φ
′(x))−Lx−t (X)]
which concludes the proof .
6. Application: A Forward Formula
In finance CVA theoretically is defined on the level of portfolio or a contract
as the difference between it’s value under the risk neutral measure and it’s value
when one take into consideration the default by the counterparty ( also known as
counterpary risk). Let us consider a contract of maturity T and (Ft)t≥0 the filtration
representing the flow of information, in absence of counterparty risk it’s value at
time t is:
V (t) = E (Π(t, T )|Ft)
Where Π(t, T ) is the sum of discounted cashflows between t and T , E is the
expectation under risk neutral measure. In the presence of counterparty risk we
denote by ΠD(t, T ) the sum of clashflows between t and T thus:
CV At = E (Π(t, T )|Ft)− E
(
ΠD(t, T )|Ft
)
Proposition 6.1.
CV At = α× E
(
1τ≤TD(t, τ)
(
V (τ)+
) |Ft)
With τ is the default time , D is the discounting factor, α is a marked fixed constant.
When D = 1, τ is independent of V we have:
CV As =
∫ T
0
E
(
V (t)+|Fs
)
P(dt)
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with P is the law of the random variable τ , in particular :
CV A0 =
∫ T
0
E
(
V (t)+
)
P(dt) =
∫ T
0
EE(t)P(dt)
the quantity EE(t) is called Expected exposure. We consider now the following
EDS :
(34) Xt =
∫ t
0
µ (s,Xs) ds+
∫ t
0
σ (s,Xs) dWs
Where (Wt)t≥0 is a brownian motion, µ, σ : R+×R are two maps of class C∞ whose
partial derivatives are bounded. In addition, we make the following assuption on σ
called uniform ellipticity :
∀s ≥ 0, ∀x, K1x ≤ σ2(s, x) ≤ K2x
By making another technical assuptions ( see for example theorem 4.5 page 141
in [7] )one infer that the equation 34 has a unique strong solution X satisfying
E
[
supt∈[0,T ] |Xt|
]
< +∞ , and forall s the law of Xs has a density q(s, x) of class
C∞. The following result is Theorem 3.2 in [8]:
Theorem 6.1. We fix T > 0 a maturity and we consider a contract V (t) on the
underlying X. We work in a markovian setting and we suppose that V (t) = V (t, Xt),
furthermore we make the following assumptions :
(1) The map V : R+ × R→ R is of class C1,2.
(2) There are n continuous functions l1, l2, ...ln : [0, T ]→ R such that:
• ((t, x)|t ∈ [0, T ], V (t, x) = 0) = ⋃ni=1 ((t, li(t))|t ∈ [0, T ])
• The last union is disjoint and we have :
∀i, ∀t ∈ [0, T ] ∂V
∂x
(t, li(t)) 6= 0
(3) There exists β,A and a constant C such that for |x| ≥ A , for all t ∈ [0, T ]
|V (t, x)| exp (βx2) ≥ C
(4) V (t, Xt) is a martingale
Then ∀t ∈ [0, T ] :
(35) EE(t) = EE(0) +
1
2
n∑
i=1
∫ t
0
σ2(s, li(s))
∣∣∣∣∂V∂x (s, li(s))q(s, li(s))
∣∣∣∣ ds
The formula (35) is a forward formula by means of which one can accelerate the
computations of the expected exposure according to [8].
Proposition 6.2. Let (Lzt (X))z∈R,t≥0 be the family of local times of X. We have:
∀z ∈ R, ∀t ≥ 0 E (Lzt (X)) =
∫ t
0
σ2(s, z)q(s, z)ds
Proof. By the occupation times formaula we have almost surely: ∀f ≥ 0 measurable
∀t ≥ 0, ∀x ∈ R:
(36)
∫ t
0
f (Xs) σ
2 (s,Xs) ds =
∫ +∞
−∞
f(x)Lxt (X) dx
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we have:
E
(∫ t
0
f (Xs) σ
2 (s,Xs) ds
)
=
∫ t
0
E
(
f (Xs)σ
2 (s,Xs)
)
ds
=
∫ t
0
∫ +∞
−∞
f(x)σ2(s, x)× q(s, x)dx
=
∫ +∞
−∞
f(x)×
[∫ t
0
σ2(s, x)q(s, x)ds
]
dx
By (36) we deduce that for fixed t , we have Lebesgue almost everywhere :
(37) E (Lxt (X)) =
∫ t
0
σ2(s, x)q(s, x)ds
one can easily see that the function x→ E (Lxt (X)) is lower semi continuous on the
right, it follows that:
(38) ∀x ∈ R, ∀t ≥ 0, E (Lxt (X)) ≤
∫ t
0
σ2(s, x)q(s, x)ds
By Tanaka’s formula, for all x, t:
(39)
Lxt (X) = 2×
[
(Xt − x)+ − (−x)+ −
∫ t
0
1{Xs>x}σ (s,Xs) dWs −
∫ t
0
1{Xs>x}µ (s,Xs) ds
]
Let:
Ŵ xt =
∫ t
0
1{Xs>x}σ (s,Xs) dWs
using the proof of theorem 1.7 of chapter 5 in [9], one can easily conclude that the
map x→ Ŵ xt is continuous in L2 and thus in L1, since the partial derivatives of µ
are bounded and owing to the fact that E
[
supt∈[0,T ] |Xt|
]
< +∞ we have:
E
(∫ t
0
|µ(s,Xs)| ds
)
< +∞
By the dominated convergence theorem, the map x→ E
(∫ t
0
1{Xs>x}µ (s,Xs) ds
)
is
right continuous, by (39) we infer thus that the map x → E (Lxt ) right continuous
forall t. Finally by (37) we deduce the result. 
In [8] the authors tried to link the formula (35) to local time theory by the
following: If V = φ is homogenous in time with φ : R→ R of class C2, by Tanaka’s
formula :
(φ(Xt))
+ = (φ(X0))
+ +
∫ t
0
1{φ(Xs)>0}dφ (Xs) +
1
2
× L0t (φ(X))
note that E
[∫ t
0
1{φ(Xs)>0}dφ(X)
]
= 0 this is a consequence of exercise 4.10 of chapter
6 in [9]. By using Coquet-Ouknine Formula we obtain :
EE (t) = EE (0) +
1
2
× E (L0t (φ(X)))
= EE (0) +
1
2
× E
 ∑
φ(x)=0,Φ′(x)6=0
(φ′(x))
+ × Lxt (X) + (φ′(x))− × Lx−t (X)

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hence:
E
(
Lxt (X)− Lx−t (X)
)
= 2× E
(∫ t
0
1{Xs=0}µ (s,Xs) ds
)
= 2× E
(∫ t
0
1{Xs=0}µ (s, 0) ds
)
= 0
We deduce by proposition 6.2 that:
EE(t) = EE(0) +
1
2
×
∫ t
0
∑
φ(x)=0,Φ′(x)6=0
|Φ′(x)| × σ2(s, x)× q(s, x)ds

which is the forward formula for the homogenous case on can consider this as a neat
proof of the formula (35) without any technical assumptions. The same authors
asked if there is an analoguous formula to Coquet-Ouknine’s by means of which one
can prove neatly theorem 6.1, this was the motivation of our paper and the desired
formula is simply theorem 3.1. Note first that for a curve of classe C1 γ, for all s
the density of the law of Xs − γ(s) is q (s, x+ γ(s)) and the volatility of X − γ is
given by σ2(s, x+ γ(s)). Fix t > 0 and let Φ0n a function of class C
1 among those
mentioned in theorem 2.1 defined on I0n , let [a, b] ⊂ I0n, by proposition 6.2:
E
[∫ b
a
dΛΦ
0
n,+
s
]
=
∫ b
a
σ2(s,Φ0n(s))× q
(
s,Φ0n(s)
)
ds
one can deduce by monotone class theorem that :
E
(∫
I0n∩]0,t[
∣∣∣∣∂V∂x (s,Φ0n(s))
∣∣∣∣ dΛΦ0n,+s )
=
∫
I0n∩]0,t[
∣∣∣∣∂V∂x (s,Φ0n(s))
∣∣∣∣ σ2(s,Φ0n(s))× q (s,Φ0n(s)) ds
thus by theorem :2.1
E
∫ t
0
∑
V (s,x)=z, ∂V
∂x
(s,x)6=0
∣∣∣∣∂V∂x (s, x)
∣∣∣∣ dΛx,+s

=
∫ t
0
 ∑
V (s,x)=0, ∂V
∂x
(s,x)6=0
∣∣∣∣∂V∂x (s, x)
∣∣∣∣ σ2(s, x)× q (s, x)
 ds
Finally using Tanaka’s formula ( keep in mind that E
[∫ t
0
1V (s,Xs)=0dV (s,Xs)
]
= 0
as a consequence of exercise 4.10 of chapter 6 in [9]). By using Tanaka’s formula
we obtain finally the generalized forward formula for the Expected Exposure:
EE(t) = EE(0) +
1
2
×
∫ t
0
 ∑
V (s,x)=0, ∂V
∂x
(s,x)6=0
∣∣∣∣∂V∂x (s, x)
∣∣∣∣σ2(s, x)× q (s, x)
 ds

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