Abstract: Fifteen samples of dune sand, and three samples from a core taken in the beach face, were collected from a sand spit which protrudes into Dingle Bay in Southwest Ireland. The potassium-rich feldspar grains from the samples were dated using a single aliquot luminescence protocol for infrared stimulated luminescence (IRSL) signals. No ages over 600 years were obtained, which demonstrates the youth of the dune forms currently observed. The youngest ages were about 150 years old, but for these samples the scatter in the equivalent dose obtained as the mean of 18 measurements was higher than for the older samples.
Introduction
All luminescence dating techniques rely on the trapping of charge (e.g. electrons) in crystals following their exposure to ionizing radiation, such as the alpha, beta and gamma radiation produced during decay of naturally occurring radioactive isotopes (primarily uranium, thorium and potassium). In the laboratory the charge is released from the traps and recombines within the crystals with the release of energy, some of which occurs as luminescence; if thermal energy is applied to release the charge, then thermoluminescence (TL) is produced. If the energy is in the form of photons, then optically stimulated luminescence is produced, with several different optical dating methods being reported (Wintle, 1993) .
Optical dating methods are better suited to sediments deposited in the last 5000 years than methods based upon the TL from the same minerals because all of the signal is light-sensitive, whereas only part of the TL signal is light-sensitive, and thus retains a residual signal at deposition. The primary advantage is that mineral grains, primarily quartz and feldspar from modern sediments give an optically stimulated luminescence signal which cannot be seen above the intrinsic noise level of the luminescence detection system, whereas the TL signal from the same grains will be finite and substantially above the intrinsic noise level. It is thus more difficult to determine an increase in the TL signal brought about © Arnold 1998 0959-6836(98)HL245RP
by subsequent exposure of the grains to radiation from their immediate environment. Several types of optical dating methods have been reported in the literature. A green line (514.5 nm) from an argon ion laser has been used to stimulate luminescence from quartz (e.g. Stokes, 1992; Pye et al., 1995) . Infrared-emitting diodes have been used to obtain infrared-stimulated luminescence (IRSL) from feldspars (Edwards, 1993) . Dating of inland dune systems in the USA has been carried out using the OSL of quartz (Stokes and Gaylord, 1993) and using IRSL of potassium-rich feldspars (Edwards, 1993; Clarke, 1994; Clarke et al., 1996) . The results of these studies have shown ages consistent with stratigraphy, and agree with the radiocarbon age control (Clarke, 1994; Stokes and Gaylord, 1993) . The success of IRSL dating of sands from the Mojave Desert and the demonstration of the ability of this method to provide ages as young as a few hundred years for dune deposition (Edwards, 1993; Clarke et al., 1996) led to its use in the current study. The potential for coastal dune sands was further demonstrated by Ollerhead et al. (1994) who used diode-stimulated IRSL from potassium-rich feldspars separated from five samples of sand from a dune sequence on Buctouche Spit, New Brunswick, Canada. Ages in the range of 5 Ϯ 30 to 765 Ϯ 45 years were obtained for the dunes along the length of the spit, which was originally thought to have formed some time in the last 5000 years (Ollerhead and Davidson-Arnott, 1995) .
Inch Spit dune complex
In Ireland, sand dunes occur on around 20% of the coastline, covering an area of over 160 km 2 (Carter, 1990) . Coastal dune formation is thought to result from the interaction between sealevel change and sediment supply, with the majority of dunes formed within the last 6000 years (Carter et al., 1989) . The dunes on the west coast of Ireland tend to form between headlands and in estuarine embayments, due to high-energy incident waves and onshore winds. The dune spits at Inch and Rossbeigh, County Kerry, formed in a high sand supply environment created by the conjunction of tidal and aeolian processes, termed by Carter (1990) a 'tidal pump' system. High accretion rates, resulting from sediment cycling between beach, dune and tidal estuary, limit vegetation stabilization and therefore there is no sedimentary evidence of surface stability and palaeosol formation within the dunes.
Inch Spit progrades into Dingle Bay from the northern shore ( Figure 1 ) for a distance of about 5 km, lying normal to the dominant Atlantic westerly winds. At the northern, landward end, the Atlantic-facing beach grades into a foredune, about 6 m in height, which is currently undergoing active erosion. From about 2 km away from the landward end to its distal point, five smaller foredune ridges are interposed between the large dune, here up to 20 m high, and the beach. The large dune marks the seaward end of the main dune complex, which covers an area of 1250 ha ( Figure  2 ). Five parabolic dunes (labelled A to E in Figure 3 ) orientated east-west cut across the spit indicating postdepositional wind erosion and sand reactivation, with the blowouts now forming interdune areas of vegetation colonization at, or just above, the water table. The main dune complex is currently stabilized by marram grass.
This paper describes a project to apply luminescence dating to the sand dunes on Inch Spit to obtain a chronology for sand accumulation. An independent chronology has been obtained from radiocarbon dating of shells associated with parabolic dune E. Whole oyster shells underlying small wave refraction-controlled wave-lain gravel ridges, protruding from under the parabolic dune side-wall, gave a calibrated 14 C date between 1150 and 1050 years BP (Ϯ2 range: UB-3819). A midden horizon of burnt mollusc shells emerging from the trailing back of a parabolic dune gave a calibrated 14 C date between 500 and 340 years BP (Ϯ2 range: UB-3970).
Sample collection, preparation and analytical procedures
Five luminescence samples were taken from the main dune ridge along the length of the spit (labelled A1, B1, C1, D1 and E1 in Figure 3 ). The heights of the samples were levelled to OD Belfast using a Sokkia total station. Samples B2-B7 were taken from a transect cutting across the main dune ridge (B2-B5), the foredune (B6-B7) and including a borehole within the upper beach (B8/1-B8/3; Figure 4 ). The remaining samples were taken from the side arm of parabolic dune E, which is the southernmost parabolic dune on the spit.
Samples from parabolic dune side-wall locations were collected in the field by hammering in lengths of black plastic drainpipe that prevented sunlight exposure. All side-wall samples were taken from faces which showed low-angle landward-dipping beds of the parabolic dunes. Subsurface samples were collected by augering into the base of a small pit which was covered by a black tarpaulin during sampling. Beach face samples were taken with a large-diameter auger. Dosimetry measurements were made upon a dried subsample of the bulk sediment (Table 1) . About 20 g of this was ground in a steel ball mill to a diameter of less than 10 m and the external alpha and beta contributions to the total dose rate measured using a Daybreak 582 Alpha Counter and a SURRC Thick Source Beta Counter (Sanderson, 1988) . For beta counting, Shap Granite was used as a standard (6.25 Gy/ka) and magnesium oxide as the back- ground (0 Gy/ka). Both sealed and unsealed alpha counting was employed and the count rates obtained were Ϯ5% of each other, indicating no radon loss from the samples. Slow pair counting was employed to calculate concentrations of uranium and thorium.
For most samples the grain size fraction 180-210 m made up 50-70% of the bulk and this size fraction was selected from a bulk sample by sieving. Carbonates and organics were removed from the sand fraction by washing in 0.0032 M HCl and 30% H 2 O 2 . The potassium-rich feldspar grains used in IRSL measurement were obtained from the sand by density separation using sodium polytungstate. All procedures were carried out in dim orange light conditions to prevent IRSL signal depletion. The grains were not etched with hydrofluoric acid and the contribution to the total dose rate from external alpha irradiation was calculated using an alpha attenuation value of 0.2 Ϯ 0.1. The internal beta dose rate was calculated from the potassium content of a 100 mg subsample of the potassium feldspar separates used in luminescence measurement. The potassium content was determined on a Risø GM multicounter system (Bøtter-Jensen and Mejdahl, 1985) using potassium feldspar (NIST 70a) and magnesium oxide as standards.
The cosmic dose to the sample was calculated using the formula of Prescott and Hutton (1988) together with the current burial depth, or estimated depth for those samples from the base of the current interdune corridors. The external gamma contribution was measured in the field (Table 1 ) using an NE Technology PSR8 gamma scintillator with a 2-inch sodium iodide detector. For all samples the bulk potassium content was calculated from the alpha dose rate and the infinite beta dose rate and is given in Table 1 . For samples below the current water table, either in the interdune corridors or in the core from the beach, field gamma measurements could not be made and the gamma dose rates were estimated from the laboratory data.
Water contents were measured for the dune samples as collected (Table 1) and varied from 2.5 to 22.5% (wet weight), with the higher values being obtained for those collected from below the surface of the interdune corridors. Rather than use the individual values in the age calculations, the water content and its likely annual range through time since burial was estimated on the basis of its field position (Table 2) ; those taken high in the sides of the dune corridors were likely to have been well drained throughout (5 Ϯ 5%), and those from below the present water table were likely to have been in a similar condition since deposition (20 Ϯ 5 or 15 Ϯ 5%). Estimated higher water contents (30 Ϯ 10% of wet sediment) were used for samples from below current sea level (B8/1 to B8/3) because of loss of water as the samples were extracted.
The various dose rate contributions, allowing for grain size attenuation and absorption of part of the dose by the water in the sediment, were calculated using the age program written by R. Grün, using the dose rate values of Nambi and Aitken (1986) , and are given in Table 2 . Using the total dose rate and the mean Equivalent Dose (ED) obtained for each sample using IRSL measurements, the age for each sample was calculated. 
Luminescence measurements and discussion of ED determinations
Luminescence measurements were undertaken using a Risø Automated TL-OSL Reader with stimulation using an array of 12 infrared diodes with a peak emission at 880Ϯ80 nm. The stimulated luminescence from the sample passed through a Schott BG39 colour glass filter to reject the output from the diodes, and was detected by an EMI 9635QA photomultiplier tube. Stimulation was for 0.5 s and background counts for the measurements were less than 20 counts in this time period; this was subtracted from each IRSL measurement prior to data analysis. Natural IRSL intensities (i.e. brightness) of the aliquots obtained after a preheat of 220°C for 10 minutes from the youngest to the oldest sample ranged from 254 (cts in 0.5 s) for sample C to 2443 (cts in 0.5 s) for sample A. The Equivalent Dose (ED) was determined using a single aliquot additive dose method applied to each of 18 discs, using the following sequence of measurements: a preheat of 220°C for 10 minutes; 0.5-second IR stimulation at 50°C; irradiation within the reader from a 90 Sr/ 90 Y beta source; followed by further preheat and measurement etc. Another six discs were used to calibrate for loss of signal due to repetitive preheat and measurement ( Figure  5 ) by employing the same procedure as above, but without giving any irradiation. Using the calibrated additive dose run, a 'growth curve' of signal intensity with increasing radiation dose is created ( Figure 6 ) and the ED can be determined by extrapolation back to the dose axis. The repeat points shown in Figure 6 are used as a cross check on the efficiency of the calibration procedure and should fall on a horizontal line across from the top dose point. Eighteen ED determinations are produced for each sample and the mean of at least 15 of these is used in the age calculation (Table 2 ).
In the single aliquot procedure, the ED is produced by constructing a growth curve for each aliquot, the slope of which is the IRSL sensitivity of the grains in that aliquot (Duller, 1991; 1995) . Growth curves are shown (Figure 7 ) for single aliquots from the oldest (A1) and youngest (C1) samples in this study. Comparison of the slopes shows that the average sensitivity of the grains within each aliquot is similar. The intercept of the lines with the dose axis gives the ED for each sample. For each aliquot the ED is obtained with the precision indicated by the fit (0.70 Ϯ 0.02 Gy for A1 (vi) and 0.16 Ϯ 0.01 Gy for C1 (vi)).
The use of the single aliquot procedure has several advantages over the multiple aliquot procedure, in which individual aliquots are given different radiation doses ranging from zero to several Growth curve of IRSL intensity (counts obtained in 0.5 s) for disc 6 (vi) of sample A1 as a function of laboratory dose; extrapolation to dose axis gives ED = 0.68 Ϯ 0.02 Gy, as given in Table 3 . Repeat points are identical to final point with added dose of 3 Gy, indicating appropriateness of correction for each cycle.
Figure 7
Growth curves for disc 6 (vi) of each of sample A1 and C1, shown without repeat points. Eighteen such runs were performed for each sample and the results are given in Table 3. times their expected ED, preheated and then measured. An important advantage is that the ED is determined for 18 independent samples, which are combined for the ED used in the age calculation. Table 3 gives the ED and natural IRSL intensity, I n , for all discs for samples A1 and C1. The fitting error varies from 2 to 13% for sample A1; for the ED used in the age calculation, discs 1, 5 and 14 were omitted due to poor visual fitting of the data points. The calculated ED is the mean of the 15 individual deteminations and the error is expressed as the standard deviation from the mean, ; for A1, ED = 0.78 Ϯ 0.05 Gy and for C1, ED = 0.185 Ϯ 0.02 Gy. (NB If the statistical error on the mean /√n is used, ED = 0.78 Ϯ 0.01 (n = 15).)
Use of a single aliquot procedure does not require inter-aliquot normalization, as needed by Ollerhead et al. (1994) in the multiple aliquot procedure, to reduce scatter from 17% to 6% for the 20 discs that they used. For well-bleached grains (i.e. those which have had their IRSL signal erased by exposure to sunlight at deposition and those from an environment in which they received an identical radiation dose) the value of the ED obtained for each aliquot will be identical within the measurement error. Some spread in ED values is obtained even for the 18 aliquots of B6, as shown in Figure 8 . The values of ED given in Table 2 are the mean and standard deviation. Had a multiple aliquot method been used, the non-identical nature of each aliquot would have shown up in the scatter of the individual data points used to construct the additive dose growth curve. This would have resulted in a similar error term for the ED for that approach. Another advantage of the single aliquot method is the extra information that can be derived from a data set made up of 18 EDs and related initial signal intensities, I n . For identical subsamples the values of ED and I n should be the same, and plots of ED versus I n which do not form a tight cluster can provide information about the luminescence properties of the grains which make up each subsample (Clarke, 1996) . This approach was first used by Li (1994) to identify the inclusion of poorly bleached grains of feldspars obtained from colluvial deposits. Figure 8 shows four plots of normalized ED versus normalized I n , for samples A1 and C1 representing the oldest and youngest samples in the present set and for samples B6 and B3, both from the same Figure 8 Plots of normalized equivalent dose (ED) N versus normalized natural intensity (I n ) N for four samples, the oldest (A1), the youngest (C1), and two from dune transect B.
dune spine (Table 4 ). The data were normalized to the mean of the ED and I n , giving (ED) N and (I n ) N (Table 5 ). For samples with identical sensitivity and identical past radiation history, the data set would form a single point at (1,1). For samples with the same ED, spread along the horizontal axis indicates that the grains on the discs have different sensitivities, whereas the lack of spread in (ED) N indicates that all grains have a similar ED; the data for B6 show this behaviour. This implies that all the grains had the same residual dose (probably zero) at deposition. An (ED) N versus (I) N plot with a slope of 1 would be given if the grains had the same sensitivity but different radiation histories, giving a variable signal intensity due to the variable ED; the data for sample A1 show a consistent spread in (ED) N and (I) N (Figure 8 ), resulting in a linear trend. This would also be expected if the grains contained different residual doses at deposition. For B3, the scatter in (I n ) N is similar to that for B6, but that for (ED) N is many times greater and may indicate that not all grains were totally bleached at deposition. Tables 1 and 2 show details of analytical calculations and age determinations for the 18 samples from Inch. The error term cited for the ED is given as Ϯ the standard deviation. The ages shown in Table 2 are unrounded.
Results
The largest standard deviation in the ED values obtained was 0.07 Gy for sample B3, corresponding to an uncertainty of 24%. Combining this standard deviation with the dose rate for the sample results in an age uncertainty of 50 years. For the samples with the smallest standard deviation (C1 and D1) of 0.02 Gy, the age uncertainty is calculated as 15 years. The mean value of the standard deviation in the ED for all 18 samples is 0.04 Gy, corresponding to about 30 years, with there being no difference between the values for the dune samples or those from the beach. The standard deviation, rather than the statistical error, is used for the age calculation since, even though the data sets represent at least 15 independent measurements, they would not be measuring the same ED if each had a different dose.
Another reason for the scatter could be the different microdosimetry. This might be due to variations in the external dose rate to the grains, caused for example by the presence of occasional Table 5 Normalized equivalent dose (ED) N and natural intensity (In) N for same four samples as in Table 4 , as plotted in Figure 8 Aliquot grains of high radioactive content, such as zircons. Alternatively it could be due to variations in internal dose rate from potassium within the grains, i.e. not all the grains have the average potassium content which was determined for 100 mg of the separated grains.
Once again the standard deviation is the more appropriate error term for the age calculation.
Discussion
It is possible to use the data in Tables 3 and 4 to comment on the possibility of individual samples containing grains which had not been totally bleached at deposition. Using the approach of Clarke (1996) , the standard deviation of each aliquot from the mean, S N = nϪ1 / is calculated, where is the mean ED and nϪ1 is the standard deviation. Plotting S N (as a percentage) determined for each sample against (the value used in the age calculation), it is evident that there is a trend of increasing scatter with decreasing ED (Figure 9 ).
The most likely explanation for the higher scatter for the lower EDs is variation in the residual level at deposition. Huntley and Berger (1995) have discussed the causes of scatter in IRSL signals from potassium feldspar separates extracted from young sediments, but only in respect of the multiple aliquot procedure. For Figure 9 Plot of the standard deviation from the mean expressed as a % versus ED (Gy) for each sample taken from penultimate column of Table 2 . older samples the variable residual level becomes less important. Observation of this trend was not expected, as work by others on modern samples has not suggested that there is a finite lower age limit. Using the same method, but in a desert environment, Edwards (1993) obtained an age as low as 40 Ϯ 15 yrs and Ollerhead et al. (1994) in a similar environment obtained an age of 5 Ϯ 30 yrs using a multiple aliquot approach.
The ages presented in Table 2 were calculated from the mean value of the ED and its standard deviation, using no less than 15 individual ED determinations. However, this is not the only source of uncertainty in the error on the age. The random and systematic errors for each of the dose rate measurements are also combined into the final error assessment (Aitken, 1985: 242) .
Two sources of uncertainty of particular relevance at this site are the water content and the cosmic dose rate. Uncertainty in the water content, due to past fluctuations in the water table or proximity to the surface of the dune, will always place limits on the precision of the calculated total dose rate and thus on the ages obtained, but for dune samples the past water content can be assessed fairly precisely from current water content measurements and laboratory measurements of saturation water contents. The values used in the age calculation are compatible with the value of 8 Ϯ 3% assumed by Ollerhead et al. (1994) for their samples which were all taken within about 0.6 m of the water table. For the samples from the beach face, a water content of 30 Ϯ 10% was assumed, and this alone results in a 10% uncertainty in the age (Aitken, 1985: 243) .
For samples from the side walls of the dune alleyways it was possible to measure the thickness of the overlying sediment for incorporation into the equation for the cosmic dose rate (Prescott and Hutton, 1988) . However, for the samples from the base of the alleyways, a time-averaged thickness of overlying sand had to be estimated. For all the dune samples, a 10% uncertainty in the cosmic dose rate was applied, to allow for dune build-up and removal.
In spite of the foregoing discussion, the age determinations are consistent with the relative ages based on the geomorphological position of the samples, e.g. the age of the vertical dune face on the seaward limit of the dune field (B5-B2: 368-151 yr. BP) shows conformity of dates and deposition. The maximum age of sand emplacement is 600-500 yrs, as found at the landward end of the spit. We note the clustering of ages c. 150 yr ago for samples that are taken from within three parabolic alleyways (B1A, C1 and D1); this second phase of activity might be correlated with a major event, i.e. the 'Big Wind' of 1839 (Carr, 1993) , or with anthropogenic pressure on the dunes during times of land-eviction.
Conclusion
This is the first study to apply IRSL dating to dunes from western Ireland and has provided the opportunity to investigate the viability of dating very young dunes. Although the ages for the four youngest samples (B1a, B2, C1 and D1) permit us to associate them with an historically documented storm, the higher degree of scatter in their ED values may indicate the presence of grains with different residual signals at deposition.
The remaining luminescence dates show that there has been substantial sand mobilization and deposition during the last 600 years, both in the dunes and in the beach face associated with sediment storage prior to transfer into the dunes. There is an absence of luminescence dates for sediments between the youngest gravels at c. 1100 BP and this major phase of sand deposition starting at 600-500 yr. BP. However, no samples were taken from the sand unit directly above the gravel. The 14 C age of the midden shells is consistent with the luminescence age of the parabolic dune.
