The article overviews current trends in research studies related to reliability prediction and prognostics. The trends are organized into three major types of prognostic models: failure data models, stressor models, and degradation models. Methods in each of these categories are presented and examples are given. Additionally, three particular computational prognostic approaches are considered; these are Markov chainbased models, general path models, and shock models. A Bayesian technique is then presented which integrates the prognostic types by incorporate prior reliability knowledge into the prognostic models. Finally, the article also discusses the usage of diagnostic/prognostic predictions for optimal control.
Introduction
Prognostics is an important aspect of an equipment surveillance system. Such a system is usually made up of several modules which use equipment related data to perform monitoring, diagnostics, and prognostics (see Fig. 1 ). While the monitoring and diagnostics (identification) portions have been well established for several decades, the prognosticsrelated techniques have recently attracted much attention in many research studies. The reason of the growing interest in the development of prognostic methods is that the prognostic requirements for modern engineering systems and mission-and safety-critical components have become quite ambitious and present many challenges to the system design teams. Many papers describe the monitoring, detection and identification functions of surveillance; two recent articles focusing on empirical models and module integration are by Garvey 1 and Hines 2 . Prognostic modules are usually developed to predict one of several related measures:
1. Remaining Useful Life (RUL): the amount of time, in terms of operating hours, cycles, or other measures the component will continue to meets its design specification.
2. Time to Failure (TTF): the time a component is expected to fail (no longer meet its design requirements).
3. Probability of Failure (POF): the failure probability distribution of the component. These terms are very similar and the authors do not attempt to differentiate between the first two. Since the time the failure event occurs cannot be precisely predicted, a failure probability distribution results. Ideally, this distribution is constructed; however, point-wise failure-time estimates are more common. When point-wise estimates are given, a measure of uncertainty or a confidence interval around the prediction is desirable.
Motivation
Prognostics has emerged as an alternative to traditional reliability prediction, run-to-failure, and scheduled maintenance. Traditional approaches to system and component reliability are to be questioned since in many engineering applications the intrinsic lifespan of components and interconnections becomes significantly shorter than that of the systems within which they are used 3 . For example, the assumptions of essentially unlimited life and constant failure rate for electronics should be reviewed. System designers have traditionally assumed that the increasing failure rate portion of the well-known "bathtub" reliability curve is unreachable and not a concern in life cycle operations. This assumption has been historically correct, since component lifetime has traditionally been longer than the system's expected life. However, the advent of electronic components whose life is not longer than the system life makes the constant failure rate assumption invalid 4 .
In maintaining a fleet of complex engineering systems one can identify many needs such as maximum assets availability, very low rate of Returned Tested OK components, minimal periodic inspections, low number of spare items, accurate parts lifespan tracking, minimum false alarms, etc. 5 Maintainers need to have the ability to accurately predict future equipment health status and to anticipate problems and maintenance routines before downtime occurs. Predictive capabilities would enable the maintainer to execute a very beneficial maintenance strategy based on future expected equipment condition. Some of the benefits provided by such an "on-condition" based maintenance are
• less time spent on inspection, • optimized maintenance planning, • improved fault detection, and • increased asset availability.
Prognostic capabilities using existing monitoring systems, data, and information will enable more accurate equipment risk assessment and provide a basis for answering operational questions such as:
• Should we continue to operate or immediately shutdown for maintenance? • Can we change operations (speed, load, stress) to continue operations to the next maintenance opportunity? • Will the equipment have high probability of safe operation for the planned mission?
Prognostics founded in root cause analysis allows accurate physics-based diagnostic and prognostic determinations for nuclear plant equipment to be derived. Some research studies for understanding and controlling the aging processes of safetycritical nuclear plant components are currently in progress 6,7 .
Prognostics Overview
Prognostics methods can be categorized by their architecture, how they operate, the results they produce, or through several other means. An approach that may be most instructive is to categorize them by the type of information they use. Three prognostic method types are defined this way:
Type I: Time-to-Failure Data-Based These methods consider historical time to failure data which are used to model the failure distribution. They estimate the life of an average component under average usage conditions. The most common method is Weibull Analysis 8 .
Type II: Stress-Based These methods also consider environmental stresses (e.g. temperature, load, vibration, etc.) under which the component operates. They estimate the life for an average component under the given usage conditions. A common method is the Proportional Hazards Model 9 .
Type III: Effects-Based These methods also consider the measurable or inferred component degradation. An example is the General Path Model 10 . Figure 2 provides a graphical representation of the three prognostic methods. The most common type is Type I which is the initial topic of most reliability engineering texts such as those by Ebeling 11 , Elsayed 12 , Barlow and Proschan 13 or Meeker and Escobar 14 . These books begin with the development of failure time methods and then progress to more advanced methods that use sensed information. The following sections will provide more details on each of these method types.
Type I: Failure Data-Based Prognostics
In applications where failure rates of non-critical items are relatively low and the usage of advanced prediction models is constrained due to sensory equipment limitations, failure data-based prognostics is the only candidate to predict reliability. This group of methods estimates failure data density functions with various parametric or non-parametric models. Failure data analysis is based on gathering information about how long the item operates before failure. Statistics collected from a large sample of similar items are estimated to draw conclusions regarding time-to-failure for a typical item. In reliability analysis, the item's lifetime is modeled considering only a static probability distribution that does not take into account condition data observed at the particular object of interest. The lifetime probability distribution is given by
where t is some time, T is a random variable representing failure time, and Θ is a vector of parameters.
The simplest parametric model is the exponential model which is applicable to constant failure rate components:
These components have an equal probability of failing for each instant of time. They do not degrade or wear out and are characterized by a single parameter: the constant failure rate λ (t) = λ . Hazard rate is commonly used in place of failure rate Probably the most common parametric model is the Weibull distribution. This model is used because it is flexible enough to model a variety of failure rates. The formula for the failure rate (eqn. (1)) is a two parameter model with a shape parameter (β ) and a characteristic life (θ ).
These two parameters provide the modeling flexibility for components exhibiting an increasing failure rate (β > 1), a constant failure rate (β = 1), and a decreasing failure rate (β < 1). With the correct choice of shape parameter, the Weibull distribution does a good job of modeling the exponential, normal, or Rayleigh distributions. Example of different shape parameters are given in Fig. 3 . Additional information on Weibull modeling can be found in a multitude of texts one of which is the New Weibull Handbook 8 .
Type II: Stress-Based Prognostics
A readily apparent disadvantage of reliability databased prognostics is that it does not consider the operating condition under which a specific component is used. It provides a failure distribution for the average component operating under average conditions. However, components operating under harsh conditions would be expected to fail sooner and components operating under mild conditions to last longer. A group of prognostic methods that take the operating conditions under consideration are aptly named stress-based prognostics.
The simplest class of methods for stress-based prognostics is failure-time linear regression models. These models use prior observations of explanatory variables such as stress, temperature, or voltage and the response variable, which is usually the failure time, to predict the life of a component. The proportional hazards model (PHM), developed by Cox 15 , is a technique that merges failure time data and stress data. The model uses environmental condition information, termed covariates (z j ), to modify a baseline hazard rate (λ 0 (t)) to form a new hazard rate:
Failure data collected at covariate operating conditions are used to solve for the parameters (β j ) using Maximum Likelihood Estimation (MLE) algorithm. A basic assumption of the PHM is that the covariates are multiplicative. The multiplicative effect of the covariates on the baseline is such that when the ratio of two cases is evaluated at some time, their hazard rates are proportional. The baseline hazard is the hazard rate when covariates have little or no influence on the failure rate.
Type III: Effects-Based Prognostics
Effects-based prognostics uses degradation measures to form a prognostic prediction. A degradation measure is a scalar or vector quantity that numerically reflects the current ability of the system to perform its designated functions properly. It is a quantity that is correlated with the probability of failure at a given moment. A degradation path is a trajectory along which the degradation measure is evolving in time towards the critical level corresponding to a failure event.
The degradation measure does not have to be a directly measured parameter, it could be a function of several measured variables that provide a quantitative measure of degradation. It could also be an empirical model prediction of the degradation that cannot be measured. For example, pipe wall thickness may be an appropriate degradation parameter but there may not be an unobtrusive method to directly measure it. However, there may be related measurable variables that can be used to predict the wall thickness. In this case the degradation parameter is not a directly measurable parameter but a function of several measurable parameters.
Many effects-based prognostics models track the degradation (damage) as a function of time and predict when the total damage will exceed a predefined threshold that defines failure. Cumulative damage is defined to be irreversible accumulation of damage in components under cyclical loadings. There are several mathematical approaches to model cumulative damage.
• Markov Chain-based Models
Markov Chain Prognostic Models are discrete in the time domain and in the degradation measure domain. For each duty cycle, there is a non-zero probability of receiving a unit-size damage. The model is usually formulated as a probabilistic simulation of past and future degradation 16 . If the degradation is directly measurable, then the simulation is only performed for the future. The model has several parameters which can be estimated from historical degradation and failure data:
• Probability of a damage occurrence in a duty cycle • The magnitude of the damage (usually a unit-size damage is assumed) • The critical damage level (Failure Threshold) Figure 4 shows an example Markov Chain prognostic model. The area marked by the diagonal upward hatching is a collection of degradation pathways that grow towards the failure threshold over time. If the actual degradation is measurable, then the model can be used to simulate future pathways from the current state. These are represented by the dot-filled area. The collection of degradation paths can be used to predict the failure distribution (POF). In the figure, Distribution F 1 represents the population failure distribution while Distribution F 2 is the predicted distribution for the individual. One can see that the individual failure density has a lower variance (less uncertainty) than the population-based distribution. This represents the advantage of using individualbased prognostics: reduction in the uncertainty of the predicted RUL. As the degradation approaches the failure threshold, the RUL prediction becomes more exact.
Shock Models are used predict the RUL for systems which are subject to randomly arriving shocks, which deliver some damage of a random magnitude 17 . They are continuous in the time and the degradation measure domains. Shock models have several important parameters that are estimated from historical failure data:
• Random Time between successive shocks, • Random Magnitude of Shocks • The critical failure threshold Figure 5 shows an example shock model. The method is similar to the Markov Chain model but the time between shocks and the shock magnitudes are continuous random variables.
General Path Models (GPM) were first proposed by Lu and Meeker 10 and use measurable degradation data and predict future degradation over time. The GPM assumes that the degradation is a function of time, duty cycles, or some other measure. Extrapolation of this degradation function was used for RUL estimation by Upadhyaya, et al. 18 Depending on the model functional relationship, the model could have several parameters. A linear model has two parameters:
Fig. 5. Shock Model Example
The linear model is represented by Eq. (3) in which the damage is a function of time.
where ε ≃ N(0, σ 2 noise ) is the error term. Figure 6 shows a linear path model example. The model parameters are estimated using historical data and the RUL is calculated by measuring the current degradation and estimating the RUL using the linear model. Confidence intervals can be calculated using standard linear regression equations. The details of using linear path models for RUL prediction is given by Usynin 19 .
Other functional relationships may also be used. Figure 7 shows a general path model in which the degradation path is not linear. In these cases in which degradation may increase with time or load cycles, a transformation may be derived to make the relationship linear, or the actual functional form can be predicted from the historical degradation paths. The observed degradation path, y, is given by Eq. (4) y i = η(t, ϕ, Θ i ) + ε (4) where ϕ is the vector of fixed effects (population) parameters and Θ i is the vector of random (individual) effects for unit i. The Time-to-Failure (TTF) distribution is given by Eq. (5) Pr{T
where G Θ is the distribution of Θ i and D is the critical threshold. -the prior density of Θ f (Θ | DATA) -the posterior PDF of Θ Figure 8 shows the basic Bayesian updating procedure. First, historical data is used to estimate the model parameter. Next, new data is collected and used to update the model resulting in a new posterior distribution of the parameters. This posterior is used as the new prior distribution. Lastly, when new data is collected, it is used update the parameter distribution again.
As an example, a number of degradation paths may have been collected that are modeled with a linear model. The one unknown parameter is the slope parameter, and the historical linear fits can be used to create a probability distribution for the slope parameter. Without any collected data, one would expect the new individual to have the same traits as the historical population; thus, this historical behavior provides a prior distribution. As new data is collected, the prediction of the distribution is individualized so that it is tailored to the current individual component. Over time, the measured data overwhelms the prior distribution and the predicted slope is that of the data. 
Combined Prognostics Model Types
Some prognostic model architectures can make use of a combination of historical failure data, environmental data, and effects based data. An example of a combined prognostics architecture is the life consumption monitoring (LCM) methodology introduced by Ramakrishnand and Pecht 21 .
A brief review of the LCM procedure is given in Mishra 22 . The LCM is defined to be a prognostic methodology that consists of the following steps: 1) Failure modes, mechanisms and effects analysis, 2) Virtual reliability assessment, 3) Monitoring critical parameters, 4) Raw data simplification, 5) Stress and damage analysis, 6) RUL prognosis. Each step is briefly described and references to the mathematical models involved are given. Two case studies were performed to demonstrate the proposed methodology. The objects of interest in the both studies were two identical printed circuit boards (PCB) placed under the hood of a car. The PCB's were subject to various stress conditions. Temperature and vibration were identified to be the strongest affecting factors. A failure modes and mechanisms analysis revealed seven different failure modes such as electrical short between traces, short between windings in the inductors populating the PCB's, change in electrical resistance due to solder joints degradation. Virtual reliability assessment revealed that the failure mode having the shortest time-to-failure was a solder joint fatigue. The conducted assessment predicted 34 days to failure based on solder joint fatigue.
In recently published prognostics research, a great deal of attention has been focused on the use of machine learning techniques such as artificial neural networks, fuzzy logic-based models, classification and pattern recognition methods 23, 24, 25, 26 .
A variety of neural network modifications have been applied to construct a prognostic framework.
Wang and Vachtsevanos 27 use dynamic wavelet neural networks as the prognostic system reasoner. A combination of radial basis function neural networks and rule extractors is applied to gas turbine engine prognostics by Brotheron 28 . A Bayesian be-lief network is a main tool in Health Management System for avionics proposed by Parker 29 .
Gaps in Prognostics-related Research and Possible Future Directions
In recently published prognostics-related research much attention has been paid to the various models and approaches ranging from ordinary least squares regression to wavelet-based neural networks that aim primarily to producing an accurate prediction of future reliability conditions of the object of interest.
To the authors' knowledge, only few studies published in the open literature have considered the use of prognostic information for constructing an optimal preventive maintenance strategy, these are by Gertsbakh 30 and Jardine and Tsang 31 . The studies agree in that preventive maintenance based on the usage of diagnostic information periodically or continuously collected on the system of interest is expected to be more efficient than a preventive maintenance strategy based on the time-to-failure distribution. However, the higher efficiency comes at the expense of having a prognostic model characterizing statistical properties of the random process η(t), which reflects damage accumulation (degradation) in the system. Considering capabilities to continuously assess and predict reliability aspects of the system, the practitioner may be interested in how the prognostic information can improve the system control in terms of availability and cost reduction.
The research field related to the use of prognostic models for optimal control remains wide-open. Some researchers and practitioners have outlined the main directions to follow and issues to address in regards to the prognostics-based optimal control 32, 33 . However, there is a significant lack of specific control methods and approaches which would be suitable for dealing with uncertain conditions imposed by highly random environmental conditions, variability in operational loadings and imperfect reliability models.
In the presence of a large variety of diagnostic information available online, it would be highly desirable to develop methods and approaches for incorporating the prognostic information into the optimal control of the system. The following qualitative example illustrates the idea of prognostic-based control.
Consider a system assigned to complete some mission subject to some time constraints. The system performance is numerically quantified by the system performance rate, which can be thought of as the metric characterizing how fast the system is able to accomplish the mission. Quality-related aspects of accomplishing the mission are out of this simple example's scope.
The system is assumed to be subject to degradation. While in operation the system degrades at some degradation rate, which is a function of a) the system current performance rate, and b) the current environmental conditions. The performance rate, at which the system is operating in particular environmental conditions imposes some degradation rate that shapes the system degradation profile. Apparently severe environmental conditions and a high-performance rate will cause the system to degrade fast. On the contrary, normal environmental conditions and moderate performance rates cause the system to degrade relatively slowly.
The environmental conditions evolve independently from the system and are considered to be totally random and uncontrollable. The performance rate is assumed to be the only means to control the system performance.
In this setting, the practitioner wants to accomplish the mission at the lowest expense in terms of degradation acquired by the system. Running the system at a high performance rate minimizes the time needed to finish the mission; thus, meeting the time constraints. However, the high performance rate imposes a high degradation rate, especially in the case of severe environmental conditions. This can cause the system to fail due to wear-out before the mission is accomplished. On the other hand, a low or moderate performance rate can hinder the mission progress, and eventually cause the system to fail in accomplishing the mission since the time constraints are not met. It can be concluded that one should find an optimal performance rate, following which the system will meet the reliability requirements and time-related constraints as well. An example of this case may be the drilling of an oil well when inbound weather conditions limit the time on task.
Since the degradation rate is subject to random fluctuations, there is no one single value of the optimal performance rate that would provide an acceptably good result for any sequence of encountered environmental conditions. The practitioner rather needs to have an optimal control policy that would select a control action (the performance rate) optimally chosen for each combination of the environmental conditions and the degradation level the system has attained. One obvious solution to the control policy problem would be that the practitioner would choose the performance rate such that the standardized mean performance rate would be larger than or equal to the standardized mean degradation rate. The standardized rate means the rate defined for a percent value ranging from 0 to 100. Thus the standardized mean performance rate is the volume (percentage) of mission-related work, which in average is performed within a unit of time. The standardized mean degradation rate is the damage (degradation) acquired by the system in a time unit.
where W(t) is the percentage of the mission completed, 0 % W(t) 100 %, D(t) is the degradation acquired by the system up to time t, 0 % D(t) 100 %.
Following this control policy the performance rate is selected such that the newly updated average performance rate is larger than, or at least equal to, the mean degradation rate imposed by the chosen control action (performance rate). The deficiency of this control policy is that the mean degradation rate is assessed with some uncertainty attributed to the imperfectness of the prediction methods and/or uncertainty due to sensory equipment limitations. The errors in assessing the mean degradation rate can cause the chosen performance rate to significantly deviate from the optimal rate.
A more sophisticated example may include the presence of uncertainty in the performance rate that is due to the impact of the system degradation. Running a degraded piece of equipment would cause deviations from the normal performance profile such that the identical control actions performed in the initial and near-to-finish stages initiate different performance rates. The spread of deviations in the system performance profile is expected to significantly affect the control policy in terms of its optimality.
Concluding this section, the following statement is made. The usage of prognostic information for optimal control can greatly improve the assets operational availability and cost reduction. However, the problem of incorporating the prognostic information into the control process seems to be difficult and requires approaches that would handle a number of uncertainty-related issues and surpass the best of heuristic control strategies. A good candidate to resolve the problem is reinforcement learning (RL), which is a general algorithmic approach to stochastic optimal control problems. RL-based algorithms can perform with or without models of the system. The algorithms can be used online and offline as well. The distinctive feature of RL-based methods is that they tend to focus computation on areas in the system state space, where the control actions are likely to be taken.
Conclusion
This article presented a brief overview of current trends in prognostics-related research. A classification of prognostic model types has been presented which is based on the types of data sources that are available in real-world applications. These data sources are a) historical records reflecting general reliability aspects of the entire population (or a large sample) of one-kind components, b) reliability data including external stresses affecting the system reliability, c) reliability data including degradation effects observed at the system of interest. It should be noted that there could be classifications based on some other criteria, for example, types of reliability models, (empirical versus physics-based models); however, one would probably choose a prognostic technique based on the data available and prognostic objectives.
The article has also outlined one possible direction in prognostics research regarding the use of predicted reliability information for optimal operational control. In the presence of a great deal of uncertainty attributed to random environment, variability in operational loads, and item-to-item variation of reliability properties, reinforcement learning-based algorithms seem to be an appropriate method for solving the optimal control problem for degrading equipment given imperfect prognostic information.
