This paper studies a Boltzmann transport equation with several electronphonon scattering mechanisms, which describes the charge transport in semiconductors. The electric field is coupled to the electron distribution function via Poisson's equation. Both the parabolic and the quasi-parabolic band approximations are considered. The steady state behaviour of the electron distribution function is investigated by a Monte Carlo algorithm. More precisely, several nonlinear functionals of the solution are calculated that quantify the deviation of the steady state from a Maxwellian distribution with respect to the wave-vector. On the one hand, the numerical results illustrate known theoretical statements about the steady state and indicate possible directions for future studies. On the other hand, the nonlinear functionals provide tools that can be used in the framework of Monte Carlo algorithms for detecting regions in which the steady state distribution has a relatively simple structure, thus providing a basis for domain decomposition methods.
Introduction
The study of charge transport in semiconductors is of considerable interest in solid state physics and for the design of electron devices ( [10, 16] ). The semiclassical kinetic formulation is based on Boltzmann transport equations, which describe the time evolution of the distribution f (t, x, k) of electrons with respect to position x and wavevector k . These kinetic equations provide the basis for detailed Monte Carlo simulations of charge transport in submicron devices ( [8, 5] ). In this paper we study a Boltzmann transport equation with several electron-phonon scattering mechanisms, where the electric field is coupled to the electron distribution function via Poisson's equation. Both the parabolic and the quasi-parabolic band approximations are considered.
The purpose of the paper is to study the steady state behaviour (t → ∞) of the electron distribution function f . More precisely, we consider several nonlinear functionals of f that quantify the deviation of the steady state from a Maxwellian distribution with respect to the wave-vector. These functionals are calculated numerically using a Monte Carlo algorithm for the numerical treatment of the Boltzmann transport equation. The motivation for this research is twofold. On the one hand, the numerical results illustrate known theoretical statements about the steady state and indicate possible directions for future studies. On the other hand, the nonlinear functionals provide tools that can be used in the framework of Monte Carlo algorithms for detecting regions in which the steady state distribution has a relatively simple structure. This is of interest for domain decomposition methods and for modelling certain kinds of boundary conditions more efficiently.
The paper is organized as follows. Details of the mathematical model are provided in Section 2. Results concerning the steady state of the electron distribution function are discussed in Section 3. The numerical algorithm is presented in Section 4. The main results are given in Section 5. First the bulk case with zero electric field is investigated. The dependence of the steady state on the initial state and on the scattering mechanisms is illustrated. Then the steady state dependence on the electric field is considered. Finally, in a simple one-dimensional device, the boundary regions are studied where the steady state is determined by the bulk results. Comments and an outlook to future research are given in Section 6.
Model
In this paper we study the equation
which describes the time evolution of the distribution f (t, x, k) of electrons with respect to position x and wave-vector k . The electric field is defined as
where the electric potential Φ satisfies the Poisson equation
and the electron density
depends on the solution f . In (2.3), the function n D denotes the donor density, q is the absolute value of the electron charge and ε is the permittivity. Boundary conditions to (2.3) take into account an external field. Boundary conditions to (2.1) are more complicated. In the one-dimensional case considered later we will assume periodic boundaries.
We consider analytic bands in the quasi-parabolic approximation, where the kinetic energy ε(k) of an electron satisfies the relation
(2.5)
Here α denotes the non-parabolicity factor (the case α = 0 is called parabolic), m ⋆ is the effective electron mass,h denotes Planck's constant divided by 2π and R 3 is the Euclidean space. According to (2.5), the electron group velocity (cf. (2.1)) takes the form
where, for α > 0 ,
We consider the linear scattering collision operator
where
is the total scattering rate. The main scattering mechanisms in silicon, at room temperature, are due to electron-phonon interactions (acoustic and optical). The transition rate from a state k to a state k ′ is modelled as (cf. [9, Section III.
and
The coefficients are (cf. Tables 1, 2 )
The quantitieshω i in (2.11) are phonon energies. The phonon occupation numbers are defined as
where k B denotes Boltzmann's constant and T L is the lattice temperature. We refer to [8, Section 2.2.5] for further details of the modelling.
The operator (2.7) has a simple probabilistic interpretation. The term (2.10) corresponds to acoustic scattering (elastic approximation), which means that the energy of the electron is preserved and it just gets a new orientation. The term (2.11) corresponds to optical scattering (six branches, inelastic), which means that the electron either looses energy (interpreted as emission of a phonon) or gains energy (interpreted as absorption of a phonon). Emission of a phonon is only possible if ε(k) <hω i , otherwise the electron does not have enough energy. Note that (cf. (2.8), (2.9))
which implies λ (k) ∼ |k| (parabolic case) and λ (k) ∼ |k| 2 (quasi-parabolic case). 
and the doping density (cf. (2.3)) satisfies 12) where E is the external field.
3 Steady state
Theoretical results
Convergence of the solution of equation (2.12) to the steady state has been studied in [12] . When assuming zero electric field and one inelastic scattering mechanism, but rather general ε(k) , the steady state is characterized as
and P is a periodic function, that is
More results and further references related to equation (2.1) can be found in [13] , [2] , [1] , [3, Ch. 10].
Measuring the deviation from a Maxwellian
A Maxwell distribution is defined as
where V ∈ R 3 and T > 0 are parameters. Note that (3.1) is a Maxwellian distribution (in the sense of (3.2)) only in the parabolic case (cf. (2.5)).
Let ξ be an arbitrary three-dimensional random vector and E denote mathematical expectation. We consider the functionals
The subscript F in (3.4) indicates the Frobenius norm of a matrix. The symbol I in (3.5) denotes the identity matrix and the notation z z ′ is used for the matrix with elements z i z j , where z ∈ R 3 .
Remark 3.1 If ξ has an arbitrary Maxwellian distribution (3.2), then
The general case follows from the properties
If ξ is distributed uniformly on the unit sphere, then
The functionals (3.3), (3.4) can be used to "measure" the deviation of a given distribution from a Maxwellian (3.2). The functional (3.3) is a three-dimensional version of the "kurtosis" of a random variable, which is defined as the centered fourth moment normalized by the fourth power of the standard deviation and is interpreted as the "degree of peakedness". A functional of the form
was used in [6, 7] to quantify the deviation from a Maxwellian shape (3.1). The functional (3. 
Numerical approach

Monte Carlo algorithm
The Monte Carlo approach (cf. [8] ) is based on a stochastic particle system of the form
A time step ∆t is used to decouple the transport equation (2.1) and the Poisson equation (2.3). That is, each particle moves with its velocity (2.6), performs scatterings according to the rate function (2.9) and is accelerated according to a fixed electric field. After ∆t , the density (2.4) is measured and the field is re-calculated according to (2.2), (2.3). The system (4.1) provides a numerical algorithm for equation (2.1) in the sense that linear functionals of the solution f are approximated by averages over the particle system, that is
for some spatial cell ∆x and appropriate test functions ϕ . Convergence with respect to the numerical parameters (N → ∞ and ∆t → 0) has been studied in [14] . The purpose of the present paper is to study the steady state solution of equation (2.1) by using a Monte Carlo algorithm (4.1). We choose ∆t small enough so that the corresponding systematic error is smaller then the bounds for the statistical error provided by confidence intervals. The steady state is approximated by a time averaging procedure, that is
where Φ(t, ∆x) is a notation for the right-hand side of (4.2) and t 1 , . . . ,t J are appropriate observation points (far enough from t = 0).
Calculation of nonlinear functionals
The functionals (3.3), (3.4) are considered for a random vector ξ = k with the distribu-
They depend on f in a nonlinear way. In order to apply the Monte Carlo procedures (4.2) (when studying the time evolution) and (4.3) (when studying the steady state), the functionals (3.3), (3.4) are represented via linear functionals of f with respect to appropriate test functions ϕ . One obtains
Moreover,
where ., . denotes the scalar product of matrices. Using identities (4.5)-(4.10), the functionals (3.3), (3.4) are represented via the expected values
and, according to (4.4), in terms of the "primary" quantities
denote the Monte Carlo approximations (right-hand sides of (4.2) and (4.3), respectively) of the integrals of f with respect to the test functions (4.11). The corresponding values of the functionals (3.3), (3.4) are denoted by kurt(t, ∆x) , crit(t, ∆x) and kurt(∞, ∆x) , crit(∞, ∆x) , respectively. In order to construct confidence intervals, N rep independent runs are performed for each set of parameters. Let η r , r = 1, .., N rep , be realizations of a random quantity (e.g., kurt(t, ∆x) or crit(∞, ∆x)) obtained by independent runs (repetitions). Then the confidence interval is evaluated as
where the factor 3 corresponds to a 99.7 % confidence level.
Results
In this section we investigate the steady state solution of equation (2.1) by means of the numerical algorithm introduced in the previous section. First the spatially homogeneous situation (bulk case) is considered, which corresponds to equation (2.12). Then a spatially one-dimensional test case (diode) is studied.
The steady state is compared with the Maxwellian (3.1) by using the functionals "kurtosis" and "criterion" (cf. while, in the parabolic case,
Numerical values, obtained by generating independent samples from the distribution (3.1), are given in Table 3 . The product of the number of particles and the number of independent repetitions is kept constant, N × N rep = 10 8 , so that convergence (with respect to N) of the expected values is illustrated. The expectation of the functional kurt(k) converges to the values given in (5.1), (5.2). The expectation of the functional crit(k) converges to zero in the parabolic case, and to some non-zero quantity in the quasi-parabolic case.
Bulk case -zero electric field
Here we study convergence of the solution of equation (2.1) to the steady state. In particular, we consider the problem whether this steady state is a Maxwellian (3.1).
, q-par 10 3 0.9993 ± 0.0002 1.0250 ± 0.0002 0.0881 ± 0.0002 0.0975 ± 0.0002 10 4 0.9999 ± 0.0002 1.0257 ± 0.0002 0.0279 ± 0.0002 0.0452 ± 0.0003 10 5 1.0000 ± 0.0002 1.0257 ± 0.0002 0.0089 ± 0.0002 0.0363 ± 0.0003 10 6 1.0000 ± 0.0002 1.0257 ± 0.0002 0.0026 ± 0.0002 0.0354 ± 0.0003 Table 3 : Numerical values for the functionals (3.3) and (3.4), when k is distributed according to the Maxwellian (3.1) with T L = 300 K (parabolic and quasi-parabolic bands)
The numerical observations illustrate theoretical results and indicate some problems for further studies.
Steady state dependence on initial state
We show that different initial states lead to different steady states, as predicted by the theory mentioned in Section 3.1. In order to satisfy the assumptions of the theorem we consider only one scattering mechanism. The parabolic band approximation (cf. (2.5)) is used. The results in the quasi-parabolic case are qualitatively similar.
We consider the scattering mechanism corresponding to i = 6 in Table 2 . The ini- 
Steady state dependence on scattering mechanisms
We study the influence of the scattering mechanisms on the steady state. It seems that even the case of two scattering mechanisms is not covered by the theory mentioned in Section 3.1. The parabolic band approximation (cf. (2.5)) is used. The results in the quasi-parabolic case are qualitatively similar.
The initial state is a uniform distribution on the sphere with energy 0.05 eV . Beside the complete set of scattering mechanisms we choose i = 6 , i = 3, 6 and i = 5 (cf. Table 2 ). The parameters N = 11000 and N rep = 100 are used. The time evolution of the energy, the kurtosis and the criterion is displayed in Figures 4-6. The results show that different scattering mechanisms lead to different steady states. However, the combination of all of them seems to imply a Maxwellian steady state uniquely determined by the lattice temperature. Table 3 scat # 6 all scat scat # 5 Table 4 : Steady state values of energy, kurtosis (3.3) and criterion (3.4) for different initial states and all scattering mechanisms (bulk case, quasi-parabolic band, zero electric field)
Maxwellian steady state
We include now all scattering mechanisms and illustrate that any initial state leads to the same Maxwellian steady state determined by the lattice temperature. It would be a theoretical challenge to show this rigorously. Both the parabolic and the quasiparabolic band approximations (cf. (2.5)) are considered. The results in these case are qualitatively similar.
The initial states are Maxwellians (3.1) with temperatures 270 K, 300 K and 330 K , as well as the uniform distribution on the sphere with energy 0.05 eV . The parameters N = 10 6 and N rep = 10 are used. In addition, the functionals are averaged between 5 ps and 10 ps, with an observation time step of 0.1 ps.
In the quasi-parabolic case, the results for the energy, the kurtosis and the criterion are given in Table 4 . They are completely consistent with the data provided by Table 3 so that the steady state is indeed indistinguishable from the Maxwellian determined by the lattice temperature.
In the parabolic case, the time dependent curves for the initial state with fixed energy are contained in Figures 4-6 . The time dependent results for the criterion and the Maxwellian initial states are displayed in Figure 7 . It is observed that the criterion takes its Maxwellian value (∼ 0.003, according to Table 3 ) at the beginning and at the end, while departing from it during the time evolution. 
Bulk case -steady state dependence on electric field
Here we study the dependence of the steady state on the electric field. All scattering mechanisms are included. Both the parabolic and the quasi-parabolic band approximations (cf. (2.5)) are considered.
The initial state is the Maxwellian (3.1) with the lattice temperature, which is the steady state in the case of zero electric field. The parameters N = 11000 and N rep = 100 are used. The functionals are averaged between 10 ps and 20 ps, with an observation time step of 0.1 ps.
Results for the parabolic case are given in Table 5 . They show that a deviation from Maxwellian behaviour can be detected (given the level of statistical fluctuations) for fields between 200 V/cm and 400 V/cm. Table 6 provides some data for the quasiparabolic case, which will be used for comparisons in the one-dimensional test case. The complete results for the kurtosis and the criterion are displayed in Figures 8 and  9 , respectively. They illustrate the deviation of the steady state from the Maxwellian, which becomes apparent for increasing electric fields. 0.04100 ± 0.00008 -1278 ± 25 
Diode
Here we consider a simple one-dimensional device called n + − n − n + diode. The diode consists of two highly doped regions n + (cathode and anode) connected by a less doped region n (channel). In order to avoid boundary effects, periodic boundary conditions are adopted so that an electron that exits through an interface is reinjected at the other end of the device. The quasi-parabolic band approximation (cf. (2.5)) is used.
The n + regions are 0.2 µm long and doped with a density of 10 19 cm −3 , while the channel is 0.3 µm long and doped with a density of 10 18 cm −3 . The device is considered at room temperature T L = 300 K . The results for the energy and the electric field are displayed in Figures 10, 11 . Results for the kurtosis and the criterion are given in Figures 12, 13 . These observations provide a quantitative illustration of the statement that considerable parts of the boundary regions can be treated as spatially homogeneous. In Table 7 the macroscopic quantities are evaluated with additional averaging in the regions [0, 100 nm] and [650 nm, 700 nm]. It is observed that the energy estimates are consistent (in the sense of confidence intervals) with those obtained in the bulk case with an electric field of 1300 V/cm as given in Table 6 . 
Comments
The numerical experiments in the spatially homogeneous (bulk) case illustrate the theoretical results mentioned in Section 3.1. Moreover, they suggest several directions for further studies. For example, it would be of interest to characterize the steady state of the electron distribution function, when more than one scattering mechanism is involved, and to find conditions assuring that the Maxwellian with the lattice temperature is the unique steady state.
The numerical observations for the spatially one-dimensional test case (diode) provide a quantitative check of the statement that considerable parts of the boundary regions can be treated as spatially homogeneous. The extension of these studies to cases with more than one spatial dimension is straightforward. The information about the properties of the steady state electron distribution in the boundary regions might be useful for domain decomposition methods, or for improving the efficiency of modelling various boundary conditions. It turned out that nonlinear functionals (as kurtosis and criterion) provide rather precise measurements of deviations from a given distribution function. For this particular purpose they are more appropriate than, for example, histograms. This methodology is applicable to other kinetic equations for semiconductors (cf., e.g., [4] ), where the Maxwellian (3.1) is replaced by the Fermi-Dirac distribution (cf., e.g., [11] ).
