Abstract. In this paper we have characterized the space of summability kernels for the case p = 1 and p = 2. For other values of p we give a necessary condition for a function Λ to be a summability kernel. For the case p = 1, we have studied the properties of measures which are transferred from M (Z) to M (R) by summability kernels. Further, we have extended every l p sequence to L q (R) multipliers for certain values of p and q.
Introduction
In this paper, we extend results proved by Jodeit [7] , Asmar, Berkson, and Gillespie [1] , Berkson, Paluszyňski, and Weiss [3] in several different ways. Given a sequence φ ∈ M p (Z), a natural question is when and how can φ be extended to a measurable function W φ on R such that W φ ∈ M p (R). In [7] , Jodeit proved that for 1 < p < ∞, the piecewise constant extension n∈Z φ(n)χ [0,1) (ξ − n), as well as the piecewise linear extension do yield multipliers on L p (R). Figà-Talamanca and Gaudry [6] , using the characterization of the multiplier spaces as dual spaces, proved that the piecewise quadratic extension of φ ∈ M p (Z), 1 ≤ p < ∞ is in M p (R). Their method of proof in fact, proves this result for a large class of "extensions" [1] . In order to explain our results we need a definition. Definition 1.1. A measurable function Λ on R is called a summability kernel for L p (R) multipliers, if for each φ ∈ M p (Z), the series W φ,Λ (ξ) = n∈Z φ(n)Λ(ξ − n) (1.1) converges a.e., belongs to M p (R) and there exists a constant C p,Λ such that W φ,Λ Mp(R) ≤ C p,Λ φ Mp(Z) . Let S p (R) denote the set of all summability kernels for L p (R) multipliers.
By a different (and powerful) technique, that of transference, Berkson, Paluszyňski, and Weiss [3] proved that if Λ is a measurable function on R with compact support then Λ is a summability kernel if and only if Λ ∈ M p (R). Note that if supp Λ is compact, the series in (1.1) converges for every φ ∈ M p (Z). Without such a hypothesis, it is not clear that (1.1) converges. We begin with a lemma which partially explains the a.e. convergence of (1.1). Consider the following set:
converges a.e., then Λ ∈ S p (R).
Proof (i)For a.e. ξ, we have
where C p is a constant independent of N. This follows from M.Riesz theorem [5] . Since Λ ∈ S 0 p (R) we have
Hence W φ N ,Λ (ξ) → W φ,Λ (ξ) pointwise a.e. and boundedly , so W φ,Λ ∈ M p (R).
(ii) For p = 1, the additional condition guarantees the convergence of
and boundedly. Hence, Λ ∈ S 1 (R).
In §2 of this paper we characterize the space S 0 p (R) for p = 1 and for p = 2. Further we prove fairly general results which make precise the reasons why summability kernels allow the transference of multipliers from
In §3 we restrict ourselves to the case p = 1. We investigate some properties of measures which are stable under transference by summability kernels, such as the properties of being discrete, continuous or absolutely continuous.
In §4 we will show that for some values of p and q every sequence in l p (Z) can be extended to an L q (R) multiplier by means of suitable summability kernels.
Summability Kernels for
In the following theorem we characterize S 0 p (R), for p = 1 and p = 2.
Proof:
course depends on ξ and n).
Then φ ξ M 2 (Z) = 1. Also for every positive integer N we can find a
where P # is the 1-periodic extension of P on R.
∧ . So Λ =μ for some µ ∈ M(R). For a finite sequence {φ(n)} and P as above we have
where P # µ denotes the measure given by
The two conditions appearing in Theorem 2.1 for p = 1 and for p = 2 seem to be very different. We will analyse these further to obtain a more unified formulation. If p = 1, the condition δ F < ∞ is equivalent to saying that for a.e. x ∈ R, the sequences {F (x + n)} n∈Z define, by convolution, operators on l 1 (Z) or in other words, we
From (a 1 ) and (a 2 ) above we get a condition which we show is necessary for Λ to be a summability kernel for L p (R) multipliers. For
Since φ x (n) = e −2πixn φ(n) belongs to M p (Z) whenever φ ∈ M p (Z) with equal norm, we have W φ,Λx ∈ M p (R) and
and is 1-periodic. Thus by de Leeuw's result [4] ,
and
In 
The proof is exactly as in [1] , except for the improvement in their inequallity III.12, where we use the better estimate from the transference principle. For details see [10] . In particular S 0
It is clear that there is a large class of summability kernels which do not have compact support nor are Fourier transforms of compactly supported integrable functions. Let Λ ∈ M p (R) and
. It follows that every such class of function is a summability kernel. Here we study some properties of measures which are carried over
(a) If ν is an absolutely continuous measure on T, then µ is an absolutely continuous measure on R (both with respect to the Lebesgue measure).
(b) If ν is a discrete measure, then either µ ≡ 0 or µ is a discrete measure.
Proof:
(a) First assume that dν(x) = P (x)dx, where P is a trigonometric polynomial. Thenμ
Now if ν is an absolutely continuous measure on T, letν =F for
There exists a sequence {P N } of trigonometric polynomials
α j δ x j be a discrete measure on T, x j ∈ T and j |α j | < ∞. If Λ =ĝ, with g ∈ L 1 (R), ( by Fourier inversion we may assume that g is continuous) and ifg(x) = g(−x), then
The last but one equality follows by Poisson summation formula, since Λ ∈ S 0 1 (R) will imply n |g(x+n)| < ∞ and Λ ∈ F 0 will imply n∈Z |ĝ(ξ+ n)| < ∞. Now it is clear that
Hence µ is either the zero measure or is discrete.
To consider similar results for continuous measures, we need some additional conditions on the summability kernel, and this is the content of the following two results, both of which use Wiener's lemma [8] .
Theorem 3.2. Let Λ ∈ S 1 (R), and suppose that supp Λ is compact.
Then if ν is a continuous measure, so is µ. 
So, in both the cases
Hence, for λ > 2N
The second limit is zero since the terms are bounded and the number of terms is at most 2N. Applying Wiener's lemma for the continuous measure ν on T for the first limit we have µ{y} = ν{y 0 }Λ(−y) = 0 where y 0 ∈ [0, 1) s.t. y = y 0 +2πl for some l ∈ Z.
The hypothesis that supp Λ be compact may be too restrictive. It can be replaced by the existence of a suitable decreasing radial L 1 -majorant Λ 1 , i. e., a function Λ 1 satisfying (a) Λ 1 is decreasing and radial
Theorem 3.3. Suppose Λ ∈ F 0 and that Λ has a decreasing radial L 1 -majorant Λ 1 . Then µ is a continuous measure if ν is.
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Proof: Once again, we use Wiener's lemma.
Now,
Hence, using Wiener's lemma for T we get
Extensions of Sequences to L p Multipliers
In this section we study a different kind of extension. In the existing literature the emphasis has been on the extensions of L p (T)-multipliers to L p (R)-multipliers. Here we will show that for some values of p and q every sequence in l p (Z) can be extended to an L q (R) multiplier by means of suitable summability kernels. The idea of our extension comes from the following result of Jodiet [7] .
, 3 4 ] and suppose its 1-periodic extension S # from [0, 1) has an absolutely summable Fourier series. Then
is in M p (R) whenever φ ∈ M p (Z) and its norm is bounded by C p τ φ Mp(Z) where τ = n |(S # ) ∧ (n)| and C p is a constant which depends only on p.
It is natural to ask what happens if we assume (S
In this case, it follows from Lemma 4.1 below and Hölder's inequality that the above sum converges for every sequence {φ(n)} ∈ l p ′ (Z) where
, 3 4 ] and
p and C is a constant which depends only on p.
By putting a further restriction on S we will get W φ,Ŝ ∈ M q (R) for 1 ≤ q < ∞ whenever φ ∈ l p (Z), for 1 < p < 2.
For the proof of Theorem 4.2, we first prove a lemma.
Moreover for p = 1,
Then h ξ ∈ C c ∞ (R) and
where the constant C is independent of ξ. So in particular
where g # ξ is the 1-periodic extension of g ξ given by
where the constant C does not depend upon ξ. So, sup
For p = 1, by the Fourier inversion, we may assume that S is continuous. Now for a fixed x define g x = e −2πix. S. Then g x is continuous and
, 3 4 ]. Alsoĝ
t ∈ [0, 1). As both sides of this equality are continuous functions they will agree at 0. So, g
We will also need the following convolution result to prove our theorem. The above result is given in [9, page 126] . The main ingredient of the proof is the use of a Multilinear Riesz-Thorin Interpolation theorem [11] .
Proof of Theorem 4.2: Let 0 < r < 1 and assume 1 < p < 2.
Again from Lemma 4.1 and dominated convergence theorem we havê F r (ξ) → W φ,Ŝ (ξ) a.e. as r → 1. Therefore from the inequality (4.4) we
Similarly for 2 < p < ∞ , by the same argument we get
This completes the proof of the theorem.
We will now relax the hypothesis that supp S ⊆ [ 1 4 , 3 4 ] to allow S to have arbitrary compact support by imposing a certain extra condition on S. For this we need the following lemma, which is easy to prove.
, 3 4 ]. Also from the condition onŜ we have 
By putting additional restrictions on φ we have the following (note 
