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Abstract 
A quasi-ultrametric is a dissimilarity function satisfying two conditions involving 2-balls (in- 
tersections of pairs of balls): the inclusion and the diameter conditions. The 2-ball hypergraph of 
any quasi-ultrametric is shown to be triangle-free. Adding some classical constraints to such a hy- 
pergraph, we obtain the so-called quasi-hierarchies. Moreover, the well-known bijection between 
indexed hierarchies and ultrametrics (Benz&i, 1973; Jardine et al., 1967 and Johnson, 1967) is 
extended to indexed quasi-hierarchies and quasi-ultrametrics. This result unifies the previously- 
mentioned bijection and the one relating indexed pseudo-hierarchies to strongly Robinsonian 
dissimilarities (Fichet, 1986). It is also generalized in terms of stratified quasi-hierarchies and 
quasi-ultrametric preordonnances. @ 1998 Elsevier Science B.V. All rights reserved 
1. Introduction 
One of the most important results in clustering is the one-to-one correspondence 
between indexed hierarchies and ultrametrics [9,27,28]. However, the clusters of a hi- 
erarchical structure typically are small in number because of their nestedness. During 
the last years, several extensions have been proposed, allowing overlapping clusters. 
We mention, for instance, weakly indexed pseudo-hierarchies (pyramids) via Robin- 
sonian dissimilarities (cf. [22] or [lo]), and indexed pseudo-hierarchies via strongly- 
Robinsonian dissimilarities (cf. [25] or [24]). 
Following the pioneering work of Bandelt and Dress [3] on weak hierarchies, Diatta 
and Fichet [20] explored a new extension involving indexed quasi-hierarchies (a certain 
class of triangle-free hypergraphs) and quasi-ultrametrics (dissimilarities satisfying two 
distance conditions). We give here a straightforward proof of the bijection between the 
previous two structures and exhibit a similar one in terms of stratified quasi-hierarchies 
and linear preorders. The inclusion condition is weakened and the relationships between 
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quasi-ultrametrics and other dissimilarity classes such as tree semidistances, strongly 
Robinsonian dissimilarities and ultrametrics are studied as well. New characterizations 
of the latter two classes are also obtained. Let us mention another characterization of 
quasi-ultrametricity, using a four-point condition, obtained by Bandelt [2] and Bandelt 
and Dress [4], and different generalizations for non-real dissimilarities and/or n-way 
dissimilarities (the reader may consult [26,5,16,4,19]). 
The paper is organized as follows. We start, in Section 2, with quasi-hierarchies. 
In Section 3 we present quasi-ultrametrics and focus on their properties emphasiz- 
ing their role in the comparison with other dissimilarity classes. Section 4 is mainly 
concerned with the one-to-one correspondence between quasi-ultrametrics and indexed 
quasi-hierarchies. In Section 5 we extend this result to stratified quasi-hierarchies via 
quasi-ultrametric preordonnances. In the last section we discuss the trace of a quasi- 
hierarchy, and the quotient space is obtained as a particular case. 
2. Quasi-hierarchies 
A quasi-hierarchy 2 on a finite set I is a particular hypergraph on I. Hyperedges 
are called clusters, and the basic axiom is the following: 
axiom 1: ~H,,H~,H~E~:HHI~H~~H,E{HI~Hz,H~~H~,H~~H,}. 
This is an obvious extension of the main axiom of a hierarchy, stated as 
axiom 2: VH,H’E.#:HnH’E{H,H’,0}. 
Actually, axiom 1 has different forms. In particular, each of the following two condi- 
tions are easily shown to be equivalent to it. 
axiom 1’: There are no H,,H2,H3 E 2, il,iz,i3 EZ such that: i, E Hp iff a# /I for 
all a,/?~ {1,2,3}. 
axiom ~“:VHI,H~,H~EX: M(Hi,H~,H~)~H~forsomecc~{1,2,3},whereM(H~, 
H2,H3)=(HInH2)U(H2nH3)U(H3nH,) stands for the median ofHI,H2,H3. 
Hypergraphs fulfilling axiom 1 or an equivalent form, have been introduced by 
different authors, who advocated them under different names. They are called weak- 
hierarchies by Bandelt and Dress [3] and, according to axiom l’, ‘medinclus’ hy- 
pergraphs by Batbedat ([6--S]). Again, in terms of (0-1)-matrices via the incidence 
matrix, the corresponding matrix has no triangles, following the terminology in [l]. 
Adding some axioms usual in classification, Diatta and Fichet [20] give the following 
definition: 
Definition 1. A hypergraph Y? on Z is a quasi-hierarchy if and only if it obeys 
axiom 1 and the following: 
axiom 3: IEX; 
axiom 4: b’H, H’, E 2, H n H’ E 2 u (0); 
axiom 5: ‘dH E 2, U {H’ E 2; H’ c H} E (0, H}. 
A quasi-hierarchy is total (definite) if and only if it obeys; 
axiom 6: b’i E I, {i} E A!‘. 
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Note that axiom 5 is implied by axiom 6 and, in the finite case which is studied here, 
it is equivalent to the following axiom 5’, provided axiom 4 is fulfilled. 
axiom 5’: minimal elements of &? partition I. 
Another extension of hierarchical classification appeared in the 1980s through the 
concept of pseudo-hierarchies, also called pyramids or ‘pyramides classifiantes’. Such 
a structure has been introduced in two different ways by Diday and Fichet. See 
[22,10,25,24]. Pseudo-hierarchies are based on compatible orders. 
Recall that a (linear) order d on I is compatible with a hypergraph Y? if and only 
if any H in 2 is an interval of (I, <) In other words 2 is an interval hypergraph. 
Then a pseudo-hierarchy is defined as a hypergraph admitting a compatible order and 
fulfilling axioms 3,4,5 (or 5’). By a simple induction, a hierarchy is easily shown to 
be a pseudo-hierarchy. The following fact may also be observed. 
Remark 1. A hypergraph 2 is a pseudo-hierarchy iff it is a quasi-hierarchy admitting 
a compatible order. 
Now, we introduce some elementary notions and simple properties. They are given 
for quasi-hierarchies and remain valid for pseudo-hierarchies and hierarchies. Let H, 
H’ E .X with H c H’. When H’ covers H, i.e., there does not exist H” in $4? such that 
H c H” c H’, H’ is called a predecessor of H and H a successor of H’. Equivalently, 
the predecessors of H in 2, H #I, are minimal elements of the set of ancestors of 
H, i.e. {H” E &?; H” > H}. Similarly, the successors of H E 2, H nonminimal, are 
maximal elements of the set of descendants of H, i.e. {H” E X,H” c H}. Axiom 5 
shows that every non-minimal cluster has at least two successors. We also have the 
following simple proposition: 
Proposition 1. (1) A quasi-hierarchy (pseudo-hierarchy) is a hierarchy if and only if 
every cluster dtflerent from I has exactly one predecessor. 
(2) Every cluster of a pseudo-hierarchy has at most two predecessors. 
Proof. ( 1) Necessity is obvious. Conversely, suppose that any cluster H of a quasi- 
hierarchy has at most one predecessor. Then all ancestors of H are pairwise nested. 
The result follows. 
(2) Consider an order compatible with a pseudo-hierarchy X. Let H E ~9, H #I. 
Then H is an interval, say [i,. . . , j]. Any predecessor of H also is an interval, say 
[k, . . , I], with k bi, j < 1. Clearly, there is at most one predecessor obeying k < i, 
j = 1, one predecessor obeying k = i, j < 1, and one predecessor obeying k < i, j < 1. 
In the latter case, when such a predecessor exists, there is no predecessor of the first 
two types. Cl 
Proposition 2. Let X’ be a quasi-hierarchy on I. Then: 
(1) For every i, j E I, there is a smallest cluster containing i and j, say Hij. 
(2) Z’= {Hli/i, j ~1). 
(3) The family of minimal clusters is {Hii, i E I}. 
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Proof. By axioms 4 and 5 the statements (1) and (3) are immediate. Axiom (2) 
derives from axiom l’, as shown in [3] for a weak hierarchy. Here is a short proof. 
Let H E % and define: XH = {k$/i,j E H}. Let EZu E 2H, with maximum cardinality. 
We show that H = Hij. Clearly, Hu C H. NOW, let k E H. If i E Hjk, then Hq s Hjk, SO 
that Hij = Hjk, by definition of Hij. Thus k E Hij. Similarly, if j E Hik, k E Hij. Finally, 
if i $!Hjk, i $! Hik, then k must be in Hii by axiom 1’. 0 
We end this section with the following definition. 
Definition 2. An indexed quasi-hierarchy (pseudo-hierarchy, hierarchy) on I is a pair 
(2, f), where X’ is a quasi-hierarchy (pseudo-hierarchy, hierarchy) and f : 2 -+ R+ 
is a mapping obeying: 
(1) (H minimal) + f(H) = 0. 
(2) (H,H’g%;HcH’)+f(H)<f(H’). 
The mapping f is called a level index. 
3. Quasi-ultrametrics 
In this section, we deal with metrics, or more generally dissimilarities, on a finite set 
I of cardinality n. Recall that a dissimilarity is a mapping d : I* + lR+ that is symmetric 
and vanishes on the diagonal. Such a dissimilarity is said to be 
?? proper (definite) if d(i,j) = 0 + i =j. 
?? semiproper (even) if d(i,j) = 0 + Vk E I, d(i, k) = d(j, k). 
A semidistance is a dissimilarity satisfying the well-known triangle inequality; it is 
a distance if it is proper. Any semidistance is clearly semiproper. In the following, 
we will pay attention to particular semidistances, called ultrametrics. They obey the 
famous ultrametric inequality: d(i,j) Q max{d(i, k), d(j, k)}. It is equivalent to say that 
every triangle is isosceles with a narrow base. 
We will also use the following notations. For a given dissimilarity d, B“(i,r) (or 
simply B(i,r)) is the (closed) ball of centre i and radius r. For i, jEI, the 2-ball B$ 
(or simply Bij) is B(i,d(i,j))flB(j,d(i,j)), and the set of 2-balls is denoted by ad. 
Again, for every subset J G I, diamd(J) (or simply diam(J)) is the diameter of J, i.e., 
max{d(i, j)/i, j E J}. 
Ultrametricity yields a special geometry. In addition to the property of triangles, 
we recall some results that are well-known and easily proved: 
??Vj E B(i, r), B(i, r) = B(j, r). 
??diam(B(i, r)) dr. 
??Two intersecting balls are nested. 
Moreover, several equivalent definitions of ultrametricity are given in the following 
two propositions. The first one is close to a result established by Critchley and Van 
Cutsem [ 151. 
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Proposition 3. The following five statements are equivalent: 
(1) d is ultrametric, 
(2) V(i,j) E I*, B, =B(i,d(i,j)), 
(3) @i,j)~Z*, B(i,d(i,j))=B(j,d(Cj)), 
(4) V(i,j,k,I)~Z~:k,Z~B(i,d(i,j))~B(k,d(k,Z))CB(i,d(i,j)), 
(5) V(i,j) E I*, diam(B(i,d(i,j))) = d(i,j). 
Proof. By the above-mentioned properties, it is clear that (1) implies (4) and (5). 
The implications (4) + (3), (5) + (3) and (3) + (2) are immediate. Thus, it suffices to 
prove that (2) implies (1). Assume that (2) holds and let i,j, k E Z with d(i,j) <d(i, k) d 
d(j, k). Then, j ??B(i,d(i, k)), so that j ~Bik. Therefore d(j, k)<d(i, k). Thus the tri- 
angle condition for ultrametricity is fulfilled. 0 
Proposition 4. The following three statements are equivalent: 
(1) d is ultrametric, 
(2) Yi,j,k) EZ3, Bij nBik E {Bi,,Bik}, 
(3) Yi,j,k, 1) eZ4, B, nBu E {Bij,Bki,@}. 
Proof. (1) =+ (3) derives from the previous proposition and the preceding results. 
(3) =+(2) is obvious. In order to prove (2) =+ (l), let i, j, k E 1. Since Bij, Bik and Bjk 
are pairwise nested, we may suppose that B;j S Bik c Bjk. It follows: d(i,j) < d(i, k) d 
d(j,k). 0 
For a given dissimilarity d, we define the following two conditions. 
?? Inclusion condition: V(i,j) E Z*, Bkl g Bij for all k, I E B,. 
??Diameter condition: V(i,j) E Z*, diam(Bij) = d(i,j). 
Remark 2. Every dissimilarity obeying the inclusion condition is semiproper. Further- 
more, for such a dissimilarity, say d, Bk[ = Bij for all i,j E Z and all k, 1 in Bij realizing 
d(k, I) = diamd(Bji). 
It is easy to see that for n = 3, every non-semiproper dissimilarity obeys the di- 
ameter condition. Consequently, the diameter condition does not imply the inclusion 
condition. For an extension, we can find in [ 181 a semiproper dissimilarity on four 
points only obeying the diameter condition. Alternatively, the following example gives 
a dissimilarity on four points only fulfilling the inclusion condition: 
i j k I 
i 0 1 1 3 
j 0 2 1 
k 0 1 
1 0 
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Definition 3. A dissimilarity is quasi-ultrametric provided both of inclusion and diam- 
eter conditions are fulfilled. 
Thus, every ultrametric is quasi-ultrametric (Proposition 3) and every quasi-ultrametric 
is semiproper (Remark 2). 
Quasi-ultrametrics have been developed to characterize indexed quasi-hierarchies. 
Another characterization has been obtained by Bandelt [2] and Bandelt and Dress [4], 
via a four-point condition, called below the Bandelt four-point condition. It is stated 
as follows: for all i, j, k, I E I: 
ma{d(i,k),d(j,k)} Gd(i,j) 
implies 
d(k, 1) < max{d(i, l),d( j,l),d(i, j)}. 
We prove here that both characterizations coincide. Moreover, the inclusion condition 
may be replaced by a weaker condition whenever the diameter condition holds. 
Proposition 5. The following three statements are equivalent. 
(1) d obeys Bandelt’s condition. 
(2) d is quasi-ultrametric. 
(3) d obeys the diameter condition and for all i, j, k E I, Bik C Bij for each k E Bij 
(weak inclusion condition). 
Proof. (1) + (2): Suppose that Bandelt’s condition holds. Let i, j, k, 1 E I with k, I E Bij. 
We have max{d(i, k), d( j, k), d(i, I), d( j, 1)) d d(i, j). By Bandelt’s condition: d(k, 1) 6 
d(i, j), so that the diameter condition holds. Now, let m E Bkl. Then, considering the 
elements i, k, 1, m, we have 
so that, by Bandelt’s condition: d(i, m) 6 max{d(i, k), d(i, l),d(k, I)}. Thus, by the di- 
ameter condition: d(i, m) < d(i,j). Similarly, d( j, m) <d(i, j). The inclusion condition 
is proved. 
(2) + (3): obvious. 
(3)+(l): Let i,j,k,ZEZ, with max{d(i,k),d(j,k)}<d(i,j), i.e. kEBij. 
Suppose, a contrario: d(k, I) > max{d(i, I), d( j, I), d(i, j)}, and without loss of general- 
ity, d(i, 1) >d( j, I). Therefore: k @ Bij. By the diameter condition, necessarily I is not 
in B,, so that d(i, Z) > d(i, j). Consequently, j belongs to Bil, and by the weak inclusion 
condition, Bij c Bil, SO that: k @ Bij. Contradiction. 0 
Remark 3. Every dissimilarity satisfying the weak inclusion condition is semiproper. 
Moreover, the weak inclusion condition coincides with the inclusion condition, when- 
ever n <4. The following example exhibits a dissimilarity on five points fulfilling the 
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weak inclusion condition, but not the inclusion condition: 
i j k 1 m 
iO3111 
j 0 1 1 1 
k 0 2 3 
I 0 2 
m 0 
Two other extensions of ultrametricity have been established in the past. The first one 
concerns semidistances of tree-type (or tree semidistances), related to semimetric spaces 
isometrically embeddable in a weighted tree endowed with the usual distance. Such 
semi-distances are characterized by the following well-known four-point condition. 
See, for a proof [12], or [31]. 
V(i,j, k, 1) E 14: d(i, j) + d(k, 1) 6 max{d(i, k) + d( j, l), d(i, 1) + d( j, k)}. 
Clearly, the four-point condition is equivalent to the triangle inequality when two el- 
ements are identical. However, there are nonmetric dissimilarities verifying the weak 
four-point condition, i.e. the four-point condition for distinct elements. They are studied 
in details by Leclerc [29], under the name of tree-dissimilarities. 
Proposition 6. Every semiproper dissimilarity d satisfying the weak four-point 
condition, hence every tree semidistance, is quasi-ultrametric. 
Proof. First, we prove the diameter condition. Let i, j E I, k, 1 E Bij. Using the hypoth- 
esis on d, the inequality d(k, 1) <d(i, j) is immediate whenever among i, j, k and 1, 
two elements are identical. When the four elements are distinct, the weak four-point 
condition gives: d(k, 1) + d(i, j) <2d(i, j). Thus, the diameter condition holds. 
Now, let us consider i, j, k, m E I, with k E B,], m E Bik. As previously, the property 
m E B,, is immediate whenever two units are identical. Furthermore, we have d(i, m) < 
d(i, k) <d(i, j) and if i, j, k and m are all distinct, the weak four-point condition yields: 
d(j,m) + d(i,k)< max{d(i,j) +d(k,m),d(j,k) + d(i,m)}<d(i,j) + d(i,k), 
hence d( j,m)<d(i, j). Thus, d obeys the weak inclusion condition and by 
Proposition 5, the proof is complete. 0 
A second extension of ultrametricity is based upon the notion of (strongly-) com- 
patible order with a dissimilarity. Recall some basic definitions. 
A dissimilarity d on I and a (linear) order < on I are said to be 
?? right- (resp. left-) compatible iff: i<j d k implies d(i, j)dd(i, k) (resp. d(j, k)d 
d(i, j)). 
?? compatible iff they are right and left-compatible. 
A dissimilarity is Robinsonian iff it admits a compatible order. 
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Robinsonian dissimilarities have been introduced by Robinson [32] in the field of 
archaeological sciences. Since then, they were deeply studied in classification by many 
authors, such as Brossier [l 11, Diday [21], or Mirkin and Rodin [31] (under the name 
of admissible orders). 
A dissimilarity d on I and a (linear) order < on I are said to be 
?? right (resp. left) strongly compatible iff 
(1) d and < are right- (resp. left-) compatible; 
(2) [i < j bk, d(i, k) = d( j, k)] implies 
Vl >k, d(i, I) = d( j, 1) (resp. [i< j<k,d(i,k) = d(i, j)]) implies 
VZ<i, d(Z,k)<d(Z,j). 
?? strongly compatible iff they are right and left strongly compatible. 
A dissimilarity is strongly Robinsonian iff it admits a strongly-compatible order. Strong 
compatibility has been introduced by Fichet [25]. Recently, it was rediscovered by 
Mirkin [30] and Christopher et al. [13] 
Remark 4. Let d be a dissimilarity on 1 and let 6 be an order on I. The following 
three statements are equivalent. 
(1) The order is compatible with d. 
(2) Every ball is an interval. 
(3) Every 2-ball is an interval. 
Theorem 1. Let d be a dissimilarity admitting a compatible order on I. Then: 
(1) If the order is right or left strongly compatible, then d obeys the diameter con- 
dition. 
(2) The order is strongly compatible tJf d obeys the inclusion condition. 
Proof. Denote by < the compatible order. Let i, j E 1. Then, by Remark 4, B, is an in- 
terval, say [a,. . . , u]. We may suppose u < i d j < v. Since u, u E Bij, by the compatibility: 
d(u, j) = d(i, j) = d(i, v). 
(1) Suppose that the order is right strongly compatible. Then d(u, j) = d(i, j) implies 
d(u, u) = d(i, u) = d(i, j). With the compatibility we have: diam(Bij) = d(i, j). More- 
over, B, = B,,. Indeed Bij = [u,. . . , u] is included in B,,, since B,, is an interval. But 
for m <u (resp. m> u), m +?A Bij, so that d(j,m)>d(i, j) (resp. d(i,m)<d(i, j)), hence 
d(m, u)>d(u,u) (resp. d(u,m)>d(u, u)) . Thus, m $ B,,. Considering the converse or- 
der that is compatible too, the left strong compatibility implies the same two results: 
diam(Bij) = d(i, j), Bij = B,,. In particular, the diameter condition is proved. 
(2) Now suppose that the order is strongly compatible. Let k, Z E Bij, with u <k < Z < u. 
Fix m CU. We have d(m, u) >d(u, u), for B,, = [u,. . . , u]. Using the right strong 
compatibility, we deduce d(m, Z) > d(u, 1) > d(k, 1). Thus m $ Bkt. This result, com- 
bined with the converse order that is strongly compatible too, also gives: m>u implies 
m $! Bkt. The inclusion condition is proved. 
Conversely, suppose that the inclusion condition holds and let i, j, k, 1 E I with: i <j < 
k < 1 and d(i, k) = d( j, k). Then i E Bjk. But k is in the interval Bit. Consequently, from 
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the inclusion condition we have Bjk s Bjt. Thus, i E Bji and d(i, 1) dd(i, j). Finally, the 
compatibility gives d(i, 1) = d( j, 1). The right strong compatibility is proved. Using the 
converse order, the left strong compatibility follows, and the proof is complete. ??
Note that the converse of (1) is false. For n = 3, every non-semiproper dissimilarity 
obeys the diameter condition and admits a compatible order that is not necessarily 
strongly compatible. 
Corollary 1. Every strongly Robinsonian dissimilarity is quasi-ultrametric. 
As another immediate consequence, we have the following corollary which has been 
established by Durand [23] with a rather sophisticated proof: 
Corollary 2. If d is strongly Robinsonian, then every order compatible with d is 
strongly compatible. 
The following corollary derives from Remark 4 and Theorem 1. 
Corollary 3. Let d obey the inclusion condition. An order is strongly compatible 
with d ifs it is compatible with the family of 2-balls. The dissimilarity is strongly 
Robinsonian tfl there is an order compatible with the family of 2-balls. 
It is classical to embed the set of dissimilarities on I in the vector space 9 of func- 
tions mapping I* in [w that are symmetric and vanishing on the diagonal. Clearly, 9 is 
of dimension n(n - 1)/2. Since 9 is of finite dimension, all norms induce a common 
topology and every class of dissimilarities inherits some properties from 9. 
Now, we focus on the set 9qu of quasi-ultrametrics. Then: 
?? gqu is a cone, i.e., d E gqU implies Ad E gq,, for all 130. 
?? For n < 2, gqU is the closed convex cone of dissimilarities. 
?? For n=3, QqU coincides with the convex cone gSP of semiproper dissimilarities. 
Consequently, it is easily shown to be neither closed nor open. It also coincides 
with the cone .9&r of strongly Robinsonian dissimilarities, and the set of quasi- 
ultrametric semidistances coincides with the cone of semi-distances or the cone 9t 
of tree semidistances. 
?? For n 2 4, 9?qu strictly contains gsr and the cone of quasi-ultrametric semidistances 
strictly contains gt. For an example, consider the Ii-distance of the unit square. 
?? For n 34, gqU is non-convex as shown by the following example: 
i k j 1 i j k 1 
i0 12 2 i0 0 11 
d: k 0 1 1 d’: j 0 1 1 
j 0 1 k 0 1 
1 0 1 0 
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i j k I 
i0 2 2 3 
(d +d’): j 0 2 2 
k 0 2 
I 0 
d E %, hence d E gqU; d’ E 5SSr and/or d’ E GSt, hence d’ E gqU. (d + d’) is 
Robinsonian, but (d + d’) @ gq,,. 
?? The convex hull of gqU is g,,. 
Indeed, the convex hull of gsr is gnsp, as shown by Durand [23]. See also, Critchley 
and Fichet [14]. By Proposition 4 and Corollary 1, we have: gsr C gqU C gsp. Taking 
convex hulls yields the result. 
?? Every semidistance of tree-type is of LI-type, i.e., (I,d) is isometrically embeddable 
in I;“, for some integer N. Such an embedding requires triangle inequality, a con- 
dition that is not satisfied by all quasi-ultrametrics. The following counter-example 
is stronger. It exhibits a strongly Robinsonian distance, hence a quasi-ultrametric 
distance, that is not of Li-type. 
i j k 1 m 
i02468 
j 0 2 5 6 
k 0 4 6 
I 0 2 
m 0 
It is known that every distance of L,-type obeys the pentagonal inequalities. Again, 
for n = 5, those inequalities are equivalent to Lt-embeddability. See Deza [17]. Ob- 
serve here that the inequality (j, 1) versus (i, k, m) is violated. 
4. The one-to-one correspondence 
The following theorem extends both the bijection between ultrametrics and indexed 
hierarchies established by Johnson [28], Jardine et al. [27] and Benz&i [9], and the 
bijection between strongly Robinsonian dissimilarities and indexed pseudo-hierarchies 
given by Fichet [25]. 
Theorem 2. Let d obey the inclusion condition. Then (gd,diamd) is a indexed quasi- 
hierarchy. Moreover, .!%)d is: 
?? total tfl d is proper. 
?? a pseudo-hierarchy @ d is strongly Robinsonian. 
?? a hierarchy ifSd is ultrametric. 
Conversely, let (X, f) be an indexed quasi-hierarchy. Dejine 6 : ti -+ R by: V(i, j) 
E 12, S(i, j) = f (Hij). Then, 6 is the unique quasi-ultrametric such that (?S~,diams) = 
(yi”,.f ). 
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As an immediate corollary, we have 
Corollary 4. The mapping d -+ (GJd,diamd) is a hijection from the set of quasi- 
ultrametrics onto the set of indexed quasi-hierarchies. 
Proof of the Theorem. Let d satisfy the inclusion condition. Clearly, axiom 3 of 
a quasi-hierarchy is fulfilled. Now, we prove axiom 4. Let i, j, k, 1 E I such that H = B; n 
Bf, # 0. Let u, v E H realize the diameter of H. The inclusion condition gives B,d,, C H, 
and clearly m E H implies m E B,d,. Thus H = B&. Axiom 4 is fulfilled. Now, we show 
that the family of minimal elements is {Bi, i E I}. Suppose B$ C Bi. Since d is 
semiproper (Remark 2), d(i, k) = d(i, 1) = d(k, 1) = 0 and every m of B,q’ is in B$. Thus 
B,Ci is minimal. Moreover, the inclusion condition gives Bt & B$ for every i, j E I. 
Consequently, every minimal cluster is in the required family. Axiom 5’ is fulfilled. 
Finally, we prove axiom 1’. Suppose, a contrario, that there are Hi, Hz,H3 E 2:d, 
il,i2,ijEI with i,~Hb iff cr#/I, c(,/I~{1,2,3}. By the inclusion condition: il $Bijl, 
i2 $! Blfi3, ix $Z B1fi2. That is impossible. Thus Bd is a quasi-hierarchy. 
Since the minimal elements are the B$, 98d is total iff Bt = {i} for all i E I, i.e., d is 
proper. The other characterizations of 9Id, depending on the nature of d, derive from 
Remarks 1 and 4 and Propositions 3 and 4. 
To show that the diameter is a level index, observe that diamd(Bf) =O, since 
d is semiproper. Furthermore, suppose B$ c Bi,, for i, j, k, 1 E I. Let u,v realize the 
diameter of B$.. Then d(u, o)<diamd(B,d,) and the equality should imply, by 
Remark 2: B$ = B,d, = B$. Thus, (%?d,diamd) is an indexed quasi-hierarchy. Observe 
that the smallest cluster containing i and j is Bf:. 
Conversely, from the definition of a level index and from Proposition 2, 6 is clearly 
a dissimilarity. Now, for every i, j E I, we prove: 
(a) Vk, 1 E H;j, Bti C: Hlj. 
That is obvious if Hi, = I. NOW suppose Hlj #I. Let m $ Hfj. Then m $ HklC H,j. With 
axiom 1 of a quasi-hierarchy, we deduce: 
Hki n Hk,,, fJ HI, E {Hk[ nHk,,,, Hkl n HI,}. SuppOSe, without loss Of generality, that I& n 
Hk,,, fY HI, = Hkl f’ Hk,, i.e., Hk, nHk,, C HI,. Then Hkl 2 HI,, and even Hkj C HI, since 
m @ Hkl. Whence: 6(k, 1) = f (Hki) < f (Hj,) = 6(1, m). Thus m $! Bi, and (a) is proved. 
Now we prove: 
(b) Vi, j E I, Bf, = Hi/ and diama(Bfj) = S(i,j). 
Let k E Hij. Then Hlk, Hjk C Hi/. Thus: 
max{ci(i, k), 6( j, k)} = max{.f(Hik),f(Hjk)} <f(Hg)= 6(i, j). 
That implies k E B;. With (a) we get Hij = Bt . Moreover, for all k, 1 E Bt., Hk, c Hi/ 
so that 6(k, 1) < S(i, j). (b) is proved. Combining (a) with (b), we deduce that 6 is 
quasi-ultrametric. 
Now, let 6’ be a quasi-ultrametric such that (&Id’, diamo, ) = (X, f ). Then for every 
i, j E I, B$ is the smallest cluster containing i and j, i.e. Hi,j. We deduce: 6’(i, j) = 
diarnar(Bf; ) = f (Hij) = 6(i, j). Uniqueness of 6 holds and the proof is complete. 0 
98 J. Diatta, B. FichetlDiscrete Mathematics 192 (1998) 87-102 
5. Quasi-ultrametric preordonnances and stratified quasi-hierarchies 
This section is devoted to an extension of the previous bijection, in terms of pre- 
orders. Several authors have already investigated clustering under the ordinal aspect. 
See, for example [26,5,16]. 
First we give some elementary notions that will be useful twice in the following. 
Let X be a finite set. We define an index on X as a mapping f E R$ satisfying 
min{ f (x), x EX} = 0. Denote f(X) the set of indices on X. 
We introduce a relation $(X) by 
f “9 a: Yx,Y)EX2,f(x)<f(Y) * g(x)<&). 
Clearly, N is an equivalence relation on f(X). Every f E $(X) induces a linear 
preorder g on X, (i.e. a linear, reflexive, transitive relation on X), by: (x, y) E W 
iff f(x) < f (y). It is common to write x9y or x 61ie y. We also note x -_w y for 
xdve y and ybax, and x<gy for xda y andx$% y. Then, it is easy to see that two 
equivalent indices induce the same preorder, and conversely, every preorder W on X 
is induced by its rank index r, defined by 
Vx;cEX,r(x)= l{yEX/y <ax}l. 
Thus, we may identify a preorder W on X with an equivalence class of j(X), and 
we may write: f E 9. Now, we give two examples. 
A dissimilarity d on I is an index on I2 and every index equivalent to d is also 
a dissimilarity. As usually in clustering, a preordonnance (or ordinal dissimilarity) 93 
on I is a preorder on I2 obeying: for all i,j, k E I: (i, i) <a (j, k) and (i,j) 6~ (j, i). 
Clearly, if a dissimilarity d is in W, then 9 is a preordonnance, and the rank index 
of a preordonnance is a dissimilarity. 
The second example is given by the following definition: 
Definition 4. A stratified quasi-hierarchy (pseudo-hierarchy, hierarchy) on I is a pair 
(X, <), where H is a quasi-hierarchy (pseudo-hierarchy, hierarchy) and $ is a (linear) 
preorder on X obeying: 
(i) H minimal (according to the inclusion) in Y? implies H minimal according 
to 4. 
(ii) For H, H’ E SF, H c H’ implies H + H’. 
The preorder =$ is called a stratification. Thus, every level index is an index on 2 and 
the induced preorder is a stratification. Conversely, the rank index of a stratification is 
a level index. 
It is immediate to see that, apart from the properties related to metricity, all properties 
evoked above are preserved by exchanging a dissimilarity for an equivalent one: (semi-) 
properness, ultrametricity, (strongly-) compatible orders, inclusion and diameter condi- 
tions, quasi-ultrametricity. In particular, observe that, for all i, j E I, B$ = B$‘, whenever 
d - d’. For such properties, a preordonnance may be specified intrinsically. For instance, 
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a preordonnance g is defined as ultrametric iff [(i, j) < .H (i, k)] V [(i,j) < J (j, k)] for 
i,j, k E 1. Then 9 is ultrametric iff d is too, for every d E W. For short, we will say that 
a preordonnance W obeys a given property iff any ti in 9 obeys the same property, 
and 93 and d will be advocated under the same terminology. In particular, 93 fulfils 
the inclusion condition iff BE C Biy for all i, j E I and k, 1 E Biy, where 
Proposition 7. Let W be a preordonnance on I, obeying the inclusion condition and 
let 93~={(B~;(i,j)~I*}. D$ e ne the relation Q on G9* by H +Hl if there are 
k, 1 in H’ such that (i, j) 6.8 (k, 1) for every i, j E H. Then (L’#&, +) is a strattfied 
quasi-hierarchy. Moreover, 93:~ is 
?? total ifs .% is proper; 
?? a pseudo-hierarchy ifs .%Y is strongly Robinsonian; 
?? a hierarchy ifs W is ultrametric. 
Conversely, let (S, $) be a strat$ed quasi-hierarchy. Define the relation Y on I* by 
(i, j)Y(k, 1) iff Hij < Hkt, for all i, j, k, 1 E I. Then 9 is the unique quasi-ultrametric 
preordonnance such that (S?,V, +) = (2, <). 
Proof. Let 9 obey the inclusion condition and let d E 9’. Then d obeys the inclusion 
condition too, and %?d = g,#. Thus, all the announced properties of 93’~ derive from 
Theorem 2. Moreover, + is the stratification induced by diamd. Thus (?#:a, ~9) is 
a stratified quasi-hierarchy. 
Conversely, given (X, <), let f be the rank index of $. Then f is a level index, and 
by Theorem 2, there is a unique quasi-ultrametric 6 such that (396,diam~) = (X,f). 
But 9’ is clearly the preordonnance induced by 6, so that (a.~, =+) = (3?, <). More- 
over, let 9” be a quasi-ultrametric preordonnance such that (B;.v~, +I) = (2, <). Let 
6’ E 9”. For every i, j E I, B: and B$ are both the smallest cluster containing i and j. 
Thus they are identical. Then for any i, j, k, 1~1: S(i,j)Go(k, 1) iff diams(B$.) 
hence Y =‘Y 
<diamd(B,,) iff Hij < Hkt iff diams/(B$) <diamaf(B$) iff 6’(i, j)<#(k, 1). Thus 6 N 8, 
‘. 0 
6. Trace 
In this section, we roughly discuss some hereditary properties. Let 2 be a quasi- 
hierarchy on I and let Z* be a non-empty subset of I. Set 
Xp* = {H* = H nZ*/H E X, H* # a}. 
We have the following lemma: 
Lemma 1. (1) H* = H* rlI*, where H* = n{H E X/H* C H}. 
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(2) IfHT CH2*, then Hi* c&b 
(3) {Hz/i E I*} is the family of minimal members of %*. 
Proof. (1) Clearly H* C H* n I*. Furthermore, there is H E 2 such that H* = H n I*. 
As H*CH, we have H*LH so that H*nI*GHflI*=H*. 
(2) Obvious by (1). 
(3) Observe that Hii* =Hii. Let H* CHC =Hii nI*. Then, by (2), H* CHii. That 
is impossible since Hii is minimal in ~4“. For the converse, it is easily seen that every 
minimal member of X* is of the type Hi:. 0 
The proof of the following proposition is straightforward and is left to the reader. 
Proposition 8. Let (S, f) be an indexed quasi-hierarchy on I and let SF’* be as 
above. DeJine f * on P* by f *(H*) = f(H*). Then (A?*, f *) is an indexed quasi- 
hierarchy on I*. 
X* is called the trace of Y? on I*, and (sP*, f * ) the trace of (S, f) on I*. 
Proposition 9. Let d be a dissimilarity on I satisfying the inclusion condition. Let 
I* be a non-empty subset of I and d* be the restriction of d to I*. Then d* obeys 
the inclusion condition and 9#d- is the trace of %d on I*. 
If in addition d is quasi-ultrametric, then d* is too and (ad’, diamd. ) is the trace 
Of (&&,diallld) On I*. 
Proof. For every i, j E I*, we have: B,$* = Bz. n I* = (Bz)*. Therefore, the first part 
of the statement follows. Moreover, d* is quasi-ultrametric provided d is too. Now, 
for every k, 1 E I such that (B$)* 5 B,$, the units i and j are in Bf,, so that Bt C B,$. 
Thus, B$ = (Bz)*. When d is quasi-ultrametric, it follows that diamd. (Bg.’ ) = d(i,j) = 
diamd((B$)*), and the proof is complete. 0 
Note that the second statement does not hold when d obeys solely the inclusion 
condition. 
The quotient space may be regarded as a particular case of the trace. Recall some 
simple notions. If d is a semiproper dissimilarity on 1, the binary relation wd defined 
on I by i -dj if d(i, j) = 0, is an equivalence relation. The quotient space of (I,d) is 
* - 
(I,d ), where I denotes I/wd and d” is the dissimilarity (well-) defined by 
W,j E I” : d”(Z; j) = d(i,j) for any i E 2” and any j E 3. Now, for every ;E f, pick an 
arbitrary element i in 2”, and denote by I* the collection of those elements and by 
d* the restriction of d to I*. Clearly, (f, 2) and (I*, d* ) are ‘isometric’. Furthermore, 
when d is quasi-ultrametric, d* and d” are too. In that case, the indexed quasi-hierarchy 
(BJ, diam;) on I” is isomorphic to the trace of (ad, diamd ) on I”, and is called the 
quotient indexed quasi-hierarchy. Of course, such a quotient structure may be defined 
intrinsically. 
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