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practice sessions rarely exceed a single hour, for practical reasons. Despite several experimental documentations of longterm practice and retention Sternad 2009, 2012; Nourrit-Lucas et al. 2013; Park et al. 2013; Park and Sternad 2015) , little is known about what physiological or computational mechanisms bring about the fine-tuning and persistence of the acquired skill. The present study examined 1) what processes may underlie the long-term improvements and retention and 2) how such honing of skill can be enhanced.
Skill learning is marked by decrements in error and variability in behavior, starting with relatively rapid changes and followed by subtle tuning that continues over weeks, if not years, of practice (Crossman 1959) . In short-term motor adaptation studies, reduction in error and variability with practice has been attributed to the amount of error corrected from one trial to the next, i.e., the correction gain (Herzfeld et al. 2014; Smith et al. 2006; Thoroughman and Shadmehr 2000) . Yet once the error correction gain has been optimized and errors have become very small, how the observed variability continues to decrease over long-term practice is still an open question. Many previous studies on variability have examined simple tasks, such as reaching to a target, where improvements are only visible over the first few trials as the task is already well practiced (van Beers et al. 2013 ). Other studies have examined learning of more complex novel tasks, often by comparing novices and experts, where variability is frequently quantified in terms of standard deviations, assuming a Gaussian distribution, without parsing of its potential structure (Schmidt and Lee 2011) . The present study aimed to examine overt variability over long practice and to identify structure due to error corrections and random noise processes.
Random fluctuations in behavioral data, seen both in continuous trajectories and in trial-to-trial variability, are often ascribed to neuromotor noise, i.e., the noise that arises from the many interconnected layers of deterministic and stochastic processes throughout the neuromotor system, such as that from variations in synaptic transmission and motor unit recruitment (Faisal et al. 2008) . Even though prior studies have shown that the magnitude of variability and the implied underlying neuromotor noise can depend on movement speed (Fitts 1954; Woodworth 1899 ) and signal strength (Harris and Wolpert 1998) , the noise in the output of the neuromotor system is commonly viewed and modeled as immune to practice (e.g., van Beers 2009; van Beers et al. 2013 ). The present study challenged this assumption. We hypothesized that in long-term skill learning the variance of neuromotor noise decreases to attenuate overt variability.
If neuromotor noise can decrease, then augmented feedback known to facilitate learning should be able to enhance this effect. Reward or "satisfying" consequences, recognized as a mediator for learning for over a century (Thorndike 1927) , have received renewed attention with supporting evidence in motor adaptation Galea et al. 2015; Izawa and Shadmehr 2011; Nikooyan and Ahmed 2015; Shmuelof et al. 2012) . Grounded in this rich history and recent evidence for reinforcement learning, we used reward to determine the extent to which neuromotor noise could be diminished.
We performed two experiments to test the overall hypothesis that the decrease in behavioral variability observed in novel skill learning proceeds by reducing neuromotor noise, especially in later stages of practice. In each experiment, we assessed learning of a virtual throwing task over 11 daily sessions. In experiment 1, we hypothesized that reward leads to faster learning and better performance, both in error and variability, compared with self-guided learning (hypothesis 1). Furthermore, we expected that with extended practice the fine-tuning of skill is achieved by decreasing the variance or amplitude of noise (hypothesis 2). Initial experimental results showed that while reward accelerated improvement, the reward group and the self-guided control group reached the same level of performance and noise after 11 practice days. Hence, in experiment 2, we hypothesized that decreasing the reward would lead subjects to decrease their variability through decreasing noise variance further (hypothesis 3). We additionally expected that the low level of neuromotor noise would persist for 5 days, even after the reward returned to its initial level, indicating long-term retention of the skill (hypothesis 4). The overall premise is that overt variability during learning arises from two main sources: error corrections and noise from the neuromotor system. Our analyses demonstrate that error corrections did not play a measurable role. Hence, we conclude that the overt variability is due to noise from the neuromotor system. A simple iterative model with a noise source that depended on reward was used to explain these experimental findings including retention.
MATERIALS AND METHODS

Participants
Eighteen healthy right-handed students (9 women and 9 men, mean age 25.1 Ϯ 2.3 yr) from Northeastern University took part in the two experiments. None had any prior experience with the experimental task. Each participant performed 240 throws per day of a virtual throwing task for 11 days, resulting in a total of 2,640 throws. All participants gave informed written consent before the experiment and received monetary compensation upon completion of all 11 daily sessions. The experimental protocol was reviewed and approved by the Institutional Review Board of Northeastern University.
Experimental Task and Apparatus
The experimental task was modeled after the British pub game skittles. In skittles, the player throws a ball tethered to a center post to hit a target skittle at the far side of the post (Fig. 1A) . This task is one variant of throwing, which has received much attention in motor control as it requires precise timing of the ball release to achieve hitting accuracy (Cohen and Sternad 2012; Hore et al. 1995; Smeets et al. 2002) . In the present experimental variant, the participant manipulated a horizontal lever arm with a single-joint rotation about the elbow to throw a ball to hit a target in a two-dimensional virtual environment (Fig. 1 , B and C; see also Cohen and Sternad 2009) .
A two-dimensional model in which the ball was attached to the origin by two orthogonal massless springs determined the path of the ball upon release. Because of restoring forces proportional to the distance of the ball from the origin and the velocity imparted at release, the ball was accelerated around the origin, traversing an elliptical trajectory. The equations for ball position in the x-and y-directions at time t were
The frequency denotes the natural frequency of the system, and relaxation time was used to introduce damping to approximate realistic behavior (for more details on the physical model, see Hasson et al. 2016) . For this study, ϭ 3.16 rad/s and ϭ 20 s. Intuitively, the frequency determined the speed at which the ball traversed the post; the relaxation time determined the energy loss or how much the ball trajectory spiraled toward the equilibrium position of the post. The amplitudes A x and A y and the phases x and y of the sinusoidal motions of the two springs were calculated from the angular position and velocity of the ball at release based on the recorded movement of the manipulandum.
A top-down view of the skittles workspace was displayed on a rear projection screen ϳ150 cm in front of the participant. Figure 1C shows the virtual scene, which consisted of the post (radius ϭ 25 cm) centered at the origin, the target (radius ϭ 5 cm) located 105.5 cm above and 5 cm to the right of the origin, the ball (radius ϭ 5 cm), and the lever arm (length ϭ 40 cm), with the axle located 150 cm below the origin. The positions and size of each object were defined in the virtual coordinate system and then scaled to project the graphics on the large screen. The gain between the real projected and the virtual workspace was 2.27, such that real radius of the ball and target on the projection screen was 2.20 cm and the post radius was 11 cm. Taking the distance of the subject's viewpoint into account, the visual angle of the projected objects was thus calculated for the post (8.39°) and the target and ball (1.67°). Assuming normal visual acuity, subjects should have had no problem discerning the distance from the ball trajectory to the target center.
Participants moved a real lever arm to control the angle of the virtual arm. The participant's forearm was secured to the horizontal manipulandum that rotated around an axle centered at the elbow joint. A potentiometer (Vishay Spectrol, Ontario, CA) at the axle continuously sampled the angular position of the manipulandum at ϳ700 Hz with a DT300 data acquisition board (Data Translation, Marlborough, MA) into a custom Cϩϩ program that ran the simulation.
Participants were instructed to release the ball such that it traveled through the center of the target without hitting the post. At the start of each throw, the participant grasped a wooden ball affixed to the distal end of manipulandum and closed a contact switch with his or her index finger (Trossen Robotics, Westchester, IL) . This attached the virtual ball to the end of the virtual arm. The participant then moved his or her arm and triggered the ball release by extending the index finger to open the switch. Upon release, all participants saw the ball traverse an elliptical path in the virtual scene for 1.5 s with a shape determined by the specific angle and velocity of the manipulandum at the moment of release. The elliptical shape of the ball trajectory also presented important information to the subjects about their ball release and hitting success. Furthermore, after the ball stopped, a short segment of the ball trajectory close to the target center provided additional visual feedback.
Error for a given throw was defined as the minimum distance between the ball path and the target center (Fig. 1D ). In the experimental conditions in which subjects were rewarded for successful throws, the target turned from yellow to green when a throw resulted in an error smaller than the defined reward threshold, indicating a successful hit to the subject. Note that the target size remained the same in all conditions, and the size of the reward threshold was not visible on the screen.
Since the two execution variables, angle and velocity at ball release, fully determined the ball trajectory, they also fully determined the result variable, error. The result space in Fig. 1E illustrates this functional relationship: for each point in execution space, defined by release angle and velocity, the error for that throw is depicted by color: green defines successful (i.e., rewarded) solutions; yellow to black shades show increasing error. Successful hits of the target (minimum error) defined the solution manifold.
The target location chosen for this study simplified the task such that release velocity did not affect the result; only the arm angle at ball release defined performance success. A previous study has shown that humans have a remarkably good proprioceptive sense to reproduce a given joint angle pose (Cordo 1990) . Note that different target locations lead to very different solution manifolds (Sternad et al. 2014) . This target configuration and solution space made the task faster to learn, turning the focus on the refinement of motor skill rather than the initial exploratory stage. Furthermore, as release velocity did not contribute to hitting success, covariation between release angle and velocity could not be exploited to reduce the variability in performance. To reduce variability in performance subjects could only reduce variability in release angle.
Experiment 1: Self-Guided vs. Reward Learning
Experiment 1 compared two groups that practiced with different conditions: the reward group (n ϭ 6) received reward in the form of a color change when the error was below a threshold. The reward threshold was set to 1.1 cm in the virtual coordinates (0.48 cm on the projection screen, which corresponded to a visual angle of 0.37°). The self-guided group (n ϭ 6) practiced without receiving any reward for successful trials.
Experiment 2: Changing Reward Threshold During Learning
Experiment 2 examined how the threshold for the reward signal influenced the performance. Hence, a changing-reward group of participants (n ϭ 6) practiced the task with different reward thresholds throughout practice. In the baseline block (days 1-3), the reward threshold was 1.1 cm as in experiment 1; in the manipulation block (days 4 -6), the threshold was changed to 0.65 cm (corresponding to In skittles, the player throws a ball tethered to the top of a post around that post to hit a target skittle on the other side. B and C: experimental setup of virtual throwing task. Subjects manipulated a horizontal lever arm with a single-joint rotation about the elbow to throw a virtual ball in a 2-dimensional virtual environment as seen in C. As in the real game, they were instructed to throw the ball such that it traveled through the center of the target without hitting the post. The origin of the x-y workspace was defined at the center of the post. The target was located at x ϭ 5 cm, y ϭ 105 cm. D: error was defined as the minimum distance between the ball path and the target center. If the error was smaller than the reward threshold, the subject received a reward indicating a successful target hit; otherwise there was no added feedback. The reward was given in the form of a color change of the target from yellow to green. Subjects in the reward and changing-reward groups were instructed to achieve as many target hits as possible. Note that subjects in the self-guided group were instructed to hit the target center as accurately as possible, and the target always remained yellow, regardless of error. E: result space of modeled skittles task. The result space illustrates the functional relation between the 2 variables that determine the ball path, release angle and velocity, and the result variable, error: for each combination of release angle and velocity, error is depicted by color. The dots depict 60 throws (represented by their release angle-velocity pairs) of an example subject in the reward group during the first (magenta) and last (blue) days of practice. F: location of individual throws in x-y workspace at which the ball came closest to the target, visualized for 1 example subject over 3 days (720 throws). G: the relation between release angle and error is nonlinear, showing the redundancy: any given error can be achieved with Ͼ1 release angle.
0.29 cm in the projected workspace with a visual angle of 0.22°), making it more difficult to receive a reward; in the persistence block (days 7-11), the initial reward threshold of 1.1 cm was reinstated, making reward again easier to obtain. To assess the influence of the reward threshold, performance of the changing-reward group was compared to that of the group with constant reward from experiment 1.
Dependent Measures
Because of the specific target location, the ball trajectory could not go through the target center (zero error), nor could it go around, i.e., overshoot the target. Hence, the nearest point that determined the minimum distance error was below the target, as shown in exemplary data from 720 trials of one subject (Fig. 1F) . For the same data, Fig.  1G illustrates that release angles map into error with an approximately parabolic function; note that two release angles could achieve the same error. Furthermore, even if the data were symmetrically distributed around the optimal release angle, the nonnegative definition of error resulted necessarily in a skewed distribution of error. Therefore, we used median error as one performance measure. Because the error was unsigned (i.e., a measure of absolute deviation from the target center), the median error on each practice day reflected the combined effects of bias and variability in performance (Howell 2014) . For the two reward groups, task performance was also evaluated by the percentage of rewarded throws (errors smaller than the reward threshold) of each practice day.
To measure variability in motor execution, we turned to variability of release angle as metric. Unlike the error, there is no redundancy in the release angle, which allows for a more direct and accurate measure of variability in the neuromotor output. Because of the frequent non-Gaussian distribution (in 40% of the data sets), interquartile range (IQR) served as metric of dispersion.
As Fig. 1E shows, the solution manifold of this target location was parallel to velocity, meaning that the success of the throw was independent of velocity. Therefore, motor execution was fully quantified by release angles and error. Nevertheless, to determine whether reductions in release angle variability were possibly achieved by movements with slower velocity, the median release velocity on each day was also analyzed.
In addition to this distributional analysis, the temporal structure of the trial-by-trial sequence was examined by calculating the lag-1 autocorrelation coefficient (ACF-1) of the release angles on each day. This measure was used to detect the presence of correlations between successive throws. ACF-1 values between Ϫ1 and 0 indicate that successive observations were negatively correlated, also known as antipersistence; ACF-1 values between 0 and 1 indicate persistence, or positive correlation between successive observations. An ACF-1 value of 0 would indicate that the signal is uncorrelated white noise. The 95% confidence interval for the ACF-1 of a white noise process is Ϯ 1.96/sqrt(N), where N is the length of the signal. Thus observing an ACF-1 value between approximately Ϯ0.126 for the release angles on a given day (n ϭ 240) would suggest that the signal is a white noise process.
Detrended fluctuation analysis (DFA) was also applied to the time series of release angles to identify temporal dependencies beyond lag-1 (Abe and Sternad 2013; Dingwell and Cusumano 2010; Peng et al. 1994) . Importantly, DFA can identify persistence and antipersistence without exact sequential dependencies. The scaling index quantifies the long-range correlations of the time series. Here it was assessed for the timescales of 5-20 throws to complement the results of ACF-1. Scaling indexes above and below 0.5 indicate correlation and anticorrelation, respectively; a scaling index of 0.5 indicates lack of any detectable structure, i.e., noise.
Statistical Analyses
The dependent measures were analyzed for the 240 throws on each day of practice. The median and IQR of the dependent measures were used because the Shapiro-Wilk tests revealed that the distributions of each measure were not normal on all days (Shapiro and Wilk 1965) . In each experiment, the dependent measures were analyzed with two-way repeated-measures ANOVAs (Group ϫ Day). Group was a between-participants factor, and Day was a within-participants factor. The Greenhouse-Geisser correction factor was applied to the withinsubject effects when sphericity was violated (Kirk 1995). Relevant planned comparisons using paired t-tests were made to further probe the within-participant effects; independent-sample t-tests investigated group effects. While the ANOVAs were used to assess group differences during practice, independent-sample t-tests on days 10 and 11 were used to directly assess group difference in skill level at the end of practice. The significance level was set at ␣ ϭ 0.05 for all statistical tests.
RESULTS
Reward Accelerates Error Reduction, But After Extended Practice Self-Guided Practice Reaches Same Level of Performance
Experiment 1 tested hypothesis 1 stating that subjects who were incentivized by reward would reduce both their error and variability faster and to a lower level. Subjects in the reward group (n ϭ 6) received a visual signal of success after each throw when the ball trajectory passed through the target with an error Ͻ 1.1 cm (Fig. 1D ). The self-guided group (n ϭ 6) performed the task without any reward signal, and the target remained yellow in all cases.
As expected, subjects in both groups reduced their median error over 11 days of practice, as seen in a significant effect of day [F (10,100) ϭ 9.57, P ϭ 0.002, partial 2 ϭ 0.49] ( Fig. 2A ). To determine whether subjects reached an asymptote in their overall performance, paired t-tests compared median error on each day to the last day of practice. From day 4 onward, there was no significant change in median error compared with day 11 (all P Ͼ 0.10), suggesting that subjects did reach an asymptote in performance by the end of practice. The reward group also increased their percentage of rewarded throws from an initial average of 69% on day 1 to 84% by day 11. Subjects in the reward group performed with lower median error than the self-guided group, indicated by a significant group effect [F (1,10) ϭ 15.62, P ϭ 0.003, partial 2 ϭ 0.61]. The interaction was also significant [F (10,100) ϭ 4.34, P ϭ 0.034, partial 2 ϭ 0.30], because the self-guided group began with greater median error on the first 2 days (P ϭ 0.001 and P ϭ 0.0046) but approached the reward group on most of the following days (see Fig. 2A ). This interaction suggests that reward accelerates error reduction as hypothesized. Independent t-tests detail this interaction as shown in Fig. 2A : most important to hypothesis 1 is that t-tests between the self-guided and reward groups failed to detect a statistically significant difference on day 10 [t(10) ϭ 1.12, P ϭ 0.29, d ϭ 0.65] and day 11 [t(10) ϭ 2.13, P ϭ 0.06, d ϭ 1.23]. While these results may be underpowered because of the small sample size, the convergence on both days 10 and 11 suggested that with sufficient practice the selfguided group reached the same level of error, a result that ran counter to hypothesis 1.
Self-Guided and Reward Learning Have Similar Variability
To quantify the precision of performance, the next focus of analysis was on variability of throws within each practice day. As expected, all subjects significantly reduced their variability, as measured by the IQR of release angles, over days [F (10,100) ϭ 11.86, P Ͻ 0.001, partial 2 ϭ 0.54; Fig. 2B ]. However, the two groups did not differ significantly from each other [F (1,10) ϭ 3.89, P ϭ 0.077, partial 2 ϭ 0.28]: while subjects in the self-guided group started with significantly greater variability on day 1 (P ϭ 0.014), this group difference disappeared over the remaining 10 days (all P Ͼ 0.075; Fig. 2B ). The Group ϫ Day interaction was nonsignificant [F (10,100) ϭ 2.73, P ϭ 0.070, partial 2 ϭ 0.21]. The group differences on day 10 and day 11 were not statistically significant [day 10: t(10) 
To detect the effect size observed on day 11, 67 subjects per group would be needed, which suggests that group equivalence is not likely due to small sample size. This converging performance of the two groups is illustrated in Fig. 2C , showing single-trial data of release angles of an example subject in the self-guided group (blue) and reward group (red) during the first 4 days and the last 2 days of practice. These results ran counter to hypothesis 1.
Variability in Both Self-Guided and Reward Learning Is Random
Decreases in error and variability over practice are frequently ascribed to error corrections, particularly in motor adaptation paradigms, where error-based learning predominates. However, random fluctuations resulting from intrinsic neuromotor noise also affect these performance measures ( A: group comparison of error over 11 days of practice. The self-guided practice group had higher error for most of the practice days; however, they converged to a similar error level as the reward group by the end of practice. B: comparison of variability between self-guided and reward groups. While the self-guided group had higher variability on the first day of practice, this difference disappeared for the remaining 10 days of practice. C: time series of release angles during the first 4 days and the last 2 days of practice of an example subject in the self-guided group (blue) and the reward group (red). D: after 4 days of practice, the mean lag-1 autocorrelation values (ACF-1) for both groups reveal no temporal structure in release angle. This indicates that the variability in release angle after extended practice was dominated by random noise. Dashed line represents the upper 95% confidence interval for a white noise process. E: individual subjects did not decrease their release velocity as a strategy to decrease release angle variability. High intersubject variability results from the fact that release velocity played very little role in determining task performance. All error bars represent Ϯ2 SE. Significant pairwise differences between groups: *P Ͻ 0.05.
that to improve task performance over long-term practice, noise variance has to decrease. Initially, the average ACF-1 calculated for each daily session was positive in all subjects of both groups, indicating weak persistence across successive throws (day 1: mean ϭ 0.26, SD ϭ 0.16). Over sessions, however, ACF-1 significantly decreased and approached 0 [F (10,100) ϭ 5.30, P ϭ 0.001, partial 2 ϭ 0.35; Fig. 2D ]. From day 5 onward, the average ACF-1 of all subjects and both groups was within the 95% confidence interval of uncorrelated white noise. Neither the group main effect [F (1,10) ϭ 0.69, P ϭ 0.43, partial 2 ϭ 0.065] nor the interaction [F (10,100) ϭ 1.82, P ϭ 0.14, partial 2 ϭ 0.15] was significant. To further test hypothesis 2, DFA was applied over the same data. The scaling index similarly approached 0.5, which is the value for unstructured noise, corroborating the findings of the autocorrelation results (see Fig. 3, A and B) . These analyses indicate that by the end of practice neuromotor noise predominated, consistent with hypothesis 2.
Reduced Variability and Noise Were Not Result of Reduced Movement Speed
While the lack of temporal structure supported the expectation that neuromotor noise attenuated with practice, alterative explanations for reducing overt variability have been proposed. For instance, a common strategy in motor performance is to lower movement speed in return for accuracy (Fitts 1954) . Examining the change in the velocity at which participants released the ball did not reveal significant decrements in median release velocity across practice days [F (1,100) (Fig. 2E) . Hence, there was no sign that a speed-accuracy trade-off could have been responsible for the observed improvements in accuracy, counter to observations in other studies (Reis et al. 2009; Shmuelof et al. 2012) .
A second widely accepted mechanism underlying overt variability is that noise is dependent on signal strength (Harris and Wolpert 1998). This has been illustrated in an optimal control model and experimentally shown in isometric force production, where the increased variability at higher forces has been ascribed to signal-dependent noise (Jones et al. 2002) . In dynamic tasks, high velocity requires fast muscle contractions; hence, velocity is the dynamic correlate of high force levels and faster movements are expected to be associated with higher noise. The fact that release velocity did not change with practice therefore also ruled out that subjects exploited this possibility for noise reduction (Hasson et al. 2016; Sternad et al. 2011 ). This lack of support for alterative explanations indirectly corroborates that the reduced variability was the result of reduced noise.
Neuromotor Noise Can Be Reduced Further with Changing Reward
In experiment 1 reward led to faster reduction of error, but not to lower error or variability by the end of practice, counter to hypothesis 1. However, in support of hypothesis 2, noise processes dominated the observed variability in the sequence of throws by the end of practice. This second finding may imply that subjects had reached their physiological limit. Alternatively, subjects may only have reached a point of diminishing returns, where any further reduction of noise was not worth the effort, especially given their high success rate (84% of trials were successful by the end of practice). To discern between these two possible explanations, experiment 2 manipulated the reward threshold to make it harder to achieve reward. Hypothesis 3 posited that the higher demands would elicit further decreases in the amplitude of noise. As a direct test, experiment 2 first presented the same threshold for reward as in experiment 1 over days 1-3 but changed the threshold over days 4 -6 to require more accurate throws to receive reward (Fig. 4A) . We expected that the noise amplitude would be lowered.
To further test that practice induced persistent effects, the tighter task demands were relaxed again over days 7-11. While in motor adaptation the acquired behavior invariably returns to the original behavior after removal of the external perturbation, the hallmark of skill learning is that the learned behavior persists for a long time, indicative of neuroplasticity. Hence, to test that practice induced persistent effects, the initial threshold was reinstated on day 7 and practiced for 5 more days until day 11 (Fig. 4A) . Hypothesis 4 stated that subjects would retain their acquired low level of noise.
On days 1-3, subjects in both groups significantly improved task performance, marked by an increasing percentage of successful trials [F (2,20) ϭ 17.70, P Ͻ 0.001, partial 2 ϭ 0.64; Fig. 4B ]. Corroborating results of experiment 1, both groups decreased median error [F (2,20) ϭ 10.04, P ϭ 0.003, partial 2 ϭ 0.50; Fig. 4C ] and release angle variability [F (2,20) ϭ 4.85, P ϭ 0.039, partial 2 ϭ 0.33; Fig. 4D ] without any difference between them. The temporal structure in release angle variability as measured by ACF-1 did not show any significant change across days [F (2,20) ϭ 2.76, P ϭ 0.099, partial 2 ϭ 0.22; Fig. 4E ]. The average ACF-1 of all subjects was within the 95% confidence interval of uncorrelated white noise on days 2 and 3, suggesting that variability was due to noise on these days. The autocorrelation findings were corroborated by the results of the DFA (see Fig. 3 , B and C). As expected, there were no significant effects of group or Group ϫ Day interaction on any of the dependent measures (all F Ͻ 1.8), repeating the results of experiment 1. Although variability in error and release angle decreased, release velocity did not change as a function of practice as in experiment 1. In fact, the median release velocity slightly increased over the 3 days . Experiment 2: the reward condition that requires more accurate performance leads to lower variability that persists over 5 additional practice days. A: the reward group, which is the same as in experiment 1, practiced with a reward threshold of 1.1 cm for all 11 days of practice. The changing-reward group practiced with a reward threshold of 1.1 cm for the first 3 days of practice, followed by 3 days with a more challenging reward threshold of 0.65 cm and 5 days with the original threshold of 1.1 cm. B-E: group comparisons of dependent measures. The shaded region indicates the practice days where the reward threshold between the 2 groups differed. B: % of rewarded throws on each practice day was reduced with the more challenging threshold as expected for the changing-reward group. When the original reward threshold was reinstated, subjects in the changing-reward group were more successful than the reward group. C and D: while group differences in error and variability were not significantly different during the reduced reward threshold as expected, they did emerge during the persistence period, as the changing-reward group performed the task with lower error and lower variability. E: average ACF-1 of all subjects was within the 95% confidence interval of uncorrelated white noise (dashed line) from the second day of practice onward. F: as in experiment 1, individual subjects did not decrease their release velocity as a strategy to decrease release angle variability. All error bars represent Ϯ2 SE. Significance: *P Ͻ 0.05.
[F (2, 20) ϭ 9.66, P ϭ 0.003, partial 2 ϭ 0.49; Fig. 4F ]. This suggested that variability did not decline as a result of slower movement speeds as expected from Fitts's law.
During days 4 -6, subjects in the changing-reward group were exposed to an altered threshold of 0.65 cm to enhance the task challenge; the threshold remained at 1.1 cm for the reward group. Again, the visual size of the target was unchanged and subjects were not informed about this change (the rings in Fig.  4A only illustrate the threshold for the reader). As expected, the success rate of the changing-reward group dropped significantly compared with the reward group [F (1,10) ϭ 31.92, P Ͻ 0.001, partial 2 ϭ 0.76; Fig. 4B ], confirming that task success was indeed more difficult for these subjects. Median error and release angle variability showed trends suggesting that the changing-reward group improved faster than the reward group as hypothesized, although these interactions did not reach statistical significance (all P Ͻ 0.17). There were no significant effects or interactions in any other dependent measures (all P Ͼ 0.05).
Persistence of Reduced Noise
While subjects only gradually responded to the change in the reward threshold, a significant group difference did emerge on day 7 when the threshold was restored to the original value. Even though both groups practiced with the larger reward threshold for the remaining 5 days, the changing-reward group continued with a significantly higher success rate [F (1,10) ϭ 19.06, P ϭ 0.001, partial 2 ϭ 0.66; Fig. 4B ]. This improved performance resulted from significantly lower error [F (1,10) ϭ 19.97, P ϭ 0.001, partial 2 ϭ 0.66; Fig. 4C ] and variability [F (1,10) ϭ 10.02, P ϭ 0.01, partial 2 ϭ 0.50; Fig. 4D ]. These results were consistent with hypothesis 4. The temporal structure of variability did not differ between the two groups (all P Ͼ 0.05), and the average ACF-1 for all subjects in both groups was within the 95% confidence interval of uncorrelated white noise for all 5 days (Fig. 4E) . No significant effect of day or interaction was observed in any of the measures (all P Ͼ 0.05). There was no group difference in median release velocity [F (1,10) ϭ 0.66, P ϭ 0.44, partial 2 ϭ 0.06], which again ruled out that speed-accuracy trade-off or lower signal strength may have lowered the overt variability or noise.
These behavioral results suggest that it was physiologically possible for subjects in the changing-reward group to decrease the noise in their motor behavior and achieve better task performance.
Simple Model with Time-Varying Gain on Noise Reproduces Empirical Results
Model with constant noise. To illustrate how the change in success requirements could influence motor variability via its two essential components, error correction and noise, we used an extremely simple yet prevalent iterative learning model. With this model, we aimed to further probe into the effects of error corrections and noise on execution variability, particularly at the learning asymptote, and how can it be reduced. The model describes how the central nervous system might correct movement errors on a trial-by-trial basis:
where x(n) is the motor output at trial n and e(n) is the error at trial n, defined as the difference between the actual and desired motor output x*. The parameter B defines the fraction of error corrected, or error correction gain, is an additive white Gaussian noise term, ϳ N(0, 2 ). This model in its present form and with slight variations has been successful in simulating a range of phenomena associated with motor adaptation (Herzfeld et al. 2014; Smith et al. 2006 ) and learning (van Beers et al. 2013) .
On the basis of this model, how can variability be decreased? In principle, there are two options: either increase the error correction gain or decrease the variance of the noise process. To determine whether an increase in error correction gain could explain the decrease in variability, we simulated data using Eqs. 1 and 2 with five different B values while keeping the noise variance constant. The motor output x(n) in the model represented the release angle for a given trial n; x* was the optimal release angle that resulted in zero error; e(n) represented the error in release angle. For simplicity we refrained from including the mapping between release angle and error in the simulations. Although error in release angle is different from the error measure used in the experiments, these two error measures are tightly related. As shown in Fig. 1G , the error increases with the difference between the actual and the optimal release angle, although not linearly for larger errors.
For each value of B (0.1, 0.3, 0.5, 0.7, 0.9), the model was simulated for 2,640 trials to match the total number of trials performed by the human subjects. The results were analyzed in bins of 240 trials representing "days" to match the analysis of the experimental data. The optimal angle x* for this target location was 82.44° (Fig. 1E) . The average median release angle on day 1 from subjects in the reward and changingreward groups was used as initial value of x, such that x(1) ϭ 83°. The average variance of release angle on day 1 from all subjects in the reward and changing-reward groups was used to set the variance of the additive white Gaussian noise, such that 2 ϭ 68.9°. Figure 5A shows that variability in release angle is lowest for higher error correction gains (B ϳ 1). Importantly, the magnitude of variability remained relatively constant over simulated days of practice regardless of the value of B. Additional simulations with different values of noise variance (30°Ͻ 2 Ͻ 100°) confirmed that the relation between the correction gain B and ACF-1 is insensitive to changes in the noise variance. Hence, different magnitudes of noise variances consistently produced the same pattern of results. To decrease variability through the error correction gain alone, B must increase over trials, i.e., it must become a function of trials, B(n).
However, Fig. 5B also demonstrates how different B values produced different temporal structure in the variability: the higher the error correction gain, the closer to 0 the ACF-1 value becomes (Abe and Sternad 2013; van Beers 2009; van Beers et al. 2013) . In experiment 2, the ACF-1 value was within the range of white noise from day 2 onward, suggesting that the error correction gain B was already high (ϳ0.90) at the beginning of practice. Furthermore, the ACF-1 did not significantly change over days. Thus it is unlikely that the reduced variability observed in the experimental data was achieved by an increasing error correction gain. This suggests that the noise variance had to be scaled.
Model with constant time-varying noise gain.
To explain the results of experiment 2, we introduced a gain factor a(n) to modulate the magnitude of the noise variance as follows:
Next, we defined how this noise gain changed over practice. For both reward groups, the results of experiment 2 showed a clear relation between the reward threshold and the magnitude of random variability: subjects attenuated noise to increase reward. This finding concurred with previous results in a motor adaptation task by Izawa and Shadmehr (2011) , who demonstrated that reward could be used to modulate noise. However, in their study, subjects amplified noise to explore solutions that yielded a higher reward. In the present study, subjects were already centered on the optimal solution (Fig. 1E) . To exploit this correct solution and maximize reward, it was advantageous to decrease noise. Therefore, the following rule for updating the noise scaling factor a(n) was added:
where e(n) Ͼ T denotes the condition that error is greater than the reward threshold, T. The term 1 e(n)ϾT denotes an indicator function that equals 1 if the absolute value of error e(n) is greater than the threshold T and no reward is given. The function is set to 0 if reward is received. A denotes the rate at which the noise scaling factor decreases. According to this update rule, a(n) is decreased whenever no reward is obtained. Figure 6 shows results from this model (Eqs. 2-4) together with the results of experiment 2. Note that in the experiment the reward threshold for success was based on error. For the simulation, the error threshold was transformed into a corresponding angle threshold. A 1.1-cm error threshold corresponded to an 8.9°angle threshold, and a 0.65-cm error threshold corresponded to a 4.4°angle threshold. The value of B was set to 0.86 and A was set to 0.001 to match the temporal and spatial characteristics of the variability observed in the experimental data (see Model fitting and parameter sensitivity), and a(1) was set to 1. The model replicated the pattern of the reward percentage in both the reward and changing-reward groups (Fig. 6A) . It also replicated the slow decline in release angle variability after the change in threshold on days 4 -6 in the changing-reward group. Importantly, it shows that the release angle variability was maintained after the initial reward threshold was reinstated (Fig. 6B) . ACF-1 showed negligible variations across the practice days in both experimental and simulated data (Fig. 6C) .
Note that the self-guided group also scaled down the noise over practice, eventually reaching the level of the constantreward group. However, it is unclear from the experimental protocol what conditions were responsible for the decrease of a(n) from one trial to the next. While self-guided learning is evidently ubiquitous in the real world, studying this "uncon- trolled" form of learning with a model-based approach remains a challenge.
Model fitting and parameter sensitivity. In this model, two parameters had to be fit to the experimental data: the error correction gain, B, and the rate at which the noise scaling factor changes, A. To fit these parameters, the following procedure was implemented: for given values of B and A, six simulations were conducted for each group. For each group, the average release angle IQR and ACF-1 of release angles were calculated on each day (i.e., bins of 240 throws). For each measure, the squared differences between the simulated and actual group averages on each practice day were summed. As the goal was to fit the model output to both experimental groups, the sum of the squared differences for each group were added together. This measure served as the fit metric: the lower the fit metric, the better the simulated data matched the experimental data of both groups. This procedure was repeated to generate one fit metric for release angle IQR and another for ACF-1 for all combinations of A between 0 and 0.1 and B between 0 and 1. Figure 7 , A and B, illustrate how the different values of A and B affect the fit of the simulated data to the experimental data. The darker values depict the combination of model parameters with the best, i.e., lowest fit metric, whereas the lighter values depict the combinations with the worst fits. When determining the model parameters that best fit the experimental data, it was important to take into account how well the model output reproduced the trends of both release angle IQR and ACF-1 in the experimental data. Because the units of the fit metric depended on the units of the dependent variable, these two metrics could not simply be added. Instead, each combination of model parameters was given a ranking for each of the two dependent measures based on their fit metric. These rankings were summed, and the combination of A and B values that resulted in the lowest summed rank were chosen as the parameters that best fit the experimental data. The best values were A ϭ 0.001 and B ϭ 0.86 (Fig. 7C) .
The results of this fitting procedure also demonstrated one of the most important features of this model with noise modulation: the spatial and temporal characteristics of the variability in model output could be independently controlled. For values of B between 0.32 and 1, the A parameter solely determined how well the simulated data fit the experimental data in terms of release angle IQR (Fig. 7A) . While the value of the B parameter had little influence on release angle IQR within this range, it did profoundly affect the ACF-1 of the model output (Fig. 7B) . In contrast, the value of the A parameter did not affect the fit of ACF-1. Changing A only affects the magnitude of the noise variance; it does not change its temporal structure. As ACF-1 is a measure of the average relation between two consecutive trials, it is not influenced by the magnitude of the additive noise. These results demonstrate how the two free parameters of the model could be independently tuned to match spatial (parameter A) and temporal (parameter B) characteristics of the experimental data.
DISCUSSION
Mastering a motor skill can take a lifetime. And yet, most motor learning and adaptation studies have examined only the initial phases of learning. In contrast, this study focused on the later fine-tuning processes of skill learning, where only subtle changes occur during many hours of practice. The overall hypothesis was that the characteristic decline in overt variability with practice is due to an attenuation of the magnitude of neuromotor noise rather than increased error corrections. To enhance this slow tuning process, subjects were given reward for additional feedback and motivation. We further hypothesized that with reward not only would the magnitude of these noise processes decrease, but this attenuation would also per- Fig. 7 . Model fitting and parameter sensitivity analysis. A and B: for each combination of the 2 model parameters B and A, the fit metric for release angle IQR (A) and ACF-1 (B) is depicted by color (darker shades indicate better fits). C: for each combination of the 2 model parameters B and A, the ranks of the 2 corresponding fit metrics for release angle IQR and ACF-1 were summed. This summed rank is depicted by color (darker shades indicate lower ranks). The combination that generated the lowest rank value (A ϭ 0.001 and B ϭ 0.86) produced the best fit for experimental data.
sist for an extended time, indicative of lasting plastic changes in the nervous system. We assumed that overt variability is generated by feedback-based error corrections and by neuromotor noise. At later stages of practice, analysis of our behavioral data found no evidence for increased error corrections. Hence, we rejected the alternative hypothesis that error corrections gave rise to the measured variability.
Previous studies by our group have already examined longterm practice with the same skittles task to monitor changes in variability over 6 and even 16 days of practice (Abe and Sternad 2013; Cohen and Sternad 2009; Müller and Sternad 2004) . The goal of these earlier studies was to decompose variability in sets of data, rather than assessing fluctuations in their temporal sequence. Parsing the distributional pattern of sets of throws in the execution space, analyses identified three components of performance improvement: Tolerance, Covariation, and Noise (Müller and Sternad 2009; Sternad and Abe 2010) . Results showed that with practice subjects first optimized Tolerance, i.e., identified solutions where error and noise affected performance least. Over longer practice, they aligned their variability with the solution manifold (Covariation), again to make errors and noise matter less. This stage in the learning process is consistent with the minimum intervention principle, exemplified in models using stochastic optimal feedback control (Todorov and Jordan 2002) .
Important for this study, the contribution of the Noise component decreased extremely slowly and remained the highest even after long practice. This finding motivated the present study to investigate whether additional interventions, such as giving reward, could reduce the Noise component. The present study deliberately modified the target constellation to create a solution manifold where release angle and velocity could not covary, i.e., Covariation was eliminated as a way to attenuate the effect of variability or noise on the result. This solution manifold also eased the challenge and made Tolerance less important, which allowed full focus on the random noise component.
Frequent Reward Accelerates Learning But Does Not Lead to Better Overall Performance
According to many motor learning textbooks, augmented feedback is arguably the single most important variable for motor learning (Salmoni et al. 1984; Schmidt and Lee 2011) . However, the experimental results qualified this straightforward expectation and highlighted that while augmented feedback did promote learning in the early stage of practice, in accord with hypothesis 1, it failed to provide an advantage over self-guided practice in the longer run. While these results may benefit from more statistical power, the finding resonates with numerous examples in real-world scenarios and experimental settings in previous studies, where learning proceeds without controlled external feedback and reward (Park et al. 2013; Park and Sternad 2015) . We speculate that internal feedback mechanisms via visual and proprioceptive information proved equally effective (Cordo 1990) .
While the results for error were more differentiated, reward provided little benefit for the IQR of release angle after initial practice. This result is noteworthy, as studies on reward have paid little attention to its influence on variability compared with average behavior. In adaptation, for example, reward or reinforcement learning has been used to guide a subject's behavior toward a new solution. Hence, measures of central tendency (e.g., average signed error from the task goal) have been more frequently assessed than measures of dispersion, although recently Nikooyan and Ahmed (2015) reported that the combination of reward and sensory feedback can accelerate the reduction of variability during reaching adaptation. It should be noted, however, that practice in that study was limited to one practice session, as is typical for most adaptation studies. Our results similarly suggest that frequent reward lowers variability over the course of one practice day, but its effect diminishes over long-term practice.
Our results further showed that when the reward became sufficiently challenging and less frequent, it could provide an advantage over self-guided practice. Apparently, subjects had not reached their limit, as increased accuracy requirements for the success signal could elicit further improvements (hypothesis 3). One reason may be that the cost to lower variability or noise may have been too high, consistent with the assertion of Manohar et al. (2015) . Alternatively, there may also be advantages to variability in motor behavior, such as supporting exploration. Recently, Wu et al. (2014) provided renewed evidence that initial variability can be beneficial for exploring the solution space to find the behavior that receives reward, although this effect may be complex and task specific (He et al. 2016 ). Yet, even after the initial exploration, it is possible that subjects maintain a certain level of variability in order to gain information about the task (Kaelbling et al. 1996) . Frequent reward may have discouraged exploration and instead prioritized exploitation. It has been also hypothesized that it is not the reward per se that drives learning but rather the mismatch between the expectation and receipt of a reward (Tobler et al. 2006) . The fact that the changing-reward group did not receive reward for trials that were previously rewarded may explain why this more difficult reward led subjects to further reduce their variability.
Neural Mechanisms to Reduce Neuromotor Noise
While it is not surprising that variability decreased under tighter task demands, it is nontrivial that it was the decrease in the variance of the random processes, not an increase in error correction, that reduced the overt variability (hypotheses 2 and 3). How might the central nervous system reduce not only overt but possibly also physiological noise? One potential mechanism is to increase coactivation in antagonistic muscles (Gribble et al. 2003; Selen et al. 2009 ), although antagonistic cocontraction tends to decrease with practice (Thoroughman and Shadmehr 1999) . Lower signal-dependent noise has been ruled out as a candidate by the experimental results that showed no decrease in velocity (Harris and Wolpert 1998). Another conjecture is derived from studies on the effect of neuromodulators on motor neuron excitability, such as serotonin (Theiss and Heckman 2005; Wei et al. 2014) , norepinephrine (Theiss and Heckman 2005) , and dopamine (Kroener et al. 2009 ). Animal studies provided intriguing evidence that the descending drive to muscle contractions is gain controlled to modulate the required output force. One study on humans specifically showed that force variability increased after the brain stem-spinal cord neuromodulatory system was upregulated (Wei et al. 2014 ). The complex interplay of neuromodu-lators can excite or inhibit spinal cord excitability and thereby may match precision demands in motor tasks. Finally, Picard and colleagues demonstrated in skilled performance of monkeys that years of practice resulted in more efficient generation of neuronal activity in M1 (Picard et al. 2013) . It is feasible that such a decrease in metabolic activity could also result in lowered neuromotor noise. Alternatively, the variability in neuronal activity may be shaped and reduced in neural space and in a way that leads to more consistent performance (Sadtler et al. 2014) . Evidently, more research is needed to solidify these conjectures.
Long-Term Persistence Indicative of Long-Term Neuroplasticity
Experiment 2 tested not only whether modulation of reward threshold influenced learning but also whether this effect showed persistence over the 5 days after the reward criterion was relaxed. While hypothesis 4 stated that random processes would remain suppressed, the experimental result was nevertheless stronger than expected. At first blush, it appeared similarly reasonable that random fluctuations might have increased after the task constraints were alleviated, as previous studies provided ample documentation that humans shape their variability rather than only reducing it (Chu et al. 2013; Cohen and Sternad 2009; Müller and Sternad 2004; Sternad et al. 2014) . However, having suppressed the magnitude of random fluctuations, subjects may not have sensed that relaxing their performance variability was possible, as there was no verbal or visual indication. Alternatively, and following hypothesis 4, subjects may indeed have permanently altered their performance, because of lasting changes in the nervous system.
Note that this persistence differs from savings, which is one sign of neuroplastic effects in motor adaptation; savings refers to the reduced time for readapting when exposed to the same perturbation more than once. In adaptation, subjects experience large errors when the perturbation is removed and, consequently, the original behavior is reinstated to perform the task successfully. In the present study, the acquired behavior was the correct behavior in all conditions. Thus, the learned behavior with reduced variability could persist without penalty after the manipulation was removed. This result underscores that interventions to enhance long-term behavior should use conditions that enhance a behavior that remains essentially identical, even when the intervention is removed (Huber and Sternad 2015; Reisman et al. 2009 ).
Considerations and Limitations of Modeling Skill Learning
To illustrate the interplay of error, correction gain, and noise in trial-to-trial learning, an extremely simple recursive model generated results that matched the behavioral data observed in experiment 2. The model combined the usual error correction gain with an additive noise term and a time-varying noise gain that was altered by a simple indicator function representing the threshold for reward. The model successfully simulated the decrease in variability and the persistence of the low level of noise. Interestingly, it also captured the delayed response to the changed reward that only became significant after 3 days of practice. Note that the present model included only a single additive noise source and no multiplicative noise source.
Evidently, modeling results rely heavily on the structure and order of the model. In recent studies on motor learning, most models have focused on the deterministic processes, i.e., error correction (Herzfeld et al. 2014; Smith et al. 2006) . Several studies included stochastic iterative models with one or two noise terms. Specifically, van Beers (2009) and Abe and Sternad (2013) showed that at least two noise sources were required to account for the observed temporal structure in the data. A recent study by Hasson et al. (2016) examined the effect of error amplification and used system identification techniques with three different iterative models. Estimating the error correction gain B and the noise sources revealed that the primary change in the observed error was accounted for by a decrease in the variance of the noise sources. This result is consistent across all three models, including the simplest model with one noise source and the two models with two noise sources (van Beers 2009). The difference between these models was the change in the correction gain, which showed only a slight decrease over the extended practice, consistent with a previous study on skittles learning (Abe and Sternad 2013) .
Despite the simplicity of the model used in the present study, the simulation demonstrated how variability and particularly the noise from neuromotor system might decrease in response to the change of reward feedback. The behavioral results of the self-guided group also showed a decrease in variability over practice. However, what drove these subjects to lower their variability remains unknown, as there was no comparison group to test a hypothesized mechanism. One challenge with modeling self-guided, or unsupervised, skill learning is that, by definition, there is no explicit or added performance feedback given during learning (Wolpert et al. 2001) . Thus, it is difficult to identify, and consequently simulate, the exact information subjects are using to update their performance from one trial to the next. Nevertheless, efforts to better understand this type of skill learning are needed because this is probably the most prevalent form of practice in the real world. As with any modeling attempt, behavioral and physiological data are needed to reveal the patterns of behavior when we acquire and retain complex motor skills.
Modeling long-term skill learning that addresses the everpresent stochastic components still remains an open challenge in the field of motor neuroscience. Neural networks present an alternative to explore the role of noise in skill acquisition, long-term retention, and generalization (Ajemian et al. 2013 ). However, stochastic models and system identification are still in their infant stages in motor neuroscience, despite the recognized critical role of noise in the nervous system.
Conclusions
Long-term skill learning and retention requires attention as it opens an interesting view on a ubiquitous but ill-understood element of the neuromotor system-noise. Our experimental results suggest that skill learning proceeds not only by correcting errors but also by reducing the amplitude of neuromotor noise, especially at later stages of practice. Reward enhanced this change, but self-guided practice was also effective. The intriguing finding was that this enhanced performance persisted for days after the reward threshold was increased. This study highlights the need to further understand neural and computa-tional processes underlying long-term learning, especially as we continue to look for avenues to enhance skill learning and expedite rehabilitation.
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