This paper presents an asymptotic analysis of hierarchical production planning in a manufacturing system with two tandem machines that are subject to breakdown and repair. The system produces a single product, whose rate of demand over time is given to be constant. The problem is formulated as a continuous-time dynamic programming problem in which the objective is to minimize the cost of production, inventories, and backlogs. The size of the bu er between the two machines is assumed to be nite. As the rates of change in machines' states approach in nity, the analysis results in a limiting problem in which the stochastic machine capacity is replaced by the average capacity. The value function for the original problem is shown to converge to the value function of the limiting problem. Both open-loop and feedback controls for the original problem are constructed from near-optimal controls of the limiting problem in a way which guarantees their asymptotic optimality as the rates of changes in machines' states become large in comparison to the discount rate. The convergence rate of the value function for the original problem to that of the limiting problem together with the error estimate for the constructed asymptotic optimal controls are obtained. In addition, the constructed feedback control is compared to the Kanban control policy for the stochastic two-machine owshop.
1 Introduction total capacities of machines and the cost function is appropriately modi ed. They showed that the value function for the original problem converges to the value function of a limiting problem. Then they constructed an admissible feedback control for the original problem from the optimal control of the limiting control problem and conjectured that the constructed control is asymptotically optimal; see also Gershwin 4] .
Further, Sethi and Zhang 10] and Sethi, Zhang, and Zhou 12] applied a probabilistic approach to prove that the convergence rate of the value functions is of order " 1 2 (where " is the reciprocal of the transition rates between the capacity states of the machines), which is the best convergence rate possible. They constructed near-optimal open-loop and feedback controls for the original problem from optimal or near-optimal controls for the limiting problem. By an open-loop control in this paper, we mean a control that does not respond to the surplus, but only to the capacity state. Based on the convergence rate of the associated value functions, they derived the error estimates of the constructed controls to be also of order " 1 2 for the special case of separable convex production and surplus costs, and thus proved the conjecture made by Gershwin 4] and Lehoczky et al. 6] .
However, in 6], 10], and 12], the control problems in manufacturing systems with state constraints such as those with internal bu ers are not addressed. Furthermore, the method of construction of asymptotic optimal controls developed therein may yield inadmissible controls when applied to systems with state constraints.
Sethi, Zhang, and Zhou 13] consider the m-machine owshop with the requirement that inventories be nonnegative in the internal bu ers. They develop a method of lifting and modi cation to construct asymptotic optimal open-loop controls for an m-machine owshop from a near-optimal control for the corresponding limiting problem. By lifting they mean to nd a control that lifts the initial value of the state by a small amount so as to increase the margins between the boundary of the state domain and the trajectory of the limiting problem. Their modi cation involves appropriate reduction in production rates on the intervals during which the lifted trajectory violates the nonnegativity constraints. They show that the lifting procedure ensures the measure of the intervals requiring modi cation to be small, which in turn guarantees asymptotic optimality.
In reality, bu er sizes are limited. The situation is modelled by imposing upper bound constraints on the inventories in the various bu ers. While such models have been considered by Bai 2] and others, they have not been studied in the context of asymptotic optimality.
The purpose of this paper is to study hierarchical controls for a two-machine owshop with a nite internal bu er. Owing to both upper and lower bound constraints on the inventory process, the lifting and modi cation method of 13] is no longer su cient in constructing asymptotic optimal controls. The reason is that the method takes care of only the nonnegativity constraints, and may violate the upper bound constraint. To overcome this di culty, we augment the method of lifting and modi cation by another technique termed squeezing. The new method works as follows. First we modify a given near-optimal control of the limiting problem by increasing the inventory in the bu er by a small amount according to the lifting procedure described in 13]. Then we squeeze the trajectory by a small amount. The squeezing is achieved by re-scaling of both the time and the space. Then we construct an intermediate control for the original problem in the same way as in the unconstrained case 10, 12] . This control is not necessarily admissible for the original problem, so we modify it appropriately whenever the corresponding state does not satisfy the state constraints. The use of lifting and squeezing procedures ensures that the discounted cumulative duration over which a modi cation is needed is very small. We also show that the nal control constructed in this manner is indeed near-optimal. The error estimate we obtain is " 1 2 ? as in 13] in contrast to the estimate of " 1 2 obtained in the unconstrained problem 10, 12] . In other words, we lose some sharpness of the error estimate due to the presence of the state constraints.
The plan of the paper is as follows. In the next section, we formulate a model of a owshop with two machines that are subject to random breakdown and repair. In x3 we obtain asymptotically optimal open-loop controls. In x4, we discuss easy-to-implement asymptotic optimal feedback controls in a simple case with no production costs, and comment on how the controls relate to the so-called Kanban policy. We also describe numerical results comparing hierarchical controls to the Kanban controls. In x5, we provide proofs of our results. Finally, x6 concludes the paper.
Problem formulation
We consider a manufacturing system with two machines in tandem devoted to producing a single product as shown in Figure 1 . The machines are subject to random breakdown and repair. Each machine has a nite number of states representing the machine's maximum production capacity. Without any loss in generality, these capacities are expressed in units so that a unit of each machine's capacity is required to process one unit of the product at rate 1. We denote the capacity process by a nite state Markov process k(";t) = (k 1 ("; t); k 2 ("; t)) de ned on a probability space ( ; F;P). Here " is a small parameter to be speci ed later. Also we use boldface letters to stand for vectors. The rate of demand z facing the system is assumed to be a constant. We use u 1 (t) and u 2 (t) (controls in this problem) to denote the input rates to the rst and the second machine, respectively. We denote the number of parts in the bu er between the rst and the second machine as x 1 (t) and the di erence between cumulative production and cumulative demand, called surplus, as x 2 (t where the input rate to each of the machines must be feasible with respect to the capacity of the respective machines, namely, 0 u i (t) k i ("; t); t 0; i = 1; 2:
We use x( ) = (x 1 ( ); x 2 ( )) and u( ) = (u 1 ( ); u 2 ( )) to denote the state and the control processes of the problem, respectively. We de ne now the set of admissible controls.
De nition 2.1. We say that a control u( ) = (u 1 ( ); u 2 ( )) is admissible with respect to the initial state x = (x 1 ; x 2 ) 2 S if: i) u(t), t 0, is adapted to F " t = fk(";s) : 0 s tg, the -algebra generated by the machine capacity process up to time t, ii) 0 u i (t) k i ("; t) for t 0 and i = 1; 2, and iii) the corresponding state x(t) = (x 1 (t); x 2 (t)) 2 S for all t 0:
In words, a production plan is admissible if i) it depends only on the past realizations of the random capacity process, ii) the input rates at any time are nonnegative and satisfy the production capacity constraints at that time, and iii) the corresponding inventory level in the internal bu er dose not fall below zero or exceed the bu er limit.
The problem is to nd an admissible control u( ) that minimizes the cost functional: J " (x; k;u( )) = E Z 1 0 e ? t h(x(t)) + c(u(t))]dt; (2:4) where h(x) is the surplus cost, c(u) is the production cost, k = (k 1 ; k 2 ) is the initial value of k(";t), and > 0 is the discount rate. Remark 2.1. Note that > 0 is a constant, so that a su ciently small " is always much smaller than 1= , which means that the time scale of the state transitions is much smaller than the time scale associated with the discount rate. Furthermore, the owshop model under consideration is a ow rate control model, in which production is continuous. This is a uid approximation of real-life discrete part owshops where operation times are small in comparison to ". This corresponds to each machine having two states (up and down) resulting in a total of four machines' states, (i.e., p = 4), and having a breakdown rate of " ?1 and a repair rate of " ?1 . The maximum capacity of each machine is given to be two units, so that we have (k 1 1 ; k 1 2 ) = (2; 2), (k 2 1 ; k 2 2 ) = (2; 0), (k 3 1 ; k 3 2 ) = (0; 2), and (k 4 1 ; k 4 2 ) = (0; 0).
Intuitively, as the rates of the machine breakdown and repair approach in nity, the problem P " , which is termed the original problem, can be approximated by a simpler problem called the limiting problem, in which the stochastic machine capacity process k(";t) is replaced by its average value We use P to denote the limiting problem summarized below: . When weighted by the stationary measures of the various states, the enlarged control provides a control for the limiting problem consisting of deterministic machines with the average capacities. Moreover, the enlarged control space allows us to nd the optimal mix of controls to be used in the various states in order to minimize the convex production cost given an average control. Note that this mix is arbitrary when the production cost is linear including the zero production cost. In such a case, the limiting problem admits a simpler formulation of P as for the example in the next section and for the model treated in x4.
In the next section, we will show the sense in which the limiting problem P is an approximation to the original problem P " . Then, by using a near-optimal control for P, we construct controls for P " that are asymptotically optimal.
3 Asymptotic optimal open-loop controls ? -optimal control for P, i.e., jJ(x; U( )) ? v(x)j " 1 2 ? :
We use x(t) = ( x 1 (t); x 2 (t)) to denote the state of (2.9) under the control U( ) and the initial state ; aM] after an initial interval of time. This control can be obtained by a lifting and squeezing procedure to be described below.
We use the maximum possible production rate on machine 1 and the minimum possible rate on machine 2 in order to lift the state trajectory x 1 (t), i.e., to increase the inventory in the internal bu er. Thus we de ne a control processÛ(t) = (û 1 ( ); : : :;û p ( )) as follows: For j = 1; : : : ; p,
(3:2)
We de ne t 1 to be the earliest time by whichÛ( ) can provide us with an inventory in the bu er that exceeds x(t) by a ?1 " ? under the controlÛ( ) for t t . WhileÛ( ) helps increase the margin between the state trajectory and the lower bound x 1 = 0, the state trajectory may run up against the upper bound M and even exceed the bu er size. In order to avoid such a possible violation, we apply a squeezing technique by scaling both the time and the space. In other words, we de ne another control process U(t) =Û( t a ); for all t 0; (3:4) and another state trajectoryx(t) = (x 1 (t);x 2 (t)), which is obtained by applying the controlŨ( ) in (2.9) with a new initial statex(0) = ax, i. 1 (t) = M whenever y 1 (t) > M, setting x " 1 (t) = 0 whenever y 1 (t) < 0, and setting x " 1 (t) = y 1 (t) otherwise, i.e., x " 1 (t) = y 1 (t) f0 y 1 (t) M g + M fy 1 (t)>M g + 0 fy 1 (t)<0g : (3:9) Taking the time derivative of (3.9) and using (3.8) gives _ x " 1 (t) = (w 1 (t) ? w 2 (t)) f0 y 1 (t) M g ; for a.e.t 0:
The right-hand side of (3.10) yields the following control u " (t) = (u " 1 (t); u " 2 (t)) := w(t) f0 y 1 (t) M g + 0 fy 1 (t)<0g fy 1 (t)>M g ; (3:11) which clearly satis es the capacity constraints (2.2) and gives us the inventory level (3.9) in the internal bu er. The control in (3.11) also gives for " su ciently small. 2
Before we proceed further, let us illustrate the construction of the asymptotic optimal control Since P is a deterministic problem and since there is no production cost, the optimal policy is a Having obtained U( ), we can obtain an asymptotic optimal control policy for the original problem P " by following (3.2)-(3.11). In Figure 2 , the dashed line represents a lifted trajectory (x 1 ( );x 2 ( )) of P given in (3.5). The dotted line stands for a sample path of the trajectory y( ) under the intermediate control w( ) in (3.7). The control w( ) is then modi ed in order to eliminate the violation of x 1 0 constraint by the trajectory y( ) between the points B and C in Figure 2 , and thus to obtain an asymptotic optimal control u (t) can be obtained similarly once the sample path of y(t) following the point G in Figure 2 is speci ed.
It should be noted that in Figure 2 , the initial state x 10 is assumed to be strictly below the upper bound x 1 = 5. Therefore, lifting of the initial state during a small initial time interval does not violate the upper bound constraint. However, if the initial state is on the line x 1 = 5, such a lifting can no longer be allowed. In this case, the squeezing procedure (3.4) is also needed.
Asymptotic optimal feedback controls
In Section 3, we have discussed asymptotic optimal open-loop controls. While asymptotically optimal, these open-loop controls are not expected to perform well unless the rates of changes in the machines' states are unrealistically large (i.e., " is very small). What is required, therefore, is a construction of asymptotic optimal feedback controls. It is the purpose of this section to construct asymptotic optimal feedback controls for a simple case of the model (2.6). To specify this simple case, we suppose that each machine has only two states: up and down. Assume that the rst and the second machines have maximum production capacities m 1 and m 2 , respectively. Therefore, the system has four machines states: k 1 = (0; 0), corresponding to both machines down; k 2 = (0; m 2 Since we are assuming c(u) = 0 as in the example in x2 and x3, we need only consider the simpler formulation of the limiting problem P, which is similar to the formulation (3.14) for the It can be shown as in 14, 11] that the optimal feedback control r (x) for P is as follows: This control is shown in Figure 4 along with the corresponding movements of the state trajectory. For example, the control in the left quadrant interior is (0; a 2 ), and it is (a 1 ; a 2 ) on its boundary on the x 2 -axis. Furthermore, the trajectory ABO is obtained by using the control (0; a 2 ) along AB and the control (a 2 ; a 2 ) along BO. The intuition behind the control is as follows. When (x 1 ; x 2 ) = (0; 0), which is also the most desirable state of the system, staying there with the use of the control r (x) = (z; z) results in the minimum possible value of zero for the objective function of P. When x 1 0 and x 2 > 0, there is no need to produce anything, since both x 1 and x 2 are in a surplus situation. Moreover, the control r (x) = (0; 0) decreases x 2 and keeps x 1 unchanged, which is desirable since c 1 < c Hierarchical control (HC). Let 1 (") and 2 (") be such that 0 1 (") M, 2 (") 0, and ( 1 ("); 2 (")) ! (0; 0) as " ! 0. We refer to ( 1 ("); 2 (")) as a turnpike point. The HC policy is de ned as follows: In Figure 5 , we have drawn the switching manifolds associated with HC. Kanban control (KC). This is a threshold type control. It is de ned as follows for some ( 1 ("); 2 (")) with 0 1 (") M and 2 (") 0:
if 0 < x 1 < 1 ("); x 2 < 2 (") (k 1 ; minfk 1 ; k 2 g) if x 1 = 0; x 2 < 2 (") (k 1 ; minfk 1 ; k 2 ; zg) if x 1 = 0; x 2 = 2 (") (k 1 ; minfk 2 ; zg)
if 0 x 1 < 1 ("); x 2 = 2 (") (minfk 1 ; k 2 ; zg; minfk 2 ; zg) if x 1 = 1 ("); x 2 = 2 (") (0; minfk 2 ; zg) if 1 (") < x 1 M; x 2 = 2 (") (0; 0) if 1 (") x 1 M; x 2 > 2 (") (k 1 ; 0)
if 0 x 1 < 1 ("); x 2 > 2 ("):
The switching manifolds for KC are also shown in Figure 6 for ease of reference.
Similarities and di erences between HC and KC
In this subsection we brie y examine di erences and similarities for the policies under consideration. In each of these policies, the idea is to get to a desirable turnpike point in the state space fairly quickly and then stay close to it thereafter. How we choose this point in each of the two policies will be described shortly. The structural di erence between the two policies is in the ways to get to the turnpike. The switching manifold x 1 = 1 (") in KC is applicable in HC only in the region x 2 2 ("). Note that the manifold in HC arises from the consideration of avoiding the capacity loss incurred wherever x 1 = 0; see 9, 14] . The presence of the manifold decreases the occupancy measure of x 1 = 0. The manifold x 1 = 1 (") in KC, on the other hand, arises from the very local nature of a threshold type policy, which it is by de nition. That is, whenever the surplus x i (t), i = 1 or 2, is below (above) the threshold i ("), the system must behave in a way to increase (decrease) the surplus. Because of this reason, even when x 2 (t) is large, machine 1 will produce when x 1 (t) < 1 ("). Clearly, a hedge is not needed when we have a large positive surplus. Machine 1 in HC, on the other hand, will produce only when x 1 (t) < 1 ("), provided x 2 (t) 2 ("). It is clear that HC is not a threshold type policy; it is simply a two-parameter policy dictated from capacity loss considerations.
While we do not know explicitly what the optimal control is, we do know that it di ers from HC and KC in two signi cant ways. One is that it has di erent switching manifolds in each of the four machine states. This means that the turnpike points are also di erent in each of the four states. The other is that the switching manifolds cannot be characterized by a nite number of parameters. Rather, they are determined by nonlinear equations of the form f(x 1 ; x 2 ) = 0. See Lou, Sethi, and Zhang 7] for these characteristics of the optimal control. Remark 4.1. If a 1 a 2 , then the Kanban control u " K is also asymptotically optimal. However, if a 1 < a 2 , it is shown in 14] that HC obtained in 14] for this case is asymptotically optimal, but KC, which is the same as u " K de ned in (4.3) even when a 1 < a 2 , is not.
Summary of computational comparisons
Sethi and Zhou 14] have constructed asymptotically optimal hierarchical controls u " (x; k) for the two-machine owshop without an upper bound on the internal bu er. Samaratunga, Sethi, and Zhou 9] have compared the performance of these hierarchical controls (HC) to that of optimal control (OC) Kanban Control (KC). Samaratunga, Sethi, and Zhou 9] analyze these computational results and provide the following comparison of HC with respect to OC and KC. We believe that these comparisons remain valid for the model with a nite internal bu er under study in this paper.
HC vs. OC. The cost of HC is quite close to the optimal cost, if the initial state is su ciently removed from point (0,0). Moreover, the farther the initial (x 1 ; x 2 ) is from point (0,0), the better the approximation HC provides to OC. This is because the di erent turnpike points used are close to point (0,0) when " is small, and hierarchical and optimal controls agree at points in the state space that are further from (0,0) or further from turnpike points. In these cases, transients contribute a great deal to the total cost and transients of HC and OC agree in regions far away from (0,0). 
Proofs of results
In this section we shall prove the theorems stated in xx3 and 4 along with required auxiliary results.
To start with, we give a lemma that concerns the Lipschitz property of the value function.
Lemma 5.1. There exists a constant C (independent of ") such that for all x;x 0 2 S, The next three lemmas concern the asymptotic property of the capacity process k(";t) for small ", which plays a critical role in the paper. For convenience in exposition in the rest of the paper, we use the convention that the phrase \su ciently small "" stands for \" 2 (0; " 0 ] for some " 0 ". ? for t at (cf. (3.6)). Hence, for t at , we have P(y 1 (t) < 0) P x 1 (t) ? y 1 (t) " 1 2 ? ] P jx 1 (t) ? y 1 (t)j " 1 2 ? ]:
Moreover, sincex 1 (t) M ? " 1 2 ? for t 0, it follows that P(y 1 (t) > M) P y 1 (t) ?x 1 (t) " 1 2 ? ] P jx 1 (t) ? y 1 (t)j " 1 2 ? ]:
According to the de nitions ofx 1 (t) and y 1 (t), we have P(jx 1 (t) ? y 1 (t)j " Then by recalling (5.3) as well as (1) and (2) De ne U(t) = ( u 1 (t); : : :; u p (t)) and let x(t) denote the state trajectory under U( ) of P. We need to prove that U( ) 2 A(x). Actually, it su ces to show that 0 x 1 (t) M for su ciently small ".
To this purpose, we rst observe that in view of Lemma 5.2, Eũ(t) = E P p j=1 fk("; t a )=k j g u(t) = P p j=1 E fk("; t a )=k j g u(t) = P p where O(y) is a function such that sup y jO(y)j=jyj < 1. 6 Concluding remarks
Owing to the presence of random machine failures and repairs as well as state constraints, exact optimal production policies for dynamic stochastic owshops are extremely di cult to obtain. We have developed a hierarchical approach to treat the problem of a two-machine owshop with a nite internal bu er. The advantage of this approach is that we only need to solve a limiting problem, which is much simpler and yet a good approximation of the original problem. We then use this solution to construct near-optimal open-loop and feedback controls for the original problem. With regards to practical implementation, however, both intuition and simulation suggest that feedback controls perform better than open-loop controls, especially when there is uncertainty present in the system. While the asymptotic result derived in Theorem 3.1 is independent of the type of controls under consideration, we are able to construct near-optimal open-loop controls for a general two-machine owshop and near-optimal feedback controls for a special case of the owshop. The feedback control obtained is similar but not identical to the Kanban control. It is as easy to implement as is the Kanban control. Moreover, its performance is somewhat better than that of the Kanban control.
Important open problems that ow from this work are extension of our analysis to m-machine owshops with nite bu er sizes, construction of near-optimal feedback controls for the general cost structure including convex production costs, and computational experiments to compare these controls (if constructed) to optimal controls (when possible) and to suboptimal controls available in the literature.
