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It is a difficult challenge to develop a feedback control system for Statistical Process 
Control (SPC) because there is no effective method that can be used to calculate the 
accurate magnitude of feedback control actions in traditional SPC. Suitable feedback 
adjustments are generated from the experiences of process engineers. This drawback 
means that the SPC technique can not be directly applied in an automatic system.
This thesis is concerned with Fuzzy Sets and Fuzzy Logic applied to the uncertainty of 
relationships between the SPC (early stage) alarms and SPC implementation. Based on a 
number of experiments of the frequency distribution for shifts of abnormal process 
averages and human subjective decision, a Fuzzy-SPC control system is developed to 
generate the magnitude of feedback control actions using fuzzy inference. A simulation 
study which is written in C++ is designed to implement a Fuzzy-SPC controller with 
satisfactory results.
To further reduce the control errors, a NeuroFuzzy network is employed to build NN- 
Fuzzy-SPC system in MATLAB. The advantage of the leaning capability of Neural 
Networks is used to optimise the parameters of the Fuzzy- X and Fuzzy-J? controllers in 
order to obtain the ideal consequent membership functions to adapt to the randomness of 
various processes. Simulation results show that the NN-Fuzzy-SPC control system has 
high control accuracy and stable repeatability.
To further improve the practicability of a NN-Fuzzy-SPC system, a combined forecaster 
with EWMA chart and digital filter is designed to reduce the NN-Fuzzy-SPC control 
delay. For the EWMA chart, the smoothing constant 0 is investigated by a number of 
experiments and optimised in the forecast process. The Finite Impulse Response (FIR) 
lowpass filter is designed to smooth the input data (signal) fluctuations in order to reduce 
the forecast errors. An improved NN-Fuzzy-SPC control system which shows high 
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Chapter 1_________________ _________Introduction and overview of thesis
Chapter 1 Introduction and overview of thesis
Statistical Process Control (SPC) is a useful technique for detecting assignable causes, 
which lead to "out-of-control" state from a production process. It is widely applied in the 
industrial and business fields to increase products or services quality and reduce costs 
(Caulcutt, 1996) (Zorriassatine and Tannock, 1998). However it can not provide the 
magnitude of adjustments or control action for feedback control. This thesis employs 
fuzzy logic, neural networks, filter and Exponentially Weighted Moving Average 
(EWMA) control chart forecasting techniques to develop an NN-Fuzzy-SPC system, 
which generates the magnitude of control action for automatic feedback control. The 
simulation results show that under the different process mean shift and variability spread 
levels, the control system gives high accurate and short delayed control action.
1.1 Introduction
Any company wishes to maintain their customers by their quality products and quality 
services. It is a key aim of management in every company. A method that uses statistical 
techniques to monitor and control the production processes for delivering quality products 
is called SPC. SPC can bring three main benefits: 1. It can reduce incorrect interpretation 
of management information. 2. It can help engineers to hold the mean on target or change 
the mean to a more profitable level. 3. By finding and eliminating the assignable causes,
1-1
Chapter 1__________________________Introduction and overview of thesis
engineer can reduce the variability in the process; this will make more acceptable 
products or services to the customer. SPC can be viewed as an important technique or 
route to promote the national economy's GNP (Caulcutt, 1996).
SPC is a useful technique to find assignable causes in processes. Nevertheless, the 
assignable causes are eliminated manually by the engineer's experiences. That is, 
traditional SPC can not provide the magnitude of adjustments or control action. This 
weakness or problem means that traditional SPC can not be applied to automatic feedback 
control.
This thesis focuses on SPC feedback control. Based on sufficient experiments and 
analysis for SPC zone rules, this thesis employs fuzzy logic technique to build a Fuzzy- 
SPC system to generate the magnitudes of control actions for adjustment of abnormal 
pattern or processes. That is, when the assignable causes are detected by SPC zone rules, 
the feedback control actions, which indicate uncertain processes mean shifts and/or 
spreads levels, are generated from fuzzy inferences. Furthermore, for different shift 
and/or spread levels, a neural network is applied to build a NN-Fuzzy-SPC system to 
optimise the parameters of the fuzzy control system, in order to increase the control 
accuracy and control capability. A combined forecaster with EWMA chart and finite 
impulse response (FIR) lowpass filter is designed for the reduction of control delay. For 
every step of development, sufficient simulation experiments are carried out which show 
satisfactory results.
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This chapter describes related research background and the main themes to the thesis. It 
involves control charts, pattern recognition (zone rules), feedback control and EWMA 
forecast. The aim of the research work and an overview of the thesis are also explained.
1.2 Related research background
Statistical process control has taken its place as a central activity in the industrial system, 
since it was first born as a special discipline in the 1920s (Grant and Leavenworth, 1988). 
Shewhart publishes his Economic Control of Quality of Manufactured Product - 
outlining statistical methods for use in production and control chart methods in 1931 
(Shewhart, 1931). The American Society for Quality Control was formed in 1946. This 
ASQC organisation promotes the use of quality improvement techniques for all types of 
products and services, and offers a number of conferences and technical publications 
(Montgomery, 1997). In the 1950s, the Cumulative Sum (CUSUM) control chart and the 
Exponentially Weighted Moving Average (EWMA) control chart were introduced by E. 
S. Page (Page, 1954) and S. Roberts (Roberts, 1959) respectively. In 1956, the Western 
Electric Handbook (Western Electric, 1956) provided a set of different classes of 
abnormal patterns as additional action rules or zone rules for Shewart chart that can 
represent the occurrence of those special or assignable causes.
Since the 1980s, there has been a profound growth in the use of statistical methods for 
quality control and improvement in America, Europe and Japan. SPC is widely utilised
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both by the manufacturing and the service sectors. Numerous books and papers are 
published in the SPC field such as control charts, pattern recognition, and SPC feedback 
control.
The idea of fuzzy sets was born in 1960s. Professor L.A. Zadeh published the first 
seminal paper on fuzzy set in 1965 (Zadeh, 1965). Fuzzy sets can be used to describe 
vague concepts or linguistic variables. Based on fuzzy sets, fuzzy logic theory provides a 
formal framework to abstract the approximate reasoning characteristics of human 
decision-marking, and offers an applicable mode of knowledge representation. The source 
of neural networks can be traced back to the 1940s. Mclulloch and Pitts presented the first 
neural model (McCulloch and Pitts, 1943). Hebb proposed the first learning rule for 
adjusting the connecting weights (Hebb, 1949). Rosenblatt developed the first perceptron 
which is used in model classification (Rosenblatt, 1958). The Back-Propagation algorithm 
(BP) was proposed by Rumelhart and Mcclelland in 1986. This algorithm can be applied 
to mapping the non-linear relationships and indicates NN's further research and 
application future (Rumelhart and Mcclelland, 1986) (Sun, 1997). Neural networks can 
simulate biological learning capabilities to map the relationship between input and output 
for complex non-linear systems. Recently, combining the explicit knowledge 
representation of fuzzy logic with the learning power of neural networks, the NeuroFuzzy 
model, which is a more useful network or model, is engendered and applied in related 
application areas (Tanaka, 1995) (Juang and Lin, 1998).
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In this research work, fuzzy logic is used to build a Fuzzy-SPC controller to generate the 
control action based on SPC zone rules. A neural network is used to optimise the 
parameters of this controller, in order to increase the control accuracy.
1.2,1 Control charts
Some reviews of various aspects of SPC, which focuses on control chart design and 
application are provided by Montgomery (1980), Vance (1983), Ho and Case (1994) and 
Woodall (1997). As fundamental tools, Shewhart control charts are used with variable 
data and attribute data to identify "out-of-control" conditions, which indicate the 
existence of non-random or special causes if a sample data goes beyond the control limits 
on control charts. Several typical recent approaches to control charts can be given below.
Delcastillo develops analytic relationships between the design variables of an X control 
chart and the production variables for a single-item stochastic demand production system. 
Practical applications include finding an X chart design to achieve certain inventory 
service level for a given production policy, or finding a production policy that maximises 
the service level given an X chart design (Delcastillo, 1995).
Mittag and Steimann examine the effect of stochastic measurement error (gauge 
imprecision) on the performance of Shewhart-type X-S control charts. It is shown that
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gauge imprecision may seriously affect the ability of the chart to detect process 
disturbances quickly or, depending on the point in time when the error occurs, the 
probability of erroneously signalling an out-of-control process state (Mittage and 
Steimann, 1998).
Chang and Gan proposes a Shewhart X chart with modified limits to adapt the integrated 
circuit (1C) process. It is used to signal the need for adjustment of controllable process 
variables for improving the process capability (Chang and Gan, 1999).
Costa presents a modification of the X chart that allows one to take supplementary 
samples. The supplementary sample is taken when the current value of X falls outside 
the control limits in order to detect the assignable causes faster (Costa, 2000). Similarly, 
some adaptive methods through changing sample interval and sample size are proposed 
by ( Runger and Montgomery 1993), ( Prabhu et al 1993) and ( Zimmer et al 2000).
An approach to p-charts using intelligent methods is proposed by Wang and Raz (Wang 
and Raz, 1998). The control charts are constructed using linguistic data suitable for 
situations where quality characteristics can not be measured numerically. The results 
show that control chart based on linguistic data are significantly more sensitive to process 
shifts than are conventional p charts. Kim and Byun proposed a fuzzy X control chart for 
the research and development (R&D) productivity evaluation. It enables the manager to
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efficiently conduct a practical and rational comparison of the R&D personnel's irregular 
and dissimilar outputs, and a researcher can accept this logical and detailed analysis of his 
performance with faith (Kirn and Byun, 1995).
For the general research of feedback control in this thesis, X and R charts are the 
detectors applied, because they are effective tools, frequently and simply used in wide 
areas. The zone rules, which are the research focus in this work, are approached based on 
the traditional X and R charts. However, the design ideas which are used in the fuzzy 
system (chapter 3 and 4) are similar (using fuzzy sets) but different (using fuzzy inference 
to generate the magnitude of feedback control action) to the related approaches of Wang 
and Raz (1998) and Kirn and Byun (1995).
1.2.2 Pattern recognition
When certain non-random patterns (such as a gradual trend) exist in a process, one or 
more special causes may be present with no breach of control charts limits. The Western 
Electric Handbook (Western Electric, 1956) provides a set of different classes of 
abnormal patterns that can represent the occurrence of these special causes. These classes 
are also called "Additional Action Rules" (Box and Luceno, 1997), "Zone Rules" (Devor 
et al, 1992) or "Pattern Recognition" (Montgomery, 1997). In the past few years, many 
papers have been published on SPC pattern recognition using expert system and neural 
networks (NN). These efforts are viewed as useful steps towards automatic on-line SPC
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for continuous improvement of quality and for real-time manufacturing process control 
(Zorriassatine and Tannock, 1998).
Cheng and Hubele provided useful insight into applications of expert systems to SPC 
charts and included a brief review and listing of relevant papers (Cheng and Hubele, 
1992). Kuo and Mital provide a review of the existing quality control expert systems and 
recommend a set of quality engineering techniques for developing a knowledge base for 
an SPC expert system (Kuo and Mital, 1993). An application of expert system in out-of- 
control pattern recognition has been carried out by Swift and Mize. Once the pattern is 
identified, the expert system supplies the user with possible causes for the out-of-control 
condition (Swift and Mize, 1995).
Hwarng and Hubele used the Back - Propagation pattern recognisers to identify unnatural 
patterns such as cycles and trends exhibited on control charts. This valuable information 
could be provided for real time process control (Hwarng and Hubele, 1993). Hwarng and 
Chong used zone rules to train and test NNs to identify non-random situations (Hwarng 
and Chong, 1995). Pham and Oztemel presented a scheme for using neural networks for 
discriminating between different types of control chart patterns. A procedure to increase 
the classification accuracy and decrease the learning time for networks is described 
(Pham and Oztemel, 1994). Smith formulated the X-bar and R control charts for 
diagnosis and interpretation by neural networks. The neural networks are trained to 
discriminate between samples from probability distributions considered within control
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limits (Smith, 1994). Chang and Aw proposed a neural fuzzy control chart for identifying 
process mean shifts: the neural network's outputs are classified into various decision 
regions using a fuzzy set scheme. This system has the ability to identify the magnitude of 
mean shift (Chang and Aw, 1996).
SPC zone rules have statistical characteristics (Rowlands, 1992). SPC zone rules can 
provide reasonable indications for assignable causes early, but they are incapable of 
adjustments or feedback control actions, or at most, they can only give some uncertainty 
implications. In this research work, based on these uncertainty implications and sufficient 
experiments, fuzzy logic is employed to generate the feedback control action. That is, 
some basic SPC zone rules are used as the antecedent conditions in a fuzzy inference 
system. Through some experiments in section 2.7 and theoretical analysis in section 2.5.2 
of chapter 2, it is not advisable to use too many zone rules in a feedback control system if 
a small type I error probability is expected. As for those applications of NN in pattern 
recognition, they are significant approaches to enable the use of SPC utility in an 
automatic system. However their weaknesses are the need for plenty of training data and 
the difficulty of outcome explanation. In a different manner to those researches of 
classification of pattern using neural networks, this research work uses neural networks to 
optimise the fuzzy controller parameters in order to increase control accuracy.
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1.2.3 SPC feedback control
Traditional SPC methods such as control charts can give an early warning of a shift in a 
process mean. SPC zone rule identification can be interpreted as an alarm based testing 
method (Guh et al. 1999a) (Spanos, 1991). However traditional SPC does not directly 
define what control actions have to be taken. Definitions of the actions to be taken is 
normally undertaken by the process and technical staff who understand the processes 
(Coulson and Cousans, 1987). In the last decade, much research has been undertaken on 
SPC feedback control and the combination of SPC and engineering process control (EPC) 
(or automatic process control (APC)) fields. In the first approach, the control action can 
be postponed, but the magnitude of the adjustment is a critical component for success 
(Ruhhal and Runger, 2000). In the second approach, SPC is used to monitor the process 
to detect assignable causes and EPC is used to reduce the effect of predictable quality 
variation (Janakiram, 1998).
Box presented some formulas for feedback control by manual adjustment (Box, 1991- 
1992). He pointed out that if this adjustment is repeatedly applied at every step, a series of 
adjustment equations are obtained and it can be summarised as a proportional integral 
(PI) control (Box and Luceno, 1997). (Montgomery et al, 1994) and (Janakiram, 1998) 
proposed integrating EPC and SPC. EPC can be used to minimise deviation from target 
due to disturbances that occur continuously and are part of the process itself, and SPC 
applied to the output deviation from target can be used to identify and subsequently 
eliminate assignable causes. The results demonstrate that the addition of an SPC chart to 
monitor output deviation from target in a system with active control is a highly effective
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way to integrate theses two strategies. They conclude that proper use of both SPC and 
EPC can always outperform the use of either alone.
In the first approach, because the adjustments or control actions are given by the 
differences between every sample and target values, it will cause frequent adjustments. In 
the second approach, SPC alarm indicates and eliminates the assignable causes. However, 
what reasonable magnitude of control action should be taken is a challenge for SPC 
feedback control. In this thesis, the magnitude of control actions are generated from fuzzy 
inference, which is designed based on SPC zone rules and substantial frequency 
distribution experiments. It has the advantages of both quick response and robustness.
1.2.4 EWMAforecast
Roberts introduced Exponentially Weighted Moving Averages (EWMA) for constructing 
control charts for the mean of a process in 1959. The EWMA chart can be viewed as an 
addition to the Shewhart charts. EWMA chart can be used for the small shifts and the 
one-step-ahead forecast in the process (Montgomery, 1997) (Box and Luceno, 1997). In 
the last decade, the EWMA chart is frequently used in process control applications 
(Luceno, 1995), the EWMA forecasts are also central to many commercial systems 
(Johnston and Boylan, 1996).
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An application of EWMA technique is developed to the principal components analysis 
(PCA) and projections to latent structures (PLS) for modelling processes with memory 
and drift in chemical processes by Wold (1994). He discussed the Exponentially 
Weighted Moving (EWM) -PCA and EWM-PLS models and the predictive control 
schemes. Box and Luceno pointed out in the engineering process control field, the mean 
level of the quality characteristic normally can be assumed to drift over time. If the 
process disturbance is represented by the integrated moving average (IMA) model, the 
EWMA of the past data has optimal properties as a forecast of the next observation (Box 
and Luceno, 1997). Unfortunately, it is sometimes difficult to estimate the smoothing 
constants needed to update the EWMA of past data (Luceno, 1995). (Johnston, 1993) 
described the relationship to compute the necessary adjustment to the smoothing constant 
with simulation results. It will enable the correct weight to be applied to data collected for 
only part of a normal forecast review interval, and thus prevent over-reaction to very 
short-term events. An approach to EWMA in business areas confirms that the EWMA 
forecasting does not remove uncertainty in the business system but sets out to measure 
and minimise it (Johnston and Boylan, 1994).
It is appropriate to apply the EWMA forecast method in this research work as it has a 
smoothing function and can minimise the uncertainty. The ideal smoothing constant or 
parameter is obtained from the results of experiments under various conditions and the 
optimisation processes in this research work.
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1.3 Aim and objectives of project
The aim of this research work is to develop a NN-Fuzzy-SPC intelligent control system. 
Fuzzy logic is investigated to generate control actions based on SPC zone rules and 
experimental analysis. A neural network is considered to optimise the fuzzy membership 
functions. The design of a combined forecaster to reduce the control delay will be 
investigated. The system designed is required to generate feedback control action to 
adjust the abnormal patterns or processes with quick response, robustness and high 
control accuracy.
The project aims to make the following contributions:
  To investigate and analyse the behaviour of five basic SPC zone rules to obtain the 
frequency distributions of process average shift levels (FDPASL).
  To design a Fuzzy-SPC inference system in which five basic SPC zone rules are 
applied to design the antecedent parts and the related outcomes of experimental 
analysis of FDPASL and subjective decisions are used to design the consequent parts.
  Design a Visual C++ program to simulate the Fuzzy-SPC system. Analyse the 
simulation results for different structures of consequent membership functions.
  To employ neural network techniques to build a NN-Fuzzy-SPC system. The 
consequent membership functions in the NN-Fuzzy-SPC can be automatically 
optimised by the neural network, in order to obtain high control accuracy.
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• Apply EWMA forecast and design a finite impulse response (FIR) lowpass filter to 
build a combined forecaster. This new forecaster is used in the NN-Fuzzy-SPC 
system to reduce the control delay.
1.4 Overview of thesis
  Chapter 2 gives an overview of SPC. Further details of the research background on 
control charts, zone rules and feedback control sections are described. Sufficient 
experiments and analysis for the frequency distribution of process mean shift levels 
are explained.
  Chapter 3 introduces some notions and algorithms of fuzzy systems. It involves fuzzy 
sets, membership function, fuzzy logic operators, fuzzy approximate reasoning and 
fuzzy logic control. Related research background and the implication of the 
investigation to the main theme of the research work are described.
  Chapter 4 exhibits the design of a Fuzzy-SPC system. Based on the outcomes of the 
analysis discussed in chapter 2 and related notions and algorithms described in 
chapter 3, a specific fuzzy system for SPC is designed by manual calculation and 
CAD (MATLAB).
  Chapter 5 describes the C++ simulation study, which is used to assess the Fuzzy-SPC 
system. As the foundation for real system design, the windows operating environment 
is designed using Microsoft Foundation Classes (MFC) and Application Wizard 
(AppWizard). As a primary approach, different shapes of membership functions are 
used to perform the Fuzzy-SPC system. Their related effects are analysed by statistics.
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• Chapter 6 gives the introduction to neural networks and neurofuzzy networks, design 
and performance of the NN-Fuzzy-SPC system. Under different process mean shifts 
and process variability spread levels, the NN-Fuzzy-SPC system feedback control 
these abnormal processes with high accuracy.
  Chapter 7 discusses EWMA forecast behaviour based on experiments for different 
smoothing constants. A FIR lowpass filter is designed to improve EWMA forecast. 
The simulation results show that this combined forecaster is successfully applied to 
the NN-Fuzzy-SPC system to reduce control delay.
  Chapter 8 completes the thesis by explaining the research conclusions, providing the 
contribution details, discussing the implementation and feasible application of the 
NN-Fuzzy-SPC system and describing the direction of future work.
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Chapter 2 Overview and approach to statistical 
process control (SPC) patterns
Traditional statistical process control (SPC) can not provide the magnitude of adjustment 
or control action for feedback control. Based on some basic notions of SPC, related 
research background and sufficient experiments, this section describes significant 
discussion and analysis for accurate and robust SPC feedback control.
2.1 Introduction
Quality Control plays an important part in most industrial systems. Its role in providing 
relevant and timely data to management for decision marking purposes is vital. A method 
that uses statistical techniques to monitor and control product quality is called Statistical 
Process Control (SPC) where control charts are test tools frequently used for monitoring 
the manufacturing process. Engineers or managers can evaluate abnormal process by 
using SPC Zone Rules in control charts.
As mentioned in chapter 1, the focus of this research work is to develop an feedback on- 
line controller based on SPC basic zone rules or alarms. Related control charts which are 
frequently used in SPC are discussed. This chapter provides the foundation for this
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research work. A brief overview of related statistic notions and methods, which are used 
in the current chapter and subsequent chapters, along with basic SPC concepts are 
introduced (section 2.2 and 2.3). Several commonly used control charts and the pattern 
recognition tool (zone rules) are presented and discussed in section 2.4 and 2.5. Section 
2.6 discusses SPC feedback control, where typical methods and applications are 
presented. Based on a large number of experiments, section 2.7 describes an initial 
approach for zone rule quantitative behaviour, magnitude comparison and their clustering 
analysis results.
2.2 Basic statistical methods
SPC is a method based on statistics. To manage or control a product or process, sample 
data must be drawn from the product or process and analysed using statistical methods. 
Frequently, the data is assumed to be or is represented as random samples, and the 
objective of statistical inference is to draw conclusions about a population based on a 
sample selected from the population (Hwarng and Chong, 1995). Some basic functions 
are defined for computing the characterisation of the data. For example, the sample mean 
x can be calculated as shown in equation 2.1.
(2.1)
and the estimate of the population standard deviation is described in equation 2.2.
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(2-2)
where xi is the sample data and n is the sample size.
The x and S statistics describe the central tendency and variability of the sample. A 
random experiment is a process that yields any one of several possible outcomes in a trial 
(DeVor, et al, 1992). The sampling distribution can thus be used to characterise this 
process.
Three distributions commonly used in the statistical analysis are the Normal distribution, 
Binomial distribution and Poison distribution.
2.2.1 Normal distribution
The most frequently encountered distribution is the normal distribution. It is used so often 
because many physical measurements of continuous variables provide frequency 
distributions that closely approximate a normal distribution with larger observations 
(Central Limit Theorem) (Montgomery and Runger, 1994) (Grant and Leavenworth, 
1988b). In statistical process control, X and R control charts, which are described in 
section 2.4.1, are established based on the normal distribution. This distribution has been 
widely applied to industrial data and can be described by a frequency curve and 
probability density function fx (x) (equation 2.3).
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2<T (2.3)
where: x is the continuous random variable,
ju and cr are the population mean and the population standard deviation. 
As an interpretation of cr, the normal curve indicates that, 68.26% of the population 
values fall between the limits defined by ju ± Icr, 95.46% of the values fall between the 
ju±2cr limits and 99.73% of the values fall within the ju±3a. That is, the population 
standard deviation measures the distance from the mean. These standard deviation 
measures are applied in SPC to generate the control limits and several zones for testing 
the data's random behaviour on the control chart (discussed further in sections 2.4.1 and 
2.5.1).
2.2.2 Binomial distribution
The binomial distribution has a wide application in engineering and statistics. It is used 
for discrete random variables and provides a basis for investigating two complementary 
categories of major interest. If a process consists of a sequence of n independent trials, 
the outcome of each trial is either a "success" or a "failure". The typical applications in 
SPC or quality control are the/7-chart and np-chart, which are described in section 2.4.4. 
Because X is a discrete random variable, fx (x) is called the probability mass function 
and is defined by equation 2.4.
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/*(*)= p*0-P)"" (2.4)
V  *  /
where ^ is the probability of "success" , x is the number of "success" and n is number 
of experiment. The mean and variance of the binomial distribution are:
P = "P (2.5) 
<r 2 =np(l-p) (2.6)
2.2.5 Poison distribution
The Poisson distribution is applied to any random phenomenon that occurs on a per unit 
(or per unit area, per unit volume, per unit time, etc.) basis (Kanagawa, et al, 1993). The 
c-chart and w-chart are applications of the Poison model in SPC. The probability mass 
function is defined as:
(2-7)
./ ./I \ / | ' ' '
where /I > 0.
There are also some other distributions that can be used in quality control. For example, 
the Hypergeometric distribution is used to design acceptance-sampling procedures. The 
Exponential distribution is used in reliability engineering as a model of the time to failure 
of a component or system. In the Weibull distribution which is a very flexible model, the
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different shapes can be made by adjusting its parameters 9 and j3. When /?=!, the 
Weibull distribution reduces to the exponential distribution with mean j/ . Similarly, the 
Gamma distribution can assume many different shapes, depending on the values chosen 
for its parameters y and A . If y = 1, the gamma distribution reduces to the exponential 
distribution with parameter A (Montgomery, 1997).
As discussed above, the normal distribution is the most frequently found distribution in 
industrial process. If the component errors are independent, but equally likely to be 
positive or negative, then the total error can be shown to have a normal distribution 
(Montgomery and Runger, 1994). For example, temperature and humidity drifts, 
vibration, cutting tool wear, rotational speed variations, variations in numerous raw 
material characteristics and variation in level of contamination, etc. Even though the 
distribution in the universe or population may not be normal, based on the central limit 
theorem (Daly et al, 1995), the distribution of the X values of samples tends to be close 
to normal when a large number of samples are taken. The larger the sample size and the 
closer to a normal the population, the closer will the frequency distribution of averages 
approach the normal curve (Montgomery, 1997). In this study, as a general approach and 
related to common problems of industrial processes, the research work is focused on the 
use of zone rules, which are implemented on X and R control charts. Their use is based 
on the normal curve or distribution. Therefore, many experiments are completed and 
analysed based on the normal distribution.
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2.3 Statistical process control
Under normal conditions, a manufacturing process should produce a product, which is 
stable and repeatable. The process must be capable of operating with little variability 
around the target of the product's quality characteristics. Statistical process Control 
(SPC) is a method that uses statistical techniques to measure, interpret and ultimately 
control product quality. It uses statistical tools to determine whether to change a process 
or leave it alone. Improving quality not only decreases cost but also produces more 
consistent products which will in turn lead to greater customer satisfaction. SPC is 
directed toward the identification and ultimate removal of the underlying causes of the 
problem. Hence the central focus of the SPC approach is that both quality and 
productivity will be enhanced (Montgomery, 1997).
To manage any process and reduce variation, the variation must be traced back to its 
source - common causes or special causes. Common causes refer to the many sources of 
chance variation that are always present to varying degrees in different processes. The 
output of a process that contains only common causes of variation form a pattern that is 
stable over time and predictable, therefore, it provides the basis for subsequent process 
improvement. Special causes refer to any assignable factors, which are often irregular, 
unstable and unpredictable. If special causes are present and affect the process, the 
process mean or variability will be shifted and will need a corrective control or 
adjustment action. As to how many control actions (or what magnitudes of adjustments) 
should be taken adjust this abnormal shift is the basis of the simulation approach in this 
research work.
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The major objective of statistical process control is to observe the occurrence of 
assignable causes of process shifts in order to take corrective action before many non- 
conforming units are manufactured. SPC can be applied to any process. It has associated 
with it seven major tools which are called "the magnificent seven" (Hwarng and Chong, 
1995): Histogram, Check sheet, Pareto chart, Cause and effect diagram, Defect 
concentration diagram, Scatter diagram and Control charts. Of these tools, the control 
chart, which was developed in the 1920s by Dr. Walter A. Shewhart of the Bell 
Telephone Laboratories, is the most technically sophisticated and more frequently used. 
The other charts play an important role in supporting the data collecting and analysis 
process.
The Shewhart control chart was developed as an on-line problem identification and 
problem-solving tool and can be summarised by the model of a classical feedback control 
process (Devor, et al, 1992). This classical feedback control loop consists of observation, 





Figure 2.1 Classical Control system of SPC
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In the observation phase, the physical system is observed by statistical sampling. In the 
evaluation phase, the control chart acts as a statistical model that describes how the data 
should behave if the process is stable and in - control. An additional tool, which is called 
zone rules, is used for identifying the data behaviour or SPC patterns based on the control 
chart data. During the diagnosis phase, the cause of the problem based on an analysis of 
the control chart is determined. The decision phase is used to formulate the appropriate 
action to eliminate the cause of the disturbance and finally the implementation phase is 
used to define the specific means to make the correction.
In traditional SPC, many phases are carried out manually. For example, the establishment 
of control charts and the selection and use of diagnosis tools. Even though some SPC 
software have been developed recently (Automation Products Ltd., 1995) (Digital 
Computations Inc., 1997), they can only generate control charts automatically from 
databases or data files. However, in the decision making phase (Fig. 2.1), which can be 
viewed as a key phase to achieve automation in SPC, the appropriate control actions are 
still derived from the process engineer's experience in existing SPC systems. It causes the 
manual achievement of implementation.
This research work aims to develop an intelligent automatic SPC feedback control 
method. All manual operations from the observation phase to the implementation phase in 
SPC can be improved by automating the operations through the use of a computer system. 
Control charts, which are basic SPC tools, are introduced in the next section. Zone rules 
are discussed in section 2.5.
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2.4 Control charts
A control chart is a production process monitoring technique. It is widely used in many 
areas for detecting the occurrence of assignable causes or process shifts, and helps 
managers or engineers to identify the process variability. Normally the control chart 
contains a centre line (CL) which describes the average value of the product quality 
characteristics, upper control limit (UCL) and lower control limit (LCL) which indicates 
the range of the quality variability. These three parameters are determined in the "in - 
control" state. When a point is plotted outside the control limits, or even if all the points 
fall inside the control limits but they behave in a systematic or non-random manner, then 
this is an indication that the process is "out-of-control".
Control charts can be classified as two general types: variable control charts and attributes 
control charts. The variable control charts are used if the quality characteristic can be 
measured as a number on a continuous scale of measurement. In this type, the X chart is 
the most widely used for monitoring process central tendency, and an R chart or an S 
chart used to measure the process variability. The Exponential Weighted Moving 
Averages (EWMA) chart and the Cumulative summation (CUSUM) chart, can be applied 
in testing for abnormal processes with small trends (Montgomery, 1997). Attributes 
control charts are used for quality characteristics that can not be measured on a 
continuous scale. There are two types of charts in this case: fraction or number of 
defective (non-conforming) charts and number of defects (non-conformities) charts 
(Devor et al, 1992). The/>-chart and np-chart belong to the first type: each unit (or item) 
of product is judged as either conforming or non-conforming (defective) corresponding to
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whether or not it possesses certain attributes, which gives rise to the Binomial 
distribution. The second type is used to describe the number of defects, errors or faults in 
a product, c-chart and w-chart belong to this type which is described by the Poisson 
distribution (Oakland, 1996).
X charts, R charts and EWMA charts, which are important tools in this research work, 
are introduced in sections 2.4.1 and 2.4.3 respectively. X and S charts, CUSUM charts 
and attribute control charts are briefly mentioned in sections 2.4.2 and 2.4.4. Finally in 
section 2.4.5, the related research background and research work are described.
2.4.1 X-bar (X) chart and R chart
Many quality characteristics can be expressed in term of a numerical measurement for 
data analysis. If the measured quantity is expressed as a number on some continuous 
scale, it is called a variable. A control chart is used to represent the sample variable or 
quality characteristics. In statistical language, the Shewhart control chart is a test of an 
hypothesis (Devor et al, 1992). The sample data is judged to determine whether or not it 
indicates the presence of a special cause of disturbance.
When dealing with a quality characteristic that is a variable, it is usually necessary to 
monitor both the mean value of the quality characteristic and its variability. Control of the
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process average or mean quality level is usually performed with the X chart. Process 
variability can be monitored with the R chart or S chart. The R chart estimates the 
process standard deviation indirectly by a simpler calculation and is widely used when the 
sample group size is constant and less than 10 (Hwarng and Chong, 1995). The S chart 
estimates the process standard deviation directly and it is used for larger or variable 
sample sizes (Montgomery, 1997). For this research work, as a basic approach, the 
sample group size is kept constant and takes the value of 5 which is suggested by Grant 
and Leavenworth (1988b). Therefore, X chart and R chart are applied as the testing tools 
in this research work.
For the X chart, the CL represents the process (population) average X (i.e. average 
sample mean), the UCL and LCL indicate the range of sample average variability. For the 
R chart, the CL represents the average range, the UCL and LCL indicate the range of 
sample range variability. Suppose that a quality characteristic is distributed normally with 
the mean ju and standard deviation a, n is sample subgroup size and m is number of 
sample subgroups, and the sample value is described by xij . Related parameters can be 
calculated as:
1. Average of each subgroup Xi given by:
(2.8)
n
2. Range of each subgroup /?, is given by:
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(2-9)









5. For X chart, the parameters UCL,LCL and CL are calculated as follows:
- =X + —-=R=X + A2 R (2.12)
^^= =^ "5 -"-
= X-1>(7- =X-——=R=^-A2 R (2.13)
CL = X (2.14) 
6. The parameters UCL, LCL and CL for R chart are calculated as follows:
R=D,R (2.15) 
d
— R=D3 R (2.16)
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CL = R (2.17)
R ~R
where d2 is the expected value of   and d3 is the standard deviation of  o- a
A2 , D3 and D4 are constants and can be found in most SPC textbooks (Devor et al, 
1992).














Figure 2.2 X and R control charts
2.4.2 X-bar (X ) and S control chart
When the sample size n is larger than 10 or 12, or the sample size n is variable, the X 
and 5" charts are preferable to replace their counterparts of X and R charts. In this case, 
the range method for estimating variability loses statistical efficiency for moderate to 
large samples (Montgomery, 1997). S is the sample standard deviation and can be
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LCL = X ———= (2.23)
where
(224)
2.^. J Exponentially weighted moving average (EWMA) chart
The use of Exponentially Weighted Moving Averages (EWMA) for constructing control
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charts for the mean of a process was introduced by Roberts (Roberts, 1959). If the zone 
rules (described in section 2.5) are viewed as an addition to Shewhart charts, then the 
EWMA is another addition to the Shewhart chart. EWMA can be used to detect small 
shifts in the process (Montgomery, 1997).
EWMA control charts have the following advantages (Mathworks, 1998):
1. They represent smoothed sample means.
2. Can be used for individual measurements when the cost of inspection is high or when 
expensive destructive testing is involved.
3. Its forecast function can be used for "one-step-ahead" prediction for the process.
The generic formula for the EWMA model is:
x, =*xl +0x,_l (2.25)
where x, and jc,_, are EWMA values, and x, is the current sample value.
A and 9 are smoothing parameters, and A = 1 - 9 .
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where W( _t is the weight associated with the observation jc,_,., /' is the backwards count of 
the sequence of number of observations, and x,_t j=0 = jt, is the current observation.
Figure 2.3 illustrates that using a larger value of /I (or small 9 ) results in more emphasis 









Figure 2.3 Exponential weights for A = 0.6 and 0.2
The use of exponential smoothing for forecasting was first arrived at empirically on the 
grounds that it was a weighted average with the property of giving most weight to the last 
observation and less to the next-but-last and so on (Montgomery and Runger, 1994). If 
given recent observation x,, then an estimate xl+l of the next data xl+l can be obtained
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by:
xl+1 =/fr, +0x, (2.27)
EWMA statistic can be considered as a "one-step-ahead" prediction for the process 
(Lucas and Saccucci, 1990), and it allows the system's behaviour to be forecast. 
Therefore, the EWMA statistic has the property of being useful for feedback control 
because the prediction can be used to adjust the process (Rius et al, 1998). This 
advantage of a EWMA chart will be applied in the chapter 7 to forecast the process 
average shift level at the first observed abnormal point.
2.4.4 Overview of other control charts
1. Cumulative summation (CUSUM) chart
The Cumulative Summation (CUSUM) control chart was first proposed by Page (Page, 
1954). Similar to the EWMA chart, the Cusum control chart is a good alternative to detect 
the small shifts in process mean and variability. The Cusum chart directly combines all 
the information in the sequence of sample values by calculating the cumulative sums C, 
of the deviations of the sample values from a target value.
2. /7-chart
As was mentioned previously, the />-chart belongs to the fraction of defective attribute 
control charts (Oakland, 1996). The p - chart is used for fraction rejected as non- 
conforming to specifications where the subgroup size is varying (Grant and Leavenworth,
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1988a). Thep is estimated by a ratio of the sum of units rejected and the total number of 
samples inspected.
3. «p-chart
The np - chart belongs to the number of defective attribute control charts (Oakland, 
1996). The np - chart is used for number of non-conforming items where the subgroup 
size is constant (Grant and Leavenworth, 1988a). The statistics np is the multiplication of 
sample size n and statistics;?, which is mentioned above.
The Hp-chart is a slight modification of the /7-chart. Some users prefer this chart as the 
number of defectives can be plotted directly without having to carry out a division to 
obtain the fraction of defectives (Ledolter and Burrill, 1999).
4. c-chart
The c-chart is the number of defects (non - conformities) attribute control chart. It is used 
for number of non-conformities where the subgroup size is constant (Oakland, 1996). 
This chart usually assumes that the occurrence of non-conformities in samples of constant 
size is well modelled by the Poisson distribution (Montgomery and Runger, 1994).
Suppose C is the number of defects in a sample of units, where C is a Poisson random 
variable with parameter /I (Montgomery and Runger, 1994). If the parameter /I is 
unknown, it can be estimated by c, which is the average of defect numbers for total 
examined units.
2-19
Chapter 2__________Overview and approach to statistical process control (SPC) patterns
5. w-chart
The u-chart is the number of defects (non-conformities) per unit chart. The u-chart is 
used for number of non-conformities per unit where the subgroup size is allowed to vary 
(Oakland, 1996). The statistics «,. is determined as a ratio of the total defects in the ith 
sample and the ith unit (or subgroup) size. The statistic u is estimated by u which is the 
average of w, for total samples examined.
2.4.5 Overview of research background in control charting
Many research papers have been published on the construction and application of control 
charts. Several typical approaches are summarised below. The research background for 
EWMA chart is discussed with its application in chapter 7.
Krishnan and Gitlow applied X and R charts to improve the quality in the treatment of 
cold gas plasma. By varying the conditions of cold gas plasma treatment, it is possible to 
obtain a particular effect on the surface of a polymer. They used a cold gas plasma to 
improve the wettability of the surface of a plastic cuvettes. If the liquid meniscus 
measurement falls below the LCL on the control chart, the cuvette is not acceptable. If the 
meniscus data is over the UCL, it is not desirable because it increases the cost. This 
research work produced benefits to the internal customers of the cold gas plasma 
treatment process in the form of reduced rework costs from not recycling cuvettes and 
decreased surface degradation to cuvettes due to fewer cold gas plasma treatments. It also
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yielded benefits to the external customers of the final product through increased on-time 
delivery, decreased scrap rates and increased quality (Krishnan and Gitlow, 1997).
Wu proposed a scheme for single X control chart. A single X chart can obtain the same 
or even greater detecting effectiveness than the combination of X chart and S chart, 
especially when the magnitude or the frequency of the mean shift is greater than that of 
the standard deviation shift (or spread). In this scheme, effort spent in designing and 
maintaining the S chart, which is more difficult to handle and understand than the X 
chart can be spared (Wu, 1994). A computer-aided design is necessary for this single X 
chart.
Some modifications have been proposed to enhance the performance of the conventional 
control chart. That is, the adaptive control chart has been developed to increase the 
efficiency of detecting a shift in the process mean. The first approach was based on 
varying the sample interval. When the process is in control, the samples are taken using a 
longer sample interval. Conversely, when the process emerges as "out-of-control", a 
shorter sample interval is selected (Runger & Montgomery, 1993). The second approach 
focus on adapting the sample subgroup size. The threshold limits are proposed inside the 
three-sigma control limits that are used to indicate when an increase in the sample size is 
needed (Prabhu et al, 1993). Zimmer et al presented several adaptive control charts that 
include changing the sampling interval, the sample size or both according to rules based 
on the value of the sample statistic. The results show that the adaptive control chart
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schemes improve the control chart performance and the improvement is relatively modest 
(Zimmer et al, 2000).
Goh developed an alternative set of decision rules (or patterns) for a low defect process in 
c-chart. These additional rules were based on the Poisson distribution for the number of 
defects in single samples as well as the Binomial distribution for the occurrence of defects 
in successive samples. The abnormal patterns or alarms can be obtained through the 
statistics c, value and occurrence probability. This approach is useful for the monitoring 
and control of manufacturing processes that give rise to only a very small number of 
defects in the products (Goh, 1991).
In this thesis, the X and the R charts are applied to the general research of feedback 
control. They are effective tools, which are frequently and simply used in a wide range of 
applications. The use of zone rules, in particular is the research focus of this research 
work, based on the standard X and R charts. The X chart is used in chapters 5, 6 and 7 
and the R chart is used in chapters 6 and 7 to measure, analyse and control the abnormal 
behaviour of a simulated process. The EWMA chart is also used with an optimal 
smoothing constant for the forecasting of the process average shift in chapter 7. The 
applications of other control charts with emphasis on small shifts, adapting the X control 
charts parameters, are left for future work.
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2.5 Zone rules
As mentioned in section 2.3, the SPC task in the evaluation phase is the identification of 
abnormal patterns using control charts and zone rules. When points fall on the chart at 
random positions between control limits, common causes and no abnormal conditions are 
indicated and require no control action. When a point falls outside the control limits or a 
group of points are drawn as some regular patterns, this indicates that some assignable 
cause or special cause was present and suggests the need for corrective action. Normally 
this procedure is called control chart interpretation (Zorriassatine and Tannock, 1998) or 
SPC pattern recognition (Hwarng and Hubele, 1993).
An overview of zone rules is described in section 2.5.1, the number of zone rules used 
and false alarm probability are discussed in section 2.5.2. In section 2.5.3, the research 
background in zone rules and the research planning in zone rules are presented.
2.5.7 Overview of zone rules
The zone rule concept is a traditional tool in SPC pattern recognition. Often, the regular 
or unnatural patterns contain extreme points, too many points near the control limits or 
points in a run above or below the centreline. They can often be identified by the 
examination of the charts. Several specific tests called rules or zone rules have been 
developed for identifying the presence of unnatural patterns in the charts. The tests are
performed by dividing the distance between the upper and lower control limits on the X
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charts into C, B and A zones defined by ±cr^,±2cr-and ±3cr^ (Devor et al, 1992), 
(Montgomery, 1997). Several commonly used rules are described in this section.
The Western Electric Handbook (1956) suggests a set of decision rules for detecting 
unnatural patterns. Specifically, the Western Electric rules (WER) conclude that the 
process is "out of control" if any of the following conditions are met (Montgomery, 
1997), (Box and Luceno, 1997):
WER 1: A single point lying beyond the three - sigma limits. 
WER 2: Two out of three consecutive points lying beyond the two - sigma limits. 
WER 3: Four out of five consecutive points lying beyond the one - sigma limits. 
WER 4: Eight consecutive points lying on one side of the target value.
More detailed rules (zone rules) have been proposed by Devor (Devor, et al, 1992):
Zone Rulel: The existence of a single point beyond a control limit signals the process of 
an out-of-control condition (extreme point a in Fig. 2.4). Zone rulel can be used on both 
X and/? chart (WER1).
Zone Rule2: The existence of two of any three successive points in zone A or beyond 
signals the presence of an out-of-control condition (second abnormal point b in Fig. 2.4). 
Zone rule2 is used on X chart only (WER2).
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Zone RuleS: The existence of four of any five successive points in zone B or beyond 
signals the presence of an out-of-control condition (fourth abnormal point c in Fig. 2.4). 




Figure 2.4 The abnormal points
Zone Rule4: When six successive points increase or decrease continuously, a systematic 
trend in the process is signalled (sixth abnormal point d in Fig. 2.4). It can be used on 
both X and R charts.
Zone RuleS: Eight or more successive points either strictly above or strictly below the 
centreline indicates that the process mean (in X chart) or variability (in R chart) has 
shifted from the centreline (eighth point e in Fig. 2.4). This rule can be used on both X 
and R chart (WER4).
Zone Rule6: When 14 successive points oscillate up and down on the chart, a systematic
2-25
Chapter 2__________Overview and approach to statistical process control (SPC) patterns
cyclic trend in the process is signalled. It can be used on both X and R charts.
Zone Rule?: When eight successive points occurring on either side of the centreline avoid 
zone C, an out-of-control condition is signalled. It is for X chart only.
Zone RuleS: When 15 successive points on the chart fall in zone C only, to either side of 
the centreline, an out-of-control condition is signalled. It is used on X chart only.
Oakland suggests the three Action, Warning and Stable zones which are defined by
X ± 3cr-, X ± 2cr- and centre line X for testing the in-control condition (Oakland, 
1996):
Rule 1: No mean or range values, which lie outside the Action Limits (same as UCL and 
LCL shown in Fig. 2.4).
Rule 2: No more than 1 in 40 values between the Warning and Action Limits (shown as 
zone A in Fig. 2.4).
Rule 3: No incidence of two consecutive mean or range values which lie outside the 
same Warning Limit on either the mean or the range chart (shown as zone A in Fig.2.4).
Rule 4: No run or trend of five or more which also infringes a warning or action limit 
(zone A or outside of UCL / LCL in Fig. 2.4).
Rule 5: No runs of more than six samples mean which lie either above or below the 
Grand Mean (centre line CL showed on Fig. 2.4).
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Rule 6: No trends of more than six values of the sample means which are either rising or 
falling in the stable zone (same to that existing in zone B and C which are shown in Fig. 
2.4).
There are also some different types and names of unnatural patterns defined in some 
published papers. Five abnormal patterns of upward shift pattern, downward shift pattern, 
upward trend pattern, downward trend pattern and cycle pattern have been recognised by 
a neural network (Guh and Hsieh, 1999). Six abnormal patterns which includes the five 
patterns mentioned above and a systematic pattern were identified by Guh et al (1999b). 
These patterns are contained in zone rule 1 ~ zone rule 8 mentioned above. Some of the 
major problems associated with the analysis of control chart patterns are summarised by 
Cheng (Cheng, 1997). For example, a cycle contaminated with noise, a shift being 
misinterpreted as a trend, detecting a shift in a trend, detecting a shift in a cycle, and 
detecting a shift in a mixture.
SPC zone rules are useful tool for pattern recognition. Many rules have been developed 
based on related processes. The question is, is it better to employ more rules in any 
particular process? Section 2.5.2 addresses this issue.
2.5.2 The problems of zone rules and the number of zone rules employed
Zone rules can be viewed as supplemental sensitising criteria and additional action rules
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for the Shewhart control chart (Box and Luceno, 1997). Zone rule 1 (section 2.5.1) is 
called a standard action signal, and the other rules discussed in section 2.5.1 can be called 
sensitising rules which are used to increase the sensitivity of control charts to a small 
process shift in order to respond more quickly to the assignable cause.
However it is not good policy to employ more and more sensitising rules for any process. 
(Champ and Woodall, 1987) found that selecting which rule to use can improve the 
ability of the control chart to detect smaller shifts, but the "in-control" average run length 
can be degraded substantially. The average run length (ARL) is defined as the average of 
the number of samples that are plotted until the plotted process characteristic exceeds the 
control limits for the first time. However, the more rules used, the higher the probability 
that the process is stopped unnecessarily where the "in-control" average run length is 
obviously reduced (Ledolter & Burrill, 1999).
Suppose that k rules have been used and the ith criterion has type I error (or false alarm) 
probability a,., then the overall type I error or false - alarm probability a for the 
decision based on all A: tests is defined by (Montgomery, 1997):
(2-28)
The error a will increase with an increase in the number of rules k. Therefore, in general, 
care should be exercised when using several decision rules simultaneously. That is, the
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sensitising rules need to be used with considerable caution, as an excessive number of 
false alarms can be harmful to an effective SPC program. If more supplemental rules are 
applied to the chart, the decision process becomes more complicated, and the inherent 
simplicity of the Shewhart control chart is lost (Montgomery, 1997).
The first problem of sensitising rules is extremely important for implementation or 
control process. Based on the discussion above, for general control with a longer "in- 
control" average run length and small error a, and in order to reduce the process 
disturbance, this research work employs zone rule 1 to zone rule 5 only, since the 
majority of these rules are additional action rules which are suitable for feedback control 
(Box and Luceno, 1997). Furthermore, a previous average position will be calculated in 
the controller, which is described in chapter 6 in order to compensate and reduce the error 
a and increase the control robust function.
2.5.3 Research in pattern recognition
In the past few years, many papers have been published on SPC pattern recognition using 
expert systems and neural networks (NN).
Hwarng and Hubele used the Back - Propagation pattern recognisers to identify unnatural 
patterns such as cycles and trends exhibited on control charts. This valuable information 
could be provided for real time process control (Hwarng and Hubele, 1993). Hwarng and 
Chong used zone rules to train and test NNs to identify non-random situations. They
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suggested that the identification of non-random patterns, can be achieved using either a 
special purpose system detecting only one type of pattern but in its variety of forms; or a 
general purpose system detecting all the possible classes of patterns (Hwarng and Chong, 
1995). Pham and Oztemel presented a scheme for using neural networks for 
discriminating between different type of control chart patterns. A procedure to increase 
the classification accuracy and decrease the learning time for the Learning Vector 
Quantization (LVQ) networks is described (Pham and Oztemel, 1994). Smith formulated 
the X-bar and R control charts for diagnosis and interpretation by neural networks. The 
neural networks are trained to discriminate between samples from probability 
distributions considered within control limits and those which have shifted in both 
location and variance, and to predict future points from processes which exhibit long - 
term or cyclical drift (Smith, 1994). An alternative approach to SPC using artificial neural 
network technique and comparing its performance with that of the combined Shewhart - 
CUSUM schemes has been undertaken by Cheng (Cheng, 1995). This paper is concerned 
with the detection of gradual trends and sudden shifts in the process mean. The extensive 
comparison shows that the proposed network has 20-40% faster detection of small 
process changes than the combined Shewhart-CUSUM control schemes. Guh and 
Tannock investigated the detection of concurrent patterns where more than one pattern 
exists simultaneously. The Back - Propagation Network system was used and two 
evaluation scenarios were evaluated: in the first, unnatural patterns are already present; 
while in the second, patterns may appear progressively at any time. Numerical results are 
provided that indicate that the pattern recogniser can perform very well in the first 
scenario, while it performs effectively but with deficiencies for some specific pattern 
combinations in the second approach (Guh and Tannock, 1999). Chang and Aw proposed
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a neural fuzzy control chart for identifying process mean shifts: the neural network's 
outputs are classified into various decision regions using a fuzzy set scheme. This system 
has ability to identify the magnitude of mean shifts (Chang and Aw, 1996). An 
application of an expert system in out-of-control pattern recognition has been carried out 
by Swift and Mize. The expert system looks for the following patterns of variation: trend, 
cycle, mixture, shift and stratification. Systematic and statistical significance tests as 
interpretative rules are used to determine the pattern of variation. Once the pattern is 
identified, the expert system supplies the user with possible causes for the out-of-control 
condition (Swift and Mize, 1995).
Some published papers described above, indicate that the neural network technique is a 
favourite and frequently used technique in pattern recognition. The neural networks can 
map the non-linear input/output relation through the learning process without any 
predefined conditions. Pattern recognition is a typical application of NN's, and successful 
results can be obtained but adequate data are necessary. This is especially true for a 
general purpose system which is used to detect all the possible classes of patterns or 
different type of control chart patterns (Hwarng and Chong, 1995) (Pham and Oztemel, 
1994). If too large a number of training data are used to build a recognition system or too 
specific objective applications are developed, their utility and practicability will be 
debased, even though much significant research has been undertaken such as the normal 
and shifted pattern (Smith, 1994), gradual trends and sudden shifts (Cheng, 1995) and the 
detection of concurrent patterns (Guh and Tannock, 1999). Considering the research 
discussed above and their drawbacks, the use of fuzzy logic to generate magnitude output
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(not classification number only) may provide a means to overcome these shortfalls. In this 
case, a more important advantage is that the magnitude outputs generated from fuzzy 
logic are more accurate than classification numbers which roughly map the relationship 
between input and output, are determined or obtained from a NN (Chang and Aw, 1996).
Fuzzy logic can map input/output relation in non-linear systems based on human 
inference logic. The numerical or magnitude outputs can be derived from natural 
language by fuzzy logic. The fuzzy logic and neural network notions and further 
applications will be introduced in chapters 3, 4 and 6.
This thesis uses fuzzy subset theory in SPC. Namely, the traditional control chart 
concepts are kept but fuzzy logic is used to interpret the zone rules. This forms the basis 
of a new Fuzzy-SPC Evaluation and Control system which results in a numerical control 
action which can be used as the output instruction in an SPC process or a supervisory 
control system. The design of fuzzy-SPC controller is described in chapter 4. The 
simulation of the numeric control action, which is used to adjust the process mean to 
obtain an improved quality performance of the system, is illustrated in chapter 5.
2.6 SPC feedback control
Statistical process control originated in the discrete parts industry, and is frequently 
employed for process monitoring. SPC zone rule identification can be interpreted as an 
alarm based testing method (Guh et al, 1999a) (Spanos, 1991), It can provide the
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indication when an abnormal point appears. Traditional SPC however does not directly 
define what control actions have to be taken. Definitions of the actions to be taken is 
normally undertaken by the process and technical staff who understand the processes 
(Coulson and Cousans, 1987).
Box presents a formula for feedback control by manual adjustment (Box, 1991):
x, =Xl -X,_,=-*(yl -T) (2.29)
o
where x, is called adjustment at time /,
X, is the compensatory variable state at time t,
y, is measurement value at time /,
Tis measurement target and A. and g are coefficients.
He also points out that if this adjustment is repeatedly applied at every step, a series of 
adjustment equations are obtained which can be summarised as a proportional integral
(PI) control (Box and Luceno, 1997). Equation 2.29 indicates that the adjustment x, can 
be obtained by computation based on every sample data.
Montgomery et al proposed an integrating Engineering Process Control (EPC) and SPC 
study. They pointed out that the integration of EPC and SPC has potentially desirable 
results. EPC can be used to minimise deviation from the target due to disturbances that 
occur continuously and are part of the process itself, and SPC applied to the output
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deviation from target which can be used to identify and subsequently eliminate assignable 
causes. Combined EPC/SPC control results in this study always result in the reduction of 
overall variability if the system experiences certain external assignable causes. The results 
demonstrate that the addition of an SPC chart to monitor output deviation from target in a 
system with active control is a highly effective way to integrate theses two strategies. 
They conclude that proper use of both SPC and EPC can always outperform the use of 
either alone (Montgomery et al, 1994).
Box et al compares SPC and engineering process control (EPC). In feedback control, 
quality practitioners frequently need to adjust processes. Familiar monitoring devices 
such as Shewhart charts are inappropriate and inefficient for this purpose, but simple 
ideas from EPC can be readily put to use. They pointed out that it is necessary to clearly 
distinguish between the detection of signals in process noise by process monitoring and 
the estimation of the level of the current disturbance needed for compensation by 
feedback control. Both should be used but not confused (Box et al, 1997).
Janakiram pointed out the main purpose of SPC is to look for assignable causes in the 
process data. EPC is used to monitor the process output, compare it with the target, and 
make compensatory adjustments to the process input on a regular basis to keep the output 
on target. He proposed a combination scheme of SPC and EPC in a powder loading 
operation for an automobile air-bag initiator. In the blending operation, the flow 
properties of the powder is a function of density that in turn depends on the humidity
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(disturbance) and amplitude of vibration of the feeder bowl. Too much powder will lead 
to delay in firing, and too little powder will lead to insufficient explosion pressure. X 
and R charts are used to monitor the average powder weight at fixed intervals. If the 
powder weight has drifted to an "out-of control" condition, the amplitude of the vibrator 
bowl then is adjusted on demand by the EPC of machine. This paper shows effective 
application of SPC/EPC integration in order to achieve the desired goal (Janakiram, 
1998).
As discussed above, it is very significant to combine SPC and EPC technologies to build 
a hybrid control system in order to improve both the efficiency of SPC adjustment and the 
control quality in EPC. To achieve this target, this research focuses on the SPC zone rules 
and control charts to generate the magnitude control action for SPC adjustment. The 
abnormal phenomenon which is described by sensitising zone rules will be captured, and 
the specific numerical feedback control action will be generated from the fuzzy inference 
or fuzzy - SPC controller (chapter 4). After the feedback control, the process behaviour 
and control errors will be displayed and analysed (chapter 5). If the control result is larger 
than a predefined limit, a neural network will be used to optimise the parameters of the 
Fuzzy - SPC controller, until the best control results are obtained (chapters 6 and 7).
Before considering the design of the feedback Fuzzy-SPC controller, the frequency 
distributions of abnormal process averages which are detected by zone rules should be 
adopted for building the membership functions.
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2.7 The frequency distribution of process average shift levels
This section describes an approach to determine the frequency distribution of process 
average shift levels which are detected by zone rules 1 to 5 at the first abnormal point 
(FDPASL at FAP), or the occurrence frequency of the first abnormal point (FAP) tested 
by each zone rule. This was undertaken in order to answer two questions: Which shift 
level occurred, and how often did it occur at the first abnormal point (control point)? The 
outcomes of this analysis are used to build fuzzy consequent membership functions.
A simulation program was executed in MATLAB. 500 random data were generated in 
software and the subgroup size chosen was 5 where 100 X values are tested by SPC zone 
rule 1~5. The normal random data subject to standard normal distribution (0,1) was used. 
To simulate a disturbance, the process mean was shifted from 0.1 cr to 1.5 a , where a is 
population deviation. In these simulations, a was replaced by its estimate value, which is 
the process standard deviation (SD). Shifted processes still follow normal probability 
distribution but have different means. For each shift level, the program ran 100 times to 
obtain the 100 first abnormal points behaviour which includes computing the zone rule 
number, process average, the average of 5 data before FAP and the average of 5 data after 
FAP. This process was repeated three times and a total of 4500 FAPs were obtained and 
used to compute the average of occurrence frequencies.
Table 2.1~Table 2.3 summarises the FDPASL at the FAP. The sample details are 
presented in the Appendix A.I. In these tables, columns indicate the different zone rules
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(ZR1-ZR5) which are used to test the FAP and rows indicate the different process 


































































































































































































Table 2.2 The FDPASL at the FAP in No.2 group
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Table 2.4 The averages of FDPASL at the FAP
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No. (1) ~ No. (3) in Figure 2.5 show the FDPASL at the FAP for Table 2.1-2.3. No. (4) 
in Figure 2.5 is plotted from Table 2.4. Fig. 2.5 shows that each frequency distribution 
curve has central tendency. The central values or domains indicate related zone rules, 
which are used to test the FDPASL at the FAP. The peak values of distribution curves 
occur at 0.1 SD, 0.5SD, 0.8SD and 1.5SD which can be viewed as the central values of 
four possible shift ranges corresponding to zone rules 5, 3, 2 and 1 respectively. This 
value is used as the adjustment values range or control range in section 4.2.1 of chapter 4. 
Since the occurrence frequency of zone rule 4 is too small in this work, there is no 
particular control range for it. Its control actions depend on other rules (Appendix B.5).
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Figure 2.5 Frequency distributions
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Figure 2.5 shows that there are some overlaps below the 0.2 frequency line. These 
overlaps can cause control errors if only the SPC zone rules are used to generate the 
control actions. Since the FAP occurs with some randomness, even though it has a central 
tendency there are some overlaps. Some additional modifications are required to reduce 
this control error.
Tables 2.5-2.7 describes the improved FDPASL at the FAP based on Tables 2.1-2.3. 
That is, the average of 5 data after FAP is used to modify the SPC zone rules. The details 
of the modified frequency data of tables are presented in Appendix A.2. Table 2.8 

































































































Table 2.5 Modified FDPASL at the FAP in No. 1 group
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Table 2.7 Modified FDPASL at the FAP in No. 3 group
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Table 2.8 The averages of modified FDPASL at the FAP
No.(l)~No.(3) in Figure 2.6 show the modified FDPASL at the FAP summarised in Table 
2.5-2.7. No.(4) in Figure 2.6 is the average (Table 2.8). Figure 2.6 shows that the 
overlaps are much reduced. The shapes of the distribution curves are close to the triangle 
form. No.(4) in Fig. 2.6 is used as a design basis to build the consequent membership 
functions in fuzzy inference system in chapter 4.
No.(4) in Figure 2.6 also can be expressed by approximately a normal probability 
distribution. It is well known that the value of /j determines the centre of the normal 
probability density function (Montgomery and Runger, 1994), the random data occurring 
around values of ju have higher probability than at other points.
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Figure 2.6 Modified frequency distrib utions
As discussed at the beginning of this section, the random data, which are generated by the 
simulation program, are subject to normal distribution. The FAP occurrence probability 
still follows a normal distribution. This is because in a shifted process, FAP occurs 
around the shifted new centre, which indicates the related testing zone rule has a higher 
probability.
The normal probability density function is given by:
/(*) = -oo < x < co (2.30)
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If the average (0.1335) of the standard deviation, which is shown in Table 2.4 is chosen 
for process variation cr, and x takes value from 0.2SD to 1.1 SD, the central values 
0.2SD, 0.5SD, 0.8SD and 1.1 SD which are shown in table 2.4 and No.(4) in Fig. 2.5 that 
indicate related testing zone rules (ZR 5, 3, 2 and 1) are chosen for process mean //, then 




























































Table 2.9 Outcomes of density function
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For a comparison between No.(4) in Fig. 2.6 and Fig. 2.7, the distribution curves have 
similar form.
2.8 Conclusion
Statistical process control is an effective technique in management and process control 
fields. It can be found in many (perhaps all) industries to maintain and improve product 
qualities (Caulcutt, 1996). The control charts are prominent tools in SPC. X and R 
control charts are simple and effective tools and are frequently used in many applications 
to identify "out-of-control" conditions. As additional action rules, zone rules are 
developed to increase the detection sensitivity of control charts. From this, SPC pattern 
recognition became a very active research section. The neural network-SPC pattern 
recognition, which aims to provide on-line measurement and automation are very 
significant approaches. Their weaknesses are that plenty of training data are required and 
the results are relatively rough. In the SPC feedback control research section, what 
magnitude of adjustment or control action should be taken is a big challenge. However, it 
can be generated from the difference between the target and every sample data. For a 
random process, this method can easily cause control vibration and incorrect control 
action such as "tampering" which indicates the reaction to the common causes (Latzko 
andSaunders, 1995).
The aim of this research work is to give more accurate and robust control action. The
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control actions are generated from fuzzy inference (chapter 4) which is based on basic 
SPC zone rules. Before the design of this fuzzy system, how many number of zone rules 
should be selected and which shift level and how often it occurs (frequency distribution of 
process average shift levels (FDPASL)) are approached. For the number of zone rules, 
too many rules will cause an increase in type I error. For FDPASL, particular control 
action ranges, which are indicated by the FDPASL at the first abnormal point (FAP), are 
obtained for zone rules 1, 2, 3 and 5. As for zone rule 4, the control action to be taken 
depends on other zone rules.
2.9 Summary
This chapter introduced some basic knowledge of statistical methods and of statistical 
process control. As important elements or tools in SPC, control charts are described. 
Several frequently used types of control chats are summarised and analysed with their 
advantages and application areas. SPC zone rules are the foundations for SPC pattern 
identification. It is also the focus in this research work. A discussion proposes that, too 
many zone rules selected will cause an increase of the type I error. An overview of 
research background in control chart, pattern recognition and SPC feedback control are 
explained. Specific behaviour of "out-of-control" conditions in magnitude at different 
zone rules are important foundations for building fuzzy membership functions and if-then 
rules. This is approached by FDPASL. Through the simulations of abnormal processes, 
which are detected by five zone rules, the frequency distributions of process average shift 
levels are analysed.
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Before the design of Fuzzy-SPC controller is described, some related notions of fuzzy 
logic and the design methods of fuzzy inference system are introduced in chapter 3. These 
notions and methods will be applied to build the Fuzzy-SPC controller in chapter 4, in 
order to achieve the SPC feedback control or adjustment.
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Chapter 3 Approach to fuzzy logic
Fuzzy logic is based on natural language. Fuzzy logic refers to a logical system for 
reasoning under uncertainty. This chapter provides on overview to the basis and notions 
of fuzzy set and fuzzy logic. The design methods for fuzzy control system are also 
discussed.
3.1 Introduction
Fuzzy logic is an important subject. It is largely due to a wide array of successful 
applications ranging from consumer products, to industrial process control, pattern 
recognition, model identification and information system. In a narrow sense, fuzzy logic 
refers to a logical system that generalises classical two-valued logic for reasoning under 
uncertainty. In a broad sense, fuzzy logic refers to all of the theories and technologies that 
employ fuzzy sets, which are classes with un-sharp boundaries (Yen and Langari, 1999). 
In the basic topic, fuzzy logic involves fuzzy sets and membership function notions, fuzzy 
relation, composition and related operators. These notions and tools are used to build a 
fuzzy system frame and to achieve basic operation respectively. The fuzzy inference is a 
central part, which completes the approximate reasoning in fuzzy system.
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As discussed in chapter 2, this thesis focuses on the generating of adjustment or control 
action based on the interpreting of SPC zone rules. The challenges are that in traditional 
SPC, there are no ready-made formulas to calculate the on-line adjustments accurately. 
The control actions are taken by engineers or operators who understand the process. 
Fuzzy logic can be viewed as a convenient way to map an input space to an output space 
under the experiences of experts and natural language. It can be used to create a fuzzy 
system to match imprecise data (Gulley and Jang 1995). These advantages lead to the 
application of fuzzy logic in this thesis.
This chapter provides an outline of fuzzy sets, fuzzy logic, fuzzy control systems and 
related research backgrounds. Section 3.2 introduces the concepts of fuzzy sets, 
membership functions, related fuzzy operators and fuzzy calculations. Section 3.3 
describes the fuzzy logic and fuzzy inference, approximate reasoning and its algorithms. 
Section 3.4 explains the fuzzy control theory and the construct of a fuzzy control system. 
Finally, the research background in fuzzy systems and the integration of the research 
work are summarised and discussed in section 3.5.
3.2 Fuzzy set and its operations
3.2.1 Fuzzy set
Classical set theory was developed as the foundation of mathematics by George Contor 
(1845-1918). It is a collection of objects in a given domain. An object either belongs to
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the set or does not belong to the set. Therefore, there is a sharp boundary between 
members of the set and those not in the set (Yen and Langari, 1999).
Professor L.A. Zadeh published the first seminal paper on fuzzy sets in 1965 (Zadeh, 
1965). A fuzzy set is a set without a crisp or clearly defined boundary. Fuzzy sets can be 
used to describe vague concepts or linguistic variables (e.g. fast runner, hot weather. See 
figure 3.1). It generalises the notion of membership from a black and white binary 
categorisation in classical set theory into one that allows partial membership. The 
membership function can be viewed as a possibility distribution of the interested projects 
(Yen and Langari, 1999). In fuzzy sets, membership becomes a matter of degree that is a 
number between 0 and 1 (Figure 3.1). A degree of 0 represents complete non-membership 
and 1 represents a complete membership. In mathematical language, a fuzzy set is 
characterised by a mapping from its universe of discourse into to the interval [0,1]. This 
mapping is called membership function /u(x) of the set while represents the membership 





Figure 3.1 Membership function
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For a finite universes of discourse while, a fuzzy set can be defined:
A = I,ftA (xl )/xi (3.1)
or
A= T,x fjA (x)/x (3.2)
For infinite universes X,
A= l^A (x)/x (3.3)
In equations 3.1-3.3, the sign "/" is used to distinguish /JA (X) and ju in set A, and does 
not mean a division operator. Also the signs " I, " and " J " are neither denoting a true
sum nor a true integral but have only symbolic meaning for a set (Bandemer and 
Gottwald, 1995).
3.2.2 Membership function
The membership function is the curve that defines how each point in the input / output 
space is mapped to the membership value (Figure 3.1). Membership function 
characterises the fuzziness in a fuzzy set. A fuzzy set can be described by a membership 
function whose membership values are strictly monotonically increasing, monotonically 
decreasing or monotonically increasing then monotonically decreasing for elements in the
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universe of discourse. The membership function embodies the mathematical 
representation of membership in a set, and the notation used for a fuzzy set is a set 
symbol, for example the symbol A, therefore:
fiA (x)e[0,l] (3.4)
Several types of basic functions can be used for membership functions: singleton, 
triangular, trapezoidal, Gaussian curve, generalised bell function, sigmoidal function and 
polynomial curves.
A singleton membership function is defined by one parameter only (equation 3.5). This 
model can be used to translate the precise crisp input for fuzzification or to represent the 





Figure 3.2 Singleton function
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Figure 3.3 Triangle membership function
The triangular model is a simple membership function, where the precise appearance of 
the function is determined by the choice of parameters a, b, and c. Triangular membership 
functions have been frequently used in many applications of fuzzy sets including fuzzy 
controller, fuzzy models and classification schemes (Pedrycz, 1994). The triangular forms 
also can be used in the business area, if the business models are simpler to specify and 
easier to visualise.
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The trapezoidal function is used in many business and public policy applications (Cox, 













Figure 3.4 Trapezoidal membership function
Gaussian curves and generalised bell membership function have their characteristics of 
smoothness and concise notation, they are popular methods for specifying fuzzy sets in 
financial, marketing, transportation and other business models (Cox, 1999). Example 
curves are shown in figure 3.5 and figure 3.6. The Gaussian curve or exponential curve 
depends on two parameters a and c that indicate the width and centre of the curve 
(Fig.3.5). The equation representing the Gaussian curve membership function is given by:
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ju(x) = e (3.8)
The generalised bell function depends on three parameters a, b and c. Parameter a 
represents the half width of the curve at the inflection point, value b describes the slope of 
the curve and value c locates the centre of the curve. The equation representing the 
Generalised bell curve membership function is given by:
1 + x — c
a
2b (3.9)
Figure 3.5 Gaussian curve membership function
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l -
0
Figure 3.6 Generalised bell curve membership function
Similar to the Gaussian curve and generalised bell curve, the sigmoid curves can be used 
to indicate the increasing and decreasing of nonlinear surfaces. Sigmoid curves are able to 
specify asymmetric and closed (i.e. not open to the left or right) membership functions or 
to combine two sigmoidal functions to form a special model (figure 3.7). The sigmoid 
function depends on parameters a and c (or a, , a2 and c,, c2 for the combined special 
model) (equation 3.10). Parameter a represents the slope of the curve and parameter c 
describes the half width of the curve at the inflection point.
//(*) =
1
l + e -a(x-c)
(3.10)
0
Figure 3.7 Combined two sigmoid curves membership function
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3.2.3 Fuzzy set operations
In more general terms, the most commonly used fuzzy set operations are defined as 
Intersection (AND), Union (OR) and Complement (NOT). Their calculations are 
performed based on the membership functions. For example, consider two fuzzy sets A 




where t is the notation of the triangular norm or /-norm, which is a fuzzy conjunction 
operator (Yen and Langari, 1999). The Minimum and Algebraic Product are most 
commonly used to calculate the /-norm for a fuzzy intersection (Reznik, 1997, Jager, 
1995):
= min [/JA (X),/JB (X)] (3.12)
or
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where s is the notation of the triangular conorm or s-norm, which is a fuzzy disjunction 
operator (Yen and Langari, 1999). The Maximum is suggested and most commonly used 






A further important notion for application purposes is the specifying of fuzzy relations. A 
fuzzy relation represents the approximate degree of membership between two (binary 
relation) or more objects. A fuzzy relation can be viewed as a fuzzy set. Formally, the 
fuzzy relation R between variables x and y, whose domains are X and Y, respectively, is 
defined by a function that maps ordered pairs in Xx Y to their degree in the relation, which 
is a number between 0 and 1, i.e., .ft: X*Y^> [0,1]. The strength of the mapping is 
expressed by the membership function of the relation juR (x,y~) for ordered pairs from the 
two universes. More generally, an n-dimension relation ^? in xl ,x2 ...,xn , whose domains 
are Xl ,X2 ...,Xn , respectively, is defined by a function that maps an n-tuple
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< x,,x2 ...,*„ > in X} ,X2 ,...,XH to a number in the interval, i.e., R: X\ xX2 x...xXn -> 
[0,1] (Yen and Langari, 1999).
The 2-dimensional relation R which is used in fuzzy implication is represented in 
equation 3.17.
R=AxB= (3.17)
where A and B are fuzzy sets that are defined respectively on the finite universes X and Y 
of n discrete elements, X = {x{ , x2 ,..., xn } and Y = {y { , y2 ,...,y,,}. In other words, relation 
R is defined on the Cartesian space X x Y.
3.2.5 Operations and composition of fuzzy relations
As discussed in section 3.2.4, the fuzzy relation is a fuzzy set that is defined on the 
Cartesian space X x Y, and the general fuzzy set calculation can be used for the relation. 
The composition is an important operator based on fuzzy relation calculations.
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Suppose R is a fuzzy relation on the Cartesian space Xx Y, S is a fuzzy relation on YxZ 
and T is a fuzzy relation on XxZ, then T can be noted by composition (equation 3.18) 
which is marked by the symbol o.
T = R°S (3.18) 
and its membership can be calculated by:
JUT (x, z) = v (JU R (x, y) * jus (y, z)) (3.19)
yeY
where vis the union symbol, and * is a calculation symbol. Commonly, max is used for 
union (section 3.2.3), and "*" is frequently defined as intersection or product 
calculations. Therefore, the max-min composition and max-product composition are 
formed and described by equation 3.20 and equation 3.21.
1. Max-min composition
JUT (x, z) = v (JUR (x, y) A jus (y, z)} = max(min //, (x, y), //s (y, z)) (3.20)
yeY v
The max-min composition is the most frequently used composition method (Sun, 1997).
2. Max-product composition
fiT (x, z) = y^/jR (x, y) • ns (y, z)) = ma\(jUR (x, y)jUs (y,z)) (3.21)
3-13
Chapter 3_________________________________Approach to fuzzy logic 
3.3 Fuzzy logic and fuzzy inference
3.3.1 Fuzzy logic
fuzzy Logic is a method of common sense or inference based on natural language 
(Gulley and Jang, 1995). It generalises the notion of truth values from classical logic (i.e., 
true or false) to a matter of degree. A true value is a number between 0 (false) and 1 (true) 
that represents a partially true statement. The ultimate goal of fuzzy logic is to form 
reasonable inferences even though the condition of an implication rule is partially 
satisfied. This capability is referred to as approximate reasoning. It is analogous to 
predicate logic for reasoning with precise propositions, and hence is an extension of 
classical propositional calculus that deals with partial truths (Ross, 1995).
3.3.2 Approximate reasoning
The process of approximate reasoning can be formulated as a compositional rule of 
inference which is included in the Generalised Modus Ponens (GMP) as a special case. 
This process is referred to as the fuzzy modus ponens to reflect the characteristic features 
of vagueness and non-uniqueness of fuzzy premises (Zadeh, 1975).
GMP is generalisation of the method of modus ponens which is frequently used in control 
engineering (Sun, 1997): when state a is known to be true and a rule which is "if a then 
b" exists, it is valid to deduce that b is true:
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Rule: If x is A Then y is B
Known: x is A'
Reasoning conclusion: y is B'
where x andy are linguistic variables and A, B, A' and B' are fuzzy sets. The fuzzy sets 
A, B and A' are known but B' can be deduced by compositional rule of fuzzy inference 
(Chang et al. 1991). There are two types of models commonly used in the approximate 
reasoning, Mamdani (Mamdani, 1974) and Takagi-Sugeno (Sanchez and Gupta, 1983). In 
the Mamdani model, the reasoning conclusion is a fuzzy set, and in the Takagi-Sugeno 
model, the reasoning conclusion is a linear function of the input. The Takagi-Sugeno 
model is described in section 3.4.1.
Approximate reasoning is achieved in fuzzy logic by two related techniques. One is the 
meaning of a fuzzy implication rule using a fuzzy relation, and the other is that of 
obtaining an inferred conclusion by applying the compositional rule of inference to the 
fuzzy implication relation.
3.3.2.1 Implication
The implication rule is an important concept. It describes a generalised logic implication 
relationship between two logic formulas involving linguistic variables and imprecise 
linguistic terms (Yen and Langari, 1999). An implication rule has two parts: The if-part of
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the rule " x is A" is called the premise or antecedent and the then-part of the rule "y is 5" 
is called the conclusion or consequent. The rule of "If x is A then y is B" represents the 
fuzzy implication relation between subsets A and B (on the universes of discourse X and Y 
respectively), and A —» B as an expression of that value of A implies the value B in a rule 
base.
There are many methods for realisation of the fuzzy implication. For example, Zadeh's 
arithmetic fuzzy implication, Zadeh's maximum fuzzy implication, Standard sequence 
fuzzy implication, Godelian sequence fuzzy implication, Goguen's fuzzy implication, 
Mamdani fuzzy implication and Larsen fuzzy implication. For applications in industrial 
processes, the Mamdani fuzzy implication and the Larsen fuzzy implication are 
frequently used for fuzzy controller applications (Sun, 1997).
1 . Mamdani implication










3.3.2.2 The calculation of the conclusion
The fuzzy conclusion is calculated from inputs and the implication or rule base. For 
example, the conclusion or output B' can be calculated from the premise or input A' and 
a condition of the fuzzy implication relation or rule base A —> B:
(3.26)
In equation 3.26, if the implication R = A -» B is calculated by Rc , and the max-min 
method is applied for composition represented by " o ", the conclusion /U B, (y) is given by 
equation 3.27.
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HB> 00 = PA- (x) ° [PA (*) -> PB 00]
(3 '27)
3.J.3 Other related topics
3.3.3.1 Connective "and"
In the fuzzy implication or inference, the connective "and" is frequently used to connect 
more than one fuzzy proposition. For example, for two inputs and one output, "if x is A 
and y is B, then z is C". The antecedents "if x is A and _y is 5" can be viewed a Cartesian 
product of fuzzy subset A x B defined on Cartesian space X x Y . If the min operator is 
used for the intersection, their membership function is given by equation 3.28.
PAXB (x, y) = min [PA (*)> VB (jO] (3 -28)
where the fuzzy implication relation can be described by R = Ax B —» C, and the 
conclusion or output C' can be calculated from inference:
C = (A'xB')°R = (A 1 x 5')o [(A x B) -> C] (3.29)
where premises or inputs are noted by A' and B'.
The membership function of output C' is represented by equation 3.30.
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, t*ir 001 ° [min(/^ (*), Pa ( JO) -> ;"c (Z)J (3-30)
5.3.3. 2 Several rules
In fuzzy logic control, a fuzzy rule base usually contains several rules. If every rule has 
the same structure: " Rj: if x is A} and y is Bj , then z is C7 " (j = 1,2,...,/H), where m is
the number of rules. The total fuzzy implication relation can be determined from equation 
3.31 (Sun, 1997):
R=URj (3-31)
Therefore, the inference results or conclusion and its membership function for they'th rule 
is given by equation 3.32 and equation 3.33 (see also Appendix B.2).
C. =(A'xB'
= (A' x B') o (Aj x Bj -> Cj ) (3.32)
p • (z) = [min(^, (x), pB , 00] ° [min(//, (x), nt
. '. „,. (3-33)
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The total conclusion C' and its membership function are given by equation 3.34 and 
equation 3.35 (see also Appendix B.I).
'j (3.34)
7=1 7=1 7 = 1
//^^^ (3.35)
These equations are used for the design of the Fuzzy-SPC control system described in 
chapter 4.
3.3.3.3 Matching degree
The inference results for equation 3.33 also can be described by equation 3.36 or 3.37 
(Sun, 1997):
If 7^c is used for the fuzzy implication,
H . (z) = a A pc (z) (3.36)*~j j i
or, if Rp is used for the fuzzy implication,
//c , (z) = c^c (z) (3-37)
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where (see also Appendix B.3 and B.4)
00)1 (3.38)
dj can be viewed as a weight or can be called a matching degree of the j ""rule (Sun,
1997), (Yen and Langary, 1999). The matching degree is an important notion in the NN- 
Fuzzy model, which is discussed in chapter 6.
If the antecedent (input) fuzzy sets are determined as singletons, equations 3.36-3.38 can 
be written as:
Rc : //c.(z) = a,A//C; (z) (3.39) 
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3.4 Basic theory of fuzzy control
The block diagram shown in figure 3.8 depicts a basic fuzzy logic controller.
Output
Figure 3.8 A simple fuzzy logic controller
3.4.1 Knowledge base and rule base
A knowledge base contains all the input and output fuzzy partitions that includes the 
linguistic terms, corresponding input / output variables, and membership functions. In the 
partition, every input / output linguistic variable (e.g. season) is assigned by variable 
value or a group of fuzzy linguistic names (i.e. spring, summer, autumn and winter), and 
every linguistic name corresponds to their fuzzy subset in the same universe of discourse. 
The number of partition (i.e. the same as the number of fuzzy subsets) is determined by 
experience (Sun, 1997). If too small a number is chosen, the control accuracy will 
decrease, if too large a number is chosen, the number of rules will be increased and the 
performance speed is decreased. In the knowledge base, the membership functions are 
established by form type (for discrete universe) or function type (for continuous 
universe).
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The rule base contains all the if-then rules based on fuzzy linguistic variables. In this 
block, how many input (antecedent) and output (consequent) variables are chosen, what 
and how many fuzzy control rules are used. Normally they are determined by designer's 
knowledge, experience and specific control objectives. In fuzzy control, the control rules 
can be divided into two types: Mamdani fuzzy rules and Takagi and Sugeno (T-S) fuzzy 
rules.
As discussed in section 3.3, Mamdani rule was used in the first reported application by 
Mamdani in 1974 (Mamdani, 1974). This rule is that in the absence of an explicit plant 
model and / or clear statement of control design objectives, informal knowledge of the 
operation of the given plant can be codified in terms of "if-then", or condition - action, 
rules and form the basis of a linguistic control strategy (Yen and Langari, 1999). In the 
Mamdani rule, as mentioned previously in section 3.3.2, the antecedent is a fuzzy subset 
for the input, and the consequent is a fuzzy subset for the output.
The T-S rule was introduced by Takagi and Sugeno in 1983 (Takagi and Sugeno, 1983). 
In the T-S rule, the antecedent is same as in the Mamdani rule but the consequent of the 
fuzzy rules are linear function of the controller inputs. For example, if x is A and y is B, 
then
(3.42) 
where p0 , p} and p2 are constants.
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In general, for multiple input and single output (MISO) systems, suppose the input vector 
is x and linguistic variable set is T:
Then:
Ac=[x,x2 ---xJ (3.43)
(/ = l,2,-..,») (3.44)
Where Af (j = 1,2,-••»?,.) is j'h linguistic variable value for x/? /w,is the number of Af 
for x(. and n is the number of input variables.
T-S rules can be described by:
If x, is A{ and x2 is A{ ... xn is ^4 Jlt , then
z,. = /7.(x,,x2 ,...xJ = /?,.„ H-^x, +--- + pjH xH , (j = l,2,...,m) (3.45)
where #7 is the number of A? for x or the number of total rules.
The Mamdani rule is good for capturing the expertise of a human operator, but it is 
awkward to use to design a working controller if the plant model is known. The T-S rule 
is good for embedding linear controller and continuous switching between these output
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equations (see section 3.4.3). This becomes very effective when the plant model is 
known. Also an adaptive capability and mathematical tractability make this type of fuzzy 
controller a primary choice for nonlinear and / or adaptive control design (Reznik, 1997). 
When constant consequent are chosen in the T-S rule, it becomes similar to the Mamdani 
rule.
3.4.2 Fuzzification
Fuzzification is the translation from the numerical input to the fuzzy input (Jager, 1995). 
Before this procedure is carried out, the sample data should be converted to the input data 
points (or data point) which are distributed in the universe of discourse.
3.4.2.1 Conversion
Normally real data sampled from different processes can have different values and can be 
distributed in different ways. They have to be converted to the data points distributed in 
the universe of discourse for the next operation. If the sample data is x'and 
xV, <*'<*;„, the universe is [xmin , *„,„], and data point XQ (xmin <*0 <xmax ) is 
converted from x', where x0 will be fuzzified (see section 3.4.2.2). The conversion 
equations are given by equation 3.46 and equation 3.47 (Sun, 1997).
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J- Y x' ' "' 
Yiin max i /_/..' mil
*„





If the universe is [-1,1] or [0,1] this conversion can be called normalisation (Ross, 1995).
3.4.2.2 Fuzzification
Fuzzification is the process of making a crisp quantity fuzzy. In this process, the data 
points that are converted from the sample data signals or input observations are translated 
to suitable linguistic terms, which are defined by the fuzzy set (Yan et al, 1994). That is, 
the data points are mapped to fuzzy sets on the universe of discourse in order to be used 
for the fuzzy approximate reasoning calculation (section 3.3.2). Normally there are two 
possible choices for this mapping (Wang, 1994).
1. Singleton fuzzy set
If the data point XQ is crisp and precise (Ross, 1995), it can be fuzzified to a singleton 
fuzzy set A', where its membership function is JU A . (x) that is described by equation 3.5.
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2. Nonsingleton fuzzy sets
When the observations are subject to experimental error, the data points become 
imprecise or inaccurate (Jager, 1995). That is, JU A,(X) decreases from 1 as x moves away 
from x0 (Wang, 1994). In this situation, data points can be fuzzified to a triangular 
(equation 3.6) or bell shaped (equation 3.8) fuzzy sets (Sun, 1997). Triangular sets have 
the advantage of simpler and faster calculation.
3.4.3 Defuzzification and crisp output
The defuzzification process is to produce a crisp output for the fuzzy output, and is used 
in the Mamdani fuzzy controller only. There are several methods for defuzzification: 
Centre-of-area/gravity defuzzification, centre-of-largest-area defuzzification, mean of 
maxima, first-of-maxima defuzzification, middle-of-maxima defuzzification and height 
defuzzification. The specific defuzzification method can be chosen depending on the 
context or control problem (Ross, 1995). In process control, the centre-of-area/gravity 
(COA) is the most popular defuzzification technique, since it takes into account the entire 
possibility distribution in calculating its representative points (Yen and Langari, 1999):
In a continuous universe of discourse,
f//r (z)zdz 
z0 = COA(C) = J———— (3.48)
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In a discrete universe of discourse,
z0 = COA(C) = ^ —————— (3.49)
where z0 is the crisp output, zj is an element of output fuzzy set or (output) linguistic 
variable, C' is a fuzzy set conclusion and m is the number of z. or rules.
The T-S model is different from the Mamdani model. For every if-then rule, the output 
zj = fj (ecluation 3.45) has a crisp value, and the total crisp output of the inference 
system is a weighted average, which is described by equation 3.50.
?, «,-//*! >*2,..*J
———»—————— (3 - 5°) 
Scr
Where (Xj is the matching degree of the 7'* rule, the m is the number of total rules, and n 
is the number of inputs.
3.5 Research background and related to research work
Fuzzy set theory and fuzzy logic have been successfully applied to many fields. Many 
papers have been published in pattern recognition, image processing, data analysis, and 
design of fuzzy control system. For example, in pattern recognition, Boutleux and
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Dubuisson used the directional membership functions to diagnose the state associated 
with data evolution between known functional models (Boutleux and Dubuisson, 1999). 
In image processing, Jing et al proposed an optical system based on polarisation and area- 
coded scheme for the fuzzy image process. All of the fuzzy logical functions of two 
images can be implemented in parallel, and the system can exhibit a high operation speed 
and a large information throughput (Jing et al, 1998). Hofmeister et al proposed dynamic 
fuzzy data analysis to cluster objects (i.e. scenarios) which are represented by trajectories 
over time, in order to reduce complexity by extracting a small set of typical scenarios out 
of a large set of possible scenarios (Hofmeister et al, 2000). Calcev and Chai et al 
developed fuzzy controllers for non-linear systems, where the absolute stability 
conditions of the system are obtained (Calcev, 1998) (Chai et al, 1998). Some related 
papers on the background theories of fuzzy set and fuzzy logic have been introduced in 
the previous sections. How they are linked to the research objectives are reviewed in the 
next section.
3. 5. 1 Fuzzy set and operation
Much research work has been carried out to explore the use of fuzzy set theory to build a 
measurement or identification system with linguistic data. Chun, M.H. and Ahn, K.I. 
demonstrate a potential use of fuzzy set theory and provide its formal procedure in the 
quantification of the uncertainties of accident progression event trees for a nuclear power 
plant system (Chun and Ahn, 1992). First, the fuzzy set theory is applied to the simple 
portion of a given accident progression event tree with typical imprecise and uncertain
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type of input data. Suitable computational algorithms are then identified. Secondly, the 
merits of the fuzzy set theory model in the real application are described.
Kahraman et al identified that fuzzy logic theory has the capability to represent vague 
data and allow mathematical operators and programming to be applied to the fuzzy 
domain. Fuzzy set theory is primarily concerned with quantifying the vagueness in human 
thoughts and perceptions. They employed fuzzy set theory in the area of discounted cash 
flow techniques for justifying manufacturing technologies, which are based on the data 
uncertainty or risk. The vague data such as interest rate and cash flow are used in the 
discounted cash flow techniques, and the fuzzy benefit-cost (FBC) ratio method is used to 
justify the manufacturing technologies. The justified results describe that the FBC method 
is more efficient in the justification of manufacturing technologies than the traditional 
approach (Kahraman et al, 2000).
A novel method using a fuzzy practicable interval to characterise non-random error in 
dynamic measurement has been proposed by Xia, and his colleagues (Xia et al, 2000). 
The method permits an estimate of the error under the conditions that the number of 
measurements is very small and the probability distribution is unknown. The feasibility of 
the method is validated by simulation experiments.
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An intelligent method was proposed by Wang and Raz (Wang and Raz, 1998) in which 
control charts are constructed using linguistic data suitable for situations where quality 
characteristics can not be measured numerically. The centre line and control limits were 
transferred to the fuzzy subsets associated with the linguistic data. The linguistic 
approach was applied to p-charts, and was verified using results obtained from simulated 
data. The results suggested that control chart based on linguistic data are significantly 
more sensitive to process shifts than are conventional p charts.
Chang and Aw proposed a fuzzy set scheme in a neural fuzzy control chart, which is 
applied to detecting and classifying process mean shift. In this neural fuzzy control chart, 
a neural network (more discussions of neural net are presented in chapter 6) is designed to 
detect the "out-of-control" situation and the fuzzy set is used to identify the process status 
based on the neural network (NN) outputs. That is, fuzzy sets can identify and decide 
which target the neural network output is targeting when the NN output falls into the 
overlapping interval (Chang and Aw, 1996).
Each of papers, which are reviewed above, employs fuzzy set theory to represent 
uncertain or vague events. Fuzzy set theory is used to provide quantification of the 
uncertainties or imprecise types of input data, human thoughts and perceptions or quality 
characteristics. These approaches cause significant raising of measurement or diagnosis 
accuracy. In this thesis, fuzzy set theory is also employed to represent vagueness but in a 
different application. This approach provides a mapping method in quantification level
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for uncertain relation between SPC zone rules and control actions (more details in section 
3.6).
3.5.2 The design and tuning of members hip functions and if-then rules
An overview of membership function generation techniques for pattern recognition has 
been discussed by Medasani and his colleagues. They provided seven methods which are 
heuristics, probability to possibility transformations, histograms, nearest neighbour 
techniques, neural networks, clustering and mixture decomposition. They considered that 
there is no single best method, and the choice of the method depends on the particular 
problem. In many decision-making application, membership functions of fuzzy sets are 
based on subjective perceptions of vague or imprecise categories rather than on data or 
other objective entities involved in the given problem. The problem of assigning numbers 
to subjective perceptions of vague categories is a matter of mathematical psychology and 
requires the utilisation of various techniques of the theory of measurement and scaling 
(Medasani et al, 1998).
Lotfi and Tsoi provided an adaptive membership function scheme for general additive 
fuzzy systems. The proposed scheme can adapt a proper membership function for any 
non-linear input-output mapping, based upon a minimum number of rules and an initial 
approximate membership function. This parameter adjustment procedure is performed by 
computing the error between the actual and the desired decision surface (Lotfi and Tsoi, 
1996)
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Wong and Chen proposed a fuzzy controller design using if-then rules adjustment. The 
idea is that an adaptive law is used to indirectly regulate the output fuzzy variables in the 
fuzzy controller according to the pre-labelled if-then rules. The determination of if-then 
rule selection is formed by an analytical parameter equation with multiple input variables 
of the fuzzy controller. In the adjustment procedure, the if-then rules are first labelled, 
and then an adaptive law is used to tune the injected parameters in the IF-part to 
appropriately determine each output fuzzy variable under the situation of lack of any 
expert knowledge of the plant (Wong and Chen, 1999).
Three typical application papers, which are introduced above, involve the generation of 
membership function, adaptive membership function and tuning of if-then rules. In this 
research work, the subjective perception and probability-possibility methods are used to 
build antecedent and consequent membership functions (chapter 4). Both adaptive 
membership functions and if-then rules methods can increase the fuzzy control accuracy. 
The adaptive membership function method is chosen as it has the advantage of visibility, 
which is convenient to analyse.
3.5.3 Fuzzy logic control
Since the invention of the first fuzzy controller which was published in 1974 (Mamdani, 
1974), quantities of control applications have been achieved in many areas. In most cases 
fuzzy control can be viewed as an interpolation of a partially specified control function in
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a vague environment, which reflects the indistinguishability of measurements or control 
values. Klawonn shows that equality relations turn out to be the natural way to represent 
such vague environments and develops suitable interpolation methods to obtain a control 
function. The Mamdani model and triangular membership functions are applied in this 
method, which is successfully used in a case study of engine idle speed control for the 
Volkswagen Golf GTI (Klawonn et al, 1995).
Bioprocesses have been operated according to the judgement of experts who are skilled 
operators and have long experience. These experiences can be described by the linguistic 
if-then rules. Fuzzy inference is one of the powerful tools to incorporate linguistic rules 
into computation algorithms for application to process control. Honda and Kobayashi 
categorised fuzzy control into two types of bioprocesses. The first one is direct fuzzy 
control of process variables such as sugar feed rate in fed-batch culture and broth 
temperature in batch operation. The second one is indirect control: the phase recognition 
is first done by fuzzy inference using process variables such as sugar concentration, pH 
and so on and then the control strategies constructed in each phase are used for the 
process operation (Honda and Kobayashi, 2000).
Bremner described an application of a model-predictive controller, based around a fuzzy 
relational model to a grain dryer, which has large non-linear disturbances in a whisky 
distillery. The dryer process data are sampled and identified in order to construct the 
fuzzy relational model. The results of on-line controller trials show that good control
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performance is achieved, especially when compared with the previous manually 
controlled system (Bremner and Postlethwaite, 1997).
Ying analysed a simple fuzzy controller with two inputs (error and rate of change of 
error), linear and non-linear defuzzification algorithms. This fuzzy controller is precisely 
equivalent to a conventional linear PI (proportional-integral) controller if a linear 
defuzzification algorithm is used. The simulation shows that the performance of the fuzzy 
controller is almost same as the PI controller when the first-order and second-order linear 
processes are selected. More importantly, the simulation result illustrates that the fuzzy 
controller is stable when a non-linear process model is controlled (Ying et al, 1990).
The importance of improving product quality at continuous hot-dip galvanising lines 
steadily grows. Wagner described the revision of a conventional non-adaptive control 
strategy towards a modern solution using methods of computational intelligence. The 
already existing feedforward control is complemented by a neural process model and a 
neural-fuzzy controller replaces the previously used conventional process controller. The 
neural process model is optional and is used for model-based control so that the process 
inherent measurement dead time is avoided. The new control arrangement is adaptive, 
and guarantees a more constant coating (Wagner and Kochs, 1998).
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3.6 Conclusion and overview of the research work in fuzzy logic
Fuzzy set theory and fuzzy logic are emerging as very powerful techniques for 
application where uncertainty is prominent. This is largely due to a wide array of 
successful applications ranging from consumer products, to industrial process 
measurement and control, to data analysis, pattern recognition and quality control areas. 
Compared to classical set theory, fuzzy sets can express the vague concepts by its 
membership functions. This has the advantage of enabling the many linguistic variables 
based on natural world and human thought to be operated in a quantified way, using 
mathematical methods. Fuzzy inference based on fuzzy logic operations is a central 
element of a fuzzy control system. This basic structure can be designed through various 
types of input/output variable numbers, membership function shapes and if-then rules for 
mapping the relationship between inputs and outputs in a complex system.
The fuzzy set theory and fuzzy logic control are applied in this research work as it can be 
used to achieve the control of processes with uncertain and vague relationships between 
inputs and outputs, as previously discussed. The control chart patterns, which are 
discussed in chapter 2, are interpreted in quantified expression by fuzzy sets and the 
related control actions are generated by fuzzy approximate reasoning in the fuzzy 
inference system which is designed in chapter 4.
The Mamdani model is used for fuzzy-SPC inference, which is described in chapter 4. 
The numerical expression can be generated for SPC X control chart pattern identification
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(chapters 4, 5 and 6) and R control chart (chapter 6) by fuzzy set theory, triangular and 
trapezoidal membership functions, which are frequently applied in process control, 
classification and random schemes (Pedrycz, 1994) , (Sun, 1997), but in a different way 
to previous work which concentrated on p-chart interpretation (Raz and Wang, 1990) and 
fuzzy classifier only (Chang and Aw, 1996). In the approximate reasoning, the antecedent 
part, the numerical expression (membership function) of control chart pattern or SPC 
zones (fuzzy set) and Mamdani implication (section 3.3.2) will be used to calculate the 
consequent part by max-min composition. This is because Mamdani implication and max- 
min composition satisfy the requirements of GMP and are easy to compute. Connective 
"and" (section 3.3.3.1) and union calculations (section 3.3.3.2) are also used for multiple 
input and several if-then rules applied in the Fuzzy-SPC system, in order to obtain the 
crisp output as the numerical control action.
The Takagi-Sugeno (T-S) model is also applied in this research as it has the adaptive 
capability and computational tractability (Reznik,1997). The application is explained in 
chapter 6.
3.7 Summary
This chapter introduced some basic concepts of fuzzy set and fuzzy logic control such as 
the fuzzy set, membership function and related operators. The membership function 
characterises the fuzziness of variables in a fuzzy set. Fuzzy relation and composition are
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also introduced, as they are very important operators in approximate reasoning. Fuzzy 
approximate reasoning is the central part in fuzzy inference. This reasoning process 
involves fuzzy implication which uses the fuzzy relation operator to build the general 
logic implication and inferring conclusion, which is calculated by the composition 
operator. Finally the features of this research work and the general structure of a fuzzy 
control system are explained.
In this chapter, fuzzy set theory, fuzzy logic and design methods as the general notions 
are briefly introduced. In chapter 4, based on knowledge and conclusions of chapter 2 and 
chapter 3, a specific fuzzy system is designed for SPC zone rules and SPC feedback 
control.
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Chapter 4 Design of Fuzzy-SPC control system
4.1 Introduction
Fuzzy logic is a technique, which represents the uncertainty of events based on certain 
mathematical computation. In this chapter, aspects of the Fuzzy-SPC system are 
described such as Fuzzification, membership functions, fuzzy reasoning and 
defuzzification. This is designed in two ways: manual calculations in mathematics and a 
computer aided design (CAD) using the Fuzzy Logic Toolbox in MATLAB. The related 
design results are exactly same.
Since the subject of fuzzy set is viewed as an approach to the mathematical representation 
of everyday language (Zadeh, 1965), (Dombi, 1990), it is frequently applied in many area 
such as control or recognition which possess vague or uncertain relationships that can be 
represented by natural language between inputs and outputs. For an utilisation of this 
characteristic of fuzzy sets, this chapter applies fuzzy sets methodology to express the 
mathematical mapping based on the vague and uncertain relationship between the SPC 
zone rules and a suitable control action.
In this chapter, section 4.2 describes the manual design of a Fuzzy-SPC control system. 
Through this manual design procedure, it is convenient to disclose the design details for a 
fuzzy system. The input variable conversion and input/output membership functions are
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discussed in section 4.2.1. Section 4.2.2 describes the if-then rules and simplification 
preconditions. Section 4.2.3 refers to the defuzzification approach. The calculation of 
fuzzy inference and an illustrative example given in section 4.2.4. Section 4.3 describes a 
further design in the MATLAB fuzzy toolbox. Three editors which are used for the 
system design, membership functions design and if-then rules design are described in 
section 4.3.1-4.3.3 respectively. The fuzzy inference solutions or outputs are obtained in 
the MATLAB Rule Viewer, which is described in section 4.3.4. The inference solutions 
are used to build a fuzzy control table. Section 4.3.5 shows the I/O surface in three 
dimensions as a graphical expression of fuzzy inferences (for SPC zone rule 2), which are 
designed both by manual calculation and by using MATLAB CAD.
4.2 Design of Fuzzy-SPC control in mathematics
The fuzzy logic method is employed in conjunction with SPC to develop a new method to 
represent the characteristic of a product, to analyse the behaviour and tendency of the 
process, and to generate the output instructions to the operator, engineer or to an 
automatic control system where appropriate. This provides an improvement on existing 
techniques of evaluating abnormal behaviours using zone rules by providing a numeric 
evaluation of the abnormal behaviour. The Mamdani model and the Multiple Input / 
Single Output (MISO) model (from section 3.4.1) are used in this chapter. The Mamdani 
model is good for capturing the expertise of operators or engineers, and can provide a 
standard structure (Sun, 1997) to build a primary SPC control system. Its fuzzy set output 
will be used to analyse the behaviour of control actions, which is explained in detail in
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chapter 5. The MISO (eight inputs / one output) model is chosen to represent the SPC 
zone rules. Using the MISO model, a process condition (output) can be identified through 
the testing of several (1-8) samples of data (inputs) (section 2.5.1). The Fuzzy-SPC 
control model is designed on the discrete universe of discourse.
4.2.1 Funification and I/O fuzzy sets
As discussed in section 3.4.2.1, the data of the input signal may have different ranges as 
they are sampled from different process, and this has to be converted to the universe of 
discourse. If the sample data is x' and x'mijl < x' < xmax , the universe of discourse is 
IXid '*max L and *' is converted to data point x0 ( xmin < x0 < xmax ) that will be fuzzified.
Suppose the sample data has a range (0~99) generated by computer software, fuzzy 
membership can take on a value between 0 and 1 and x0 takes in the discrete universe of 
discourse [-14, +14] (this interval is chosen for convenience and ease of calculation; the 
basic scale for calculating is integer) that is based on ± A, ± B, ± C and ± OUT as 
linguistic terms.
So,
(4.1) ^ }y' _y' 99-0•"•max Xmm yy U
and
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*o=- ,
V 1min ~ * -14 + 14 , k(x'
= 0.2828:c'-13.9986
(4.2)
Because the data point XQ is converted from precise or accurate sample data x', x0 can 
be translated to (or expressed by) a singleton fuzzy set A', with its membership function 
fJA.(x) in the fuzzification (Ross, 1995) where x is the element of the singleton fuzzy set 
or input linguistic variable (section 3.4.2.2).
Triangular membership functions are suitable to represent random variables (Sun, 1997) 
such as in SPC, which are used to define the fuzzy sets for input data (Sancho-Royo and 
Verdegay, 1999). Fig.4.1 illustrates eight possible fuzzy subsets associated with the terms 
" - OUT, -ZA, -ZB, -ZC, ZC, ZB, ZA, OUT " corresponding to zones A, B, and C in SPC 
Zone Rules described previously in chapter 2. The eight fuzzy subsets cover the 
horizontal position in the universe of discourse, which ranges from -14 to +14.
//(x)
-14 -12 -10 -8-6-4-202 46 8 10 12 14
Figure 4.1 Antecedent membership function
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The membership functions associated with each linguistic term are defined for the input 
variables from the process.
In Fig. 4.1, converted data points
*€{_14, -13,...-1,0,1, -.,13, 14} (4.3) 
are represented by the following discrete ranges:
*={[-14.5, 13.5], [13.5, 12.5],...[-1.5, -0.5], [-0.5, 0.5], [0.5, 1.5], ... [12.5, 13.5], [13.5, 
14.5]} (4.4)
where linguistic term
T( x )= { -OUT, -ZA, -ZB, -ZC, ZC, ZB, ZA, OUT } (4.5) 
and x is an element or input linguistic variable (input variable in short). 
The antecedent fuzzy sets can be expressed as:
^Tjrr 1 0.75 0.50 0.25 000 0-OUT- —— + —— + ——+ —— + —— + •••- + - + ••• + — (46) 
-14 -13 -12 -11 -10 0 1 14 *• '
0 0.25 0.50 0.75 1 0.75 0.50 0.25 0 0 ZA = —— + —— + —— + —— + —— + —— + —— + —— + —— + ... + — (47) 
-14 -13 -12 -11 -10 -9 -8 -7 -6 14 ^ '
^n 0 0 0.25 0.5 0.75 1 0.75 0.5 0.25 0 0-ZB= —— + •••+——+——+—+——+—+——+—+——+— + •••+— (4 
_14 -10 -9 -8 -7 -6 -5 -4 -3 -2 14 v
^ 0 0 0.25 0.5 0.75 1 0.75 0.5 0.25 0 0•ZC = ——+ ••• + — + —— + — + —— + — + —— + — + —— + — •• + — (49) 
_14 _6 -5 -4 -3-2-10 12 14 l ;
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„„ 0 0 0.25 0.5 0.75 1 0.75 0.5 0.25 0 0ZC = ———— + • • • + ——— + ———— + ——— + ———— + - + ———— + ——— + ———— + _ + ... + —— (A 1
-14 -2-10123456 14 (
^n 0 0 0.25 0.5 0.75 1 0.75 0.5 0.25 0 0 ZB = —— + ••• + - + —— + — + —— + - + —— + — + —— + — + ••• + — (-4 in 
-14 2 3 4 5 6 7 8 9 10 14 l }
ZA = -14
0 0.25 0.5 0.75 1 0.75 0.5 0.25 0- + —— + — + —— + — + —— + — + —— + — 
6 7 8 9 10 11 12 13 14 (4.12)
_ rpr 0 0 0.25 0.5 0.75 1OUT = —— + ••• + — + —— + — + —— + — 
-14 10 11 12 13 14 (4.13)
Figure 4.2 shows the membership functions for the output variables, which correspond to 
the outcomes of the analysis in section 2.7 of chapter 2. The triangular and trapezoid 
membership functions are chosen for P(N)Z, P(N)S, P(N)M and P(N)B consequent 
subsets which indicate different shift levels tested by different zone rules.
//(*)
PS PM PB
-11 -8 -5 -202 5 8 11
Figure 4.2 Consequent membership function
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The universe of discourse for the output is given by equation 4.14. 
Ze{-ll,-10,...,-2,-l,0,l,2, ...,10,11} (4.14) 
where linguistic term T( z) is given by:
T ( z ) = { NB, NM, NS, NZ, PZ, PS, PM, PB } (4.15) 
where
NB: Negative Big; NM: Negative Medium; NS: Negative Small; NZ: Negative Zero; PZ: 
Positive Zero; PS: Positive Small; PM: Positive Medium; PB: Positive Big. They are 
chosen based on the characteristic of the zone rules, z is an element of the output fuzzy set 
or output linguistic variable (output variable in short).
The linguistic terms T (z ) are used to describe different output values from the fuzzy 
system. They involve the following fuzzy subsets:
- r_ 1 0.67 0.33 000NB = —— + —— + —— + — + ...- + ... + — (416) 
-11 -10 -9 -8 0 11 ^ ;
0 0.33 0.67 1 0.67 0.33 0 0NM = —— + —— + —— + — + —— + —— + — + ... + — (417) 
-11 -10 -9 -8 -7 -6 -5 11 ^ ' }
Aro 0 0 0.33 0.66 1 0.66 0.33 0 0NS= —— + ••• + — + —— +—— + — + —— +—— + — + ••• + — (4 18) 
_H _g -7 -6 -5 -4 -3 -2 11 ^ ;
,„, 0 0 0.33 0.67 1110 0NZ = —— + ••• + —+ —— + —— +— + — + - + - + ••• + — (4.19) 
-11 -5 -4 -3-2-101 11 *• ;
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0 _°_ 1 1 1 °-67 Q-33 () 0_-n ++ -i + o + T +I3 ^~ + I + '" + TT (4 -20)
no 0 0 0.33 0.67 1 0.67 0.33 0 0PS = — + ••• + - + — + —— + - + —— + — + _ + ... + — r 4 ? n
-11 2345678 11 ( >
nl , 0 0 0.33 0.67 1 0.67 0.33 0PM = —— + ••• + — + —— + —— + - + —— +—— + —
-11 5 6 7 8 9 10 11
nn 0 0 0.33 0.67 1PB = —4 + "' + s + ^- +^ + n (4 - 23 >
4.2.2 If- then rules /fuzzy reasoning
Usually, the if - then rules can be designed by an experienced expert (Huang et al, 1995). 
In fact, SPC zone rules represent a summary of people's experiences from the 
manufacturing processes, but also have a statistical basis. As discussed in section 4.2, 
eight inputs / one output structure is used to represent the SPC zone rules 1 to 5 (the 
reason of using of 5 zone rules is discussed in section 2.5.2 of chapter 2) in the fuzzy 
approximate reasoning. Suppose xf , (1 < / < 8) is the input linguistic variable, which is 
translated as the input singleton fuzzy set from crisp input data point x0 (equation 4.2), 
then "if-then" rules can cause a fuzzy set output C' which is inferred by approximate 
reasoning. This procedure involves a composition operation for input singleton fuzzy set 
and the antecedent-consequent implication (see section 3.3.2).
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For a fuzzy controller, the if-then rules should contain all possible combinations of 
antecedents. If the fuzzy-SPC system (eight inputs / one output) considers all possible 
combinations to fully describe the 5 zone rules, it will have a large number of if-then 
rules. In this system, the whole fuzzy reasoning / if-then rules (ITR) have been simplified 
to 124 rules using the following preconditions:
1. Because the Minimum operator is used for AND in the antecedent fuzzy sets, there is 
no relationship between the position or number of "beyond limit points" in an 
antecedent of the rule and the inference result obtained. Therefore, it is not necessary 
to contain all possible position of "beyond limit points" and all the number of 
"beyond limit points" in the if-then rules. For example for zone rule 3, "The existence 
of four of any five successive points in zone B or beyond,..." can be described by "if 
x} is ZA (Zone A) and x2 is ZB (Zone B) and jc3 is ZB and x4 is ZB then ..." (/77?8 ). 
In the fuzzy antecedent of the rule, it is not necessary to also contain "if jc, is ZB and 
x2 is ZA and x3 is ZB and x4 is ZB then ..." , "if *, is ZA and x2 is ZB and x3 is ZA 
and x4 is ZB then ..." and so on.
2. Similarly for zone rule 5, the rule ITRm (See Appendix B.5) can represent all 
possible combinations of -ZA and -ZC (-Zone C). It is not necessary to also contain 
"If x, is -ZA and x2 is -ZA and x3 is -ZC and x4 is -ZC and x5 is -ZC and x6 is -ZC 
and x7 is -ZC and x& is -ZC ..." or "If x, is -ZA and x2 is -ZA and x3 is -ZC and x4 
is -ZC and x5 is -ZA and x6 is -ZA and x7 is -ZC and xs is -ZC ..." and so on.
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3. For any variable with an uncertain value, it can be identified by the programme in 
simulation or for a real system. For example in zone rule 2, "the existence of two out 
of any three successive points in zone A,..." is described by "if x} is ZA and x2 is 
ZA then ..." which is according to the antecedent of the fuzzy rule. As for the value 
of third variable x3 , it is identified by the control programme. That is, " x2 " is a
nominal variable only in fuzzy if-then rules, it can be assigned by x2 or x3 , if any of 
them falls in Zone A.
4. The sequential search is operated from zone rule 1 to zone rule 5 (777?, -» 777?124 ). 
Some rules, which have the same situation of antecedent with the rules already 
operated, can be omitted. For example in zone rule 5, if the inputs fall in the -ZA and 
-ZB only, for any range of input variable x, the abnormal situations can be identified 
by zone rule 2 or zone rule 3 (777?3 , ITR5 or 777?6 ).
5. In order to enhance the control accuracy, a modification is carried out (The reason is 
discussed in section 2.7 of chapter 2) in the program for every zone rule.
The simplified fuzzy reasoning / if-then rules (ITR) that is used for zone rule 1 ~ zone 
rule 3 are defined as below. Other rules for zone rule 4 and 5 are given in Appendix B.5.
For zone rule 1:
ITR, : If x, is -OUT then z is NB;
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ITR2 : If x, is OUT then z is PB;
For zone rule 2:
ITR3 : If x, is -ZA and x2 is -ZA then z is NM;
ITR4 : If Jc, is ZA and x2 is ZA then z is PM;
For zone rule 3:
ITR5 : If *, is -ZB and jc2 is -ZB and x3 is -ZB and x4 is -ZB then z is NS;
/77?6 : If Jc, is -ZA and x2 is -ZB and x3 is -ZB and x4 is -ZB then z is NS;
ITR1 : If x, is ZB and x2 is ZB and x3 is ZB and x4 is ZB then z is PS;
777?8 : If x, is ZA and x2 is ZB and x3 is ZB and ;c4 is ZB then z is PS;
4.2.3 Defuzzification
Defuzzification is a calculation method used to convert the value that is described in the 
fuzzy set to a crisp output value. The popular method of Centre-Of-Area (COA) is used to 
calculate the crisp variable z0 in this research work, as it has advantages in continuity and 
unambiguity. (Drianckov et al, 1993), (Reznik, 1997).
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4.2.4 Calculation of fuzzy inference
Suppose the fuzzy set of the output is C' for this MISO system,
C" = (x, isA(and...andxn isA'n )°R = (A\and...andA'n )°R (4.24)
(4.25) 
Rj = (A{ and...and A Jn ) -» Cj (4.26)
where ° is the composition operator, —> is the implication, R is the fuzzy relation, 
Af (i = l,2,...,n,j = l,2,..jn) denotes the fuzzy sets in antecedent (±Z4, ±ZS and 
± ZC ), C7 is the conclusion for the j lh rule, n is number of input variables and m is the 
total number of if-then rules.
If the Cartesian product notation "x" is used to express the connective AND (or 
conjunction) in the antecedent (section 3.3.3.1), and fuzzy intersection is used to calculate 
the AND operation, the overall conclusion or output C' is given by:
(4.27)
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HI
= U (A[ x A'2 x • • • x A'n ) o [(A{ x A{ • • • x ^') -> CJ (also see Appendix B.I)
7=1
(alsoseeAppendixB.2)
The crisp variable z0 is given by:
(4.28)
Where z^ is an element of output of the fuzzy set C' and m is the number of zj .
In this Fuzzy-SPC application which is a general approach, the minimum (or min) 
operator is chosen for the fuzzy intersection in equation (4.27). Because it has simple 
computing and robustness advantages - when one membership function is smaller (or 
larger) with respect to the other, it has no influence on the resultant membership function 
(Reznik,1997). For the same reasons, the max-min method is applied for the composition 
operation which is noted by "o". For the implication operation, Mamdani (Rc ) and 
Larsen (Rp ) (equation 3.22 and equation 3.24) are appropriate to be used for the General 
Modus Ponens criterion I, which was discussed as fundamental modus ponens in section 
3.3.2 of chapter3. In this approach, the Mamdani implication Rc is chosen for the "-»" 
operator, as it is simpler to compute than R p (Harris et al, 1993), (Sun, 1997). For the 
convenience of calculation in the discrete universe of discourse, the fuzzy sets and fuzzy
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relation are expressed by a fuzzy vector and fuzzy matrix respectively. An example of the 
calculation for the fuzzy inference is given below.
Suppose x, = x2 = -9
In ITR} and ITR2 , CJ = C2 = 0
The /77?3 (j=3) contains two inputs variables x} and x2 , their implication R'j (a
29x23 matrix) and inference C\ j which contains 23 elements (from -11 to +11) are 
given in equations 4.29 and 4.30.











•[0 0.33 0.67 1 0.67 0.33 0 ••• 0]
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=
~0 0 0 0 0 0000" 
0 0.25 0.25 0.25 0.25 0.25 0 ••• 0 
0 0.33 0.5 0.5 0.5 0.33 0 ••• 0 
0 0.33 0.67 0.75 0.67 0.33 0 ••• 0 
0 0.33 0.67 1 0.67 0.33 0 ••• 0 
0 0.33 0.67 0.75 0.67 0.33 0 ••• 0 
0 0.33 0.5 0.5 0.5 0.33 0 ••• 0 
0 0.25 0.25 0.25 0.25 0.25 0 ••• 0 
00 0 0 0 0000
00 0 0 0 0000
c; 3 = A[ ° R] = [o o o o o i o ••• o]o#,3
= [0 0.33 0.67 0.75 0.67 0.33 0 ••• 0]
Because x, -x2 = -9, then
C ' 3 _ r"i 2 ~ O l










=[0 0.33 0.67 0.75 0.67 0.33 0 ••• 0]
(4.34)
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0.33(-10) + 0-67(-9) + 0.75(-8) + 0.67(-7) + 0.33(-6) 
0.33 + 0.67 + 0.75 + 0.67 + 0.33 (4.35)
= -8
For each zone rule, the crisp output variable z0 which is calculated for different schemes 
of input variables x, (1 < / < 8), are summarised as a control table or rule base (see 
chapter 3 section 3.4.1). The control table (Table 4.1) gives the crisp variables, which are 
the outputs or conclusions from the fuzzy inference system according to SPC zone rule 2. 
In table 4.1, x, and x2 (which are described in section 4.2.2) are denoted by | x} \ and | x2 \ 
which are assigned to the interval [0, 14]. The calculation results summarised in Table 4.1 



















































Table 4.1 Control table (\ z0 \) for zone rule2
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4.3 An application of fuzzy logic toolbox in MATLAB
MATLAB is a technical computing environment for high - performance numeric 
computation and visualisation (Mathworks, 1998). It is an advanced interactive software 
package specially designed for scientific and engineering numerical computation. It is 
powerful and comprehensive tool for performing numerical analysis, matrix computation, 
signal processing and all kinds of computations and scientific data visualisation (Part- 
Enanderetal, 1996).
The Fuzzy Logic Toolbox is a collection of functions built in the MATLAB numeric 
computing environment. It provides tools for the user to create and edit fuzzy inference 
systems within the framework of MATLAB. Its various functions can be used to 
implement several models and to compare and analyse their results (Von Altrock, 1995).
The fuzzy logic toolbox provides five Graphical User Interface (GUI) tools for building, 
editing and observing fuzzy inference systems, they are the Fuzzy Inference System (FIS) 
editor, Membership Function Editor, Rule Editor, Rule Viewer and Surface Viewer.
For further calculations and design, the fuzzy - SPC control system can be easily created 
in this toolbox. The control table is directly obtained from the Rule Viewer tool and the 
elaborate manual calculation can be omitted. The tools mentioned above are briefly 
described in sections 4.3.1 to 4.3.5.
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4.3.1 The fuzzy inference system (FIS) editor
The FIS Editor displays general information about a fuzzy inference system. For example, 
the number of input and output variables, types of inference rule or model and decision of 
the fuzzy operator method.
As in section 4.2, the system has eight inputs variables and one output variable which are 
designed to represent Zone Rules 1-5. The Mamdani model is used for approximation, 
min and max are used for "AND" and "OR" operations separately, max is used for 
aggregation of "several rules" and the Centre-Of-Area (COA) is used for denazification 
as discussed in section 4.2.3.
4.3.2 The membership function (MF) editor
The Membership Function Editor is used to define the shapes of all the input and output 
membership functions associated with each variable. The types and number of 
membership functions can be chosen in the MF editor. As in section 4.2, the input/output 
memberships take on a value between 0 and 1. The input variable x (section 4.2.1) is 
assigned to the interval [-14, +14] that is based on linguistic terms ± OUT, ± ZA, ± ZB, 
±ZC. The output variable z is assigned to the interval [-11, +11] based on PB/NB, 
PM/NM, PS/NS, PZ/NZ. The triangular and trapezoidal membership functions are used to 
represent the SPC inputs and outputs.
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4.3.3 The rule editor
The rule editor is for editing the list of rules that defines the behaviour of the system. It 
can contain a large editable text field for displaying and editing rules. The 124 if-then 
rules mentioned in section 4.2.2 and Appendix B.5 are contained in this Rule Editor.
4.3.4 The rule viewer
The Rule Viewer is a MATLAB-based display of the fuzzy inference program, and it is 
used as a diagnostic tool that can show which rules are active or how individual 
membership function shapes are influencing the results. The crisp results of fuzzy 
inference z0 can be obtained as "output 1" from this rule viewer by selecting input 
variable JC in Figure 4.3. Figure4.3 shows the calculation result when the input variables 
xl and x2 are assigned to -9, which correspond to the value in the Table 4.1.
inputl = -9 Input2 = -9 inputs = -14 Input4 = -14 Inputs = -14 Input6 = -14 input? = -14 Inputs = -14 output! - -8
'"Put | [-9-9-14-14-14-14-14-141 Rot points. 1 101
Opened system 8(1 o3cof. 397 rules
Move left rght down up
Help Close
Figure 4.3 Rule viewer for Fuzzy - SPC controller (part 1: 777?, ~ TTR3Q )
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4.3.5 The surface viewer
The surface viewer shows two or three-dimensional curves that presents the mapping 
from the input to the output. This figure displays how the output depends on any one or 
two of the inputs. Figure 4.4 describes the I/O surface for the two inputs and one output 
model. It is a graphical representation of the fuzzy reasoning for 777?3 and 777?4 (or for 
SPC zone rule 2. See section 4.2.2), which is summarised in the Table 4.1. Figure 4.4 is a 
diagonally symmetrical graph, and the Area} and Area2 are 777?3 and ITR4 working 
spaces respectively.
x input2 = x} x x2 , + 8 <x{ 2 < +12 (4.36) 
Area2 = input} x input 2 =x,xx2 , -8>A'12 >-12 (4.37)
Figure 4.4 illustrates that, when input} and input2 take values in the lower interval 
(±9- +10) of ±ZA , the inference output obtained is Medium value ±8 in PM/NM. 
When the absolute values of the input , and input2 increase from the zone A centre value 
±10 , the inference result output value is generated to be gradually enhanced. It 
reflects the robustness in the interval, which is close to upper or lower limits in the 
control chart.
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Figure 4.4 Surface viewer for two input and one output
4.4 Conclusion
Fuzzy set theory and fuzzy logic are useable and flexible techniques for expressing vague 
concepts. For the membership functions, many types of functions can be chosen to build 
different systems. Based on the analysis results of section 2.7 of chapter 2, the triangular 
and trapezoidal membership functions are used in the design of a Fuzzy-SPC system. 
These two types of membership functions also have the advantage of simple calculation. 
Fuzzy reasoning is a very important element in a fuzzy system. Based on SPC zone rules 
1 to 5, the related if-then rules are determined to represent the input/output relationship in 
this approach. For if-then rules, it is necessary to simplify the rules and reduce the rule 
number in order to increase the system's working speed. In this simplification procedure, 
some experiments and analysis are required.
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Fuzzy logic is a technique used to describe the uncertainty of events based on certain 
mathematical computation. This chapter uses some examples of mathematical methods to 
explain the design ideas of the fuzzy system. However, MATLAB is a powerful tool to 
design many engineering systems including fuzzy schemes. In this chapter, the Fuzzy- 
SPC system is designed and the manual calculation results are verified by the MATLAB 
executed results. The input-output Surface viewer shows that the control scheme is 
preliminarily satisfied.
4.5 Summary
This chapter represents the design and discussion of a Fuzzy-SPC control system. 
Triangular and trapezoidal membership functions are used for the antecedent and 
consequent parts. A series of preconditions for the simplification of if-then rules, which 
correspond to SPC zone rules was proposed. The COA method of defuzzification was 
chosen in the fuzzy inference and some reasons for the selection of operators are also 
explained. An application of the fuzzy toolbox in MATLAB for verifying manual 
calculations of the fuzzy inference solutions and further designing of the Fuzzy-SPC 
system is also described. More detailed fuzzy inference solutions are obtained from the 
Rule Viewer in the fuzzy toolbox of MATLAB and these solutions will be used to build a 
fuzzy control table or if-then rule base in chapter 5. Finally as an example of a graphical 
expression for "if-then" rules ITR3 and ITR4 (SPC zone rule 2), the input/output surface 
by three-dimensional curves are shown in the Surface Viewer.
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As discussed previously, the Fuzzy-SPC system is designed in this chapter. How well it 
works should be assessed through an application. In the next chapter, the control 
behaviour is simulated in a C++ system, and the control results analysed. Based on these 
primary approaches, the tuning of membership functions for investigation and 
improvement of the Fuzzy-SPC system is also considered.
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Chapter 5 The simulation study written in C++
A Fuzzy-SPC system was implemented in simulation written by C++ language. To 
achieve a reduction of control errors, the effect of varying membership function shapes are 
investigated. Based on the results of this approach, a set of membership function schemes 
are designed and used to control the abnormal processes with high control accuracy.
5.1 Introduction
This chapter describes simulation studies, which were used to assess the Fuzzy-SPC 
system. Two types of C++ languages were used to design the simulation systems.
Borland C++ was used to design a basic simulation system based on the DOS 
environment. This basic system was used to implement general operations such as 
generating abnormal processes and using a Fuzzy-SPC controller with a standard 
triangular and trapezoidal membership functions to control it. The control errors are 
calculated in this section.
Visual C++ was applied to build a major simulation system based on the Windows 
environment to generate process data and control the abnormal data points by the different 
group of membership functions. Two types of experiments were performed in this study.
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One was an investigation into effective ways to change the triangle and trapezoidal shapes 
of the fuzzy consequent membership functions, which influence the control results for the 
abnormal processes. The other experiment generated the control results distribution via a 
set of preferred triangular and trapezoidal membership function schemes, which were 
determined by the results generated from the first set of experiments. For increased control 
accuracy, the preferred shape of the membership functions can be selected.
The C++ language and Object - Oriented Programming (OOP) is briefly introduced in 
section 5.2. The structure of the simulation systems which were written in two types of 
C++ language are described in section 5.3 and section 5.5, the process charts and analyses 
of the control results are given in section 5.3, section 5.6 and section 5.7.
5.2 C++ language and OOP functions
The related concepts of the C++ language will be briefly introduced in this section as they 
are used in the fuzzy-SPC simulation studies. C++ is an expanded version of C. It was 
initially called "C with Classes" as a high - level and Object - Oriented Program (OOP) 
language.
Objected-oriented programming is a way of approaching the job of programming. It 
adopts the best ideas of structured programming. OOP allows the user to easily
decompose a problem into subgroups of related parts. These parts can then be translated
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into self-contained units, which are called objects. An object-oriented programming 
language has three characteristics: encapsulation, polymorphism and inheritance (Schildt,
1997):
Encapsulation can be viewed a device that binds together code and data and that keeps 
them safe for the interference or misuse from outside. An object is a logical entity that 
encapsulates both data and the code that manipulates that data. In an object, some of 
the code and /or data may be private to this object and inaccessible to anything outside 
the object. An object provides the protection against some other, unrelated part of the 
program accidentally modifying or incorrectly using the private members of the 
object.
• Inheritance is the process by which one object can acquire the properties of another 
object, which is in the same father-classification. For example, a red pen is part of the 
pen class, which in turn is part of the stationery class. The classification can be used to 
simplify programming via the inheritance, an object need only define those qualities 
that make it unique within its class.
Polymorphism can be explained by the phrase "one interface, multiple methods". It 
can be viewed as an attribute that allows one interface to be used with a general class 
of action. The specific action selected is determined by the exact nature of the 
situation. An example of polymorphism is the thermostat. It can work in the same way
on different furnaces: gas, oil, or electricity. The polymorphism can reduce the
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complexity of a program by allowing the same interface to be used to specify a general 
class of actions.
5.3 The OOP simulation study written in Borland C++ 5
5.3. 1 Borland C++ 5 and simulation operators
Most C++ compilers include a full programming environment: editor, compiler, linker and 
debugger, which are called Integrated Development Environment (IDE). One of the most 
popular C++ IDE is Borland C++ (Wilks, 1994). The basic Fuzzy - SPC simulation OOP 
system is written in Borland C++ 5. This system can simulate a random process, generate
the random data in any running time with different values, uncontrolled X chart and 
zones can be drawn on the screen and abnormal points marked by sample number. The 
controlled pattern can be shown as the results after applying the fuzzy inference (Fuzzy - 
SPC controller).
The main functions of the program are:
• Create data to represent a normal and an abnormal process;
• Calculate the distribution of the data;
• Create related data text files on disk for analysis;
• Calculate the average, standard deviation, CL, UCL, LCL and boundaries between 
zones A, B and C;
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• Inspect and interpret the process data by zone rules 1, 2, 3, 4 and 5;
• Produce the automatic control signal from the control table and transfer it to the 
SPC control chart;
• Plot X charts with and without controlled action for comparison.
5.3.2 OOP simulation program structure
Figure 5.1 illustrates the structure of the OOP simulation program. There are three classes 
that provide the data and code encapsulated in this system.
Class NORMAL
Protected variables






























Object A Object C
Figure 5.1 The OOP structure of the simulation program
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Class NORMAL is used for managing the normal random data and calculating the SPC 
parameters. Class ABNOR is used for generating and testing the abnormal data. Class 
CONTROL is used for searching the fuzzy control table, and controlling the abnormal 
process. In class NORMAL, 500 (the number can be changed through the user interface) 
random data points with normal distribution are held in an array X0 [], their subgroup
average (X) (the size is chosen as 5) are held in an array Xt []. They are defined as the 
protected member variables, which can be inherited (Cai, 1994). The public member 
functions include RandQ, SPCQ and DisQ, which can be used to access the member 
variables from outside this class and to complete their tasks. For example, generating 
random data, calculating SPC parameters and calculating the data distributions. The 
virtual functions PlotQ and File() are used to complete the plotting of charts and saving 
text files. They can be applied by different object as the polymorphism attribute via the 
inheritance process.
The class ABNOR is a derived class from class NORMAL by the Inheritance method (He 
et al, 1994). The protected member variables X0 [] and X} [] in the base class NORMAL 
can be accessed in the derived class ABNOR. The member functions AbnQ, Zr() and Dis() 
are used to create the abnormal data, test the abnormal data by zone rules and calculate the 
distribution of the abnormal data via member variable X2 []. The member functions PlotQ 
and FileQ are virtual functions in the inheritance process.
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The class CONTROL is a derived class from class ABNOR. Similarly, the protected 
member variable X2 [] in class ABNOR can be accessed from the derived class 
CONTROL. The member functions SearQ and ConQ are used to search the fuzzy control 
table and to generate the control action for the abnormal process. Adjusted process data 
are held in the member variable X^ []. PlotQ and File() are virtual functions.
The three objects "N", "A" and "C" have their separate classes - NORMAL, ABNOR and 
CONTROL to achieve different operations. As the polymorphism characteristic, the 
virtual functions can be determined to complete different specific actions via one interface 
(Schildt, 1997). For example, to plot different charts for object "N", "A" and ""C" via one 
interface ObjPlotQ only, or to save different files via one interface ObjFileQ only.
5.3.3 The simulation and analysis
A sample often X charts in Fig. 5.2 ~ Fig. 5.6 illustrate the executed outputs of the fuzzy 
system in which an abnormal process is simulated, tested and adjusted by the fuzzy 
inference system. In the upper charts of Fig. 5.2 ~ Fig. 5.6, abnormal points (i.e., points 
which contravene the zone rules) are marked by double rings, a vertical line and the 
number of the sample. The upper charts are uncontrolled and the lower charts are 
controlled and adjusted by control outputs of the fuzzy inference at the first abnormal 
points which are marked by the large vertical lines. It can be seen that to the right of the 
large vertical lines, subsequent abnormal points (marked with double rings) are improved 
to normal data in the lower charts.
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Figure 5.2 Controlled in zone rule 1
W
Figure 5.3 Controlled in zone rule 2
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Figure 5.5 Controlled in zone rule 4
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Figure 5.6 Controlled in zone rule 5
In this simulation study, 500 random data points were generated by function RAND () for 
each run and the subgroup size chosen was 5 with the X chart plotted for 100 X values. 
The abnormal process is software generated by shifting 0.1 times the universe of discourse 
for process average (Box, 1997) and the fuzzy system tests and adjusts the abnormal 
process automatically. Abnormal data from Fig. 5.2 ~ Fig. 5.6 are summarised in table 5.1. 
The sample number for the first abnormal point (control point) and successive abnormal 
points are given in columns 2 and 3 and the zone rule number that is used for the 
appropriate test is indicated in column 4.
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Table 5.1 Summary of simulation details for one run
The control results are expressed as a scalar for Fig. 5.2 ~ Fig. 5.6 and summarised on the 
second row in Table 5.2, which is marked by No. 1 ~ No. 5 in column "experiments 
numbers". The simulated control results are normalised to [0,1]. In column 2, "CAPA" 
describes the controlled abnormal process averages, "NPA" describes the normal process 
averages and "Error" is calculated from the difference between controlled abnormal 
process average and normal process average. "ZR1" ~ "ZR5" in columns 3-7 represent 
SPC zone rule 1 to 5 which are used to test the abnormal processes. The results show that 
the maximum absolute value of control error is less than 0.037 when the mean shift level 
is 0.1. It indicates that the Fuzzy-SPC system successfully adjusts and improves the
process for the simulated data.
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Table 5.2 Summary of simulations results for 50 runs
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For the primary analysis, table 5.2 summarises the results of 50 simulation performances, 
which are used to investigate the repeatability and variation of the control effects.
Figure 5.7 illustrates normal process averages, abnormal process averages, controlled 
abnormal process averages and their control errors for 50 simulation performances which 
are summarised in Table 5.2. In the Fig. 5.7 (1)~(5), "abnormal" process averages are 
chosen randomly as 0.4 (LAbnormctl) or 0.6 (UAbnormal), "Normal" process averages 
have some small random values around 0.5. The abnormal process averages have been
shifted approximately ±0.1 which is equal to 10% of the universe of discourse (23% of
UCL — LCL one side of the chart testing area ——————— ) from the centre line.
Figure 5.7 describes the "Controlled" abnormal averages, which are much improved and 
closer to normal data after the control actions. The positions of the controlled abnormal 
process averages also have a small wave, and it follows the random positions of the 
normal average points. This random characteristic will be used to investigate the effect of 
the control action by hypothesis testing in section 5.6.3. The related statistical parameters 
are calculated and summarised in Table 5.3.
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Table 5.3 The statistical parameters of control results
In table 5.3, the parameter "Average" represents the mean of the controlled abnormal 
process averages (CAPA). NPA describes the mean of the normal process averages. 












For other parameters, the S.D., Max and Min describe the standard deviation, maximum 
value and minimum value of the process averages and errors. They describe the range for 
related random variables CAPA, NPA and Errors.
Finally, if the height of the adjusted space for the abnormal process average that lies 
between UAbnormal and LAbnormal which are mentioned previously is viewed as full- 
scale deflection (f.s.d.), the relative control errors (average) RCE can be calculated as a 
percentage of f.s.d. (Bentley, 1995):
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Error, ,__ 0.0173RCE, = ——————?—————x 100% = ,xlOO% = 8.7% (5.3) 
UAbnormal - LAbnormal\ 0.6-0.4|
RCE2 = ——-————————x 100% = °-0149 ,xlOO% = 7.5% (5.4)
L \JTAl—————„/ T A L—____ _7 rv f r\ A\ V"- V\UAbnormal - LAbnormal 0.6 - 0.4|
5.4 Visual C++6.0 and Microsoft foundation classes (MFC)
Microsoft Visual C++ is a powerful and complex tool for building 32 - bit applications for 
Window 95 and Window NT (Gregory, 1997). The central part of Visual C++ package is 
the Developer Studio which is an Integrated Development Environment (IDE). The 
Developer Studio is used to integrate the development tools and the Visual C++ compiler. 
Users can create a windows program easily by using the tools which involves the wizards 
provided as part of the Developer Studio and the Microsoft Foundation Classes (MFC) 
which is a set of predefined classes or library.
A wizard is a tool that helps guide the user through a series of steps (Williams, 1998). The 
Developer Studio provides several wizards that are used to simplify developing the 
windows programs. The most commonly used wizards are AppWizard and ClassWizard.
AppWizard is used to create three type of basic frames of a windows program: Single 
Document Interface (SDI) application, Multiple Document Interface (MDI) application
and dialog based application. A Single Document Interface (SDI) application has only one
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document open at a time. A Multiple Document Interface (MDI) application such as Excel 
or Word, can open many documents at once. A dialog - based application does not have 
any documents or menus (Gregory, 1997).
ClassWizard is used to define the classes in a program generated by AppWizard. By the 
use of ClassWizard, new classes can be added to the user's project. Functions also can be 
added to control how messages are received by each class. ClassWizard also helps manage 
controls that are contained in dialog boxes by enabling the user to associate an MFC 
object or class member variable with each control (Williams, 1998).
The Microsoft Foundation Classes (MFC) is a set of predefined classes or library that 
allows Windows programming. This library provides support for all of the frequently used 
Windows Application Program Interface (API), including windowing functions, messages, 
controls, menus, dialog boxes, Graphics Device Interface (GDI) objects (fonts, brushes, 
pens and bitmaps), object linking, Single Document Interface (SDI) and Multiple 
Document Interface (MDI) (Pappas and Murray, 1994).
AppWizard can generate many programs with very useful characteristics such as 
Toolbars, Status bars, Windows views, the help functions and completed menus which 
include open and save file, print and print view. By using the AppWizard and MFC, the 
user can concentrate on the more important parts and avoid writing code for building the
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Windows environment.
5.5 The improved Fuzzy-SPC simulation in Visual C++ 6.0
The simulation system of Statistical Process Control was built in Visual C++ 6 Developer 
Studio using AppWizard and MFC. The Single Document Interface (SDI) was applied to 
build this simulation which is called "FuzzySPC".
Figure 5.8 illustrates the outline of the application program. It is consists of four classes: 





Figure 5.8 Outline of application pro gram
The CFuzzySPCApp is an application class, which is executed firstly in the windows 
program (Holzner, 1997). It is derived from CwinApp, the base class of MFC. It manages 
the overall program, for example, to perform initialisation, clearing and displaying the 
main window.
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CmainFrame is a frame class, derived from CframeWnd of base class. It is used to manage 
the main program window, for example, to display the title, menu bar, toolbars, Status 
bars and window maximum and minimum keys, etc.
The FuzzySPCDoc is a document class which is used to hold process data and to deal with 
the file I/O operation. FuzzySPCDoc is derived from MFC Cdocument base class. In the 
FuzzySPCDoc class, several member functions are designed to manipulate the SPC 
process data. For example, the member function SpcCal () calculates the process average, 
upper control limit, lower control limit and the zone boundaries. The member function 
SpcZR ( ) is used to test the abnormal process data by SPC zone rules 1-5. There are 
seven and nine fuzzy controllers, which have separate and different fuzzy control bases (or 
tables) in the class FuzzySPCDoc for different experiments (section 5.6 and section 5.7). 
The control tables can be obtained from MATLAB rule viewer which corresponds to 
different fuzzy membership functions (see Fig. 5.9, Fig. 5.16 and Fig. 5.17). The file I/O 
operation is achieved by member function OnFileOpen ( ) and OnFileSave ( ).
The CFuzzySPCView is a view class, which is used to display program data, graphics on 
the screen and printer functions. The CFuzzySPCView is derived from MFC CView base 
class. In the CFuzzySPCView class, member functions ShowPensl(CDC *pDC) and 
ShowPens2 (CDC *pDC) are designed for drawing the normal process and abnormal 
process in the X charts. Member functions ShowPensOl (CDC *pDC) ~ ShowPens07 
(CDC *pDC) and ShowPensOl (CDC *pDC) ~ ShowPens09 (CDC *pDC) are designed
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for plotting the abnormal process to be controlled by related controllers (section 5.6 and 
section 5.7) on the X charts. The CDC is a draw class, derived from the MFC CObject 
class. Class CDC can perform many graphics operator (Chen, 1998) and it is referenced 
via point *pDC in the ShowPens functions.
In this Visual C++ application, the output fuzzy sets of the universe of discourse are 
changed to [0, 1] for tuning calculation convenience, and some new operators are added to 
the simulation system (Section 5.3.1). These are:
• Create related data text files I/O on disk for analysis;
• Search several different fuzzy control tables and transfer their control instructions.
5.6 The Visual C++ simulation for varying of membership functions
The aim of this work is to develop an effective way to change the triangle and trapezoid 
shapes of the membership functions, in order to determine a set of consequent 
membership functions with suitable form or shape to control the abnormal processes. In 
this section, the shapes of triangles and trapezoids are changed in three basic ways, the 
sample and control data are obtained from the performance of the Visual C++ simulation 
systems. The respective control effects for different shapes of membership functions are 
identified and compared via the hypothesis Mest. After the Mest, the most effective way 
to generate the control result is selected.
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Optimal control and optimisation techniques are major contents and tools in random 
process control (Zheng and Zhu, 1991). The parameters of the fuzzy controller can be 
adjusted or tuned as an optimisation procedure to achieve good control performance for 
the complex model of objects which have uncertain conditions (such as a random process) 
(Reznik, 1997) (Li 1994). It is a frequently used method to refine membership functions in 
the optimisation of the fuzzy controller. For quick and effective performance in practice, it 
is necessary to investigate the effects of membership function parameters (section 5.6) 
before tuning or adjustment (section 5.7). This is in order to evaluate the effect of the 
membership function and to reduce the total number of membership functions used (Li, 
1997).
5.6.1 Basic investigation for varying triangle shape
As discussed in chapter 3, the triangular and trapezoidal functions are determined by the 
choice of parameters a, b, c and a, b, c, and d (Fig. 3.3 and 3.4). Varying the triangle and 
trapezoid shapes can be classified as changing the steepness of slope (Boston, 1997), 
position and width of the function shape. Figure 5.9 illustrates seven different membership 
functions shapes, which were generated to investigate the effect of the membership 
function on the simulation results.
5-21








Figure 5.9 Seven types of membership function shapes
No.(l) in Fig.5.9 is a standard triangular membership function, No. (2) and No. (3) 
illustrate changes to the slope: the peaks of the triangles have been inclined by an average 
of 0.05 in different directions, No. (4) and (5) represent different positions, No. (6) and 
No. (7) illustrate different width of the triangular function shapes. The positions and the 
widths have been changed by 0.05. The value 0.05 is used as a deviation value for the
initial approach.
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5.6.2 Simulation of seven basic type of membership functions
A sample of nine X charts shown in Fig. 5.10 ~ Fig. 5.14 were used as examples to 
illustrate the executed outputs in which an abnormal process is simulated, tested and 
controlled by different output membership functions using the fuzzy zone rule 5. Other 
experiments which uses zone rule 1 ~ zone rule 4 to test and control the abnormal process 
were summarised in table 5.4. In Fig. 5.10-5.14, chart (1) represent a normal process and 
chart (2) is an abnormal process, with abnormal points marked by large circles, vertical 
lines and number of zone rule used to detect the abnormality. Charts (3) ~ (9) describe the 
abnormal charts which are controlled at the first abnormal point (control point) of chart 
(2). The process is tested again after the first control action. It can be seen that to the right 
of the control point on the charts (3) ~ (9), subsequent abnormal points are reduced and 




Figure 5.10 Normal and abnormal pro cesses
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Figure 5.12 Controlled using members hip functions No.3 and No.4
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Figure 5.13 Controlled using membership functions No. 5 and No. 6
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(9)
UOL
Figure 5.14 Controlled using membership function No. 7
In this simulation study, 500 random data were generated by function RAND () for each
run where the subgroup size chosen was 5 with the X chart plotted for 100 X values. 
The abnormal process is software generated and the system tests and controls it 
automatically. The simulation was run many times to see the effect of the fuzzy control 
action on different zone rules. In every SPC zone rule for one adjustment or control action, 
the abnormal process was controlled successfully by the fuzzy - SPC controller for each of 
the seven membership functions. Table 5.4 summarises the controlled abnormal process 
averages (marked by "CAPAverages") for the 7 membership functions. The control errors 
(marked by "Errors") are calculated from the difference between the normal process 
averages (marked by "Normal averages") values and CAP Averages values. MF1 ~ MF7 
are the seven types of membership functions (see No.(l) ~ (7) in Fig. 5.9). The control 
errors take the values between |-0.0010|~ |-0.0528|.
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Table 5.4 Summary of executed simu lation results
The approach of this work is to identify an effective way to change the triangular shape of 
the membership function only. The control error value and that some abnormal points are 
still in existence in the chart after the control action should be not used to judge the 
effectiveness of this controller, since the abnormal processes are controlled by a sample 
group of membership functions only. These control results are used in section 5.6.3, to 
investigate the effects of control actions on different membership function shapes.
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5.6.3 Comparison of varying the membership function
In this section, the effects of different membership functions are compared using the 
hypothesis /-test. Before using the /-test, some suppositions need to be discussed:
1. Although the random process generated by the computer in C++ does not belong 
exactly to a normal distribution, the distribution of the X values tends to be close to 
normal and approach a normal curve (Grant and Leavenworth, 1988), therefore, it is 
viewed as approximately a normal distribution. Figure 5.15 shows an approximate
normal distribution of means X. The means X can be viewed as random variables. 
Described in Table 5.2 (section 5.3.3) are averages of X for abnormal processes 
controlled by standard membership function MF1 (No. (1) in Fig. 5.9), and obtained 




Figure 5.15 The frequent distribution of process averages controlled by MF1
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2. The abnormal processes were controlled using the average values only. For the seven 
different membership functions, the standard deviations in every run were the same.
3. The seven control results in every run were generated from different fuzzy 
membership functions, and they were assumed to be independent.
The hypothesis Mest can be used (Montgomery and Runger, 1994) (Li, 1986) to 
investigate the effect of the control action of the seven membership functions described. 
For example, to compare the effects of the control actions using the standard membership 
function MF1 and sample membership function MF2 (section 5.6.2), the following 
applies:
Suppose two independent normal populations with unknown means //Mn and //Aflr2 , and 
unknown variances with the same values: <TA/FI = <JktF2 , the hypothesis H0 and H} :
can be tested by an estimate S 2 and test statistic t0 (Montgomery and Runger, 1994).
where:
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where S, Y and n are sample variances, sample mean and sample number (n = 10) for the 
process averages X of abnormal processes controlled by different membership functions 
MFl and MF2 (it is marked by MF1-2 in Table 5.5). The value of /0 is written in the 
second column of Table 5.5. Similarly, the above hypothesis t - test and equations can be 
used to compare MFl and MF3, MFl and MF4,..., MFl and MF7 (they are marked by 
MF1-3,..., MF1-7 respectively in Table 5.5). The different results for /„ are given in 














Table 5.5 The test statistic t0 values calculated
If the value 0.10 is chosen as the significance level a then the two sided critical region 
can be written as -/ / ~ t / = -1.833-1.833. Because the calculated values t0 of MF1-2,
72 72
MF1-3, MF1-4 and MF1-5 described in Table 5.5 fall out the significant region -
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1.833-+1.833, the related hypothesis H0 are rejected. That is, the control results which 
are generated by MF2, MF3, MF4 or MF5 are different to the control results, which are 
generated by the standard membership function MF1. For MF1-6 and MF1-7, the 
hypothesis HQ is not rejected as their tQ fall inside the significance region. These 
calculation results imply that, varying the membership functions from a standard one, the 
tuning of position (MF4 and MF5) and slope (MF2 and MF3) of triangle and trapezoid 
have a greater effect on the control result than tuning the width of the triangle and 
trapezoid functions (MF6 and MF7).
5.7 Further approach to SPC zone rules via a set of membership function 
schemes using visual C++ simulation
A further approach based on the previous section, using a set of nine shapes or structures 
of consequent membership function schemes with more effective and representative 
characteristics is designed for control simulation in this section. The control results are 
summarised and analysed.
5. 7.1 A set of membership function schemes
After some discussions in section 5.6.3, several structures of triangular and trapezoidal 
consequent membership functions with a greater effect on the control results are designed 
in this section. The main focus is placed on the triangle and trapezoid positions and
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triangle slopes (section 5.6.3) which are varied to a greater extent than in section 5.6.1, in 
order to obtain a more effective influence on the control process, and more effective and 
representative characteristic to varying the triangle and trapezoid functions. The widths of 
the triangles and trapezoids are also changed depending on their positions and slopes. 
Figure 5.16 and Figure 5.17 illustrate the set of nine different membership function 
schemes chosen.





IM 3 NM MS
(2) o.s
O.3 O.4 O.S Q.e O.T" O.S O.S 
NZ ' PZ ' ' ' PS '
O O.'l O.2 0.3 Cf.'S O.S O.B O.7 O.S OS 1
O O.1 O,2 O.3 O.-4 Q.S. O.S O.7 O.S O.S 1
O 0.1 0.2 0.3 0.4 O.S 0.6 O.>" O.8 O.S 1
Figure 5.16 No. l~No. 4 membership functions
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O O.I O.:2 O.3 O.4 es a.7 o.e
NM NS N.Z PZ PS PM
O.4 OS O.B U.
O O.1 O.2 a.3 O.4 O S O,8 O.7 Cl.S O 9 1
O 0.1 0.2 0.3 0.4. O.S 0.6 O.7 O.S O.9 1
Figure 5.17 No. 5~No. 9 membership functions
The No.(5) scheme of membership function in Figure 5.17 is viewed as the standard type, 
the triangles and trapezoids of the schemes No.(l) ~ (4) in Figure 5.16 are designed to 
deviate both to the left and right. The schemes No.(6) ~ (9) in Figure 5.17 are designed to 
deviate to the centre. Table 5.6 shows the parameters for triangular and trapezoidal
membership functions (also see section 3.2.2) which are described in Figs 5.16-5.17.
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Table 5.6 Summary of parameters for No.l-No. 9 functions
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In Table 5.6, some values that exceeded the universe of discourse [0,1] are written as "N". 
The first step of varying from the standard membership functions No.5 to membership 
functions No.4, the peak position ("b" parameter) of the NS function has been changed by 
0.24 - 0.29 = -0.05 . The biggest change in the negative direction for the NS peak is the 
difference between No.5 and No.l, the value is 0.12-0.29 =-0.17. Similarly in the 
positive direction, the peak position of the NM function has been changed from No.5 to 
No.6 ~ No.9 from the difference value 0.06 (0.2-0.14) to 0.18 (0.32-0.14). The maximum 
value has a deviation of more than 3 times larger than the one mentioned in section 5.6.1.
5. 7.2 Simulation and analysis
5.7.2.1 Simulation
A sample of eleven ^charts shown in (1) ~ (11) of Fig. 5.18 and Fig. 5.19 illustrate the 
executed outputs in which an abnormal process is simulated, tested and controlled using 
the SPC zone rule 5 by different consequent membership functions discussed in section 
5.7.1. Other experiments that uses zone rule 1 ~ zone rule 4 to test and control the 
abnormal process are summarised in table 5.7 and discussed in section 5.7.2.2.
In Figure 5.18, chart (1) represent a normal process and chart (2) is an abnormal process, 
abnormal points are marked by large circle, vertical line and number of zone rule used to 
detect the abnormality. Charts (3) ~(11) of Figures 5.18 and 5.19 show that the abnormal 
processes are controlled at the first abnormal point (control point) of chart (2). The 
processes are tested again after the first control action.
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Figure 5.18 Display (1) of output of simulation system (controlled at zone rule 5)
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Figure 5.19 Display (2) of output of simulation system (controlled at zone rule 5)
It can be seen that to the right of the control point, subsequent abnormal points in charts 
(3) ~ (11) are reduced and improved to normal data that is shown on chart (1). The 
simulation methods are the same as in section 5.6.2. 500 random data were generated by
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function "RAND ()" for each run and the subgroup size chosen was 5 with the J( chart 
plotted for 100 X values. The abnormal process is software generated and the system 
tests and controls it automatically. The table 5.7 summarises 10 abnormal processes 
averages controlled by 9 different membership functions. The first column describes SPC 
zone rules 1 to 5 in both of positive and negative areas. The second column shows the 
related normal processes averages (NPA). The abnormal processes average controlled by 
nine membership functions are summarised in column 3 ~ column 11. The minimum 
errors which indicate the best membership functions (MFs) in this table are calculated 
from the difference between the normal process averages and abnormal values controlled 




































































































































Table 5.7 Ten abnormal processes controlled by nine membership functions
In table 5.7, the bold values imply that, to obtain the minimum control error, it is better to
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use the related membership functions (in the bold value column) for the related zone rules 
(in the same bold value row).
5.7.2.2 Analysis
The abnormal process average controlled at every zone rule by the varying membership 
functions which are represented in Table 5.7 can be plotted on the charts (Figure 5.20 ~ 




Figure 5.20 Range of abnormal average controlled at ZR1














Figure 5.21 Range of abnormal average controlled at ZR2
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Figure 5.22 Range of abnormal average controlled at ZR3
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Figure 5.24 Range of abnormal average controlled at ZR5
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From Table 5.7 and Figs. 5.20-5.24, some phenomena can be identified: 
1. The monotone characteristic
The curves in Figure 5.20 ~ 5.24 show a monotonic increase or a monotonic decrease, that 
is, there are approximate proportional relationships between the control result and the 
varying of the membership function parameters which is discussed in section 5.7.1. It 
confirms that one way to investigate the fuzzy controller behaviour and to optimise a 
fuzzy controller is by varying the membership function parameters. (Ross, 1995) (Li and 
Lil996)(Baglioetal, 1994).
2. The normal process average is covered in every curve
Every curve cover the related normal process average (see the second column named 
"NPA" in table 5.7 and related figure). In other words, the better control results which are 
closed to the normal process average with the smallest control errors can be obtained from 
the set of nine membership functions.
3. Controllable area and control accuracy
The abnormal process averages are shifted 0.1 times the universe of discourse (section 
5.3.3) in this approach. It can be viewed as the smallest controllable shift or sensitivity of 
this Fuzzy-SPC control system. Similar to equations 5.3 and 5.4 in section 5.3.3, the 
control error averages for Table 5.7 are calculated as RCE^ = 0.93% and RCE2 = 0.76%.
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Compared to equation 5.3 and 5.4, the control errors are reduced approximately 10 times.
Fig. 5.20-5.24 show that the control results, which are generated by MF1 to MF9 form a 
controllable area identified by the range of abnormal average results. By varying the 
membership function further, the controllable area can be increased. For a fixed set of 
membership functions, a lower control accuracy is achievable due to the resolution step of 
the membership function being greater and thus increasing the distances between every 
control point.
5.8 Conclusion
The C++ language, especially the Visual C++ is a powerful tool to build window 
programs. A Fuzzy-SPC simulation system is designed using AppWizard and MFC in the 
Visual C++ Developer Studio. The simulation system has a fast performance speed and 
uses the standard window environment. It is a primary attempt for developing a real time 
system of the future work.
The abnormal processes, which are shifted by 0.1 times of the universe of discourse, are 
successfully adjusted or controlled by a standard consequent membership function in a 
simulation study. The related control errors RCEl is 8.7% and RCE2 is 7.5% (section 
5.3).
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To further reduce the control errors, the tuning of membership functions is a common and 
effective method. It is an effective way to tune the position and slope of triangular and 
trapezoidal membership functions. This idea is verified by a statistical Mest. Based on this 
idea, a set of membership function scheme is designed and used to control the abnormal 
processes successfully. The best membership functions generate control actions with 
smaller control errors in the simulation experiments. The range curves of controlled 
abnormal averages (Fig. 5.20-5.24) show the monotonic characteristic and inclusion (of 
the normal process average) characteristic. The monotonic increasing or monotonic 
decreasing of curves indicate that varying of membership function parameters is one 
feasible way to investigate the fuzzy controller behaviour and to optimise a fuzzy 
controller. As every curve covers the normal process average, it indicates that the best or 
more suitable membership function, which causes the reduction of control error 
(RCE} =0.93% and RCE2 =0.76%), can be selected from the set of membership 
function schemes.
5.9 Summary
In chapter 5, an overview of the basic concepts of the C++ language and a preliminary 
simulation study which is written in Borland C++ 5.0 with OOP function are described. 
The abnormal process is software generated by shifting the process average (Box, 1997) 
and the system tests and adjusts it automatically. The control results, which are analysed 
by statistical techniques, show that the Fuzzy-SPC controller successfully adjusts and 
improves the processes for the simulated data.
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The Visual C++ 6.0, Microsoft Foundation Classes (MFC) and its applications of the 
Fuzzy-SPC simulation system are also introduced. The AppWizard and MFC are used to 
build the system structure, and a standard window display environment is developed for 
the Fuzzy-SPC simulation. This system structure also can be further developed as a real 
time system in the future.
As an initial investigation for the tuning of the Fuzzy-SPC controller, the hypothesis Mest 
is applied to determine the effect of the control action of seven basic forms of membership 
functions. The analysis results indicates that, to tune the membership function from a 
standard one for a change in control result, the tuning of position or slope of the triangle 
and trapezoid functions have a greater effect than tuning of their width. This is an 
important issue when building a more effective and representative set of membership 
functions schemes to control abnormal processes.
Based on the analysis result discussed above, a set of membership function scheme is 
designed and used to control the abnormal processes with a reduction of control errors. 
Related Table and Figures show that the best membership functions can generate control 
actions with smaller control errors. The range curves of controlled abnormal average show 
the monotonic characteristic and inclusion characteristic which indicate the varying of 
membership function parameters is one feasible way to investigate the fuzzy controller 
behaviour and to optimise a fuzzy controller. The best or most suitable membership 
function, which causes the control results which are nearest to the normal process mean
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can be selected.
However, there are two weakness in the Fuzzy-SPC controller described in this chapter.
1. In the set of nine membership function schemes, the fuzzy subset structures are 
coarsely tuned. This led to a reduced control accuracy.
2. The simulation is restricted to an abnormal process average shifted level of 0.1 times 
the universe discourse.
These two weaknesses are addressed and improved in chapter 6.
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Chapter 6 Neural network and NN-Fuzzy-SPC
Both neural networks and fuzzy logic are employed to build a NN-Fuzzy-SPC system in 
this chapter. Fuzzy logic is used to generate the fuzzy control actions, and a neural net is 
used to optimise the parameters of the fuzzy controller. For different process mean shifts 
and range spreads, the dynamically optimised X and R controllers can adjust the 
abnormal processes with high accuracy.
6.1 Introduction
This chapter discusses Artificial Neural Network, NeuroFuzzy networks and a NN- 
Fuzzy-SPC system. Similar to fuzzy logic, the neural network is also a type of artificial 
intelligence methodology. Neural network is employed in this chapter for the dynamic 
optimisation of fuzzy membership functions.
An overview of neural network operational principle is given in section 6.2. It contains 
the general operation of neural networks, typical architecture, Back Propagation 
algorithm, training and working phases, advantages and disadvantages. Section 6.3 
describes the NeuroFuzzy network, which is a combination technique of neural network 
and fuzzy logic. The advantage of the technique, research background and the operation 
of a neurofuzzy network for the Takagi-Sugeno model are discussed in this section. As an 
application of neurofuzzy network, the NN-Fuzzy-SPC system is explained in section 6.4. 
It involves the design of neurofuzzy controllers, system architecture and performance,
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simulation and analysis. In section 6.4, the SPC control actions are interpreted by 
approximate reasoning of fuzzy logic and the dynamic fuzzy membership functions are 
optimised automatically by the learning capability of a neural network. Finally, the 
conclusion of this chapter is written in section 6.5.
6.2 Overview of neural networks
6.2.1 The artificial neural networks
The basic computing element in biological system is the neuron. A neuron is a small cell 
that receive electrochemical stimuli from multiple sources and responds by generating 
electrical impulses that are transmitted to other neutons. There are more than ten billion 
neurons, which are used to receive, generate, send and manage the information in the 
human nervous system (Patterson, 1996) (Li, 1998).
Artificial Neural Networks (NN) are simplified models of the central nervous system or 
organic brain. The NNs are networks of highly interconnected neural computing elements 
that have the ability to respond to input stimuli and to learn to adapt to the environment 
(Patterson, 1996). Neural Networks can also be viewed as the techniques for using 
computer software to model computational properties, which have storing and learning 
capabilities (Omidvar and Elliott, 1997). These techniques model the brain with artificial 
neurons all connected together forming the network. These artificial neurons are made up 
of simple binary nodes that can have two states of 0 or inactive and 1 or active. The 
synapses, which cause excitation or inhibition between these neurons, are made up of
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weighted electrical connections (Fig. 6.1) and the neurons are allowed to interact with 
each other. With the aid of a suitable mathematical algorithm, the network can learn by 
adjusting the weight of connections between neurons. A neural network also can 
efficiently approximate and interpolate multivariate data that might otherwise require 
huge databases; such techniques are now well accepted for non-linear statistical fitting 




Figure 6.1 The model of an artificial neuron (node)
Neural networks contain a set of processing nodes (artificial neurons) interconnected in 
parallel. Usually, each node (Fig. 6.1) consists of inputs xt (/ = !,...,«), weights, a 
summation function S, an activation function /() and an output y (Oztemel, 1992). The 
weights determine the influence of inputs or synaptic strength of the neuron (Von 
Altrock, 1995), the summation function combines all inputs and makes their weighted 
sum, the activation function computes the output of the neuron by line, step or sigmoid
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conversion functions in order to simulate the neurons impulsive nature and fatigue 
performance. The input/output function for j'h node in a layer is given by equation (6.1).
(6.1)'jiX, -Oj = 2^ Wj: X: (X0 = bj,Wj0 = -1) 
i=l i=0
yt = (6-2)
where wyj are weights, b} is called bias which represents the activation threshold of the 
/* neuron or node, n is the input number for a node.
The activation function can have various shapes depending on the application (Jantzen, 
1998). Figure 6.2 illustrate six common activation functions: proportion function (1), sign 


















Figure 6.2 Common activation functions 
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Their equations are given by (6.3) ~ (6.8) respectively.
(1) Proportion function
y = f(s) = s
(2) Sign function 
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There are multitudes of ways to build a neural network. They differ in their activation 
function, network topology (architecture) (see section 6.2.2) and learning algorithm
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(section 6.2.3). For the activation function, the sigmoid function and hyperbolic function 
are commonly used for the error Back Propagation (BP) algorithm (section 6.2.3) as they 
satisfy the bounded and differentiable requirements (Patterson, 1996).
6.2.2 Typical architectures of neural networks
Figure 6.3 shows more typical models of the neural network architecture classification: 
(1) feedforward and (2) feedback. They can be used to derive different architectures. In 
the feedforward model, networks can be divided into input layer, output layer and hidden 
layer or layers. The nodes are forward connected between adjacent layers, signals 
propagate only in the direction from the input layer, through intermediate hidden layers 
nodes, to the output layer. In the feedback model, the signals may propagate in the 








Figure 6.3 Typical architecture ofne ural networks
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In feedforward, a single layer model which is called perceptron can be applied to classify 
linear separable problems (Rosenblatt, 1958). For linear inseparable problems, it is 
necessary to use multi-layer perceptron (MLP) which have more layers: input layer, 
output layer and hidden layers. A popular learning rule which is called error Back- 
Propagation algorithm (BP) is applied to mapping the non-linear relationships based on 
the feedforward model (Jantzen, 1998). The feedback model was developed by J. 
Hopfield in 1982 (Hopfield, 1982). It can be used to generate associative memory system 
and to solve route optimisation problems.
6.2.3 The error back propagation (BP) algorithm
The learning algorithm conducts a search through the space of parameter values for a set 
of values with which the network will perform the required function. As discussed in 
section 6.2.1, neural networks learn or obtain the knowledge via adjusting the connecting 
weights. The Error Back Propagation (BP) was developed for the multiple layer 
feedforward network (it is also called BP network) by Rumelhart (Rumelhart and 
Mcclelland, 1986), it is frequently applied in pattern identification, system identification, 
forecasting, control and image processing areas (Warwick, 1992), (Sun, 1997).
In BP networks, the sigmoid model (equation 6.8) is used as the activation function. 
Suppose the node q in the output layer, where q = l,2,...,mQ , and mQ is the number of 
nodes in the current layer (Qlh layer) and node p in last layer, p = \,2,...,mQ _ } , mQ_ } is 
the number of nodes in last layer (Q-V layer), yp is state or output of node p. The
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weighted input sq and state or output yg for node q are given by equation 6.9 and 
equation 6.10.
(6.9)
The system error E is calculated by equation 6.11.
-dq ) 2 (6.11) 
where d is desired output for node q.
Normally the gradient descent method is used to calculate the minimum objective error 
function (or system error function) E (Jantzen, 1998),(Sun, 1997). The BP algorithm is 
summarised in four computing steps:
1. Calculate the error partial derivative of £ (equation 6.11) for node state yq :
EAq = —— = yq -dq (6.12)
2. Calculate the error partial derivative for node input sq :
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3. Calculate the error partial derivative for connecting weight w c : 
8E 8E ds
4. Calculate the error partial derivative for state yp of node p in last layer: 
BE 8E 8s
Thus, by iterating steps 2, 3 and 4, all of the previous layers EAs and related EWs can be 
obtained. Finally, the BP algorithm is summarised by equation 6.16 (Patterson, 1996), 
(Li, 1998).
wM (' + l) = HV,(0+ ?£»;)', (6.16)
where rj is a constant learning coefficient or learning rate, t is the learning epoch, and 8q 
is given by equation 6.17.
q is °utPut layer node
" " "° =
where the node k is in the next layer, k = I,2,...,w0+l and me+l is the number of nodes in 
next layer (Q + \ lh layer).
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6.2.4 Training phase and working phase
The objective of an artificial neural network is to process information in a way that has 
been previously trained. Neural networks operate in two phases: the training phase and 
the working phase.
In the training phase, the network is taught the desired behaviour. Commonly, template 
sample data sets are used as desired input / output states to train the network. Learning 
algorithms are used to modify the individual neurons of the network and the weight of 
their connections in such a way that their behaviour reflects the desired one (Von Altrock, 
1995). The training process using BP learning algorithm can be summarised as follows:
1. Initialisation. Assign random small values to weights. Initialise the bias b.
2. Provide training data. Desired input vectors x and output vectors d.
3. Calculate real output y by equation 6.9 and 6.10.
4. Adjust the weights from output layer to hidden layers (in error back propagation 
direction) by equation 6.16 and 6.17.
5. Return to step 2, to iterate calculation until the error E is satisfactorily small.
In the working phase, the trained neural network is ready to be used to test new inputs. As 
a result of the training, the neural network can output values similar to those in the 
template sample data sets if the test input values match one of the training samples. For 
input values in between, it approximates output values (Von Altrock, 1995). That is, a 
neural network is able to perform non-linear interpolation (Jantzen, 1998).
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6.2.5 A dvantages and disadvantages of neural network
Neural networks can flexibly and arbitrarily map non-linear functions. They can either be 
trained off-line and subsequently employed either on- or off-line, or they can be trained 
on-line as part of an adaptive control scheme or simply as a real-time system identifier. 
Neural networks are also particularly well suited to multivariable applications due to their 
ability to map interactions and cross-couplings readily whilst incorporating many inputs 
and outputs. Neural networks are also inherently parallel processing devices. Fast data 
processing is therefore achievable in a framework of graceful degradation (Hunt et al, 
1992). Such networks are best suited to the control of non-linear systems. Neural 
networks are especially used for "black box" control systems with unknown models (Sun, 
1997). Based on these advantages and the inherent characteristics mentioned above, 
neural networks are also frequently applied in diagnostics, forecasting, optimisation and 
pattern recognition areas (Patterson, 1996).
As a negative aspect, it is often difficult to decide on the network structure and to explain 
the training results, although those results are available (Psichogios and Ungar, 1994). 
The selection of the appropriate net model and setting the parameters of the learning 
algorithm is still a "black art" and requires much experience (Von Altrock, 1995). Neural 
networks range widely in type, the selection of any particular network being dependent on 
the characteristics of the intended application, e.g. necessary accuracy required and 
overall problem complexity (Zalzala and Morris, 1996). If the training data are not 
sufficient, neural network can not provide satisfactory solutions.
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6.3 NeuroFuzzy network
6.3.1 The combination of neural networks and fuzzy logic
As discussed previously, fuzzy logic can be used to describe desired system behaviour 
with simple "if-then" relations (Von Altrock, 1995). That is, fuzzy logic theory provides a 
formal framework to abstract the approximate reasoning characteristics of human 
decision-making, and offers an excellent mode of knowledge representation. 
Nevertheless, it can be also viewed a bottleneck, the fuzzy inference depends on the 
specification of good rules which are generated from human experts. That is, fuzzy 
systems lacks learning and adaptive capabilities (Sun, 1997). Neural network can 
simulate biological learning capabilities, but they can not be extracted to explain the 
learned knowledge, and it requires much experience and a large number of data to be 
designed and trained. Combining the explicit knowledge representation of fuzzy logic 
with the learning power of neural networks, the NeuroFuzzy model, which is a more 
powerful network or model, is engendered.
6.3.2 Research background in the integration of neural network and fuzzy logic 
system
Many alternative ways of integrating neural network and fuzzy logic have been proposed 
for the control area in the literature. These approaches integrate neural and fuzzy 
techniques to optimise control through tuning a fuzzy controller's parameters using a NN. 
Horikawa et al presented a fuzzy modelling method using fuzzy neural networks with the 
back propagation algorithm. This method can automatically identify the fuzzy model of a 
non-linear system. The feasibility of the method is also examined using simple numerical
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data (Horikawa et al, 1990). Khalid, et al proposed an adaptive fuzzy-neural control 
scheme by integrating two neural models with a basic fuzzy logic controller. The first 
neural network is trained as a plant emulator and second neural network is used as a 
compensator for the basic fuzzy controller to improve its performance on-line. The 
function of the emulator is to provide the correct error signal at the output of the 
compensator without the need for any mathematical modelling of the plant. The difficulty 
of fine-tuning the scaling factors and formulating the correct control rules in a basic fuzzy 
controller may be reduced using the proposed scheme. The experimental results show that 
the fuzzy-neural controller in this approach is superior to the conventional fuzzy 
controller and PI controller (Khalid et al, 1994).
The most common trend has been to apply NN to tune the membership functions for 
defined rule sets. A typical approach is to assume a particular shape of membership 
functions and define its characteristics, which can be learned by a neural network 
(Nicholas, 1999). For example, Horikawa et al (Horikawa et al, 1990) used a fixed 
number of if-then rules, and the membership functions were subsequently adjusted by NN 
through BP algorithm until they fitted the data. However, these adapting membership 
functions tend to lose meaning, when they are changed from the original models chosen 
by the designer. Shi and Shimizu presented a NeuroFuzzy controller in a bioreactor 
system. The neural network is used to recognise the patterns of changes in the ethanol 
concentration in baker's yeast fed-batch cultivation. The membership functions are 
adjusted on-line(Shi and Shimizu, 1992). Geisler et al presented a NeuroFuzzy approach 
as a general tool for modelling chemical vapor deposition (CVD) phenomenon in 
semiconductor manufacturing processes. A five-layer feedforward neural network is
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proposed to model the input-output relationships of a plasma-enhanced CVD deposition 
of a SiN film. The fuzzy membership functions of the input and output variables are 
optimally adjusted using the BP learning algorithm. The input-output relationship can be 
described linguistically in terms of fuzzy if-then rules (Geisler et al, 2000).
Neural networks have also been designed to generate or adjust fuzzy rules. Cha and Cho 
proposed a neurofuzzy compliance model (NFCM) which can be used to design a control 
scheme to determine automatically suitable compliance for a given task. An NFCM, 
composed of a fuzzy logic controller and a rule-learning mechanism, is used as a 
compliance controller. The fuzzy logic controller receives contact forces as inputs and 
generates corresponding corrective motions as outputs. The rule learning mechanism, 
composed of two neurons, trains the rule base of the fuzzy logic controller until the given 
task is successfully performed (Cha and Cho, 1996). Piramuthu discovered a drawback of 
using neural networks for credit-risk evaluation decision. That is, it is extremely difficult 
to explain the rationale behind that decision of NN. Researchers have developed methods 
using neural network to extract rules, which are then used to explain the reasoning behind 
a given neural network output. These rules do not capture the learned knowledge well 
enough. Piramuthu developed a neurofuzzy system utilising the desirable properties of 
both fuzzy systems and neural networks, and generated fuzzy rules naturally (Piramuthu, 
1999). Meesad and Yen applied neurofuzzy for pattern classification in vibration 
monitoring. A fuzzy interpretation is incorporated into the network design to handle 
imprecise information. A neural network architecture is used to automatically deduce 
fuzzy if-then rules based on a supervised learning scheme. This network can be 
considered a self-organised classifier with the ability to adaptively learn new information
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without forgetting old knowledge, and can achieve 97.33% correct classification (Meesad 
and Yen, 2000).
6.3.3 NeuroFuzzy network for T-S model
6.3.3.1 An overview of research background
The Takagi-Sugeno (T-S) model has the advantages of computational tractability, 
continuous solution outputs and adaptive capability (section 3.4.1). It is frequently used in 
the NeuroFuzzy system. Tanaka discussed stability analysis of fuzzy-neural-linear (FNL) 
control systems, which consist of fuzzy models, neural network (NN) models, and linear 
models. It is pointed out that the dynamics of linear models and NN models can be 
perfectly represented by Takagi-Sugeno (T-S) fuzzy models whose consequent parts are 
described by linear equations. The stability conditions are employed to analyse the 
stability of four types of FNL control systems (Tanaka, 1995). Theocharis and 
Vachtsevanos proposed an adaptive fuzzy neural network, which uses a BP algorithm to 
learn the structure and parameters of a T-S fuzzy model to identify the discrete-time non- 
linear dynamic system (Theocharis and Vachtsevanos, 1996). Juang and Lin discussed a 
self-constructing neural fuzzy inference network with on-line learning ability based on 
the T-S model. Initially there are no rules in this network, they are created and adapted as 
an on-line learning process via structure and parameter identification (Juang and Lin, 
1998). Ying presented a simplified T-S fuzzy controller, which requires that all the rule 
consequents employ a common linear function and are proportional to one another. This 
scheme drastically reduces the number of adjustable parameters required by the original 
T-S rule scheme (Ying, 1998). Chen et al presented a fault detection and isolation scheme
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for non-linear dynamic systems. This scheme utilises a fuzzy observer to generate the 
diagnostic residual signal for fault detection and isolation. The fuzzy observer based on 
the T-S model, comprises a number of locally linear observers and the final state estimate 
is a fuzzy fusion of all local observer outputs (Chen et al, 1999).
6.3.3.2 MISO Takagi-Sugeno (T-S) model
Because the Multiple Inputs-Multiple Outputs (MIMO) system can be decomposed to 
Multiple Inputs-Single output (MISO) system (Tzafestas et al, 1996), only the MISO is 
explained in this section as it is also used directly to build the NN-Fuzzy-SPC application 
in section 6.4. As discussed in section 3.4.1 of chapter 3, the MISO Takagi-Sugeno rule 
can be described as:
Suppose input x= [x} x2 • • • xn ]' , every x, is the linguistic variable, and its linguistic term 
is given by:
T(x,) = {A},Al,...,A?},i=l,2,...,n (6.18) 
where Af1 (k, = 1,2,...,w,) is a fuzzy subset which is the &,"' linguistic variable value for 
xi (i = 1,2,...n), the related membership function is fj.^ (*,) or juf' in short, and n is the 
number of input variables, mi is the fuzzy partition number for x..
The T-S model if-then rule is:
Rji if inputs x} is A{ and x2 is A{ ... xn is 4f, then outputs z, are given by:
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Zj=fj(x,,x2 ,...xn ) = pj0 +pj} x } + ... + pjiiXn , (_/ = i,2,...,/n) (6.19)
n
where m is the total number of rules, m < ]~[ m { =m l m 2 •••mll .
If the sample data are fuzzified to singleton fuzzy sets (section 3.4.2.2), the matching 
degree for linguistic input x (section 3.3.3.3) can be calculated by equation 6.20 (Rc ) or 
equation 6.21 (R ):
A x A - A
The system output z is a weighted sum and given by:






(6 - 23 )
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6.3.3.3 NeuroFuzzy network for MISO T-S model
6.3.3.3.1 Architecture
The NeuroFuzzy networks are special neural networks, which are designed for fuzzy 
system. Every node in the network has a physical significance. Figure 6.4 shows a 
NeuroFuzzy network, which is applied to describe the MISO T-S model. It consists of 
two sub nets: antecedent network and consequent network.
Antecedent
network Laver 1 Layer 2 Laver 3 Layer 4
Consequent 
network Layer I .aver 2 Layer 3
Figure 6.4 NeuroFuzzy network for MISO T-S model
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The antecedent network contains four layers. Layer 1 is the input layer, the number of 
nodes is n, which is the same as the number of inputs variables x. The nodes in layer 2 
represent the linguistic variables by membership functions. The number of nodes in layer
As mentioned in section 6.3.3.2, /w, is the fuzzy partition number for x, . In layer 3, every 
node expresses a fuzzy rule. Layer 3 forms the antecedent through the calculation of the 
matching degree «7 (equation 6.24 for ^?c or equation 6.25 for Rp ) for every rule. The 





where *, = l,2,...,/w, , ..., kn =1,2,.. .,mn , j = l,2,...,m, m =
Layer 4 calculates normalised matching degree a,. by equation 6.23. The node number is
1=1
m.
There are three layers in the consequent network. Layer 1 is the input layer. Input x0 = 1, 
is used to calculate the constant component in the consequent linear function. Layer 2 has
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m nodes, which are used to express consequent solution (equation 6.19) for m rules. Layer 
3 provides the system output, which is described by equation 6.22.
6.3.3.3.2 Learning algorithm
Figure 6.4 shows that the neurofuzzy network is also a feedforward model, hence the BP 
algorithm can be used to learn inputs/outputs relations through adjusting its parameters. 
Suppose the fuzzy partition number for inputs is determined, the connecting weights pjt
(i = 1,2,...,«; j = l,2,...,/w ) in the consequent network and the central value ckl and width 
aki , (/ = 1,2,...«; kj =1,2,...,m,) of the membership function in the antecedent network 
can be adjusted (Sun, 1997).
Suppose zd is the desired output and z is the actual output, then the error function E can 
be given by equation 6.26.
(6.26)
The learning algorithm for connecting weights pjt is obtained (equation 6.28) through 
calculating the partial derivative of E for pjt (equation 6.27), and using simultaneous 
equations 6.22 and 6.19.
E__dEz^_ (6 .27)
_———— _ {Zd Z)UjJii \ >
dPji dzj dpfl
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dE 
—— = Pji (t) + T1(z il -z)a jX . (6.28)
where / is the learning epoch and 77 is the learning rate, i = 1,2,..., /i , j = 1,2,..., w . In the 
same method, the learning algorithms for central value c, and width a, of the
«/' Kjl




where kt = 1,2,...,^ and / = 1,2,. ..n .
6.4 NN-Fuzzy-SPC system design and simulation
As discussed in chapter 5, the Fuzzy-SPC system has been successfully realised in a C++ 
simulation study. However, two weaknesses of the Fuzzy-SPC controller need to be 
overcome:
1. The fuzzy subset structures are not consecutively tuned. This led to a reduced control 
accuracy.
2. Different shift levels from the 0.1 time universe of discourse need to be made for 
further testing and control in the simulation processes.
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In this section, the Takagi-Sugeno model, which has advantages of mathematical 
tractability, continuous solution outputs and adaptive capability is used to achieve the 
fuzzy inference. The T-S model can describe a highly non-linear system using a small 
number of rules, and it is convenient to identify its parameters using some learning 
algorithms (Yen and Langari, 1999). The neurofuzzy network, which has both 
approximate reasoning characteristic of fuzzy logic and learning and adaptive capability 
of neural networks is applied to build the NN-Fuzzy-SPC control system, in order to 
overcome the above three weaknesses and to obtain the best controlled result after one 
implementation step (or one control action). The SPC control actions are interpreted by 
the approximate reasoning of fuzzy logic and the dynamic fuzzy membership functions 
are optimised automatically by the learning capability of neural networks.
6.4.1 Design ofNeuroFuzzy controllers
In this NN-Fuzzy-SPC system, a NeuroFuzzy controller consists of a fuzzy controller and 
its NeuroFuzzy network. That is, two NeuroFuzzy models are designed for the X -fuzzy 
controller and R-fuzzy controller respectively. Before the design work, several selection 
criteria are discussed below.
The conclusion of chapter 5 shows that, to tune the consequent membership function from 
a standard one for a change in control output, the tuning of position or slope of the 
triangle and trapezoid have a greater effect than tuning of the width of the triangle and 
trapezoid. In this section, the singleton consequent membership function is chosen to 
replace the triangle and trapezoid, as the position (central value) is a major factor which
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has greatest effect in the triangular and trapezoid shapes. This is done in order to simplify 
the computing procedure and reduce computation time. Therefore, the NeuroFuzzy 
controllers can be represented by the Zero-Order T-S model (Hines, 1997).
Based on the conclusions from chapters 2 and 4, to observe the randomness of the sample 
data, only two inputs are used to the fuzzy system. These are the current sample data and 
the average of 5 data points after the FAP. Using the current sample data is considered 
simpler than the use of several sample data points used in section 4.2.2 (also see 
Appendix B.5). It can be considered that the current sample data value (data point 
position) has a distinct characteristic, which can indicate the pattern classification for SPC 
zone rule 1, 2 and 3. For example, for zone rule2 ("The existence of two of any three 
successive points in zone A or beyond..."), if the current sample abnormal point is 
beyond zone A, it can be tested by zone rule 1; for zone rule 3 ("The existence of four of 
any five successive points in zone B or beyond..."), if the current sample abnormal point 
is beyond zone B, this current data point position can be determined as the upper limit for 
zone B. For other situations, the current data point position must fall in the related zone. 
Therefore, in the NN-Fuzzy-SPC system, the abnormal patterns are tested as alarms by 
SPC zone rules in the program, and related pattern classification is represented by a single 
input variable jc,, which is the current sample data point position for the fuzzy inference 
system. The position x} is also used for zone rules 4 and 5, however, the control error can 
be reduced quickly by training and optimisation. In addition, more importantly, the 
average of five data point after the first abnormal point (FAP) which is discussed in 
section 2.7 of chapter 2 is applied as input x2 and the min operator is used for antecedent
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AND, in order to improve the control accuracy and robustness into the NN-Fuzzy-SPC 
system.
6.4.1.1 X -fuzzy controller and its NeuroFuzzy (2) network
Suppose input x= [x, x2 ] r , and x, e [0,100] is the current sample data point position,
x2 e [0,100] is the average of five data after FAP and every x, is a linguistic variable, 
and their linguistic terms are given by:
T(x} ) = {NOUT,NA,NB,NC,C,B,A,OUT} (6.31) 
where A,B, C and OUT are SPC zones and TV indicates negative.
T(x2 ) = {Low, High} (6.32) 
where Low indicates negative area, and High indicates positive area in control charts.
Therefore, the T-S model if-then rules for the X -fuzzy controller are summarised below.
R] : if x, is NOUT and x2 is Low then output z, is />,. 
R2 : if x, is NOUT and x2 is High then output z2 is p2 . 
R3 : if x, is NA and x2 is Low then output z3 is p3 . 
R4 : if x, is NA and x2 is High then output z4 is p4 . 
R5 : if x, is NB and x2 is Low then output z5 is p5 . 
R6 : if x, is NB and x2 is High then output z6 is p6 . 
R7 : if x, is NC and x2 is Low then output z7 is p1 .
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R& : if x, is NC and x2 is High then output z8 is ps . 
R9 : if x, is C and x2 is Low then output z9 is p9 . 
Rw : if x, is C and x2 is High then output zlo is pw . 
Rn : if x, is B and x2 is Low then output z,, is /?,,. 
J?12 : if x, is B and x2 is High then output z]2 is pn . 
7?13 : if x, is A and x2 is Low then output z, 3 is /?13 . 
/?14 : if x, is A and x2 is High then output z, 4 is pu . 
/?15 : if x, is OUT and x2 is Low then output z, 5 is pl5 . 
R16 : if x, is OUT and x2 is High then output z16 is p\ 6 .
Figure 6.5 illustrates the MISO neurofuzzy network for the Zero-Order T-S model which 
was applied as a NeuroFuzzy(2) for X -fuzzy controller (see also figure 6.6). Where X is 
the input vector, //,*' is antecedent membership function (/ = 1,2 ; k} = 1,2,...,8; k2 = 1,2),
Zj is the output for the j lh rule and z is the system output.
Layer 1 Layer 2 Layer 3 Layer 4 LayerS
/i
Figure 6.5 NeuroFuzzy(2) network for MISO Zero-Order T-S model
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Figure 6.5 is a simplified model of figure 6.4, as the consequent outputs are constant 
components of the T-S linear function f. (j=l,2,...,16) which are described as the 
connecting weights in layer 5.
Layer 1 : input layer, translate inputs to next layers.
Layer 2: calculates the membership //*' , ki = l,2,...,mi , / = 1,2 , m} = 8, m2 = 2 .
Layer 3: calculates /'' matching degree:
a, =min[//*'X>] (6.33)
where *, =1,2,.. .,8, k2 =1,2, j = 1,2,...,16. 
Layer 4: calculates /* normalised matching degree:
a, =-- (6.34)J m v '
Ear
Layer 5: calculates the output of the j"1 rule:
where / is the linear equation mentioned previously, which is considered as a 
weight in the neural network. In this zero-order T-S model, the singleton 
membership function pj is defined for output:
(637)
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Layer 6: calculates the system output:
Iff
z=?zj (6.38)
The NeuroFuzzy network in figure 6.5 is a multiple feed forward network, and the Back 
Propagation algorithm (equation 6.39) is used to train the input / output relation via 
optimisation of the connecting weight fj = pj which is a consequent singleton 
membership function or zero-order T-S linear function.
dE _ 
Pi(t + \) = Pj(t)-ri—— = p i (t) + n(z.-z)a, (6.39)fj\sfj\sif* •*/ v/ ' v-"''/ v 'dPj
Equation 6.39 is a simplified version of equation 6.28, since the consequent linear 
function z} ~ p} (compare to equation 6.19) which is used to describe the singleton 
functions.
6.4.1.2 R-fuzzy controller and its NeuroFuzzy (1) network
The design procedure is similar to section 6.4.1.1, but the number of antecedent fuzzy sets
and related rules are different to the J-fuzzy controller. Suppose input x=[x,x2 ] 7 ,
jc, e [0,100] is the current sample data point position, x2 e [0,100] is the average of
previous sample data and every x, is a linguistic variable, their linguistic terms are given
by:
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T(x,) = {NOUT,C,OUT} (6 .40) 
where C and OUT represent SPC zones and N indicates negative.
T(x2 ) = {Low, High} (6.41) 
where Low indicates negative area, and High indicates positive area in the control charts.
The T-S model if-then rules for the R-fuzzy controller are summarised below.
/?,: if x, is NOUT and x2 is Low then output z, is p} .
R2 : if x, is NOUT and x2 is High then output z2 is p2 .
R3 : if x, is C and x2 is Low then output z3 is p3 .
R4 : if x, is C and x2 is High then output z4 is p4 .
R5 : if xt is OUT and x2 is Low then output z5 is ps .
R6 : if x, is OUT and x2 is High then output z6 is p6 .
For the R-fuzzy controller, the NeuroFuzzy (1) structure and related calculations are the 
same as figure 6.5 of the NeuroFuzzy (2) and equations 6.33-6.39, if w, = 3, &, = 1,2,3 
and j=1,2, ...,6.
6.4.2 Architecture of NN-Fuzzy-SPC system
Figure 6.6 illustrates the structure of the NN-Fuzzy-SPC system. The inputs are process 
settings or targets (process average ju and standard deviation SD) and outputs are 
abnormal process average // and standard deviation SD' to be controlled.
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Figure 6.6 NN-Fuzzy-SPC system architecture
The disturbance includes changing the process average and changing the standard 
deviation. Process signals can be tested, classified and transferred to the R - Fuzzy 
controller and the X - Fuzzy controller separately, in order to generate control actions to 
adjust the abnormal process. Every controller (R or X} has two inputs: current sample 
value and average of 5 points after FAP. The controlled result is tested in process 
standard deviation and average by the NeuroFuzzy (1) and (2), if the errors are larger than 
predefined limits, the neural networks will optimise the consequent membership functions 
automatically in the R - Fuzzy controller and the X -Fuzzy controller until the best 
control results are obtained.
The NN-Fuzzy-SPC system is simulated by an m-file in MATLAB. Figure 6.7-6.11 
illustrate the performance of the control-training-control process. In figure 6.7, the upper
6-29
Chapter 6 Neural network and NN-Fuzzv-SPC
two pictures describe a normal process in X and R charts, where as the lower two 
pictures describe an abnormal process (process average shifted by a population standard 
deviation cr value and range spread 4 times of <r). Large circles mark abnormal data.
Normal XBar Chart Normal R Chert
20 40 BO 80 
average=-0 0232
Abnormal XBar Chart
100 20 40 60 80 
average=2.12910
Abnormal R Chert
20 40 60 BO 
average=-0 9476
20 40 60 
average=7.384B6
Figure 6.7 Normal and abnormal processes
The abnormal process is initially controlled in a one step control action by the non- 
optimised controllers and the process still shows many abnormal data (figure 6.8). The 
control errors are still large. In figure 6.8, the left two charts are X charts, the right two 
are R charts; upper two charts describe an abnormal process controlled by the R -fuzzy 
controller, where the lower two charts describe the abnormal process controlled by the 
X -fuzzy controller. The two charts to the right are the same. That is, when the X -fuzzy 
controller adjust the abnormal shift, it does not affect the process behaviour in the R chart
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if the calculation error is ignored. By contrast, when the /?-fuzzy controller works, the 
control action adjust both the X and R charts: the upper two charts are improved from 
their last states which are shown on the lower two related pictures in figure 6.7.
XBar Chart Controlled by R Rules R Chart Controlled by R Rules
0 20 40 60 80 100 
average=-04125




0 20 40 60 80 100 
average=3.13642
R Chart Controlled by XBar Rules
0 20 40 60 80 100 
average=0 03784
20 40 60 
average=3.13642
Figure 6.8 A one step controlled by non-optimised fuzzy controllers
In the figure 6.9, the charts layout is same as figure 6.8, but the charts shows the control 
results in a one step control action using optimised R-fuzzy and X -fuzzy controllers. The 
abnormal process controlled average X values and average range R values are shown 
on the bottom of the X and R charts respectively. The lower two charts are the final 
results. They are much closer to a normal process, which is shown on the upper charts of 
figure 6.7.
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XBar Chart Optimized Controlled by R Rules R Chart Optimized Controlled by R Rules
20 40 60 80 
average=-0 2948
XBar Chart Optimized Controlled by Xbar
100 20 40
average=2 20189
R Chart Optimized Controlled by Xbar
UL
20 40 60 80 100 
average=0 03690
20 40 60 80 100 
average=2.20189
Figure 6.9 Controlled abnormal process by optimised fuzzy controllers
In this NN-Fuzzy-SPC system, the triangular membership functions are used to describe 
the antecedent, and the consequent membership function are simplified to crisp singletons 
which correspond to the zero-order T-S model mentioned in section 6.4.1. Figure 6.10 
and 6.11 illustrate the network training results for the R and X controllers. The 
consequent (output) membership function are simplified to crisp singletons to increase the 
speed of implementation. The sum of squared error (SSE) describes the training curve. 
The training epochs are less than 20, and every final training SSE is less than 0.01. There 
are two charts shown in the bottom of figures 6.10 and 6.11. They are results of abnormal 
X and R charts, which are adjusted by the R-fazzy controller (Fig. 6.10) and the X- 
fuzzy controller (Fig. 6.11) respectively in the training processes.
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Figure 6.10 Optimisation and results for R-fuzzy controller
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Figure 6.11 Optimisation and results for X -fuzzy controller
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Table 6.1 summarises the control results, which are shown in figure 6.7 ~ figure 6.9. In
Table 6.1, the absolute values of X and R (average of R values) are very much 
improved after a one step control action which is non-optimised. However, the best 
results are obtained after a one step optimised control action, the controlled values shown 
on bottom row are very close to the normal values.
Normal
Abnormal
After one control action












Table 6.1 Summary of control results
If the value of (UCL - LCL) is viewed as a full-scale deflection (f.s.d.) in X and R 
charts, the relative errors can be calculated as a percentage of f.s.d. (Bentley, 1995). 






x 100% = 2.44% (6.42)
Similarly, for X and optimised control,
exo = -0.0232-0.0369
1.2493-(-1.2502)
x 100%= 2.40% (6.43)
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x 100% = 22.33% (6.44)
For R and optimised control, 
2.1291-2.2019
4.5101
x 100% = 1.61% (6.45)
These results show that when the average shift (or spread) is confined to the control limits 
(e.g. Icr shift in X chart), the non-optimised Fuzzy-SPC controller can adjust it to a 
satisfactory accuracy (equation 6.42). However, the optimised control results are more 
accurate (equation 6.43). This is specially so when the average spread (or shift) is beyond 
the control limits, the optimised control accuracy is much increased (equation 6.45) from 
non-optimised control results (equation 6.44).
6.4.3 Statistical analysis of simulation results
In the 40 experiments implemented, the abnormal processes are given different shift 
levels (a/3 ~ a,) and different spread levels (2<r~4cr). The process standard deviation 
SD is used as the estimated population standard deviation cr in the simulation, and the 
average of SD value takes 0.94 in 40 experiments. The NN-Fuzzy-SPC system provided 
fully satisfactory optimisation procedures, the error curves are decayed and the final 
training sum of squared errors (SSE) are less than 0.01. The ideal consequent membership 
functions are also obtained.
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Table 6.2 summarises the results of 20 abnormal processes (processes averages have been 
shifted by cr/3 ~ (j), which are controlled by the optimised X -fuzzy controller. The first 
column indicates the experiment numbers, the second and third columns list normal 














































































































































































































Table 6.2 Summary of control results of optimised X -fuzzy controller
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The abnormal process averages shifted levels and optimal control results are described in 
the 4"' and 5"' columns. The Aev , Ae2i and RXe, which indicate the errors between 
normal values and controlled values are given by equation 6.46~equation 6.48.







The abnormal process averages are controlled by the optimised X -fuzzy controller, the 
relative control errors RXei are distributed in the interval 0.1391%~1.3563%, their 
average is 0.6835%, standard deviation is 0.3751%. Figure 6.12 shows a chart for the 
control behaviour. After a control action, the abnormal (process) line is improved to the 
opti-controlled line, which is very close to the normal line.
9 11 131517
Sam pie
.Norm al Abnorm al Opti-controlled
Figure 6.12 Abnormal processes controlled by optimised X -fuzzy controller
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In a similar way, the control results of the R-fuzzy controller are described in table 6.3 
and figure 6.13. The 20 abnormal processes (range averages have been spread by 
2cr~4cr), which are controlled by the optimised R-fuzzy controller. The first column 
indicates the experiment numbers, the second and third columns list normal range 
averages and abnormal range averages respectively. The abnormal range averages spread 
levels and optimal control results are described in 4"1 and 5 lh columns. The Ae3i , Ae4i
and RRCj which indicate the errors between normal values and controlled values are 














































































































































































































Table 6.3 Summary of control results by optimised R-fuzzy controller
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Ae3l = i'""normal"-i"' "controlled"
M = Ae3i





Table 6.3 shows that the abnormal range averages are controlled by optimised R-fuzzy 
controller, the relative control errors RRe, are distributed in the interval 
0.6347%~3.4334%, their average is 1.6125%, standard deviation is 0.7109%. Figure 6.13 
shows that after a control action, the abnormal range line is improved to the "opti 
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Figure 6.13 Abnormal processes controlled by optimised R-fuzzy controller
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6.5 Conclusion
Neural networks can flexibly and arbitrarily map non-linear functions, and their learning 
capability can be used to achieve adaptive control. Fuzzy logic provides a framework to 
abstract the approximate reasoning of human decision-marking. The NeuroFuzzy network 
contains advantages of both neural networks and fuzzy logic. The NeuroFuzzy network 
for zero-order T-S model have been successfully applied though the use of simulated 
examples. The SPC control actions are interpreted by approximate reasoning of fuzzy 
logic and the dynamic fuzzy membership functions are optimised automatically by the 
learning capability of neural networks. The results are obtained with short (less than 20) 
epoch training times (Figure 6.10 and 6.11). Optimised consequent membership functions 
are used to provide the ideal control actions in the control of abnormal process. After a 
one step adjustment by the tuned R-fuzzy controller and X -fuzzy controller, spread 
deviation and shifted average can be returned to a normal situation with satisfactorily 
small errors.
In the 40 experiments implemented, the abnormal processes are given using different shift 
levels (a/3 ~ cr) and different spread levels (2c7~4<r). The NeuroFuzzy network 
provided a satisfactory optimisation procedure (error curve decay) and ideal consequent 
membership function. The control errors range for the R-fuzzy controller is 
0.6347%~3.4334%, their average is 1.6125% (table 6.3); for the X -fuzzy controller the 
error range is 0.1391%~1.3563%, the average is 0.6835% (table 6.2).
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X and R control charts are commonly used in industry. It is normal to investigate the 
behaviour of process average in the X chart and check the variation of process deviation 
in the R chart. It can be understood from the definition of X and R, Fig. 6.8 and Fig.6.9:
that when the averages X and X are shifted as translation only, the R and R values are 
not changed at the same time. By contrast, when the spread of the process deviation is 
increased, it will effect the X value. It is necessary to develop the capabilities for 
measuring and controlling both shift and spread. The NN-Fuzzy-SPC system involves a 
R-fuzzy controller and a X -fuzzy controller which are used to control the spread process 
deviations and shifted process averages respectively. The R-fuzzy controller works first if 
both abnormal patterns are synchronised.
6.6 Summary
This chapter presents the neural network and its application in a NN-Fuzzy-SPC system. 
The operational principles of neural networks have been briefly introduced. It involves 
the general operation of neural networks, typical architecture, the BP algorithm, training 
and working phases, advantages and disadvantages. The NeuroFuzzy network is a 
combination technique of common neural network and fuzzy logic. The NeuroFuzzy 
technique and its advantages, related research backgrounds and the operation of 
neurofuzzy network for Takagi-Sugeno model are discussed. The NN-Fuzzy-SPC system 
is an application of a neurofuzzy network. The design of neurofuzzy controllers, system 
architecture and performance, simulation and analysis also are discussed. In the NN- 
Fuzzy-SPC system designed, the spread and/or shifted abnormal patterns are controlled 
by ^-fuzzy controller and/or X -fuzzy controller respectively. The control actions are
6-41
Chapter o __________________________Neural network and NN-Fuzzy-SPC
interpreted by approximate reasoning of fuzzy logic. When the control errors are greater 
than the predefined limits, the system trains the neural network automatically through 
optimisation of fuzzy consequent membership functions until the control errors are 
smaller than the predefined limits. The simulations show that the control results are 
satisfactory, even though the spreads and shifts take various different values in the 
abnormal processes tested.
It should be noted that for the research work in this chapter, the actual system outputs, 
which are used to train the neural network in the NN-Fuzzy-SPC system, are obtained 
from the next sample phase with about a 30 sample points delay. As such this system can 
be used in automatic process control, as its sample frequency is normally higher. For 
quality control, the long delay should be reduced. Therefore, based on chapter 6, chapter 
7 further hybridises EWMA control charts and digital filter techniques to build a 
combined forecaster for the NN-Fuzzy-SPC control system, in order to reduce the long 
delay.
6-42
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Chapter 7 Forecast function and filtering
The forecasting technique can reduce the measure and control delay. In this chapter, the 
EWMA forecast function is applied to the NN-Fuzzy-SPC system to generate the 
estimated system outputs to train the neural network with a shorter control delay. The 
forecast errors are reduced by the optimising smoothing constant procedure and a finite 
impulse response (FIR) filter.
7.1 Introduction
In chapter 6, the NN-Fuzzy-SPC as a fundamental control system is shown to perform 
well using the NN-Fuzzy-SPC model for different process average shifts and process 
range spread levels. The actual system outputs, which are used to train the neural 
network, are obtained from the next phase sample with around a 30 sample points delay. 
As such, this system can be used in automatic process control, since its sample frequency 
is normally high. For quality control, the 30 sample points delay is viewed as too long. In 
this chapter, the Exponentially Weighted Moving Average (EWMA) forecast function 
and filtering techniques are used to build a combined forecaster for the NN-Fuzzy-SPC 
system. The estimated system outputs which reflect the actual system outputs can be 
obtained from the forecast function, instead of the actual outputs, and used in the training
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process of the NN. This is done in order to reduce the control delay and improve the NN- 
Fuzzy-SPC system practicability in quality control.
Section 7.2 describes the EWMA forecast method, its behaviour, and its related research 
background. Section 7.3 explains the design for a FIR filter. Section 7.3.1 introduces the 
basic notion for a digital filter. Section 7.3.2 describes the details of the lowpass filter 
design. The filter realisation structure and the filtering effects with EWMA forecast are 
described in section 7.3.3. Section 7.4 shows the system performance results.
7.2 EWMA forecast
7.2.7 The EWMA forecast formula
As mentioned in chapter 2, the forecast function is the basis of the EWMA chart. The 
capability of the EWMA to predict future values of a time series can be used for its 
application in automatic adaptive controllers (Wiklund, 1995). The forecast method in 
EWMA is similar to its application in the monitoring process. The use of exponential 
smoothing for forecasting was first arrived at empirically on the grounds that it was a 
weighted average with the sensible property of giving most weight to the last observation 
and less to the next-but-last and so on (Box and Luceno, 1997).
Suppose x, and x, are current EWMA value and sample value respectively at time or 
sample /. The EWMA forecast one step ahead is given by equation 7.1.
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*,+! =*,= *(X, + 0*,-i + & 2 X,_ 2 + 0 3 X,_3 + '' 0
(7.1) 
= Axt + 0 x,
where symbols A and 9 are smoothing parameters, and /I = 1 - 9 .
Equation 7.1 is equivalent to the formulation of the EWMA model, which is represented 
by equation 2.25 in chapter 2.
7.2.2 Research background and research scheme in EWMA forecast
Exponentially weighted moving average (EWMA) is frequently used in process control 
applications (Luceno, 1995). The EWMA forecasts are also central to many commercial 
systems (Johnston and Boylan, 1996). It is well known that the existence of uncertainty is 
a feature of the business world. Johnston and Boylan suggested the decomposing of the 
forecast error into three components, which are unexplained error, the error resulting from 
the estimation procedures of the model or uncertainty about the parameter values, and the 
errors due to the approximate nature of the model in the business area. A quantification of 
the forecast errors based on EWMA is represented. It confirms that the EWMA 
forecasting does not remove the existence of uncertainty in the business system but sets 
out to measure and minimise it (Johnston and Boylan, 1994).
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Wold applied the EWMA technique to principal components analysis (PCA) and 
projections to latent structures (PLS) for modelling processes with memory and drift in 
chemical processes. These models are based on exponentially weighted observations, and 
are formulated as multivariate generalisations of the EWMA. Principles and estimation 
algorithms for exponentially weighted moving (EWM)-PCA and EWM-PLS are 
presented, and the predictive control schemes based on these models are discussed (Wold, 
1994).
In the engineering process control field, the mean level of the quality characteristic 
normally can be assumed to wander over time. If the process disturbance is represented 
by the integrated moving average (IMA) model, the EWMA of the past data has optimal 
properties as a forecast of the next observation (Box and Luceno, 1997). Unfortunately, it 
is sometimes difficult to estimate the smoothing constant needed to update the EWMA of 
past data. Luceno suggested a simple method for the maximum likelihood estimate of 
smoothing constant with a confidence interval. An accurate and efficient computer 
routine is provided for performing the computations (Luceno, 1995).
In the EWMA chart, the most recent data is determined by the choice of the smoothing 
constant usually denoted by the symbol 9, and it is always assumed that the average is 
updated at regular review intervals. However in practice, it may be necessary to 
amalgamate the data from several periods, which are split by holidays or some 
malfunctions and the smoothing constant should be increased to give more weight to the
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combined data. Johnston described the relationship to compute the necessary adjustment 
to the smoothing constant with simulation results. It will enable the correct weight to be 
applied to data collected for only part of a normal forecast review interval, and thus 
prevent over-reaction to very short-term events (Johnston, 1993).
Although the EWMA forecasting can not remove the existence of uncertainty in a 
monitoring system (Johnston and Boylan, 1994) or the forecasting error (Tseng and 
Adams, 1994), it is appropriate to apply the EWMA forecast method in this research work 
as it has a smoothing function and can minimise the uncertainty. In this chapter, EWMA 
forecast behaviours are investigated by different smoothing constant in different shifted 
levels of X control charts. The ideal smoothing constant or parameter is obtained and 
used to build the forecaster which involves a typical structure of finite impulse response 
(FIR) filter, which further reduces the forecasting error. Finally, the NN-Fuzzy-SPC 
system with combined forecaster is performed and analysed in section 7.4.
7.2.3 The behaviour of the EWMA forecast
As discussed in section 2.4.3 of chapter 2, the different values of smoothing parameters 
A and 9 result in different effects on the weights. Large A, and small 0 produce more 
emphasis on recent samples; small A, and large 0 result in a chart that averages the 
effects of the weight. The purpose of this section is to find the ideal smoothing parameter 
6, which brings minimum errors between the EWMA forecasting values at the first
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abnormal points (FAP) tested and the abnormal process average through the simulations 
of different shifted abnormal processes in EWMA charts.
The simulations were performed ten times for every different smoothing parameter 9 
using MATLAB. Simulation results are summarised in tables and plotted on the charts. 
For example, figure 7.1 and figure 7.2 illustrate the comparison for abnormal process 
averages (shift level is SD/2) and related EWMA values at FAP for different smoothing 
parameter 9 (theta). They are quantified in the tables in the Appendix C.I.I. The EWMA 
values follow the varying of abnormal process averages in every chart (1) ~ (9) in figure 
7.1 and figure 7.2, which indicates the behaviour of the EWMA forecast. The differences 
or forecast errors are also expressed simultaneously.
The results of the average of the forecast error for every chart are summarised in table 7.1 
and plotted in chart (10) of Fig.7.2. The minimum forecast error average is obtained as 
0.0745 with the smoothing parameter 9 = 0.85 . The forecast results for different 9 value 
in shift levels SD and SD/3 are also represented by tables in Appendix C.I.2 and 
Appendix C.I.3. Their final results, the averages of forecast errors are described in figure 
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Table 7.2 Summary of average of forecast error for SD/3 and SD shifts
Figure 7.3 and table 7.2 show that for the abnormal process average shifted SD/3, the 
minimum forecast error average obtained is 0.0926 where the smoothing parameter 
9 = 0.85, which is the same for shift level SD/2. For shift level SD, the minimum error is 
found when the parameter 9 = 0.5 . When the shift value changes from SD/3 and SD/2 to 
SD, the minimum error point (the concave point of the curve) is moved from the right 
side (0 = 0.85 which is shown in No.(l) of Fig.7.3 and No.10 of Figure 7.2) to the left 
side (9 = 0.5) and the curve concave area becomes wider (No.(2) in Figure 7.3). Figure
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7.4 shows an abnormal process sequence X2 shifted SD/2 at No. 55 sample point on the 
1-EWMA chart using 9 = 0.85. In this chart, every EWMA value can be viewed as an 
interpolating value between the previous EWMA value and last observation (Box and 
Luceno, 1997).
EWMA and X2(Shift=SD/2,theto=0 85)
10 20 30 40 50 60 70 80 90 100 
AbA=0 5260 AbSD=0.6469 EA=0.4861 ESD=0.0844 FPo=62 FAP=56 ER=-0.174
Figure 7.4 EWMA forecast curve in X chart
In figure 7.4, the solid horizontal line indicates the abnormal process average, which is 
the forecast target. AbA and AbSD are abnormal process average and SD respectively, 
EA and ESD are EWMA average and SD. FAP is the first X abnormal point observed, 
and FPo is the first EWMA point with a forecast error less than 2% of f.s.d. (Bentley, 
1995). They are marked by broken vertical line and solid vertical line respectively in Fig. 
7.4. The ER indicates the forecast error between EWMA value and X2 at the FAP, which 
is used as the forecast point or location for the current shift. To compare EA and AbA, the
7-10
Chapter 7______________________________Forecast function and filtering
absolute value of the difference is 0.0399, which is satisfactorily small. The distance 
between FPo and FAP is 62-56=6. After a delayed interval of 6 samples, the error is less 
than 2%. Although the EWMA curve has been much smoothed from the X chart, it still 
has quite larger fluctuations (ESD=0.0844). The ER has a large value of-0.174. These 
data indicate that the EWMA can not be directly used for indicating or forecasting the 
process average with higher forecasting accuracy.
To remove or reduce the signal fluctuations or randomness, digital filtering is a frequently 
used technique in engineering process monitoring and control. Digital filtering can 
provide a more precise design and analysis method. The forecast effects using filter+ 
EWMA method are further discussed in section 7.3.
7.3 The digital filter and EWMA forecast
Based on section 7.2.3, this section employs a lowpass filter technique to smooth and 
reduce the signal fluctuations in order to achieve a comparative steady EWMA forecast 
with minimum delay.
7.3.1 Overview of digital filters
The filter is a device (electric network or algorithm) that transforms an input signal in 
some specified way to yield a desired output signal (Johnson, 1976). A lowpass filtering
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objective is to remove or reduce the high frequency noise, extract or enhance the useful 
information from a mix of conflicting signal or information (Ingle and Proakis, 1997). In 
engineering, the filter can be classified as two types: analogue filter and digital filter 
(Willianms and Taylor, 1988). Since the advent of Very Large Scale Integration (VLSI) 
and computer technologies, digital filters are widely applied in control, image processing, 
speech/audio and telecommunications. It is quite possible that many established 
continuous-time filter systems will be replaced by equivalent digital filter systems as they 
have many inherent advantages: no drift, approximate ideal frequency response, simple to 
achieve the adaptive function and low cost etc. (Terrell, 1988).
To design a digital filter, convolution must first be addressed. Convolution is one of the 
most frequently used operations in digital signal processing (DSP). It describes how the 
input to a system interacts with the system to produce the output. Consider two finite and 
causal sequences x(n) and h(n) , of lengths Nl and 7V2 respectively, their convolution is 
defined by equation 7.2.
y(ri) = h(n) ® x(n) = JT h(k)x(n - K) = JT h(K)x(n - k) (7.2)
*=-» *=0
where the <8> is convolution symbol, n = 0,1,..., (M - 1), M = N} + N2 - 1.
Digital filters are broadly divided into two classes of filters, infinite impulse response 
(IIR) and finite impulse response (FIR). They are represented by their impulse response 
sequence h(k) (k = 0,1,...). For IIR filters (equation 7.3), the impulse is of infinite 
duration, whereas for FIR (equation 7.4) it is of finite duration, since h(k) has only N
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values. For a given filter, h(k) is a unique coefficient, which determines the filter's 
characteristics (Ifeachor and Jervis, 1993).
(7.3)
AM ;«-*) (7.4)
In equation 7.3 and 7.4, the input sequence x(ri) and the output sequence y(ri) are related 
by a convolution sum, which is discussed above.
Compared to the IIR filter, the FIR filters have some advantages. For example, (1) an 
exact linear phase response is achievable and is always stable by the evaluation of 
equation 7.4. (2) The coefficient quantization errors are much less severe. If the number 
of filter coefficients is not too large and if little or no phase distortion is desired, the FIR 
is recommended (Ifeachor and Jervis, 1993). Therefor, the FIR filter is chosen for the 
NN-Fuzzy-SPC system. The z-transform of equation 7.4 7(z) and the transfer function 
H(z) for the FIR is given by equation 7.5 and 7.6 respectively. Equation 7.6 will be used 
in section 7.3.3.
AM
) Z -k (7-5)
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(7.6)
*=o
where X(z) is the z-transform of the input sequence, and complex variable z = e (a+jm}1 , 
a and co are real part and imaginary part respectively, T is the sample cycle.
7.3.2 Coefficient calculation
The three most commonly used methods for obtaining the impulse response h(n) are 
window, optimal and frequency sampling methods. Their choice depends on the filter's 
specifications. The window method is used in this section as it has a flexible and simple 
way to compute the FIR filter coefficients.
For the lowpass filter, if HD (co) is the theoretical frequency response and is represented 
by:
(7-7) 
0, co = other
then the related theoretical impulse response hD (ri) is calculated from the inverse Fourier 
transform:
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/? ^ 0, — QO < J? < oo
where o> is the angular frequency, coc is the cutoff angular frequency, fc is the cutoff 
frequency and subscript D is used to distinguish the ideal or theoretical response.
The curve of hD (ri) is given by the top left chart in Figure 7.5. The curve tails in the two 
sides carry on to n = ±<x>. The window method mentioned above is used to truncate the
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Figure 7.5 Impulse response and Hamming window
7-15
Chapter 7 _____________________________Forecast function and filtering
theoretical curve by setting hD (n) = 0, in order to make the actual impulse response h(n) 
shown on the bottom left chart in Figure 7.5, which is used for the FIR filter. However, 
the more coefficients that are retained in h(ri) , the closer the filter spectrum is to the ideal 
response (Ifeachor and Jervis, 1993).
The Hamming window that is the most widely used window function is applied in this 
section as it has good response in both time domain and frequency domain. The top right 
chart of Figure 7.5 shows the Hamming function (also see equation 7.12), which 
decreases gently towards zero on either side in the time domain, and its frequency 
response is described in the bottom right chart on the same Figure. The main lobe is wider 
and side lobes are smaller 50dB down on the main lobes. That is, most components or 
coefficients of hD (ri) are retained in h(ri).
The specifications for the FIR lowpass filter are explained as follows:
Passband edge frequency fp = Q.O\HZ , stopband edge frequency fs = 0.27Hz , stopband 
attenuation >50dB, sampling frequency fsamp = \HZ .
The fsam in SPC can be taken as various values, which depend on different processes. In 
this design, it is chosen as \HZ for convenience of calculation. The fp =0.01//z
indicates the passband width is 0.0 \HZ (0-0.0l//z ). That is, in an X chart which 
involves a hundred samples, the signal after filtering has a single cycle (
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cycle=l/0.01=100 seconds). For fs =Q.27HZ , this indicates the signal after filtering 
most of the cycle components in the data (100/(1/0.27)=27 times on an X chart). This 
will cause a long delay to further reduce the /v . As for the "stopband attenuation >50dB" 
in the specification, it indicates that when a signal sequence wave frequency exceed /y , it 
is attenuated by a more severe criteria than a suggested minimum standard of 30 dB 
(Ifeachor and Jervis, 1993).
Based on the specifications discussed above, the related design procedure is given below. 
The transition band A/ = /, - fp = 0.27 - 0.01 = 0.26
c 33The length of filter N = — = —— «13, where constant c is 3.3 for the Hamming 
* A/ 0.26
window.
The filter coefficients h(ri) are given by equation 7.9 and plotted on the bottom left chart 
in Figure 7.5.
h(n) = hD (n)w(n), -6<n<6 (7.9) 
where
A, (1,)= Vc**'"0'!, n *0 (7-10) 
na>.
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hD (n) = 2fc , n = Q (7.11)
Hamming function w(n) = 0.54 + 0.46cos(2^?/53) (7.12) 
The calculation result is:
/z(tt)=[-0.0022, -0.0090, -0.0157, 0.0151, 0.1153, 0.2444, 0.3050, 0.2444, 0.1153, 0.0151, 
-0.0157,-0.0090,-0.0022].
The filter designed magnitude responses are shown in the upper two figures in Figure 7.6. 
The filter response is attenuated to zero at a frequency of less than 0.6;r (top left in Figure 
7.6) equivalent to 0.3 Hz . After frequency point 0.6;r, the side lobes are smaller than - 
lOOdb (top right in Figure 7.6). They satisfy the filter specifications of stopband edge 
frequency fs = 0.27HZ and stopband attenuation >50dB.
In the calculation results, h(ri) has 13 components which cause longer delays in SPC 
control. The components that are negative and nearest zero are truncated (Hines, 1997) to 
yield a h, (ri) in this application, in order to reduce the delay to 4 samples.
h,(n) =[0.1153, 0.2444, 0.3050, 0.2444, 0.1153]
7-18
Chapter 7 Forecast function and filtering
This truncated filter spectrum is shown in the bottom left and bottom right in Figure 7.6. 
Compared to h(n), higher harmonic ripples appear but can be ignored as their |H| 
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Figure 7.6 Filter magnitude responses
7.3.3 The filter realisation structure and filtering effects for EWMA forecast
The realisation structures are essentially block diagram representations of the different 
theoretically equivalent ways the transfer function which characterises the FIR filter
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(equation 7.6) can be arranged (Ifeachor and Jervis, 1993). As an implementation, the 
output of the filter is obtained through these structures. For the realisation of the filter, the 
transversal structure (Figure 7.7) is used in this application which is a commonly used 
structure. The output y(ri) for the transversal structure is given by equation 7.4, and it is 
used to filter and smooth the abnormal process sequence X2 before the EWMA 
forecasting.
x(n) x(n-l) x(n-2) x(n-3) x(n-4)
h,(4)
Figure 7.7 Transversal structure
An example of the filtering + forecasting result for abnormal process sequence X2 which 
is the same as Figure 7.4 is shown in Figure 7.8. After the filter action and twice EWMA 
forecast, the smoothness of forecast curve is improved from Figure 7.4, but the forecast
7-20
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error ER value at first abnormal point (FAP) location is -0.262 which is not satisfactorily 
small. In other words, the smooth curve can not follow closely the shifted X2 sequence 
or abnormal process average (AbA) at point FAP. The smooth curve moves gradually 
closer to AbA in an approaching phase (from FAP to Fpo). This phenomenon is similar to 
the step response curve of the first-order system in automatic control, and results in some 
forecast delay.






10 20 30 40 50 60 70 BO 90 100 
AbA=0 5260 AbSD=0.6469 EA=0.4815 ESD=0.0795 FPo=81 FAP=56 ER=-0.262
Figure 7.8 Forecast curve in Hamming window andEWMA
Figure 7.9 shows an example of the forecast curve using the same Hamming window + 
EWMA forecaster with a derivative block that is represented by K(x2 (i)-x2 (i-Y))/T, 
(K is a derivative coefficient and T is the sample cycle). The derivative block adds the 
capability of prediction of the future tendency or error (Astrom and Hagglind, 1995) and 
raises the response speed in the transient process (Shi, 1985) in order to reduce the
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forecast error ER |-0.262| to |0.0094| at location FAP in the Hamming window + EWMA 
forecaster.






10 20 30 40 50 60 70 80 90 
AbA=0 5260 AbSD=0.6469 EA=0 5046 ESD=0 0353 FPo=56 FAP=56 ER=0.0094
Figure 7.9 Forecast curve in Hamming \vindow+EWMA+Derivative
30 experiments were conducted (Appendix C.2.1-C.2.3) and their forecast errors are 
summarised by absolute values in table 7.3. They are satisfactorily small if the hybrid 














Table 7.3 The absolute value of fore cast error average and SD for X chart
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A similar method is used for the R chart, the smoothing constant 9 is chosen as 0.85 
(Appendix C.3) for the spread levels which is distributed by 1.2cr~1.5cr, and the 
















Table 1.4 The absolute value of fore cast error average and SDforR chart
7.4 Simulation of NN-Fuzzy-SPC system
The forecast or estimate abnormal process average which is discussed in section 7.3.3 is 
used in the NN-Fuzzy-SPC system as the control system output in a forecast or prediction 
horizon. In the engineering predictive control field, the prediction horizon is chosen 
according to the settling time of the step response of the processes (Soeterboek, 1992). In 
this NN-Fuzzy-SPC system, it is chosen as 30 samples. After this prediction horizon, if 
the control error is still not small enough, the estimated system output will be modified by 
the actual system output, which is calculated using the last 30 samples. Furthermore, an 
optimisation process is used in the simulation of the EWMA constant 9 , as it has the 
error standard deviation which can be not ignored (Appendix C1.1-C1.3 for section 
7.2.3). Compared to chapter 6, the NN-Fuzzy-SPC system is improved with the optimal 
forecaster and minimum SSE in the training procedure (Figure 7.10).
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Figure 7.10 The training process with optimal 0
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The training process starts with the comparison of target output and controlled output 
forecast value. If the "Error" is larger than a predefined limit El, the system tunes the 
membership function (MF) and adjusts the abnormal process. When the epoch times are 
more than ten and the control "error" is still larger than a predefined limit E2, the system 
tunes the EWMA 6 in the interval 0.5-0.95 which is discussed in section 7.2.3 to reduce 
the forecast errors. When the 45 values of 6 from 0.5 to 0.95 have been accessed, and the 
control error is still great than the condition El, the system selects the best 9 value from 
the 0 set with minimum forecast error and optimal membership function with minimum 
SSE. As the operation continues, the forecast monitoring and control actions in the NN- 
Fuzzy-SPC system are verified and modified by the subsequent sampled data in the next 
phase, in order to further reduce the forecast error.
Figure 7.11-7.14 illustrates 40 executed simulations of range averages, which are spread 
in 1.2 cr, 1.3 a, IA a and 1.5 a respectively and are controlled by optimised R-controller 
with the forecast function. Table 7.5 shows the related control error averages and standard 
deviations for Figure 7.11-7.14. In table 7.5, |N-C| indicates the absolute value of 
difference between the normal range average and the controlled abnormal range average. 
UCL is upper control limit in the R chart, |N-C|*2/UCL describes the relative control 
errors calculated as f.s.d. (Bentley, 1995). The details of the calculations for control errors 
are summarised in Appendix C.4, their averages and standard deviations show that the 
control errors are small enough and control effects are stable.
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Figure 7.11 Control results (1) ofR-fuzzy controller
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Figure 7.12 Control results (2) ofR-fuzzy controller
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Figure 7.14 Control results (4) ofR-fuzzy controller
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Table 7.5 Summary of control errors for R-fuzzy controller
In the same way, Figure 7.15-7.18 illustrate 40 executed simulations of process averages, 
which are shifted by SD/3, SD/2, SD/1.5 and SD respectively and are controlled by an 
optimised X -controller with the forecast function. Table 7.6 shows the related control 
errors averages and standard deviations for Figure 7.15-7.18. In table 7.6, |N-C| indicates 
the absolute value of difference between normal process average and controlled abnormal 
process average. U-L is the difference between the upper control limit and the lower 
control limit in the X chart. The |N-C|*2/(U-L) describes the relative control errors. The 
details of calculations for control errors are summarised in Appendix C.5.
Figure 7.15-7.18 and table 7.6 indicate that the optimised X -fuzzy controller with 
forecast function has satisfied the control accuracy and stable control effect.
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Figure 7.16 Control results (2) of X-fuzzy controller
7-29





Figure 7.17 Control results (3) of X -fuzzy controller
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7.75 Control results (4) of X -fuzzy controller
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Table 7.6 Summary of control errors for X -fuzzy controller
7.5 Conclusion
The EWMA forecast function is very useful in business and management areas. Its 
forecast error depends on the selection of the smoothing constant 6. A calculation 
method suggested by Johnston (1993) is not suitable for this research work. In monitoring 
and control applications, it is advisable to combine some optimal methods to keep the 
forecast accuracy. In this chapter, after investigating the behaviour of the EWMA forecast 
method in a number of experiments, the ideal 9 values with minimum errors in averages 
for different abnormal levels were found. However, their standard deviation values did 
not satisfy the criteria and can be not ignored. Therefore, the EWMA smoothing constant 
9 was chosen initially based on statistical experiment calculations and subsequently, it 
was finally decided by an on-line optimising operation in the NN-Fuzzy-SPC system. In 
addition, a FIR filter was also designed for the forecast process. It is used to smooth 
abnormal process sequences, in order to increase the forecast accuracy. In this chapter, 
the forecast and control approach with a small (four samples) delay is undertaken with the 
basic shift and spread level of process mean and variability. The simulation results show 
control error averages of less than 5%, which satisfy the criteria for this type of controller.
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7.6 Summary
This chapter represented an improved NN-Fuzzy-SPC system. The EWMA forecast and 
FIR digital filter were employed to reduce the control delay. The forecast function was 
used to obtain the forecast or estimate system outputs with a 4 sample delay only, instead 
of actual system outputs, which were used to train neural network in NN-Fuzzy-SPC 
system with a 30 sample delay. The EWMA forecast method and its smoothing constant 
0 are described and analysed using many statistical experiments. For further smoothing 
the data or signal fluctuation, an FIR filter is designed. The design details and the 
realisation structure are explained and the effect of the filter+EWMA forecast is 
simulated and analysed by experimental data. The system performed with satisfactory 
results. For the R-fuzzy controller, the related control error averages are 3.71%~4.68%, 
for the X -fuzzy controller, the related control error averages are 3.10%~4.20%.
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Chapter 8 Conclusion, discussion and future 
work
This thesis is based on SPC zone rule characteristics and weaknesses, resulting in the 
development of a NN-Fuzzy-SPC system. This chapter summarises its conclusions, 
details the contributions made and outlines relevant future work.
8.1 Introduction
This thesis is based on the discussion and analysis of SPC pattern characteristics and 
weakness, in order to identify methods which can be used to overcome zone rule 
problems, realise and improve automatic SPC feedback control. Section 8.2 lists the main 
contributions. The details of the contributions and conclusions of the thesis are explained 
in sections 8.3-8.7. Section 8.3 discusses the uncertainty of zone rule indication. As the 
preliminary approach in this thesis, the number of zone rules that are required for 
feedback control and the frequency distribution of the process average shift levels 
(FDPASL) are investigated. Section 8.4 describes the design of a Fuzzy-SPC system. The 
system's frame and design procedure using both manual calculation and MATLAB 
calculation are summarised. A C++ simulation study is explained in section 8.5 where a 
Fuzzy-SPC system is successfully simulated, and an attempt to tune fuzzy membership 
functions is explained. Section 8.6 applies neural networks to build a NN-Fuzzy-SPC
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system to reduce control errors by optimisation of the membership functions. Optimised 
controllers show their high control accuracy. Section 8.7 explains the design of an 
EWMA forecast and digital filter. This combined forecaster which involves the optimal 
smoothing constant 9 and filtering function, is successfully used in a NN-Fuzzy-SPC 
system to reduce the control delay. A discussion on the feasibility of implementation and 
the application of NN-Fuzzy-SPC system is described in section 8.8. Some future work 
relevant to this thesis is discussed in section 8.9.
8.2 Main contributions in this thesis
* Experiments and analysis for frequency distribution of process average shift levels 
(FDPASL).
* The design and analysis of a Fuzzy-SPC controller.
* Visual C++ simulation and investigation of effect of varying structure of 
membership function.
* The design and analysis of a NN-Fuzzy-SPC system.
* Investigation of smoothing constant of EWMA forecast, design of FIR lowpass 
filter and analysis of EWMA+FIR forecaster.
* The design and analysis of NN-Fuzzy-SPC+forecast system
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8.3 A discussion of SPC automation and preliminary approach
Statistical process control is a powerful and effective technique to maintain and improve 
products quality. It can be applied in many industries and in a wide application area. The 
X and R control charts as simple and effective tools in SPC and are frequently used in 
many applications to identify assignable causes. As an SPC pattern recognition tool, zone 
rules are developed to increase detection sensitivity of control charts. Through the use of 
control charts and zone rules, some uncertainty indications such as "out-of-control", 
"shifted from the centre line" or "systematic trend" for describing abnormal patterns can 
be obtained. These uncertainty indications can not be directly used to automatically adjust 
related abnormal processes. The neural network-SPC pattern recognition approach is a 
very significant attempt to implement SPC for on-line measurement and automation. 
However, weaknesses of the availability of plenty of training data and relative rough 
results should be improved. Some papers have been published in the SPC feedback 
control research section (section 2.6 of chapter 2). What magnitude of adjustment or 
control action should be taken still is a big challenge. As discussed in chapter 2, it is easy 
to cause control vibration and incorrect control action for random processes, as the 
control actions are generated only from the difference between the target and every 
sample data.
The aim of this research work is to give more accurate and robust control action. Based 
on basic SPC zone rules, the fuzzy inference is designed to generate the control actions 
(chapter 4). Before the building this Fuzzy-SPC system, two problems are discussed. 
Firstly, how many zone rules should be selected is a design issue. An analysis indicates
8-3
Chapter 8_______———_______________ Conclusion, discussion and future work
that too many rules will cause an increase of type I error. In a control system, similar to 
the control method mentioned in chapter 2, this will cause some wrong control actions 
and control vibration. Another problem is that, based on zone rules, how is SPC's control 
feasibility? That is, which shift level can be indicated by which zone rule, and how often 
this level shift is occurs (frequency distribution of process average shift levels 
(FDPASL)). Through the outcomes of sufficient experiments and related analysis, the 
particular control action ranges, which are indicated by FDPASL at the first abnormal 
points (FAP), are obtained for zone rules 1, 2, 3 and 5. That is, when the first abnormal 
point is detected by a zone rule, the control action can be given from related control 
action range or fuzzy set. Because the occurrence frequency of zone rule 4 is too small, its 
control action can be taken to depend on other zone rules.
8.4 Development of the Fuzzy-SPC system: an application of fuzzy logic
Fuzzy logic is applied to generate SPC feedback control action. As discussed in section 
8.2, SPC zone rules can give some inaccurate or uncertainty indications for assignable 
causes in abnormal processes. Therefore, fuzzy set theory and fuzzy logic control which 
achieves process control with uncertainty and vague relationships between inputs and 
outputs are applied in this research work. Control chart patterns, which are discussed in 
chapter 2, are interpreted in quantified expressions by fuzzy sets and the related control 
actions are generated by fuzzy approximate reasoning in the fuzzy inference system 
which is designed in chapter 4.
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As discussed in chapter 3, the Mamdani model, which is a general application frame is 
used for Fuzzy-SPC inference. In the approximate reasoning, the antecedent part, the 
numerical expression (membership function) of control chart patterns and the Mamdani 
implication are used to calculate the consequent part by max-min composition, as they 
(Mamdani implication and max-min composition) are frequently used algorithms. 
Connective "and" and union calculations are also used for multiple input and several if- 
then rules applied in the Fuzzy-SPC system. The COA method of defuzzification is 
chosen in the fuzzy inference, in order to obtain the crisp output as the numerical control 
action.
Based on the analysis results of chapter 2, the triangular and trapezoidal membership 
functions are used in the design of a Fuzzy-SPC system, which is described in chapter 4. 
The simple calculation is also an advantage for these two types of membership functions. 
Based on SPC zone rules 1 to 5, related if-then rules are determined to represent the 
input/output relationship in this approach. Among the Fuzzy-SPC if-then rules design, the 
simplification of rules and reduction of rules numbers are required, in order to increase 
the system's working speed. Some experiments and analysis for this simplification are 
also discussed. In the Fuzzy-SPC system design, the design calculations confirm that even 
though the fuzzy logic technique is used to describe the uncertainty event, it is based on 
certain mathematical computations. However, MATLAB is power tool to design many 
engineering systems including fuzzy schemes and without multitudes of manual 
calculations. A Fuzzy-SPC system is successfully designed in MATLAB which confirm
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the manual calculations and results. The input-output Surface Viewer shows that the 
control scheme is preliminarily satisfied.
8.5 The C++ simulation study and an approach to tune the membership 
functions
A simulation study is designed and performed to assess the effectiveness of the Fuzzy- 
SPC control. Using the C++ language can be viewed as design of an application system 
for the future work. The C++ language especially Visual C++ is a powerful tool to build 
windows programs. Fuzzy-SPC simulation system is designed using Borland C++ with in 
the DOS environment, and using Visual C++ AppWizard and MFC within the standard 
windows environment. The simulation system has a fast performance speed in both 
applications.
In the Borland C++ simulation system, the abnormal patterns, which are shifted by 0.1 
times the universe of discourse, are successfully adjusted and controlled. 0.1 shift being 
the smallest controllable shift or control sensitivity in the Fuzzy-SPC system using the 
standard consequent membership functions. The related control error (average) RCE} is 
8.7% and RCE2 is 7.5% (chapter 5, section 5.3). In the Visual C++ simulation system, 
the consequent membership functions are tuned to further reduce the control errors. The 
experimental results and the statistical /-test verify that, it is an effective way to tune the 
position and slope of triangular and trapezoidal membership functions. Based on this idea,
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a set of membership function scheme is designed and used to successfully control 
abnormal processes. In the simulation experiments, the best membership functions give 
control actions with smaller control errors. The range curves of controlled abnormal 
averages show their monotone characteristic and inclusion characteristic. The monotonic 
increasing or monotonic decreasing curves indicate that the variation of membership 
function parameters is one feasible way to investigate the fuzzy controller behaviour and 
to optimise the fuzzy controller. As every curve covers the normal process average, it 
indicates the best or most suitable membership function, which causes the reduction of 
control error (RCEl =0.93% and RCE2 =0.76%), can be selected from the set of 
membership function schemes.
8.6 NN-Fuzzy-SPC system design and performance
The Neural network technique is used in a Fuzzy-SPC system to increase the control 
accuracy. Neural networks can flexibly and arbitrarily map non-linear functions via their 
learning capability. They can be used to achieve adaptive control. Fuzzy logic can 
abstract the approximate reasoning of human decision-marking to achieve intelligent 
control. The NeuroFuzzy network, which contains advantages of both neural networks 
and fuzzy logic, is used to build a NN-Fuzzy-SPC system. The Takagi-Sugeno (T-S) 
model and the Back Propagation (BP) algorithm are applied in this system since the T-S 
model has the adaptive capability and mathematical tractability and the BP algorithm can 
achieve non-linear mapping. Because the X chart and the R chart are commonly used in 
industry processes, both of them are used in the NN-Fuzzy-SPC system. It is suitable to
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investigate the behaviour of the process average by the X chart and to check the 
variation of process deviation by the R chart. The NN-Fuzzy-SPC system involves an R- 
fuzzy controller and an X -fuzzy controller which are used to control the spread of 
process deviations and shift of process averages respectively.
The SPC control actions are generated by the approximate reasoning of the fuzzy 
controllers. When the control error is larger than a predefined limit, the dynamic fuzzy 
membership functions are optimised automatically by the learning capability of a neural 
network. The training results are obtained with short (less than 20) epoch training times. 
The ideal control actions for the control process are provided by optimised consequent 
membership functions. After a one step control by the optimised R-fuzzy controller and 
X -fuzzy controller, spread deviation and shifted average can be returned to a normal 
situation with satisfactorily small errors.
An example of performance (chapter 6, Fig. 6.8 and Fig.6.9) show that, when the
averages X and X are shifted as translation only, the R and R values are not changed at 
the same time. By contrast, when the spread of the process deviation is increased, it will 
affect the X value. This is characterised by the definitions of X and R. To prevent of 
interaction in the NN-Fuzzy-SPC system, the R-fuzzy controller works first if both 
abnormal patterns are synchronised.
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The abnormal processes are simulated by different shift levels (<r/3 - CT) and different 
spread levels (2<r~4cr) in the 40 experiments implemented. The NeuroFuzzy network 
provided satisfactory error curve decay in the optimisation procedure and ideal 
consequent membership functions. The control error ranges are small enough. For the R- 
fuzzy controller, the error range is 0.6347%~3.4334%, their average is 1.6125% (chapter 
6, table 6.3); For the X -fuzzy controller, it is 0.1391%~1.3563%, and the average is 
0.6835% (chapter 6, table 6.2).
8.7 A development of combined SPC forecast using EWMA and finite impulse 
response (FIR) filter
A combined forecaster using EWMA and FIR filter is designed and used to estimate the 
abnormal process averages in the NN-Fuzzy-SPC system, in order to reduce the control 
delay. EWMA forecast function is a very useful tool in business and management 
applications. Its forecast error depends on the selection of the smoothing constant 9. 
Some experiments show that the experiential calculation method suggested by Johnston ( 
1993) is not suitable for this research work. Therefore, a number of experiments are 
undertaken to investigating the behaviour of the EWMA forecast method. The ideal 0 
values with minimum errors in averages for different abnormal levels respectively are 
found. Their standard deviations of forecast error do not satisfy the criteria and can be not 
ignored. Therefore in the NN-Fuzzy-SPC system, the EWMA smoothing constant 9 is 
initially chosen based on statistical experiment calculations and subsequently, it is finally 
decided by an on-line optimising operation. The simulation results confirm that, it is
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advisable to use some optimal method for EWMA to keep the forecast accuracy. In 
addition, a lowpass FIR filter is designed for the forecast process to smooth the abnormal 
process sequence in order to increase the forecast accuracy. Based on basic shift and 
spread levels of process mean and variability, forecast and control processes of NN- 
Fuzzy-SPC +forecast system are successfully performed. The simulation results show a 
small (four samples) delay and control error averages of less than 5% (for the R-fuzzy 
controller, the related control error averages are 3.71%~4.68%, for the X -fuzzy 
controller, the related control error averages are 3.10%~4.20%), which satisfy the criteria 
for this type of controller.
8.8 System implementation and application
8.8.1 An overview of assignable causes and some implementation aspects in process 
control
As discussed in chapter 2, high quality products are made based on stable processes under 
statistical control. Production exhibits variability in the quality characteristic of interest 
due to a constant set of common causes. Over time, a process can be subject to several 
kinds of disturbances (assignable or special causes) that can produce a variety of unstable 
behaviour with respect to either its mean level (shift) or variability level (spread) or both 
(Devoretal, 1992).
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The assignable causes or fault diagram can be classified into five components 
(Muhlemann et al. 1992) (Oakland, 1996):
• Product, including services, materials and any intermediates.
• Plant, the building, equipment or machine.
• Processes or methods of transformation.
• Programmes or timetables for operations.
• People, operators, staff and managers.
Based on an on-line and automatic process control application, the first and second
components are considered relevant for this research work. Specifically, the material and
the machine condition are two major fields for monitoring and control. For example, in
the material side, if the chemical material quality (e.g. pH value or concentration) is
changed or fluctuates, the chemical product quality will be changed in mean level (shift)
or variability level. If the cotton quality (e.g. fibre length and thickness) declines in a
textile plant, this causes a reduction of strength and a fluctuation of yarn thickness. If the
metallic material qualities (e.g. heat treatment, hardness, strength and dimensional
variations) are changed in the manufacturing plant, it leads to the varying of the accuracy
and smoothness for the machine work. It is similar in the machine condition side. When
the water vapor increases in the drying machine, or environment humidity-temperature
are changed, it causes the product to have extra water or not to have necessary moisture;
if the cutting tool is worn, the accuracy of product will deteriorate; and if the hydraulic
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pressure or pneumatic pressure is changed, the pressure effect and pressed product quality 
will be decreased.
In general in process control, many disturbances for the various qualities of products 
mentioned above can be compensated or controlled by the regulating valves or other 
control actuator. For the chemical process, when the pH is changed, the acid or base 
injection flow can be adjusted to maintain the ideal pH neutralisation (Narayanan et al, 
1997). In the manufacturing process, the cutter location and feed rate being the most 
important factors that can be adjusted to machine high efficiency and quality products 
(Lo, 1998). In the textile process, when the material or environmental humidity- 
temperature is changed, the cylinder dryer surface temperature can be adjusted to keep the 
target moisture of the yarn and save energy, in order to reduce the product costs (Radu et 
al, 1988).
8.8.2 The application of the NN-Fuzzy-SPC system based on a common physical 
model
The NN-Fuzzy-SPC system can be applied in the general field of process control. Based 
on the discussion in section 8.8.1, various processes can be extracted to the models, which 
indicates the relation between the inputs and outputs. As discussed in section 3.4.2.1 of 
chapter 3 and section 4.2.1 of chapter 4, the real data sampled from processes may have 
different physical backgrounds and quality value eg: moisture, pH or dimension, etc.
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They are converted to the universe of discourse in the fuzzy controllers to generate the 
inferences, then through inverse conversion to yield the control actions based on the 
specific processes. Figure 8.1 illustrates the NN-Fuzzy-SPC system flow diagram.
Setting^H Converter -> NN-Fuzzy-SPC system — * Inverse converter —> Process Output
Figure 8.1 NN-Fuzzy-SPC system flow diagram
The details of the NN-Fuzzy-SPC system are shown in Figure 6.6 in chapter 6. The 
conversion formula is described by equation 3.46 in chapter 3. The inverse-conversion 
formula is the inverse operation of equation 3.46.
A discussion of the implementation and the application of NN-Fuzzy-SPC system were 
described in this section. This feasibility discussion indicates that the improved NN- 
Fuzzy-SPC system can be applied in both automatic control and on-line quality control.
8.9 Future work
X and R charts and zone rules 1-5 as basic tools are used in this research work. As for 
other charts and zone rules, these can be applied in future work. For example, the
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CUSUM chart can be used as a detector or alarm for small shift. It is also necessary to use 
attribute charts to approach feedback control for attribute data, which describe those 
quality characteristics which cannot be conveniently represented numerically.
In this research work, the abnormal processes are given by basic and frequently used 
methods: i.e. shift of process averages and spread of the process variation. Other 
abnormal types of data, such as trend, cycle, systematic variation and mixture can occur 
and these can be simulated and related to the zone rules and should be investigated as 
future work to extend the capabilities of the new approach developed.
Visual C++ is a powerful language to design the system for real time applications. In this 
thesis, the Visual C++ simulation study achieves the implementation of a Fuzzy-SPC 
controller only. As a further step of the research work, it can be used as the basis to 
design further systems to be implemented in real time processes.
Nowadays, powerful Digital Signal Processing (DSP) techniques are used to analyse 
process signals and data arising in many areas of engineering and science, medicine, 
economics and the social sciences (Lynn and Fuerst, 1994). It is very important in future 
work to further apply DSP techniques such as filter design or spectrum analysis to SPC or 
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Appendix A__________________________________ FDPASL
Appendix A: Frequency distribution of process 
averages shift levels (FDPASL) experiments data
As discussed in section 2.7 of chapter 2, for an investigation of frequency distribution of 
process average shift levels (FDPASL) at the first abnormal point (FAP) tested by SPC 
zone rules 1-5, a MATLAB simulation program is designed and performed to obtain 
sufficient information for 4500 FAPs in order to calculate the frequency distribution. 
Total data are classified in two sections: original data and modified data. Shift levels from 
0.1 SD to 1.5 SD in steps of 0.1 SD were conducted. This appendix shows 6 tables only 
for shift levels 0.1 SD, 0.5 SD and 1.0 SD in No.l group.
The notations in the tables are explained below.
No. - Experiments number
Average - Normal process average
AbA - Abnormal process average
AA5 - The average of 5 data after FAP
Zone - Number of Zone rule which is used to test the related FAP
Fq - Occurrence frequency
A-l
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Appendix B___________________________Fuzzy system notions and design
Appendix B: Fuzzy system notions and design
B.I The permutation of order of operation
If the max-min method is used for composition, the order of operation for composition 
and union can be permuted.
C = (A'andB')°\jRj = (A 1 and B') °\J[(Aj andB} )^> Cj
PC (z) = IX-r (*) and PB- O)] ° max[^ (x, y, z),..., /uRm (x, y, z)]
= max max{min[(^. (x) and JU B . (y)), HR (x, y, z)],...,min[(juA , (x) and pK (y)), JUR (x, y
>x,y
= max{ [(//^, (x) and HB . (y)} ° ^ (x , y, z)],..., [(^ (x) and ̂ B , (y)) ° juRm (x, y, z)] }
That is,
C' = [(A'xB')oRl ]\J...\J[(A'xB')°Rll,]
B.2 The decompositions of composition and implication
Suppose the max-min is used for composition, min is used for intersection, Rc or Rp is 
used for implication.
B-l
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Cj = (A' and B') ° [(Aj and Bj ) -» C , ]
PC- = [PA- (*) and PB> (y)] ° [PA (x, y) -» (z)l
x),//By (y)] -> ^ (z)}
(x) -> //r (z)],[//B (^) -> //f. ( z)]}
(x) -> ^ (z)),(^ (j) -> ^ (z))]} 
. j )],min[^,(j),(//^ (j;) -> ^ (z))]} 
(fiB (y) -> //c (z))]}
That is
= [A 1
B.3 The proof for matching degree (1)
Suppose /?c is used for implication, max-min is used for composition and it is quoting 
from appendix 3.2:
j (z) = minfmaxminlX,. (x),(//^ (x) ->• jUCj (z))],maxmin[//g,(^),(//^ (j;) ^- //c^ (z))]} 
= min {max min^, (x),//^ (x) A juCj (z)],maxmin[//B , (^),//Bj (^) A /^ (z)]} 
= min{max[//^.(x) A jU A (x) A //r (z)],max[^,(j) A //fl (>;) A //c (z)]}
Jf V ^ V
- {max [ft, (x) A //^ (x) A pCj (z)] } A {max [//B , (y) A //^ (^) A juCj (z)] } 
= {max [ft, (x) A //^. (x)] } A {max [fig. (y) A fiBj (y}] } A //c . (z)
B-2
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B.4 The proof for matching degree (2)
Suppose RP is used for implication, max-min is used for composition and it is quoting 
from appendix 3.2:
(2) = mi
x)fic (z)],maxmin[//B,(.x),//B . (y)nCi
' y ' ' 
/f . (z)],max[ffB.(y)/\juB .(y)fir (z)]}-
c (z)]} A {max [//„,





For zone rule 4:
ITR9 : If x, is -ZA and x2 is ZC and x3 is ZC and x4 is ZC and x5 is ZC and x6 is ZC 
then z is NM;
1TRW : If jc, is -ZB and x2 is -ZB and *3 is -ZB and x4 is -ZC and x5 is -ZC and x6 is - 
ZCthenzisNS;
777?,, : If jc, is -ZB and x2 is ZC and x3 is ZC and *4 is ZC and x5 is ZC and x6 is ZC 
thenzisNS;
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ITRU : If x, is -ZB and x2 is -ZB and x3 is -ZB and x4 is ZB and x5 is ZB and x6 is 
ZB then z is NS;
/77?13 : If x, is -ZC and x2 is -ZC and x3 is -ZC and x4 is ZB and x5 is ZB and x6 is 
ZB then z is NZ;
777?14 : If x, is -ZC and x2 is ZC and x3 is ZC and x4 is ZC and xs is ZC and x6 is ZC 
then z is NZ;
/77?15 : If x, is C and x2 is C and x3 is C and x4 is B and x5 is B and x6 is B then z is 
PZ;
/77?]6 : If x, is -ZA and x2 is -ZB and x3 is -ZB and x4 is -ZC and x5 is -ZC and x6 is - 
ZC then z is NM;
777?17 : If x, is -ZA and x2 is -ZB and x3 is -ZB and x4 is ZC and x5 is ZC and x6 is 
ZC then z is NM;
ITRIS : If X! is -ZA and x2 is -ZB and x3 is -ZB and x4 is ZB and xs is ZB and x6 is 
ZB then z is NM;
ITR}9 : If x, is -ZA and x2 is -ZC and x3 is -ZC and x4 is ZC and x5 is ZC and x6 is 
ZC then z is NM;
ITR20 : If x, is -ZA and x2 is -ZC and x3 is -ZC and x4 is ZB and x5 is ZB and x6 is 
ZB then z is NM;
TTR2l : If x} is -ZA and x2 is -ZC and x3 is -ZC and x4 is -ZC and x5 is -ZC and x6 is
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ZA then z is NM;
777?22 : If x, is -ZA and x2 is ZC and x3 is ZC and x4 is ZB and x5 is ZB and x6 is ZB 
then z is NM;
777?23 : If x, is -ZA and x2 is ZC and x3 is ZC and jc4 is ZC and x5 is ZC and x6 is ZA 
then z is NM;
777?24 : If x, is -ZB and x2 is -ZC and x3 is -ZC and x4 is ZC and x 5 is ZC and x6 is 
ZC then z is NS;
777?25 : If jc, is -ZB and x2 is -ZC and x3 is -ZC and x4 is ZB and x5 is ZB and x6 is 
ZBthenzisNS;
/77?26 : If x, is -ZB and x2 is -ZC and x3 is -ZC and x4 is -ZC and x5 is -ZC and x6 is 
ZA then z is NS;
ITR21 : If x, is -ZB and x2 is ZC and x3 is ZC and x4 is ZC and x5 is ZC and x6 is ZB 
thenzisNS;
ITR2t : If x, is -ZB and x2 is ZC and x3 is ZC and x4 is ZC and x5 is ZC and x6 is ZA 
then z is NS;
ITR29 : If x, is -ZB and x2 is -ZB and x3 is -ZB and x4 is ZB and x5 is ZB and x6 is 
ZA thenz is NS;
777? : If x, is -ZC and x2 is -ZC and x3 is -ZC and x4 is ZC and x5 is ZC and x6 is 
ZA then z is NZ;
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/7V?3 , : If x, is -ZC and x2 is -ZC and x3 is -ZC and x4 is ZC and x5 is ZC and x6 is 
ZB then z is NZ;
777?32 : If x, is -ZC and x2 is -ZC and x3 is ZB and jc4 is ZB and x5 is ZB and x6 is ZA 
then z is NZ;
777?33 : If x, is C and x2 is C and x3 is C and x4 is B and x5 is B and x6 is A then z is 
PZ;
777?34 : If xl is -ZA and x2 is -ZB and x3 is -ZC and x4 is -ZC and xs is ZC and x6 is 
ZC then z is NM;
777?35 : If x, is -ZA and x, is -ZB and x3 is -ZC and x4 is -ZC and x5 is ZB and x6 is 
ZB then z is NM;
777?36 : If x, is -ZA and x2 is -ZB and x3 is -ZC and x4 is -ZC and x5 is -ZC and x6 is 
ZA then z is NM;
777?37 : If x, is -ZA and x2 is -ZB and x3 is -ZB and x4 is ZB and x5 is ZB and x6 is 
ZA then z is NM;
777?« : If x, is -ZA and x2 is -ZB and x3 is -ZB and x4 is ZC and x5 is ZC and x6 is
JO 1 -^
ZB then z is NM;
1TR39 : If x, is -ZA and x2 is -ZB and x3 is -ZB and x4 is ZC and x5 is ZC and x6 is 
ZAthenzisNM;
777?40 : If x, is -ZA and x2 is -ZC and x3 is -ZC and x4 is ZC and x5 is ZC and x6 is
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ZB then z is NM;
777?41 : If x, is -ZA and x2 is -ZC and x3 is -ZC and x4 is ZC and x5 is ZC and x6 is 
ZA then z is NM;
777?42 : If x, is -ZA and x7 is -ZC and jc3 is -ZC and jc4 is ZB and x5 is ZB and x6 is 
ZA then z is NM;
777?43 : If x, is -ZA and JC 2 is ZC and x3 is ZC and x4 is ZB and xs is ZB and x6 is ZA 
then z is NM;
777?44 : If Jc, is -ZB and x2 is -ZC and x3 is -ZC and x4 is ZC and x5 is ZC and x6 is 
ZBthenzisNS;
777?45 : If xl is -ZB and x2 is -ZC and x3 is -ZC and x4 is ZC and x5 is ZC and x6 is
ZAthenzisNS;
777?46 : If x, is -ZB and x2 is -ZC and jc3 is -ZC and x4 is ZB and x5 is ZB and x6 is - 
ZA thenz isNS;
ITR41 : If x, is -ZB and JC 2 is ZC and JC3 is ZC and ;c4 is ZB and x5 is ZB and x5 is ZA 
thenzisNS;
777?48 : If x, is -ZC and jc 2 is ZC and jc3 is ZC and x4 is ZB and x5 is ZB and x6 is ZA 
then z is NZ;
777?49 : If x, is -ZA and x2 is -ZB and x3 is -ZC and x4 is ZC and x5 is ZC and x6 is 
ZB then z is NM;
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ITR50 : If x, is -ZA and x2 is -ZB and x3 is -ZC and x4 is ZC and x5 is ZC and x6 is 
ZA then z is NM;
ITR5} : If x, is -ZA and x2 is -ZB and x3 is -ZC and x4 is ZB and x5 is ZB and x6 is 
ZA then z is NM;
ITR52 : If x, is -ZA and x2 is -ZB and x3 is ZC and x4 is ZB and x5 is ZB and x6 is ZA 
then z is NM;
ITR53 : If x, is -ZA and x2 is -ZC and x3 is ZC and x4 is ZC and x5 is ZB and x6 is ZA 
then z is NM;
/77?54 : If x, is -ZB and x, is -ZC and x3 is ZC and x4 is ZC and x5 is ZB and x6 is ZA
thenzisNS;
ITR55 : If x, is -ZA and x2 is -ZB and x3 is -ZC and x4 is ZC and x5 is ZB and x6 is 
ZA then z is NM;
ITR56 ~ITRm : Same with ITR9 ~ITR5S , if reverse the sign of linguistic term in antecedent 
and replace "N" with "P" in consequent.
For zone rule 5:
ITR : If x is -ZA and x2 is -ZB and x3 is -ZB and x4 is -ZB and x5 is -ZC and x6
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is -ZC and x1 is -ZC and xg is -ZC then z is NM;
ITRm : If x, is -ZA and x2 is -ZC and x3 is -ZC and x4 is -ZC and x5 is -ZC and x6 
is -ZB and x1 is -ZB and xg is -ZB then z is NM;
777?105 : If x, is -ZB and x2 is -ZC and x3 is -ZC and x4 is -ZC and x5 is -ZC and x6 
is -ZC and x1 is -ZC and xg is -ZA then z is NS;
ITRm : If x, is -ZB and x2 is -ZA and x3 is -ZC and x4 is -ZC and x5 is -ZC and x6 is - 
ZC and x1 is -ZC and xg is -ZC then z is NS;
777?]07 : If x, is -ZC and x2 is -ZC and x3 is -ZC and x4 is -ZC and x5 is -ZB and x6 is
-ZB and x7 is -ZB and xg is ZA then z is NZ;
ITRm : If x, is -ZC and x2 is -ZC and x3 is -ZC and x4 is -ZC and x5 is -ZA and x6 is
-ZB and x7 is -ZB and ;cg is -ZB then z is NZ;
777?109 : If x, is -ZA and x2 is -ZC and x3 is -ZC and x4 is -ZC and x5 is -ZC and x6 is - 
ZC and x7 is -ZC and xg is -ZC then z is NM;
/77?]10 : If x, is -ZB and x2 is -ZC and x3 is -ZC and x4 is -ZC and x5 is -ZC and x6 is - 
ZC and x7 is -ZC and xg is -ZC then z is NS;
ITRm : If x, is -ZC and x2 is -ZA and x3 is -ZC and x4 is -ZC and x5 is -ZC and x6 is
-ZC and x7 is -ZC and xg is -ZC then z is NZ;
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ITRm : If x, is -ZC and x2 is -ZB and ;c3 is -ZC and *4 is -ZC and x5 is -ZC and x6 is - 
ZC and x, is -ZC and *„ is -ZC then z is NZ;/ o
777?, 13 : If x, is -ZC and x2 is -ZC and x3 is -ZC and *4 is -ZC and x5 is -ZC and x6 is - 
ZC and x7 is -ZC and x8 is -ZC then z is NZ;
ITRn4 ~ITRm : Same with ITRW3 ~ITRU3 , if reverse the sign of linguistic term in 
antecedent and replace "N" with "P" in consequent.

















































































































Appendix C Forecast function
Appendix C: Forecast function









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































C.2 Forecast results for abnormal processes X averages shifted
C.2.1 Shift=SD/3




































































































Appendix C Forecast function
C.2.2 Shift=SD/2








































































































































































































Appendix C Forecast function
C.3 Forecast results for abnormal R average spread
C.3.1 Spread-1.2 a








































































































































































































Appendix C Forecast function
C.3.3 Spread=1.4cr








































































































































































































Appendix C Forecast function
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AN APPROACH OF FUZZY LOGIC EVALUATION AND CONTROL
INSPC
Hefin Rowlands Li Ren Wang
University of Wales College Newport, Department of Engineering, Allt-yr-yn Campus, PO Box 180, 
Allt-yr-yn Campus, PO Box 180,Newport NP9 5XR, UK.
University Of Wales College Newport, Mechatronics Research Centre, Allt-yr-yn Campus, PO Box 180, 
Allt-yr-yn Campus, PO Box 180, Newport NP9 5XR, UK.
Summary
Quality Control plays an important part in most industrial systems. Its role in providing relevant and timely 
data to management for decision marking purposes is vital. A method that uses statistical techniques to 
monitor and control product quality is called Statistical Process Control (SPC) where control charts are test 
tools frequently used for monitoring the manufacturing process. Engineers or managers can evaluate 
abnormal process by using SPC Zone Rules in control charts.
In the conventional use of the zone rules, the user is only able to determine whether or not the process is out 
of control. What actions should be taken to adjust the process is uncertain and is evaluated based on 
knowledge of the system and past experiences.
This paper explores the integration of Fuzzy Logic and control charts, to create and design a Fuzzy - SPC 
Evaluation and Control (FSEC) method based on the application of fuzzy logic to the SPC Zone Rules. A 
simulation programme implementing FSEC was written in Borland C++ 5.0 and simulation results obtained 
and analysed. The abnormal processes simulated were automatically adjusted for each of the zone rules 
tested and showed an improved performance after the control action thus confirming the merit of the 
technique as a special method with the specific numerical control action based on a quality evaluation 
criteria.
Key words:
Statistical Process Control, Control Chart, Zone Rule, Fuzzy Logic, Simulation System.
1. Introduction to Statistical Process Control ( SPC )
Statistical process Control (SPC) is a method that uses statistical techniques to measure, 
interpret and ultimately control product quality. Improving quality not only decreases cost 
but also produces more consistent products which will in turn lead to greater customer 
satisfaction. SPC is directed toward the identification and ultimate removal of the 
underlying causes of the problem. Hence the central focus of the SPC approach is that 
both quality and productivity will be enhanced ' .
1.1 Control Charts
In general, control charts consists of a Centre Line (CL), Lower Control Limit (LCL) and 
Upper Control Limit (UCL), and are based on normal distribution theory. The centre line
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represents an estimate of the process average and the control limits indicate the range of 
normal variability (i.e. ± 3cr).
Points plotted on the chart represent average values of samples drawn from the process. 
In brief, a point outside the control limits indicates that some assignable cause is present 
and suggests the need for corrective action (point a in Fig.l); points falling at random 
between the control limits indicate no abnormal conditions and require no action.
X
UCL
Fig. 1 X control chart 
1.2 SPC Process and Evaluation
The SPC process consists of observation, evaluation, diagnosis, decision and 
implementation '. In the evaluation stage, the control chart is a statistical model that 
shows how the data should behave if the process is stable and in control. In a control 
chart, successive data collected from a process under statistical control will exhibit 
variability in the quality characteristic of interest due to a constant set of common causes. 
The sample points will be shown as random points on the control chart. When a major 
disturbance affects the process, the ensuing measurement will be seen not to conform to 
this common model and the process mean and / or standard deviation will be shifted from 
the common cause model. Zone rules were developed as a method for process 
measurement and evaluation to identify abnormal disturbances in the process .
For example:
• Zone Rulel: The existence of a single point beyond a control limit (point a in Fig.l).
• Zone Rule2: The existence of two of any three successive points in zone A or beyond 
(point a and b inFig.2).
• Zone RuleS: The existence of four of any five successive points in zone B or beyond 
(point c and d in Fig.2).
• Zone Rule4: Six successive points increasing or decreasing continuously, signaling a 
systematic trend in the process.
• Zone RuleS: Eight or more successive points either strictly above or strictly below the 
centreline indicating that the process mean (in X chart) or variability (in R chart) has 





.B__A /c r\r————— v— —————————cr
Fig.2 zone rules 2 and 3
Other zone rules have also been developed and used to identify abnormal disturbances in 
the process.
1.3 Current research in SPC
Research has been carried out to explore the use of fuzzy set theory to build control charts 
with linguistic data. An intelligent methods was proposed by Wang and TZVI3'4 in which 
the control charts are constructed using linguistic data suitable for situations where 
quality characteristics can not be measured numerically. The centre line and control limits 
were transferred to the fuzzy subsets associated with the linguistic data. The linguistic 
approach was applied to p charts, and was verified using results obtained from simulated 
data. The results suggested that control chart based on linguistic data are significantly 
more sensitive to process shifts than are conventional p charts.
New control charts were developed by Kanagawa et al for linguistic variables based on 
using the concept of probability density functions (p.d.f.) existing behind the linguistic 
data in order to control the process variability and process average 5 . The p.d.f. was 
assumed to exist behind the linguistic data and represented by the Gram-Charlier series.
»
By combining traditional SPC and traditional automatic process control techniques, the 
minimum cost feedback control scheme was developed by Box 6 and Wiel 7 . A classic 
Proportional - Integral (PI) controller was discussed and the SPC method employed in 
analyzing the disturbances in the feedback control system.
This paper uses fuzzy subset theory but in a different way to previous work which 
concentrated on p - chart interpretation. The traditional control chart concepts are kept 
but fuzzy logic is used to interpret the zone rules. This forms the basis of a new Fuzzy - 
SPC Evaluation and Control system which results in a numerical control action which can 
be used as the output instruction in a high level controller in a process control or a 
supervisory control system. The fuzzy - SPC evaluation that results in an automatically 
generated control action is described in detail in this paper. The use of the numeric 
control action to adjust the process mean to obtain an improved quality performance of 




2. Fuzzy System and Design
2.1 A Brief Overview of Fuzzy Logic
Fuzzy Logic is a method of common sense or inference based on natural language 8 . It is 
based on the concept of a Fuzzy set which is a set without a crisp, clearly defined 





contain elements with only a partial degree of membership and admits the possibility of 
partial membership within it (e.g. the weather is rather hot, poor service) where this 
membership takes on a value between 0 and 1 (e.g. the weather is hot to the degree 0.8, 
the service is poor to the degree 0.5 . This is illustrated in Fig.3).
In more general terms, fuzzy logic operators are defined as Intersection (AND), Union 
(OR) and Complement (NOT) 9
Fuzzy Reasoning is an application of fuzzy relationships 10 and forms the basis of fuzzy 
set analysis. It uses "if - then" rules to explain fuzzy reasoning and to build the fuzzy 
base. For example "If x is A then y is B" , where A and B are linguistic values defined by 
fuzzy sets on the ranges (universes of discourse ) of X and Y respectively. The if-part of 
the rule " x is A" is called the antecedent or premise, while the then-part of the rule "y is 
B" is called the consequent or conclusion that is calculated by a fuzzy Compositional 
Operator ".
Fuzzy Inference is the actual process of mapping from a given input to an output using 
fuzzy logic. This process involves membership functions, fuzzy logic operators and if- 
then rules.
2.2 Design and Calculation of the Fuzzy Base for SPC Evaluation and Control
The fuzzy logic method is employed in conjunction with SPC to develop a new method to 
represent the characteristic of a product, to analyse the behaviour and tendency of the
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process, to evaluate whether the process is out of control, and to output instructions to the 
operator, engineer or to an automatic control system where appropriate. This provides 
improvement on existing techniques of evaluating abnormal behaviours using zone rules 
by providing a numeric evaluation of the abnormal behaviours.
2.2.1 Input conversion and normalization
Data sampled from different processes can have different values and can be distributed in 
different ways. Generally, the data of a sample input signal should be converted to 
suitable linguistic terms which are defined by the fuzzy set " in order to simplify the 
calculations in fuzzy logic.
If the process data input is x'and x'mm < x' < x'mm , the universe is [xmm ,xmax ], and data 
point x Omin < x < xmax ) is converted from x' , where x is used in the Fuzzy Inference. 
The conversion equations used are 12 :
r 4- r v' + r',, = mm max i JY-v-' min max\ f-i \X ———— - ———— 1- K{X - —— — - ———— ) ............................................................ (i)
where fc=™»~™- •••••••••••••••••••••••••••••••••••••••••---••••••••••-••••••••••••••••••••-"-•••••••••• (2)
2.2.2 Fuzzy Subset and Membership function
Fuzzy membership can take on a value between 0 and 1 and x takes in the interval [-14, 
+14] (this interval was chosen for convenience and ease of calculation) that is based on ± 
A, ± B, ± C and ± OUT as linguistic terms. The triangular membership function type is 
suitable to represent the random variables in SPC 12 , which is used to represent the input 
and output. Fig.4 illustrates eight possible fuzzy subsets associated with the terms " - 
OUT, -A, -B, -C, C, B, A, OUT " corresponding to zones A, B, and C in SPC Zone Rules 
described previously in Figure 2. The eight fuzzy subsets cover the horizontal position in 
the universe of discourse, which ranges from -14 to +14. The membership functions 
associated with each linguistic term are defined for input variables from the process.
In Fig.4, normalized data points X e { -14, -13,...-1,0,1, ..., 13, 14} are represented by 
the following discrete ranges:
JT ={[-14.5, 13.5], [13.5, 12.5],...[-1.5, -0.5], [-0.5, 0.5], [0.5, 1.5], ... [12.5, 13.5], [13.5, 14.5]}
where linguistic term T(x)= { -OUT, -A, -B, -C, C, B, A, OUT }







-14 -12 -10 -8-6-4-202 46 10 12 14
Fig.4 membership function for SPC Zone Rule
where linguistic term T( z ) is given by:
T (z ) = { NB, NM, NS, NZ, PZ, PS, PM, PB }, 
where
NB: Negative Big; NM: Negative Medium; NS: Negative Small; NZ: Negative Zero; PZ: 
Positive Zero; PS: Positive Small; PM: Positive Medium; PB: Positive Big.
The linguistic terms T ( z ) are the fuzzy subsets that are used to describe different output 
values from the fuzzy system.
2.2.3 If- Then Rules / Fuzzy Reasoning and Defuzzification
To illustrate the method of fuzzy reasoning, SPC Zone Rules 1 to 5 described in section 1 
are represented by the Fuzzy Inference System as a Multiple Input / Single Output 
(MISO) system. The fuzzy reasoning / if-then rules are defined as:
(1) If point 1 O,) is ± OUT then state ( z ) is PB/NB (zone rule 1);
(2) If pointl is ± A and point2 ( x2 ) is ± A then state is PM/NM (zone rule 2);
(3) If pointl is ± B (or ± A) and point2 is ± B and point3 ( x3 ) is ± B and point4 (x4 ) is ± 
then state is PS/NS (zone rule 3);
(4) If pointl is A (or B or C), and pointl> point2>...>point6 (*6 ), then state is PM (or PS
PZ) (zone rule 4);
(5) If pointl is -A (or -B or -C), and pointl< point2<.. .<point6, then state is NM (or NS c 
NZ) (zone rule 4).
(6) If pointl is A (or B or C), and point2 >= CL and point3 >= CL and ... and points (x8 ) 
CL, then state is PM (or PS or PZ) (zone rule 5);
(7) If pointl is -A (or -B or -C), and point2 < CL and point3 < CL and ... and point8< CL 
then state is NM (or NS or NZ) (zone rule 5);
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The process program considers all possible combinations to fully describe the 5 zone 
rules. The linguistic terms (NB, NM,...) are chosen based on the characteristic of the 
zone rules.
The rule editor is used for editing the list of rules that define the behavior of the system. It 
can contain a large editable text field for displaying and editing the rules. Usually, the if - 
then rules can be designed by an experienced expert. In fact, SPC Zone Rules represent a 
summary of people's experiences from the manufacturing processes, but also have a 
statistical basis.
2.2.4 Defuzzification
Defuzziflcation is a calculation method used to convert the value that is described in the 
fuzzy set to a crisp output value. The crisp variable z0 is given by:
(3)
where
z, — fuzzy inference output variable value discussed;
and
//s.(z,) — membership function of fuzzy set S of fuzzy inference output z,.
For each zone rule a defuzzified control table is generated. The Control Table (Table 1) 
gives the crisp variable | z0 1 which is the output from the fuzzy inference system. Table 1 
illustrates the control table for zone rule 2. In table 1, point 1 and point2 which are 



































































Table 1 Control table (| ZQ |) for zone rule2
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2.3 Programming in C++ to simulate the Fuzzy - SPC control process
There are some Statistical Process Control software packages without the functions of 
SPC Zone Rules on the market, and as such are not suitable for the approach adopted in 
this paper. Therefore to cater for all types of SPC software packages a preliminary 
simulation system was written in Borland C++.
This system can simulate a randomjprocess, generate different data in any running time 
with different values, uncontrolled X chart and zones can be drawn and abnormal points 
marked by sample number. The controlled pattern can be shown as the results of the 
process after applying the fuzzy inference system
The main functions of the program are:
• To create data to represent a normal and abnormal process;
• To calculate the distribution of the data;
• To create related data text files on disk for analysis;
• To calculate the average, standard deviation, UCL, LCL and boundaries between 
zones A, B and C;
• Inspect and interpret the process data by zone rule 1, 2, 3, 4 and 5;
• Produce an automatic control signal from the control table and transfer it to the 
SPC control chart;
• Plot X charts with and without controlled action for comparison.
An outline of the main functions of the program is shown in a process flow diagram in 
appendix 1.
A sample of nine X charts in Figs. 5~9 illustrate the executed outputs of the fuzzy system 
in which an abnormal process is simulated, tested and adjusted by the fuzzy inference 
system. In the upper charts of Fig. 5-9, abnormal points (i.e., points which contravene 
the zone rules) are marked by double rings, a vertical line and the number of the sample. 
The upper charts are uncontrolled and the lower charts are controlled and adjusted by 
control outputs of the fuzzy inference at the first abnormal point which are marked by the 
large vertical lines. It can be seen that to the right of the large vertical lines, subsequent 
abnormal points (marked with double rings) are improved to normal data in the lower 
charts.
In this simulation study, 500 random data points were generated by RAND () function for 
each run and the subgroup size chosen was 5 with the X chart plotted for 100 X values. 
The abnormal process is software generated and the system tests and adjusts it 
automatically. The results show that the fuzzy - SPC system successfully adjusts and 
improve the process for the simulated data.
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Fig.9 Control in zone rule 5
Abnormal data from Figure 5~ Figure 9 are summarized in table 2. The sample number 
for the first abnormal point (control point) and successive abnormal points are given in 





























































Table 2 Summary of simulation results
3. Conclusion
In this paper, a method of Fuzzy - SPC Evaluation and Control (FSEC) has been described 
which combines traditional SPC methodology with an intelligent systems approach. Fuzzy 
logic is employed to evaluate SPC zone rules 1, 2, 3, 4 and 5, which lead to the special 
membership functions and fuzzy if - then rules. FSEC is based on a MISO fuzzy system. 
Its five dimensional control table was generated as a result of the approach of fuzzy logic 
evaluation that is calculated according to SPC Zone Rules. The output of the fuzzy 
inference is based on the if- then rules, which is used by the FSEC simulation.
In this approach, abnormal processes were simulated in the software and were shown to be 
detected and adjusted successfully. This new approach is a unique application of the fuzzy 
logic technique for SPC control chart evaluation. However further work needs to be 
conducted on the choice of different membership functions (different slope, width and 
position of triangle) with comparisons to identify improved control stability and accuracy 
of the method. Further tests need to be conducted on real data and the number of tests will 
be extended for analysis and improved simulation.
This approach can provide the following benefits. Firstly, In the conventional use of the 
zone rules, the user is only able to identify whether or not the process is out of control.
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What actions should be taken to adjust the process is uncertain and is evaluated based on 
knowledge of the system and past experiences. The fuzzy - SPC Evaluation and Control 
can be used in an SPC process to improve the accuracy and consistency of interpretation 
of the data, where the numeric output from the fuzzy system indicates what specific 
action should be taken if the process is out-of-control. Secondly, the Fuzzy Logic 
Evaluation can be employed in an automatic closed-loop SPC control process in the 
future. The simulation results have illustrated how this can be achieved. The fuzzy logic 
evaluation based on SPC control chart zone rules is a new method for a quality based 
high-level control system for supervisory control.
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ABSTRACT
Statistical process Control (SPC) is a method that uses statistical techniques to measure 
and interpret product quality. In the conventional use of SPC, the user may just need to 
know whether or not the process is "out of control". What actions should be taken to 
adjust the process is uncertain. In this paper, fuzzy logic and neural network (NN) 
techniques are employed to develop a new NN - Fuzzy - SPC evaluation and control 
method, in order to generate specific numeric control actions to adjust the abnormal 
process. The neural network optimises the membership functions in the controller until 
the best control results are obtained.
1. INTRODUCTION TO CONTROL CHARTS 
AND ZONE RULES
One important tool in Statistical Process Control 
(SPC) is the Control Chart. Control charts for sample
average and sample range are often referred to as X
chart and R chart. The X chart is used to detect the 
shift in the process mean and the R chart is used to 
test the changes in the amount of process variability 
(Devoretal., 1992).
Generally a control chart consists of a Centre Line 
(CL), Lower Control Limit (LCL) and Upper Control 
Limit (UCL). The centreline represents the sample 
average and the control limits indicate the range of 
sample variability. When points fall on the chart at 
random positions between the control limits, 
common causes and no abnormal conditions are 
indicated and require no control action. When a point 
falls outside the control limits or a group of points are 
drawn as some regular patterns, this indicates that 
some assignable cause or special cause was present 
and suggests the need for corrective action.
Often, these regular or unnatural patterns contain 
extreme points, such as too many points near the 
control limits or points in a run above or below the 
centreline. They can often be identified by a cursory
examination of the charts. Eight specific tests called 
zone rules have been developed for identifying the 
presence of unnatural patterns in the charts. The tests 
are performed by dividing the distance between the
upper and lower control limits on the X chart into 
zones defined by + <7, + 2<r and + 3cr where 
± cr is described as zone C, ± 2cr is described as 
zone B and + 3<T is described as zone A. If the 
process mean level has shifted, it can be tested by the 
zone rules which are described below. (Only 5 of 8 
zone rules are used in this paper). For example, the 
existence of a single point beyond a control limit 
(zone rulel), the existence of two out of any three 
successive points in zone A or beyond (zone rule2), 
the existence of four of any five successive points in 
zone B or beyond (zone rule3), six successive points 
increasing or decreasing continuously (zone rule4), 
eight or more successive points either strictly above 
or strictly below the centre line (zone ruleS).
The zones are only used on the X chart making 
ruleS 1-5 appropriate in this case. Zone rule 1, 4 and 
5 can be used without zones, which are appropriate 
for the R chart (Devor et al., 1992).
In the conventional use of SPC, zone rules are used 
to identify out of control conditions where the user 
may just need to know whether or not the process is 
out of control. What actions should be taken to adjust
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the process is uncertain. This is a major drawback of 
control charts and as a consequence the user can not 
employ SPC techniques to automatically control the 
process.
A new Fuzzy-SPC evaluation and control method has 
been developed known as the fuzzy-SPC controller
(X controller and R controller). Fuzzy logic is 
applied to X control charts for the X controller and 
R charts for the R controller to create a fuzzy 
inference system in order to obtain the specific 
numerical control actions. The fuzzy control output 
of the fuzzy inference system is based on the zone 
rules described above. Some drawbacks of this 
approach are highlighted and as a result an improved 
method where fuzzy membership functions are 
optimised by a neural network in order to obtain the 
best control result is implemented. Simulation 
examples using C++ and MATLAB are used to 
illustrate the Fuzzy - SPC controller and the NN - 
Fuzzy - SPC controller described above.
2. FUZZY LOGIC IN SPC
2.1 Fuzzy logic
Fuzzy Logic is a method of common sense or 
inference based on natural language (Gulley and 
Jang, 1995). Fuzzy logic starts with the concept of a 
fuzzy set. A fuzzy set is a set without a crisp, clearly 
defined boundary and describes vague concepts (e.g. 
fast runner, hot weather). Fuzzy sets can contain 
elements with only a partial degree of membership 
and admits the possibility of partial membership 
within it where this membership takes on a value 
between 0 and 1.
In more general terms, fuzzy logic operators are 
defined as Intersection (AND), Union (OR) and 
Complement (NOT) (Ross, 1995). The If-Then Rules 
are also very important for a fuzzy system. They are 
called Fuzzy Reasoning which are applications of 
fuzzy relations (Toshiro, 1991). For example "If x is 
A then y is B", where A and B are linguistic values 
defined by fuzzy sets on the ranges (universes of 
discourse) of X and Y respectively. The if-part of the 
rule " x is A" is called the antecedent or premise, 
while the then-part of the rule "y is B" is called the 
consequent or conclusion that is calculated by a fuzzy 
Compositional Operator (Yan et al., 1994). Fuzzy 
Inference is the actual process of mapping from a 
given input to an output using fuzzy logic. This 
process involves membership functions, fuzzy logic 
operators and if-then rules.
Fuzzy logic can be applied widely in industry, e.g. 
process control, signal and information process, 
image processing, model identification and pattern 
recognition (Yen and Langari, 1998).
2.2 Fuzzy logic in the SPC
In this paper, fuzzy logic has been used for SPC 
control and adjustment. The controller has 2 input 
variables and 1 output variable which are designed to 
represent Zone Rules 1-5 as described in section 1 
(Zone rules 6-8 will be implemented in the future). 
One input variable describes the zone rule and other 
describes the position of the current group of sample 
data.
For example, for the X controller, membership takes 
on a value between 0 and 1 and the input variable x 
takes in the interval [0,1] that is based on ± A, ± B, 
± C and ± OUT as linguistic terms. The triangular 
membership function type is suitable to represent 
random variables (Sun, 1997), which is used to 
represent the antecedent and the consequent. The 
antecedent membership function has eight possible 
fuzzy subsets associated with the terms " -OUT, -A, - 
B, -C, C, B, A, OUT" which correspond to SPC Zone 
Rules. For the output variable y, similar type of 
membership functions are defined, where:
and the linguistic terms T (y) is given by:
T (y) = {NB,NM,NS,NZ,PZ,PS,PM,PB} .......... (2)
where
NB: Negative Big; NM: Negative Medium; NS: 
Negative Small; NZ: Negative Zero; PZ: Positive 
Zero; PS: Positive Small; PM: Positive Medium; PB: 
Positive Big.
A simulation study was carried out in C++ to identify 
the effect of changing membership functions on the 
performance of the Fuzzy - SPC system. Seven 
different (slope, position and width) consequent 
membership functions were chosen and described in 
Fig.l for the investigation. The simulation generates 
normal and abnormal process data. The abnormal data 
are tested by the Fuzzy - SPC controller which uses 
zone rules and fuzzy inference. The control action can 
be obtained from the controller to adjust or control the 
abnormal process.
The simulation was run many times to see the effect 
of the fuzzy control action on different zone rules. In 
every SPC zone rule for one adjustment or control 
action, the abnormal process was controlled 
successfully by the fuzzy - SPC controller for each of 
the seven membership functions.
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The errors between normal process average and 
abnormal process average to be controlled were 
|0.00431~ |0.0528| (Wang and Rowlands, 1999).
When the process average is shifted by a small 
amount (i.e. 0-1/3 standard deviation), for particular 
zone rule, the best control result appears in different 
membership functions described in Fig. 1.
Fig. 1 Membership function used in the 
Fuzzy-SPC system
When the process average is shifted by a larger 
amount (i.e. larger than 1/3 standard deviation), the 
best control result can be not obtained after one 
control action. The fuzzy-SPC controller should 
control this abnormal process step by step until the 
control error is less than a predetermined limit.
In the next section, a control system is designed to 
optimise a dynamic membership function 
automatically for every zone rule in the random 
process, in order to overcome the above two 
weaknesses and to obtain the best controlled result 
after one implementation step (i.e. one control 
action).
3. NN-FUZZY MODEL
The Takagi-Sugeno (T-S) model was introduced in 
1984 (Yen, 1998). The main motivation for 
developing this model is to reduce the number of if- 
then rules required, especially for complex and high- 
dimensional problems. This model replaces the 
consequent (then part) fuzzy sets with a linear 
equation of the input variables.
For / th rule, the T-S model have the form
IF X, is An and ... and xr is Air , 
THEN
Where x} (j = 1,2,..., r) are input variables, 
AtJ (i = 1,2,. ..,m) are fuzzy sets, m is number of 
rules, /is the linear model equation and 
b,j(j = 0,1,..., A") are real-valued parameters.
The Zero-Order T-S model is described in the neural 
network (NN-Fuzzy Model) in Figure 2, where X is 
the input vector, A is the fuzzy set and y is the 
system output.
In the NTN - fuzzy model:
layerl calculates the membership JUA (x) ,
Layer 1 Layer2 LayerS Layer4 LayerS 
Fig. 2 NN-fuzzy model
Iayer2 calculates the matching degree:
Iayer3 calculate the normalized matching degree:
— a,<*i=-^~ ............................................. (5)
£*• 




f, is the linear equation mentioned before, while can 
be considered as a weight in the neural network. In 
this zero-order T-S model, singleton membership 




layerS calculates the output of system:
(9)
The NN- fuzzy model in figure2 is a multiple feed 
forward network, and the Back Propagation 
algorithm is used to train the input / output relation
via optimisation of the weight coefficients WtJ (can
be membership functions in Iayer4). Normally the 
gradient descent technique is applied to calculate the 





where y is the fuzzy system output, y' is target 
output and 77 is learning rate.
4. NN-FUZZY-SPC SYSTEM AND ITS 
SIMULATION
FigureS illustrates the structure of the NN-Fuzzy- 
SPC system. The inputs are process settings or 
targets (process average /u and standard deviation
SD) and outputs are abnormal process average //
and standard deviation SD' to be controlled. The 
disturbance includes the average shift and the change 
in standard deviation. Process signals can be tested, 
classified and transferred to the R - Fuzzy controller
and the X - Fuzzy controller separately, in order to 
generate control actions to adjust the abnormal
process. Every controller (R or X ) has two inputs: 
current sample value and average of previous 
samples. The controlled result is tested in standard 
deviation and average by the NN-Fuzzy model (1) 
and (2) (see fig. 3), If the errors are larger than 
predefined limits, the neural networks will optimise 
the consequent membership functions automatically 
in the R - Fuzzy controller and the X -Fuzzy 
controller until the best control results are obtained.
Fig.3 NN-Fuzzy-SPC System
Figure 4-6 illustrate the results of the control 
simulation. In figure 4, the upper two pictures
describe a normal process in X and ./? charts, where 
the lower two pictures describe an abnormal process 
(process average shifted by one SD value and range 
spread 4 times). Abnormal data are marked by large 
circles.
Fig. 4 Normal and abnormal processes
The abnormal process is initially controlled in a one 
step control action by an unoptimised controller and 
the process still shows abnormal data (figure 5). The 
control error is still large.
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Fig. 5 A one step controlled by fuzzy controller
Figure 6 shows the control results in a one step
control action using optimised R and X controller. 
In this NN - Fuzzy - SPC system, the triangle 
membership functions are used to describe the 
antecedent, and the consequent membership function 
are simplified to crisp singletons which correspond to 
the zero-order T-S model mentioned in section 3. The 
final training sum of squared error (SSE) was less 
than 0.01.
XB» DIM Optmivd Conlrohd bj R Ruin Chart Ophmztd CaHfoiw) by R
Fig.6 Controlled process by optimised 
fuzzy controllers
Table 1 summarises the control results, which are 
shown in figure 4 ~ figure 6. In table 1, X (averages
of X values) and .ft (average of/? values) are much 
improved after a one step control action which is 
unoptimised. However, the best results are obtained 
after a one step optimised control action with the 
average results being close to the normal values.

















If the value of (UCL - LCL) is viewed as full -
scale deflection (f.s.d.) in X and R charts, the 
relative errors can be calculated as a percentage of 
f.s.d. (Bentley, 1995).



























The optimised control results are seen to be much 




In control charts, the X chart and the R chart are 
commonly used in industry. It is suitable to
investigate the behavior of process average in the X 
chart and check the variation of process deviation in 
the R chart. In this paper, when the process average is 
shifted, the R value was not changed in the R chart. 
On the other hand, when the spread of the process
deviation is increased, it will affect the X value. 
Both are necessary to measure and control a normal 
distribution process.
A NN-Fuzzy model has been successfully applied 
though the use of simulated examples. The results 
were obtained with short epoch training times. 
Optimised consequent (then part) membership 
functions are used in the control of abnormal process 
to provide the ideal control actions. After a one step
adjustment by the tuned R-fuzzy controller and X - 
fuzzy controller, deviation spread and shifted average 
can be returned to a normal situation.
In the 20 experiments implemented, different shift 
levels (cr/3 ~ (7) and different spread levels 
(2(7-4(7) were made to the abnormal process. The 
NN-Fuzzy model provided a satisfactory 
optimisation procedure (error curve decay) and ideal 
consequent membership function. The error range for
the abnormal process X average was 2.08%~5.78%, 
and for the R average of abnormal process was 
1.58%~2.09%.
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THE EVALUATION AND CONTROL OF SPC IN FUZZY 
LOGIC AND NEURAL NETWORK
Abstract: Control chart pattern recognition is an important method of 
statistical process control (SPC) for quality management. In the 
conventional use of the SPC, zone rules are used to identify out of 
control conditions where the user may just need to know whether or not 
the process is out of control. What actions should be taken to adjust the 
process is uncertain. This is a major drawback of control charts and as 
a consequence the user can not employ SPC techniques to automatically 
control the process. This paper provides a new Fuzzy / Neural Network 
- SPC evaluation and control method. Fuzzy logic is applied to control 
charts to create a fuzzy inference system. Different membership 
functions are chosen and their fuzzy control bases generated as outputs 
of the fuzzy inference system based on zone rules. They are executed in 
a simulation system that is written in Visual C++. A neural network is 
trained by process data and appropriate fuzzy membership function is 
generated from the neural network after completion of the learning 
period. As a result, the control quality can be optimised and improved.
1 Introduction
Control charts are important tools in statistical process control (SPC), the idea is to 
monitor the process by periodically drawing small samples from a production process and 
estimating the process mean and process variability from the sample by the sample mean
X and the range R of the sample.
To manage any process and reduce variation, the variation must be traced back to its 
source - common causes or special causes. Common causes refer to the many sources of 
chance variation that are always present in varying degrees in different processes. The 
output of a process which contains only common causes of variation from a pattern which 
is stable over time is predictable and therefore, provides the basis for subsequent process 
improvement. Special causes refer to any assignable factors, which are often irregular, 
unstable and unpredictable.
Control charts consist of a centreline, upper control limit and lower control limit. The 
centreline represents the process average and control limits indicate the range of process 
variability (DEVOR et al, 1992). In brief, when points fall on the chart at random 
positions between control limits, common causes and no abnormal conditions are 
indicated and require no control action. When a point falls outside the control limits or a
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group of points are drawn as some regular patterns, this indicates that some assignable 
cause or special cause was present and suggests the need for corrective action.
Often, these regular or unnatural patterns contain extreme points, such as too many points 
near the control limits or points in a run above or below the centreline. They can often be 
identified by a cursory examination of the charts. Eight specific tests called zone rules 
have been developed for identifying the presence of unnatural patterns in the charts. The 
tests arejaerformed by dividing the distance between the upper and lower control limits 
on the X or R charts into zones defined by ± cr, ± 2a and ± 3cr where ± cr is described 
as zone C, ± 2a is described as zone B and ± 3cr is described zone A. If the process 
mean level has shifted, it can be tested by the zone rules described below. For example, 
the existence of a single point beyond a control limit (zone rulel), the existence of two 
out of any three successive points in zone A or beyond (zone rule2), the existence of four 
of any five successive points in zone B or beyond (zone rule3), six successive points 
increase or decrease continuously (zone rule4), eight or more successive points either 
strictly above or strictly below (zone ruleS).
This paper employs fuzzy subset theory and neural networks to improve SPC evaluation.
The traditional X control chart is used, fuzzy logic is applied in the SPC zone rules and a 
neural network is used to choose the ideal membership function. A fuzzy/neural network 
- SPC controller is approached as a high level controller in a process control system, 
which can be used in a supervisor control or adaptive control systems. Section 2 discusses 
the design of the fuzzy inference system, section 3 describes the main functions of the 
simulation system, section 4 contain the neural network training and its executed results 
and finally some conclusions are made in section 5.
2 Fuzzy Logic and the Application of Fuzzy Logic Toolbox in MATLAB
2.1 Fuzzy Logic
fuzzy Logic is a method of common sense or inference based on natural language 
(GULLEY and JANG, 1995). Fuzzy logic starts with the concept of a Fuzzy set. A Fuzzy 
set is a set without a crisp, clearly defined boundary. It describes vague concepts (e.g. fast 
runner, hot weather). Fuzzy sets can contain elements with only a partial degree of 
membership and admits the possibility of partial membership within it(e.g. the weather is 
rather hot, poor service) and this membership takes on a value between 0 and 1 (e.g. the 
weather is hot to the degree 0.8, the service is poor to the degree 0.5).
In more general terms, fuzzy logic operators are defined as Intersection (AND), Union 
(OR) and Complement (NOT) (ROSS, 1995).
The If-Then Rules are also very important for a fuzzy system. They are called Fuzzy 
Reasoning which are applications of fuzzy relations (TOSHIRO, 1991). For example "If x 
is A then y is B" , where A and B are linguistic values defined by fuzzy sets on the ranges 
(universes of discourse ) of X and Y respectively. The if-part of the rule " x is A" is called 
the antecedent or premise, while the then-part of the rule "y is B" is called the consequent 
or conclusion that is calculated by a fuzzy Compositional Operator (YAN et al, 1994).
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Fuzzy Inference is the actual process of mapping from a given input to an output using 
fuzzy logic. This process involves membership functions, fuzzy logic operators and if- 
then rules.
2.2 Fuzzy Inference System and Application of Fuzzy Logic Toolbox
The Fuzzy Logic Toolbox is a collection of functions built in the MATLAB numeric 
computing environment. It provides tools for the user to create and edit fuzzy inference 
systems within the framework of MATLAB. Its various functions can be used to 
implement several models and to compare and analyse their results (ALTROCK, 1995).
2.2. 1 The Fuzzy Inference System ( FIS ) Editor
The FIS Editor displays general information about a fuzzy inference system. The system 
has 8 input variables and 1 output variable which are designed to represent Zone Rules 
1-5 as described in section 1 (Zone rules 6-8 will be implemented in the future).
2.2.2 Membership Function (MF) Editor
The membership Function Editor is used to define the shapes of all the membership 
functions associated with each variable. Membership takes on a value between 0 and 1 
and x takes in the interval [0,1] that is based on ± A, ± B, ± C and ± OUT as linguistic 
terms. The triangular membership function type is suitable to represent the random 
variables (SUN, 1997), which is used to represent the input and output. Fig.l illustrates 
eight possible fuzzy subsets associated with the terms " -OUT, -A, -B, -C, C, B, A, OUT" 
which correspond to SPC Zone Rules.
Fig. 1 Input Membership Function Fig.2 Output Membership Function
For the output variables, similar type of membership functions are defined (see Fig. 2), 
where:
and linguistic terms T(z ) is given by:




NB: Negative Big; NM: Negative Medium; NS: Negative Small; NZ: Negative Zero; PZ: 
Positive Zero; PS: Positive Small; PM: Positive Medium; PB: Positive Big.
2.2.3 Different membership functions
Figures 3-11 show nine different output membership function which are generated to 
determine the effect of the membership function on the simulation results. The slope, 
width and position of the triangles have been changed in each of these figures, in order to 
investigate the sensitivity of the FIS to change in the membership function. These patterns 
have symmetry according to SPC zone rule's characters and different slopes, widths and 
positions can cover a wide range of outputs from the FIS. They are used to optimise the 
membership functions and to training the neural network.
Fig.3 MF1 Fig.4 MF2
Fig.5 MF3 Fig.6 MF4






The rule editor is for editing the list of rules that defines the behaviour of the system. It 
can contain a large editable text field for displaying and editing rules. Usually, the IF- 
THEN rules are designed by an experienced expert. In fact, SPC Zone Rules represent a 
summary of people's experiences from the manufacturing processes, but also have a 
statistical basis.
2.2.5 Rule Viewer
The Rule Viewer is a MATLAB-based display of the fuzzy inference program, and it is 
used as a diagnostic tool that can show which rules are active or how individual 
membership function shapes are influencing the results.
3 Simulation System Written in Visual C++ 6.0
3.1 Visual C++ and Simulation system
Microsoft Visual C++ is a powerful and complex tool for building 32 - bit applications for 
Window 95 and Window NT (GREGORY, 1998). Its Developer Studio is a completely 
self - contained development environment. The Microsoft Foundation Classes (MFC) are 
a set of predefined classes for windows programming. The Statistical Process Control 
simulation system was built in Visual C++ 6 Developer Studio using MFC. The 
simulation performs the follow operations:
• Creates data to represent normal or abnormal process;
• Calculates the distribution of the data;
• Creates related data text files on disk for analysis;
• Calculates the average, standard deviation, UCL, LCL and boundaries between 
zone A, B and C;
• Inspect data of the process by zone rules 1, 2, 3, 4 and 5;
• Search nine different fuzzy control bases and transfer the control instructions;
• Plot two X charts with normal and abnormal process, plot seven X charts of 
different control base for comparison.
3.2 A View of the Results
A sample of 11 ~X charts in (1) ~ (11) of Fig. 12 illustrate the executed outputs in which 
an abnormal process is simulated, tested and controlled by different output membership 
functions at the fuzzy zone ruleS. In these figures, chart (1) represent a normal process and
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chart (2) is an abnormal process, abnormal points are marked by large circle, vertical line 
and number of zone rule used to detect the abnormality. Charts (3) ~(11) are controlled 
and adjusted at the first abnormal point (control point) of chart (2). The process is tested 
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Fig. 12 Display of Output of Simulation System (for Zone rule 5)
It can be seen that to the right of the control point, subsequent abnormal points are reduced 
and improved to normal data in charts (3) ~ (11). In this simulation study, 500 random 
data were generated by "RAND ()" function for each run and the subgroup size chosen 
was 5 with the ~X chart plotted for 100 X values. The abnormal process is software 
generated and the system will test and control it automatically. The simulation was 
repeated 500 times to build a large database for the training of a neural network.
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4 Approach to the Neural Network Training
Artificial neural networks are computer software systems whose structure is designed in a 
similar way to an organic brain. They are used to model computational properties 
analogous to some that have been postulated for real networks of nerves, such as the 
ability to learn and store relationships. A neural network can efficiently approximate and 
interpolate multivariate data that might otherwise require huge databases; such techniques 
are now well accepted for nonlinear statistical fitting and prediction (OMIDVAR and 
ELLIOTT, 1997).
Neural networks consist of an input layer, output layer and hidden layers. They contain a 
set of processing nodes (neurons) interconnected in parallel. Each neuron consists of 
inputs, weights, a propagation function, an activation function and an output. The weights 
determine the influence of inputs on the neuron, the propagation function combines all 
inputs and make their weighted sum, the activation function computes the output of the 
neuron as line, step or sigmoid conversion.
The objective of a neural net is to process the information in a way that is previously 
trained. Training uses sample data sets of inputs and corresponding outputs. For this 
training, neural nets use the learning algorithms. They are used to modify the individual 
neurons of the net and the weight of their connections in such a way that the behaviour of 
the net reflects the desired one (ALTROCK, 1995).
In this study, the NeuralDesk software which is a type of neural network software is 
applied. To build this net, the input layer that receives the data from the control chart to 
be identified has 60 neurons. Each neuron represents the value of a point on the control 
chart. The hidden layer that extracts features from the input data comprises 20 neurons 
and the output layer which processes extracted features to obtain the fuzzy membership 
function class has 4 neurons (Ol to O4, Fig. 13). For zone rule 5, the 9 control actions of 
MF1 to MF9 can be divided to 4 classes and the control action is derived as a result of the 
average from the membership functions in each class: Ol represents MF1 to MF4 (see 
Fig.3 to Fig.6), O2 and O3 represent MF5 (Fig.7), MF6 (Fig.8) and MF7 (Fig.9), O4 
represents MF8 (Fig. 10) and MF9 (Fig.l 1). 300 pattern and 18,000 data points have been 
used for the training of the neural network, with the error threshold determined as 0.05.
Fig. 13 illustrates the training conditions, and the training algorithm is chosen as 
Stochastic Back Propagation. After 711 "Epochs", the training error value is less than 
0.05. Six abnormal patterns were tested by (queried to) the trained network. The satisfied 
"Query Output" can be obtained (the greatest value reflects the validity of one of the 
"Query Outputs"). In Fig. 13, O2 (on No.O row), O3 (on No.l row), O2 (on No.2 row), O2 
(on No.3 row), O3 (on No.4 row) and O2 (on No.5 row) are greatest values. These results 
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Fig. 13 Query output from neural network
5 Conclusion
In this paper, fuzzy logic is applied to represent SPC zone rulel, 2, 3, 4 and 5. Nine 
membership functions and fuzzy if - then rules are applied using a simulation of an 
abnormal process. This fuzzy calculation was completed by the "Fuzzy Logic Toolbox" in 
MATLAB. The output is a fuzzy inference with numerical values which can be used as a 
fuzzy base for the application of SPC control.
The abnormal process is software generated, tested and controlled automatically. Fig. 12 
illustrates this Fuzzy - SPC controlling processes which shows the ability of the fuzzy 
system to control the simulation process. The process were controlled by different 
membership functions MF1 ~ MF9 at 5 zone rules. The process averages were much 
improved and have different effects for each of membership functions. After training of 
the neural network, the optimal control actions can be gained from the network.
This approach can provide several benefits. First, it can be used in an SPC process to 
improve the accuracy of interpretation of the data and consistency, where the numeric 
output from the fuzzy system indicates what action should be taken if the process is out- 
of-control. It is also a useful technique to improve the management and implementation 
of the control process. Secondly, the Fuzzy Logic Evaluation can be employed in an 
automatic closed-loop SPC control process. The membership function can be changed on 
line in this system as the adaptive function. This feature will be explored in future work. 





ALTROCK, C. V. 1995. Fuzzy Logic and NeuroFuzzy Applications Explained. USA: 
Prentice Hall PTR, Prentice - Hall, Inc.
DEVOR, R. £., CHANG, T. & SUTHERLAND, J. W. 1992. Statistical Quality Design 
and Control USA: Macmillan Publishing Company.
GREGORY, K. 1998. Special Edition Using Visual C++6. Que Corporation.
GULLEY, N. and JANG, J. S. R. 1995. Fuzzy Logic Toolbox for use with MATLAB. 
USA: The Math Works Inc.
OMIDVAR, O. and ELLIOTT, D. L. 1997. Neural Systems for Control. USA: Academic 
Press.
ROSS, T. J. 1995. Fuzzy Logic with Engineering Applications. USA: McGraw - Hill 
Book Company.
SUN, Z. X. 1997. Intelligent Control Theory and Technology. China: TsingHua 
University Press.
TOSHIRO, T. 1991. Fuzzy Systems Theory and Its Applications. UK: Academic Press 
Ltd.




A FUZZY LOGIC APPLICATION IN SPC 
EVALUATION AND CONTROL
Wang, L.R. and Rowlands, H.
Mechatronics Research Centre, University of Wales College, Newport,
PO Box 180, Newport NP9 5XR (UK) T. +44 1633 432487, F. +44 1633 432442
E-mail: {l.r.wang, h.rowlands} @newport.ac.uk
Abstract - Control chart pattern identification is an important aspect of statistical process 
control (SPC). In the conventional use of SPC, the user may just need to know whether or not 
the process is out - of control. What actions should be taken to adjust the process is 
uncertain. This is a major drawback of control charts and as a consequence the user can not 
employ SPC technique to automatically control the process.
This paper provides a new Fuzzy - SPC evaluation and control method. Fuzzy logic is 
applied to control charts to create a fuzzy inference system using the Fuzzy Logic Toolbox in 
MATLAB. Different membership functions were chosen and their fuzzy control bases were 
generated as outputs of a fuzzy inference system based on zone rules. They are executed in a 
simulation system written in Visual C++. The results of adjusted and controlled SPC charts 
are displayed on the screen. Analysis of the effect of changing the membership function is 
presented.
1. SHEWHART CONTROL CHART 
PATTERNS
1.1 A view of Control Chart Patterns
Control charts are important tools in statistical 
process control (SPC), the idea is to monitor the 
process by periodically drawing small samples 
from a production process and estimating the 
process mean and process variability from the
sample by the sample mean X and the range R 
of the sample.
To manage any process and reduce variation, the 
variation must be traced back to its source - 
common causes or special causes. Common 
causes refer to the many sources of chance 
variation that are always present in varying 
degrees in different processes. The output of a 
process that contains only common causes of 
variation form a pattern that is stable over time is 
predictable and therefore, provides the basis for 
subsequent process improvement. Special causes 
refer to any assignable factors, which are often 
irregular, unstable and unpredictable.
Control charts consist of a centreline, upper 
control limit and lower control limit. The
centreline represents the process average and 
control limits indicate the range of process 
variability [1]. In brief, when points fall on the 
chart at random positions between control limits, 
common causes and no abnormal conditions are 
indicated and require no control action. When a 
point falls outside the control limits or a group of 
points are drawn as some regular patterns, this 
indicates that some assignable cause or special 
cause was present and suggests the need for 
corrective action.
Often, these regular or unnatural patterns contain 
extreme points, such as too many points near the 
control limits or points in a run above or below 
the centreline. They can often be identified by a 
cursory examination of the charts. Eight specific 
tests called zone rules have been developed for 
identifying the presence of unnatural patterns in 
the charts. The tests are performed by dividing the 
distance between the upper and lower control
limits on the X or R charts into zones defined 
by +er,± 2<j and ± 3<J .
The eight rules are:
Zone Rulel: The existence of a single point
beyond a control limit signals (point a in Fig.l).
D-29
Published papers
Zone Rule2: The existence of two out of any three 
successive points in zone A or beyond (point b 
inFig.l).
Zone RuleS: The existence of four of any five
successive points in zone B or beyond (point c in
Fig.l).
Zone Rule4: When six successive points increase
or decrease continuously, a systematic trend in the
process is signalled.
Zone RuleS: Eight or more successive points
either strictly above or strictly below the
Centreline indicates that the process mean (in X 
chart) or variability (in R chart) has shifted from 
the centreline (point din Fig.l). 
Zone Rule6: When 14 successive points oscillate 
up and down on the chart, a systematic cyclic 
trend in the process is signalled. 
Zone Rule?: When eight successive points 
occurring on either side of the centreline avoiding 
in zone C, an out-of control condition is signalled. 
Zone RuleS: When 15 successive points in zone C 
only, to either side of the centreline, an out- of- 
control condition is signalledfl].
UC
LCL
Figure 1 Zone Rule 1, 2, 3 and 5
1.2 Overview of related work
Numerous papers introduce the use of fuzzy set 
theory to build control charts using linguistic data. 
An intelligent methods was proposed by [2] and 
[3]. The control charts are constructed using 
linguistic data suitable for situations where quality 
characteristics can not be measured numerically. 
The centreline and control limits were transferred 
to the fuzzy subsets associated with the linguistic 
data. The linguistic approach was applied to p- 
charts and was verified after using results 
obtained from simulated data. The results 
suggested that control chart based on linguistic
data are significantly more sensitive to process 
shifts than are conventional p charts.
New control charts were developed for linguistic 
variables based on using the concept of 
probability density functions (p.d.f.) existing 
behind the linguistic data in order to control the 
process variability and process average [4]. The 
p.d.f. was assumed to exist behind the linguistic 
data and represented by the Gram-Charlier series. 
Control charts for both process average and 
process variability were developed.
By combining traditional SPC and traditional 
automatic process control techniques, the 
minimum cost feedback control scheme was 
developed by [5] and [6] . A classic Proportional 
- Integral (PI) controller was discussed and the 
SPC method employed in analysing the 
disturbances in the feedback control system.
This paper employs fuzzy subset theory and 
feedback control to improve SPC evaluation. The
traditional X control chart is used and fuzzy 
logic is applied in SPC zone rules. A fuzzy - SPC 
controller is developed as a high level controller 
in a process control system, which can be used in 
a supervisor control or adaptive control systems. 
Section 2 discusses the design of the fuzzy 
inference system, section 3 describes the main 
functions of the simulation system and its 
executed results and finally some conclusions are 
made in section 4.
2. FUZZY LOGIC AND APPLICATION 
2.1 Fuzzy Logic
Fuzzy Logic is a method of common sense or 
inference based on natural language [7]. Fuzzy 
logic starts with the concept of a fuzzy set. A 
fuzzy set is a set without a crisp, clearly defined 
boundary. It describes vague concepts ( e.g. fast 
runner, hot weather, ). Fuzzy sets can contain 
elements with only a partial degree of 
membership and admits the possibility of partial 
membership within it (e.g. the weather is rather 
hot, poor service) and this membership takes on a 
value between 0 and 1 (e.g. the weather is hot to 
the degree 0.8, the service is poor to the degree 
0.5).
In more general terms, fuzzy logic operators are 
defined as Intersection (AND), Union (OR) and 
Complement (NOT) [8].
The If-Then Rules are also very important for a 
fuzzy system. They are called Fuzzy Reasoning
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which are applications of fuzzy relations [9]. For 
example "If x is A then y is B" , where A and B 
are linguistic values defined by fuzzy sets on the 
ranges (universes of discourse ) of X and Y 
respectively. The if-part of the rule " x is A" is 
called the antecedent or premise, while the then- 
part of the rule "y is B" is called the consequent or 
conclusion that is calculated by a fuzzy 
Compositional Operator [10].
Fuzzy Inference is the actual process of mapping 
from a given input to an output using fuzzy logic. 
This process involves membership functions, 
fuzzy logic operators and if-then rules.
2.2 Fuzzy Inference System and Application of 
Fuzzy Logic Toolbox
The Fuzzy Logic Toolbox is a collection of 
functions built in the MATLAB numeric 
computing environment. It provides tools for the 
user to create and edit fuzzy inference systems 
within the framework of MATLAB. Its various 
functions can be used to implement several 
models and to compare and analyse their results 
[7].
The Fuzzy Inference System ( FIS) Editor
The FIS Editor displays general information about 
a fuzzy inference system. The system has 8 input 
variables and 1 output variable which are 
designed to represent Zone Rules 1-5 (Zone rule 
6~8 will be implemented in the future).
Membership Function Editor
The membership Function Editor is used to define 
the shapes of all the membership functions 
associated with each variable. Membership takes 
on a value between 0 and 1 and x takes in the 
interval [0,1] that is based on ± A, ± B, ± C and 
± OUT as linguistic terms. The triangular 
membership function type is suitable to represent 
the random variables [11], which is used to 
represent the input and output. Fig.2 illustrates 
eight possible fuzzy subsets associated with the 
terms " -OUT, -A, -B, -C, C, B, A, OUT" which 
correspond to SPC Zone Rules.
For the output variables, similar type of 
membership functions (see Fig. 3) are defined:
z e[0,1]
Linguistic terms T( Z ):
T( z ) = { NB, NM, NS, NZ, PZ, PS, PM, PB },
while NB: Negative Big; NM: Negative Medium; 
NS: Negative Small; NZ: Negative Zero; PZ: 
Positive Zero; PS: Positive Small; PM: Positive 
Medium; PB: Positive Big.
| gm i«. j a,,.,.,.
Figure 2 Input Membership Function
33?
Figure 3 Output Membership Function
Different membership functions
Figure 4-10 illustrates seven different output 
membership function which are generated to 
determine the effect of the membership function 
on the simulation results. Fig.4 is a standard 
triangular membership function, it's slope, width 
and position can be changed to build different 
type of triangular membership functions. Fig.5 
and Fig6 illustrate the different directions of the 
slope, Fig.7 and Fig,8 represent different positions 
of the functions, and Fig.9 and Fig. 10 illustrate 










designed by an experienced expert. In fact, SPC 
zone rules represent a summary of people's 
experiences from the manufacturing processes, 
but also have a statistical basis.
SPC zone rules 1 to 5, described in section 1 are 
represented by the Fuzzy Inference System as a 
Multiple Input / Single Output (MISO) controller. 
The fuzzy reasoning / if-then rules are defined as:
(1) If point 1 is ± OUT then state is PB/NB 
(zone rule 1);
(2) If point 1 is ± A and point2 is ± A then 
state is PM/NM (zone rule 2);
(3) If point 1 is + A and points is ± A then 
state is PM/NM (zone rule 2);
(4) If point 1 is ±B (or ±A) and point2 
is + B and points is ± B and point4 is 
± B then state is PS/NS (zone rule 3);
(5) If point 1 is ± B (or ± A) and point3 
is + B and point4 is ± B and points is 
± B then state is PS/NS (zone rule 3);
(6) If pointl is ± B (or ± A) and point2 
is ± B and point4 is + B and points is 
± B then state is PS/NS (zone rule 3);
(7) If pointl is ± B (or ± A) and point2 
is + B and point3 is + B and points is 
+ B then state is PS/NS (zone rule 3);
(8) If pointl is A (or B ), and point 1> 
point2>...>point6, then state is PM (or 
PS ) (zone rule 4);
(9) If pointl is -A (or -B ), and point 1< 
point2<...<point6, then state is NM (or 
NS ) (zone rule 4);
(10) If pointl is A (or B or C), and point2 >= 
CL and point3 >= CL and ... and points 
>= CL, then state is PM (or PS ) (zone 
rule 5);
(11) If pointl is -A (or -B or -C), and point2 
< CL and point3 < CL and ... and 
point8< CL, then state is NM (or NS or 
NZ) (zone rule 5).
The linguistic terms (NB, NM,...) are chosen 
based on the characteristic of the zone rules. The 
process program considers all possible 
combinations to fully describe the 5 zone rules.
Rule Editor
The rule editor is for editing the list of rules that 
defines the behaviour of the system. It can contain 
a large editable text field for displaying and 
editing rules. Usually, the IF-THEN rules are
Rule Viewer
The Rule Viewer is a MATLAB-based display of 
the fuzzy inference program, it is used as a 
diagnostic tool and can show which rules are 
active or how individual membership function 
shapes are influencing the results.
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3. SIMULATION SYSTEM WRITTEN IN 
VISUAL C++ 6.0
3.1 Visual C++ and Simulation system
Microsoft Visual C++ is a powerful and complex 
tool for building 32 - bit applications for Window 
95 and Window NT [12]. Its Developer Studio is a 
completely self - contained development 
environment. The Microsoft Foundation Classes 
(MFC) are a set of predefined classes for windows 
programming. The Statistical Process Control 
simulation system was built in Visual C++ 6 
Developer Studio using MFC. The simulation 
performs the follow operations:
• To create data to represent normal or 
abnormal process;
• Calculate the distribution of the data;
• Create related data text files on disk for 
analysis;
• Calculate the average, standard deviation, 
UCL, LCL and boundaries between zone 
A, B and C;
• Inspect data of process by zone rule 1, 2, 
3, 4 and 5;
• Search seven different fuzzy control Base 
and transfer the control instructions;
• Plot two X charts with normal and
abnormal process, plot seven X charts 
of different control base for comparison.
3.2 Results _
A sample of nine X charts in Fig. 11 illustrate the 
executed outputs in which an abnormal process is 
simulated, tested and controlled by different output 
membership functions at the fuzzy zone rule5. In 
these figures, chart 1 represent a normal process 
and chart 2 is an abnormal process, abnormal 
points are marked by large circle, vertical line and 
number of zone rule used to detect the 
abnormality. Charts 3 ~ 9 are controlled and 
adjusted at the first abnormal point (control point) 
of chart 2. The process is tested again after the first 
control action. It can be seen that to the right of the 
control point, subsequent abnormal points are 
reduced and improved to normal data in charts 3 ~ 
9.
In this simulation study, 500 random data were 
generated by RAND () function for each run and
the subgroup size chosen was 5 with the X chart
plotted for 100 X values. The abnormal process 
is software generated and the system will test and 
control it automatically.
Charts 1 and 2
" ICt 
- uci
Charts 3 and 4
......L
Charts 5 and 6
Charts 7 and 8
Chart 9
Figure 11 Display of Output of Simulation 
System (for zone rule 5)
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The simulation was repeated 5 times to see the 
effect of zone rule 1-5 on the fuzzy control action.
Table 1 summarises the process average (Aver) for 
the 7 membership functions. The errors (Err) are 
calculated from the difference between expected 
(exp.) values and average values. The expected 
values are averages of the normal processes. MF1 
~ MF7 are the seven types of membership 











































































































In this paper, fuzzy logic is applied to represent 
SPC zone rulel, 2, 3, 4 and 5. Seven membership 
functions and fuzzy if - then rules are applied 
using a simulation of an abnormal process. This 
fuzzy calculation was completed by the Fuzzy 
Logic Toolbox software in MATLAB. The output 
is a fuzzy inference with numerical values and it 
can be used as a fuzzy base for the application of 
SPC control.
The abnormal process is software generated, tested 
and controlled automatically. Fig.l 1 illustrates this 
Fuzzy - SPC controlling processes which shows 
the ability of the fuzzy system to control the 
simulation process. The process averages 
summarised in table 1, were controlled by different 
membership functions MFl ~ MF7 at each of the 5 
zone rules. The process averages were much 
improved in all cases except when using zone rule 
3. A hypothesis sign test was carried out to 
establish if changing the membership function led 
a significant effect on the process average. Each
membership function was compared with the 
standard triangular function. The outcome was that 
MF3 was significantly different from MFl with 
95% confidence. This indicates that MF3 is a good 
membership function to use in an adaptive control 
system.
This approach can provide several benefits. First, 
it can be used in an SPC process to improve the 
accuracy of interpretation of the data and 
consistency, where the numeric output from the 
fuzzy system indicates what action should be 
taken if the process is out-of-control. It is also a 
useful technique to improve the management and 
implementation of the control process. Secondly, 
the Fuzzy Logic Evaluation can be employed in 
an automatic closed-loop SPC control process. 
The membership function and / or if - then rules 
can be changed on line in this system as the 
adoptive function in future work. Third, in the 
automatic control area, it is very important to 
change the parameters of a process controller 
when the running environment is removed, fuzzy 
logic evaluation based on SPC technology will be 
a new type of method as a high-level controller 
for adaptive control systems.
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