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Løsning  1
(2017)

LØSNING: Oppgavesett nr. 1
“SCM200 Lager- og produksjonsplanlegging”, v˚aren 2017
Oppgave 1: ( planlegging og styring )
a) A˚ planlegge betyr a˚ ta beslutninger om fremtidige valg som bedriften har.
Hvor langt frem i tid man velger a˚ planlegge kalles planleggingshorisonten.
b) A˚ styre betyr a˚ ta beslutninger om valg som bedriften har her og n˚a. Styring er ofte sett p˚a
som gjennomføring av planene. Alle gjennomføringer av planer har avvik som krever at
man tar beslutninger her og n˚a.

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Oppgave 2: ( beslutningshierarkiet )
a) Vi skal gi noen eksempler p˚a beslutninger som faller inn under hvert niv˚a i
beslutningshierarkiet.
1) Strategisk beslutninger: ( lede selskapet )
• Aggregerte beslutninger som f.eks.:
– Hvor mye skal vi produsere av hver produktfamilie for de kommende fire kvartalene?
– Hvor mye skal vi ha p˚a lager av hver produktfamilie?
– Hvor mye skal vi kjøpe inn av hvert r˚astoff for de kommende 12 ma˚nedene?
– Hvor mye vi leverer til hver region, for de kommende to halv˚arene?
• Hvor mange personer skal vi ansette/permittere de kommende to halv˚arene?
• Hvilke leverandører skal vi benytte det kommende a˚ret?
• Hvilke produkter er lønnsomme a˚ ha det kommende a˚ret?
2) Taktisk beslutninger: ( styre selskapet )
• Hvor mye av hvert produkt skal vi produsere den neste ma˚neden?
• Hvor mye av hvert produkt skal vi lagre de neste 14 dagene?
• Hvilken leveringsgrad skal vi ha de to neste m˚anedene?
• Hvor store sikkerhetslager skal vi ha den neste m˚aneden?
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3) Operasjonelt beslutninger: ( daglig drift )
• P˚a hvilke produksjonslinjer skal vi kjøre de neste produktbatchene de kommende tre dagene?
• I hvilken rekkefølge skal hver jobb/batch kjøres p˚a hver linje?
• Hvilke ordrer skal ferdigstilles de neste 5 dagene?
• Hvor mye WIP (Work-In-Progress/varer under arbeid) skal vi ha i løpet av den kommende
uken?
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b) Hensikten med beslutningshierarkiet er først og fremst a˚ forenkle planleggingen og styringen
i en bedrift, samtidig som vi underbygger de strategiske ma˚lene som bedriften har satt seg.
c) De strategiske beslutningene omhandler
sammensl˚atte︷ ︸︸ ︷
aggregerte størrelser, b˚ade i form av produktfamilier,
markedsregioner og tidshorisonter. Viktige beslutninger rundt kapasitetsspørsma˚l og budsjettering
er vanlige p˚a dette niv˚aet.
De taktiske beslutningene skal henge sammen med de strategiske beslutningene slik at de under-
bygger de strategiske beslutningene. De taktiske beslutningene omhandler enkeltprodukter eller
mindre produktfamilier og faktiske lagerbeholdnigner. Regionene splittes i mindre regioner, og
tidshorisontene er mye kortere (fra 4 - 12 uker). Størrelsene g˚ar gjerne i per dag eller pr uke
(mengde produsert pr dag etc.).
De operasjonelle beslutningene omhandler selve gjennomføringen av de taktiske beslutningene.
Vi splitter dermed de taktiske beslutningene i mer konkrete beslutninger vedrørende allokering,
rekkefølge, tidspunkter og ferdigstillelse.
d) Konklusjonen er at beslutningshierarkiet best˚ar av tre niv˚aer hvor hvert niv˚a understøttes
av niv˚aet under. P˚a den ma˚ten f˚ar vi en enkel, men helhetlig planleggingsmetodikk som bygger
opp under de strategiske ma˚lene som vi har satt oss.

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Oppgave 3: ( verdensbildet og MPC-systemer )
Figur 1 viser at planleggingsmodulene ligger i midten av MPC-bildet. Modulene p˚a sidene er
dermed styringsmoduler. Planleggingsmodulene inkluderer ofte styringsfunksjoner som oftest om-
handler spørsma˚let om replanlegging.
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Figur 1: Moduler i et MPC-system - verdensbildet - 11 moduler.
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Vi tar systematisk for oss de 11 modulere i MPC-systemet:
1) Demand Management: ( kap. 2 )
• Styringsmodul
• Aggregering: fra produktfamilier, regioner, kundegrupper og lange tidshorisonter, til spesi-
fikke produkter, sm˚a omr˚ader og ned til komponenter og korte tidsrom, alt etter hva som er
hensiktsmessig.
• Tidshorisonter: fra a˚r til halv˚ar, til kvartaler og ned til ma˚neder, uker og dager, alt etter hva
som er hensiktsmessig.
• Beslutninger: prognosemetoder, prognoseparametre, replanleggingsproblematikk
• Avhengighet: Modulen gir prognoser til b˚ade aggregert planlegging og masterplanlegging.
Det kan ogs˚a utvikles prognoser direkte p˚a komponentniv˚a
(dvs. en pil ned til MRP-planleggingsmodulen, som ikke vises p˚a figuren).
2) Aggregert produksjonsplanlegging: ( kap. 4 )
• Styringsmodul og planleggingsmodul
• Aggregering: produktfamilier, regioner, kundegrupper og lange tidshorisonter.
• Tidshorisonter: fra a˚r til halv˚ar, til kvartaler, til m˚aneder.
• Beslutninger: lagerlokasjoner, lagerkapasiteter, dimensjonering, arbeidskraft
• Avhengighet: Modulen sjekker om aggregerte planer og masterplaner er gjennomførbare, og
gir beslutningsstøtte om hvorvidt ressurser skal økes/minkes/replasseres(reallokeres)
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3) Strategisk Ressursplanlegging: ( kap. 3 )
• Planleggingsmodul
• Aggregering: produktfamilier, regioner, kundegrupper og lange tidshorisonter.
• Tidshorisonter: fra a˚r til halv˚ar, til kvartaler, til m˚aneder.
• Beslutninger: lagerbeholdninger, produksjonskvanta, outsourcing, produktmix, arbeidskraft,
leverandører
• Avhengighet: Modulen gir salgs -og produksjonsplaner til masterplanlegging. Modulen f˚ar
ogs˚a input fra ressursplanleggingen om hvorvidt planene er gjennomførbare.
4) Bill-Of-Materials (BOM): ( kap. 6 )
• Styringsmodul - gir komponentlister for et ferdigprodukt/halvfabrikat
• Aggregering: ikke aktuelt for denne modulen.
• Tidshorisonter: sjelden oppdatering - hvor ofte endrer man komponentlisten til et produkt?
• Beslutninger: produktdesign, produktmix
• Avhengighet: Modulen leverer komponentlistene for hver ferdigvare / hvert halvfabrikat som
kommer fra masterplanen.
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5) On-hand & Scheduled Receipts ( kap. 6 ) 1
• Styringsmodul
• Aggregering: ikke aktuelt for denne modulen
• Tidshorisonter: kontinuerlig
• Beslutninger: ingen, men MRP-modulen vil vurdere p˚a bakgrunn av lagerstatus og varer i
arbeid hvorvidt en replanlegging skal trigges.
• Avhengighet: Modulen leverer lagerstatus og varer i arbeid til MRP-modulen. Den leser av
lagerstatus fra lagerdatabasen og varer i arbeid data som kommer ifra joballokeringsmodulen.
6) Masterplanlegging (MPS): ( kap. 5 )
• Planleggingsmodul
• Aggregering: ferdigprodukter, ferdiglager, halvfabrikater mindre regioner.
• Tidshorisonter: fra uker til noen ma˚neder.
• Beslutninger: ferdiglager, produksjonsserier, bestillingskvanta, ukentlig ressursforbruk, sik-
kerhetslager og bestillingspunkt
• Avhengighet: Modulen tar imot salgs- og operasjonsplaner ifra aggregert planlegging. Disse
planene ma˚ henge godt sammen. Masterplanen sendes s˚a til MRP-modulen dersom ferdig-
varen best˚ar av mindre komponenter som ma˚ produseres/kjøpes inn. Is˚afall har ferdigvaren
en Bill-Of-Material, dvs komponentliste assosiert til seg.
1On-hand & scheduled receipts - Lagerstatus og varer i arbeid (WIP)
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7) Material Requirements Planning (MRP): ( kap. 6 )
• Planleggingsmodul
• Aggregering: ikke aktuelt for denne modulen
• Tidshorisonter: fra dager til uker til ma˚neder, avhengig av ledetider.
• Beslutninger: lagerkvanta, produksjonsstrategier (Lot-for-Lot, EOQ, Wagner-Within), pro-
duksjonsserier, sikkerhetslager, bestillingspunkt
• Avhengighet: Modulen tar imot masterplaner for hver ferdigvare og henter BOM-listene
(komponentlisten).Den sender ut en komponentplan, som verifiseres av CPR-modulen (ka-
pasitetsforbruket). Den f˚ar feedback fra CPR-modulen om noe ikke er gjennomførbart mtp.
kapasitet og ressursforbruk. I tillegg trenger modulen input ifra WIP-modulen (Work-In-
Progress), som representerer p˚abegynt produksjon. Modulen leverer ut faseforskjøvede pro-
duksjonsplaner og lagerniv˚afor komponenter.
8) Capacity Requirements Planning (CRP): ( kap. 6 )
• Styringsmodul
• Aggregering: ikke aktuelt for denne modulen
• Tidshorisonter: samme som MRP-modulen
• Beslutninger: er foresl˚att MRP-plan realiserbar ift. ressursene i bedriften (maskinkapasi-
teter, arbeidskraft, leverandøregenskaper)? Beslutninger vedrørende aktuelle endringer p˚a
kapasiteter er aktuelle, f.eks. outsourcing og utvidelse.
• Avhengighet: Modulen tar inn en foresl˚att MRP-plan og beregner hvorvidt denne planene er
realiserbar eller ikke. Hvis MRP-planen ikke er realiserbar, sendes den tilbake MRP-modulen
for replanlegging, hvor endringer m˚a gjøres for a˚ ta høyde for problemomr˚adene.
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9) Purchasing: ( kap. 7 ) 2
• styringsmodul
• Aggregering: uaktuelt
• Tidshorisonter: kontinuerlig
• Beslutninger: hvilken leverandør skal benyttes og hvor mye skal bestilles
• Avhengighet: modulen f˚ar MRP-planene og bruker disse som utgangspunkt for innkjøpet.
Innkjøpsplanene sendes ofte til leverandørsystemer for elekstronisk handel. Forventet leve-
ranse av r˚avarer og komponenter sendes til sekvensieringsmodulen.
10) Sekvensieringsplanlegging: ( kap. 7 )
• Planleggingsmodul
• Aggregering: ingen aggregering
• Tidshorisonter: korte tidshorisonter - som regel timer/dager
• Beslutninger: i hvilken rekkefølge skal de frigitte jobbene gjennomføres ved de forskjellige
linjene? Hvilke klokkeslett skal hver jobb starte?
• Avhengighet: modulen tar imot frigitte jobber pr linje, slik at hver linje kan planlegges
(rekkefølge og tidspunkt).
2Purchasing = innkjøp
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11) Input/output - analysis: ( kap. 7 )
• styringsmodul
• Aggregering: ikke aktuelt for denne modulen.
• Tidshorisonter: kontinuerlig
• Beslutninger: hvordan ligger de frigitte jobbene an i forhold til planlagt gjennomføring. Vil
det oppst˚a forsinkelser?
• Avhengighet: modulen leser av de frigitte jobbene og beregner hvorvidt kapasiteten er til-
strekkelig for a˚ holde planene ajoure.

11
Oppgave 4: ( planlegging og styring )
a) Vi skal finne to konkrete bedrifter som faller inn under klassene Make-To-Stock (MTO),
Assemble-To-Order (ATO), Make-To-Order (MTO) og Engineer-To-Order (ETO):
1) Make-To-Stock: (MTS)
Kundeordrepunktet er ved ferdigvarelageret, dvs. at kunden ikke kan p˚avirke produksjonen av
produktet forbi ferdigvarelageret.
• Tine Meierier
• Coca Cola
• Stabburet
• Ormen Lange
• Istad Kraft
• Hennes & Mauritz
2) Assemble-To-Order: (ATO)
Kundeordrepunktet er ved halvfabrikatlageret, dvs. at kunden kan konfigurere produktets av et
sett av halvfabrikater som kan (raskt) monteres sammen3.
• Ekornes
• Dell
• Brunvoll (har delvis noen konfigurerbare komponenter ved salg)
• Saltdalshytta
3Legg merke til at slike konfigurasjoner ofte har restriksjoner til hvilke komponenter som kan monteres sammen,
aka Dell som oppgir hvilke kombinasjoner kunden kan variere.
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3) Make-To-Order: (MTO)
Kundeordrepunktet er ved r˚avarelageret/komponentlageret, dvs. at kunden kan spesifisere hvordan
produktet skal være oppbygd fra r˚avarer og komponenter4.
• Ulstein Verft
• Axess
• Software Innovations
• Mesta
• Brunvoll (alle propeller har en kundespesifikasjon ved seg)
4) Engineer-To-Order: (ETO)
Kundeordrepunktet er ved design/leverandør, dvs. at kunden kan spesifisere selve designen p˚a
produktet og eventuelt hvilke materiale eller leverandører som skal benyttes ved produksjonen.5.
• Mesta (hvor kunden kommer med arkitekturen)
• Heddal Saum 6 (skredder, hvor kunden spesifiserer et spesielt stoff dressen skal best˚a av)
• Software Innovations (tilfeller hvor kunden krever et spesielt design / programmeringsspr˚ak)
4Make-To-Order bedrifter har typisk en ”designfase” hvor de designer hvordan produktet skal bli etter kundens
spesifikasjon (gjerne i samarbeid med kunden).
5Engineer-To-Order bedrifter har typisk en ”designfase” hvor de designer hvordan produktet skal bli etter
kundens spesifikasjon (gjerne i samarbeid med kunden). Forskjellen fra MTO er at kunden ogs˚a kan p˚avirke hvilke
r˚avarer / leverandører som skal benyttes
6Funnet via Gule Sider.
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b) Vi skal finne to konkrete bedrifter som faller inn under klassene Prosjekt, MRP,
JIT (lean), Repetetiv og Kontinuerlig:
1) Prosjekt:
Bedrifter som har svært kompliserte produkter som best˚ar av svært mange komponenter og som
krever flere ma˚neder a˚ ferdigstille:
• Ulstein Verft
• Boeing
• Mesta
• Aker Kværner
2) MRP:
Bedrifter som har sammensatte produkter som best˚ar av relativt mange komponenter og som
krever uker opp til ma˚neder a˚ ferdigstille:
• Brunvoll
• Rolls Royce
• Doozan
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3) JIT: 7
Bedrifter som har enkle produkter som best˚ar av ikke fullt s˚a mange komponenter og som tar fra
minutter til uker a˚ produsere. Legg merke til at JIT klassen er en noks˚a bred klasse.
• Doozan
• Dell
• Toyota
4) Repetitiv:
Bedrifter som har svært enkle produkter som f˚a komponenter og som tar fra sekunder til minutter
a˚ produsere.
• Oskar Sylte
• Stabburet (Grandiosa)
• Tine Meierier
• Nidar Bergene
5) Kontinuerlig:
Bedrifter som som har et produkt som best˚ar av en felles masse (gjerne veske eller gass) og som
produseres kontinuerlig8.
• Ormen Lange ( gass )
• Istad Kraft ( strøm )
• Hustadmarmor ( slurry )
• Telenor (telefoninettverket - fungerer svært likt kraftnettverket) ( data )
7Just-In-Time
8Kontinuerlig betyr sammenhengende, dvs at vi kan ikke skille enhetene fra hverandre.
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c) Vi skal se p˚a hvilke naturlige sammenhenger som finnes mellom kategoriene basert p˚a
kunderordrepunkt og produksjonsprosess.
Figur 2 er en matrise som viser hvilke koblinger mellom kundeordrepunktet og produksjonsmiløet
som er hensiktsmessige. Hver rad er et kundeordepunkt mens hver kolonne er en produksjonprosess.
Hvis en bedrift havner utenfor den oppadstigende diagonalen, s˚a er dette et tegn p˚a at bedriften
gjør noe galt.
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X 
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X 
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Figur 2: Sammenheng: kundeordrepunkt og produksjonsprosess.
Kontinuerlig:
En bedrift med en kontinuerlig produksjonsprosess produserer nesten utelukkende til ferdiglager.
Siden produksjonen foreg˚ar hele tiden, vil det ofte være svært vanskelig a˚ reagere til kundens
ønsker (dvs. kundeordrepunkt med større fleksibilitet).
Repetitiv:
Repetitiv produksjon svarer nesten alltid til Make-To-Stock bedrifter, siden produksjonen foreg˚ar
i et s˚a stort tempo at det er vanskelig a˚ reagere til kundespesifikke ønsker. Det finnes ogs˚a bedrif-
ter med repetitiv produksjon som har en Assemble-To-Order strategi, men de forekommer mer
sjeldent.
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JIT:
Bedrifter med Just-In-Time strategier søker a˚ minimere lagerhold og generelt sløseri i produk-
sjonen, ved a˚ skape en jevn ”flyt” av produkter gjennom bedriften. N˚ar produktet er ferdigstilt,
sendes det relativt raskt til kunden (umiddelbart). JIT faller dermed naturlig nok inn under be-
drifter med kundeordrepunkt MTO eller ATO, siden tankesettet ved JIT gir en mer fleksibel
produksjon.
MRP:
MRP-klassen svarer til bedrifter med relativt kompliserte produkter med som regel et høyt an-
tall komponenter og lange produksjonstider (gjerne uker). Denne typen produkter er vanskelig
a˚ masseprodusere og gir som regel store lagerkostnader i form av bunden kapital, dersom MTS
kundeordrepunktet skulle benyttes. MRP hører derfor hjemme hos MTS eller ATO bedrifter, hvor
det kreves en hvis fleksibilitet i produktet (noe som igjen skaper kompleksitet).
Prosjekt:
Prosjektbaserte bedrifter har gjerne svært kompliserte produkt, som nesten alltid krever in-
geniørarbeid (deisgn/akritektur). Disse produktene har lang produksjonstid hvor det kreves god
synkronisering i produkjonen9. Bedrifter med denne typen produkter passer utelukkende til MTO
eller ETO, siden de er gjerne helt avhengige av kundens spesifikasjoner.
9”Synkronisering” betyr at stegene i prosjektet gjennomføres jevn, dvs. ikke for tidlig, ei heller for sent.
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d) Vi skal se p˚a bruken av Demand Management modulen, dersom vi har en bedrift som
faller under MTS, ATO eller MTO/ETO10 hhv.
MTS:
En bedrift som fører ferdiglager (MTS), har behov for styre salg og etterspørsel av ferdigvarer
gjennom prognoser. Bedriftene har gjerne høyt volum og dermed mye historiske data som kan
benyttes for for utvikling av gode prognoser.
ATO:
En bedrift som har Assemble-To-Order (ATO), opererer med halvfabrikater. Det er da mer hen-
siktsmessig a˚ se p˚a prognoser for halvfabrikatene enn selve de ferdigmonterte produktene. En
viktig a˚rsak for dette er følgelig et større og mer p˚alitelig datasett.
MTO/ETO:
En bedrift under MTO/ETO, holder som regel lager av r˚avarer og komponenter. Siden det er ofte
vanskelig for bedriften a˚ prognostisere prosjektene i seg selv, (fordi kundespesifikasjonen er svært
høy), er det mest hesiktsmessige a˚ prognostisere etterspørsel etter nettopp r˚avarer og komponenter.

10Det er vanlig a˚ sl˚a sammen MTO og ETO, siden forskjellen er ganske liten.
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Løsning  2
(2017)

LØSNING: Oppgavesett nr. 2
“SCM200 Lager- og produksjonsplanlegging”, v˚aren 2017
Oppgave 1: ( “Random walk og glidende gjennomsnitt” )
a) Plotter antall serviceordrer Xt som funksjon av kvartal t:
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Figur 1: Xt i kvartal nr. t.
b) Grafen viser ingen tendenser til hverken trend, sesong eller syklisk mønster,
s˚a det taler for enkle metoder som “Random Walk” (RW ), “glidende gjennomsnitt” (MA)
eller “eksponensiell glatting” (ES), hvor ma˚let er a˚
prognostisere tilfeldige (irregulære) mønster.
1
c) I Random Walk lar vi prognosen Ft være siste observasjon.
Dersom siste observasjon er X1 = 28 s˚a er prognosen F2 gitt ved:
F2 = X1 = 28 (1)
Dersom siste observasjon er X2 = 23 s˚a er prognosen F3 gitt ved:
F3 = X2 = 23 (2)
I RW setter vi alts˚a prognosen lik verdien til observasjonen vi hadde i perioden før:
Ft = Xt−1 (3)
hvor 2 ≤ t ≤ 8. Alt i alt, de historiske prognosene er:
F2 = X1 = 28 (4)
F3 = X2 = 23 (5)
F4 = X3 = 25 (6)
F5 = X4 = 29 (7)
F6 = X5 = 32 (8)
F7 = X6 = 26 (9)
F8 = X7 = 25 (10)
2
d) Vi har totalt T = 8 observasjoner. Siste observasjon er X8 = 27. Med RW blir da:
F9 = X8 = 27 (11)
For prognosemetoden RW er siste observasjon lik prognosen for de p˚afølgende periodene.
Prognosene for de 4 neste kvartalene er dermed konstante:
F9 = F10 = F11 = F12 = 27 (12)
Kommentarer: 1
• Metoden benytter ingen historiske data, og er derfor ikke i stand til a˚ feilkorrigere seg selv.
• Det er ikke nødvendig a˚ regne ut den stegvise oppdateringen siden Random Walk glemmer
all historikk og følger bare siste observasjon. Men det er likevel greit a˚ se hvordan metoden
beveger seg gjennom observasjonenen i figur 1.
1Disse kommentarene behøver du ikke ha med i innleveringen din.
3
e) Antall serviceordrer Xt og tilhørende prognoser Ft:
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Figur 2: Xt og Ft
f) Fra figur 2 ser vi at feilen vi gjør i hvert ledd er ganske stor.
Dette kommer av at neste verdi varierer ganske mye ifra forrige verdi, alts˚a
variasjonene er store.
Derfor er ikke Random Walk en passende metode her. 2
g) I glidende gjennomsnitt med vindu n = 4, dvs. MA(n = 4), s˚a tar man gjennomsnittet
av de fire siste observasjonene: ( T = 8 )
F9 =
1
n
T∑
t=T−n+1
Xt =
1
4
8∑
t=5
Xt =
1
4
(
32 + 26 + 25 + 27
)
= 27.5 (13)
Siden observasjonene X1, X2,...,XT følger et tilfeldig mønster s˚a er vil alle prognosene Ft ha samme
verdi for de 4 neste kvartalene:
F = F9 = F10 = F11 = F12 = 27.5 (14)
2Kan du tenke deg en situasjon hvor Random Walk er en passende metode?
4
h) I denne oppgaven skal vi regne ut noen av de samme prognosene som vi fant
oppgave 1c, men med en mer effektiv oppdateringsmetode.
I oppgaven regnet vi ut at F5 = 26.25 og F6 = 27.25.
Vi starter derfor oppdateringen fra kvartal 7:
F7 = F6 +
X6 −X2
4
= 27.25 +
26− 23
4
= 28 (15)
F8 = F7 +
X7 −X3
4
= 28 +
25− 25
4
= 28 (16)
F9 = F8 +
X8 −X4
4
= 28 +
27− 29
4
= 27.5 (17)
Vi har ikke mer enn T = 8 observasjoner.
Prognosene for de 4 neste kvartalene blir dermed det samme som den ferskeste prognosen:
F = F9 = F10 = F11 = F12 = 27.5 (18)
alts˚a samme prognoser som i lign.(14).
5
i) Plotter prognosene Ft, for t = 5, 6, ..., 12, og observasjonene Xt, hvor 1 ≤ t ≤ 8,
inn i samme figur:
0 2 4 6 8 10 12 14
22
24
26
28
30
32
kvartal t
X
t
og
F
t
Figur 3: Xt og Ft
Legg merke til i figur 3 hvordan glidende gjennomsnitt glatter ut toppene.
j) En slik oppdateringsformel er hensiktsmessig siden det er raskt og effektivt a˚ regne ut
neste prognose fra forrige prognose.
I tillegg trenger man ikke a˚ samle p˚a de historiske dataene - det er nok a˚ ha
den forrige prognosen.
k) Fordeler med ES(θ):
• ES(θ) har glattingsparameteren θ som gjør at vi kan bestemme i hvilken grad vi f˚ar glatting.
• ES(θ) bruker ogs˚a alle observasjonene i datasettet for a˚ beregne prognosene.
• ES(θ) vekter, i motsetning til MA(n), observasjonene ulikt.

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Oppgave 2: ( “Eksponensiell glatting og m˚altall” )
a) Den skrittvise oppdateringsformelen for eksponensiell glatting ES(θ) er gitt ved:
( se kompendium )
Ft+1 = θFt + (1− θ)Xt (19)
hvor 2 ≤ t ≤ T med T = 8, og startbetingelsen er
F2 = X1 (20)
Vi f˚ar dermed de historiske prognosene:
F2 = X1 = 28 (21)
og, med θ = 0.8,
F3 = θF2 + (1− θ)X2 = 0.8 · 28 + 0.2 · 23 = 27 (22)
F4 = θF3 + (1− θ)X3 = 0.8 · 27 + 0.2 · 25 = 26.6 (23)
F5 = θF4 + (1− θ)X4 = 0.8 · 26.6 + 0.2 · 29 = 27.08 (24)
F6 = θF5 + (1− θ)X5 = 0.8 · 27.08 + 0.2 · 32 = 28.064 (25)
F7 = θF6 + (1− θ)X6 = 0.8 · 28.064 + 0.2 · 26 = 27.6512 (26)
F8 = θF7 + (1− θ)X7 = 0.8 · 27.6512 + 0.2 · 25 = 27.121 (27)
F9 = θF8 + (1− θ)X8 = 0.8 · 27.121 + 0.2 · 27 = 27.1 (28)
7
b) Siden observasjonene X1, X2,...,XT (T = 8) følger et tilfeldig mønster s˚a
vil alle prognosene Ft ha samme verdi for kvartalene i 2015.
For prognosemetoden “Random Walk” lar vi prognosen Ft være siste observasjon:
F = F9 = F10 = F11 = F12 = 27.1 (29)
c) Tegner prognosene Ft som funksjon av tiden t for t = 2, 3, ..., 12.
Tegn ogs˚a inn observasjonene Xt, hvor 1 ≤ t ≤ 8:
0 2 4 6 8 10 12 14
22
24
26
28
30
32
kvartal t
X
t
og
F
t
Figur 4: Xt og Ft for ES(θ = 0.8).
Vi ser av grafen at eksponensiell glatting med glattingsparameter θ = 0.8,
”glatter” ut toppene ganske mye, som forventet.
8
d) Vi setter ligningen
F3 = θ
X1︷︸︸︷
F2 + (1− θ)X2 (30)
og inn i ligningen
F4 = θF3 + (1− θ)X3 (31)
og f˚ar:
F4 = θ
(
θX1 + (1− θ)X2
)
+ (1− θ)X3 (32)
= θ2X1 + θ(1− θ)X2 + (1− θ)X3 , q.e.d. (33)
9
e) Vi har oppgitt fra oppgaven at en eksplisitt formel for prognosen i periode 9 for
eksponensiell glatting er gitt ved:
F9 = θ
7X1 + (1− θ)θ6X2 + (1− θ)θ5X3 + (1− θ)θ4X4
+ (1− θ)θ3X5 + (1− θ)θ2X6 + (1− θ)θX7 + (1− θ)X8 (34)
Vektene er alle tallene som st˚ar foran Xt-verdiene:
Vekt for X1 = θ
7 = 0.87 = 0.20972 (35)
Vekt for X2 = (1− θ)θ6 = 0.2 · 0.86 = 0.0524 (36)
Vekt for X3 = (1− θ)θ5 = 0.2 · 0.85 = 0.0655 (37)
Vekt for X4 = (1− θ)θ4 = 0.2 · 0.84 = 0.0819 (38)
Vekt for X5 = (1− θ)θ3 = 0.2 · 0.83 = 0.1024 (39)
Vekt for X6 = (1− θ)θ2 = 0.2 · 0.82 = 0.128 (40)
Vekt for X7 = (1− θ)θ = 0.2 · 0.8 = 0.16 (41)
Vekt for X8 = (1− θ) = 0.2 (42)
Sum av vekter:
Sum vekter = 0.20971 + 0.0524 + 0.0655 + 0.0819 + 0.1024 + 0.128 + 0.16 + 0.2 = 1 (43)
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f) Vi bruker den eksplisitte formelen oppgitt i oppgaven for a˚ beregne F9.
Vi skriver opp igjen formelen og setter inn vektene vi fant fra oppgave 2e:
F9 = θ
7X1 + (1− θ)θ6X2 + (1− θ)θ5X3 + (1− θ)θ4X4
(44)
+ (1− θ)θ3X5 + (1− θ)θ2X6 + (1− θ)θX7 + (1− θ)X8
= 0.20972 · 28 + 0.0524 · 23 + 0.0655 · 25 + 0.0819 · 29
(45)
+ 01024 · 32 + 0.128 · 26 + 0.16 · 25 + 0.2 · 27
= 27.1 (46)
som er samme verdi for prognosen F9 som i lign.(29).
3
3Siden vi bruker samme metode, ES(θ), s˚a m˚a selvsagt svarene bli de samme (selv om vi regner ut prognosen
p˚a forskjellige regnemetoder).
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g) Gjennomsnittlig prognosefeil MFE er defnert ved:
MFE =
1
T − s+ 1
T∑
t=s
Et (47)
I v˚art tilfelle er T = 8 og s = 2.
Med eksponensiell glatting ES(θ = 0.8) for prognosene F2...F8 fra lign.(21)-(27)
s˚a f˚ar vi:
MFE =
1
7
8∑
t=2
Et (48)
=
1
7
(
E2 + E3 + E4 + E5 + E6 + E7 + E8
)
(49)
=
1
7
(
(23− 28) + (25− 27) + (29− 26.6) + (32− 27.08)
(50)
+ (26− 28.064) + (25− 27.6512) + (27− 27.121)
)
= −0.64517 (51)
h) Den lave verdien til MFE viser at prognosemetoden ES(θ = 0.8) i dette tilfellet
verken overestimerer eller understimerer i forhold til observasjonene.
Dette er ikke uventet siden eksponensiell glatting med høy glattingsparameter θ = 0.8
glatter ut variasjonen mellom siste observasjon og historisk prognose.
Progosemetoden ES(θ = 0.8) vektlegger med andre ord historikken mest.
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i) Gjennomsnittlig absolutt avvik, MAD, er definert ved:
MAD =
1
T − s+ 1
T∑
t=s
|Et | (52)
I v˚art tilfelle er T = 8 og s = 2.
Med eksponensiell glatting ES(θ = 0.8) for prognosene F2...F8 fra lign.(21)-(27)
s˚a f˚ar vi:
MAD =
1
7
8∑
t=2
∣∣Et ∣∣ (53)
=
1
7
(
|E2| + |E3| + |E4| + |E5 + |E6| + |E7| + |E8|
)
(54)
=
1
7
(
|23− 28| + |25− 27| + |29− 26.6| + |32− 27.08|
(55)
+ |26− 28.064| + |25− 27.6512| + |27− 27.121|
)
= 2.7366 (56)
j) Høy MAD er en indikator p˚a at prognosemetoden vi bruker ikke er passende
for a˚ lage prognose for observasjonene.
MAD = 2.7366 sier at prognosen avviker fra observasjonene i gjennomsnitt
med 2.7366 serviceordrer.
MAD brukes ofte i forbindelse med beregning av sikkerhetslager.
Sikkerhetslager er som regel en funksjon av servicegraden for lageret.
Servicegrad er som regel noe vi selv setter, og bestemmer hvor ofte vi skal ha varen
p˚a lager n˚ar varen etterspørres.

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Oppgave 3: ( “prognostisering” )
a) For a˚ sammenligne to prognoser er MSE - ”Mean Square Error” - mest hensiktismessig
a˚ bruke. A˚rsaken er at MSE ma˚ler avstanden mellom observasjonene og prognosene.
Vi velger den metoden som gir lavest MSE: 4
MSEθ1 =
1
T − s+ 1
T∑
t=s
E2t =
1
11
11∑
t=2
E2t (57)
=
1
11
(
12 + 2.82 + 4.42 + 2.12 + 0.42 + 1.12 + 2.22 + 0.62 + 2.12 + 0.62 + 0.92
)
= 4.07 (58)
MSEθ2 =
1
T − s+ 1
T∑
t=s
E2t =
1
11
12∑
t=2
E2t (59)
=
1
11
(
12 + 2.22 + 3.22 + 0.42 + 0.32 + 1.32 + 32 + 1.42 + 0.92 + 0.32 + 0.82
)
= 2.78 (60)
Siden MSEθ2 er lavest s˚a er det best for Jotun a˚ velge glattingsparameteren θ2.
4Legg merke til at vi har T = 12 antall perioder og vi har prognoser fra periode s = 2 .
14
b) Formelen for eksponensiell glatting at:
F13︸︷︷︸
= 4.36
= θ2F12 + (1− θ2) X12︸︷︷︸
= 5
(61)
hvor det er oppgitt i oppgaven at prognosen F13 = 4.36.
I tillegg f˚ar vi oppgitt at siste observasjon er X12 = 5.
Vi mangler F12. Men fra tabelen i oppgaven vet vi at E12 = X12 − F12 = 0.8, dvs.
F12 = X12 − E12 = 5 − 0.8 = 4.2 (62)
Da har vi alle størrelsene vi trenger. Løser lign.(61) mhp. θ2 alene:
F13 = θ2F12 + (1− θ2)X12 (63)
F13 = θ2F12 + X12 − θ2X12 (64)
som gir
F13 − X12 = θ2F12 − θ2X12 (65)
F13 − X12 = θ2
(
F12 − X12
)
(66)
alts˚a:
θ2 =
F13 − X12
F12 − X12 =
4.36− 5
4.2− 5 = 0.8 (67)
15
c) Formelen for eksponensiell glatting at:
Ft+1 = θFt + (1− θ)Xt (68)
Startbetingelsen i v˚art tilfelle er:
F13 = 4.36 (69)
som var oppgitt i oppgaven. Via lign.(68) f˚ar vi da:
F14 = θF13 + (1− θ)X13 = 0.8 · 4.36 + (1− 0.8) · 7 = 4.888 (70)
F15 = θF14 + (1− θ)X14 = 0.8 · 4.888 + (1− 0.8) · 6 = 5.11 (71)
F16 = θF15 + (1− θ)X15 = 0.8 · 5.11 + (1− 0.8) · 4 = 4.888 (72)
Prognosen for m˚aned 4 i 2016 med ES(θ = 0.8) er F16 = 4.888,
alts˚a prognosen er 491 000 liter fabrikkmalt (familie 4).

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Oppgave 4 : ( “prognostisering” )
a) Ved a˚ velge høy glattingsparameter θ = 0.8 ønsker kontoret a˚ “glatte ut” variasjonen
i observasjonene. Det vil si at de ønsker relativt stabile prognoser som ikke varierer
for mye.
A˚ ha høy glattingsparameter innebærer at vi vektlegger de historiske observasjonene
mer enn den siste observasjonen.
Siden eksponensiell glatting ogs˚a er en feilkorrigerende metode kan vi tolke
valget av den høye glattingsparameteren dithen at vi feilkorrigerer i høy grad
b) Eksponensiell glatting er defnert som en feilkorrigerende metode:
Ft+1 = θFt + (1− θ)Xt (73)
for t = 2, 3, . . . , T med startbetingelsene
F2 = X1 (74)
F˚ar v˚art tilfelle f˚ar vi da de historiske prognosene
F2 = X1 = 3000 (75)
og
F3 = θF2 + (1− θ)X2 = 0.8 · 3000 + (1− 0.8) · 3500 = 3100 (76)
F4 = θF3 + (1− θ)X3 = 0.8 · 3100 + (1− 0.8) · 2800 = 3040 (77)
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samt
F5 = θF4 + (1− θ)X4 = 0.8 · 3040 + (1− 0.8) · 3200 = 3072 (78)
F6 = θF5 + (1− θ)X5 = 0.8 · 3072 + (1− 0.8) · 3700 = 3197.6 (79)
F7 = θF6 + (1− θ)X6 = 0.8 · 3197.6 + (1− 0.8) · 3600 = 3278.08 (80)
F8 = θF7 + (1− θ)X7 = 0.8 · 3278.08 + (1− 0.8) · 2900 = 3202.464 (81)
F9 = θF8 + (1− θ)X8 = 0.8 · 3202.464 + (1− 0.8) · 3300 = 3221.971 (82)
siden vi har T = 8 observasjoner.
c) Siden vi ikke har flere observasjoner s˚a m˚a vi prognostisere niv˚aene F10, ..., F16.
Siden mønsteret er tilfeldig s˚a vil alle senere prognose ha samme verdi
lik ferskeste prognose:
F9 = F10 = F11 = F12 = F13 = F14 = F15 = F16 = 3222 (83)
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d) Gjennomsnittlig absolutt avvik, MAD, er definert ved:
MAD =
1
T − s+ 1
T∑
t=s
|Et | (84)
hvor Et = Xt − Ft er prognosefeilen.
I v˚art tilfelle er T = 8 og s = 2.
Med eksponensiell glatting ES(θ = 0.8) for prognosene F2...F8 fra lign.(21)-(27)
s˚a f˚ar vi:
MAD =
1
7
8∑
t=2
|Et| (85)
=
1
7
(
|3500− 3000| + |2800− 3100| + |3200− 3040| + |3700− 3072|
+ |3600− 3197.6| + |2900− 3278.08| + |3300− 3202.464)|
)
(86)
=
1
7
(
500 + 300 + 160 + 628 + 402.4 + 378.08 + 97.536
)
(87)
= 352.288 (88)
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e) MAD er et gjennomsnittlig ma˚l p˚a absolutt feil, og kan s˚aledes benyttes til a˚:
• sammenlikne metoden mot andre metoder, lav MAD representerer en god prognose
• bestemme sikkerhetslager, siden ma˚let samtidig gir et gjennomsnittlig m˚al p˚a avviket

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Løsning  3
(2017)

LØSNING: Oppgavesett nr. 3
“SCM200 Lager- og produksjonsplanlegging”, v˚aren 2017
Oppgave 1: ( “Lokalisering og allokering av ambulansestasjoner” )
a) Legg merke til hvor stasjonene ligger. Dette er ikke oppgitt i oppgaven,
men ved a˚ se p˚a billigste kjørerute, kan vi finne hvor stasjonene ligger.
De svaret pilene representerer de tre kjørerutene stasjon 1 har.
Alle de andre stasjonene har tilsvarende tre ruter, totalt er det 15 ruter.
Fræna   1 Eide  2 Gjemnes  3 
D1 = 3500 utrykninger D2 = 1500 utrykninger D3 = 1800 utrykninger 
Stasjon 1 
Stasjon 5 Stasjon 3 
Stasjon 2 
Stasjon 4 
C11  ,  X11 C12  ,  X12 
C13  ,  X13 
Cstasjon , kommune  Xstasjon , kommune  
Figur 1: Figur som beskriver situasjonen.
1
b) Problemet er et diskret lokaliseringsproblem fordi vi skal velge
hvilke stasjonener vi skal benytte.
Spesifikt s˚a har vi to stasjoner i Fræna, en i Eide og to i Gjemnes.
c) Problemet er et allokeringsproblem fordi vi skal bestemme
hvilke kommuner en gitt stasjon skal tjene.
Hver stasjon kan i prinsippet tjene alle tre kommunene.
2
d) Investeringskostander p˚a indeksform: ( data )
Ii = investeringskostnad for ambulansestasjon i (1)
hvor i = 1, 2, 3, 4, 5︸ ︷︷ ︸
stasjon
, alts˚a p˚a formen:
Istasjon (2)
Skriver ut lign.(1) eksplisitt:
I1 = 600 000 investeringskostnad for stasjon 1 (3)
I2 = 400 000 2 (4)
I3 = 600 000 3 (5)
I4 = 300 000 4 (6)
I5 = 700 000 5 (7)
3
Antall utrykninger p˚a indeksform: ( data )
Dj = antall utrykninger for kommune j (8)
hvor j = 1, 2, 3︸ ︷︷ ︸
kommune
, alts˚a p˚a formen:
Dkommune (9)
Skriver ut lign.(8) eksplisitt:
D1 = 3500 antall utrykninger for kommune 1, dvs. Fræna (10)
D2 = 1500 2, dvs. Eide (11)
D3 = 1800 3, dvs. Gjemnes (12)
4
Utrykningskostnader p˚a indeksform: ( data )
Cij = utrykningskostnader fra stasjon i til kommune j (13)
hvor i = 1, 2, 3, 4, 5︸ ︷︷ ︸
stasjon
og j = 1, 2, 3︸ ︷︷ ︸
kommune
, alts˚a p˚a formen:
Cstasjon , kommune (14)
Skriver ut lign.(13) eksplisitt:
C11 = 100 utrykningskostnader fra stasjon 1 til kommune 1, dvs. Fræna (15)
C21 = 280 stasjon 2 (16)
C31 = 250 stasjon 3 (17)
C41 = 310 stasjon 4 (18)
C51 = 80 stasjon 5 (19)
og
C12 = 200 utrykningskostnader fra stasjon 1 til kommune 2, dvs. Eide (20)
C22 = 250 stasjon 2 (21)
C32 = 100 stasjon 3 (22)
C42 = 260 stasjon 4 (23)
C52 = 240 stasjon 5 (24)
samt
C13 = 300 utrykningskostnader fra stasjon 1 til kommune 3, dvs. Gjemnes(25)
C23 = 100 stasjon 2 (26)
C33 = 240 stasjon 3 (27)
C43 = 80 stasjon 4 (28)
C53 = 320 stasjon 5 (29)
5
e) Ambulansestasjon, ja eller nei, p˚a indeksform: ( variabler )
Yi =
{
1 , dersom vi bruker stasjon i
0 , hvis ikke
(30)
hvor i = 1, 2, 3, 4, 5︸ ︷︷ ︸
stasjon
, alts˚a p˚a formen:
Ystasjon (31)
Skriver ut lign.(30) eksplisitt:
Y1 =
{
1 , dersom vi bruker stasjon 1
0 , hvis ikke
(32)
Y2 =
{
1 , dersom vi bruker stasjon 2
0 , hvis ikke
(33)
Y3 =
{
1 , dersom vi bruker stasjon 3
0 , hvis ikke
(34)
Y4 =
{
1 , dersom vi bruker stasjon 4
0 , hvis ikke
(35)
Y3 =
{
1 , dersom vi bruker stasjon 5
0 , hvis ikke
(36)
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Antall utrykningskostnader p˚a indeksform: ( variabler )
Xij = antall utrykninger fra stasjon i til kommune j (37)
hvor i = 1, 2, 3, 4, 5︸ ︷︷ ︸
stasjon
og j = 1, 2, 3︸ ︷︷ ︸
kommune
, alts˚a p˚a formen:
Xstasjon , kommune (38)
Skriver ut lign.(37) eksplisitt:
X11 = antall utrykninger fra stasjon 1 til kommune 1, dvs. Fræna (39)
X21 = stasjon 2 (40)
X31 = stasjon 3 (41)
X41 = stasjon 4 (42)
X51 = stasjon 5 (43)
og
X12 = antall utrykninger fra stasjon 1 til kommune 2, dvs. Eide (44)
X22 = stasjon 2 (45)
X32 = stasjon 3 (46)
X42 = stasjon 4 (47)
X52 = stasjon 5 (48)
samt
X13 = antall utrykninger fra stasjon 1 til kommune 3, dvs. Gjemnes (49)
X23 = stasjon 2 (50)
X33 = stasjon 3 (51)
X43 = stasjon 4 (52)
X53 = stasjon 5 (53)
7
f) Vi har to typer kostnader:
• investeringskostnader
• transportkostnader
Investeringskostnadene er engangskostnader som p˚aløper dersom vi bestemmer oss for
a˚ bruke en stasjon eller ikke (Y -variablene).
Transportkostnadene er gitt for hver rute, og f˚as ved a˚ mltiplisere
hver rute med antall turer (X-variablene).
Ma˚lfunkjsonen, alts˚a kostnadsfunksjonen, p˚a indeksform:
C =
5∑
i=1
IiYi +
5∑
i=1
3∑
j=1
CijXij (54)
hvor i = 1, 2, 3, 4, 5︸ ︷︷ ︸
stasjon
og j = 1, 2, 3︸ ︷︷ ︸
kommune
, eller utskrevet eksplisitt:
C = I1Y1 + I2Y2 + I3Y3 + I4Y4 + I5Y5 (55)
+ C11X11 + C12X12 + C13X13 + C14X14 + C15X15 (tot. kost. Fræna) (56)
+ C21X21 + C22X22 + C23X23 + C24X24 + C25X25 (tot. kost. Eide) (57)
+ C31X31 + C32X32 + C33X33 + C34X34 + C35X35 (tot. kost. Gjemnes) (58)
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g) Generelt harvi tre typer føringer:
• kapasitetsføringer
• policyføringer
• logiske føringer
I denne modellen har vi kun to føringer:
• policyføring - all “etterspørsel” skal oppfylles
• logiske føring - ingen stasjon, heller ingen utrykninger fra den stasjonen
1) Policyføringer p˚a indeksform: ( policy - “etterspørsel” oppfylt )
5∑
i=1
Xij = Dj (59)
hvor i = 1, 2, 3, 4, 5︸ ︷︷ ︸
stasjon
og j = 1, 2, 3︸ ︷︷ ︸
kommune
, alts˚a p˚a formen:
Xstasjon , kommune (60)
Skriver ut lign.(59) eksplisitt:
X11 + X21 + X31 + X41 + X51 = D1 , “etterspørsel” i Fræna (61)
X12 + X22 + X32 + X42 + X52 = D2 , “etterspørsel” i Eide (62)
X13 + X23 + X33 + X43 + X53 = D3 , “etterspørsel” i Gjemnes (63)
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2) Logiske føringer:
Denne føringen er viktig for matematiske algoritmer, slik at de
logiske sammenhengene mellom variablene er oppfylt.
I dette tilfellet lyder logikken som:
Hvis vi ikke investerer i en stasjon, s˚a har vi ingen utrykninger fra denne stasjonen
eller p˚a logisk form:
Hvis Yi = 0︸ ︷︷ ︸
ingen stasj.
s˚a er Xij = 0︸ ︷︷ ︸
ingen utrykn.
(64)
hvor i = 1, 2, 3, 4, 5︸ ︷︷ ︸
stasjon
og j = 1, 2, 3︸ ︷︷ ︸
kommune
, eller p˚a matematisk form (ikke-lineær):
Xij(1− Yi) = 0 (65)
hvor i = 1, 2, 3, 4, 5︸ ︷︷ ︸
stasjon
og j = 1, 2, 3︸ ︷︷ ︸
kommune
.
Vi lar være a˚ skrive ut disse føringene eksplisitt.
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h) Naiv ma˚te a˚ løse problemet p˚a:
Dersom vi kun ser p˚a de stasjonene med billigst kjørerute s˚a blir totalkostnaden følgende:
C
Eq.(54)
=
5∑
i=1
IiYi +
5∑
i=1
3∑
j=1
CijXij (66)
= I3 + I4 + I5 +
100︷︸︸︷
C32 X32 +
80︷︸︸︷
C43 X43 +
80︷︸︸︷
C51 X51 (67)
= I3 + I4 + I5 +
100︷︸︸︷
C32 D2︸︷︷︸
1500
+
80︷︸︸︷
C43 D3︸︷︷︸
1800
+
80︷︸︸︷
C51 D1︸︷︷︸
3500
(68)
= 600 000 + 300 000 + 700 000
+ 100 · 1500 + 80 · 1800 + 80 · 3500 (69)
= 2 174 000 (70)
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i) Siden
C = 2 174 000︸ ︷︷ ︸
naiv løsning
> C = 1 694 000︸ ︷︷ ︸
LINGO
(71)
s˚a bør vi velge LINGO-løsningen og ikke den naive løsingen.
A˚rsaken kommer følgelig av at investeringskostnadene er svært høye for
denne løsningen siden den krever tre stasjoner.
Den optimale løsningen bruker kun to stasjoner,
noe som gir høyere transportkostnader men mye lavere investeringskostnader.
Selv om totalkostenden er minst s˚a er vil pasienter bli behandlet av ambulanser fra
en annen kommune.
Utrykningstiden kan dermed bli høyere enn det den burde være.
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j) Vi har to nye datastørrelser:
• maksimal gjennomsnittstid
• utrykningstiden for hver rute.
Utrykningstider p˚a indeksform: ( data )
qij = utrykningstid fra stasjon i til kommune j (72)
hvor i = 1, 2, 3, 4, 5︸ ︷︷ ︸
stasjon
og j = 1, 2, 3︸ ︷︷ ︸
kommune
, alts˚a p˚a formen:
qstasjon , kommune (73)
Skriver ut lign.(72) eksplisitt:
q11 = utrykningstid fra stasjon 1 til kommune 1, dvs. Fræna (74)
q21 = stasjon 2 (75)
q31 = stasjon 3 (76)
q41 = stasjon 4 (77)
q51 = stasjon 5 (78)
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og
q12 = utrykningskostnader fra stasjon 1 til kommune 2, dvs. Eide (79)
q22 = stasjon 2 (80)
q32 = stasjon 3 (81)
q42 = stasjon 4 (82)
q52 = stasjon 5 (83)
samt
q13 = utrykningskostnader fra stasjon 1 til kommune 3, dvs. Gjemnes (84)
q23 = stasjon 2 (85)
q33 = stasjon 3 (86)
q43 = stasjon 4 (87)
q53 = stasjon 5 (88)
Maksimal gjennomsnittlig utrykningstid:
Q = 25 maksimal gjennomsnittlig utrykningstid
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k) Ny policy:
Gjennomsnittlig utrykningstid f˚as ved a˚ summere tida for alle utrykningene
og dele p˚a antall turer:
total uttr.tid Fræna + total uttr.tid Eide + total uttr.tid Gjemnes
Total antall turer
≤ 25 (89)
Matematisk skrives ligningen ovenfor slik:
1
D1 +D2 +D3
5∑
i=1
3∑
j=1
qijXij ≤ Q (90)
hvor i = 1, 2, 3, 4, 5︸ ︷︷ ︸
stasjon
og j = 1, 2, 3︸ ︷︷ ︸
kommune
, eller p˚a halvmatematisk form:
Skriver ut lign.(90) eksplisitt: 1
q1 = q11X11 + q21X21 + q31X31 + q41X41 + q51X51 , Fræna (91)
q2 = q12X12 + q22X22 + q32X32 + q42X42 + q52X52 , Eide (92)
q3 = q13X13 + q23X23 + q33X33 + q43X43 + q53X53 , Gjemnes (93)
som gir
q1 + q2 + q3
D1 + D2 + D3
≤ 25 (94)
1Det er nok at man kun skriver den nye policy føringen som i lign.(90). For kompletthets skyld tar vi med en
alternativ og mer eksplisitt m˚ate a˚ skrive lign.(90) p˚a.
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l) Fra LINGO-løsningen i figur 3 i oppgavesettet - hvor stasjon 1 er inkludert -
leser vi av den gamle løsningen:
Y1 = 1 , Y2 = 0 , Y3 = 0 , Y4 = 1 , Y5 = 0 (95)
og
X11 = 3500 , X12 = 1500 , X43 = 1800 alle andre Xij = 0. (96)
og alle andre Xij = 0.
Vi sjekker om denne løsningen oppfyller policyføringen:
q1 + q2 + q3
D1 + D2 + D3
=
q11X11 + q12X12 + 0 + q43X43
D1 + D2 + D3
(97)
=
25 · 3500 + 35 · 1500 + 30 · 1800
3500 + 1500 + 1800
= 28.53 (98)
alts˚a større enn Q = 25 minutter.
Nei, den gamle LINGO-løsningen oppfyller ikke den nye policyføringen.
I den nye LINGO-løsningen - hvor utrykningstid er inkludert - s˚a er stasjon 5 med (Y5 = 1)
istedet for stasjon 1 (Y1 = 0).
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m) Nye data:
Det er kun e`n ny datastørrelse, nemlig minimum antall ambulansestasjoner.
Minimum antall ambulansestasjoner:
N = 3 (99)
hvor N = minimum antall ambulansestasjoner.
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n) Ny policy:
Den nye policyføringen krever at minst tre av stasjonene er brukt.
Dette innebærer at summen av Yi-variablene er minst lik 3.
Den nye policyføringen p˚a indeksform: ( policy )
5∑
i=1
Yi ≥ N (100)
hvor i = 1, 2, 3, 4, 5︸ ︷︷ ︸
stasjon
, og skriver ut lign.(100) eksplisitt:
Y1 + Y2 + Y3 + Y4 + Y5 ≥ N (101)
hvor N = 3.
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o) Vi sammenlikner kostnadene for de to tilfellene.
Kostnader forbundet med stasjon 5:
C5 = I5 + C51 ·D1 = 700 000 + 80 · 3500 = 980 000 (102)
Kostnader forbundet med stasjon 1:
C1 = I1 + C11 ·D1 = 600 000 + 100 · 3500 = 950 000 (103)
Siden
C5 > C4 (104)
s˚a forkastes stasjon 5 til fordel for stasjon 1.

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Oppgave 2: ( “Aggregert produksjonsplanlegging” )
Igjen er det første vi gjør a˚ tegne opp en foruftig figur som illustrerer strukturen i problemet godt.
Figur 2 viser de tre avdelingene hos Brunvoll i riktig rekkefølge for 1. halv˚ar. Hver avdeling har et
visst antall ansatte og et visst antall mulige overtidstimer. Legg merke til at de ansatte kan ikke
skifte fra avdeling til avdeling.
Legg ogs˚a merke til at ordinære ordrer lagres etter montering, mens serviceorder ikke lagres (leveres
straks de er ferdige).
Figur 2: Avdelingene p˚a Brunvoll 1 halv˚ar: Forming, maskinering og montering.
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a) (Data)
Indeksering: (KUN nødvendig hvis man velger indeksform)
Vi har følgende indekseringer:
• halv˚arene indekseres ved t = 1, 2
• ordretypene indekseres ved i = 1, 2, i = 1 er ordinære ordrer mens i = 2 er service ordrer.
• avdelingene forming, maskinering og montering indekseres ved j = 1, 2, 3 henholdsvis
Lager:
I0 = 0 Inng˚aende lagerbeholdning av ordinære ordrer
I2 = 0 Utg˚aende lagerbeholdning av ordinære ordrer
Etterspørsel:
D11 = 210 etterspørsel for ordinære ordrer i 1. halv˚ar
D12 = 230 etterspørsel for ordinære ordrer i 2. halv˚ar
D21 = 55 etterspørsel for service ordrer i 1. halv˚ar
D21 = 55 etterspørsel for service ordrer i 2. halv˚ar
eller p˚a indeksform:
Dit = Etterspørsel for ordretype i for halv˚ar t, hvor i, t = 1, 2
21
Kapasitetsskranker:
Kapasitetsskrankene er ikke gitt direkte ifra oppgaven. Vi ma˚ regne dem ut ifra antall ansatte. Si-
den hver avdeling krever forskjellig type kvalifikasjoner, f˚ar vi kapasitetsskranker for hver avdeling.
Vi ma˚ skille mellom regulære arbeidestimer og overtidstimer:
Regulære timer:
R1 = 20 · 875 = 17500 antall regulære timer tilgjengelig ved avdeling for forming
R2 = 25 · 875 = 21875 antall timer regulære tilgjengelig ved avdeling for maskinering
R3 = 45 · 875 = 39375 antall timer regulære tilgjengelig ved avdeling for montering
Overtidstimer:
Ro1 = 20 · 100 = 2000 antall overtidstimer tilgjengelig ved avdeling for forming
Ro2 = 25 · 100 = 2500 antall overtidstimer tilgjengelig ved avdeling for maskinering
Ro3 = 45 · 100 = 4500 antall overtidstimer tilgjengelig ved avdeling for montering
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Bearbeidingstider:
r11 = 60 bearbeidingstid i timer for ordinære ordrer ved avdeling 1 (forming)
r12 = 100 bearbeidingstid i timer for ordinære ordrer ved avdeling 2 (forming)
r13 = 200 bearbeidingstid i timer for ordinære ordrer ved avdeling 3 (forming)
r21 = 20 bearbeidingstid i timer for service ordrer ved avdeling 1 (forming)
r22 = 50 bearbeidingstid i timer for service ordrer ved avdeling 2 (forming)
r23 = 70 bearbeidingstid i timer for service ordrer ved avdeling 3 (forming)
eller p˚a indeksform:
rij = bearbeidingstid i timer for ordretype i ved avdeling j, hvor hvor i = 1, 2 ig j = 1, 2, 3.)
Kostnader:
c = 150 kostnaden ved en overtidstime
h = 100000 kostnaden ved overlagring av en ordinær ordre fra 1. til 2. halv˚ar
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b) (Variabler)
Vi skal bestemme produksjonskvanta, lager og antall overtidstimer.
Produksjonskvanta:
X1 = antall ordinære ordrer produsert i 1. halv˚ar
X2 = antall ordinære ordrer produsert i 2. halv˚ar
eller p˚a indeksform:
Xt = antall ordinære ordrer produsert i halv˚ar t = 1, 2
Men hva med service ordrer? Siden vi ikke fører lager av serviceordrer, er antall ordrer gitt for
hvert halv˚ar. Det vil si at vi VET at i b˚ade 1. og 2. halv˚ar ma˚ vi produsere 55 serviceordrer.
Beslutningen om lager er derfor allerede tatt, og satt lik 0, og følgelig blir ikke disse variabler.
Lager:
I1 = antall ordinære ordrer ovelagret fra 1. til 2. halv˚ar
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Overtid:
Vi ma˚ bestemme overtidsforbruket for hver avdeling:
O11 = antall overtidstimer brukt p˚a avdeling 1 (forming) i 1. halv˚ar
O21 = antall overtidstimer brukt p˚a avdeling 2 (maskinering)i 1. halv˚ar
O31 = antall overtidstimer brukt p˚a avdeling 3 (montering) i 1. halv˚ar
O12 = antall overtidstimer brukt p˚a avdeling 1 (forming) i 2. halv˚ar
O22 = antall overtidstimer brukt p˚a avdeling 2 (maskinering)i 2. halv˚ar
O32 = antall overtidstimer brukt p˚a avdeling 3 (montering) i 2. halv˚ar
eller p˚a indeksform:
Oji = antall overtidstimer brukt p˚a avdeling j i halv˚ar t, hvor j = 1, 2, 3 og t = 1, 2
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c) (Ma˚lfunksjonen:)
Ma˚let er a˚ minimere totale lager- og overtidskostnader:
C = hI1 + cO11 + cO21 + cO31 + cO12 + cO22 + cO32
eller p˚a indeksform:
C = hI1 +
3∑
j=1
2∑
t=1
cOjt
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d) (føringene:)
Lagerbalansen:
I0 +X1 −D11 = I1
I1 +X2 −D12 = I2
eller p˚a indeksform:
It−1 +Xt −D11 = It lagerbalanse for ordinære ordrer for halv˚ar t = 1, 2
Maksimalt overtidsforbruk:
O11 ≤ Ro1 overtidskapasitet ved avdeling 1 (forming) i 1. halv˚ar
O21 ≤ Ro2 overtidskapasitet ved avdeling 2 (maskinering) i 1. halv˚ar
O31 ≤ Ro3 overtidskapasitet ved avdeling 3 (montering) i 1. halv˚ar
O12 ≤ Ro1 overtidskapasitet ved avdeling 1 (forming) i 2. halv˚ar
O22 ≤ Ro2 overtidskapasitet ved avdeling 2 (maskinering) i 2. halv˚ar
O32 ≤ Ro3 overtidskapasitet ved avdeling 3 (montering) i 2. halv˚ar
eller p˚a indeksform:
Ojt ≤ Roj overtidskapasitet ved avdeling j for halv˚ar, hvor t, j = 1, 2, 3 og t = 1, 2
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Kapasitet:
r11X1 + r21D21 ≤ Ro1 +O11 kapasitet ved avdeling 1 (forming) i 1. halv˚ar
r12X1 + r22D21 ≤ Ro2 +O21 kapasitet ved avdeling 2 (forming) i 1. halv˚ar
r13X1 + r23D21 ≤ Ro3 +O31 kapasitet ved avdeling 3 (forming) i 1. halv˚ar
r11X2 + r21D22 ≤ Ro1 +O12 kapasitet ved avdeling 1 (forming) i 2. halv˚ar
r12X2 + r22D22 ≤ Ro2 +O22 kapasitet ved avdeling 2 (forming) i 2. halv˚ar
r13X2 + r23D22 ≤ Ro3 +O32 kapasitet ved avdeling 3 (forming) i 2. halv˚ar
eller p˚a indeksform:
r1jXt + r2jDjt ≤ Roj +Ojt kapasitet ved avdeling j i halv˚ar, hvor t, j = 1, 2, 3 og t = 1, 2
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e) (Ikke løsbart:)
Vi skal vise at problemet ikke er løsbart. Det innebærer a˚ vise at etterspørselen krever mer kapa-
sitet enn det som er maksimalt tilgjengelig.
Maksimal kapasitetsforbruk innebærer at vi utnytter alle overtidstimer som er tilgjengelig.
I tillegg m˚a vi sjekke kapasiteten for hver avdeling.
1. halv˚ar:
1. halv˚ar, avdeling 1 forming, ingen overlagring:
Maksimal tilgjengelig kapasitet:
R1 +R
o
1 = 17500 + 2000 = 19500
Maskimalt kapasitetsbehov:
60D11 + 20D21 = 60 · 210 + 20 · 55 = 12600 + 1100 = 13700
Vi har derfor nok kapasitet ved avdeling 1, med 19500-13700=5800 timer tilgjengelig til overlag-
ring.
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1. halv˚ar, avdeling 2 maskinering, ingen overlagring:
Maksimal tilgjengelig kapasitet:
R2 +R
o
2 = 21875 + 2500 = 24375
Maskimalt kapasitetsbehov:
100D11 + 50D21 = 100 · 210 + 50 · 55 = 21000 + 2750 = 23750
Vi har derfor nok kapasitet ved avdeling 1, med 24375-23750=625 timer tilgjengelig til overlagring.
1. halv˚ar, avdeling 3 montering, ingen overlagring:
Maksimal tilgjengelig kapasitet:
R3 +R
o
3 = 39375 + 4500 = 43875
Maskimalt kapasitetsbehov:
200D11 + 70D21 = 200 · 210 + 70 · 55 = 42000 + 3850 = 45850
Vi har derfor IKKE nok kapasitet ved avdeling 3, med 45850-43875=1975 timer for lite. Vi kan
dermed konkludere med at problemet IKKE er løsbart, siden avdeling 3 ikke har kapasitet nok til
a˚ produsere den totale etterspørselen for 1. halv˚ar.
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f) (Utvidelse: innleid arbeidskraft)
Nye data:
Vi har et maksimalt antall timer tilgjengelig ved innleie, for hver avdeling:
Ri1 = 5 · 875 = 4375, maksimalt antall innleide timer for avdeling 1 (forming)
Ri2 = 10 · 875 = 8750, maksimalt antall innleide timer for avdeling 2 (maskinering)
Ri3 = 10 · 875 = 8750, maksimalt antall innleide timer for avdeling 3 (montering)
i tillegg har vi regulær timespris ved innleie:
ci = 300, timespris ved innleie
Nye variabler:
Vi ma˚ bestemme hvor mange timer som skal leies inn ved hver avdeling for hvert halv˚ar:
Y11 = antall innleide timer ved avdeling 1 for 1. halv˚ar
Y21 = antall innleide timer ved avdeling 2 for 1. halv˚ar
Y31 = antall innleide timer ved avdeling 3 for 1. halv˚ar
Y12 = antall innleide timer ved avdeling 1 for 2. halv˚ar
Y22 = antall innleide timer ved avdeling 2 for 2. halv˚ar
Y32 = antall innleide timer ved avdeling 3 for 2. halv˚ar
eller p˚a indeksform:
Yjt = antall innleide timer ved avdeling j for halv˚ar t, hvor j = 1, 2, 3 og t = 1, 2.
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Ny m˚alfunksjon:
Vi ma˚ legge til kostnadene ved bruk av innleide timer:
C = hI1 + cO11 + cO21 + cO31 + cO12 + cO22 + cO32 + c
iY11 + c
iY21 + c
iY31 + c
iY12 + c
iY22 + c
iY32
eller p˚a indeksform:
C = hI1 +
3∑
j=1
2∑
t=1
cOjt +
3∑
j=1
2∑
t=1
ciYjt
Nye føringer:
Maksimalt innleide timer for hver avdeling:
Y11 ≤ Ri1 maksimalt antall innleide timer ved avdeling 1 for 1. halv˚ar
Y21 ≤ Ri2 maksimalt antall innleide timer ved avdeling 2 for 1. halv˚ar
Y31 ≤ Ri3 maksimalt antall innleide timer ved avdeling 3 for 1. halv˚ar
Y12 ≤ Ri1 maksimalt antall innleide timer ved avdeling 1 for 2. halv˚ar
Y22 ≤ Ri2 maksimalt antall innleide timer ved avdeling 2 for 2. halv˚ar
Y32 ≤ Ri3 maksimalt antall innleide timer ved avdeling 3 for 2. halv˚ar
eller p˚a indeksform:
Yjt ≤ Rij maksimalt antall innleide timer ved avdeling j for halv˚ar t, hvor j = 1, 2, 3 og t = 1, 2.
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Kapasitet ved hver avdeling:
Vi ma˚ n˚a legge til den ekstra kapasiteten via innleide timer:
r11X1 + r21D21 ≤ Ro1 +O11 + Y11 kapasitet ved avdeling 1 (forming) i 1. halv˚ar
r12X1 + r22D21 ≤ Ro2 +O21 + Y21 kapasitet ved avdeling 2 (forming) i 1. halv˚ar
r13X1 + r23D21 ≤ Ro3 +O31 + Y31 kapasitet ved avdeling 3 (forming) i 1. halv˚ar
r11X2 + r21D22 ≤ Ro1 +O12 + Y12 kapasitet ved avdeling 1 (forming) i 2. halv˚ar
r12X2 + r22D22 ≤ Ro2 +O22 + Y22 kapasitet ved avdeling 2 (forming) i 2. halv˚ar
r13X2 + r23D22 ≤ Ro3 +O32 + Y32 kapasitet ved avdeling 3 (forming) i 2. halv˚ar
eller p˚a indeksform:
r1jXt + r2jDjt ≤ Roj +Ojt + Yjt kapasitet ved avdeling j i halv˚ar, hvor t, j = 1, 2, 3 og t = 1, 2
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Er problemet n˚a løsbart?
Vi husker fra oppgave e) at avdeling 3 i første halv˚ar hadde en underkapasitet p˚a 1975 timer. Siden
vi har maksimalt 8750 tilgjenglige innleide timer for denne avdelingen, har vi løst dette problemet
for 1. halv˚ar.
Vi ma˚ n˚a sjekke tilsvarende for 2. halv˚ar.
2. halv˚ar, avdeling 1 forming, ingen overlagring:
Maksimal tilgjengelig kapasitet:
R1 +R
o
1 +R
i
1 = 17500 + 2000 + 4375 = 23875
Maskimalt kapasitetsbehov:
60D11 + 20D21 = 60 · 230 + 20 · 55 = 13800 + 1100 = 14900
Vi har derfor nok kapasitet ved avdeling 1, med 23875-14900=8975 timer tilgjengelig til overs.
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2. halv˚ar, avdeling 2 maskinering, ingen overlagring:
Maksimal tilgjengelig kapasitet:
R2 +R
o
2 +R
i
2 = 21875 + 2500 + 8750 = 33125
Maskimalt kapasitetsbehov:
100D11 + 50D21 = 100 · 230 + 50 · 55 = 23000 + 2750 = 25750
Vi har derfor nok kapasitet ved avdeling 1, med 33125-25750=7375 timer til overs.
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2. halv˚ar, avdeling 3 montering, ingen overlagring:
Maksimal tilgjengelig kapasitet:
R3 +R
o
3 +R
i
2 = 39375 + 4500 + 8750 = 52625
Maskimalt kapasitetsbehov:
200D11 + 70D21 = 200 · 230 + 70 · 55 = 46000 + 3850 = 45850
Vi har derfor nok kapasitet ved avdeling 3, med 52625-49875=2750 timer til overs.
Konklusjon:
Vi kan dermed konkludere med at problemet HAR blitt er løsbart ved a˚ introdusere innleide timer.
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Oppgave 3: ( prognostisering )
a) Vi har fra formelen for eksponensiell glatting at:
F10 = θF9 + (1− θ)X9 = 0.2 · 7.63 + 0.8 · 8 = 7.92 (105)
F11 = θF10 + (1− θ)X10 = 0.2 · 7.92 + 0.8 · 10 = 9.58 (106)
F12 = θF11 + (1− θ)X11 = 0.2 · 9.58 + 0.8 · 6 = 6.72 (107)
b) Vi har fra formelen for eksponensiell glatting at:
F13 = θF12 + (1− θ)X12 = 0.2 · 6.72 + 0.8 · 18 = 15.7 (108)
Problemet med denne prognosen for 2017 er at den er kraftig overestimert
pga. den høye observasjonen i desember.
Siden avdelingen har valg glattingsparameter 0.2, alts˚a at 1− θ = 0.8, s˚a vil prognosen vektlegge
siste observasjon mest.
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c) Sesongjustert observasjon er oppgitt i oppgaven:
X˜ i12 = G
i
12 ·X i12 (109)
og løser med hensyn p˚a sesonfaktoren alene
Gi12 =
X˜ i12
X
i
12
(110)
Deretter bruker vi gjennomsnittet som et estimat p˚a sesongjustert observasjon:
X˜ i12 = X
i
12 (111)
som gir:
G201312 =
X
2013
12
X201312
=
8.7
15
= 0.58 (112)
G201412 =
X
2014
12
X201314
=
9.5
17
= 0.56 (113)
G201512 =
X
2015
12
X201315
=
9.2
18
= 0.51 (114)
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d) Vi bruker formelen for eksponensiell glatting p˚a de estimerte sesongfaktorene (113)-(114).
Vi betegner FGa˚r12 som prognosen for sesongfaktoren for det gitte a˚ret:
FG201412 = G
2013
12 = 0.58 (115)
FG201512 = θFG
2014
12 + (1− θ)G201412 = 0.2 · 0.58 + 0.8 · 0.56 = 0.563 (116)
FG201612 = θFG
2015
12 + (1− θ)G201512 = 0.2 · 0.563 + 0.8 · 0.51 = 0.522 (117)
e) Vi m˚a først regne ut prognosen for 2016, F 2016, med den justerte observasjonen
for desember 2015:
F 2016 = F13 = θF12 + (1− θ)X12 = 0.2 · 6.72 + 0.8 · 9.2 = 8.7 (118)
Deretter ma˚ vi justere prognosen for desember 2016 ved hjelp av den estimerte
sesongfaktoren FG201612 :
F24 =
F13
FG201612
=
8.7
0.52
= 16.7 (119)

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Oppgave 4: ( aggregert planlegging )
a) Siden denne modellen er noks˚a stor, ma˚ vi benytte indeksnotasjon.
Vi har tre indekser for dette problemet:
• produktfamiliene, som indekseres ved i = 1, 2, 3, 4, (interør, utendørs, b˚at, fabrikk)
• ma˚nedene, som indekseres ved t = 1, 2, . . . , 12.
Ii0 = startlager inn til uke 1 for familie i (120)
Ii12 = sluttlager i uke 12 for familie i (121)
Dit = etterspørsel for familie i i ma˚ned t (122)
hit = overlagringskostnad per 100 000 liter pr m˚aned for familie i fra uke t (123)
ri = bearbeidingstid for familie i (124)
R = antall produksjonstimer pr. ansatt (125)
Omj = maksimalt antall overtidstimer tilgjengelig ved avdeling j (126)
CF = permitteringskostnad pr arbeider (127)
CH = ansettelseskostnad pr arbeider (128)
CR = kostnaden for en regulær time (129)
W = maksimalt antall ansatte (130)
W0 = antall ansatte ved starten av første m˚aned (131)
W 12 = minimum antall ansatte ved slutten av a˚ret (132)
Vi har ikke oppgitt tallverdiene p˚a R, CF , CH , CR og W s˚a disse m˚a vi presisere:
R = 90 (133)
CF = 35000 (134)
CH = 30000 (135)
CR = 1000 (136)
W = 30 (137)
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b) Vi har fem typer beslutninger i oppgaven:
• Produksjonsmengde - hvor mange enheter produsert (i 100 000 liter) hver m˚aned
• Overlagring - hvor mange enheter overlagret (i 100 000 liter) fra en ma˚ned til neste
• Antall ansatte hver ma˚ned
• Antall ansatte som ansettes fra en m˚aned til neste
• Antall ansatte som permitteres fra en ma˚ned til neste
Produksjonsmengde:
Xit = antall enheter produsert av familie i i ma˚ned t, t = 1, . . . , 12 (138)
Overlagring:
Iit = antall enheter overlagret av familie i fra ma˚ned t til t+ 1, t = 1, . . . , 11 (139)
Antall ansatte:
Wt = antall ansatte ved ma˚ned t, t = 1, . . . , 12 (140)
Antall ansattelser:
Ht = antall ansattelser fra ma˚ned t til t+ 1, t = 1, . . . , 12 (141)
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Antall permitteringer:
Ft = antall permitteringer fra ma˚ned t til t+ 1, t = 1, . . . , 12 (142)
c) Ma˚lfunksjonen best˚ar av følgende kostnader:
• Lagerkostnader
• Lønnskostnader
• Ansettelseskostnader
• Permitteringskostnader
C = (totale lagerkostnader) + (totale lønnskostnader) (143)
= (totale ansettelseskostnader) + (totale permitteringskostnader) (144)
=
4∑
i=1
11∑
t=1
hiIit +
12∑
t=1
CRWt +
12∑
t=1
CHHt +
12∑
t=1
CFFt (145)
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d) Vi identifiserer hvilke føringer vi har:
• Lagerbalanse
• Ansattebalanse
• Produksjonskapasitet
• Maksimalt antall ansatte
• Minimum antall ansatte ved a˚rets slutt
Lagerbalanse:
Iit−1 +Xit −Dit = Iti, for alle i og t (146)
Ansattebalanse:
Wt−1 +Ht − Ft = Wt, for alle og t (147)
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Produksjonskapasitet:
(antall timer brukt) ≤ (antall timer tilgjengelig) (148)
4∑
i=1
riXit ≤ RWt (149)
Maks antall ansatte:
Wt ≤ W (150)
(151)
Minimum antall ansatte ved a˚rets slutt:
W12 ≥ W 12 (152)
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e) Hvis vi benytter alle 30 ansatte, f˚ar vi en ma˚nedslig produksjonskapasitet p˚a 30 · 90 = 2700
produksjonstimer.
Vi m˚a bokføre hvor mange timer vi har til overs i hver m˚aned. Disse timene akkumuleres til neste
periode som representerer mulighet for overlagring til p˚afølgende m˚aneder med kapasitetssprekk.
Vi sjekker at kapasiteten er oppfylt for avdelingen frem til ma˚ned 6:
Husk at produksjonsbehovet er lik summen av etterspørsel*bearbeidingstid for alle familiene. Disse
var oppgitt i oppgaven:
Ma˚ned Timer behov Tilgjengelige timer Timer til overs
1 1358 2700 1342
2 1228 2700 2814
3 2508 2700 3006
4 3263 2700 2443
5 3528 2700 1615
6 4998 2700 -683
Tabell 1: ”Regnskap” over timer brukt og timer til overs.
Som vi ser fra tabellen har vi kapasitetssprekk p˚a 683 timer i ma˚ned 6.
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f) Vi skal utvide modellen slik at beslutningen om overtid er inkludert.
Nye data:
O = maksimalt antall overtidstimer per ansatt (153)
CO = kostnaden for en overtidstime (154)
Nye variabler:
Antall overtidstimer brukt totalt hver ma˚ned:
Ot = antall overtimer benyttet i ma˚ned t, t = 1, . . . , 12 (155)
Ny ma˚lfunksjon:
Vi ma˚ inkludere overtidskostnaden i ma˚lfunksjonen
C ′ = C +
12∑
t=1
COOt (156)
Her er C kostnadsfunksjonen fra likning (145).
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Nye føringer:
Vi ma˚ først oppdatere produksjonskapasitetsføringen
Produksjonskapasitet:
(antall timer brukt) ≤ (antall timer tilgjengelig) (157)
4∑
i=1
riXit ≤ RWt +Ot/2 (158)
for alle t = 1, 2, . . . , 12.
Legg merke til at vi deler antall overtidstimer med 2 siden en overtidstime gir en halv produk-
sjonstime.
Maksimalt antall overtidstimer pr ma˚ned:
Ot ≤ O (159)
for alle t = 1, 2, . . . , 12.
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g) Hvis vi i tillegg til alle 30 ansatte, benytter alle overtidstimer pr. m˚aned, f˚ar vi en ma˚nedslig
produksjonskapasitet p˚a 30 · 90 + 720/2 = 2700 + 360 = 3060 produksjonstimer.
Vi m˚a bokføre hvor mange timer vi har til overs i hver m˚aned. Disse timene akkumuleres til neste
periode som representerer mulighet for overlagring til p˚afølgende m˚aneder med kapasitetssprekk.
Vi sjekker at kapasiteten er oppfylt for avdelingen frem til ma˚ned 6:
Husk at produksjonsbehovet er lik summen av etterspørsel*bearbeidingstid for alle familiene. Disse
var oppgitt i oppgave 1e):
Ma˚ned Timer behov Tilgjengelige timer Timer til overs
1 1358 3060 1702
2 1228 3060 3534
3 2508 3060 4086
4 3263 3060 3883
5 3528 3060 3415
6 4998 3060 1477
Tabell 2: ”Regnskap” over timer brukt og timer til overs med overtid.
Som vi ser fra tabellen har kapasitetssprekken i ma˚ned 6 blitt fjernet.

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Løsning  4
(2017)

LØSNING: Oppgavesett nr. 4
“SCM200 Lager- og produksjonsplanlegging”, v˚aren 2017
Oppgave 1: ( aggregert planlegging )
a) Avdeling 1 har to skift hvor hvert skift gir 960 produksjonstimer.
Totalt har avdelingen dermed 960+960 = 1920 timer produksjonstimer.
I tillegg kan avdeling 1 benytte seg av maksimalt 300 timer
overtidsproduksjon hver ma˚ned.
Hver ma˚ned har avdelingen dermed totalt 1920+300 = 2220 timer
tilgjengelig til produksjon.
Kapasiteten ved avdeling 1 m˚a minst oppfylle (for hver ma˚ned):
timer behov ≤ timer tilgjengelig (1)
I tillegg til a˚ sjekke om kapasitetsføringen over er oppfylt, ma˚ vi bokføre
hvor mange timer vi har til overs i hver m˚aned.
Disse timene akkumuleres til neste periode som representerer mulighet for overlagring til
p˚afølgende ma˚neder med kapasitetssprekk.
Vi sjekker at kapasiteten er oppfylt for avdeling 1 frem til m˚aned 8:
1
Avdeling 1:
Husk at ”Timer behov” er lik summen av etterspørsel*bearbeidingstid for familie 1 og familie 2:
Ma˚ned Timer behov Tilgjengelige timer Timer til overs
1 30 · 15 + 10 · 26 = 710 2220 1510
2 25 · 15 + 20 · 26 = 895 2220 2835
3 40 · 15 + 30 · 26 = 1380 2220 3675
4 35 · 15 + 60 · 26 = 2085 2220 3810
5 20 · 15 + 80 · 26 = 2380 2220 3650
6 50 · 15 + 100 · 26 = 3350 2220 2520
7 45 · 15 + 70 · 26 = 2495 2220 2245
8 45 · 15 + 50 · 26 = 1975 2220 2490
Tabell 1: Regnskap over kapasitetsforbruk p˚a avdeling 1.
Legg merke til at kolonnen ”timer til overs” akkumuleres fra ma˚neden før (lager).
Som vi ser fra tabellen har vi ingen ma˚neder med kapasitetssprekk.
2
b) Siden denne modellen er noks˚a stor, ma˚ vi benytte indeksnotasjon.
Vi har tre indekser for dette problemet:
• produktfamiliene, som indekseres ved i = 1, 2, 3, 4, (interør, utendørs, b˚at, fabrikk hhv.)
• avdelingene, som indekseres ved j = 1, 2.
• ma˚nedene, som indekseres ved t = 1, 2, . . . , 12.
Ii0 = startlager inn til uke 1 for familie i (2)
Ii12 = sluttlager i uke 12 for familie i (3)
Dit = etterspørsel for familie i i ma˚ned t (4)
Hi = overlagringskostnad per 100 000 liter per m˚aned for familie i fra uke t (5)
Ri = bearbeidingstid for familie i (6)
Rsj = antall produksjonstimer per skift p˚a avdeling j (7)
N sj = antall skift p˚a avdeling j (8)
Oj = maksimalt antall overtidstimer tilgjengelig ved avdeling j (9)
Csj = ma˚nedslige skiftskostnader
1 ved avdeling j (10)
Coj = kostnad per overtidstime (utenom skift) ved avdeling j (11)
Vi har ikke oppgitt tallverdiene p˚a Cs1 , C
s
2 , C
o
1 og C
o
2 s˚a disse m˚a vi presisere:
Cs1 = 960 · 10 · 1 000 = 960 · 10 000 = 9 600 000 (12)
Cs2 = 480 · 5 · 1000 = 480 · 5 000 = 2 400 000 (13)
Co1 = 10 · 1 800 = 18 000 (14)
Co2 = 5 · 1 800 = 9 000 (15)
Disse kostnadene er alle beregnet etter følgende formel:
(antall produksjonstimer per skift)·(antall ansatte per skift)·(kroner per produksjonstime) (16)
3
c) Tre typer beslutninger i oppgaven:
• Produksjonsmengde - hvor mange enheter produsert (i 100 000 liter)
• Overlagring - hvor mange enheter overlagret (i 100 000 liter)
• Overtid - hvor mange overtidstimer brukt
Produksjonsmengde:
Xit = antall enheter produsert av familie i i ma˚ned t (17)
hvor t = 1, . . . , 12.
Overlagring:
Iit = antall enheter overlagret av familie i fra ma˚ned t til t+ 1 (18)
hvor t = 1, . . . , 11.
Overtid:
Ojt = antall overtidstimer brukt ved avdeling j i ma˚ned t (19)
hvor t = 1, . . . , 12.
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e) Ma˚lfunksjonen best˚ar av totale lager- og overtidskostnader: 2
C = (totale lagerkostnader) + (totale overtidskostnader) (20)
=
4∑
i=1
11∑
t=1
HiIit +
2∑
j=1
12∑
t=1
CojOjt (21)
f) Vi identifiserer hvilke føringer vi har:
• Lagerbalanse
• Produksjonskapasitet
• Overtidskapasitet
1) Lagerbalanse:
Iit−1 + Xit −Dit = Iti (22)
for alle i og t.
2Vanlige produksjonskostnader (skift) tas ikke med i m˚alfunksjonen siden denne kostnaden er gitt.
5
2) Produksjonskapasitet:
Avdeling 1:
(antall timer brukt) ≤ (antall timer tilgjengelig) (23)
(ant. timer brukt) ≤ (ant. timer per skift) · (antall skift) + ant overtidstimer (24)
R1X1t + R2X2t ≤ Rs1N1 + O1t (25)
Avdeling 2:
R3X3t + R4X3t ≤ Rs2N2 + O2t (26)
3) Maks antall overtidstimer:
Ojt ≤ Oj (27)
6
g) Vi skal utvide modellen slik at beslutningen om hvorvidt vi skal
benytte et tredje skift eller ikke p˚a avdeling 1 er inkludert.
Nye data:
Ingen nye data siden vi inkluderte skiftkostnadene i likn. (12).
Nye variabler:
Vi ma˚ inkludere beslutningen om hvorvidt et tredje skift skal
benyttes p˚a avdeling 1 eller ikke. Dette er en ja/nei beslutning:
Y1t =
{
1 , dersom vi bruker et tredje skift p˚a avdeling 1 i m˚aned t
0 , hvis ikke
(28)
Ny ma˚lfunksjon:
Vi ma˚ inkludere kostnaden for det det tredje skiftet:
C ′ = C +
12∑
t=1
Cs1Yt (29)
Her er C kostnadsfunksjonen fra likning (21).
7
Nye føringer:
Vi ma˚ først oppdatere produksjonskapasitetsføringen for avdeling 1 (j=1):
R1X1t + R2X2t ≤ RsjNj + Ojt + RsjY1t (30)
Vi har ogs˚a en logisk føring mellom det tredje skiftet og mulighet for
overtidstimer p˚a avdeling 1:
Hvis Y1t = 0 s˚a ma˚ O1t = 0 (31)
P˚a matematisk form:
O1t(1− Y1t) = 0 (32)
Eller p˚a lineær form:
O1t ≤ MY1t (33)
hvor M = O1.

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Oppgave 2: ( masterplan og EOQ )
a) Vi skal i denne oppgaven beregne lager, ledig-til-reservasjon og bestillingsplan (MPS).
Vi starter først med a˚ beregne lager og MPS.
Grunnlaget for beregningene er til enhver tid lagerbalanselikningen.
inng˚aende lager + inn p˚a lager − ut p˚a lager = utg˚aende lager (34)
Uke 1 2 3 4 5 6 7 8 9 10
Prognose 150 200 180 250 300 280 280 210 200 200
Ordrer 360 180 210 230 240 120 130 70 0 0
Lagerniv˚a 100 240 60 350 100 300 20 240 30 330 130
Ledig-til-reservasjon
MPS 500 500 500 500 500
Tabell 2: Masterplan 10 uker.
Kommentarer:
• Fryst sone betyr at vi kun bruker ordrene for a˚ beregne lageret
• Fleksibel sone beyr at vi bruker den største verdien av prognosen og ordrene, for a˚ beregne
lageret
• Fri sone betyr at vi kun bruker prognose for a˚ beregne lageret
• Legg merke til at vi legger inn en ny bestilling hver gang vi vil f˚a stockout. Dette representerer
v˚ar bestillingspolicy. Den er ikke nødvendigvis billig, siden det lett blir store lagerkostnader.
Tanken er at vi unng˚ar stockout, som ogs˚a representerer en kostnad.
• Eksempel p˚a utregning lager uke 3: 60− 210 + 500 = 350
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Til slutt kan vi beregne Ledig-Til-Reservasjon:
Uke 1 2 3 4 5 6 7 8 9 10
Prognose 150 200 180 250 300 280 280 210 200 200
Ordrer 360 180 210 230 240 120 130 70 0 0
Lagerniv˚a 100 240 60 350 100 300 20 240 30 330 130
Ledig-til-reservasjon 60 60 140 300 500
MPS 500 500 500 500 500
Tabell 3: Masterplan 10 uker.
Kommentarer:
• Ledig-Til-Reservasjon er en størrelse som benyttes ved styring av masterplanen, og da spe-
sielt n˚ar nye ordrer ankommer.
• Ledig-Til-Reservasjon svarer alltid til en bestilling. Tanken er at n˚ar vi har planlagt en
bestilling, kan vi allerede begynne a˚ selge fra denne bestillingen. Dette salget er representert
ved ordreraden. Ledig-Til-Reservasjons tallet forteller oss da hvor mange enheter vi kan selge
frem til neste bestilling, som da har en ny Ledig-Til-Reservasjon.
• Det initielle steget er spesielt, siden vi ma˚ overføre det initielle lageret til Ledig-Til-Reservasjonstallet
i første uke. Det initielle lageret overføres fordi Ledig-Til-Reservasjonstallet det tilhørte er
historie. Det initielle lageret representerer da hva vi kan love til kundene frem til neste
bestilling.
• Eksempel p˚a beregning uke 1: 100+500-360-80 = 60
• Eksempel p˚a beregning uke 3: 500-210-230=60
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b) Hvis vi f˚ar inn en ordre p˚a 200 iPader til uke 6, s˚a mangler vi 60 iPader
siden Ledig-Til-Reservasjon er 140. Vi kan derfor ikke love kunden 200 iPader til uke 6.
Et alternativ er a˚ foresl˚a om de kan ta 60 i uke 4 og 140 i uke 6.
Her er det kun fantasien som begrenser.
c) Hvis vi f˚ar inn en ordre p˚a 100 iPader til uke 2, s˚a mangler vi 40 iPader
siden Ledig-Til-Reservasjon er 60. Vi kan derfr ikke love kunden 100 iPader til uke 2.
Et alternativ er a˚ spørre om de kan ta 60 i uke 2 og 40 i uke 3 eller uke 4.
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d) Masterplan kostnader:
Vi skal beregne totale merkostnader for masterplanen.
Merkostnadene best˚ar av bestillingskostnadene og lagerkostnadene.
For a˚ koble denne masterplanen til casene vi har gjennomg˚att om matematisk modellering
definerer vi n˚a data og variabler.
Data:
Siden vi har hele 10 uker, er det hensiktsmessig a˚ benytte indeksnotasjon,
hvor ukene er indeksert ved t = 1, 2, 3, 4, 5, 6, 7, 8, 9, 10.
P = 2 000 (innkjøpspris for en stk iPad) (35)
S = 5 000 (bestillingskostnaden) (36)
r = 0.1 (lagerrenta (˚arlig)) (37)
H =
r · P
52
= 3.85 (ukentlig lagerkostnad per iPad) (38)
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Variabler:
Vi har to variabler som vi trenger for a˚ beregne merkostnadene, lagervariablene
og hvorvidt vi har bestilling i en uke eller ikke (Ja/Nei - variabel).
Ved matematisk modellering trenger vi ogs˚a kvantumsvariablene,
men de trenger vi ikke her, siden vi har allerede bestemt verdiene p˚a variablene.
Bestillingsvariablene:
Yt =
{
1 , dersom det er bestilling i uke t
0 , hvis ikke
(39)
hvor t = 1, 2, 3, 4
Lagervariablene:
It = antall enheter overlagret fra uke t til t+ 1 (40)
hvor t = 1, 2, 3 . . . , 10
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Ma˚lfunksjon:
Bestillings- og lagerkostnadene er da gitt ved:
C =
10∑
t=1
SYt︸ ︷︷ ︸
bestilingskost.
+
10∑
t=1
HIt︸ ︷︷ ︸
lagerkost.
(41)
Hvis vi setter inn fra tabellen, f˚ar vi:
C = S ·
(
1 + 0 + 1 + 0 + 1 + 0 + 1 + 0 + 1 + 0
)
(42)
+ H ·
(
240 + 60 + 350 + 100 + 300 + 20 + 240 + 30 + 330 + 130
)
(43)
=
(
25 000 + 6 930
)
NOK (44)
= 31 930 NOK (45)
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e) Vi skal beregne optimal ordrestørrelse ved hjelp av EOQ-formelen.
Vi fikk oppgitt at antall solgte iPader per uke er lik D = 225.
X∗ =
√
2SD
H
=
√
2 · 5000 · 225
3.85
= 765 (46)
Optimal ordrestørrelse er 765 iPader.
f) Vi finner først ukentlige kostnader ved hjelp av EOQ:
C∗ =
DS
X∗
+ H
X∗
2
=
225 · 5000
765
+ 3.85
765
2
= 2 943 NOK (47)
A˚rlige kostnader finner vi da ved a˚ mulitplisere med 52 uker:
C∗a˚r = 52C
∗ = 52 · 2943 = 153 036 NOK (48)
g) Med en bestillingsstørrelse p˚a 765 iPader og en ukentlig salgsrate p˚a 225 iPader
har vi at:
antall uker mellom hver bestilling =
X∗
D
=
765
225
= 3.4 uker (49)
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h) Vi setter inn 500 i kostnadsfunksjonen:
C(500) =
DS
X
+ H
X
2
=
225 · 5000
500
+ 3.85
500
2
= 3212.5 NOK (50)
i) Ja, EOQ er billigere, og svaret var forventet siden EOQ er optimal
under de gitte forutsetningene.
j) Totalkostnaden vi fant fra oppgave 2d er beregnet p˚a bakgrunn av
en varierende etterspørsel, som gir et irregulært bestillingsmønster.
Det blir dermed ikke korrekt a˚ sammenlikne EOQ med kostnaden fra masterplanen
som kun g˚ar over 10 uker.
k) Vi definerer først de nye dataene:
σ = 30 standardavviket per dag (51)
Z = 2.33 sikkerhetsfaktoren (52)
L = 2 ledetiden i antall uker (53)
Sikkerhetslageret er da gitt ved:
SS = Z σ
√
L = 2.33 ·
√
2 · 30 = 99 (54)
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l) De a˚rlige lagerkostnadene p˚a sikkerhetslageret er gitt ved:
CSS = 52H SS = 52 · 3.85 · 99 = 19 790 NOK (55)
m) Bestillingspunktet er gitt ved:
R = DL + SS = 225 · 2 + 99 = 549 (56)

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Oppgave 3: ( bestillingsplan Wagner-Whitin )
a) Data:
I0 = 0 lager fra uke 0 til 1, dvs. lager ved utgangen av uke 0, initielt lager (57)
I4 = 0 lager fra uke 4 til 5, dvs. lager ved utgangen av uke 4, sluttlager (58)
D1 = 3 etterspørsel for uke 1 (59)
D2 = 15 etterspørsel for uke 2 (60)
D3 = 10 etterspørsel for uke 3 (61)
D4 = 5 etterspørsel for uke 4 (62)
H = 200 overlagringskostnad per enhet per uke (63)
S = 5000 bestillingskostnaden for komponenten (64)
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b) Variabler:
Vi skal i oppgaven planlegge antall enheter som vi skal bestille i hver uke,
og hvor mye som skal overlagres til neste uke.
Bestillingsmengde:
X1 = antall enheter bestilt av halvfabrikatet til uke 1 (65)
X2 = antall enheter bestilt av halvfabrikatet til uke 2 (66)
X3 = antall enheter bestilt av halvfabrikatet til uke 3 (67)
X4 = antall enheter bestilt av halvfabrikatet til uke 4 (68)
eller p˚a indeksform:
Xt = antall enheter bestilt av halvfabrikatet til uke t (69)
hvor t = 1, 2, 3, 4.
Lagermengder:
I1 = antall overlagrede enheter fra uke 1 til uke 2 (70)
I2 = antall overlagrede enheter fra uke 2 til uke 3 (71)
I3 = antall overlagrede enheter fra uke 3 til uke 4 (72)
eller p˚a indeksform:
It = antall enheter overlagret fra uke t til t+ 1 (73)
hvor t = 1, 2, 3.
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Bestilling eller ikke:
Siden vi har en bestillingskostnad, ma˚ vi ta høyde for at dersom vi ikke bestiller noen
varer for en av ukene, s˚a skal heller ikke bestillingskostnaden være med.
For a˚ kunne uttrykke denne kostnaden m˚a vi definere binærvariabler som sier
noe om hvorvidt vi skal bestille noe som helst for en gitt uke:
Y1 =
{
1 , dersom vi bestiller i uke 1
0 , hvis ikke
(74)
Y2 =
{
1 , dersom vi bestiller i uke 2
0 , hvis ikke
(75)
Y3 =
{
1 , dersom vi bestiller i uke 3
0 , hvis ikke
(76)
Y4 =
{
1 , dersom vi bestiller i uke 4
0 , hvis ikke
(77)
eller p˚a indeksform:
Yt =
{
1 , dersom vi bestiller i uke t
0 , hvis ikke
(78)
hvor t = 1, 2, 3, 4.
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c) Ma˚lfunksjon:
Vi ønsker a˚ lage en bestillingsplan som minimerer merkostnadene,
dvs. lagerkostnadene og bestillingskostnadene.
Vi bruker n˚a variablene sammen med dataene til a˚ utrykke disse kostnadene.
Totale lagerkostnader: ( husk at I0 = 0 og I4 = 0 )
CH = H ·
=0︷︸︸︷
I0 + H · I1 + H · I2 + H · I3 + H ·
=0︷︸︸︷
I4 (79)
= H · I1 + H · I2 + H · I3 (80)
hvor H = 200 NOK per enhet per uke.
Bestillingskostnaden trigges kun dersom vi faktisk bestiller noe.
Det er Yt-variablene som forteller oss dette.
Total bestillingskostnad er:
CS = S · Y1 + S · Y2 + S · Y3 + S · Y4 (81)
hvor bestillingskostnaden per bestilling er S = 5000 NOK.
Ma˚lfunksjonen er da gitt som summen:
C = CH + CS (82)
=
(
H · I1 + H · I2 + H · I3
)
+
(
S · Y1 + S · Y2 + S · Y3 + S · Y4
)
(83)
=
3∑
t=1
HIt +
4∑
t=1
SYt (84)
NB: Det er nok a˚ vise en av linjene over.
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d) Føringer:
Lagerbalanse: (etterspørsel)
Likningene for lagerbalansen for de fire ukene er gitt ved:
I0 +X1 −D1 = I1 lagerbalansen for uke 1 (85)
I1 +X2 −D2 = I2 lagerbalansen for uke 2 (86)
I2 +X3 −D3 = I3 lagerbalansen for uke 3 (87)
I3 +X4 −D4 = I4 lagerbalansen for uke 4 (88)
eller p˚a indeksform:
It−1 + Xt − Dt = It (89)
hvor t = 1, 2, 3, 4.
Logisk føring:
Ingen bestilling, ingen leveranse’ kan uttrykkes matematisk p˚a følgende ma˚te:
Hvis Yt = 0︸ ︷︷ ︸
ingen best.
s˚a ma˚ Xt = 0︸ ︷︷ ︸
ingen leveranse
(90)
for alle t = 1, 2, 3, 4
Denne typen logisk kan uttrykkes matematisk p˚a to likeverdige ma˚ter:
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1) Ikke-linær form:
(1− Y1)X1 = 0 (91)
(1− Y2)X2 = 0 (92)
(1− Y3)X3 = 0 (93)
(1− Y4)X4 = 0 (94)
eller p˚a indeksform:
(1− Yt)Xt = 0 (95)
hvor t = 1, 2, 3, 4.
2) Linær form: (M-notasjon)
X1 ≤M · Y1 (96)
X2 ≤M · Y2 (97)
X3 ≤M · Y3 (98)
X4 ≤M · Y4 (99)
eller p˚a indeksform:
Xt ≤ M · Ut (100)
hvor t = 1, 2, 3, 4 og M er et stort tall, for eksempel summen av all etterspørsel,
dvs. M = D1 +D2 +D3 +D4 =
∑4
t=1 Dt.
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e) Wagner-Whitins algoritme:
Periode 1: ( subproblem med kun første periode )
Med en eneste periode, ma˚ vi ha produksjon siden vi m˚a oppfylle etterspørselen i periode 1. Vi
har alts˚a følgende optimale løsning for dette subproblemet:
C∗1 = S · Y1 = 5 000 NOK (101)
Periode 2: ( subproblem de 2 første periodene )
Vi har via dominante produksjonsplaner to mulige optimale løsninger: C11 og C10. S˚a vi regner ut
disse verdiene:
C∗2 = min
[
C10 , Cx1
]
(102)
= min
[
(siste bestilling i 1. periode) , (siste bestilling i 2. periode)
]
(103)
= min
[
C∗1 +H ·D2 , C∗1 + S
]
(104)
= min
[
5 000 + 200 · 15 , 5 000 + 5 000
]
(105)
= min
[
8 000 , 10 000
]
(106)
= 8 000 NOK (107)
Vi ser at optimal løsning for dette subproblemet er C10.
Vi vet da at fra Horisontteoremet, siden det er optimalt siste bestilling skjer før 2 periode, s˚a kan
vi se bort ifra alle periodene før 1.periode. Men vi har ingen, s˚a her tjente vi ikke noe (vi er i det
initielle steget)
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Periode 3: ( subproblem de 3 første periodene )
C∗3 = min
[
C100 , Cx10 , Cxx1
]
(108)
= min
[
(siste bestilling i 1. periode) , (siste bestilling i 2. periode) , (109)
(siste bestilling i 3. periode)
]
= min
[
(C10 + 2 ·H ·D3) , (Cx1 +H ·D3) , (C∗2 + S)
]
(110)
= min
[
(8 000 + 2 · 200 · 10) , (10 000 + 200 · 10) , (8 000 + 5 000)
]
(111)
= min
[
12 000 , 12 000 , 13 000
]
(112)
= 12 000 NOK (113)
Vi to optimale løsninger for dette subproblemet C100 og C110 som begge gir total kostnad p˚a 12000.
S˚a hvilken skal vi velge for a˚ g˚a videre?
Siden horisontteoremet sl˚ar til p˚a begge løsningene, s˚a velger vi den hvor vi kan kutte flest perioder,
som er periode 2 (derfor er det strek under andre 12000 over).
Horisontteoremet sier da at vi kan kutte 1. periode fra videre beregninger.
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Periode 4: ( det fulle problemet )
Vi starter beregningene fra 2 preiode (og ikke første som vi gjorde i delproblemene over). Dette
kommer fra bruk av horisontteoremet.
C∗4 = min
[
Cx100 , Cxx10 , Cxxx1
]
(114)
= min
[
(siste bestilling i 2. periode) , (siste bestilling i 3. periode) , (115)
(siste bestilling i 4. periode)
]
= min
[
(Cx10 + 2 ·H ·D4) , (Cxx1 +H ·D4) , (C∗3 + S)
]
(116)
= min
[
(12 000 + 2 · 200 · 5) , (13 000 + 200 · 5) , (12 000 + 5 000)
]
(117)
= min
[
14 000 , 14 000 , 17 000
]
(118)
= 14 000 NOK (119)
Legg merke til at vi har to domintante løsninger:
C∗ = Cx100 = C1100 (120)
C∗ = Cxx10 = C1010 (121)
Vi skal n˚a finne produksjonsmengdene og lagermengdene (Xt-ene og It-ene).
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Alternativ 1: C1100 = 14 000:
Produksjonsmengder:
X1 = D1 = 3 (122)
X2 = D2 +D3 +D4 = 15 + 10 + 5 = 30 (123)
X3 = 0 (124)
X4 = 0 (125)
Lagermengder:
I1 = 0 (126)
I2 = D3 +D4 = 10 + 5 = 15 (127)
I3 = D4 = 5 (128)
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Alternativ 2: C1010 = 14 000:
Produksjonsmengder:
X1 = D1 +D2 = 3 + 15 = 18 (129)
X2 = 0 (130)
X3 = D3 +D4 = 10 + 5 = 15 (131)
X4 = 0 (132)
Lagermengder:
I1 = D2 = 15 (133)
I2 = 0 (134)
I3 = D4 = 5 (135)
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f) Wagner-Whitins algoritme:
Nye data:
R = 3 bearbeidingstid (136)
R = 40 maksimalt antall timer tilgjengelig per uke (137)
Nye variabler:
Ingen nye variabler.
Ny ma˚lfunksjon:
Ma˚lfunksjonen er uendret.
Nye føringer:
Vi har f˚att en ny kapasitetsføringer:
3X1 ≤ 40 (138)
3X2 ≤ 40 (139)
3X3 ≤ 40 (140)
3X4 ≤ 40 (141)
eller p˚a indeksform:
3Xt ≤ 40 maskinkapasitet for halvfabrikatet i uke t, t = 1, 2, 3, 4 (142)
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Vi ma˚ sjekke om de optimale løsningene vi fant fra Wagner-Within algoritmen i forrige oppgave
oppfyller kapasiteten:
Alternativ 1, C1100:
Overskrider kapasiteten i periode 2 hvor produksjonen er 30 halvfabrikater som krever 90 bear-
beidingstimer.
Alternativ 2, C1010:
Overskrider kapasiteten i periode 1 hvor produksjonen er 18 halvfabrikater som krever 54 bear-
beidingstimer.
Vi kan dermed konkludere med at dersom vi tar med kapasitetsføringene, s˚a gjelder ikke nødvendigvis
Wagner-Within algoritmen. Problemet er teoremet om Dominante produksjonsplaner, som flyt-
ter hele etterspørselsbehov fra en periode til en annen. Da blir det lett kapasitetssprekk i disse
periodene, noe som medfører at vi ma˚ splitte de dominante planene til flere perioder.

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Oppgave 4: ( Wagner-Whitin )
a ) Data:
Siden vi har 8 uker i denne modellen bruker vi indeksnotasjon.
Vi har følgende indeks i denne oppgaven:
t = 1, 2, 3, 4, 5, 6, 7, 8 (143)
hvor t representerer en vilk˚arlig uke.
Vi har følgende data:
I0 = 0 inng˚aende lagerbeholdning av ordinære ordrer (144)
I8 = 0 utg˚aende lagerbeholdning av ordinære ordrer (145)
H = 2 lagerkostnad per enhet fra en uke til neste (146)
S = 20 000 bestillingskostnaden per uke (147)
Dt etterspørselen i uke t hvor t = 1, . . . , 8 (148)
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b) Variabler:
Bestillingsvariabler:
Xt = antall iPhoner bestilt tiluke t (149)
hvor t = 1, . . . , 8.
Lagervariabler:
It = overlagring fra uke t til uke t+ 1 (150)
hvor t = 1, . . . , 7.
Bestille/ikke bestille variabler:
Yt =
{
1 , dersom legger inn bestilling til uke t
0 , hvis ikke
(151)
for alle t = 1, . . . , 8.
c ) Ma˚lfunksjon:
Ma˚lfunksjonene er gitt ved bestillingskostnader pluss lagerkostnader
summert over hele horisonten:
C =
8∑
t=1
SYt +
7∑
t=1
CHIt (152)
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d) Føringer:
Vi har to typer føringer i denne modellen:
• lagerbalansen
• logisk føring mellom bestilling og antall bestilte iPhoner
Lagerbalansen:
It−1 + Xt − Dt = It lagerbalanse for uke t (153)
hvor t = 1, . . . , 8.
Logisk føring mellom Xt og Yt:
Hvis Yt = 0 s˚a ma˚ Xt = 0 ingen bestilling, ingen kvanta i uke t (154)
hvor t = 1, . . . , 8.
P˚a matematisk form:
(1− Yt)Xt ingen bestilling, ingen kvanta i uke t (155)
hvor t = 1, . . . , 8.
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e) Wagner-Whitins algoritme:
Siden vi for delproblem 4 har at det er optimalt at siste bestilling skjer i uke 3
kan vi ved hjelp av Horisontteoremet, kutte uke 1 og uke 2.
Periode 5: ( subproblem de 5 første periodene )
C∗5 = min
[
Cxx100 , Cxxx10 , Cxxxx1
]
(156)
= min
[
(siste bestilling i 3. periode) , (siste bestilling i 4. periode) , (157)
(siste bestilling i 5. periode)
]
= min
[
(Cxx10 + 2 ·H ·D5) , (Cxxx1 +H ·D5) , (C∗4 + S)
]
(158)
= min
[
(50 800 + 2 · 2 · 3000) , (55 200 + 2 · 3000) , (50 800 + 20 000)
]
(159)
= min
[
62 800 , 61 200 , 70 800
]
(160)
= 61 200 NOK (161)
Siden vi for delproblem 5 har at det er optimalt at siste bestilling skjer i uke 4
kan vi ved hjelp av Horisontteoremet, kutte uke 3.
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Periode 6: ( subproblem de 6 første periodene )
C∗6 = min
[
Cxxx100 , Cxxxx10 , Cxxxxx1
]
(162)
= min
[
(siste bestilling i 4. periode) , (siste bestilling i 5. periode) , (163)
(siste bestilling i 6. periode)
]
= min
[
(Cxxx10 + 2 ·H ·D6) , (Cxxxx1 +H ·D6) , (C∗5 + S)
]
(164)
= min
[
(61 200 + 2 · 2 · 5000) , (70 800 + 2 · 5000) , (61 200 + 20 000)
]
(165)
= min
[
81 200 , 80 800 , 81 200
]
(166)
= 80 800 NOK (167)
Siden vi for delproblem 6 har at det er optimalt at siste bestilling skjer i uke 5
kan vi ved horisontteoremet kutte uke 4.
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Periode 7: ( subproblem de 7 første periodene )
C∗7 = min
[
Cxxxx100 , Cxxxxx10 , Cxxxxxx1
]
(168)
= min
[
(siste bestilling i 5. periode) , (siste bestilling i 6. periode) , (169)
(siste bestilling i 7. periode)
]
= min
[
(Cxxxx10 + 2 ·H ·D7) , (Cxxxxx1 +H ·D7) , (C∗6 + S)
]
(170)
= min
[
(80 800 + 2 · 2 · 4500) , (81 200 + 2 · 4500) , (80 800 + 20 000)
]
(171)
= min
[
98 800 , 90 200 , 100 800
]
(172)
= 90 200 NOK (173)
Siden vi for delproblem 7 har at det er optimalt at siste bestilling skjer i uke 6
kan vi n˚a kutte uke 5.
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Periode 8: ( det fulle problemet )
C∗8 = min
[
Cxxxxx100 , Cxxxxxx10 , Cxxxxxxx1
]
(174)
= min
[
(siste bestilling i 6. periode) , (siste bestilling i 7. periode) , (175)
(siste bestilling i 8. periode)
]
= min
[
(Cxxxxx10 + 2 ·H ·D8) , (Cxxxxxx1 +H ·D8) , (C∗7 + S)
]
(176)
= min
[
(90 200 + 2 · 2 · 3700) , (100 800 + 2 · 3700) , (90 200 + 20 000)
]
(177)
= min
[
105 000 , 108 200 , 110 200
]
(178)
= 105 000 NOK (179)
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f ) Vi har dermed funnet den optimale kostnaden p˚a 105 000 kroner.
Vi ma˚ n˚a til slutt finne selve bestillingsplanen.
Dette gjør vi ved a˚ starte bakerst og g˚a fremover fra subproblem til subproblem
og lese av hvor siste bestilling inntreffer.
• Cxxxxx100, siden siste bestilling skjer i uke 6. Vi hopper dermed til delproblem 5.
• Cxxx10100, siden siste bestilling skjer i uke 4 for delproblem 5. Vi hopper til delproblem 3.
• C10010100, siden siste bestilling skjer i uke 1 for delproblem 3.
Vi har dermed optimal løsning:
C∗ = C10010100 = 105 000 NOK (180)
Vi har dermed funnet bestillingsplanen (Yt-variablene):
Y1 = 1 (181)
Y2 = 0 (182)
Y3 = 0 (183)
Y4 = 1 (184)
Y5 = 0 (185)
Y6 = 1 (186)
Y7 = 0 (187)
Y8 = 0 (188)
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Produksjonsmengder:
Vi finner Xt-variablene ved a˚ bruke teoremet om ”Dominante produksjonsplaner” - kun hele
etterspørselsbehov.
X1 = D1 +D2 +D3 = 3 000 + 2 000 + 2 800 = 7800 (189)
X2 = 0 (190)
X3 = 0 (191)
X4 = D4 +D5 = 3400 + 3000 = 6400 (192)
X5 = 0 (193)
X6 = D6 +D7 +D8 = 5 000 + 4 500 + 3 700 = 13 200 (194)
X7 = 0 (195)
X8 = 0 (196)
Produksjonsmengder:
Fra Xt-variablene leser vi enkelt av lagervariablene:
I1 = D2 +D3 = 2 000 + 2 800 = 4 800 (197)
I2 = D3 = 2 800 (198)
I3 = 0 (199)
I4 = D5 = 3 000 (200)
I5 = 0 (201)
I6 = D7 +D8 = 4 500 + 3 700 = 8 200 (202)
I7 = D8 = 3 700 (203)
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g) Hvis vi f˚ar en kansellering p˚a 1000 iPhoner i uke 5
s˚a ma˚ vi beregne C∗5 p˚a nytt med etterspørsel p˚a 2000 iPhoner istedet for 3000 iPhoner.
Periode 5: ( subproblem de 5 første periodene )
C∗5 = min
[
Cxx100 , Cxxx10 , Cxxxx1
]
(204)
= min
[
(siste bestilling i 3. periode) , (siste bestilling i 4. periode) , (205)
(siste bestilling i 5. periode)
]
= min
[
(Cxx10 + 2 ·H ·D5) , (Cxxx1 +H ·D5) , (C∗4 + S)
]
(206)
= min
[
(50 800 + 2 · 2 · 2000) , (55 200 + 2 · 2000) , (50 800 + 20 000)
]
(207)
= min
[
58 800 , 59 200 , 70 800
]
(208)
= 58 800 NOK (209)
Siden vi n˚a ikke kan bruke horisontteoremet ma˚ vi ogs˚a beregne C∗6 p˚a nytt,
hvor vi n˚a inkluderer uke 3. Legg merke til at i oppgave 4e
s˚a var det optimalt med siste bestilling i 4. periode.
40
Periode 6: ( subproblem de 6 første periodene )
C∗6 = min
[
Cxx1000 , Cxxx100 , Cxxxx10 , Cxxxxx1
]
(210)
= min
[
(siste bestilling i 3. periode) , (siste bestilling i 4. periode) , (211)
(siste bestilling i 5. periode), (siste bestilling i 6. periode)
]
= min
[
(Cxx100 + 3 ·H ·D6) , (Cxxx10 + 2 ·H ·D6) , (C∗xxxx1 +H ·D6) , (C∗5 + S)
]
(212)
= min
[
(58 800 + 3 · 2 · 5000) , (59 200 + 2 · 2 · 5000) , (70 800 + 2 · 5000) , (58 800 + 20 000)
]
= min
[
88 800 , 79 200 , 80 800 , 78 800
]
(213)
= 78 800 NOK (214)
Horisontteoremet kutter n˚a b˚ade uke 3, 4 og 5.
Vi fortsetter til delproblem 7.
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Periode 7: ( subproblem de 7 første periodene )
C∗7 = min
[
Cxxxxx10 , Cxxxxxx1
]
(215)
= min
[
(siste bestilling i 6. periode) , (siste bestilling i 7. periode)
]
(216)
= min
[
(Cxxxxx1 +H ·D7) , (C∗6 + S)
]
(217)
= min
[
(78 800 + 2 · 4500) , (78 800 + 20 000)
]
(218)
= min
[
87 800 , 98 800
]
(219)
= 87 800 NOK (220)
Horisontteoremet kutter ingen uker her, s˚a vi fortsetter til delproblem 8.
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Periode 8: ( det fulle problemet )
C∗8 = min
[
Cxxxxx100 , Cxxxxxx10 , Cxxxxxxx1
]
(221)
= min
[
(siste bestilling i 6. periode) , (siste bestilling i 7. periode) , (222)
(siste bestilling i 8. periode)
]
= min
[
(Cxxxxx10 + 2 ·H ·D8) , (Cxxxxxx1 +H ·D8) , (C∗7 + S)
]
(223)
= min
[
(87 800 + 2 · 2 · 3700) , (98 800 + 2 · 3700) , (87 800 + 20 000)
]
(224)
= min
[
102 600 , 106 200 , 107 800
]
(225)
= 102 600 NOK (226)
Vi har dermed funnet den optimale kostnaden p˚a 102 600 kroner.
Vi ma˚ n˚a til slutt finne selve bestillingsplanen.
Dette gjør vi ved a˚ starte bakerst og g˚a fremover fra subproblem til subproblem
og lese av hvor siste bestilling inntreffer.
• Cxxxxx100, siden siste bestilling skjer i uke 6. Vi hopper dermed til delproblem 5.
• Cxx100100, siden siste bestilling skjer i uke 3 for delproblem 5. Vi hopper til delproblem 2.
• C10100100, siden siste bestilling skjer i uke 1 for delproblem 2.
Vi har dermed optimal løsning:
C∗ = C10100100 = 102 600 NOK (227)
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h) Den nye føringen fra Apple sier at vi ikke kan bestille to uker p˚a rad.
Siden variablene Yt, for t = 1, . . . , 8 representerer bestillingene
sier føringen at vi ikke kan ha to p˚afølgende Y-variabler lik 1:
Hvis Yt = 1 s˚a ma˚ Yt+1 = 0 (228)
for alle t = 1, . . . , 7.
Denne føringen kan uttrykkes matematisk ved:
Yt + Yt+1 ≤ 1 (229)
for alle t = 1, . . . , 7.
i) Løsningen fra oppgave 4e-4f er gitt ved C10010100.
Vi ser at løsnignen ikke bestiller to uker p˚a rad (to 1ere etter hverandre).
Løsningen er derfor fremdeles optimal.
j) Teoremet om dominante produksjonsplaner er fremdeles oppfylt siden
vi fremdeles kan flytte etterspørsel i perioder med produksjon uten at noen av
føringene brytes.
Horisontteoremet er derimot ikke oppfylt siden vi n˚a ma˚ ta høyde for
at to bestillinger ikke kan komme etter hverandre.
A˚rsaken kommer av at vi ikke lenger kan splitte et problem i to subproblemer
hvor det er optimalt a˚ ha produksjon, noe som igjen kommer av at de to delproblemene
er koblet gjennom den nye føringen.
Det er derimot naturlig a˚ forvente at en variant av horisontteoremet er oppfylt
som betinger p˚a hvor det er produksjon.

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Løsning  5
(2017)

LØSNING: Oppgavesett nr. 5
“SCM200 Lager- og produksjonsplanlegging”, v˚aren 2017
Oppgave 1: ( master produksjonsplanlegging - EOQ - eksamen v˚aren 2016 )
a) I oppgaven f˚ar vi oppgitt at SENS-merket har konstant aggregert ukentlig etterspørsel lik 4:
DSENS = 4 ( i 100 000 liter per uke ) (1)
Ukentlig etterspørsel Di for de tre kategoriene i = 1, 2, 3 blir da:
D1 = 0.2 ·DSENS = 0.2 · 4 = 0.8 ( i 100 000 liter per uke ) (2)
D2 = 0.5 ·DSENS = 0.5 · 4 = 2 ( i 100 000 liter per uke ) (3)
D3 = 0.3 ·DSENS = 0.3 · 4 = 1.2 ( i 100 000 liter per uke ) (4)
1
Lagerkostnad Hi for a˚ overlagre 100 000 liter per uke for de tre SENS-produktene i = 1, 2, 3:
1 2
H1 =
100 000P1r
52
=
100 000 · 40 · 0.1
52
= 7 692 ( NOK per 100 000 liter per uke ) (5)
H2 =
100 000P2r
52
=
100 000 · 60 · 0.1
52
= 11 538 ( NOK per 100 000 liter per uke ) (6)
H3 =
100 000P3r
52
=
100 000 · 50 · 0.1
52
= 9 615 ( NOK per 100 000 liter per uke ) (7)
Setupkostnad Si for de tre SENS-produktene i = 1, 2, 3:
3
S1 = 2CR + K = 2 · 10 000 + 5 000 = 25 000 ( NOK per setup ) (8)
S2 = 4CR + K = 4 · 10 000 + 5 000 = 45 000 ( NOK per setup ) (9)
S3 = 3CR + K = 3 · 10 000 + 5 000 = 35 000 ( NOK per setup ) (10)
1Siden rentesatsen r = 0.1 er a˚rlig m˚a vi dividere med 52 uker for a˚ f˚a ukentlig lagerkostnad.
2Siden salgsverdien Pi er per liter m˚a vi multiplisere med 100 000 for a˚ f˚a lagerkostnad per 100 000 liter.
3Med K = 5 000 NOK er faste kostnader og CR = 10 000 NOK per omstillingstime.
2
b) Optimale ordrestørrelser (EOQ) for de tre SENS-produktene:
X∗1 =
√
2D1S1
H1
=
√
2 · 0.8 · 25000
7692
= 2.28 ( i 100 000 liter ) (11)
X∗2 =
√
2D2S2
H2
=
√
2 · 2 · 45000
11538
= 3.95 ( i 100 000 liter ) (12)
X∗3 =
√
2D3S3
H3
=
√
2 · 1.2 · 35000
9615
= 2.96 ( i 100 000 liter ) (13)
Totale optimale kostnader er lik summen av kostnadene for de tre SENS-produktene: 4
C∗ = C∗1 + C
∗
2 + C
∗
3 (15)
=
(
S1D1
X∗1
+
H1X
∗
1
2
)
+
(
S2D2
X∗2
+
H2X
∗
2
2
)
+
(
S3D3
X∗3
+
H3X
∗
3
2
)
(16)
= H1X
∗
1 + H2X
∗
2 + H3X
∗
3 (17)
= 7 692 · 2.28 + 11 538 · 3.95 + 9 615 · 2.96 (18)
= 91 573 (19)
4Steg (17) er gyldig fordi setupkostnaden og lagerkostnaden er lik for EOQ-verdien. I optimum er setupkostnaden
SD/X∗ lik gjennomsnittlig lagerkostnad HX∗/2, dvs.
C∗ =
SD
X∗
+
HX∗
2
= HX∗ (14)
Dette ble eksplisitt vist i en øving “MAT100 Matematikk”. Se gjerne ogs˚a kortvideo fra “MAT100 Matematikk”.
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c) Omløpstidene for de tre SENS-produktene: 5
O1 =
X∗1
D1
=
2.28
0.8
= 2.9 ( i antall uker ) (20)
O2 =
X∗2
D2
=
3.96
2
= 2.0 ( i antall uker ) (21)
O3 =
X∗3
D3
=
2.96
1.2
= 2.5 ( i antall uker ) (22)
d) Omløpstiden er tiden fra lageret fylles til det er tomt.
Omløpstiden O˜2 for kategori 2 er da:
O˜2 = O
fylle
2 + O
tømme
2 (23)
=
X∗2
P2 −D2 +
X∗2
D2
(24)
hvor X∗2 er opitmal ordrestørrelse n˚ar vi har produksjonskapasiteten P2:
X∗2 =
√
2D2S2
H2(1− D2P2 )
=
√
2 · 2 · 45000
11538(1− 2
3
)
= 6.84 ( i 100 000 liter ) (25)
som gir den totale omløpstiden:
O˜2 =
6.84
3− 2 +
6.84
2
= 6.84 + 3.42 = 10.26 ( i antall uker ) (26)

5Omløpstiden er syklustiden, dvs. tiden fra lageret fylles til det er tomt.
4
Oppgave 2: ( master produksjonsplanlegging - Wagner-Whitin )
a) Vi skal finne optimal produksjonsplan ved hjelp av Wagner-Within algoritmen.
Data: 6
Dt = etterspørsel ma˚ned t av Drygolin Ultimat (27)
S = 100 000 (28)
= setupkostnaden for Drygolin Ultimat (29)
H = 5 000 (30)
= enhetslig overlagringskostnad for Drygolin Ultimat
(per 100 000 liter) per uke
Variabler:
Xt = produksjonsmengde i uke t (31)
It = mengde overlagret fra uke t til t + 1 (32)
Yt =
{
1 , dersom vi produserer i uke t
0 , hvis ikke
(33)
6Det er ikke nødvendig a˚ skrive opp disse definisjonene p˚a eksamen. Data og variabler er underforst˚atte for
Wagner-Within algoritmen. Vi har kun inkludert disse her for helheltens skyld.
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To kommentarer:
1) For a˚ spare skriving s˚a oppgir vi nedenfor alle kostnadtall i antall 1 000 NOK.
S˚a setupkostnaden blir
S = 100 (34)
mens lagerkostnaden blir
H = 5 (35)
osv.
2) Siden vi her har et initielt lager s˚a vil du nedenfor se at periode 1 og 2 skiller seg fra
de øvrige periodene. 7
7Dette fordi det initielle lageret I0 = 4 varer i de to første periodene t = 1, 2.
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Periode 1: ( subproblem med kun første periode )
Siden vi har initielt lager p˚a I0 = 4 og etterspørselen i uke 1 kun er D1 = 2 s˚a er det optimalt a˚
benytte dette lageret for a˚ oppfylle etterspørselen i uke 1. Vi har dermed ingen setupkostnader i
første periode, dvs. Y1 = 0:
C∗1 = S · Y1 = 100 · 0 = 0 (36)
Periode 2: ( subproblem med de to første periodene )
C∗2 = min
[
C∗10 , C
∗
x1
]
(37)
= min
[
(siste bestilling i 1. periode) , (siste bestilling i 2. periode)
]
(38)
= min
[
(C∗1 + S + H D2) ,
(
C∗1 + S + H(I0 −D1)
) ]
(39)
= min
[
0 + 100 + 5 · 5 , 0 + 100 + 5(4− 2)
]
(40)
= min
[
125 , 110
]
(41)
= 110 (42)
Det er optimalt a˚ ha siste bestilling i periode t = 2.
Horisontteoremet sier da at vi kan kutte periode t = 1 fra videre beregninger.
7
Hverken p˚a øvingen eller p˚a eksamen er det nødvendig a˚ tegne figurene nedenfor.
Grunnen til at vi likevel velger a˚ ta dem med her er bare for a˚ illustrere hvorfor lign.(39)
blir som den er.
C∗10:
LAGER
t=1
I0=4
LAGER
t=2
D1=2
Y1=1
D2=5
Y2=0
X1=3 X2=0
I1=5
H = lagerkost
I1 =  D2 = 5 
Figur 1: Illustrasjon av C∗10 i lign.(39).
C∗x1:
LAGER
t=1
I0=4 LAGER
t=2
D1=2
Y1=0
D2=5
Y2=1
X1=0 X2=3
I1=2
H = lagerkost
I1 = I0 - D1 = 4 - 2 = 2
Figur 2: Illustrasjon av C∗x1 i lign.(39).
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Periode 3: ( subproblem de 3 første periodene ) 8
C∗3 = min
[
C∗x10 , C
∗
xx1
]
(43)
= min
[
(siste bestilling i 2. periode) , (siste bestilling i 3. periode)
]
(44)
= min
[
(C∗x1 + H D3) , (C
∗
2 + S)
]
(45)
= min
[
(110 + 5 · 100) , (110 + 100)
]
(46)
= min
[
160 , 210
]
(47)
= 160 (48)
Det er optimalt a˚ ha siste bestilling i periode t = 2.
Horisontteoremet sier da at vi kan kutte periode t = 1 fra videre beregninger
(som vi allerede har gjort).
8Siden er det 3 perioder s˚a har Cxxx tre indekser i lign.(43).
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Periode 4: ( subproblem de 4 første periodene ) 9
C∗4 = min
[
C∗x100 , C
∗
xx10 , C
∗
xxx1
]
(49)
= min
[
(siste best. i 2. periode) , (siste best. i 3. periode) , (siste best. i 4. periode)
]
= min
[
(C∗x10 + 2H D4) , (C
∗
xx1 + H D4) , (C
∗
3 + S)
]
(50)
= min
[
(160 + 2 · 5 · 8) , (210 + 5 · 8) , (160 + 100)
]
(51)
= min
[
240 , 250 , 260
]
(52)
= 240 (53)
Det er optimalt a˚ ha siste bestilling i periode t = 2.
Horisontteoremet sier da at vi kan kutte periode t = 1 fra videre beregninger
(som vi allerede har gjort).
9Siden er det 4 perioder s˚a har Cxxxx fire indekser i lign.(49).
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Periode 5: ( subproblem de 5 første periodene ) 10
C∗5 = min
[
C∗x1000 , C
∗
xx100 , C
∗
xxx10 , C
∗
xxxx1
]
(54)
= min
[
(s. b. i 2. periode) , (s. b. i 3. periode) , (s. b. i 4. periode) , (s. b. i 5. periode)
]
= min
[
(C∗x100 + 3H D5) , (C
∗
xx10 + 2H D5) , (C
∗
xxx1 + H D5) , (C
∗
4 + S)
]
(55)
= min
[
(240 + 3 · 5 · 20) , (250 + 2 · 5 · 20) , (260 + 5 · 20) , (240 + 100)
]
(56)
= min
[
540 , 450 , 360 , 340
]
(57)
= 340 (58)
Det er optimalt a˚ ha siste bestilling i periode t = 5.
Horisontteoremet sier da at vi kan kutte periodene t = 1, 2, 3 og 4 fra videre beregninger.
10Siden er det 5 perioder s˚a har Cxxxxx fem indekser i lign.(54).
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Periode 6: ( subproblem de 6 første periodene ) 11
C∗6 = min
[
C∗xxxx10 , C
∗
xxxxx1
]
(59)
= min
[
(siste best. i 5. periode) , (siste best. i 6. periode)
]
(60)
= min
[
(C∗xxxx1 + H ·D6) , (C∗5 + S)
]
(61)
= min
[
(340 + 5 · 8) , (340 + 100)
]
(62)
= min
[
380 , 440
]
(63)
= 380 (64)
Vi har streket under for hvilken periode det er optimalt a˚ ha siste bestilling, som i dette tilfellet
er periode 5, dvs. samme periode som forrige steg.
Horisontteoremet sier da at vi kan kutte periode t = 4 fra videre beregninger
(som vi allerede har gjort).
11Siden er det 6 perioder s˚a har Cxxxxxx seks indekser i lign.(59).
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Periode 7: ( subproblem de 7 første periodene ) 12
C∗7 =
[
C∗xxxx100 , C
∗
xxxxx10 , C
∗
xxxxxx1
]
(65)
= min
[
(siste best. i 5. periode) , (siste best. i 6. periode) , (siste best. i 7. periode)
]
= min
[
(C∗xxxx10 + 2H D7) , (C
∗
xxxxx1 + H D7) , (C
∗
6 + S)
]
(66)
= min
[
(380 + 2 · 5 · 6) , (440 + 5 · 6) , (380 + 100)
]
(67)
= min
[
440 , 470 , 480
]
(68)
= 440 (69)
Vi har streket under for hvilken periode det er optimalt a˚ ha siste bestilling, som i dette tilfellet
er fremdeles periode 5.
Horisontteoremet sier da at vi kan kutte periode t = 4 fra videre beregninger
(som vi allerede har gjort).
12Siden er det 7 perioder s˚a har Cxxxxxxx syv indekser i lign.(65).
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Periode 8: ( det fulle problemet )
Legg merke til at for uke 8 legger vi alltid til sluttlageret I8 = 3:
13
C∗8 = min
[
C∗xxxx1000 , C
∗
xxxxx100 , C
∗
xxxxxx10 , C
∗
xxxxxxx1
]
(70)
= min
[
(s. b. i 5. periode) , (s.b. i 6. periode) , (s. b. i 7. periode) , (s. b. i 8. periode)
]
= min
[ (
C∗xxxx100 + 3H (D8 + I8)
)
,
(
Cxxxxx10∗ + 2H (D8 + I8)
)
,
(
C∗xxxxxx1 + H (D8 + I8)
)
, (C∗7 + S)
]
(71)
= min
[ (
440 + 3 · 5 · (2 + 3)) , (470 + 2 · 5 · (2 + 3)) ,
(
480 + 5 · (2 + 3)) , (440 + 100) ] (72)
= min
[
515 , 520 , 505 , 540
]
(73)
= 505 (74)
13Siden er det 8 perioder s˚a har Cxxxxxxxx a˚tte indekser i lign.(105).
14
Optimal produksjonskostnad:
Optimale produksjonskostnader er alts˚a:
C∗ = 505 000 NOK (75)
15
Produksjonsplan: 14
Ifølge WW-algoritmen skal vi n˚a “finn den perioden hvor siste bestilling er optimal”.
For v˚art problem er det:
periode 2 , periode 2 , periode 2︸ ︷︷ ︸
Y2 = 1
, periode 5 , periode 5 , periode 5︸ ︷︷ ︸
Y5 = 1
, periode 7︸ ︷︷ ︸
Y7 = 1
Fra periode 1, se lign.(36), vet vi at
Y1 = 0 (76)
siden initelt lager I0 = 4 dekker etterspørselen D1 = 2.
Optimale produksjonsperioder er dermed:
C01001010 (77)
14Husk at dersom f.eks. Y6 = 0 s˚a er ogs˚a X6 = 0.
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Produksjonsmengder: 15
F.eks., produksjonen ved periode t = 2 skal dekke etterspørselen for periode t = 1 samt t = 2, 3, 4.
X1 = 0 (78)
X2 = D1 + D2 + D3 + D4 − I0 = 2 + 5 + 10 + 8− 4 = 21 (79)
X3 = 0 (80)
X4 = 0 (81)
X5 = D5 + D6 = 20 + 8 = 28 (82)
X6 = 0 (83)
X7 = D7 + D8 = 6 + 5 = 11 (84)
X8 = 0 (85)
Lagermengder:
F.eks., lageret for periode t = 2 skal dekke etterspørselen for periode t = 3 og t = 4,
jfr. lign.(80) og (81).
Husk ogs˚a at I0 = 4 og I8 = 3 var oppgitt i oppgaven.
Disse lagerene vil p˚avirke I1 og I8, hhv.
16
I1 = I0 −D1 = 4− 2 = 2 (86)
I2 = D3 + D4 = 10 + 8 = 18 (87)
I3 = D4 = 8 (88)
I4 = 0 (89)
I5 = D6 = 8 (90)
I6 = 0 (91)
I7 = D8 + I8 = 2 + 3 = 5 (92)
15Husk at dersom f.eks. Y6 = 0 s˚a er ogs˚a X6 = 0.
16“Endeeffekter”.
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b) La:
X = størrelsen p˚a den nye, ukjente ordren (93)
dvs. vi øker etterspørselen i uke 8 med X enheter:
Dny8 = D
gammel
8 + X = 2 + X (94)
For a˚ finne den verdien p˚a X slik at produksjonen flyttes fra uke 7 til uke 8
ma˚ vi se p˚a periode 8, dvs. lign.(105), hvor vi inkluderer den nye ordren X:
C∗8 = min
[
C∗xxxx1000 , C
∗
xxxxx100 , C
∗
xxxxxx10 , C
∗
xxxxxxx1
]
(95)
= min
[
(s. b. i 5. periode) , (s.b. i 6. periode) , (s. b. i 7. periode) , (s. b. i 8. periode)︸ ︷︷ ︸
NB !
]
= min
[ (
C∗xxxx100 + 3H (D8 + X + I8)
)
,
(
Cxxxxx10∗ + 2H (D8 + X + I8)
)
,
(
C∗xxxxxx1 + H (D8 + X + I8)
)
, (C∗7 + S)︸ ︷︷ ︸
NB !
]
(96)
= min
[ (
440 + 3 · 5 · (2 + X + 3)) , (470 + 2 · 5 · (2 + X + 3)) ,
(
480 + 5 · (2 + 3)) , (440 + 100)︸ ︷︷ ︸
NB !
]
(97)
= min
[
515 + 15X , 520 + 10X , 505 + 5X , 540︸ ︷︷ ︸
NB !
]
(98)
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Siste bestilling i uke 7 blir større enn siste bestilling i uke 8 n˚ar:
505 + 5X > 540 (99)
m
5X > 540− 505 = 35 (100)
m
X >
35
5
= 7 (101)
Konklusjon:
Produksjonen i uke 7 flyttes til uke 8 dersom den nye ordren er
større enn 700 000 liter.
19
c) Med en maksimal produksjonskapasitet p˚a 2.5 millioner liter drygolin Ultimat i uken
ma˚ vi sjekke om vi har nok kapasitet til a˚ gjennomføre planen fra oppgave 2a.
Vi har tre produksjonsperioder: ( se lign.(79), (82) og (84) )
X2 = 21 (102)
X5 = 28 (103)
X7 = 11 (104)
Siden en produksjonskapasiteten p˚a 2.5 millioner liter i uken svarer til
25 enheter per uke 17 ser vi umiddelbart at
vi har en sprekk i uke 5 p˚a 28− 25 = 3 enheter.
Konklusjon:
Løsningen av Wagner-Whitin algoritmen fra oppgave 2a er ikke gyldig
n˚ar vi inkluderer produksjonskapasiteten.
17Husk at en enhet er 100 000 liter.
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d) Pga. for lav produksjonskapasitet ma˚ man splitte produksjonen
av en etterspørsel i flere produksjonsperioder. Derfor er observasjon 2 i WW-algoritmen om
”dominante produksjonsplaner”
er brutt.
e) Siden vi f˚ar opplyst om at det finnes en dominant løsning, kan vi se p˚a resultatet fra siste
delproblem (delproblem 8):
C∗8 = min
[
C∗xxxx1000 , C
∗
xxxxx100 , C
∗
xxxxxx10 , C
∗
xxxxxxx1
]
(105)
= min
[
(s. b. i 5. periode) , (s.b. i 6. periode) , (s. b. i 7. periode) , (s. b. i 8. periode)
]
= min
[ (
C∗xxxx100 + 3H (D8 + I8)
)
,
(
Cxxxxx10∗ + 2H (D8 + I8)
)
,
(
C∗xxxxxx1 + H (D8 + I8)
)
, (C∗7 + S)
]
(106)
= min
[ (
440 + 3 · 5 · (2 + 3)) , (470 + 2 · 5 · (2 + 3)) ,
(
480 + 5 · (2 + 3)) , (440 + 100) ] (107)
= min
[
515 , 520 , 505 , 540
]
(108)
= 505 (109)
Disse fire løsningene er de fire billigste dominante løsningene.
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Ny dominant produksjonsplan finnes ved a˚ forsøke a˚ løse sprekken i uke 5.
Vi husker at uke 5 produserer b˚ade for uke 5 og for uke 6, dvs. X5 = D5 + D6. Hvis vi flytter
produksjon for etterspørselen D6 til periode 6, s˚a har vi løst sprekken. Vi krever alts˚a:
X5 = D5 = 20 (110)
I5 = 0 (111)
Y6 = 1 (112)
Produksjon i periode 6 svarer til følgende dominante løsning:
C∗xxxxx100 som gir til slutt løsningen C
∗
01001100 = 520, se likn. (108). Denne løsningen oppfyller
produksjonskapasiteten, siden
X6 = D6 + D7 + D8 = 8 + 6 + 5 = 19 (113)
Vi ser fra likn. (108) at kun en dominant løsning er bedre, nemlig C∗xxxx1000, men denne løsningen
har sprekk i uke 5: X5 = D5 + D6 + D7 + D8 = 39.
Vi kan dermed konkludere at C∗01001100 = 520 er ny optimal løsning, hvor:
X5 = D5 = 20 (114)
X6 = D6 + D7 + D8 = 8 + 6 + 5 = 19 (115)
X7 = 0 (116)
X8 = 0 (117)
I5 = 0 (118)
I6 = D7 + D8 = 11 (119)
I7 = D8 = 5 (120)
Y6 = 1 (121)
Y7 = 0 (122)
Y8 = 0 (123)
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Oppgave 3: ( “MRP” )
a) BOM-strukturen:
Figur 3: BOM-struktur for tunnell.
• X = tunnell
• A = Behandlet plate
• B = Sidegitter
• C = Kuttet plate
• D = Jernstang
• E = Hanke
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b) Vi skal tegne opp en figur som viser en visuell sammenheng mellom produksjon og lager for
tunnellkomponenten og gitterkomponenten.
Figur 4
Figur 4: Sammenheng: tunnell og gitter
Legg merke til at fra gitter til tunnell har vi en monteringsjobb. Denne jobben krever 2 sidegitter
for hver tunnell. Den grønne sirkelen i figur 4 representerer monteringsjobben.
Legg ogs˚a merke til at etterspørselen for sidegitter er gitt fra produksjonsplanen til tunneller,
forskjøvet en uke, p˚a grunn av en ukes ledetid for anskaffelse av sidegitter.
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c)
Data:
Siden denne modellen er noks˚a stor, ma˚ vi benytte indeksnotasjon. Vi har to indekser for dette
problemet:
• komponentene, som indekseres ved i = X,A,B,C,D,E
• periodene, som indekseres ved t = 1, 2, . . . , 10.
Ii0 = initielt lager inn til uke 1 for komponent i (124)
Dt = etterspørsel for komponent X i uke t (125)
hi = overlagringskostnad per enhet for komponent i (126)
si = bestillingskostnad for komponent i (127)
li = ledetiden for komponent i (128)
Mit = planlagt mottak for komponent i i periode t, i = X,A,D (129)
Imini = sikkerhetslager for komponent i, hvor i = B,C (130)
(131)
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d)
Variabler:
Vi har tre typer variabler i problemet:
• ordrestørrelse - hvor mange enheter vi skal bestille/produsere pr periode
• lagerniv˚a - hvor mange enheter vi skal ha p˚a lager fra en periode til neste
• bestille/ikke bestille - ja/nei variabel som avgjør om vi skal ha bestilling/produksjon eller
ikke
1) Ordrestørrelser/seriestørrelser:
Xit = antall enheter bestilt av komponent i i periode t, (132)
hvor t = 1, 2, . . . , 10. Legg merke til at denne bestillingen
har en ledetid gitt ved li, før den faktisk kommer inn p˚a lageret.
2) Lagerniv˚a:
Iit = antall enheter overlagret av komponent i fra periode t til periode t + 1, (133)
hvor t = 1, 2, . . . , 10
3) Bestille/ikke bestille (samme for produksjon):
Yit =
{
1 , dersom vi bestiller/produserer komponent i for periode t
0 , hvis ikke
(134)
(135)
hvor t = 1, 2, . . . , 10.
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e)
Ma˚lfunksjon:
Totale kostnader f˚as ved a˚ summere bestillingskostnadene/setupkostnadene og lagerkostnadene
for alle periodene i horisonten:
C =
E∑
i=X
10∑
t=1
si Yit +
E∑
i=X
10∑
t=1
hi Iit (136)
f)
Føringer:
Vi har 3 føringer i modellen:
• lagerbalansen - som sørger for at all etterspørsel oppfylles
• logisk sammenheng mellom ordrestørrelse (X-variablene) og hvorvidt vi bestiller eller ikke
(Y-variablene)
• policy føring, komponentene Sidegitter og Kuttet plate har oppgitt sikkerhetslager.
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1) Lagerbalansen:
Det er her ved lagerbalansen at de store forskjellene ift. masterplanleggingen skjer. Vi ma˚ h˚andtere
flere endringer:
• Vi ma˚ følge BOM-strukturen, dvs etterspørselen for en gitt komponent er lik summen pro-
duksjonsstørrelsene for alle farskomponentene.
• Vi ma˚ ta høyde for at hver bestilling har en ledetid.
Komponent X Tunnell:
IXt−1 + XXt−1 + MXt −Dt = IXt lagerbalanse for periode t (137)
Komponent A Behandlet plate:
IAt−1 + XAt−2 + MAt −XXt = IAt lagerbalanse for periode t (138)
Komponent B Sidegitter:
IBt−1 + XBt−1 − 2 ·XXt = IBt lagerbalanse for periode t (139)
Komponent C Kuttet plate:
ICt−1 + XCt−1 −XAt = ICt lagerbalanse for periode t (140)
Komponent D Jernstang:
IDt−1 + XDt−2 + MDt − 2 ·XAt − 3 ·XBt = IDt lagerbalanse for periode t (141)
Komponent E Hanke:
IEt−1 + XEt−1 −XCt −XBt = IEt lagerbalanse for periode t (142)
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2) Logisk sammenheng:
Vi kan uttrykke føringene logisk ved:
Hvis Yit = 0, s˚a ma˚ Xit = 0, for hver komponent i og periode t, hvor t = 1, 2, . . . , T
(143)
Alternativt kan vi skrive denne føringen p˚a matematisk ikke-linær form:
Xit(1− Yit) = 0, for hver komponent i og periode t, hvor t = 1, 2, . . . , T (144)
eller p˚a linær form:
Xit ≤MYit, for hver komponent i og periode t, hvor t = 1, 2, . . . , T (145)
hvor M =
∑
Dt er summen av all etterspørsel i horisonten.
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3) Policy føring: sikkerhetslager:
Sikkerhetslager er en minimumsgrense p˚a lageret som lageret i prinsippet aldri skal røre. Sidegitter
(B) og Kuttet plate (C) har oppgitt sikkerhetslager:
Sikkerhetslager komponent B Sidegitter:
IBt ≥ IminB t = 1, . . . , 12 (146)
Sikkerhetslager komponent C Kuttet plate:
ICt ≥ IminC t = 1, . . . , 12 (147)
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g) Vi starter MRP-beregningene for tunneller:
Tunnel
Ledetid: 1 uke, seriestørrelse 50, sikkerhetslager: 0 , planlagt mottak 50 i uke 1:
Uke Init 1 2 3 4 5 6 7 8 9 10
Bruttobehov 15 20 18 25 30 28 28 20 20 20
Planlagt mottak 50
Lager 3 38 18 25 45 17 39 19 49 29
Nettobehov 25 5 11 1
Planlagt ordre 50 50 50 50
Behandlet plate
Vi fortsetter med behandlede plater. Husk at bruttobehovet for behandlede plater f˚as fra planlagte
ordrer for tunneller.
Det g˚ar med en behandlet plate for hver tunnel
Ledetid: 2 uker, seriestørrelse: 100, Sikkerhetslager: 0, planlagt mottak 100 i uke 2.
Uke Init 1 2 3 4 5 6 7 8 9 10
Bruttobehov 50 50 50 50
Planlagt mottak 100
Lager 100 50 50 50
Nettobehov 50
Planlagt ordre 100
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Sidegitter
Vi fortsetter med sidegitter. Husk at bruttobehovet for sidegitter f˚as fra planlagte ordrer for
tunneller.
Det g˚ar med 2 sidegitter for hver tunnell
Ledetid: 1 uke, seriestørrelse: 150, sikkerhetslager: 30, ingen planlagte mottak.
Siden vi holder sikkerhetslager, splitter vi det initielle lageret i en sikkerhetsdel og en vanlig
lagerdel. Deretter berøres ikke sikerhetslageret i det hele tatt, det skal være konstant gjennom
hele horisonten. Nettobehov og mps regnes da som normalt fra lagerdelen.
Uke Init 1 2 3 4 5 6 7 8 9 10
Bruttobehov 100 100 100 100
Planlagt mottak
Sikkerhetslager 30 30 30 30 30 30 30 30 30 30 30
Lager 40 40 40 90 140 140 40 40 90 90 90
Nettobehov 60 10 60
Planlagt ordre 150 150 150
Forklaring p˚a noen beregninger:
• Initielt: startslageret p˚a 70 splittes i to deler: 30 i sikkerhetslager og 40 i vanlig lager. Vi f˚ar
ikke røre sikkerhetslageret.
• Uke 3: Vi regner ut vanlig lager p˚a vanlig m˚ate: tar den planlagte ordren p˚a 150 og trekker
ifra nettobehovet p˚a 60 og f˚ar dermed 90 p˚a lager. Legg merke til at vi faktisk har 120 enheter
p˚a lager n˚ar vi inkluderer sikkerhetslageret.
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Kuttet plate
Vi fortsetter med kuttet plate. Husk at bruttobehovet for kuttet plate f˚as fra planlagte ordrer for
behandlet plate.
Det g˚ar med en kuttet plate for hver behandlet plate
Ledetid: 1 uke, seriestørrelse: 150, Sikkerhetslager: 20, ingen planlagte mottak.
Vi splitter det initielle lageret i et sikkerhetslager og et brukslager.
Uke Init 1 2 3 4 5 6 7 8 9 10
Bruttobehov 100
Planlagt mottak
Sikkerhetslager 20 20 20 20 20 20 20 20 20 20 20
Lager 10 10 10 10 60 60 60 60 60 60 60
Nettobehov 90
Planlagt ordre 150
Forklaring p˚a noen beregninger:
• Initielt: startslageret p˚a 30 splittes i to deler: 20 i sikkerhetslager og 10 i vanlig lager. Vi f˚ar
ikke røre sikkerhetslageret.
• Uke 4: Vi regner ut vanlig lager p˚a vanlig m˚ate: tar den planlagte ordren p˚a 150 og trekker
ifra nettobehovet p˚a 90 og f˚ar dermed 60 p˚a lager. Legg merke til at vi faktisk har 80 eneheter
p˚a lager n˚ar vi inkluderer sikkerhetslageret.
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Jernstang
Vi fortsetter med jernstang. Husk at bruttobehovet for jernstang f˚as fra planlagte ordrer for b˚ade
behandlede plater og sidegitter.
Det g˚ar med to jernstenger for hver behandlede plate og tre jernstenger for hvert gitter.
Ledetid: 2 uker, seriestørrelse: 800, Sikkerhetslager: 0, planlagte mottak 800 i uke 2.
Uke Init 1 2 3 4 5 6 7 8 9 10
Bruttobehov 450 450 200 450
Planlagt mottak 800
Lager 150 150 500 50 650 650 650 200 200 200 200
Nettobehov 150
Planlagt ordre 800
Hanke
Vi fortsetter med hanke. Husk at bruttobehovet for hanke f˚as fra planlagte ordrer for b˚ade kuttede
plater og sidegitter.
Det g˚ar med en hanke for hver kuttet plate og en hanke for hvert gitter.
Ledetid: 1 uke, seriestørrelse: 300, Sikkerhetslager: 0,ingen planlagte mottak
Uke Init 1 2 3 4 5 6 7 8 9 10
Bruttobehov 150 300 150
Planlagt mottak
Lager 150 150 150 150 150
Nettobehov 150 150
Planlagt ordre 300 300
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Vi skal til slutt beregne totale kostnader:
C =
E∑
i=X
10∑
t=1
si Yit +
E∑
i=X
10∑
t=1
hi Iit (148)
(149)
Vi deler opp kostnaden komponentvis18:
CX = sX
10∑
t=1
YXt + hX
10∑
t=1
IXt (150)
= 12000 · (1 + 1 + 1 + 1) + 300 · (38 + 18 + 0 + 25 + 45 + 17 + 39 + 19 + 49 + 29) (151)
= 4 · 12000 + 300 · 279 = 131700 (152)
CA = sA
10∑
t=1
YAt + hA
10∑
t=1
IAt (153)
= 14000 · (1) + 100 · (70 + 70 + 70 + 120 + 170 + 170 + 70 + 70 + 120 + 120 + 120) (154)
= 1 · 14000 + 100 · 250 = 39000 (155)
CB = sB
10∑
t=1
YBt + hB
10∑
t=1
IBt (156)
= 7000 · (1 + 1 + 1) + 150 · (0 + 100 + 50 + 0 + 0 + 50 + 50 + 0 + 0 + 0) (157)
= 3 · 7000 + 150 · 1100 = 186000 (158)
18Kostnaden for hver enkelt komponent, finnes ved a˚ se p˚a MRP-tabellen for komponenten. Summer alt lager
inkludert evt. sikkerhetslager (ikke initielt lager). Tell antall MPS-bestillinger.
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CC = sC
10∑
t=1
YCt + hC
10∑
t=1
ICt (159)
= 11000 · (1) + 300 · (30 + 30 + 30 + 80 + 80 + 80 + 80 + 80 + 80 + 80) (160)
= 1 · 11000 + 300 · 650 = 206000 (161)
CD = sD
10∑
t=1
YDt + hD
10∑
t=1
IDt (162)
= 2000 · (1) + 60 · (150 + 500 + 50 + 650 + 650 + 650 + 200 + 200 + 200 + 200) (163)
= 1 · 2000 + 60 · 3450 = 209000 (164)
CE = sE
10∑
t=1
YEt + hE
10∑
t=1
IEt (165)
= 1500 · (1 + 1) + 30 · (0 + 150 + 150 + 150 + 150 + 150 + 0 + 0 + 0 + 0) (166)
= 2 · 1500 + 30 · 750 = 26500 (167)
Totale kostnader blir dermed:
C = CX + Ca + CB + CC + CD + CE (168)
(169)
= 131700 + 39000 + 186000 + 206000 + 209000 + 26500 = 798200 (170)
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Oppgave 4: ( “MPS og MRP og sekvensiering” )
a )
i ) Vi setter opp masterplantabellen for ”Stokke Steps Chair” - stolen:
Uke init 1 2 3 4 5 6 7 8 9 10
Prognose 250 200 220 180 240 240 300 210 140 170
Ordrer 240 230 180 200 180 300 200 240 60 70
Lagerniv˚a 1000 760 530 350 150 1110 810 510 300 160 1190
Ledig-til-reservasjon 150 220 1130
MPS 1200 1200
ii Hvis Stokke f˚ar inn to bestillinger, en i uke 3 p˚a 80 stoler og en i uke 54 p˚a 100 stoler, s˚a
ser vi at disse ukene deskkes av Ledig-TilReservasjon i uke 1. Summen av bestillingene er p˚a 180
stoler, mens Ledig-Til-Reservasjon er kun 150.
Stokke kan dermed ikke garantere begge ordrene.
b ) Vi skal gjennomføre MRP-beregninger for ”Stokke Steps Chair”-stolen de neste 10 ukene.
i ) BOM-strukturen er gitt ved:
Figur 5: BOM-strukturen for ”Stokke Steps Chair” - stolen
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ii ) Vi har allerede lagd en MPS-plan for selve ”Stokke Steps Chair” i oppgave a) (Masterplanen).
Det eneste vi m˚a huske er at MPS-planen gir kun n˚ar stolene skal være ferdige, dvs MPS-planen tar
tar ikke høyde for produksjonstiden, som er 3 uker for en serie p˚a 1200 ”Stokke Steps Chair” stoler.
Uke Init 1 2 3 4 5 6 7 8 9 10
Ryggstøtte
Bruttobehov 1200 1200
Planlagt mottak
Lager 800 800 1100 1100 1100 1100 1100 1400 1400 1400 1400
Nettobehov 400 100
Planlagt ordre 1500 1500
Bakbein
Bruttobehov 2400 2000 2000 2400
Planlagt mottak 2500
Lager 1000 3500 1100 1600 1600 1600 2100 2200 2200 2200 2200
Nettobehov 900 400 300
Planlagt ordre 2500 2500 2500
Forbein
Bruttobehov 2400 2400
Planlagt mottak
Lager 300 300 300 300 300 600 600 600 600
Nettobehov 2400 2100
Planlagt ordre 3000 3000
Toppseter & bunnseter
Bruttobehov 1200 1200
Planlagt mottak
Lager 800 800 800 800 800 1600 1600 1600 1600
Nettobehov 1200 400
Planlagt ordre 2000 2000
Setebøyler
Bruttobehov 6000 6000
Planlagt mottak 7000
Lager 500 500 500 500 500 1500 1500 1500 1500 1500
Sikkerhetslager 500 500 500 500 500 500 500 500 500 500
Nettobehov 5500
Planlagt ordre 7000
Kommentarer:
• for bakbein har vi lagt inn ordrer fra annen stolvariant: 2000 i uke 3 og uke 6 hhv.
• for forbein har vi trekt ifra svinn fra produksjonen p˚a 10%, som er 300 pr serie p˚a 3000
• for setebøyler har vi multiplisert planlagt ordre fra setene med 3. Vi har ogs˚a splittet lageret
i uke 1 med 500 i sikkerhetslager og 500 i vanlig lager.
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c ) Vi skal se p˚a sekvensieringen av to produkter som g˚ar gjennom de samme tre stasjonene
hos Stokke. Vi har en ordre p˚a 60 ”Stokke Steps Chair” stoler og en ordre p˚a 30 Tripp-Trapp stoler.
i ) For enkelhetsskyld kaller vi ordren for ”Stokke Steps Chair” stolene ordre A, mens ordren
for Tripp-Trapp stolene kaller vi for ordre B.
Vi ma˚ først beregne bearbeidingstidene for hver ordre for hver av stasjonene:
Ordre A:
• Stasjon 1: bearbeidingstiden er 60*4 minutter = 240 minutter, dvs 4 timer
• Stasjon 2: bearbeidingstiden er 60*2 minutter = 120 minutter, dvs 2 timer
• Stasjon 3: bearbeidingstiden er 60*5 minutter = 300 minutter, dvs 5 timer
Ordre B:
• Stasjon 1: bearbeidingstiden er 30*6 minutter = 180 minutter, dvs 3 timer
• Stasjon 2: bearbeidingstiden er 30*8 minutter = 240 minutter, dvs 4 timer
• Stasjon 3: bearbeidingstiden er 30*2 minutter = 60 minutter, dvs 1 time
Siden vi har to ordrer og tre stasjoner f˚ar vi 23 = 8 muligheter, men i prinsippet er kun to av dem
aktuelle, siden hvis A prosesseres først p˚a stasjon1, s˚a ma˚ ogs˚a A prosesseres først p˚a stasjon 2 og
stasjon 3 hhv. A˚ splitte ordrerekkeføgen p˚a stasjonene er a˚penbart ineffektiv, s˚a vi ser vekk ifra
disse. Vi har dermed to muligheter: AB eller BA.
Ganttdiagram for situasjonen AB, dvs A først:
Merk: Rød er ordre A mens bl˚a er ordre B:
Rekkefølge AB
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
Maskin 1
Maskin 2
Maskin 3
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Makespan = sluttid B = 12 timer
Total gjennomløpstid = sluttid A + sluttid B = 11+12=23 timer
Gjennomsnittlig gjennomløpstid =Total gjennomløpstid/2 = 23/2=11.5 timer
Ganttdiagram for situasjonen BA, dvs B først:
Merk: Rød er ordre A mens bl˚a er ordre B:
Rekkefølge BA
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
Maskin 1
Maskin 2
Maskin 3
Makespan = sluttid A = 14 timer
Total gjennomløpstid = sluttid A + sluttid B = 14+8=22 timer
Gjennomsnittlig gjennomløpstid =Total gjennomløpstid/2 = 22/2=11 timer
Konklusjon:
Vi ser at hvis vi ønsker a˚ minimere makespan, s˚a er det optimalt med rekkefølgen AB, mens hvis
vi bruker total gjennomløpstid, s˚a er BA optimal.
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