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Abstract
A numerical method for solving the constrained energy problem from potential theory is proposed. The method is based
on the use of constrained Leja points. Several numerical examples, related to signi1cant problems are presented, and the
results are discussed. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
The constrained energy problem (CEP) is a new problem in the modern theory of logarithmic
potentials that emerged from the question of zero asymptotics of discrete orthogonal polynomials.
The problem was introduced and studied in the works of Rakhmanov [10], Dragnev and Sa; [1,2],
and Kuijlaars and Van Assche [8]. They obtained the zero and nth root asymptotics for classical
orthogonal polynomials, such as the Tchebyshev discrete polynomials, Krawtchouk polynomials, and
Meixner polynomials.
From the potential-theoretical point of view, the constrained energy problem is certainly interesting
by itself, because it is a generalization of the classical (see [9,14]) and the weighted energy problems
(see [12]). Solving the problem is a di@cult task, and there are only few examples in which the
solution has been found explicitly. The purpose of this paper is to propose a numerical method
for determining the solution of the constrained energy problem. We present extensive computational
results and compare the numerical solution with the exact one (when it is known), including the
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signi1cant cases which arise from applications to the discrete orthogonal polynomials mentioned
above. We discuss the numerical aspects of the problem, leaving some theoretical questions for
future work.
The paper is organized as follows. In Section 2 we introduce the necessary backround from
potential theory. The algorithm proposed is presented in Section 3. The algorithm is then used in
Section 4 to solve several important cases for which the exact solution is known, and the results are
compared with the exact solution.
2. Potential-theoretical background
Let E be a compact subset of the complex plane C (for simplicity we may assume E = [a; b]),
and w be a positive continuous function on E, called weight. De1ne ME to be the collection of all
probability measures with support in E. The logarithmic energy of a measure  is de1ned by
I() :=
∫ ∫
log
1
|x − y| d(x) d(y) (2.1)
and its logarithmic potential by
U(x) :=
∫
log
1
|x − y| d(y): (2.2)
The weighted logarithmic energy of  is
Iw() :=
∫ ∫
log[|x − y|w(x)w(y)]−1 d(x) d(y)
= I() + 2
∫
Q d; (2.3)
where Q = log(1=w) is called an external 6eld.
The classical energy problem (see [9,14]) is to determine and characterize a measure E , such
that
I(E) = inf{I() | ∈ME}
and the weighted energy problem (see [12]) deals with 1nding a measure w, that minimizes the
weighted logarithmic energy
Iw(w) = inf{Iw() | ∈ME}:
Now let  be a positive Borel measure (we may assume that its support S = E), and suppose that
(E)¿ 1. We de1ne the class
M := { ∈ME |6}:
Here the notation 6 means that −  is a positive measure. The measure  in this context will
be called a constraint.
Denition 2.1. The constrained energy problem (CEP) with constraint  is to 1nd and characterize
a measure w, such that
Iw(w) = inf{I() | ∈M}:
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Note that if w6, then w = w, and in this sense the CEP is a generalization of the weighted
energy problem. Under some general assumptions on the measure  and the weight w, the CEP has
a unique solution w, that is characterized by the variational inequalities
U

w(x) + Q(x)¿Fw on S−w ;
U 

w(x) + Q(x)6Fw on Sw ; (2.4)
where Fw is a constant. For more details regarding the constrained energy problem see [10,1], as
well as the survey paper [7].
The numerical method for solving the constrained energy problem presented in this paper is based
on the idea of Leja points. In the classical weighted case, Leja points are de1ned in the following
way (see [12, Chapter V]).
For the compact set E and the weight w de1ned above, starting with some a0 ∈ E we de1ne the
Leja points {an} inductively, so that the function
|Pn(z)| := |(z − a0) : : : (z − an−1)wn(z)| (2.5)
achieves its maximum on E at an. In [12, Theorem V.1.1] it is proved that the sequence of normalized
discrete measures n, associated with {an}, has a limit w, i.e.
n :=
1
n
n−1∑
i=0
(ai)
∗→ w; (2.6)
where (x) is the Dirac-delta measure with point mass 1 at x. The convergence used is the weak∗
convergence, i.e.∫
f dn →
∫
f dw
for every continuous f with compact support. A discretized version of this process is also discussed
in [12, Chapter V], as a way of obtaining numerically feasible methods for computing the limit
distribution w. In Remark 2.3 we discuss the relation between this discretization and the constrained
energy problem.
We now introduce the following:
Denition 2.2. Let {Sn}∞n=1 be a collection of discrete sets, such that Sn⊂ Sn+1 and the counting
measures n, associated with the sets Sn, have a weak∗ limit , i.e.,
n :=
1
n
∑
x∈Sn
(x) ∗→ :
Choose a point aˆ0 ∈ E := supp(). The nth constrained Leja point, aˆn ∈ Sn, is de1ned inductively
as a point that maximizes the function
|Pn(z)| := |(z − aˆ0) : : : (z − aˆn−1)wn(z)| (2.7)
over Sn.
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Remark 2.3. In [12, Theorem V.1.4], it is shown that if Sn is an n-net of E, then the sequence of
discrete measures
n :=
1
n
n−1∑
i=0
(aˆi);
associated with the constrained Leja points, converges to w, provided that 1=nn → 0. For practical
purposes this is a very restrictive condition. However, such a fast convergence of n is not required
in all cases. For example, if E=[−1; 1] and w is a positive and continuous weight, then n=o(n−2)
is a su@cient condition for the convergence of the algorithm. If E is the real line and w=exp(−x2)
then only n¿C=n for some particular constant C is needed.
This phenomenon can be explained using the constrained energy problem as follows. Since n6n,
any weak∗ limit  of {n} will satisfy 6. In both cases mentioned before,  lies above w.
Therefore, the constraint is not active and the optimization procedure will provide in the limit the
extremal measure w.
On the other hand, a natural question is what happens when the constraint is active, i.e., w  ?
In this case we state the following:
Conjecture 2.4. The sequence of discrete measures n associated with the constrained Leja points;
converges weakly to w; i.e.;
n
∗→ w:
The computational results below support this conjecture.
3. The constrained Leja point algorithm
Let  be a positive Borel measure, and let w be a positive continuous weight. Consider the
constrained energy problem of De1nition 2.1, where in order to simplify the considerations, we
assume E = [a; b]. Assume also that  has a continuous density d=dx, and that ‖‖ = 2, where
‖‖= ∫ ba d.
The numerical solution w of the constrained energy problem of De1nition 2:1 can be determined
using the following algorithm.
Algorithm 3.1 (The CLP method for solving the constrained energy problem).
1. Choose a positive integer n0 (where 2k−1n0 is the number of constrained Leja points computed
at the kth iteration step); and another positive integer m (the number of iteration steps). Set
k = 0.
Partition the interval [a; b] into 2n0 subintervals [xi−1;0; xi;0] with equal -measure; i.e.;
([xi−1;0; xi;0]) =
1
n0
; i = 1; : : : ; 2n0
and denote S0 = {xi;0}2n0i=0. Here x0;0 = a and x2n0 ;0 = b.
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2. Choose a starting point aˆ0 ∈ E. Compute n0 constrained Leja points aˆi;0; i= 1; : : : ; n0 out of S0
using the standard inductive procedure of De6nition 2:2. Let A0 = {aˆi;0}n0i=1.
3. For each k from 1 to m do the following:
3a. Let nk = 2nk−1.
3b. Partition the interval [a; b] into 2nk subintervals [xi−1; k ; xi; k] with equal -measure; i.e.;
([xi−1; k ; xi; k]) =
1
2kn0
; i = 1; : : : ; 2nk :
and let Sk = {xi; k}2nki=0. Note that |Sk |= 2k+1n0 and Sk ⊃ Sk−1.
3c. Compute 2k−1n0 new constrained Leja points aˆi; k ; i=1; : : : ; 2k−1n0 as in De6nition 2:2. The
points are chosen now out of Sk .
Let Ak = Ak−1 ∪ {aˆi; k}2
k−1n0
i=1 . Then |Ak |= 2kn0 and Ak ⊃Ak−1.
4. Compute the discrete measure 2m associated with the set of constrained Leja points Am obtained
in Step 3 using the following approach:
Let s = 2m be the number of constrained Leja points in Am; and b1 ¡b2 ¡ · · ·¡bs be the
points of Am arranged in increasing order. Choose a positive integer j (we used j = s=32) and
compute the value yi of the density at the point bi using the formulas:
For j + 16i6s− j: yi = 2js(bi+j − bi−j) ;
For 16i6j: yi =
2i − 1
s(b2i − b1) ; ys−i+1 =
2i − 1
s(bs − bs−2i+1) :
The sequence {yi} represents an approximation of the discrete measure s and it is the
numerical solution of the constrained energy problem of De6nition 2:1.
Remark 3.1. One can easily modify Algorithm 3.1 for the case when ‖‖ = 2, by adding at each
iteration step k a number of constrained Leja points that will insure that
|Sk |
|Ak | → ‖‖:
This is the approach we used in the Krawtchouk case for $ = 0:25 when ‖‖ = 4, and for $ = 0:8
when ‖‖= 54 .
Remark 3.2. In practice, we use numerical integration formulas to approximate the nodes {xi; k},
while preserving the relation Sk ⊃ Sk−1. This is not an exact discretization, but the weak∗ convergence
property still holds. The constrained Leja points at level k were computed by 1nding the maximum
of the function |Pn(z)| de1ned in (2.7) over the discrete sets Sk (excluding the points that have
already been chosen), which is one of the advantages of the algorithm.
Remark 3.3. To evaluate the density of the constrained Leja points, we consider a small interval
around a certain point and we count the number of constrained Leja points that belong to it. Then
we divide this number by the total number s of constrained Leja points, multiplied by the length
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of this interval. In Step 4 of Algorithm 3.1, we found the density at bi using intervals containing
the same number of CLPs. One can modify this approach to use intervals of constant length and
variable number of CLPs.
4. Numerical examples
In this section we apply the constrained Leja point method of Algorithm 3.1 to several con-
strained energy problems that have signi1cant applications in the 1elds of approximation theory
and orthogonal polynomials [10,1,8], as well as integrable systems [5] and numerical linear algebra
[4]. We compare the densities of our numerical solution s and of the exact solution w of the
constrained energy problem, for the known examples in the literature. To illustrate and support the
weak∗ convergence Conjecture 2.4, we also compare the integral functions
∫ x
a ds(x) and
∫ x
a d

w(x).
All numerical computations were done using programs written in C++, and the 1gures were created
with Matlab.
4.1. Rakhmanov’s example
In [10] Rakhmanov showed that the zero asymptotics of the Tchebyshev discrete polynomials (see
[13, Section 2.8]) are governed by a special CEP, to which we shall refer as Rakhmanov’s example.
In this case E = [− 1; 1], w ≡ 1, and d= (C=2) dx, where C = ∫ d is the norm of the constraint
measure . The exact solution of the CEP is dw = fC(x) dx, where
fC(x) :=


C
2
; x ∈ [− 1;−r] ∪ [r; 1];
C
 arctan
( √
1− r2√
r2 − x2
)
; x ∈ [− r; r]:
(4.1)
Here r =
√
1− C−2.
The numerical solution obtained by applying Algorithm 3.1 is plotted in Fig. 1 together with the
exact density function for C=2, using 320 and 640 constrained Leja points. Also, the error between
the integrals of the numerical and exact densities is shown. The results support Conjecture 2.4.
Experiments were performed using 320, 640 and 1280 CLPs, starting with aˆ0 = 0:2. As expected,
the accuracy of the method improved in accordance with the number of constrained Leja points
used.
4.2. Ullman distribution constraint case
We now consider another example for which the solution of the CEP is known exactly (see [1,
Example 4.3] and [4, Section 7]). Here E = [ − 1; 1], w ≡ 1, and the constraint measure is the
well-known Ullman distribution with support on [− 1; 1]
d
dt
= C
l

∫ 1
|t|
ul−1√
u2 − t2 du for t ∈ [− 1; 1];
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Fig. 1. Rakhmanov’s example, using 320 CLPs (left) and 640 CLPs (right).
where C = ‖‖¿ 1. For simplicity we consider only the case l= 2, i.e.,
d =
2C

√
1− t2 dt:
The exact solution of the Ullman distribution constrained energy problem is
d
dx
=


2C

√
1− x2; x ∈ [− 1;−rC] ∪ [rC; 1];
2C
 (
√
1− x2 −
√
r2C − x2); x ∈ [− rC; rC];
(4.2)
where rC =
√
1− 1=C.
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Fig. 2. Ullman’s case with C = 2, using 320 CLPs (left) and 640 CLPs (right).
Fig. 2 shows the plots of the numerical solution obtained versus the exact solution (4.2), using
320 and 640 constrained Leja points, and also the deviation between the integrals of the numerical
and the exact densities.
One can observe that the method indicates clearly where the support S−w is. This support plays
a signi1cant role in the theory of CEPs (see [1]).
4.3. Krawtchouk polynomials case
In this subsection we present the constrained Leja points algorithm in the presence of an external
1eld. We also discuss in detail the connection between the zero asymptotics of discrete orthogonal
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polynomials and the constrained energy problem. This illustrates the application of the CLP method
to the theory of orthogonal polynomials.
In [1,2] Dragnev and Sa; established the zero asymptotics of the classical Krawtchouk polynomials
kn(x; p; N ) =
(
N
n
)−1=2
(pq)−n=2
n∑
s=0
(−1)n−s
(
N − x
n− s
)(
x
s
)
pn−sq s; (4.3)
where p; q¿ 0; p + q = 1, and N ∈ Z . Set E = [0; 1] and let  = $ := (1=$)m, where m is the
Lebesgue measure on [0; 1], and 0¡$¡ 1. We consider the weight function w := exp(−Q$;p) on
[0; 1], where Q$;p is the external 1eld de1ned by
Q$;p(x) :=
1
2$
{x log x + (1− x) log (1− x)− x logp− (1− x) log (1− p)}: (4.4)
In order to emphasize the dependence on the parameters, we denote the -constrained extremal
measure w of De1nition 2.1 by $;p.
De1ne the associated normalized monic polynomials
Pn(x) = Pn(x; p; N ) := Ap;n;N kn(Nx; p; N ); (4.5)
where the factor
Ap;n;N =
(
N
n
)1=2
(pq)n=2n!N−n (4.6)
is chosen so that Pn has leading coe@cient 1. Let +Pn be the normalized zero counting measure of
the polynomial Pn, i.e.,
+Pn :=
1
n
∑
Pn(z)=0
(z);
where (z) is the Dirac-delta measure with unit mass at z. The following theorem about the weak∗
limit of +Pn was proved in [1].
Theorem A (Dragnev and Sa; [1]). Let kn(x; p; N ) be the Krawtchouk polynomials (4:3) and Pn(x)
be the associated normalized monic polynomials de6ned in (4:5). Suppose {Nj} and {nj} are
sequences satisfying Nj → ∞; nj → ∞; and nj=Nj → $¡ 1 as j → ∞. Then the normalized zero
counting measures of Pnj and the njth root of the discrete norms satisfy
+Pnj
∗→ $;p as j →∞ (4.7)
and
lim
j→∞
‖Pnj‖1=nj,Nj =
√
$-pq
e-1=(2$)
; (4.8)
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where - = 1− $; q= 1− p; and
w(x) = exp(−Q$;p) = [x x(1− x)1−x=px(1− p)1−x]−1=(2$):
Here ,Nj = {k=Nj}Njk=0 and the norm
‖f‖,Nj :=

 Nj∑
k=0
∣∣∣∣∣f
(
k
Nj
)∣∣∣∣∣
2


1=2
:
The explicit form of the solution $;p was found in [2].
Theorem B (Dragnev and Sa; [2]). Let 0¡$¡ 1 and 0¡p¡ 12 . De6ne the constants A = A$;p
and B= B$;p by the formulas
A := $q+ -p− 2
√
$-pq; B := $q+ -p+ 2
√
$-pq; (4.9)
where - = 1− $ and q= 1− p. Then the density of the ($; p)-constrained extremal measure $;p
is given by
(a) If 0¡$¡p;
d$;p
dt
=
1
$
{

2
− arctan
√
A(B− t)
B(t − A) − arctan
√
(1− B)(t − A)
(1− A)(B− t)
}
(4.10)
for t ∈ [A; B] and d$;p=dt = 0; otherwise.
(b) If p6$¡ 1− p;
d$;p
dt
=
1
$
{

2
+ arctan
√
A(B− t)
B(t − A) − arctan
√
(1− B)(t − A)
(1− A)(B− t)
}
(4.11)
for t ∈ [A; B]; d$;p=dt = 1=$ on [0; A]; and zero elsewhere.
(c) If 1− p6$¡ 1;
d$;p
dt
=
1
$
{

2
+ arctan
√
A(B− t)
B(t − A) + arctan
√
(1− B)(t − A)
(1− A)(B− t)
}
(4.12)
for t ∈ [A; B] and d$;p=dt = 1=$ on [0; A] ∪ [B; 1].
Next, we illustrate the three di;erent cases (a)–(c) above, for p = 13 and for $ =
1
4 ;
1
2 , and
4
5 .
Figs. 3–5 show the numerical results obtained with 320 (left column), and 640 (right column)
constrained Leja points. The approximate versus the exact densities are plotted, together with the
error between the integrals of the numerical solution
∫ x
a ds(x) and the exact solution
∫ x
a d$;p(x).
The numerical results obtained support Conjecture 2.4.
It is clear from the above pictures, that the method’s accuracy improves as the number of con-
strained Leja points used is increased. When using a large number of constrained Leja points how-
ever, their computation can require a signi1cant amount of time.
An important aspect in the study of the Krawtchouk polynomials, arising from coding theory (see
[11]), is 1nding the zero free regions. In terms of asymptotics this is related to the determination of
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Fig. 3. Krawtchouk case with $ = 14 and p=
1
3 , using 320 and 640 CLPs.
the support of the limiting measure. This alone is an interesting question from the potential-theoretical
point of view. Algorithm 3.1 proves to be a useful and powerful tool for studying the nature of the
extremal support.
4.4. Meixner polynomials case
In [8] Kuijlaars and Van Assche considered the zero asymptotics of a class of discrete orthogonal
polynomials where the support of the measure of orthogonality is an in1nite discrete set. In particular,
they found the zero asymptotics for the Meixner, Charlier, and Stieltjes-Carlitz polynomials. We have
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Fig. 4. Krawtchouk case with $ = 12 and p=
1
3 , using 320 and 640 CLPs.
applied the CLP method of Algorithm 3.1 for the constrained energy problem that is associated with
the Meixner polynomials for the values of the parameter c = 1=4 and c = e−4 (see [8] for details).
In this case E = [0;+∞); w(x) = exp((x=2) log c), where 0¡c¡ 1, and the constraint measure
is d = dx on the positive real line. The exact solution of the CEP is
w = fc(x) dx; (4.13)
where
fc(x) :=


1; x ∈ [0; A];
1
 arcsin
2=x − A− B
B− A +
1
2
; x ∈ [A; B]:
(4.14)
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Fig. 5. Krawtchouk case with $ = 45 and p=
1
3 , using 320 and 640 CLPs.
Here A= (1−√c)=(1 +√c) and B= (1 +√c)=(1−√c). Note that 0¡A¡ 1¡B for this choice
of the parameter c.
In the case when the support of the constraint measure is unbounded, from the general theory
(see [1]) the solution w is still well de1ned and with bounded support. Therefore, if we restrict the
constraint  to a bounded set that contains the support of w, we will obtain the same solution. This
allows us to implement the CLP algorithm in this case too. Below we restricted  to the intervals
[0; 4] for c = 14 and to [0; 2] for c = e
−4.
Figs. 6 and 7 show the numerical results we obtained in the Meixner polynomials case for c= 14
and c = e−4, respectively. The 1rst row of graphs shows the CLP-density plotted versus the exact
solution, while the second row shows the error between
∫ x
0 ds(x) and
∫ x
0 d

w(x) in support of the
weak∗ convergence of Conjecture 2.4.
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Fig. 6. Meixner case with c = 0:25, using 320 CLPs (left) and 640 CLPs (right).
We again call the reader’s attention to how well the algorithm predicts the support of the extremal
measure w and its dual measure  − w. In both cases the set of nodes Sm, from which the Leja
points Am were chosen, is uniformly distributed on a larger interval. However, the support of the
numerical solution s closely approximates the support of the extremal measure w.
4.5. The Kuijlaars–Dragnev example
We now introduce an application of the CLP method to 1nding the numerical solution of the
(unconstrained) weighted energy problem de1ned in Section 2. This is a new approach and the
results obtained have shown it to be a very promising technique.
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Fig. 7. Meixner case with c = e−4, using 320 CLPs (left) and 640 CLPs (right).
Suppose that E = [a; b], and that the external 1eld Q is di;erentiable with a HQolder continuous
derivative, i.e., Q ∈ C1+[a; b], for some ¿ 0. Then it is well known (see [3, Section 42:3]), that
the singular integral equation
∫ b
a
v(t)
t − x dt = Q
′(x); a¡x¡b; (4.15)
has a unique solution satisfying
∫ b
a
v(t) dt = 1: (4.16)
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Fig. 8. Kuijlaars–Dragnev case with C = 3:5; $ = 3; s = 320 (left), 640 (right).
Note that v(t) is not necessarily positive. But if it is, then it follows that v(t) dt is the equilibrium
measure w with external 1eld Q, where Q = log(1=w). The solution v(t) of (4.15) and (4.16) is
given by the explicit expression
v(t) =
1

√
(b− t)(t − a)
[
1 +
1

∫ b
a
Q′(s)
s− t
√
(b− s)(s− a) ds
]
; a¡ t¡b;
where the integral is a Cauchy principal value integral [3, p. 428].
Let 2 be the signed measure with density v(t), i.e., d2(t)= v(t) dt. Let 2= 2+− 2− be the Jordan
decomposition of this measure. Then Lemma 3 in [6] essentially claims that w62+. Because of
this, w = w for all ¿2
+. The idea is then to solve the integral equation (4.15) (even if only
numerically), obtain 2, and add an appropriate positive measure , such that 2+ ¿0. Then use the
CLP method to 1nd an approximation of w, thus 1nding the numerical solution of the weighted
energy problem. In the example that follows, we consider
E = [0; 1]; Q(x) =−Cx$; C ¿ 0; $¿ 1: (4.17)
In [6], Kuijlaars and Dragnev prove that the support of the equilibrium measure consists of at most
two intervals. Our numerical results clearly support this fact.
We have applied the CLP method to (4.17) for the case C=3:5; $=3 (Fig. 8), where the support
Sw consists of two intervals, and for the case C = 4; $= 3 (Fig. 9), where the support is only one
interval. The measure  chosen is d=dx on [0; 1]. This was enough to shift the function v(t) above
the x-axis. For di;erent values of the parameters C and $ one can always choose an appropriate 
such that 2+ ¿0. The smooth line on the graphs represents the density of 2, while the dotted line
is the density of the constraint =2+. The polygonal line is the density of the CLP approximation.
As shown by these pictures (Figs. 8 and 9), even though the constrained energy problem was
solved with  = 2+ , the approximate solution w is bounded by 2
+.
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Fig. 9. Kuijlaars–Dragnev case with C = 4; $ = 3; s = 320 (left), 640 (right).
5. Conclusions
In conclusion, let us mention that the constrained Leja points are easy to compute and they seem
to distribute evenly (they do not cluster too much). This makes the CLP algorithm a valuable and
stable numerical tool. Another important observation is that our method is very reliable for predicting
the endpoints of the support of the extremal measure w, as well as of the dual measure  − w.
Both supports play a vital role in the solution of the constrained energy problem. The numerical
solution of the weighted energy problem is another very important application of the CLP method.
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