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Abstract
In the paper, we first classify all polynomial maps of the form H =
(u(x, y, z), v(x, y, z), h(x, y)) in the case that JH is nilpotent and degz v ≤
1. After that, we generalize the structure of H to H =
(
H1(x1, x2, . . . , xn),
b3x3 + · · · + bnxn +H
(0)
2 (x2),H3(x1, x2), . . . ,Hn(x1, x2)
)
.
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1 Introduction
Throughout this paper, we will write K for any field with characteristic zero
and K[x] = K[x1, x2, . . . , xn] for the polynomial algebra over K with n indeter-
minates. Let F = (F1, F2, . . . , Fn) : K
n → Kn be a polynomial map, that is,
Fi ∈ K[x] for all 1 ≤ i ≤ n. Let JF = (
∂Fi
∂xj
)n×n be the Jacobian matrix of F .
For Hi, ui−1 ∈ K[x], we abbreviate
∂Hi
∂xj
as Hixj and
∂ui−1
∂xj
as u(i−1)xj , and define
degxi f as the highest degree of variable xi in f . Pn(i, j) denotes the n×n elemen-
tary permutation matrix which interchanges coordinates i and j, and Pn(i(a), j)
denotes the n × n elementary matrix which add a times of the i-th row to the
j-th row.
∗The author is supported by the National Natural Science Foundation of China
(Grant No.11601146; 11871241), the Natural Science Foundation of Hunan Province (Grant
No.2016JJ3085) and the Construct Program of the Key Discipline in Hunan Province.
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The Jacobian Conjecture (JC) raised by O.H. Keller in 1939 in [13] states
that a polynomial map F : Kn → Kn is invertible if the Jacobian determinant
det JF is a nonzero constant. This conjecture has been attacked by many people
from various research fields, but it is still open, even for n ≥ 2. Only the case
n = 1 is obvious. For more information about the wonderful 70-year history, see
[1], [11], and the references therein.
In 1980, S.S.S.Wang ([18]) showed that the JC holds for all polynomial maps
of degree 2 in all dimensions (up to an affine transformation). A powerful result
is the reduction to degree 3, due to H.Bass, E.Connell and D.Wright ([1]) in 1982
and A.Yagzhev ([20]) in 1980, which asserts that the JC is true if the JC holds
for all polynomial maps x+H , where H is homogeneous of degree 3. Thus, many
authors study these maps and led to pose the following problem.
(Homogeneous) dependence problem. Let H = (H1, . . . , Hn) ∈ K[x] be a (ho-
mogeneous) polynomial map of degree d such that JH is nilpotent and H(0) = 0.
Whether H1, . . . , Hn are linearly dependent over K?
The answer to the above problem is affirmative if rankJH ≤ 1 ([1]). In par-
ticular, this implies that the Dependence Problem has an affirmative answer in
the case n = 2. M. de Bondt and Van den Essen give an affirmative answer to
the above problem in the case that H is homogeneous and n = 3 ([5]).
With restrictions on the degree of H , more positive results are known. For
cubic homogeneous H , the case n = 4 has been solved affirmatively by Hubbers
in [12], using techniques of [19]. For cubic homogeneous H with rankJH = 2, the
Dependence Problem has an affirmative answer for every n, because the missing
case n ≥ 5 follows from [3, Theorem 4.3.1]. For cubic H , the case n = 3 has been
solved affirmatively as well, see e.g. [3, Corollary 4.6.6]).
For quadratic H , the Dependence Problem has an affirmative answer if rank
JH ≤ 2 (see [4] or [6, Theorem 3.4]), in particular if n ≤ 3. For quadratic
homogeneous H , the Dependence Problem has an affirmative answer in the case
n ≤ 5, and several authors contributed to that result. See [3, Appendix A] and
[16] for the case n = 5.
The first counterexamples to the Dependence Problem were found by Van
den Essen ([9], [11, Theorem 7.1.7 (ii)]). He constructs counterexamples for all
n ≥ 3. In another paper ([10]), he constructs a quadratic counterexample for
n = 4, which can be generalized to arbitrary even degree (see [11, Example 8.4.4]
for degree 4.
M. de Bondt was the first who found homogeneous counterexamples ([2]). He
constructed homogeneous counterexamples of 6 for n = 5, homogeneous coun-
terexamples of degree 4 and 5 for all n ≥ 6, and cubic homogeneous counterex-
amples for all n ≥ 10. Homogeneous counterexamples of larger degrees can be
made as well, except for n = 5 and odd degrees. A cubic homogeneous counterex-
ample for n = 9 can be found in [15], see also [3, Section 4.2].
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In [8], Chamberland and Van den Essen classified all polynomial maps of the
form
H =
(
u(x1, x2), v(x1, x2, x3), h(u(x1, x2), v(x1, x2, x3))
)
with JH nilpotent. The author and Tang [22] classified all polynomial maps of
the form H =
(
u(x1, x2), v(x1, x2, x3), h(x1, x2, x3)
)
with some conditions. In [21],
the author and M. de Bondt classify all polynomial maps of the form
H =
(
H1(x1, x2, . . . , xn), H2(x1, x2), H3(x1, x2, H1), . . . , Hn(x1, x2, H1)
)
with JH nilpotent. Castan˜eda and Van den Essen classify in [7] all polynomial
maps of the form
H =
(
u(x1, x2), u2(x1, x2, x3), u3(x1, x2, x4), . . . , un−1(x1, x2, xn), h(x1, x2)
)
with JH nilpotent.
A polynomial map of the form (x1, . . . , xi−1, xi+Q, xi+1, . . . , xn) is elementary
ifQ ∈ K[x1, . . . , xi−1, xi+1, . . . , xn]. A polynomial map is called tame if it is a finite
composition of invertible linear maps and elementary maps.
In the paper, we first classify all polynomial maps of the form H = (u(x, y, z),
v(x, y, z), h(x, y)) in the case that JH is nilpotent and degz v ≤ 1. Then, in section
3, we extend these results to the case where
H =
(
H1(x1, x2, . . . , xn), b3x3+ · · ·+ bnxn+H
(0)
2 (x2), H3(x1, x2), . . . , Hn(x1, x2)
)
.
In particular, we prove that F = x+H is tame.
2 Polynomial maps of the form H = (u(x, y, z), v(x,
y, z), h(x, y))
In the section, we classify polynomial maps of the form H = (u(x, y, z), v(x, y, z),
h(x, y)) in the case that JH is nilpotent, degz v(x, y, z) ≤ 1. Firstly, we prove
in Lemma 2.2 that u, v, h are linearly dependent in the case that JH is nilpo-
tent, degz v(x, y, z) = 1 and degz u = 2. Then we prove that u, v, h are linearly
dependent in Theorem 2.3 in the case that JH is nilpotent and degz v = 1 and
degz u > 2.
Lemma 2.1. Let u, v ∈ K[x, y, z], u = udz
d+· · ·+u1z+u0, v = vlz
l+· · ·+v1z+v0
with udvl 6= 0. If ux + vy = 0 and l ≤ d, then we have the following equations
(2.1) udx = · · · = u(l+1)x = 0
and
(2.2) uix + viy = 0
for 0 ≤ i ≤ l.
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Proof. We have the conclusion by comparing the coefficients of zj of the equation
ux + vy = 0 for 0 ≤ j ≤ d.
Lemma 2.2. Let H = (u(x, y, z), v(x, y, z), h(x, y)) be a polynomial map with
degz v(x, y, z) = 1. Assume that H(0) = 0 and degz u = 2. If JH is nilpotent,
then u, v, h are linearly dependent.
Proof. Since JH is nilpotent, we have the following equations:
ux + vy = 0,(2.3)
uxvy − vxuy − hxuz − hyvz = 0,(2.4)
vxhyuz − hxvyuz + hxuyvz − uxhyvz = 0.(2.5)
Let u, v be as in Lemma 2.1. Since degz u = 2, degz v = 1, it follows from equation
(2.3) and Lemma 2.1 that
(2.6) u2x = 0
and
(2.7) uix + viy = 0
for 0 ≤ i ≤ 1. It follows from equations (2.4) and (2.6) that
(u1xz + u0x)(v1yz + v0y)− (v1xz + v0x)(u2yz
2 + u1yz + u0y)
−hx(2u2z + u1)− hyv1 = 0.
(2.8)
We always view that the polynomials are in K[x, y, z] with coefficients in K[x, y]
while we compare the coefficients of the degree of z. Comparing the coefficients
of z3 and z2 of the above equation, we have v1xu2y = 0 and
(2.9) u1xv1y − v1xu1y − v0xu2y = 0.
Thus, we have u2y = 0 or v1x = 0.
(I) If u2y = 0, then we have u2 ∈ K
∗ and
(2.10) u1xv1y − v1xu1y = 0
by equations (2.6) and (2.9) respectively. It follows from equation (2.7) that u1x =
−v1y. Thus, there exists P ∈ K[x, y] such that u1 = Py, v1 = −Px. It follows from
equation (2.10)) that P 2xy − PxxPyy = 0. Then it follows from Lemma 2.1 in [8]
that
(2.11) u1 = Py = bf(ax+ by) + c2
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and
(2.12) v1 = −Px = −af(ax+ by) + c1
for some f(t) ∈ K[t] and f(0) = 0, a, b ∈ K∗, c1, c2 ∈ K. Then we have the
following equations:
(2.13) u1xv0y + u0xv1y − v1xu0y − v0xu1y − 2u2hx = 0
and
(2.14) u0xv0y − v0xu0y − u1hx − v1hy = 0
by comparing the coefficients of z and z0 of equation (2.8) respectively. It follows
from equations (2.5) and (2.6) that
[(v1xz + v0x)hy − hx(v1yz + v0y)](2u2z + u1)
+[hx(u1yz + u0y)− hy(u1xz + u0x)]v1 = 0.
(2.15)
Comparing the coefficients of z2, z, z0 of equation (2.15), we have the following
equations:
(2.16) v1xhy − hxv1y = 0,
(2.17) (v0xhy − hxv0y)2u2 + (v1xhy − hxv1y)u1 + (hxu1y − hyu1x)v1 = 0
and
(2.18) (v0xhy − hxv0y)u1 + (hxu0y − hyu0x)v1 = 0.
It follows from equations (2.12) and (2.16) that af ′ · (bhx − ahy) = 0. Thus, we
have a = 0 or f ′ = 0 or bhx = ahy.
(i) If a = 0, then
(2.19) u1 = bf(by) + c2, v1 = c1 ∈ K
∗
It follows from equations (2.13) and (2.19) that 2u2hx = −b
2f ′(by)v0x. Integrating
with respect to x of two sides of the above equation, we have
(2.20) h = −
b2
2u2
f ′(by)v0 +
c(y)
2u2
for some c(y) ∈ K[y]. Substituting equations (2.19) and (2.20) into equation
(2.17), we have the following equation:
v0x[−b
3f ′′(by)v0 + c
′(y)−
b4
2u2
v1 · (f
′(by))2] = 0.
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Thus, we have v0x = 0 or f
′′(by) = 0 and c′(y) = b
4
2u2
v1 · (f
′(by))2.
If v0x = 0, then it follows from equations (2.13) and (2.19) that hx = 0. It
follows from equation (2.18) that v1hyu0x = 0. Thus, we have hy = 0 or u0x = 0.
If u0x = 0, then it follows from equation (2.14) that hy = 0. If hy = 0, then h = 0
because h(0, 0) = 0. Thus, u, v, h are linearly dependent.
If f ′′(by) = 0, then f ′(by) ∈ K and c′(y) = b
4
2u2
v1(f
′(by))2 ∈ K. Let l :=
b2f ′(by) and c := l
2
(2u2)2
v1. Then it follows from equation (2.19) that v1 ∈ K
∗ and
u1 = ly + c2 for some c2 ∈ K. Since h(0, 0) = 0, it follows from equation (2.20)
that
(2.21) h = −
l
2u2
v0 + c · y.
It follows from equations (2.14) and (2.21) that
(2.22) v0xu0y − u0xv0y =
l
2u2
u1v0x +
l
2u2
v1v0y − cv1.
It follows from equations (2.18) and (2.21) that
(2.23) c · u1v0x + v1[−
l
2u2
(v0xu0y − u0xv0y)− c · u0x] = 0.
Substituting equation (2.22) into equation (2.23), we have the following equation:
c · u1v0x + v1[−
l2
(2u2)2
u1v0x +
lc
2u2
v1 −
l2
(2u2)2
v1v0y − c · u0x] = 0.
Since c = l
2
(2u2)2
v1, the above equation has the following form:
lc
2u2
v1 − c(v0y + u0x) = 0.
Substituting equation (2.7)(i = 0) into the above equation, we have lc
2u2
v1 = 0.
That is, lc = 0. Since c = l
2
(2u2)2
v1, we have c = l = 0. It follows from equation
(2.21) that h = 0. Thus, u, v, h are linearly dependent.
(ii) If f ′ = 0, then f = 0 because f(0) = 0. That is, u1 = c2, v1 = c1 ∈ K
∗.
It follows from equation (2.13) that hx = 0. It follows from equation (2.17) that
v0xhy = 0. Thus, we have hy = 0 or v0x = 0.
If hy = 0, then h = 0 because h(0, 0) = 0. Thus, u, v, h are linearly dependent.
If v0x = 0, then it follows from equation (2.18) that u0xhy = 0. That is, u0x = 0
or hy = 0. If u0x = 0, then it follows from equation (2.14) that hy = 0. Thus, we
have that hy = 0. It reduces to the above case.
(iii) If bhx = ahy, then we can assume that a · f
′ 6= 0, hence we have
(2.24) hy =
b
a
hx.
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Let x¯ = ax+ by, y¯ = y. It follows from equation (2.24) that we have hy¯ = 0. That
is, h ∈ K[ax+ by]. It follows from equations (2.11), (2.12), (2.17) and (2.24) that
(2.25) hx(
b
a
v0x − v0y) = 0.
It follows from equations (2.18) and (2.24) that
(2.26) u1hx(
b
a
v0x − v0y) + v1hx(u0y −
b
a
u0x) = 0.
It follows from equations (2.25) and (2.26) that hx = 0 or bv0x = av0y and
bu0x = au0y.
If hx = 0, then it follows from equation (2.24) that hy = 0. Thus, we have h = 0
because h(0, 0) = 0. so u, v, h are linearly dependent.
If bv0x = av0y and bu0x = au0y, then v0, u0 ∈ K[ax+ by] by the same reason as h.
Thus, it follows from equations (2.11), (2.12) and (2.13) that hx = 0. It reduces
to the former case.
(II) If v1x = 0, then it follows from equation (2.9) that
(2.27) u1xv1y − v0xu2y = 0.
It follows from equation (2.8) that
(2.28) (u1xz+u0x)(v1yz+v0y)−v0x(u2yz
2+u1yz+u0y)−hx(2u2z+u1)−hyv1 = 0.
Comparing the coefficients of z2, z, z0 of equation (2.28), we have the following
equations:
(2.29) u1xv1y − v0xu2y = 0,
(2.30) u1xv0y + u0xv1y − v0xu1y − 2u2hx = 0,
(2.31) u0xv0y − v0xu0y − u1hx − v1hy = 0.
It follows from equations (2.5) and (2.6) that
[v0xhy−(v1yz+v0y)hx](2u2z+u1)+[hx(u2yz
2+u1yz+u0y)−hy(u1xz+u0x)]v1 = 0.
Comparing the coefficients of z2, z and z0 of the above equation, we have the
following equations:
(2.32) hx(v1u2y − 2u2v1y) = 0,
(2.33) − v1yhxu1 + 2u2(v0xhy − v0yhx) + v1(hxu1y − hyu1x) = 0
7
and
(2.34) u1(v0xhy − v0yhx) + v1(hxu0y − hyu0x) = 0.
It follows from equation (2.32) that hx = 0 or v1u2y = 2u2v1y.
If hx = 0, then it follows from equation (2.33) that hy(2u2v0x − u1xv1) = 0.
Thus, we have that hy = 0 or 2u2v0x = v1u1x. If hy = 0, then h = 0 because
h(0, 0) = 0. Thus, u, v, h are linearly dependent. If 2u2v0x = v1u1x, then it follows
from equation (2.7)(i=1) that
(2.35) 2u2v0x = −v1v1y.
Substituting equations (2.35) and (2.7) to equation (2.29) , we have the following
equation: v1y(2u2v1y − v1u2y) = 0. Thus, we have v1y = 0 or 2u2v1y = v1u2y.
If v1y = 0, then it follows from equation (2.29) that v0xu2y = 0. Thus, we have
v0x = 0 or u2y = 0. If u2y = 0, then it reduces to (I). If v0x = 0, then it follows form
equation (2.34) that hyu0x = 0. Thus, we have hy = 0 or u0x = 0. If u0x = 0, then
it follows from equation (2.31) that hy = 0. Therefore, we have h = 0 because
h(0, 0) = 0. Thus, u, v, h are linearly dependent.
If 2u2v1y = v1u2y, then we have
(2.36)
u2y
u2
= 2
v1y
v1
.
Suppose that u2yv1y 6= 0. Then we have
u2 = e
c¯(x)v21
by integrating the two sides of (2.36) with respect to y. where c¯(x) is a function of
x. Since u2, v1 ∈ K[x, y], we have e
c¯(x) ∈ K(x). That is, u2 = c(x)v
2
1, where c(x) is
not equal to zero and belongs to K(x). Let c(x) = c1(x)
c2(x)
with c1(x), c2(x) ∈ K[x]
and c1(x) · c2(x) 6= 0. Then it follows from equations (2.29) and (2.7) that
v1y(2c(x)v1v0x + v1y) = 0.
That is,
(2.37) 2c1(x)v1v0x = −c2(x)v1y.
If v0x 6= 0, then we have that v1y = 0 by comparing the degree of y of equation
(2.37). Thus, we have v0x = 0. It follows from equation (2.37) that v1y = 0. This
contradicts with our assumption. Therefore, we have v1y = v0x = 0. It follows
from equation (2.36) that u2y = v1y = 0. which reduces to (I).
Theorem 2.3. Let H = (u(x, y, z), v(x, y, z), h(x, y)) be a polynomial map with
degz v(x, y, z) = 1. Assume that H(0) = 0 and degz u ≥ 2. If JH is nilpotent,
then u, v, h are linearly dependent.
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Proof. Let u, v be as in Lemma 2.1.
If degz u = 2, then the conclusion follows from Lemma 2.2.
If degz u ≥ 3, then it follows from equation (2.3) and Lemma 2.1 that
(2.38) udx = · · · = u2x = 0
and equation (2.7) is true. It follows from equations (2.4) and (2.38) that
(u1xz + u0x)(v1yz + v0y)− (v1xz + v0x)(udyz
d + u(d−1)yz
d−1
+ · · ·+ u1yz + u0y)− hx(dudz
d−1 + · · ·+ u1)− v1hy = 0.
(2.39)
We always view that the polynomials are in K[x, y, z] with coefficients in K[x, y]
when comparing the coefficients of the degree of z. Comparing the coefficients of
zd+1 and zd of equation (2.39), we have the following equations:
(2.40) udyv1x = 0
and
(2.41) v1xu(d−1)y + v0xudy = 0.
It follows from equations (2.40) and (2.41) that v1x = v0x = 0 or v1x = udy = 0
or udy = u(d−1)y = 0.
(a) If v1x = v0x = 0, then equation (2.39) has the following form:
(2.42) (u1xz + u0x)(v1yz + v0y)− hx(dudz
d−1 + · · ·+ u1)− hyv1 = 0.
If d > 3, then hx = 0 by comparing the coefficient of z
d−1 of equation (2.42). Thus,
it follows from equations (2.5) and (2.38) that hy(u1xz + u0x) = 0. Therefore, we
have hy = 0 or u1x = u0x = 0. If u1x = u0x = 0, then it follows from equation
(2.42) that hy = 0. Thus, we have h = 0 because h(0, 0) = 0. Therefore, u, v, h
are linearly dependent.
If d = 3, then comparing the coefficients of z2, z and z0 of equation (2.42), we
have the following equations:
(2.43) u1xv1y − 3u3hx = 0,
(2.44) u1xv0y − v1yu0x − 2u2hx = 0
and
(2.45) u0xv0y − u1hx − v1hy = 0.
It follows from equations (2.5) and (2.38) that
−hx(v1yz + v0y)(3u3z
2 + 2u2z + u1) + [hx(u3yz
3 + u2yz
2 + u1yz + u0y)
−hy(u1xz + u0x)]v1 = 0.
(2.46)
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Comparing the coefficients of z3 of the above equation, we have hx(3v1yu3 −
u3yv1) = 0. Thus, we have hx = 0 or 3u3v1y = v1u3y.
(a1) If hx = 0, then it follows from equation (2.46) that hy(u1xz + u0x) = 0.
That is, hy = 0 or u1x = u0x = 0. If u1x = u0x = 0, then it follows from equation
(2.42) that hy = 0. Thus, we have h = 0 because h(0, 0) = 0. Therefore, u, v, h
are linearly dependent.
(a2) If 3u3v1y = v1u3y, then
(2.47)
u3y
u3
= 3
v1y
v1
.
If v1y = 0, then u3y = 0. It follows from equation (2.43) that hx = 0. Thus, it
follows from the arguments of (a1) that u, v, h are linearly dependent. We can
assume that u3yv1y 6= 0. Then we have that u3 = e
d¯(x)v31 by integrating the two
sides of equation (2.47) with respect to y, where d¯(x) is a function of x. Since
u3, v1 ∈ K[x, y], we have e
d¯(x) ∈ K(x). That is,
(2.48) u3 = d(x)v
3
1
with d(x) ∈ K(x), d(x) 6= 0. Let d(x) = d1(x)
d2(x)
with d1(x), d2(x) ∈ K[x] and
d1(x) · d2(x) 6= 0. Substituting equations (2.7) and (2.48) into equation (2.43), we
have
(2.49) − 3d1(x)v
3
1hx = d2(x)v
2
1y
Then we have v1y = 0 by comparing the degree of y of equation (2.49). It follows
from equation (2.49) that hx = 0. Thus, it reduces to (a1).
(b) If v1x = udy = 0, then it follows from equation (2.38) that ud ∈ K
∗. Thus,
we have the following equation:
(2.50) − v0xuiy − (i+ 1)ui+1hx = 0
by comparing the coefficients of zi of equation (2.39) for i = d − 1, d − 2, . . . , 3.
Comparing the coefficients of z2, z and z0 of equation (2.39), we have the following
equations:
(2.51) u1xv1y − v0xu2y − 3u3hx = 0,
(2.52) u1xv0y + v1yu0x − v0xu1y − 2u2hx = 0
and
(2.53) u0xv0y − v0xu0y − u1hx − v1hy = 0.
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It follows from equations (2.5) and (2.38) that
[v0xhy − hx(v1yz + v0y)](dudz
d−1 + (d− 1)ud−1z
d−2 + · · ·+ u1)
+[hx(u(d−1)yz
d−1 + · · ·+ u1yz + u0y)− hy(u1xz + u0x)]v1 = 0.
(2.54)
Then we have hxv1y = 0 by comparing the coefficients of z
d of equation (2.54).
That is, hx = 0 or v1y = 0.
(b1) If hx = 0, then equation (2.54) has the following form:
(2.55) v0xhy(dudz
d−1 + (d− 1)ud−1z
d−2 + · · ·+ u1)− hy(u1xz + u0x)v1 = 0.
Comparing the coefficients of zd−1 of equation (2.55), we have that v0xhy = 0.
That is, v0x = 0 or hy = 0. If v0x = 0, then it reduces to (a). If hy = 0, then h = 0
because h(0, 0) = 0. Thus, u, v, h are linearly dependent.
(b2) If v1y = 0, then comparing the coefficients of z
d−1 and z0 of equation
(2.54), we have
(2.56) (v0xhy − hxv0y)dud + hxu(d−1)yv1 = 0
and
(2.57) (v0xhy − hxv0y)u1 + (hxu0y − hyu0x)v1 = 0.
It follows from equation (2.50)(i = d− 1) for d > 3 and from equation (2.51) for
d = 3 that
(2.58) hx = −
1
dud
v0xu(d−1)y .
Substituting equation (2.58) into equation (2.56), we have the following equation:
v0x[hy −
v1
d2u2d
u2(d−1)y +
1
dud
u(d−1)yv0y] = 0
for d ≥ 3. Thus, we have v0x = 0 or
(2.59) hy =
v1
d2u2d
u2(d−1)y −
1
dud
u(d−1)yv0y.
If v0x = 0, then it reduces to (a). Otherwise, substituting equations (2.58), (2.59)
into equation (2.53),we have that
(2.60) u0xv0y − v0xu0y = −
u1
dud
v0xu(d−1)y +
v21
d2u2d
u2(d−1)y −
v1
dud
u(d−1)yv0y.
Substituting equations (2.58), (2.59) into equation (2.57), we have that
(2.61)
u1v1
d2u2d
u2(d−1)yv0x −
v21
d2u2d
u2(d−1)yu0x +
v1
dud
u(d−1)y(u0xv0y − v0xu0y) = 0.
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Then we have
v31
d3u3
d
u3(d−1)y = 0 by substituting equations (2.7), (2.60) into equa-
tion (2.61). That is, u(d−1)y = 0. It follows from equation (2.50)(i = d − 1) that
hx = 0. Then it reduces to (b1).
(c) If udy = u(d−1)y = 0, then it follows from equations (2.4) and (2.6) that
(u1xz + u0x)(v1yz + v0y)− (v1xz + v0x)(u(d−2)yz
d−2 + · · ·
+u1yz + u0y)− hx(dudz
d−1 + · · ·+ u1)− hyv1 = 0.
(2.62)
Comparing the coefficients of zj of equation (2.62) for j = d − 2, . . . , 3, we have
the following equations:
(2.63) − v1xu(j−1)y − v0xujy − (j + 1)uj+1hx = 0.
Comparing the coefficients of zd−1, z2, z and z0 of equation (2.62), we have the
following equations:
(2.64) − v1xu(d−2)y − dudhx = 0,
(2.65) u1xv1y − v1xu1y − v0xu2y − 3u3hx = 0,
(2.66) u1xv0y + v1yu0x − v1xu0y − v0xu1y − 2u2hx = 0
and
(2.67) u0xv0y − v0xu0y − u1hx − v1hy = 0.
If d = 3, then equations (2.63) and (2.64) are not available. If d = 4, then equation
(2.63) is not available. It follows from equations (2.5) and (2.38) that
[(v1xz + v0x)hy − hx(v1yz + v0y)](dudz
d−1 + (d− 1)ud−1z
d−2 + · · ·
+u1) + [hx(u(d−2)yz
d−2 + · · ·+ u1yz + u0y)− hy(u1xz + u0x)]v1 = 0.
(2.68)
Comparing the coefficients of zd and zd−1 of equation (2.68), we have the following
equations:


dud(v1xhy − hxv1y) = 0,
(d− 1)ud−1(v1xhy − hxv1y) + dud(v0xhy − hxv0y) = 0.
That is,
v1xhy − hxv1y = 0, v0xhy − hxv0y = 0.(2.69)
Then equation (2.68) has the following form:
(2.70) hx(u(d−2)yz
d−2 + · · ·+ u1yz + u0y)− hy(u1xz + u0x) = 0.
12
Then we have hxuky = 0 by comparing the coefficients of z
k of equation (2.70)
for 2 ≤ k ≤ d− 2.
If d ≥ 4, then we have hx = 0 or u(d−2)y = · · · = u2y = 0. If u(d−2)y = · · · =
u2y = 0, then it follows from equation (2.64) that hx = 0. If hx = 0, then it
follows from equation (2.70) that hy = 0 or u1x = u0x = 0. If u1x = u0x = 0,
then it follows from equation (2.64) that v1x = 0 or u(d−2)y = 0. If v1x = 0,
then it reduces to (b). If u(d−2)y = 0, then it follows from equation (2.63) that
u(d−3)y = · · · = u2y = 0. It follows from equation (2.65) that u1y = 0. Then we
have u0y = 0 by substituting the above equations into equation (2.66). It follows
from equation (2.67) that hy = 0. Thus, we have h = 0 because h(0, 0) = 0.
Therefore, u, v, h are linearly dependent.
If d = 3, then equation (2.70) has the following form:
hx(u1yz + u0y)− hy(u1xz + u0x) = 0.
That is,
u1yhx − hyu1x = 0, u0yhx − hyu0x = 0.(2.71)
If h = 0, then the conclusion follows. Suppose that h 6= 0 in the following argu-
ments. It follows from equations (2.69) and (2.71) that
v1y : v1x = hy : hx = v0y : v0x, u1y : u1x = hy : hx = u0y : u0x.(2.72)
Substituting (2.72) into equations (2.65), (2.66), (2.67) respectively, we have the
following equations:
(2.73) v0xu2y + 3u3hx = 0,
(2.74) 2u2hx = 0
and
(2.75) u1hx + v1hy = 0.
It follows from equation (2.74) that u2 = 0 or hx = 0. If u2 = 0, then it follows
from equation (2.73) that hx = 0. If hx = 0, then it follows from equation (2.75)
that hy = 0. Thus, we have h = 0 because h(0, 0) = 0. This contradicts with our
assumption.
Proposition 2.4. Let H = (u(x, y, z), v(x, y, z), h(x, y)) be a polynomial map
with degz v(x, y, z) = 1. Assume that H(0) = 0 and degz u ≥ 2. If JH is nilpotent,
then there exists T ∈ GL3(K) such that
T−1HT = (a2(z)h(a1(z)x+ a2(z)y) + c1(z),−a1(z)h(a1(z)x+ a2(z)y) + c2(z), 0)
for some ai(z), ci(z) ∈ K[z] and f(t) ∈ K[z][t].
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Proof. It follow from Theorem 2.3 that u, v, h are linearly dependent over K.
Then the conclusion follows from Theorem 7.2.25 in [11] or Corollary 1.1 in [8].
Next we only need to consider the polynomial maps H and the components
of H are linearly independent over K.
Lemma 2.5. Let H = (u, v, h) be a polynomial map in K[x, y, z] with nilpotent
Jacobian matrix. Let d be the degree of (u, v, h) with respect to z, and (ud, vd, hd) be
the coefficient of zd of (u, v, h). Then we can transform linearly to obtain vd ∈ K,
ud ∈ K[x2], and the degree with respect to z of h unchanged.
Proof. Taking coefficients of zd and z2d of the trace condition and the 2×2 minors
condition respectively, we obtain that Jx1,x2(ud, vd) is nilpotent. By way of a linear
transformation, we obtain that Jx1,x2(ud, vd) is upper triangular. This yields the
claims.
Theorem 2.6. Let H = (u(x, y, z), v(x, y, z), h(x, y)) be a polynomial map with
degz v(x, y, z) ≤ 1. Assume that H(0) = 0 and the components of H are linearly
independent over K. If JH is nilpotent, then there exists T ∈ GL3(K) such that
T−1HT has the form of Theorem 2.4 for n = 3 in [21].
Proof. Since u, v, h are linearly independent, it follows from Theorem 2.3 that
degz u ≤ 1. Then it follows from Lemma 2.5 that there exists T1 ∈ GL3(K) such
that T−11 HT1 = (u1z + u0, v1z + v0, h(x, y)) with u1 ∈ K[x2], v1 ∈ K, u0, v0 ∈
K[x, y]. Taking the coefficients of z of the 2×2 minors condition and 3×3 minor
condition of J(T−11 HT1) respectively, we obtain that v0xu1y = 0 and v1hxu1y = 0.
Thus, we have u1 ∈ K or v1 = 0 or v0x = hx = 0. As for the two former two cases,
there exists T2 ∈ GL3(K) such that T
−1
2 T
−1
1 HT1T2 = (u¯(x, y, z), v¯(x, y), h(x, y)).
Thus, the conclusion follows from Theorem 2.4 in [21]. If v0x = hx = 0, then
the determinant of J(T−11 HT1) is v1u0xhy, which is 0. Thus, we have u0x = 0 or
hy = 0. If u0x = 0, then we have hy = 0 by considering the 2×2 minors condition
of J(T−11 HT1). If hy = 0, then h = 0 because H(0) = 0. Thus, u, v, h are linearly
dependent over K. This contradicts with the condition that the components of
H are linearly independent over K.
3 A generalization of the form of H
In the section, we first prove in Lemma 3.2 that degH
(d)
1 ≤ 1, where H
(d)
1 is
the leading homogeneous part with respect to x3, . . . , xn of H1, where H =
(H1(x1, x2, . . . , xn), b3x3 + · · · + bnxn + H
(0)
2 (x1, x2), H3(x1, x2), . . . , Hn(x1, x2)),
JH is nilpotent and the components of H are linearly independent. Then we
classify in Theorem 3.3 all polynomial maps of the form
H = (H1(x1, x2, . . . , xn), b3x3 + · · ·+ bnxn +H
(0)
2 (x2), H3(x1, x2), . . . , Hn(x1, x2)),
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where JH is nilpotent and the components of H are linearly independent.
Lemma 3.1. Let H be a polynomial map over K of the form
(H1(x1, x2, . . . , xn), H2(x1, x2, . . . , xn), H3(x1, x2), . . . , Hn(x1, x2))
where H2 = b3x3 + · · · + bnxn + H
(0)
2 (x1, x2), b3, . . . , bn ∈ K, H
(0)
2 ∈ K[x1, x2].
Write h2 = b3H3 + · · ·+ bnHn. If JH is nilpotent, then
H1x1 +H2x2 = 0,(3.1)
(H2x2)
2 +H1x2H2x1 +H1x3H3x1 + · · ·+H1xnHnx1 + h2x2 = 0,(3.2)
H1x3(H2x1H3x2 −H2x2H3x1) +H1x4(H2x1H4x2 −H2x2H4x1) + · · ·
+H1xn(H2x1Hnx2 −H2x2Hnx1)− (H1x1h2x2 −H1x2h2x1) = 0,
(3.3)
H1x3(H3x1h2x2 −H3x2h2x1) +H1x4(H4x1h2x2 −H4x2h2x1 + · · ·
+H1xn(Hnx1h2x2 −Hnx2h2x1) = 0.
(3.4)
Proof. Equation (3.1) follows from the fact that the trace of JH is zero. Since
the sum of the principal minor determinants of size 2 of JH is zero as well, we
deduce that
−H1x1H2x2 +H1x2H2x1 +H1x3H3x1 + · · ·+H1xnHnx1 + h2x2 = 0.
Adding equation (3.1)H2x2 times to it yields equation (3.2). Since the sum of the
principal minor determinants of size 3 of JH is zero as well, we deduce that
(H3x1H4x2 −H4x1H3x2)(b4H1x3 − b3H1x4) + · · ·+ (H3x1Hnx2−
Hnx1H3x2)(bnH1x3 − b3H1xn) + (H4x1H5x2 −H5x1H4x2)(b5H1x4 − b4H1x5)
+ · · ·+ (H(n−1)x1Hnx2 −Hnx1H(n−1)x2)(bnH1xn−1 − bn−1H1xn) = 0.
We view the above equation in another way; put the terms which contain H1xi
together in the above equation for 3 ≤ i ≤ n, so we have equation (3.4).
Lemma 3.2. Let H be a polynomial map over K of the form
(H1(x1, x2, . . . , xn), H2(x1, x2, . . . , xn), H3(x1, x2), . . . , Hn(x1, x2)),
where H(0) = 0 and H2(x1, . . . , xn) = b3x3+ · · ·+bnxn+H
(0)
2 (x1, x2), b3, . . . , bn ∈
K, H
(0)
2 ∈ K[x1, x2]. If JH is nilpotent and the components of H are linearly
independent over K, then degH
(d)
1 ≤ 1, where H
(d)
1 is the leading homogeneous
part with respect to x3, . . . , xn of H1. Moreover, If degH
(d)
1 = 1, then H
(d)
1 ∈
K[x3, x4, . . . , xn].
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Proof. If b3 = · · · = bn = 0, then the conclusion follows from Lemma 2.3 in [21].
Assume that at least one of b3, . . . , bn is non-zero in the following arguments.
Write H1 = H
(d)
1 +H
(d−1)
1 + · · ·+H
(1)
1 +H
(0)
1 , where H
(i)
1 is the homogeneous part
of degree i with respect to x3, . . . , xn of H1. Comparing the degree in equation
(3.1) of the monomials with respect to x3, . . . , xn of degree i for 0 ≤ i ≤ d, we
have the following equations:
(H
(d)
1 )x1 = · · · = (H
(1)
1 )x1 = 0, (H
(0)
1 )x1 + (H
(0)
2 )x2 = 0.(3.5)
(a) If H2x1 = 0, then (H
(d)
1 )x2 · h2x1 = 0 by focusing on the leading ho-
mogeneous part with respect to x3, x4, . . . , xn of equation (3.3). Thus, we have
(H
(d)
1 )x2 = 0 or h2x1 = 0.
If h2x1 = 0, then equation (3.4) has the following form:
h2x2 [H1x3H3x1 +H1x4H4x1 + · · ·+H1xnHnx1] = 0.
That means h2x2 = 0 or H1x3H3x1 +H1x4H4x1 + · · ·+H1xnHnx1 = 0. If h2x2 = 0,
then h = 0 because H(0) = 0. Thus, H3, . . . , Hn are linearly dependent. This
contradicts the fact that the components of H are linearly independent over K.
Therefore, we have
(3.6) H1x3H3x1 +H1x4H4x1 + · · ·+H1xnHnx1 = 0.
Substituting equation (3.6) into equations (3.2), (3.3) respectively, we have the
following equations
(H2x2)
2 + h2x2 = 0,(3.7)
H1x1h2x2 = 0.(3.8)
Substituting equation (3.1) into equation (3.8), we have the following equation:
(3.9) H2x2h2x2 = 0.
It follows from equations (3.7) and (3.9) that H2x2 = h2x2 = 0. Thus, we have h =
0 because H(0) = 0. Thus, H3, . . . , Hn are linearly dependent. This contradicts
the fact that the components of H are linearly independent over K. Thus, we
have that
(H
(d)
1 )x2 = 0.
(b) If H2x1 6= 0, then we have (H
(d)
1 )x2 = 0 by considering the leading homo-
geneous part with respect to x3, x4, . . . , xn of equation (3.2).
Now assume that d > 1. Focus on the homogeneous part of degree d− 1 with
respect to x3, x4, . . . , xn of equations (3.2), (3.3) and (3.4) respectively. we deduce
that
(3.10) (H
(d−1)
1 )x2H2x1 + (H
(d)
1 )x3H3x1 + · · ·+ (H
(d)
1 )xnHnx1 = 0,
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H2x1((H
(d)
1 )x3H3x2 + · · ·+ (H
(d)
1 )xnHnx2)−H2x2((H
(d)
1 )x3H3x1+
· · ·+ (H
(d)
1 )xnHnx1) + (H
(d−1)
1 )x2h2x1 = 0
(3.11)
and
h2x2((H
(d)
1 )x3H3x1 + · · ·+ (H
(d)
1 )xnHnx1) =
h2x1((H
(d)
1 )x3H3x2 + · · ·+ (H
(d)
1 )xnHnx2).
(3.12)
As (H
(d−1)
1 )x1 = 0, we have H
(d−1)
1 ∈ K[x2, x3, . . . , xn]. We view H
(d−1)
1 as a
polynomial in K[x3, . . . , xn] with coefficients in K[x2], then we have the following
equations:
(3.13) e3H3x1 + e4H4x1 + · · ·+ enHnx1 = −q(x2)H2x1 ,
(3.14) H2x1(e3H3x2 + · · ·+ enHnx2) + q(x2)h2x1 = H2x2(e3H3x1 + · · ·+ enHnx1),
(3.15) h2x2(e3H3x1 + · · ·+ enHnx1) = h2x1(e3H3x2 + · · ·+ enHnx2)
by comparing the coefficients of any monomials xj33 · · ·x
jn
n with j3 + · · · + jn =
d − 1 of equations (3.10), (3.11) and (3.12) respectively, where q(x2) ∈ K[x2],
e3, . . . , en ∈ K and at least one of e3, . . . , en is non-zero. Since H2x1 = (H
(0)
2 )x1 ,
we have that
(3.16) e3H3 + e4H4 + · · ·+ enHn = −q(x2)H
(0)
2 + g(x2)
by integrating the two sides of equation (3.13) with respect to x1, where g(x2) ∈
K[x2] and g(0) = 0. Differentiating the two sides of equation (3.16) with respect
to x2, we have that
(3.17) e3H3x2 + e4H4x2 + · · ·+ enHnx2 = −q
′(x2)H
(0)
2 − q(x2)(H
(0)
2 )x2 + g
′(x2).
Since H2x1 = (H
(0)
2 )x1, we have
(3.18) − q′(x2)H
(0)
2 (H
(0)
2 )x1 + g
′(x2)(H
(0)
2 )x1 + q(x2)h2x1 = 0
by substituting equation (3.17) into equation (3.14). Thus, we have
(3.19) −
1
2
q′(x2)(H
(0)
2 )
2 + g′(x2)H
(0)
2 + q(x2)h2 = g¯(x2)
by integrating the two sides of equation (3.18) with respect to x1, where g¯(x2) ∈
K[x2] and g¯(0) = 0. Substituting equations (3.13), (3.17) into equation (3.15),
we have that
(3.20) q(x2)(H
(0)
2 )x1h2x2 = (q(x2)(H
(0)
2 )x2 + q
′(x2)H
(0)
2 − g
′(x2))h2x1.
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If q(x2) = 0, then it follows from equation (3.13) that
(3.21) e3H3x1 + · · ·+ enHnx1 = 0.
Substituting equation (3.21) into equation (3.14), we have that
H2x1(e3H3x2 + · · ·+ enHnx2) = 0.
That is, H2x1 = 0 or e3H3x2 + · · ·+ enHnx2 = 0.
If e3H3x2 + · · · + enHnx2 = 0, then e3H3 + · · · + enHn = 0 because H(0) =
0. Thus, H3, . . . , Hn are linearly dependent. This contradicts the fact that the
components of H are linearly independent over K.
If H2x1 = 0, then we assume without loss of generality that
(H
(d)
1 )x3, (H
(d)
1 )x4, . . . , (H
(d)
1 )xk
are linearly independent over K, and (H
(d)
1 )xk+1 = (H
(d)
1 )xk+2 = · · · = (H
(d)
1 )xn =
0. It is easy to see that k ≥ 3. Then (H
(d)
1 )x3, (H
(d)
1 )x4, . . . , (H
(d)
1 )xk are linearly
independent over K(x1, x2) as well. So if we focus on the leading homogeneous
part with respect to x3, x4, . . . , xn of equation (3.4), we infer that
Hix1h2x2 −Hix2h2x1 = 0
for each i ∈ {3, 4, . . . , k}. Consequently, Hi is algebraically dependent over K
on h2 for each i ∈ {3, 4, . . . , k}, and there exists an f ∈ K[x1, x2], such that
Hi, h2 ∈ K[f ] for each i ∈ {3, 4, . . . , k}. So if we focus the leading homogeneous
part with respect to x3, . . . , xn of equation (3.2), H3x1, . . . , Hkx1 are linearly de-
pendent over K(x3, . . . , xn), and hence over K. Since the rank of the sub-matrix
of rows 3, 4, . . . , k of JH is 1, the rows of this sub-matrix are linearly dependent
over K along with the entries of the first column. This contradicts the fact that
the components of H are linearly independent over K. So we can assume that
q(x2) 6= 0 in the following arguments.
It follows from equation (3.18) that
(3.22) h2x1 = (q(x2))
−1(q′(x2)H
(0)
2 (H
(0)
2 )x1 − g
′(x2)(H
(0)
2 )x1).
Substituting equation (3.22) into equation (3.20), we have that
(3.23) h2x2 = (q(x2))
−2(q(x2)(H
(0)
2 )x2 + q
′(x2)H
(0)
2 −g
′(x2))(q
′(x2)H
(0)
2 −g
′(x2)).
Differentiating the two sides of equation (3.19) with respect to x2, we have that
−
1
2
q′′(x2)(H
(0)
2 )
2 − q′(x2)H
(0)
2 (H
(0)
2 )x2 + g
′′(x2)H
(0)
2
+g′(x2)(H
(0)
2 )x2 + q
′(x2)h2 + q(x2)h2x2 = g¯
′(x2).
(3.24)
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We can get the equations about h2 and h2x2 from equations (3.19) and (3.23) re-
spectively, and then substituting them into equation (3.24), we have the following
equation:
(−
1
2
q(x2)q
′′(x2) +
3
2
(q′(x2))
2)(H
(0)
2 )
2 + (q(x2)g
′′(x2)− 3g
′(x2)q
′(x2))H
(0)
2
= q(x2)g¯
′(x2)− q
′(x2)g¯(x2)− (g
′(x2))
2.
(3.25)
If (H
(0)
2 )x1 = 0, then it follows from equation (3.22) that h2x1 = 0. Thus, we have
that H3, . . . , Hn are linearly dependent by following the arguments of Lemma 3.2
(a). This contradicts the fact that the components of H are linear independent
over K. Thus, we have (H
(0)
2 )x1 6= 0.
Comparing the degree of x1 of equation (3.25), we have
(3.26) q(x2)q
′′(x2) = 3(q
′(x2))
2
and
(3.27) q(x2)g
′′(x2) = 3g
′(x2)q
′(x2).
Thus, we have q′(x2) = 0 by comparing the coefficients of the highest degree of
x2 of equation (3.26). Therefore, it follows from equation (3.27) that g
′′(x2) = 0.
Then equation (3.25) has the following form:
q(x2)g¯
′(x2) = (g
′(x2))
2.
Let c := q(x2) ∈ K
∗. Since H(0) = 0, we have g(0) = g¯(0) = 0. So we assume
that g(x2) = c˜x2 for some c˜ ∈ K. Then g¯(x2) =
c˜2
c
x2. It follows from equation
(3.19) that
(3.28) h2 =
c˜
c2
(−cH
(0)
2 + c˜x2).
If c˜ = 0, then it follows from equation (3.28) that h2 = 0. Thus, H3, . . . , Hn
are linearly dependent. This contradicts the fact that the components of H are
linear independent over K.
If c˜ 6= 0, then let r = c˜
c
6= 0, we have b3H3 + · · ·+ bnHn + rH
(0)
2 = r
2x2. Let
T¯ =


1 0 0 · · · 0
0 1
r
− b3
r
· · · − bn
r
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1


.
Then we have that T¯−1HT¯ = (H¯1, r · x2, H¯3, . . . , H¯n). Since JH is nilpotent, we
have that J(T¯−1HT¯ ) is nilpotent. However, the element of the second row and
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the second column of the matrix (J(T¯−1HT¯ ))m is rm, which is not equal to zero.
This contradicts the fact that the matrix J(T¯−1HT¯ ) is nilpotent. Thus, d ≤ 1.
If d = 1, then we have H
(d)
1 ∈ K[x3 . . . , xn] by following the former arguments of
(a) and (b) Lemma 3.2.
Theorem 3.3. Let H be a polynomial map over K of the form
(H1(x1, x2, . . . , xn), H2(x2, . . . , xn), H3(x1, x2), . . . , Hn(x1, x2)),
where H(0) = 0 and H2(x2, . . . , xn) = b3x3+ · · ·+bnxn+H
(0)
2 (x2), b3, . . . , bn ∈ K,
H
(0)
2 ∈ K[x2]. If JH is nilpotent and the components of H are linearly independent
over K, then there exists a T ∈ GLn(K) such that T
−1 ◦ H ◦ T be the form of
Theorem 2.4 in [21].
Proof. If b3 = · · · = bn = 0, then the conclusion follows from Theorem 2.4 in
[21]. We can assume that at least one of b3, . . . , bn is non-zero in the following
arguments.
It follows from Lemma 3.2 that degH
(d)
1 ≤ 1, where H
(d)
1 is the leading ho-
mogeneous part with respect to x3, . . . , xn of H1.
If degH
(d)
1 = 0, then let T˜ = Pn(1, 2); T˜
−1HT˜ is of the form of Theorem 2.4
in [21] and J(T˜−1HT˜ ) is nilpotent. Thus, the conclusion follows from Theorem
2.4 in [21].
If degH
(d)
1 = 1, then let H1 = a3x3 + a4x4 + · · ·+ anxn +H
(0)
1 (x1, x2), where
H
(0)
1 ∈ K[x1, x2]. Since JH is nilpotent, it follows from Lemma 3.1 that we have
the following equations:
(H
(0)
1 )x1 + (H
(0)
2 )x2 = 0,(3.29)
(H
(0)
1 )x1(H
(0)
2 )x2 − h1x1 − h2x2 = 0,(3.30)
−(H
(0)
2 )x2h1x1 − ((H
(0)
1 )x1h2x2 − (H
(0)
1 )x2h2x1) = 0,(3.31)
h2x2h1x1 − h2x1h1x2 = 0(3.32)
where h1 =
∑n
i=3 aiHi, h2 =
∑n
i=3 biHi. Clearly, h1 · h2 6= 0. It follows from
equation (3.32) that there exists f ∈ K[x1, x2], such that h1, h2 ∈ K[f ]. We have
the following equation:
(3.33) H
(0)
1 = −(H
(0)
2 )
′ · x1 +W (x2)
by integrating the two sides of equation (3.29) with respect to x1, where W (x2) ∈
K[x2]. It follows from equation (3.30) that
(3.34) h1x1 = −h2x2 − [(H
(0)
2 )
′]2.
Replacing h1x1 with equation (3.34) in equation (3.31), we have the following
equation:
(3.35) 2(H
(0)
2 )
′h2x2 + (H
(0)
1 )x2h2x1 = −[(H
(0)
2 )
′]3.
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Substituting equation (3.33) for (H
(0)
1 )x2 in equation (3.35), we have the following
equation:
(3.36) h′2(f)[2(H
(0)
2 )
′ · fx2 − (H
(0)
2 )
′′ · x1 · fx1 +W
′(x2)fx1] = −[(H
(0)
2 )
′]3.
If fx1 = 0, then h1x1 = h2x1 = 0. It follows from equation (3.31) that (H
(0)
1 )x1 ·h2x2
= 0. Thus, we have (H
(0)
1 )x1 = 0 or h2x2 = 0.
If (H
(0)
1 )x1 = 0, then it follows from equation (3.30) that h2x2 = 0.
If h2x2 = 0, then we have h2 = 0 because H(0) = 0. Thus, H3, . . . , Hn
are linearly dependent. This contradicts the fact that the components of H are
linearly independent over K.
If fx1 6= 0, then it follows from equation (3.36) that h
′
2(f) ∈ K or (H
(0)
2 )
′ = 0
and W ′(x2) = 0.
If (H
(0)
2 )
′ = 0 and W ′(x2) = 0, then we have H
(0)
2 = 0 and H
(0)
1 = W (x2) = 0
because H(0) = 0. Thus, it follows from equations (3.30) and (3.32) that J(h1, h2)
is nilpotent, which we deduce that there is c ∈ K such that h2 = ch1.
If h′2(f) ∈ K, we have h2(f) = c2f for some c2 ∈ K because H(0) = 0. It
follows from equation (3.34) that
(3.37) h′1(f) · fx1 = −c2fx2 − [(H
(0)
2 )
′]2.
Let l = degx1 f . Then l ≥ 1.
If l ≥ 2, then h′1(f) ∈ K by comparing the degree of x1 of equation (3.37).
Since H(0) = 0, we have h1 = c1f for some c1 ∈ K.
If l = 1, then let f = α1(x2) · x1 + α0(x2) with α1, α0 ∈ K[x2] and α1 6=
0, we have degf h
′
1 ≤ 1 by comparing the degree of x1 of equation (3.37). Let
h′1 = t2f + c1 for some c1, t2 ∈ K. We view that the polynomials are in K[x2][x1]
with coefficients in K[x2] when comparing the coefficients of x
j
1. Comparing the
coefficients of x1 of equation (3.37), we have that
t2 · α
2
1 = −c2α
′
1.
Thus, we have that α′1 = 0 and t2 = 0 by comparing the degree of x2 of the above
equation. Thus, we have
h1 = c1f.
If c1 = 0, then h1 = 0. Thus, H3, . . . , Hn are linearly dependent. This contradicts
the fact that the components of H are linearly independent over K.
If c1 6= 0, then h2 =
c2
c1
h1. Since the components of H are linearly independent
over K, we have bi =
c2
c1
ai for all 3 ≤ i ≤ n. Let Tˆ = Pn(1(
c2
c1
), 2). Then Tˆ−1HTˆ
is of the form of Theorem 2.4 in [21], and J(Tˆ−1HTˆ ) is nilpotent. Thus, the
conclusion follows.
Corollary 3.4. Let F = x+H, where H be as in Theorem 3.3. If JH is nilpotent
and the components of H are linearly independent over K, then F is tame.
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Proof. The conclusion follows from Theorem 3.3 and the arguments of section 3
in [21].
4 Some Remarks
In order to classify all polynomial maps with nilpotent Jacobians of the form
(H1(x1, x2, . . . , xn), H2(x1, x2, . . . , xn), H3(x1, x2), . . . , Hn(x1, x2)),
where H(0) = 0, H2(x1, . . . , xn) = b3x3 + · · ·+ bnxn +H
(0)
2 (x1, x2), and the com-
ponents of H are linearly independent over K, it suffices to classify all polynomial
maps in dimension 4 of the form
h˜ = (z + h˜1(x, y), w + h˜2(x, y), h˜3(x, y), h˜4(x, y)),
where Jh˜ is nilpotent and h˜i ∈ K[x, y] for all 1 ≤ i ≤ 4, and the component of h˜
are linearly independent over K.
Jacobian nilpotency of h˜ is just the Keller condition on x + th˜, so we have
that
(x+ th˜1(x, y) + tz, y + th˜2(x, y) + tw, z + th˜3(x, y), w + th˜4(x, y))
is a Keller map over K[t]. This is equivalent to that
(x+ th˜1(x, y)− t
2h˜3(x, y), y + th˜2(x, y)− t
2h˜4(x, y))
is a Keller map over K[t]. By Moh’s result [14], these maps are invertible over
K(t), hence over K[t], if the degree is at most 100. In [17], it is claimed that there
are errors in Moh’s work, but these errors are repaired.
We can find the solution for h˜ if the components of h˜ are linearly dependent.
More precisely, we have the following theorem.
Theorem 4.1. Let h˜ = (z + h˜1(x, y), w + h˜2(x, y), h˜3(x, y), h˜4(x, y)), where h˜i ∈
K[x, y] for 1 ≤ i ≤ 4. If Jh˜ is nilpotent and the components of h˜ are linearly
dependent, then there exists T ∈ GL4(K) such that T
−1h˜T = (0, w, 0, 0)+ H˜ and
H˜ is the form of Theorem 3.1 in [21].
Proof. Since the components of h˜ are linearly dependent, there exists λ ∈ K
such that h4 = λh3. Let T1 ∈ P4(3(λ), 4). Then T
−1
1 h˜T1 = (z + h˜1, w + λz +
h˜2, h˜3, 0). There is T2 ∈ P4(1(λ), 2) such that T
−1
2 (T
−1
1 h˜T1)T2 = (z + hˆ1, w+ hˆ2−
λhˆ1, hˆ3, 0), where hˆi = h˜i(x, y + λx). Since (T1T2)
−1h˜T1T2 is nilpotent, we have
JHˆ is nilpotent, where Hˆ = (z+ hˆ1, hˆ2−λhˆ1, hˆ3, 0). Thus, the conclusion follows
from Theorem 3.1 in [21].
Acknowledgement: The author is very grateful to Michiel de Bondt who
give some good suggestions, especially the proof of Theorem 2.5 and the setup of
section 4.
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