It is shown that max-stable random vectors in [0, ∞) d with unit Fréchet marginals are in one to one correspondence with convex sets K in [0, ∞) d called max-zonoids. The max-zonoids can be characterised as sets obtained as limits of Minkowski sums of simplices or, alternatively, as the selection expectation of a random simplex whose distribution is controlled by the spectral measure of the max-stable random vector. Furthermore, the cumulative distribution function P{ξ ≤ x} of a maxstable random vector ξ with unit Fréchet marginals is determined by the norm of the inverse to x, where all possible norms are given by the support functions of max-zonoids. As an application, geometrical interpretations of a number of wellknown concepts from the theory of multivariate extreme values and copulas are provided. The convex geometry approach makes it possible to generalise a number of known results and to introduce new operations with max-stable random vectors.
Introduction
A random vector ξ in R d is said to have a max-stable distribution if, for every n ≥ 2, the cooordinatewise maximum of n i.i.d. copies of ξ coincides in distribution with an affine transform of ξ, i.e. ξ 1 ∨ · · · ∨ ξ n d ∼ a n ξ + b n (1.1)
for a n > 0 and b n ∈ R d . If (1.1) holds with b n = 0 for all n, then ξ is called strictly max-stable, see, e.g., [2, 22, 29] .
Since every max-stable random vector ξ is infinitely divisible with respect to coordinatewise maximum, its cumulative distribution function satisfies
where a ∈ [−∞, ∞) d , the superscript c denotes the complement and µ is a measure on [a, ∞] \ {a} called the exponent measure of ξ, see [29, Prop. 5.8] . Note that all inequalities and segments (intervals) for vectors are understood coordinatewisely.
Representation (1.2) shows that the cumulative distribution function of ξ can be represented as the exponential F (x) = e −ν(x) of another function ν. If ξ is strictly max-stable and a = 0, then ν is homogeneous, i.e. ν(sx) = s −α ν(x) for all s > 0 and some α > 0. This fact can be also derived from general results concerning semigroupvalued random elements [7] . If α = 1, an example of such function ν(x) is provided by ν(x) = x * , i.e. a norm of x * = (x −1 1 , . . . , x −1 d ) for x = (x 1 , . . . , x d ) ∈ [0, ∞) d . One of the main aims of this paper is to show that this is the only possibility and to characterise all norms that give rise to strictly max-stable distributions with α = 1. Since every max-stable distribution can be standardised by transforming its marginals to a strict max-stable distribution with α = 1, this leads to a characterisation of the dependency structure of arbitrary max-stable distributions.
Every norm is homogeneous and sublinear. It is known [33] that each bounded homogeneous and sublinear function g on R d can be described as the support function of a certain convex compact set K, i.e.
g(x) = h(K, x) = sup{ x, y : y ∈ K} , where x, y is the scalar product of x and y. In Section 2 we show that every standardised strictly max-stable distribution with α = 1 is associated with the unique compact convex set K ⊂ [0, ∞) d called the dependency set. The dependency sets are suitably rescaled sets from the family of sets called max-zonoids. While classical zonoids appear as limits for the sums of segments [33, Sec. 3.5] , max-zonoids are limits of the sums of simplices. The contributions of particular simplices to this sum are controlled by the spectral measure of the max-stable random vector. It is shown that not every convex compact set for d ≥ 3 corresponds to a strictly max-stable distribution, while if d = 2, then the family of dependency sets is the family of all "standardised" convex sets. This, in particular, shows a substantial difference between the bivariate extreme value theory and the multivariate extremes in dimensions three and more.
The geometrical interpretation of max-stable distributions opens a possibility to use tools from convex geometry in the framework of the theory of extreme values. For instance, the polar sets to the dependency set K appear as multivariate quantiles of the corresponding max-stable random vector, i.e. the level sets of its cumulative distribution function. In the other direction, some useful families of extreme values distributions may be used to construct new norms in R d which have an explicit probabilistic interpretation. The norms corresponding to max-stable distributions are considered in Section 3.
Section 4 deals with relationships between spectral measures of max-stable laws and geometric properties of the corresponding dependency set. In Section 5 it is shown that a number of dependency concepts for max-stable random vectors can be expressed using geometric functionals of the dependency set and its polar. Here also relationships to copulas are considered. It is shown that max-zonoids are only those convex sets whose support functions generate multivariate copulas in a certain way.
It is well known that Z is (classical) zonoid if and inly if e −h(Z,x) is positive definite, see [33, p. 194 ]. In Section 6 we establish a similar result for the positive definiteness of the exponential with respect to the coordinatewise maximum operation in case Z is a max-zonoid. This provides an alternative characterisation of max-zonoids as those sets such that the exponent of their support functions admit a probabilistic interpretation as a multivariate cumulative distribution function.
Section 7 describes some relationships between operations with convex sets and operations with max-stable random vectors. Finally, Section 8 briefly mentions an infinitedimensional extension for max-stable sample continuous random functions.
Although statistical estimation issues are left outside the scope of the current paper, note that it may be possible to use techniques from set-estimation (see e.g. [6, 17, 21] ) in order to estimate the dependency set and thereupon arrive at new estimators for the dependency structure of multivariate stable distributions. In the Bayesian framework [2, Ch. 11] it is possible to use a random dependency set in order to produce new families of prior distributions.
Dependency sets and max-zonoids
Let ξ be a max-stable random vector. By an affine transformation it is possible to standardise the marginals of ξ, so that ξ has Φ α (Fréchet distributed) marginals, where
or Ψ α (Weibull or negative exponential distributed) marginals, i.e.
or Λ (Gumbel or double exponentially distributed) marginals, i.e.
Λ(x) = exp{−e −x } , x ∈ R .
By using (possibly non-linear) monotonic transformations applied to the individual coordinates it is possible to assume that all marginals are Φ 1 , see [29, Prop. 5 
x = 1} is a sphere in E = [0, ∞) d with respect to any chosen norm (from now on called the reference sphere and the reference norm) and σ is a finite measure on S + (called the spectral measure of ξ) such that
A similar representation is described in [11, Th. 4.3.1] for the special case of S + being the unit simplex. It should be noted that the sublinearity property of the reference norm is not required for the validity of (2.1).
We now aim to relate the function ν(x) from (2.1) to the support function of a certain compact convex set. Recall that the support function of a set M ⊂ R d is defined as
where z, x is the scalar product in R d . Let e 1 , . . . , e d be the standard orthonormal basis in
where conv(·) denotes the convex hull of the corresponding set. Then
for every a ∈ S + and x ∈ E. For x = (x 1 , . . . ,
Note that the function l(x) = ν(x * ) is called the stable tail dependence function, see [2, p. 257] .
It is well known that the arithmetic sum of support functions of two convex compact sets K and L is the support function of their Minkowski (or elementwise) sum
Extending this idea to integrals of support functions leads to the expectation concept for random convex compact sets, see [1] and [24, Sec. 2.1] . If X is a random compact convex set [23, 24] such that X = sup{ x : x ∈ X} is integrable, then the selection expectation (also called the Aumann expectation) of X is the set of expectations of E ξ for all random vectors ξ such that ξ ∈ X a.s. Such ξ is called a selection of X. If the underlying probability space is non-atomic, or X is a.s. convex, then E X is the unique compact convex set that satisfies
for all x, see [24, Th. II. 1.22] . Letσ be the spectral measure σ normalised to have the total mass 1. If η is a random element in S + with distributionσ, then ∆ η is a random convex compact set whose selection expectation satisfies
Condition (2.2) further implies that
Together with (2.1) these reasons lead to the following result.
Theorem 2.1. A random vector ξ is max-stable with unit Fréchet marginals if and only if its cumulative distribution function F (x) = P{ξ ≤ x} satisfies
for a constant c > 0 and a random vector η ∈ S + such that c E η = (1, . . . , 1).
Furthermore, note that K = E ∆ cη with E(cη) = (1, . . . , 1).
Definition 2.2. The set K = c E ∆ η where c > 0 and η is a random vector in S + is said to be a max-zonoid. Ifσ is the distribution of η, then σ = cσ is the spectral measure of K. If c E η = (1, . . . , 1), then the max-zonoid K is called the dependency set associated with the spectral measure σ (or associated with the corresponding simple max-stable random vector).
Proposition 2.3. A max-zonoid K always satisfies
Proof. The result follows from the following bound on the support function of E ∆ η
where y = E η, so that (2.6) holds with z = cy.
The normalisation condition (2.4) and (2.6) imply that the dependency set satisfies
By rescaling, every max-zonoid can be transformed into a dependency set. In other words every max-zonoid corresponds to a semi-simple max-stable distributions which can be transformed to a simple max-stable distribution by rescaling the individual coordinates. The selection expectation of ∆ η has the support function given by
is replaced by the absolute value of the ℓ 1 -norm, i.e. the sum of the coordinates and integration is carried over the whole sphere, then (2.8) yields the support function of a set called a zonoid. This provides one of the reasons for calling E ∆ η a max-zonoid.
It is possible to define a max-zonoid as the selection expectation of ∆ ζ , where ζ is any random vector in E (not necessarily in S + ). The corresponding spectral measure σ on S + can be found from
for all integrable functions g on S + . Indeed,
If all coordinates of ζ have the unit means, then the selection expectation of ∆ ζ becomes a dependency set. An alternative representation of max-stable laws [29, Prop. 5.11] yields that 
i.e. the dependency set K is given by the selection expectation of the simplex ∆ f (η) , where
) and η is uniformly distributed on [0, 1]. The corresponding spectral measure can be found from (2.9) for ζ = f (η). It is possible to show that not every convex set K that satisfies (2.7) is a dependency set. For instance, consider set L in R 3 which is the convex hull of 0, e 1 , e 2 , e 3 and (2/3, 2/3, 2/3). Its all 2-dimensional faces are triangles, so that this set is indecomposable by [16, Th. 15.3] . Since this set is a polytope, but not a simplex, it cannot be represented as a sum of simplices.
Ricker [30] studied k-zonoids, i.e. convex sets in R d that are limits of Minkowski sums of r-dimensional simplices with r ≤ k. In his terminology, E ∆ η becomes a d-zonoid in R d . However the opposite is not true. By recasting the main result of [30] into the probabilistic framework, one sees that every d-zonoid can be obtained as a translation of the set of all sums The ordering of dependency sets by inclusion corresponds to the stochastic ordering of simple max-stable random vectors, i.e. if ξ ′ and ξ ′′ have dependency sets
A metric on the family of dependency sets may be used to measure the distance between random vectors ξ ′ and ξ ′ with simple max-stable distributions. For instance,
If the reference norm is Euclidean, the right-hand side equals the Hausdorff distance between the dependency sets. Other metrics for convex sets (e.g. the Lebesgue measure of the symmetric difference or L p -distance between the support functions) yield apparently new probability metrics for simple max-stable distributions. In the spirit of the BanachMazur metric for convex sets (or linear spaces), a distance between two dependency sets K ′ and K ′′ can be defined as
For instance, the distance between the unit simplex and the unit square (for d = 2) is log 4, which is the largest possible distance between two simple bivariate max-stable laws. If ξ ′ and ξ ′′ have dependency sets
is the determinant of the linear transformation given by the diagonal matrix with entries λ 1 , . . . , λ d .
Norms associated with max-stable distributions
Note that the support function of a compact set L is sublinear, i.e. it is homogeneous and subadditive. If L is symmetric, then its support function h(L, x) defines a norm in R d . Conversely, every norm defines a symmetric convex compact set in R d . Let K be a convex set satisfying (2.7). The corresponding norm · K can be defined as the support function of the set L given by the union of all symmetries of K with respect to coordinate planes, i.e.
where |x| = (|x 1 |, . . . , |x d |). In particular,
The following result shows that distributions of max-stable vectors correspond to norms generated by a max-zonoid.
Theorem 3.1. The function
is the cumulative distribution function of a random vector ξ in E if and only if x K = h(K, x) is the norm generated by a max-zonoid K. In this case the random vector ξ is necessarily semi-simple max-stable.
Proof. If ξ is max-stable with cumulative distribution function (3.2), then Theorem 2.1 yields that x * = h(K, x * ) for a dependency set K, so the statement is evident. In the other direction, given a max-zonoid K, we can always construct a max-stable random vector with the spectral measure that generates K and thereupon has the cumulative distribution function given by (3.2) .
It remains to show that every random vector whose cumulative distribution function is given by (3.2) is max-stable. Indeed, if ξ 1 , . . . , ξ n are independent copies of ξ, then
The space R d with the norm · K becomes a finite-dimensional linear normed space, also called the Minkowski space, see [36] . If this is an inner product space, then the norm is necessarily Euclidean. Indeed, it K is the intersection of an ellipsoid with E and satisfies (2.7), then this ellipsoid is necessarily the unit ball.
Another common way to standardise the marginals of a multivariate extreme value distributions is to bring them to the reverse exponential distribution (or unit Weibull distribution), see [11, Sec. 4.1] . In this case, the cumulative distribution function turns out to be
The fact that every max-stable distribution with reverse exponential marginals gives rise to a norm has been noticed in [11, p. 127] , however without giving a characterisation of these norms.
The set
is called the polar (or dual ) set to K in E, see [33, Sec. 1.6] where the definition is formulated with E replaced by R d . This polar set plays the role of the unit ball in the Minkowski space. It is easy to see that the gauge function of K o equals the support function of K, i.e. min{t ≥ 0 :
i.e. the multivariate quantiles of the cumulative distribution function of a simple maxstable random vector are inverted rescaled variants of the polar set to the dependency set K. Note that the level sets of multivariate extreme values distributions have been studied in [9] . However, in difference to what is claimed in [9, Sec. 6.3], we see that the theory for dimension d ≥ 3 is quite different from the bivariate case, since not all convex sets are dependency sets in the multivariate case.
Let L be a symmetric convex set in R d containing the origin in its interior. Define the rescaled polar to L by
The radial function of L o x is given by
The exponent measure of the complement to L o x can be found as
In particular if L is the unit cube, then
Note that the norm of x K can be expressed as
where u x = x/ x belongs to the reference sphere S + . If the reference norm is ℓ 1 , then S + is the unit simplex and
is called the Pickands function, see [22] and for the multivariate case [12, 22] . In general, the norm u , u ∈ S + , is an analogue of the Pickands function.
Example 3.2. The ℓ 1 -norm (and K being the unit cube I d ) corresponds to the independence case, i.e. the coordinates of (ξ 1 , . . . , ξ d ) are independent. The corresponding spectral measure allocates unit atoms to the points from the coordinate axes.
The ℓ ∞ -norm (and K being the unit simplex) gives rise to the random vector (ξ, . . . , ξ) with all identical Φ 1 -distributed coordinates, i.e. the completely dependent random vector. The corresponding spectral measure has its only atom at the point from S + having all equal coordinates. Note that the cube is dual to the simplex, which means that these two cases are in duality. 
where λ ∈ [0, ∞]. The cases λ = 0 and λ = ∞ correspond to complete dependence and independence, respectively. These distributions appear as limiting distributions for maxima of bivariate i.i.d. Gaussian random vectors, see [19] .
Example 3.5. The bivariate symmetric negative logistic distribution [2, p. 307] corresponds to the norm given by
where λ ∈ [0, 1] and p < 0.
Spectral measures
It is shown in [5] that the densities of the spectral measure on the reference simplex S + = ∆ (1,...,1) can be obtained by differentiating the function ν(x) = µ([0, x] c ) for the exponent measure µ. This is possible if the spectral measure has densities on relative interiors of all faces of the simplex and, possibly atoms at the vertices of the simplex.
Following the proof of this fact in [2, Sec. 8.6.1], we see that
where A ⊂ {1, . . . , d}, |A| is the cardinality of A, and D A denotes the mixed partial derivative with respect to the coordinates with numbers from A. The derivatives of ν can be expressed by means of the derivatives of the stable tail dependence function l(z) = ν(z * ) or of the norm z = l(z). Indeed,
Thus, the densities of the exponent measure can be found from
In particular, the density of µ in the interior of E can be found from the dth mixed partial derivative of the norm as
After decomposing these densities into the radial and directional parts, it is possible to obtain the spectral measures on an arbitrary reference sphere by
for every measurable G ⊂ S + . If · and · ′ are two reference norms on E with the reference spheres S + and S ′ + , then the corresponding spectral measures σ and σ ′ are related as Proof. The necessity follows from the non-negativity condition on the exponent measure µ. In the other direction, the sublinearity property implies that l is the support function of a certain set, while the non-negativity of mixed derivatives yields that this set is obtained as the max-zonoid corresponding to a certain spectral measure.
In applications, Proposition 4.1 is useful to confirm that a certain norm generates a max-stable distribution. Note that in the planar case, the second mixed derivative of the (smooth) support function is always non-positive. Accordingly, all convex sets satisfying (2.7) are dependency sets. Example 4.2. For the symmetric logistic distribution from Example 3.3, it is easy to see that the spectral measure vanishes outside the interior of E and its density is given by
where r(u) is the Euclidean norm of u ∈ S + and the integral is taken with respect to the surface area measure on the unit Euclidean sphere. If the reference sphere is Euclidean, the function f (u), u ∈ S + , becomes the density of the spectral measure σ.
The weak convergence of coordinatewise maxima of random vectors can be interpreted as convergence of the corresponding max-zonoids. A random vector ζ ∈ E belongs to the domain of attraction of a simple max-stable distribution ξ if and only if the measure σ s (A) = P{ ζ ζ ∈ A ζ ≥ s} , A ⊂ S + , converges weakly as s → ∞ to a finite measure on S + , which then becomes the spectral measure of ξ, see [29, Prop. 3.21] . Then the max-zonoid K s generated by the spectral measure σ s converges in the Hausdorff metric to the dependency set of ξ.
The total mass of the spectral measure in some cases has a simple geometric interpretation. Assume that the reference norm in R d is the ℓ 1 -norm, i.e. Proof. Let S 1 be the unit circle in R 2 . The integral of the support function with respect to the 1-dimensional Hausdorff measure H 1 on S 1 equals the perimeter of the corresponding set. Thus
where also (2.2) has been used. Since the length of the significant boundary ∂ + K of K equals the perimeter of K minus 2,
If the reference norm is the Euclidean norm in R 2 , then a 2 1 + a 2 2 = 1 for all a ∈ S + , whence the length of ∂ + K is equal to the total mass of σ.
An obvious bound on the length of ∂ + K implies that the total mass of the spectral measure lies between √ 2 and 2 if the reference norm on the plane is chosen to be Euclidean.
In the remainder of this section assume that the reference norm is Euclidean. A number of interesting measures on the unit sphere S d−1 appear as curvature measures of convex sets [33, Sec. 4.2] . The complete interpretation of such surface measures is possible in the planar case where all convex sets satisfying (2.7) are max-zonoids. Then the surface measure becomes the length measure, which (for smooth K) is the measure on the unit circle which associates with every measurable set of directions the length of the boundary of K with normals having directions from the given set. The length measure for a general K is defined by approximation. Note that S 1 + is the part of the unit circle lying in the first quadrant. Proof. Consider a planar convex set K satisfying (2.7). Let σ(da) be the length measure of L =Ǩ, i.e. the first-order curvature measure S 1 (L, da). Then
where V (∆ x , L) denotes the mixed volume (the mixed area in the planar case) of the sets ∆ x and L, i.e.
2V (∆
see [33, Sec. 5.1]. Because of (2.7), the integral over the full circle S 1 with respect to σ coincides with the integral over
In the opposite direction, assume that a measure σ on S 1 + is the spectral measure of a simple max-stable law with dependency set K. If now σ ′ is chosen to be the length measure of ∂ +Ǩ , then σ ′ generates the max-zonoid K. Finally, σ = σ ′ by the uniqueness of the spectral measure.
Copulas and association
The dependency structure of a distribution with fixed marginals can be explored using the copula function C defined on I d = [0, 1] d by the following equation
where F 1 , . . . , F d are the marginals of F , see [27] . In case of a simple max-stable distribution, we obtain Proof. The sufficiency is trivial, since the right-hand side of (5.1) may be used to construct a max-stable distribution. In the other direction, we can substitute into C the Φ 1 -distribution functions, i.e. u i = e −1/x i . This yields a multivariate cumulative distribution function given by F (x) = e − x * K . The result then follows from Theorem 3.1.
A rich family of copulas consists of the Archimedean copulas that in the bivariate case satisfy ϕ(C(x 1 , x 2 )) = ϕ(x 1 ) + ϕ(x 2 ) for a strictly decreasing function ϕ and all x 1 , x 2 ∈ [0, 1], see [27, Sec. 4.1] . Using (5.1), it is easy to see that in this case one also has ψ( (x 1 , x 2 ) K ) = ψ(x 1 ) + ψ(x 2 ) for a monotone function ψ and all x 1 , x 2 ≥ 0. The homogeneity property of the norm yields that ψ(t) = t p for some p ∈ R. Therefore, the only norm-generating Archimedean copulas correspond to the ℓ p -norms, i.e. the symmetric logistic distributions, see Example 3.3.
The bivariate copulas are closely related to several association concepts between random variables, see [25] . The Spearman correlation coefficient is expressed as ρ S = 12J − 3, where
It is possible to calculate J by changing variables x = r(t, 1 −t) with r ≥ 0 and t ∈ [0, 1], which leads to the following known expression
see [18] . The following proposition is useful to provide another geometric interpretation of ρ S and also an alternative way to compute J.
where
o is the polar set to L and Γ is the Gamma function.
Proof. The proof follows the argument mentioned in [37, p. 2173] . Let ζ be the exponentially distributed random variable of mean 1. Then
To finish the proof, it suffices to note that E ζ d = Γ(d + 1).
In the planar case,
(K +I d ) may be used to describe the joint dependency of a d-dimensional max-stable random vector with unit Fréchet marginals, cf [26, Def. 4.1] . By considering the case L = K = I d and using the fact that the volume of the unit simplex is (d!)
can be found from the condition that ρ = 1 in case of the total dependency, where
The Kendall correlation coefficient of a bivariate copula C is given by
see [25, (2. 3)]. The directional derivative of the support function h(K, x) at point x in direction u is given by h(F (K, x), u), where
Thus the partial derivatives of h(K, x) are given by
where y 1 (K, x) and y 2 (K, x) are respectively the maximum first and second coordinates of the points from F (K, x). If the dependency set K is strictly convex in (0, ∞) 2 , i.e. the upper-right boundary of K does not contain any segment, then F (K, x) = {(y 1 (K, x), y 2 (K, x))} is a singleton. In this case denote
By using (5.1) and changing variables we arrive at
The fact that y(K, tx) = y(K, x) and a similar argument to Proposition 5.2 yield that
By changing variables x = (t, 1 − t)r, we arrive at
which also corresponds to [18, Th. 3.1] . The integration can be alternatively undertaken on the Euclidean unit sphere, which leads to the following expression
where u ϕ = (cos ϕ, sin ϕ). Note that (5.2) can also be used to define a measure of association in a general dimension by taking the product of the coordinatewise maximum of F (K, x) in the numerator of the integrand. For instance, if · K is the Euclidean norm, then τ = 1/2 in the space of any dimension.
The Pearson correlation coefficient is not defined, since the unit Fréchet marginals are not integrable. However it is possible to compute it for the inverted coordinates of ξ.
Proposition 5.3. Let ξ be a simple max-stable bivariate random vector. Then
and the covariance of the components of ξ
Proof. Integrating by parts, it is easy to see that
The result follows from Proposition 5.2 and the fact that E(ξ
2 ) = 1. Proposition 5.3 corresponds to the formula for the covariance obtained in [35] for the exponential marginals
If the reference norm is Euclidean, then ρ = π/2 − 1. Extending this concept for the higher-dimensional case, we see that
can be used to characterise the multivariate dependency of a simple d-dimensional maxstable random vector ξ. Furthermore, the covariance matrix of ξ * is determined by the areas of polar sets to the 2-dimensional projections of K.
see [28, p. 11] . Thus, the volume of
. Therefore, the multivariate dependency of ξ can be characterised by
The tail dependency index for ξ = (ξ 1 , ξ 2 ) with identical marginal distributions supported by the whole positive half-line is defined as
An easy arguments shows that χ = 2− (1, 1) K if ξ has a simple max-stable distribution with dependency set K, cf [4] .
It is easy to see that ξ has all independent coordinates if and only if (1, . . . , 1) K = d and the completely dependent coordinates if and only if (1, . . . , 1) K = 1, cf [34] and [2, p. 266] . It is well known [2, p. 266 ] that the pairwise independence of the coordinates of ξ implies the joint independence. Indeed, the spectral measure of the set u ∈ S + such that at least two coordinates of u are positive is less than the sum of σ{u ∈ S + : u i > 0, u j > 0} over all i = j. Each of these summands vanishes, since
by the pairwise independence, where x has all vanishing coordinates apart from x i and x j . This leads to the following property of max-zonoids.
Proposition 5.5. If K is a max-zonoid such that all its two-dimensional projections are unit squares, then K is necessarily the unit cube.
Complete alternation and extremal coefficients
Consider a numerical functional f defined on a semigroup S with a commutative binary operation +. For n ≥ 1 and x 1 , . . . , x n ∈ S define the following successive differences
The functional f is said to be completely alternating (resp. monotone) if all these successive difference are non-positive (resp. non-negative), see [3, Sec. 4.6] and [24, Sec. I.1.2]. We will use these definitions in the following cases: S is the family of closed subsets of R d with the union operation, S is R d or E with coordinatewise minimum or coordinatewise maximum operation. Then we say shortly that the functional is maxcompletely alternating or monotone (resp. min-completely or union-completely).
Every cumulative distribution function F is min-completely monotone. This is easily seen by considering the random set X = {ξ} where ξ has the distribution F , then noticing that
d is the avoiding functional of X, and finally using the fact that
and the union-complete monotonicity of Q, see [24, Sec. 1.6].
Theorem 6.1. A convex set K ⊂ E is a max-zonoid if and only if h(K, x) is a maxcompletely alternating function of x.
Proof. It follows from [3, Prop. 4.6.10] that a function f (x) on a general semigroup is completely alternating if and only if F (x) = e −tf (x) is completely monotone for all t > 0. Since (min(x, y)) * = max(x * , y * ) for x, y ∈ E, the functional x → f (x * ) is max-completely alternating on E if and only if x → f (x) is min-completely alternating.
If K is max-zonoid corresponding to a simple max-stable random vector with distribution function F (x) = e −h(K,x * ) , then F t is also a cumulative distribution function for each t > 0. Thus, h(K, x * ) is min-completely alternating, whence h(K, x) is maxcompletely alternating.
In the other direction, if h is max-completely alternating, then F (x) = e −h(K,x * ) is min-completely monotone, whence it is a cumulative distribution function. The corresponding law is necessarily semi-simple max-stable. Theorem 6.1 can be compared with a similar characterisation of classical zonoids, where the complete alternation of h(K, x) and monotonicity of e −h(K,x) are understood with respect to the vector addition on R d , see [33, p. 194 ].
The remainder of this section concerns extensions for the support function defined on a finite subset of E. Two points x and y from E are said to be incomparable if they cannot be ordered with respect to the coordinatewise order. Furthermore, x and y are totally incomparable if tx and sy are incomparable for every t, s > 0. Theorem 6.2. Let {x 1 , . . . , x m } be a finite set of pairwise totally incomparable points in E. Furthermore, let M be the smallest subset of E which contains x 1 , . . . , x m and is closed with respect to coordinatewise maxima, i.e. x ∨ y ∈ M for all x, y ∈ M.
Then a non-negative function h on M can be extended to the support function of a max-zonoid if and only if h is max-completely alternating on M.
Proof. The necessity trivially follows from Theorem 6.1. To prove the sufficiency we explicitly construct (following the ideas of [31] ) a max-stable random vector ξ such that the corresponding norm coincides with the values of h on the points from M.
For any set A ⊂ M, let ∨A denote the coordinatewise maximum of A. Furthermore, define T (A) = h(∨A)/h(∨M). Since h is max-completely alternating, T is unioncompletely alternating on subsets of M. The Choquet theorem [24, Th. I.1.13] implies that a union-completely alternating functional on a discrete set is the capacity functional
Let ζ u , u ∈ M, be the family of i.i.d. unit Fréchet random variables which are also chosen to be independent of X and let ξ be the coordinatewise maximum of c u uζ u over all u ∈ M. It remains to show that ξ has the required distribution. Consider an arbitrary point v ∈ M. Note that tu ≤ v is possible for some t > 0 if and only if u ≤ v and t ≤ 1. Thus,
It remains an open problem to formulate the compatibility (or extensibility) condition for the values of h on a finite (or infinite) set M that is closed with respect to coordinatewise maxima, but is not necessarily generated by a finite set of totally incomparable points. The necessary condition of max-complete alternation on M evidently holds in this case, while the construction used in the proof of Theorem 6.2 is no longer applicable.
If 
see [31, 32] . Since the marginals are unit Fréchet, it suffices to determine θ A for z = 1 only. If e A = i∈A e i , then (3.2) implies that
Every set A ⊂ {1, . . . , d} can be associated with the unique vertex of the unit cube I d . The consistency condition for the extremal coefficients follows directly from Theorem 6.2 and can be formulated as follows. Corollary 6.3. A set of non-negative numbers θ A , A ⊂ {1, . . . , d}, is a complete set of extremal coefficients for a simple max-stable distribution if and only if θ A is a completely alternating functional of A with respect to the union operation and θ ∅ = 0.
This consistency result for the extremal coefficients has been formulated in [31] as a set of inequalities that, in fact, mean the complete alternation property of θ A .
Operations with dependency sets
Rescaling. For a dependency set K and λ 1 , . . . , λ d > 0 define
Then e −h(λK,x * ) is the cumulative distribution function of λ
Projections. If ξ ′ denotes the vector composed from the first k-coordinates of ddimensional vector ξ with the dependency set K, then
where K ′ is the projection of K onto the subspace spanned by the first k coordinates in R d . Thus, taking a sub-vector of ξ corresponds to projecting of K onto the corresponding coordinate subset. Recall Proposition 5.5 which says that if all two-dimensional projections of K are squares, then K is necessarily the cube. An interesting open question concerns a reconstruction of K from its lower-dimensional projections. In various forms this question was discussed in [22 
It is possible to generalise the Cartesian product as follows. Let L be a dependency set in the plane. Define a new norm (or dependency set K) by h(K, x) = z L , where
) and x is the result of concatenation of x ′ and x ′′ . If L is the unit square, then the norm · L is generated by the Cartesian product of x) ). In general, these substitution rules may produce sets that are not max-zonoids. However, the result is always a max-zonoid if d = 2. If · L is the Euclidean norm, then
is a power-mean of K ′ and K ′′ , see (7. 3). In particular, if K ′ is the unit simplex and K ′′ is the unit square, then
Minkowski sums. If K ′ and K ′′ are dependency sets of two independent max-stable random vectors ξ ′ and ξ ′′ , then the weighted Minkowski sum
is the dependency set of the max-stable random vector
The cumulative distribution functions of ξ ′ , ξ ′′ and ξ are related as
, where β equals 0 or 1 with probability λ and 1 − λ independently of η ′ and η ′′ and
Example 7.2. If ξ 1 and ξ 2 are independent with unit Fréchet distributions and
has the dependency set K = conv{(0, 0), (0, 1), (1, 0), (α 1 , 1), (1, α 2 )}. If α 1 = α 2 = λ, then ξ has the Marshall-Olkin distribution, cf [11, Ex. 4.1.1].
It is possible to generalise the Minkowski summation scheme for multivariate weights.
, where the products of vectors and sets are defined in (7.1). Then
2) also holds with the products defined coordinatewisely. Power sums. A general power-mean of two convex compact sets K ′ and K ′′ containing the origin in their interior is defined to be a convex set K such that
3)
where λ ∈ [0, 1] and p = 0, while the extension for p = 0 is defined by a continuity argument, see [14] . The conventional Minkowski sum appears if p = 1, while the case p = −1 corresponds to the polar mean studied in [13] . Indeed, if p = −1, then (7.3) means that the radial function of K is the weighted average of the radial functions of K ′ and K ′′ . The arguments used in [13, 14] are applicable also if K ′ and K ′′ satisfy (2.7), despite the fact that the origin is not their interior point. The power sum then also satisfies (2.7). In the plane, it remains a dependency set if K ′ and K ′′ satisfy (2.7). Therefore, the power sum of dependency sets leads to a new operation with distributions of bivariate max-stable random vectors.
Minkowski differences. Let K ′ and K ′′ be two dependency sets. For any λ > 0 define
For sufficiently small λ, the set L is non-empty and can be rescaled to satisfy (2.7). If the spectral measures σ ′ and σ ′′ are such that σ = σ ′ − λσ ′′ is a non-negative measure, then L is max-zonoid with spectral measure σ. The negative logistic distribution from Example 3.5 illustrates this construction.
Convex hull and intersection. In the space of a general dimension the convex hull or intersection of dependency sets does not necessarily remain a dependency set. However, on the plane this is always the case.
Let K ′ and K ′′ be the dependency sets of simple bivariate max-stable random vectors ξ ′ and ξ ′′ . Since h(conv(K ′ ∪ K ′′ ), x) = h(K ′ , x) ∨ h(K ′′ , x), the dependency set K = conv(K ′ ∪ K ′′ ) corresponds to a max-stable random vector ξ such that P{ξ ≤ x} = min(P{ξ ′ ≤ x}, P{ξ ′′ ≤ x}) .
Example 7.4. Let K be the convex hull of ∆ (1, 1) and [0, a] for a = (a 1 , a 2 ) ∈ [0, 1] 2 with a 1 + a 2 > 1. The corresponding max-stable vector is given by ξ = (a 1 ζ 1 , (1 − a 2 )ζ 2 ) ∨ ((1 − a 1 )ζ 2 , a 2 ζ 2 ) , where ζ 1 and ζ 2 are i.i.d. Φ 1 -distributed random variables. Indeed, in this case K can be represented as the Minkowski sum of two simplices, so that this construction is also covered by Example 7.3.
The intersection of two planar dependency sets also remains the dependency set. This apparently yields another new operation with distributions of simple max-stable random vectors.
Duality. If the polar to the dependency set K of ξ is a max-zonoid, then the corresponding simple max-stable random vector ξ o is said to be the dual to ξ. It is not known in which cases the polar to the max-zonoid remains a max-zonoid, while on the plane this is clearly the case. This duality operation is also a new operation with distributions of bivariate max-stable random vectors, see also Example 3.2.
Infinite dimensional case
It is possible to extend the concept of the dependency set for max-stable stochastic processes studied in [8, 11, 15] . The spectral representation [15, Prop. 3 .2] of a sample continuous max-stable process ξ(t), t ∈ S, on a compact metric space S with unit Fréchet marginals yields that − log P{ξ < f } = S + g/f ∞ dσ(g) , where S + is the family of non-negative continuous functions g on S that their maximum value g ∞ equals 1, and σ is a finite Borel measure on S + such that S + gdσ(g) is identically equals 1.
The corresponding dependency set is the set in the dual space to the family of nonnegative continuous functions, i.e. the set of finite measures with the total variation distance.
For a continuous function g, define the simplex ∆ g to be the closed convex hull of the family of atomic measures g(x)δ x for x ∈ S. Then the dependency set is the expectation of c∆ η , where c = σ(S + ) and η is distributed according to the normalised σ.
