I. Introduction
Peer-to-peer (P2P) systems are a class of network applications in which each node has equivalent capabilities and responsibilities and communications are potentially symmetric. P2P computing takes advantage of existing computing power, computer storage and networking connectivity, available at the edges of the Internet, by allowing users to leverage their collective power to the "benefit" of all. Because accessing these decentralized resources means operating in an environment of unstable connectivity and unpredictable IP addresses, P2P nodes must operate independently from central servers.
Many are the recent P2P applications that are available. Among the most popular, without any doubt, are the file sharing systems. Anyway, sharing other resources (like storage and CPU cycles) is also common.
Maybe even more crucial than for other distributed systems, scalability is a central challenge in designing such systems. In fact, the amount of resources available to users is proportional to the number of users and, therefore, a successful P2P system must host a huge number of participants. In order to tackle the issue efficiently, a few P2P systems are based on Distributed Hash Table (DHT) schemes [6] , [25] , [26] , [28] . In DHT schemes, data as well as nodes are associated with a key and each node in the sysWork partially supported by EU RTN project ARACNE and by Italian FIRB project WebMinds.
tem is responsible for storing a certain range of keys. Each node stores data that correspond to a certain portion of the key space, and uses a routing scheme to forward the request for data whose key does not belong to its key space to the appropriate next-hop node.
The efficiency of routing algorithms in P2P systems represents a key factor to ensure the scalability. A quick algorithm makes efficient not only the primitive operations (such as accessing or inserting data) but impacts also positively on maintenance, i.e., keeping the DHT consistent and in working order in spite of dynamic and unpredictable join/leave in the network as well as nodes failures. Of course, in practice, the traditional measures of routing efficiency (path length, average path length, etc.) must be supplemented with the consideration of how simple is the implementation of the routing algorithms in each node.
In this scenario, it is easily explained the popularity ( [1] , [6] , [26] , [16] , [28] ) of the greedy routing approach, where at each step message is routed through the neighbor which is nearest to the target. In fact, the greedy routing is very simple to implement and has some "implicit" faulttolerance capability. Moreover, routing occurs between the portion of ring that is delimited by source and destination (locality in the key space) and, therefore, any eventual semantics present in the keys is not lost (e.g. if proximity between keys implies proximity between nodes) [22] . In general, however, this choice has a price. In fact, usually greedy routing produces paths of length larger than what would be required in a network of the given node degree. A typical example is Chord that has degree O(log n) and the greedy routing produces an average path length O(log n) whereas the lower bound is Ω(log n/ log log n).
Optimal tradeoffs between degree and latency with deterministic routing can be obtained, for example constructions based on de Bruijn graphs (see [9] , [21] ) but these algorithms are not greedy and do not present locality since keys manipulation is necessary.
Recently, some of Chord's results were improved by introducing both randomization and a technique, called NoN (Neighborsof Neighbors) or 1-lookahead routing. This technique consists in increasing the set where the greedy choice is picked so that it includes also the nodes at distance two from the source. The result is that it is possible (see [15] , [22] , [14] ) to route "greedily" in Θ(log N/ log log N ) with logarithmic degree.
In a sense, the NoN approach, with the use of randomization in establishing the nodes' neighbors 1 , allows to maintain the advantages of greedy routing while optimizing the latency. It should be noticed that the NoN approach without randomization has been proved [10] ineffective for Chord, since the average path length is Ω(log n).
As an example, while it is known that Chord is not degree-optimal (it uses log n degree and has average path length (1/2) log n) it is emphasized in [22] that inserting randomization in the choice of each neighbor of a node and using NoN routing one can, with log n degree, make the average path length drop to O(log n/ log log n).
Of course, in using the NoN approach, one must carefully analyze the additional overhead to store and update the neighbors of neighbors. If the argument in [14] , [15] , [22] about the storage is convincing (a node effectively stores log 2 n nodes but only updates log n of them (its neighbors)) possibly more problems can be hidden in the operation of propagating a change in its own list of neighbors to the neighbors. In fact, the only suggestions to tackle the issue is given in [15] and consists in using the TCP Keep-alive messages which looks, at the very least, not practical.
In this paper, we apply randomization and NoN approach to the F-Chord(α) P2P systems and show that, following the guidelines in [4] , it is possible to reach the degree optimality of the network (thereby ensuring that the average path length is O(log n/ log log n)) while retaining simplicity (i.e., no hidden overhead), determinism, the "greedy" approach and, last but not least, an experimentally proved improved efficiency with respect to Chord and F-Chord(α).
II. Preliminaries

A. Fibonacci Numbers
First, we, briefly, recall here some basic facts on Fibonacci numbers which will be used in the rest of the paper. Let F ib(i) denote the i-th Fibonacci number. They are defined as F ib(0) = 0, F ib(1) = 1 and, for each i>1,
For each index i, it holds
is the golden ratio and [ ] represents the nearest integer function.
We consider a set N of n nodes lying on a ring of F ib(m) identifiers (labeled from 0 to F ib(m)−1 in clockwise order).
Each node x has an ID id(x) and is connected with its predecessor P (x) and its successor S(x) on the ring. For each ID i, we denote by R(i) the first (existing) node that is found clockwise from the ID i (i.e.
B. The family of routing schemes F-Chord(α)
Our family F-Chord(α) is defined below:
and
In particular if we denote by j 1 , j 2 , . . . , j α(m−2) all the jumps of our schemes (ordered by their size), for each i ∈
] node x is connected by edges to the nodes
F-Chord(α) is a Chord-like scheme [2] that retains all the characteristics that made Chord a popular topology for routing in P2P networks but also improves on the maximum/average number of hops for lookups and the routing table size per node.
For α = 1, our scheme (that we also call Fib-Chord) 
C. The NoN approach on F-Chord(α)
As noticed before, the NoN approach without randomization is known not to be effective. As a consequence, in order to use the NoN approach over a P2P scheme one has, first, to create the randomized version of the network and, then, use effectively the NoN-Greedy protocol.
In our case, the first step consists in create a randomized version of F-Chord(α).
R-F-Chord(α):
We remind the reader that we denote by
all the jumps of our schemes (ordered
let r(i) denote an integer chosen uniformly at random from
x is connected by edges to the nodes R(id(x) + j i + r(i)).
Now, let us define formally the NoN-Greedy protocol.
We assume that each node holds its own routing table, and on top of that holds its neighbors routing tables. Let d(x, y) be a metric for the nodes in the network. Here is the description of the NoN-Greedy routing protocol:
1. Assume the message is currently at node u =target.
Let
4. Among these k 2 + k nodes, assume that z is the one closest to the target (with respect to metric d).
5.
If z ∈ N route the message from u to z else z = w ij , for some i and j, and we route the message from u
Remark: the (standard) definition given above is called Following the guidelines of the proofs in [15] , it is easy to prove that the average path length is O(log n/ log log n)
hops for the NoN-Greedy algorithm on R-F-Chord(α) in a ring of size F ib(m) where the number of nodes alive is n < F ib(m).
III. H-F-Chord(α)
In this section we describe the novel version of FChord(α) and show that the average path length is O(log n/ log log n) hops for performing lookups, without adding any additional overhead to know the neighbors of
neighbors. The routing table size is O(log n).
The key observation in our results is that generating one single random number for each node in the network is enough to preserve the O (log n/log log n) hops (on average). Routing occurs through canonical NoN. Observe that we can use any good hashing function (such as SHA, MD5, etc.) on node IDs to get a deterministic algorithm with the same properties.
By using hashing together with the new network we get the same results as the NoN protocol for R-F-Chord(α), but with a lower message complexity for maintaining the peer to peer network intact. In fact, by using a hashing function each node can evaluate the neighbors of its neighbors with no need to transmit additional information.
The network is defined as follows.
H-F-Chord(α):
Let α ∈ [1/2, 1] and H() denote a good hash function, that maps an id on a sequence of log F ib(m) bits. For
, node x is connected by edges to
We analyze the protocol as if the hash function generates an integer r taken uniformly at random from the interval
We first consider n = F ib(m), then any n. In the second case p > 2Φ log n log log n . Let us assume that, for any node u ∈ [v, v + d], the probability that it has an outgoing edge entering the interval I is d /F ib(p+1). Now, v has at least p/2 neighbors n 1 , . . . , n p/2 in the interval [v, v+d] . Each of these nodes have chosen its neighborhood independently from the others, hence, the probability that none of these nodes have an outgoing edge reaching the
since p > 2Φ log n log log n . Hence, the probability that v can reach the interval in two jumps is at least 1 − e −1 . Thus, in O(log d/ log log n) hops, the distance is decreased to F ib(p ), where p ≤ 2Φ log n log log n , and we have reduced case two into case one. Left is to prove the assumption.
Consider a node v at most a distance d from I. We are investigating the probability of v having an outgoing edge entering the interval I, i.e., P r[∃j i ∈ I]. There are two cases to consider. fig. 1 (a) ). In this case the probability that j p/2 reaches the interval is equal to fig. 1 (b) ). The probability that one of the jumps reaches the interval I is equal to
d /F ib(p + 1).
Case 2: d − d < F ib(p) (see
We can observe that
Hence, 
.
By following a standard argument, the result can be 
Furthermore, with probability larger than 1 − 1/n 2 , the number of nodes that lies in the same interval is O(log n/ log log n), see Example 4.4 in [19] .
IV. Experimental results
In this section, our objective is to show that the improvement on the average path length that has been previously shown can be helpful in improving the performances even for small values of n. In fact, the simulations that we show here support the evidence that the H-F-Chord(α) is practically more efficient than F-Chord(α).
We report, here, some results of our validating simulations. We ran simulations to compare the performances of F-Chord(α) with respect H-F-Chord(α) either by greedy routing or by NoN routing. The performance are measured in terms of average path length. Furthermore, we evaluated also the performances of H-F-Chord(α) with an optimal routing scheme that routes messages along the shortest paths (SP).
Our goal was to show that no hidden constant (in the big-Oh notation) in the theoretical results of the previous sections could limit the significance of the deterministic networks that we propose here.
The choices of parameter α to be used in the experiments is based on the need to propose a comprehensive view along all the range. Therefore, we picked α = 1 in order to show the behavior on a scheme that uses all the jumps based on Fibonacci numbers. Then, at the other end, we chose α = 1/2 as an example of a scheme that uses fewer jumps and is cheaper to store and maintain dynamically. Between the two extremes, we finally chose α = 0.69424 since it is the value that allows F-Chord(α) to be more efficient than
Chord [2] with respect to average path length and diameter but with the same degree.
The experiments were conducted evaluating the average path length on all pairs of nodes in the network with sizes less than or equal to F ib(30) = 832040. For larger n, because of efficiency, we estimated the average path length for n nodes by evaluating the average path length on log n randomly chosen subsets of log n size: for each node in the and, therefore, we only show in the diagrams F-Chord(α) with the optimal (greedy) routing.
In general, as one can see in Fig. 6 , the improvements on the average path length by our schemes are larger when α is larger.
It should be noticed, in Fig. 3 , that because of the structure of F-Chord(1/2), the experiments only tested sizes equals to even index Fibonacci numbers. 
V. Conclusions
We propose a family routing schemes that optimize the average number of hops for lookup requests in Peer-toPeer systems, allowing a trade-off between efficiency and maintenance), without adding any overhead to the system.
As graphically summarized by Fig. 6 , the improvements of average path length over F-Chord(α) vary between 6%
and 16% even for very small values of n (i.e. larger than 100) and that 10% improvement is guaranteed for n larger than 1000.
Our work is inspired by the recently introduced variation of greedy routing, called neighbor-of-neighbor (NoN), which allows to get optimal average path length with respect to the degree, paying a small overhead compared to previous systems due to additional network maintenance.
Our proposal has the advantage of "limiting" randomization to such an extent that neighborhood information can be encoded within the hash-value of the node ID. This enables us to use NoN lookup routing without the additional overhead that was present in their original formulation. In our opinion, the overhead to keep the list of neighbors of neighbors updated is not to be easily dismissed in practice.
As a matter of fact, the implementation of additional update mechanisms (however smart they can be, in order to minimize the amount of exchanged data [22] ) does require additional coding and testing with respect to our solution.
Then, the cost of exchanging updates on the neighbors of neighbors has to be (somewhere) taken into account into the stabilization protocol, since the suggestion of hiding such updates messages on TCP Keep-alive messages (by piggybacking) seems unrealistic [15] .
Another consideration about our technique is based on the original "six degrees of separation" experiment by Milgram [18] . The sociological experiment relied on social networks to transmit a letter from a person to unfamiliar targets by passing the letter only via acquaintances. The work by Milgram (who originated the term small world)
found that a surprising small number of steps was needed (around 6). In computer network setting, this is just a plain greedy algorithm. Recent work by [5] , shows that, in the first steps the message was forwarded to a person P by using a guess on who P knew or, in our words, on About the performances, our approach, basically, keeps deterministic the path between two nodes (in terms of IDs traveled through). Therefore, one can fruitfully include in our scheme some caching mechanisms to improve performances. For example, one might keep copies of the data along the path, and move the copies with the corresponding IDs when new nodes appear in the network.
Finally, it can be argued that the additional overhead in traditional NoN routing is too small to be a nuisance.
However, there is a problem that these P2P-systems all have in common. As stressed in [26] :
"In practice, a Chord ring will never be in a sta- 
before new changes happen."
This leaves R-Chord (or any other randomized Chord-like system) in an inconsistent state that in the end will incur failures in choosing lookup paths. Furthermore, this problem is relevant also for the other P2P-systems considered in [15] . We believe that our technique resolves this precarious situation in an elegant and, most important, efficient way.
