Introduction
In this paper we study a Peirce decomposition for generalized Jordan triple systems of second order.
Let (x, y, z) be a product in a generalized Jordan triple system of second order ( [11] , [12] ) and an element e be a tripotent, i.e., (eee) = e.
Denote
L(x) = (eex), R(x) = (xee), Q(x) = (exe).
We prove that the space U of a generalized Jordan triple system of second order is decomposed into a direct sum of eight components, such that each component consists of eigen vectors of the linear operators L, R whereas the action of the linear operator Q is somewhat more complicated. Namely, U = U 00 ⊕ U1 Moreover Q defines a one-to-one correspondence between the subspaces U3 and U1 2 2 (see Theorem 1.3) and Q = 0 on the remaining subspaces. This decomposition generalizes the Peirce decomposition for a Jordan triple system [14] , which consists only of the three first components and could be written as
because R = L in the case of a Jordan triple system.
We also consider a special case of a weakly commutative generalized Jordan triple system of second order ( [13] ). In that case the decomposition consists only of six components (Theorem 1.3): U = U 00 ⊕ U1 (0.5)
Another special case was in fact considered by B. N. Allison in the paper [2] . B. N. Allison gave the Peirce decomposition for the structurable algebra defined by a hermitian idempotent satisfying one additional relation. It is easy to see that such idempotent is also a tripotent of the corresponding triple system and the Peirce decomposition for the algebra is the Peirce decomposition for the triple system in the case of these special tripotents. In this case the decomposition has five components : In §2 we give several examples of the Peirce decomposition. In §3 we go further and consider the system of all bilinear consequences of identities of the generalized Jordan triple system of second order. We solve this system in the case when the tripotent is a left unit. The solution gives a set of relations between components of the Peirce decomposition, which we summarize in Theorem 3.3.
In the second author's paper [10] , a certain Peirce decomposition was investigated for the space of a Jordan triple system associated with the given triple system U but not a decomposition of the space of U itself.
Throughout this article, we consider triple systems over a field Φ of characteristic = 2, 3, 5. §1 A Peirce decomposition defined by a tripotent Remark. The notion of generalized Jordan triple system (of the finite order, particularly of the second order) was introduced in the papers ( [11] , [12] ) by the first author. Some authors are using the terminology Kantor triple system or Kantor pair in the case of the second order system ( [3] , [5] ).
Let e be a tripotent, i.e. (eee) = e.
We will find all conditions on these three operators L, Q, R derived from identities (1.1) and (1.2). For this purpose we substitute in (1.1) and (1.2) instead of five letters a, b, c, d, f four times e and one time x. The first four identities below realize all such possibilities for the identity (1.1). The equation (1.8) is obtained by substitution in (1.2) a = x and e for other letters.
We have
Moreover (1.6) and (1.8) imply
Our goal is to solve the system of equations (1.4)-(1.8) with three unknown linear operators L, R, Q. The lemma is proved. We denote
where U is the space of the triple system. Lemma 1.2. The space U is a direct sum of subspaces U R=L and U R=2L+1 :
(1.12)
Proof. It follows from (1.8) and (1.8 ′ ) that
(1.14)
Any of (1.13), (1.14) implies
The last inequality is equivalent to (1.12) provided that
To prove (1.16), assume that P = 0. Then we have
Hence R = L = −Id on P.
Thus we come to a contradiction with Lemma 1.1. Lemma 1.2 is proved.
Corollary of the proof. The following formulas are true:
Indeed, we have proved, that we have an equality in (1.15), which also means that there are the equalities in (1.13) and (1.14). Lemma 1.3. The subspaces U R=L and U R=2L+1 are invariant with respect to L and R.
Proof. Let us prove, for example,
Using (1.17) and (1.6), we have
The other assertions are proved in the same way. The lemma is proved. Thus we can consider the actions of L and R separately on U L=R and on U L=2R+1 .
Corollary. There is no vector a = 0 such that
Proof. Let a = a 1 + a 2 where a 1 ∈ U R=L and a 2 ∈ U R=2L+1 . Then it follows from Lemma 1.3 that
Considering the operator R on U R=L and U R=2L+1 , we also have
Now the Corollary follows from Lemma 1.1.
Definition 2.
We shall call a subspace of all vectors a satisfying
an eigen-subspace of the tripotent e corresponding to the eigen-values λ, µ and denote it by U λµ .
First of all we prove that there are only two possibilities: 1) µ = λ and 2) µ = 2λ + 1. We will denote by U µ=λ the sum of all subspaces with the first possibility and by U µ=2λ+1 with the second one.
where
This implies according to Lemma 1.3
Hence both a 1 and a 2 are common eigen-vectors of L and R. This means, that µ = λ, µ = 2λ + 1, which implies λ = −1. But this contradicts the Corollary of Lemma 1.3. The lemma is proved.
Lemma 1.5. Let a ∈ U µ=λ . Then one of the following three possibilities occurs: a) a ∈ U 00 or a ∈ U1 , and , and Q(a) ∈ U1
Proof. First suppose that Q(a) = 0. Then (1.4) is equivalent to
Thus λ = 0, and we come to the case a). Let Q(a) = 0. Acting on a by both sides of equations (1.7) and (1.5) we obtain
Subtracting we have
According to Lemma 1.4 Q(a) belongs to U µ=λ or to U µ=2λ+1 . In the first case we have 2λ − 1 = 2 − λ, which implies λ = 1. The equality λ = 1 means both a ∈ U 11 and Qa ∈ U 11 . Finally acting by (1.4) on a we obtain Q 2 (a) = a.
Thus we come to the case b).
In the second case Q(a) ∈ U µ=2λ+1 . Then it follows from (1.21) and (1.22) that 2λ − 1 = 2(2 − λ) + 1,
. Hence a ∈ U3 , Qa ∈ U1 2 . Acting by (1.4) on a we obtain Q 2 (a) = 3a.
Thus we come to the case c). The lemma is proved.
. Then one of the following three possibilities occurs:
0 , and
, and Q 2 (a) = 3a.
Proof. . Thus we come to the case a ′ ). Suppose now that Q(a) = 0. Then acting by (1.7) and (1.5) on a, we obtain
Subtracting we obtain
Thus Q(a) ∈ U 2−λ,3λ . According to Lemma 1.4 Q(a) belongs to U µ=λ or to U µ=2λ+1 . In the case Q(a) ∈ U µ=2λ+1 we have 3λ = 2(2 − λ) + 1, which gives λ = 1. The equality λ = 1 means both a ∈ U 13 and Q(a) ∈ U 13 . Acting by (1.4) on a we obtain
Thus we come to the case b ′ ).
Now let Q(a) ∈ U µ=λ . Then comparing (1.24) and (1.26) we obtain 3λ = 2 − λ,
. Acting by (1.4) on a we obtain Q 2 (a) = 3a. Thus we come to the case c ′ ). The lemma is proved. 
0 , 3) the subspaces U 11 and U 13 are direct sums 
Conversely, let a space U be presented as a direct sum (1.28 ) and three operators L, R, Q on U be defined by properties 1)-4). Then the system of equations (1.4 
Proof. To prove (1.28) and also properties 1), 2) it is enough to prove U R=L = U µ=λ and U R=2L+1 = U µ=2λ+1 .
(1.34) Then (1.28) and properties 1), 2) will follow from Lemmas 1.5 and 1.6. The equalities (1.34) mean that the operator L has no Jordan blocks of second degree, i.e., there are no vectors a 1 , a 2 such that
According to Lemmas 1.2 and 1.3 we can consider separately the two cases a 1 , a 2 ∈ U R=L and a 1 , a 2 ∈ U R=2L+1 .
In the case where a 1 , a 2 ∈ U R=L we have
Using (1.36) we obtain from (1.5):
Now acting by (1.8) on Q(a 2 ) and using the equalities above we obtain
According to Lemma 1.5, λ = 0,
, and Q(a 1 ) = 0, if λ = 1,
. Thus in the case where λ = 1,
the first term is equal to zero, but not the second one. Hence these cases are impossible.
In the remaining cases λ = 0,
we have Q(a 1 ) = 0 but it follows from (1.38) that not only Q(a 1 ) but also Q(a 2 ) is equal to zero.
Let us apply in these cases the relation (1.4) to a 2 . We obtain
Hence in both cases (λ = 0, ) we come to contradiction with a 1 = 0. In the same way we consider the case where a 1 , a 2 ∈ U R=2L+1 . Then the relation (1.36) is valid, but instead of (1.35) we have
and instead of (1.37) we have
Equalities (1.36), (1.37') imply
Again acting by (1.8) on Q(a 2 ) and using the equalities above we obtain
According to Lemma 1.6, λ = − , 1 the first term is equal to zero but not the second one. Hence these cases are impossible.
In the remaining cases (λ = 0, − 1 2
) we have Q(a 1 ) = 0. But it follows from (1.38') that not only Q(a 1 ), but also Q(a 2 ) is equal to zero. Let us act in these cases by relation (1.4) on a 2 . We obtain 3λ(2λ + 1)a 2 + 3(5λ + 1)a 1 = 0.
Hence in both cases
we come to a contradiction with a 1 = 0 . Thus the equality (1.28) and properties 1), 2) are proved.
The property 3) for U 11 and U 13 is an elementary consequence of the properties
which were proved in Lemmas 1.5, 1.6. To prove 4) we just define
Then the correctness of this definition and the property τ
The converse assertion can be checked directly for all ten subspaces in (1.28), (1.30). The theorem is proved.
Definition 3. ([13])
A generalized Jordan triple system of second order U is said to be weakly commutative if (yx(yyy)) = ((yyy)xy), ∀x, y ∈ U.
(1.40)
We will consider an example of a weakly commutative triple system in §2.
The identity (1.40) implies an additional condition on the operators L, Q, R. To find it consider the polarization of (1.40):
(ux(yyy)) + (yx(uyy)) + (yx(yuy)) + (yx(yyu)) = = ((yyy)xu) + ((uyy)xy) + ((yuy)xy) + ((yyu)xy).
(1.41)
If we substitute y = x = e, we obtain the equation
Let three linear operators L, R, Q defined on a linear space U be a solution of the system of equations (1.4)- (1.8) , (1.42) . Then the space U is a direct sum of six subspaces U λµ :
and Proof. It follows from Theorem 1.1 that the space U is in general a direct sum of ten subspaces. We have to prove that the additional property of weak commutativity implies that four of them U3 . Then the right-hand side equals zero. But the left-hand side is not equal to zero, because τ =
Q defines a one to-onecorrespondence between U3 
Then the left-hand side equals zero but the right hand-side is not equal to zero as is easy to check.
Finally let a ∈ U + 13 . Then the left-hand side equals 6a but the right-hand side equals −6a.
Thus in all 4 cases we come to a contradiction with a = 0. Hence all 4 considered subspaces are zero.
The converse assertion can be checked directly for all six subspaces in (1.44). The theorem is proved.
The next theorem is an evident corollary of Theorems 1.1 and 1.2.
Theorem 1.3. Let e be a tripotent of a generalized Jordan triple system of second order and three operators L, R, Q be defined by the formulas (1.3).
Then the space U of the triple system is a direct sum of ten subspaces
and the operators L, R, Q have the following properties:
is a one-to-one correspondence between the subspaces U3 . If in addition the triple system is weakly commutative, then the space U is a direct sum of only six subspaces In this section, we will give several examples of the Peirce decomposition for generalized Jordan triple systems of second order.
Triple system
The space of the triple is the set of pairs
The triple product is given by the formula:
Let us consider the case k < n and present the matrices A 1 , A 2 in the form
Thus the elements of the space will be presented as quadruples
It is easy to cheek that the element
where E k is the identity matrix of order k is a tripotent. The operators L, R, Q in this case act as follows
3)
Thus the Peirce decomposition has the form
where A, B are arbitrary (k, n) matrices, S 1 , S 2 (respectively K 1 , K 2 ) are arbitrary symmetric (respectively skew-symmetric ) matrices of order k.
In the next example we consider a tripotent, such that all ten components in the Peirce decomposition are nonzero.
Triple
This triple system is a special case of the previous triple with k = n. Thus the space consists of pairs of matrices A 1 A 2 of order n and the product is given by (2.1). We will consider the case n = 3l and present matrices A 1 , A 2 as block matrices of order 3 with matrices of order l as elements.
It is easy to check that the element e = e 1 e 2 , where
and E l is the identity matrix of order l, is a tripotent.
We denote the elements of the pair X Y by
Then the action of operators L, R, Q is given by the formula
The Peirce decomposition for this tripotent has the form (1.50), where all ten components are nonzero. They have the following form (we define only elements which are not necessarily zero)
, J, L are arbitrary matrices of order l; S 1 , S 2 , S 3 , S 4 are arbitrary symmetric matrices of order l; K 1 , K 2 , K 3 , K 4 are arbitrary skew-symmetric matrices of order l.
In the previous two examples the triple systems were not weakly commutative. In the next one the triple system will have this property.
Triple system D nk
The triple system is the space of all n×k matrices, with the triple product defined by
where X T denotes the transpose of X. The triple system D nk is weakly commutative. Indeed,
Thus according to the Theorem 1.2 we can not have more than six components in the Peirce decomposition.
We will consider the case where n ≥ k. It is easy to check that the following element e is a tripotent:
where E is the identity matrix of order l ≤ k. Let
Then we have
Thus, in this case we obtain 12) where the five subspaces of matrices are as follows:
Here by A s and A k we denote the symmetric and skew-symmetric parts of the matrix A:
We note that in the special case where k = l, one has Lx = x for all x and the Peirce decomposition has the form
Generalized Jordan triple systems of second order defined by structurable algebras
By definition ( [1] ) the structurable algebra is an algebra with a multiplication x • y and involutive antiautomorphism x →x such that the triple product
defines a generalized Jordan triple system of second order.
Let e be a hermitian idempotent of a structurable algebra, i.e. e • e = e,ē = e. Clearly e is a tripotent.
Such tripotents with one more additional condition were studied by B. Allison ([2] ). We give as an example the Peirce decomposition in the simplest case of such tripotent, where e is the unit of the structurable algebra. We have
The Peirce decomposition consists only of two components:
where U + 11 = {x|x = x}, U 13 = {x|x = −x}. This is the decomposition of the space U into subspaces of symmetric and skew-symmetric elements:
, x ∈ U. §3 Relations between subspaces in the Peirce decomposition
In §1 we considered a system of all linear equations, obtained from the main identities (1.1), (1.2) by all possible four times substitutions of a given tripotent e. Theorems 1.1 and 1.2 give the general solution of this system. In this section we go further and consider the system of all bilinear equations obtained from the main identities (1.1), (1.2) by all possible three times substitutions of the tripotent e. This system defines bilinear relations between subspaces in the Peirce decomposition. We solve this system in the special but important case, where the transformation L is the identity operator.
We write all possible relations between two elements. For this we substitute in (1.1) and (1.2) three elements equal to e in all possible combinations. From the equation (1.1) we obtain y, z L(yez) = (L(y)ez) − (yez) + (yeL(z)),
From the equation (1.2) we obtain
(3.14)
We note, that to obtain the formula (3.12) we used formulas (3.2) and (3.3) after the substitution.
In general on can consider the following problem . Let a decomposition of a linear space U be given by formulas (1.28), (1.30) and three operators L, R, Q be defined by (1.29), (1.31), (1.32), (1.33). Then one can consider the system of identities (3.1)-(3.14) as a system of equations with tree unknown bilinear operators: (exy), (xey), (xye).
We are going to solve this system in the case where e is a left unit.
Definition 5. A tripotent e is called a left unit if
We note that for the left unit e the Peirce decomposition (1.50) has the form
According to Theorem 1.1, the two transformations R and Q commute and they are nondegenerate in this case. Namely,
and
The transformation x →x, wherē
is involutive and can be defined as
We shall call this transformation the conjugation.
We will also consider another involutive transformation ∼ of the space U defined byx
Moreover, we shall use the scalar function p(x) on the space U defined by
There is a connection between the operations defined in (3.19), (3.20) and (3.21). It is easy to check thatx
Now we start to solve the system of equations (3.1)-(3.14) in the case where e is a left unit.
First of all we note that in this case the bilinear operators (exy) and (xye) could be expressed in terms of (xey). Even more, the whole triple system (xyz) could be expressed in terms of the operation (xey), which we denote by (xey) = x • y. 
The transformation Q is nondegenerate. Thus changing notation one can rewrite (3.24) as follows
Moreover, the formula (3.25) implies
Thus instead of three unknowns (xey), (exy), (xye) one can consider only one unknown (xey) = x • y.
Lemma 3.1. Let L be the identity operator. Then formula (3.14) under conditions (3.26) , (3.27 ) is equivalent to the formula
Proof. We rewrite (3.14) using (3.26) and (3.27):
Substituting c = u, a = v it is easy to check that for all possible four cases where u, v ∈ U 11 , U 13 formula (3.29) becomes (3.28).
It is evident that one can do these considerations backwards. The lemma is proved. Lemma 3.2. Let L be the identity operator. Then formula (3.9) under conditions (3.26) , (3.27) , (3.28 ) is equivalent to the formula
Proof. We rewrite the equation (3.9) under conditions (3.26), (3.27). Then it looks as follows:
In two cases where u, v ∈ U 11 and u, v ∈ U 13 formula (3.31) becomes very simple:
To consider the remaining cases we need the following formulas which immediately follow from (3.28)
Now let u ∈ U 11 and v ∈ U 13 in (3.31). We obtain
or using formula (3.28)
Acting on both sides by R −1 and using (3.32), (3.33) we obtain
At last we consider the case u ∈ U 13 and v ∈ U 11 . Formula (3.31) gives in this case
Thus the formula (3.30) is proved for all cases. It is evident that starting with (3.30) we can repeat all considerations backwards for all cases and come to formula (3.31). The lemma is proved.
To formulate the theorem below we recall the following well-known lemma which we will use without proof. 
Then the space W is a direct sum
such that
Theorem 3.1 Let U be the space (3.16 ) and the linear operations L, R, Q be defined by (3. 15), (3.17), (3.18) . Then the system of equations (3.1)-(3.14) has the following solution: the operator (xey) is of the form
and the operator A 1 (x, y) is symmetric:
39)
while the operator A 3 (x, y) has the property
i.e.
Moreover, the transformation ∼ defined in (3.20) is an involutive automorphism of the algebra with the multiplication •, that is
. The bilinear operators (exy) and (xye) are defined by formulas (3.26) , (3.27) .
Conversely, let U be a linear space presented in the form (3.16 ) and three linear operators L, R, Q be defined by formulas (3.15) , (3.17) , (3.18) .
Then any bilinear operator x • y = A 1 (x, y) + A 3 (x, y) with A 1 (x, y) ∈ U 11 , A 3 (x, y) ∈ U 13 such that 1) transformation (3.20) is an involutive automorphism of x • y, 2) A 1 (x, y), A 3 (x, y) satisfy (3.39) and (3.40) , defines a solution of the system of equations (3.1)-(3.14) according to formulas (3.23) , (3.26) , (3.27) .
Proof. Consider an unknown bilinear operator (xey) in the form (3.38). Then equation (3.11 ) is equivalent to (3.39).
To prove (3.40) we can use formula (3.28) according to Lemma 3.1.
First we consider the case u, v ∈ U 11 . Then formula (3.28) gives
Changing places of v and u and adding both equalities we have
The last result is equivalent to (3.40) for u, v ∈ U 11 . Consider u, v ∈ U 13 . Then again
In the same way as in the previous case we obtain that (3.40) is true for u, v ∈ U 13 . Now let u ∈ U 13 , v ∈ U 11 . Then considering the element u • v − 3v • u, we obtain from (3.28) that
. This is equivalent to the remaining case in (3.40). Thus (3.40) is proved. We note that doing all considerations above backwards one can prove that identities (3.39) and (3.40) together imply formulas (3.28). Now we start proving formula (3.42). We will use Lemma 3.2 and show that formulas (3.30) together are equivalent to the assertion that the transformation ∼ is an involutive automorphism of the bilinear operation •.
Consider the case u, v ∈ U 11 . According to (3.19) , (3.20) , (3.21) formula (3.30) looks as follows:
Using (3.39), (3.41) we obtain
This is equivalent to
which means
In the same way we obtain from (3.30) the formula
Now we will consider the case u ∈ U 11 , v ∈ U 13 . Formula (3.30) in this case expressed in terms of A 1 , A 3 looks as follows
Again using (3.39) and (3.41) we obtain the equation of the form (3.46) which is equivalent to
At last we write down (3.30) in the case u ∈ U 13 , v ∈ U 11 . We obtain
Using again (3.39) and (3.41) we come to the relation
Hence we have proved the formula (3.42) for all cases. Conversely, formula (3.42) together with formulas (3.28) imply formulas (3.30) if one repeats the above procedure backwards. Taking into account Lemma 3.3 we see that relations (3.42) are also proved.
To finish the proof of the first part of the theorem we have to prove that all identities (3.1)-(3.14) are fulfilled for the considered solution. This will be done in the proof of the converse assertion.
To prove the converse assertion we have to prove that all formulas (3.1)-(3.14) are true. First we note that formulas (3.1)-(3.3) are identities if L is the identity operator. Now we start with formulas (3.7), (3.10) and (3.6), (3.8) .
Taking into account that in our case L is the identity operator, one can easily see that formulas (3.7) and (3.10) coincide with (3.26) . Similarly formulas (3.6), (3.8) coincide with (3.27) if one takes into account the formula (3.26).
According to two remarks in the first part of the proof we can use formulas (3.28) and (3.30). Thus it follows from Lemmas 3.1 and 3.2 that equations (3.9) and (3.14) hold. Equation (3.11) is equivalent to relation (3.33). Equation (3.12) written with the help of (3.26) and (3.27) is
Considering the cases where u ∈ U 11 and u ∈ U 13 and changing Q −1 (u) byū in the case u ∈ U 11 and Q −1 (u) = 1 3ū
in the case u ∈ U 13 , we see that (3.47) is equivalent to two equations
But these equations are special sub-cases of formula (3.28). Thus (3.12) holds.
The formula (3.13) for a ∈ U 11 is a consequence of (3.12). To prove it in the case a ∈ U 13 , we rewrite it using formulas (3.26) and (3.27):
In the same way as for (3.12) we consider separately the cases v ∈ U 11 and v ∈ U 13 . Changing in the first case Q(v) = Q −1 (v) byv and in the second case Q(v) by 3v and Q −1 (v) by 1 3v
and using formulas (3.28) one comes to the identities. Formula (3.5) coincides with (3.9) if one denotes x =ū and takes into account (3.26).
The last formula we have to prove is (3.4). Using formula (3.27) and taking into account that L = 1 we rewrite (3.4) as (xye) = (yxe) (3.49) or
Using formulas (3.28) and (3.30), one can check that formula (3.49) is valid for all possible four sub-cases x, y ∈ U 11 , U 13 . The theorem is proved. We recall that it follows from Theorem 1.2 that in the weakly commutative case the subspace U + 13 = 0. So in this case instead of the space (3.16) one has to consider the space
(3.55)
It turns out that this condition is not only necessary but also sufficient.
Theorem 3.2. Let U be the space (3.55 ) and the linear operations L, R, Q be defined by (3.15) , (3.17) , (3.18) . Then the system of equations (3.1)- (3.14) , (3.53) , (3.54) has the same solutions as in Theorem 3.1 defined by formulas (3.38) - (3.40) and (3.23) , (3.26) , (3.27) .
Conversely, let U be a linear space given by (3.55 ) with operators L, R, Q defined by formulas (3.15) , (3.17) , (3.18) . Then any bilinear operator x•y = A 1 (x, y) + A 3 (x, y) with A 1 (x, y) ∈ U 11 , A 3 (x, y) ∈ U 13 such that 1) the transformation (3.20) is an involutive automorphism, 2) A 1 (x, y), A 3 (x, y) satisfy (3.39) and (3.40) , defines a solution of the system of equations (3.1)-(3.14) , (3.53) , (3.54) by formulas (3.23) , (3.26) , (3.27 ).
Proof. Due to Theorem 3.1 we only have to prove that equations (3.53), (3.54) are consequences of (3.1)-(3.14) under the condition U It follows from (3.17) that the left-hand side belongs to U 13 . The same it true for the right-hand side according to the symmetry on u, z and the formula (3.39). Thus one has to consider only the part A 3 (x, y) of the multiplication x • y.
Using the formulas (3.26), (3.27) and then (3.29) we rewrite the left-hand side of (3.58) as follows Let x = x 1 + x 3 where x 1 ∈ U 11 , x 3 ∈ U 13 . Then the right-hand side of (3.58) can be rewritten as follows
because (R + Q)z 3 = 0, when U + 13 = 0. It follows from (3.60) that the right-hand side equals zero when u, z ∈ U 13 . But the left-hand side is also equal to zero in this case. Indeed, z 3 = −z 3 , u 3 = −u 3 and the left-hand side becomes symmetric on u 3 , z 3 while A 3 (z 3 , u 3 ) is a skew-symmetric operator (see (3.41) ).
In the same way we consider the case u, z ∈ U 11 . The operator A 3 (u 1 , z 1 ) is also skew-symmetric. Hence the U 13 component of (3.60) equals the U 13 component of Similar considerations show that the U 13 component of (3.59) is also zero for u, z ∈ U 11 .
For the remaining cases it is enough to consider u ∈ U 11 , z ∈ U 13 because both sides are symmetric with respect to u and z. Also we can take u 1 ∈ U + 11 because A 3 (U 11 , U 13 ) = 0 when U + 13 = 0 (see (3.43) ). Under these conditions the U 13 component of (3.59) equals the U 13 component of
In the last equality we have used formula (3.41). By reasoning in the same way the right-hand side also equals
Thus the equality (3.54) is true and the theorem is proved. The following theorem is a corollary of Theorem 3.1 and Theorem 3.2. where A 1 (x, y) ∈ U 11 , A 3 (x, y) ∈ U 13 , and have the following properties A 1 (x, y) = A 1 (y, x) ∀x, y, (3.65)
−A 3 (y, x) ∀x, y ∈ U 11 , −A 3 (y, x) ∀x, y ∈ U 13 , 3A 3 (y, x) ∀x ∈ U 13 , y ∈ U 11 . In §2 we gave examples of the Peirce decomposition defined by a left unit. The triple system A kn −A nk illustrates the general case and the triple system D nk illustrates the weakly commutative case (see (2.13)).
