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In this paper, we present two classification approaches based on Rough Sets (RS) that are
able to learn decision rules from uncertain data. We assume that the uncertainty exists only
in the decision attribute values of the Decision Table (DT) and is represented by the belief
functions. The first technique, named Belief Rough Set Classifier (BRSC), is based only on
the basic concepts of the Rough Sets (RS). The second, called Belief Rough Set Classifier, is
more sophisticated. It is based on Generalization Distribution Table (BRSC-GDT), which is a
hybridization of the Generalization Distribution Table and the Rough Sets (GDT-RS). The two
classifiers aim at simplifying the Uncertain Decision Table (UDT) in order to generate signifi-
cant decision rules for classification process. Furthermore, to improve the time complexity
of the construction procedure of the two classifiers, we apply a heuristicmethod of attribute
selection based on rough sets. To evaluate the performance of each classification approach,
we carry experiments on a number of standard real-world databases by artificially intro-
ducing uncertainty in the decision attribute values. In addition, we test our classifiers on a
naturally uncertain web usage database. We compare our belief rough set classifiers with
traditional classification methods only for the certain case. Besides, we compare the results
relative to the uncertain case with those given by another similar classifier, called the Belief
Decision Tree (BDT), which also deals with uncertain decision attribute values.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
In recent years, we have witnessed a growing interest in rough sets (RS) [23,24] and its applications. This theory has
attracted attention of many researchers whose contributions have further enhanced the rough set theory. It constitutes a
sound basis for decision support system and data mining. It offers solutions to the problem of discretization [32], attribute
selection and decision rule generation [20,40]. Classification approach based on rough sets, called Rough Set Classifier (RSC),
has been successfully applied in several real-world applications [1,20]. This classifier performs feature selection before gen-
erating rules. It is an efficient technique that tries to automatically produce a minimal and significant set of decision rules
without many iterations. A RSC has the advantages of time complexity for learning, accuracy and size of the discovered
rules. However, it is not true for other classification techniques such as Decision Tree [25] which needs pruning to improve
the size and the accuracy of the models especially for large and uncertain databases. However, classification techniques
based on standard rough sets do not perform their tasks in an environment characterized by uncertain or incomplete data.
Many researchers have extended rough sets and its applications to accommodate uncertainty [14,17–19]. These extensions
deal with incomplete decision tables which may be characterized by missing condition attribute values (each condition
attribute is considered as one property to describe an instance or an object), but not with uncertain decision attribute.
The decision attribute specifies what action should be undertaken when some conditions are satisfied. Uncertainty in the
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condition attribute exists in many real-world applications such as marketing, finance, management and medicine. For the
latter, the diseases (classes) of some patients may be totally or partially uncertain. It is not useful to eliminate these objects
from classification process because it represents a loss of important information. To overcome this shortcoming, we present
two classification approaches the BRSC [35] and the BRSC-GDT [36] which are able to learn simplified decision rules from
uncertain data with an objective to classify unseen objects. The uncertainty appears only in decision attributes. This kind of
uncertainty can be represented by belief functions as interpreted in the Transferable Belief Model (TBM) – one interpretation
of the belief function theory [29]. The TBM, which enables flexible representation of partial or total ignorance, has been
shown to handle uncertainty in classification problems [3,6,8,11].
The Belief Rough Set Classifier (BRSC) is based only on the basic concepts of the rough sets (RS).
The Belief Rough Set Classifier based on Generalization Distribution Table (BRSC-GDT) is derived froma soft induction system
called GDT-RS [9,41], which is a hybridization of the Generalization Distribution Table and the Rough Set methodology. The
two classifiers aim at simplifying the Uncertain Decision Table (UDT) in order to generate more significant decision rules
for the classification process. To improve the time complexity of the construction procedure for our classifiers, we apply
a heuristic method for attribute selection also based on rough sets proposed originally in [37] as a pre-processing stage.
To evaluate the performance of each classification approach, we carry experiments on standard real-world databases. The
databases are artificially modified to include uncertainty in the decision attribute values. To further judge the performance
and the feasibility of our two belief classification techniques, we have performed experimentation on a naturally uncertain
database. This dataset was obtained from web access logs of the introductory computing science course at Saint Mary’s
University. Instead of using crisp assignment of a visit to one of the three clusters, a study patterns [22] associated a ba-
sic belief assignment (bba). The resulting uncertain clustering was represented using belief functions. Note that this latter
database has been used in our previous work to judge the performance of our classifiers based on dynamic approach [38].
The performance criteria used in this paper for the experiments are: the classification accuracy, the size of models and the
time requirement of learning. In addition, we compare our belief classification systems based on rough sets with traditional
classification methods such as standard decision tree [25], K-nearest neighbors [5] and Naive Bayes classifier [16] for crisp
conventional decision attributes. We also compare the results relative to the uncertain case with those obtained from a
similar classifier called the Belief Decision Tree (BDT) [8,11,39]. The latter is a decision tree in an uncertain environment
where the uncertainty is represented through the TBM and appears in the decision attribute of training objects. Inducing a
BDT may lead in most cases to very large trees with bad classification accuracy and difficult comprehension. As in standard
decision treeswithin BDT, pre-pruning [7,12] and post-pruning [33]methods have been proposed to copewith this problem.
This paper is organized as follows: Section 2 provides an overview of the basic concepts of Rough Sets (RS), Generalization
Distribution Table (GDT) and the hybrid system GDT-RS. Section 3 introduces the belief function theory as understood in the
Transferable BeliefModel (TBM). Section 4 describes our two classification approaches the BRSC and the BRSC-GDT which are
based on rough sets under the belief function framework to handle the problem of uncertainty. Furthermore, we present a
heuristic method of attribute selection to improve the time complexity of the construction procedure. Finally, in Section 5,
we carry experiments on realworld databases to evaluate our two classifiers using three evaluation criteria: the classification
accuracy, the size and the time requirement.
2. Rough sets (RS), Generalization Distribution Table (GDT) and the hybrid system GDT-RS
The idea of rough sets has been introduced by Pawlak [23,24] to deal with imprecise and vague concepts. It constitutes a
sound basis for Knowledge Discovery Database (KDD). It can be used for feature selection, discretization, data reduction and
decision rule generation, etc. This theory is not competitive but complementary to other methods and can be often used
jointly with other approaches [10,28]. Here, we introduce the basics of rough sets (RS), the Generalization Distribution Table
(GDT) and the hybrid system GDT-RS that will be useful in this paper.
2.1. Rough sets (RS)
Let us recall some basic notions regarding rough sets [24]. A decision table (DT) is defined as A= (U, C, {d}), where
U = {o1, o2, . . . , on} is a nonempty finite set of n objects called the universe, C = {c1, c2, . . . , ck} is a finite set of k condition
attributes and d /∈ C is a distinguished attribute called decision. The value set of d, called Θ is {d1, d2, . . . , ds}. In this paper,
the notation ci(oj) is used to represent the value of a condition attribute ci ∈ C for an object oj ∈ U. We further extend these
notations for a set of attributes B ⊆ C, by defining B(oj) to be value tuple of attributes in B for an object oj .
2.1.1. Indiscernibility relation
Indiscernible objects may be represented several times in a DT. The objects oi and oj are indiscernible on a subset of
attributes B ⊆ C, if they have the same values for each attribute in the subset B of C. Rough sets adopt the concept of
indiscernibility relation [23,24] to partition the object set U into disjoint subsets (equivalence classes), denoted by U/B or
IndB, and the equivalence class that includes oj is denoted by [oj]B
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[oj]B = {oi|B(oi) = B(oj)} (1)
IndB = U/B = {[oj]B|oj ∈ U} (2)
The equivalence classes based on the decision attribute is denoted by U/{d}
Ind{d} = U/{d} = {[oj]{d}|oj ∈ U} (3)
2.1.2. Set approximation
The concept of indiscernibility relation is a natural way of reducing data, since only one element of the equivalence class
is needed to represent the entire class. Subsets that are most often of interest have the same value of the outcome attribute.
It may happen that a target concept cannot be defined in a crisp manner. It is here that the notion of rough sets emerges.
Let B ⊆ C and X ⊆ U. We can approximate X using the information contained by constructing the B – lower and B –
upper approximations of X , denoted respectively B
¯
(X) and B¯(X) where
B
¯
(X) = {oj|[oj]B ⊆ X} and B¯(X) = {oj|[oj]B ∩ X = ∅} (4)
Objects in B
¯
(X) can be classified with certainty as members of X on the basis of knowledge in B, while objects in B¯(X) can
only be classified as possible members of X on the basis of knowledge in B. The set BNB(X) is called the B – boundary region
of X , and thus consists of those objects that we cannot decisively classify into X on the basis of knowledge in B:
BNB(X) = B¯(X) − B
¯
(X) (5)
A set is said to be rough if the boundary region is non-empty.
2.1.3. Dependency of attributes and positive region
Another important issue in data analysis is discovering dependencies between attributes [24]. The attribute d depends
on the set of attributes C to a degree k (0 ≤ k ≤ 1), denoted C ⇒k {d}, if
k = γC({d}) = |PosC({d})||U| (6)
where
PosC({d}) =
⋃
X∈U/{d}
C
¯
(X) (7)
PosC({d}), called a positive region of the partition U/{d}with respect to C, is the set of all elements of U that can be uniquely
classified to blocks of the partition U/{d}, by means of C.
2.1.4. Reduct and core
Another way of data reduction is to keep only those attributes that preserve the positive region. There are usually several
such subsets of attributes and those which are minimal are called reducts [24]. A subset B ⊆ C is a reduct of C with respect
to d, iff B is minimal and:
PosB({d}) = PosC({d}) (8)
In other words, attributes that do not belong to a reduct are superfluous with regard to classification of elements of the
universe. The set of all the condition attributes indispensable in the decision table (system) A with respect to d is denoted
by CoreC({d})
CoreC({d}) =
⋂
RedC({d}) (9)
where RedC({d}) is the set of all reducts of the decision system A.
Since the core is the intersectionof all reducts, it is included in every reduct. Thus, in a sense, the core is themost important
subset of attributes, for none of its elements can be removed without affecting the classification power of attributes.
2.1.5. Value reduct and value core
To further simplify a decision table, we can eliminate some values of an attribute from the table. We will also need a
concept of value reduct and value core.
A subset B ⊆ C is a value reduct of C for oj , iff B isminimal for oj and [oj]C ⊆ [oj]{d} implies [oj]B ⊆ [oj]{d}. The set of all
indispensable attributes values from C for oj with respect to d will be called value core and will be denoted by Core
j
C({d})
having the following property:
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Table 1
Decision table.
U Hair Eyes Height d
o1 Dark Brown Middle d1
o2 Blond Blue Middle d1
o3 Blond Brown Tall d1
o4 Dark Brown Short d2
o5 Blond Blue Middle d2
o6 Dark Brown Tall d1
Core
j
C({d}) =
⋂
Red
j
C({d}) (10)
where Red
j
C({d}) is the family of all value reducts of C for oj with respect to d.
Example: A small example of DT can be found in Table 1. The table includes six objects, three condition attributes
(Hair, Eyes,Height) and one decision attribute (d) with two possible outcomes: d1, d2.
We may notice that objects o2 and o5 have exactly the same values of conditions, but they have a different outcome
(different value of the decision attribute).
The relation IND defines three partitions of the universe.
IND{Hair} = {{o2, o3, o5}, {o1, o4, o6}}
IND{Hair,Eyes} = {{o1, o4, o6, }, {o2, o5}, {o3}}
IND{Hair,Eyes,Height} = {{o1}, {o2, o5}, {o3}, {o4}, {o6}}
Let X = {oj|d(oj) = d1}. In fact, the set X consists of four objects: o1, o2, o3 and o6. Now, we want to describe this set in
termsof conditional attributesC = {Hair, Eyes, Height}. Using theabovedefinitions,weobtain the followingapproximation
regions: the C − lower approximation C
¯
(X) = {o1, o3, o6}, the C − upper approximation C¯(X) = {o1, o2, o3, o5, o6}, the
C − boundary region BNC(X) = {o2, o5} and the C − outside region U − C¯(X) = {o4}. It is easy to see that the set X is rough
since the boundary region is not empty.
For dependency {Hair, Eyes,Height} ⇒ {d} we get k = 4/6 = 2/3, because four out of six objects can be uniquely
classified as having the decision d1 or d2, employing attributes Hair, Eyes and Height, PosC(A, {d}) = {o1, o3, o4, o6}.
In Table 1, there are two possible reducts with respect to d, {Eyes,Height} and {Hair,Height}, since they have the same
positive region as the whole set of condition attributes C. That means that either the attribute Eyes orHair can be eliminated
from the table. The core is the attribute Height. It is the intersection of the two possible reducts.
PosC(A, {d}) = {o1, o3, o4, o6}
Pos{Hair}(A, {d}) = ∅
Pos{Eyes}(A, {d}) = ∅
Pos{Height}(A, {d}) = {o3, o4, o6}
Pos{Hair,Eyes}(A, {d}) = {o3}
Pos{Hair,Height}(A, {d}) = {o1, o3, o4, o6}
Pos{Eyes,Height}(A, {d}) = {o1, o3, o4, o6}
2.2. Generalization Distribution Table (GDT)
TheGeneralizationDistributionTable (GDT)proposedbyZhongetal. in [42] is ahypothesis searchspace forgeneralization,
in which the probabilistic relationship between concepts and instances over discrete domains are represented. It consists of
three components:
(1) Possible instances (PI), represented at the top row of GDT , are defined by all possible combinations of attribute
values from a database. The number of possible instances is
∏m
i=1 ni, where m is the number of attributes, and ni
is the number of different attribute values in attribute i.
(2) Possible generalizations of instances (PG), represented by the left column of a GDT , are all possible cases of gen-
eralization for all possible instances. A wild card ‘*’ denotes the generalization for instances. For example the
generalization ∗b0c1 means that the attribute a is unimportant for describing a concept. The number of the possi-
ble generalization is
∏m
i=1(ni + 1) −
∏m
i=1(ni − 1).
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Table 2
Generalization distribution table.
PG/PI H0E0T0 H0E0T1 H0E0T2 H0E1T0 H0E1T1 H0E1T2 H1E0T0 . . .
∗E0T0 1/2 1/2
∗E0T1 1/2 . . .
∗E0T2 1/2 . . .
∗E1T0 1/2 . . .
∗E1T1 1/2 . . .
∗E1T2 1/2 . . .
H0 ∗ T0 1/2 1/2 . . .
H0 ∗ T1 1/2 1/2 . . .
H0 ∗ T2 1/2 1/2 . . .
H1 ∗ T0 1/2 . . .
H1 ∗ T1 . . .
H1 ∗ T2 . . .
H0E0* 1/3 1/3 1/3 . . .
H0E1* 1/3 1/3 1/3 . . .
H1E0* 1/3 . . .
H1E1* . . .
∗ ∗ T0 1/4 1/4 1/4 1/4 . . .
∗ ∗ T1 1/4 1/4 1/4 . . .
∗ ∗ T2 1/4 1/4 1/4 . . .
∗E0∗ 1/6 1/6 1/6 1/6 . . .
∗E1∗ 1/6 1/6 1/6 . . .
H0 ∗ ∗ 1/6 1/6 1/6 1/6 1/6 1/6 . . .
H1 ∗ ∗ 1/6 . . .
(3) Probabilistic relationships betweenpossible instances (PI) andpossible generalizations (PG), representedbyentries
Gij of a given GDT , are defined by means of a probabilistic distribution describing the strength of the relationship
between any possible instance and any possible generalization. The prior distribution is assumed to be uniform if
any prior background knowledge is not available. Certainly, we have
∑
j Gij = 1, for any i. Thus, it is also defined
by:
Gij = p(PIj|PGi) =
⎧⎨
⎩
1
NPGi
if PGi is a generalization of PIj
0 otherwise.
(11)
where PIj is the jth possible instance, PGi is the ith possible generalization, and NPGi is the number of the possible
instances satisfying the ith possible generalization, that is,
NPGi =
∏
k∈{l|PGi[l]=∗}
nk (12)
where PGi[l] is the value of the kth attribute in the possible generalization PGi, PGi[l] = ∗means that the PGi does
not contain attribute l. nk is the number of values of the kth attribute.
Example: Table 2 describes a GDT generated from the decision table shown in Table 1. To simplify the notations in the GDT,
we use H0 to mean Hair = Blond and H1 to mean Hair = Dark. We also use T0, T1 and T2 to mean respectively the different
values of the attribute Height = {Short,Middle, Tall}.
2.3. Hybrid system GDT-RS
The GDT-RS, a soft hybrid induction system, is based on a hybridization of the Generalization Distribution Table (GDT) and
the Rough Sets (RS). It is proposed for discovering classification rules from databases with noisy data [9,41]. The GDT-RS
system can generate a set of decision rules with the minimal description length, having large strength and covering all
instances. From the decision table (DT), we can generate decision rules expressed in the following form:
P → Q with S
• P is a conjunction of descriptors over C.
• Q denotes a concept that the rule describes.
• S is a ‘measure of the strength’ of the rule.
According to the GDT-RS, the strength S is equal to [9,41]:
S(P → Q) = s(P) ∗ (1 − r(P → Q)) (13)
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where s(P) is the strength of the generalization P (the condition of the rule) and r is the noise rate function. In other words,
the strength of a given rule reflects incompleteness and noise.
The strength of the generalization P, s(P), is defined as the sum of prior distributions between P and the observed in-
stances satisfying P. It shows thatwithin possible instances satisfying the generalization PG, howmany of them are observed
in the database. The initial value of s(P) is 0. The value will be dynamically updated according to the real data in a database.
If all the possible instances satisfying generalization P occur, the strength will be the maximal value, 1.
Let P = PG, the strength of the generalization PG, when the prior distribution is uniform, is given by:
s(P) =∑
l
p(PIl|PG) = Nins−rel(PG) 1
NPG
(14)
whereNins−rel(PG) is the number of the observed instances satisfying the generalization (PG) in theDT andNPG is the number
of the possible instances satisfying the generalization P which is computed using Eq. (12).
In other words, the strength of the generalization P represents explicitly the prediction for unseen instances.
On the other hand, the noise rate is given by:
r(P → Q) = Nins−rel(P) − Nins−class(P,Q)
Nins−rel(P)
(15)
where Nins−rel(P) is the number of the observed instances satisfying the generalization P, and Nins−class(P,Q) is the number
of instances belonging to the decision Q within the instances satisfying the generalization P. It shows the quality of clas-
sification measured by the number of the instances satisfying the generalization P which cannot be classified into class Q .
Furthermore, a user can specify an allowed noise rate as threshold value. Thus, the rules with larger rates than the threshold
value will be deleted.
Example: We compute the strength of the decision rule described as follows: "If Hair = Blond and Eyes = Brown then
d = d1", where Hair = Blond and Eyes = Brown corresponds to P and d = d1 corresponds to Q. P also corresponds to the
possible generalization PG = H0E0∗ in the GDT shown in Table 2. According to it, 1NPG is equal to 13 and Nins−rel(PG) is equal
to 1 according to Table 1. So, s(P) = 1 ∗ 1
3
= 1
3
.
According to Table 1, r(P → Q) = 1−1
1
= 0. Hence, S(P → Q)=1
3
∗ (1 − 0) = 1
3
.
3. Belief function theory
In this section,we briefly review themain concepts underlying the belief function theory as interpreted in the Transferable
Belief Model (TBM) [29,30]. The latter is a useful model to represent quantified belief functions.
3.1. Basic concepts
LetΘ be a finite set of elementary events to a given problem, called the frame of discernment. All the subsets ofΘ belong
to the power set of Θ , denoted by 2Θ .
The impact of a piece of evidence on the different subsets of the frame of discernment Θ is represented by a basic belief
assignment (bba).
The bba is a functionm : 2Θ → [0, 1] such that:
∑
E⊆Θ
m(E) = 1 (16)
The valuem(E), named a basic belief mass (bbm), represents the portion of belief committed exactly to the event E.
Associated with m is the belief function, denoted bel, corresponding to a specific bba m. The belief function bel assigns
to every subset E of Θ the sum of masses of belief committed to every subset of E by m [26]. Contrary to the bba which
expresses only the part of belief that one commits to E without being also committed to E¯.
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The belief function bel is defined for E ⊆ Θ, E = ∅ as:
bel(E) = ∑
∅=F⊆E
m(F) (17)
The plausibility function pl quantifies the maximum amount of belief that could be given to a subset E of the frame of
discernment. It is equal to the sum of the bbm’s for subsets F compatible with E.
The plausibility function pl is defined as follows:
pl(E) = ∑
E∩F =∅
m(F), ∀E ⊆ Θ (18)
Example: Let us treat the problem of identification ’Who murdered John?’ and we have three suspects. Thus, the frame of
discernment related to this problem is defined as follows:
Θ = {Henry, Peter, Sara}
The power set of Θ is:
2Θ = {∅, {Henry}, {Peter}, {Sara}, {Henry, Peter}, {Peter, Sara}, {Henry, Sara}, {Henry, Peter, Sara}}
The bba related to a piece of evidence concerning the murderer of John is defined as follows:
m({Henry}) = 0.1; m({Henry, Peter}) = 0.7; m({Sara}) = 0.2
For example, 0.1 represents the part of belief exactly supporting that the murderer is Henry.
The belief function bel corresponding to this bbam is defined as follows:
bel(∅) = 0; bel({Henry}) = 0.1; bel({Peter}) = 0; bel({Sara}) = 0.2
bel({Peter, Sara}) = 0.7; bel({Henry, Peter}) = 0.1 + 0.7 = 0.8
bel({Henry, Sara}) = 0.1 + 0.2 = 0.3; bel(Θ) = 0.1 + 0.7 + 0.2 = 1
For example, 0.8 is the total belief committed to the proposition {Henry, Peter}.
The plausibility function pl corresponding to the bbam is defined as follows:
pl(∅) = 0; pl({Henry}) = 0.1 + 0.7 = 0.8; pl({Peter}) = 0.7; pl({Sara}) = 0.2
pl({Henry, Peter}) = 0.1 + 0.7 = 0.8; pl({Henry, Sara}) = 0.1 + 0.7 + 0.2 = 1
pl({Peter, Sara}) = 0.7 + 0.2 = 0.9; pl(Θ) = 0.1 + 0.7 + 0.2 = 1
For example, 0.2 represents the maximum degree of belief that the proposition {Sara}may have.
3.2. Combination
Handling information induced from different experts (information sources) requires an evidence gathering process in
order to get the fused information. In the TBM, the basic belief assignments induced from distinct pieces of evidence can be
combined using many combination rules such as the conjunctive rule and the average rule of combination.
(1) The conjunctive rule:Whenwe know that both sources of information are fully reliable, then the bba representing
the combined evidence satisfies [31]:
(m1 ∩©m2)(E) =
∑
F,G⊆Θ:F∩G=E
m1(F)m2(G) (19)
(2) The average rule: This combination rule is more suitable when evidence conflicts, then the bba representing the
combined evidence satisfies [21]:
Average(m1,m2)(E) = 1
2
[m1(E) + m2(E)] (20)
Example: Assume Θ = {Henry, Peter, Sara}.
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Let two bba’sm1 andm2 relative to two pieces of evidence.
m1({Henry}) = 0.6; m1({Henry, Peter}) = 0.2; m1 = (Θ) = 0.2
m2 = ({Peter}) = 0.4; m2 = ({Henry, Peter}) = 0.3; m2 = (Θ) = 0.3
Applying the conjunctive rule of combination, we get:
(m1 ∩©m2)(∅) = 0.24; (m1 ∩©m2)({Henry}) = 0.36; (m1 ∩©m2)({Peter}) = 0.16
(m1 ∩©m2)({Henry, Peter}) = 0.18; (m1 ∩©m2)(Θ) = 0.06
Applying the average rule of combination, we get:
Average(m1,m2)({Henry}) = 0.3; Average(m1,m2)({Peter}) = 0.2
Average(m1,m2)({Henry, Peter}) = 0.25; Average(m1,m2)(Θ) = 0.25
3.3. Decision making
In the TBM, holding beliefs and making decisions are distinct processes. Hence, it proposes two levels:
• The credal level where beliefs are represented by belief functions.
• The pignistic level where beliefs are used to make decisions and represented by probability functions called pignistic
probabilities denoted BetP and defined as follows [30]:
BetP({a}) = ∑
F⊆Θ
| {a} ∩ F |
| F |
m(F)
(1 − m(∅)) , for all a ∈ Θ (21)
Example: To make a decision, we have to compute the pignistic probability BetP corresponding to the bba,m:
BetP({Henry}) = 0.45; BetP({Peter}) = 0.35; BetP({Sara}) = 0.2;
It is more probable that the murderer is Henry.
4. Classification systems based on rough sets under the belief function framework
In this section, we present our two classification approaches, in an uncertain context, based on rough sets. The first
classification technique, called the Belief Rough Set Classifier (BRSC) [35], is based only on the basic concepts of the rough
sets (RS) especially reduct and value reduct. The second method is based on the hybrid induction system GDT-RS [9,41]
and is called Belief Rough Set Classifier based on Generalization Distribution Table (BRSC-GDT) [36]. These two classifiers
aim at simplifying the uncertain decision table (UDT) and generating more significant decision rules to classify unseen
objects. Please note that the uncertainty exists in the decision attribute and is handled through the TBM. To avoid the costly
calculation of the reduct, we suggest a heuristic method for attribute selection based on rough sets in an uncertain context
in the pre-processing stage of the both methods.
4.1. Basic concepts of rough sets under uncertainty
In order to extend the Rough Set Classifier (RSC) under the belief function framework, we need to redefine the basic
conceptsof roughsets in thisnewcontext. This subsectiondescribes themodifieddefinitionsofdecision table, indiscernibility
relation, set approximations, positive region and dependency of attributes. These adaptations were proposed originally in
[34].
4.1.1. Uncertain decision table (UDT)
Our UDT is given by A = (U, C ∪ {ud}), where U = {oj : 1 ≤ j ≤ n} is characterized by a set of certain condition
attributes C = {c1, c2, . . . , ck}, and an uncertain decision attribute ud. We represent the uncertainty of each object oj by
a bba mj expressing beliefs on decisions defined on the frame of discernment Θ = {ud1, ud2, . . . , uds} representing the
possible values of ud. These bba’s are generally given by an expert or several experts. They can also present the two extreme
cases of total knowledge and total ignorance.
Example: Let us use Table 3 to describe our UDT. It contains eight objects, three certain condition attributes C = {Hair, Eyes,
Height} and an uncertain decision attribute ud with two possible values {ud1, ud2} representing Θ . For example, for the
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Table 3
Uncertain decision table.
U Hair Eyes Height ud
o1 Dark Brown Short m1({ud2}) = 0.5,m1(Θ) = 0.5
o2 Blond Blue Middle m2({ud2}) = 1
o3 Blond Brown Short m3({ud1}) = 0.7,m3(Θ) = 0.3
o4 Blond Brown Tall m4({ud1}) = 0.95,m4({ud2}) = 0.05
o5 Dark Brown Short m5({ud2}) = 1
o6 Blond Blue Middle m6({ud2}) = 0.95,m6(Θ) = 0.05
o7 Dark Brown Tall m7({ud1}) = 1
o8 Dark Brown Middle m8({ud1}) = 0.975,m8(Θ) = 0.025
object o3, 0.7 of beliefs are exactly committed to the decision ud1, whereas 0.3 of beliefs is assigned to the whole of frame
of discernment Θ (ignorance). Through a bba, we can also represent the certain case, like for the objects o2, o5 and o7.
4.1.2. Tolerance relation
The indiscernibility relationU/C for a subset of condition attributes is the same as in the certain case because their values
are certain. However, the indiscernibility relation for the decision attributeU/{ud} is not the same as in the certain case. The
decision value is represented by a bba. In our case, it will be called Tolerance relation Tol{ud}. So, we need to assign each object
characterized by a bbamj to the right tolerance class Xi for a decision value udi. The idea is to use the distance between the
two bba’s mj and a certain bba m (such that m({udi}) = 1). Many distance measures between two bba’s were developed.
Some of them are based on pignistic transformation [2,13,43]. This kind of distances may lose information given by the
initial bba’s. However, the distance measures developed in [4,15] are directly defined on bba’s. In our case, we choose the
distance measure proposed in [4] which satisfies more properties such as non-negativity, non-degeneracy and symmetry.
For every udi, we define a tolerance class as follows:
Xi = {oj|dist(m,mj) < 1 − threshold}, such that m({udi}) = 1 (22)
Besides, we define a tolerance relation as follows:
Tol{ud} = U/{ud} = {Xi|udi ∈ Θ} (23)
where dist is a distance measure between two bba’s.
dist(m1,m2) =
√
1
2
(‖ m→1 ‖2 + ‖ m→2 ‖2 −2〈m→1 ,m→2 〉) (24)
where 〈m→1 ,m→2 〉 is the scalar product defined by:
〈m→1 ,m→2 〉 =
|2Θ |∑
i=1
|2Θ |∑
j=1
m1(Ai)m2(Aj)
|Ai ∩ Aj|
|Ai ∪ Aj| (25)
with Ai, Aj ∈ 2Θ for i, j = 1, 2, . . . , |2Θ |. ‖ m→1 ‖2 is then the square norm ofm→1 .
It should be noted here that we replace the term equivalence class from the certain decision attribute case by tolerance
class for the uncertain decision attribute, because the resulting classes may overlap.
Example: Let us continue with the same example to compute the equivalence classes based on condition attributes in the
same manner as in the certain case: IndC = U/C = {{o1, o5}, {o4}, {o2, o6}, {o3}, {o7}, {o8}} and to compute the tolerance
classes based on the uncertain decision attribute U/{ud}. If the user fixed the value of the threshold at 0.1, we would obtain
the following results:
For the uncertain decision value ud1 withm({ud1}) = 1: X1 = {o1, o3, o4, o7, o8}.
For the uncertain decision value ud2 withm({ud2}) = 1: X2 = {o1, o2, o3, o5, o6}.
So, the tolerance classes based on ud is equal to Tol{ud} = U/{ud} = {{o1, o3, o4, o7, o8}, {o1, o2, o3, o5, o6}}.
4.1.3. Set approximation
To compute the new lower and upper approximations for our UDT, we should follow two steps:
(1) We combine the bba’s for each equivalence class from U/C using the average rule [21] as follows:
m¯[oj]C (E) =
1
|[oj]C |
∑
oi∈[oj]C
mi(E), for all E ⊆ Θ (26)
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Table 4
The combined bba for the subsets {o1, o5} and {o2, o6}.
Object m({ud1}) m({ud2}) m(Θ)
o1 0 0.5 0.5
o5 0 1 0
m1,5 0 0.75 0.25
o2 0 1 0
o6 0 0.95 0.05
m2,6 0 0.975 0.025
Let us remember that [oj]C is the equivalence class containing the object oj . Note that the average rule is more
suitable than the rule of combination in Eq. (19) which is proposed especially to combine different beliefs on
decision for one object and not different bba’s relative to different objects.
(2) We compute the new lower and upper approximations for each tolerance class Xi from U/{ud} based on uncertain
decision attribute udi as follows:
C
¯
Xi = {oj|[oj]C ⊆ Xi and dist(m, m¯[oj]C ) ≤ threshold} (27)
C¯Xi = {oj|[oj]C ∩ Xi = ∅} (28)
In the new lower approximation, we find all equivalence classes from U/C included in Xi where the distance [4]
between the combined bba m¯[oj]C and the certain bbam (such thatm({udi}) = 1) is less than a threshold. However,
the upper approximation is computed in the same manner as in the certain case.
Note that in the case of uncertainty, the threshold gives more flexibility to the calculation of tolerance class and set ap-
proximations. Threshold value is fixed by the user, and for the sake of consistency, it should be the same.
Example:We continue with the same example to compute the new lower and upper approximations. After the first step, we
obtain the combined bba for each equivalence class from U/C using the average rule. Table 4 presents the combined bba for
the equivalence classes [o1]C and [o2]C . Note that to simplify the notation, we have used m1, 5 to mean m¯[o1]C .
Next, we compute the lower and upper approximations for each tolerance class from U/{ud}. Let us remember that the
value of the threshold is equal to 0.1. For the uncertain decision value ud1, let X1 = {o1, o3, o4, o7, o8}. The subsets {o4}, {o7}
and {o8} are included in X1 and the distance between their bba and the certain bbam (such thatm({ud1}) = 1) is less than
0.1. So, they will be in the lower. C
¯
(X1) = {o4, o7, o8}, C¯(X1) = {o1, o3, o4, o5, o7, o8} and BNC(X1) = {o1, o3, o5}.
For uncertain decision value ud2, let X2 = {o1, o2, o3, o5, o6}. Only the subset {o2, o6} is included in X2 and the distance
between it’s bba and the certain bbam (such thatm({ud2}) = 1) is less than 0.1. So, we obtain: C
¯
(X2) = {o2, o6}, C¯(X2) ={o1, o2, o3, o5, o6} and BNC(X2) = {o1, o3, o5}.
4.1.4. Positive region and dependency of attributes
With this new lower approximation, we can define the new positive region denoted UPosC({ud}):
UPosC({ud}) =
⋃
Xi∈U/{ud}
C
¯
(Xi) (29)
The attribute ud depends on the set of attributes C to a degree k, if
k = γC({ud}) = |UPosC({ud})||U| (30)
Example: Let us continue with the same example, to compute the positive region and dependency of attributes of A.
UPosC({ud}) = {o2, o4, o6, o7, o8}
γC({ud}) = 58
4.1.5. Belief decision rules
The decision rules induced from the uncertain decision table are called belief decision rules where the decision is repre-
sented by a bba.
Example: The belief decision rule for the object o3 from Table 3 is as follows: If Hair = Blond and Eyes = Brown and
Height = Short Thenm3({ud1}) = 0.7 m3(Θ) = 0.3.
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4.2. The Belief Rough Set Classifier (BRSC)
Our first classification approach based under the belief function framework is called the Belief Rough Set Classifier (BRSC).
This technique is based only on the basic concepts of rough sets such as reduct and value reduct. The construction procedure
of the BRSC follows two main phases:
(1) Simplification of the uncertain decision table.
(2) Generation of belief decision rules.
These two phases are described in the next part.
4.2.1. Simplification of the uncertain decision table
The simplification of our uncertain decision table (UDT) is the most important phase in the construction procedure of
the BRSC. It consists of removing all redundant and unnecessary data for rule discovery. It generates more significant and
efficient belief decision rules needed for classification process. The simplification of the UDT is done as follows:
Step 1. Elimination of the superfluous condition attributes:We remove the superfluous condition attributes that are not
in reducts. This leaves us with a minimal set of attributes that preserve the ability to perform the same classification as the
original set of attributes. We need to redefine the concepts of reduct and core in this new situation as follows:
Using the new formalism of positive region, we can find the reduct of C as a minimal set of attributes B ⊆ C such that:
UPosB({ud}) = UPosC({ud}) (31)
The core is the most important subset of attributes given by the intersection of all the reducts.
UCoreC({ud}) =
⋂
URedC({ud}) (32)
where URedC({ud)) is the set of all the reducts of A relative to ud.
Note that calculations of reducts tend to be computationally expensive. It is one of the drawbacks of rough set method-
ology. It will be better to apply a heuristic method for feature selection that computes approximate reducts with acceptable
time requirements (see Section 4.4).
Example: Let us continue with the same example in Table 3 to compute the possible reducts using the new formalism of
positive region.
UPos{Hair}({ud}) = ∅ = UPosC({ud})
UPos{Eyes}({ud}) = ∅ = UPosC({ud})
UPos{Height}({ud}) = {o1, o7} = UPosC({ud})
UPos{Hair,Eyes}({ud}) = {o8} = UPosC({ud})
UPos{Hair,Height}({ud}) = {o2, o4, o6, o7, o8} = UPosC({ud})
UPos{Eyes,Height}({ud}) = {o2, o4, o6, o7, o8} = UPosC({ud})
There are two reducts: {Hair,Height} and {Eyes,Height}. The attribute Height is the only core. We have two possible
solutions to simplify our uncertain decision table. If we choose the second reduct {Eyes,Height}, the simplified uncertain
decision table is shown in Table 5.
Table 5
The second reduct.
U Eyes Height ud
o1 Brown Short m1({ud2}) = 0.5,m1(Θ) = 0.5
o2 Blue Middle m2({ud2}) = 1
o3 Brown Short m3({ud1}) = 0.7,m3(Θ) = 0.3
o4 Brown Tall m4({ud1}) = 0.95,m4({ud2}) = 0.05
o5 Brown Short m5({ud2}) = 1
o6 Blue Middle m6({ud2}) = 0.95,m6(Θ) = 0.05
o7 Brown Tall m7({ud1}) = 1
o8 Brown Middle m8({ud1}) = 0.975,m8(Θ) = 0.025
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Table 6
Redundant objects.
U Eyes Height
o1, o3, o5 Brown Short
o2, o6 Blue Middle
o4, o7 Brown Tall
o8 Brown Middle
Table 7
Combined bba’s of redundant objects.
U ud
o1, o3, o5 m1,3,5({ud1}) = 0.24,m1,3,5({ud2}) = 0.5,m1,3,5(Θ) = 0.26
o2, o6 m2,6({ud2}) = 0.975,m2,6(Θ) = 0.025
o4, o7 m4,7({ud1}) = 0.975,m4,7({ud2}) = 0.025
o8 m8({ud1}) = 0.975,m8(Θ) = 0.025
Table 8
Simplified uncertain decision table.
U Eyes Height ud
o1, o3, o5 Brown Short m1,3,5
o2, o6 Blue m2,6
o4, o7 Tall m4,7
o8 Brown Middle m8
Step 2. Elimination of the redundant objects: After removing the superfluous condition attributes, we will find redundant
objects having the same condition attribute values. They may not have the same bba on decision attribute. So, we use their
combined bba’s based on the average rule as a rule of combination as follows:
m¯[oj]B(E) =
1
|[oj]C |
∑
oi∈[oj]B
mi(E), for all E ⊆ Θ (33)
where B is the reduct of C with respect to ud.
Example: After removing the superfluous condition attributes and the redundant objects for the uncertain decision table,
we obtain Tables 6 and 7. Let us remember that we have used the notation m1,3,5 to mean m¯[o1]B with B equal to {Eyes,
Height}.
Step 3. Elimination of the superfluous condition attribute values: To further simplify the uncertain decision table (UDT),
we can eliminate some attribute values. We also need to redefine the concept of value reduct and value core. For each belief
decision rule of the form: If C(oj) then mj .
For all B ⊂ C, Let X = {ok|B(oj) = B(ok) and j = k}
If X = ∅ then B(oj) is a value reduct of oj .
Else If Max(dist(mj, m¯[ok]C )) ≤ threshold then B(oj) is a value reduct of oj .
The set of all indispensable attributes values from C for oj with respect to udwill be called value core andwill be denoted
by UCore
j
C({ud}).
UCore
j
C({ud}) =
⋂
URed
j
C({ud}) (34)
where URed
j
C({ud}) is the family of all reduct value of C for oj with respect to ud.
Example:We compute the value reduct of each decision rule from Table 7 with threshold = 0.1. We take one decision rule
from the table: If Eyes = Brown and Height = Tall thenm4,7.
Let us split the rule into:
(1) If Eyes = Brown thenm4,7 : X = {o1, o3, o5, o8} and Max(dist(m4,7,m1,3,5), dist(m1,m8)) > 0.1
(2) If Height = Tall thenm4,7 : X = ∅
So, Height = Tall is the only value reduct for the first rule. If we compute the value reduct for all the belief decision rules,
we obtain Table 8.
4.2.2. Generation of belief decision rules
After the simplification of the uncertain decision table, we can generate shorter and significant belief decision rules.With
simplification, we can improve the time and the performance of classification of unseen objects. From one UDT, we can find
S. Trabelsi et al. / International Journal of Approximate Reasoning 52 (2011) 1409–1432 1421
many simplified solutions. The number of solutions, denoted nb, is computed as follows:
nb = |URedC({ud})| ∗
n∏
j=1
|URedjC({ud})| (35)
Example: Table 8 gives one solution of rule classification described as follows:
If Eyes = Brown and Height = Short thenm1,3,5({ud1}) = 0.24, m1,3,5({ud2}) = 0.5, m1,3,5(Θ) = 0.26.
If Eyes = Blue thenm2,6({ud2}) = 0.975, m2,6(Θ) = 0.025.
If Height = Tall thenm4,7({ud1}) = 0.975, m4,7({ud2}) = 0.025.
If Eyes = Brown and Height = Middle thenm8({ud1}) = 0.975,m8(Θ) = 0.025.
The generated belief decision rules are used to classify unseen objects. To simplify this task, we can compute the pignistic
probability frommj for each belief decision rule using Eq. (21).
The time complexity of the algorithm is O(n ∗ m2 ∗ Nrmax), where n is the number of instances in a given database, m
stands for the number of attributes, Nrmax is the maximal number of reducts. We suggest a heuristic method for attribute
selection to avoid the costly calculation of the reducts (see Section 4.4).
4.3. The Belief Rough Set Classifier based on Generalization Distribution Table
In this subsection, we present our second approach for discovering a set of classification rules from uncertain data. Like
the BRSC, the uncertainty appears only in decision attribute values and is handled by the TBM. This method is based on
the hybrid system GDT-RS originally developed in [9,41]. Our solution namely BRSC-GDT [36] can generate from uncertain
databases a set of rules with the minimal description length, having large strength and covering all instances. After the
simplification of the uncertain decision table, the BRSC generates all possible decision rules. However, in the simplification
of the uncertain decision tables, the BRSC-GDT eliminates the contradictory decision rules. Besides, if one decision rule has
more than one possibility of simplification, it keeps only the decision rule with best strength. The main steps used to build
BRSC-GDT and to discover the set of classification rules from UDT under the belief function framework are described as
follows:
Step 1. Creation of the GDT: This step can be omitted because the prior distribution of a generalization can be calculated
using eqns. (11) and (12). Note that the standard GDT depends only on condition attributes and not in decision attribute
values. In the uncertain context, our GDT still has the same structure as in [42].
Step 2. Definition of the compound object: Objects from U having the same condition attribute values are considered as
one object over C, called the compound object o′j and defined as follows:
o′j = {oi|C(oi) = C(oj)} (36)
For objects composing each compound object, combine their bba’s using the average rule as follows:
m′j(E) =
1
|o′j|
∑
oj∈o′j
mj(E),∀E ⊆ Θ (37)
Let us remember that the average rule [21] is more suitable to combine these bba’s than the rule of combination in Eq.
(19) which is proposed especially to combine different beliefs on decision for one object and not different bba’s for different
objects.
The definition of the compound objects is a way of reducing the uncertain decision table.
Example: Let us continue with the same example in Table 3. By applying the step 2, we obtain the following tables:
Step 3. Elimination of the contradictory compound objects: For any compound object o′j from U, compute rudi(o′j) which
represents a noise rate for each decision value udi, If there exists a udi such that rudi(o
′
j) = min{rudi′ (o′j)|udi′ ∈ Θ} < Tnoise
(threshold value), then we assign the decision value udi to the object oj . If there is no udi ∈ Θ such that rudi(o′j) < Tnoise, we
treat the compound object o′j as a contradictory one, and set the decision value of o′j to⊥ (uncertain).
The noise rate is calculated originally using Eq. (15). This is not appropriate in our uncertain context since the decision
value is represented by a bba. So, we propose the computing of the noise rate based on a distance measure [4] as follows:
rudi(o
′
j) = dist(m′j,m), such thatm({udi}) = 1 (38)
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Table 9
The compound objects.
U Hair Eyes Height
o′1(o1, o5) Dark Brown Short
o′2(o2, o6) Blond Blue Middle
o′3 Blond Brown Short
o′4 Blond Brown Tall
o′7 Dark Brown Tall
o′8 Dark Brown Middle
Table 10
The combined bba’s.
U ud
o′1 m′1({ud2}) = 0.75,m′1(Θ) = 0.25
o′2 m′2({ud2}) = 0.975,m′2(Θ) = 0.025
o′3 m′3({ud2}) = 0.7,m′3(Θ) = 0.3
o′4 m′4({ud1}) = 0.95,m′4({ud2}) = 0.05
o′7 m′7({ud1}) = 1
o′8 m′8({ud1}) = 0.975,m′8(Θ) = 0.025
Table 11
Contradictory and not contradictory compound objects.
U Hair Eyes Height ud
o′1 Dark Brown Short ⊥
o′2 Blond Blue Middle ud2
o′3 Blond Brown Short ⊥
o′4 Blond Brown Tall ud1
o′7 Dark Brown Tall ud1
o′8 Dark Brown Middle ud1
Table 12
Discernibility vector for o′4.
U′ o′1(⊥) o′2(ud2) o′3(⊥) o′4(ud1) o′7(ud1) o′8(ud1)
o′4(ud1) Hair, Height Eyes, Height Height ∅ ∅ ∅
The idea is to use the distance between two bba’s m′j and a certain bba m (such that m({udi}) = 1). In this manner, we
can check that the decisions of all instances in a compound object are close to a certain case. In such a case, the compound
object is considered as not contradictory.
Elimination of the contradictory compound objects is another way of reducing the uncertain decision table.
Example:Wefixed the threshold value of Tnoise at 0.05. For the compound object o
′
1, the noise rate for the decision value ud1
is equal to rud1(o
′
1) = 0.63 and the noise rate for the decision value ud2 is equal to rud2(o′1) = 0.36. So, o′1 is a contradictory
compound object. By applying the step 3 to Tables 9 and 10, we obtain Table 11.
Step 4. Minimal description length of decision rule: The value reduct of a decision rule for a compound object gives a
minimal description length of the decision rule without a lose of information. Therefore, from U′, we select the set of all the
non-contradictory compound objects. For each non-contradictory compound object o′j we then create a discernibility vector
(the row or the column with respect to o′j in the discernibility matrix [27]) for o′j .
The discernibility matrix of A is a symmetric n ∗ n matrix. Each entry aij consists of the set of attributes upon which
objects oi and oj differ.
aij = {c ∈ C|c(oi) = c(oj)} and ud(oi) = ud(oj) for i, j = 1, . . . , n (39)
Next, we compute all the value reducts for the compound object o′j by using the discernibility function fA(o′j). It is a boolean
function of k boolean variables corresponding to the k condition attributes defined as below:
fA(o
′
j) =
∧{∨
aij|1 ≤ i ≤ n, aij = ∅
}
(40)
The set of all prime implicants of fA(o
′
j) determines the sets of all reduct values of the compound object o
′
j .
Example: According to Table 11, the discernibility vector for the compound object o′4 is as follows:
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Table 13
Decision rules.
U′ Rules Strengths
o′2 If Eyes = Blue then ud2 0.5
o′4, o′7 If Height = Tall then ud1 0.5
o′8 If Eyes = Brown and Height = Middle then ud1 0.5
We obtain from Table 12 three reduct values namely {Hair, Height}, {Eyes, Height} and {Height} by applying the indis-
cernibility function : fA(o
′
4)=(Hair ∨ Height) ∧ (Eyes∨ Height) ∧ (Height) = (Height) ∨ (Hair ∧ Height) ∨ (Eyes∧ Height).
So, we have three possibilities to simplify the decision rule for the compound object o′4.
Step 5. Selection of the best rules:We start by constructing the simplified decision rules obtained from the value reducts
for the each compound object o′j from U′, and revising their strength using Eq. (13). Then, we select only the best rule for o′j
having the maximum strength.
Example: The following rules are acquired for the compound object o′4 according to the same example :
(1) If Height = Tall then ud1 with S = 2 ∗ 14 = 0.5.
(2) If Hair = Blond and Height = Tall then ud1 with S = 1 ∗ 12 = 0.5.
(3) If Eyes = Brown and Height = Tall then ud1 with S = 1 ∗ 12 = 0.5.
The rule If Height = Tall then ud1 is selected for the compound object o′4 due to its strength and description length.
Step 6. Stopping criterion: Let U′ = U′ − {o′j}. If U′ = ∅, then go back to Step 4. Otherwise, STOP.
Example: As a result, we obtain a set of decision rules able to classify unseen objects shown in Table 13.
The time complexity of the algorithm is O(k ∗ n2Nrmax), where n is the number of instances in a given database, k stands
for the number of attributes, Nrmax is the maximal number of reducts for instances. We again suggest a heuristic method for
attribute selection in pre-processing stage before using our BRSC-GDT (see Section 4.4).
4.4. Heuristic method for attribute selection
Finding all possible reducts from uncertain decision table (UDT) is an NP-hard problem. To solve this problem, we have
proposed a heuristic attribute selection method based on rough sets that is able to select the relevant features from our
uncertain data without costly calculations [37]. The advantages of this heuristic is that it is fast and generates only one
reduct. This heuristic can be applied in the pre-processing stage of the two classifiers BRSC and BRSC-GDT.
4.4.1. Principle
Our solution is based on the algorithm by Zhong et al. [40] which uses the attributes from the core as an initial attribute
subset. Next, it selects attributes one by one from unselected ones using certain strategies, and adds them to the attribute
subset until a reduct approximation is obtained. A threshold value is required as a stopping criterion to determine when
a reduct candidate is ˝near enough˝ to being a reduct. On each iteration, those objects that are consistent with the current
reduct candidate are removed.
4.4.2. Notations
The following notations are used to introduce the algorithm:
• R: the set of selected condition attributes,
• P: the set of unselected condition attributes,
• ε: reduct threshold.
• vc : the cardinality of the positive region when the attribute c is added to the set of selected condition attributes R. In
other words, vc reflects the consistent objects that can be formed when the attribute c is added to the set of selected
condition attributes R.
• mc : the largest equivalence class obtained from the positive region when the attribute c is added to the set of
selected condition attributes R and is based on condition and decision attributes (R∪ {c} ∪ {ud}). In other words,mc
represents the redundant and the consistent objects that can be formed when the attribute c is added to the set of
selected condition attributes R.
• xc : the largest equivalence class obtained from the set of objects U and is based on the set of selected condition
attributes R when the attribute c is added to it. In other words, mc reflects the redundant objects not necessary
consistent that can be formed when the attribute c is added to the set of selected condition attributes R.
1424 S. Trabelsi et al. / International Journal of Approximate Reasoning 52 (2011) 1409–1432
Table 14
Initial state.
U Height ud
o1 Short m1({ud2}) = 0.5,m1(Θ) = 0.5
o2 Middle m2({ud2}) = 1
o3 Short m3({ud1}) = 0.7,m3(Θ) = 0.3
o5 Short m5({ud2}) = 1
o6 Middle m6({ud2}) = 0.95,m6(Θ) = 0.05
o8 Middle m8({ud1}) = 0.975,m8(Θ) = 0.025
4.4.3. Algorithm
Initial state
(1) R ← UCoreC({ud}) // calculation of the core
P ← C − UCoreC({ud})
(2)while (γR({ud}) < ε)
(3) U ← U − UPosR({ud}) //optimization
(4) ∀ c ∈ P
(5) vc = |UPosR∪{c}({ud})|
(6)mc =max − size(UPosR∪{c}({ud})/R ∪ {c} ∪ {ud})
(7) xc =max − size(U/R ∪ {c})
(8) Choose c with largest vc ∗ mc ∗ xc
(9) R ← R ∪ {c}
(10) P← P-{c}
(11) return R
The strategy for attribute selection used in this algorithm can be described as follows: select a given attribute c, if by
adding it to the subset R of attributes, the cardinality ofUPosR∪{c}({ud})) increases faster and themax− size(UPosR∪{c}({ud})
/R ∪ {c} ∪ {ud})) andmax − size(U/R ∪ {c}) are larger than by adding any other attribute. These discussed conditions can
be competitive. So, we choose in our quality criterion the result of multiplication.
Example: Let us continuewith the same example in Table 3 to compute the reduct using the heuristic.We start by computing
the core (the set of indispensable condition attributes) as follows:
Remove the hair attribute from the condition attributes:
UPos{Eyes,Height}({ud}) = {o1, o2, o6, o7, o8} = UPosC({ud})
So, the hair attribute is not indispensable.
Remove the eyes attribute from the condition attributes:
UPos{Hair,Height}({ud}) = {o1, o2, o6, o7, o8} = UPosC({ud})
So, the eyes attribute is not indispensable.
Remove the height attribute from the condition attributes:
UPos{Hair,Eyes}({ud}) = {o8} = UPosC({ud})
So, the height attribute is indispensable.
Only the height attribute is indispensable with respect to ud. Hence, it is the core.
We have, in the initial state:
R = UCoreC({ud}) = {Height}
P = C- UCoreC({ud}) = {Hair, Eyes}
Setting reduct threshold: ε =γC({ud}) = 5/8, the termination condition will be γR({ud}) ≥ 5/8. Since γR({ud}) =
2/8 < 5/8, R is not a reduct, we must continue adding other condition attributes to R until a reduct is obtained.
The positive region of the attribute {Height} with respect to {ud}: UPos{Height}({ud}) = {o4, o7}. From U, the consistent
objects {o4, o7} should be removed. The initial state is shown in Table 14 with U = {o1, o2, o3, o5, o6, o8}.
Next, we have two candidates Hair and Eyes. Tables 15 and 16 give the results of adding Hair and Eyes to R, respectively.
From these tables and according to the selection strategy, we compute the vc , mc and xc for each candidate which are
Hair and Eyes attributes as follows:
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Table 15
Selecting the Hair attribute.
U Hair Height ud
o1 Dark Short m1({ud2}) = 0.5,m1(Θ) = 0.5
o2 Blond Middle m2({ud2}) = 1
o3 Blond Short m3({ud1}) = 0.7,m3(Θ) = 0.3
o5 Dark Short m5({ud2}) = 1
o6 Blond Middle m6({ud2}) = 0.95,m6(Θ) = 0.05
o8 Dark Middle m8({ud1}) = 0.975,m8(Θ) = 0.025
Table 16
Selecting the Eyes attribute.
U Eyes Height ud
o1 Brown Short m1({ud2}) = 0.5,m1(Θ) = 0.5
o2 Blue Middle m2({ud2}) = 1
o3 Brown Short m3({ud1}) = 0.7,m3(Θ) = 0.3
o5 Brown Short m5({ud2}) = 1
o6 Blue Middle m6({ud2}) = 0.95,m6(Θ) = 0.05
o8 Brown Middle m8({ud1}) = 0.975,m8(Θ) = 0.025
UPos{Hair,Height}({ud}) = {o2, o6, o8}
UPos{Eyes,Height}({ud}) = {o2, o6, o8}
vHair = |UPOS{Hair,Height}({ud})| = 3
vEyes = |UPOS{Eyes,Height}({ud})| = 3
The two candidates have the same vc which is equal to 3. In other words, by adding Hair or Eyes to R, the objects o2, o6
and o8 become consistent.
Then, we should check the value ofmc
UPos{Hair,Height}({ud})/{Hair,Height, {ud}} = {{o2, o6}, {o8}}
UPos{Eyes,Height}({ud})/{Eyes,Height, {ud}} = {{o2, o6}, {o8}}
mHair = 2, which is relative to the {o2, o6}
mEyes = 2, which is relative to the {o2, o6}.
The two candidates have the samemc which is equal to 2. In other words, by adding Hair or Eyes to R, the objects o2 and
o6 become consistent and redundant.
Finally, we should check the value of xc
U/{Hair,Height} = {{o2, o6}, {o3}, {o4, o5}, {o8}}
U/{Eyes,Height} = {{o2, o6}, {o3, o4, o5}, {o8}}
xHair = 2, which is relative to the {o2, o6} or {o4, o5}
xEyes = 3, which is relative to the {o3, o4, o5}
The two candidates have not the same xc . Since, the maximal set is in U/{Eyes,Height}. So, according to our selection
strategy, Eyes should be selected first.
After adding Eyes to R, γR({ud})= 5/8 ≥ 5/8. The process is finished. Thus, the selected attribute subset is {Eyes,Height}.
5. Experimentation
In our experiments, we have performed several tests on real-world databases to evaluate our two proposed classifiers
the Belief Rough Set Classifier (BRSC) and the Belief Rough Set Classifier based on Generalization Distribution Table (BRSC-GDT)
using our heuristic method for feature selection.
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Table 17
Description of databases.
Database #instances #attributes #decision values
W. Breast Cancer 690 8 2
Balance Scale 625 4 3
C. Voting records 497 16 2
Zoo 101 17 7
Nursery 12960 8 3
Solar Flares 1389 10 2
Lung Cancer 32 56 3
Hyes-Roth 160 5 3
Car Evaluation 1728 6 4
Lymphography 148 18 4
Spect Heart 267 22 2
Tic-Tac-Toe Endgame 958 9 2
5.1. Experimental databases
• In the first set of experiments, we tested our classifiers on standard real-world databases obtained from the U.C.I.
repository. 1 A brief description of these databases is presented in Table 17. These databases were artificially modified
in order to include uncertainty in the decision attribute. We took different degrees of uncertainty (Low, Middle and
High) based on increasingly values of probabilities P used to transform the actual decision value di of each object oj
to a bbamj({di}) = 1 − P andmj(Θ) = P.
– Low degree of uncertainty: 0 < P <= 0.3.
– Middle degree of uncertainty: 0.3 < P <= 0.6.
– High degree of uncertainty: 0.6 < P <= 1.
A larger P gives a larger degree of uncertainty. Besides, we take in our experiments the case of no uncertainty in the
decision attribute (certain case) in the chosen databases.
• In the second set of experiments, we tested our classifier on a naturally uncertain web usage database. The latter was
obtained fromweb access logs of the introductory computing science course at Saint Mary’s University. The course is
“Introduction to Computing Science and Programming" offered in the first term of the first year. The initial number
of students in the course was 180. The number reduced over the course of the semester to 140 students. The students
in the course come from a wide variety of backgrounds, such as computing science major hopefuls, students taking
the course as a required science course, and students taking the course as a science or general elective. As is common
in a first year course, students’ attitudes towards the course also vary a great deal. Lingras andWest [22] showed that
visits from students attending the first course could fall into one of the following three categories (decision values):
– Studious: These visitors download the current set of notes. Since they download a limited/current set of notes, they
probably study class-notes on a regular basis.
– Crammers: These visitors download a large set of notes. This indicates that they have stayed away from the class-
notes for a long period of time. They are planning for pretest cramming.
– Workers: These visitors are mostly working on class or lab assignments or accessing the discussion board.
The web logs were preprocessed to create an appropriate representation of each user, corresponding to a visit. The
abstract representation of aweb user is a critical step that requires a good knowledge of the application domain. Based
on some observations, it was decided to use the following attributes for representing each visitor [22]:
– On campus/Off campus access.
– Day time/Night time access: 8 a.m. to 8 p.m. were considered to be the daytime.
– Access during lab/class days or non-lab/class days: All the labs and classes were held on Tuesdays and Thursdays.
The visitors on these days are more likely to be workers.
– Number of hits.
– Number of class-notes downloads.
The first three attributes had binary values of 0 or 1. The last two variables represent the number of hits and number of
class-notes, and were integer values. Total visits were 23754. The visits where no class-notes were downloaded were
eliminated, since these visits correspond to either casual visitors or workers. Elimination of outliers and visits from
the search engines further reduced the sizes of the data set to 7965. Instead of representing an object as belonging
to a cluster udi (decision value), we also associated a degree of belief in the object belonging to the cluster udi. Let
Θ = {udi|1 ≤ i ≤ k} be the set of all the clusters (the possible decision values). We will use the cluster label udi and
the cluster center vector interchangeably. If K-means algorithm identified the object oj as belonging to cluster udi,
1 http://www.ics.uci.edu/ mlearn/MLRepository.html.
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then the bbamj for the object was calculated as follows:
mj({udi}) = sim(oj, udi)∑k
j=1 sim(oj, udi)
,mj(Θ) = 1 − mj({udi}) (41)
where sim(oj, udi) = 1/d(oj, udi) represents the similarity between object oj and udi and is calculated as the inverse
of the distance d between them. The latter is a standard Euclidean distance. It should be noted here that the bba
described above is just one of the possibilities. It is possible to have a more elaborate bba by using a threshold to
identify more than one possible decision class for an object.
In our experiments, we will test this web usage database based on two cases:
• Certain case: each object oj is belonging to one of the three clusters (Studious, Crammers, Workers).• Uncertain case: instead of using crisp assignment, it is also associated a degree of beliefmj to the object belonging to
the cluster udi.
5.2. Evaluation criteria
The relevant criteria used to judge the performance of our proposed classifiers are as follows:
(1) The time requirement represents the number of seconds needed for the construction procedure.
(2) The size represents the number of belief decision rules generated from the classifier.
(3) The classification accuracy represents the percent of correct classification (PCC) of the objects belonging to testing
set. For each testing instance, we determine its corresponding rule and we look for the most probable decision
corresponding to this rule using the pignistic probability computed from its bba.
Each database is divided into ten equal parts. Nine parts are used as the training set, the last is used as the testing set.
The procedure is repeated ten times, each time another part is chosen as the testing set. This method, called ten fold cross-
validation, provides a more reliable estimation of the evaluation criteria.
5.3. Experimental results from U.C.I repository databases
5.3.1. Experimental results with the certain case
To judge the performance of our rough set classifiers, we have first compared their results with those given by traditional
classificationmethods such as C4.5, K-nearest neighbors (KNN) andNaive Bayes classifier for the certain case (no uncertainty
in the decision attribute) and only for the classification accuracy criterion (the chosen classificationmethods are not similar).
Table 18 gives the different results obtained fromBRSC, BRSC-GDT, C4.5, KNNandNaive Bayes for unmodifiedU.C.I repository
databases. Note that relative to the KNN, we have taken the best results from three different values of K=(1,3,5,7) which
represents the number of nearest neighbors.
From this table, we can conclude that using our classification systems based on rough sets give more accurate mod-
els than using the chosen traditional methods for the chosen U.C.I repository databases. The improvement is especially
notable when compared with the KNN. For example, the PCC for the W. Breast Cancer using KNN is equal to 79.33% and
equal to 84.51% using BRSC. BRSC and BRSC-GDT also perform better than C4.5 and Naive Bayes Classifier. For example,
the PCC for the Car Evaluation data base using Naive Bayes Classifier is equal to 80.19% and equal to 81.51% using BRSC-
GDT.
5.3.2. Experimental results with the uncertain case
To further evaluate the performance of our two proposed classifiers, we compare our results with those given by an-
other similar classifier relative the uncertain case (Low, Middle and High) and based on the three evaluation criteria (Time
requirement, Size and PCC). We choose the Belief Decision Tree (BDT) approach developed in [11]. The latter is a decision
tree in an uncertain environment where the uncertainty is represented through the TBM. The uncertainty appears in the
decision attribute of training objects. Hence, the comparison between the two classifiers is possible. From the two proce-
dures of building BDT, we choose for the comparison the conjunctive approach which is conceptually much closer to the
TBM itself. The pruning step is necessary for improving the size and the accuracy of the BDT. In [33], we have concluded
that the post-pruning is better than pre-pruning [12] in terms of size and accuracy. For this reason, we focus only on the
post-pruned BDT with complexity equal to O(k ∗ n2 ∗ log n), where n is the number of instances in a given database and k
stands for the number of attributes.
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Table 18
Comparison with traditional methods based on PCC (%).
Database BRSC BRSC-GDT C4.5 KNN Naive Bayes
W. Breast Cancer 84.51 83.71 82.11 79.33 82.03
Balance Scale 83.89 81.53 80.46 78.07 80.61
C. Voting records 98.63 98.52 95.45 94.76 95.48
Zoo 94.11 93.64 91.01 89.61 91.89
Nursery 96.45 96.17 94.03 90.32 94.03
Solar Flares 89.74 89.71 87.67 83.66 87.64
Lung Cancer 76.69 75.58 72.25 69.35 72.36
Hyes-Roth 97.78 97.55 94.32 89.11 94.26
Car Evaluation 83.86 81.51 80.71 74.39 80.19
Lymphography 84.89 84.36 82.70 76.35 82.50
Spect Heart 87.78 87.49 84.38 81.17 84.35
Tic-Tac-Toe Endgame 87.05 86.35 84.81 82.26 84.39
Table 19
The experimental results for the time requirement (s).
Bases Pruned BDT BRSC BRSC-GDT
W. Breast Cancer 66 41 156
Balance Scale 42 35 139
C. Voting records 68 27 117
Zoo 39 34 103
Nursery 191 127 386
Solar Flares 108 104 160
Lung Cancer 29 15 56
Hyes-Roth 34 28 93
Car Evaluation 133 105 189
Lymphography 65 43 108
Spect Heart 71 52 111
Tic-Tac-Toe Endgame 107 98 149
Table 20
The experimental results for the size relative to the BRSC.
Database Low Unc Middle Unc High Unc Mean
W. Breast Cancer 49 50 53 51
Balance Scale 61 61 61 61
C. Voting records 50 51 56 52
Zoo 41 41 42 41
Nursery 225 232 248 235
Solar Flares 125 127 128 127
Lung Cancer 23 23 29 25
Hyes-Roth 44 45 46 45
Car Evaluation 174 175 175 175
Lymphography 57 58 58 58
Spect Heart 51 55 57 54
Tic-Tac-Toe Endgame 122 125 127 125
The time requirement: In this part, we detail the experimental results for the first evaluation criterion, i.e. the time
requirements for the construction of the BRSC, the BRSC-GDT and the pruned BDT. Table 19 gives results from all the
databases for the time requirements for the three classifiers. Note that the time requirement is almost the same for different
degrees of uncertainty. Table 19 shows that the two classification approaches based on rough sets, i.e. the BRSC and the
BRSC-GDT, are faster than the pruned BDT. Especially, for large databases such as Nursery database, the time requirement
goes down from 386s for pruned BDT to 191s with BRSC and to 127s with BRSC-GDT. Furthermore, we also conclude from
Table 19 that the BRSC-GDT approach is slightly faster than the BRSC.
The size: We move to the second evaluation criterion representing the number of the learned uncertain decision rules
generated from our three classifiers: the BRSC, the BRSC-GDT and the pruned BDT in conjunctive approach. Tables 20, 21 and
22 summarize the results for the size relative to the chosen databases for the three uncertain cases (Low Unc, Middle Unc,
High Unc) with their mean. From these tables, we conclude that the pruned BDT gives more combined decision rules for all
databases than the BRSC. For example, the number of decision rules induced from Nursery database is 206 using BDT and
235 using BRSC. However, this increase of size becomes smaller when the uncertainty increases. For example, the number
of decision rules induced from Nursery database in low uncertainty case is 197 using BDT and 225 using BRSC. However,
with high uncertainty, the size of model goes from 222 using BDT to 228 using BRSC. We also conclude that the BRSC-GDT
gives size of models smaller than the pruned BDT and the BRSC for all the databases and for all the degrees of uncertainty.
For example, the number of uncertain decision rules induced from W . Breast Cancer database goes from 47 using pruned
BDT and 51 using BRSC to 41 using BRSC-GDT. Finally, we can also conclude that the size increases when the uncertainty
increases. It is true for all databases and for all classifiers.
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Table 21
The experimental results for the size relative to the BRSC-GDT.
Database Low Unc Middle Unc High Unc Mean
W. Breast Cancer 38 40 44 41
Balance Scale 49 53 55 52
C. Voting records 38 44 40 41
Zoo 27 29 32 29
Nursery 186 198 199 194
Solar Flares 109 114 123 115
Lung Cancer 21 22 22 22
Hyes-Roth 27 31 36 31
Car Evaluation 157 159 161 159
Lymphography 44 44 43 44
Spect Heart 43 43 45 44
Tic-Tac-Toe Endgame 104 111 116 110
Table 22
The experimental results for the size relative to the pruned BDT.
Database Low Unc Middle Unc High Unc Mean
W. Breast Cancer 43 47 52 47
Balance Scale 50 55 56 54
C. Voting records 38 43 52 44
Zoo 28 34 40 34
Nursery 197 199 222 206
Solar Flares 117 128 130 125
Lung Cancer 23 23 27 24
Hyes-Roth 33 34 37 35
Car Evaluation 170 170 173 171
Lymphography 49 50 55 51
Spect Heart 43 47 51 47
Tic-Tac-Toe Endgame 109 124 127 120
Table 23
The experimental results for the PCC (%) relative to the BRSC.
Database Low Unc Middle Unc High Unc Mean
W. Breast Cancer 84.41 84.01 83.67 84.03
Balance Scale 83.77 83.56 83.47 83.6
C. Voting records 98.58 98.27 98.01 98.28
Zoo 94.05 94.01 93.61 93.89
Nursery 96.34 96.03 95.72 96.03
Solar Flares 89.68 89.64 89.66 89.66
Lung Cancer 76.5 76.25 76.35 76.36
Hyes-Roth 97.65 97.32 97.11 97.36
Car Evaluation 83.79 83.71 82.09 83.19
Lymphography 84.75 84.70 85.04 84.50
Spect Heart 87.56 87.33 87.12 87.33
Tic-Tac-Toe Endgame 86.98 86.85 86.26 86.69
The classification accuracy: Finally, Tables 23, 24 and 25 detail the results for the more important evaluation criterion
representing the classification accuracy for each classifier relative to the three degrees of uncertainty with their mean. From
these tables, we conclude that our two classifiers based on rough sets called the BRSC and the BRSC-GDT, give better PCC
than the pruned BDT for all the databases and for all the degrees of uncertainty. For Solar Flares database, the mean PCC
obtained from the BRSC and the BRSC-GDT are respectively 89.66% and 86.62%. However, the mean PCC for the pruned BDT
is 85.63%. On the other hand, we conclude that the BRSC gives better PCC than the BRSC-GDT for all the databases and for all
the degrees of uncertainty. For example, themean PCC obtained from Balance database is 83.6% using BRSC and 80.56% using
BRSC-GDT. Finally, we can also conclude that the PCC decreases when the uncertainty increases. It is true for all databases
and for all classifiers.
5.3.3. Experimental results with the noisy case
The main goal of the experiments in the previous sections was to show that with the same level or degree of the
uncertainty, our two belief rough set classification systems are better in classification performance than the conventional
classification methods as well as the pruned belief decision tree which is a similar classifier and handles uncertainty in the
decision attribute. However, we conclude that the classification using the crisp decision value (no uncertainty) is better than
introducing uncertainty in the decision values using belief functions. The uncertainty in this case was created artificially
and randomly. Hence, the previous results are sufficient to show the utility of using the belief functions to represent the
uncertainty in the condition attribute but they do not show that accommodation of uncertainty in the decision attributes
can lead to better performance than using crisp ones.
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Table 24
The experimental results for the PCC (%) relative to the BRSC-GDT.
Database Low Unc Middle Unc High Unc Mean
W. Breast Cancer 83.77 83.48 83.05 83.43
Balance Scale 81.46 80.21 80.03 80.56
C. Voting records 98.44 98.16 97.92 98.17
Zoo 93.52 93.47 92.87 93.28
Nursery 96.06 95.81 95.27 95.71
Solar Flares 89.67 89.61 89.56 89.61
Lung Cancer 75.50 75.50 66.33 72.44
Hyes-Roth 97.46 97.11 96.75 97.10
Car Evaluation 81.46 81.01 81.17 81.21
Lymphography 84.24 84.03 83.67 83.98
Spect Heart 87.34 87.28 87.07 87.23
Tic-Tac-Toe Endgame 86.26 86.21 86.18 86.21
Table 25
The experimental results for the PCC (%) relative to the pruned BDT.
Database Low Unc Middle Unc High Unc Mean
W. Breast Cancer 83.46 83.01 82.17 82.88
Balance Scale 78.15 77.83 77.76 77.91
C. Voting records 98.28 97.76 97.71 97.91
Zoo 91.94 91.36 91.41 91.57
Nursery 95.84 95.13 95.11 95.36
Solar Flares 85.78 85.61 85.46 85.61
Lung Cancer 74.63 74.36 74.07 74.35
Hyes-Roth 83.66 83.31 82.14 83.03
Car Evaluation 73.49 73.11 72.97 73.19
Lymphography 79.25 78.97 78.94 79.05
Spect Heart 83.46 83.01 82.17 82.88
Tic-Tac-Toe Endgame 83.91 83.75 83.42 83.69
Table 26
The experimental results for the PCC (%) by introducing noise.
Crisp noise Unc noise Crisp noise Unc noise Crisp noise Unc noise
Database BRSC BRSC BRSC- BRSC- Pruned Pruned
GDT GDT BDT BDT
W. Breast Cancer 84.44 85.87 83.97 85.31 83.73 84.94
Balance Scale 83.36 84.89 82.85 84.63 82.76 84.35
C. Voting records 97.46 98.90 97.24 98.68 97.17 98.61
Zoo 94.49 96.23 94.02 95.63 93.68 95.08
Nursery 95.74 97.06 95.62 96.91 95.33 96.53
Solar Flares 89.26 90.78 89.19 90.70 88.87 90.19
Lung Cancer 76.45 77.97 75.88 77.38 75.76 77.12
Hyes-Roth 96.62 97.91 96.13 97.84 96.11 97.60
Car Evaluation 82.77 84.29 82.72 84.13 82.39 83.78
Lymphography 84.59 85.94 84.23 85.76 83.82 85.38
Spect Heart 86.59 87.97 86.34 87.81 86.19 87.49
Tic-Tac-Toe Endgame 86.77 88.10 86.55 87.94 86.44 87.83
Therefore, we add noise in the decision attribute for all the records in each database.We use 20% probability for randomly
changing the class (decision attribute value) as follows: we generate a random number between 0 to 9. If the number is 8 or
9, then we change the value of the decision attribute (if the original class were 0 change to 1 and vice versa). We obtain in
this case databases with crisp noisy decision attributes.
For these records, we use the same level of noise (20% probability) as ametaknowledge for fixing the bba’s of the decision
attribute to be m({di}) = 0.8 and m(Θ) = 0.2. (where di is the real decision value). This provides us databases with
uncertain noisy decision attributes.
The objective is to compare the results obtained from two cases:
(1) Database with crisp noisy decision attribute
(2) Database with uncertain noisy decision attribute
Table 26 shows the experimental results obtained from BRSC, BRSC-GDT and pruned BDT for both the cases: “crisp noisy
decision” and “uncertain noisy decision”. We find that the classification accuracy for the uncertain case is much better than
for the crisp case. It is true for all databases and for all classifiers. For example, the PCC for the BRSC obtained from Zoo
database goes from 94.49% with the crisp noisy case to 96.23% with uncertain noisy case.
We can conclude that the classification accuracy is higher for databases with some partially uncertain decision attributes
represented using belief functions than those databases with crisp noisy decision attribute.
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Table 27
Experimental results for the web usage database.
Approaches PCC (%) Size Time requirement
Certain case Uncer case Certain case Uncer case (s)
pruned BDT 84.07 85.12 37 39 188
BRSC 85.16 89.63 41 46 157
BRSC-GDT 84.92 88.46 32 35 143
5.4. Experimental results for the web usage database
In this subsection, we apply our classification approaches based on rough sets under belief functions (BRSC, BRSC-GDT)
on a real-world web usage mining database. We compare the results with those obtained from the pruned BDT.
Table 27 summarizes the results for the three evaluation criteria by applying our rough set based approaches to learn
decision rules from the web usage mining in comparison to those obtained from the BDT.
• For the classification accuracy criterion, PCC for precise clustering (certain case) is less than the PCC based on the
degrees of belief in cluster membership (uncertain case). For example, the PCC of the BRSC is equal to 85.24 % with
certain case. However, the PCC goes up to 89.63% for uncertain case. We also conclude that the PCC for our rough set
based approaches is better than the PCC for the pruned BDT.
• For the size criterion, we find that the sizes of the generated models for all the approaches in the certain case is less
than those for uncertain case. For example, the size of the BRSC-GDT goes up from 32 with certain case to 35 with
uncertain case. We also conclude that the size for the BRSC-GDT is smaller than the size for the post pruned BDT.
• The time requirement is almost the same for the certain and the uncertain case. Our rough set based classification
approaches are faster than the post-pruned BDT. For example, the time requirement for the BRSC-GDT is equal to 143
seconds. However, the time requirement for the pruned BDT is 188 seconds.
Based on these observations, we conclude that our classification approaches based on rough sets may be better for the web
usage mining databases, where cluster assignments are characterized by belief functions.
6. Summary and conclusions
In this paper, we have presented two new classification approaches based on rough sets called BRSC and BRSC-GDT
under the belief function framework. Both are shown to simplify the uncertain decision table and to generate more efficient
decision rules for the classification process. The uncertainty appears only in decision attribute values which is represented
through the belief functions. We have also proposed a heuristic for the attribute selection to avoid costly calculations of
reduct. To judge the performance of our belief rough set classifiers, we have first compared them with some traditional
classification methods such as decision tree, K-nearest neighbors and Naive Bayes classifier only from crisp conventional
decision attributes. The results are very interesting end encouraging. To further evaluate our solutions in the uncertain case,
we have compared the results with those given by Belief Decision Tree (BDT) after post-pruning.
According to three evaluation criteria, we conclude that the BRSC and the BRSC-GDT are more accurate than the pruned
BDT. This increased accuracy can be easily explained. Our classification techniques based on rough sets try to reduce the UDT
without affecting the classification task. Our experiments also show that the BRSC is more accurate than the BRSC-GDT. We
further conclude that the post-pruned BDT gives more combined decision rules than the BRSC. This is due to the pruning
which can reduce the size of the BDT. However, the model for the BRSC-GDT is smaller than the pruned BDT and the BRSC.
This performance gain is due to the fact that the BRSC-GDT selects only the best and the non-contradictory decision rules.
Finally, we also conclude that our new classification approaches based on rough sets are faster than the post-pruned BDT.
This positive result is due to the heuristic method used in the construction of the BRSC and the BRSC-GDT which produces
only one reduct from our UDT. On the other hand, the pruning increases the time requirement needed to build the BDT.
Furthermore, the BRSC-GDT, which can avoidmany iterations, is slightly faster than the BRSC. Hence, we can summarize our
conclusions as follows:
(1) Use BRSC for more accurate decision making.
(2) Use BRSC-GDT for quick decision making.
(3) Use BRSC-GDT for quick model building.
As a future work, we plan to investigate uncertainty in condition attribute values.
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