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ABSTRACT Single-molecule imaging analysis of chemotactic response in eukaryotic cells has revealed a stochastic nature in
the input signals and the signal transduction processes. This leads to a fundamental question about the signaling processes: how
does the signaling system operate under stochastic ﬂuctuations or noise? Here, we report a stochastic model of chemotactic
signaling in which noise and signal propagation along the transmembrane signaling pathway by chemoattractant receptors can be
analyzed quantitatively. The results obtained from this analysis reveal that the second-messenger-production reactions by the
receptors generate noisy signals that contain intrinsic noise inherently generated at this reaction and extrinsic noise propagated
from the ligand-receptor binding. Such intrinsic and extrinsic noise limits the directional sensing ability of chemotactic cells, which
may explain the dependence of chemotactic accuracy on chemical gradients that has been observed experimentally. Our analysis
also reveals regulatory mechanisms for signal improvement in the stochastically operating signaling system by analyzing how the
SNR of chemotactic signals can be improved on or deteriorated by the stochastic properties of receptors and second-messenger
molecules. Theoretical consideration of noisy signal transduction by chemotactic signaling systems can further be applied to
signaling systems in general.
INTRODUCTION
Living cells can sense and respond to environmental signals
through dynamic signaling processes in the reaction networks
of biomolecules. Because biomolecules operate stochasti-
cally under the strong inﬂuence of thermal ﬂuctuations, living
cells can be referred to as stochastically operating biomolec-
ular computation systems. Recent progress in the area of
single-molecule detection techniques has identiﬁed the sto-
chastic nature of biomolecules in vitro and in living cells (1,2).
For example, single ion channels have been observed to
exhibit a random transition between open (‘‘on’’) and closed
(‘‘off’’) states in an alternating manner (3). Such stochastic
behavior has also been observed in catalytic reactions by
single enzymemolecules and in steplikemovements by single
molecular motors (4–7). On-off ﬂuctuations in individual
molecules inevitably cause number ﬂuctuations in the
ensemble of the molecules, thus making intracellular signal-
ing processes inherently noisy. This leads to a fundamental
question about intracellular signaling processes in general:
how does the signaling system operate reliably under thermal
and stochastic ﬂuctuations? To gain insight into how signals
are received, processed, and transduced by stochastically op-
erating molecules, we study the chemotactic signaling system
of eukaryotic cells as a typical example of a stochastic com-
putation system.
Chemotaxis is a fascinating phenomenon in which cells
sense chemical gradients and move with directional prefer-
ence toward or away from the source of the chemical cues.
Eukaryotic cells can sense the differences in chemoattractant
concentration across the cell body and respond by extend-
ing pseudopods directed up the chemical gradient (8–12).
In Dictyostelium cells, extracellular cyclic adenosine 39,
59-monophosphate (cAMP) functions as a chemoattractant.
Only 2% gradients can induce a biased movement of the cells
toward the source of cAMP in a wide range from 10 pM
to ;10 mM (13–15). Because Dictyostelium cells are 10–
20 mm in size and contain ;80,000 receptors on the surface
evenly, with an average Kd of ;100 nM (16,17), receptor
occupancy is estimated to be;16,000 molecules at the max-
imum efﬁciency of chemotaxis (25 nM), whereas the dif-
ferences in receptor occupancy between the anterior and
posterior halves are ;130 with 2% gradients. Recently, the
lowest gradient value where directed motion is observed was
determined by using microﬂuidic devices (18). The differ-
ence in receptor occupancy was estimated to be only on the
order of 10 molecules for gradients close to the lower
threshold (;103 nM/mm). Ligand binding to the receptors
is a stochastic process, so receptor occupancy should ﬂuc-
tuate with time and space. Assuming a Poisson process,
ﬂuctuations in receptor occupancy are the square root of the
averaged occupancy, and therefore ;130, which is compa-
rable to the spatial differences. Around the threshold stimu-
lation (100 pM), occupancy and its ﬂuctuations are;806 9
molecules, whereas the differences are ;1 to ;8 molecules
with 2% to ;20% gradients. Although this estimation in-
cludes many uncertainties, it implies that the input signals for
chemotaxis become noisy due to the ﬂuctuations in ligand
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binding to the receptors. Such ﬂuctuations in signal input
have been observed directly by single-molecule imaging of
the attractant bound to living Dictyostelium cells (19). Che-
motactic signaling systems should amplify small changes in
input signals. However, by the same system, small random
changes (noise) in the input signal would be ampliﬁed also,
resulting in the propagation of noise as well as signal. Thus,
how chemotactic cells reliably obtain information regarding
the gradient from such noisy input is a critical question for
directional sensing in chemotaxis.
Stochastic signaling processes in living cells have been
studied theoretically. Oosawa constructed a theory of spon-
taneous signal generation in living cells based on thermal
ﬂuctuations of biomolecules (20–22). Berg and Purcell have
shown that chemoreception by receptors is limited by molec-
ular counting noise (23). For the chemotaxis of amoeboid
cells, Tranquillo and colleagues constructed a stochastic
model inwhich the ligand-receptor binding reaction generates
stochastically the intracellular messenger that is the critical
regulator of the motile system to modulate turning frequency
of cells. Based on kinetic ﬂuctuations in ligand-receptor
binding, the model explains well the characteristic features of
leukocyte randommotility and chemotaxis (24,25). Recently,
generation and propagation of noise in intracellular processes
have been studied in engineered transcriptional regulatory
networks (26–29). Elowitz and colleagues have clearly shown
experimentally that noise propagates along a cascade of gene
expression. Paulsson uniﬁed the gene network experiments
by analyzing the propagation of noise in gene networks from a
theoretical point of view (30). Shibata and Fujimoto ad-
dressed how noise relates to the ampliﬁcation of signals in
intracellular signaling processes, which is summarized as the
gain-ﬂuctuation relation (31). The relation tells us that sig-
nal and noise propagation along the signaling cascade can
be characterized by the gain and characteristic time of the
signaling reactions, which can be applied generally to intra-
cellular signaling reactions including Michaelis-Menten,
allosteric, and push-pull reactions. Recent progress in imag-
ing techniques to monitor directly intracellular signaling re-
actions makes it possible to determine stochastic properties of
signaling molecules, and therefore a theoretical framework is
required to evaluate quantitatively how the properties of sig-
naling molecules affect cellular response.
Here we consider a simple but general model in which
receptors receive ligands stochastically and the resulting ac-
tive receptors generate second messengers stochastically. We
applied the gain-ﬂuctuation relation to this model, by which
the signal/noise ratio (SNR) of chemotactic signals can be
calculated based on the properties of the signaling molecules
obtained experimentally. Analysis of the SNR reveals that
directional sensing in eukaryotic chemotaxis is limited by
receptor-generated stochastic noise, and also reveals how the
stochastic nature of the receptor and second messengers
affects the SNR of chemotactic signals, which suggests reg-
ulatory mechanisms for the noisy signal transduction in
chemotactic cells. Our model provides a theoretical frame-
work with experimental approaches to the chemotactic sig-
naling system and can further be applied to stochastic
signaling systems in general.
RESULTS AND DISCUSSION
Noisy signal inputs and propagation for
chemotaxis in Dictyostelium cells
Single-molecule imaging of ligand binding to chemoattrac-
tant receptors in living Dictyostelium cells demonstrates that
signal inputs ﬂuctuate with time and space (Fig. 1 A)(19,32).
The lifetime of ligand binding shows an exponential distri-
bution, with time constants ranging between ;1 and ;3 s
(Fig. 1 B). The time series of receptor occupancy exhibits
ﬂuctuations (Fig. 1 C) with exponential time correlations.
These results demonstrate that ligand binding can be de-
scribed basically as a Poisson process. This means that the
chemotactic ligand binds to the receptor randomly and, hence,
that input signals are noisy. Note that such ﬂuctuations in
input signal are not derived from an error of experimental
measurements. The ﬂuctuations are due to the stochastic
nature of the ligand-binding process, which is accompanied
inherently by the ligand-binding reaction.
We have developed a stochastic model that describes the
signal and noise propagation along the transmembrane sig-
naling pathway by receptors. As shown in Fig. 2 A, we
assume that receptors receive ligands randomly as signal
input, leading to the stochastic generation of intracellular
messengers as output. The second output messengers then
degrade with time. This scheme is representative of many
signaling pathways. In the chemotactic signaling system
of Dictyostelium cells, the ﬁrst and subsequent reactions
correspond to cAMP binding to the receptor and G-protein
activation, respectively (10–12). The noise of the active
receptors is the deviation from the average amount of active
receptors, which can be quantiﬁed by s2R ¼ ðR  RÞ2,
where R* is the molecular number of active receptors per cell
and R is its average. Assuming that the receptors distribute
uniformly on the surface of the cells, the noise, s2R, is given
by the gain-ﬂuctuation relation (31), as follows,
s
2
R
R
2 ¼ gR
1
R
; (1)
where the gain, gR, quantiﬁes the response of receptors, DR
*,
to small changes in ligand concentration, DL, which is
deﬁned as
gR ¼ DR

=R

DL=L
¼ @logR

@log L
: (2)
From Eq. 2, it is clear that a reaction with higher gain is
more sensitive to small changes in input signal, resulting in
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higher ampliﬁcation of the signals. However, Eq. 1 tells us
that the reaction with higher gain also generates larger noise,
because noise is proportional to gR. That is, a higher gain is
required for higher ampliﬁcation of input signals, but it also
inevitably and simultaneously increases noise. When the
ligand-binding reaction is described by R1L4R, the gain,
gR, decreases as the increase of ligand concentration, L (Fig.
3 A; see Eq. 9), and, hence, the relative noise, sR=R,
decreases (Fig. 3 C). Thus, chemotactic cells receive noisier
signals at lower ligand concentrations.
The active receptor, R*, leads to the stochastic activation
of intracellular messenger X to the active form X* as output.
The noise of the active second-messenger concentration s2X
is described by (30,31)
s
2
X
X
2 ¼ gX
1
X
1 g
2
X
tR
tX1 tR
s
2
R
R
2; (3)
where X and gX are, respectively, the average number of
active second messengers and the gain of the reaction,
deﬁned as gX ¼ ðDX=XÞ3ðDR=RÞ1. tR and tX are the
characteristic time constants of the ligand-binding reaction
and second-messenger-production reaction, respectively,
which are deﬁned by the rate constants of the corresponding
reactions (see Eq. 10).
The second term on the righthand side of Eq. 3 is the
extrinsic noise (26), which describes how the noise of active
receptor R* propagates into the noise of second-messenger
concentration. When the time constant of the second-mes-
senger production is faster than that of the active receptor
(tX  tR), the noise of the active receptor is propagatedmore
efﬁciently into the noise of the second messenger, with a
decrease in tX, because the term tR=ðtX1tRÞ increases
gradually and reaches unity as tR=tX increases. In this case,
the second-messenger-production reaction can follow rapid
temporal changes of the active receptor. On the other hand, in
the case of tX  tR, the second-messenger reaction cannot
follow the noise of the active receptor. Instead, the noise of the
active receptor is averaged temporally, and the extrinsic noise
decreases. In the extreme case, the extrinsic noise is elim-
inated from the total noise by time-averaging effects. Thus,
the relatively slower reaction is required in the second-mes-
senger production to reduce the extrinsic noise generated by
the ligand-binding reaction, whereas the relatively faster re-
action causes the noise propagation.
Even if the amount of active receptor is constant without
noise (sR ¼ 0) or the extrinsic noise is almost neglected by
the effect of temporal averaging in the second-messenger
reaction, the second messenger should be accompanied by
noise, because the active receptors activate stochastically the
second messenger. Such intrinsically generated noise by the
second-messenger-activation reaction itself is called intrinsic
noise (26), which is given by the ﬁrst term on the righthand
side of Eq. 3. The intrinsic noise is included inevitably in the
total noise of second messengers. Fig. 3 D shows the relative
contributions of intrinsic and extrinsic noise to the total
noise. The total noise, sX=X, increases with decreasing
ligand concentration. Because extrinsic noise is proportional
to the square of the gain, whereas intrinsic noise is pro-
portional to the gain (Eq. 3), extrinsic noise contributes
dominantly to the total noise in the lower ligand-concentra-
tion ranges, where the gain, gX, becomes relatively higher
(Fig. 3 B). On the other hand, intrinsic noise contributes
dominantly in the higher ligand-concentration ranges (Fig. 3
D, inset). Thus, the receptors generate noisier signals in the
lower ligand-concentration range, which would take into
account the inefﬁcient chemotaxis in the corresponding
ranges, as described in the next section.
Limitation of directional sensing by noise
To explain the mechanisms whereby cells sense chemical
gradients, two representative mechanisms have been pro-
posed: temporal sensing and spatial sensing mechanisms
(8,9,23,33). In the temporal sensing mechanism, the move-
ments of cells or their parts, such as pseudopods, are
FIGURE 1 Fluctuations in signal inputs for chemotactic response. (A)
Single-molecule imaging of a ﬂuorescent-labeled cAMP (Cy3-cAMP)
bound to the receptor in living Dictyostelium cells. Cy3-cAMP was added
uniformly to Dictyostelium cells at 10 nM. The basal surface of the cells was
observed by using total internal reﬂection ﬂuorescence microscopy, as
described previously (19,32). Individual white spots are single molecules of
Cy3-cAMP bound to the receptors in living cells. Time, h:min:s. Scale bar, 5
mm. (B) Cumulative frequency histogram of lifetime of Cy3-cAMP spots.
The lifetimes of individual Cy3-cAMPmolecules were obtained by counting
the time duration between the appearance and disappearance of the ﬂuo-
rescent spots. The line represents the ﬁtting of data to a sum of two expo-
nential functions, f ðtÞ ¼ a1exp½k1t1a2exp½k2t, where a1, a2, k1, and k2
are ﬁtting parameters. k1 and k2 are dissociation rates, the inverse of the
average lifetime. The number of Cy3-cAMP spots analyzed was 1024. k1 ¼
1.0 and k2 ¼ 0.13 s1. a1 ¼ 74.3% and a2 ¼ 31.4%. (C) Time course of the
number of Cy3-cAMP spots bound to the basal surface of the cells, showing
the number ﬂuctuations of signal inputs for chemotactic response.
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essential for gradient sensing, in which the spatial differ-
ences in chemoattractant concentration are converted into
temporal changes through the movements. In the spatial sens-
ing mechanism, cells detect the signals simultaneously at
different points over their surfaces. As a result of comparison
of the detected signals, the cells sense the direction of the
chemical gradient. Dictyostelium cells can form positive or
negative gradients of some signaling molecules, such as PI3-
kinase and PTEN (tensin homology protein), inside the cell
along the gradient of cAMP without cell movements and
pseudopod extensions, indicating that the cells can sense the
higher-concentration side of cAMP across the cell body
without motion, which provides strong evidence that the
origin of chemotactic signals is spatial differences in receptor
occupancy (10–12). Thus, the cells do not necessarily require
temporal sensing mechanisms for gradient sensing.
Devreotes and colleagues propose an alternative mecha-
nism, the so-called local excitation global inhibition (LEGI)
mechanism, in which temporal and spatial mechanisms are
integrated to take into account the behavior of chemotactic
cells (10,34,35). In the LEGImechanism, receptor occupancy
in a local area determines the local level of excitation, whereas
the average level of receptor occupancy over the entire surface
of the cell determines the level of inhibition in all regions of
the cell. Although this mechanism does not assume direct
comparison of the ligand concentration between different
points over the cell surface, spatial differences of the ligand
concentration are sensed through a comparison between the
excitatory signals and the inhibitory signals at each of the
local areas. Thus, chemotactic signals in the LEGImechanism
are derived from differences in receptor occupancy between
the local region and the total surface of the cells. With regard
to the origin of chemotactic signals, the LEGI mechanism
can be thought of as an extension of the spatial sensing
mechanism, which provides the molecular basis for the com-
parison of the spatial differences in receptor occupancy across
the cell body. Although the temporal sensingmechanismmay
have a role for gradient sensing of chemotactic cells, the
spatial sensing mechanism is essential, as described above.
Here, we discuss the signal and noise propagation based on
the spatial sensing mechanism, in which the chemotactic sig-
nals are the spatial differences in receptor occupancy across
FIGURE 2 Stochastic model of chemotactic signaling.
(A) Signal transduction reactions by chemoattractant
receptors. The ligand (L) binds to the inactive receptor
(R), leading to the formation of an active receptor (R*),
which produces the active second messenger (X*) from the
inactive precursor (X). The active X* is switched off to the
inactive state, X, in due time. These reactions can be
described by Michaelis-Menten kinetics. (B) The cell is
placed under a ligand-concentraion gradient. L, average con-
centration; DL, difference in ligand concentration between
the anterior and posterior ends of the cell. The anterior and
posterior halves sense L1ðDL=4Þ and L ðDL=4Þ on
average, respectively. The difference in receptor occu-
pancy DR* is produced from ligand-concentration differ-
ences, which lead to the difference in second messenger,
DX*, between the anterior and posterior halves. The
differences DR* and DX* should include the noise s2DR
and s2DX around average valuesDR
 andDX, respectively.
FIGURE 3 Relationship between gain and noise. (A) Active receptor
concentration (R*; solid line) and gain (gR; dashed line) plotted as functions
of ligand concentration. (B) Dependence of the gain gX on receptor
occupancy. (C) Dependence of relative noise in R* on ligand concentration.
(D) Dependence of relative noise in X* on ligand concentration. Extrinsic
noise and intrinsic noise are represented by black dashed and solid lines,
respectively. The total noise strength is represented by the red solid line. The
parameter values used for the calculation are summarized in Table 1. (Inset)
Log-log plot. Extrinsic noise contributes dominantly to the total noise in
the lower ligand-concentration range, whereas intrinsic noise contributes
dominantly in the higher ligand-concentration ranges.
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the cell body. We did not consider sensory adaptation in our
model, because G-protein activation does not exhibit adap-
tation in Dictyostelium cells when ligand stimulation is
applied continuously to cells (36).
We consider the differences in second-messenger con-
centration, DX*, between the higher- (anterior) and lower
(posterior)-ligand-concentration regions of chemotactic cells
placed under a chemical gradient. As shown in Fig. 2 B, the
concentration difference in the ligand concentration, DL,
may produce the difference in receptor occupancy, DR*,
which may then lead to the difference in second-messenger
concentration, DX*, between the anterior and posterior
regions of chemotactic cells. The DR* and DX* should
include the noise, s2DR and s
2
DX around the average values,
DR and DX, respectively.
To evaluate the effects of the noise on gradient sensing, we
studied the SNR, deﬁned as DX=sDX. From Eq. 3, we
obtain the following relation between sDR=DR and
sDX=DX (see Appendix for derivation).
s
2
DX
DX
2 ¼
1
gXX

R
DR

 2
1
tR
tX1 tR
sDR
DR
 2
; (4)
where the ﬁrst and second terms on the righthand side are the
intrinsic and extrinsic noise, respectively, of gradient sens-
ing. The SNR, DX=sDX, is obtained by the inverse of the
square root of Eq. 4.
Fig. 4 A shows dependence of the SNR, DX=sDX, on the
average concentration of ligand. The parameter values to
calculate the SNR for Dictyostelium cells are summarized in
Table 1 (see Appendix and Eq. 11). We also performed
stochastic numerical simulation showing agreement with our
theory (Fig. 4 A). The SNR of chemotactic signals attains a
maximum at the ligand concentration between the afﬁnity
of the receptor, Kd, and the EC50 concentration, where the
G-protein activation reaches half-maximum. This optimal
concentration value is dependent mainly on the receptor
afﬁnity Kd, and is relatively unaffected by the EC50 variation
of G-protein activation (data not shown). In the lower-
ligand-concentration range, the SNR is determined mainly
by the contribution of the extrinsic noise, meaning that the
ﬂuctuations in active receptor dominantly affect the quality
of the chemotactic signals. In the higher-ligand-concentra-
tion range, the SNR deteriorates with an increase in ligand
concentration, because receptors are gradually saturated,mak-
ing them unable to produce the large differences in second-
messenger concentration between the anterior and posterior
halves of cells, leading to an increase in intrinsic noise.
We next examined the relationship between the SNR of
chemotactic signals and the signaling accuracy. As shown in
Fig. 4 C, the time series of DX* obtained by numerical
calculation indicates that DX* can sometimes be negative.
This means that the concentration gradients of second mes-
sengers can be reversed against ligand-concentration gradi-
ents by ﬂuctuations in ligand binding and second-messenger
FIGURE 4 SNR of chemotactic signals. (A) Dependence of the SNR
on ligand concentation obtained theoretically by Eq. 4 (red line) and nu-
merically (green diamonds). The cell is located without locomotion under a
linear chemoattractant gradient of 2% along the anterior-posterior axis with
the midpoint concentration L. The parameter values used for the calculation
are summarized in Table 1. For the simulation, the spatial coordinate of the
cell is discretized into small boxes appropriately, and the reactions take place
in each box according to the Gillespie’s algorithm (44). (B) Relative
contributions of extrinsic (blue) and intrinsic (green) noises on the total SNR
of chemotactic signals (red). (C) Numerical calculation of chemotactic
signals. Time course of second-messenger concentration difference (DX*)
between anterior and posterior halves of single cells. L ¼ 0.01 mM. (D) A
proportional relation between the SNR of chemotactic signals and g, which
represents the ratio between the total time durations with DX* . 0 and DX*
, 0. Dashed line, ð1 ErfðSNR= ﬃﬃﬃ2p ÞÞ= ð1 ErfðSNR= ﬃﬃﬃ2p ÞÞ, where
Erf(x) is the error function. (E) Comparison of the SNR with Fisher’s
experimental data for chemotactic accuracy of Dictyostelium cells (14). The
SNR obtained theoretically (red line) was overlaid on the experimental data
(red circles). (Adapted from Fig. 5 of Fisher et al. (14) with permission). The
SNR was plotted on the same scale as in A.
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production reactions. Because chemotaxis is expected to be
more accurate when DX* . 0 is produced more frequently,
the ratio between the total time durations with DX* . 0 and
DX*, 0, g, can be used as an index of chemotactic signaling
accuracy. As shown in Fig. 4 D, the ratio g increases in
proportion to the SNR. Thus,when chemotactic signals have a
higher SNR, ligand gradients are represented on the second-
messenger gradient for a longer time, which would lead cells
to exhibit chemotaxis more accurately.
The chemotactic accuracy of Dictyostelium cells has been
measured experimentally by Fisher et al. (14). The depen-
dence of chemotactic accuracy on ligand concentration ex-
hibits a proﬁle similar to our calculated SNR (Fig. 4, A and
E). In the experiment, the cell’s movements were biased
toward the higher concentration of cAMP over a range of
10 pM to 10 mM, and chemotactic accuracy attained a
maximum at 25 nM of cAMP concentration. This optimal
value is almost the same as the concentration at which the
SNR reaches the maximum (Fig. 4 E). The agreement be-
tween the SNR and chemotactic accuracy indicates that the
ability of directional sensing is limited by the inherently
generated stochastic noise during the transmembrane sig-
naling of receptors. Note that Eq. 4 does not depend on a
particular detail of the spatial sensing mechanism, and can
be applied to other systems. In fact, similar dependence of
chemotactic accuracy has been observed in mammalian
leukocytes and neurons, although these cells exhibit chemo-
taxis at different ranges of ligand concentration (37,38).
Such differences in the dependence of chemotactic accuracy
on ligand concentration can be explained by cell-type-
speciﬁc parameters, such as the ligand-binding afﬁnity of
receptor, Kd, and the EC50 concentration for second-mes-
senger activation.
When the ligand concentration L is sufﬁciently small (L
KR, KXR in Eq. 11), the SNR of the chemotactic signals
changes in a manner of SNR}DL=
ﬃﬃﬃ
L
p
. If the cell requires a
signal exceeding a threshold SNR to detect chemical gra-
dients, the cell will exhibit a threshold, DLthreshold, for each
ligand concentration L for chemotaxis. Then, supposing that
such threshold SNR is independent of ligand concentration
L, we obtain the relation DLthreshold } L
0.5. The threshold
gradient in a given concentration of ligands can be measured
experimentally. In fact, Van Haastert (39) reported the
relation between the average concentration of ligand and the
corresponding threshold gradient at which 50% of the cells
can respond in the chemotactic assay. He found that a for
DLthreshold } L
a was estimated to be 0.35, which largely
agrees with our estimation. In the experiments, the relatively
high background cAMP concentrations were used to reveal
sensory adaptation processes. Then, the threshold relation is
not simply applicable at experimental conditions. Sensory
adaptation, which was not considered in our model, may
contribute to the a value being lower than theoretical esti-
mation. To further evaluate our model, similar experiments
would be required at the lower background concentrations in
shallow gradients.
According to Eq. 11, the SNR changes in proportion to DL
at a given concentration of ligands, L. Fisher et al. also
studied the dependence of chemotactic accuracy on DL at
25 nM cAMP (14). The accuracy was reduced almost
linearly with a decrease of DL, vanishing at 10 pM/mm,
which was a 0.3% to;0.6% gradient. From our formula, the
SNR for the 0.3% gradient around 25 nM was estimated
to be ;0.07. Supposing that such a minimum SNR is a
threshold for chemotaxis at any chemoattractant concentra-
tion, the ligand concentration required for chemotaxis at 2%
gradient ranges from ;200 pM to 1 mM (Fig. 4, A and E),
which is narrower than the observed range of chemotaxis
in experiments. Those mechanisms not considered in our
model, such as the temporal sensing mechanism or sensory
adaptation, may contribute to chemotaxis at the lowest and
highest concentration ranges. The role of adaptation in the
SNR of chemotactic signals will be discussed elsewhere.
Despite the qualitative agreement between the SNR of
chemotactic signals at the receptor level and chemotactic
accuracy, the quantitative relationship between the two re-
mains to be clariﬁed. The chemotactic signaling system of
Dictyostelium cells and other cell types has many compo-
nents between the receptors and motile apparatus to convert
the signals from receptors into unidirectional cell movement.
Devreotes and colleagues have revealed that one of the key
reactions in the chemotactic signaling system is a distinctive
localization of phosphatidylinositol 3,4,5-trisphosphates
(PI(3,4,5)P3) on the membrane facing a higher concentration
of cAMP (10–12). The PI(3,4,5)P3 localization takes place in
TABLE 1 Model parameters
Parameters Values
F Cell length 10 mm
DL Gradient 0.02L*
Rtotal Total receptor 80,000 molecules/cell
y
KR Ligand afﬁnity 0.18 mM
y
koff Dissociation rate 1 s
1y
kon Association rate 5.6 s
1 mM1y
Xtotal Total second messenger 200,000 molecules/cell
z
EC50 § 0.01 mM
§
KX § 4210 molecules/cell
§
kd X degradation rate 1.0 s
1z
kp X production rate 1/4210 s
1(molecules/cell)1{
X represents G-protein, because the second reaction is G-protein activation
in Dictyostelium cells.
*The gradient is expressed as the concentration difference between the
anterior and posterior ends of a cell. For calculation of the SNR, the
concentration difference at the center of anterior and posterior regions was
used, and the difference, DL, is 0.01L (13,14).
yReceptor number, ligand afﬁnity, and dissociation rate were obtained
experimentally (Fig. 1) (16,17,19). Association rate was obtained from KR
and koff.
zThe values were inferred.
§EC50 and KX are the concentration of cAMP and active receptor where the
activation of the second messenger reaches half-maximum, respectively
(36). KX was obtained from EC50, KR, and Rtotal, according to Eq. 8.
{kp was determined by kp ¼ kd/Kx.
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an all-or-none manner, meaning that noisy input is processed
and transduced to generate a clear signal reﬂecting the gra-
dient direction of chemoattractants through the cascades up-
stream of PI(3,4,5)P3. It would be valuable to examine how
the SNR of chemotactic signals at the receptor level is re-
ﬂected in the dynamics of PI(3,4,5)P3 localization.
Improvement of the SNR of chemotactic signals
Our results suggest how the SNR of chemotactic signals is
improved by the properties of the receptors and the down-
stream second messenger. First, the SNR can be improved
with a decrease of tR, meaning that faster transitions between
the ligand-binding (on) state and ligand-unbinding (off) state
of the receptors can produce chemotactic signals with higher
SNR (Fig. 5 A). When ligand concentration is increased, the
ligand association rate (konL) to the receptor is accelerated,
resulting in a decrease in the time constant, tR (Eq. 10). That
is, an increase in ligand concentration results in better
efﬁciency of chemotactic signals not only by increasing the
average concentration of the active receptor but also by de-
creasing the characteristic time of ﬂuctuations of the active
receptor. Moreover, signal improvements are possible by in-
creasing the on-rate (kon) and/or off-rate (koff). For example,
when the potential barrier between the on-state and off-state
of the receptor becomes lower, the cycling between the two
states is accelerated by the acceleration of the on-rate (kon)
and the off-rate (koff) resulting in a decrease in tR and, hence,
improvement of the SNR of chemotactic signals. Ueda et al.
(19) reported polarity in receptor kinetic states along the
length of chemotactic cells, which suggests that the SNR is
higher at the pseudopod region than at the tail region. Such
polarity in the SNR of chemotactic signals may provide a
basis for the polarity observed in the response of Dictyos-
telium cells (40).
Second, the SNR can be improved by increasing tX.
Longer lifetime of the second messenger, which corresponds
to slower degradation, causes noise reduction more effec-
tively through time-averaging of the extrinsic noise (Fig.
5 B). This means that the regulatory mechanism for the
degradation or the inactivation of second messengers has a
pivotal role on the signal improvements for chemotaxis.
In the case of G-protein, the hydrolysis rates of the bound
GTP on the a-subunit and the reassociation rates with the
bg-subunit mostly determine the lifetimes of active G-pro-
teins, and thus affect the SNR of chemotactic signals. This
suggests that the GTPase-activating protein, such as regu-
lators of G-protein signaling (RGS), can regulate the qual-
ity of the signal by modulating the inactivation rates of
G-protein.
Third, an increase in gain gX can contribute to improved
SNR. A high gain that is larger than unity can be obtained for
reactions with some cooperativity or ultrasensitivity (31).
Eq. 4 can be applied for such reactions. When the cells use
cooperative or ultrasensitive reactions for second-messenger
activation, chemotactic signals can be improved through
reduction of the intrinsic noise.
Fourth, the SNR depends on the total amount of receptor
expressed in cells (Fig. 5 C). The SNR is improved in the
lower and higher concentration ranges of chemoattractant by
increasing and decreasing receptor number, respectively.
Receptor internalization can contribute to SNR improve-
ments in the higher concentration ranges by decreasing
membrane-bound receptors. Also, receptor afﬁnity for the
chemoattractant is an important factor in adjusting the con-
centration ranges in chemotaxis (Fig. 5 D). Modiﬁcation
FIGURE 5 Signal improvements. (A) Receptor ﬂuctuation-dependent
signal improvements. The dissociation rates of a ligand ( koff) were changed:
(blue line) 0.1 s1; (green line) 1 s1 (standard condition); (red line) 3 s1.
(B) Time-averaging effects. The SNR was improved by increasing the time
constants of the second messenger. The degradation rates (kd) were changed
and the corresponding SNR was calculated: (blue line) 10 s1; (green line)
1 s1; (red line) 0.1 s1. (C) Dependency of the SNR on the expression
levels of receptors. The receptor numbers per single cell are 16,000 (blue),
80,000 (green), and 400,000 (red) molecules/cell. (D) Effects of afﬁnity
modulation on the SNR. Ligand-binding afﬁnity: 18 nM (red), 180 nM
(green), and 1800 nM (blue).
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in the afﬁnity causes a shift in the dependence of SNR on
chemoattractant concentration, which would be a basis for
a wider-range response. It is well known that the cAMP
receptors in Dictyostelium cells are phosphorylated with
cAMP stimulation, leading to a three- to approximately six-
fold decrease in ligand-binding afﬁnity (41). According to
our formula, such an afﬁnity shift of receptors contributes to
an SNR increase in the higher-ligand-concentration range,
and thus extends the response range to higher ligand concen-
trations.
Our discussion on the minimum model of chemotactic
signaling cascade can be generalized for a longer cascade
including multistep reactions. In such a case, extrinsic noise
would be ampliﬁed by the gain or reduced by time-averaging
effects at each step. The gain depends on the type of reaction
(31) and also on the concentration ranges of the reaction
(e.g., Fig. 3, A and B). Time-averaging of the extrinsic noise
depends on the time constants of the reaction at each step,
which are usually determined by both the production and the
degradation rates of the messenger molecules. Intrinsic noise
would be added inevitably to the extrinsic noise at each step.
When the time constants of the reactions become longer
along the signaling cascade, the SNR of chemotactic signals
would have a more improved effect at the lower reactions
through time-averaging effects. In such a signaling system,
the shallow gradient can be detected at downstream reactions
of the cascade even if it does not generate effectively a clear
signal at upstream reactions, suggesting that the downstream
molecules have a pivotal role in the detection of a faint
signal. Dictyostelium cells treated with a PI3-kinase inhibitor
can exhibit chemotaxis, but it is restricted to the higher
concentration range (42), suggesting that PI3-kinase and the
PTEN system are required for detection of a faint signal in a
noisy environment. Similar reasoning can be applied to
parallel cascades with different time constants. Thus, our
model can evaluate the quality of signals in the chemotactic
signaling system, which can be further applied to stochas-
tically operating signaling systems in general. To reveal how
signal and noise are propagated in a stochastic signaling
system, it is important to determine experimentally the gains
and time constants of reactions along the signaling cascade.
Noise propagation along longer signaling cascades will be
discussed elsewhere.
APPENDIX: DERIVATION OF SNR OF
CHEMOTACTIC SIGNALS
We deﬁne chemotactic signals as the difference in the concentration of X*,
DX*, between the anterior and posterior halves of chemotactic cells (Fig.
2 B). Since we are interested in chemotaxis in a shallow gradient, the
difference DL is small enough so that we only consider linear terms with
respect to the differences. The average differences, DR and DX, between
the anterior and posterior halves are deﬁned as
DR
 ¼ gR DL
L
R

2
; DX
 ¼ gX DR

R
 X

; (5)
where R and X are the average numbers of active receptor and the active
second messenger, respectively, in the cell. The noise of the differences in
active receptor, s2DR, is approximately equal to the summation of the noise in
the anterior and posterior regions, given by s2DR ¼ s2R-anterior1s2R-posterior ¼
s2R , where the subscripts ‘‘anterior’’ and ‘‘posterior’’ indicate the regions of
the cell. From Eq. 1, we ﬁnd
s
2
DR ¼ gRR: (6)
Similarly, the noise of chemotactic signals, s2DX, is approximated by
s2DX ﬃ s2X-anterior1s2X-posterior . Since the concentration gradient of ligand is
so small, we may expect that the gain, gX, and the formed gradient of the
active receptor are almost constant
s
2
DX ¼ gXX1 g2X
tR
tX1 tR
 
s
2
DR
X
2
R
2
 !
: (7)
From Eqs. 5 and 7, the relative noise strength of chemotactic signals,
s2DX=DX
2, is obtained in Eq. 4. The SNR of chemotactic signals is the
square root of the inverse of the relative noise strength.
To calculate the parameters in Eq. 4 for Dictyostelium cells, we consider
the simplest reaction scheme:
R1L4
kon
koff
R

; R
1X/
kp
R
1X; X/
kd
X
According to this scheme, the average number of active receptor, R, and
second messenger, X, are given by Michaelis-Menten kinetics,
R
 ¼ Rtotal  L  ðKR1 LÞ1; X ¼ Xtotal  R  KX1R
 1
;
(8)
where Rtotal is the total molecular number of receptors per single cell,
KR ¼ koff=kon the afﬁnity for the ligandwith association and dissociation rate
constants kon and koff, Xtotal the total molecular number of second messenger
per cell,KX ¼ kd=kp the concentration of active receptor where the activation
of the second messenger reaches half-maximum with production and
degradation rates kp and kd of the second messenger. The gains of active
receptor to the ligand concentration and the second messenger to the active
receptor number are given by
gR ¼ KR3 ðKR1 LÞ1; gX ¼ KX3 KX1R
 1
: (9)
The time constants of the reactions are calculated by
tR ¼ ðkonL1 koffÞ1; tX ¼ ðkpR1 kdÞ1: (10)
When Eqs. 5, 6, 8, and 9 are substituted into Eq. 4, the SNR is obtained as a
function of L and DL by
SNR¼DX

sDX
¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4
L1KR
KR
  ðL1KXRÞ2
VX KXR 1
tR
tX1tR
L1KR
Rtotal
 	 
s DLﬃﬃﬃLp
 
:
(11)
Here, KXR ¼ KX3KR3 ðRtotal1KXÞ1 is the ligand concentration with
which the activation of X reaches the half-maximum value, and VX ¼ Rtotal3
Xtotal3ðRtotal1KXÞ1. According to Eq. 11, the SNR is proportional to
DL=
ﬃﬃﬃ
L
p
when ligand concentration is much smaller than KR and KXR.
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Supposing that cells can sense the gradient if the SNR of chemotactic signals
is larger than the threshold SNR, SNRthreshold#CðDL=
ﬃﬃﬃ
L
p Þ with constant C,
and hence we have DL$
ﬃﬃﬃ
L
p
(SNRthreshold/C) for chemotaxis. Therefore, the
minimumdifferences of ligand concentration for chemotaxis are proportional
to the square root of L, DLthreshold }
ﬃﬃﬃ
L
p
.
We should note that Eq. 1 may have an additional noise derived from the
ﬂuctuation of the ligand concentration in extracellular solution, which can be
given by
s
2
R
R
2¼ gR
1
R
1g
2
R
1
pDtRLf
; (12)
where D is the diffusion constant of the ligand and F is the cell size (23,43).
Using D 	 103 mm2/s for cAMP and the other parameter values shown in
Table 1 we ﬁnd pDtR Lf 	 50R  R, indicating that the second term
in Eq. 12, which is derived from the ligand concentration ﬂuctuation in
extracellular solution, is negligible.
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