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Abstract—This paper addresses distributed average tracking
of physical second-order agents with nonlinear dynamics, where
the interaction among the agents is described by an undirected
graph. In both agents’ and reference inputs’ dynamics, there is
a nonlinear term that satisfying the Lipschitz-type condition. To
achieve the distributed average tracking problem in the presence
of nonlinear term, a non-smooth filter and a control input are
designed for each agent. The idea is that each filter outputs
converge to the average of the reference inputs and the reference
velocities asymptotically and in parallel each agent’s position
and velocity are driven to track its filter outputs. To overcome
the nonlinear term unboundedness effect, novel state-dependent
time varying gains are employed in each agent’s filter and control
input. In the proposed algorithm, each agent needs its neighbors’
filters outputs besides its own filter outputs, absolute position
and absolute velocity and its neighbors’ reference inputs and
reference velocities. Finally, the algorithm is simplified to achieve
the distributed average tracking of physical second-order agents
in the presence of an unknown bounded term in both agents’
and reference inputs’ dynamics.
I. INTRODUCTION
In this paper, the distributed average tracking problem for
a team of agents is studied, where each agent uses local
information to calculate the average of individual time varying
reference inputs, one per agent. The problem has found
applications in distributed sensor fusion [1], feature-based
map merging [2], distributed optimization [3], and distributed
Kalman filtering [4], where the scheme has been mainly used
as an estimator. However, there are some applications such as
region following formation control [5] and coordinated path
planning [6] that require the agents’ physical states instead of
estimator states to converge to a time varying network quantity,
where each agent only has a local and incomplete copy of that
quantity. Since the desired trajectory is not available to any
agent, the distributed average tracking poses more theoretical
challenges than the consensus and tracking problem.
In the literature, some researchers have employed linear
distributed algorithms, where the time varying reference in-
puts are required to satisfy restrictive constraints [7]–[11].
In [8], a proportional algorithm and a proportional-integral
algorithm are proposed to achieve distributed average tracking
for slowly-varying reference inputs with a bounded tracking
error, where accurate estimator initialization is relaxed in the
proportional-integral algorithm. In [9], an extension of the
proportional integral algorithm is employed for a special group
of time varying reference inputs with a common denominator
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in their Laplace transforms, where the denominator is required
to be used in the estimator design. In [10], a distributed average
tracking problem is addressed with some steady-state errors,
where the privacy of each agent’s input is preserved.
However, linear algorithms cannot ensure distributed aver-
age tracking for a more general group of reference inputs.
Therefore, some researchers employ nonlinear tracking algo-
rithms. In [12], a class of nonlinear algorithms is proposed for
reference inputs with bounded deviations, where the tracking
error is proved to be bounded. A non-smooth algorithm is
proposed in [13], which is able to track arbitrary time varying
reference inputs with bounded derivatives. However, all the
aforementioned works study the distributed average tracking
problem from a distributed estimation perspective without the
requirement for agents to obey certain physical dynamics.
There are various applications, where the distributed average
tracking problem is relevant for designing distributed control
laws for physical agents. The region-following formation
control is one application [5], where a swarm of robots move
inside a dynamic region while keeping a desired formation.
Distributed average tracking for double-integrator agents is
studied in [14], where the reference inputs are allowed to
have bounded accelerations. Refs. [15] and [16] study the
distributed average tracking for physical agents with general
linear dynamics, where reference inputs and their control in-
puts are bounded. In particular, [16] proposes a discontinuous
algorithm, while a continuous algorithm is employed in [15]
with, respectively, static and adaptive coupling strengths. Ref.
[17] introduces a discontinuous algorithm and filter for a group
of physical double-integrator agents, where each agent uses the
relative positions and neighbors’ filter outputs to remove the
velocity measurements.
However, in real applications physical agents might need to
track the average of a group of real time varying reference
inputs, where both physical agents and reference inputs have
more complicated dynamics rather than single- or double-
integrator dynamics. In fact, the dynamics of the physical
agents and reference inputs must be taken into account in
the control law design and the dynamics themselves introduce
further challenges in the tracking and stability analyses. There-
fore, the control law designed for physical agents with single-
and double-integrator dynamics can no longer be used directly
for physical agents subject to more complicated dynamic equa-
tions. For example, [18] extends a proportional-integral control
scheme to achieve distributed average tracking for physical
Euler-Lagrange systems for two different kinds of reference
inputs with steady states and with bounded derivatives.
In this paper, a distributed algorithm (controller design
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combined with filter design) is introduced to achieve the
distributed average tracking for physical second-order agents
with nonlinear dynamics. Here, a nonlinear term satisfying
the Lipshitz-type condition is considered in both agents’
and reference inputs’ dynamics to describe more complicated
dynamics. Due to the presence of the nonlinear term in
the agents’ dynamics, a local filter is introduced for each
agent to estimate the average of the reference inputs and
the reference velocities. Further, a non-smooth control input
is introduced to drive the agents to track the filter outputs.
Since the unknown term can be unbounded, we are faced
with extra challenges. Therefore, novel time varying state-
dependent gains are proposed in each agent’s filter and control
input to overcome the unboundedness effect. Finally, the filter
dynamics and control input are simplified with constant gains
to achieve the distributed average tracking, where the nonlinear
term is bounded.
Notations: Throughout the paper, R denotes the set of all
real numbers and R+ the set of all positive real numbers.
The transpose of matrix A and vector x are shown as AT
and xT , respectively. Let 1n and 0n denote, respectively,
the n × 1 column vector of all ones and all zeros. Let
diag(z1, . . . , zp) be the diagonal matrix with diagonal entries
z1 to zp. We use ⊗ to denote the Kronecker product, and
sgn(·) to denote the signum function defined component-wise.
For a vector function x(t) : R 7→ Rm, define ‖x‖p as the p-
norm, x(t) ∈ L2 if
∫∞
0
‖x(τ)‖22dτ <∞ and x(t) ∈ L∞ if for
each element of x(t), denoted as xi(t), supt≥0 |xi(t)| <∞,
i = 1, . . . ,m.
II. PROBLEM STATEMENT
Consider a multi-agent system consisting of n physical
agents described by the following nonlinear second-order
dynamics
x˙i(t) =vi(t),
v˙i(t) =f(xi(t), vi(t), t) + ui(t), i = 1, . . . , n, (1)
where xi(t) ∈ Rp, vi(t) ∈ Rp and ui(t) ∈ Rp are ith agent’s
position, velocity and control input, respectively, and f : Rp×
Rp×R+ → Rp is a vector-valued term which will be defined
later.
An undirected graph G , (V,E) is used to characterize the
interaction topology among the agents, where V , {1, . . . , n}
is the node set and E ⊆ V × V is the edge set. An
edge (j, i) ∈ E means that node i can obtain informa-
tion from node j and vice versa. Self edges (i, i) are not
considered here. Let m denote the number of edges in E,
where the edges (j, i) and (i, j) are counted only once.
The adjacency matrix A , [aij ] ∈ Rn×n of the graph G
is defined such that the edge weight aij = 1 if (j, i) ∈ E
and aij = 0 otherwise. For an undirected graph, aij = aji.
The Laplacian matrix L , [lij ] ∈ Rn×n associated with A is
defined as lii =
∑
j 6=i aij and lij = −aij , where i 6= j. For
an undirected graph, L is symmetric positive semi-definite.
By arbitrarily assigning an orientation for the edges in G, let
D , [dij ] ∈ Rn×m be the incidence matrix associated with
G, where dij = −1 if the edge ej leaves node i, dij = 1 if
it enters node i, and dij = 0 otherwise. The Laplacian matrix
L is then given by L = DDT [19].
Assumption 2.1: Graph G is connected.
Lemma 2.1: [19] Under Assumption 2.1, the Laplacian
matrix L has a simple zero eigenvalue such that 0 = λ1(L) <
λ2(L) ≤ . . . ≤ λn(L), where λi(·) denotes the ith eigenvalue.
Furthermore, for any vector y ∈ Rn satisfying 1Tny = 0,
λ2(L)y
T y ≤ yTLy ≤ λn(L)yT y.
Suppose that each agent has a time varying reference input
ri(t) ∈ Rp, i = 1, . . . , n, satisfying
r˙i(t) =v
r
i (t),
v˙ri (t) =f(ri, v
r
i , t),
where vri (t) ∈ Rp is the reference velocity. Define
r(t) = [rT1 , . . . , r
T
n ]
T , vr(t) = [vr1
T , . . . , vrn
T ]T and
f(r, vr, t) = [fT (r1, v
r
1, t), . . . , f
T (rn, v
r
n, t)]
T .
Here the goal is to design ui(t) for agent i, i = 1, . . . , n,
to track the average of the reference inputs and reference
velocities, i.e.,
lim
t→∞ ‖xi(t)−
1
n
n∑
j=1
rj(t)‖2 =0,
lim
t→∞ ‖vi(t)−
1
n
n∑
j=1
vrj (t)‖2 =0, (2)
where each agent has only local interaction with its neighbors.
As it was mentioned, there are many applications that the
physical agents should track a time varying trajectory, where
each agent has an incomplete copy of this trajectory. While, the
physical agents and reference trajectory might be described by
more complicated dynamics rather than the double-integrator
dynamics in real applications. Therefore, we consider a more
general group of physical agents, where the unknown term
f(·, ·, t) in their dynamics satisfies the Lipschitz-type condi-
tion.
A. Main Result
In this subsection, we study the distributed average tracking
of second-order multi-agent systems with nonlinear dynamics.
We assume that the nonlinear term, f(·, ·, t), in both agents’
and reference inputs’ dynamics satisfies the Lipschitz-type
condition. First, a local filter is introduced for each agent to
estimate the average of the reference inputs and the reference
velocities. Then, the control input ui, i = 1, . . . , n, is designed
for each agent such that xi and vi track, respectively, pi and
qi, where pi, qi ∈ Rp are the filter outputs. For notational
simplicity, we will remove the index t from variables in the
reminder of the paper.
Assumption 2.2: [20] The vector-valued term f(·, ·, t) sat-
isfies the following inequality ∀t ≥ 0
‖f(x, v, t)− f(y, z, t)‖1 ≤ ρ1‖x− y‖1 + ρ2‖v − z‖1,
where x, v, y, z ∈ Rp, ρ1, ρ2 ∈ R+ and f(0, 0, t) = 0.
Remark 2.3: Note that Assumption 2.2 is a Lipschitz-type
condition, satisfied by many well-known systems such as the
pendulum system with a control torque, car-like robots, the
Chuas circuit, the Lorenz system, and the Chen system [21].
Under Assumption 2.2, the unknown term f(·, ·, t) might be
unbounded. Therefore, two novel state-dependent time varying
gains will be introduced to overcome the unboundedness effect
of this term.
The following local filter is introduced for agent i,
i = 1, . . . , n, to estimate the average of reference inputs and
reference velocities
pi =zi + ri,
z¨i =− κ(pi − ri)− κ(qi − vri )
− αψisgn
[ n∑
j=1
aij
{
(pi + qi)− (pj + qj)
}]
, (3)
where qi = p˙i, zi ∈ Rp is an auxiliary filter variable, ψi =
‖ri‖1 + ‖vri ‖1 + γ, and κ, α, γ ∈ R+ are control gains to
be designed. The distributed control input ui, i = 1, . . . , n, is
designed to drive xi and vi to track, respectively, pi and qi,
ui =− ηx˜i − ηv˜i − η(‖xi − ri‖1 + ‖vi − vri ‖1 + γ)×
sgn(x˜i + v˜i) + z¨i, (4)
where x˜i = xi−pi, v˜i = vi− qi and η ∈ R+ is a control gain
to be designed.
Theorem 2.4: Under the control law given by (3) and (4)
for (1), the distributed average tracking goal (2) is achieved
asymptotically, provided that Assumptions 2.1 and 2.2 hold
and the control gains α, γ, and η are chosen such that κ > 1,
α > max{ρ1, ρ2}+ κ and η > max{1, ρ1, ρ2}, where ρ1 and
ρ2 are defined in Assumption 2.2.
Proof : The proof contains two steps. First, it is proved that
for the ith agent, lim
t→∞ pi =
1
n
n∑
j=1
rj and lim
t→∞ qi =
1
n
n∑
j=1
vrj .
Second, it is shown that by using the control input (4) for
agent i, lim
t→∞xi = pi and limt→∞ vi = qi.
Using qi = p˙i, the filter dynamics (3) can be rewritten as
p˙i =qi,
q˙i =− κ(pi − ri)− κ(qi − vri )
− αψisgn
[ n∑
j=1
aij{(pi + qi)− (pj + qj)}
]
+ f(ri, v
r
i , t), (5)
Let p˜ = (M ⊗ Ip)p and q˜ = (M ⊗ Ip)q, where p =
[pT1 , . . . , p
T
n ]
T , q = [qT1 , . . . , q
T
n ]
T and M = In − 1n1Tn1n.
Now the local filter’s closed dynamics (5) can be rewritten in
vector form as
˙˜p =q˜,
˙˜q =− κp˜+ κ(M ⊗ Ip)r − κq˜ + κ(M ⊗ Ip)vr
− α(Mψ ⊗ Ip)sgn[(L⊗ Ip)(p˜+ q˜)]
+ (M ⊗ Ip)f(r, vr, t),
where ψ = diag(ψ1, . . . , ψn). Consider the following
Lyapunov function candidate V1 = 12
[
p˜T q˜T
]
(L ⊗[
2κ 1
1 1
]
⊗ Ip)
[
p˜
q˜
]
. Since (1n ⊗ Ip)T p˜ = 0np and
(1n ⊗ Ip)T q˜ = 0np, by using Lemma 2.1, we have V1 ≥
λ2(L)
2
[
p˜T q˜T
]
(
[
2κ 1
1 1
]
⊗ Inp)
[
p˜
q˜
]
, where λ2(L) is
defined in Lemma 2.1. It can be proved that if κ > 12 , then[
2κ 1
1 1
]
> 0, which means that V1 is positive definite. The
derivative of V1 is given as
V˙1 =2κp˜
T (L⊗ Ip)q˜ + q˜T (L⊗ Ip)q˜ − κp˜T (L⊗ Ip)p˜
+ κp˜T (L⊗ Ip)r − κp˜T (L⊗ Ip)q˜ + κp˜T (L⊗ Ip)vr
− αp˜T (Lψ ⊗ Ip)sgn[(L⊗ Ip)(p˜+ q˜)]
+ p˜T (L⊗ Ip)f(r, vr, t)− κq˜T (L⊗ Ip)p˜
+ κq˜T (L⊗ Ip)r − κq˜T (L⊗ Ip)q˜ + κq˜T (L⊗ Ip)vr
− αq˜T (Lψ ⊗ Ip)sgn[(L⊗ Ip)(p˜+ q˜)]
+ q˜T (L⊗ Ip)f(r, vr, t)
=− κp˜T (L⊗ Ip)p˜− (κ− 1)q˜T (L⊗ Ip)q˜
+ κ(p˜+ q˜)T (L⊗ Ip)(r + vr)
− α
n∑
i=1
ψi
[ n∑
j=1
aij
{
(p˜i + q˜i)− (p˜j + q˜j)
}]T
×
sgn
[ n∑
j=1
aij
{
(p˜i + q˜i)− (p˜j + q˜j)
}]
+
n∑
i=1
[ n∑
j=1
aij
{
(p˜i + q˜i)− (p˜j + q˜j)
}]T
f(ri, v
r
i , t)
=− κp˜T (L⊗ Ip)p˜− (κ− 1)q˜T (L⊗ Ip)q˜
+ κ
n∑
i=1
[ n∑
j=1
aij
{
(p˜i + q˜i)− (p˜j + q˜j)
}]T [
ri + v
r
i
]
− α
n∑
i=1
ψi
[ n∑
j=1
aij
{
(p˜i + q˜i)− (p˜j + q˜j)
}]T
×
sgn
[ n∑
j=1
aij
{
(p˜i + q˜i)− (p˜j + q˜j)
}]
+
n∑
i=1
[ n∑
j=1
aij
{
(p˜i + q˜i)− (p˜j + q˜j)
}]T
×[
f(ri, v
r
i , t)− f(0, 0, t)
]
,
where p˜i and q˜i are, respectively, the ith components of p˜
and q˜ and we have used LM = L and Assumption 2.2 to
obtain, respectively, the first and the third equalities. Under
Assumption 2.2 and using the triangular inequality, we have
V˙1 ≤− κp˜T (L⊗ Ip)p˜− (κ− 1)q˜T (L⊗ Ip)q˜
+ κ
n∑
i=1
∥∥∥ n∑
j=1
aij
{
(p˜i + q˜i)− (p˜j + q˜j)
}∥∥∥
1
×
(‖ri‖1 + ‖vri ‖1)
− α
n∑
i=1
ψi
∥∥∥ n∑
j=1
aij
{
(p˜i + q˜i)− (p˜j + q˜j)
}∥∥∥
1
+
n∑
i=1
∥∥∥ n∑
j=1
aij
{
(p˜i + q˜i)− (p˜j + q˜j)
}∥∥∥
1
×
(ρ1‖ri‖1 + ρ2‖vri ‖1)
=− κp˜T (L⊗ Ip)p˜− (κ− 1)q˜T (L⊗ Ip)q˜
− α
n∑
i=1
ψi
∥∥∥ n∑
j=1
aij
{
(p˜i + q˜i)− (p˜j + q˜j)
}∥∥∥
1
+
n∑
i=1
(
(κ+ ρ1)‖ri‖1 + (κ+ ρ2)‖vri ‖1
)
×
∥∥∥ n∑
j=1
aij
{
(p˜i + q˜i)− (p˜j + q˜j)
}∥∥∥
1
=− κp˜T (L⊗ Ip)p˜− (κ− 1)q˜T (L⊗ Ip)q˜
+
n∑
i=1
(
(κ+ ρ1 − α)‖ri‖1 + (κ+ ρ2 − α)‖vri ‖1 − αγ
)
×
∥∥∥ n∑
j=1
aij
{
(p˜i + q˜i)− (p˜j + q˜j)
}∥∥∥
1
,
where we have used the definition of ψi to obtain the last
equality. Since α > max{ρ1, ρ2}+ κ, we will have
V˙1 ≤− κp˜T (L⊗ Ip)p˜− (κ− 1)q˜T (L⊗ Ip)q˜
≤− κλ2(L)p˜T p˜− (κ− 1)λ2(L)q˜T q˜ < 0,
where we have used Lemma 2.1, since (1n ⊗ Ip)T p˜ = 0np
and (1n ⊗ Ip)T q˜ = 0np, and κ > 1 to obtain the second
inequality. Using Theorem 4.10 in [22], it is concluded that[
p˜
q˜
]
= 02np is globally exponentially stable, which means
lim
t→∞ pi =
1
n
n∑
j=1
pj and lim
t→∞ qi =
1
n
n∑
j=1
qj for i = 1, . . . , n.
Now it is enough to show that lim
t→∞
n∑
j=1
pj =
n∑
j=1
rj and
lim
t→∞
n∑
j=1
qj =
n∑
j=1
vrj which results in limt→∞ pi =
1
n
n∑
j=1
rj and
lim
t→∞ qi =
1
n
n∑
j=1
vrj . Define the variables S1 =
∑n
i=1(pi − ri)
and S2 =
∑n
i=1(qi − vri ), we can get from (5) that
S˙1 =S2,
S˙2 =− κS1 − κS2
− α
n∑
i=1
ψisgn
[ n∑
j=1
aij
{
(pi + qi)− (pj + qj)
}]
, (6)
We then use input-to-state stability to analyze the system (6)
by treating the term
n∑
i=1
ψisgn
[ n∑
j=1
aij
{
(pi+qi)−(pj+qj)
}]
as the input and S1 and S2 as the states. Since κ > 1,
the matrix
[
0p Ip
−κIp −κIp
]
is Hurwitz. Thus, the system (6)
with zero input is exponentially stable and hence input-to-state
stable. Since pi + qi → pj + qj , i, j = 1, · · · , n, as t → ∞,
it follows that S1 → 0 and S2 → 0. Therefore, we have
that lim
t→∞
∑n
i=1 pi =
∑n
i=1 ri and limt→∞
∑n
i=1 qi =
∑n
i=1 v
r
i ,
respectively. Employing the results of these two parts, it is con-
cluded that lim
t→∞ pi →
1
n
∑n
j=1 rj and limt→∞ qi →
1
n
∑n
j=1 v
r
j .
In the remaining, we will prove that lim
t→∞xi = pi and
lim
t→∞ vi = qi asymptotically. Using the control input (4) for
(1), we get the closed-loop dynamics in vector form as
˙˜x =v˜,
˙˜v =f(x, v, t)− ηx˜− ηv˜
− η(‖x− r‖1 + ‖v − vr‖1 + γ)sgn(x˜+ v˜)− f(r, vr, t),
where x˜ = [x˜T1 , . . . , x˜
T
n ]
T , v˜ = [v˜T1 , . . . , v˜
T
n ]
T
and f(x, v, t) = [fT (x1, v1, t), . . . , fT (xn, vn, t)]T .
Consider the candidate Lyapunov function V2 =
1
2
[
x˜T v˜T
] [2ηInp Inp
Inp Inp
] [
x˜
v˜
]
. Since η > 12 , V2
is positive definite. By taking the derivative of V2, we will
have
V˙2 =2ηx˜
T v˜ + v˜T v˜ − ηx˜T (x˜+ v˜)
− η
n∑
i=1
(‖xi − ri‖1 + ‖vi − vri ‖1 + γ)x˜Ti sgn(x˜i + v˜i)
+
n∑
i=1
x˜Ti (f(xi, vi, t)− f(ri, vri , t))− ηv˜T (x˜+ v˜)
− η
n∑
i=1
(‖xi − ri‖1 + ‖vi − vri ‖1 + γ)v˜Ti sgn(x˜i + v˜i)
+
n∑
i=1
v˜Ti (f(xi, vi, t)− f(ri, vri , t))
=− ηx˜T x˜+ (1− η)v˜T v˜
− η
n∑
i=1
(‖xi − ri‖1 + ‖vi − vri ‖1 + γ)‖x˜i + v˜i‖1
+
n∑
i=1
(x˜i + v˜i)
T (f(xi, vi, t)− f(ri, vri , t))
≤− ηx˜T x˜+ (1− η)v˜T v˜ − ηγ
n∑
i=1
‖x˜i + v˜i‖1
− η
n∑
i=1
(‖xi − ri‖1 + ‖vi − vri ‖1)‖x˜i + v˜i‖1
+
n∑
i=1
(ρ1‖xi − ri‖1 + ρ2‖vi − vri ‖1)‖x˜i + v˜i‖1,
where we have used Assumption 2.2 to obtain the inequality.
Since η > max{ρ1, ρ2}, we can get that V˙2 ≤ −ηx˜T x˜− (η−
1)v˜T v˜ ≤ 0, where we have used η > 1 to obtain the last
inequality. Using Theorem 4.10 in [22], it is concluded that[
x˜
v˜
]
= 02np is globally exponentially stable. Therefore, it is
concluded that for ith agent, i = 1, . . . , n, lim
t→∞xi =
1
n
n∑
j=1
rj
and lim
t→∞ vi =
1
n
n∑
j=1
vrj asymptotically.
Remark 2.5: Due to the presence of the unknown term
f(·, ·, t) in the agents’ dynamics, the proposed algorithms
for double-integrator agents are not applicable to achieve the
distributed average tracking. For example, by employing the
algorithm in [14] for (1), the two equalities
∑n
j=1 xj =∑n
j=1 rj and
∑n
j=1 vj =
∑n
j=1 v
r
j do not hold anymore. In
fact, the unknown term f(·, ·, t) functions as a disturbance and
it will not allow the average of the positions and velocities
to track the reference inputs and the reference velocities,
respectively. This shows the essence of using the local filter
(8) in our algorithm.
B. Discussion
Suppose that the unknown term f(·, ·, t) satisfies the bound-
edness condition
supt∈[0,∞)‖f(x, v, t)‖1 ≤ f¯ , (7)
where x, v ∈ Rp, and f¯ ∈ R+. Then, the proposed algorithm
in Subsection II-A can be simplified as the following local
filter dynamics and control input with constant control gains
to achieve the distributed average tracking.
pi =zi + ri,
z¨i =− α
n∑
j=1
aijsgn
[
(pi + qi)− (pj + qj)
]
, (8)
ui =− ηsgn
[
x˜i + v˜i
]
+ z¨i, (9)
where pi, qi, zi, x˜i and v˜i are defined in Subsection II-A and
α, η ∈ R+ are control gains to be defined.
Assumption 2.6: The variables zi and z˙i are initialized such
that
n∑
i=1
zi(0) = 0p, and
n∑
i=1
z˙i(0) = 0p. 1
Theorem 2.7: Under the control law given by (8) and (9)
for (1), the distributed average tracking goal (2) is achieved
asymptotically, provided that Assumption 2.1 and the bound-
edness condition (7) hold and the control gains α and η
are chosen such that α > 2‖s(0)‖1+‖(D
T⊗Ip)x(0)‖1+nf¯
λ2(L)
and
η > 2‖s˜(0)‖1 +‖x˜(0)‖1 +2f¯ , where λ2(L) and f¯ are defined,
respectively, in Lemma 2.1 and (7).
Proof : Similar to the Theorem 2.4, the proof contains two
steps. The general idea of the first step of the proof is adopted
from [14], where ari is replaced by f(ri, v
r
i , t). The second
step of proof is similar to the second step of proof of Theorem
2.4. Thus, the proof is omitted
1A special choice is zi(0) = 0p and z˙i(0) = 0p for all i = 1, . . . , n.
Remark 2.8: In (8)-(9), each agent needs its neighbors’
filters’ outputs besides its own filter outputs, absolute posi-
tion and absolute velocity, while in (3)-(4), the agent needs
its neighbors’ reference inputs and reference velocities too.
Further, in both algorithms, there is no need for correct posi-
tion and velocity initialization, where the initialization of the
physical variables might not be feasible for real applications.
In the algorithm (8)-(9), only the initialization of the filters
auxiliary variables is required, which can be easily satisfied.
Remark 2.9: The unknown bounded term f(·, ·, t) that sat-
isfies (7), can be interpreted as a perturbation resulting from
modeling errors, uncertainties, and disturbances that exist in
many realistic problems. However, Assumption 2.2 includes a
more general group of systems including unbounded nonlinear
terms. In addition if γ is chosen properly, the algorithm (3)-(4)
is still applicable in the presence of an additive bounded term
in either agents’ or reference inputs’ dynamics.
III. CONCLUSIONS
In this paper, the distributed average tracking of physical
second-order agents with nonlinear dynamics was studied. A
nonlinear term was assumed in both agents’ and reference
inputs’ dynamics satisfying the Lipschitz-type condition. Due
to the presence of the nonlinear term in agents’ dynamics, a
filter design combined with controller design was introduced
to solve the problem. The idea was that each filter outputs
converge to the average of the reference inputs and the
reference velocities asymptotically and in parallel the agent’s
position and velocity are driven to track the filter outputs.
Since the nonlinear term could be unbounded, novel state-
dependent time varying gains were employed in each agent’s
filter and control input to overcome the unboundedness effect.
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