Whittlesey 12,13,14] gave a criterion which decides when two nite 2-dimensional complexes are homeomorphic. We show that graph isomorphism can be reduced e ciently to 2-complex homeomorphism, and that Whittlesey's criterion can be reduced e ciently to graph isomorphism. Therefore graph isomorphism and 2-complex homeomorphism are polynomial-time equivalent.
Introduction
This paper is concerned with a problem in Computational Topology: for recent surveys of the eld, see 3, 10] A combinatorial surface is a topological space representable as a nite union of triangular regions, joined along edges. Examples include a sphere, a torus, a Klein bottle, and so on. More generally one can have a surface with boundary | points on the boundary resemble points on the boundary of a closed disc.
It is possible to construct many examples of such surfaces by taking a convex polygonal region and`gluing' its edges together in various ways. Examples are given in Figure 1 .
The process is summarised by labelling the sides of the polygon with letters like a or inverted letters like a ?1 . Letters (inverted or otherwise) occur at most twice. Each letter corresponds to an oriented loop or curve-segment to which the side is`glued' by an order-preserving or reversing map depending on whether the letter is inverted. As a result, when a letter and its inverse occur, the sides are joined without a twist, as in a cylinder abcb ?1 ; otherwise a twist is involved, as in a M obius band abcb.
When every side is glued to another side we have a compact surface without boundary. By reducing to a canonical form, it turns out that every such surface is homeomorphic either to a sphere, or to m tori joined together, or to n projective planes joined together. It can be shown that no two surfaces in this list are homeomorphic.
2 Cell complexes (2.1) Graphs. A graph G is conventionally de ned as a pair (V; E) where V is a nite set of vertices' and E a set of`edges,' where each edge is an unordered pair fu; vg of distinct vertices in V . The edge e = fu; vg is incident to u and v, and one also says that u and v are incident to e. A directed graph is similar, except that the edges are ordered pairs (u; v) of distinct vertices. The inverse e ?1 of a directed edge e is (v; u), where e = (u; v).
Paths. A path from u to v in a (directed) graph G is a sequence (2.2) v 0 ; e 1 ; v 1 ; e 2 ; : : : e k ; v k where v 0 = u, v k = v, and for 1 j k, e j is the (directed) edge from v j?1 to v j . Of course, each v i must be a vertex and each e j an edge of G. The length of the path is k. (Note: the length of the path is the number of occurrences of edges. The same edge may be`traversed' several times.)
Obviously the sequence in Formula 2.2 contains redundant data. The de nition is unusual, and intended to apply to generalised kinds of graph, such as when there are several edges joining the same two vertices (2.5) . Otherwise the edges could be omitted from the description.
(2.3) Simplicial 2-complexes. The notion of`graph' can be extended to higher dimensions.
A simplicial 2-complex is a triple (V; E; F) where (V; E) is a graph and F consists of`triangular' faces. Each face is an unordered triple fu; v; wg of distinct vertices, and it is incident to the three edges fu; vg, fv; wg, and fu; wg, which must all belong to E. Likewise we can have an oriented simplicial 2-complex, with directed edges and oriented faces. An oriented face is a cyclically ordered triple (u; v; w). Its incident edges are (u; v), (v; w), and (w; u), and they must belong to E. The same face can be written as (v; w; u) or (w; u; v). The`1-skeleton' of an (oriented) simplicial complex (V; E; F) is the (directed) graph (V; E).
(2.4) Giving graphs and simplicial complexes a topological structure. Topology can be introduced by identifying every edge with a line-segment and every face with a triangular plane region. Faces incident to the same edge are considered glued together along their common edge, and edges incident to the same vertex are considered glued together at that vertex. Parts are glued together by declaring them equivalent and forming a quotient topology. To de ne such a topology it is not necessary to embed the complex in Euclidean space ( see 9]).
(2.5) 1-complexes. Whittlesey's algorithm applies to more general complexes. His notion of a graph is more directly topological: the edges are viewed as curve-segments`attached' to the vertices. The conventional notion of a graph is insu cient to describe these graphs, since several edges can be incident to the same two vertices, and edges can have both ends incident to one vertex. So,`graph' means`1-complex,' which means, roughly, a multigraph (allows multiple edges) with self-loops: edges incident to just one vertex.`Oriented graph' means directed multigraph with self-loops.' A graph in the conventional sense Whittlesey calls a polygonal graph.
Whittlesey represents vertices by capital letters A; B; : : : and edges by small letters a; b; : : :. We say`e is an edge from A to B,' not`e = (A; B),' since there could be several such edges.
The idea of path is generalised beyond Formula 2.2 in that an edge can be traversed in the opposite direction. Thus a path from A to H is a sequence AsBt : : : zH where s is an edge from A to B, or the inverse of an edge from B to A, and so on. If A = H the path is closed (i.e., a cycle). There are trivial closed paths, containing just a single vertex.
(2.6) 2-complexes. Whittlesey's de nition of 2-complex is likewise more general than a simplicial complex. A complex is`built up' in three stages. First, a nite set of vertices (`0-cells') is chosen.
Second, a nite set of directed edges (`1-cells') whose ends are attached to these vertices. This de nes the 1-skeleton of the complex, which is a 1-complex or oriented graph in its generalised sense.
The 1-skeleton of a complex K is denoted K (1) . The 1-skeleton is not just a graph; it is a 1-complex, with a topological structure.
Third, a nite set of discs (`2-cells') whose boundaries are attached to the 1-skeleton by continuous maps. For de niteness, the discs are all copies of the unit disc f(x; y) 2 R . Each disc is attached to K (1) along a closed path in K (1) . Given such a closed path, aǹ attaching map' f from the disc boundary S 1 is de ned as follows: suppose the closed path has length k. If k = 0 the path is trivial and the attaching map f takes the entire boundary onto the path's single vertex.
Otherwise, separate S 1 into k circular segments. Taking the k segment endpoints in anticlockwise order around S 1 , f maps them to the path vertices in the order given. The map f maps each segment monotonically onto the corresponding edge of the path, in the direction given. (If k 3 it may be preferable to identify the disc with a regular k-gon and its interior.)
Obviously there is freedom of choice in this construction, but di erent choices yield homeomorphic complexes. So a 2-complex K can be described by listing its vertex labels A, 1-cells in the form AeB, say, (so e joins A to B), and its 2-cells by the attaching paths. This is a nite description. The attaching maps are implicit: they are unique up to homeomorphism. Given a 2-complex K, we can assume that attaching maps, as just described, have been xed. The topological space de ned by these attaching maps will also be denoted K. This is an abuse of language. ' Whittlesey calls these structures cell complexes. They are more general than simplicial complexes and less general than CW complexes (in which the attaching maps can be`pathological') 9].
(2.7) Barycentric subdivision. Whittlesey's algorithm is most conveniently described in terms of 2-complexes rather than the more basic simplicial complexes. However, it is easy to convert a 2-complex into a homeomorphic simplicial complex by barycentric subdivision. 1 Subdividing a (directed) 1-cell. Let Subdividing a 2-cell. Suppose that in a complex K, a disc D is attached along a closed path of length k by an attaching map f. Let Consider the case of a complex K with one vertex, no edges, and one 2-cell attached to the vertex. This is homeomorphic to S 2 . A barycentric subdivision produces a complex with two vertices, one edge, and one 2-cell attached by a path of length 2. Repeat, getting a complex with 4 vertices, 6 edges, and 4 2-cells attached by paths of length 3. This resembles a simplicial complex, but is not, because di erent 1-cells have the same endpoints, and di erent 2-cells have the same bounding vertices. One further subdivision yields a complex with 14 vertices, 36 edges, and 24 faces. This is a simplicial complex (see Figure 2 ). In general, (2.9) Proposition If K is a 2-complex then at most three barycentric subdivisions yields a simplicial 2-complex.
Whittlesey uses barycentric subdivision for other purposes not discussed here. 3 Local structure of a 2-complex.
This section presents in outline Whittlesey's analysis of the topology of a 2-complex.
(3.1) Regular and singular points. Let K be a 2-complex. A point p is regular if K is surface-like near p, i.e., it has a neighbourhood homeomorphic to an open disc. It is linesingular if it has a neighbourhood like a`book' with any number of pages except 2, and p is on the spine of the book; in this case p must be on an edge; it is a conical point (or`pinch-point,' necessarily at a vertex) if the space locally resembles a union of open discs joined together at p; and otherwise it is a node. If p is not regular, then it is singular.
The set of all singular points of K is called the singular graph of K. It is contained in the 1-skeleton K (1) . (3.2) Topological invariants for a 2-complex. Whittlesey 13] describes in detail the topology of the complex K in terms of the singular graph and the way in which the 2-cells are attached.
One can view the complex as a singular graph with spaces M j attached where each M j is a surface with boundary rather than just a disc. The boundary of each M j is a union of cycles. Each cycle is given an attaching map de ned by a closed path in the singular graph.
(3.3) Admissible changes to a presentation. In 12] Whittlesey states that the topology of a complex K can be presented by listing the singular graph together with these spaces M j and the attaching maps. Certain changes can be made. For example, if M j is orientable then it can be given the opposite orientation. If M j is not orientable, then any of the attaching cycles can be inverted. Except for such changes, the topology of K is characterised fully by this presentation.
An outline proof of this result is given in 12].
4 Reducing graph isomorphism to 2-complex homeomorphism The main result of this paper is that graph isomorphism is polynomial-time equivalent to homeomorphism of 2-complexes. One direction is easy to prove | Lemma 4.2 below. In proving the Lemma, it is necessary to construct 2-complexes whose topology fully determines the vertices and edges of G and G 0 respectively. Comparing G and G 0 topologically is not enough: a 3-cycle is homeomorphic to a 4-cycle, but not isomorphic ( Figure 4 ).
(4.2) Lemma Graph isomorphism is e ciently reducible to homeomorphism of 2-complexes.
Proof. Let G be a graph with n vertices and m edges. We construct a 2-complex (actually, a simplicial 2-complex) K resembling G as follows. It has n + 2m 0-cells (vertices) of which the rst n correspond directly to the vertices of G. The singular graph (3.1) S of K consists of isolated conical points, corresponding to those vertices of G which are incident to more than one edge. Let X = KnS (K being viewed as a topological space). The components C of X correspond to the edges of G, i.e., each`edge tetrahedron' T(e) is the closure C in K of a unique component C of X.
Given another graph G 0 , write K 0 for the corresponding complex, S 0 for its singular graph, and X 0 for K 0 nS 0 .
Given an isomorphism g from G to G 0 it is easy to de ne a homeomorphism (indeed, a 2-complex isomorphism) f from K to K 0 . Every vertex u of G is a 0-cell of K: let f(u) = g(u).
For every edge e = fu; vg of G, let e 0 = fg(u); g(v)g. Then extend f so it carries the tetrahedron T(e) onto T(e 0 ). We omit the few remaining details.
Conversely, suppose f: K ! K 0 is a homeomorphism. It takes S bijectively onto S 0 and X onto X 0 .
The components of X are spheres with up to two points deleted. We construct a map g from the vertices of G to those of G 0 as follows. On S, g is de ned to coincide with f. It is extended to the vertices not in S as follows.
If a component C of X is a sphere minus one point, then it contains a unique vertex v (which is incident to exactly one edge in G). Now, f(v) need not be a vertex of G 0 . However, the image f(C) contains a unique vertex v 0 of G 0 : let g(v) = v 0 . If a component C of X is a sphere with no point removed, it must coincide with an`edge tetrahedron' T(e), and its image f(C) is another edge tetrahedron T(e 0 ) in K 0 . Denote by u and v the vertices incident to e (e is the only edge incident to these vertices). Let g(u) be one of the vertices incident to e 0 and g(v) be the other.
This nishes the construction, and the map g is bijective. Every component C of X is contained in a unique edge-tetrahedron T(e), and its image is contained in a unique T(e 0 ) = f(T(e)). By construction, if u is incident to e in G then g(u) is incident to e 0 in G 0 and vice-versa. It follows that g is an isomorphism.
Word systems and normal forms
We return to Whittlesey's treatment of 2-complex homeomorphism. Having produced a topological description which can be derived from any 2-complex (3.3), Whittlesey shows how to reduce it to a normal form. This generalises Brahana and Tuckers' normal-form classi cation of combinatorial surfaces 6].
(5.1) Word systems. We begin with a 2-complex K, formed by attaching the boundaries of closed discs D i to its 1-skeleton by closed, not necessarily simple, paths i . Let the edges of the 1-skeleton K (1) be oriented, yielding a (generalised) directed graph G. Let the vertices of G be labelled with uppercase letters and its directed edges with lowercase letters.
Each directed cycle i corresponds to a sequence AaBb : : : A of letters or inverted letters labelling vertices and directed edges. Now i describes the attachment of a topological disc D i , and the topology of jKj depends essentially on these words AaBb : : : A. This Whittlesey calls a word-system W.
Words (and subwords) will be denoted by lowercase Greek letters ; ; : : :.
(5.2) Simplifying assumption: no isolated edges or vertices. To avoid inessential details, Whittlesey assumes that every vertex and edge is incident to at least one face; so the list of vertices and edges is implicit in the word-system W.
Regular edges. An edge (label) a is regular if a occurs twice in the word-system, or a ?1 occurs twice, or a and a ?1 each occur once. with the following`formal equivalences' on words: relabelling a vertex throughout, relabelling an edge throughout, replacing an edge-label by its inverse throughout, cyclically permuting a word, or replacing a word AaBb : : : A by its inverse A : : : b ?1 Ba ?1 A.
Whittlesey introduces further`derived rules' which can be applied to individual words. These operations can be reduced to sequences of divisions and compositions, and relabelling. Again it is necessary that certain edges be regular.
Incision. Replace a word A P A by A PxQx ?1 P A where x and Q are new labels. The inverse operation is allowed when x is regular and Q not mentioned elsewhere: A PxQx ?1 P A can be replaced by A P .
The rule can be justi ed by an appeal to Figure 7 .
(5.6) Omitting vertex labels. Vertex labels are required for a full description of a complex, because of the existence of pinch-points. However, we shall often omit them, to make the formulae less cluttered. The following`circulation rules' can be justi ed in terms of divisions, compositions and relabelling. As a more direct explanation, consider Figure 8 . The rst pair of diagrams illustrates a transformation x x ) y ?1 y ?1 . This amounts to cutting a M obius band at two di erent places (x and y). In the case where is empty we get rule 1a, and where is empty we get circulation rule 1b. (The diagram doesn't really allow for them to be empty, and y is relabelled as x, but the modi cations needed are simple.) Circulation Rule 1a. When x is a regular edge-label (or inverted label), replace x x by x x ?1 , or vice-versa.
Circulation Rule 1b. When x is regular, replace x x by x ?1 x, or vice-versa.
The second transformation illustrated in Figure 8 amounts to cutting a cylinder in di erent places. The second pair of circulation rules could be considered as special cases of this transformation.
Circulation rule 2a. When x is regular, replace x x ?1 by x x ?1 , or vice-versa. Circulation rule 2b. When x is regular, replace x x ?1 by x x ?1 , or vice-versa. (5.7) In the circulation rules, the edge x or its inverse occurs at the end of the word. This is mainly to simplify Figure 8 and can be achieved by cyclic permutation. However, the rules can easily be generalised: since the rules preserve a pre x , they would preserve a pre x , and hence, through cyclic permutation, they would preserve a su x . Hence the rules can be considered to apply to subwords within the context : : : .
(5.8) Whittlesey shows how to apply these rules in a systematic way reducing a word-system This operation preserves the pre x , so it can be repeated to collect all handles at the front of the word. The process does not (unlike when collecting crosscaps) invert edges. (5.13) Classi cation of surfaces. In this way we can reduce any word to the form where is a product of crosscaps or a product of handles and contains neither crosscaps nor handles. When the complex represents a surface, all edges are regular, so every occurrence of x in is matched by an occurrence of x ?1 (since contains no crosscaps). Also there are no pinch-points (nor any other kind of singular point).
If contains a subsequence : : : a b a ?1 : : :, then or must contain b ?1 since otherwise would contain a handle. In other words, in edges occur in inverse pairs, and occurrences are nested. We can choose an innermost pair, which must be adjacent: aa ?1 . This pair can be cancelled (reverse incision). Repeating as often as necessary, becomes empty, and we conclude (5.14) Proposition Every (connected nite) 2-complex representing a surface is homeomorphic to a sphere or a product of crosscaps or of handles.
Vegter and Yap 11] have described an e cient implementation of the above reduction procedure: a surface (represented by a single word) can be reduced to a product of crosscaps or handles in time O(n log(n)) where n is the number of edges.
Here we consider a reduction procedure for general 2-complexes, not necessarily representing surfaces. The cu is thus inverted.
(5.19) Simultaneously inverting the cu s. If a word is in normal form , all the cu s in can be inverted simultaneously, whether or not it has crosscaps. If the word contains crosscaps we can invert each cu separately, so assume that is a product (perhaps empty) of handles.
Certainly the entire word can be inverted, and then cyclic permutation yields ?1 ?1 . The word ?1 is a product of cu s, which can be permuted arbitrarily (circulation rule 2b), so it is enough to show that ?1 can be replaced by . The word ?1 is also a product of handles. It would appear that one can just relabel the edges in ?1 , since they are not mentioned elsewhere.
However, one needs to consider the vertices incident to . In fact, all edges in are incident to just one vertex A. To (6.1) Homeomorphism of 1-complexes. In order to describe complexes completely using a word-system, we assumed that every vertex and every edge was incident to at least one face (5.2). This assumption cannot be retained if one needs a complete reduction to graph isomorphism, so we rst consider reducing 1-complex homeomorphism to graph isomorphism.
An isomorphism between 1-complexes G and G 0 is a map f which takes vertices bijectively onto vertices and edges bijectively onto edges, and preserves incidence. In other words, e is incident to A i f(e) is incident to f(A). Isomorphic 1-complexes are obviously homeomorphic.
(6.2) Canonical form for 1-complexes. (See 13] .) Given a 1-complex G, a vertex P is regular if it is incident to exactly two edges, a and b: it can be eliminated by composing the two edges. Repeating this process as long as possible produces a canonical form in which the only vertices of degree 2 (i.e., with 2 edge-incidences) are those incident to single closed loops. We say`canonical complex' for`complex in canonical form.' The homeomorphism takes components bijectively onto components of the same kind and the closures of components bijectively onto the closures of components. Each component (except (v)) contains a unique edge of G or G 0 , so this gives a bijective map f from edges of G to those of G 0 . Every closed-loop component is incident to a unique vertex in L or L 0 : this allows us to extend f to L.
Every vertex in T is incident to a unique edge, containing a unique component, which is of type (ii) or (iii), and h takes its endpoint or endpoints to a vertex in T. We can extend f to T so that whenever u 2 T is incident to e then f(u) is incident to f(e). (There are two ways of de ning f when e coincides with a component of type (iii).)
Since the closure of a component is mapped onto the closure of a component, f preserves incidences and is an isomorphism from G onto G 0 .
We can now reduce 1-complex homeomorphism to graph isomorphism. Using the above lemma we want to reduce isomorphism of (canonical) 1-complexes to graph isomorphism. (This is not the same thing, since 1-complexes are more general than graphs.) (6.4) We shall use the fact (see 5]) that isomorphism of directed graphs can be reduced e ciently to graph isomorphism, by the construction illustrated in Figure 9 .
Given a 1-complex G we shall construct a directed graph D such that two 1-complexes are isomorphic i the directed graphs are. The construction is counter-intuitive in the sense that G and D are quite di erent in appearance ( Figure 11 ). It has features in common with the reduction of word systems to directed graphs, discussed later. Sometimes vertices of a directed graph will be called`nodes,' to emphasise that the notion of a directed graph is combinatorial rather than geometric.
(6.5) Edge gadgets. For each inverse pair e; e ?1 of edge labels, D has an`edge gadget,' a certain directed subgraph. If we isolate the gadget from the rest of D, it has two source nodes, that is, nodes of indegree zero, which may conveniently be labelled e and e ?1 . It has one or two sink nodes, nodes of outdegree zero, corresponding to the vertices P and Q (which could be the same) incident to e. They may conveniently be labelled P and Q. The sources are connected to the sinks by the small directed graph illustrated in Figure 10 .
It is easy to show that any two such gadgets are isomorphic i they have the same number (1 or 2) of sink nodes. An isomorphism must carry the source nodes to source nodes and sink nodes to sink nodes. There are two isomorphisms, each determined fully by where it maps the source nodes, or the sink nodes if there are two.
(6.6) The directed graph D is as follows. It has sink nodes corresponding to the vertices, of which the isolated vertices are also source nodes. The nodes corresponding to non-isolated vertices (if any) are all descendants of a single source node s. The source nodes are all at level 0. All the neighbours of s are at level 1. There is one for each edge of G. They are independent in the sense that no edges connect nodes at level 1.
Each level-1 node has two neighbours at level 2. Suppose the node represents an (undirected) edge joining P and Q. Its level-2 neighbours are the source nodes for an edge gadget with sink nodes P and Q. These edge gadgets furnish three levels, so the non-isolated sink nodes are all at level 4. See Figure 11 . are not edge gadgets. It is the partition into levels which ensures that edge gadgets can be matched only with edge gadgets. The same idea is very important when we deal with word systems. Two sources of an edge-gadget represent an inverse pair of directed edges, which are symmetrically connected to the same level-1 node. Of course, our construction can easily be made asymmetric to represent oriented 1-complexes. In the word-system construction discussed later, the connections will not be symmetric. Let e be any edge of G, with incident vertices P and Q (perhaps the same). There is a unique corresponding level-1 node u in D, and the edge-gadget attached to it has sink node or nodes p and q corresponding to P and Q. Likewise D 0 possesses a level-1 node u 0 attached to an edge-gadget representing f(e), whose sink nodes correspond to f(P) and f(Q). These must be g(p) and g(q) by construction. The two edge gadgets are of the same type (i.e., with one or two sinks), so g may be extended to take one isomorphically onto the other. (ii) follows from Lemma 6.3.
(6.9) Canonical form in polynomial time. Whittlesey's reduction procedure can be implemented in polynomial time: the procedure involves composition, a few incisions, and circulation rules; only incision increases the length of the words in the system, and there is at most one per word; and the circulation rules can obviously be applied in polynomial time. Actually, Whittlesey's reduction procedure is just a modest extension of the Brahana-Tucker procedure for compact surfaces, which can be implemented in O(n log(n)) time 11]. Therefore, to (e ciently) reduce homeomorphism of 2-complexes satisfying Whittlesey's simplifying assumption (5.2) to graph isomorphism, it is enough to (e ciently) reduce trivial isomorphism of canonical word-systems to directed graph isomorphism.
(6.10) Gadgets for sets, lists, and cycles. Next we see how to convert a word-system in normal form into a directed graph, such that two systems are trivially isomorphic (5.20) i the corresponding directed graphs are isomorphic. The ideas are much the same as those leading to Lemma 6.8. The directed graph D constructed has a unique source node s and its sink nodes correspond to the vertex-labels of the system. Its nodes are separated into levels based on distance from the source node s: an isomorphism between two such graphs preserves levels. This is important since di erent`gadgets' are introduced in the rst few levels.
We make use of simple gadgets to represent a set, a list, and a directed cycle. Each gadget has a single source node, and the`sink' nodes (or more properly,`output' nodes, which have nonzero out-degree in the list and cycle gadgets) are all at the next level. Obviously the sink nodes for a set gadget can be permuted arbitrarily, those for a cycle gadget can be permuted cyclically, and those for a list cannot be permuted at all. The gadgets are illustrated in Figure  12. (6.11) Multiple occurrences of objects. Where the de nitions mention, for example, a set of objects then the directed graph D contains a gadget representing a set, whose`sinks' are the objects, but if they mention a list of occurrences of objects, D contains a gadget whose`sinks' are attached by directed edges to the objects in question. In other words, when occurrences are mentioned there is an extra level of indirection.
(6.12) Hierarchical construction of D. The directed graph D has a single source node s and its sink nodes correspond to the vertex-labels of the word system. It has gadgets for all the edge-labels in the system. The`sinks' from these edge gadgets are connected to the appropriate sink nodes of D.
D is constructed with the list of trivial isomorphisms (5.20) in mind. The last two items in (5.20) are almost irrelevant, since they concern vertex and edge labellings, which are transparent in the graph representation. However to aid the description we retain the vertex-and edgelabels, bearing in mind that they do not gure in D.
D is assembled from various`gadgets' based on the following hierarchy of de nitions. If the cu s are permuted in any word then the graphs are isomorphic since the cu s are together represented either as an unordered pair of sets or a set of unordered pairs. The representation is independent of the order of cu s within a word.
If in a cu t t ?1 in S, the subword is cyclically permuted, then the graphs are the same since a cu is encoded as (t; ; t ?1 ) where is a cyclically ordered list of edge occurrences, representing .
If Going back one level from these vertices we reach the`sink' vertices from edge gadgets and vertex occurrences representing empty words and . These are easily distinguished and the isomorphism carries edge-gadgets onto edge-gadgets. This allows edge-labels to be altered and/or inverted so S 0 may now be assumed to have the same edge-and vertex-labels as S.
Considering Level 1, the isomorphism takes a node representing a word to one representing 0 0 . The rst part is either empty or a product of crosscaps or handles, and because of the list representation, it must be identical to 0 . So is a nonempty product of crosscaps i 0 is. This determines how and 0 should be represented.
Suppose that contains crosscaps, so and 0 are represented as sets of pairs of cu s. The isomorphism therefore takes a pair f(t; ; t ?1 ); (t; ?1 ; t ?1 )g onto another pair f(t; 0 ; t ?1 ); (t; 0 ?1 ; t ?1 )g where t t ?1 and t 0 t ?1 are the actual subwords in S and S 0 . By construction 0 must be a cyclic permutation of or of ?1 , and it is obtainable from by trivial isomorphisms.
Finally suppose that crosscaps are not involved, so the representation of is denoted f ; ?1 g, in its turn denoting a set of cu s; similarly for ?1 and 0 . The isomorphism takes the gadget for onto that for 0 or 0 ?1 . In the latter case can invert (a trivial isomorphism on S) to bring about the rst case. It can therefore be assumed that the isomorphism takes the gadget for onto that for 0 . Now if the isomorphism takes a cu gadget (t; ; t ?1 ) in D to a gadget (t 0 ; 0 ; t 0 ?1 ) in D 0 , then t = t 0 and 0 is a cyclic permutation of . Thus t 0 t ?1 can be obtained from t t ?1 by a trivial isomorphism. Therefore 0 can be obtained from by trivial isomorphisms.
In this way S can be transformed into S 0 by a sequence of trivial isomorphisms.
(6.16) The full construction. Let K be a 2-complex. Let S be the subcomplex of 2-cells with all incident faces and vertices, and let G be the subcomplex containing isolated vertices and edges not incident to any face. We know how to construct directed graphs for S (a wordsystem) and G (a 1-complex) such that the homeomorphism problem for each is equivalent to isomorphism for the directed graphs. Of course, all the constructions described can be implemented in polynomial time. We have therefore proved (Lemmas 4.2, 6.18) (6.19) Theorem Homeomorphism of 2-complexes is polynomially equivalent to graph isomorphism.
