We study Euclidean Wilson loops at strong coupling using the AdS/CFT correspondence, where the problem is mapped to finding the area of minimal surfaces in Hyperbolic space. We use a formalism introduced recently by Kruczenski to perturbatively compute the area corresponding to boundary contours which are deformations of the circle. Our perturbative expansion is carried to high orders compared with the wavy approximation and yields new analytic results. The regularized area is invariant under a one parameter family of continuous deformations of the boundary contour which are not related to the global symmetry of the problem. We show that this symmetry of the Wilson loops breaks at weak coupling at an a priori unexpected order in the perturbative expansion. We also study the corresponding Lax operator and algebraic curve for these solutions.
Introduction
According to the AdS/CFT correspondence string theory on AdS 5 ×S 5 background is dual to N = 4 super Yang-Mills theory in four space-time dimensions [1] . This theory is considered to be integrable in the planar limit, and over the years integrability based techniques where used and developed for making progress in solving the spectrum of the theory, see [2] for review. Most of the study of integrability in this theory is related to the spectral problem. Much progress was also made in the context of the scattering amplitudes/lightlike Wilson loops duality. On the other hand, much less is known about integrability properties of Wilson loops, and in particular Euclidean Wilson loops. As is well known, at strong coupling the problem of computing the expectation value of a Wilson loop is translated to finding the area of a minimal surface in AdS space, ending on the AdS boundary, where the contour is defined by the Wilson loop [3] . In this paper we focus on the problem of finding this area in Euclidean AdS 3 or equivalently the three dimensional hyperbolic space, H 3 .
Over the years several approaches for studying the problem were proposed. The corresponding bosonic sigma model can be classically reduced to the cosh-Gordon model using Pohlmeyer reduction [4] . The solution to the cosh-Gordon equation is known in terms of theta-functions [5] [6] [7] . Thus, for any solution there corresponds a Riemann surface, or equivalently an (odd genus) algebraic curve which satisfies some special properties in order for the solution to be real. This algebraic curve was recently shown to be the same curve which is extracted from the Lax operator [8] . Unfortunately, given a Wilson loop contour, it is not known what is the corresponding algebraic curve. Similarly, given an algebraic curve, the properties of the Wilson loop, e.g. the area, contour etc. are a priori not known, moreover it is not even clear that the solution corresponds to a closed Wilson loop (for example, the solution may correspond to some minimal surface ending on an infinite self intersecting line, or ending on more than one contour, which might be unstable). These issues make it hard to use this formal solution for practical purposes as well as studying other properties of these objects.
Another interesting approach was recently introduced by Kruczenski [9] . In this approach the worldsheet boundary is fixed to be the unit circle, and the problem is mapped to finding the correct parametrization of the contour in the conformal gauge. Once the correct parametrization is found, one has all the required ingredients to compute the area in terms of a contour integral around the unit circle on the worldsheet. The main drawback is that it is not known how to find the correct parametrization either analytically or numerically.
A very different approach to the same problem in Minkowskian AdS 3 space was recently proposed in [10] . This approach uses the known solution to the problem where the Wilson loop contour is given by a set of null lines found in [11] , where the nontrivial limit of infinite cusped segments is taken, so that the contour becomes smooth. The resulting area is given in terms of an integral TBA equation, which one should generally solve numerically.
As can be understood form the discussion above, the solution to the problem is not expected to be simple by any means. More precisely, the only "simple" examples of known solutions are the circular Wilson loop and the infinite straight Wilson line. Beyond that, the simplest solutions are the "genus-one" 1 solutions which correspond for example to the correlation function of two circular Wilson loops, the qq-potential and the infinite cusp, which are all given in terms of Jacobi elliptic functions. Other solutions should correspond to higher genus Riemann theta-functions. In order to understand better the properties of these object it is desirable to have other simple examples at hand which can be studied analytically. One useful approach is the so called "wavy expansion" [12, 13] , which is an expansion in a deformation parameter around the circular or infinite line contours, keeping terms up to second order. However, this is not always satisfactory and some interesting features can be missed since to this order all the properties are fixed by conformal symmetry [12] .
In this paper we use Kruczenski's formalism introduced in [9] to study the problem perturbatively around the circular contour. We also adapt this approach for studying perturbations around the infinite straight line contour. We show that quite easily we can go far beyond the wavy approximation, and apply this approach to several simple perturbative deformations. Among these Wilson loop contours are some families of symmetric contours which include the ellipse and some less symmetric contours which include the limaçon. Besides for providing us analytic expansion for the area to very high orders in the expansion parameter, having this analytic data for these Wilson loops allows us to study some nontrivial properties of these objects.
One aspect we shall study is the expansion of the Lax operator and the resulting algebraic curve, which hopefully can shed some light on the relation to the Riemann theta-functions. Another aspect is related to a curious property which was pointed out in [6] . There it was shown that there exists a one parameter family of deformations of the target space contour which leaves the area invariant.
The deformation depends on the spectral parameter λ which must be a phase in this case, and is not related to any obvious global symmetry of the problem (i.e. global conformal symmetry). We shall call such deformations λ-deformations throughout the paper. Because of the universality of the wavy correction due to conformal invariance [12] , it is expected that this deformation leaves the Wilson loop expectation value invariant to third order in the expansion parameter for any value of the coupling. However, this universality breaks at the fourth order in the perturbation of the circular Wilson loop [14] and it is not obvious whether this invariance at strong coupling should survive quantum corrections, and in particular what happens at weak coupling. Using our approach we check how this deformation affects the one-loop weak coupling expectation value. We find a dependence on the deformation parameter in all of the examples we consider. Interestingly in all of the examples except one the dependence shows up starting at the 8th order in the expansion parameter (in the limaçon example it starts to show only at the 16th order), and the effect is very mild. Moreover, given an arbitrary contour, it is not trivial at all to find its λ-deformed contour.
Since there are no other analytic results available for the area of minimal surfaces ending on simple contours as we study in this paper (e.g. the ellipse), we can only compare our results to numerical data, as we do in the case of the ellipse where such numerical data in available [15] , and find agreement. Furthermore, our analytic results should be useful for testing new approaches to come for solving the general problem.
Finally, although our main interest is the study of Wilson loops and their properties, let us mention that the same mathematical problem is of great interest also in the study of entanglement entropy of conformal field theories in 2 + 1 dimensions [16] , where our approach and results can be also applied.
The paper is organized as follows, in section 2 we start by giving a brief introduction to the formalism presented by Kruczenski in [9] . We provide only the relevant results which we shall use throughout the paper, and omit the derivation which can be found in [9] . In section 3 we perform a general wavy perturbation around the circular Wilson loop solution, to low orders in the wavy expansion, which should set the ground for the later analysis of concrete examples where the same procedure is applied to much higher orders. We then study some specific examples in detail in section 4, where the ellipse is set as our prime example for which we provide a more explicit analysis. Later, in section 5 we slightly modify the formalism such that we map the upper half plane to the minimal surface instead of mapping the unit disk. This is of course equivalent in principle, and we can study the same deformations in this gauge, however, it is more convenient for some deformations of the infinite straight line solution as we shall demonstrate. Finally, in section 6 we summarize and discuss our results. In appendix A we provide details relevant for the general solution of the area to fourth order in the expansion parameter.
General setup
In this section we briefly repeat the analysis presented by Kruczenski in [9] , where the reader is referred to for more details. We start with the bosonic string sigma model on H 3 , and the first step is to perform a Pohlmeyer reduction. We use the embedding coordinates X µ=0,..,3 in R 3,1 subject to X 2 = X 2 0 − X 2 1 − X 2 2 − X 2 3 = 1, where the SO(3, 1) ≈ SL(2, C) symmetry acts linearly. The Poincaré coordinates are given by
The worldsheet metric is taken to be Euclidean and the coordinates are given by z = σ + iτ , z = σ − iτ , and the corresponding derivatives are given by ∂ =
The action in conformal gauge is given by
and it should be supplemented by the Virasoro constraints
3)
The equations of motion are given by
where consistency with the constraint X 2 = 1 yields Λ = ∂X µ∂ X µ . Following [6] we rewrite the embedding coordinates in terms of a matrix X = X µ σ µ where σ µ = {1, σ i } and σ i are the Pauli matrices. In this way the constraints and equations of motion are given by
where we used the relation
The first constraint is solved by introducing a new matrix A by X = AA † . The second constraint implies that det A = e iφ , but the phase can be cancelled by gauge fixing as we shall see immediately so we can assume det A = 1, so A ∈ SL(2, C). The equations are invariant under the global symmetry transformation X → U XU † and A → U A with U ∈ SL(2, C). Furthermore, there is a gauge symmetry A → AH(z,z) which leaves X unchanged if H(z,z) ∈ U (2).
Next we define the traceless currents J = A −1 ∂A andJ = A −1∂ A and rewrite the constraints and equations of motion in terms of the new variables. Using the equations of motion and constraints one can construct a flat connection given by 6) where α(z,z) and f (z) satisfy the generalized cosh-Gordon equation
and where λ ∈ C is the spectral parameter. α(z,z) is a real function and f (z) is holomorphic where the solution is defined. For λ = 1 we get back the currents defined by the string solution. Interestingly, in case where λ is a phase this still corresponds to a string solution, generally defined by a different contour, with the same area for the minimal surface ending on the original contour. This deformation of the original contour is not related to any obvious global symmetry of the problem and we shall call such deformations λ-deformations throughout the paper. Notice also that defining j(λ) = J(λ)dz +J(λ)dz we have the relation
Next, following [9] we consider a minimal surface solution parameterized such that its contour in target space is mapped from the unit circle on the worldsheet. Using polar coordinates on the worldsheet z = re iθ , let us denote the contour by in target space by X(θ) = X(θ) + iY(θ) where X(θ) and Y(θ) are the Poincaré coordinates at Z = 0, or equivalently at r = 1. Defining r = √ 1 − ξ, close to the boundary the solution for α(z,z) is given by
where β n (θ) are real functions, fixed by β 2 (θ) and f (z). Very interestingly, assuming one knows the correct parametrization function F (θ) for the boundary contour X(θ), using the linear problem ∂ψ = ψJ,∂ψ = ψJ, (2.10) it is possible to derive the following relation
where {, } stands for the Schwarzian derivative. X λ=0 (θ) = X(θ) is contour we start with, and for λ being a phase, X λ (θ) is a deformed contour giving rise to a minimal surface with the same regularized area. Throughout the paper we shall parameterize λ = e iϕ with ϕ ∈ [0, 2π]. Equation (2.11) will be of prime importance in the current paper. The expression implies that if we know the correct parametrization in the gauge we are using, then in principal we have all the required information in order to reconstruct f (z) and α(z,z). Moreover, using further manipulation (which can be found in [9] ), Kruczenski presents the following expression for the regularized area 12) where w(z) = z √ f dz, and the integral is performed around the unit disk. Although this construction is very appealing, at present it is not known how to find the correct parametrization either analytically or numerically. In the following we shall approach the problem perturbatively around the simplest available solutions, namely the circle and the infinite line, and show that this formalism enables us to perform such a perturbative expansion very efficiently without finding the minimal surface explicitly, and to reach very high orders in the perturbation expansion compared to the wavy approximation.
Perturbations around the circular Wilson loop solution
Using the formalism introduced in [9] , we study perturbations of minimal surfaces around the circular Wilson loop solution. We start with a general analysis which yields a simple expression for the area to third order in the wavy expansion. This result was already obtained in [14] using different techniques, however we believe it is useful to re-derive it here in order to set the ground for higher order perturbations which we will compute later. We compare the result with the weak coupling computation and observe the expected universality up to this order. General higher order analysis can be carried in principle, however it is far more complicated since conformal invariance is less restrictive at higher orders. We give the general solution to the next order in appendix A, however we do not find a simple general expression for the area in terms of a contour integral. In the next section we shall turn to some explicit examples and demonstrate the power of applying the formalism to obtain results to very high order in the perturbative expansion.
We start by collecting the required properties of the circular contour solution which is the starting point of the later analysis.
The circular Wilson loop properties
The circular Wilson loop is the simplest example which can be solved analytically, where the minimal surface is the semi-sphere. The (non-unique) A matrix which we will use is given by
From this we can extract α c = ln 
where we picked a(1) = 0, c(1) = 1 andã(1) = 1,c(1) = 0 for simplicity and concreteness. Thus, obviously in case where λ is a phase, this corresponds to a rotation of the surface 2 . Finally, the Lax operator is given by 3
Notice that the Lax operator is not unique, we choose it such that the resulting algebraic curve is given by 4) so that it coincides with the limit of the genus one solution up to a constant [7] , namely
This is equivalent to the trivial curve y 2 = 1 found in [17] .
General perturbation of the circular Wilson loop minimal surface
In this section we find a simple general expression for the area of the wavy circle to third order, by adding a small perturbation to the circular contour. We compute α(z,z) and F (θ) to first order where F (θ) is the parametrization function which will be properly defined below, and f (z) to second order, which fixes the area to third order. As we shall see, the reason that the third order area formula is fixed by the lower order functions is that f (z) vanishes to leading order for the circle. The fourth order result which is not fixed by conformal symmetry is much more complicated. In appendix A we given the general solution to α(z,z) and f (z) to the second and third orders which can be used to compute the area integral to fourth order, however we do not find a simple expression for this integral in terms of a contour integral.
The general setup
Our starting point is a given contour on the H 3 boundary which depends continuously on a parameter , and reduces to the circle, X(θ) = e iθ , when = 0. Let us denote the contour by
n Gn(F (θ)) where the function F (θ) is the correct parametrization function which is unknown. Notice that the given functions G n (θ) are arbitrary complex periodic functions,
n e iks . Obviously, by these definitions F (θ) should also depend on and should reduce to F (θ) = θ when = 0. Thus, we expand the parametrization function in powers of as follows,
Next, we wish to compute the expansion of the minimal surface area ending on X(θ), which to leading order is given by −2π, the area of the semi-sphere. In principle we need to find α(z,z) and f (z) which enter the area integral (2.12). We expand these functions as follows,
Notice that there is no term linear in in the α(z,z) expansion since it vanishes due to the boundary conditions. We decompose the perturbation to the real and imaginary parts as
Our starting point is the Schwarzian derivative of the contour, satisfying
The second relation implies that
where P projects on positive frequencies, that is P = 1 2 (1 + H) with H being the Hilbert transform on the unit circle, normalized such that
for which we have H e int (s) = sign(n)e ins . Finally, α(z,z) and f (z) are related by the generalized cosh-Gordon equation (2.7).
Finding f (z) to second order
Next, we are going to use these relations to find f (z) to second order, which is enough to fix the area to third order in . To leading order we have
where we defined the operator
where F h (θ) = a + b sin θ + c cos θ is the homogenous solution, which we shall drop 4 , so
From the second equation in (3.10) we read f 1 (z) using (3.8), so
Using F 1 (θ) given above, the 2 term in Im{X(θ), θ} follows,
This is all we need in order to fix the area to third order.
The area
The regularized area expansion is given by
Let us define
(See appendix A for definition ofG 3 (z)). Now, as was shown to first order in [9] , with these definition we generally have
so we can use Stokes theorem to convert the surface integrals over the disk into line integrals over the disk's boundary, that is
Before writing the area, let us mention that these integrals can be expressed also as
where we wrote explicitly the Hilbert transform and integrated by parts to act on the kernel, instead of on the S i functions 5 . Using the expressions above, we can write the regularized area as
We did not find such a nice expression for the fourth order contribution, see appendix A. Finally, let us comment on the universality of this result. The weak coupling one-loop integral is proportional to
Throughout the paper we ignore the λ 16π 2 prefactor 6 which should appear in front of W 1 . It is straightforward to expand W 1 to third order in , and after some algebraic manipulations to arrive at
Thus, the second and third order terms have the same form at weak and strong coupling so these terms are universal. The reason for that is conformal symmetry [12, 14] . It was shown explicitly in [14] that the form of the fourth order terms is different.
Applications
In this section we study some specific examples in detail. We will examine several deformations of the circle with different symmetry properties. We will consider a family of contours which interpolate between the circle and hypocycloids. These hypocycloids have cusps, and we do not expect the expansion to be valid for values where the cusps become significant (and logarithmic divergences are expected), instead, the expansion should be valid when the contour is relatively smooth. One special case of these contours is the ellipse which we will consider in more details first. These contours have both reflection and discrete rotational symmetries, according to the number of cusps. We will also consider a different family of contours with the same symmetries as the previous family.
After that we will consider a contour with less symmetries, the limaçon which has one reflectional symmetry. At last, we will consider a contour with no discrete symmetries. Since the analysis for different contours is conceptually very much the same, we chose to present a more detailed derivation only for the ellipse. In the other case we only quote the final results. In all cases we present results to very high order in the expansion parameter relative to the ordinary wavy approximation.
Ellipse
We express the ellipse curve by
where the parametrization function F (θ) is a real monotonic function satisfying F (0) = 0 and F (2π) = 2π (for definiteness, although there is some freedom which allows more general boundary conditions), and is a real small number, which will serve as an expansion parameter. = 0 corresponds to the circle where all the details of the solution for the minimal surface are known and provided in subsection 3.1. Next we are going to solve the problem order by order in . First we take the parameterizations function to have the form
with F n (θ) satisfying F n (0) = F n (2π) = 0. We shall rely heavily on the Schwarzain derivative relations (3.7), where in this case the Schwarzian derivative is given by
where the primes represent a derivative with respect to θ. In the following we will need the real and imaginary parts of the Schwarzian derivative which are given by
(4.5)
From these equations we can read f (z) and β 2 (θ),
Next we expand the real function α(r, θ) and the holomorphic function f (z) as,
where α 0 = ln
As for the general analysis, the procedure goes as follows. First we use the fact that given a solution to the problem to order n , Im{X, θ} is known to order n+1 . This allows us to (easily) extract f (z) to order n+1 . Thus, we start with the circular Wilson loop solution and immediately read f 1 = − 3 4 . Next we plug f (z) in the generalized cosh-Gordon equation and solve for α(r, θ). We use the two implicit boundary conditions, α n>0 (r = 1) = 0 and α n (r = 0) = finite. Then we expand α(r, θ) around r = 1, extract β 2 (θ) and plug in (4.6) to solve for F n (θ).
Due to the symmetries of the ellipse the expansions take the form 10) and it turns out that the expansion procedure is quite simple and can be carried to high orders. Moreover, we observe a pattern in the functional form of α(r, θ), 11) which holds at least to the 18th order in , and we suspect it might hold to any order. This reduces the problem to an algebraic one of finding constant coefficients. Finally, we find the following expression for the regularized area , where it is seen how the lines converge. For > 0 we plot the map of the solution for −1 < < 0 which behaves better at this region as explained. On top of the graph we added the points generated numerically in [15] . In the simulation in [15] , the authors parameterized the ellipse as
= 1, and the blue points correspond to taking R 1 = 1 and so our x-axis is = (R 2 /R 1 ) − 1. The red dots correspond to taking R 1 = 2. As one can see the accuracy in these two cases in slightly different. Moreover, the numerics are limited by the IR cutoff (which was 0.03 in this case), so we do not expect a perfect agreement, although it is easy to see how our analytic prediction agrees with their data. We see that our approximation begins to break for > 4, which correspond to R 2 /R 1 = 5 where the ellipse is already very different from the circle we started with.
Notice the alternating sign in the expression which implies that A reg ( ) gives a better approximation for −1 < < 0 rather than > 0. Fortunately, due to conformal symmetry it is enough to consider −1 < < 0 only, where the > 0 values are related by = − 1+ where −1 < < 0. In figure 1 we plot the area as a power of using different power approximations from order 2 to 18 . For > 0 we plot the image value using (4.12) for < 0. We also plot numerical data points on top of the functions using the data from [15] 7 . It is also interesting to see how the parametrization function looks like, keeping in mind that it is enough to find this function in order to solve the problem. We plot the function in figure (2) .
As discussed in the previous sections, there exists a one parameter family of deformations of the ellipse contour, λ-deformations, for which the area does is left invariant. Given the analysis above it is relatively easy to find these contours X λ to the same order in , by solving
where f (θ) = f (r = 1, θ), with the "initial" condition X λ=0 (θ) = X(θ). Since λ must be a phase, we define λ = e iϕ with ϕ ∈ [0, 2π]. We plot the deformed contour for ϕ = 0, π/4π/2, 3π/4, π in figure (3) . Notice that for the circle this deformation amounts to rotations and does not give new solutions.
7 I am grateful to P. Fonda and E. Tonni for sharing this numerical data. 
Weak coupling and λ-deformation
One can speculate whether the λ-deformation of the Wilson loop contour leaves it invariant beyond the strong coupling limit. α quantum corrections are hard to compute, however, the one loop weak coupling quantum correction is easier to evaluate. Next, we compute the one loop weak coupling correction to the for the λ-deformed ellipse X λ (θ), by expanding in powers of . We take λ to be a 
Figure 4: The relative deviation of the one-loop weak coupling expectation value of the λ-deformed ellipse with ϕ = π/2 compared to the undeformed ellipse, using equation (4.14). As can be seen, the difference is very small. Notice that the expectation value of the deformed Wilson loop is smaller than the one of the ellipse for any ϕ.
phase, λ = e iϕ , and denote by a subscript the ϕ dependence. We find 
14)
The invariance to third order is expected since the coefficients to that order are universal due to conformal symmetry. However starting from order 4 the coefficients should not be fixed by conformal symmetry alone. Quite surprisingly, the first appearance of λ dependence shows at the 8th order. Thus, eventually the symmetry is broken by quantum corrections. Interestingly, the relative difference is extremely small as can be seen is figure 4 where we show the relative difference between W 1,ϕ=0 and W 1,ϕ=π/2 , where it is maximal.
Lax operator
Finally, it is interesting to study the Lax operator and the resulting algebraic curve. It is known that minimal surface solutions in H 3 are related to theta functions defined on a hyperelliptic Riemann surface of odd genus [5] [6] [7] [8] . However, the relation between a given Riemann surface and a contour on the AdS boundary is poorly understood. 
The Lax operator is not unique 8 , but the resulting algebraic curves for different Lax operators should be related by a bi-rational transformation. At each order in we find some integration constants which we can set as we wish. We choose these constants such that we arrive at the simplest result. The explicit form of the Lax operator for higher orders in is not very illuminating, however, simple algebraic curve is found by taking its determinant. Each time when we increase the power of the resulting Lax operator develops an extra λ −1 factor in the L 12 component (similar to the one in L 0 if we ignore the overall λ pre-factor), which increases the order of the pole by 1 (a similar observation was made in [18] where the general wavy approximation was considered.). However, the Lax operator remains a rational function of the spectral parameter which implies it is a good operator [19] . Moreover, we can set the integration constants and an overall constant factor such that
Thus, we do not observe any interesting structure which can point to a relation with the Riemann surface corresponding to the exact solution. We comment more on this issue in the discussion section. We found the same result, namely a trivial curve, in all the examples we have looked into, thus we shall not repeat this fact in the following subsections.
Hypocycloids
In this section we apply the above procedure to a family of symmetric contours which interpolates between the circle and hypocycloids, which are n-cusped symmetric contours (see figure 5 ), given by
where we recover the ellipse for n = 2. Accordingly, the contours have a symmetry under n − 1 discrete rotations and n reflections. The cusps appear when = −2/n, and due to conformal symmetry if is enough to consider −2/n < < 0 (for non-intersecting contours). Next, we give the regularized area of the minimal surfaces and the one loop weak coupling expectation value for the λ-deformed contours for n = 3, 4, 5 (the n = 2 case is the ellipse which we already considered). We plot the results for the area, correct parametrization function and λ-deformations in figures 8, 7 and 6 respectively. As is easily seen, in all of these examples the week coupling expansion of the λ-deformed contours is dependent of the deformation, where the dependence starts at the eighth order. We can also find the area for general p, however in this case we could compute it only up to the fifth order in ,
The reason is that for higher orders the number of terms that α(z,z) contains is proportional to n, which complicates the analysis. However, for a fixed n this is not a problem.
Symmetric wavy contours
Another family of symmetric contours we study is given by X(θ) = e iF (θ)+ sin(pF (θ)) , (4.26) see figure 9 . as in the previous example, we can study it for different specific values of p. Here we consider two examples, p = 2 where quite easily we can get to very high orders in the expansion, and see how the weak coupling integral depends on the λ-deformations in very high orders. The second example is p = 13, which is a bit harder, but one can still see the same dependence on λ to the first orders in the expansion. Next we give the results The p = 2 example is quite interesting since we could compute W 1,ϕ to higher orders than in the other examples above and see how the ϕ dependence changes as we increase the order of the expansion. A plot of the regularized area is given in figure 10 . In figure 11 we plot the contour for different values of the phase λ = e iϕ for p = 2, for p = 13 it is very hard to notice the change by the deformation for the values of for which our approximation is valid, thus we do not present the corresponding figures.
Limaçon
In this case the contour is given by (see figure 12 (a) )
As can be seen, this contour has only one reflectional symmetry. The regularized area of the minimal surface is given by The one loop weak coupling expectation value for the λ-deformed contour is given by 
In figure 12 (b) and (c), we plot the regularized area and the correct parametrization function respectively. In figure 13 we plot the contour for different values of the phase λ = e iϕ . The relative difference between W 1,ϕ and W 1,ϕ=0 is very small. For example, for = 0.3125 the maximal relative difference is
8.79 × 10 −9 .
Asymmetric contour
In this case we choose the simple asymmetric contour (see figure 14 (a))
The regularized area of the minimal surface is given by
The one loop weak coupling expectation value for the λ-deformed contour is given by 
In figures 14 (b) and (c), we plot the regularized area and the correct parametrization function respectively. In figure 15 we plot the contour for different values of the phase λ = e iϕ . The relative difference between W 1,ϕ and W 1,ϕ=0 is very small. For example, for = 0.07 the maximal relative difference is
1.97 × 10 −9 .
Perturbations around the infinite straight line
In some cases it might be more convenient to map the upper half plane (UHP) to the target space Wilson loop. For instance, this could be the case for the infinite straight line solution, which is conformally equivalent to the circle. Furthermore, for the circular solution this is the gauge used to write the minimal surface solution in terms of theta-functions [6] . In this section we adapt the formulation introduced in [9] to map the solution from the UHP instead of the unit disk, and provide an explicit example of perturbation of the straight line into a sinusoidal curve. For the infinite straight line solution we take the worldsheet to be the UHP, where it is more convenient to use the σ and τ coordinates. The boundary curve is defined on the real axis, that is at τ = 0. Using the fact that ∂ σ = ∂ +∂ and ∂ τ = i(∂ −∂), the generalized cosh-Gordon equation is given by
Similarly, the flat-connection components are given by
Notice that α(σ, τ ) has to diverge at τ = 0, so expanding it around that point using the EOM gives
where γ 4 (σ) = 1 10 16|f (σ)| 2 + 2γ 2 2 (σ) − γ 2 (σ) . In order to have a single boundary curve we should require e 2α(σ,τ =0) < |∞| (remember that this factor is related to the induced matric).
Defining H(σ, τ ) =
ψ 2 (σ,τ ) and expanding ∂ τ H close to the boundary we find H(σ, 0) = iλ, which implies that the boundary curve is given byX = ψ 1 /ψ 1 .
From the linear problem, by defining χ =
Close to the boundary we have
Next, we can relate the potential to the Schwarzian derivative by {X(σ), σ} = −2V (σ, τ = 0), so
thus,
where
σ−σ represents the Hilbert transform along the line.
Perturbation around the straight WL minimal surface
Using the equations introduced above we can repeat the wavy analysis around the straight line and present high order results. We start by defining the straight line solution, and continue with an example of sinusoidal perturbation 9 .
Straight Wilson line
The simplest solution is given for the infinite straight line where α(σ, τ ) = − ln(2τ ), f (σ + iτ ) = 0. The Target space solution is given by 8) so the target space Poincaré coordinates are given by Z = κτ and X = κλ −1 σ (we kept the deformation parameter which in this case rotates the line in the X − Y plane).
Sinusoidal Wilson line
Using the equations above we add a perturbation to the straight line. Generally, one can add a perturbabtion and solve the equations of motion and Virasoro constraints order by order. However, the procedure is complicated and it is hard to get to high orders. As in the previous section, the equations above simplify the analysis considerably, where one does not have to find the complete surface at each order. Here we show how it works for the simple case of the sinusoidal line where it turns out to be possible to compute analytically very high order corrections. The curve we would like to study is X(σ) = σ + i sin σ. The procedure we use goes as follows. We stat with a general ansatz for α(σ, τ ), f (σ + iτ ) and the parametrization F (σ) expanded in powers of . At each order, we first "read" f from the imaginary part of the Schwarzian derivative, then we plug it in the generalized cosh-Gordon equation solving for α and use the boundary conditions at τ = 0 and τ → ∞ to fix the integration constants. Finally we compare with the real part of the Schwarzian derivative and fix F . We find that for this case the expansion is given by
α 2n,k (τ ) are simple functions involving τ -exponentials times polynomials, that can be found analytically. We can also write α(σ, τ ) in a more explicit form as 10) where P n (τ ) is a polynomial of degree n. After finding these functions, the area can be easily integrated to give where Λ is half the length of the worldsheet, σ ∈ [−Λ, Λ]. This expression converge quite fast for < 1. We can interpulate a function for the coefficients in order to estimate the area close to = 1 − . The results are presented in figure 16 . We can also find the λ deformed curve order by order, see figure 17 . The deformed curve is very close to the original one, the difference shows first only in the 3 correction term, while before that the deformation amounts to a translation of the curve in the X direction.
Summary and discussion
Minimal surfaces area expansion In this paper we studied minimal surface solutions in H 3 ending on various contours, by expanding perturbatively around the circular solution. We used the The purple curve represents the resulting deformed curve with the same area, for λ = e iπ/2 (which gives the maximal deformation). In the plot we shifted the deformed line by a factor of ϕ = π/2 in order to ease the comparison between the curves.
formalism introduced recently in [9] to obtain high order results for the area compared to the wavy approximation, without finding the explicit minimal surface solution. We applied this approach to several target-space contours with different discrete symmetry properties. We explored several explicit examples including contours which interpolate between the circle and hypocycloids (which include the ellipse), some other wavy symmetric contours, the limaçon curve and a contour with no discrete symmetries. In the case of the ellipse which was treated in more details, we compared our results with the numerical data given in [15] and found very good agreement in the range where our expansion is supposed to hold. In all cases we found quite easily expressions for the area, far beyond the wavy approximation (at least to order 8 and up to order 22 in one of the examples).
Having such high order expansions, it is natural to wonder if one can express the area in a closed form or find a general expression to all orders for specific examples such as the ellipse. In the case of the ellipse we conjectured the functional dependence to all orders in the expansion which might help in this direction.
A very interesting generalization of our analysis would be to study the problem in higher dimensional space-times such as AdS 3 × S 1 or AdS d>3 where very little is known compared to the AdS 3 .
λ-deformations As explained in [6, 9] , for any given boundary contour X(θ) we can define a one-parameter family of contours X(θ, ϕ) with ϕ ∈ [0, 2π] where X(θ, 0) = X(θ, 2π) = X(θ), such that the regularized area of the minimal surfaces corresponding to X(θ, ϕ) is the same. The parameter ϕ is related to the spectral parameter by λ = e iϕ , and we referred to such deformations as λ-deformations. The origin of this symmetry of the Wilson loops at strong coupling is not clear since it is not related to the global conformal symmetry of the problem, furthermore it is not clear if the symmetry survives quantum corrections. Moreover, given a contour X(θ), it is not known what is the shape of X(θ, ϕ) without having the analytic solution at hand. We computed X(θ, ϕ) perturbatively in and checked the dependence of the one-loop weak coupling Wilson loop expectation value on ϕ. Because of conformal symmetry one should not expect any dependence to order 3 , however, at order 4 there is no obvious reason for the weak coupling result to be invariant under the deformation. For all the examples we checked, it turned out that the ϕ dependence starts to show only at order 8 except for the Limaçon where it starts at order 16 . Thus, we show that the symmetry does not survive quantum corrections in general. This fact also demonstrates the need for computing high order corrections. These results definitely could not be found using the wavy approximation (that is to order 2 ) and not even by going to order 7 .
The ϕ dependence we found raises some natural questions. Although we checked only a number of simple cases, the fact that we find a dependence only at the eighth order (or higher) is quite suggestive, and it should be very interesting to understand if this is true for general deformations of the circle, and if this is the case what is the symmetry that protects from lower order corrections. Another natural question is how does the Wilson loop depends on ϕ at higher loop orders at weak coupling, and for the quantum corrections at strong coupling; when does the symmetry breaks and at which order in ? It is also quite interesting why the dependence showed only at the 16th order for the limaçon which is a multiple of 8 which appears in all the other examples.
Algebraic curve and theta-functions As discussed in [6] , minimal surface solutions in H 3 correspond to Riemann surfaces of odd genus defined by an algebraic curve y 2 (λ) = 0, which are invariant under λ → −1/λ (in order for the solution to be real). Non-trivial smooth solutions which end on one closed compact contour (different from the circular Wilson loop) start to appear from genus three. Given a string solution, the algebraic curve can be found by constructing the Lax operator, which is a rational function of the spectral parameter, and taking its determinant [19, 8] . We applied this procedure for our examples by computing the Lax operator perturbatively in .
In principle, one could imagine it is possible to deform existing cuts and add/remove cuts in order to continuously deform the target space contour until the desired contour is reached, and particularly to end up with the circular contour. However, this is not the picture our construction yields (see also [18] for analysis at leading order). We started with the trivial curve y 2 (λ) = 1 corresponding to the circular contour, and at each order we were able to construct a rational Lax operator such that y 2 (λ) = 1 remains. Although it was checked only up to a finite order in for each example, it would be quite surprising if this result will suddenly change at higher orders. It would be very interesting to understand why do the algebraic curves we find are trivial and whether a nontrivial algebraic curve can be extracted from our analysis.
This may be due to special properties of our starting point, the circular solution, compared to the higher genus solutions. First we note that for the circular solution f (z) = 0, while the theta-functions are found when the f (z) term in the generalized cosh-Gordon equation is set to 1, after a change of coordinates followed by a gauge transformation. However, when f (z) vanishes such a transformation cannot be carried and the analysis becomes more subtle. In contrast, by construction our expansions have a well defined limit to the circular solution.
In terms of the Riemann surface, the circular solution is a limiting case of the genus one solution where the length of the two cuts shrinks to zero, namely, it is a genus zero solution with two poles. The limit of adding a pair of new cuts on top of this solution is not obvious in terms of the theta function solution and it should be interesting to see if such a procedure can generate new minimal surface solutions. Moreover, the worldsheet picture of the contour (i.e. zeros of the theta functions) is very different compared to the known higher genus solutions. For the circle, the worldsheet contour is a finite piece of an infinite straight line which is periodic in the target space. On the other hand, in the case of higher genus solutions the worldsheet contour is a closed loop which is mapped to a closed contour in target space. Thus, it is not clear if and how the worldsheet straight line can be continuously deformed to such closed loops. Notice that this is different from the genus one case which corresponds to two concentric circles contour in target space. There, it is possible to make the target space contours wavy by adding two cuts [7] or more and the straight lines on the worldsheet which are mapped to the two concentric circles become wavy. Therefore, it would be interesting to check if our analysis can be repeated for these solutions, and if it yields an algebraic curve which is consistent with the known exact results. In this case there are several complications, first the equations involve the Jacobi elliptic functions which are much harder to solve. Moreover, now one has to take care of two independent contours and allow for f (z) to be meromorphic inside the unit disk since the solution is defined in the annulus. For example in the case of two concentric circles f (z) ∝ z −2 , although if one maps the solution from the UHP (or more precisely from the finite strip) f (z) is a constant as expected since the solution coincides with the theta-functions solution (see e.g. [20] ).
where G r 1,n is a coefficient defined by G r 1 (s) = n∈Z G r 1,n e ins . Plugging the f 1 (z) expansion, we find the general solution
e iθ(n−q) f 1,n f 1,q r 4+n+q (3 + n)(3 + q) − (4(3 + q) + n(4 + q))r 2+n+q (2 + n)(3 + n)(2 + q)(3 + q) + 2(n + q + 4) (1 + n)(2 + n)(3 + n)(1 + q)(2 + q)(3 + q) Min(n,q) k=0 (q + n + 1 − 2k)r n+q−2k . (A.3)
From here we extract β 2 (θ) which is needed in order to find the parametrization, and is given by expanding around r = 1, We can use these expressions and the Hilbert transform in order to express β 2 (θ) without using the conditional expression, in order to finally express it in terms of the perturbation, Notice also that L 3 and its inverse commute with H. Let us now define 13) and plug F 1 (θ) and F 2 (θ) in Im{X(θ), θ}, which to third order gives
(A.14)
now f 3 follows from (3.8).
A.1 Alternative derivation for the α 2 (z,z) solution
We notice there exist an explicit particular solution for α 2 (z,z) in terms of the perturbation whereG(z) is related to f (z) and is defined in (3.17) . The homogenous solution which should be added (the one which is regular at r = 0, as α which fixes T in terms ofG using the boundary conditions.
