In this effort we acquired and registered a multi-spectral dynamic image test set with the intent of using the imagery to assess the operational effectiveness of static and dynamic image fusion techniques for a range of relevant military tasks. This paper describes the image acquisition methodology, the planned human visual performance task approach, the lessons learned during image acquisition and the plans for a future, improved image set, resolution assessment methodology and human visual performance task.
INTRODUCTION
The fusion of multi-spectral images and video sources is emerging as a vital technique for surveillance purposes, object detection, vehicle navigation, and object tracking applications [1] . Purportedly, the main goal of image fusion is to provide a single compact representation of the input images that is more informative than each of the individual inputs. There are several potential benefits of multi-sensor, multi-spectral image fusion: wider spectral, spatial and temporal coverage, extended range of operation, decreased uncertainty, improved reliability, and increased robustness of the system's performance.
In many applications, the human visual perception of the fused image is of fundamental importance. As a result, image fusion results are mostly evaluated by subjective human visual inspection, i.e., "Does the fused image look better." Subjective A-B evaluation tests are often substituted for the more complex, time-consuming, and expensive objective test methodologies [2] . Moreover, subjective methods often do not correlate well with how people actually perform in visual tasks utilizing fused images. This has led to an increasing demand for more efficient objective tests that allow rapid comparison of the results obtained with different fusion, registration, and enhancement algorithms, the automatic selection of the appropriate fusion algorithm for a given scenario, and/or to obtain the optimal settings for a specific fusion algorithm.
Effective image fusion systems should provide a more complete representation (with increased visually useful information content) of the scene, which is easier to interpret and understand (ergonomic value). A range of different image fusion algorithms is currently available, many of which can be implemented in real-time. In practice, many image fusion algorithms merely produce fused images with an increased amount of detail (compared to the original input images) without taking into account the information content (the meaning) of the resulting combined details. As a result, the perceptibility of relevant features in the fused representation of the scene may be degraded, and visual task performance may be adversely affected. For instance, when clutter is included in the fusion process a large number of spurious (i.e., non-informative or task-irrelevant) details may appear in the resulting fused image. As a result, human or machine performance of object recognition and object classification may be severely degraded.
Image quality is task related. A fused image can be said to be of good quality if it allows the observer to achieve a task performance that is similar to or better than the performance that can be achieved with the original, individual images. However, the quantification of this performance assessment is often difficult and time consuming. Hence, there is a need for efficient and reliable methods to quantify the operational effectiveness of image fusion systems.
The multi-spectral night vision imagery collected in this effort was intended to be used to (1) evaluate existing image fusion schemes, (2) to design and optimize new dynamic image fusion schemes, and (3) to develop new image fusion quality metrics. In the following sections, we will provide a detailed account of the equipment, the scenario, the objects, the registration location, and the environmental conditions under which this imagery was collected. We will also describe our approach to human visual performance testing, the lessons learned from this effort, and our plans for a future effort in this area.
METHOD
Human Visual Performance Assessment Investigation -It is necessary to first select a human visual performance task that will be conducted with the multi-spectral imagery in order to establish the parameters under which the imagery is collected. There are several possible methods that could be employed to conduct a human visual performance study. The originally selected method for this effort has been used successfully in the past to study human visual target recognition capability [3, 4, 5, 6] . The concept is to have an image that dynamically increases in size over time until the observer can correctly identify the object from the set of objects selected. The intent is to simulate a vehicle-mounted sensor closing on a target area with the operator having to decide if the object he/she is viewing is a legitimate target of interest. As the image of the object increases in size, the amount of object detail available to the observer increases due to the added number of pixels across the object. In general, the better the image quality, the smaller the object image size required for recognition (meaning the object is farther away). Therefore, the dependent variable for this method is the angular subtense of the object at the point of recognition/decision, which directly relates to target distance (slant range). Note that this is only a useful dependent variable if the error rate is relatively constant across whatever parameters are under investigation (e.g., different fusion algorithms or different spectral bands). In order to improve the probability of a relatively constant error rate across subjects and conditions, past studies revealed [3, 4] that instructing the subjects to make their response "as soon as possible" but only if they are "virtually certain" that they know what the object is and produces about a 95% correct response rate (5% error rate).
In order to investigate the efficacy of different fusion algorithms, [1] the approach was to record the raw imagery from each of three sensors at 25 frames per second. These sequences of images could then be played back in an AVI file, producing a dynamic image for subjects to observe. This approach allows one to apply fusion algorithms or enhancement algorithms to the sequence of images in non-real time (since some enhancement and fusion algorithms are too computationally intensive for real time processing). Also, having a set of baseline test runs that can be processed in nonreal time allows investigations of the effectiveness of additional fusion and enhancement algorithms without having to generate more stimulus material.
Equipment
The sensor suite used to capture the multi-spectral images as shown in Figure 1 include: (A) Lion Advance 8-12 µm long-wave infrared (LWIR) camera (Thales Optronics), field of view 7.8°x5.9°, focal point distance 81.71 mm, detector pitch 35 µm, and NETD<80mK, (B) digital image intensifier for near infrared (NIR), field of view 8.1°x6.1°, and (C) Raytheon Radiance High Speed, 256x256 pixels, InSb focal-plane array mid-wave infrared (MWIR) camera, field of view 8.8°x8.8°, focal point distance 50 mm, detector pitch 30 µm, and NETD<25mK. For field data collection purposes, a research van was used to house and transport the sensors, computers, monitors and power generation equipment for monitoring and recording multi-spectral imagery. The analog signals from all cameras were digitized at a frame rate of 25 Hz, using a Solios Matrox frame grabber, running under MIL Lite. The Lion and image intensified charge-coupled device images were acquired frame by frame. The resulting difference in time was approximately 1-2 frames. The MWIR camera images were acquired using another program. Thus, the images were not synchronized. In practice, this means that for the image sequences representing the same run (same experimental condition), images with corresponding numbers represent approximately the same moment in time (there can maximally be a difference of 2 between the frame numbers of images representing the same moment in time).
GPS signals were continuously ( Figure 2 ) registered both at the location of the sensor suite and at the location of the objects. During the experiment the soldiers carried a backpack with a laptop (Dell Inspirion) that was attached to a BU-353 USB SiRF Star III GPS receiver. An identical combination of GPS receiver and laptop was placed next to the sensor suite. The difference between these two GPS signals at a given time corresponds to the distance between the object and the sensor suite at that time. 
Stimuli
A total of eight objects were selected as stimuli ( Figure 4 ). These were held (one at a time) and carried by a soldier who walked toward the sensor array at a relatively constant gait. The intent was for the soldier to start at a distance such that the objects were not identifiable (approximately 300m) and then approach to a distance at which the objects were then easily identifiable (see sample start and end pictures in Figure 3) . As seen in Figures 5 and 6 , it is somewhat difficult to determine the object held by the soldier even when comparing these images to the set of objects shown in Figure 4 .
Environmental conditions
The image collection was performed during the night of Tuesday, 9 September, 2008 in Amersfoort, NLD. The weather was quite variable during the image acquisition period.
At the start of the image collection period, it was dry and the visibility was good. After completing five consecutive runs, it started to drizzle. The next 11 runs were performed during the rain. At the end of the experiment it was dry again. 
RESULTS

Lessons Learned
The image sequences from all three sensors and the nine test runs (eight objects plus a no object run) were processed and converted to AVI files for dynamic viewing. Also, several fusion algorithms were applied to the images. After carefully reviewing the nine test run sequences and the results of the image enhancement, registration, and fusion algorithms, it was decided that the imagery was marginal for the original stated goal of conducting human visual performance studies. This was a difficult decision but it was determined that there were enough issues regarding the imagery and the procedures that conducting a human performance study with the imagery would probably not be productive. However, obstacles encountered in this effort have resulted in a number of valuable lessons learned and guidance about ways to improve field data collection procedures that will be applied to a future effort. The remainder of this paper addresses the specific lessons learned and improved procedures that will be implemented for the next iteration of this project.
Methodology
Using a dynamic zoom method for investigating image enhancement, registration, and fusion algorithms has the unique quality of presenting the subject with continuously increasing object image sizes. This approach is computationally intensive but could be executed by multiple computers, processing individual frames that make-up the motion sequences and then playback the new imagery at real-time frame rates. An alternative approach is to select a set of fixed distances (sensor to object) to limit the number of images that must be processed. The images could still be presented in a semidynamic fashion by starting with the smallest object image first, presenting it for a fixed amount of time (e.g., 3 to 5 seconds), then moving to the next larger image for the same time interval. By selecting the appropriate object sizes and time intervals one could simulate a zoom sequence that was continuous but would move in jumps. This method would, in effect, be a cross between the dynamic zoom method and a traditional tachistoscopic presentation. The advantages are that it would still have the same dependent variable (angular subtense of the object at recognition, which relates to object size and range) and would require considerably less image processing. Another advantage is that the object could be set at known, fixed distances and not depend on the soldier trying to maintain a consistent gait from sequence to sequence. The disadvantages are that it would no longer give the appearance of a smooth object approach and the effects of noise (if the sensor/ambient lighting produces significantly noise images) and dynamic blur would not be properly captured. A third approach would be to use multiple fixed positions but shown in a random order [7] . Employing Probit analysis [8] the percentage of correct object identifications (adjusted for chance) could be used to construct a probably of seeing S-curve (e.g., percent correct as a function of distance per fusion algorithm, per object type).
Objects
Eight objects were selected for image acquisition for this effort. A somewhat smaller set of test objects that have more equal discriminability would probably produce more uniform results. Some of the objects selected required the soldier to hold the object in both hands (e.g., the rifle and axe) while others required only a single hand to hold the object (e.g., pistol and hammer). Subjects would most likely be able to separate out the two types of objects earlier, which may result in some subjects developing strategies to correctly identify the object based on other artifacts in the sequence run. This is also why it is advantageous to have multiple runs for the same object to prevent the subjects from learning the specific stimulus material as opposed to responding to the perceived detail of the object.
One must also make sure that the endpoints of the zoom sequence are such that at the farthest point no subject can recognize any of the objects and at the nearest point all subjects can recognize all of the objects (see Figures 5 and 6 ). This may be easier to double-check in the field if one is using still images and can view the results on site before completion of the image collection.
In addition to collecting a set of images of the object at different distances, it is also possible to include in the set of still images a resolution type of object to serve as a standard object for assessing the quality of the sensor. For example, a Landolt C, an equilateral triangle, [9, 10, 11] or combination, of a specific size could be included just off to the side of the soldier holding the object in the revised methodology. These resolution objects could be used to determine the effective resolution of each of the sensors under the environmental conditions in effect during the image collection through either a separate psychophysical study or perhaps through a software recognition algorithm (currently in development). One approach would be to collect at least four images of each object at each distance with the resolution object in the image oriented in a different direction (up, down, left, right) in each of the four images. This would aid in correlating standard sensor resolution assessment methods and subject performance with respect to object recognition and with image fusion algorithms. Note that the resolution object must result in a good contrast image for all spectral band sensors included in the sensor array, which means it needs to be thermally active.
Sensors
In order to maximize the potential success of enhancement, registration, and fusion algorithms, all sensors should be aligned axially and rotationally. Using the approach of collecting images at fixed distances, all sensors should be capable of being activated for image captured at the same time.
Environmental conditions
As noted in the introductory section of this paper, the potential advantage of image fusion algorithms is to successfully combine the best parts of the images from each of the sensors. If the environmental conditions under which stimulus material is collected are poor for all sensors, then one cannot really expect image fusion to have any chance of success. Thermally neutral times of night (e.g., predawn or during wet conditions) with no thermally emissive objects in the image result in thermal images with poor information content. Similarly, near infrared images taken on an overcast night will most likely produce dark images with low contrast. Therefore, it is necessary to collect images on multiple days and/or nights at different times and under different weather conditions. This would result in a range of conditions that may benefit each type of spectral sensor, which should better mimic the real world and therefore overall expected sensor performance and image fusion success.
One specific problem that occurred with the previously described dynamic image collection was the occasional occurrence of unplanned wildlife visitations. On two of the dynamic runs, wildlife entered the image from the left, out of the woods. In one case it appears that a pair of rabbits came close to the soldier's pathway, then scurried back out of the picture as the soldier approached (see Figure 8) . In another run, a frog hopped across the pathway. These occurred without the knowledge of those collecting the images but it makes the imagery unusable for later psychophysical studies as these events allow subjects to learn the imagery (because of the artifacts) rather than respond to the details of the object. 
CONCLUSIONS
A second field data collection will be undertaken to collect multi-spectral imagery that can be used for testing image enhancement, registration, and fusion algorithms. These lessons learned will serve as guidance for the collection of new imagery and the ensuing psychophysical studies including the assessment of sensor resolution using the Landolt C and equilateral triangle resolution objects [9, 10, 11] . A separate effort, currently under way, will attempt to ascertain sensor resolution through the use of the collected imagery and a software algorithm (currently under development at the US Air Force Research Laboratory) designed to detect the orientation of the resolution objects. The ultimate goal is to combine the results of the image fusion psychophysical studies with the software-based sensor/fusion resolution assessment methodology to be able to predict the probable improvement (if any) of various current and future image fusion algorithms for different spectral bands.
