In this paper we propose a model based approach for multiresolution fusion of satellite images. Given the high spatial resolution panchromatic (Pan) image and a low spatial and high spectral resolution multi-spectral (MS) image of the same geographical area, the problem is to generate a high spatial and high spectral resolution multi-spectral image. This is clearly an ill-posed problem and hence we need a proper regularization. We model each of the low spatial resolution MS images as the aliased and noisy versions of their corresponding high spatial resolution i.e., fused (to be estimated) MS images. The decimation (aliasing) matrix for each of the MS images is automatically estimated from the data. The high spatial resolution MS images to be estimated are then modeled as separate inhomogeneous Gaussian markov random fields (IGMRF) and a maximum a posteriori (MAP) estimation is used to obtain the fused image for each of the MS bands. The IGMRF parameters are estimated from the available high resolution Pan image and are used in the prior model for regularization purposes. Since the method does not directly operate on the Pan pixel values as most of the other methods do, the spectral distortion is minimum and the spatial properties are better preserved in the fused image as the IGMRF parameters are learnt at every pixel. We demonstrate the effectiveness of our approach over some existing methods by conducting the experiments on synthetic data as well as on real images.
INTRODUCTION
Multi-resolution fusion is a process of combining a high spatial resolution panchromatic image and a low spatial but high spectral resolution multispectral (MS) image to produce a high spatial and spectral resolution MS image [1] ..
The area of multi-resolution fusion is quite matured with many researchers attempting to solve this problem for remote sensing applications. The most common method is the intensity-hue-saturation transform (IHST) technique [2, 3] . The fusion approach based on the high pass filtering (HPF) [4, 5] technique injects the high spatial frequency details from the pan image into the up sampled versions of MS images. Other approaches include principal component transform (PCT) [6] , wavelet transform (WT) and curvelet transform based approaches [7, 8] . The recent research works in fusion include [9, 10, 11, 12] . All the above approaches directly operate on the Pan pixel values and hence introduce spectral distortion in the fused images. In this paper we solve the multiresolution fusion problem based on a different concept called super-resolution [13] . Recently, in [14] the authors proposed an autoregressive (AR) model based multiresolution fusion technique for fusing the Pan and MS images in which the model parameters estimated using the Pan image were used for fusion purpose. Our work in this paper is based on their work. However, we use IGMRF prior model and also estimate the decimation matrix entries that are used in the image formation model.
FORWARD MODEL AND DECIMATION ESTIMATION
The proposed multiresolution fusion problem is cast in a restoration framework. There are p observed low resolution MS images (Y n , n = 1, 2, · · · , p), each captured within a different spectral band and each has a size M 1 × M 2 pixels. There is a single Pan image Z captured with a high spatial resolution of size qM 1 × qM 2 . Here q represents the decimation factor (aliasing factor) and is an integer. Let z represents the high resolution MS image in lexicographical order. If y n is the n th observed image containing pixels from the low spatial resolution MS image then we can write:
where D n represents the decimation matrix for the n th observed image and has size of size
2 × 1 noise vector which is zero mean independent and identically distributed (i.i.d.) process with variance σ 2 ν . It can be seen that when a fixed decimation matrix as used by the super-resolution community is employed it has the form as given in [15] 
where all the non zero entries in the matrix have a constant value of 1 q 2 . However, if a fixed D is used, we neglect the effects due to different practical aspects such as camera hardware, atmospheric effects etc., while forming the image formation model. Also considering same aliasing (fixed D matrix) for different observations may not be valid. Hence a better approach would be to estimate the decimation matrix entries from the available observations themselves. Since the high resolution Pan image is available as one of the observations, we estimate the decimation matrix for the given MS image using the Pan data.
The decimation matrix of the form shown in equation (2), can now be modified as,
Thus we see that the D matrix entries differ for each of the MS images as given in equation (1) . These decimation matrix entries are estimated by using the simple least squares (LS) estimation approach.
IGMRF PRIOR MODEL
Since the proposed model based approach is ill-posed we need regularization to make it better-posed. This can be done by proper choice of prior model for the high resolution (fused) MS image. This is obtained by mathematically representing the mutual influence among such pixels over a spatial neighborhood by using an MRF model. The prior has to be chosen such that the prior parameters adapts to the local structure of the image yielding less noisy result in the homogenous areas, and also preserve the sharp details. This motivates us to choose an inhomogeneous Gaussian MRF (IGMRF) to model the unknown image. While using the IGMRF prior, the energy function U can be defined as follows [16] 
where b x i,j and b y i,j are the prior parameters with respect to rows and columns. These parameters of the prior model are unknown as the true high resolution MS images are unavailable and are to be estimated. To solve this ambiguity we propose to use the available high resolution Pan image of the same scene, which is assumed to be acquired at the same time to learn the IGMRF parameters so that they can be used to improve the solution. The prior parameters are estimated using the following expressions [16] .
It may be noted that in equation (4), Z n represents the n th fused image while Z in equation (5) corresponds to the available high resolution Pan image.
MAP ESTIMATION
We now explain how the fusion can be performed using the MAP estimation. It may be noted that the estimation is done separately for each of the MS bands. The IGMRF model on the fused image serve as the prior for the MAP estimation. The model parameters are estimated from the available high spatial resolution Pan image and the data fitting term contains the aliasing matrix estimated using the same data. In order to use maximum a posteriori (MAP) estimation to obtain the fused MS image Z n given the MS and Pan observations, we need to obtain the estimate aŝ z n = arg max zn P (z n /y n ). After some mathematical manipulations and using the eqs. (1) and (4) the final cost function to be minimized can be obtained aŝ
The above cost function is convex and hence can be minimized by using a simple gradient descent optimization technique. Since the model parameter vectors b n is obtained as the bicubically interpolated version of the multispectral image y n . The minimization is carried out independently for each multispectral band using the same parameter set learnt from the Pan image, which leads to the fused high spatial and spectral resolution multispectral image.
EXPERIMENTAL RESULTS AND PERFORMANCE COMPARISON
In this section, we first demonstrate the validity of our model by considering an observation obtained using a synthetically generated high spatial resolution image. We then experiment on Quick bird satellite data and compare the performance with other fusion approaches. In order to test the quality of results by using quantitative measures, we conduct the experiments on spatially degraded versions so that the fused results can be compared with the true MS images.
To show the results on synthetic images, we generate a checkerboard patterned image and treat it as a high spatial resolution image. The observed low resolution image is then formed by decimating (q = 2) the same and corrupting it with i.i.d Gaussian noise of variance σ 2 ν = 0.0004. The results for fusion are displayed in Figure 1 . Figure 1(c) shows the fused image using the proposed approach. Comparing this with bicubically interpolated version of the low resolution observation (see Figure 1(d) ) it can be concluded that our model captures the spatial dependency very well and also models the low resolution observation accurately. Now we consider fusing the MS and the Pan image which are captured by the Quickbird satellite over the Malpensa area, Italy. The Quickbird data set consists of 4 MS bands at a spatial resolution of 2.4 m × 2.4 m and a coregistered Pan image with a spatial resolution of 0.6 m × 0.6 m (giving a spatial resolution difference or decimation factor of 4). These images are degraded to 9.6 m × 9.6 m and 2.4 m × 2.4 m, respectively, in order to obtain the observations. In order to demonstrate the efficacy of our approach, we consider the fusion using the MS bands 4, 3, 2, lying in the visible and near infra red regions. Figure 2(a) shows the color composite for true MS bands 4, 3, 2. The fusion results obtained using the HPF method, the Gram-Schimdt (GS) approach, and the autoregressive (AR) model based approach are shown in Figures 2(b, c, and d) . The result obtained using the proposed IGMRF model based approach is depicted in Figure 2 (e). We observe that the high frequency details at various regions are better preserved in Figure 2 (e), indicating the proper learning of aliasing as well as the edge details in the form of IGMRF prior. The image looks similar to the one displayed in Figure  2 the true IGMRF parameters.
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CONCLUSIONS
We have described a method for the multiresolution fusion of remotely sensed images that do not directly use the Pan pixel values, but exploits the spatial correlation among pixels in the form of IGMRF parameters estimated from the Pan image. Our future work involves fusion of Pan and MS images captured at different times using different sensors.
