In this paper we introduce a novel edge-based, implicit approach for single object segmentation in 3D images. From a couple of curves, traced by the user on the object to be segmented, we implicitly generate a surface that contains the set of minimal paths joining them. These paths are minimal with respect to a cost function that takes lower values on the object to be extracted, hence they are within a small distance from it. Unlike other variational approaches, our method is not concerned with local minima traps. Our algorithm has been successfully applied to 3D medical images and synthetic images.
INTRODUCTION
Since their introduction by Kass et al. [1] , deformable models have been extensively used to find single and multiple objects in 2D and 3D images. The common use of these models consists in introducing an initial object in the image and transforming it until it reaches a wanted target. In most applications, the evolution of the object is done in order to minimize an energy attached to the image data, until a steady state is reached. One of the main drawbacks of this approach is that it suffers from local minima 'traps'. This happens when the steady state, reached by the active object, does not correspond to the target but to another local minimum of the energy. Thus, the active object initialization is a fundamental step. Since the publication of [1], much work has been done in order to free active models from the problem of local minima. A balloon force was early proposed in [2] to make the model more active and to cope with the shrinking problem, but this force supposed a known direction in the evolution. The introduction of region dependent energies [3, 4] and the use of shape priors approaches [5] , contributed to create a more robust framework. In this work, we focus on a novel approach for 3D single object segmentation having a cylinder-like topology. Our contribution consists in implicitly generating a surface that segments the object between two curves (Γ 1 and Γ 2 ) introduced in the image by the user and which are the initialization of our model. This surface is obtained as the zero level set of the solution of a linear partial differential equation. Extending the method introduced in [6] , the surface we generate contains all globally minimal paths (in a sense we shall further specify) between Γ 1 and Γ 2 and thus is not concerned with local minma traps. As an illustration of the situation we are working on, we give in figure 1 an example of the user input to our algorithm for the segmentation of a 3D ultrasound volume of the left ventricle. We begin in section 2 by recalling the principles of geodesic active contours as well as the global minimal paths framework. Section 3 exposes our contribution and in section 4 we show some results.
MINIMAL PATHS IN 2D IMAGES

Active contour model
The first active contour model was introduced by Kass et al. in the seminal paper [1] . Their model, the well known 'snakes', consists in finding a curve C (parametrized on an interval J and traced on the image) that minimizes :
where α and β are positive constants. The potential function P usually represents an edge detector that has lower values on edges. A common choice of this function is P =
(1 + |∇I| 2 )
−1 , if I is the image. Finding a curve that minimizes energy E is not a simple task; this functional is defined on the infinitely dimensioned space of regular curves and, generally, it is non-convex. The usual approach is based on finding a local minimum of E snake by evolving an initial curve C 0 under the time dependent equation
= −∇P(C), with C(·, 0) = C 0 until convergence. By construction, the final curve C is strongly dependent on the initialization C 0 . Since the method was originally intended to segment a single object in the image, this behavior is rather natural. Nonetheless, if C 0 is too far from the object to extract, the evolving curve can be trapped by a different, unsatisfactory, local minimum.
Active contours and minimal paths
In order to obtain global minimization in the active contours framework, Cohen and Kimmel [6] simplified the energy by choosing β = 0 in the expression (1) of E. Additionally, they propose to use arclength parameterization (here noted s). Thus, they look for the curve minimizing the energy
where L is the length of curve C (in the rest of this paper we shall note P = α + P). Even though this is the same energy proposed by Caselles et al in [7] , used in the well-known geodesic active contour model, Cohen and Kimmel choose a completely different approach for the minimization of E. Instead of using an evolution equation as in [1] and [7] , they exploit a method capable of building a curve between two points (p 1 and p 2 ) which is the global minimum of E among all the curves joining these points. This minimum is called a minimal path. Moreover, these authors obtain this minimal path by following the opposite gradient direction on the minimal action map, defined in each point q by :
The minimal path between p 2 and p 1 is thus obtained by solving the problem:
In order to compute U p 1 , Cohen and Kimmel [6] use the fact (a proof can be found in [8] ) that this map is solution to the well known Eikonal equation : ∇U p 1 = P and U p 1 (p 1 ) = 0. Equation (3) can be numerically solved by ordinary differential equations techniques like Newton 's or Runge-Kutta's.
To numerically solve the Eikonal equation, classic finite differences schemes tend to be unstable. In [9] Tsitsiklis introduced a new method that was independently reformulated by Sethian [10] . It relies on a one-sided derivative looking in the direction of the information flow, and it gives a consistent approximation of the weak solution to the Eikonal equation. This algorithm is known as the Fast Marching algorithm and is now widely used and understood. It was used in [6] for the computation of minimal paths. This algorithm has an O(N log(N )) complexity on a grid of N nodes, and only one grid pass is needed to give a first order approximation of the solution U p 1 .
FROM GLOBAL MINIMAL PATHS TO 3D SURFACE EXTRACTION
The method introduced in [6] can easily be extended for the construction of minimal paths between two points in a 3D image [11] . In that case, the formalism given in the previous section is unchanged, except from the fact that functions P, U p 1 are defined (and C takes its values) on a 3D domain. As in the previous section, the cost function P is supposed to have lower values on a surface to extract from the 3D image. Following [12] , we further extend the minimal path framework to the extraction of this surface between two given curves Γ 1 and Γ 2 . We exploit the idea of building a set of minimal paths between these curves. The main contribution of our work consists in introducing an implicit approach that outputs a real function Ψ, defined on the image domain, such that its zero level set surface contains the set of minimal paths. This avoids to get holes in the surface due to the fact that minimal paths may turn around a bump region. Also, interpolation is not needed anymore.
Minimal path set S
We shall say that C is a path between a point q and a curve Γ 1 if C(0) = q and C(L) ∈ Γ 1 . Similarly to section 2.2, the minimal path between Γ 1 and a point q (further noted C q Γ 1 ) can be obtained by performing a gradient descent on the action map U Γ 1 , which is defined on each point by :
all curves such that
C q Γ1 satisfies for all x of its interval of definition:
Furthermore, notice that U Γ 1 (q) = inf
U p is the action map associated to point p as defined in section 2.2 by equation (2) . This implies that a first order numerical estimation of U Γ1 can also be obtained through the Fast marching algorithm, initializing U Γ1 by U Γ1 (q) = 0 if q ∈ Γ 1 and U Γ1 (q) = ∞ otherwise. Consider the set S
between curve Γ 1 and each point q of the curve Γ 2 . As in [12] , we make the hypothesis that each path of S
, if not traced on the surface to extract, is within a small distance from it.
Implicit generation of a surface containing S Γ 2 Γ1
In this section, we suppose that Γ 1 and Γ 2 are two nonintersecting planar and closed curves. Following the idea of the Level Set method introduced by Osher and Sethian [13] , we look for a real function Ψ, defined on the image domain Ω, such that S Γ 2 Γ1 is contained in its zero level set (further noted Ψ −1 (0)).
Necessary condition : Let us first suppose the existence of such a function, that is S
, parameterized on an interval J. Supposing that Ψ is differentiable, we obtain, from the derivation with respect to x of the relation
dx (x) = 0. Then, using (5) we obtain that for all p of a path of S
Sufficient condition : Conversely, let Ψ be a real differential function defined in Ω and satisfying for all point p ∈ Ω relation (6). If ∀q ∈ Γ 2 , Ψ(q) = 0, then we have S
, which is exactly the announced property.
Construction of Ψ:
Let Π be the plane containing Γ 2 , and d 2 its signed distance function, chosen positive in the interior of Γ 2 (note that at each point of Γ 2 , d 2 is null). We consider the open set O = Ω − Π and define function Ψ as the solution to the Cauchy problem defined on Ω:
where δΩ is the boundary of the image domain Ω. Problem (7) is known as a stationary transport problem and has been well studied in the modeling of geophysics phenomena.
Implementation: Unlike [12] , minimal path are not to be computed. Using a Fast marching algorithm we compute U Γ 1 but no gradient descent is performed. In order to numerically solve problem (7), we use a simple iterative approach based on an upwind approximation of the gradients of Ψ and U Γ1 [14] . More accurate approaches can be considered (see [15] ) but, since we are only interested on the zero level set Ψ −1 (0) this approach is sufficient. Lack of space forces us to skip the details.
APPLICATIONS
In this section we apply our method to a couple of 3D images. The first one, shown in figure 2 , is a synthetic image obtained from three overlapping 'S' shaped closed tubes. Our method manages to extract the surface of the tube on which Γ 1 and Γ 2 are traced. The extraction of only one of these tubes is a difficult task for any variational segmentation approach since many local minima are present. Our second example, shown in figure 3 , is the extraction of the surface of the left ventricle from the 3D ultrasound image shown in figure 1.
CONCLUSION
In this paper we have presented a method that generalizes globally minimal paths to surfaces segmentation. Our model is initialized by two curves from which we take maximum advantage since the surface we generate is constrained to contain them. We have developed a novel implicit approach that, through a linear partial differential equation, exploits the solution to the eikonal equation and generates a function whose zero level set contains all the globally minimal paths between the constraining curves. Hence, our approach is not concerned by the problem of the local minima traps as all other active objects approach are. It is particularly well suited for medical image segmentation, in particular for ultrasound images segmentation. In cases where the image quality is very poor, our approach handles the introduction of additional information coming from the practitioner in a very natural manner. A few 2D segmentations can be enough to generate a coherent complete surface. 
