With the ever-growing of mobile Internet and the explosion of its applications, users are experiencing abundant services from different content providers via different network service providers in the heterogeneous network (HetNet). Information-centric network (ICN) advocates to get rid of the current host-centric network protocol for the fact that the information dissemination rather than the endto-end communication contributes to the majority of today's network traffic. Furthermore, it is better for network entities to converge as a whole in order to take advantage of the open, scalability, and smart traffic transmissions. Cloud radio access network (C-RAN) is one of the emerging architecture evolutions in the wireless side for easier infrastructure deployment and network management. Therefore, when ICN meets C-RAN in the HetNet, it is worthwhile and consequential to integrate ICN protocol with the C-RAN architecture to achieve more efficient communication and information management.
I. BACKGROUND AND MOTIVATIONS
To meet with the thousand-fold growth of mobile data traffic, a promising way is embedding mass of small cells into the cellular network, i.e. the heterogeneous network (HetNet) [1] .
Heterogeneity will be an essential feature of the future radio access network (RAN) consisting of different kinds of devices. For the highly flexible interfaces among different devices, software defined networking (SDN) has been recognized as a basic enabler to achieve the flexibility and reconfigurability of dense HetNets [2] . Furthermore, under the pressure of inter-/intra-cell coordination and tremendous deployment cost in the large-scale HetNet, Cloud RAN (C-RAN) emerges [3] . C-RAN is widely regarded as a green radio architecture to cope with the increasing network data traffic without incurring significantly additional capital and operational expenses.
In addition to the evolution of the network architecture, the human behavior and the service property have been widely concerned to unleash the ultimate potential of networks, e.g., the cache-enabled Information-centric network (ICN) [4] . The state of the art will be elaborated in the following in the perspective of network architecture and network protocol, respectively.
A. From the Perspective of Network Architecture
The HetNet is the expansion of the existing network in terms of the size and the type: Compared with the the fourth Generation/long term evolution (4G/LTE) network, the fifth Generation (5G) network is expected to attain a 1000-fold capacity increase measured in bit/s/Hz/m 2 , 5 times reduced latency and 10 times longer battery life [5] . Motivated by the everincreasing pressure to enhance the network capacity, cellular networks are overlaid by a wide variety of proliferative infrastructure layers including outdoor pico/indoor femto base stations (BS), relays, distributed antennas [6] , WiFi and device to device (D2D) nodes [7] . Heterogeneity will be a key attribute of the future networks.
HetNets bring the cell site closer to the users and shorten the radio transmission distance, yielding significant cost reduction and capacity enhancement. Furthermore, the small cells are deployed as the complementary of the macro cellular networks for the seamless coverage and intentionally offload the traffic of the macro cell. Besides, advanced technologies such as highorder spatial multiplexing multiple-input multiple-output (MIMO) come along with higher spectral efficiency (SE) in the HetNet. However, there are still problems:
• The resource management and load balancing are two important issues for the successful deployment of HetNets. The inter-/intra-cell coordination and convergence are non-trivial operations in this distributed and large-scale environment.
• HetNets enable more flexible and economical deployments of new infrastructure instead of tower-mounted macro systems, but it is not sufficient to achieve the flexibility and reconfigurability of the networks due to the nonuniform and curable device interfaces.
• The increasing demands on the backhaul network needs to be evaluated when deploying more small cell sites.
The trivial expansion of the size and type of the exiting network can temporarily relieve the pressure, but disruptive evolutions of the network architecture are urgent for the further capacity extension. However, challenges come along with the advantages: full-scale coordination leads to high computational overhead in the BBU pool especially for the large-scale network; real-time virtualization and high-bandwidth links are urgent to achieve the reliable connection and mapping between the BBU and the RRH. C-RAN only focuses on radio air interface and cannot solve the problems emerging in the core network (CN) or other upper layers. But C-RAN can be regarded as a specific sub-unit of the SDN which will be elaborated in the following. However, SDN is originally designed for wired networks. There are inherent weaknesses to achieve the SDN ideas in the wireless networks due to vary challenges. Software defined wireless networks (SDWN) needs to define slices which requires to isolate wireless channels so as to provide non-interfering networks to different coordinators. Handoff situations should be considered for the wireless HetNet with smaller cells and richer access technologies. The status and locations of the whole network entities should be reported to SDN in real time only based on which controllers take decisions efficiently. These challenges are no-trivial operations for the wireless medium. There is a long way for the wired and wireless sides to be seamlessly integrated as a whole in the SDN system.
C-RAN is

B. From the Perspective of Network Protocol
ICN provides the new basis on how information can be labeled and distributed across networks: Despite of the tremendously amount of data traffic in the network, only a few contents are frequently accessed by user ends [9] . A small portion of the popular contents contribute to the majority of the traffic during a period of time [10] . Furthermore, Today's network is increasingly occupied by information dissemination, rather than by the end-to-end communications. Thus caching the most popular contents in the RAN or the evolved packet core (EPC) can reduce the redundant access and the duplicated transmission [11] . The pivotal role the caching technology can play for the 5G wireless network is elaborated in [11] and [12] . ICN emerges as a promising candidate for full use of in-network caching and multicast mechanisms [13] .
Different in the exiting host-centric networks where users have to transmit/receive information to/from a particular computing entity (host or server), they are increasingly interested in transmitting/receiving information wherever they may be located. The ICN decouples information from its location and sources by defining the named data objects (NDO). Widespread caching and broadcasting allow users to get the information from the optimal node based on the name and/or the location of the information. Providers and requesters are no longer connected in the traditional pair-wise and time-synchronized mode, they are decoupled in terms of time and space.
There is no need for them to know each other's location or to be online at the same time.
C. Contribution
As mentioned above, the widespread in-networking caching of ICN brings great opportunities of cooperative communication among entities in the high-density wireless HetNet, while C-RAN is emerging for easier infrastructure deployment and system management. Then integrating ICN protocol into the C-RAN architecture can achieve better communication with efficient distribution of information via ubiquitous cache-enabled devices. At the same time, the burden of the upper layer (e.g., the CN) will be significantly reduced when user requests can be responded immediately by the entity (e.g., the BBU) who has cached the copy of the requested information.
However, C-RAN solely focus on the radio air interface regardless of the states of upper layers.
Coincidentally, SDN is born with the original purpose of dealing with wired networks but it will meet more difficulties to introduce concepts of SDN to wireless networks. Moreover, the ICN protocol is available to the SDN as well. Therefore, appropriate combination of ICN, CRAN and SDN is a promising way to achieve mutual benefit and complementary.
We organize the reminder of this paper as follows: In Section II, we describe our vision of the coexisting system of the SDN, ICN and H-CRAN. The advantages and main challenges are elaborated. In Section III, a large-scale exemplary campus network is presented. IV gives a brief summary of this article.
II. THE VISION OF THE FUTURE NETWORK SYSTEM
The Information-centric concept is better suited to today's use which mainly consists of information distribution rather than host-centric communications. For the long tail style of the user request statistical property, in-network caching and multiparty communication can be fully leveraged via replication and cooperative models. We propose to achieve the information-centric approache on the SDN architecture to unleash the ultimate potential of the network, and C-RAN undertakes the role and task of SDN in the wireless side. Few of existing studies has considered the coexisting network and we will give an integrate sight of them.
A. Information-centric Software Defined Networking
A high-level view of information-centric SDN architecture is shown in Fig. 1 is no need to provide a strictly consistent centralized view to each controller, which will cause processing overload and additional cost when the network expands. A control functionality even can be completed by different controllers. Therefore, selecting an appropriate consistency level (e.g., the weakest possible consistency level) of controllers is an important design consideration in SDN to preserve scalability [14] . The CN and the RAN are included in the forwarding plane. The infrastructure of the CN can be virtualized and controlled by the control plane. The centralized BBU pool and distributed RRHs of C-RAN are deployed to achieve efficient collaboration among different cells in HetNets. Therefore, independent networks can be reconfigured flexibly and automatically on the same physical infrastructure under the 'soft' strategy change of controllers.
The role that each plane plays in the network is : Fig. 1 . The information-centric SDN with C-RAN.
• Application plane: The CP (e.g., OCP) distributes the NDO in its server to user ends with the help of NSPs. The objective/content information is decoupled from its location and sources by naming approach of ICN, thus it is more suitable for the CP to understand and forecast user behaviors (e.g., the request frequency and the content population distribution).
Given 
B. The deployment of C-RAN in the information-centric SDN
Embedding C-RAN into the information-centric SDN is rather a promising way to reduce the burden of controllers and to integrate the wired and wireless sides of SDN seamlessly. It is more efficient and easier to set up better broadcasting/multicasting and in-network caching mechanisms (e.g., information placement and replacement strategy) which are cornerstones of ICN.
Without doubt, the explosive traffic demand increases the delivery cost of mobile Internet content on the operator. With the help of 'cloud' resources, C-RAN involves all the computing, storage, and content-aware elements required to functionally and efficiently deliver the content, which enables new smart traffics of ICN such as offload traffic and cache traffic as depicted in Fig. 2 and Fig. 3 to meet the challenge.
• Offload traffic: a promising solution that offloads the data traffic bypassing the CN of the operator and Internet. As illustrated in Fig. 2 and efficiently improving the quality of service (QoS) and user experience. Besides, the two UEs even can communicate directly without traversing the BBU pool in the mature ICN which will bring more benefit.
• Cache traffic: Fig. 3 demonstrates a positive solution that selectively pushes and stores the mobile contents at the centralized BBU pool, supporting the enhancement to directly access the contents without from the content servers at Internet via the CN. Meanwhile, following the uncannily accurate Moore's law, the storage and processing capability of the intelligent devices becomes more and more stronger. When the network is at off-peak traffic load, e.g., in the night time, the most frequently accessed content can be broadcasted and then cached at the BBU pool. The user can obtain the requested content immediately from the BBU pool when the cache hit event occurs. As a result, the deployment of the C-RAN infrastructure in the information-centric SDN leverages the storage in the network edge for caching to provide more and richer services, whereby the cache is independent of the application and can be applied to various sources, including user-generated content, which is an attractive feature of ICN.
In addition to caching in the BBU pool, the popular contents can also be pushed and cached in 
C. Two Dimensions and Main Challenges
Thus, in order to get rid of the obstacles in the development of SDWN and make use of the efficient transmission of ICN, we propose a new ICN, SDN and H-CRAN integrated system as described in Fig. 4 which encompasses the complete system platform. The novelty of the proposed concept can be elaborated from the following two dimensions.
• The architecture dimension: Infrastructures are deployed with the devices whose software are decoupled from the hardware and centralized to the control entity (i.e., BBU pool and controllers). Different CPs provide abundant services to subscribers with the help of different NSPs based on the negotiation protocol which is well known to the control plane. The control plane distributes the incoming traffic provided by the servers of the application plane to the forwarding plane. Entities such as routers solely take the strategy developed by the controllers and forward traffic to C-RAN. Non-uniformly distributed traffic and requests can be balanced in the BBU pool and then transmitted to UEs at last.
Controllers
• The information dimension: The main abstraction of information in ICN is the NDO for identifying the information independent of its location or publisher. The role the NDO plays in the ICN is as important as that the internet protocol (IP) plays in the current host-centric
Internet. When the information labeled with unique NDOs has been published by the sever in the application plane or the UE in the RAN, its transcript can be held by ubiquitous cache-enabled nodes (e.g., nodes in EPC or RAN) afterwards. For example, the transcript can be cached in BBU pool, proxies or UEs based on the caching strategy and the content access protocol developed by the BBU pool, yielding offloading the processing burden of controllers and the traffic of the CN. Obviously, the design of the information dimension can affect the strategy and procedure in the architecture dimension.
However, there are still some open problems. Main challenges and future research directions can be summarized as follows: • Processing overload: The huge performance gain of the proposed system mainly comes from the centralized and coordinated signal processing at the cloud BBU pool and controllers. However, full-scale coordination in large-scale HetNets requires the processing of very large network information such as the channel matrices. Processing overload could be a major problem for such centralized environment as the network size grows even though the BBU pool and controllers are able to cooperate with each other. One way to tackle this problem is to decrease the redundant and duplicated flow before they enter the control plan with appropriate strategy (e.g., optimal caching in ICN). Or as what [14] proposes, to proactively install rules on the devices to eliminate some control requests, while yielding some loss of control precision and reactivity.
• Backhual and Fronthaul: The common assumption that the data can be routed to the RANs without backhaul and Fronthaul limitation is not valid for the future high-density HetNet, where a large number of nodes need to access information. High-capacity wired backhual and Fronthaul are needed for the connections of the application plane, the control plane and the forwarding plane (e.g., the controllers and CPs, the BBUs and the RRHs).
Few existing studies jointly consider the wired backhaul, fronthaul and the radio resource management in HetNets when optimizing the system performance.
• Universal Caching: The universal in-network caching is a salient feature of the pro-posed system, for which the caching strategy and content replacement are important issues.
Caching strategy decides what, where, when and how the information should be cached to achieve the optimal system performance. Furthermore, the cached information should keep consistent to those in the server and the publisher so the invalid information should be replaced with appropriate mechanism in real time. User behaviors (e.g., the access frequency follows the long tail distribution)
are not yet fully investigated especially in the dense mobile
HetNet, but it can significantly influence the performance of the caching strategy.
• Access protocol and data routing: The proposed system should apply to any access protocol in the sophisticated HetNet, not just a specific protocol (e.g., HTTP, LTE). It should thus provide a uniform content distribution paradigm underlying all access protocols.
Moreover, flexible and convenient information-aware mechanisms should be developed for the data routing based on the location-independent name of the information. Then the subscriber can be responded by the optimal node who has cached the information rather than only by the original publisher.
There are some other challenges such as mobility and security management. With the RRHs deployed more and more concentrated in the future HetNet, it becomes more frequent for a user to handoff between different RANs. On the other hand, similar to traditional security techniques such as transport layer security (TLS), equivalent security measures should be developed for naming objects, caching and communication in the proposed ICN. The key question is that the requesters can get content from any ubiquitously cache-enabled entity who have different capabilities other than the relatively uniform host servers, so the security measure should be based on the content itself (e.g., naming) rather than the communication channel or the path.
III. IMPLEMENTATION OF AN EXEMPLARY NETWORK
We have established a large-scale wireless innovation campus network with 3 square kilometer coverage in Shanghai Jiao Tong University. The heterogeneous campus network consisting of a digital broadcasting system, a LTE cellular system, and a WiFi system is demonstrated in Fig. 5 .
The important features of the wireless heterogeneous campus network are summarize as follows:
• There are more than 80 LET Micro-and Pico-stations with blanket coverage of the campus. More than 2500 WiFi access points are patched across the entire campus. Additional 3 stations constitute a single-frequency digital broadcasting network. to the requesting users) for the content sharing, yielding a three-tier HetNet (i.e., Micro BSsusers, Pico BSs-users, D2D transmitters-users). The UE in the overlapping coverage associates to the optimal node according to the instruction of the controllers, and the UE can obtain the requested content immediately from its local caching disk if the content has been cached.
We verify the throughput gain of the coexisting system in [15] , compared with the baseline where there is not in-networking cache. The content access is triggered according to the well known Zipf distribution with parameter γ. Larger γ implies that fewer contents account for the majority of the request. In Fig. 6 we circle out the critical point deciding the maximum throughput of the network based on whether the steady ruler is larger than 1. We observe that when γ = 1.8 the throughput gain is 53.9% compared with that of the baseline. Moreover, the 
