Abstract. The problem of partitioning a polyhedron into a minimum number of convex pieces is known to be NP-hard. We establish here a quadratic lower bound on the complexity of this problem, and we describe an algorithm that produces a number of convex parts within a constant factor of optimal in the worst case. The algorithm is linear in the size of the polyhedron and cubic in the number of reflex angles. Since in most applications areas, the former quantity greatly exceeds the latter, the algorithm is viable in practice.
1. Introduction. The general problem of decomposing complex structures into simpler components has received a great deal of attention recently [1] , [4] , [5] , [8] .
The reason for this concern comes partly from the impossibility of applying many of people's favorite geometric algorithms to nonconvex structures. Often, decomposing the structures into convex parts and applying the algorithms to each part is one way to overcome this difficulty. For example, intersection I-2] and searching problems [9] can be solved efficiently by means of convex decompositions. One of the forefathers of decomposition algorithms is Garey et al.'s algorithm I-4] for partitioning an n-gon into triangles in O(n log n) time. Minimality considerations were addressed later on in [1] , where an O(n + N3) time algorithm was given for decomposing an n-gon with N reflex angles into a minimum number of nonoverlapping convex pieces. Several variants of this problem were shown to be NP-hard [8] ; in particular, the generalization of the problem to polygons with holes [5] . This result was to be used as a stepping stone to prove that the following problem was NP-hard.
Given a three-dimensional polyhedron P, what is the smallest set of pairwise disjoint convex polyhedra, whose convex union is exactly P?
This paper is devoted to this problem, and is organized along the following lines: in 2, we present the basic concepts and outline an effective method for decomposing an arbitrary polyhedron into convex pieces. Let n and N designate respectively the size of the input and the number of reflex angles into the polyhedron. We prove that the algorithm never produces more than approximately N2! 2 convex pieces. We show in 3 that this figure is optimal in the worst case up to within a constant factor. To do so, we exhibit a polyhedron P with an arbitrary number of reflex angles N and n O(N) vertices, and we prove that P necessarily has 12(N2) convex parts. Of course, by a trivial output size argument, this result also establishes a quadratic lower bound on the time complexity of the decomposition problem. Finally in 4, we give the details of the algorithm outlined at the beginning.
Before proceeding, we shall set our notation. We define a three-dimensional polyhedron as a finite, connected set of simple plane polygons, such that every edge of each polygon belongs to exactly one other polygon. To exclude degenerate cases (e.g., two cubes connected by a single vertex), we also require that the polygons surrounding each vertex form a simple circuit [3, p. 4] . Note that this definition does not prevent faces from having holes (Fig. l a) . A face with k holes is said to be of genus k. Similarly, polyhedra may have holes (i.e., handles), and we define the genus of a polyhedron as the genus of the surface formed by its boundary [6] . It follows from the definition that a polyhedron may not have interior boundaries.
Let P be a polyhedron with n vertices vl," , vn, p edges el,. ., ep, and q faces fl,'",fq. A necessary condition for vertices, edges, and faces to be adjacent is to have at least one point in common. For simplicity, however, we will say that a face and an edge or two faces are adjacent if and only if they share an entire line segment. If T and U are two adjacent faces intersecting in a segment L, we define the angle (T, U) as the angle between two segments lying respectively on T and U and perpendicular to L. Recall that there is no natural orientation of angles in Euclidean space. Thus, to avoid ambiguity, the angle (T, U) will always be measured between 0 and 360 degrees with respect to a.given side of the pair T, U. Noticing that each face of P has an outer and an inner side, we define a notch of P as an edge with its adjacent faces forming a reflex angle (i.e. > 180 degrees) with respect to their inner side (Fig.  l b) . Let gl,..., gN denote the notches of P. 2. The basic method. It is easy to see that the presence of notches in a polyhedron is characteristic of its nonconvexity [3, p. 4 ]. Thus we can view a convex decomposition of P either as a partition of P into convex polyhedra or as a set of cuts performed through P in order to resolve the reflex angles at its notches. This suggests a naive decomposition algorithm, which we proceed to describe next.
2.1. The naive decomposition. Informally, a notch can be removed by cutting along a plane adjacent to it so as to resolve the reflex angle between its adjacent faces.
More precisely, let g be a notch of the polyhedron P with fi and f its adjacent faces, and let T be a plane which contains g and resolves its reflex angle, i.e., such that both angles (fi, T) and (T, f), as measured from the inner side of j and ), are not reflex.
The intersection of T and P is in general a set of polygons. These polygons may have holes and the holes may themselves contain other polygons (Fig.lla) . Let S be the unique polygon containing g. We call S a cut of the naive decomposition. It is clear that cutting along S will remove the notch g. Note that, in general, this operation will break P into two pieces. If P has a nonzero genus, however, removing a notch may simply cut a handle of P and preserve its connectivity. In this case, the polyhedron obtained has two distinct faces with the same geometric location (Fig. 2a) . Other intriguing effects may be observed and it is worthwhile to mention some of them.
If the polygon S has holes, removing g may create a handle in either of the two parts produced (Fig. 2b) . Therefore the added genus of all the pieces produced thus far will increase by one. We also observe that the operation may produce one piece, while removing a handle and creating another handle (Fig. 2c ). We will thus treat the more general case where the polyhedron P may have arbitrary genus, since the naive decomposition may produce intermediate objects of higher genuses. In spite of these intricacies, we can easily show that repeating the cutting process on each remaining nonconvex part will eventually produce a convex decomposition in a finite number of steps. To find out how many convex parts such a decomposition may generate, we first observe that, at any time, any notch of a part is either a notch of P or the subsegment of a notch of P, called a subnotch. This follows from the fact that a cut may intersect other notches, thus duplicating them (Fig. 3) . Note Since the cuts corresponding to the subnotches of g are coplanar, their union intersects every other notch in at most one point. It follows that, at the ith step, each remaining notch will have been broken up into at most i+ 1 subnotches, and step i+ 1 will introduce at most + 1 polyhedra into the decomposition. [3 In the last section of this paper, we will describe an effective method for carrying out the naive decomposition. But first we will establish a lower bound on the size of any convex decomposition. 3 . A quadratic lower bound on the number of convex parts. 3 Recall that this surface can be generated by two sets of orthogonal lines [11, p. 649].
The main idea can be summarized as follows: Z has thickness e so that its volume is approximately eN2. The warpness of a hyperbolic paraboloid will then ensure that since Z is bounded by notches, the "chunk" of : removed by any convex piece can only be very small, i.e. have volume e. As a result at least (N2) convex parts will be necessary to decompose Z. 3 .2. Description of the polyhedron P. P is essentially a rectangular parallelepiped with a series of N+ 1 notches cut through the lower face and N+ 1 similar notches cut through the upper face (Fig. 4a, b) between these two faces. Also the parallelepiped has a depth and width of N + 2. Fig.   4c gives all the coordinates of the top and bottom notches.
3.3. Decomposing P into convex parts. We define E as the portion of P comprised between the two hyperbolic paraboloids z xy and z xy/ e and the four planes x 0, x N, y 0, y N. E is a cylinder parallel to the z-axis, of height e, whose base is the region of the hyperbolic paraboloid z xy with 0<_-x, y_-<N (Fig. 5 ). Let Q1," ", Q, be any convex decomposition of P and let Q* denote the intersection of Qi and :. Since : lies inside P, the set of Q* forms a partition of :. Note that Q* may consist of 0, 1, or several blocks, most of which are likely not to be polyhedra. Our goal is to prove that m >-cN 2 for some constant c, by showing that the volume of Q* cannot be too large. By volume of Q*, we mean the sum of all the volumes of the blocks composing Q*. We first characterize the shape and the orientation of the large Q/*'s, which permits us to derive an upper bound on their maximum volume. We can now attack our main problem, that is, evaluating the maximum volume of Q. Recall that Q} may be empty or consist of several blocks. Let A be the point of Q with minimum X-coordinate. We will assume that A does not lie too close to The condition on 0 is easily expressed as (2) e < tan 0. We are now reduced to establishing an upper bound on S(0, w). We will find it more convenient to change the system of coordinates so that the point (0, w, 0) becomes the new origin and the line (z 0, y x tan 0 + w) becomes the new X-axis. We express yielding Xl-x-x/e/a and x2-x+x/e/a. It is now straightforward to evaluate T(x).
T( x) 4ex/e / a / 3, which establishes the proof.
We will now take a closer look at the structure of the parabolic strip formed by 1) No point of F lies above the parabola g (Fig. 9b ).
Since F is convex, there exists a line L separating g and F. Since L', the tangent to g parallel to L, also separates g and F, the X-coordinate, u, of the tangent point satisfies S(0) -< T(u).
2) There exists a point M in F lying above g (Fig. 9c) . integration. For convenience, we will take it equal to 0, however. Thus, we have VC1 <-_ e(3 + N tan 0)(1 +/e/tan 0). III) Evaluating the volume of VB1. The shaded area of Fig. 7 4. The decomposition algorithm. We give a precise description of the decomposition algorithm outlined in 2. We will show that it is possible to decompose P into O(N2) pieces in O(nN2(N + log n)) time, using O(nN2) storage. We will also indicate that at the price of added complication, we can reduce the running time to O(nN3).
The first issue to investigate is the mode of representation used for describing a polyhedron. Since many practical problems involve dealing with faces rather than edges or vertices, we may assume that the edges enclosing a given face are readily available. More precisely, we require the data structure chosen to provide three types of lists:
1. Edge-to-face lists: contain the names of the two faces adjacent to each edge. 2. Face-to-edge lists: give the sequence of edges enclosing each face in clockwise order.
3. Adjacency lists: provide a set of the vertices adjacent to each vertex. Note that the faces of a nonconvex polyhedron may be polygons with holes. In that case, each face-to-edge list should provide clockwise descriptions of the outer as well as of the inner boundaries. We call a graph representation of a polyhedron any representation providing the above lists. We may notice that these representations are redundant, but they are chosen to be so for the sake of simplicity. These lists reflect the size of the polyhedron accurately, however, since they clearly require O(p) storage.
Recall that p is the number of edges in P.
Because decomposing P consists essentially of dividing it up with successive cuts, we first consider the problem of computing graph representations for the two polyhedra P1 and P2 into which a cut S breaks up P. For the time being, we will assume P to be of genus 0. In the following, we will successively show I) how to compute the intersection of T and P, II) how to obtain S from it, and III) how to compute the two polyhedra P1 and P2. But before proceeding we need to take a closer look at the problem and prove a preliminary result.
Let e be the edge through which the cut is performed. We first compute W, the intersection of P with the plane supporting S. W may consist of a set of polygons with holes, which may themselves contain polygons of the same nature. We identify S as the unique polygon which contains the edge e (Figs. 2, 11 
Note that when the algorithm terminates, only the vertices of maxima will remain in Q, thus the maxima can be obtained from O in O(n) time. To implement the algorithm efficiently, we can store O as a doubly-linked list with random-access to the nodes, thus allowing constant time deletions. R can be maintained as a balanced tree, so that the functions h, L, insert, and delete perform in logarithmic time. Link(u, v) will simply set two pointers, one from u to v, and the other from v to u, while unlink(u, v) will remove these pointers. With this implementation, the algorithm requires O(n log n) time. Note that all the preprocessing needed involves sorting the vertices by X-values and computing the leftmost vertices, all of which also takes O(n log n) time. [3 We can now turn back to the problem of dividing up a polyhedron P. Recall that the intersection of P with the plane T supporting the cut S is in general a set of polygons. These polygons may have holes which may themselves contain other polygons of the same kind. We first compute S, from which we derive P and P2. I) Computing the intersection of P and T. Consider each face F of P in turn and report all the edges of F which intersect the plane T, yet do not lie in T. This includes all the edges of the inner and outer boundaries. Let a,. , a denote the intersections of T with these edges, as they appear in sorted order on the line supporting the intersection of F and T. Call u the edge of F intersecting T at a. Observing that the intersection of T and F is made up of the segments aa2,"', a_a (Fig. l lb) , we set two pointers for each pair (u2-, u2); one from uz_ to u2 and the other from u2 to u2-. Iterating on this process for all faces of P will eventually provide doubly-linked lists for all the boundaries of the polygons of the intersection of P and T. Let U denote this set of boundaries. Since each edge is considered at most twice, all these operations take O(p) time, except for the sorts, each of which requires O(p log p) time, where Pl is the number of edges intersecting T involved in the face considered. Since each edge appears on two faces, the sum of all the p is less than or equal to 2p', which leads to an O(p' log p') running time (similarly, p' is the number of edges of P intersecting T). Note that the conversion of the doubly-linked lists of ui into lists of ai is straightforward in general. Some special cases may yet be encountered, when ai is the endpoint of u and several edges are adjacent to a. It is easy to see, however, that those cases can be handled separately without altering the total running time of the algorithm, which is O(p+p' log p').
II) Computing S. To begin with, we determine the outer boundary of S, denoted S*, by identifying the boundary in U which contains the edge e. To find the inner boundaries is somewhat more involved. We first form the subset W of U consisting of all the boundaries which lie inside S*. To do so, we can use a variant of the algorithm MAXIMUM used in the proof of Lemma 6. Q is still the set of all vertices in U, ordered by X-values. The ordering R, however, will now involve the edges of S* only. As before, the main loop sweeps a vertical line left-to-right passing through each vertex in Q. If v belongs to S*, we simply maintain the ordering R with the function UPDATE defined earlier. Otherwise, we observe that the boundary in U which contains v lies inside S* if and only if h(v) and l (v) are distinct from 0 and are linked. Thus, we know whether a boundary belongs to W or not as soon as we examine its leftmost vertex. To make the algorithm more efficient, we can thus delete all the vertices of the boundary from Q, after examining its first vertex. Like its look-alike, MAXIMUM, this algorithm requires O(k log k) time, where k is the total number of vertices in Q. Since each of these vertices corresponds to a distinct edge of P, the running time is O(p' log p'). We are now ready to apply the result of Lemma 6 to the set W. This will give us exactly all the inner boundaries of S, with a total running time of O(p' log p').
III) Computing P1 and P2. The last step is to compute a graph representation of P1 and P2. This is a trivial graph transformation, and we only sketch out the procedure.
Let Adj (w) be the adjacency list of the vertex w in the graph representation of P. Also, call E the set of edges of P passing through the vertices of S. We can assume E to be readily available, since the edges in E must be determined in order to compute S. Let w be an endpoint of some edge in E. Defining 2) Face-to-edge lists of P1. Since the previous lists provide the set of vertices of P1, we first remove all the faces of P made up entirely of vertices not in P1. Then, since all the faces of P intersecting S have been previously determined, it is easy to compute a description of the parts of those faces which lie in P1. Let F be such a face, with a,.-., ak being the vertices of S lying on F. Recall that a,..., ak have been computed in sorted order ( Step I). We may assume that the boundaries of F are represented by doubly-linked lists with the nodes representing the vertices. Letting ui be the edge of F passing through ai and b be the endpoint which lies on the same side of T as w, we first delete from the lists all the vertices lying strictly on the other side of T, then we enter the vertices a into the lists by linking both ways bi and ai as well as azi-1 and azi (Fig. 12a) . Note that we can always assume that ui does not lie on T, which ensures that b is always well-defined. The result of these operations may produce several disconnected lists, since F may be broken up into several faces of P1.
Finally, if F has some edges lying on T, the algorithm may produce lists consisting of two vertices, and these degenerate cases should be removed in a postprocessing stage (Fig. 12b) . Finally, the face-to-edge lists of S (which have already been computed) must join the set of face-to-edge lists of P. Once again, all these operations will take O(p) time.
3) Edge-to-face lists of P. These lists can be obtained in O(p) time by scanning through the face-to-edge lists once and recording the faces next to each of their boundary edges.
The computation of P and P2 is now complete. We conclude: LEMMA 7. A polyhedron P of genus 0 can be partitioned with a cut in time O(p + p' log p'), using O( p) storage, with p' being the number of edges in P intersecting the plane supporting the cut.
We have seen that in the course of its action, the naive decomposition may produce polyhedra containing holes. For that reason, we wish to generalize the previous result to polyhedra of arbitrary genus. Now, instead of breaking P into two pieces, a cut may simply decrease its genus by one or have some of the effects described at the beginning of 2.1 (e.g., removing a handle and creating another). To handle these cases, we may first cut each edge of P which intersects S, by updating the adjacency lists accordingly. Next, we test the connectivity of the graph by doing a depth-first search with the adjacency lists. If it is no longer connected, the cut breaks P into two separate pieces P1 and P2 which can be computed as indicated above. Otherwise, we update the lists of the representation in a similar way; the only major difference being the introduction of two faces corresponding to the cut. We may omit the details of these operations which are very elementary.
In our analysis, we were careful to use the number of edges p and not the number of vertices as the measure of the input size. Indeed, Euler's formula, which relates the number of vertices, edges, and faces of a polyhedron has to be altered for higher genuses [6] . Consequently, the well-known inequality p<=3n-6, which holds for 0-genus polyhedra, is no longer valid when it comes to polyhedra with holes, as is the case in our problem. It is, however, easy to verify that the number of edges always gives the size of the description of P, up to within a constant factor. The revised algorithm for the naive decomposition is merely a repeated application of the procedure described above. This leads to the following result. ui (1 <-m <-t) (Fig. 13) . Let m' be the number of endpoints common to two consecutive u0; we have (1) m+m'=t.
L is the line passing through the intersection of a cut S with a face of P or the intersection of two cuts S and S'. In either case, let h be the notch passing through the cut S. The union of all the cuts used to remove h forms a polygon Q, which may possibly have holes. Moreover all the segments ri are edges of O and each notch of O corresponds to a distinct notch of P. At this point, we must anticipate a little and use a result which we will prove at the end of this section (Lemma 10). This result states that the line L cannot intersect O in more than 2N segments. Therefore we have (2) m<=2N.
Since the interior endpoints are all intersections of cuts with L, we also have (3) m'<=N.
Combining (1)- (3) shows that t<-3N, which proves our claim and implies that C2 3qN2. 5o Conclusions. The contribution of this work has been to describe a heuristic for decomposing a polyhedron into a set of convex pieces, with the cardinality of this set lying within a constant factor of the minimum in the worst case. We have also established a quadratic lower bound on the complexity of the minimum convex decomposition problem in three dimensions. Refinements of the algorithm given in this paper might take into account the particular shapes that most practical polyhedra are likely to have. For example, it is often the case that two notches will be adjacent and can be removed with the same cut. This simple observation may reduce the number of convex parts by half. More generally, we believe that efficient special-purpose heuristics could be developed along these lines. An interesting case is to restrict the domain of polyhedra to architectural designs where, for example, all the edges lie on three possible perpendicular directions. Another restriction may further require that the convex parts be rectangular parallelepipeds. All these problems are highly practical, yet still open.
Only in two and three dimensions is the concept of nonconvex polyhedra totally natural. In higher dimensions, convex polyhedra are still easily expressed as intersections of halfspaces, but nonconvex polyhedra do not lend themselves to such easy descriptions. One method is to express a polyhedron as a connected union of convex polyhedra. Note that the convex polyhedra may overlap, thus do not necessarily constitute a convex decomposition of the polyhedron. This representation is common in linear programming, when the constraints are expressed by k set of inequalities, and at least one set has to be satisfied. If we can find a convex decomposition of the polyhedron into p parts with p<< k, and if each convex part has relatively few faces, testing the feasibility of a point can be greatly simplified by testing its inclusion in any of the p convex parts. Here again, because of the complexity of the problem (recall that the standard version of the decomposition problem is already NP-hard), only efficient heuristics should be sought.
