ABSTRACT The text classification task is an important application in natural language processing. At present, deep learning models, such as convolutional neural network and recurrent neural network, have achieved good results for this task, but the multi-class text classification and the fine-grained sentiment analysis are still challenging. In this paper, we propose a hybrid bidirectional recurrent convolutional neural network attention-based model to address this issue, which named BRCAN. The model combines the bidirectional long short-term memory and the convolutional neural network with the attention mechanism and word2vec to achieve the fine-grained text classification task. In our model, we apply word2vec to generate word vectors automatically and a bidirectional recurrent structure to capture contextual information and long-term dependence of sentences. We also employ a maximum pool layer of convolutional neural network that judges which words play an essential role in text classification, and use the attention mechanism to give them higher weights to capture the key components in texts. We conduct experiments on four datasets, including Yahoo! Answers, Sogou News of the topic classification, Yelp Reviews, and Douban Movies Top250 short reviews of the sentiment analysis. And the experimental results show that the BRCAN outperforms the state-of-the-art models.
I. INTRODUCTION
Text classification is an essential component in many natural language processing applications, such as topic classification [1] and sentiment analysis [2] , [3] . With the rapid development of news media and social networks, a large number of news reports or user-generated texts appears on the Internet. The topic classification of news reports makes it easy to recommend relevant content according to the user's interest and improve users' reading experiences. The texts of online reviews are usually subjective and semantically oriented. Correctly distinguishing the semantics of these texts has important research value for understanding users' intentions and opinions. The goal of text classification is to assign single or multiple predefined labels to a sequence of text.
Traditional approaches of text classification generally consist
The associate editor coordinating the review of this manuscript and approving it for publication was Ugur Guvenc. of a feature extraction stage and a classification stage, such as the bag-of-words (BOW), unigrams, bigrams, the Term Frequency-Inverse Document Frequency (TF-IDF), Support Vector Machine (SVM) and Naive Bayesian(NB) probability model, which focus on the design of hand-crafted features [4] , [5] . Nevertheless, they often ignore the contextual information or word order in texts, and have the problem of data sparsity, which affects the classification accuracy. More recently, deep learning approaches have been shown to outperform traditional approaches, such as Convolutional Neural Network [6] (CNN) and Recurrent Neural Network (RNN) based on long short-term memory [7] (LSTM). They can effectively extract relevant features without requiring complex artificial feature engineering.
The CNN and the RNN have shown different capabilities in representing a piece of text. RNN is particularly good at modeling sequential data, and capable of building effective text representation by learning temporal features and long-term VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ dependencies in sentences, and successfully used in NLP tasks [8] . CNN has been proved to be able to learn local features from words or phrases [6] , it uses windows to acquire the most prominent features in sentences, and attempts to extract effective text representation by identifying the most influential n-grams of different semantic aspects. It usually trains faster than RNN, but its ability to capturing features over long distances is poorer. To exploit the full advantages of CNN and RNN, some existing methods combine them together for text classification [9] , [10] . However, these methods give each word the same status in the sentence, and it is difficult to distinguish the keywords which play a greater role in the classification task against the common words. Recently, neural networks based on the attention mechanism can assign different weights to words in sentences according to their importance to the classification, which can alleviate the above problems. HAN [11] , Att-BLSTM [12] and HCAN [13] can achieve state-of-the-art performance for relation classification and multiple sentences classification. However, these attention mechanisms are assigned to individual CNN or RNN, and the role of context is not prominent.
To address the limitation of the above models, we propose a Hybrid Bidirectional Recurrent Convolutional Neural Network Attention-Based Model (BRCAN) for text classification. Firstly, word2vec is used to segment words and generate word vectors. A bidirectional long short-term memory (Bi-LSTM) captures the contextual information to the greatest extent possible when learning word representations, and reserves a larger range of the word order when learning representations of texts. Second, a maximum pooling layer of CNN is employed to judge which word play the key role in text classification through contextual information. Using the attention mechanism to give words higher weights to capture the key components in texts. Finally, the logical regression classification layer realizes the fine-grained text classification.
The contributions of this paper can be summarized as follows:
1) This paper proposes a hybrid framework, which utilizes Bi-LSTM to capture the contextual information and long-term dependence of sentences, picks the useful local features from the sequences generated by the Bi-LSTM according to the convolution and maximum pooling operations, and assigns different weights according to its importance by the attention mechanism to realize text classification effectively. 2) We validate BRCAN on four text classification tasks, including topic classification and sentiment analysis. Compared with the state-of-the-art models, BRCAN achieves excellent performance on these tasks. Specifically, it achieves the highest accuracy on fine-grained sentiment analysis datasets. 3) In order to achieve the best classification performance of BRCAN, we propose to use the bilinear attention function that realizes the interaction between vectors in the attention mechanism, and capture the local semantic features of n-grams with different granularity by using multiple convolution filters. A large number of experiments have been conducted to verify the effect of BRCAN on text classification, analyze the performance of BRCAN on different datasets, the influence of attention mechanism on the model, and conduct a sensitivity analysis of convolutional layer, filter, and maximum pooling size.
II. RELATED RESEARCH
In recent years, neural network models based on deep learning have achieved great improvement on topic classification and sentiment analysis. We group them into the following categories for a brief review.
A. CONVOLUTION NEURAL NETWORKS
CNN is able to extract local and deep features from natural language and has achieved good results in sentence classification. In 2014, Kim proposed the first convolutional neural network for text classification which has a simple and powerful architecture [6] . [18] . In 2017, Johnson R proposed to use the deepening of word-level CNN to improve classification performance [38] . After that, in 2018, Le et al. found that the long-term correlation in sentences can be captured and the performance of character-level CNN can be improved by increasing the depth of CNN [19] , [9] .
B. RECURRENT NEURAL NETWORKS
RNN is able to learn long-term dependencies in sequential data and is successfully applied to speech recognition and machine translation. Recent research has found that it is also applied to the text classification tasks [20] , [7] . Yogatama D et al. proposed an LSTM-based generative classification model on Sogou News, Yahoo! Answers and Yelp Reviews. The experimental results showed that the model has strong robustness [21] . In 2018, Wang B et al. proposed to use the disconnected recurrent neural networks for Yahoo! Answers and Yelp Reviews, which captured key phrases and long-term dependencies [22] . RNN may explode or disappear in gradient. Hochreiter S et al. first proposed the LSTM model to solve this problem by learning long-term dependencies [7] . In 2015, Huang Z et al. proposed various sequential marker network models based on LSTM, which were less dependent and robust to word embedding [23] . The results showed that using the gated recurrent neural network in this model was significantly better than the standard CNN [26] .
D. ATTENTION-BASED MODELS
The attention mechanism has become an effective strategy for dynamic learning the contribution of different features to specific tasks, which improves the performance of text classification [23] . Wang Y et al. designed an attention mechanism that captured key parts of sentences to respond to text classification [27] . Yang Z applied two levels of attention mechanism at the word and sentence, and the accuracy of Yahoo! Answers and Yelp Reviews reached 75.8% and 71.0%, respectively [11] . In 2018, Gao S et al. proposed a hierarchical convolutional attention neural network for text classification, which was more accurate than the most advanced classification models, and the training speed was twice as fast as the current [13] .
Although these deep learning methods are effective on Sogou News, Yahoo! Answers, and Yelp Reviews, finegrained text classification is still very challenging. Therefore, the text has designed a stronger neural network model. One basic motivation for using the recurrent layer is that it can effectively capture long-term dependencies between sentences in a text even if there is only a single layer. Further use of the bidirectional recurrent layer can alleviate the imbalance of information when capturing longer sentences. The recurrent layer has the advantage of better capturing context information and is conducive to capturing the semantics of long text. However, the recurrent layer is computed based on the whole input sequence. With the linear growth of the length of the input sequence, the time complexity is higher. This is in contrast to the convolutional layer for which computations can be efficiently done in parallel. The convolutional layer can learn to extract local features in sentences. By stacking multiple convolutional layers and using filters of different sizes, it can effectively higher-level local features from the input sequences. The maximum pooling layer can fairly determine discriminative phrases in texts. However, neither the recurrent layer nor the convolutional layer can give higher weight to those words that play a decisive role in text classification. Each word has different importance for text classification, especially for fine-grained text classification, individual keywords directly determine the classification results. Based on this motivation, we consider using the attention mechanism network that captures more valuable information in the text for classification. Considering the above motivation, we propose a hybrid bidirectional recurrent convolutional neural network attention-based model. In order to evaluate the performance of the model, we verify it on the four datasets. The results show that the proposed model achieves the optimal classification effect with smaller size and fewer parameters.
III. PROPOSED METHOD
This section describes the network architecture in our model, including word embedding and hybrid neural networks. The classified document consists of a list of sentences, and each sentence consists of a list of words. First, the words in sentences are entered into the input layer. In the embedding layer, word2vec model is used to learn the representations of word vectors. Second, input the represented vector into the Bi-LSTM layer to learn the long-term dependence between the sentences in the text. Third, the intermediate sentence feature representations generated by Bi-LSTM are input into CNN layer to capture the local features of sentences, a maximum pooling layer of CNN is employed to judge which words play the key role in text classification through contextual information. Forth, use the attention layer to give them higher weights to capture the key components in texts. Finally, the logical regression classifier of the output layer realizes the fine-grained text classification. The overall structure of the model is shown in Fig. 1 and the flowchart of the whole algorithm is shown in Fig.2 . The components and structure of the model are described in detail in the following sections.
A. EMBEDDING LAYER
Word embedding usually needs to transform words into vectors with the low-dimensional distribution. In fact, it maps words from vocabulary to a corresponding vector of real values to capture the morphological, syntactic and semantic information of words. The bag of words model is also lowdimensional, but there is a lack of context between words. To better represent the text content, we use the skip-gram model [28] in word2vec [29] to train data and learn the context between words. In the model, T = {w 1 , w 2 ,. . . , w n } is used to represent the given document and n words, each word w i is converted into a real-valued vector x i . We first transform a word w i into its one-hot encoding vector v i , and then the embedding matrix W is used to transform v i into its word embedding x i . The calculation formula is as follows:
W∈R d×|V | , where |V | is a fixed-sized vocabulary and d is the dimension of the word embedding vector. In this way, the document can be represented as real-valued vectors x = {x 1 , x 2 , . . . , x n } and fed into the bidirectional recurrent neural network layer.
B. BIDIRECTIONAL RECURRENT LAYER
RNN is a kind of neural network that uses sequence information and maintains its characteristics through the middle layer. It can process any length of the sequence by using the mechanism of back propagation and memory. The variable length sentence vectors are mapped to fixed length sentence vectors, by truncating or filling the sequence. RNN introduces a time(state)-based convolution mechanism, which allows RNN to be regarded as multiple convolutions of the same network at different time steps. Each neuron transmits the currently updated results to the neurons at the next time step. So, the RNN layer is used to extract the temporal features and long-term dependencies from the text sequences. As shown in Fig. 3 , the RNN is expanded into a complete network. In Fig. 3 , the word embedding vectors {x 1 , x 2 , . . . , x n } are put into the recurrent layer step by step. The word vector x t and h t−1 which presents the hidden state of the previous step are the input sequence of time t. The hidden state of time t, h t is the output. U , W , and V are the weight matrices. The RNN is developed according to the input. The longer the input is, the deeper the expansion is. Deep network training often suffers from the problem of gradient disappearing or explosion. So we use LSTM to prevent the gradual disappearing gradient by controlling the information flow. The longterm dependence can also be more easily captured [30] , [31] . LSTM has a complex structure in the recurrent layer, which uses four different layers to control information interaction. LSTM designs a 'gate' storage unit structure to remove or increase information.
First, the 'forget gate' determines which information should be discarded from the cell.
Then enter the 'input gate' to determine which information to be updated, and create a new candidate value vector G t through the tanh layer.
While, the old cell state S t−1 is multiplied by f t , useless information is discarded, and the product of i t and G t is added. The new candidate value is calculated to update the old cell state.
Finally, the final output value is determined by the cell state S t . First, the sigmoid gate is used to determine which part of the cell state to be output, and then the cell state is processed through the tanh gate and multiplied by the output of the sigmoid gate. Finally, only the part to be output is determined.
W represents the weight matrix, b represents the bias, f t , i t , O t represent the weight values of the forget, input, and output of the LSTM, σ and tanh represent the sigmoid function and the hyperbolic tangent function, G t and h t represent the memory representation and the hidden layer state representation of LSTM at time t. The network structure of LSTM is shown in Fig. 4 . In different time steps of the recurrent layer, the amount of information obtained by the hidden state is unbalanced. The earlier hidden state obtains the less vector calculation, whereas the later hidden state obtains more vector calculation. The proposed model in this paper can be further extended to alleviate the problem of information imbalance by using the bidirectional recurrent layer. The bidirectional recurrent layer consists of two opposite recurrent layers which return two hidden state sequences from the forward and the backward directions:
In this way, the document can be represented as h = {h 1 , h 2 , . . . , h n }.
C. CONVOLUTIONAL LAYER
Since Bi-LSTM has access to the future context as well as the past context, h is related to all the other words in the text. The CNN layer extracts the most influential n-grams of different semantic aspects from the text. In the next step, the matrix composed of feature vectors will be processed effectively. The convolution and the max pooling operation in the convolutional layer will be utilized to capture more meaningful information.
A matrix h = {h 1 , h 2 , . . . , h n }, h ∈R n * d , is obtained from Bi-LSTM Layer, where d is the size of word embeddings. Then the convolutional layer extracts local features over h, and it consists of two stages. A convolution operation involves a set of k filters at the first stage. Each filter F ∈ R l×d , which is applied to a window of l words to produce a new feature c i from a window of vectors h i:i+l−1 as follows:
where b is the bias, and f is the nonlinear activation function tanh. The filter is applied to each possible window of the matrix h to produce a feature map c
With k filters, the first stage produces k feature maps. The pooling layer converts the text with various lengths into a fixed-length vector. With the pooling layer, we can capture the information throughout the entire text. For text classification tasks, only a few words and their combinations are useful for capturing the meaning of the document, and the maximum pooling layer enables the most uses latent semantic factors to be found in the document. So in the second stage, max pooling operation is applied to each feature map to extract the maximum value m = max{c}. After extracting k features from feature map, the pooling results are combined m = {m 1 , m 2 . . . m k } as the output of the CNN layer.
D. ATTENTION LAYER
Considering that not all words have the same effect on the representation of sentence meaning, and the contribution of each word to the text classification is different. The optimal feature dimension is obtained by adding attention mechanism and using weighted linear combination of vectors. The attention mechanism is used to train these weights so that more important features can get higher weights. Based on the attention mechanism, we extend our model with the attention layer. After the maximum pooling layer, we use the attention layer to combine the local feature representations generated by the convolution layer with the intermediate sentence feature representation generated by the recurrent layer to calculate the attention weights [32] . BRCAN first takes the last hidden layer state in the recurrent layer h s as a discriminant reference and combines the current hidden layer state h t to get u t as the VOLUME 7, 2019 hidden representation of h t .
Then calculate the attention weight distribution u t , use the output of the CNN layer m as the context vector of the attention model, locate the informative word from u t , and use a softmax function to get a normalized importance weight a t .
After the attention weights are obtained, we compute the text vector s as weighted arithmetic mean based on the weights a = {a 1 , a 2 , . . . , a n }, the final sentence representation is given by:
Hidden representation function used in this paper is a bilinear attention function, which is different from the function used in the previous studies on attention mechanism. This function uses fewer parameters to obtain the interaction between hidden layer states. Hidden representation function studies previously to divide the hidden layer state vectors. The function is multiplied by different regions of the weight matrix. The activation function performs nonlinear transformation according to the elements, and the last point multiplication operation is scaled by the elements. There is no interaction between the two-state vectors.
The context vectors in traditional attention mechanisms are the same to all the samples, each sample has a unique context vector in BRCAN, which provides more flexibility and potential to achieve better performance. The context vector contains useful information which can guide the attention model to locate informative words from the input sequences, and thus plays an important role in the attention mechanism. However, previous works either ignore the context vector or initialize randomly, which weakens the role of the context significantly [33] . According to the context vector generated by the final convolution layer, BRCAN picks useful local features from the intermediate sentence representation generated by the recurrent layer, and uses the attention layer to assign different weights to these local features, and thus reserves the merits of three models. The output of the attention layer is taken as the input of the output layer.
E. CLASSIFICATION LAYER
The classification layer is a logistic regression classifier. Given the fixed dimension input from the lower layer, the classification layer calculates the prediction probability of all categories by the softmax function [34] .
where w is the weight, b is the bias, and k is the number of target classes. A reasonable training objective to be minimized is the categorical cross-entropy loss. The loss is calculated as a regularized sum:
where y i is the ground truth label, y i is the estimated probability for each class by softmax, k is the number of target classes, and λ is an L2 regularization hyper-parameter.
IV. EXPERIMENTS A. DATASETS
The text uses four large-scale text classification datasets to evaluate the performance of the model. These datasets are divided into two types of text classification tasks, sentiment analysis and topic classification. The sentiment classification dataset includes Yelp Reviews full and Yelp Reviews polarity, Douban movie top250 short reviews full and Douban movie top250 short reviews polarity, and the topic classification dataset includes Yahoo! Answers and Sogou News.
1) Yelp REVIEWS FULL
The Yelp reviews dataset is obtained from the Yelp Dataset Challenge in 2015. Five classes represent the number of starts that users have given. The full dataset has 130000 training samples and 10000 testing samples in each star. Since the original dataset does not provide verification samples, we randomly select 10% of the training samples for verification.
2) Yelp REVIEWS POLARITY
The Yelp reviews dataset is obtained from the Yelp Dataset Challenge in 2015. The original data is transformed into a polarity problem. Rating of 1 and 2 stars are represented as Bad, 4 and 5 as Good. The polarity dataset has 280,000 training samples and 19,000 test samples in each polarity. Since the original dataset does not provide verification samples, we randomly select 10% of the training samples for verification.
3) Douban MOVIE TOP250 SHORT REVIEWS FULL
It is a self-defined dataset which is collected, cleaned and labeled according to its URL. It is divided into five grades: highly recommended, recommended, okay, poor and very poor. It manually sets the highly recommended as rating 5, recommended as rating 4, okay as rating 3, poor as rating 2, very poor as rating 1. Each rating obtains 100 pieces of data. There are total 125,000 pieces of data, of which 100,000 pieces of data are used as training set labeling instances. 12,500 pieces of data are used as test set labeling instances, and 10,000 pieces of data are used as a verification set labeling instances. 
4) Douban MOVIE TOP250 SHORT REVIEWS POLARITY
Douban movie top250 short reviews are transformed into a polarity problem. Rating of 1 and 2 stars are represented as poor, 4 and 5 as recommended. Each rating obtains 100 pieces of data. There are total 100,000 pieces of data, of which 80,000 pieces of data are used as training set labeling instances, 10,000 pieces of data are used as test set labeling instances, and 8,000 pieces of data are used as a verification set labeling instances.
5) Yahoo! ANSWERS
The dataset consists of 10 categories including society and culture, science and mathematics, health, education and reference, computer and internet, sports, business and finance, entertainment and music, family and relationships, and politics and government. Documents used in this article include the title of the question, the background of the question and the best answer. There are 140,000 training samples and 5,000 test samples. Since the original dataset does not provide verification samples, we randomly select 10% of the training samples for verification.
6) Sogou NEWS
Sogou News, which uses the Sogou CA and Sogou CS joint news datasets. It contains news articles from various thematic channels, totaling 2,905,551. We label each news by using its URL, manually classifying their domain names, and labeling their categories. The subset selected in this paper contains 10 categories: IT, Finance, Health, Education, Military, Tourism, Automotive, Sports, Culture, and Recruitment. Each category contains 6,500 pieces of data, each category contains 5000 pieces of data in the training set, 500 pieces of data in the verification set, and 1000 pieces of data the test set. Although the Douban movie top250 short reviews and Sogou News are datasets in Chinese, we use pypinyin package combined with jieba Chinese segmentation system to produce Pinyin-a phonetic Romanization of Chinese, so that the proposed network model can train the two datasets [15] .
The classification of the dataset used in this paper, the number of categories, the division of the training set, test set, and verification set are shown in Table 1 .
B. EXPERIMENTAL SETUP
We use two different types of datasets, the topic classification dataset and the sentiment analysis dataset, to illustrate the applicability of our proposed model. Each sentiment analysis dataset includes full and polarity. In order to highlight the model we proposed is more effective for fine-grained sentiment analysis, and then we introduce polarity for comparison. We standardize each dataset. First, we convert the Chinese dataset to Pinyin, lowercase all characters in the text and delete symbols other than commas, periods, exclamation marks, and question marks (especially web emoticons). Since there are no official validation sets in these datasets, we randomly select 10% of the training samples as validation sets for each dataset. The evaluation metric of these datasets is accuracy, which is compared with the state-of-the-art work.
The embedding layer realizes the distributed representation of words, and each word is represented as a low-dimensional, continuous real-value vector. In order to highlight the advantages of the network structure we designed, we controlled the word embedding factor when compared with other network models. All the deep learning models used in the experiment used word2vec to train the word vector. In our experiment, we obtain the skip-gram algorithm in word2vec network model to get the pre-trained word vector, and update it during the training process. We set the word embedding dimension to 300.
When constructing the neural network for feature extraction, we invest extra time to debug the parameters considering that different combinations of parameters may achieve different results. The hyper parameters of the model are tuned when training the validation sets. We save the model parameters with the highest validation accuracy and use those parameters to evaluate on the test set.
In terms of the RNN layer, we use Bi-LSTM to effectively alleviate the problem of information imbalance and set the dimension of LSMT to 100 and thus the Bi-LSTM layer provides the intermediate sentence representation vector h t with 200 dimensions. In terms of the CNN layer, by using stacked 3 convolutional layers and 3, 4, 5 filters with 256 feature maps each, higher-level local features can be effectively extracted from the sequence. The details are further introduced in Section V.
Dropout effectively regulates the deep neural networks [28] , because it takes less time to prevent overfitting. Dropout weakens the joint adaptability of neuron nodes and enhances the generalization ability. We set the dropout as 0.3 and apply it after the CNN layer as well as after the Bi-LSTM layers. We set the mini-batch size as 256 and the learning rate of Adam [35] as 0.001. Other parameters in our model are initialized randomly.
C. BASELINE METHODS
We compare our method BRCAN with several baseline methods which are widely used text classification tasks. VOLUME 7, 2019
1) FEATURE-BASED METHODS
We compare BRCAN with several powerful baseline models for text classification. These baselines mainly use machine learning methods with unigram and bigrams as features and SVM as classifiers [36] . This paper chooses the linear method of traditional methods, uses statistical data as features and uses the linear classifier of logistic regression to realize text classification, including Bag-of-words, Bag-of-words and its TFIDF(termfrequency inverse-document-frequency) [15] and Naive Bayes methods [21] . We compare whether the proposed model is better than the classifiers of strict feature engineering.
2) SINGLE-LAYER NEURAL NETWORKS
We choose convolutional neural networks for comparison, including word-based CNN [6] model and character-based CNN model. Word-based CNN model uses one convolutional layer for the word representation of the documents, while character-based CNN model uses six convolutional layers [15] and 29 convolutional layers [16] for the character representation of the documents.
We choose recurrent neural networks for comparison, including RNN, LSTM [15] and disc-LSTM [21] . Each hidden state of the recurrent neural network is calculated based on the whole input sequence. It treats the whole document as a single sequence and the average of the hidden states of all words are used as features for classification.
3) HYBIRD NEURAL NETWORKS
We choose some hybrid network models based on CNN and RNN, extract the local features of sentences through CNN, and capture the long-term dependence between words in sentences through RNN. These hybrid network models including CNN-RNN [9] , CNN-LSTM [10] and RNN-CNN [37] .
4) NEURAL NETWORKS BASED ON ATTENTION MECHANISM
We choose some network models based on attention mechanism, including Att-CNN [13] , Att-RNN [11] , Att-BLSTM [12] and Att-CRAN [33] . Att-BLSTM is similar to our BRCAN model without the CNN layer. Att-CRAN is similar to our BRCAN model, but the overall network structure is different.
V. RESULT AND DISCUSSION
A. OVERALL PERFORMANCE Table 2 and Table 3 present the comparison of the accuracies of BRCAN model and other state-of-the-art models on four classification tasks. The BRCAN model achieves excellent performance on all tasks. The accuracies in Yahoo! Answers, Sogou News, Yelp Reviews full, Yelp Reviews polarity, Douban movie top250 short reviews full and Douban movie top250 short reviews polarity achieve 77.75%, 97.86%, 73.46%, 96.81%,75.05%, and 96.32%. Especially, the accuracies of Yelp reviews full and Douban movie top250 short reviews full for fine-grained sentiment analysis improved 2.46% and 5.22% compared with the best model. 
B. COMPARISON WITH THE SIMILAR MODELS 1) COMPARISON BRCAN WITH THE TRADITIONAL MACHINE LEARNING METHODS
The BRCAN and the traditional machine learning method were compared on the above six datasets, and the experimental results are shown in Fig. 5 . The deep learning method is superior to the traditional machine learning method in all datasets. It proves that the neural network can effectively compose the semantic representation of texts. Compared with traditional methods based on hand-crafted feature extraction, neural networks can capture more contextual information of features, and may suffer less from the data sparsity problem.
2) COMPARISON BRCAN WITH CNN AND RNN
The BRCAN and CNN, RNN and their variants were compared on the above six datasets, and the experimental results are shown in Fig. 6 . BRCAN performs much better than the standalone CNN and RNN. CNN uses a fixed window to capture contextual information through the convolutional layer, and selects more discriminative features through the max-pooling layer. So, the performance of CNN is influenced by the window size. A small window may result in a loss of some long-distance patterns, whereas large windows will lead to data sparsity [37] . For text classification tasks, we need to preserve more detailed and complete information from the input text, and the convolution-only model probably loses detailed local features, so the performance is not as good as BRCAN. Even though VD-CNN increases its number of layers to 29, which can make up for the shortcoming that CNN is difficult to capture long-term dependence. However, this network structure is too complex and involves many parameters, and its performance is still inferior to BRCAN.
RNN can capture long-term dependencies in sentences and get more complete sentence representations. However, RNN pays attention to the time series in sentences, and treats each word in sentences fairly, so it can not extract words that contribute greatly to the text classification. BRCAN not only represents sentences completely, but also recognizes the words with large contributions, so its performance is better than RNN.
In particular, CNN-RNN, CNN-LSTM, RNN-CNN are rather coarse combination manners for unifying CNN and RNN. Although it can improve performance compared with CNN or RNN, the performance of BRCAN is better than them.
BRCAN is similar to the RCNN model, but it adds one more attention layer than RCNN, which is used to add weight to the context information captured by the CNN layer and obtain words that contribute more to text classification. The experimental results show that BRCAN has better classification performance than RCNN.
3) COMPARISON BRCAN WITH THE ATTENTION-BASED METHODS
The BRCAN and the attention-based methods were compared on the above six datasets, and the experimental results are shown in Fig. 7 . Adding the attention mechanism to the neural network can significantly improve the accuracy of text classification. Attention mechanism applies on RNN to form a strong classification model, which performs better than most of the existing methods. However, because the context of Att-RNN is ignored, and the CNN layer can provide useful information for BRCAN to pick the important words from the sequences generated by the RNN layer, BRCAN model can perform better than Att-RNN.
BRCAN is also similar to the CRAN model, but the network architecture is different. CRAN takes CNN and RNN as the input of attention layer in parallel, while BRCAN generates intermediate sentence representation by RNN, the CNN layer picks context information based on intermediate sentence representation and inputs it into the attention layer.
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The experimental results show that BRCAN has better classification performance than CRAN.
C. THE EFFECT OF BRCAN ON DIFFERENT TYPES OF DATASETS
The experimental results show that the model can train different datasets, and the accuracy of the model is improved compared with the previous best models. The model is effective for fine-grained text classification tasks.
The experiments found that the accuracy of text classification models based on machine learning and deep learning is not significantly different in Sogou News and Yahoo! Answers. The main reason is that the two datasets belong to the topic classification, the differences between the topics are large and the features in the different categories of the topic documents are more obvious and easier to distinguish. However, our proposed BRCAN can still improve the accuracy of the classification and achieve better performance than optimal machine learning and deep learning methods.
Yelp Reviews and Douban movie top250 short reviews belong to sentiment analysis. The comments in these two datasets tend to be more subjective. The emotional polarity of the sentence may be more obvious. But for the same positive five-star and four-star comments, the boundary is not very obvious. The similarity of sentiment words is higher, and the same is true for one star and two stars in negative comments, so it is not easy to distinguish. The languages of sentiment analysis datasets tend to be colloquial, and there may be ambiguous semantics. It is difficult to extract effective features and sentence expressions in classification. These reasons lead to the accuracy of fine-grained sentiment analysis in machine learning and deep learning methods is not high, but the effect of polarity is good. Finally, the experimental results show that the method of deep learning is superior to the traditional machine learning for sentiment analysis, because the methods based on deep learning can learn different features in sentences, capture more complex semantic relations [38] and achieve better classification effect. The BRCAN achieves the highest accuracy for sentiment analysis datasets in deep learning methods.
D. EFFECT OF CONVOLUTIONAL LAYERS NUMBER
The convolutional layer captures contextual information and picks useful local features from the intermediate sentence representation generated by the RNN layer. The intuitive impression is that the more convolutional layers, the better the performance of the model, such as the 29-layer CNN [16] . However, this is not the case in hybrid models. The accuracy of the model does not always increase with the number of convolutional layers. The performance peaks at two or three convolutional layers and decreases if we add more to the model. As more convolutional layers produce longer characters n-gram, this indicates that there is an optimal level of local features to be fed into the attention layer. In BRCAN, we choose three convolutional layers to achieve the best performance. 
E. EFFECT OF CONVOLUTIONAL FILTER AND MAX POOLING SIZE
In the process of modeling, it is found that the size of convolutional filters and max pooling will affect the performance of the model while they are either too small or too large. In order to get better performance, we select the most suitable convolutional filters and max pooling size for BRCAN. We conduct experiments on Yelp reviews full dataset with BRCAN and set the number of feature maps to 256. The effect of different convolutional filters and max pooling size on the accuracy of BRCAN as shown in Fig. 8 . For the horizontal axis, c means convolutional filter size, and the five different color bar charts on each c represent different max pooling size from 2 to 6. The experimental results show that if a larger filter is used, the convolution can detector more features, and the performance may be improved, too. However, the networks will take up more storage space, and consume more time. Considering comprehensively, we set the size of convolutional filters to be 3, 4, 5 and the max pooling size to be 5.
F. EFFECT OF SENTENCE LENGTH
The different lengths of sentences can also affect the performance of the model. We randomly select 100 sentences from Douban movie top250 short reviews full for training, and the experimental results are shown in Fig. 9 . In the figure, the x-axis represents sentence lengths and the y-axis is accuracy. The sentences collected are no longer than 45 words, and the value of each data point is a mean score over 5 runs. The results show that the performance of BRCAN is better than LSTM, RCNN and CRAN, which can encode semanticallyuseful structural information. At the same time, it shows that these models can handle short or moderately long sentences well. If the sentences are too long, the accuracy of the models will decline.
G. EFFECT OF ATTENTION MECHANISM
To further show the effectiveness of our model in selecting informative words in a document, the classification effect of BRCAN is compared with two similar models Att-LSTM and RCNN. Fig. 10 and Fig. 11 are visualized effect maps. We pick two typical examples from the Sogou News and Douban Movies Top250 short reviews, respectively. We group the words into three categories according to their importance for classification. The deeper the color, the greater the weight. Fig. 10 shows a document picked from the Sogou News. Att-LSTM predicts the document type is ''tourism'', BRCAN predicts the document type is ''culture'', and the real label of the document is ''culture''. The reason that BRCAN can predict the correct label is that it chooses the word ''civilization'' with strong information highly related to ''culture'', while Att-LSTM only focuses on the choice of superficial words such as ''Tourism Exhibition'' and ''Tourism'' which are more related to ''Tourism'' and mislead the judgment. Fig. 11 shows a comment picked from Douban Movies Top250 short reviews. RCNN predicts a positive comment of 4 stars and BRCAN predicts a negative comment of 2 stars. The comment is actually a negative comment of 1 star. Although neither RCNN nor BRCAN predicts correctly, BRCAN is closer to the correct label. ''not impress '' obtains a rather high weight in BRCAN, while ''beautiful'', ''good'' and '' not impress '' are equal in RCNN. So RCNN leads to the wrong prediction.
From the above examples, we can see the importance of adding an attention mechanism. Each word contributes to text classification differently, so it is necessary to give them different weights. CNN can choose meaningful contextual information, help the attention mechanism to focus on the correct information vocabulary, and help the model make the right decisions.
During the experiment, we can find that there are many factors that affect the performance of the model, including the size of the dataset, the setting of the parameters, the architecture of the network, and the selection of different optimization methods, etc. Therefore, there is no specific model suitable for all types of datasets.
VI. CONCLUSION
In this paper, we propose a hybrid bidirectional recurrent convolutional neural network attention-based model (BRCAN), which combines the Bi-LSTM and CNN effectively with the help of the word2vec model and attention mechanism for fine-grained text classification. As we all know, the proposed model has many advantages: it captures the contextual information and the semantics of long text by Bi-LSTM to alleviate the problem of information imbalance and save the time-step information; it picks higher-level local features useful for classification from the intermediate sentence representation generated by Bi-LSTM according to the context generated by CNN; and fewer parameters are used to obtain the interaction between hidden layer states by applying a bilinear attention function in the attention layer and assign different weights to features according to their importance to text classification. Thus our model reserve the merits of three models in representing a piece of text. We validate the proposed model on multi-topic classification and fine-grained sentiment analysis tasks, and compare it with state-of-the-art classification models based on traditional machine learning and deep learning methods. The experiments results demonstrate that BRCAN not only outperforms traditional machine learning models, but also works better than CNN, RNN or directly combines CNN and RNN. BRCAN achieves state-of-the-art performance on most of the datasets, especially on the sentiment analysis dataset. In addition, the model proposed in this paper is not only limited to text classification tasks but also can be applied to other applications [39] , which is of great significance for future research. By adding different categories of sentiment dictionaries, we can effectively obtain sentiment words in sentences for fine-grained sentiment analysis. Trying to change the way of word vector generation or gradually using the attention mechanism in the network structure will also be a worthy exploration direction in the future. 
