A new guidance and control system for a spaceplane is presented. The dynamics of the spaceplane has strong nonlinearity, due to which it is difficult to determine the optimal trajectory analytically and to design a stable trajectory tracking system. Therefore, in this study, we attempt to design a guidance and control system using a state-space exact linearization method without any approximation. Then, a minimum acceleration guidance law is derived analytically by solving a two-point boundary-value problem. Lastly, a trajectory control system is designed to track the vehicle with respect to the reference trajectory generated by the guidance system. The numerical simulation results confirm the validity of the linearized model, the optimality of the guidance system and the good tracking property of the developed system.
Introduction
This paper presents a new guidance and control system for a spaceplane. In general, a spaceplane is subject to markedly accelerated and decelerated motion in a short time, causing it to fly a course deviating greatly from the equilibrium state. Therefore, the dynamics of the spaceplane possess strong nonlinearity, making it difficult to systematically design an effective guidance and control system based on a linear model approximated by Taylor series expansion.
To solve such nonlinear control problems, an exact linearization approach (dynamic inversion method) has been described for the design of the guidance and control system for re-entry vehicles [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] and aircraft. [11] [12] [13] In particular, an exactly linearized system was established 1, 2) without approximation by transforming the states of the system from the radial distance from Earth's center, the velocity and the flight-path angle into new states of drag acceleration, its rate and velocity. Then, a guidance and control system was designed based on the obtained linearized system. Subsequently, this plant expression has been used in some studies. [3] [4] [5] [6] However, since the velocity becomes an unobservable state in this expression, only the drag acceleration and rate become controllable states. In 1998, Bharadwaj et al. derived an exact linearized model without unobservable modes using a plant expression where energy is used as an independent variable, instead of time. 7) However, their method assumes a decrease in the energy of the vehicle, a shallow glide angle, and a small heading angle. Moreover, studies using the exact linearization method, [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] treated the problem not an ascent-flight problem but as a return-flight problem for a reusable launch vehicle.
Wang and Stengel applied the exact linearization method to trajectory control of a hypersonic aircraft with thrust. However, they treated only a step response for a restricted flight at an altitude of approximately 30 km and a velocity of approximately 4 km/s and the obtained plant expression had unobservable states. 14) In addition, for a tracking control system for the reference trajectory, since the vehicle flies in a high-speed and highaltitude flight region, the actual trajectory tends to deviate largely from the reference trajectory due to slight disturbances. Therefore, it is best that the reference trajectory is updated iteratively in real time from the new deviated point in response to changes in the vehicle state.
For generation of the reference profile, return-flight problems were treated in Refs. 6, 15, and 16, and ascent-flight problems were treated in Refs. 17-20. In particular, for the ascent-flight problem, Ref. 17 is cited as a study considering the efficiency of real-time calculation. However, in this method, the computation load is reduced just by simplifying an algorithm in the mathematical programming. Therefore, to solve the above-mentioned problems, we attempted to derive an exact linear model of the ascent motion for a spaceplane with two input variables of angle of attack and thrust, using the exact linearization method. To accomplish the ascent mission accurately, the transformed states in the linearized system are formulated so that the spaceplane's position and its time rate are controlled directly. Moreover, since there is no unobservable space in the obtained linearized system, the four poles of the original system can be controlled arbitrarily.
Next, based on the obtained linearized model, a minimum acceleration guidance law was derived analytically by solving a two-point boundary-value problem. Since the guidance law is obtained as feedback control, it is applicable to updating the reference trajectory from the current point in real time using the current state. 21) In addition, only the local stability is guaranteed near the reference trajectory in the conventional tracking control system using linear approximation. However, using the present method, global stability is guaranteed and the desired response is achieved by selecting appropriate parameters in the tracking control system. Last, numerical simulation verified the validity of the proposed linearized model, the optimality of the obtained guidance law, and the trackability to the reference trajectory.
Dynamics of Spaceplane in Ascent Phase
The dynamics of the spaceplane is described using polar coordinates with the origin at the Earth's center. Figure 1 shows the relationship between the motion of the spaceplane and coordinates. The dynamics of the spaceplane is given by the following two-input nonlinear system. 
Here, the state variables x consist of longitude , the radial distance from the Earth's center r, the Earth-relative speed V, and the flight-path angle . The control input u is composed of the angle of attack , the lift coefficient C L , and the thrust coefficient C T . The dynamic pressure Q in gðxÞ is calculated with &V 2 =2 in the later simulation. In Eq. (1a), the first term on the right-hand side becomes a nonlinear term with respect to the state variables, while the second term becomes a linear term with respect to the input u. Here, the lift and drag coefficients, C L and C D are treated as functions of Mach number and angle of attack. 20) 
Exact Linearization Theorem
In the exact linearization method, nonlinear mapping transforms an original system into a system that feedback linearization can be applied to. Since state-space linearization does not involve any approximation, the obtained linearized system is guaranteed to be equivalent to the original system and does not depend on the reference state. 3.1. State-space linearization for multi-input system To achieve exact linearization, the following four conditions must be satisfied in a neighborhood, W, of a point in x space by the four-dimensional state equation (1a) with two inputs. [22] [23] [24] [
The elements of a set of vectors, S, are linearly independent of each other.
[3]
The three sets (matrices) in the above conditions are defined as
where the operator ad j f g i ðxÞ is the Lie product (bracket) defined as the following operations in the Lie algebra.
Under condition [1] , the non-negative integers k 1 and k 2 correspond to the controllability indices in linear control theory, and indicate how many state variables are controlled by each input in the linearized system. Henceforth, in this paper, the controllability indices are treated as
If other values are selected, the above conditions are not satisfied and an exact linearized model is not obtained.
The matrix S under condition [2] represents the controllability of the system and corresponds to the controllability matrix in a linear control theory. The elements become S ¼ fad Thus, in the present study, the above four conditions become as follows.
From Eq. (7), the determinant of the matrix S is given as
Since this determinant does not become zero unless r is infinity (& ¼ 0) or the velocity V is zero, the matrix S becomes nonsingular in the flight region considered in this study. Thus, condition [2] holds in the neighborhood defined as W ¼ f; r; V; jr 6 ¼ 1; V 6 ¼ 0g.
For k ¼ 0, 1, and 2, the elements of matrices S k and D k under condition [3] become: Here, to interpret conditions [2] and [3] , we discuss the following four-dimensional linear system with two inputs and controllability indices of k 1 ¼ 2 and k 2 ¼ 2.
For linear system (13), S and D 2 under conditions [2] and [3] are calculated as follows.
Since Eq. (14) represents the controllability matrix, it confirms that Eq. (7) indicates the system controllability. Moreover, the dependences of vectors ad 
g can be confirmed. This dependence is further verified for a higher order of k in the same manner.
Conditions [1] - [3] discussed thus far represent the local controllability of a given system. Conversely, condition [4] is an inherent condition in the state-space linearization method and determines whether validly transformed state variables exist. Matrix S k i À2 in condition [4] is given as 
Here, the operator L j g i k ðxÞ designates the Lie derivatives and represents the following operations.
22,23)
L 1 g i k ðxÞ ¼ ð@ k =@xÞ Á g ið22ÞL j g i k ðxÞ ¼ f@ðL jÀ1 g i k Þ=@xg Á g ið23Þ
Determination of nonlinear mapping
Here, we attempted to derive the conditions of the states transformed by Eq. (21) using another approach.
Transforming the state vector
T , the transformed system can be expressed by the following equation.
At this point, to obtain a system so that feedback linearization is permissible and so that Eq. (24) becomes a controllable canonical form, the following condition is obtained with respect to the coefficient matrices L In Eq. (26), the above conditions can be rewritten to the following conditions under the relationships of ðQS=mÞ 6 ¼ 0 and ðQS=mVÞ 6 ¼ 0.
From these conditions, it is clear that the mapping function ðxÞ must not be a function of the speed V or the flight-path angle . Furthermore, ðxÞ must be a function of the original states , r, V, and . Therefore, candidates for the element of ðxÞ satisfying the conditions for exact linearization, ½; r, ½r; r, ½r; , ½r 2 ; r, ½; r 2 , ½ 2 ; r 2 and ½R È ; r can be considered. However, among these candidates, ½r; r, ½r; , and ½r 2 ; r are inappropriate for solving a later two-point boundary-value problem analytically. ½r; _ r r and ½; _ are also inappropriate candidates, because _ r r and _ are functions of V and . Thus, ½; r is the simplest candidate for controlling the position of the spaceplane directly. Therefore, for the nonlinear mapping , we chose
Exact linearization model
Since nonlinear mapping is determined so that Eqs. (27) and (28) are satisfied, the transformed system (24) and its components are presented as follows. 
Here, Eq. (30b) indicates the nonlinear transform, which is useful in the following region U (see Appendix).
U ¼ f; r; V; j À 1 < < 1;
To perform feedback linearization on the right-hand side of Eq. (30a), the control input is defined as:
where vðtÞ is a new control input generated by a tracking law discussed later. The determinant of the matrix
ðxÞ is nonsingular unless the radius r is infinite or velocity V is zero. Thus, the exact linearized system is derived by applying the control input to system (30a).
The obtained system (33) is strictly linearized and becomes a decoupled system described in a controllable canonical form.
Minimum Acceleration Guidance
In this section, we introduce an optimal guidance law that minimizes the acceleration of the vehicle's center of gravity based on the two-point boundary-value problem subject to the exact linearized system. To obtain such a minimum ac-celeration solution analytically, we chose the following performance index.
Here, the coefficient À denotes the weighting factor of the constraint on terminal time; the second term indicates the integral of the square of the control input, which is equivalent to the acceleration of the center of gravity of the vehicle, for overall time. The optimal control input and reference state, which is generated by integrating the optimal control input,
As a solution to this minimum acceleration problem, the optimal guidance law can be determined analytically under the constraint of Eqs. (33), (35), and (36) in the following form.
In deriving the solution, we referred to how D'souza solved a similar two-point boundary-value problem. In Eq. (37), the parameter t go designates the time to go, which is the remaining time from the present time to the terminal time (t go ¼ t f À t), and is obtained numerically by solving the following equation derived according to the principle of optimality.
Using the present guidance, even if the actual trajectory deviates largely from the original reference trajectory, a new guidance signal is generated and a new reference trajectory is redesigned immediately by substituting the current state at the deviated point into Eqs. (37) and (38).
Tracking Control System
In this section, we present the design of a tracking control system for the reference trajectory, where the control law is determined to possess convergence in terms of position and its rate errors.
Here, Z and are the diagonal matrices having the damping coefficients 1 and 2 and natural frequencies ! 1 and ! 2 . Also, considering the relationships, 2 ¼ _ 1 , 2ref ¼ _ 1ref , and € 1ref ¼ v ref , the following error dynamics is introduced as a second-order differential equation.
Equation (40a) can be written simply, as shown below, using error vector e.
€ e e þ 2Z _ e e þ 2 e ¼ 0 ð40bÞ
The elements of matrices Z and are determined so that the error dynamics becomes an ideal characteristic. Thus, the total control input uðtÞ to the original system is composed of the optimal guidance and tracking control laws as shown below.
uðtÞ ¼ fL
On the right-hand side of Eq. (41), the first term is introduced to cancel the nonlinear term of the system. The second and third terms are for tracking the reference state. The fourth term maintains the optimality of minimum acceleration. Figure 2 shows a block diagram of the proposed guidance and control system.
Numerical Simulation
Numerical simulation was performed to verify the validity of the proposed guidance and control system. In the simulation, we compared the proposed system with flight at a constant dynamic pressure of 85 kPa. 20) 6.1. Parameters Table 1 shows the boundary conditions and the parameter set used in the numerical simulation. The lift and drag coefficients of the NAL original model are used. 20) In the simulation, the vehicle mass is calculated according to the following equation, using the equation of specific impulse. 
Simulated results
In all figures showing simulated results, the dotted, solid, and dashed and dotted lines represent the reference and actual flights, and the flight at a constant dynamic pressure of 85 kPa, respectively. Figure 3 shows the trajectory of the spaceplane and its attitude every 100 s. In the proposed system, the vehicle approaches the target point from a low altitude compared with that of the constant-dynamic-pressure flight. It shows that good trackability to the reference trajectory is achieved for initial altitude error with the proposed tracking control. Figure 4 shows the time histories of the performance indices. Since the value of the performance index in the proposed guidance law is consistently low compared with that of the constant-dynamic-pressure flight, optimality is confirmed with respect to minimum acceleration. Figures 5 and 6 show the time histories of the angle of attack and thrust, respectively, consisting of the control input u. In the proposed system, the angle of attack is larger than that of the constant-dynamic-pressure flight from immediately after the start of flight, meaning the proposed system actively utilizes aerodynamic force. Thrust shows a tendency to increase gradually after the start of the flight. The angle of attack and thrust deviate from the reference values compared with the state errors. Figure 7 shows the altitude-Mach number flight region. The thin gray lines indicate constant dynamic pressures Q ¼ 50, 100, 200, and 400 kPa. It is clear that the vehicle flies in the low-dynamic-pressure region under control by the proposed system compared with the case of constant-dynamic-pressure flight. Moreover, the proposed control sys- tem has good trackability to the reference value for initial altitude and velocity errors. Figures 8 and 9 show the time histories of the velocity and flight-path angle, respectively. Although the velocity and flight-path angle are not directly controlled in the transformed system, they show good convergence with initial error. From these results, the equality between the original and proposed linearized systems is confirmed.
Conclusions
An exact linearized model with controlled position and its rates was derived for ascending motion of a spaceplane. The guidance and control system was designed based on the obtained linearized system. The minimum acceleration guidance law was derived analytically in a functional form applicable in real time by solving the two-point boundary-value problem. A tracking control system was also designed to track the reference state, which is the output from the guidance system. Numerical simulation confirmed the validity of the exact linearized model, the optimality of the guidance law, and the good trackability of the control system. 
