In this paper we carry out an information-theoretic analysis of the D-dimensional rigid rotator by studying the entropy and complexity measures of its wavefunctions, which are controlled by the hyperspherical harmonics. These measures quantify single and two-fold facets of the rich 
I. INTRODUCTION
The manifestations of quantum mechanics in D-dimensional physical systems are generally analytically inaccessible, basically because the associated Schrödinger equations cannot be explicitly solved except for a very few cases which correspond to a quantum potential with some known symmetry. The particle-in-a-box, the harmonic oscillator, the hydrogen atom, the particle moving in a Dirac-delta-like potential, and the rigid rotator are possibly the five major prototypical systems which are used to model the quantum-mechanical behavior of most 3-and D-dimensional physical systems (see e.g. [1, 2] ).
The information-theoretic properties of these physical prototypes have been recently investigated for the first four cases in references [3] [4] [5] [6] [7] ; see also the review papers [8, 9] . However, the corresponding properties for the rigid rotator have not yet been found, although many other properties of this system are well known, such as the specific heat [10] , potential energy surfaces [11] , spectral quantities in external fields [12] , among others. This is a serious lack because of the numerous applications of this model; in particular, it has been extensively used to characterize the rotation of diatomic molecules (and is easily extended to linear polyatomic molecules). In this work we investigate the entropy and complexity properties of the wavefunctions of the rigid rotator; i.e., the hyperspherical harmonics.
The D-dimensional (D ≥ 3) spherical harmonics (or simply, hyperspherical harmonics) do not only play a central role in harmonic analysis and approximation theory [13] [14] [15] but also in quantum theory [16, 17] . As well, they have been shown to be the solutions of a very broad class of equations of a form into which numerous equations of D-dimensional physics can be transformed, ranging from the Schrödinger equation of the rigid rotator till the Bethe-Salpeter equation of some quark systems [2, 14, [16] [17] [18] [19] [20] [21] [22] . Indeed, e.g. they are the eigenfunctions of the D-dimensional rigid rotator (i.e., a point mass µ rotating around a fixed center in the hyperspace at a given distance r 0 ) corresponding to the eigenvalues l(l + D − 2)/(2I), for l = 0, 1, 2, . . ., where the moment of inertia I = µr [ [13] [14] [15] , and in fact constitute a basis for integrable functions defined on the unit sphere.
The hyperspherical harmonics are known [4, 16, 21] to have the form
where , denotes the orthonormal Gegenbauer polynomial of degree n and parameter λ which satisfies the orthogonality condition
where the weight function is defined as
The algebraic properties of these functions are widely known in mathematical physics [2, 16, 17, [20] [21] [22] [23] [24] ; in particular, they satisfy the orthogonality relation
where the generalized solid angle element is
The spread of the hyperspherical harmonics all over the hyperspace is, however, not so well known. This is a serious lack since these functions control the angular distribution of the charge and momentum distributions of numerous quantum mechanical systems with a central potential, by means of the density function
which is called as Rakhmanov probability density of the hyperspherical harmonics in the theory of special functions, and gives the distribution of the particle all over the hyperspace.
The information-theoretic measures of this density function allows us to quantify single and composite facets of the rich variety of D-dimensional geometries of the system in the hyperspace.
The goal of this paper is three-fold. First, we calculate the analytical expressions of various single information-theoretic measures of spreading (entropic moments and Rényi entropies) beyond the recently found Fisher information [25] , and the following two-component complexity measures: Fisher-Shannon, Fisher-Rényi and LMC complexities. Second, we apply these results to eigenfunctions of the standard (i.e., three-dimensional) rigid rotator; that is to the hyperspherical harmonics. Third, we carry out a numerical study of these entropy and complexity quantities for various orders and dimensionalities of the harmonics.
The structure of the paper is the following. In Section II we give the definitions of the entropies and complexities to be used throughout the paper. Then, in Section III we give 
II. ENTROPY AND COMPLEXITY MEASURES: BASICS
In this Section we describe briefly the information-theoretic spreading measures of a general probability density ρ( r) which will be used throughout the paper; namely, the entropic moments, the Rényi, Tsallis and Shannon entropies, the Fisher information and the associated two-component complexity measures: Fisher-Shannon, Fisher-Rényi, and LMC.
The qth-frequency or entropic moment of the density ρ( r), r ∈ R D , is defined by
where the expectation value of a function f ( r), f ( r) , is given by
Mathematically, these moments are often more useful than the ordinary moments r k because the later ones give too much weight to the tail of the distribution and, at times, they are undefined [26] . From a physical point of view the entropic moments describe numerous functionals of the electron density which characterize fundamental and/or experimentallymeasurable quantities of atomic and molecular systems according to the Hohenberg-Kohn density-functional theory [27] [28] [29] [30] ; e.g. the Thomas-Fermi and Dirac exchange energies. See also [31] for their connection with other atomic density functionals, [32, 33] for the existence conditions, [34] for further mathematical properties, [8] for various applications in D-dimensional quantum systems, and [35] for potential applications in statistics and imaging.
The Rényi and Tsallis entropies of ρ( r) are defined in terms of the entropic moments as
[36]
and [37] T
respectively, which when q → 1 reduce to the well-known Shannon entropy
It is interesting to remark that these quantities are global measures of spreading of the density ρ( r) because they are power (Rényi) or logarithmic (Shannon) functionals of ρ( r).
They provide various complementary ways to quantify the extent of ρ( r) all over the hyperspace.
The (translationally invariant) Fisher information of ρ( r) is defined [38, 39] by
where ∇ D denotes the D-dimensional gradient. This notion was first introduced in the onedimensional case for statistical estimation [38] , but nowadays it is used in a wide variety of scientific fields [39] mainly because of its close resemblance with kinetic and Weiszäcker energies [40] . Contrary to the Rényi and Shannon entropies, the Fisher information is a local measure of spreading of the density because it is a gradient functional of ρ( r). The higher this quantity is, the more localized is the density, the smaller is the uncertainty and the higher is the accuracy in estimating the localization of the particle.
Recently, some composite density-dependent information-theoretic quantities have been introduced. They are called complexity measures because they grasp more than a single facet (macroscopic property) of the density. We refer to the Fisher-Shannon, and the more general Fisher-Rényi, and the LMC shape complexities. They have a number of very interesting mathematical properties. Here we would like to highlight some common characteristics. Finally, they are close to the intuitive notion of complexity because they are minimum for the extreme or least complex distribution which correspond to maximum disorder (i.e. the highly flat distribution).
The Fisher-Rényi complexity of ρ( r) is defined [41] by
where F [ρ] is the Fisher information (9) and J q [ρ] denotes the qth-order Rényi power entropy of ρ( r) given by
where R q [ρ] is the Rényi entropy (6). This complexity measure quantifies wiggliness or gradient content of the density jointly with its total extent all over the hyperspace, the parameter q weighting different regions of ρ( r). The special case q → 1 of (10) leads to the Fisher-Shannon complexity as
where S [ρ] is the Shannon entropy (8) . All the relevant invariance properties (replication, translation, scaling) of C F S [ρ] are also fulfilled by the Fisher-Rényi complexities C (q)
The LMC complexity of ρ( r) is given [42, 43] by
where
is the second-order entropic moment of ρ, also called disequilibrium in some contexts. This complexity measure quantifies the combined balance of the average height of ρ( r) and the total extent of the spread of the density over the whole hyperspace.
III. ENTROPY MEASURES OF HYPERSPHERICAL HARMONICS
In this Section we give the algebraic expression of the Fisher information and obtain those of the entropic moments and Rényi and Tsallis entropies of the hyperspherical har-
, which are given by the corresponding quantities,
respectively, of the associated Rakhmanov probability density ρ = ρ l,{µ} (Ω D ). They will be expressed in terms of the hyperquantum numbers (
First we realize from Eqs. (1) and (4) that the Rakhmanov density of the hyperspherical harmonics is
Then, according to Eq. (9), the Fisher information of this density is [25, 44] 
. In the three-dimensional case (D = 3) this yields
The entropic moments of this density are, according to Eq. (5),
The change of variable θ j → x j = cos θ j allows us to write these quantities as follows
where ω λ (x) is defined in (3).
For q ∈ N we can apply the linearization method for Jacobi polynomials by Srivastava [45] , particularized for Gegenbauer polynomials. This method yields the following linearization formula:
which, together with the orthogonality relation of the Gegenbauer polynomials, allows us to obtain the following expression for the entropic moments:
is the normalization constant of the Jacobi polynomials P (α,β) n (x) and
with c(r, n, α, β, γ, δ) (γ + 1)
where F 1:2;...;2 1:1;...;1 is a Srivastava-Daoust function [45] . This expression generalizes to any q the expression of the entropic moment with q = 4 already obtained in [25] .
Let us now consider some examples: In the case D = 3 we obtain the expressions
for m = l, and
√ πΓ ql + 
For D = 4 we can obtain the values of the entropic moments
for µ l and µ 2 = µ 3 = l − 1,
for µ l , µ 2 = l − 1 and µ 3 = l − 2.
For any value of the dimensionality D we can obtain the following results:
These expressions together with Eqs. (6) and (14) allow us to obtain the Rényi and Tsallis entropies of the quantum-mechanical states of the D-dimensional rigid rotator, respectively, in a straightforward manner in terms of the hyperquantum numbers characterizing the states and the dimensionality D.
IV. COMPLEXITY MEASURES OF HYPERSPHERICAL HARMONICS
In this Section we consider the complexity measures of Fisher-Shannon, Fisher-Rényi and LMC of the eigenfunctions of the D-dimensional rigid rotator (i.e., the hyperspherical harmonics) which are described by the corresponding quantities of the associated probability density given by Eq. (4) or (15) . We should immediately say that these quantities cannot be obtained in analytical form, mainly because of the highbrow expression of the Rényi entropy (as seen in the previous section) and the logarithmic character of the Shannon functional.
Therefore, our study has to be necessarily numerical. We will fix the dimensionality D = 3, so that we will investigate the behavior of the abovementioned complexity measures for the eigenfunctions of the three-dimensional rigid rotator (i.e., the standard spherical harmonics Y l,m (θ, φ)) in terms of the quantum numbers l and m. We will numerically perform a complexity analysis of the three-dimensional rigid rotator (i.e. a point-mass particle freely moving on the two-dimensional sphere) whose ground and excited states (l, m) have the associated probability density
It is well known that this system models a great number of physical systems, such as e.g. the rotating diatomic molecules. Indeed, a diatomic molecule is an extremely complicated many body problem (e.g., the HCl molecule is a 20-body problem), but at very low energies no excitations associated with the electron degrees of freedom come into play since the electron cloud binds the two atomic nuclei into a nearly rigid structure. For further details and applications of the three-dimensional rigid rotator, see e.g. [14, 19, 21] .
A. Fisher-Shannon complexity
According Eq. (12), the Fisher-Shannon complexity of the three-dimensional rotator state (l, m) is given by the Fisher-Shannon complexity of the density ρ l,m (θ, φ); that is, l in all the cases, and we see that the larger the difference between l and m, the higher the growth rate.
B. Fisher-Rényi complexity
Following Eqs. (6), (10), (11), (17) and (18) we can express the Fisher-Rényi complexity is,
Let us now explore the dependence of this complexity for a given q (say e.g., q = 2) on the quantum parameters l and m by means of 
C. LMC complexity
According to Eqs. (8), (13) and (14) we have that the LMC complexity of the rotator states (l, m) is given by the expression 
V. CONCLUSIONS
The rigid rotator model has been used in numerous mathematical and physical directions [13] [14] [15] [16] ; in particular it has been used to characterize the rotation of diatomic molecules (and is easily extended to linear polyatomic molecules), so that the entropy and complexity properties of these molecules can be referenced with respect to the corresponding rotator quantitites [46] . In this work we have investigated the entropy and complexity measures of the eigenfunctions of the D-dimensional rigid rotator model (namely, the hyperspherical functions) in terms of the dimensionality and the hyperquantum numbers which characterize them.
Since the hyperspherical harmonics describe the angular part of the stationary states of any central potential with arbitrary dimensionality, these information-theoretic quantities provide estimations for the angular anisotropy of the eigenfunctions of a central potential in the hyperspace. In other terms, they quantify the rich variety of D-dimensional geometries of the lobe-structure of the quantum states of the corresponding system (e.g., hydrogenic orbitals for the hydrogen atom), which are described by means of D integer hypernumbers (e.g., the principal, orbital and azimuthal quantum numbers n, l and m, in the three dimensional case).
Specifically, besides the explicit expression for the Fisher information, first we have found the entropic or frequency moments of the hyperspherical harmonics, which allows one to find the Rényi and Tsallis entropies of the rigid rotator in a straightforward manner. Then, we numerically study the dependence on the quantum numbers (l, m) for the complexity mea-sures of Fisher-Shannon, Fisher-Rényi and LMC types of the spherical harmonics Y l,m (θ, φ), which are the eigenfunctions of the three-dimensional rigid rotator.
Let us highlight that the spatial complexity of the associated probability densities (24) to the spherical harmonics is clearly related to the number of lobes of their three-dimensional representations. In fact the degree of the involved Gegenbauer polynomial is connected to its number of maxima, and hence to the number of lobes, that is equal to l − |m| + 1; so the complexity is expected to grow as the difference l − |m| increases. This behaviour is only grasped by the Fisher-Shannon complexity. Indeed the Fisher-Rényi and the LMC complexities, although follow this behaviour in most cases, show pointwise differences with respect to the Fisher-Shannon complexity. This can be seen e.g. in Figure 1 , where the Fisher-Rényi measure increases with |m| at low values of |m|. Similarly, this counterintuitive behaviour can also be seen for the LMC complexity in Figures 7 and 8 for the cases where l |m|. As well, this phenomena is also apparent in Figure 9 in a transparent manner,
where |m| l in all the cases and a clear monotonic behaviour in the plotted data is not observed. In turn, it is remarkable that the Fisher-Shannon complexity grasps the visual, intuitive complexity of the density associated to the spherical harmonics. From this point of view we can endorse this quantity as the most appropriate complexity measure in this system.
Finally, let us also point out that the entropy and complexity quantities used in this work do not only quantify the anisotropic character of the stationary states of the central potentials in any dimensionality, but they can potentially be used to visualize D-dimensional models that are becoming integral components of data processing in many fields, including medicine, chemistry, architecture, agriculture and biology over last few years. Moreover, they could be employed to carry out volumetric shape analyses which permit an evaluation of the actual structures that are implicitly represented in D-dimensional image data.
