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Toward an Understanding of the Large Scale Structure
of the Universe with Galaxy Surveys
Masatoshi Shoji, Ph.D.
The University of Texas at Austin, 2011
Supervisor: Eiichiro Komatsu
Large-scale structures we see in the universe, such as galaxies, galaxy
clusters and structures beyond the scale of clusters, result from gravitational
instability of almost isotropic and homogeneous density distribution in the
early universe. The degree of the initial anisotropy of the universe and the
subsequent growth of gravitational instability, coupled with the expansion rate
of the universe, determine the scale and abundance of the structures formed
in the universe at later times.
A galaxy survey directly observes a distribution of structures in the sky
using galaxies as a tracer of the underlying density distribution, and yields
constraints on cosmological models when compared to a physical theory of
structure formation based on a given cosmological model. Among many cos-
mological and astronomical phenomena to be understood from a galaxy survey,
the nature of the observed accelerated expansion of the universe is the most
profound problem in the modern physics.
viii
Motivated by various planned and on-going galaxy surveys, including
our own Hobby-Ebery Telescope Dark Energy eXperiment (HETDEX), we show
the way to fully exploit the data from a galaxy survey. We improve a model
of structure formation to include the effect of baryonic pressure and the free-
streaming of massive neutrinos at a mildly non-linear regime. Future galaxy
surveys are to reach the level of accuracy, where the effect of massive neutrinos
on the observed power spectrum is no longer negligible. Proper understanding
of these effects gives a way to measure the absolute masses of neutrinos: one of
the most fundamental particles, which, by itself, will be a major development
in the field of particle physics.
Yet, most of the space (∼ 80%) observed by galaxy surveys is occupied
by voids. An ellipticity probability distribution function of voids offers yet an-
other way of probing cosmology. Especially, a distribution of ellipticities in the
redshift space provides a unique way to measure a growth rate of the structure
in the universe apart from other cosmological parameters when combined with
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nations of parameters: lnA, β, σ̃2v , αs and ns. The cosmological
parameters are taken from Table 1 of the Komatsu et al. (2010a)
(“WMAP+BAO+SN ML”). The survey parameters approxi-
mate those of HETDEX: the survey area and target redshift
are 420 deg2 and 1.9 < z < 3.5, respectively, the number of
galaxies is Ng = 0.755 × 106, and the bias is assumed to be
linear with b1 = 2.5. . . . . . . . . . . . . . . . . . . . . . . . . 21
3.1 This table shows the ratios of the effective (kF,eff) and the linear
(kJ) filtering scales for different redshifts and kJ . The ratios are
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4.1 The maximum wavenumber, kmax[h Mpc
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5.1 We show the best-fit coefficients, p0, p1, p2 and p3 for α1, α2,
β1, and β2 of Eq.(5.93) and (5.94), where α1, α2, β1, and β2 are





5.2 We show the statistics of voids used to make the histogram in
the figure 5.14. From left to right, we have redshifts, z, num-
bers of voids used to draw histograms, Nv, minimum numbers of
void galaxies per void, Nvg,min, median numbers of void galax-
ies per void, Nvg,med, linear galaxy biases, bL, mean density con-
trasts of void, δ̄v, mean Eulerian radii of voids, R̄E ≡ (p1p2p3)1/3
(h−1Mpc), mean ellipticities of extracted voids, ǭobs, and those
of analytic PDF, ǭtheory, and errors in the mean, ∆ǫobs. . . . . 141
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D.1 HETDEX survey parameters that we assume. We divide the
survey into three redshift bins, where the median redshifts are
zcenter = 2.15, 2.70 and 3.25, and Ωsurvey is the sky coverage
of the survey. “b1” denotes the assumed linear bias of Ly-α
emitters at given redshift. We calculate the survey volume and
number density based on the flat-ΛCDM model with the maxi-
mum likelihood parameters from Table 1 of the Komatsu et al.
(2009) (“WMAP+BAO+SN ML”). The HETDEX-extension
covers Ωsurvey = 4000 deg
2 over the same redshift bins as HET-
DEX, and the number of Ly-α emitters is 10 times of HETDEX
survey. For all the surveys and bins, we assume the measure-
ment errors in redshifts of ∆z = 180 km/s. . . . . . . . . . . 206
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List of Figures
2.1 Illustration of the FITEX-2d method. This figure shows an
anisotropic non-linear galaxy power spectrum before we apply
FITEX-2d. The contours show ln[P (k‖, k⊥)] at z = 2, where
we have computed P (k‖, k⊥) from Eq. (2.21). Anisotropic dis-
tribution of power due to redshift space distortion is apparent. 33
2.2 Illustration of the FITEX-2d method. This figure shows the
power spectrum shown in Fig. 2.1 minus the best-fitting two-
dimensional smooth spectrum, P 2dsmooth(k‖, k⊥), given by Eq.(2.10).
The structure of BAOs, i.e., the oscillatory feature, is now ap-
parent. The FITEX-2d method recovers the isotropic distribu-
tion of the BAO phases successfully, which makes it possible
to use the distribution of the phases for measuring DA and H
simultaneously. (Top) Positive BAO peaks. (Bottom) Negative
BAO peaks (troughs). . . . . . . . . . . . . . . . . . . . . . . 34
2.3 Accuracy of DA and H extracted from BAOs with the FITEX-
2d method applied to simulated Monte Carlo realizations that
approximate the HETDEX survey (the larger, dotted contours;
see § 2.3.1). The best-fitting values of DA and H agree with the
true values; thus, the FITEX-2d method yields unbiased esti-
mates of DA and H . The solid contours show DA and H from
the full modeling, including the overall shape of the power spec-
trum, with various parameters marginalized over. (Note that
the BAO-only contours are unaffected by the marginalization.)
For this we have used the Fisher matrix forecast (see § 2.3.2).
The inner and outer ellipses show 68% and 95% C.L., respec-
tively. (Top Left) the full modeling Fisher matrix is marginal-
ized over the overall amplitude, lnA, (Top Right) marginalized
over lnA and the linear redshift distortion parameter, β, (Bot-
tom Left) marginalized over lnA, β, and the velocity dispersion
in the FoG factor, σ̃2v , (Bottom Right) marginalized over lnA,
β, σ̃2v , and the shape of the initial power spectrum, ns and αs. 35
xvi
2.4 The galaxy power spectrum times the number density of galax-
ies, ngPg(k, µ), where the number of the galaxies is fixed for
each redshift bin to Ng = 0.755×106, and Pg(k, µ) is computed
from Eq. (2.21) with b1 = 2.5. The shot noise dominates the
error budget when ngPg(k, µ) < 1. Contour values are [0.1, 0.3,
0.5, 1.0, 3.0, 5.0]. (Top Left) z = 1, (Top Right) z = 2, (Bottom
Left) z = 3, (Bottom Right) z = 4. . . . . . . . . . . . . . . . 36
2.5 Accuracy of DA and H extracted from BAOs with the FITEX-
2d method applied to the Millennium Galaxy Simulation in red-
shift space at z = 3 (Springel et al., 2005; Bower et al., 2006;
Benson et al., 2003; Cole et al., 2000). The best-fitting values
of DA and H agree with the true values to within statistical er-
rors of the Millennium Simulation; thus, the FITEX-2d method
also yields unbiased estimates of DA and H for the Millennium
Simulation. The solid and dotted lines show 68% and 95% C.L.,
respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.6 Partial derivatives of lnDA and lnH with respect to the dark
energy equation of state parameters, w0 and wa, as a function
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2.7 Projected 68% constraints on the dark energy parameters, w0
and wa: the BAO fitting with the FITEX-2d method (dotted)
versus the full modeling (solid). For both cases, we use the
power spectrum up to kmax = 0.40 hMpc
−1, and we assume that
the CMB experiment measures the angular diameter distance
out to z = 1090 with 1% accuracy. The survey area and the
number of galaxies are 420 deg2 and Ng = 0.755 × 106 for all
cases. (Top Left) 0.5 ≤ z ≤ 1.5, (Top Right) 1.5 ≤ z ≤ 2.5,
(Bottom Left) 2.5 ≤ z ≤ 3.5, (Bottom Right) 3.5 ≤ z ≤ 4.5. . 39
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1 (k, τ) is the numerical solution of eq. (3.27),
with the initial conditions given by g
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1 (k, τ∗) = 1 and ġ
(0)
1 (k, τ∗) =
0 where τ∗ is the conformal time at z∗ = 10. The top and bot-
tom lines at k/kJ ∼ 1 are at z = 8 and 0, respectively, and the
other lines correspond to the intermediate redshifts. . . . . . 51
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3.2 Ratio of the total matter power spectrum, Ptot(k, z), to the
CDM part, Pc(k, z), at z = 0.1 (top), 1, 3, 5, 10, and 30 (bot-
tom). (Left) The input Jeans wavenumber of kJ = 1 h Mpc
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(Right) kJ = 3 h Mpc
−1. The dashed lines show the ratios
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show the linear calculations with kJ = 2 and 6 h Mpc
−1 for the
left and right panels respectively, to show that the actual fil-
tering wavenumbers, predicted by the 3PT calculations, can be
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proximation used by Saito et al. (2008) (STT), [Ptot(k)−P STTtot (k)]
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4.1 Free-streaming scale of a massive neutrino, kFS,i, (black line),
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−1Mpc (bottom). Here,
we use bL = 1 and δ̄ = −0.9, while varying the linear growth
rate: f = 0.5 (dotted), 1.0 (dashed) and 1.5 (dot-dashed). We
also show the real space ellipticity PDF (solid) as a reference. 150
5.8 We show profiles of the density contrast, δ(r), for top-hat (solid)
and exponential profiles of Eq.(5.62) with α = 1 (dotted), 2
(dashed) and 4 (dot-dashed). Here, we assumed that the density
at the effective radius, reff , becomes that of the cosmic mean,
ρ(reff) = ρ̄, or, δ(reff) = 0. . . . . . . . . . . . . . . . . . . . . 151
5.9 We show the redshift space ellipticity PDF for f = 0.5 (green),
1.0 (red) and 1.5 (orange) together with real space ellipticity
PDF (blue). Here, we use RL = 9h
−1Mpc. The radial density
profile of density contrast is set to be either a top-hat (solid),
δ(r < Rvoid) = δ̄, or an exponential (dotted) as in Eq.(5.62),
with reff = Rvoid and α = 2. We use δ0 = −0.40 and −0.82 for
the top-hat and the exponential density profile, respectively, in
order to keep the same mean density contrasts, δ̄ = −0.4, for
different density profiles. Here, we see degeneracy between the
shape of the potential and the linear growth rate, f . . . . . . 152
5.10 Bias and variance in the measured ellipticities. We place Nvg
particles within a boundary of a given set of size and input el-
lipticities, ǫin and ηin, and calculate the mean ellipticities, 〈ǫout〉
and 〈ηout〉, and their standard deviations σǫ and ση, from 500
realizations for each Nvg and input ellipticity. Top figures show
the biases in finding the input ellipticities (i.e., true underlying
ellipticities of a tidal field), 〈ǫout〉 − ǫin and 〈ηout〉 − ηin, and
bottom figures show the standard deviations, σǫ and ση. . . . 153
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5.11 We show the normalized histograms of output ellipticities, ǫout
for a fixed input ellipticity, ǫin, and a number of void galaxies,
Nvg. We find that the Gaussian profile of Eq.(5.92) with mean,
〈ǫout〉, and variance, σǫout, fits the measured histograms (red
lines) well. Also, we show the locations of the input ellipticity,
ǫin, with vertical lines. . . . . . . . . . . . . . . . . . . . . . . 154
5.12 We show the real space ellipticity PDFs without Poisson noise
(black lines) at z = 0 (solid), 1 (dotted) and 2 (dashed). We
then convolve each noise-free PDF with the response function
given by Eq.(5.92), and show the resulting PDFs for four dif-
ferent Nvg (red lines). . . . . . . . . . . . . . . . . . . . . . . 155
5.13 We show the linear matter power spectra, Pm(k), from CAMB
with the cosmological parameters same as the Millennium sim-
ulation (i.e., Ωm = 0.25, ΩΛ = 0.75, ns = 1 and σ8 = 0.9)
(solid), linear galaxy spectra, Pg(k) = b
2
LPm(k), (dotted) and
power spectra of the subset of galaxies from the Millennium
simulation (crosses with error bars) at z = 0 (top), 1 (middle)
and 2 (bottom). . . . . . . . . . . . . . . . . . . . . . . . . . 156
5.14 We show the ellipticity PDF extracted from the Millennium
simulation at z = 0 (top), 1 (middle) and 2 (bottom) together
with the analytic ellipticity PDF corrected for galaxy biases and
convolved with the response functions (red lines). As references,
we also show the analytic ellipticity PDF (black lines) with
(dotted black lines) and without galaxy bias (solid black lines).
We also show the 1−σ range of the histogram, σǫ, estimated via
the bootstrap method (gray histograms). For each redshift, the
chi-square values are χ2 = 21.5, 17.0 and 20.0, and the degree
of freedoms are 15, 16 and 13 for z = 0, 1 and 2, respectively. 157
A.1 Projected 68% constraints on the dark energy parameters, w0
and wa. The full modeling (solid) marginalized over different
combinations of parameters as well as the BAO-only analysis
(dotted) are shown. For all cases, we use the power spectrum
up to kmax = 0.40 h Mpc
−1, and we assume that the CMB
experiment measures the angular diameter distance out to z =
1090 with 1% accuracy. The survey area and the number of
galaxies are 420 deg2 and Ng = 0.755 × 106, and the redshift
range is 1.9 ≤ z ≤ 3.5 for all cases. (Top Left) marginalized
over lnA, (Top Right) marginalized over lnA, β, (Bottom Left)
marginalized over lnA, β and σ̃2v , (Bottom Right) marginalized
over lnA, β, σ̃2v , ns and αs. . . . . . . . . . . . . . . . . . . . 170
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B.1 The dimensionless power spectra, ∆2(k) ≡ k3P (k)/(2π2), for
a matter component with pressure (i.e., baryon, neutrino, etc)
are shown for several redshifts (z = 0.1, 1.0, 3.0, 5.0, 10 and
30). We show the non-linear calculations with 3PT in the solid
and dotted lines for kJ = 1.0 and 3.0 hMpc
−1, respectively. We
also show the linear calculations in the dashed and dot-dashed
lines for kJ = 1.0 and 3.0 h Mpc
−1, respectively. . . . . . . . 194
D.1 A fractional suppression of a linear matter power spectrum at
z=2.7 (median redshift of the HETDEX). We compare the lin-
ear matter power spectra with massive neutrino of different
total masses against the linear matter power spectrum with
massless neutrino (top: Σmν,i = 0.13 eV and fν = 0.01, bot-
tom: Σmν,i = 0.64 eV and fν = 0.05). We fix the number
of massive neutrinos to be Nν = 1 (solid) and Nν = 3 (dot-
ted). We see that the asymptotic ratio of the power spectra,
Pm,fν 6=0(k)/Pm,fν=0(k) ∼ 1 − 8fν , holds approximately well at
small scale. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
D.2 The Fisher matrix forecast on marginalized 1-σ errors of the
total mass of neutrinos, σΣmν , as a function of the maximum
wavenumber to be used for our parameter search, kmax. We use
fiducial cosmological parameters from Table 1 of the Komatsu
et al. (2009) (“WMAP+BAO+SN ML”) assuming flat-ΛCDM
model with pi = {Ωm,Ωmh2,Ωbh2, fν , ns, αs, δR, τ, b1(z)} being
our model parameters. We add hypothetical Planck prior to the




ij . We fix the
number of massive neutrinos to be Nν = 1 (solid) and Nν = 3
(dotted). Thick lines do not include the Planck prior on the
total mass of neutrinos (i.e., FPlanckfν i = F
Planck
ifν
= 0), and thin
lines include the Planck prior on fν . We also show the current
upper limit on the total mass of neutrinos from WMAP5yr as




Driven by the developments both in theory and observations, past
decades have seen the most exciting development of the field of study, cosmol-
ogy: a branch of philosophy in the ancient past has become a serious testable
field of science. An observational confirmation of a theory is a core virtue of
science, and among various observational techniques available today, galaxy
surveys are one of the most fruitful forefront of the observational cosmology.
My research interest lies in the Large Scale Structures (LSS) of the
universe, from which we obtain information of an expansion and a structure
formation history of the universe. In the coming decades, there will be a
prenty of galaxy surveys sufficient to constrain cosmological parameters to the
precision, where the currently available cosmological models are well tested
against. At the same time, it has become increasingly important to have an
accurate model of structure formation to meet the quality standard of available
data.
A galaxy survey directly observes a distribution of structures in the
sky using galaxies as a tracer of the underlying density distribution at a given
redshift. A common statistical tool for studying the distribution of galaxies is
1
a power spectrum of the density contrast,
(2π)3P (k)δD(k + k
′) ≡ 〈δ(k)δ(k′)〉 , (1.1)





In a given power spectrum, we see several characteristic scales encoded at
separate historical epochs of the universe, and traces of different ingredients
of the universe. Among the characteristic scales in a given power spectrum,
two of the most striking features are the scale of the matter radiation equality
epoch, rH(zeq), and the scale of the sound horizon at the time of the so called
drag epoch, rs(zdrag). We see the formar scale as a bent (or a turn over) on
the power spectrum, and the latter as a tiny but noticable oscillatory pat-
tern on a power spectrum (a.k.a., Baryon Acoustic Oscillation). With those
two characteristic scales as standard rulers, we can put constraints on various
cosmological parameters. For example, from the measurements of angular sep-
arations of galaxies, one can determine an angular diameter distance, DA(z),
and from the measurements of redshift distributions of galaxies, one can deter-


























Here, H0 is a Hubble rate at present (H0 = H(z = 0)), and w(z) is an equation
of state of dark energy.
Although a power spectrum is a powerful statistical tool to unvail a
nature of the universe, the extent to which one can exploit the information
contained in the observed power spectrum crusially depends on the accurate
analytic understanding of the structure formation.
In chapter 2, we present a method for extracting the angular diameter
distances, DA, and the expansion rates, H , of the universe from the two-
dimensional Baryon Acoustic Oscillations (BAO) in the galaxy power spec-
trum. We also show that the full modeling, including the overall shape of the
power spectrum and Alcock-Paczynski effect, yields much better determina-
tions of DA and H , hence the dark energy equation of state parameters such as
w0 and wa, than the BAO-only analysis by more than a factor of two, provided
that non-linear effects are under control.
In chapter 3, we calculate the non-linear matter power spectrum us-
ing the 3rd-order perturbation theory without ignoring the pressure gradient
term. We consider a semi-realistic system consisting of two matter compo-
nents with and without pressure, and both are expanded into the 3rd order in
perturbations in a self-consistent manner, for the first time. While the pres-
sured component may be identified with baryons or neutrinos, in this paper we
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mainly explore the physics of the non-linear pressure effect using a toy model
in which the Jeans length does not depend on time.
In chapter 4, we study the evolution of linear density fluctuations of
free-streaming massive neutrinos at redshift of z < 1000, with an explicit
justification on the use of a fluid approximation. We solve the collisionless
Boltzmann equation in an Einstein de-Sitter (EdS) universe, truncating the
Boltzmann hierarchy at lmax = 1 and 2, and compare the resulting density
contrast of neutrinos, δfluidν , with that of the exact solutions of the Boltzmann
equation that we derive in this chapter.
In chapter 5, we study a redshift space ellipticity distribution function
of voids. The real space ellipticity distribution function has been studied and
known to be a sensitive probe of cosmology via its constraining power on some
of the cosmological parameters such as σ8 and Ωm. In the redshift space, the
redshift space distortion directly change the shape of voids and its ellipticity
distribution, making a direct measurement of the growth rate, f(a) ≡ d lnD+(a)
d ln a
,
possible at an arbitrary redshift for a given galaxy survey, when combined with
the analysis of a galaxy power spectrum.
4
Chapter 2
Extracting Angular Diameter Distance and
Expansion Rate of the Universe from
Two-dimensional Galaxy Power Spectrum at
High Redshifts: Baryon Acoustic Oscillation
Fitting versus Full Modeling
In this chapter, we present a method for extracting the angular diam-
eter distances, DA, and the expansion rates, H , of the universe from the two-
dimensional Baryon Acoustic Oscillations (BAO) in the galaxy power spec-
trum. We also show that the full modeling, including the overall shape of the
power spectrum and Alcock-Paczynski effect, yields much better determina-
tions of DA and H , hence the dark energy equation of state parameters such as
w0 and wa, than the BAO-only analysis by more than a factor of two, provided
that non-linear effects are under control. 1
1A significant part of this chapter was originally published in the Astrophysical Jour-




Dark energy, discovered via the observed luminosity distances out to
high-z Type Ia supernovae (Riess et al., 1998; Perlmutter et al., 1999), is the
most mysterious element in physics today (see Copeland et al., 2006, for a
recent review).
As dark energy primarily affects the expansion rate of the universe, one
can gain information on the nature of dark energy by measuring the cosmo-
logical distances as well as the expansion rates of the universe accurately.2
While the cosmic microwave background (CMB) and the Type Ia su-
pernovae can be used for measuring the angular diameter distance out to
z ≃ 1090 and the luminosity distances out to z . 2, respectively, the power
spectrum of matter distribution in the universe can be used to measure the
angular diameter distances as well as the expansion rates of the universe out
to a wider range of redshifts.
Two length scales are encoded in the matter power spectrum, P (k)
(see, e.g., Weinberg, 2008):
• The comoving Hubble horizon size at the matter-radiation equality, rH(zeq)
= c/[a(zeq)H(zeq)].
2While dark energy also affects the growth rate of the amplitude of matter fluctuations,
which has been seen in the data via the so-called Integrated Sachs–Wolfe (ISW) effect (e.g.,
Boughn & Crittenden, 2004; Nolta et al., 2004; Afshordi et al., 2004), we do not discuss the
effect on the amplitude of fluctuations in this paper.
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• The comoving sound horizon size at the so-called drag epoch at which








is the sound speed of photon-
baryon fluid.
The former determines the overall shape of the power spectrum of dark mat-
ter including the location of the peak of P (k) at keq ≡ 1/rH(zeq), whereas
the latter determines the location of the baryonic features called the Baryon
Acoustic Oscillations (BAOs).
These length scales can be predicted from the 5-year data of the Wilkin-
son Microwave Anisotropy Probe (WMAP) (Hinshaw et al., 2009; Dunkley




= (0.968± 0.046)× 10−2 Mpc−1, (2.1)




−150, zdrag = 1020.5± 1.6. (2.3)
These lengths can be used as the “standard rulers,” which give us the angu-
lar diameter distances as well as the expansion rates of the universe (Seo &
3These predictions assume a flat universe and dark energy being the vacuum energy. For a
non-flat universe with dark energy having a constant equation of state, w, the WMAP 5-year
data yield keq = (0.975
+0.044
−0.045) × 10−2 Mpc−1, rs(zdrag) = 153.4+1.9−2.0 Mpc, zeq = 3198+145−146,
and zdrag = 1019.8± 1.5.
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Eisenstein, 2003; Blake & Glazebrook, 2003; Hu & Haiman, 2003).4
We, as observers who measure the angular and redshift distribution of























where DA(z) is the proper (i.e., not comoving) angular diameter distance.
We measure θeq(z) and θs(z) by comparing the predicted lengths with the
corresponding observed lengths perpendicular to the line of sight, and δzeq(z)
and δzs(z) from the lengths parallel to the line of sight.
5
The BAOs have been detected in the current galaxy redshift survey data
from the Sloan Digital Sky Survey (SDSS) and the Two-degree Field Galaxy
Redshift Survey (2dFGRS) (Eisenstein et al., 2005; Cole et al., 2005; Hütsi,
2006; Percival et al., 2007). However, the current data are not yet sensitive
4The matter power spectrum also contains the third distance scale, the Silk damping
scale, which can also be used as the standard ruler. The Silk damping scale is the smallest
of these three distance scales, and its effect (i.e., the suppression of power below the Silk
damping scale) is not as prominent as the effects of the other two distance scales. Never-
theless, the Silk damping must be taken into account when we model the full shape of the
power spectrum.
5The measured power spectrum in redshift space is a function of the wavenumber parallel
to the line of sight, k‖, and that perpendicular to the line of sight, k⊥, i.e., P = P (k‖, k⊥).
The angular observables, θeq and θs, are measured from k⊥, while the line-of-sight observ-
ables, δzeq and δzs, are measured from k‖.
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enough to yield DA(z) and H(z) separately (Okumura et al., 2008); thus,
one can only determine a combined distance scale ratio from the spherically
averaged power spectrum. Since two spatial dimensions are available on the









Eisenstein et al. (2005) have measured this quantity at z = 0.35 from the SDSS
Luminous Red Galaxies (LRG), and Percival et al. (2007) have extended their
analysis to include more data from the SDSS LRG, as well as the SDSS main
galaxy samples and the 2dFGRS galaxies at z = 0.2.
Komatsu et al. (2010a) have combined these measurements with the
CMB distance ratios determined from the WMAP 5-year data, the “WMAP
distance priors,” to obtain the constraints on dark energy properties. The
analysis performed in Komatsu et al. (2010a) is a proto-type of what one can
do in the future. It is clear that we can gain more information if we can
measure DA(z) and H(z) simultaneously at various redshifts. Therefore, in
the future we should be able to perform a much more sensitive test of dark
energy properties by combining DA(z) and H(z) from the future galaxy survey
data, and the CMB distance priors from the future CMB experiments such as
Planck.
Moreover, the BAOs capture only a part of information encoded in the
shape of P (k). One would miss another baryonic feature, the Silk damping
scale, by only measuring BAOs. A more serious drawback is that one would
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miss the other prominent standard ruler, keq, completely, by only measuring
BAOs.
Nevertheless, there is one major advantage of using BAOs: the phases
(not the amplitude) of BAOs are less sensitive to the distortion of the shape
of P (k) due to non-linear matter clustering, non-linear galaxy bias, or non-
linear redshift space distortion (Seo & Eisenstein, 2005; Eisenstein et al., 2007;
Nishimichi et al., 2007; Smith et al., 2008; Angulo et al., 2008; Sanchez et al.,
2008; Seo et al., 2008). As a result, many studies have focused on developing
various ways to extract the distance information from BAOs.
Most of the previous work focused only on extracting the BAOs from
the spherically averaged P (k) (which gives D2A/H) (e.g., Percival et al., 2007).
Yamamoto et al. (2005) have studied the monopole and quadrupole moments
in the galaxy power spectrum and their implications for determinations of the
dark energy equation of state parameter, w, and concluded that even in the
worst case scenario (i.e., absence of the BAOs feature on the observed power
spectrum), galaxy survey can still provide useful limits on w from a combina-
tion of the monopole and quadrupole power spectra. Recently, Padmanabhan
& White (2008) have explored an extraction of the quadrupole moment of
the two-dimensional power spectrum, P (k, µ), which gives a different distance
combination, DAH .
In this paper, we shall develop a method for extracting DA and H
simultaneously from the two-dimensional BAOs. Since we do not use spherical
averaging or truncate the Legendre expansion of BAOs at arbitrary orders,
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our method uses more information than most of the previous methods. To our
knowledge, the full two-dimensional extraction of DA and H from BAOs has
been explored only by Wagner et al. (2008).
This paper is organized as follows. In § 2.2 we give a brief account of the
original one-dimensional “fit-and-extract” (FITEX) method, which was devel-
oped by Koehler et al. (2007) for extracting BAOs from a spherically averaged
one-dimensional P (k). We then extend this method to the two-dimensional
FITEX-2d method by including the full two-dimensional information without
spherical averaging. In § 2.3 we extract DA and H from simulated noisy data
using the FITEX-2d method, and show that the FITEX-2d yields unbiased es-
timates of DA and H . In § 2.4 we repeat the same analysis for a more realistic
simulation, using the Millennium Simulation (Springel et al., 2005). In § 2.5
we propagate errors in H(z) and DA(z) to those in the dark energy equation
of state with the parametrization of w(z) = w0+waz/(1+ z). We conclude in
§ 2.6.
Throughout this paper we shall use the cosmological parameters given
by Ωm = 0.277, ΩΛ = 0.723, Ωb = 0.0459, ns = 0.962, and h = 0.702 (Dunkley
et al., 2009a; Komatsu et al., 2010a), which are the maximum likelihood values
inferred from the WMAP 5-year data (Hinshaw et al., 2009) combined with
the current BAO data (Percival et al., 2007) and Type Ia supernova data
(Kowalski et al., 2008).
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2.2 FITEX-2d: Methodology
We develop a method for extracting DA and H simultaneously from
the two-dimensional BAOs without spherical averaging.
Our method builds upon the existing “fit-and-extract” (FITEX) method
developed by Koehler et al. (2007) for extracting D2A/H from a spherically av-
eraged, one-dimensional P (k). The FITEX method extracts BAOs by fitting
and removing the non-oscillatory part of P (k), which leaves only the oscilla-
tory component, i.e., BAOs. Koehler et al. (2007) model the non-oscillatory,









where ns is the primordial tilt, while A, B, δ, k1, and α are free parameters.
Koehler et al. (2007) have shown that this function is flexible enough to fit out
the smooth part of the spherically averaged P (k) measured from the Hubble
Volume Simulation (Evrard et al., 2002). They have tested the FITEX method
particularly for a large scale, k < 0.3 hMpc−1, at high redshifts, 1.9 < z < 3.8,
that are relevant to the Hobby Eberly Dark Energy Experiment (HETDEX;
Hill et al., 2004).
We make a simple extension of the one-dimensional FITEX method by
including angular dependence. We model the two-dimensional smooth power
spectrum by











where µ is the cosine of the angle θ between k and the line of sight, i.e.,
µ = cos θ and tan θ = k⊥/k‖. Therefore, µ = 0 and µ = 1 for k‖ = 0 and
k⊥ = 0, respectively.



















231µ6 − 315µ4 + 105µ2 − 5
)
. (2.13)
The odd multipoles must vanish by symmetry. One may include l ≥ 8 if
necessary, but we find it sufficient to include the terms only up to l = 6.














where all of a
(l)
i ’s are varied simultaneously for each l. The odd powers must
vanish because they are not analytic in k (Weinberg, 2008). We include the
terms only up to k6, as we include the multipoles up to l = 6. If, for instance,
l = 8 is included, then k8 may also be included for consistency.
Aside from the primordial tilt, ns, the FITEX-2d contains 17 free pa-
rameters (5 for P 1dsmooth(k) plus 4× 3 = 12 for the angular dependence). While
it may sound like many, the number of data points available on the two-
dimensional power spectrum is usually much larger, and thus our fit is well
behaved.
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It may be instructive to use the conventional model for the redshift
space power spectrum to show what these parameters are supposed to cap-
ture. The leading order angular distortion is given by the so-called Kaiser
effect, which arises from coherent converging velocity flow toward the linear
overdensity region (Kaiser, 1987). The linear Kaiser power spectrum is given
by
P linearkaiser (k, µ) = b
2
1(1 + 2βµ




























where β ≡ f/b1 is a k-independent function that depends on the linear galaxy
bias, b1, and the cosmological parameters (mainly Ωm) via
f ≡ d lnD
d ln a
, (2.16)
where D is the growth factor of linear density fluctuations. We therefore find
a
(0)






























and the other terms are zero.
Another example is the so-called Finger-of-God (FoG) effect, which
arises from random motion within virialized halos. When the distribution of
14
the pairwise peculiar velocity within a halo is given by an exponential distri-
bution with the velocity dispersion σ2v (Peebles, 1976; Davis & Peebles, 1983),
one finds (Ballinger et al., 1996)
PFoG(k, µ) =
P linearkaiser (k, µ)
1 + f 2k2µ2σ2v
. (2.20)
While the FoG yields many terms when expanded into the Legendre polyno-
mials, it is still a good approximation to truncate the expansion at l = 6 if
k is sufficiently smaller than 1/σv. Note that the FoG effect yields terms in
the form of powers of (kµ)2; thus, it makes sense to use the same number for
the maximum power of k (see Eq. (2.14)) and the maximum multipole (see
Eq. (2.10)) of the FITEX-2d fitting function.
In general, neither of these two expressions are adequate. The linear
Kaiser formula is valid only on very large scales, while the exponential FoG
formula is valid only on very small scales. At the intermediate scales we find
more complicated expressions from, e.g., the 3rd-order perturbation theory
(Heavens et al., 1998). To account for these complications we have included
k-dependent coefficients for the Legendre polynomials.
In Figure 2.1 and 2.2 we show the performance of P 2dsmooth(k, µ). In
Figure 2.1 we show a simple analytical model6 for the non-linear galaxy power
6This model is admittedly too simple to be realistic. We shall test the FITEX-2d method
in a more realistic setting using the Millennium Simulation in § 2.4.
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spectrum in redshift space given by









1 + f 2k2µ2σ̃2v
, (2.21)
where Pδδ(k), Pδθ(k), and Pθθ(k) are the density-density, density-velocity, and
velocity-velocity power spectra computed from the 3rd-order perturbation the-
ory, and they are given by Eq. (63), (64), and (65) in Scoccimarro (2004),
respectively. This form is similar to Eq. (71) of Scoccimarro (2004), but we
have replaced exp(−f 2k2µ2σ2v) and f in his formula by 1/(1+f 2k2µ2σ̃2v) and β,
respectively, where σ̃2v ≡ 0.6σ2v is the 1-d peculiar velocity dispersion with an
empirical fudge factor of 0.6 calibrated off our simulations presented in Jeong
















We chose z = 2 and b1 = 2.5. The contour of power spectrum is
anisotropic in Fig. 2.1 due to the redshift space distortion; however, we recover
isotropy after subtracting the best-fitting P 2dsmooth(k, µ) from the anisotropic
data (see Fig. 2.2). We see that the BAOs have been extracted successfully,
with isotropy of the oscillation phases recovered well.
2.3 Extraction of DA and H from noisy data: FITEX-2d
vs Full Modeling
In § 2.3.1 we show how well we can estimate DA and H from the two-
dimensional BAOs extracted from noisy data using the FITEX-2d method. In
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§ 2.3.2 we compare the BAO results to the accuracy one would obtain from
the full modeling of P (k, µ), including the overall shape. In other words, for
the former (BAOs) we only use θs and δzs for measuring DA and H , while
for the latter (full modeling) we can use θs, δzs, θeq, δzeq, as well as the Silk
damping scale for measuring DA and H , provided that non-linear effects (non-
linear matter clustering, non-linear redshift space distortion, and non-linear
bias) are under control.
Note that the treatment of non-linear effects in this section is too simple
to be realistic. For a more realistic treatment we shall use the galaxy power
spectrum from the Millennium Simulation (Springel et al., 2005) in § 2.4.
2.3.1 FITEX-2d
To estimate errors in DA and H from the FITEX-2d method, we use
simple Monte Carlo simulations.
For the underlying spectrum we use the same data as shown in Fig. 2.1,
which includes a simplified modeling of non-linear matter clustering and non-
linear redshift space distortion as given by Eq. (2.21). As for the galaxy bias,
we use a linear bias with b1 = 2.5.
Once the underlying spectrum is specified, it is straightforward to com-
pute the errors in Pg(k‖, k⊥), σPg , provided that the distribution of Pg(k‖, k⊥)
is a Gaussian. We use the standard formula that includes sampling variance
17







1 + ngPg(k‖, k⊥)
ngPg(k‖, k⊥)
, (2.23)
where ng is the number density of galaxies, Vsurvey is the survey volume, ∆k⊥
and ∆k‖ are the fundamental wavenumbers, i.e., the resolution in k⊥ and k‖.
We take these to be ∆k‖ = ∆k⊥ = (2π)/V
1/3
survey.
We use σPg from Eq. (2.23) to calculate the r.m.s. error in Pg(k‖, k⊥),
and generate 1000 Monte Carlo realizations. We then apply the FITEX-2d
method to remove the smooth component from each realization to extract
BAOs. For each realization, we measure DA and H simultaneously by fitting
the phases of extracted two dimensional BAOs to those of the reference BAOs
extracted from either (i) the linear power spectrum, or (ii) the non-linear power
spectrum given by Eq. (2.21), with known DA,ref and Href . (Later we find that
using the linear spectrum as the reference BAO yields the biased estimates of
DA,ref and Href .) We use a simplex downhill method for χ
2-minimization in
the two-dimensional parameter space. The number of free parameters for this
analysis is two, i.e., DA and H , and we do not include the amplitude in the
fit. We have checked that including the amplitude does not change the results
very much, as the amplitude and the phases of BAOs are nearly uncorrelated
(see Appendix A.3.1 for more details). This is true in both real and redshift
space. When we apply FITEX-2d to the simulated data, we perform a fit out
to kmax = 0.40 h Mpc
−1.
We choose the survey parameters, Vsurvey, z, and ng, such that they
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roughly match those expected for the Hobby-Eberly Dark Energy Experiment
(HETDEX) (Hill et al., 2004): Ng = 0.755× 106, and 1.9 ≤ z ≤ 3.5 with the
sky coverage of 420 deg2, which yields Vsurvey ≃ 3.0 h−3 Gpc3.7
We find that, when the phases extracted by FITEX-2d are compared
with the reference BAOs extracted from the linear power spectrum, the best-
fitting values of DA and H averaged over 1000 simulations disagree with the
underlying, “true” values by 0.05% and 0.63% for DA and H , respectively,
due to the phase shift of BAOs caused by non-linearities (including non-linear
redshift space distortion). This result extends the previous study by Nishimichi
et al. (2007), who studied a spherically averaged 1-d power spectrum and found
that the bias was less than 1% in (D2AH
−1)1/3.
On the other hand, when the phases are compared with the reference
BAOs extracted from the non-linear power spectrum (Eq. (2.21)), the best-
fitting values of DA and H agree with the true values to well within the Monte
Carlo sampling error; thus, we confirm that the FITEX-2d method yields
unbiased estimates of DA and H .
In Figure 2.3 we show the projected error ellipses on DA and H from
the BAOs extracted with the FITEX-2d (larger, dotted contours; same in all
four panels). We find 1.8% and 2.5% errors on DA and H , respectively, with
the cross-correlation coefficient of r = 0.44, from the Monte Carlo simulations.
For the same survey parameters, the BAO Fisher matrix proposed by Seo
7The HETDEX is expected to detect 0.755 million Lyman-α emitting galaxies between
1.9 ≤ z ≤ 3.5 over 420 deg2 in 3 years of observations on the Hobby-Eberly Telescope.
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& Eisenstein (2007) yields 1.5% and 2.5% errors on DA and H , respectively,
with r = 0.41. Therefore, we conclude that the FITEX-2d method yields
the results that nearly saturate the Fisher matrix bound, i.e., it is nearly an
optimal method in a sense that it can yield the smallest errorbars one can
obtain with the BAO-only analysis.
2.3.2 Full Modeling
To calculate the errors in DA and H expected from the full modeling
of the two-dimensional galaxy power spectrum, Pg(k, µ), we use the Fisher














where θi = (lnDA, lnH, lnA, β, σ̃
2
v , ns, αs) for i = 1, 2,...,7, respectively,
kmax=0.40 h Mpc
−1, where A is the overall amplitude of the power spectrum,
β is the linear redshift distortion parameter, σ̃2v is the calibrated 1-d velocity






Here, the weight function, w(k, µ), is one half of the so-called “effective
volume,”











none lnA β σ̃2v ns
∆ lnDA (%) 0.279 0.877 0.317 0.282 0.479
∆ lnH (%) 0.437 0.786 1.124 0.801 0.509
rDA,H 0.382 −0.720 −0.309 0.082 −0.227
∆ lnR (%) 0.187 0.762 0.317 0.259 0.386





∆ lnDA (%) 0.416 1.100 0.327 0.891
∆ lnH (%) 0.539 1.134 1.457 1.101
rDA,H −0.226 0.038 −0.383 −0.632
∆ lnR (%) 0.363 0.775 0.322 0.869




∆ lnDA (%) 1.101 1.089 1.233 1.250
∆ lnH (%) 1.468 0.984 1.362 1.530
rDA,H 0.005 −0.820 −0.199 −0.098
∆ lnR (%) 0.879 0.974 1.000 1.014
Table 2.1: The fractional errors in DA and H , and their cross-correlation co-
efficients, rDA,H , and the fractional errors in the combined 1-d distance scale,
R (Eq. (2.29)), marginalized ver several combinations of parameters: lnA, β,
σ̃2v , αs and ns. The cosmological parameters are taken from Table 1 of the Ko-
matsu et al. (2010a) (“WMAP+BAO+SN ML”). The survey parameters ap-
proximate those of HETDEX: the survey area and target redshift are 420 deg2
and 1.9 < z < 3.5, respectively, the number of galaxies is Ng = 0.755 × 106,
and the bias is assumed to be linear with b1 = 2.5.
The effective volume is equal to the actual survey volume, Vsurvey, in the
sampling variance dominated regime, Pg(k, µ) ≫ 1/ng, whereas it is small in
the shot-noise dominated regime, Pg(k, µ) ≪ 1/ng. In Figure 2.4 we show
ngPg(k, µ) for Ng = 0.755 × 106 and b1 = 2.5 as a function of z. The factor
of 1/2 accounts for symmetry in k → −k. The derivatives of lnPg(k, µ) with
respect to θi are calculated and given in the Appendix A.2.
Unlike for BAOs, which are insensitive to the parameters that affect
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the overall shape, for the full modeling we need to make sure that we take into
account potential degeneracy between DA and H and any other parameters
that affect the overall shape. In this paper we include lnA, β, σ̃v
2, ns, and αs.
(We shall comment on the effects non-linear bias in § 2.3.3).
We study the effects of marginalization over various parameter combi-
nations by taking the submatrix, F̄ij , of the full 7×7 matrix with the index, i,
of θi running from 1 to 7, such that the submatrix includes the matrix compo-
nents of desired parameters to be marginalized. In other words, the parameters
that are not included in the submatrix are fixed and not marginalized over.







To simplify the analysis, we fix all the other cosmological parameters,
such as f(z), Ωbh
2, etc. These cosmological parameters will be determined
by the future CMB mission, Planck, accurately, and therefore it is a good
approximation to simply fix them, and vary only lnDA, lnH , A, β, σ̃
2
v , ns and
αs. The fiducial value for the bias is set to b1 = 2.5 and f = d lnD/d ln a is
computed from the fiducial cosmological model.8 We expect that the analysis
8One might also wish to marginalize over f for the following reason: while f can be
calculated from the cosmological parameters assuming the validity of General Relativity,
one might choose to let f free and use it for testing the validity of General Relativity. In
this paper we chose to assume the validity of General Relativity, but one can extend our
analysis to let f free in a straightforward manner.
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of the bispectrum (Fourier transform of three-point function) will give a precise
determination of b1 (as well as non-linear bias parameters such as b2) (Sefusatti
& Komatsu, 2007), and therefore it is also a good approximation to simply fix
it. However, we also explore a more conservative case where we do not know
what b1 is, i.e., we marginalize over the overall amplitude as well as β. In the
future work we also plan to investigate the effect of marginalization over b2,
using a joint analysis of the power spectrum and bispectrum. Therefore, our
calculation presented here will provide the lower limit to the errors in lnDA
and lnH expected from the full modeling of the power spectrum measured in
a survey like HETDEX. We use the same survey parameters that we have used
in § 2.3.1, and we integrate Eq. (2.24) up to kmax = 0.40 h Mpc−1.
In Figure 2.3 we show the resulting error ellipses from the full modeling,
in the smaller, solid contours, with four choices of marginalization. (We present
the results from more choices of marginalization in Table 2.1.) First, for all
choices of marginalization we find that the sizes of the errors in both DA and
H are substantially smaller than those from the BAO-only analysis with the
FITEX-2d. For example, determinations of both DA and H are improved by
more than a factor of two in the case of the amplitude marginalization. This
is expected, as we are able to use more information encoded in the power
spectrum; namely, the Hubble horizon at the matter-radiation equality epoch
and the Silk damping scale. Second, DA and H are anti-correlated for the
amplitude marginalization, with the cross-correlation coefficient of r = −0.72
(see top-left panel of Fig. 2.3), as opposed to a positive correlation seen in
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the BAO-only analysis. This is due to the marginalization over the overall
amplitude: if we fixed the overall normalization, then we would still find a
positive correlation between DA and H with r = 0.38.
The origin of the negative correlation is the so-called Alcock-Paczynski
(AP) test (Alcock & Paczynski, 1979): when the redshift space distortion is
known perfectly well, the departure of the power spectrum in redshift space
from isotropy, i.e., the dependence of P (k, µ) on µ, can be used to determine
DAH , resulting in r = −1 for a power-law power spectrum. The contributions
from the departures of P (k) from a pure power-law, i.e., the existence of “stan-
dard rulers,” such as BAOs, the Hubble horizon at the matter-radiation equal-
ity and the Silk damping scale, make r bigger than −1. (See Appendix A.3
for more details.) When lnA and β are marginalized over simultaneously,
the correlation between DA and H nearly disappears: the AP test no longer
works when we marginalize over the linear redshift space distortion. We find
r = 0.038 (see top-right panel of Fig. 2.3).
When lnA is marginalized over while the other parameters (β, σ̃2v , ns,
and αs) are held fixed, we find 0.88% and 0.79% errors on DA and H , respec-
tively, with r = −0.72. The more parameters we marginalize over, the greater
the cross-correlation coefficient between DA and H as well as the errors on
DA and H become. Note that the increase in the errors does not necessarily
imply the decrease in the statistical power in constraining dark energy prop-
erties: since the cross-correlation coefficient is also reduced, the error in the
combined 1-d distance scale, R, is much less affected by the marginalization
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Finally, the errors in DA, H , and R for various choices of marginaliza-
tion are: (σlnDA, σlnH , σlnR) = (0.88%, 0.79%, 0.76%), (1.10%, 1.13%, 0.78%),
(1.10%, 1.47%, 0.88%), and (1.25%, 1.53%, 1.01%) for the marginalization over
lnA, lnA and β, lnA, β and σ̃2v , and lnA, β, σ̃
2
v , ns and αs, respectively (see
Table 2.1 for more comprehensive list). This result should be compared with
that from the BAO-only analysis: (σlnDA, σlnH , σlnR)=(1.76%, 2.47%, 1.08%).
It is clear that the full analysis, even with a generous set of marginalization
choices, beats the BAO-only analysis with a significant gain in the distance
determination accuracies.
2.3.3 Caveat for the full modeling
Our analysis presented in § 2.3.2 is too simplistic and optimistic, as it
ignores any systematic errors due to our lack of understanding of the effects
of various non-linearities in the power spectrum.
Among the three major non-linearities, non-linear matter clustering
is under control, at least for high redshifts, i.e., z & 2, as one can model
non-linear evolution of matter fluctuations almost exactly by the 3rd-order
perturbation theory (Jeong & Komatsu, 2006). While the nominal 3rd-order
perturbation theory breaks down at lower redshifts, z ∼ 1, there have been
a number of studies aiming at improving upon our ability to compute P (k)
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at z ∼ 1 or even lower redshifts (Crocce & Scoccimarro, 2008; Matarrese &
Pietroni, 2007; Taruya & Hiramatsu, 2008; Valageas, 2007; Matsubara, 2008;
McDonald, 2007). Therefore, it is quite possible that the non-linear matter
clustering will be fully under control in the near future, at least for the scales
that are relevant to the BAO scales, i.e., k . 0.40 h Mpc−1.
In a separate paper (Jeong & Komatsu, 2009), we show that non-linear
galaxy biasing is also under control in the weakly non-linear regime. One can
use the perturbation theory approach combined with the local bias assump-
tion (Fry & Gaztanaga, 1993; McDonald, 2006) to model the galaxy power
spectrum with non-linear bias.
The most problematic one is the non-linear redshift space distortion.
Our understanding of non-linear redshift space distortion, especially the Finger-
of-God (FoG) effect, is limited (Scoccimarro, 2004). Therefore, whether one
can achieve the accuracy of DA and H (H in particular) reported in Fig. 2.3
depends crucially on our ability to correct for the FoG effect. This is work in
progress. Note that the marginalization over σ̃2v should capture some of the
increase in the errors in distance scales due to our ignorance of FoG.
2.4 Extraction of DA and H from the Millennium Sim-
ulation
How realistic is our result for the determinations of DA and H from the
BAO phases using the FITEX-2d method? Since our Monte Carlo simulations
used in § 2.3.1 are too simple, in this section we test the FITEX-2d method
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further by using the Millennium Simulation (Springel et al., 2005).
We use the Millennium Galaxy catalogue, generated by the semi analyt-
ical galaxy formation code (Bower et al., 2006; Benson et al., 2003; Cole et al.,
2000). We have measured the two-dimensional power spectrum of galaxies
in redshift space from the Millennium Simulation, and applied the FITEX-2d
method to remove the smooth component. We then find the best-fitting DA
and H from the BAO phases extracted from the FITEX-2d. Again, we use
the data up to kmax = 0.40 h Mpc
−1.
In Figure 2.5 we show the result. The best-fitting value that we find
from the Millennium Simulation corresponds to one point at the center of
the contours. We find the errors from the Monte Carlo simulations that we
described in § 2.3.1 with the survey parameters replaced by those of the Mil-
lennium Simulation: Vsurvey = (0.5 h
−1 Gpc)3, ng = 0.138 h
3 Mpc−3, and
z = 3.06. (There are 17,238,935 galaxies in the Millennium Simulation at
z = 3.06.) For the theoretical power spectrum that we use for generating
Monte Carlo simulations, we use the best-fitting power spectrum for the galaxy
catalogue of the Millennium Simulation found in Jeong & Komatsu (2009).
Since the volume of the Millennium Simulation is ∼24 times as small as
that would be surveyed by HETDEX, the uncertainties in DA and H are larger
for the Millennium Simulation. (Compare Fig. 2.5 with the larger contours of
Fig. 2.3.) We find 5.1% and 6.8% errors on DA and H , respectively, with
the cross-correlation coefficient of r = 0.43, from the Monte Carlo simulations.
These errors are larger than those from HETDEX Monte-Carlo simulation by a
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factor of two (rather than
√
24 ∼ 5) as the shot noise on the power spectrum of
the Millennium Simulation is much smaller than that of HETDEX simulation.
The best-fitting values of DA and H are well within 68% C.L. region,
which indicates that the FITEX-2d is able to yield unbiased estimates of the
BAO phases from the Millennium Simulation.
These results indicate that the FITEX-2d method that we have devel-
oped in this paper can be used for extracting the BAOs and measuring DA
and H safely from the real data. It would be interesting to apply the FITEX-
2d method to the two-dimensional power spectrum measured from the SDSS
LRG samples (Okumura et al., 2008), and extract DA and H from them.
2.5 Error Propagation to The Dark Energy Equation of
State
In § 2.3 and § 2.4, we have estimated errors in DA and H from two
different approaches, i.e., the BAO fitting using the FITEX-2d method and
the full modeling. In this section, we propagate errors in DA and H to those in
the dark energy equation of state parameters. We parametrize w(z) using the
linear model, w(z) = w0 + waz/(1 + z) (Linder, 2003; Chevallier & Polarski,
2001).









where F̃αβ is the Fisher matrix for the dark energy parameters, Fij is the Fisher
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matrix for DA and H , pi = (lnDA, lnH) for i = 1 and 2, and qα = (w0, wa)
for α = 1 and 2.































































g(z) = Ωm(1 + z)
3 + ΩΛf(z). (2.36)
Figure 2.6 shows the derivatives as a function of z between 0.5 ≤ z ≤ 6.5
in two different cosmological models, (w0, wa)=(−1.0, 0.0) and (−1.1, 0.5).
The former is the ΛCDM model, while the latter resembles the maximum
likelihood values of w0 and wa from the WMAP+BAO+SN+BBN (Komatsu
et al., 2010a). The derivatives are similar for these cosmological models, and
therefore we use the ΛCDM model as the fiducial model for computing the
derivatives.
We add the distance information from CMB as






where we assume that the CMB experiment yields 1% determination of the
angular diameter distance out to z = 1090, i.e., we use
F̃CMBαβ = 10
4∂ lnDA(z = 1090)
∂qα
∂ lnDA(z = 1090)
∂qβ
. (2.38)
We are interested in how the BAO-only analysis compares with the full
modeling. In Fig. 2.7 we show the projected error contours on w0 and wa
calculated from the BAO-only analysis with the FITEX-2d and those from
the full analysis at four redshift bins: 0.5 ≤ z ≤ 1.5, 1.5 ≤ z ≤ 2.5, 2.5 ≤
z ≤ 3.5, and 3.5 ≤ z ≤ 4.5. The survey area and the number of galaxies are
420 deg2 and Ng = 2.9×106 for all redshift bins. From the BAO-only analysis
we find (∆w0,∆wa) = (0.29, 1.26), (0.38, 1.39), (0.55, 1.92), and (0.91, 3.18),
whereas from the full modeling we find (∆w0,∆wa) = (0.09, 0.27), (0.06, 0.17),
(0.09, 0.35), and (0.17, 0.68), for 0.5 ≤ z ≤ 1.5, 1.5 ≤ z ≤ 2.5, 2.5 ≤ z ≤ 3.5,
and 3.5 ≤ z ≤ 4.5, respectively.
We therefore conclude that the full analysis yields much better con-
straints on w0 and wa than the BAO-only analysis.
2.6 Conclusion
In this paper we have developed a method, called the FITEX-2d method,
to extract the two-dimensional phases of BAOs from galaxy power spectra in
redshift space. Our model builds on and extends the existing one-dimensional
algorithm, called FITEX, developed by Koehler et al. (2007).
Our method removes the smooth, non-oscillating component from the
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observed galaxy power spectrum in redshift space. The fitting function consists
of the smooth one-dimensional spectrum that depends only on k, P 1dsmooth(k)
given by Eq. (2.9), multiplied by the angle-dependent function expanded in
the Legendre polynomials with even multipoles. The coefficients of the Leg-
endre polynomials contain even powers of k. The resulting function, given
by Eq. (2.10), is able to capture the non-oscillating part of the galaxy power
spectrum well.
We have tested the FITEX-2d method using the analytical model with-
out any noise, the Monte Carlo realizations with noise expected from the HET-
DEX experiment (Hill et al., 2004), and the galaxy catalogue created from the
Millennium Simulation (Springel et al., 2005). In all cases the FITEX-2d
method yields unbiased estimates of the angular diameter distance, DA, and
the expansion rate, H .
However, the BAOs capture only a part of distance information encoded
in the galaxy power spectrum. To exploit the distance information, especially
the equality scale, rH(zeq), we have explored the constraints on DA andH from
the full modeling of the galaxy power spectrum in redshift space. Provided
that three key non-linearities (non-linear matter clustering, non-linear galaxy
bias, and non-linear redshift space distortion) are under control, we find that
the full modeling yields the constraints that are better than the BAO-only
analysis by more than a factor of two both in DA and H , and the dark energy
parameters such as w0 and wa.
While the effects of non-linear matter clustering (Jeong & Komatsu,
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2006; Crocce & Scoccimarro, 2008; Matarrese & Pietroni, 2007; Taruya & Hi-
ramatsu, 2008; Valageas, 2007; Matsubara, 2008; McDonald, 2007) and non-
linear galaxy bias (Jeong & Komatsu, 2009) are being understood in the weakly
non-linear regime that is relevant to the future galaxy surveys, the effects of
non-linear redshift space distortion are poorly understood. While the FITEX-
2d method that we have developed in this paper are useful for obtaining robust
constraints on DA and H , hence the dark energy properties, one must under-
stand non-linear redshift space distortion to fully exploit the full information
content of the galaxy power spectrum in redshift space. We would then be
able to reduce the errors in DA and H by more than a factor of two.
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Figure 2.1: Illustration of the FITEX-2d method. This figure shows an
anisotropic non-linear galaxy power spectrum before we apply FITEX-2d. The
contours show ln[P (k‖, k⊥)] at z = 2, where we have computed P (k‖, k⊥) from
Eq. (2.21). Anisotropic distribution of power due to redshift space distortion
is apparent.
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Figure 2.2: Illustration of the FITEX-2d method. This figure shows the power
spectrum shown in Fig. 2.1 minus the best-fitting two-dimensional smooth
spectrum, P 2dsmooth(k‖, k⊥), given by Eq.(2.10). The structure of BAOs, i.e.,
the oscillatory feature, is now apparent. The FITEX-2d method recovers the
isotropic distribution of the BAO phases successfully, which makes it possible
to use the distribution of the phases for measuring DA and H simultaneously.
(Top) Positive BAO peaks. (Bottom) Negative BAO peaks (troughs).
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Figure 2.3: Accuracy of DA and H extracted from BAOs with the FITEX-2d
method applied to simulated Monte Carlo realizations that approximate the
HETDEX survey (the larger, dotted contours; see § 2.3.1). The best-fitting
values of DA and H agree with the true values; thus, the FITEX-2d method
yields unbiased estimates of DA and H . The solid contours show DA and H
from the full modeling, including the overall shape of the power spectrum, with
various parameters marginalized over. (Note that the BAO-only contours are
unaffected by the marginalization.) For this we have used the Fisher matrix
forecast (see § 2.3.2). The inner and outer ellipses show 68% and 95% C.L.,
respectively. (Top Left) the full modeling Fisher matrix is marginalized over
the overall amplitude, lnA, (Top Right) marginalized over lnA and the linear
redshift distortion parameter, β, (Bottom Left) marginalized over lnA, β, and
the velocity dispersion in the FoG factor, σ̃2v , (Bottom Right) marginalized over
lnA, β, σ̃2v , and the shape of the initial power spectrum, ns and αs.
35
Figure 2.4: The galaxy power spectrum times the number density of galaxies,
ngPg(k, µ), where the number of the galaxies is fixed for each redshift bin to
Ng = 0.755×106, and Pg(k, µ) is computed from Eq. (2.21) with b1 = 2.5. The
shot noise dominates the error budget when ngPg(k, µ) < 1. Contour values
are [0.1, 0.3, 0.5, 1.0, 3.0, 5.0]. (Top Left) z = 1, (Top Right) z = 2, (Bottom
Left) z = 3, (Bottom Right) z = 4.
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Figure 2.5: Accuracy of DA and H extracted from BAOs with the FITEX-
2d method applied to the Millennium Galaxy Simulation in redshift space at
z = 3 (Springel et al., 2005; Bower et al., 2006; Benson et al., 2003; Cole et al.,
2000). The best-fitting values ofDA andH agree with the true values to within
statistical errors of the Millennium Simulation; thus, the FITEX-2d method
also yields unbiased estimates of DA and H for the Millennium Simulation.
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Figure 2.6: Partial derivatives of lnDA and lnH with respect to the dark
energy equation of state parameters, w0 and wa, as a function of z for
two different cosmological models. (Left) (w0, wa) = (−1.0, 0.0). (Right)
(w0, wa) = (−1.1, 0.5).
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Figure 2.7: Projected 68% constraints on the dark energy parameters, w0
and wa: the BAO fitting with the FITEX-2d method (dotted) versus the full
modeling (solid). For both cases, we use the power spectrum up to kmax =
0.40 h Mpc−1, and we assume that the CMB experiment measures the angular
diameter distance out to z = 1090 with 1% accuracy. The survey area and
the number of galaxies are 420 deg2 and Ng = 0.755× 106 for all cases. (Top
Left) 0.5 ≤ z ≤ 1.5, (Top Right) 1.5 ≤ z ≤ 2.5, (Bottom Left) 2.5 ≤ z ≤ 3.5,
(Bottom Right) 3.5 ≤ z ≤ 4.5.
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Chapter 3
Third-order Perturbation Theory With
Non-linear Pressure
In this chapter, we calculate the non-linear matter power spectrum us-
ing the 3rd-order perturbation theory without ignoring the pressure gradient
term. We consider a semi-realistic system consisting of two matter compo-
nents with and without pressure, and both are expanded into the 3rd order in
perturbations in a self-consistent manner, for the first time. While the pres-
sured component may be identified with baryons or neutrinos, in this paper we
mainly explore the physics of the non-linear pressure effect using a toy model
in which the Jeans length does not depend on time. 1
3.1 Introduction
Pressure plays an important role for the structure formation in the
universe. Pressure determines the Jeans scale, λJ , below which the growth of
structure slows down, and eventually stops and oscillates: while fluctuations in
the cold dark matter (CDM) and the pressured component evolve in the same
1A significant part of this chapter was originally published in the Astrophysical Journal
by Shoji, M. & Komatsu, E. Reproduced by permission of the American Astronomical
Society.
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way above the Jeans scale, their evolutions are significantly different below the
Jeans scale.
The dominant source of gravity is CDM, which is cold and its velocity
dispersion is negligible before the collapse of halos. However, the sub-dominant
matter components - baryons and neutrinos - have significant velocity disper-
sions, which should be included in the calculation when precision is required.
While the accurate calculations have been done for the linear perturbations,
the effects of the pressure on the non-linear evolution of matter fluctuations
on cosmological scales (∼ 10− 100 Mpc) have not been studied very much in
the literature.
We address this issue by calculating the non-linear matter power spec-
trum using the 3rd-order perturbation theory (3PT; see Bernardeau et al.,
2002, for a review), with the pressure gradient term in the Euler equation
explicitly included. This enables us to study the effects of the pressure on the
non-linear evolution of matter fluctuations in a self-consistent manner.
The rest of this paper is organized as follows. In § 3.2, we find the linear,
second-order, and third-order solutions of the coupled continuity, Euler, and
Poisson equations for two matter components with and without the pressure
gradient. In § 3.3, we calculate the non-linear matter power spectrum from
the solutions obtained in § 3.2. In § 3.4, we compare our full 3PT calculation
with the approximation used by Saito et al. (2008) for the effects of massive
neutrinos on the matter power spectrum. Finally, in § 3.5, we discuss the
implications of our results for a few practical astrophysical and cosmological
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applications. In Appendices we give the detailed derivations of the 3PT results
used in the main body of the paper.
3.2 Third-order Perturbation Theory with Pressure
3.2.1 Basic Equations
The main goal of this paper is to find the perturbative solutions for
the CDM density contrast, δc, for which the pressure gradient is ignored, and
the density contrast of another matter component, δb, for which the pressure
gradient is retained. This component may be identified with baryons (hence
the subscript “b”) or neutrinos, depending on the sound speed one uses in the
Euler equation.2
The equations that we are going to solve include two continuity equa-
tions:
δ̇c(x, τ) +∇ · [(1 + δc(x, τ))vc(x, τ)] = 0, (3.1)
δ̇b(x, τ) +∇ · [(1 + δb(x, τ))vb(x, τ)] = 0, (3.2)
two Euler equations:
v̇c(x, τ) + [vc(x, τ) · ∇]vc(x, τ) = −
ȧ
a
vc(x, τ)−∇φ(x, τ), (3.3)







1 + δb(x, τ)
, (3.4)
2While we use “b” to denote the pressured matter component throughout this paper, we
do not always mean baryons, but we we always refer to a general matter component with
pressure.
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and one Poisson equation:
∇2φ(x, τ) = 4πGa2[ρ̄c(τ)δc(x, τ) + ρ̄b(τ)δb(x, τ)], (3.5)
where δi ≡ (ρi− ρ̄i)/ρ̄i is the density contrast of a matter component i = (c, b),
ρ̄ the background matter density, a the scale factor, vi the peculiar velocity
field of a matter component i, φ the gravitational potential, and cs the sound
speed of the matter component with pressure. Here, the dots denote the
partial derivatives with respect to the conformal time, τ , i.e., δ̇ = ∂δ/∂τ , and
∇ denotes the partial derivatives with respect to the comoving coordinates.
We rewrite the Poisson equation as
∇2φ(x, τ) = 6
τ 2
δ(x, τ), (3.6)
where we have assumed an Einstein-de Sitter (EdS) universe (we shall general-
ize the results to other cosmological models later), for which the energy density
of the universe is dominated entirely by the matter density, and a ∝ τ 2. The








We have also defined the total matter fluctuation, δ, which is given by
δ(x, τ) ≡ ρ̄c(τ)δc(x, τ) + ρ̄b(τ)δb(x, τ)
ρ̄c(τ) + ρ̄b(τ)
= fcδc(x, τ) + fbδb(x, τ), (3.8)
where fc ≡ ρ̄c/(ρ̄c + ρ̄b) = Ωc/Ωm, and fb ≡ ρ̄b/(ρ̄c + ρ̄b) = Ωb/Ωm. For an
EdS universe, Ωm = 1.
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Taking the divergence of the Euler equations, we obtain the equations
for the velocity divergence fields, θi ≡ ∇ · vi. Moving non-linear terms to the
right hand side (RHS) of the equations and using the Poisson equation, we
obtain
δ̇c(x, τ) + θc(x, τ) = −∇ · [δc(x, τ)vc(x, τ)], (3.9)


















1 + δb(x, τ)
]
. (3.12)
Note that the second term in the RHS of eq. [3.12] still contains the linear order
term. All the other terms in the RHS of the above equations are non-linear.
We shall simplify the pressure term, the second term in the RHS of
eq. [3.12], as follows. First, we shall assume that the sound speed is homo-
geneous, i.e., ∇c2s = 0. See Naoz & Barkana (2005) for the analysis of linear







≃ ∇δb − δb∇δb + δ2b∇δb + O(δ4b ). (3.13)
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Going to Fourier space, we obtain





















































































In the subsequent subsections we shall solve these coupled equations
perturbatively. Hereafter we shall omit the tildes on the perturbation variables
in Fourier space.
3.2.2 Linear Order Solution: Jeans Filtering Scale
In the linear order, one finds
δ̇1,c(k, τ) + θ1,c(k, τ) = 0, (3.19)














δ1(k, τ)− k2c2s(τ)δ1,b(k, τ) = 0, (3.22)
where the subscripts “1” mean that these quantities denote the first-order


































The Jeans wavenumber divides the solutions for δ1,b into two classes: the
growing solution for k ≪ kJ , and the oscillatory solution for k ≫ kJ , when
there is no CDM, i.e., fb = 1 and δ1 = δ1,b. When δ1 6= δ1,b, the Jeans
wavenumber does not provide a dividing scale for the solutions of δ1,b.
46
The Jeans wavenumber depends on the temperature of the matter com-
ponent “b” as kJ ∝ T−1/2b τ−1; thus, kJ depends on time in general, kJ = kJ(τ).
However, in order to simplify the problem and obtain physical insights into
the effects of pressure on the non-linear growth of structure, we shall assume
that kJ is independent of time, which requires that the matter temperature
evolve as if the matter were coupled to radiation, Tb ∝ 1/a ∝ 1/τ 2. This is not
a realistic assumption especially in a low redshift universe where baryons are
decoupled from the radiation background and neutrinos are non-relativistic -
in both cases the temperature evolves as Tb ∝ 1/a2 ∝ 1/τ 4 and thus kJ evolves
as kJ ∝ τ ∝ a1/2, for the adiabatic evolution.
We shall solve the above coupled linear equations iteratively: as CDM is
always the most dominant source of gravity, the zeroth-order iterative solution
may be found by setting δ1 → δ1,c (i.e., fc → 1). We find the solution for
the ratio of the density contrasts, which is often called the “Jeans filtering





which should be a decreasing function of k due to the effect of pressure. At
the zeroth-order of iteration, the CDM density contrast grows as
δ
(0)
1,c (k, τ) ∝ a ∝ τ 2, (3.26)
and thus the equation for g1 simplifies to
g̈
(0)



















































The second term is a decaying mode, whose amplitude is set by the initial
condition, e.g., at the epoch when the baryon temperature was raised (by, say,
cosmic reionization) to the point where the pressure became important, or at
the epoch when the neutrinos became non-relativistic.
Ignoring the decaying mode (although we shall come back to this later),










At the first-order iteration we have the pressure feedback on the growth
of CDM. The evolution of δ
(1)
1,c depends on k, and is given by
δ
(1)


























fb[1− g(0)1 (k)]. (3.33)
As g(0)(k) → 1 and 0 for k → 0 and ∞, respectively, the large-scale and small-
scale limits of the growing mode solution is (see, e.g., Sec. 8.3 of Weinberg,
2008, for a recent review)
δ
(1)
1,c+(k, τ) ∝ τ 2 ∝ a, k ≪ kJ , (3.34)
δ
(1)
1,c+(k, τ) ∝ τ 2−
6
5
fb ∝ a1− 35fb , k ≫ kJ . (3.35)
The growth of δ1,c on the spatial scales below the Jeans scale is suppressed
relative to that of the large-scale modes.
Taking the first order iteration solution for δ
(1)
1,c+ into account, the first


































whose growing mode solution (with the normalization that g
(1)










− fb[2− g(0)1 (k)]
=
1− fb









This iteration converges quickly for fb < 0.5, and further iterations are not
necessary. The largest difference between g
(0)
1 (k) and g
(1)
1 (k) occurs as k/kJ →
∞, and is 100% for fb = 0.5. If the component “b” is identified with baryons,
fb ≃ 1/6, and the difference is reduced to ∼ 20%. The difference between
g
(1)
1 (k) and g
(2)
1 (k) occurs at k ∼ kJ , and is ∼ 4% for fb = 0.5, and 0.2% for
fb ≃ 1/6. The difference is much smaller for neutrinos.
To simplify the subsequent analysis, we shall adopt the zeroth-order
iterative solution for the filtering function, g
(0)
1 = 1/(1 + k
2/k2J), and the first-
order iterative solution for the CDM growth factor, eq. (3.33), as the solution
at the first-order in perturbations. This solution is sufficiently accurate for our
obtaining the physical insights.
Let us comment on the decaying mode that we have ignored in obtaining
eq. [3.30]. This decaying mode is an oscillatory function at k/kJ > 1/(2
√
6) ≃
0.2, representing the acoustic oscillation of the pressured component (Nusser,
2000). While this term is a decaying mode, it decays slowly, and is not quite
negligible even at low redshift. We show the decaying mode at the zeroth-order
iterative solution in Fig. 3.1,
∆g
(0)









assuming that the pressure became important at z∗ = 10. This figure shows
that the decaying mode remains important even until z ∼ 0; thus, technically
speaking, ignoring the decaying mode results in an inaccurate form of the
filtering function. Nevertheless, we shall ignore it and adopt g1(k) = 1/(1 +
50
Figure 3.1: Decaying mode solution for the linear filtering function at the
zeroth-order iteration (fc → 1), ∆g(0)1 (k, τ) ≡ g
(0)
1 (k, τ)−1/(1+k2/k2J), where
g
(0)
1 (k, τ) is the numerical solution of eq. (3.27), with the initial conditions
given by g
(0)
1 (k, τ∗) = 1 and ġ
(0)
1 (k, τ∗) = 0 where τ∗ is the conformal time at
z∗ = 10. The top and bottom lines at k/kJ ∼ 1 are at z = 8 and 0, respectively,
and the other lines correspond to the intermediate redshifts.
k2/k2J).
The exact form of g1(k, τ) is not so important for our purposes. The
main goal of this paper is to study how non-linearities affect this function.
In other words, we are interested in how the higher-order filtering functions,
gn(k, τ), are related to the linear one, g1(k, τ). One may use any forms of
g1(k, τ) for a better accuracy, depending on the problem (baryons or neutri-
nos).
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3.2.3 Second and Third Order Solutions
For the higher order (n-th order) density perturbations and velocity-









Assuming that CDM dominates the gravitational potential, we find the











Detailed derivations of the non-linear filtering functions at the second order,



































































dq1dq2dq3δD(k− q1 − q2 − q3)











3 are mathematical functions given by eqs. [B.30] and [B.65],
respectively. One may check that these functions are properly normalized, i.e.,
gn → 1 as k → 0, using δ′2,c → δ2,c and δ′3,c → δ3,c as k → 0.































These results may be interpreted as, roughly speaking, the non-linear filtering
functions having smaller effective filtering scales (larger filtering wavenum-




kJ for the second order, kJ → k̃J =
√
7kJ for the third






)kJ for the n-th order perturbations. In
other words, the higher-order solutions for δn,b are less suppressed relative to
53
the CDM solutions. In the next section we shall quantify this effect in more
detail.
3.3 Power Spectrum
In this section, we calculate the non-linear matter power spectrum using
the results obtained in the previous section. The total matter fluctuation, δ,
is given by δ = fcδc + fbδb, and thus the total matter power spectrum, Ptot(k),
is given by the sum of three contributions:
Ptot(k, τ) = f
2
c Pc(k, τ) + fcfbPbc(k, τ) + f
2
b Pb(k, τ), (3.51)
where Pc(k) and Pb(k) are the power spectra of the CDM and another mat-
ter component with pressure, respectively, and Pbc(k) is the cross-correlation
power spectrum. Each term is the sum of the linear part, P11(k, τ), and the
non-linear parts, P22(k, τ) and P13(k, τ):
Pi(k, τ) = P11,i(k, τ) + P22,i(k, τ) + 2P13,i(k, τ), (3.52)
where i = (c, b, bc).
The 3PT power spectrum of CDM has been found in the literature (see
Bernardeau et al., 2002, for a review):














































See Appendix § B.1 for the detailed derivations.
Here, we have implicitly generalized the results from an EdS universe





















where τi is some arbitrary epoch, τ∗ is the epoch where the pressure effect
becomes non-negligible (i.e., reionization epoch for baryons and the relativistic
to non-relativistic transition epoch for massive neutrinos), and D(τ) is the
linear growth factor appropriate to a given cosmological model. This simple
generalization has been shown to provide an excellent approximation to the full
calculation: see Bernardeau et al. (2002) for models with non-zero curvature
and/or a cosmological constant, and Takahashi (2008) for dynamical dark
energy models with a constant equation of state of dark energy.
The linear spectra of the other contributions, P11,bc and P11,b, are given
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by
P11,bc(k, τ) = g1(k)P11,c(k, τ), (3.56)
P11,b(k, τ) = g
2
1(k)P11,c(k, τ). (3.57)
















P11,c(q, τ)P11,c(|k− q| , τ)






















P11,c(q, τ)P11,c(|k− q| , τ)






























































See Appendix § B.3 for the detailed derivations.
How would Ptot(k) compare with the CDM part, Pc(k)?
• In the linear limit, we should recover Ptot(k)/Pc(k) → [fc + fbg1(k)]2,
which approaches unity as k → 0.
• In the very small scale limit (k → ∞), the pressured component is
completely smooth (δb(k) → 0) because g1(k) → 0; thus, Ptot(k)/Pc(k)
approaches a constant value, f 2c .
• In the intermediate regime, especially at the transition scale between the
super-Jeans scale (k < kJ) and the sub-Jeans scale (k > kJ), the shape
of Ptot(k)/Pc(k) is significantly distorted away from the linear prediction.
Non-linear clustering of the pressured component adds power at k ∼ kJ ,
which shifts the effective filtering scale to smaller spatial scales as we go
to lower redshifts.
In Fig. 3.2 we show the ratio, Ptot(k, z)/Pc(k, z) (solid lines), for different
redshifts (z = 0.1, 1, 3, 5, 10, and 30), and different kJ (kJ = 1 and 3 h Mpc
−1
for the left and right panels, respectively). In the linear regime (see the bottom
lines, z = 30) the ratio agrees with the linear prediction shown by the dashed
lines. As we go to lower redshifts, we find that the filtering wavenumbers
continue to shift to larger values, i.e., the filtering scales continue to shift
to smaller spatial scales as we go to lower redshifts. This effect cannot be
predicted from the linear theory, where all the modes evolve in the same way.
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3.4 Comparison with Approximate Treatment of Saito
et al. (2008)
The non-linear power spectrum with a significant contribution from a
pressured component has not been studied very much in the literature, with
one exception. Saito et al. (2008) (hereafter, STT) have studied effects of
massive neutrinos on the non-linear matter power spectrum using 3PT (also
see Wong, 2008; Lesgourgues et al., 2009). However, their treatment is not
satisfactory: they have entirely ignored non-linearities in neutrinos, but ap-
proximated the neutrino perturbations as linear perturbations. More precisely,
they calculated the non-linear matter power spectrum as
P STTtot (k, z) = f
2
c Pc(k, z) + 2fcfνP11,νc(k, z) + f
2
νP11,ν(k, z). (3.62)
In our language this leads to
P STTtot (k, z) = f
2





Here, we have replaced the subscripts “b” with “ν” to avoid confusion in
notation.
How accurate is the STT approximation? To study this, we compare
eq. [3.63] to the full calculation given in the previous section. Figure 3.3 shows
the fractional difference between our full calculation and STT’s approxima-
tion, [Ptot(k) − P STTtot (k)]/Ptot(k), for Ων/Ωm = 1/10, 1/20, and 1/100, which
correspond to the sum of neutrino masses of
∑
imν,i ≃ 1.3, 0.64, and 0.13 eV,
respectively, where i = (e, µ, τ). We find that STT’s approximation clearly un-
derestimates the power at k ≈ kFS, where kFS is the neutrino free-streaming
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scale, or it is the Jeans wavenumber computed with the velocity dispersion of






in an EdS universe, where σ2ν,i(τ) is the velocity dispersion of neutrino species
i (see, e.g., Appendix A.3 of Takada et al., 2006).
One may argue that STT’s approximation should be better for a smaller
neutrino mass: the errors in the total matter power spectrum are 3.5%, 0.6%,
and 0.003%
∑
imν,i = 1.3, 0.64, and 0.13 eV, respectively, at z = 0.1; however,
our results indicate that their approximation is conceptually not correct: neu-
trinos should not be treated as linear perturbations, as the neutrino velocity
dispersion has no effect in suppressing the neutrino perturbations at and above
the free-streaming scale. In other words, the errors may happen to be small in
the total matter power spectrum for small neutrino masses because neutrinos
contribute only a tiny fraction of the total matter density anyway, but the er-
rors in the neutrino power spectrum are large. Figure 3.4 shows the fractional
difference between the non-linear neutrino power spectrum, Pν(k), and the lin-
ear power spectrum, P linν (k), i.e., ∆P/P = [Pν(k)−P linν (k)]/Pν(k). It is clear
that neutrinos are significantly non-linear, even well below the free-streaming
scale, k ≫ kFS. Nevertheless, the STT approximation may still provide a
convenient phenomenological tool for calculating the non-linear total matter
power spectrum in the presence of massive neutrinos.
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3.5 Discussions and Conclusions
In this paper, we have obtained the second- and third-order solutions
for the density perturbations in a system consisting of two matter components
with and without the pressure gradient. This is the first self-consistent analyt-
ical calculation, with non-linearities in the pressured component fully retained
up to the 3rd order in perturbations.
As our study is focused on understanding the physics of the non-linear
pressure effect on the matter power spectrum, we have studied a toy model in
which the Jeans wavenumber, kJ , is independent of time. This is equivalent to
the temperature of the pressured component following that of radiation, i.e.,
T ∝ 1/a.
Nevertheless, we have found several results that have qualitative impli-
cations for the practical applications. We have found that non-linearities in the
pressured component shift the filtering scale from the well-known linear filter-
ing scale (Gnedin & Hui, 1998) to a smaller spatial scale (larger wavenumber)
by a factor depending on the redshift and the Jeans scale. In other words, the
actual filtering scale for a given sound speed (or temperature) is smaller than
the linear scale. Therefore, if one used the linear filtering scale to interpret
the fall-off of, e.g., the flux power spectrum of the Lyman-α forests (Zaldar-
riaga et al., 2001), one would underestimate the temperature of the pressured
component.
How important is this effect? For example, when the Jeans wavenum-
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ber is kJ = 10 h Mpc
−1, our calculation predicts that the effective filtering
wavenumber is ≃ 10, 12, 13, 13, and 14 h Mpc−1 at z = 30, 10, 5, 3, and 1, re-
spectively. While we do not expect 3PT to be valid at such high wavenumbers,
our results clearly indicate that the expected changes in the filtering scale can-
not be ignored. Table 3.1 summarizes the ratios of the effective (actual) and
the linear filtering wavenumbers. Note that the linear filtering wavenumber is
the same as the Jeans wavenumber in our model; thus, we show kF,eff/kJ in
Table 3.1. We extracted the effective filtering wavenumber, kF,eff , by fitting
[fc + fb/(1 + k
2/k2F,eff)]
2 to Ptot(k, z)/Pc(k, z). We find that a factor of 1.4
change in the filtering scale is quite common over a wide range of redshifts
and kJ .
A factor of 1.4 change in the filtering scale changes the inferred tem-
perature by a factor of two; thus, one implication of our result is that the
temperature of the Inter-galactic Medium (IGM) obtained from the Lyman-α
forests at z = 3 by Zaldarriaga et al. (2001) might have been underestimated
by a factor of two.
A factor of 1.4 change in the filtering scale gives a factor of ∼ 3 change
in the filtering mass. Our calculation shows that the actual filtering mass is
similar to the linear one only in high redshifts, while the former is significantly
smaller than the latter in low redshift. This result is qualitatively similar
to those found in Okamoto et al. (2008) and Hoeft et al. (2006); however, a
quantitative comparison is not possible, as our results apply only to the system
with a constant Jeans wavenumber.
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kJ z=0.1 1.0 3.0 5.0 10 30
(h Mpc−1)
0.1 1.08 1.04 1.01 1.00 1.00 1.00
0.5 1.37 1.21 1.07 1.03 1.01 1.00
1.0 1.43 1.32 1.14 1.08 1.03 1.00
3.0 1.41 1.38 1.28 1.20 1.08 1.01
5.0 1.40 1.39 1.32 1.24 1.12 1.02
10 1.41 1.40 1.35 1.29 1.16 1.03
Table 3.1: This table shows the ratios of the effective (kF,eff) and the linear
(kJ) filtering scales for different redshifts and kJ . The ratios are closer to unity
at higher redshifts because non-linearities are weaker.
What is next? As for baryons, we need to extend our formalism for
incorporating a realistic thermal history of the universe with a proper time
dependence of kJ . As for neutrinos, we need to incorporate not only the
pressure gradient but also the anisotropic stress in the Euler equation. To
do this we need to solve the Boltzmann equation. Nevertheless, our results
presented in this paper show that neutrinos are significantly non-linear, even
well below the free-streaming scale.
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Figure 3.2: Ratio of the total matter power spectrum, Ptot(k, z), to the CDM
part, Pc(k, z), at z = 0.1 (top), 1, 3, 5, 10, and 30 (bottom). (Left) The
input Jeans wavenumber of kJ = 1 h Mpc
−1. (Right) kJ = 3 h Mpc
−1. The
dashed lines show the ratios calculated from the linear theory, whereas the dot-
dashed lines show the linear calculations with kJ = 2 and 6 hMpc
−1 for the left
and right panels respectively, to show that the actual filtering wavenumbers,
predicted by the 3PT calculations, can be ∼40% as large as the linear filtering
wavenumber at low redshift.
63
Figure 3.3: Fractional difference between our full calculation and the approx-
imation used by Saito et al. (2008) (STT), [Ptot(k) − P STTtot (k)] /Ptot(k), for
Ων/Ωm = 1/100 (top), 1/20 (middle), and 1/10 (bottom), which corresponds
to
∑
mν ≃ 0.13, 0.64, and 1.3 eV, respectively.
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Figure 3.4: Fractional difference between the non-linear neutrino power spec-
trum, Pν(k), and the linear power spectrum, P
lin
ν (k), [Pν(k)− P linν (k)]/Pν(k),
for Ων/Ωm = 1/100 (top), 1/20 (middle), and 1/10 (bottom), which corre-
sponds to
∑
mν ≃ 0.13, 0.64, and 1.3 eV, respectively.
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Chapter 4
Massive Neutrinos in Cosmology: Analytic
Solutions and Fluid Approximation
In the previous chapter, we show how to include the pressure gradient
term into the 3rd-order perturbation theory in a self-consistent manner. Al-
though the use of fluid approximation for the CDM particle is common due to
its negligible pressure, we do not know the extent to which the fluid approxi-
mation is valid for massive neutrinos. In this chapter, we study the evolution
of linear density fluctuations of free-streaming massive neutrinos at redshift of
z < 1000, with an explicit justification on the use of a fluid approximation.
We solve the collisionless Boltzmann equation in an Einstein de-Sitter (EdS)
universe, truncating the Boltzmann hierarchy at lmax = 1 and 2, and com-
pare the resulting density contrast of neutrinos, δfluidν , with that of the exact
solutions of the Boltzmann equation that we derive in this chapter. 1
1A significant part of this chapter was originally published in Physical Review D by
Shoji, M. & Komatsu, E. Reproduced by permission of the American Physical Society.
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4.1 Introduction
What is the mass of neutrinos? We know that at least two of three stan-
dard model neutrino species have finite masses. The constraints on the squared
mass differences of the three species of neutrinos obtained from solar (Davis,
1994; Itoh et al., 1996; Cleveland et al., 1998; Abdurashitov et al., 1999; Ham-
pel et al., 1999; Altmann et al., 2000; Abdurashitov et al., 2002; Ahmad et al.,
2002a,b; Fukuda et al., 2002; Ahmed et al., 2004; Gno Collaboration et al.,
2005; Hosaka et al., 2006a) and atmospheric oscillation experiments (Fukuda
et al., 1998; Surdo, 2002; Sanchez et al., 2003; Ashie et al., 2005; Hosaka et al.,
2006b) (reviews can be found in Maltoni et al. (2004); Lesgourgues & Pastor














× 10−3 eV2. (4.2)
Therefore, the lower limit on the sum of neutrino masses is 0.058 eV. Ob-
servations of the CMB and large-scale structure of the universe can provide
limits on the absolute mass of neutrinos. The current upper bounds on the
sum of neutrino masses are ≃ 0.3− 0.6 eV (Mantz et al., 2009; Thomas et al.,
2009; Vikhlinin et al., 2009; Hannestad et al., 2010; Reid et al., 2010; Sekiguchi
et al., 2010). In this paper, we use 0.58 eV (95% CL) from WMAP7yr as a
conservative upper bound on the sum of neutrino masses (Komatsu et al.,
2010b).
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The large-scale structure of the universe is a sensitive probe of neu-
trino masses (Bond et al., 1980; Doroshkevich et al., 1980b,a; Doroshkevich &
Khlopov, 1981; Doroshkevich et al., 1981; Hu, 1998; Hu & Eisenstein, 1998;
Valdarnini et al., 1998; Eisenstein & Hu, 1999; Lewis & Challinor, 2002; Les-
gourgues & Pastor, 2006). Massive neutrinos suppress the small-scale matter
power spectrum by their large velocity dispersion, The fractional amount of





















where the summation is taken over the i-th species of neutrinos (Hu & Eisen-
stein, 1998; Hu et al., 1998; Takada et al., 2006).
Relativistic neutrinos are not a fluid. Massive neutrinos, being col-
lisionless, are not a fluid, either. However, when the velocity dispersion of
massive neutrinos becomes low enough, they may be approximately treated as
a fluid, just as we normally treat Cold Dark Matter (CDM) particles as a fluid
on large-scales. While this is a reasonable expectation, as far as we know, the
extent to which the fluid approximation is valid for massive neutrinos has not
been discussed in the literature.
Then, why is a fluid approximation useful while we have Boltzmann
codes such as CMBfast (Seljak & Zaldarriaga, 1996) and CAMB (Lewis et al.,
68
2000), which solve the Boltzmann equations numerically to the accuracy of
order ∼ 0.1%? First, we will have more physical insight to the growth of the
neutrino density fluctuations by directly solving continuity and Euler equations
rather than numerically solving a set of infinite order of Boltzmann hierarchy.
Second, and most importantly, as the density fluctuations become non-linear,
i.e., δ ∼ 1, we need to use higher-order perturbation theories to accurately
model the small-scale density fluctuations. Since the higher-order perturbation
theories have been constructed for CDM with a fluid approximation, we cannot
simply modify theories to include massive neutrinos if a fluid approximation
is not valid for those particles. On the other hand, if a fluid approximation
is valid for some range of redshifts, length scales and neutrino masses, we can
greatly simplify the model of non-linear density fluctuations in the presence of
massive neutrino, as shown in Shoji & Komatsu (2009).
In this paper, we shall study the validity of a fluid approximation of
massive neutrinos. To achieve this goal, we first solve the Boltzmann equations
describing the evolution of the perturbed phase-space distribution function of
massive neutrinos exactly and compare the exact results to the results with
the fluid approximation, i.e., solutions with the higher multipole moments
(l ≥ 3) ignored. Then, we shall examine the ranges of applicability of fluid
approximation in both spatial and time scales, as a function of neutrino masses.
The rest of this paper is organized as follows. In § 4.2, we briefly review
the effects of massive neutrino free-streaming on the structure formation of the
universe. In § 4.3, we provide the basic fluid equations and the linearized Boltz-
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mann equation required for our theoretical flame work. In § 4.4, we briefly
discuss the analytic solutions of the Boltzmann equation for collision-less par-
ticles. In § 4.5, we compare the exact solutions of the Boltzmann equations
with the fluid approximation, and discuss the limitation of the fluid approxi-
mation for several masses of massive neutrino. Finally, in § 4.6, we discuss the
implications of our results and conclude. In Appendix C.1, we discuss how to
define the free-streaming scale starting from the fluid equations. In Appendix
C.2, we give the detailed derivation of the exact solution of the Boltzmann
equation both for massless and massive neutrinos. Even though our main in-
terest is in massive neutrinos, our results shown here are also applicable to
collision-less particles in general, whose time evolution of the perturbed phase
space distribution follows the linearized collision-less Boltzmann equation with
the zero-th order phase space distribution function being frozen at sufficiently
early time (i.e., we set the initial conditions of the neutrino transfer function
after the decoupling of neutrino, ∼ 1 MeV).
4.2 The Free-Streaming of the Massive Neutrino
We are interested in the mass range of 0.05 < mν,i < 0.58 eV for the
most massive species of neutrinos, which became non-relativistic well after the
matter radiation equality. The mass density of the massive neutrinos relative













where the summation is taken over the different species of neutrinos. Neutrinos




d3p p (exp[p/Tν(z)] + 1)
−1
∫




Tν ≃ 3.15Tν, (4.6)
falls below mν,i. By solving 3.15Tν,0(1 + znr) = mν,i, one finds the redshift of
relativistic to non-relativistic transition epoch, znr, as





for the i-th neutrino species.
The density fluctuation of neutrinos cannot grow within the horizon
size until neutrinos become non-relativistic. Once neutrinos become non-
relativistic, the neutrino density fluctuation begins to grow on scale greater




d3p p2/m2ν,i(exp[p/Tν(z)] + 1)
−1
∫













where p is the proper momentum of the massive neutrino (see Appendix of
Takada et al. (2006)).
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The wavenumber corresponding to the free-streaming scale, kFS, is de-
fined by the single-fluid continuity and Euler equations:
δ̇(k, τ) + θ(k, τ) = 0 (4.9)
































Here, derivatives are with respect to a conformal time, dτ = dt/a, H(τ) ≡ ȧ(τ)
a(τ)
,
and θ(k, τ) is a velocity divergence of the fluid. Note that Eq.(4.8) assumes
that neutrinos are non-relativistic.
In Figure 4.1, we show kFS,i from Eq.(4.11) (dotted line), comoving
horizon scale, aH(a), (thick solid line) and kFS,i calculated numerically from
Eq.(4.8), where mν,i is replaced by
√
p2 +m2ν,i (thin solid line). In this figure,
we use mν,i = 0.13 eV.
We find that the free-streaming scale is close to the horizon size until the
relativistic to non-relativistic transition of a neutrino, and once the neutrino
2Here, we say cs ≃ σν,i; however, strictly speaking, the velocity dispersion defined in
Eq.(4.8) should not be used to define the free-streaming scale, kFS, as the Euler equation





σν,i ≃ 0.745σν,i. We derive this relation in Appendix C.1.
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Figure 4.1: Free-streaming scale of a massive neutrino, kFS,i, (black line),
comoving horizon scale, aH(a), (thick black line) and an approximation to the
free-streaming scale in the non-relativistic limit given by Eq.(4.11), (dotted
line) as functions of the scale factor, a. We use mν,i = 0.13 eV. The horizontal
lines show (1) large, (2) small, and (3) intermediate scale modes as described
in § 4.2.
becomes non-relativistic, the free-streaming scale decreases as kFS(a) ∝ a1/2.
Let us examine the evolution of the neutrino density fluctuations at three
length scales:
1. At the large-scale, where k ≪ kFS(a) for all a ≤ a0 (a0 is the present-day
scale factor), the neutrino density fluctuation starts to grow soon after
the mode enters the horizon, and its time evolution is identical to that
of CDM, δν(k, a) = δc(k, a).
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2. At the small-scale, where k ≫ kFS(a) for all a ≤ a0, the neutrino density
fluctuation oscillates around its initial value due to the free-streaming
effect, δν(k, a) ∼ δν(k, ai) ≃ 0.
3. At the intermediate scale, the mode first experiences the free-streaming
phase, and thus does not grow. Once k < kFS(a) is satisfied, the mode
starts to grow, rapidly catching up with the gravitational potential set
up by CDM.
4.3 The Boltzmann Hierarchy and Fluid Approxima-
tion
In this section, we provide all the relevant equations and definitions
needed for our theoretical flame work, following Ma & Bertschinger (1995) in
the conformal-Newtonian gauge.
For fermions and bosons, we have the phase space distribution (in nat-





eǫ(q,τ)/aT (a) ± 1 , (4.12)
where the sign of “+” is for fermions and “−” is for bosons, q and ǫ(q, τ) ≡
√
q2 + a2(τ)m2 are the co-moving momentum (i.e., q = a(τ)p) and the co-
moving energy of a particle, respectively. Here, τ is a conformal time, which
is related to the proper time by dτ = dt/a(t), and gs is a number of de-
grees of freedom. The linear order perturbation to the distribution function,
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Ψ(k, n̂, q, τ), is defined as
f(k, n̂, q, τ) = f0(q, τ)[1 + Ψ(k, n̂, q, τ)], (4.13)
where q ≡ |q| and n̂ ≡ q/q.
Since neutrinos decoupled while they were highly relativistic, the un-
perturbed distribution function after the neutrino decoupling continues to be





eq/aT (a) ± 1 , (4.14)
even after neutrinos become non-relativistic. The temperature of such collision-
less particles decreases as T (a) = T0(a0/a), even when they are non-relativistic.
The evolution of the linearized phase-space distribution for collision-less
particles such as CDM and neutrinos is governed by the linearized collision-less
Boltzmann equation,










φ̇(k, τ)− iǫ(q, τ)
q
(k · n̂)ψ(k, τ)
]
= 0, (4.15)
where ψ and φ are a Newtonian gravitational potential and a curvature per-
turbation, respectively. 3
3In the original work of Ma & Bertschinger (1995), ψ and φ are defined as scalar per-
turbations in the metric in the conformal Newtonian gauge: ds2 = a2(τ)[−(1 + 2ψ)dτ2 +
(1 − 2φ)dxidxi]. They are related to the gauge invariant variables ΦA and ΦH of Bardeen
(1980) and Ψ and Φ of Kodama & Sasaki (1984) by ψ = ΦA = Ψ and φ = −ΦH = −Φ.
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and replace the time derivative from τ to x ≡ kτ , and re-write Eq.(4.15) as










µψ(k, x) = 0, (4.16)
where µ is a cosine between the wavenumber and momentum, i.e., k · n̂ ≡ kµ.
Finally, we expand the Boltzmann equation (Eq.(4.16)) by Legendre polyno-
mials, using




(−i)l(2l + 1)Ψ̃l(k, q, x)Pl(µ), (4.17)
and obtain a set of infinite series of differential equations (also known as Boltz-
mann hierarchy) as follows:
Ψ̃′0(k, q, x) = −
q
ǫ(q, x)
Ψ̃1(k, q, x)− φ′(k, x), (4.18)
Ψ̃′1(k, q, x) =
q
3ǫ(q, x)




Ψ̃′l(k, q, x) =
q
(2l + 1)ǫ(q, x)
[lΨ̃l−1(k, q, x)
− (l + 1)Ψ̃l+1(k, q, x)] (for l ≥ 2), (4.20)
where the primes denote derivatives with respect to x ≡ kτ . Here, Ψ̃0(k, q, x) is
sourced by Ψ̃1(k, q, x). All the successive multipoles with l ≥ 1, Ψ̃l≥1(k, q, x),
are sourced by Ψ̃l−1(k, q, x) and Ψ̃l+1(k, q, x), so that the evolution of l-th
multipole propagates the whole system of equations back and forth. In order
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to close the system of equations, we need to truncate the Boltzmann hierarchy
at some finite multipole, lmax. Now, the question is, “in which condition the
fluid approximation (i.e., lmax = 1 or 2) is valid?”
To make a contact with the familiar form of fluid equations, we relate
multipoles of the perturbed distribution function, Ψl(k, q, τ), to the quantities
such as the density contrast, δ(k, τ) ≡ δρ(k,τ)
ρ̄(τ)
, velocity dispersion, θ(k, τ), and
anisotropic stress, σ(k, τ), by integrating Ψl(k, q, τ) over the momentum space








































We obtain the fluid equations by truncating the Boltzmann hierarchy at lmax =
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2:









θ̇(k, τ) = − ȧ(τ)
a(τ)




δP (k, τ)/δρ(k, τ)
1 + w(τ)
k2δ(k, τ)− k2σ(k, τ) + k2ψ,
(4.28)
σ̇(k, τ) = − ȧ(τ)
a(τ)










where w(τ) ≡ P̄ (τ)/ρ̄(τ) is an equation of state, and we have defined the
following variables:









f0(q)Ψ1(k, q, τ), (4.30)












In the relativistic and non-relativistic limits, where majority of neutrinos in
the phase space distribution have momenta of q ∼ ǫ(q, τ) and q ≪ ǫ(q, τ), we






, θ, σ) and (0, 0, 0, 0, 0), respectively.
Since CDM is non-relativistic throughout the redshift of our interest,
we can greatly simplify the calculation of the density contrast of CDM by fluid
approximation (i.e., lmax = 1). We have
δ̇(k, τ) = −θ(k, τ) + 3φ̇(k, τ), (4.32)
θ̇(k, τ) = − ȧ(τ)
a(τ)
θ(k, τ) + k2ψ(k, τ). (4.33)
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As for massive neutrinos, the fluid approximation may or may not be valid,
depending on the mass, scale or redshift of interest. We check the validity
of the fluid approximation for massive neutrinos by comparing to the exact
solutions in section § 4.5.
When lmax = 2, Eq.(4.18) and (4.20) give a useful relation between




Ψ̃2(k, q, x) +
2
5







Ψ̃2(k, q, x) +
2
5




= Ψ̃2(k, q, xi) +
2
5




where xi ≪ 1 is an initial time. With this relation and Eqs.(4.24) and (4.26),
we can rewrite the anisotropic stress, σ(k, τ), in the Euler equation (Eq.(4.28))




δP (k, τ)/δρ(k, τ)
1 + w(τ)
k2δ(k, τ) = const,
(4.36)
where we have set φ = const. At late times, τ ≫ τi, where δ(k, τ) ≫ δ(k, τi)
and σ(k, τ) ≫ σ(k, τi), the right hand side of Eq.(4.36) is negligible compared
to the second term on the left hand side. Therefore, we have
k2σ(k, τ) ≃ −4
5





This result shows that σ increases the pressure by a factor of 9
5
. The free-




4.4 Analytic Solutions for the Boltzmann Equation
In this section, we briefly describe analytic solutions of the Boltzmann
equation (Eq.(4.16)), to which the fluid approximation is compared. We give
a detailed derivation of the solutions in Appendix C.2.
Instead of expanding the Boltzmann equation by Legendre polynomials
as in Ma & Bertschinger (1995), we first find a formal solution of Eq.(4.16):






′)]S(k, q, µ, x′), (4.38)
where
S(k, q, µ, x) ≡ iǫ(q, x)
q
µψ(k, x)− ∂φ(k, x)
∂x
, (4.39)







The lower integration boundary, C ∈ R, is an arbitrary constant. We then
expand the above formal solution with Legendre polynomials. We will need












The solution for Ψ̃l(k, q, x) for a given l is given by





(−i)l′+l′′−l(2l′ + 1)(2l′′ + 1)





















where we have assumed ψ̇(k, x) = φ̇(k, x) = 0 (which is satisfied in an Einstein
de-Sitter, EdS, universe). We derive solutions for the most general case (i.e.,
ψ̇(k, x) 6= 0 and φ̇(k, x) 6= 0) in Appendix C.2.
As we see in Eq.(4.42), the infinite series of the Boltzmann hierarchy,
Eqs.(4.18)∼(4.20), is now expressed in terms of the spherical Bessel functions,
jl(x), its integrals weighted by ǫ(q, x)/q, and the infinite sum of the initial
values of Ψ̃l(k, q, x).
While Eq.(4.42) appears to have infinite sums over l, the sum actually
truncates because, at initial time (which is taken to be before the horizon
re-entry), Ψ̃l(k, q, x) for l ≥ 3 can be ignored (Ma & Bertschinger, 1995).
Together with the triangular inequalities of the Wigner 3-j symbols,
|l − l′| ≤ l′′ ≤ l + l′, (4.43)
only finite terms remain in the solution of Ψ̃l(k, q, x).
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The explicit solutions of Ψ̃0(k, q, x) and Ψ̃1(k, q, x) are
Ψ̃0(k, q, x) = Ψ̃0(k, q, xi)j0(z − zi)− 3Ψ̃1(k, q, xi)j1(z − zi)






j1(z − z′), (4.44)
Ψ̃1(k, q, x) = Ψ̃0(k, q, xi)j1(z − zi)
+Ψ̃1(k, q, xi)j0(z − zi)− 2Ψ̃2(k, q, xi)j1(z − zi)

















Let us examine the behavior of Ψ̃l(k, q, x). At sufficiently late time,
z(x) ≫ z(xi), all the terms containing initial values of Ψ̃l(k, q, x) become
negligible, as jl(z) → 0 for z ≫ l. The last term, which does not depend on
initial values, is the dominant term. For relativistic neutrinos, ǫ(q, x) = q,
the last term is proportional to
∫ x
xi
dx′jl(x − x′), which approaches constant
for x ≫ l. For non-relativistic neutrinos, ǫ(q, x) = a(τ)m ∝ x2, jl(z) does










4.5 The Validity of the Fluid Approximation
Before we start, let us remember why fluid approximation may be valid
for massive particles. Eq.(4.19) shows that the l = 2 mode becomes unim-
portant when the gravitational force (the last term) becomes dominant. The
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ratio of the last term to the first two terms is of order (ǫ/q)2, which is unity
for relativistic particles, but it is much greater than unity for non-relativistic
particles. Thus, l ≥ 2 modes become irrelevant for the evolution of l = 0 and
1 modes, allowing us to truncate the Boltzmann hierarchy at lmax = 1.
For example, when the distribution function of neutrinos is dominated
by the non-relativistic states (i.e., q ≪ a(x)m), we have the following solutions
for Ψ̃0(k, q, x) and Ψ̃1(k, q, x) with constant φ and ψ,










































where C is a constant, and the fastest growing modes grow as Ψ̃0(k, q, x) ∝
a(x) and Ψ̃1(k, q, x) ∝ a(x)
√
1 + a(x).
The observable quantities such as δ(k, x) and θ(k, x) are given by the
integrals of Ψ̃0(k, q, x) and Ψ̃1(k, q, x). They pick up contributions from the
relativistic particles (ǫ(q, x) ∼ q) as well, but the phase-space number den-
sity of those relativistic particles is exponentially suppressed. To see this, we













> 1 for relativistic particles in the phase space distribution.
For CDM with m ∼ 1 GeV, the mass to temperature ratio, m/aT (a),
is very large for the time that is relevant to the structure formation; thus, only
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extremely non-relativistic particles, q/m ≪ 1, contribute to the density con-
trast, δ(k, τ). As neutrinos are much lighter than CDM, relativistic particles
may or may not contribute to the density contrast significantly. For exam-
ple, to calculate the massless neutrino density contrast accurately, we need to
calculate the Ψ̃0(k, q, x) for relativistic particles including all the higher multi-
poles in principle. If the neutrinos are sufficiently massive, then the last term
in Eq.(4.19) becomes dominant over the first two terms for most of the par-
ticles in the phase-space distribution, f0(q), making the fluid approximation
(i.e., lmax = 1 or 2) valid.
Note that a fluid approximation does not imply that all the higher mo-
ments of the Boltzmann equations are small. It just means that the evolution
equations of δ(k, x) and θ(k, x) are decoupled from the higher moments of the
Boltzmann equations.
4.5.1 Ψ̃l(k, q, x) with various lmax
To check the validity of fluid approximation, we need to compare the
exact solutions of Ψ̃0(k, q, x) and Ψ̃1(k, q, x) to the approximate solutions of
Ψ̃0(k, q, x) and Ψ̃1(k, q, x) with finite lmax = 1, 2 and 3. To simplify the
problem, we make the following (reasonable) approximations:
1. The universe is flat and matter dominated (EdS), for which φ̇ = ψ̇ = 0.
2. We ignore the evolution of φ and ψ caused by massive neutrinos, which is
a good approximation for proving the validity of the fluid approximation.
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That is, ψ is determined by CDM only.
3. The initial perturbations are adiabatic and the wave lengths of the initial
perturbations are greater than the horizon size, i.e., xi ≪ 1. Specifically,
we have (Eq.(97) of Ma & Bertschinger (1995)):



















Ψ̃2(k, q, xi) = −
1
2




Ψ̃l≥3(k, q, xi) = 0, (4.52)
where the most of neutrinos in the phase-space distribution are initially highly
relativistic, ǫ(q, xi) ∼ q.
We rewrite the Boltzmann equations (Eqs.(4.18) ∼ (4.20)) in terms
of dimensionless parameters k/C and m/q defined below: the ratio of the









































with aeq ≡ 1, ρ̄eq = ρ̄(aeq), and we assume the matter radiation equality to
happen at 1 + zeq = a0/aeq = 3000. For Ωr = 8.47 × 10−5, Ωm = 0.25 and
C = 0.0092h Mpc−1.
With this convention for the scale factor, given comoving momentum is
equal to the physical momentum (i.e., q = p) at the matter radiation equality,























4.5.1.1 Ψ̃0(k, q, x)
Figure 4.2 shows the evolution of Ψ̃0(k, q, x) for two different scales
(k/C = 10 and 100) and two different momenta (m/q = 10 and 100). We
calculate Ψ̃fluid0 (k, q, x) by truncating the Boltzmann equations at lmax = 1, 2
and 3 (fluid approximation), while we calculate Ψ̃exact0 (k, q, x) from the exact
solution of the Boltzmann equations given in Eq.(4.44). The fractional error
in the fluid approximation is defined as ∆Ψ̃0/Ψ̃0 ≡ Ψ̃fluid0 /Ψ̃exact0 − 1. For each
4The original paper did not take this factor of aeq/a0 into account, and therefore, neu-
trino mass was overestimated by a0/aeq = 3000. This correction does not affect any quali-
tative/quantitative argument for Ψ̃l, but changes the interpretations of the resulting δν and
θν .
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combination ofm/q and k/C, we show both Ψ̃exact0 (k, q, x) (top), and |∆Ψ̃0/Ψ̃0|
(bottom) with lmax = 1 (solid lines), 2 (dotted lines) and 3 (dashed lines).
At large-scale (k/C = 10 or k ≃ 0.1 hMpc−1), neutrinos withm/q = 10
become non-relativistic at around the horizon re-entry, and neutrinos with
m/q = 100 become non-relativistic well before the horizon re-entry (xnr =
kτnr = 0.98 and 0.10 form/q = 10 and 100, respectively), and fractional errors
of the fluid approximation peak at x = xH ∼ 1. At small-scale (k/C = 100 or
k ≃ 1.0 hMpc−1), neutrinos withm/q = 100 become non-relativistic at around
the horizon re-entry, while neutrinos with m/q = 10 become non-relativistic
well after the horizon re-entry (xnr = kτnr = 8.3 and 0.98 for m/q = 10 and
100, respectively). For neutrinos becoming non-relativistic after the horizon
re-entry, fractional errors of the fluid approximation peak at x = xnr.
We see that the asymptotic growth rate is Ψ̃exact0 (k, q, x) ∝ x2 ∝ a
(see Eq.(4.46)). For neutrinos with m/q = 10 and k/C = 100, the growth
of Ψ̃exact0 (k, q, x) is suppressed between the horizon re-entry and the epoch of
relativistic to non-relativistic transition (xnr = 8.3); however, once neutri-
nos become non-relativistic, Ψ̃exact0 (k, q, x) grows rapidly, catching up with the
gravitational potential set up by CDM. 5 For both large and small-scales, fluid
approximation becomes more accurate as we increase the lmax, but for neutri-
5Even though we do not include CDM explicitly, by setting φ̇ = ψ̇ = 0, we are includ-
ing CDM as a dominant source of the gravitational potential in the Boltzmann equations
(i.e., the last term of Eq.(4.19)). If we calculate ψ(k, x) including the suppression of the
gravitational potential due to massive neutrino free-streaming, the neutrino catch-up will
be slightly slower.
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nos with m/q = 100 and k/C = 10, lmax = 1 is sufficient to approximate the
exact solution to better than 1% accuracy for almost entire evolution history
(xH < x < x0). For small-scale, k/C = 100, with nearly relativistic neutrinos
(m/q = 10), fluid approximation with low multipole cutoff (i.e., lmax = 1,
2 and 3) breaks down for almost entire evolution history, while at late time
(x > 1000), we start to see an accuracy of better than 1% for lmax = 2 and 3.
4.5.1.2 Ψ̃1(k, q, x)
Figure 4.3 shows the evolution of Ψ̃1(k, q, x) for two different scales
(k/C = 10 and 100) and two different momenta (m/q = 10 and 100). We
calculate Ψ̃fluid1 (k, q, x) and the fractional error in the fluid approximation in
the same ways as before, while we calculate Ψ̃exact1 (k, q, x) from the exact so-
lution of the Boltzmann equations given in Eq.(4.45). Results are almost
the same as the case for Ψ̃0(k, q, x), except for the asymptotic growth rate is
Ψ̃exact1 (k, q, x) ∝ x3 ∝ a3/2 (see Eq.(4.47)). Since δ(k, x) ∝ Ψ̃0(k, q, x) ∝ x2
and θ(k, x) ∝ Ψ̃1(k, q, x) ∝ x3, the late-time evolution of δ(k, x) and θ(k, x)
from the Boltzmann equations is consistent with the continuity equation (i.e.,
δ̇(k, τ) = −θ(k, τ)).
4.5.1.3 Ψ̃2(k, q, x)
Figure 4.4 shows the ratio of Ψ̃2(k, q, x) to Ψ̃0(k, q, x) for exact solu-
tions (solid lines), lmax = 2 (dotted lines) and lmax = 3 (dashed lines) for two
different scales (k/C = 10 and 100) and two different momenta (m/q = 10 and
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100). As we discussed in § 4.3, we have a useful relation between Ψ̃0(k, q, x) and
Ψ̃2(k, q, x) if we truncate the Boltzmann equations at lmax = 2 (see Eq.(4.34)).
Here, we check how late-time evolution can simplify the relation between
Ψ̃0(k, q, x) and Ψ̃2(k, q, x). At sufficiently late time, we have an asymptotic
value of Ψ̃2(k, q, x) = −25Ψ̃0(k, q, x), which allows us to replace the anisotropic
stress term in the fluid equations by the sound speed (Eq.(4.37)). As we see
in the figure, the asymptotic value of Ψ̃2(k, q, x)/Ψ̃0(k, q, x) = −2/5 is reached
at relatively early times.
4.5.1.4 Summary
We found that the applicability of the fluid approximation on the per-
turbed distribution function, Ψ̃l(k, q, x), depends crucially on our choice of
wavenumber, k, momentum, q and mass, m, of particles. Generally speaking,
wavenumber, k, sets the time of the horizon crossing, aH = a(x ∼ 1), and
the momentum and mass of the particles give the epoch of the relativistic to
non-relativistic transition, anr ≃ q/m. As long as a given particle becomes
non-relativistic before the horizon crossing, anr < aH , the fluid approxima-
tion and the exact solution of Ψ̃l(k, q, x) agree to better than 1% accuracy.














This condition can be easily satisfied for a large-scale mode, where C/k ≫ 1
(k ≪ 0.01 h Mpc−1), and the condition can be satisfied in a small-scale mode,






So far, we discussed the validity of the fluid approximation for Ψ̃l(k, q, x)
with a given momentum and a given wavenumber. However, quantities such
as δ(k, x) and θ(k, x) are given as integrals of Ψ̃l(k, q, x) over momentum space
(0 < q <∞) weighted by f0(q) and appropriate powers of q. The unperturbed
distribution function, f0(q), exponentially suppresses the population of nearly






(see Eq.(4.48)). For a given
lower limit of neutrino mass, mν > 0.05 eV, and the current temperature of
neutrinos, Tν,0 ∼ 1.9 K, we have mνTν,0 > 340. Therefore, the population of rela-
tivistic neutrinos with m
q
≪ 0.1 is negligible, and does not affect calculations
of δ(k, x) or θ(k, x).
4.5.2 Limitation of Fluid Approximation on δν(k, x)
Here, we study the limitation of the fluid approximation on the neu-
trino density contrast, δν(k, x), and the velocity divergence, θν(k, x), with two
different masses of neutrinos, mν = 0.05 and 0.5 eV. As we have seen in
the previous section, for given k and a0/aeq, the ratio of the neutrino mass
to the current temperature of neutrinos determines the validity of the fluid
approximation.
With the current temperature of neutrinos, Tν,0 ∼ 1.9 K, we have
mν/Tν,eq = 305 and 3050 for mν = 0.05 and 0.5 eV, respectively. To find
δν(k, x) and θν(k, x), we integrate Ψ̃l(k, q, x) using Eqs.(4.21)∼(4.26) for sev-
eral lmax.
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4.5.2.1 δν(k, x) and θν(k, x) with small mν
Figure 4.5 shows the evolution of the fractional errors of the fluid ap-
proximation, ∆δν(k, x)/δν(k, x) ≡ δfluidν (k, x)/δexactν (k, x) − 1 and ∆θν(k, x)
/θν(k, x) ≡ θfluidν (k, x)/θexactν (k, x) − 1, as functions of a/a0 for three differ-
ent scales k/C = 1, 10 and 100 with mν = 0.05 eV (C = 0.01 h Mpc
−1). As
expected, the fluid approximation does not yield accurate results for such a
small mass. As was the case for Ψ̃fluidl (k, q, x), the fractional error increases
shortly after the horizon entrance, and then decreases as neutrinos become non-
relativistic. For neutrinos with mν = 0.05 eV, Eq.(4.7) gives anr/a0 = 0.01,
or xnr = 9.4
k
C
, and as a result the fluid approximation breaks down during
entire evolution history of δν(k, x) and θν(k, x) between the horizon crossing
and the present epoch (aH < a < a0). Nevertheless, for the largest scale
(k/C = 1), the error is below 10% level at low redshit, as the neutrinos be-
come sufficiently non-relativistic. We also show the fractional errors of fluid
approximation for δν(k, x) and θν(k, x) calculated using the late time asymp-
totic value of Eq.(4.34): Ψ̃2(k, q, x) = −25Ψ̃0(k, q, x) (dashed lines). As we have
seen in Figure 4.4, this simple ansatz works well and follows the fractional error
with lmax = 2 at late time, a≪ anr.
4.5.2.2 δν(k, x) and θν(k, x) with large mν
Figure 4.6 shows the evolution of the fractional errors of a fluid approx-
imation as functions of a/a0 for three different scales k/C = 1, 10 and 100 with
mν = 0.5 eV. For neutrinos with mν = 0.5 eV, Eq.(4.7) gives anr/a0 = 0.001,
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or xnr = 2.1
k
C
, and all the scale with k/C & 0.5 enter the horizon when neu-
trinos are relativistic. As a result, the fluid approximation with lmax = 1 is
only accurate to ∼ 1% at large scale (k/C = 1) and ∼ 20% at small scale
(k/C = 100) at low redshift.
We see that lmax = 2 and the ansatz approximates the small-scale
density contrast and velocity divergence better than the case with lmax = 1, and
the fluid approximation becomes accurate to . 1% at large scale (k/C = 1).
4.5.3 Range of Validity of Fluid Approximation
We have seen that the fractional errors of fluid approximation for
δν(k, x) and θν(k, x) decrease for heavier particles, but the errors are still signif-
icant on small-scales. Now, the question is what is the maximum wavenumber,
kmax, below which we can use the fluid approximation with 10 or 20% accuracy
for a given mass of neutrinos at a given time. Figure 4.7 shows the fractional
error, ∆δν(k, x)/δν(k, x) ≡ δfluidν (k, x)/δexactν (k, x)− 1, for four different masses
of neutrinos at three different redshifts, z = 0, 5 and 10. We find that the fluid
approximation is only accurate to few∼ 25% over a wide range of k at low
redshift.
Table 4.1 shows kmax with lmax = 1 and 2 for various neutrino masses,
mν = 0.05, 0.10, 0.50 and 1.0 eV, at five redshifts, z = 0, 1, 3, 5 and 10.
The smaller the redshift is and the larger mν is, the larger kmax becomes. We
see that kmax is 3 ∼ 4 times larger with lmax = 2 than with lmax = 1.
We are particularly interested in the k-range of linear to mildly non-
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lmax = 1 mν = 0.05 eV 0.1 eV 0.5 eV 1.0 eV
z=0 0.009 (0.032) 0.018 (0.064) 0.090 (0.31) 0.18 (0.62)
z=1 0.007 (0.021) 0.012 (0.042) 0.060 (0.19) 0.12 (0.38)
z=3 0.005 (0.015) 0.009 (0.028) 0.039 (0.13) 0.079 (0.25)
z=5 0.003 (0.012) 0.008 (0.023) 0.032 (0.097) 0.060 (0.19)
z=10 0.002 (0.009) 0.004 (0.017) 0.023 (0.068) 0.042 (0.14)
lmax = 2 mν = 0.05 eV 0.1 eV 0.5 eV 1.0 eV
z=0 0.037 (0.097) 0.073 (0.19) 0.36 (0.94) 0.72 (1.88)
z=1 0.024 (0.064) 0.045 (0.13) 0.22 (0.58) 0.44 (1.16)
z=3 0.016 (0.042) 0.032 (0.079) 0.15 (0.36) 0.27 (0.72)
z=5 0.013 (0.034) 0.024 (0.064) 0.11 (0.29) 0.22 (0.54)
z=10 0.009 (0.024) 0.018 (0.045) 0.079 (0.19) 0.15 (0.38)
Table 4.1: The maximum wavenumber, kmax[h Mpc
−1], for which the fluid
approximation is accurate at 10 (20)% or better.
linear regime on the matter density power spectrum at the redshifts relevant to
the future and on-going galaxy redshift surveys (z . 3), and for that purpose,
0.1 . kmax . 0.4 h Mpc
−1 will be necessary with sufficient accuracy: on
smaller scales, the non-linearity is too large for power spectrum to be used for
cosmology.
4.6 Discussions and Conclusions
We have calculated the evolution of the perturbed distribution func-
tions of massive neutrinos, Ψ̃l(k, q, x), using the fluid approximation, i.e., trun-
cation of the Boltzmann equations at lmax = 1, 2 and 3. We compared the
approximate solutions to the exact solutions that we have derived in this paper.
When the distribution function is dominated by the relativistic neutrinos, fluid
approximation poorly represents the exact oscillation phase of Ψ̃l(k, q, x) cal-
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culated from the exact solution. When the distribution function is dominated
by non-relativistic neutrinos, Ψ̃0(k, q, x) and Ψ̃1(k, q, x) are sourced mainly
by the gravitational potential, ψ(k, x), and decoupled from the higher mul-
tipoles, Ψ̃l≥2(k, q, x). This allows the fluid approximation to be an excellent
approximation to the growth of Ψ̃0(k, q, x) and Ψ̃1(k, q, x) for small q. Then,
we integrated the perturbed distribution functions to calculate the quantities
such as δν(k, x) and θν(k, x). Comparing the density contrasts of massive neu-
trinos calculated from the fluid approximation to the exact solutions, we found
that the fluid approximation is only accurate to few∼ 25% for k . 0.4 hMpc−1
and 0.05 ≤ mν ≤ 0.5eV To increase the accuracy of the fluid approximation
further, it is necessary to either directly solve for the Boltzmann hierarchy
with lmax ≥ 3 as in Eqs.(4.18)∼(4.20), or solve fluid equations, Eqs.(4.27)
and (4.28), with an ansatz for an anisotropic stress, k2σ(k, τ), as we did for
lmax = 2 in Eq.(4.37).
We solved the Boltzmann equation for massive neutrinos in an EdS
universe for which φ̇(k, x) = ψ̇(k, x) = 0. In a more realistic multi-component
fluid case, we have φ̇(k, x) 6= 0 and ψ̇(k, x) 6= 0 due to the effect of massive
neutrinos even during the matter dominated epoch. Including this effect is
straightforward. For the observationally allowed range of neutrino masses,
we expect the correction to be small, as the dominant source of gravitational
potential is still CDM (fν . 0.05). Therefore, our conclusions regarding the
limitation of the fluid approximation is not affected by our using an EdS
universe. During the dark energy dominated epoch, the EdS approximation
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breaks down, and φ and ψ evolve. Nevertheless, the correction will be limited
to the dark energy dominated epoch, a > aDE , and the scale around k &
kFS(aDE) ≫ kFS(anr). We found that, as long as the term proportional to the
gravitational potential, ψ(k, x), dominates the right hand side of Eq.(4.19), the
fluid approximation is valid. Therefore, unless the effect of the dark energy
suppresses ψ(k, x) much faster than the growth of ǫ2(q, x) ∝ a2, kmax at a >
aDE will not change significantly.
Since we have studied the evolution of the distribution function solving
the collision-less Boltzmann equation, one can apply these results to other
collision-less particles in general.
Now, why is fluid approximation useful? Future and on-going dark en-
ergy missions aim at the accurate measurement of the galaxy/matter power
spectrum with an accuracy better than 1%. One might think that the cosmo-
logical linear perturbation theory has already been well established, and the
numerical codes such as CMBfast and CAMB can calculate the linear matter
power spectrum with an accuracy better than 1%.
However, the linear perturbation theory breaks down at small-scale and
low redshift, where the density contrast becomes non-linear (k & 0.1 h Mpc−1
at z ∼ 1) (Jeong & Komatsu, 2006; Carlson et al., 2009). Therefore, in
order to exploit the cosmological information contained in a given survey, one
needs to understand the non-linearities on the galaxy/matter power spectrum
(Yamamoto et al., 2005; Rassat et al., 2008; Shoji et al., 2009).
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Among the non-linearities, the matter clustering has been well under-
stood in the mildly non-linear regime (see Bernardeau et al. (2002), for a
review), but the theories have been limited to CDM dominated universe. The
pressure gradient term in the Euler equation was completely ignored.
In our previous work, we developed the 3rd-order perturbation theory
with the pressure gradient terms explicitly included (Shoji & Komatsu, 2009)
(also see Saito et al. (2008); Wong (2008); Lesgourgues et al. (2009); McDon-
ald (2009)). With this extension to the higher order perturbation theory as
well as within the limitation on the accuracy of δν calculated from the fluid
approximation, we can now calculate the next-to-linear order matter power
spectrum with massive neutrino free-streaming effect, properly included.
Since the structure formation is mostly affected by the most massive
species of neutrinos, and the current constraints on the total mass of neutrinos
indicate that at least one of the neutrino species has a mass of order a tenth
of eV, the use of fluid approximation is limited with an accuracy of few to
25% over k . 0.4 h Mpc−1 for z < 10. As a result, for a small fraction
of massive neutrino, fν . 0.04 for
∑
imν,i . 0.5 eV, the fractional error on
the matter density contrast, δm = (1 − fν)δc + fνδν , calculated with the fluid
approximation is accurate to sub-percent level.
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Figure 4.2: We show Ψ̃0(k, q, x) as functions of x ≡ kτ with two different scales
(k/C = 10 and 100, where C = 0.0092 h Mpc−1) and two different momenta
(m/q = 10 and 100). Ψ̃0(k, q, x) is calculated from the exact solution, and the
fractional difference is given as ∆Ψ̃0/Ψ̃0 ≡ Ψ̃fluid0 /Ψ̃exact0 − 1, where the solid
line is for lmax = 1, the dotted line is for lmax = 2 and the dashed line is for
lmax = 3.
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Figure 4.3: Same as Figure 4.2 for Ψ̃1(k, q, x).
98
Figure 4.4: We show Ψ̃2(k, q, x)/Ψ̃0(k, q, x) as functions of x ≡ kτ with two
different scales (k/C = 10 and 100) and two different momenta (m/q = 10 and
100). Both Ψ̃0(k, q, x) and Ψ̃2(k, q, x) are calculated from the exact solution
(solid line), or fluid approximation with lmax = 2 (dotted line) and 3 (dashed
line).
99
Figure 4.5: (left): Time evolution of the fractional errors of
∆δν(k, x)/δν(k, x) ≡ δfluidν (k, x)/δexactν (k, x)− 1. The solid lines show lmax = 1,
while the dotted lines show lmax = 2. The dashed lines show lmax = 1, but
with the ansatz for l = 2, Ψ̃2(k, q, x) = −25Ψ̃0(k, q, x). (right): Time evolu-
tion of the fractional errors of ∆θν(k, x)/θν(k, x) ≡ θfluidν (k, x)/θexactν (k, x)− 1.
Here, we use mν = 0.05 eV, and show the results at three different scales,
k/C = 1, 10 and 100, corresponding to k ≃ 0.01, 0.1 and 1.0 h Mpc−1, respec-
tively. The vertical lines show the time of the horizon crossing for each mode.
The present-day scale factor is a0 = 3000.
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Figure 4.6: Same as Figure 4.5 for mν = 0.5 eV.
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Figure 4.7: We show the fractional errors, ∆δν(k, x)/δν(k, x) ≡ δfluidν (k, x)
/δexactν (k, x)−1, for four different masses of neutrino at three different redshifts,
z = 0, 5 and 10 as functions of wavenumber, where the thick and thin lines
are for lmax = 1 and 2, respectively.
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Chapter 5
Void in the Redshift Space
5.1 Introduction
The abundance of on-going and future galaxy surveys is pointing to the
deeper understanding of the nature of accelerated expansion of the universe,
as discovered via observations of luminosity distances to Type Ia supernovae
(Riess et al., 1998; Perlmutter et al., 1999). The main observables of galaxy
surveys are characteristic length scales encoded in the matter power spectrum,
P (k), such as the comoving Hubble horizon, H(z), and the angular diameter
distance, DA(z) (Shoji et al., 2009).
Not only can we measure geometric distances, DA(z) and H(z), from
a galaxy survey, but we also measure the growth rate of the matter density
fluctuation, f(z) ≡ d lnD+(z)
d lna(z)
, via redshift space distortions (Guzzo et al., 2008).
The matter density fluctuation grows via gravitational instability com-
peting against the expansion of the universe. One can obtain the growth rate
by solving the following differential equation (Wang & Steinhardt, 1998; Linder
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d ln a′w(a′). (5.5)
As we see in the Eq.(5.1), growth rate has an explicit dependence on the dark
energy equation of state. Therefore, by measuring the growth rate, one can ob-
tain the information about the dark energy, thereby, the nature of accelerated
expansion of the universe.
Predictions for the growth rate from different theories of gravity and
the nature of dark energy can be well parameterized in the simple form of
f(z) = Ωm(z)
γ . For example, γ = 4/7 for a ΛCDM model (Peebles, 1980;
Hamilton, 2001), where the cosmological constant plays the role of observed
accelerated expansion of the universe, and γ = 0.68 for the DGP model of
modifications of gravity (Lightman & Schechter, 1990). Thus, it is crucial to
measure f(z) from a given galaxy power spectrum to observationally unveil
the nature of this mysterious component of the universe. Although a galaxy
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power spectrum gives a way to measure f(z) at different redshifts, due to the
vast parameter space allowed, an accurate measurement of f(z) from a galaxy
power spectrum alone is difficult (Simpson & Peacock, 2010). Especially, when
we use the redshift space galaxy power spectrum to the linear order, it is
inevitable to have the growth rate, f(z), be degenerate with a linear galaxy
bias, bL, such that P
s
g (k, µ) = Pm(k, µ)(1 + βµ
2)2, where β(z) ≡ f(z)/bL
(Kaiser, 1987). Thus, it is important to have an alternative method to measure
the growth rate in addition to a redshift space galaxy power spectrum. Here,
we propose the shape of voids in the redshift space as a sensitive probe of
linear growth rate, f(z).
The shape of the voids in redshift space has been studied in literature
(Ryden, 1995; Ryden & Melott, 1996; Maeda et al., 2011). According to
their study, the void volume increases in the redshift space as its boundary is
stretched along the line of sight by redshift space distortion. This elongation of
the void volume in the redshift space is diametrically opposite to what would
happen to the distribution of galaxies in overdense regions, due to a reversed
sign of the equation of motion sourced by local density field (Icke, 1984) (i.e.,
δ > 0 for over dense regions and δ < 0 for voids). Schmidt et al. (2001) studied
the effect of redshift space distortion on the void probability function (VPF).
The VPF is a measure of probability, P0(V ), that a randomly placed sphere
of volume V contains no galaxy within (White, 1979). For a given void in the
real space, redshift space distortion stretches the void along the line of sight,
increasing the volume of voids; thus, VPF, P0(V ), increases toward a larger
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V .
Here, we study the ellipticity of voids in the redshift space as a probe of
the linear growth rate, f(z). Specifically, we shall use the ellipticity probability
distribution function of Park & Lee (2007) (hereafter, PL07) and Lee & Park
(2009). PL07 proposed a void ellipticity distribution function as a sensitive
probe of cosmology, noting that the shapes of voids are modulated by the
competition between the tidal distortion and the cosmic expansion. Their
model is based on the assumption that the underlying tidal field can be well
described by the Zel’dovich approximation. They tested the model against the
results from the Millennium simulations (Springel et al., 2005), finding a good
agreement.
In practice, defining a void from a distribution of galaxies is non-trivial,
as the definition of a void differs from one void finding algorithm to another
(Colberg et al. (2008) and references there in). Regardless of the ambiguity
in the exact definition and the boundary shape of a void, the method of PL07
gives a robust measurement of ellipticities of voids (i.e., defined as space around
local density minima): it uses the distribution of galaxies inside a void as a
tracer of the underlying shape of the tidal field. Void statistics have been
studied both in simulations and galaxy redshift surveys (Hoyle & Vogeley,
2002; Patiri et al., 2006; Foster & Nelson, 2009; Pan et al., 2011). With the
abundant data of the galaxy redshift survey available from on-going and future
galaxy surveys, properties of voids can be better understood. Furthermore,
voids found from these surveys will provide a unique way to probe the history
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of the structure formation, and henceforth, the nature of dark energy.
Throughout this paper we use the maximum likelihood cosmological
parameters of Komatsu et al. (2009) (WMAP+BAO+SN of Table 1).
The goal of this paper is to provide an analytic insight into the observed
ellipticities of voids, and establish basis for their application to cosmology. In
§ 5.2, we briefly review notations and definitions used in PL07 for a real space
void ellipticity probability distribution function. In § 5.3, we study the effect
of linear galaxy bias on the void ellipticity PDF. In § 5.4, we study the effect
of redshift space distortion on the shape and ellipticity of observed voids. In
§ 5.5, we study the effect of the Poisson noise on the void ellipticity PDF,
which arises as a consequence of tracing a void shape by a limited number of
field galaxies inside the void. We also show that this Poisson noise can be the
biggest limitation on the use of PL07 method for voids with a small number
of field galaxies inside. In § 5.6, we compare the analytic prescriptions derived
in the previous sections against the void ellipticity PDF extracted from the
galaxy catalog of the Millennium simulation. Finally, our conclusions are in
§ 5.7.
5.2 Void in the real space
In this section, we briefly review the method of PL07. First, voids are
extracted from a given galaxy distribution using a given void finding algo-
rithm. We then find the ellipticities of voids, and construct a void ellipticity
distribution function.
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For each detected void, we define void galaxies, which reside inside a








where xi is the distance from the center of a void (i.e., the mean, x̄i, has been
removed). Suppose that lengths of the semiaxis of the best-fit ellipsoid to a
void are p1, p2 and p3, ordered as p1 ≥ p2 ≥ p3 ≥ 0. Then, one finds that they
are proportional to the square root of the eigenvalues of the inertia tensor,
I1, I2 and I3, ordered as I1 ≥ I2 ≥ I3 ≥ 0. This motivates our defining the
ellipticity of a void such that,













For a fixed volume of an ellipsoid, V = 4π
3
p1p2p3, we can exhaust all the
possible shapes of the ellipsoid in terms of ǫ and η. Figure 5.1 shows five
special configurations of ellipsoids on the ǫ-η plane. Note that according to
our definition (i.e., p1 ≥ p2 ≥ p3 ≥ 0), we have 0 ≤ η ≤ ǫ ≤ 1.
(a) For ǫ = η = 0 (i.e., p1 = p2 = p3), we have a spherical void.
(b) For ǫ = η = 1 (i.e., p1 ≫ p2 = p3 = 0), we have a filamentary void.
(c) For ǫ = 1 and η = 0 (i.e., p1 = p2 ≫ p3 = 0), we have a pancake void.
(d) For ǫ = η (i.e., p1 > p2 = p3), we have a prolate spheroid.
108
Figure 5.1: We show five special configurations of ellipsoids: (a) sphere, (b)
filament, (c) pancake, (d) prolate spheroid and (e) oblate spheroid. In a plane
of ǫ−η, the lower triangle shows the possible configurations of ellipsoid, where
each corner corresponds to a special configuration such as a sphere (lower
left), a filament (upper right) and a pancake (lower right). Genuine triaxial
ellipsoids are located in the middle of the triangle.
(e) For η = 0 (i.e., p1 = p2 > p3), we have an oblate spheroid.







ǫ(2 − ǫ) , (5.8)
and further divide the triaxial ellipsoid into two categories: prolate ellipsoids
(T > 0.5) and oblate ellipsoids (T < 0.5).
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5.2.1 Real-Space Ellipticity PDF
Here, we calculate the ellipticity probability distribution function of
PL07 based on the unconditional joint probability density distribution of eigen-
values of a tidal tensor, {λ1, λ2, λ3} (Doroshkevich, 1970).
An unconditional PDF is given by















× (λ1 − λ2)(λ2 − λ3)(λ1 − λ3), (5.9)
where K1 ≡ λ1+λ2+λ3, K2 ≡ λ1λ2+λ2λ3+λ1λ3, and σRL is the rms density





∆2(k)W 2(kRL)d ln k. (5.10)
Here, we calculate ∆2(k) ≡ k3P (k)
2π2
with a linear Boltzmann code, CAMB (Lewis
et al., 2000), with the best-fit cosmological parameters of WMAP+BAO+SN
(Komatsu et al., 2009).
We derive a Lagrangean void size, RL, from conservation of the number
density within the volume elements of Eulerian and Lagrangean space,
n(x, z)d3x = n̄d3q, (5.11)
where n(x, z) = n̄(1 + δ(x, z)) is a real-space comoving number density of
matter, n̄ is a mean comoving number density, and x and q are Eulerian and
Lagrangean coordinates, respectively. Therefore, we have
RL(q, z) = RE(x, z)(1 + δ(x, z))
1/3, (5.12)
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where RE is an Eulerian size of void. PL07 derived the conditional PDF of
{λ1, λ2} for a given density contrast, δ =
∑3
i=1 λi as follows,









1− 3(λ1 + λ2)
δ
+





×(2λ1 + λ2 − δ)(λ1 − λ2)(λ1 + 2λ2 − δ). (5.13)
Here, as studied by Lavaux & Wandelt (2010), signs of eigenvalues, λi tell us
whether the void is spatially expanding or contracting along the corresponding
semiaxes. In our notation, a given void spatially expands when λi < 0, and
contracts when λi > 0. Here, we only consider three dimensionally expanding
genuine voids, 0 > λ1 ≥ λ2 ≥ λ3 and δ =
∑3
i=1 λi < 0.
Now, under the premise of the strong correlation between the void
shape, Iij , and the underlying tidal tensor, Tij ≡ ∂
2Φ(q)
∂qi∂qj
, we have the following


















where we assume λ1 ≥ λ2 ≥ λ3. Using these, one can define the PDF of ǫ and
η as
p(ǫ, η|δ, σRL) = p(λ1(µ, ν), λ2(µ, ν)|δ, σRL)
× 4(δ − 3)
2µν
(µ2 + ν2 + 1)3
, (5.16)
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where µ = 1− η and ν = 1− ǫ, and
λ1(µ, ν) =
1 + (δ − 2)ν2 + µ2
µ2 + ν2 + 1
(5.17)
λ2(µ, ν) =
1 + (δ − 2)µ2 + ν2
µ2 + ν2 + 1
. (5.18)
From Eq.(5.9), we see that the probability of having two of the three
eigenvalues, λi, being equal is suppressed due to the last three factors (i.e.,
(λ1 − λ2)(λ2 − λ3)(λ1 − λ3)). Therefore, we have small probabilities of having
ellipsoids with special configurations such as ǫ = η (prolate spheroids), η = 0
(oblate spheroids) and ǫ = 0 (sphere): these special configurations correspond
to λ1 = λ2, λ2 = λ3 and λ1 = λ3, respectively. In figure 5.2, we plot the
ellipticity PDF of Eq.(5.16) for RL = 5 (left) and 10 h
−1Mpc (right), where
δv = −0.9. PDF is normalized so that the peak value is unity (stars). Note that
for a fixed density contrast, δ, the exponential factor in Eq.(5.9) is maximized
when λ1 = λ2 = λ3 allowing nearly spherical voids to have a finite probability.
We also plot the line separating the prolate and oblate ellipsoids (i.e.,
T = 0.5) (solid line). We see that locations of the ellipticity PDF peaks lie
roughly on the line of T = 0.5, and PDF shifts toward smaller ellipticity both
in ǫ and η for larger voids (i.e., smaller σRL for a fixed set of cosmological
parameters).
Also note that the ellipticity PDF in the real space has almost no
preference for prolate or oblate ellipsoids (T ≃ 0.5). For RL = 5hMpc−1,
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Figure 5.2: We show the ellipticity PDF for RL = 5 and 10h
−1Mpc at z = 0.
PDF is normalized so that the peak values are 1. Solid lines show T = 0.5
and stars show the peaks of each PDF.





















dη T (ǫ, η) p(ǫ, η|δ, σRL) = 0.50, (5.21)
and for RL = 1hMpc
−1, δ = −0.9 and z = 0, we have ǭ = 0.62, η̄ = 0.27 and
T̄ = 0.55.
However, previous observations and numerical studies indicate a prefer-
ence for prolate ellipsoids. From voids detected in a ΛCDMN-body simulation,
Platen et al. (2008) claimed the axis ratio of best-fit ellipsoids to be 1 : 0.7 : 0.5
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(i.e., ǫ = 0.5, η = 0.3 and T = 0.68), and FN09 also found a preference for
the prolate ellipsoids from the voids detected in the SDSS DR5 with ǫ = 0.33,
η = 0.21 and T̄ = 0.66. In figure 5.3, we show the distribution of ellipticities of
232 voids from the SDSS DR5 based on the catalog of Foster & Nelson (2009).
We also show the corresponding ellipticity PDF just as a reference. The vol-
ume limited sample has a total of 52281 galaxies in a volume of 0.021h−3Gpc3
(n̄g ≃ 2.45× 10−3hMpc−3). In the ǫ-η plane, we clearly see the dominance of
prolate voids, while analytic PDF has a slight to no preference of prolateness
in the shape of voids. We think that the difference arises from the way we
calculate ellipticities of voids. Earlier works extracted void shapes by calcu-
lating the shape tensor from volume elements inside detected voids. In this
way, an extracted ellipticity is sensitive to the boundary shape of the void as
defined from a given void finder. Since a boundary is defined from galaxies in
an overdense region, δ & 0, the tidal field around the boundary is subject to
a stronger distortion from the external gravitational force. An unconditional
ellipticity PDF of Doroshkevich (1970), on the other hand, describes a tidal
field at and around the density minima. Therefore, when we compare the an-
alytic ellipticity PDF of PL07 against that of a simulation or galaxy survey,
it is important to know whether the extracted ellipticity truly represents the
shape of the tidal field around density minima.
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5.3 Linear Galaxy Bias in the Real-Space Void elliptic-
ity PDF
In the previous section, we have related the ellipticity PDF of voids to
the tidal field generated by the matter density distributions. However, in real-
ity, we obtain a void ellipticity PDF from a given galaxy distribution. In order
to deduce the underlying matter density field, δm, from galaxy distributions,
we use the well known linear galaxy bias, bL, such that δv = bLδm. Here, δv
represents the density contrast of a void calculated from the number density
of galaxies within the void, nvg, and that of the cosmic mean, n̄g, (i.e, average





Since the unconditional PDF of Doroshkevich (1970) gives eigenvalues of tidal
tensor, Tij , generated by the matter density field, we use δm = δv/bL in
Eqs.(5.13) ∼ (5.18), where bL is a linear galaxy bias to be calibrated from
an observed ellipticity PDF. The filtering scale, RmL , should also be calculated
following the definition of the linear bias,
RmL = R
m
E (1 + δv/bL)
1/3. (5.23)
Here, an Eulerian size of void traced by the matter density field, RmE , is not a
direct observable in a galaxy survey (i.e., the void size measured by the galaxy
distribution, RvE , is a direct observable). Patiri et al. (2006) showed that the
radial density profiles of voids defined from dark matter and halo distribution
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of N-body simulations have similar shapes, and at large radii, haloes trace the





Figure 5.4 shows the effect of linear galaxy bias on the real space el-
lipticity PDF both in 1-D (bottom right) and in 2-D (top left to bottom left).
We normalize the 2-D PDFs to their peak values, and set the parameters to
RL = 5h
−1Mpc, δv = −0.9 and z = 0. In the 1-D plot, we have PDF for four
different linear galaxy biases, bL = 1.0 (solid), 1.1(dotted), 2.0 (dashed) and
5.0 (dot-dashed), and in the 2-D plots, we have bL = 1.0 (top left), 1.1 (top
right) and 2.0 (bottom left).
In the 2-D plots, the solid lines show T = 0.5, and the stars show the
peaks of each PDF. Regardless of the values of bias, peaks of PDF lie on the
solid lines (T = 0.5), and the ratio of prolate to oblate spheroids is ∼ 0.5 as
in the case of unbiased (i.e., bL = 1) ellipticity PDF.
We clearly see an effect of bias on the void PDF as we increase the
galaxy bias bL from its unbiased value, bL = 1, to biased value, bL > 1. As we
increase the bias from bL = 1, the ellipticity PDF peaks at smaller ellipticities
more sharply. For bL > 2.0, the shape of PDF converges quickly, and becomes
insensitive to the further change in bL. As a larger bias reduces the matter
density contrast, δm, for a fixed value of δv, a smaller matter density contrast
yields a less pronounced tidal field around the density minima, yielding smaller
ellipticity.
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In Eqs.(5.13) ∼ (5.18), we see the effect of bias through σRL . Since the
Lagrangean size of void, RmL , (as defined in Eq.(5.24)) sets the smoothing scale
of the density field for calculating σRL , the larger the R
m
L is, the smaller the σRL
becomes. Again, a smaller rms fluctuation of the matter density field leads to
a weaker tidal field, and hence, the smaller ellipticity of the void. We see that,
although the linear bias, bL, and σ8, which is directly proportional to the σRL ,
are nearly degenerate in the parameter space of the biased ellipticity PDF,
their correlation is directly opposite in the case of the galaxy power spectrum,
Pg(k) ∝ b2Lσ28 . This feature of the biased void ellipticity PDF allows us to
better constrain both the linear bias, bL, and the rms density fluctuations, σ8,
when combined with the galaxy power spectrum.
5.4 Void in the redshift space
In order to compare the analytic and observed ellipticity PDFs, we
need to understand the effect of the redshift space distortion on the ellipticity
of a given void. Unlike galaxies and galaxy clusters, which reside in density
maxima, voids reside in density minima, where the diverging velocity field
pushes the boundary and the field galaxies inside the voids outward, expanding
their volume in all directions (Icke, 1984).
A real-space inertia tensor is defined in Eq.(5.6), and that of the redshift-









where Nvg is the number of void galaxies, and x
s
α is the redshift-space position
of an α-th void galaxy. An inertia tensor is symmetric by definition (i.e., Iij =
Iji), and traces a shape of a void from an underlying void galaxy distribution.
Park & Lee (2007) identified voids from the Millennium simulation using the
void finding algorithm of Hoyle & Vogeley (2002), and extracted the ellipticity
PDF of voids using the inertia tensor using void galaxies as tracers. They found
that the distribution of ellipticities of voids from the Millennium simulation
follows that of linear theory (Zel’dovich Approximation) prediction in real
space.
Here, we study the effect of the redshift space distortion on the ellip-
ticity PDF. First, we calculate the redshift space inertia tensor as follows.









3 − fu · x̂r3, (5.28)
where f ≡ d ln δ(a)
d lna
is the growth rate, and the unit vector, x̂r3, is along the line
of sight. Here, u ≡ −v
Hf
, where v is the peculiar velocity of a void galaxy, and
H(a) = aH(a) is a comoving Hubble rate.
We define κ(xr) to quantify the strength of the redshift space distortion
as






























































and µ is the angle between the peculiar velocity, u, and the line of sight (i.e.,
µ ≡ û · x̂r3).
Once we have the redshift space inertia tensor either numerically, from
Eq.(5.25), or analytically in terms of κ, from Eqs.(5.31) ∼ (5.36), we can
calculate the ellipticity of a given void, ǫ and η, from eigenvalues of the redshift
space inertia tensor, (Is1 ≥ Is2 ≥ Is3) as in Eq.(5.7).
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Since κ is a function of the peculiar velocity field, we can use linear
theory to calculate κ for an arbitrary density field, δ(xr), as,










































where µk ≡ cos θk. Here, we used the linear relation between a peculiar ve-
locity and a gravitational field derived from Zel’dovich Approximation (Hui &
Bertschinger, 1996),
v = − Hf
4πGa2ρ̄
∇Φ, (5.39)
and a Poisson equation,
∇2Φ = 4πGa2ρ̄δ. (5.40)
We explicitly write a cosine angle between k and x, in a spherical coordinate
as
cos γ ≡ cos θk cos θx + cos(φk − φx) sin θk sin θx, (5.41)
where k ·x = kx cos γ. Here, in order to calculate the effect of peculiar velocity
on the void shape, we need to know the density profile of a void, δ(x) in the real
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space. Sheth & van de Weygaert (2004) studied an evolution of a radial density
profile of an isolated void, and found that the density profile evolves into an
increasingly similar shape to a top-hat function. With N-body simulations
both in sCDM and ΛCDM, Colberg et al. (2005) found that the radial density
profile of a void is universal, having ρ(r < reff)/ρ(reff) ∝ exp[(r/reff)α], where
reff is the effective radius of the void and α ∼ 2. These analytic radial density
profiles are also seen in the voids identified from the galaxy distribution of
the Sloan Digital Sky Survey as a sharp rise of density contrast near the
boundary of the void (Patiri et al., 2006; Pan et al., 2011). In this section,




δ̄ within the void
0 outside the void
, (5.42)
where δ̄ is the average density contrast within the void. We will discuss further
about more general density profiles at the end of this section.
Below, we will show analytic solutions for the redshift space ellipticity
for some of the limiting cases.
5.4.1 Spherical Void
First, we consider a sphere with zero real space ellipticity, ǫr = 0 and
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(−i)l(2l + 1)jl(−kx)Pl(cos γ), (5.45)




ik·xr = 4πij1(kx) cos θx. (5.46)



























As we see from Eq.(5.47), κ is independent of positions in the void, and there-
fore the three eigenvalues of the redshift space inertia tensor for a redshift












and the ellipticity, ǫ and η are
ǫs = ηs = 1− 1
1 + κ
= 1− 1
1− f δ̄/3 , (5.51)
following Eq.(5.7). Now, the linear growth rate, f ≡ d lnD(a)
d ln a
, for the ΛCDM
model is approximately given as (Peebles, 1980; Hamilton, 2001),





Ωm(1 + z)3 + ΩΛ
. (5.53)
For Ωm = 0.25 and ΩΛ = 0.75, f ≃ 0.5 at z = 0, and thus, for a spherical void
with an average density contrast of δ̄ = −0.9, we have ǫs = ηs ≃ 0.13. Since
there is no special orientation for a spherical void, any void with sufficiently
small real space ellipticity, ǫr ∼ ηr ∼ 0, becomes a prolate ellipsoid (i.e.,
ǫs ∼ ηs 6= 0) in the redshift space with its ellipticity given by Eq.(5.51).
5.4.2 Spheroidal Void
When two of the three lengths of the semiaxis are equal, we have a
spheroidal void. We set the direction of the longest and shortest semiaxis to
be along the line of sight for prolate and oblate spheroids respectively. As in
the spherical void, we assume a spheroidal top hat density contrast and solve
Eq.(5.38) to have κ to the first order in ǫr,
κ(xr) ≃ −f δ̄
3
(1∓ 2ǫr, ) (5.54)
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where “−” and “+” signs are for prolate and oblate spheroids respectively.
Here, we set the longest axis along the line of sight for prolate spheroids, and
set the shortest axis along the line of sight for oblate spheroids. We compared
the analytic prediction against numerical calculations, and found that
κ(xr) ≃ −f δ̄
3
(1∓ ǫr, ) (5.55)
fits the result better. For each case, we have redshift space ellipticity as a
function of real space ellipticity and κ as follows,




ǫs = 1− (1− ǫr)(1 + κ). (5.57)
In contrast to the spherical void, whose redshift space ellipticity is always larger
than that of real space, ellipticity of a spheroid either increases or decreases
in the redshift space.
In figure 5.5, we show the result of numerical calculations for the spatial
distribution of the value of κ(xr) in the x-z plane for prolate spheroids with its
longest axis along the line of sight (top), and oblate ellipsoids with its shortest
axis along the line of sight (bottom) for different real space ellipticities, ǫr.
In the figure, the center of the spheroids corresponds to the origin of the
coordinate, and the x-z plane cuts the middle of the spheroid. We also plot
the real space (solid lines) and redshift space (dotted lines) shapes of voids.
Here, we use f = 0.5 and δ = −0.9.
We see that the deformation of the void shape, κ ∝ u3, is the largest
when the shortest semiaxis is along the line of sight due to the largest line-of-
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sight peculiar velocity. This result is in agreement with the earlier work of Icke
(1984). When the longest semiaxis is along the line of sight (i.e., top figures),
ellipticity only increases in the redshift space, while ellipticity only decreases
when the shortest semiaxis is along the line of sight (i.e., bottom figures). For
the spherical void, ǫr = 0, we have ǫs = 0.13 as expected from Eq.(5.51). For
prolate and oblate spheroids with ǫr = 0.2, 0.4 and 0.6, we have κ = 0.12,
0.09 and 0.06, and κ = 0.18, 0.21 and 0.26 from the numerical calculations
respectively. This is in a good agreement with the fitting function of Eq.(5.55):
for prolate and oblate spheroids with ǫr = 0.2, 0.4 and 0.6, Eq.(5.55) yields
κ = 0.12, 0.09 and 0.06, and κ = 0.18, 0.21 and 0.24, respectively.
Using Eqs.(5.57) and (5.57), for prolate and oblate spheroids with ǫr =
0.2, 0.4 and 0.6, we have redshift space ellipticities of ǫs = 0.29, 0.45 and 0.62,
and ǫs = 0.06, 0.27 and 0.50 respectively. In general, the fractional change in
the ellipticity, (ǫs − ǫr)/ǫr, becomes smaller for a larger ǫr.
Although we have constant κ here (i.e., independent of the position in
the void), this is not true for arbitrarily oriented voids. In the case of tilted
voids, κ(xr) is a function of the real space coordinate, xr, and has both positive
and negative values by definition, κ(xr) ∝ u3/x3.
5.4.3 Redshift-Space Ellipticity Distribution Function
For a given ellipticity in real space, the corresponding redshift-space
ellipticity can either increase or decrease, depending on the real space shape
and orientation of the void with respect to the line of sight, except for a
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spherical void, whose ellipticity can only increase. Here, we calculate changes
in ellipticities for a given set of real space ellipticities, ǫr and ηr,
∆ǫ(ǫr, ηr) ≡ ǫs(ǫr, ηr)− ǫr (5.58)
∆η(ǫr, ηr) ≡ ηs(ǫr, ηr)− ηr, (5.59)
averaged over possible orientations. We numerically solve Eq.(5.38) for κ(xr),
with a top-hat density contrast, δ(xr), and calculate the redshift-space ellip-
ticity, ǫs and ηs, from the redshift-space inertial tensor, Isij . In figure 5.6, we
show ∆ǫ(ǫr, ηr) (left) and ∆η(ǫr, ηr) (right) for δ̄ = −0.9 and f = 0.5. As
expected, a spherical void in the real space becomes a prolate spheroid (i.e.,
ǫ = η 6= 0) in the redshift space with its ellipticity given by Eq.(5.51). Also,
we see a clear preference for positive ∆ǫ for any triaxial void, especially at a
small ǫr. As for ∆η, spheroidal voids tend to be triaxial voids in the redshift
space. From both ∆ǫ and ∆η, we find that an oblate void (T < 0.5) in real
space tends to be a more prolate shape (T > 0.5) in the redshift space, and
we have more prolate voids in redshift space ellipticity PDF.
In figure 5.7, we compare the ellipticity PDF of real space and redshift
space for RL = 4h
−1Mpc (top) and RL = 9h
−1Mpc (bottom). Here, we use
bL = 1 and δ̄ = −0.9, while varying the linear growth rate, f , from 0.5 to 1.5.
We show the redshift space ellipticity PDF together with that of real space as
a reference. Since the expansion rate of the void is set by the matter density
distribution inside the void, in linear theory, it is proportional to the linear
growth rate. As the effect of the redshift space distortion on the ellipticity
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PDF is more prominent for a larger f(z) and smaller ǫr, the redshift space
ellipticity PDF becomes more skewed in shape with the mean ellipticity being
higher than that of real space, ǭs > ǭr. Also note that the left tails of each
redshift space ellipticity PDF approximately show the redshift space ellipticity,
ǫs, of a spherical void, ǫr = 0, and thus, we have




Therefore, in principle, with only the location of the left tail of PDF deter-
mined, we can put a constraint on f δ̄. This is a great benefit of using mor-
phological information of structure, which is directly distorted in the redshift
space. Although what we can actually measure is f δ̄ = βδ̄v, where β ≡ f/bL,
the entire shape of ellipticity PDF can lift the degeneracy between f and bL.
We can easily see this in the figure 5.4, where the increase in bL decreases
the mean ellipticity, ǭr, shifting the right tails of PDF toward lower ǫr, while
the left tails are almost unaffected. Unlike a galaxy power spectrum, P (k),
which gives a constraint on the linear growth rate that is degenerate with the
linear bias, β ≡ f/bL, a void ellipticity PDF has a potential to constrain the
linear growth rate separately from the other cosmological parameters. In other
words, for a given galaxy survey, we have the situation in which we “buy one,
get one free”.
5.4.4 Void With General Radial Density Profile
So far, we have derived the redshift space ellipticity PDF for the top-
hat density contrast, δ(x); however, the realistic radial profile of void density
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contrast does not necessarily follow the top-hat shape. The main parame-
ter controlling the shape of the redshift space ellipticity PDF is κ(xr) as in
Eq.(5.38), and its value is given by κ(xr) = A(xr)f δ̄, where A(xr) is solely
determined by the density profile of a void (e.g., a void with a spherical top
hat density profile has A(xr) = −1/3).
As an example, we parametrize the radial density profile of the void
following the accumulated density profile of voids from the N-body simulation
of Colberg et al. (2005), ρ(< r)/ρ(reff) ∝ exp[(r/reff)α], where the dentity














Here, instead of using the original form of Colberg et al. (2005), we use








where we forced ρ(reff) = ρ̄, at the effective radius, reff , (i.e., δ(reff) = 0), and
δ0 ≡ δ(r = 0). Figure 5.8 shows the profiles of the density contrast, δ(r),
for top-hat (solid) and exponential profiles of Eq.(5.62) with α = 1 (dotted),
2 (dashed) and 4 (dot-dashed). Note that for a top-hat density contrast, we









where δ(r) is given as Eq.(5.62). In figure 5.9, we show the redshift space
ellipticity PDF for f = 0.5 (green), 1.0 (red) and 1.5 (orange) together with
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the real space ellipticity PDF (blue). Here, we use RL = 9h
−1Mpc and the
radial density profile of the density contrast is set to be either a top-hat (solid),
δ(r < Rvoid) = δ̄, or an exponential (dotted) given by Eq.(5.62) with reff =
Rvoid and α = 2. We use δ0 = −0.40 and −0.82 for the top-hat density
profile and the exponential profile, respectively, in order to keep the same mean
density contrasts, δ̄ = −0.4, for different density profiles. Here, we clearly see
degeneracy between the shape of the potential and the linear growth rate, f .
Therefore, a better understanding of the density profile of a void is required
when constraining the linear growth rate from the redshift space ellipticity
PDF.
5.5 Effect of Void Finding and Poisson Noise on the
Void Ellipticity PDF
In the previous sections, we have shown how to incorporate the galaxy
bias and redshift space distortion into the calculation of the ellipticity PDF.
In this section, we investigate the biases and errors that arise when using the
inertia tensor, Iij, as an estimate of the void ellipticity. Since a void is a sparse
region in a galaxy distribution, the number of galaxies inside a void, Nvg, is
limited. Therefore the error in the ellipticity calculated from the inertia tensor
of the void galaxy distribution is dominated by the Poisson statistics.
Let us define two stochastic variables, x and y, as follows,
x ≡ µx +∆x, (5.64)
y ≡ µy +∆y, (5.65)
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where µx and µy are the means of x and y, respectively, and 〈∆x〉 = 〈∆y〉 = 0.



















σxy ≡ 〈(x− µx)(y − µy)〉 = 〈∆x∆y〉 . (5.68)

































































, where p1 ≥ p2 ≥ p3 are
the three principal axes of the ellipsoid, and I1 ≥ I2 ≥ I3 are the eigenvalues
of the inertia tensor Iij . From p
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and therefore, we have


















































































d3x δn(x)xixj . (5.78)










− µ2Iij . (5.79)
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5.5.1 Void With a Well-defined Boundary: 〈pi〉 → Pi
Let us calculate the bias in the mean and the variance of the ellipticity
calculated from a rectangular void with a diagonalized inertia tensor of I1 ≡
I11, I2 ≡ I22 and I3 ≡ I33. The number of void galaxies is Nvg. Here, we
assume an idealized setup, where the boundary shape of a void is well defined
(i.e., 〈pi〉 → Pi) to see whether the estimator of an output ellipticity based on
the inertia tensor yields unbiased result. For more realistic estimate on the
bias in mean and the variance of output ellipticities, see § 5.5.2.
For a rectangular void with volume, Vvoid = 8P1P2P3 (i.e., xi ∈ [−Pi, Pi]



















































where we have assumed that the distribution of void galaxies follows the Pois-







































We see that for a given rectangular void with Nvoid = 20, we can accurately
extract its ellipticity from void galaxies to ∼ 1%, but its standard deviation
remains significant (i.e., σǫ ∼ 0.14 for a void with zero ellipticity). As is
expected, the variance of ellipticity, σ2ǫ , scales as inversely proportional to the
number of void galaxies, Nvg. Note that the above result is derived in the limit
of 〈pi〉 → Pi.
5.5.2 Void With an Undefined Boundary: 〈pi〉 6= Pi
With a small number of field galaxies randomly distributed inside the
well-defined boundary, Pi, we generally have 〈pi〉 6= Pi. For example, let us
imagine a spherical boundary, where P1 = P2 = P3 and ǫin = 1 − P3P1 = 0,
with Nvg = 4 field galaxies. This spherical boundary represents the shape
of the underlying tidal field, and we sample this by 4 galaxies. No matter
how we distribute those four galaxies, unless the four galaxies align at each
of four apexes of an equilateral tetrahedron, calibrated ellipticity cannot be
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zero, ǫout 6= ǫin. As a result, we have a significant deviation of 〈ǫout〉 from
its boundary ellipticity, ǫin ≡ 1 − P3P1 , and a correspondingly large standard
deviation.
As we increaseNvg, those randomly scattered particles fill in the bounded
space more densely, and 〈ǫout〉 gradually approaches the boundary ellipticity,
ǫin. This uncertainty in ǫout due to small Nvg introduces an additional bias
and scatter to the ones given by Eqs. (5.83) and (5.84).
For the case of elliptical voids, the analytic prediction of the mean and
variance is non-trivial; thus, we have performed numerical experiments. First,
we create an ellipsoidal boundary with a fixed size and ellipticity (i.e., P1, P2
and P3), and then fill this bounded volume by Nvg random particles. For each
realization, we calculate the inertia tensor and its eigenvalues (p1, p2 and p3),


















Finally, we have a bias in the mean and variance of the output ellipticity, ǫout
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as follows













− 〈ǫout〉2 . (5.90)
Figure 5.10 shows the result of 500 realizations for a given set of ǫin and
Nvg. The top figures show the bias in the mean of the ellipticities ǫ (left) and
η (right), and the bottom figures show the standard deviations of ǫ (left) and η
(right). We see that both bias in the mean and variance of ǫout are large enough
to change the shape of ellipticity PDF significantly for Nvg . 100. In order
to correct the ellipticity PDF, we define a response function, R(ǫout|ǫin, Nvg),
such that
p(ǫout|σRL , δ, Nvg)
=
∫
dǫinR(ǫout|ǫin, Nvg)p(ǫin|σRL , δ). (5.91)
In figure 5.11, we show the normalized histograms for the number of voids
with output ellipticity, ǫout, from the numerical simulation with a given Nvg














where both mean and variance are functions of the input ellipticity and the
number of void galaxies (i.e., 〈ǫout〉 = 〈ǫout(ǫin, Nvg)〉 and σǫout = σǫout(ǫin, Nvg)).
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In figure 5.12, we show the ellipticity PDF without the correction for the
response function (black lines) as well as the corrected ellipticity PDF (red
lines) for four different redshifts, z = 0 (solid), 1 (dotted), 2 (dashed) and 3
(dot-dashed) with different values of Nvg. Here, we use RL = 4Mpc
−1 and
δm = −0.9 to calculate the original PDFs at four different redshifts. We
see that the shapes of PDF with higher redshifts are more susceptible to the
small Nvg effect. For a typical void studied in PL07 using the Millennium
Run catalog at z = 0, N̄vg is roughly between 20 to 60, RL ranges from 4
to 6.4h−1Mpc, and δv ∼ −0.9. We clearly see that voids with small initial
ellipticity ǫin are most vulnerable to the Poisson noise, and with Nvg ∼ 10,
the original shape of ellipticity PDF is almost washed out to leave only the
distribution of the Poisson noise. On the other hand, the ellipticity PDF at
low redshift (z = 0) maintains its original shape with the number of void
galaxies as small as Nvg . 45. In short, a shape with small ellipticity is hard
to trace with a small number of tracers. For example, if we have a sphere of
radius R = 10h−1Mpc in the simulation box with a resolution of 1h−1Mpc,
the possible number of configurations of randomly scattered tracing particles
with Nvg = 4 will be 4187C4 ∼ 1.3× 1013, while the possible number of config-
urations of an equilateral tetrahedron (i.e., ǫ = 0) is vanishingly small. Also,
the scatter of the output ellipticity σǫ will not center around ǫin for a small
ellipticity as 0 ≤ ǫ ≤ 1, and as a result, 〈ǫout〉 converges to ǫin only slowly as
we increase Nvg. On the other hand, the ellipticity of a highly elongated shape
can be well traced even with a limited number of tracers.
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p0 p1 p2 p3
α1 1.282 2.384 -7.280 3.587
α2 0.2636 -0.3103 0.9557 -0.9404
β1 0.4500 1.708 -0.8460 -0.02668
β2 0.3650 -0.6260 1.680 -0.9296
Table 5.1: We show the best-fit coefficients, p0, p1, p2 and p3 for α1, α2, β1, and
β2 of Eq.(5.93) and (5.94), where α1, α2, β1, and β2 are given as polynomials





For Nvg . 100, we use a fitting function derived from figure 5.10,









in, and we show the best-fit coefficients, p0, p1, p2 and p3 in
table 5.1.
5.6 Voids from N-body Simulation
To test the analytic predictions made in the previous sections, we use
a catalog of galaxies from the Millennium simulation (Croton et al., 2006; De
Lucia & Blaizot, 2007). In a comoving box of Lbox = 500 h
−1Mpc, there are
26690265, 26359329, and 23885840 galaxies in the simulation at z = 0, 1, and
2, respectively. For each redshift, we select a subset of galaxies whose halo
masses are above Mh = 2.6× 1012, 2.6× 1012, and 8.6× 1011h−1M⊙. We find
182081, 121454, and 261471 such halos for z = 0, 1, and 2, respectively.
Here, we use the void finding algorithm of FN09 to identify voids from
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the subsets of galaxies. Their algorithm first divides a given set of galaxies
into wall galaxies, which define boundaries of holes, and void galaxies, which
are allowed to be within holes by calculating the distances to the third nearest
galaxies, D3. When a galaxy has the third nearest distance, D3, smaller than
the user-defined threshold distance, R3 > D3, the galaxy is labeled as a wall
galaxy, and when R3 < D3, the galaxy is labeled as a void galaxy. Here,
R3 ≡ 〈D3〉 + λσD3 , where 〈D3〉 and σD3 are the mean third distance and its
standard deviation, respectively, and λ is a user-defined parameter. We use
the value of λ = 2 recommended by FN09. Then, a hole is defined as a sphere
with maximal radius in a galaxy distribution containing no wall galaxy, and
by definition, a hole can contain void galaxies. Finally, a void is identified
by the subsequent merger of neighboring holes with user-defined criteria (i.e.,
a percentage of volume overwrap with the neighboring holes and a minimum
size of hole, ξ), where, we use ξ = 1.5R3. As a result, voids identified by
the algorithm of FN09 have aspherical shape with a finite number of void
galaxies within. For each identified void, FN09 found a volume, a size and
an ellipticity of the best-fit ellipsoid by calculating the inertia tensor from
randomly scattered particles within the boundary of the void.
Using a void-finder of FN09, we identify 569, 327, and 804 voids for
z = 0, 1, and 2, respectively. Here, as we noted earlier, since we are interested
in a shape of a tidal field near the density minima, we have modified the void
finding algorithm of FN09 so that an ellipticity of a void can be evaluated from
the distributions of galaxies inside a void (i.e., we directly calculate an inertia
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tensor from void galaxies, not from randomly scattered particles as in FN09).
With this modification, the extracted ellipticity PDF has a closer con-
tact with the analytic ellipticity PDF derived from the tidal field of the local
minima of the density field.
We measure the linear galaxy biases by comparing the galaxy power
spectra of input galaxy distributions against linear matter power spectra from
CAMB at each redshift. In figure 5.13, we show the linear matter power
spectra, Pm(k), from CAMB with the cosmological parameters same as the
Millennium simulation (i.e., Ωm = 0.25, ΩΛ = 0.75, ns = 1 and σ8 = 0.9)
(solid), linear galaxy spectra, Pg(k) = b
2
LPm(k), (dotted) and power spectra
of the subset of galaxies from the Millennium simulation (crosses with error
bars) at z = 0 (top), 1 (middle) and 2 (bottom). With fittings up to kmax =
0.03h Mpc−1 (i.e., using the first two data points of Pg(k)), we find bL = 1.0,
1.6, and 2.0 for z = 0, 1, and 2, respectively. Here, non-linearity of the power
spectrum is rather small at this scale, k < 0.03h Mpc−1.
In figure 5.14, we show the ellipticity PDF extracted from the Millen-
nium simulation at z = 0 (top), 1 (middle) and 2 (bottom) together with the
analytic ellipticity PDF corrected for the linear galaxy biases and response
functions (red lines). As references, we also show the analytic ellipticity PDF
(black lines) with (dotted black lines) and without the linear galaxy bias (solid
black lines). We also show the 1-σ range of the histograms calculated with
bootstrapping method (grey).
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Here, for each redshift, we demand voids have at least 10 void galaxies.
Table 5.2 shows redshifts, z, the numbers of voids used to draw histograms, Nv,
the minimum numbers of void galaxies per void, Nvg,min, the median numbers
of void galaxies per void, Nvg,med, the linear galaxy biases, bL, the mean density
contrasts of void, δ̄v, the mean Eulerian radii of voids, R̄E ≡ (p1p2p3)1/3, the
mean ellipticities of extracted voids, ǭobs, and those of the analytic PDF, ǭtheory,
and the errors in the mean, ∆ǫobs.
We find from the figure 5.14 that the analytic ellipticity PDFs con-
volved with the response function (red lines) show a good agreement with the
extracted ellipticity PDFs from the simulations, with the chi square values of
χ2 = 23.0, 16.9 and 20.1 with the degrees of freedom of 15, 16 and 13 for
redshifts of z = 0, 1.078 and 2.070, respectively. We test the null hypothesis
that the extracted ellipticity PDF is drawn from the analytic ellipticity PDF
convolved with the response function, calculating the probability-to-exceed





where Pn(x) is a PDF of χ






We find that our analytic model is consistent with the void ellipticity PDF
extracted from the Millennium simulation with PTE = 0.12, 0.39 and 0.094
for redshifts of z = 0, 1.078 and 2.070, respectively.
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z Nv Nvg,min Nvg,med bL δv R̄E ǭ
obs ǭtheory ∆ǫobs
0 157 15 19 1.0 -0.66 21.8 0.343 0.360 0.008
1.078 110 10 15 1.6 -0.59 21.9 0.377 0.356 0.012
2.070 163 20 24 2.0 -0.60 19.9 0.302 0.291 0.008
Table 5.2: We show the statistics of voids used to make the histogram in
the figure 5.14. From left to right, we have redshifts, z, numbers of voids
used to draw histograms, Nv, minimum numbers of void galaxies per void,
Nvg,min, median numbers of void galaxies per void, Nvg,med, linear galaxy biases,
bL, mean density contrasts of void, δ̄v, mean Eulerian radii of voids, R̄E ≡
(p1p2p3)
1/3 (h−1Mpc), mean ellipticities of extracted voids, ǭobs, and those of
analytic PDF, ǭtheory, and errors in the mean, ∆ǫobs.
Although we have good fits for all redshifts, the extracted ellipticity
PDFs are entirely dominated by the Poisson noise due to the small number
of void galaxies, Nvg ≪ 100. To see this, we have performed a null test with
a top-hat PDF with the mean and the width equal to the analytic ellipticity
PDF. After convolving the top-hat PDF with the response functions, we find
an equally good fit with a similar χ2. We repeat the null tests for different
values of the mean and the width of the analytic ellipticity PDF. We find that
the extracted ellipticity PDF is well fitted with an arbitrary shape of PDF,
whose mean ellipticity is the same as the one predicted from the analytic
ellipticity PDF, convolved with the response function.
5.6.1 Comments on the Void-Finder Dependence
In this work, we have assumed that voids are the local minima of
density field with three dimensionally expanding volume. In the Lagrangian
picture, this is equivalent to having all the eigenvalues of the tidal tensor,
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Tij ≡ ∂i∂jΨ(q), being negative (i.e., λ3 ≥ λ2 ≥ λ1 < 0, and
∑3
i=1 λi = δm).
However, as Lavaux & Wandelt (2010) pointed out, in a saddle-like
density distribution, voids can contract along one of the axis, while it expands
along the rest of the axes. Lavaux & Wandelt (2010) studied these spurious
voids in the Lagrangian picture together with their own void-finding algorithm
(DIVA). They found that among those spurious voids, pancake voids (i.e., two
dimensionally expanding, one dimensionally contracting voids) are as abun-
dant as three dimensionally expanding genuine voids, and the shape of the
ellipticity distribution function of PL07 needs to be modified. Nevertheless,
we focused our work on the three dimensionally expanding voids, as the result
of PL07 suggests that the void finding algorithm of Hoyle & Vogeley (2002)
mostly finds three dimensionally expanding genuine voids. There seems to be
an algorithm dependent selection of the type of voids.
FN09 reported a slight preference for prolate ellipsoids in the ellipticity
PDF drawn from voids detected in the SDSS DR5, while the analytic ellipticity
PDF of PL07 shows a clear preference for oblate ellipsoids. FN09 used the
best-fit ellipsoid of Jang-Condell & Hernquist (2001) to estimate the ellipticity
of a void with a Monte-Carlo simulation. For each realization, they calculated
an inertia tensor for each void from test particles randomly spread inside the
void. In this way, their measurements of ellipticity tend to be more sensitive
to the shape of the void boundary (i.e., Iij ∝ pipj). On the other hand,
PL07 uses field galaxies inside the void to calculate the inertia tensor. An
ellipticity calculated from void galaxies is more sensitive to the shape of the
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tidal field around a density minimum, and therefore, has a closer contact with




p1p2p3, extracted from the Millennium simulation with the
method of PL07 is ∼ 4 times smaller than that of FN09 (i.e., most void
galaxies are within ∼ 60% of radius from the void center).
5.7 Discussion and Conclusion
We have derived the ellipticity PDF of voids in the redshift space. We
have found that the redshift space distortion on the shape of voids statisti-
cally increases the ellipticities of voids, and leaves a prominent feature on the
ellipticity PDF as a substantial reduction in the probability of having voids
with small ellipticity, ǫ < −fδ̄
3
. This characteristic cutoff in the ellipticity
PDF can be used as a probe of the growth rate, f(a) ≡ d lnD+(a)
d lna
, once the
radial density profile of voids is better understood. Acquaviva & Gawiser
(2010) proposed a model independent test of GR by checking the scale depen-
dence/independence of the growth rate, f(k, z) from a galaxy power spectrum
at small scale, Pg(kS, z), and large scale Pg(kL, z). In principle, we can use the
redshift space ellipticity PDF of a void to measure the growth rate at different
scales by binning the observed voids into small and large sizes.
However, as we have shown in § 5.5, the biggest limiting factor for the
use of ellipticity PDF as a probe of cosmology lies in the Poisson noise from a
small number of Nvg inside a given void. We have found that from a sample
of galaxies with a minimum halo mass of 2.6 × 1012h−1M⊙ for z = 0 and 1,
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and 8.6×1011h−1M⊙ for 2, we have Nvg ∼ 20 void galaxies per each identified
void. This small number of void galaxies per each void creates a significant
contamination of the resulting ellipticity PDF so that the shape of the original
PDF is almost washed-out.
As we have seen, the biggest limiting factor for the use of ellipticity
PDF as a probe of cosmology lies in the Poisson noise from a small number of
Nvg inside a given void. We have found that from a sample of galaxies with a
minimum halo mass of 2.6×1012h−1M⊙ for z = 0 and 1, and 8.6×1011h−1M⊙
for 2, we have Nvg ∼ 20 void galaxies per each identified void. This small
number of void galaxies per each void creates a significant contamination of
the resulting ellipticity PDF so that the shape of the original PDF is almost
washed-out.
Nevertheless, there is a way to overcome the Poisson noise. Recently,
Lavaux & Wandelt (2011) proposed the stacking analysis of the void ellipticity
in the redshift space as a way to put a constraint on the cosmological param-
eters via the Alcock Paczynski (AP) test (Alcock & Paczynski, 1979). The
AP test uses the deviation from the isotropy and homogeneity of the observed
structure, which is known to be spherical (e.g., galaxy distributions at large
scale), to determine DAH . For example, when one calibrates comoving dis-
tances perpendicular, r⊥, and parallel to the line of sight, r‖, from the angular,
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one need to assume a reference cosmological model to calculate DrefA (z) and
Href(z). If the observed structure has r⊥ = r‖, and we have observed values
of the angular, θ, and the redshift, z, distributions of galaxies, a combination





(see, e.g., Shoji et al. (2009) for the use of AP test on the two-dimentional
power spectrum, P (k, µ)).
In real space, the stacked void should have zero ellipticity, while the de-
viation from zero ellipticity in real space indicates the deviation of the assumed
cosmology from the true cosmology. In redshift space, since the void is elon-
gated toward the line of sight, the stacked void has non-zero ellipticity, which
can be a tell-tale of the logarithmic growth rate, f(a) = d lnD+(a)
d ln a
. Although
some useful information of void ellipticity will be lost by stacking, in this way,
we can see the effect of redshift space distortion as a source of anisotropy in
the stacked void ellipticity. We think that the stacking analysis of the voids
in redshift space is potentially a powerful tool to probe the cosmology.
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Figure 5.3: We show the 232 identified voids from the SDSS DR5 based on
the catalog of Foster & Nelson (2009), and the corresponding ellipticity PDF.
From the catalog, we find ǭ = 0.33, η̄ = 0.21, T̄ = 0.68, δ̄v = −0.97, z̄ = 0.11
and RL = 7.3h
−1Mpc. PDF is normalized so that the peak values are 1, and
the solid line shows T = 0.5. Note that the PDF is drawn only as a reference,
and we do not correct for bias and redshift space distortion.
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Figure 5.4: In this figure, we show the effect of linear galaxy bias on the
real space void ellipticity PDF both in 1-D (bottom right) and 2-D (top left
to bottom left). The 2-D PDFs are normalized so that the peak values are
1. In the 1-D plot, we have PDF for four different biases, bL = 1.0 (solid),
1.1(dotted), 2.0 (dashed) and 5.0 (dot-dashed). In the 2-D plots, the solid
lines show T = 0.5, and the stars show the peaks of each PDF. Here, we have
used RL = 5h
−1Mpc, δv = −0.9 and z = 0.
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Figure 5.5: We show the spatial distribution of the value of κ(xr) in x-z
plane for prolate spheroids with its longest axis along the line of sight (top),
and oblate ellipsoids with its shortest axis along the line of sight (bottom)
for different real space ellipticities, ǫr. We also plot real space (solid lines)
and redshift space (dotted lines) shapes of voids. Here, we use f = 0.5 and
δ = −0.9.
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Figure 5.6: We show the effect of redshift space distortion on real space void
ellipticities, ǫr and ηr. For a given set of ellipticities in real space, we plot
the change in ellipticities, ∆ǫ(ǫr, ηr) ≡ ǫs(ǫr, ηr) − ǫr (left) and ∆η(ǫr, ηr) ≡
ηs(ǫr, ηr) − ηr (right). Here, we have assumed a top-hat density profile with
δ̄ = −0.9 and f = 0.5.
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Figure 5.7: We compare the ellipticity PDF of real space and redshift space for
RL = 4h
−1Mpc (top) and RL = 9h
−1Mpc (bottom). Here, we use bL = 1 and
δ̄ = −0.9, while varying the linear growth rate: f = 0.5 (dotted), 1.0 (dashed)
and 1.5 (dot-dashed). We also show the real space ellipticity PDF (solid) as a
reference.
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Figure 5.8: We show profiles of the density contrast, δ(r), for top-hat (solid)
and exponential profiles of Eq.(5.62) with α = 1 (dotted), 2 (dashed) and 4
(dot-dashed). Here, we assumed that the density at the effective radius, reff ,
becomes that of the cosmic mean, ρ(reff) = ρ̄, or, δ(reff) = 0.
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Figure 5.9: We show the redshift space ellipticity PDF for f = 0.5 (green), 1.0
(red) and 1.5 (orange) together with real space ellipticity PDF (blue). Here,
we use RL = 9h
−1Mpc. The radial density profile of density contrast is set to
be either a top-hat (solid), δ(r < Rvoid) = δ̄, or an exponential (dotted) as in
Eq.(5.62), with reff = Rvoid and α = 2. We use δ0 = −0.40 and −0.82 for the
top-hat and the exponential density profile, respectively, in order to keep the
same mean density contrasts, δ̄ = −0.4, for different density profiles. Here, we
see degeneracy between the shape of the potential and the linear growth rate,
f .
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Figure 5.10: Bias and variance in the measured ellipticities. We place Nvg
particles within a boundary of a given set of size and input ellipticities, ǫin and
ηin, and calculate the mean ellipticities, 〈ǫout〉 and 〈ηout〉, and their standard
deviations σǫ and ση, from 500 realizations for each Nvg and input ellipticity.
Top figures show the biases in finding the input ellipticities (i.e., true underly-
ing ellipticities of a tidal field), 〈ǫout〉− ǫin and 〈ηout〉− ηin, and bottom figures
show the standard deviations, σǫ and ση.
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Figure 5.11: We show the normalized histograms of output ellipticities, ǫout
for a fixed input ellipticity, ǫin, and a number of void galaxies, Nvg. We find
that the Gaussian profile of Eq.(5.92) with mean, 〈ǫout〉, and variance, σǫout,
fits the measured histograms (red lines) well. Also, we show the locations of
the input ellipticity, ǫin, with vertical lines.
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Figure 5.12: We show the real space ellipticity PDFs without Poisson noise
(black lines) at z = 0 (solid), 1 (dotted) and 2 (dashed). We then convolve
each noise-free PDF with the response function given by Eq.(5.92), and show
the resulting PDFs for four different Nvg (red lines).
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Figure 5.13: We show the linear matter power spectra, Pm(k), from CAMB
with the cosmological parameters same as the Millennium simulation (i.e.,
Ωm = 0.25, ΩΛ = 0.75, ns = 1 and σ8 = 0.9) (solid), linear galaxy spectra,
Pg(k) = b
2
LPm(k), (dotted) and power spectra of the subset of galaxies from
the Millennium simulation (crosses with error bars) at z = 0 (top), 1 (middle)
and 2 (bottom).
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Figure 5.14: We show the ellipticity PDF extracted from the Millennium sim-
ulation at z = 0 (top), 1 (middle) and 2 (bottom) together with the analytic
ellipticity PDF corrected for galaxy biases and convolved with the response
functions (red lines). As references, we also show the analytic ellipticity PDF
(black lines) with (dotted black lines) and without galaxy bias (solid black
lines). We also show the 1 − σ range of the histogram, σǫ, estimated via the
bootstrap method (gray histograms). For each redshift, the chi-square values
are χ2 = 21.5, 17.0 and 20.0, and the degree of freedoms are 15, 16 and 13 for






In this Appendix we describe what we have implemented in our Fisher
matrix code, which is publicly available as a part of “Cosmology Routine
Library (CRL),” developed by one of the authors (EK). This code includes
the non-linear matter power spectrum in both real and redshift space, as well
as marginalization over the amplitude, the linear redshift space distortion, the
velocity dispersion of Fingers-of-God, the primordial tilt and running index.
In the future release we plan to include non-linear galaxy bias and primordial
non-Gaussianity.
A.1 Basics
A simple, approximate formula of the Fisher matrix for galaxy survey














where Pg(k, µ) is the galaxy survey power spectrum calculated theoretically as
a function of parameters, θi are the parameters to be extracted from the data,
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and w(k, µ) is a function given by




1 + ngPg(k, µ)
]
Vsurvey (A.2)
Here, ng and Vsurvey are the number density of galaxies and the volume of
survey, respectively.
In linear theory, Pg(k, µ) is given by




where b1 is the scale independent linear bias factor, P
linear(k) is the linear mat-
ter power spectrum, and R(µ2) describes the linear redshift space distortion
effect (Kaiser effect):
R(µ2) ≡ (1 + βµ2)2 (A.4)
β = (d lnD/d ln a)/b1, (A.5)
where D is the growth factor of the linear density fluctuations, and a is the
scale factor.
A.2 Derivatives
To calculate the logarithmic derivatives of P (k) in Eq. (A.1), let us write
down the non-linear galaxy power spectrum (with linear bias) as (Eq. (2.21)):









1 + f 2k2µ2σ̃2v
.
We compute the derivatives with respect to the following seven parameters:
the angular diameter distance, DA, the Hubble expansion rate, H , the overall
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amplitude of the galaxy power spectrum, A, the linear redshift space distortion
factor, β ≡ f/b1, the velocity dispersion with an empirically calibrated fudge
factor, σ̃2v , the tilt of the primordial power spectrum, ns, and the running
index, αs (Pini ∝ kns+1/2αs ln[k/kpivot]). We choose the convention such that
(θ1, θ2, θ3, θ4, θ5, θ6, θ7) = (lnDA, lnH, lnA, β, σ̃
2
v , ns, αs). (A.6)
The derivatives with respect to lnA, β, σ̃2v , ns, and αs are easy to







































We compute the derivatives with respect to lnDA and lnH in a two step





































= −2µ2(1− µ2), (A.16)
∂µ2
∂ lnH






Pδδ(k) + 2βµ2Pδθ(k) + β2µ4Pθθ(k)
− f
2k2σ̃2v
1 + f 2k2µ2σ̃2v
. (A.18)










Pδδ(k) + 2βµ2Pδθ(k) + β2µ4Pθθ(k)
− 2f
2k2µ2σ̃2v

















In this subsection we explore the behaviour of the cross-correlation
coefficient between DA and H in various cases. In particular we focus on
the effect of the marginalization over the overall amplitude with (§ A.3.2)
and without (§ A.3.1) the additional marginalization over the redshift space
distortion.
A.3.1 No redshift space distortion, β = 0
Let us evaluate the Fisher matrices in the limit that the redshift space
distortion is absent, i.e., β = 0. In this limit, the weighting function in
Eq. (A.1) and the effective spectral index in Eq. (A.19) become independent


























































Now, in order to understand the effect of the structure of neff , let us assume
that the galaxy power spectrum is a pure power-law, i.e., neff(k) = n and n
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The marginalized errors of parameters and the correlation coefficients
are computed from the inverse of the Fisher matrix. However, one can show
that the matrix given in Eq. (A.30) is singular. In other words, DA and H are
completely degenerate with the amplitude for a power-law power spectrum.
This result shows that only the departure of the power spectrum from a pure
power-law, i.e., the existence of characteristic scales, can break the degeneracy
between DA and H , and A. These scales are often called the “standard rulers.”
To understand the structure of the Fisher matrix in Eq. (A.30) better,
let us add small perturbations, ǫ > 0, to the diagonal elements, and invert the



































as ǫ→ 0. Therefore, lnDA and lnH are totally anti-correlated, which implies
that, although we cannot determine lnDA and lnH simultaneously, we can
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determine lnDA + lnH = ln(DAH), even for a power-law power spectrum.
1
This is known as the Alcock-Paczyński (AP) test (Alcock & Paczynski, 1979).
There is a special case in which the covariance between A and DA or
H may be ignored. One may imagine the situation where neff (k) depends
upon k such that A is uncorrelated with DA or H . For example, if neff (k)

















w(k). Therefore, F13 and F23 may
be ignored, making A de-correlated with DA and H . In this case, the Fisher





































This result has been derived by Seo & Eisenstein (2007), and justifies the use
of BAOs as a way to measure DA and H with a correlation coefficient of 0.408.
From these studies we are led to the following conclusion:
1The other cross-correlation coefficients are r13 → ∓1 and r23 → ±1 for n > 0 and n < 0
respectively.
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• When the information is dominated by BAOs, the correlation coefficient
between DA and H is r12 ≃ 0.408. The amplitude of the BAOs con-
tributes little to the errors on DA and H , as the amplitude information
is de-correlated with DA and H .
• When the information is dominated by the AP test, r12 ≃ −1.
• In reality, as we have shown in this paper, BAOs contribute less than
the overall shape of the power spectrum. Also, the shape of the power
spectrum is not exactly a power-law. As a result, the correlation coef-
ficient from the full analysis is usually negative (or small positive), but
always greater than −1 (see Table 2.1).
A.3.2 With redshift space distortion, β > 0
Next, let us consider the case where the redshift space distortion cannot
be ignored. In this case, we see from Eq. (A.2) and Eq. (A.20) that the
weighting function, w(k, µ), and the effective spectral index, neff (k, µ), are no
longer independent of µ. The analytical treatment is also possible for this case,
although the results are too complicated to be useful. We therefore report on
the numerical results.
Here, we choose the survey parameters given in § 2.3.2 with the non-
linear power spectrum of Eq. (2.21). The results from the numerical cal-
culations of the Fisher matrix are given in Table 2.1. We find that the
marginalization over the amplitude information, and that over the amplitude
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and the shape of the primordial power spectrum (i.e., ns and αs) give the
cross-correlation close to −1; thus, one relies on the AP test. The marginal-
ization over the amplitude and the linear redshift space distortion (i.e., β)
drive the cross-correlation towards zero, as the AP test no longer works when
the linear redshift space distortion is marginalized over. However, in both
cases the errors in the combined 1-d distance scale, R, are about the same.
In other words, while one changes the orientation of the ellipse, the area is
approximately preserved.
In summary, when the amplitude information is marginalized over, the
information is mostly coming from the dependence of P (k, µ) on µ2, which
yields a constraint on DAH via the AP test, while when both the amplitude
and the linear redshift space distortion are marginalized, the most information
is coming from the standard rulers, which can constrain DA and H separately,
driving the cross-correlation towards zero.
Finally, in Fig. A.1 we show how different choices of marginalization
over parameters influence the error contours of w0 and wa: (∆w0,∆wa) =
(0.08, 0.27), (0.08, 0.30), (0.24, 0.85), and (0.24, 0.86), for the cases of no marginal-
ization, marginalization over lnA, marginalization over lnA, β and σ̃2v , and
marginalization over lnA, β, σ̃2v , ns and αs respectively.
A.4 User’s Guide
When using the Fisher matrix code, one may choose the form of the
model galaxy power spectrum from:
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• Linear power spectrum with the linear redshift space distortion (Kaiser
effect),
• Non-linear power spectrum from the 3rd-order perturbation theory with
the linear redshift space distortion,
• Non-linear power spectrum from the 3rd-order perturbation theory with
the non-linear redshift space distortion given by Eq. (71) of Scoccimarro
(2004), or
• Non-linear power spectrum from the 3rd-order perturbation theory with
the non-linear redshift space distortion given by Eq. (2.21).
Next, specify the number of parameters one wishes to marginalize over,
and then choose the parameters from: lnA, β, σ̃2v , ns, and αs.
A given galaxy survey can be sliced up into multiple redshift bins. After
entering the survey area in units of deg2, one is asked to enter the following
parameters at each redshift bin: the redshift range (zmin < z < zmax), the
number of galaxies in units of millions in the bin, b1, kmax in units of h Mpc
−1,
and the redshift error in units of km/s.
The linear power spectrum at z = 30 has been precomputed using the
CAMB code (Lewis et al., 2000) for the maximum likelihood parameters given
in Table 1 of Komatsu et al. (2010a) (”WMAP+BAO+SN”). The ingredients
of the non-linear power spectra, Pδδ, Pδθ, and Pθθ, have been precomputed from
the linear spectrum at z = 30. These spectra are then evolved to a specified
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redshift by the appropriate growth factor obtained by solving the differential
equation given in Eq. (76) of Komatsu et al. (2010a).
Finally, the code yields the errors on lnDA, lnH , rDA,H , and lnR (see
Eq. (2.29) for the definition of the error in the combined distance scale, R).
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Figure A.1: Projected 68% constraints on the dark energy parameters, w0
and wa. The full modeling (solid) marginalized over different combinations of
parameters as well as the BAO-only analysis (dotted) are shown. For all cases,
we use the power spectrum up to kmax = 0.40 h Mpc
−1, and we assume that
the CMB experiment measures the angular diameter distance out to z = 1090
with 1% accuracy. The survey area and the number of galaxies are 420 deg2
and Ng = 0.755×106, and the redshift range is 1.9 ≤ z ≤ 3.5 for all cases. (Top
Left) marginalized over lnA, (Top Right) marginalized over lnA, β, (Bottom
Left) marginalized over lnA, β and σ̃2v , (Bottom Right) marginalized over lnA,
β, σ̃2v , ns and αs.
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Appendix B
Third Order Perturbation Theory
B.1 3PT for CDM
The continuity, Euler, and Poisson equations of CDM are given by
• Continuity equation:
δ̇(x, τ) +∇ · [(1 + δ(x, τ))v(x, τ)] = 0, (B.1)
• Euler equations:
v̇(x, τ) + [v(x, τ) · ∇]v(x, τ) = − ȧ
a
v(x, τ)−∇φ(x, τ), (B.2)
• Poisson equation (for an EdS universe):
∇2φ(x, τ) = 6
τ 2
δ(x, τ). (B.3)
First, we take the divergence of Eq.[B.2] and substitute Eq.[B.3]. Mov-
ing all the non-linear terms to the RHS of the equations, we find
δ̇(x, τ) +∇ · v(x, τ) = −∇ · [δ(x, τ)v(x, τ)], (B.4)
∂
∂τ
[∇ · v(x, τ)] + ȧ
a
[∇ · v(x, τ)] + 6
τ 2
δ(x, τ)
= −∇ · {[v(x, τ) · ∇]v(x, τ)}. (B.5)
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Let us take the Fourier transform of Eqs. [B.4] and [B.5]:
˙̃




dq1dq2δD(q1 + q2 − k)
k · q1
q21


















where we have defined θ ≡ ∇ · v, and its Fourier transform is given by
ṽ(k, τ) = −i k
k2
θ̃(k, τ). (B.8)
One can decompose the solutions of the non-linear continuity and Euler
equations, δ̃ and θ̃, into the sum of infinite series of n-th order perturbations











respectively. Note that, strictly speaking, this particular decomposition, a
decomposition into a series with powers of a(τ), is valid only for an EdS
universe. However, generalization to arbitrary cosmological models can be
done in the end by replacing a(τ) with the appropriate growth factor, D(τ)
(Bernardeau et al., 2002; Takahashi, 2008).
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Now, let us solve Eqs. [B.6] and [B.7] at each order of perturbations.













Dividing both sides by ȧ(τ)an−1(τ), one obtains














Similarly, from the Euler equation, Eq. [B.7], one obtains

















The forms of Eqs. [B.12] and [B.14] indicate that the n-th order solu-
tions are written in terms of the sum of 1-st to (n−1)-th order solutions, with
δ1(k) = −θ1(k). By solving Eqs. [B.12] and [B.14] for δn and θn, one obtains
δn(k) =
(1 + 2n)An(k)− Bn(k)
(2n+ 3)(n− 1) , (B.16)
θn(k) =
−3An(k) + nBn(k)
(2n+ 3)(n− 1) , (B.17)












dq1...dqnδD(q1 + ...+ qn − k)
× Gn(q1, ...,qn)δ1(q1)...δ1(qn).
(B.19)




























































































where qij ≡ qi + qj and k =
∑
qi.



















[F3(q1,q2,q3) + F3(q1,q3,q2) + F3(q2,q1,q3)
+ F3(q2,q3,q1) + F3(q3,q1,q2) + F3(q3,q2,q1)] .
(B.27)
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In order to calculate the next-to-linear-order density power spectrum,
one needs to use the solutions of the density fluctuations up to the 3rd order:
(2π)3P (k, τ)δD(k + k
′)











≃ a2(τ)〈δ1(k)δ1(k′)〉+ a4(τ)〈δ1(k)δ3(k′) + δ2(k)δ2(k′) + δ3(k)δ1(k′)〉,
(B.31)
which yields
P (k, τ) = a2(τ)P11(k) + a
4(τ) [P22(k) + 2P13(k)] + O(δ
6). (B.32)
Here, we have defined the quantity, Pij(k), given by
(2π)3Pij(k)δD(k+ k
′) = 〈δi(k)δj(k′)〉. (B.33)






















[−10q4 + 20kq3µ− 10k2q2µ2 − 7k2q2 + 7k3qµ






































































B.2 3PT with Pressure
In this Appendix we shall derive the higher-order filtering functions.
We shall solve Eqs. [3.14]–[3.17] perturbatively, up to the 3rd-order in per-
turbations. The density contrasts and velocity divergence fields of CDM and























where gn(k, τ) and hn(k, τ) are the filtering functions for the density and
velocity divergence fields, respectively, at the n-th order.
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am+l+p(τ)gm(q1, τ)gl(q2, τ)gp(q3, τ)δm,c(q1)δl,c(q2)δp,c(q3).
(B.44)
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From now on, we shall write the sound speed, cs, in terms of the usual Jeans
wavenumber, kJ , as cs =
√
6/(kJτ). We shall ignore the inhomogeneity in cs
(i.e., spatial dependence of cs) throughout this paper. For the linear analysis
for ∇cs 6= 0, see Naoz & Barkana (2005).
B.2.1 Second Order Solutions
We have derived the linear filtering function, g1(k), in Eq. [3.30]. For

























































Here, θ1,c(k) = −δ1,c(k). Combining Eqs. [B.45] and [B.46], we get the second

































2 (q,k− q)δ1,c(q)δ1,c(k− q). (B.48)



























decays for any choice of 0 ≤ k/kJ . The 2nd-order filtering function for the




[A2(k)− 2δ2,c(k)g2(k)] , (B.51)
where we have ignored the decaying term.
Using the explicit forms of A2(k) and B2(k) given by Eqs. [B.45] and










































In the limit where kJ → ∞, F(s)2 (q1,q2) = F
(s)
2 (q1,q2), and thus g2 → 1. For








dq1dq2δD(q1 + q2 − k)δ1,c(q1)δ1,c(q2)

























where we have used 2F2(q1,q2) − G2(q1,q2) = k·q1q21 . This expression also
converges to h2 = 1 as we take the limit of kJ → ∞.
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B.2.2 Third Order Solutions
For n = 3, the continuity and Euler equations are given by











































































































































































decays for any 0 ≤ k
kJ





[A3(k)− 3δ3,c(k)g3(k)] , (B.63)
where we have ignored the decaying term.
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[F3(q1,q2,q3) + F3(q1,q3,q2) + F3(q2,q1,q3)






























































































In the limit of kJ → ∞, F3 → F3, and g3(k) = 1. Using δ′3,c(k) introduced















B.3 3PT Total Power Spectrum
We calculate the power spectrum of the total matter fluctuations, δ =
fcδc + fbδb = fcδc + (1− fc)δb, which is given, up to the third-order in pertur-
bations, by
δ(k, τ) = fcδc(k, τ) + fbδb(k, τ)
= fc [δ1,c(k, τ) + δ2,c(k, τ) + δ3,c(k, τ)]
+(1− fc) [δ1,b(k, τ) + δ2,b(k, τ) + δ3,b(k, τ)]
= fc [δ1,c(k, τ) + δ2,c(k, τ) + δ3,c(k, τ)]
+(1− fc) [g1(k)δ1,c(k, τ) + g2(k)δ2,c(k, τ) + g3(k)δ3,c(k, τ)] . (B.67)
The power spectrum is
(2π)3Ptot(k)δD(k+ k
′) = 〈δ(k)δ(k′)〉
= 〈{fcδc(k) + (1− fc)δb(k)}{fcδc(k′) + (1− fc)δb(k′)}〉
= f 2c 〈δc(k)δc(k′)〉+ 2fc(1− fc)〈δb(k)δc(k′)〉+ (1− fc)2〈δb(k)δb(k′)〉
≡ (2π)3
[






where Pc, Pb,c and Pb are
(2π)3Pc(k)δD(k+ k
′) = 〈δc(k)δc(k′)〉
= 〈{δ1,c(k) + δ2,c(k) + δ3,c(k)}{δ1,c(k′) + δ2,c(k′) + δ3,c(k′)}〉
= 〈δ1,c(k)δ1,c(k′)〉+ 2〈δ1,c(k)δ3,c(k′)〉+ 〈δ2,c(k)δ2,c(k′)〉
≡ (2π)3 [P11,c(k) + 2P13,c(k) + P22,c(k)] δD(k+ k′), (B.69)
(2π)3Pbc(k)δD(k+ k
′) = 〈δb(k)δc(k′)〉
= 〈{g1(k)δ1,c(k) + g2(k)δ2,c(k) + g3(k)δ3,c(k)}
×{δ1,c(k′) + δ2,c(k′) + δ3,c(k′)}〉
= g1(k)〈δ1,c(k)δ1,c(k′)〉+ g1(k)〈δ1,c(k)δ3,c(k′)〉
+〈g3(k)δ3,c(k)δ1,c(k′)〉+ 〈g2(k)δ2,c(k)δ2,c(k′)〉
≡ (2π)3 [P11,bc(k) + 2P13,bc(k) + P22,bc(k)] δD(k+ k′), (B.70)
(2π)3Pb(k)δD(k+ k
′) = 〈δb(k)δb(k′)〉
= 〈{g1(k)δ1,c(k) + g2(k)δ2,c(k) + g3(k)δ3,c(k)}
×{g1(k′)δ1,c(k′) + g2(k′)δ2,c(k′) + g3(k′)δ3,c(k′)}〉
= g21(k)〈δ1,c(k)δ1,c(k′)〉+ 2g1(k)〈δ1,c(k)g3(k′)δ3,c(k′)〉
+〈g2(k)δ2,c(k)g2(k′)δ2,c(k′)〉
≡ (2π)3 [P11,b(k) + 2P13,b(k) + P22,b(k)] δD(k+ k′), (B.71)
respectively.
Now, P11,c(k), P13,c(k) and P22,c(k) can be numerically calculated with
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The ensemble averages of the products involving δ′n,c(k) are given by















〈δ2,c(k)δ′2,c(k′)〉 = 2δD(k+ k′)
∫
dqP11,c(q)P11,c(|k− q|)
×F (s)2 (q,k− q)F
(s)
2 (q,k− q), (B.79)


















































q · (k− q)
q2(k− q)2 g1(q)g2(k− q)
− F (s)2 (q,k)


























(−q · k)(q2 + k2)
2q2k2
)







(q · k)(q2 + k2)
2q2k2
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g1(q)g2(k− q)F (s)2 (−q,k)





where we have used Eq. [B.55] and F
(s)
2 (q,−q) = G
(s)
2 (q,−q) = 0. We then






3 , for the linear filtering
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612360r8s(1 + r2)(r2 + s2)2
[
30r2s3[−14000s6
+810r10(1 + s2) + 900r2s4(−7 + 5s2) + 60r4s2(105− 125s2 + 78s4)
+9r8(321− 248s2 + 159s4) + 27r6(126− 87s2 + 70s4 + 9s6)]
−243r8(−7 + 5s2 + 2s4)[5(r4 + s2)(−1 + s2)2 + r2(5− 5s2 − 19s4 + 5s6)]
× ln 1 + s|1− s|
+[10s2 + 3r2(1 + s2)][−35s2 + 3r2(−7 + s2)][−2000s6 + 135r8(−1 + s2)2





10s2 + 3r2(1 + s)2
10s2 + 3r2(1− s)2
] ]]
, (B.82)
where r ≡ k/kJ and s ≡ k/q. We find that the calculation of F3 is numerically
unstable as k/kJ → 0 (r → 0). The exact limit of F3 is limk/kJ→0 F3 → F3,
and thus one may replace F3 with F3 for a sufficiently small value of k/kJ .
Finally, we generalize the above results from an EdS universe to general
cosmological models, by writing
a2(τ)
a2(τi)

















where τi is some arbitrary epoch, τ∗ is the epoch where the pressure effect be-
comes non-negligible (i.e., reionization epoch for baryons and non-relativistic
transition for massive neutrinos), and D(τ) is the linear growth factor ap-
propriate to a given cosmological model. We obtain Eq. [3.58] from combin-
ing Eqs. [B.74], [B.79], and P22,c given by Eq. [B.34]. Similarly, we obtain
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Eq. [3.59] from combining Eqs. [B.77], [B.80], and P22,c, Eq. [3.60] from com-
bining Eqs. [B.73], [B.78], and P13,c given by Eq. [B.36], and Eq. [3.61] from
combining Eqs. [B.76], [B.78], and P13,c.
Figure B.3 shows the dimensionless 3PT and linear power spectra,
∆2(k) = k3P (k)/(2π2), for a matter component with pressure at different red-
shifts (z = 0.1, 1.0, 3.0, 5.0, 10 and 30) with kJ = 1.0 and 3.0 h Mpc
−1. The
3PT and linear power spectra are similar at the highest redshift, whereas the
3PT has significantly more power than the linear spectrum at larger wavenum-
bers as we go to lower redshifts. As a result, the filtering scale for a given linear
filtering scale migrates toward larger wavenumbers in lower redshifts.
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Figure B.1: The dimensionless power spectra, ∆2(k) ≡ k3P (k)/(2π2), for
a matter component with pressure (i.e., baryon, neutrino, etc) are shown for
several redshifts (z = 0.1, 1.0, 3.0, 5.0, 10 and 30). We show the non-linear cal-
culations with 3PT in the solid and dotted lines for kJ = 1.0 and 3.0 h Mpc
−1,
respectively. We also show the linear calculations in the dashed and dot-dashed





C.1 Sound speed versus Velocity Dispersion
The wavenumber corresponding to the free-streaming scale, kFS, is de-
fined by the single-fluid continuity and Euler equations:
δ̇(k, τ) + θ(k, τ) = 0 (C.1)














is the scale that divides the characteristics of the solution, δ(k, τ). For k < kFS,
δ(k, τ) grows, while for k > kFS, δ(k, τ) oscillates.
In the literature, however, the sound speed, cs(τ), has often been re-
placed, or crudely approximated, by the velocity dispersion, σν , such that
cs ≃ σν,i without any justification. Strictly speaking, the velocity dispersion
should not be used to define the free-streaming scale, kFS, as the Euler equa-
tion contains sound horizon, c2s ≡ δPδρ , not the velocity dispersion. In this
Appendix, we shall clarify this issue.
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q2dqǫ(q, τ)f0(q)Ψ0(k, q, τ)
, (C.4)












Note that the sound speed can depend on k in general, while velocity dispersion
is, by definition, independent of k.
As we see from Eq.(4.46), in the non-relativistic limit, where the phase-
space distribution of the particles is dominated by non-relativistic particles
(q ≪ a(x)m), the k dependence of Ψ0(k, q, τ) ≡ Ψ̃0(k, τ)d ln f0(q)d ln q will be can-
celed both in the denominator and numerator of Eq.(C.4). If perturbations












where w(τ) ≡ P̄ (τ)
ρ̄(τ)
is an equation of state. Since the velocity dispersion in the






























C.2 Exact Analytic Solution of Ψ̃l(k, q, x)
We derive the analytic solutions of the Boltzmann equation. We start
from Eq.(4.16),





µΨ̃(k, q, µ, x) = S(k, q, µ, x), (C.9)
where
S(k, q, µ, x) ≡ iǫ(q, x)
q
µψ(k, x)− ∂φ(k, x)
∂x
. (C.10)
The solution of the first order linear differential equation with the source term
S(k, q, µ, x) is
Ψ̃(k, q, µ, x)






























S(k, q, µ, x′)













for arbitrary constant, C ∈ R.
C.2.1 massless case with constant φ and ψ
For massless neutrinos, ǫ(q, x) = q, with constant gravitational poten-
tial, φ̇ = ψ̇ = 0, we can avoid the complexity in the time dependent source
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term, S(q, x), and the form of Eq.(C.11) is simplified to








Ψ̃(k, q, µ, xi)− ψ(k)
]
e−iµ(x−xi) + ψ(k). (C.13)
Now, we expand Eq.(C.13) by Legendre polynomials, using the following iden-
tities and orthogonality condition,
Ψ̃(k, q, µ, x) =
∑
l



























(−i)l′(2l′ + 1)jl′(x− xi)Pl′(µ)
]
. (C.17)



































Therefore, for a given l, we have











+ψ(k) [δl0 − jl(x− xi)] . (C.20)
Here, non-zero Wigner 3-j symbols must satisfy the triangular inequalities
such that
|l − l′| ≤ l′′ ≤ l + l′, (C.21)
and from the initial conditions, we have Ψ̃l′≥3(xi) = 0.
The exact solutions for l = 0 and 1 are
Ψ̃0(k, q, x) = Ψ̃0(k, q, xi)j0(x− xi)− 3Ψ̃1(k, q, xi)j1(x− xi)
+ 5Ψ̃2(k, q, xi)j2(x− xi) + ψ(k) [1− j0(x− xi)] , (C.22)
Ψ̃1(k, q, x) = Ψ̃0(k, q, xi)j1(x− xi) + Ψ̃1(k, q, xi)j0(x− xi)
− 2Ψ̃2(k, q, xi)j1(x− xi)− 2Ψ̃1(k, q, xi)j2(x− xi)
+ 3Ψ̃2(k, q, xi)j3(x− xi)− ψ(k)j1(x− xi). (C.23)
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C.2.2 massive case with constant φ and ψ
For massive neutrinos, ǫ(q, x) 6= q, with constant gravitational poten-
tial, φ̇ = ψ̇ = 0, we have
∑
l′
















jl′(z − z′), (C.24)





as defined in Eq.(C.12).





























































The exact solutions for l = 0 and 1 are
Ψ̃0(k, q, x) = Ψ̃0(k, q, xi)j0(z − zi)− 3Ψ̃1(k, q, xi)j1(z − zi)






j1(z − z′), (C.27)
Ψ̃1(k, q, x) = Ψ̃0(k, q, xi)j1(z − zi) + Ψ̃1(k, q, xi)j0(z − zi)

















For more general cases, where neutrinos are either massless or massive,
and φ̇ 6= 0 and ψ̇ 6= 0. In this case, we use the full expression of the source





Again, we expand Eq.(C.11) with the series of Legendre polynomials
with the time dependent source term, and find
∑
l′


























jl′(z − z′). (C.29)
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jl(z − z′). (C.30)










































+φ(k, xi)jl(z − zi)− φ(k, x)δl0, (C.32)
for a fixed l. We can easily recover the massless and massive case solutions
Eq.(C.20) and (C.26) from Eq.(C.32) with approximations such as ψ̇(k, x) =
φ̇(k, x) = 0 and/or ǫ(q, x) = q.
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Appendix D
HETDEX: Combined Mass of Neutrinos
In order to measure (or place a firm upper limit) on the combined mass
of neutrinos, we need to measure power spectrum on small scales accurately
enough, including non-linear corrections, in order to constrain suppression of
growth of structure due to the free-streaming massive neutrinos. The suppres-
sion of a linear matter power spectrum due to massive neutrinos at small scale
is roughly given as:
PLm,fν 6=0(k)
PLm,fν=0(k)
∼ 1− 8fν , (D.1)
where PLm,fν 6=0(k) and P
L
m,fν=0
(k) are linear matter power spectra with and
without massive neutrinos respectively, and fν is a fraction of the massive
neutrino energy density today to the matter energy density today, fν ≡ Ων/Ωm
(Lesgourgues & Pastor, 2006). Figure D.1 shows the suppression of the linear
matter power spectra due to massive neutrinos ranging from few % to 40%.
With the nominal accuracy of HETDEX in constraining the amplitude of a
power spectrum, we will measure (or at least place a firm upper limit) on the
combined mass of neutrinos.
With the nominal HETDEX survey parameters with three redshift bins
(see table D.1) combined with the Planck prior, we measure the total mass of
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neutrinos to the accuracy of σΣmν = 0.041 and 0.052 eV assuming the total
mass of neutrinos of Σmν,i = 0.13 eV and the number of massive neutrinos
of Nν = 1 and 3 respectively (with kmax ∼ 0.3 hMpc−1). With different
assumption on the total mass of massive neutrinos, Σmν,i = 0.64 eV, we have
σΣmν = 0.046 and 0.048 eV for Nν = 1 and 3 respectively. Those numbers
are close to the current lower limit from experiments (Σmν,i ∼ 0.05 eV), and
therefore, HETDEX potentially makes a positive detection of the total mass
of neutrinos depending on the actual total mass of neutrinos.
In figure D.2, we plot the marginalized 1-σ error of the total mass
of neutrinos, σΣmν , as a function of the maximum wavenumber used for our
parameter search, kmax, with and without the hypothetical Planck prior on
the total mass of neutrinos. The model parameters we consider are
pα = {Ωm,Ωmh2,Ωbh2, fν , ns, αs, δR, τ, b1(z)}, (D.2)
where fν ≡ Ων/Ωm is the fraction of the massive neutrino, and related to the











Note that the current survey specification of the HETDEX is shot-noise limited
at small scale (k & 0.2 hMp−1), so that increasing kmax hardly adds any further
information about the total mass of neutrinos. It is also worth mentioning
that the effect of the non-linear clustering of neutrinos on the matter power
spectrum is negligible as long as the total mass of neutrinos is less than the
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current upper limit drawn by WMAP5yr (Σmν < 0.67 eV) (Komatsu et al.,
2009; Shoji & Komatsu, 2009). As a case study, we calculate the marginalized
1-σ error of the total mass of neutrinos for the future extended ground based
survey, HETDEX-extension, which carries roughly ∼ 10 times larger area and
number of Ly-α emitters. At this level, together with the Planck prior we
measure the total mass of neutrinos to the accuracy of σΣmν = 0.021 and 0.028
eV assuming the total mass of neutrinos of Σmν,i = 0.13 eV, and the number
of massive neutrinos of Nν = 1 and 3 respectively (with kmax ∼ 0.3 hMpc−1).
Since we are working on small scales, understanding the small scale
window function is more important than for HETDEX. Issues include under-
standing the effects of the gaps between IFUs, gaps between pointings, and
gaps due to the other instruments. A detailed simulation is required, including
weather effects, in order to understand the effects on the small scale power due
to the window function.
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Ωsurvey Vsurvey Ng n̄g b1
(deg2) (h−3 Gpc3) (106) (h3 Mpc−3)
Bin1 (1.9 < z < 2.4) 420 0.93 0.5 0.00054 2.0
Bin2 (2.4 < z < 3.0) 420 1.12 0.3 0.00027 2.5
Bin3 (3.0 < z < 3.5) 420 0.91 0.1 0.00011 2.8
Table D.1: HETDEX survey parameters that we assume. We divide the sur-
vey into three redshift bins, where the median redshifts are zcenter = 2.15,
2.70 and 3.25, and Ωsurvey is the sky coverage of the survey. “b1” denotes
the assumed linear bias of Ly-α emitters at given redshift. We calculate
the survey volume and number density based on the flat-ΛCDM model with
the maximum likelihood parameters from Table 1 of the Komatsu et al.
(2009) (“WMAP+BAO+SN ML”). The HETDEX-extension covers Ωsurvey =
4000 deg2 over the same redshift bins as HETDEX, and the number of Ly-α
emitters is 10 times of HETDEX survey. For all the surveys and bins, we
assume the measurement errors in redshifts of ∆z = 180 km/s.
206
Figure D.1: A fractional suppression of a linear matter power spectrum at
z=2.7 (median redshift of the HETDEX). We compare the linear matter
power spectra with massive neutrino of different total masses against the lin-
ear matter power spectrum with massless neutrino (top: Σmν,i = 0.13 eV and
fν = 0.01, bottom: Σmν,i = 0.64 eV and fν = 0.05). We fix the number of
massive neutrinos to be Nν = 1 (solid) and Nν = 3 (dotted). We see that the
asymptotic ratio of the power spectra, Pm,fν 6=0(k)/Pm,fν=0(k) ∼ 1− 8fν , holds
approximately well at small scale.
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Figure D.2: The Fisher matrix forecast on marginalized 1-σ errors of the total
mass of neutrinos, σΣmν , as a function of the maximum wavenumber to be used
for our parameter search, kmax. We use fiducial cosmological parameters from
Table 1 of the Komatsu et al. (2009) (“WMAP+BAO+SN ML”) assuming
flat-ΛCDM model with pi = {Ωm,Ωmh2,Ωbh2, fν , ns, αs, δR, τ, b1(z)} being our
model parameters. We add hypothetical Planck prior to the HETDEX survey




ij . We fix the number of massive neutrinos to
be Nν = 1 (solid) and Nν = 3 (dotted). Thick lines do not include the Planck
prior on the total mass of neutrinos (i.e., FPlanckfν i = F
Planck
ifν
= 0), and thin lines
include the Planck prior on fν . We also show the current upper limit on the
total mass of neutrinos from WMAP5yr as a reference.
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Appendix E
Void in the Redshift Space
E.1 Calculation of κ(x)









3 − fu · x̂r3, (E.3)
where f ≡ d ln δ(a)
d ln a
is the growth rate, and we set the unit vector, x̂r3, to be along
the line of sight direction. Here, u ≡ −v
Hf
, where v is the peculiar velocity of a
void galaxy, and H(z) is a comoving Hubble rate.
We define κ(xr) to quantify the strength of the redshift space distortion
as follows











Here, we use a spherical coordinate such that
x1 = x sin θx cosφx (E.6)
x2 = x sin θx sin φx (E.7)
x3 = x cos θx (E.8)
and
k1 = k sin θk cosφk (E.9)
k2 = k sin θk sin φk (E.10)
k3 = k cos θk, (E.11)












3, and θ and φ are
the azimuthal and inclination angles respectively.










































where µk ≡ cos θk. Here, k · x = kx cos γ, where
cos γ ≡ cos θk cos θx + cos(φk − φx) sin θk sin θx. (E.13)
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E.1.1 Spherical Void
As for the spherical void of radius R with homogeneous top-hat density









































(−i)l(2l + 1)jl(−kx)Pl(cos γ), (E.16)















Y ml (θk, φk)Ȳ
m
l (θx, φx)









l (cos θx) cos[m(φk − φx)],
(E.17)
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where Pml (x) is an associated Legendre polynomial, and it is related to the
unassociated Legendre polynomial such that


























































Y 01 (θx, φx) = 4πij1(kx) cos θx, (E.19)




cos θ and jl(−x) = (−1)ljl(x).




























E.1.2 Spheroidal Void with azimuthal symmetry
Here, we consider a spheroidal void with an azimuthal symmetry (i.e.,
an ellipsoid with two of the three principal axes have the same length, a = b 6=
c). We again choose a spherical coordinate, but with the ellipsoidal volume
element being projected on to spherical volume element such that
x1 = a r sin θ cosφ (E.21)
x2 = a r sin θ sinφ (E.22)
x3 = c r cos θ, (E.23)
where 0 ≤ r ≤ 1 and d3x = a2c r2dr dφ d cos θ.
First, let us derive the Fourier transform of the spheroidal void with a










k · x = kr[a sin θk sin θx cos(φk − φx) + c cos θk cos θx]. (E.25)
Here, we define
cos γa ≡ sin θk sin θx cos(φk − φx) (E.26)
cos γc ≡ cos θk cos θx, (E.27)
and
cos γ ≡ cos γa + cos γc (E.28)
cos η ≡ − cos γa + cos γc, (E.29)
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where cos η is obtained by changing a sign of θx. In terms of cos γ and cos η,
we have
k · x = 1
2
kr[(c+ a) cos γ + (c− a) cos η]. (E.30)
Again, we use the spherical harmonics addition theorem (Eq.(E.17)). Note
that due to the definition of Eq.(E.29) and from Eq.(E.17), we see that Pl(cos η) =
Pl(cos γ), and therefore,
e−ik·x = exp[−1
2
ikr(c+ a) cos γ] exp[−1
2

















































































(−1)mY ml (θk, φk)Y m
′














































































and integrating over r ∈ [0, 1], we have































































(−1)l+mY ml (θk, φk)Y −ml (θk, φk) (E.36)
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1 (θk, φk)Pl(cos γ)Pl′(cos γ).
(E.40)























































































[{2 + (l + 2l′)ǫ}jl(kra)− kraǫjl+1(kra)]
(E.42)








































[(2− lǫ)jl(kra) + kraǫjl+1(kra)] (E.43)
for an oblate ellipsoid (c < a). In order to truncate the equation at linear



















(−1)l [(2 + lǫ)jl(kra)− kraǫjl+1(kra)] for l′ = 0
−1
6
(−1)lkraǫjl(kra) for l′ = 1
O(ǫ2) otherwise
(E.44)



















(−1)l [(2− lǫ)jl(kra) + kraǫjl+1(kra)] for l′ = 0
1
6




for an oblate ellipsoid.





















where the Wigner-3J symbol must satisfy the triangular inequality such that
|1− l| ≤ l′ ≤ 1 + l, and 0 +m = −m′ in order to have a non-zero value.
As for Eq.(E.41), since l′ ≤ 1, we have a limited number of non-zero
terms. We have (l, l′, m,m′) = (0, 1, 0, 0), (1, 0, 0, 0), (2, 1,−1, 1), (2, 1, 0, 0)
and (2, 1, 1,−1) as the non-zero terms. We rewrite Eq.(E.41) with a finite























































































































Y −11 (θx, φx)Y
1
































Taking integrations over k (see appendix §E.2),

















Similarly, for an oblate spheroid,
κ(x) ≃ −f δ̄
3
(1 + 2ǫ) (E.51)
As we compare against numerical calculations of κ(x), we see κ(x) ≃ −fδ̄
3
(1∓ǫ)
fits the result better for both prolate and oblate spheroids.
We see how real space geometry of a given void affects the peculiar
velocity field within the void by comparing Eqs.(E.20) and (E.50). As for a
prolate spherical void, we set the longest principal axis, a < c ≡ a/(1−ǫ), to lie
along the line of sight. As discussed by Icke (1984), originally aspherical voids
tend to become a sphere with a slower expansion speed along the longest
principal axis, and vice versa. For a given prolate spheroidal void with its
longest principal axis along the line of sight, peculiar velocity along the largest
axis become smaller as we increase ellipticity. Since the deformation of the
void shape in the redshift space, κ(x), is proportional to the peculiar velocity,
an aspherical void in real space with the longest axis being along the line of
sight experiences less deformation compared to an originally spherical void.
Also, we see that the degree of deformation of an aspherical void in the
redshift space, κ(x), is independent of the size of the void, but dependent only
on the linear growth factor, f ≡ d lnD
d ln a
, the mean density contrast of the void,
δ̄, and the ellipticity of the void in the real space.
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E.2 List of Y ml , jl and Wigner-3J symbol


























































































































































dk k j1(ka)j2(kra) = 0 (E.74)
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