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1 Justificación y objetivos 
La enorme competencia que viene apoyada por el auge de las nuevas tecnologías obliga a las 
empresas a tomar decisiones de manera casi inmediata. Hoy día, las empresas son mucho más ágiles 
que hace 5-10 años y esta agilidad implica compromiso en todas las áreas de las organizaciones: 
desde la definición y preparación de nuevos productos y servicios, pasando por el análisis de cómo 
utilizan los usuarios esos servicios hasta la definición de estrategias corporativas. Las decisiones se 
deben tomar con datos, y esos datos deben estar disponibles cuanto antes para tomar esas decisiones. 
En medio de ese círculo, se encuentran las bases de datos que, naturalmente, deben proporcionar los 
datos de formas ágiles y rápidas; probablemente, detrás de este argumento se encuentre el auge de 
los sistemas BigData que ayudan a tomar decisiones con las famosas 3 V (Volumen, Velocidad, y 
Variedad). Los sistemas BigData se apoyan en diferentes modelos de tratamiento de datos. Esta tesis 
se enfocará en una pequeña parte de los modelos de tomas de decisiones, concretamente en sistemas 
OLAP que cubren un espectro suficientemente grande de los sistemas de ayuda a toma de decisiones 
del mercado mundial.  
La consultora Gartner analiza cada año las tecnologías que utilizan las empresas del mundo 
por la necesidad que cubre y para el año 2017 ha reconocido a Microsoft SQL Server como líder del 
mercado en las soluciones de Data Management for Analytics[1]. 
Se ha elegido para este trabajo analizar el rendimiento de diferentes versiones de SQL Server 
porque se ha detectado en el mercado que no hay estudios claros sobre las ventajas que aportan las 
nuevas versiones del producto. Las organizaciones tienden a mantener versiones antiguas de los 
gestores de bases de datos por diversas razones, y el objetivo es que este trabajo sirva de ayuda a las 
empresas para convencerlas del beneficio que implica utilizar versiones de SQL Server como 2016, 
frente a versiones relativamente antiguas como SQL Server 2008. 
Este proyecto pretende aclarar las características de rendimiento de varias versiones de SQL 
Server desde un punto de vista completamente objetivo y cuantitativo, ofreciendo valores reales de 
rendimiento. De tal forma que las empresas puedan asegurar qué versión cumple con sus necesidades 
de calidad. 
El proyecto será un informe técnico que ofrecerá los resultados de la ejecución de distintas 
consultas sobre distintas versiones de SQL Server, concretamente la versión 2008 y 2016. Se 
realizará una comparativa de los resultados para que las organizaciones puedan evidenciar las 
mejoras de rendimiento de la última versión. Concretamente, se centrará en la ejecución de pruebas 
                                                     
[1] https://blogs.technet.microsoft.com/dataplatforminsider/2017/03/07/gartner-names-microsoft-a-leader-in-
the-magic-quadrant-for-data-management-solutions-for-analytics-dmsa/ 
El informe completo se puede descargar desde aquí (previo registro informativo gratuito): 
https://info.microsoft.com/gartner-mq-dmsa-register.html 
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de rendimiento sobre OLAP (basadas en el estándar de facto TPC-H, se comentará más adelante) ya 
que SQL Server ha implementado multitud de mejoras en este sentido y el análisis de datos es un 
tema que está en auge en los últimos años. Los objetivos se pueden agrupar como: 
• Dar a conocer el rendimiento ofrecido por distintas versiones de SQL Server contra TPC-H, 
determinando las mejoras obtenidas con cada versión. 
• Aclarar las diferencias de uso de recursos en el procesado de consultas OLAP entre distintas 
versiones SQL Server. 
Para poder cumplir estos objetivos se realizarán pruebas TPC-H sobre distintas versiones 
SQL Server en un entorno hardware controlado. Tras realizar estas pruebas se hará un análisis de los 
resultados para aclarar el rendimiento obtenido y la utilización de recursos requerida por cada 
versión. La solución aplicada se explicará en el cuerpo del documento. 
2 Agradecimientos 
Estoy especialmente agradecido a Eladio Rincón, responsable del área relacional de la empresa 
SolidQ, Enrique Catalá y Rubén Garrigós, analistas de base de datos (entre otros oficios) de la misma 
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mi proyecto. Su experiencia en el sector ha resultado muy fructífera para poder realizar un proyecto 
directamente orientado a las necesidades de la industria. 
También estoy agradecido a Victor Vale y Rubén Serna, del departamento de tecnología de 
SolidQ, por haberme ayudado en todos aquellos problemas que se me han presentado en la 
administración de sistemas o con el proyecto en general. 
He de mencionar también a mi tutor, Jose Norberto Mazón, que siempre estuvo abierto a mis 
propuestas y apoyando con todos sus recursos este proyecto. Su ánimo y consejo siempre fue 
beneficioso en todo el desarrollo del trabajo. 
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3 Introducción 
En el siguiente apartado se resumirán las pruebas que se van a realizar, el software y 
hardware que se empleará y se dará un vistazo a todo el conjunto mediante una imagen representativa 
del escenario completo.  
3.1 TPC y TPC-H 
Antes de comenzar explicando las pruebas es necesario conocer el estándar de facto TPCH 
establecido por la organización TPC. 
 TPC[2] es una organización sin ánimo de lucro que define una serie de pruebas de rendimiento 
aplicadas a bases de datos de distinto propósito con el fin de verificar el rendimiento de los sistemas 
gestores de base de datos de cara a la industria. 
 Dependiendo del propósito de las pruebas así como la finalidad de la base de datos, TPC 
define una serie de pruebas. Por ejemplo, las pruebas en bases de datos OLTP se denominan TPC-
C[3] mientras que las pruebas sobre bases de datos OLAP (las aquí aplicadas) reciben el nombre de 
TPC-H[4]. 
 Más adelante se entrará en detalle sobre las diferencias entre las bases de datos OLAP y 
OLTP. 
3.2 Pruebas 
Se realizarán pruebas TPC-H para conocer el rendimiento de SQL Server con distintas cargas 
de datos, estas pruebas son un estándar en la industria por lo que los datos obtenidos serán 
representativos de la carga real soportada por SQL Server.  
La idea es tener una instancia SQL Server con una base de datos Data Warehouse (OLAP) 
en un servidor Azure con el software encargado de lanzar el test TPC-H lanzando consultas a esa 
base de datos al mismo tiempo que se monitoriza el servidor y se capturan los resultados devueltos 
por una serie de contadores/métricas con el fin de visualizar el rendimiento obtenido por SQL Server. 
TPC-H hace referencia a un tipo de prueba que consiste en consultas complejas ejecutadas 
sobre bases de datos con grandes volúmenes de datos (OLAP); se ejecutarán pocas consultas si se 
comparase con un test TPC-C debido a que cada una de las consultas recaudará una mayor cantidad 
de datos y, por lo tanto, impactará más en el motor. La idea de este proyecto es comprobar el 
rendimiento del gestor de base de datos en entornos Data Warehouse donde se realiza análisis de 
datos, si el objetivo fuese comprobar el rendimiento sobre bases de datos OLTP tradicionales de 
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menor tamaño, el planteamiento sería distinto ya que se ejecutarían una mayor cantidad de consultas 
menos complejas y que obtendrían menor cantidad de datos. 
3.3 Software/Hardware a emplear 
En función a las versiones disponibles hoy en día y a las más implementadas por las 
organizaciones se ha decidido realizar el estudio sobre las siguientes versiones: 
• SQL Server 2008 R2 SP3 
• SQL Server 2016 SP1 
La elección de SQL Server 2008 se debe a que es el SGBD de Microsoft más extendido a 
día de hoy y la versión con la que es comparado es SQL Server 2016, por ser la última versión estable 
del SGBD de Microsoft y la que más cantidad de mejoras implementa sobre el motor de BD en el 
ámbito Data Warehouse, SQL Server 2017 está cerca de salir en su versión RTM pero no se va a 
tener en cuenta en este proyecto por no ser una versión publicada oficialmente. 
Para realizar las pruebas se hará uso de la herramienta HammerDB y para la recolección de 
datos se usará el monitor de rendimiento de Windows. HammerDB también proporcionará un 
registro con los tiempos de ejecución de las consultas. 
En lo referente al hardware a emplear, se hará uso de un servidor en Azure para las pruebas, 
en la siguiente tabla se especifican las características: 
Tamaño  Núcleos 







disco en caché y local 
máx.: E/S por 
segundo / MBps 
(tamaño de caché en 
GiB) 
Rendimiento de 
disco no en caché 
máx.: E/S por 
segundo / Mbps 
Standard_GS3 8 112 224 40 000 / 400 (1056) 20 000 / 500 
 
Standard_GS3: será el servidor que contenga la instancia SQL Server. Cuenta con un 
procesador E5-2698B v3 a 2 GHz con 16 cores, es una versión modificada para Azure, se puede 
encontrar un enlace a las características técnicas de dicho procesador en la bibliografía. La versión 
contratada tiene asignados 8 núcleos (sin multihilo) y, según explica Microsoft, no se hace 
“overcommit” de los cores contratados, es decir, los cores estarían reservados únicamente para el 
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suscriptor y no serían compartidos, eso indica que se dispondrá de toda 
la potencia del procesador al completo, no será compartida con otros 
suscriptores. 
 Para almacenar la base de datos se hará uso de 3 discos SSD 
Premium P30 de 1 TB. Estos discos presentan las siguientes 
características: 
• Límite de E/S por segundo: 5000 
• Límite de rendimiento (MB/s): 200 
• Extra de rendimiento puntual (MB/s): 400 
Los discos presentan una limitación de 5000 entradas/salidas por 
segundo. Azure ofrece una velocidad asegurada de 200 MB/s para los 
SSD P30 pero, en ocasiones, puede conceder un extra de rendimiento llegando a alcanzar los 400 
MB/s. Dependiendo de la congestión de los discos, Azure podrá otorgar esa velocidad extra, es una 
configuración interna de Microsoft. 




Como se puede ver en la ilustración, las pruebas y recolección de datos se realizarán dentro 
del entorno de Azure para evitar latencias de red. La instancia SQL Server (Standard_GS3) tendrá la 
base de datos OLAP sobre la que se aplicarán las pruebas, la aplicación que ejecutará el TPCH 
(HammerDB) y el monitor de rendimiento.  
Hay que tener presente que la realización de TPCH presenta unos requerimientos diferentes 
a TPCC. Con TPCC se establecen una gran cantidad de usuarios virtuales realizando muchas 
peticiones “livianas” a la instancia SQL Server; en este tipo de test, sería necesario que un 
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computador independiente (nombrado comúnmente como “worker”) se encargase  de realizar las 
peticiones ya que el hecho de crear los usuario virtuales y lanzar tantas peticiones simultáneas supone 
una carga computacional considerable, esto quitaría recursos del servidor con la instancia SQL 
Server y la prueba no sería válida. En TPCH se realizan pocas consultas con pocos usuarios (en este 
test, con 1 es suficiente) pero esas consultas son muy complejas y obligan al SGBD a devolver una 
gran cantidad de datos y que tardarán un tiempo considerable en ser devueltos, dejando al software 
que lanza las peticiones (HammerDB) en un estado de espera sin consumir CPU, por lo tanto, la 
carga computacional del software que ejecuta el test es mínima y eso permite que sea ejecutado en 
la propia instancia. 
Una vez terminado el test se almacenarán los resultados del monitor de rendimiento para su 
posterior análisis. HammerDB permite almacenar un registro con los tiempos de ejecución de cada 
una de las consultas; éstos datos también serán almacenados para tenerlos en cuenta en el análisis. 
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4 Almacenes de datos 
4.1 Introducción 
Las bases de datos transaccionales[5] (OLTP), a diferencia de las Data Warehouse[6] (OLAP), 
son “pequeños” almacenes de datos cuyos datos, valga la redundancia, se encuentran actualizados y 
que soportan una gran carga de conexiones realizando peticiones (lectura/escritura) de forma 
constante. Esas peticiones, normalmente, no requieren de la recuperación de gran cantidad de datos 
ni de una gran inserción de los mismos por lo que se podría asegurar que finalidad de este tipo de 
BD es la de recuperar/insertar datos concretos en un tiempo razonable y con muchos usuarios de 
forma concurrente. 
Las bases de datos Data Warehouse (OLAP, Online Analytical Process) siguen un principio 
completamente distinto. Son grandes almacenes de datos que guardan información histórica no 
actualizada (en comparación con las OLTP), su finalidad es hacer análisis sobre los datos con algún 
objetivo concreto: normalmente, para aplicar técnicas de Inteligencia de Negocio (Bussines 
Intelligence). Las datos almacenados en la OLAP se suelen obtener de una o varias bases de datos 
OLTP mediante procesos ETL. 
Los objetivos principales que impulsan el uso de los Data Warehouse son: análisis de los 
datos, generación de informes y minería de datos; el objetivo final es la ayuda a la toma de decisiones 
en el negocio. 
4.2 Diferencias entre OLTP y OLAP 
OLTP OLAP 
Muchas conexiones simultáneas, los usuarios 
trabajan directamente sobre ella 
Pocas conexiones, en ocasiones no son 
simultáneas 
Carga mixta lectura/escritura Orientadas principalmente a lecturas 
Mueven poca cantidad de datos 
(transacciones simples) 
Recuperan grandes cantidades de información 
(transacciones complejas) 
Datos actualizados Datos no actualizados, requiere de procesos ETL 
para actualizarlos. 
Pensado para operaciones diarias Pensado como apoyo a la decisión 
Tamaño entre 100 MB-GB Tamaño entre 100 GB-TB 
 
                                                     
[5] https://es.wikipedia.org/wiki/OLTP 
[6] https://es.wikipedia.org/wiki/Almac%C3%A9n_de_datos | https://es.wikipedia.org/wiki/OLAP 
P á g i n a  13 | 206 
 
4.3 Tipos 
4.3.1 ROLAP (empleado en este proyecto) 
Relational OLAP[7] 
Estos almacenes de datos se apoyan en el motor relacional (OLTP) para funcionar. 
Básicamente, es una base de datos OLTP estructurada (luego se explicará) y optimizada para 
funcionar como una OLAP pero siempre en base al motor relacional. 
Ventajas: 
Más escalable para manejar grandes volúmenes de datos. 
• Gran cantidad de herramientas de carga de datos para sistemas relacionales por lo que se 
consigue reducir considerablemente los tiempos de carga. 
• Al funcionar sobre el motor relacional estándar, es compatible con las herramientas de 
“reporting” existentes para el mismo. Las herramientas no tienen por qué estar preparadas 
para OLAP. 
• Buena alternativa cuando no se consigue modelar datos en un modelo dimensional estricto. 
• Suelen ofrecer mejor rendimiento en los campos textuales en comparación con las MOLAP. 
Desventajas: 
• Menor rendimiento que las MOLAP en general. 
• La carga de tablas agregadas requiere de código ETL personalizado ya que las herramientas 
ROLAP no disponen de mecanismos automáticos para ello. Requiere de una mayor inversión 
de tiempo en desarrollo. 
• Se tiende a evitar el uso de tablas agregadas lo que provoca que se hagan más consultas a 
otras tablas con los datos detallados. 
• Se basan en el estándar SQL y no disponen de funcionalidades concretas como las MOLAP. 
Sin embargo, esto se está resolviendo en la actualidad ya que se están añadiendo extensiones 
SQL para trabajar con Data Warehouses. 
• No apropiado cuando el modelo realiza muchos cómputos que no se traducen bien en SQL 
(presupuestos, informes financieros, asignaciones…) ya que ROLAP se basa en SQL para 
todos sus cálculos. 
La aplicación utilizada para generar/testear la base de datos OLAP es HammerDB y éste genera 
una base de datos de tipo ROLAP. 
                                                     
[7] https://es.wikipedia.org/wiki/ROLAP 




Mediante esta estructura se hace uso de tecnología multidimensional, se almacenan los datos 
en matrices y se consultan ahí directamente. No están basados en SQL estándar y suponen un 
incremento de su complejidad; no obstante, son más rápidas que las ROLAP y tienden a ser el 
escenario idóneo para un Data Warehouse. 
Ventajas: 
• Mejor rendimiento debido a: optimización del rendimiento de almacenamiento, indexación 
multidimensional y memoria caché. 
• Ocupa menos tamaño en disco debido a técnicas de compresión no aplicadas en bases de 
datos relacionales. 
• El procesamiento de los datos agregados presenta una automatización de mayor nivel. 
• Compacto en conjuntos de datos de pocas dimensiones. 
• Indexación natural gracias al modelo de almacenamiento en vectores/matrices. 
• Los datos agregados son pre-estructurados y esto ayuda a conseguir una eficaz extracción de 
los mismo. 
Desventajas: 
• La carga de datos (etapa de procesamiento) puede ser bastante extensa, sobre todo para 
grandes volúmenes de datos. Se hace muy necesario el uso de un procesamiento incremental. 
• Las herramientas MOLAP suelen tener problemas para trabajar en modelos con dimensiones 
muy altas (del orden de millones de miembros). 
• Algunas herramientas MOLAP pueden tener dificultades en la actualización y consulta de 
modelos con más de 10 dimensiones, aunque depende de más factores. Microsoft Análisis 
Services (herramienta MOLAP usada por SQL Server) es capaz de tratar cientos de 
dimensiones. 
• El enfoque MOLAP introduce redundancia en los datos. 
  
                                                     
[8] https://es.wikipedia.org/wiki/MOLAP 




Se trata de un almacén de datos que hace uso de ambas estructuras ROLAP y MOLAP con 
el objetivo de optimizar su funcionamiento. Permite almacenar una parte de los datos como MOLAP 
y el resto como en un ROLAP. Dependiendo del negocio, el analista decidirá cómo crear esta 
estructura híbrida.  
4.4 ROLAP vs MOLAP 
ROLAP se basa en un modelo transaccional y MOLAP en un multidimensional; por lo tanto, 
ROLAP cuenta con muchas herramientas estándar para el trato de la información aunque, en 
ocasiones, pueden ser insuficientes; sin embargo, MOLAP cuenta con herramientas más específicas 
para el trato de los datos y suelen obtener un mayor rendimiento en comparación, sin embargo es 
necesario conocer éstas herramientas ya que algunas están limitadas. 
A día de hoy se suele apostar por modelos HOLAP para poder aprovechar las ventajas de 
ROLAP y MOLAP a la vez, no obstante, esto requiere de un mayor análisis del negocio y de un 
proceso de integración mayor. 
4.5 Esquemas comunes en ROLAP 
4.5.1 Estrella 
En el modelo en estrella[10] existe una tabla de Hechos y varias tablas de Dimensiones. La 
tabla de Hechos es la más grande de la base de datos y presenta relaciones muchos a muchos con las 
tablas de Dimensiones. La clave primaria de la tabla de Hechos está compuesta por las claves 
primarias de las tablas de Dimensiones. Muchas veces tiende a usarse tanto para la tabla de hechos 
como para la de dimensiones valores numéricos autogenerados como clave primaria para optimizar. 
Las tablas de Dimensiones son siempre más pequeñas que las de Hechos y describen el 
contexto para analizar los hechos, cada fila está compuesta por la clave primaria y los atributos 
descriptores de todos los niveles de la jerarquía. Presentan redundancia de datos (datos 
desnormalizados) con el objetivo de conseguir mayor velocidad (se hacen menos relaciones o 
JOINS). 
La tabla de Hechos almacena la información básica de la empresa. Cada fila se compone de 
la clave primaria, compuesta a su vez por las claves ajenas de todas las dimensiones, y una serie de 
datos numéricos (medidas). 
                                                     
[9] https://es.wikipedia.org/wiki/HOLAP 
[10] https://es.wikipedia.org/wiki/Esquema_en_estrella 
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Ventajas del modelo en estrella: 
• Esquema sencillo. 
• Número reducidos de uniones físicas (relaciones). 
• Metadatos sencillos. 
• Soportado por la mayoría de aplicaciones. 
Desventajas: 
• Dimensiones de gran tamaño (muchos atributos). 
• Poco robusto o susceptible a cambios (añadir una simple columna en preproducción es muy 
costoso). 
• Lento de construir. 
En la siguiente imagen[11] se puede observar el diagrama entidad-relación de una base de datos 
ejemplo haciendo uso del modelo en estrella: 
 
  
                                                     
[11] https://commons.wikimedia.org/wiki/File:Esquema_en_estrella.png 
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4.5.2 Copo de nieve 
El esquema en copo de nieve[12] es muy similar al de estrella, pero más complejo. La principal 
diferencia reside en que el modelo en copo de nieve normaliza algunas de sus dimensiones al igual 
que se haría en un relacional; el modelo en estrella, como antes se ha comentado, desnormaliza los 
datos (a pesar de la redundancia) para intentar ganar en rendimiento. 
Esta normalización de las dimensiones puede traer determinadas ventajas: 
• Ahorrar algo de espacio en disco 
• Optimizar consultas de niveles superiores de la jerarquía. 
• Disminuir el tamaño de las tablas a escanear. 
• Cargas ETL más rápidas y sencillas. 
• Más flexible y adecuado para requerimientos, más susceptible a cambios. 
A su vez, se ocasionan determinadas desventajas: 
• Aumenta el número de tablas y, por tanto, número de JOINS necesarios para realizar 
determinadas consultas. 
• Consultar atributos de más de una tabla es más lento. 
• Consultas, diseño y mantenimiento más complejo. 
• No es soportado por todas las herramientas del mercado. 
• Requiere de una clave primaria más por cada nivel de la jerarquía normalizado. 
• Aumento de complejidad para mantener los metadatos. 
• Sin las suficientes tablas de metadatos, el rendimiento puede disminuir. 
No es un modelo que suele recomendarse, pero puede venir bien usarlo cuando existen 
problemas de espacio en disco. Es recomendable sólo normalizar las dimensiones más grandes y 
cuando muchos atributos caracterizan a los niveles más altos de las jerarquías. 
En la imagen siguiente[13], se puede observar una base de datos ejemplo en modelo copo de 
nieve. Ésta base de datos es la misma mostrada en el modelo en estrella tras aplicar una determinada 
normalización: 
                                                     
[12] https://es.wikipedia.org/wiki/Esquema_en_copo_de_nieve 
[13] https://commons.wikimedia.org/wiki/File:Esquema_en_copo_de_nieve.png 
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5 Introducción a Índices 
Los índices son estructuras de disco que se asocian a tablas o vistas de la base de datos y que 
permiten recuperar los datos de la misma de una forma eficiente[14]. Los índices se almacenan en 
estructuras de árbol binario para que puedan ser recorridos de una forma más rápida por el SGBD. 
Existen diferentes tipos de índices en SQL Server dependiendo de la versión que se trate; 
evidentemente, las versiones más novedosas incluyen todos los índices desarrollados en las versiones 
anteriores. 
A continuación, se hará una pequeña introducción a los índices presentes en SQL Server ya 
que son el principal motivo de las mejoras de rendimiento en las versiones más actuales con respecto 
a las anteriores. 
5.1 Índices columnares y lineales 
Los índices de almacén de columnas en memoria o columnares[15] almacenan y administran 
datos en un modelo basado en columnas, el procesado de las consultas también se hace en columnas. 
Esto permite que se puedan cargar en memoria sólo aquellas columnas que se vayan a consultar 
reduciendo considerablemente el número de lecturas de disco. Este tipo de índices son muy 
recomendables cuando se hacen consultas de sólo lectura que traen grandes conjuntos de datos 
(cargas masivas) ya que optimizan los recorridos de tabla completos. 
Los índices de almacenamiento de filas en memoria o lineales son los tradicionales, son 
recomendables en un entorno transaccional donde las consultas se hacen sobre pequeños rangos de 
valores o buscando un valor determinado en los datos. 
                                                     
[14] https://technet.microsoft.com/es-es/library/ms190457(v=sql.105).aspx 
[15] http://blogs.solidq.com/es/business-analytics/columnstore-index-indices-columnares-en-sql/ 
P á g i n a  20 | 206 
 
 
Las bases de datos Data Warehouse (OLAP) están pensadas para almacenar datos de carácter 
histórico con la idea de realizar análisis de los mismos. Por lo tanto, el motor de base de datos que 
administre un Data Warehouse tendrá que hacer frente a consultas complejas que acarreen cargas 
masivas. Los índices columnares son ideales en este entorno ya que están pensados para poder 
obtener esa gran cantidad de datos mucho más rápido que una base de datos transaccional habitual 
(OLTP) y haciendo un uso reducido de memoria y E/S. 
Este tipo de índices son recomendables en consultas de sólo lectura y de recorrido completo 
de tabla, no son eficientes cuando se pretende encontrar valores concretos y hacer filtros más finos 
sobre los datos. Al igual que los índices lineales, se dividen en dos tipos: clúster y no-clúster. 
5.2 Lineal Clúster vs Lineal no-clúster 
La principal diferencia entre índices clúster y no-clúster[16] está relacionada con la estructura 
de almacenamiento sobre la que se aplican.  
Los índices clúster se almacenan de forma conjunta con la estructura de almacenamiento (los 
datos) y definen cómo se van a ordenar los mismos. Las tablas que presentan índices clúster siempre 
                                                     
[16] https://msdn.microsoft.com/es-es/library/ms190457.aspx 
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se encuentran ordenadas por ese mismo índice. Éstos índices permiten realizar búsquedas muy 
efectivas y rápidas ahorrando los recorridos completos de tabla siempre que se filtre por ese índice 
clúster; sin embargo, hay que tener en cuenta que sólo se puede tener un índice clúster por tabla ya 
que la ordenación de la misma depende al 100% de ese índice. Por ejemplo: si se tiene una tabla muy 
grande ordenada por un índice clúster de fechas (año) se podrían hacer filtro por año muy efectivos 
y donde no sería necesario realizar recorridos completos de tabla ya que los datos estarían pre-
ordenados en base a esa fecha. 
Los índices no-clúster se almacenan de forma separada a las estructuras de almacenamiento 
y lo que tienen son referencias a los datos. Éstos índices son menos costosos de manejar ya que no 
implican una ordenación de los datos; además, se pueden crear todos los índices no-clúster que se 
deseen ya que, como se ha comentado antes, se almacenan por separado y no condicionan el 
almacenamiento interno de los datos. 
 
5.3 Columnar Clúster vs Columnar no-clúster 
Ambos son índices columnares por lo que siguen tratando los datos en formato columna y 
mediante operaciones batch, es decir, operaciones capaces de realizarse sobre conjuntos de filas (900 
filas aproximadamente) para ganar eficiencia pero presentan algunas diferencias[17]. 
El índice columnar clúster está pensado para realizar las cargas masivas de datos, modifica 
la estructura física de almacenamiento de los mismos y ordena los valores por el índice clúster. El 
                                                     
[17] https://blogs.msdn.microsoft.com/sqlserverstorageengine/2016/07/18/columnstore-index-differences-
between-clusterednonclustered-columnstore-index/ 
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índice columnar no-clúster está pensado para realizar análisis en tiempo real en un entorno con cargas 
mixtas.  
Clúster No-clúster 
Modifica estructura de almacenamiento. No modifica la estructura de almacenamiento. 
No tiene rowstore. Se crea sobre tabla rowstore. 
Se incluyen todas las columnas. Hay que especificar las columnas de la tabla 
sobre las que se crea. 
Comprime los datos por lo que el tamaño 
de la base de datos será ligeramente menor. 
Incrementa ligeramente el tamaño de la base 
de datos debido al espacio ocupado por el índice. 
Diseñado para cargas Data Warehouse. 
Cuanto mayores sean las tablas, más 
evidente será su eficiencia. 
Diseñado para cargas mixtas: Transaccional y 
Analítica. 
Recomendado para análisis en tiempo real en 
SQL Server 2016. 
Datos actualizables Datos actualizables a partir de SQL Server 
2016. 
Organizado en columnas. 
Pueden tener uno o más índices no-clúster btree. 
Usan operadores de modo batch. 
 
5.4 Características de los columnares 
Los índices columnares clúster presentan unas características concretas[18] que permiten 
optimizar en gran medida el tiempo de ejecución de determinadas consultas. Éstas características 
están relacionadas con el método mediante el cual se almacenan los datos. 
 
 Los columnares clúster almacenan los datos en columnas, por lo que cuando se realizan 
determinadas consultas sólo se buscarán los atributos indicados; esas columnas se dividen a su vez 
en secciones a las que se les añade una cabecera, en la cabecera de la sección aparece información 
sobre los datos contenidos en el interior (valor máximo y mínimo entre otros); además, las secciones 
                                                     
[18] https://msdn.microsoft.com/es-es/library/gg492088(v=sql.120).aspx 
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son comprimidas para que ocupen mucho menos espacio y así, en el momento de realizar las lecturas, 
se lean mucho menos datos. 
 La optimización del columnar es mayor cuántas más secciones se consigan excluir durante 
la búsqueda de datos para una determinada consulta, la decisión de excluir una sección se realiza en 
base a los datos presentes en la cabecera del mismo. Además, las secciones que se carguen en 
memoria estarán comprimidas por lo que se podrán cargar más datos en general. El inconveniente 
que pueden tener estas secciones comprimidas es que requieren del paso adicional de descompresión; 
descomprimir datos en memoria es una acción mucho más rápida que leer datos de disco, pero hay 
que tener en cuenta que implica un mayor consumo de CPU. 
5.5 Índices columnares en SQL Server 
Los índices columnares se implantaron por primera vez en la versión 2012 de SQL Server y 
con las posteriores se han ido mejorando. SQL Server 2012 permitía crear índices no-clúster de sólo 
lectura y fueron añadiéndose características hasta llegar a la versión 2016, en ésta se pueden encontrar 
índices columnares clúster y no-clúster que permiten actualizar datos (inserción, modificación y 
borrado), además permite combinar índices columnares no-clúster con índices lineales 
consiguiéndose así realizar análisis de datos precisos y eficientes. 
Versión Características 
SQL Server 2008 Sin índices columnares 
SQL Server 2012 Índice columnar no-clúster (sólo lectura) 
SQL Server 2014 Índice columnar clúster (actualizable) 
Índice columnar no-clúster (sólo lectura) 
SQL Server 2016 Índice columnar clúster (actualizable) 
Índice columnar no-clúster (actualizable) 
Índice columnar no-clúster + Índice líneal (en la misma tabla) 
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6 Configuración del análisis de rendimiento 
En la siguiente sección se desarrollarán los aspectos relacionados con las pruebas realizadas. 
Se describirá el software y la base de datos utilizados y como se han configurado las pruebas. Se 
comenzará explicando en qué consiste el software utilizado para implementar TPC-H. 
6.1 Ejecución del test TPC-H con HammerDB 
HammerDB[19] es una herramienta de código abierto que permite ejecutar TPC-C y TPC-H 
contra distintos gestores de bases de datos, entre ellos SQL Server. Permite establecer la cantidad de 
usuarios virtuales y determinados aspectos de las operaciones que realizarán los mismos contra la 
base de datos. Permite además que la prueba sea incremental y automática, añadiendo más usuario a 
medida que transcurre el tiempo para comprobar el impacto que esto conlleva en el gestor, este 
enfoque es más apropiado en un entorno transaccional tradicional (OLTP). 
  
Es una buena herramienta para realizar el testeo ya que está siendo muy usada en el entorno 
industrial y, por lo tanto, está bien reconocida en el sector. Además, es una herramienta de fácil 
adaptación ya que su uso es sencillo. 
                                                     
[19] http://hammerdb.com/about.html 
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HammerDB se programa haciendo uso del lenguaje TCL, con este lenguaje se crean las bases 
de datos y pruebas. En este proyecto no se ha adentrado en este lenguaje, se ha hecho uso de las bases 
de datos y pruebas propuestas por la herramienta, sólo se ha modificado el tamaño de la base de datos 
para que ocupe bastante y los datos de la misma no quepan en la RAM del equipo. También se han 
creado índices columnares (se explicarán más adelante) en la base de datos OLAP para la versión 
2016 ya que en la 2008 ésta funcionalidad no estaba implementada; los índices columnares son el 
motivo por el cual SQL Server 2016 obtiene una gran mejora de rendimiento con respecto a la versión 
2008 y son el principal aliciente que motiva la actualización de la versión. 
A continuación, se comentarán algunas ventanas de la interfaz que han utilizado para la realización 
de este trabajo:  
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6.1.1 Creación de base de datos OLAP 
 
En esta sección se configura el esquema de la base de datos Data Warehouse. Permite 
establecer el grado de paralelismo, los usuarios virtuales usados para construir el esquema y el factor 
de escalado. Mediante el factor de escalado se establece aproximadamente el tamaño de la base de 
datos. Con factor 1 se consigue una base de datos con un tamaño comprendido entre 1 y 10 GB (datos 
+ índices); con factor 100, BBDD comprendidas entre 100 y 300 GB y así con cada uno. También 
permite crear índices columnares clúster en las versiones que lo implementen (se explicarán más 
adelante) pero en este proyecto no se ha hecho uso de esa opción sino que han sido creados 
manualmente para la versión 2016. 
En HammerDB, al crearse el esquema de base de datos también se introducen los datos sobre 
ella, pero también permite generar los datos por separado y luego realizar el volcado de los mismos 
sobre la base de datos. Con el autogenerado de datos se pueden conseguir factores de escalado muy 
superiores a los ofrecidos en la creación del esquema, para este proyecto no se ha hecho uso de esta 
opción. 
Es recomendable equilibrar el grado de paralelismo y usuarios virtuales atendiendo al 
hardware donde se ejecutará la creación de la base de datos. De esta forma la creación e inserción de 
datos tendrá un tiempo óptimo, hay que tener en cuenta que estas bases de datos ocuparán mucho 
espacio y su creación será lenta. 
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6.1.2 Creación del test TPC-H 
 
En la configuración de la prueba TPC-H se puede seleccionar el nivel de paralelismo. Para 
realizar la prueba se hará uso de un nivel de paralelismo acorde al número de cores disponible en la 
máquina (MAXDOP = nº cores). 
Deja seleccionar la cantidad de “Query Sets” por usuario; un “Query Set” es un conjunto 
de 22 consultas complejas, se podría elegir la cantidad de veces que el usuario ejecutaría el “Query 
Set” para controlar la carga del test, para este proyecto sólo se ejecutará un único “Query Set” ya 
que supone una complejidad elevada de por sí. 
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6.1.3 Creación de usuarios virtuales 
 
La creación de usuarios virtuales que ejecuten las pruebas es muy sencilla, se puede 
seleccionar la cantidad de usuarios tras haber establecido los valores oportunos en el driver (apartado 
anterior), el tiempo de retardo en que comience cada nuevo usuario (“User Delay”, los usuarios no 
empezarían a la vez en el test sino de forma incremental) y las iteraciones que podría hacer del test 
(para este trabajo, siempre a 1). 
6.2 Base de datos OLAP probada 
En SQL Server existe el concepto de instancia. Una instancia supone una instalación 
completa del SGBD que incluye las bases de datos del sistema donde se encuentra el catálogo entre 
otras cosas. Cada instancia puede albergar múltiples bases de datos, en esta prueba se tendrá una 
instancia que únicamente contendrá la base de datos OLAP del estándar TPCH (además de las bases 
de datos del sistema). 
La base de datos tendrá un tamaño considerablemente superior a la RAM disponible en el 
equipo con el objetivo de forzar las lecturas de disco durante el proceso de testeo. Si el tamaño de la 
base de datos fuese inferior a la RAM disponible, SQL Server podría cargar la BD en memoria y 
operar desde ahí con mayor eficiencia, la idea es evitar esto y complicar la labor del motor de base 
de datos. En muchas organizaciones se apuesta por una proporción 1:10, 1:50 o 1:100; por ejemplo, 
un servidor con 100GB de RAM podría presentar un Data Warehouse de entre 1 y 10 TB, el acceso 
a disco es obligatorio en un buen set de consultas. Para las pruebas se dispondrá de 100 GB de RAM 
y la base de datos ocupará 1,5 TB aproximadamente. 
La base de datos del estándar TPCH que se generará mediante HammerDB presenta el siguiente 
esquema en copo de nieve: 
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Se creará CCI para esta base de datos en la versión SQL Server 2016. Se crearán esos CCI 
de forma manual sobre las tablas “Lineitem”, “Orders” y “Partsupp” ya que son las tablas más 
grandes de la base de datos. Lo recomendable en entornos Data Warehouse es aplicar un CCI sobre 
la tabla de hechos ya que suele ser la más grande y también añadirlos sobre las dimensiones de mayor 
tamaño, suele ser la configuración recomendada para obtener mejoras de rendimiento. 
6.3 Monitor de rendimiento de Windows 
Para poder medir la eficiencia de SQL Server se hará uso de numerosos contadores de 
rendimiento que provee el monitor de rendimiento de Windows[20]. Con ellos se podrá tener un 
vistazo general del sistema operativo, la utilización de recursos y de la eficiencia del sistema gestor 
de base de datos durante la realización de las pruebas. 
Con este monitor se puede conseguir información de multitud de aspectos del sistema 
operativo y de la instancia SQL Server ya que toma muestras en tiempo real de las distintas partes 
del sistema. Para este proyecto se usará un intervalo de muestreo de 1 segundo ya que la finalidad no 
es realizar pruebas de estrés dejando la máquina durante varios días ejecutando pruebas, sino que se 
busca realizar pruebas de rendimiento con menor tiempo de ejecución. 
                                                     
[20] https://technet.microsoft.com/es-es/library/cc749154(v=ws.11).aspx 
P á g i n a  30 | 206 
 
Se tomarán numerosas métricas durante la ejecución de las pruebas; no obstante, no se hará 
uso de todas ellas para justificar el rendimiento de las consultas ya que no serán siempre necesarias. 
Algunas de ellas se han añadido para poder detectar posibles errores en la ejecución de las pruebas. 
6.3.1 Métricas 
En el siguiente apartado se comentarán los datos que se van a registrar durante la ejecución 
de las pruebas para tener una idea general del consumo de recursos que se está realizando en todo 
momento. Las métricas han sido seleccionadas en base a las recomendaciones de Microsoft[21] y el 
equipo Tiger Team[22]. 
6.3.1.1 Procesador 
El uso del procesador es un punto siempre a tener en cuenta en el análisis de rendimiento de 
un servidor independientemente de su finalidad. Un procesador sobrecargado puede indicar que es 
necesario optimizar consultas (si la carga proviene del SGBD). 
% de tiempo de procesador: es el porcentaje del tiempo transcurrido que el procesador emplea en 
ejecutar un subproceso activo. Es recomendable que se encuentre por debajo del 80%. 
% de tiempo de procesador (sqlserver): es el porcentaje de tiempo transcurrido durante el cual 
todos los subprocesos del proceso usaron el procesador para la ejecución de instrucciones. 
Longitud de la cola del procesador. número de subprocesos en la cola de procesador, es 
recomendable que permanezca por debajo de 2 por CPU. 
6.3.1.2 Memoria 
Una memoria bien gestionada interviene directamente en la buena respuesta del servidor ya 
que es capaz de evitar más accesos a disco y por lo tanto, ejecutar consultas de forma más rápida. 
Debe haber memoria suficiente y que, además, la caché se explote lo máximo posible y eso es lo que 
se revisa con los siguientes contadores: 
Target server memory (sqlserver) / Total server memory (sqlserver): Estos dos contadores del 
mismo objeto indican el total de memoria que hay y la memoria que se podría utilizar de necesitarlo. 
Si “Target” experimenta bajadas contundentes y períodos cortos de tiempo durante la ejecución 
podría ser un síntoma de que han aparecido nuevos procesos que están quitando memoria a SQL 
Server. 
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Mbytes disponibles: es la cantidad de memoria física, en megabytes, disponible inmediatamente 
para su asignación a un proceso o para uso del sistema. Equivale a la suma de la memoria asignada 
a las listas de páginas en modo de espera (en caché), libres y cero. En general, hay que contar con 5 
Mb de memoria libres (y disponibles) como mínimo. 
Páginas/s: indica el número de páginas que entran y salen de la caché en cada segundo. Su valor 
debe situarse muy cercano a 0. Si es mayor a 20 de forma continuada, tal vez no exista un problema 
de rendimiento; pero lo que es seguro es que la memoria no está siendo gestionada adecuadamente. 
 No obstante, hay que tener en cuenta que en entornos Data Warehouse se realizan lecturas 
masivas y es esperable que para ambas versiones probadas la gestión de la memoria no sea óptima. 
6.3.1.3 Disco 
El disco es un aspecto muy a tener en cuenta ya que en muchas ocasiones actúa como cuello 
de botella en el sistema, sobre todo en entornos Data Warehouse. Es siempre recomendable hacer el 
menor uso posible del disco y leer más de caché y memoria para obtener buenos tiempos de respuesta. 
Pocos accesos a disco indicarán una buena gestión de la memoria y, por lo tanto, un motor de base 
de datos más eficiente. En las pruebas que se realizarán los accesos a disco serán masivos. 
Bytes de escritura en disco/s: es la velocidad de transferencia de bytes al disco durante las 
operaciones de escritura. 
Bytes de lectura de disco/s: es la velocidad de transferencia de bytes desde el disco durante las 
operaciones de lectura. 
Longitud promedio de la cola de disco: es el promedio de solicitudes de lectura y escritura que se 
pusieron en cola para el disco seleccionado durante el intervalo de muestra. Debería estar por debajo 
de 2 en cada unidad. 
Operaciones de E/S de datos/s (sqlserver): velocidad a la que el proceso está emitiendo operaciones 
de E/S de lectura y escritura. Este contador reúne toda la actividad de E/S generada por el proceso 
para incluir E/S de dispositivo, red y archivos. 
6.3.1.4 SQL Server 
SQL Server provee al monitor de rendimiento de una serie de contadores propios para poder 
analizar más en profundidad su comportamiento. Éstos contadores se añaden durante la instalación 
de SQL Server. 
Batch Requests/sec: número de solicitudes SQL por lotes recibidas por el servidor. 
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Buffer Cache Hit Ratio. Indica el porcentaje de veces que el motor usa la caché frente al disco. Es 
un valor medio desde el último reinicio. Este valor debe permanecer por encima del 99%, casi en 
100, para servidores OLTP. En servidores OLAP, debe estar por encima del 80%. 
Page Life Expectancy. tiempo en segundos que permanece una página en memoria sin tener ninguna 
referencia que la retenga allí. Cuanto más tiempo, mejor. Un valor de referencia, por encima de 300, 
es decir 5 minutos. Este contador ha experimentado un bug al analizar la versión de SQL Server 
2008, más tarde se comentará. 
Lazy Write/sec. páginas que salen de la caché por segundo. SQL Server agrupa las escrituras en el 
disco por checkpoints, una vez llega a un checkpoint escribe en disco las actualizaciones de datos 
que quedan en caché.  Si SQL Server detecta que es necesaria más memoria caché y se van a perder 
las actualizaciones por no haber llegado al checkpoint, realiza la escritura en disco de éstos datos 
para no perderlo. Al contrario que el anterior, cuanto más alto, peor. Por debajo de 20. 
Transaction/sec: transacciones por segundo en una determinada base de datos. Se medirá las de la 
base de datos OLAP y tempdb, ésta última para tener en cuenta las operaciones intermedias realizadas 
por el SGBD. 
6.3.2 Datos generados por el monitor 
Los datos serán generados en un archivo binario con extensión blg. Estos archivos se abren 
con el monitor de rendimiento de Windows y éste permite visualizar los datos en distintos instantes 
de tiempo.  
Para mostrar los datos se hará uso de gráficas en Excel y para ellos será necesario importar 
los datos de esos binarios en una tabla pivote. Para poder obtener los datos almacenados en el fichero 
blg, primero hay que exportarlo a una base de datos y ésta usarse como fuente de datos para crear la 
tabla pivote en Excel. Para llevar a cabo ese traspaso de los datos desde el fichero blg al Excel se ha 
tomado como referencia la documentación expuesta por Enrique Catalá en el blog de SolidQ[23]. 
6.4 Pasos a seguir 
A continuación, se aclararán las pruebas que se van implementar con ayuda de la imagen 
presentada en el capítulo “Escenario”. Antes de comenzar con las pruebas, se creará la base de datos 
simple sobre una instancia SQL Server 2008 y, en base a ella, se añadirán los CCI correspondientes 
para la versión 2016. Hay que tener en cuenta las restricciones de compatibilidad que presenta SQL 
Server, una base de datos de una versión antigua puede ser usada en una versión más moderna pero 
no al revés. 
                                                     
[23] http://blogs.solidq.com/es/sql-server/analizar-contadores-de-rendimiento-con-powerpivot/ 
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Éstos son los pasos a seguir con cada versión de SQL Server testeada: 
 
1º - Se restaura la base de datos OLAP generada con SQL Server 2008 y se aplican los índices 
columnares cuando proceda. En SQL Server 2008 no se introducirá ningún columnar ya que la 
versión no es compatible, bastará con probar la BD sin columnares. 
2º - Se procederá a ejecutar el tests con un usuario para realizar una fase de precalentamiento de la 
base de datos. Hay que tener en cuenta que si la base de datos no está cargada en memoria ofrecerá 
un rendimiento irregular en su primera ejecución y eso no es lo que se busca. Se realizará un test 
sencillo con un usuario para poder tener datos de la BD en memoria al realizarse la prueba. 
3º - Se prepara el monitor de rendimiento con las métricas comentadas en el apartado “Métricas” del 
“Monitor de rendimiento de Windows”. Justo antes de lanzar el test se pondrá en marcha este 
monitor. 
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4º - Se lanza el test sobre la base de datos OLAP. Durante este período de tiempo no se realizará 
ninguna acción sobre el servidor para que el rendimiento no pueda verse afectado por procesos 
ajenos. 
5º - Al terminar el test se detiene el monitor de rendimiento. Sería necesario exportar la información 
a un Excel para generar las gráficas oportunas y poder observar los resultados más detenidamente. 
6º - Se ejecuta una consulta para conocer qué archivos de las bases de datos han realizado más 
operaciones de E/S de disco. 
Los resultados obtenidos por cada versión se comentarán en términos generales puesto que lo 
interesante en este trabajo es realizar las comparaciones oportunas entre las distintas versiones. 
6.5 Creación de la base de datos 
La base de datos será igual para ambas versiones de SQL Server, la única diferencia será que 
para la versión 2016 se usarán índices columnares para notificar el cambio de rendimiento. A 
continuación se mostrará el proceso seguido con HammerDB para crear la base de datos TPCH 
utilizada en las pruebas. 
 
Se creará una base de datos de factor de escalado 1000 para que ocupe aproximadamente 1 
TB ya que el servidor cuenta con 112 GB de RAM. Se harán uso un grado de paralelismo 8, así como 
8 usuarios para construir el esquema de la base de datos y poblarla. El apartado “Clustered 
Columnstore” no se habilitará ya que los índices columnares se crearán a mano en la versión SQL 
Server 2016 sino que se hará a mano mediante T-SQL. 
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Tras la creación de la base de datos y la inserción de toda la información en el filegroup 
primario, se crearán los índices a mano para intentar optimizar la estructura de la misma. Para ello 
se crearán varios filegroups adicionales y cada uno de ellos almacenará determinados índices: 
LINEITEM: almacenará el índice clúster de la tabla “Lineitem” en SQL Server 2008, ésta es 
la tabla más grande de la base de datos por lo que es recomendable tenerla en un único filegroup para 
poder aprovechar al máximo el espacio. 
ORDERS: almacenará el índice clúster de Orders, la segunda tabla más grande de la BD, 
para poder seguir optimizando el espacio. 
CLUSTER: almacenará algunos de los índices clúster de la base de datos. 
NOCLUSTER: almacenará el resto de índices no-clúster. De esta forma el filegroup primario 
sólo almacenará los datos de las tablas más pequeñas. 
LINEITEMCCI: almacenará el índice columnar clúster de Lineitem en la versión SQL 
Server 2016. 
6.6 Creación del test 
En esta sección se comentará brevemente la configuración que presentará el test TPC-H que 
se lanzará sobre la base de datos OLAP en el servidor en Azure. 
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El test desarrollado contará con un grado de paralelismo 8, acorde al número de cores que 
presenta el servidor. Se hará uso de un único usuario virtual para ejecutar el test, las 22 consultas 
ejecutadas en el test presentan una complejidad elevada y requerirán de realizar muchas operaciones 
de E/S por lo que la prueba será extensa, bastará con un único usuario para comprobar la diferencia 
de rendimiento entre ambas versiones. 
 
La complejidad en este test estará en las consultas realizadas en lugar de la congestión 
provocada por muchos usuarios como si ocurriría en TPC-C; además, es común que en las 
organizaciones que emplean bases de datos OLAP, accedan a la misma pocos usuarios y que, en 
muchas ocasiones, ni lo hagan en paralelo. Si se realizase TPC-C sería necesario recurrir a pruebas 
de entre 25 y 30 usuarios ya que sus consultas no provocarían mucha carga al motor. 
También hay que tener en cuenta que en entornos Data Warehouse es necesario tener 
potencia bruta de E/S y, cuando se trabaja con índices columnares, la CPU comienza a tomar mayor 
importancia y eso se podrá ver en las pruebas. 
6.7 Resumen de las pruebas 
A modo de resumen, se presentarán los valores usados para realizar las pruebas en todas las versiones 
y las características de la base de datos. 
MAXDOP Scale Factor Virtual users 
8 1000 1 
 
Base de datos: SIMPLE_DB 
SQL Server 2008 R2 SP3 con Windows Server 2008 R2 SP1: índices clúster y no-clúster 
tradicionales, sin columnares. 
SQL Server 2016 SP1 con Windows Server 2016 SP1: se añadirán 3 índices columnares clúster en 
las siguientes tablas: lineitem, orders y partsupp (las más pesadas). 
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Test: consistirá en un conjunto de 22 consultas complejas que serán lanzadas de forma secuencial 
sobre la BD, no se lanzarán de forma paralela. Las consultas se podrán visualizar en la comparativa 
de rendimientos. 
La tabla de hechos es “Lineitem” (la más grande), algunas de las dimensiones más grandes son 
“Orders” y “Partsupp” entre otras. Durante el análisis se hará referencia a éstas y otras tablas por su 
nombre. 
6.8 Bug en el monitor de rendimiento 
Tras haber ejecutado las pruebas se ha hecho evidente que algunos de los valores obtenidos 
para el KPI de “Page Life Expentancy” eran incorrectos ya que ofrecían valores atípicos como se 
puede observar en la siguiente imagen: 
 
 
Para ello ha sido necesario modificar esos valores atípicos y darles valores muy inferiores; 
de esta forma, aunque se pierdan esos intervalos, se podrá visualizar la tendencia seguida: 
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En el caso de que la tendencia no sea clara, no se hará uso de la métrica en los análisis. Cada 
vez que se muestre la gráfica de los valores de “Page Life Expentancy” de la versión SQL2008 se 
indicará in “*” en el título (como se muestra en la gráfica anterior) con la idea de recordar que los 
valores son orientativos debido a que se han tenido que modificar debido al bug presentado por el 
monitor de rendimiento. 
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7 Análisis comparativo del rendimiento de SQL Server 
Una vez realizadas las pruebas sobre las dos versiones, se mostrarán los resultados obtenidos 
para cada una de ellas y después se realizará una comparativa de rendimientos y consumo de recursos 
por cada una de las consultas ejecutadas en la prueba. Tras esta comparativa se hará un resumen final 
de los resultados y se mostrará el detalle de los accesos a disco. 
7.1 SQL Server 2008 R2 SP3 
Esta versión no implementa índices columnares. Presentará la base de datos con índices 
tradicionales clúster y no-clúster. 
Tiempo de ejecución de las consultas: 
Prueba Query Tiempo ejecución (segundos) Tiempo ejecución (minutos) 
1 14 477,266 7,95 
2 2 224,08 3,73 
3 9 4646,571 77,44 
4 20 1699,528 28,33 
5 6 1683,83 28,06 
6 17 233,007 3,88 
7 18 3157,963 52,63 
8 8 2883,706 48,06 
9 21 9226,215 153,77 
10 13 1146,998 19,12 
11 3 1570,653 26,18 
12 22 598,212 9,97 
13 16 293,21 4,89 
14 4 4866,541 81,11 
15 11 978,852 16,31 
16 15 1158,663 19,31 
17 1 2334,974 38,92 
18 10 2946,066 49,10 
19 19 2486,891 41,45 
20 5 4505,629 75,09 
21 7 1837,498 30,62 
22 12 2629,024 43,82 
Total  51585,377 859,76 
Tiempo de ejecución total: 14,33 horas 
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7.2 SQL Server 2016 SP1 
Con esta versión ya pueden usarse índices columnares de todo tipo; se añadirán únicamente 
3 índices columnares clúster, uno en cada una de las tablas que más ocupe: Lineitem, Orders y 
Partsupp. 
Tiempo de ejecución de las consultas: 
Prueba Query Tiempo ejecución (segundos) Tiempo ejecución (minutos) 
1 14 136,897 2,28 
2 2 621,17 10,35 
3 9 397,359 6,62 
4 20 188,943 3,15 
5 6 53,516 0,89 
6 17 192,432 3,21 
7 18 628,499 10,47 
8 8 449,974 7,50 
9 21 545,337 9,09 
10 13 1161,316 19,36 
11 3 181,631 3,03 
12 22 58,99 0,98 
13 16 96,391 1,61 
14 4 132,252 2,20 
15 11 36,68 0,61 
16 15 121,736 2,03 
17 1 86,093 1,43 
18 10 101,052 1,68 
19 19 162,614 2,71 
20 5 223,552 3,73 
21 7 257,944 4,30 
22 12 114,077 1,90 
Total  5948,455 99,14 
Tiempo de ejecución total: 1,65 horas 
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7.3 Análisis por consulta 
A continuación, se mostrarán cada una de las consultas realizadas sobre la base de datos en 
el orden en el que se realizaron durante la prueba y se explicará, para cada una de ellas y en ambas 
versiones: la diferencia de tiempos de ejecución, los planes de ejecución[24] y la comparativa de 
utilización de recursos. Hay que tener en cuenta que el tiempo de ejecución de una consulta puede 
variar en el mismo SGBD debido a varios factores por lo que los resultados aquí mostrados son 
orientativos. 
Los planes de ejecución, sobre todo los de la versión SQL Server 2008, suelen ser muy 
extensos como para mostrarlos al completo por lo que en este análisis sólo se mostrará la parte 
esencial o más importante del mismo. Los planes de ejecución deben de servir como una guía del 
tiempo invertido en cada subtarea necesaria para completar la consulta, hay que tener en cuenta que 
no son una representación exacta de la ejecución de la consulta ya que son estimaciones del SGBD 
y no son siempre ciertas al completo, hay que tomarlas como una aproximación. 
Cuando se analice la utilización de recursos haciendo uso de las gráficas oportunas, cada una 
de ellas presentará, en su título, la versión de SQL Server a la que está haciendo referencia. De esta 
forma podrán aclararse los datos fácilmente. Las gráficas se situarán en el momento aproximado de 
ejecución de la consulta. Hay que tener en cuenta que muchas consultas funcionarán de forma similar 
en lo que a utilización de recursos se refiere por lo que será habitual encontrar explicaciones muy 
similares. El objetivo final es encontrar unas pautas de comportamiento y obtener algunas 
aclaraciones. 
7.3.1 Introducción al plan de ejecución de SQL Server Management Studio 
Se introducirán algunos de los elementos más recurrentes en el plan de ejecución de SQL 
Server Management Studio y que se usarán para justificar el comportamiento de algunas consultas. 
Todos ellos vienen acompañados de una pequeña imagen, el nombre del elemento, algunos datos 
adicionales dependiendo del tipo y el porcentaje de tiempo que ha supuesto esa acción en el 
procesado de la consulta. 
 
Clustered Index Seek 
 
                                                     
[24] https://technet.microsoft.com/es-es/library/ms175913(v=sql.105).aspx 
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Hace referencia a recorridos concretos sobre el índice clúster de una tabla. Indica el nombre de la 
tabla y el índice recorrido. 
Clustered Index Scan 
 
Indica que se ha realizado un recorrido completo de un índice clúster de una tabla. Indica el nombre 
de la tabla y el índice recorrido. 
 
Columnstore Index Scan 
 
Aparece cuando se hacen escaneos del índice columnar clúster de una tabla. Indica el nombre de la 




Este operador sirve para múltiples propósitos y vienen indicados entre paréntesis. Se puede usar para 
realizar joins o agregaciones de datos entre otros. 
Filter 
 
El operador indica que se ha realizado un filtro sobre un conjunto de datos entrante. 
 




El operador aparece cuando se buscan datos en una tabla referenciados desde un índice, pero sin que 
los atributos que almacenan esos datos estén contenidos en el índice, es decir, que los datos a los que 
se necesita acceder no están en el índice de la tabla. Suele ser una operación muy costosa. 
7.3.2 Consultas 
7.3.2.1 Query 14 
select 100.00 * sum(case when p_type like 'PROMO%' then 
l_extendedprice * (1 - l_discount) else 0 end) / 
sum(l_extendedprice * (1 - l_discount)) as promo_revenue  
from lineitem, part  
where l_partkey = p_partkey  
 and l_shipdate >= '1996-08-01'  
 and l_shipdate < dateadd(mm,1,'1996-08-01') 
La consulta busca en la tabla “Lineitem” y “Part” centrando el filtro sobre la primera. En 
principio, se debería de obtener una buena mejora de rendimiento para esta consulta en SQL2016 ya 
que los filtros no buscan valores concretos (devolver pocas filas como resultado). 
Tiempo de ejecución: 
 
 
La ejecución en SQL Server 2016 ha ocupado un 28,68 % de la ejecución en SQL Server 
2008, la mejora es notable. 
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Plan de ejecución en SQL Server 2008 R2 SP3: 
 
Como se puede observar, la mayor parte del tiempo de ejecución se ha invertido en recorrer 
parte del CI de la tabla “Lineitem” por lo que optimizar ese índice provocaría un impacto contundente 
en el rendimiento de la consulta. 
Plan de ejecución en SQL Server 2016 SP1: 
 
La consulta ha ocupado un 36% del tiempo en recorrer el CCI de la tabla más grande 
(“Lineitem”); gracias a esto, el tiempo de ejecución de la consulta se ha reducido considerablemente. 
Hay que tener en cuenta que la consulta estaba haciendo un recorrido de la tabla más grande sin 
buscar valores demasiado concretos por lo que la efectividad del CCI es máxima. El 49% de la 
ejecución se ha invertido en el CI de la tabla “Part” por lo que es evidente que ésta consulta se podría 
haber optimizado aún más añadiendo un CCI sobre “Part”.  
Hay que tener en cuenta que el porcentaje de recorrer “Lineitem” se ha reducido con respecto 
a la versión 2008 porque recorrer el CCI es mucho más rápido; no se ha enlentecido la búsqueda por 
el CI de “Part” sino que, al haber tardado menos el CCI y haberse reducido su porcentaje, se ha 
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SQL2008 ha tenido picos de consumo de CPU del 40% en el inicio de la consulta y se ha 
mantenido más o menos constante a lo largo de la ejecución de la prueba, por debajo del 10%. 
SQL2016, por el contrario, ha experimentado algún pico puntual de consumo de CPU llegando a 
alcanzar el 80/100% pero, por lo general, se ha mantenido con un bajo consumo, ligeramente superior 
a SQL2008 pero inferior al 20%. 
La carga de procesador no es excesiva en un entorno Data Warehouse ya que el problema 
suele estar en la E/S. A medida que se vayan analizando las consultas se irá comprobando cómo 
impactan los CCI sobre el procesador; independientemente de esto, la fuerza bruta de E/S sigue 











Las lecturas de disco han sido constantes en ambas versiones, SQL2016 ha mantenido los 
400MB/s (aproximadamente) durante toda la consulta mientras que SQL2008 los ha mantenido 
durante más de la mitad del tiempo de ejecución, más tarde ha bajado a unos 200MB/s y muy 
posiblemente se deba a restricciones internas de Azure en las que, en ocasiones, otorga únicamente 
la velocidad asegurada para las lecturas (200 Mb/s) y en ocasiones concede un extra (hasta 400 Mb/s). 
No obstante, hay que tener en cuenta que, aunque SQL2016 ha estado todo el tiempo de ejecución 
leyendo de disco, en total, ha necesitado menos tiempo para terminar la consulta. 






Las escrituras en disco se han dado en SQL2008 a lo largo de la ejecución de la consulta, 
SQL2016 ha realizado muchas menos escrituras, aunque han sido de más MB. Éstas escrituras 
estarán relacionadas con la utilización de espacios temporales necesarios para ejecutar la consulta. 
 
 




La cola de disco es elevada en ambas versiones pero es lo esperable dado que en un entorno 
Data Warehouse se necesita fuerza bruta de E/S. SQL2008 ha mantenido una cola de disco 
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Como se puede observar, las operaciones de E/S procedentes del proceso de SQL Server son 
superiores en el caso de SQL2008 ya que requiere de muchas más lecturas; SQL2016, además de 
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Como se puede ver, el proceso de SQL Sever lanza más operaciones de tipo Batch en 
SQL2016, además también realiza más transacciones intermedias sobre “tempdb”. SQL2008 realiza 
menos operaciones intermedias y Batch, obtiene los resultados mediante más acceso a disco y por 
ello es más lento. SQL2016 requiere de realizar más operaciones debido a la gestión de los 
columnares. 
Conclusiones 
• SQL2016 ha supuesto un ligero aumento en consumo de CPU con respecto a SQL2008. 
• SQL2016 realiza menos operaciones de E/S pero la lectura de disco ha sido exhaustiva para 
ambos. SQL2008 solicita muchas más lecturas/escrituras de disco. 
• SQL2008 ha necesitado hacer más escrituras intermedias en disco. 
• SQL2016 ha realizado más transacciones sobre “tempdb” y operaciones Batch. 
7.3.2.2 Query 2 
select top 100 s_acctbal,  
 s_name,  
 n_name,  
 p_partkey,  
 p_mfgr,  
 s_address,  
 s_phone,  
 s_comment  
from part, supplier, partsupp, nation, region  
where p_partkey = ps_partkey  
 and s_suppkey = ps_suppkey  
 and p_size = 30  
 and p_type like '%COPPER'  
 and s_nationkey = n_nationkey  
 and n_regionkey = r_regionkey  
 and r_name = 'MIDDLE EAST'  
 and ps_supplycost = (  
  select min(ps_supplycost)  
  from partsupp, supplier, nation, region  
  where p_partkey = ps_partkey  
   and s_suppkey = ps_suppkey  
   and s_nationkey = n_nationkey  
   and n_regionkey = r_regionkey  
   and r_name = 'MIDDLE EAST')  
order by s_acctbal desc, n_name, s_name, p_partkey 
La consulta presenta dos subquerys y muchas relaciones, esto es poco deseable en entornos 
Data Warehouse. Este tipo de consultas donde se relacionan muchas tablas son más comunes en 
entornos OLTP, la base de datos OLAP del estándar TPCH presenta muchas tablas a pesar de ser un 
esquema en copo de nieve. Los entornos Data Warehouse tradicionales no hacen uso de tantas 
relaciones y suelen seguir esquemas del tipo estrella. 
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Los columnares están orientados a este tipo de entornos y no son efectivos para OLTP. Ésta 
consulta presenta una complejidad más similar a la de una BD OLTP por lo que la eficiencia del CCI 
no está asegurada. 
Tiempo de ejecución 
 
 
SQL2016 ha empeorado el tiempo de ejecución de la consulta, tarda 400 segundos más 
aproximadamente.  
Hay que tener en cuenta al conjunto total de consultas; para esta prueba, el tiempo total de 
ejecución se ha reducido mucho de la versión 2008 a la 2016 por lo que alguna consulta concreta 
haya empeorado ligeramente su rendimiento es asumible si el resto de consultas obtienen una mejoría 
lo suficientemente buena como para suplir ese peor rendimiento y es lo que ha pasado en este caso. 
Plan de ejecución de SQL Server 2008 R2 SP3 
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En SQL2008 se han realizado múltiples búsquedas concretas sobre el CI de “Partsupp” y 
“Supplier”. También ha invertido una parte del tiempo en el escaneado completo del CI de la tabla 
“Part”. 
Plan de ejecución de SQL Server 2016 SP1 
 
 
Para la versión 2016 se ha incrementado considerablemente el tiempo empleado sobre el CI 
de “Part”. Quizás si se hubiese añadido un CCI sobre “Part” se podría haber optimizado la consulta 
aunque la consulta en sí no parece adecuada para índices CCI. 
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El consumo de CPU ha sido muy bajo en general para SQL2008 y la cola del procesador ha 
sido baja la mayor parte del tiempo menos para la parte final de la consulta. 
 
 




SQL2016 ha presentado picos de consumo de CPU seguramente al procesar los CCI ya que 
es necesario descomprimirlos para acceder a los datos. La cola de procesador también se ha visto 
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La cantidad de lecturas ha sido baja en SQL2008 y la cola de disco se ha mantenido estable 





SQL2016 ha realizado muchas operaciones de escritura y lectura. Esas E/S siguen un 
esquema de funcionamiento típico a cuando se usa la base de datos temporal “tempdb”. Parece estar 
realizando escrituras y lecturas consecutivas sobre “tempdb” para poder completar la consulta. Hay 
que tener en cuenta que Azure no concede velocidad extra a la asegurada en lo que respecta a las 














Como se puede ver, han tenido lugar más transacciones sobre “tempdb” en la versión de 
SQL2016 por lo que le ha sido necesario emplear esos espacios temporales para poder completar la 
consulta. La necesidad de esos espacios temporales ha actuado como cuello de botella para SQL2016 
provocando un peor rendimiento. 
Conclusión 
• Los índices CCI no hacen “magia”. Se requiere de un correcto análisis de las consultas para 
saber si puede ser útil su utilización. 
• Las bases de datos con tantas relaciones no son idóneas para Data Warehouse ya que 
provocan un empeoramiento del rendimiento en algunas consultas. 
• Los índices CCI pueden empeorar algunas consultas pero si mejoran considerablemente los 
resultados de forma global, las consultas empeoradas pueden ser asumibles, es un decisión 
del cliente. 
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7.3.2.3 Query 9 
select nation, o_year, sum(amount) as sum_profit  
from (  
 select n_name as nation, datepart(yy,o_orderdate) as o_year, 
l_extendedprice * (1 - l_discount) - ps_supplycost * l_quantity as 
amount  
 from part, supplier, lineitem, partsupp, orders, nation  
 where s_suppkey = l_suppkey  
  and ps_suppkey = l_suppkey  
  and ps_partkey = l_partkey  
  and p_partkey = l_partkey  
  and o_orderkey = l_orderkey  
  and s_nationkey = n_nationkey  
  and p_name like '%forest%') profit  
group by nation, o_year  
order by nation, o_year desc 
Como se puede observar, la consulta presenta varias tablas por lo que parte del tiempo de 
ejecución se invertirá en el procesado de esos joins. Aunque se seguirá haciendo uso en gran 
medida de las lecturas, es muy probable encontrar mayor uso de CPU. 
Tiempo de ejecución 
 
 
La mejora del tiempo de ejecución es significativa para esta consulta ya que en SQL2016 
ha tardado menos de un 9% del tiempo invertido por SQL2008. 
Plan de ejecución en SQL Server 2008 R2 SP3: 




La mayor parte del tiempo de ejecución el SGBD ha estado recorriendo el CI de “Lineitem” 
(70%) y el de “Partsupp” (9%). El resto del tiempo se ha empleado en recorrer otros índices y realizar 
los joins. 
Plan de ejecución en SQL Server 2016 SP1: 
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En esta versión se ha hecho uso de los 3 índices CCI añadidos a la BD. Ha invertido un 
44% en recorrer el CCI de “Lineitem” y un 41% en el CI de “Part”. A primera vista, añadir un CCI 
sobre esa tabla podría haber 






Como se puede observar, en ambas versiones se ha hecho mayor uso de la CPU, sobre todo 
en el inicio y final de la consulta. En la parte intermedia ha tenido lugar la mayor parte de lecturas 
de BD por lo que la congestión del procesador ha sido menor. 
Como era de esperar, SQL2016 ha presentado un mayor consumo de CPU con respecto a 
SQL2008 y esto es debido a que en esta versión es necesario realizar menos lecturas para obtener los 
datos (gracias a la compresión de los CCI) por lo que el SGBD obtiene los datos antes y debe 
descomprimir los datos para obtener el resultado de la consulta. 






Como se puede ver, la cola del procesador en la versión SQL2008 no ha sido muy elevada, 
pero si fluctuante y con muchos subprocesos durante la mayor parte de la consulta debido a las 
lecturas continuas. SQL2016 ha presentado una cola de procesador con picos puntuales mayores que 








La cantidad de operaciones de E/S siguen patrones similares en ambas versiones: existe una 
pequeña congestión en la parte final de la consulta, pero durante la parte central se estabilizan entorno 
a las 1000 operaciones. SQL2016 presenta menor cantidad operaciones de E/S de forma global ya 
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La cola de disco ha presentado una elevada congestión en SQL2008 a lo largo de toda la 
consulta, estos resultados son evidentes teniendo en cuenta que las operaciones de E/S también se 
han dado durante todo el tiempo (como se ha comentado en el apartado anterior). SQL2016 ha 
presentado una cola de disco con valores menos fluctuantes y situados en la parte central de la 
ejecución de la consulta llegando a superar en algún tramo concreto la cola de SQL2008. Hay que 
recordar que SQL2016 ha tardado menos en ejecutar la consulta por lo tanto la congestión se ha dado 





La carga de lectura ha sido muy elevada en ambas versiones. SQL2008 ha presentado 
fluctuaciones en la velocidad más notorias que SQL2016 además de presentar más escrituras, algunas 
de esas fluctuaciones son debidas a la gestión interna de Azure cuando no concede ese extra de 
velocidad de lectura. Hay que tener en cuenta que al realizar una carga de datos tan grande es 
necesario almacenar datos parciales debido a que el tamaño de la RAM no es ilimitado SQL2016 ha 
realizado una carga elevada pero constante y con pocas escrituras. Ha optimizado mejor la memoria, 
esto se podrá revisar mejor en el apartado siguiente. 
 









Como se ha comentado antes, SQL2008 ha requerido de realizar operaciones intermedias 
para poder tratar todos los datos por lo que ha hecho mayor uso de “tempdb” en este caso concreto y 
se puede ver en la cantidad de transacciones por segundo que ha realizado sobre “tempdb”. SQL2016 
ha necesitado recurrir a “tempdb” para realizar las operaciones intermedias requeridas en los CCI 
principalmente pero se han dado en menor cantidad con respecto a SQL2008. 






Las escrituras anticipadas en disco se han sucedido en SQL2008 debido a que la caché se 
estaba llenando y el SGBD se ha visto obligado a almacenar datos en disco antes de realizar 
checkpoint. SQL2016 realiza una mejor gestión de la memoria y se puede ver que no ha requerido 
de hacer ninguna escritura anticipada en disco. 
 
 









El tiempo medio de vida de página fluctúa constantemente en SQL2008 y se mantiene la 
mayor parte del tiempo por debajo de 100 mientras que en SQL2016 se puede observar una tendencia 
ascendente y esto es lo deseable ya que indica que se está gestionando bien la memoria, hay que tener 
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en cuenta que el tiempo de ejecución en SQL2016 es menor por lo que la esperanza de vida de página 
ha ascendido más rápidamente con respecto a la versión SQL2008. 
Conclusiones 
• Hay que tener en cuenta que la consulta realizada presenta múltiples relaciones por lo que 
era de esperar el incremento de CPU y transacciones. 
• SQL2016 ha mostrado un mayor consume de CPU durante toda la prueba y una mejor 
gestión de memoria. 
• Ambas versiones han realizado un consumo elevado y constante de disco durante la 
ejecución de la consulta. 
• SQL2008 ha requerido de operaciones y escrituras intermedias para poder tratar la gran 
cantidad de datos. Su gestión de la memoria ha sido menos acertada que en SQL2016 y es 
lo esperable dada la cantidad de accesos a disco realizados. 
• SQL2016 ha reducido considerablemente el tiempo de ejecución con respecto a SQL2008 
por lo que, aun realizando un mayor consumo de disco y CPU, ha conseguido obtener el 
resultado mucho antes (9% del tiempo empleado por SQL2008) por lo que la inversión en 
consumo de recursos es muy productiva ya que los libera mucho antes que SQL2008. 
7.3.2.4 Query 20 
select s_name, s_address  
from supplier, nation  
where s_suppkey in (  
 select ps_suppkey  
 from partsupp  
 where ps_partkey in (  
  select p_partkey  
  from part  
  where p_name like 'orchid%')  
   and ps_availqty > (  
    select 0.5 * sum(l_quantity)  
    from lineitem  
    where l_partkey = ps_partkey  
     and l_suppkey = ps_suppkey  
     and l_shipdate >= '1997-01-01'  
     and l_shipdate < dateadd(yy,1,'1997-01-
01')))  
 and s_nationkey = n_nationkey  
 and n_name = 'CHINA'  
order by s_name 
Esta consulta presenta 3 subquerys lo que va implicar la necesidad de uso de espacios 
temporales donde almacenarlas. Si los valores devueltos por las querys son muy extensos podrían 
ser necesarias escrituras en disco para realizar operaciones intermedias. Las subconsultas acceden a 
las tablas “Lineitem”, “Part” y “PartSupp”, dos de ellas presentan CCI en SQL2016 y deberían 
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acelerarse considerablemente ya que las subconsultas no presentan filtros muy concretos (que 
busquen pocos resultados). 
Tiempo de ejecución 
 
 
El tiempo de ejecución en SQL2016 es considerablemente menor que SQL2008; la versión 
2016 ocupa un 11% del tiempo invertido por la versión 2008. 
Plan de ejecución en SQL Server 2008 R2 SP3: 
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La mayor parte del tiempo de ejecución se ha invertido en recorrer los CI en las tablas 
“Lineitem”, “Part” y “Partsupp”, sobre todo de la primera ya que es la más grande y es la que habrá 
supuesto el cuello de botella en el tiempo de ejecución. 
Plan de ejecución en SQL Server 2016 SP1: 
 
La mayor parte del tiempo de ejecución se ha situado, como en la versión 2008, en los índices 
de las tablas “Part”, “Partsupp” y “Lineitem” pero siguiendo una distribución distinta. En esta 
ocasión la tabla “Part” ha supuesto el 55% del tiempo de ejecución y ésta no presenta ningún índice 
CCI; el CCI de “Lineitem” ha presentado el 36% de tiempo de ejecución y es la tabla más grande; el 
CCI de “Partsupp” ha presentado un 4% que es prácticamente despreciable. 
Atendiendo al plan de ejecución de SQL2016, un CCI en la tabla “Part” podría optimizar 
aún más la consulta. 
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En SQL2008 la cola de procesador se mantiene alta mientras que el consumo de CPU es 
bastante bajo, es un indicador de que se están lanzando muchos subprocesos que se resuelven 
rápidamente, de ahí viene esa fluctuación; sería esperable encontrar una gran cantidad de lecturas a 
lo largo de la ejecución de la consulta. 






La diferencia con SQL2016 es evidente; el consumo de CPU se incrementa ligeramente y la 









Como se puede observar, ambas versiones han realizado una lectura constante de disco y a 
máxima velocidad; SQL2008 ha empleado más tiempo con esta lectura por lo que en realidad ha 
leído muchos más datos que la versión SQL2016, la cual, a pesar de mantener las lecturas muy 
altas también, lo ha hecho durante menos tiempo, la compresión de los CCI ha posibilitado este 
ahorro de lecturas, pero la descompresión de los mismos incrementa el consumo de CPU como se 








SQL2016 ha gestionado mejor la memoria realizando menos movimientos de páginas en 
caché, hay que tener en cuenta que requiere de menos lecturas para completar la consulta. Como se 
puede observar, SQL2008 ha necesitado hacer movimientos de página durante todo el tiempo de 
ejecución de la consulta, es lo esperable teniendo en cuenta la cantidad de lecturas que es necesario 
realizar. 
Conclusiones 
• SQL2016 ha ocupado un 11% del tiempo de ejecución de SQL2008. 
• SQL2016 genera mayor consumo de CPU, pero menos subprocesos. 
• Aunque SQL2016 incrementa el consumo de CPU para conseguir disminuir la cantidad de 
lecturas, se hace evidente que la fuerza bruta de E/S es estrictamente necesaria en un entorno 
Data Warehouse. 
7.3.2.5 Query 6 
select sum(l_extendedprice * l_discount) as revenue  
from lineitem  
where l_shipdate >= '1997-01-01'  
 and l_shipdate < dateadd(yy,1,cast('1997-01-01'as datetime))  
 and l_discount between 0.04 - 0.01  
 and 0.04 + 0.01  
 and l_quantity < 24 
La consulta realiza una búsqueda más exhaustiva sobre la tabla “Linteitem”. En este tipo de 
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Tiempo de ejecución 
 
 
SQL2016 ha ocupado un 3% del tiempo de ejecución de SQL2008. La optimización es 
muy grande en esta consulta. 
Plan de ejecución en SQL Server 2008 R2 SP3: 
 
Como era de esperar, casi la totalidad del tiempo de ejecución se ha invertido en recorrer 
parte del CI de “Lineitem”. Se ha realizado una búsqueda concreta de datos. 
Plan de ejecución en SQL Server 2016 SP1: 
 
En SQL2016 se ha invertido el 63% del tiempo en recorrer el CCI de “Lineitem” y un 35% 
en la agregación de los datos. El tiempo empleado en recorrer la tabla “Lineitem” se ha visto reducido 
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El procesador presenta una congestión baja en SQL2008 y, sin embargo, la cola es 
relativamente elevada durante toda la prueba, presenta muchas fluctuaciones y no alcanza valores 
demasiado altos; esto se debe (como se ha comentado en otras ocasiones) a la gran cantidad de datos 
que debe de leer de disco y a que lanza muchos subprocesos pequeños que se ejecutan rápidamente 
en la CPU, hay que tener en cuenta que se realizan muchas más lecturas en esta versión. 






SQL2016 ha presentado un consumo mayor de CPU pero la cola del procesador se ha 
mantenido en valores correctos permitiendo así no crear congestión en el mismo. Con SQL2008 se 
hace menor uso de la CPU pero se congestiona más al mantener la cola del procesador siempre 












En ambas versiones la lectura de disco ha sido muy elevada por lo que no se puede esperar 
una gestión de memoria aceptable en ningún caso. Estos problemas siempre surgen cuando se tienen 
muchos más datos que RAM. La cola de disco ha sido muy fluctuante en SQL2008 y ha estado 
rondando entre 200 y 500, SQL2016 ha presentado una cola de disco mucho menos fluctuante y con 
valores entre 200 y más de 600, ha presentado algunos picos superiores a SQL2008. SQL2016 puede 
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requerir de hacer menos lecturas gracias a los CCI pero cuando las realiza congestiona el disco de 
igual manera que SQL2008. 
Conclusiones 
• SQL2016 ha supuesto un 3% del tiempo de ejecución de SQL2008. 
• SQL2016 supone más consumo de CPU y menos subprocesos en la cola del procesador. 
• SQL2008 carga menos la CPU, pero incrementa la cola del procesador por lo que se 
congestiona más. 
• En ambas versiones se hace lecturas exhaustivas de disco por lo que la gestión de la 
memoria no será aceptable. 
7.3.2.6 Query 17 
select sum(l_extendedprice) / 7.0 as avg_yearly  
from lineitem, part  
where p_partkey = l_partkey  
 and p_brand = 'Brand#23'  
 and p_container = 'SM DRUM'  
 and l_quantity < (  
  select 0.2 * avg(l_quantity)  
  from lineitem  
  where l_partkey = p_partkey) 
La consulta accede a las tablas “Lineitem” y “Part”, la primera de ellas contiene un CCI en 
SQL2016. También presenta una subconsulta sobre “Lineitem”. 
Tiempo de ejecución 
 
 
En esta consulta la mejora de rendimiento no ha sido tan notable, SQL2016 ha tardado un 
83% de lo empleado por SQL2008. 
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Plan de ejecución en SQL Server 2008 R2 SP3: 
 
Como se puede observar, en este caso los índices no han supuesto la mayor parte del tiempo 
de ejecución. Además, se ha invertido más tiempo en recorrer el CI de la tabla “Part” que en la 
búsqueda concreta realizada sobre el CI de la tabla “Lineitem” por lo que la mejora de rendimiento 
no será tan notoria. El 84% del tiempo se ha invertido en buscar los valores no incluidos en el CI de 
“Lineitem”. 
Plan de ejecución en SQL Server 2016 SP1: 
 
Con SQL2016 se ha empleado el 50% del tiempo en el CI de “Part” y un 34% en recorrer el 
CCI de “Lineitem”. Ésta consulta, a primera vista, se podría haber optimizado más añadiendo un CCI 
en la tabla “Part”. 
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Consumo de CPU bajo y cola de procesador fluctuante y algo más elevada con respecto a 
otras consultas. SQL2008 lanza muchos subprocesos que se van resolviendo rápidamente en la CPU, 
pero sigue lanzando muchos y esto provoca que puedan entrar menos subprocesos nuevos, 
evidentemente. 






Como en anteriores consultas, se puede comprobar que SQL2016 no sobrecarga la cola del 
procesador durante la ejecución de la consulta, pero eleva ligeramente el consumo de CPU con 
respecto a la versión 2008. En este caso concreto, el consumo de CPU es similar a SQL2008 y ha 








Como se puede observar en las gráficas anteriores. Existe una mayor congestión de disco a 
partir de la mitad de la ejecución de la consulta. La velocidad de lectura sigue siendo muy elevada 





SQL2016 congestiona el disco en menor medida, pero la velocidad de lectura es máxima 
durante todo el tiempo de ejecución de la consulta. Para esta consulta es necesaria la fuerza bruta de 
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lectura en ambas versiones por lo que es esperable encontrar una gestión de memoria no aceptable 
en ambos casos y no se entrará en detalle. 
Conclusiones 
• SQL2008 lanza muchos subprocesos durante la lectura masiva de datos. El consumo de 
CPU no es elevado. 
• El tiempo de ejecución ha sido similar por no realizar una buena optimización. Siempre 
hace falta una fase de pruebas para revisar qué índices son necesarios. 
7.3.2.7 Query 18 
select top 100 c_name,  
 c_custkey,  
 o_orderkey,  
 o_orderdate,  
 o_totalprice,  
 sum(l_quantity)  
from customer, orders, lineitem  
where o_orderkey in (  
 select l_orderkey  
 from lineitem  
 group by l_orderkey  
 having sum(l_quantity) > 312)  
 and c_custkey = o_custkey  
 and o_orderkey = l_orderkey  
group by c_name, c_custkey, o_orderkey, o_orderdate, o_totalprice  
order by o_totalprice desc, o_orderdate 
La consulta se centra sobre las tablas “Lineitem” y “Orders”, que sí presentan CCI en 
SQL2016, y sobre “Customer”. Atendiendo al plan de ejecución se puede observar si podría haber 
sido útil incluir un CCI en “Customer”. 
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Tiempo de ejecución 
 
 
El tiempo invertido por SQL2016 es un 20% del tiempo invertido por SQL2008. La mejora 
es notable. 
Plan de ejecución en SQL Server 2008 R2 SP3: 
 
Un 76% se ha invertido en recorrer por completo el CI de “Lineitem”. A primera vista, un 
CCI en esta tabla hubiese mejorado considerablemente el rendimiento en SQL2016 y así ha sido. 
Plan de ejecución en SQL Server 2016 SP1: 
 
Para SQL2016 se ha invertido más tiempo en realizar la agregación de los datos que en 
recorrer el CCI de “Lineitem”. Parece que la optimización ha sido efectiva. Si se quisiera mejorar el 
rendimiento de la agregación llegados a este punto quizás sería necesario realizar modificaciones 
sobre la consulta. 
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Cola de procesador muy fluctuante y con valores algo elevados, SQL2008 está lanzando 
muchos subprocesos con rápida ejecución en la CPU. Mantener una cola elevada impedirá que 
puedan entrar más procesos a la CPU. El consumo de CPU ha sido ligeramente superior con respecto 
a otras pruebas, en este caso se ha mantenido sobre el 40% aproximadamente y al final de la ejecución 
ha experimentado picos del 100%. 






El consumo de CPU es superior en SQL2016 como se ha visto en otras consultas. La cola 
del procesador se ha mantenido en bajos niveles la mitad del tiempo de ejecución, aunque en la parte 
final, y coincidiendo con picos de consumo de CPU, se ha incrementado más llegando a presentar 
valores superiores a SQL2008. Se hace evidente que durante la parte final de la ejecución de la 
consulta se realizan procesos de mucho peso y que congestionan en mayor medida a la CPU (para 
ambas versiones). 
  







SQL2008 ha lanzado una gran cantidad de operaciones de E/S, sobre todo al final de la 
ejecución. Como se puede observar, ha realizado escrituras de forma continuada durante la ejecución 
de la consulta, han sido escrituras sobre “tempdb” para poder tratar los datos y realizar las 
agregaciones y transformaciones oportunas. En general, las lecturas y escrituras han fluctuado 
durante todo el tiempo, aunque en el tramo final y al principio se han intensificado las lecturas. 






SQL2016 ha lanzado más operaciones de E/S por segundo que SQL2008. Se han 
intensificado las escrituras en la primera mitad de la ejecución y luego se han dado una gran cantidad 
de lecturas fluctuantes; SQL2016 también ha requerido de multitud de escrituras sobre “tempdb” 








SQL2008 ha realizado muchas transacciones en “tempdb” durante casi todo el tiempo de 
ejecución de la consulta. Esas transacciones están relacionadas con la gran cantidad de escrituras que 
se han visto antes. SQL2008 ha necesitado tablas temporales para poder ejecutar la consulta al 
completo. El tiempo de esperanza de vida de página se ha mantenido bajo y constante por lo que no 
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SQL2016 ha hecho uso de las tablas temporales sobre “tempdb” en la parte final de la 
ejecución sobre todo. La gestión de la memoria ha sido mejor que en SQL2008. 
Conclusiones 
• SQL2016 ha necesitado un 20% del tiempo invertido por SQL2008 para completar la 
consulta. 
• En ambos casos se ha hecho uso de tablas temporales y gran consumo de CPU para poder 
completar la consulta. 
• La base de datos “tempdb” usada por SQL Server para realizar tareas intermedias es de gran 
importancia en algunas consultas. Optimizar esta base de datos puede optimizar en gran 
medida el tiempo de ejecución de las consultas (dividirla en distintos discos para paralelizar 
las E/S o ponerla en discos de gran velocidad). 
• SQL2016 ha gestionado mejor la memoria. 
7.3.2.8 Query 8 
select o_year, sum(case when nation = 'JORDAN' then volume else 0 
end) / sum(volume) as mkt_share  
from ( 
 select datepart(yy,o_orderdate) as o_year, l_extendedprice * 
(1 - l_discount) as volume, n2.n_name as nation  
 from part, supplier, lineitem, orders, customer, nation n1, 
nation n2, region  
 where p_partkey = l_partkey  
  and s_suppkey = l_suppkey  
  and l_orderkey = o_orderkey  
  and o_custkey = c_custkey  
  and c_nationkey = n1.n_nationkey  
  and n1.n_regionkey = r_regionkey  
  and r_name = 'MIDDLE EAST'  
  and s_nationkey = n2.n_nationkey  
  and o_orderdate between '1995-01-01' and '1996-12-31'  
  and p_type = 'STANDARD PLATED BRASS') all_nations  
group by o_year  
order by o_year 
Esta consulta presenta numerosas relaciones, esto siempre suele ser un problema desde el 
punto de vista del rendimiento en un Data Warehouse. Desnormalizar la base de datos hubiese 
mejorado considerablemente la consulta en ambas versiones, pero hubiese supuesto una mejora 
superior en SQL2016. 
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Tiempo de ejecución 
 
 
SQL2016 ha ejecutado la consulta en el 16% del tiempo empleado por SQL2008. Se puede 
observar que la optimización también ha sido notable en este caso dadas las circunstancias.  
Plan de ejecución en SQL Server 2008 R2 SP3: 
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Más del 60% del tiempo de ejecución se ha invertido en los NC de “Lineitem”, ya sea por 
escaneos completos de índice o por búsqueda de valores no incluidos en el índice. También se puede 
ver que se ha empleado el 11% del tiempo en recorrer parte del CI de “Orders”. Ambas tablas 
presentan CCI en SQL2016. 
Plan de ejecución en SQL Server 2016 SP1: 
 
En SQL2016 se ha empleado un 60% del tiempo de ejecución en recorrer los CI de “Part” y 
“Customer” ya que el tiempo de ejecución de recorrer “Orders” y “Lineitem” se ha visto reducido 
gracias a los CCI que presentan; hubiese sido interesante incluir un CCI en “Part” y “Customer” para 
comprobar la mejoría de rendimiento ya que parece muy probable que ésta consulta se hubiese 
optimizado. Se ha invertido un 30% en recorrer el CCI de “Lineitem” por lo que el tiempo de 
ejecución total invertido sobre esta tabla se ha visto reducido a la mitad aproximadamente. 
  
P á g i n a  92 | 206 
 






En esta consulta, SQ2008 no ha congestionado tanto la cola del procesador, aunque en la 
parte final si se pueden observar fluctuaciones continuas. El consumo de CPU se encuentra en torno 
al 20% por lo que no es elevado. 
 
 




La cola del procesador no ha sufrido mucha sobrecarga en SQL2016 como venía ocurriendo 
en otras pruebas pero, en esta ocasión, el consumo de CPU no se ha visto con muchas diferencias 
con respecto a SQL2008 con la salvedad de algunos picos de consumo más elevados. El consumo de 
CPU ha sido similar en ambas versiones de forma general, la sobrecarga de la cola de CPU ha sido 








Las lecturas de disco han sido continuas durante todo el tiempo de ejecución para SQL2008 
pero se puede observar que no a tanta velocidad como en otras consultas y se debe a que Azure no 
ha dado ese extra de velocidad en lectura dejándolo en la velocidad asegurada de 200 Mb/s, la parte 
final (cuando lee a unos 50 MB/s) hace referencia a un proceso que dependía de la lectura anterior, 
la baja velocidad de lectura se debe a que se estaban lanzando muchos procesos de lectura pequeños 
y la cola de disco se llenaba creando un cuello de botella.  
La cola de disco se ha mantenido baja durante la mayor parte del tiempo (cuando se leía a 
200 Mb/s) y al terminar esa lectura y comenzar la siguiente se ha incrementado considerablemente 
debido a que se estaban lanzando mucha cantidad de lecturas pequeñas es en pequeño espacio de 
tiempo, como se ha comentado antes. 
 
 




SQL2016 ha realizado muchas lecturas a máxima velocidad (400 MB/s aproximadamente) 
manteniendo la cola de disco a niveles similares que SQL2008, en la parte final se incrementa 
ligeramente la cola de disco, pero sin llegar a los picos de SQL2008. 
Conclusiones 
• SQL2016 ha supuesto un 16% del tiempo de ejecución de SQL2008. 
• SQL2016 ha realizado lecturas de mayor velocidad sobrecargando ligeramente menos la cola 
de disco. 
• El consumo de CPU ha sido similar en ambas versiones, pero SQL2016 lanza menos 
subprocesos al procesador. 
7.3.2.9 Query 21 
select top 100 s_name, count_big(*) as numwait  
from supplier, lineitem l1, orders, nation  
where s_suppkey = l1.l_suppkey  
 and o_orderkey = l1.l_orderkey  
 and o_orderstatus = 'F'  
 and l1.l_receiptdate > l1.l_commitdate  
 and exists (  
  select * from lineitem l2  
  where l2.l_orderkey = l1.l_orderkey  
   and l2.l_suppkey <> l1.l_suppkey)  
   and not exists (  
    select *  
    from lineitem l3  
    where l3.l_orderkey = l1.l_orderkey  
     and l3.l_suppkey <> l1.l_suppkey  
     and l3.l_receiptdate > l3.l_commitdate)  
   and s_nationkey = n_nationkey  
   and n_name = 'JAPAN'  
group by s_name  
order by numwait desc, s_name 
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La query presenta 2 subconsultas sobre la tabla “Lineitem”. La mejora en SQL2016 debería 
ser elevada ya que existe un CCI sobre esa tabla y va a ser consultada en gran medida. 
Tiempo de ejecución 
 
 
El tiempo de ejecución de SQL2016 ha supuesto un 6% del tiempo de ejecución de 
SQL2008. Mejora el rendimiento considerablemente. 
Plan de ejecución en SQL Server 2008 R2 SP3: 
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El 90% del tiempo de ejecución se ha invertido en recorrer el CI de “Lineitem” en tres 
ocasiones. Esto debería ser optimizado por el CCI de SQL2016 tanto a la hora de recorrer la tabla 
como de aprovechar mejor los datos ya leídos ya que al estar comprimidos pueden permanecer en 
memoria. 
Plan de ejecución en SQL Server 2016 SP1: 
 
El 80% de la ejecución se ha invertido en recorrer los CCI de “Lineitem”. Teniendo en cuenta 
que esos CCI se recorren de una forma más eficiente que los CI, la mejora parece más que razonable 
y se ha podido comprobar en los datos. 








Siguiendo la tendencia de otras consultas, se puede ver que SQL2008 sigue creando multitud 
de subprocesos que hace fluctuar en gran medida la cola del procesador pero, en general, 
manteniéndola por valores relativamente elevados. El consumo de CPU sigue siendo bajo con la 
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SQL2016 ha congestionado la cola del procesador en momentos puntuales, pero 
manteniéndose cercana a 0 la mayor parte del tiempo, ha presentado un consumo de CPU mucho 






Se han producido, como era de esperar, lecturas masivas, aunque han experimentado algunas 
fluctuaciones al inicio y fin de la consulta. La cola de disco se ha mantenido en torno a 500 la mayor 
parte del tiempo menos en la parte final, donde se ha incrementado en gran medida. También se han 
dado algunas escrituras, seguramente sobre “tempdb” para tareas intermedias. 






SQL2016 ha realizado lecturas a máxima velocidad durante toda la consulta y la cola de 
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SQL2008 ha tenido que recurrir a “tempdb” como se estaba prediciendo y se puede observar 




SQL2016 también ha hecho uso de “tempdb” como era esperable pero lo ha hecho en menor 
medida que SQL2008. 
 
 
El tiempo de esperanza de vida de página en SQL2008 se mantiene bajo y con caídas 
periódicas, es lo esperable dada la cantidad de datos que ha necesitado leer. 




SQL2016 ha conseguido realizar una gestión de memoria más optimizada. Como se puede 
observar no hay caídas en la esperanza de vida de página. Al estar los datos comprimidos y haber 
sido consultados varias veces (por las subconsultas sobre “Lineitem”) la tendencia es ascendente, se 
rehúsan más los datos en memoria. 
Conclusiones 
• SQL2016 ha supuesto un 6% del tiempo de ejecución de SQL2008. 
• SQL2008 ha necesitado realizar más transacciones sobre “tempdb” y escrituras. 
• SQL2016 ha consumido bastante más CPU que SQL2008, pero sin lanzar tantos subprocesos 
a la cola del procesador. 
7.3.2.10 Query 13 
select c_count, count_big(*) as custdist  
from (  
 select c_custkey, count(o_orderkey) as c_count  
 from customer  
  left outer join orders on c_custkey = o_custkey  
  and o_comment not like '%unusual%deposits%'  
 group by c_custkey) c_orders  
group by c_count  
order by custdist desc, c_count desc 
En esta consulta no deberían encontrarse muchas diferencias de rendimiento en ambas 
versiones ya que se centra sobre la tabla “Customer” y en ella no hay ningún índice columnar 
establecido para la versión SQL2016. También hace uso de la tabla “Orders” que si presenta un CCI 
en SQL2016, pero hay que tener en cuenta que hace uso de una cláusula “like” y ésta suele presentar 
un gran impacto en el rendimiento dependiendo de cómo se implemente. 
La cláusula “like” está filtrando el campo “o_comment” de “Orders”. En ese campo se 
guardan comentarios. Intenta hacer un filtro por todos aquellos comentarios en los que aparezca 
primero la palabra “unusual” y después “deposits”, pero no está estableciendo si el campo debe 
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comenzar por una determinada palabra en concreto (sólo establece el orden en la que deben aparecer). 
El rendimiento de la consulta obtiene una mejora considerable si en lugar de la siguiente clausula: 
'%unusual%deposits%' 
Se hubiese usado la siguiente: 
'unusual%deposits%' 
 SQL Server analiza el campo de izquierda a derecha; establecer la palabra inicial del 
comentario hubiese realizado un filtrado mucho más eficaz. No obstante, no se puede aplicar esta 
optimización en la consulta porque el resultado no sería el buscado. Hay que tener en cuenta que el 
filtro va a perjudicar considerablemente el tiempo de ejecución pero, además, éste tipo de filtro se 
trata de forma distinta dependiendo del índice y eso se puede revisar en el plan de ejecución. 
Tiempo de ejecución 
 
 
SQL2016 ha necesitado 20 segundos más que SQL2008 para llevar a cabo la consulta. No 
ha tenido lugar ningún tipo de optimización. 
Plan de ejecución en SQL Server 2008 R2 SP3: 
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Como se observa en el plan de ejecución, el 70% del tiempo se ha invertido en el CI de 
“Orders” y tendría sentido incluir un CCI en esta tabla en la versión 2016 (como se ha hecho) para 
conseguir optimización, pero es necesario atender a cómo se trata la cláusula “like” en ambos tipos 
de índices (CI y CCI). 
Si se atiende al predicado ejecutado en el escaneado de ese CI en “Orders” se puede ver lo siguiente: 
 
Durante el escaneado del CI de “Orders” se ha realizado el filtrado indicado en el “not like”, 
por lo tanto, a medida que se recorrían los datos se iba ejecutando el filtro. Habría que revisar si en 
SQL2016 ocurre lo mismo. 
Plan de ejecución en SQL Server 2016 SP1: 
 
En SQL2016 el escaneado del CCI de “Orders” no ha llevado mucho tiempo de la ejecución, 
como era de esperar. Se puede ver que se ha incrementado el porcentaje de tiempo empleado en 
“Customer” que, posiblemente, se hubiese optimizado con un CCI. Se ha producido un incremento 
en el porcentaje de tiempo empleado también en la agregación de los datos. 
No obstante, se analizará el predicado ejecutado durante el escaneo del CCI de “Orders”: 
 
Como se puede observar, no se realiza ningún tipo de filtrado mientras se realiza el escaneo 
del CCI. Esto provoca que luego sea necesario realizar un filtro adicional sobre el resultado del 
escaneo, el cual devolverá muchos datos. Esas operaciones adicionales suelen enlentecer la consulta 
más de lo que se muestra en el plan de ejecución.  
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Esto se debe a una limitación de los índices CCI, no permite realizar filtrados de tipo “like” 
durante el escaneo del índice si el contenido de los atributos es muy diferente unos de otros. Si el 
filtrado fuese sobre una columna con pocas variaciones en sus datos, el comportamiento cambiaría 
pero en este caso se está analizando un atributo donde se almacenan comentarios por lo que no se 
pueden establecer demasiadas similitudes. Todas estas limitaciones están especificadas por 
Microsoft en su web[25].  
 






                                                     
[25] https://docs.microsoft.com/en-us/sql/relational-databases/indexes/columnstore-indexes-query-
performance 






En ambas versiones se ha producido un gran consumo de CPU aunque SQL2008 ha 
congestionado en menor medida la cola de la CPU. Hay que tener en cuenta que la versión 2016 
requiere de la descompresión de los datos y, a pesar de ello, ha empleado casi el mismo tiempo en 
ejecutar la consulta. El CCI ha optimizado la búsqueda sobre la tabla “Orders” pero el tipo de filtro 
empleado ha provocado que no se aproveche bien su rendimiento. 
  





Se han realizado lecturas exhaustivas en SQL2008 a velocidades cercanas a los 200 Mb/s. 
 
 
















En esta consulta SQL2016 ha necesitado realizar más transacciones sobre “tempdb” y la 
propia base de datos. Además, ha lanzado más operaciones Batch. 
Conclusiones 
• Los índices CCI optimizan considerablemente operaciones de lectura masiva, pero es 
necesario tener presente sus limitaciones ya que pueden perjudicar considerablemente su 
rendimiento. 
• SQL2016 ha congestionado menos los discos, pero mucho la CPU; hay que tener en cuenta 
la descompresión de los datos. 
• La aplicación del filtro al mismo tiempo que se realiza el escaneado de un índice (“String 
predicate pushdown”) es una característica de la versión Enterprise de SQL Server y hay que 
tener presente las limitaciones que presenta en cada tipo de índice. 
7.3.2.11 Query 3 
select top 10 l_orderkey,  
 sum(l_extendedprice * (1 - l_discount)) as revenue,  
 o_orderdate,  
 o_shippriority  
from customer, orders, lineitem  
where c_mktsegment = 'HOUSEHOLD'  
 and c_custkey = o_custkey  
 and l_orderkey = o_orderkey  
 and o_orderdate < '1995-03-12'  
 and l_shipdate > '1995-03-12'  
group by l_orderkey, o_orderdate, o_shippriority  
order by revenue desc, o_orderdate 
Se consultan dos tablas con CCI en SQL2016 y los filtros ejecutados sobre las mismas no 
son demasiado concretos y esto es lo deseable. 
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Tiempo de ejecución 
 
 
SQL2016 ha invertido el 12% del tiempo llevado a cabo por SQL2008 en la ejecución de la 
consulta. Se ha obtenido una buena mejoría del tiempo de ejecución. 
Plan de ejecución en SQL Server 2008 R2 SP3: 
 
 
La ejecución se ha repartido en varios sectores pero, principalmente, se ha consumido un 
66% del tiempo de ejecución en recorrer partes concretas del CI de “Lineitem” y un 13% en recorrer 
partes concretas del CI de “Orders”. 
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Plan de ejecución en SQL Server 2016 SP1: 
 
 
Se ha invertido un 30% en el CCI de “Lineitem” y un 6% en el de “Orders”, esto habrá 
optimizado mucho la consulta. Se puede observar que se ha invertido un 32% en recorrer el CI de 
“Customer”, incluir un CCI en ésta tabla podría haber mejorado el rendimiento de esta consulta, 
hubiese sido necesario probarlo. 








Como en consultas anteriores, el consumo de CPU en SQL2008 se muestra muy bajo 
mientras que la cola del procesador es elevada y con muchas fluctuaciones. Para esta consulta, 
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SQL2016 ha mantenido un consumo de CPU superior a SQL2008, pero por debajo del 50% 
la mayor parte del tiempo. La cola del procesador ha sido un poco elevada en la parte inicial de la 













En ambas versiones se han dado lecturas de disco máximas y sobrecargas en la cola del 






Se puede ver que en la versión SQL2008 se han dado movimientos (entradas/salidas) de 
páginas de caché de una forma más repetitiva durante toda la ejecución de la consulta. También se 
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han producido escrituras forzosas de caché a disco de forma continua. Es evidente dada la cantidad 





SQL2016 ha realizado menos movimientos de páginas en caché y también ha realizado 
menos escrituras forzosas de caché a disco. Es evidente ya que ha realizado muchas lecturas sobre el 
índice CCI comprimido por lo que, en total, ha leído mucho menos. La gestión de la memoria ha sido 
mejor. 
Conclusiones 
• SQL2016 ha supuesto un 12% del tiempo de ejecución de SQL2008. 
• SQL2016 ha gestionado mejor la memoria. 
• SQL2016 consume más CPU, pero lanza menos subprocesos que SQL2008. 
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7.3.2.12 Query 22 
select cntrycode,  
 count_big(*) as numcust,  
 sum(c_acctbal) as totacctbal  
from (  
 select substring(c_phone, 1, 2) as cntrycode, c_acctbal  
 from customer  
 where substring(c_phone, 1, 2) in ('28', '10', '23', '33', 
'19', '27', '25')  
  and c_acctbal > (  
   select avg(c_acctbal)  
   from customer  
   where c_acctbal > 0.00  
    and substring(c_phone, 1, 2) in ('28', '10', 
'23', '33', '19', '27', '25'))  
    and not exists (  
     select *  
     from orders  
     where o_custkey = c_custkey)) custsale  
group by cntrycode  
order by cntrycode 
La consulta anterior presenta 3 subconsultas, lo que no es apropiada para entornos Data 
Warehouse. Además, la mayor parte de ellas recurre a la tabla “Customer” sobre la que no se define 
ningún CCI en SQL2016. Es necesario revisar el plan de ejecución para ver en detalle cómo actuará 
el SGBD. 
Tiempo de ejecución 
 
 
SQL2016 ha supuesto un 10% del tiempo de ejecución de SQL2008. A pesar de la estructura 
poco adecuada de la consulta, la mejora de rendimiento ha sido buena. 
  
P á g i n a  117 | 206 
 
Plan de ejecución en SQL Server 2008 R2 SP3: 
 
 
La mayor parte del tiempo de ejecución se ha invertido en el recorrido completo del CI de la 
tabla “Orders”. En principio, la adición del CCI sobre esa tabla debería de ofrecer un mejor 
rendimiento y así ha sido. 
Plan de ejecución en SQL Server 2016 SP1: 
 
 
El tiempo de recorrido del CCI de la tabla “Orders” ha supuesto un porcentaje mucho menor 
en el plan de ejecución con respecto al CI en la versión SQL2008, el tiempo de ejecución se ha 
repartido sobre los CI de “Customer”. Se ha reducido considerablemente el tiempo de la consulta, 
incluir un CCI sobre “Customer” podría haberla optimizado más. 
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El consumo de CPU se ha mantenido bajo para SQL2008 y la cola de procesador es algo 
elevada (aunque no prohibitiva). SQL2008 está lanzando muchos subprocesos que se están 
resolviendo rápidamente en el procesador. 
 
 




El consumo de CPU en SQL2016 ha sido muy elevado y también se puede observar una cola 
de procesador más cargada y superior a SQL2008, con procesos más pesados que no se liberan tan 












SQL2008 ha realizado lecturas continuas de disco al contrario que SQL2016, el cual, durante 
la mayor parte de la consulta no ha realizado casi lecturas. Esto puede deberse a que ya contaba con 
los datos necesarios en memoria y ha tenido que descomprimirlos (causando el elevado consumo de 








SQL2008 presenta un tiempo de esperanza de vida de página no muy elevado y decreciente, 
además se sacan y meten numerosas páginas en caché a lo largo de la ejecución. Las gráficas 





SQL2016 ha realizado muchas menos lecturas y se puede ver que el tiempo de esperanza de 
vida de página presenta buenos valores y son ascendentes, también se puede observar que realiza 
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menos movimientos de páginas en caché. Al realizar menos lecturas y aprovechar lo que tenía en 
memoria, se realiza una mejor gestión de la misma de forma implícita.  
Conclusiones 
• SQL2016 ha tardado un 10% del tiempo invertido por SQL2008. 
• SQL2016 ha realizado muchas menos lecturas y ha aprovechado datos que se encontraban 
ya en memoria pero ha supuesto un gran consumo de CPU debido a la descompresión de los 
CCI, mayor que en otras pruebas. 
7.3.2.13 Query 16 
select p_brand,  
 p_type,  
 p_size,  
 count(distinct ps_suppkey) as supplier_cnt  
from partsupp, part  
where p_partkey = ps_partkey  
 and p_brand <> 'Brand#15'  
 and p_type not like 'SMALL POLISHED%'  
 and p_size in (23, 22, 42, 49, 21, 16, 29, 5)  
 and ps_suppkey not in (  
  select s_suppkey  
  from supplier  
  where s_comment like '%Customer%Complaints%')  
group by p_brand, p_type, p_size  
order by supplier_cnt desc, p_brand, p_type, p_size 
La consulta presenta una subquery con una clausula “like” poco eficiente y se está ejecutando 
sobre una tabla con un único CI para ambas versiones por lo que el mal rendimiento causado por la 
subconsulta se dará en ambas versiones con resultados similares. También hay que tener en cuenta 
que la mayoría de los filtros se están estableciendo sobre la tabla “Part”, la cual no presenta ningún 
CCI en SQL2016. 
La consulta también recurre a “Partsupp” que si está optimizada por un CCI en SQL2016. 
  
P á g i n a  123 | 206 
 
Tiempo de ejecución 
 
 
SQL2016 ha supuesto un 33% del tiempo de ejecución de SQL2008. Ha tenido lugar una 
buena optimización del tiempo de ejecución, aunque es muy probable que se pudiese haber reducido 
aún más. 
Plan de ejecución en SQL Server 2008 R2 SP3: 
 
Como se puede observar, no se invierte demasiado tiempo de ejecución en el recorrido del 
CI de “Partsupp” (optimizado en SQL2016 con un CCI) por lo que la mejoría, en principio, no parecía 
demasiado elevada sobre SQL2016. Parece que hubiese sido útil añadir un CCI sobre la tabla “Part” 
ya que se ha invertido más tiempo en recorrer su CI. 
  
P á g i n a  124 | 206 
 
Plan de ejecución en SQL Server 2016 SP1: 
 
Gracias al CCI en SQL2016 se ha reducido el tiempo empleado en recorrer “Partsupp” y se 
ha evidenciado que el cuello de botella sigue estando en recorrer el CI de “Part”. En SQL2016 se ha 
conseguido optimizar la consulta con el CCI de “Partsupp” pero seguramente podría haberse 
mejorado más añadiendo un nuevo CCI sobre “Part”. 






P á g i n a  125 | 206 
 
Para esta consulta SQL2008 ha hecho un mayor consumo de CPU en comparación con otras 
consultas, sobre todo en la parte final de la ejecución. La cola del procesador también se ha 





SQL2016 ha mantenido un consumo de CPU más elevado que SQL2008 y que se ha dado 
durante casi todo el tiempo de ejecución. Este comportamiento sigue en la línea del resto de consultas 
y el alto consumo suele deberse a las descompresiones de columnares. La cola del procesador 
también se ha sobrecargado más en la parte final de la ejecución, pero manteniéndose bajo niveles 
aceptables. 
  







Las lecturas se mantienen constantes a 200 MB/s durante casi todo el tiempo de ejecución 
de la consulta dándose algunas escrituras al final de la misma. La cola de disco ha sido elevada 
durante la mitad del tiempo de ejecución, en la parte final se han dado algunos picos más elevados 
pero, en general, ha sido más baja. Las escrituras parecen haber sido limitadas por Azure rebajándolas 
a la velocidad asegurada. 






La cola de disco ha presentado valores similares a SQL2008, pero la velocidad de lectura ha 
sido de 400 MB/s aproximadamente. Éste cambio de velocidad parece ser debido a configuraciones 
internas de Azure, el cual asegura 200 MB/s de E/S para los discos premium, pero pueden ofrecer 
más velocidad. Seguramente si se hubiese presentado la velocidad de 400 MB/s para SQL2008 la 
diferencia de tiempos hubiese sido menor y era lo que se esperaba dada la configuración de la 
consulta. 
  







SQL2016 ha gestionado mejor la memoria en esta consulta como se puede observar en el 
tiempo de esperanza de vida de página. 
Conclusiones 
• SQL2016 ha invertido un 33% del tiempo de ejecución usado por SQL2008. 
• Azure ofrece velocidades aseguradas sobre los discos premium utilizados en las pruebas pero 
en ocasiones esa velocidad se puede incrementar. Aunque esos cambios en las velocidades 
de los discos intervengan en las pruebas, se asumen los resultados como buenos ya que Azure 
es un entorno de producción utilizado por muchas organizaciones y se deben asumir este tipo 
de situaciones. 
• En entornos Data Warehouse la velocidad de lectura es muy importante por lo que estas 
variaciones en la velocidad de los discos de Azure suelen influir mucho sobre los tiempos de 
ejecución. 
• SQL2016 requiere de un mayor consumo de CPU para completar la consulta. 
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7.3.2.14 Query 4 
select o_orderpriority, count_big(*) as order_count  
from orders  
where o_orderdate >= '1996-09-01'  
 and o_orderdate < dateadd(mm,3,cast('1996-09-01'as datetime))  
 and exists (  
  select *  
  from lineitem  
  where l_orderkey = o_orderkey  
   and l_commitdate < l_receiptdate)  
group by o_orderpriority  
order by o_orderpriority option (maxdop 8) 
La consulta hace uso de una subquery, no obstante, accede a las tablas “Orders” y “Lineitem” 
donde hay definidos CCI en SQL2016; además, los filtros ejecutados no son muy concretos por lo 
que la consulta realizará lecturas completas de índice. Éstas premisas indican que es muy probable 
visualizar una mejora de rendimiento notable. 
Tiempo de ejecución 
 
 
SQL2016 ha invertido un 3% del tiempo de ejecución de SQL2008. La mejora ha sido muy 
buena tal y como se predecía por la consulta. 
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Plan de ejecución en SQL Server 2008 R2 SP3: 
 
El 89% del tiempo de ejecución se ha invertido en el recorrido completo del CI de la tabla 
“Lineitem” que, además, es la más grande de la base de datos con diferencia. El 6% se ha invertido 
sobre el CI de “Orders”. 
Plan de ejecución en SQL Server 2016 SP1: 
 
La mayor parte del tiempo de ejecución se ha invertido esta vez sobre los columnares de las 
tablas comentadas en el plan de ejecución de SQL2008, por ello se ha mejorado tanto el rendimiento 
de la consulta, se ha podido aprovechar al máximo el rendimiento del índice. 












Los valores de consumo de CPU y cola de procesador muestran valores comunes al resto de 
consultas. SQL2016 hace un mayor consumo de CPU y más constante debido a que deben 
descomprimir los datos de los columnares; SQL2008 carga en mayor medida la cola del procesador 
(sin ser valores prohibitivos) ya que lanza muchos más subprocesos con rápida resolución en la CPU, 
SQL2016 lanza más cantidad de subprocesos, pero en momento muy puntuales disminuyendo así el 
tamaño de la cola durante la mayor parte del tiempo de ejecución. 













SQL2008 ha leído a una velocidad inferior seguramente debido a configuraciones internas 
de Azure, como ya se ha comentado en otras consultas, pero ha sido un proceso de lectura continua 
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SQL2016 ha realizado una mejor gestión de la memoria que SQL2008, se puede ver que el 
tiempo de esperanza de vida de página asciende ligeramente y, sobre todo, presenta valores muy 
superiores a SQL2008. Esto es debido a que SQL2016 aprovecha mejor los datos leídos 
anteriormente gracias a que almacena en memoria los datos comprimidos de los CCI; requerirán de 
un mayor consumo de CPU para ser descomprimidos, pero es capaz de almacenar mucha más 
cantidad de información en memoria. En muchas ocasiones es preferible descomprimir que acceder 
a disco ya que es más rápido.  
Conclusiones 
• SQL2016 ha supuesto un 3% del tiempo de ejecución de SQL2008. 
• Ambas versiones han necesitado de lecturas exhaustivas de disco para poder completar la 
consulta. 
• La velocidad de lectura ofrecida por Azure ha intervenido en el tiempo de ejecución de la 
consulta en SQL2008, ha provocado que se ejecute en mayor tiempo. 
• SQL2016 ha realizado una mejor gestión de la memoria. Los CCI permiten almacenar una 
mayor cantidad de información en memoria reduciendo considerablemente los accesos a 
disco. 
7.3.2.15 Query 11 
select ps_partkey, sum(ps_supplycost * ps_availqty) as value  
from partsupp, supplier, nation  
where ps_suppkey = s_suppkey  
 and s_nationkey = n_nationkey  
 and n_name = 'PERU'  
group by ps_partkey  
having sum(ps_supplycost * ps_availqty) > (  
 select sum(ps_supplycost * ps_availqty) * 0.0001000000  
 from partsupp, supplier, nation  
 where ps_suppkey = s_suppkey  
  and s_nationkey = n_nationkey  
  and n_name = 'PERU')  
order by value desc option (maxdop 8) 
La consulta recurre a la tabla “Partsupp” (que presenta un CCI en la versión 2016), 
“Supplier” y “Nation”. La tabla “Nation” es muy pequeña y sólo contiene una fila por nación, 
desnormalizar esta tabla hubiese incrementado el rendimiento en ambas versiones del SGBD pero si, 
además, se hubiese incluido un CCI sobre “Supplier” es muy probable que el rendimiento se hubiese 
optimizado aún más. 
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Tiempo de ejecución 
 
 
SQL2016 ha empleado menos de un 4% del tiempo invertido por SQL2008 en ejecutar la 
consulta. Se puede ver que la mejora del rendimiento ha sido muy buena también para esta consulta. 
Plan de ejecución en SQL Server 2008 R2 SP3: 
 
El 95% del tiempo de ejecución se ha invertido en recorrer el CI de “Partsupp”. El plan de 
ejecución indica que la optimización de ese índice provocará una mejora de rendimiento general de 
la consulta y así ha sido. 
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Plan de ejecución en SQL Server 2016 SP1: 
 
En SQL2016 se ha invertido aproximadamente un 60% del tiempo de ejecución en recorrer 
los CCI de “Partsupp”. Hay que tener en cuenta que los columnares almacenan los datos divididos 
en secciones por lo que en el momento de ejecutar la consulta se cargan sólo aquellas secciones 
necesarias y, por lo tanto, se leen muchos menos datos de disco; eso ha propiciado que el tiempo 
invertido en el recorrido de los columnares se haya reducido y la mejora del tiempo de ejecución 
haya sido mejor. 












Los resultados referentes a la CPU siguen la misma tónica que para la mayoría de consultas: 
SQL2008 presenta un bajo consumo de CPU y lanza muchos subprocesos de rápida resolución en el 
procesador mientras que SQL2016 lanza menos subprocesos, pero requiere de un mayor consumo 
de CPU a causa de la necesidad de descomprimir los CCI. 
  













SQL2016 ha lanzado muchas más operaciones de E/S que SQL2008. SQL2008 ha leído a 
una velocidad de 200 MB/s la primera mitad del tiempo de ejecución seguramente debido a 
configuraciones internas de Azure (como ha ocurrido en otras consultas), SQL2016 ha podido leer a 
400 MB/s y eso también ha propiciado que su rendimiento sea menor pero lo realmente determinante 








SQL2016 ha hecho menos movimientos de páginas en caché ya que no le ha sido necesario 
leer tanta cantidad de datos de disco como a SQL2008. Además, estos movimientos realizados se 
han hecho en bloque al contrario que en SQL2008, donde se han dado pequeños movimientos pero 
continuos durante todo el tiempo de ejecución. 
Conclusiones 
• SQL2016 ha necesitado menos de un 4% del tiempo de ejecución empleado por SQL2008. 
La optimización ha sido muy buena. 
• Azure ha concedido más velocidad extra de lectura (por lo general) a la versión SQL2016. 
Es posible que se deba a que esta versión ha hecho un menor uso continuado de los discos. 
• SQL2016 ha requerido de un consumo ligeramente superior de CPU con respecto a 
SQL2008. 
7.3.2.16 Query 15 
create view revenue0 (supplier_no, total_revenue) as  
 select l_suppkey, sum(l_extendedprice * (1 - l_discount))  
 from lineitem  
 where l_shipdate >= '1996-12-01'  
  and l_shipdate < dateadd(mm,3,cast('1996-12-01' as 
datetime))  
 group by l_suppkey;  
GO 
 
select s_suppkey, s_name, s_address, s_phone, total_revenue  
from supplier, revenue0  
where s_suppkey = supplier_no  
 and total_revenue = (  
  select max(total_revenue)  
  from revenue0)  
order by s_suppkey option (maxdop 8); 
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Antes de ejecutarse la consulta a probar, se crea una vista que devuelve una determinada 
cantidad de datos de la tabla “Lineitem”. La vista devuelve una gran cantidad de datos y no presenta 
filtros concretos por lo que se podrá aprovechar el rendimiento del CCI. La consulta a probar recurre 
a la vista antes mencionada y también accede a la tabla “Supplier”. 
Hay que tener en cuenta que el CCI optimizará la vista, pero no las operaciones realizadas 
sobre la misma. Esa vista devuelve el total de ingresos por proveedor para un intervalo de tiempo y 
luego, la consulta probada, obtiene el proveedor que presenta el máximo de ingresos. Si en lugar de 
acceder directamente a la vista (lo que implica ejecutar su consulta) se almacena en una tabla 
temporal el resultado de la vista añadiéndole un CCI, el tiempo de ejecución hubiese sido mínimo ya 
que los valores máximos se almacenan en las cabeceras de las secciones de los CCI, no hubiese sido 
necesario ni recorrer los datos ya que hubiese bastado con leer las cabeceras de las secciones. 
Tiempo de ejecución 
 
 
SQL2016 ha empleado menos de un 11% del tiempo necesitado por SQL2008 para ejecutar 
la consulta. La mejora de rendimiento ha sido buena. 
Plan de ejecución en SQL Server 2008 R2 SP3: 
 
Prácticamente todo el tiempo de ejecución se ha invertido en recorrer partes del CI de 
“Lineitem”. Una optimización del índice implicará una mejora del tiempo de ejecución. 
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Plan de ejecución en SQL Server 2016 SP1: 
 
En SQL2016 el porcentaje de tiempo invertido en el recorrido del CCI ha sido ligeramente 
menor con respecto a la versión anterior, pero sigue ocupando la mayor parte del tiempo de ejecución 
de la consulta. El filtro establecido sobre la vista no es muy concreto por lo que se optimiza mucho 
gracias al CCI. 












Resultados similares al resto de consultas: SQL2008 presenta un bajo consumo de CPU y 
una cola de procesador fluctuante ya que lanza muchos subprocesos de rápida resolución en la CPU; 
SQL2016 presenta una cola de procesador mucho más despejada (con valor 0 la mayor parte del 
tiempo) y un consumo de CPU ligeramente superior, aunque para esta consulta el consumo de CPU 
ha sido muy similar a SQL2008. 
  













Ambas versiones de SQL Server han realizado lecturas exhaustivas y a máxima velocidad 
durante todo el tiempo de ejecución de la consulta, aunque la cola de disco en SQL2016 ha ido en 
aumento llegando a superar la de SQL2008. La cola de disco en SQL2008 ha sido muy fluctuante, 
la de SQL2016 ha mantenido un tamaño más constante.  
Aunque ambas versiones han realizado lecturas exhaustivas hay que tener en cuenta que 
SQL2016 ha tardado mucho menos en completar la consulta y es gracias a que ha requerido de leer 
menos datos al encontrarse estos comprimidos por el CCI, el elevado consumo de CPU ha sido 








SQL2008 ha realizado lecturas a máxima velocidad durante mayor tiempo por lo que es de 
esperar que la gestión de la memoria haya sido peor. Se puede observar que se han hecho más 
movimientos de página en caché durante todo el tiempo de ejecución de la consulta en la versión 
SQL2008. 
Conclusiones 
• SQL2016 ha necesitado menos de un 11% del tiempo invertido por SQL2008 en ejecutar la 
consulta. 
• Ambas versiones han hecho un uso de los recursos similar, pero SQL2016 ha necesitado 
mucho menos tiempo para completar la consulta y un ligero aumento en el consumo de CPU. 
7.3.2.17 Query 1 
select l_returnflag,  
 l_linestatus,  
 sum(cast(l_quantity as bigint)) as sum_qty,  
 sum(l_extendedprice) as sum_base_price,  
 sum(l_extendedprice * (1 - l_discount)) as sum_disc_price,  
 sum(l_extendedprice * (1 - l_discount) * (1 + l_tax)) as 
sum_charge,  
 avg(l_quantity) as avg_qty,  
 avg(l_extendedprice) as avg_price,  
 avg(l_discount) as avg_disc,  
 count_big(*) as count_order  
from lineitem  
where l_shipdate <= dateadd(dd,-86,cast('1998-12-01'as datetime))  
group by l_returnflag, l_linestatus  
order by l_returnflag, l_linestatus option (maxdop 8) 
La consulta, aunque realiza numerosas operaciones sobre los datos, son todos obtenidos 
únicamente de la tabla “Lineitem”; además, no presenta una gran cantidad de filtros, el usado no 
perjudica el rendimiento del CCI en SQL2016 ya que recolecta una gran cantidad de datos ordenados 
por el CCI. Lo que sí puede suponer un determinado coste son la gran cantidad de agregaciones que 
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se realizan sobre los datos, dependiendo de la versión se verá el rendimiento obtenido por cada una 
de ellas. 
Tiempo de ejecución 
 
 
SQL2016 ha invertido menos de un 4% del tiempo necesitado por SQL2008 en la ejecución 
de la consulta. Como se preveía de la consulta, la mejora de rendimiento es muy notoria. 
Plan de ejecución en SQL Server 2008 R2 SP3: 
 
En SQL2008 el recorrido del CI de “Lineitem” ha supuesto cerca del 89% del tiempo de 
ejecución. Las agregaciones han supuesto sólo el 11% ya que recorrer esa tabla es muy costoso en 
términos de E/S. 
Plan de ejecución en SQL Server 2016 SP1: 
 
En SQL2016 el recorrido del CCI ha supuesto un 31% del tiempo de ejecución ya que se 
tarda menos en recorrer los datos debido a la compresión, el tiempo invertido en las agregaciones de 
los datos no debe distar mucho del de SQL2008, pero en proporción ha supuesto el 68% del tiempo 
de ejecución de la consulta. 
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El consumo de CPU ha sido más elevado en SQL2016 que en SQL2008 como se veía en el 
resto de consultas. SQL2008 se ha mantenido en el 30% de CPU, ligeramente más elevado con 
respecto a las otras consultas, mientras que SQL2016 se ha mantenido en torno al 50% con algunos 
picos de 80% por lo que ha presentado un consumo bastante elevado en general. 






La cola del procesador ha sido muy fluctuante en SQL2008, pero siempre se ha encontrado 
bajo niveles aceptables; SQL2016 ha presentado valores superiores en la cola del procesador 
cambiando así la tendencia que se estaba visualizando en el resto de consultas donde normalmente 
SQL2008 lanzaba más cantidad de subprocesos sobrecargando más la cola, en este caso ha sido al 
contrario. 
SQL2016, además de lanzar más cantidad de subprocesos, no son de tan rápida ejecución y 
han mantenido la cola del procesador más cargada para esta consulta. 
  













Las lecturas han sido intensas en SQL2008 y a máxima velocidad (400 MB/s), SQL2016 
también ha presentado lecturas intensas, aunque ligeramente inferiores en velocidad a SQL2008. La 
cola de disco también ha sido superior en SQL2008, SQL2016 ha presentado una cola de disco 
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SQL2008, al necesitar realizar más lecturas ha hecho una gestión menos óptima de la 
memoria realizando movimientos de páginas en caché de forma continua durante todo el tiempo de 






Con respecto a las transacciones por segundo, SQL2008 ha lanzado muchas transacciones 
rápidas sobre la base de datos OLAP; SQL2016, al ejecutar la consulta en menos tiempo, las 
transacciones no han podido ejecutarse de forma tan rápida y el motor ha tenido que gestionar varias 
transacciones a la vez para la base de datos OLAP, también ha lanzado algunas transacciones sobre 
la base de datos temporal seguramente para realizar cálculos intermedios. 
Conclusiones 
• SQL2016 ha invertido menos de un 4% del tiempo necesitado por SQL2008 en la ejecución 
de la consulta. 
• SQL2016 ha necesitado de un mayor consumo de CPU con respecto a SQL2008 para 
terminar la consulta. 
• SQL2016 ha lanzado más transacciones sobre la base de datos OLAP que SQL2008. 
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• Para esta consulta, el consumo de recursos empleado por SQL2016 debido a los CCI ha sido 
generalmente elevado pero la mejora del tiempo de ejecución ha sido muy elevada. 
7.3.2.18 Query 10 
select top 20 c_custkey,  
 c_name,  
 sum(l_extendedprice * (1 - l_discount)) as revenue,  
 c_acctbal,  
 n_name,  
 c_address,  
 c_phone,  
 c_comment  
from customer, orders, lineitem, nation  
where c_custkey = o_custkey  
 and l_orderkey = o_orderkey  
 and o_orderdate >= '1994-05-01'  
 and o_orderdate < dateadd(mm,3,cast('1994-05-01'as datetime))  
 and l_returnflag = 'R'  
 and c_nationkey = n_nationkey  
group by c_custkey, c_name, c_acctbal, c_phone, n_name, c_address, 
c_comment  
order by revenue desc 
La consulta referencia a varias tablas (lo que no es recomendable), sólo tienen CCI en 
SQL2016 las tablas “Lineitem” y “Orders” y el filtro realizado no es demasiado concreto por lo que 
es esperable ver mejora de rendimiento al añadir los columnares. 
Tiempo de ejecución 
 
 
SQL2016 ha necesitado menos de un 4% del tiempo invertido por SQL2008 en ejecutar la 
consulta. Se puede observar otro gran incremento de rendimiento gracias a los columnares. 
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Plan de ejecución en SQL Server 2008 R2 SP3: 
 
El tiempo de ejecución se ha invertido en recorrer parte del CI de las tablas más grandes 
presentes en la consulta. Se ha empleado un 82% del tiempo de ejecución en el CI de “Lineitem” ya 
que es la tabla más grande. Justo sobre esas tablas se han definido los CCI en la versión SQL2016. 
Plan de ejecución en SQL Server 2016 SP1: 
 
 
La mayor parte del tiempo de ejecución se ha invertido en recorrer el CCI de “Lineitem” 
pero al recorrerse más rápidamente esta tabla el porcentaje es menor (64%) si se compara con el CI 
que había en la versión SQL2008. El 14% del tiempo de ejecución se ha dado sobre el CCI de 
“Orders”. 
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Siguiendo la tónica de pruebas anteriores: SQL2008 presenta un consumo de CPU bajo con 
algún pico del 30%, la cola del procesador es fluctuante ya que lanza multitud de procesos de rápida 
resolución en la CPU; SQL2016 actúa de forma distinta, lanza muchos menos subprocesos, pero 
eleva el consumo de CPU considerablemente muchas veces debido a la descompresión de los datos 








Se han dado lecturas exhaustivas en ambas versiones a 400 Mb/s. SQL2008 ha comenzado 
con lecturas a 200 MB/s, el mínimo asegurado por Azure; en este caso la configuración interna de 
Azure sobre los discos ha intervenido ligeramente en el tiempo de ejecución en la versión SQL2008 
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Para esta consulta SQL2008 ha presentado una cola de disco superior a SQL2016 y muy 






En lo que concierne a la gestión de la memoria, SQL2008 ha realizado más movimientos de 
páginas en caché como estaba ocurriendo en las últimas consultas y eso se debe a la gran cantidad 
de lecturas que necesita realizar para obtener todos los datos. SQL2016, al presentar los datos en el 
CCI comprimidos y divididos en secciones, consigue realizar una mejor gestión en memoria. 
Además, no hay que olvidar que las consultas se ejecutan de forma secuencial por lo que si presentaba 
ya valores aun útiles cargados de las consultas anteriores, han podido ser reutilizados. 
Conclusiones 
• SQL2016 ha necesitado menos de un 4% del tiempo invertido por SQL2008 en ejecutar la 
consulta. 
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• SQL2016, al necesitar cargar menos datos gracias a los CCI, puede rehusarlos más veces en 
memoria si las distintas consultas suelen recurrir a los mismos datos. SQL2008, al tener que 
leer tantas veces y tanta cantidad, no puede optimizar la memoria en ese sentido. 
• SQL2016 ha presentado un consumo más elevado de CPU que SQL2008. 
• Lecturas exhaustivas de disco elevadas en ambas versiones, aunque optimizadas por 
SQL2016 al requerir de realizar muchas menos. 
7.3.2.19 Query 19 
select sum(l_extendedprice* (1 - l_discount)) as revenue  
from lineitem, part  
where ( p_partkey = l_partkey  
  and p_brand = 'Brand#22'  
  and p_container in ('SM CASE', 'SM BOX', 'SM PACK', 'SM 
PKG')  
  and l_quantity >= 9  
  and l_quantity <= 9 + 10  
  and p_size between 1 and 5  
  and l_shipmode in ('AIR', 'AIR REG')  
  and l_shipinstruct = 'DELIVER IN PERSON')  
 or ( p_partkey = l_partkey  
  and p_brand = 'Brand#23'  
  and p_container in ('MED BAG', 'MED BOX', 'MED PKG', 
'MED PACK')  
  and l_quantity >= 13  
  and l_quantity <= 13 + 10  
  and p_size between 1 and 10  
  and l_shipmode in ('AIR', 'AIR REG')  
  and l_shipinstruct = 'DELIVER IN PERSON')  
 or ( p_partkey = l_partkey  
  and p_brand = 'Brand#54'  
  and p_container in ('LG CASE', 'LG BOX', 'LG PACK', 'LG 
PKG')  
  and l_quantity >= 28  
  and l_quantity <= 28 + 10  
  and p_size between 1 and 15  
  and l_shipmode in ('AIR', 'AIR REG')  
  and l_shipinstruct = 'DELIVER IN PERSON') 
La consulta accede a las tablas “Lineitem” y “Part”. La primera presenta un CCI en la versión 
SQL2016 por lo que podría ser optimizada, el principal problema es que cuenta con muchos filtros 
más concretos que pueden perjudicar el rendimiento del CCI. 
  
P á g i n a  160 | 206 
 
Tiempo de ejecución 
 
 
SQL2016 ha supuesto menos de un 7% del tiempo de ejecución empleado por SQL2008. Ha 
conseguido realizar una muy buena optimización de la consulta dada la cantidad de filtros que 
presentaba. 
Plan de ejecución en SQL Server 2008 R2 SP3: 
 
La mayor parte del tiempo de ejecución en SQL2008 se ha invertido en el acceso a la tabla 
“Lineitem” para buscar los datos de los atributos no incluidos en el índice (“Key Lookup”). Este tipo 
de operaciones suelen ser muy costosas. 
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Plan de ejecución en SQL Server 2016 SP1: 
 
En SQL2016 se ha invertido cerca del 40% en recorrer el CCI de “Lineitem” y un 55% en 
recorrer el CI de “Part”; a primera vista parece que añadir un CCI sobre “Part” hubiese mejorado esta 
consulta. Hay que tener en cuenta que el CCI incluye todos los atributos de la tabla, por ello no se ve 
un “Key Lookup” en este plan de ejecución que se esté llevando gran parte del tiempo de ejecución, 
los datos de todos los atributos están incluidos en el CCI. 












El consumo de CPU no ha sido elevado en ambas versiones, aunque en SQL2016 es 
ligeramente superior como se ha visto en muchas otras consultas. La cola del procesador tampoco 
está muy sobrecargada en las dos versiones, pero SQL2008 tiende a lanzar más subprocesos que se 








Se han dado muchas lecturas sobre ambas versiones a máxima velocidad (400 MB/s). En 
SQL2008 se ha vuelto a bajar la velocidad de E/S a la asegurada (200 MB/s) en los momentos 
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SQL2016 ha lanzado aproximadamente la mitad de operaciones de E/S sobre los discos que 







Se han realizado una gran cantidad de transacciones sobre la base de datos OLAP en 
SQL2008 seguramente propiciadas por el “Key Lookup” comentado en el apartado del plan de 
ejecución, esto ha podido provocar una pequeña congestión en la instancia SQL Server. SQL2016 
ha realizado muchas menos transacciones sobre la base de datos por lo que no ha generado ningún 
tipo de congestión sobre la misma. 






SQL2008, al tener que realizar más lecturas, no puede hacer una gestión eficiente de la 
memoria y puede verse como realiza constantes movimientos de páginas en caché durante la 








El tiempo de esperanza de vida de página presenta valores elevados en SQL2016 a pesar de 
que al final de la consulta baja contundentemente. SQL2008 presenta valores muy bajos ya que carga 
muchos datos de disco; hay que tener en cuenta que acceder a los atributos no incluidos en el índice 
ha provocado muchas lecturas. 
Conclusiones 
• SQL2016 ha supuesto menos de un 7% del tiempo de ejecución empleado por SQL2008. 
• SQL2016 ha presentado un mayor consumo de CPU. 
• SQL2008 ha lanzado más operaciones de E/S sobre los discos. 
• Al contener el CCI todos los atributos de la tabla, impide que se ejecuten procesos de “Key 
Lookup” que en muchas ocasiones suponen la mayor parte del tiempo de ejecución de la 
consulta tal y como ha ocurrido en SQL2008. 
7.3.2.20 Query 5 
select n_name,  
 sum(l_extendedprice * (1 - l_discount)) as revenue  
from customer, orders, lineitem, supplier, nation, region  
where c_custkey = o_custkey  
 and l_orderkey = o_orderkey  
 and l_suppkey = s_suppkey  
 and c_nationkey = s_nationkey  
 and s_nationkey = n_nationkey  
 and n_regionkey = r_regionkey  
 and r_name = 'EUROPE'  
 and o_orderdate >= '1993-01-01'  
 and o_orderdate < dateadd(yy,1,cast('1993-01-01'as datetime))  
group by n_name  
order by revenue desc 
La consulta realiza múltiples relaciones, lo que no es deseable en entornos Data Warehouse, 
pero el filtro principal se establece sobre la tabla “Orders” y ésta si presenta un CCI en SQL2016. La 
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tabla también recorrerá gran parte de “Lineitem” por lo que el CCI que hay en SQL2016 debería 
mejorar el rendimiento. 
Tiempo de ejecución 
 
 
SQL2016 ha necesitado menos del 5% de tiempo de ejecución utilizado por SQL2008 para 
ejecutar la consulta. Esta consulta también se ha optimizado mucho con los CCI en SQL2016. 
Plan de ejecución en SQL Server 2008 R2 SP3: 
 
La mayor parte del tiempo de ejecución se ha invertido en recorrer el CI de “Lineitem” (69%) 
y parte del CI de “Orders” (12%). Ambas tablas tienen CCI en SQL2016 por lo que parece evidente 
la mejoría de rendimiento. 
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Plan de ejecución en SQL Server 2016 SP1: 
 
 
El tiempo de ejecución empleado en recorrer las tablas “Lineitem” (39%) y “Orders” (7%) 
se ha visto reducido con respecto a SQL2008 gracias a los CCI. El recorrido del CI de “Customer” 
ha ocupado un 40% por lo que añadir aquí un CCI podría haber optimizado aún más la consulta. 












SQL2016 ha experimentado un mayor consumo de CPU seguramente debido a la 
descompresión de los CCI, pero ha sobrecargado menos la cola del procesador; SQL2008 lanza 
muchos más subprocesos de rápida ejecución sobre la CPU y por ello se observa una gráfica con 
valores tan fluctuantes, el consumo de CPU es inferior en la versión 2008 aunque se han dado algunos 
picos puntuales del 80%. 







SQL2016 ha presentado lecturas a máxima velocidad (400 MB/s) mientras que SQL2008 ha 
estado la mayor parte del tiempo con velocidades de 200 Mb/s seguramente debido a configuraciones 
internas de Azure, durante algunos periodos de tiempo bajaron el ancho de banda del disco a la 
velocidad asegurada. Además, SQL2008 ha realizado algunas escrituras durante la ejecución de la 
consulta seguramente debido a la necesidad de espacios temporales. 
  







SQL2008 ha realizado una gran cantidad de transacciones sobre la base de datos OLAP 
llegando a sobrecargarla; SQL2016 por el contrario, ha lanzado una muy pequeña cantidad de 
transacciones sobre la base de datos. 
 
 




Dada la cantidad de lecturas que ha tenido que realizar SQL2008 es normal ver que ha 
realizado muchos movimientos de páginas en caché y de una forma tan continuada mientras que 
SQL2016 ha realizado muchos menos. 
Conclusiones 
• SQL2016 ha necesitado menos del 5% de tiempo de ejecución utilizado por SQL2008 para 
ejecutar la consulta. 
• SQL2008 ha lanzado muchas más transacciones sobre la base de datos que SQL2016. 
• Azure ha vuelto a reducir el ancho de banda de los discos premium a la velocidad asegurada 
para SQL2008. Esta versión accede durante mucho más tiempo a disco y es más probable 
encontrarse con este tipo de situaciones, es una condición que hay que tener presente. 
7.3.2.21 Query 7 
select supp_nation,  
 cust_nation,  
 l_year,  
 sum(volume) as revenue  
from (  
 select n1.n_name as supp_nation,  
  n2.n_name as cust_nation,  
  datepart(yy,l_shipdate) as l_year,  
  l_extendedprice * (1 - l_discount) as volume  
 from supplier, lineitem, orders, customer, nation n1, nation 
n2  
 where s_suppkey = l_suppkey  
  and o_orderkey = l_orderkey  
  and c_custkey = o_custkey  
  and s_nationkey = n1.n_nationkey  
  and c_nationkey = n2.n_nationkey  
  and ( (n1.n_name = 'INDONESIA' and n2.n_name = 'IRAN')  
   or (n1.n_name = 'IRAN' and n2.n_name = 
'INDONESIA'))  
  and l_shipdate between '1995-01-01' and '1996-12-31') 
shipping  
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group by supp_nation, cust_nation, l_year  
order by supp_nation, cust_nation, l_year 
La consulta presenta muchas relaciones y como se ha comentado con otras, no es lo deseable 
en un entorno Data Warehouse. Dos de las tablas empleadas (“Lineitem” y “Orders”) presentan CCI 
para la versión SQL2016 y son las que, en principio, sacarán mayor rendimiento a la consulta; hay 
que tener en cuenta que los datos se están buscando con respecto a un rango de fechas en “Lineitem” 
por lo que el CCI debería optimizar esa parte. 
Tiempo de ejecución 
 
 
SQL2016 ha necesitado un 14% del tiempo invertido por SQL2008 en ejecutar la consulta. 
La mejora no es tan elevada como lo estaba siendo en las últimas consultas, pero es muy buena. 
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Plan de ejecución en SQL Server 2008 R2 SP3: 
 
La mayor parte del tiempo de ejecución se ha invertido en el recorrido del CI de “Orders” 
(34%) y en recorrer parte del CI de “Lineitem” (48%). En principio la optimización debería ser alta 
debido a que esas dos tablas presentan un CCI en SQL2016. 
Plan de ejecución en SQL Server 2016 SP1: 
 
Se puede observar que, gracias a los CCI, el tiempo de ejecución invertido en los recorridos 
de las tablas “Lineitem” y “Orders” se han visto reducidos y el recorrido del CI de “Customer” se ha 
incrementado hasta el 42% con respecto a la versión SQL2008 y en proporción al tiempo global de 
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la consulta, no quiere decir que el rendimiento de recorrer ese CI se haya empeorado en SQL2016. 
Añadir un CCI sobre “Customer” parece que hubiese mejorado el rendimiento de la consulta. 












Al igual que con la mayoría de consultas: SQL2008 presenta un bajo consumo de CPU y una 
cola de procesador fluctuante pero no excesivamente elevada; SQL2016 presenta una cola de 
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Las lecturas de disco han sido exhaustivas y se han dado a máxima velocidad en SQL2016 
(400 MB/s) pero en la mayor parte del tiempo de ejecución en SQL2008 se han reducido a la 
velocidad asegurada (200 MB/s) y muy probablemente se deba al excesivo uso de los discos que 
hace SQL2008; al final, es una configuración interna llevada a cabo por Azure y no se puede asegurar 






Las transacciones sobre la base de datos OLAP se han dado con mucha mayor frecuencia en 
SQL2008 y, por lo tanto, se ha congestionado más la base de datos. 






La memoria se gestiona mejor en SQL2016 al necesitar muchas menos lecturas, como ya se 
ha comentado en otras consultas. SQL2008 realiza más movimientos de páginas en caché. 
Conclusiones 
• SQL2016 ha necesitado un 14% del tiempo invertido por SQL2008 en ejecutar la consulta. 
• SQL2016 realiza un mayor consumo de CPU. 
• SQL2016 puede gestionar mejor la memoria al no necesitar leer tantos datos gracias a la 
compresión de los CCI. 
• Azure no ha concedido el extra de ancho de banda de disco la mayor parte del tiempo a 
SQL2008. Esta versión tarda más en ejecutar las consultas ya que debe leer muchos más 
datos de disco por lo que es más probable que se encuentre en este tipo de situaciones y 
afecte negativamente al rendimiento. 
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7.3.2.22 Query 12 
select l_shipmode,  
 sum(case when o_orderpriority = '1-URGENT' or o_orderpriority 
= '2-HIGH' then 1 else 0 end) as high_line_count,  
 sum(case when o_orderpriority <> '1-URGENT' and 
o_orderpriority <> '2-HIGH' then 1 else 0 end) as low_line_count  
from orders, lineitem  
where o_orderkey = l_orderkey  
 and l_shipmode in ('AIR', 'FOB')  
 and l_commitdate < l_receiptdate  
 and l_shipdate < l_commitdate  
 and l_receiptdate >= '1994-01-01'  
 and l_receiptdate < dateadd(mm,1,cast('1994-01-01' as 
datetime))  
group by l_shipmode  
order by l_shipmode 
Las tablas consultadas son “Orders” y “Lineitem” y ambas tienen definidos CCI en SQL2016 
por lo que, en principio, se obtendrá una buena mejora de rendimiento. Los filtros se han establecido 
principalmente sobre la tabla “Lineitem” y no son excesivamente concretos. 
Tiempo de ejecución 
 
 
SQL2016 ha necesitado menos del 5% del tiempo invertido por SQL2008 en la ejecución de 
la consulta. La mejora de rendimiento es muy elevada. 
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Plan de ejecución en SQL Server 2008 R2 SP3: 
 
La mayor parte del tiempo de ejecución se ha invertido en recorrer parte del CI de 
“Lineitem”. Es evidente pensar que un CCI sobre esa tabla en SQL2016 podía ofrecer una mejora 
considerable en el rendimiento. 
Plan de ejecución en SQL Server 2016 SP1: 
 
Para SQL2016 se sigue invirtiendo la mayor parte del tiempo en la tabla “Lineitem” pero 
recorriendo el CCI, eso ha ayudado a que se haya reducido considerablemente el tiempo de ejecución 
ya que se ha accedido a los datos comprimidos y segmentados por el CCI. 












SQL2016 ha presentado un mayor consumo de CPU, aunque no ha sido elevado para esta 
consulta (cercano al 20% la mayor parte del tiempo). La cola del procesador no ha sido elevada para 
las dos versiones, aunque SQL2008 sigue presentando más subprocesos en cola y con mayor 
frecuencia que SQL2016. El consumo de CPU para SQL2008 ha sido mínimo. 
  







Se han dado lecturas continuas para ambas versiones; en SQL2016 se ha podido hacer uso 
del ancho de banda extra que ofrece Azure cuando es posible leyendo así a 400 MB/s; SQL2008 no 
ha podido hacer uso de ese extra y eso ha podido afectar negativamente al rendimiento en esa versión, 
es una situación que siempre puede darse en este tipo de entornos en la nube. 
  







Como se puede observar en las gráficas, SQL2008 ha lanzado muchas más transacciones 
sobre la base de datos OLAP como estaba ocurriendo en las últimas consultas. SQL2016 ha lanzado 
muchas menos y han tenido lugar casi al final de la ejecución de la consulta. 
Conclusiones 
• SQL2016 ha necesitado menos del 5% del tiempo invertido por SQL2008 en la ejecución de 
la consulta. 
• SQL2016 ha requerido de un mayor consumo de CPU con respecto a SQL2008, aunque éste 
no ha sido muy elevado para esta consulta. 
• SQL2008 ha lanzado muchas más transacciones sobre la base de datos OLAP que SQL2016. 
• Azure no ha ofrecido el ancho de banda de disco extra durante gran parte de la ejecución de 
la consulta en SQL2008. Al tardar tanto tiempo en ejecutar las consultas es común que pueda 
ocurrir esto en entornos en la nube. 
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7.4 Discusión 
A continuación, se presentarán los resultados globales para algunas métricas en cada versión 
y se indicarán a modo de resumen los aspectos más importantes comentados durante el análisis de 
las consultas. Esta sección pretende actuar a modo de resumen de todo el análisis previo realizado. 
Como recordatorio, las versiones empleadas son SQL Server 
2008 R2 SP3 debido a ser la más implantada a día de hoy por las 
organizaciones y SQL Server 2016 SP1 por ser la última versión 
estable del SGBD y la que más mejoras implementa para entornos 
Data Warehouse. 
El servidor en Azure empleado es un Estándar_GS3 que 
presenta 8 núcleos y 112 GB de RAM, además se ha hecho uso de 3 
discos SSD premium para almacenar la base de datos ya que son los 
que mejores tiempos de respuesta ofrecen. 
 La base de datos empleada es una ROLAP que ocupa 
aproximadamente 1,5 TB y se almacena sobre discos SSD premium 
con una velocidad asegurada de 200 MB/s con extras de velocidad 
gestionados por Azure que alcanzan los 400 MB/s. Tanto la base de datos como las consultas 
ejecutadas han sido realizadas con el software HammerDB y siguiendo el estándar TPCH. 
7.4.1 Tiempo de ejecución 
En la tabla siguiente se muestran los tiempos de ejecución (en segundos) de todas las 
consultas en ambas versiones del SGBD. La columna final muestra la relación de tiempo empleado 
en SQL Server 2016 con respecto a SQL Server 2008; de ésta forma, si muestra el valor 3, se estaría 
indicando que SQL Server 2016 ha sido 3 veces más rápido que SQL Server 2008. 
Prueba Query SQL Server 2008 SQL Server 2016 SQL2008 / SQL 2016 
1 14 477,266 136,897 3,49 
2 2 224,08 621,17 0,36 
3 9 4646,571 397,359 11,69 
4 20 1699,528 188,943 8,99 
5 6 1683,83 53,516 31,46 
6 17 233,007 192,432 1,21 
7 18 3157,963 628,499 5,02 
8 8 2883,706 449,974 6,41 
9 21 9226,215 545,337 16,92 
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10 13 1146,998 1161,316 0,99 
11 3 1570,653 181,631 8,65 
12 22 598,212 58,99 10,14 
13 16 293,21 96,391 3,04 
14 4 4866,541 132,252 36,80 
15 11 978,852 36,68 26,69 
16 15 1158,663 121,736 9,52 
17 1 2334,974 86,093 27,12 
18 10 2946,066 101,052 29,15 
19 19 2486,891 162,614 15,29 
20 5 4505,629 223,552 20,15 
21 7 1837,498 257,944 7,12 
22 12 2629,024 114,077 23,05 
Total  51585,377 5948,455 8,67 
 
Como demuestran los resultados, el tiempo de ejecución en la versión 2016 añadiendo 3 
columnares clúster es mucho menor para todas las consultas excepto 2 (querys 2 y 13), ambas 
consultas ya se han comentado en la sección anterior; no obstante, a pesar de esas 2 consultas que no 
han sido optimizadas, el resto han experimentado una gran mejoría y el tiempo total se ha visto 
reducido considerablemente en la versión SQL2016 con respecto a la SQL2008; hay que tener en 
cuenta que, en total, SQL Server 2016 ha sido 8 veces más rápido en la ejecución del test. Éstos son 
los tiempos aproximados: 
• SQL Server 2008: 14,32 horas 
• SQL Server 2016: 1,65 horas 
 




En entornos de producción importa el resultado final, si se consiguiesen obtener unos 
resultados de este tipo en una organización la decisión final sería hacer uso de esos índices sin 
importar las consultas que se han empeorado o dejado de optimizar ya que, al final, los tiempos 
mejorados suplen con creces a los tiempos no mejorados. 
7.4.2 Procesador 
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Como se puede observar en lo referente al consumo de CPU, SQL2016 requiere de un mayor 
consumo de CPU debido a la gestión de los índices columnares. Éstos índices comprimen y 
segmentan los datos por lo que luego requieren de un proceso de descompresión para leerlos. Ese es 
el principal motivo por el cual el consumo de CPU es mayor en SQL2016. 
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En lo referente a la cola del procesador, SQL2008 lanza muchos más subprocesos de rápida 
ejecución en la CPU y por ello la gráfica es tan fluctuante, los subprocesos entran y salen de la CPU 
muy rápido pero manteniéndola la mayor parte del tiempo con algún subproceso pendiente. 
SQL2016, por el contrario, lanza muchos menos subprocesos a la CPU pero son más pesados, por 
ello se pueden encontrar valores puntuales más elevados que en SQL2008. 
Si se pretende hacer uso de índices columnares hay que tener en cuenta el factor de la CPU, 
su consumo se incrementará por lo que no es recomendable tener la base de datos OLAP de forma 
conjunta a una OLTP, ya que ésta última presenta más conexiones y un aumento de consumo de la 
CPU. Si se pretende preparar un buen servidor de análisis es conveniente que sea dedicado y que 
haga uso de índices columnares. 
7.4.3 Entrada/Salida 
NOTA: Las siguientes gráficas han sido capturadas directamente desde el Excel por problemas de 
rendimiento al intentar pasarlas a Word. Las gráficas presentan una gran cantidad de datos y la 
aplicación presenta problemas al procesarlos. Al estar capturadas desde Excel aparecen los filtros en 
la gráfica. 
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Como se puede observar, las lecturas fueron exhaustivas y en ambas versiones ha sido 
necesario realizar escrituras en disco para completar las consultas, esto se debe a que requieren de 
espacio adicional auxiliar donde almacenar resultados parciales, en SQL2008 se han dado con más 
frecuencia. 
La velocidad asegurada de los discos premium contratados en Azure es de 200 Mb/s pero en 
muchas ocasiones, Azure ofrece una velocidad superior (hasta 400 Mb/s) para las lecturas. En 
determinadas ocasiones la velocidad de lectura ha bajado de 400 a 200 Mb/s, sobre todo en la versión 
SQL2008 y esto ha podido influir sobre el rendimiento de las pruebas ya que se estaba limitando la 
velocidad de lectura para una de las versiones; las pruebas se siguen considerando igual de válidas 
ya que se están realizando sobre un entorno de producción y este tipo de situaciones pueden darse en 
cualquier momento. Es más probable que la versión SQL2008 esté sujeta a estos problemas ya que 
requiere de una mayor cantidad de lecturas, haciendo uso de índices columnares en SQL2016 se 
reduce esta probabilidad ya que el SGBD requiere de realizar muchas menos lecturas al estar los 
datos comprimidos. 
A pesar de que los índices columnares ayudan al SGBD a realizar muchas menos lecturas se 
sigue evidenciando que en entornos Data Warehouse es necesaria la fuerza bruta de E/S para 
optimizar las consultas, es cierto que añadir (tras un buen análisis) índices columnares optimiza en 
gran medida las consultas pero el disco duro sigue siendo un cuello de botella. 
Como se ha comentado en el apartado anterior, la CPU es un factor importante al tratar con 
índices columnares porque incrementan considerablemente el consumo del procesador al requerir de 
la descompresión de los datos, no obstante, si se tiene discos con poco ancho de banda de E/S, el 
consumo de CPU no será elevado. Es necesario tener bien dimensionado la relación entre CPU, E/S 
y memoria (que comentaré más tarde). 





Hay que tener en cuenta la importancia de la memoria RAM, sobre todo en entornos Data 
Warehouse. La gestión de la memoria para ambas versiones no es buena y es lo esperable dada la 
cantidad de lecturas que se deben de realizar de disco, al final, la memoria se queda insuficiente y es 
necesario meter y sacar páginas de la caché lo que hace que el tiempo de esperanza de vida de página 
sea bajo; sin embargo, se puede observar que cerca de la parte final de la prueba en SQL2016 se 
realiza una mejor gestión de la memoria y coincide además con las consultas mejor optimizadas, esto 
se debe a que muchos datos ya estaban cargados en memoria de consultas anteriores y no requieren 
de realizar tantas lecturas sobre disco duro, los CCI permite gestionar mejor la memoria en algunas 
ocasiones. 
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7.4.5 Detalle de discos 
A continuación se presentará en dos recuadros la cantidad de lecturas y número de bytes de 
lectura y escritura para cada uno de los archivos de la base de datos. Se han presentado los ficheros 
de la base de datos “tempdb” y de la base de datos OLAP “SIMPLE_DB” que ha sido sobre la que 
se han realizado las consultas. 
Estos datos fueron calculados tras realizar el precalentamiento de la base de datos y al acabar 
las pruebas. Los datos aquí mostrados son la diferencia entre ambos para así poder ver las lecturas y 
escrituras realizadas únicamente en las pruebas y sin tener en cuenta el precalentamiento. 









tempdb tempdev 2949762 1,93134E+11 1,9317E+11 
tempdb templog 2 16384 9285632 
tempdb tempsec 3059 199753728 205340672 
SIMPLE_DB SIMPLE_DB 5453798 90870005760 180224 
SIMPLE_DB SIMPLE_DB_log 0 0 16384 
SIMPLE_DB SIMPLE_DB_LineIte
m 
46494551 1,29862E+13 0 
SIMPLE_DB SIMPLE_DB_Orders 9977258 1,17285E+12 0 
SIMPLE_DB SIMPLE_DB_Noclust
er 
963277 3,21474E+11 0 
SIMPLE_DB SIMPLE_DB_Cluster 2906505 7,70138E+11 0 
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tempdb tempdev 912487 59789811712 65572257792 
tempdb templog 0 0 0 
tempdb tempsec 911828 59757068288 65564352512 
SIMPLE_DB SIMPLE_DB 12059 720633856 98304 
SIMPLE_DB SIMPLE_DB_log 0 0 12288 
SIMPLE_DB SIMPLE_DB_LineIte
m 
66 2433024 0 
SIMPLE_DB SIMPLE_DB_Orders 101776 98261843968 0 
SIMPLE_DB SIMPLE_DB_Noclust
er 
31090 2051194880 0 
SIMPLE_DB SIMPLE_DB_Cluster 759090 3,54272E+11 0 
SIMPLE_DB SIMPLE_DB_Cci 930325 1,06378E+12 0 
 
Comparativa 
La tabla “tempdb” se dividió en dos ficheros por problemas de espacio en la versión 
SQL2008 y se mantuvo esa distribución en SQL2016 por la homogeneidad de las pruebas. En esta 
sección se compararán los resultados en ambas versiones por separado; la diferencia se ha calculado 
restando al valor de SQL2008, el de SQL2016; en el caso de que el valor salga positivo, los resultados 
indicarán que SQL2008 ha realizado más lecturas/escrituras y si sale negativo, indicará lo contrario. 
Hay que tener en cuenta que para la versión SQL2016 se ha hecho uso de un “filegroup” 
adicional donde se ha generado el CCI de la tabla más grande (“Lineitem”); por lo tanto, la 
comparativa se realizará entre el fichero “SIMPLE_DB_LineItem” en SQL2008, que contiene el CI 
de la tabla “Lineitem”, con la suma de “SIMPLE_DB_LineItem” y “SIMPLE_DB_Cci” (en el que 
está el CCI de “Lineitem”) en SQL2016. Los resultados no serán exactos, pero podrán orientar sobre 
la diferencia de lecturas/escrituras realizadas. 
Para aclarar los resultados, además de realizar la comparación antes mencionada, se aunarán 
los resultados de los dos ficheros de la base de datos tempdb (sin incluir el log) ya que ambos 
pertenecen al mismo “filegroup”. Se han incluido también los ficheros de log de transacciones para 
las dos bases de datos, pero no serán analizados.  
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Ahora se revisará la cantidad de lecturas realizadas por ambas versiones: 
Num_of_reads 
FileName SQL2008 SQL2016 SQL2008-SQL2016 
tempdev 2949762 912487 2037275 
templog 2 0 2 
tempsec 3059 911828 -908769 
SIMPLE_DB 5453798 12059 5441739 
SIMPLE_DB_log 0 0 0 
SIMPLE_DB_LineItem 46494551 66 46494485 
SIMPLE_DB_Orders 9977258 101776 9875482 
SIMPLE_DB_Nocluster 963277 31090 932187 
SIMPLE_DB_Cluster 2906505 759090 2147415 
SIMPLE_DB_Cci  930325 -930325 
Comparativa “Lineitem” 
SQL2008 SQL2016 SQL2016 (CCI)  
46494551 66 930325 45564160 
Comparativa “tempdb” 
SQL2008 SQL2016   
2952821 1824315  1128506 
 
En general, se han realizado una mayor cantidad de lecturas sobre la versión SQL2008 con 
respecto a la SQL2016 y eso tiene sentido ya que la versión SQL2016 contaba con la división por 
secciones de los columnares y la compresión. SQL2008 ha necesitado realizar muchas más lecturas 
sobre los ficheros de base de datos. También se puede ver que SQL2008 ha realizado más lecturas 
sobre “tempdb” seguramente porque haya necesitado almacenar más cantidad de datos sobre la 
misma al no disponer de suficiente memoria en relación a la cantidad de datos leídos. 
En el siguiente recuadro se pueden visualizar los bytes de lectura de los ficheros para ambas 
versiones: 
Num_of_bytes_read 
FileName SQL2008 SQL2016 SQL2008-SQL2016 
tempdev 1,93134E+11 59789811712 1,33345E+11 
templog 16384 0 16384 
tempsec 199753728 59757068288 -59557314560 
SIMPLE_DB 90870005760 720633856 90149371904 
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SIMPLE_DB_log 0 0 0 
SIMPLE_DB_LineItem 1,29862E+13 2433024 1,29862E+13 
SIMPLE_DB_Orders 1,17285E+12 98261843968 1,07459E+12 
SIMPLE_DB_Nocluster 3,21474E+11 2051194880 3,19423E+11 
SIMPLE_DB_Cluster 7,70138E+11 3,54272E+11 4,15866E+11 
SIMPLE_DB_Cci  1,06378E+12 -1,06378E+12 
Comparativa “Lineitem” 
SQL2008 SQL2016 SQL2016 (CCI)  
1,29862E+13 2433024 1,06378E+12 1,19224E+13 
Comparativa “tempdb” 
SQL2008 SQL2016   
1,93334E+11 1,19547E+11  73787326464 
 
Como se puede observar, la cantidad de bytes leídos por SQL2008 es muy superior a la 
cantidad de bytes leídos por SQL2016. Esto ya se había visualizado tanto en el análisis de las 
consultas como en el análisis general, SQL2008 requiere de hacer lecturas completas de tabla 
mientras que SQL2016 y gracias a los CCI, ha podido hacer muchas menos y eso ha sido el principal 
factor que ha propiciado la mejora de rendimiento. 
SQL2008 ha leído aproximadamente 11 TB más que SQL2016 de los “filegroups” que 
contienen la tabla de hechos (“Lineitem”). La diferencia es muy grande y se ha visto reflejada en los 
tiempos. 
Sin embargo, SQL2008 ha leído unos 68Gb más de “tempdb” con respecto a SQL2016; 
teniendo en cuenta el tiempo de ejecución de las pruebas y la diferencia con respecto a “Lineitem” 
comentada anteriormente, la cantidad de lecturas realizada por SQL2016 sobre “tempdb” sigue 
siendo muy alta y esto se debe a que la gestión de los índices requiere de muchos espacios temporales. 
En la tabla siguiente se mostrarán los bytes de escritura realizados por ambas versiones: 
Num_of_bytes_written 
FileName SQL2008 SQL2016 SQL2008-SQL2016 
tempdev 1,9317E+11 65572257792 1,27598E+11 
templog 9285632 0 9285632 
tempsec 205340672 65564352512 -65359011840 
SIMPLE_DB 180224 98304 81920 
SIMPLE_DB_log 16384 12288 4096 
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SIMPLE_DB_LineItem 0 0 0 
SIMPLE_DB_Orders 0 0 0 
SIMPLE_DB_Nocluster 0 0 0 
SIMPLE_DB_Cluster 0 0 0 
SIMPLE_DB_Cci  0 0 
Comparativa “tempdb” 
SQL2008 SQL2016   
1,93375E+11 1,31137E+11  62238720000 
 
Hay que tener en cuenta que las consultas realizadas estaban diseñadas para leer datos por lo 
que la gran mayoría de “filegroups” no han presentado bytes de escritura. Es interesante observar 
que ambas versiones han realizado muchas escrituras sobre “tempdb” y es debido a los resultados 
intermedios obtenidos durante la ejecución de la consulta. SQL2008 ha escrito unos 57Gb más que 
SQL2016 sobre “tempdb”; teniendo en cuenta el tiempo invertido sobre las pruebas, la cantidad de 
datos escritos sobre “tempdb” para SQL2016 sigue siendo bastante alta en comparación con 
SQL2008 al igual que se ha comentado anteriormente con las lecturas, la gestión de los CCI suele 
necesitar de realizar muchas operaciones temporales itermedias. 
Una vez revisados los discos se puede comprobar mediante un análisis más cuantitativo la 
diferencia de lecturas realizadas entre ambas versiones. SQL2008 lee mucho más de disco que 
SQL2016 y esa mejora de rendimiento en ésta última versión se obtiene fundamentalmente de los 
CCI. También se ha hecho evidente que en ambas versiones la base de datos temporal (“tempdb”) es 
muy importante ya que ambas versiones realizan gran cantidad de lecturas y escrituras sobre ella para 
poder completar las consultas; es un factor a tener en cuenta cuando se quiera optimizar el 
rendimiento de una base de datos: dividir “tempdb” en varios ficheros y colocarlos en distintos discos 
físicos par paralelizar la E/S o colocar la base de datos en los discos más rápidos; Microsoft ofrece 
mucha información al respecto[26]. 
7.4.6 Conclusiones del análisis 
Tras analizar los resultados se hace evidente que la inclusión de índices columnares clúster 
incrementa enormemente el rendimiento de la mayoría de consultas de tipo OLAP en este escenario. 
Este tipo de índice se puede explotar perfectamente en SQL Server 2016 por lo que para entornos 
Data Warehouse es casi indispensable hacer uso de esta versión en lugar de las anteriores que no lo 
implementen. 
                                                     
[26] https://technet.microsoft.com/es-es/library/ms175527(v=sql.105).aspx 
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Muchas organizaciones que apuestan por el gestor SQL Server para realizar análisis de datos, 
lo hacen con la versión 2008 que, aunque es estable, se encuentra muy desactualizada con respecto 
a las últimas versiones, sobre todo en lo referente a mejoras en entornos Data Warehouse; en este 
proyecto se ha demostrado con datos objetivos que la mejora es más que notable y la actualización, 
muy recomendable. Puntos de interés: 
• SQL Server 2016 lanza menos subprocesos a la CPU pero eleva el consumo del procesador, 
más que la versión 2008. Hay que tener en cuenta que SQL2016 necesita descomprimir los 
datos del CCI y esto tiene un impacto en la CPU. SQL Server 2016 aplicado a Data 
Warehouse requiere en mayor medida de un servidor dedicado debido que eleva 
considerablemente el consumo de CPU al utilizar CCI y sería difícil mantener una base de 
datos OLTP (con muchas peticiones) sobre el mismo servidor. 
• Ambas versiones necesitan de fuerza bruta de lectura para poder completar las consultas. La 
gestión de memoria no es aceptable en ambas versiones, aunque SQL2016 consigue 
optimizarla para algunas consultas debido a que es capaz de mantener más datos en memoria 
al estar comprimidos. 
• La mejora de un CCI (al igual que cualquier tipo de índice) siempre hay que comprobarla, 
se pueden hacer estimaciones de mejoría, pero siempre es necesario hacer pruebas para ver 
si ese índice está obteniendo una mejoría real de las consultas. Además, hay que tener en 
cuenta siempre el conjunto total de consultas o, al menos, el tipo de consultas que se van a 
ejecutar ya que un CCI puede optimizar mucho determinados tipos de consultas, pero no 
todas; normalmente suelen ser útiles en la tabla de hechos de un Data Warehouse y en las 
dimensiones principales o más grandes (como se ha aplicado en este proyecto). 
• Los CCI están optimizados para entornos de Data Warehouse donde se obtienen grandes 
cantidades de datos por consulta. Un CCI no es práctico cuando se buscan valores muy 
concretos en la base de datos (consultas estilo OLTP). 
• El rendimiento de los discos puede verse alterado en Azure. Cuando se contratan discos se 
tiene una velocidad asegurada, pero en ocasiones puede ser superior y esto provoca 
variaciones en el rendimiento de las consultas, sobre todo en entornos Data Warehouse 
donde las velocidades de lectura son determinantes. 
La versión SQL Server 2016 puede obtener una gran mejora de rendimiento gracias a los 
índices columnares, sobre todo a los CCI como se ha probado aquí, pero hay que tener en cuenta que 
éstos índices presentan unas propiedades concretas y es necesario siempre analizar qué tipo de 
consultas se van a realizar sobre los datos. Es conveniente analizar todas las consultas lanzadas sobre 
la base de datos ya que los índices columnares pueden perjudicar otro tipo de consultas que presenten 
filtros más concretos.  
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8 Costes en SQL Server 2016 
La organización TPC publica resultados de rendimientos TPCH obtenidos para determinado 
hardware y para distintas versiones de SGBD[27], en este estudio se focalizará sobre las pruebas TPCH 
sobre SQL Server 2016 publicadas por esta organización[28].  
Aquí se realizará una comparativa de costes/rendimiento del servidor contratado en Azure 
para este proyecto (Estándar_GS3) y del propuesto por TPC (HP) para mostrar el rendimiento de la 
versión SQL Server 2016. El servidor propuesto por TPC presenta un coste muy superior que el 
utilizado para este proyecto y se mostrará la rentabilidad de la versión SQL Server 2016 con un 
hardware de precio inferior. 
8.1 Especificaciones y costes 
En el recuadro inferior se resumen las especificaciones de ambos servidores: 
 HPE ProLiant DL380 Gen9 Estándar_GS3 
Procesador Intel Xeon E5-2699 v4[29] E5-2698B v3[30] 
Cores - Threads 22 - 44 8 - 8 
CPU (Ghz) 2,2 - 3,6 2 
RAM (GB) 768 112 
 
Se puede observar que el servidor HP usado por TPC es mucho más potente que el servidor 
GS3 empleado en este proyecto; por ello, es de esperar que el primero obtenga un mejor rendimiento.  
A continuación, se mostrará una estimación de los costes de ambos servidores. Los costes 
del servidor HP han sido obtenido directamente del estudio publicado por la organización TPC [27], 
mientras que los costes del servidor GS3 de Azure se basan en la calculadora de precios para Azure 
que ofrece Microsoft[31]. El precio corresponde a 3 años de actividad y aparece en euros: 
• HPE ProLiant DL380 Gen9: 380.092 € 
• Estándar_GS3: 137.328 € 
El coste del servidor HP casi 3 veces superior al del servidor en Azure. 
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8.2 Comparativa de rendimiento 
En la tabla siguiente se podrá ver el tiempo invertido por el servidor utilizado por TPC (el 
HP) y el invertido por el servidor en Azure usado para este proyecto (GS3). La columna de la derecha 
presenta una relación entre ambos (HP / GS3) para que se pueda visualizar mejor la diferencia entre 
ambos rendimientos. 
Consulta HPE ProLiant DL380 Gen9 Estándar_GS3 Relación 
1 28,80 86,093 0,33 
2 8,10 621,17 0,01 
3 27,10 181,631 0,15 
4 22,50 132,252 0,17 
5 34,70 223,552 0,16 
6 8,10 53,516 0,15 
7 38,60 257,944 0,15 
8 35,20 449,974 0,08 
9 50,80 397,359 0,13 
10 29,90 101,052 0,30 
11 13,40 36,68 0,37 
12 24,80 114,077 0,22 
13 45,80 1161,316 0,04 
14 3,70 136,897 0,03 
15 5,40 121,736 0,04 
16 11,60 96,391 0,12 
17 25,80 192,432 0,13 
18 89,70 628,499 0,14 
19 36,30 162,614 0,22 
20 20,10 188,943 0,11 
21 57,70 545,337 0,11 
22 49,80 58,99 0,84 
TOTAL 667,90 5948,46 0,11 
 
Como se puede observar, el servidor HP ha conseguido ejecutar el test TPC-H aproximadamente 9 
veces más rápido que el servidor GS3 de Azure en general. 
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8.3 Discusión de la comparativa 
El hardware onpremise (HP) presenta un coste casi 3 veces superior y ejecuta las pruebas 9 
veces más rápido que el servidor GS3 en Azure. Si el presupuesto para implementar un DW 
corporativo fuera “sin límites” y el factor de rendimiento fuera decisivo a la hora de realizar la 
inversión, podríamos decantarnos claramente por la opción del HP OnPremises utilizado en TPCH. 
Sin embargo, en la práctica, este tipo de decisiones se suelen apoyar en factores como: 
Elemento Comparador Microsoft Azure HP – OnPremises 
Rendimiento Premium (-) (+) 
Expansión y crecimiento (+) (-) 
Aprovisionamiento, Mantenimiento y Soporte (+) (-) 
Obsolescencia hardware (+) (-) 
 
Es decir, si el rendimiento de la solución en Microsoft Azure es razonablemente bueno, 
implementar el DW en la nube es una solución que ofrece un coste/beneficio muy atractivo. 
En este tipo de comparativas, la organización debe estar alineada con la estrategia TI de la 
organización; por ejemplo, es contraproducente implementar el DW en una nube privada, si la 
estrategia corporativa es una política “no-nubes-privadas”. Por ello, en estas decisiones, aunque el 
factor rendimiento ayuda a decidir si la solución es “suficientemente buena”, hay otros factores en 
las organizaciones que probablemente ayuden en la ponderación de una solución en nube pública vs 
onPremises. 
Finalmente, indicar que este estudio no tiene el propósito de ayudar a decidir entre nubes 
públicas como Microsoft Azure o implementaciones OnPremises para DW corporativos.  
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9 Conclusiones 
Este proyecto surge para atender una necesidad del mercado. A día de hoy, las organizaciones 
que hacen uso de SQL Server no podían conocer de una forma fiable la mejora de rendimiento que 
podía experimentar su sistema de análisis de bases de datos al migrar a la última versión del SGBD; 
este análisis ha demostrado y argumentado la mejoría de rendimiento que se obtiene con la última 
versión y el por qué, además de mostrar la utilización de recursos que ha sido necesaria. 
Para la elaboración de la comparativa de rendimientos se ha hecho uso del estándar de facto 
TPCH implementado mediante un software libre, HammerDB. Las pruebas se han realizado sobre 
Azure, un entorno de producción propiedad de Microsoft, y haciendo uso de un servidor potente (a 
día de hoy) pero no excesivamente costoso, por lo tanto, las pruebas se han basado en un estándar 
reconocido por la comunidad, haciendo uso de un software ampliamente utilizado para testeo de 
bases de datos y con un escenario ubicado en un entorno real de producción.  
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10 Trabajos futuros 
El proyecto tiene varios aspectos que pueden tratarse mejor de cara al futuro. Al tratarse de 
un testeo de versiones, una de las ampliaciones más evidentes que puede tener es la adición de cada 
nueva versión del software al test y así seguir ofreciendo esa visibilidad a las organizaciones con 
cada nueva versión. 
Hay que tener en cuenta que todas las pruebas deben realizarse siempre sobre los mismos 
entornos por lo que sería ideal repetir las pruebas para determinadas versiones en el futuro, cuando 
el hardware actualmente seleccionado haya quedado obsoleto. Las necesidades del mercado obligan 
a evolucionar el hardware sobre el que se implementarán las pruebas. 
A modo de resumen y sin seguir un orden concreto, los aspectos que se pueden incluir en 
ampliaciones futuras serían los siguientes: 
• Añadir nuevas versiones SQL Server 
• Realizar comparativa entre versión Estándar y Enterprise a nivel de rendimiento y coste 
• Incluir MOLAP u HOLAP 
• Incluir TPC-C 
Como ampliaciones más importantes, además de la de añadir cada nueva versión de SQL 
Server con sus nuevas funcionalidades, sería muy útil realizar la comparativa de rendimiento/precio 
para las versiones Estándar y Enterprise del mismo SGBD para que las organizaciones pudiesen 
aclarar sus dudas sobre qué tipo de licencia se ajusta más a sus necesidades.  
También sería interesante hacer uso de una arquitectura HOLAP para que se pudiese 
comprobar el rendimiento del SGBD ante ambas configuraciones de Data Warehouses.  
El hecho de añadir una base de datos OLTP y aplicar TPC-C puede ser interesante para poder 
conocer al completo el funcionamiento del SGBD ante los escenarios más comunes que se le pueden 
presentar. 
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11 Apéndice 
Se explicarán algunos conceptos y términos que aparecen en el informe. 
TPC: organización sin ánimo de lucro que diseña tests y benchmarks orientados a las bases de datos. 
El objetivo principal de estos tests es estimar en términos objetivos la calidad y potencia que puede 
ofrecer un sistema gestor de base de datos. Se han diseñado numerosos tipos de tests para escenarios 
distintos y son ampliamente conocidos en el sector industrial, suponen un estándar reconocido en las 
organizaciones. 
TPC-C: conjunto de tests orientados a simular un entorno computacional real donde numerosos 
usuarios inician sesión en la BD y realizan transacciones sobre los datos (OLTP). 
TPC-H: conjunto de tests con consultas muy complejas y orientadas a bases de datos Data Warehouse 
(OLAP). 
OLTP: base de datos orientada al procesamiento de transacciones donde se almacenan datos actuales. 
Suele presentar un número elevado de consultas de poca complejidad. Es testeado con TPC-C. 
OLAP: base de datos orientada al procesamiento analítico que se suelen encontrar en disposición de 
estrella o copo de nieve donde se almacenan datos de carácter histórico y no los presenta tan 
actualizados como la OLTP. Presenta consultas más complejas donde se recogen una gran cantidad 
de datos para conseguir extraer información útil.  La información almacenada suele proceder de 
sistemas operacionales existentes mediante un proceso de preparación de datos ETL. Dentro de las 
bases de datos relacionales existen las ROLAP, MOLAP y HOLAP. Es testeado con TPC-H. 
SGBD: sistema gestor de base de datos. Aplicación encargada de administrar en todos sus aspectos 
a la base de datos. En éste documento se trabajará con el sistema SQL Server. 
ETL: un proceso ETL se compone principalmente de 3 fases: extracción, transformación y carga 
(load). Para actualizar datos en bases de datos OLAP es necesario recurrir a procesos ETL. 
SQL2008: Nomenclatura con la que se hará referencia a la versión SQL Server 2008 en algunas 
explicaciones. 
SQL2016: Nomenclatura con la que se hará referencia a la versión SQL Server 2016 en algunas 
explicaciones. 
CCI: Nomenclatura con la que se hará referencia a los índices columnares clúster de SQL Server 
2016. A lo largo de la memoria se comentará qué son este tipo de índices. 
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CI: Nomenclatura con la que se hará referencia a los índices clúster tradicionales (los “lineales”). 
Este tipo de índice existe en ambas versiones de SQL Server testeadas y en la mayoría de SGBDs 
relacionales, es el tradicional. 
NC: Nomenclatura con la que se hará referencia a los índices no-clúster tradicionales (los “lineales”). 
Este tipo de índice existe, al igual que el CI, en ambas versiones de SQL Server probadas. 
T-SQL: Transact SQL, es el lenguaje de consulta y modelado de datos empleado por SQL Server. 
Se basa en el estándar ANSI pero implementa algunos elementos propios. 
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