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Abstract
Breast cancer is the most common cancer among women around the world. Breast
Conservative Therapy (BCT) is a treatment where the complete tumor and a margin of
healthy tissue are surgically removed (partial mastectomy or lumpectomy) and the
remaining breast tissue receives radiotherapy. Although the outcome of this treatment
method usually provides good clinical results, some cosmetic defects like asymmetry
may nevertheless emerge. The objective of this work is to present a robust, mobile, and
affordable three-dimensional (3D) surface reconstruction system that can be used to
assess post-surgery breast cosmetic outcome after a lumpectomy. Preliminary results
obtained with this system have allowed us to test some of the hypotheses we made in
our multiscale predictive modeling of BCT outcome.
Keywords: Breast Conservative Therapy; Image processing; 3D-reconstruction
Background
Introduction andmotivation
Our goal in this paper is to present a robust, mobile, and affordable three-dimensional
(3D) surface reconstruction system that can be used to assess post-surgery breast
cosmetic outcome after a lumpectomy.
Our motivation is to validate our predictive multiscale model of cosmetic outcome in
a clinical study. This model provides the breast contour surface based on a combination
of soft tissue mechanical deformation and a numerical simulation of healing. We look
for a comparison of this prediction with the patient outcome at the millimeter scale. It is
essential for the clinical study that our surface reconstruction system can be easily used
by the nurse and/or medical doctor during the standard follow-up examinations of the
patient and does not generate any additional cost.
Breast cancer is the most common cancer among women with more than 10% being
diagnosed with it in their lifetime. A lumpectomy is a procedure in which a sur-
geon removes the tumor with a circumferential margin of healthy tissue [1]. Although
the recurrence rates after lumpectomy and mastectomy (removal of an entire breast)
are similar (about 3% after mastectomy against 6% after lumpectomy), patients seem
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less anxious about reoccurrence after mastectomy [2]. However, lumpectomy is much
less invasive than mastectomy. According to the quality of life outcome study in [3],
lumpectomy has more emotional and physical advantages than mastectomy, because
women do not permanently lose their breasts. Nevertheless, after undergoing a lumpec-
tomy, the shape of the breast can show some defects such as asymmetries, concave
deformities, or distortions of the nipple-areola complex [4]. Garbey et al. [5-8] devel-
oped a multiscale model with a virtual surgery toolbox (VST) interface used to predict
the outcome of breast conservative therapy (BCT) before surgery. Thanks to these
predictions, it is possible to facilitate the dialogue between the patient and the doc-
tor to decide on a procedure. Overall, the quality of life of the patient would be
improved.
There were several difficulties in our project for 3D surface reconstruction. One can
enumerate our main design constraints as follows.
The system should be:
• low cost and robust enough to provide convincing results that can assess even small
cosmetic defects,
• can be moved on demand to a small standard examination room used by the surgeon
for the follow-up of the patient,
• easy to use by a nurse without distracting him/her from her main tasks,
• minimal sensitivity to the breathing motion of the patient.
We also noticed several additional technical difficulties in the core of our study related
to the color of the skin and light conditions offered by a standard examination room.
In principle, the system should not be sensitive to skin color and potential reflections
of light. For example, scars on the skin at the location of the lumpectomy change local
imaging features. Temporary markers on the breast necessary for radiotherapy treatment
may also impact surface imaging. Finally, there may be complicated 3D surfaces with lines
of discontinuity due to possible hidden surfaces below the breast.
To answer this challenge, we first started from the classical digital stereotactic system
idea using the projection of a structured light pattern on the torso of the patient. In this
setup, two digital cameras are mounted in parallel to take simultaneous pictures. In prin-
ciple, the deformation of the projected pattern gives enough geometric information to
reconstruct the surface depth. The idea was appealing especially since the geometric the-
ory is rather simple. There are also high-quality open-source software available to do the
reconstruction [9]. It gave us the opportunity to quickly build a low-cost system from two
used D70s Nikon cameras (Nikon Co., Shinjuku, Tokyo, Japan) with a total cost on the
order of $800, which was adequate for a small pilot study. The first surface reconstruc-
tion results obtained with the systems were, however, very disappointing: the result was
overloaded by numerical noise and presented multiple areas where the 3D reconstruction
failed.
In this paper, we will show how we addressed some of the drawbacks of the method
by using an image analysis adapted to our breast conservation applications. We will also
provide some quantitative validations with errors on the surface on the order of 2 mm in
the maximum norm at the region of interest for our BCT cosmetic evaluation.
In the ‘State of the art’ section, we will briefly discuss the state of the art in 3D surface
reconstruction. In the ‘Methods’ section, we will present our system and our contribution
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with a method for preprocessing and postprocessing of the images adapted to the BCT
application.
The ‘Results and discussion’ section will provide examples of the 3D surface reconstruc-
tion with a realistic torso mannequin as well as a patient. We will show that our system
compared favorably with the Kinect system that is less expansive than our system but less
accurate.
Finally, we will conclude our study and present some ideas for future improvement.
State of the art
The third dimension plays a decisive role in the analysis of dynamic or static objects. The
ability to perform fast and accurate 3D reconstruction of an environment is central to
many applications. Computer graphics [10] uses 3D imaging to interact with the envi-
ronment and track people or objects in a scene. This innovation is also expanded in the
medical field. Indeed, motion can be analyzed like the respiratory gating [11] or detec-
tion of sleep apnea [12]. Over the past decades, this domain has seen an explosion of
implementation due to this advancement.
The 3D modeling methods can be divided into two classes: active and passive systems.
Active systems are systems that emit energy to retrieve information about the environ-
ment. The energy can be electromagnetic, infrared light, or acoustic waves. On the other
hand, a passive system only receives information from the surroundings without emitting
any specific signal. These methods require vision sensors (e.g., CCD cameras) to restore
the 3D shape [13].
We will briefly describe some of the main 3D imaging technologies, starting with the
method used in this paper.
Multiview stereoscopic reconstruction
In this passive technique, a depth measurement can be assessed from stereo matching by
using multiple camera views. We will focus here on binocular stereovision that emulates
human eyes.
Stereoscopy is a technique that reproduces the relief of a 3D world from at least two
2D images acquired at different angles. The reconstruction process will be detailed in the
‘Methods’ section.
Achieving 3D reconstruction using this method requires calibrated cameras [14]. The
main problem of this approach is that some of the computational steps are extremely
expensive. The image resolution depends on the density of points we are able to extract.
A significant volume of image processing is then needed to match stereoscopic pairs [15].
Salvi shows in his paper that the precision of reconstruction depends heavily on the
calibration method that is implemented [15]. We will later discuss additional significant
sources of errors that are typical of the BCT study.
Active systems
Active systems can be considered as a passive binocular stereoscopic system where one
of the cameras is replaced by a light transmitter projecting a known pattern.
Structured light For structured light, a transmitter replaces one of the cameras. A
structured light 3D scanner projects a known light pattern into the 3D space [9]. This
motif is then viewed by one or more cameras. The distortion of this pattern allows for
a reconstruction of the 3D environment. The system geometry is then retrieved via a
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calibration step in order to know the direction of the projected motif, the relative posi-
tion between the transmitter and the receiver, and also the observed position [16]. The
3D coordinates are then computed by an active triangulation method.
To sweep the object’s total surface, the system that consists of the camera and the pro-
jector can be shifted or rotated. Thus, the resolution of this method depends on the
scanning step, the projected pattern, and also the resolution of the camera. Often, the
accuracy of this method is better than a stereoscopic system [9].
Such systems provide high resolution and accurate reconstruction. However, the scan-
ning is not instantaneous which is a complication in our project given that we have to deal
with breathing patients. Also, the projected pattern might be close to infrared light. There
is also increased light absorption with darker skin results in suboptimal reconstruction.
In the gaming area, a structured light device has been developed by Microsoft: the
Kinect sensor. This sensor platform is a motion sensing system that features a RGB
camera to provide color to the reconstruction and a depth sensor which consists of an
infrared laser projector and a monochrome sensor. It generates a 640× 480 depth map at
30 Hz [17].
The Kinect works by projecting speckles at near-infrared frequencies, which coincide
with the known pattern [18]. To be accurate, the calibration between the projector and
the camera has to be known. Each point has a corresponding speckle. Their size and
shape depend on the distance and the direction to the 3D environment. The depth data
are computed by the triangulation of each speckle between the projected pattern and the
pattern observed by the camera.
While this device is inexpensive, the acquired data are very noisy [18] and contain many
‘holes’ where no depth has been computed. Furthermore, we have to deal withmotion blur
when the device is moved quickly. The optimal operation range is between 0.8 and 3.5 m.
This sensor was initially developed for gaming. However, many applications have been
developed around this tool. Cui et al. [19,20] proposed a method to capture a body model
just using the Kinect sensor. To deal with the low resolution and the random noise of the
camera, they implemented a super-resolution algorithm in which the color constraints
were taken into account. Tong et al. [21] also presented a scanning system to model
human bodies. They used several Kinects to capture different parts of the scene. Even
so, their approach needed to consider the interference phenomena and misalignments in
the registration steps. We will compare our solution using a stereoscopic system to this
technology in the ‘Results and discussion’ section.
Time-of-flight Time-of-flight (ToF) imaging refers to the measurement of depth by
quantifying the phase changes between the emitted light signal and the received once it
bounces back from objects in the scene [22]. This is equivalent to computing the travel
time between the light emission source and the received reflection. This method relies on
modulation and demodulation processes. An infrared wave is directed to the target and
the sensor detects the reflected light from the object.
For each pixel that encodes the depth map, the phase difference between the sent
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where
• c = 3.00 × 108 m.s−1 is the speed of the light,
• φ represents the computed phase difference,
• f corresponds to the signal frequency.
The quantity c2f is the maximum distance that can be measured without ambiguity
because of phase superimposition. The main advantage of this method is the need for
only one specific camera. Moreover, the high-energy light pulses are not very sensitive to
the background illumination.
Nevertheless, the accuracy depends on the object materials and colors since the IR light
will be absorbed or reflected differently. Hansard et al. [22] show large differences accord-
ing to the material properties: from 26.68± 10.95 mm root mean square error for diffuse
material object to 93.91±87.41 mm for specular material objects, and 131.07±73.65 mm
for translucent objects with subsurface scattering.
Teams are working on the use of such cameras in medicine. Platch et al. [24] and Le Fur
et al. [25] proposed a solution to position the patients during radiotherapy treatment by
implementing a registration framework. Wentz et al. [26] and Scaller et al. [27] achieved
systems tracking the patient surface deformation due to breathing in radiotherapy. Falie
et al. [12] used ToF cameras to detect sleep apnea instead of using sensors on patients.
In our pilot study, the cost of such device was not appealing. We will next present our




As mentioned earlier, stereoscopic reconstitution is a process that allows us to assess the
third dimension from a stereoscopic pair of images. This technique is divided into three
main stages. First, the system is calibrated to determine the intrinsic and extrinsic param-
eters (stage 1). The intrinsic parameters characterize the camera properties (e.g., focal
lengths, optical center), while the extrinsic parameters describe the relative position and
orientation of the two cameras. Then, points from one view have to be matched to points
from the other view (stage 2). Finally, the 3D coordinates are computed (stage 3).
To mathematically formalize the geometric algorithm, three different coordinate sys-
tems are used (Figure 1):
• (X,Y ,Z), the 3D object coordinate system,
• (x, y, z), the camera coordinate system,
• (u, v), the image coordinate system.
Homogeneous coordinates are employed because they are more relevant in projective
geometry and allow us to define a transformation between two frameworks with matrix
multiplication.
Calibration of the stereoscopic system is a crucial step where the relation between the
real world and the digital image coordinates is estimated. The accuracy of this phase will
highly affect the final 3D reconstruction [15]. First and foremost, the intrinsic parameters
are computed. They characterize the mapping of an image point to image coordinates in
each camera. Then, the extrinsic parameters are gauged. They describe the relative posi-
tion and orientation of the two cameras. Finally, we can use the pinhole camera model.
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Figure 1 Overview of the coordinate systems for stereoscopy.
However, real lenses usually present some distortions. Therefore, the above model is
extended by adding radial and tangential distortion coefficients [28].
To solve the system of equations for the calibration problem, we can use a chessboard
because its geometry is well known. To figure out the position of a corner, we need to
know the number of rows and columns the chessboard has and the size of each square.
The corners are easy to detect using computer vision algorithms.
The next and most difficult challenge is stage two: searching for corresponding points
in a stereoscopic pair. Some occlusions may appear, for example
• a 3D point is only depicted in one image,
• an object may hide another one in one of the views,
• points can be in a different order and distance changes from one image to the other.
Imprecise mapping leads to an erroneous 3D reconstruction. Many algorithms have been
implemented to match points from both images. Among these methods, one solution
would be to extract feature points (e.g., corners) from both images and match them [29].
Another technique suggests a well-known correlation method between two rectangular
windows. One is fixed in the first image, and the second is shifted in the second image
until the maximum correlation between both windows is reached [30].
Our stereoscopic system is calibrated so that the epipolar constraint can be applied.
Epipolar geometry is a notable tool. The epipolar constraint assures that corresponding
points are constrained to lie along conjugate epipolar lines. Thus, this reduces the search
from 2D to 1D. The point matching can still be simplified by rectifying the stereoscopic
pair. Each image is subject to a transformation such that epipolar lines become collinear
and parallel to the x-axis of the image, which is equivalent to mapping the epipoles to
infinity. Therefore, for each point of the left image, we only need to look along the same
row in the right image.
The third and last stage is straightforward. Once the images are rectified and the
mapping finished, the passive triangulation method provides the 3D coordinates.
Contribution
We built a low-cost stereoscopic system. It was made of two D70s Nikon cameras, a video
projector, and a laptop to project black and white stripes (see Figure 2). The choice of
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Figure 2 Our stereoscopic system. Our stereoscopic system is made up of two D70s Nikon cameras, a
high-resolution video projector, and a laptop.
the camera did not matter, as we were able to use any digital reflex camera that provided
6 megapixels or more.
However as mentioned earlier, we found out that a classical approach of stereoscopic
restitution did not work with the adequate level of resolution for our BCT application.
The patients’ skin was uniform, so the mapping process became almost impossible in
stage 2, no matter how precise the calibration in stage 1. Using the idea of structured
light [31], we decided to project vertical stripes on the patient in order to match points in
an easier and robust way. Next, pictures of this scene were then acquired simultaneously
by the two cameras. We will describe successively the preprocessing and postprocessing
steps we implemented to achieve an accurate reconstruction.
Preprocessing
The major challenge was to design an image processing algorithm that properly seg-
mented the projected stripes. A simple threshold algorithm was not adequate. In fact, the
video projector provided highly non-homogeneous illumination. The intensity of the light
was concentrated in the middle of the beam and decreased as a function of the distance
to the center of the projected beam.
By displaying a cross section of the acquired image, we observed that the light saturated
at the middle of the image, and its intensity decayed sharply as the distance from the
middle increased. This explained how a simple threshold would not be appropriate. To
correct this result, the image bias was corrected. Thus, the slope of the signal on either
side of the large black line was computed. In Figure 3, the magenta and cyan lines show
the slope on the left and right sides, respectively. Then, the intensity of each pixel on the
image was corrected such that the slope become horizontal.
This initial solution gave overall reliable detection of the stripe lines. Nonetheless, the
segmentation of the vertical line edge failed in several areas such as around the nipples,
at scar locations, or at other particular spots on the skin such as birthmarks.
We took advantage of the fact that the projected lines on the image could be interpreted
as an ideal periodic rectangular signal. The Fourier transform (FT) for the rectangular
function is a sine cardinal (sinc).
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Correction of the image bias
Figure 3 Cross section of a commonly acquired image proving the intensity of the light is not uniform.
We will illustrate our technique with the image acquired on a mannequin repre-
senting a realistic woman torso. The Fourier transform on the image is shown in
Figure 4. The black circle on the plot coincides with the main spike of the sine cardinal
in 1D.
The edge of the signal is equivalent to high frequencies in the Fourier domain. The idea
was to delete as much as of the projected lines as possible and hence construct a low-
pass filter. Consequently, high frequencies of the temporal signal were set to zero, which
conformed to a simple Gaussian function. The corresponding frequencies in the image
were also set to zero. Finally, the inverse Fourier transform (IFT) was applied on both
signals. The IFT of a Gaussian is also a Gaussian which explains the blurred image reached
by computing the IFT of the image FT after removing high frequencies. The substraction
of the above result from the original gray scale image matched with a high-pass filter gave
us the result in Figure 5.
Fourier tranform











Figure 4 Fourier transform. Result of the Fourier transform on the image where the black circle exhibits the
main spike of the sinc.
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Original grayscale image











Blurred image without the projected lines

























Figure 5 Result after substraction. (a) Original gray scale image. (b) Blurred image. (c) Result of the image
substraction that affords a clear image to process.
This observation produced excellent line detections, but needed to be refined further
in terms of image filtering.
The most effective tool that we found for the task was the Gabor filter [32]. It is known
as an edge scale detection filter in image processing. This filter is a linear filter whose
impulsion response is a sine curve modulated by a Gaussian. The goal of this filter is to
pick out, in the Fourier domain, the set of frequencies which pattern the region of interest.
Figure 6 demonstrates the outcome of this filter. At this point, a threshold provides the
final segmentation.
Result of the Gabor filtering












Figure 6 Achieved image after applying the Gabor filter (a) and final segmentation retrieved by
thresholding (b).
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3D coordinate computation
Wewere now able to use the processed images to run the 3D reconstruction computation.
The calibration of the camera had been done with a chessboard to complete stage 1 of the
algorithm.
To fulfill stage 2, these images were rectified in order to reach parallel and horizontal
epipolar lines. As explained above, this rectification reduced the degree of complexity. A
point in the left image and its corresponding point in the right image are on the same
horizontal line, having the same y-coordinate.
In order to map stereoscopic pairs from the two images, a landmark was used. This
landmark was defined as the largest vertical black line. It stood roughly near the middle
of both images acquired by the stereotactic system. The position of this line was gauged.
Then, we assumed that the closest line from the landmark in the left image was also the
closest from the landmark in the right image and so forth. This completed the second
stage of the algorithm.
Finally, from the known intrinsic and extrinsic parameters of our stereoscopic system,
the 3D coordinates of a cloud of points laying at the surface were computed as explained
above.
Postprocessing
The set of points obtained from the 3D reconstruction was still affected by some numer-
ical imperfection from the segmentation algorithm. We could assume, however, that the
surface of the breast was a relatively smooth surface. We used a fourth-order filter devel-
oped byGottlieb and Shu [33] in numerical analysis to remove that noise without affecting
the overall numerical accuracy of the reconstruction. This applied filter is expressed as
follows:
σ() = y4 (35 − 84y + 70y2 − 20y3) (2)
where y = 0.5(1 + cos(π)).
This filter was applied in the vertical direction y only, i.e., ‘column wise’ for the depth
map.
To fulfill the high order of accuracy provided in theory by this numerical technique,
the underlying function to be filtered needs to be itself a smooth periodic function. We
subtracted a first-order polynomial shift as in [34] to make the y-signal a C1-periodic
function. We then applied the filter and added back the shift to remove only the high-
frequency noise. This concludes the description of our modified algorithm for the 3D
surface reconstruction. We next report on the result obtained with this method.
Results and discussion
Performance of the system
We used this system with our first patient enrolled in our BCT study. The patient was
seated upright in a comfortable chair. Our cameras and video projector system were
mounted on a small piece of furniture that could easily slide on the floor. The picture
taking process took only a few minutes and did not interfere significantly with the stan-
dard clinical exam by the surgeon. We should also mention that the room for the clinical
exam was small and had very standard lighting conditions. We did not use the flash and
obtained pictures with a 3, 008 × 2, 000 resolution.
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The reconstruction process was relatively tedious because of different spots on our
patient’s body (e.g., birthmarks, scars, radiotherapy landmarks) thereby impeding line
detection. It gave us the surface in Figure 7. This 3D reconstruction seemed relatively
realistic, but presented defects at the area below the breast where illumination condition
was rather poor. Another problem arose in line discontinuities in the images just under
the breast. A solution to this problem was to cut the image into two parts (the superior
one and the inferior one) by following the curve described by the points of discontinuity
and to separately reconstruct these two parts.
Typically, the reconstruction took on the order of an hour of computing on a standard
PC. Initially, additional time was needed on a case by case basis if the segmentation was
not performed properly and/or the image quality was poor.
It turned out that this first patient in the BCT study came out of surgery with no visual
cosmetic defect at all. Nevertheless, this reconstruction could be used to accurately mea-
sure volume change and global change on the breast lift related to inflammation or change
in tissue stiffness that often accompanies the natural healing process. Due to our specific
clinical conditions and breathing motion, it was not possible to get a true measurement
of the surface depth on this first patient.
To rigorously validate our model, we decided to use a rigid mannequin to obtain an
accurate measure of the numerical error with the reconstruction.
Validation (VS Kinect)
We acquired a plastic mannequin of a woman torso that had realistic dimension. We
manually introduced a defect on the left breast that is similar to what might be observed
with a significant size lumpectomy on a small breast (see Figure 8).
We did a 3D reconstruction of this mannequin with both our system and a Kinect.
For the Kinect, we used RecFusion, an open-source software implemented by a German
company. It offers a solution to generate a 3D reconstruction. Their software is based on
the KinectFusion approach with some modifications detailed in [17]. The depth images
acquired from the Kinect are registered to the current 3D reconstruction using the
a b
Figure 7 Reconstruction of the first patient. Results for the patient’s right breast 3D reconstruction (a) in
the coronal plane and (b) in the sagittal plane.
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a b
Figure 8 Reconstruction of a mannequin. Results for the mannequin 3D reconstruction. (a) Overall view.
(b) View showing the artificial defect on the breast.
iterative closest point (ICP) algorithm. Once registered, the current 3D reconstruction
was updated using the new depth measurements. Before the acquisition, a voxel reso-
lution can be fixed as well as the reconstruction volume. To get a reasonably accurate
reconstruction, the acquisition lasts at least 10 s, during which the model has to rotate to
allow a new view of the sensor. The Kinect can also be shifted to scan the whole model.
When the reconstitution is complete, the scan is stopped. Then, postprocessing is done
to change the mesh visualization, remove small disconnected parts, or smooth the out-
come.We noted that this time lengthy data acquisitionmethod will not work directly with
a patient due to breathing motion.




Figure 9 Reconstruction with Microsoft Kinect processed by RecFusion (a, b).
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The result obtained with our system looks relatively good. However, in designing our
multiscale BCTmodel of cosmetic outcome [6], we need rigorous quantitative assessment
on shape and volume that reflect the potential tissue lost and change of stiffness of the
breast post-surgery.
We then decided to follow this simple protocol: we took a side view of the mannequin
with a high-definition digital camera and extracted the two-dimensional contour of the
torso. The error on this segmentation was expected to be on the order of 2 pixels, which
was about 0.73 mm.
We projected our 3D reconstruction with both the Kinect and stereoscopic system on
the same plan. We could then compare the contour of the torso in the same plan of
projection with the segmentation result of the side view image.
The result is given in Figure 10. It showed that while the result with the Kinect looked
visually quite good, the global error was significantly larger than that of our system. The








































the Kinect reconstruction (green) and the stereoscopic reconstruction (red)
a
b
 and the stereo reconstruction (red)
Figure 10 Comparative evaluation. (a) Comparison of the cross section between the actual mannequin
(blue curve), the Kinect reconstruction (green curve), and the stereoscopic reconstruction (red curve). (b)
Error for the Kinect reconstruction (green curve) and the stereoscopic reconstruction (red curve).
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error in the region of interest with our system from top to bottom of the breast was about
2 mm in maximum norm. We can still observe a somewhat larger error below the breast,
as noticed with our patient result. One can also observe that the high-frequency oscilla-
tions in the error curves are actually coming from the segmentation imperfection of the
2D side view used for validation. Those oscillations are indeed negligible compared to the
overall error obtained with our system.
Conclusions
We designed a robust and affordable system to capture the 3D shape of a breast cancer
patient torso in order to compare the clinical observations to the long-term multiscale
prediction of breast conservative therapy outcome done in our lab (see Garbey et al. [6]).
The accuracy of this system and data processing was validated on a torso model with a
2 − mm accuracy and a distance on the order of 1.3 m from the model. This level of
accuracy is adequate for our clinical study. Potential improvements for such a device relies
first on improved equipment. It would be advantageous to use a high-quality overhead
projector with more contrast than our system and better lightening conditions than the
standard one we have in the clinic. The use of additional cameras will add a broader field
of view reconstruction and useful redundancy without penalizing the elapse time for the
acquisition. An alternative would be to combine the Kinect output for a global view of the
torso and a local stereotactic reconstruction with our system of the breast that would be
unsensitive to breathing motion artifact.
Our main contribution in this article is the new preprocessing and postprocessing
algorithms we applied on structured images to accurately recover the 3D surface of the
skin.We speculate that these algorithmic improvements can be advantageous to a broader
set of image acquisition devices than our basic stereotactic hardware solution.
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