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Abstract
In this paper, we extend the method for 3tting functions on the sphere, described in Lyche and Schumaker
(SIAM J. Sci. Comput. 22 (2) (2000) 724) to the case of nonuniform knots. We present a multiresolution
method leading to C1-functions on the sphere, which is based on tensor products of quadratic polynomial
splines and trigonometric splines of order three with arbitrary simple knot sequences. We determine the de-
composition and reconstruction matrices corresponding to the polynomial and trigonometric spline spaces. We
describe the tensor product decomposition and reconstruction algorithms in matrix forms which are convenient
for the compression of surfaces. We give the di9erent steps of computer implementation and 3nally we present
a test example by using two knot sequences: a uniform one and a sequence of Chebyshev points.
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Wavelets have proven to be powerful bases for numerical analysis and signal processing. Their
power lies in the fact that they only require a small number of coe>cients to represent accurately
general functions and large data sets. This allows compression and e>cient computation. Classically,
wavelet constructions have been employed on in3nite domains such as the real line R and plane R2,
see [1–4]. Since most practical computations are con3ned to 3nite domains, a number of boundary
constructions have also been developed, see [5–7,9,19]. During the last years there has been a
great interest on wavelet constructions on closed manifolds, where the two-dimensional sphere has
to be considered as example of central importance for many applications, see [8,13,16,18,20,23].
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Some of the common applications are computer graphics, meteorology as well as medical problems
due to the spherelike structure of organs.
Let S be a closed and bounded surface in R3 which is topologically equivalent to a sphere, i.e.,
there exists a one to one mapping of S onto the unit sphere. In many applications, one needs to
construct a function F de3ned on S and which satis3es
F(Pi) ≈ ri; i = 1; : : : ; d;
where r1; : : : ; rd are given real numbers and P1; : : : ; Pd are points on S. The construction of F is
done so that its associated surface SF ={F(s) s; s∈ S} has at every point a tangent plane that varies
continuously over the surface SF .
Using modi3ed spherical coordinates, the problem of the construction of F , can be reduced to one
of the corresponding function f de3ned on a rectangular domain. Indeed, without loss of generality,
if we assume that S is the unit sphere, then it can be identi3ed with the rectangle R= I × T , where
I = [− =2; =2] and T = [0; 2], by the mapping  : R→ S such that (; )= (z1; z2; z3)∈ S, where
z1 = cos  cos, z2 = cos  sin, and z3 = sin .
The associated surface of the polar coordinates representation f of F , de3ned on R by f=F ◦, is
identical to that of F , i.e., SF=Sf={f(; )(; ); (; )∈R}. But, it is easy to see that properties
of smoothness of f de3ned on R are not equivalent to those of its corresponding closed surface Sf.
The transformation  maps each of the edges {(−=2; ); ∈ [0; 2]} and {(=2; ); ∈ [0; 2]} of
R to one point of S called respectively the south and the north pole. So, a function de3ned on R is
well de3ned on the entire sphere S if and only if it is 2-periodic in  and has constant values at
these two points.
The surface SF is of class C1 if f∈C1(R) and satis3es the following conditions:
f(; 0) = f(; 2); −
2
6 6

2
; (1)
9f
9 (; 0) =
9f
9 (; 2); −

2
6 6

2
; (2)
f
(
±
2
; 
)
= c±; 066 2; (3)
9f
9 f
(
±
2
; 
)
= a± cos+ b± sin; 066 2; (4)
where a±; b±, and c± are constants (see [7,11]).
Conditions (1) and (2) provide the 2-periodicity of f in  which is necessary with (3) for F
to be de3ned and continuous on the entire sphere S and SF has everywhere except at the poles a
tangent plane that varies continuously. Finally, conditions (4) allow a continuously varying tangent
plane at the poles of S.
Now, if we put F := {f∈C1(R) and conditions (1)–(4) hold}, then the problem of 3nding
F such that SF is of class C1 which satis3es F(Pi) ≈ ri, 16 i6d, becomes equivalent to 3nd
f∈F which satis3es f(i; i) ≈ ri, 16 i6d, where (i; i) are the polar coordinates of Pi, i.e.,
(i; i) = Pi.
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Since the problem is now poised on a rectangular domain, it is natural to use tensor-products
for the construction of an approximating function f˜ of the form:
f˜(; ) =
n∑
i=1
n˜∑
j=1
C(i; j)vi() v˜j(); (5)
where {v1(); : : : ; vn()} (resp. {v˜1(); : : : ; v˜n˜()}) is a linearly independent set of functions on I
(resp. on T ).
Various choices for vi and v˜j have been introduced in the literature, see [10,12,18,21]. The obvious
one for both sets would be polynomial B-splines, but with this choice, especially for v˜i, it becomes
impossible to enforce conditions (4), because cos and sin cannot be expressed in terms of poly-
nomial splines. Thus, conditions (4) can only be approximate. To remedy this problem, Schumaker
and Traas [22] have chosen for v˜j the periodic trigonometric B-splines of order three and for vi the
algebraic quadratic B-splines.
In many applications, we often encounter very large data sets, and to get good 3ts using tensor
product splines of the form (5), a large number of knots is required, resulting in many basis func-
tions and many coe>cients. Since two spline spaces are nested if their knot sequences are nested,
one way to obtain a more e>cient 3t without sacri3cing quality of approximation is to look for
a multiresolution representation of (5), i.e., to decompose it into splines on coarser meshes and
corresponding detail terms.
Recently, Lyche and Schumaker [16] presented a multiresolution decomposition of f˜, which is
based on tensor products of polynomial and trigonometric splines of order three associated with
uniform knots. Unfortunately, in general, the data sets are not uniformly spaced, so that, it is more
interesting to use nonuniform knots. For this reason, we extend here their method to the case of
arbitrary simple knot sequences.
The paper is organized as follows. In Section 2, we determine the decomposition and reconstruction
matrices corresponding to the polynomial and trigonometric spline spaces. In Section 3, we describe
the general tensor product decomposition and reconstruction algorithms in matrix form which are
convenient for the compression of the surfaces. We devote Section 4 for details on the implementation
of algorithms. Although the algorithms and their implementation are similar to those given in [16],
the techniques used here for the computation of the entries of matrices are di9erent. Finally, in
Section 5, we present a test example using two knot sequences: a uniform one and a sequence of
Chebyshev points.
1. Polynomial spline wavelets
Let xk = {xki }nk+3i=1 be the nested sequence of knots de3ned by
−
2
= xk1 = x
k
2 = x
k
3 ;
xki ¡ x
k
i+1 for i = 3; : : : ; nk ;
xknk+1 = x
k
nk+2 = x
k
nk+3 =

2
;
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where nk =3× 2k +2. Then, the associated classical quadratic B-splines {vi;k ; i=1; : : : ; nk} provide
a basis for the space of spline functions Vk =S3(I; xk) of order three de3ned on I with the knot
sequence xk . If we choose the knot sequence xk−1 from xk as follows:
−
2
= xk−11 = x
k−1
2 = x
k−1
3 ;
xk−1i = x
k
2i−3 for i = 4; : : : ; nk−1;
xk−1nk−1+1 = x
k−1
nk−1+2 = x
k−1
nk−1+3 =

2
;
then it is clear that xk−1 ⊂ xk and therefore Vk−1 ⊂Vk .
The following result gives the re3nement equation:
Theorem 1. The B-splines {vi;k ; 16 i6 nk} satisfy the re5nement equation:
vk−1 = Pk vk ; (6)
where vk = (v1; k ; : : : ; vnk ;k)
T and the re5nement matrix Pk = (pk;i; j)16i6nk−1
16j6nk
is given by
• pk;1;1 = 1, pk;1;2 = x
k−1
4 −xk4
xk−14 +

2
and pk;1; j = 0, for j ∈ {1; 2}.
• pk;2;2 = x
k
4+

2
xk−14 +

2
, pk;2;3 =
xk−15 −xk4
xk−15 +

2
, pk;2;4 =
xk−15 −xk6
xk−15 +

2
, and pk;2; j = 0, for j ∈ {2; 3; 4}.
• For i = 3; : : : ; nk−1 − 2, we have:
pk;i;2i−3 =
xk2i−2−xk−1i
xk−1i+2 −xk−1i
, pk;i;2i−2 =
xk2i−xk−1i
xk−1i+2 −xk−1i
, pk;i;2i−1 =
xk−1i+3 −xk2i
xk−1i+3 −xk−1i+1
, pk;i;2i =
xk−1i+3 −xk2i+2
xk−1i+3 −xk−1i+1
and pk;i; j = 0, for
j ∈ {2i − 3; 2i − 2; 2i − 1; 2i}.
• pk;nk−1−1;nk−3=
xknk−2
−xk−1nk−1−1

2−x
k−1
nk−1−1
, pk;nk−1−1;nk−2=
xknk−x
k−1
nk−1−1

2−x
k−1
nk−1−1
, pk;nk−1−1;nk−1=

2−xknk

2−x
k−1
nk−1
, and pk;nk−1−1; j=0,
for j ∈ {nk − 3; nk − 2; nk − 1}.
• pk;nk−1 ;nk−1 =
xknk−xk−1nk−1

2−x
k−1
nk−1
, pk;nk−1 ;nk = 1 and pk;nk−1 ; j = 0, for j ∈ {nk − 1; nk}.
Proof. Since Vk−1 ⊂Vk , we have vi;k−1()=
∑nk
j=1 pk;i; j vi; k(), and using the fact that supp vi;k =
[xki ; x
k
i+3], it is easy to determine the expressions of coe>cients pk;i; j for 16 i6 nk−1 and
16 j6 nk .
Now, letWk−1 be the orthogonal complement of Vk−1 in Vk , i.e., Vk=Vk−1⊕Wk−1. It is clear
that dimWk−1 = dimVk − dimVk−1 = n˜k−1 = m 2k−1. Let  k−1 = { k−1i }n˜k−1i=1 be the subsequence
of xk such that  k−1 ∪ xk−1 = xk , so  k−1i = xk2i−1. From [14], there exits for each  k−1i one wavelet
wi;k−1 with minimal support.
Theorem 2. The family {wi;k−1; i = 1; : : : ; n˜k−1} form a basis for the wavelet space Wk−1 and
satis5es the following equation:
wk−1 = Qk vk ; (7)
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where wk−1 = (w1; k−1; : : : ; wnk−1−2;k−1)T and the coe9cients of the matrix Qk = (qk;i; j)16i6nk−1−2
16j6nk
can be computed as follows:
(i) For i = 1; 2:
wi;k−1() = ci det


〈v1; k−1; vi; k〉 〈v1; k−1; vi+1; k〉 · · · ¡v1; k−1; v2i+4; k〉
...
...
...
...
〈vi+4; k−1; vi; k〉 〈vi+4; k−1; vi+1; k〉 · · · 〈vi+4; k−1; v2i+4; k〉
vi;k() vi+1; k() · · · v2i+4; k()


=
2i+4∑
j=i
qk;i; j vj; k():
(ii) For i = 3; : : : ; nk−1 − 4:
wi;k−1() = ci det


〈vi−2; k−1; v2i−3; k〉 〈vi−2; k−1; v2i−2; k〉 · · · 〈vi−2; k−1; v2i+4; k〉
...
...
...
...
〈vi+4; k−1; v2i−3; k〉 〈vi+4; k−1; v2i−2; k〉 · · · 〈vi+4; k−1; v2i+4; k〉
v2i−3; k() v2i−2; k() · · · v2i+4; k()


=
2i+4∑
j=2i−3
qk;i; j vj; k():
(iii) For i = nk−1 − 3; nk−1 − 2:
wi;k−1() = ci det


〈vi−2; k−1; v2i−3; k〉 〈vi−2; k−1; v2i−2; k〉 · · · 〈vi−2; k−1; vnk−1+i;k〉
...
...
...
...
〈vnk−1 ;k−1; v2i−3; k〉 〈vnk−1 ;k−1; v2i−2; k〉 · · · 〈vnk−1 ;k−1; vnk−1+i;k〉
v2i−3; k() v2i−2; k() · · · vnk−1+i;k()


=
nk−1+i∑
j=2i−3
qk;i; j vj; k():
Proof. Since  k−1 is the subsequence of xk such that xk =  k−1 ∪ xk−1, we deduce from [14] that
there exits for each  k−1i one wavelet wi;k−1 with minimal support [xkli ; x
k
ri ]. The integers li and ri
are determined in order to satisfy the conditions of Proposition 4.1 given in [14]. Then, we obtain
the following values of li and ri:
li = i and ri = 2i + 7 if 16 i6 2;
li = 2i − 3 and ri = 2i + 7 if 36 i6 n˜k−1 − 2;
li = 2i − 3 and ri = nk−1 + 3 + i if n˜k−1 − 16 i6 n˜k−1:
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Remarks.
(i) The constants ci are chosen such that ‖wi;k−1‖= 1.
(ii) It is easy to check that the wavelets wi;k−1 satisfy:∫ 
2
−2
 lwi;k−1() d= 0 for l= 0; : : : ; 2;
wi;k−1
(
± 
2
)
= 0; i = 2; : : : ; n˜k−1 − 1; (8)
and
9
9 wi;k−1
(
± 
2
)
= 0; i = 3; : : : ; n˜k−1 − 2: (9)
2. Periodic trigonometric spline wavelets
Let tl = {tli }n˜l+mi=2−m be the periodic partition of T = [0; 2], de3ned by:
0 = tl1¡t
l
2¡ · · ·¡tln˜l ¡ tln˜l+1 = 2;
tln˜l+i = t
l
i + 2 for i = 1; : : : ; m;
tl−i = t
l
n˜l−i − 2 for i = 0; : : : ; m− 2;
where n˜l = m 2l, with l and m are positive integers.
Let T1;m; tl ; : : : ; Tn˜;m; tl be the trigonometric B-splines of order m = 2q + 1 de3ned on the knot
sequence tl. They are de3ned through the recurrence relation (see [17]):
Ti;1; tl() =
{
1 if tli 6¡t
l
i+1;
0 otherwise
and for m¿ 2:
Ti;m; tl() =
s(− tli )
s(tli+m−1 − tli )
Ti;m−1; tl() +
s(tli+m − )
s(tli+m − tli+1)
Ti+1;m−1; tl();
where s() = sin(=2) and c() = cos (=2). These B-splines have properties analogous to those of
the polynomial B-splines. In particular, we recall that each Ti;m; tl is positive and is supported on the
interval [tli ; t
l
i+m]. Moreover, the family {T l1;m; : : : ; T ln˜;m} form a basis for the space
S˜m(T; tl) = {s˜∈Cm−2(T ) : s˜|[tli ;tli+1] ∈Pm};
where
Pm =
{ {1; c(2); s(2); : : : ; c(2q); s(2q)} if m= 2q+ 1;
{c(); s(); : : : ; c((2q− 1)); s((2q− 1))} if m= 2q:
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The basis of 2-periodic trigonometric B-splines of order three with the knot sequence tl are de3ned
by
v˜i; l() = Ti;3; tl() for i = 1; : : : ; n˜l − 2;
v˜i; l() = Ti;3; tl() + Ti;3; tl(+ 2); for i = n˜l − 1; n˜l:
Let V˜l be the space spanned by the family {v˜1; l; : : : ; v˜n˜l;l}.
From tl, one can de3ne tl−1 as follows:
tl−1i = t
l
2i−1 for i = 1; : : : ; n˜l−1;
tl−1n˜l−1+i = t
l−1
i + 2 for i = 1; 2; 3;
tl−1−i = t
l−1
n˜l−1−i − 2 for i = 0; 1:
Then, it is clear that tl−1 ⊂ tl and therefore V˜l−1 ⊂ V˜l. The following result gives the re3nement
equation for the trigonometric case:
Theorem 3. The B-splines {v˜i; l; 16 i6 n˜l} satisfy the re5nement equation:
v˜l−1 = P˜l v˜l; (10)
where v˜l = (v˜1; l; : : : ; v˜n˜l;l)
T and the re5nement matrix P˜l = (p˜l;i; j)16i6n˜l−1
16j6n˜l
is de5ned by
For i = 1; : : : ; n˜l−1:
• p˜l;i;2i−1 = s(t
l
2i−tl−1i )
s(tl−1i+1 −tl−1i )
,
• p˜l;i;2i = s(t
l
2i+2−tl2i)
s(tl−1i+1 −tl2i)
[
s(tl−1i+1 −tl−1i )
s(tl−1i+2 −tl−1i )
− s(tl2i−t
l−1
i )
s(tl−1i+1 −tl−1i )
: s(t
l
2i+2−tl−1i+1 )
s(tl2i+2−tl2i)
]
,
• p˜l;i;2i+1 = s(t
l
2i+4−tl2i+2)
s(tl2i+4−tl−1i+2 )
[
s(tl−1i+3 −tl−1i+2 )
s(tl−1i+3 −tl−1i+1 )
− s(t
l−1
i+3 −tl2i+4)
s(tl−1i+3 −tl−1i+1 )
: s(t
l−1
i+2 −tl2i+2)
s(tl2i+4−tl2i+2)
]
,
• p˜l;i;2i+2 = s(t
l−1
i+3 −tl2i+4)
s(tl−1i+3 −tl−1i+1 )
,
and p˜l;i; j = 0 for j ∈ {2i − 1; 2i; 2i + 1; 2i + 2}, with p˜l;i; n˜l+& = p˜l;i; & for &= 1; 2.
Proof. Since V˜l−1 ⊂ V˜l and suppTi;3; tl = [tli ; tli+3], we have for 16 i6 n˜l−1:
v˜i; l−1() =
2i+2∑
j=2i−1
p˜l;i; j v˜j; l(): (11)
For  = tl2i, we obtain v˜i; l−1(tl2i) = p˜l;i;2i−1 v˜2i−1; l(tl2i), so from the expressions of v˜i; l−1 and v˜2i−1; l
we deduce the value p˜l;i;2i−1. To determine p˜l;i;2i, we compute equation (11) at  = tl2i+1, and we
get v˜i; l−1(tl2i+1) = p˜l;i;2i−1 v˜2i−1; l(tl2i+1) + p˜l;i;2i v˜2i; l(tl2i+1). Then, by using the expressions of v˜i; l−1
and v˜j; l, j = 2i − 1; 2i, we deduce the value of p˜l;i;2i.
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Similarly, by computing equation (11) at tl2i+4 and t
l
2i+3, we determine the values of p˜l;i;2i+2 and
p˜l;i;2i+1 respectively.
Let W˜l−1 be the orthogonal complement of V˜l−1 in V˜l, i.e., V˜l=V˜l−1⊕W˜l−1. It is clear that
dim W˜l−1 = n˜l−1. As for the polynomial spline wavelets, we deduce from [15] that there exists, for
each 16 i6 n˜l−1, one trigonometric spline wavelet w˜i; l−1 ∈W˜l−1 with minimal support. Moreover,
the family {w˜i; l−1; i = 1; : : : ; n˜l−1} form a basis of W˜l−1, and we have:
Theorem 4. The wavelets {w˜i; l−1; 16 i6 n˜l−1} satisfy the equation:
w˜l−1 = Q˜lv˜l; (12)
where w˜l−1 = (w˜1; l−1; : : : ; w˜n˜l−1; l−1)T and the coe9cients of the matrix Q˜l = (q˜l;i; j)16i6n˜l−1
16j6n˜l
are
determined by
For i = 1; : : : ; n˜l−1:
w˜i; l−1() = c˜i det


〈v˜i−2; l−1; v˜2i−1; l〉 〈v˜i−2; l−1; v˜2i; l〉 · · · 〈v˜i−2; l−1; v˜2i+6; l〉
...
...
...
...
〈v˜i+4; l−1; v˜2i−1; l〉 〈v˜i+4; l−1; v˜2i; l〉 · · · 〈v˜i+4; l−1; v˜2i+6; l〉
v˜2i−1; l() v˜2i; l() · · · v˜2i+6; l()


=
2i+6∑
j=2i−1
q˜l;i; j v˜j; k();
with v˜n˜l+i;l = v˜i; l, for i = 1; : : : ; 6.
Proof. Let sl−1={sl−1i }n˜l−1i=1 be the subsequence of tl such that tl=sl−1∪tl−1. According to Proposition
4.1 in [15], there exists for each sl−1i one wavelet w˜i; l−1 with minimal support [tlli ; t
l
ri ]. The integers
li and ri are determined in order to satisfy the conditions stated in this proposition. Then, for each
16 i6 n˜l−1, we obtain li = 2i − 1 and ri = 2i + 9.
Remarks.
(i) The constants c˜i are chosen such that ‖w˜i; l−1‖= 1.
(ii) The wavelets w˜i; l−1 satisfy:
∫ 2
0
w˜i; l−1() d= 0;
∫ 2
0
c(2)w˜i; l−1() d= 0 and
∫ 2
0
s(2)w˜i; l−1() d= 0:
We are now in position to describe a multiresolution tensor spline method for 3tting functions on
the sphere.
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3. Tensor product decomposition and reconstruction algorithms
Let f˜k; l be an approximant of f in the tensor product space Vk ⊗ V˜l. Then
f˜k; l(; ) =
nk∑
i=1
n˜l∑
j=1
Ck;l(i; j) vi;k() v˜j; l()
which can be written in matrix form: f˜k; l = vTk Ck; l v˜l, where Ck;l = (Ck;l(i; j))16i6nk
16j6n˜l
. f˜k; l has the
orthogonal decomposition
f˜k; l = f˜k−1; l−1 + d
(1)
k−1; l−1 + d
(2)
k−1; l−1 + d
(3)
k−1; l−1;
where
f˜k−1; l−1 = vTk−1 Ck−1; l−1 v˜l−1 ∈Vk−1 ⊗ V˜l−1;
d(1)k−1; l−1 = v
T
k−1 D
(1)
k−1; l−1 w˜l−1 ∈Vk−1 ⊗ W˜l−1;
d(2)k−1; l−1 = w
T
k−1 D
(2)
k−1; l−1 v˜l−1 ∈Wk−1 ⊗ V˜l−1;
d(3)k−1; l−1 = w
T
k−1 D
(3)
k−1; l−1 w˜l−1 ∈Wk−1 ⊗ W˜l−1:
Let Gk = (〈vi;k ; vj; k〉)16i; j6nk , Hk = (〈wi;k ; wj;k〉)16i; j6n˜k−1 , G˜l = (〈v˜i; l; v˜j; l〉)16i; j6n˜l and H˜ l =(〈w˜i; l; w˜j; l〉)16i; j6n˜l be respectively the Gram matrices associated with the bases {vi;k}, {wi;k}, {v˜i; l}
and {w˜i; l}. The linear independence of these bases implies that the previous matrices are positive
de3nite and thus nonsingular. In addition, they are symmetric and are either banded or periodic
banded. More speci3cally, Gk and Hk are banded, while G˜k and H˜ l are periodic banded. Moreover,
it is easy to see that:
Hk−1 = QkGkQTk
and
H˜ l−1 = Q˜lG˜lQ˜Tl :
In order to compute the matrices Ck−1; l−1 and D
(r)
k−1; l−1, 16 r6 3, in terms of Ck;l and conversely,
we use the two following algorithms:
Theorem 5. (a) Decomposition algorithm:
Gk−1Ck−1; l−1G˜l−1 = PkBk;lP˜Tl ;
Gk−1D
(1)
k−1; l−1H˜ l−1 = PkBk;lQ˜
T
l ;
Hk−1D
(2)
k−1; l−1G˜l−1 = QkBk;lP˜
T
l ;
Hk−1D
(3)
k−1; l−1H˜ l−1 = QkBk;lQ˜
T
l ;
where Bk;l = GkCk;lG˜l.
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(b) Reconstruction algorithm:
Ck;l = PTk Ck−1; l−1P˜l + P
T
k D
(1)
k−1; l−1Q˜l + Q
T
k D
(2)
k−1; l−1P˜l + Q
T
k D
(3)
k−1; l−1Q˜l:
4. Implementation
Let f˜k; l be the spline approximant of a function f in the tensor product space Vk ⊗ V˜l de3ned
by its matrix coe>cients Ck;l of size nk × n˜l.
(i) Decomposition
In order to carry one step of the decomposition, we solve the systems given in Theorem 5(a) for
Ck−1; l−1 and D
(r)
k−1; l−1, 16 r6 3, and store them in the following matrix:
A=
[
Ck−1; l−1 D
(1)
k−1; l−1
D(2)k−1; l−1 D
(3)
k−1; l−1
]
:
To continue the decomposition, we repeat the procedure for the matrices Ck−j; l−j, 16 j6 , =
min(k; l)− 2. Then, the 3nal form of the matrix A is
A=


Ck−,; l−, D
(1)
k−,; l−,
D(2)k−,; l−, D
(3)
k−,; l−,
D(1)k−1; l−1
. . .
D(2)k−1; l−1 D
(3)
k−1; l−1


:
The entries of the matrices D(r)k−j; l−j, 16 j6 ,, and 16 r6 3, are the wavelet coe>cients.
The matrices Gk; Hk; Pk ; Qk ; G˜l; H˜ l; P˜l and Q˜l depend on the knot sequences which start with xk
and tl. Thus, they can be precomputed and stored. The techniques used here for the computation of
the entries of these matrices are di9erent from those given in [16], because we have used the arbitrary
simple knot sequences. So, Pk and P˜l can be computed by using Theorems 1 and 3, while those of
the matrices Gk; Hk; Qk ; G˜l; H˜ l; and Q˜l are computed by using appropriate quadrature formulas for
the approximation of the integrals.
(ii) Thresholding
At each step of the decomposition, many of the wavelet coe>cients are small, then to achieve
compression they can be removed through a thresholding process. For a given threshold -¿ 0, let
f˜ck; l be the compressed associated spline whose coe>cients are the entries of the matrix A which is
obtained after the thresholding process stated as follows:
Let hk=max06i6nk−3 (xki+1−xki ) and h˜l=max16i6n˜l (tli+1− tli ). At the jth step, we use a threshold
of -=max(hj−1; h˜j−1) for the coe>cients in D
(r)
k−j; l−j, r=1; 2, and a threshold of -=(hj−1h˜j−1) for the
coe>cients in D(3)k−j; l−j. To guarantee the continuously varying tangent plane of Sf˜ck; l at the poles,
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Table 1
Uniform knots
Step 0 1 2 3 4
# coef 37 248 10 574 4434 3400 3384
Table 2
Chebyshev knots
Step 0 1 2 3 4
# coef 37 248 10 600 4726 3712 3696
Table 3
Uniform knots
- 0 10−7 10−6 10−5 10−4 10−3 10−2 10−1 0:6
# coef 37 248 20 208 15 694 9636 5044 3384 2856 2568 2416
Table 4
Chebyshev knots
- 0 10−7 10−6 10−5 10−4 10−3 10−2 10−1 0:6
# coef 37 248 22 490 17 116 15 080 11 520 3696 2854 2554 2420
i.e., to keep the approximant f˜ck; l in F, in view of (8) and (9), we retain all coe>cients in the 3rst
two and last two lines of the above matrices.
(iii) Reconstruction
In order to carry out a reconstruction, we simply use Theorem 5(b) and the already stored matrices.
5. Example
Let f be the function de3ned on the rectangular domain R by
f(; ) =
3∑
i=1
(gi(; ))−1=2;
where
gi(; ) =
(
cos  cos
1i
)2
+
(
cos  sin
1i+1
)2
+
(
sin 
1i+2
)2
and (11; : : : ; 15) = (5; 1; 2; 5; 1) (see [10]).
It is easy to check that f is of class C1 and satis3es conditions (1)–(4).
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Fig. 1. Surfaces Sf˜6;6 .
Fig. 2. Surfaces Sf˜c6;6 for - = 0:001.
In order to construct an approximating function f˜ of f and its compressed form f˜c, and the
corresponding surfaces Sf˜ and Sf˜c , we have used a set of equally space knots and a set of Chebychev
knots.
If k = l=6, then the approximating function f˜6;6 is completely determined by the matrix C6;6 of
size 194 × 192, then with 37248 coe>cients. To test our algorithms, we performed decomposition
with thresholding values -= 0, -= 10−r ; r = 1; : : : ; 7 and -= 0:6.
Tables 1 and 2, show the results of a typical run with -= 10−3.
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Fig. 3. Surfaces Sf˜c6;6 for - = 0:6.
Using the 3rst knot sequence (resp. second knot sequence), we remark that 26 674 (resp. 26 648)
of the coe>cients are removed in the 3rst step of decomposition and after four steps we end up
with only 3384 (resp. 3696) of them.
Tables 3 and 4 give the number of compressed coe>cients, denoted by # coef, for each thresh-
olding -= 0, -= 10−r , r = 1; : : : ; 7 and -= 0:6.
The surfaces Sf˜6; 6 corresponding to the uniform knots and the Chebyshev knots are given in Fig. 1.
The surfaces corresponding to the values -= 10−3; 0:6 are given in Figs. 2 and 3.
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