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Photocurrents are calculated for a specially designed GaMnAs semiconductor heterostructure. The results
reveal regions in the infrared range of the energy spectrum in which the proposed structure is remarkably spin-
selective. For such photon energies, the generated photocurrents are strongly spin-polarized. Application of a
relatively small static bias in the growth direction of the structure is predicted to efficiently reverse the spin-
polarization for some photon energies. This behavior suggests the possibility of conveniently simple switching
mechanisms. The physics underlying the results is studied and understood in terms of the spin-dependent
properties emerging from the particular potential profile of the structure.
PACS numbers: 78.67.De, 85.75.-d, 75.50.Pp
Generation and control of spin-polarized carriers are
two basic ingredients required for a spintronic device.
Systems yielding these ingredients have been inten-
sively studied in the last few years.1–5 In particular, di-
luted magnetic semiconductors (DMS) have been un-
der renewed attention.6–12 The revival is due in part
to the evidence of the existence of ferromagnetism ob-
served in DMS with a consistent increase of the Curie
temperature.13–16 Recently, a study on laser-assisted
spin-polarized current in DMS heterostructures showing
the mechanisms that produce the spin-polarization and
the photocurrents induced by THz radiation has been
reported.17 The findings show a behavior of the photocur-
rent with an external magnetic field that evidences the
spin-polarization of the photocurrent.
Improvements of the growth techniques have been in-
creasing the potential for new designs based on III-V
DMS, like GaMnAs, for spin devices. Some advances,
like the significant increase of maximum Mn concentra-
tion which can be incorporated substitutionally,18–20 and
the understanding of GaAs-related structures give moti-
vation for new studies on GaMnAs structures.
In this work we propose a GaMnAs-based DMS nanos-
tructure that enables the generation of a spin-polarized
photocurrent and its control through a static electric field
(that we call “bias”) applied in the growth direction. We
investigate this system through the direct analysis of the
time-dependent solution of the Schro¨dinger equation for
the potential profile’s design in the presence of an oscil-
lating electric field playing the role of excitation photons
shed on the system. The photocurrent is calculated from
the full time-dependent solution and from the imaginary
a)Electronic mail: anibal@df.ufscar.br
-100
-50
0
50 10
-8 10-6 10-4
-50 -25 0 25 50
-100
-50
0
50
-50 -25 0 25 50
 
 
En
er
gy
 (m
eV
)
(a) (b) (c)
(d) (e) (f)
 
 
 
 
zero field
 
 
En
er
gy
 (m
eV
)
z (nm)
0 3 6 9 12
0
4
8
f 15
 (a
.u
.) 
 
Fs (kV cm
-1)
Spin 
 
Fs= 6 kVcm
-1
 (a.u.)
 
z (nm)
FIG. 1. (a) Spin ↓ potential profile of the structure for zero
electric field, showing the modulus squared wave functions.
(b) Absorption spectrum for the spin ↓ (solid black) and ↑
(dotted-red) for zero field. (c) Same as (a) for the spin ↑.
(d) Same as (a) for Fs = 6 kVcm
−1. (e) Same as (b) for
Fs = 6 kVcm
−1. (f) Same as (c) for Fs = 6 kVcm
−1. The
inset on the panel (e) presents the oscillator strength of the
transition between the spin ↑ ground state (E1) and the fifth
state (E5), showing a pronounced decrease for electric fields
around 6 kVcm−1.
time solution we are able to compute ground and excited
states’ properties, like energies and couplings. Thanks
to the special design of the quantum-well, varying the
bias yields control the oscillator strengths, directly affect-
ing the absorption probabilities. In addition, a design-
generated spin selectivity due to different potential pro-
2files for different spins, results in spin-dependent cou-
plings, leading to a spin dependent response to the exter-
nal bias, thus allowing the control of the photocurrent’s
spin polarization.
The potential profile of the proposed structure is de-
picted in Fig 1. It consists of a 30 nm thick quantum
well formed by two layers: a 21 nm thick GaAs layer,
adjacent to a 9 nm thick Ga0.91Mn0.09As layer. On the
left-hand side of the well, we include a wider barrier of
Al0.19Ga0.81As which is intended to block the electron
flux towards the left region, that can be different from
zero even in the absence of static biases. On the right-
hand side of the well, we include a 3 nm Al0.19Ga0.81As
narrow barrier, followed by a Al0.15Ga0.85As wide layer.
21
When a magnetic field is applied along the axis perpen-
dicular to the layers, it causes an energy splitting in the
DMS due to the well known Giant Zeeman Splitting.22
This is known to be caused by a hole-mediated sp-d ex-
change interaction between electrons and the local mo-
ments of the open d -shells in the Mn atoms,22,23 and
originates a spin-dependent effective potential.24
The photocurrent of a single electron (placed ini-
tially in the ground state of this effective potential)
is evaluated by a numerical approach that obtains the
full time depend state from the time-evolution operator
e−iH∆t/h¯,25,26 where ∆t is a small time increment and H
is the systems Hamiltonian, given by
H = −
h¯2
2m∗
d2
dz2
+ Vσ(z)− ez(Fs − Fd sinωt) +H‖(x, y),
(1)
wherem∗ is the electron effective mass, Fs is a static elec-
tric field produced by an external bias along z, and Fd
is the amplitude of a time-oscillating electric field with
frequency ω. In what follows h¯ω will be referred to as the
“photon energy”, Fd as the “photon field” amplitude and
Fs as the electric field amplitude. H‖(x, y) is assumed
to be translationally invariant within the x,y plane thus
its quantum numbers (which are Landau level indexes
in case) are conserved during the generation of the pho-
tocurrent. Vσ(z) is the spin-dependent potential given
by
Vσ(z) = V (z) +
5
3
N0ασzxeffJBJ
(
2µBB
kB(T + T0)
)
, (2)
where B = 5 T is the applied magnetic field, V (z) is the
bare structure’s potential profile along z, xeff = 0.018
is the effective Mn concentration, J = 52 the spin of the
Mn ions, σz = ±
1
2 corresponding to spin-up (σ =↑) and
-down (σ =↓) components, respectively. N0α = −0.27
eV is the sp − d exchange constant, BJ is the Brillouin
function, µB is the Bohr magneton, kB is the Boltzmann
constant and T0 = 12.5 K accounts for the Mn-Mn anti-
ferromagnetic interaction.24,27
Time evolution is achieved by using the split operator
method26
e−i(T+U)∆t/h¯ = e−iU∆t/2h¯e−iT∆t/h¯e−iU∆t/2h¯ +O(∆t3),
where T and U are the kinetic and potential energy op-
erators, respectively. Successive applications of the ex-
ponential operator brings the t = 0 wave function to
the time dependent wave function. Performing the time-
evolution in imaginary time for Fd = 0, yields the eigen-
states and eigenergies of the static potential.26 With this
numerical method, external static and dynamic fields are
treated exactly with arbitrary precision.
The photocurrent is obtained from the current density
Jσ(h¯ω, t) = ℜ
[
h¯
im∗
Ψ∗σ(h¯ω, z, t)
∂Ψσ(h¯ω, z, t)
∂z
]∣∣∣∣
zR
, (3)
where Ψσ(h¯ω, z, t) is the time-evolved wave function for
the component σ and zR = 45 nm is a position taken
far outside the confining region. The current density
Jσ(h¯ω, t) is integrated in time to give the spin-dependent
photocurrent,
Iσ(h¯ω) =
e
Tp
∫ Tp
0
Jσ(h¯ω, t)dt, (4)
where Tp is the duration of an oscillating electric field
pulse,28 here chosen as 3 ps.
Another useful quantity that can be extracted directly
from the split-operator method, using the imaginary time
evolution, is the absorption spectrum, which is calculated
through
α(E) =
∑
n
f1nΓ
2pi
[
(E − En)2 +
1
4Γ
2
] , (5)
where f1n is the oscillator strength between the ground
state and the nth excited state, defined as
f1n =
2m∗
h¯2
∆En| 〈ψn|x|ψ1〉 |
2, (6)
with ∆En = En − E1 being the energy separation be-
tween the nth state ψn and the ground-state ψ1 wave
functions, whose moduli are depicted in Fig. 1 (panels a,
c, d, and f). Γ = 2 meV has been adjusted to resolve the
peaks in the curves of the absorption spectra.
We present in Fig. 1 potential profiles of the spin ↓ and
↑ components for zero electric field and Fs = 6 kVcm
−1.
The width and depth of the QW have been engineered to
yield the following differences for spins ↑ and ↓. For the
spin ↓ component, there are four bound states in the well
with a fifth state E↓5 which can be either bound or contin-
uum state for different biases, as shown in the Figs. 1(a)
and (d). For the spin ↑ component, we have four bound
states, however the fifth state E↑5 is in the continuum
independent on the bias (Figs. 1(c) and (f)). Thus, the
structure is engineered to work as a spin-dependent quan-
tum infrared detector (QWIP),25 for which the photocur-
rent’s spin polarization can be controlled by a static bias.
In order to explore these features, it is worth investigat-
ing numerically the controll values, and the physical ori-
gin of the transitions involved. Whence, before looking at
3the photocurrent obtained in our simulations, we turn to
the absorption spectrum shown in Fig. 1. Fig. 1(b) shows
the absorption for both spin-components, with the peaks
aligned with the final state of the respective transition,
and the results have been obtained using the ground state
as the initially occupied state. The peaks correspond to
the transitions between ground and excited states for spin
↓ (solid black curve) and spin ↑ (dotted red curve) com-
ponents. In special we can observe the zero-energy peaks
which correspond to the absorption between the ground
state and the E↓,↑5 states, majorly responsible for the gen-
eration of current. For zero bias, although this specific
transition is allowed for the spin ↓ component, the final
state is bound and localized in the well (see Fig. 1(a)),
thus no photocurrent is expected for the spin ↓. We only
expect generation of photocurrent for this state via multi-
photon excitation processes, which are reduced when the
dynamic field intensity is small (Fd = 1 kVcm
−1).25 The
transition for the spin ↑ component is also allowed, but
the latter is an extended state in the continuum for any
bias. Therefore, for zero bias we expect to see only spin
↑ photocurrent.
As the static bias is increased from Fs = 0 to Fs = 6
kVcm−1, the E↓5 state is dragged to the continuum as
shown in Fig. 1(d), and becomes extended. The transi-
tion between spin ↓ ground state and the E↓5 state remains
allowed, as shown by the persistence of a peak around 10
meV in the spin ↓ absorption spectrum (full black curve
in Fig. 1(e)). Thus, changing the static field from Fs = 0
to to Fs = 6 kVcm
−1, will lead to the generation of spin
↓ photocurrent. The spin ↑ component is, however, ex-
pected to be reduced for the following reasons.
Although the E↑5 state remains in the continuum for
any value of the applied bias, its coupling to the ground
state is reduced, as shown in the inset of the Fig. 1(e).
We see that the oscillator strength of the transition be-
tween the spin ↑ ground state and the E↓5 state, f15, is
clearly dependent on the electric field, showing a mini-
mum for Fs = 6 kVcm
−1. This dependence of the os-
cillator strength on the static electric field is related to
the QW structural asymmetry, imposed by keeping the
DMS layer only in a limited region in the QW, and the
effect this has upon the spin ↑ ground state. Due the rel-
atively large potential hights involved, the lower energy
eigenfunctions may be seen as deviations from states of a
symmetrical infinite quantum well, and hence they guard
an approximate parity character in z, about the center of
the well even though the potential has no parity defined
in the z direction. By adjusting the bias this “parity”
can be tuned in order to suppress (or reinforce) specific
couplings, as shown in Fig. 1(f). The matrix element
〈ψn|z|ψ1〉 contains states that become nearly even in z
as the bias is increased from Fs = 0 to 6 kVcm
−1, and
the oscillator strength is drastically reduced for the spin ↑
component as the bias is increased, with the suppression
of the transition. As we can observe, for zero field, these
reduced oscillator strength is already present for the spin
↑ component, as shown by the reduced peaks in the ab-
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FIG. 2. (Color online) Spin ↓ (solid black) and ↑ (dashed red)
photoccurent signal as a function of the energy of the exciting
field for (a) zero field, (b) Fs = 6 kV cm
−1. The inset shows
the intensity differences between the spin ↑ and ↓ peaks of
photocurrent, as a function of the electric field.
sorption (Fig. 1(b)). For such a bias, the spin ↑ ground
state not fully resembles the whole QW ground state and
the absorption of the even-like states in not totally sup-
pressed. Further increasing the electric field, the spin ↑
wave functions Stark shift to the right-hand side of the
QW broking the even-like condition and the oscillator
strength is increased (see the inset in the Fig. 1(e)). The
spin ↓ ground state, independently of bias, stays localized
in the right-hand side of the structure, see the Figs. 1(a)
and (d). Therefore, the spin ↓ oscillator strength is not
directly affected by changes in the electric field.
This interesting behavior of the oscillator strength is
highlighted in the absorption spectrum of the spin ↑
component for Fs = 6 kV cm
−1 (dotted red curve in
Fig. 1(e)). The transition between the spin ↑ ground
state and the E↑5 is quenched for such a bias. In this way,
being the transition forbidden, even matching the energy
separation between the spin ↑ ground state and the E↑5
state, we do not expect to generate spin ↑ photocurrent
for Fs = 6 kV cm
−1.
Finally, the photocurrent responses are shown in
Figs. 2(a) and (b), for zero field, and 6 kV cm−1, re-
spectively. In what follows, the photocurrent was eval-
uated in a purely coherent fashion, without considering
ohmic effects. We achieved spin-polarized photocurrent
with a peak around 110 meV for both spin polarizations,
switched by the applied electric field. As expected, for
zero field (Fig. 2(a)) we have predominance of the spin ↑
photocurrent, whose polarization was obtained by main-
taining the E↓5 bound and the E
↑
5 in the continuum. In-
creasing the field to Fs = 6 kV cm
−1, we have almost
exclusively spin ↓ current (Fig. 2(b)), thanks to decreas-
ing of the spin ↑ oscillator strength, which quenches the
absorption probability between the spin ↑ ground state
and the E↑5 excited state, reducing drastically the spin ↑
photocurrent.
As noted, for the specific structural design presented
4here, it were showed only the optimal electric field condi-
tions which generate the bias-selective spin polarization,
for instance, zero field and Fs = 6 kV cm
−1. The pho-
tocurrent behavior for other electric fields is summarized
in the inset of the Fig 2(a), which shows the difference
between the intensity of the photocurrent peaks for the
spin ↑ and ↓ components as a function of the electric
field. As shown in the inset, for zero electric field, we
achieved the maximum spin ↑ polarization. Increasing
the bias, the E↓5 state is dragged through the continuum
increasing the spin ↓ photocurrent. The spin ↑ oscilla-
tor strength is decreased with increasing the electric field
(inset inf Fig. 1(e)), reducing the spin ↑ photocurrent.
Thus, up to Fs = 6 kV cm
−1, we have an intermediary
scenario, presenting both spin polarizations. After this
field, the spin ↑ oscillator strength is increased restoring
the condition with both spin polarizations. Moreover,
for even higher bias, the remaining bound states can also
be dragged to the continuum and contribute to the pho-
tocurrent. However this contribution occurs for different
spectral domains.
In summary, we have shown a light-assisted genera-
tion and control of spin-polarized current in a DMS het-
erostructure. We proposed an asymmetric two-layered
QW structure with a GaMnAs layer on the well. The
spin polarization of the photocurrent was achieved by
dealing with the eigeinstates wave functions, handling
the oscillator strength of the transition between the spin-
dependent ground states and the excited states. As ob-
served, the proposed structure is sensitive to photons in
the infrared (∼11 µm) region, offering the possibility of
working as spin-sensitive infrared quantum well photode-
tectors. Notwithstanding, the method employed to con-
trol the spin-polarization of the photocurrent in GaMnAs
materials can be also extended to other III-V family ma-
terials as the nitrates GaMnN, as well to the II-VI family
materials as the ZnMnSe and CdMnTe, opening the pos-
sibility of different energy ranges of operation.
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