Summary. We investigate the Gaussian small ball probabilities with random centers, find their deterministic a.s.-equivalents and establish a relation to infinite-dimensional high-resolution quantization.
Introduction
Consider a centered Gaussian vector X in a separable Banach space (E, · ) with law µ and reproducing kernel Hilbert space (RKHS) (H, | · | µ ). We let B and B µ denote the closed unit balls in E and H, respectively. We also use the following notation for shifted balls: B(x, ε) := x + εB. The small ball function (SBF) ϕ is defined by ϕ(ε) := − log µ(B(0, ε)), ε > 0.
The properties of SBF have been extensively investigated during the last decade, see e.g. the surveys [7] and [9] . Our aim is to study the concentration properties of the r.v. ℓ ε (ω) := − log µ(B(X(ω), ε)), ε > 0, the random small ball function (RSBF), when ε is small. We will see that some typical features of the SBF are true as well for the RSBF but the exact asymptotics of the two functions do not coincide.
Beyond structural properties of Gaussian measures, the research is motivated by a close link to so called random strategies in quantization problems, that we briefly recall now. Let E be a space of objects (images, pictures, speech records etc.) we want to code via a finite coding book. In particular, one can take a finite subset of E, say, (y i ) i≤n , as a coding book. In the spirit of Bayesian approach, assume that the subject of coding X ∈ E is random and its distribution (prior measure µ) is known. Then we can evaluate the quality of a codebook (quantization error) by
In general it is not feasible to find optimal codebooks under a given constraint on the size n of the codebook. Therefore, recent research focused on the finding of asymptotically good codebooks or on the determination of the (weak or strong) asymptotics of the (theoretically) best achievable coding quality when n tends to infinity, the so called high-resolution quantization problem. It has been shown in [4] that these weak asymptotics are in many cases of the same order as the inverse of the small ball function. If the underlying space is a Hilbert space and under a polynomial decay assumption on the eigenvalues, Luschgy and Pagès [11] proved equivalence of the strong asymptotics to the Shannon distortion rate function. Now using an explicit formula for the distortion rate function based on the eigenvalues, the problem can be solved explicitly.
In the general high-resolution case, a reasonable codebook can be created by taking independent µ-distributed variables {Y i } (assuming also their independence of X). We are thus led to consider the approximation quantities
The asymptotics of D(r, s), r → ∞, were related to the (standard) small ball function in [4] . Some first properties of the random small ball function and its close relationship to the asymptotics of D(·, s) were discovered in [3] . Whenever the underlying space E is a separable Hilbert space, the RSBF is almost surely equivalent to an invertible deterministic function ϕ R : R + → R + . Moreover, one has
for arbitrary s > 0 under certain assumptions on the eigenvalues of the underlying covariance operator. Here and elsewhere we write f ∼ g iff lim f g = 1, while f g stands for lim sup
In this article, we extend all mentioned results to the Banach space setting. Since the proofs in [3] made strong use of the Hilbertian structure, the new techniques used here differ significantly from those used precedingly.
The article is arranged as follows. First we prove an almost sure upper bound for ℓ ε based on the SBF. In Section 3, we find a.s. equivalence of the RSBF and its median under weak regularity conditions. Some alternative gauge functions for the RSBF are considered in Section 4. In Section 5, a link between the approximation quantity D and the RSBF is established. Finally, in Section 6 the existence of polynomial equivalents for the RSBF is shown in some important particular cases.
2 General properties of RSBF Theorem 2.1. One has
Proof. For n ∈ N, denote c n = n and ε n = ϕ −1 (n 3 ). Let Φ andΦ denote the distribution function and the tail of the standard normal law. Consider the sets (enlarged balls, in Talagrand's terminology [12] )
Then, by the isoperimetric inequality (see e.g. [8] , Chapter 11):
The tail probabilities of standard normal random variables satisfŷ
By Borel-Cantelli's Lemma, almost surely all but finitely many events {X ∈ A n }, n ∈ N, occur.
On the other hand, for every x ∈ A n there exists h ∈ H such that |h| µ ≤ c n +Φ −1 (µ(B(0, ε n ))) and x − h ≤ ε n ; thus, using Borell's shift inequality (see e.g. [8] , p.150), one has
Using the elementary consequence of (2.1)
we arrive at
Remark 2.2. The previous theorem and Anderson's inequality (see e.g. [8] , p.135) imply that the random small ball function ℓ ε is asymptotically enclosed between two deterministic functions, i.e.
(2.4) ϕ(ε) ≤ ℓ ε 2 ϕ(ε/2), as ε ↓ 0, a.s.
Suppose now that there exists ν < ∞ such that
for sufficiently small ε > 0. Then the RSBF function is of the same order as the small ball function and we have
A better asymptotic lower bound will be presented in Corollary 4.4 below.
Remark 2.3. One can find alternative estimates for probabilities of enlarged balls in [12] . These estimates proved to be more efficient than the isoperimetric inequality in the work concerning Strassen's functional law of the iterated logarithm, where they yield the correct convergence rate. Surprisingly, in the range of parameters considered here, the estimates from [12] don't seem to be helpful.
Equivalence to a deterministic function
The main objective of this section is to prove concentration inequalities for the random variables ℓ ε as ε ↓ 0. In the main theorem, we will find equivalence of random small ball probabilities to a deterministic function under weak assumptions.
It is well known that concentration phenomena occur for H-Lipschitz functionals. We will show, by using a result of Kuelbs and Li, that the function log µ(B(·, ε)) is H-Lipschitz on a set of probability "almost one", and the corresponding Lipschitz constant will be controlled.
3.1
Large set of good points
Let us fix ε > 0 and choose M = 3 ϕ(ε). Introduce again an enlarged ball
Let us start by showing that V ε is large enough. Indeed, by the isoperimetric inequality and (2.3):
We also observe that the small ball probabilities are uniformly bounded from below on V ε . Indeed, for each x ∈ V ε there exists h ∈ M B µ ∩ B(x, ε). Hence, B(x, 2ε) ⊃ B(h, ε), and we obtain, similarly to (2.2),
Estimate of Lipschitz constant
In this subsection, we consider the H-Lipschitz property of the function Ψ(·) := log µ(B(·, 2ε)) on V ε . Proposition 3.1. Let ε > 0 be so small that
Proof. Since V ε is convex, without loss of generality we may and do assume that |h| µ ≤ 1. Since B(x + h, 2ε) = B(x, 2ε) + h, we can use the bound from [5] which states that for arbitrary Gaussian measure µ, measurable set A and element of the kernel h one has
We obtain
where θ = Φ −1 (µ (B(x, 2ε))). Hence,
Under our assumptions it is true that
Using the elementary inequality
we obtain
Since the situation is symmetric, we also obtain −∆ ≤ 7 3 |θ| |h| µ . Hence,
Finally, we derive from (3.2) that
hence by (2.3)
Now (3.6) yields our claim (3.3).
Concentration and convergence
We are now in a position to prove our main result on the deterministic equivalent for the RSBF.
Theorem 3.2. Assume that for all ε small enough it is true that
Proof. Define r ε from equation
It follows from (3.1) that lim ε→0 r ε = 0. By (3.3) and the concentration principle for H-Lipschitz functionals (see e.g. [6] ,p.149) we have, for any r > r ε
For arbitrary small δ > 0, let
Using (3.1), we obtain
Under (3.7), moreover,
We know from (2.4) that ℓ 2ε ≥ ϕ(2ε) almost surely. Hence, m 2ε ≥ ϕ(2ε) so that:
By switching from 2ε to ε, we get
It follows from (3.8) that
We need more efforts to establish the a.s.-convergence. Were the norming function ε → m ε continuous, the proof would be simpler.
First recall that, according to Theorem 2.1,
Hence,
Fix for a while a large positive integer n and set T n := {ε : n ≤ m ε < n + 1}. For each ε ∈ T n we have, by using (3.8) and (3.9),
By the Borel-Cantelli lemma we eventually have, for all large n and all ε ∈ T n ,
The inverse bound can be obtained in the very same way.
In the case where Theorem 3.2 is not applicable, we still can show Proposition 3.3. For any continuous function ψ :
Proof. Let E * denote the topological dual of E and C µ the covariance operator of µ. Let h = C µ (z) ∈ C µ (E * ) and x ∈ E. The Cameron-Martin formula (see e.g. [8] , p.107) gives
The continuity of z implies that
Therefore, for any s ≥ 0, the set
is invariant under an arbitrary shift h ∈ C µ (E * ). Since ψ is continuous, the sets A s , s ≥ 0, are measurable. By the zero-one law for Gaussian measures (see [1] , Theorem 2.5.2), the sets A s have µ-measure 0 or 1. The first statement follows. The second one may be proved analogously.
Gauge functions
In this section we suppose that the regularity condition (3.7) applies. By Theorem 3.2 one has
for ϕ R (ε), ε > 0, equal to the median m ε of ℓ ε . In the sequel, we study alternative representations for ϕ R . We will need the following lemma. 
Proof. The proof is similar to that of Theorem 2.1. We fix ε > 0 with µ(εB) ≤ 1/2 and let
By the isoperimetric inequality one has
for any t ≥ 0. As in the proof of Theorem 2.1, we obtain for x ∈ A t ,
and inequality (2.3) yields
Combining this estimate with (4.2) gives
for all t ≥ 0. Hence, with
Applying the triangle inequality twice yields
and the assertion follows.
Proof. Fix η ∈ (0, 1) and let
Clearly, I 1 (ε) ≤ η. Using the Cauchy-Schwarz inequality, we estimate the second term by
By (3.7) and by the previous lemma, ℓ ε L 2p (P) 2ϕ(ε/2) 2ν ϕ(ε) as ε ↓ 0. Due to Anderson's inequality, one has ϕ R (ε) ϕ(ε) (ε ↓ 0). On the other hand, lim ε↓0 µ(T (ε) c ) = 0 by assumption (4.1). Hence,
Furthermore, lim ε↓0 I 3 (ε) = 0. Putting all three estimates together gives
Since η ∈ (0, 1) was arbitrary, the proof is complete. 
Proof. The asymptotic upper bound follows from Theorem 2.1. It remains to prove the lower bound. Due to the previous remark we can prove the statement for ϕ R (ε) = E[ℓ ε ]. Denote byX a µ-distributed r.v. that is independent of X. One has for ε > 0,
where the inequality follows from Jensen's inequality. Note that X −X and √ 2X are both centered Gaussian vectors with the same covariance operator. Therefore, L( √ 2X) = L(X −X), which shows that
Remark 4.5. If there existsν > 1 such that
for all sufficiently small ε > 0, then the strong asymptotics of ϕ and ϕ R differ.
Equivalence of random small ball probabilities and random quantization
In this section, we relate the asymptotics of D(·, s) to the RSBF. Recall that
where {Y i } i∈N is a sequence of independent (of X as well) µ-distributed r.v.'s in E.
In the sequel, we assume the existence of a convex function ϕ R : R + → R + that is one-to-one, onto and satisfies ϕ R (ε) ∼ − log µ(B(X, ε)) as ε ↓ 0, in probability. Proof. Convexity yields that for all δ, r > 0 it is true that
Further necessary estimates are trivial.
Lemma 5.3. Assumption (5.2) implies that there exists a constant ν 1 such that
for sufficiently large r ≥ 0.
Proof. Choose κ ∈ N such that 6/ν κ < 1. By assumption (5.1) and Theorem 2.1, one has for ε > 0 sufficiently small
Choosing ε = ϕ R −1 (r) and assuming that r is sufficiently large, we obtain
In a similar way, from
we derive the second assertion of the lemma. 
Proof. By the convexity of ϕ R −1 , one has, making use of (5.4),
for r large. Therefore, there exists r 0 ≥ 0 such that
for all r ≥ r 0 . Consequently, the set X 1 (r) satisfies for r ≥ r 0
Since ϕ R −1 ((1 − 2δ)r) converges to 0 and (1 − δ)/(1 − 2δ) > 1, it holds by assumption (5.1) that lim r→∞ µ(X 1 (r)) = 1.
The proof of the second assertion is similar: one has for r ≥ r 0
where the first inequality is a consequence of the convexity of ϕ
for r ≥ r 0 and it follows 
Under the assumptions of Theorem 5.1 one has lim r→∞ P(T (r)) = 1.
Proof. Recall that ϕ R −1 is convex. In view of Lemma 5.2, it suffices to consider r ∈ I := {log j : j ∈ N}, i.e. the values r for which e r is an integer. By Proposition 5.4, one has
with X 1 (r) and X 2 (r) as in the proposition. Moreover, for r ∈ I and X ∈ X 1 (r), one has On the other hand, for X ∈ X 2 (r), r ∈ I, it holds 
for all sufficiently large r ≥ 0. Then one has for arbitrary s > 0
as r → ∞. Fix κ ∈ (0, 1) and let T (r) and Z(r) as in the previous proposition. Now
One has
Moreover, the Cauchy-Schwarz inequality gives
As a consequence of Lemma 5.3 and assumption (5.2), there exists a constant
for large r ≥ 0. Thus, Theorem 5.6 is applicable and
as r → ∞. By the previous proposition, lim r→∞ P(T (r) c ) = 0. Consequently,
Since κ ∈ (0, 1) was chosen arbitrarily, it follows that
The converse inequality is obvious, since for fixed κ ∈ (0, 1) and T (r) as above one has
Polynomial equivalents for the RSBF
In the sequel µ denotes Wiener measure on the canonical Wiener space
exists and is finite for the right logarithmic small ball rate γ. In this section we prove analogs of this statement for the random small ball function ℓ ε in many cases.
Sup-norm
Recalling that γ = 2 in the case of the Wiener process and for the uniform norm on C[0, 1] (denoted by · ), and having in mind the deterministic equivalent of ℓ ε , we prove Theorem 6.1. There exists K ∈ (0, ∞) such that
Remark 6.2. Recall that the small ball function ϕ satisfies lim ε↓0 ε 2 ϕ(ε) = K 0 , where K 0 ∈ (0, ∞) is the principal eigenvalue of the Dirichlet problem on the unit ball of R d . Using Corollary 4.4, we can compare K with K 0 :
Proof. It suffices to show that the limit
We slightly modify ϕ R in order to gain some transparent semi-additivity property. For ε > 0, let
and letφ R (ε) := l ε dµ. Let us denote for a ≥ 0 and
Notice thatl ε andl 1/ε 2 are equidistributed when considering the functions as random variables on the canonical Wiener space. In particular,φ R (ε) = Λ(1/ε 2 ) for Λ(a) := l a dµ, a ≥ 0. We denote by (θ t ) t≥0 the canonical ergodic flow on Wiener space, i.e. for all t ≥ 0
We are going to show that the family (−l t ) t≥0 is subadditive for the canonical dynamical system on Wiener space. Indeed, by the Markov property, one obtains for a, b ≥ 0 that
Therefore, Λ(a) = l a dµ is superadditive and there exists some constant
The finiteness of K is easily obtained by an application of Corollary 4.4. It remains to link ϕ R withφ R . Notice that by definition ϕ R ≥φ R , thus only the converse bound is actually non-trivial. Set
and consider a shift function g ε (t) = min{ε, t}. Then for any x ∈ R d with |x| ≤ ε and any w ∈ C[0, 1] we have B(w + x1, ε) ⊂ w + gε ε x + D ε . Therefore, by Cameron-Martin formula,
Next, we can link µ (w + D ε ) back to conventional small ball probabilities. Indeed, it is true that log µ (B(w + c1, ε))
Hölder norms
We briefly discuss a modification of the previous result valid for Hölder seminorm. It is well known that a seminorm
is β-self-similar and ∞-superadditive, using the terminology of [10] (see the next subsection). Therefore, the related small ball rate is γ = (1/2 − β)
(recall that W β is finite iff 0 ≤ β < 1/2). The proof of the previous section works equally well for Hölder seminorms. In the fist part of the proof, the function Ψ(a) :=φ R (a β−1/2 ) turns out to be semi-additive. The second part of the proof is not necessary at all. Indeed, since 1 β = 0, we have the identity ϕ R =φ R .
Other norms
In this section, we prove the existence of small ball constants in the case of the Wiener process for a broad class of norms.
We follow the ideas of Lifshits and Simon [10] and use the terminology introduced therein concerning self-similar and superadditive norms. Recall that a family of semi-norms indexed by intervals of the real line is called
It is called p-superadditive iff
First, notice that the most interesting ∞-superadditive norms were considered in the two preceding subsections. Therefore, in the sequel, we only consider p-superadditive norms with finite p. Again, see many examples in [10] , e.g. L p -norms, Sobolev norms, etc. Let · = · [0,1] be a β-self-similar and p-superadditive norm. Notice that, by [10] , γ = (1/2 − β − 1/p) −1 is the right logarithmic small ball rate.
For w ∈ C[0, ∞), ε > 0 and a ≥ 0 we let
The functionsl ε (·) and Λ a (·) are considered as random variables on the canonical Wiener space. We are now in a position to state the theorem. 
Therefore, exp{Λ a } ∼ Σ Notice that ,in order to prove the theorem, it suffices to prove convergence (6.8) in probability. Since clearlyl ε ℓ ε , it remains to show that ℓ ε K ε −2 in probability.
We need some preliminary propositions.
Proposition 6.7. For w ∈ C[0, 1] and ε ∈ (0, 1/2) it is true that
where
Proof. Note that if W − w ≤ ε, then the stopping time
Using the Markov property of the Wiener process, we obtain
F (x, t, ε). We have (6.10) |x − y| ≤ |x − w(t)| + |y − w(t)| ≤ ε 1−1/p + ε ≤ 2.
Next, define a shift function g ∈ H by g ′ (s) = t −1 θ −p 1 [(1−θ p )t,t] . Obviously, g(t) = 1 and g [0,t] ≤ θt 1/p . Let Q x,y = A y + (x − y)g. For any h ∈ Q x,y we have two properties: h(t) ∈ B(x, θε) and, using (6.10), ≥ P (W ∈ Q x,y ) F (x, t, ε).
Now we pass from P (W ∈ Q x,y ) to P (W ∈ A y ). Recall that Q x,y = A y + (x − y)g. Hence, by the Cameron-Martin formula P (W ∈ Q x,y ) ≥ P (W ∈ A y ) exp{−M}, Proof of Theorem 6.6. Recall that by Theorem 6.3:
ℓ ε ∼ K 1 ε 2 as ε ↓ 0, in probability.
Moreover, by the above proposition one has for w ∈ C[0, ∞), ε, θ ∈ (0, 1/2), Now let w be a µ-distributed random variable. Then all summands but ℓ ε(1+7ε 1/(2p) ) (w) andl ε (w) are of order o(ε −2 ) in probability. Consequently, ℓ ε(1+7ε 1/(2p) ) l ε ∼ K 1 ε 2 , in probability.
The assertion follows when choosingε > 0 withε = ε(1+7ε 1/(2p) ) and letting ε ↓ 0.
