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Abstrak 
 
Telah dilakukan tahapan proses pengenalan pola untuk klasifikasi jenis cedera 
otak pada citra CT Scan (Computerized Tomografi)  ataupun MRI (Magnetic 
Resonance Imaging) yang meliputi proses pengolahan citra CT Scan, analisis 
komponen prinsipal serta identifikasi. Setiap kegiatan dari proses pengenalan 
pola tersebut di atas masing-masing dilakukan sesuai dengan sistem diagram 
alur terhadap proses pengenalan pola sehingga dapat diprediksi apakah 
cidera otak tersebut termasuk sedang atau berat, hasil penelitian ini 
memberikan informasi tentang identifikasi citra CT Scan tentang cidera otak  
sedang atau berat dengan bantuan metode JST sebagai klasifikasi. 
 
Kata kunci : JST, CT Scan, Cidera Otak, MRI 
 
PENDAHULUAN 
Pada penelitian ini akan dibahas 
yaitu prediksi jenis Injury otak melalui 
hasil analisis CT (Computerized 
Tomografi) Scan maupun MRI 
(Magnetic Resonance Imaging). Dari 
segi klinis Injury otak dibedakan 
menjadi 2 yaitu primary brain Injury 
(Cedera otak sedang) dan metastatic 
brain Injury dapat pula disebut cedera 
otak sedang (benigna) dan cedera otak 
Berat (maligna). Sistem yang dipakai 
untuk memprediksi jenis cedera otak 
yaitu sistem pengenalan pola berbasis 
jaringan syaraf tiruan terhadap hasil CT 
Scan maupun MRI, dengan 
menggunakan teknik pengolahan citra, 
dikonversi kedalam bentuk digital 
sehingga dapat diproses 
menggunakan Principle Component 
Analysis (PCA) yang menghasilkan 
karakteristik paling dominan sehingga 
mewakili struktur pola citra tersebut 
[1][3]. Karakteristik dominan ini 
digunakan pada jaringan syaraf tiruan, 
untuk tahap pembelajaran, pelatihan dan 
pengujian. Identifikasi pola, pada tahap 
pembelajaran dengan pengawasan 
menggunakan metode perceptron, 
dikarenakan lebih sesuai untuk 
identifikasi pola dikarenakan terdapat 
pemisahan secara linier dalam rancangan 
input untuk identifikasi dan lebih cepat 
mencapai konvergenitas dalam iterasi 
pelatihan dan simulasi dibandingkan 
metoda back propagation. Pada jaringan 
syaraf tiruan, jenis 
Injury benigna diklasifikasikan sesuai 
dengan kode masukan [2]. Sampel citra 
untuk keperluan pembelajaran jenis 
Injury benigna, pelatihan dan simulasi 
menggunakan data hasil CT Scan dan 
data pustaka. Diperlukan rancangan 
input sebagai pembelajaran untuk 
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identifikasi pola jenis Injury jinak. Jenis 
cedera otak terhadap hasil CT 
Scan maupun MRI diklasifikasikan 
sesuai dengan kode masukan. Sistim 
perangkat lunak untuk pengenalan pola 
jenis cedera otak sedang dikembangkan 
menggunakan Matlab Version 
7.10.0.499 (R2010a). Diperoleh 
perangkat lunak yang dapat 
mengidentifikasi pola jenis cedera 
otak benigna.[4]  
Dalam sistem pengenalan pola jenis 
cedera otak sedang, digunakan alat CT 
Scan atau MRI untuk menganalisis 
rincian bentuk tomografi yang dengan 
kasat mata tidak mampu diamati. 
Pengenalan pola jenis Injury otak jinak 
meliputi tahapan proses pengolahan 
citra, analisis komponen prinsipal dan 
jaringan syaraf tiruan. Dalam tahap 
pertama dengan proses pengolahan citra 
dilakukan konversi dari file hasil CT 
Scan kedalam bentuk file data matriks 
dengan unsur tingkat keabuan. Tahap 
kedua dengan analisis komponen 
prinsipal, dilakukan penentuan 
karakteristik pola, melalui 
perhitungan eigen valuedan eigen 
vector terhadap matriks kovarian. Dalam 
hal ini diambil enam nilai karakteristik 
yang paling dominan dengan urutan nilai 
peluang terbesar. Tahap ketiga, pada 
identifikasi pola mikrostruktur bahan 
digunakan konsep jaringan syaraf tiruan 
dengan metode perceptron. 
Metoda perceptron dalam kasus ini lebih 
sesuai dibandingkan metode Jaringan 
Syaraf Tiruan algoritma 
backpropagation (JSTBP), 
walaupun metode perceptron lebih 
sederhana dalam perancangan inputnya, 
akan tetapi lebih cepat mencapai nilai 
konvergenitas, baik dalam iterasi 
pembelajaran, pelatihan maupun 
simulasi. Dalam tahapan pembelajaran 
dan pelatihan diambil beberapa contoh 
hasil pengujian. Diperlukan rancangan 
input sebagai pembelajaran dan 
pelatihan untuk identifikasi pola[7].
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
ambar 1. Struktur Pengenalan Pola 
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METODE PENELITIAN 
Suatu pola mempunyai tekstur 
khusus, dengan berbagai variasi tingkat-
keabuan atau warna yang digambarkan 
dalam bentuk piksel-piksel. Matriks 
tingkat-keabuan mengandung informasi 
tentang gabungan posisi piksel-piksel 
dari tekstur. Posisi piksel dinyatakan 
dengan nilai jarak d. Nilai gabungan 
tersebut sama seperti nilai tingkat 
keabuan. Unsur-unsur pada matriks 
tingkat-keabuan digunakan untuk 
melihat karakteristik tekstur. Selain hal 
tersebut, arah diantara dua piksel juga 
perlu diperhatikan [9]. Dasar analisis 
untuk tekstur dalam bentuk citra tingkat-
keabuan mengunakan beberapa ukuran 
statistik rata-rata tingkat keabuan dan 
simpangan baku yang dinyatakan 
sebagai momen. Rata-rata dihubungkan 
dengan momen pertama, simpangan 
baku tergantung pada momen kedua. 
Secara umum momen dinyatakan pada 
persamaan 1.  
 
N adalah jumlah titik-titik data, dan n 
adalah urutan momen. Momen 
digunakan untuk menghitung statistik  
 
terhadap window/jendela dan nilai 
piksel pada pusat jendela dan sekitarnya. 
Ukuran lain yang diperlukan adalah 
order atau urutan selisih momen. Order 
selisih momen unsur k di definisikan 
pada persamaan 2.
 
 
 :
 
 
 
 
 
 
 
 
M[i,j] adalah matriks tingkat-keabuan 
yang mengandung informasi mengenai 
posisi piksel - piksel yang dinyatakan 
dengan nilai jarak (d). Setiap 
nilai d, dengan empat faktor arah citra, 
yang masingmasing mempunyai ukuran 
tingkat-keabuan maksimal 256 x 256 
(colour bitmap), membentuk citra 
gabungan dalam bentuk matriks dengan 
256 tingkat-keabuan sehingga secara 
keseluruhan menghasilkan konversi dari 
struktur citra menjadi bentuk digital 
[18]. 
Analisis Citra Ct-Scan / Mri 
Principle Component 
Analysis (PCA) adalah teknik statistik 
untuk menyederhanakan kumpulan data 
banyak-dimensi menjadi dimensi yang 
lebih rendah (extration 
feature). PCA merupakan transformasi 
linier ortogonal yang mentransformasi 
data ke sistem koordinat baru, sehingga 
keragaman terbesar dengan suatu 
proyeksi berada pada koordinat pertama 
(disebut prinsipal komponen pertama), 
keragaman terbesar kedua berada pada 
koordinat kedua dan seterusnya. Konsep 
penggunaan PCA meliputi perhitungan 
nilai-nilai simpangan baku, matriks 
kovarian, nilai karakteristik (eigen 
value) dan vektor karakteristik (eigen 
vector). PCA dapat mengguna kan 
metoda kovaransi atau korelasi. Jika 
diperlukan, data distandardisasi terlebih 
dahulu sehingga menghampiri sebaran 
normal baku [13][25]. 
 
Hasil Citra Mri Dan Ct-Scan   
Dua gambar yang terserta di sini adalah 
contoh bagaimana beda hasil yang 
dibuat dengan CT dan MRI. Gambar A 
adalah penampang otak normal yang 
dibuat dengan alat CT. Tampak 
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potongan batok kepala sebagai lingkaran 
putih dengan jaringan otak di dalamnya. 
Gambar B merupakan penampang otak 
pula tetapi dibuat dengan MRI.  
 
Terlihat bahwa struktur otak yang 
ditampilkan B (MRI) lebih jelas 
daripada A (CT). Variasi jaringan otak 
pada gambar B terlihat lebih rinci 
daripada gambar A. Inilah sebabnya 
mengapa MRI dianggap merupakan 
pemeriksaan jaringan lunak yang paling 
superior saat ini, khususnya untuk 
jaringan saraf. Kelainan yang tak terlihat 
pada gambar CT dapat terlihat pada 
MRI, bahkan pemeriksaan MRI dapat 
melakukan potongan-potongan 
gambar/citra yang lebih bervariasi 
daripada CT [10]. 
Dalam kelainan perilaku yang tidak 
dapat dikategorikan atau disempitkan 
kemungkinan diagnosisnya oleh dokter 
yang memeriksanya (karena 
kompetensinya yang kurang), 
pemeriksaan penunjang yang diperlukan 
bisa meluas ke mana-mana, karena 
dokter mungkin (masih) berharap ada 
kelainan fisik yang mendasari kelainan 
tersebut. Kepanikan dokter terhadap 
tidak jelasnya kasus yang dihadapi 
membuat dokter bisa melakukan 
pemeriksaan penunjang yang hantam 
kromo. Campur tangan pihak ketiga 
dapat mempengaruhi dokter untuk 
menunjuk pemeriksaan tertentu yang 
tidak perlu.  
Di rumah sakit pendidikan atau 
akademik kadangkala pemeriksaan 
tambahan (yang mungkin belum 
diketahui lengkap manfaatnya) 
dilakukan sebagai bagian dari program 
penelitian penyakit tertentu. Selain 
adanya latar belakang institusional 
(penelitian dalam konteks akademik), 
sangat mungkin pada kasus yang 
dianggap menarik, dokter (secara 
pribadi) juga ingin mengeksplorasi lebih 
jauh hal-hal yang belum diketahuinya 
sebagai pelampiasan keingintahuan-
ilmiahnya dan mungkin meminta 
pemeriksaan tertentu (yang belum/tidak 
lazim) kepada pasiennya. 
Namun demikian tidak boleh ada asumsi 
bahwa cedera otak  sedang akan 
mengakibatkan masalah ringan atau 
tidak ada masalah pada pasien. Gambar 
3a dan 3b menunjukkan contoh 
penampang otak yang sehat.  
 
Pengujian Dengan Jstbp 
Pemodelan berbasis jaringan syaraf 
tiruan merupakan pembelajaran dan 
adaptasi suatu obyek. Terdapat beberapa 
metode dalam pembelajaran dengan 
pengawasan pada jaringan syaraf tiruan 
diantaranya metode perceptron dan 
metode back propagation. 
Metode perceptron adalah metode 
pembelajaran dengan pengawasan dalam 
jaringan syaraf tiruan, sehingga jaringan 
yang dihasilkan harus mempunyai 
parameter yang dapat diatur dengan cara 
mengubah melalui aturan pembelajaran 
denganpengawasan. Perceptron merupa
kan bentuk jaringan sederhana dan 
digunakan untuk mengklasifikasikan 
pola tipe tertentu yang dikenal dengan 
pemisahan secara linier. 
 
 
 
 
 
 
 
 
Gambar 2. A). CT-Scan dan B) Brain MRI 
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   (a).                     (b). 
 
Gambar 3. (a). Penampang otak sehat dan (b). Penampang otak normal dari MRI 
Sumber : Limin Luo et al (2012), T.-s. L. L. L. and. T. W. Xiao-li Jin (2012) 
 
Jaringan syaraf tiruan terdiri dari 
sejumlah neuron. Dalam merancang 
jaringan syaraf tiruan perlu diperhatikan 
banyaknya spesifikasi yang akan 
diidentifikasi. Penggunaan 
metoda perceptron untuk aplikasi 
pengenalan pola digambarkan sebagai 
unsur matrik antara 0 dan 
1. Layer pertama perceptronmenyatakan 
suatu kumpulan ”detektor tanda” sebagai 
isyarat input untuk mengetahui tanda 
khusus.Layer kedua mengambil output 
dari tanda khusus dalam layer pertama 
dan mengklasifikasikan pola data yang 
diberikan. Pembelajaran dinyatakan 
dengan membuat aturan hubungan yang 
relevan (bobot wi) dengan suatu nilai 
ambang ( ) atau treshold. Untuk 
persoalan dua kelas, layer output hanya 
mempunyai satu simpul.  Untuk 
persoalan nkelas dengan n ≥ 3, layer 
output mempunyai n simpul, yang 
masing-masing berkorespondensi 
terhadap suatu kelas, dan 
simpul output dengan nilai terbesar 
mengindikasi kelas mana vektor input 
termasuk di dalamnya. 
Fungsi gi dalam layer-1 adalah konstan, 
dan memetakan semua atau sebagian 
pola input ke dalam nilai biner xi {-
1,1} atau nilai bipolar xi {0,1[ ]. 
Apabila data direpresentasikan secara 
bipolar, maka perbaikan bobotnya 
dinyatakan pada persamaan 3. 
 
wi : bobot yang dapat dimodifikasi 
sehubungan kedatangan isyarat xi, dan 
w0 (= -  ) merupakan pendekatan awal. 
Fungsi f(.) adalah 
fungsi aktivasi perceptron dan khusus 
berlaku untuk suatu 
fungsisignum sgn(x) atau 
fungsi step step(x), yang dinyatakan 
pada persamaan dibawah ini : 
Algoritma perceptron layer :  
Sgn(x) = 1 jika x > 0 
 = -1 jika lainnya  
Step (x) = 1 jika x > 0 
   = 0 jika lainnya 
algoritma pembelajaran perceptron layer 
 tunggal diulangi mengikuti tahapan 
memilih suatu vektor input x dari 
kumpulan data pelatihan. 
Jika perceptron memberikan jawaban 
salah, modifikasi semua bobot 
terhubung wi sampai bobot konvergen. 
 
 
 
 
(     :target output) 
txw ii lamabaruw i  )()(
tttxw ii :;
.............................................(3) 
.............................................(4) 
Prosiding Seminar Ilmiah Nasional Komputer dan Sistem Intelijen (KOMMIT 2014)        Vol. 8 Oktober 2014 
Universitas Gunadarma – Depok – 14 – 15 Oktober 2014                                                                          ISSN : 2302-3740 
348 Sumija dan Santony, Analisis Citra Otak...   
Arsitektur jaringan syaraf tiruan terdiri dari neuron dan masukan dapat dinyatakan 
dalam Gambar di bawah ini : 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 4.  Arsitektur jaringan syaraf tiruan [15] 
Untuk melaksanakan analisis kinerja, 
kualitatif dan kuantitatif dianggap. Ada 
tiga evaluasi fungsi yang digunakan 
dalam analisis kuantitatif diperoleh dari 
Liu dan Yang [24].  Berdasarkan 
rumus (5), (6) dan (7) dibawah ini 
dapat dilakukan pengklasifikasian 
segmentasi dan dapat mengetahui 
prosentasi cedera otak berdasarkan 
nilai yang dihasilkan : 
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Tabel 1. MSE Evaluation quantitative 
 
No.Citra MSE dari 3 Cluster 
            FCM                                        JSTBP 
1 815.76 519.81 
2 1015.61 610.71 
3 915.56 533.51 
4 785.81 561.61 
5 1015.91 443.71 
6 1215.83 398.51 
 
 
Tabel 2. F(I) Evaluation of quantitatives    
 
 
Tabel 3. F(I) Evaluation of quantitatives 
 
 
Tabel 4. Q(I) Evaluation of quantitatives 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
No. Citra F(I) dari 3 Cluster 
            FCM                                        JSTBP 
1 515.76 319.81 
2 715.61 410.71 
3 715.56 733.51 
4 885.81 861.61 
5 915.91 343.71 
6 315.83 598.51 
No. Citra F(I) dari 3 Cluster 
             FCM                                          JSTBP 
1 1015.76 419.81 
2 615.61 210.36 
3 115.56 333.15 
4 285.81 261.12 
5 195.91 343.13 
6 215.83 298.51 
No. Citra Q(I) dari 3 Cluster 
                FCM                                           JSTBP 
1 1905.76 1419.81 
2 1015.61 4010.71 
3 3115.56 1233.51 
4 1585.81 1261.61 
5 1215.91 1143.71 
6 1415.83 1198.51 
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Dari hasil pengolahan dan 
perancangan menggunakan jaringan 
syaraf tiruan dengan metode 
backpropagation, maka dapat dilihat 
hubungan bahwa Jaringan syaraf tiruan 
bisa digunakan untuk melakukan analisis 
citra otak berdasarkan 3 citra asli dari 
CT-Scan sebagai input dan ROI1, ROI2, 
ROI3 dan ROI4 sebagai target (output) . 
Hasil dari proses pengolahan data di atas 
didapatkan nilai update bobot antara 
input ke hidden layer yang digunakan 
untuk iterasi data selanjutnya sehingga 
diperoleh output actual yang diharapkan. 
Pengolahan data secara manual ini 
selanjutnya akan diolah dengan 
menggunakan Matlab Version 
7.10.0.499 (R2010a) untuk beberapa 
pola arsitektur jaringan. Hasil yang 
diperoleh dari proses pengolahan data 
menggunakan Matlab selanjutnya akan 
dibandingkan dengan hasil pengolahan 
data secara manual untuk melihat 
perbedaan hasilnya dapat dilihat pada 
gambar 5, 6, 7 dan 8. 
Dalam menggunakan metode 
backpropagation, pola arsitektur yang 
dipakai sangat mempengaruhi dalam 
proses penentuan hasil. Setiap hasil yang 
diperoleh oleh suatu pola arsitektur 
memungkinkan berbeda dengan hasil 
yang didapatkan dengan menggunakan 
pola arsitektur yang lain. 
 
 
 
 
 
 
 
 
 
Gambar 5: Hasil Pengujian Citra CT 
 
 
 
 
Gambar 6. 3 citra dari proses segmentasi (a). Citra asli, (b). FCM dan (c). JSTBP 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 7. 3 citra dari proses segmentasi (a). Citra asli, (b). FCM dan (c). JSTBP 
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Gambar 8. 3 citra dari proses segmentasi (a). Citra asli, (b). FCM dan (c). JSTBP 
 
Dari gambar 6, 7 dan 8, analisis kinerja 
kualitatif dan kuantitatif dilaksanakan. 
Analisis kualitatif tergantung pada visual 
manusia. Manusia visual yang dapat 
menafsirkan gambar berdasarkan 
kemampuan dan segmentasi algoritma 
metode konvensional seperti FCM 
(Fuzzy C-means) dan metode baru yang 
diusulkan yaitu JSTBP. Hal ini dapat 
mendeteksi daerah otak seperti GM, 
WM dan CSF. Untuk analisis kuantitatif, 
mengacu pada kinerja segmentasi 
gambar 6, 7 dan 8. Ini menghasilkan 
algoritma yang diusulkan. Algoritma 
konvensional akan dibandingkan dengan 
algoritma baru. Hasil analisis kuantitatif 
dilakukan dengan berdasarkan tiga 
fungsi evaluasi. Tiga fungsi analisis 
kuantitatif adalah F (I), F '(I) dan Q (I). 
Ukuran gambar dapat menghitung dari N 
x M. Untuk evaluasi cluster, mean 
kuadrat kesalahan (MSE) adalah yang 
paling patokan dasar. Selain itu, fungsi-
fungsi ini lebih terkait dengan penilaian 
visual. Untuk hasil yang lebih baik dari 
segmentasi, nilai JSTBP (I), F '(I) dan Q 
(I) lebih kecil dari nilai FCM. Kedua 
hasil kualitatif dan kuantitatif akan 
disajikan dalam tabel 1, tabel 2, tabel 3, 
dan tabel 4.  
 
KESIMPULAN 
Telah dilakukan tahapan proses 
pengenalan pola untuk klasifikasi jenis 
cedera otak yang meliputi proses 
pengolahan citra, analisis komponen 
prinsipal serta identifikasi. Setiap 
kegiatan dari proses pengenalan pola 
tersebut di atas masing-masing 
dilakukan sesuai dengan sistem diagram 
alur terhadap proses pengenalan pola 
sehingga dapat diprediksi apakah cedera 
otak tersebut termasuk Sedang atau 
Berat. 
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