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Abstract We present a novel approach for adaptive, dif-
ferentiable parameterization of large-scale random fields. If
the approach is coupled with any gradient-based optimiza-
tion algorithm, it can be applied to a variety of optimization
problems, including history matching. The developed tech-
nique is based on principal component analysis (PCA) but
modifies a purely data-driven basis of principal components
considering objective function behavior. To define an effi-
cient encoding, Gradient-Sensitive PCA uses an objective
function gradient with respect to model parameters. We pro-
pose computationally efficient implementations of the tech-
nique, and two of them are based on stationary perturba-
tion theory (SPT). Optimality, correctness, and low compu-
tational costs of the new encoding approach are tested, veri-
fied, and discussed. Three algorithms for optimal parameter
decomposition are presented and applied to an objective of
2D synthetic history matching. The results demonstrate im-
provements in encoding quality regarding objective function
minimization and distributional patterns of the desired field.
Possible applications and extensions are proposed.
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1 Introduction
Inverse problems appear in many areas of comparative re-
search, where the problem of defining uncertain inner prop-
erties is considered having a set of its life-cycle observa-
tions. Although a correct solution for a lot of practical in-
verse problems requires an efficient parametrization algo-
rithm, our specific interest lies in the field of history match-
ing problem. The purpose of this procedure is to generate
a detailed reservoir description consistent with prior infor-
mation and match production data to within some tolerance.
History matching is usually done using two types of data,
namely static and dynamic. Static data is mostly constant
over time, e.g., a geological concept of formation, well logs,
and petrophysical data and is commonly given as prior in-
formation. Dynamic data is time-dependent and represents
properties change during a production process, e.g., pressure
and flow rates, flow responses. A relatively recent review on
the history matching problem can be found in [16].
A common approach is to perform history matching in
the optimization framework or as a data assimilation prob-
lem. For the latter, ensemble methods, such as ensemble
Kalman filters (EnKF) [1,4], Ensemble Smoother [23,3] re-
cently have gained popularity. Such methods require black-
box access regarding a forward flow simulator and provide
multiple results. These features simplify the process of un-
certainty quantification and allow working with a black-box
simulator [5,7]. However, an ensemble collapse problem is a
commonly occurring phenomenon that limits performance.
This circumstance leads to a need for a large number of
members within an ensemble and high computational costs.
In optimization context, the history matching problem
is often addressed by stochastic methods such as genetic
algorithm[17], particle swarm optimization[15,7], evolution-
ary algorithms[6,22] and others[5]. Although these methods
perform a global search and allow using a forward simulator
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as a black box, their use for complex models has a relatively
high computational cost and can be applied only via decent
computational clusters.
Originally, this work is focused on gradient optimization
methods. These methods are invasive w.r.t the forward sim-
ulator and provide a local search, but they are sufficiently
faster than the methods described above [11,20,9]. Adjoint-
based techniques are usually applied in history matching
procedure in this context since they provide required gradi-
ents at a computational cost of one additional forward sim-
ulation. These techniques are investigated for partial differ-
ential equations (PDE), e.g. with applications in closed-loop
reservoir management [9,20,24], and even for integrodiffer-
ential equations (IDE) of systems with a memory effect[10].
Since history matching often has to be performed on the
real large-scale fields, parametrization techniques are use-
ful and needful as they substantially reduce the number of
parameters that have to be determined. Also, it allows main-
taining geological consistency of a result. Some determin-
istic approaches, such as discrete cosine transform (DCT)
[8] or discrete wavelet transform (DWT) [18] allow repre-
senting a model in terms of relatively few parameters, but
their performance on complex models is inappropriate. That
is the case since information about a geological model’s
prior covariance is not considered in a subspace construction
process. On the other hand, one may use PCA-based algo-
rithms. Classic linear PCA, also known as Karhunen – Lo-
eve expansion or Proper Orthogonal Decomposition (POD),
was successfully applied to history matching problem [20].
Since classic PCA considers only the covariance matrix of
a data, it preserves only two-point statistics, and several ap-
proaches were developed for efficient encoding of complex
non-Gaussian fields. Among them are kernel PCA (kPCA)
[19], optimization PCA (O-PCA) [25], regularized kPCA
(R-kPCA) [26], convolutional neural network PCA (CNN-
PCA) [14].
Research suggestion. A drawback of existing parameteriza-
tion techniques is their pure data-driven nature. The quality
metrics of the mentioned methods measure a loss caused by
a projection of dataset points onto derived subspaces. While
solving an inverse problem, this circumstance leads to a sig-
nificant constraint of a search area without any confidence
that the chosen subspace meets requirements for representa-
tiveness in terms of objective function minimization. Some
patterns, sufficiently affecting objective function value, can
be truncated within principal components deemed sufficient
in terms of a given dataset. For example, there is no guar-
antee that objective function loss caused by a projection de-
creases significantly or even monotonically with an increase
of subspace dimensionality. Furthermore, if a given data is
of high uncertainty and low quality, it is not consistent with
the real properties of a studied object, and essential patterns
can be underrepresented in the dataset. In this work, we look
forward to overcoming such issues.
The general proposition of this paper is to include an
objective function in the quality metrics of parameterization.
Correspondingly, we present a set of novel approaches. Con-
ceptual visualization of gradient-sensitive PCA (GS-PCA) is
depicted in Fig. 1. The key idea is to account for local ob-
jective gradient∇C to derive a subspace of principal compo-
nents ϕ more descriptive than pure data-driven components
in terms of an objective function error caused by parameter-
ization of a field µ . In addition to the new algorithms of pa-
rameterization, we propose a computationally efficient algo-
rithm for selecting more suitable principal components from
among standard ones.
Contents. This paper is arranged as follows. First of all, a
notation for PCA and history matching problem is intro-
duced in Section 2. Next, that section devoted to a formu-
lation for the novel optimal gradient-sensitive decomposi-
tion, corresponding exact solution, and two approximate ap-
proaches based on stationary perturbation theory (SPT). In
Section 3, some train and test scores of all three GS-PCA
algorithms are given, as well as additional visual represen-
tations. Consequently, Section 4 contains an analysis of pro-
posed solutions’ accuracy, observed performance, advances,
and some issues. Eventually, we discuss some possible ap-
plication approaches of the GS-PCA, highlighting research
opportunities.
Fig. 1 Geometric explanation of Gradient-Sensitive PCA compared to
classic PCA. The first principal component ϕ1 accounts for both grey-
colored data points and an objective with a global minimum µ∗ and
gradient ∇C in a trial point µ01 , which is a constrained minimum in
a subspace of the first classic principal component ϕ01 . A constrained
minimum in a subspace of gradient-sensitive component is indicated
as µ1. All the displayed vectors were properly generated by the corre-
sponding algorithms for a parabolic objective function.
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2 Methods
In this paper, we operate with Euclidean scalar product (x,y)
of arbitrary vectors x and y
(x,y) = xT y=
∫
r
x(r)y(r)dr (1)
and non-Euclidean scalar product (x,y)Θ with correspond-
ing operatorΘ .
(x,y)Θ = x
TΘy=
∫
r1
∫
r2
x(r1)Θ(r1,r2)y(r2)dr2dr1 (2)
We imply either discrete or continuous form for vectors and
operators and the corresponding area of applicability.
2.1 PCA
Let us consider a decomposition of a vector µ over an or-
thonormal basis {ϕi}.
µ =∑
i
aiϕi (3)
(ϕi,ϕ j)Θ = δi j (4)
ai = (ϕi,µ)Θ (5)
This decomposition can be split into a truncated decompo-
sition µN and a residual term µNr.
µN =
N
∑
i=1
aiϕi (6)
µNr = µ−µN = ∑
i>N
aiϕi (7)
The principal components {ϕi}Ni=1 of a dataset minimize the
mean Euclidean scalar square of the residual < ||µNr||2 >
over any given dataset and number of orthonormal principal
components N.
{ϕi}Ni=1 = argminϕ < ||µNr||
2 > ∀N
s.t. (ϕi,ϕ j) = δi j
(8)
||x||2 = (x,x) (9)
The necessary condition of constrained extremum leads to
the problem of eigenvectors and eigenvalues of the second-
moment operator K [21]. To be concise, we refer to the sec-
ond moment K as to a covariance.
K(x,y) =< µ(x)µ(y)>, KT = K (10)
Kϕk = σkϕk (11)
The singular value decomposition (SVD) provides a solu-
tion to the eigenproblem in a finite case.
K =ΦΣ 2ΦT
Φ = [ϕ1,ϕ2, . . . ]
Σ 2 = diag(σ1,σ2, . . .), σ1 ≥ σ2 ≥ . . .0
(12)
2.2 Objective-Sensitive PCA (OS-PCA)
A history matching problem implies calculation of a param-
eter vector µ∗ which provides a hydrocarbon recovery sim-
ulation S(µ) close to prior observations S0. C(µ) is a corre-
sponding objective function to be minimized.
µ∗ = argmin
µ
C(µ) (13)
C(µ) = ||S(µ)−S0||2 (14)
The general proposition of this paper is to consider an orig-
inal condition of decomposition optimality for some non-
Euclidean set of orthonormal principal components regular-
ized with objective function residual CNr caused by trunca-
tion µN .
CNr =C−CN =C(µ)−C(µN) (15)
{ϕi}Ni=1 = argminϕ < ||µNr||
2+ εC2Nr > ∀N
s.t. (ϕi,ϕ j)Θ = δi j, ε ≥ 0
(16)
We also propose that it is sufficient to consider only local
properties of an objective function such as gradient to ob-
tain more representative subspaces {ϕi}Ni=1 than the original
principal components.
2.2.1 Gradient-Sensitive PCA (GS-PCA)
Using first-order Taylor decomposition, we derive an ap-
proximation for CNr, which is a linear function of decom-
position residual µNr. In a discrete case, Jη is a row vector
of an objective gradient at some point η .
Jη = ∇C(η) (17)
CNr ≈ (Jη ,µNr) = JηµNr (18)
We derive a more generalized form of the proposed optimal-
ity condition by introducing a symmetric gradient weighting
operator G
G(x,y) = Jη(x)Jη(y) (19)
C2Nr ≈ µTNrJTη JηµNr = µTNrGµNr = ||µNr||2G (20)
||x||2Θ = (x,x)Θ (21)
and corresponding scalar product operator W .
W = I+ εG (22)
{ϕi}Ni=1 = argminϕ < ||µNr||
2
W > ∀N
s.t. (ϕi,ϕ j)Θ = δi j
(23)
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The essence of our solution to this problem is to assignW as
a non-Euclidean scalar product operator for required princi-
pal components and use its SVD to reduce the problem to
the original PCA.
Θ ←W =ΦWΣ 2WΦTW (24)
µˆ = ΣWΦTWµ (25)
ϕˆi = ΣWΦTWϕi (26)
{ϕˆi}Ni=1 = argminϕ < ||µˆNr||
2 > ∀N
s.t. (ϕˆi, ϕˆ j) = δi j
(27)
Then required principal components ϕi are obtained from ϕˆi
by a linear transform.
ϕi =ΦWΣ−1W ϕˆi (28)
2.2.2 Approximate GS-PCA (aGS-PCA)
Since the GS-PCA requires two SVDs, its computational
cost could be considered impractical in some cases of large
high-dimensional datasets. Thus, to achieve a computational
efficiency of calculating gradient-sensitive principal com-
ponents, the corresponding optimal decomposition can be
found approximately in the framework of the Stationary Per-
turbation Theory (SPT). In this framework, we treat ε as a
small parameter, and the whole term εC2Nr is considered as a
small perturbation.
0≤ ε||Jη ||2 1 (29)
{ϕi}Ni=1 = argminϕ < ||µNr||
2+ ε||µNr||2G > ∀N
s.t. (ϕi,ϕ j)I+εG = δi j
(30)
We assume that required solution {ϕi,σi} is a first-order
correction of the unperturbed solution {ϕ0i ,σ0i } considering
higher-order terms insufficient.
ϕk = ϕ0k +∑
j
αk jϕ0j , αkk = 0 (31)
σk = σ0k +σ
1
k (32)
After neglecting higher-order terms of the perturbed prob-
lem and introducing gradient decomposition coefficients bi,
the necessary condition of constrained extremum for the per-
turbed problem has a form of perturbed original eigenprob-
lem for each ϕk.
Kϕk+ εbk∑
i
biKϕi = σkϕk (33)
bi =
(
ϕ0i ,Jη
)
(34)
The approximate solution is obtained by a substitute of re-
quired vectors with its first-order decomposition concerning
the unperturbed solution’s properties.
αkn = εbkbn
σ0n
σ0k −σ0n
(35)
σ1n = ε(bn)
2σ0n (36)
Detailed derivations for the result can be found in the Ap-
pendix on page 9.
2.2.3 Gradient-Sensitive Subspace Extension (eGS-PCA)
We also introduce a fast and computationally cheap tech-
nique of gradient-sensitive extension of subspace {ϕ0i }Ni=1.
This technique relies on a geometrical interpretation of the
gradient-sensitive principal components: a smaller value of
CNr can be achieved by increasing the angle between objec-
tive gradient Jη and residual decomposition term µNr.
CNr = (Jη ,µNr) = ∑
i>N
biai (37)
Thus, we propose that any given subspace {ϕ0i }Ni=1 could
be efficiently extended with several components ϕ0n ,n > N,
such that the corresponding decomposition coefficients bn
are greater than the rest of the other coefficients. This idea is
represented in the relative change of perturbed eigenvalues.
σ1i /σ
0
i = ε(bi)
2 (38)
ϕ0n : n= argmaxi>N
(bi)2 (39)
3 Results
For the following numerical experiments, we generated a set
of two-dimensional samples of size 21×21 using rsgeng2D
function of the MySimLabs MATLAB toolbox[2]. 441 train
samples were gained by calling rsgeng2D(21,3,1,1). A
test sample was generated by rsgeng2D(21,6,1,1). After
that, train samples τ and test sample τ∗ were rescaled to
obtain required vectors µ and µ∗.
τmin = minr τ(r), τmax = maxr τ(r) (40)
Kmin = 1, Kmax = 100 (41)
µ = ln
Kmax
Kmin
× τ− τmin
τmax− τmin + lnKmin (42)
Next, we performed standard PCA and computed an initial
number of components N using the energy criterion with a
threshold of 95%.
ω(n) =
n
∑
i=1
σi/∑
i
σi (43)
N = min
1≤n≤441
n : ω(n)≥ 0.95 (44)
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Hydrocarbon flow simulation S(µ) was performed with
MRST [13], and parameter µ was treated as a logarithm of
permeability K, [K] = 1 milli-Darcy.
K(µ) = eµ (45)
The recovery setup was a five-point system of four produc-
tion wells and one injection well with constant borehole
pressure as a control state. Production wells were placed at
the corner cells of the computational grid, and injection well
was placed at the central cell.
Prior observations S0 were calculated for truncated test
field µ∗2N to study a contribution of principal components
of not very high spatial frequencies. Thus, the whole search
area was a subspace of 2N first standard principal compo-
nents, and vector µ∗2N was treated as a ground truth. Also,
the global minimum of the objective equals zero.
µ∗← µ∗2N =
2N
∑
i=1
a∗i ϕ
0
i (46)
S0 = S(µ∗) (47)
In the following experiments, we set a standard approx-
imation µ∗N as a trial point η for gradient calculation.
η = µ∗N =
N
∑
i=1
a∗i ϕ
0
i (48)
An objective function gradient can be fully decomposed into
2N principal components.
JTη =
2N
∑
i=1
biϕ0i (49)
We used two finite difference approximations of the gradi-
ent Jη : the central difference approximation J
(1)
η similarly to
[11] and a two-point approximation in the direction to the
ground truth J(2)η .
b(1)i =
C(η+∆aiϕ0i )−C(η−∆aiϕ0i )
2∆ai
(50)
(J(2)η )
T =− C
∗
N
||µ∗Nr||
× µ
∗
Nr
||µ∗Nr||
(51)
b(2)i =
0, 1≤ i≤ N− C∗N||µ∗Nr|| ×a∗i , i> N (52)
The second approximation J(2)η cannot be obtained in typi-
cally applied cases, and it only served the purpose of a thor-
ough exploration of gradient-sensitive subspace properties.
3.1 Experiment: Training Scores of Algorithms
The first experimental set was designed to observe how the
number of components N1 and the contribution of gradient-
sensitivity affects subspace energyω(N1), loss function terms
< ||µN1r||2 > and <C2N1r >, and shape of principal compo-
nents ϕ. In this set, we computed various subspaces {ϕi}Ni=1
observing both < ||µN1r||2 > and < C2N1r >. Such observa-
tions can be interpreted as encoding scores for particular
train data, objective function, and algorithm. Consequently,
we treatedCN1r as corresponding linear approximations with
gradient J(1)η . The eGS-PCA algorithm was sequentially per-
formed (N1−N) times for standard principal components to
reach a required number of subspace dimensions. Results
for the set are given in the Table 1. Visualization of princi-
pal components ϕi and singular values σi are given in Fig. 2
and Fig. 3.
Table 1 Encoding scores for the train data. Jη = J
(1)
η , ε||Jη ||2 = 102.
# N1 Algorithm ω(N1) < ||µN1r||2 > <C2N1r >
1
N
PCA 0.960 6.21×100 3.61×107
2 GS-PCA 0.994 6.57×100 9.41×103
3 aGS-PCA 0.973 7.68×100 1.96×104
4
1.5N
PCA 0.984 2.40×100 1.70×107
5 GS-PCA 0.998 2.46×100 1.19×102
6 aGS-PCA 0.988 2.64×100 1.39×102
7 eGS-PCA 0.977 3.50×100 2.58×106
100 101 102
0
0.2
0.4
0.6
0.8
1
9
0.960
50 100 150 200 250 300 350 400
-2
-1
0
1
2
Fig. 2 PCA summary. This figure represents singular values σi (12)
through the function ω(N) (43), highlighting the value of ω(9). For
each feature r, we provide dataset minimum/maximum and vertically
scaled principal components ϕi.
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Fig. 3 GS-PCA summary. This figure represents singular values
σi (12) through the function ω(N) (43), highlighting the value of ω(9).
For each feature r, we provide dataset minimum/maximum and verti-
cally scaled principal components ϕi.
3.2 Experiment: Projections onto Gradient-Sensitive
Subspaces
The second experimental set was designed to study the influ-
ence of GS-PCA algorithms and a gradient Jη direction on
the descriptiveness of derived subspaces regarding ground
truth µ∗. In this set, we projected the test sample µ∗ onto
subspaces of different principal components obtaining cor-
responding truncation µ∗N1 and objective function valueC
∗
N1 =
−C∗N1r. We applied both approximations of a gradient J
(1)
η
and J(2)η , which had different directions.(
J(1)η ,J
(2)
η
)
||J(1)η ||||J(2)η ||
= 0.22 (53)
Results in Table 2 provide values of residuals ||µ∗N1r|| and||C∗N1r|| as truncation scores of the test sample. We also pro-
vide a visualization of the truncations in Fig. 4 and Fig. 5.
Table 2 Encoding scores for the test sample. ε||Jη ||2 = 102. Scores
for both gradient approximations are provided.
# N1 Algorithm ||µ∗N1r|| ||C∗N1r||
J(1)η J
(2)
η J
(1)
η J
(2)
η
1
N
PCA 6.55×100 2.70×103
2 GS-PCA 6.75×100 2.42×100 1.19×100 5.46×101
3 aGS-PCA 6.61×100 6.55×100 1.21×100 2.70×103
4
1.5
PCA 3.77×100 8.57×103
5 GS-PCA 1.50×100 7.34×10−1 2.51×10−1 8.20×10−1
6 aGS-PCA 1.52×100 1.58×100 1.24×10−1 1.35×100
7 eGS-PCA 4.19×100 2.59×100 1.33×101 5.02×101
4 Discussion
The results of the first set of experiments confirm that all
three proposed GS-PCA algorithms are based on the correct
derivations and assumptions. Since the term C represents a
regularization, its smaller values given in Table 2 reveal an
expected effect for the proposed gradient-sensitive decom-
positions. That is consistent with the geometrical interpreta-
tion of the regularization: GS-PCA orients residuals orthog-
onally to the gradient Jη , which means that any truncation
1.5
2
2.5
3
3.5
1.5
2
2.5
3
3.5
1.5
2
2.5
3
3.5
1.5
2
2.5
3
3.5
1.5
2
2.5
3
3.5
1.5
2
2.5
3
3.5
1.5
2
2.5
3
3.5
1.5
2
2.5
3
3.5
Fig. 4 Projections of µ∗ onto principal components from Table 2. Case
Jη = J
(2)
η
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µN1 in the local area of the trial point η less significantly
affects a corresponding value of an objective function CN1 .
This circumstance also implies that a gradient-sensitive sub-
space could provide better local convergence of an objective
due to such gradient-aligned orientation.
The regularization causes an insignificant increase of the
approximation error < ||µN1r||2 >, which is proportional to
the value of sensitivity parameter ε . Being a first-order SPT
solution, aGS-PCA achieves almost the same train metrics
as GS-PCA even with a sufficiently large magnitude of ε .
1.5
2
2.5
3
3.5
1.5
2
2.5
3
3.5
1.5
2
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3
3.5
1.5
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3
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2
2.5
3
3.5
1.5
2
2.5
3
3.5
1.5
2
2.5
3
3.5
1.5
2
2.5
3
3.5
Fig. 5 Projections of µ∗ onto principal components from Table 2.Case
Jη = J
(1)
η
eGS-PCA also demonstrates a competitive train score. We
also observe a deformation of gradient-sensitive principal
components as shown in Fig. 2 and Fig. 3.
Results of the second set of experiments demonstrate
that the gradient-awareness of GS-PCA can uncover suffi-
cient spatial patterns of µ∗ underrepresented either in train
data or in few first principal components of PCA. For the
approximation J(2)η , which is aligned with a direction to the
global minimum µ∗, residual term ||µ∗N1r|| of GS decompo-
sitions are sufficiently smaller as well as an objective func-
tion residual ||C∗N1r||. A visualization in Fig. 4 reveals that
gradient-sensitive projections have more acceptable spatial
properties compared to that of PCA projections of the same
dimensionality.
If a gradient is either orthogonal or aligned to the origi-
nal PCA subspace, the first N components of aGS-PCA re-
main unperturbed according to the expression for the trans-
form matrix αkn. In such a case, a dimensionality increase is
necessary.
As we partially noted in the previous section, a direc-
tion given by J(2)η cannot be reliably obtained for sufficiently
complex non-convex objective functions, which are typical
for practical cases. If having a significantly different direc-
tion, the ’proper’ gradient approximation J(1)η may not be
able to supply notable improvements in comparison with the
standard PCA, as shown in Table 2 and Fig. 5.
Although, we provide an analysis of the mentioned limi-
tation and some other limitations and advantages associated
with the developed algorithms. We also propose some pos-
sible overcomes and possible directions for further research.
A mismatch between local and global properties. We sup-
pose that iterative recalculation of GS-PCA during inverse
problem solving may be an overcome for the mentioned
mismatch between J(1)η and J
(2)
η and also a way to explore
a wider area than using PCA parametrization of the same
dimensionality. Furthermore, considering multiple points η
may be a way to account for the nonlinearity of an objec-
tive, although we yet observed an acceptable improvement
of subspace properties with a single trial point.
Algorithm extensions. The developed algorithms can be nat-
urally extended to multi-objective problems by adding mul-
tiple corresponding regularization terms. Since the regular-
ization affects a loss function < ||µN1r||2 + εC2N1r > to be
minimized, a consideration of objective function properties
can be translated to any other advanced data-driven encod-
ing technique such as kernel-PCA or autoencoders[12], but
possible computational efficiency is debatable.
Computational costs. At the same time, the GS-PCA algo-
rithm requires one additional SVD to that of PCA, and both
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aGS-PCA and eGS-PCA algorithms imply much less arith-
metical operations without a need to re-execute an SVD at
all.
Gradient optimization issues. Accuracy of the gradient ap-
proximation J(1)η depends on its formula and discrete step
∆a. It is also a computationally expensive way to obtain a
gradient calculated along with enough number of principal
components. A possible solution is to exploit the adjoint gra-
dient if required access to the model S(µ) is provided. Nev-
ertheless, the area of applicability of OS-PCA is not limited
by gradient optimization. A possible direction of further re-
search is to study an efficient gradient evaluation and apply
OS-PCA algorithms to other approaches, such as stochastic
optimization and ensemble methods.
5 Conclusion
A novel algorithm for objective-sensitive principal compo-
nent analysis of random fields was developed. This particu-
lar PCA-based set of methods called gradient-sensitive PCA
(GS-PCA) is an extension of standard PCA with informa-
tion about an objective function gradient involved in the
parameterization process. The gradient-sensitive parameter-
ization can be done using one of three suggested algorithms
of GS-PCA, which provide sufficient improvement in ex-
tremum exploration. Although the approach has been tested
on synthetic samples, applicability on more practical models
is expected, since real data have structures underrepresented
in first principal components. Given an objective gradient,
methods of GS-PCA provide practically low computational
costs, since GS-PCA requires two SVDs, aGS-PCA is cal-
culated by only a few linear transforms of initial basis, and
eGS-PCA implies only one comparison for each additional
dimension. Although in this paper, the set of algorithms is
initially developed for gradient optimization, its implemen-
tation simplicity and relatively low computational cost al-
low to effortlessly improve the overall quality of inverse
problem solution using black-box optimization and ensem-
ble methods. This statement is also motivated by local con-
vergence of gradient algorithms, which significantly limit
the performance of history matching since the process is
easily trapped into local minima. Approaches for efficient
usage within non-gradient optimization are among the pos-
sible directions for further research. Despite that GS-PCA
was considered in the case of history matching problem, it
is applicable for any other inverse problems and can be ex-
tended for usage within any other encoding technique.
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6 Appendix: aGS-PCA evaluation
6.1 Perturbed eigenproblem evaluation
To obtain an approximate solution for GS-PCA, we consider
the objective-sensitive optimal decomposition problem with
a sensitivity parameter ε , which satisfies a small perturba-
tion criterion.
{ϕi}Ni=1 = argminϕ < ||µNr||
2
W >
s.t. (ϕi,ϕ j)W = δi j, ε ≥ 0
(54)
W = I+ εJT J (55)
0≤ ε||Jη ||2 1 (56)
Next, we express a residual norm ||µNr||2W in terms of prin-
cipal components ϕi and decomposition coefficients ai.
||µNr||2W = ∑
i>N
∑
j>N
aia j (ϕi,ϕ j)W (57)
Assuming that the required solution is the first-order correc-
tion of standard principal components, we neglect higher-
order terms of the scalar product (ϕi,ϕ j)W .
ϕk = ϕ0k +ϕ
1
k (58)(
ϕ0i ,Jη
)
= bi (59)
(ϕi,ϕ j)W ≈ (ϕi,ϕ j)+ εbib j (60)
After that, we express the mean product < aia j > in terms of
principal components ϕi, covariance K, scalar product oper-
ator W , and derive a corresponding expression for the mean
residual norm < ||µNr||2W >.
< aia j >= ϕTi W < µµ
T >Wϕ j = (ϕi,ϕ j)WKW (61)
< ||µNr||2W >≈ ∑
i>N
∑
j>N
((ϕi,ϕ j)+ εbib j)(ϕi,ϕ j)WKW (62)
To achieve a sufficient simplicity of the approximate decom-
position problem, we additionally neglect first-order pertur-
bations in the obtained scalar product matrix WKW and the
problem constraint.
WKW = K+ ε(GK+KG)+ ε2GKG≈ K (63)
(ϕi,ϕ j)I+εG = (ϕi,ϕ j)+ ε (ϕi,ϕ j)G ≈ (ϕi,ϕ j) = δi j (64)
{ϕi}Ni=1 = argminϕ ∑i>N ∑j>N
((ϕi,ϕ j)+ εbib j)(ϕi,ϕ j)K
s.t. (ϕi,ϕ j) = δi j
(65)
Such constraint optimization implies the minimization of a
corresponding Lagrangian.
Fi = ∑
j>N
(δi j+ εbib j)(ϕi,ϕ j)K
L= ∑
i>N
[Fi−σi((ϕi,ϕ j)−1)]→min
(66)
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Evaluating the necessary condition of constraint extremum,
∂
∂ϕk
(ϕi,ϕ j)Θ = 2δ jkΘϕi (67)
∂L
∂ϕk
= 2(Kϕk+ εbk∑
i
biKϕi−σkϕk) = 0 (68)
we derive a perturbed eigenproblem associated with the aGS-
PCA.
Kϕk+ εbk∑
i
biKϕi = σkϕk (69)
6.2 Perturbed eigenproblem solution
A first-order term ϕ1i can be represented as a linear combina-
tion of unperturbed principal components given by a trans-
form matrix αi j.
ϕ1k =∑
j
αk jϕ0j , αkk = 0 (70)
σk = σ0k +σ
1
k (71)
Given the known properties of unperturbed eigenvectors, we
substitute decomposed vectors ϕ in the perturbed eigenprob-
lem and project the expression onto an unperturbed vector
ϕ0n .
Kϕ0k = σ
0
k ϕ
0
k (72)
∑
j
αk jσ0j ϕ
0
j + εbk∑
i
biσ0i ϕ
0
i = σ
0
k ∑
j
αk jϕ0j +σ
1
k ϕ
0
k (73)
αknσ0n + εbkbnσ
0
n = σ
0
k αkn+σ
1
k δkn (74)
Finally, the required expressions for the unknowns σ1n and
αkn are obtained from two cases of a relation between in-
dexes k and n.
k = n : εbnbnσ0n = σ
1
n (75)
k 6= n : αknσ0n + εbkbnσ0n = σ0k αkn (76)
