Introduction
Auxiliary Material included for this paper includes Text S1 that contains methods sections, and Figures S1 and S2 and Tables S1-S5 for thermochronometry data sets and 1-D modeling.
1. 2012tc003155-txts01.docx Text S1. Mineral separation methods of Arizona State University Noble Gas Geochronology and Geochemistry Laboratories 40Ar/39Ar dating, Arizona Radiogenic Helium Dating Laboratory (U-Th)/He dating, Dalhousie University Fission Track Research Laboratory, Arizona LaserChron Center U/Pb zircon dating, and of 1-D exhumation rate modeling.
4. 2012tc003155-ts01.xls Table S1 . White mica 40Ar/39Ar data.
5. 2012tc003155-ts02.xlsx Table S2 . Single-grain zircon (U-Th)/He ages and supporting data.
6. 2012tc003155-ts03.xlsx Table S3 . Apatite fission-track data: rho's, spontaneous track density; Ns, number of spontaneous tracks counted; rho_i, induced track density in external detector (muscovite); Ni, number of induced tracks counted; rho_d, induced track density in external detector adjacent to dosimetry glass; Nd, number of tracks counted in determining rho_d; P(Chi_2), chi-square probability.
7. 2012tc003155-ts04.xlsx Table S4 . U-Pb (zircon) geochronologic analyses by laser-ablation multicollector ICP mass spectrometry.
8. 2012tc003155-ts05.xlsx Table S5 . Data table showing results from exhumation rate modeling. Yellow highlighted cells indicate closure temperature range and exhumation rates (from closure temperature to surface) calculated from AGE2EDOT modeling, orange highlighted cells indicate exhumation rates calculated manually between time of achievement of peak temperature and highest-temperature thermochronometer, and green highlighted cells indicate exhumation rates between each temperature-time data point for a given sample, for all three geothermal gradients, which were used to calculate the T-t paths in Figs. 7 and S2.
reactor, Hamilton, Ontario, Canada. 23
Upon return, individual age standard grains and multi-grain samples were loaded into a 24 61 mm diameter aluminum palette containing a series of 2x2x2 mm holes. The palette and a 25 glass coverslip were loaded into an ultra-high vacuum 4.5" laser chamber with a Kovar glass 26 viewport and baked and pumped at 120°C for one day, followed by turbo-pumping for an 27 additional day to remove adsorbed atmospheric argon from the samples and chamber walls. 28
To step-heat each multi-grain sample, a 60 W IPG Photonics infrared (970 nm) diode 29 laser, with computer-controlled Photon Machines optics and X-Y-Z stages linked to a Newport 30 controller, was used. For the laser step-heating procedure, the laser was fired for two minutesusing a 4 mm fixed laser beam diameter from 5-9.3 W, and a 0.6 mm jogging laser beam 32 diameter from 15-50 W, to ensure total fusion of the samples. The number of steps was selected 33 based on the quantity of sample available (note that there was very little material for some of 34 these samples), and the estimated ages and %K contents. The gases released by laser heating 35 were purified for an additional two minutes using two SAES NP10 getter pumps (one at 400°C 36 and one at room temperature) to remove all active gases. The remaining gases were equilibrated 37 into a high sensitivity multi-collector mass spectrometer (Nu Instruments Noblesse), containing a 38
Nier-type source operated at 400 mA. The Ar isotopes were measured using a 1x10 11 Ohm 39
Faraday detector or an ETP ion counting multiplier, depending upon the 40 Ar signal size. 40
Detector intercalibration for 40 Ar was performed using multiple air shots. Laser heating, X-Y 41 stage movement, automated valve operation, and data acquisition was automated and computer 42 controlled using the Mass Spec software program. 43
The mean 4 minute extraction system cold blank Ar isotope measurements obtained 44 during the experiments were 1.27 x 10 , and 1.01 x 10 -18 moles STP for samples 47 BU07-9, BU07-11 and NBH-11, and 8.14 x 10 Ar, respectively. The sensitivities of the Faraday and ion 60 counting detectors were 9.523 x 10 -13 moles/V and 1.595 x 10 -20 moles/cps, respectively. 61
40
Ar measurements made on the Faraday detector were converted to 40 Ar ion counting 62 detector values (i.e., cps) using an intercalibration factor obtained from appropriately-sized air 63 shots in which both the 40 Ar Faraday and ion-counting detector signals were measured. 64 Therefore, multiple air shots (consisting of 1-5 air pipette slugs of gas) were analyzed throughout 65 the unknown analyses. Unknown analyses were also corrected for mass spectrometer 66 discrimination using air shots. The measured 40 Ar/
36
Ar air ratios varied from 287.21 ± 2.48 to 67 307.50 ± 1.80 (1σ errors) during the 6 days of analyses of samples BU07-6, BU07-21 and BU07-68 22, 290.45 ± 1.56 to 297.58 ± 1.14 for the 8 days of analyses of samples BU07-9, BU07-11 and 69 NBH-11, and 288.49 ± 1.63 to 300.20 ± 1.18 for the 6 days of analyses of samples BU07-12 and 70 Figure S1 : 40 Ar/ 39 Ar age spectra and inverse isochron plots: Inverse isochron plots and age 84 spectra plots for analyses that involved more than two heating steps are shown. Individual age 85 spectra plots for BU07-22 are shown for all heating steps and for low-temperature steps. 86 sample introduction equipment and sample preparation/analytical equipment. Blanks for zircon 123 analyses were 2.6±0.5 pg U and 5.5±1.0 pg Th. Precision on measured U-Th ratios is typically 124 better than 0.5% for zircon analyses. Propagated analytical uncertainties for typical zircon 125 samples led to an estimated analytical uncertainty on (U-Th)/He ages of approximately 1-3% 126 (1σ). In some cases, reproducibility of multiple aliquots approaches analytical uncertainty. 127
BU07
However, in general, reproducibility of repeat analyses of (U-Th)/He ages is significantly worse 128 than analytical precision. Thus (U-Th)/He ages typically show a much greater scatter and higher 129 MSWD than expected based on analytical precision alone, and multiple replicate analyses of (U-130 Th)/He ages on several aliquots is necessary for confidence in a particular sample age. 131
For further information on the methods of (U-Th)/He dating at the Arizona Radiogenic 132 Apatites were mounted in araldite epoxy on glass slides, ground and polished to expose 145 internal grain surfaces, then etched for 20 seconds in 5.5M HNO3 to reveal spontaneous fission 146 tracks. All the mounts were prepared using the external detector method (EDM; Hurford and 147 Green, 1983; for a summary, see also Gallagher et al., 1998) . Samples and CN-5 glass standards 148 were irradiated at the Oregon State University reactor. The low-U muscovite external detectors 149 that covered the apatite grain mounts and CN-5 glass dosimeter were etched in 40% HF for 45 150 minutes at 21°C to reveal induced fission tracks. Samples were analysed with a Zeiss Axioplan 151 microscope at x1000 magnification attached to a Kinetek computer-controlled high-precision 152 stage driven by the FTStage program (Dumitru, 1993) . Fission-track ages were calculated usinga weighted mean zeta calibration (Hurford and Green, 1983 ) based on IUGS age standards 154 (Durango, Fish Canyon and Mount Dromedary apatites) (Miller et al., 1985; Hurford, 1990 Table S3 : Apatite fission-track data: ρs, spontaneous track density; Ns, number of spontaneous 162 tracks counted; ρi, induced track density in external detector (muscovite); Ni, number of induced 163 tracks counted; ρd, induced track density in external detector adjacent to dosimetry glass; Nd, 164 number of tracks counted in determining ρd; P(χ 2 ), chi-square probability. 
170
Zircon separates from BU07-42 were mounted on two-sided tape, on top of an epoxy 171 mount. Photographic images were made of this zircon mount to keep track of which grains were 172
dated. 173
Material was ablated from each zircon surface using a DUV193 Excimer laser system 174 from New Wave Instruments. The laser operates at a wavelength of 193 nm, and for the 175 analyses in this study a 15 micron-wide spot size was used (see footnotes of Table S4 ). For most 176 analyses the laser was operated at minimum output energy (~40 mJ) with a repetition rate of 8 177 pulses per second, which created a ~15 micron-deep pit for a typical 20 second analysis. The 178 ablated material is carried in helium gas into the plasma source of a multicollector inductively 179 coupled plasma mass spectrometer (an Isoprobe, from GV Instruments). This instrument is 180 equipped with nine moveable Faraday collectors and four low-side Channeltrons (ion counters). Fractionation of Pb/U and Pb/Th occurs primarily in the laser pit, and is highly sensitive 199 to the rate of carrier gas flow across the sample surface. An optimal balance between signal 200 intensity and stability occurs at a carrier gas flow rate of 0.45 ml/minute, which generates a Pb/U 201 sensitivity of 0.9 (e.g., a 500 Ma zircon yields a This was accounted for by monitoring the depth-related fractionation of standards, and then 212 applying a sliding-window depth-related fractionation factor to the unknowns. Pb/U 213 fractionation also varies by up to several percent depending on position on the mount surface, 214 due to variations in the flow rate/pattern of the helium carrier gas across the sample surface. Pb* ratios were considered the 228 most representative, and were used for ages older than ~1.0 Ga. Table S4 shows the cutoff ages 229 used for individual samples; these cutoff ages were chosen as close to ~1.0 Ga as possible 230 without dividing an age peak artificially (for example, for an age cluster between 900-1050 Ma, 231 cutoff would be at 1060 Ma, or for a cluster between 1000-1200 Ma, cutoff would be at 980 Ma). 232 Data from analyzed zircons from BU07-42 were plotted on Pb/U concordia diagrams 250 using algorithms of Ludwig (2003) (Fig. 6 in the text). Interpretations of the significance of 251 U/Pb zircon ages are based on the view that only clusters of ages record robust sources ages. 252 This is because a single age determination may be compromised by Pb-loss or inheritance (even 253 if concordant), whereas it is unlikely that two or more grains that have experienced Pb loss or 254 inheritance would yield the same age. We accordingly attach age significance only to clusters 255 defined by three or more analyses that overlap in age within error. 256
Data
For further discussion of the analytical methods of the University of Arizona LaserChron 257
Center, please refer to the laboratory website 258
(https://sites.google.com/a/laserchron.org/laserchron/), and to Gehrels et al. (2006; 2008) . 25°C/km at ca. 22 Ma (Daniel et al., 2003; Corrie et al., 2012) . However, since nearly all of our 299 cooling ages come from LH rocks, and are much younger (ca. 16-3 Ma total range), we 300 cautiously chose to model a large range of geothermal gradients (20-40°C/km) in the absence of 301 more direct constraints. The effects of these different geothermal gradients had the most 302 significant effect on the permissible range of exhumation rates, and far outweighed the effects of 303 varying thermal diffusivity (thermal conductivity) and internal heat production (volumetric heat 304 production). 305
Estimates for the peak temperature range for each sample, and any available timing 306 constraints for achieving peak temperature for GH, LH, and TH rocks in eastern Bhutan were 307 also incorporated into the T-t paths. These data include petrologic estimates for peaktemperature and monazite geochronology for GH rocks and lower LH rocks just below the MCT 309 utilized to augment the T-t paths for 6 of our samples, and to generate 4 additional T-t paths. All 323 36 T-t paths are shown in Fig. S2 , and data used in their construction are shown in Table S5 . For 324 each T-t path, a range of exhumation rates was calculated between the temperature and timing 325 range of peak conditions and the highest-temperature thermochronologic system for each sample, 326 and the permissible range of exhumation rates between each thermochronologic system and 327 between the lowest-temperature thermochronologic system and the surface (20°C at 0 Ma) was 328 estimated using the AGE2EDOT modeling results. Temperature errors were obtained from the 329 upper and lower limits of the peak temperature range for each sample and from the closure 330 temperature range for each thermochronometer estimated by AGE2EDOT modeling. These 331 were incorporated along with uncertainty for the timing that the sample achieved peak 332 temperature and for uncertainty in cooling ages to make the blue swath, which shows the 333 permissible variation in the T-t path. For each segment of the T-t path between successive 334 datapoints, the exhumation rate (mm/yr) for a 30°C/km geothermal gradient and the center age is 335 shown in black text. The gray text indicates the permissible range in exhumation rates for a 336 40°C/km geothermal gradient and the high age error bar (low exhumation rates) and a 20°C/km 337 geothermal gradient and the low age error bar (high exhumation rates). 338 339 (Ludwig, 2003) . 2σ internal error is reported. 3. half-width is c-axis perpendicular half-width. 1. All uncertainties are reported at the 1-sigma level, and include only measurement errors. Systematic errors would increase age uncertainties by 1-2%. 2. U concentration and U/Th are calibrated relative to our Sri Lanka standard zircon, and are accurate to ~20%. 3. Common Pb correction is from 204Pb, with composition interpreted from Stacey and Kramers (1975) 5. U decay constants and composition as follows: 238U = 9.8485 x 10 -10, 235U = 1.55125 x 10 -10, 238U/ 235U = 137.88
6. All zircons analyzed from BU07-42 were ablated with a 15 micron-diameter beam. 
