In this paper the Support Vector Machines (SVM) method is used to correlate the transitional forced and mixed convection experimental data of Ghajar and Tam (1994) that were obtained along a stainless steel horizontal circular tube fitted with re-entrant, square-edged, and bell-mouth inlets under uniform wall heat flux boundary condition. The SVM method has been chosen to further improve the accuracy of the correlations that were developed by Ghajar and his co-workers using the traditional least-squares method (Ghajar and Tam, 1994) and more recently the artificial neural networks (ANN) method (Ghajar et al., 2004) . Using the ANN method improved the accuracy of their correlation. However, there are drawbacks associated with ANN method. One of the major problems with the ANN method is that it does not provide a unique correlation due to different coefficient matrices. The SVM method used in this study eliminated the drawbacks associated with the ANN method and provided a unique correlation with comparable accuracy as the ANN method. For the experimental data used, majority of the data points were predicted within 5% deviation. Comparisons were made regarding the accuracy of the developed correlation and its characteristic using SVM and ANN methods. The results showed that SVM is a good method to correlate complex heat transfer data.
INTRODUCTION
An important design problem in industrial heat exchangers arises when the flow inside the tubes falls into the transition region. In practical engineering design, the usual recommendation is to avoid design and operation in this regime; however, this is not always feasible under design constraints. The usually cited transition Reynolds number of about 2100 applies, strictly speaking, to a very steady and uniform entry flow with a rounded entrance. If the flow has a disturbed entrance typical of heat exchangers, in which there is a sudden contraction and possibly even a re-entrant entrance, the transition Reynolds number will be less. Experimental, numerical, and analytical studies are available for forced and mixed convection heat transfer in horizontal tubes with a rounded entrance in the laminar, transitional, and turbulent flow regimes. These works have been reviewed by Shah and London (1978) , Shah and Johnson (1981) , coworkers (1981, 1987) . However, very little information that is of immediate use to design engineers (i.e., correlation) is available to predict the developing and fully developed transitional forced and mixed convection heat transfer coefficients in a tube with a smooth or disturbed entrance. The correlation developed by Ghajar and Tam (1994) is the only one that is available in the open literature for the abovementioned case. Their correlation predicted their transitional data (1290 data points) for three inlet configurations (reentrant, square-edged, and bell-mouth) with an average absolute deviation of about 8%. However, about 30% of the data in the transition region were predicted with 10-20% deviation, and about 3% with deviations greater than 20%. Since the value of the heat transfer coefficient has a direct impact on the size of the heat exchanger, a more accurate correlation was sough by Ghajar et al. (2004) using the artificial neural network (ANN) method. They used the threelayer feed-forward ANN for correlating the transitional data of Ghajar and Tam (1994) with three different inlet configurations. The number of the hidden neurons employed was empirically selected as 11. The results showed that the majority of the data points were predicted with less than 5% deviation. The accuracy is superior to the correlation developed by using the traditional least-squares method. However, there are several drawbacks associated with the ANN method such as (1) the optimal network architecture (i.e. the number of hidden neurons) is difficult to determine and (2) the ANN method cannot give the same consistent coefficient matrices every time. In this study, an alternative algorithm called Support Vector Machines (SVM) will be proposed to address these drawbacks. This method has been used to predict the high-dimensional nonlinear problems in recent years (Chen, et. al., 2006 , Vong et al. 2006 . The specific objectives of this study are to compare the different correlation methods (ANN and SVM) and develop a new correlation using the SVM method for the transitional heat transfer data collected by Ghajar and Tam (1994) . 
EXPERIMENTAL DATASET
The heat transfer experimental data used in this study, along with a detailed description of the experimental apparatus and procedures used, were reported by Ghajar and Tam (1994) . A schematic of the overall experimental setup used for heat transfer measurements is shown in Figure 1 . In this paper, only a brief description of the experimental setup and procedures will be provided. The local forced and mixed convective measurements were made in a horizontal, electrically heated, stainless steel circular straight tube under uniform wall heat flux boundary condition and three types of inlet configurations (re-entrant, square-edged, and bell-mouth), as shown in Figure  2 . The pipe had an inside diameter of 1.58 cm and an outside diameter of 1.90 cm. The total length of the test section was 6.10 m, providing a maximum length-to-diameter ratio of 385. A uniform wall heat flux boundary condition was maintained by a dc arc welder. Thermocouples (T-type) were placed on the outer surface of the tube wall at close intervals near the entrance and at greater intervals further downstream. Twentysix axial locations were designated, with four thermocouples placed at each location. The thermocouples were placed 90 degrees apart around the periphery. From the local peripheral wall temperature measurements at each axial location, the inside wall temperatures and the local heat transfer coefficients were calculated (Ghajar and Kim, 2006) . In these calculations, the axial conduction was assumed negligible (RePr > 4,200 in all cases), but peripheral and radial conduction of heat in the tube wall were included. In addition, the bulk fluid temperature was assumed to increase linearly from the inlet to the outlet. As reported by Ghajar and Tam (1994) , the uncertainty analyses of the overall experimental procedures showed that there is a maximum of 9% uncertainty for the heat transfer coefficient calculations. Moreover, the heat balance error for each experimental run indicated that in general, the heat balance error was less than 5%. For Reynolds numbers lower than 2500 where the flow was strongly influenced by secondary flow, the heat balance error was slightly higher (5-8%) for that particular Reynolds number range. To ensure a uniform velocity distribution in the test fluid before it entered the test section, the flow passed through calming and inlet sections. The calming section had a total length of 61.6 cm and consisted of a 17.8 cm diameter acrylic cylinder with three perforated acrylic plates, followed by tightly packed soda straws sandwiched between galvanized steel mesh screens.
Before entering the inlet section, the test fluid passed through a fine mesh screen and flowed undisturbed through 23.5 cm of a 6.5 cm-diameter acrylic tube before it entered the test section. The inlet section had the versatility of being modified to incorporate a re-entrant or bell-mouth inlet (see Figure 2) . The re-entrant inlet was simulated by sliding 1.93 cm of the tube entrance length into the inlet section, which was otherwise the square-edged (sudden contraction) inlet. For the bell-mouth inlet, a fiberglass nozzle with a contraction ratio of 10.7 and a total length of 23.5 cm was used in place of the inlet section. In the experiments, distilled water and mixtures of distilled water and ethylene glycol were used. They collected 1290 experimental data points, and their experiments covered a local bulk Reynolds number range of 280 to 49000, a local bulk Prandtl number range of 4 to 158, a local bulk Grashof number range of 1000 to 2.5×10 
PREDICTION OF TRANSITION DATA
The abrupt change of heat transfer characteristic in the transition region can be seen in Figure 3 . In this region, the flow has both laminar and turbulent characteristics. In addition, the type of inlet configuration influences the beginning and end of the transition region. Tam and Ghajar (2006) compared the accuracy of existing correlations for the transition region and concluded that the correlations developed by Ghajar and Tam (1994) and Ghajar et al. (2004) are the most accurate available. Ghajar and Tam (1994) used the asymptotic method similar to Churchill (1977) 
where Nu l (laminar flow Nusselt number) is given by Eq. (2), Nu t (turbulent flow Nusselt number) is given by Eq. (3), and the values of the suggested constants a, b, and c for each inlet are summarized in Table 1 . 
The range of independent variables used in Eq. (1) for each inlet configuration is as follows:
4000 ≤ Gr ≤ 2.5 × 10 5 , and 1.2 ≤ μ b /μ w ≤ 2.6 Bell-mouth: 3 ≤ x/D ≤ 192, 3300 ≤ Re ≤ 11,100, 13 ≤ Pr ≤ 77, 6000 ≤ Gr ≤ 1.1×10 5 , and 1.2 ≤ μ b /μ w ≤ 3.1
Equation (1) is applicable to transition forced and mixed convection in the entrance and fully developed regions and should be used with an appropriate set of constants for each inlet configuration. Figure 4 compares the predicted Nusselt numbers obtained from Eq. (1) for each inlet configuration with measurements. Table 2 summarizes the percent deviations between the experimental data and the predictions of Eq. (1) for the three inlet configurations. To improve the accuarcy of the least-squares correlation, Eq. (1), Ghajar et al. (2004) employed the ANN method on the experimental data of Ghajar and Tam (1994) . The three-layer feed-forward neural network was used in their study. For the ANN training process, they compared the results for different gradient methods and different number of hidden neurons, and decided on the Levenberg-Marquardt gradient method and 11 neurons. In their study, when the epoch reached 1000, the training was stopped. After the backpropagation had been completed and the postprocessing of the network output had been performed, the resulted neural network, which was the proposed ANN correlation, was given in a matrix form. Their proposed ANN correlation is as follows: In that study, only 80% of the experimental data (M a ) for each inlet were used to establish the correlation's constant matrices as indicated in Eq. (4). The rest of the data (M b ) were used for the network testing. After the network training, the numerical values for the matrices and scalars for different inlet configurations were obtained. With the same network structure, various trainings were made. The initial values of the network parameters, weights and biases were differed for each training. The training with the smallest mean squared error was selected for the subsequent testing. In consequence, Tables 3 to 5 and Figure 5 show the accuracy of the ANN correlations for different inlets. For the bell-mouth inlet, all of the experimental data were predicted with less than 5% deviation. For the square-edged inlet, 99.5% of the data were predicted with less than 5% deviation. Only 2 data points, one from the training set and the other from the testing set were predicted with a little more than 5% deviation. For the re-entrant inlet, practically almost all of the data were predicted with less than 5% deviation (97.1% of the data). Only 12 data points, 6 from the training set and 6 from the testing set were predicted with 5 to 10% deviation, and only one data point was predicted with more than 10% deviation (11.35%). Compared to the accuracy provided by the Eq. (1), it is obvious that the ANN correlation outperformed the traditional least-squares method correlation.
THE SUPPORT VECTOR MACHINES
From the material presented in the previous section, it can be concluded that (1) there is still plenty of room for improving the accuracy of the traditional least-squares method correlation (see Table 2 ); (2) the structure of the ANN is chosen subjectively. From the statistical point of view, the ANN method can only ensure the reduction of training error by an increase in the number of hidden neurons. However, there is no guarantee whether the optimal network structure has been chosen. Therefore, the 'overfiting' problem does still exist; and (3) the initial weights and biases in each training are randomly selected. This could cause the training process to easily get stuck at a local minima (Suykens, 2001) . Hence, the coefficient matrices will not be the same, i.e., with the same network structure, different versions of the correlation can be obtained. Usually, the version, which gives the least mean squared error from multiple trainings, is selected. To overcome the deficiencies of the least-squares method and the ANN method with respect to accuracy or uniqueness of the developed correlation as discussed above, the SVM method will be explored. The SVM method offers the following advantages over the traditional least-squares method and the ANN method:
(1) The SVM method has been used for predicting practical problems with good accuracy (Chen, et. al., 2006 , Vong et al. 2006 . (2) The SVM method when applied to a set of data provides a unique correlation. The method is designed to provide a small risk (or test error) during the regression process by minimizing the regularized risk function, which is defined below in Eq. (8). The regularized risk function contains the training error and model complexity terms. The SVM structure and the training error can be optimized by minimizing the risk function. Since the structure is optimized, the 'overfiting' problem can be avoided. Moreover, the optimal model gives consistent coefficients. Therefore, the SVM method is capable of correlating a set of data with a unique correlation. The SVM method was first developed for pattern recognition based on the statistical learning theory (Vapnik, 1995) . The method was later on used for regression estimation when Vapnik devised the so-called ε-insensitive loss function,
which does not penalize errors below some ε ≥ 0, chosen a priori. According to Schölkopf and Smola (2002) , the algorithm was called ε-SVR, which seeks to estimate linear functions, ,
where <w, x> is the dot product in Euclidean space and the function is based on independent and identically distributed data, . ) , ( , ), , (
where is the dot product space in which the (mapped) input patterns live (i.e., the feature space induced by a kernel). The goal of the learning process is to find a function f with a small risk (or test error). It was tried to get the small risk by minimizing the regularized risk functional,
where, 2 w is a term that characterizes the model complexity,
is the measure of the ε-insensitive training error, and C is a constant determining the trade-off. Minimizing the Eq. (8) captures the main insight of statistical learning theory, stating that in order to obtain a small risk, the training error and model complexity needed to be controlled. As shown in Figure 6 , the minimization of Eq. (8) In Eqs. (11) and (12), the value of the parameter ε is used to adjust the desired level of accuracy of the approximation. It has to be determined prior to the training. Sometimes, the desired level of accuracy is not indicated a priori and the function approximation is required to be as accurate as possible. Thus, the υ-SVR algortihm (proposed by Schölkopf et al., 2000) , which is the modification of the ε-SVR, is suggested to be used. The algorithm can compute the parameter ε automatically to a minimum level. In this study, the υ-SVR algorithm will be used instead of Eq. (10). The functional form of the υ-SVR algorithm is shown below:
Then, the above problem can be solved by the convex optimization method (Boyd and Vandenberghe, 2004) . The key point is to construct a Lagrangian from the objective function (Eq. 14) and the corresponding constraints (Eqs. 15, 16, 17) . For the constraints, the multipliers are introduced in order to obtain the Lagrangian, , 0 , , In the SV expansion Eq. (19), only those will be nonzero that correspond to a constraint, Eq. (15) or (16), which is precisely met; the corresponding patterns are called support vectors.
) ( * i α Substituting the above four conditions into Eq. (18) leads to the dual optimization problem (sometimes called the Wolfe dual). Also, substitute a kernel k for the dot product in the problems, corresponding to a dot product in some feature space related to input space via a nonlinear map ,
As depicted in Figure 7 , by using the kernel k, the low dimensional nonlinear input data space can be transformed into the high-dimensional linear feature space through a nonlinear mapping , n is the dimension of input data space, and n h is the high dimension of the feature space. This transformation makes the SVM be capable of treating the nonlinear problems.
Usually, Gaussian kernels, In this study, the C/m will be substituted by C. Therefore, Eqs. (26) and (27) will be changed as follows, (28) [ ],
, 0
( )
Finally, the decision function for regression takes the form (cf. Eqs. (6), (19), (23) 
is understood, cf. Eqs. (19) and (23). Further details about υ-SVR can be found in the studies of Schölkopf et al. (2000) , Schölkopf and Smola (2002) , Smola and Schölkopf (2004) . The entries of the vector, x, represents the normalized Reynolds number, Prandtl number, Grashof number, x/D, and μ ratio, respectively. In this study, 80% of the experimental data (denoted by M a ) for each inlet were used to find the coefficients and bias of Eq. (31). The rest of the data (i.e., 20%, as denoted by M b ) were used for verification.
RESULTS AND DISCUSSION
Prior to developing the SVM-based correlation, the parameters, , should be determined. As shown in Figure 8 , different combinations of the parameters were used for the training of the model based on the 80% of the re-entrant data (M a ). Then, all the re-entrant data (M) is tested by the SVM model to obtain the Mean Squared Error (MSE). The ranges of the C and γ and C γ were selected arbitrarily within [10 to 30000] and [1 to 15]. When the value of equals to 8 and the value of C exceeded 20,000, the mean squared error (MSE) was the smallest amongst all the combinations of the parameters. Therefore, the values of the parameters, , used in this study were 20,000 and 8, respectively. With the above mentioned parameters, the SVM was trained for each inlet configuration. Therefore, the correlation coefficients and the support vectors were different for each of the three types of inlets. Tables 6 to 8 summarize the accuracy of the proposed SVM heat transfer correlation for the three different inlet configurations. Note that for comparison purposes, the tables show the accuracy distribution for 100% of the experimental data (denoted by M), the data that were used to train the network (denoted by M a i.e., 80% of M), and the data that were never used in training but were used for testing (denoted by M b ). Figure 9 compares the predicted Nusselt numbers obtained from the proposed SVM-based correlation for each inlet configuration with the measurements.
The proposed SVM correlation is applicable to the developing and fully developed transition regions. As seen in Tables 6 to 8 and Figure 9 , for the three inlet configurations, all the Nusselt numbers of the training data were predicted with excellent accuracy. For the testing data, majority of the experimental data for the three inlets (i.e. 93.4% of the total testing data) were still predicted within ±5% deviation. For the bell-mouth inlet, 99.1 percent of the data were predicted with less than 5% deviation; only four data points from the testing set were predicted with a little more than ±5% deviation. The absolute deviation was 0.31%. For the square-edged inlet, 98.6 % of the data were predicted with less than 5% deviation; only six data points from the testing set were predicted with more than ±5% deviation. The absolute deviation was 0.47%. For the re-entrant inlet, nearly all of the data were predicted with less than 5% deviation (98.4%). Only four data points from the testing set were predicted within ±5 to 10% deviation, and only three data points were predicted with more than 10% deviation. The absolute deviation is as small as 0.35%. Compared to the accuracy provided by the traditional least-squares correlation (Eq. 1), it can be concluded that the SVM correlation is superior to the traditional correlation. When the regression ability of SVM is compared with that of ANN method, the predictive capability of SVM method was shown to be as accurate as the ANN method. Both computation intelligent methods also give excellent performance for prediction of the complicated transition data. 
CONCLUSIONS
A new correlation was developed by the SVM method in this study. The new regression method outperforms the traditional least-squares method and it is comparable in accuracy to the ANN method. However, it does not have the drawbacks of the ANN method. Specifically the advantages of the SVM method over the ANN method are (1) the structure of the network does not have to be determined, and (2) it generates a unique correlation form. Although the tuning parameters of SVM such as C and are necessarily determined prior to the training process in SVM, it is not difficult to find the desired values through the empirical method. 
