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Abstract 
The glass transition is alternatively described as either a dynamic transition in which there is a 
dramatic slowing down of the kinetics, or as a thermodynamic phase transition. To examine the 
physical origin of the glass transition in fragile Cu-Ag liquids, we employed molecular dynamics 
(MD) simulations on systems in the range of 32,000 to 2,048,000 atoms. Surprisingly, we 
identified a 1
st
 order freezing transition from liquid (L) to metastable heterogenous solid-like 
phase, denoted as the G-glass, when a supercooled liquid evolves isothermally below its melting 
temperature at deep undercooling. In contrast, a more homogenous liquid-like glass, denoted as 
the L-glass, is achieved when the liquid is quenched continuously to room temperature with a 
fast cooling rate of ~10
11
 K/sec. We report a thermodynamic description of the L-G transition 
and characterize the correlation length of the heterogenous structure in the G-glass. The shear 
modulus of the G-glass is significantly higher than the L-glass, suggesting that the first order L-
G transition is linked fundamentally to long-range elasticity involving elementary 
configurational excitations in the G-glass.    
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1. Introduction 
The glass transition occurs as a liquid is rapidly quenched to a deeply undercooled state and 
configurationally freezes without intervention of crystallization. This transition is accompanied 
by a loss of the configuration entropy of the liquid [1-3]. Glasses are formed in chemically 
diverse substances including organic oxides [4], organic polymers [5], molecular liquids [6], and 
metallic systems [7-9]. They are ubiquitous in our daily life with important technological and 
industrial applications owing to their desirable and unique physical and mechanical properties 
distinct from crystalline materials [10,11]. In his pioneering work, Goldstein proposed that the 
occurrence of the glassy state is intrinsically related to the existence of potential energy barriers, 
large compared to thermal energy [12], that separate stable liquid configurations. The 
configurational entropy of a supercooled liquid is defined as SC = lnWC(), where WC is the 
density of stable configurations or inherent states, depending on the configurational potential 
energy per atom, . This forms the potential energy landscape (PEL) theory [13-17] and provide 
the basis for describing the glass transitions from the perspective of thermodynamics.  
From the kinetics point of view, a glass “transition” occurs as a liquid becomes more viscous 
with a significant increase of relaxation time near the glass transition temperature, Tg [18]. The 
dynamical heterogeneity that characterizes structural relaxation in liquids has been investigated 
extensively [18-20]. Indeed, numerous experimental and theoretical studies have suggested the 
possible existence of an underlying thermodynamic glass transition [21-33]. Experimentally, 
several metastable undercooled liquid phases may exist, leading to the liquid-liquid phase 
transitions (LLPT’s) [21-29]. Particularly, very recent experiments showed that multiple critical 
cooling rates could generate different types of metallic glasses [34]. Theoretically, recent 
molecular dynamics (MD) simulations provide some evidence for the thermodynamic nature of 
the glass transition [35,36]. An et al. showed from MD simulations that undercooled liquid Ag 
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undergoes a first-order configurational freezing transition from the high-temperature 
homogeneous disordered liquid phase to a metastable, heterogeneous, configurationally ordered 
phase referred to as the G-phase [36].
 
This phase exhibits a strong first order melting behavior 
upon rapid heating, very different from the traditional view of the glass transition [36,37].   
In this Article, we employed large-scale MD simulations to investigate glass formation on 
quenching of binary Ag-Cu liquids with various compositions spanning from Ag rich to Cu rich 
regions. As the binary Cu-Ag liquids are ultrafast quenched to room temperature with cooling 
rates between 3.4 × 10
10
 ~ 3.4 × 10
12
 K/sec, the liquids freeze configurationally to a glass that 
exhibits homogeneous liquid-like character, which we denote as the L-glass. To examine the 
thermodynamics and metastability of undercooled liquids, we performed the isothermal MD 
simulations and relaxed the binary Cu-Ag liquids at 700 K for over 10 nanoseconds. 
Surprisingly, we observed a sharp enthalpy drop and entropy jump as the liquid transforms to a 
heterogeneous glassy phase, suggesting a first-order phase transition. The spatial distribution of 
configurational enthalpy within the product glass phase, denoted as a G-glass, shows an 
inherently heterogeneous character with a characteristic length scale, . Both and latent heat 
of L-G transition are correlated with the chemical variations in binary Cu-Ag alloys, suggesting 
that chemical mixing plays an essential role in this L-G transition. Compared to the L-glass, the 
G-glass exhibits robust elastic rigidity with a higher finite shear modulus, (T). This underlying 
mechanism of L-G transition was discussed and may be related to the persistent long-range 
elasticity in the G-glass.  
2. Computational Simulation Details 
2.1 Model construction and MD simulations 
To examine the glass transition in binary Cu-Ag systems, the MD simulations were performed 
using the classical MD code LAMMPS [38] and a Cu-Ag embedded atom model (EAM) 
potential [39] was applied to describe the interatomic interactions. We used the velocity Verlet 
algorithm for the integration of equation of motion and a timestep of 1.0 fs in all simulations. 
The possible surface effects were eliminated by applying periodic boundary conditions (PBC) 
along all three directions. To illustrate the glass transition as a function of composition, we 
examined glass formation at eight compositions from Ag rich to Cu rich regions, including 
Cu100Ag0, Cu80Ag20, Cu75Ag25, Cu54Ag46, Cu30Ag70, Cu20Ag80, Cu5Ag95, and Cu0Ag100. The 
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Cu75Ag25 is selected for detailed analyses of the first order L-G transition, thermodynamics 
functions, and elastic rigidity. 
The fast quenching simulations were used for the liquid to L-glass transition. Here, we melted 
the fcc Ag-Cu crystals at 2000 K and then quenched the liquids to ambient conditions using the 
cooling rates from 3.4 × 10
10
 to 3.4 × 10
12
 K/sec. This process produces the L-glass in all 
concentrated alloys or crystalline solids in the cases of pure metals or dilute alloy compositions 
of Cu100Ag0, Cu5Ag95, and Cu0Ag100. The G-glass is then produced in the concentrated alloys by 
isothermally aging the supercooling liquids at 700 K for all compositions, except for the eutectic 
composition Cu54Ag46, which does not spontaneously form the G-glass in the MD timescale. The 
supercooled liquids at 700 K were obtained from previous liquid to L-glass quenching 
simulations. To account for the stochastic nature of glass formation (versus crystallization) from 
liquid, we performed multiple simulations at 700 K with the same liquid structure. The initial 
condition for the same liquid structure was modified by assigning different velocity distributions. 
The random seeds were used to produce various Maxwell-Boltzmann distributions at the same 
temperature. Following isothermal aging, the G-glass was then quenched to room temperature 
with the same cooling rate used to produce the L-glass. The G-glass at composition Cu75Ag25 
was remelted by heating back to 2000 K using a heating rate of 3.4 × 10
12
 K/sec. In all 
simulations, we apply the isothermal–isobaric (NPT) ensemble to account for the volume 
changes during glass formation or remelting. To maintain constant temperature and pressure in 
NPT, we used the Nose-Hoover thermostat and barostat with the damping constants of 100 fs 
and 1000 fs, respectively. The thermodynamic properties, such as entropy, potential energy and 
free energy, are derived from equilibrium MD simulations for all present phases including liquid 
(L), L-glass, G-glass, crystal (X), and mixed crystal state. To examine the size effect, we applied 
various sizes of systems from 32000 atoms to 2,048,000 atoms. 
2.2 Two-phase simulations to determine G-glass melting temperature and promote G-glass 
nucleation. 
To obtain the equilibrium glass melting temperature of the G-glass (TG,M), we applied two-phase 
simulations in which a liquid phase is combined with G-glass phase [40]  to form an initial two 
phases model. Since the liquid phase is homogenous, its dimensions could be adjusted so that it 
has the same cross section as the G-glass. Then we combined both phases that have the same 
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cross section. In the combined model, these two phases are separated by the average atomic 
distance in both liquid and G-phase. There are two interfaces in the combined model due to the 
periodic boundary condition. Several two phase models were constructed at different 
temperatures from below TG,M to above TG,M. Finally, these models were equilibrated at their 
constructed temperature and the NPT ensemble was used for isothermal equilibration MD runs. 
If the simulated temperature is above TG,M, the two-phase model evolves to a liquid phase 
eventually, which is indicated by the increased potential energy. In comparison, as the 
temperature is below TG,M, the G-glass phase propagates into the liquid phase, as indicated by the 
decreased potential energy. The two-phase simulations for the Cu75Ag25 composition are 
displayed in Fig. 1. The crystal melting temperature TX,M = 1050 K for Cu75Ag25 was obtained 
from previous literature [39].   
 
Figure 1. Two phase coexistence L-G simulations to determine the equilibrium melting 
temperature TG,M of G-phase Cu75Ag25: (a) potential energy evolution of two phase simulations 
at various temperatures; (b) Two-phase simulation model at 0 ps. 
 
For the eutectic composition Cu54Ag46, the G-glass does not nucleate in 100 nanoseconds for 
MD runs at various supercooled temperatures from 700 K to 900 K. To promote the G-glass 
formation in MD simulations, we applied the above two-phase simulations by combining the 
liquid Cu54Ag46 with the Cu30Ag70 G-glass at 800 K. After 20 ns simulations, the G-glass 
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nucleates from liquid Cu54Ag46. Then we replaced the Cu30Ag70 G-glass with another liquid 
Cu54Ag46 and continued another 20 nanosecond MD simulation until the whole eutectic system 
transforms to the G-glass. 
2.3 Monte Carlo Simulation to obtain the random solid solution (RSS) structure 
The random solid solution (RSS) structures were constructed using the Monte Carlo approach. 
Firstly, we constructed a 32,000 atom fcc lattice and randomly distribute Cu and Ag atoms based 
on their composition ratios. Then the NPT Monte Carlo (MC) simulations were performed by 
swapping 10 pairs of atoms in each step at room temperature. A million steps were performed for 
the potential energy convergence of the MC simulations. 
2.4 Honeycut-Anderson (HA) analysis 
To characterize the local atomic order in both liquid and G-phase glasses, we applied the 
topological Honeycut-Anderson (HA) analysis by considering the geometrical relationship 
between neighboring pairs of atoms [41]. The local atomic order can be identified by fcc, hcp, 
and icosahedral types of atoms using HA indices, 1421, 1422 and 1551 [41]. Other disordered or 
liquid atoms could be described by other types of HA indices such as 1311, 2331, etc. The 
nearest neighbor and the second nearest neighbor distances were determined using the 1
st
 
minimum and the 2
nd
 minimum positions in radial distribution function (RDF), respectively. 
2.5 Potential energy (PE) density maps and PE pair distribution function calculations 
To separate the configurational enthalpy from the vibrational contribution, we averaged the 
potential energy (PE) of each atom over a time period of 2 ps, leading to atomic PE density 
maps. The vibrational motion was averaged over a much longer time (2 ps) than the MD 
timestep, but sufficiently short compared to configuration relaxation. Therefore, the vibrational 
noise is removed and the configurational contribution is revealed from PE-density maps.  
To determine the average size of the low PE regions, we used the PE pair distribution function 
(PE-pdf) analysis. We first calculate the average PE/atom (<PE>) for Cu and Ag atoms, 
respectively. Then we compute the mean variance of the PE/atom for each atom type: σ2 = 
(1/N)(PE(i)-<PE>)
2 
where i labels the atomic id, as well as the deviation from the average PE for 
each atom: PE_ave(i) = (PE(i)-<PE>). Next, we calculate the dimensionless normalized product: 
(PE_ave(i) × PE_ave(j)) / σ2 for every pair of atoms labeled by (i,j). Each pair is separated by the 
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distance r= rij=|rj-ri| and the pairs fall into shells along r. Finally, we sum the normalized product 
over the shells from r to r+dr to generate the PE-pdf correlation function C(r). The C(r) is 
normalized by dividing it by “4πr2(N/V)”, as the radial distribution function. This function 
decreases in amplitude with r and it goes to zero at large distance much greater than correlation 
length . The correlation length  is defined as the C(r) reaches its first minimum value where 
C(r) becomes negative.  
2.6 Shear modulus calculations 
Shear modulus may be used to represent the elastic rigidity of both liquid and glass phases. Here 
we derived the shear modulus from the elastic constants Cij and stiffness constants Sij using the 
Voigt-Reuss-Hill average [42]. Firstly, we computed elastic constant matrix Cij by deforming the 
lattice elastically along all possible directions [43]. Then we computed the inverse of elastic 
matrix Cij and obtained the compliance constant Sij = (Cij)
−1
. Finally, the shear modulus is 
derived by averaging Voigt bounds and Reuss bounds. We performed a 10 ps equilibrium run 
after the system is deformed before measuring the average stress tensor at various temperatures. 
The fluctuation of stress is used to compute the statistic errors in predicting shear modulus.   
3. Results and Discussion 
3.1 Glass formation from binary Cu-Ag metallic liquids 
We selected the binary Cu-Ag system as a prototype system for studying the glass transition 
because of its relatively simple phase diagram with no intermetallic compounds present [44]. The 
influence of chemical mixing on the glass transition is illustrated by examining several 
compositions from Cu rich to Ag rich regions: Cu80Ag20, Cu75Ag25, Cu54Ag46, Cu30Ag70, 
Cu20Ag80, and Cu5Ag95. According to previous MD simulations [39], the eutectic composition in 
our binary Cu-Ag system is Cu54Ag46 which is close to the experimental eutectic composition of 
Cu41Ag59 [44]. To investigate glass transition, we first performed quenching simulations from 
2000 K to 300 K, as in previous MD studies [45, 46], to freeze the 32,000-atom liquid structures 
using an ultrafast cooling rate of 3.4 × 10
12
 K/sec. In contrast, we then performed isothermal 
simulations at 700 K on the supercooled liquids obtained from the quenching simulations to 
examine their metastability.  
Here we use the Cu75Ag25 composition to illustrate the characteristics of glass transition, which 
are similar to those exhibited by most of the other compositions. The eutectic composition 
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Cu54Ag46 was not selected because the liquid does not transform to the G-phase within the MD 
timescales (details discussed below). Fig. 2(a) displays the potential energy per atom, ϕ(T), as a 
function of temperature during quenching. Another lower cooling rate of 3.4 × 10
10
 K/sec was 
also applied to illustrate the effects of cooling rate. The glass transition is characterized by the 
inflection in the ϕ(T) cooling curve at ~700 K. Crystallization is not observed in this quenching 
process as confirmed by the liquid-like radial distribution function (RDF) (Fig. 2b) after 
quenching with an atomic structure shown in Fig. 2(c). This quenched glass is designed as 
liquid-like glass or L-glass.  
 
Figure 2. MD simulations of L-Glass and G-glass formation from a binary Cu75Ag25 liquid, 
including their structural properties: (a) L-glass formation through direct quenching from 2000 K 
to 300 K and G-glass formation through isothermal MD at T = 700 K with subsequent cooling to 
room temperature; (b) RDF of both G-glass and L-glass at 300 K; (c,d) Atomic structures of both 
L-glass (c) and G-glass (d) at 300 K; (e,f) PE density map of both L-glass (e) and G-glass (f) at 
300 K.  
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For the quenched liquid held isothermally at 700 K, the ϕ(T) shown in Fig. S1 of Supplementary 
Materials (SM) indicates that the liquid reaches equilibrium within the first ~200 ps and then 
remains in this equilibrated liquid state for several nanoseconds. The liquid then abruptly 
undergoes a transition to a new glassy state within a few nanoseconds. Based on the rather abrupt 
change in ϕ(T), this new phase arises from a first order liquid-glass transition that is different 
from the L-glass. To compare with the L-glass, this G-glass was quenched from 700 K to 300 K 
using the same quenching rate of 3.4 × 10
12
 K/sec. As shown in Fig. 2(b), the G-glass also 
displays no long-range order, indicating that it is not a crystalline phase. However, the 2
nd
 peak 
of the RDF, representing the distance between atoms at opposite vertices of an octahedron, is 
sharper compared to the L-glass, indicating the short-range order is drastically different from L-
glass. The atomic configuration of this G-glass (Fig. 2d) displays locally ordered structures with 
curved atomic planes that are surrounded by more disordered regions. To distinguish the G-glass 
from L-glass, we report atomic potential energy (PE) density maps that reveal the spatial 
distribution of configurational enthalpy within the system. As shown in Fig. 2(e,f), the G-glass 
exhibits clear heterogenous structure with local ordered structures exhibiting lower PE/atom 
surrounding by disordered regions with higher PE/atom. In contrast, the L-glass displays a 
significantly more homogenous character. To further establish the glassy nature of the G-phase, 
we computed the X-ray powder diffraction (XRD) of both L-glass and G-glass at 300 K, as 
shown in Fig. S2 of SM. The XRD of L-glass and G-glass are quite similar and lack any 
evidence of crystalline diffraction peaks indicating long ranger order. A second exemplary L-G 
transition occurring in the Cu30Ag70 liquid exhibits the same characteristics as in the Cu75Ag25 
system, as shown in Fig. S3 of SM.  
Table 1. The Honeycutt-Andersen (HA) indices of two glass phases for the composition 
Cu75Ag25 
HA indices G-phase L-phase 
1551 2.35% 25.71% 
1421 40.94% 5.23% 
1422 14.44% 9.83% 
1541 13.59% 21.43% 
1311 6.82% 4.11% 
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Others 21.86% 33.69% 
 
The HA analysis [41] was used to further characterize the local atomic structures and the results 
are displayed in Table 1. The local ordered structure in heterogenous G-glass is revealed by the 
HA indices of 1421 (40.94%) and 1422 (14.44%) that correspond to local fcc and hcp crystal 
structures. In comparison, the HA indices in homogenous L-phase are mainly 1551 (25.71%) and 
1541 (21.43%) that correspond to icosahedral clusters, along with much less 1421 (5.23%) and 
1422 (9.83%). Some icosahedral local structures also appear in the G-glass with the typical 
indices of 1541 (13.59%) and 1551 (2.35%). On the basis of HA analysis, atoms with fcc and 
hcp atomic coordination environments were determined for both G-glass and L-glass. As shown 
in Fig. 3, there are ~19.3% fcc and 5.26% hcp atoms in the G-glass, but only 0.13% fcc and hcp 
atoms in the L-glass, indicating that the G-glass has significantly more local ordered character 
than the L-glass. The overall small concentration of fcc and hcp atoms in the G-glass (~1/4 of all 
atoms) indicates that the G-glass is clearly distinct from a close-packed crystalline phase.  
 
Figure 3. The Honeycutt-Anderson analysis on the G-glass and L-glass of Cu75Ag25. The G-glass 
contains 19.3% fcc and 5.26% HCP atoms while the L-glass just have 0.13% fcc+hcp atoms. The 
fcc, hcp and other atoms are represented by green, blue and red balls, respectively. 
 
To examine the reversibility of L-G transition, we remelted both glass phases with a heating rate 
of 3.4 × 10
12
 K/sec. Fig. S4 displays reheating curves for both G-glass and L-glass. The L-glass 
(T)-curve shows a more gradual and continuous change as it transforms back to liquid at ~800 
K. The G-glass transforms to the liquid at a higher temperature (~1000 K) with a more abrupt 
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change of (T), suggesting a strong first order melting transition for the G-glass. It is interesting 
to note that the melting of L-glass occurs at ~800 K which is slightly higher than its glass 
transition temperature (~700 K) although the L-glass does not exhibit a sharp first order phase 
transition.   
3.2 Latent heat of L-G transition and thermodynamic functions of G-phase 
Latent heat represents the energy released or absorbed during a first-order phase transition at 
fixed P. To confirm that the L-G transition is a first order phase transition, we computed the 
latent heat of this transition for the various Ag-Cu compositions, as shown in Fig. 4(a). Data for 
the elemental one component Ag and Cu systems are also included. We used a large supercell 
with 2,048,000 atoms for pure Ag and Cu to avoid crystallization arising from a small simulation 
cell. An L-G transition occurs for all compositions with the exception of the eutectic composition 
Cu54Ag46. For the eutectic system, a 100-nanosecond simulation was performed without 
observing the transition, indicating that the waiting time for the L-G transition is beyond that 
accessible to MD. Therefore, we carried out two-phase simulations to produce the G-phase at the 
eutectic by combining the G-phase of Cu30Ag70 with the liquid Cu54Ag46 to promote the G-phase 
nucleation for the eutectic liquid. The latent heat for L-G transition is found to decrease 
significantly to 20 ~ 30 meV/atom in the concentrated binary alloys compared to pure Ag and Cu 
cases (~70 meV/atom). This suggests that the first order character of the L-G transition is 
significantly suppressed by the chemical mixing. To form the local ordered structure in the G-
glass, local chemical separation of Cu and Ag atoms in binary alloys is apparently required, 
where the waiting time for the L-G transition increases as the composition approaches the 
eutectic composition.  
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Figure 4 (a). latent heat of L-G transitions for various compositions at 700K; (b-d) Enthalpy (b) 
entropy (c) and Free energy (d) maps of Cu75Ag25 extracted from MD simulations.  
 
In order to illustrate the underlying thermodynamic principles of L-G transition, we performed 
thermodynamic analyses on the liquid and G-phase. The application of equilibrium 
thermodynamics to study the L-G transition is plausible owing to the robust metastability of both 
the liquid and G-glass below its melting temperature. The liquid phase in Cu75Ag25 persists for 
several nanoseconds prior to transforming to G-glass and the G-glass remains stable for at least 
10 nanoseconds in our simulations. Therefore, we consider the thermodynamic functions for the 
three phases: crystal (X), liquid (L) and G-glass (G). Since no intermetallic compounds are 
known for the Ag-Cu binary alloys, two limiting cases of the crystal structures are considered: 
(1) the physical mixing of pure Ag and pure Cu (mix-X); and (2) a random Ag-Cu fcc solid 
solution (RSS) phase which is constructed using a Monte Carlo (MC) technique.  
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The potential energy of the various phases is the sum of a vibrational and a configurational term. 
Assuming metastable equilibrium at each T, the average vibrational potential energy per atom 
has the form v(T)= 3/2RT + aT
2
 +… that includes the classic Dulong-Petit contribution (3/2 
RT) and anharmonic terms (the second + higher order terms). The anharmonic terms are 
generally smaller. For a given phase  (L, G, RSS or mix-X), we designate C(T) as the 
configurational potential energy as a function of T while the pressure remains zero. For the L-
phase, we only consider the states above 800 K since it takes a longer time (>30 ps) for the L-
phase to reach equilibrium below T = 800 K. We assume an additional configurational “1/T” 
term for the liquid phase assuming the configurational entropy of liquid at high T follows the 
behavior expected for a Gaussian distribution of liquid inherent states [47]. This analysis is 
approximate since the configurational enthalpy of the non-liquid phases was treated as the 
summation of vibrational terms and an additive constant. 
L(T) = -3173.18 mV/atom + 0.1293 T + 1.9699 x 10
-5 
T
2 – 75950.4/T (1) 
G(T) = -3303.03 mV/atom + 0.1293 T + 2.48789 x 10
-5 
T
2
   (2) 
mX(T) = -3370.42 mV/atom + 0.1293 T + 1.7236 x 10
-5 
T
2
   (3) 
RSS(T) = -3317.53 mV/atom + 0.1293 T + 2.15926 x 10
-5 
T
2
  (4) 
The enthalpy (h) curves for various phases are shown in Fig. 4(b) with the v(T) functions listed 
in the equations (1-4). The enthalpy of the G-glass is slightly higher than the RSS phase, but they 
both are much higher in energy than a physical mixture of elemental fcc Ag and Cu. The 
predicted enthalpy of formation for the Cu-Ag alloys is consistent with experimental 
measurements [48], validating our approach to predict enthalpy. Since the mix-X phase is the 
approximate ground state for the crystal at low T (as indicated by the low mutual solubility of Ag 
and Cu at low T), we considered only the mix-X, G and L in the subsequent entropy and free 
energy calculations. 
The entropy curves were derived by integration of dh/T, as shown in Fig. 4(c). The integration 
constants were determined by the condition that the free energies are the same for X and L at 
their melting temperature TX,M, the free energies are also the same for G and L at their 
coexistence temperature, TG,M. The entropy of crystal was set to zero at room temperature and 
was used as the reference state for computing the entropy of other phases. The TX,M was obtained 
from the experimental phase diagram [44] and the TG,M was determined from the two-phase 
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coexistence simulations (Fig. 1). The specific Gibbs free energy of L, G, and X phases (at P = 0) 
was derived using the formula, g = h-Ts, and the results are displayed in Fig. 4(d). Thus, we 
obtained all thermodynamic state functions at zero pressure for these three phases. The same 
approach was also applied to obtain the thermodynamic state functions for the eutectic 
composition Cu54Ag46, as displayed in Fig. S5 of SM.  
3.3 Structure of the G-phase from PE density maps and the correlation length in G-phase 
The G-glass exhibits a heterogenous character with a characteristic length scale, , compared to 
the homogenous L-glass. To illustrate how the heterogenous structure varies as the composition 
changes, we computed the PE density maps of metastable G-glass at 700 K for the three 
compositions Cu75Ag25, Cu54Ag46, and Cu20Ag80. As shown in Fig. 5(a-c), the PE spatial maps 
reveal a clear heterogeneous structure consisting of low PE ordered regions (dark blue) 
completely surrounded by the high PE disordered regions (yellow/green). Some curvature is 
observed in the local atomic planes within the ordered regions, suggesting that either chemical 
order or “plastic” defects may accommodate the curvature due to the incompatibility of 
neighboring low PE ordered regions. The ordered regions are topologically isolated and 
surrounded by the disordered regions with consistently higher PE. Thus, the structure of G-glass 
is a mixture of low PE core regions (grains) embedded in a surrounding disordered medium with 
high PE shells. The similar G-glass structure was also observed in a larger system of 256,000 
atoms, as shown in Fig. S6(a), indicating that G-glass formation can be well described using 
32,000 atoms system. The atomic configurations in Fig. 5(a-c) also reveals that the G-glass 
consists of separated Cu rich regions and Ag rich regions, respectively. This is consistent with 
the thermodynamics analysis showing that the physical mixture of crystals is the ground state 
structure at low T. To determine whether the PE density maps correlate with the chemical 
separation, we computed the concentrations of the low PE and high PE regions. The lowest PE 
regions (10% lowest PE atoms) are composed of 6.8% Cu and 93.2%Ag, which is very similar to 
that of the highest PE region (10% highest PE atoms), 7.1% Cu and 92.9% Ag. Therefore, 
chemical compositions in G-glass are similar in both highest PE and lowest PE regions. 
However, these compositions differ widely from the average bulk composition of Cu75Ag25. This 
suggests that significant local chemical partitioning (on a scale of 1-2 nm) is required for G-
phase nucleation. 
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Figure 5. (a-c) Atomic structures and PE density map of various compositions: Cu75Ag25, 
Cu54Ag46, and Cu20Ag80. (d) PE pair distribution function of various compositions. The curves of 
binary systems are smoothed, and the raw data can be found in Fig. S7. (e) The correlation length 
of PE density for various compositions. 
 
The scale of the low PE core regions  appears to depend on alloy composition, as illustrated in 
Fig. 5(a-c). We therefore refer to the length scale of the heterogeneity as (c). To investigate the 
variation of (c) with compositions, we computed the PE pair distribution function (PE-pdf) for 
configurations shown in Fig. 5(a-c). This function illustrates the range of correlation in the 
atomic PE-density maps. For comparison, we also computed the PE-pdf for the G-phase of the 
elemental components: Ag and Cu, with the PE density maps and PE-pdf shown in Fig. 6. As 
shown in Fig. 5(d), the single component G-glasses exhibit a noticeably coarser heterogeneous 
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nanostructure. With the increase in chemical mixing, the (c) decreases significantly from 3.99 
nm in pure Cu to 1.01 nm at the eutectic composition. Note that there is a small dip at ~1nm in 
the PE-pdf curves for the finer scale heterogenous Cu75Ag25 structure. This may be in fact related 
to the chemical heterogeneity in this structure. For the binary systems, we used 32,000 atoms 
system with the cell length of ~8 nm which is several times larger than (c). The comparison 
with a larger system of 256,000 atoms system, displayed in Fig. S6(b), indicated that the (c) is 
the same for two systems with different sizes, suggesting that it is reliable to obtain (c) using 
32,000 atom systems. For elemental Ag and Cu systems, we used still larger supercells of 
2,048,000 atoms (~32 nm cell size), as shown in Fig. 6. As (c) were computed for various 
compositions, we established a relationship between correlation length (c) and composition, as 
shown in Fig. 5(e). The (c) shows a clear correlation with both composition and the latent heat 
of the L-G transition in Fig. 4(a), suggesting that chemical mixing both decreases the (c) and 
therefore suppress the driving force for the L-G transition. This provides a possible explanation 
as to why the G-glass is rarely observed in atomistic simulations of good glass forming liquids 
since most of these studies focused on near eutectic MGs, such as the Cu-Zr [40] and Pd-Si [41] 
systems, where the latent heat of the L-G transition is expected to be quite small and the 
nucleation of the G-phase will thus tend to be suppressed by a small thermodynamic driving 
force for the L-G transition.  
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Figure 6. The PE density map and PE-pdf of elemental Ag and Cu systems with 2,048,000 
atoms: (a,b) PE density map of Ag (a) and Cu(b); (c) The PE-pdf for Ag and Cu, respectively.  
  
3.4 Discussion of heterogenous characteristics of G-phase and L-G coexistence  
The metastable G phase exhibits a heterogenous structure with local isolated ordered core 
regions embedded and surrounded by a disordered liquid-like matrix. The fact that the ordered 
cores are isolated, mutually uncorrelated, and do not form a continuous network makes the G-
phase a glass phase without long range order. The absence of long range translational order is 
demonstrated from the XRD plot displayed in Fig. S2 of SM. The local ordered cores exhibit 
short-range order, but they also exhibit curved atomic planes, stacking faults, point defect 
clusters, and other features indicating they are not equilibrium crystals. The ordered cores are in 
metastable equilibrium with a surrounding liquid-like matrix and do not grow, even on heating to 
elevated temperatures, as indicated from the L-G coexistence simulations displayed in Fig. 1. In 
addition, the HA analyses, displayed in Fig. 3, show that there are only ~20% FCC+HCP atoms 
in the G-phase. The crystalline FCC+HCP atoms comprise a small minority in the G-phase and 
are localized into separated clusters.  
The absence of long-range order defines a glassy state. Local order in the G-phase is spatially 
limited to the typical radius (~1.0 nm) of the ordered core regions. Neighboring core regions are 
surrounded by and separated by a continuous network of liquid-like matrix. The ordered core 
cores are spatially uncorrelated (or incoherent) with each other. There is therefore no long range 
order on the scale of the simulation cell. It is this feature that makes glassy description 
applicable.  
In addition, the metastable G-phase glass is expected to remain stable over relatively long time 
scales, We did not observe growth or coarsening of the ordered core regions in MD simulations 
of over 10 ns. Furthermore, our coexistence simulations (Fig. 1) suggest that the interface 
between the L-phase and G-phase also remains stable up to TG,M. Our previous study on pure Ag 
G-phase [36] demonstrates that the free energy of the order core regions is not significantly 
different from that of the disorder regions. It follows that there is no thermodynamics apparent 
driving force for the growth of the core regions. One therefore expects G-phase structure to be 
relatively stable upon aging. 
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The G-phase formation was observed at 700 K in our MD simulations that are limited to sub 100 
nano-seconds. At higher temperatures above 700 K but lower than TG,M, it is expected that G-
phase formation will occur if the liquid persists for longer times. The TG,M  for Cu75Ag25 was 
derived to be ~875 K from two-phase simulations, which is lower than the TX,M of 1050 K. 
Therefore, G-phase formation is to be expected to occur below TG,M if crystallization is avoided 
during the process. It is worth noting that the TG,M determined here is only valid for the timescale 
over which the G-phase remains stable. The G-phase could well transform to lower energy states 
with higher TG,M given sufficient waiting time. 
The heterogenous structure of G-phase resembles that of so called “nanocrystalline” materials. 
Technically, a nanocrystal is defined as a crystalline particle of size is less than 100 nanometers. 
The correlation length of our G-phase various systematically with composition decreasing from 
several nm’s in the elemental metals to ~1 nanometer at the eutectic composition, as shown in 
Figure 5e. This suggests the size of the ordered core regions in the G-phase may even fall below 
1 nanometer in a multicomponent eutectic alloy or a deeper binary eutectic alloy. Obviously, 
there is a length scale below which the notion of a crystal loses meaning. Finally, it is noted that 
these ordered core regions are not actually ordered crystals, but contain highly curved planes, 
stacking faults, and other extended and point defects. 
The present G-phase exhibits a pronounced nano-scale spatial heterogeneity with locally ordered 
crystal-like core regions surrounded by disordered liquid-like regions. Similar structures have 
been reported in a very recent MD study where the heterogeneous micro-structures form 
following very extended, ~80 μs, MD simulations of a binary Lennard-Jones system [49]. The 
underlying physics of this L-G transition needs to be explored further for understanding the 
fundamentals of metallic glass formation. 
 
3.5 Discussion of elastic rigidity of glass transition  
Long-range elasticity plays an essential role in the glass transition [12]. To illustrate the possible 
underlying physical origin of the L-G transition, we computed the shear modulus of liquid (L), 
L-glass, and G-glass as a function of temperature for composition Cu75Ag25. The shear modulus 
of various phases is displayed in Fig. 7. For the L phase above 1000 K, the shear modulus is 
close to zero as expected since a high temperature liquid should exhibit no persistent shear 
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rigidity. In contrast, the L-glass and G-glass both exhibit a persistent finite shear modulus on the 
MD timescale of ns’s below the Tg. The shear modulus of the L-glass exhibits a gradual and 
continuous increase from the liquid as the temperature decreases from 900 K to 600 K, indicating 
that the structure of L-glass is inherently that of a liquid phase. However, the shear modulus of 
the G-glass shows an abrupt increase by ~8 GPa compared to L-glass, which provides strong 
evidence for the first order character of the L-G transition. As temperature decreases below the 
freezing transition, the difference in the shear moduli between the G-phase and the L-phase 
becomes smaller. Both G-glass and L-glass shows a linear increase in shear modulus in low 
temperature below freezing due to the expected Debye–Grüneisen behavior. The slope vs. T of 
the shear modulus in both glasses is close to that for the crystalline solid, as shown in Fig. 7.   
 
Figure 7. Shear modulus of various phases with the composition of Cu25Ag75.   
 
The significant increase of shear modulus for the G-glass vs. L-glass suggests that the 
configurational rearrangements in the G-glass are constrained by additional long-range elastic 
fields. Such constraints on configurational excitation of the G-glass reduce its configurational 
entropy compared to the liquid or L-glass. This is consistent with the entropy drop during the L-
G transition, as shown in Fig. 4(c). Thus, the G-glass is further distinguished from the L-glass by 
the emergence of stronger elastic rigidity, with a larger shear modulusWe suggest that the 
discontinuous jump in global rigidity for the G-glass is related to long-range elastic interactions 
between local configurational excitations [50]. The driving force for G-glass formation from the 
L-glass is likely related to these elastic long-range interactions.  
         
20 
 
4. Summary 
In summary, we examined the glass transition in binary Cu-Ag liquids and identified two 
different glass phases: L-glass and G-glass. The G-glass, frozen from the supercooled liquids at 
isothermal MD simulations, exhibits the character of a first order phase transition with finite 
latent heat, entropy jump, and reversibility. The G-glass is a metastable heterogenous phase 
consisting of low PE core regions fully embedded in a surrounding disordered medium with high 
PE. In contrast, the L-glass, obtained from the direct quench simulations, exhibits more 
homogeneous character, more like most glass phases in most previous MD studies. The chemical 
mixing in the binary Cu-Ag systems decreases the characteristic length scale of low PE regions, 
suppressing the G-glass nucleation, leading to a small latent heat. By analyzing the shear 
modulus of various phases, we conclude that the first order L-G transition may arise from the 
long-range elastic field due to the interactions of configurational excitations.  
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