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Abstract
Aldous and Fill conjectured that the maximum relaxation time for the random
walk on a connected regular graph with n vertices is (1 + o(1))3n
2
2pi2
. This conjecture
can be rephrased in terms of the spectral gap as follows: the spectral gap (algebraic
connectivity) of a connected k-regular graph on n vertices is at least (1+ o(1))2kpi
2
3n2
,
and the bound is attained for at least one value of k. We determine the structure
of connected quartic graphs on n vertices with minimum spectral gap which enable
us to show that the minimum spectral gap of connected quartic graph on n vertices
is (1 + o(1))4pi
2
n2
. From this result, the Aldous–Fill conjecture follows for k = 4.
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1 Introduction
All graphs we consider are simple, that is undirected graphs without loops or multiple
edges. The difference between the two largest eigenvalues of the adjacency matrix of a
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graph G is called the spectral gap of G. If G is a regular graph, then its spectral gap is
equal to the second smallest eigenvalue of its Laplacian matrix and known as algebraic
connectivity.
In 1976, Bussemaker, Cˇobeljic´, Cvetkovic´, and Seidel ([5], see also [6]), by means of a
computer search, found all non-isomorphic connected cubic graphs with n ≤ 14 vertices.
They observed that when the algebraic connectivity is small, the graph is long. Indeed, as
the algebraic connectivity decreases, both connectivity and girth decrease and diameter
increases. Based on these results, L. Babai (see [10]) made a conjecture that described
the structure of the connected cubic graph with minimum algebraic connectivity. Guiduli
[10] (see also [9]) proved that the cubic graph with minimum algebraic connectivity must
look like a path, built from specific blocks. The result of Guiduli was improved as follows
confirming the Babai’s conjecture.
Theorem 1.1 (Brand, Guiduli, and Imrich [4]). Among all connected cubic graphs on n
vertices, n ≥ 10, the cubic graph depicted in Figure 1 is the unique graph with minimum
algebraic connectivity.
Figure 1: The cubic graph with minimum spectral gap on n ≡ 2 (mod 4) and n ≡ 0
(mod 4) vertices, respectively
The relaxation time of the random walk on a graphG is defined by τ = 1/(1−η2), where
η2 is the second largest eigenvalue of the transition matrix of G, that is the matrixD
−1A in
which D and A are the diagonal matrix of vertex degrees and the adjacency matrix of G,
respectively. A central problem in the study of random walks is to determine the mixing
time, a measure of how fast the random walk converges to the stationary distribution. As
seen throughout the literature [3, 7], the relaxation time is the primary term controlling
mixing time. Therefore, relaxation time is directly associated with the rate of convergence
of the random walk.
Our main motivation in this work is the following conjecture on the maximum relax-
ation time of the random walk in regular graphs.
Conjecture 1.2 (Aldous and Fill [3, p. 217]). Over all connected regular graphs on n
vertices, max τ = (1 + o(1))3n
2
2pi2
.
2
In terms of the eigenvalues of the normalized Laplacian matrix, that is the matrix
I − D−1/2AD−1/2, the Aldous–Fill conjecture says that the minimum second smallest
eigenvalue of the normalized Laplacian matrices of all connected regular graphs on n
vertices is (1 + o(1))2pi
2
3n2
. This can be rephrased in terms of the spectral gap as follows,
giving another equivalent statement of the Aldous–Fill conjecture.
Conjecture 1.3. The spectral gap (algebraic connectivity) of a connected k-regular graph
on n vertices is at least (1 + o(1))2kpi
2
3n2
, and the bound is attained at least for one value of
k.
It is worth mentioning that in [2], it is proved that the maximum relaxation time for
the random walk on a connected graph on n vertices is (1 + o(1))n
3
54
, settling another
conjecture by Aldous and Fill ([3, p. 216]).
Abdi, Ghobani and Imrich [1] proved that the algebraic connectivity of the graphs of
Theorem 1.1 is (1 + o(1))2pi
2
n2
, implying that this is indeed the minimum spectral gap of
connected cubic graphs of order n. This settled the Aldous–Fill conjecture for k = 3. As
the next case of the Aldous–Fill conjecture and as a continuation of Babai’s conjecture,
we consider quartic, i.e. 4-regular graphs and investigate minimal quartic graphs of a
given order n, that is, the graphs which attain the minimum spectral gap among all
conncetd quartic graphs of order n. In [1], it was shown that similar to the cubic case,
minimal quartic graphs have a path-like structure (see Figure 2) with specified blocks (see
Theorem 3.1 below). However, the precise description of minimal quartic graphs was left
as a conjecture given below.
Figure 2: The path-like structure
Definition 1.4. For any n ≥ 11, define a quartic graph Gn as follows. Let m and r ≤ 4
be non-negative integers such that n−11 = 5m+ r. Then Gn consists of m middle blocks
M0 and each end block is one of D0, D1, D2, D4 of Figure 3. If r = 0, then both end blocks
are D0. If r = 1, then the end blocks are D0 and D1. If r = 2, then both end blocks are
D1. If r = 3, then the end blocks are D1 and D2. Finally, if r = 4, then the end blocks are
D0 and D4. (Note that right end blocks are the mirror images of one of D0, D1, D2, D4.)
Conjecture 1.5 ([1]). For any n ≥ 11, the graph Gn is the unique minimal quartic graph
of order n.
3
M0 D0 D1 D2 D4
Figure 3: The blocks of the quartic graphs Gn
We ‘almost’ prove Conjecture 1.5 by showing that in a minimal quartic graph any
middle block is M0 and any end block is one of D0, D1, D2, D4, or possibly one additional
block D3 (see Figure 4). This result is enough to prove that the minimum algebraic
connectivity of connected quartic graphs of order n is (1+o(1))4pi
2
n2
from which the Aldous–
Fill conjecture follows for k = 4.
Figure 4: The block D3
2 Minimum algebraic connectivity of quartic graphs
In this section, we show that the algebraic connectivity of the quartic graphs of order
n with a path-like structure whose middle blocks are all M0 and end blocks are from
D0, . . . , D4 is (1 + o(1))
4pi2
n2
. In the next section, we will prove that minimal quartic
graphs belong to the family described above. From these two results, it readily follows
that (1 + o(1))4pi
2
n2
is indeed the minimum algebraic connectivity of connected quartic
graphs of order n.
Let G be a graph of order n and L(G) = D − A be its Laplacian matrix. It is well-
known that L(G)1⊤ = 0⊤, where 1 is the all-1 vector,1 and 0 is in fact the smallest
eigenvalue of L(G). The second smallest eigenvalue of L(G) is the algebraic connectivity
of G, denoted by µ(G), where µ(G) > 0 if and only if G is connected. It is also known
that
µ(G) = min
x 6=0,x⊥1
xL(G)x⊤
xx⊤
. (1)
An eigenvector corresponding to µ(G) is known as a Fiedler vector of G. In passing, we
note that if x = (x1, . . . , xn), then
xL(G)x⊤ =
∑
ij∈E(G)
(xi − xj)
2, (2)
1We treat vectors as “row vectors.”
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where E(G) is the edge set of G. Recall that if x is an eigenvector corresponding to µ,
then for any vertex i with degree di,
µxi = dixi −
∑
j: ij∈E(G)
xj . (3)
We refer to (3) as the eigen-equation.
Remark 2.1. Let G be a graph of order n and x an arbitrary vector of length n which
is not a multiple of 1. Let δ := x1⊤ and y = x− δ
n
1. Then y ⊥ 1, and
‖y‖2 = ‖x‖2 −
2δ
n
x1⊤ +
δ2
n
= ‖x‖2 −
δ2
n
.
Further, since L(G)1⊤ = 0⊤, we have yL(G)y⊤ = xL(G)x⊤. Since y ⊥ 1, µ(G) ≤
yL(G)y⊤
‖y‖2
, and thus
µ(G) ≤
xL(G)x⊤
‖x‖2 − δ
2
n
.
We will frequently make use of this fact in the sequel.
Let Π = {C1, . . . , Cp} be a partition of the vertex set V (G). Then Π is called an
equitable partition of G if for all i, j (possibly i = j), the number of neighbors of any
vertex of Ci in Cj only depends on i and j.
Definition 2.2. Let D and D′ be two graphs. We say that D′ fits D if
(i) D has an equitable partition Π = {C1, . . . , Cp} and V (D
′) has a partion Π′ =
{C ′1, . . . , C
′
p} (not necessarily equitable);
(ii) |Ci| ≤ |C
′
i| for i = 1, . . . , p;
(iii) for 1 ≤ i < j ≤ p, the number of edges between Ci and Cj in D is the same as the
number of edges between C ′i and C
′
j in D
′.
In Table 1, we illustrate the blocks from D1, . . . , D4 which fit each of D0, . . . , D3. For
instance, the first row shows that each of D1, . . . , D4 fit D0. The corresponding partitions
Π and Π′ are specified by dashed lines.
The next lemma captures the effect of replacing a block D by another block D′ which
fits D on the algebraic connectivity.
Lemma 2.3. Let G be a graph and D be an end block of G attaching to the rest of the graph
through a cut vertex v. Let D have an equitable partition Π such that the componenets of
a Fiedler vector x of G on each cell of Π are equal. If we replace D by another block D′
which fits D and v ∈ Cp ∩ C
′
p, then for the resulting graph G
′, we have µ(G′) ≤ µ(G).
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The partition Π The partition Π′
D0
D1
D2
D3
Table 1: Blocks from D1, . . . , D4 which fit each of D0, . . . , D3
Proof. Let Π and Π′ be as in Definition 2.2 and dij be the number of edges between Ci
and Cj for 1 ≤ i < j ≤ p which is the same for C
′
i and C
′
j . Let x = (x1, . . . , xn). By the
assumption, the components of x on each Ci are equal. Suppose that a1, . . . , ap are these
components. It turns out that∑
ij∈E(D)
(xi − xj)
2 =
∑
1≤i<j≤p
dij(ai − aj)
2.
Let H = G \ (D − v). Now, we define a vector x′ (with length n′) on G′ as follows: for
i = 1, . . . , p, on each C ′i, all the components of x
′ are equal to ai, and on H , x
′ is the same
as x. Although v belongs to both D′ and H , the component of x′ on v is well-defined and
equals to ap (which is guaranteed by the assumption that v belongs to both Cp and C
′
p).
It follows that ∑
ij∈E(D′)
(x′i − x
′
j)
2 =
∑
1≤i<j≤p
dij(ai − aj)
2,
which in turn implies that
x′L(G′)x′⊤ =
∑
ij∈E(G′)
(x′i − x
′
j)
2 =
∑
ij∈E(G)
(xi − xj)
2 = xL(G)x⊤.
Let ci = |Ci| and c
′
i = |C
′
i|. By the property (ii) of Definition 2.2, c
′
i ≥ ci. Since
x1⊤ = 0, it is seen that δ = x′1⊤ =
∑p
i=1(c
′
i − ci)ai. Moreover,
‖x′‖2 − ‖x‖2 =
p∑
i=1
(c′i − ci)a
2
i ,
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and so
‖x′‖2 −
δ2
n′
− ‖x‖2 =
p∑
i=1
(c′i − ci)a
2
i −
1
n′
(
p∑
i=1
(c′i − ci)ai
)2
.
The right hand side is non-negative because by the Cauchy–Schwarz inequality,(
p∑
i=1
(c′i − ci)ai
)2
≤
(
p∑
i=1
(c′i − ci)
)(
p∑
i=1
(c′i − ci)a
2
i
)
≤ n′
p∑
i=1
(c′i − ci)a
2
i .
It follows that ‖x′‖2 − δ
2
n′
≥ ‖x‖2. Therefore, by Remark 2.1,
µ(G′) ≤
x′L(G′)x′⊤
‖x′‖2 − δ
2
n′
≤
xL(G)x⊤
‖x‖2
= µ(G).
Remark 2.4. In [1], it was proved that minimal quartic graphs belong to a family of
graphs with path-like structure whose blocks, among others, include M0 as middle blocks
and D0, . . . , D4 as end blocks (see Theorem 3.1 below for the presice description of such
graphs). Based on a result of [8], it was also shown that any graph of this family has
an equitable partition Π (whose cells, among others, include the pairs of vertices drawn
vertically above each other) and a Fiedler vector x such that (i) the components of x
on each cell of Π are equal; (ii) the componenets of x on the cells of Π form a strictly
decreasing sequence changing sign once.
We now present the main result of this section.
Theorem 2.5. Let G be quartic graph of order n with a path-like structure whose middle
blocks are all M0 and end blocks are from D0, . . . , D4. Then µ(G) = (1 + o(1))
4pi2
n2
.
Proof. We denote the quartic graph with m middle blocks M0 and end blocks Di and Dj
by Hi,j, for 0 ≤ i, j ≤ 4. The order of Hi,j is between 5m + 11 (the order of H0,0) and
5m+ 19 (the order of H4,4). So it is enough to prove that µ(Hi,j) = (1 + o(1))
4pi2
25m2
.
We first consider the graph H0,0. Define the vector x = (x1, . . . , xm+1) with
xi = cos
(
(2i− 1)π
2m+ 2
)
, i = 1, . . . , m+ 1.
Note that x is a skew symmetric vector, i.e. xi = −xm+2−i for 1 ≤ i ≤ ⌈(m+ 1)/2⌉. We
extend x to define a vector x¯ on H0,0 whose components are as given in Figure 5.
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x1
x1
x1
x1
x1
x1
3
5
x1+
2
5
x2
3
5
x1+
2
5
x2
2
5
x1+
3
5
x2
2
5
x1+
3
5
x2
x2
3
5
xm+
2
5
xm+1
3
5
xm+
2
5
xm+1
2
5
xm+
3
5
xm+1
2
5
xm+
3
5
xm+1
xm+1
xm+1
xm+1
xm+1
xm+1
xm xm+1
Figure 5: The graph H0,0 and the components of x¯
As x is skew symmetric, x¯ is also skew symmetric. It follows that x¯ ⊥ 1. Therefore,
by (2) we have
x¯L(H0,0)x¯
⊤
x¯x¯⊤
=
20
25
∑m
i=1(xi − xi+1)
2∑m+1
i=1 x
2
i +
2
25
∑m
i=1(3xi + 2xi+1)
2 + 2
25
∑m
i=1(2xi + 3xi+1)
2 + 10x21
=
20
25
∑m
i=1(xi − xi+1)
2∑m+1
i=1 x
2
i +
2
25
∑m
i=1(13x
2
i + 24xixi+1 + 13x
2
i+1) + 10x
2
1
≤
20
25
∑m
i=1(xi − xi+1)
2
77
25
∑m
i=1 x
2
i +
48
25
∑m
i=1 xixi+1
=
80 sin2( pi
2m+2
)
∑m
i=1 sin
2( pii
m+1
)
77
∑m
i=1 cos
2( (2i−1)pi
2m+2
) + 24(m cos pi
m+1
+
∑m
i=1 cos(
2pii
m+1
))
(4)
=
40(m+ 1) sin2( pi
2m+2
)
77
(
m+1
2
− cos2( pi
2m+2
)
)
+ 24(m cos( pi
m+1
)− 1)
(5)
= (1 + o(1))
4π2
25m2
.
Note that (4) is obtained using the identities
cosα− cos β = 2 sin
α + β
2
sin
β − α
2
,
cosα cos β =
1
2
(cos(α− β) + cos(α + β)),
and (5) is deduced from the identities
m∑
i=1
sin2
(
πi
m+ 1
)
=
m+ 1
2
,
m∑
i=1
cos
(
2πi
m+ 1
)
= −1,
m∑
i=1
cos2
(
(2i− 1)π
2m+ 2
)
=
m+ 1
2
− cos2
(
π
2m+ 2
)
.
Therefore, we conclude that
µ(H0,0) ≤ (1 + o(1))
4π2
25m2
. (6)
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z1
z2 z3 z4 z5
z6 z7
zm+7 zm+8 zm+9 zm+10
zm+11
zm+5 zm+6
Figure 6: The graph H4,4 and the components of z
We now prove that (1 + o(1)) 4pi
2
25m2
is a lower bound for µ(H4,4). Let y = (y1, . . . , yn)
be a Fiedler vector of H4,4. The graph H4,4 has m+ 1 cut vertices and m+ 2 blocks, say
B1, . . . , Bm+2. Consider the components of y on the cut vertices and on the end blocks
of H4,4 which give rise to a vector z consisting of m + 11 components as depicted in
Figure 6. Note that y is skew symmetric. To verify this, observe that by the symmetry
of H4,4, y
′ = (yn, yn−1, . . . , y1) is also an eigenvector for µ(H4,4). It follows that y − y
′
itself is a skew symmetric eigenvector for µ(H4,4) (note that from Remark 2.4, it is seen
that y − y′ 6= 0), so that we may replace y − y′ for y. Now, from Remark 2.4 it follows
that z = (z1, z2, . . . , zm+11) 6= 0. As y is skew symmetric, it follows that z is also skew
symmetric and thus z ⊥ 1. Let Br be one of the middle blocks ofH4,4 and the components
of y on the left vertex and the right vertex of Br be zk and zk+1, respectively. Let s and t
be the components of y on the two middle vertices of Br (which are equal by Remark 2.4)
as shown in Figure 7.
zk
s
s
t
t
zk+1
Figure 7: The middle Br and the components of y on its vertices
We have ∑
ij∈E(Br)
(yi − yj)
2 = 2(zk − s)
2 + 4(s− t)2 + 2(t− zk+1)
2.
The right hand side, considered as a function of s and t, is minimized at s = 1
5
(3zk+2zk+1)
and t = 1
5
(2zk + 3zk+1). This implies that∑
ij∈E(Br)
(yi − yj)
2 ≥
4
5
(zk − zk+1)
2.
It follows that∑
ij∈E(H4,4)
(yi − yj)
2 =
∑
ij∈E(B1)
(yi − yj)
2 +
m+1∑
r=2
∑
ij∈E(Br)
(yi − yj)
2 +
∑
ij∈E(Bm+2)
(yi − yj)
2
≥
4
5
m+10∑
k=1
(zk − zk+1)
2. (7)
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Since y is skew-symmetric and its components are decreasing (by Remark 2.4), for the
middle block Br we have z
2
k ≥ s
2 ≥ t2 if 2 ≤ r ≤ (m + 3)/2, and s2 ≤ t2 ≤ z2k+1 if
(m+ 3)/2 ≤ r ≤ m. Furthermore,
∑9
i=1 y
2
i ≤ 2
∑5
i=1 z
2
i and
∑n
i=n−8 y
2
i ≤ 2
∑m+11
i=m+7 z
2
i . It
turns out that
n∑
i=1
y2i ≤ 5
m+11∑
i=1
z2i . (8)
Now, from (7) and (8), we infer that
µ(H4,4) =
yL(H4,4)y
⊤
yy⊤
≥
4
∑m+10
i=1 (zi − zi+1)
2
25
∑m+11
i=1 z
2
i
. (9)
Note that the right hand side of (9) is the same as 4
25
zL(Pm+11)z⊤
zz⊤
, where Pm+11 is the path
of order m+ 11. Thus, by the fact that µ(Ph) = 2(1− cos
pi
h
) (see [8]), it follows that
∑m+10
i=1 (zi − zi+1)
2∑m+11
i=1 z
2
i
≥ µ(Pm+11) = (1 + o(1))
π2
m2
.
Therefore, by (9)
µ(H4,4) ≥
4
25
µ(Pm+11) = (1 + o(1))
4π2
25m2
. (10)
From Table 1 it is evident that all Di’s fit D0. Also, by Remark 2.4, they fulfill the
conditions of Lemma 2.3. So by applying twice Lemma 2.3, we obtain
µ(Hi,j) ≤ µ(H0,j) ≤ µ(H0,0).
Also D4 fits D3 and D3 fits each of D0, D1, and D2. Therefore, again by Lemma 2.3,
µ(Hi,j) ≥ µ(H4,j) ≥ µ(H4,4).
The result now follows from (6) and (10).
3 Structure of minimal quartic graphs
Motivated by the Aldous–Fill conjecture and also as an analogue to Babai’s conjecture on
minimal cubic graphs, we consider the problem of determining the structure of minimal
quartic graphs. In [1], it was proved that minimal quartic graphs have a path-like structure
with specified blocks. We start this section by quoting this result.
The possible blocks of minimal quartic graphs are of two types: ‘short’ and ‘long’. By
short blocks we mean the blocks M0, D0, D1, D2, D3 and those given in Figure 8. The long
blocks, roughly speaking, are constructed by putting some short blocks together with the
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general structure given in Figure 9. More precisely, the building ‘bricks’ of long blocks
are the graphs M ′0,M
′
1,M
′
2, D
′
0, D
′
3, obtained by removing the right degree 2 vertex of the
corresponding short blocks, as well as the graphs M ′′0 ,M
′′
1 , obtained by removing both
degree 2 vertices of M0,M1. For any of these graphs, say B, we denote its mirror image
by B˜.
M1 M2 M3
Figure 8: Some of the short blocks of potentially minimal quartic graphs
A long block is constructed from some s ≥ 2 bricks B1, . . . , Bs, where each Bi is joined
by two edges to Bi+1 (as shown in Figure 9) and B2, . . . , Bs−1 ∈ {M
′′
0 ,M
′′
1 }. There are
three types of long blocks:
(i) long end block: if B1 ∈ {D
′
0, D
′
3} and Bs ∈ {M˜
′
0, M˜
′
1, M˜
′
2};
(ii) long middle block: if B1 ∈ {M
′
0,M
′
1,M
′
2} and Bs ∈ {M˜
′
0, M˜
′
1, M˜
′
2};
(iii) long complete block: if B1 ∈ {D
′
0, D
′
3} and Bs ∈ {D˜
′
0, D˜
′
3}.
B1 B2 Bs
Figure 9: General structure of a long block
In passing, we remark that in a quartic graph, any cut vertex belongs to exactly two
blocks and moreover has degree 2 in each of them. Therefore, in the quartic graphs
having a path-like structure, the middle and end blocks have exactly two and one vertices
of degree 2, respectively.
Theorem 3.1 (Abdi, Ghorbani, and Imrich [1]). Let G be a graph with the minimum
spectral gap in the family of connected quartic graphs on n ≥ 11 vertices. If G is a block,
then it is a long complete block. If G itself is not a block, then it has a path-like structure
in which each left end block is either one of D0, . . . , D3 or a long end block, and each
middle block is either one of M0,M1,M2, M˜2,M3 or a long middle block. Each right end
block is the mirror image of some left end block.
As the main result of this section, we improve considerably Theorem 3.1 by giving a
much more precise description of the minimal quartic graphs.
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Theorem 3.2. Let G be a graph with minimum algebraic connectivity among connected
quartic graph on n ≥ 11 vertices. Then G has a path-like structure, any middle block of G
is M0, the left end block of G is one of D0, . . . , D4, and the right end block is the mirror
image of one of these five blocks.
Theorems 2.5 and 3.2 imply the Aldous–Fill conjecture for k = 4:
Corollary 3.3. The minimum algebraic connectivity of connected quartic graphs of order
n is (1 + o(1))4pi
2
n2
.
The rest of this section is devoted to the proof of Theorem 3.2. More precisely, the
assertion on the end blocks will be established in Theorem 3.8 and on the middle block
in Theorem 3.13 below.
In the remainder of this section, we suppose that n ≥ 11, Γ is a minimal quartic graph
of order n and µ := µ(Γ). By Theorem 3.1, the equitable partition of Γ mentioned in
Remark 2.4 has cells of size 1 or 2 consisting of the vertices drawn vertically above each
other (with the exceptions for the first three vertices of D′0 and the first four vertices of
D1, D
′
3 which make a cell too). So by Remark 2.4, Γ has a decreasing unit Fiedler vector
x which is constant on the cells.
In our arguments in this section, we will need upper bounds on µ.
Lemma 3.4. Based on the value of n, we have the upper bounds given in Table 2 for µ.
n ≥ 11 13 18 21 26
µ < 0.355 0.268 0.129 0.091 0.059
Table 2: Upper bounds for µ based on the values of n
Proof. Note that µ ≤ µ(Gn). So it suffices to find upper bound for µ(Gn). Let n − 11 =
5m + r for some 0 ≤ r ≤ 4, and H0,0 (with m middle blocks) be as in the proof of
Theorem 2.5. Therefore, µ(Gn) ≤ µ(H0,0). Let us denote the expression given in (5) by
f(m) for which µ(H0,0) ≤ f(m). By taking the derivative of f with respect to m it is
seen that f is decreasing for m ≥ 1. So for m ≥ 6, we have f(m) ≤ f(6) < 0.046. This
implies that for n ≥ 41, µ(Gn) < 0.046. For 11 ≤ n ≤ 40, we compute µ(Gn) directly by
a computer. It turns out that µ(Gn) is strictly decreasing for 11 ≤ n ≤ 40. The values of
µ(Gn) for n = 11, 13, 18, 21, 26 are given in Table 3. Thus the result follows.
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n 11 13 18 21 26
µ(Gn) 0.355 0.268 0.129 0.091 0.059
Table 3: µ(Gn) (rounded up) for some orders n
3.1 End blocks
By Theorem 3.1, the left end block of Γ is either a short block, i.e. it is one of D0, . . . , D3,
or it is a long block starting with D′0 or D
′
3. In this subsection, we show that the end
blocks of Γ should be short blocks or one exceptional long block that is D4.
Our first lemma concerns long blocks starting with D′3.
Lemma 3.5. The graph Γ does not contain a long end block starting with D′3.
Proof. For a contradiction suppose that Γ contains D′3 with the components of x as
depicted in Figure 10.
x1
x1
x1 x1
x2
x2
x3
x3
Figure 10: D′3 in a long block (the last two vertices have different neighbors on their right)
We may assume that x1 > 0 (since otherwise we consider −x). By using the eigen-
equation, we have
x3 =
(
µ2 − 5µ+ 2
) x1
2
.
As µ < 0.355 (by Lemma 3.4), we have µ2 − 5µ+ 2 > 0 which implies that x3 > 0.
Now, we replace D′3 by D2 to obtain Γ
′. We define a vector x′ on V (Γ′) such that its
components on the new end block D2 are as given in Figure 11, and on the rest of vertices
agree with x. We observe that x′1⊤−x1⊤ = x2−x3 and since x ⊥ 1, δ = x
′1⊤ = x2−x3.
x1
x1
x1
x1
x2
x2
x2
x3
Figure 11: The block D2 in Γ
′ and the components of x′
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Also x′L(Γ′)x′⊤ = xL(Γ)x⊤ − 2(x2 − x3)
2 = µ− 2(x2 − x3)
2, and
‖x′‖2 −
δ2
n
= ‖x‖2 + x22 − x
2
3 −
δ2
n
= 1 + (x2 − x3)
(
x2 + x3 −
x2 − x3
n
)
≥ 1 + (x2 − x3)
2
(
1−
1
n
)
,
where the last inequality follows from the fact that x3 > 0. Therefore, we have x
′L(Γ′)x′⊤ <
µ and ‖x′‖2 − δ
2
n
> 1. So by Remark 2.1, µ(Γ′) ≤ x
′L(Γ′)x′⊤
‖x′‖2− δ
2
n
< µ, a contradiction.
We now deal with the long blocks starting with D′0 in the next two lemmas. Suppose
that Γ contains a long end block starting with D′0. Then, by Theorem 3.1, it contains
either D′0 + M
′′
0 , D
′
0 + M
′′
1 , or D
′
0 + M˜
′
2 (these are the graphs obtained by joining the
two degree 3 vertices of D′0 by two parallel edges to M
′′
0 , M
′′
1 , or M˜
′
2, respectively; see
Figure 12). If Γ contains D′0+M
′′
0 , it is either D4 (as desired) or it contains the subgraph
of Figure 12 that we will show is not possible in Lemma 3.6. If Γ contains D′0 +M
′′
1 or
D′0+M˜
′
2, then it must contain the subgraph of Figure 15 that we shall show is not possible
in Lemma 3.7.
Lemma 3.6. The graph Γ does not contain the graph H of Figure 12 as a subgraph.
x1
x1
x1
x2
x2 x3
x3
x4
x4
Figure 12: D′0+M
′′
0 in a long block (the last two vertices have different neighbors on their
right)
Proof. If 11 ≤ n ≤ 17, the only graphs of Theorem 3.1 which contain H as a subgraph
are the top two graphs of Figure 13 for which the two graphs on the bottom, respectively,
have smaller algebraic connectives. This means that we are done for n ≤ 17. So we
assume that n ≥ 18, and by Lemma 3.4, µ < 0.129. Now, for a contradiction assume that
Γ contains H . By using the eigen-equation on the first seven vertices of H , we obtain
x2 =
(
−µ
2
+ 1
)
x1, x3 =
(
µ2
2
− 3µ+ 1
)
x1, x4 =
(
−µ3 + 9µ2 − 19µ
4
+ 1
)
x1. (11)
We replace H by D3 to obtain Γ
′. We define a vector x′ on V (Γ′) such that its components
on the new end block D3 are as given in Figure 14 (with z1, z2, z3 to be specified later),
and on the rest of vertices of Γ′ agree with x.
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Figure 13: Two graphs containing H (top) and two graphs with smaller algebraic connec-
tivity (bottom)
z1
z1
z1 z1
z2
z2
z3
z3
x4
Figure 14: The block D3 in Γ
′ and the components of x′
Although µ need not to be an eigenvalue of Γ′, we may choose z1, z2, z3 to satisfy the
following equations which resemble the eigen-equation for µ:
(1− µ)z1 − z2 = 0,
(4− µ)z2 − 2z1 − 2z3 = 0,
(3− µ)z3 − 2z2 − x4 = 0.
By plugging in the value of x4 from (11) and solving the equations in x1 and µ, we obtain
that
z1 = ωx1, z2 = ω(1− µ)x1, z3 =
ω
2
(µ2 − 5µ+ 2)x1, (12)
where
ω =
µ3 − 9µ2 + 19µ− 4
2(µ3 − 8µ2 + 13µ− 2)
.
Taking into account that x ⊥ 1, we see that
δ = x′1⊤ = 4z1 + 2z2 + 2z3 − 3x1 − 2x2 − 2x3 − x4.
Also, as ‖x‖ = 1, we obtain that
‖x′‖2 = 1 + 4z21 + 2z
2
2 + 2z
2
3 − 3x
2
1 − 2x
2
2 − 2x
2
3 − x
2
4.
Further, we have
x′L(Γ′)x′⊤−µ = 4(z1− z2)
2+4(z2− z3)
2+2(z3−x4)
2−6(x1−x2)
2−2(x2−x3)
2−4(x3−x4)
2.
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By substituting the values of x2, x3, x4, z1, z2, z3, δ in terms of x1 and µ, we see that
x′L(Γ′)x′⊤
‖x′‖2− δ
2
n
< µ if and only if
(p1(µ)n+ p2(µ)) p3(µ)x
2
1
16n(µ− 2)2(µ2 − 6µ+ 1)2
< 0, (13)
in which
p1(t) = t
6 − 17t5 + 104t4 − 275t3 + 297t2 − 90t+ 8,
p2(t) = t
6 − 19t5 + 132t4 − 399t3 + 475t2 − 150t,
p3(t) = (t− 6)(t− 5)t
2(t3 − 8t2 + 14t− 5).
The smallest root of t3−8t2+14t−5 is about 0.481. As µ < 0.129, we have that p3(µ) < 0.
The smallest root of p1(t) is about 0.171 and so p1(µ) > 0. Since n ≥ 18 we also have
p1(µ)n+ p2(µ) ≥ 18p1(µ) + p2(µ) = p4(µ),
where
p4(t) = 19t
6 − 325t5 + 2004t4 − 5349t3 + 5821t2 − 1770t+ 144.
The smallest root of p4(t) is about 0.132 which means that p4(µ) > 0. Therefore, (p1(µ)n+
p2(µ))p3(µ) < 0, and so (13) is established. Hence, by Remark 2.1, µ(Γ
′) < µ which is a
contradiction.
Lemma 3.7. The graph Γ does not contain the graph H of Figure 15 as a subgraph.
x1
x1
x1
x2
x2 x3
x3
x4
x4
Figure 15: D′0 +M
′′
1 or D
′
0 + M˜
′
2 in a long block
Proof. For a contradiction suppose that Γ contains H . So n ≥ 13 (otherwise Γ cannot
contain H). We may assume that x1 > 0 (since otherwise we consider −x). By using the
eigen-equation, we have
x3 = (µ
2 − 6µ+ 2)
x1
2
.
As µ < 0.268 (by Lemma 3.4), we have µ2 − 6µ+ 2 > 0 which implies that x3 > 0.
Now, we replace H by H ′ to obtain Γ′ and define a vector x′ on V (Γ′) such that its
components on H ′ are as in Figure 16, and on the rest of vertices agree with x.
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x1
x1
x1 x1
x2
x2
x3
x4
x4
Figure 16: The subgraph H ′ in Γ′ and the components of x′
By the fact that x is a unit Fiedler vector of Γ, we see that
δ = x′1⊤ = x1 − x3, ‖x
′‖2 = 1 + x21 − x
2
3, x
′L(Γ′)x′⊤ = µ− 2(x1 − x2)
2 − 2(x3 − x4)
2.
The situation here is similar to the proof of Lemma 3.6. Therefore, we can deduce that
µ(Γ′) < µ which is a contradiction.
All in all, we have proved the following theorem:
Theorem 3.8. The end blocks of Γ belong to D0, . . . , D4.
We remark that Theorem 3.8, in particular, implies that Γ cannot be a long complete
block.
3.2 Middle blocks
Our goal is to show that beside M0, Γ contains no other types of middle blocks. The
following remark provides a key tool for our arguments.
Remark 3.9. Let ρ be a unit Fiedler vector of a quartic graph G of order n, and H be
a subgraph of G such that G−H has two connected components G1 and G2. Let H
′ be
a graph with the same number of vertices and edges as H . In G we replace H by H ′ to
obtain a new graph G′ such that G′ is also a quartic graph. Suppose that there is a vector
ρ′ on V (G′) such that
ℓ :=
∑
ij∈E(Γ)\E(H)
(ρi − ρj)
2 =
∑
ij∈E(Γ′)\E(H′)
(ρ′i − ρ
′
j)
2.
Set
h :=
∑
ij∈E(H)
(ρi − ρj)
2, h′ :=
∑
ij∈E(H′)
(ρ′i − ρ
′
j)
2, and ǫ := ‖ρ′‖2 −
δ2
n
− 1,
where as before δ = ρ′1⊤. We have µ(G) = ρL(G)ρ⊤ = ℓ+ h, and by Remark 2.1,
µ(G′) ≤
ρ′L(G′)ρ′⊤
‖ρ′‖2 − δ
2
n
=
ℓ+ h′
1 + ǫ
.
It follows that
if h′ − h− ǫµ(G) < 0, then µ(G′) < µ(G).
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Lemma 3.10. The graph Γ does not contain the following graphs as induced subgraphs
with the given conditions on the components of a Fielder vector:
(i) H1 such that xr+3 ≥ 0,
(ii) H2 such that xr+4 ≥ 0,
(iii) H3 such that xr+3 ≥ 0.
xr xr+2 xr+3
xr+1
H1
xr xr+2
xr+3
xr+4
xr+1
H2
xr xr+2 xr+3 xr+4
xr+1
H3
Figure 17: Some forbidden subgraphs for Γ
Proof of Part (i). By contradiction, let H1 be a subgraph of Γ. By the eigen-equation
considered on H1, it can be seen that xr+1 = f(xr, xr+3) and xr+2 = g(xr, xr+3), where
f(x, y) =
2(3x− µx+ 2y)
µ2 − 7µ+ 10
,
g(x, y) =
2(x− µy + 4y)
µ2 − 7µ+ 10
.
We replace H1 by H
′
1 to obtain Γ
′ and define a vector x′ on V (Γ′) such that its components
on H ′1 are as given in Figure 18 (with zr+1, zr+2 to be specified later) and on the rest of
vertices of Γ′ agree with x.
xr zr+1 xr+3
zr+2
Figure 18: The subgraph H ′1 in Γ
′ and the components of x′
We set
zr+1 = g(xr+3, xr), zr+2 = f(xr+3, xr).
We have δ = x′1⊤ = 2zr+1 + zr+2 − xr+1 − 2xr+2. By substituting the values of
xr+1, xr+2, zr+1, zr+2 in terms of xr, xr+3, µ we obtain that
δ =
2(xr − xr+3)
2− µ
.
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Now, in the notations of Remark 3.9, we have:
h = 2(xr − xr+1)
2 + 2(xr+1 − xr+2)
2 + 4(xr+2 − xr+3)
2,
h′ = 4(xr − zr+1)
2 + 2(zr+1 − zr+2)
2 + 2(zr+2 − xr+3)
2.
Moreover, since ‖x‖ = 1,
ǫ = ‖x′‖2 − 1−
δ2
n
= 2z2r+1 + z
2
r+2 − x
2
r+1 − 2x
2
r+2 −
δ2
n
.
It follows that
h′ − h− ǫµ =
2µ(xr − xr+3)
(µ− 2)2n
(
(µ− 2)n(xr + xr+3) + 2(xr − xr+3)
)
which is negative because xr > xr+3 ≥ 0, n ≥ 11, and µ < 0.355. Therefore, from
Remark 3.9 it follows that µ(Γ′) < µ, a contradiction.
The proofs of Parts (ii) and (iii) use the same method based on Remark 3.9 but involve
tedious technical details which are deferred to Appendix.
Lemma 3.11. Any middle block of Γ is either M0 or M3.
Proof. Let B be an arbitrary middle block of Γ. According to Theorem 3.1, B is either one
of the short blocks M0,M1,M2, M˜2,M3, or it is a long block starting with either M
′
0,M
′
1,
or M ′2.
First assume that B is either a long block starting with M ′1, or it is one of the short
blocks M1 or M˜2. Then Γ contains H1 (of Lemma 3.10 (i)) as an induced subgraph. If
all the components of x on the first five vertices of B are non-negative, then the required
condition of Lemma 3.10 (i) is satisfied, and so we are done. Otherwise, x is negative on
B except possibly for its first three vertices. Recall that if B is a long block, then its last
brick Bs is either M˜
′
0, M˜
′
1, or M˜
′
2. Now consider the mirror image Γ˜ and −x as its Fiedler
vector. It turns out that in Γ˜, −x is non-negative on B˜ except possibly for its last three
vertices. If B = M1 or Bs = M˜
′
1, then Γ˜ contains H1; if B = M˜2 or Bs = M˜
′
2, then Γ˜
contains H2; and if Bs = M˜
′
0, then Γ˜ contains H3. Furthermore, the required conditions
on the sign of the components of the Fiedler vector in Lemma 3.10 holds in all these three
cases. This leads again to a contradiction by Lemma 3.10.
If B is long block starting with a M ′2 or B = M2, we obtain a contradiction similarly.
So far we have proved that if B is a long middle block, then it must start and end
with M ′0 and M˜
′
0, respectively. Such a block must contain H3. If the components of x
satisfy the condition (iii) of Lemma 3.10, then we are done. Otherwise, xr+3 < 0 and so
B˜ in Γ˜ fulfills the condition (iii), and again we reach a contradiction.
It follows that B must be one of the short blocks M0 or M3, as desired.
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It remains to show that no middle block in Γ can be M3. This will be essentially done
by the next lemma whose proof is deferred to Appendix. By DiM3 we denote the graph
obtained by identifying the degree 2 vertices of Di and M3.
Lemma 3.12. The graph Γ does not contain the following subgraphs:
(i) H4 (of Figure 19) such that xr+4 ≥ 0 and for the two left-most vertices, all their
neighbors on their left lie in a single cell of the equitable partition of Γ,
(ii) D0M3,
(iii) D2M3.
xr+1 xr+3 xr+5
xr+2 xr+4
Figure 19: The subgraph H4 and the components of x
Now we are prepared to prove the desired result on the middle blocks of Γ.
Theorem 3.13. Any middle block of Γ is M0.
Proof. By Lemma 3.11, any middle block of Γ is either M0 or M3. For a contradiction,
assume that some middle block B of Γ is M3.
First, assume that B is a block next to an end block. By Theorem 3.8, either of the
end block of Γ is one of D0, D1, D2, D3, or D4. By Lemma 3.12 (ii),(iii), D0M3 and D2M3
is not possible. Let H ∈ {D1M3, D3M3, D4M3}. Then H contains an induced subgraph
isomorphic to H4 possessing the additional condition of Lemma 3.12 (i) on the neighbors
of the left-most vertices. If the components of x on the first four vertices of M3 in H are
non-negative, then we are done. Otherwise, x is negative on the vertices of Γ starting
from the middle vertex of M3 in H . If all the middle blocks of Γ are M3, then we have
a right end block M3D˜i which is not possible by the above argument. Otherwise, we
have the subgraph M3M0 in Γ. Under the above condition, Γ˜ contains H4 satisfying the
conditions of Lemma 3.12 (i), which leads again to a contradiction.
Now, assume that B is not a block next to an end block. So the block on its left must
be an M0 which means that Γ has a M0M3 subgraph. However, M0M3 also contains an
induced subgraph isomorphic to H4. If the components of x on the first three vertices of
M3 in B are non-negative, then we are done. Otherwise, similar to the above argument,
we obtain a contradiction.
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Appendix: Proofs of Lemmas 3.10 (ii),(iii) and 3.12
Here we present the proofs of Parts (ii) and (iii) of Lemma 3.10 and Lemma 3.12.
Proof of Lemma 3.10 (ii). For a contradiction, assume that Γ contains H2. By the
eigen-equation considered on the vertices of H2, it can be seen that xr+1 = f(xr, xr+4),
xr+2 = g(xr, xr+4), and xr+3 = l(xr, xr+4), where
f(x, y) =
2(−µ2x+ 7µx+ µy − 10x− 6y)
µ2 − 11µ+ 36µ− 32
,
g(x, y) =
−µy + 2x+ 6y
µ2 − 7µ+ 8
,
l(x, y) =
2(−µ2y + 8µy − 2x− 14y)
µ2 − 11µ+ 36µ− 32
.
We replace H2 by H
′
2 to obtain Γ
′ and define a vector x′ on V (Γ′) such that its components
on H ′2 are as given in Figure 20 and on the rest of vertices agree with x.
xr
zr+1
zr+2 xr+4
zr+3
Figure 20: The subgraph H ′2 in Γ
′ and the components of x′
We set
zr+1 = l(xr+4, xr), zr+2 = g(xr+4, xr), zr+3 = f(xr+4, xr).
We have δ = x′1⊤ = zr+1+2zr+2+ zr+3−xr+1−2xr+2−xr+3. By substituting the values
of xr+1, xr+2, xr+3, zr+1, zr+2, zr+3 in terms of xr, xr+4, µ, we obtain that
δ =
2(6− µ)(xr − xr+4)
µ2 − 7µ+ 8
.
Now, in the notations of Remark 3.9, we have:
h = 2
r+3∑
i=r
(xi − xi+1)
2 + 2(xr+2 − xr+4)
2,
h′ = 2(xr − zr+1)
2 + 2(xr − zr+2)
2 + 2(zr+1 − zr+2)
2 + 2(zr+2 − zr+3)
2 + 2(zr+3 − xr+4)
2.
Moreover,
ǫ = ‖x′‖2 − 1−
δ2
n
= z2r+1 + 2z
2
r+2 + z
2
r+3 − x
2
r+1 − 2x
2
r+2 − x
2
r+3 −
δ2
n
.
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It follows that
h′ − h− ǫµ = Φ
2µ(µ− 6)(xr − xr+4)
(µ2 − 7µ+ 8)2n
where Φ = (µ2−7µ+8)n(xr+xr+4)+(2µ−12)(xr−xr+4). It is easy to check that Φ > 0
since xr > xr+4 ≥ 0, n ≥ 11, and µ < 0.355. It follows that h
′ − h − ǫµ < 0 and so by
Remark 3.9, µ(Γ′) < µ, a contradiction.
Proof of Lemma 3.10 (iii). For a contradiction, assume that Γ contains H3. It should
have at least 21 vertices to contain H3. So n ≥ 21, and by Lemma 3.4, µ < 0.091. By the
eigen-equation considered on the vertices of H3, it can be seen that xr+1 = f(xr, xr+4),
xr+2 = g(xr, xr+4), and xr+3 = l(xr, xr+4), where
f(x, y) =
2(−µ2x+ 6µx− 5x− 2y)
µ3 − 10µ2 + 27µ− 14
,
g(x, y) =
2(µx+ µy − 3x− 4y)
µ3 − 10µ2 + 27µ− 14
,
l(x, y) =
−µ2y + 7µy − 4x− 10y
µ3 − 10µ2 + 27µ− 14
.
We have that xr > xr+4. We further claim that
3(xr + xr+4) > xr − xr+4 > 0. (14)
If xr+4 ≥ 0, this trivially holds. If xr+4 < 0, it holds by the following argument. Note
that l(xr, xr+4) = xr+3 ≥ 0 which means −µ
2xr+4+7µxr+4−4xr−10xr+4 ≤ 0. Therefore,
4xr ≥ (−µ
2 + 7µ− 10)xr+4 > −8xr+4, that is xr > −2xr+4, from which (14) follows.
We now replace H3 by H
′
3 to obtain Γ
′ and define a vector x′ on V (Γ′) such that its
components on H ′3 are as given in Figure 21 and on the rest of vertices agree with x.
xr zr+1 zr+2 xr+4
zr+3
Figure 21: The subgraph H ′3 in Γ
′ and the components of x′
We set
zr+1 = l(xr+4, xr), zr+2 = g(xr+4, xr), zr+3 = f(xr+4, xr).
We have δ = x′1⊤ = 2zr+1 + 2zr+2 + zr+3 − xr+1 − 2xr+2 − 2xr+3. By substituting the
values of xr+1, xr+2, xr+3, zr+1, zr+2, zr+3 in terms of xr, xr+4, µ we obtain that
δ =
2(µ− 5)(xk − xk+4)
µ3 − 10µ2 + 27µ− 14
.
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Now, in the notations of Remark 3.9, we have:
h = 2
r+3∑
i=r
(xi − xi+1)
2 + 2(xr+2 − xr+3)
2,
h′ = 2(xr − zr+1)
2 + 4(zr+1 − zr+2)
2 + 2(zr+2 − zr+3)
2 + 2(zr+3 − xr+4)
2.
Moreover,
ǫ = ‖x′‖2 − 1−
δ2
n
= 2z2r+1 + 2z
2
r+2 + z
2
r+3 − x
2
r+1 − 2x
2
r+2 − 2x
2
r+3 −
δ2
n
.
It follows that
h′ − h− ǫµ = Φ
−2µ(µ− 5)(xr − xr+4)
(µ3 − 10µ2 + 27µ− 14)2n
,
in which
Φ = (µ3 − 10µ2 + 27µ− 14)n(xr + xr+4) + (10− 2µ)(xr − xr+4).
The only real zero of t3 − 10t2 + 27t − 4 is about 0.157. Since µ < 0.091, we have
µ3 − 10µ2 + 27µ− 4 < 0. It follows that
Φ < −10n(xr + xr+4) + 10(xr − xr+4). (15)
In view of (14), the right hand side of (15) is negative, and thus h′ − h − ǫµ < 0. The
result now follows from Remark 3.9.
Proof of Lemma 3.12 (i). For a contradiction, assume that Γ contains H4. By the
assumption, we can assume that for the two left-most vertices, all their neighbors on their
left have the weight xr. Applying the eigen-equation to the vertices of H4 in Γ, we see
that
xr+1 = f(xr, xr+5), xr+2 = g(xr, xr+5), xr+3 = l(xr, xr+5), xr+4 = p(xr, xr+5),
where
f(x, y) =
−2(µ3x− 11µ2x+ 36µ x+ µ y − 32 x− 6 y)
µ4 − 14µ3 + 67µ2 − 126µ+ 76
,
g(x, y) =
2(2µ2x+ µ2y − 14µ x− 9µ y + 20 x+ 18 y)
µ4 − 14µ3 + 67µ2 − 126µ+ 76
,
l(x, y) = −
µ3y − 13µ2y + 4µx+ 52µ y − 16 x− 60 y
µ4 − 14µ3 + 67µ2 − 126µ+ 76
,
p(x, y) =
−2(µ3y − 11µ2y + 36µ y − 34 y − 4 x)
µ4 − 14µ3 + 67µ2 − 126µ+ 76
.
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We have that xr > xr+5. We further claim that
2(xr + xr+5) > xr − xr+5 > 0. (16)
If xr+5 ≥ 0, this trivially holds. If xr+5 < 0, it holds by the following argument. Note
that p(xr, xr+5) = xr+4 ≥ 0 which means µ
3xr+5−11µ
2xr+5+36µxr+5−34xr+5−4xr ≤ 0.
From this and the fact that µ < 0.355 (by Lemma 3.4), we have 4xr ≥ (µ
3−11µ2+36µ−
34)xr+5 > −12xr+5, that is xr > −3xr+5, and thus (16) follows.
We now replace H4 by H
′
4 to obtain Γ
′ and define a vector x′ on V (Γ′) such that its
components on H ′4 are as given in Figure 22 and on the rest of vertices agree with x.
zr+1
zr+2 zr+4 xr+5
zr+3
Figure 22: The subgraph H ′4 in Γ
′ and the components of x′
We set
zr+1 = p(xr+5, xr), zr+2 = l(xr+5, xr), zr+3 = g(xr+5, xr), zr+4 = f(xr+5, xr).
We have δ = x′1⊤ = zr+1+2zr+2+zr+3+2zr+4−2xr+1−xr+2−2xr+3−xr+4. By substituting
the values of xr+1, . . . , xr+4, and zr+1, . . . , zr+4 in terms of xr, xr+5, µ we obtain that
δ =
2(µ− 4)(µ− 5)(xr − xr+5)
µ4 − 14µ3 + 67µ2 − 126µ+ 76
.
Now, in the notations of Remark 3.9, we have:
h = 4(xr − xr+1)
2 + 2
r+4∑
i=r+1
(xi − xi+1)
2 + 2(xr+3 − xr+5)
2,
h′ = 2(xr − zr+1)
2 + 2(xr − zr+2)
2 + 2
r+3∑
i=1
(xi − xi+1)
2 + 4(zr+4 − xr+5)
2.
Moreover,
ǫ = ‖x′‖2 − 1−
δ2
n
= z2r+1 + 2z
2
r+2 + z
2
r+3 + 2z
2
r+4 − 2x
2
r+1 − x
2
r+2 − 2x
2
r+3 − xr+4 −
δ2
n
.
It follows that
h′ − h− ǫµ = Φ
−2(xr − xr+5)(µ− 4)(µ− 5)µ
(µ4 − 14µ3 + 67µ2 − 126µ+ 76)2n
where
Φ = (µ4 − 14µ3 + 67µ2 − 126µ+ 76)n(xr + xr+5) + (−2µ
2 + 18µ− 40)(xr − xr+5).
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The smallest zero of t4−14t3+67t2−126t+46 is about 0.472. Hence µ4−14µ3+67µ2−
126µ+ 46 > 0 because µ < 0.355, and thus
Φ > 30n(xk + xk+5)− 40(xk − xk+5). (17)
In view of (16), the right hand side of (17) is positive which means h′ − h− ǫµ < 0. The
result now follows from Remark 3.9.
Proof of Lemma 3.12 (ii). If 17 ≤ n ≤ 20, and Γ contains D0M3, then the right end
block must be D˜i, 0 ≤ i ≤ 3, respectively, which leads to a contradiction as µ(Gn) <
µ(D0M3D˜i) for 17 ≤ n ≤ 20. So we assume that n ≥ 21 and thus from Lemma 3.4,
µ < 0.091.
For a contradiction, assume that Γ contains H5 = D0M3 with the components of x as
depicted in Figure 23. By using the eigen-equation, we can write x2, . . . , x6 in terms of
x1 and µ as follows:
x2 =
(
−µ
2
+ 1
)
x1,
x3 =
(
µ2
2
− 3µ+ 1
)
x1,
x4 =
−1
4
(
µ3 − 10µ2 + 24µ− 4
)
x1,
x5 =
(
µ4 − 14µ3 + 62µ2 − 88µ+ 12
2(6− µ)
)
x1,
x6 =
(
µ5 − 17µ4 + 102µ3 − 252µ2 + 216µ− 24
4(µ− 6)
)
x1.
x1
x1
x1
x2
x2
x3
x4
x4
x5
x6
x6
z1
z1
z1 z1
z2
z2
z3
z4
z4
x6
x6
Figure 23: The subgraphs H5 (left) and H
′
5 (right) and the components of x and x
′
We obtain a contradiction by showing that if we replace H5 by H
′
5 (of Figure 23) to
obtain Γ′, then µ(Γ′) < µ. We define a vector x′ on V (Γ′) such that its components on
H ′5 are as given in Figure 23 and on the rest of vertices agree with x. We set
z1 = ωx1, z2 = ω(1− µ)x1, z3 = ω(µ
2 − 4µ+ 1)x1, z4 =
−ω
2
(µ3 − 8µ2 + 15µ− 2)x1,
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where
ω =
µ5 − 17µ4 + 102µ3 − 252µ2 + 216µ− 24
µ5 − 17µ4 + 103µ3 − 261µ2 + 238µ− 24
.
Taking into account that x ⊥ 1, we see that
δ = x′1⊤ = 4z1 + 2z2 + z3 + 2z4 − 3x1 − 2x2 − x3 − 2x4 − x5.
Also, since ‖x‖ = 1, we obtain that
‖x′‖2 = 1 + 4z21 + 2z
2
2 + z
2
3 + 2z
2
4 − 3x
2
1 − 2x
2
2 − x
2
3 − 2x
2
4 − x
2
5.
Further we have
x′L(Γ′)x′⊤ = µ+ 2(z1 − z2)
2 + 2
3∑
i=1
(zi − zi+1)
2 + 4(z4 − x6)
2
− 4(x1 − x2)
2 − 2
5∑
i=1
(xi − xi+1)
2 − 2(x4 − x6)
2.
By substituting the values of x2, . . . , x6, z1, . . . , z4, and δ in terms of x1 and µ, we see that
x′L(Γ′)x′⊤
‖x′‖2− δ
2
n
< µ if and only if
(
(µ9 − 28µ8 + 326µ7 − 2042µ6 + 7429µ5 − 15770µ4 + 18492µ3 − 10320µ2 + 1800µ− 96)n
+ (2µ7 − 46µ6 + 418µ5 − 1886µ4 + 4296µ3 − 4280µ2 + 1000µ)
)(
µ5 − 18µ4 + 119µ3 − 348µ2
+ 408µ− 100
)(
µ− 5
)
x21µ
2 < 0.
Given that n ≥ 21 and µ < 0.091, this is equivalent to
21µ9 − 588µ8 + 6848µ7 − 42928µ6 + 156427µ5 − 333056µ4 + 392628µ3
− 221000µ2 + 38800µ− 2016 < 0.
This holds as µ < 0.091, and so by Remark 2.1, µ(Γ′) < µ, a contradiction.
Proof of Lemma 3.12 (iii). For a contradiction, assume that Γ contains H6 = D2M3.
If Γ has only one middle block, and its right end block is different from D2, then we are
done by the previous lemmas. The right end block also cannot be D˜2, since µ(G21) <
µ(D2M3D˜2). It follows that Γ has at least two middle blocks, which in turn implies that
n ≥ 26 and so by Lemma 3.4, µ < 0.059.
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Let the components of x on H6 be as depicted in Figure 24. By using the eigen-
equation, we can write the weights of the vertices of H6 in terms of µ and x8 as follows:
x1 = −4(2µ
2 − 19µ+ 42)ωx8,
x2 = 2(µ− 6)(µ
2 − 7µ+ 14)ωx8,
x3 = 4(µ
3 − 12µ2 + 43µ− 42)wx8,
x4 = −2(µ
4 − 16µ3 + 87µ2 − 176µ+ 84)ωx8,
x5 = 2(µ
5 − 19µ4 + 132µ3 − 400µ2 + 470µ− 84)ωx8,
x6 = −(µ
6 − 23µ5 + 206µ4 − 896µ3 + 1896µ2 − 1612µ+ 168)ωx8,
x7 = −2(µ
6 − 21µ5 + 170µ4 − 662µ3 + 1244µ2 − 932µ+ 84)ωx8,
where ω = (µ7 − 24µ6 + 231µ5 − 1136µ4 + 2996µ3 − 4012µ2 + 2200µ− 168)−1.
x1
x1
x2
x2
x3
x4
x4
x5
x6
x6
x7
x8
x8 z1
z1
z1 z1
z2
z2
z3
z3
z4
z5
z5
x8
x8
Figure 24: The subgraphs H6 (left) and H
′
6 (right) and the components of x and x
′
Now, we replace H6 by H
′
6 (of Figure 24) to obtain Γ
′. We define a vector x′ on V (Γ′)
such that its components on H ′6 are as given in Figure 24 and on the rest of vertices Γ
′
agree with x. We specify the new components as follows:
z1 = −8ω
′x8, z2 = 8(µ− 1)ω
′x8, z3 = −4(µ
2 − 5µ+ 2)ω′x8,
z4 = 4(µ
3 − 8µ2 + 13µ− 2)ω′x8, z5 = −2(µ
4 − 12µ3 + 43µ2 − 44µ+ 4)ω′x8,
where ω′ = (µ5 − 15µ4 + 77µ3 − 157µ2 + 110µ − 8)−1. With similar arguments as of
the previous proofs, we can conclude that µ(Γ′) < µ under the conditions n ≥ 26 and
µ < 0.059, which leads to a contradiction.
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