Representations of non-commutative quantum groups by Kriegk, Benoit & Bergh, Michel Van den
ar
X
iv
:1
00
4.
42
10
v1
  [
ma
th.
RA
]  
23
 A
pr
 20
10
REPRESENTATIONS OF NON-COMMUTATIVE QUANTUM
GROUPS
BENOIT KRIEGK AND MICHEL VAN DEN BERGH
Abstract. We discuss the representation theory of the bialgebra end(A) in-
troduced by Manin. As a side result we give a new proof that Koszul algebras
are distributive and furthermore we show that some well-known N-Koszul al-
gebras are also distributive.
1. Introduction
Throughout we work over a ground field k. If A is a Z-graded algebra then there
is a bialgebra end(A) coacting on A which is universal in an appropriate sense (see
[14] and also §3 below). For example if A = k[x, y] then
(1.1) end(A) = k[a, b, c, d]/(ac− ca, ad− da+ bc− cb, bd− db)
and the comultiplication and coaction can be written concisely as
∆
(
a b
c d
)
=
(
a b
c d
)
⊗
(
a b
c d
)
δ
(
x
y
)
=
(
a b
c d
)
⊗
(
x
y
)
We see in particular that there is a bialgebra morphism from end(A) to O(M2×2),
the coordinate ring of the monoid of 2× 2-matrices. So is tempting in this case to
think of the bialgebra end(A) as a non-commutative version of this monoid.
Recently the bialgebra end(A) appeared as a vehicle for deriving combinatorial
identities such as the quantum MacMahon Master theorem [12, 13]. In order to
understand how far such methods can be pushed it is useful to describe the repre-
sentation theory of end(A).1. In this paper we will accomplish this for a large class
of algebras.
Our results will be for so-called distributive algebras. Let A = TV/(R) with
R ⊂ V ⊗N . We say that A is distributive if for all n the subspaces V ⊗a ⊗ R ⊗
V ⊗n−N−a of V ⊗n generated a distributive lattice. If N = 2 then it is well known
that distributivity is the same as Koszulity [4] (in Theorem 2.1 below we give
an alternative proof of this result). For N > 2 distributivity is related to “N -
Koszulity”, a higher Koszul property introduced by Berger [6].
Recall that A is N -Koszul if the free modules occuring in the minimal resolution
of k are generated in degrees 0, 1, N−1, N, 2N−1, 2N , etc. . . . One has the following
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implications
(1.2) Distributivity + “extra condition”⇒ N -Koszul⇒ “extra condition”
Here the “extra condition” is a suplementary condition which is vacuous for N = 2
and for N = 3 reduces to
R⊗ V ⊗ V ∩ V ⊗ V ⊗R ⊂ V ⊗R⊗ V
It is unfortunately unknown if the first implication in (1.2) is reversible.
To state our results we recall the definition of the category Cuben introduced by
Polishchuk and Positselski in [15]. Cube0 is the category of vector spaces, Cube1 is
the category of vector space homomorphisms, Cube2 is the category of commutative
squares etc. . . . In general Cuben is given by the representations of a hypercube Qn
with commutative faces. We put Cube• =
⊕
nCuben. Then as observed in [15]
Cube• carries a natural monoidal structure. See §2.1.
The following is our main result concerning the representation theory of end(A).
Proposition 1.1. (Proposition 4.3 below) Assume that A is distributive. Then
there is a monoidal functor FA : Cube• → CoMod(end(A)) which induces an
equivalence of monoidal categories
F¯A : Cube• /SA ∼= CoMod(end(A))
where SA is the localizing subcategory of Cube• generated by the simples S such
that F¯A(S) = 0.
This proposition yields a description of the representation theory of end(A) in
terms of the subquivers of (Qn)n whose vertices correspond to the simples that are
not annihilated by FA.
It remains to determine the simples that are killed by FA. If we assume the
extra condition then this is a tractable problem.
Proposition 1.2. (Corollary 4.4 below) Assume that A satisfies the extra condition
(besides being distributive). Then the monoidal category CoMod(end(A)) is entirely
determined by the dimensions of the vector spaces⋂
a
V ⊗a ⊗R ⊗ V ⊗n−a−N
If N = 2 then CoMod(end(A)) is entirely determined by the Hilbert series of A.
In §5 we discuss the case of the symmetric algebra. We prove
Proposition 1.3. (Proposition 5.1 below) Let A = SV where V is an n-dimensional
vector space. Then the simple end(A)-representations when viewed as Mn×n repre-
sentations are of the form Sλ/µV with λ/µ running through the set of rim hooks.
Recall that a rim hook is a connected skew diagram containing no 2× 2-squares.
An example is the following
(1.3)
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In the last section of this paper we discuss some examples of N -Koszul algebras
which we can show to be distributive. It is noteworthy that we do not know an
example of an N -Koszul algebra which is not distributive. On the other hand we
also do not know (for N > 2) a homological characterization of distributivity.
We show distributivity of the following algebras
• Algebras derived from Koszul algebras. This is more or less a tautology
but it gives a quick proof that the generalized symmetric algebra TV/∧N V
introduced by Berger is N -Koszul.
• The deformed Yang-Mills algebras introduced by Connes and Dubois-Violette
in [9, 10]. We show that these algebras are in fact “confluent” (see [5] and
also §6.2 below).
• The 3-dimensional cubic Artin-Schelter regular algebras of “Type A”. This
proof also relies on confluence but in a more sophisticated way. We rely on
a generalization of the I-type condition which was introduced in [18].
2. The category Cuben
2.1. Generalities. The quiver Qn is the quiver with relations which has a vertex
xI for every I ⊂ {1, . . . , n} and arrows xIJ : xI → xJ for every I ⊂ J . The relations
are given by xJKxIJ = xIK (we write paths in functional notation). If n ≤ 0 then
we declare Qn to be a single vertex x∅ without arrows.
We denote the projective Qn representation corresponding to xI by P
(n)
I and the
corresponding simple representation by S
(n)
I . The category of Qn-representations
(not necessarily finite dimensional) is denoted by Cuben. The full subcategory
consisting of finite dimensional representations is denoted by cuben. An object in
Cuben is generally written as (XI)I where I runs through the subsets of {1, . . . , n}.
We recall the following result.
Theorem 2.1.1. [15, Lemma 9.1] A collection of subobjects R1, . . . , Rn ⊂ X of an
object X in a k-linear abelian category C generates a distributive lattice iff the right
exact functor F : cuben → C defined by F (P∅) = X and F (P{i} → P∅) = Ri →֒ X
is exact.
Note that if C is a Grothendieck category then the functor F extends to a right
exact functor F : Cuben → C commuting with filtered exact limits. If F : cuben →
C is exact then so is its extension.
As observed in [15] the categories Cuben carry an interesting monoidal structure.
We first consider the bifunctor (m,n ≥ 0)
⊠ : Cubem×Cuben → Cubem+n : ((XI)I , (YJ)J ) 7→ (XI ⊗ YJ )I∪J+m
where J+m ⊂ {m+1, . . . ,m+n} is the translation of J by m. This tensor product
is clearly associative and biexact. In addition we have P
(m)
I ⊠P
(n)
J = P
(m+n)
I∪J+m. For
a number N ≥ 2 (which will remain constant) one also defines a shifted tensor
product
⊗ : Cubem×Cuben → Cubem+n+N−1 : ((XI)I , (YJ )J) 7→ (XI)I ⊠ P
(N−1)
∅ ⊠ (YJ )J
This tensor product is still associative. On the level of projectives we have
(2.1) P
(m)
I ⊗ P
(n)
J = P
(m+n+N−1)
I∪(J+(m+N−1))
4 BENOIT KRIEGK AND MICHEL VAN DEN BERGH
We extend this formula beyond its original context by declaring it to be valid for
m ≥ −N + 1, n ≥ −N + 1 where we recall that by our conventions if m ≤ 0 then
P
(m)
I exists only for I = ∅. Concretely we have for m = −N + 1, . . . , 0, n ≥ 0
⊗ : Cubem×Cuben → Cubem+n+N−1 : (P
(m)
∅ , (YJ)J ) 7→ P
(m+N−1)
∅ ⊠ (YJ)J
for m ≥ 0, n = −N + 1, . . . , 0:
⊗ : Cubem×Cuben → Cubem+n+N−1 : ((XI)I , P
(n)
∅ ) 7→ (XI)I ⊠ P
(n+N−1)
∅
and for m = −N + 1, . . . , 0, n = −N + 1, . . . , 0:
⊗ : Cubem×Cuben → Cubem+n+N−1 : (P
(m)
∅ , P
(n)
∅ ) 7→ P
(m+n+N−1)
∅
If (Ai)i is a family of abelian categories then we denote by
⊕
iAi the abelian
category whose objects are formal direct sums
⊕
iAi with Ai ∈ Ai. The Hom-sets
are given by
HomA
(⊕
i
Ai,
⊕
i
Bi
)
=
∏
i
HomAi(Ai, Bi)
By
⊕′
iAi we mean the full subcategory of
⊕
iAi where we only consider objects
(Ai)i with a finite number of non-zero Ai.
Put Cube• =
⊕
n≥−N+1Cuben and cube• =
⊕′
n≥−N+1 cuben. With the tensor
product defined above Cube• and cube• are monoidal categories with a biexact
tensor product. The unit object is P
(−N+1)
∅ .
2.2. Tensor products of simples. For the benefit of the reader we discuss the
tensor product of simples in the category Cube•.
Proposition 2.2.1. Let I ⊂ {1, . . . ,m}, J ⊂ {1, . . . , n} with the convention that
if m ≤ 0 or n ≤ 0 then correspondingly I = ∅ or J = ∅. Put J ′ = J +m+N − 1.
The simples occuring in the Jordan-Holder series of S
(m)
I ⊗ S
(n)
J are S
(m+n+N−1)
K
with K = I ∪ J ′ ∪ C for C ⊂ {max(1,m + 1), . . . ,min(m + N − 1,m + n + N −
1)}. The simples occur with multiplicity one and are ordered according to |K| with
S
(m+n+N−1)
I∪J′ appearing on top.
Proof. We will consider the case m,n ≥ 1. The other cases are similar. We recall
the formula for the tensor product. Let X ∈ Cubem, Y ∈ Cuben. Then
X ⊗ Y = X ⊠ P
(N−1)
∅ ⊠ Y
If we apply this with X = S
(m)
I , Y = S
(n)
J we find for K ⊂ {1, . . . ,m}
(
S
(m)
I ⊗ S
(n)
J
)
K
=
{
k if K = I ∪ J ′ ∪ C with C ⊂ {m+ 1, . . .m+N − 1}
0 otherwise
So the simples that occur in the Jordan-Holder series of S
(m)
I ⊗ S
(n)
J are indeed as
indicated. 
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2.3. Koszulity and Cube•. It was observed in [15] that when N = 2 the cate-
gory Cube• is intimately connected with the Koszul propery for graded algebras.
Similarly, as we show in this section, when N > 2, the category Cube• is connected
with the N -Koszul property introduced by Roland Berger in [6].
Let N ≥ 2 and consider A = T (V )/(R) with V a finite dimensional k-vectorspace
and R ⊆ V ⊗N . We put
R
(n)
i = V
⊗i−1 ⊗R⊗ V ⊗n−N−i+1 ⊂ V ⊗n
and for I ⊂ {1, . . . , n−N + 1}
R
(n)
I =
⋂
i∈I
R
(n)
i
We define FA as the right exact functor commuting with filtered colimits
FA : Cuben−N+1 → Vect
which sends P
(n−N+1)
I to R
(n)
I . As usual we denote its left derived functor by LFA.
It is easy to see that FA is a monoidal functor.
Let Ln(A) be the lattice of subspaces of V ⊗n generated by (R
(n)
i )i.
Definition 2.3.1. A is distributive if for each n the lattice Ln(A) is distributive.
Definition 2.3.2. [6] A satisfies the extra condition if for all 1 ≤ i ≤ l ≤ j ≤ n
with j ≤ i+N − 1 we have
R
(n)
i ∩R
(n)
j ⊂ R
(n)
l
For use below we also put for n ≥ N
Jn = R
(n)
1 ∩ · · · ∩R
(n)
n−N+1
Thus JN = R. For n ≤ N − 1 we put Jn = V ⊗n. We denote the composition
(2.2) A⊗ Jn → A⊗ V ⊗ Jn−1 → A⊗ Jn−1
by δ. Here the first map is derived from the inclusion Jn ⊂ V ⊗ Jn−1 and the
second map is derived from the multiplication A ⊗ V → A. Note that δN = 0.
Thus (A⊗ Jn, δ) is an N -complex [7].
Definition 2.3.3. [6] A is N -Koszul if the following complex
(2.3) · · · → A⊗ J2N
δN−1
−−−→ A⊗ JN+1
δ
−→ A⊗R
δN−1
−−−→ A⊗ V
δ
−→ A→ k
is exact.
A famous theorem by Backelin [4] states that if N = 2 then A is distributive if
and only if it is Koszul (see below for a proof in the current setting). In general
Berger proved the implications [6]
(2.4) Distributivity + extra condition⇒ N -Koszul⇒ extra condition
(the extra condition is vacuous if N = 2). It is unknown if the converse of the first
implication holds.
The category Cube• contains a preimage under FA of the degree m part of the
Koszul complex of A (2.3). Put
Wm,n = S
(m−N+1)
∅ ⊗ P
(n−N+1)
{1,...,n−N+1}
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Since Am = FA(S
(m−N+1)
∅ ) and Jn = FA(P
(n−N+1)
{1,...,n−N+1}) (with the usual caveat if
n−N + 1 ≤ 0) one obtains
FA(Wm,n) = Am ⊗ Jn
A quick computation shows
(2.5)
(Wm,n)I =
{
k if {m+ 1, . . . ,m+ n−N + 1} ⊂ I ⊂ {m−N + 2, . . . ,m+ n−N + 1}
0 otherwise
and all maps are either the identity (when they are between copies of k) or zero.
Define
δ :Wm,n →Wm+1,n−1
such that δI is the identity on k when (Wm,n)I = (Wm−1,n+1)I = k and zero
otherwise. One checks that this is indeed a well defined map in Cube• and that
FA(δ) = δm where δm is the degree m part of the map (2.2). Furthermore δ
N = 0.
It follows that the following complex in Cube•
(2.6)
· · ·
δ
−→Wm−2N,2N
δN−1
−−−→Wm−N−1,N+1
δ
−→Wm−N,N
δN−1
−−−→Wm−1,1
δ
−→Wm,0 → S
(−N+1)
∅ ·δm,0
maps to the degree m part of the Koszul complex.
Let us say that I ⊂ {1, . . . ,m} has a hole of size u (with u ≥ 1) if there exist
i < j ∈ I such that j − i = u+ 1 and for all i < l < j we have l 6∈ I.
Proposition 2.3.4. The homology of (2.6) is an extension of simples S
(m−N+1)
K
such that K contains holes of size ≤ N − 2.
Proof. to prove this we will more generally consider the homology of the complexes
(2.7) Wm,n
δa
−→Wm+a,n−a
δN−a
−−−→Wm+N,n−N
for any 0 < a < N . (2.6) is built up from such complexes for a = 1, N − 1.
Let H be the homology of (2.7). From (2.5) we deduce that HI is non-zero iff
the following conditions hold
(2.8)
I 6⊂ {m+ 2, . . . ,m+ n−N + 1}
{m+ 1, . . . ,m+ n−N + 1} 6⊂ I
{m+ a+ 1, . . . ,m+ n−N + 1} ⊂ I ⊂ {m+ a−N + 2, . . . ,m+ n−N + 1}
Let us assume that all sets occurring in these conditions are non-empty. This
happens when
(2.9) N ≤ n− a
If I satisfies (2.8)(2.9) then we have the following:
∃i : m+ a−N + 2 ≤ i ≤ m+ 1 : i ∈ I
∃j : m+ a ≥ j ≥ m+ 1 : j 6∈ I
Consider the triple {i, j,m+ a + 1}. Here i,m+ a + 1 ∈ I and j 6∈ I. We clearly
have i < j < m+ a+1 and one computes m+ a+1− i ≤ N − 1. Hence I contains
a hole of size ≤ N − 2.
REPRESENTATIONS OF NON-COMMUTATIVE QUANTUM GROUPS 7
Looking at the condition (2.9) we see that the homology of (2.6) is an extension
of simples S
(l)
K such thatK contains holes of size ≤ N−2, except perhaps atWm−1,1
and Wm,0.
To compute the homology at Wm−1,1 we have to make the substitutions m →
m−N , n→ N , a→ N − 1 in (2.7).
Thus the condition (2.8) becomes
(2.10)
I 6⊂ {m−N + 2, . . . ,m−N + 1} = ∅
{m−N + 1, . . . ,m−N + 1} = {m−N + 1} 6⊂ I
{m, . . . ,m−N + 1} = ∅ ⊂ I ⊂ {m−N + 1, . . . ,m−N + 1} = {m−N + 1}
The only I’s satisfying the last condition are ∅, {m−N+1}. I = ∅ does not satisfy
the first condition and I = {m − N + 1} does not satisfy the second condition.
Hence no I satisfies all three. Thus the homology at Wm−1,1 is zero.
We leave to the reader the easy verification that the homology of (2.6) at Wm,0
is also zero. 
Remark 2.3.5. A perhaps better way to understand the complex (2.6) is as follows.
Write V = P
(−N+2)
∅ ∈ Cube−N+2 and R = P
(1)
{1} ∈ Cube1. Then there is a unique
non-zero map (up to scalar) in Cube1
R→ V⊗N
Let A = TV/(R) be the corresponding graded algebra object in the monoidal
abelian category Cube•. Then FA(A) = A. The Koszul complex (2.3) can be
defined in an arbitrary abelian monoidal category and in particular it can be defined
for A. Then (2.6) is just the degree m part of this generalized Koszul complex.
As we have seen the Koszul complex for A is not exact. Define
Cubeec• = Cube• /S
ec
where Sec is the localizing subcategory generated by the simples S
(l)
K such that K
has a hole of size ≤ N − 2. It is easy to see that Cubeec• inherits the monoidal
structure of Cubeec• .
Then the image of the Koszul complex of A in Cubeec• is exact. Thus A is an
N -Koszul algebra in the monoidal abelian category Cubeec• .
The properties introduced in Definitions 2.3.1-2.3.3 translate nicely into proper-
ties of the functor FA. We say that an object M ∈ Cubem is acyclic if LiFAM = 0
for i > 0. Note the following
Lemma 2.3.6. If M ∈ Cubea and N ∈ Cubeb are acyclic then so is M ⊗N .
Proof. Let P• → M → 0 and Q• → N → 0 be minimal projective resolutions
of M,N . The exactness of the tensor product implies that P• ⊗ Q• is a minimal
projective resolution ofM⊗N . Hence L•FA(M⊗N) is computed by FA(P•⊗Q•) =
FA(P•)⊗ FA(Q•). Since M and N are acyclic, FA(P•), FA(Q•) are resolutions of
FAM , resp. FAN . Hence FA(P•)⊗ FA(Q•) is a resolution of FAM ⊗ FAN . 
The following is the main result of this section.
Proposition 2.3.7. (1) A is distributive if and only if the functor FA is exact
for all n, i.e. if and only if all S
(n−N+1)
I are acyclic.
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(2) A satisfies the extra condition if and only if for all n one has FA(S
(n−N+1)
I ) =
0 for those I which have a hole of size ≤ N − 2.
(3) Assume that A satisfies the extra condition. Then for all n and all I that
contain a hole of size ≤ N − 2 one has that S
(n−N+1)
I is acyclic.
(4) Assume that A satisfies the extra condition. Then A is N -Koszul if and
only if for all n one has that S
(n−N+1)
∅ is acyclic.
Proof. (1) This is just a translation of Theorem 2.1.1.
(2) The simple S
(n−N+1)
I has a presentation⊕
l 6∈I
P
(n−N+1)
I∪{l} → P
(n−N+1)
I → S
(n−N+1)
I → 0
and thus
FA(S
(n−N+1)
I ) = R
(n)
I
/∑
l 6∈I
R
(n)
I∪{l}
Assume that the extra condition holds and that I has a hole of size ≤
N − 2, delimited by i < j. Pick i < l < j. Then R
(n)
I = R
(n)
I∪{l}. Hence
FA(S
(n−N+1)
I ) = 0.
Conversely assume FA(S
(n−N+1)) = 0 for all I containing a hole of size
≤ N − 2. Then for such an I we have
R
(n)
I =
∑
l 6∈I
R
(n)
I∪{l}
Iterating this identity we get
R
(n)
I =
p∑
i=1
R
(n)
Ji
where (Ji)i is the set of all subsets of {1, . . . , n} which contain I and which
have no holes of size ≤ N − 2.
Assume now I = {i, j} with i < j ≤ i+N − 1 and take i < l < j. Each
of the Ji must contain l. Hence R
(n)
Ji
⊂ R
(n)
l and thus R
(n)
i ∩R
(n)
j = R
(n)
I ⊂
R
(n)
l . Hence the extra condition holds.
(3) Assume that I contains a hole of length ≤ N − 2, delimited by i <
j. Pick i < l < j. The minimal resolution K• of S
(n+N−1)
I has the
form
⊕
K⊃I P
(n−N+1)
K . The P
(n−N+1)
K come in pairs P
(n−N+1)
K1
, P
(n−N+1)
K2
with l 6∈ K1 and K2 = K1 ∪ {l}. Since the extra condition implies
FA(P
(n−N+1)
K1
) = FA(P
(n−N+1)
K2
) we easily deduce that FA(K•) is acyclic.
(4) Assume that A is N -Koszul (and hence satisfies the extra condition by
(2.4)). We will show by induction that S
(m−N+1)
∅ is acyclic. For m = 0
this is trivial. So assume m > 0. Then (2.6) yields a (finite complex)
(2.11) · · · →Wm−N,N →Wm−1,1 → S
(m−N+1)
∅ → 0
By induction and Lemma 2.3.6Wm−a,a is acyclic for a > 0. By (2,3) the ho-
mology of (2.11) is acyclic as well and killed by FA. Hence LiFAS
(m−N+1)
∅
for i > 0 is computed by the homology of.
· · · → FAWm−N,N → FAWm−1,1 → S
(m−N+1)
∅ → 0
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This latter complex is precisely the degree m part of the Koszul complex
(2.3) which is acyclic by our hypothesis that A is N -Koszul.
Conversely assume that S
(m−N+1)
∅ is acyclic for allm. Then the terms of
(2.6) are acyclic. Since the homology of (2.6) is acyclic and killed by FA (by
(2,3)) it follows that the complex (2.6) becomes exact after applying FA.
The resulting exact sequence is precisely the degree m part of (2.3). Hence
combining all m we find that A is N -Koszul. 
Theorem 2.1. [4] If N = 2 then A is Koszul if and only if it is distributive.
Proof. Assume N = 2. If A is distributive then by applying FA to the complex
(2.6) we obtain the degree m part of the Koszul complex of A. Using (1,2,3) of
Proposition 2.3.7 we see this complex is exact.
We now prove the “difficult” direction. Assume that A is Koszul. By Proposition
2.3.7 we have to prove that all S
(n−1)
I are acyclic. By 2.3.7(4) we know that all
S
(n−1)
∅ are acyclic.
We will use induction on |I| and n to prove that S
(n−1)
I is acyclic for all I. If
I = ∅ then there is nothing to prove. So assume l ∈ I. Put I1 = I ∩ {1, . . . , l − 1}
and I2 = (I ∩ {l + 1, . . . , n − 1}) − l (I1, I2 can be empty). Then by Proposition
2.2.1 we have an exact sequence (see also [15])
(2.12) 0→ S
(n−1)
I → S
(l−1)
I1
⊗ S
(n−l−1)
I2
→ S
(n−1)
I\{l} → 0
By induction S
(l−1)
I1
, S
(n−l−1)
I2
, S
(n−1)
I\{l} are all acyclic. Then (2.12) implies that
S
(n−1)
I is acyclic as well. 
Remark 2.3.8. The first part of the previous proof works for arbitrary N and yields
the first implication in (2.4). In fact for a distributive algebra satisfying the extra
condition, the Koszul complex (2.3) is only one of many long exact sequences one
may construct.
To be more precise we have already noted that (A ⊗ Jn, δ)n is an N -complex
(see [7]). An N -complex
· · · → Y i
δ
−→ Y i+1
δ
−→ Y i+2
δ
−→
can be contracted into a number of genuine complexes
· · · → Y i
δa
−→ Y i+a
δN−a
−−−→ Y i+N
δa
−→ Y i+N+a → · · ·
By analyzing the proof of Proposition 2.3.4 (in particular the properties of the
complexes (2.7) when (2.9) holds) we find that the contracted complexes of (A ⊗
Jn, δ) are exact, except in their initial degrees. For example if N = 3 then the
complex
· · · → A⊗ JN+2
δ2
−→ A⊗R
δ
−→ A⊗ V ⊗ V
δ2
−→ A
becomes exact starting at the term A⊗R.
On the contrary, the contracted complexes are almost never exact in their initial
degrees. This has been observed in [7].
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3. The bialgebra end(A)
Let A be a Z-graded algebra. It is easy to see that there exists an algebra
B which is universal for the property that there exists an algebra morphism δ :
A → B ⊗ A such that δ(An) ⊂ B ⊗ An for all n. In other words for any algebra
morphism ∂ : A→ C ⊗ A which preserves the A-grading there is a unique algebra
morphism γ : B → C such that ∂ = (γ ⊗ id) ◦ δ. From the universality property
one immediately obtains a bialgebra structure on B. Following Manin [14] we use
the notation end(A) for B.
We consider a special case of this construction. Let N ≥ 2 and consider A =
T (V )/(R) with V a finite dimensional k-vectorspace and R ⊆ V ⊗N . Then it is not
hard to see that
end(A) = T (V ∗ ⊗ V )/(πN (R
⊥ ⊗R)),
where πN is the shuffle map
πN : (V
∗ ⊗ V )⊗N → V ∗⊗N ⊗ V ⊗N :
f1 ⊗ · · · ⊗ fN ⊗ x1 ⊗ · · · ⊗ xN 7→ f1 ⊗ x1 ⊗ · · · ⊗ fN ⊗ xN
The co-action of end(A) on A, as well as the bialgebra structure on end(A) can be
described concretely in terms of generators. Fix a k-basis (xi)i for V and let (x
∗
i )i
be its dual basis in V ∗. Put zji = x
∗
j ⊗ xi. Then the co-action of end(A) on A is
given in terms of generators by
(3.1) δ(xi) =
∑
k
zki ⊗ xk
and the bialgebra structure on end(A) is given by
(3.2)
∆(zji ) =
∑
k
zki ⊗ z
j
k
ǫ(zji ) = δ
j
i
Below we will be interested in the finite dimensional co-representations of the bial-
gebra end(A). We first note that end(A) is a graded algebra by putting deg zji = 1.
We denote its part of degree n by end(A)n. It follows immediately from (3.2) that
end(A)n is stable under ∆ and when equipped with the restriction of ǫ it becomes
a coalgebra.
We now recall some facts about sums of coalgebras. Let (Ci,∆i, ǫi)i be a family
of coalgebras. Put C =
⊕
iCi. Then C is a coalgebra with comultiplication
∆(c) =
⊕
i∆i(ci) and counit ǫ(c) =
∑
i ǫi(ci) for c =
⊕
i ci with ci ∈ Ci.
Suppose we are given comodules (Wi, δi) for Ci. Then clearly W =
⊕
iWi is a
C-comodule with coaction δ(w) =
⊕
i δi(wi) for w =
⊕
iwi, wi ∈ Wi.
Lemma 3.1. The functor
Ψ :
⊕
i
CoMod(Ci)→ CoMod(C) :
⊕
i
Wi 7→
⊕
i
Wi
is an equivalence of categories.
Proof. This is well known. If W ∈ CoMod(C) then it decomposes as (Ci)i-
comodules viaW =
⊕
i pi(W ) where pi(w) =
∑
w ǫi(w(1))w[2] for δ(w) =
∑
w w(1)⊗
w[2]. 
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From this proposition we deduce that in order to understand the representation
theory of end(A) it is sufficient to understand the representation theory of end(A)n.
Since end(A)n is finite dimensional we have
CoMod(end(A)n) ∼= Mod(end(A)
∗◦
n )
Hence we have to describe the algebras end(A)∗◦n . We do this next. For n < N
define
Zn(A) = Endk(V
⊗n)
and for n ≥ N
Zn(A) =
{
ϕ ∈ Endk(V
⊗n) | ∀i ∈ {1, . . . , n−N + 1} : ϕ(R
(n)
i ) ⊂ R
(n)
i
}
where R
(n)
i = V
⊗i−1 ⊗R⊗ V ⊗n−N−i+1 ⊂ V ⊗n.
Proposition 3.2. We have as algebras
end(A)∗◦n
∼= Zn(A)
Proof. We consider the most difficult case n ≥ N . In that case the result follows
by the following computation.
end(A)∗n =
(
(V ∗ ⊗ V )⊗n/(πN (R
⊥ ⊗R))n
)∗
=
(
(V ∗ ⊗ V )⊗n/
n−N∑
i=0
(V ∗ ⊗ V )i ⊗ πN (R
⊥ ⊗R)⊗ (V ∗ ⊗ V )n−N−i
)∗
∼=
(
(V ∗⊗n ⊗ V ⊗n)/
n−N∑
i=0
V ∗i ⊗R⊥ ⊗ V ∗n−N−i ⊗ V i ⊗R⊗ V n−N−i
)∗
⊂ (V ∗⊗n ⊗ V ⊗n)∗
Writing Yi = V
∗⊗i ⊗R⊥ ⊗ V ∗⊗n−N−i ⊗ V ⊗i ⊗R⊗ V ⊗n−N−i we get
(3.3)
end(A)∗n
∼=
(
n−N∑
i=0
Yi
)⊥
=
n−N⋂
i=0
Y ⊥i
=
{
ϕ ∈ (V ∗⊗n ⊗ V ⊗n)∗ | ∀i : ϕ(Yi) = 0
}
=
{
ϕ ∈ Endk(V
⊗n) | ∀i : ϕ(V i ⊗R⊗ V n−N−i) ⊆ V i ⊗R⊗ V n−N−i
}
via the canonical isomorphism (E∗ ⊗ E)∗ ∼= Endk(E) (for finite dimensional E).
Here we have to make the small computation that if X ⊆ E and Ψ ∈ (E∗ ⊗E)∗
then Ψ(X⊥⊗X) = 0 if and only if the corresponding element ϕ in Endk(E) satisfies
ϕ(X) ⊆ X .
We claim that the vector space isomorphism (3.3) is compatible with the given
algebra structures on both sides, up to exchanging factors. To verify this we may
assume that R = 0, i.e. A = TV . Then we have to show that the following
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isomorphism
T (V ∗ ⊗ V )∗n
∼= ((V ∗ ⊗ V )⊗n)∗
∼= ((V ∗)⊗n ⊗ V ⊗n)∗
∼= V ⊗n ⊗ (V ∗)⊗n
∼= End(V ⊗n)◦
is compatible with the algebra structure. We verify this using the explicit bases
introduced above. The comultiplication on T (V ∗ ⊗ V )n is given by
∆(zj1ii · · · z
jn
in
) =
∑
k1···kn
zk1i1 · · · z
kn
in
⊗ zj1k1 · · · z
jn
kn
Hence the multiplication on T (V ∗ ⊗ V )∗n is given by
zk1∗i1 · · · z
kn∗
in
· zj1∗l1 · · · z
jn∗
ln
= δk1l1 · · · δ
kn
ln
zj1∗ii · · · z
jn∗
in
By definition zji = x
∗
j ⊗ xi. Then z
j∗
i when considered as an element of V ⊗ V
∗ is
given by xj ⊗ x∗i .
It follows that the multiplication on V ⊗n ⊗ (V ∗)⊗n is given by
(3.4)(
xk1 · · ·xkn⊗x
∗
i1 · · ·x
∗
in
)
·
(
xj1 · · ·xjn⊗x
∗
l1 · · ·x
∗
iln
)
= δk1l1 · · · δ
kn
ln
xj1 · · ·xjn⊗x
∗
i1 · · ·x
∗
in
Since xj1 · · ·xjn ⊗x
∗
i1
· · ·x∗in corresponds to the endomorphism of V
⊗n which sends
xi1 · · ·xin to xj1 · · ·xjn and all other basis elements to zero, we see that (3.4) cor-
responds precisely to the opposite multiplication on End(V ⊗n). 
As end(A) is a graded algebra (see above) the multiplication induces vector space
homomorphisms
end(A)m ⊗ end(A)n → end(A)m+n
which one checks to be coalgebra homomorphisms.
Hence there are dual algebra morphisms
(3.5) µm,n : end(A)
∗◦
m+n → end(A)
∗◦
m ⊗ end(A)
∗◦
n
These are described in the next proposition.
Proposition 3.3. Under the isomophism end(A)◦∗n
∼= Zn(A) given in Proposition
3.2 the algebra morphism (3.5) fits in the following commutative diagram
Zm+n(A) // _

Zm(A) ⊗ Zn(A) _

End(V ⊗m+n) ∼=
// End(V ⊗m)⊗ End(V ⊗n)
where the lower map is the obvious algebra isomorphisms
Proof. We have to verify the commutativity of the following diagram
((V ∗ ⊗ V )⊗(m+n))∗ //

((V ∗ ⊗ V )⊗m)∗ ⊗ ((V ∗ ⊗ V )⊗n)∗

End(V ⊗(m+n))◦ // End(V ⊗m)◦ ⊗ End(V ⊗n)◦
This is again an easy verification, e.g. using explicit bases. 
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By Lemma 3.1,3.2 we have
CoMod(end(A)) =
⊕
n
CoMod(end(A)n) =
⊕
n
Mod(end(A)∗◦n ) =
⊕
n
Mod(Zn(A))
Furthermore the induced monoidal structure on the righthand side is as follows: let
W1 ∈ Mod(Zm(A)), W2 ∈ Mod(Zn(A)). Then W1 ⊗W2 ∈ Mod(Zm+n(A)) is the
pullback under µm,n of W1 ⊗W2, considered as Zm(A)⊗ Zn(A) module
We deduce the well-know result (see e.g. [13]).
Proposition 3.4. Let Ln(A) be the lattice of subspaces of V
⊗n generated by (R
(n)
i )i.
Then all the objects in Ln(A) are Zn(A)-modules and hence end(A)-comodules.
Proof. The R
(n)
i are obviously Zn(A) representations. Hence so are all objects in
Ln(A). 
4. Distributive algebras
Let A = TV/(R) be as above. Below we assume that A is distributive.
For I ⊂ {1, . . . , n−N + 1} we define
C
(n)
I = R
(n)
I
/∑
J)I
R
(n)
J
We will say that I ⊂ {1, . . . , n−N + 1} is admissible if CI 6= 0. Strictly speaking
these definitions only make sense if n ≥ N . For n < N we will put {1, . . . , n−N +
1} = ∅, and hence we only consider I = ∅, R∅ = V
⊗n, C∅ = V
⊗n.
Proposition 4.1. (1) The indecomposable projective Zn(A)-representations are
the R
(n)
I for I admissible.
(2) The simple Zn(A)-representations are the C
(n)
I for I admissible.
(3) R
(n)
I is the projective cover of C
(n)
I .
(4) For admissible I, J we have
HomZn(A)(R
(n)
J , R
(n)
I ) =
{
k if J ⊃ I
0 otherwise
When J ⊃ I, the generator of HomZn(A)(R
(n)
J , R
(n)
I ) is given by the inclu-
sion R
(n)
J ⊂ R
(n)
I .
Proof. Since the (R
(n)
i )i generate the distributive lattice Ln(A) there exists a basis
(wα)α for V
⊗n such that each vector space in Ln(A) is spanned by a subset of
the wα [15, Prop. 7.1]).
Let eα be the primitive idempotent in End(V
⊗n) corresponding to the basis
vector wα. I.e. eα is the projection on kwα. Then eα preserves all R
(n)
i and hence
eα ∈ Zn(A). Then the (eα)α form still a maximal set of orthogonal idempotents
in Zn(A).
For I ⊂ {1, . . . , n−N + 1} let C˜
(n)
I be the subspace of R
(n)
I spanned by the wα
which are not in some RJ , J ) I. Clearly C
(n)
I
∼= C˜
(n)
I and hence C˜
(n)
I is non-zero
if and only if I is admissible.
We have
R
(n)
I =
⊕
J⊃I
C˜
(n)
J
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It follows that
End(V ⊗n) =
⊕
I,J
Hom(C˜
(n)
I , C˜
(n)
J )
and
(4.1) Zn(A) =
⊕
J⊃I
Hom(C˜
(n)
I , C˜
(n)
J )
Thus
Zn(A)/ rad(Zn(A)) =
⊕
I adm.
Hom(C˜
(n)
I , C˜
(n)
I )
For every admissible I pick an αI such that wαI ∈ C˜
(n)
I . Then the indecomposable
projectives in Zn(A)-modules are given by
QI = Zn(A)eαI
We find
QI = Zn(A)eαI =
⊕
J⊃I
Hom(kwαI , C˜
(n)
J ) = Hom(kwαI , R
(n)
I )
∼= R
(n)
I
which proves (1). We also find using the decomposition (4.1)
HomZn(A)(QJ , QI) = eαJZn(A)eαI
=
{
k if J ⊃ I
0 otherwise
which proves (4).
The simple top of QI for I admissible may be computed as the cokernel of⊕
QJ 6∼=QI
QJ ⊗HomZn(A)(QJ , QI)→ QI
which is the same as the cokernel of⊕
R
(n)
J
(R
(n)
I
R
(n)
J → R
(n)
I
which is precisely C
(n)
I , proving (2) and (3). 
Corollary 4.2. The categoryMod(Zn(A)) is equivalent to the category Rep(QA,n−N+1)
where QA,n−N+1 is the quiver with relations which has a vertex xI for every ad-
missible I ⊂ {1, . . . , n − N + 1} and arrows xIJ : xI → xJ for every I ⊂ J . The
relations are given by xJKxIJ = xIK . If n−N + 1 ≤ 0 then QA,n−N+1 is a single
vertex x∅ and no arrows.
Proof. This is an easy consequence of the description of the indecomposable pro-
jectives Zn(A)-representations in Proposition 4.1. The functor realizing the stated
equivalence is HomZn(A)(
⊕
I adm.RI ,−). If PI is the projective QA,n−N+1 rep-
resentation corresponding to the vertex I then the inverse equivalence sends PI
to RI . 
For use below we denote the inverse equivalence alluded to in the above proof
by F◦A.
If we apply Theorem 2.1.1 with C = CoMod(end(A)n) then we obtain an exact
functor
FA : Cuben−N+1 → CoMod(end(A)n)
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which sends P
(n−N+1)
I to R
(n−N+1)
I and which extends to an exact monoidal functor
FA : Cube• → CoMod(end(A))
The functor FA is an enhancement of the functor FA we used before as it fits in
the following commutative diagram
CoMod(end(A)n)
forget
''OO
OO
OO
OO
OO
OO
Cuben−N+1
FA
66lllllllllllll
FA
// Vect
Proposition 4.3. The functor FA defines an equivalence
F¯A : Cube• /SA ∼= CoMod(end(A))
where SA is the localizing subcategory of Cube• generated by the simples S
(l)
I with
I not admissible.
Proof. For conciseness we drop some superscripts in the notations below, when they
are clear from the context. We consider the following diagram
(4.2) Rep(QA,n−N+1)
Ind
vvmmm
mm
mm
mm
mm
mm F
◦
A
∼=
((QQ
QQ
QQ
QQ
QQ
QQ
Q
Cuben−N+1
FA
//
Res
66mmmmmmmmmmmmm
Mod(Zn(A))
Here Res is the restriction functor Cuben = Rep(Qn)→ Rep(QA.n) and Ind is the
left adjoint to Res.
We first claim F◦A = FA ◦ Ind. To see this note that all functors are right exact
and commute with direct sums, so it is sufficient to show that they take the same
value on projectives. If I is admissible then we find (FA ◦ Ind)(PI) = FA(PI) = RI
and we find the same value for F◦A(PI).
Now we claim FA = F
◦
A ◦ Res. Let M ∈ Cuben−N+1. It follows that
(F◦A ◦ Res)(M) = FA(Ind ◦Res(M))
The canonical map
Ind ◦Res(M)→M
is surjective and has its kernel in SA. Hence since FA is exact
FA(Ind ◦Res(M)) = FA(M)
which implies our claim. Thus diagram (4.2) is commutative in the two possible
senses.
Put SA,n = SA ∩ Cuben. Then SA,n lies in the kernel of Res and hence in the
kernel of FA. Furthermore Res induces an equivalence Cuben /SA,n ∼= Rep(QA,n).
Hence we obtain a commutative diagram
(4.3) Rep(QA,n−N+1)
F◦A
∼=
((Q
Q
Q
Q
Q
Q
Q
Cuben−N+1 /SA,n−N+1
F¯A
//
Res
∼=
55jjjjjjjjjjjjjjj
Mod(Zn(A))
Since F◦A is an equivalence, the same holds for F¯A. 
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Corollary 4.4. Assume that A satisfies the extra condition (besides being distribu-
tive). Then the monoidal category CoMod(end(A)) is entirely determined by the
numbers (dim Jn)n. If N = 2 then CoMod(end(A)) is entirely determined by the
Hilbert series of A.
Proof. If follows from Proposition 4.3 that to describe the category CoMod(end(A))
it suffices to know which S
(l)
I are mapped to zero under FA or equivalently under FA.
To this end it is sufficient to compute the dimension of FAS
(l)
I . First we observe
that S
(l)
I has a finite projective resolution
· · · →
⊕
J⊃I
|J−I|=2
P
(l)
J →
⊕
J⊃I
|J−I|=1
P
(l)
J → S
(l)
I → 0
Hence to know dimFAS
(l)
I it is sufficient to know dimFAP
(l)
I .
Since A satisfies the extra condition we have dimFAP
(l)
I = dimFAP
(l)
I¯
where I¯
is obtained from I by filling up all holes of size ≤ N − 2. Thus we may assume
that I has no holes of size ≤ N − 2.
If on the other hand I contains a hole of size ≥ N − 1 or else does not contain 1
or l then we may write P
(l)
I as a tensor product P
(l1)
I1
⊗P
(l2)
I2
for suitable l1, l2, I1, I2.
Hence we may reduce to the case where I = {1, . . . , l}. In that case FAP
(l)
I = Jl.
This finishes the proof for general N .
If N = 2 then it follows from the Koszul complex that the sets of numbers
(dim Jn)n and (dimAn)n determine each other. 
5. The symmetric algebra
In this section we assume that the ground field k is algebraically closed of char-
acteristic zero. Below A will be the symmetric algebra SV = TV/(∧2V ) of a vector
space V of dimension n. As SV is a quadratic algebra we will have N = 2 in this
section.
To simplify things conceptually we will equip V with an explicit basis (xi)i
as in §3 and we put zji = x
∗
j ⊗ xi. Let O = k[(z
j
i )i,j ] = S(End(V )
∗) be the
coordinate ring of n× n-matrices. Then O is a bialgebra which coacts on SV with
the same formulas as (3.1)(3.2). Furthermore sending zji 7→ z
j
i defines a bialgebra
homomorphism B : end(A) → O compatible with the coactions on SV . Hence we
obtain a corresponding monoidal exact functor
B∗ : CoMod(end(A))→ CoMod(O)
which on the underlying vector spaces is the identity.
The bialgebra O is semi-simple and its irreducible representations are indexed
by partitions of at most n rows. For more details we refer to the excellent text
book [11]. If λ is a partition of m with conjugate partition λ′ then the associated
irreducible O (co)representation is
SλV = im
⊗
i
∧λ
′
iV
α
−→ V ⊗n
β
−→
⊗
j
SλjV

The precise form of the (anti-)symmetrization maps α and β is derived from a
labeling by the numbers 1, . . . ,m of the Young diagram associated to λ (which
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does not have to yield a standard tableau). The representation SλV is independent
of this labeling.
For example if λ = [221] then a corresponding labeled Young diagram is
5
3
1
4
2
The corresponding irreducible O-representation SλV is given by
im(∧3V ⊗ ∧2V
α
−→ V ⊗5
β
−→ S2V ⊗ S2V ⊗ V )
The image of α consists of the tensors which are anti-symmetric in the places (1, 3, 5)
and (2, 4). Likewise the map β symmetrizes a tensor in the places (1, 2), (3, 4) (and
5 but this has no effect of course).
The construction of SλV works also when λ is replaced by a skew diagram λ/µ,
i.e. a difference of two partitions λ, µ. In that case we have
Sλ/µV = im
⊗
i
∧λ
′
i−µ
′
iV
α
−→ V ⊗n
β
−→
⊗
j
Sλj−µjV

For example if λ/µ is the skew (labeled) diagram
4
2 3
1
then
Sλ/µV = im(∧2V ⊗ ∧2V → V ⊗4 → V ⊗ S2V ⊗ V )
In contrast to SλV the representation Sλ/µV is in general not irreducible but its
decomposition can be described in terms of the well-known Littlewood-Richardson
coefficients.
Sλ/µV =
∑
ν
(Sν)⊕Nλµν
The Littlewood-Richardson coefficients can be computed by means of a combina-
torial recipe which consists in counting certain admissible labelings of the boxes
of λ/µ.
The following is the main observation of this section.
Proposition 5.1. Assume
I = {1, . . . , a, â+ 1, . . . , â+ b, a+ b+ 1, . . . , a+ b+ c, . . .} ⊂ {1, . . . ,m}
Then B∗(FA(S
(m)
I )) = S
λ/µV where λ/µ is the rim hook with m+ 1 boxes:
(5.1)
1
2
3
. . .
18 BENOIT KRIEGK AND MICHEL VAN DEN BERGH
such that the column labeled by “1” has a + 1 boxes, the row labeled by “2” has
b+ 1-boxes, the row labeled by “3” has c+ 1-boxes, etc. . . .
This result remains valid if I has instead the form
I = {1̂, . . . , b̂, b+ 1, . . . , b+ c, . . .}
In that case we simply think of a as being zero. This means that the column labeled 1
contains only one box and thus is contained in the row labeled 2.
Proof. It is easy to see that
B∗(FA(S
(l)
{1,...,l})) = B∗(∧
lV ) = ∧lV
B∗(FA(S
(l)
∅ )) = B∗(S
lV ) = SlV
An arbitrary S
(m)
I has a presentation⊕
i6∈I
P
(m)
I∪{i} → P
(m)
I → S
(m)
I → 0
Applying FA and using distributivity we get
FAS
(m)
I = R
(m+1)
I
/R(m+1)I ∩∑
i6∈I
R
(m+1)
i

Alternatively
FAS
(m)
I = im
R(m+1)I → V ⊗m+1 → V ⊗m+1
/∑
i6∈I
R
(m+1)
i

We have
R
(m+1)
I = ∧
a+1V ⊗ ∧c+1 ⊗ · · ·
V ⊗m+1
/∑
i6∈I
R
(m+1)
i = S
b+1V ⊗ Sd+1V ⊗ · · ·
Thus FAS
(m)
I is S
λ/µV where λ/µ is the diagram (5.1) numbered with the numbers
1, . . . ,m+ 1 starting from the top right and ending at the bottom left (thus this is
not a standard tableau). 
6. Some examples of distributive algebras
In this section we describe some algebras which we could show to be distributive.
6.1. Algebras derived from Koszul algebras. We have the following easy gen-
eral result.
Proposition 6.1.1. Let A = TV/(R) be a quadratic Koszul algebra and let R′ ∈
LN (A). Then A
′ = TV/(R′) is a distributive algebra. If specifically we take
(6.1) R′ =
N−1⋂
i=1
V ⊗i−1 ⊗R ⊗ V N−i−1
then A′ also satisfies the extra condition and hence is N -Koszul.
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Proof. The distributivity of A′ follows immediately from the distributivity of A.
To check the extra condition we have to verify for 1 ≤ l ≤ p with p ≤ N − 1
(6.2)
(
N−1⋂
i=1
V ⊗i−1 ⊗R⊗ V N+(p−1)−i−1
)
∩
(
N−1⋂
i=1
V ⊗(p−1)+i−1 ⊗R⊗ V N−i−1
)
⊂
N−1⋂
i=1
V ⊗(l−1)+i−1 ⊗R⊗ V N−(l−1)−i−1
The lefthand side of this equation is equal to
p+N−2⋂
j=1
V ⊗j−1 ⊗R⊗ V N+p−2−j
We claim that each of the terms on the righthand side of (6.2) appears in this
intersection. To prove this we have to find for any i = 1, . . . , N−1 a j ∈ {1, . . . , p+
N − 2} such that j − 1 = l+ i− 2. Thus we have to take j = l+ i− 1. One verifies
that indeed 1 ≤ l+ i − 1 ≤ p+N − 2. 
Example 6.1.2. Take R = ∧2V and R′ as (6.1). Then R′ = ∧NV and hence
A′ = TV/(∧NV ) is the N -generalization of the symmetric algebra introduced in [6].
By Proposition 6.1.1 we see that A′ is distributive and satisfies the extra condition
(and hence is N -Koszul by (2.4)). These facts were proved by Berger in [6] using
“confluence”. See below.
6.2. Confluence. For N > 2 the only tool to establish distributivity of TV/(R)
with R ⊂ V ⊗N seems to be “confluence” [6, 8]. For the benefit of the reader we
give a quick introduction to this concept.
Let W be a finite dimensional vector space equipped with a fixed totally ordered
basisX . If S ⊂W is a subvector space then an element x ofX is called non-reduced
with respect to S if S contains an element of the form x −
∑
y<x cyy. We denote
the set of such non-reduced monomials by NRed(S). The following is easy to see.
Lemma 6.2.1. (1) dimS = |NRed(S)|.
(2) If S ⊂ R then NRed(S) ⊂ NRed(R).
Thus NRed(−) is an order preserving map from the lattice of subvector spaces
of W to the lattice of subsets of X .
From the fact that NRed(−) is order preserving we immediately deduce
NRed(R ∩ S) ⊂ NRed(R) ∩NRed(S)(6.3)
NRed(R + S) ⊃ NRed(R) ∪NRed(S)(6.4)
The following result was proved by Berger [5].
Lemma 6.2.2. If one of these inclusions is an equality then so is the other.
Definition 6.2.3. We say that R,S ⊂W are confluent if one (and hence both) of
the inclusions (6.3)(6.4) is an equality.
The following is one of the main fact about confluence [5].
Theorem 6.2.4. If R = {(Ri)i} is a collection of pairwise confluent subspaces of
W then NRed(−) defines a isomorphism between the lattice L of subspaces generated
by Ri and the lattice of subsets of X generated by NRed(Ri). In particular L is
distributive.
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A typical application of this concept is the following. Let A = TV/(R) with
R ⊂ V ⊗N . Let X be a totally ordered basis for V . We equip V ⊗n with the basis
X×n, ordered lexicographically. Then we say that A is confluent (with respect to
X) if for all n and all i the subspaces R
(n)
i of V
⊗n are pairwise confluent. Using
Theorem 6.2.4 we get
confluent⇒ distributive
The following was observed by Berger [5].
Proposition 6.2.5. In order for A to be confluent with respect to X it is necessary
and sufficient that R ⊗ V ⊗i and V ⊗i ⊗ R are confluent inside V ⊗(i+N) for i =
1, . . . , N − 1.
6.3. The (deformed) Yang-Mills algebras. In this section we assume that k
has characteristic zero. The Yang-Mills algebras and their deformations were in-
troduced by Connes and Dubois-Violette in [9, 10]. After a short reminder of how
they are constructed we will show that they are distributive.
The i’th cyclic derivative on F = k〈x1, . . . , xn〉 is a k-linear map
◦∂
∂xi
: F/[F, F ]→ F
which on monomials is defined by
◦∂m
∂xi
=
∑
m=uxiv
vu
Assume that V is an n-dimensional vector space equipped with a basis (xi)i. To
avoid trivialities we assume n ≥ 2. If w ∈ TV/[TV, TV ] is homogeneous then
the Jacobian algebra associated to w is the algebra A = TV/(R) where R is the
vectorspace spanned by the cyclic derivatives of w. It is easy to see that R and
hence A does not depend on the choice of the basis (xi)i.
One has
w¯
def
=
∑
i
xi
◦∂w
∂xi
=
∑
i
◦∂w
∂xi
xi ∈ R⊗ V ∩ V ⊗R
The map w 7→ w¯ gives an isomorphism between (F/[F, F ])n and the cyclically
invariant elements of Fn = V
⊗n.
Assume now that V is equipped with a non-degenerate symmetric bilinear form
(−,−) and put gij = (xi, xj). The inverse of the matrix (gij)ij is denoted by (gij)ij .
Let O(V ) be the corresponding orthogonal group. Then one has the following result
Lemma 6.3.1. The space (TV/[TV, TV ])
O(V )
4 is two-dimensional and is spanned
by the elements
w1 =
∑
i,j,p,q
gipgjq[xi, xj ][xp, xq]
w2 =
(∑
i,j
gijxixj
)2
Proof. To prove this we may assume that k = k¯ and that (xi)i is an orthogonal
basis for V . In other words gij = δij . We first consider (V
⊗4)O(V ). The first
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fundamental theorem of invariant theory for the orthogonal groups implies that
(V ⊗4)O(V ) is spanned by
s1 =
∑
i,j
xixixjxj
s2 =
∑
i,j
xixjxixj
s3 =
∑
i,j
xixjxjxi
Since n ≥ 2 it is clear that s1, s2, s3 are linearly independent. Hence they form a
basis for (V ⊗4)O(V ).
Since O(V ) is reductive the quotient map (V ⊗4)O(V ) → (TV/[TV, TV ])
O(V )
4 is
surjective and hence (TV/[TV, TV ])
O(V )
4 is spanned by s1, s2, s3. It is clear that s1
and s3 are equal modulo commutators but s1 and s2 remain independent. We now
use the fact that w2 = s1 and w1 = 2(s2 − s3). 
By definition the deformed Yang-Mills algebra Aλ (λ ∈ k) is the Jacobian algebra
for the potential w1 + λw2. The equations of Aλ have the form∑
j,p
gjp
(
[xj , [xi, xp]] + λ{xi, xjxp}
)
where {a, b} = ab+ ba. The ordinary Yang-Mills algebra is A0.
Theorem 6.3.2. The deformed Yang-Mills algebra Aλ is distributive and satisfies
the extra condition.
Proof. We may clearly assume that the ground field is algebraically closed. Then
we may assume that gij has the following form
gij =
{
1 if i+ j = n
0 otherwise
Put ı¯ = n− i. The equations of Aλ now have the form∑
j
[xj , [xi, x¯]] + λ{xi, xjx¯}
Thus we get
NRed(R) = {xnxix1 | 1 ≤ i ≤ n}
We claim that Aλ is confluent. By Proposition 6.2.5 we must check the equalities
NRed(R
(n)
1 ∩R
(n)
n−2) = NRed(R
(n)
1 ) ∩ NRed(R
(n)
n−2)
for n = 4, 5. We already know that the sought equalities are inclusions of the type
“⊂”. Hence it is sufficent to prove
(6.5) dimR
(n)
1 ∩R
(n)
n−2 ≥ |NRed(R
(n)
1 ) ∩NRed(R
(n)
n−2)|
Since NRed(R
(5)
1 ) ∩NRed(R
(5)
3 ) = ∅ there is nothing to prove for n = 5.
On the other hand NRed(R
(4)
1 )∩NRed(R
(4)
2 ) = {xnxnx1x1} and w¯λ ∈ R
(4)
1 ∩R
(4)
2 .
Thus dimR
(4)
1 ∩R
(4)
2 ≥ 1 and so (6.5) holds for n = 4 as well.
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To check the extra condition, using Theorem 6.2.4 me must verify
NRed(R
(5)
1 ) ∩ NRed(R
(5)
3 ) ⊂ NRed(R
(5)
2 )
As the lefthand side is empty there is nothing to prove. 
Using (2.4) we recover the following result proved in [9, 10].
Corollary 6.3.3. The deformed Yang-Mills algebra Aλ is 3-Koszul.
6.4. Three dimensional cubic Artin-Schelter regular algebras. Recall [1]
that an AS-regular algebra is a graded k-algebra A = k+A1+A2+ · · · satisfying
the following conditions
(1) dimAi is bounded by a polynomial.
(2) The projective dimension of k is finite.
(3) There is exactly one i for which ExtiA(k,A) is non-vanishing and for this i
we have dimExtiA(k,A) = 1.
Three dimensional regular algebras generated in degree one were classified in [1, 2, 3]
and in general in [16, 17]. It was discovered that they are intimately connected to
plane elliptic curves.
There are two possibilities for a three dimensional regular algebra A generated
in degree one.
(1) A is defined by three generators satisfying three quadratic relations (the
“quadratic case”).
(2) A is defined by two generators satisfying two cubic relations (“the cubic
case”).
In [1] it is shown that all 3-dimensional regular algebras are obtained by special-
ization from a number “generic” regular algebras. These generic regular algebras
depend on at most two parameters.
Quadratic three dimensional AS-regular algebras are Koszul and hence distribu-
tive. Cubic three dimensional AS-regular algebras are 3-Koszul so one would expect
it should be easy to verify distributivity for them. Nonetheless we have not found
a clean way to establish this.
Below we discuss so-called Type A algebras by using a generalization of the
notion of I-type introduced in [18]. It is likely that the other types can be handled
in a similar way but we have not carried out the required verifications.
Type A algebras are associated to a triple (E, σ,L) where E is a smooth elliptic
curve, σ is a translation and L is a line bundle of degree two on E. Put V =
H0(E,L) and
R = ker(H0(E,L)⊗3
a⊗b⊗c 7→abσcσ
2
−−−−−−−−−−→ H0(E,L ⊗ Lσ ⊗ Lσ
2
))
(where (−)σ = σ∗). Then the cubic three-dimensional AS-regular algebra associ-
ated to (E, σ,L) is given by TV/(R).
We prove
Proposition 6.4.1. Let A be a cubic Type A regular algebra. Then A is distribu-
tive.
It follows easily from [1, Thm 6.11] that a cubic Type A regular algebra is not
confluent in the sense §6.2 for any choice of basis X . Our arguments still use
confluence but in a more sophisticated way.
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We need some preparatory work. There is a well-defined map
φ : An → H
0(E,L ⊗ · · · ⊗ Lσ
n−1
) : a0 ⊗ · · · ⊗ an 7→ a0a
σ
1 · · ·a
σn−1
n−1
If f ∈ An then we write (f) for the divisor of the image of φ(f) in H0(E,L⊗ · · · ⊗
Lσ
n−1
). If f ∈ Am, g ∈ An then
(fg) = (φ(fg)) = (φ(f)φ(g)σ
m
) = (f) + σ−m(g)
Let x, y be a basis of V = H0(E,L). Put (x) = P +P ′, (y) = Q+Q′. We write xn,
yn for arbitrary non-zero elements in V with divisors σ
nP + σ−nP ′, σnQ+ σ−nQ′.
We will say that P, P ′, Q,Q′ are generic if they have pairwise disjoint orbits.
Lemma 6.4.2. Assume that P, P ′, Q,Q′ are generic and σ4 6= id. Then there are
non-zero scalars α, β, γ, δ such that R has a basis given by
(6.6)
y0x1x−2 − αx0x−3y2 − βx0y1x−2
y0y−3x2 − γx0y1y−2 − δy0x1y−2
Proof. We need to prove that the elements (6.6) are linearly independent and con-
tained in R. We first show that they are linearly independent. Assume this is not
the case. I.e. there are scalars λ, µ, not both zero such that
λ(y0x1x−2 − αx0x−3y2 − βx0y1x−2) + µ(y0y−3x2 − γx0y1y−2 − δy0x1y−2) = 0
in V ⊗3. Collecting the terms starting with x0
−λαx−3y2 − λβy1x−2 − µγy1y−2 = 0
By our genericity assumption x−3 and y1 are linearly independent. Thus we get
−λαy2 = 0
−λβx2 − µγy−2 = 0
From the first equation we deduce λ = 0 and from the second µ = 0.
Now we show that the elements (6.6) are indeed contained in R (for suitable
choices of scalars). To this end we have to show that the element
y0x
σ
1x
σ2
−2
of H0(E,L ⊗ Lσ ⊗ Lσ
2
)) is a linear combination with non-zero coefficients of
x0x
σ
−3y
σ2
2 , x0y
σ
1x
σ2
−2
and similarly the element
y0y
σ
−3x
σ2
2
is a linear combination with non-zero coefficients of
x0y
σ
1 y
σ2
−2, y0x
σ
1 y
σ2
−2
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We compute the divisors of all these elements
y0x
σ
1x
σ2
−2 : Q+Q
′ + P + σ−2P ′ + σ−4P + P ′
x0x
σ
−3y
σ2
2 : P + P
′ + σ−4P + σ2P ′ +Q+ σ−4Q′
x0y
σ
1x
σ2
−2 : P + P
′ +Q+ σ−2Q′ + σ−4P + P ′
y0y
σ
−3x
σ2
2 : Q+Q
′ + σ−4Q+ σ2Q′ + P + σ−4P ′
x0y
σ
1 y
σ2
−2 : P + P
′ +Q+ σ−2Q′ + σ−4Q+Q′
y0x
σ
1y
σ2
−2 : Q+Q
′ + P + σ−2P ′ + σ−4Q+Q′
All these divisors are different so these elements are pairwise linearly independent.
We also find
y0x
σ
1x
σ2
−2, x0x
σ
−3y
σ2
2 , x0y
σ
1 x
σ2
−2 ∈ H
0(E,L ⊗ Lσ ⊗ Lσ
2
(−P − P ′ −Q− σ−4P ))
By Riemann Roch the righthand side is a two dimensional vector space. Hence
y0x
σ
1x
σ2
−2, x0x
σ
−3y
σ2
2 , x0y
σ
1 x
σ2
−2 are linearly dependent. Since they are not scalar
multiples of each other the first one is indeed a linear combination of the other two
and the coefficients are non-zero.
Similarly we find
y0y
σ
−3x
σ2
2 , x0y
σ
1 y
σ2
−2, y0x
σ
1y
σ2
−2 ∈ H
0(E,L ⊗ Lσ ⊗ Lσ
2
(−P −Q−Q′ − σ−4Q))
With the same reasoning as above we deduce that y0y
σ
−3x
σ2
2 is a linear combination
of x0y
σ
1 y
σ2
−2, y0x
σ
1y
σ2
−2 with non-zero coefficients. 
Proof of Proposition 6.4.1. We will give the proof in the case that σ4 6= id. If
σ4 = id then A is a so-called “linear” algebra which can be easily analyzed directly
(see [2, Prop. 7.4]).
We may clearly assume that our base field is so large that we can select generic
P, P ′, Q,Q′ as in the discussion above.
Let us grade the monomials in x, y by putting deg x = (1, 0), deg y = (0, 1). For
monomials µ in x, y and (a, b) ∈ Z2 we define va,b(µ) ∈ TV by constructing a path
in the grid below starting at (a, b) and ending at (a, b) + |µ| where the variables x,
y indicate which branch we should take at each vertex.
(6.7) (2, 0)
y2
GG
GG
##G
GG
G
(1, 0)
x−3
xxxx
;;xxxx
y1
GG
GG
##G
GG
G
(2, 1)
y−1
GG
GG
##G
GG
G
(0, 0)
x0xxxx
;;xxxx
y0
GG
GG
##G
GG
G
(1, 1)
x−2
xxxx
;;xxxx
y−2
GG
GG
##G
GG
G
(2, 2)
(0, 1)
y−3
GG
GG
##G
GG
G
x1xxxx
;;xxxx
(1, 2)
x−1
xxxx
;;xxxx
(0, 2)
x2xxxx
;;xxxx
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One square looks like
(a+ 1, b)
y−3b+a+1
''OO
OO
OO
OO
OO
O
(a, b)
x−3a+b
::ttttttttt
y−3b+a
$$J
JJ
JJ
JJ
JJ
(a+ 1, b+ 1)
(a, b+ 1)
x−3a+b+1
77ppppppppppp
Thus for example
v0,0(xyyx) = x0y1y−2x−1
It is clear that va,b(µ)µ is a basis for TV for any a, b. We extend va,b linearly to
an isomorphism of graded vector spaces TV → TV . If (a, b) = (0, 0) then we write
v(µ) = va,b(µ).
We claim that V ⊗a ⊗R⊗ V ⊗b has a basis of the form
v(µyxxµ′)− αµv(µxxyµ
′)− βµv(µxyxµ
′)(6.8)
v(µyyxµ′)− γµv(µxyyµ
′)− δµv(µyxyµ
′)(6.9)
where µ, µ′ run through the monomials of length a, b and αµ, βµ, γµ, δµ are scalars
depending on µ.
By Lemma 6.4.2 we find that R has a basis of the type
r′m,n = ynxm+1xm−2 − αm,nxmxm−3yn+2 − βm,nxmyn+1xm−2
s′m,n = ynyn−3xm+2 − γm,nxmyn+1yn−2 − δm,nynxm+1yn−2
for each m,n. Put
rm,n = yxx− αm,nxxy − βm,nxyx
sm,n = yyx− γm,nxyy − δm,nyxy
If (m,n) = (−3p+ q,−3q + p) then
vp,q(rm,n) = r
′
m,n
vp,q(sm,n) = s
′
m,n
Assume now that µ, µ′ are monomials of degree (p, q), (p′, q′) respectively with
p+ q = a, p′ + q′ = b. Put (m,n) = (−3p+ q,−3q + p). Then
v(µrm,nµ
′) = v(µ)vp,q(rm,n)vp+2,q+1(µ
′)
v(µsm,nµ
′) = v(µ)vp,q(sm,n)vp+1,q+2(µ
′)
Thus v(µrm,nµ
′), v(µsm,nµ
′) ∈ V ⊗a ⊗ R ⊗ V ⊗b. It is clear that the elements
µrm,nµ
′, µsm,nµ
′ for varying µ, µ′ are all linearly independent and their number is
equal to the dimension of V ⊗a⊗R⊗V ⊗b. So they yield a basis for V ⊗a⊗R⊗V ⊗b
after applying v(−). This finishes the proof of our claim.
We now claim that the (R
(n)
a )a are pairwise confluent inside V
⊗n when the latter
is equipped with the ordered basis v(µ)µ where µ runs through the lexicographically
ordered set of monomials of length n. The proposition then follows from Theorem
6.2.4.
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We compute for 1 ≤ a < b ≤ n− 3
|NRed(R(n)a ) ∩ NRed(R
(n)
b )| =

2n−4 if b = a+ 1
0 if b = a+ 2
2n−4 if b ≥ a+ 3
If b ≥ a+ 3 then
dimR(n)a ∩R
(n)
b = 2
n−4
Hence the only statement that needs to be shown is
dimR(n)a ∩R
(n)
a+1 = 2
n−4
This follows from the fact that for a cubic three-dimensional AS-regular algebra we
have dim(R ⊗ V ∩ V ⊗R) = 1 [1, Prop. (2.4)].
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