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Abstract
A class of models for large-scale evolution and mass
extinctions is presented. These models incorporate en-
vironmental changes on all scales, from influences on a
single species to global effects. This is a step towards
a unified picture of mass extinctions, which enables
one to study coevolutionary effects and external abi-
otic influences with the same means. The generic fea-
tures of such models are studied in a simple version,
in which all environmental changes are generated at
random and without feedback from other parts of the
system.
Introduction
In the history of the Earth, there have been several
catastrophic events which in a short period of time
have wiped out large parts of the existing species. The
amount of species annihilated in such events has been
up to 96% of the biodiversity at that time (Raup 1986).
It has often been argued that these mass extinctions
must have been caused by some disastrous abiotic inci-
dences like extraterrestrial impacts. Evidence in favor
of that has been put forward (Alvarez 1987), but on
the other hand, only 5% of the total loss of biodiversity
in the fossil record can be connected to mass extinc-
tions. The rest are the so-called background extinc-
tions, which happen on much smaller scales. Interest-
ingly, the two types of extinction cannot clearly be dis-
tinguished from another in the frequency distribution
of extinction event sizes. The event sizes’ distribution
forms a smooth curve, very close to a power-law (Sole´
& Bascompte 1996).
In order to explain a single smooth distribution,
the idea of coevolutionary avalanches has been de-
veloped (Kauffman 1992). The extinction of a single
species might cause another species to die out, which
might drive a third species into extinction and so on,
producing an avalanche that in principle could span
the whole system. Because of the diverging mean
avalanche size, the distribution of extinction events
would then be a power-law, similar to the situation
of thermodynamical systems at the point of a phase-
transition. Nevertheless, this mechanism, called self-
organized criticality, completely neglects external in-
fluences that certainly are present.
On the contrary, as it has recently been shown, a
power-law distribution of extinction events can appear
even in a system in which species are wiped out solely
because of external influences (Newman 1996). How-
ever, this effect depends crucially on influences that
are imposed on all species coherently.
From the point of view of a single species it does
not really matter whether it has to struggle with bad
conditions imposed externally, e.g., a global shift in
temperature, or with bad conditions due to heavy com-
petition with other species. All that counts for a single
species is whether it can keep up with its environment
or not.
A species goes extinct when its population decreases
to zero. This can happen for several reasons. One is a
loss of habitat. Climatic or tectonic changes affect the
location and the size of a species’ habitat. If the size
decreases rapidly, the species may not be able to adapt
fast enough to find a new niche. Then the population
will drop below a level at which it can sustain itself and
the species will die out. Another reason for species’
extinction is the invasion of new competitors or new
predators. Competitors that invade a territory may be
better adapted to a niche than the species originally
occupying this niche. In this case, the population of
the native species can be decimated so effectively that
it is wiped out. The same thing can happen because
of an invading predator superior to the defense mech-
anisms of the species. Similarly, new parasites can sig-
nificantly reduce the population of a species and drive
it to extinction.
From the species point of view, all the above cases
can be subsumed under the notion of stress. A species
suffers stress of various kinds, stress because of climatic
changes, stress because of competition and predation
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Figure 1: Stress is generated in a tree structure.
etc. If the stress exceeds the level a species can sustain,
it will go extinct.
We are going to develop a model in which all causes
for the extinction of a species will be regarded as stress.
Every species i has a threshold xi, or in general a vector
xi, against stress. If a species suffers a stress ηi > xi,
or in the general case a vector of stresses ηi, where at
least one component exceeds the corresponding com-
ponent of the threshold vector xi, it dies out. So far,
this is a very general approach for a model in which
species are the smallest units considered, i.e. a model
that does not work with individuals or populations.
Clearly, in such a model there will be stress on sev-
eral scales. We have global stress like a global shift in
temperature due to a slight change in the orbit of the
Earth around the sun, or the impact of a very large
meteor. Then we have stress that spans large parts of
the Earth, e.g. a continent or a hemisphere, like the El
Nin˜o phenomenon that roughly spans the region about
the tropical Pacific Ocean. And finally, we have stress
that affects smaller regions, or only a single species.
This leads us to a hierarchically ordered system of en-
vironmental stresses. The simplest way to model it is
to generate stress in a tree structure, as it is shown in
Fig. 1.
On all scales, the stress can be abiotic or biotic.
This may sound a bit counter-intuitive, since abiotic
changes are usually taken as large-scale phenomena,
and biotic factors are usually taken as local phenom-
ena. Abiotic changes happen often on a global scale,
like the above mentioned examples of the orbit shift
of the Earth or the meteor impact. But clearly there
are more localized events. A small meteor or a small
vulcano may affect only a limited number of species. If
a species happens to live only in a very small territory,
and this territory gets destroyed by a meteor impact,
the species may be the only one that goes extinct be-
cause of the impact.
On the other hand, biotic phenomena are not nec-
essarily localized. Although direct species competition
will usually be a local phenomenon, there can be also
global biotic phenomena. The composition of the at-
mosphere, for example, depends strongly on biotic fac-
tors, and it can change significantly due to biotic ef-
fects.
So far, we have a model which represents the bio-
sphere as a tree, with species situated at the leafs, and
environmental stress generated at the nodes. Now we
have to choose the rules that determine how stress
is generated and what thresholds against stress the
species are given. This is the crucial part where we
decide what mechanisms we want to investigate. If
we were interested mainly in coevolutionary effects, we
would choose rules that link the properties and actions
of the species directly to the generation of the stress.
In such a model, for example, the global stress at time
t could be some sort of a sum over all the adaptive
moves of the species at time t− 1. In this work, how-
ever, we are mainly interested in the generic features
we can expect from the hierarchical structure of the
biosphere. Therefore, we will focus on a version of
the model where the stresses and the species’ thresh-
olds are simply random variables. Species’ interactions
and abiotic effects can be so complicated and so un-
predictable that in a first approximation we want to
assume them to be completely random.
The model we study here is probably the simplest
possible. Yet it has some intriguing features which are
very similar to characteristics seen in the fossil record.
To keep our model simple, we choose a homogenous
tree, with l layers and n subtrees per node. In general,
of course, one has to deal with inhomogenous trees.
To each node of the final layer we connect exactly one
leaf, where we put m species. An example of such a
tree with l = 4 and n = 2 is displayed in Fig. 2. The
total number of stresses that have to be generated in
one time step is
Nstress =
l−1∑
i=0
ni , (1)
and the total number of species in the model is
Nspecies = mn
l−1 . (2)
Every species i has a single threshold xi, chosen at
random from the uniform distribution on the intervall
[0; 1). At every node j, the stress ηj generated in one
time step is a positive, real random variable drawn
from a distribution with probability densitiy function
(pdf) pj(x). It is a reasonable assumption to expect
smaller stresses to happen much more often than larger
stresses. Therefore, we use pdf’s that fall off relatively
fast with x → ∞. An Exponential or Gaussian de-
crease should be a good choice, but the exact form of
the pdf is not really important. We choose the pdf’s
pj(x) at the beginning of the simulation at random
from some family of distribution functions and keep
this choice fixed throughout the course of the simula-
tion.
Finally, we have to fix the way a species is affected
by stress generated on different levels of the tree. We
simply take the maximum of all the stress values gen-
erated at nodes that lie above the species in the tree:
if at any of these nodes a stress ηj is generated which
exceeds the species threshold xi, this species goes ex-
tinct. It is then immediately replaced by a new species
with new random threshold.
In addition to the extinction dynamic, we introduce
some sort of adaption. In agreement with our idea of a
first, simple model, the adaption is a random walk: in
every time step, a fraction f of the species is selected
at random and given new thresholds.
There are certainly some oversimplifications in this
model, such as the fixed number of species or the fact
that all species have only one trait. We will return to
this later and explain why we can still expect to cover
the basic features of the extinction dynamic.
Analysis
The behaviour of the above introduced model can be
understood to a large extent from analytical calcula-
tions. But before we begin with our analysis, we note
that the mechanism for species extinction and adap-
tion presented here is similar to the one of the so-
called ’coherent-noise’ models introduced by Newman
and Sneppen (Newman & Sneppen 1996). These mod-
els display a distribution of extinction events that fol-
lows a power-law with exponent ≈ −2, which is in good
agreement with the fossil record. For this reason, they
have already been used to study macroevolutionary
phenomena (Newman 1996; Wilke & Martinetz 1997).
The difference to our actual approach lies in the fact
that we use a multitude of stresses in a hierarchically
ordered system, whereas in the coherent-noise models
there is only a single stress, acting on the whole system
at once. Therefore, in the previous works the idea of
stress imposed on the species has been linked to exter-
nal influences like meteor impacts and was opposed to
coevolutionary effects.
Note that we have effectively a coherent-noise model
at every leaf of the tree if the number m of species
located at one leaf is large.
The effective stress-distribution at a leaf
of the tree
Every leaf of the tree feels a stress-distribution which
depends on the distributions of the nodes above it. Let
there be N nodes above a leaf. Then the N stress
values having influence on this leaf are N random
variables X1, . . . , XN with pdf’s p1(x), . . . , pN (x). We
have to calculate the pdf pmax(x) of the random vari-
able Xmax = max{X1, . . . , XN}, i.e.,
pmax(x) dx = P (x ≤ max{X1, . . . , XN} < x+ dx) .
(3)
With the partition theorem we can write the prob-
ability on the right-hand side as a weighted sum of
conditional probabilities:
P (x ≤ max{X1, . . . , XN} < x+ dx)
=
N∑
i=1
P (x ≤ max{X1, . . . , XN} < x+ dx
∣∣∣x ≤ Xi < x+ dx)
×P (x ≤ Xi < x+ dx) . (4)
The conditional probabilities read
P (x ≤ max{X1, . . . , XN} < x+ dx∣∣∣ x ≤ Xi < x+ dx)
=
1
P (x ≤ Xi < x+ dx)
×P (x ≤ max{X1, . . . , XN} < x+ dx
∧x ≤ Xi < x+ dx)
=
P (x ≤ Xi < x+ dx)
∏N
j=1,j 6=i P (x > Xj)
P (x ≤ Xi < x+ dx)
=
N∏
j=1,j 6=i
P (x > Xj) . (5)
After inserting Eq. (5) into Eq. (4) we find
P (x ≤ max{X1, . . . , XN} < x+ dx)
=
N∑
i=1
P (x ≤ Xi < x+ dx)
N∏
j=1,j 6=i
P (x > Xj) .
(6)
Consequently, for the pdf pmax(x) we have
pmax(x) =
N∑
i=1
pi(x)
N∏
j=1,j 6=i
P (x > Xj)
=
N∑
i=1
pi(x)
N∏
j=1,j 6=i
x∫
0
pj(x
′) dx′ . (7)
We are interested in the tail of pmax(x). For coherent-
noise models we know that a power-law distribution
of event-sizes will appear if the stress-distribution
pstress(x) satisfies
∞∫
η
pstress(x) dx ≈ Cp
α
stress(η) for η →∞ , (8)
where C and α are positive constants which depend on
pstress(x) (Sneppen & Newman 1997). Therefore, we
assume this condition to hold also for the distributions
pj(x) in Eq. (7), with constants Cj and αj , respec-
tively. Then we can approximate the tail of pmax(x)
by
pmax(x) ≈
N∑
i=1
pi(x)
N∏
j=1,j 6=i
(
1−Cjp
αj
j (x)
)
for x→∞ .
(9)
We proceed further by taking only linear terms in pi(x)
and obtain
pmax(x) ≈
N∑
i=1
pi(x) for x→∞ . (10)
For large x, this sum will be dominated by the pi(x)
that is falling off slowest. We say that distribution
pi(x) falls off slower than distribution pj(x) if there
exists a x0 such that
pi(x) > pj(x) for all x > x0. (11)
For a set of reasonable stress-distributions it is always
possible to identify one that is falling off slowest ac-
cording to this definition.
The fact that the sum in Eq. (11) will asymptotically
be dominated by a single term leads to the situation
depicted in Fig. 2. The tree breaks down into several
independent subsystems. The meaning of the numbers
in the figure will be explained in detail later. In a
nutshell, they indicate how slow a stress distribution
is falling off. What interests us here is the breakup of
the tree into several independent parts in the regime
of large stresses. If these parts are not too small, they
will behave like independent coherent-noise systems.
An ensemble of a finite number of
independent coherent-noise systems
If the stress-distributions close to the root dominate
the behaviour of the system, the tree will break down
into independent coherent-noise systems, as we have
mentioned above. Consequently, we proceed with the
calculation of the distribution of extinction events in
a system consisting of independent coherent-noise sub-
systems. In the calculation, however, we will deviate
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Figure 2: The tree breaks down into virtually indepen-
dent parts in the limit of large stresses.
slightly from the actual situation in the tree model by
assuming the subsystems to have each an infinite size.
This allows for an easy calculation, and the main re-
sults should also hold for large but finite sizes.
In the case of an infinite system size, the event distri-
bution of a coherent-noise model possesses a power-law
tail that extends to arbitrary large events. Therefore,
the task of calculating the event distribution of the
compound system equals to the task of calculating the
sum of a finite number of nonidentically distributed
random variables with power-law tail. The latter can
be treated mathematically exact under relatively weak
assumptions (Wilke unpublished). But since the ex-
act calculations are too extensive to be included in
this work, we will here give only an intuitive argument
about the tail behaviour of the sum.
We begin with the sum of two positive, real random
variables X1 and X2, where the pdf’s p1(x) and p2(x)
have a power-law tail x−τ1 and x−τ2 , respectively. We
assume the pdf’s to be continuous, non-singular, and
reasonably smooth. Under these conditions, we can
write p1(x) and p2(x) in the form
p1(x) =
f1(x)
(x+ 1)τ1
, (12)
p2(x) =
f2(x)
(x+ 1)τ2
, (13)
where f1(x) and f2(x) are continuous, non-singular,
and reasonably smooth functions which tend towards
a positive constant for x → ∞. The pdf psum(x) of
the sum X = X1 +X2 is the convolution of p1(x) and
p2(x):
psum(x) =
∫ x
0
p1(x
′)p2(x− x
′) dx′
=∫ x
0
f1(x
′)
(x′ + 1)τ1
f2(x − x
′)
(x − x′ + 1)τ2
dx′ .
(14)
After a change of the integration variable to z = x′/x
we obtain
psum(x) =
∫ 1
0
f1(xz)
(xz + 1)τ1
f2(x(1 − z))
(x(1 − z) + 1)τ2
x dx′
= x1−τ1−τ2
∫ 1
0
f1(xz)
(z + 1
x
)τ1
f2(x(1 − z))
(1− z + 1
x
)τ2
dx′ .
(15)
For large x, there are two main contributions to this
integral, at z ≈ 0 and at z ≈ 1, which stem from the
first and from the second term in the denominator.
Since the denominators will become arbitrarily large
for large x, we can assume the other terms to be con-
stant in the regions where the main contributions come
from. Therefore, we find
psum(x) ≈ x
1−τ1−τ2
[
C1x
τ2−1 + C2x
τ1−1
]
, (16)
where C1 and C2 are positive constants. Obviously for
large x the term with the largest exponent will domi-
nate. Hence we have
psum(x) ∼ x
−min{τ1,τ2} . (17)
This result can be easily extended to the case of
an arbitrary finite number of random variables with
power-law tail by iteration. Asymptotically, the tail of
psum(s) will always be dominated by the contribution
from the term with the smallest exponent.
Back to the ensemble of infinitely large coherent-
noise systems, we find that it will display power-law
distributed event sizes, as its single constituents do.
If the subsystems’ stress-distributions are functionally
different, the exponent of the compound system’s event
distribution will be the smallest of the subsystems’ ex-
ponents.
The above result should also hold in the situation
of finite coherent noise systems, as long as their total
number is small compared to their typical size.
Trees with random stress distributions
We argue above that in the limit of large stresses the
tree will break down into subsystems, virtually inde-
pendent of each other. The behaviour of our model
depends heavily on the size of the parts we find. If
the different parts are all very small, the system will
loose its coherent-noise characteristics. Instead of a
power-law distribution the extinction events will then
follow a gaussian distribution because of the central-
limit theorem. Therefore, in this section we will study
the distribution of the subsystems’ sizes that arises if
we randomly assign stress distributions to the tree’s
nodes.
We assume that the propability for a certain stress
distribution to be assigned to a certain node does not
depend on the position of the node in the tree. In other
words, we use the same set of stress distributions on all
levels of the tree. Furthermore, we assume that for any
two stress distributions we use we can identify one of
the two that falls off faster than the other one. Under
these conditions, we can study the structure of such
trees by simply assigning integers to the nodes of the
tree, where larger integers stand for distributions that
are falling off slower. If the set of possible stress distri-
butions is infinite, the probability of finding two nodes
with the same distribution is zero. Consequently, in
a tree with n nodes, we will assign every integer from
1 . . . n to exactly one node. This is displayed in Fig. 2
for a tree with 15 nodes. For every leaf i of the tree
we can then define a characteristic number ai. This
number is the maximum of the nodes’ numbers en-
countered on the way from the leaf up to the root. All
the leafs with the same characteristic number belong
to the same subsystem. In the example of Fig. 2, we
have five subsystems in total. Three of them contain
only one leaf, one contains two and one contains three
leafs.
In general, we are interested in the distribution of
subsystems arising in large trees. Therefore, we have
done simulations in which we have several thousand
times assigned random integers to the nodes of a large
tree. For every single realization of the tree, we have
computed a histogram of the frequency of the differ-
ent parts’ sizes. Finally, we have calculated the aver-
age of all the histograms. Fig. 3 shows the result of
such simulations for two different trees with 10000 his-
tograms each. We find the expected frequency f(k) of
large independent parts in the tree decreasing as a saw-
tooth function that follows approximately a power-law
with exponent −2, independent of l and n. The sharp
peaks in the distribution arise whenever the size of a
complete subtree is reached. Therefore, we observe in
Fig. 3, e.g., the peaks in the distribution of the tree
with n = 10 appearing at powers of 10.
The power-law can be explained easily if we assume
the main contributions to come from complete sub-
trees. The expected frequency f(k) to find an inde-
pendent subtree with b layers, which corresponds to a
subsystem of size k = nb, can be written as the number
of such subtrees in the whole system, N(b), times the
probability that any of these subtrees will be indepen-
dent of the rest, P (b). Hence we write
f(nb) = N(b)P (b) . (18)
The number of subtrees of size nb is N(b) = nl−b. For
the probability P (b) we find
P (b) =
(
l − b+
b−1∑
i=0
ni
)−1
, (19)
which is simply the probability for the integer assigned
to the node at the root of the subtree to be larger
than all the other integers which are assigned to the
remaining nodes of the subtree and to the nodes above
the subtree. If we increase b by one, we get N(b+1) =
nl−b−1 = N(b)/n. With slightly more effort, we find
also
P (b+ 1) =
(
l − b− 1 +
b∑
i=0
ni
)−1
=
(
l − b+ n
b−1∑
i=0
ni
)−1
≈
1
n
P (b) .(20)
Therefore, we can write
f(nk) ≈
N(k)
n
P (k)
n
= n−2f(k) , (21)
which implies f(k) ∼ k−2.
The peaks in Fig. 3 appear whenever the size of a
complete subtree is reached, as we have noted above.
This means they are connected to the extremely regu-
lar structure of the trees we use in this work. There-
fore, we are currently investigating trees with irreg-
ular structure. For these trees, the spikes disappear
and, in log-log plot, the function f(k) becomes almost
a straight line with slope -2. From the simulations we
have done so far, we can say that this result is very gen-
eral and seems to be independent of the special trees’
properties.
Simulation results
Since we are interested in the typical behaviour of our
model, we have to do many simulation runs with dif-
ferent tree sizes and different stress distributions at the
tree’s nodes. But the simulation of large trees is very
slow, and therefore it is hard to get a good sample of
the parameter-space. To overcome this difficulty we
have also done simulations based on the arguments of
the previous sections. As we have seen there, in the
limit of large stresses it is possible to map the leafs of
the tree onto a system consisting of several indepen-
dent coherent-noise models, with the sizes k of these
subsystems distributed according to k−2.
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Figure 3: The expected frequency for the occurence of
large independent subsystems decreases as a sawtooth
function that follows approximately a power-law with
exponent −2. The upper curve stems from a tree with
l = 18 and n = 2. It has been rescaled by a factor
of 100 so as not to overlap with the lower curve. The
lower curve stems from a tree with l = 6 and n = 10.
In Fig. 4 we show a comparison between the full
simulation and the approximation. To come as close
as possible to the full simulation, we use the maxi-
mum of 5 independent, exponentially distributed ran-
dom variables as stresses for the independent coherent-
noise models, since for the tree we have likewise chosen
l = 5 and exponential stress-distributions. Clearly the
behaviour of the approximation is close to the one of
the full simulation, which verifies the analytical reason-
ing of the previous sections. Both simulations display
power-law distributed extinction events. For the full
tree, we find an exponent τtree = 2.35± 0.05, while for
the approximation, we find τapprox = 2.30± 0.05. If we
consider the high level of abstraction from the tree to
an ensemble of coherent-noise systems, this agreement
is excellent.
Note that in comparison to a normal coherent-noise
model with only a single stress variable, the tree model
produces a significantly larger exponent τ (If we run a
normal coherent-noise model with the stress distribu-
tion of the approximaton in Fig. 4, we get an exponent
τ ≈ 1.8). The increased exponent τ has its origin in the
distribution of the subsystems’ sizes. The sizes scale
themselves, thus modifying the scale-invariant behav-
ior of the ensemble, compared to the one of a single
coherent-noise system.
Discussion
We have presented a model of large-scale evolution and
extinction that combines biotic and abiotic causes for
extinction within a single mathematical framework.
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Figure 4: The frequency of extinction events in the
tree model and in an ensemble of coherent-noise mod-
els. The lower curve stems from the simulation of a
tree with l = 5, n = 10 and m = 1, which amounts
to a total of 105 species. Stress distributions were as-
signed at random to the nodes of the tree. We used
exponentially distributed stress with σ between 0.03
and 0.05. The upper curve corresponds to the simu-
lation of an ensemble of coherent-noise models with a
total of 105 species, and with the sizes k of the sub-
systems distributed according to k−2. As stresses we
used the maximum of 5 exponentially distributed ran-
dom variables.
Furthermore, the model takes into account the hi-
erarchical structure of the biosphere. To the best
of our knowledge, the implications of environmental
changes happening on different scales have not been
studied previously in macroevolutionary models. De-
spite the choice of completely random environmental
changes, the model has some interesting features. The
distribution of extinction events follows a power-law
with exponent in the region of 2 (note that the ex-
ponent depends on the choice of the stress distribu-
tion, as it is the case with coherent-noise models).
From the fossil record, a power-law distribution with
exponent τ ≈ 2 is reported for the extinction event
sizes of taxonomical families (Sole´ & Bascompte 1996;
Newman 1996). Moreover, it is interesting to observe
the breakup of the tree into subsystems with sizes k dis-
tributed according to k−2. The power-law distribution
of the subsytem sizes implies that even in very large
trees we will find large subsystems, governed mainly by
only a single stress distribution. Intuitively, we would
expect the subsystems to have roughly similar sizes,
and to enter the dynamic of the whole system on an
equal basis. But we observe exactly the opposite. The
subsystems’ sizes are scale-invariant, thus producing
a scale-invariant distribution of contributions to the
overall system’s behavior. In particular, only a small
number of large subsystems produces events on large
scales. This might be an explanation for the fact that
in such large and complex systems like the biosphere
we find usually smooth frequency distributions of typ-
ical objects or events.
The model we have studied in this work is certainly
oversimplified. For that reason, we will close this paper
with some remarks about extensions to the model that
should be examined in a next step closer to biologi-
cal reality. First of all, it is certainly a severe restric-
tion to keep the number of species fixed throughout
the simulation. Nevertheless, this is a restriction used
very often in models of macroevolution (Peliti 1997).
Only recently, work has been done where a change
in biodiversity is considered (Head & Rodgers 1997;
Wilke & Martinetz 1997). The behaviour of the model
we study here is governed by the coherent-noise dy-
namic. For this dynamic, it has been shown that it
can be generalized to include a variable system size
without loss of it’s main features (Wilke & Martinetz
1997). Therefore, we believe a fixed system-size can be
justified in the present work. It should be possible to
extend our tree model to a model with variable system
size. Another severe restriction is the usage of only one
trait. But here a similar argument holds as in the case
of the fixed number of species. A multi-trait version
of the original coherent-noise model has already been
studied (Newman in press). It behaves very similar to
the single-trait version.
Finally, we want to discuss the way we compute the
stress on a single species out of the multitude of stress
values, generated at the different levels of the tree.
Throughout this paper, we have used the maximum of
the stress values. This allows for an easy and very gen-
eral analytical investigation. Another natural choice,
however, would be to sum up all the stresses. We have
also done some simulations in this fashion. The be-
havior of the system remains roughly the same. This
happens because in a finite sum of non-identically dis-
tributed random variables, we expect large values to be
dominated by a single term of the sum, similar to the
case of the maximum of several random variables. For
the sum of exponentially distributed random variables,
an easy calculation shows that this conjecture is indeed
true. With some more effort, we can prove the same
for the sum of power-law distributed random variables,
as we have already done in this paper. Nevertheless,
in the general case with arbitrary distributions, the
conjecture is hard to demonstrate.
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