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Abstract
This paper gives an essentially self contained exposition (except for
an appeal to the Lojasiewicz gradient inequality) of geometric invari-
ant theory from a differential geometric viewpoint. Central ingredients
are the moment-weight inequality (relating the Mumford numerical in-
variants to the norm of the moment map), the negative gradient flow
of the moment map squared, and the Kempf–Ness function.
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1 Introduction
Many important problems in geometry can be reduced to a partial differential
equation of the form µ(x) = 0, where x ranges over a complexifed group orbit
in an infinite dimensional symplectic manifold X and
µ : X → g
is an associated moment map (see Calabi [3, 4, 5], Yau [54, 55, 56], Tian [50],
Chen–Donaldson–Sun [12, 13, 14], Atiyah–Bott [1], Uhlenbeck–Yau [51],
Donaldson [18, 19, 20, 21, 23]). Problems like this are extremely difficult.
The purpose of this paper is to explain the analogous finite dimensional sit-
uation, which is the subject of Geometric Invariant Theory.
GIT was originally developed to study actions of a complex reductive Lie
group Gc on a projective algebraic variety X ⊂ P(V ). Here Gc is the com-
plexification of a compact Lie group G and the Hermitian structure on V
can be chosen so that G acts by unitary automorphisms. In the smooth
case X inherits the structure of a Ka¨hler manifold from the standard Ka¨hler
structure on P(V ). The G-action is generated by the standard moment map
µ : X → g (with values in the Lie algebra of G). In the original treatment of
Mumford [41] the symplectic form and the moment map were not used. Sub-
sequently several authors discovered the connection between the theory of the
moment map and GIT (see Kirwan [36] and Ness [44]). In the article of Ler-
man [37] it is noted that both Guilleman–Sternberg [32] and Ness [44] credit
Mumford for the relation between the complex quotient and the Marsden–
Weinstein quotient X/G.
In our exposition we assume that X is a Ka¨hler manifold but do not
assume that it is a projective variety. In the latter case the aforementioned
standard moment map satisfies certain rationality conditions (Section 10)
which we do not use in our treatment. As a result the Mumford numerical
invariants
wµ(x, ξ) := lim
t→∞
〈µ(exp(itξ)x), ξ〉
associated to a point x ∈ X and an element ξ ∈ g \ {0} (Section 5) need
not be integers as they are in traditional GIT. In the classical theory the Lie
algebra element belongs to the set
Λ := {ξ ∈ g \ {0} | exp(ξ) = 1l}
and thus generates a one-parameter subgroup of Gc. In our treatment ξ can
be a general nonzero element of g.
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A central ingredient in our treatment is themoment-weight inequality
sup
ξ∈g\{0}
−wµ(x, ξ)
|ξ| ≤ infg∈Gc|µ(gx)|. (1)
We give two proofs of this inequality in Section 6, one due to Mumford [41]
and Ness [44, Lemma 3.1] and one due to Xiuxiong Chen [9]. (For an in depth
discussion of this inequality see Atiyah–Bott [1], in the setting of bundles
over Riemann surfaces, and Donaldson [25], Szekelyhidi [47], Chen [9, 10], in
the setting of Ka¨hler–Einstein geometry.) Following an argument of Chen–
Sun [16] we also prove that equality holds in (1) whenever the right hand side
is positive (Theorem 11.1). In this case we also prove that the supremum
on the left over all ξ ∈ g \ {0} agrees with the supremum over all ξ ∈ Λ
(Theorem 13.1). In the projective case the supremum is attained at an
element ξ ∈ Λ by a theorem of Kempf [34], however, that need not be the case
in our more general setting. The Hilbert–Mumford numerical criterion
for µ-semistability is an immediate consequence of the aforementioned results
(Theorem 14.1). It asserts that
Gc(x) ∩ µ−1(0) 6= ∅ ⇐⇒ wµ(x, ξ) ≥ 0 ∀ ξ ∈ Λ.
Further consequences of the moment–weight inequality include theKirwan–
Ness Inequality which asserts that if x is a critical point of the moment map
squared then |µ(x)| = infg∈Gc |µ(gx)| (Corollary 6.2), the Moment Limit
Theorem which asserts that each negative gradient flow line of the moment
map squared converges to a minimum of the moment map squared on the
complexified group orbit (Theorem 6.4), and the Ness Uniqueness Theo-
rem which asserts that any two critical points of the moment map squared
in the same Gc-orbit in fact belong to the same G-orbit (Theorem 6.3).
A central ingredient in the proof is the negative gradient flow of the mo-
ment map squared. Each Gc-orbit Gc(x) ⊂ X is invariant under this flow. If
the isotropy subgroup Gcx is trivial this gradient flow is conjugate to the neg-
ative gradient flow of the Kempf–Ness function Φx : G
c/G→ R. Even if
the isotropy subgroup is not trivial the Kempf–Ness function is Morse–Bott
and is convex along geodesics (Theorem 4.3); its critical manifold may be
empty. The Kempf–Ness function is the analogue of the Mabuchi func-
tional [38, 39] in Ka¨hler–Einstein geometry and the aforementioned weights
wµ(x, ξ) are the analogues of the Futaki invariants [31].
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An infinite dimensional analogue of geometric invariant theory is the
Donaldson–Uhlenbeck–Yau correspondence between stable holomorphic vec-
tor bundles and Hermitian Yang–Mills connections over Ka¨hler manifolds.
(This is a special case of the Kobayashi–Hitchin correspondence.) In this
theory the space of Hermitian connections on a Hermitian vector bundle over
a closed Ka¨hler manifold with curvature of type (1, 1) is viewed as an infinite
dimensional symplectic manifold, the group of unitary gauge transformatons
acts on it by Hamiltonian symplectomorphisms, the moment map assigns to
a connection the component of the curvature parallel to the symplectic form,
and the zero set of the moment map is the space of Hermitian Yang–Mills
connections. For bundles over Riemann surfaces the analogue of the Hilbert–
Mumford numerical criterion is the correspondence between stable bundles
and flat connections, established by Narasimhan–Seshadri [42]. It can be
viewed as an extension to higher rank bundles of the identification of the
Jacobian with a torus. The moment map picture in this setting was exhib-
ited by Atiyah–Bott [1] and they proved the analogue of the moment-weight
inequality. Another proof of the Narasimhan–Seshadri theorem was given
by Donaldson [18]. In dimension four the Hermitian Yang–Mills conections
are anti-self-dual instantons over Ka¨hler surfaces. In this setting the corre-
spondence between stable bundles and ASD instantons was established by
Donaldson [19] and used to prove nontriviality of the Donaldson invariants for
Ka¨hler surfaces. Donaldson’s theorem was extended to higher dimensional
Ka¨hler manifolds by Uhlenbeck–Yau [51].
Another infinite dimensional analogue of GIT is Donaldson’s program for
the study of constant scalar curvature Ka¨hler (cscK) metrics. It was noted
by Donaldson [21] and Fujiki [30] that the scalar curvature can be interpreted
as a moment map for the action of the group of Hamiltonian symplectomor-
phisms of a symplectic manifold (V, ω0) on the space J0 of ω0-compatible
integrable complex structures. It was also noted by Donaldson [21] that in
this setting the Futaki invariants [31] are analogues of the Mumford numer-
ical invariants, the space of Ka¨hler potentials is the analogue of Gc/G, the
Mabuchi functional [38, 39] is the analogue of the the log-norm function in
Kempf–Ness [35], and that Tian’s notion of K-stability [50] can be understood
as an analogue of stability in GIT. This led to Donaldson’s conjecture relating
K-stability to the existence of cscK metrics [23, 24] and refining earlier con-
jectures by Yau [56] and Tian [50]. The Yau–Tian–Donaldson conjecture is
the analogue of the Hilbert–Mumford criterion for µ-polystability (part (iii)
in Theorem 14.1), with the µ-weights replaced by Donaldson’s generalized
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Futaki invariants. The earlier conjecture of Yau applies to Fano manifolds,
relates K-stability to the existence of Ka¨hler–Einstein metrics, and was re-
cently confirmed by Chen–Donaldson–Sun [28, 11, 12, 13, 14]. The Yau–
Tian–Donaldson conjecture, in the case where the first Chern class is not a
multiple of the Ka¨hler class, is still open. The moment-weight inequality in
this setting was proved by Donaldson [25] and Chen [9, 10].
In this situation the duality between the positive curvature manifold G
and the negative curvature manifold Gc/G is particularly interesting. The
analogue of G is the group G0 of Hamiltonian symplectomorphisms of (V, ω0)
with the L2 inner product on the Lie algebra of Hamiltonian functions, and
the analogue of Gc/G is the space H0 of Ka¨hler potentials on (V, J0, ω0) with
an L2 Riemannian metric. On the one hand the distance function associated
to the L2 metric on G0 is trivial by a result of Eliashberg–Polterovich [29].
On the other hand Chen [8] proved that in H0 any two points are joined by
a unique geodesic of class C1,1 (a solution of the Monge–Ampe`re equation),
that H0 is a genuine metric space, and that cscK metrics with negative
first Chern class are unique in their Ka¨hler class. The latter result was ex-
tended by Donaldson [22] to all cscK metrics with discrete automorphism
groups. Calabi–Chen [6] proved that H0 is negatively curved in the sense of
Alexandrov and, assuming all geodesics are smooth, that extremal metrics
are unique up to holomorphic diffeomorphism. (Extremal metrics are the
analogues of critical points of the moment map squared and their uniqueness
up to holomorphic diffeomorphism is the analogue of the Ness Uniqueness
Theorem 6.3.) Chen–Tian [17] removed the hypothesis on the geodesics.
They also proved that cscK metrics minimize the Mabuchi functional. This
was independently proved by Donaldson [26] in the projective case. As noted
by Chen [10] and Chen–Sun [15], several straight forward statements in GIT
have analogues in the cscK setting that are open questions. Thus it is an
open question whether the Mabuchi functional is convex along C1,1 geodesics.
In [45] S.T. Paul introduced another notion of stability and in [46] he proved
that it is equivalent to a properness condition on certain finite dimensional
approximations of the Mabuchi functional. Until recently it was an open
question whether P-stability is equivalent to the aforementioned K-stability
condition of Yau–Tian–Donaldson. This question appears to have been set-
tled in the affirmative by Gabor Szekelyhidi [48].
The emphasis in the present paper is on self contained proofs in the finite
dimensional setting. We do not discuss any examples. For other exposi-
tions of geometric invariant theory and the moment map see the papers by
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Thomas [49], which includes a detailed discussion of the cscK analogue, and
by Woodward [53], which contains many finite dimensional examples.
Acknowledgement. The last author DAS owes a lot to lectures by and
conversations with Simon Donaldson, with his student Gabor Szekelyhidi,
and with Xiuxiong Chen and Song Sun. The second author JWR learned
much from a course given by and conversations with Sean Paul at the Uni-
versity of Wisconsin. Most of this paper was written when JWR visited
the Forschungsinstitut fu¨r Mathematik at ETH Zu¨rich and he thanks them
for their hospitality. The paper was completed while DAS visited the IAS,
Princeton, and the SCGP, Stony Brook; he thanks both institutes for their
hospitality.
2 The moment map
Throughout (X,ω, J) denotes a closed Ka¨hler manifold, i.e. X is a compact
manifold without boundary, ω is a symplectic form on X , and J is an inte-
grable complex structure on X , compatible with ω so 〈·, ·〉 := ω(·, J ·) is a
Riemannian metric. Denote by ∇ the corresponding Levi-Civita connection.
The moment map. Let G ⊂ U(n) be a compact Lie group acting on
X by Ka¨hler isometries so that the action of G preserves all three structures
〈·, ·〉, ω, J . Denote the group action by G ×X → X : (u, x) 7→ ux and the
infinitesimal action of the Lie algebra g := Lie(G) ⊂ u(n) by
g→ Vect(X) : ξ 7→ vξ.
We assume that g is equipped with an invariant inner product and that the
group action is Hamiltonian. Let
µ : X → g
be a moment map for the action, i.e. vξ is a Hamiltonian vector field with
Hamiltonian function Hξ := 〈µ, ξ〉 so ι(vξ)ω = dHξ or, equivalently,
〈dµ(x)x̂, ξ〉 = ω(vξ(x), x̂) (2)
for x ∈ X , x̂ ∈ TxX , and ξ ∈ g. We assume that the moment map is
equivariant, i.e.
µ(ux) = uµ(x)u−1, 〈µ(x), [ξ, η]〉 = ω(vξ(x), vη(x)) (3)
for x ∈ X , u ∈ G, and ξ, η ∈ g. The two equations in (3) are equivalent
whenever G is connected.
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The complexified group. The map
U(n)× u(n)→ GL(n,C) : (u, η) 7→ exp(iη)u
is a diffeomorphism, by polar decomposition, and the image of G × g under
this diffeomorphism is denoted by
Gc := {hu | u ∈ G, h = exp(iη), η ∈ g} . (4)
This is a Lie subgroup of GL(n,C),1 called the complexification of G. It
contains G as a maximal compact subgroup and the Lie algebra of Gc is the
complexification
gc := Lie(Gc) = g⊕ ig
of the Lie algebra of G. We will consistently use the notations
ζ = ξ + iη, Re(ζ) := ξ, Im(ζ) := η.
for the elements ζ ∈ gc and their real and imaginary parts ξ, η ∈ g. The
reader is cautioned that the eigenvalues of ξ, η are imaginary and the eigen-
values of iξ, iη are real.
The action of the complexified group. Let Gc ⊂ GL(n,C) be the
complexification of G and let gc := g + ig be its Lie algebra. Then every
Lie group homomorphism from G to a complex Lie group extends uniquely
to a homomorphism from Gc to that complex Lie group. Taking the target
group to be the group of holomorphic automorphisms of X one obtains a
holomorphic group action of Gc on X . Denote the group action by
Gc ×X → X : (g, x) 7→ gx
and the infinitesimal action of the Lie algebra by
gc → Vect(X) : ζ 7→ vζ := vξ + Jvη.
Here vξ is the Hamiltonian vector field of the function Hξ and Jvη = ∇Hη is
the gradient vector field of the function Hη. Since vζ is a holomorphic vector
field and ∇J = 0, we have
[vζ , Jw] = J [vζ , w], ∇Jwvζ = J∇wvζ (5)
for every ζ ∈ gc and every vector field w ∈ Vect(X).2
1 For us a Lie subgroup is closed.
2 We use the sign convention [v, w] := ∇wv − ∇vw for the Lie bracket of two vector
fields so that the infinitesimal action is a homomorphism gc → Vect(X) of Lie algebras
(and not an anti-homomorphism).
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Alternative notation for the infinitesimal action. For each x ∈ X
we use the alternative notation Lx : g → TxX and Lcx : gc → TxX for the
infinitesimal action of the Lie algebras g and gc. Thus
Lxξ := vξ(x), L
c
xζ := vζ(x) = Lxξ + JLxη, (6)
for ζ = ξ + iη ∈ gc. Then equations (2) and (3) take the form
Lx
∗ = dµ(x)J, dµ(x)∗ = JLx, dµ(x)Lxξ = −[µ(x), ξ]. (7)
for x ∈ X and ξ ∈ g.
Lemma 2.1. Let x0, x1 ∈ µ−1(0). If x1 ∈ Gc(x0) then x1 ∈ G(x0). In fact,
if η ∈ g and u ∈ G satisfy exp(iη)ux0 = x1 then ux0 = x1 and Lx1η = 0.
Proof. Choose g0 ∈ Gc such that x1 = g0x0 and define η ∈ g and u ∈ G by
g0 =: exp(iη)u. Define the curve x : [0, 1]→ X by x(t) := exp(itη)ux0. Then
x(0) = ux0, x(1) = x1, and x˙ = JLxη. Hence, by equation (2),
d
dt
〈µ(x), η〉 = 〈dµ(x)x˙, η〉 = ω(Lxη, x˙) = ω(Lxη, JLxη) = |Lxη|2 ≥ 0. (8)
Since 〈µ(ux0), η〉 = 〈µ(x1), η〉 = 0 it follows that Lx(t)η = 0 for all t. Hence
x(t) is constant and hence x1 = ux0. This proves Lemma 2.1.
Lemma 2.1 asserts that two points in the zero set of the moment map are
equivalent under Gc if and only if they are equivalent under G. In notation
commonly used in symplectic geometry it says that the Marsden–Weinstein
quotient is homeomorphic to the algebraic geometry quotient, i.e.
X/G ≃ Xps/Gc,
where X/G := µ−1(0)/G and Xps := {x ∈ X |Gc(x) ∩ µ−1(0) 6= ∅}. These
spaces can be highly singular. Lemma 2.2 below asserts that x ∈ µ−1(0)
is a regular point for the moment map if and only if its isotropy subgroup
Gx := {u ∈ G | ux = x} is discrete. Lemma 2.3 below asserts that the com-
plex isotropy subgroup Gcx := {g ∈ Gc | gx = x} is the complexification of Gx
whenever µ(x) = 0. This means that there is an isomorphism of orbifolds
Xs/G ∼= Xs/Gc,
where Xs ⊂ Xps is the open subset of all points x ∈ Xps with discrete
isotropy subgroup Gcx. In general, X
ps is not an open subset of X . In
geometric invariant theory one studies the quotient Xss/Gc where Xss is the
open subset of all points x ∈ X such that Gc(x) ∩ µ−1(0) 6= ∅.
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Lemma 2.2. Let x ∈ X such that µ(x) = 0. The following are equivalent.
(i) dµ(x) : TxX → g is onto.
(ii) Lx : g→ TxX is injective.
(iii) Lcx : g
c → TxX is injective.
Proof. The equation dµ(x)J = Lx
∗ in (7) shows that (i) is equivalent to (ii).
That (iii) implies (ii) is obvious. Now assume (ii) and let ζ = ξ+ iη ∈ ker Lcx.
Then by (7),
0 = dµ(x)
(
Lxξ + JLxη
)
= −[µ(x), ξ] + Lx∗Lxη = Lx∗Lxη.
Hence Lxη = 0, hence Lxξ = L
c
xζ − JLxη = 0, and hence ξ = η = 0 by (ii).
Thus (ii) implies (iii) and this proves Lemma 2.2.
The hypothesis µ(x) = 0 in Lemma 2.2 cannot be removed. For example
a pair of nonantipodal points on the 2-sphere has a trivial isotropy sub-
group in SO(3) but a nontrivial isotropy subgroup in the complexified group
PSL(2,C). (When the points are antipodal the moment map is zero.)
Lemma 2.3. (i) Let x ∈ X such that µ(x) = 0. Then Gcx is the complexifi-
cation of Gx, i.e.
Gcx = {exp(iη)u | u ∈ Gx, η ∈ ker Lx} .
(ii) Let ξ ∈ g. Then the isotropy subgroup of ξ in Gc is the complexification
of the isotropy subgroup in G, i.e. if η ∈ g, u ∈ G, and g := exp(iη)u, then
gξg−1 = ξ ⇐⇒ uξu−1 = ξ and [ξ, η] = 0.
Proof. We prove (i). If u ∈ G and η ∈ g are such that g := exp(iη)u ∈ Gcx
then Lemma 2.1 asserts that ux = x and Lxη = 0. This proves (i).
We prove (ii). Assume gξg−1 = ξ, abbreviate h := exp(−iη), and let
C
n = V1 ⊕ · · · ⊕ Vk
be the eigenspace decomposition of ξ. Since hξh−1 = uξu−1, it follows that
hVi ⊥ hVj for i 6= j. Since h = h∗ > 0 this implies h2Vi ⊂ Vi, hence hVi ⊂ Vi,
and hence uVi ⊂ Vi and ηVi ⊂ Vi for all i. Thus u and η commute with ξ.
This proves Lemma 2.3.
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3 The moment map squared
Throughout this section we denote by f : X → R the function defined by
f(x) := 1
2
|µ(x)|2 (9)
for x ∈ X .
Lemma 3.1. The gradient of f is given by
∇f(x) = JLxµ(x) (10)
for x ∈ X. Hence x ∈ X is a critical point of f if and only if Lxµ(x) = 0.
Proof. By equation (2) we have 〈dµ(x)x̂, ξ〉 = ω(Lxξ, x̂). Take ξ = µ(x).
Then the differential of f at x is given by
df(x)x̂ = 〈dµ(x)x̂, µ(x)〉 = ω(Lxµ(x), x̂) = 〈JLxµ(x), x̂〉
for x̂ ∈ TxX . This proves Lemma 3.1.
Theorem 3.2 (Convergence Theorem). There are positive constants c, ε
such that the following holds. If x0 ∈ X and x : R→ X satisfies
x˙ = −JLxµ(x), x(0) = x0, (11)
then the limit x∞ := limt→∞ x(t) exists and there is a constant T ∈ R such
that, for every t > T ,
d(x(t), x∞) ≤
∫ ∞
t
|x˙(s)| ds ≤ c
(t− T )ε . (12)
Proof. The existence of the limit is a result of Duistermaat (see Lerman [37]).
The estimate (12) was proved by Chen–Sun [16, Corollary 3.2] in the present
setting, and by Haraux [33, Theorem 1.6] for general analytic gradient flows.
We include a proof for completeness of the exposition. Using the Marle–
Guillemin–Sternberg local normal form (see [37, Theorem 2.1]), one can show
that the moment map is locally real analytic in suitable coordinates. This im-
plies that f = 1
2
|µ|2 satisfies the Lojasiewicz gradient inequality: There
exist constants δ > 0, C > 0, and 1/2 < α < 1 such that, for every critical
value a of f and every x ∈ X ,
|f(x)− a| < δ =⇒ |f(x)− a|α ≤ C|∇f(x)|. (13)
For a proof see Bierstone–Milman [2, Theorem 6.4].
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Let x : R→ X be a nonconstant negative gradient flow line of f . Then
a := lim
t→∞
f(x(t))
is a critical value of f . Choose a constant T ∈ R such that a < f(x(t)) < a+δ
for t ≥ T . Then, for t ≥ T ,
− d
dt
(f(x)− a)1−α = (1− α)(f(x)− a)−α|∇f(x)|2 ≥ 1− α
C
|x˙|.
Integrate this inequality over the interval [t,∞) to obtain∫ ∞
t
|x˙(s)| ds ≤ C
1− α
(
f(x(t))− a)1−α for t ≥ T. (14)
This proves the existence of the limit
x∞ := lim
t→∞
x(t).
Now abbreviate
ρ(t) :=
(
f(x(t))− a)−(2α−1).
Then
ρ˙(t) = (2α− 1)(f(x(t))− a)−2α|∇f(x(t))|2 ≥ 2α− 1
C2
for t ≥ T.
This implies
ρ(t) ≥ 2α− 1
C2
(t− T ) for t ≥ T
and hence (
f(x(t))− a)1−α = ρ(t)− 1−α2α−1
≤
(
2α− 1
C2
(t− T )
)− 1−α
2α−1
for t > T . Combining this inequality with (14) we obtain∫ ∞
t
|x˙(s)| ds ≤ c
(t− T )ε , ε :=
1− α
2α− 1 , c :=
C
1− α
(
C2
2α− 1
)ε
,
for t > T . This proves Theorem 3.2.
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We close this section with three lemmas about the Hessian of the moment
map squared, culminating in Lijing Wang’s inequality in Lemma 3.5. They
do not play any role elsewhere in this paper.
Lemma 3.3. Let x ∈ X, x̂ ∈ TxX, and ξ, η ∈ g. If Lxξ = 0 then
dµ(x)∇̂xvξ(x) = −[dµ(x)x̂, ξ] (15)
and
Lx
∗Lx[ξ, η] = [ξ, Lx
∗Lxη]. (16)
Proof. Differentiate the function
〈[µ, ξ], η〉 = 〈µ, [ξ, η]〉 = ω(vξ, vη) = 〈Jvξ, vη〉
at x in the direction x̂ and use the equations vξ(x) = 0 and ∇J = 0 to obtain
〈[dµ(x)x̂, ξ], η〉 = 〈J∇̂xvξ(x), vη(x)〉
= −ω(vη(x), ∇̂xvξ(x))
= −dHη(x)∇̂xvξ(x)
= −〈dµ(x)∇̂xvξ(x), η〉 .
This proves (15).
It follows from equations (5), (7), and (15) that
[ξ, Lx
∗Lxη] = −[dµ(x)JLxη, ξ]
= dµ(x)∇Jvηvξ(x)
= dµ(x)[vξ, Jvη](x)
= dµ(x)J [vξ, vη](x)
= dµ(x)Jv[ξ,η](x)
= Lx
∗Lx[ξ, η].
This proves (16) and Lemma 3.3.
Lemma 3.4. The covariant Hessian of f = 1
2
|µ|2 at a point x ∈ X is the
quadratic form d2fx : TxX → R given by
d2fx(x̂) = |dµ(x)x̂|2 + 〈∇Jx̂vξ(x), x̂〉 , ξ := µ(x), (17)
for x̂ ∈ TxX. If x is a critical point of f then
d2fx(JLxη) = |Lx∗Lxη|2 − |[µ(x), η]|2 (18)
for every η ∈ g.
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Proof. Since ∇f(x) = JLxµ(x) = Jvµ(x)(x) and ∇J = 0, we have
∇̂x∇f(x) = JLxdµ(x)x̂+ J∇̂xvξ(x), ξ := µ(x).
Hence the covariant Hessian of f at x is given by
d2fx(x̂) := 〈∇̂x∇f(x), x̂〉 = |dµ(x)x̂|2 + 〈∇Jx̂vξ(x), x̂〉 .
Here the last step uses the identity JLx = dµ(x)
∗ in (7). Take x̂ := JLxη
and assume Lxµ(x) = 0 to obtain
d2fx(JLxη) = |dµ(x)JLxη|2 − 〈∇Lxηvξ(x), JLxη〉
= |Lx∗Lxη|2 − 〈dµ(x)∇Lxηvξ(x), η〉
= |Lx∗Lxη|2 + 〈[dµ(x)Lxη, ξ], η〉
= |Lx∗Lxη|2 + 〈dµ(x)Lxη, [ξ, η]〉
= |Lx∗Lxη|2 − |[µ(x), η]|2.
Here the third step follows from equation (15) in Lemma 3.3 with x̂ = Lxη
and the last step follows from equation (7). This proves Lemma 3.4.
Lemma 3.5 (Lijing Wang’s Inequality). Let x ∈ X be a critical point of
the moment map squared. Then, for every η ∈ g,
|[µ(x), η]| ≤ |Lx∗Lxη|. (19)
Proof. The proof is taken from Lijing Wang’s paper [52, Theorem 3.8]. Define
the linear maps A,B : g→ g by
Aξ := Lx
∗Lxξ, Bξ := [µ(x), ξ].
Thus A is self-adjoint and B is skew-adjoint. Moreover, A and B commute
by Lemma 3.3. Identify gc with g⊕ g and define P± : gc → gc by
P+ :=
(
A B
−B A
)
, P− :=
(
A −B
B A
)
.
Then the operators P+ and P− are self-adjoint, they commute, and〈
ζ, P±ζ
〉
= |Lxξ ± JLxη|2.
Hence the operator
Q := P+P−
is self-adjoint and nonnegative. Hence
0 ≤ 〈ξ, Qξ〉 = |Lx∗Lxξ|2 − |[µ(x), ξ]|2
for ξ ∈ g ⊂ gc. This proves Lemma 3.5.
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4 The Kempf–Ness function
Equip Gc with the unique left invariant Riemannian metric which agrees with
the inner product
〈ξ1 + iη1, ξ2 + iη2〉gc = 〈ξ1, ξ2〉g + 〈η1, η2〉g
on the tangent space gc to Gc at the identity. This Riemannian metric is
invariant under the right G-action. Let
pi : Gc →M, M := Gc/G, (20)
be the projection onto the right cosets of G. This is a principal G-bundle
over a contractible manifold. The (orthogonal) splitting
gc = g⊕ ig
extends to a left invariant principal connection on pi. The projection from
the horizontal bundle (i.e. the summand corresponding to ig) defines a Gc-
invariant Riemannian metric of nonpositive curvature on M (Appendix B).
The geodesic on M through p = pi(g) in the direction v = dpi(g)giξ ∈ TpM
has the form γ(t) = pi(g exp(itξ)). Thus M is complete and, by Hadamard’s
theorem, diffeomorphic to ig (see also equation (4)).
Theorem 4.1 (Conjugacy Theorem). Fix an element x ∈ X and define
a map ψx : G
c → Gc(x) ⊂ X by
ψx(g) := g
−1x.
Then there exists a function Φx : G
c → R such that ψx intertwines the
gradient vector fields ∇Φx ∈ Vect(Gc) and ∇f ∈ Vect(X), i.e. for all g ∈ Gc
dψx(g)∇Φx(g) = ∇f(ψx(g)). (21)
In particular, ∇f is tangent to the Gc-orbits. The function Φx is uniquely
determined by the normalization condition Φx(u) = 0 for all u ∈ G. (If G is
connected it suffices to impose the condition Φx(1l) = 0.)
Definition 4.2. The function Φx : G
c → R is called the lifted Kempf–Ness
function based at x. It is G-invariant and hence descends to a function
Φx :M → R
denoted by the same symbol and called the Kempf–Ness function.
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Proof of Theorem 4.1. Define a vector field vx ∈ Vect(Gc) and a 1-form αx
on Gc by
vx(g) := −giµ(g−1x), αx(g)ĝ := −
〈
µ(g−1x), Im(g−1ĝ)
〉
(22)
for g ∈ Gc and ĝ ∈ TgGc. The vector field vx is is horizontal since µ(x) ∈ g
and is right G-equivariant, i.e. vx(gu) = vx(g)u for g ∈ Gc and u ∈ G. We
must prove the following.
Step 1. The map ψx intertwines the vector fields vx and ∇f , i.e.
dψx(g)vx(g) = ∇f(ψx(g)) (23)
for all g ∈ Gc.
Step 2. The gradient ∇Φx of Φx is vx, i.e.
αx(g)ĝ = 〈vx(g), ĝ〉g (24)
for all g ∈ Gc and all ĝ ∈ TgGc, where the inner product on the right is the
left-invariant Riemannian metric on Gc.
Step 3. There is a unique Φx : G
c → R such that
dΦx = αx (25)
and Φx(u) = 0 for all u ∈ G.
We prove Step 1. Let x : R→ X be the solution of equation (11) and let
g : R→ Gc be the solution of the differential equation
g(t)−1g˙(t) = iµ(x(t)), g(0) = 1, (26)
and define the curve y : R→ X by
y(t) := g(t)−1x0.
Since d
dt
g−1 = −g−1g˙g−1, we have
y˙ = −g−1g˙g−1x0 = −Lcg−1x0(g−1g˙) = −JLyµ(x), y(0) = x0.
Hence x(t) = y(t) = g(t)−1x0 for every t ∈ R. This proves Step 1.
We prove Step 2. Let g ∈ Gc and ĝ ∈ TgGc. Then
〈vx(g), ĝ〉g = −
〈
iµ(g−1x), g−1ĝ
〉
gc
= − 〈µ(g−1x), Im(g−1ĝ)〉
g
= αx(g)ĝ
Here the first and last equations follow from the definitions of vx and αx
in (22). This proves equation (24) and Step 2.
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We prove Step 3. By definition αx is basic, i.e. it vanishes on the tangent
vectors ĝ = gξ (for ξ ∈ g) of the group orbit pi(g) = gG and it is invariant
under the right action of G on Gc. Hence it descends to a 1-form on M .
Since M is connected and simply connected, it suffices to prove that αx is
closed, and for this it suffices to prove that the 1-form g∗αx is closed for every
smooth map g : R2 → Gc.
Let s and t be the standard coordinates on R2. Define the functions
z : R2 → X, ζs, ζt : R2 → gc
by
z := g−1x, ζs := g
−1∂sg, ζt := g
−1∂tg.
They satisfy
∂sz = −Lczζs, ∂tz = −Lczζt, ∂tζs − ∂sζt = [ζs, ζt].
Denote ξs := Re(ζs), ηs := Im(ζs), ξt := Re(ζt), and ηt := Im(ζt). Then
∂sz = −Lzξs − JLzηs,
∂tz = −Lzξt − JLzηt,
∂tξs − ∂sξt = [ξs, ξt]− [ηs, ηt],
∂tηs − ∂sηt = [ξs, ηt] + [ηs, ξt].
(27)
Thus the pullback of αx under g is the 1-form
g∗αx = −〈µ(z), ηs〉 ds− 〈µ(z), ηt〉 dt.
The 1-form g∗αx is closed if and only if ∂t 〈µ(z), ηs〉 = ∂s 〈µ(z), ηt〉. To prove
this, compute
∂t 〈µ(z), ηs〉 − ∂s 〈µ(z), ηt〉
= 〈µ(z), ∂tηs − ∂sηt〉+ 〈dµ(z)∂tz, ηs〉 − 〈dµ(z)∂sz, ηt〉
= 〈µ(z), [ηs, ξt]〉 − 〈dµ(z)(Lzξt + JLzηt), ηs〉
+ 〈µ(z), [ξs, ηt]〉+ 〈dµ(z)(Luξs + JLuηs), ηt〉
= 0.
Here the second step follows from (27) and the last step follows from (7).
Thus αx is closed, as claimed, and this proves Step 3 and Theorem 4.1.
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Theorem 4.3. (i) The Kempf–Ness function Φx : M → R is Morse–Bott
and is convex along geodesics.
(ii) The critical set of Φx is a (possibly empty) closed connected submanifold
of M . It is given by
Crit(Φx) =
{
pi(g) ∈ M |µ(g−1x) = 0} . (28)
(iii) If the critical manifold of Φx is nonempty, then it consists of the ab-
solute minima of Φx and every negative gradient flow line of Φx converges
exponentially to a critical point.
(iv) Even if the critical manifold of Φx is empty, every negative gradient flow
line γ : R→M of Φx satisfies
lim
t→∞
Φx(γ(t)) = inf
M
Φx. (29)
(The infimum may be minus infinity.)
(v) The covariant Hessian of Φx at a point pi(g) ∈M is the quadratic form
Tpi(g)M → R : dpi(g)ĝ 7→ |Lg−1xIm(g−1ĝ)|2.
(vi) Let g : R → Gc be a smooth curve. Then γ := pi ◦ g : R → M is
a negative gradient flow line of Φx if and only if g satisfies the differential
equation
Im(g−1g˙) = µ(g−1x). (30)
(vii) The Kempf–Ness functions satisfy
Φh−1x(h
−1g) = Φx(g)− Φx(h)
for x ∈ X and g, h ∈ Gc.
(viii) Assume the critical manifold of Φx is nonempty. Let gi ∈ Gc be a
sequence such that supiΦx(pi(gi)) < ∞. Then there is a sequence hi in the
identity component Gcx,0 of G
c
x such that higi has a convergent subsequence.
Proof. It follows directly from the definition that
∇Φx(pi(g)) = −dpi(g)giµ(g−1x) (31)
for every g ∈ Gc. Hence the negative gradient flow lines of Φx lift to solutions
of equation (30) and this proves part (vi). It also follows from (31) that the
critical set of Φx is given by (28).
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We compute the covariant Hessian of Φx. Choose a curve g : R→ Gc and
consider the composition γ := pi ◦ g : R → M . We compute the covariant
derivative of the vector field ∇Φx along this curve, using the formula for the
Levi-Civita connection on M in Appendix B. It is given by
∇t∇Φx(pi(g)) = dpi(g)gζ, ζ := d
dt
(−iµ(g−1x))+ [Re(g−1g˙),−iµ(g−1x)].
Thus ζ = ζ(t) = iη(t), where η(t) is given by
η = − d
dt
µ(g−1x)− [Re(g−1g˙), µ(g−1x)]
= −dµ(g−1x) d
dt
g−1x− [Re(g−1g˙), µ(g−1x)]
= dµ(g−1x)g−1g˙g−1x− [Re(g−1g˙), µ(g−1x)]
= dµ(g−1x)Lcg−1xg
−1g˙ − [Re(g−1g˙), µ(g−1x)]
= dµ(g−1x)Lg−1xRe(g
−1g˙) + dµ(g−1x)JLg−1xIm(g
−1g˙)
− [Re(g−1g˙), µ(g−1x)]
= Lg−1x
∗Lg−1xIm(g
−1g˙).
Here the last equation follows from (7). Take the inner product of the vector
fields ∇t∇Φx(pi(g)) and dpi(g)g˙ along the curve pi(g) in M to obtain
d2pi(g)Φx(dpi(g)g˙) =
∣∣Lg−1xIm(g−1g˙)∣∣2 .
This proves the formula for the Hessian of Φx in part (v).
We prove that Crit(Φx) is a submanifold of M with tangent spaces
Tpi(g)Crit(Φx) = {dpi(g)giη | η ∈ ker Lg−1x} . (32)
To see this choose g ∈ Gc such that µ(g−1x) = 0. By Hadamard’s theorem
the map g→M : η 7→ pi(g exp(iη)) is a diffeomorphism. Moreover, for every
η ∈ g, the following are equivalent.
(a) pi(g exp(iη)) ∈ Crit(Φx).
(b) µ(exp(−iη)g−1x) = 0.
(c) exp(−iη)g−1x ∈ G(g−1x).
(d) Lg−1xη = 0.
The equivalence of (a) and (b) follows from the formula (31) for the gradient
of the Kempf–Ness function. The equivalence of (b) and (c) follows from
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Lemma 2.1. The equivalence of (c) and (d) follows from the fact that the
isotropy subgroup Gcg−1x is the complexification of Gg−1x by Lemma 2.3. Thus
we have proved that Crit(Φx) is the image of the linear subspace kerLg−1x ⊂ g
under the diffeomorphism g → M : η 7→ pi(g exp(iη)). Hence it is a closed
connected submanifold ofM with the tangent space (32) at pi(g). This proves
part (ii) and, by part (v), that Φx is Morse–Bott.
Part (v) also shows that the covariant Hessian of Φx is everywhere nonneg-
ative. Hence Φx is convex along geodesics. Here is an alternative argument.
Let g0 ∈ Gc and ξ ∈ g and define g : R→ Gc and y : R→ X by
g(t) := g0 exp(−itξ), y(t) := g(t)−1x = exp(itξ)g−10 x.
Then
g−1g˙ = −iξ, y˙ = JLyξ.
Moreover, the curve γ := pi ◦ g : R→M is a geodesic and
d
dt
(Φx ◦ γ) = −
〈
µ(g−1x), Im(g−1g˙)
〉
= 〈µ(y), ξ〉 .
Hence, as in equation (8),
d2
dt2
(Φx ◦ γ) = d
dt
〈µ(y), ξ〉 = 〈dµ(y)JLyξ, ξ〉 = |Lyξ|2 ≥ 0.
This shows again that the Kempf–Ness function is convex along geodesics.
Thus we have proved assertions (i), (ii), (v), (vi).
We prove parts (iii) and (iv). Let γ0, γ1 : R → M be negative gradient
flow lines of Φx. Then there exist solutions g0, g1 : R→ Gc of the differential
equation g−1i g˙i = iµ(g
−1
i x) such that γ0 = pi ◦ g0 and γ1 = pi ◦ g1. Define the
functions η : R→ g and u : R→ G by
g1(t) =: g0(t) exp(iη(t))u(t).
Then the curve βt : [0, 1]→M , defined by
βt(s) := pi
(
g0(t) exp(isη(t))
)
for 0 ≤ s ≤ 1, is the unique geodesic connecting γ0(t) to γ1(t). Hence
ρ(t) := dM(γ0(t), γ1(t)) = |η(t)|.
This function is nonincreasing by Lemma A.1.
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To prove part (iii) assume that µ(g0(0)
−1x) = 0. Then γ0 is constant and
it follows that γ1([0,∞)) is contained in a compact subset of M . Since Φx
is a Morse–Bott function, this implies that γ1 converges exponentially to a
critical point of Φx. This proves part (iii).
To prove part (iv) we argue by contradiction and assume that
a := lim
t→∞
Φx(γ0(t)) > inf
M
Φx.
Then a > −∞ and we can choose γ1 such that
Φx(γ1(0)) < a. (33)
Since the function ρ = |η| : R → R is nonincreasing, there exists a constant
C > 0 such that |η(t)| ≤ C for all t ≥ 0. This implies
d
ds
∣∣∣∣
s=0
Φx(βt(s)) = dΦx(γ0(t))β˙t(0)
= − 〈µ(g0(t)−1x), η(t)〉
≥ −|µ(g0(t)−1x)||η(t)|
≥ −C|µ(g0(t)−1x)|.
Since the function Φx ◦ βt : [0, 1]→ R is convex it follows that
Φx(γ1(t)) = Φx(βt(1))
≥ Φx(βt(0))− C|µ(g0(t)−1x)|
= Φx(γ0(t))− C|µ(g0(t)−1x)|.
Since Φx ◦ γ0 is bounded below and ddt(Φx ◦ γ0)(t) = −|µ(g0(t)−1x|2, there
exists a sequence ti → ∞ such that limi→∞|µ(g0(ti)−1x)|2 = 0. It follows
that limi→∞Φx(γ1(ti)) ≥ limi→∞Φx(γ(ti)) = a. This contradicts the as-
sumption (33). Thus we have proved part (iv).
We prove part (vii). The 1-forms αx and αh−1x on G
c in (22) satisfy
αx(g)ĝ = −
〈
µ(g−1x), Im(g−1ĝ)
〉
= αh−1x(h
−1g)h−1ĝ
for all g ∈ Gc and ĝ ∈ TgGc. Thus the pullback of αh−1x ∈ Ω1(Gc) under the
diffeomorphism Gc → Gc : g 7→ h−1g agrees with αx. Hence the pullback of
Φh−1x : G
c → R under the same diffeomorphism differs from Φx by a constant
on each connected component of Gc. Hence assertion (vii) follows from the
normalization condition Φh−1x(u) = Φh−1x(1l) = 0.
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We prove part (viii) in five steps.
Step 1. For all g ∈ Gc the set Ng :=
{
pi(hg) | h ∈ Gcx,0
} ⊂M is closed.
Choose a sequence hi ∈ Gcx,0 such that pi(hig) converges to pi(g˜) in M . Then
there is a sequence ui ∈ G such that higui converges to g˜ in Gc. Pass to a
subsequence so that the limit u := limi→∞ ui exists in G. Then hi converges
to
h := g˜u−1g−1 ∈ Gcx,0
and hence pi(g˜) = pi(hg) ∈ Ng. This proves Step 1.
Step 2. If µ(x) = 0 then Φx is constant on Ng for all g ∈ Gc.
It follows from (23) that
d
dt
Φx(exp(tζ)) = −〈µ(x), Im(ζ)〉 = 0
for ζ ∈ ker Lcx. Hence Φx(h) = 0 for all h ∈ Gcx,0 and hence, by part (vii),
Φx(h
−1g) = Φh−1x(h
−1g) = Φx(g)− Φx(h) = Φx(g)
for all g ∈ Gc and all h ∈ Gcx,0. This proves Step 2.
Step 3. If µ(x) = 0 then there is a constant δ > 0 such that, for every η ∈ g,
η ⊥ kerLx, |η| ≥ 1 =⇒ Φx(exp(iη)) ≥ δ|η|. (34)
If η ∈ g satisfies Lxη 6= 0, then Φx(exp(iη)) > 0. This follows from the fact
that the function
φη(t) := Φx(exp(itη))
is convex and satisfies
φη(0) = 0, φ˙η(0) = 0, φ¨η(0) = |Lxη|2 > 0.
Now define
δ := min {Φx(exp(iη)) | η ∈ g, η ⊥ ker Lx, |η| = 1} .
Then δ > 0 and φη(1) ≥ δ for every element η ∈ (ker Lx)⊥ of norm one.
Hence (34) follows from the convexity of the functions φη. This proves Step 3.
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Step 4. If µ(x) = 0 then part (viii) holds.
Choose a sequence gi ∈ Gc such that c := supiΦx(gi) < ∞. Since Ngi is a
closed subset of M by Step 1, there exists a sequence hi ∈ Gcx,0 such that
ri := dM(pi(higi), pi(1l)) = inf
h∈Gcx,0
dM(pi(hgi), pi(1l)). (35)
Choose ηi ∈ g and ui ∈ G such that
higi = exp(iηi)ui.
If ξ ∈ ker Lx then exp(−iξ) ∈ Gcx,0, and hence pi(exp(−iξ) exp(iηi)) ∈ Ngi .
Thus it follows from (35) that, for ξ ∈ ker Lx,
ri = dM(pi(exp(iηi)), pi(1l))
≤ dM(pi(exp(−iξ) exp(iηi)), pi(1l))
= dM(pi(exp(iηi)), pi(exp(iξ))).
In other words, the geodesic γξ(t) := pi(exp(itξ)) in M has minimal distance
to the point pi(exp(iηi)) at t = 0. This implies 〈ηi, ξ〉 = 0. Thus ηi ⊥ kerLx
and, if |ηi| ≥ 1, it follows from Step 2 and Step 3 that
c ≥ Φx(gi) = Φx(higi) = Φx(exp(iηi)) ≥ δ|ηi|.
Hence the sequence ηi is bounded. This implies that higi = exp(iηi)ui has a
convergent subsequence. This proves Step 4.
Step 5. We prove part (viii).
Let x ∈ X such that the critical manifold of Φx is nonempty. Then there is
a g ∈ Gc such that µ(g−1x) = 0. Choose a sequence gi ∈ Gc such that the
sequence Φx(gi) is bounded. Then by part (vii) so is the sequence
Φg−1x(g
−1gi) = Φx(gi)− Φx(g).
Hence, by Step 4, there exists a sequence
hi ∈ Gcg−1x,0
such that hig
−1gi has a convergent subsequence. Thus
h˜i := ghig
−1 ∈ Gcx,0
and h˜igi = ghig
−1gi has a convergent subsequence. This proves Step 5 and
Theorem 4.3.
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5 µ-Weights
Introduce the notations (see Appendix C)
T
c :=
{
gξg−1 | g ∈ Gc, ξ ∈ g \ {0}}
and
Λ := {ξ ∈ g \ {0} | exp(ξ) = 1} , Λc := {ζ ∈ gc \ {0} | exp(ζ) = 1} .
Definition 5.1. The µ-weight of a pair (x, ζ) ∈ X×T c is the real number
wµ(x, ζ) := lim
t→∞
〈µ(exp(itζ)x),Re(ζ)〉 .
The existence of the limit follows from Lemma 5.3 below.
For ξ ∈ g \ {0}, the µ-weight wµ(x, ξ) is the asymptotic slope of the
Kempf–Ness function Φx along the geodesic ray t 7→ [exp(−itξ)] as t tends
to ∞. For ζ ∈ Λc the geometric significance of the µ-weight in terms of
a lift of the Gc action to a line bundle over X under a suitable rationality
hypothesis, is explained in Theorem 10.7 below.
Theorem 5.2 (Mumford). (i) The map wµ : X×T c → R is Gc-invariant,
i.e. for all x ∈ X, ζ ∈ T c, and g ∈ Gc
wµ(gx, gζg
−1) = wµ(x, ζ).
(ii) For every x ∈ X the map T c → R : ζ 7→ wµ(x, ζ) is constant on the
equivalence classes in Theorem C.4, i.e. for all ζ ∈ T c and p ∈ P(ζ)
wµ(x, pζp
−1) = wµ(x, ζ).
Proof. See page 28.
Lemma 5.3. Let x0 ∈ X and ζ ∈ T c. Then the limits
x± := lim
t→±∞
exp(itζ)x0 (36)
exist, the convergence is exponential in t, and Lcx±ζ = 0.
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Proof. Assume first that ζ = ξ ∈ g \ {0} and define the function x : R→ X
by x(t) := exp(itξ)x0. Then x˙ = JLxξ = ∇Hξ(x) and so x is a gradient
flow line of the Hamiltonian function Hξ = 〈µ, ξ〉. Since Hξ is a Morse–
Bott function the limits x± := limt→±∞ exp(itξ)x0 exist, the convergence is
exponential in t, and the limit points satisfy Lx±ξ = 0. This proves the
lemma for ζ = ξ ∈ g \ {0}.
Now let ζ ∈ T c. By Lemma B.4, there is a g ∈ Gc such that gζg−1 ∈ g.
By what we have just proved the limits x˜± := limt→±∞ exp(itgζg
−1)gx exist,
the convergence is exponential in t, and Lcx˜±(gζg
−1) = 0. Hence the function
exp(itζ)x = g−1 exp(itgζg−1)gx converges exponentially to x± := g−1x˜± as t
tends to ±∞ and Lcx±ζ = g−1Lcx˜±(gζg−1) = 0. This proves Lemma 5.3.
Remark 5.4. Let x0 ∈ X and ξ ∈ g \ {0}. Define x(t) := exp(itξ)x0 as
in the proof of Lemma 5.3. Then, as in (8), d
dt
〈µ(x), ξ〉 = |Lxξ|2 = |x˙|2.
Integrate this equation to obtain the energy identity
E(x) :=
∫ ∞
−∞
|x˙(t)|2 dt = 〈µ(x+), ξ〉− 〈µ(x−), ξ〉 = wµ(x0, ξ) + wµ(x0,−ξ).
In particular, wµ(x0, ξ) + wµ(x0,−ξ) ≥ 0.
Remark 5.5. Here is another Proof of Lemma 5.3 for ζ ∈ Λc. Let x0 ∈ X
and S := R/Z×R and define z : S→ X by z(s, t) := exp((s+ it)ζ)x0. Then
z is a finite energy holomorphic curve and
E(z) =
〈
µ(x+),Re(ζ)
〉− 〈µ(x−),Re(ζ)〉 = wµ(x0, ζ) + wµ(x0,−ζ). (37)
To see this, let ξ := Re(ζ) and η := Im(ζ). Then ∂sz = Lzξ + JLzη and
∂tz = JLzξ − Lzη, so ∂sz + J∂tz = 0 and z is holomorphic. Moreover,
∂t 〈µ(z), ξ〉 = 〈dµ(z)(JLzξ − Lzη), ξ〉 = |Lzξ|2 − 〈µ(z), [ξ, η]〉 ,
∂s 〈µ(z), η〉 = 〈dµ(z)(Lzξ + JLzη), η〉 = |Lzη|2 − 〈µ(z), [ξ, η]〉 .
Since 〈µ(z), [ξ, η]〉 = ω(Lzξ, Lzη) = −〈Lzξ, JLzη〉, it follows that
∂t 〈µ(z), ξ〉+ ∂s 〈µ(z), η〉 = |Lzξ + JLzη|2 = |∂sz|2.
Integrate this identity over 0 ≤ s ≤ 1 to obtain
d
dt
∫ 1
0
〈µ(z), ξ〉 ds =
∫ 1
0
|Lzξ + JLzη|2 ds =
∫ 1
0
|∂sz|2 ds.
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Integrate this identity over −∞ < t <∞ to obtain
E(z) =
∫
S
|∂sz|2 = lim
t→∞
∫ 1
0
〈µ(z), ξ〉 ds− lim
t→−∞
∫ 1
0
〈µ(z), ξ〉 ds. (38)
The limits on the right exist because the function t 7→ ∫ 1
0
〈µ(z(s, t)), ξ〉 ds
is nondecreasing and bounded. Hence z has finite energy. Hence it fol-
lows from the removable singularity theorem for holomorphic curves in [40,
Theorem 4.1.2] that the limits x± = limt→±∞ exp((s + it)ζ)x0 exist and the
convergence is uniform in s and exponential in t. Since the limit is indepen-
dent of s it follows again that exp(sζ)x± = x± for all s ∈ R and Lcx±ζ = 0.
Since wµ(x0,±ζ) = ±〈µ(x±), ξ〉 equation (37) follows from (38).
Lemma 5.6. (i) For all ζ = ξ + iη ∈ gc and all g ∈ Gc
|Re(gζg−1)|2 − |Im(gζg−1)|2 = |ξ|2 − |η|2,〈
Re(gζg−1), Im(gζg−1)
〉
= 〈ξ, η〉 . (39)
(ii) If ζ = ξ + iη ∈ T c then |ξ| > |η| and 〈ξ, η〉 = 0.
Proof. For g = u ∈ G equation (39) follows from the invariance of the inner
product on g. Hence it suffices to assume g = exp(iη̂) for η̂ ∈ g. Fix an
element ζ0 ∈ gc and define the functions g : R→ Gc and ζ : R→ gc by
g(t) := exp(itη̂), ζ(t) := g(t)ζ0g(t)
−1.
Then g˙g−1 = iη̂ and ζ˙ = [iη̂, ζ ]. Define ξ(t) := Re(ζ(t)) and η(t) := Im(ζ(t))
so that
ξ˙ = −[η̂, η], η˙ = [η̂, ξ].
Then
d
dt
|ξ|2
2
= 〈ξ˙, ξ〉 = −〈[η̂, η], ξ〉 = 〈[η̂, ξ], η〉 = 〈η˙, η〉 = d
dt
|η|2
2
and
d
dt
〈ξ, η〉 = 〈ξ˙, η〉+ 〈ξ, η˙〉 = −〈[η̂, η], η〉+ 〈ξ, [η̂, ξ]〉 = 0.
Hence the functions t 7→ |ξ(t)|2 − |η(t)|2 and t 7→ 〈ξ(t), η(t)〉 are constant.
This proves (i). Now let ζ = ξ + iη ∈ T c. By Lemma B.4 there exists
an element g ∈ Gc such that gζg−1 ∈ g \ {0}. Hence Im(gζg−1) = 0 and it
follows from (i) that |ξ|2−|η|2 = |gζg−1|2 > 0 and 〈ξ, η〉 = 0. This proves (ii)
and Lemma 5.6.
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Lemma 5.7. Let x ∈ X and ζ ∈ gc such that Lcxζ = 0. Then, for all g ∈ Gc,〈
µ(gx),Re(gζg−1)
〉
= 〈µ(x),Re(ζ)〉 ,〈
µ(gx), Im(gζg−1)
〉
= 〈µ(x), Im(ζ)〉 . (40)
Proof. For g = u ∈ G equation (40) follows from the invariance of the inner
product on g and the G-equivariance of the moment map. Hence it suffices
to assume g = exp(iη̂) for η̂ ∈ g. Fix two elements x0 ∈ X and ζ0 ∈ gc,
define the functions g : R→ Gc, x : R→ X , and ζ : R→ gc by
g(t) := exp(itη̂), x(t) := g(t)x0, ζ(t) := g(t)ζ0g(t)
−1,
and denote ξ(t) := Re(ζ(t)) and η(t) := Im(ζ(t)). Then Lxξ+JLxη = 0 and,
as in the proof of Lemma 5.6,
ξ˙ = −[η̂, η], η˙ = [η̂, ξ],
Hence, by equations (2) and (3),
d
dt
〈µ(x), ξ〉 = 〈dµ(x)x˙, ξ〉+ 〈µ(x), ξ˙〉
= ω(Lxξ, x˙) + 〈µ(x), ξ˙〉
= −ω(JLxη, x˙) + 〈µ(x), ξ˙〉
= −ω(JLxη, JLxη̂)− 〈µ(x), [η̂, η]〉
= ω(Lxη̂, Lxη)− 〈µ(x), [η̂, η]〉
= 0.
and
d
dt
〈µ(x), η〉 = 〈dµ(x)x˙, η〉+ 〈µ(x), η˙〉
= ω(Lxη, x˙) + 〈µ(x), η˙〉
= ω(JLxξ, x˙) + 〈µ(x), η˙〉
= ω(JLxξ, JLxη̂) + 〈µ(x), [η̂, ξ]〉
= ω(Lxξ, Lxη̂)− 〈µ(x), [ξ, η̂]〉
= 0.
Hence the functions t 7→ 〈µ(x(t)), ξ(t)〉 and t 7→ 〈µ(x(t)), η(t)〉 are constant.
This proves Lemma 5.7.
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Proof of Theorem 5.2. Let x ∈ X , ζ ∈ T c, and g ∈ Gc. By Lemma 5.3, the
limit
x+ := lim
t→∞
exp(itζ)x
exists and satisfies
Lcx+ζ = 0.
Moreover,
gx+ = lim
t→∞
exp(itgζg−1)gx.
Hence, by Definition 5.1 and Lemma 5.7,
wµ(x, ζ) =
〈
µ(x+),Re(ζ)
〉
=
〈
µ(gx+),Re(gζg−1)
〉
= wµ(gx, gζg
−1).
This proves part (i) of Theorem 5.2.
Now assume, in addition, that g ∈ P(ζ). Then the limit
g+ := lim
t→∞
exp(itζ)g exp(−itζ)
exists Gc. It satisfies
exp(isζ)g+ exp(−isζ) = g+
for s ∈ R. Differentiate this equation to obtain ζg+ − g+ζ = 0 and hence
ζ = g+ζ(g+)−1.
Moreover,
g+x+ = lim
t→∞
exp(itζ)g exp(−itζ) · lim
t→∞
exp(itζ)x
= lim
t→∞
exp(itζ)gx.
Hence it follows from Definition 5.1 and part (i) of Theorem 5.2 (already
proved) that
wµ(x, g
−1ζg) = wµ(gx, ζ)
=
〈
µ(g+x+),Re(ζ)
〉
=
〈
µ(g+x+),Re(g+ζ(g+)−1)
〉
=
〈
µ(x+),Re(ζ)
〉
= wµ(x, ζ).
Here the fourth equation follows from Lemma 5.7 and the fact that Lcx+ζ = 0.
Since P (ζ) is a group (take p = g−1) this proves part (ii) of Theorem 5.2.
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6 The moment-weight inequality
We begin by proving the moment-weight inequality in a special case and
hope that the proof might be of some interest in its own right. The general
moment-weight inequality is proved in Theorem 6.5 below.
Theorem 6.1 (Restricted Moment-Weight Inequality). Let x ∈ X and
suppose that ζ = ξ + iη ∈ T c satisfies
Lxξ + JLxη = 0. (41)
Then 〈µ(x), η〉 = 0, |ξ| > |η|, and
〈µ(x), ξ〉2
|ξ|2 − |η|2 ≤ |µ(gx)|
2 (42)
for every g ∈ Gc.
Proof. By Lemma B.4 there exists an element g ∈ Gc such that gζg−1 ∈ g.
Since Lcxζ = 0 it follows from Lemma 5.7 that
〈µ(x), η〉 = 〈µ(gx), Im(gζg−1)〉 = 0.
The inequality |ξ| > |η| for ζ ∈ T c was proved in Lemma 5.6. It shows
that the inequality (42) is meaningful. It holds obviously when µ(x) = 0. So
assume µ(x) 6= 0. Under this assumption we prove (42) in three steps.
Step 1. The inequality (42) holds when Lxξ = Lxη = 0 and g = 1.
By assumption and equation (7),
[µ(x), ξ] = −dµ(x)Lxξ = 0, [µ(x), η] = −dµ(x)Lxη = 0.
Thus ζ = ξ + iη commutes with µ(x). Hence ζ + λµ(x) ∈ T c for all λ ∈ R
(such that ζ + λµ(x) 6= 0). By part (ii) of Lemma 5.6, this implies
|ξ − λµ(x)|2 ≥ |η|2
for all λ ∈ R. The expression on the left is minimized for
λ =
〈µ(x), ξ〉
|µ(x)|2 .
Hence
|ξ|2 − 〈µ(x), ξ〉
2
|µ(x)|2 ≥ |η|
2
and this is equivalent to (42).
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Step 2. The inequality (42) holds when Lcxζ = 0 and g = 1.
Choose elements x0 ∈ X and ζ0 = ξ0+iη0 ∈ T c such that Lx0ξ0+JLx0η0 = 0.
Let x : R→ X be the solution of (11) and g : R→ Gc be the solution of (26)
so that
g(t)−1g˙(t) = iµ(x(t)), x(t) = g(t)−1x0
for every t ∈ R. Define the function ζ : R→ T c by
ζ(t) := ξ(t) + iη(t) := g(t)−1ζ0g(t).
Then
Lxξ + JLxη = 0, ζ˙ = [ζ, iµ(x)], ξ˙ = −[η, µ(x)], η˙ = [ξ, µ(x)].
By equation (7), this implies
0 = dµ(x)(Lxξ + JLxη) = −[µ(x), ξ] + Lx∗Lxη,
0 = dµ(x)(−Lxη + JLxξ) = [µ(x), η] + Lx∗Lxξ,
and hence
[µ(x), ξ] = Lx
∗Lxη, [µ(x), η] = −Lx∗Lxξ.
Thus
d
dt
|ξ|2
2
= 〈ξ˙, ξ〉 = −〈[η, µ(x)], ξ〉 = −〈η, [µ(x), ξ]〉 = −|Lxη|2
and
d
dt
|η|2
2
= 〈η˙, η〉 = 〈[ξ, µ(x)], η〉 = 〈ξ, [µ(x), η]〉 = −|Lxξ|2.
This shows that the integral
∫∞
0
(|Lxξ|2 + |Lxη|2) dt is finite. Hence there
exists a sequence ti → ∞ such that Lx(ti)ξ(ti) and Lx(ti)η(ti) converge to
zero. Passing to a subsequence, if necessary, we may assume that the limits
ξ∞ := lim
i→∞
ξ(ti), η∞ := lim
i→∞
η(ti), x∞ := lim
i→∞
x(ti)
exist. These limits satisfy
Lx∞ξ∞ = Lx∞η∞ = 0.
Since each set of toral generators with given eigenvalues and multiplicities is
a closed subset of gc, we also have ξ∞ + iη∞ ∈ T c. Hence it follows from
Lemma 5.6, Lemma 5.7, and Step 1 that
〈µ(x0), ξ0〉2
|ξ0|2 − |η0|2 =
〈µ(x∞), ξ∞〉2
|ξ∞|2 − |η∞|2 ≤ |µ(x∞)|
2 ≤ |µ(x0)|2.
This proves Step 2.
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Step 3. The inequality (42) holds when Lcxζ = 0.
Let x ∈ X , ζ = ξ + iη ∈ T c, and g ∈ Gc be as in the hypotheses of the
theorem. Then, by Lemma 5.6, Lemma 5.7, and Step 2,
〈µ(x), ξ〉2
|ξ|2 − |η|2 =
〈µ(gx),Re(gζg−1〉2
|Re(gζg−1|2 − |Im(gζg−1|2 ≤ |µ(gx)|
2.
This proves Step 3 and Theorem 6.1.
Corollary 6.2 (Kirwan–Ness Inequality). Let x ∈ X be a critical point
of the moment map squared. Then
|µ(x)| ≤ |µ(gx)| (43)
for all g ∈ Gc.
Proof. Assume µ(x) 6= 0. Then
ξ := µ(x) ∈ T c, Lxξ = 0.
Hence it follows from Theorem 6.1 that
|µ(x)|2 = 〈µ(x), ξ〉
2
|ξ|2 ≤ |µ(gx)|
2
for all g ∈ Gc. This proves Corollary 6.2.
The inequality (43) is implicitly contained in the work of Kirwan [36].
For projective space it is proved in Ness [44, Theorem 6.2 (i)]. The Kirwan–
Ness inquality implies that the Hessian of f = 1
2
|µ|2 is nonnegative on the
subspace im JLx ⊂ TxX for every critical point of f . This is equivalent to
Lijing Wang’s inequality in Lemma 3.5.
Theorem 6.3 (Ness Uniqueness Theorem). Let x0, x1 ∈ X be critical
points of f = 1
2
|µ|2 such that x1 ∈ Gc(x0). Then x1 ∈ G(x0).
For linear actions on projective space this is Theorem 7.1 in Ness [44].
Her proof carries over to the general case and is reproduced below as proof 1.
Proof 2 is due to Calabi–Chen [6, Corollary 4.1] who used this argument to
establish a uniqueness result for extremal Ka¨hler metrics. The first proof
uses the Kirwan–Ness inequality in Corollary 6.2, the second proof does not.
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Proof 1. The proof has three steps. By Lemma 2.1 we may assume that
µ(x0) and µ(x1) are nonzero.
Step 1. We may assume without loss of generality that there exists an
element q ∈ Gc such that x1 = qx0 and qµ(x0)q−1 = µ(x0).
Choose an element g ∈ Gc such that x1 = gx0. By Theorem C.3 there is
a p ∈ P(−µ(x0)) such that u := pg−1 ∈ G and hence g = u−1p. Assume
without loss of generality that u = 1l. (Replace x1 by ux1 if necessary.) Thus
x1 = px0
and the limit
q := lim
t→∞
exp(−itµ(x0))p exp(itµ(x0))
exists in Gc and commutes with µ(x0). Define the function x : R→ X by
x(t) := exp(−itµ(x0))x1.
Since Lx0µ(x0) = 0, we have
lim
t→∞
x(t) = lim
t→∞
exp(−itµ(x0))p exp(itµ(x0))x0 = qx0
and hence
wµ(x1,−µ(x0)) = lim
t→∞
〈µ(x(t)),−µ(x0)〉
= −〈µ(qx0), µ(x0)〉
= − 〈µ(qx0),Re(qµ(x0)q−1)〉
= −|µ(x0)|2.
The last equation uses Lemma 5.7. Since t 7→ 〈µ(x(t)),−µ(x0)〉 is nonde-
creasing and x(0) = x1, this implies −〈µ(x1), µ(x0)〉 ≤ −|µ(x0)|2 and thus
〈µ(x0), µ(x1)〉 ≥ |µ(x0)|2 = |µ(x1)|2.
(Here the last equation follows from Corollary 6.2.) Hence µ(x0) = µ(x1).
Since Lx1µ(x1) = 0 it follows that the function x(t) is constant and hence
x1 = x(0) = lim
t→∞
x(t) = qx0.
This proves Step 1.
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Step 2. We may assume without loss of generality that there exists an
element η ∈ g such that x1 = exp(iη)x0 and [η, µ(x0)] = 0.
Let q ∈ Gc be as in Step 1 and choose elements u ∈ G and η ∈ g such that
q = exp(iη)u. Since qµ(x0)q
−1 = µ(x0) it follows from part (ii) of Lemma 2.3
that uµ(x0)u
−1 = µ(x0) and [η, µ(x0)] = 0. Replacing x1 by u
−1x1 and η by
u−1ηu, if necessary, we may assume without loss of generality that u = 1l.
This proves Step 2.
Step 3. We prove Theorem 6.3.
Let η ∈ g be as in Step 2. Define the function x : R→ X by
x(t) := exp(itη)x0.
Then x˙ = JLxη and, as in equation (8),
d
dt
〈µ(x), η〉 = 〈dµ(x)x˙, η〉 = |Lxη|2 ≥ 0. (44)
Define the vector field x̂(t) ∈ Tx(t)X along x by
x̂(t) := vµ(x0)(x(t)) = Lx(t)µ(x0).
Since [η, µ(x0)] = 0 the Lie bracket [vη, vµ(x0)] vanishes, and so by (5)
∇tx̂ = ∇x˙vµ(x0)(x) = J∇vη(x)vµ(x0)(x) = J∇̂xvη(x), x̂(0) = 0.
Hence Lx(t)µ(x0) = 0 for all t and hence
d
dt
〈µ(x), µ(x0)〉 = 〈dµ(x)JLxη, µ(x0)〉 = 〈Lxη, Lxµ(x0)〉 = 0.
Since x(0) = x0 and x(1) = x1 this implies
〈µ(x1), µ(x0)〉 = |µ(x0)|2 = |µ(x1)|2. (45)
Here the last equation follows from Corollary 6.2. It follows from (45) that
µ(x1) = µ(x0)
and hence 〈µ(x1), η〉 = 〈µ(x0), η〉. By (44) this implies Lx(t)η = 0 for all t,
hence Lx0η = 0, and hence x1 = x0. This proves Theorem 6.3.
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Proof 2. Choose g0 ∈ Gc such that
x1 = g
−1
0 x0. (46)
Since x0 and x1 are critical points of the moment map squared, they satisfy
Lx0µ(x0) = 0, Lx1µ(x1) = 0. (47)
Define the curves g, g˜ : R→ Gc by
g(t) := exp(itµ(x0)), g˜(t) := g0 exp(itµ(x1)).
Thus the curves γ := pi ◦ g : R → M and γ˜ := pi ◦ g˜ : R → M are both
geodesics. Moreover, g(t)−1x0 = x0 and g˜(t)
−1x0 = x1 for all t by (46)
and (47). Thus g and g˜ satisfy the differential equation g−1g˙ = iµ(g−1x0).
Hence it follows from Theorem 4.3 that γ and γ˜ are negative gradient flow
lines of the Kempf–Ness function Φx0 . Now define η(t) ∈ g and u(t) ∈ G by
g(t) exp(iη(t))u(t) := g˜(t).
Then
x1 = g˜(t)
−1g(t)x0 = u(t)
−1 exp(−iη(t))x0 (48)
and, by Theorem B.1,
ρ(t) := dM (γ(t), γ˜(t)) = |η(t)|
for all t. By Lemma A.1 this function is nonincreasing and, if ρ 6≡ 0, then
ρ˙(t) = − 1
ρ(t)
∫ 1
0
∂2
∂s2
Φx0(g(t) exp(isη(t)) ds
= − 1
ρ(t)
∫ 1
0
|Lexp(−isη(t))x0η(t)|2 ds.
(49)
Namely, define γ : [0, 1] × R → M by γ(s, t) := pi(g(t) exp(isη(t))). Then
γ(·, t) is the unique geodesic from γ(0, t) = γ(t) to γ(1, t) = γ˜(t). Thus (49)
follows from (93) in the proof of Lemma A.1. If ρ ≡ 0 then x1 ∈ G(x0) by
assumption. If ρ 6≡ 0 choose a sequence ti →∞ such that the limits
lim
i→∞
ρ˙(ti) = 0, lim
i→∞
η(ti) =: η∞, lim
i→∞
u(ti) =: u∞
exist. Then Lx0η∞ = 0 by (49). Hence it follows from (48) that
x1 = lim
i→∞
u(ti)
−1 exp(−iη(ti))x0 = u−1∞ exp(−iη∞)x0 = u−1∞ x0.
Thus x1 ∈ G(x0) and this completes the second proof of Theorem 6.3.
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Theorem 6.4 (Moment Limit Theorem). Let x0 ∈ X and let x : R→ X
be the solution of (11). Define x∞ := limt→∞ x(t). Then
|µ(x∞)| = inf
g∈Gc
|µ(gx0)|.
Moreover, the G-orbit of x∞ depends only on the G
c-orbit of x0.
Proof. The limit x∞ exists by Theorem 3.2. Moreover, by Theorem 4.1, the
solution x : R → X of equation (11) is given by x(t) = g(t)−1x0 for t ∈ R,
where g : R → Gc is the solution of (26). Fix an element g0 ∈ Gc and let
x˜ : R→ X and g˜ : R→ Gc be the solutions of the differential equations
˙˜x = −JLx˜µ(x˜), x˜(0) = g−10 x0,
and
g˜−1 ˙˜g = iµ(x˜), g˜(0) = g0.
Define η : R→ g and u : R→ G by
g˜(t) =: g(t) exp(iη(t))u(t).
Then, by Theorem 4.1,
x˜(t) = g˜(t)−1x0 = u(t)
−1 exp(−iη(t))x(t)
for all t ∈ R. Denote by dM : M ×M → [0,∞) the distance function of
the Riemannian metric on the homogeneous space M . By Theorem 4.3 the
curves γ = pi ◦ g : R → M and γ˜ = pi ◦ g˜ : R → M are gradient flow lines
of the Kempf–Ness function Φx0 : M → R. Theorem 4.3 also asserts that
Φx0 is convex along geodesics. Since M is simply connected with nonpositive
sectional curvature, the function R → R : t 7→ dM(γ(t), γ˜(t)) = |η(t)| is
nonincreasing (see Lemma A.1). Hence there exists a sequence tν →∞ such
that the limits
η∞ := lim
ν→∞
η(tν), u∞ := lim
ν→∞
u(tν)
exist. Hence
x˜∞ := lim
t→∞
x˜(t) = lim
t→∞
u(t)−1 exp(−iη(t))x(t) = u−1∞ exp(−iη∞)x∞.
This shows that x∞ and x˜∞ are critical points of the moment map squared
belonging to the same Gc-orbit. Hence they belong to the same G-orbit
by Theorem 6.3, and hence |µ(x∞)| = |µ(x˜∞)| ≤ |µ(g−10 x0)|. This proves
Theorem 6.4.
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Theorem 6.5 (General Moment-Weight Inequality). For every x ∈ X,
every ξ ∈ g \ {0}, and every g ∈ Gc,
−wµ(x, ξ)
|ξ| ≤ |µ(gx)|. (50)
We give two proofs of Theorem 6.5. The first proof is due to Mumford [41]
and Ness [44, Lemma 3.1] and is based on Theorem C.4. The second proof
is due to Chen [9, 10]. His methods were developed in the infinite dimen-
sional setting of K-stability for Ka¨hler–Einstein metrics (Tian [50], Donald-
son [23, 24, 25]). Chen’s infinite dimensional argument carries over to the
finite dimensional setting.
Proof 1. We first prove the inequality (50) for g = 1. Choose elements
x0 ∈ X and ξ ∈ g \ {0}. Define the function x : R→ X by
x(t) := exp(itξ)x0
as in Lemma 5.3. Then the function t 7→ 〈µ(x(t)), ξ〉 is nondecreasing. Hence
〈µ(x0), ξ〉 = 〈µ(x(0)), ξ〉 ≤ lim
t→∞
〈µ(x(t)), ξ〉 = wµ(x0, ξ).
Hence, by the Cauchy–Schwarz inequality,
−wµ(x0, ξ) ≤ −〈µ(x0), ξ〉 ≤ |µ(x0)||ξ|
and this implies (50) with g = 1.
Now let x ∈ X , ξ ∈ g \ {0}, and g ∈ Gc. Then
ζ := gξ g−1 ∈ T c.
Hence it follows from Theorem C.4 that there exists an element p ∈ P(ζ)
such that pζp−1 ∈ g \ {0}. Thus it follows from part (ii) of Theorem 5.2 that
wµ(gx, pζp
−1) = wµ(gx, ζ).
Now apply the first step of the proof to the pair (gx, pζp−1) ∈ X × (g \ {0}).
Then
|µ(gx)| ≥ −wµ(gx, pζp
−1)
|pζp−1| =
−wµ(gx, ζ)√|Re(ζ)|2 − |Im(ζ)|2 = −wµ(x, ξ)|ξ| .
Here the last step follows from part (i) of Theorem 5.2, Lemma 5.6, and the
fact that ζ = gξg−1. This completes the first proof of Theorem 6.5.
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Proof 2. Let x ∈ X , ξ ∈ g \ {0}, and g ∈ Gc. For t ≥ 0 choose η(t) ∈ g and
u(t) ∈ G such that
exp(iη(t))u(t) = exp(itξ)g−1. (51)
We prove that
lim
t→∞
η(t)
|η(t)| =
ξ
|ξ| . (52)
To see this, note that exp(−iη(t)) exp(itξ)g−1 ∈ G. Hence it follows from
Lemma B.2 that there exists a constant c > 0 such that
|tξ − η(t)| ≤ c
for every t ≥ 0. Hence∣∣∣∣ ξ|ξ| − η(t)|η(t)|
∣∣∣∣ ≤ |tξ − η(t)|t|ξ| + |η(t)|
∣∣∣∣ 1t|ξ| − 1|η(t)|
∣∣∣∣
=
|tξ − η(t)|
t|ξ| +
||tξ| − |η(t)||
t|ξ|
≤ 2c
t|ξ| .
This proves (52). Now abbreviate u := u(t) and η := η(t). Then, by (51),
exp(iu−1ηu)g = u−1 exp(itξ).
Moreover, by equation (8), the function
s 7→ 〈µ(exp(isu−1ηu)gx), u−1ηu〉
is nondecreasing. Hence
−|µ(gx)| ≤ |η|−1 〈µ(gx), u−1ηu〉
≤ |η|−1 〈µ(exp(iu−1ηu)gx), u−1ηu〉
= |η|−1 〈µ(u−1 exp(itξ)x), u−1ηu〉
= |η|−1 〈µ(exp(itξ)x), η〉
= |ξ|−1 〈µ(exp(itξ)x), ξ〉+ 〈µ(exp(itξ)x), |η|−1η − |ξ|−1ξ〉 .
Take the limit t→∞ and use (52) to obtain
−|µ(gx)| ≤ lim
t→∞
〈µ(exp(itξ)x), ξ〉
|ξ| =
wµ(x, ξ)
|ξ| .
This completes the second proof of Theorem 6.5.
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Here is the geometric picture behind Chen’s proof in [9] of the moment-
weight inequality (proof 2 above). The homogeneous space M = Gc/G is a
complete, connected, simply connected Riemannian manifold with nonposi-
tive sectional curvature (see Appendix B). The curve γ(t) := pi(exp(−itξ)) is
a geodesic through p0 := pi(1l). The formula (51) asserts that, for each t, the
curve βt(s) := pi(g
−1 exp(−isu(t)−1η(t)u(t))) is the unique geodesic connect-
ing p1 := pi(g
−1) = βt(0) to γ(t) = βt(1). The estimate (52) asserts that the
angle between the geodesics βt and γ at the point γ(t) where they meet tends
to zero as t tends to infinity. (This is closely related to the sphere at infinity
discussed in Donaldson’s paper [27].) Now the main point of Chen’s proof
is a comparison between the slope of the Kempf–Ness function Φx :M → R
along the geodesics γ and βt at the point γ(t) where they meet.
7 Stability in symplectic geometry
Definition 7.1. An element x ∈ X is called
µ-unstable iff Gc(x) ∩ µ−1(0) = ∅,
µ-semistable iff Gc(x) ∩ µ−1(0) 6= ∅,
µ-polystable iff Gc(x) ∩ µ−1(0) 6= ∅,
µ-stable iff Gc(x) ∩ µ−1(0) 6= ∅ and Gcx := {g ∈ Gc | gx = x} is discrete.
Denote the sets of µ-semistable, µ-polystable, and µ-stable points by
Xss := {x ∈ X | x is µ-semistable} ,
Xps := {x ∈ X | x is µ-polystable} ,
Xs := {x ∈ X | x is µ-stable} .
(53)
Theorem 7.2 (µ-Stability Theorem). Let x0 ∈ X and let x : R → X be
the unique solution of (11). Define x∞ := limt→∞ x(t). Then the following
holds.
(i) x0 ∈ Xss if and only if µ(x∞) = 0.
(ii) x0 ∈ Xps if and only if µ(x∞) = 0 and x∞ ∈ Gc(x0).
(iii) x0 ∈ Xs if and only if the isotropy subgroup Gx∞ is discrete.
Moreover, Xss and Xs are open subsets of X.
Proof. We prove (i). By definition x0 ∈ Xss if and only if infg∈Gc|µ(gx0)| = 0.
Hence assertion (i) follows from Theorem 6.4.
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We prove that Xss is open. By the Lojasiewicz gradient inequality (13)
for f = 1
2
|µ|2 there exists a constant δ > 0 such that, for every x ∈ X ,
f(x) < δ, ∇f(x) = 0 =⇒ f(x) = 0.
By (i) this implies
U :=
{
x ∈ X | 1
2
|µ(x)|2 < δ} ⊂ Xss.
Now let x0 ∈ Xss. Then there exists a g0 ∈ Gc such that g0x0 ∈ U . Hence
there exists a neighborhood V ⊂ X of x0 such that g0V ⊂ U , and thus
V ⊂ Xss. This shows that Xss is an open subset of X .
We prove (ii). If µ(x∞) = 0 and x∞ ∈ Gc(x0) then Gc(x0) ∩ µ−1(0) 6= ∅
and hence x0 ∈ Xps. Conversely suppose that x0 ∈ Xps. Then there exists an
element g0 ∈ Gc such that µ(g0x0) = 0. In particular, g0x0 is a critical point
of f = 1
2
|µ|2 and thus the negative gradient flow line of f with the initial value
g0x0 is constant. Hence it follows from Theorem 6.4 that g0x0 ∈ Gc(x∞).
Hence x∞ ∈ Gc(x0) and µ(x∞) = 0 by (i). This proves (ii).
We prove that Xs is open. By Lemma 2.2 the set
Zs := {x ∈ X |µ(x) = 0, ker Lx = 0}
is a smooth submanifold of X with tangent spaces TxZ
s = ker dµ(x). It
follows also from Lemma 2.2 and the definition of µ-stability that
Xs = GcZs. (54)
Next we prove that there exists an open set U s ⊂ X such that Zs ⊂ U s ⊂ Xs.
Define the map ψ : Zs × g → X by ψ(x, η) := exp(iη)x. Its derivative at a
point (x, 0) ∈ Zs × {0} is the linear map
dψ(x, 0) : ker dµ(x)× g→ TxX, dψ(x, 0)(x̂, η̂) = x̂+ JLxη̂.
This map is injective. Namely, if x ∈ Zs, x̂ ∈ ker dµ(x), and x̂ + JLxη̂ = 0,
then 0 = dµ(x)JLxη̂ = Lx
∗Lxη̂, by (7), and hence η̂ = 0, x̂ = 0. Moreover,
dµ(x) is surjective and therefore dim ker dµ(x) = dim X − dim g. This
shows that dψ(x, 0) is bijective for every x ∈ Zs. Hence ψ restricts to a
diffeomorphism from an open neighborhood of Zs×{0} in Zs×g to an open
neighborhood U s ⊂ X of Zs. By (54), U s ⊂ Xs. Hence Xs = ⋃g∈Gc gU s is
an open subset of X .
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We prove (iii). Let x0 ∈ X , let x : R → X be the solution of (11), and
let x∞ := limt→∞ x(t). Assume first that x0 ∈ Xs. Then it follows from (ii)
and the definition of µ-stability that
µ(x∞) = 0, x∞ ∈ Gc(x0), kerLcx0 = 0.
Hence kerLcx∞ = 0, and hence ker Lx∞ = 0, so Gx∞ is discrete. Conversely,
assume that Gx∞ is discrete and thus ker Lx∞ = 0. Since x∞ is a critical
point of f = 1
2
|µ|2 it follows from Lemma 3.1 that Lx∞µ(x∞) = 0 and hence
µ(x∞) = 0. Since ker Lx∞ = 0 it follows from Lemma 2.2 that ker L
c
x∞ = 0.
Hence x∞ is µ-stable. Since X
s is open, x(t) is µ-stable for t sufficiently
large and, since x(t) ∈ Gc(x0) for all t by Theorem 4.1, it follows that x0 is
µ-stable. This proves (iii) and Theorem 7.2.
Theorem 7.3 (Ness). Let x0 ∈ X and m := infg∈Gc |µ(gx0)|. Then
x, y ∈ Gc(x0), |µ(x)| = |µ(y)| = m =⇒ y ∈ G(x).
In particular, the closure of each µ-semistable Gc-orbit in X contains a
unique µ-polystable Gc-orbit.
Proof. For projective space this is Theorem 6.2 (ii) in Ness [44]. The second
statement is Theorem 4.1 in Chen–Sun [16]. It follows directly from the first
statement with m = 0. In our proof we follow the argument of Chen–Sun.
Let x0 ∈ X be µ-semistable, let x : R → X be the unique solution
of (11), and define x∞ := limt→∞ x(t). Then x∞ ∈ Gc(x0) and |µ(x∞)| = m
by Theorem 6.4. Now let x ∈ Gc(x0) such that |µ(x)| = m. We must prove
that x ∈ G(x∞). To see this, choose a sequence gi ∈ Gc such that
x = lim
i→∞
g−1i x0
and define yi : R→ X and xi ∈ R by
y˙i = −JLyiµ(yi), yi(0) = g−1i x0, xi := lim
t→∞
yi(t).
Then it follows from the estimate (14) in Theorem 3.2 that there exists a
constant c > 0 such that, for i sufficiently large,
d(xi, g
−1
i x0) ≤
∫ ∞
0
|y˙i(t)| dt ≤ c
(|µ(g−1i x0)|2 −m2)1−α .
Hence x = limi→∞ xi. Moreover, xi ∈ G(x∞) for all i by Theorem 6.4. Hence
x ∈ G(x∞) because G(x∞) is compact. This proves Theorem 7.3.
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8 The Kempf–Ness theorem generalized
The generalized Kempf–Ness theorem characterizes the stability condition of
x ∈ X in terms of the properties of the Kempf–Ness function Φx. We will
derive the original Kempf–Ness theorem [35] as a corollary in Theorem 9.5.
Theorem 8.1. Let x ∈ X and denote by Φx : M → R the Kempf–Ness
function of x. Then the following holds.
(i) x is µ-unstable if and only if Φx is unbounded below.
(ii) x is µ-semistable if and only if Φx is bounded below.
(iii) x is µ-polystable if and only if Φx has a critical point.
(iv) x is µ-stable if and only if Φx is bounded below and proper.
Proof. Fix a point x0 ∈ X and denote by Φ : M → R the Kempf–Ness
function of x0. Throughout the proof x : R→ X denotes the solution of (11),
g : R→ Gc denotes the solution of (26) so that x(t) = g(t)−1x0 for all t, and
γ : R→M denotes the composition of g with the projection from Gc to M .
The limit x∞ := limt→∞ x(t) exists by Theorem 3.2, and Theorem 6.4 asserts
that |µ(x∞)| = infg∈Gc |µ(gx0)|.
We prove necessity in (i). Assume x0 is µ-unstable. Then µ(x∞) 6= 0. By
definition of the Kempf–Ness function
d
dt
(Φ ◦ γ) = − 〈µ(g−1x0), Im(g−1g˙)〉 = −|µ(x)|2 ≤ −|µ(x∞)|2.
This implies Φ(γ(t)) ≤ −t|µ(x∞)|2 for all t ≥ 0. Thus Φ is unbounded below.
We prove necessity in (ii). Assume x0 is µ-semistable. Then µ(x∞) = 0.
By the Lojasiewicz gradient inequality for f = 1
2
|µ|2 in (13) there exist
positive constants t0 and c, and a constant 1/2 < α < 1, such that
|µ(x)|2 = 2|f(x)| ≤ 2|f(x)|α ≤ c|∇f(x)| = c|JLxµ(x)| = c|x˙|
for t ≥ t0. By Theorem 3.2 the function t 7→ |x˙(t)| is integrable over the
positive real axis and hence, so is the function t 7→ |µ(x(t))|2 = − d
dt
(Φ◦γ)(t).
This implies that the limit a := limt→∞Φ(γ(t)) exists in R. Hence a = infM Φ
by Theorem 4.3 and so Φ is bounded below.
Thus we have proved that the conditions on the Kempf–Ness function
are necessary in (i) and (ii). Since necessity in (i) is equivalent to sufficiency
in (ii) and vice versa, this proves (i) and (ii). Assertion (iii) follows from the
fact that pi(g) is a critical point of Φ if and only if µ(g−1x0) = 0.
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We prove (iv). Assume first that Φ is bounded below and proper. Then
x0 is µ-semistable by part (ii). Moreover, by definition of the Kempf–Ness
function Φ and the negative gradient flow line γ, we have
Φ(γ(0)) = 0, −∞ < a := inf
M
Φ ≤ 0,
and the function Φ ◦ γ : R → R is nonincreasing. Since Φ is proper the
set Φ−1([a, 0]) is compact and contains γ(t) for every t ≥ 0. Hence there
exists a sequence ti → ∞ such that γ(ti) converges. Hence Φ has a critical
point. By (iii) this implies that x0 is µ-polystable. Choose g0 ∈ Gc such
that µ(g0x0) = 0. Assume by contradiction that x0 is not µ-stable. Then
ker Lcx0 6= 0, hence ker Lcg0x0 6= 0, and hence ker Lg0x0 6= 0 by Lemma 2.2.
Choose η ∈ g \ {0} such that Lg0x0η = 0. Then exp(isη)g0x0 = g0x0 and so
µ(exp(isη)g0x0) = 0. Thus the the curve β(s) := pi(g
−1
0 exp(−isη)) consists
of critical points of Φ and hence, by part (iii) of Theorem 4.3, Φ(β(s)) = a
for all s. Thus Φ−1(a) is not compact in contradiction to the assumption
that Φ is proper. Thus x0 is µ-stable.
Conversely assume that x0 is µ-stable. Then Φ is bounded below by
part (ii) and we must prove that Φ is proper. For this it suffices to assume that
µ(x0) = 0, by part (vii) of Theorem 4.3. We prove first that p0 := pi(1l) ∈M
is the unique point at which Φ attains its minimum minM Φ = 0. To see this
let p = pi(g) ∈ M \ {p0}. Choose η ∈ g and u ∈ G such that g = exp(iη)u.
Then η 6= 0. Define y(t) := exp(itη)x0 and φ(t) := Φ(pi(exp(−itη))). Then
the function φ : R→ R is convex and
φ˙(t) = 〈µ(y(t)), η〉 , φ¨(t) = |Ly(t)η|2.
Since y(0) = x0 we obtain φ(0) = 0, φ˙(0) = 0, and φ¨(0) = |Lx0η|2 > 0. Hence
φ(t) > 0 for every t ∈ R \ 0 and, in particular, Φ(p) = φ(−1) > 0.
For r > 0 denote by Br ⊂M the ball of radius r centered at p0. Define
δ := inf
∂B1
Φ > 0.
Then it follows from convexity that, for all p ∈M we have
d(p0, p) ≥ 1 =⇒ Φ(p) ≥ δdM(p0, p).
Hence, for every c > 0,
c ≥ δ =⇒ Φ−1([0, c]) ⊂ Bc/δ.
This shows that, for every c > 0, the set Φ−1([0, c]) is closed and bounded, and
hence compact becauseM is complete. This proves (iv) and Theorem 8.1.
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9 Stability in algebraic geometry
Let V be a finite dimensional complex vector space, G be a compact subgroup
of GL(V ), and Gc ⊂ GL(V ) be its complexification.
Definition 9.1. A nonzero vector v ∈ V is called
unstable iff 0 ∈ Gc(v),
semistable iff 0 /∈ Gc(v),
polystable iff Gc(v) = Gc(v),
stable iff Gc(v) = Gc(v) and the isotropy subgroup Gcv is discrete.
The linear action of Gc on V induces an action on projective space P(V ).
Fix a G-invariant Hermitian structure on V . Choose a scaling factor3 ~ > 0
and restrict the symplectic structure to the sphere of radius r :=
√
2~. It is
S1-invariant and descends to P(V ). (This is 2~ times the Fubini–Study form.
Its integral over over the positive generator of pi2(P(V )) is 2pi~.)
Lemma 9.2. A moment map for the action of G on P(V ) is given by
〈µ(x), ξ〉 = ~〈v, iξv〉|v|2 , x := [v] ∈ P(V ). (55)
Proof. This follows directly from the definition of the moment map.
Lemma 9.3. Let µ : P(V ) → g be the moment map in Lemma 9.2. Then
the Kempf–Ness function Φx : G
c → R associated to x = [v] is given by
Φx(g) = ~
(
log|g−1v| − log|v|
)
. (56)
Proof. Define Φx : G
c → R by (56). Then Φx(1l) = 0 and
dΦx(g)ĝ = ~
〈g−1v,−g−1ĝg−1v〉
|g−1v|2
= −~〈g
−1v, iIm(g−1ĝ)g−1v〉
|g−1v|2
= − 〈µ(g−1x), Im(g−1ĝ)〉
for g ∈ Gc and ĝ ∈ TgGc. Thus Φx is the Kempf–Ness function.
3 Think of ~ as Planck’s constant. If the symplectic form ω is replaced by a positive
real multiple c ω and ~ is replaced by c ~ all the formulas which follow remain correct. Our
choice of ~ is consistent with the physics notation in that ω, µ, ~ have the units of action
and the Hamiltonian Hξ = 〈µ, ξ〉 has the units of energy.
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Lemma 9.4. Let µ : P(V ) → g be the moment map in Lemma 9.2 and fix
an element x = [v] ∈ P(V ).
(i) Let ξ ∈ g, denote by λ1 < · · · < λk the eigenvalues of iξ and by Vi ⊂ V
the corresponding eigenspaces. Write v =
∑k
i=1 vi with vi ∈ Vi. Then
wµ(x, ξ) = ~max
vi 6=0
λi. (57)
(ii) Let ζ ∈ T c, denote by λ1 < · · · < λk the eigenvalues of iζ and by Vi ⊂ V
the corresponding eigenspaces. Write v =
∑k
i=1 vi with vi ∈ Vi. Then
wµ(x, ζ) = ~max
vi 6=0
λi. (58)
(iii) Assume v is semistable, i.e. 0 /∈ Gc(v). If ζ ∈ gc and v is an eigenvector
of ζ then ζv = 0.
Proof. Let ζ = ξ + iη ∈ T c with pure imaginary eigenvalues iλi, where
λ1 < · · · < λk. Denote by Vi ⊂ V the corresponding eigenspaces and write
v =
k∑
i=1
vi, vi ∈ Vi.
Then
wµ(x, ζ) := lim
t→∞
〈µ(exp(itζ)x, ξ〉
= ~ lim
t→∞
〈exp(itζ)v, iξ exp(itζ)v〉
|exp(itζ)v|2
= ~ lim
t→∞
〈exp(itζ)v, iζ exp(itζ)v〉
|exp(itζ)v|2
= ~ lim
t→∞
〈∑k
i=1 e
λitvi,
∑k
j=1 λje
λjtvj
〉
|exp(itζ)v|2
= ~ lim
t→∞
∑k
i,j=1 λje
(λi+λj)t 〈vi, vj〉∑k
i,j=1 e
(λi+λj)t 〈vi, vj〉
= ~max
vi 6=0
λi.
This proves (i) and (ii). Now assume 0 /∈ Gc(v) and let ζ ∈ gc and λ ∈ C
such that ζv = λv. Then the functions eλtv = exp(tζ)v and eiλtv = exp(itζ)v
in Gc(v) cannot contain 0 in their closure, and hence λ = 0. This proves (iii)
and Lemma 9.4.
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The next result is the original Kempf–Ness theorem in [35].
Theorem 9.5 (Kempf–Ness). Let µ : P(V ) → g be the moment map in
Lemma 9.2 and fix an element x = [v] ∈ P(V ). Then the following holds.
(i) v is unstable if and only if x is µ-unstable.
(ii) v is semistable if and only if x is µ-semistable.
(iii) v is polystable if and only if x is µ-polystable.
(iv) v is stable if and only if x is µ-stable.
Proof. The Kempf–Ness function Φx(pi(g)) = ~(log|g−1v| − log|v|) is un-
bounded below if and only if 0 ∈ Gc(v). By Theorem 8.1, Φx is unbounded
below if and only if x is µ-unstable. This proves (i) and (ii).
To prove (iii) assume first that v is polystable. Thus Gc(v) is a closed
subset of V and, in particular, c := infg∈Gc |g−1v| > 0. Choose a sequence
gi ∈ Gc such that |g−1i v| converges to c. Then the sequence g−1i v ∈ V is
bounded and hence has a convergent subsequence. Since Gc(v) is closed, the
limit of this subsequence has the form g−1v for some g ∈ Gc. Thus |g−1v| = c
and so pi(g) ∈ Gc/G is a critical point of Φx. Hence x is µ-polystable.
Conversely, assume x is µ-polystable. Choose a sequence gi ∈ Gc such
that the limit
w := lim
i→∞
g−1i v
exists. Since Φx has a critical point, there is a sequence hi ∈ Gcx,0 such that
higi has a convergent subsequence (see part (viii) of Theorem 4.3). Pass to
a subsequence so that the limit
g := lim
i→∞
higi
exists. Since h−1i v = v for all i, by part (iii) of Lemma 9.4, we have
w = lim
i→∞
g−1i v = lim
i→∞
g−1i h
−1
i v = g
−1v ∈ Gc(v).
Thus Gc(v) is closed and so v is polystable. This proves (iii). Since the iden-
tity componenets of the isotropy subgroups of x and v agree in the semistable
case, by part (iii) of Lemma 9.4, part (iv) follows from (iii). This proves The-
orem 9.5.
Remark 9.6. In Definition 9.1 the space P(V ) can be replaced by any Gc-
invariant closed complex submanifold X ⊂ P(V ). Theorem 9.5 then contin-
ues to hold for the complex and symplectic structures and moment map on
X obtained by restriction.
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10 Rationality
The definition of stability extends to actions of Gc by holomorphic automor-
phisms on a holomorphic line bundle E over a closed complex manifold X . In
Definition 9.1 replace the complement of the origin in V by the complement
of the zero section in E and replace the relation x = [v] by v ∈ Ex \ {0}. In
the relevant applications the dual bundle E−1 = Hom(E,C) is ample.
Definition 10.1. A linearization of a holomorphic action of Gc on a com-
plex manifold X consists of a holomorphic line bundle E over X (such that
the dual bundle E−1 = Hom(E,C) is ample) and a lift of the action of Gc
on X to an action on E by holomorphic line bundle automorpisms.
A linearization of the Gc-action is required for the definition of stability
in the intrinsic algebraic geometric setting. From the symplectic viewpoint
the choice of the line bundle E is closely related to the symplectic form ω
and the choice of the lift of the Gc-action on X to a Gc-action on E is closely
related to the choice of the moment map µ. To obtain a linearization as
in Definition 10.1 we will need to impose some additional conditions on the
triple (X,ω, µ). Throughout we denote by
D := {z ∈ C | |z| ≤ 1}
the closed unit disc in the complex plane and by
Z(g) := {ξ ∈ g | [ξ, η] = 0 ∀ η ∈ g}
the center of g.
For any x0 ∈ X , u : R/Z→ G, and x : D→ X satisfying
x(e2piit) = u(t)−1x0 (59)
define the equivariant symplectic action of the triple (x0, u, x) by
Aµ(x0, u, x) := −
∫
D
x∗ω +
∫ 1
0
〈
µ(u−1x0), u
−1u˙
〉
dt. (60)
Definition 10.2. Fix a constant ~ > 0. The triple (X,ω, µ) is called ratio-
nal (with factor ~) if the following holds.
(A) The cohomology class of ω lifts to H2(X ; 2pi~Z).
(B) Aµ(x0, u, x) ∈ 2pi~Z for all triples (x0, u, x) satisfying (59).
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Theorem 10.3. Let (X,ω, J) be a closed Ka¨hler manifold equipped with a
Hamiltonian group action by a compact Lie group G which is generated by
an equivariant moment µ : X → g. Then the following holds.
(i) Condition (A) holds if and only if there exists a Hermitian line bundle
E → X and a Hermitian connection ∇ on E such that the curvature of ∇ is
F∇ =
i
~
ω. (61)
(ii) Assume condition (A) and let (E,∇) be as in (i). Assume further that G
is connected. Then condition (B) holds if and only if there is a lift of the
G-action on X to a G-action on E such that, for all x0 ∈ X, v0 ∈ Ex0, and
u : R→ G, the section v := u−1v0 ∈ Ex along the path x := u−1x0 satisfies
∇tv = i
~
〈
µ(x), u−1u˙
〉
v. (62)
Proof. See page 48.
Remark 10.4. The complex line bundle E → X in Theorem 10.3 has real
first Chern class
c1(E) = − ω
2pi~
∈ H2(X ;R).
Moreover, the curvature of∇ is a (1, 1)-form and hence the Cauchy–Riemann
operator
∂¯∇ : Ω0,0(X,E)→ Ω0,1(X,E)
defines a holomorphic structure on E. Conversely, for every holomorphic
structure on E there exists a complex gauge transformation g : X → C∗ and
a Hermitian connection ∇ on E such that
∂¯∇ = g ◦ ∂¯ ◦ g−1
and the curvature of ∇ is given by (61). In other words, the map
∇ 7→ ∂¯∇
descends to an isomorphism from the moduli space of unitary gauge equiv-
alence classes of Hermitian connections satisfying (61), which can be identi-
fied with the torus H1(X ; iR)/H1(X ; 2piiZ), to the Jacobian of holomorphic
structures on E. This isomorphism is analogous to the correspondence be-
tween symplectic and complex quotients in GIT.
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Corollary 10.5. Assume P(V ) is equipped with a Gc-action, Fubini–Study
form ω, and moment map µ as in Section 9 and let X be a complex subman-
ifold of P(V ). Then (X,ω, µ) is rational.
Proof. Condition (A) holds as was noted in the text immediately after Def-
inition 9.1. That condition (B) holds follows by inserting the formula (55)
for the moment map in equation (60) and choosing u : R/Z→ U(V ) to be a
standard generator of the fundamental group.
Proof of Theorem 10.3. Part (i) follows directly from Chern–Weil theory and
the classification of complex line bundles by their first Chern class. The proof
of part (ii) has two steps.
Step 1. Let x0 ∈ X, u : R/Z→ G, x : D→ X such that
x(e2piit) = u(t)−1x0.
Define x(t) := u(t)−1x0 and let v(t) ∈ Ex(t) be a horizontal section. Then
v(1) = e−
i
~
∫
D
x∗ωv(0).
Assume without loss of generality that v0 := v(0) 6= 0 and x is constant near
the origin. Define
z(s, t) := x(se2piit)
for 0 ≤ s, t ≤ 1 and let v(s, t) ∈ Ez(s,t) be the solution of
∇tv = 0, v(s, 0) = v0.
Since v 6= 0, there is a unique function λ : [0, 1]2 → R such that ∇sv = λv.
It satisfies λ(s, 0) = 0 and
(∂tλ)v = ∇t(λv) = ∇t∇sv = ∇s∇tv − F∇(∂sz, ∂tz)v = − i
~
ω(∂sz, ∂tz)v.
Hence λ(s, 1) = − i
~
∫ 1
0
ω(∂sz, ∂tz) dt and hence
∇sv(s, 1) =
(
− i
~
∫ 1
0
ω(∂sz, ∂tz) dt
)
v(s, 1).
Thus v(1, 1) = eiαv(0, 1) = eiαv0, where
iα = − i
~
∫ 1
0
∫ 1
0
ω(∂sz, ∂tz) dt ds = − i
~
∫
D
x∗ω.
This proves Step 1.
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Step 2. Let x0 ∈ X and u : R/Z→ G, and define the loop x : R/Z→ X by
x(t) := u(t)−1x0.
If v(t) ∈ Ex(t) is a section of E along x satisfying (62) then
v(1) = e
i
~
Aµ(x0,u,x)v(0).
Let v0(t) ∈ Ex(t) be the horizontal lift with
v0(0) = v(0) =: v0.
Then ∇tv0 ≡ 0 and there is a function λ : [0, 1] → R such that v = λv0. It
satisfies
λ˙v0 = ∇t(λv0) = ∇tv = i
~
〈
µ(x), u−1u˙
〉
v =
i
~
〈
µ(x), u−1u˙
〉
λv0.
Hence
λ−1λ˙ =
i
~
〈
µ(x), u−1u˙
〉
, λ(0) = 1,
and hence
λ(1) = e
i
~
∫ 1
0 〈µ(u−1x0),u−1u˙〉 dt.
By Step 1 and (B) this implies
v(1) = λ(1)v0(1) = e
i
~
Aµ(x0,u,x)v(0).
This proves Step 2.
Since G is connected it follows from Step 2 that the G-action on X lifts
to a G-action on E via (62) if and only if Aµ(x0, u, x) ∈ 2pi~Z for all triples
(x0, u, x). This proves Theorem 10.3.
The following theorem shows that the equivariant symplectic action (60)
is a homotopy invariant and gives conditions on the symplectic form ω under
which the moment µ can be chosen so that the triple (X,ω, µ) is rational.
Theorem 10.6. Assume G is connected.
(i) The action integral (60) is invariant under homotopy.
(ii) There is an N ∈ N such that Nα = 0 for each torsion class α ∈ H1(G;Z).
(iii) Let N ∈ N be as in (ii). If 〈ω, pi2(X)〉 ⊂ 2pi~NZ then there is a central
element τ ∈ Z(g) such that the moment map µ+ τ satisfies (B).
(iv) Assume (X,ω, µ) is rational with factor ~ and let τ ∈ Z(g) so µ + τ is
an equivariant moment map. Then (X,ω, µ+ τ) is rational with factor ~ if
and only if 〈τ, ξ〉 ∈ 2pi~Z for every ξ ∈ Λ.
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Proof of Theorem 10.6. Choose functions x0 : R → X , u : R × R/Z → G,
x : R × D → X such that x(s, e2piit) = u(s, t)−1x0(s) =: x(s, t) and define
ξs := u
−1∂su and ξt := u
−1∂tu. Then
∂sξt − ∂tξs + [ξs, ξt] = 0, ∂tx = −Lxξt.
Differentiate the function
a(s) := Aµ(x(s), u(s, ·), x(s, ·)) = −
∫
D
x(s, ·)∗ω +
∫ 1
0
〈µ(x), ξt〉 dt.
Then
a˙ =
∫ 1
0
(
−ω(∂sx, ∂tx) + 〈dµ(x)∂sx, ξt〉+ 〈µ(x), ∂sξt〉
)
dt
=
∫ 1
0
(
ω(∂tx, ∂sx) + ω(Lxξt, ∂sx) + 〈µ(x), ∂sξt〉
)
dt
=
∫ 1
0
〈µ(x), ∂sξt〉 dt
=
∫ 1
0
〈µ(x), ∂tξs − [ξs, ξt]〉 dt
=
∫ 1
0
(
〈µ(x), ∂tξs〉+ 〈[µ(x), ξt], ξs〉
)
dt
=
∫ 1
0
(
〈µ(x), ∂tξs〉 − 〈dµ(x)Lxξt, ξs〉
)
dt
=
∫ 1
0
(
〈µ(x), ∂tξs〉+ 〈dµ(x)∂tx, ξs〉
)
dt
=
∫ 1
0
∂t 〈µ(x), ξs〉 dt
= 0.
This proves (i).
Assertion (ii) follows from the fact that the fundamental group of G is
abelian and finitely generated. We prove (iii). Let H1(G) denote the space
of harmonic 1-forms on G with respect to the Riemannian metric induced by
the invariant inner product on g. Then there is a vector space isomorphism
Z(g) → H1(G) : τ 7→ ατ which assigns to each τ ∈ Z(g) the harmonic 1-
form ατ ∈ Ω1(G), given by ατ (u, û) := 〈τ, u−1û〉. That the map τ 7→ ατ is
surjective follows from the fact that the Ricci tensor of G is nonnegative and
hence every harmonic 1-form α is parallel.
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Now let ξ ∈ Λ and define the loop uξ : R/Z → G by uξ(t) := exp(tξ).
An iterate of uξ is contractible if and only if
∫
u∗ξατ = 〈τ, ξ〉 = 0 for all
τ ∈ Z(g), or equivalently ξ ∈ Z(g)⊥ = [g, g]. Thus the torsion classes in
pi1(G) correspond to Λ ∩ Z(g)⊥ and the free part corresponds to Λ ∩ Z(g).
Choose an integral basis
ξ1, . . . , ξk ∈ Z(g) ∩ Λ
of Z(g) and a point x0 ∈ X . Then each loop R/Z → X : t 7→ exp(−tξj)x0
is contractible. (It is a periodic orbit of a time independent periodic Hamil-
tonian system and the corresponding Hamiltonian function has a critical
point. Connect x0 to that critical point by a curve to obtain a homotopy to
a constant loop.) Hence there exist functions xj : D→ X such that
xj(e
2piit) = exp(−tξj)x0.
Define τ ∈ Z(g) by
〈τ, ξj〉 :=
∫
D
x∗jω − 〈µ(x0), ξj〉 = −Aµ(x0, uξj , xj), j = 1, . . . , k. (63)
We claim that µ+ τ satisfies (B). By the definition of τ ,
Aµ+τ (x0, uξj , xj) = 0, j = 1, . . . , k.
Since 〈ω, pi2(X)〉 ⊂ 2pi~NZ this implies that Aµ+τ (x0, uξj , x) ∈ 2pi~NZ for
every j and every smooth map x : D→ X such that x(e2piit) = exp(−tξj)x0.
Now let ξ ∈ Λ ∩ Z(g)⊥. Then the loop R/Z → X : t 7→ exp(−tξ)x0 is
contractible and hence there is a smooth map x : D→ X such that
x(e2piit) = uξ(t)
−1x0 = exp(−tξ)x0
for all t. Define xN(z) := x(z
N ). Since the action integral is invariant under
homotopy, uNξ is contractible, and 〈ω, pi2(X)〉 ⊂ 2pi~NZ, it follows that
Aµ(x0, uNξ, xN) ∈ 2pi~NZ. Thus
Aµ+τ (x0, uξ, x) = Aµ(x0, uξ, x) = 1
N
Aµ(x0, uNξ, xN) ∈ 2pi~Z.
Since the action integral is invariant under homotopy and additive under
catenation it follows that Aµ+τ (x0, u, x) ∈ 2pi~Z for every triple (x0, u, x).
This proves (iii). Assertion (iv) follows directly from the definitions and this
proves Theorem 10.6.
Theorem 10.7. Assume that (X,ω, µ) is rational with factor ~ and that G
is connected. Let (E,∇) be as in part (i) of Theorem 10.3.
(i) The G-action on E in part (ii) of Theorem 10.3 extends uniquely to a
Gc-action on E by holomorphic vector bundle automorphisms. Moreover,
∇tv = i
~
〈µ(x), ξ〉 v − 1
~
〈µ(x), η〉 v, ζ := ξ + iη := g−1g˙, (64)
for all x0 ∈ X, v0 ∈ Ex0, g : R→ Gc with x := g−1x0 and v := g−1v0 ∈ Ex.
(ii) Let x ∈ X and v ∈ Ex \ {0}. The Kempf–Ness function of x is
Φx(g) = ~(log|g−1v| − log|v|).
(iii) Let x ∈ X and ζ ∈ Λc and define
x+ := lim
t→∞
exp(itζ)x.
Then
wµ(x, ζ) = 〈µ(x+),Re(ζ)〉 ∈ 2pi~Z (65)
and the action of ζ on Ex+ is given by
exp(itζ)v+ = e
it
~
wµ(x,ζ)v+. (66)
Proof. The Hermitian connection determines a G-invariant integrable com-
plex structure on E via the splitting of the tangent bundle into horizontal
and vertical subbundles. Hence the G-action on E extends to a Gc-action
and this proves (i). Part (ii) follows by computing the derivative of the func-
tion Φx(g) := ~(log|g−1v| − log|v|). Equation (66) in (iii) follows from (64),
and (65) follows from (66). This proves Theorem 10.7.
Theorem 10.8 (Kempf–Ness). Assume that (X,ω, µ) is rational with fac-
tor ~ and that G is connected. Let (E,∇) be as in part (i) of Theorem 10.3
and let the Gc-action on E be as in Theorem 10.7. Let Z ⊂ E denote the
zero section and let x ∈ X and v ∈ Ex \ {0}. Then
(i) x is µ-unstable if and only if Gc(v) ∩ Z 6= ∅,
(ii) x is µ-semistable if and only if Gc(v) ∩ Z = ∅,
(iii) x is µ-polystable if and only if Gc(v) is a closed subset of E,
(iv) x is µ-stable if and only if Gc(v) is closed and Gcv is discrete.
Proof. The proof is verbatim the same as that of Theorem 9.5.
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11 The dominant µ-weight
In [34] Kempf proved that the function Λ→ R : ξ 7→ −|ξ|−1wµ(x, ξ) attains
its supremum at an element ξ0 ∈ Λ, whenever the triple (X,ω, µ) is rational.
In general, the function g \ {0} → R : ξ 7→ −|ξ|−1wµ(x, ξ) attains its supre-
mum at a nonzero element ξ∞ ∈ g, not necessarily belonging to Λ. This is
the content of the next theorem.
Theorem 11.1 (Generalized Kempf Existence Theorem). Assume
x0 ∈ X is µ-unstable and define
m := inf
g∈Gc
|µ(gx0)| > 0. (67)
Let x : R→ X the solution of (11) and g : R→ Gc be the solution of (26).
Define the functions R→ g : t 7→ ξ(t) and R→ G : t 7→ u(t) by
g(t) =: exp(−iξ(t))u(t). (68)
Then the limit
ξ∞ := lim
t→∞
ξ(t)
t
(69)
exists in g and satisfies |ξ∞| = m and wµ(x0, ξ∞) = −m2.
Proof. See page 54.
Corollary 11.2. Let x0 ∈ X be µ-unstable. Then there exists an element
ξ0 ∈ g such that |ξ0| = 1 and
− wµ(x0, ξ0) = inf
g∈Gc
|µ(gx0)| = sup
06=ξ∈g
−wµ(x0, ξ)
|ξ| . (70)
Proof. Let ξ∞ be as in Theorem 6.5. Then the element
ξ0 :=
ξ∞
|ξ∞| ∈ g \ {0}
satisfies the first equation in (70). The second equation in (70) follows from
the first (≤) and the moment-weight inequality in Theorem 6.5 (≥).
The proof of Theorem 11.1 is essentially due to Chen–Sun [16, Theo-
rems 4.4 and 4.5]. They use the same argument to establish the existence of
a negative weight for linear actions on projective space under the assump-
tion (67). Their χ is our ξ∞ and their γ is the negative gradient flow line of
the Kempf–Ness function going by the same name in the proof below.
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Proof of Theorem 11.1. Let γ denote the image of g in M , i.e.
γ(t) := pi(g(t)) = pi(exp(−iξ(t)))
for t ∈ R. Let ∇ be the Levi-Civita connection on M . For t > 0 let
γt : [0, t]→M be the geodesic connecting the two points γt(0) = γ(0) = pi(1l)
and γt(t) = γ(t). It is given by
γt(s) := pi
(
exp
(
−isξ(t)
t
))
, 0 ≤ s ≤ t.
For t > 0 define the function ρt : [0, t]→ [0,∞) by
ρt(s) := dM(γt(s), γ(s)).
(See Figure 1.)
Step 1. For every t > 0 we have |∇γ˙(t)| = |Lx(t)∗Lx(t)µ(x(t))|.
By (26), g−1g˙ = iµ(x). Since g(t)−1g˙(t) ∈ ig for all t, it follows from Theo-
rem B.1 that
∇γ˙ = dpi(g)gidµ(x)x˙ = dpi(g)giLx∗Lxµ(x).
This proves Step 1.
γ
γ
t
Figure 1: A negative gradient flow line and geodesics.
Step 2. There exists a constant c > 0 such that, for every t > 0,∫ ∞
t
|Lx(s)∗Lx(s)µ(x(s))| ds ≤ c
tε
.
This follows directly from Theorem 3.2.
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Step 3. There exists a constant C > 0 such that
ρt(s) ≤ Cs1−ε
for all t > 0 and 0 < s ≤ t.
Choose 0 < s < t and assume without loss of generality that ρt(s) 6= 0.
Let t1 be the smallest real number bigger than s such that ρt(t1) = 0. Thus
s < t1 ≤ t, ρt(t1) = 0, and ρt(r) 6= 0 for s < r < t1. Hence by Lemma A.2
−ρ¨t(r) ≤ |∇γ˙(r)| = |Lx(r)∗Lx(r)µ(x(r))|
for s ≤ r < t1. Here the equality follows from Step 1. Integrate over the
interval s < r < t1 and use Lemma A.2 to obtain
ρ˙t(s) =
dρt
dt−
(t1)−
∫ t1
s
ρ¨t(r) dr
= −|γ˙(t1)− γ˙t(t1)| −
∫ t1
s
ρ¨t(r) dr
≤
∫ t1
s
|Lx(r)∗Lx(r)µ(x(r))| dr
≤
∫ ∞
s
|Lx(r)∗Lx(r)µ(x(r))| dr
≤ c
sε
.
Here the last inequality follows from Step 2. Now integrate the inequality
ρ˙t(r) ≤ cr−ε
over the interval 0 < r < s to obtain
ρt(s) =
∫ s
0
ρ˙t(r) dr ≤
∫ s
0
cdr
rε
=
c
1− εs
1−ε.
This proves Step 3 with C := c/(1− ε).
Step 4. The limit
lim
t→∞
ξ(t)
t
=: ξ∞
exists in g.
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For 1 ≤ s ≤ t it follows from Lemma A.3 that∣∣∣∣ξ(t)t − ξ(s)s
∣∣∣∣ ≤ dM (γs(1), γt(1))
≤ dM (γs(s), γt(s))
s
=
dM (γ(s), γt(s))
s
=
ρt(s)
s
≤ C
sε
.
Here the last inequality follows from Step 3 and proves Step 4.
Step 5. Let ξ∞ ∈ g be as in Step 4. Then wµ(x0, ξ∞) = −m2.
Denote x∞ := limt→∞ x(t). Then |µ(x∞)| = m by Theorem 6.4. Define the
geodesic γ∞ : R→M by
γ∞(s) := pi(exp(−isξ∞)) = lim
t→∞
γt(s).
Then, by Step 3,
dM (γ(s), γt(s)) ≤ Cs1−ε
for 0 ≤ s ≤ t. Take the limit t→∞ to obtain
dM (γ(s), γ∞(s)) ≤ Cs1−ε. (71)
Now the Kempf–Ness function is globally Lipschitz continuous with Lipschitz
constant
L := sup
g∈Gc
|µ(gx0)|.
Hence it follows from (71) that
|Φx0(γ(t))− Φx0(γ∞(t))| ≤ LCt1−ε (72)
for every t ≥ 0. Integrate the equation d
ds
Φx0(γ(s)) = −|µ(x(s))|2 to obtain
Φx0(γ(t)) = −
∫ t
0
|µ(x(s))|2 ds.
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Integrate the equation d
ds
Φx0(γ∞(s)) = 〈µ(exp(isξ∞)x0), ξ∞〉 to obtain
Φx0(γ∞(t)) =
∫ t
0
〈µ(exp(isξ∞)x0), ξ∞〉 ds.
Hence by (72)
wµ(x0, ξ∞) = lim
t→∞
〈µ(exp(itξ∞)x0), ξ∞〉
= lim
t→∞
1
t
∫ t
0
〈µ(exp(isξ∞)x0), ξ∞〉 ds
= lim
t→∞
Φx0(γ∞(t))
t
= lim
t→∞
Φx0(γ(t))
t
= − lim
t→∞
1
t
∫ ∞
0
|µ(x(t))|2
= −|µ(x∞)|2
= −m2.
This proves Step 5.
Step 6. Let ξ∞ be as in Step 4. Then |ξ∞| = m.
By definition of ξ(t) we have
|ξ(t)|
t
=
dM(γ(0), γ(t))
t
≤ 1
t
∫ t
0
|γ˙(s)| ds
=
1
t
∫ t
0
|µ(x(s))| ds.
Take the limit t→∞. Then
|ξ∞| ≤ lim
t→∞
1
t
∫ t
0
|µ(x(s))| ds = |µ(x∞)| = m.
Moreover, it follows from the moment-weight inequality in Theorem 6.5 that
m2 = −w(x0, ξ∞) ≤ |ξ∞| inf
g∈Gc
|µ(gx0)| = m|ξ∞|
and hence |ξ∞| ≥ m. This proves Step 6 and Theorem 11.1.
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Theorem 11.3 (Generalized Kempf Uniqueness Theorem). Assume
x0 ∈ X is µ-unstable. Then there is a unique element ξ0 ∈ g such that
|ξ0| = 1, wµ(x0, ξ0) = − inf
g∈Gc
|µ(gx0)|.
Existence was proved in Theorem 11.1. For uniqueness see page 60. As
a warmup we prove uniqueness in the special case that the orbit Gc(x0)
contains a critical point of the moment map squared.
Proof. Assume first that Lx0µ(x0) = 0. Then infg∈Gc|µ(gx0)| = |µ(x0)| by
Corollary 6.2. Now let ξ0 ∈ g such that
|ξ0| = 1, wµ(x0, ξ0) = −|µ(x0)|.
Since the function t 7→ 〈µ(exp(itξ0)x0), ξ0〉 is nondecreasing we have
〈µ(x0), ξ0〉 ≤ lim
t→∞
〈µ(exp(itξ0)x0), ξ0〉 = wµ(x0, ξ0) = −|µ(x0)|.
Hence |ξ0 + |µ(x0)|−1µ(x0)|2 = 2 (1 + |µ(x0)|−1 〈µ(x0), ξ0〉) ≤ 0 and hence
ξ0 = − µ(x0)|µ(x0)| .
Now let x0 ∈ X and g0 ∈ Gc such that g0x0 is a critical point of f = 12 |µ|2.
Denote by ∼ the equivalence relation on T c in Theorem C.4. Let ξ0, ξ1 ∈ g
such that
|ξ0| = |ξ1| = 1, wµ(x0, ξ0) = wµ(x0, ξ1) = − inf
g∈Gc
|µ(gx0)| = −|µ(g0x0)|.
Then ζ0 := g0ξ0g
−1
0 and ζ1 := g0ξ1g
−1
0 are two elements of T
c such that
|Re(ζi)|2 − |Im(ζi)|2 = 1, wµ(g0x0, ζi) = −|µ(g0x0)|, i = 0, 1.
(See Lemma 5.6 and Theorem 5.2.) For i = 0, 1 let ξ˜i be the unique element
of g in the equivalence class of ζi (see Theorem C.4). Then it follows again
from Lemma 5.6 and Theorem 5.2 that
|ξ˜i| = 1, wµ(g0x0, ξ˜i) = −|µ(g0x0)|, ξ˜i ∼ ζi.
Since g0x0 is a critical point of the moment map squared, it follows from the
first part of the proof that ξ˜0 = ξ˜1 and hence ζ0 ∼ ζ1. This implies that
ξ0 = g
−1
0 ζ0g0 is equivalent to ξ1 = g
−1
0 ζ1g0 and thus ξ0 = ξ1 by Theorem C.4.
This proves Theorem 11.3 under the assumption that the Gc-orbit of x0
contains a critical point of the moment map squared.
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The proof of Theorem 11.3 in the general case requires the following
lemma. For r > 0 denote by
Sr := {pi(exp(iξ)) | ξ ∈ g, |ξ| = r} ⊂M
the sphere of radius r in M , centered at pi(1l).
Lemma 11.4. Let x0 ∈ X be µ-unstable and define
m := inf
g∈Gc
|µ(gx0)| > 0.
Then
lim
r→∞
1
r
inf
Sr
Φx0 = −m. (73)
Proof. We prove that
− |µ(x)| ≤ 1
r
inf
Sr
Φx ≤ −m (74)
for every x ∈ Gc(x0) and every r > 0. To see this, observe that
Φx(exp(−irξ)) =
∫ r
0
〈µ(exp(itξ)x), ξ〉 dt
for |ξ| = 1 and use the fact that the function t 7→ 〈µ(exp(itξ)x), ξ〉 is nonde-
creasing (see equation (8)). Hence
〈µ(exp(itξ)x), ξ〉 ≥ 〈µ(x), ξ〉 ≥ −|µ(x)|
and hence
Φx(exp(−irξ)) ≥ −r|µ(x)|
for all ξ ∈ g with |ξ| = 1 and all r > 0. By Corollary 11.2 there is a ξ ∈ g
such that
|ξ| = 1, wµ(x, ξ) = −m.
For this value of ξ we have 〈µ(exp(itξ)x), ξ〉 ≤ −m for all t ≥ 0 and hence
Φx(exp(−irξ)) ≤ −rm
for all r ≥ 0. This proves (74).
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Now fix a number ε > 0, choose h ∈ Gc such that
|µ(h−1x0)| ≤ m+ ε
2
, (75)
and choose r0 > 0 so large that
d(pi(1l), pi(h−1))|µ(h−1x0)| − Φx0(h) ≤
εr0
2
. (76)
Choose g ∈ Gc such that
d(pi(1l), pi(g)) = r ≥ r0. (77)
Then it follows from the inequality (74) with x = h−1x0 that
Φx0(g) = Φh−1x0(h
−1g) + Φx0(h)
≥ −d(pi(1l), pi(h−1g))|µ(h−1x0)|+ Φx0(h)
≥ −
(
d(pi(1l), pi(h−1)) + d(pi(h−1), pi(h−1g))
)
|µ(h−1x0)|+ Φx0(h)
= −
(
d(pi(1l), pi(h−1)) + d(pi(1l), pi(g))
)
|µ(h−1x0)|+ Φx0(h)
= −r|µ(h−1x0)| − d(pi(1l), pi(h−1))|µ(h−1x0)|+ Φx0(h)
≥ −r
(
m+
ε
2
)
− εr0
2
≥ −rm− rε.
Here the penultimate inequality follows from (75) and (76) and the last in-
equality follows from (77). By (74) and what we have just proved,
−m− ε ≤ 1
r
inf
Sr
Φx0 ≤ −m
for every r ≥ r0. This proves Lemma 11.4.
Proof of Theorem 11.3. Let x0 ∈ X such that m := infGc(x0)|µ| > 0 and
choose ξ0, ξ1 ∈ S(g) such that
wµ(x0, ξ0) = wµ(x0, ξ1) = −m.
For t > 0 choose η(t) ∈ g and u(t) ∈ G such that
exp(−itξ0) exp(iη(t)) = exp(−itξ1)u(t). (78)
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Then the point
p(t) := pi
(
exp(−itξ0) exp(i12η(t))
) ∈M
is the midpoint of the geodesic connecting the points
γ0(t) := pi
(
exp(−itξ0)
)
, γ1(t) := pi
(
exp(−itξ1)
)
.
Hence it follows from Lemma A.5 that
d(pi(1l), p(t))2 ≤ d(pi(1l), γ0(t))
2 + d(pi(1l), γ1(t))
2
2
− d(γ0(t), γ1(t))
2
4
= t2 − d(γ0(t), γ1(t))
2
4
≤ t2
(
1− |ξ0 − ξ1|
2
4
)
.
Here the last inequality follows from Lemma A.3. Thus we have shown that
r(t)
t
≤
√
1− |ξ0 − ξ1|
2
4
, r(t) := d(pi(1l), p(t)). (79)
Moreover, Φx0(γ0(t)) ≤ −tm and Φx0(γ1(t)) ≤ −tm. Since Φx0 is convex
along geodesics, this implies
Φx0(p(t)) ≤ −tm. (80)
In particular the function r(t) = d(pi(1l), p(t)) diverges to infinity as t tends
to infinity. Hence by Lemma 11.4
lim
t→∞
1
r(t)
inf
Sr(t)
Φx0 = −m. (81)
Since p(t) ∈ Sr(t), we have
1
r(t)
inf
Sr(t)
Φx0 ≤
Φx0(p(t))
r(t)
≤ − tm
r(t)
≤ − m√
1− |ξ0−ξ1|2
4
.
Here the second inequality follows from (80) and the last inequality follows
from (79). Take the limit t→∞ and use equation (81) to obtain
−m ≤ − m√
1− |ξ0−ξ1|2
4
and hence ξ0 = ξ1. This proves Theorem 11.3.
Another proof of the Kempf Uniqueness Theorem for torus actions is
contained in Theorem 12.3 in the next section.
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12 Torus actions
Throughout this section we assume that G = T is a torus with Lie algebra
t := Lie(T) and complexification Tc.
Lemma 12.1. Let x0 ∈ X such that infg∈Tc|µ(Tc(x0))| > 0. Then, for every
η ∈ µ(Tc(x0)), the following are equivalent.
|η| = inf
g∈Tc
|µ(gx0)|. (82)
|η|2 = inf
g∈Tc
〈η, µ(gx0)〉 . (83)
Moreover, there is a unique element η ∈ µ(Tc(x0)) satisfying these conditions.
Proof. Existence is obvious for equation (82) and uniqueness is obvious for
equation (83). We prove that there exists an η ∈ µ(Tc(x0)) that satisfies (83).
Let x : R→ X be the unique solution of (11) and define
x∞ := lim
t→∞
x(t), η := µ(x∞).
Then η ∈ µ(Tc(x0)) and |η| = |µ(x∞)| = infg∈Tc|µ(gx0)| by Theorem 6.4.
By Lemma 4.1, x(t) = g(t)−1x0 where g : R → Tc is the solution of the
differential equation g−1g˙ = iµ(x) with g(0) = 1l. Since T is a torus,
g(t) = exp(iξ(t)), ξ(t) :=
∫ t
0
µ(x(s)) ds.
Thus
lim
t→∞
ξ(t)
t
= lim
t→∞
1
t
∫ t
0
µ(x(s)) ds = µ(x∞) = η.
By Theorem 11.1, wµ(x0,−η) = −|η|2. Since Tc is abelian it follows from
Theorem 5.2 that wµ(gx0,−η) = wµ(x0,−η) = −|η|2 for all g ∈ Tc. Since
the function t 7→ 〈µ(exp(−itη)gx0,−η〉 is nondecreasing and converges to
wµ(gx0,−η) = −|η|2 as t tends to infinity, it follows (by evaluating at t = 0)
that 〈µ(gx0),−η〉 ≤ −|η|2 and hence |η|2 ≤ 〈µ(gx0), η〉 for all g ∈ Tc. This
proves the existence of an element η ∈ µ(Tc(x0)) that satisfies (83).
If η ∈ µ(Tc(x0)) satisfies (83) then |η|2 ≤ |η||µ(gx0)| for all g ∈ Tc by the
Cauchy–Schwarz inequality. Since η 6= 0 this implies |η| ≤ |µ(gx0)| for all
g ∈ Tc. Hence η satisfies (82).
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Conversely, assume that η ∈ µ(Tc(x0)) satisfies (82). By what we have
proved above there is an η0 ∈ µ(Tc(x0)) that satisfies (83) and hence also (82).
This implies |η|2 = |η0|2 ≤ 〈η0, η〉 and hence η = η0. Thus η satisfies (83) and
is uniquely determined by either condition. This proves Lemma 12.1.
Theorem 12.2. For every x ∈ X the set µ(Tc(x)) is convex.
Proof. Let ∆ := µ(Tc(x)). For τ ∈ t and r > 0 denote the closed ball of
radius r about τ by Br(τ) ⊂ t. For τ ∈ t \∆ define d(τ,∆) := infξ∈∆|τ − ξ|.
Then Lemma 12.1, with µ replaced by µ− τ , asserts that
τ ∈ t \∆, η ∈ Bd(τ,∆)(τ) ∩∆ =⇒ d(τ,∆)2 = inf
η′∈∆
〈η − τ, η′ − τ〉 .
This implies that ∆ is convex. To see this, suppose that there exist τ0, τ1 ∈ ∆
and a constant 0 < λ < 1 such that τ := (1 − λ)τ0 + λτ1 /∈ ∆. Then
r := d(τ,∆) > 0. Let η ∈ Br(τ) ∩∆. Then 〈η − τ, τi − τ〉 ≥ r2 for i = 0, 1.
Since τ0−τ = λ(τ0−τ1) and τ1−τ = (1−λ)(τ1−τ0), this is a contradiction.
Theorem 12.3. Let x0 ∈ X such that infg∈Tc|µ(gx0)| > 0. Denote the unit
sphere in t by S(t) := {ξ ∈ t | |ξ| = 1} and define f0 : S(t)→ R by
f0(ξ) := inf
g∈Tc
〈µ(gx0), ξ〉 , ξ ∈ S(t).
Let η ∈ t be as in Lemma 12.1 and let ξ0 ∈ S(t). Then f0 is continuous,
takes on its maximum at |η|−1η and only at that point, has maximum value
f0
(
η
|η|
)
= sup
ξ∈S(t)
f0(ξ) = inf
g∈Tc
|µ(gx0)|, (84)
and wµ(x0, ξ0) = − infTc(x0)|µ| if and only if ξ0 = −|η|−1η.
Proof. We prove (84). First, 〈µ(gx0), ξ〉 ≤ |µ(gx0)| for g ∈ Gc and ξ ∈ S(t).
Take the infimum over g ∈ Gc to obtain f0(ξ) = infTc(x0) 〈µ, ξ〉 ≤ infTc(x0)|µ|
for all ξ ∈ S(t). Now take the supremum over ξ ∈ S(t) to obtain
sup
S(t)
f0 ≤ inf
Tc(x0)
|µ|. (85)
To prove equality note that |η|2 = infg∈Tc 〈µ(gx0), η〉 = infg∈Tc|µ(gx0)|2 by
Lemma 12.1. Hence η 6= 0 and
inf
Tc(x0)
|µ| = |η| = inf
Tc(x0)
〈µ, η〉
|η| = f0
(
η
|η|
)
≤ sup
S(t)
f0 ≤ inf
Tc(x0)
|µ|.
The last inequality follows from (85) and this proves (84).
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Denote
m := f0(|η|−1η) = sup
S(t)
f0 = inf
Tc(x0)
|µ| = |η|.
The second and third equations follow from (84) and the last equation follows
from Lemma 12.1. If ξ ∈ S(t) and ξ 6= |η|−1η then 〈|η|−1η, ξ〉 < 1 and hence
f0(ξ) ≤ 〈η, ξ〉 < |η| = sup
S(t)
f0.
This shows that f0 takes on its maximum at a unique element of S(t).
Choose ξ0 ∈ S(t) such that wµ(x0, ξ0) = −m. Such a ξ0 exists by The-
orem 11.1. Then wµ(gx0, ξ0) = −m for all g ∈ Tc by Theorem 5.2. Hence
〈µ(gx0), ξ0〉 ≤ −m for all g ∈ Tc, hence f0(−ξ0) = infg∈Tc 〈µ(gx0),−ξ0〉 ≥ m,
and hence f0(−ξ0) = m. Since f0 takes on its maximum at a unique element
of S(t) this implies ξ0 = −|η|−1η.
Continuity of f0 follows by a standard argument. We argue indirectly and
assume that there is a sequence ξi ∈ S(t) converging to ξ ∈ S(t) such that
f0(ξi) does not converge to f0(ξ). Since f0 is bounded there is a subsequence,
still denoted by ξi, such that the limit
c∞ := lim
i→∞
f0(ξi)
exists and is not equal to f0(ξ). Choose x ∈ Tc(x0) such that
f0(ξ) = inf
g∈Tc
〈µ(gx0), ξ〉 = 〈µ(x), ξ〉 .
Then, for every i,
f0(ξi) = inf
g∈Tc
〈µ(gx0), ξi〉
≤ 〈µ(x), ξi〉
= 〈µ(x), ξ〉+ 〈µ(x), ξi − ξ〉
= f0(ξ) + 〈µ(x), ξi − ξ〉 .
Take the limit i → ∞ to obtain c∞ = limi→∞ f0(ξi) ≤ f0(ξ), so c∞ < f0(ξ).
Choose xi ∈ Tc(x0) such that f0(ξi) = 〈µ(xi), ξi〉. Pass to a subsequence such
that the limit x∞ := limi→∞ xi exists. Then x∞ ∈ Tc(x0) and
〈µ(x∞), ξ〉 = lim
i→∞
〈µ(xi), ξi〉 = lim
i→∞
f0(ξi) = c∞ < f0(ξ) = inf
g∈Tc
〈µ(gx0), ξ〉 .
This is a contradiction. It shows that our assumption that f0(ξi) does not
converge to f0(ξ) must have been wrong. Hence f0 is continuous as claimed.
This proves (iii) and Theorem 12.3.
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13 The Mumford numerical function
The Mumford numerical function mµ : X → R is defined by
mµ(x) := sup
ξ∈Λ
−wµ(x, ξ)
|ξ| . (86)
Theorem 13.1. (i) For every x ∈ X
mµ(x) = sup
ζ∈Λc
−wµ(x, ζ)√|Re(ζ)|2 − |Im(ζ)|2 .
(ii) The function mµ : X → R is Gc-invariant.
(iii) If x ∈ X is µ-unstable then
mµ(x) = sup
06=ξ∈g
−wµ(x, ξ)
|ξ| .
(iv) If x ∈ X is µ-unstable then mµ(x) = infg∈Gc |µ(gx)|.
Proof. Assertion (i) follows from Theorem C.4 (every ζ ∈ Λc is equivalent to
an element ξ ∈ Λ), Theorem 5.2 (ii) (the µ-weights agree), and Lemma 5.6
(the denominators agree). It follows from (i), Theorem 5.2, and Lemma 5.6,
that the Mumford numerical function is Gc-invariant. This proves parts (i)
and (ii) of Theorem 13.1.
We prove (iii). Suppose x ∈ X is µ-unstable. Then, by Corollary 11.2,
m := inf
g∈Gc
|µ(gx)| = sup
06=ξ∈g
−wµ(x, ξ)
|ξ| > 0.
By Theorem 11.1, there exists an element ξ0 ∈ g such that
|ξ0| = 1, wµ(x, ξ0) = −m.
Consider the torus T := {exp(tξ0) | t ∈ R} ⊂ G with Lie algebra t := Lie(T)
and complexification Tc ⊂ Gc. Denote S(t) := {ξ ∈ t | |ξ| = 1} and define
the funtion fT : S(t)→ R by
fT(ξ) := inf
g∈Tc
〈µ(gx), ξ〉 .
Then fT is continuous by part (iii) of Theorem 12.3.
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We prove that
fT(−ξ0) = sup
ξ∈S(t)
fT(ξ) = −wµ(x, ξ0) = m. (87)
Let piT : g→ t is the orthogonal projection and µT := piT ◦ µ : X → t be the
moment map of the torus action. Then it follows from Corollary 11.2, with
G replaced by T, and from part (i) of Theorem 12.3, that
m = −wµ(x, ξ0) = sup
06=ξ∈t
−wµ(x, ξ)
|ξ| = infg∈Tc|µT(gx0)| = supξ∈S(t) fT(ξ).
Since wµ(x, ξ0) = − infTc(x0)|µT|, it follows from part (ii) of Theorem 12.3
that fT(−ξ0) = supS(t) fT. This proves equation (87).
Fix a constant ε > 0 and choose an element η ∈ t∩Λ such that ξ1 := |η|−1η
is so close to ξ0 that
fT(−ξ1) > −wµ(x, ξ0)− ε. (88)
Then
wµ(x, ξ1) = lim
t→∞
〈µ(exp(itξ1)x), ξ1〉
≤ sup
g∈Tc
〈µ(gx), ξ1〉
= − inf
g∈Tc
〈µ(gx),−ξ1〉
= −fT(−ξ1)
< wµ(x, ξ0) + ε.
Here the last inequality follows from (88). Since ξ1 = |η|−1η, we have
−wµ(x, η)
|η| = −wµ(x, ξ1) > −wµ(x, ξ0)− ε = sup06=ξ∈g
−wµ(x, ξ)
|ξ| − ε.
Since η ∈ Λ and ε > 0 can be chosen arbitrarily small, this shows that
sup
η∈Λ
−wµ(x0, η)
|η| ≥ sup06=ξ∈g
−wµ(x0, ξ)
|ξ| .
The converse inequality is obvious and this proves (iii). Assertion (iv) follows
from (iii) and Corollary 11.2. This proves Theorem 13.1.
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14 The Hilbert–Mumford criterion
Theorem 14.1. For every x ∈ X the following holds.
(i) x is µ-unstable if and only if there exists a ξ ∈ Λ such that wµ(x, ξ) < 0.
(ii) x is µ-semistable if and only if wµ(x, ξ) ≥ 0 for all ξ ∈ Λ.
(iii) x is µ-polystable if and only if wµ(x, ξ) ≥ 0 for all ξ ∈ Λ and
wµ(x, ξ) = 0 =⇒ lim
t→∞
exp(itξ)x ∈ Gc(x).
(iv) x is µ-stable if and only if wµ(x, ξ) > 0 for all ξ ∈ Λ.
Proof of Theorem 14.1 parts (i) and (ii). Assume first that there is a ξ ∈ Λ
such that wµ(x, ξ) < 0. Then it follows from the moment-weight inequal-
ity (50) in Theorem 6.5 that
0 <
−wµ(x, ξ)
|ξ| ≤ |µ(gx)|
for every g ∈ Gc. Hence infg∈Gc|µ(gx)| > 0 and so x is µ-unstable.
Conversely assume that x is µ-unstable. Then infg∈Gc |µ(gx)| > 0. Hence
Theorem 11.1 asserts that there exists a nonzero element ξ ∈ g such that
wµ(x, ξ) < 0. Now it follows from part (iii) of Theorem 13.1 that there exists
a ξ ∈ Λ such that wµ(x, ξ) < 0. This proves part (i) of Theorem 14.1, and (ii)
is equivalent to (i).
The next result is the Hilbert–Mumford numerical criterion in its
classical form. We derive it as a corollary of assertion (i) in Theorem 14.1.
Theorem 14.2 (Hilbert–Mumford). If v ∈ Cn is a nonzero vector such
that 0 ∈ Gc(v) then there exists an element ξ ∈ Λ such that
lim
t→∞
exp(itξ)v = 0.
Proof. By assumption G is a Lie subgroup of U(n) and hence induces a
Hamiltonian group action on projective space X = CPn−1 with the moment
map of Lemma 9.2. Let v ∈ Cn be a nonzero vector such that 0 ∈ Gc(v).
Then v is unstable and thus x := [v] ∈ CPn−1 is µ-unstable by Theorem 9.5.
Hence part (i) of Theorem 14.1 asserts that there exists an element ξ ∈ Λ
such that wµ(x, ξ) < 0. By Lemma 9.4 this means that v is contained in the
direct sum of the negative eigenspaces of the Hermitian operator iξ. Hence
limt→∞ exp(itξ)v = 0 and this proves Theorem 14.2.
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Proof of Theorem 14.1 parts (iii) and (iv). We prove (iii). Assume first that
x0 ∈ X is µ-polystable and choose g ∈ Gc such that µ(gx0) = 0. We prove
first that, for every ξ ∈ Λ,
wµ(gx0, ξ) = 0 =⇒ Lgx0ξ = 0. (89)
Choose ξ ∈ Λ such that wµ(gx0, ξ) = 0 and define x(t) := exp(itξ)gx0. Then
〈µ(x(0)), ξ〉 = 0, lim
t→∞
〈µ(x(t)), ξ〉 = wµ(gx0, ξ) = 0.
Since
d
dt
〈µ(x(t)), ξ〉 = |Lx(t)ξ|2
it follows that the function 〈µ(x(t)), ξ〉 is constant. Hence Lx(t)ξ = 0 for all
t and hence, taking t = 0, that Lgx0ξ = 0. Thus we have proved (89). Next
we prove that, for every ζ ∈ Λc,
wµ(gx0, ζ) = 0 =⇒ lim
t→∞
exp(itζ)gx0 ∈ Gc(x0). (90)
Choose ζ ∈ Λc such that wµ(gx0, ζ) = 0. By Theorem C.4 there exist
elements p, p+ ∈ P(ζ) such that
ξ := pζp−1 ∈ Λ, lim
t→∞
exp(itζ)p exp(−itζ) = p+.
Then wµ(gx0, ξ) = 0 by part (ii) of Theorem 5.2 and hence Lgx0ξ = 0 by (89).
This implies exp(itξ)gx0 = gx0. Hence
lim
t→∞
exp(itζ)gx0 = lim
t→∞
exp(itζ) exp(−itξ)gx0
= lim
t→∞
exp(itζ) exp(−itpζp−1)gx0
= lim
t→∞
exp(itζ)p exp(−itζ)p−1gx0
= p+p−1gx0.
This proves (90). Next we prove that, for every ζ ∈ Λc,
wµ(x0, ζ) = 0 =⇒ lim
t→∞
exp(itζ)x0 ∈ Gc(x0). (91)
Choose ζ ∈ Λc such that wµ(x0, ζ) = 0. Then w(gx0, gζg−1) = 0 by part (i)
of Theorem 5.2. Hence it follows from (90) that
lim
t→∞
exp(itζ)x0 = g
−1 lim
t→∞
exp(itgζg−1)gx0 ∈ Gc(x0)
and this proves (91). Thus we have proved the necessity of the µ-weight
condition for µ-polystability in (iii).
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The proof of sufficiency of the µ-weight condition for µ-polystability is
due to Chen–Sun [16, Theorem 4.7]. Here is their argument. Assume x0 ∈ X
is µ-semistable but not µ-polystable. Let x : R → X be the solution of the
differential equation
x˙ = −JLxµ(x), x(0) = x0,
and define x∞ := limt→∞ x(t). Then, by Theorem 7.2,
x∞ := lim
t→∞
x(t) /∈ Gc(x0), µ(x∞) = 0, ker Lx∞ 6= 0. (92)
We prove in seven steps that there exists an element ξ ∈ Λ such that
wµ(x0, ξ) = 0 and limt→∞ exp(itξ)x0 /∈ Gc(x0).
Step 1. The isotropy subgroup Gcx∞ is the complexification of Gx∞ and there
exists a local Gx∞-invariant holomorphic coordinate chart
ψ : (Tx∞X, 0)→ (X, x∞)
such that dψ(0) = id.
Since µ(x∞) = 0 the group G
c
x∞ is the complexification of Gx∞ by Lemma 2.3.
Now choose any holomorphic coordinate chart φ : (Tx∞X, 0)→ (X, x∞) such
that dφ(0) = id. Let dvol∞ denote the Haar measure on Gx∞ and define
ψ(x̂) :=
1
Vol(Gx∞)
∫
Gx∞
g−1φ(gx̂)dvol∞(g)
for x̂ ∈ Tx∞X sufficiently small. Then dψ(0) = id and ψ is holomorphic and
Gx∞-invariant. Hence Step 1 follows from the implicit function theorem.
Step 2. There is a δ > 0 such that the following holds for every x̂ ∈ Tx∞X
that satisfies x̂ ⊥ imLcx∞ and |x̂| < δ.
(i) If ζ = ξ + iη ∈ gc such that Lcx∞ζ = 0 then
Lcψ(x̂)ζ = dψ(x̂)
(∇̂xvξ(x∞) + J∇̂xvη(x∞)).
(ii) If ζ = ξ + iη ∈ gc and ŷ ∈ Tx∞X satisfy
Lcψ(x̂)ζ = dψ(x̂)ŷ, ŷ ⊥ imLcx∞
then Lcx∞ζ = 0 and ŷ = ∇̂xvξ(x∞) + J∇̂xvη(x∞).
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Since ψ is Gx∞-equivariant, we have ψ(ux̂) = uψ(x̂) for every u ∈ Gx∞ .
Differentiate this identity with respect to u to obtain, for every ξ ∈ g,
Lx∞ξ = 0 =⇒ dψ(x̂)∇̂xvξ(x∞) = Lψ(x̂)ξ.
Since ψ is holomorphic this proves (i). Now the formula Lx∞(uξu
−1) = uLx∞ξ
for u ∈ Gx∞ shows that the image of Lx∞ is invariant under the Gx∞-action
on Tx∞X . Since Gx∞ acts on Tx∞X by unitary automorphisms, it follows
that the orthogonal complement of the image of Lcx∞ is also invariant under
the action of Gx∞. Since x̂ ⊥ imLcx∞ it follows that, for every ξ ∈ g,
Lx∞ξ = 0 =⇒ ∇̂xvξ(x∞) ⊥ im Lcx∞
Now consider the operator Lx̂ : g
c × (imLcx∞)⊥ → Tx∞X given by
Lx̂(ζ, ŷ) := L
c
ψ(x̂)ζ − dψ(x̂)ŷ.
For x̂ = 0 this operator is surjective. Hence there exists a constant δ > 0
such that Lx̂ is surjective for every x̂ ∈ (imLcx∞)⊥ with |x̂| < δ. Hence, for
every such x̂,
dim kerLx̂ = dim g
c + dim(im Lcx∞)
⊥ − dimX
= dim gc − dim im Lcx∞
= dim ker Lcx∞ .
By (i) the kernel of Lx̂ contains all pairs (ζ, ŷ) ∈ gc × (imLcx∞)⊥ such that
ζ = ξ + iη ∈ kerLcx∞ and ŷ = ∇̂xvξ(x∞) + J∇̂xvξ(x∞). This proves Step 2.
Step 3. Let δ > 0 be the constant of Step 2. Then there exists a t0 > 0 and
smooth curves ξ, η : [t0,∞)→ (kerLx∞)⊥, x̂ : [t0,∞)→ (imLcx∞)⊥ such that
x(t) = exp(iη(t)) exp(ξ(t))ψ(x̂(t)), |x̂(t)| < δ,
for every t ≥ t0.
Define the map f : (kerLx∞)
⊥ × (kerLx∞)⊥ × (imLcx∞)⊥ → X (near the
origin) by f(ξ, η, x̂) := exp(iη) exp(ξ)ψ(x̂). Then the derivative of f at the
origin is bijective. Hence f restricts to a diffeomorphism from a neighborhood
of the origin in (kerLx∞)
⊥ × (kerLx∞)⊥ × (imLcx∞)⊥ onto a neighborhood
U∞ ⊂ X of x∞. This proves Step 3.
70
Step 4. Let t0, ξ, η, x̂ be as in Step 3 and let g : R → Gc be the unique
solution of the equation g−1g˙ = iµ(x) with g(0) = 1l. For t ≥ t0 define
h(t) := exp(iη(t)) exp(ξ(t)), g∞(t) := h(t0)
−1g(t0)
−1g(t)h(t).
Then, for all t ≥ t0,
g∞(t0) = 1l, g∞(t) ∈ Gcx∞, x̂(t) = g∞(t)−1x̂(t0), x(t) = h(t)ψ(x̂(t).
By Theorem 4.1 and Step 3, g(t)−1x0 = x(t) = h(t)ψ(x̂(t)) for t ≥ t0. Hence
ψ(x̂(t)) = h(t)−1g(t)−1x0
= h(t)−1g(t)−1g(t0)h(t0)ψ(x̂(t0))
= g∞(t)
−1ψ(x̂(t0)).
Differentiate this equation to obtain
dψ(x̂)∂tx̂ = L
c
ψ(x̂)ζ∞, ζ∞ := ξ∞ + iη∞ := −g−1∞ g˙∞.
Since |x̂(t)| < δ and ∂tx̂ ⊥ imLcx∞ , it follows from Step 2 that
ζ∞(t) ∈ kerLcx∞ , ∂tx̂(t) = ∇̂x(t)vξ∞(t)(x∞) + J∇̂x(t)vη∞(t)(x∞)
for t ≥ t0. Since g∞(t0) = 1l this implies g∞(t) ∈ Gc∞ and x̂(t) = g∞(t)−1x̂(t0)
for t ≥ t0. This proves Step 4.
Step 5. There is a ξ ∈ Λ such that Lx∞ξ = 0 and
lim
t→∞
exp(itξ)h(t0)
−1x(t0) = x∞, wµ(h(t0)
−1x(t0), ξ) = 0.
By Step 4, x̂(t) ∈ Gcx∞(x̂(t0)) for every t ≥ t0 and limt→∞ x̂(t) = 0. Moreover,
the compact Lie group Gx∞ acts on (imL
c
x∞)
⊥ by unitary automorphisms.
Hence, by Theorem 14.2, there exists an element ξ ∈ Λ such that
lim
t→∞
exp(itξ)x̂(t0) = 0, Lx∞ξ = 0.
(Theorem 14.2 provides a circle subgroup in the image of the representation;
choose a lift to find ξ.) Since iξ is Hermitian the function t 7→ |exp(itξ)x̂(t0)|
is decreasing. Hence the vector exp(itξ)x̂(t0) ∈ (imLcx∞)⊥ is contained in the
domain of definition of the holomorphic coordinate chart ψ for t ≥ 0. Hence
ψ(exp(itξ)x̂(t0)) = exp(itξ)ψ(x̂(t0)) = exp(itξ)h(t0)
−1x(t0)
for t ≥ 0, hence
lim
t→∞
exp(itξ)h(t0)
−1x(t0) = ψ(0) = x∞
and hence wµ(h(t0)
−1x(t0), ξ) = 〈µ(x∞), ξ〉 = 0. This proves Step 5.
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Step 6. There is a ζ ∈ Λc such that
wµ(x0, ζ) = 0, lim
t→∞
exp(itζ)x0 /∈ Gc(x0).
Define ζ := g(t0)h(t0)ξh(t0)
−1g(t0)
−1, where g, h, ξ are as in Steps 4 and 5.
Then
wµ(x0, ζ) = wµ(h(t0)
−1g(t0)
−1x0, h(t0)
−1g(t0)
−1ζg(t0)h(t0))
= wµ(h(t0)
−1x(t0), ξ)
= 0,
lim
t→∞
exp(itζ)x0 = lim
t→∞
exp(itg(t0)h(t0)ξh(t0)
−1g(t0)
−1)x0
= g(t0)h(t0) lim
t→∞
exp(itξ)h(t0)
−1x(t0)
= g(t0)h(t0)x∞.
Hence limt→∞ exp(itζ)x0 /∈ Gc(x0) by (92) and this proves Step 6.
Step 7. There is a ξ ∈ Λ such that
wµ(x0, ξ) = 0, lim
t→∞
exp(itξ)x0 /∈ Gc(x0).
Let ζ ∈ Λc be as in Step 6. By Theorem C.4 there are elements p, p+ ∈ P(ζ)
such that ξ := p−1ζp ∈ Λ and p+ = limt→∞ exp(itζ)p exp(−itζ). Then
wµ(x0, ξ) = wµ(x0, ζ) = 0 by part (ii) of Theorem 5.2 and
lim
t→∞
exp(itξ)x0 = lim
t→∞
p−1 exp(itζ)p exp(−itζ) exp(itζ)x0
= p−1p+ lim
t→∞
exp(itζ)x0
/∈ Gc(x0).
Here the last assertion follows from Step 6. This proves Step 7 and (iii).
We prove (iv). Assume first that x is µ-stable. Then wµ(x, ξ) ≥ 0 for all
ξ ∈ Λ by part (ii). Moreover, it follows from part (iii) that if wµ(x, ξ) = 0
then x+ := limt→∞ exp(itξ)x ∈ Gc(x); since ξ ∈ ker Lx+ it follows that Lcx is
not injective, contradicting µ-stability. Thus wµ(x, ξ) > 0 for all ξ ∈ Λ.
Conversely, assume wµ(x, ξ) > 0 for all ξ ∈ Λ. Then x is µ-polystable by
part (iii). Hence there exists a g ∈ Gc such that µ(gx) = 0. If ker Lgx 6= 0
then Λ ∩ ker Lgx 6= ∅ and wµ(gx, ξ) = 0 for every ξ ∈ Λ ∩ ker Lgx; so
wµ(x, g
−1ξg) = 0 for ξ ∈ Λ ∩ ker Lgx in contradiction to our assumption.
Hence kerLgx = 0, hence kerL
c
gx = 0 by Lemma 2.2, and hence ker L
c
x = 0.
Thus x is µ-stable and this proves Theorem 14.1.
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A Nonpositive sectional curvature
Assume throughout that M is a complete, connected, simply connected Rie-
mannian manifold of nonpositive sectional curvature. Then Hadamard’s the-
orem asserts that the exponential map expp : TpM →M is a diffeomorphism
for every p ∈M . The Levi-Civita connection on M is denoted by ∇ and the
distance function is denoted by d :M ×M → [0,∞).
Lemma A.1. Let Φ : M → R be a smooth function that is convex along
geodesics. If γ0, γ1 : R → M are negative gradient flow lines of Φ then the
function R→ R : t 7→ d(γ0(t), γ1(t)) is nonincreasing.
Proof. For each t there is a unique geodesic [0, 1] → M : s 7→ γ(s, t) con-
necting γ(0, t) = γ0(t) to γ(1, t) = γ1(t). Define ρ : R→ [0,∞) by
ρ(t) := d(γ0(t), γ1(t)) =
∫ 1
0
|∂sγ(s, t)| ds.
(The integrand is constant.) If ρ(t) = 0 for some t then ρ(t) = 0 for all t.
Hence assume ρ(t) 6= 0 for all t. Then
ρ˙(t) =
∫ 1
0
∂t|∂sγ| ds
=
∫ 1
0
〈∂sγ,∇t∂sγ〉
|∂sγ| ds
=
1
ρ(t)
∫ 1
0
〈∂sγ,∇s∂tγ〉 ds
=
1
ρ(t)
∫ 1
0
∂s 〈∂sγ, ∂tγ〉 ds
=
1
ρ(t)
(
〈∂sγ(1, t), ∂tγ(1, t)〉 − 〈∂sγ(0, t), ∂tγ(0, t)〉
)
=
1
ρ(t)
(
〈∂sγ(1, t),−∇Φ(γ(1, t))〉 − 〈∂sγ(0, t),−∇Φ(γ(0, t))〉
)
=
1
ρ(t)
(
∂s(Φ ◦ γ)(0, t)− ∂s(Φ ◦ γ)(1, t)
)
= − 1
ρ(t)
∫ 1
0
∂2
∂s2
(Φ ◦ γ)(s, t) ds
≤ 0.
(93)
This proves Lemma A.1.
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Lemma A.2. Let I ⊂ R be an interval and γ0, γ1 : I →M be smooth curves
such that γ0 is a geodesic. Define the function ρ : I → [0,∞) by
ρ(t) := d(γ0(t), γ1(t))
for t ∈ I. If γ0(t) = γ1(t) then
d
dt±
ρ(t) = lim
h→0
h>0
ρ(t± h)
±h = ±|γ˙0(t)− γ˙1(t)|.
If γ0(t) 6= γ1(t) then
ρ¨(t) ≥ −|∇γ˙1(t)|.
Proof. A theorem in differential geometry asserts that for every positive con-
stant α < 1 there exists a δ > 0 such that, for all v0, v1 ∈ TpM ,
|v0|, |v1| < δ =⇒ α|v0 − v1| ≤ d(expp(v0), expp(v1)) ≤ α−1|v0 − v1|.
Now assume ρ(t0) = 0, denote p0 := γ(t0), and choose smooth functions
v0, v1 : R→ Tp0M such that
γ0(t0 + t) = expp0(v0(t)), γ1(t0 + t) = expp0(v1(t))
for all t. Then
d
dt+
ρ(t0) = lim
h→0
h>0
ρ(t0 + h)
h
= lim
h→0
h>0
d(γ0(t0 + h), γ1(t0 + h))
h
= lim
h→0
h>0
d(expp0(v0(h)), expp0(v1(h)))
h
= lim
h→0
h>0
|v0(h)− v1(h)|
h
=
d
dt+
∣∣∣∣
t=0
|v0(t)− v1(t)|
= |v˙0(0)− v˙1(0)|
= |γ˙0(t0)− γ˙1(t0)|.
An analogous argument shows that d
dt−
ρ(t0) = −|γ˙0(t0)− γ˙1(t0)|. This proves
the first assertion of Lemma A.2
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To prove the second assertion we argue as in the proof of Lemma A.1.
For each t denote by [0, 1]→M : s 7→ γ(s, t) the unique geodesic connecting
γ(0, t) = γ0(t) to γ(1, t) = γ1(t) so that ρ(t) =
∫ 1
0
|∂sγ(s, t)| ds. If ρ(t) 6= 0
then
ρ˙(t) =
∫ 1
0
〈∂sγ,∇t∂sγ〉
|∂sγ| ds
=
1
ρ(t)
(
〈∂sγ(1, t), ∂tγ(1, t)〉 − 〈∂sγ(0, t), ∂tγ(0, t)〉
)
.
as in equation (93) in the proof of Lemma A.1. In particular,
ρ˙(t)2 ≤
∫ 1
0
|∇t∂sγ|2 ds (94)
by the Cauchy–Schwarz inequality. Moreover, d
dt
(ρρ˙) = ρρ¨+ ρ˙2 and hence
ρ(t)ρ¨(t) + ρ˙(t)2 =
d
dt
(
〈∂sγ(1, t), ∂tγ(1, t)〉 − 〈∂sγ(0, t), ∂tγ(0, t)〉
)
= I + II,
where
I = 〈∂sγ(1, t),∇t∂tγ(1, t)〉 ≥ −ρ(t)|∇tγ˙1(t)|
and
II = 〈∇t∂sγ(1, t), ∂tγ(1, t)〉 − 〈∇t∂sγ(0, t), ∂tγ(0, t)〉
=
∂
∂s
|∂tγ(1, t)|2
2
− ∂
∂s
|∂tγ(0, t)|2
2
=
∫ 1
0
∂2
∂s2
|∂tγ|2
2
ds
=
∫ 1
0
(
|∇s∂tγ|2 + 〈∂tγ,∇s∇s∂tγ〉
)
ds
=
∫ 1
0
(
|∇t∂sγ|2 + 〈∂tγ,∇s∇t∂s −∇t∇s∂sγ〉
)
ds
=
∫ 1
0
(
|∇t∂sγ|2 + 〈∂tγ, R(∂sγ, ∂tγ)∂sγ〉
)
ds
≥ ρ˙(t)2.
Here the last inequality follows from (94) and the fact thatM has nonpositive
sectional curvature. This proves Lemma A.2.
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Lemma A.3. For all p ∈M , all v0, v1 ∈ TpM , and all t ≥ 1,
|v0 − v1| ≤ d(expp(v0), expp(v1)) ≤
d(expp(tv0), expp(tv1))
t
.
Proof. Define the functions
γ0, γ1 : [0,∞)→ M, ρ : [0,∞)→ [0,∞)
by
γ0(t) := expp(tv0), γ1(t) := expp(tv1), ρ(t) := dM(γ0(t), γ1(t)).
By Lemma A.2 the function ρ is convex and
ρ(0) = 0, ρ˙(0) = |v0 − v1|.
Hence
dM(expp(tv0), expp(tv1)) = ρ(t) ≥ tρ(1) = tdM(expp(v0), expp(v1))
for t ≥ 1 and
dM(expp(v0), expp(v1)) = ρ(1) ≥ ρ˙(0) = |v0 − v1|.
This proves Lemma A.3.
Theorem A.4 (Cartan’s fixed point theorem). Let M be a complete
connected simply connected Riemannian manifold with nonpositive sectional
curvature. Let G be a compact topological group that acts onM by isometries.
Then there exists an element p ∈ M such that gp = p for every g ∈ G.
Proof. See page 78.
The proof follows the argument given by Bill Casselmann in [7] and re-
quires the following two lemmas. The first lemma asserts that every manifold
of nonpositive sectional curvature is a semi-hyperbolic space in the sense of
Alexandrov.
Lemma A.5. Let M be a complete connected simply connected Riemannian
manifold with nonpositive sectional curvature. Let m ∈ M and v ∈ TmM
and define
p0 := expm(−v), p1 := expm(v).
Then
2d(m, q)2 +
d(p0, p1)
2
2
≤ d(p0, q)2 + d(p1, q)2
for every q ∈M .
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Proof. By Hadamard’s theorem the exponential map expm : TmM →M is a
diffeomorphism. Hence
d(p0, p1) = 2|v|.
Now let q ∈M . Then there is a unique tangent vector w ∈ TmM such that
q = expm(w), d(m, q) = |w|.
Since the exponential map is expanding, by Lemma A.3, we have
d(p0, q) ≥ |w + v|, d(p1, q) ≥ |w − v|.
Hence
d(m, q)2 = |w|2
=
|w + v|2 + |w − v|2
2
− |v|2
≤ d(p0, q)
2 + d(p1, q)
2
2
− d(p0, p1)
2
4
.
This proves Lemma A.5.
The next lemma is Serre’s uniqueness result for the circumcentre of a
bounded set in a semi-hyperbolic space.
Lemma A.6 (Serre). Let M be a complete connected simply connected Rie-
mannian manifold with nonpositive sectional curvature. For p ∈M and r ≥ 0
denote by B(p, r) ⊂ M the closed ball of radius r centered at p. Let Ω ⊂ M
be a nonempty bounded set and define
rΩ := inf {r > 0 | there exists a p ∈M such that Ω ⊂ B(p, r)}
Then there exists a unique point pΩ ∈M such that Ω ⊂ B(pΩ, rΩ).
Proof. We prove existence. Choose a sequence ri > rΩ and a sequence pi ∈M
such that
Ω ⊂ B(pi, ri), lim
i→∞
ri = rΩ.
Choose q ∈ Ω. Then d(q, pi) ≤ ri for every i. Since the sequence ri is
bounded andM is complete, it follows that pi has a convergent subsequence,
still denoted by pi. Its limit
pΩ := lim
i→∞
pi
satisfies Ω ⊂ B(pΩ, rΩ).
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We prove uniqueness. Let p0, p1 ∈M such that
Ω ⊂ B(p0, rΩ) ∩B(p1, rΩ).
Since the exponential map expp : TpM → M is a diffeomorphism there exists
a unique vector v0 ∈ Tp0M such that
p1 = expp0(v0).
Denote the midpoint between p0 and p1 by
m := expp0
(
1
2
v0
)
.
Then it follows from Lemma A.5 that
d(m, q)2 ≤ d(p0, q)
2 + d(p1, q)
2
2
− d(p0, p1)
2
4
≤ r2Ω −
d(p0, p1)
2
4
for every q ∈ Ω. Since
sup
q∈Ω
d(m, q) ≥ rΩ,
by definition of rΩ, it follows that d(p0, p1) = 0 and hence
p0 = p1.
This proves Lemma A.6
Proof of Theorem A.4. Let q ∈M and consider the group orbit
Ω := {gq | g ∈ G} .
Since G is compact, this set is bounded. Let rΩ ≥ 0 and pΩ ∈ M be as in
Lemma A.6. Then
Ω ⊂ B(pΩ, rΩ).
Since G acts on M by isometries, this implies
Ω = gΩ ⊂ B(gpΩ, rΩ)
for every g ∈ G. Hence it follows from the uniqueness statement in Step 2
that gpΩ = pΩ for every g ∈ G. This proves Theorem A.4.
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B The homogeneous space M = Gc/G
Throughout we denote by pi : Gc →M the projection onto the homogeneous
space
M := Gc/G := {pi(g) | g ∈ Gc} , pi(g) := gG.
Theorem B.1. Choose an invariant inner product on g and define a Rie-
mannian metric on M by
〈v1, v2〉p := 〈η1, η2〉 , p = pi(g), vi = dpi(g)giηi, (95)
for g ∈ Gc and η1, η2 ∈ g.
(i) Let g : R → Gc and η : R → g be smooth functions. Then the covariant
derivative of the vector field
X := dpi(g)giη ∈ Vect(γ)
along the curve γ := pi ◦ g : R→M is given by
∇X = dpi(g)gi
(
η˙ + [Re(g−1g˙), η]
)
. (96)
(ii) The geodesics on M have the form
γ(t) = pi(g exp(itη))
for g ∈ Gc and η ∈ g.
(iii) The Riemann curvature tensor on Gc/G is given by
Rp(v1, v1)v3 = dpi(g)gi[[η1, η2], η3], p = pi(g), vi = dpi(g)giηi.
for g ∈ Gc and ηi ∈ g.
(iv) M is a complete, connected, simply connected Riemannian manifold of
nonpositive sectional curvature.
Proof. The projection pi : Gc → M is a principal G-bundle. The formula
Ag(ĝ) := Re(g
−1ĝ)
defines a connection 1-form A ∈ Ω1(Gc, g). The map
Gc × g→ TM : (g, η) 7→ dpi(g)giη.
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descends to a vector bundle isomorphism from the associated bundle Gc×adg
to the tangent bundle of M . Thus A induces a connection on TM and this
connection is given by (96). Whenever the action of G on a vector space
preserves the inner product so does the induced connection. Hence (96) is a
Riemannian connection on TM . We prove that it is torsion free. Denote by s
and t the standard coordinates on R2. Choose a smooth function g : R2 → Gc
and denote γ := pi ◦ g. Then
∇s∂tγ = dpi(g)gi
(
∂sIm(g
−1∂tg) + [Re(g
−1∂sg), Im(g
−1∂tg)]
)
= dpi(g)gi
(
∂tIm(g
−1∂sg) + [Re(g
−1∂tg), Im(g
−1∂sg)]
)
= ∇t∂sγ
Here the second equation follows from the identity
∂s(g
−1∂tg)− ∂t(g−1∂sg) + [g−1∂sg, g−1∂tg] = 0.
This proves part (i).
We prove part (ii). A smooth curve γ(t) = pi(g(t)) is a geodesic if and
only if ∇γ˙ ≡ 0. By (i) this is equivalent to the differential equation
∂tIm(g
−1g˙) + [Re(g−1g˙), Im(g−1g˙)] = 0.
A function g : R→ Gc satisfies this equation if and only if it has the form
g(t) = g0 exp(itη)u(t)
for some g0 ∈ Gc, η ∈ g, and u : R→ G. This proves part (ii).
We prove part (iii). Choose maps g : R2 → Gc and η : R2 → g and denote
ζs := g
−1∂sg, ζt := g
−1∂tg, ∂sζt − ∂tζs + [ζs, ζt] = 0.
Let γ := pi ◦ g and
Zs := dpi(g)gζs, Zt := dpi(g)gζs, Y := dpi(g)giη.
Thus
Zs = ∂sγ, Zt = ∂tγ
and, by part (i),
∇sY = dpi(g)gi
(
∂sη + [Re(ζs), η]
)
,
∇tY = dpi(g)gi
(
∂tη + [Re(ζt), η]
)
.
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Hence we obtain
R(Zs, Zt)Y = ∇s∇tY −∇t∇sY = dpi(g)giη˜,
where
η˜ = ∂s
(
∂tη + [Re(ζt), η]
)
+
[
Re(ζs),
(
∂tη + [Re(ζt), η]
)]
− ∂t
(
∂sη + [Re(ζs), η]
)
−
[
Re(ζt),
(
∂sη + [Re(ζs), η]
)]
= [Re(∂sζt), η] + [Re(ζs), [Re(ζt), η]]
−[Re(∂tζs), η]− [Re(ζt), [Re(ζs), η]]
=
[
Re(∂sζt)− Re(∂tζs) + [Re(ζs),Re(ζt)], η
]
= [[Im(ζs), Im(ζt)], η].
This proves part (iii). It follows from (iii) that
〈R(Zs, Zt)Zt, Zs〉 = − |[Im(ζs), Im(ζt)]|2 ≤ 0
This proves Theorem B.1.
Lemma B.2. If ξ0, ξ1, η ∈ g satisfy
exp(−iξ1) exp(iξ0) exp(iη) ∈ G
then |ξ0 − ξ1| ≤ |η|.
Proof. Define g0 := exp(iξ0) and g1 := exp(iξ1). Then the geodesic in G
c/G
connecting pi(g0) to pi(g1) is given by γ(t) := pi(g0 exp(itη)) for 0 ≤ t ≤ 1.
Hence d(pi(g0), pi(g1)) = |η|. Therefore it follows from Lemma A.3 with
M = Gc/G, p = pi(1l), v0 = dpi(1l)iξ0, v1 = dpi(1l)iξ1, expp(v0) = pi(g0), and
expp(v1) = pi(g1) that |ξ0 − ξ1| ≤ |η|. This proves Lemma B.2.
Lemma B.3. Every compact subgroup of Gc is conjugate to a subgroup of G.
Proof. Let K ⊂ Gc be a compact subgroup. Then K acts on Gc/G by isome-
tries via k · pi(g) := pi(kg) for k ∈ K and g ∈ Gc. By Theorem A.4 the action
of K on Gc/G has a fixed point pi(g) ∈ Gc/G. Hence pi(kg) = pi(g) and hence
g−1kg ∈ G for every k ∈ K.
Lemma B.4. Let ζ ∈ gc. Then the following are equivalent.
(i) ζ is semi-simple and has imaginary eigenvalues.
(ii) There is a g ∈ Gc such that g−1ζg ∈ g.
Proof. Assume (i). Then the set T := {exp(tζ) | t ∈ R} ⊂ Gc is a (compact)
torus. By Lemma B.3 there is an element g ∈ Gc such that g−1Tg ⊂ G. This
implies g−1ζg = d
dt
|t=og−1 exp(tζ)g ∈ g. That (ii) implies (i) is obvious.
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C Toral generators
Let G ⊂ U(n) be a compact Lie group with complexification Gc ⊂ GL(n,C)
and denote their Lie algebras by g := Lie(G) ⊂ u(n) and gc := g + ig.
Definition C.1. A nonzero element ζ ∈ gc is called a toral generator if
it is semi-simple and has purely imaginary eigenvalues. This means that the
subset
Tζ := {exp(tζ) | t ∈ R}
is a torus in Gc. By Lemma B.4 the set of toral generators is
T
c := ad(Gc)(g \ {0}).
Throughout we use the notation
Λ := {ξ ∈ g \ {0} | exp(ξ) = 1} ,
Λc := {ζ ∈ gc \ {0} | exp(ζ) = 1} . (97)
Thus
Λ ⊂ Λc ⊂ T c.
The elements of Λc are in one-to-one correspondence with nontrivial one-
parameter subgroups C∗ → Gc. The set Λ ∪ {0} intersects the Lie algebra
t ⊂ g of any maximal torus T ⊂ G in a spanning lattice and every element
of Λc is conjugate to an element of Λ ∩ t (see Lemma B.4).
Lemma C.2. For ζ ∈ T c the set
P(ζ) :=
{
p ∈ Gc | the limit lim
t→∞
exp(itζ)p exp(−itζ) exists in Gc
}
(98)
is a Lie subgroup of Gc with Lie algebra
p(ζ) :=
{
ρ ∈ gc | the limit lim
t→∞
exp(itζ)ρ exp(−itζ) exists in gc
}
. (99)
Proof. Let ζ ∈ T c. Then the matrix iζ ∈ Cn×n is semi-simple and has real
eigenvalues, denote by λ1 < λ2 < · · · < λk. Denote the eigenspace of λj by
Vj so we have an eigenspace decomposition
C
n = V1 ⊕ V2 ⊕ · · · ⊕ Vk.
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Write a matrix ρ ∈ gc ⊂ gl(n,C) in the form
ρ =

ρ11 ρ12 · · · ρ1k
ρ21 ρ22 · · · ρ2k
...
...
. . .
...
ρk1 ρk2 · · · ρkk
 , ρij ∈ Hom(Vj , Vi).
Then
exp(itζ)ρ exp(−itζ) =

ρ11 e
(λ1−λ2)tρ12 · · · e(λ1−λk)tρ1k
e(λ2−λ1)tρ21 ρ22 · · · e(λ2−λk)tρ2k
...
...
. . .
...
e(λk−λ1)tρk1 e
(λk−λ2)tρk2 · · · ρkk
 .
Thus ρ ∈ p(ξ) if and only if ρ ∈ gc and ρij = 0 for i > j. Likewise, g ∈ P(ζ)
if and only if g ∈ Gc and gij = 0 for i > j. Hence P(ζ) is a closed subset
of Gc. Since every closed subgroup of a Lie group is a Lie subgroup, this
proves Lemma C.2.
The proof of Lemma C.2 shows that P(ζ) is what is called in the theory
of algebraic groups a parabolic subgroup of Gc (upper triangular matrices).
It also shows that, for ζ = ξ ∈ g, its intersection with G is the centralizer
P(ξ) ∩G = C(ξ) := {u ∈ G | uξu−1 = ξ} .
In this case there is a G-equivariant isomorphism
Gc/P(ξ) ∼= G/C(ξ). (100)
For a generic element ξ ∈ g, the group B := P(ξ) is a Borel subgroup of Gc,
the centralizer T := C(ξ) = B ∩ G is a maximal torus, and equation (100)
reads Gc/B ∼= G/T. In general, equation (100) can be restated as follows.
Theorem C.3. For every ξ ∈ g and every g ∈ Gc there exists an element
p ∈ P(ξ) such that p−1g ∈ G.
Proof. In Appendix D we give a proof of Theorem C.3 which does not rely
on the structure theory of Lie groups.
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Theorem C.4 (Mumford). Define a relation on T c by
ζ ∼ ζ ′ def⇐⇒ ∃ p ∈ P(ζ) such that pζp−1 = ζ ′. (101)
The formula (101) defines an equivalence relation on T c, invariant under
conjugation, and every equivalence class contains a unique element of g.
Proof. The group Gc acts on the space Γc :=
⊔
ζ∈T c P(ζ) by the diagonal
adjoint action. This determines a groupoid. The elements of T c are the ob-
jects of the groupoid. A pair (ζ, p) ∈ Γc is a morphism from ζ to pζp−1. The
inverse map is given by (ζ, p) 7→ (pζp−1, p−1) and the composition map sends
a composable pair of pairs consisting of (ζ, p) and (ζ ′, p′) with ζ ′ = pζp−1 to
the pair (ζ, p′p) with p′p ∈ P(pζp−1)p = pP(ζ) = P(ζ). This shows that (101)
is an equivalence relation.
We prove that the equivalence relation (101) is invariant under conjuga-
tion. Choose equivalent elements ζ, ζ ′ ∈ Λc and let g ∈ Gc. Then there is
an element p ∈ P(ζ) such that pζp−1 = ζ ′. Hence gpg−1 ∈ P(gζg−1) and
(gpg−1)(gζg−1)(gpg−1)−1 = gζ ′g−1, so gζg−1 is equivalent to gζ ′g−1.
Now let ζ ∈ T c. By Lemma B.4, there is a g ∈ Gc such that
ξ := gζg−1 ∈ g.
By Theorem C.3, there is a q ∈ P(ξ) such that u := q−1g ∈ G. Hence
p := u−1g = g−1qg ∈ P(g−1ξg) = P(ζ)
and
pζp−1 = u−1gζg−1u = u−1ξu ∈ Λ.
This shows that every equivalence class in T c contains an element of g.
We prove uniqueness. Let ξ ∈ g \ {0} and p ∈ P(ξ) such that pξp−1 ∈ g.
Choose the the eigenvalues λ1 < · · · < λk of iξ and the eigenspace decom-
position Cn = V1 ⊕ · · · ⊕ Vk as in the proof of Lemma C.2. Since iξ is
skew-Hermitian its eigenspaces Vj are pairwise orthogonal. Moreover, the
subspace V1 ⊕ · · · ⊕ Vj is invariant under p and hence also under p−1ξp for
every j. Since pξp−1 ∈ g is a skew-Hermitian endomorphism of Cn and the
complex subspaces V1, . . . , Vk of C
n are pairwise orthogonal, it follows that
pξp−1Vi ⊂ Vi, i = 1, . . . , k.
Hence pξp−1 = ξ. This completes the proof of Theorem C.4.
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D The partial flag manifold Gc/P ≡ G/C
In this appendix we prove Theorem C.3.
Lemma D.1. Let N ∈ N. There exist real numbers
β0(N), β1(N), . . . , β2N−1(N)
such that βν(N) = 0 when ν is even and, for k = 1, 3, 5, . . . , 4N − 1,
2N−1∑
ν=0
βν(N) exp
(
kνpii
2N
)
=
{
i, if 0 < k < 2N,
−i, if 2N < k < 4N. (102)
Proof. Define λ := exp( pii
2N
) and consider the Vandermonde matrix
Λ :=

λ λ3 λ5 . . . λ2N−1
λ3 λ9 λ15 . . . λ6N−3
λ5 λ15 λ25 . . . λ10N−5
...
...
...
. . .
...
λ2N−1 λ6N−3 λ10N−5 · · · λ(2N−1)2
 ∈ CN×N .
Its complex determinant is
detc(Λ) = λ(2N−1)(N−1)
∏
0≤i<j≤N−1
(
λ4j − λ4i) .
Since λ is a primitive 4Nth root of unity, the numbers λ4i, i = 0, . . . , N − 1,
are pairwise distinct. Hence Λ is nonsingular. Hence there exists a unique
vector z = (z1, z3, . . . , z2N−1) ∈ CN such that∑
0<ν<2N
ν odd
exp
(
kνpii
2N
)
zν = i, k = 1, 3, . . . , 2N − 1. (103)
The numbers zν also satisfy the equation∑
0<ν<2N
ν odd
exp
(
(2N − k)νpii
2N
)
zν = −
∑
0<ν<2N
ν odd
exp
(
kνpii
2N
)
zν = i
for k = 1, 3, . . . , 2N − 1 and hence they are real.
Define βν(N) := zν for ν = 1, 3, . . . , 2N − 1 and βν(N) := 0 for ν even.
These numbers satisfy (102) for k = 1, 3, . . . , 2N − 1 by (103). That equa-
tion (102) also holds for k = 2N + 1, 2N + 3, . . . , 4N − 1 follows from the
fact that exp(kpii) = −1 whenever k is odd. This proves Lemma D.1.
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Lemma D.2. Let m ∈ N and N := 2m. There exist real numbers
α0(N), α1(N), . . . , α2N−1(N)
such that αν(N) = 0 when ν is even and, for every k ∈ {0, 1, . . . , 2N − 1},
2N−1∑
ν=0
αν(N) exp
(
kνpii
N
)
=

i, if 1 ≤ k ≤ N − 1,
−i, if N + 1 ≤ k ≤ 2N − 1,
0, if k = 0 or k = N.
(104)
Proof. The proof is by induction on m. For m = 1 and N = 2m = 2 choose
α1(2) := 1/2 and α3(2) := −1/2. Then
3∑
ν=0
αν(2) exp
(
kνpii
2
)
=
ik − (−i)k
2
=

i, for k = 1,
−i, for k = 3,
0, for k = 0, 2.
Now let m ∈ N and define N := 2m. Assume, by induction, that the numbers
αν(N), ν = 0, 1, . . . , 2N − 1, have been found such that (104) holds for
k = 0, 1, . . . , 2N − 1. Let βν(N), ν = 0, 1, . . . , 2N − 1, be the constants of
Lemma D.1. Define
α2N+ν(N) := αν(N), β2N+ν(N) := −βν(N),
for ν = 0, 1, 2, . . . , 2N − 1 and
αν(2N) :=
αν(N) + βν(N)
2
, ν = 0, 1, 2, . . . , 4N − 1. (105)
Then
4N−1∑
ν=0
αν(2N) exp
(
kνpii
2N
)
= Ak +Bk,
where
Ak :=
1
2
4N−1∑
ν=0
αν(N) exp
(
kνpii
2N
)
,
Bk :=
1
2
4N−1∑
ν=0
βν(N) exp
(
kνpii
2N
)
.
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Since α2N+ν(N) = αν(N), we have
Ak =
1
2
4N−1∑
ν=0
αν(N) exp
(
kνpii
2N
)
=
1 + exp(kpii)
2
2N−1∑
ν=0
αν(N) exp
(
kνpii
2N
)
=
1 + (−1)k
2
2N−1∑
ν=0
αν(N) exp
(
kνpii
2N
)
.
If k is odd then the right hand side vanishes. If k is even it follows from the
induction hypothesis that
Ak =
2N−1∑
ν=0
αν(N) exp
(
(k/2)νpii
N
)
=

i, for k = 2, 4, . . . , 2N − 2,
−i, for k = 2N + 2, . . . , 4N − 2,
0, for k = 0, 2N.
Since β2N+ν(N) = −βν(N), we have
Bk =
1
2
2N−1∑
ν=0
βν(N)
(
exp
(
kνpii
2N
)
− exp
(
k(2N + ν)pii
2N
))
=
1− exp(kpii)
2
2N−1∑
ν=0
βν(N) exp
(
kνpii
2N
)
=
1− (−1)k
2
2N−1∑
ν=0
βν(N) exp
(
kνpii
2N
)
.
If k is even then the right hand side vanishes. If k is odd it follows from
Lemma D.1 that
Bk =
2N−1∑
ν=0
βν(N) exp
(
kνpii
2N
)
=
{
i, if k = 1, 3, . . . , 2N − 1,
−i, if k = 2N + 1, . . . , 4N − 1.
Combining the formulas for Ak and Bk we find
Ak +Bk =

i, for k = 1, 2, 3, . . . , 2N − 1,
−i, for k = 2N + 1, 2N + 2, . . . , 4N − 1,
0, for k = 0, 2N,
and this proves Lemma D.2.
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Lemma D.3. For all ξ ∈ Λ, η ∈ g there is a ζ ∈ p(ξ) such that ζ − iη ∈ g.
Proof. Let Cn = V1 ⊕ · · · ⊕ Vk and
λ1 < · · · < λk
be as in the proof of Lemma C.2. Then
λi − λj = 2pimij, mij ∈ Z,
with mij > 0 for i > j and mij < 0 for i < j. Choose m ∈ N such that
N := 2m > mk1 =
λk − λ1
2pi
.
Choose α0, . . . , α2N−1 ∈ R as in Lemma D.2. Let
η =

η11 η12 · · · η1k
η21 η22 · · · η2k
...
...
. . .
...
ηk1 ηk2 · · · ηkk
 ∈ g,
where ηij ∈ Hom(Vj , Vi). Define
ζ := iη −
2N−1∑
ν=0
αν exp
(
− ν
2N
ξ
)
η exp
( ν
2N
ξ
)
∈ gc.
Then, for i > j, we have
ζij = iηij −
2N−1∑
ν=0
αν exp
( ν
2N
i(λi − λj)
)
ηij
=
(
i−
2N−1∑
ν=0
αν exp
(
mijνpii
N
))
ηij
= 0.
The last equation follows from Lemma D.2 and the fact that 1 ≤ mij ≤ N − 1
for i > j. Since ζij = 0 for i > j it follows from the proof of Lemma C.2 that
ζ ∈ p(ξ). Moreover, by construction iη−ζ ∈ g. This proves Lemma D.3.
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Proof of Theorem C.3. Let ξ ∈ Λ and define
A :=
{
g ∈ Gc | ∃ p ∈ P(ξ) such that p−1g ∈ G} .
We prove that A is (relatively) closed in Gc. Let gi ∈ A be a sequence which
converges to an element g ∈ Gc. Then there exists a sequence pi ∈ P(ξ) such
that ui := p
−1
i gi ∈ G. Since G is compact there exists a subsequence (still
denoted by ui) which converges to an element u ∈ G. Since P(ξ) is a closed
subset of Gc, we have p := gu−1 = limi→∞ giu
−1
i = limi→∞ pi ∈ P(ξ). Hence
p−1g = u ∈ G and hence g ∈ A. This shows that A is a closed subset of Gc.
We prove that the function f : P(ξ)×G→ Gc, defined by
f(p, u) := pu
for p ∈ P(ξ) and u ∈ G, is a submersion. Let p ∈ P(ξ) and u ∈ G and denote
g := f(p, u) = pu. Let ĝ ∈ TgGc and denote
ζ˜ := p−1ĝu−1 = u(g−1ĝ)u−1 ∈ gc. (106)
Let η ∈ g be the imginary part of ζ˜ so that ζ˜− iη ∈ g. By Lemma D.3, there
exists an element ζ ∈ p(ξ) such that ζ − iη ∈ g and hence ζ˜ − ζ ∈ g. Define
p̂ := pζ, û :=
(
ζ˜ − ζ
)
u.
Then p̂ ∈ TpP, û ∈ TuG, and
df(p, u)(p̂, û) = p̂u+ pû = pζ˜u = ĝ.
Here the last equation follows from (106). Thus we have proved that the
differential df(p, u) : TpP×TuG→ TpuGc is surjective for every p ∈ P(ξ) and
every u ∈ G. Hence f is a submersion as claimed.
We prove that A = Gc. The set A contains G by definition. Moreover,
we have proved that it is closed and that it is the image of a submersion
and hence is open. Since Gc is homeomorphic to G × g and A contains
G ∼= G×{0}, it follows that A intersects each connected component of Gc in
a nonempty open and closed set. Hence A = Gc. This proves Theorem C.3
for ξ ∈ Λ.
Now let ξ ∈ g. Choose sequences ξi ∈ Λ and si ∈ R such that siξi
converges to ξ. By the first part of the proof there exist sequences pi ∈ P(ξi)
and ui ∈ G such that uipi = g for every i. Passing to a subsequence if
necessary we may assume that ui converges to u ∈ G. Hence pi = u−1i g
converges to p = u−1g ∈ Gc. Examining the eigenspace decompositions of ξ
and ξi we find that p ∈ P(ξ). This proves Theorem C.3.
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