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Introduction
By definition, put µ(z 1 , z 2 ) = cz 1 z 2 + dz 2 − az 1 − b, where z 1 , z 2 ∈ H = {z : (z) ≥ 0} are arbitrary fixed points.
In [5] , [6] Don Zagier proved that the Hecke operator T k (m) on the space of cusp forms of weight 2k can be defined by a kernel ω m (z 1 ,z 2 , k):
where the sum is taken over all integer matrices a b c d with determinant m. It is easy to prove that for an even integer k > 2 the series ω m (z 1 ,z 2 , k) is a cusp form of weight k.
Theorem 1 (D. Zagier). Let F be a fundamental domain for the modular group Γ = SL 2 (Z) in H and
then for every holomorphic cusp form f of weight k
Remark 1. Since m k−1 ω m = T k (m)h 1 , it suffices to consider the case m = 1.
Professor Don Zagier proved Theorem 1 using the Rankin-Selberg method. Another way to proof this theorem is to construct a Cauchy's kernel. Formally, it's expressed by the series
If k = 1 the series Ξ(z 1 , z 2 , k) doesn't converge absolutely, but it is just at the edge of convergence, since ad−bc=1 1 |µ(z1,z2)| s |µ(z1,z2)| s converges for any s such that (s) > 1. Following the lead of E. Hecke we investigate the series
where n is a non negative integer, s is complex. The series
The aim of this paper is to prove that the series (3) can be continued as holomorphic function in s to the point s = n = 1. As a consequence we will get an expression for ∂ z1 log |j(
2 Asymptotics of the series Ξ n (z 1 , z 2 , s)
Theorem 3. The series Ξ n (z 1 , z 2 , s) can be analytically continued to the point s = n = 1.
Proof. (i) We can assume without loss of generality that determinant m = 1.
(ii) Split the sum (3) into subsums with respect to the value of c and combine each summand with its negation, we get
We have
and has a simple pole of residue 1 at s = (iv) Case 2. c > 0.
At first note that
Easy to check that if the series
can be analytically continued to some point, then the sum Ξ c n (z 1 , z 2 , s) defined by (6) can be analytically continued to this point as well.
Therefore, we will consider the sum
(v) Consider the classical series [7] S n (z, y, s)
here n is an integer, s is complex, y is real, and * denotes the sum taken over all integers ν = τ . The series S n (z, y, s) is absolutely convergent iff (s) > 
where
and
is the modified Bessel function of the second kind (MacDonald function).
So the right-hand side of (9) equals
A r,r (c)e 2πi(r (z1)+r (z2)) . (13)
Find the coefficients in right-hand side of (13) using Lemma 1, then (a) for r = r = 0, the constant term of the Fourier expansions
where ϕ(c) is the Euler's totient function.
Observing that
is the Dirichlet series of ϕ(c), we obtain
The constant term 
Since the function σ −2λ (r)r λ is an entire function of λ and K λ (Y ) is entire in λ and K λ (2Y ) = O(e −αY ) as Y −→ ∞, 0 < α < 2, it follows that the term A r (c) can be analytically continued to the point s = n = 1.
(c) Arguing as above, we consider the term
has no pole at the point s = n = 1.
then the coefficient A r,r (c) is given by the following:
Note that in the right-hand side of this expression we have a Kloosterman sum
There is a well-known estimate [2] , [8] for Kloosterman sums:
is the number of the positive divisors of n, then
.
We know the Dirichel series involving the divisor function d(c) = σ 0 (n):
Finally, using (15), (16), we obtain an estimate
Thus, this Fourier coefficient does not have a pole at the point s = n = 1. The Bessel function K λ (2Y ) is exponentially small in Y as Y → ∞, therefore the terms
A r,r (c) are absolutely convergent. This completes the proof of the part (1) of the theorem.
Let us define Ξ(z 1 , z 2 , 1) as the value of the holomorphic function Ξ 1 (z 1 , z 2 , s) at s = 1. From the behavior of Ξ 1 (z 1 , z 2 , s) under modular transformations we immediately obtain the behavior of the function Ξ(z 1 , z 2 , 1):
Remark 2. In order to define the sum ω(z 1 ,z 2 , k) = ad−bc=1 1 µ(z1,z2) k for k = 2 let us consider the series
Using the same arguments as in the proof of (3), one can proof that Lemma 3. The series Ω n (z 1 , z 2 , s) can be analytically continued to the point s = n = 1.
Therefore, we can put ω(z 1 ,z 2 , 2) = lim
3 Derivatives of the function Ξ n (z 1 , z 2 , s)
In this section we will calculate the derivatives of (z 2 −z 2 ) 2s−1 Ξ n (z 1 , z 2 , s) for n = 1 and (s) > 1.
• Differentiating of the function (z 2 −z 2 ) 2s−1 Ξ 1 (z 1 , z 2 , s) with respect toz 1 gives
By Ψ 1 (z 1 , z 2 , s), Ψ 2 (z 1 , z 2 , s) denote the following sums:
One can show that the functions Ψ 1 (z 1 , z 2 , s), Ψ 2 (z 1 , z 2 , s) are holomorphic for (s) > 1 with the simple poles at s = 1 of residues 3 2
• The partial derivative with respect toz 2 gives The modular invariant j(z) is defined by
3. Now we are ready to prove Theorem 2.
Proof. Since j-invariant is a modular function of weight 0 with a simple pole at the cusp and holomorphic on H, then the meromorphic 1-form ∂ z1 log |j(z 1 ) − j(z 2 )| 2 has the simple poles at the points z 1 = γz 2 and at the cusps. Thus the differential forms in the left-hand side and in the right-hand side of (4) have the same poles. As a consequence we have that the difference of this differential forms is a holomorphic 1-form invariant under the modular transformation. Therefore it is equal to zero.
