Abstract. Probabilistic classifiers are developed by assuming generative models which are product distributions over the original attribute space (as in naive Bayes) or more involved spaces (as in general Bayesian networks). While this paradigm has been shown experimentally successful on real world applications, despite vastly simplified probabilistic assumptions, the question of why these approaches work is still open. This paper resolves this question. We show that almost all joint distributions with a given set of marginals (i.e., all distributions that could have given rise to the classifier learned) or, equivalently, almost all data sets that yield this set of marginals, are very close (in terms of distributional distance) to the product distribution on the marginals; the number of these distributions goes down exponentially with their distance from the product distribution. Consequently, as we show, for almost all joint distributions with this set of marginals, the penalty incurred in using the marginal distribution rather than the true one is small. In addition to resolving the puzzle surrounding the success of probabilistic classifiers our results contribute to understanding the tradeoffs in developing probabilistic classifiers and will help in developing better classifiers.
Introduction
Probabilistic classifiers and, in particular, the archetypical naive Bayes classifier, are among the most popular classifiers used in the machine learning community and increasingly in many applications. These classifiers are derived from generative probability models which provide a principled way to the study of statistical classification in complex domains such as natural language and visual processing.
The study of probabilistic classification is the study of approximating a joint distribution with a product distribution. Bayes rule is used to estimate the conditional probability of a class label . That is, the original attributes are assumed to be independent given the class label.
Although the naive Bayes algorithm makes some unrealistic probabilistic assumptions it has been found to work remarkably well in practice [4, 3] . Roth [10] develops a partial answer to this unexpected behavior using techniques from learning theory. It is shown that naive Bayes and other probabilistic classifiers are all "Linear Statistical Query" classifiers; thus, PAC type guarantees [12] can be given on the performance of the classifier on future, previously unseen data, as a function of its performance on the training data, independently of the probabilistic assumptions made when deriving the classifier. However, the key question that underlies the success of probabilistic classifiers is still open. That is, why is it even possible to get good performance on the training data, i.e., to "fit the data" 1 with a classifier that relies heavily on extremely simplified probabilistic assumptions on the data? This paper resolves this question and develops arguments that could explain the success of probabilistic classifiers and, in particular, that of naive Bayes. We start by quantifying the optimal Bayes error as a function of the entropy of the data. We develop upper and lower bounds on this term, and discuss where do most of the distributions lie relative to these bounds. While this gives some idea as to what can be expected in the best case, we would like to quantify what happens in realistic situations, when the probability distribution is not known. Quantifying the penalty incurred due to the independence assumptions allows us to show its direct relation to the distributional distance between the true (joint) and the product distribution over the marginals used to derive the classifier. This is used to derive the main result of the paper which, we believe, explains the practical success of product distribution based classifiers. Informally, we show that almost all joint distributions with a given set of marginals (that is, all distributions that could have given rise to the classifier learned) 2 are very close to the product distribution on the marginals -the number of these distributions goes down exponentially with their distance from the product distribution. Consequently, the error incurred when predicting using the product distribution is small for almost all joint distributions with the same marginals.
There is no claim in this paper that distributions governing "practical" problems are sampled according to a uniform distribution over these marginal distributions. Clearly, there are many distributions for which the product distribution based algorithm will not perform well (e.g., see [10] ) and in some situations, these could be the interesting distributions. The counting arguments developed here suggest, though, that "bad" distributions are relatively rare.
Finally, we show how these insights may allow one to quantify the potential gain achieved by the use of complex probabilistic models thus explaining phenomena observed previously by experimenters.
It is important to note that this paper ignores small sample effects. We do not attend to learnability issues but rather assume that good estimates of the statistics required by the classifier can be obtained; the paper concentrates on analyzing the properties of the resulting classifiers.
Preliminaries
We consider the standard binary classification problem in a probabilistic setting. In this model one assumes that data elements 
e Y T sampled according to we are interested in studying the optimal Bayes error achievable on it. Assuming, for simplicity, that the two classes are equally likely (
) , the optimal Bayes error is given by
The Bayes optimal error under the uniform class prob. assumption is:
are independent quantities and can be changed without influencing each other. [2] also gives the relation between the Bayes optimal error and the entropy of the class label conditioned upon the data,
where the left hand side inequality is same as the Fano's inequality [1] and the right side follows by the direct application of the Jensen's inequality. However, Q S ¢ F H is typically not always available and thus the use of this bound depends on learning a probabilistic classifier. Now we derive a relation between the lowest achievable Bayes error and the conditional entropy of the input data given the class label thus allowing for an assessment of the optimal performance of the Bayes classifier just by looking at the given data. Naturally, the relation obtained between error and entropy is much loser, compared to the one given in Eqn 2, as has been documented in previous attempts to develop bounds of this sort [5] . We assume a domain of size 
We prove the theorem using the following sequence of lemmas (For proofs, please see [8] ). For simplicity, our analysis assumes that is an even number. The general case follows similarly. When is odd, due to the concavity and symmetry of the entropy function, maximum entropy is achieved when . That is,
Now we are in a position to prove Theorem 1. Lemma 2 and 3 are used to prove the upper bound and Lemma 4 is used to prove the lower bound on the entropy. , we obtain the distributions that maximize the conditional entropy:
(4) The conditional entropy for this distribution is
. To prove the lower bound on the conditional entropy given Bayes optimal error of } we use the distributions given by Lemma 4:
The entropy for this distribution is given by
The results of the theorem are depicted in Figure 1 for
The bounds imply that the points outside the shaded area cannot be realized. It is interesting to see that the bound is tight in the sense that there are distributions on the boundary of the curves. This also addresses the common misconception that "low entropy implies low error and high entropy implies high error". Our analysis shows that while the latter is correct, the former may not be. We observe that when the entropy is zero, the error can either be ` i s at least as much as the number of those with entropy below it. This is illustrated using the dotted curve in Figure 1 for the case
I
. For the simulations we fixed the resolution and did not distinguish between two probability distributions for which the probability assignments for all data points is within some small range. We then generated all the conditional probability distributions and their (normalized) histogram. This is plotted as the dotted curve superimposed on the bounds in Figure 1 . It is evident that most of the distributions lie in the high entropy region, where the relation between the entropy and error in Thm. 1 carries useful information.
Classification Error
While previously we bounded the Bayes optimal error assuming the correct joint probability is known, in this section we start investigating the more interesting case -the mismatched probability distribution. We assume that the learner has estimated a probability distribution that is different from the true joint distribution. The performance measure used in our study is the probability of error. We can look at the probability of misclassification from the perspective of hypothesis testing. That is, this is the probability of misclassifying a sample as coming from hypothesis Stein's lemma [1] gives asymptotic bounds on the performance of a classifier which is using Likelihood ratio test for deciding between the two hypotheses. It shows that under the condition that 
In practice, however, rather than the true joint distribution over the samples, the induced product distribution (derived using conditional independence assumptions) is used. The standard Stein's lemma doesn't hold in this case and we prove a modified version of it for this case. 
For the proof, please refer to [8] . By writing
i n a more recognizable form, the asymptotic bound on the error can be written as 
The first term on the right hand side of Eqn 8 is the same as the one in the original Stein's Lemma. Since Stein's lemma gave the minimum error achievable by any algorithm, we can't do better than this quantity which can be viewed as a "baseline" term. Improving the approximation affects the second term -the distance between the true distribution and the approximation -which acts as the actual penalty. Although the bound is derived under the assumption that only the distribution corresponding to one hypothesis is approximated, a similar bound can be derived for the more general case (when the distributions corresponding to both hypothesis are unknown) under the condition that
for some finite . In this case, the bound will be given by
. The condition is fairly general and always holds for product distributions. However, the bound given by Eqn 7 highlights some basic properties of the distributions and will be analyzed in the rest of the paper. The general case follows similar arguments. Eqn 8 shows that the additional penalty term is related to 
Density of Distributions
Let t e be the product distribution induced by . As mentioned before, given data sampled according to , probabilistic algorithms estimate E e and use it for classifying future data. In this section we explain why making classifications using an induced product distribution rather than the true joint distribution works well in practice.
Given the bound in Eq. 
is assumed (although it can be extended to the case of continuous random variables). The analysis is based on the method of types [1] which allows one to study the number of sequences of length X that can be observed when sampling according to distribution . We first provide some preliminaries. This theorem gives a bound on the number of sequences with a given entropy. We now present the main result of this section: Proof: (Sketch) Consider a probability distribution such that
where the second equality follows from the argument given in Eqn 9. That is, the entropy of distributions for which 
where (a small number) goes to zero as X increases. The theorem shows that a randomly picked sequence of
(a "data set") with a given marginal distribution over the individual features is likely to have true joint distribution that is very close to the marginal distribution. Equivalently, the probability of a data set which is } away from the product distribution decays exponentially with } ( Figure 2(a) ). Together with the penalty results in Sec. 4 it is clear why we represent this in terms of the distance between the distributions. If, as probabilistic classifier do, classification with respect to is done using the induced product distribution E e
, then the error incurred is related to
(disregarding the baseline term in Eq. 8). Therefore, Thm 6 implies that for most data sets, the classification error is going to be small. While the results above are phrased in terms of the number of data sets that are sampled according to distributions in a certain distance from the given product distribution, an equivalent result can be shown for the number of joint distributions in a certain distance from the induced product distribution. In both cases the decay is exponential in the distance. This is illustrated in Fig. 2 . ) Thus it shows that the "bad" cases (when the distribution is far from marginal) are rare when considering the space of all possible distributions with a given marginal distribution (or all data sets sampled according to distributions with a given marginal). Note that, this is a upper bound analysis . Sometimes this bound is tight, as shown in Sec. 4 for the case in which T is in product form. Nevertheless, there could be cases in which the bound is loose. However, the bound goes in the right direction, and in the majority of the cases the upper bound is small.
To show what happens in practice, some simulations are presented in Fig. 3 . We considered a case of~and features as input and the case of a binary classifier. In each case,©¦ ¦¦ sequences of fixed length were randomly sampled according to different joint distributions, all having the same induced product distribution. Plots of the number of sequences, with a joint distribution at a certain distance from the product distribution are given in Fig. 3 (a&c)(for~¤ £ features resp.). As expected, the histogram looks very similar to the Fig. 2 . Also shown (Fig. 3(b&d) for~¤ £ features resp.) are the resulting classification errors as a function of the distance between the joint and the product distribution. The figures give the ratio of the errors made during classification when one 3 Notice that this distance is always finite since 
Complex Probabilistic Models and Small Sample Effects
In the practice of machine learning [9, 11] the use of probabilistic classification algorithms is preceded by the generation of new features from the original attributes in the space which can be seen as using complex probabilistic classifiers. We analyze the particular case of tree augmented Bayesian (TAN) classifier introduced in [7] , which is a sophisticated form of the naive Bayesian classifier modeling higher (second) order probabilistic dependencies between the attributes. They [7] conducted a number of experiments and reported improved results on some of the datasets. It is easy to see that by modeling the TAN distribution, one is essentially decreasing the distance between the true (joint) and the approximated distribution. i.e. is directly mapped to the reduction in the bound on error, thus explaining the better performance. Table 5 exhibits this result when evaluated on five data sets (chosen based on the number of attributes and training examples) studied in [7] . In addition to presenting the results published in [7] , we have computed, for each one of the classes (0, 1), the distance between the pure naive Bayes and the TAN distribution, and their average. The Avr. Diff. column is the average (over the two classes) of the distances between the TAN and the product distributions. Clearly our results predict well the success (rows 3, 5) and failure (row 2) of TAN over the naive Bayesian distribution.
As mentioned before, in this paper we have ignored small sample effects, and assumed that good estimates of the statistics required by the classifier can be obtained. In general, when the amount of data available is small, the naive Bayes classifier may actually do better than the more complex probability models because of the insufficient amount of data that is available. In fact, this has been empirically observed and discussed by a number of researchers [6, 7] .
Conclusions
In the last few years we have seen a surge in learning work that is based on probabilistic classifiers. While this paradigm has been shown experimentally successful on many real world applications, it clearly makes vastly simplified probabilistic assumptions. This papers uses an information theoretic framework to resolve the fundamental question of: why do these approaches work. On the way to resolving this puzzle we develop methods for analyzing probabilistic classifiers and contribute to understanding the tradeoffs in developing probabilistic classifiers and thus to the development of better classifiers.
