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§1序
\{X_{i}i, X_{i2}, . . \} (i = 1,2) は互いに独立な2つの確率変数列とし, X_{i1}, X_{i2} , . . . は互
いに独立にいずれも次の確率密度関数をもつ分布に従うとする:
f(t_{\text{）}}\cdot$\mu$_{i}, $\sigma$_{i})=(1/$\sigma$_{i})\exp(-(t-$\mu$_{i})/$\sigma$_{\dot{l}})I(t\geq$\mu$_{i}) .
上の式において, I() は定義関数を表し,4つの母数 $\mu$_{1}, $\mu$_{2} \in (-\infty, \infty) , $\sigma$_{1}, $\sigma$_{2} \in
(0, \infty) はすべて未知であるとする.この指数分布を \mathrm{E}\mathrm{x}\mathrm{p}($\mu$_{i}, $\sigma$_{i}) とかくことにする.
b\mathrm{i}, b_{2} (b_{\mathrm{i}}b_{2} \neq 0) を任意に与えられた定数とするとき,本稿では位置母数の線形結合
である  $\delta$ = b_{\mathrm{i}$\mu$_{1}} +b_{2$\mu$_{2}} に対する固定幅の区間推定を考える.任意に与えられた定数
d \in (0, \infty) と  $\alpha$ \in (0,1) に対して,2つの標本 { X\mathrm{i}\mathrm{i} , . . . , Xinl}, \{X_{21}, . . . X_{2}n2\} にも
とついて,  $\delta$ に対する幅  2d の信頼区間 J を構成する.このとき,すべての固定された




 X_{\mathrm{i}}, X_{2} , . . . は互いに独立に指数分布 \mathrm{E}\mathrm{x}\mathrm{p}( $\mu$,  $\sigma$) に従う確率変数列とする.ここで,位
置母数  $\mu$ \in (-\infty, \infty) と尺度母数  $\sigma$ \in (0, \infty) はともに未知である.  $\mu$ に対する信頼水
準  1- $\alpha$ (0 <  $\alpha$ < 1) の固定幅の信頼区間を考える. X_{\mathrm{i}} , . . . X_{n} (n \geq 2) を観測したと
き, X_{n(1)} = \mathrm{m}\mathrm{n} , . . . , X_{n}\} とし,固定幅 d (> 0) の信頼区間 I_{n} = [X_{n(1)}-d, X_{n(1)}]
をつくる.このとき,すべての固定された値  $\mu$,  $\sigma$,  $\alpha$, d に対して P\{ $\mu$ \in I_{n}\} \geq  1- $\alpha$ と
なるには,標本の大きさを  n \geq  a $\sigma$/d \equiv  n_{0} とすればよい.ここで, a = \ln(1/ $\alpha$) (> 0)
である.しかし,  $\sigma$ は未知なので,  n_{0} も未知である.これに対して,いくつかの逐次
手法が提案されてきた.





(イ) 二段階法: Ghurye (1958) は \mathrm{I}^{\backslash \int}」 下のようなStein (1945) 型の二段階法を与え
た.まず,初期標本 x_{\mathrm{i}} ) . .., X_{m} (m\geq z) により,
U_{m}=\displaystyle \frac{1}{m-1}\sum_{i=1}^{rn}(X_{i}-X_{m(1)}) および N\displaystyle \equiv N(d)=\max\{m, \langle\frac{b_{m}U_{m}}{d}\rangle+1\}
を求める.ここで, b_{m} は自由度 (2, 2m-2) の F‐分布の上側100  $\alpha$%点であり, \{x\rangle は  x
の整数部分を表す. N>mのとき,第二段階の標本として X_{m+1} ) . . . , X_{N} を抽出し,信
頼区間 I_{N}= [X_{N(1)}-d ) X_{N(1)} ] をつくると,すべての固定された値  $\mu$,  $\sigma$, d,  $\alpha$ に対して,
 P\{ $\mu$\in I_{N}\}\geq 1- $\alpha$ (一致性) が成り立つ.しかしながら, \displaystyle \lim \mathrm{i}_{Y\mathrm{J}}\mathrm{f}_{d\rightarrow 0}E(N-n_{0})=+\infty
となり,  N は2次の漸近有効性をもたない.
尺度母数  $\sigma$ は未知であるが,  $\sigma$ > $\sigma$_{L} という既知の下限 $\sigma$_{L} (> 0) があるとき,
Mukhopadhyay and Duggan (1999) は上記の二段階法の初期標本の大きさを
m\displaystyle \equiv m(d)=\max\{m_{0}, \langle a$\sigma$_{L}/d\rangle+1\} (m_{0}\geq 2)
と修正し, N^{\uparrow}=\displaystyle \max\{m, \{b_{m}U_{m}/d\rangle+1\} に対して, d\rightarrow 0 のとき,次のことを示した:
\displaystyle \frac{a $\sigma$}{2$\sigma$_{L}}+o(n_{0}^{-1/2})\leq E(N $\dagger$-n_{0})\leq\frac{a $\sigma$}{2$\sigma$_{L}}+1+o(n_{0}^{-1/2}) ,
1- $\alpha$+o(n_{0}^{-1})\leq P\{ $\mu$\in I_{N $\dagger$}\}\leq 1- $\alpha$+a $\alpha$ n_{0}^{-1}+o(n_{0}^{-1}) .
第1式より,修正された二段階法 N^{\uparrow} は2次の漸近有効性をもつ.Aoshima and Takada
(2000) およびAoshima and Aoki (2000) により,この結果は次のように精密化された :
E(N^{\uparrow}-n_{0})=\displaystyle \frac{a $\sigma$}{2$\sigma$_{L}}+\frac{1}{2}+O(n_{0}^{-1/2}) ,
P\displaystyle \{ $\mu$\in I_{N $\dagger$}\}=1- $\alpha$+\frac{a $\alpha$}{2}n_{0}^{-1}+o(n_{0}^{-1}) .
Isogai, Kobayashi and Uno (2011) はさらに高次の漸近展開式を与えている.
(ロ) 純逐次法: 次の停止規則によって標本の大きさを決める逐次手法を純逐次法
といい,これは尺度母数  $\sigma$ の下限の仮定がなくても2次の漸近有効性をもつ:
 N=\displaystyle \inf\{n\geq m: n\geq aU_{n}/d\}.
Swanepoel and van Wyk (1982) より, m\geq 3 ならば, d\rightarrow 0 のとき
E(N-n_{0})=$\eta$_{1}+o(1) ,
P\displaystyle \{ $\mu$\in I_{N}\}=1- $\alpha$+($\eta$_{1}-\frac{a}{2}) $\alpha$ an_{0}^{-1}+o(n_{0}^{-1})
が成り立つ.ここで, $\eta$_{1} はある定数で, $\eta$_{1}\approx-0.253 であり, $\eta$_{1}-(a/2)<0 となる.
しかし,純逐次法は上述の一致性をもたない.
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(ハ) 三段階法: この問題に対して,Mukhopadhyay and Mauromoustakos (1987)
はHall(1981) が提唱した三段階法といわれる逐次手法を与えている.まず,初期標
本として X_{1} , . . . , X_{m} (m\geq 2) をとり,あらかじめ与えた  $\rho$\in(0,1) に対して
M_{1}=\displaystyle \max\{m, \{ $\rho$ aU_{m}/d\rangle+1\}
を求め, M_{1}>m ならば,第二段階の標本として X_{m+1} , , . , , X_{M_{1}} をとる.さらに,
M_{2}=\displaystyle \max\{M_{1}, \{aU_{M_{1}}/d\rangle+1\}
を求め, M_{2} > M_{1} ならば,第三段階の標本として X_{M_{1}+1} , .. ., X_{M_{2}} をとる.これら
の標本をあわせて,信頼区間 I_{M_{2}} = [X_{M_{2}(1)} -d ) X_{M_{2}(1)} ] をつくる. d \rightarrow  0 のとき,
Mukhopadhyay and Mauromoustakos (1987) は
E(M_{2}-n_{0})=\displaystyle \frac{1}{2}-$\rho$^{-1}+o(1) ,
P\{ $\mu$\in I_{M_{2}}\}=1- $\alpha$+$\eta$_{2}n_{0}^{-1}+o(n_{0}^{-1}) ( $\eta$_{2} はある負の定数)
を示しているが,この結果が成り立つには, d\rightarrow 0 のとき  m\rightarrow\infty となる増大条件が







次に,第1節で述べた二標本指数分布において  $\delta$=$\mu$_{1}-$\mu$_{2} (b_{1}=1, b_{2}=-1) の場
合を考える.各母集団から \{X_{\dot{ $\iota$}1}, . . . , X_{in_{i}}\} (n_{i}\geq 2, i=1,2) を観測したとき,
X_{in_{i}(1)}=\displaystyle \min\{X_{i1}, . . . , X_{in_{i}}\}, U_{in_{i}}=\displaystyle \frac{1}{n_{\dot{l}}-1}\sum_{j=1}^{n_{i}}(X_{ij}-X_{ $\iota$ n_{i}(1)}) (1)
とする. \underline{n}=(n_{1}, n_{2}) と表記し,次の信頼区間を考える.
J(\underline{n})=[X_{1n}1-X_{2n}\pm d]
= [X_{1n_{1}(1)}-X_{2n_{2}(1)}-d, X_{1n_{1}(1)}-X_{2n_{2}(1)}+d].
a=\ln(1/ $\alpha$) とするとき, n_{i}\geq a$\sigma$_{i}/d\equiv C_{\dot{l}} (i=1,2) ならば,すべての固定された値
$\mu$_{1}, $\mu$_{2}, $\sigma$_{1}, $\sigma$_{2},  $\alpha$, d に対して,  P\{ $\delta$\in J(\underline{n})\}\geq 1- $\alpha$ となる.しかし,  C_{1} と C_{2} はとも
に未知である.
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この問題に対して,Mukhopadhyay and Hamdy (1984) は $\sigma$_{1} と $\sigma$_{2} が未知であるが
等しい場合と,未知でかつ等しくない場合に分けて) 二段階法と純逐次法を与えた.
二段階法はどちらの場合でも一致性をもつが2次の漸近有効性をもたない.純逐次
法はどちらの場合でも2次の漸近有効性をもつ. $\sigma$_{1} と $\sigma$_{2} が未知であるが等しい場合
に,Mukhopadhyay and Hamdy (1984) は純逐次法による信頼区間の被覆確率の2次
近似式が次のようになることを示した: d\rightarrow 0 のとき
1- $\alpha$+($\eta$_{3}+\displaystyle \frac{1}{2}-\frac{a}{4}) $\alpha \sigma$^{-1}d+o(d) )
ここで,  $\sigma$=$\sigma$_{1}=$\sigma$_{2} であり, $\eta$_{3}\in (0.3735, 0.6715) はある定数である.Mukhopadhyay
and Mauromoustakos (1987) は $\sigma$_{1} と $\sigma$_{2} が未知であるが等しい場合に,MuEiopadhyay
and Padmanabhan (1993) は $\sigma$_{1} と $\sigma$_{2} が未知でかつ等しくない場合にそれぞれ三段
階法を与え,2次の漸近有効性と信頼区間の被覆確率の2次近似式を示した.
Isogai and Futschik (2010) は,  $\delta$=b_{\mathrm{i}}$\mu$_{1}+b_{2$\mu$_{2}} に対する二乗誤差損失のもとでの
有界リスク点推定問題において,純逐次法を提案している.
§3主結果
第1節の二標本指数分布における  $\delta$ = b_{\mathrm{i}}$\mu$_{1}+b_{2}$\mu$_{2} の区間推定を考えるとき,(1) 式
の X_{in_{i(1)}} (i = 1,2) に対して,信頼区間 J(\underline{n}) = [b\mathrm{i}X\mathrm{i}n_{1}(1)+b_{2}X_{2n_{2(1)}}\pm d] をつくる.
a_{0} を (1 +a_{0})e^{-a0} =  $\alpha$ を満たす正数とし,
 C_{1}= \displaystyle \frac{a_{*}|b_{i}|$\sigma$_{i}}{d} , ここで 砺 = \left\{\begin{array}{ll}
a=\ln(1/ $\alpha$) & (b_{1}b_{2} <0 \text{のとき})\\
a_{0} & (b_{1}b_{2} >0 \text{のとき})
\end{array}\right.
とするとき, n_{i}\geq \mathrm{G} (i=1,2) ならば,すべての固定された値 $\mu$_{1}, $\mu$_{2}, $\sigma$_{1}, $\sigma$_{2},  $\alpha$ )  d に
対して, P\{ $\delta$\in J(\underline{n})\} \geq  1- $\alpha$ となることがわかる.しかし,  C_{1} とC2は未知である
ので,本稿では三段階法を提案する.
まず,大きさ m(\geq 2) の初期標本 X_{i1} , . . . , X_{im}(i=1,2) をとる.ここでは,次の増
大条件を仮定する: d\rightarrow 0 のとき,
ある r>1 に対して, m\equiv m(d)=O(d^{-1/r}) .
任意に $\rho$_{i}\in(0,1) (i=1,2) を固定し,(1) で定義される U_{im} に対して
T_{i}\equiv T_{l} =\displaystyle \max\{m, \langle$\rho$_{l}\frac{a_{*}|b_{i}|U_{im}}{d}\rangle+1\}
を求め, T_{i}>m ならば,第二段階の標本 X_{im+1} , . . . , X_{iT_{i}} (i=1,2) をとる.さらに,
N_{i}\displaystyle \equiv N_{i}(d)=\max\{T_{i}, \displaystyle \{\frac{a_{*}|b_{i}|U_{\dot{\mathrm{t}}T_{\dot{l}}}}{d}\rangle+1\}
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を計算し, N_{\dot{l}}> 霧ならば,第三段階の標本 X_{iT_{i}+1} ) . . . , X_{iN_{i}} (i=1 )2) をとる. \underline{N}=
(N_{1} ) N_{2} ) と表記するとき,すべての標本 X_{\mathrm{i}1} , . . . , X_{iN_{i}} (i=1,2) を用いて,信頼区間
J(N)=[b_{1}X_{1N_{1}(1)}+b_{2}X_{2N_{2}(1)}\pm d] をつくる.このとき,Isogai and Uno (2017) は
以下の結果を示している.
定理. d\rightarrow 0 のとき,次のことがいえる.
(i) E(N_{i}) =C_{i}+$\eta$_{i}+o(1) (i= 1,2) ) ここで $\eta$_{i} = (1/2) -$\rho$_{i}^{-1} <0.
(ii) P\{ $\delta$\in J(\underline{N})\}=1- $\alpha$+A_{d}d+o(d) , ただし
A_{d}= \left\{\begin{array}{ll}
\frac{1}{4} $\alpha$\sum_{i=1}^{2}(2$\eta$_{i}-(a+1)$\rho$_{i}^{-1})(|b_{i}|$\sigma$_{i})^{-1} & (b_{\mathrm{i}}b_{2}<0 \text{のとき})\\
a_{0}e^{-a_{0}}\sum_{i=1}^{2}(\frac{1}{2}$\eta$_{i}-\frac{1}{6}a_{0}$\rho$_{i}^{-1})(|b_{i}|$\sigma$_{i})^{-1} & (b_{\mathrm{i}}b_{2}>0 \text{のとき})
\end{array}\right.
である.
上の結果より, A_{d} < 0 であることがわかる. b_{1} = 1 かつ b_{2}= -1 ( $\delta$=$\mu$_{1}-$\mu$_{2})
とする.このとき,上の三段階法は Mukhopadhyay and Padma abhan (1993) の手
法と同じであり, A\displaystyle \'{a}=-( $\alpha$/4)\sum_{i=1}^{2}(a+3-$\rho$_{i})/($\rho$_{i}$\sigma$_{i}) となる Mukhopadhyay and
Padmanabhan (1993) は上の三段階法をある定数 $\epsilon$_{\dot{l}} (i=1 )2) を用いて
N_{i}^{ $\dagger$}\displaystyle \equiv N_{i}^{ $\dagger$}(d)=\max\{T_{i}, \langle\frac{a_{*}|b_{i}|U_{iT_{i}}}{d}+$\epsilon$_{i}\rangle+1\} , \underline{N} $\dagger$=(N_{1}^{ $\dagger$}, N_{2}^{ $\dagger$})
と修正することにより, d\rightarrow 0 のとき, E(N_{i}^{ $\dagger$})=C_{i}+$\eta$_{i}+$\epsilon$_{i}+o(1) となり,さらに
$\epsilon$_{i}=(a+3-$\rho$_{i})/(2$\rho$_{i}) と選ぶと, P\{ $\delta$\in J(\underline{N}^{\uparrow})\}=1- $\alpha$+o(d) となることを示した.
また, b_{1}=b_{2}=\displaystyle \frac{1}{2}( $\delta$=($\mu$_{1}+$\mu$_{2})/2) のときは, A_{d}=a_{0}e^{-a_{0}}\displaystyle \sum_{\dot{ $\iota$}=1}^{2}($\eta$_{i}-\frac{1}{3}a_{0}$\rho$_{i}^{-1})$\sigma$_{i}^{-1}
となる.ここで,  $\alpha$=0.05 のとき, a_{0} 4.74386である.
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