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Summary
Mobile sensors have become an important research area in wireless sensor networks,
since mobility is a promising solution to the resource provisioning problem in sensor
networks. Mobile sensors can redistribute their resources to resource bottlenecks and
mobilize resources efficiently. Consequently, the network performance can be greatly
improved by introducing mobile sensors into the network.
In this thesis, we focus on the performance of hybrid mobile sensor networks,
which are formed by a small number of mobile sensors with a large number of static
sensors. More specifically, we consider three performance metrics in hybrid sensor
networks, which are (i) network lifetime, (ii) network coverage and (iii) localization
accuracy.
Network lifetime optimization is vital to sensor networks, since sensors are nor-
mally required to work for months or even years with non-rechargeable batteries. In
a static sensor network, sensors around the sink are bottlenecks for network lifetime
since their energy can be quickly exhausted by the relaying tasks. In this thesis, we
consider using mobile relays to help bottleneck sensors in relaying traffic. We analyt-
ically show that the network lifetime can be improved by 4 times with a single mobile
relay in an ideal dense network. We also show by numerical results that the mobile
relay solution can double the network lifetime in randomly deployed networks.
We then consider the coverage problem in randomly deployed networks. For
a static network, the sensor density needs to increase as O(logL) to fully cover a
network with size of L. This leads to an inefficient deployment in large networks.
In this thesis, we propose a hybrid network structure which uses a small fraction of
mobile sensors to cover the holes in the network. In particular, the mobile sensors used
in this thesis can only move once for a short distance. We prove that the maximum
moving distance for mobile sensors only increase with the network size as O(log3/4 L).
We then use a distributed mobility algorithm to coordinate the movements of mobile
sensors. The algorithm has also been implemented in real mobile sensors.
Finally, we investigate the localization problem for hybrid mobile sensor networks.
We use static sensors as beacons to localize mobile sensors in the hybrid network. We
study the problem of estimating the necessary beacon density for accurate localiza-
tion over the network field. We show that the conventional disk coverage model is
insufficient in localization problems since it overestimates the beacon density by a
factor of two times. We then derive a new coverage model, called sector coverage, for
localization coverage. Numerical results show that our sector coverage model provide
better estimation for the beacon density.
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Chapter 1
Introduction
Wireless Sensor Networks (WSNs) are networks formed by a large number of sensors
which collect data from the physical world. Sensors self-organize to perform certain
tasks such as environmental data gathering [1, 2], target tracking [3] or infrastructure
monitoring [4].
The unique network structure of wireless sensor networks brings new challenges to
wireless network designers. First, sensors are extremely resource limited compared to
existing network devices such as Personal Computers or PDAs. Due to the large scale
of wireless sensor networks, individual sensors are often designed as simple and cheap
devices which can only carry limited resources such as energy, computational power
and data storage. For example, the Berkeley mote MICA2 is powered by two alkaline
AA batteries and has only a 4MHz processor with 128kB of instruction memory and
4kB of RAM [5]. Therefore, one important research issue in WSN is how to use these
limited resources judiciously so that the network can achieve certain performance
requirements such as network lifetime, sensing coverage and packet delivery ratio.
The randomness in sensor deployment is another important research problem
in wireless sensor networks. Sensors are often randomly scattered in the field due
to the inaccessibility of the terrain or the large scale of the network. In random
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deployments, certain regions in the network may contain far fewer sensors than others.
Consequently, there will be less resource deployed in these regions. The unevenness
in resource distribution makes it even more difficult to efficiently utilize the limited
resources. Random deployment also causes the coverage problem in sensor networks.
As sensors often have limited sensing ranges, randomly deployed sensor networks may
contain coverage holes, which are areas that cannot be monitored by any sensors.
Introducing mobility into wireless sensor networks is a promising way to mitigate
these problems. Mobile sensors can carry more resources and dynamically relocate
their own resources to other sensors. Therefore, the network resources can be re-
distributed and used in a more efficient way. Furthermore, mobile sensors can also
compensate the randomness in deployment by relocating themselves to heal coverage
holes in the network.
Although mobile sensor networks have many advantages over static networks, few
studies have been focused on quantifying the benefits of introducing mobile sensors.
To close this gap, this thesis tries to quantitatively investigate the performance of
mobile sensor networks and answer the following problems:
• How much improvement in network performance can be achieved by introduc-
ing mobility into sensor networks?
• How many mobile sensors should be deployed in the network in order to achieve
the desired network performance?
• How can we reduce the energy consumption used in movements?
• How can we provide real-time location information to mobile sensors?
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In the following sections, we will discuss mobile sensor networks in detail and provide
an overview of this thesis.
1.1 Mobile Sensor Networks
Many problems in wireless sensor networks can be reduced to resource provisioning
problems. The network resources can be energy (for the network lifetime problem),
communication ability (for the network capacity problem) or sensing ability (for the
coverage problem). When sensors are static, the only way to provide enough resources
for a certain task is through over-provisioning. In other words, we can only deploy
sensors in a higher density so that the resource deployed per unit area can be increased.
However, over-provisioning is not an efficient solution, especially when sensors are
randomly deployed. In randomly deployed sensor networks, we may need extremely
high sensor density to provide enough resources in the resource bottleneck area. In
this case, the resource placed in areas other than the bottleneck area will be far more
than necessary.
For example, consider sensors randomly and uniformly deployed in a square net-
work with an area of L. Suppose that each sensor can only monitor events occurring
within a distance of r from it. If we wish to guarantee that every point in the network
is monitored by at least k sensors, the required sensor density should increase with
the network size L as Θ(logL+k log logL) [6, 7, 8]. In other words, the required sen-
sor density increases to infinity when the network size goes to infinity. When we use
such a high sensor density, there will be far more than k sensors monitoring the same
3
region in most areas of the network, while we only need every region to be monitored
by k sensors. The extra resources deployed in the network are just for covering a few
bottleneck areas.
Mobility provides a new way to solve the resource provisioning problem in sensor
networks. Mobile sensors can carry resources to the right place at the right time so
that their resources can be used more efficiently. In this way, the limited resources in
wireless sensor networks can be dynamically relocated by mobile sensors to improve
the network performance.
Recent research shows that mobility can improve the network performance in
many aspects. First, the lifetime of sensor networks can be increased by several times
when we introduce mobile sinks [9] or mobile relays [10] into the sensor network.
Second, mobile sensors can improve the network coverage by relocating themselves to
heal coverage holes in the network [11, 12, 13] or patrolling around the network field
[14]. Finally, mobile nodes can also increase the network capacity of wireless ad-hoc
networks by carrying data packets while moving around [15].
Mobile sensors can be practically implemented using cheap Commercial Off-The-
Shelf (COTS) hardware and software. Various mobile robot platforms have been
developed to provide mobility for wireless sensor networks in recent years [16, 17, 18,
19, 20, 21, 22]. In this thesis, we also describes a hardware platform which is cheap
(less than two hundred dollars) and easy to use, see Chapter 6.3.
Compared to static sensors, mobile sensors need additional mobility platforms for
movement. These mobility platforms can be more expensive than the static sensor
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itself [20, 21]. Therefore, the hardware cost of an all-mobile sensor network, where
all sensors in the network can move, will be far more than a network made of static
sensors. The advantages of mobility may be offset by the higher hardware costs. Many
sensor network designers prefer to use a hybrid mobile sensor network structure, where
only a small number of mobile sensors are used with a large number of static sensors
[9, 10, 23]. In this way, the hardware cost can be reduced as fewer mobile sensors are
deployed in the network. An important observation in hybrid mobile sensor networks
is that the network performance may be greatly improved by using just a few mobile
sensors [9, 24]. Related research in hybrid mobile sensor networks will be further
discussed in Chapter 2.
Although much research has been devoted to mobile sensor networks, many im-
portant issues in hybrid mobile sensor networks have not been addressed yet. First,
there are no quantitative studies on the improvement of network lifetime or network
coverage that can be achieved by adding mobile sensors into a static network. Also,
it is still unclear as to how many mobile sensors should be used in a hybrid network
in order to achieve certain network performance.
Moreover, most previous studies do not consider the movement distance of the
mobile sensors. They assume that mobile sensors have enough energy to move for
infinite distance. However, movement normally cost much more energy than commu-
nication or sensing. If a mobile sensor uses too much energy in movement, its battery
may be quickly exhausted after the movement. So, it is important to consider mobility
algorithms in which mobile sensors only move for a limited distance.
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Another important research problem in mobile sensor networks is to support
location information to mobile sensors. As mobile sensors are moving around in the
field, it is vital for mobile sensors to obtain its own location information in order
to perform certain tasks, such as routing data packets, navigating movements and
tagging sensing data with location information. Most previous studies in mobile
sensor networks assume that mobile sensors have certain localization devices such as
GPS to provide accurate location information. However, GPS devices normally are
expensive and consume considerable energy. It is preferable to use static sensors as
beacons to localize mobile sensors. In this case, it is important to find the necessary
static sensor density under which the mobile sensors can be precisely localized.
1.2 Scope
The aim of this study is to analyze the network performance of hybrid mobile sensor
networks. Among various aspects of network performance, the present thesis mainly
focuses on three topics in hybrid mobile sensor networks as listed below:
1. Network lifetime optimization in hybrid mobile sensor networks
Sensors are usually equipped with non-rechargeable batteries, and often required
to work for months or even years without replacing batteries. In this case, we need
to optimally allocate the limited energy to various tasks performed by sensors, such
as sensing, idle listening, data processing and relaying packets for other sensors.
In a static sensor network with a single sink at the center of the network, sensors
around the sink need to relay every packet heading towards the sink. These sensors
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will quickly exhaust their energy in relaying traffics which dominates their energy
consumption. When the sensors around the sink die, the network will stop functioning
as data packets cannot reach the sink. In this case, these sensors around the sink
will be the network lifetime bottleneck. We consider using resource-rich mobile relays
to relieve the relay task on these sensors. These mobile relays will form a “bridge”
connecting static sensors to the sink therefore the bottlenecks around the sink can be
removed.
In this research topic, our major objective is to find the upper bound on network
lifetime improvement for a hybrid mobile sensor network. We also wish to find an
algorithm which can achieve this upper bound in the ideal case. In addition, we
will compare the mobile relay approach to other existing approaches such as the
mobile sink approach and static network approaches. Most of the routing algorithms
described in this thesis are for theoretical analysis. Therefore, we ignored some of
the designing details, such as MAC layer contention or routing information gathering
phases. The problem of designing practical routing and channel access protocols for
mobile sensor networks is out of the scope of this thesis.
2. Network coverage problem in hybrid mobile sensor networks
In most sensor networks, each sensor only can monitor a small region around itself.
If we wish to provide a good monitoring quality over the sensing field, the network
should be fully covered by the sensors. As discussed in section 1.1, we need to deploy
sensor in a high density so that every region in the network can be fully covered.
Such over-provisioning solutions are not efficient for large static sensor networks as
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the sensor density grows to infinity when the network size is large.
In this thesis, we consider how to use mobile sensors to heal coverage holes in
the randomly deployed static network. Our goal is to use a combination of mobile
sensors and static sensors which can fully cover the network with a constant sensor
density, irrespective to the network size. In particular, we use mobile sensors which
only have limited mobility. Since mobiles in our network only need to move once for
a short distance, the energy used for movement are limited and mobiles can be made
simple and cheap.
In this topic, we focus on deriving the upper bound on the moving distance
of mobile sensors and studying the relationship between the moving distance and
network size. We will also design distributed mobility algorithm for mobile sensors
with limited movement distance in this thesis.
3. Localization problem in hybrid mobile sensor networks
Location information is crucial for mobile sensor networks. One efficient way to
localize mobile sensors is using static sensors as beacons. In this case, the location of
mobile sensors can be calculated by measuring the distance between mobiles to these
beacons.
Static sensors should be deployed at a sufficient density to provide accurate lo-
calization over the network. The beacon deployment problem can also be treated as
a coverage problem as the localization process requires enough number of beacons to
be in the neighborhood of the mobile. Traditional coverage model for sensor networks
assumes that the sensing regions are disks with uniform radius centered at sensors.
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This disk coverage model is insufficient for the localization problem as it does not
consider the relative location of beacons.
In this research topic, we focus on deriving a new coverage estimation method
which can accurately estimate the necessary beacon density for a given localization
requirement. We will also derive distributed sleep-wake algorithms for beacons to
achieve full localization coverage. However, the detailed localization algorithm is out
of the scope of this thesis.
1.3 Thesis Organization
The rest of this thesis is organized as follows:
Chapter 2 reviews the related research in mobile sensor networks. The review
focus on three subtopics in mobile sensor networks: the network lifetime optimization
problem, the network coverage problem and the localization problem.
Chapter 3 considers the network lifetime optimization problem in an ideal high
density network. In such network, we theoretically derived the lifetime upper bound
of static sensor networks and networks with M mobile sensors. We also construct
two joint mobility and routing algorithms, called ARA and ARALN, to achieve the
lifetime upper bound of hybrid sensor network with a single mobile relay. In these
algorithms, the mobile relay only needs to move within a two hop radius of the sink
and only part of the network needs to know the position of the mobile relay in the
ARALN algorithm.
Chapter 4 extends the results in Chapter 3 to low density networks. In this
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chapter, we formulate the mobility and routing algorithm as a linear programming
problem. We study the network performance metrics, such as network lifetime, net-
work dilation and traffic distribution, through intensive numerical experiments. We
also compare the performance of mobile relay approach with static network and mo-
bile sink solution in this chapter. Finally, this chapter also shows other extensions of
this problem where power control is used.
Chapter 5 considers the coverage problem in hybrid mobile sensor networks. In
this chapter, we derive the maximummovement distance required for all-mobile sensor
networks and hybrid mobile sensor networks to achieve full coverage in the field. We
also derive the number of mobiles required for a hybrid mobile network structure in
this chapter. This chapter also discusses the real world deployment issues for hybrid
mobile sensor networks.
Chapter 6 provides a distributed mobility algorithm for covering hybrid mobile
sensor networks. We show that the mobility algorithm can be formulated as a net-
work flow problem and solved through a push-relabel algorithm. We also study the
performance of our algorithm through analysis and numerical experiments. An im-
plementation of the algorithm on real mobile sensors is also described in this chapter.
Chapter 7 considers the localization problem in mobile sensor networks. We
first convert the coverage problem for localization to a conventional disk coverage
problem, where the sensing area is a disk centered at the sensor. Our results show
that the disk coverage model requires 4 times more sensors for localization compared
to detection applications. We then introduce the idea of sector coverage to tighten
10
the lower bound. The lower bound derived through sector coverage is 2 times less
than through disk coverage. A distributed sector coverage algorithm is also proposed
in this chapter.
Finally, Chapter 8 concludes the whole thesis and discusses future research direc-




Mobile sensor networks become an important research topic in wireless sensor
networks, as it can greatly improve the performance of wireless sensor networks
[9, 10, 11, 13].
There are two paradigms for wireless mobile sensor network architecture design.
The first is to deploy mobile sensor networks where all nodes can move [25, 11, 26,
14, 27], which is called all-mobile sensor networks in this thesis. This architecture is
often expensive as all sensors should be equipped with mobile devices. The second is
to use a hybrid mobile network structure [9, 10, 28]. In this case, only a small number
of mobile sensors are used with a large number of static sensors. This architecture is
cheaper compared to the all-mobile network and still it performs quite well.
In this thesis, we focus on the second approach. We consider using a small number
of mobiles to improve the network lifetime and coverage. We also consider how to
localize the mobile sensors through static sensors. Previous research work in these
topics will be reviewed in the following sections.
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2.1 Network Lifetime of Mobile Sensor Networks
Existing literature utilizes mobile nodes as mobile sinks to save energy. Shah et al.
[24] propose to use randomly moving “Data Mules” for data gathering. Mobile sinks
with predictable and controllable movement patterns are studied in [29, 20, 30]. In
these approaches, the static sensors only send out their data when the sink is close
enough to them. The disadvantage of such proposals is that there will be considerable
delay in packet delivery, since a node needs to wait for the sink to approach it.
In order to minimize the delay, several methods of transmitting the sensed data
through multi-hop communications to the mobile sink are proposed in [31, 32, 9].
The mobile sink can either “jump” between several predefined positions or patrol on a
continuous route. In the first case, the problem can be posed as a linear programming
problem where a mobile sink can find the optimal time schedule to stay at these
predefined points [31, 32]. Another method is introduced in [9], where the optimal
route is obtained through a geographic traffic load model. In this approach, as the
mobile sink goes around the network, sensors will continuously track the position
of the sink and send their packets to the sink via multi-hop communications. The
disadvantages of the mobile sink paradigm are three folds, (i) the mobile sink needs
to roam around the periphery of the network to maximize the network lifetime [9],
(ii) all nodes in the network will have to be aware of the current location of the mobile
sink in order to route information to it [33] and (iii) in most scenarios, the sink is a
gateway to a backbone network, over which human operators can monitor the status
of the sensor field. In such scenarios, it will be difficult to engineer a system whereby
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a mobile sink is connected at all times to the backbone network. In this paper, we use
mobile nodes in a different way compared to existing mobile sink approaches. Instead
of using mobile node as a data gathering proxy, we use energy rich mobile relays to
help energy limited static sensors and extend the overall network lifetime.
Another large category of energy conserving methods is to use routing algorithms
to find the optimal energy conserving routes [34, 35]. The energy conserving routing
and the mobile sink approach share the same idea of distributing the traffic load
evenly around the network so that the lifetime of the network is maximized. Energy
provisioning in static sensor networks is studied in [36], where a total amount of
energy is added in relay nodes deployed at selected positions. Such static relay nodes
can heal the topology defects in randomly deployed networks, so the network lifetime
can be improved greatly when the network is sparse. However, as the network density
grows beyond a certain threshold, the improvement gets saturated since most of the
topology defects have been mitigated. Compared to the static relay approach, the
mobile relay approach can provide considerable improvements on dense networks as
well as healing the topology defects.
Other solutions for energy saving have also been intensely studied, including data
aggregation and topology control methods. Data aggregation and clustering methods
such as [37, 38, 39] aggregate the sensed data to decrease traffic volume and thereby
prolong network lifetime. Topology control methods such as [40, 41] use controllable
transmission range to achieve the most energy efficient network topology. In our work
we do not address the issues of data aggregation or topology control. However, these
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ideas can be useful complements to our proposal of using mobile relays. As we will
describe later, depending on the position of the mobile relay, traffic is intentionally
routed via a few specific network nodes. This could facilitate the data aggregation
process.
2.2 Coverage Problem in Mobile Sensor Networks
Coverage problem in wireless sensor network tries to determine how well the target
area is monitored or tracked given the distribution of sensors [42, 43, 44, 45]. Existing
literature addresses the problem of determining whether the field is fully covered
[43, 46] and deriving sensor sleeping schedules while keeping the field fully covered
[47]. Theses works are mostly on static networks.
Coverage problems in all-mobile sensor networks have also been intensively stud-
ied. For a all-mobile sensor network in which all nodes can move, the basic way to
ensure coverage is to move sensors in the dense area to the sparse area, using methods
like virtual forces [25]. Wang et al. evaluated three kind of mobility algorithm: VEC
(Vector Based), VOR (Voronoi Diagram) Based and Minimax [11]. The work in [27]
uses a scan based way to distribute the sensors evenly over an area. However, an
all-mobile sensor network is expensive in hardware costs. It is preferable to use a
hybrid network structure to improve the network coverage.
Most research in hybrid networks is focused on using mobiles to fill holes in
the static sensor network. Wang et al. use biding protocols to minimize the moving
distance for mobiles when a hole is detected [28, 48]. The price is described as the area
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of hole the mobile covered in the new position minus the area it covers in its current
position. A gird quorum based algorithm is used in [12] to find redundant mobile
nodes and a cascaded movement is proposed to minimize the movement distance of
mobiles.
Most of these approaches do not consider the limitations on the distance that
individual mobile sensors can move. Mobiles may also use non-rechargeable batteries
and they may exhaust all their energy in a long distance movement. Chellappan
et al. introduce flip-based sensors for network coverage improvement in [26]. The
flip-based sensors can only move once, over a limited distance, therefore the costs of
such sensors are quite low. A network flow based algorithm is used in [26] to find
the mobility schedule which maximizes network coverage. The problem is further
formulated as an optimization problem which minimizes the variance of sensors in
different regions in [49]. However, both [26] and [49] do not provide performance
bounds for fraction of area covered or maximum moving distance. In this thesis, we
show that the network can be completely k-covered by using only a small fraction
of mobile sensors. We give bounds on the maximum moving distance of mobile
sensors. Furthermore, our movement schedule formulation is simpler than in [26]. We
also provide a distributed algorithm which achieves the optimal solution, while the
algorithm in [49] is a distributed heuristic algorithm, with no guarantees of optimality.
The bound on maximum mobile moving distance in this thesis is based on the
minimax grid matching result for uniformly distributed points [50]. The minimax
grid matching result has been applied to solve load balancing problems on graphs
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in [51] and emulation problems for sensor networks in [52]. In this thesis, we ex-
tended the original minimax matching result to different distributions to bound the
matching distance between mobiles and vacancies in hybrid sensor networks, where
the vacancies are not uniformly distributed.
2.3 Coverage for Localization in Mobile Sensor
Networks
Most of previous works on the coverage problem in WSN consider covering every
point in the sensing field with sensing disks [43, 53, 11] or detecting a target when
it passes through the sensing field [44, 45]. In this thesis, we connect the coverage
problem to the localization problem of mobile sensors. The assumption that the
sensing region are disks no longer holds in the context of localization. However,
we show that the results and algorithms in the previous works on disk models can
also apply to the coverage model derived in Chapter 7. The sector coverage concept
proposed in this thesis is similar to the one studied in [54]. However, [54] focuses on
network connectivity rather than localization.
Localization is an important component in sensor networks, since it provides
coordinates both for the sensors [55] and for the targets in the sensor network [56].
In this thesis, we focus on the problem where the locations of beacons are already
known and the objective is to localize mobile sensors in the sensing field. We use
range based sensors to localize the mobile sensor. Several well known estimation
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methods, such as Crame´r-Rao Bound (CRB) [57] or Bayesian Bound (BB) [58], are
used in range based localization systems. In this thesis, we use a simplified localization
model for the coverage problem. Our goal is to bound the location estimation error
to be within a small circle of radius ε with high probability. This is different from
the normal approach of minimizing the mean squared value of the localization error.
Our model is more suitable for systems where the performance is determined by the
maximal localization error.
Connecting the coverage problem with the localization problem will provide useful
guidelines for sensor network deployment [59]. Beacon deployment for sensor local-
ization is studied in [60, 61]. Nagpal et al. point out that there should be voids
around areas where the localization error is large [62]. In [62], the localization error
is bounded through intersecting concentric rings centered at different beacons with a
width same as the communication range. Although we use a similar method to bound
the localization error by studying the intersection area of rings, we provide deeper
analysis for range based localization systems rather than hop-count based systems.
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Chapter 3
Mobile Relay in High Density Networks
In this chapter, we focus on using mobile nodes which have more energy than static
sensors to extend the network lifetime. Normally, static sensors only have limited
energy stored in non-rechargeable batteries. Once the battery runs out, the sensor will
die accordingly. Therefore, it is critical to use energy judiciously in order to maximize
the benefit from the network before it dies. In a multi-hop sensor network, the sensors
need to relay packets for others in addition to sensing. Due to the unevenness in traffic
distribution, some sensors may spend most of its energy in relaying.
In this chapter, we introduce mobile relays which are rich in energy to help energy
limited static sensors in packet relaying. The mobile relays have the same communica-
tion range and sensing ability as the static sensors. Fig. 3.1 shows an example of how
a mobile relay may work. Suppose that the network is composed of two components
which are connected via two sensor nodes A and B. Since all traffic flows between
these two components pass through these two sensors, their battery will drain quickly.
Suppose the lifetime of these two nodes is T . Even if other sensors have lifetime much
longer than T , the network will get partitioned when these two sensors die at time
T . If we have one mobile relay helping them, the network lifetime can be at least










Phase 1 Phase 2
Figure 3.1: Using mobile relay to extend the lifetime of the bottleneck
nodes
tween node A and node B and inherit the responsibilities of the node with which it
is co-located (including sensing and relaying). It is clear that with an appropriate
shuttling schedule, the network lifetime can be doubled to 2T . We assume here that
the energy resource at the mobile node is far greater than that of any of the static
nodes.
3.1 Assumptions and Network Model
We assume that static sensors are densely deployed according to a Poisson point
process with intensity λ in a circular area of radius R  1. Since the network is
dense, we assume that in each hop the packet can travel as far as the transmission
range in any direction and the number of sensors in a region with area A is exactly
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λA. We assume that there are N sensor nodes in the network with one sink s0 at the
center of the circular area.
We assume a data logging application, where the sensors are required to send
their sensing data at a fixed rate. Furthermore, for the sake of simplicity, we assume
that the data generation rates for all the sensors are the same. We normalize the
data generation rate to one packet per time unit for each sensor. Our algorithms can
also be applied to event driven applications. In this case, the performance could be
potentially improved as the mobile relay can move towards the region where event
occurs.
We also assume that the traffic load in the network is low and there are no
congestions in the network. For highly loaded networks, packets may be dropped due
to congestions around the sink. This violates the requirements that all data should
be reliably transmitted to the sink. So, we don’t consider networks with severe
congestions. For network with moderate congestions, packet maybe retransmitted.
This may cause extra overheads in energy consumption which will be further discussed
in section 4.1.
We assume that the transmission range of all the sensors is equal to 1 and the
sensors do not change their transmission powers 1. We define ρ as the average number
of neighbors for the sink. Since the transmission range is 1, the average number of
nodes in the transmission range of the sink will be ρ = piλ.
We assume that all sensor nodes have the same initial energy E and the energy
1This assumption will be relaxed in Chapter 4.
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of the sink is unlimited. For the energy consumption models, observing that there
are many sleep scheduling methods to put idle sensors into sleep [63, 64], we sup-
pose the network has adopted optimal sleep scheduling protocols. Thus, the energy
consumption in idle state can be ignored and we only consider the energy used in
sensing, receiving and transmission. We assume that sensors will consume es unit of
energy for sensing data in each time unit, er and et for receiving and transmitting
one packet, respectively. To further simplify our energy model, we assume that the
transmission energy dominates the total energy consumption, so that the difference
between es and er can be ignored. In our model, the total energy consumed by sensors
in one outgoing packet is a constant e, which is the sum of the transmission energy
and the receiving (or sensing) energy. Thus, if the average number of packets flowing





In this thesis, the lifetime of the whole network is defined as the time that the first
node dies as in [34]. Since we assume that energy conserving routing is used, the
network gets partitioned when the first node dies [34].
We assume mobile relays have the same sensing ability and transmission range as
the static sensor nodes and they have rechargeable batteries thus there are no energy
limits on mobile relays.
To facilitate our discussion, we divide static senors into different sets according
to their distance to the sink. The set Pk contains all the nodes which can reach the








Figure 3.2: Dividing nodes to different subsets in the circular network
of the sink will be P1. In a dense network, the sensor node s will be in the set Pk iff
ds,s0 ∈ (k−1, k], where ds,s0 is the Euclidean distance between node s and the sink s0.
Thus, the nodes in Pk will be in the k
th annulus around the sink as showed in Fig. 3.2.
We denote the nodes outside the transmission range of the sink as P1. The set of all
the nodes which can reach the sink within j hops is denoted as Qj =
⋃
k≤j Pk. We
use sk to represent a node in Pk and s≤j to represent a node in Qj.
3.2 Upper Bounds on Network Lifetime
3.2.1 Static sensor networks
We first identify the bottleneck sensors in a static network with one sink at the center.
It is clear that the nodes in P1 will drain their energy much faster than others, since
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all traffic in the network will have to pass through nodes in P1 at least once. Theorem
1 gives the upper bound for the lifetime of the static network.
Theorem 1 The lifetime of a dense static network is upper bounded by E
R2e
time
units when there is no congestion in the network.
Proof: When the network density λ is large enough, there would be ρ = piλ nodes
in the transmission range of the sink a.s. by Law of Large Numbers [65]. Then the
total initial energy stored in P1 would be ρE.
Suppose the lifetime of the network is T˜ > E
R2e
. In each time unit, there would
be N = ρR2 packets generated by sensors in the network, and all of them should
be delivered to the sink. Since the sink can only receive data from the nodes in P1,
both the packet generated by nodes in P1 and in P1 must pass through nodes in P1 at
least once. Thus, the total packets passing through nodes in P1 per time unit should
satisfy: ∑
s1∈P1
fs1 ≥ N (3.2)
The total number of packets delivered by nodes in P1 in time T˜ will be













The total energy used by nodes in P1 would be U × e > ρE. This contradicts our
assumption that the total initial energy stored in P1 is ρE. So the lifetime of the
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static network must be less than or equal to E
R2e
.
Although we assume a circular network here, Theorem 1 can be easily extended
to the network with arbitrary shape. For a network with area L, the network lifetime
is bounded by piE
Le
. Note that the result in Theorem 1 is the best possible lifetime
over all routing algorithms.
3.2.2 Networks with single mobile relay
Theorem 1 shows that for a static network with only one sink, the network lifetime
decreases as the network size increases. However, if we introduce one mobile relay
into the network, the bottleneck will no longer be the neighbors of the sink, since the
mobile relay can act as a “bridge” connecting nodes in P2 to the sink in this case.
Theorem 2 With one mobile relay, the lifetime of a dense network is upper bounded
by 4 E
R2e
time units when there is no congestion in the network.
Proof: The amount of traffic passing through nodes in Qi is at least the sum of
the traffic generated in Qi, which is N − ρi2 per time unit. Since the mobile relay
has a transmission range of one and it can only be at one place at a time, Qi’s traffic
should be relayed for at least i − 1 hops by static nodes in Qi. Since the number of
nodes in Qi is ρi
2, we can bound the lifetime of the network by
T 1 ≤ ρi
2E
(N − ρi2)× (i− 1)e
=
i2E
(R2 − i2)(i− 1)e (3.4)
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When i (i ≥ 2) increases, the right hand side of inequality (3.4) increases mono-
tonically and when i = 1, the right hand side is infinity. Therefore the least upper
bound on lifetime is when i = 2, i.e., T 1 ≤ 4E
(R2−4)e . By taking into account the traffic
generated by Q2, which also needs to pass through nodes in Q2 at least once, we can
further tighten the bound to 4 E
R2e
.
What Theorem 2 shows is that the mobile relay needs to stay only within a two hop
radius of the sink in order to maximize the lifetime.
3.3 Achievable Network Lifetime
3.3.1 ARA algorithm
In this section, we construct joint mobility and routing algorithm to achieve lifetime
close to the upper bound derived in Theorem 2 under the assumption that the network
is dense and large.
A broad outline of the algorithm is as follows. From Theorem 2, we know that
the mobile relay needs to only stay within a two hop radius in order to maximize the
lifetime. Therefore the mobility pattern of the mobile relay is as follows: Starting
from the sink, the mobile relay traverses a path which forms a set of concentric circles,
centered around the sink with increasing radii, until it reaches the periphery of Q2. It
stays on each point on this path for a certain duration and relays traffic to the sink.
The outline of the routing algorithm is as follows. Assume that the mobile is
located at position O, then all traffic in Q2 is first aggregated to points on the line
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OS, where S is the position of the sink. This traffic is then directed hop by hop
along the line OS until it reaches the sink. We call this routing algorithm ARA
(Aggregation Routing Algorithm) for the rest of this thesis.
Theorem 3 There exists a routing scheme which can extend the network lifetime to




with one mobile node, when the network radius R > 16pi + 4 and
the traffic is uniform. 2
Proof: First, we will use the mobile relay to build 4ρ relay paths in Q2. Each path
will only contain one static node s≤2 in Q2 and each static node in Q2 will only be
used once.
Consider three arbitrary small areas a1, a2 and a3 illustrated in Fig. 3.3 (a), where
0 < r ≤ 1 is the distance from the area a1 to the sink. The distance between the
three areas is 1. By our definition, the nodes in area ai will be in the set Pi. As ∆θ
and ∆r are small, any node in area a1 can directly talk to the sink and the nodes
in a2. Also, nodes in a2 and a3 can communicate with each other. If we put the
mobile in area a2, we can connect a static node s3 in a3 with a static node s1 in a1,
thus the packet received by s3 can flow to the sink with the help of the mobile and
s1. Also, when the mobile is in the area of a1, it can connect the sink with a node
s2 in area a2 which can draw data from another node s
′
3 in area a3, as Fig. 3.3 (b)
shows. Since the network density is λ = ρ
pi








2Here the bound for R is loose but strictly holds under all conditions. We conjecture that bound
























(b) Connecting nodes by the mobile relay





(r + 2)∆r∆θ. For 0 < r ≤ 1, we have:






(r + 2)∆r∆θ = n3 (3.5)
which means that the number of nodes in a3 is always bigger than the sum of that in
area a1 and a2. Therefore, for any node in a1 or a2, we can associate a unique node
in a3 to it. Varying r and θ, we can cover all the nodes in Q2, and build an injective
mapping f : Q2 → P3. This implies that for each node sr≤2 in Q2, we can associate a
unique node, sa3 = f(s
r
≤2) ∈ P3 such that sa3 can communicate to the sink by relaying
via the mobile node and sr≤2. We call the node s
r
≤2 the relay node and the node
sa3 the aggregation node (in the latter discussion we will drop the subscript and just
denote them as sr and sa). We define the range of mapping f as the aggregation set,
denoted by G. What this means is that if the mobile is at a distance rm, 0 < rm ≤ 1
from the sink, then sr is in Q2 one hop from the mobile and at a distance 1 + rm
from the sink. A unique aggregation point sa which is at a distance 1 from sr and
2 + rm from the sink is chosen. Similarly, s
r and sa can be defined appropriately
when 1 < rm ≤ 2. Therefore, depending on the position of the mobile, sr and sa can
be defined. If the mobile covers all the positions in Q2, then every node in Q2 will
be chosen as sr once3. If, depending on the position of the mobile, all traffic in Q2
is routed via the associated aggregation node sa, then we will have 4ρ unique paths
from P3 to the sink.
Suppose that we can aggregate the packets generated by nodes in Q2 to the
3Since we assume a Poisson point process, the probability that two nodes fall at the same location
can be ignored.
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aggregation node sa (later we will show this is possible), then there will be at most
N packets passing through any of the 4ρ paths in each time unit. When a node sa
is aggregating all traffic from Q2, the rate of energy consumption for s
r and sa will




in these nodes to send out
the data that they sense, then they will have E − E ′ units of energy for relaying
traffic from other nodes in the network. Therefore, the mobile relay will stand in one
location for a duration E−E
′
Ne
time units before moving to the next location.
Since there are 4ρ routes in total, the total lifetime for nodes in Q2 will at least
be:









We will now construct a mobility algorithm and a routing algorithm for the nodes in
the network and show that none of the nodes in the network will deplete their energy









, we need to aggregate the traffic generated outside
Q2 to the node s
a. Fig. 3.4 shows the mobility algorithm for the mobile relay. Note
that the mobile relay remains within Q2. Fig. 3.5 describes the Aggregation Routing
Algorithm (ARA) in detail. We outline below the salient points of this algorithm.
1. Nodes in Q3:
The data generated in Q3 will be delivered as follows: Nodes in P1 directly send
their data to the sink in one hop. Nodes in P2 will send their data to nodes
in P3 \ G, which are the set of spare nodes which is not used as aggregation
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Mobility algorithm for the mobile relay
Parameters:
(rm, θ): the coordinate for the mobile’s position in a polar coordinate system where the sink
is at the origin.
Method – Mobility management:
01: Set rm = 0, θ = 2pi;
02: while (rm < 2)
03: if θ < 2pi
04: Set θ = θ +∆θ;
05: Move to the new position (rm, θ);
06: else
07: Set rm = rm +∆r,θ = 0;
08: Move to the new position (rm, θ);
09: endif
10: if rm < 1
11: while There exists an unselected node whose coordinate is (rm + 1, θ)
12: Pick up one unselected node s whose coordinate is (rm + 1, θ) and s′ with
coordinate (rm + 2, θ);
13: Set sr = s, sa = s′;
14: Broadcast the information about sr and sa to the nodes in the aggregation area;
15: Relay packets from sr to the sink for EρR2e − 4 EρR4e time units;
16: Mark s and s′ as selected;
17: endwhile
18: else
19: while There exists an unselected node s whose coordinate is (rm − 1, θ)
20: Pick up one unselected node s whose coordinate is (rm − 1, θ) and s′ with
coordinate (rm + 1, θ);
21: Set sr = s, sa = s′;
22: Broadcast the information about sr and sa to the nodes in the aggregation area;
23: Relay packets from sa to sr for EρR2e − 4 EρR4e time units;




Figure 3.4: Mobility algorithm for the mobile relay
points in P3. Nodes in P3 will also send their data to nodes in P3 \ G. The
task for nodes in P3 \ G is to redirect all the data they receive to the current
aggregation node sa using nodes in P3 \G as relays.
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Aggregation Routing Algorithm running on a static node s ∈ Pk
Parameters:
sa: the current aggregation node
sr: the current relay node
r: the distance between sa and the sink is r + 2
Method – ARA:
01: switch (k: the index of Pk where s ∈ Pk)
01: case 1:
02: if s = sr
03: Relay the received packet to the sink;
04: else
05: Send the sensed data to the sink;
06: endif
07: case 2:
08: if s = sr
09: Relay the received packet to the mobile;
10: else
11: Find a neighbor in P3 \G and send sensed data to it;
12: endif
13: case 3:
14: if s = sa
15: Relay the received packet to the mobile or sr;
16: else if s ∈ G
17: Find a neighbor in P3 \G and send sensed data to it;
18: else
19: Relay the received packet towards sa using a neighbor in P3 \G;
20: endif
21: case 4, . . . , R:
22: if ds,s0 = k − 1 + r and s is on the line OS
23: Find a neighbor in Pk−1 whose distance to the sink is k− 2+ r and send the packet to it;
24: else if s is on the line OS
25: Find a neighbor on OS whose distance to the the sink is k − 1 + r and send the packet
to it;
26: else
27: Find a neighbor which is closest to line OS and has the same distance to the sink, send
the packet to it;
28: endif
Figure 3.5: The Aggregation Routing Algorithm
2. Nodes in Q3:
(a) The nodes in Q3 will first relay the packets they generate to the line OS.
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A node in annulus Pk, k > 3 which is at a distance k − 1 ≤ d < k sends
the packets it sensed to a point on the line OS which is also at a distance
d from the sink. It does so by relaying its traffic only via nodes which lie
on the circle of radius d as shown in Fig. 3.6.
(b) Then we use the points on OS to deliver the traffic to the aggregation
point sa. For packets generated in Pk, k > 3, after they reach the line
OS, they will first be sent to the node on OS which is at a distance
k − 1 + r from the sink. Then the packets are sent hop by hop, passing
through nodes on line OS with distance i− 1+ r, 4 ≤ i < k from the sink,
until they reach the aggregation point.
(c) After aggregating the traffic at sa, we will use one mobile and one node
sr in Q2 to build a path from s
a to the sink.
As there are 4ρ candidates for sa, the routing table will change as the aggregation
point changes. From the symmetry of the mobility and routing algorithms described
in Fig. 3.4 and Fig. 3.5, it is clear that the traffic load for the nodes which lie on a
circle with center at the the sink will be equal. Although some nodes may be heavily
burdened for a short duration, the total traffic load for nodes on a circle centered at
the sink will be equal over the lifetime of the network. In the rest of this chapter, we
will frequently refer to nodes within a ring with width of ∆r. We denote a ring of
[i− 1 + r, i− 1 + r +∆r] as Ringi,r in the following discussion.
We will investigate the energy consumption of all nodes in the network under this
















1) Lifetime for nodes in Q2:
A node in P1 either relays traffic for the entire network or relays only its own




energy for transmitting its own traffic. As we discussed in the mobility algorithm,





. Similarly, for nodes in P2, since
they transmit the information they sense to a node in P3 \ G and we have reserved
4E
R2





2) Lifetime for nodes in P3:
Like the nodes in Q2, the nodes in G will be only left with enough energy to send
out their own data after they have acted as aggregation points.
Therefore nodes in P3 \G need to carry the task of relaying the data generated by
nodes in P3 and P2. There will be ρ nodes in P3 \G, and they must relay 8ρ packets
to the aggregation node in each time unit, 3ρ for nodes in P2 and 5ρ for nodes in P3,
since there are (2i − 1)ρ nodes in Pi. They will first deliver the packets for at most
3pi+1 hops to get them to reach the line OS. Then they need one more hop to send
them to the aggregation node. So, a packet from P2 or P3 will be relayed for no more
than 3pi + 2 hops by nodes in P3 \G.
There will be 2ρ(1− r)∆r nodes in P3 \G in Ring3,r and they will be symmetri-
cally distributed around the ring. From the symmetry of the mobility algorithm and
consequently the symmetry of the location of aggregation points, the traffic load in
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this ring can be evenly distributed. On average each node in P3\G will deliver packets
for 8 nodes in P2 and P3 including itself. Here the energy consumption for delivering
one packet to the aggregation point is counted in the energy budget of the first node
relaying it in P3 \G, since the energy consumption will be evenly distributed among
nodes in Ring3,r. In order to distribute the load evenly among different rings, we need
to map 16ρ(1 − r)∆r nodes in P2 and P3 to nodes in P3 \ G in Ring3,r and deliver
the packets generated by them only through nodes in this ring. Such a mapping can
be built as follows: First, map P2 and P3 nodes to the P3 \G nodes in the outermost
ring of Ring3,r=1, then decrease r and map inner rings in sequence, until we reach the
innermost ring of Ring3,r=0. When mapping nodes to a particular ring Ring3,r, all
nodes in {P3 \G} ∩ {[r + 2+∆r, 3]} would have already been mapped to 8 nodes in
P2 and P3. Therefore, when we are at Ring3,r, total number of nodes in P2 and P3
which have already been mapped will be 8
∫ 1
x=r
2ρ(1− x)dx = ρ(8− 16r + 8r2). The
nodes in P2 and P3 which can communicate with a node in Ring3,r are in the area of
[r+1, 3], which has ρ(8−2r− r2) nodes in total. Since ρ(8−2r− r2) is always bigger
than ρ(8 − 16r + 8r2) for 0 < r ≤ 1, this implies that there are unmapped nodes in
P2 and P3 which can be mapped to Ring3,r. This holds true for every r as we go form
the outmost ring to the innermost ring. Therefore, we can build a mapping from the
8ρ nodes in P2 and P3 to the ρ nodes in P3 \G, with each node in in P3 \G exactly
being mapped to 8 unique nodes in P2 and P3. Since each node in P3 \G will have to
relay for 8 nodes and each packet is routed for at most (3pi+2) hops. The lifetime for
any node in P3 \ G is at least E8(3pi+2)e . When R > 20, we can guarantee the lifetime




3) Lifetime for nodes in Pk with k ≥ 4
The nodes in Pk, k ≥ 4 will have to relay traffic for information generated in
Pk and for information generated in Qk. First consider the packets generated in Pk:
For nodes in Ringk,r, the packets generated in this ring will be relayed to the line
OS by nodes in this ring. Each packet will travel at most pi in angle before it can
reach the line OS. It also needs to be relayed for one more hop to reach some node
on line OS with exactly k − 3 distance to the aggregation point. Deducting the first
hop reserved for nodes to send out its own data, the maximal hops a packet will
travel in Ringk,r will be pi(k − 1 + r) + 1. Since the mobility and routing algorithm
is symmetric, the traffic will be evenly distributed among nodes in this ring. As
there are 2ρ(k − 1 + r)∆r nodes in Ringk,r, in each time unit the ring will generate
2ρ(k − 1 + r)∆r packets. During the lifetime of the network, which is 4(E−E′)
R2e
, the
total energy used in delivering this part of traffic will be upper bounded by:
E1(k, r) ≤ 2ρ(k − 1 + r)∆r × 4(E − E
′)
R2e
× e× (pi(k − 1 + r) + 1)
=
8ρ(k − 1 + r)(pi(k − 1 + r) + 1)
R2
× (E − E ′)∆r (3.7)
The next part is the packet generated by nodes in Qk−1. They will be relayed for one
hop to the nodes in Pk−1. Observe that the nodes in Ringk,r only will be involved in
relaying this part of traffic when the distance between the current aggregation point
sa and the sink is 2+r. As we have mentioned, there will be 2ρ(2r+1)∆r aggregation
points whose distance to the sink is r + 2. Each of them will be used for at most
E−E′
ρR2e
time units. Then, the nodes in Ringk,r will need to route traffic from Qk−1 for
at most 2(2r + 1)E−E
′
R2e
∆r time units. Since the aggregation points in circle 2 + r are
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sequentially chosen in a clockwise direction, the traffic load on every node in the ring
Ringk,r as a relay to ring Ringk−1,r will be equal. Therefore, we need to calculate
the total energy used in this ring to ensure that no node in the ring will use up its
energy prematurely. There will be at most N packets from Qk−1 passing through
Ringk,r per time unit. So the total energy consumption during the lifetime will be
upper bounded by:
E2(k, r) ≤ 2(2r + 1)E − E
′
R2e
∆r ×N × e
= 2ρ(2r + 1)(E − E ′)∆r (3.8)
Since there are 2ρ(k − 1 + r)∆r nodes in Ringk,r, the total energy that can be used
for relaying will be 2ρ(k − 1 + r)(E − E ′)∆r. So the total residual energy for nodes
in Ringk,r will be lower bounded by:
Ere(k, r) ≥ 2ρ(k − 1 + r)(E − E ′)∆r − [E1(k, r) + E2(k, r)]
= 2ρ(k − r − 2)(E − E ′)∆r − E1(k, r)
≥ 2ρ(k − 3)(E − E ′)∆r − 8ρk(pik + 1)(E − E
′)∆r
R2




2ρ( (R− 4pi)k − 3R− 4)(E − E ′)∆r
R




2ρ(R− 16pi − 4)(E − E ′)∆r
R
(3.9)
When R is bigger than 16pi+4, the total residual energy will be greater than 0. Since
the traffic will be distributed evenly among nodes in Ringk,r, the residual energy will






The bound holds for all k and r, so no node in
⋃
k≥4 Pk will die prematurely when
R > 16pi + 4.





, thus the joint mobility and routing algorithm that we have constructed





Theorem 3 shows that we can construct a routing algorithm which can achieve




with one mobile. Since R4 decays much faster than R2, as
the network radius R becomes large, the lifetime will approach 4 times that of the
static network with one mobile relay.
3.3.2 ARALN algorithm





when R is large enough. In ARA, every node in the network needs to
know the position of the mobile and appropriately route traffic. However this implies
large overheads in disseminating knowledge of the location of the mobile node to all
the nodes in the network. We could of course argue that since the mobility algorithm
is deterministic, it will only involve a one time dissemination of information to the
nodes in the network. However, in a distributed sensor network, synchronization is
extremely difficult and over time nodes in the network may make incorrect assump-
tions about the location of the mobile node. In this section, we show that we can
construct a routing algorithm, whereby only a limited number of nodes in the net-
work need to know the location of the mobile relay. More interestingly, we show that
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call this routing algorithm as ARALN (Aggregation Routing Algorithm with Limited
Nodes).
ARALN is described in detail in Fig. 3.7. We outline the ideas of the algorithm
below.
1. Nodes which are outside the circle with radius w do not need to know the
position of the mobile and they can use shortest path routing algorithm to
send their packets towards the sink.
2. Once the information from Qw reaches Pw, it is relayed in one hop to the
aggregation ring – Ringw,r in Pw, where the distance from the aggregation
point sa to the sink is 2 + r. Once it reaches a node in this aggregation ring,
it will be delivered by a series of aggregation rings – Ringi,r, 4 ≤ i ≤ w − 1
until it reaches sa. In each aggregation ring, it will be relayed around an angle
φi within Ringi,r before it is relayed to the next aggregation ring – Ringi−1,r.
When this traffic reaches the line OS, it is then routed hop by hop along OS
as before. This is shown in Fig. 3.8.
3. Packets generated by nodes in Qw are routed as in the ARA described in
Fig. 3.5.
Theorem 4 With Aggregation Routing Algorithm with Limited Nodes, the network




, for w = 22, R > 84.4
4Here the bounds for both R and w are quite loose, we suspect we can achieve the lifetime with w
near 10 and R near 40.
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ARALN running on a static node s ∈ Pk
Parameters:
sa: the current aggregation node
sr: the current static relay node
r: the distance between sa and the sink is r + 2
OS: the straight line connecting the sink and the mobile
Method – ARALN:
01: switch (k:the index of Pk where s ∈ Pk)
02: case 1,. . . ,4:
03: Call ARA
04: case 4, . . . , w − 1:
05: if ds,s0 = k − 1 + r
06: if the packet is generated in Qw−1 and it has traveled φk in Pk
07: Find a neighbor in Pk−1 whose distance to the sink is k − 2 + r and send the packet
to it;
08: elseif the packet has reached line OS
09: Find a neighbor in Pk−1 whose distance to the sink is k − 2 + r and send the packet
to it;
10: else
11: Find a neighbor who is closest to line OS and whose distance to the sink is k − 1 + r,
send the packet to it;
12: else if s is on the line OS
13: Find a neighbor on OS whose distance to the the sink is k − 1 + r and send the packet
to it;
14: else
15: Find a neighbor whose is closest to line OS and has the same distance to the sink, send
the packet to it;
16: case w:
17: if ds,s0 = k − 1 + r
18: Find a neighbor in Pk−1 whose distance to the sink is k− 2+ r and send the packet to it;
19: else
20: Find a neighbor whose distance to the sink is k − 1 + r, send the packet to it;
21: case w + 1, . . . , R:
22: Find a neighbor who is closest to the sink, send the packet to it;
Figure 3.7: The Aggregation Routing Algorithm with Limited Nodes




time units under ARALN described in section 3.3.1. We will also show that w is a










Figure 3.8: Packet aggregating routes with ARALN
1). Lifetime for nodes in Q3
Since the ARALN in Q3 is same as the ARA, the lifetime for nodes in Q3 can be
derived in the same way as in ARA.
2). Lifetime for nodes in Pk with 4 ≤ k < w
As in the proof of Theorem 3, the total energy consumption for relaying packets
generated in the aggregation ring will be 8ρ(pi(k−1+r)+1)(k−1+r)(E−E
′)
R2
∆r. For k ≤ R
4
,
this part is further bounded by 2ρ(E −E ′)∆r. After the packets get to the line OS,
these packets will be treated as the packets generated in Qw and we will have to take
into account the energy consumption for relaying these packets.
For the data generated in Qk, the nodes in the aggregation ring of Ringk,r will
use their residual energy for two tasks: First, they need to forward the packets one
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hop in the normal direction to make them reach the nodes in the next ring Ringk−1,r;
Second, they should relay the packet in the tangential direction for a certain angle
φk to deliver the traffic to the line OS.
As shown in the proof of Theorem 3, the nodes in a particular aggregation ring will
only relay packets for at most 2(2r+1)E−E
′
R2e
∆r time units. Since nodes in Qk can not
generate more than N packets per time unit, the total number of packets to be relayed





There will be 2ρ(k − 1 + r)∆r nodes in the aggregation ring in Pk, so the total




∆r packets to the next ring will consume 2ρ(2r+1)(E−E ′)∆r energy.
For k ≤ R
4
, the nodes in the aggregation ring can spend at least
2ρ(k − 1 + r)(E − E ′)∆r − 2ρ(2r + 1)(E − E ′)∆r − 2ρ(E − E ′)∆r
= 2ρ(k − r − 3)(E − E ′)∆r (3.10)
energy to relay the packets in the tangential direction towards line OS. The angle
φk, by which every packet generated by Qk can travel in Pk, would be:
φk = min
r
2ρ(k − r − 3)(E − E ′)∆r





k − r − 3





Each packet will at most need to be relayed for an angle of pi to reach the line OS.
Considering that we relay the packets in discrete steps, some packets may over shoot.
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For example, when the packets are routed around the circle with radius 3 (the inner
circle for P4), one hop will carry the packet for an angle of 0.335. Since the over
shoot will never exceed the largest step, which is 0.335, the total angle a packet need
to travel will not exceed pi + 0.335. In ARALN, each packet will be relayed by φk in
the aggregation ring in Pk before it reaches the line OS. For w = 22, the total angle
packets can travel is
∑21
k=4 φk = 3.584, which is larger than pi + 0.335. So we only
need to use nodes in
⋃22
k=4 Pk to aggregate the traffic. As we assumed that k ≤ R4 for
4 ≤ k ≤ 21, then R should be bigger than 84 in this case.
3). Lifetime for nodes in Pk with k = w
For the nodes in Pw, first, they need to send their data to nodes in Ringw,r, then
the nodes in this aggregation ring will relay the packet to nodes in Ringw−1,r. Since
the nodes in Pk, k > w will not know the position of the mobile, they will deliver
their packets via the shortest path. The traffic passing through Ringk,r, k ≥ w will
be
∑R
l=k 2ρ(l− 1 + r)∆r = ρ(R− k+ 1)(R+ k+ 2r− 2)∆r. So the nodes in Ringw,r
should send out ρ(R−w+ 1)(R+w+ 2r− 2)∆r packets per time unit. In addition,
they need to deliver 2ρ(2r+1)E
e
∆r packets to the next ring in total. The traffic load





∆r per time unit. Then the average load per time unit for
one node in Ringw,r will be:
Load(w, r) =




2ρ(w − 1 + r)∆r
=
2(R− w + 1)(R + w + 2r − 2) +R2(2r + 1)
4(w − 1 + r)





4(w − 1) . (3.12)
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As we have shown that w is much bigger than 8, the load for one node in the aggre-
gation ring is well below R
2
4




4). Lifetime for nodes in Pk with k > w
For the nodes in Pk with k > w, they only need to relay traffic passing through
them for one hop towards the sink. It is easy to see that the load for these nodes is




3.4 Network with Multiple Mobile Relays
In this section, we will extend our discussion to a network with M mobile relays.
When we have M mobile nodes in the network, they will stay within Q2M and get
nearly 4M times lifetime when R is large.
Theorem 5 The lifetime of a uniform dense network with M mobile relays is upper
bounded by 4M E
(R2−4M2)e time units.
Proof: Consider the traffic load in Qi with i ≥ M . The traffic generated in Qi
would be N − ρi2 per time unit. This traffic will be relayed at least i−M times by
static nodes in Qi. The number of nodes in Qi is ρi
2. Constraining the M mobile
nodes to remain within Qi and using similar arguments in the proof of Theorem 2,
we can bound the network lifetime by:
TM ≤ ρi
2E
(N − ρi2)× (i−M)e
=
i2E
(R2 − i2)(i−M)e (3.13)
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For i < M , such bound will be infinity. For i ≥ M , the function i2
i−M takes the
smallest value at i = 2M . So, set i = 2M we get the least upper bound, which is
given by 4M E
(R2−4M2)e time units.
Notice that, here the bound is looser than the one we derived in Theorem 2.





with M mobile nodes, when R is large enough.
Proof: For the network with M mobiles, we need to form 4Mρ paths with nodes
in Q2M to reach the desired network lifetime.
Consider the areas of ai, i = 1, ..2M + 1 as defined the the proof of theorem
3, there would be ρ
pi
(r + i − 1)∆r∆θ nodes in the area ai. We need to construct
ρ
pi
(2r + 2M − 1)∆r∆θ paths using M mobile with all the static nodes in ai, i =
1, ..2M+1. It is obvious that there are more than ρ
pi
(2r+2M−1)∆r∆θ nodes in area
a2M+1. So, we only need to consider the nodes in ai, i = 1, ..2M . For convenience, we
let α = ρ
pi
∆r∆θ in this section.
First, we randomly pickup M areas in ai, i = 1, ..2M and from a path with one
static node in each and M mobiles. We form rα paths in this way. Then we will use
the nodes in the other M areas to form another rα paths with the M mobile. After
this, we have formed 2rα paths, and there will be (i− 1)α nodes left in ai.
We use induction to show that we can form (2M − 1)α paths using M mobiles
and static nodes in ai, i = 1, .., 2M , where each area have (i− 1)α nodes:
It is easy to see that when M = 1 we can form α paths using static nodes from
area a1, a2 when they have 0 and α static nodes respectively.
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Table 3.1: Construction of routes with two mobiles
Area Static nodes used (normalized by ρ
pi
∆r∆θ) Sum
State 1 State 2 State 3 State 4
a1 r Mobile Mobile Mobile r
a2 Mobile r 1 Mobile r + 1
a3 Mobile r Mobile 2 r + 2
a4 r Mobile 1 2 r + 3
a5 r r 1 2 2r + 3
Suppose our claim is true for the caseM = 1, 2, . . . ,m−1. Now we havem mobile
relays and need to form (2m − 1)α paths with static nodes in area ai, i = 1, ..2m,
where each area have (i− 1)α nodes. We first use α static nodes in a2m and α nodes
in each of the areas form a2, ..am together with m mobiles to form α paths. Then
we use α nodes in each of the areas form am+1, ..a2m together with m mobiles to
form another α paths. After that we have (2m − 3)α nodes in a2m, 0 nodes in a1
and i − 2 nodes in ai, i = 2, .., 2M − 1. Changing the i by i′ = i − 1, we can apply
our assumption in the area of ai, i = 2, .., 2m − 1: With m − 1 mobiles we can form
(2m − 3)α paths with nodes in area ai′ , i′ = 1, ..2m − 2, each area has (i′ − 1)α
nodes. Together with one mobile in a1 and (2m−3)α nodes in a2m, we can construct
(2m−3)α paths connecting a1, .., a2m. Add this up with the first 2α paths we formed,
we have constructed (2m − 1)α paths from m mobile nodes and all the static nodes
in area ai, i = 1, ..2m, where each area has (i− 1)α static nodes.
By induction, for any M we can always form (2M − 1)α paths using M mobiles
and static nodes in ai, i = 1, .., 2M with each area have (i− 1)α nodes.
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Integrating in the area will give the total number of paths as 4Mρ.
Table 3.1 gives a example of how to form ρ
pi
(2r + 3)∆r∆θ from nodes in ai, i =
1, .., 5 with two mobile relays. Here the mobility pattern is more complex than the
single mobile case. To fully exploit the energy stored in static nodes in Q4, the
two mobile relays need to cooperate with each other when moving. In general, they
should stay on the same line connecting the sink and the the aggregation point na.
Furthermore, the mobile relays should move along this line to form enough paths
along this line with static nodes. When all the static nodes on this line have been
used as relay nodes, they will shift around a small angle to another line. The mobile
relays will sweep around the area of Q4 in this pattern until all the static nodes in
Q4 have been used as relay node.
The routing algorithm for the M mobile relays is similar to the single mobile
one. The only difference is that in the M mobile case, the packets generated in
Q2M will be delivered in a different manner. We need to use the node in the ring
[k − 1 + r, k − 1 + r +∆r], 1 < k ≤ 2M to relay the packet generated in this ring to
the line OS. A packet will travel at most pi× 2M hops to that line.Thus, we need to




for nodes in Q2M . Since there
are 4Mρ paths, each can sustain E−E
′′
Ne








In this chapter, we considered the lifetime upper bound of dense wireless sensor
networks. We first introduced a circular network model with one sink at the center.
Using this model, we derived the upper bound for static networks and networks with
one mobile relay. We showed that a single mobile relay can at most improve the
network lifetime by 4 times. Then, we constructed two jointly mobility and routing
algorithms ARA and ARALN which can asymptotically achieve the upper bound of
lifetime for networks with one mobile relay. We also showed that the network lifetime
can be asymptotically improved by 4M times when there are M mobile sensors in
the network.
The analysis and algorithms in this chapter is based on an ideal assumption that
the network is very dense. However, sensors are often deployed in low density in
real networks. In the next chapter, we will further study the network lifetime in
network with finite density. We will use numerical results to show the performance




Mobile Relay in Low Density Networks
4.1 Problem Formulation
In this chapter we will investigate the mobile relay approach in random networks with
moderate size and relax the assumption of dense and large network in Chapter 3.
For a random network with moderate size, such as 100 sensors randomly deployed
in a 5 × 5 hops area, the randomness of sensor distribution may generate topology
defects, i.e., voids or low density areas in the network. Such topology defects prevent
the construction of perfect symmetric routing as described in Chapter 3. However,
the experiments on random networks show that the routing schemes in random fi-
nite networks still follows the basic routing concepts as in the ideal networks. The
experiment results also show that the mobile relay can improve the network lifetime
by more than two times for networks with such topology defects.
We first construct an optimization problem to solve the routing and mobility
problem in the random finite network with only one mobile relay. The network
topology is abstracted as a Random Geometric Graph with edge (i, j) between any
pair of vertex i and j of distance smaller than 1 from each other. We maximize the
overall network lifetime under the energy constraints of static sensors. Similar to the
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assumptions used in [32] for mobile sinks, we assume that the mobile relay will stay
at positions where there is a static sensor. When the mobile relay is at the position
of sensor k, it will take over the task of sensor k and sensor k will sleep for that time
period. The mobile relay will shift between static sensors and try to help as many
sensors as possible during the network lifetime. We assume that the mobile relay will
always stay at the position of some static sensor during the network lifetime, since this
will always give a longer lifetime than removing the mobile node. Thus, maximizing
the sum of periods for which the mobile relay stays at each location will give the
optimal network lifetime. Here, we ignore the time used for moving the mobile nodes,
which will be further discussed in section 4.3.3.











xkji = gi × tk ∀i, k (4.2)




xkij × e ≤ E ∀i 6= 0 (4.4)
where tk is the length of time that the mobile relay will stay at sensor k and x
k
ij
is the total traffic flow from sensor i to sensor j during that time period. E and
e represent the initial energy of the sensor nodes and the energy for relaying one
packet, respectively. gi is the packet generation rate for node i. We assume the data
generation rate is uniform, i.e., gi = 1, in all experiments. Then, the data generation
rate for the sink, denoted as g0, is set to −N , where N is the number of sensors in
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the network. Constraints (4.2) and (4.3) give the network flow constraint for node
i during the period tk, which restricts the difference between total out-flow and the
total in-flow during the period must be equal to the packets node i generated in this
period. Constraint (4.4) is the energy constraint, namely, the sum of energy over all
the periods should not exceed the initial energy E. The energy used in period ti is
not counted, since during ti the mobile is at the position of sensor i and sensor i is
sleeping.
In this linear programming formulation, we assume a uniform energy depletion
model where each packet consumes the same amount of energy. The channel access
overheads, such as backoffs and retransmissions, are ignored in this model. However,
Eq. (4.4) can be used in general nonuniform energy depletion models. Once the de-
tailed energy consumption model under a specific channel access protocol is given, the
energy consumption rates on different edges in Eq. (4.4) can be changed accordingly.
However, the study of energy consumption model under different channel access pro-
tocols are out of the scope of this thesis. In section 4.4, we will give a nonuniform
energy consumption rate sample where the energy consumption rates depend on the
distance between nodes.
On average there are O(ρN) edges in the static network and the mobile can
appear in N different places. So, there are O(ρN2) variables and O(N2) constraints
in the linear programming problem, which is solvable in polynomial time.
In practice, the sink can be the entity who collects traffic information and calcu-
lates the optimal schedule. Once the optimal schedule is know, the sink will broadcast
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the schedule to all sensors in the network. A static node will know when the mobile
will take over its task and sleep during that time period. The static node also knows
when the mobile will leave and will wake up slightly before that time to take over the
relay tasks.
The energy used for collecting traffic information and broadcasting the movement
schedules are not considered in the linear programming. As the algorithm only ex-
ecutes once after deployment, the energy used in these operations will be negligible
when compared to the energy used for relay packets during the network lifetime,
which can be serval months to years.
Our numerical results is based on the simplified energy model stated in Chapter
3 without considering the MAC or physical layer. The sensors are randomly deployed
on fields with different size and shape. For each network instance, we calculate the
lifetime for the static network through the linear optimization algorithm as described
in [34], which gives the optimal lifetime for the static network. The lifetime of the
mobile relay solution on the same network instance will also be calculated and we
averaged over at least 100 network instances to get the improvement.
4.2 Performance of Mobile Relay
4.2.1 Traffic distribution
Fig. 4.1 shows the traffic distribution for a randomly deployed network. The network
contains 100 randomly deployed sensor on the 5×5 hops square area with one sink at
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the center. We can see there are topology defects in this network, like the hole up-left
to the sink. Fig. 4.1(a) describes the optimized traffic distribution of the static net-
work, where the numbers on the sensors indicate the amount of traffic passing through
it per time unit. Since the traffic flow is optimized by energy conserving routing, the
neighbors of the sink shares the same load of 13 packets per time unit. However, such
load is much higher than other sensors. Thus, those immediate neighbors of the sink
will die first and the sink will be disconnected from other parts of the network after
that.
Fig. 4.1(b) and Fig. 4.1(c) show the traffic routes with one mobile relay in the
network1. The mobile relay will stay at different places (represented by triangles)
during different time period. The traffic flow in each time period will be optimized to
maximize the overall network lifetime. Although we do not use the routing schemes
developed in Chapter 3, the routes obtained through optimization still follows the
ideas used in Chapter 3:
1) The mobile relay stays within two hops range of the sink even though we do
not explicitly oblige the mobile to stay around the sink. The experiments with and
without such moving range constraints provide similar network lifetime [10]. This
shows the mobile relay actually only needs to stay in two hop distance around the
sink to maximize the network lifetime.
2) Sensors should redirect their packets towards the mobile relay so that the mobile
relay can carry more traffic. Also, the aggregation process will mostly use the sensors
1In this example we only show two positions and the correspond traffic flow, while there are the 8
positions the mobile relay will stay during the network lifetime.
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(a) Traffic distribution of static network
























































































































(b) Traffic distribution when mobile relay stays at position I (41% net-
work lifetime)
55























































































































(c) Traffic distribution when mobile relay stays at position II (24%
network lifetime)
































































































































(d) The traffic flow averaged over the network lifetime with one
mobile relay. Triangles are positions where the mobile relay will
stay and the numbers below it are the length of stay
Figure 4.1: Traffic flow in network with 100 sensors in 5 × 5 hops square
area. The sink is marked as the square in the center of the network.
Mobile relay is marked as triangle.
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on the edge of the network. We can see from Fig. 4.1(b) and Fig. 4.1(c), that nearly
70% packets are flowing through the mobile relay.
3) Sensors will work as the static relay node alternately. There exist some time
periods that a particular sensor will be highly loaded, for example, some sensors need
to carry 15 packets per unit time in Fig. 4.1(c). However, after they perform their
relay task, they seldom need to relay for others in the rest of their lifetime. Such
alternation reduces the overall traffic load for sensors. As shown in Fig. 4.1(d), most
sensors share the average traffic load of 4.4 packets over the total network lifetime
after we put in the mobile relay. This maximal traffic load is much smaller than the
maximal load in the static network case, so the network can sustain for a much longer
time. Also, only a few sensors have traffic loads smaller than 4.4, which means all the
sensors will use up their energy almost at the same time, thus there is little waste in
residual energy.
4.2.2 Network lifetime
Fig 4.2 shows the lifetime for static circular networks and the lifetime with one mobile
relay under different network sizes. The lifetime is normalized by the maximal node
lifetime of E
e
. The experiment result of the static network fits the theoretical result
in Theorem 1 quite well.
Fig. 4.3 shows the lifetime improvement of the mobile relay solution under differ-
ent network settings. In general, the improvement is more than two times for networks
with more than 100 nodes, irrespective of whether the network shape is circular or
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 Static network (λ=4)
 Static network (λ=5)
 With one mobile (λ=4)
 With one mobile (λ=5)













R (Network Radius) 
Figure 4.2: Network lifetime for nodes randomly deployed on a circular
region, for λ = 4 and 5 (confidence interval 95% )
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 Square Region (λ=4)
 Circular Region (λ=4)
 Circular Region (λ=5)
Figure 4.3: Average lifetime improvement for networks with one mobile
over the static network (confidence interval 95%). For the square network,
the sink is put at the center of the square and the network radius R is
defined as half the side length of the square.
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square.
We also observed that the improvement increases as the network size and density
increases. This coincides with the analysis in Chapter 3. The density and size of
the network are the two factors which limits the performance of mobile relay in the
random network. With low network density, the chance that there are topology
defects around the sink is very high. Such defects will limit the number of routes we
can build across the two hop area around the sink. Another factor is the network
size. With the limited network size, only part of the traffic can be redirected and pass
through the mobile, which limits the efficiency of the mobile relay. As Fig. 4.1 shows,
all nodes in the network participate in the traffic aggregation, still there is not enough
space for all packets to be aggregated to the mobile relay. As the network density
and size grows, the effect of topology defects and limited space will be mitigated so
that the lifetime improvement will be increased.
4.2.3 Network dilation
Another important performance metric is the average path length, which affects many
metrics including the average delay. As our scheme requires the traffic to be redirected
towards the mobile relay, packets will take a longer route compared to shortest path
routing. However, the path dilation is bounded by pi+1 in our scheme, since the packet
will at most go around an anger of pi and then directly go towards the sink. Fig. 4.4
compares the average hop count of mobile relay solution with other schemes. The
results show that energy conserving routing does not incur much route dilation and
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 Energy conserving routing
 Shortest path
Figure 4.4: Comparing the average hops for different approaches. (Net-
work on square area with λ = 4,confidence interval 95% )
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its average hop count is quite close to the shortest path case. The mobile relay scheme
use almost two times more hops to deliver the packet. As the network size grows, the
path dilation converge to near 2.6 in our experiment. So, the path dilation is bounded
for the mobile relay scheme. Consequently, the packet delay of our algorithm will be
comparable to the delay of shortest path routing when there is no congestion. Note
that the delay of mobile relay scheme is much smaller compared to data ferry solutions
where the delay depends on the moving speed of the mobile [24].
4.3 Comparing Mobile Relay with Other Ap-
proaches
4.3.1 Network lifetime comparison
Fig. 4.5 compares the network lifetime for different approaches. We average over
100 realizations of a random network with 100 nodes and one sink in a 5× 5 square
area. In this figure, the lifetime of non-energy-aware shortest hop routing networks
is normalized to 1. As we can see, the energy conserving routing scheme can improve
the network lifetime nearly 4 times over the minimal hop routing. This scheme
gives the upper bound for homogenous static network. By adding only one mobile
relay, we can get double lifetime than energy conserving routing. However, when
we use static energy provisioning schemes, e.g., adding 4 times more energy to 25%
random selected static sensors, the network lifetime can be only extended by 40%.
The discussion below will show that mobile relay is better than most static energy
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Figure 4.5: Comparing network lifetime for different approaches
provisioning approaches. Another method to extend lifetime is to use the mobile node
as the sink. It gives lifetime improvement even better than the mobile relay. However,
the mobile sink approach has certain constraints. We will further discuss the tradeoffs
in choosing between mobile relay and mobile sink in the following section.
4.3.2 Static networks
i) Increasing the density of static nodes
One way to increase the network lifetime is to redeploy more static nodes in
the area near the sink. These additional static nodes serve as reservoirs of energy.
Normally these nodes are in the sleep state. If the sensors nearby dies, these additional
nodes will wake up to take over the relay tasks. To achieve a lifetime improvement of
4 by this approach, we need to increase the density of nodes within two hop radius of
the sink. It is easy to see that we need to deploy at least 4ρ additional static nodes
around the sink to achieve the same performance as one mobile relay.
ii) Increase the energy carried by static nodes
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 25% long life static sensors 
 50% long life static sensors
Figure 4.6: Comparing the lifetime improvement of adding one mobile
relay with solutions that add more energy to static sensors. (Network on
square area with λ = 4,confidence interval 95% )
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We also can upgrade the battery of static sensors to extend their lifetime. Assume
that we have some static sensors equipped with better batteries, which provide four
times more energy than normal sensors. In the deployment phase, those more powerful
static sensors are mixed up with normal sensors and randomly deployed on the field.
Therefore, the network lifetime will be extended since some of the static sensors gain
more initial energy. Fig. 4.6 compares the lifetime for such hybrid static network
with networks have one mobile relay. The lifetime improvement of the mobile relay
solution is close to the static network where 50% sensors has four times more energy.
However, in the mobile relay solution we only need to add one mobile relay in the
network, which may be much cheaper than the static solutions where we must upgrade
the battery of 50% sensors to gain the similar performance.
iii) Resource Rich Static Nodes
Instead of mobile nodes, we can also add resource rich static nodes as relays or
sinks. For the static relay case, we add static sensors with more energy but has the
same communication ranges as normal sensors. For the static sink case, we assume
their are multiple static sinks in the network.
As shown in the mobile relay case, given a limited number of resource rich static
nodes as relays, the best location for these relays will be near the sink such that they
can take over the relay tasks of the critical sensors. Therefore, the amount of traffic
flowing through the critical nodes can be reduced. By adding the static relays, the
new set of bottleneck nodes will be the neighbors of the sink and neighbors of the
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Figure 4.7: Adding static relays to improve the network lifetime
Sink 1 Sink 2
Sink 3 Sink 4
Figure 4.8: Adding static sinks to improve the network lifetime
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relays which can directly communicate with the sink. Some of the relaying burden
of the bottleneck nodes around the sink is mitigated. In other words, in this new
network, the set of bottleneck nodes which determine the lifetime of the network will
be the nodes which are one hop neighbors of the sink and the two relays. Each of
these new bottleneck nodes will carry less traffic than in the original network, thereby
improving the lifetime of the network. Therefore, one can view, the addition of these
static relays as increasing the set of bottleneck nodes in the network, but reducing
the network load on each of them. Since the static relay must be connected to the
sink or other relays, adding one static relay can wield its influence over an area of
at most 0.6090pi, as can be seen in Fig. 4.7. Thus, one static resource rich relay can
increase the network lifetime by at most 60% over the original network, while one
mobile relay can increase the lifetime by 300% as we have shown previously.
Another way to use static resource rich sensors is to use them as sinks. By
adding more static sinks, we can scale down the size of the sensor network. As shown
in Fig. 4.8, by adding three more static sensors, we can split the original large network
into four smaller networks. Sensors only need to send their data to the closest sink,
thus the traffic is largely reduced. As we can see, the sensors around the static sinks
will still be the bottleneck. Since each small network only contains 1/4 sensors than
the original network, the traffic flow through the bottleneck sensors will be reduced
to 1/4. The newly added sinks still have ρ neighbors as the original network, so the
lifetime of the new network will be 4 times of the original due to the reduce in traffic.
As we shown in Chapter 3, adding one mobile relay can achieve 4 times improvement
in the ideal case, which is similar to adding 3 more static sinks.
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By investigating different static approaches, we see that mobile relay is better
than most static approaches in the sense of lifetime improvement. However, static
solutions also have certain advantages since their routing schemes can be very simple
and the routing overhead is low.
4.3.3 Networks with mobile sinks
The mobile sink approach use the mobile node as the sink. As the mobile node goes
around the network, the bottleneck around the sink is distributed over the whole
network. As shown in Fig. 4.5, the mobile sink approach in [9] can provide longer
lifetime than the mobile relay approach. When the sink is moving around the network
peripheral, the mobile sink approach can give an improvement factor of O(R) on
network lifetime, while we need O(R) mobile relays to achieve the same improvement
[10].
However, there are certain tradeoffs between the mobile relay and mobile sink
solution. First, the mobile relay solution is more flexible than the mobile sink. The
mobile sink is the gateway to the outside network, certain applications may not permit
the sink to be mobile. Also, mobile sink may create more routing overheads. For a
realtime data logging application, the mobile sink should always be connected to the
sensors. So, each single movement of the sink must be traced and the data gathering
path should be changed accordingly. For the mobile relay approach, the network is
fully functional even without the mobile relay. So, the mobile relay can detach form
the network, move, then reattach at the new position. Such flexibility in movement
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will not incur as much overhead as the mobile sink. Second, the mobile relay can heal
the topology defects in the network. Due to the randomness in deployment, there may
be topology defects in the network, i.e., the network is partitioned in the beginning
or the communication to certain part of the network relies on few sensors, as shown
in Fig. 3.1. The mobile relay can improve the network lifetime greatly in this case,
while the mobile sink can not. Finally, the mobile relay requires only a small moving
range, also only sensors in limited area need to know where the mobile relay is. For
the mobile sink approach, the lifetime improvement depends on the moving range of
the mobile sink. If the sink only moves in a small area, the lifetime improvement will
be similar to mobile relay approach.
From the discussions, we see that mobile relay only need to move in a small
region around the sink. Also, the mobile relay do not need to move continuously as
in the mobile sink case. The mobile relay will only move between several positions
in the network as shown in Fig. 4.1(d). Therefore, the overall movement distance is
small and the moving time can be ignored compared to the network lifetime of serval
months to years.
4.4 Power Controlled Networks
4.4.1 Problem formulation
Although we assume that sensors do not use power control in transmission in the
above analysis and numerical results, the optimization framework in section 4.1 can
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be easily extended to scenarios where sensors can reduce the transmission power when
they are close to each other.
Assume that sensors select the transmission power according to the distance to
the packet destination. In other words, when a relay node is closer to the next hop
node, it can reduce the transmission power level to be just “enough” to reach the next
hop node. In this case, the energy consumption for relaying one packet from sensor
i to sensor j will depend on the distance between i and j. As the static sensors do
not move, the relay energy for a particular link will not change during the network
lifetime. So, we can denote the energy for relaying one packet from sensor i to sensor
j as a constant eij.
Assume that mobile sensors will still stay at the positions of static sensors. The










xkji = gi × tk ∀i, k (4.6)




xkij × eij ≤ E ∀i 6= 0 (4.8)
As eij depends only on the distance between sensor i and j, this linear program-
ming problem has a similar complexity as the linear programming problem of Eq.
(4.1) – (4.4). Note that when nodes can do power control, they may choose to trans-
mit over a long edge to reduce the number of hops or choose to use several short hops
to save the transmission energy used per hop. Both of these choices are captured in
the linear programming described above. The optimal solution will automatically use
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the most energy efficient route.
In this work, we do not consider physical layer interference between neighboring
nodes. When considering physical layer interference, the energy used for relaying one
packet, eij, depends on the detailed channel access model, which is out of the scope of
this thesis. A detailed discussion on the tradeoffs between transmission power control
and interference to neighboring nodes can be found in [66].
4.4.2 Numerical results
We use numerical results to study the performance of power controlled networks. In
the numerical experiments, we use a simplified model for power consumption. Assume
that the distance between sensor i and j is di,j. Then the energy for relaying a packet
from node i to node j is set to eij = e ∗ dαi,j. We set α = 2 in the experiments.
Note that we assume that the maximal transmission range is 1 for all sensors in
previous discussions. So, the maximal relay energy is upper bounded by e which is
the power consumption when sensors are not using power control. In this experiment,
we randomly deploy static sensors in circular networks as in section 4.2. The network
lifetime is also averaged over 100 networks.
Fig. 4.9 shows the lifetime for static networks and the lifetime with one mobile
relay under different network sizes. The lifetime is normalized by E
e
as in section 4.2.
Comparing Fig. 4.9 and Fig 4.2, we have following observations:
• The network lifetime is increased when sensors are using power control, for
both the static network and network with one mobile relay. This is because
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Figure 4.9: Network lifetime for nodes randomly deployed on a circular
region when sensors are using power control, λ = 4 and 5 (confidence
interval 95% )
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the relay energy used in the power controlled networks is always smaller than
or equal to that in the networks without power control.
• In power controlled static networks, the network lifetime increases as the net-
work density gets higher, which is not observed in networks without power
control. This is due to the fact that a higher sensor density will decrease the
average distance between sensors. In power controlled networks, reducing the
distance between sensors normally leads to a reduction in transmission energy.
So, the network lifetime increases with the network density in power controlled
networks.
• In the power controlled networks, the mobile relay can still provide about 2
times increase in network lifetime, which is similar as in the network without
power control. This shows that our scheme can also work well when power
control is used.
4.4.3 Other extensions
Our solution can also be extended to cases where mobile sensors have longer transmis-
sion ranges, possibly via directional antennae. When the mobile relay uses directional
antenna with transmission and receiving gain of G. The transmission and receiving
range of mobile relay can be improved to G1/α, where α is the path loss exponent. We
can show that the network lifetime increase can be improved by 2(G1/α + 2G2/α − 1)
in this case when there is a single mobile relay in the network.
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4.5 Chapter Summary
In this chapter, we further investigated the performance of the mobile relay scheme
in networks with finite sensor density. We first proposed a linear programming al-
gorithm to find the best traffic route and sojourn time for mobile relays. In the
numerical results, we showed the network traffic distribution, network lifetime and
network dilation of the mobile relay approach. Compared to the lifetime improvement
upper bound of 4 times derived in Chapter 3, the lifetime improvement in networks
with finite density is around 2 times. This performance gap is possibly due to the
randomness in deployment.
We also compared the network performance of the mobile relay scheme to other
approaches such as mobile sink, static sink and high energy static nodes. We showed
that the mobile relay scheme is better than other static network approaches and has
certain advantages over the mobile sink approach. Finally, we considered the network
where sensors can use power control and showed that our mobile relay scheme can
also work well in networks with power control.
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Chapter 5
Trade-off Between Coverage and Mobility
Coverage problem is an important problem in wireless sensor network since it deter-
mines how well the sensor network can monitor the physical world. A critical aspect
which determines the quality of coverage is network deployment. Due to a variety of
factors, such as the scale of the network, inaccessibility of the terrain etc., optimal
deterministic deployment of the network is often infeasible. A common scenario en-
visioned for deployment is that of randomly scattering sensor devices over the field
of interest. Although this eases the task of network deployment, it makes the task of
guaranteeing coverage much harder.
In this thesis, we define a metric, over-provisioning factor, which indicates
the efficiency of a network deployment strategy. For a given network deployment
strategy, if a sensor density of λ is required to guarantee k-coverage, then we
say that the deployment strategy has an over-provisioning factor η = λ
k
. Con-
sider a random deployment strategy with static sensors of sensing range r = 1√
pi
over a square region of area L. Then to guarantee k-coverage, we need sensor
density λ = logL + (k + 2) log logL + c(L) with c(L) → +∞ when L → +∞
[6, 7, 8]. Since c(L) can grow slower than O(log logL), the over-provisioning fac-
tor is η = Θ( logL
k
+ log logL). Compared to a deterministic deployment, which has
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η = Θ(1), the random static deployment has an unbounded over-provisioning factor
as network size L grows. Loosely speaking, for the random deployment, many areas in
the field will have far more than k sensors covering them, while a few critical regions
will have around k sensors covering them. Consequently, the random deployment
strategy has a high over-provisioning factor and low efficiency for large networks.
As an alternative, mobility can be used to improve network coverage efficiency
[11, 25]. Mobile sensors can relocate themselves to heal coverage holes in the network
so that the randomness in sensor deployment can be compensated. Clearly, the over-
provisioning factor for a network with all mobile sensors can be Θ(1) since the sensors
have the flexibility of relocating themselves to the optimal locations. Unfortunately,
this extra degree of freedom does not come cheap. First, mobile sensors are far
more expensive than static sensors. Second, mobility consumes more energy than
communication or sensing. However, most research in mobile sensor networks do not
consider the cost of movement for mobile sensors. If a mobile sensor is required to
move over long distances, then its entire energy supply may be depleted in locomotion.
Moreover, the redeployment process may take considerable time in large networks
since the speed of mobiles is limited.
In this chapter, we will introduce a new way to improve the network coverage with
mobile sensors. Unlike previous mobile sensor networks, the mobile sensors used in
our scheme only have limited mobility. We will derive the upper bound on movement
distance for mobiles to fully cover the field. We will also study the performance of a
hybrid network where only a small portion of sensors are mobile in this chapter.
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5.1 Coverage Efficiency in Sensor Networks
5.1.1 System Model
Consider a square sensing field with side length l and area L = l × l. We assume
that there are N = λL static sensors uniformly and independently scattered in the
network. When N is large , the number of static sensors in a region with area of A,
which is denoted as nA, will be Poisson distributed with mean of λA [67]:




Also, the number of sensors in disjoint areas will be asymptotically independent to
each other ([67], page 39). Thus, our point process can be approximated by a station-
ary Poisson point process when the network is large enough. In later derivations, we
directly use the properties of Poisson point processes, since we study large networks
where these assumptions are valid.
We assume that each static sensor can cover a disk with radius r = 1√
pi
centered
at it. In other words, every sensor can cover a disk with unit area. The field is said
to be k-covered when every point in it can be covered by at least k sensors. The
communication range for sensors is assumed to be larger than 2r so that the network
will be connected when it is completely covered [68].
We also assume that mobile sensors are uniformly and independently scattered
in the network and the total number of mobiles is M = ΛL. The mobile sensors have
the same coverage range as static sensors. Due to energy and cost considerations,
we assume that each mobile sensor only moves once over a limited distance, to heal
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coverage holes in the network. We assume that the mobiles are provisioned with
sufficient energy, so that after relocation, they can sense and communicate for at
least the same duration as the static sensors. Finally, our goal is to guarantee that
the entire field is k-covered, where k is determined by the network operator prior to
deployment.
5.1.2 Over-Provisioning Factor
We define a new metric, which we call the over-provisioning factor η = λ+Λ
k
, i.e., the
ratio of sensor (static and mobile) density to the coverage requirement of the network.
Clearly, the smaller the value of η, the more efficient is the network deployment in
providing k-coverage.
For deterministically deployed networks, the optimal over-provisioning factor is
Θ(1). The upper bound for η can be found by placing sensors on regular grids. For
example, placing sensors on square grids with side length of da =
√
2r can provide
1-coverage over the network. If k-coverage is required, k sensors can be placed at








. The reason that ηs is larger than 1 is that there are still some
overlapping areas between adjacent sensors in deterministic deployments. For higher






which is the most efficient regular lattice for 1-coverage [69]. It is easy to see that the
over-provisioning factor is lower bounded by 1 for any deployment, since the sum of
areas of sensing regions of all sensors should be k times larger than the sensing field
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size. Therefore, the optimal over-provisioning factor for deterministically deployed
sensor networks is Θ(1).
Let us now investigate the over-provisioning factor for randomly deployed static
sensor networks with density λ. By the theory of random coverage processes ([67]
Theorem 3.6), the total expected area which is uncovered is e−λL. By choosing a large
enough λ, the percentage of uncovered area, which is e−λ, can be made arbitrarily
small. However, the probability that there exists a connected coverage hole larger
than unit area approaches one for a network with constant sensor density λ when the
network size L→∞. The reason for this is as follows: Consider the case that a point
in the network has no sensors within a distance of 2r from it. If such a point exists,
the disk with radius r = 1√
pi
around it will be uncovered, which is a coverage hole with
an area of at least 1. Note that such a point always exists when the network is not
completely covered with an increased sensing range of 2r. As shown by the theory of
random coverage processes ([67] Theorem 3.1), with probability approaching one, a
network cannot be completely covered by a constant density of sensors with range of
2r when the network sizes goes to infinity. Therefore, we see that a constant sensor
density of λ can not guarantee that there are no big holes in the network as the
network size grows, even though most areas of the field will be covered.
To achieve k-coverage in a large network, the static sensor density needs to grow
with the network size as λ = logL + (k + 2) log logL + c(L) where c(L) → +∞ as




logL+ (k + 2) log logL+ c(L)
k
(5.2)
which is O(logL) for fixed values of k. This shows that the coverage efficiency for
random static sensor networks become worse as the network size increases.
5.2 Coverage in All-mobile Sensor Networks
5.2.1 Maximum movement distance
We now consider coverage in networks when all sensors are mobiles and are ran-
domly deployed. These mobile sensors then reposition themselves so as to provide
k-coverage. Clearly, in this case we should be able to achieve ηm = Θ(1). However,
the key question is what is the maximum distance that each sensor has to move in
order to place itself at the optimum location, since movement consumes a significant
amount of energy [48]. Most prior research tries to minimize the total distance moved
or total number of movements made by all the sensors, e.g., [27]. This is inadequate
since energy is not transferable between mobile sensors. Therefore, it is better to
limit the maximum moving distance for each mobile by moving several mobiles over
a short distance, such as the cascaded movement in [12].
We bound the maximum moving distance for all-mobile networks as follows:
Theorem 7 Consider an all-mobile sensor network uniformly and independently dis-







Figure 5.1: Matching mobiles to grid points in all-mobile networks.
over-provisioning factor of ηm =
pi
2
and the maximum distance moved by any mobile
sensor is O( 1√
k
log3/4(kL)) w.h.p. (with high probability).
Proof: In order to provide a tight bound on the moving distance, we use a different
placement than the deterministic placement discussed in the previous section, which
places k sensors at the same grid point of side length ds =
√
2r. Instead, here we





Fig. 5.1. It is easy to see that the density of the grid points is k
2r2
= ηmk.
We first show that the network can be k covered with one mobile at each of
these grid points. Then, we will bound the maximum moving distance for uniformly
distributed mobiles to achieve such a regular grid deployment.
Assume that the mobiles have been relocated so that each grid point has exactly
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one mobile on it. First consider coverage on interior network areas which have distance
more than r to the field boundary. If a point is within distance r to at least k grid
points, it is then k covered. By the lower bounds on lattice points covered by a circle
[70], there are at least W (k) lattice points of side length of da covered by a circle of












Note that W (k)/k is a monotonically increasing function when k ≥ 1, and we have
W (k) > k when k ≥ 25. It is also easy to verify that the network is at least k-covered
when 1 ≤ k < 25. Thus, we can see that if there is one sensor at each grid point then
the network interior is completely k-covered. To cover points near the boundary, we
can slightly increase the deployment field to a (l + 2r) × (l + 2r) square. This only
increases the density by a fraction of O( r
l
), which is negligible when the network size
is large.
After mobiles are randomly deployed in the network, we need to relocate mobiles
so that each grid point has exactly one mobile. This is essentially a matching problem
between mobile sensors and grid points. The maximum moving distance for mobile
sensors can be derived from the results of the minimax grid matching problem studied
in [50]:
Consider an l × l square region with square grids of unit side length. If we ran-
domly and independently scatter L = l2 points in the region according to a uniform
distribution, then w.h.p., there exists a perfect match between the L random points and
the L grid points with maximum distance between any matched pairs of O(log3/4 L).
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Note that the total number of grid points is k
2r2
L in our network instead of L.
Therefore, the maximum moving distance will be O(log3/4(kL)) times the side length




instead of 1, we get the maximum moving
distance bound of O( 1√
k
log3/4(kL)).
Theorem 7 shows that it is possible to relocate the mobiles by only a small distance
to achieve deterministic sensor placement. The actual relocation algorithm will be
discussed in Chapter 6.
An interesting point in an all-mobile sensor network is that the mobiles compen-
sate the randomness in large networks differently when compared to static approaches.
The static approach needs to use higher density, scaled as O(logL), to compensate
for the network size. In mobile sensor networks, the sensor density remains constant
while mobiles need to increase their moving distance as O(log3/4 L) as the network
size increases.
5.2.2 Numerical results
As shown in section 5.2.1, providing k-coverage in an all-mobile network is the same
as the 1-coverage case, but with the moving distance divided by
√
k. Hence, we only
consider the maximummatching distance for 1-coverage in our numerical experiments.
In the experiments, M = ΛL mobiles are uniformly and randomly scattered into
the network with area of L, where Λ is fixed as pi
2
. Then, the mobiles are matched
to M grid points on grids with side length of ds =
√
2r so that they can provide full
coverage over the field (see section 5.2.1). The matching is performed by a centralized
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Figure 5.2: Probability that no feasible matching exists for a given mov-




linear programming algorithm which will be described in Chapter 6. By repeating
this over 105 randomly generated topologies, we find the probability that no feasible
matching exists for a given maximum moving distance D.
Fig. 5.2 shows the probability that no feasible matching exists in different network
sizes, where the moving distance is normalized by the grid size of ds. From Fig. 5.2, we
see that the probability that no feasible matching exists quickly drops from 1 to 0 as
the moving distance increases from 1.5ds to 3.5ds. This phenomenon is a consequence
of the fact that in random geometric graphs, monotone properties demonstrate critical
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threshold phenomena [71].
In this experiment, the network size is changed from 10×10 grids to 50×50 grids.
Consider the moving distance which can ensure the network to be completely covered
by relocated mobiles with probability higher than 99.9% (where curves drop below
10−3 in Fig. 5.2). We see that the moving distance is only increased by about 0.4ds
while the network size is increased by 25 times. Also, note that the maximum moving
distance for large networks is small compared to the networks size. For example, in a
network with side length of l = 50ds, the mobiles only need to move for at most 3.5ds
to form a regular grid deployment, which is less than one tenth of the network size. For
larger networks, the difference will be even greater since the moving distance scales
as O(log3/4 L). A online demo for networks smaller than 10× 10 grids is available on
[72]. When designing mobile networks, we can find the required moving distance D
for a given network size and failure probability via Fig. 5.2. Then the mobiles can be
designed to carry enough energy for moving for a distance of D so that all mobiles
can successfully relocate themselves without exhausting their batteries.
5.3 Coverage in Hybrid Sensor Networks
The all-mobile network can achieve deterministic sensor deployment by moving sen-
sors over a small distance. However, mobile sensors are much more expensive than
static sensors. In order to reduce the network cost, it is preferable to use only a small
number of mobiles to improve the network performance. In this section, we study
the coverage of hybrid networks in which a large number of static sensors and a small
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fraction of mobile sensors are deployed. We provide a constructive proof to show
that the over-provisioning factor is O(1) and the fraction of mobile sensors required
is less than 1√
2pik
. We further show that for this particular deployment, the maximum
distance that any mobile sensor will have to move is O(log3/4L) w.h.p.
5.3.1 Mobile sensor density
In the constructive proof, we fix the static sensor density at λ = 2pik. The trade-off
between static sensor density and mobile sensor density will be further discussed in
later sections.
We divide the network into square cells with equal side length of dh = r/
√
2.
Since the sensing range is r, any sensor in the cell can completely cover the cell. The
average number of static sensors in each cell will be 2pikd2h = k.
The network will be k-covered if all cells contain at least k sensors. However, some
cells may contain fewer than k static sensors due to the randomness in deployment.
If a cell i contains ni < k static sensors, we say cell i has vi = k − ni vacancies.
According to the Poisson approximation, ni will be asymptotically independently
and identically distributed as:




The random variable vi = [k− ni]+, where [x]+ means max{x, 0}, will be distributed
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as:
P{vi = j} =

kk−je−k
(k−j)! 1 ≤ j ≤ k
1−∑k−1m=0 kme−km! j = 0
0 otherwise
(5.5)



































(k − 1)! = kP{ni = k} (5.6)
Since vi are independently and identically distributed random variables, we drop the
subscript i in E{vi} in later derivations. The average number of vacancies per cell
will converge to E{v} when the network size is large, by the Law of Large Numbers
[65]. In other words, the average number of vacancies per cell will be within a range
of [(1− )E{v}, (1+ )E{v}] for arbitrarily small values of  when L→∞. Therefore,




= (1 + )2piE{v}, the number of mobiles is
almost surely larger than or equal to the total number of vacancies for large networks.
As  can be made arbitrarily small, we just use the asymptotic mobile density of
Λ = 2piE{v} in future derivations.
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Figure 5.3: Ratio of Λ/λ (with λ = 2pik).









Note that the error of Stirling’s approximation has the order of O(e1/(12k)). Thus, we
have E{v} → √k/√2pi as k → ∞, see Fig. 5.3. Consequently, we have Λ ≈ √2pik.
As the static sensor density is 2pik, the density ratio of mobile sensors compared to




. As k increases, a smaller fraction of sensors need to be
mobile to fill the vacancies. This agrees with the intuition that the Poisson distributed
number of static sensors in a cell will be more concentrated around the mean of k as
k increases.
The summation of mobile and static sensor density is still O(k) since we have
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λ = 2pik and Λ ≈ √2pik. More precisely, the over-provisioning factor ηh = λ+Λk ≤
2pi +
√
2pi for an arbitrarily large network and any integer value of k. The fraction
of mobiles needed for different k values are plotted in Fig. 5.3. For k larger than
15, fewer than 10% of the sensors need to be mobile. However, for small k values,
the mobile sensor density Λ can be larger than the density of all-mobile networks.
For example, when k = 1, we can use mobile density of pi
2
to achieve a deterministic





This problem will be further discussed in section 5.4 where we can use several methods
to reduce the mobile density.
5.3.2 Maximum movement distance
In the hybrid network solution discussed above, we need to move mobiles to fill in
the vacancies in each cell. In other words, we need to build up a one-to-one matching
between mobile sensors and vacancies. In the following, we show that the maximum
distance that any mobile sensor will have to move is O(log3/4 L) with high probability.
The matching is built in two steps: First, we match the mobiles to points on a
grid with side length of 1√
Λ
. The maximum matching distance is O( 1√
Λ
log3/4(ΛL))
w.h.p., as shown in section 5.2.1. The function 1√
Λ
log3/4(ΛL) is a decreasing function
with Λ when Λ and L are larger than 1. Therefore, the matching distance decreases
with Λ and it can be rewritten as O(log3/4 L), since Λ ≈ √2pik > 1.
The second step is to match vacancies to the grid points on the grid with side
length of 1√
Λ
. Unfortunately, the results from [50] cannot be directly applied since
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the vacancies are not uniformly distributed. We use the following theorem to bound
the maximum matching distance:
Theorem 8 Consider a square network with area L where ΛL vacancies are dis-




to Eq.(5.5). Then, w.h.p., there exists a matching which has maximum matching dis-




The proof of Theorem 8 is similar to the proof given by Leighton and Shor for uni-
formly distributed points [50]. The major differences are that our vacancy distribution
is not uniform and the vacancies are distributed in discrete cells rather than in a con-
tinuous field. In this proof, we focus on the differences and only give an outline for
parts which are same as in [50].
Consider the case of matching ΛL randomly distributed vacancies to the same
number of grid points on the grid with side length of 1√
Λ
by maximum matching
distance of D. Define the neighborhood of a region R in the sensing field as N (R),
the set of cells where all points are within a distance of D of at least one point in R.
Note that R is also contained in N (R). It is easy to see that mobiles on grid points
in N (R) can move into R by moving by at most a distance of D. By Hall’s Theorem
[73], there exists a perfect matching with maximum moving distance D between the
vacancies and grid points if and only if for every sub-regionR in the field, the number
of vacancies contained in R, denoted as VR, is smaller or equal to the number of grid
points in N (R), denoted as WN (R).
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For our problem, we need to first define the number of vacancies in an arbitrary




. Denote the number of cells in regionR as AR = Area(R)/d2h = 2piArea(R).
Suppose region R intersects with CR cells, and it overlaps with only a fraction ai of
the total area of cell i, where 0 < ai ≤ 1. Then we have AR =
∑CR
i=1 ai. Define the
number of vacancies in R as VR =
∑CR
i=1 aivi. In other words, if a region only covers
part of the cell i, the number of vacancies contributed by the cell i will be aivi. This
definition “spreads” the vacancy in cell i uniformly on the area of a cell, thus it has
the property that the number of vacancies in a union of disjoint regions will be the
sum of vacancies in individual regions.
Since we need to prove that D = O(log3/4 L), it is sufficient to only consider
region RΓ and N (RΓ) with boundaries lying along the edges of squares Γ with side
length c log3/4 L, where c is some constant [50], as shown in Fig. 5.4. We have:
WN (RΓ) = Λ(Area(RΓ) + Area(N (RΓ) \ RΓ))
= E{VRΓ}+ Λ× Area(N (RΓ) \ RΓ) (5.8)
where Area(R) is the area of regionR. Define the discrepancy ∆(R) = |VR−E{VR}|.
As shown in [50], we can make Area(N (RΓ) \ RΓ) ≥ cpPer(RΓ) log3/4 L for an
arbitrarily constant cp by setting D = O(log
3/4 L), where Per(R) is the perimeter
of region R1. Thus, if we have ∆(RΓ) ≤ cpΛPer(RΓ) log3/4 L for all RΓ, we can
guarantee that VRΓ ≤ WN (RΓ) also holds for all RΓ.
1More strictly, this holds for at least one of RΓ or its complement RΓ, so we need to show that




Figure 5.4: A region and its neighborhood.
Using the region decomposition method, it is shown in [50] that if for every region
R (not necessarily having boundaries lying on Γ):
P{∆(R) ≥ δ} < O(e− c2δ
2
Area(R) ) for δ < Area(R) (5.9)
P{∆(R) ≥ δ} < O(e−c2δ) for δ > Area(R) (5.10)
then w.h.p., we will have ∆(RΓ) ≤ cpPer(RΓ) log3/4 L for all regions RΓ which have
boundary lying on Γ.
Therefore, we need the following lemma:
Lemma 1 For any region R, we have the probability
P{∆(R) ≥ δ} < 2e− δ
2
4piArea(R)k (5.11)
when the vacancies are distributed according to Eq.(5.5).
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Proof: Construct random variables v′i = vi − E{v} which have mean E{v′i} = 0.




i = VR − E{VR} and ∆(R) = |V ′R|. Since the
number of vacancies in a cell can not exceed k, we have 0 ≤ VR ≤ ARk. Thus, we
only need to consider δ < ARk, since P{∆(R) ≥ δ} = 0 when δ ≥ ARk.
We will bound the probability P{∆(R) ≥ δ} by the Chernoff bound. For t > 0,
we have:
P{V ′R ≥ δ} ≤ e−tδE{etVR′} (5.12)





Since 0 < ai ≤ 1, the function f(x) = xai is concave when x > 0. By Jensen’s
inequality, we have E{f(x)} ≤ f(E{x}) for a concave function f(x), we get:
E{etaiv′i} = E{(etv′i)ai} ≤ (E{(etv′i)})ai (5.14)
for all i. Since v′i are identically distributed, we have:


























































−t−1) ≥ (etE{v} − 1)−1













By Eq.(5.15), we get:
P{V ′R ≥ δ} < ekAR(t+e
−t−1)−tδ
Since δ < ARk, let t = log ARkARk−δ > 0, we get:
P{V ′R ≥ δ} < exp
(
(ARk − δ) log ARk
ARk − δ − δ
)
(5.18)
Using the inequality of log x ≥ x2−1
2x
for 0 < x < 1 , we get:
(ARk − δ) log ARk

























−t−1) < (etE{v} − 1)−1









By Eq.(5.15), we get:






As E{v} ≥ e−1 for any k (by Eq.(5.7)), we can select t = 3, so that etE{v} − 1 >
e− 1 > 1. We have:











due to 0 < δ
ARk
< 1.
Consider both cases, we have P{V ′R ≥ δ} < e−
δ2
2ARk when δ < ARk. For δ ≥ ARk,
it is easy to see that P{V ′R > δ} = 0.
Now we consider the other side of the distribution, we need to bound:
P{V ′R ≤ −δ} = P{−V ′R ≥ δ} (5.21)
With the Chernoff bound, we have:












for t > 0.
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f ′1(t) = E{−ve−tv} (5.26)
Since v ≥ 0, we have f ′1(t) < 0 for all t.
Note that ex ≥ 1 + x for all x. We get −ve−tv ≤ −v(1 − tv) for all t and v,
therefore:
f ′1(t) ≤ E{−v(1− tv)}
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l−1e−k
































f ′1(t) < kt− E{v} (5.29)
for all t and k.
Now consider f ′2(t), we have:




We have f ′2(t) > 0 when t > E{v}/k. Since f ′1(t) ≤ 0, we have f ′2(t) ≥ f ′1(t) when
t > E{v}/k.








−tE{v} ≥ kt− E{v} (5.32)
since kt − E{v} ≤ 0. Combining Eq.(5.29) and (5.32), we have f ′2(t) ≥ f ′1(t) when
0 < t ≤ E{v}/k.
Since f1(0) = f2(0) = 1 and f
′











for t > 0.
Therefore, we have:





E{e−tv′} = etE{v}E{e−tv} ≤ e kt
2
2 (5.35)
for t > 0.
Use Eq.(5.22), we get:
P{−V ′R ≥ δ} ≤ e−tδeAR×
kt2
2 (5.36)
Select t = δ
ARk
> 0, we have:
P{−V ′R ≥ δ} ≤ e−
δ2
2ARk (5.37)
Combining the results for both sides, we have P{|V ′R| ≥ δ} < 2e−
δ2
2ARk . This is
equivalent to:
P{∆(R) ≥ δ} < 2e− δ
2
4piArea(R)k (5.38)
as AR = 2piArea(R).
Note that the discrepancy bound derived above is cpΛPer(RΓ) log3/4 L instead of
cpPer(RΓ) log3/4 L. Thus, in our problem the discrepancy should be scaled by a factor
of Λ, which is the density of the grid points. We have Λ ≈ √2pik. Put δ′ = Λδ into
Eq.(5.38), we can see that the factor of k in the exponent in Eq.(5.38) will be canceled
by Λ2. In this case, it is easy to see that the bound in Lemma 1 satisfies Eq.(5.9) and
98
Table 5.1: Sensor density and moving distance tradeoff for k-coverage
Network type Static sensor density Mobile density Maximum moving distance
Static O(k log logL+ logL) 0 0






(5.10) for both cases of δ ≤ Area(R) and δ > Area(R). Therefore, using the same
region decomposition method as in [50], we have ∆(RΓ) ≤ c1ΛPer(RΓ) log3/4 L with
high probability. This directly leads to the upper bound of O(log3/4 L) in maximum
moving distance.
Thus, the matching distance between vacancies and the grid points is also
O(log3/4 L). Since the big O notation hides constant factors, the distance between the
mobile and vacancy matched to the same grid point is also O(log3/4 L). This builds
up the one-to-one matching between mobiles and vacancies with maximum distance
between matched pairs as O(log3/4 L).
Compared to the all-mobile case, the moving distance of the hybrid network is
O(
√
k) times larger, yet it is small compared to the network size.
In summary, Table 5.1 shows the sensor density and moving distance for different
network structures.
5.3.3 Numerical results
In the numerical experiments of hybrid networks, we divide the network area as cells
with side length of dh = r/
√
2 as in section 5.3.1. We uniformly deploy N = λL static
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Figure 5.5: Probability that no feasible matching exists for a given mov-
ing distance in hybrid networks of different size (k=10, moving distance
normalized by r/
√
2, confidence interval 95%)
sensors and M = ΛL mobiles in the network, where λ = 2pik and M is selected so
that there are exactly enough mobiles to fill all vacancies. The mobiles in one cell can
move to cells within a distance of D. The following results are obtained by solving
the linear program which will be described in Chapter 6, on 105 randomly generated
topologies for each network size.
Fig. 5.5 shows the probability that there is no feasible mobility schedule to fill
all vacancies under different network sizes when k is 10. In the hybrid network,
the maximum moving distance for mobiles also increases slowly as the network size
100
































Figure 5.6: Probability that no feasible matching exists for a given mov-
ing distance in hybrid networks of different k (900 cells, moving distance
normalized by r/
√
2, confidence interval 95%)
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increases. Note that the moving distance in hybrid networks is normalized by dh
instead of ds in the previous section. Since we have dh = 0.5ds, the actual moving
distance for hybrid networks is comparable to the all-mobile case when k = 1. The
moving distance for networks with varying k is plotted in Fig. 5.6 with network size
of 900 cells. We see that the maximum moving distance required for hybrid networks
slightly decreases as k increases, while the curve for k = 50 and k = 100 almost
overlap. This shows that when k is small the maximum moving distance is affected
by both the matching distance from the mobile to the grid points and matching
distance from the grid points to the vacancies. As k increases, the matching distance
from the mobile to the grid points will decrease to zero as the mobile density increases,
see section 5.3.1. Then, the moving distance is dominated by the matching distance
from the vacancies to the grid points which is not changed as k increases.
5.4 Discussions
5.4.1 Network structure alternatives
The mobile density used in section 5.3.1 is quite high especially when k is small. In
this section, we provide several methods to reduce mobile density.
5.4.1.1 Sharing Mobiles
The cell used in our hybrid network has side length of r/
√
2, which is quite conser-
vative compared to the sensing range of r. Actually, a mobile at the corner of a cell
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can cover four cells at the same time, see Fig. 5.7.
Consider the super-cell which contains 9 cells as shown in Fig. 5.7. We need to
deploy the mobiles only at the four central points of pi to provide coverage for the
9 cells. For example, when k = 1, if there are no static sensors in the super-cell, we
can put one sensor at each pi to provide full coverage on the 9 cells while the basic
algorithm discussed in section 5.3.1 uses 9 mobiles. If cell 1 has at least one static
sensor, then at most three mobiles are needed to stay at p2, p3 and p4 to cover the
rest of cells. As each mobile can cover four adjacent cells, the mobile density can be
reduced by a constant factor.
The density of mobiles required for the sharing mobile scheme can be numeri-
cally calculated by enumerating possible vacancy distributions in the super-cell. The
reduced mobile density is shown in Fig. 5.3 in section 5.3.1. We see that when k is
small, this scheme can reduce the mobile density by half, compared to the original
hybrid structure. In this case, our hybrid network can use fewer mobiles than all-
mobile networks when k = 1. However, the improvement ratio reduces as k increases
as shown in Fig. 5.3. When implementing the sharing mobile algorithm, we separate
the network region to disjoint super-cells. The number of mobiles required in each
super-cell can be determined when the number of static sensors in the 9 small cells is









Cell 2 Cell 3
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Figure 5.7: Sharing the mobile sensor.
5.4.1.2 Increasing Static Sensor Density
We can also reduce the density of mobiles by increasing the density of static sensors.
Suppose that we increase the density of static sensors so that the average number of
sensors in each cell of side length r√
2
is g ≥ k.
The number of vacancies will be distributed as:
P{vˆi = j} =

gk−je−g
(k−j)! 1 ≤ j ≤ k
1−∑k−1m=0 gme−gm! j = 0
0 otherwise
(5.39)


















≤ e (k−1)(g−k)k e−(g−k)E{v} = e− g−kk E{v} (5.40)
The third step uses the inequality of (1 + x
n




= (1 + g−k
k
)k−1 ≤ e (k−1)(g−k)k . Therefore, with a increased static sensor density,
the density of mobile sensors is reduced at least exponentially as e−
g−k
k . Specifically,
when the density of static sensor is doubled (g = 2k), the density of mobiles can be
reduced by at least e−1 which is close to one third. Note that the bound in Eq.(5.40)
is tight only for small k, we can use even smaller number of mobiles when k is large.
Note that we are still maintaining a constant over-provisioning factor in this solution.
5.4.1.3 Maximum Moving Distance
Suppose that we use one of the two methods discussed above and the mobile density is
Λ. Using the same argument as in section 5.3.1, we can first match the mobiles to grid
points with side length 1√
Λ
, then match the vacancies to the grid points. However, the
vacancy distributions are different from those in section 5.3.1, and we have a different
bound on moving distance here.
Theorem 9 Consider a square network with area L with ΛL vacancies distributed
independently and identically in each square cell with side length of d, where d is
some constant. If the number of vacancies in each cell is upper bounded by k, then,
w.h.p. we can find a matching which has maximum matching distance as O( k
Λ
log3/4 L)




Proof: The proof of Theorem 9 is similar to the proof of Theorem 8. Consider
a region R with exactly AR cells which has side length of d. Since the number of
vacancies in each cell is bounded in [0, k], by Hoeffding’s inequality [74], we have:
P{|VR − E{VR}| ≥ δ} < e−
2δ2
ARk2 (5.41)
With similar arguments as the proof in Theorem 8, this bound can be extended to
regions which do not contain exactly an integer number of cells, and we get:
P{|VR − E{VR}| ≥ δ} < e−
2d2δ2
Area(R)k2 (5.42)
Comparing Eq.(5.42) and Eq.(5.38), we see that any region will have discrepancy less
than cpkPer(RΓ) log3/4 L w.h.p. This gives an upper bound on moving distance of
O( k
Λ
log3/4 L) since the grid point density is Λ. Note that the bound of Theorem 9
is
√
k times larger than the bound in Theorem 8 when we set Λ = O(
√
k). This
is because of the Chernoff bound we derived in Theorem 8 for the specific vacancy
distribution is tighter than the Hoeffding bound used here.
Theorem 9 can be directly used for the increasing static sensor density scheme. For
the first scheme which shares the mobiles, we can set d as the side length of the super-
cell, which is 3r√
2
. The number of mobiles required in each super cell is independently
and identically distributed. Also, each super cell needs at most 4k mobiles. Applying
Theorem 9, we get the maximum moving distance of O( k
Λ
log3/4 L). Therefore, when
Λ and k are fixed, the maximum moving distances for both schemes still increases
as O(log3/4 L) with the network size L. From Theorem 9, we also see that when the
mobile density decreases, the moving distance for mobiles will increase.
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5.4.2 Network Lifetime
The k-coverage problem is closely related to the network lifetime problem. We define
the network lifetime as time that the network cannot provide 1-coverage over the
sensing field. Suppose that each sensor can monitor the region for time of τ before
the battery is exhausted. Then k-coverage is a necessary condition for network to
reach kτ lifetime [6], since any point which is covered by fewer than k sensors can not
be monitored for time longer than kτ . On the other hand, ensuring the network to be
k-covered does not directly lead to kτ lifetime since there may not exist a sleep-wake
schedule which can operate for more than kτ lifetime [75].
In our hybrid network scheme, there are at least k mobile or static sensors in each
cell with side length r√
2
. Therefore, we can achieve kτ network lifetime by using each
of the k sensors in a cell for 1
k
fraction of the network lifetime. The interesting point
here is that the scheduling problems for coverage are often NP-complete in random
networks [75]. However, this problem can be easily solved in our hybrid network
structure.
5.5 Chapter Summary
In this chapter, we considered using mobile sensors with limited mobile to improve the
network coverage. We first defined a network metrics called over-provisioning factor
to measure the coverage efficiency of sensor networks. We showed that the over-
provisioning factor of randomly deployed static sensor network grows unbounded as
the network size grows. This means that static sensor networks cannot cover the field
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efficiently.
We investigated the upper bound on movement distance for an all-mobile sensor
network to cover the whole field and showed that the distance increases with the
network size as O(log3/4 L). We then constructively showed that a hybrid sensor
network with a small fraction of O(1/
√
k) mobile sensors can also achieve full coverage
with the movement distance in the same scale of O(log3/4 L). This shows that we can
reduce the number of mobiles used in the network while not losing much in network
performance.
In the discussion part, we considered other alternatives of hybrid mobile sensor
structures. We showed that it is possible to further reduce the mobile density while
keeping the movement distance as O(log3/4 L). We also demonstrated that our scheme
can facilitate the sleep-wake scheduling for network lifetime optimization.
One important problem not addressed in this chapter is the mobility algorithm
of mobile sensors. Mobile sensors need to coordinate with each other so that each
mobile can be matched to a unique grid point or vacancy. This coordinate problem
will be studied in the next chapter.
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Chapter 6
Mobility Algorithms for Full Coverage
6.1 Problem Formulation
As shown in section 5.3.1, the maximum moving distance of mobiles is small compared
to the network size. However, we still require a coordinated moving schedule for which
the maximum movement distance is O(log3/4 L). Simple greedy movement, such as
moving mobiles to the nearest vacancy, may fail to fill all vacancies with short distance
movements [26]. Since the matching problem is a special kind of network flow problem,
we can use a network flow architecture to solve the movement schedule in a distributed
manner.
6.1.1 Balancing sensors in cells
Inspired by the network flow model used in [26], we formulate our movement schedule
problem as follows: Suppose for each cell i there are ni static sensors and mi mobile
sensors. The number of vacancies in cell i will be vi = [k − ni]+. The problem of
moving mobiles to fill the vacancies is similar to traffic flow problem in networks, see
Fig. 6.1.
We construct a graph G(V , E) with each cell as a vertex. We add a directional





Cell 2 Cell 3
Cell 4 Cell 5 Cell 6





Figure 6.1: Formulating the mobility problem as a network flow problem.
The excess mobiles are “flowing” towards the vacancies.
D = O(log3/4L), which is the maximum distance that a mobile sensor can move. The
actual value of D can be determined via Fig. 5.2 or Fig. 5.5 when the requirements of
coverage failure probability is given for practical networks. Mobiles can move between
two cells when the distance between them are smaller than D. Denote the number of
mobiles which move from cell i to cell j as xij, then the movement schedule problem











xij ≥ vi −mi ∀i (6.2)∑
j
xij ≤ mi ∀i (6.3)
xij ≥ 0 ∀i, j (6.4)
where cij is the movement cost. In this optimization problem, Eq.(6.2) is the flow
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conservation condition, which requires the net in-flow for cell i (number of mobiles
moving into cell i minus number of mobiles moving out of cell i) to be larger than
the number of mobiles it requires (the number of vacancies minus initial number of
mobiles in cell i). This constraint guarantees that the final number of mobiles in cell
i will be larger than the number of vacancies after the movement. Eq.(6.3) shows
that the total number of mobiles moving out of cell i should not be larger than the
initial number of mobiles in cell i. The movement cost cij determines the metrics
that need to be minimized. If we set all cij = 1, then the optimal solution will give
the movement schedule which has minimum number of movements. If cij is selected
as distance between cells, we will get the scheme with the minimum total moving
distance. In this formulation, every mobile will move only once between cells which
are not more than D apart. Note that our problem formulation is simpler compared
to the formulation in [26].
This problem formulation can work for both the all mobile network and hybrid
network. In case of all mobile network, we can simply set vi = k for all cells in the
problem. This formulation can also be applied to irregularly shaped networks by the
same graph construction methods as in square networks.
6.1.2 Relationship to network flow problems
We next convert our problem to an equivalent standard network flow problem to
show certain important properties of this problem. Note that the linear optimization
problem of Eq.(6.1) – (6.4) is similar to the minimum cost flow problem [76], except
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for the flow conservation constraint of Eq.(6.2). Since in our problem the total number
of mobiles
∑2piL
i=1 mi is slightly larger than the total number of vacancies
∑2piL
i=1 vi (see
section 5.3.1), we make the net in-flow to be larger or equal to vi−mi instead of just
equal to. If we add a super sink cell c0 and slack variables xi0 to represent the excess
number of mobiles, we will get an equivalent problem which is exactly the minimum






















xij ≤ mi ∀i (6.8)
xij ≥ 0 ∀i, j (6.9)
This minimum cost flow problem has flow capacity constraints on nodes, i.e., the total
flow through a node is limited. We can further convert such problem to a traditional
network flow problem which has only edge capacity constraints using the well known
node-splitting method in network flow problems ([76] page 41–42).
As the constraint matrices for network flow problems are Totally Unimodular
([76] page 447-449), the optimal basic solution x∗ij are integers since vi and mi are
integers. Therefore, the optimal solution implies that we can just move x∗ij mobile
sensors from cell i to cell j to ensure that each cell has at least k sensors in total.
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6.2 Distributed Algorithms
In this section, we describe a distributed algorithm to find the movement schedules
for the mobiles. To better describe the algorithm, we first provide a distributed
algorithm to solve a simpler problem. This algorithm only gives a feasible movement
schedule to fill all vacancies without minimizing the total movement cost. We will
later show that with several iterations of this algorithm, the minimum-cost flow can
also be achieved. Details are at the end of this section.
6.2.1 Push-relabel algorithm
The minimum cost flow problem described in section 6.1.1, gives the optimal sensor
movement schedule which minimizes the total movement costs. However, if our goal
is only to use mobiles to fill all the vacancies (without minimizing the movement
cost), we can just treat the problem as a maximum flow problem, i.e., maximizing
the flow from the source to the destination. The solution of the maximum flow will
be a feasible movement schedule for mobiles to fill all vacancies when such schedule
exists. Several efficient algorithms for the maximum flow problem exist, such as Ford-
Fulkerson augmenting path algorithm or the push-relabel algorithm [77]. In this work,
we adopt the push-relabel structure which is a naturally distributed algorithm.
We assume that each mobile or static sensor knows its location and knows which
cell it is located in. After deployment, mobiles and static sensor in the same cell i
communicate with each other to compute vi and mi. Each cell elects a mobile or
static sensor as the delegator for the entire cell. This sensor stores the necessary in-
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formation of the cell during the algorithm execution. The delegator of cell i also needs
to communicate and exchange information with its neighbors in graph G described
earlier. In case there are empty cells, which contain no mobile or static sensors, we
can randomly assign a mobile in an adjacent cell as its delegator. Since we have
shown the empty cell can be filled with a maximum moving distance of D w.h.p.,
there will at least be one mobile within distance of D. In case that an empty cell
makes the network disconnected, the nearest mobile moves to the empty cell to con-
nect the network before executing the algorithm. In the following discussion, we just
use the term “cell” instead of “the delegator of the cell” when an operation needs to
be performed.
The basic idea for push-relabel algorithm is to iteratively push the excess flow of
one vertex to neighboring vertices with lower “heights” or relabel itself, which is lift
the height of itself, when a push can not be performed. The push and relabel will
be repeated until all cells have no excess flow. Details of the original push-relabel
algorithm can be found in [77, 78]. Here we only discuss the difference between our
algorithm and the original push-relabel algorithm.
• In our algorithm, we use the vacancies as the commodity instead of mobiles.
In other words, we push the vacancies from the cells with fewer than k sensors to the
cells with free mobiles.
• We have capacity limits on the total flow going through one cell to bound
the number of mobiles which can move out of the cell. We adopt the node splitting
method to handle capacity bounds on nodes ([76] page 41-42). Each cell i will be
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split to two vertices iin and iout, the input vertex and the output vertex, respectively.
The input vertex is connected with the output vertex by a unidirectional arc (iin, iout)
with zero cost and capacity same as mi, the upper bound on number of mobiles which
can move out of cell i. Then, the output vertex iout is connected with neighboring
cell’s input vertex jin with a unidirectional arc (iout, jin) with cost defined as the cij in
section 6.1.1 and unlimited capacity. Therefore, each cell must maintain two vertices
in the push-relabel algorithm. This node splitting method directly comes from the
network flow theory [76], and it is simpler than algorithms splitting each cell to three
vertices as in [26].
The details of this algorithm are shown in Fig. 6.2. In this algorithm, cells
only need to know the heights of vertices in neighboring cells within distance D
to perform either push or relabel operation. The push process between iin and iout
in the same cell is the same as between different cells except that no message needs
to be sent. Note that the push and relabel operations only send messages between
cells without actually moving the mobiles. The movements are performed at the end
of the algorithm. Each cell will send mobiles to neighboring cells according to the
in-flow of their input cells.
6.2.2 Algorithm performance
In our algorithm, every cell needs to communicate only with cells within distance of
D and the cell only requires knowledge about these neighboring cells to perform the
push and relabel. The network graph has |V| = O(L) vertices and each vertex has at
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Mobility algorithm for cell i
01: Collect cell information of vi and mi
02: Set height of iin and iout, denoted as h(iin) and h(iout) to 0
03: Set excess of iin, denoted as e(iin) to 0, and e(iout) to vi −mi
04: while there exists vertex with positive excess
05: Call Push-relabel(iin)
06: Call Push-relabel(iout)
06: Update heights of neighboring cells within distance D
07: endwhile
08: Send mobiles to cell j according the flow on arc (jout, iin)
Push-relabel (vertex i)
01: If e(i) > 0
02: while e(i) > 0 and exists arc (i, j) s.t. h(i) = h(j) + 1 and the residual capacity of
arc (i, j), cap(i, j) > 0.
03: Push amount of y = min{e(i), cap(i, j)} through arc (i, j) by sending a message to
the cell associated to j
04: e(i) = e(i)− y; e(j) = e(j) + y; update cap(i, j).
05: endwhile
06: If e(i) > 0
07: Update h(i) as 1 + min{h(j) : cap(i, j) > 0}
08: Broadcast h(i) to neighboring cells within distance D
09: endIf
10: endif
Figure 6.2: Distributed mobility algorithm
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most piD2 = O(log3/2 L) arcs. Therefore, the number of edges is |E| = O(L log3/2 L).
Since asynchronous distributed push-relabel algorithm runs in O(|V|2) time and uses
at most O(|V|2|E|) message exchanges [78], our algorithm takes at most O(L2) running
time and the number of messages exchanged is O(L3 log3/2 L). Later, via simulations,
we will show that this bound is quite loose since the actual running time scales nearly
linearly with the network size. Since our algorithm is executed in the delegators of
the cells, the complexity of our algorithm scales with the network size (number of
cells in the network) instead of the number of sensors in the network. When the
network density increases, only the values of mi and vi in the algorithm changes and
the algorithm complexity remains the same.
If the minimum movement cost schedule is required instead of an arbitrary feasi-
ble movement schedule, we can use the cost scaling algorithm proposed by Goldberg
et al. in [79]. The algorithm uses O(log(LC)) iterations of push-relabel processes
to refine the cost of the solution, where C is the maximum cost for any edge. In
our problem, our edge cost has positive integer values bounded by D = O(log3/4 L).
Therefore, finding the minimum movement cost schedule takes O(logL) times more
computational time and message exchanges than finding an arbitrary feasible move-
ment schedule.
We study the performance of the synchronous push-relabel algorithm which finds
a feasible movement schedule without optimizing the total movement cost. The exe-
cution process is divided into rounds which contain two phases. In the first phase of
each round, cells push excess flow to adjacent cells. If a relabel process is needed, the
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cell will relabel itself and inform neighboring cells at the second phase. In real net-
works, we can use an asynchronous algorithm which uses acknowledgement messages
for push messages to relieve collisions in information updates [78]. Here, we study the
synchronized version, which has similar performance as the asynchronous algorithm
when collision rate is low. We execute the algorithm on 103 randomly generated
topologies to get the average and the maximum running time in all topologies.
Fig. 6.3 shows the number of rounds required by the algorithm. Although the
upper bound of running time is O(L2), the simulation shows that both the average
and maximum running time increase linearly with L. For networks with 2500 cells,
we need to use on average 800 rounds to get the solution. Fig. 6.4 gives the number
of messages used in the algorithm. By curve fitting, the number of messages increases
empirically as O(L1.4) when the network size increases, which is also much smaller
than the bound. Note that the number of messages in Fig. 6.4 is the sum of messages
send by all cells in the network. When normalized by the number of cells in the
network, the average number of messages sent by a single cell only increases sub-
linearly with the network size L. This hints that our problem is simpler than network
flow problems on general graphs, since the mobiles only move to cells within distance
of O(log3/4 L).
As this algorithm only executes once after the deployment, the transmission cost
can be amortized over the lifetime of the network and become negligible in small
networks. However, the algorithm may still consume considerable energy when the
network size is extremely large. In that case, the role of delegator can be rotated
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Figure 6.3: Number of rounds used in push-relabel algorithm
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Figure 6.4: Total number of messages used in push-relabel algorithm
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Figure 6.5: The mobile sensor used in implementation.




To demonstrate that our mobility algorithm is implementable and feasible in real
world situations, we implemented the push-relabel algorithm on real mobile sensor
platforms.
Our mobile sensor platform uses an off-the-shelf mobile robot, called Boe Bot
[80], to carry Cricket Motes developed at MIT [56]. Fig.6.5 shows the mobile sensor
platform. The Cricket Mote acts as the brain of the mobile sensor. It has one
4MHz ATmega128L processor with 128KB instruction memory and 4KB RAM. It
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can also communicate with other mobile sensors through the embedded CC1000 radio
transceiver. The Cricket platform is a popular indoor localization system for sensors.
It measures time difference of arrival of the radio signal and ultra-sound to perform
range-based localization. The push-relabel algorithm is also implemented on the
Cricket Mote. The Cricket Mote is connected to the Boe Bot through the serial port.
The Boe Bot accepts simple instructions, such as “turn left” or “move forward”, to
perform actual movements.
The algorithm is implemented as described in section 6.2.1. After deployment,
the mobile sensors first calculate their location using the Cricket system1. Mobiles
then send their locations to neighbors to obtain the number of mobiles in each cell.
The delegates of each cell execute the push relabel algorithm in a distributed fashion.
Each cell maintains the height and excess of its own input and output vertexes. The
cell also needs to keep track of the height of its neighboring cells defined as in section
6.2.1. A push message is sent to the destination cell when a push operation is needed,
and the push operation is successful only when the destination cell replies with a
positive acknowledgement. If the cell relabels its vertices, it needs to broadcast the
new height in a relabel message to its neighbors. The algorithm will terminate when
the excess of all cells are zero. This can be inferred by individual mobiles when it
has not heard any push or relabel message in the neighborhood for more than three
iterations. After that, the delegate of the cell will dispatch mobiles according to
results of the distributed algorithm to achieve the optimal deployment.
1Unlike the original Cricket system, our triangulation algorithm is implemented on individual
Cricket Motes.
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We build up a test bed with nine mobile sensors on a field with 3 × 3 cells with
cell side length of 60 cm. The movement speed of mobiles is around 10 cm/second.
For energy consumption, the mobile use 4 AA batteries and each servo used on the
mobile consumes 12 mA when idle and 180 mA when operation with no load at 6V
[80]. Therefore, the total enemy consumption of the robot (which has two servos) is
larger than 2W which is much larger than the power consumption of MICA2, which
only draws 12 mA at 3V (0.036W) when transmitting [5].
Each mobile is allowed to move across one cell to achieve the optimal deployment
which has exactly one mobile in each cell. In this case, at most four adjacent cells
will be considered as neighbors. Since cells only need to keep track the height of
neighboring cells, the memory requirement of our algorithm is quite low. As shown in
Tab 6.1, the push-relabel algorithm uses only 10K bytes ROM and less than 300 bytes
RAM. In the field test, we see that mobiles can execute the algorithm and redeploy
within one minute when the optimal solution exists, see the video available on line
[81].
Communication links in the real world are unreliable, where mobiles may ran-
domly lose data packets. Losing important messages, such as push, relabel or push
acknowledgment, may cause information inconsistency in neighboring cells. However,
the problem can be solved by carefully designed algorithms. In our implementation, a
cell always maintains the correct information about excess and height of itself. When
a push message from neighboring cell contains incorrect information, i.e., wrong in-
formation about the heights, the cell will reject the push and send back the correct
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Table 6.1: Code size of the mobility algorithm
Program ROM (bytes) RAM (bytes)
Basic Cricket code (modified) 32,236 2,436
Added for mobility algorithm 10,218 267
Total 42,454 2,703
information. Our tests in both real world and TOSSIM simulation environment show
that the algorithm can work under a packet loss rate of more than 30%.
6.3.2 Discussions on real world deployment issues
The sensing region may be imperfect due to barriers or noise in real deployments.
Although our analysis in section 5.2.1 and 5.3.1 assumes the sensing regions are
perfect disks with uniform radius, our results can be easily modified when sensing
regions are imperfect. Our algorithm achieves a regular number of sensors in each
square cell, irrespective of the shape of sensing region. If the sensing region is not
a perfect disk, we can find a proper size for the cells so that each cell can be fully
covered by any sensor within it. Our analysis and algorithm can also be applied
to other types of grids, such as triangular, rectangular or hexagonal grids. We can
choose among these cell shapes according to the sensing model used in deployment.
When certain areas require more sensors due to high sensing noise level, our
algorithm can also be used to achieve a non-uniform deployment of sensors. Suppose
more sensors are required to be deployed in a particular cell i than other cells. We can
increase the number of vacancies, vi, in cell i in our algorithm to find the movement
schedule which sends more sensor to cell i. However, the maximummovement distance
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bounds may no longer hold in this case.
In previous sections, we assume that the sensing field is a l × l square. Our
analysis and algorithm can also be extended to irregularly shaped network fields with
barriers and holes. When the network field is not regular, we can divide the field into
cells as in section 6.2.1. In this case, the network size L will be defined as the number
of cells in it. We can construct the graph for movement schedule as in section 6.2.1.
If there are barriers which mobiles can not pass through, we just remove the edges
crossing such barriers when constructing the graph. Then, the movement schedule
can be found on the constructed graph by the algorithm described in section 6.2.1.
The result of the maximum movement distance bound of O(log3/4 L) will still
hold for certain irregularly shaped network fields. For example, the field can contain
sparse convex holes with side length smaller than O(log3/4 L). When the maximum
movement distance is O(log3/4 L), mobiles can bypass these holes when holes are not
clustered together. Loosely speaking, the requirement on the shape of the field is
that every sub-region in the network field should have no less than a constant factor
of its perimeter connected to other parts of the field, see the proof of Theorem 8
in the appendix. Therefore, the network field can be disks or convex polygons with
side length larger than O(log3/4 L). However, if the field contains a thin strip with
width smaller than O(log3/4 L) and length of O(L), the maximum movement distance
bound will no longer hold.
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6.4 Chapter Summary
In this chapter, we proposed a distributed mobility algorithm for network coverage.
We first formulated the mobility algorithm as a linear programming problem and
connected it to network flow problems. We then used a distributed push-relabel algo-
rithm to solve this problem. In this algorithm, sensor only needs to have information
about its neighborhood. Using the results in Chapter 5, we can see that the neigh-
borhood size grows with the network size slowly as O(log3/2 L). We also provided
analysis and simulation results on the computational complexity of the distributed
algorithm and showed that it only grows polynomially with the network size.
We showed that the distributed algorithm is simple and can be implemented in
real mobile sensors. In this chapter, we also discussed issues about deploying mobile
sensors in real world network, where the network shape may be irregular.
In the implementation of mobile sensors, we used a localization system called
Cricket system to provide location information to mobile sensors. Such localization
system uses beacons with known coordinates to localize the mobiles. In the next
chapter, we will further discuss localization systems for mobile sensors and derive a
new model for beacon density estimation.
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Chapter 7
Localization of Mobile Sensors
7.1 Introduction
In mobile sensor networks, it is important for mobile sensors to know their own
locations. First, mobile sensors need to know their own locations to navigate their
movements. Second, location information of mobile sensors is vital for network traffic
optimization in both the mobile sink approach [9] and the mobile relay approach
[10]. Furthermore, location information of mobile sensors can also be useful for other
network operations, such as tagging the sensing data gathered by the mobile sensors.
There are two methods for mobile sensor localization. First, we can use external
localization systems, such as the GPS system. Second, sensors with known locations
can serve as beacons for localizing mobile sensors in the network. As GPS devices nor-
mally are expensive and consume considerable energy, we choose the second approach
in this work.
When we use static sensors as beacons for localization, one important issue is to
determine the necessary density of beacons which can provide accurate localization
over the field. If we treat the range of the beacon in the localization problem as
the sensing range of a sensor, the density estimation problem can be converted to
126
a coverage problem in sensor networks. In other words, we need to determine the
sensor density which can fully cover the network field for localization applications.
The most commonly used model in coverage problems is the disk model, which
assumes that the sensing region for a sensor is a circular region centered at it. A point
in the field is said to be covered if it is within the sensing region of some sensor. The
disk model can be used for coverage problems in target detection applications. How-
ever, it has certain limitations in describing the coverage for localization applications.
Ensuring that the region is covered by sensing disks can not provide guarantees for
precise localization. Even with the concept of k-coverage, where every point should
be within the sensing range of at least k sensors, the localization error still cannot be
tightly bounded. Consider the case where a point is covered by k sensors clustered
at one point. The k sensors only provide redundant location information about the
mobile sensor when the mobile is at that point. In this case, the localization error at
a k-covered point could still be quite large.
Due to the insufficiency of the disk model, it may overestimate or underestimate
the node density required for localization coverage. In this work, we demonstrate
the insufficiency of the disk model in localization applications and introduce a new
coverage estimation method for localization coverage, which is called sector coverage.
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7.2 Sensor Density for Localization
7.2.1 System model
We assume that static sensors are used as beacons to provide accurate location in-
formation to mobile sensors. We assume that the coordinates of static sensors are
already known, and the location of the mobile sensor is estimated based on the mea-
surements and coordinates of nearby static sensors. We also assume that mobile
sensors are not using knowledge of their previous locations and movement speed to
enhance the localization accuracy. We focus on static sensors which can measure
their distance to the mobile sensor, such as Time Difference Of Arrival (TDOA) and
Received Signal Strength Indicator (RSSI) sensors.
Due to the existence of noise, the distance estimation will be distributed within
a certain range around the true distance. When the true distance between beacon si
and the mobile sensor m is di,m, we assume the measured distance d˜i,m for beacon
i will fall in the range [di,m − σl, di,m + σu], where σl and σu are the error bounds.
We set σl, σu equal to σ in latter derivation. However, our result can also be easily
extended to the case where σl and σu are not equal. We assume that a beacon
can only provide distance measurements when the mobile is within its range r. We
define normalized ranging accuracy of a beacon as K = r/σ, which is the ratio of the
beacon range compared to the maximum measurement error. Under the assumptions
we made, when beacon si gives a distance estimate of d˜i,m, the mobile will fall in
[d˜i,m − σ, d˜i,m + σ] with high probability. Then, a single beacon i can localize the
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Figure 7.1: Each of the three beacons s1,s2 and s3 can provide distance in-
formation of the mobile.The mobile location will be within the intersection
of the annuli around them, shown as the shaded area.
mobile within an annulus of [d˜i,m − σ, d˜i,m + σ], as shown in Fig. 7.1.
When the mobile can receive signals from several beacons at the same time, the
position estimation can be further refined through intersecting their estimations [82].
In this case, we can combine the distance measurements by localizing the mobile
within the intersection area of the annuli shown in Fig. 7.1, which is defined as
the high probability uncertainty region. The uncertainty region will be reduced as
more beacons provide distance information about the mobile. Given the group of
distance measurement d˜1,m, d˜2,m, . . . , d˜k,m provided by all the k beacons within range
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r to the mobile, we can determine the smallest uncertainty region. The estimated
mobile location can be set as center of the smallest circle which can circumscribe
the uncertainty region. Thus, the localization error is smaller than the radius of
this circle, since the distance from any point in the uncertainty region to the center
is smaller than the radius. If the beacon density is high enough, we can make all
uncertainty regions small enough to be well contained in circles with radius smaller
than ε. In this case, the localization error is always smaller than ε, no matter where
the mobile is. Note that our localization method is much simpler compared to state-
of-the-art localization algorithms. However, this simplified model retains the basic
ideas of range based localization while at the same time reveling key insights and
relationships between the coverage and localization problem.
Now we define the concept of coverage under this localization model. We require
the location estimation error to be within a circle of radius ε irrespective of the
location of the mobile. In a randomly deployed sensor network, there may exist areas
where local sensor density is so low that we can not precisely localize the mobile in
these areas. The coverage hole is defined as those holes where the localization error
exceeds the predefined bound. The objective of this work is to find the sensor density
which can ensure there is no coverage hole in the network, or the area of coverage
hole is small compared to the total area of the field.
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7.2.2 Sufficient coverage conditions
In this section, we give a sufficient condition for the localization error to be bounded
over the whole field. We first introduce the concept of network resolution on local-
ization. We say that two points m and m′ are distinguishable if the sensor network
can always distinguish whether a mobile is at point m or at point m′ through the
distance measurements provided by static sensors. The network resolution is the
minimum distance u, such that the network can distinguish any pair of points when
the distance between them is larger than u. The network resolution is related to the
localization error bound ε by the following lemma.
Lemma 2 Given the network resolution of u, the localization estimation error ε is
upper bounded by u/
√
3 and lower bounded by u/2.
Proof: We see that points in the same uncertainty region cannot be distinguished
by the network. If the network resolution is u, then every uncertainty region should
not contain two points apart by more than u. Thus, the Generalized Diameter, which
is defined as the greatest distance between any two points in the shape, is smaller or
equal to u for all uncertainty regions. A hexagon with side length of u/
√
3 can fully
cover any shape with Generalized Diameter smaller than u [83]. Thus, the circumcircle
of such a hexagon, which has a radius of u/
√
3, can also cover any uncertainty region
in the network. Using the center of the covering circle as the estimated location of
the mobile will provide estimation error smaller than u/
√
3. This bound is tight since
when uncertainty region is shaped as an equilateral triangle with side length of u, the
smallest circle which can circumscribe it has radius of exactly u/
√
3 , see Fig. 7.2.
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Figure 7.2: Relationship between network resolution and localization error
If the network resolution is u, then there should exist two points in an uncertainty
region that are apart by u by definition. Such an uncertainty region cannot be
circumscribed by circles with radius smaller than u/2. Thus, the estimation error is
larger than u/2.
Lemma 3 For two points m and m′, if there exists a beacon si whose distance to
these two points satisfies:
|di,m − di,m′| ≥ 2σ (7.1)
then beacon si can definitely distinguish point m from point m
′, given that at least
one of these two points is in the range of si (di,m < r or di,m′ < r).
Proof: Without loss of generality, suppose the true mobile position is at m. Ac-
cording to the assumption of distance measurement error, the distance measurement
132
d˜i,m provided by beacon si should satisfy:
|d˜i,m − di,m| ≤ σ (7.2)
Since |di,m − di,m′| ≥ 2σ, we have:
|di,m′ − d˜i,m| ≥ |di,m′ − di,m| − |di,m − d˜i,m| ≥ σ (7.3)
Thus, the point m′ will be outside the uncertainty annulus of [d˜i,m − σ, d˜i,m + σ]
and beacon si can determine that the mobile is not at point m
′ based on distance
measurement of d˜i,m.
Theorem 10 If there is at least one beacon in any arbitrarily selected sector of radius
r (the predefined beacon range) and angle 2pi
3
, denoted as a sector of {r, 2pi
3
}, then the




over the network, where σ is the
maximal distance estimation error when the mobile is within the beacon range r.
Proof: As shown in Lemma 2, if the network resolution u ≤ √3ε = 4σ, we can




. We will prove this by
contradiction. Suppose the network resolution is worse than 4σ, which means we can
find at least one pair of points m and m′ which are apart by more than 4σ, but no
beacon can distinguish them.
Suppose points m and m′ cannot be distinguished by the network, and the dis-
tance between m and m′ is 4σ. As we assumed, there is at least one beacon in every
arbitrarily selected sector of {r, 2pi
3
}. So, there must be at least one beacon within
range r of point m. Suppose this beacon is static sensor si. Then the point m
′ should












Figure 7.3: Both point m and m′ are in the range of beacon si, but si
cannot distinguish them.
uncertainty region and the network can distinguish them. Without loss of generality,
suppose beacon si is closer to the point m, i.e., di,m < di,m′ , as shown in Fig. 7.3.
















, so the angle pi− θ is larger than pi
3
. Therefore, no beacon should be
in the area with angle pi − θ smaller than pi
3
as shown in Fig. 7.3. By symmetry, no
beacon can be within the sector of {r, 2pi
3
} centered at m and bisected by ray m′m.
This is a contradiction to the assumption that there should be at least one beacon in
any arbitrarily selected sector of {r, 2pi
3
}.
Eq. (7.4) considers the case that dm,m′ = 4σ. If dm,m′ > 4σ, this lower bound
for pi − θ increases monotonically. Thus, if the two indistinguishable points m and
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m′ are separated by more than 4σ, there also should be no beacon in the sector of
{r, 2pi
3
} centered at m, which contradicts our assumption. Therefore, there does not
exist indistinguishable points m and m′, which are apart by more than 4σ. Then,






Theorem 10 can be directly extended to the disk coverage model as follows.




r centered at the






Corollary 1 comes from the fact that a sector of {r, 2pi
3
} contains an inscribed circle




r ≈ 0.464r, as shown in Fig 7.41. If there exists a {r, 2pi
3
} sector
void, then there is no beacon within a radius of rd from the center o of the inscribed
circle. Therefore, if the beacon density is high enough that the field is totally covered
by disks of radius rd centered at beacons, then there will be no {r, 2pi3 } sector void
and the location estimation error bound is guaranteed. Thus, we can directly use
known results in disk coverage for localization applications by shrinking the radius of
coverage disk to rd.
Corollary 1 shows that we need to deploy beacons at a higher density to localize
the mobile than detecting it. We can estimate the density required for localization
coverage as follows. Assume we have to provide coverage over a square field of area
A. If we look at a square field with sides scaled by a factor of 0.464, the number of
1Note that Eq. (7.4) gives a lower bound of the void. The white area drawn here, which is derived
by Eq. (7.1), is larger than a {r, 2pi3 } sector.
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Figure 7.4: Beacons in the shaded area, such as s1, cannot distinguish the
point m from m′. Beacons in the white area, such as s2, can distinguish
these two points, so there should not be any beacon in the white area.
beacons required to cover this field with beacon radius rd is the same as the number
of beacons required to cover the area of A with radius r. However, the same number
of beacons only cover an area of 0.4642A with a shrunk beacon radius of rd. Therefore
the beacon density required for localization coverage is 1
0.4642
≈ 4.64 times more than
that required for a detection coverage, which only requires the area to be covered by
disks of radius r.
Using beacon range larger than rd in the disk model may violate the conditions
in Theorem 10. Consider the case where beacons are densely deployed on the border
of the shaded area in Fig. 7.4. With disks larger than rd, we can get the area disk
covered (or even k-covered). However, the conditions in Theorem 10 are violated.
Those beacons in the shaded area can not distinguish point m from m′ and the
localization error can exceed the bound. Thus, shrinking the disk radius to rd is
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necessary in disk model.
7.2.3 Relationship between Resolution and Density
Theorem 10 shows how to guarantee network resolution of 4σ. As the uncertainty
region of a single beacon is an annulus with width of 2σ, we may further improve the
network resolution to 2σ by increasing the beacon density. However, we show below
that this will not be cost efficient.
Suppose that we require a network resolution of u = ασ. Here we have α ≥ 2,
since the network resolution is lower bounded by the annulus width of 2σ used in




2× di,m × ασ ≥





When di,m/σ is large, θ can be exactly equal to arccos(− 2α). As α decreases from 4
to 2, arccos(− 2
α
) grows from 2pi/3 to pi. As shown in the proof of Theorem 10, we
require every sector of {r, 2(pi−θ)} to contain at least one beacon. For small values of
α, the angle of such sectors decreases to zero; thus an extremely high beacon density
is required to drive network resolution close to 2σ.
To demonstrate this, we investigate the relationship between α and beacon density
under the disk coverage model. The maximal radius for a circle which can be packed
in the 2(pi − θ) sector is sin θ/(1 + sin θ). Based on this, the relationship between
beacon density and network resolution is plotted in Fig. 7.5. When the resolution
requirement is close to 2σ, beacon density increases quickly, yet the gain in network
resolution is small. On the other hand, when network resolution is worse than 4σ,
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Figure 7.5: The relationship between network resolution and beacon den-
sity. α is network resolution divided by σ, the distance measurement error.
The normalized density is ratio of localization coverage compared to de-
tection coverage.
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beacon density remains nearly constant and it converges to 4 times the detection
density as α goes to infinity. The radius of the beacon is upper bounded by 0.5r
when α is increased. This means that we need at least one beacon in each disk of
radius 0.5r to meet the basic density requirement for localization, e.g., the mobile
is within the range of at least 3 beacons at appropriate positions for triangulation.
Fig. 7.5 hints that a network resolution of 3σ to 4σ is the best trade-off between
beacon density and network resolution. Therefore, when the ranging accuracy for
sensors is low, we cannot simply increase the beacon density to achieve high network
resolution.
7.3 Sector Coverage
7.3.1 Density estimation through sector coverage
From the proof of Theorem 10, we can see that when the localization error exceeds
the bound, there are voids shaped as the white area in Fig. 7.4. Showing that there
is no disk shaped void of radius rd in the network can eliminate the existence of such
sector-shaped voids. However, a network may not contain such sector shaped voids
even if it is not covered by disks of radius rd. Thus, the sufficient condition derived
by disk coverage is too strict. It may give a higher estimation on beacon density.
In this section, we introduce the concept of sector coverage to provide a better
estimate on beacon density required for a randomly deployed network to guarantee a
bounded localization error. The derivation is based on the assumption that beacons
139
are randomly scattered in the field with distribution of a stationary Poisson point
process with intensity λ [67]. We use the average vacancy over a unit area, which is
often called porosity in coverage theory [67], to measure the quality of coverage. The
average vacancy over a unit area is defined as the ratio of uncovered area divided by
the total area of the field. It is equal to the probability that an arbitrary point is not
covered, i.e., the probability that localization error exceeds the bound at that point.
Instead of estimating whether there are voids shaped as the white area in Fig. 7.4,
we approximate the voids using two opposing sectors of {r, 2pi
3
} around point m. We
call this approximation sector coverage: a point is sector covered if there is at least one
beacon in any pair of opposing sectors of {r, 2pi
3
} around it in any arbitrary orientation.
We need to check sectors in all orientations since the sufficient condition in Theorem
10 can be violated when there exists void of any orientation.
The approximation of sector coverage is based on the following observations. Sup-
pose thatm is uncovered. Then there will be a pointm′ which cannot be distinguished
from point m and dm,m′ is larger than 4σ. Following the arguments in Theorem 10,
there should also be a sector void of {r, 2pi
3
} around m′ by symmetry. When the rang-
ing accuracy K is large, the two white areas around m and m′ can be treated as two
opposing sectors of {r, 2pi
3
} around point m.
The approximation can be broken into two steps. First, we approximate the two
white areas around m and m′ in Fig. 7.4 by two {r, 2pi
3
} sectors at point m and m′.
When K is large, we have r  σ. The angle θ defined in Eq. (7.4) converges to 2pi
3
as
di,m approaches r, which means the border of the shaded area in Fig. 7.4 will overlap
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with the border of the sectors. Furthermore, as dm,m′ is small compared to r, the
two circles will almost overlap with each other. Therefore, the difference between the
{r, 2pi
3
} sector and the white area in Fig. 7.4 can be ignored in this case. Note that
the white areas are strictly larger than the two {r, 2pi
3
} sectors for all K values by
Theorem 10. Therefore, when K is small, our approximation can serve as an upper
bound for the probability that a point is not covered.
Second, we approximate the two sectors around m and m′ as a pair of opposing
sectors centered at point m. This approximation is valid since the beacons are dis-
tributed as a Poisson point process. In this case, the beacon distribution in disjoint
areas are independent. Thus, the probability that there exist voids of a pair of oppos-
ing sectors centered at point m is same as the probability that there exist voids of two
sectors which are apart by dm,m′ , given that the sector orientation and dm,m′ are fixed
[67]. Section 7.3.2 will further validate our approximation by numerical examples.
We now proceed to find the density requirement for sector coverage. Consider a
Poisson point process with intensity λ. The probability that there are k beacons in






For beacons falling within the range r, we denote the beacon’s position as (ai, φi) in
polar coordinates with the origin at m. Using the property of Poisson process, the φis
are independently and uniformly distributed over [0, 2pi] given there are k beacons in
the circle.




} sector voids, thus the point m cannot be sector covered in this case. If there
are two beacons within range r and the angle between these two beacons falls in




, pi], then the point m is not sector covered2. Since the angle
|φ1−φ2| is uniformly distributed in [0, pi], the probability that a point m is not sector
covered given there are two beacons in range r is 2
3
.
If there are k > 2 beacons in the circle, we first convert the problem of finding
two opposing sector voids of 2pi
3
to finding one continuous sector void of 4pi
3
. For every
beacon, define φ′i as
φ′i =

2φi, 0 ≤ φi < pi, i = 1, 2 . . . , k
2(φi − pi), pi ≤ φi ≤ 2pi, i = 1, 2, . . . k
(7.7)
Two opposing beacons with angle of φi and φi + pi will be transformed to the same
angle of φ′i = 2φi. Thus, any beacon deployment that has a void of two opposing
sector of 2pi
3
will have a void of 4pi
3
in the transformed coordinate system of (ai, φ
′
i).
It is easy to see that the angle φ′i is also independently and uniformly distributed on
[0, 2pi].
For k independently and uniformly distributed φ′i, the probability that the range




)k−1 − (k − 1)(1
3
)k (7.8)
qk is the probability that all k beacons are confined in a
2pi
3
sector with the remaining
4pi
3
sector as a void. Since sectors can cross the zero angle, qk does not account for
the case that all k beacons are confined in a sector with an angle smaller than 2pi
3
2Note that sector coverage is an approximation. A point can be sector covered when there are only
two beacons in range r, yet the localization error may exceed the bound.
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m 0 m 0
Scenario considered by qk Scenario considered by q'k
Figure 7.6: Bounding the probability that there exists a sector void of
{r, 2pi
3
}, two scenarios are considered based on whether the sector crosses
the zero angle.
and it crosses the zero angle (see Fig. 7.6). We define the probability of this scenario
as q′k. It is clear that q
′
k is smaller than the probability that k beacons are confined
in a {r, 2pi
3
} sector and the sector starts from [4pi
3
, 2pi]. This probability is half the
probability that beacons are confined in a {r, 2pi
3
} sector and the sector starts from
[0, 4pi
3
] due to the uniform distribution of φ′i. Since qk includes all cases that beacons
are confined in a {r, 2pi
3
} sector and the sector starts from [0, 4pi
3
], q′k is upper bounded
by qk/2. Combining all these cases, the probability that an arbitrary point m is not
sector covered is upper bounded by:








For disk coverage, the probability that one point is not covered is given by:
pdisk = e
−piλr2d (7.10)



















Figure 7.7: Comparing the density requirements for disk coverage and
sector coverage.
age requirement of average vacancy v over a unit area, we can calculate the necessary
density for both sector coverage and disk coverage, denoted as λdisk and λsector. We
also denote the necessary density for disk coverage in detection based applications as
λdetect to compare the density requirement of localization applications and detection
applications. Fig. 7.7 shows that the density requirement for sector coverage is much
smaller than the disk model. For sector coverage, the density requirement for localiza-
tion is nearly 1.8 times higher than the density required for detection coverage when
v is small. As v becomes smaller, λdisk/λsector converges to 2.5, which means sector
coverage requires 2.5 times fewer beacons than the equivalent disk coverage. This
indicates that disk coverage is not accurate when used for localization applications.
Another important observation is that the value of λdisk/λsector is not a constant.
This means the sector coverage cannot be approximated by fixed shapes, e.g., two
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opposite sectors of {r, 2pi
3
} or a pair of circles of radius rd with fixed orientations. In
that case, if the area of the shape is Ac, the average vacancy will be e
−λAc [67]. So,
the required density will simply be Ac
pir2d
λdisk, which is λdisk multiplied by a constant.
7.3.2 Experimental results
7.3.2.1 Experimental Setting
We use Monte Carlo methods to verify our theoretical analysis. The experimental
setting is as follows: We randomly deploy λA beacons in a large region with area A,
so we approximately get a Poisson point process with intensity λ in a small area inside
A. We check whether there exists a pair of points which cannot be distinguished by
the randomly deployed beacons. The minimum distance between two points which
cannot be distinguished will be the experimental network resolution. We repeat over
100,000 network instances to obtain the probability that the network resolution is
worse than ασ.
7.3.2.2 Average Vacancy
The average vacancy is the probability that the network resolution is worse than the
predefined bound. The experimental average vacancy is obtained through counting
the vacancy probability at randomly picked point in different network instances. The
result is shown in Fig. 7.8. The sector coverage method provides good estimates for
the average vacancy when the ranging accuracy K = r/σ, is larger than 50. For small




















Sector coverage (upper bound)
Experiment (K=100)           
Experiment (K=50)            
Experiment (K=10)            
Disk coverage
Using a pair of sectors with fixed orientation
Using a single sector with fixed orientation
Figure 7.8: Experimental results on average vacancy for different ranging
accuracy.
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approximation we used in the sector coverage, so it is much easier to get a point
to be covered. Thus, the average vacancy is smaller than the estimated value. The
vacancy estimation by the disk coverage method is much larger than the experimental
result, which means the disk model is not accurate in estimating the vacancy. Sector
coverage provides better estimates, however it is more complex for a static sensor to
determine whether the area around it is sector covered. In Fig. 7.8, we also compare
the sector coverage with estimations based on sectors with fixed orientations. In this
case, the average vacancy estimation will be e−2piλr
2/3 and e−piλr
2/3 when using two
opposite {r, 2pi
3
} sectors and a single {r, 2pi
3
} sector, respectively. We see that checking
for all orientations greatly improves the estimation accuracy.
7.3.2.3 Average Vacancy with Different α
Recall that we can represent the network resolution as ασ, where σ is the distance
estimation error. Fig. 7.9 shows the average vacancy under different α values. For
α = 2, more than 95% of the network area remain as vacancies even when the network
density is high. This verifies our theoretical results in Section 7.2.3, which shows it
is difficult to get localization error of 2σ by increasing beacon density. For α > 3,
the average vacancy decreases sharply as the beacon density increases. For larger α,
the average vacancy decreases faster as the network density increases. However, the
difference becomes smaller when α is large. The curve for α = 4 is very close to the
one for α = 5, which means achieving α = 4 requires nearly the same density for
α = 5. This result agrees with our theoretical analysis in Section 7.2.3.
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Figure 7.9: Experimental results on average vacancy for different network
resolution (K = 100).
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Figure 7.10: Experimental results of necessary network density with dif-
ferent average vacancy requirements (K = 100). Normalized density is the
ratio of density compared to the detection coverage density.
7.3.2.4 Network Resolution
Fig. 7.10 shows the simulated relationship between the network density and network
resolution. In the numerical experiment, we find the smallest network density which
can guarantee that at least a given coverage ratio, say 99%, of the whole field can get
a resolution smaller than ασ. In Section 7.2.3, we derive this relationship based on the
disk coverage model. As we know that the disk coverage model may over-estimate the
network density by about 2-2.5 times, we need to verify whether this overestimation
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will change the trend shown in Fig. 7.5. Since Fig. 7.7 shows λdisk/λsector is about
2 when average vacancy is around 1%, we divide the density derived through disk
coverage (as in Fig. 7.5) by two and set this curve as our theoretical value. Comparing
the experimental results and the theoretical value, we see that the relationship derived
through disk coverage is quite accurate, except the density is halved due to the
difference between λdisk and λsector. The numerical results show that the curve in
Fig. 7.5 truly reflects the relationship between the network density and the network
resolution and a network resolution of 3σ to 4σ is still a good trade-off as we expected.
We also see that the normalized density decreases as the coverage ratio becomes higher
for a given α. This agrees with the normalized density (λsector/λdetect) curve in Fig. 7.7,
where the normalized density decreases with the average vacancy.
7.3.3 Sleep-wake algorithms for sector coverage
In high density wireless sensor networks, not all static sensors need to be a beacon.
Static sensors not working as beacons can turn off the beacon function to save energy.
This is similar to the sleep-wake scheduling for wireless sensor networks [47]. To ensure
the localization accuracy, the “waking” beacons should provide localization coverage
over the whole field. In other words, a static sensor can only go to “sleep” when
there is no coverage hole in its coverage area when it turns off the beacon function.
Thus, we often need a distributed coverage algorithm to check whether there are
coverage holes in the field when the position of the beacons are known. Similar to
the algorithms in [47], we assume that nodes periodically wake up and execute this
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coverage algorithm.
For the disk coverage model, a sensor can determine whether its coverage region is
k-covered by checking the intersection points of the sensing boundary of its neighbors
[68]. This gives an algorithm of complexity O(n3), where n is the number of waking
neighbors within range of 2r. However, in sector coverage, a sensor needs to check
whether there are sector voids around it, which requires more computation.
As in the classical coverage theory for arbitrary shapes, we define a point set
C ⊆ R2 as the sensing region of one beacon [67]. The Minkowski sum of a point {x}
and C is defined as {x}+ C ≡ {x+ y : y ∈ C}, which is a translation of C by {x}.
For a field with beacons deployed at points s1, s2, . . . , sn, a point m is said to be
not covered when: m /∈ {si} + C,∀i. Conversely, we have si /∈ {m} + C∗,∀i, where
C∗ = {−y : y ∈ C}. For example, we have C = {x ∈ R2 : |x| < r} for the disk model.
Then, a point m is said to be not covered when it is not in any circle with radius
r centered at a beacon. Also, there will not be any beacon in the circle of radius r
centered at the uncovered point m.
By Theorem 10, the network resolution can be guaranteed when there are no
sector voids of {r, 2pi
3
} in the network. Consider a particular point m in the network
which has a sector void of {r, 2pi
3
} with orientation of β around it, see Fig. 7.11.
Accordingly, we have the sensing regions C∗ as sectors with orientation of β + pi and
point m will lie in the uncovered area in this case, see Fig. 7.11. Therefore, if the field
can be fully covered by {r, 2pi
3
} sectors with orientation of β + pi, then there will be
no sector void with orientation of β in the field. Since a point is sector covered only
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Figure 7.11: Sector coverage for a given orientation of β.
if it is covered for all orientations, we need to exhaustively check for all β ∈ [0, 2pi],
which is practically impossible.
There are several ways to reduce the computational complexity of sector coverage
algorithms.
First, we can only check for discrete orientations of β. Instead of using a sector
of {r, 2pi
3
} as the sensing region, we can use a sector of {r, 2pi
3
− δ}, where δ is some
small value. Then, we can increase β from 0 to 2pi with step size of δ. If there is a
sector void of {r, 2pi
3
} around point m for a certain orientation, there always exist a
certain step that the {r, 2pi
3
− δ} sector is fully included in it when the step size is δ,
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as shown in Fig. 7.12. Thus, we can definitely detect the void using step size of δ and
sensing region of a {r, 2pi
3
− δ} sector. However, this scheme may mistake a point as
an uncovered point when there are only voids of {r, 2pi
3
− δ} sectors around it. The
network resolution at the point will actually be better than the desired value of 4σ,
but it can still be taken as uncovered.
Using Eq. (7.5), the network resolution at a point is u = ασ, where α = − 2
cos θ
.
For a point with a void of {r, 2pi
3











. When δ is small, this can be approximated by
Taylor expansion as: u = (4− 2√3δ)σ. For example, when δ = 0.01pi (check for 200
different β values), the lower bound of network resolution around an uncovered point
detected by the approximate scheme will be 3.89σ, which is close to 4σ. Also, for all
points with network resolution larger than 4σ, our scheme can always detect it. This
shows our discrete scheme is a good approximation to the exhaustive checking scheme.
By choosing the step size δ, we can control the approximation ratio as required by
the application.
For a fixed orientation, the sector coverage can be checked using a similar method
as in the disk coverage [68]. If all intersection points of sectors of different beacons can
be covered, then the field is fully covered. For the sector-shaped sensing region with
the same orientation, the border of the sensing region of two beacons can intersect
at most on 4 different points3. Calculating the intersection points for two beacons
can be done in constant time. When there are n beacons within distance of 2r, there
3If a line segment of a sector overlaps with border of other sectors, it is enough to check only the
end points of the line segment.
153
Figure 7.12: Increasing β by step size of δ. The void is two opposite sectors
of {r, 2pi
3
}, as the two white sector in the figure. The sensing region is the
dotted sectors, which is {r, 2pi
3
− δ}.
are O(n2) intersection points to be checked. For each intersection point, we need
to check whether it is within the sensing region of the other n − 1 beacons. This
gives computation complexity of O(n3), which is similar to the complexity of disk
coverage algorithms. However, we need to repeat this algorithm 2pi
δ
times. The overall




We can use the disk coverage model to exclude certain scenarios before using the
sector coverage algorithm. As we have shown in Section 7.3.1, a point can only be
sector covered when it is disk covered by more than 2 beacons. So, if a beacon’s
sensing disk is not 2-covered by other beacons, it cannot go to sleep. Furthermore,
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if there are sector voids of {r, 2pi
3
}, there would be voids of disks with radius rd.
If shutting down a beacon si will generate a new sector void, the center o of an
inscribed circle of the sector containing si will be an uncovered point when the sensing
region are disks with radius rd. Any point in the sector of {r, 2pi3 } will be at most√
r2d + (r − rd/
√
3)2 ≈ 0.867r away from the point o. Then, if there are no voids of
disk coverage of range rd within distance of 0.867r to the beacon si, we can safely
shut down beacon si without generating new sector voids.
In summary, we list the steps for a static sensor si to check whether it can go to
sleep:
1. First, the sensor needs to know the position of all waking beacons within 2r
distance from it.
2. If the disk with radius 0.867r around it can be fully covered by disks of radius
rd centered at other waking beacons, it can go to sleep and the algorithm terminates.
3. If the disk with radius r around it cannot be fully 2-covered by disks of radius r
centered at other waking beacons, it cannot go to sleep and the algorithm terminates.
4. For each β from 0 to 2pi with step δ, check if the disk with radius r around
it can be fully covered by sectors of {r, 2pi
3
− δ} with orientation of β + pi centered at
other waking beacons. If there is any such void, it cannot go to sleep.
Compared to disk coverage algorithms, the sector coverage algorithm has com-
putation complexity of O(n
3
δ
) rather than O(n3). So, sector coverage requires more
computation when δ is small. The communication overhead of sector coverage is the
same as the disk coverage. Our sector coverage algorithm only needs to know the
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information of neighboring sensors within range of 2r (their location and sleep-wake
state). Such information is also required by disk coverage algorithms [68]. So, the
information exchange protocols for disk coverage can also be used in our sector cov-
erage algorithm. Note that in this algorithm we check for voids of single sector to
guarantee network resolution. We can also use a similar algorithm to check whether
there are two opposite sector voids of {r, 2pi
3
} in the network. Such algorithm can
use fewer beacons to cover the network, while it cannot provide guarantees on the
network resolution.
7.4 Chapter Summary
In this chapter, we studied the localization problem in mobile sensor network. We
showed that conventional disk coverage model is insufficient for localization problems
as it overestimates the beacon density by nearly 2 times. We proposed a new estima-
tion method called sector coverage in this chapter. This new method is more complex
than the simple disk coverage model. However, it can provide much better estimation
on the coverage status for localization applications.
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Chapter 8
Conclusion and Future Work
8.1 Conclusion
In this thesis, we studied three aspects of hybrid mobile sensor networks: the network
lifetime optimization problem, the network coverage problem and the localization
problem.
The main results and contributions of this thesis are summarized as follows:
1. Network lifetime problem in hybrid mobile sensor networks
• We proposed a new way for resource redistribution in wireless sensor net-
works, which uses resource rich mobile nodes to help simple static sensors. We
proved that one energy rich mobile node can improve the lifetime of a large
and dense network by 4 times in the ideal case.
• We derived the upper bound on network lifetime for a single mobile relay
and multiple mobile relays. We then construct joint mobility and routing algo-
rithms to show that this bound is asymptotically achievable in large and dense
networks.
• We studied the performance of mobile relay in random and finite network by
formulating it as a linear programming problem. We compared the performance
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of mobile relay to various other static and mobile approaches and demonstrated
the advantages of mobile relay approach.
2. Coverage problem in hybrid mobile sensor networks
• We showed that w.h.p. (with high probability) sensor networks of all mobile
sensors can use a sensor density of pik
2
and a maximum moving distance of
O( 1√
k
log3/4(kL)) to provide k-coverage over a network with an area of L.
• We proposed a hybrid network structure which uses a static sensor density
of λ = 2pik and mobile sensor density of λ√
2pik
to provide k-coverage over the
field. The maximum moving distance for mobile sensors is O(log3/4 L) w.h.p.
in our scheme.
• We described a distributed algorithm to find the movement schedule for
mobile sensors. Mobile sensors only need to have knowledge of neighbors within
distance of O(log3/4 L) in the algorithm. The algorithm has time complexity
of O(L2) and uses O(L3 log3/2 L) message exchanges.
• We observed that there is a trade-off between mobile sensor density and
static sensor density. With higher static sensor densities, the mobile density
can be reduced exponentially while the moving distance for mobiles still scales
with the network size as O(log3/4 L).
• We showed that the mobility algorithm is simple enough that it can be imple-
mented in popular sensor platforms. We demonstrated an implementation on
the Cricket Motes [56], integrated with the Boe-Bot Robot [80]. The algorithm
is robust to packet loss, which often happens in real world.
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3. Localization problem in mobile sensor networks
• We derived the sufficient condition on sensor distribution which guarantees a
lower bound of localization resolution over the field. We then showed that the
conventional disk coverage model in inefficient when used for estimation local-
ization coverage as it overestimates the necessary sensor density for localization
coverage.
• We proposed a new coverage estimation method which is called sector cov-
erage for localization applications. This method provides more accurate esti-
mations on the beacon density which is 2 times less than in the disk coverage
model.
• We also provided a sleep-wake algorithm for sector coverage which can guar-
antee certain localization accuracy. We showed that this sleep-wake algorithm
has a similar computation complexity as conventional algorithms in disk cov-
erage model.
In conclusion, the results in this thesis showed that hybrid mobile sensor network
is a promising way to solve the network resource allocation problem and network
deployment problem in wireless sensor networks. We demonstrated the advantages
of hybrid mobile sensor network structure through the network lifetime optimization
problem and network coverage problem. It was shown that only a small number of
mobile sensors can greatly improve the network performance in these two cases.
The improvements in network performance in hybrid networks are due to the
dynamical redistribution of network resources carried by mobile sensors. In the net-
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work lifetime optimization problem, the extra energy carried by the mobile relay is
dynamically relocated to bottleneck static sensors so that the network lifetime can
be extended. In the coverage problem, the sensing abilities of the mobile sensors are
relocated to the vacancies which are the bottleneck of coverage so that the network
coverage can be improved.
We showed that the mobile sensors only need to move for a limited distance in
our hybrid network structures. In the network lifetime problem, the mobile relay
only needs to move within 2 hop distance of the sink. In the coverage problem, the
maximum moving distance of mobiles increases slowly as O(log3/4 L) with the network
size L. Therefore, mobiles in our networks can be made simple and cheap and the
hardware cost of the hybrid network can be reduced.
We observed that conventional disk coverage model is insufficient in localization
problems for mobile sensor networks. This observation shows that we may need to
reexamine the underlying assumptions of static sensor networks when the sensors can
move. In many cases, these assumption may no longer hold and new models are
needed for hybrid mobile sensor networks.
8.2 Future Directions
The research in this thesis revealed the potential of hybrid mobile sensor networks
in network lifetime problems and network coverage problem. However, there are still
many performance aspects in wireless sensor network can benefit from mobility.
First, mobility can potentially improve the network capacity of wireless sensor
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network. As sensor network normally contains only a single sink. The wireless channel
around the sink will be extremely congested as all data packets need to be delivered
to the sink. When all sensors around the sink are trying to send packets to the
sink, they may interfere with each other and the network capacity will be limited
by the wireless channel around the sink [85]. It has been shown that mobility can
resolve the interference problem in wireless channel and increase network capacity by
several magnitudes [15]. However, the approach in [15] incurs large packet delay. The
remaining unsolved problem is whether there is a mobility scheme which can greatly
increase the network throughput of the sink while ensuring real time delivery? Is
there a tradeoff between packet delay and network capacity?
Second, mobility can also improve the robustness of wireless sensor networks.
Sensors may die due to depletion of energy or due to physical damage. If critical
sensors die, the network may be disconnected or lose coverage. The robustness of
wireless sensor networks in this case can be quantified by measuring the damage that
the sensor network can sustain. The damage can be measured as the portion of dead
sensors or area of the region in which all sensors die. Mobile sensors can dynamically
replace failure sensors which stop functioning. It is important to understand how
many mobile sensors are required to be deployed in the field to significantly increase
chance that the sensor network can recover from a devastating damage.
Third, the mobile sensors studied in this thesis are not much more powerful
than static sensors except they can move. Mobile sensors can have superior abilities
such as directional antennas, high-speed/long-range communication abilities and high
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quality sensors. Compared to the simple mobile sensors studied in this paper, these
powerful mobile sensors may bring new benefits in network performance. However,
little research has been done in the mobility algorithm and performance boundaries
of these powerful mobile sensors.
Moreover, this thesis mainly focuses on deriving the network performance bounds
in hybrid mobile sensors. The algorithms in this thesis are often based on simplified
models. There are still many realistic issues which need to be studied before mobile
sensors can be deployed in the real world. These issues include: routing algorithms
for mobile sensor networks, mobility algorithms which can work when the network
contains barriers and fault tolerant algorithms for mobile sensors.
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