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Abstract
This paper mainly focuses on a fractional model for unsteady-state ﬂuid ﬂow problem
developed based on the meshless local Petrov-Galerkin (MLPG) method with the
moving kriging (MK) technique as a background. The contribution of this work is to
investigate the stability of a model with fractional order governed by the full
Navier-Stokes equations in Cartesian coordinate system both theoretical and
numerical aspects. This is examined and discussed in detail by means of matrix
method. We show that the scheme is unconditionally stable under the restriction of
eigenvalue. The dependence between several of the important parameters that
impact on the solution is also studied thoroughly. In discretizing the time domain, an
algorithm based on a ﬁxed point method is employed to overcome the nonlinearity.
Two selected benchmark problems are provided to validate the stability of the
present method, and a very satisfactory agreement with the obtained results can be
found.
Keywords: time-fractional Navier-Stokes equations; meshless method; ﬁxed point
iteration; stability analysis; matrix method; unconditionally stable
1 Introduction
Recently, increasing interests and considerable researches have been given to fractional
diﬀerential equations (FDEs) thanks to its applications in wide areas of applied science and
engineering. The formulations based on FDEs aremore adequate than the previously used
classical integer-order models. It is usually recommended to employ the fractional mod-
els for describing diverse physical phenomena such as ﬂuid mechanics, plasma physics,
electrochemistry, mathematical biology, probability and statistics, ﬁnance, electrical net-
works, rheology, optics, and signal processing to maintain not only the behavior of the
original systems but also all of its historical states. It is a well-known fact that there is
no generally applicable method to seek the exact solution of most FDEs. The procedures
such as linearization or discretization are inevitable. For this reason, it is particularly im-
portant to propose and develop a new computationally eﬃcient method for obtaining the
numerical solution of FDEs. In order to accommodate the reader who is not acquainted
with the concept of fractional calculus, it is perhaps important to recall that fractional cal-
culus is a discipline concerning the possibility of taking non-integer or fractional powers
to the derivatives and integrals. As is well known, there are many diﬀerent types of frac-
tional derivatives. A most frequently and widely used one was proposed by Caputo [],
© The Author(s) 2017. This article is distributed under the terms of the Creative Commons Attribution 4.0 International License
(http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in anymedium, pro-
vided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and
indicate if changes were made.
Thamareerat et al. Advances in Diﬀerence Equations  (2017) 2017:74 Page 2 of 17
which will be explained here brieﬂy. The initial conditions for the diﬀerential equations
with fractional order by Caputo’s deﬁnition take on the same form as for the ones with
integer order, whose physically meaningful interpretation is very clear. Moreover, an ex-
ceptionally good beneﬁt of the fractional derivative interpreted in Caputo’s viewpoint is
that, from the physical perspective, some characteristic properties of classical derivative
that the derivative of any constant function is zero should be preserved. Of course not all
aspects of current or past interest in fractional calculus can be covered in this section, but
the aim is at least to provide up to date information in as much detail as possible as well
as to generate curiosity and encourage further investigation of the potential applications
of this branch of mathematics. To give the reader insight and understanding as regards
fractional calculus in more depth, we refer to the books of Oldham and Spanier [], Miller
and Ross [], Podlubny [], Kilbas et al. [] and the references cited therein.
The Navier-Stokes equations (NSE) are a set of coupled nonlinear second-order partial
diﬀerential equations that are conventionally regarded as the appropriate mathematical
formulation to describe the numerical simulation being relevant to the unsteady, com-
pressible, and viscous ﬂuid ﬂows. Generally, incompressible ﬂows can be modeled using
the NSE in two diﬀerent formulations which may be based on either primitive (velocity
and pressure) or derived (such as velocity and vorticity) variables. The velocity-vorticity
approach, generally known as the stream function-vorticity approach, requires the trans-
formation of NSE into equations of velocity and vorticity components and does not in-
clude the pressure term. Notwithstanding the advantage that the number of equations
to be solved in velocity-vorticity form is two and three for two- and three-dimensional
problems, respectively, which is fewer than those in the primitive variables approach, they
have lost some of their attractiveness and have received very little attention. Imposition
of boundary conditions of the transformed equations is a major drawback that has to be
tackled, especially for three-dimensional problems. It may require substantial eﬀort re-
lated to the boundary treatment to circumvent this problem, whereas the use of method
based on primitive variables is quite common and deﬁnitely more straightforward. As a
consequence, the incompressible NSE are most frequently solved by the formulation of
primitive variables which will be considered here. In  El-Shahed and Salem [] have
proposed the generalized NSE by simply replacing the ﬁrst-order time derivative term by
a derivative of fractional order but still retaining the ﬁrst- and second-order space deriva-
tives. Afterward, the published research articles with regard to solving a viscous ﬂuid
problem in a tube in cylindrical coordinates have emerged continuously. The approxi-
mated solutions for the problem as above have been given among others by Momani and
Odibat [] using the Adomian decomposition method (ADM), Ragab et al. [] using the
homotopy analysis method (HAM), Kumar et al. [] by the ADM and Laplace transform
method (LTM), Kumar et al. [] with the new homotopy perturbation transformmethod
(HPTM), andWang andLiu [] using themodiﬁed reduced diﬀerential transformmethod
(DTM) and new iterative Elzaki transform method. Besides those mentioned above, the
new development in solving nonlinear FDEs has been proposed by Kumar and his col-
leagues. TheHAM together with the Laplace transformwas applied to solve the nonlinear
shock wave equation of fractional order arising in the ﬂow of gases []. The implemen-
tation of the homotopy analysis Sumudu transform method (HASTM), an inventive cou-
pling of Sumudu transform and well-known homotopy analysis technique, to derive the
analytical and numerical solutions of a nonlinear fractional diﬀerential-diﬀerence prob-
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lem was shown in []. They also pointed out that the most important advantage of the
HASTM over the ADM and HPTM is without making use of Adomian’s and He’s polyno-
mials. Other pioneering work can be found in [, ].
Meanwhile, numerical methods turn out to be an alternative way of attaining an ap-
proximate solution of FDEs. Solving FDEs by the classical mesh-dependent numerical
methods such as the ﬁnite diﬀerence methods (FDM), the ﬁnite volume methods (FVM),
and the ﬁnite element methods (FEM) requires the mesh generation, which appears to be
computationally costly. The use of meshes restricted by their applications leads to many
diﬃculties in some speciﬁc problems. Attempts to get rid of the aforementioned prob-
lem have been devoted to developing the so-called meshless (or meshfree) methods. They
have some advantages when compared to the grid based methods by virtue of the ﬂexi-
bility and simplicity of placing nodes at arbitrary locations. The academic work regarding
the remarkable progress on meshless methods has thus far received considerable interest
and has been published continually both theoretically and numerically (see [–]). One
of the extensively popularized meshless methods in solving initial and boundary value
problems is the meshless local Petrov-Galerkin (MLPG) method originating with Atluri
and Zhu []. This is one of the truly meshless methods just because the requirement of
background cells for integration is not needed.
Inmeshless procedure, construction of shape function is one of themain challenges that
must be taken into account. Originally, the MLPG approach is numerically implemented
using the moving least squares (MLS) approximation to the spatially discretized domain.
Even though the MLS approximation seems to be one of the most commonly used meth-
ods, it is not always advantageous. The only notable imperfection forMLS shape functions
is that they do not have the Kronecker delta property, so the techniques like the Lagrange
multiplier or penalty method are required to enforce essential (Dirichlet) boundary con-
ditions. On the other hand, the so-called method of kriging is one of the most immensely
used techniques in geostatistics for spatial interpolation. This subsequently became an-
other way to enhance the accuracy and eﬃciency for the meshfree methods. The moving
kriging (MK) interpolation was ﬁrst proposed by Gu [] and successfully demonstrated
the eﬀectiveness in solving steady-state heat conduction problems. In addition to the con-
sistency property, the MK shape functions have the delta property which allows essential
boundary conditions to easily be imposed in a similar way to the FEM. The kriging in-
terpolation is shown to be essentially the same as the radial point interpolation method
(RPIM) on condition that the same basis functions are used [].
As mentioned in the second paragraph, virtually all the accomplishments to acquire the
solution of fractional NSE in the literature can only be limited to the one dimension. Only
the simplest cases are solved analytically so that an exact solution can be obtained. The
theoretical study for solving such a problem in higher space dimensions is connected with
great diﬃculties. Evidently, seeking the analytical solution of the time-fractional NSE in
multiple dimensions has not been easy by reason of the nonlinearity which makes them
very complicated or almost not possible to achieve, not to mention containing unknown
function (velocity components and pressure) of several independent variables (space and
time) more than one and its partial derivatives with respect to those variables. Up to now,
only little attention has been paid to the development of the MLPGmethod so as to solve
the fractional model of ﬂuid ﬂow in Cartesian coordinates. Additionally, as far as the au-
thors are concerned, stability of meshfree methods for a fractional model is rather hard to
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investigate and needs many eﬀorts, especially for a governing equation considered with
nonlinear term. To ﬁll this gap, themain contribution of this paper is to investigate and an-
alyze the stability of a fractional model for unsteady-state ﬂow problem developed based
on the meshless methods.
The organization of the remainder of this article is as follows. In Section ,mathematical
preliminaries may be helpful for whoever is about to begin with FDE, so we give a short
description and basic concepts of fractional calculus. Also we provide a discrete approx-
imation for the fractional derivative based on a quadrature rule. In Section , we ﬁrst in-
troduce the governing nonlinear time-fractional NSE in two dimensions and then explain
how to solve the nonlinear system. We show the stability of the meshfree method, and
the sensitivity of several important parameters is also studied and discussed. In Section ,
two numerical tests are examined and discussed to show the validation of stability for the
present method. Finally, we end the current work with concluding remarks in Section .
2 Mathematical preliminaries
This section can be useful for the reader who is unfamiliar with the fractional derivative.
We brieﬂy give some important concepts and deﬁnitions of fractional calculus.
Deﬁnition  A real function f (x) with x >  is said to be in the space Cμ,μ ∈ R if there
exists a real number p > μ such that f (x) = xpf(x), where f(x) ∈ C(,∞) and for m ∈ N it
is said to be in Cmμ if f (m) ∈ Cμ.
Deﬁnition  The left-sided Riemann-Liouville fractional integral operator of order α ≥ 
for a function f ∈ Cμ,μ ≥ – is deﬁned as







a (x – τ )α–f (τ )dτ , α > ,x > a,
f (x), α = ,
(.)
where (·) stands for the gamma function. The lower bound of integration a is commonly
set to be zero.
Deﬁnition  If n be the smallest integer that exceeds α, the Caputo time-fractional
derivative operator of order α >  for any causal function of time, i.e. vanishing for t <  is
deﬁned as








∂tn ), n –  < α < n,
∂nf (x,t)
∂tn , α = n,
(.)
or equivalently







 (t – τ )n–α–
∂nf (x,τ )
∂τn dτ , n –  < α < n
∂nf (x,t)
∂tn , α = n,
(.)
and the space fractional derivative operator of order β >  is deﬁned as







 (x – θ )n–β–
∂nf (θ ,t)
∂θn dθ , n –  < β < n,
∂nf (x,t)
∂xn , β = n.
(.)
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In additionwe also provide the derivation of discrete approximation for the Caputo frac-
tional derivative based on a quadrature formula. Given the time interval [,T ] discretized
uniformly into k subintervals. The values at nodal points in time domain are deﬁned by
tn = nt, n = , , , . . . ,k where t = T/k. For simplicity we denote the approximate solu-
tions of function f at the points xi and tn by f ni . The approximate formula at time level n
can be obtained as follows:














( f ki – f k–i
t +O(t)
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f ki – f k–i
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f n–k+i – f n–ki
)
+O(t),
where ωα,k = k–α –(k–)–α and σα,t = t
–α
(–α) . The notationO is the higher-order residu-
als truncated of Taylor series. Therefore the discretized formula for the Caputo fractional
derivative which is of ﬁrst-order accuracy in time can be obtained:









Most incompressible ﬂuidmodels for unsteady-state ﬂowproblem can be describedmath-







































∂y = , (.)
where u and v are the velocities in the x and y directions, p is the pressure, respectively,
Re represents the Reynolds number, sx and sy are the source functions along the x and
y directions, respectively, α is the fractional parameter,  < α < , and the Caputo time-
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(t – ξ )–α dξ . (.)
We omit the derivation details for the standard local weak formulation, spatial dis-
cretization, and temporal discretization here to save space and refer to Thamareerat et
al. [].
3.1 Solving the nonlinear system
The discretized system of nonlinear algebraic equations which corresponds to equations





(Un–k+ –Un–k) +BnUn = Sn, (.)
where A =








































, B = B, B = B,
Sx = [sx sx sx . . . sxN ]T , Sy = [sy sy sy . . . syN ]T ,
Uˆ = [uˆ uˆ uˆ . . . uˆN ]T , Vˆ = [vˆ vˆ vˆ . . . vˆN ]T , Pˆ = [pˆ pˆ pˆ . . . pˆN ]T ,
I is the N ×N identity matrix and  is the N ×N zeros matrix,
which can be rearranged to give
σα,tA




(Un–k+ –Un–k) + Sn. (.)
At the ﬁrst time level, when n = ,
(
σα,tA +B
)U = σα,tAU + S, (.)



















(Un–k+ –Un–k) + (σα,tA)–Sn
)
, (.)
whereGn = σα,t(σα,tA+Bn)–A. It should be noted that so long as thematrix σα,tA+Bn
is non-singular, i.e. invertible, we have a unique solution for the unknown vectorUn in each
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time step. The non-singularity of this matrix often entails the value of correlation param-
eter which is unable to prove in general. In many of the practical problems, nonetheless,
the singularities are rare. To obtain solution values at time level n, we need the previous
solutions at all time levels , , , . . . ,n –  expressed inside the parentheses on the right-
hand side of equation (.). Owing to the coeﬃcient matrix Gn containing an unknown
function of u and v, now we have N nonlinear equation and also N unknown values.
To deal with the nonlinear part in a simple way, we might just as well use the quantities at
the previous time step to approximate those at the new time step. This choice is possible
if there should be not much diﬀerence of solution between n and n + . In other words,
two consecutive time levels should be suﬃciently small. Instead of doing like that, a better
way to get more accuracy is by a conventional iterative method such as ﬁxed point. We







(Un–k+ –Un–k) + (σα,tA)–Sn
)
,
l = , , , . . . , (.)
where a superscript n, l denotes the time level n and lth ﬁxed point iteration. In the ﬁrst
step, l = , we pick U as initial guess, i.e. U, = U. When the solution is updated, the
resulting solution from the previous stage will be used as the initial guess for the next iter-





∥∞ ≤ ε, (.)
where ‖·‖∞ is the inﬁnity norm, and ε is a small prescribed value depending on the ac-
curacy requirement. To put it another way, the process is repeated until the computed
values at all grid points have a little change with every subsequent iteration. This means
that an initial guess is close enough to the new time level solution. Once the criterion of
convergence as prescribed above is fulﬁlled, we can move on to the next time level. In the
meshfree method, it is important to note that the accuracy and stability of the method is
conditional upon the correlation parameter ω, the nodal spacing h (h is the average nodal
distance between any two points), and also the Reynolds number Re. In the next section,
we will investigate these in a thorough manner.
3.2 Stability analysis
In this section a mathematical analysis technique based on the eigenvalue of the matrix
is applied to verify condition on the stability for the meshless method. It is possible to
consider only its homogeneous part in that inhomogeneous terms do not alter the stability
properties. Let en =Un– U˜n be the perturbation or error vector at the nth time level where
Un and U˜n denote the exact and approximate solution at the nth time level, respectively.
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The perturbation vector will be propagated forward in time according to the equation
en = Gne. The Euclidean matrix and vector norms are compatible or consistent. This




∥ ≤ ∥∥Gn∥∥∥∥e∥∥. (.)
For ﬁxed nodal distance the diﬀerence equation (.)will be stable if en remains bounded
as n increases indeﬁnitely. That is when there exists a positive number M, indepen-
dent of n and distance for each pair of nodes, such that ‖Gn‖ ≤ M. This obviously lim-
its the ampliﬁcation of any initial perturbation, and therefore of any arbitrary round oﬀ
errors, since ‖en‖ ≤ M‖e‖. To prove that the statement given in equation (.) is es-
tablished for all natural numbers, we will consider the inequality (.) in the case of
n =  and n ≥  separately. When n = , it is rather easy to see that ‖e‖ ≤ ‖e‖ if
‖G‖ ≤ . In the case of n ≥ , this can be done by means of mathematical induction.























































Taking the norm of both sides of equation (.), making use of the compatibility condi-
























There are basically two steps to infer P(n) holds for each positive integer n≥ . The ﬁrst
step, known as the base case, intends to show the given statement for a certain number,






















































which is obviously fulﬁlled. The second step called the inductive case is to prove that
equation (.) for any positive integer implies the formula for its successor. Suppose that
‖em‖ ≤ ‖Gm‖‖e‖,∀m ≥ . We have to show that ‖em+‖ ≤ ‖Gm+‖‖e‖. From inequality















































































which completes the proof. Our proof shows that the error made at each time level of
calculation will be no more than the error made at the initial step as long as ‖Gn‖ ≤ ,
whichmeans ρ(G)≤  where ρ(G) is the largestmodulus of the eigenvalues ofG, called the
spectral radius ofG. In other words, all eigenvalues of the matrixG = σα,t(σα,tA+B)–A










∣ ≤ , (.)
where λA and λB are the eigenvalues of the matrices A and B, respectively. Seeing that
A is a block diagonal matrix with  ×  blocks whose elements are the identity and zero
matrices, the eigenvalues of matrix A can be either  or  only. In case λA =  we can see
that the inequality (.) is automatically satisﬁed for all λB 	= . This implies λB can be any
arbitrary except zero. Provided that λA = , the above inequality is always satisﬁed when
λB must not exceed –σα,t or must be non-negative only. Consequently, we can say that
the scheme is unconditionally stable so long as λB ≤ –σα,t or λB ≥ . As mentioned
above, the eigenvalues of matrix B is highly dependent upon the correlation parameter
(ω), the distance between any two nodal points (h), and the Reynolds number (Re), which
signiﬁcantly aﬀect the solution. Since it is impossible to explicitly deﬁne a relationship
among these parameters, we investigate this dependence numerically. Also we show how
maximum eigenvalue Re(λ) of matrix B varies along a range of horizontal and vertical
components of velocity and pressure solution. So all we need to do is whether the largest
eigenvalue of B will be non-negative.
In the ﬁrst three Figures, (a) (horizontal velocity), (b) (vertical velocity), and (c) (pres-
sure) show the real part of maximum eigenvalue of B when the solutions are varied. We
see that there is no diﬀerence between Figure (a) and (b), and they really look alike. This
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Figure 1 The effect of the (a) horizontal velocity, (b) vertical velocity, (c) pressure, (d) Reynolds
number, (e) correlation parameter, and (f) nodal spacing for eigenvalue of matrix B.
indicates that nomatter what the values of horizontal and vertical velocities are, the eigen-
values of the matrix B still have positive real parts. The scheme is always stable for all val-
ues of u and v, whereas the numerical stability shown in Figure (c) is not surprising. It
seems to be nothing more than just a line parallel to the x-axis and without any change of
Re(λ)max simply because B is independent of pressure solution. Figure (d) shows that for
Reynolds numbers up to , a stable computation is still possible. For a ﬁxed Reynolds
number and a distance between each node, Figure (e) displays Re(λ)max of matrix Bwhile
the correlation parameter is varied. The eﬀect of nodal spacing for eigenvalue of B is ob-
served in Figure (f ) when the Reynolds number and correlation parameter are constant.
All in all a detailed study of this section shows that in all cases depicted in Figure , the
scheme satisﬁes the stability condition for a wide range of these parameters, which can be
chosen freely, and it remains stable versus to any values of time step as well.
4 Illustrative examples
In this section numerical experiments are performed and discussed in detail to conﬁrm
the applicability, reliability, and robustness of the proposed meshless method and also to
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Table 1 The maximum and RMSEs of the velocity and pressure for Example 1 with different
choices of t on regular points
t E∞ RMSE
u v p u v p
1/10 2.4645× 10–4 2.4645× 10–4 6.3263× 10–4 9.9623× 10–5 9.9623× 10–5 4.2763× 10–4
1/12 2.0197× 10–4 2.0197× 10–4 6.0606× 10–4 8.1507× 10–5 8.1507× 10–5 4.0973× 10–4
1/15 1.5990× 10–4 1.5990× 10–4 5.7928× 10–4 6.3486× 10–5 6.3486× 10–5 3.9171× 10–4
1/17 1.4065× 10–4 1.4065× 10–4 5.6661× 10–4 5.5126× 10–5 5.5126× 10–5 3.8318× 10–4
1/20 1.1888× 10–4 1.1888× 10–4 5.5232× 10–4 4.5932× 10–5 4.5932× 10–5 3.7355× 10–4
Figure 2 The graphs of approximate and exact solutions and corresponding absolute errors at t = 1
with α = 0.99, x =y = 0.1, t = 0.1, Re = 100 for Example 1: (a), (b) the horizontal and (c), (d)
vertical components of velocity and (e), (f) pressure.
make sure of the theoretical result analyzed. Two common types of estimators like max-
imum error and root mean square error (RMSE) are used to make comparison between
the numerical result and analytical solution:
E∞ = max











(Ui – ui), (.)
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Figure 3 The solution curves for Example 1 at y = 0.4 with x =y = 0.1, Re = 100 when α = 0.25 (a),
(b), (c), α = 0.5 (d), (e), (f), and α = 0.75 (g), (h), (i).
Figure 4 The solution curves with different values of α for Example 1: (a) the horizontal and (b)
vertical components of velocity at x = y = 0.4 and (c) pressure at x = 0.6 and y = 0.4 with
x =y = 0.1, Re = 100.
where Ui and ui are the exact and approximate solutions at locations xi, respectively. For
some natural numbersM andM, letx = (b–a)/M andy = (d–c)/M be the step size
of space variables along x and y directions, respectively. The space domain is subdivided
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Table 2 The maximum and RMSEs of the velocity and pressure for Example 1 with different
choices of t on uneven points
t E∞ RMSE
u v p u v p
1/10 3.0612× 10–4 2.8645× 10–4 1.8238× 10–5 1.1477× 10–4 1.0439× 10–4 5.0684× 10–6
1/12 2.6126× 10–4 2.4279× 10–4 1.6974× 10–5 9.6862× 10–5 8.6452× 10–5 4.4722× 10–6
1/15 2.1589× 10–4 1.9864× 10–4 1.5693× 10–5 7.9024× 10–5 6.8521× 10–5 4.0400× 10–6
1/17 1.9435× 10–4 1.7768× 10–4 1.5083× 10–5 7.0714× 10–5 6.0142× 10–5 3.9109× 10–6
1/20 1.6998× 10–4 1.5397× 10–4 1.4392× 10–5 6.1502× 10–5 5.0831× 10–5 3.8321× 10–6
Table 3 The RMSEs of the velocity and pressure with regular nodes and ﬁxed α = 0.99,
N = 121, t = 0.1, Re = 100 at some time levels t for Example 2
t u v p
0.1 1.7176× 10–5 2.5966× 10–5 4.9654× 10–3
0.3 2.2558× 10–5 5.2199× 10–5 6.1420× 10–3
0.5 2.7272× 10–5 7.8739× 10–4 6.4973× 10–3
0.7 3.0502× 10–5 1.0357× 10–4 6.0118× 10–3
1 3.3760× 10–5 1.3715× 10–4 4.8912× 10–3
1.2 3.5518× 10–5 1.5722× 10–4 4.2616× 10–3
1.5 3.7882× 10–5 1.8404× 10–4 3.6934× 10–3
1.7 3.9256× 10–5 1.9976× 10–4 3.5532× 10–3
2 4.0961× 10–5 2.2016× 10–4 3.5617× 10–3
Table 4 The RMSEs of the velocity and pressure with different values of correlation parameter
ω for Example 2
ω u v p
0.2 3.3760× 10–5 1.3715× 10–4 4.8912× 10–3
0.5 8.2165× 10–5 2.9563× 10–4 4.2259× 10–3
1 1.1378× 10–4 3.0463× 10–4 2.4659× 10–3
1.2 1.1291× 10–4 2.8097× 10–4 2.3875× 10–3
1.5 1.2407× 10–4 2.4424× 10–4 1.0728× 10–3
into equal size subintervals to give the set of nodes xi = a+ ix, i = , , , . . .M and yj = c+
jy, j = , , , . . . ,M. In all of the presented numerical experiments, the nodal distribution
is placed on a unit square domain  = {(x, y)|≤ x, y≤ }.
Example  Consider the time-fractional NSE in the presence of a body force with the
following the exact solution:
u(x, y, t) = xy( – x)( – y)( – y)e–t , (.)
v(x, y, t) = –xy( – x)( – x)( – y)e–t , (.)





which automatically satisﬁes the initial and boundary conditions. Table  gives the maxi-
mum and RMSEs of the velocity and pressure for Example  with various choices oft on
regular points. When t is taken smaller, the error in the numerical time integration will
be reduced. We must keep it reasonably small, provided that we want to closely approx-
imate the exact value of the problem. The exact solutions together with its approximate
solutions and corresponding errors at time T =  with α = .,x = y = .,t = .
are represented graphically in Figure . Furthermore, we can observe the behavior of frac-
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Figure 5 The graphs of absolute errors obtained for Example 2 on regular (left-hand side) and
irregular (right-hand side) distributions of nodes at time t = 1 with α = 0.99, N = 121, t = 0.1,
Re = 10: (a), (b) the horizontal and (c), (d) vertical components of velocity and (e), (f) pressure.
tionalmodels as the fractional derivative parameter is changed gradually. The approximate
solutions are computed for various values of α, some of which are depicted in Figures 
and . It can be seen from Figure (c) that the curves of the pressure solution for each
value of α varied are nearly identical to each other and too close to be distinguishable. In
order to assess the meshless method, the computational results using uneven nodal dis-
tribution are also reported in Table . For the purpose of comparison, the step size of time
variable t is chosen to be the same as regularly arranged nodes. When taking account
of an overview of RMS error, we can observe that there is very little diﬀerence between
the results of horizontal and vertical velocities, whereas the pressure results in the case of
uneven nodal points are apparently better than those obtained using regular nodal points.
The presented numerical results through the ﬁgures and tables illustrate and corroborate
the high accuracy and validity of the proposed method.
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Figure 6 The solution curves for Example 2 at y = 0.4 with x =y = 0.1, Re = 100 when α = 0.3 (a),
(b), (c), α = 0.5 (d), (e), (f), and α = 0.7 (g), (h), (i).
Example  Consider the most extensively used test problem known as decaying Taylor-
Green vortices, for which an analytical closed form solution is available as follows:
u(x, y, t) = sin(x) cos(y)e –tRe , (.)
v(x, y, t) = – cos(x) sin(y)e –tRe , (.)




e –tRe , (.)
which automatically satisﬁes the initial and boundary conditions. In Table  we show the
RMSEs of the approximated solution for velocity and pressure with regular nodes,α =
.,N = ,t = ., and Re =  at diﬀerent times up to t = . Also the errors found
with diﬀerent values of correlation parameter ω are reported in Table . As we see when
the correlation parameterω ∈ [., .] becomes larger, the pressure error is reduced grad-
ually. Figure  shows the graphs of resulting absolute errors at time t =  with α = .,N =
,t = .,Re =  for both regular and irregular distributions. The same conclusion as
Example  that notmuch diﬀerence for the velocity solutions is found can be stated. To ob-
serve the behavior of fractional models, we compute the numerical solutions for diﬀerent
values of α, some of which are shown in Figures  and . Taking everything into consid-
eration, it is evident that the computed numerical solutions from the results presented
graphically reveal the performance, high accuracy, and validity of the proposed method.
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Figure 7 The solution curves with different values of α for Example 2: (a) the horizontal and (b)
vertical components of velocity and (c) pressure at x = 0.4 and y = 0.4 with x =
y = 0.1, Re = 100.
5 Concluding remarks
In the numerical experiment, an important point that is worthmentioning here is that due
to the fact that the exact solution of the system of equations (.)-(.) is unavailable, the
obtained results have to be compared with analytical solution of classical NSE, which are
congruous with what we expected when α → . The most important feature of fractional
models is the convergence of the approximation to the classical model. The solution for
the integer-order system must be recovered. The reliability of the solutions with α not
approaching  is guaranteed by the theoretical study shown in Section .. We prove the
unconditional stability using a technique based on eigenvalue of the matrix, and the eﬀect
ofmany important parameters on the solution is also investigated thoroughly. The present
study is motivated by lack of detailed experimental study and stability analysis in the lit-
erature related to a fractional model of full NSE in Cartesian system of coordinate. As we
can see, the applications of FDE aremanifold and important, but for themultidimensional
unsteady-state ﬂow problem it is in its beginning stage and needs further work. In the end,
the authors deﬁnitely believe that the insights and source of information drawn in this pa-
per with emphasis on the theoretical analysis and numerical study will be of use to the
readers interested in ﬂuid ﬂow problem and to the science and engineering community.
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