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This paper deals with an analogue of Cassels’ problem on inhomoge-
neous Diophantine approximation in function fields. The inhomogeneous
approximation constant of a Laurent series θ ∈ Fq
((
1
t
))
with respect to
γ ∈ Fq
((
1
t
))
is defined to be c(θ, γ) = inf06=N∈Fq[t] |N | · |〈Nθ − γ〉|. We show
that inf
θ∈Fq(( 1t ))
sup
γ∈Fq(( 1t ))
c(θ, γ) = q−2, and prove that for every θ the
set BAθ =
{
γ ∈ Fq
((
1
t
))
: c(θ, γ) > 0
}
has full Hausdorff dimension. Our
methods generalize easily to the case of vectors in Fq
((
1
t
))d
.
1 Introduction
For a real number θ, denote by 〈θ〉 = θ −
⌊
θ + 1
2
⌋
the representative in
[
−1
2
, 1
2
)
of θ
modulo the integers, and let |θ| denote the absolute value of θ. In these notation, |〈θ〉|
is the distance from θ to the integers.
A main topic in Diophantine approximation deals with the inhomogeneous approx-
imations of a real number (see [Cas57]). Given two real numbers θ and γ, define the
inhomogeneous approximation constant of θ with respect to γ as
c(θ, γ)
def
= inf
n 6=0
|n| · |〈nθ − γ〉|. (1)
Also define the set
BAθ
def
= {γ ∈ R : c (θ, γ) > 0} . (2)
It was proved by [BM92] (cf. [Kim07] for a second proof):
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Theorem 1.1. For every θ ∈ R \Q, the set BAθ has zero Lebesgue measure.
On the other hand, the following result concerning BAθ is proved in [Tse09] (see also
[BM92, Theorem 2.3]):
Theorem 1.2. For every θ ∈ R, the set BAθ has Hausdorff dimension 1.
We mention that subsets of Rd with positive Hausdorff dimension are uncountable,
and that subsets with positive Lebesgue measure in Rd have maximal dimension, i.e.,
d (see [Fal14] for the definition of Hausdorff dimension). In view of that, Theorem 1.1
states that the set BAθ is small, while Theorem 1.2 states that BAθ is large, and in
particular, not empty. Therefore, for every θ there exists a γ such that c(θ, γ) > 0. This
leads to the definition of the following two constants:
c(θ)
def
= sup
γ
c(θ, γ), (3)
and
c
def
= inf
θ
c(θ). (4)
Khinchine [Khi26] proved that c > 0. Davenport [Dav51] was the first to give an explicit
lower bound on c. The problem of finding the exact value of it was posed by Cassels
[Cas57, p.86]. According to [Mos12], the best estimate of c was found in [God53]:
Theorem 1.3.
3
32
≤ c ≤
68
483
.
In this work we study the analogues of these constants in the context of function fields.
Remark 1.4. Some authors consider a constant which is similar to the one defined in (4):
c˜
def
= inf
θ
sup
γ
lim inf
n→∞
|n| · |〈nθ − γ〉|. (5)
By definition we have c ≤ c˜, and we are not aware of any result regarding equality.
However, the function fields analogues of those constants coincide (cf. Theorem 3.11).
1.1 Higher Dimensions
Throughout the paper, we will denote vectors by bold symbols, and their coordinates
with superscripts. Assume d ≥ 1. A weight in Rd is a vector r ∈ Rd with r1+· · ·+rd = 1,
rs ≥ 0 for any 1 ≤ s ≤ d. Given a weight r and θ,γ ∈ Rd, define the approximation
constant with weight r of θ with respect to γ by
cr(θ,γ)
def
= inf
n 6=0
max
1≤s≤d
(
|n|r
s
|〈nθs − γs〉|
)
,
and let
BAθ(r)
def
=
{
γ ∈ Rd : cr (θ,γ) > 0
}
.
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As in the one dimensional case, define
cr (θ)
def
= sup
γ
cr(θ,γ),
and
cr
def
= inf
θ
cr (θ) . (6)
A higher dimensional version of Theorem 1.1 is proved in [Sha13] by dynamical methods:
Theorem 1.5. For almost every θ ∈ Rd (described explicitly), the set BAθ
(
1
d
, . . . , 1
d
)
has measure zero.
The higher dimensional version of Theorem 1.2 appeared only recently in [BM15],
extending a result proved independently by [BHKV10] and [ET11] about the weight
r =
(
1
d
, . . . , 1
d
)
:
Theorem 1.6. For every weight r and θ ∈ Rd, the set BAθ (r) has dimension d.
As for (6); Cassels [Cas57, Theorem X ] showed that c( 1d ,...,
1
d)
> 0, and an explicit
lower bound was established in [BL05]:
Theorem 1.7. For every d ≥ 1
c( 1d ,...,
1
d)
≥
1
72d28
1
d
.
We know of no results regarding cr for a general weight r.
1.2 The Function Fields Analogue of Diophantine Approximation
The function fields analogue of Diophantine approximation has been studied since the
work of Artin [Art24]. It is sometimes referred to as Diophantine approximation in
positive characteristic. Every statement in Diophantine approximation has an analogous
statement in this context. Let us introduce the dictionary which is used for translating
statements (and sometimes, their proofs) from one context to the other. Let q be a prime
power, and let Fq be the field with q elements. Define an absolute value on Fq [t] by
|N |
def
= qdegN for 0 6= N ∈ Fq [t], and |0| = 0. Extend this definition to the fraction field,
the field of rational functions Fq (t), by
∣∣M
N
∣∣ def= qdegM−degN where M,N ∈ Fq [t], N 6= 0.
The field Fq
((
1
t
))
of formal Laurent series in t with finite number of non zero coefficients
of positive powers of t, is the completion of Fq (t) with respect to this absolute value.
Extending the absolute value continuously to Fq
((
1
t
))
, gives that the absolute value of
a non zero θ ∈ Fq
((
1
t
))
, written as
θ =
∞∑
i=−deg θ
θit
−i,
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where deg θ
def
= max {−i : θi 6= 0}, is
|θ| = qdeg θ.
The set
I
def
=
{
θ ∈ Fq
((
1
t
))
: |θ| < 1
}
.
is a natural set of representatives for elements in Fq
((
1
t
))
up to the equivalence relation
of having a difference which is a polynomial. We denote 〈θ〉 =
∑∞
i=1 θit
−i and consider
it to be the representative of θ in I. We call 〈θ〉 and θ − 〈θ〉 the fractional part and the
polynomial part of θ, respectively. These definitions give the dictionary:
Fq[t] ! Z
Fq(t) ! Q
Fq
((
1
t
))
! R
|θ| = qdeg θ ! |θ|
|〈θ〉| = dist (θ,Fq [t]) ! |〈θ〉| = dist (θ,Z) .
1.3 Previous Works in Inhomogeneous Approximation in Function
Fields
The analogue of inhomogeneous approximation in function fields was studied in [Mah41].
Recently, this subject has regained interest, parallel to a significant progress in the real
case [Kri11, KN11, CF12, FK15]. Let us use the dictionary described above in order to
define the function fields analogues of (1), (2), (3) and (4). For θ, γ ∈ Fq
((
1
t
))
, denote
c(θ, γ)
def
= inf
06=N
|N | · |〈Nθ − γ〉| (7)
where N varies over the non zero polynomials in Fq [t],
BAθ
def
=
{
γ ∈ Fq
((
1
t
))
: c(θ, γ) > 0
}
, (8)
c(θ)
def
= sup
γ
inf
06=N
|N | · |〈Nθ − γ〉|, (9)
and
c
def
= inf
θ
c(θ). (10)
An analogue of Theorem 1.1 was proved in [KN11]:
Theorem 1.8. For every θ ∈ Fq
((
1
t
))
\ Fq (t), the set BAθ has zero measure.
The measure mentioned here is the natural measure on Fq
((
1
t
))
, which we will recall
in Section 2. Before we formulate higher dimensional analogues, let us introduce a more
general notion of weight which is more natural to this context. A generalized weight
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is a function g =
(
g1, . . . , gd
)
: N → Nd, such that for every 1 ≤ s ≤ d the function
gs : N→ N is non decreasing, and
d∑
s=1
gs (h) = h,
for every h ∈ N. Define the higher dimensional versions of (7), (8), (9), and (10): For
any θ, γ ∈ Fq
((
1
t
))d
, let
cg (θ,γ)
def
= inf
06=N
max
1≤s≤d
|N |
gs(degN)
degN · |〈Nθs − γs〉|,
where, by convention, g
s(0)
0
= 1,
BAθ (g)
def
=
{
γ ∈ Fq
((
1
t
))d
: cg (θ,γ) > 0
}
,
cg (θ)
def
= sup
γ
cg (θ,γ) ,
and
cg
def
= inf
θ
cg (θ) .
While the approach of [Sha13] is likely to give a proof for the function fields analogue of
Theorem 1.5, this line will not be pursued in this note. The reader is referred to [Gho07,
HP02] to learn more about the dynamical approach towards Diophantine approximation
in function fields.
Remark 1.9. Any weight r in the sense of Section 1.1, induces a generalized weight gr,
by letting gr(0)
def
= (0, . . . , 0) and gr(h + 1)
def
= gr(h) + es, where 1 ≤ s ≤ d is any index
satisfying
rs · (h+ 1)− gsr(h) = max
1≤t≤d
rt · (h+ 1)− gtr(h) (11)
Note that for every h ≥ 0, we have∑
1≤s≤d
rsh =
∑
1≤s≤d
gsr(h) = h. (12)
Therefore, there exists 1 ≤ s ≤ d such that
rs · (h+ 1)− gsr(h) ≥
1
d
. (13)
By induction on h, using (11) and (13), we conclude that
rsh− gsr(h) ≥ −
(
1−
1
d
)
,
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for every h ≥ 0 and 1 ≤ s ≤ d. On the other hand, by (12) and (13) we get
rsh− gsr(h) = −
(∑
t6=s
rth− gtr(h)
)
≤ (d− 1)
(
1−
1
d
)
,
The upshot is that for any θ,γ ∈ Fq
((
1
t
))d
, the approximation constant cgr (θ,γ) differs
from
cr (θ,γ)
def
= inf
06=N
max
1≤s≤d
|N |r
s
· |〈Nθs − γs〉|.
by a multiplicative factor smaller than qd. In particular, for every θ ∈ Fq
((
1
t
))d
, the set
BAθ (r)
def
=
{
γ ∈ Fq
((
1
t
))d
: cr (θ,γ) > 0
}
,
equals BAθ (gr).
1.4 Main Results
In this paper, we prove the function fields analogue of Theorem 1.6 and determine the
value of the function fields analogue of (10). More precisely, we show:
Theorem 1.10. BAθ(g) 6= ∅ for every generalized weight g and θ ∈ Fq
((
1
t
))d
. More-
over, if
inf
h∈N
min g (h)
h
> 0 (14)
then dim (BAθ(g)) = d for every θ ∈ Fq
((
1
t
))d
.
Theorem 1.11. Any generalized weight g satisfies cg = q
−2.
Remark 1.12. It should be mentioned that [Arm57, Agg69] deal with a related question
concerning products of linear forms. Assume Fi(x, y) = aix + biy, i ∈ {1, 2}, are two
linear forms with coefficients ai, bi ∈ Fq
((
1
t
))
. Using the methods of [Dav51, Cas52], it
was proven that:
sup
γ,δ∈Fq(( 1t ))
inf
x,y∈Fq[t]
|F1 (x+ γ, y + δ)| · |F2 (x+ γ, y + δ)| = |a1b2 − a2b1| q
−2. (15)
where the upper bound has been already proved in [Mah41, p. 519]. Given any θ ∈
Fq
((
1
t
))
, take F1 = θx+ y and F2 = x, and plug them into (15) to obtain:
sup
γ,δ∈Fq(( 1t ))
inf
N∈Fq[t]
|N + γ| · |〈Nθ + δ + γθ〉| = q−2. (16)
Note that forcing γ = 0 and N 6= 0 can a priori make the left hand side of (16) bigger
or smaller, so one cannot apply (16) directly in order to estimate c(θ).
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2 Measure and dimension
In order to prove BAθ has the same Hausdorff dimension as Fq
((
1
t
))d
, we will construct
subsets of it by nested intersection. In this section we recall a general criterion which
gives rise to a lower bound on the Hausdorff dimension of such intersections.
2.1 Tree-like collections
Let X be a complete metric space with a metric ρ, and let µ be a Borel measure on X .
Following the terminology of [KW10], a collection C of compact subsets of X is called
tree-like if there exists a sequence of collections {Cm}
∞
m=0 such that C =
⋃∞
m=0 Cm which
satisfy the following conditions:
1. C0 = {C0}, with C0 ⊆ X compact.
2. µ(C) > 0 for any C ∈ C.
3. For any m ∈ N and C,C ′ ∈ Cm, either C = C
′ or µ (C ∩ C ′) = 0.
4. For any m ∈ N and C ∈ Cm+1, there exists C
′ ∈ Cm such that C ⊆ C
′.
5. For any m ∈ N and C ′ ∈ Cm, there exists C ∈ Cm+1 such that C ⊆ C
′.
Given a tree-like collection C =
⋃∞
m=0 Cm we define its limit set to be
C∞ =
∞⋂
m=0
⋃
C∈Cm
C.
For each m ∈ N define
ρm = sup
C∈Cm
ρ (C) ,
where ρ (C) = maxx,y∈C ρ(x, y), and
Dm = inf
C′∈Cm
µ
(⋃
C∈Cm+1, C⊆C′
C
)
µ(C ′)
.
A tree like collection is said to be strongly tree-like if, in addition:
6. ρm −−−→
m→∞
0.
The following is a specific case of [KW10, Lemma 2.5]:
Theorem 2.1. Let X be a complete metric space with a metric ρ, and µ be a Borel
measure. Assume that there exist constants c, α > 0 such that
µ(B(x, r)) ≥ crα, (17)
for any x ∈ X and 0 < r < 1. Then any strongly tree-like collection C =
⋃∞
m=0 Cm
satisfies
dimC∞ ≥ α− lim sup
m→∞
∑m
k=0 logDk
log ρm
.
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2.2 A metric and a measure on Fq
((
1
t
))d
We shall make use of the standard metric and measure on Fq
((
1
t
))
, which will be
denoted by ρ and µ respectively. The metric ρ is defined by ρ(θ, ϕ) = |θ − ϕ|, for all
θ, ϕ ∈ Fq
((
1
t
))
, where | · | stands for the absolute value on Fq
((
1
t
))
, as described in
Section 1.2. Note that the balls of this metric are of the form
B
(
θ, q−ℓ
)
= θ + t−ℓI,
for ℓ ∈ Z and θ ∈ Fq
((
1
t
))
. The measure µ is the Haar measure on Fq
((
1
t
))
, normalized
by µ(I) = 1. This measure is characterized by assigning a measure q−ℓ to any ball of
radius q−ℓ, and by being invariant under addition.
The metric and the measure on Fq
((
1
t
))d
are defined by
ρd(θ,ϕ) = max
1≤s≤d
ρ(θs, ϕs),
for all θ,ϕ ∈ Fq
((
1
t
))d
and
µd = µ× . . .× µ,
d many times. Note that for any ℓ ≥ 0,
µd
(
B
(
θ, q−ℓ
))
= q−dℓ,
and that whenever q−ℓ−1 < r ≤ q−ℓ, we have
B (θ, r) = B
(
θ, q−ℓ
)
.
This proves that µd satisfies (17) with c = 1 and α = d.
2.3 Cantor constructions in Fq
((
1
t
))d
In this section we describe a construction of a tree-like collection in Fq
((
1
t
))d
, which
we refer to as a Cantor construction. To introduce the construction, we need some
additional notation; For any vector of non negative integers ℓ = (ℓ1, . . . , ℓd), denote
ℓ =
d∑
s=1
ℓs,
and Fℓq = F
ℓ
q. Let πℓ : Fq
((
1
t
))d
→ Fℓq be the projection defined by
πℓ(θ)
def
=
(
θ11, . . . , θ
1
ℓ1, . . . , θ
d
1 , . . . , θ
d
ℓd
)t
.
For convenience, we denote F0q = {∅} and π(0,...,0)(θ) = ∅ for any θ ∈ Fq
((
1
t
))d
. By
abuse of notation, let us use πℓ to denote the projection to the first ℓ coordinates from
8
Fℓ
′
q to F
ℓ
q, whenever ℓ
′ ≥ ℓ, where this inequality should be understood coordinatewise.
For any v ∈ Fℓq define the cylinder of v by
[v]
def
=
{
θ ∈ Id : πℓ(θ) = v
}
,
and denote ℓ = ℓ(v). For any h ∈ Nd, denote q−h =
(
q−h
1
, . . . , q−h
d
)
. Given a collection
of cylinders C, define
q−hC
def
= {[u] : [πℓ(u)] ∈ C, ℓ = ℓ(u)− h} .
Assume (ℓm)
∞
m=0 is a sequence of d dimensional non negative integer vectors. Let
(ℓ′m)
∞
m=0 be any sequence of non negative integers satisfying ℓ
′
m < ℓm for all m. Define a((
qℓm
)∞
m=0
,
(
qℓ
′
m
)∞
m=0
)
Cantor construction as a set {Cm : m ≥ 0} satisfying C0 = {I
d},
Cm+1 ⊆ q
−ℓmCm,
and ∣∣q−ℓm {C} \ Cm+1∣∣ = qℓ′m ,
for every m ≥ 0 and C ∈ Cm. The limit set of such a construction is the set C∞ =⋂∞
m=0
⋃
C∈Cm
C, which we call a
((
qℓm
)∞
m=0
,
(
qℓ
′
m
)∞
m=0
)
Cantor set. If the sequences
(ℓm)
∞
m=0 , (ℓ
′
m)
∞
m=0 are constant, and equal, say, to ℓ, ℓ
′ respectively, then we shall call
such a set a
(
qℓ, qℓ
′
)
Cantor set.
2.4 Measure and dimension of Cantor constructions
First note that for any
((
qℓm
)∞
m=0
,
(
qℓ
′
m
)∞
m=0
)
Cantor construction {Cm : m ≥ 0}, for
any m ≥ 0, we have
µ

 ⋃
C∈Cm+1
C

 = qℓm − qℓ′m
qℓm
µ
( ⋃
C∈Cm
C
)
.
This follows from the fact that Cm+1 is composed of equal length cylinders which, there-
fore, have the same measure. This provides an expression for µ(C∞), and shows that if
|ℓm − ℓ
′
m| is bounded then
µ(C∞) = 0.
We now apply Theorem 2.1 to get a lower bound on the dimension of Cantor sets:
Theorem 2.2. Assume C∞ is a
((
qℓm
)∞
m=0
,
(
qℓ
′
m
)∞
m=0
)
Cantor set. If
min
m−1∑
k=0
ℓk −−−→
m→∞
∞, (18)
then
dim(C∞) ≥ d− lim sup
m→∞
m+ 1
min
∑m−1
k=0 ℓk
log q
q−1
log q
.
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Proof. Let {Cm : m ≥ 0} be the Cantor construction corresponding to C∞. So
C =
⋃∞
m=0 Cm is a tree-like collection. Moreover, we have that for every m ≥ 0,
ρm = q
−min
∑m−1
k=0 ℓk ,
and
Dm =
qℓm − qℓ
′
m
qℓm
= 1− qℓ
′
m−ℓm ≥
q − 1
q
.
(18) implies that C is strongly tree-like. By Theorem 2.1, we get
dim(C∞) ≥ d− lim sup
m→∞
∑m
k=0 logDk
log ρm
≥ d− lim sup
m→∞
m+ 1
min
∑m−1
k=0 ℓk
log q
q−1
log q
.
3 The One Dimensional Case
In this section we state and prove the one dimensional versions of Theorems 1.10 and
1.11. Our method of proof is inspired by [DL63], and utilizes a characterization of the
approximations of θ by means of solutions to a certain linear system of equations.
3.1 The Corresponding Matrix of an Element in Fq
((
1
t
))
Assume θ ∈ Fq
((
1
t
))
is a Laurent series, and N = nht
h+ ...+n0 ∈ Fq [t] is a polynomial
of degree h. Then
〈Nθ〉 = L1(θ)t
−1 + L2(θ)t
−2 + · · ·
where for any i ≥ 1,
Li(θ) = n0θi + n1θi+1 + · · ·+ nhθi+h.
For any γ ∈ Fq
((
1
t
))
and ℓ ≥ 0, one has
|N | · |〈Nθ − γ〉| < q−(1+ℓ) ⇐⇒ |〈Nθ − γ〉| < q−(h+1+ℓ)
⇐⇒ Li(θ) = γi, 1 ≤ i ≤ h+ 1 + ℓ.
(19)
In order to write the above linear system of equations in a matrix form, let us define
∆(θ) to be the infinite matrix:
∆(θ) =


θ1 θ2 · · ·
θ2 θ3 · · ·
...
. . .

 .
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Denote the i× j sub-matrix of ∆(θ):
∆ [i, j] =


θ1 · · · θj
...
...
θi · · · θi−1+j

 .
In these notation, we may rewrite (19) as
|N | · |〈Nθ − γ〉| < q−(1+ℓ) ⇐⇒ ∆ [h+ 1 + ℓ, h+ 1] · n = πh+1+ℓ (γ) . (20)
Here n is the coefficients vector of the polynomial N .
Consider the same matrix equation, where n is now a vector of variables. Note that
the matrix ∆ [h+ 1 + ℓ, h+ 1] is a (h+1+ ℓ)× (h+1) matrix. Therefore, for any ℓ > 0
and any fixed h, there exists a γ ∈ Fq
((
1
t
))
such that equation (20) has no solutions
n ∈ Fh+1q . This means that for any N of degree h, |N | · |〈Nθ − γ〉| ≥ q
−(1+ℓ). Our intent
is to construct elements γ ∈ Fq
((
1
t
))
for which c(θ, γ) ≥ q−(1+ℓ). This is equivalent to
the equality on the right hand side of (20) to have no solutions for all h ≥ 0 at once. To
this end, we carefully analyze the rank of the non square submatrices ∆[i, j].
Remark 3.1. We mention that for θ’s such that ∆[m,m] is invertible for all m > 0, our
construction is reduced to a slightly easier one. However, it should be noted that the
set of θ for which this happens is a set of measure zero. Indeed, for θ ∈ Fq
((
1
t
))
and
m > 0,
det (∆[m+ 1, m+ 1]) = det (∆[m,m]) θ2m+1 + F (θ1, · · · , θ2m),
where F (θ1, · · · , θ2m) is an explicit polynomial which only involves θ1, · · · , θ2m of θ (and
not θ2m+1). Therefore, if det (∆[m,m]) 6= 0 for all m, then
det (∆ [m+ 1, m+ 1]) 6= 0 ⇐⇒ θ2m+1 6= −
F (θ1, . . . , θ2m)
det (∆ [m,m])
.
Hence, the set of θ’s for which ∆[m,m] is invertible for all m > 0 is a (q2, q) Cantor set.
As discussed in Section 2.4, such sets have measure zero.
3.2 Indices Construction
Given any θ ∈ Fq
((
1
t
))
and an integer ℓ > 0, we define the sequences of indices Iℓ =
{im}
∞
m=0, Jℓ = {jm}
∞
m=0 as follows:
1. j0 = 0, i0 = ℓ.
2. jm+1 = min{j : rank(∆[im, j]) = im}.
If this minimum is not obtained, we let jm+1 =∞.
3. If jm+1 =∞, let im+1 = im. Otherwise, define
im+1 = min{i : rank(∆[i, jm+1]) = i− ℓ}.
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For convenience, we write i−1 = 0. Note that if det(∆ [m,m]) 6= 0 for all m > 0, then
im = (m + 1)ℓ and jm = mℓ for all m ≥ 0. The following lemma summarizes some
properties of these indices.
Lemma 3.2. Let Iℓ,Jℓ be as defined above. If jm+1 <∞, then im+1 is defined, and the
indices satisfy:
1. im+1 ≤ jm+1 + ℓ.
2. im+1 ≥ im + ℓ.
3. jm+1 ≥ jm + ℓ.
Proof. General facts about rank of matrices imply that
rank(∆[i, j]) ≤ min(i, j), (21)
and
rank(∆[i, j]) ≤ rank(∆[i+ 1, j]), (22)
for every i, j > 0. By the definition of jm+1, one has that im − rank(∆[im, jm+1]) = 0.
On the other hand, putting i = jm+1 + ℓ and j = jm+1 in (21) gives (jm+1 + ℓ) −
rank(∆[jm+1 + ℓ, jm+1]) ≥ ℓ. By (22), any i, j > 0 satisfy (i + 1) − rank(∆[i + 1, j]) ≤
i − rank(∆[i, j]) + 1. Therefore, there exists some im ≤ i ≤ jm+1 + ℓ for which i −
rank(∆[i, jm+1]) = ℓ. We conclude that im+1 is well defined.
1. By the definition of im+1 and the above discussion, it satisfies im+1 ≤ jm+1 + ℓ.
2. Since rank(∆[im, jm+1]) = im, we have im ≤ jm+1. It follows that
rank(∆[i, jm+1]) = i for any i ≤ im, while if i > im, one has rank(∆[i, jm+1]) ≥ im.
Using rank(∆[im+1, jm+1]) = im+1 − ℓ, we conclude that im+1 ≥ im + ℓ.
3. Note that rank(∆[im, jm]) = im − ℓ, and that for all j ≤ jm, one has that
rank(∆[im, j]) ≤ im − ℓ. By the definition of jm+1 as the minimal j for which
rank(∆[im, j]) = im, it follows that jm+1 ≥ jm + ℓ.
Remark 3.3. If θ ∈ Fq
((
1
t
))
is rational, i.e. θ ∈ Fq (t), then there exists an m for which
jm = ∞. Indeed, since θ is rational, its coefficients sequence is eventually periodic,
i.e., there exist m0, p ∈ N such that θm = θm+p for all m ≥ m0. Therefore, whenever
jm ≥ m0+p, we must already have jm =∞. The implication holds in the other direction
as well. Assume that jm+1 = ∞ for some m ∈ N. Then there exists 0 6= b ∈ F
im
q such
that bt · (∆[im, j]) = 0 for all j > 0 at once. Since the i-th row of ∆(θ) consists of
the coefficients of 〈ti−1θ〉, this means that
∑im
s=1 b
sts−1θ is a polynomial. Therefore θ is
rational (this argument appears in [Har21, p.438]).
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3.3 Main Proposition
The following proposition is the key ingredient of the proofs of our main results. To
prove it, we make use of the indices constructed in Section 3.2. In fact, the construction
of the indices serves as a way to bypass the fact that the matrices ∆[m,m] are not
necessarily invertible.
Proposition 3.4. For any θ ∈ Fq
((
1
t
))
, ℓ > 0 consider the indices sequences Iℓ,Jℓ
constructed in Section 3.2. Let Γℓ be the set of γ ∈ Fq
((
1
t
))
such that for any m ≥ 0
and 0 < j < jm+1, the equation
∆ [im, j] · n = πim (γ) (23)
has no solutions. Then
dimΓℓ ≥ 1−
1
ℓ
log q
q−1
log q
.
Proof. Let C0 = {I}. For m ≥ 0, assume that Cm is already defined. By definition,
rank(∆[im, j]) ≤ im − 1 for every j < jm+1. Moreover, for every j ≤ j
′ we have{
b ∈ Fimq : b
t ·∆[im, j
′] = 0t
}
⊆
{
b ∈ Fimq : b
t ·∆[im, j] = 0
t
}
.
Hence, there exists 0 6= bm ∈ F
im
q such that
(bm)
t ·∆[im, j] = 0
t,
for all j < jm+1. Define:
Cm+1 =
⋃
C∈Cm
{
π−1im (v) : v ∈ πim(C), (bm)
t · v 6= 0
}
.
Note that Cm+1 is a set of sets. Finally, define
C∞ =
∞⋂
m=0
⋃
C∈Cm
C.
Claim 1: C∞ ⊆ Γℓ
Let γ ∈ C∞. For m ≥ 0 and 0 < j < jm+1 we have that
(bm)
t ·∆[im, j] = 0
t and (bm)
t · πim(γ) 6= 0.
Therefore, there are no solutions to (23), and hence γ ∈ Γℓ.
Claim 2: dim (C∞) ≥ 1−
1
ℓ
log q
q−1
log q
If jm+1 6= ∞ for all m ≥ 0, then C∞ is a
(
(qim−im−1)
∞
m=0 , (q
im−im−1−1)
∞
m=0
)
Cantor set.
Indeed, for every m ≥ 0, recall that rank(∆[im−1, jm]) = im−1, and hence, at least one
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of the last im− im−1 coefficients of bm is non zero. Therefore, for every γ ∈ Fq
((
1
t
))
for
which π−1im−1(πim−1(γ)) ∈ Cm, there are exactly q
im−im−1−1 vectors u ∈ Fim−im−1q for which
(bm)
t ·
(
πim−1 (γ)
u
)
= 0.
Applying Lemma 3.2(2) m− 1 times, yields im−1 ≥ mℓ. Since
∑m−1
k=0 ik− ik−1 = im−1,
it follows by Theorem 2.2 that
dim (C∞) ≥ 1− lim sup
m→∞
m+ 1
im−1
log q
q−1
log q
≥ 1−
1
ℓ
log q
q−1
log q
.
If there exists m ≥ 0 for which jm+1 = ∞, then C∞ is a non empty union of cylinders
of length im, and therefore has a positive measure, thus Hausdorff dimension one.
3.4 The One Dimensional Case - Results
This section is devoted for the statements and proofs of Theorems 1.10 and 1.11 in the
one dimensional case.
Theorem 3.5. For every θ ∈ Fq
((
1
t
))
, dim (BAθ) = 1.
Proof. Fix any ℓ > 0. Consider the sequences Iℓ,Jℓ of indices from Section 3.2, and the
set Γℓ from Proposition 3.4. Assume γ ∈ Γℓ. By Proposition 3.4, for all m ≥ 0 and
0 < j < jm+1, there are no non zero solutions to (23). For any h ∈ N, let m be such
that jm ≤ h+ 1 < jm+1. In particular,
∆ [im, h+ 1] · n = πim(γ), (24)
has no non zero solutions. Using Lemma 3.2(1), we get im ≤ jm + ℓ ≤ h + 1 + ℓ.
Therefore, the equation
∆ [h+ 1 + ℓ, h+ 1] · n = πh+1+ℓ(γ),
has no non zero solutions, as it is obtained from (24) by increasing the number of
equations. By (20), we get that
|N | · |〈Nθ − γ〉| ≥ q−(1+ℓ)
for any 0 6= N ∈ Fq [t]. Therefore, Γℓ ⊆ BAθ. We apply Proposition 3.4 to bound the
dimension of BAθ from below:
dimBAθ ≥ dim (Γℓ) ≥ 1−
1
ℓ
log q
q−1
log q
.
Since the above holds for all ℓ > 0, and since 1 − 1
ℓ
log q
q−1
log q
−−−→
ℓ→∞
1, we conclude that
dim (BAθ) = 1.
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Proposition 3.6. For every θ ∈ Fq
((
1
t
))
one has that c(θ) ≥ q−2.
Proof. The proof of Theorem 3.5 shows that any γ ∈ Γ1 satisfies c(θ, γ) ≥ q
−2. Propo-
sition 3.4 implies dim (Γ1) > 0, hence in particular Γ1 6= ∅. Therefore, c(θ) ≥ q
−2.
We now give a property of the elements θ ∈ Fq
((
1
t
))
for which c(θ) ≥ q−1.
Proposition 3.7. If c(θ) ≥ q−1 then there exists m0 ∈ N ∪ {∞} such that
∆[m,m] is invertible exactly for 0 < m < m0. (25)
Proof. Assume that there is no m0 satisfying (25). Therefore, there are 0 < m1 < m2 <
∞ such that ∆[m1, m1] is not invertible and ∆[m2, m2] is invertible. By assumption,
there exists γ such that
|N | · |〈Nθ − γ〉| < q−1 (26)
has no solutions 0 6= N in Fq [t]. By (20) with ℓ = 0,
∆ [m,m] · n = πm (γ) (27)
has no solutions 0 6= n ∈ Fmq for any m > 0 with nm 6= 0. Therefore, there are
no non zero solutions to (27). In particular, ∆[m2, m2] · n = πm2(γ) has no non zero
solutions n ∈ Fm2q . However, ∆[m2, m2] is invertible, so we must have πm2(γ) = 0. Since
m1 < m2, we have πm1(γ) = 0. Now, ∆[m1, m1] is non-invertible, therefore, the equation
∆[m1, m1] · πm1 (n) = 0 has non zero solutions, contradicting (27) for m1.
Remark 3.8. In the extreme cases m0 = 1 and m0 = ∞, the other implication also
holds. To see this, note that if det (∆[m,m]) = 0 for all m > 0 then we must have θ = 0.
Indeed, for any m > 0, assume that θ1 = . . . = θm−1 = 0. Then ∆[m,m] have θm on the
anti diagonal, and zeroes above it. Therefore, 0 = det (∆[m,m]) = (θm)
m, so θm = 0.
For θ = 0, any γ 6= 0 does not have solutions for (27). If m0 = ∞, choose γ = 0. Since
∆[m,m] is invertible for every m, the only solution to (27) is n = 0.
As a corollary of Propositions 3.6 and 3.7, we get:
Theorem 3.9. c = q−2.
Proof. One only needs to make sure that there exists θ such that c(θ) = q−2. It is enough
to find θ which does not satisfy the conclusion of Proposition 3.7. Any θ with θ1 = 0
and θ2 6= 0 works.
We complete the discussion on the one dimensional case by showing that replacing
the inf by lim inf in the definition of c(θ, γ) does not change the value of the constant:
Proposition 3.10. Let θ ∈ Fq
((
1
t
))
. If c˜ (θ)
def
=
supγ lim inf {|N ||〈Nθ − γ〉| : 0 6= N ∈ Fq [t]} ≥ q
−1 then there exists m0 ∈ N ∪ {∞}
such that ∆[m,m] is either invertible for all m ≥ m0 or non invertible for all m ≥ m0.
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Proof. The proof here is similar to the proof of Theorem 3.7. Assume that there are
infinitely many pairs 0 < m1 < m2 for which ∆ [m1, m1] is non invertible and ∆ [m2, m2]
is invertible. This implies that (26) has infinitely many non zero solutions, hence, c˜ (θ) <
q−1, which contradicts the assumptions of the proposition.
Theorem 3.11. c˜
def
= infθ c˜ (θ) = q
−2.
Proof. By definition we have c ≤ c˜, so it is enough to find θ for which c˜(θ) ≤ q−2. Define
θ by θmk = 1 for the sequence mk = 2
k+1 − 2, k = 1, 2, . . ., and θm = 0 for every other
m ∈ N \ {mk : k ∈ N}. For this θ we have that ∆[mk, mk] is invertible because the
anti diagonal is full with ones, and below the anti diagonal there are only zeros. On the
other hand, ∆[mk + 1, mk + 1] is non invertible since the last row and column are zero.
Hence, by Proposition 3.10, c˜(θ) ≤ q−2.
4 The General Case
We now turn to prove Theorems 1.10 and 1.11. To this end, we need to further generalize
our indices construction. Fix a generalized weight g, a vector θ ∈ Fq
((
1
t
))d
and ℓ > 0,
and define the matrices
∆ [i, j] =


θ11 · · · θ
1
j
...
...
θ1
g1(i) · · · θ
1
g1(i)+j
· · · · · · · · ·
θd1 · · · θ
d
j
...
...
θd
gd(i) · · · θ
d
gd(i)+j


. (28)
We construct the set of indices Ig,ℓ, Jg,ℓ the same way as in the one dimensional case.
This construction has the same properties as summarized in Lemma 3.2, as one can
prove by repeating the proof of Lemma 3.2 verbatim. The same argument works since
the rank is independent of the order of the rows.
Define the set
BAθ (g, ℓ) =
{
γ ∈ Fq
((
1
t
))d
: inf
N 6=0
max
1≤s≤d
|N |
gs(degN+1+ℓ)
degN |〈Nθs − γs〉| ≥ 1
}
.
For every 1 ≤ s ≤ d, we have gs(n+ 1) ≤ gs(n) + 1 for all n. It follows that
BAθ (g, ℓ) ⊆ BAθ (g) . (29)
Note that for any polynomial N of degN = h, and every ℓ > 0, one has:
max1≤s≤d |N |
gs(h+1+ℓ)
h |〈Nθs − γs〉| < 1 ⇐⇒
∆ [h + 1 + ℓ, h+ 1]n = πg (γ) ,
(30)
where n is the coefficients vector of the polynomial N . This is the higher dimensional
version of (20). The next proposition is the higher dimensional version of Proposition
3.4, and the idea of the proof is the same. Therefore, we will mainly emphasize the
differences in the proof.
Proposition 4.1. Assume θ ∈ Fq
((
1
t
))d
, a generalized weight g, and ℓ > 0. Define
Γθ (g, ℓ) as the set of all γ ∈ Fq
((
1
t
))d
such that for any m ∈ N and 0 < j < jm+1, the
equation
∆ [im, j]n = πg(im) (γ) (31)
has no solutions n ∈ Fjq. Then Γθ (g, ℓ) 6= ∅. Moreover, if
min g (im) −−−→
m→∞
∞ (32)
then
dim (C∞) ≥ d− lim sup
m→∞
m+ 1
min g(im−1)
log q
q−1
log q
. (33)
Proof. Let C0 =
{
Id
}
. In the same way as is in the proof of Proposition 3.4 define for
each m ≥ 1 the sets Cm, vectors bm ∈ F
im
q and the set C∞, but using the matrices (28),
and projections πg(i) instead of πi.
Claim 1: C∞ ⊆ Γθ (g, ℓ).
The argument is the same as in Proposition 3.4, but with the two aforementioned
changes.
Claim 2: If jm+1 6= ∞ for all m, then C∞ is a
((
qg(im)−g(im−1)
)∞
m=0
, (qim−im−1−1)
∞
m=0
)
Cantor set.
An analysis like the one in Proposition 3.4 gives, that for each m ≥ 0, and for each
C ∈ Cm, there are exactly q
im−im−1−1 vectors v ∈ πg(im)(C), for which (bm)
t · v = 0.
From the construction of Cm+1 from Cm, we get the desired.
Claim 3: Γθ (g, ℓ) 6= ∅.
If jm+1 6= ∞ for all m, it follows since Cantor sets are non empty, that C∞ 6= ∅, and
hence Γθ (g, ℓ) 6= ∅.
If there exists m ≥ 0 for which jm+1 =∞, then C∞ is a non empty union of cylinders
of length g(im). Therefore it is non empty.
Claim 4: If
min g (im) −−−→
m→∞
∞,
then
dim (C∞) ≥ d− lim sup
m→∞
m+ 1
g(im−1)
log q
q−1
log q
.
If jm+1 6= ∞ for all m, then since
∑m−1
k=0 g(ik)− g(ik−1) = g(im−1), the result follows
from Theorem 2.2.
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If there exists m ≥ 0 for which jm+1 = ∞, then C∞ has positive measure, and hence
dimension d.
Proof of Theorem 1.10. Recall that we want to show that dim (BAθ(g)) = d. Let ℓ > 0
be any integer. By imitating the proof of Theorem 3.5, we get that Γθ (g, ℓ) ⊆ BAθ (g, ℓ).
By Proposition 4.1, we get Γθ (g, ℓ) 6= ∅, and hence, BAθ (g, ℓ) 6= ∅. To conclude the
second part of the theorem, we assume that (14) holds. Therefore, there exists r > 0
such that min g(h) ≥ rh for all h. By applying Lemma 3.2(2) m times we see that for
every m ≥ 0, im ≥ (m+1)ℓ. By the monotonicity of g
s for all 1 ≤ s ≤ d, we thus obtain
that
min g (im) ≥ min g ((m+ 1)ℓ) ≥ r(m+ 1)ℓ −−−→
m→∞
∞.
Hence, condition (32) is satisfied. As a consequence of Proposition 4.1, the inequality
(33) also holds.
Finally,
dimBAθ (g, ℓ) ≥ dim (Γθ (g, ℓ))
≥ d− lim sup
m→∞
m+ 1
min g (im−1)
log q
q−1
log q
≥ d−
1
rℓ
.
As ℓ > 0 is arbitrary, by (29) we get
dimBAθ (g) = d.
Proof of Theorem 1.11. We want to show that cg = q
−2. As in the proof of Propo-
sition 3.6, we note that Γθ (g, 1) is not empty. Therefore, cg (θ) ≥ q
−2 for every
θ ∈ Fq
((
1
t
))d
. To show equality, it is enough to find one θ for which cg (θ) = q
−2.
Let 1 ≤ s1, s2 ≤ d be such that g
s1(1) 6= 0 and gs2(1) 6= gs2(2). If s1 = s2, choose any
θ with θs11 = 0, θ
s1
2 = 1 and θ
s1
3 = 0. Otherwise, choose θ
s1
1 = 0, θ
s1
2 = 1, θ
s2
1 = 1 and
θs22 = 0.
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