Due to the high availability and applicability, handwritten signatures are an eminent biometric authentication measure in our life. To mitigate the risk of a potential misuse, automatic signature verification tries to distinguish between genuine and forged signatures. Most of the available signature verification approaches make use of vectorial rather than graph-based representations of the handwriting. This is rather surprising as graphs offer some inherent advantages. Graphs are, for instance, able to directly adapt their size and structure to the size and complexity of the respective handwritten entities. Moreover, several fast graph matching algorithms have been proposed recently that allow to employ graphs also in domains with large amounts of data. The present paper proposes to use different graph embedding approaches in conjunction with a recent graph-based signature verification framework. That is, signature graphs are not directly matched with each other, but first compared with a set of predefined prototype graphs, in order to obtain a dissimilarity representation. In an experimental evaluation, we employ the proposed method on two widely used benchmark datasets. On both datasets, we empirically confirm that the learning-free graph embedding outperforms state-of-the-art methods with respect to both accuracy and runtime.
INTRODUCTION
Since decades, handwritten signatures are used as a biometrical authentication measure in business and legal transactions around the world [1, 2] . For this reason, handwritten signatures are omnipresent in our everyday life, and thus, expose a large risk for possible misuse. To mitigate this risk, automatic signature verification systems can be employed. That is, a questioned signature is compared with a set of reference signatures in order to distinguish between genuine and forged signatures [3] [4] [5] . The accuracy of most signature verification approaches rely on the amount of available reference signatures. In most cases, however, the acquisition of reference signatures is expensive and/or limited, and thus, signature verification is generally regarded as a challenging task (even for human experts). Signature verification systems can be distinguished with respect to their input device [1, 2] . In case of online (also termed dynamic) signature verification, signatures are acquired by means of an electronic input device, such as for example, digitised pens or tablets, or via input on a touch screen. As a result, dynamic temporal information of the handwriting process (e.g. acceleration, speed, and pressure) can be acquired during the signing process. In contrast to that, offline (also termed static) signature verification is based on scanned signatures, and thus, limited to the (x, y)-positions of the handwritten strokes. For this reason, offline signature verification is commonly regarded as the more challenging task. The present paper is focusing on offline signature verification. In addition to the type of input, signature verification can also be distinguished with respect to the type of signature representation, viz. statistical and structural representation. In case of statistical (i.e. vectorial) representations, signatures are represented by means of feature vectors or sequences of feature vectors that are extracted from scanned images of handwritten signatures [1, 2] . In early works, features are used to represent characteristics of the handwriting like for example projection profiles [6] , slant direction [7, 8] , outline [3] , or the contour [4, 9] . Yet, also more generic feature descriptors have been employed such as for example Local Binary Patterns (LBP) [10, 11] and Histogram of oriented Gradients (HoG) [10] . In the last years, features of handwriting signatures have been derived by means of Convolutional Neural Networks (CNN) [5] and other Deep Learning techniques [12] . Regardless of the employed type of features, different classification and/or matching approaches have been employed such as for example Dynamic Time Warping (DTW) [6, 9] , Support Vector Machines (SVM) [3, 10, 11] , or Hidden Markov Models (HMM) [3, 8] , to mention just a few. A number of structural (i.e. string, tree, or graph-based) signature verification frameworks have been proposed in the last decade [13] [14] [15] [16] [17] . Graphs, actually the most general data structure, allow to represent the inherent topological handwriting characteristics of signatures in a natural and comprehensive way. Moreover, graphs are able to directly adapt both the structure and the size to the size and complexity of the underlying handwriting signature. However, this representational advantage is accompanied with an increased computational complexity of most mathematical operations. In fact, the computation of a graph similarity or dissimilarity measure is of much higher complexity when compared to the same operation on vectorial representations. To overcome this limitation, several fast graph matching algorithms have been proposed in the last decade [18, 19] . To bridge the gap between statistical and structural approaches in pattern recognition, a number of different methods for graph embedding as well as graph kernels have been proposed in the last decade [18] [19] [20] . Both approaches aim at mapping individual graphs or pairs of graphs into (an implicit) feature space. Consequently, several statistical measures and mathematical operations can be applied to the graphs maps [21] . To the best of our knowledge, neither graph embeddings nor graph kernels have been employed in the field of structural signature verification. In the present paper, we thus focus on different graph embedding approaches for signature verification. In particular, we make use of the dissimilarity based graph embedding framework originally presented in [21] . By means of this procedure, we can derive n-dimensional feature representations for graphs that can eventually be used for the classification of signatures. In an experimental evaluation on two widely used benchmark datasets, we show that the proposed approach can keep up or even outperform state-of-the-art statistical and structural signature verification frameworks with respect to both accuracy and runtime. This is particular interesting as the present approach is not depending on large amounts of training data. The remainder of this paper is organised as follows. In Section 2, we formally introduce the employed signature verification framework including the graph embedding approaches. In Section 3, we present the results of a thorough empirical investigation. Finally, we draw conclusions and discuss possible future lines of research in Section 4.
SIGNATURE VERIFICATION PROCESS
In the present paper, we use different graph embedding approaches in conjunction with a recently proposed graphbased signature verification framework [15] . Hence, we first review the existing framework and discuss how handwritten signatures can be represented by means of graphs. Next, we show how graph embedding approaches can be used to extend this framework. Moreover, we propose to combine the embedding approaches with direct graph matchings in order to build an ensemble. Finally, we review a normalisation method that allows to reduce intrapersonal variations in the signature data.
Graph Representation
To represent handwritten signatures by means of graphs, scanned artefacts are first preprocessed in three subsequent processing steps [15] . First, Difference of Gaussians enhancement is employed to reduce the influence of noisy background. Next, signature images are binarised by means of global thresholding. Finally, preprocessed signature images are skeletonised by means of thinning. In general, a graph g is defined as a four-tuple g = (V, E, µ, ν) where V and E are finite sets of nodes and edges, and µ : V → LV and ν : E → LE are labelling functions for nodes and edges, respectively. In our specific scenario described below, nodes are labelled with two-dimensional numerical labels, while edges remain unlabelled, i.e. LV = R 2 and LE = ∅. We make use of so-called keypoint graphs [22, 23] . That is, graphs are extracted based on the detection of characteristic points (keypoints), in the preprocessed and skeletonised signature images. In particular, nodes are used to represent keypoints (as well as intermediate points between the keypoints), while edges are used to represent strokes between keypoints. In Figure 1 , two exemplary signatures of two different datasets (see Sect. 3.1 for details) as well as their corresponding graph representations are shown. 
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Graph Embedding
The actual signature verification is based on two subsequent processing steps as shown in Figure 2 . First, a prototypebased graph embedding [21] is employed. In particular, all graphs g ∈ G -actually representing signatures -are mapped to a feature vector space by means of a set of prototype graphs E = {e1, . . . em}. Formally, the mapping ϕ : G → R m is defined by ϕ(g) = (d(g, e1), d(g, e2), . . . , d(g, em)) , where d(g, ei) is equal to a graph dissimilarity between g and ei ∈ E. Note that, the vector space embeddings obtained via ϕ are normalised by a z-score to reduce variations between different embedded signature graphs. In order to compute the dissimilarities between a given graph g and the prototype graphs ei ∈ E, we make use of a recently proposed linear time graph dissimilarity measure, viz. the so-called Polar Graph Distance (PGD) [24] . For each pair of graphs (g, ei), we employ d(g, ei) = P GD(q, ei) .
PGD is based on three different processing steps. First, both graphs are segmented into a polar coordinate system (defined by the number of different radii Pr and the number of different angles P φ ). Second, histograms are derived based on the node and edge distributions of each polar graph segment (defined by the radial range P per histogram bin). Third, the distance between the resulting histograms is computed by means of the χ 2 -distance. For more details we refer to [24] .
Definition of the Prototypes
Clearly, the employed graph embedding crucially depends on the definition of adequate sets of prototypes. In the present paper, the prototype graphs E are based on two different sets, i.e. the Reference Embedding (RE) and the Prototype Embedding (PE). In case of RE, the set of prototype signature graphs E is equal to the set of reference signature graphs R of a specific user u, and thus, varying for every user (and dataset). In particular, the prototype set E is either composed of five or ten reference signatures for a given user (that is, we use two different scenarios in our evaluation -see below). In case of PE, the set of prototype graphs E is defined on a global set of graphs, and thus, not adapted for every user (and dataset). In particular, E is based on ten different genuine signatures of 100 different users of an independent dataset (viz. GPDSlast-100, see Sect. 3.1 for details). That is, in case of |E| = 25, for instance, we use 25 different signatures from the 25 first users, in case of |E| = 125 we use 125 different signatures from 100 different users (i.e. two prototype signatures are used from the first 25 users), etc. In contrast with RE, the optimal size of E is not a priori defined and needs to be optimised separately. Clearly, there are more sophisticated methods for the selection of prototype graphs available (e.g. [21, 25] ). However, the chosen approach can be seen as a baseline for future investigations.
Ensemble Methods
Rather than conducting the signature verification with a single graph embedding approach (i.e. RE or PE), we combine both graph embeddings with different graph matching approaches in order to build a verification ensemble. We combine the graph embeddings with themself as well as with different graph matching algorithms, i.e. Bipartite Graph Edit Distance (BP) [26] and Polar Graph Distance (PGD) [24] . Formally, we make use of the following combinations
where α, β ∈ [0, 1] are weighting factors that can be adjusted.
Signature Verification
Our signature verification process is relying on reference signatures ri from a reference set of signatures Ru per user u. That is, we measure the pairwise Euclidean distance d(·, ·) between the embedding ϕ(q) of a questioned signature graph q and all embeddings ϕ(ri) of all reference signature graphs ri ∈ Ru.
To reduce interpersonal variations, we make use of a userbased score normalisation [27] . In particular, we calculate a normalisation score µR u based on the average of all minima between all reference signatures Ru of user u
where the embedding ϕ(·) is either based on RE or PE. Note that the mean of the minimal distances µR u can be regarded as the expected dissimilarity score for user u. For this reason, we make use of µR u to derive a signature score s for a questioned signature q based on the sum of the k smallest normalised distances for user u. Formally, for user u we first sort the reference signatures ri ∈ Ru with respect to d(q, ri) such that d(q, r1) ≤ d(q, r2) ≤ . . . and then define
A similar normalisation process is also employed on combined distances (using both BP and PGD). If the normalised score s(q, Ru) is below a certain threshold, the questioned signature q is regarded as genuine, otherwise q is regarded as forged.
EXPERIMENTAL EVALUATION
Datasets
In the following experimental evaluation, the proposed signature verification framework is evaluated on two offline signature benchmark datasets, i.e. GPDSsynthetic-Offline and MCYT-75.
In case of GPDSsynthetic-Offline, offline signatures are synthetically generated [28] . This novel dataset replaces the widely used GPDS-960 dataset that is no longer publicly [8, 29] . This well-known dataset contains 75 users with 15 genuine and 15 forged signatures per user. All users have signed on a 127 mm × 97 mm field. In Table 1 , an overview of the main characteristics of the two datasets is given.
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Experimental Setup
In the domain of signature verification, frameworks are generally evaluated using two kind of forgeries, i.e. Random Forgeries (RF) and Skilled Forgeries (SF). In case of RF, the forger has no prior knowledge about the signature to be forged 2 , while in case of SF, the forger has commonly knowledge of one (or several) genuine signatures as well as time to train to forge the signature. Hence, skilled forgeries are often visually very similar when compared with the genuine template, and thus, more difficult to detect. To verify whether a questioned signature q is genuine or forged, q is commonly compared with a set of reference signatures R. In general, there is a strong positive correlation between the size of the reference set R and the accuracy of the signature verification system. However, the acquisition of arbitrary large reference sets is often not possible and/or expensive in practice, and thus, restricted to few reference signatures per user. In the present paper, we make use of |R| = 5 (denoted by R5) and |R| = 10 (denoted by R10). In particular, we make use of the first five or ten genuine signatures as reference set R for each user, while the remaining genuine signatures are used as the positive signing attempts for the evaluation. The accuracy of the signature verification framework is generally measured by two kind of errors, i.e. the False Rejection Rate (FRR) and the False Acceptance Rate (FAR). In case of FRR, the accuracy is measured by the percentage of genuine signatures that are falsely rejected by the system, while in case of FAR, the accuracy is measured by the percentage of forgeries that are falsely accepted by the system. Finally, both measures can be used to detect the Equal Error Rate (EER), which refers to the error rate when the FRR is equal to the FAR. In the present paper, the experimental evaluation is conducted in two subsequent steps. In the first step, we optimise the proposed systems on a single and independent dataset, i.e. a subset of GPDSsynthetic containing the last 100 users of the dataset (denoted by GPDS-last100 from now on), using a skilled forgery scenario and ten reference signatures (R10). In the second step, we test the proposed framework (using optimised parameters) on an independent subset of GPDSsynthetic containing the first 75 users of the dataset (denoted by GPDS-75 ) as well as on MCYT-75.
Parameter Optimisation
For both graph embedding approaches RE and PE, we first optimise different polar segmentations for the polar graph distance PGD (defined via Pr = {1, 2, . . . , 6} and P φ = {6, 7, . . . , 12}) as well as different radial ranges (defined by P = {26, 28, . . . , 34}) in combination with different number of k reference signatures, i.e. k = {1, 2, . . . , 5} (see Eq. 1). For the optimisation of the dissimilarity measure PGD, we set m = 10 and m = 100 for RE and PE, respectively. In our final evaluation, for RE the number of prototypes m is set to 5 or 10 with respect to the actual scenario (R5 or R10). For PE we separately optimise m ∈ {25, 50, . . . , 1000}. It turns out that the EER is not (or only marginally) improved with m larger than 325. In Table 2 , the best performing parameters are shown for both RE and PE. In a final step, we optimise the weighting parameters α, β ∈ {0.1, 0.2, . . . , 0.9} for the ensemble methods in combination with k = {1, 2, . . . , 5}. In Table 3 , the best performing weights are shown for all combinations. 
Results and Discussion
In Table 4 , we compare the proposed graph embedding approaches RE and PE in a skilled forgery scenario (SF) with two graph matching algorithms, i.e. BP and PGD. We observe that the embeddings using RE lead in general to improvements on GPDS-75, while PGD performs better than the embedding using RE on MCYT-75. Regarding the graph embedding based on PE, we observe lower accuracy rates when compared with both BP and PGD. However, if we combine RE and PE (i.e. RE + PE), we observe substantial improvements when compared with the single graph embedding methods. Further improvements can be observed in case of the ensemble methods BP + RE, BP + RE + PE, as well as BP + PGD + RE. In fact, these ensemble methods are in twelve out of twelve cases better than both individual systems BP and PGD. The same observation can also be made in the Detection Error Tradeoff (DET) curves in Figure 3 . Similar observations can also be made in the random forgery Table 5 . That is, the graph embedding using RE leads to similar EER rates when compared with BP and PGD, while a certain decline can be observed in the case of graph embedding based on PE. Moreover, we observe that some ensemble methods (viz. BP+RE, BP+RE+PE, and BP + PGD + RE) lead to clear improvements when compared with the graph-based reference systems. In particular, the ensemble method BP + RE + PE leads in three out of four cases to the overall lowest EER rates. Next, we compare the matching times of the different graph matching algorithms (i.e. BP and PGD) on graphs with different sizes, as shown in Table 6 3 . BP has cubic time complexity with respect to the number of nodes [26] , while PGD offers linear time complexity [24] . Note that the pro- posed graph embedding approaches make use of PGD as basic graph dissimilarity measure. That is, for the RE graph embedding a questioned signature graph is compared with ten or five reference signature graphs, while in case of embedding via PE a questioned signature graph is compared with 325 prototype graphs. Hence, even in the worst case (i.e. 325 × 2.0 ms = 650 ms) the matching times are still clearly lower than with BP. Finally, we compare the proposed systems (including the ensemble methods) with five state-of-the-art signature verification systems in Table 7 . The first reference systems [7] uses the Mahalanobis distance to compare slant and variability features, while in [8] similar features are used in conjunction with a HMM. The third reference systems [4] is based on contour-based features that are matched by means of the χ 2 distance. In a recent paper [12] , Deep Multitask Metric Learning (DMML) is used in combination with Histogram of oriented Gradients (HoG) and Discrete Radon Transform (DRT) features. Lately, a CNN has been combined with a Spatial Pyramid Pooling (SPP) in [5] .
In this evaluation, we make use of two threshold scenarios to measure the EER, i.e. a global and a local scenario. In the former case, no user-dependent threshold adoption is employed, while in the latter case, a posteriori user-dependent score normalisation is employed [8] . Generally, local thresholds lead to lower EER rates, whereas global thresholds are regarded as the more realistic case. If we compare the RE graph embedding method with the non learning-based reference systems (i.e. [4, 7] ), we observe an improvement in three out of four cases. Especially for random forgeries (using a local threshold), we observe sub-stantially lower error rates. Moreover, we observe that the ensemble BP + PGD + RE is in each case among the three best performing systems. The CNN-based reference system [5] leads to the overall best performance in each test case. However, we have to keep in mind that our proposed framework is not depending on a learning procedure. In fact, the proposed method is optimised on a small and independent training set (i.e. GPDS-last100), while Deep Learning approaches (i.e. DMML and CNN) are known for their thorough training phases on very large datasets. Yet, especially in signature verification applications, the acquisition of large sets of signatures is often legally restricted and/or expensive.
CONCLUSION AND OUTLOOK
In the last years, a number of promising graph-based signature verification approaches have been proposed. These approaches make use of the inherent representational advantages of graphs when compared with statistical (i.e. vectorial) representations. That is, graphs are able to directly represent the topological characteristic of the handwriting and adapt both structure and size to the size and complexity of the underlying signature. The present paper follows this line of research and proposes different graph embedding approaches for signature verification. Graph embedding tries to bridge the gap between structural and statistical approaches by means of explicit mappings of graphs into a feature space. In the present paper, we use the dissimilarity based graph embedding where a given graph is represented by its distances to m prototype graphs. We make use of two strategies in order to define these prototypes, viz. Reference Embedding (RE) and Prototype Embedding (PE). In case of RE, a graph is mapped into a feature space by comparing it with a user-specific set of reference graphs. In case of PE, the mapping is based on an independent set of prototype graphs.
In an experimental evaluation on two datasets, i.e. GPDS-75 and MCYT-75, we confirm that the proposed graph embedding approaches can keep up with graph-based state-of-theart reference systems with respect to both runtime and accuracy. Moreover, the proposed graph embedding approaches can be combined with direct graph matching approaches to form an ensemble. This combinatorial strategy allows to keep up with recent Deep Learning approaches without the need of an a priori learning step. In contrast with learningbased approach, the proposed graph embedding is distinguished by not depending on large training data. The high generalisability of our approach is a clear advantage in case of signature verification, where the number of training data is often rather small and/or expensive to acquire. In future research, we plan to employ the proposed graph embedding approaches in combination with more elaborated learning-based statistical classification methods (i.e. SVM, HMM, or CNN). Moreover, we plan to employ more sophisticated methods for the selection of the prototype graphs [21] .
ACKNOWLEDGMENTS
This work has been supported by the Swiss National Science Foundation project 200021 162852.
REFERENCES
[1] Impedovo, D. and Pirlo, G. 2008. Automatic signature verification: The state of the art. IEEE Transactions [12] 0.37 (2) 9.86 --CNN (SPP) [5] 0 
