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Summary
Iron is an important nutrient for marine phytoplankton and low concentrations of iron
limit phytoplankton growth in around 40% of the surface area of the ocean. Due to the
low solubility of iron in the sea, the concentrations of iron are largely dependent on ex-
ternal sources such as atmospheric deposition of iron-containing dust derived from arid
areas on land. However, also release of iron from the sediment and the supply of iron
from rivers are important external sources of iron to the ocean. In this thesis the role of
these external sources in influencing marine biogeochemistry is studied.
In a first step, an existing ocean biogeochemical model is used to study the sensitiv-
ity of oceanic CO2 uptake to dust deposition. The so-called iron hypothesis suggests that
enhanced atmospheric dust deposition to the Southern Ocean during the Last Glacial
Maximum around 20,000 years decreased atmospheric CO2 concentrations by increasing
phytoplankton growth and export of organically bound carbon to the deep ocean. The
first part of the thesis shows that the sensitivity of organic matter export and oceanic CO2
uptake to dust deposition is increased significantly if the impact of iron bioavailability on
light harvesting capabilities is explicitly considered. These results also indicate that there
is still uncertainty in the biogeochemical response to dust deposition.
In the second part of the thesis, a model of the oceanic iron cycle is developed and
implemented in the University of Victoria Earth System Climate Model (UVic). This im-
plementation allows iron cycling sensitivity studies in the framework of an earth system
model of intermediate complexity. The results show that a precise description of the depth
of the sedimentary iron release is necessary to simulate the iron supply from the sediment
to the euphotic zone. Scaling the sedimentary iron release with temperature leads to a
better agreement of simulated iron concentrations with observations, indicating a possible
influence of temperature on the sediment release on the global scale. A test simulation
regarding the atmospheric dust deposition shows that neglecting the variability in the
solubility of iron in atmospheric dust does not significantly alter iron limitation patterns.
However, the assumed global concentration of iron-binding ligands regulates the response
to changes in sedimentary release of iron and dust deposition strongly and thus reveals
a further major uncertainty in the interaction of the iron cycle with ocean biogeochemistry.
In the third part of this thesis, literature data on benthic dissolved iron fluxes, bottom
water oxygen concentrations and sedimentary carbon oxidation rates are assembled. The
data are analyzed with a diagenetic iron model to derive an empirical transfer function
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for predicting benthic iron fluxes in dependence on oxygen concentrations and carbon
oxidation rates. Employing the empirical function to the UVic-model from the previous
chapter leads to a factor of two higher globally averaged iron concentrations in surface
waters. Iron fluxes from the sediment could therefore be much larger than previously
thought.
In the fourth part of this thesis, the empirical transfer function developed in the pre-
vious chapter is further tested in the UVic-model. The results show that a riverine supply
of iron is necessary as a source of reactive iron to the sediment to balance the release of
dissolved iron from the sediment on a global scale. A sensitivity test reveals that export
production and oxygen concentrations are highly sensitive to the riverine iron source.
This strong sensitivity could play an important role in determining primary production
and the extent of low oxygen waters under climate change.
Overall, this thesis emphasizes the importance of the external sources of iron to the
ocean. Dust deposition, sedimentary iron release and riverine iron supply strongly con-
trol the dissolved iron concentrations in the ocean. Changes in these external sources can
have strong implications for marine biogeochemistry and oceanic CO2 uptake.
VZusammenfassung
Eisen ist ein wichtiger Na¨hrstoff fu¨r Phytoplankton. Niedrige Eisenkonzentrationen be-
grenzen das Wachstum von Phytoplankton in etwa 40% der Oberfla¨che des Ozeans. Auf-
grund der geringen Lo¨slichkeit von Eisen im Meer ist die Konzentration von Eisen weit-
gehend von externen Quellen abha¨ngig. Eine dieser Quellen ist beispielsweise die atmo-
spha¨rische Deposition von eisenhaltigem Staub, der aus ariden Gebieten an Land stammt.
Aber auch die Eisenfreisetzung aus dem Sediment des Ozeans und der Eintrag von Ei-
sen aus Flu¨ssen in den Ozean sind wichtige externe Eisenquellen fu¨r den Ozean. In der
vorliegenden Arbeit wird die Rolle dieser externen Quellen von Eisen und deren Wechsel-
wirkung mit der marinen Biogeochemie untersucht.
In einem ersten Schritt wird ein bestehendes biogeochemisches Ozeanmodell verwendet,
um die Sensitivita¨t der ozeanischen CO2-Aufnahme auf Staubablagerungen zu studieren.
Die so genannte iron hypothesis sagt aus, dass erho¨hte atmospha¨rische Staubablagerung in
den Su¨dlichen Ozean wa¨hrend des letzten glazialen Maximums vor rund 20.000 Jahren zu
einem versta¨rktem Wachstum von Phytoplankton und Export von organisch gebundenem
Kohlenstoff in die Tiefsee fu¨hrte. Dadurch sei der atmospha¨rische CO2-Gehalt verringert
worden. Die Ergebnisse des ersten Teils der Arbeit zeigen, dass die Sensitivita¨t des Ex-
ports von organischem Material in die Tiefsee und auch der ozeanischen CO2-Aufnahme
bezu¨glich des atmospha¨rischen Staubeintrags deutlich erho¨ht wird, wenn die Auswirkun-
gen der Bioverfu¨gbarkeit von Eisen auf Lichtsammelfa¨higkeiten explizit beru¨cksichtigt
werden. Diese Ergebnisse zeigen damit auch, dass es noch viele Unsicherheiten in der bio-
geochemischen Reaktion auf vera¨nderte Staubeintra¨ge gibt.
Im zweiten Teil der Arbeit wird ein Modell des ozeanischen Eisenkreislaufs entwickelt
und in das University of Victoria Earth System Climate Model (UVic) implementiert.
Dies ermo¨glicht die Durchfu¨hrung von Sensitivita¨tsstudien bezu¨glich des Eisenkreislaufs
im Rahmen eines Erdsystem-Modells mittlerer Komplexita¨t. Die Ergebnisse zeigen, dass
eine genaue Beschreibung der Tiefe der Freisetzung von Eisen aus dem Sediment notwen-
dig ist, um die Zufuhr von Eisen aus dem Sediment in die euphotische Zone zu simulieren.
Eine Skalierung des Eisenflusses aus dem Sediment mit der Wassertemperatur fu¨hrt zu
einer besseren U¨bereinstimmung zwischen simulierten Eisenkonzentrationen und Beob-
achtungen, was auf einen mo¨glichen Einfluss der Temperatur auf den sedimenta¨ren Eisen-
fluss auf globaler Ebene hinweist. Eine Testsimulation in Bezug auf den atmospha¨rischen
Eiseneintrag zeigt, dass sich die Verteilung der eisenlimitierten Areale im Ozean kaum
vera¨ndert, wenn man im Modell beru¨cksichtigt, dass die Lo¨slichkeit von Eisen im at-
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mospha¨rischen Staub stark variiert. Allerdings beeinflusst die globale Konzentration von
Liganden, die Eisen gelo¨st halten, stark die simulierten Reaktionen der Ozeanbiogeoche-
mie auf Vera¨nderungen im Sedimentfluss und Staubeintrag von Eisen und zeigt damit
eine weitere Unsicherheit in der Wechselwirkung des Eisenkreislaufs mit der Ozeanbio-
geochemie auf.
Im dritten Teil dieser Arbeit werden Daten u¨ber benthische Eisenflu¨sse, Bodenwasser-
Sauerstoffkonzentrationen und sedimenta¨re Kohlenstoff-Oxidationsraten zusammengestellt.
Diese Daten werden mit einem diagenetischen Eisenmodell analysiert, um eine empirische
Transferfunktion fu¨r die Beschreibung von benthischen Eisenflu¨ssen in Abha¨ngigkeit von
Sauerstoffkonzentrationen und Kohlenstoff-Oxidationsraten abzuleiten. Die Verwendung
der empirischen Funktion in der Konfiguration des UVic-Modells aus dem vorigen Ab-
schnitt fu¨hrt zu einer um den Faktor zwei ho¨heren global gemittelte Eisenkonzentration
im Oberfla¨chenwasser. Eisenflu¨sse aus dem Sediment ko¨nnten somit viel gro¨ßer sein als
zuvor angenommen.
Im vierten Teil der Arbeit wird die empirische U¨bertragungsfunktion aus dem vorherigen
Kapitel weiter im UVic-Modell getestet. Die Ergebnisse zeigen, dass ein Flusseintrag von
Eisen notwendig ist, um reaktives Eisen in das Sediment einzutragen und die Freisetzung
von gelo¨stem Eisen aus dem Sediment auf globaler Ebene auszugleichen. Eine Sensiti-
vita¨tsstudie zeigt eine starke Sensitivita¨t der Exportproduktion und von Sauerstoffkon-
zentrationen zu der Gro¨ße des Flusseintrags von Eisen. Diese starke Sensitivita¨t ko¨nnte
beispielsweise wa¨hrend des Klimwandels eine wichtige Rolle fu¨r die Prima¨rproduktion und
die Ausbreitung von Ozeanwassern mit niedrigen Sauerstoffkonzentrationen spielen.
Diese Arbeit unterstreicht die Bedeutung der externen Quellen von Eisen fu¨r den Ozean.
Staubeintrag, sedimenta¨rer Eisenfluss und Flusseintra¨ge steuern auf starke Weise den
gelo¨sten Eisengehalt im Meer. A¨nderungen in diesen externen Quellen ko¨nnen starke
Auswirkungen auf die marine Biogeochemie und die ozeanische CO2-Aufnahme haben.
11 Introduction
1.1 Motivation and objectives
The Earth’s climate affects the circumstances humans live in via temperature, precipi-
tation patterns and sea level. The emission of CO2 to the atmosphere from fossil fuel
burning and changes to the land surface such as deforestation induce an anthropogeni-
cally caused climate change (IPCC, 2013). In contrast, during past glacial-interglacial
cycles, atmospheric CO2 levels and climate varied naturally. When the atmospheric CO2
concentration changes, the CO2 concentration in the ocean adjusts via a flux of CO2
between the atmosphere and the ocean surface. In the euphotic zone of the ocean, a
part of the CO2 is taken up by photosynthesizing organisms (phytoplankton), thereby
decreasing the CO2 concentration in the surface ocean. In fact, the primary production
of marine phytoplankton makes up for 56 Pg C yr−1, which equals roughly half of the
total primary production on earth (Buitenhuis et al., 2013). If the biomass is transported
away from the surface to the deep ocean, the CO2 is stored in the ocean for longer times.
This increases the flux of CO2 from the atmosphere to the ocean. However, the rate of
photosynthesis and thus CO2 uptake by phytoplankton is limited by the availability of
nutrients (Moore et al., 2013). One of these nutrients is dissolved iron in seawater and
iron limits phytoplankton growth in around 40% of the surface area of the ocean (Moore
et al., 2001). It is therefore important to understand the controls of the marine iron cycle
and its interaction with climate.
Around 25 years ago, Martin and Fitzwater (1988) proposed a hypothesis stating that
phytoplankton growth in the Southern Ocean is widely limited by iron availability, today
known as the iron hypothesis. The low deposition of iron containing dust that is eroded
from arid areas on land to the Southern Ocean is suggested to be the main reason for the
low iron concentrations. Furthermore, Martin (1990) states that enhanced atmospheric
dust deposition to the Southern Ocean during the Last Glacial Maximum around 20,000
years ago triggered additional export of organically bound carbon to the deep ocean and
contributed to the decrease in atmospheric CO2 concentrations at that time. Indeed,
analyses of ice and sediment cores show a good correlation between dust deposition and
atmospheric CO2 concentration. Although this does not proof a causal link, it suggests
that dust deposition is coupled intimately to climate (Petit et al., 1999; Mart´ınez-Garcia
et al., 2011). In addition to the coupling between iron and climate, iron has also been
shown to limit the growth of nitrogen fixing organisms, so-called diazotrophs (Mills et al.,
2004). Unlike other phytoplankton, diazotrophs are able to use gaseous N2 with atmo-
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spheric origin as a nutrient and are capable of growing in waters that are low in dissolved
nitrate and ammonium. Nitrogen is also an important nutrient for phytoplankton and
its supply to the ocean is thus also influenced by the concentrations of iron in the ocean.
This demonstrates that iron is an important part in ocean biogeochemistry.
Although the iron cycle has been researched intensively during the past decades, many
questions remain unanswered today (Boyd and Ellwood, 2010). One of the most funda-
mental questions is the role of external sources of iron in regulating iron concentrations
in the ocean (Tagliabue et al., 2014a). Dust that is eroded from land contains iron, is
transported in the atmosphere by winds and is partly deposited to the ocean. While atmo-
spheric iron deposition has been identified very early as an important source of iron to the
surface of the open ocean, sediment release of iron was first believed to be of importance
for coastal regions only. However, it is now becoming more and more clear that sediment
release of iron reaches the open ocean as well (Elrod et al., 2004; Moore and Braucher,
2008). Scavenging reduces the concentration of bioavailable iron supplied by atmospheric
deposition or sediment release. Scavenged iron is no longer available for phytoplankton as
a nutrient and also prone to sinking into the deep ocean. With scavenging as an additional
loss process the concentration of dissolved iron in the surface ocean is more dependent
on external supplies, as compared to other nutrients. Once entering the ocean, dissolved
iron stays in the ocean on average 15-200 years (Boyd and Ellwood, 2010) and a change in
dust deposition or sediment release can thus have a strong impact on primary production,
e.g. Tagliabue et al. (2014a). This shows the potential strong leverage that changes in
external sources of iron to the ocean can have. This work addresses this issue with the
following questions:
1. What is the response of the phytoplankton CO2 uptake to changes in dust depo-
sition? How does the response change when a dependence of phytoplankton light
harvesting on iron availability is present? (Chapter 1)
2. How can the iron cycle be implemented in the ocean component of a global climate
model of intermediate complexity? (Chapter 2)
3. What is an efficient parameterization of benthic iron release in global ocean biogeo-
chemical models? (Chapter 3)
4. How does a better constrained sediment source of iron inform the global iron cycle?
What is the role of the riverine iron source in supplying reactive iron to the sediment?
(Chapter 4)
Before addressing these questions, I will introduce more general aspects of high-nutrient
low-chlorophyll regions, the biological pump, the role of iron in glacial-interglacial cycles
and the iron cycle and its interaction with marine biogeochemistry.
3 1.2 The Biological Pump
1.2 The Biological Pump
The motivation to study the iron cycle is largely based on the potential impact of the
oceanic iron cycle on the Earth’s climate via the so-called biological pump. The biological
pump is one way dissolved CO2 in the surface ocean can be transferred to the deep ocean.
The first step of the biological pump is the photosynthetic fixation of dissolved CO2 and
its incorporation in the biomass of primary producers in the euphotic zone (Fig. 1.1).
When these organisms die, are grazed or lyzed, a fraction remains as particulate organic
matter that aggregates and sinks in the water column (Honjo et al., 2008). Some of the
carbon is released again as CO2 from the particles during remineralization of the organic
matter by bacteria and zooplankton. A part of the remineralization takes place in deeper
waters that are not in exchange with the atmosphere until they are upwelled to the surface
again (DeVries et al., 2012). Only a small fraction of the organic matter sinks to sediment
and even a smaller fraction is buried there. The net effect of a strong biological pump
is a lowered atmospheric CO2 concentration and storage of the CO2 in the deep ocean
where it does not influence the climate (Sarmiento and Orr, 1991; Falkowski et al., 1998).
However, the transfer of carbon from the atmosphere to the deep ocean by the biological
pump is limited by the availability of nutrients (e.g. iron) to phytoplankton in the surface
ocean. For example in the Southern Ocean, macronutrients such as phosphate and nitrate
are available in high concentrations but the low availability of the micronutrient iron lim-
its the biological transfer of CO2 to the deeper ocean (Boyd et al., 2000). According to
A second important process for the transfer of CO2 from the atmosphere to the ocean
is called the solubility pump, which is, however, not connected to the iron cycle and thus
only briefly mentioned here. At cold water temperatures as in the high latitude ocean,
the solubility of CO2 in seawater is high and gas-exchange leads to the saturation of the
cold surface waters with CO2. In regions of deep or bottom water formation such as in the
North Atlantic or Southern Ocean, the CO2 rich waters are physically subducted into the
deep ocean and in this way the CO2 is prevented from influencing the climate (Sarmiento
and Gruber, 2006).
1.3 The abundance of iron
1.3.1 Historical development
The concentrations of iron changed dramatically when around 2.5 billion years ago the
oxygen levels on earth started to increase due to the establishment of photosynthesizing
organisms that produced oxygen as a waste product on Earth (Barber, 2008). Since iron
was readily available at that time and can have multiple electrical potentials, organisms
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Figure 1.1: Schematic view on the biological pump illustrating the role of phytoplank-
ton, zooplankton and bacteria (from Herndl and Reinthaler (2013)). Particulate organic
carbon is denoted by POC.
had based their physiology strongly on iron and incorporated it into electron transport
systems of photosynthesis and in essential enzymes (Behrenfeld and Milligan, 2013). How-
ever, the rising oxygen concentrations had negative consequences for the availability of
iron in the ocean. Iron is present in two oxidative states in seawater, ferric iron (Fe(II))
and ferrous iron (Fe(III)). While Fe(II) is easy soluble in water and readily available for
phytoplankton, Fe(III) is not very soluble. At the presence of oxygen, Fe(II) is rapidly
oxidized to Fe(III) which then quickly precipitates, coagulates and adsorbs to particles
(Rose and Waite, 2003). The result is that dissolved and thus bioavailable iron concen-
trations are reduced strongly at oxygen concentrations that organisms experience today.
It is assumed that the reduced availability of iron lead to iron limitation in large areas of
the ocean, i.e. the High-Nutrient Low-Chlorophyll (HNLC) regions described in the next
section.
1.3.2 High-Nutrient Low-Chlorophyll (HNLC) regions
HNLC regions are a phenomenon that scientists struggled to explain until the discovery
of widespread iron limitation in these regions (Raiswell and Canfield, 2012). Low con-
centrations of phytoplankton (chlorophyll) seemed to be in a logical conflict with high
concentrations of the nutrients nitrate and phosphate that should allow phytoplankton
to grow. Before the wide-spread iron limitation was discovered, strong grazing and light
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limitation were discussed as possible reasons for the HNLC phenomenon, which was found
in the Southern Ocean (Boyd et al., 2000), equatorial Pacific (Martin et al., 1994) and
North Pacific (Tsuda et al., 2003). The area around the Kerguelen Plateau in the South-
ern Ocean is naturally iron fertilized because of iron release from sediments close to the
ocean surface. The Kerguelen Plateau is an ideal place to study the marine biogeochem-
istry under iron limiting and iron replete conditions (Blain et al., 2007). In addition to
studies at the Kerguelen Plateau, numerous artificial iron fertilization experiments were
conducted, both, in shipboard bottle incubations and by directly fertilizing the ocean
surface. In almost all experiments phytoplankton chlorophyll and macronutrient uptake
increased significantly after the addition of iron to surface waters (de Baar et al., 2005;
Boyd et al., 2007). However, the fate of the added iron is not very clear as in some
experiments multiple iron additions were necessary to increase the surface iron concen-
trations and to stimulate phytoplankton growth (Bowie et al., 2001). Bowie et al. (2001)
suggest that horizontal dispersion and scavenging strongly are likely to be responsible for
the rapid loss of the fertilized iron. It was also rarely measured during the fertilization
experiment to what quantity the organic matter, which was build up by phytoplankton
in response to the iron fertilization, sinks in the water column and exports carbon to the
deep ocean (de Baar et al., 2005; Aumont and Bopp, 2006). While, strong grazing and
colimitation of iron with other nutrients and light are also still discussed to contribute to
the limited growth of phytoplankton in the HNLC regions, it is widely accepted today
that iron limitation is the main reason for the HNLC phenomenon (Moore and Doney,
2007; Breitbarth et al., 2010).
1.3.3 Modern global distribution
In the late 1980s trace metal clean bottles and highly sensitive analysis methods dras-
tically improved the accuracy of measurements of iron concentrations in the ocean (e.g.
Martin and Fitzwater (1988)). Different chemical forms of iron are operationally defined
by the different pore filter sizes used during iron concentration measurements. Soluble
iron is defined to be smaller than 0.02 µm, colloidal iron to have a size between 0.02
and 0.4 µm, and particulate iron is defined to be larger than 0.4 µm (Wu et al., 2001).
Dissolved iron comprises soluble and colloidal iron and is usually assumed to be avail-
able for phytoplankton. However, some measurements of dissolved iron also use a pore
filter size of 0.2 µm and thus do not include the whole fraction of colloidal iron, which
complicates the interpretation of observations (Raiswell and Canfield, 2012). A compila-
tion of dissolved iron observations by Tagliabue et al. (2012) shows that the number of
measurements is still low as there are large areas of the ocean that remain completely
unsampled (Fig. 1.2a). However, the observations at the ocean surface clearly show low
1 Introduction 6
  0o   60oE 120oE 180oW 120oW  60oW 
 80oS 
 40oS 
  0o  
 40oN 
 80oN a)
0 0.5 1 1.5
0
1000
2000
3000
4000
5000
6000
(µmol dFe m−3)
D
ep
th
 (m
)
b)
µmol dFe m−3
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
Figure 1.2: Observed iron concentrations: Surface iron concentrations averaged over the
top 50 m and binned in 3.6◦x1.8◦ boxes from the observation compilation by Tagliabue
et al. (2012) are shown in a). All observations plotted versus depth (gray dots) with
horizontally averaged iron concentrations discretized in 200 m depth intervals (solid line)
and a strongly smoothed curve (dashed line) plotted on top are shown in b).
concentrations of dissolved iron (< 0.2 µmol m−3) in the Southern Ocean and elevated
iron concentrations (> 0.6 µmol m−3) in regions influenced by the atmospheric deposi-
tion of iron originating from nearby deserts. For example in the tropical Atlantic where
dust from the Sarahan desert is deposited, iron concentrations are clearly elevated. The
globally averaged vertical profile of dissolved iron observations reveals an approximate
nutrient like profile with low concentrations at the surface and increasing concentrations
at the midwater maximum (Fig. 1.2b). The shape of the profile is caused by biological
uptake at the surface and remineralization of iron from organic particles at subsurface
depths. However, below 2000 m iron concentrations decrease again because of scavenging,
the chemical transformation of dissolved iron to particulate iron. Scavenging is explained
in more detail in section 1.4.2.
1.4 The iron cycle and global ocean biogeochemical models
1.4.1 Phytoplankton iron uptake and limitation
Phytoplankton uses iron particularly in the photosynthetic system (Twining and Baines,
2013). Iron is a part of several enzymes and other proteins that are involved in the
electron transport chain of photosynthesis, such as ferredoxin or the midstream oxidase
7 1.4 The iron cycle and global ocean biogeochemical models
(Behrenfeld and Milligan, 2013). Multiple lab culture but also shipboard bottle incuba-
tion experiments show that the chlorophyll to carbon (Chl:C) ratio of phytoplankton and
the initial slope in the photosynthesis-irradiance curve (P-I curve) are reduced under iron
stress (Greene et al., 1991; Davey and Geider, 2001; Hopkinson et al., 2007; Moore et al.,
2007; Hopkinson and Barbeau, 2008). The strongest physiological signal of iron stress
is a reduced linear electron transfer so that both, maximum photosynthesis rate and the
initial slope or half saturation rate in the P-I curve are affected by iron stress (cf. chapter
2). However, iron stress also downregulates nitrate and nitrite reductases (Behrenfeld and
Milligan, 2013) and nitrogenase, an enzyme involved in nitrogen fixation (Berman-Frank
et al., 2001). In summary, the physiological needs for iron are high in phytoplankton and
particularly the photosynthetic capacity as well as nitrate uptake and nitrogen fixation
might be reduced under iron limitation.
Before iron can be used physiologically by phytoplankton, it needs to be taken up. The
iron uptake strategies of different phytoplankton groups differ. Photoautotrophic bacteria
use siderophores to bind iron, prevent it from scavenging and eventually to take it up.
Siderophores are small organic molecules (oligopeptides) that build complexes with iron
and are assumed to be released by photoautotrophic bacteria (and other prokaryotes) un-
der iron stress (Boyd and Ellwood, 2010). Eukaryotic phytoplankton like diatoms are not
observed to produce siderophores. They take up dissolved inorganic iron (Fe′) and rely on
iron complexed with weaker ligands that are produced by heterotrophic bacteria during
remineralization of organic particles (Gledhill and Buck, 2012). Before Fe(III) is taken
up it has been shown to be reduced by enzymes in membranes of eukoryotes (Shaked
et al., 2005). Small phytoplankton species have been observed to be capable of a more
efficient iron reduction than larger phytoplankton cells reflecting the higher surface to
volume ratio (Boyd and Ellwood, 2010). The small cells are thus often assumed to be less
affected by low iron concentrations (e.g. Aumont et al. (2015)). Iron uptake ratios can
vary strongly even within the same phytoplankton species (Sunda and Huntsman, 1997).
Global biogeochemical models use either a minimum function of limitation factors de-
termined from for example iron, phosphate, nitrate and light limitation (Galbraith et al.,
2010; Tagliabue et al., 2014a; Aumont et al., 2015) or compute the effective limitation by
multiplication of the limitation factors (Parekh et al., 2008). The assumptions here are
that only the most limiting factor determines phytoplankton growth (minimum function)
or that iron colimits phytoplankton growth with other factors such as nitrate or light
(multiplicative limitation). In some of these models the half saturation constant of iron
uptake is affected to mimick higher iron uptake by small phytoplankton species (Galbraith
1 Introduction 8
et al., 2010; Aumont et al., 2015). Additionally, Galbraith et al. (2010) modelled the effect
of iron on the P-I curve by a dependence of the Chl:C ratio and initial slope of the P-I
curve on iron concentrations. The effect of this can be quiet strong and its importance is
tested in the sensitivity of atmospheric CO2 levels on dust deposition in chapter 2.
1.4.2 Iron speciation and scavenging
Dissolved inorganic iron (Fe′) is available for phytoplankton as a nutrient but quickly
oxidized and scavenged in seawater. Scavenging summarizes several processes: 1) precip-
itation of iron to oxides, hydroxides and oxihydroxides (e.g. Fe2O3, Fe(OH)3, FeO(OH)),
2) adsorption to particles, 3) colloid formation and subsequent coagulation (Wu et al.,
2001; Rose and Waite, 2003). All of these processes ultimately lead to the transforma-
tion of soluble iron to particulate iron which is not available anymore for phytoplankton
(cf. Fig. 1.3). On the one hand, the colloidal fraction that consists of iron complexed
with organic ligands and suspended iron oxides is subject to aggregation which eventually
leads to the formation of sinking iron particles. On the other hand, prior to aggregation,
complexation of dissolved inorganic iron with organic ligands prevents the precipitation
of soluble iron and is believed to largely maintain the bioavailability (Gledhill and Buck,
2012). Complexed iron is observed to be mainly dissolved in seawater but the binding
strength of iron with ligands is variable and dependent on the type of ligand. The exact
structure and nature of the ligands is not known today but ligands are often classified in
two classes according to their binding strength (Rue and Bruland, 1995). The strong lig-
and class (L1) is assumed to mainly consist of siderophores, i.e. small organic molecules
that are released by bacteria under iron stress. Weak ligands (often denoted L2) are
produced during remineralization and cell lysis after grazing of phytoplankton. A more
refractory part of the weak ligand class is also suggested to consist largely of humic acids
(Laglera and van den Berg, 2009; Misumi et al., 2013) which are degradation products
of organic matter. In most waters the ligand concentrations are found to be in excess of
iron concentrations (Gledhill and Buck, 2012).
The strength of iron-ligands is expressed with the conditional stability constant KFeL =
[FeL]
[Fe][L]
. Here, dissolved inorganic iron is denoted by Fe, the ligand concentration by L
and iron complexed with a ligand FeL. The L1 ligand class is defined by having a
log(KFeL) > 12 and the L2 class with a log(KFeL) < 12 (Gledhill and Buck, 2012).
Iron ligands can be generally thought of as organic molecules that have one or more free
electron pairs that can coordinatively bind to central metal ions such as Fe2+. In contrast
to a covalent bond, in coordinative bonds the ligand provides one or more electron pairs
and the bond is weaker.
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Figure 1.3: Strongly simplified schematic of the marine iron cycle as it is often represented
in global ocean biogeochemical models. Of the external sources of iron to the ocean,
only dust deposition and sediment release are often considered. Dissolved iron comprises
complexed iron and soluble iron, both are available for phytoplankton. Only soluble iron
is considered to scavenge and build particulate iron as for example in Galbraith et al.
(2010).
In the euphotic zone, photochemistry is complicating the iron cycle. While on the one
hand, photoreduction leads to increased concentrations of the more soluble iron species
Fe(II), on the other hand photodissociation of Fe(II) and Fe(III) ligand complexes and
subsequent scavenging could lead to a net loss of bioavailable iron (Barbeau, 2006). In
addition, the photoreduced iron is quickly reoxidized to Fe(III). It is not very clear which
mechanism prevails in the surface ocean. The rates of the individual processes are very
uncertain, but in a global modeling study, Tagliabue et al. (2009b) found a positive trend
of bioavailable iron with irradiance.
Generally, in global ocean biogeochemical models some rates such as complex forma-
tion and dissociation and the oxidation of Fe(II) to Fe(III) are too fast to be explicitly
resolved. Instead, equilibrium assumptions of the complex formation and oxidation ki-
netics are often made. From given values for ligand concentration and the conditional
stability constant KFeL, the concentration of soluble inorganic iron can be computed,
making use of the conservation of total ligand and total iron concentrations in models
(Parekh et al., 2005; Moore and Braucher, 2008; Galbraith et al., 2010; Aumont et al.,
2015). In many models only the dissolved inorganic iron (Fe′) is subject to first order
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scavenging rates. The conditional stability constant KFeL and total ligand concentra-
tion are often assumed to have globally fixed, spatially not varying values (Parekh et al.,
2005; Moore and Braucher, 2008). However, to mimic the photodissociation of iron-ligand
complexes, Galbraith et al. (2010) decrease KFeL with increasing irradiance and Aumont
et al. (2015) make KFeL dependent on temperature as proposed by Liu and Millero (2002).
At very low oxygen concentrations <5 mmol m−3 elevated dissolved iron concentrations
are repeatedly observed at the eastern subtropical north Pacific (Hopkinson and Barbeau,
2007), eastern subtropical south Pacific (Vedamati et al., 2014) and in the northern Indian
Ocean (Moffett et al., 2007). In these regions, oxygen minimum zones are present due
to high bacterial respiration of organic matter during which oxygen is consumed. The
sluggish ventilation in the oxygen minimum zones prevents oxygen supply from the ocean
surface, which is saturated with oxygen from the atmosphere. The low concentration of
oxygen leads to a slowed iron oxidation and significant amounts of Fe(II) are observed
in the low oxygen waters. One source of Fe(II) is the sediment where iron can be used
as an electron acceptor by bacteria and Fe(II) is released to the water column. As soon
as this Fe(II) is transported to waters with higher oxygen concentrations it is oxidated
again and most of the iron precipitates as iron oxides (Scholz et al., 2011). In their ocean
biogeochemical model, Galbraith et al. (2010) account for the slowed down oxidation of
iron under low oxygen concentrations by simply setting all scavenging processes to zero
when oxygen concentrations fall below 5 mmol m−3. However, elevated Fe(II) concen-
trations are also observed away from the sediment at the upper boundary of the oxygen
minimum zones where the Fe(II) can not stem from the iron reduction in the sediment
(Hopkinson and Barbeau, 2007). One process that could explain the Fe(II) accumulation
is iron reduction as an iron acquisition strategy of microbes (Moffett et al., 2007) but
evidence is still missing.
Since iron isotopes are not part of this thesis but can be used to identify the origin
and fate of observed iron concentrations (Radic et al., 2011), they are only briefly men-
tioned here. Although the differences in the isotopic fractionation are small, iron from
atmospheric deposition, release by hydrothermal vents, riverine supply and sediment re-
lease have different isotopic signatures that in principle allow to indicate the source of
observed iron concentrations in seawater (Radic et al., 2011). Additionally, in marine
sediments a low δ56Fe value indicates a reduction and subsequent release of iron because
bacteria preferably use the isotopically light iron (54Fe) for the reduction of organic matter
(Severmann et al., 2010; Scholz et al., 2014b). The growing number of iron-isotope mea-
surements could thus serve as an additional constraint for ocean biogeochemical models
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in the future.
1.4.3 Particulate iron, sinking and remineralization
The biological uptake of iron by phytoplankton and the chemical precipitation, scaveng-
ing and coagulation of dissolved iron produce particulate iron that sinks to deeper waters
(Boyd et al., 2010a). Most of the insoluble lithogenic particulate iron (e.g. from dust
deposition) aggregates in the euphotic zone with organic matter so that organic and inor-
ganic particulate iron is difficult to distinguish in subsurface and deep waters (Boyd and
Ellwood, 2010). While there is strong uncertainty in the exact rates of remobilization
of iron from particles, the fraction of new to regenerated iron, often expressed as the fe
ratio (fe= new iron / (new iron + regenerated iron)), is observed to be relatively small in
HNLC regions. This indicates the importance of remobilization of iron from the particu-
late phase. In the euphotic zone this rapid turnover between particulate and dissolved iron
is termed the “ferrous wheel”. Grazing by bacterivory and herbivory zooplankton as well
as remineralization of iron in organic matter by bacteria are contributing to the ferrous
wheel (Boyd et al., 2010a). Below the euphotic zone, remobilization of particulate iron is
much slower and partly balanced by rescavenging of iron (Boyd et al., 2010b). A factor
influencing how much remobilized iron stays dissolved in seawater is the simultaneous
release of iron-binding ligands from organic matter (Boyd et al., 2010a). Generally, the
decrease of particulate iron with depth seems to be smaller than the decrease of particu-
late organic carbon indicating that a pool of iron is refractory or that rapid rescavenging
balances the remobilization of iron (Boyd and Ellwood, 2010).
The particulate iron pool is treated very differently in global models of the iron cycle.
The most complex models resolve organic and inorganic particulate iron (Aumont et al.,
2015), some models assume just one pool of particulate iron with no distinction between
organic and inorganic particles (e.g. Galbraith et al. (2010)) and others do not account
for particulate iron at all but just assume that all scavenged iron is lost permanently
from the ocean (Parekh et al., 2008). A higher resolution of different particle types is
complicated because of the uncertainty in rates of aggregation processes of organic and
inorganic particles, scavenging and ligand complexation (Weber et al., 2007).
1.4.4 Dust deposition
One of the major external sources of iron to the ocean is dust deposition (Jickells et al.,
2005) (Fig. 1.3). Terrestrial dust that is eroded from arid areas such as deserts contains
a certain amount of iron and is transported by winds in the atmosphere and eventually
deposited to the ocean. The result is enhanced iron concentrations in the areas where
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dust deposition occurs. The most prominent dust deposition region is the tropical and
subtropical North Atlantic where trade winds transport dust from the Sahara over the
ocean. Further major dust deposition regions are the northern Indian Ocean, the Southern
Ocean south east of Australia and of Patagonia and the North Pacific region downwind
of the Gobi desert (Maher et al., 2010). Deposition of dust can occur by wet and dry
deposition. Wet deposition describes the removal of aerosol particles by precipitation
events while dry deposition occurs due to turbulent deposition (random contact with the
ocean surface due to small-scale eddies) and gravitational settling (Mahowald et al., 2009).
The fraction of iron that dissolves when dust is deposited to the ocean is observed to
be highly variable. The responsible processes that determine thesolution of iron from
the atmosphere in the ocean could not yet be clearly determined. Observations show
a wide range of iron solubility of 0.001%-80% (Jickells et al., 2005). Luo et al. (2008)
used a atmospheric transport model and found that acidic leaching of iron from miner-
als in acid clouds is able to explain the observations best although strong discrepancies
remain. Other studies focus less on the mechanisms that determine the solubility of iron
in dust and instead simply observe an inverse trend of iron solubility with mineral dust
concentration (Baker and Croot, 2010). Iron solubility is found to be low at high dust
deposition and high at low dust deposition. Baker and Croot (2010) suggest that prefer-
ential deposition of larger dust particles with lower surface area to volume ratio and hence
less dissolvable iron at the surface of the particle could be the mechanism behind the in-
verse relationship. However, they also state that this is very likely not the sole mechanism.
Due to the unclear processes that determine iron solubility, in many ocean biogeochemi-
cal models, dust deposition maps are used together with an assumed constant solubility
of iron in dust. The assumed constant solubility varies between 0.5% and 1% (Parekh
et al., 2008; Tagliabue et al., 2009c). Among others, the effect of the constant solubility
assumption is tested under preindustrial conditions in chapter 3. The dust deposition
maps employed in ocean biogeochemical models are derived from simulations with at-
mosphere models that include dust source regions and model the transport of particles
until their deposition (Mahowald et al., 2009). Different assumptions in the erosion of
dust and differences in the setup of the physical transport model can lead to different dust
deposition distributions (e.g. Mahowald et al. (2006) and Ginoux et al. (2004)). However,
such models allow to produce estimates of dust deposition for example during the last
glacial maximum which may then be used for studies with ocean biogeochemical models
(Mahowald et al., 2006; Parekh et al., 2006).
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1.4.5 Sediment release
While atmospheric dust deposition was discovered early as an important external source
of iron to the ocean, the role of sediment release was believed to be restricted to coastal
regions at first. For instance, Bruland et al. (2005) observe very high phytoplankton
concentrations at the northern coast off Peru where the shelf is broad and iron is readily
available. In contrast, in southern Peru the shelf is very narrow, iron concentrations are
far lower and phytoplankton grows much less despite similar macronutrient concentra-
tions. Capone and Hutchins (2013) find similar patterns along the coast of California
and suggest that sediment-derived iron is a key determinant of biological productivity
particularly in coastal upwelling regions. However, recent observations suggest that sedi-
ment released iron is not only important for coastal productivity but may also reach up
to 1200 km offshore (Elrod et al., 2004; Severmann et al., 2010) and thus may influence
phytoplankton growth in larger parts of the ocean. This strong impact of the sedimentary
iron release is also confirmed by modeling studies. Moore and Braucher (2008) suggest
that models, which do not include a sedimentary source of iron, will overestimate the
impact of variations in dust deposition on the marine carbon cycle.
Sediment release of iron is found to be correlated with the amount of organic carbon
that sinks to the sediment and is oxidized therein (Cox) (Elrod et al., 2004). The low
oxygen concentrations created by the oxidation of the organic carbon in the sediment
favor the iron release. The highest sedimentary iron fluxes were hence observed at very
low bottom water oxygen concentrations, e.g. below 5 mmol O2 m
−3 (Noffke et al., 2012;
Scholz et al., 2014a). At the Oregon-California continental shelf the benthic iron flux is
also observed to be extremely high under low oxygen concentrations (Severmann et al.,
2010). Sediments on the shelf, which are influenced by high riverine iron discharge, are
suggested to be underestimated in their role in releasing iron that may reach the surface
(Severmann et al., 2010). Although up to 95% of the dissolved iron in rivers might be
lost as particulate iron before it reaches the ocean (Wetz et al., 2006), a large part of
the scavenged iron could sink to the sediment and contribute largely to the availability of
reactive iron that could be released again.
Specifically, dissimilatory iron reduction (DIR) in sediments is an important mechanism
for the release of iron (Jones et al., 2011). DIR describes the oxidation of organic material
with iron as an electron-acceptor by heterotrophic bacteria. When organic matter reaches
the sediment, it is remineralized by heterotrophic bacteria with the use of oxygen. If oxy-
gen is depleted nitrate, manganese, iron and sulfate are used for the remineralization,
generally in this order but sometimes simultaneously (Kraal et al., 2012). Reactive iron
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particles that are used for the oxidation of organic matter are iron oxides (e.g. hematite),
pyrite and to a lesser degree iron in reactive silicates and magnetite (Canfield et al., 1992).
Iron in crystalline silicate minerals are rather unreactive particulate iron species. There-
fore, the concentration of reactive iron could limit the release of iron from the sediment
in some regions (Severmann et al., 2010).
The sediment release is modeled very differently in existing global ocean biogeochemi-
cal models that include an iron cycle. The sediment release in the model by Tagliabue
et al. (2014a) is only dependent on ocean depth because they assume that Cox is directly
proportional to ocean depth and the primary driver of iron release. Changes in the amount
of Cox supplied to the sediment do hence not alter the sediment release in their model.
In some models the observed ratio of iron release to Cox by Elrod et al. (2004) is applied
(e.g. Moore and Braucher (2008); Galbraith et al. (2010)). Additionally, in the model by
Galbraith et al. (2010) iron release is also oxygen dependent. They introduced a thresh-
old of oxygen concentrations below which all particulate iron supplied to the sediment
is released back to the water column as dissolved iron. A simple function describing the
sediment release of iron in dependence on Cox and O2 is developed and tested in a global
model in chapter 4. The implications of the new function for the modeled global iron
cycle are analyzed in chapter 5.
1.4.6 Riverine iron supply
Recently measured iron concentrations in river waters are 120 nM (Wetz et al., 2006) and
200 nM (Colbert, 2004) and thus much higher than the iron concentrations of around
0.7 nM observed in the ocean (Tagliabue et al., 2012) (Fig. 1.2). However, how much of
the iron is reaching the ocean is not clear. Large parts of the dissolved iron are scavenged
at the river-ocean interface by salt-induced flocculation. Yet, the scavenged iron could
contribute to the shelf iron inventory (Boyd and Ellwood, 2010), which possibly deter-
mines how much iron is available for the sediment release. If this supply of iron delivers
reactive iron species to the sediment, rivers could be very important in controlling the
sediment release of iron that has already be identified to be a crucial source of iron to the
ocean.
The riverine source of iron has not received much attention in global ocean biogeochemical
models (da Cunha and Buitenhuis, 2013). In a regional high resolution modelling study
in the tropical Atlantic riverine supply of iron is found to increase primary productiv-
ity in coastal regions and to be an important source of iron to sustain nitrogen fixation
(da Cunha and Buitenhuis, 2013). Cotrim da Cunha et al. (2007) study the importance
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of coastal nutrient supply for global ocean biogeochemistry. They find a high sensitivity
of primary and export production to coastal phosphorus, iron and silicate supply, in par-
ticular in upwelling regions with high runoff but also generally in eastern margin seas. In
a similar global modeling study Giraud et al. (2008) find that supply of iron from coastal
processes (including riverine supply) appears to have the largest potential impact on open
ocean biogeochemistry compared to other nutrients because of the limited vertical supply
of iron due to scavenging. Therefore, although riverine supply of iron has been shown to
be potentially important, it has not been investigated much. Chapter 5 thus focuses on
the potentially important role of riverine iron sources and its interaction with sedimentary
iron release.
1.4.7 Other external sources
One other external source of iron to the ocean is ice meltwater (Bhatia et al., 2013) that
can stem from glacial and iceberg melt or from seasonal sea-ice retreat (Sedwick and
DiTullio, 1997). Much of the meltwater discharged into the ocean interacts with basal
sediment and bedrock material before exiting at outlet glaciers. Mechanical and chemical
weathering beneath glaciers may produce nanoparticulate iron that is transported with
the glacier. Subglacial microbial activity may produce iron minerals that are more labile
than the original silicate rocks, and thus supply dissolved iron to the runoff waters. The
presence of organic ligands and iron-reducing anoxic regions at the bed of glaciers could
then serve to maintain a portion of the iron in solution (Bhatia et al., 2013).
Located at deep-sea environments, hydrothermal vents are suggested to provide a large
source of iron to the ocean as well (Saito et al., 2013). The heated and acid water in the
vents leaches iron and other minerals from the surrounding rocks and pours out of the
vent. However, due to rapid reprecipitation in the seawater around the vent, iron released
from hydrothermal vents does reach the ocean surface only to a very small part and thus
has a small impact on ocean surface productivity (Tagliabue et al., 2010).
Although dust deposition is the dominant aerosol source, iron in dust is not the only
aerosol iron source to the ocean. Extra-terrestrial dust, iron-rich particles from urban
pollution and biomass burning are also observed to be minor sources of iron to the ocean
(Luo et al., 2008; Boyd and Ellwood, 2010).
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1.5 Dust deposition and glacial-interglacial cycles
The iron hypothesis by Martin and Gordon (1990) proposes that iron fertilization by
increased dust deposition to the Southern Ocean during last glacial times was partly re-
sponsible for the drawdown of atmospheric CO2. Martinez-Garcia et al. (2014) analyzed a
sediment core from the Subantarctic Atlantic to reconstruct ice age nitrate consumption,
burial fluxes of iron, and proxies for productivity and found that subantarctic iron fertil-
ization could be an explanation for the lowering of CO2 at the transition from mid-climate
states to full ice age conditions. They find that during the last glaciation, atmospheric
CO2 levels decreased from around 270 ppm to 190 ppm during ca. 110,000 years until the
Last Glacial Maximum (LGM) around 20,000 years ago. An ice record from the Vostok
station in East Antarctica allows to also reconstruct atmospheric composition and climate
of the past four glacial-interglacial cycles. An elevated dust deposition is found for each
of the four glacial periods (Petit et al., 1999). Although the strength of the desert-dust
connection is still under debate it is therefore very likely that dust deposition and climate
are strongly coupled.
Many studies employ physical ocean circulation models that include marine biogeochemi-
cal models to explore how much of the glacial decrease in atmospheric CO2 concentrations
can be attributed to changes in dust deposition. Reductions of atmospheric CO2 in re-
sponse to increases of the dust deposition to estimates of the LGM range from 10 µatm
(Parekh et al., 2008) to 25 µatm (Oka et al., 2011). The reasons for the differences are
difficult to assess because of the many differences of the biogeochemical models and the
uncertainties in the iron cycle (Tagliabue et al., 2008). Due to the high variability in the
response of atmospheric CO2 to changes in dust deposition by model sensitivity studies to
dust deposition, the quantitative influence of dust deposition on atmospheric CO2 levels
remains a matter for investigation. However, the model results indicate that iron fertil-
ization by dust deposition can not explain the full glacial decrease of 80 ppm but is major
factor that contributes to the decrease.
1.6 Chapter synopsis and author contributions
Chapter 2 focuses on the effect of iron-light colimitation on the sensitivity of oceanic
CO2 uptake to dust deposition. The results reveal an enhanced sensitivity of atmospheric
CO2 concentration by 19% of the total response for a dust deposition estimate of the last
glacial maximum. For a dust deposition estimate for a climate with double CO2 con-
centration relative to today the sensitivity of atmospheric CO2 concentration increases
by 32%. This chapter is from the published manuscript: Nickelsen, L., and Oschlies,
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A. (2015). Enhanced sensitivity of oceanic CO2 uptake to dust deposition by iron-light
colimitation. Geophysical Research Letters, 42, 492–499. doi:10.1002/2014GL062969.
L. Nickelsen conceived the idea and designed the experiments. He performed all simula-
tions, calculations and analyses. L. Nickelsen also wrote the manuscript, with comments
provided by A. Oschlies.
Chapter 3 introduces the coupling of a dynamic marine iron cycle to an existing global
climate model of intermediate complexity, which uses a static iron concentration mask.
The results show that including a dynamic iron cycle leads to a better agreement between
observed and simulated iron concentrations than with the iron concentration mask used in
the previous model. Due to the dynamic iron cycle the response to possible perturbations
of the iron cycle is interactive with the ocean biogeochemistry. A strong sensitivity of
simulated iron concentrations to parameterized ligand concentrations indicates a key role
of ligand dynamics in regulating the dissolved iron content of seawater. While a variable
solubility of iron in dust mainly has a strong impact on iron concentrations simulated in
the model, a subgridscale bathymetry for sedimentary iron release has a very strong im-
pact on both, iron and macronutrient concentration. This is due to the fact that sediment
release is the dominant source of iron in iron limited regions such as the Southern Ocean
and eastern tropical Pacific in our model. This chapter is from the manuscript that is
published as a discussion paper and accepted for a peer-reviewed publication: Nickelsen,
L., Keller, D., and Oschlies, A. (2014). A dynamic marine iron cycle module coupled to
the University of Victoria Earth System Model: the Kiel Marine Biogeochemical Model
2 (KMBM2) for UVic 2.9. Geoscientific Model Development, accepted.
A. Oschlies and L. Nickelsen conceived the idea and L. Nickelsen designed the experi-
ments. L. Nickelsen performed all simulations, calculations and analyses. He also wrote
the manuscript, with comments provided by D. Keller and A. Oschlies.
Chapter 4 uses a compilation of benthic iron flux observations to develop a simple
transfer function of benthic iron release that can be applied easily to ocean biogeochemi-
cal models. The results provide an estimate of the global dissolved iron flux from marine
sediments of 109 ± 23 Gmol yr−1 and suggest that the benthic dissolved iron flux has
been underestimated in the marine iron cycle. Applying the simple transfer function in a
global ocean biogeochemical model leads to a strong overestimation of iron concentrations.
Since scavenging rates are not well constrained, they are suggested to be possibly under-
estimated in the model and other models that use similar scavenging rates. This chapter
is from the manuscript: Dale., A. W., Nickelsen, L., Scholz, F., Hensen, C., Oschlies, A.
and Wallmann, K. (2015), A revised global estimate of dissolved iron fluxes from marine
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sediments. Global Biogeochemical Cycles, accepted, doi:10.1002/2014GB005017.
A. Dale conceived the idea and performed all simulations with the sediment model, cal-
culations and analyses. L. Nickelsen performed the global ocean biogeochemical model
simulations. A. Dale wrote the manuscript and L. Nickelsen wrote the description and
discussion of the global modelling results in section 7 and contributed to the general in-
troduction. Comments on the whole manuscript were provided by all co-authors.
Chapter 5 further investigates implications of the transfer function developed in chap-
ter 4 for the global marine iron cycle. The results show that the overestimation of iron
concentrations in the ocean found in chapter 4 only takes place if it is assumed that
there is an unlimited supply of reactive iron to the sediment as usually done in global
biogeochemical models. If a balance between reactive iron supplied to and released from
the sediment is assumed, iron concentrations are largely underestimated and reactive iron
supplied to the sediment limits the release of iron in large parts of the ocean. The results
further show that a riverine source of iron can supply enough reactive iron to create a
sediment source of iron that leads to a good agreement between observed and simulated
iron concentrations in the ocean. Changes in the reactive iron supplied through rivers
are found to have a strong impact on ocean biogeochemistry, in particular near oxygen
minimum zones. This chapter is from the manuscript: Nickelsen, L., Dale, A., Wallmann,
K. and Oschlies A. (2015), Riverine supply of iron is needed to sustain iron release from
marine sediments in a global ocean biogeochemical model, in preparation.
L. Nickelsen, K. Wallmann, A. Dale and A. Oschlies conceived the idea and L. Nick-
elsen designed the experiments. L. Nickelsen performed all simulations, calculations and
analyses. He also wrote the manuscript with comments provided by A. Dale.
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2 Enhanced sensitivity of oceanic CO2 uptake to
dust deposition by iron-light colimitation
This chapter is based on the paper “Enhanced sensitivity of oceanic CO2 uptake to dust
deposition by iron-light colimitation” published in the journal Geophysical Research Let-
ters.
Citation: Nickelsen, L., and Oschlies, A. (2015). Enhanced sensitivity of oceanic CO2
uptake to dust deposition by iron-light colimitation. Geophysical Research Letters, 42,
492—499. doi:10.1002/2014GL062969
Abstract The iron hypothesis suggests that in large areas of the ocean phytoplankton
growth and thus photosynthetic CO2-uptake is limited by the micronutrient iron. Phy-
toplankton requires iron in particular for nitrate uptake, light harvesting and electron
transport in photosynthesis, suggesting a tight coupling of iron and light limitation. One
important source of iron to the open ocean is dust deposition. Previous global biogeochem-
ical modeling studies have suggested a low sensitivity of oceanic CO2-uptake to changes
in dust deposition. Here we show that this sensitivity is increased significantly when iron-
light colimitation, i.e. the impact of iron bioavailability on light harvesting capabilities,
is explicitly considered. Accounting for iron-light colimitation increases the shift of ex-
port production from tropical and subtropical regions to the higher latitudes of subpolar
regions at high dust deposition and amplifies iron limitation at low dust deposition. Our
results re-emphasize the role of iron as a key limiting nutrient for phytoplankton.
2.1 Introduction
Low concentrations of the micronutrient iron limit primary production in vast areas of
the ocean and in particular in most parts of the Southern Ocean (Boyd and Ellwood,
2010). One of the major sources of iron to the ocean is dust deposition that is suggested
to be coupled intimately to climate (Mart´ınez-Garcia et al., 2011). While today dust
deposition to the Southern Ocean is very low, the iron hypothesis (Martin, 1990) states
that enhanced dust deposition to the Southern Ocean during the last glacial maximum
triggered additional export of organically bound carbon and therefore decreased atmo-
spheric CO2 concentrations. Although a recent modeling study estimates only an increase
of 2 ppmv in preindustrial atmospheric CO2 when dust deposition is shut off completely
(Tagliabue et al., 2014a), other studies suggest that decreasing dust deposition in the
future such as predicted by Mahowald et al. (2006) may possibly lead to more severe iron
limitation and a larger reduction in oceanic CO2 uptake by phytoplankton (Parekh et al.,
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2006; Tagliabue et al., 2008). The role of iron in regulating the oceanic CO2 uptake is
thus important for understanding past and possibly future atmospheric CO2 levels.
From a biological point of view iron limitation in coupled biogeochemical ocean circulation
models has, until now, been treated in a very simplistic way and interactions with other
limiting nutrients and factors are often neglected. Observations show that iron limitation
of phytoplankton growth is created by the requirement of iron for nitrate uptake, for
proteins in the electron transport chain, for synthesizing chlorophyll and photoreaction
centers and the functioning of light harvesting antennae (Sunda and Huntsman, 1997;
Behrenfeld and Milligan, 2013). Although physiological adaptation of polar phytoplank-
ton species to low iron concentrations may compensate for some of the positive effect of
iron on light harvesting capabilities (Strzepek et al., 2011, 2012), incubation experiments
show elevated light harvesting capabilities of phytoplankton after adding iron (Feng et al.,
2010). However, in most biogeochemical models that have been used to investigate the
sensitivity of ocean biogeochemistry and CO2 uptake to dust deposition, iron limitation
is included as a further Monod term in a minimum function (Bopp et al., 2003; Moore
and Braucher, 2008; Parekh et al., 2008; Tagliabue et al., 2009a) while in explicit quota
models such as in Tagliabue et al. (2009a, 2014a) iron uptake is allowed to continue also
under light limiting conditions. Only the recent model of Galbraith et al. (2010) explicitly
describes the impact of iron limitation on the chlorophyll-to-carbon ratio and the initial
slope of how irradiance is processed into photosynthesis as observed in culture and field
experiments (Greene et al., 1991; Davey and Geider, 2001; Hopkinson et al., 2007; Moore
et al., 2007; Hopkinson and Barbeau, 2008). The way the influence of iron limitation on
light limitation is implemented in this model leads to parallel changes in the light-limited
slope and light-saturated rate of photosynthesis with iron concentrations (Figure 2.1).
The increase of the maximum growth rate only, as illustrated in Figure 2.1, is the re-
sponse to additional iron as it is often treated in the other models. Here, in addition, also
the initial slope increases. This response of both, maximum growth rate and initial slope,
to the addition of iron is also observed in culture experiments (Behrenfeld et al., 2004;
Behrenfeld and Milligan, 2013).
The model used here has been shown to perform well in simulating the observed present-
day global surface iron and phosphate concentrations while the agreement to observations
decreases if iron limitation of light harvesting capabilities is not considered (Galbraith
et al., 2010). However, how iron limitation of light harvesting capabilities influences the
response of oceanic CO2 uptake to changes in dust deposition has yet to be answered.
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Figure 2.1: Impact of iron on the photosynthesis irradiance (P-I) curve. The lower solid
line represents the P-I curve for low iron concentrations, the upper solid line represents
the P-I curve for high iron concentrations in the model we use here. The dashed line
represents the P-I curve if a higher iron availability only increases the maximum growth
rate and not the light harvesting capabilities.
2.2 Methods
The model we use is a coupled global ocean-biogeochemistry model with a detailed iron
cycle (Galbraith et al., 2010). In brief, the biogeochemical model consists of four prognos-
tic tracers, namely phosphate (PO4), dissolved organic phosphorus (DOP), dissolved iron
(Fe) and oxygen (O2). Phytoplankton biomass is modeled as a prognostic variable that is
not transported. Export production, grazing and community structure formulations are
based on empirical formulations by Dunne et al. (2005). External sources of iron to the
ocean are dust deposition and sediment release. The complexation of iron with organic
ligands is implicitly calculated as in Parekh et al. (2006). A complete description of the
biogeochemical model based on the model code made available by Galbraith et al. (2010)
is included in Nickelsen (2011).
The difference of our approach in comparison to prior approaches is illustrated in the
photosynthesis-irradiance (P-I) curve in Figure 2.1. If increased iron concentrations only
increase the maximum photosynthesis, the effect is most pronounced at high light levels.
If the impact of iron on light harvesting capabilities is considered as well, also the slope
of the response of photosynthesis to irradiance increases. This has a particularly strong
effect at low light levels.
The physical ocean model configuration used in this study is described by Galbraith et al.
(2010, 2011). The model is the coupled ocean-sea ice model component of the climate
model version 2 with the Modular Ocean Model version 4p1 at coarse resolution (CM2Mc).
It has a nominal resolution of 3 degrees in longitudinal direction and 3 degrees in lati-
tudinal direction with a higher resolution up to 2/3 degrees near the equator and at the
latitudes of the Drake Passage and the equivalent latitudes on the Northern Hemisphere.
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The vertical resolution of the model consists of 28 levels with pressure as the vertical
coordinate and a free sea surface. The vertical resolution varies from 10 m at the surface
to 506 m in the lowest layer. The ocean surface is forced using a repeated climatological
year from the Coordinated Ocean Reference Experiment (CORE) (Griffies et al., 2009).
Surface salinities are restored to observations with a time constant of 10 days over the
top layer.
We ran the model in a coupled ice-ocean mode with fixed atmospheric forcing and pre-
scribed atmospheric 278 µatm CO2 for 2500 years as a spinup run. To simulate aeolian
deposition of iron a repeated climatological seasonal cycle of dust deposition (Ginoux
et al., 2004) is used. Dust deposition is converted to iron deposition assuming a fraction
of iron in dust of 3.5 % in clay fractions and 1.2 % in silt fractions and an iron solubility
of 2 % following Galbraith et al. (2010). Burial of organic matter or CaCO3 is not allowed
in any of our simulations. After the spinup, we applied a dynamic and homogenous at-
mospheric CO2 reservoir with an initial value of 590 Pg C (Sarmiento and Gruber, 2002)
corresponding to 278 µatm. The atmospheric CO2 reservoir is in exchange with the ocean
but does not affect temperature. The experiments were started after 200 additional years
of spinup with a free atmospheric CO2 concentration. During these 200 years the change
of average surface phosphate concentrations was −6.1 × 10−4 mmol PO4 m−3 and the
atmospheric CO2 concentration decreased from 278 µatm to 277.81 and to 277.63 µatm
during the following 1000 years of the control simulation. The decrease is likely due to the
small but continuous accumulation of iron from the sediments (Galbraith et al., 2010).
Before starting our model sensitivity experiments, the model was tuned to reproduce ob-
served responses to the two iron fertilization experiments, SOIREE (Boyd et al., 2000) and
IRONEXII (Coale et al., 1996), in the same way as Aumont and Bopp (2006). The exper-
iment SOIREE was conducted in the Southern Ocean while IRONEXII in the equatorial
Pacific. To simulate the mesoscale iron fertilization experiments the iron concentration
was set to 2 nM in the whole mixed layer every 5 degrees in latitudinal and 9 degrees in
longitudinal direction and held constant for 30 days. For SOIREE the ocean was fertilized
only south of 40◦S starting with February in our model and for IRONEXII between 5◦S
and between 5◦N and 140◦E and 120◦W starting in May. To calculate ∆pCO2 the simula-
tion was repeated without iron fertilization and the difference in pCO2 was calculated from
these two simulations. Following Aumont and Bopp (2006), the response to fertilization
was determined from sites that were within ± 10 m difference in the mixed layer depth
and ± 2 ◦C to the respective fertilized location in SOIREE or IRONEXII. The responses
in pCO2 of these fertilization sites give a range of responses that are then compared to the
observed values. The model parameters were optimized to reduce the difference between
observed and simulated ∆pCO2. In the resulting parameter set the stability constant of
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iron-ligand complexes increases from KFeLmin = 8 × 109 M−1, KFeLmax = 8 × 1010 M−1
to KFeLmin = 1× 1011 M−1, KFeLmax = 5× 1011 M−1. These values are more in line with
a recent compilation by Gledhill and Buck (2012) of KFeL being in the range of 1011 to
1012 M−1. The half-saturation constant of iron to phosphate uptake (kFe:P) is reduced
from 0.8 mmol Fe (mol PO4)
−1 to 0.4 mmol Fe (mol PO4)−1 and the mortality rate (λ0)
is increased from 0.19 d−1 to 0.38 d−1 to better reproduce the observations.
We perform 4 sensitivity experiments to test the importance of iron-light colimitation at
different iron concentrations: (i) Abrupt increase of dust deposition to a deposition as
estimated for the last glacial maximum (Mahowald et al., 2006) hereafter abbreviated as
LGM-ILL. (ii) Equal to (i) but without the impact of iron on light harvesting capabili-
ties (LGM-NOILL). (iii) Abrupt decrease of dust deposition to a deposition as estimated
for a climate with double CO2 concentrations relative to today (Mahowald et al., 2006)
hereafter abbreviated as 2xCO2-ILL. (iv) As (iii) but without the impact of iron on light
harvesting capabilities (2xCO2-NOILL). In addition to the sensitivity experiments the
spinup run is continued with a prognostic atmospheric CO2 reservoir as a control simu-
lation to compare the experiments to (CTL). All dust deposition fields are shown in the
Supplementary Figure S1.
The dust deposition used in the control run and the preindustrial estimate by Mahowald
et al. (2006) differ. To make the experiments independent of the control dust deposition,
the dust deposition estimates in the experiments are created by multiplying the dust
deposition in the control run with the ratio of the LGM or 2xCO2 dust deposition esti-
mates by Mahowald et al. (2006) to the preindustrial estimate by Mahowald et al. (2006).
Additional experiments were performed without scaling the change in dust deposition to
the preindustrial estimate, thus using the absolute dust deposition fields as simulated by
Mahowald et al. (2006) (Supplementary Figure S2). In these additional runs more CO2
is taken up using the LGM dust and less using the 2xCO2 dust. The impact of iron lim-
itation of light harvesting capabilities, however, is as strong as in the simulations shown
here.
Note that we are not trying to realistically simulate past conditions of the last glacial max-
imum or predictions into the future. Atmospheric forcing, temperature and circulation
remain at preindustrial conditions in all our sensitivity experiments and we concentrate
our analysis of a more mechanistic parameterization of iron limitation on the isolated
impact of changes in aeolian iron supply. Also fraction and solubility of iron in dust in
all experiments are kept as in the spinup run for reasons of comparability.
To turn off the effect of iron on light harvesting capabilities in experiments 2) and 4),
the variables describing the light harvesting capabilities, the initial slope in the P-I curve
(αchl) and the chlorophyll-to-carbon ratio (θFemax) (also see the model description in Nick-
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Figure 2.2: Comparison between observed and simulated response in pCO2 to mesoscale
iron fertilization as in the experiments SOIREE (Boyd et al., 2000) (left) and IRONEXII
(Coale et al., 1996) (right). The crosses are observed differences between pCO2 inside
and outside the fertilization area as read by eye from (Aumont and Bopp, 2006). The
light shaded area indicates the simulated response with parameters as in Galbraith et al.
(2010) and the dark shaded area with the new parameter values. Note the different scales.
elsen (2011)), are kept at the annual mean values they have at the end of the spinup run at
each point in space. There is thus no seasonal cycle of these variables in the experiments
with no iron limitation of light harvesting capabilities whereas in the control experiment
αchl and θFemax vary seasonally. In a comparison between the control experiment to an
additional control experiment (not shown here) in which we fixed αchl and θFemax to the
annual mean of the last year of the spinup, the differences are very small and, in terms
of the atmospheric carbon reservoir, amount to 0.6 µatm.
2.3 Results and Discussion
2.3.1 Tuning the model
In order to validate the response of the model to changes in iron concentrations, we
tune the model to be able to reproduce observed responses to mesoscale iron fertilization
experiments in the same way as Aumont and Bopp (2006) (Figure 2.2a). With the original
parameter set of Galbraith et al. (2010) pCO2 is much more reduced than observed in
SOIREE while with the tuned parameter set the observed values are perfectly within
the simulated range of ∆pCO2. On the other hand, the difference between new and old
parameters is not that pronounced in the fertilization experiment IRONEXII. With the
new parameter set ∆pCO2 is underestimated although at the end of the experiment the
observed value lies in between of the simulated ranges of original and new parameter set.
The root mean square errors (RMSE) for the simulated phosphate, oxygen and iron
concentrations compared to observations from the World Ocean Atlas and Tagliabue et al.
(2012) are 0.30 mmol PO4 m
−3, 34.79 mmol O2 m−3 and 1.0 nM dFe, respectively, using
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the original parameter set by Galbraith et al. (2010). With the tuned parameter set the
RMSE for phosphate does not change, the RMSE for oxygen concentrations increases
slightly to 36.73 mmol O2 m
−3 and the RMSE for iron concentrations reduces strongly to
0.89 nM dFe for the full ocean and from 0.27 nM dFe to 0.26 nM dFe at the surface. It
is encouraging that the model we use is able to reproduce the observed response to iron
fertilization during SOIREE in the Southern Ocean and that the agreement to observed
iron concentrations is improved with the tuned parameter set.
2.3.2 Oceanic CO2 uptake
The LGM dust deposition leads to a total decrease of atmospheric CO2 by 22.8 µatm
(Figure 2.3a) in our model simulations. This decrease is about 19% larger (or 3.7 µatm)
than that of simulation LGM-NOILL, which does not account for iron-light colimitation.
Recent estimates of the CO2 uptake of the ocean by increasing the dust to LGM condi-
tions have all been smaller than in our idealized model results. The oceanic drawdown of
CO2 in simulations with dust of the last glacial maximum from the literature are 11µatm
(Bopp et al., 2003), 10 µatm (Parekh et al., 2008), 16 µatm(Tagliabue et al., 2009c), 25
µatm (Oka et al., 2011) and are thus a small part of the full glacial decrease in atmo-
spheric CO2 of ∼50 µatm prior to carbonate compensation, i.e. the burial of carbon as
CaCO3 in ocean sediments (Brovkin et al., 2007; Tagliabue et al., 2009c). Particularly
the interactive limitation of the phytoplankton in the Southern Ocean by iron and light
could produce a strong impact of dust deposition in our experiment LGM-ILL. Our new
simulations suggest that dust deposition can have a larger impact on the biological carbon
pump than suggested by recent studies, and thus could be a major factor contributing to
the reduction of atmospheric CO2 concentration during glacial times.
The difference of our simulated sensitivity of atmospheric CO2 already in the NOILL
simulations in comparison to other studies stems from differences in the residence time
of dissolved iron at the surface. In the model we use, the equilibrium constant between
free iron, ligands and their complexation (KFeL = 1× 1011 to 5× 1011 M−1) is lower than
in other models such as in (Tagliabue et al., 2009c) (KFeL = 1012 M−1). In addition,
in the model we use, photodissociation of iron-ligand complexes reduces the equilibrium
constant to the lower end of KFeL = 1 × 1011 to 5 × 1011 M−1 at the surface. The low
equilibrium constant at the surface leads to fast iron scavenging and a short residence time
of dissolved iron. The dissolved iron concentrations rely much more on external sources
because of the low background concentrations. A further factor reducing the background
concentration is the neglect of a hydrothermal source of dissolved iron in our model con-
figuration - although the link of this iron source to biological productivity in the surface
ocean has been argued to be negligible (Tagliabue et al., 2014a). The response of the bio-
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Figure 2.3: Change of a) atmospheric CO2 concentration for the 2xCO2 dust deposition
(upper lines) and for the LGM dust deposition (lower lines) and b) globally integrated
export production (at 100 dbar) relative to the control simulation for the LGM dust
deposition (upper lines) and for the 2xCO2 dust deposition (lower lines). Dashed lines
are runs without the dependence of light harvesting capabilites on iron, solid lines are
runs with considering the effect of iron on light harvesting capabilities.
logical pump to changes in iron supply is hence much stronger than with a long residence
time of dissolved iron at the surface. For a better estimate of how the oceanic CO2-uptake
changes with a varying degree of iron limitation of phytoplankton, the residence time of
iron in surface water needs to be better constrained in observational studies.
For predictions of future atmospheric CO2 concentrations an estimation of the susceptibil-
ity of the ocean biogeochemistry to possible decreases in dust deposition in a warmer and
wetter climate is necessary (Mahowald et al., 2006, 2010). Accounting for the iron limi-
tation of light harvesting capabilities at low dust deposition leads to an extra increase of
atmospheric CO2 by 9.6 µatm in experiment 2xCO2-ILL compared to experiment 2xCO2-
NOILL. This makes up for 32 % of the total response of 28.0 µatm and is around twice
the CO2 increase estimated by previous studies. In the modeling study by Tagliabue et al.
(2014a) shutting the dust deposition off completely leads to a slight increase of the atmo-
spheric CO2 concentration by 2 ppmv. Another modeling study with a different model
simulated an increase of 14 µatm by reducing current dust deposition by half (Parekh
et al., 2006). Based on observations of interactions between iron and light limitation in
incubation experiments and culture studies (Greene et al., 1991; Davey and Geider, 2001;
Hopkinson et al., 2007; Moore et al., 2007; Hopkinson and Barbeau, 2008) our global
model results show that a decrease in dust deposition could lead to a larger decrease in
future oceanic CO2 uptake than estimated previously.
The globally integrated export production shows a strong response to the changes in dust
deposition particularly during the first 100 years of the experiments (Figure 2.3b). The
fluctuations on shorter time scales stem from fluctuations in sea ice coverage and are me-
diated to export production by affecting the irradiance reaching the ocean surface. In the
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case of the LGM dust, excess macronutrients are taken up and in the case of the 2xCO2
dust, excess iron is taken up during the first 100 years until in the end global export
production equilibrates at a higher (+0.86 Pg C yr−1 at 100 dbar) or lower level (-0.94
Pg C yr−1 at 100 dbar) relative to the control simulation, respectively. At the end of the
simulations the difference in the response of export production between applying and not
applying the iron limitation of light harvesting capabilities of phytoplankton is 0.36 Pg
C yr−1 at 100 dbar in the case of LGM dust and 0.35 Pg C yr−1 at 100 dbar in the case
of 2xCO2 dust and thus very pronounced on the globally integrated scale (compare also
Supplementary Table S1). The iron limitation of light harvesting capabilities has thus a
strong control on the sensitivity of simulated global export production and atmospheric
CO2 concentrations to the supply of iron to the surface ocean.
The regional difference between the experiments with and without consideration of the
impact of iron on light harvesting capabilities (LGM-ILL minus LGM-NOILL) reveals
that, in comparison to the LGM-NOILL experiment, export production is particularly
increased in the North Pacific, the North Atlantic and the Southern Ocean (Figure 2.4).
Accordingly, surface phosphate concentrations are reduced in these regions. The reason
for that is that due to the consideration of iron-light colimitation, growth rates are in-
creased the most at low light (not saturated) levels which leads to the strongest response
to iron addition in areas with light limitation (Figure 2.1). In contrast, in the 2xCO2-ILL
experiment the effect of iron limitation is enhanced so that carbon export is generally
reduced, particularly in the northern subtropical Pacific for which a large decline in dust
deposition is predicted under global warming (Figure 2.4). With export production being
reduced under 2xCO2, more macronutrients are left unutilized in these regions and can
be transported into the more oligotrophic subtropical gyres, where export production can
thus increase in the 2xCO2 scenario.
2.4 Conclusions
Iron-light colimitation is, in contrast to colimitation of, for example, nitrogen and phos-
phorus, biochemically dependent in that iron is needed for light harvesting antennae and
enzymes in the electron transport (Saito et al., 2008). We show that our model has a
higher sensitivity to changes in dust deposition than earlier models and that the direct
effect of iron concentrations on light harvesting capabilities of phytoplankton further en-
hances the model sensitivity to changes in dust deposition. Decreasing dust deposition
could decrease oceanic CO2 uptake, by a larger amount than suggested previously. Fur-
thermore, we show that the CO2 uptake triggered by LGM dust is up to twice as large
in our simulations than estimated before. We suggest that the consideration of the effect
of iron on light harvesting has a strong impact on the response of the ocean biogeochem-
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Figure 2.4: Difference between the simulations with and without considering the effect of
iron on light harvesting in export production at 100 dbar (g C m−2 yr−1) (first row) and
in surface phosphate concentrations (mmol m−3) (second row). The left column shows
the results using the LGM dust and the right column the results using the 2xCO2 dust.
The zonal mean is displayed right to each map.
istry to dust deposition. The influence of iron on light harvesting increases the response of
atmospheric CO2 to dust deposition by 19 % of the total response for the LGM dust depo-
sition and 32 % for the 2xCO2 dust deposition. Due to the importance of this mechanism,
more observational and experimental constraints on iron limitation and colimitation with
other nutrients and factors are needed for accurate reconstructions of the past climate
and prediction of the future. Small details of nutrient limitation of phytoplankton could
have large effects of the oceanic response to changes in dust deposition.
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3 A dynamic marine iron cycle module coupled to
the University of Victoria Earth System Model:
The Kiel Marine Biogeochemical Model 2
(KMBM2) for UVic 2.9
This chapter is based on the paper “A dynamic marine iron cycle module coupled to the
University of Victoria Earth System Model: the Kiel Marine Biogeochemical Model 2
(KMBM2) for UVic 2.9 ” published as a discussion paper in Geoscientific Model Develop-
ment Discussions and accepted for a peer-reviewed publication in the journal Geoscientific
Model Development.
Nickelsen, L., Keller, D., and Oschlies, A. (2014). A dynamic marine iron cycle module
coupled to the University of Victoria Earth System Model: the Kiel Marine Biogeochemi-
cal Model 2 (KMBM2) for UVic 2.9. Geoscientific Model Development, accepted.
Abstract Marine biological production and the associated biotic uptake of carbon in
many ocean regions depend on the availability of nutrients in the euphotic zone. While
large areas are limited by nitrogen and/or phosphorus, the micronutrient iron is considered
the main limiting nutrient in the North Pacific, equatorial Pacific and Southern Ocean.
Changes in iron availability via changes in atmospheric dust input are discussed to play
an important role in glacial/interglacial cycles via climate feedbacks caused by changes
in biological ocean carbon sequestration. Although many aspects of the iron cycle remain
unknown, its incorporation into marine biogeochemical models is needed to test our cur-
rent understanding and better constrain its role in the Earth system. In the University of
Victoria Earth System Climate Model (UVic) iron limitation in the ocean was, until now,
simulated pragmatically with an iron concentration masking scheme that did not allow
a consistent interactive response to perturbations of ocean biogeochemistry or iron cycling
sensitivity studies. Here, we replace the iron masking scheme with a dynamic iron cycle
and compare the results to available observations and the previous marine biogeochemical
model. Sensitivity studies are also conducted with the new model to test the sensitivity
of the model to parameterized iron ligand concentrations, the importance of considering
the variable solubility of iron in dust deposition, the importance of considering high res-
olution bathymetry for the sediment release of iron, the effect of scaling the sedimentary
iron release with temperature and the sensitivity of the iron cycle to a climate change
scenario.
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3.1 Introduction
The Earth system consists of three major components: ocean, atmosphere and land. All
of them interact and shape the Earth’s climate. Understanding the most important dy-
namics and the way they influence the climate is an urgent task because of mankind’s
dependence on, and increasing interference with, the climate of our planet. The ocean
is a particularly important component of the Earth system since it has the capacity to
compensate for large fluctuations of the greenhouse gas CO2 in the atmosphere. For in-
stance, Sabine et al. (2004) estimated that the global oceanic anthropogenic CO2 sink
for the period from 1800 to 1994 accounts for 48 % of the total fossil-fuel and cement-
manufacturing emissions. The oceanic uptake of anthropogenic carbon is thought to
have, until now, occurred predominantly through the solubility pump, which describes
the physical dissolution of CO2 in sea water, a strongly temperature dependent process
with more CO2 being absorbed into cold, high latitude waters that sink into the ocean
interior. So far, there is little evidence for changes in the so-called biological pump that
transfers carbon from the surface ocean via phytoplankton uptake and sinking of organic
matter to the deeper ocean. The biological pump does, however, have a huge potential
to affect the partitioning of carbon between the ocean and the atmosphere. Its strength
in many regions depends on nutrient limitation of phytoplankton so that ocean biogeo-
chemistry has an influence on the global carbon cycle and climate.
Over the last two decades iron has been discovered to play an important role in ocean bio-
geochemistry. The availability of iron limits phytoplankton growth in the North Pacific,
equatorial Pacific and Southern Ocean (Boyd and Ellwood, 2010). Dust deposition and
more recently, sediment release of iron are seen as the major sources of iron to the ocean.
Increases in Southern Ocean dust deposition are still discussed as possibly contributing
to glacial/interglacial changes in atmospheric CO2 concentrations by reducing Southern
Ocean iron limitation (Martinez-Garcia et al., 2014). On the other hand, Tagliabue et al.
(2014a) find in a modeling study that without sediment release of iron, the atmospheric
CO2 concentration would be 10.0–18.2 ppm higher. Furthermore, iron is particularly im-
portant for nitrogen fixing phytoplankton, so called diazotrophs that have a strong impact
on the balance of the ocean nitrogen inventory (Mills et al., 2004; Moore and Doney, 2007;
Somes et al., 2010). Thus, the marine iron cycle is an important part of the Earth system.
Earth system models are well suited for investigating the dynamics and sensitivities of
the earth system to perturbations. However, Earth system and global ocean-only models
have usually incorporated representations of the iron cycle with a varying degree of com-
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plexity (Moore and Braucher, 2008; Parekh et al., 2008; Tagliabue et al., 2014a). A low
level of complexity is useful for example, for investigating the sensitivity of oceanic CO2
uptake to dust deposition or for comparing the role of sedimentary iron release to that
of aeolian iron deposition. However, these models can have quite different sensitivities
and a comparison of the models and their assumptions can indicate the reasons for the
different sensitivities (Tagliabue et al., 2008). More mechanistic models are needed to
identify the important processes and their sensitivities to environmental changes, and to
reduce uncertainties in the model simulations.
In the University of Victoria Earth System Climate Model (UVic), which we use in this
study, iron limitation has either been ignored (Schmittner et al., 2008) or modeled with
the use of an iron deposition mask (Somes et al., 2013) and of a non-dynamic iron masking
scheme (Keller et al., 2012) that was based on iron concentrations calculated by another
model (Galbraith et al., 2010), which contained a dynamic iron cycle. Thus, the iron con-
centrations in the most recent version of the marine biogeochemical component (Keller
et al., 2012) are not interactive with the rest of the model. Furthermore, sensitivity studies
and experiments that require dynamic feedbacks of the iron cycle from changes in bio-
geochemistry and physics cannot be carried out with a constant iron concentration mask.
Here, we add a dynamic iron cycle to the UVic marine biogeochemical model to create the
ability to investigate the iron cycle itself, the interactions of the iron cycle with other bio-
geochemical cycles and the climate. Our results indicate the importance of including the
variable solubility of dust-deposited iron and the importance of the depth of sedimentary
iron release to the water column. We also find that scaling the benthic iron release with
temperature increases the agreement between simulated and observed iron concentrations
in the Southern Ocean and a high sensitivity of dissolved iron concentrations to parame-
terized ligand concentrations. The new model allows us to provide an estimate of global
marine iron fluxes and shows how implementing the dynamic iron cycle improves the
agreement of simulated ocean tracers with observations. Finally, the dynamic response of
the iron cycle during a climate change scenario simulation is demonstrated.
3.2 Model description
A dynamic iron cycle is added to the Kiel Marine Biogeochemical Model (KMBM) by
Keller et al. (2012) and coupled to the UVic version 2.9 (Eby et al., 2009, 2013; Weaver
et al., 2001). The UVic model and the ocean biogeochemical model are briefly outlined
before the new dynamic iron cycle is described.
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3.2.1 The University of Victoria Earth System Climate Model
The UVic model (Eby et al., 2009, 2013; Weaver et al., 2001) is an Earth system model
of intermediate complexity (EMIC) with the advantage of relatively low computational
costs. The model consists of three components: a simple one layer atmospheric model,
a terrestrial model and a three dimensional ocean circulation model. The horizontal grid
resolution of all model components is 3.6◦ in meridional and 1.8◦ in latitudinal direction.
The atmospheric component is an energy-moisture balance model that dynamically cal-
culates heat and water fluxes between the atmosphere and the ocean, land and sea ice.
Advection of water vapor in the atmosphere is calculated using monthly climatological
wind data from the National Center for Atmospheric Research/National Center for Envi-
ronmental Prediction (NCAR/NCEP). The land vegetation model is the terrestrial model
of vegetation and carbon cycles (Meissner et al., 2003) based on the Hadley Center model
TRIFFID. Land processes are modelled via the MOSES1 land surface exchange scheme
(Cox, 2001). Continental ice sheets are assumed to be constant in our model configura-
tion. In contrast, sea-ice is calculated with a thermo-dynamic sea-ice model. The ocean
component is the Modular Ocean Model 2 (MOM2) and consists of 19 vertical layers
and, as with the atmospheric component, is forced by monthly climatological wind data
from NCAR/NCEP. Subgrid-scale eddy mixing is parameterized according to Gent and
Mcwilliams (1990), the vertical diffusivity parameter in the Southern Ocean is increased
as in Keller et al. (2012), tidally induced diapycnal mixing over rough topography is com-
puted according to the scheme by Simmons et al. (2004), and an anisotropic viscosity
scheme (Large et al., 2001) is applied in the tropics.
3.2.2 The marine biogeochemical model
The marine biogeochemical model used here was developed and extended by Oschlies and
Garc¸on (1999), Schmittner et al. (2005), Schmittner et al. (2008) and Keller et al. (2012).
The model is a NPZD type of model with nutrients, phytoplankton, zooplankton and
detritus. Sources and sinks are described in the following and illustrated in Fig. 3.1a, for
the full equations see Schmittner et al. (2008); Keller et al. (2012).
The model is nitrogen-based, but has two dissolved inorganic nutrient pools, nitrate (NO3)
and phosphate (PO4). Redfield stoichiometry is used to convert the tracer mass into car-
bon, phosphorus, or oxygen when necessary. There are two types of phytoplankton, one of
which represents nitrogen fixing phytoplankton types (diazotrophs, PD). Since they can fix
dinitrogen into bioavailable forms, these diazotrophs are not limited by nitrate concentra-
tions. In contrast, the other phytoplankton class (PO), which represents all non-nitrogen
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ustdeposition, inanitrogenisotopestudywiththeUVic2.8
model to constrain diazotroph growth and achieve amore
easonable diazotroph spatial distribution than in Schmit-
ner et al. (2008). Following this simple approach, wealso
ected to usean ironmask to constrain thegrowth of both
azotrophicandnon-diazotrophicphytoplankton. However,
nlikeinSomesetal. (2010a, b), themask thatweuseisof
ssolved iron and, thus, accounts for sources of iron from
othaeoliandustsourcesandsedimentaryefﬂux(Mahowald
tal., 2005;MooreandBraucher, 2008).
Modeldescription
1 Conﬁgurationofthecirculationmodel
he ocean circulation model described in Sect. 2 and the
andard physical settings as set in the version 2.9 down-
oad (http://www.climate.uvic.ca/model/) have been modi-
edslightlytohavethesimilarphysical dynamicstothosein
chmittneretal. (2008).Thesemodiﬁcationsincludeturning
ff the Bryan-Lewis vertical mixing option, turning on the
dal mixingoption, increasingthevertical diffusivityparam-
ter intheSouthernOcean, andimplementingananisotropic
scosity schemein thetropics to improvethesimulationof
he equatorial currents (see the supplemental mk.in model
onﬁguration ﬁle). Based on theUVic 2.8 studies by Goes
tal. (2010) andSchmittner etal. (2009b), thevertical back-
roundmixingparameter,�vb, intheSouthernOcean(south
f 40◦ S) was set to 1.0cm2s−1 in our implementation of
Vic 2.9. The sinking of detritus is also different than in
chmittner et al. (2008) as it is not constant below 1000m,
utcontinuesto increaselinearlywithdepth(thisisthestan-
ard formulation in the downloadable model version). An
nisotropic viscosity scheme (Large et al., 2001) is imple-
mented, as in Somes et al. (2010b), to improve equatorial
rculation.
2 Newecosystemmodeldescription
s discussed above, themarine ecosystem/biogeochemical
model (Fig. 1) is amodiﬁedversionof theNPZD model of
chmittner et al. (2008). As in the original model, it con-
stsof sevenprognostic variables thatareembeddedwithin
heoceancirculationmodel describedabove. Thestatevari-
bles includetwophytoplanktonclasses(nitrogenﬁxersand
ther phytoplankton), zooplankton, particulate detritus, ni-
ate (NO3�, phosphate (PO4� and oxygen (O2�. Additional
ogeochemical tracers include dissolved inorganic carbon
DIC)andalkalinity(ALK).All biological variablesandpar-
culatedetritusareexpressedinunitsof mmolNm−3. Con-
ant (∼Redﬁeld) stoichiometry relates theC, N andP con-
ent of thebiological variablesand their exchangeswith the
norganic variables (NO3, PO4, O2, ALK, and DIC). Pa-
ameters that arenew or differ fromthoseof Schmittner et
. (2008) arelistedinTable1. Table2deﬁnesadditional pa-
Figure1
Figure2Fig. 1. Ecosystemmodel schematic which illustrates theﬂux (ar-rows) of material betweenmodel variables(squares). Seetext for a
detaileddescriptionof theseﬂuxes.
rameters and variables. Themodel code is available in the
Supplement.
Eachvariablechangesitsconcentration�accordingtothe
followingequation
��
�� �Tr+� (1)
whereTr representsall transport terms includingadvection,
isopycnal anddiapycnal diffusion,andconvection.�denotes
the sourceminus sink terms, which describe the following
biogeochemical interactions:
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Notethat in Eq. (8) theﬁrst term, �sfc, calculatesdissolved
oxygen exchanges with the atmosphere according to the
OCMIP protocol andthesecondtermcalculatesoxygenpro-
duction fromphotosynthesisor consumptiondueto respira-
tion. Therates at which oxygenproduction or consumption
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Figure 3.1: (a) Schematic of the previous ecosystem model, which did not include a dy-
namic iron cycle, illustrating the flux of material between model variables (reprinted from
Fig. 1 Keller et al., 2012). (b) Schematic of the new iron cycle that is implemented
into the previous model. Assuming that complexation and dissociation are very fast pro-
cesses, the two new iron tracer are dissolved iron which is assumed to be bioavailable and
particulate iron which is assumed to not be bioavailable. Yellow boxes indicate external
r servoirs of iron, blue boxes not living iron species in the ocean and green boxes the
living iron species in the ocean.
fixing phytoplankton, is limited by nitrate and phosphate. Microbial loop dynamics and
dissolved organic matter cycling are parameterized via a fast recycling scheme that di-
rectly returns a fraction of phytoplankton into inorganic nutrients. Non-grazing related
phytoplankton mortality also results in the production of detritus. Zooplankton (Z) graze
on ordinary phytoplankton, diazotrophs, themselves and detritus (D). Growth and assim-
ilation efficiency terms determine the fraction of prey biomass that is assimilated into
biomass, respired, excreted or lost to detritus via sloppy feeding, egestion, and fecal pel-
let production. Zooplankton mortality also produces detritus. Detritus is considered as
a tracer with horizontal advection and diffusion, but primarily sinks through the water
column. A temperature-dependant function simulates microbial decomposition and rem-
ineralization to convert detritus back into inorganic nutrients and carbon. At the seafloor
all detritus is instantly converted back into inorganic nutrients and carbon to simulate
benthic deco position and remineralization. During the remineralization of detritus, oxy-
gen (O2), which is also a dynamically calculated tracer, is consumed. When oxygen levels
fall below a threshold of 5 mmol m−3 , anaerobic remineratization sets in at rates 3 times
slower than aerobic remineralization, and with associated nitrogen losses representing the
combined effects of denitrification and anammox.
Using fixed Redfield ratios between carbon and nitrogen, dissolved inorganic carbon and
alkalinity are also included in the model. For a more complete description of the bio-
geochemical model also see the complete model code in the Supplement or at https://
thredds.geomar.de/thredds/fileServer/peerReviewData/nickelsen-et-al_gmd_2014/
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Nickelsen-et-al_GMD_2014_submitted.zip.
3.2.3 The new dynamic iron cycle
The iron cycle described here (Fig. 3.1b) largely follows Parekh et al. (2004, 2005) and
Galbraith et al. (2010). Sources and sinks of the modeled iron cycle are explained first
with description of parameterizations for iron limitation, scavenging, remineralization,
sediment release and dust deposition given in the subsequent sections.
Sources and sinks of iron
The iron cycle is simulated with the addition of two new physical tracers, dissolved iron
(Fe) and particulate iron (FeP), to the marine biogeochemical model. The dissolved iron
includes free iron and complexed iron, both of which are assumed to be entirely bioavail-
able.
The concentration of each tracer changes according to the following equation:
∂C
∂t
= Tr + S (3.1)
where Tr denotes physical transport including advection, isopycnal and diapycnal diffu-
sion. S represents the source minus sink terms. All dissolved iron (Fe) is assumed to be
bioavailable whereas particulate iron (FeP) is not. Dissolved iron is taken up by phyto-
plankton and remineralized by grazing or microbial decomposition processes, biotically
derived particulate iron is produced whenever organic detritus is produced. These biotic
fluxes are calculated from the nitrogen-based rates using a fixed Fe : N ratio (RFe : N) (Ta-
ble 3.1). Observations indicate highly variable Fe : N ratios (Price, 2005), yet the usage of
a fixed Fe : N ratio is a pragmatic choice that reduces computational costs as it circum-
vents the need to calculate iron concentrations within each biological tracer. The sources
and sinks of the two additional iron tracers are described by:
S(Fe) = RFe : N(µPPO + (γ − ω¯)(grazP + grazD + grazDet + grazZ)− JOPO − JDPD)
+ µFeP − feorgads − feprp + fesed + fedust (3.2)
S(FeP) = RFe : N((1− γ)(grazP + grazD + grazDet + grazZ) + morp + morpD
+ morz− grazDet)− µFeP + feorgads + feprp − wD
∂FeP
∂z
(3.3)
The first term in Eq. (3.2), (µPPO), is a temperature-dependent fast remineralization func-
tion that represents recycling of iron bound to phytoplankton-derived organic matter via
the microbial loop and dissolved organic matter cycling. The second term represents iron
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Table 3.1: Parameters that are new or different from Keller et al. (2012) with parameter
name, description, value, range tested and unit. References for the parameters are given
as footnotes. If no units are given in the reference column, reference units are equal to
model units given in the last column.
Parameter Description Reference Value Tested Range Unit
αchlmin Minimum slope in the photosynthesis–irradiance curve 18.4–73.6
a 18.4 - µg C (g Chl)−1 (W m−2)−1 s−1
αchlmax Maximum slope in the photosynthesis–irradiance curve 18.4–73.6
a 73.6 - µg C (g Chl)−1 (W m−2)−1 s−1
θmax Maximum Chl : C ratio, abundant iron 0.007–0.072
a 0.04 - g Chl (g C)−1
θmin Minimum Chl : C ratio, extreme iron limitation 0.007–0.072
a 0.01 - g Chl (g C)−1
kFemax Maximum half-saturation constant for iron uptake 0.19–1.14
b 0.4 0.3-0.4 µmol Fe m−3
kFemin Minimum half-saturation constant for iron uptake 0.035
c 0.04 0.035-0.04 µmol Fe m−3
Pmax Phytoplankton biomass above which kFe increases 0.15
d 0.15 0.1-0.15 mmol N m−3
kFeD Diazotroph half-saturation constant for iron uptake 0.06
e 0.1 0.06-0.12 µmol Fe m−3
RFe : N Fe : N uptake ratio 5 µmol Fe (mol C)−1 f 66.25 33.125-66.25 µmol Fe (mol N)−1
LT Total ligand concentration 1
g 1 0.6-1.2 µmol lig m−3
Fe : P sed Fe : P ratio for sedimentary iron source 0.072 mol Fe (mol P)
−1 h 0.004 0.001-0.01 mol Fe (mol P)−1 at 0 ◦C
KFeL Fe-ligand stability constant 1011–1012 i 1011.5 1011-1012 (mol lig (l−1))−1
kFeorg Organic-matter dependent scavenging rate 0.5
g 0.45 0.45-0.5 (g C)−0.58 (m3)0.58 d−1
kFeprp Inorganic scavenging rate 0.003
d 0.005 0.003-0.005 d−1
O2min Minimum O2 concentration for iron oxidation 5
j 5 0-5 mmol O2 m
−3
a (Geider et al., 1997), b (Timmermans et al., 2004), c (Price et al., 1994), d (Aumont and Bopp, 2006), e (Moore and Braucher, 2008),
f (Johnson et al., 1997), g (Parekh et al., 2005), h (Elrod et al., 2004), i (Gledhill and Buck, 2012), j (Noffke et al., 2012)
excretion by zooplankton, which is calculated as the difference between their assimilation
and growth efficiency coefficients (γ − ω¯) for the sum of all grazing on phytoplankton
(grazP), diazotrophs (grazD), detritus (grazDet) and themselves (grazZ). The third and
fourth terms represent the uptake of dissolved iron by ordinary phytoplankton and di-
azotrophs (JOPO,JDPD). The fifth term, (µFeP ), represents the temperature-dependent
decomposition and remineralization of particle bound iron. The next two terms repre-
sent abiotic iron cycling, which is characterized by the loss of bioavailable, dissolved iron
through scavenging. Scavenging is modeled here as two distinct processes: adsorption of
iron to organic material (feorgads) and precipitation and colloidal formation with subse-
quent aggregation (feprp) described in detail below. The final two terms represent the
external sources of iron that are added to the water column from sediment release (fesed)
and dust deposition (fedust).
In Eq. (3.3) the biotic sources and sinks of particulate iron are equal to the sources
and sinks of detritus (see Eq. (6) in Keller et al., 2012). Thus the first term, which is
calculated as one minus the zooplankton assimilation efficiency (1 − γ) for the sum of
all grazing (see coefficients above), represents the production of iron containing detritus
from sloppy feeding, egestion, or fecal pellet release. The next three terms represent
the production of iron containing detritus from the mortality of ordinary phytoplankton
(mPOPO), diazotrophs (mPDPD) and zooplankton (mZZ
2). The fifth term accounts for the
removal of particle-bound iron by zooplankton grazing (grazDet). The sixth term, (µFeP ),
represents the loss of particulate iron due to temperature-dependent decomposition and
remineralization. The next two terms represent the abiotic scavenging fluxes (feorgads and
feprp) that add to the particulate iron pool. The final term, wD
∂FeP
∂z
, accounts for the ver-
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tical sinking of particulate iron with a sinking speed wD that increases linearly with depth
(see Keller et al., 2012; Schmittner et al., 2008). Depending on the redox state of seafloor
sediments, particulate iron that sinks to the bottom is either instantly remineralized or
buried in the sediments (see Sect. 3.2.3).
Phytoplankton iron limitation
Iron limitations of ordinary and diazotrophic phytoplankton is described in terms of
Monod functions as in Aumont and Bopp (2006). For ordinary phytoplankton the for-
mulation of iron limitation is based on the observation that larger cells have higher iron
half-saturation constants than smaller ones (Timmermans et al., 2004). As Aumont and
Bopp (2006) we assume that an increase of phytoplankton biomass is mainly due to in-
creases in cell size so that the half-saturation constant of iron limitation for ordinary
phytoplankton varies with their biomass PO:
P1 = min(PO, Pmax) (3.4)
P2 = max(0, PO − Pmax) (3.5)
kFeO =
kFeminP1 + kFemaxP2
P1 + P2
(3.6)
The three parameters used for this formulation from Aumont and Bopp (2006) are the
phytoplankton biomass above which the iron uptake half-saturation constant starts to
increase, Pmax, and the minimum (kFemin) and maximum iron uptake half saturation
constants (kFemax). The iron uptake half-saturation constant for diazotrophs (kFeD) is
set as a non-varying parameter to reduce the number of parameters and to reflect the
stronger constraint that iron imposes on the growth of small, diazotrophic phytoplankton
(Mills et al., 2004; Moore and Doney, 2007). Using these half-saturation constants, iron
limitation variables (felimO, felimD) for both, ordinary and diazotrophic phytplankton are
calculated:
felimO =
Fe
kFeO + Fe
, (3.7)
felimD =
Fe
kFeD + Fe
. (3.8)
Then as in Keller et al. (2012), these limiting variables are included in the calculation
of the potential phytoplankton maximum growth rates to reflect the necessity of iron
for photosynthesis, the reduction of nitrate to ammonium, and a number of other key
cellular processes (Galbraith et al., 2010) (i.e., we assume that iron must be available
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before photosynthesis or the uptake and utilisation of nitrogen and phosphate is possible).
JmaxO = a exp(T/Tb)felimO (3.9)
JmaxD = cD max(0, a exp(T/Tb − 2.61)felimD) (3.10)
where the maximum growth at 0 ◦C is multiplied with an e-folding temperature depen-
dence term T/Tb, which produces a temperature constrained growth rate curve that is
identical to the Eppley curve (Eppley, 1972) except at very high ocean temperatures, and
the iron limitation variable. As in Schmittner et al. (2008) and Keller et al. (2012) dia-
zotroph growth is reduced by using a handicap cD and a stronger temperature dependence
so that growth is inhibited below 15 ◦C.
In addition to the constraints that iron limitation imposes on the maximum potential
growth rate, iron is assumed to influence phytoplankton light harvesting capabilities.
Phytoplankton light limited growth is basically calculated as in Keller et al. (2012) and
Schmittner et al. (2008) using
J(O or D)I =
Jmax(O or D)αI[(
Jmax(O or D)
)2
+ (αI)2
]1/2 (3.11)
For the full calculation of the depth averaged light limitation with a triangular shaped
diurnal irradiance cycle see Schmittner et al. (2009) and Keller et al. (2012). Here the
Eq. (3.11) for light limited growth is modified following Galbraith et al. (2010) by making
the initial slope of the photosynthesis irradiance curve α chlorophyll specific (αchl) and
making light limitation dependent on a Chl : C ratio θ. Both, αchl and θ, are in turn
dependent on iron concentrations. In this way the dependence of light harvesting capa-
bilities and chlorophyll synthesis on iron concentrations as suggested by field and culture
experiments (Hopkinson et al., 2007; Price, 2005) is represented in the model. Thus, the
phytoplankton light limited growth becomes
J(O or D)I =
Jmax(O or D)α
chlθ(O or D)I[(
Jmax(O or D)
)2
+
(
αchlθ(O or D)I
)2]1/2 (3.12)
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where Jmax(O or D) are the maximum potential growth rates and I is irradiance. The realized
Chl : C ratios θ(O or D) are calculated as
θO = θmin + (θmax − θmin)felimO (3.13)
θD = θmin + (θmax − θmin)felimD (3.14)
and the initial slope of the PI-curve as
αchlO = α
chl
min +
(
αchlmax − αchlmin
)
felimO (3.15)
αchlD = α
chl
min +
(
αchlmax − αchlmin
)
felimD (3.16)
The iron limitation variables felimO,D are used here to create a linear change between
minimum and maximum parameter values following Galbraith et al. (2010). The impact
of making αchl and θ functions of iron concentrations is comprehensively described by
Galbraith et al. (2010). They find that this formulation leads to an improved agreement
with observations of surface phosphate concentrations and export production, a more
pronounced seasonal cycle of primary production and a stronger phytoplankton growth
limitation in the Southern Ocean.
Iron scavenging and remineralization
Scavenging, which converts dissolved iron into colloidal and particulate forms, is an impor-
tant part of the marine iron cycle. Iron speciation determines whether iron is subject to
scavenging or stays dissolved as an organic complex bound to an organic ligand. Since the
association and dissociation of iron to ligands occurs on time scales < 1 day (Gledhill and
Buck, 2012), we follow Parekh et al. (2004) in assuming that this process occurs rapidly
enough so that a chemical equilibrium is reached between free iron, free ligands and or-
ganic iron complexes. Thus, we avoid the need to add computationally costly tracers for
free ligands and organic iron complexes. As in Parekh et al. (2004) the concentration of
free iron Feprime that is subject to scavenging can then be calculated from the following
equations assuming a chemical equilibrium between free iron, free ligands and organic
iron complexes.
L = FeL + Lprime (3.17)
Fe = FeL + Feprime (3.18)
KFeL =
FeL
FeprimeLprime
(3.19)
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The total ligand concentration (L) is assumed to be a globally constant model parameter
due to uncertainties in the sources and sinks and to lower numerical costs. Ligand bound
iron is denoted by FeL, the free ligand concentration by Lprime, the total dissolved iron
concentration by Fe and the equilibrium constant between free iron and ligands and the
organic complexes by KFeL. Solving for Feprime gives
Feprime =
−A+ (A2 + 4KFeLFe)0.5
2KFeL
, (3.20)
A = 1 +KFeL(L− Fe), (3.21)
where the equilibrium constant KFeL is considered a globally constant parameter whose
value is based on a compilation by Gledhill and Buck (2012).
Once Feprime is known, scavenging can be calculated. The first scavenging process is
the adsorption of free dissolved inorganic iron onto organic material. Following Parekh
et al. (2005) and Galbraith et al. (2010) and based on the observations by Honeyman et al.
(1988), the adsorption rate in the model (feorgads) is dependent on the particulate organic
matter concentration Detr, the concentration of free iron Feprime and the scavenging rate
kFeorg.
feorgads = kFeorgkFeprime (DetrRC : NMC)
0.58 (3.22)
The carbon to nitrogen ratio is denoted by RC : N and the molar mass of carbon by
MC = 12.011 g mol
−1 In the second scavenging process (feprp), iron precipitates and
forms colloids which can subsequently aggregate into larger particles. This more inorganic
process is represented in the model using a linear scavenging rate that is independent of
the organic particle concentration:
feprp = kFeprpFeprime (3.23)
The scavenging rate constant for precipitation, colloid formation and aggregation is de-
noted by kFeprp. Both scavenging rates are set to zero when oxygen concentrations fall
below a threshold O2min (Table 3.1) as in the model by Galbraith et al. (2010) because
iron oxidation rates are reduced and elevated iron concentrations are repeatedly observed
under low oxygen concentrations (Hopkinson and Barbeau, 2007; Moffett et al., 2007;
Rijkenberg et al., 2012). However, the threshold assumption is a pragmatic choice and
there is still uncertainty in the impact of the reduced iron oxidation rates (Hopkinson and
Barbeau, 2007). We therefore test the threshold assumption by running an additional
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1000 year simulation in which scavenging is permitted when oxygen levels fall below
O2min. The effect is small and might be important only locally.
Remineralization and sinking of particulate iron is proportional to that of particulate
nitrogen (e.g., detritus). Thus, the temperature dependent remineralization rate is calcu-
lated as
µFeP = µd0 exp(T/Tb)FeP (3.24)
where µd0 is the remineralization rate parameter for both particulate iron and particulate
organic nitrogen at zero degrees C.
Sediment iron cycling
Observations of iron release or burial in sediments have shown that these processes are
dependent on the sediment redox state, which is primarily determined by the oxygen
content of the overlying water column (Noffke et al., 2012; Severmann et al., 2010), the
ambient temperature (Arnosti et al., 1998; Sanz-La´zaro et al., 2011) and the amount of
organic matter that reaches the sea floor and is remineralized therein (Elrod et al., 2004).
Here we follow the model of Galbraith et al. (2010) to calculate the flux of iron from
the sediment (fesed). Iron is released with a constant ratio (Fe : P sed) of iron to partic-
ulate organic phosphorus reaching the sediment (FPOP). Particulate iron that sinks out
of the bottom ocean layer is permanently removed from the ocean, as long as oxygen
concentrations are greater than the suboxic threshold O2min (cf. diagenesis in Fig. 3.1b).
However, if bottom water oxygen concentrations are below O2min, then the environment
is assumed to be strongly reducing and all particulate iron sinking to the sediment (FFeP )
is released back into the water column, producing dissolved iron:
fesed = Fe : P sedFPOP exp(T/Tb) (O2 > O2min), (3.25)
fesed = Fe : P sedFPOP exp(T/Tb) + FFeP (O2 ≤ O2min). (3.26)
The ratio between iron released from the sediment and phosphorus in particulate matter
that sinks into the sediment is denoted by Fe : P sed and is based on the observation of
such a constant ratio by Elrod et al. (2004). Note that their observation relies on mea-
surements from the California coast that we have applied to the whole ocean here. We
recognize that the relation can of course vary globally because of for instance different
microbial communities and chemical environments. However, the relationship by Elrod
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et al. (2004) is empirically based and formulated so that it allows the sediment source
of iron to adjust when the amount of organic carbon supplied to the sediment changes.
In some regions this may cause a feedback to occur since the released iron affects pro-
ductivity and organic matter export, which in turn affects sediment iron release. This
interactive response of the sediment source could be important in sensitivity studies.
Due to the observation of temperature dependent remineralization (Arnosti et al., 1998;
Sanz-La´zaro et al., 2011), the importance of sediment release for the iron reservoir and
an improvement of agreement between our simulated and observed iron concentrations
particularly in the Southern Ocean, we assume that remineralization of iron in the sed-
iment is temperature dependent by multiplying with a temperature dependent factor
(exp(T/Tb) where Tb = 15.65
◦C). The average observed iron concentrations in the whole
water column south of 40◦ S are 0.52 nM, simulated concentrations are 0.67 nM without
and 0.53 nM with the temperature dependence. The assumption of temperature depen-
dent iron release is tested and discussed further in Sect. 3.4. Riverine sources of iron are
scavenged quickly at river mouths so that they are not viewed as an important source of
iron to the ocean. Yet, the scavenged iron from rivers can reach the sediment and under
low bottom water oxygen concentrations are released again as dissolved iron to the water
column (Severmann et al., 2010). Eq. (5.2) allows that locally, i.e. under bottom water
oxygen concentrations smaller than O2min, more iron can be released from the sediment
than reaches it to reflect the massive iron release under low bottom water oxygen concen-
trations (Noffke et al., 2012) and implicitly also representing the riverine source of iron
to the sediment.
The importance of the sedimentary iron sources for surface ocean biogeochemical cy-
cling has been emphasized in previous observational (Noffke et al., 2012) and modeling
studies (Moore and Braucher, 2008; Tagliabue et al., 2009a). However, in coarse reso-
lution three dimensional ocean circulation models the bathymetry defined by the lowest
grid boxes can strongly differ from the actual bathymetry of the ocean and with that the
depth at which transfers between sediment and water column occur. Thus, a subgrid-
scale bathymetry is applied as in Aumont and Bopp (2006); Moore and Braucher (2008);
Somes et al. (2013) where the model bathymetry is compared to a bathymetry dataset,
here ETOPO2v2 (U.S. Dept. of Commerce et al., 2006). For each horizontal grid point
and at each depth level the fraction of the bottom area of the model box that is actually
ocean floor within this box is calculated. This fraction determines then the fraction of
organic matter that is treated as if it hits the sea floor. The resulting sediment flux of
iron is illustrated in Fig. 3.2. The role of the sediment fluxes for the iron cycle will also
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Figure 3.2: Annually averaged atmospheric deposition and sediment release of iron. (a)
A preindustrial estimate of climatogical annually averaged dust deposition (Luo et al.,
2008). (b) Sedimentary iron release as simulated with the model according to Eqs. (5.1)
and (5.2). Note the different color scales.
be investigated further in a subsequent study.
Dust deposition of iron
An important source of iron in the open ocean comes from the deposition of iron-containing
dust (Mahowald et al., 2009). The dust is eroded in arid terrestrial areas as for exam-
ple the Sahara or some parts of Australia and then transported in the atmosphere to
eventually be deposited in the ocean. We simulate this source of iron using a climatog-
ical preindustrial estimate of monthly iron deposition (Luo et al., 2008). This estimate
of iron deposition is derived from an atmospheric model that simulates the transport of
dust in the atmosphere (Luo et al., 2008). During the transport in the atmosphere Luo
et al. (2008) assume a constant 3.5 % fraction of iron in dust and that the solubility of
iron increases due to reduction of Fe(III) to Fe(II) in acidic clouds. They can reproduce
the observation of generally lower iron solubility at areas of high dust deposition and
higher solubility at low dust deposition (Baker and Croot, 2010). Other estimates of total
iron deposition of 56.7 Gmol Fe yr−1 (Mahowald et al., 2006) or 29.3 Gmol Fe yr−1 (Ma-
howald et al., 2010), assuming 3.5 % iron in dust and a globally constant 1 % solubility
do not reproduce the solubility pattern and are thus considerably larger than the total
iron deposition of 2.1 Gmol Fe yr−1 by Luo et al. (2008). At every ocean tracer time step
we calculate the amount of iron that is deposited from the monthly values using linear
interpolation (Fig. 3.2).
3.2.4 Parameter choices, spinup and assumptions
Only the parameters associated with the iron cycle are new (Table 3.1). All other pa-
rameters are as in Keller et al. (2012). Whenever possible model parameters were based
on observed values or taken from previously evaluated modelling studies. For parame-
ters that are poorly constrained, the parameters were chosen within an observed range
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of values, if possible, to best simulate observed biogeochemical properties. In practice
this involved varying the parameters individually, one by one, within the ranges given
in (Table 3.1). The goal was to maximize agreement of surface macronutrients to obser-
vations and iron concentrations to the sparse observations while keeping the agreement
of subsurface biogeochemical properties such as phosphate, nitrate and oxygen concen-
trations to observations similar to the agreement in the previous model version. Before
the comparison to observations and the previous model version, the model was spun up
for 10 000 years using preindustrial boundary conditions for insolation and a fixed atmo-
spheric CO2 concentration of 283µatm
Here we summarize important assumptions that have been made to model the iron cycle.
First, a fixed Fe : N ratio is used for the biological state variables. This was done to
minimize computational expenses and because the Fe stoichiometry of plankton is poorly
constrained. Second, the ligand concentration is assumed to be globally constant since
there are still a lot of uncertainties in the sources and sinks of iron-binding ligands (Vo¨lker
and Tagliabue, 2014). Third, the sinking speeds of particulate nitrogen and iron are iden-
tical. Finally, the only two external sources of iron to the ocean that are considered are
dust deposition and sediment release because other sources have been shown to be of
minor importance (Tagliabue et al., 2014a). All of these assumptions are made to keep
the computational costs low, which is necessary for long-term model runs such as paleo
simulations or running multiple sensitivity tests to equilibrium (e.g. to keep the model as
an EMIC). This is also the reason why the iron cycle is described with only two model
tracers, dissolved and particulate iron. Due to the low number of parameters relative to
other more complex models, the model also relies on less unconstrained parameters and
has a smaller degree of freedom.
3.3 Model evaluation
The evaluation in this section focuses exclusively on the iron cycle and the other biogeo-
chemical properties of the model because the physical (Weaver et al., 2001) and terrestrial
components (Meissner et al., 2003) have been evaluated in detail in previous studies. Com-
parisons to the World Ocean Atlas 2009 (WOA09) (Garcia et al., 2010b,a), and Global
Data Analysis Project (GLODAP) (Key et al., 2004) and an iron concentration compila-
tion database (Tagliabue et al., 2012) allow us to evaluate the performance of the model
in terms of agreement to observations. The model is also compared to the previous model
version of Keller et al. (2012) to identify the changes that result from including a dynamic
iron cycle.
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3.3.1 The iron cycle
The new model with a dynamic iron cycle allows us to provide an estimate of global marine
iron fluxes between major biogeochemical pools (Fig. 3.3). With the deposition forcing
from Luo et al. (2008) the atmospheric iron deposition is a source of 2.1 Gmol Fe yr−1 to
the ocean. Sedimentary iron release is one order of magnitude higher than iron deposition
on the global scale, confirming the important role of the sediment in supplying iron to the
ocean as already suggested by prior studies (Moore and Braucher, 2008; Tagliabue et al.,
2009a). The sediment release of 18.8 Gmol yr−1 in our model is however still smaller than
the 32.5 Gmol yr−1 of Misumi et al. (2014). Sixty three percent of the iron that is taken
up by phytoplankton is recycled back to the dissolved iron pool. This compares well with
observations of a large proportion of recycled to new iron sources (Boyd and Ellwood,
2010). The largest simulated flux is scavenging, which is even slightly larger than the
remineralization of iron. Although some of the parameters are poorly constrained and,
hence, there is some uncertainty in the magnitude of the fluxes, these results emphasize
the difference between the iron cycle and macronutrient cycles since the residence time of
iron in the ocean as computed from global inventory divided by global iron supply, which
results to approximately 38 years here, is orders of magnitude shorter than the millen-
nial residence time scales of the macronutrients nitrogen or phosphorus (Wallmann, 2010;
Somes et al., 2013). This indicates that iron concentrations must be strongly dependent
on local or regional sources. Our estimate of the iron residence time is within the range of
other estimates of 12 years (Moore and Braucher, 2008) and 100 to 200 years (Boyd and
Ellwood, 2010). The short residence time illustrates the potentially large leverage that
changes in the Fe supply could have on marine biogeochemical cycles.
In comparison to the iron concentration mask used in the previous model version, the
dynamically simulated surface iron concentrations in the new model are generally higher
(Fig. 3.4). The average surface iron concentrations are 0.19 nM for the concentration
mask and 0.41 nM for the new model. This is due to the higher stability constant of iron
ligand complexes of log(KFeL) = 11.5 here compared to the values of 9.8 to 10.8 used in
the model of Galbraith et al. (2010), from which the iron mask in Keller et al. (2012) had
been taken. Our choice is more in line with recent observational estimates of log(KFeL)
being in the range of 11–12 (Gledhill and Buck, 2012). An additional factor could be
the linear dependence of inorganic scavenging on free iron concentrations in the model
presented here (cf. Eq. 3.23) which differs from the scaled (to the power of 1.5) inorganic
scavenging of free iron in the model of Galbraith et al. (2010). Since our new formulation
results in less scavenging the surface iron concentrations are slightly overestimated in the
subtropical North Pacific, the tropical Atlantic and possibly the Indian Ocean as well as
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Figure 3.3: Global annually averaged iron fluxes as simulated with the dynamic iron
cycle in the UVic model in Gmol Fe yr−1. Arrow thickness is scaled with the size of the
fluxes. The numbers inside the boxes denote the globally integrated amounts of iron in
the respective pools in Gmol Fe.
the Arctic Ocean. However, the global root mean square error (RMSE), relative to ob-
served surface iron concentrations (Tagliabue et al., 2012), decreases from 0.81 to 0.69 nM
when compared to the surface iron concentrations of the iron concentration mask used by
Keller et al. (2012), e.g., the regridded results of the BLING model (Galbraith et al., 2010).
The simulated zonal mean iron concentrations reveal that the iron concentrations in
the Southern Ocean are probably a little too high, particular in the Pacific (Fig. 3.5).
The average simulated concentration in the Southern Ocean is 0.53 nM and the observed
value 0.56 nM, but in the Pacific sector the average simulated concentration is 0.56 nM
opposed to the observed 0.33 nM. However, the model does capture the high iron concen-
trations that have been observed in the northern Indian Ocean, as well as elevated iron
concentrations in the North Pacific and North Atlantic. The highest observed dissolved
iron concentrations of up to 1.5 nM can not be represented by the model because of the
globally constant ligand concentration of 1 nM which is probably too low in the regions
of high iron concentrations (Gledhill and Buck, 2012).
The deviation of the profile of dissolved iron to the observations (Fig. 5.2) could be
due to the constant and maybe too low ligand concentration assumed in the model and
supports the notion that there is still no comprehensive understanding of sources and
sinks of ligands although some promising approaches are emerging (Tagliabue and Vo¨lker,
2011; Misumi et al., 2013; Vo¨lker and Tagliabue, 2014). The observations also indicate
that the simulated ferricline should be deeper than the nutricline (Fig. 5.2) (Tagliabue
et al., 2014b). The other model tracers shown in Fig. 5.2 are discussed in the next section.
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Figure 3.4: Annual mean surface iron concentrations (a) as simulated with the new model
and (b) from the iron concentration mask used in the previous model version from Gal-
braith et al. (2010). Observations compiled by Tagliabue et al. (2012) are averaged over
the first 50 m and plotted as colored circles on top.
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Figure 3.5: Zonal annual mean iron concentrations as simulated with the model (left
column), model results averaged only at the locations of the observations (Tagliabue
et al., 2012) (middle column) and observations (right column) for the different ocean
basins.
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Figure 3.6: Vertical profiles comparing dissolved iron (DFe), nitrate (NO3), phosphate
(PO4), oxygen (O2), dissolved inorganic carbon (DIC) and alkalinity (ALK) with obser-
vations from Tagliabue et al. (2012), the World Ocean Atlas 2009 and GLODAP (a) and
vertical profiles of the horizontally averaged absolute differences between model and the
observations (b). The gray line in the profile of dissolved iron is the horizontal average of
simulated iron concentrations at the locations of the observations. The global root mean
square errors (RMSE) relative to the observations are given below the respective panels
in (b).
Simulated surface iron concentration show a seasonal variability that appears somewhat
smaller than can be inferred from the available data (Fig. 3.7). In the Northern Hemi-
sphere simulated iron concentrations between 40 and 60◦N start to get depleted in April.
This is associated with the spring and summer bloom in the Northern Hemisphere. At
the same time iron concentrations in the Southern Ocean start to increase showing that,
as also stated by Tagliabue et al. (2014b), supply of iron to the surface from the deeper
ocean during austral winter is an important source of iron.
In summary, the new dynamic iron cycle model allows identification of the important
fluxes between the iron pools, indicates that more research is needed on ligand dynamics
and shows a clear improvement over the iron concentration masking approach that was
used previously with UVic. In comparison to the model by Misumi et al. (2013), who
also compare their simulated iron concentrations to the full dataset by Tagliabue et al.
(2012) and calculated a RMSE of 0.78 nM at the surface (0–200 m ) and 0.86 nM in the
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Figure 3.7: Zonal mean iron concentrations at the ocean surface plotted over time
(Hovmo¨ller diagram) as simulated with the model (a), model results averaged only at
the locations of the observations (Tagliabue et al., 2012) (b) and the observations (c).
deep (200–5000 m ) ocean, we get lower RMSEs of 0.58 nM at the surface (0–240 m ) and
0.61 nM for the deep (240–5000 m ) ocean.
One difficulty that we faced in evaluation of our results is that the observations of iron
concentrations are still sparse and show high variability. The observed concentrations
in the Southern Ocean are biased towards concentrations in the austral summer due to
easier sampling at that time of the year (Tagliabue et al., 2012). Other limitations also
have to be noted. Some regions are only poorly covered as for example the open Indian
Ocean. Calculating root mean square errors and averaging over regions or depths will
thus be biased towards strongly sampled regions. Different filter pore sizes of 0.2 to 0.4
µm during the measurements include different proportions of colloidal and soluble iron
and produce some uncertainty in the dissolved iron observations. Additionally, the ob-
servations cover a long time span with different measurement techniques which reduces
systematic bias but also adds to the uncertainty (Tagliabue et al., 2012). However, the
database of dissolved iron observations is the best possibility to evaluate model results and
the increasing number of measurements are highly valuable for the validation of models
of the iron cycle and will improve this possibility in the future.
3.3.2 Biogeochemical validation
Having a dynamic iron cycle induces changes in all other simulated biogeochemical prop-
erties. Here we compare the biogeochemical results of these new simulations to the ob-
servations and previous model and discuss the reasons for them.
In comparison to the previous model version, surface PO4 and NO3 in the Southern
Ocean are slightly lower (by on average 0.05 and 1.3 mmol m−3, respectively) due to the
higher iron concentrations and reduced Fe limitation (Fig. 5.3). In the equatorial Pacific
the PO4 concentrations are higher in the subtropical gyres, which are the regions where
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Figure 3.8: Annual mean surface phosphate (first row) and nitrate concentrations (second
row) for the model by Keller et al. (2012) and the new model in comparison to observations
from the World Ocean Atlas 2009 (WOA, 2009) (Garcia et al., 2010a).
iron concentrations are smaller than 0.1 nM (Fig. 3.4). This indicates that iron limitation
might be too strong there. A further reason could be the not well resolved equatorial
current system (Getzlaff and Dietze, 2013). However, the overestimation of phosphate
concentrations in the tropical Pacific seen in the previous version is reduced and PO4 and
NO3 are also more in agreement with observations in the North Pacific (Fig. 3.9). In total,
surface PO4 and NO3 RMSEs reduce by 0.02 mmol PO4 m
−3 and 0.28 mmol NO3 m−3 with
the new version.
Changes in the surface nutrient limitation and hence productivity, influence oxygen con-
centrations via changes in the export of sinking organic matter to the deeper ocean and the
subsequent oxygen consumption during remineralization. A common mismatch between
observations and simulation results in models with a coarse resolution is that high nutrient
concentrations are simulated in the eastern tropical Pacific and subsequently cause large
oxygen minimum zones (OMZs), i.e. volumes of low oxygen waters (< 5 mmol m−3), to
be formed at intermediate depths as a result of processes that have been termed “nutrient
trapping”’ (Najjar et al., 1992; Dietze and Loeptien, 2013; Getzlaff and Dietze, 2013).
With the new model the area of the OMZ in the eastern tropical Pacific at 450 m depth is
reduced while low oxygen concentrations reach further into the western Pacific (Fig. 3.10).
This is more in agreement with observations of low oxygen concentrations. The relatively
low oxygen concentrations of around 190 mmol m−3 in some places of the Southern Ocean
and the OMZ in the Indian Ocean can still not be represented by the model. The OMZ
is located in the Bay of Bengal instead of the Arabian Sea in both model versions. This
is a common model error (Moore and Doney, 2007) and a possible reason is the coarse
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Figure 3.9: Difference between the annual mean surface WOA09 phosphate (first row)
and nitrate observations (second row) and the values simulated with the model by Keller
et al. (2012) and the new model.
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Figure 3.10: Annual mean oxygen concentrations at 450 m depth for the model by Keller
et al. (2012) and the new model in comparison to observations from the World Ocean
Atlas 2009 (WOA, 2009) (Garcia et al., 2010b). The black contour line is located at
concentrations of 100 mmol O2 m
−3, the red contour line is located at concentrations of
5 mmol O2 m
−3.
resolution of these models which might not be able to realistically simulate Indian ocean
currents and the transport of nutrients and oxygen. However, in total, also the global
oxygen concentrations have a slightly smaller error than in the previous model (Fig. 5.2).
The global net primary production (NPP) in the ocean is calculated to be 55 Pg C yr−1 in
the new model while it was 52 Pg C yr−1 in the old model. A recent estimate using both,
observations and models, is in the same range, stating that 56 Pg C yr−1 is the most prob-
able value for global NPP (Buitenhuis et al., 2013). Spatially, the net primary production
in the new model deviates from the net primary production in the previous model mostly
in that the production is more centered on the equator in the Pacific Ocean and less
production occurs in the eastern tropical Pacific (Fig. 3.11). The new model also shows
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Figure 3.11: Marine vertically integrated annual mean net primary production for (a)
the model by Keller et al. (2012) (b) the new model with the dynamic iron cycle, (c)
the vertically generalized production model (VPGM) by Behrenfeld and Falkowski (1997)
and (d) the carbon-based productivity model (CBPM) by Westberry et al. (2008).
higher production downstream of the southern tips of the continents in the Southern
Ocean, such as South America, Africa and Australia. Although generally in comparison
to the satellite based observational estimates coastal production seems still to be underes-
timated and open ocean production overestimated (Keller et al., 2012), the production in
the equatorial Pacific and eastern tropical Pacific are now more similar to the observations.
These changes in productivity, relative to the old model, affect the simulated biologi-
cal pump. Lower net primary production in the equatorial and eastern tropical Pacific is
mirrored in the export of organic and inorganic matter (POC and PIC fluxes) at 2 km ,
in contrast to the higher export with the old model (Fig. 3.12a). Export in the North
Pacific also decreases, although it is slightly higher off the coast of Japan. In contrast,
export in the Southern Ocean is higher. The change of the flux of particulate inorganic
carbon (PIC flux) from the old to the new model is similar to that of the POC flux with
decreases in the equatorial and eastern tropical Pacific, North Pacific and increases in the
Southern Ocean (Fig. 3.12b). Accordingly the rain ratio does not change substantially
except for the arctic sea but POC and PIC fluxes are very low there so that the ratio is
very sensitive to small changes and thus unimportant in a global context (Fig. 3.12c).
The higher export in the Southern Ocean with respect to the old version also increases
deep phosphate concentrations in the Southern Ocean (Fig. 3.13). Apart from this South-
ern Ocean increase, zonally averaged phosphate concentrations are very similar to the old
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Figure 3.12: Annual mean fluxes of POC and PIC at 2 km and the rain ratio as simulated
with the model by Keller et al. (2012) (left column) and with the new model (right
column).
model. The global difference of NO3 to the old version is similar to that of PO4 because the
same mechanisms apply except for N fixation and denitrification which are discussed later.
The increased export production in the Southern Ocean with the new model leads to
more remineralization at the subsurface ocean and thus reduces oxygen concentrations
(Fig. 3.14). This is more in line with observations. However, the observed two oxygen
minima in the Atlantic Ocean directly south and north of the equator cannot be repre-
sented by the old nor the new model, presumably because of physical limitations of the
model. A better representation can be achieved by adjusting the isopycnal diffusivity
as in Getzlaff and Dietze (2013) and will be implemented in a future version. Globally,
the RMSE of the oxygen concentrations is reduced from 26.64 mmol O2 m
−3 with the old
model to 24.77 mmol O2 m
−3 with the new model. The improvement also stems from the
oxygen concentrations at depths of 2000 to 3000 m in the subtropical Atlantic that are
lower in comparison to the old model and thus, again closer to observed values.
The changes in zonal mean alkalinity are also closely linked to changes in export pro-
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Figure 3.13: Zonal annual mean phosphate concentrations as simulated with the model by
Keller et al. (2012) (left column) and the new model (middle column) in comparison to
observations from the World Ocean Atlas 2009 (WOA, 2009) (Garcia et al., 2010a) (right
column) for the different ocean basins.
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Figure 3.14: Zonal annual mean oxygen concentrations as simulated with the model by
Keller et al. (2012) (left column) and the new model (middle column) in comparison to
observations from the World Ocean Atlas 2009 (WOA, 2009) (Garcia et al., 2010b) (right
column) for the different ocean basins.
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Figure 3.15: Zonal annual mean alkalinity as simulated with the model by Keller et al.
(2012) (left column) and the new model (middle column) in comparison to observations
from GLODAP (right column) for the different ocean basins.
duction, but the improvements in alkalinity, in comparison to the observations, take place
in different regions than for oxygen (Fig. 3.15). The lower export production in the equa-
torial and North Pacific lowers alkalinity at intermediate depths, which thereby increases
the agreement between the simulation results and the observations substantially. The im-
provements in alkalinity and oxygen are also visible in the globally averaged depth profiles
of the model tracers in Fig. 5.2. Except for alkalinity and oxygen, the old and the new
model look very similar. Differences between the simulation results and the observations
however tend to be smaller with the new model (Fig. 5.2b).
The iron limitation of diazotrophs is suggested to be a major control of nitrogen fixa-
tion and thus on an important source of new oceanic nitrogen (Mills et al., 2004). With
the new dynamic iron cycle simulated nitrogen fixation shifts more to the western trop-
ical Pacific, but does also increase near the coast of the eastern tropical Pacific where
deeper in the water column denitrification is taking place (Fig. 3.16). The vicious cycle
hypothesis by Landolfi et al. (2013) states that spatially coupled nitrogen fixation and
denitrification can lead to substantial loss of nitrogen when enhanced export production
by the fixed nitrogen triggers oxygen consumption in deeper waters and thus increases
denitrification which in turn increases nitrogen deficiency in upwelling water to the surface
creating a niche for diazotrophs. Iron limitation at the surface was discussed as a mecha-
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Figure 3.16: Annual mean nitrogen fixation with the model by Keller et al. (2012) (a) and
the new model (b) and denitrification with the model by Keller et al. (2012) (c) and the
new model (d). Values below 0.1 mmol N m−2 d−1 are not shown for (a) and (b) while
values below 0.5 mmol N m−2 d−1 are not shown for (c) and (d).
nism that interrupts this feedback by shifting the nitrogen fixation to regions of sufficient
iron concentrations away from the region of low oxygen concentrations and denitrifica-
tion. However, the new model shows that near the coast, the spatial coupling of nitrogen
fixation and denitrification can take place when the shallow sediments are a strong source
of iron sufficient to sustain nitrogen fixation (cf. Fig. 3.2b). Elevated coastal iron con-
centrations may thus allow the feedback between nitrogen fixation and denitrification to
exist. Indeed, Fernandez et al. (2011) observe N fixation in the eastern tropical Pacific in
the area of the OMZ but more observations are needed to decide whether this feedback
occurs as indicated by our model.
3.4 Model experiments
Critical assumptions in modeling the iron cycle are associated with the external sources
of iron to the water column, atmospheric iron deposition and sediment release and ligand
concentrations (Tagliabue et al., 2014a). Here we show the results of sensitivity tests
of the globally constant ligand concentration, which is used to parameterize ligand-iron
interactions, and evaluate the importance of assuming the spatially variable solubility of
iron in dust and the water column depth of sedimentary iron release. The importance
of assuming the spatially variable solubility of iron in dust and the water column depth
of sedimentary iron release are tested for various globally fixed ligand concentrations.
We also test the influence of a temperature dependence of sedimentary iron release and
perform a climate warming simulation. All experiments are listed in Table 5.1. All ex-
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Table 3.2: Summary of the model experiments conducted with short name, description
and the parameter value of the globally constant ligand concentration.
Experiment name Description Ligand concentration
CTL Control simulation configured as described in section 2 1 nM
LIG06 The globally fixed ligand concentration parameter (LT) is varied 0.6 nM
LIG08 The globally fixed ligand concentration parameter (LT) is varied 0.8 nM
LIG12 The globally fixed ligand concentration parameter (LT) is varied 1.2 nM
SOL08 The solubility of iron in dust is set to a constant value of 1% 0.8 nM
SOL10 The solubility of iron in dust is set to a constant value of 1% 1 nM
SOL12 The solubility of iron in dust is set to a constant value of 1% 1.2 nM
BAT08 The subgridscale bathymetry is shut off 0.8 nM
BAT10 The subgridscale bathymetry is shut off 1 nM
BAT12 The subgridscale bathymetry is shut off 1.2 nM
TDEP The temperature dependence of the sedimentary iron release is shut off 1 nM
CO2EMI Climate warming scenario with CO2 emissions following a RCP 8.5 scenario 1 nM
periments except the climate warming simulation are run for 1000 years and the drift in
average surface PO4 during the last 100 years is less than 1.2µmol PO4 m
−3
Ligand concentrations strongly control bioavailable iron concentrations (Gledhill and
Buck, 2012). We thus examined the influence of varying the globally constant ligand
concentrations between values of 0.6 nM and 1.2 nM on dissolved iron concentrations
(Fig. 3.17). The globally averaged vertical profile of dissolved iron is strongly influenced
by this variation at all depths and basically shifted to lower values for low ligand con-
centrations and higher values for high ligand concentrations while the shape of the curve
is hardly affected. The vertical profiles of the absolute mean deviation of simulated to
observed dissolved iron concentrations reveal that the chosen concentration of 1 nM is
a compromise between good representation at the surface and in deeper waters. Also
the global RMSE of simulated iron concentrations with a value of 0.6 nM is lowest for
a ligand concentration of 1 nM. Ligand concentrations of 0.6, 0.8 and 1.2 nM lead to
RMSE values of 0.69, 0.64 and 0.6 nM, respectively. While ligand concentrations of 0.6
or 0.8 nM decrease the difference to the observations from the surface to around 600 to
800 m, the deviation is increased below. On the other hand, if ligand concentrations equal
1.2 nM everywhere, the deviation from observed iron concentrations is increased from the
surface down to 1500 m and is decreased or similar to the control simulation with a 1 nM
ligand concentration below. For an improved agreement to the iron observations, lower
ligand concentrations in the upper 1000 m would be required than below that depth,
although one has to note that the low data coverage of the iron observations makes it
difficult to draw robust conclusions. Vo¨lker and Tagliabue (2014) developed a model for
the description of the global distribution of ligands in which they also have to assume
strong ligand loss processes at the surface in order to achieve a good representation of the
ligand and iron concentrations. Spatially, varying the ligand concentrations in our model
leads to the strongest differences in dissolved iron concentrations in the Indian Ocean, the
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Figure 3.17: Impact of varying the globally constant ligand concentration on the globally
averaged vertical profiles of dissolved iron (a), vertical profiles of the horizontally averaged
absolute differences between model and the observations (b), difference between annual
mean surface dissolved iron concentrations when ligands are set at constant values of
lig=0.6 nM and lig=1.0 nM (c), difference between annual mean surface dissolved iron
concentrations when ligands are set at constant values of lig=1.2 nM and lig=1.0 nM (d).
tropical and subtropical Atlantic and the subtropical north Pacific. In the other regions
iron limitation prevails, iron concentrations are already small and do not decrease much
further with lower ligand concentrations. If ligand concentrations are increased in these
iron limited regions, the additional bioavailable iron that is produced is readily taken up
by phytoplankton so that the difference is small as well. Overall, the sensitivity of dis-
solved iron concentrations is very high (on average ±0.27 nM at the surface). Because of
this strong sensitivity, better constraints on the source and sink processes of ligands are
needed to create a comprehensive and computationally efficient representation of variable
ligand concentrations in global ocean models.
Most previous modeling studies have assumed a constant solubility of iron in dust (Moore
and Braucher, 2008; Tagliabue et al., 2014a; Nickelsen and Oschlies, 2015). However,
observations show that the solubility of iron in dust can vary significantly and is generally
lower in areas of high dust deposition and higher when dust deposition is low (Baker and
Croot, 2010). Luo et al. (2008) tested several assumptions on how iron solubility could
change during transport in the atmosphere and compared their simulated atmospheric
iron deposition to observations of iron deposition. They found that assuming all iron that
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comes in contact with clouds is slowly converted to soluble iron and that particularly
hematite is a source of soluble iron under acidic conditions results in the best agreement
to observations. Their simulated iron deposition also reflects the observed trend of in-
creased solubility at sites of low deposition. To test the importance of having variable
solubility we performed a simulation in which iron solubility was set to a constant value
of 1 % (this is equal to the global average solubility of the standard model run which has
variable solubility) and ran the experiment for 1000 years We repeated this experiment
with different globally constant ligand concentrations of 0.8 nM (experiment SOL08) and
1.2 nM (experiment SOL12) (cf. Table 5.1). The results are compared here to the results
of the standard model simulation with variable solubility (CTL) and the runs from the
ligand concentrations sensitivity experiments LIG08 and LIG12. Although the integrated
total iron deposition increases from 2.1 in CTL to 17.8 Gmol Fe m−2 yr−1 in SOL01, the
changes in surface iron concentrations are small (Figs. 3.18 and 3.4). As expected iron
concentrations are higher at sites of high dust deposition (+2 nM Fe in the tropical At-
lantic and +1 nM Fe in the Arabian Sea) and lower at low dust deposition (−0.1 nM Fe
in the tropical Pacific). In the SOL08 experiment with constant solubility and a ligand
concentration of 0.8 nM, a part of the increase in surface iron concentration in the high
dust deposition areas is compensated by the lower ligand concentrations. In contrast, with
a ligand concentration of 1.2 nM the constant solubility leads to strong overestimation of
surface iron concentrations.
Surface phosphate concentrations are essentially unaffected because the iron limited areas
are still iron limited and regions in which iron deposition is high are not iron limited in
both cases. The only exceptions are based on a slight increase of iron concentrations at
the southern tips of Australia (+0.3 nM) and South America (up to +0.2 nM). These are
the areas where surface phosphate concentrations decrease. The strongest effect of the
consideration of the variable solubility can be seen in the RMSE of simulated surface iron
concentrations. The RMSE increases from 0.68 nM with variable solubility to 0.91 nM
with constant solubility. This result supports the observation of variable solubility of
iron in dust and the approach of Luo et al. (2008) but a higher spatial coverage of iron
observations is needed to verify this result.
To investigate how ligand concentrations influence the response to the change in the solu-
bility of iron in dust we compare the surface phosphate concentrations of the experiments
SOL08 and SOL12 to the surface phosphate concentrations of the experiments LIG08
and LIG12 (Fig. 3.18d-f). For the higher ligand concentrations the difference in surface
phosphate concentrations is even smaller than for the lower ligand concentrations. Higher
59 3.4 Model experiments
  0o   60oE 120oE 180oW 120oW 60oW 
 80oS 
 40oS 
  0o  
 40oN 
 80oN a)
  0o   60oE 120oE 180oW 120oW 60oW 
 80oS 
 40oS 
  0o  
 40oN 
 80oN b)
  0o   60oE 120oE 180oW 120oW 60oW 
 80oS 
 40oS 
  0o  
 40oN 
 80oN c)
  0o   60oE 120oE 180oW 120oW 60oW 
 80oS 
 40oS 
  0o  
 40oN 
 80oN d)
  0o   60oE 120oE 180oW 120oW 60oW 
 80oS 
 40oS 
  0o  
 40oN 
 80oN e)
  0o   60oE 120oE 180oW 120oW 60oW 
 80oS 
 40oS 
  0o  
 40oN 
 80oN f)
µm
o
l F
e 
m
−
3
0
0.5
1
1.5
m
m
o
l P
O
4 
m
−
3
−0.2
−0.16
−0.12
−0.08
−0.04
0
0.04
0.08
0.12
0.16
0.2
Figure 3.18: Impact of setting the iron solubility in dust to a constant value of 1 % Annual
mean simulated surface iron concentrations with observations compiled by Tagliabue et al.
(2012) averaged over the first 50 m plotted as colored circles on top for experiment SOL08
are shown in (a), for SOL10 in (b) and for SOL12 in (c). The difference between the
annual mean surface phosphate concentrations after 1000 years of experiment SOL08 and
LIG08 are shown in (d), between SOL10 and LIG10 in (e) and between SOL12 and
LIG12 in (f). The experiments are listed in Table 5.1.
iron concentrations in the control run buffer changes in the external supply since iron
concentrations are generally higher and the change of iron concentrations relative to their
background concentration is smaller. As suggested also by Tagliabue et al. (2014a) lig-
and concentrations can have a strong control on sensitivities to changes in dust deposition.
The sediment release of iron is a much larger source of iron to the ocean than dust
deposition (Tagliabue et al., 2014a), but it is not clear how much iron released from
the sediment reaches the surface ocean. One factor determining whether iron from the
sediments reaches the surface ocean in coarse resolution global ocean models is that the
simulated bathymetry that can deviate quiet strongly from the actual bathymetry. As in
other models (Moore and Braucher, 2008; Tagliabue et al., 2014a), we use a subgridscale
bathymetry to correct the depth of the sedimentary iron release to that of a high resolu-
tion dataset of ocean depth. To test the importance of this depth correction, we turned
the correction off in our second experiment and ran the model for 1000 years This leads
to much lower surface iron concentrations, more phytoplankton iron limitation (NPP de-
creases from 55 to 39 Pg C yr−1 ) and an accumulation of macronutrients at the ocean
surface (Fig. 3.19). Although the globally integrated release of iron from the sediment
increases from 18.8 Gmol Fe yr−1 in the control run to 35.5 Gmol Fe yr−1 in the experiment
due to local feedbacks in the western Gulf of Mexico and north of Indonesia (Fig. 3.19a),
iron in the experiment is released deeper and in regions that are not iron limited. This
shows that iron released from the sediment is crucial for sustaining iron concentrations
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Figure 3.19: Impact of shutting of the subgridscale bathymetry after
a 1000 year simulation. Annual mean simulated surface iron concentrations with
observations compiled by Tagliabue et al. (2012) averaged over the first 50 m plotted
as colored circles on top for experiment BAT08 are shown in (a), for BAT10 in (b)
and for BAT12 in (c) (cf. 5.1). The difference between the annual mean surface
phosphate concentrations after 1000 years of experiment BAT08 and LIG08 are shown
in (d), between BAT10 and LIG10 in (e) and between BAT12 and LIG12 in (f). The
experiments are listed in Table 5.1.
at the surface in iron limited regions and that the depth of iron release is an important
factor to consider in coarse resolution models. However, these results depend on the as-
sumptions made for iron release from the sediment. The question whether sedimentary
released iron reaches the surface is critical and observations show high uncertainties. At
the study site of Elrod et al. (2004) with measurement depths ranging from 95 to 3710 m
off of the California coast the amount of sedimentary released iron reaching the surface
varies by 2.5 to 30 %. In a modelling study the efficiency of iron delivery from sediments
to surface ocean waters can vary by 10-50 % (Siedlecki et al., 2012) depending on frequent
wind changes. Therefore, more research is needed on the fate of sediment-derived iron.
To test the influence of the globally constant ligand concentration parameter on the
effect of shutting off the subgridscale bathymetry we repeated the expreiment with differ-
ent globally constant ligand concentrations of 0.8 nM (experiment BAT08) and 1.2 nM
(experiment BAT12) (cf. Table 5.1). While iron concentrations are slightly higher with
higher ligand concentrations (e.g. in the tropical Atlantic), the effect of shutting off the
subgridscale bathymetry dominates over the change in ligand concentrations (Fig. 3.19).
The difference in surface phosphate concentration between experiments BAT08 and LIG08
are similar to the differences with the higher ligand concentrations. Also with regard to
the phosphate concentrations, the effect of shutting off the subgridscale bathmetry thus
prevails over the effect of varying the ligand concentrations. Tagliabue et al. (2014a) even
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shut off the complete sediment source of iron and at the same time double and halve
the ligand concentrations. Their results similarly show that on top of the changes in
atmospheric CO2 concentration due to shutting off the sediment source of iron, ligand
variations introduce additional changes of 10-25%. Thus, the effect of shutting off the
sediment release is also larger than the variation of the ligand concentrations in their
results.
We scaled the sedimentary iron release with bottom water temperature to introduce
temperature dependent remineralization in sediments as it was already applied to rem-
ineralization in the water column in the previous model versions. Enzymatic reactions
are directly temperature dependent (Arndt et al., 2013) so dissimilatory iron reduction
in sediments should be temperature dependent as well. Although physiological adapta-
tion of the benthic microbial community to low temperatures may compensate for some
of the positive effect of temperature on remineralization rates (Arndt et al., 2013), lab
experiments show that remineralization rates increase up to sevenfold when sediment is
incubated at a temperature gradient (Arnosti et al., 1998; Sanz-La´zaro et al., 2011). The
exact influence of temperature on remineralization in sediments is thus still unclear (Arndt
et al., 2013). Our choice to include the temperature dependence on the sedimentary iron
release is mainly motivated by too high simulated iron concentrations in the Southern
Ocean without the temperature dependence. For comparison we optimized the ratio of
iron released from the sediment and phosphorus in particulate matter that sinks into the
sediment (Fe : P sed = 0.015 mol Fe (mol P)
−1 ) in a simulation without the temperature
dependence of the sedimentary iron release to give the best possible agreement to obser-
vations and conducted a 1000 year test simulation. While the average observed iron con-
centrations south of 40◦ S are 0.52 nM, simulated concentrations are 0.67 nM without and
0.53 nM with the temperature dependence. Both simulations show a reasonable globally
averaged vertical profile of dissolved iron while without the temperature dependence the
profile appears to be closer to the observations because of generally higher concentrations
(Fig. 3.20a). However, the difference between simulated and observed iron concentrations
is smaller in the simulation with temperature dependence, particular in the deep ocean
below 3500 m but also from the surface down to 1500 m (Fig. 3.20b). Generally, the simu-
lation without temperature dependence leads to lower iron concentrations in the tropical
ocean, particular in the Indian Ocean and the western Pacific because of shallow water
depths, and higher iron concentrations in the higher latitudes compared to the simulation
without the temperature dependence. Thus, more phosphate is taken up in the higher lat-
itudes and phosphate concentrations increase in the tropical regions and east of Australia
due to increased iron limitation near Australia and in the tropical Pacific. The model
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Figure 3.20: Influence of the temperature dependence (T dep.) of the benthic iron release.
(a) Vertical profiles of globally averaged dissolved iron concentrations (dFe) with (black)
and without (green) the temperature dependence. (b) Vertical profile of the averaged
absolute deviation between simulated and observed dFe with (black) and without (green)
the temperature dependence. (c) Difference in surface dissolved iron concentrations and
(d) difference in surface phosphate concentrations between the simulations without and
with the temperature dependence.
without the temperature dependence and Fe : P sed = 0.015 mol Fe (mol P)
−1 can be seen
as an alternative configuration. Although iron observations are still scarse and associ-
ated with uncertainty as discussed before, because there is a better agreement with the
observations with the temperature dependent sedimentary iron release parameterization
we made this formulation the standard one. However, more observations and experi-
ments of the temperature dependence of benthic remineralization are needed to verify
our assumption. Finally, we performed global warming scenario simulations with the old
and the new model and analyzed the response of the ocean. The other components of
the Earth system appear to be nearly not influenced by the inclusion of the dynamic
iron cycle and the general response of the model to climate warming has already been
analyzed in Eby et al. (2013), Zickfeld et al. (2013), and Keller et al. (2014). We ran
both models from the 10 000 year long spinups for an additional 200 years during which
the atmospheric CO2 concentration was allowed to change. Then, we started the emis-
sions driven climate change scenario in the year 1765 and ran the model to year 2100.
The CO2 emissions follow historical observations to the year 2000 and then a high-CO2
emissions representative concentration pathway (RCP 8.5) scenario (Meinshausen et al.,
2011). Changes in land use, volcanic and solar forcing, aerosols and other greeenhouse
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Figure 3.21: Results of the global warming scenario run following the high CO2 emis-
sions representative concentration pathway (RCP 8.5) scenario: (a) Annual average CO2
concentrations with the new model and with the model by Keller et al. (2012) (not dis-
tinguishable), (b) globally integrated export production at 80 m with the new model and
with the model by Keller et al. (2012), (c) the difference in surface dissolved iron concen-
trations between the year 2100 and year 1765.
gases are held constant in our simulations. The global warming scenario simulations with
the old and new models do not differ much in terms of atmospheric CO2 concentrations
(Fig. 3.21) as it is only 1.2µatm lower in the year 2100 with the new model than with
the old one. The inclusion of a dynamic iron cycle does thus not alter the oceanic CO2
exchange in our model during a climate change simulation on this time scale. However,
export production is decreasing faster with the new model during the time from 1765 to
2100. At the same time NPP decreased from 54.82 to 50.98 Pg C yr−1 with the new model
and only from 53.70 to 51.90 Pg C yr−1 with the old model. This stronger decrease is due
to the increasing iron limitation in the iron limited regions such as the Southern Ocean,
equatorial Pacific and North Pacific. The changes in iron limitation are caused by stronger
stratification which increases iron concentrations at regions of high dust deposition but
decreases iron in regions where supply from the deep ocean is dominant (Fig. 3.21c).
During the climate warming simulation we keep the atmospheric iron deposition con-
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Table 3.3: Simulated fluxes in the iron cycle expressed in Gmol Fe yr−1 for the preindustrial
model state at year 1765 and a future state at year 2100. The difference of the fluxes is
denoted by ∆Flux.
Flux name 1765 2100 ∆Flux
Sediment release 18.8 17.8 −1
Svavenging 67.8 75.2 +7.4
Remineralization 64.2 65.2 +1
Recycling 28.6 26.7 −1.9
Uptake 45.2 42.2 −3
Grazing/Lysis 16.7 15.6 −1.1
stant but the sediment release of iron decreases from 18.8 to 17.8 Gmol Fe yr−1 (Table 3.3)
due to the lower amount of organic matter reaching the sediment. In our model, the role
of O2 on the sediment release of iron is restricted to areas of O2 < 5 mmol m
−3 which,
in our simulation, show a global decrease over the 21st century under global warming
as in Duteil and Oschlies (2011). While scavenging and remineralization increase by 7.4
and 1.0 Gmol Fe yr−1 , iron recycling, uptake and grazing/lysis decrease during the sim-
ulations from 1765 to 2100. This is caused by the higher stratification, leading to lower
iron concentrations in the euphotic zone and higher concentrations below. Together this
shows that the response of the dynamic iron cycle to the CO2 emission scenario has a lim-
ited impact on the atmospheric CO2 concentration on centennial time scales, but that
the changes of iron concentration can be strong and possibly lead to changes in ocean
biogeochemistry on longer time scales.
3.5 Conclusions
Including a dynamic iron cycle leads to a better agreement between observed and sim-
ulated iron and, to a minor extent, macronutrient concentrations than with the iron
concentration mask used in the previous model (Keller et al., 2012). The iron cycle now
also responds dynamically and interactively with the ocean biogeochemistry to possible
perturbations. The improvement of the iron cycling model, when compared to other
models such as the one by Misumi et al. (2013), is in part due to better constrained
parameters, for example by Gledhill and Buck (2012). Since many fluxes and parameters
of the iron cycle are still unconstrained and we find a strong sensitivity of the simulated
iron concentrations to ligand concentrations, more observations are necessary, particular
ones associated with scavenging since it is the largest flux in the iron cycle.
Many studies have focused on dust deposition as the dominant source of iron to the
ocean (Parekh et al., 2008; Tagliabue et al., 2008; Oka et al., 2011; Nickelsen and Os-
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chlies, 2015), while recently sediment release of iron has been suggested to also be highly
important (Moore and Braucher, 2008; Tagliabue et al., 2009a, 2014a). We add to these
results with our experiments regarding the variable solubility of iron in dust, the tem-
perature dependence of sedimentary iron release and the depth correction of iron release
from the sediment. Although variable solubility of iron has a strong impact on the iron
concentrations simulated by our model, its effect on macronutrient concentrations is small
because it primarily alters iron concentrations in regions that are not iron limited. On the
other hand, the subgridscale bathymetry for sedimentary iron release has a very strong
impact on both iron concentrations and macronutrients because sediment release is the
dominant source of iron in iron limited regions such as the Southern Ocean and east-
ern tropical Pacific in our model. The temperature dependence of the sedimentary iron
release primarily leads to a better agreement between simulated and observed dissolved
iron concentrations in the Southern Ocean. Changes in the sediment source can thus
potentially drive strong changes in iron limitation at the surface and more observations
on what controls sedimentary iron release are crucial.
The dynamic response of the iron cycle also allows us to investigate its response to climate
change. A previous study found that physical changes in ocean circulation could influence
iron supply in iron limited regions (Misumi et al., 2014). However, the largest external
source of iron, the release of iron from the sediments, is constant in their model. Due to
the strong control of iron released from the sediments on surface iron limitation shown
earlier, the response of the sedimentary iron release to climate change could contribute
largely to changes of iron concentration and primary production. Sediment release of iron
depends on organic matter reaching the sediment, temperature and bottom water oxy-
gen concentrations in our model, all of which change during climate change. Particularly
changes in oxygen concentrations could influence iron release from the sediment and could,
in turn, also be influenced by iron limitation at the ocean surface. Lower iron limitation
could lead to higher export of organic matter and oxygen consumption during respiration.
The possible interaction between oxygen and iron concentrations and parameterizations
of iron release from the sediment are thus worth to be investigated further.
Model code availability
The University of Victoria Earth System Climate Model version 2.9 (2009) together with
a readme file is available at http://www.climate.uvic.ca/model/. The complete files of
the model code of the model version used in this paper that are different to files at http://
www.climate.uvic.ca/model/ are available in the Supplement together with additional
forcing files. Please see the readme file in the supplement for further instructions on
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how to use the code. In addition, the model output of the last 1000 years which is used
to create the plots and restart files after 9000 and 10 000 years of the 10 000 year spinup
are provided at https://thredds.geomar.de/thredds/fileServer/peerReviewData/
nickelsen-et-al_gmd_2014/Nickelsen-et-al_GMD_2014_submitted.zip.
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4 A revised global estimate of dissolved iron fluxes
from marine sediments
This chapter is based on the paper “A revised global estimate of dissolved iron fluxes from
marine sediments” accepted for publication in the journal Global Biogeochemical Cycles.
Citation: Dale, A. W., Nickelsen, L., Scholz, F., Hensen, C., Oschlies, A., and Wall-
mann, K. (2015). A revised global estimate of dissolved iron fluxes from marine sediments.
Global Biogeochemical Cycles, accepted, doi:10.1002/2014GB005017.
Abstract Literature data on benthic dissolved iron (DFe) fluxes (µmol m−2 d−1), bottom
water oxygen concentrations (O2BW , µM) and sedimentary carbon oxidation rates (COX ,
mmol m−2 d−1) from water depths ranging from 80 to 3700 m were assembled. The data
were analyzed with a diagenetic iron model to derive an empirical function for predicting
benthic DFe fluxes:
DFe flux = γ tanh(
Cox
O2BW
)
where γ (=170 µmol m−2 d−1) is the maximum flux for sediments at steady state located
away from river mouths. This simple function unifies previous observations that COX
and O2BW are important controls on DFe fluxes. Upscaling predicts a global DFe flux
from continental margin sediments of 109 ± 55 Gmol yr−1, of which 72 Gmol yr−1 is
contributed by the shelf (<200 m) and 37 Gmol yr−1 by slope sediments (200 - 2000
m). The predicted deep-sea flux (>2000 m) of 41 ± 21 Gmol yr−1 is unsupported by
empirical data. Previous estimates of benthic DFe fluxes derived using global iron models
are far lower (ca. 20-30 Gmol yr−1). This can be attributed to (i) inadequate treatment
of the role of oxygen on benthic DFe fluxes, and (ii) improper consideration of continental
shelf processes due to coarse spatial resolution. Globally-averaged DFe concentrations in
surface waters simulated with an intermediate-complexity Earth system climate model
(UVic ESCM) were a factor of two higher with the new function. We conclude that (i)
the DFe flux from marginal sediments has been underestimated in the marine iron cycle,
and (ii) iron scavenging in the water column is more intense than currently presumed.
4.1 Introduction
Iron (Fe) is a regulating micronutrient for phytoplankton productivity and the efficiency
of the biological pump over large areas of the ocean (Martin and Fitzwater, 1988; Martin
and Gordon, 1990; Moore and Doney, 2007; Boyd and Ellwood, 2010). Indeed, natural
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iron fertilization of the ocean by enhanced dust inputs is believed to have contributed to
lower CO2 levels during the Last Glacial Maximum (Martin and Gordon, 1990; Sigman
and Boyle, 2000). Understandably, therefore, global circulation models with a focus on Fe
have often considered dissolution from dust to be the major external source of dissolved
iron to the surface ocean (Archer and Johnson, 2000; Aumont, 2003; Parekh et al., 2004).
The atmospheric, dissolvable iron input is around 10 Gmol yr−1 or less, yet is highly
uncertain due to the poorly-constrained solubility of particulate iron (Jickells et al., 2005;
Luo et al., 2008; Mahowald et al., 2005; Galbraith et al., 2010; Misumi et al., 2014; Nick-
elsen et al., 2014).
More recently, continental margin sediments have been shown to be important sources
of dissolved iron (DFe) to the coastal ocean and beyond (Elrod et al., 2004; Lohan and
Bruland, 2008; Cullen et al., 2009; Severmann et al., 2010; Jeandel et al., 2011; John et al.,
2012; Conway and John, 2014). Most global iron models now include an explicit sediment
source of DFe, albeit with very different parameterizations. For instance, benthic DFe
fluxes have been described using a fixed or maximum flux at the seafloor (Moore et al.,
2004; Aumont and Bopp, 2006; Misumi et al., 2014). Others used the empirical rela-
tionship between DFe flux and benthic carbon oxidation rates (COX ) proposed by Elrod
et al. (2004) (Moore and Braucher, 2008; Palastanga et al., 2013). In recognition that
DFe fluxes from marine sediments are enhanced under oxygen-deficient bottom waters
(McManus et al., 1997; Lohan and Bruland, 2008; Severmann et al., 2010), some workers
opted for an oxygen ‘switch’ (Galbraith et al., 2010; Nickelsen et al., 2014). Here, all par-
ticulate iron that falls to the seafloor is returned to the water column as DFe if bottom
water oxygen concentration (O2BW ) falls below a pre-defined threshold. Given the lack of
consensus of how benthic iron should be described in models, the magnitude of this source
is only vaguely constrained at 8 – 32 Gmol yr−1 (Jickells et al., 2005; Galbraith et al.,
2010; Misumi et al., 2014; Nickelsen et al., 2014; Tagliabue et al., 2014a). This uncer-
tainty is very likely propagated to the parameterization of the DFe source/sink terms in
the water column, which themselves are very poorly understood (Nickelsen et al., 2014).
Thus, there is a real need to better constrain DFe sources and sinks in the ocean.
Whilst there is little disagreement that both O2BW and COX are important factors for
predicting DFe fluxes, a unifying paradigm has so far not been proposed in a quantitative
and empirical fashion. The oxygen threshold used by Galbraith et al. (2010) and Nick-
elsen et al. (2014) is an advance in the right direction, but the threshold concentration
is somewhat arbitrary and not well justified empirically. In this study, we re-analyze the
available literature data at sites where benthic DFe fluxes, O2BW and COX have been
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reported. Our prime objective is to derive a simple algorithm to predict DFe fluxes from
marine sediments at the global scale based on O2BW and COX as the two key control-
ling variables. We then analyze the impact of this source on DFe distributions in ocean
surface waters by coupling the algorithm to an intermediate-complexity Earth system cli-
mate model (UVic ESCM). We find that the sedimentary DFe source may be several times
higher than current estimates suggest, implying that scavenging in the water column is
currently too weak in global iron models and that the residence time of iron in the ocean
is shorter than assumed previously.
4.2 Data acquisition and evaluation
Benthic iron fluxes were compiled from the literature along with reported O2BW and COX
(Table 4.1). In these studies, the water samples for iron analysis were filtered (0.45 µm),
acidified and analyzed for the total dissolved fraction using various analytical method-
ologies (see Table 4.1). Only fluxes measured using non-invasive benthic chambers were
considered. DFe fluxes derived from pore water gradients often do not correlate with in
situ fluxes due to processes at the sediment water interface operating over spatial scales
smaller than the typical cm-scale sampling resolution Homoky et al. (2012). Furthermore,
enhanced DFe flux to the bottom water by flushing of animal burrows (bioirrigation) is
also not captured by pore water gradients. We note, however, that benthic DFe fluxes
determined using chambers may also suffer from artifacts due to oxidative losses and scav-
enging onto particles (e.g. Severmann et al. (2010)). In this study, we make no attempt
to re-evaluate the published data with regards to these aspects and the reported benthic
DFe fluxes are used.
Almost all data where DFe fluxes, O2BW and COX have been measured simultaneously
originate from the Californian shelf and slope (McManus et al., 1997; Berelson et al., 2003;
Severmann et al., 2010). These data cover a wide range of COX and O2BW from severely
hypoxic (∼ 3 µM) to normal oxic (> 63 µM) conditions. DFe fluxes range from <0.1 µmol
m−2 d−1 on the slope to 568 µmol m−2 d−1 in the San Pedro Basin. High fluxes of 332
µmol m−2 d−1 were also measured on the Oregon margin close to river mouths (Severmann
et al., 2010). Absent from the Californian data are DFe fluxes under anoxic conditions.
In situ fluxes are available for anoxic areas of the Baltic and Black Seas (Friedrich et al.,
2002; Pakhomova et al., 2007). Yet, these are not included in our database because sup-
porting COX data are unfortunately lacking. We therefore supplemented the database
with fluxes from the Peruvian OMZ where bottom waters on the shelf and upper slope
are predominantly anoxic (Noffke et al., 2012). The highest DFe flux in our database was
measured here (888 µmol m−2 d−1). In this study, we define anoxia as O2 concentrations
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Table 4.1: Literature data on benthic DFe fluxes
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a Depth ra ge where the data were collected.
b McManus et al. (1997): Total dissolved iron determined by chemiluminescence. Positive fluxes
only (= out of sediment). Negative fluxes are <0.5 µmol m−2 d−1 and ignored in this study.
COX was determined from
∑
CO2 fluxes corrected for carbonate dissolution.
c Berelson et al. (2003): Total dissolved iron determined by flow-injection analysis with chemi-
luminescence detection. COX was determined from
∑
CO2 fluxes corrected for carbonate disso-
lution.
d Severmann et al. (2010): Total dissolved iron determined by inductively coupled plasma mass
spectrometry. DFe fluxes of 421 to 568 µmol m−2 d−1 were reported for the San Pedro and Santa
Monica basins compared to only 13 – 18 µmol m−2 d−1 measured previously at the same sites
(reported by Elrod et al. (2004)). COX was determined from
∑
CO2 fluxes without correction
for carbonate dissolution.
e Noffke et al. (2012): Total dissolved iron determined by inductively coupled plasma mass spec-
trometry. COX was determined as the HCO
−
3 flux from pore water TA gradients and showed
very good agreement with numerical modeling results (Bohlen et al., 2011).
below the detection limit of the Winkler titration, ca. 3 µM.
The final database includes 82 data points where DFe flux, O2BW and COX data have
been reported for the same site. DFe fluxes and COX were taken as the reported mean
values plus error (where given) determined from multiple chambers during the same de-
ployment. Hence, the actual number of individual DFe fluxes is much greater than 81. In
total, 25 fluxes are from shelf settings (≤200 m), 40 are from the slope (>200 – 2000 m),
and 16 are from deeper waters down to 3700 m. The deep sea is thus under-represented
in the database compared to the continental margin.
At first glance, defining any relationship between DFe flux, O2BW and COX seems like
an impossible task (Fig. 4.1). DFe fluxes scatter over many orders of magnitude for any
given O2BW or COX . The apparent dependence of DFe flux on O2BW , as observed in the
data set of (Severmann et al., 2010), is much more tenuous when data from all studies
are considered collectively. The linear relationship between DFe flux (in µmol m−2 d−1)
and COX (in mmol m- 2 d
−1) proposed by Elrod et al. (2004) does seem to broadly apply
(DFe = 0.68 × COX – 0.5), although DFe fluxes > 10 µmol m−2 d−1 for low COX are not
well represented by that model (Fig. 4.1b).
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In order to understand the scatter in these plots, we first organized the individual
fluxes into two groups depending on whether the COX was above or below 4 mmol C m
−2
d−1. This definition is not arbitrary; it represents the COX at the shelf break (ca. 200
m) where a sharp gradient change in total benthic O2 uptake occurs (Andersson, 2004).
Above this depth (i.e. on the shelf), COX increases to > 20 mmol m
−2 d−1 whereas on the
slope it declines much more gradually to ca. 1 mmol m−2 d−1 or less at 3000 m (Burdige,
2007). Although we recognize that COX does not strictly correlate with water depth, the
overall relationship is clear enough (see Burdige (2007) that we can collectively term the
sites above and below the COX threshold as shelf and slope, respectively.
In a second step, the DFe fluxes were binned into discrete O2BW intervals: anoxic (O2BW
≤ 3 µM), severely hypoxic (> 3 µM < O2BW ≤ 20 µM), weakly hypoxic (> 20 µM < O2BW
≤ 63 µM) and normal oxic (O2BW > 63 µM). Two of these boundaries were chosen based
on strict (i.e. anoxia, that is, below detection limit) or more consensual definitions (i.e.
hypoxia = O2 < 63 µM). The 20 µM boundary is somewhat subjective. We chose this
value because Elrod et al. (2004) noted that their DFe-COX correlation did not capture
iron fluxes at sites with O2BW concentrations below this value. It may well be that this
concentration represents a tipping point beyond which large changes in DFe flux occur
due to alterations in respiration pathways and/or faunal regime shifts (Levin and Gage,
1998). We will revisit this idea later.
Following these criteria, the data broadly show that DFe flux correlates inversely with
increasing O2BW and decreasing COX . High DFe fluxes on the shelf (circles in Fig. 4.1a)
are clearly distinguishable from the much lower fluxes on the slope (triangles). For the
slope setting, low DFe fluxes of 1.3 and 0.4 µmol m−2 d−1 are found for the weakly hypoxic
and oxic intervals, respectively, whereas a pronounced increase to 36 and 188 µmol m−2
d−1 is associated with the severely hypoxic and anoxic intervals (respectively). A very
similar trend emerges for the shelf with a high end flux of 465 µmol m−2 d−1 in anoxic
shelf settings. However, there is a large uncertainty associated with these numbers due
to (i) few data available for anoxic and hypoxic sites on the shelf and (ii) bias towards
the high fluxes measured in the San Pedro and Santa Monica Basins and on the Peru
and Eel River shelves. Excluding these four points with DFe fluxes > 300 µmol m−2
d−1 considerably reduces the binned values for anoxic and severely hypoxic waters (open
symbols in Fig. 4.1a). Furthermore, it is also not clear if the high fluxes on the shelf
truly reflect higher COX , or whether this simply reflects the fact that most organic matter
is deposited on the shelf along with iron-rich terrestrial material. Consequently, in the
following section we use a diagenetic model to identify the factors regulating benthic iron
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Figure 4.1: Measured DFe fluxes versus bottom water O2. Black circles and light blue
triangles correspond to individual sites with COX > 4 (≈ shelf) and <4 mmol m−2 d−1
(≈ slope), respectively. The larger colored symbols are the mean DFe fluxes and O2
concentrations within each binned range of O2 (error bars are standard deviations), where
circles and triangles denote shelf and slope, respectively. The large white symbols with
colored outlines show the binned data without the four fluxes > 300 µmol m−2 d−1 (San
Pedro Basin, Santa Monica Basin, Eel River shelf and Peruvian shelf). The black and blue
curves are modeled fluxes for the shelf and slope, respectively; solid curves = standard
model, dashed curves = standard model with no decrease in faunal activity at low O2BW .
(b) Measured DFe fluxes versus COX color-coded according to O2BW (diamonds). The
large circles (shelf) and triangles (slope) are the measured binned data from (a) plotted
for the shelf and slope values of COX (indicated on x-axis). The mean modeled fluxes for
each O2BW interval are the corresponding colored squares. The curve is the regression of
Elrod et al. (2004): DFe = 0.68 × COX – 0.5, based on data published by McManus et al.
(1997) and Berelson et al. (2003). Error bars for the individual sites in (a) and (b) are
taken from the literature where reported (Table 4.1). Error bars on COX are not shown
for clarity.
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fluxes and provide a mechanistic understanding of the emerging trends in Fig. 4.1.
4.3 Benthic iron model
A vertically-resolved 1-D reaction-transport model was used to simulate the coupled C, N,
Fe, Mn and S cycles in the upper 30 cm of sediments. Our aim is to calculate benthic DFe
fluxes in representative shelf (0-200 m) and upper slope (200-1000 m) environments for
the observed range of O2BW (1-200 µM) and compare these to the measured data in Fig.
4.1. Water depths of 100 m and 600 m (respectively) were chosen based on conventional
hypsometric intervals (Menard and Smith, 1966). In the model, solids are transported
dynamically by sediment accumulation and by bioturbation in the upper mixed surface
layer where metazoans mainly reside. Solutes are also affected by molecular diffusion and
bioirrigation; the latter describing the non-local exchange of seawater with pore water by
burrowing fauna. The model is described fully in the Supplement of Dale et al. (2015).
It is based on previous empirical diagenetic models and for greater transparency we have
formulated the biogeochemical reactions and parameters in line with these studies (e.g.
VanCappellen and Wang (1996); Wang and Van Cappellen (1996); Berg (2003); Dale et al.
(2009, 2013)).
The parameterization of key transport processes, boundary conditions and kinetic pa-
rameters was achieved using global empirical relationships where possible (Table 4.2).
The sedimentation rate and surface bioturbation coefficient were calculated on the basis
of water depth (Burwicz et al., 2011; Middelburg et al., 1997). Similarly, Burdige (2007)
compiled a database of sediment COX for the same water depth intervals as used here. As
a first approximation, this was assumed to be equal to the total rain rate of particulate
organic carbon (POC) to the seafloor since less than 10% of organic matter reaching the
ocean floor is ultimately preserved in marine sediments (Hedges and Keil, 1995). Bioir-
rigation coefficients were calculated following the procedure of Meile and Van Cappellen
(2003). In line with other models, irrigation of Fe2+ was lowered relative to other solutes
due to its high affinity to oxidation on burrow walls (Berg, 2003; Dale et al., 2013). Fluxes
of total iron oxides were defined according to the bulk sedimentation rate (Table 4.2).
Due to the general scarcity of data from sediments underlying oxygen deficient wa-
ters, these global relationships apply to normal oxic conditions. Yet, the bioirrigation and
bioturbation coefficients cannot be treated as constant parameters in the simulations due
to the dependency of metazoans on oxygen. Faunal activity levels under low O2 are not
well documented, but the rate and intensity of bioturbation and irrigation are probably
lower (Diaz and Rosenberg, 1995; Middelburg and Levin, 2009). The bioirrigation and
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Table 4.2: Key model parameters used in the simulation of the shelf and slope sediments
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a The complete model is described in the Supplement of Dale et al. (2015).
b The mid-depth of the shelf (0-200 m) and upper slope (200-1000 m) according to Menard and
Smith (1966).
c Table 4 in Burdige (2007), based on his compilation of benthic carbon oxidation rates.
d Fluxes of total particulate iron oxide (FeT ) to the sediment were based on the Fe content in
average sedimentary rock (∼5%, (Garrels and Mackenzie, 1971) which is similar to Fe content
in red clays (Glasby, 2006). The total Fe flux was calculated using the equation 0.05ωacc(1 −
φ(L))ρs/AW where φ(L) is the porosity of compacted sediment (0.7), ρs is the dry sediment
density (2.5 g cm–3) and AW is the standard atom c weight of iron (55.8 g mol
−1). 50% of this
flux is unreactive (Poulton and Raiswell, 2002), and the other 50% is divided equally among
FFeHR, FFeMR and FFePR (see text).
e Values tested i the model are 1, 2, 5, 10, 15, 25, 50, 100 and 200 µM.
f VanCappellen and Wang (1996); Wang and Van Cappellen (1996); Berg (2003) and others.
See Supplement of Dale et al. (2015) for reaction stoichiometry and kinetics.
g f is a dimensionless factor that scales the bioturbation and bioirrigation coefficients to O2BW
(µM). It is equal to 0.5 + 0.5 · erf ((O2BW − a)/b), where erf is the error function and a (20 µM)
and b (12 µM) are constants that define the steepness of decline of f with decreasing O2BW .
h Meile and Van Cappellen (2003) calculated the average bioirrigation coefficient in surface
sediments (α, yr−1) based on total sediment oxygen uptake and bottom water O2. As a first
approximation, sediment oxygen uptake was assumed to be equal to FPOC . α(0) was calculated
from α following Thullner et al. (2009) for a bottom water O2 concentration of 120 µM which
is representative of shelf and slope environments. Irrigation of Fe2+ was scaled to 20% of that
for other solutes due to its high affinity for oxidation on burrow walls.
i The depth of the sediment affected by irrigation on the shelf was adjusted to coincide with the
depth of the bioturbation zone (ca. 7 cm).
j A full description of POC degradation kinetics is given in the Supplement of Dale et al. (2015).
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bioturbation coefficients were thus multiplied by a factor (f) that mimics the reduction
in faunal activity at low O2BW (Table 4.2). Specifically, the maximum bioirrigation and
bioturbation rates are reduced by 50% when O2BW is at the level where shifts in faunal
community structure occur (ca. 20 µM, Levin and Gage (1998). Bioirrigation and bio-
turbation rates are depressed even further at lower O2BW , in line with field observations
(Dale et al., 2013). The model sensitivity to constant animal mixing rates for all O2BW
levels is shown below.
Continuum kinetics for describing POC degradation is a key aspect of the model (Mid-
delburg, 1989; Boudreau and Ruddick, 1991). This approach captures the temporal evo-
lution of organic matter reactivity, as opposed to multi-G models that pre-define a fixed
first-order decay constant of one or more carbon fractions (Westrich and Berner, 1984).
However, continuum models cannot be readily applied to bioturbated sediments due to
random mixing of particles of different ages by animals (Boudreau and Ruddick, 1991).
Thus, we developed a procedure for approximating the continuum model in bioturbated
sediments by defining multiple (14) carbon pools based on the initial distribution of car-
bon reactivity (see Supplement of Dale et al. (2015)). This distribution is defined by
two parameters; the average lifetime of the reactive components, a (yr), and the distri-
bution of POC reactivity, ν (-) (Table 4.2). Low ν values indicate that organic matter is
dominated by refractory components, whereas higher values correspond to a more even
distribution of reactive types. Similarly, organic matter characterized by low a will be
rapidly degraded below the sediment-water interface whereas a high a implies less reactive
material that is more likely to be buried to deeper sediments. Whilst we can expect some
regional differences in these parameters, we used values corresponding to fresh organic
matter to shelf and slope settings (Boudreau et al., 2008). This is a reasonable, but not
entirely robust, assumption given relatively rapid particulate sinking rates in the water
column (Kriest and Oschlies, 2008).
A comprehensive iron cycle is included. The reactivity of particulate iron (oxyhydr)oxides
(hereafter Fe oxides) was defined according to the widely-employed classification based
on wet chemical extraction methods (Canfield et al., 1992; Raiswell and Canfield, 1998;
Poulton et al., 2004). Reactive Fe oxides can be broadly defined as highly reactive (FeHR),
moderately reactive (FeMR) or poorly reactive (FePR). FeHR has a half-life of < 1 yr and
represents iron contained within amorphous and reactive crystalline oxides (ferrihydrite,
goethite, lepidocrocite and hematite), pyrite and acid volatile sulfides, plus a small frac-
tion of iron in reactive silicates (Canfield et al., 1992; Raiswell and Canfield, 1998). FePR
has a half-life of at least 105 yr and represents iron released from a wide range of reactive
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silicates and magnetite. FeMR comprises all the iron with a reactivity intermediate be-
tween FeHR and FePR (i.e. magnetite and reactive silicates) with a half life of 102 yr. An
additional terrigenous detrital iron fraction, representing Fe bound within silicate miner-
als (FeU), is essentially unreactive on early diagenetic time scales and constitutes about
half of all sedimentary iron underlying oxic waters (Poulton and Raiswell, 2002). The
model simulates all four of these fractions, defined chemically as Fe(OH)3.
The Fe cycle involves a number of oxidation-reduction pathways (see Supplement of Dale
et al. (2015)). These include authigenic precipitation of FeHR via aerobic and anaerobic
oxidation of ferrous iron; processes that constitute an efficient geochemical barrier against
DFe release from the sediment (McManus et al., 1997; Berg, 2003). Reactive Fe oxides
can be reduced by dissolved sulfide according to the reaction kinetics proposed by (Poul-
ton et al., 2004). FeHR is also consumed by dissimilatory iron reduction (DIR), whereas
the other phases are too crystalline (unreactive) to be of benefit to iron reducing bacteria
(Weber, 2006). Non-reductive dissolution of iron has also been proposed to be a dominant
source of benthic iron on continental margins that display low rates of reductive Fe dis-
solution (Radic et al., 2011; Jeandel et al., 2011; Homoky et al., 2013; Conway and John,
2014). However, this process has not been described mechanistically and is not considered
in our model at this point in time. FeHR further undergoes ageing into more crystalline
FeMR (Cornell and Schwertmann, 1996). The iron module also includes iron mono-sulfide
(FeS) and pyrite (FeS2) precipitation; the latter via the H2S pathway (Berzelius reaction)
and by reaction with elemental sulfur, S0 (Bunsen reaction) (Rickard and Luther, 2007).
FeS and FeS2 can be oxidized aerobically, whereas S
0 can disproportionate to sulfate and
sulfide.
The model was coded and solved using the method of lines with MATHEMATICA 7.0
assuming a diffusive boundary layer of 0.04 cm thickness at the sediment-water interface
(Boudreau, 1996). Further details on the model solution can be found in the Supplement
Dale et al. (2015).
4.4 Model results
The model reproduces the trend of higher DFe fluxes with decreasing O2BW (Fig. 4.1a)
and increasing COX (Fig. 4.1b). The absolute magnitude of the modeled fluxes for the
shelf and slope settings depends on the water depths chosen to represent these environ-
ments, meaning that the fluxes are not as rigidly defined as implied in the plots. The
modeled DFe fluxes for each O2BW interval in the anoxic and severely hypoxic intervals
are underestimated. Yet, with the exception of the anoxic shelf, removing the four fluxes
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> 300 µmol m−2 d−1 improves the agreement with the model (open symbols, Fig. 4.1a).
The anoxic shelf flux is tenuous because only two data points are available here.
As O2BW increases, a larger fraction of POC is respired by O2 at the expense of other
electron acceptors, principally sulfate (Fig. 4.2a). DIR accounts for less than 2% of
POC respiration under all O2BW conditions on the shelf, and less than 0.2% on the slope.
Nonetheless, DIR constitutes the largest source of DFe for anoxic and hypoxic settings
(Fig. 4.2b). At higher O2BW , reduction of iron oxides by sulfide becomes more impor-
tant. This finding is counter-intuitive because sulfidic reduction is expected to be less
pronounced as O2BW increases. It can be explained by the increase in bioturbation which
mixes labile iron oxide below the surface sediment where POC mineralization rates are
highest (Fig. 4.2d). This results in a less pronounced DIR peak and a greater likelihood
that iron oxide is instead reduced by sulfide deeper down. In these subsurface horizons,
iron undergoes repeated redox cycling (Fig. 4.2b,c) whereby DFe is oxidized to Fe(III),
mainly by Mn(IV), and then regenerated when the authigenic iron oxide is again reduced
by sulfide or organic matter (e.g. Wang and Van Cappellen (1996). This tends to increase
the apparent total rate of iron sources (or sinks), from 595 µmol m−2 d−1 under anoxia
to 757 µmol m−2 d−1 under weakly hypoxic conditions, even though the total flux of
particulate iron to the sediment is the same in all cases.
Under near anoxic conditions, almost half of all DFe is lost to the water column (Fig.
4.2c). A sink-switching effect takes place with higher O2BW , whereby DFe oxidation in-
creases at the expense of benthic DFe loss, thereby leading to greater retention of DFe.
DFe fluxes fall sharply when bottom waters transition from severe to weak hypoxia, which
is reflected in the field observations by the increase in DFe fluxes when O2BW < 20 µM
(Fig. 4.1). This concentration may represent a tipping point, beyond which sediments
become highly efficient at retaining the iron deposited on the sediment surface. In this
regard, it is noteworthy that the boundary between surface sediments that are enriched
and depleted in Fe in the Peruvian oxygen minimum zone is located exactly where bottom
oxygen concentrations rise above 20 µM (Scholz et al., 2014a).
The impact of O2BW on DFe fluxes is illustrated more graphically by the DFe pore water
concentrations in Fig. 4.2d. Under very low O2BW , the DFe concentration gradient at the
sediment-water interface is extremely sharp, which drives a large flux across the diffusive
boundary layer. In this case, O2 barely penetrates the sediment and acts as a poor geo-
chemical barrier to DFe flux (McManus et al., 1997). Under weakly hypoxic conditions,
O2BW penetrates deeper leading to a more efficient oxidative sink for DFe. The resulting
4 A revised global estimate of dissolved iron fluxes from marine sediments 78
O2 = 1 µM
Dissimilatory 
Fe(III) reduction
Sulfidic Fe(III) 
reduction
Iron sulfide 
oxidation
Fe2+ oxidation 
with O2
Fe2+ oxidation 
with Mn(IV)
Iron sulfide 
precipitation
Fe2+ efflux
(b) DFe sources (µmol m-2 d-1 of Fe)
(c) DFe sinks (µmol m-2 d-1 of Fe)
595 µmol m-2 d-1 668 µmol m-2 d-1 757 µmol m-2 d-1 682 µmol m-2 d-1
0 15 30
Fe2+
10
8
6
4
2
0
D
ep
th
 (c
m
)
0 0.5 1
O2
0 15 30
Fe2+
10
8
6
4
2
0
0 10 20
O2
0 15 30
Fe2+
10
8
6
4
2
0
0 25 50
O2
0 15 30
Fe2+
10
8
6
4
2
0
0 200
O2
O2
NO3-
NO2-
SO42-
(a) POC mineralization pathways (mmol m-2 d-1 of C)
0.1 1
RPOC
2
1
0
D
ep
th
 (c
m
)
0 0.04
DIR
0.1 1
RPOC
2
1
0
0 0.04
DIR
0.1 1
RPOC
2
1
0
0 0.04
DIR
0.1 1
RPOC
2
1
0
0 0.04
DIR
(d)
Anoxic Severely
hypoxic
0.3
1.4
1.5
4.3
1.1
0.8
0.94.7
2.1
0.5
0.5
4.3 4.9
2.2
0.2
0.3
137
458 481
185
291
455 413
255
11
264
134
198 175
15
264
215
267
311
11665
12
163
306
200
Weakly
hypoxic
Oxic
O2 = 15 µM O2 = 50 µM O2 = 200 µM
Figure 4.2: (a-c) Simulated rates for the shelf environment for each oxygen regime in-
dicated at the top of the figure. (a) POC mineralization pathways. Fe and Mn oxide
reduction rates are <0.1 mmol m−2 d−1 and not indicated. (b) DFe sources. Iron sulfide
oxidation is negligible and only shown for the oxic setting. (c) DFe sinks. Oxidation by
NO−3 and irrigation are negligible and not shown. Aerobic oxidation of ferrous iron in
the anoxic setting is zero and also not shown. The total sum of sinks (= sum of sources)
is shown underneath the lower pie charts. (d) Sediment depth profiles of POC miner-
alization rate (RPOC) and dissimilatory iron reduction (DIR) in mmol cm−3 yr−1 of C,
and dissolved ferrous iron and oxygen concentration in µM for representative O2BW in
each interval (note different depth scales). Total fluxes on the slope are lower, but the
pathways are qualitatively similar.
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DFe concentration gradient in the uppermost millimeters is markedly shallower, and the
flux to the bottom water much smaller. Finally, under normal oxic conditions, the DFe
peak is spatially separated from the surface by several centimeters and only a very weak
DFe flux is predicted.
We propose that the DFe flux tipping point is related to sediment ventilation by bur-
rowing animals. The impact of irrigation in our model is demonstrated by the dashed
curves in Fig. 4.1a which show that DFe fluxes are much lower on the shelf and slope if
faunal activity is unaffected by low O2BW . This conflicts with (Elrod et al., 2004), who
suggested that DFe fluxes were enhanced by bioirrigation in Monterey Bay sediments
(O2BW > 100 µM). Yet, the importance of bioirrigation in mitigating DFe fluxes is sup-
ported by previous observations. Firstly, mesocosm experiments showed that burrowing
fauna act to increase iron retention due to rapid immobilization of DFe as particulate
iron oxide phases on burrow walls (Lewandowski et al., 2007). These results have been
reproduced using bioirrigation models that employ empirically-derived rate constants for
aerobic DFe oxidation (Meile et al., 2005). Secondly, bottom water DFe concentrations
in the later stages of sediment incubations increase quasi-exponentially concomitant with
dissolved oxygen depletion (Severmann et al., 2010). This has been attributed to the loss
of the surface oxidized layer on the walls of animal burrows as well as a reduced rate of
DFe oxidation in oxygen-depleted chamber waters. More generally, DFe fluxes are low in
sediments bearing a surface oxidized layer (McManus et al., 1997). Clearly, then, in addi-
tion to COX , DFe fluxes show a strong dependence on O2BW , especially for concentrations
below 20 µM. In the following section, we derive a function based on both these variables
to predict DFe fluxes from sediments.
4.5 Derivation of a predictive function for benthic iron fluxes
An empirical function for predicting benthic DFe fluxes from COX and O2BW was derived
using a more detailed sensitivity analysis. This was based on a standardized model defined
by the average parameter values of the shelf and slope settings (Table 4.3). A series of
model runs was executed where organic matter rain rate and O2BW were varied between
0.5-16 mmol m−2 d−1 and 1-200 µM, respectively. The corresponding COX for these rain
rates is 0.4-13.2 mmol m−2 d−1. These ranges are characteristic of the sites in Table 4.1
and much of the seafloor in general. Although rain rate and O2BW were the only two
model aspects to be varied directly, the bioturbation and bioirrigation coefficients were
dependent on O2BW , as previously. This avoids anomalous scenarios, such as high bioir-
rigation at sites with low benthic respiration (e.g. pelagic settings).
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Table 4.3: Input parameters and boundary conditions used in the standard model and for
the sensitivity analysis a
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a Model parameters that are unchanged from Table 4.2 are not listed.
b Values tested (in mmol m−2 d−1) are: 0.5, 1, 2, 4, 6, 8, 10, 12, 14, 16, which are equivalent to
COX of 0.4, 0.8, 1.7, 3.3, 5.0, 6.6, 8.3, 9.9, 11.6 and 13.2.
c Values tested are 1, 2, 5, 10, 15, 25, 50, 100 and 200 µM.
The dependence of DFe flux on O2BW for constant values of COX is shown in Fig.
4.3a. DFe flux increases with decreasing O2BW for all COX , with a tipping point centered
at around 20 µM, as observed previously. Furthermore, sediments release more iron as
COX increases due to higher rates of aerobic carbon respiration at the expense of DFe
oxidation. Benthic DFe flux also responds strongly to small increases in COX when O2BW
is below ca. 10 µM (Fig. 4.3b). The pronounced peak in DFe centered at COX = 2 mmol
m−2 d−1 originates from high DIR rates close to the sediment surface (c.f. Fig. 4.2d).
The subsequent dip in DFe flux when COX 4 mmol m
−2 d−1 signifies sequestration of
iron into sulfide minerals as sulfate reduction rates increase. DFe fluxes then gradually
increase again with higher COX as in Fig. 4.3a. These results demonstrate that COX is
itself an important factor to consider for predicting DFe fluxes, in addition to the total
flux of labile particulate iron (see below).
The sensitivity analysis supports observations that COX acts on DFe flux in an op-
posite way to O2BW (Elrod et al., 2004; Severmann et al., 2010). Hence, we derived a
predictive function for DFe fluxes (in µmol m−2 d−1) to reflect this behavior:
DFe flux = γ tanh(
Cox
O2BW
) (4.1)
where COX is in mmol m
−2 d−1 and O2BW is in µM. γ is the maximum flux that can
escape the sediment for a given Fe content and reactivity. In our simulations, this is
predicted to be 170 µmol m−2 d−1.
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Figure 4.3: Simulated DFe fluxes from the standardized numerical model versus (a) bottom
water oxygen concentration and (b) carbon oxidation rate. In (a), the results for a COX
of 9.9 and 3.3 mmol m−2 d−1 are shown as dashed curves and compared to the predicted
fluxes from the new function (Eq. 4.1) in adjacent red dashed curves. In (b), the results
for O2BW of 1 and 100 µM are compared to the new function. All other black curves
correspond to the O2BW and COX intervals listed in Table 4.3.
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Figure 4.4: Comparison of the DFe fluxes simulated using the standardized numerical
model for each paired O2BW –COX data (black circles in Fig. 4.3) and the DFe fluxes
predicted using Eq. 4.1, color-coded according to O2BW (triangles). The large circles
represent the mean flux ± s.d. in each O2BW interval. The straight line is the linear
regression curve (equation indicated).
The function is an example of a 0-D vertically-integrated sediment model, or Level 3
model following the criteria of Soetaert et al. (2000). Although the function is unable
to simulate the local minimum of the DFe flux at low O2BW , it broadly reproduces the
hyperbolic trends in the sensitivity analysis results (dashed red curves, Fig. 4.3). A com-
parison of the new function with each paired COX and O2BW point on these curves shows
that it explains 93% of the variance in the modeled rates, with a standard error of the
slope of 0.027 µmol m−2 d−1 (Fig. 4.4). COX and O2BW alone each explain less than 20%.
More complex functions did not improve the fit significantly.
The extreme DFe fluxes observed on the Peruvian shelf, Californian Borderland Basins
and the Eel river mouth are not captured by the new function. One factor to consider may
simply be that sediments display a wide range of reactive iron content. In our simulations
we used a FeHR/FeT of 0.17, which is within the range of 0.08 – 0.40 for continental margin
sediments (Raiswell and Canfield, 1998). Rivers tend to deposit large amounts of terrige-
nous inorganic material on the shelf which may be more enriched in FeHR compared to the
global average (Poulton and Raiswell, 2002). We tested the sensitivity of DFe fluxes to
the FeHR content by repeating the model simulations for the shelf site with 1 and 100 µM
O2BW . In these simulations, the total iron flux was held constant but the fluxes of FeHR
and FeU were varied. The results show a quasi-linear dependence of benthic DFe fluxes
on the FeHR/FeT ratio with a steeper response when O2BW is in the normal oxic range
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Figure 4.5: Sensitivity of modeled benthic DFe fluxes in shelf sediments to the FeHR/FeT
ratio in particulate iron oxide deposited on the sea floor. Results are shown for low (1
µM) and high (100 µM) O2BW . DFe fluxes are normalized to the modeled shelf fluxes in
Fig. 4.1a for O2BW = 1 and 100 µM, indicated by the dashed lines.
compared to the anoxic range (Fig. 4.5). The model predicts that the observed variability
in FeHR/FeT for the FeT flux used in the simulations can result in DFe fluxes that vary by
an order-of-magnitude. This supports the idea that high DFe fluxes on the Eel River shelf
are driven by a higher-than-average FeHR content (Severmann et al., 2010) and, possibly,
seasonal variability too (Severmann et al., 2010; Berelson et al., 2003; Pakhomova et al.,
2007). Similarly, low DFe fluxes were calculated from pore water profiles in sediments
with a low FeHR content on the South African margin (Homoky et al., 2013). Clearly,
though, the total FeHR flux is the controlling factor on DFe flux rather than FeHR/FeT ,
the latter of which is likely to be determined by the weathering regime rather than the
overall flux of terrigenous material.
By contrast, terrigenous Fe supply to the California Borderland Basins and the shal-
low Peruvian shelf is very low, despite FeHR/FeT within the range given by Raiswell and
Canfield (1998). Extremely high benthic DFe fluxes in these regions may be caused by
the transient occurrence of oxidizing conditions in the bottom water and the focused dis-
charge of DFe after the recurrence of anoxia (Scholz et al., 2011; Noffke et al., 2012). The
idea is that during oxic periods, a thin oxidized layer develops on the sediment surface
which favors the precipitation of Fe oxides and mitigates DFe flux to the bottom water.
Deposition of particulate Fe oxides from the water column would also be enhanced under
these conditions. A resurgence of anoxic conditions favors reductive dissolution of the
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accumulated oxides, leading to pulsed release of DFe to the bottom water. Moreover, iron
fluxes in such temporally-anoxic and occasionally euxinic settings such as the Peruvian
shelf may be largely influenced by additional controls such as the availability of sulfide
in the pore water and bottom water and benthic boundary layer (Scholz et al., 2014a).
These factors cannot be constrained with our benthic model, as we assume a bottom
water sulfide concentration of zero in all model runs. More generally, the magnitude of
the terrigenous FeHR flux and/or focused deposition of Fe oxides due to seasonal or other
transient effects might play a more important role in generating the observed variability
in benthic DFe fluxes than implied by the model.
4.6 A revised estimate for global benthic iron flux
Our new estimate of the global benthic DFe flux is based on spatially-resolved bathymetry,
O2BW and COX data. Maps of bathymetry and O2BW on a 1
◦×1◦ resolution were taken
from Bohlen et al. (2012) based on data from the World Ocean Atlas (Garcia et al., 2006).
Gridded COX data are unavailable, and instead we used average COX for several hypso-
metric intervals (Burdige, 2007). Upscaling using the new function predicts a global DFe
flux of 150 ± 75 Gmol yr−1 (Table 4.4), of which 109 ± 55 Gmol yr−1 is contributed by
continental margin sediments and 41 ± 21 Gmol yr−1 by the deep sea (> 2000 m). The
uncertainties are calculated assuming that variability in FeHR/FeT and FeT contribute
the largest error in the model predictions (see Table 4.4). This is equivalent to 50% for
margin and deep sea sediments. However, it is obvious from the scatter in Fig. 4.1 that
there are other sources of variability in DFe fluxes. This is not surprising given the phys-
ical and biogeochemical heterogeneity of continental margin sediments, implying that the
calculated uncertainty is a conservative estimate (Liu et al., 2010).
Note that the average DFe flux from deep-sea sediments is very low (0.37 µmol m−2
d−1), yet globally significant by virtue of the vast expanse of the ocean basins. Nonethe-
less, this flux is speculative because very few flux measurements have been made in the
ocean basins. Sequestration of DFe in deep-sea sediments may be more efficient than
predicted, especially if other DFe removal pathways currently ignored in the model are
significant, such as precipitation of authigenic carbonates, phosphates or silicates. Conse-
quently, the data currently only support a global DFe flux of 109 Gmol yr−1, but it may be
higher, especially if non-reductive iron dissolution contributes significantly to the global
Fe budget (Homoky et al., 2013; Conway and John, 2014). In fact, the Biogeochemical
Elemental Cycling (BEC) ocean model that is tuned to pelagic DFe distribution does
consider a very low DFe flux from the lower slope and deep basins (Moore and Braucher,
2008).
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Table 4.4: Dissolved iron fluxes from marine sediments calculated using Eq. 4.1


7DEOH'LVVROYHGLURQIOX[HVIURPPDULQHVHGLPHQWVFDOFXODWHGXVLQJ(T
 $UHD
D
P
0HDQ&2;E
PPROPG
0HDQ')HIOX[F
ȝPROPG
7RWDO')HIOX[G
*PRO\U
7RWDO')HIOX[H
>Elrodet al@
*PRO\U
 Continental margin 
6KHOI
P
    
8SSHUVORSH
!P
    
/RZHUVORSH
!P
    
7RWDOPDUJLQI     
     
 Deep sea 
!P     
     
 Global ocean
Ȉ     
DMenard and Smith>@
EBurdige>@
F8VLQJWKHJULGGHG2%:DQGEDWK\PHWU\LQFRPELQDWLRQZLWK(T
G,QWHJUDWHGRYHUWKHFRUUHVSRQGLQJRFHDQDUHD7KHXQFHUWDLQWLHVDUHFDOFXODWHGEDVHGRQ
WKHXQFHUWDLQW\LQ)H+5DQG)H76WDQGDUGGHYLDWLRQVLQ)H+5DQG)H7DUHUHSRUWHGIRUDPHDQ
PDULQHVHGLPHQWE\Poulton and Raiswell>@WKHLU7DEOH8VLQJVWDQGDUGHUURU
SURSDJDWLRQUXOHVWKHUHODWLYHHUURULQWKH)H+5)H7UDWLRXVLQJWKHLUGDWDLVZKLFKLV
WDNHQDVWKHHUURULQ')HIOX[
H7KHIOX[FDOFXODWHGDVVXPLQJWKHUHJUHVVLRQSURYLGHGE\Elrodet al>@LQ)LJ)RU
FRQVLVWHQF\ZLWKElrodet al>@ZHXVHGDIOX[UDWLRRIȝPRO')HPPROFDUERQ
R[LGL]HGLQWKLVFDOFXODWLRQLJQRULQJWKHLQWHUFHSW')HIOX[RIȝPROPGLQWKHLUOLQHDU
UHJUHVVLRQHTXDWLRQ
I9DOXHVLQSDUHQWKHVLVFRUUHVSRQGWRVHGLPHQWVXQGHUO\LQJR[\JHQGHILFLHQWERWWRPZDWHUV
ȝ0



a Menard and Smith (1966)
b Burdige (2007)
c Using the gridded O2BW and bathymetry in combination with Eq. 4.1.
d Integrated over the corresponding ocean area. The uncertainties (±) are calculated based
on the uncertainty in FeHR and FeT . Standard deviations in FeHR and FeT are reported for a
mean marine sediment by (Poulton and Raiswell, 2002) (their Table 7). Using standard error
propagation rules, the relative error in the FeHR/FeT ratio using their data is 50%, which is
taken as the error in DFe flux.
e The flux calculated assuming the regression provided by Elrod et al. (2004) in Fig. 4.1. For
consistency with Elrod et al. (2004), we used a flux ratio of 0.68 µmol DFe / mmol carbon
oxidized in this calculation, ignoring the intercept DFe flux of 0.5 µmol m−2 d−1 in their linear
regression equation.
f Values in parenthesis correspond to sediments underlying oxygen-deficient bottom waters (<20
µM).
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Taking the lower global DFe flux of 109 Gmol yr−1, our model suggests that two-thirds
(72 Gmol yr−1) is contributed by shelf sediments (Table 4.4). This is similar to 89 Gmol
yr−1 derived by (Elrod et al., 2004) assuming a mean COX of 12 mmol m−2 d−1. Our lower
shelf COX (9.4 mmol m
−2 d−1) is derived from a well-constrained empirical relationship
between COX and water depth (Burdige, 2007). Using Burdige’s COX would decrease
Elrod et al.’s shelf estimate by around one-third. Importantly, however, we find that con-
tinental slope sediments are also major sources of iron to ocean bottom waters (37.1 Gmol
yr−1). The implication is that sedimentary DFe release has been grossly underestimated
in the marine Fe budget (Jickells et al., 2005; Boyd and Ellwood, 2010).
Our derived global flux is 3 to 14 times higher than most previous estimates (see In-
troduction). The average DFe flux from continental margins (5.1 µmol m−2 d−1; Table
4.4) is also 3 to 5 times higher than the maximum benthic DFe flux of 1-2 µmol m−2
d−1 imposed as a seafloor boundary condition in some global iron models (e.g. Moore
et al. (2004); Aumont and Bopp (2006)). One reason for the lower flux estimates from
the global approaches may be an underestimation of organic carbon rain rates (Moore
and Braucher, 2008). It would be interesting to compare carbon export fluxes from these
models, but this data is unfortunately seldom reported. A more important consideration
is that carbon rain rates and tracer distributions are generally poorly resolved over shelf
sediments in global models, meaning that the shelf DFe flux (72.2 Gmol yr−1), equiva-
lent to two-thirds of the global sedimentary DFe release, is not properly accounted for.
Instead, the models are tuned to the lower DFe fluxes from slope sediments. However,
a fraction of the iron released from shelf sediments is not retained in coastal waters but
exported offshore in both dissolved and particulate form (Johnson et al., 1999; Lam et al.,
2006; Lohan and Bruland, 2008; De Jong et al., 2012). Too little export of coastal iron
to the ocean basins may lead to a too strong dependence of surface iron concentrations
on atmospheric iron deposition, thus influencing model sensitivity towards this source
(Moore and Braucher, 2008; Tagliabue et al., 2014a).
An additional factor to consider that has been highlighted in this study is the role of
bottom water oxygen concentration. Comparison of our DFe fluxes with those predicted
by Elrod et al. (2004) using the same COX provides a broad overview of the effect of
O2BW . Most notably, we find that our DFe fluxes on the continental slope are 2-3 times
higher than predicted by Elrod et al.’s function (Table 4.4). This is partly because oxygen-
deficient waters of the eastern boundary upwelling systems tend to impinge on the seafloor
at these depths (Helly and Levin, 2004). Sediments underlying bottom waters below the
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20 µM threshold are flux hotspots, releasing DFe at an average rate of 35 µmol m−2
d−1. They account for 4% of total DFe flux on the margin despite covering <1% of the
seafloor. Yet, it should be noted that the relatively coarse 1◦×1◦ resolution does not
accurately capture shallow marginal sediments. Taking a more sophisticated approach,
Helly and Levin (2004) estimated that around 1.4 × 1012 m2 of sediments are in contact
with bottom water <22 µM, which is equivalent to 3% by area of the shelf and upper
slope (0-1000 m). Our DFe flux from oxygen-deficient regions is, therefore, likely to be a
minimum estimate, and may be up to a factor of 3 higher.
4.7 Impact of benthic iron release on ocean dissolved iron
distributions
The ability of our simple function to reproduce the observed fluxes is encouraging because
it can easily be implemented in global biogeochemical models. Most models routinely sim-
ulate dissolved oxygen and organic carbon rain rates to the sea floor (≈ COX ). Thus, it
provides a straightforward tool to test how the spatial distribution of DFe in the ocean is
impacted by benthic iron release.
We tested the impact of our predictive function on global iron distributions in the ocean
using the University of Victoria Earth System Climate Model (UVic ESCM). This model
includes a coupled physical biogeochemical ocean component with a dynamic iron cycle
(Nickelsen et al., 2014). Like other global models, shelf processes are not adequately de-
scribed due to the coarse spatial resolution. The model has two iron pools, dissolved and
particulate, and is similar to other global iron models (e.g. Moore and Braucher (2008);
Tagliabue et al. (2014a). Scavenging of iron from the water column by organic particles
is tuned to provide a good correlation between observed and modeled surface ocean DFe
distributions. The model does not include scavenging by resuspended inorganic particles.
Sedimentary iron release is proportional to carbon oxidation rate (i.e. Elrod et al.’s func-
tion) and the model further uses a simple oxygen-dependent switch threshold of 5 µM. If
bottom water O2 falls below this value, all iron deposited on the seafloor is released back
to the water column. Benthic DFe fluxes predicted by the UVic ESCM model are shown
in Fig. 4.6a, and tuning of scavenging rates leads to a good fit to observed surface DFe
concentrations (Fig. 4.6b). The global benthic DFe flux predicted by the model in this
configuration is 19 Gmol yr−1 (Nickelsen et al., 2014).
Benthic DFe fluxes increase strongly in the Northern and Eastern Tropical Pacific, the
Southern Ocean and the North Atlantic when the model is executed using our function
with all other parameters held constant (Fig. 4.6c). The global DFe flux from sediments
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Figure 4.6: (a) Benthic DFe fluxes (mmol m−2 yr−1, log-scale) and (b) surface ocean DFe
distributions (nM) using the UVic ESCM model (from Nickelsen et al. (2014)). The
results show the best model fit to observations (colored circles, Tagliabue et al. (2012)).
(c) and (d) show the model results where the new function for benthic DFe flux (Eq.
4.1) is used to parameterize the benthic DFe flux, with all other model parameters held
constant.
increases to 333 Gmol yr−1, which is a factor of 2-3 higher than the predicted flux from
the gridded data (Table 4.4). The elevated iron flux is caused by a positive feedback
with POC rain rate to the seafloor driven by benthic Fe fertilization. Benthic DFe fluxes
are thus enhanced in the new function configuration in otherwise iron-limited areas. Al-
though scavenging depletes a fraction of the DFe released from the sediments, surface iron
concentrations generally show a poorer agreement with the observations (Fig. 4.6d). DFe
concentrations are also elevated in deep waters (> 3000 m) by around 0.3 nM compared
to observations (not shown). This model configuration would require much higher scav-
enging rates in order to bring the model predictions back in line with the observations.
They would need to be four times higher to reduce the globally-averaged surface iron
concentration from 0.83 nM to 0.48 nM, similar to previous ‘best-fit’ values of 0.41 nM
(Fig. 4.6b).
The sensitivity of surface ocean DFe to benthic iron release suggests that the poorly-
constrained scavenging rates are currently too low in state-of-the-art global iron models.
DFe removal into organic/inorganic particulates or colloids very likely prevents a large
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fraction of sedimentary iron reaching the surface ocean in a bioavailable form (Honeyman
et al., 1988; Homoky et al., 2012; John et al., 2012). However, the model cannot currently
resolve whether iron scavenging occurs close to the sediments or higher up in the water
column. In reality, scavenging by inorganic particles is likely to be exacerbated in inter-
mediate and bottom nepheloid layers on continental margins (Jahnke et al., 1990; Inthorn
et al., 2006). In agreement with this, lateral relocation of sediment-derived Fe on the
Peruvian margin appears to take place in colloids or nanoparticulates near the seafloor
(Scholz et al., 2011). A fraction of iron scavenged within these layers may be exported
offshore to distant Fe-limited regions, re-deposited on the seafloor or upwelled into surface
waters (Johnson et al., 1999; Lam et al., 2006). Particle settling of inorganically-bound
iron in addition to colloidal aggregation and pumping (Honeyman and Santschi, 1991)
may be an important yet overlooked component of the marine Fe budget. It is worth not-
ing that organically-bound iron exported from the surface ocean to the sediments would
support <5% of the measured DFe flux from the continental margins, given the COX rate
in Table 4.4 and a molar Fe/Corg ratio of 20 µmol/mol (Wu and Boyle, 2002; Moore and
Braucher, 2008).
We thus propose that there exists a rapid removal of benthic-derived DFe into colloidal
or inorganic phases close to the seafloor in particle-rich water layers. This serves as a
barrier for sedimentary DFe reaching the surface mixed layer. Given that our benthic
DFe fluxes are several-fold higher than those presently used in global iron models tuned
to DFe distributions, the fraction of bioavailable iron that arrives at the sunlit ocean is
probably much smaller than the fraction that is scavenged. Diagenetic alteration of iron
particles and aggregates following deposition on the sediment allows DFe to be returned
to the water column and re-scavenged. We believe that this cycle could be an important
vector for transporting iron offshore away from the margins. Future studies should try
to quantify these sources and sinks with the aim to improve the conceptual iron cycle in
Earth system models.
4.8 Conclusions
The main objective of this study was to develop a simple, mathematical tool for pre-
dicting the flux of dissolved iron (DFe) from marine sediments and to better quantify its
contribution to the global iron cycle. We derived an empirical function that unifies the
role of bottom water oxygen concentration (O2BW ) and organic carbon oxidation rate in
sediments (COX ) as key controls on benthic DFe flux. The new function predicts a global
DFe flux that is around five times higher than previous estimates derived using global
models. This can be attributed to (i) inadequate treatment of the role of O2 on benthic
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DFe fluxes in global models, and (ii) poorly resolved biogeochemical dynamics on the shelf
(for the sake of computational efficiency) where two-thirds of the global sedimentary DFe
release occurs.
When the new function is applied to the state-of-the-art intermediate-complexity Earth
system climate model UVic ESCM (Nickelsen et al., 2014), simulated surface water DFe
concentrations are increased significantly over most of the ocean. This leads us to con-
clude that iron scavenging rates, mainly as inorganic particulates and colloidal aggregates
close to the seafloor, must also be far higher than assumed previously. Otherwise, a
strong positive feedback becomes established between primary productivity (hence COX )
and DFe flux. The enhanced benthic DFe source may not have critical consequences for
the current generation of ocean models if they correctly simulate the net flux of sediment
iron that reaches the surface. However, the excess benthic iron that is scavenged close to
the seabed is likely to be poorly represented. This could have important implications for
the marine Fe budget as well as for simulating long-range transport of iron to Fe-limited
regions. Once the significance of this ‘dark’ Fe cycle has been evaluated and parameter-
ized more carefully, it would be interesting to test whether simulated atmospheric CO2
concentrations during the Last Glacial Maximum are greatly diminished in global model
simulations that employ our new benthic Fe input function (e.g. Parekh et al. (2006)).
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5 Riverine supply of iron is needed to sustain iron
release from marine sediments in a global ocean
biogeochemical model
This chapter is a manuscript in preparation by Nickelsen, L., Dale, A., Wallmann, K.
and Oschlies, A. (2015).
Abstract Dissolved iron concentrations limit the growth of marine phytoplankton in
large areas of the ocean. One major source of dissolved iron to the ocean is the release of
iron from marine sediments. The sedimentary iron release does not only enhance coastal
iron concentrations but also reaches the open ocean. However, the sources of reactive
iron to the sediment are less clear. Observations suggest that lithogenic iron from rivers
could be an important supply of iron to shelf sediments in some regions. Here we apply a
recently developed transfer function for the release of iron from the sediment to a global
ocean biogeochemical model. We can identify regions in which all reactive iron is lost from
the sediment and regions in which sediment release is not dependent on the availability
of reactive iron. Our results show that a riverine source of iron is neccessary as a source
of reactive iron to the sediment to balance the release of dissolved iron from the sediment
on a global scale. A sensitivity test reveals a strong sensitivity of export production and
oxygen concentrations to the riverine iron source. This strong sensitivity could play an
important role in determining the extent of oxygen minimum zones and the strength of
the biological pump.
5.1 Introduction
Iron availability limits primary production in large areas of the Ocean (Moore et al.,
2013). Multiple mesoscale iron fertilization experiments have shown strong blooming of
phytoplankton in response to iron addition to surface waters in the Southern Ocean,
equatorial Pacific and North Pacific (Boyd et al., 2000; Martin et al., 1994; Tsuda et al.,
2003). The enhanced supply of iron to the Southern Ocean via strong dust deposition is
also discussed to contribute to the variability of atmospheric CO2 concentrations during
glacial-interglacial cycles (Petit et al., 1999; Mart´ınez-Garcia et al., 2011). Due to the
short residence time of iron in the ocean of around 10-200 years (Moore and Braucher,
2008; Boyd and Ellwood, 2010; Nickelsen et al., 2014), iron concentrations in the ocean are
strongly dependent on external supply via dust deposition, sediment release, hydrother-
mal release, riverine supply and release from ice-meltwater (Raiswell and Canfield, 2012,
and references therein). Changes of these external sources can thus potentially strongly
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affect primary production in the ocean. However, large uncertainties persist in the magni-
tude of the external sources as well as in the biogeochemical response to possible changes
in the external sources (Tagliabue et al., 2014a).
Due to the iron hypothesis by Martin and Gordon (1990) who proposed that enhanced
dust supply to the Southern Ocean could have contributed largely to the glacial CO2
drawdown, dust deposition has been focused by many observational (e.g. Petit et al.
(1999); Martinez-Garcia et al. (2014)) and modeling studies (e.g. Parekh et al. (2008);
Tagliabue et al. (2008); Nickelsen and Oschlies (2015)). Over the last ten years, in con-
trast, sediment release has been recognized to also be a very important source of iron
to the ocean (Moore and Braucher, 2008; Scholz et al., 2014a; Nickelsen et al., 2014;
Dale et al., 2015), not only for coastal regions but also the open ocean (Elrod et al.,
2004). Sediment release of iron was found to be predominantly controlled by the amount
of organic carbon that sinks to the sediment and is oxidized therein (Cox) (Elrod et al.,
2004). However, the highest sedimentary iron fluxes were observed at very low bottom
water oxygen concentrations, e.g. below 5 mmol m−3 (Noffke et al., 2012). Very high
iron fluxes under low oxygen con centrations were also observed by Severmann et al.
(2010) who studied the benthic iron flux at the Oregon-California continental shelf. Sev-
ermann et al. (2010) suggest that sediments on the shelf, which are influenced by high
riverine iron discharge, are underestimated in their role in supplying iron to the ocean
surface. Recently, Dale et al. (2015) examined 82 observations of sedimentary released
iron and developed a new simple transfer function describing the sedimentary iron release
as a function of oxygen and organic carbon rain rate (Cox). This function can be read-
ily applied to global ocean biogeochemical models that include an iron cycle. However,
Dale et al. (2015) also note that the iron flux from the sediment is limited by the amount
of reactive iron that is supplied to the sediment from the water column, possibly by rivers.
Global ocean biogeochemical models that include an iron cycle make use of various ap-
proaches to model the sediment source of iron. Tagliabue et al. (2014a) assume that Cox
is directly proportional to ocean depth and the primary driver of iron release. Hence, the
sediment release in their model is only dependent on ocean depth and does not change
in response to changes in the amount of Cox. Moore and Braucher (2008) used the ratio
of iron release to Cox by Elrod et al. (2004). However, they also did not allow possible
changes in Cox to feedback on the iron release. Finally, Galbraith et al. (2010) and Nick-
elsen et al. (2014) also made the iron release dependent on Cox as suggested by Elrod et al.
(2004). In addition, they included a minimum concentration of oxygen, below which all
particulate iron supplied to the sediment is released back to the water column. Here, we
93 5.2 Methods
apply the newly developed transfer function by Dale et al. (2015), which is based on mul-
tiple observations of iron release, and draw conclusions from this new empirical constraint
for the oceanic iron cycle.
Although iron concentrations in river waters can be very high (e.g. 120 nM (Wetz et al.,
2006)), it is not clear how much of that iron reaches the ocean and how strong the river-
ine iron influences coastal or maybe also open ocean biogeochemistry. As soon as salinity
increases at the river mouth large parts of the iron quickly scavenges but a part may
also contribute to the shelf iron inventory (Boyd and Ellwood, 2010). Hence, the role
of the riverine source of iron to the ocean has been investigated only marginally so far.
da Cunha and Buitenhuis (2013) account for a riverine source of iron in a regional high
resolution modelling study in the tropical Atlantic and find that riverine iron supply is
particularly important for sustaining nitrogen fixation. In a global modeling study about
coastal nutrient supply, Cotrim da Cunha et al. (2007) find a high sensitivity of primary
and export production to coastal phosphorus, iron and silicate supply, in particular in
upwelling regions with high runoff but also generally in eastern margin seas. In a similar
global modeling study Giraud et al. (2008) find that, compared to other nutrients, sup-
ply of iron from coastal processes (sediment or riverine supply) has the largest potential
impact on open ocean biogeochemistry due to the fast scavenging of internal sources of
dissolved iron. In this study we investigate the influence of the riverine supply of iron on
iron concentrations in the ocean surface and the role of riverine iron in supplying reactive
iron for the sedimentary iron release as suggested by Dale et al. (2015). We find that the
sediment release is strongly dependent on the riverine source of iron and that iron con-
centrations as well as primary production and oxygen concentrations are highly sensitive
to changes in riverine iron supply in some regions.
5.2 Methods
The model used is the University of Victoria (UVic 2.9) Earth System Climate Model
Weaver et al. (2001) in the configuration described by Keller et al. (2012); Nickelsen et al.
(2014) with a few minor adjustments described below. The model consists of three cou-
pled components, 1) an atmospheric component with a simple one-layer energy-moisture
balance model, 2) a land component that comprises a terrestrial model of vegetation and
carbon cycle based on the Hadley Center model TRIFFID and a model with a heat and
water exchange scheme, and 3) a three-dimensional ocean component that is based on
the Modular Ocean Model 2 (MOM2) which includes a dynamic-thermodynamic sea-ice
model. Prescribed winds are used to calculate momentum transfer to the ocean and sea-
ice models as well as to calculate water vapor transport in the atmosphere. The ocean
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component has 19 vertical levels with increasing thickness of the model boxes from the
surface (50 m) to the deep ocean (500 m). The horizontal resolution of all components is
3.6◦ in longitudinal direction and 1.8◦ in latitudinal direction. Heat and water exchange
is calculated between all components.
The marine biogeochemical model is described in detail in Keller et al. (2012) and the
configuration with a dynamic iron cycle used here is described in Nickelsen et al. (2014).
In brief, the model is nitrogen-based and has three dissolved inorganic nutrients: phos-
phate (PO4), nitrate (NO3) and dissolved iron (dFe) (Fig. 5.1). The nutrients are taken
up by two different phytoplankton classes, diazotrophic phytoplankton that is capable of
nitrogen fixation and a phytoplankton class that represents all other types of phytoplank-
ton. Diazotrophs are not limited by nitrate, as they can fix N2 from the atmosphere. A
part of the phytoplankton biomass is quickly recycled to inorganic nutrients, represent-
ing the microbial loop and dissolved organic matter cycling. Zooplankton is represented
by one model class and grazes on both phytoplankton classes, detritus, and themselves.
Growth and assimilation efficiency terms determine the fraction of prey biomass that is
assimilated into zooplankton biomass, respired, excreted or lost to detritus via sloppy
feeding, egestion, and fecal pellet production. Detritus is build when phytoplankton is
lyzed or dies, zooplankton grazes (sloppy feeding), and zooplankton dies. Detritus pri-
marily sinks in the water column during which remineralization of detritus occurs but is
also advected and diffused horizontally. To simulate benthic remineralization, all detritus
is instantly converted back to inorganic nutrients and carbon at the seafloor. Oxygen
is also a dynamically calculated tracer and is consumed during the remineralization of
detritus. Representing the combined effects of denitrification and annamox, anaerobic
remineratization sets in at rates 3 times slower than aerobic remineralization when oxy-
gen levels fall below a threshold of 5 mmol m−3. Dissolved inorganic carbon and alkalinity
are also included in the model using fixed Redfield ratios between nitrogen and carbon.
A few minor model bugs were detected and corrected for the simulations here so that
there are some small differences to the model description in Nickelsen et al. (2014). The
bug fixes are 1) a corrected depth variable for the light attenuation calculation 2) double
accounting of self-shading of phytoplankton is turned off, 3) the nitrogen fixation and
denitrification impacts on alkalinity are now accounted for.
Since the agreement of simulated surface NO3 and PO4 concentrations to observations
from the World Ocean Atlas (WOA) 2009 (Garcia et al., 2010b) decreased due to the bug
fixes, we reduced the iron to carbon uptake ratio from 10 to 7 µmol Fe (mol C)−1 which
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Figure 5.1: Schematic of the marine biogeochemical model used in this study. The ab-
breviations are: phosphate (PO4), nitrate(NO3), dissolved iron (DFe), particulate iron
(PFe), ordinary phytoplankton (PhyO) and diazotrophic phytoplankton (PhyD).
is more in line with observed uptake ratios of 5 µmol Fe (mol C)−1 (Johnson et al., 1997)
and other modeling studies (7 µmol Fe (mol C)−1 (Aumont et al., 2015)). The globally
averaged vertical profiles of the model nutrients and tracers show that the differences of
the control run here (CTL) to the version in Nickelsen et al. (2014) are very small (Fig.
5.2). Also the surface concentrations of PO4 and NO3 do only show a slight decrease from
the Nickelsen et al. (2014) version to the CTL run used here (Fig. 5.3). The agreement to
the WOA is very similar. Finally, there are also no noteworthy differences in the surface
iron concentrations (Fig. 5.4).
The iron cycle consists of two model tracers, dissolved iron and particulate iron.
Dissolved iron is assumed to be bioavailable and sums up free inorganic iron and iron
bound to organic ligands. The ligand concentration is a globally fixed parameter of 1 nM
and iron-ligand dynamics are calculated assuming an equilibrium between free iron, lig-
ands and complexed iron as in Parekh et al. (2005); Galbraith et al. (2010). Particulate
iron comprises iron that is scavenged and iron in organic particles that stems from phyto-
plankton or zooplankton. Only free iron is assumed to scavenge. The iron concentrations
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Figure 5.2: Vertical profiles comparing dissolved iron (DFe), nitrate (NO3), phosphate
(PO4), oxygen (O2), dissolved inorganic carbon (DIC) and alkalinity (ALK) with obser-
vations from Tagliabue et al. (2012), the World Ocean Atlas 2009 (Garcia et al., 2010b,a)
and GLODAP (Key et al., 2004) (a) and vertical profiles of the horizontally averaged
absolute differences between model and the observations (b) for the CTL simulation and
the simulation in Nickelsen et al. (2014).
in the biological compartments of the model are calculated using a fixed ratio of iron to
nitrogen. Dust deposition is accounted for with an atmospheric iron deposition map by
Luo et al. (2008) with variable solubility. Fur further details about modeled iron cycle
see Nickelsen et al. (2014).
The sediment release of iron in the CTL run of the model is parameterized by a ra-
tio (Fe : P sed) of iron released to particulate organic phosphorus sinking to the sediment
(FPOP) and scaled with a temperature dependence (exp(T/Tb)).
fesed = Fe : P sedFPOP exp(T/Tb) (O2 > O2min), (5.1)
fesed = Fe : P sedFPOP exp(T/Tb) + FFeP (O2 ≤ O2min). (5.2)
The flux of particulate iron to the sediment is denoted by FFeP , Tb denotes a reference
temperature and T the bottom water temperature. When bottom water oxygen con-
centrations fall below O2min=5 mmol m
−3 all particulate iron sinking to the sediment is
released back to the water column. All particulate iron is assumed to be reactive iron in
the model since we don’t account for refractory iron bound for instance in silicate minerals
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Figure 5.3: Annual mean surface phosphate (first row) and nitrate concentrations (second
row) for the model version described in Nickelsen et al. (2014) and the CTL here in
comparison to observations from the World Ocean Atlas 2009 (WOA, 2009) (Garcia et al.,
2010a).
(Canfield et al., 1992).
The sediment release of iron using the transfer function developed by Dale et al. (2015)
reads
fesed = γ tanh(
Cox
O2BW
). (5.3)
The amount of organic carbon that sinks to the sediment and is oxidized therein is de-
noted by Cox and bottom water oxygen concentrations are denoted by O2BW . The model
experiment using this transfer function is denoted TFNOBAL (transfer function with no
sediment iron balance) in the following. A further experiment with an assumed instanta-
neous balance of iron supplied and released from the sediment is denoted TFBAL. The
sediment release for this reads
fesed = min(γ tanh(
Cox
O2BW
),FFeP ) (5.4)
with the variables defined as before. In this experiment the sediment release is thus not
only dependent on Cox and O2BW but also limited by the supply of reactive iron species
that sink to the sediment. This particulate iron is generated biologically by incorporation
of iron into organic matter and abiotically by scavenging of dissolved iron.
To test the influence by a riverine source of reactive iron to the sediment, we make use of
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Figure 5.5: Annual means of the riverine iron supply (a), sediment release (b) and surface
iron concentrations with observations from Tagliabue et al. (2012) averaged over the top
50 m plotted on top (c) simulated with the new transfer function, balanced sediment and
a riverine source of iron (experiment TFBALRIV).
the simulated fresh water supply to the ocean provided by the model (model experiment
TFBALRIV). In the model all precipitation on land is distributed into drainage regions
and rivers. This occurs according to a given map of supply regions based on topography
(for further details see Weaver et al. (2001)). We assume a globally fixed iron concentra-
tion in rivers of 120 nM reported by Wetz et al. (2006) for the coastal ocean off Oregon,
USA, during the winter. The resulting supply of iron by rivers to the ocean is shown in
Fig. 5.5. In a sensitivity experiment we assume that 90% of the dissolved iron settles in
the river before it reaches the ocean (experiment TFBALRIV12). In this experiment we
thus apply a riverine iron concentration of 12 nM.
For a list of the model experiments see Table 5.1. All simulations are run for 1000
years which is enough for the iron cycle to equilibrate, given the short residence time of
iron in the ocean. The drift in the globally averaged dissolved iron concentration is <
0.01 nM and the drift in the globally averaged O2 concentration is < 1 mmol m
−3 over
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Table 5.1: Summary of the model experiments conducted, listing the experiment name, the
equation used for the sediment release (equation), whether or not the sediment release is
restricted to the availability of reactive iron (Balance), the concentration of dissolved iron
in rivers (Riverine dFe), the globally integrated organic carbon supplied to the sediment
(Int. Cox), the globally averaged bottom water oxygen concentration (Avg. O2BW ) and
the globally integrated flux of dissolved iron from the sediment (Sed. dFe flux).
Experiment name Equation Balance Riverine dFe Int. Cox Avg. O2BW Sed. dFe flux
(nM) (Tmol C yr−1) (mmol O2 m−3) (Gmol Fe yr−1)
CTL (5.1)&(5.2) no 0 112.2 188.4 19.1
TFNOBAL (5.3) no 0 109.6 171.8 220.6
TFBAL (5.4) yes 0 66.3 218.6 4.8
TFBALRIV (5.4) yes 120 104.0 181.9 19.3
TFBALRIV12 (5.4) yes 12 85.4 210.3 6.0
the last 100 years of each simulation.
5.3 Results
Applying the new iron sediment transfer function leads to a strong overestimation of sur-
face iron concentrations in our TFNOBAL simulation (Fig. 5.6). In particular, shallow
regions show iron concentrations that reach concentrations of more than 1.2 nM. The
root mean square error to the observations at the surface increases from 0.68 nM in the
CTL simulation to 0.88 nM in the TFNOBAL simulation. Even in the Southern Ocean
concentrations up to 0.6 nM are simulated. Due to the higher sedimentary iron release
which is an order of magnitude higher than in the CTL simulation (Table 5.1) export
production increases, which in turn decreases bottom water oxygen concentrations. The
decreased O2BW further increases the sedimentary iron release building a feedback mech-
anism that is partly responsible for the high simulated iron concentrations. However, the
global value for Cox decreases slightly in comparison to the CTL simulation (Table 5.1),
indicating that the additionally exported organic matter is remineralized in the water
column rather than the sediment.
In contrast, when the instantaneous sediment balance in the TFBAL simulation is as-
sumed, iron concentrations are below 0.5 nM basically everywhere. The only exceptions
are the dust deposition area in the tropical Atlantic, shallow regions or the high latitudes
where light is the limiting factor. In the North Atlantic south of Iceland shallow water
depths supply dissolved iron to the surface. However, due to the low surface iron con-
centrations, the globally integrated amount of organic carbon supplied to the sediment
drops to around 50% of the value in the CTL simulation, and the globally integrated sed-
imentary iron release even drops to only 25% of the value in the CTL simulation (Table
5.1). The RMSE of the surface iron concentrations in the TFBAL simulation is 0.74 nM
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Figure 5.6: Annual mean surface iron concentrations with observations from Tagliabue
et al. (2012) averaged over the top 50 m plotted on top. The control simulation (CTL) is
shown in a), the simulation with the new transfer function and no iron sediment balance
(TFNOBAL) assumed b), the simulation with the new transfer function and iron sediment
balance assumed (TFBAL) in c).
and thus also clearly higher than the 0.68 nM of the CTL simulation. Neither of the
TFNOBAL and TFBAL simulations can thus simulate iron concentrations in a reason-
able agreement to the observations.
The strong influence of assuming a sediment balance indicates that at some regions
more iron is released from the sediment than supplied to the sediment in the TFNOBAL
simulation. These regions are particular the ones that are located in regions near simu-
lated oxygen minimum zones (OMZ), such as in the eastern tropical Pacific, the eastern
tropical south Atlantic and the Bay of Bengal (Fig. 5.7). The wrong allocation of the
Arabian Sea OMZ in the Bay of Bengal is a common model error that also exists in
our model (Nickelsen et al., 2014). Due to the dependence of the transfer function on
bottom water oxygen concentrations, outgoing sediment fluxes in these regions are much
higher than the reactive iron supplied to the sediment. A net accumulation of iron in
the sediment occurs in the regions that surround the iron source regions near the OMZs.
However, also in other coastal and shallow regions sediment release is often larger than
the reactive iron supplied to the sediment.
A correct representation of the sedimentary iron release with mass balance thus re-
quires a good description of the particulate iron supply to the coastal regions, particular
in the oxygen minimum zones. As mentioned by Boyd and Ellwood (2010) and Severmann
et al. (2010) rivers could be an important source of reactive iron to the shelf regions. We
test this by assuming an iron concentration in rivers of 120 nM (Wetz et al., 2006) in our
model in experiment TFBALRIV. The riverine source of iron is highest at the Amazonas
but also along the eastern coast of Asia where large rivers locally supply fresh water to the
North Pacific (Fig. 5.5). The sediment release of iron shows similar global patterns than
the riverine supply. For instance, iron supplied by the Amazonas seems to be rereleased
by the sediment. In the western north Pacific levels of sediment release are high as well.
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Figure 5.7: Annual mean sediment balance of iron, i.e. particulate iron sinking to the
sediment minus iron release from the sediment in the simulation with the new transfer
function and no sediment balance assumed (experiment TFNOBAL).
Regions near simulated OMZs in the tropical eastern Pacific, Bay of Bengal and eastern
tropical south Atlantic are also regions of high sediment release. Globally, the integrated
values of carbon supplied to the sediment and sedimentary iron release are similar to
the CTL simulation (Table 5.1). Together, the riverine and sediment sources of iron are
large enough to sustain iron concentrations at the surface although the sediment balance
is assumed. In the tropical Atlantic and Southern Ocean surface iron concentrations are
even a little bit overestimated which could be due to uncertainties in scavenging rates and
iron concentrations in rivers. The globally averaged vertical profile of dissolved iron of the
TFBALRIV simulation seems to be improved compared to the control simulation (Fig.
5.8). However, the global RMSE only decreases from 0.63 nM in the control simulation to
0.61 nM in TFBALRIV. While below the surface the iron concentrations in the globally
vertical profile are too constant, at the surface the averaged concentrations are in line
with the observations. It is noteworthy that the scarcity of dissolved iron concentrations
implies some uncertainty in the observations. To draw more significant conclusions more
observations of dissolved iron concentrations are thus needed. Yet, in general, the riverine
supply of iron increases the agreement to the observations largely.
To test the uncertainty that is associated with the riverine iron supply we conduct a
simulation (experiment TFBALRIV12) assuming that 90% of the dissolved iron in rivers
scavenges already within the river so that instead of 120 nM only 12 nM of iron reach
the ocean. The impact of the 90 % reduction in riverine iron supply on the sediment
release of iron is highest in the regions, in which sediment release was high in experiment
TFBALRIV, namely close to the Amazonas, western north Pacific and the regions near
the OMZs (Fig. 5.9). This indicates that the riverine iron supply may put a limit to the
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Figure 5.8: Annual mean globally horizontally averaged profiles of dissolved iron. The
left panel shows the results of the CTL simulation, the right panel shows the results of
the simulation with the new transfer function, balanced sediment and a riverine source
of iron (experiment TFBALRIV) . Globally averaged observations are shown as dots.
Globally averaged simulated iron concentrations are shown as black solid line while the
gray line shows the simulated iron concentrations averaged only at the locations of the
observations.
sediment release on a global scale, but in particular in the regions with a strong sediment
source. The impact of the 90 % reduction of riverine iron supply on surface iron con-
centrations is highest in regions where iron is not limiting, i.e. in the tropical Atlantic,
along the coast of the eastern Pacific and the coast of China (Fig. 5.10). In contrast,
in the iron limited eastern tropical Pacific, Southern Ocean and western subarctic Pacific
iron concentration were low already and do thus not change much. Due to the stronger
iron limitation, phosphate concentrations show a global increase with a maximum of 1
mmol m−3 in the eastern tropical and subtropical Pacific. Accordingly, export production
changes the most in the classical High-Nutrient Low-Chlorophyll regions, i.e. the South-
ern Ocean, tropical Pacific and Subarctic Pacific where macronutrients are available for
phytoplankton. This has drastic consequences for the subsurface oxygen concentrations
due to the altered amount of oxygen consumption during remineralization of the exported
organic matter. The O2 content of the eastern subtropical south Pacific is most sensitive
to the changes in the riverine supply of iron, but also the whole tropical Pacific and Indian
Ocean as well as subarctic Pacific show a strong increase in oxygen concentrations due to
stronger iron limitation at the surface.
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Figure 5.9: Difference of the sedimentary iron release between a simulation with an as-
sumed riverine iron concentration of 12 nM (experiment TFBALRIV12) and a simulation
with a riverine iron concentration of 120 nM (experiment TFBALRIV).
5.4 Discussion
5.4.1 Role of rivers in supplying reactive iron to the sediment
Our results indicate that the riverine iron supply is a very important source of reactive
iron to the coastal sediment. In our simulations sedimentary iron release is widely de-
pendent on the amount of reactive iron supplied to the sediment. Changes in organic
matter or bottom water oxygen concentration could thus not alter the sedimentary iron
release in these cases. In a further test simulation (not shown) we tested a four times
increase of iron scavenging rates as in Dale et al. (2015). While this can decrease the
high iron concentrations in the TFNOBAL simulation, the increase in scavenging does
not supply enough reactive iron to sustain the sedimentary iron release in the TFBAL
simulation. Instead, dissolved iron concentrations are even lower and the agreement to
the observations gets worse. Our results of the role of rivers in supplying reactive iron
to the sediment are supported by measurements of iron release from sediments along the
Oregon-California continental shelf (Severmann et al., 2010). Severmann et al. (2010)
suggest that sediments that are influenced by river discharge are underestimated in their
role in supplying iron to the productive ocean surface. In a comparison of benthic iron
fluxes to a sediment model, Dale et al. (2015) also find that sedimentary iron release is
highly sensitive to the reactive iron supply to the sediment.
The simulated global flux of iron from the sediment is lower than the estimates of 89
and 150 Gmol Fe yr−1 from observational studies such as Elrod et al. (2004) and Dale
et al. (2015) if the sediment release is dependent on the reactive iron supplied to the
sediment (i.e. 19.3 Gmol Fe yr−1 in TFBALRIV). Sedimentary iron fluxes of up to 888
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Figure 5.10: Difference of surface iron concentrations (a), surface phosphate concentra-
tions (b), export production at 82.5 m depth (c), oxygen concentrations at 302.5 m depth
(d) between a simulation with an assumed riverine iron concentration of 12 nM (90 % loss
before reaching the ocean) (experiment TFBALRIV12) and a simulation with a riverine
iron concentration of 120 nM (experiment TFBALRIV).
µmol Fe m−2 d−1 at the Peruvian margin (Noffke et al., 2012), or fluxes of up to 568
µmol Fe m−2 d−1 at the Oregon-California shelf (Severmann et al., 2010) can also not
be represented by the model. The maximum simulated fluxes are 7.6 µmol Fe m−2 d−1
occuring in the northern shelf regions of the Subarctic Pacific in the TFBALRIV simu-
lation. At the Peruvian shelf and Oregon-California shelf sedimentary iron release does
not exceed 0.05 µmol Fe m−2 d−1. As discussed by Dale et al. (2015), one reason could
be that shuttling of dissolved iron between the water column and sediments may take
place within particle-rich nepheloid layers which the model does not simulate due to the
coarse resolution. A model simulation with an adequate resolution at the shelf would be
necessary to test if sedimentary iron fluxes increase with a description of resuspension
and a better resolution of nepheloid layers.
While observations show not only high concentrations of dissolved iron but also transport
of particulate iron in their river estuary (Wetz et al., 2006), we assume that the partic-
ulate iron is not transported far enough out of the estuary but instead settles already to
the river or estuary bed. This is supported by observations of particulate iron speciation
suggesting that most of the reactive iron species are deposited before reaching the ocean
(Poulton and Raiswell, 2002). Even if some of the particulate iron would reach the open
ocean, Poulton and Raiswell (2002) observe the fraction of reactive iron in riverine partic-
ulate iron to be small. Clearly, stream velocities in rivers decide on whether particulate
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iron reaches the ocean or not. In particular, estuaries with their strong streamflow veloc-
ities are thus probably major sources of reactive iron to the ocean.
Another factor associated with the riverine supply is the location and magnitude of salt-
induced flocculation and scavenging of iron. Boyle et al. (1977) and Sholkovitz (1978)
suggest that 90% of the dissolved iron in rivers flocculates with increasing salinity until
ocean conditions are reached. Whether the dissolved iron is flocculated already before it
reaches the shelf or otherwise builds reactive iron that feeds the sedimentary iron pool is
what decides on the role of riverine iron supply. More studies on the speciation and fate
of riverine iron are thus necessary to better constrain the impact of riverine iron supply
on the shelf sediment. However, it is promising that our simulated global riverine iron
supply of 4 Gmol yr−1 already lies well within the range of observational estimates of
global riverine iron supply of 1.6-6.4 Gmol yr−1 (Chester, 2000; Giraud et al., 2008).
Other sources of reactive iron to the shelf sediment could be atmospheric deposition of
iron, hydrothermal vent release of iron and groundwater fluxes of dissolved iron. Atmo-
spheric deposition of soluble iron is included in our model but deposition of reactive iron
is until now not considered. However, Poulton and Raiswell (2002) compare estimates of
reactive iron supply to coastal sediments and find that the riverine supply is one order of
magnitude higher than supply by atmospheric deposition and hydrothermal vents. Iron
is usually released too deep in the ocean and far enough away from coastal sediment.
Groundwater fluxes of dissolved iron are also likely to provide only small fluxes of total
iron but there is very little data of groundwater fluxes available (Poulton and Raiswell,
2002). Therefore, rivers are the most likely source of reactive iron to the shelf sediments.
Our results are supported by Chase et al. (2007) who analyze the variability of satel-
lite chlorophyll data at the West Coast of North America and find that the variability can
not be explained by river runoff alone. Instead, a combination of river runoff and shelf
width can very well explain the variability of chlorophyll. Chase et al. (2007) attribute
their results to the role of the shelf as a “capacitor” of iron supplied by rivers. The riverine
supply of iron alone seems thus not to have a strong impact on coastal production. The
sediment is needed as a reductive environment for the iron from rivers that scavenges at
the increasing salinities. Our results show that this mechanism might not only apply to
the West Coast of North America but play a role globally.
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5.4.2 High sensitivity of upwelling regions and the open ocean
The high sensitivity of surface iron concentrations, export production and oxygen con-
centrations to riverine iron supply are due to the dependence of the sediment release
on reactive iron in our model. As mentioned in the introduction, also other modeling
studies find that primary and export production and oxygen concentrations are sensitive
to riverine iron supply (Cotrim da Cunha et al., 2007; Giraud et al., 2008; da Cunha
and Buitenhuis, 2013). Although these studies do not include a dependence of sedimen-
tary iron release on reactive iron supply, they find a considerable sensitivity of primary
and export production to coastal nutrient supply in particular in upwelling regions with
high runoff. In upwelling regions the active transport of the sedimentary released iron
to the surface increases the sensitivity to the sediment release. The active transport in
upwelling regions can also partly explain the high sensitivity of export production and
oxygen concentrations in our results. In our results the sensitivity is even higher due to
the dependence of the sediment release on oxygen concentrations and organic carbon sink-
ing to the sediment. In response to a decrease in riverine iron supply, a decrease in export
production and an increase in oxygen concentrations further decrease the sediment release.
The impact of the lowered riverine iron supply that is not restricted to coastal regions but
also influences open ocean iron concentrations in our results is still astonishing. Giraud
et al. (2008) also find that coastal supply of iron has the strongest potential to influence
open ocean biogeochemical conditions by determining the nutrient content in coastal wa-
ters that are transported offshore. We suggest that the strong impact of riverine and
sediment iron sources on the open ocean is due to strong recycling of the supplied iron in
our results. The rivers supply only 4 Gmol Fe yr−1 but the sediment release is increased
from 4.5 to 19.3 Gmol Fe yr−1 from the TFBAL to the TFBALRIV simulation. This
shows that the iron supplied from the rivers is released by the sediment, rescavenged or
incorporated into phytoplankton biomass and then again supplied to the sediment mul-
tiple times. Similarly, from observing sediment trace metal concentrations and isotopic
fractionation, Scholz et al. (2013) suggest that iron released from the shelf under low bot-
tom water oxygen concentrations is quickly rescavenged and shuttled down to sediments
further away from the coast. Via this “iron shuttle” not only coastal areas are affected by
changes in sediment release but regions nearby as well. In the euphotic zone the strong
recycling of iron is performed by bacteria and zooplankton. Roughly half of the uptake of
iron is recycled at the surface in our model (Nickelsen et al., 2014). The strong recycling
of iron in the euphotic zone was observed very early and is also termed the “ferrous wheel”
(Kirchman, 1996; Boyd and Ellwood, 2010). During uptake and recycling the iron has
time to be transported into nearby regions and offshore. Together, the “ferrous wheel” in
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the euphotic zone and the “iron shuttle” in the sediment, can lead to the strong impact
of the riverine supply on open ocean biogeochemistry.
5.4.3 Limitations of the model
The model provides continental runoff fluxes to the ocean calculated from the precipita-
tion simulated by the model (Weaver et al., 2001) which may differ from other estimates
of global fresh water supply to the ocean (e.g. Syvitski et al. (2005)). However, by relying
on the internally provided runoff, changes in the amount and patterns of precipitation
in for example a climate warming simulation could directly feedback on the riverine iron
supply and sediment release. The continental runoff is also consistent with the rest of the
model.
Sedimentary iron fluxes are dependent on the correct simulation of export production
and oxygen concentrations. These are evaluated in Nickelsen et al. (2014) and do not
change much to the CTL simulation here. The globally integrated supply of organic car-
bon to the sediment is 120 mol C yr−1 in Nickelsen et al. (2014), 112 mol C yr−1 in the
CTL simulation and 105 mol C yr−1 in the TFBALRIV simulation here (Table 5.1). The
oxygen concentrations are also very similar to the concentrations in Nickelsen et al. (2014)
and the model does a reasonable job in representing the observations (Fig. 5.2). Yet, a
higher resolution modeling study with a better representation of the oxygen minimum
zones would be useful to better investigate local processes.
Due to the coarse resolution of the model, coastal regions are not resolved. Iron pro-
vided by the rivers is instantly diluted within the huge model boxes. Our results can
show the potentially global significance of riverine iron supply as a source of reactive iron
the sediment but high resolution models are needed for more precise estimates at single
locations. A very interesting approach would be to even resolve the gradients of salinity
and salt induced flocculation of iron colloids from a river estuary to the ocean. This would
also allow to better quantify the reactive iron supply to the shelf.
Ligand concentrations are set to a global constant value of 1 nM everywhere. Buck
et al. (2007) find that ligand concentrations strongly influence the amount of dissolved
iron that reaches the ocean from rivers. The globally constant ligand concentration in our
model could thus lead to a bias but dynamic ligand representations in global ocean biogeo-
chemical models are still under development (Misumi et al., 2013; Vo¨lker and Tagliabue,
2014). The sources and sinks of iron-binding ligands are also still not fully understoond.
In particular at river mouths where ligand concentrations decrease strongly due to floccu-
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lation, ligand dynamics are further complicated. A better understanding of sources and
sinks of ligands are thus necessary before taking spatial variable ligand concentrations
into account for the estimation of the role of riverine iron.
Our results are produced assuming an instantaneous balance of the sources and sinks
of iron to the sediment. Thus there is no simulated pool of iron in the sediment that
could develop over time. With the use of a simple transfer function, only an instanta-
neous balance of iron in the sediment can be assumed. Iron from rivers are suggested
to possibly be retained on the shelf during winter downwelling and support the entire
summer bloom via upwelling at the northern California coast (Wetz et al., 2006). In our
simulations seasonal variability may thus be too low at such settings because iron is not
allowed to build up in the sediment. Scholz et al. (2011) analyzed trace metal distribu-
tions in the Peru upwelling area and suggest that interannual changes in bottom water
oxygenation could lead to temporal accumulation and subsequent release pulses of iron.
Yet, it remains to be tested how this would influence the transport of iron away from the
sediment as much of the released iron could be readily rescavenged (Scholz et al., 2014a).
Particularly for climate warming simulations, modeling a sediment pool of iron in the
sediment could be an important next step for a subsequent study as Cox and bottom wa-
ter oxygen concentration would shift and lead to different accumulation patterns or rapid
release of iron. Furthermore, this would also allow to study the anthropogenic influence
on rivers via the construction of damns and rivers that decreases the load of sediment
(and possibly iron) of rivers that is transported to the coast (Syvitski et al., 2005).
5.5 Conclusions
We find that applying a better constrained formulation for the sediment iron source leads
to over- or underestimation of iron concentrations in the ocean, dependent on whether
sediment release is restricted to available reactive iron in the sediment or not. Considering
the availability of iron for the sediment release, the supply of reactive iron via rivers proves
to be crucial for sustaining the sediment release of iron in our global ocean model. Through
it’s role in sustaining the sedimentary iron release, the riverine iron supply has a strong
influence on coastal but also open ocean biogeochemistry. We suggest that the coastal iron
supply influences the open ocean biogeochemistry via the strong recycling by bacteria and
zooplankton at the ocean surface and via recycling of iron in the sediment. High resolution
modeling and more observational studies are needed to determine whether the dissolved
iron supplied by rivers is reaching the shelf in a reactive form and for confirming our
results.
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6 Conclusions and Outlook
6.1 Conclusions
Throughout this thesis, the impact of changes in the external supply of iron by dust depo-
sition, sediment release and rivers on marine biogeochemistry is found to be very strong.
Although recent modeling studies suggested smaller sensitivities of ±2 µatm (Tagliabue
et al., 2014a), in our simulations dust deposition estimates for past and future climate
states changed the atmospheric CO2 concentration by -22 and +28 µatm. The strong im-
pact shows that there are still missing constraints in the rates in the iron cycle. However,
the strong impact of dust deposition is also partly due to the representation of iron-light
colimitation of phytoplankton growth in the simulations of this thesis. Growth limiting
factors can have a huge impact on the outcome of simulations and sensitivity studies, par-
ticularly if they influence phytoplankton growth and export production in the Southern
Ocean where deep water is formed and a potential long-time storage of nutrients and CO2
exists.
The sedimentary iron release is shown to strongly influence surface iron concentrations
and primary production. By comparison of model results to observations of iron concen-
trations, this thesis indicates that temperature might have an influence on sedimentary
iron release. Prior to this thesis, an influence of temperature on the sedimentary iron
release has not been considered in ocean biogeochemical models. However, the role of
temperature on the sedimentary iron supply needs still to be confirmed by observations.
The application of a new description of the sedimentary iron release in a global bio-
geochemical ocean model provides new insights into the role of iron supply from the
sediment. Firstly, due to the missing representation of nepheloid layers in coarse reso-
lution models, sedimentary iron release and shuttling of iron between the water column
and sediment might have been underestimated so far. Secondly, the riverine iron supply
seems to be more important than assumed earlier because of its role in supplying reactive
iron to the sediment. Through the supply of reactive iron to the sediment, rivers regulate
the sedimentary iron release and strongly impact marine biogeochemistry. Overall, this
thesis suggests that the role of the supply of iron from dust, sediment and rivers in marine
biogeochemistry might have been underestimated.
The results presented in this thesis rely to a large part on the validation of model sim-
ulations by comparison to available observations of dissolved iron concentrations. These
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observations are highly valuable for validation purposes, but they are still scarce. In
many regions no observations of iron concentrations have been made or only the surface
has been sampled. To further increase the performance of models in describing the iron
concentrations, more observations are crucial (see also Achterberg (2014)). However, not
only observations of iron concentrations are necessary. Observed iron concentrations are
always a product of local source, sink and transport processes. For instance, observa-
tions of low iron concentrations can not solely be attributed to low sources of iron, but
they could also derive from strong sinks. Therefore, it is necessary to measure not only
iron concentrations but also rates of source and sink processes. In particular, ligand con-
centrations, scavenging rates and remineralization rates of iron are of high interest for
modelling studies since they are still relatively unconstrained. Given the high sensitivity
of marine biogeochemistry to changes in the external supplies of iron, more observations
of sediment release rates, dust deposition rats and riverine supply could strongly inform
biogeochemical models and the general understanding of the oceanic iron cycle.
6.2 Outlook
Dust deposition is found to correlate well with atmospheric CO2 concentrations during
past glacial-interglacial cycles (Petit et al., 1999). In many models dust deposition is
not internally calculated but provided with a static forcing file so that dust and climate
can not interact with each other. However, a feedback may emerge when a colder and
drier climate increases arid areas on Earth. From the arid areas dust can be eroded and
transported to the ocean. The enhanced dust supply could further cool down the climate
via fertilizing the Southern Ocean with iron and increasing oceanic CO2 uptake via the
biological pump. To investigate the magnitude and properties of this feedback, a dust
module could be implemented in the UVic model. The land surface scheme allows to
determine the arid dust source regions and the prescribed winds can be used to simulate
the dust transport in the atmosphere. Via the wind anomaly module, even adjustments
of the winds to changes in climate could be simulated and would then affect the dust
transport in the atmosphere again.
Sediment release of iron is highest at shallow shelf regions that experience high export
production, low oxygen concentrations and the supply of reactive iron from rivers. Ob-
servations show that elevated iron concentrations at such shelfs can extend far offshore.
A high resolution modeling study of the oxygen minimum zone in peruvian waters would
thus be ideal to investigate the transport of sedimentary released iron to the open ocean.
The role of eddies that trap low oxygen waters in transporting iron offshore could also be
investigated.
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A further subsequent study could address various theories that exist for the source of
elevated Fe(II) concentrations that are observed at the upper boundary layer of the OMZs
and in low oxygen waters in the North Pacific (e.g. Moffett et al. (2007); Hopkinson and
Barbeau (2007); Schallenberg et al. (2015)). The observed Fe(II) is too far away to stem
from the sediment. The theories to explain the Fe(II) concentrations include remineral-
ization of organic matter (Schallenberg et al., 2015) and iron reduction as an acquisition
strategy of microbes (Moffett et al., 2007). In a high resolution modeling study that
also resolves the small timescales of Fe(II) oxidation, these theories could be tested and
evaluated against observations of Fe(II) concentrations to identify which theory provides
the most likely explanation for the elevated Fe(II) concentrations.
The results of chapter 5 show that in some regions all iron is lost from the sediment
but there are also regions where more iron is supplied to the sediment than is released.
In the model used in chapter 5 the sediment is not allowed to build up an iron inventory.
Instead, excess iron supplied to the sediment is instantaneously lost to save computa-
tional efforts. However, if the sediment contains a pool of iron, this iron could be rapidly
released as soon as the conditions change. For instance, a seasonal increase of organic
matter rain rate, or a decrease of oxygen concentrations due to ENSO related fluctuations
at the peruvian upwelling area (Scholz et al., 2011) could lead to a pulsed iron release
from the sediment. Also the expansion of oxygen minimum zone with climate warming
could lead to the mobilization of the iron inventory in the sediment. An implementation
of a sediment iron inventory to the UVic model would allow to study the effect of such
pulsed releases on marine biogeochemistry on the various time scales.
As shown in chapter 5, the supply of iron to the ocean shelf could have a strong impact
on macronutrient concentrations and export production. However, the supply of iron via
rivers to the ocean shelf is highly uncertain due to missing knowledge of the location of
the settling of the flocculated iron. A high resolution study, resolving a well-studied river
and its boundary to the ocean, could lead to important insights in the mechanisms and
conditions that determine the riverine iron supply. The model could be validated against
observed iron concentrations and sensitivities to the forcing conditions could be tested.
Applying the resulting sensitivities to conditions at other river-ocean interfaces would
allow to better estimate the riverine supply of iron to the ocean.
Although theoretically possible, surprisingly no nonlinear behavior has been found in
biogeochemical models that are coupled to ocean models. In the iron cycle, a feedback
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could exist between dust deposition and climate as explained earlier in this section. A
further feedback could exist between export of organic matter from the surface and iron
release from the sediment. An increase of sedimentary iron release could increase surface
iron concentrations and stimulate the growth of phytoplankton, which could increase the
export of organic matter from the surface to the sediment. The increased amount of
organic matter further increases the iron release from the sediment and decreases oxygen
concentrations, which would also increase the sediment release. Using a model that con-
tains these feedbacks allows to investigate the existence of multiple steady states that are
associated with these feedbacks. A wide range of initial conditions with different climate
states could be tested to investigate whether they all equilibrate at the same climate state.
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