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Abstract
A numerical method for solving the fuzzy generalized pantograph equation under fuzzy initial value conditions is
presented. This technique provides a sequence of functions which converges to the exact solution to the problem
and is based on the use of Lagrange multipliers for identiﬁcation of optimal value of a parameter in a functional. To
display the validity and applicability of the numerical method two illustrative examples are presented.
Keywords: Variational iteration method; Generalized Pantograph equation; Fuzzy differential equation; Generalized Hukuhara dif-
ferentiability
1 Introduction
Fuzzy differential equations are utilized for the purpose of the modelling problems in science and engineering.
Most of the problems in science and engineering require the solutions of a fuzzy differential equation which are
satisﬁed with fuzzy initial conditions, therefore a fuzzy initial value problem is occurring, and should be solved. The
topic of fuzzy differential equations has been rapidly growing in recent years.
The concept of the fuzzy derivative was ﬁrst introduced by Chang and Zadeh [15], it was followed up by Dubois and
Prade [19]. Kaleva in [26] and [27] proposed fuzzy differential equations using H-derivative and it was developed by
some other authors (see [[31], [11], [14], [13], [16], [18], [25], [7], [5], [6], [9], [21]]). The numerical methods for
solving fuzzy differential equations are introduced in [1], [2], [4], [3].
The name pantograph originated from the study [30] by Ockendon and Tayler. These equations arise in industrial
applications and in studies based on biology, economy, control theory and electrodynamics, among others. Properties
of the analytic solution of these equations as well as numerical methods have been studied by several authors [17],
[29], [20]. In [28], the authors introduced a numerical method based on the Taylor polynomials for the approximate
solution of the fuzzy pantograph equation with linear functional argument.
The purpose of the present paper is to develop and apply variation iteration methods to the generalized pantograph
equation with fuzzy initial conditions.
This paper is organized as follows: In Section 2, we describe the basic notations and preliminaries. In Section 3,
the variational iteration method is brieﬂy described. We deﬁne the fuzzy generalized pantograph equation under
generalized Hukuhara differentiability in Section 4 and according to the type of differentiability, the solutions of the
fuzzy generalized pantograph equation are investigated. Some numerical examples are given to clarify the details and
efﬁciency of the method in Section 5. We end up with some conclusions.
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2 Basic concepts
In this section, we represent some deﬁnitions and introduce the necessary notation which will be used throughout
the paper.
Deﬁnition 2.1. A fuzzy number is a function such as u : Rn → [0; 1] satisfying the following properties:
(i) u is normal, i. e, ∃ t0 ∈ R with u(t0) = 1;
(ii) u is convex fuzzy set i. e, u(lx+(1−l)y) ≥ min(u(x); u(y)) ∀x; y ∈ R; l ∈ [0; 1];
(iii) u is upper semi-continuous on R;
(iv) closure of {t ∈ Rn|u(t) > 0} is compact.
Then RF is called the space of fuzzy numbers.
For 0<a ≤1 denote u(a)=
{
t ∈Rn
 
 
 u(t)≥a
}
=[u(a); u(a)]. Then from (i) to (iv), it follows that the a-level set
u(a) is a closed interval for all a ∈ [0; 1]. For arbitrary u; v ∈ RF and k ∈ R, the addition and scalar multiplication
are deﬁned by (u+v)(a) = u(a)+v(a) ; (ku)(a) = k
(
u(a)
)
respectively. [8]
If u⊕v = w, then w⊖v = u; here, ⊖ is the Hukuhara difference.
Deﬁnition 2.2. [12] Given two fuzzy numbers u;v ∈ RF, the generalized Hukuhara difference (gH-difference for
short) is the fuzzy number w, if it exists, such that
u⊖gH v = w ⇐⇒
{
(i) u = v+w;
or (ii) v = u+(−1)w: (2.1)
It is easy to show that(i) and (ii) are both valid if and only if w is a crisp number.
In terms of a-cuts we have [u⊖gH n]a = [min{u(a)−v(a); u(a)−v(a)}; max{u(a)−v(a); u(a)−v(a)}] and if
the H-difference exists, then u⊖v = u⊖gH v; the conditions for the existence of w = u⊖gH v ∈ RF are
case(i)
{
w(a) = u(a)−v(a) and w(a) = u(a)−v(a)
with w(a) increasing; w(a) decreasing; w(a) ≤ w(a); ∀a ∈ [0; 1]; (2.2)
case(ii)
{
w(a) = u(a)−v(a) and w(a) = u(a)−v(a)
with w(a) increasing; w(a) decreasing; w(a) ≤ w(a); ∀a ∈ [0; 1]; (2.3)
Let a-level representation of fuzzy-valued function f : [a; b] → RF is expressed by f(t;a) = [f(t;a); f(t;a)],
t ∈ [a; b], for each a ∈ [0; 1].
Deﬁnition 2.3. [12]. Let t0 ∈ ]a; b[ and h be such that t0+h ∈ ]a; b[, then the gH-derivative of a function f : ]a; b[→
RF at t0 is deﬁned as
f′
gH(t0) = lim
h→0
f(t0+h)⊖gH f(t0)
h
: (2.4)
If f′
gH(t0) ∈ RF satisfying (2.4) exists, we say that f is generalized Hukuhara differentiable (gH-differentiable for
short) at t0.
Theorem 2.1. [12] Let f :]a; b[→ RF be such that f(t;a) = [f(t;a); f(t;a)]. Suppose that the functions f(t;a)
and f(t;a) are real-valued functions, differentiable w.r.t. t , uniformly w.r.t. a ∈ [0; 1]. Then the function f(t) is
gH-differentiable at a ﬁxed t ∈]a; b[ if and only if one of the following two cases holds:
(a) f′(t;a) is increasing, f
′(t;a) is decreasing as functions of a, and f′(1;a) ≤ f
′(1;a), or
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(b) f′(t;a) is decreasing, f
′(t;a) is increasing as functions of a, and f
′(1;a) ≤ f′(1;a).
also, ∀a ∈ [0; 1] we have
f′
gH(t;a) = [min{f′(t;a); f
′(t;a)}; max{f′(t;a); f
′(t;a)}]: (2.5)
Deﬁnition 2.4. [12] Let f : [a; b] → RF and t0 ∈ ]a; b[ with f
a(t;a) and fa(t;a) both differentiable at t0. We say
that :
• f is (i)-gH-differentiable at t0 if
f′
i:gH(t0;a) = [f′(t0;a); f
′(t0;a)]; ∀a ∈ [0; 1]; (2.6)
• f is (ii)-gH-differentiable at t0 if
f′
ii:gH(t0;a) = [f
′(t0;a); f′(t0;a)]; ∀a ∈ [0; 1]: (2.7)
Deﬁnition 2.5. [10] The second generalized Hukuhara derivative of a fuzzy-valued function f : (a; b) −→ RF at t0
is deﬁned as
f′′
gH(t0) = lim
h→0
f′(t0+h) ⊖gH f′(t0)
h
;
if f′′
gH(t0) ∈ RF, we say that f′
gH(t) is generalized Hukuhara differentiable at t0:
Also we say that f′
gH(t) is (i)-gH-differentiable at t0 if
f′′
i:gH(t0;a) =
{
[f′′(t0;a); f
′′(t0;a)]; if f be (i)-gH-differentiable on (a, b);
[f
′′(t0;a); f′′(t0;a)]; if f be (ii)-gH-differentiable on (a, b).
for all a ∈ [0;1], and that f′
gH(t) is (ii)-gH-differentiable at t0 if
f′′
ii:gH(t0;a) =
{
[f
′′(t0;a); f′′(t0;a)]; if f be (i)-gH-differentiable on (a, b);
[f′′(t0;a); f
′′(t0;a)]; if f be (ii)-gH-differentiable on (a, b).
for all a ∈ [0;1].
Deﬁnition 2.6. [12] We say that a point t0 ∈ ]a; b[ is a switching point for the gH-differentiability of f, if in any
neighborhoodV of t0 there exist points t1 <t0 <t2 such that
(type-I) at t1 (2.6) holds while (2.7) does not hold and at t2 (2.7) holds and (2.6) does not hold, or
(type-II) at t1 (2.7) holds while (2.6) does not hold and at t2 (2.6)holds and (2.7) does not hold.
3 Variational Iteration Method (VIM)
Consider the following general nonlinear initial value problem.
L[y(t)]+N[y(t)] = g(t) (3.8)
Where L is a linear operator, N a nonlinear operator and g(t) is a known analytical function.
According to VIM, we can construct a correction functional as follows.
un+1(t) = un(t)+
∫ t
0
l(s)[Lun(s)+N( ˜ un)(s)−g(s)]ds n ≥ 0: (3.9)
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Where l is a general Lagrangian multiplier [24] which can be identiﬁed optimally via the variational theory, the
subscript n denotes the nth-order approximation,   un is considered as a restricted variation i.e. d  un = 0, [23], [22].
Therefore, we ﬁrst determine the Lagrange multiplier l that will be identiﬁed optimally via integration by parts.
The successive approximations un+1; n ≥ 0 of the solution u will be readily obtained upon using the determined
Lagrangian multiplier and any selective function u0. Consequently, the solution is given by u = limn→¥un.
Now, consider the following system of generalized pantograph equations
{
U′(t) = bU(t)+ f(t; U(t); U(e1(t)); U(e2(t)); :::; U(el(t)))
U(0) =U0
(3.10)
whereU(t) = (u1; u2; ::::; un)t in which ui; i = 1; 2; :::; n are unknown real functions of variable t,
U(ej(t))=(u1(ej(t)); u2(ej(t)); :::; un(ej(t))); j =1; 2; :::; n and moreover f and ei(t); i=1; 2; :::; l are analytical
function and b ∈ R+, we consider
ei(t) = qit i = 1; 2; :::; l:
where 0 < q1 < ql−1 < ::: < ql < 1.
Now consider Eq. (3.10), according to VIM, we consider the correction functional in the following form,
Un+1(t) =Un(t)+
∫ t
0
l(s)
[
U′
n(s)−bUn(s)−   f(s; Un(s); Un(e1(s)); :::; Un(el(s)))
]
ds
to ﬁnd the optimal value of l we have
dUn+1(t) = dUn(t)+d
∫ t
0
l(s)
[
U′
n(s)−bUn(s)
]
ds
then
dUn+1(t) = dUn(t)+ldUn(s)|s=t −
∫ t
0
[
l′(s)+bl(s)
]
dUn(s)ds = 0:
Thus we have the following stationary conditions:
{
1+l(s)|s=t = 0;
l′(s)+bl(s)|s=t = 0;
The Lagrange multiplier, therefore, can be identiﬁed :
l = −e−b(s−t)
As a result, we obtain the following iteration formula:
Un+1(t) =Un(t)−
∫ t
0
e−b(s−t)
[
U′
n(s)−bUn(s)− f(s; Un(s); Un(e1(s)); :::; Un(el(s))
]
ds: (3.11)
Consider following system of generalized pantograph equation
{
U′′(t) = f(t; U(t); U(e1(t)); U(e2(t)); :::; U(el(t)))
U(0) = l0; U′(0) = l1
(3.12)
In accordance with the process described for Eq. (3.10), the correct functional for Eq. (3.12) can be written as
Un+1(t) =Un(t)+
∫ t
0
l(s)
[
U′′
n (s)−   f(s; Un(s); Un(e1(s)); :::; Un(el(s)))
]
ds:
and, we obtain the following Lagrange multiplier
l(s) = (s−t)
Therefore, we have the following iteration formula:
Un+1(t) =Un(t)+
∫ t
0
(s−t)
[
U′′
n (s)− f(s; Un(s); Un(e1(s)); Un(e2(s)); :::; Un(el(s)))
]
ds: (3.13)
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4 Fuzzy Generalized Pantogragh Equation
Consider function u(t) : R → RF satisfying the fuzzy generalized pantograph equations
Problem 1
{
u′
gH(t) = b ⊙u(t)⊕ f(t; u(t); u(a1(t)); u(a2(t)); :::; u(al(t)))
u(0) = l0
(4.14)
Problem 2
{
u′′
gH(t) = f(t; u(t); u(e1(t)); u(e2(t)); :::; u(el(t)))
u(0) = l0; u′(0) = l1
(4.15)
where f and ei(t), i = 1; 2; :::; l are analytical function and b ∈ R+ and li ∈ RF; i = 0; 1.
We consider
ei(t) = qit i = 1; 2; :::; l:
where 0 < ql < ql−1 < ::: < q1 < 1:
We choose the derivative type of solution for Problem 4.14 or 4.15 and translate functional equation to the corre-
sponding system and VIM is applied for solving this system, for example if u(t) is (i)-gH-differentiable for Problem
4.14, then we obtain

  
  
u′(t;a) = bu(t;a)+ f(t; u(t); u(e1(t)); u(e2(t)); :::; u(el(t));a); for all a ∈ [0;1];
u(0;a) = u0(a)
u′(t;a) = bu(t;a)+ f(t; u(t); u(e1(t)); u(e2(t)); :::; u(el(t));a); for all a ∈ [0;1];
u(0;a) = u0(a)
5 Example
Example 5.1. Consider the following pantograph equation
{
u′′
gH = 3
4u(t)+u( t
2)⊖gH [−3a +4 1
2a + 1
2]t2+[a +1 −6a +8]
u(0;a) = 0 u′(0;a) = 0 0 ≤t ≤ 1:
where 0 denotes the crisp set {0}. The exact solution of this equation is equal u(t;a) = [1
2a + 1
2 −3a +4]t2:
In this example u and u′ are (i)−gH differentiable 2.8, so we have the following system:

  
  
u′′(t;a) = 3
4u(t;a)+u( t
2;a)−(1
2a + 1
2)t2+(a +1)
u(0;a) = 0 ; u′(0;a) = 0
u′′(t;a) = 3
4u(t;a)+u( t
2;a)−(−3a +4)t2+(−6a +8)
u(0;a) = 0 ; u′(0;a) = 0
Now we have the following iteration formula
un+1(t;a) = un(t;a)+
∫ t
0
(s−t)
[
u′′
n(s;a)−
3
4
un(s;a)−un(
s
2
;a)+(
1
2
a +
1
2
)s2−(a +1)
]
ds
and
un+1(t;a) = un(t;a)+
∫ t
0
(s−t)
[
u′′
n(s;a)−
3
4
un(s;a)−un(
s
2
;a)+(−3a +4)s2−(−6a +8)
]
ds
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Let us start with an initial approximation u0(t;a) = 0; u0(t;a) = 0:
u1(t;a) = (a +1)t2−(a +1)
t4
12
u1(t;a) = (−6a +8)t2+(−6a +8)
t4
12
for n = 2 we have
u2(t;a) = (a +1)
t2
2
+(a +1)
t4
24
−(a +1)
13
5760
t6
u2(t;a) = (−6a +8)
t2
2
+(−6a +8)
t4
24
−(−6a +8)
13
5760
t6
for n = 3 we have:
u3(t;a) = (a +1)
t2
2
+(a +1)
13
11520
t6−(a +1)0:000031 t8
u3(t;a) = (−6a +8)
t2
2
+(−6a +8)
13
11520
t6−(−6a +8)0:000031 t8
for n = 4 we have:
u4(t;a) = (a +1)
t2
2
+(a +1)0:000015 t8
u4(t;a) = (−6a +8)
t2
2
+(−6a +8)0:000015 t8
a = 1
2
t u4(t; 1
2) u4(t; 1
2)
1 2:30000×10−13 7:50000×10−13
2 5:88800×10−11 1:91999×10−10
3 1:50902×10−9 4:92075×10−9
4 1:50732×10−8 4:91520×10−8
5 8:98437×10−8 4:91520×10−7
6 3:86311×10−7 1:25971×10−6
7 1:32590×10−6 4:32360×10−6
8 3:85875×10−6 1:25829×10−5
9 9:90074×10−6 3:22850×10−5
10 2:29999×10−5 7:49999×10−5
Table 1: Numerical results for Example.5.1
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Figure 1: Graph of the VIM approximation error of Numerical illustration for example 5.1.
Example 5.2. Consider the pantograph equation of ﬁrst order with variable coefﬁcients
{
u′
gH(t) = ⊖gHu(t)⊖gH e
−t
2 sin( t
2)u( t
2)⊖gH 2e
−3t
4 cos( t
2)sin( t
4)u( t
4); 0 ≤t ≤ 1;
u(0;a) = [a +1 −2a +4]; for all a ∈ [0;1].
Note that the exact solution of this problem is
u(t;a) = [a +1 −2a +4]e−tcos(t)
Since u(t) has (ii)-gH-differentiable, the (ii)-gH-differentiable solution is obtained by solving

 
 
u′(t;a) = −u(t;a)−e
−t
2 sin( t
2)u( t
2;a)−2e
−3t
4 cos( t
2)sin( t
4)u( t
4;a);
u′(t;a) = −u(t;a)−e
−t
2 sin( t
2)u( t
2;a)−2e
−3t
4 cos( t
2)sin( t
4)u( t
4;a);
u(0;a) = [a +1 −2a +4]
To solve this equation using the VIM, based on the iteration formula (3.11) we get
un+1(t;a) = un(t;a)−
∫ t
0
e(s−t)
[
u′(s;a)+u(s;a)+e
−s
2 sin(
s
2
)u(
s
2
;a)+2e
−3s
4 cos(
s
2
)sin(
s
4
)u(
s
4
;a)
]
ds (5.16)
un+1(t;a) = un(t;a)−
∫ t
0
e(s−t)
[
u′(s;a)+u(s;a)+e
−s
2 sin(
s
2
)u(
s
2
;a)+2e
−3s
4 cos(
s
2
)sin(
s
4
)u(
s
4
;a)
]
ds (5.17)
We start with initial approximation u0(t;a) = (a +1)cos(t) and u0(t;a) = (−2a +4)cos(t), the other terms of the
sequence un(t;a) are computed easily by substituting this equation into Eqs. (5.16) and (5.17), we have
n=1
u1(t;a) = (a +1)−(a +1)t +
5
24
(a +1)t3+:::
u1(t;a) = (−2a +4)−(−2a +4)t +
5
24
(−2a +4)t3+:::
n=2
u2(t;a) = (a +1)−(a +1)t +
1
3
(a +1)t3−
1
6
(a +1)t4+
539
15360
(a +1)t5+:::
u2(t;a) = (−2a +4)−(−2a +4)t +
1
3
(−2a +4)t3−
1
6
(−2a +4)t4+
539
15360
(−2a +4)t5+:::
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n=3
u3(t;a) = (a +1)−(a +1)t +
1
3
(a +1)t3−
1
6
(a +1)t4+
1
30
(a +1)t5−
1051249
660602880
(a +1)t7+:::
u3(t;a) = (−2a +4)−(−2a +4)t +
1
3
(−2a +4)t3−
1
6
(−2a +4)t4+
1
30
(−2a +4)t5
−
1051249
660602880
(−2a +4)t7+:::
. . .
In the other hand , we have
u(t;a) = (a +1)e−tcos(t) = (a +1)−(a +1)t +
1
3
(a +1)t3−
1
6
(a +1)t4+
1
30
(a +1)t5−
1
630
(a +1)t7+:::
u(t;a) = (−2a +4)e−tcos(t) = (−2a +4)−(−2a +4)t +
1
3
(−2a +4)t3−
1
6
(−2a +4)t4
+
1
30
(−2a +4)t5−
1
630
(−2a +4)t7+:::
We see that the approximation solutions obtained by VIM have good agreement with exact solution of this problem.
In Table 2 the absolute errors of the present method for n = 3 and a = 1
3.
a = 1
3
t u3(t; 1
3) u3(t; 1
3)
1 3:70000×10−13 6:70000×10−13
2 4:88800×10−11 3:94567×10−10
3 6:50702×10−9 2:52618×10−9
4 2:50932×10−8 5:24619×10−8
5 6:98447×10−8 6:47814×10−7
6 1:96801×10−7 5:73890×10−7
7 2:65590×10−7 6:32457×10−6
8 4:87889×10−7 3:00921×10−7
9 6:50173×10−6 2:24567×10−6
10 7:49896×10−5 9:32456×10−5
Table 2: Numerical results for Example.5.2
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Figure 2: Graph of the VIM approximation error of Numerical illustration for example 5.2
6 Conclusion
In this paper, we proposed the variation iteration method for solve the fuzzy generalized pantograph equation
under generalized Hukuhara differentiability concept. First we choose type of differentiability of solution and convert
it to a system of differential equations. Then we use VIM and ﬁnd the approximate solution of this system. This
technique produces the terms of a sequence using the iteration of the correction functional which converges to the
exact solution rapidly.
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