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ABSTRACT
Understanding how inhibitory neurons affect sensory information processing in the
cerebral cortex is an ongoing goal of both neuroscience and statistical physics
research. In this master’s thesis research project, an experimental system has been
designed and built for studying how auditory dynamic range depends on inhibitory
neurons, based on observations of mouse behavior. In this thesis, firstly, the topic of
inhibition and information processing has been introduced. Then two papers related
to inhibition and dynamic range has been reviewed in detail. One of the papers is an
experimental work that analyzes the affect of inhibition on dynamic range. The other
paper provides a statistical model to infer that dynamic range is maximized at
criticality. Finally, the design and assembly of the experimental setup is described in
details along with some preliminary data to test the design and future directions for
this research.
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1 Introduction
1.1 Inhibition and Auditory Processing
External auditory stimulus strike the cochlea inside the ear in the form of sound
pressure. The cochlea converts this sound pressure into neural signals. These signals
pass through the auditory nerves, subcortical auditory brain regions and arrive at
the auditory cortex. At each step of this pathway from the ear to the cortex, the
neural signals are changed by interactions among networks of many neurons. These
changes constitute auditory information processing. Behavior is influenced by the
output of auditory cortex, i.e., the motor cortex sends instructions to the appropriate
muscles to elicit specific motor reactions [9]. Figure 1.1 shows how sound is processed
in the auditory system.
Figure 1.1: Sound processing in the auditory system. The figure is taken from the
auditory perception webpage of Perceptual Entropy.com [1]
The basic function of a neuron is to communicate information, which it does via
electrochemical impulses called action potentials or spikes, and synapses (the
junction between neurons). Neurons in the cortex can be classified into two types -
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excitatory and inhibitory. Most neurons are excitatory, which means that when they
send an action potential to another neuron, it tends to make the receiving neuron
excited, i.e., generate its own action potential. In contrast, inhibitory neurons
suppress the tendency of receiving neuron to generate action potential. 20% of the
neurons in cortex are inhibitory [10], [11], [12].
When a neuron generates a spike, the spike propagates along a long fiber, called the
axon, to the synapse. At the synapse, neurotransmitter chemicals are released. The
most important difference between excitatory and inhibitory neurons is the type of
neurotransmitter they release. Inhibition is generated by the neurotransmitter called
GABA (gamma-Aminobutyric acid). The structural, functional and synaptic
characteristics of inhibitory neurons vary significantly. The inhibitory neurons are
called ’local circuit neurons’ because their axons do not project to distant parts of
the brain outside the neocortex. Neural inhibition in networks of nerve cells is
thought to play an important role in allowing an animal to make fine sensory
discriminations. It is an ongoing challenge to understand how inhibition shapes our
perception of sensory input [10], [11], [12].
Humans and other animals are capable of determining the location of a sound based
on the time it takes to reach ears. If a sound is played near the left ear, humans can
detect it easily because the sound takes slightly longer time to reach the right ear
than the left ear. This demonstrates the temporal precision of perception. Inhibition
is thought to play role in such precision because, inhibition and excitation take place
in a temporal sequence - a discharge of excitatory input causes a spiking change in
the response which is quickly followed by inhibition. Inhibition suppresses the
excitatory input and the spiking response is cut off in a few ms. So, balanced
inhibition can serve as a tool to sharpen the temporal precision [2]. Figure 1.2 shows
the effect of inhibition on temporal precision.
The timing of excitation and inhibtion is partially determined by how input to
auditory cortex from auditory thalamus is processed. The auditory thalamus sends
excitatory input to the auditory cortex. This excitatory input is received by both
excitatory and inhibitory neurons in the cortex at approximately the same time,
which causes both excitatory and inhibitory neurons in cortex to fire. The output of
the inhibitory neurons is then recevied by the excitatory neurons, which causes the
excitatory neurons to reduce firing rate. In this way inhibition is thought to prevent
excessive firing. This is known as a feed forward inhibition [10]. Figure 1.3 shows a
schematic diagram of the feed forward inhibition.
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Figure 1.2: An integrate-and-fire computer model was used by Wehr & Zador (2003)
for simulation that showed that temporal precision increased when excitation was
followed by balanced inhibition and temporal precision decreased when inhibition bal-
anced excitation on average without such timing. The green lines represent excitatory
conductances, the red lines represent inhibitory conductances, the black lines repre-
sent the resulting membrane potential and the black vertical marks represent output
spike times. (a) From bottom to top - the resulting excitatory, inhibitory synaptic
conductance, membrane potential and output spike times for 10 repeated trials for
simulated synaptic input with mean inhibitory delay of 2.5 ms and a 1 ms standard
deviation jitter. Time jitter in output spike was 0.6 ms which indicates the suppression
caused by inhibition. This increased the temporal precision. (b) From bottom to top
- the resulting excitatory, inhibitory synaptic conductance, membrane potential and
output spike times for balanced excitatory and inhibitory synaptic inputs over a 100
ms window. Time jitter in output spike was 4.7 ms, which indicates the increase of
randomness due to balanced inhibition [2].
Different sets of neurons in the auditory cortex spike in response to different aspects
of auditory stimuli. Some of the neurons are tuned to the frequency of sound
whereas some are tuned to the amplitude of sound. It is still not fully understood
what causes these sets of neurons to be tuned for a specific quality of sound but
inhibition plays a role in such information processing [13]. How different sound
amplitudes are encoded and how this depend on inhibition is the topic of interest in
this master’s thesis research project.
More specifically, this project aims to elucidate the role of inhibition in shaping
auditory dynamic range. For example, humans are able to distinguish very quiet
sounds(the lower threshold is 0 dB SPL) and very loud sounds(the eardrum
perforates at 160 dB SPL) [14]. However, for sufficiently loud sounds, perceived
sound saturates. The range of sound amplitudes between the quietest detectable
sound to the saturation level is quantified by dynamic range. Changes in inhibition
3
Figure 1.3: Schematic diagram of a feed forward inhibition. Excitatory input from
auditory thalamus causes both excitatory and inhibitory neurons in cortex to fire.
Inhibitory neurons then fire which is then recevied by the excitatory neurons causing
the excitatory neurons to reduce firing rate [created by author].
causes dynamic range to change [3]. The dynamic range can be defined as follows:
∆ = 10 log10
Smax
Smin
where, Smax indicate 90 % range of response curve, R and Smin indicate 10 % range
of response curve. In the context of the thesis research, dynamic range is defined as
the range of auditory stimulus that can be distinguished based on sound amplitude.
The experiments will be conducted on mice. Whether the mice can distinguish
among different sound intensities depends on the response of the neurons in auditory
cortex to the sound intensities. Hence, dynamic range is defined as the range of
stimuli which result in distinguishable neural response. Figure 1.4 shows a cartoon
illustration of an expected response vs. stimulus (sound intensity) curve.
1.2 Inhibition & Dynamic Range
Previous experiments suggest that dynamic range is affected by inhibition [3]. The
paper by Shew et al (2009), described an experiment to test the affect of inhibition
on dynamic range. The results of the experiment showed that maximum dynamic
range occurred when excitation and inhibition were balanced. The goal of this thesis
project was to design an experimental setup to test this result in vivo.
The experiment was conducted in vitro. 350 µm thick slices from rat somatosensory
cortex were cut. The slices were cultured on a 8 X 8 microelectrode array.
Figure 1.5(a) shows a light-microscopic image of the slice on the microelectrode
array. Recordings were taken from these cultures for several weeks. The response to
electric shock stimuli were recorded to measure dynamic range. A range of stimulus
amplitudes ( 10-200 µA shocks) were applied at one electrode, while neural response
4
Figure 1.4: A cartoon illustration of an expected response vs. stimulus (sound
intensity) curve. At lower intensities it is hard for the mice to identify the sound. As
the sound intensity increases the ease of identifying the sound increases and the curve
is expected to rise. The curve is expected to saturate after a sound intensity limit
since the underlying neural firing reaches the maximum and saturates, the mice will
not be able to differntiate between the changes in sound intensities. Smin represents
10% above the point where the curve starts to increase and Smax represents 90% lower
than the point where the curve saturates. The length between Smin and Smax can be
used to calulate dynamic range indirectly from behavioral task [created by author].
was measured from the other electrodes. This process was repeated for drug and
no-drug situations. Figure 1.5(b), (c), (d) shows the experimental response vs.
stimulus curve for three different drug conditions. The three different conditions were
achieved by changing the inhibition with the application of drugs. In
figure 1.5(b)and (d), the response vs. stimulus curve were obtained under changed
inhibition condition whereas figure 1.5(d) was obtained for normal condition( no
drugs). The orange arrows indicate the dynamic range and it is evident from the
figure that the maximum dynamic range occured for natural inhibition.
An interesting theoretical explanation of the results of Shew et al. (2009) is that
dynamic range is maximimum at criticality. The paper by Kinouchi & Copelli (2006)
theoretically show that, maximum dynamic range is observed when the spontaneous
activity of the network corresponds to a critical process. This was shown in a model
network of excitable elements. The elements represent simplified neurons. By tuning
the strength of interactions among elements from weak to strong, the network
undergoes a phase transition. The phase transition point is defined as the critical
5
Figure 1.5: The figures are taken from Shew et al. (2009). (a)Light-microscopic
image of a somatosensory cortex slice culture attached on a microelectrode array. The
yellow dot indicates simulation cites whereas the black dots indicate recording sites.
Experimental response vs. stimulus curve for three example conditions- (b) reduced
excitation (c) no drugs (d) reduced inhibition [3].
point. Region below this point is defined as the subcritical regime and the region
above this point is defined as the supercritical regime [4]. A detailed review of the
paper is as follows:
Consider, a network comprising of excitable elements. Each element in this network
has a small dynamic range. The dynamic range is broadened for a collective
response. The system comprises of probabilistic activity propagation. The system
has N excitable elements , i= 1,2,...., N. Each element has n states. si = 0 refers to
the resting state, si = 1 refers to the excited state, si = 2, ..., n− 1 refers to the
refractory states. The transition to the excited state can only occur for elements in
the resting state. An element cannot be excited while it is in a refractory state.
The i th element can go from resting state to an excited state in two ways: Firstly,
In response to an external stimulus. The external stimulus in this case is a Poisson
process with transition probability, λ = 1− e−r∆t per time step (∆t = 1ms and
discrete) , where, r is the rate of the Poisson process assumed to be proportional to
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the stimulus level S. There is a Poisson process for each element, hence, every
element receives an independent external stimulus. In the context of auditory system,
the external stimulus rate, r is analogous to sound amplitude. Secondly, In response
to a neighbour j which was in an excited state in the previous step. The probability
of this scenario is pij. Thus, the pij values represent the ”strength” of interactions
among elements. Tuning the average pij from low to high causes a phase transition.
The dynamics of the system after excitation is deterministic: if si(t) = 1 then in the
next time step its state changes to si(t+ 1) = 2 and so on. When, si(t) = n− 1, then
in the next time step its state changes to si(t+ 1) = 0, the resting state.
Every element in the network is connected to neighbors on average. P (Ki) represents
the probability distribution of neighbours , which is a binomial distribution with
average K. pij represents the probability that an active neighbour j excites element i.
pij = pji, i.e., the weights are symmetrical and are kept fixed throughout each
simulation. Although the model assumes a symmetrical network, an asymmetrical
network will yield similar results.
σj =
∑Kj
i pij is the local branching ratio which corresponds to the average number of
excitations created by the j th element in the next time step.
σj =<
number of active neurons at time t
number of active neurons at time (t− 1) >
Average activity is defined by, F = 1
T
∑T
t=1 ρt, where, T = 10
3 ms is a large time
window and ρt is the network instantaneous activity for active sites at a given time t.
The response curves F(r) of the networks for various values of σ from the simulation
as well as mean-field model are shown in Figure 1.6(a). Figure 1.6(b) shows the
response curve for a particular value of σ(= 1.2). Parameters relevant to calculate
dynamic range are also shown. Figure 1.6(c) shows the change of dynamic range ∆
with increasing value of σ.
In the dynamic range interval variations in r can be easily coded by variations in F.
F0 is the minimum response that can be distinguished from the other weaker stimuli
and Fmax is the maximum that is closest to saturation. Here,
Fx = F0 + x(Fmax − F0)
It can be seen from Figure 1.6(c), that ∆ increases with increase in σ until σ = 1. At
σ = 1, defined as the critical point , ∆ reaches its maximum value. After that, ∆
decreases with increase in σ. σ < 1 indicates the subcritical regime (enlarged
sensitivity due to weak stimuli being amplified by the active propagation among
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neighbours), σ = 1 indicates the critical point (maximum value of dynamic range)
and σ > 1 indicates supercritical regime (the presence of weak stimuli is masked by
spontaneous activity F0). The theoretical curves can be obtained by using the
mean-field approximation. The mean-field approximation works well to simplify this
complicated network model. In this case,
Ki = K , pij =
σ
K
and Pt = 1− (1− σFt
K
)
K
Here, Pt is the probability that an active site at time t will be activated in the next
time step by at least one of its K nearest neighbours. Hence, the mean-field map
becomes,
Ft+1 = Pt(0)λ+ Pt(0)(1− λ)Pt
where, Pt(0) = 1− (n− 1)Ft is the approximate probability of finding a site in the
resting state. Pt(0)λ indicates activation due to external input, Pt(0)(1− λ)Pt
indicates activation due to neighbour propagation and λ(r) = 1− e−r∆t. Hence,
F = Pt(0)λ+ Pt(0)(1− λ)Pt
which leads to,
F = (1− (n− 1)F )[1− (1− σF
K
)K(1− λ(r))]
The statistical-physics approach by Kinouchi and Copelli to model the behavior of
excitable networks at criticality builds the foundation for persuing in vivo and in
vitro experiments to prove the hypothesis that, performance of excitable networks is
optimized at critical point. Experiments by Shew et al.(2009) also support this
theory. Shew et al.(2009) examined statistics of neuronal avalanches to
experimentally test the idea that the peak in dynamic range is due to criticality [3].
Spontaneous activities are present in the cortex without any stimulus. Neuronal
avalanche - a burst of elevated population activity , is one such spontaneous avtivity.
This phenomenon occurs in the superficial layers of the cortex. Neuronal avalanches
can be achieved by balancing excitation and inhibition. The in vitro experiment
described in Shew et al. (2009) demonstrates maximum dynamic range in the
presence of neuronal avalanches. During an experimental session, spontaneous
activities from the cultures were first recorded for an hour via the electrodes. After
that, stimulus-evoked activities were measured for another hour. Neuronal
avalanches were established by balancing the ratio of excitation and inhibition. A
novel parameter κ was used to measure deviation from neuronal avalanches.
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Figure 1.6: The figures are taken from Kinouchi & Copelli (2006).(a) Response
curves (mean firing rate vs stimulus rate) from σ= 0 to 2 (in intervals of 0.2).The
points represent simulation results with N = 105 sites, K=10, n= 5 states and T= 103
ms, whereas the lines correpond to the mean-field model described in the text. (b)
Response curve for σ= 1.2. (c) Dynamic range vs. branching ratio is optimized at the
critical point σ= 1 [4].
Shew et al.(2009) simulated a binary, integrate-and-fire neurons model to replicate
the experimental procedure. For the simulation model, a control parameter σ was
defined to replicate the balance of excitation and inhibition. σ < 1 indicated the
subcritical regime where, one neuron activated less than one neuron, σ > 1 indicated
the supercritical regime where, one neuron activated more than one neuron and
σ = 1 indicated the critiaclity where activity propagation was balanced.
When the experimental observations were compared to the simulation, κ < 1 was
analogous to the subcritical regime, κ > 1 was analogous to the supercritical regime
and κ = 1 was close the critiaclity of the model. Figure 1.7(a), (b) demonstrates the
experimental and simulated response vs. stimulus curves for changed inhibition and
normal conditions.
In the subcritical regime a small stimuli was unable to generate an expected response
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whereas in the supercritical regime a small stimuli saturated the response. The
largest nonsaturated response was observed near criticality. Figure 1.7(c),(d) shows
the experimental and simulated pattern of dynamic range vs κ curves. The findings
of the paper suggest that cortical networks working at criticality, maximize dynamic
range by achieving balanced excitation and inhibition.
Figure 1.7: The figures are taken from Shew et al.(2009)(a) Experimental response vs.
stimulus curve for three example cultures with three different values of κ.(b) Simulated
response vs. stimulus curves for three different values of σ . The orange arrows indicate
the dynamic range which is maximum for κ = 1 and σ = 1. (c) Experimental dynamic
range vs. κ curve, (d) Simulated dynamic range vs. κ curve. In both cases the curves
peak at κ =1. The symbols indicate network size (N= 250 for circles, N= 500 for
squares, N= 1000 for triangles) and the lines represent binned average [3].
1.3 Hypothesis
Auditory stimulus results in neural response. Dynamic range can be defined from the
curve of auditory stimulus intensity vs. neural response. The basic shape of the
curve remains sigmoidal for normal, reduced or increased inhibition but the dynamic
range changes. Maximized dynamic range is obtained for normal inhibition. Both
reduced and increased inhibition causes dynamic range to decrease.
This hypothesis is motivated by the simulations of Kinouchi & Copelli(2006) and the
experiments of Shew et al.(2009). The mathematical model and the simulation of the
model by Kinouchi et al. [4] shows that the dynamic range is maximized at criticality.
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The in vitro experiment done by Shew et al. [3] show that,
A. The change in the ratio of excitation to inhibition (E/I) changes the dynamic
range.
B. The maximum dynamic range occurs when the E/I ratio is balanced or
undisturbed ( no drugs scenario).
The paper also provides evidence that suggests that,
C. Maximum dynamic range is connected with criticality.
The results shown by Kinouchi et al. [4] is the outcome of a purely mathematical
model. The experiment by Shew et al. [3] was conducted in vitro. Slices of rat
somatosensory cortex was placed on a microelectrode in a cultured medium. The E/I
ratio was changed by administering drugs and the response of the ”brain in a dish”
to a stimulation was recorded. Although the ”brain in a dish” is a part of the real
brain but the unnatural conditions may change the outcome in an intact live animal.
The results of the in vitro experiment, therefore, needs to be tested in vivo. The long
term goal of the project is to test the above mentioned findings A and B of Shew et
al. in vivo [3].
A behavioral auditory discrimination task will be designed to be tested on C57BL/6J
male mice. Mice will be placed in the experiment box (details of the experimental
setup is provided in the next chapter). Stimulus of various intensities at a fixed
frequency will be played to the mice. The mice will indicate whether they heard the
sound or not by poking their nose inside a nosepoke. If they make the right choice
then they will be rewarded with water (The mice will have restricted access to water
when they are not doing the experiments, thus increasing motivation to obtain
reward). If they make the wrong choice then they will be punished with a brief air
puff. The experiment will be conducted by varying the E/I ratio. The E/I ratio or
the inhibition will be changed by injecting a drug- PTZ. PTZ is a drug that disturbs
the balance of excitation and inhibition by partially blocking inhibitory synapses.
The experiment will consist of consecutive no-drug, drug days. The data collected
from the experiment will be analyzed to measure dynamic range for different E/I
ratio. The mice will be trained to perform the task before the final experiments
begin.
The performance of the mice during a training has to be evaluated because that
indicates whether the mice are ready for final experiment or not. A measurement
tool is required to track mice performance. Also dynamic range is related to the
neural activity of a brain and hence cannot be measured directly via the behavioral
11
auditory discrimination task. Therefore, a tool is required to analyze the behavior
data. Signal detection theory can be used for these purposes. Details of the signal
detection theory and its possible application in measuring mice performance and
analyzing experimental data is provided in the next section.
1.4 Signal Detection Theory
Any decision making process starts with the presentation of a stimulus (information)
and ends with the response made by the decision maker (observer) based on the
stimulus. One important aspect of these researches is the uncertainty (i.e.,
motivation, mood, etc.) associated with the reasoning and decision making process
involved. This uncertainty makes the analysis process difficult. Signal detection
theory (SDT) explains these situations with far better accuracy and provides a tool
for analyzing this sort of data [6], [5], [15], [16]. SDT is an important statistical
tool used to analyze behavioral research conducted with humans and other animals.
SDT can be used as an alternative tool to analyze the data acquired in this research.
In this research project, the mice have the task to discriminate between different
sound amplitudes at a specific frequency. The data acquired is hard to analyze
because various emotions such as motivation, mode swings play important role in the
decision making process of the mice. The mice may know the task but simply not be
motivated enough to perform the task. A reliable method is needed to account for
these sort of varibilities and provide a way to interpret the data. SDT can be used to
analyze these data. An overview of SDT is provided here followed by the description
of how SDT can be applied in analyzing data acquired from the research.
SDT can be applied whenever an experiment administers a discrimination between
signal (stimulus) and noise (no stimulus). The observer has to identify when a signal
is present and when it is absent. It can be a simple yes/no task or a rating task. In
an auditory perception task the observer is presented with either a tone during signal
trials or nothing during noise trials. In the end of the trial the observer selects one of
the two alternatives-yes, a signal was present or no, no signal was present. On each
trial of the task there are two possible stimuli and two possible responses. Hence
they can be represented with the following 2x2 matrix.
The matrix defines the terminologies used in SDT. Hit is defined as the condition
when signal is present in a trial and the observer responds yes, miss is defined as the
condition when signal is present but the observer fails to identify it. False alarm
defines the condition where no signal is present and the observer still responds yes
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Figure 1.8: The stimulus-response matrix [5]
and Correct Rejection is defined as the condition when there is no signal present and
the observer makes the correct decision and responds no.
hit rate = total number of hits
total number of signals
false alarm rate = total number of false alarms
total number of noises (no stimulus)
Signal distribution is the distribution of values realized by a decision variable across
signal trials and noise distribution is the distribution of values realized by the
decision variable across noise trials . The observers in the auditory perception tasks
base their decision on a criterion of the decision variable. The hit rate is represented
by the proportion of the signal distribution that exceeds the criterion and the false
alarm rate is represented by the proportion of the noise distribution that exceeds the
criterion. Figure 1.9 illustrating this is taken from [6].
SDT does not require the specification of the physical meaning of the decision
variable. In this project the decision variable is interpreted as the neural activity in
auditory cortex. The criterion is assumed to be dependent on the animals
motivation, mood, etc. Decision variable or criterion are not intended to be
measured in the experiments of this project. Instead, hit rate and false alarm rate
will be measured.
For the example shown in figure 1.9, the noise distribution has a mean of 0 and a
standard deviation of 1. The signal distribution has a mean of 2 and a standard
deviation of 1 which is the same as that of noise distribution. The criterion is set at
0.5. So the hit rate is 0.93 since approximately 93% of the signal distribution
(shaded region) is above the criterion. The false alarm rate is 0.31 since
approximately 31% of the noise distribution is above the criterion.
We can change the criterion and based on that hit rates and false alarm rates will
change as well. If the criterion is set at a lower value then the hit rate increases but
so does the false alarm rate. If the criterion is set at a higher value then the false
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Figure 1.9: Distribution of the decision variable across noise and signal trials, showing
d′, c, and the likelihoods on which β is based [6].
alarm rate reduces as well as hit rate. This situation can be improved by reducing
the overlap between the two distributions.
Hence the hit rates and the false alarm rates introduce the two major contributions
of SDT to behavioral analysis- response bias and sensitivity. Response bias is defined
as the general tendency to respond yes or no based on the criterion and sensitivty is
defined as the degree of overlap between the two distributions.
d′ is a measure to address sensitivity. d′ measures the distance between signal and
noise means in the units of standard deviation.
d′ =
separation
spread
= φ−1(H)− φ−1(F )
where, H = hit rate, F=false alram rate, φ−1(H)= z-score of hit rate and φ−1(F )=
z-score of false alarm rate. (A z-score is a statistical measurement that indicates
whether an observation is above or below the mean and by how many standard
deviations. A z-score of 0 indicates the observation is the same as the mean. A
positive z-score indicates that the observation is above the mean and a negative
z-score indicates the observation is below the mean. It also shows how typical that
observation is relative to the data set. z − score = x−µ
σ
, where, x is a particular
observation, µ is the mean and σ is the standard deviation of the data set.)
d′ is the measure of signal strength and its value does not depend on the criterion set
by the observer if two assumptions are met: (1) both the distributions are normal
and (2) if both distributions have the same standard deviation. The value of d′ range
from −∞ to +∞. d′ = −∞ refers to sampling error or response confusion, d′ = 0
refers to the inability to distinguish signal from noise and d′ = +∞ refers to perfect
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performance. The value of d′ in figure 1.9 is 2 since the distance between the two
means is twice the standard deviations of the two distributions.
d′ will vary with reponse bias if either assumption is violated. Nonparametric
measures of sensitivity can be used in these situations. One of such parameters is A′.
A′ is considered a nonparametric measure since the computation doesnot require a
prior assumption of the underlying distribution[Pastore2003]. A′ can be a better
estimator of sensitivity when signal and noise distributions are normal with different
standard deviations. The value of A′ ranges from 0.5 to 1. A′ < 0.5 refers to
sampling error or response confusion, A′ = 0.5 refers that signals cannot be
distinguished from noise and A′ = 1 refers to perfect performance.
A′ =
0.5 +
(H−F )(1+H−F )
4H(1−F ) whenH ≥ F
0.5− (F−H)(1+F−H)
4F (1−H) whenH < F
Response bias can be quantified with the likelihood ratio β, where, β = 1 refers to
observer’s unbiased response, β > 1 refers bias towards no response, β < 1 refers bias
towards yes response. In 1.9, β ≈ 0.13
0.35
= 0.37.
β =
the likelihood of obtaining x on a signal trial
the likelihood of obtaining x on a noise trial
=
the height of the signal distribution at x
the height of the noise distribution at x
β = e[
[φ−1(F )2]−[φ−1(H)2]
2
]
2
A more direct approach to measure response bias is c which is unaffected by changes
in d′ and assumes that the observer responds yes when the decision variable exceeds
the criterion. It is defined as the distance between the criterion and the point where
the two distributions cross over (neutral point). c = 0, if the criterion is located at
the neutral point, c > 0 , if responder is bias towards no response and c < 0 if
responder is biased towards yes response. In figure 1.9 , the distributions cross over
at 1 standard deviation above the mean and the criterion is 0.5 standard deviations
left to this, hence c = - 0.5 .
c = −φ
−1(H) + φ−1(F )
2
A rating task requires a graded response to indicate whether a signal was present or
not. Hit rates and false alarm rates are calculated based on these ratings and a
receiver operating characteristic (ROC) curve is plotted. A rating task of n ratings
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Figure 1.10: A hypothetical ROC curve for a rating task with four ratings [6].
produce n-1 points on the ROC curve. Each of these n-1 points correspond to a
different criterion.
The area under the ROC curve is determined by joining the points and it is
interpreted as a measure of sensitivity unaffected by response bias. The area under
the ROC curve indicates the proportion of times an observer will correctly identify
the signal. The area typically ranges from 0.5 to 1 where, 0.5 indicates inability to
distinguish signal from noise and 1 indicates perfect performance. Area less than 0.5
indicate sampling error or response confusion. The area under the hypothetical ROC
curve in figure 3 equals 0.9 indicating the observer is able to identify signal correctly
on 90 % of the trials. A′ for a particular data point is the average area for two linear
ROC curves that maximizes and minimizes hit rate at that point [17].
1.5 Relevance of Signal Detection Theory in the Research
The mice have to be trained for performing the experiments and during training
period their day to day performance change has to be monitored. The final
experiment consists of several sound intensities at a fixed frequency. But the training
consists of only one intensity for ease of learning. The response of the mice to
auditory stimulus can be quantified by the hit rate (hit rate = total number of hits
total number of signals
). A
curve of hit rate vs training days is a very effective way to judge the performance
improvement of mice over the training period. The curve can help decide when the
mice are ready for the experiment.
Signal detection theory can be a useful tool to analyze experimental data as well. If
the underlying neural distribution curve is Gaussian then d′ can be calculated from
the hit rates and false alarma rates. A plot of hit rates vs false alarm rates will
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generate an ROC curve. The criterion of mice decision may change from day to day
but the data points should fall on the same curve for a specific sound intensity. A
plot of hit rates vs false alarm rates for different intensities can be used to compare
the change in ROC curve due to change in sound intensity. The change in the ROC
curve for a particular sound intensity due to changes in inhibition can also be
analyzed.
A curve of d′ vs sound intensity can help calculate the dynamic range. Although the
limit of d′ is from −∞ to +∞ , it can be assumed that d′ vs sound intensity curve
will saturate after the stimulus strength reaches a limit since the underlying neural
spikes responsible for response to stimulus has a saturation limit. (add reference)
Figure 1.11: A cartoon illustration of the expected changes in ROC curves. (a)
Different hypothetical curves for different sound intensity. (b) The expected change
in the ROC curve due to change in inhibition. Inhibition is expected to lower the
performance of the behavioral task and hence lower the value of d′ for a specific sound
intensity [created by author].
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1.6 Goal
The goal of this project is to design and assemble a system to measure the role of
inhibition in auditory discrimination.
1.6.1 Specific Goals
1. Design an experiment to measure the role of inhibition in auditory discrimination.
2. Design a setup to carryout the experiment.
3. Assemble all the equipment necessary to conduct the experiment.
4. Build a LABVIEW program to compile and run all the physical equipment.
5. Test and ensure proper execution of the system.
6. Automate the LABVIEW program.
7. Test the system for any insufficiency with mice in it and redesign the system
based on test results.
8. Make a soundmap of the box floor to know the intensity of sound heard by the
mouse at each position.
1.7 Review of Similar Previous Experiments in other Labs
Zador et al. 2014 describe a frequency discrimination task in their paper. The
experiment was done on 17 adult male Long-Evans rats. The rats in this experiment
had unrestricted access to food but access to water was restricted. The rats recevied
unrestricted water on no-experiment days. The rats were trained to discriminate
between low and high frequencies. They were put in a chamber with three ports.
Each trial was initiated when a rat poked his nose into the middle port. A
narrow-band sound of 100 ms duration was played after a silent delay of random
length. The rat was required to indicate whether the sound played was a high or a
low frequency sound by choosing one of the two side ports. The left port was
allocated for low frequency and the right port was allocated for high frequency. If the
rat made the right coice and poked the correct port in response to the stimulus
played, it was awarded with 24 µl water at the correct port. The experiment was
divided in blocks. In the low frequency block, the rat was required to discriminate
between 6 and 14 kHz sounds . In the high frequency block, the rat was required to
discriminate between 14 and 31 kHz sounds. The sound at 14 kHz was the high
frequency in one block of trials and the low frequency in another block of trials. The
rat was required to change the decision accordingly to receive water reward [7].
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Figure 1.12: Sound categorization task. (a) A trial was initiated when a rat poked
its nose in the center port. A sound was played for 100 ms. If the sound frequency was
high,then the reward was located on the right port and if the sound frequency was low,
then the reward was located at the left port. (b) The performance of one rat during
one session for different frequencies(error bars indicate 95% confidence intervals) [7].
O’Connor et al. 2010 designed an experiment with head-fixed mice to locate the
presence of objects with whiskers. The mice were trained for a go/no-go task. They
were required to indicate the presence of a vertical pole by licking or not licking . If
the pole was at a target position, then it was the ”go stimulus” and if the pole was at
a ditracter position, then it was a ”no-go stimulus”. The expected response for the
”go stimulus” was licking and the expected response for the ”no-go stimulus” was
no-licking. A ”go-stimulus” with licking was considered a correct response - a ”hit”
and was awarded with water. A ”go stimulus” with no licking was considered a failed
response - a ”miss” and was neither awarded nor punished. A ”no-go stimulus” with
no-licking was considered a ”correct rejection” and was not awarded. A ”no-go
stimulus” with licking was considered an incorrect response - a ”false alarm ” and
was punished with an air puff and a brief time-out. Trained mice typically performed
around 90 % correct or better but false alarms were common. Every experimental
session lasted for approximately 40 minutes with hundreds of trials.
Adult male C57BL/6Crl mice were used for the experiment. The mice were placed in
individual housing in a reverse light cycle, i.e., it was dark from 9.00 am to 9.00 pm.
The training and experiment were performed during this dark phase. The mice were
restricted to 35 % of their ad libitum water consumption (1 ml) on the days without
test sessions. This routine was followed from approximately 10 days before training.
During a test session they were allowed to consume this amount and the experiments
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continued until they were sated. A batch of seven mice were trained daily on the
same system. It took the mice approximately 7-14 days to achieve an 85 % correct
criterion. After a one month gap in the training, the mice achieved the expected
criterion within 11-18 days [8].
Figure 1.13: A go/no-go whisker based object localization task. (a) Schematic top-
view of the go (left) and no-go (right) stimuli. A thin pole was presented either on
the posterior or anterior axis lateral to the mouse face. (b) Schematic side-view of
the stimulus geometry. The mouse was rested in a natural position inside a tube with
the head-fixed at a position. The pale red shaded area indicates the presence of a
high-speed video illumination [8].
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2 Experimental Analysis
2.1 The System
Figure 2.1: Experimental setup without mouse [picture taken by author]
2.1.1 Overview
The experimental setup consisted of the following-
1. An open topped box
2. Foam
3. Speaker
4. Camera
5. Syringe pump
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Figure 2.2: Experimental setup with mouse [picture taken by author]
6. Air puffer
7. Microphone
8. Multifunction DAQ
Here is a brief description of each apparatus.
The experiment was conducted in an open topped box made with acrylic. It was a
transparent cubic box. The inner width of the walls were 29 cm and the thickness of
the wall were 0.8 cm. The height of the box was 33 cm. The box had a removable
metal tray attached to the bottom, so that the box can be easily cleaned. One side of
the box contained a round hole of diameter 7 cm. A cap of the same diameter went
in it. The cap contained a smaller hole of diameter 2 cm. Sensors were attached to
two sides of the hole to identify mouse presence. This hole will be referred to as the
nose poke from hereon.The nose poke had an IR diode and an IR receiver. When the
light path from the diode to receiver was broken, an attached electronic circuit
produced a 5 Volt DC signal. When the light path was not blocked, the circuit
produced a 0 Volt signal. The nose poke had two small holes drilled in it. One hole
contained the syringe through which the mouse will receive water reward and the
other hole contained a pipe through which air can flow. This acted as an air puffer
for punishment.
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Figure 2.3: Scematic diagram of the experimental setup with mouse [created by
author]
Figure 2.4: On the left, picture of the nose poke and on the right, schematic diagram
of the nose poke [created by author]
5 pieces of 30 cm by 30 cm foams were cut to be used as the box floor. The foams
were 6.5 cm thick. Mice are sensitive to smells and if they smell another mouse they
may become stressed. That is why a separate foam was used for each of them. The
foam made cleaning easier too.
A rectangular bar of length 31 cm and width 7 cm was placed at a height of 25 cm
on top of the box. It was joined by two more rectangular bars to the box. They were
all made of the same acrylic material used to make the box. The bar on top of the
box had three holes drilled in it-one for the speaker , one for the camera and one for
a infra red light(if necessary). The speaker was placed in the middle of the bar and
the camera was placed at a distance of 23 cm from one side. The speaker created the
auditory stimulus . A webcam was used to take a photo exactly when the beep was
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played. This ensured the location of the mouse when the beep was played. As
discussed later, this may be important because the sound intensity was not the same
at all locations. Therefore, it was necessary to know the position of the mouse and
how the sound intensity varied with position to know the intensity heard by the
mouse.
Figure 2.5: Speaker and Camera [picture taken by author]
24
A DT System 3 ZB1PS Device Chassis with ED1 Electrostatic Speaker Driver and
MA3 Stereo Microphone AMP was used to produce and measure the auditory
stimulus. A sound map of the box floor with foam on it was made to know what the
mouse heard when it was at a certain place on the floor. The sound map was needed
because the sound was not uniform across different locations on the box floor . A
PCB Piezotronics Condenser microphone (Model-377C01) and ICP Sensor Signal
Conditioner (Model-480C02) was used to measure the sound level (dB SPL) on
different points of the floor. MATLAB was used to create an interpolated soundmap
with this data. Details of the sound mapping process are provided later.
Figure 2.6: Signal conditioner and Microphone [picture taken by author]
As mentioned earlier, the nose poke contained a water pipe and an air pipe. Water
was delivered to the water pipe via a controlled syringe pump. The syringe pump
used was a Kent Scientific Genie Touch syringe pump that could be programmed to
deliver a specific amount of water at each pump. The syringe pump was programmed
to administer 9 µl water per drop as a reward for the correct decision made by the
mice.
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Figure 2.7: Syringe pump [picture taken by author]
The air puffer system consisted of an air tank filled with compressed air and a valve
driver (Parker Hannifin Corporation Valve Driver,P/N- 090-0221-100-1) was used to
control the flow of air. The valve driver was computer-controlled to deliver a specific
duration of air puff. The duration of each air puff was 3-5 seconds at approximately
10 psi pressure.
A multifunctional data acquisition system (DAQ-National Instruments USB-6353)
was used to integrate all the hard ware. The DAQ was connected via a USB to the
computer and then LABVIEW was used to integrate and run the whole system. One
analog output was connected to the speaker driver and the driver played the output
sound intensity via the speaker (Tucker Davis-DT-ES1). One analog input was used
to measure from the microphone amplifier. The amplifier receieved signal from signal
conditioner which received input from the microphone. The air puffer was also
connected to a digital output. The air puff duration was controlled via this digital
output.
2.1.2 Sound Mapping
As mentioned earlier, the sound intensity on the box floor varies from one point to
another. A sound map was necessary for this purpose. The microphone was placed
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Figure 2.8: Air puff system [picture taken by author]
at different places on the box floor and a pure tone 16 kHz beep was played. The
intensities at different places were recorded by the microphone. A MATLAB code
was then used to produce a sound map of the box floor. The code is provided in the
Appendix.
A soundmap of amplitude 1 (80 dB SPL) is shown in figure 2.10. More data is
required to make sound maps for different sound intensities. The data for different
sound intensities can be obtained by using the MATLAB code.
V oltage gain = 50 dB
Sound intensity recorded by the microphone,
Sound intensity in dB SPL = 20 log Vrms
Vref
Vrms= RMS of measured microphone voltage after correcting for 50dB gain
From the calibration reports of the microphone, real sensitivity at 16 kHz is
approximately 1.7 mV/Pa. Hence,
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Figure 2.9: Multifunction data acquitistion system [picture taken by author]
Vref = 20µPa × 1.7mV/Pa
⇒ Vref = 20× 10−6 Pa × 1.7× 10−3 V/Pa
⇒ Vref = 34 × 10−9 V
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Figure 2.10: Soundmap of the box floor for amplitude 1 (80 dB SPL). (a) A 3-D
view of the soundmap. The circles represent real data points whereas the meshgrid
represents the interpolated soundmap of box floor. (b) A 2-D view of the soundmap.
The black dot shows a point on the meshgrid. The x, y and z coordinates of that point
is shown, where the x and y coordinate specify the location of the point whereas z
coordinate specifies the interpolated sound intensity at that point [created by author].
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2.2 Control Scheme of the System
A control scheme was designed to carryout the experiment. The experiment was
designed based on a reward-punishment scheme. The mice received water reward if it
went to the nosepoke after a beep was played. The mice received air puff for a
specific duration of time if it went to the nosepoke in the absence of a beep. The
purpose of this punishment was to teach the mice to go to the nosepoke only when a
beep was played. During the training phase with this control scheme, a flaw in the
system was discovered. The problem with the design was that if the mice received
punishment, i.e., went to the nosepoke during this punishment period, the duration
of the punishment period was shortened. This means that the mice may have learnt
that they can receive the next water reward sooner by getting more punishment. The
punishment scheme of the system was therefore redesigned to overcome this problem.
Details of the initial control scheme and the modified control scheme are as follows:
2.2.1 The Initial Control Scheme
Each trial started with a beep of random intensity at 16 kHz frequency. 16 kHz was
chosen because hearing is most sensitive for mice at approximately 16 kHz [18]. 6
different intensities were played randomly throughout a block of 50 trials. The
intensities correspond to amplitudes- 0, 0.125, 0.5,1,3 and 6 volts. These numbers
refer to the amplitude of the sine wave sent out from the DAQ to the speaker driver.
To find out the corresponding sound intensities, the microphone was placed at a
distance 6 cm below the speaker and 5 data samples were taken for every amplitude
and there average was calculated. The rounded up average sound intensities are
consecutively - 43 dB, 62 dB, 68 dB, 74 dB, 80 dB, 90 dB, 96 dB SPL. Table 2.1
shows the data for the sound intenisities.
A list of pseudorandom numbers were generated using MATLAB with these beep
amplitudes. 0 volt appeared 8 times and all the others appeared 7 times each. When
the block of 50 trials started, a file containing this list was loaded by LABVIEW.
The first trial started with the first beep intensity on the list and the consecutive
intensities were executed on the following trials. A new list was generated every
experiment day to maintain randomness of the beeps so that the mice did not learn
the order of beeps.
The camera took a snap when the beep was played to record the position of the
mouse at that instant. Then there was a 2 second (s) wait period for the mouse to
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Table 2.1: Sound Intensities (6 cm from the speaker) [created by author]
Beep
amplitude
Data 1 Data 2 Data 3 Data 4 Data 5 Average
sound
intensity
(dB
SPL)
0 43.66 42.83 43.15 42.86 43.13 43.12
0.125 62.36 62.38 62.33 62.35 62.34 62.35
0.25 68.26 68.27 68.26 68.27 68.29 68.27
0.5 74.24 74.27 74.28 74.23 74.25 74.25
1 80.36 80.43 80.34 80.36 80.35 80.36
3 90.01 90.09 90.03 90.01 90.02 90.03
6 96.21 96.23 96.25 96.27 96.29 96.25
respond to the beep. The expected response of the mouse varied based on the beep.
If a non-zero amplitude( not 43 dB) beep was played then the mouse was expected to
go to the nose poke. The nose poke sensor determined if the mouse attempted to get
water. The mouse was rewarded with a drop of water for its correct response. Each
drop had 9 µl of water. The syringe pump was programmed to deliver 9 µl of water
at every pump. The mouse was given 5 seconds to drink the water. If the mouse was
still there after that time, it received continuous air puffs for 5 seconds. This was
usually sufficient to drive the mouse away from the poke. After this time the nose
poke sensor checked every 10 ms whether the mouse was still there or not. If the
mouse was still there then the LABVIEW waited for the mouse to go away from the
poke. Only then the next trial started.
If a zero amplitude beep(43 dB) was played then the mouse was not expected to go
the nose poke. The mouse was given the same 2 s time to respond. If the mouse
went to the poke within this time, it was counted as an incorrect response and the
mouse received air puff for the incorrect response. A wait time of 5 s followed to
match the trial length of a zero beep to a non-zero beep. The rest of the trial was the
same as before. The data from the trials were recorded in a CSV file in LABVIEW.
Behavioral tasks are very hard to design because it is hard to predict the response of
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the animal to the designed task. A mouse had to learn to go to the nose poke when
it heard a beep , drink water and move away from the nose poke after it drank the
water. The mouse was given 5 s to drink water. If the mouse was still detected by
the nose poke sensor after the allocated time to drink water, it received an air puff.
The air puff was a punishment for not doing the task correctly. This punishment
period was supposed to last 5 seconds. The 5 second was divided into three parts- 2
s, 2 s and 1 s. Whenever the mouse was detected by the nose poke within the first 2
s, the air puffer puffed air and immediately went to the next 2 s and so on. After
that the sensor checked for mouse presense every 10 ms. If the mouse was not in the
nose poke, then a new trial was initiated.
The purpose of this task was to teach a mouse that it will receive water whenever
there was a non-zero beep played and that is the only time when it was allowed in
the nose poke and it will receive an air puff all other time. When this system was
executed, expected results were not obtained. The mice went to the nose poke even
when it was not supposed to go there and received air puffs. A flaw in the design was
discovered when the system was reviewed. If the mouse kept it’s mouth in the nose
poke, it received three consecutive air puffs within the 5 s and the delay time was
over in less than that time. It took less time to start the next trial. So the mice may
have learnt the wrong task that ”more puff-faster reward”.
A few changes were made to the design to overcome this flaw. The redesigned system
is expected to work better than the previous design. But it has not been tested yet,
because it is hard for the mice to unlearn a task and learn a new task. A new set of
mice is the best option. But this was not done during the masters project. The
redesigned setup will be tested on a new set of mice in the next stage of the project.
Figure 2.11 represents the initial logic design for zero beep amplitude and figure 2.12
represents the initial logic design for the non-zero beep amplitudes.
2.2.2 The Modified Control Scheme
The first part of the design was not changed, i.e, when there was a beep played, the
mouse still had to decide whether it heard a beep or not . If the mouse heard the
beep, it had to go to the nose poke to receive water. The mouse had 2 s to decide
and 5 s to drink water. After the 5 s was over, the mouse had to be away from the
nose poke for at least 10 ms. The nose poke sensor checked continously and if the
mouse was detected by the sensor, the 10 ms countdown was started again. So, as
long as the mouse was not away from the nose poke for at least 10 ms, the next trial
32
did not start. The mouse received air puff whenever it went to the nose poke without
hearing a beep. This punishment part is different from the previous design. This
would ensure that the mouse learns to go the nose poke only when it hears a beep.
The LABVIEW program had to be changed significantly to implement this new
design. Figure 2.13 represents the modified logic design for zero beep amplitude and
figure 2.14 represents the modified logic design for the non-zero beep amplitudes.
Screenshots of the LABVIEW code to control various parts of the experiment are
shown in appendix.
33
B
ee
p
  a
n
d
 s
n
ap
(b
ee
p
 =
 0
)
W
ai
t 
ti
m
e 
fo
r 
m
o
u
se
 d
ec
is
io
n
(t
1
= 
0
 t
o
 2
 s
)
0
t 1
 s
b
ee
p
t 1
+5
 s
t 1
 s
+5
 s
 +
 t
2
s
W
ai
t 
ti
m
e 
to
 b
al
an
ce
 t
ri
al
 
le
n
gt
h
A
ir
 p
u
ff
 if
 m
o
u
se
 in
 n
o
se
 
p
o
ke
t 1
 s
D
el
ay
 t
im
e 
b
et
w
ee
n
 t
ri
al
s
(a
ir
 p
u
ff
 if
 m
o
u
se
 in
 n
o
se
 
p
o
ke
)
t 2
 =
 0
 t
o
 5
 s
 
   
   
   
   
   
   
t 1
 s
+5
 s
 +
 t
2
s 
+ 
t 3
 m
s
C
h
ec
ki
n
g 
w
h
et
h
er
 m
o
u
se
 in
 
n
o
se
 p
o
ke
 o
r 
n
o
t
(t
3
 =
 1
0
 m
s 
o
r 
m
o
re
)
F
ig
u
re
2
.1
1
:
Z
er
o
b
ee
p
in
it
ia
l
sc
h
em
e
[c
re
at
ed
b
y
au
th
or
]
34
B
ee
p
  a
n
d
 s
n
ap
( 
n
o
n
-z
er
o
 
b
ee
p
)
W
ai
t 
ti
m
e 
fo
r 
m
o
u
se
 d
ec
is
io
n
(t
1
= 
0
 t
o
 2
 s
)
0
t 1
 s
b
ee
p
t 1
+5
 s
t 1
 s
+5
 s
 +
 t
2
s
Sy
ri
n
ge
 p
u
m
p
, p
u
m
p
s 
w
at
er
 if
 m
o
u
se
 in
 n
o
se
 p
o
ke
t 1
 s
D
el
ay
 t
im
e 
b
et
w
ee
n
 t
ri
al
s
(a
ir
 p
u
ff
 if
 m
o
u
se
 in
 n
o
se
 
p
o
ke
)
t 2
 =
 0
 t
o
 5
 s
 
   
   
   
   
   
   
t 1
 s
+5
 s
 +
 t
2
s 
+ 
t 3
 m
s
C
h
ec
ki
n
g 
w
h
et
h
er
 m
o
u
se
 in
 
n
o
se
 p
o
ke
 o
r 
n
o
t
(t
3
 =
 1
0
 m
s 
o
r 
m
o
re
)
W
ai
t 
ti
m
e 
fo
r 
m
o
u
se
 t
o
 d
ri
n
k 
w
at
er
F
ig
u
re
2
.1
2
:
N
on
-Z
er
o
b
ee
p
in
it
ia
l
sc
h
em
e
[c
re
at
ed
b
y
au
th
or
]
35
B
ee
p
  a
n
d
 s
n
ap
(b
ee
p
 =
 0
)
W
ai
t 
ti
m
e 
fo
r 
m
o
u
se
 d
ec
is
io
n
(t
1
= 
0
 t
o
 2
 s
)
0
t 1
 s
b
ee
p
t 1
+5
 s
t 1
 s
+5
 s
 +
 t
2
s
W
ai
t 
ti
m
e 
to
 b
al
an
ce
 t
ri
al
 
le
n
gt
h
(a
ir
p
u
ff
 w
h
en
ev
er
 m
o
u
se
 in
 n
o
se
 p
o
ke
)
A
ir
 p
u
ff
 if
 m
o
u
se
 in
 n
o
se
 
p
o
ke
t 1
 s
D
el
ay
 t
im
e 
b
et
w
ee
n
 t
ri
al
s
(a
ir
 p
u
ff
 if
 m
o
u
se
 in
 n
o
se
 
p
o
ke
)
F
ig
u
re
2
.1
3
:
Z
er
o
b
ee
p
m
o
d
ifi
ed
sc
h
em
e
[c
re
at
ed
b
y
au
th
or
]
36
B
ee
p
  a
n
d
 s
n
ap
( 
n
o
n
-z
er
o
 
b
ee
p
)
W
ai
t 
ti
m
e 
fo
r 
m
o
u
se
 d
ec
is
io
n
(t
1
= 
0
 t
o
 2
 s
)
0
t 1
 s
b
ee
p
t 1
+5
 s
t 1
 s
+5
 s
 +
 t
2
s
Sy
ri
n
ge
 p
u
m
p
, p
u
m
p
s 
w
at
er
 if
 m
o
u
se
 in
 n
o
se
 p
o
ke
t 1
 s
D
el
ay
 t
im
e 
b
et
w
ee
n
 t
ri
al
s
(a
ir
 p
u
ff
 if
 m
o
u
se
 in
 n
o
se
 
p
o
ke
)
W
ai
t 
ti
m
e 
fo
r 
m
o
u
se
 t
o
 d
ri
n
k 
w
at
er
F
ig
u
re
2
.1
4
:
N
on
-Z
er
o
b
ee
p
m
o
d
ifi
ed
sc
h
em
e
[c
re
at
ed
b
y
au
th
or
]
37
3 Experiments with Mice to Test the Designed System
Behavioral tasks deal with living animals and hence involve a lot of uncertainties
such as motivation, mode,etc. The outcome of an experiment may be affected greatly
by a seemingly insignificant parameter. The mice may misinterpret the task. The
logic of the experiment design was, therefore, required to be verified by testing it on
mice. The analysis of the response of the mice to the designed experiment revealed
an unintentional flaw in the design as discussed in the earlier chapter. The system
was redesigned based on the observations of the mice performance. The mice
required to undergo a training to learn the task. Details of the process is as follows:
3.1 Pre-Training Phase
Five male mice of species C57BL/6J were used to conduct the experiment. On the
first day of the training each mice was placed in an individual cage. Their weight was
measured. They were given unrestricted access to water for the next 24 hours to
measure their daily water intake. Researches show that the regular water intake of a
C57BL/6J mouse is 8ml/30g body weight [19] . Their weight was measured again on
the second day to observe the effect of environment change. Water restriction was
started if their body weight didnt decrease beyond 85 % of the initial body weight.
15 % is usually considered as acceptable weight loss without causing health
concerns [20]. They received water only for a specific amount of time every day from
thereon. They were given access to water for 30 minutes every day and their body
weight was measured to observe changes in health condition due to water restriction.
The data showed a few grams drop in weight after they were placed in individual
cages. If the body weight went below 85% of baseline weight then they were taken off
the water restriction. The training phase started when their body weight was stable.
Table 3.1 shows the variables discussed in this paragraph.
3.2 Training Phase
The mice needed to go through a training phase to be prepared for the tests. The
aim was to train them without causing stress. On the first training day a mouse was
placed in the experiment box. Then it was given some time to settle down. The
mouse moved all around the box. A few drops of water was pumped manually
38
through the nose poke so that the mouse could identify the source of water. Once the
mouse remembered the source, beeps of 43 dB SPL were played. The intensity of the
beeps was not changed. At that point the purpose was to teach the mouse to
associate water with beep. There was no punishment (air puff) for wrong responses.
After the mouse learnt this task it was taken to the next step. In that step the air
puff was introduced. Every time the mouse went to the nose poke without hearing a
beep it received an air puff. Once the mouse learnt that, they were introduced to the
training phase that mimiced the actual test. Figure 3.1 shows the day by day
change in mice performance during the training period with one single sound
intensity in terms of hit rate vs training day. Figure 3.2 shows the day by day
change in mouse 5 performance during the training period with variable sound
intensities in terms of hit rate vs training day.
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Figure 3.1: Plot of training data for the 5 mice. The change in hit rate with ongoing
days demonstrate that, the mice were learning the task to associate beep with water.
Change in motivation, attention,etc. may be a reason for the random drops in hit rate
from one day to another [created by author].
3.3 Preliminary Tests
A few trial tests were run on the mice to observe their response to the task. The final
test consisted of one day with no drugs, the next day with drugs and a rest day with
no tests. On the no drug day the mouse was injected with saline (0.03 ml/ 30 g body
weight). The mouse was anesthetized with 0.2 ml Isoflurane. 0.2 ml Isoflurane was
sprayed on a 5.1 cm x 5.1 cm non-woven sponge and then it was placed in an airtight
box. The mouse was then put in the box and the lid was closed. The mouse became
unconscious in about 60 seconds. It was then taken out of the box, placed on the
tabletop and was injected with saline. The mouse regained consciousness in
approximately 50 seconds. After this the mouse was put back in its cage. The mouse
was given 30 minutes to recover from the stress and for the drugs to take effect.
Then the mouse was placed in the experiment box and the test was started. The
same procedure was followed the next day to inject drug. 0.03 ml/30 g body weight
PTZ was used to decrease inhibition.
Each day of experiment consisted of four blocks of 50 trials. So there were in total
200 decisions made by the mouse every day. A test session with a mouse lasted
41
Figure 3.2: Plot of hit rate vs. sound intensity in terms of amplitude from the training
data for mouse number 5. The hit rates were expected to go up with increasing sound
intensity but the lack of a visible pattern agrees with the finding that the design had
a minor flaw. As mentioned in the previous chapter, the design was modifeid based
on the test findings [created by author].
approximately for an hour. Once the mouse was placed in the box, it was given 2-3
minutes to settle down. Then the LABVIEW program was started. The LABVIEW
program automatically executed consecutive trials.
On an experiment day the mice could receive 1.8 ml (0.009ml X 200 trials) of their
required daily water intake by doing the experiment correctly. Water was the reward
for the correct performance and air puff was the punishment for incorrect
performance. Half an hour later the test session was over, the mice were given access
to unrestricted water for ten minutes. The mice were put back on water restriction
after the ten minutes. The experiments could be conducted for longer duration of
time but the mice lose their patience after an hour, sometimes before that. They got
hyperactive and didnt perform at all. So there was no point in conducting the
experiment beyond that point. Table 3.2 shows drug administration data for the
42
mice.
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4 Future Works
The goal of the thesis was to design an auditory discrimination behavioral task,
assemble a physical setup to perform the task and integrate all the equipment to a
common platform - LABVIEW, to automate the task.
In order to achieve the goal, an auditory discrimination behavioral task was
designed. Physical equipment was assembled based on the task design. Individual
LABVIEW codes were initially written to control different parts of the system. For
example, a code was written detect the presence of mouse at the nosepoke,a code was
written to control the operation of a syringe pump, a code was written to control the
air puffer,etc. In the next step, all these codes were integrated together and
automated to write the final code. The final version of the LABVIEW code was
capable of automatically running a set of trials.
A set of 5 mice were trained and a set of trial tests were run. Based on the training
and trial tests, a few changes were made to the initial design of the task. But it was
an ongoing challenge to identify the flaw in the design and fix that flaw. The
modified design is expected to yield better performance results than the initial
design. The mice used in modifying the design can’t be used to test the new design
because it is hard for the mice to unlearn a task and learn a new task. A fresh set of
mice are, therefore, required in the next step to test the new design.
A few tests were run to observe the affect of drug administration on the mice. The
appropriate drug dose to be administered was determined from these tests. Excess
dose of drug can send the mice into seizures.
The next step in the continuity of this research is to train a new set of mice and
perform the experiments. Electrode implants will be placed in the mice brain to
directly measure neural activity during an ongoing experiment. Data obtained from
that neural activity recording can be used to directly measure auditory dynamic
range since the data obtained from the behavioral auditory discrimination task can
be used to indirectly measure dynamic range. The modified experimental setup
designed in this project will be used to conduct the experiments.
Sound map was a very important aspect of the project since it was necessary to
know the intensity of sound heard by the mice at various locations of the box floor.
An interpolated sound map was produced using a MATLAB code. Writing the
MATLAB code was also a part of this project. A sound map of amplitude 1 (43 dB
45
SPL) was produced during the project. The next step in the process is to create an
interploated sound map for each sound intensity used in the experiment.
The system designed in this thesis project will be used in the near future to analyze
the effect of inhibition on a living brain. This will help verify the in vitro
experimental findings that suggest that balanced inhibition maximizes dynamic
range. The findings of the final experiments will also help understand the concept of
criticality better.
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A Appendix
A.0.1 Specifications of the Microphone
Figure A.1: Precision condenser microphone specifications
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Figure A.2: Precision condenser microphone
50
A.0.2 MATLAB Code for Soundmapping
load corners.mat % loads the corner.mat file that has the corner point of %every
picture defined
load soundmap1.mat %loads the soundmap1.mat file that has the x,y
%co-ordinates and intensity at each point
x=soundmap1(2:end,1);
y=soundmap1(2:end,2);
z=soundmap1(2:end,3);
F = TriScatteredInterp(x,y,z); % interpolates the data to produce a
%meshgrid
xq=min(corners(:,1)):10:max(corners(:,1));
yq=min(corners(:,2)):10:max(corners(:,2));
[qx,qy] = meshgrid(xq,yq);
qz = F(qx,qy);
mesh(qx,qy,qz);
hold on;
plot3(x,y,z,’o’);% plots the interpolated data
xlabel(’x coordinate’);
ylabel(’y coordinate’);
zlabel(’z coordinate’);
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A.0.3 The LABVIEW Codes
The following pages show screenshots of different parts of the LABVIEW program.
Figure A.3 is a screenshot of the various control parameters of the program.
Figure A.4 shows how the spreadsheet of the intensities were fed to the speaker to
generate beeps accordingly. The code read from the spreadsheet and executed one
intensity from the spreadsheet at the beginning of each trial. Figure A.5 shows the
code for the camera. The camera took a snap everytime a beep was played . This
identified the location of the mouse when a beep was played. Once a beep was played
the next part of the LABVIEW code enables the nose poke sensor to check for mouse
presence. If a non-zero beep was played and the mouse was detected by the nose
poke sensor then the syringe pump, pumped water. This code is shown in
Figure A.6. Figure A.7 shows the code when a zero beep was played and the mouse
came to the nose poke. Since this was not the expected response ,the air puff system
is initialized to puff air. Figure A.8 shows the code for allocating time for the mouse
to drink water. Figure A.9 is a front panel view of the code written to check for
mouse presence at the nose poke before initiating a new trial. Figure A.10 shows the
code for that. Figure A.11 shows the code written to save the data in a CSV file.
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A.0.4 IACUC Animal Protocol
A.0.4 IACUC animal protocol
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Figure A.12: IACUC animal protocol page 1
62
Figure A.13: IACUC animal protocol page 2
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Figure A.14: IACUC animal protocol page 3
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Figure A.15: IACUC animal protocol page 4
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Figure A.16: IACUC animal protocol page 5
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Figure A.17: IACUC animal protocol page 6
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Figure A.18: IACUC animal protocol page 7
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Figure A.19: IACUC animal protocol page 8
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Figure A.20: IACUC animal protocol page 9
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Figure A.21: IACUC animal protocol page 10
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Figure A.22: IACUC animal protocol page 11
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Figure A.23: IACUC animal protocol page 12
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Figure A.24: IACUC animal protocol page 13
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Figure A.25: IACUC animal protocol page 14
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UNIVERSITY OF 
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SUBJECT: 
Woodrow Shew 
Craig N. Coon, Chairman 
Instifutional Animal Care 
And Use Committee 
November 6, 2012 
IACUC Modification Request APPROVAL 
Expiration date: October 10, 2014 
Office of Research Compliance 
The Institutional Animal Care and Use Committee (IACUC) has APPROVED the modification request 
(extend protocol approval period) to Protocol #12033- "PILOT STUDY: BEHAVIORALLY 
TESTING AUDITORY DYNAMIC RANGE". You may implement this modification 
immediately. 
In granting its approval, the IACUC has approved only the modification request provided. Should there 
be any additional changes to the protocol during the research, please notify the IACUC in writing [via the 
Modification Request Form] prior to initiating the changes. 
The IACUC appreciates your cooperation in complying with University and Federal guidelines for 
research involving animal subjects. 
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Figure A.26: Memorandum 12033
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