Abstract. In this paper, the Finite Element and lattice Monte Carlo methods are used to calculate the effective thermal conductivity of two models of a composite: circular and square inclusions arranged in a square planar arrangement. A new lattice Monte Carlo method based around Fick's First Law is also presented. Excellent agreement is found between these quite different methods. It is also shown that the results are in excellent agreement with the century-old Maxwell Equation.
Introduction
The determination of the effective thermal conductivity in simple models of composite material has attracted considerable theoretical interest for many years; see, for example, [1] . The geometrical arrangements of the inclusions comprising the dispersed phase and, to a lesser extent, their shape have a considerable influence on the value of the effective thermal conductivity of the composite. It is important to provide accurate simulation reference data for model testing since experimental data are less well defined for these purposes.
Recently, the Finite Element method and a lattice Monte Carlo method have been used in separate calculations [2, 3] to calculate the effective thermal conductivity in various models of composites. In the present paper, two well-defined models of composites comprising circular inclusions and square inclusions in a square planar arrangement are analyzed side-by-side with these two methods and the results compared. The lattice Monte Carlo method has hitherto been used with the Einstein Equation [3] . In this paper, we also present a new lattice Monte Carlo method that makes use of Fick's First Law. The simulation results are also compared with Maxwell-type expressions for the effective thermal conductivity which have been shown in related models to be surprisingly accurate [3] .
Calculation of the Effective Thermal Conductivity by the Finite Element Method
The basic idea of the Finite Element method is the decomposition of a domain with a complex geometry into geometrically simple elements such that the governing differential equation can be solved (approximately) for these finite elements. The single element solutions are then assembled to obtain the complete system solution using given boundary conditions. The assembly process uses appropriate balance equations at the nodes which are used to define the elements and serve also as connection points between the elements. The principal finite element equation for thermal conductivity problems is given by
where K is the conductivity matrix, T the vector of the unknown nodal temperatures and F the nodal load vector. In the case of constant material properties, this equation can easily be solved by inverting the conductivity matrix to obtain the vector of unknowns as Corresponding to these symmetric boundary conditions, all FE models describe the thermal behaviour of an infinite structure, where the influence of a free boundary is disregarded. According to Fourier's Law, the area-related effective conductivity is defined by 2 eff
Since the cross sectional area T T T ∆ = − by the boundary conditions (cf. Fig. 1 ), only the heat flux Q &
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remains to be determined. This is achieved by summing up all nodal values k of the 'reaction heat flux' at the top or bottom line where a temperature boundary condition is prescribed:
Calculation of the Effective Thermal Conductivity by Lattice Monte Carlo Methods Einstein Equation Method. Thermal diffusion and atomic diffusion are both random processes that can be represented by random walks. The well-known Einstein equation to describe the particle diffusivity D in two dimensions:
(where R is the vector displacement of a particle in time t and the Dirac brackets refer to many particle histories) applies to both the thermal diffusivity K and the self particle diffusivity when isolated heat entities and particles are considered. The thermal conductivity λ i in a phase i is related to the thermal diffusivity K i in that phase by the expression
p where ρ i is the density of phase i and C i p is the specific heat of phase i. It is then possible to make use of the Einstein Equation in a Monte Carlo simulation for calculating the relative effective thermal conductivity λ eff /λ i ( λ i = λ 1 if λ 1 > λ 0 and λ i = λ 1 if λ 1 < λ 0 ) by simply assigning the densities and the specific heats to be equal to unity in both phases. Then λ eff /λ i equals the relative effective thermal diffusivity K eff /K i .
In the Monte Carlo calculation, a fine grained square planar lattice (151 x 151) with standard periodic boundaries containing a single circle or square representing the inclusion is employed thereby implying a square planar arrangement of the inclusions. Particles are released, one at a time, from randomly chosen sites within the lattice and each is permitted to explore the lattice on a random walk for the same time t. A time step is an attempt for the particle to jump at a given site. The conductivities (strictly diffusivities) of each phase are represented by different jump frequencies Г (strictly jump probabilities) noting that the diffusion coefficient can be expanded from Eq. 5 as:
where s is the jump distance in the lattice. The highest jump frequency is scaled to unity for efficiency. Greater efficiency can be gained by using residence time algorithms but these were not employed here because the relative thermal conductivities do not differ much. No correlation effects enter into Eq. 6 because the particles diffuse independently. The number of particles released is typically 10 6 and this provides the ensemble average as required in Eq. 5. The effective thermal conductivity (particle diffusivity) was calculated according to Eq. 5. At very short times, as expected, the effective thermal conductivity is found to be given by the arithmetic mean of the individual thermal conductivities weighted according to the fraction of each phase. Only at very long times, after each particle has fully 'explored' the structure, is the correct long-time limit effective thermal conductivity obtained. The number of time steps per particle used in the present calculations to ensure long-time behavior was 2 x 10 6 for the case analyzed here where the conductivities did not differ by more than an order of magnitude.
Fick's First Law. As an alternative to the Einstein Equation, it is also possible to make use of Fick's First Law:
In this problem, Fick's First Law for the particle flux is equivalent to Fourier's Law for the heat entity flux. In Eq. 7, J is the particle flux and ∂C/∂x is its concentration gradient. Eq 7 is most conveniently used under steady-state conditions by introducing a source plane, on which particles can be created at a random position and released one at a time, and a sink plane, at which the particles are annihilated as soon as they arrive. The source and sink planes are separated by some 100 planes in the +x direction and by the same number of planes via the periodic boundary in the -x direction. A particle is released from the source plane and is permitted to diffuse to the sink, thereby providing, in effect, a well-defined concentration gradient. The flux J is simply calculated as the net number of particles that have crossed between two neighboring planes as calculated over a long time during which some 10 6 particles are released from the source and annihilated at the sink. Inclusions are introduced in the same way as the Einstein Equation method described above. It was found that for periodic arrangements of inclusions at least two inclusions must be introduced between the source and sink, otherwise a particle in effect 'sees' only one isolated inclusion in its lifetime in going from source to sink.
Results of calculations of the effective thermal conductivity via the Einstein Equation and Fick's First Law were in very good agreement for the case of circular inclusions. In general, the Einstein Equation method is somewhat easier to implement and more flexible than the method using Fick's First Law. The Monte Carlo results presented in the next section were gathered using the Einstein Equation.
Results
In Figs There have been many attempts to describe the relative effective conductivity in composite material [1] . Recent simulations [2, 3, 5] Figs. 1 and 2 , results from Eqs 8 and 9 are presented for the cases where the thermal conductivity of the inclusions differs from that of the matrix by an order of magnitude. It is clear that the Eq. 8 also does very well for both types of inclusion but, along with Eq. 9, cannot of course describe the change of the conductivity when the circular inclusions are close to touching (φ = 0.7854). Equation 9 does well for high values of φ for square inclusions (for which it was derived) but less well at low values of φ. 
Summary
Finite Element and lattice Monte Carlo methods were used to calculate the effective thermal conductivity of two models of a composite: circular and square inclusions arranged in a square planar arrangement. A lattice Monte Carlo method based around Fick's First Law was also presented. Excellent agreement is found between these quite different methods. It was also shown that the results are in excellent agreement with the century-old Maxwell Equation.
