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Abstract. PageRank has numerous applications in information retrieval,
reputation systems, machine learning, and graph partitioning. In this pa-
per, we study PageRank in undirected random graphs with an expansion
property. The Chung-Lu random graph is an example of such a graph.
We show that in the limit, as the size of the graph goes to infinity, PageR-
ank can be approximated by a mixture of the restart distribution and
the vertex degree distribution. We also extend the result to Stochastic
Block Model (SBM) graphs, where we show that there is a correction
term that depends on the community partitioning.
Keywords: PageRank, undirected random graphs, expander graphs,
Chung-Lu random graphs, Stochastic Block Model
1 Introduction
PageRank has numerous applications in information retrieval [22, 31, 37], repu-
tation systems [21, 26], machine learning [4, 5], and graph partitioning [1, 12]. A
large complex network can often be conveniently modeled by a random graph.
It is surprising that not many analytic studies are available for PageRank in
random graph models. We mention the work [6] where PageRank was analysed
in preferential attachment models and the more recent works [10, 11], where
PageRank was analysed in directed configuration models. According to several
studies [18,20,29,36], PageRank and in-degree are strongly correlated in directed
networks such as the Web graph. Apart from some empirical studies [9, 32], to
the best of our knowledge, there is no rigorous analysis of PageRank on ba-
sic undirected random graph models such as the Erdo˝s-Re´nyi graph [19] or the
Chung-Lu graph [14]. In this paper, we attempt to fill this gap and show that un-
der certain conditions on the preference vector and the spectrum of the graphs,
PageRank in these models can be approximated by a mixture of the preference
vector and the vertex degree distribution when the size of the graph goes to in-
finity. First, we show the convergence in total variation norm for a general family
of random graphs with expansion property. Then, we specialize the results for
the Chung-Lu random graph model proving the element-wise convergence. We
⋆ Primary author, arun.kadavankandy@inria.fr
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also analyse the asymptotics of PageRank on Stochastic Block Model (SBM)
graphs, which are random graph models used to benchmark community detec-
tion algorithms [24]. In these graphs the asymptotic expression for PageRank
contains an additional correction term that depends on the community parti-
tioning. This demonstrates that PageRank captures properties of the graph not
visible in the stationary distribution of a simple random walk.We conclude the
paper with numerical experiments and several future research directions.
2 Definitions
Let G(n) = (V (n), E(n)) denote a family of random graphs, where V (n) is a vertex
set, |V (n)| = n, and E(n) is an edge set, |E(n)| = m. Matrices and vectors related
to the graph are denoted by bold letters, while their components are denoted
by non-bold letters. We denote by A(n) the associated adjacency matrix with
elements
A
(n)
ij =
{
1, if i and j are connected,
0, otherwise,
In the interest of compactness of notation, the superscript n is dropped when
it is not likely to cause confusion. In this work, since we analyze PageRank
on undirected graphs, we have AT = A. The personalized PageRank vector
is denoted by π. We consider unweighted graphs; however our analysis easily
extends to some families of weighted undirected graphs. Let 1 be a column
vector of n ones and let d = A1 be the vector of degrees. It is helpful to define
D = diag(d), a diagonal matrix with the degree sequence on its diagonal.
Let P = AD−1 be column-stochastic Markov transition matrix correspond-
ing to the standard random walk on the graph and let Q = D−1/2AD−1/2 be
the symmetrized transition matrix, whose eigenvalues are the same as those of
P. Note that the symmetrized transition matrix is closely related to the nor-
malized Laplacian L = I−D−1/2AD−1/2 = I−Q [13], where I is the identity
matrix. Further we will also use the resolvent matrix R = [I − αP]−1 and the
symmetrized resolvent matrix S = [I− αQ]−1.
Note that since Q is a symmetric matrix, its eigenvalues λi, i = 1, ..., n are
real and can be arranged in decreasing order, i.e., λ1 ≥ λ2 ≥ ... . In particular,
we have λ1 = 1. The value δ = 1−max{|λ2|, |λn|} is called the spectral gap.
In what follows, let K,C be arbitrary constants independent of graph size
n, which may change from one line to the next (of course, not causing any
inconsistencies).
For two functions f(n), g(n), g(n) = O(f(n)) if ∃C,N such that
∣∣∣ g(n)f(n) ∣∣∣ ≤ C,
∀n > N and g(n) = o(f(n)) if lim supn→∞
∣∣∣ g(n)f(n) ∣∣∣ = 0. Also f(n) = ω(g(n)) or
f(n)≫ g(n) if g(n) = o(f(n)).
We use P,E to denote probability and expectation respectively. An event
E is said to hold with high probability (w.h.p.) if ∃N such that (s.t.) P(E) ≥
1−O(n−c) for some c > 0, ∀n > N. Recall that if a finite number of events hold
true w.h.p., then so does their intersection. Furthermore, we say that a sequence
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of random variables Xn = o(1) w.h.p. if there exists a function ψ(n) = o(1) such
that the event {Xn ≤ ψ(n)} holds w.h.p.
In the first part of the paper, we study the asymptotics of PageRank for a
family of random graphs with the following two properties:
Property 1. For some K w.h.p., d
(n)
max/d
(n)
min ≤ K, where d(n)max and d(n)min are the
maximum and minimum degrees, respectively.
Property 2. W.h.p., max{|λ(n)2 |, |λ(n)n |} = o(1).
The above two properties can be regarded as a variation of the expansion
property. In the standard case of an expander family, one requires the graphs
to be regular and the spectral gap δ = 1−max{|λ2|, |λn|} to be bounded away
from zero (see, e.g., [35]). Property 1 is a relaxation of the regularity condition,
whereas Property 2 is stronger than the requirement for the spectral gap to
be bounded away from zero. These two properties allow us to consider several
standard families of random graphs such as ER graphs, regular random graphs
with increasing average degrees, and Chung-Lu graphs. For Chung-Lu graphs
Property 1 imposes some restriction on the degree spread of the graph.
Remark: Property 2 implies that the graph is connected w.h.p., since the spectral
gap is strictly greater than zero.
Later, we study the asymptotics of PageRank for specific classes of random
graphs namely the Chung-Lu graphs, and the Stochastic Block Model. Recall
that the Personalized PageRank vector with preference vector v is defined as
the stationary distribution of a modified Markov chain with transition matrix
P˜ = αP+ (1− α)v1T , (1)
where α is the so-called damping factor [22]. In other words, π satisfies
π = P˜π, (2)
or,
π = (1− α)[I − αP]−1v = (1− α)Rv, (3)
where (3) holds when α < 1.
3 Convergence in total variation
We recall that for two discrete probability distributions u and v, the total varia-
tion distance dTV(u, v) is defined as dTV(u, v) =
1
2
∑
i |ui− vi|. This can also be
thought of as the L1-norm distance measure in the space of probability vectors,
wherein for x ∈ Rn, the L1-norm is defined as ‖x‖1 =
∑
i |xi|. Since for any
probability vector π, ‖π‖1 = 1 ∀n, it makes sense to talk about convergence in
1-norm or TV-distance. Also recall that for a vector x ∈ Rn, ‖x‖2 =
√∑
i |xi|2
is the L2-norm. Now we are in a position to formulate our first result.
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Theorem 1. Let a family of graphs G(n) satisfy Properties 1 and 2. If, in ad-
dition, ‖v‖2 = O(1/
√
n), PageRank can be asymptotically approximated in total
variation norm by a mixture of the restart distribution v and the vertex degree
distribution. Namely, w.h.p.,
dTV (π
(n),π(n)) = o(1) as n→∞,
where
π(n) =
αd(n)
vol(G(n))
+ (1− α)v, (4)
with vol(G(n)) =
∑
i d
(n)
i .
Observations:
1. This result says that PageRank vector asymptotically behaves like a convex
combination of the preference vector and the stationary vector of a standard
random walk with transition matrix P; with the weight being α, and that it
starts to resemble the random walk stationary vector as α gets close to 1.
2. One of the possible intuitive explanations of the result of Theorem 1 is based
on the observation that when Properties 1 & 2 hold, as n→∞, the random
walk mixes approximately in one step and so for any probability vector x
Px is roughly equal to d/vol(G), the stationary distribution of the simple
random walk. The proposed asymptotic approximation for PageRank can
then be seen to follow from the series representation of PageRank if we
replace Pv by d/vol(G). Note that since d/vol(G) is the stationary vector
of the simple random walk, if Pv = d/vol(G), it also holds that Pkv =
d/vol(G), ∀k ≥ 2. Making these substitutions in the series representation of
PageRank, namely
π = (1 − α) (I+ αP+ α2P2 + . . .)v, (5)
we obtain
π = (1− α)v + (1− α)α(1 + α+ α2 + . . .) d
vol(G)
= (1− α)v + α d
vol(G)
.
3. The condition on the 2-norm of the preference vector v can be viewed as a
constraint on its allowed localization.
Proof of Theorem 1: First observe from (1) that when α = 0, we have
P˜ = v1T , hence from (2) we obtain π = v, since 1Tπ = 1. Similarly for the
case α = 1, P˜ = P and so π in this case is just the stationary distribution
of the original random walk, which is well-defined and equals dvol(G) since by
Property 2 the graph is connected. Examining (4) for these two cases we can see
that the statement of the theorem holds trivially for both α = 0 and α = 1. In
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what follows, we consider the case 0 < α < 1. We first note that the matrix Q =
D−1/2AD−1/2 can be written as follows by Spectral Decomposition Theorem [7]:
Q = u1u
T
1 +
n∑
i=2
λiuiu
T
i , (6)
where 1 = λ1 ≥ λ2 ≥ . . . ≥ λn are the eigenvalues and {u1,u2, . . .un} with
ui ∈ Rn and ‖ui‖2 = 1 are the corresponding orthogonal eigenvectors of Q.
Recall that u1 = D
1/21/
√
1TD1 is the Perron–Frobenius eigenvector. Next, we
rewrite (3) in terms of the matrix Q as follows
π = (1− α)D1/2[I− αQ]−1D−1/2v. (7)
Substituting (6) into (7), we obtain
π = (1 − α)D1/2
(
1
1− αu1u
T
1 +
n∑
i=2
1
1− αλiuiu
T
i
)
D−1/2v
= D1/2u1u
T
1D
−1/2v + (1− α)D1/2
∑
i6=1
1
1− αλiuiu
T
i
D−1/2v.
Let us denote the error vector by ǫ = π − π. Note that since u1 = D1/21√
vol(G)
,
we can write π as
π = α
d
vol(G)
+ (1 − α)v
(a)
= α
D11Tv
vol(G)
+ (1− α)D1/2D−1/2v
= αD1/2
D1/21√
vol(G)
1TD1/2√
vol(G)
D−1/2v + (1− α)D1/2D−1/2v
= αD1/2u1u
T
1D
−1/2v + (1− α)D1/2D−1/2v,
where in (a) above we used the fact that 1Tv = 1, since v is a probability vector.
Then, we can write ǫ as
ǫ = π − αD1/2u1uT1D−1/2v − (1− α)D1/2ID−1/2v
= (1 − α)D1/2
∑
i6=1
uiu
T
i
1− αλi − (I− u1u
T
1 )
D−1/2v
= (1 − α)D1/2
∑
i6=1
uiu
T
i
αλi
1− αλi
D−1/2v. (8)
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Now let us bound the L1-norm ‖ǫ‖1 of the error:
‖ǫ‖1 /(1− α)
(a)
≤ √n‖ǫ‖2/(1− α)
(b)
≤ √n‖D1/2‖2
∥∥∥∥∥∥
∑
i6=1
uiu
T
i
αλi
1− αλi
∥∥∥∥∥∥
2
‖D−1/2‖2‖v‖2
(c)
≤
√
dmax/dmin
√
nmax
i>1
∣∣∣∣ αλi1− αλi
∣∣∣∣ ‖v‖2
≤ C
√
dmax/dminmax(|λ2|, |λn|) (9)
where in (a) we used the fact that for any vector x ∈ Rn, ‖x‖1 ≤
√
n‖x‖2
by Cauchy-Schwartz inequality. In (b) we used the submultiplicative property
of matrix norms, i.e., ‖AB‖2 ≤ ‖A‖2 ‖B‖2. We obtain (c) by noting that the
norm of a diagonal matrix is the leading diagonal value and the fact that for a
symmetric matrix the 2-norm is the largest eigenvalue in magnitude. The last
inequality is obtained by noting that the assumption λi = o(1) w.h.p. ∀i > 1
implies that ∃N s.t. ∀n > N, |1 − αλi| > C for some constant C and the fact
that ‖v‖2 = O(1/
√
n).
Observing that dmax/dmin is bounded w.h.p. by Property 1 and max(|λ2|, |λn|) =
o(1) w.h.p. by Property 2 we obtain our result. ⊓⊔
Note that in the case of standard PageRank, vi = 1/n, 1 ≤ i ≤ n, and hence
‖v‖2 = O(1/
√
n), but Theorem 1 also admits more general preference vectors
than the uniform one.
Corollary 1 The statement of Theorem 1 also holds with respect to the weak
convergence, i.e., for any function f on V such that maxx∈V |f(x)| ≤ 1,
sup
{∑
v
f(v)πv −
∑
v
f(v)πv
}
= o(1) w.h.p.
Proof: This follows from Theorem 1 and the fact that the left-hand side of the
above equation is upper bounded by 2 dTV(πn,πn) [30]. ⊓⊔
4 Chung-Lu random graphs
In this section, we study the PageRank for the Chung-Lu model [14] of random
graphs. These results naturally hold for ER graphs also. The spectral properties
of Chung-Lu graphs have been studied extensively in a series of papers by Fan
Chung et al [15, 16].
4.1 Chung-Lu Random Graph Model
Let us first provide a definition of the Chung-Lu random graph model.
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Definition 1 Chung-Lu Random Graph Model A Chung-Lu graph G(w)
with an expected degree vector w = (w1, w2, . . . wn), where wi are positive real
numbers, is generated by drawing an edge between any two vertices vi and vj
independently of all other pairs, with probability pij =
wiwj∑
k wk
. To ensure that the
probabilities pij are well-defined, we need maxiw
2
i ≤
∑
k wk.
In the following, let wmax = maxiwi and wmin = miniwi. Below we specify a
corollary of Theorem 1 as applied to these graphs. But before that we need the
following lemmas about Chung-Lu graphs mainly taken from [15,16].
Lemma 1. If the expected degrees w1, w2, . . . wn satisfy wmin ≫ log(n), then in
G(w) we have, w.h.p., maxi | diwi − 1| = o(1).
In the proof we use Bernstein Concentration Lemma [8]:
Lemma 2. (Bernstein Concentration Lemma [8]) If Yn = X1 + X2 + . . . Xn,
where Xi are independent random variables such that |Xi| ≤ b and if B2n =
E(Yn − E(Yn))2 then
P{|Yn − E(Yn)| ≥ ǫ} ≤ 2 exp −ǫ
2
2(B2n + bǫ/3)
,
for any ǫ > 0.
Proof of Lemma 1: This result is shown in the sense of convergence in proba-
bility in the proof of [16, Theorem 2]; using Lemma 2 we show the result holds
w.h.p. By a straight forward application of Lemma 2 to the degrees di of the
Chung-Lu graph we obtain
P
(
max
1≤i≤n
∣∣∣∣ diwi − 1
∣∣∣∣ ≥ β) ≤ 2nc/4−1 , if β ≥
√
c log(n)
wmin
= o(1)
if wmin ≫ log(n). ⊓⊔
We present below a perturbation result for the eigenvalues of Hermitian ma-
trices, called Weyl’s inequalities, which we will need for our proofs.
Lemma 3. [25, Theorem 4.3.1] Let A,B ∈ Rn×n be Hermitian and let the
eigenvalues λi(A), λi(B) and λi(A + B) be arranged in decreasing order. For
each k = 1, 2, . . . n we have
|λk(A+B)− λk(A)| ≤ ‖B‖2,
where ‖B‖2 is the induced 2-norm or the spectral norm of B.
The following lemma is an application of Theorem 5 in [15].
Lemma 4. If wmax ≤ Kwmin, for some K > 0 and w =
∑
k wk/n ≫ log6(n),
then for G(w) we have almost surely (a.s.)
‖C‖2 =
2√
w
(1 + o(1)),
where C = W−1/2AW−1/2 − χTχ, W = diag(w), and χi =
√
wi/
∑
k wk is a
row vector.
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Proof: It can be verified that when wmax ≤ Kwmin and w ≫ log6(n), the
condition in [15, Theorem 5], namely, wmin ≫
√
w log3(n), is satisfied and hence
the result follows. ⊓⊔
Lemma 5. For G(w) with wmax ≤ Kwmin, and w ≫ log6(n),
max(λ2(P),−λn(P)) = o(1) w.h.p.,
where P is Markov matrix.
Proof: Recall that Q = D−1/2AD−1/2 is the normalized adjacency matrix. We
want to be able to bound the eigenvalues λi, i ≥ 2 of Q. We do this in two steps.
Using Lemmas 1 and 3 we first show that if we replace the degree matrixD in the
expression for Q by the expected degree matrix W = E(D), the eigenvalues of
the resulting matrix are close to those of Q. Then, using Lemma 4 we show that
the eigenvalues of W−1/2AW−1/2 roughly coincide with those of χTχ, which
is a unit rank matrix and hence only has a single non-zero eigenvalue. Thus we
arrive at the result of Lemma 5. Now we give the detailed proof.
The first step, ‖Q−W−1/2AW−1/2‖2 = o(1) w.h.p. follows from Lemma 1
and the same argument as in the last part of the proof of Theorem 2 in [16]. We
present the steps in the derivation here for the sake of completeness.
Since the 2-norm of a diagonal matrix is the maximum diagonal in absolute
value, we have
‖W−1/2D1/2 − I‖2 = max{i=1,2,...}
∣∣∣∣∣
√
di
wi
− 1
∣∣∣∣∣ ≤ max{i=1,2,...}
∣∣∣∣ diwi − 1
∣∣∣∣ = o(1), (10)
by Lemma 1. Also observe that
‖Q‖2 = max{i=1,2,...n} |λi(Q)| = max{i=1,2,...n} |λi(P)| = 1. (11)
We now proceed to bound the norm of the difference ‖Q−W−1/2AW−1/2‖ as
follows
‖Q−W−1/2AW−1/2‖2
= ‖Q−W−1/2D1/2D−1/2AD−1/2D1/2W−1/2‖2
= ‖Q−W−1/2D1/2QD1/2W−1/2‖2
= ‖Q−W−1/2D1/2Q+W−1/2D1/2Q−W−1/2D1/2QD1/2W−1/2‖2
(a)
= ‖(I−W−1/2D1/2)Q‖2 + ‖W−1/2D1/2Q(I−D1/2W−1/2)‖2
(b)
≤ ‖(I−W−1/2D1/2)‖2‖Q‖2 + ‖W−1/2D1/2‖2‖Q‖2‖I−D1/2W−1/2‖2
(c)
= o(1) + (1 + o(1))o(1) = o(1) w.h.p., (12)
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where (a) follows from triangular inequality of norms, in (b) we used submul-
tiplicativity of matrix norms, and (c) follows from (10), (11) and the fact that
‖W−1/2D1/2‖2 ≤ ‖I‖2 + ‖W−1/2D1/2 − I‖2 = (1 + o(1)).
By Lemma 3 we have for any i,
|λi(Q)− λi(W−1/2AW−1/2)| ≤ ‖Q−W−1/2AW−1/2‖2 = o(1), (13)
by (12). Furthermore, using Lemma 3 and the fact that λi(χ
Tχ) = 0 for i > 1,
we have for i ≥ 2,
|λi(W−1/2AW−1/2)|
= |λi(W−1/2AW−1/2)− λi(χTχ)| ≤ ‖W−1/2AW−1/2 − χTχ‖2
= o(1), (14)
where the last inequality follows from Lemma 4.
Now recall that max(λ2(P),−λn(P)) = max{i≥2} |λi(Q)|. We have for any i,
|λi(Q)| ≤ |λi(Q)− λi(W−1/2AW−1/2)|+ ||λi(W−1/2AW−1/2)|, (15)
which implies from (13) and (14):
max
{i≥2}
|λi(Q)| = o(1).
⊓⊔
Armed with these lemmas we now present the following corollary of Theorem
1 in the case of Chung-Lu graphs.
Corollary 2 Let ‖v‖2 = O(1/
√
n), and α ∈ (0, 1). Then PageRank π of the
Chung-Lu graph G(w) can asymptotically be approximated in TV distance by π,
defined in Theorem 1, if w ≫ log6(n) and wmax ≤ Kwmin for some K that does
not depend on n.
Proof: Using Lemma 1 and the condition that wmax ≤ Kwmin, one can show
that ∃K ′ s.t. dmaxdmin ≤ K
′
w.h.p. Then the result is a direct consequence of Lemma
5 and the inequality from (9). ⊓⊔
We further note that this result also holds for ER graphs G(n, pn) with
n nodes and edge probability pn such that npn ≫ log6(n), where we have
(w1, w2, . . . wn) = (npn, npn, . . . npn).
4.2 Element-wise Convergence
In Corollary 2 we proved the convergence of PageRank in TV distance for Chung-
Lu random graphs. Note that since each component of PageRank could decay
to zero as the graph size grows to infinity, this does not necessarily guarantee
convergence in an element-wise sense. In this section, we provide a proof for our
convergence conjecture to include the element-wise convergence of the PageRank
vector. Here we deviate slightly from the spectral decomposition technique and
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eigenvalue bounds used hitherto, and instead rely on well-known concentration
bounds to bound the error in convergence.
Let Π = diag{π1, π2, . . . πn} be a diagonal matrix whose diagonal elements
are made of the components of the approximated PageRank vector and δ˜ =
Π
−1
(π − π), i.e., δ˜i = (πi − πi)/πi = ǫi/πi, where ǫ is the unnormalized error
defined in Section 3. Then using (8) we obtain
δ˜i =
(
(1− α)vi + α di
vol(G)
)−1 D1/2∑
j 6=1
αλj
1− αλj uju
T
j D
−1/2v

i
.
Therefore, using v′ to denote nD−1/2v we can bound
∥∥∥δ˜∥∥∥
∞
= maxi |δ˜i| as follows
∥∥∥δ˜∥∥∥
∞
≤ 1
mini
(
(1− α)vi + α divol(G)
)
∥∥∥∥∥∥D1/2
∑
j 6=1
αλj
1− αλj uju
T
j D
−1/2v
∥∥∥∥∥∥
∞
(16)
≤
∑
i di/n
αdmin
√
dmax
∥∥∥∥∥∥
∑
j 6=1
αλj
1− αλj uju
T
j v
′
∥∥∥∥∥∥
∞
. (17)
Here dmin denotes mini di. To obtain (17) we used the submultiplicativity prop-
erty of matrix norms, the fact that ‖D1/2‖∞ =
√
maxi di =
√
dmax and the fact
that vi ≥ 0, ∀i ∈ V.
Define Q˜ = Q − u1uT1 , the restriction of the matrix Q to the orthogonal
subspace of u1.
Lemma 6. For a Chung-Lu random graph G(w) with expected degrees w1, . . . wn,
where wmax ≤ Kwmin and wmin ≫ log(n), we have w.h.p.,∥∥∥Q˜v′∥∥∥
∞
= o(1/
√
wmin),
when vi = O(1/n) ∀i.
This lemma can be proven by a few applications of Lemma 1 and Bernstein’s
concentration inequality. To keep the train of thought intact, please refer to
Appendix A for a detailed proof of this lemma.
In the next lemma we prove an upper bound on the infinity norm of the
matrix S = (I− αQ)−1.
Lemma 7. Under the conditions of Lemma 6, ‖S‖∞ ≤ C w.h.p., where C is a
number independent of n that depends only on α and K.
Proof: Note that S = (I−αQ)−1 = D−1/2(I−αP)−1D1/2. Therefore, ‖S‖∞ ≤√
dmax
dmin
∥∥(I− αP)−1∥∥∞ and the result follows since ∥∥(I− αP)−1∥∥∞ ≤ 11−α [28]
and using Lemma 1. ⊓⊔
Now we are in a position to present our main result in this section.
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Theorem 2. Let vi = O(1/n) ∀i, and α < 1. PageRank π converges element-
wise to π = (1 − α)v + αd/vol(G), in the sense that maxi (πi − πi)/πi = o(1)
w.h.p., on the Chung-Lu graph G(w) with expected degrees {w1, w2, . . . wn} such
that wmin > log
c(n) for some c > 1 and wmax ≤ Kwmin, for some K, a constant
independent of n.
Proof: Define Z =
∑
i6=1
αλi
1−αλiuiu
T
i . We then have:
Z =
n∑
i=1
αλi
1− αλiuiu
T
i −
α
1− αu1u
T
1
= (I− αQ)−1αQ− α
1− αu1u
T
1
= S
[
αQ− α
1− α (I− αQ)u1u
T
1
]
= αSQ˜ (18)
Now from (17) we have∥∥∥δ˜∥∥∥
∞
≤ C
∑
i di/n
dmin
√
dmax‖SQ˜v
′‖∞
(a)
≤ C
∑
i di/n
dmin
√
dmaxo(1/
√
wmin)
≤ C dmax
dmin
√
wmax(1 + o(1))
1√
wmin
o(1)
= C
wmax
wmin
√
wmax
wmin
(1 + o(1))o(1)
= C
(
wmax
wmin
) 3
2
o(1)
≤ Co(1) w.h.p.,
where in (a) we used (18) and Lemmas 6 and 7. The rest of the inequalities are
obtained by repeatedly using the fact that dmax = wmax(1 + o(1)) and dmin =
wmin(1 + o(1)), from Lemma 1. The last step follows from the assumption that
wmax ≤ Kwmin for some constant K. ⊓⊔
Corollary 1 (ER Graphs).
For an ER graph G(n, pn) such that npn ≫ log(n), we have that asymptotically
the personalized PageRank π converges pointwise to π for v such that vi =
O(1/n).
5 Asymptotic PageRank for the Stochastic Block Model
In this section, we extend the analysis of PageRank to Stochastic Block Models
(SBM) with constraints on average degrees. The SBM is a random graph model
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that reflects the community structure prevalent in many online social networks. It
was first introduced in [24] and has been analyzed subsequently in several works,
specifically in the community detection literature, including [17], [27], [33], [3]
and several extensions thereof as in [23] and [38], and the references therein.
For the sake of simplicity we focus on an SBM graph with two communities,
but the idea of the proof extends easily to generalizations of this simple model.
Definition 1. [Stochastic Block Model (SBM) with two communities]: An SBM
graph G(m,n−m, p, q) with two communities is an undirected graph on a set of
disjoint vertices C1, C2 such that C1∪C2 = V, and let |C1| = m and |C2| = n−m.
Furthermore, if two vertices i, j ∈ Ck, k = 1, 2, then P((i, j) ∈ E) = p, if i ∈ C1
and j ∈ C2, then P((i, j) ∈ E) = q. The probabilities p, q may scale with n
and we assume that m > n/2 and p > q; this last assumption is necessary for
modeling the community structure of a network.
Remark: For the sake of simplicity, we assume that the edge probabilities within
both communities are equal to p, but this is a minor assumption and can be
generalised so that community 1 has a different edge probability to community
2.
For an SBM graph we use wmax and wmin to denote the maximum and
the minimum expected degrees of the nodes respectively. From Definition 1, by
our assumption on m, p and q, we have wmax = mp + (n − m)q and wmin =
(n−m)p+mq. Note that our results only depend on these two parameters. We
present our main result on SBM graphs in the following theorem.
Theorem 3. For a Stochastic Block Model with wmin = ω(log
3(n)) and wmaxwmin ≤
C, PageRank with preference vector v such that ‖v‖2 = O( 1√n ) satisfies
‖π − πSBM‖TV = o(1)
w.h.p., where
πSBM = (1− α)
(
I− αP)−1 v. (19)
Here P represents the “average” Markov matrix given as P = AW−1 where
W = E(D) and A = E(A).
Discussion: Let us look at the permissible values ofm, p, q under the assumptions
in the above theorem. Recall that we have wmin = (n−m)p+mq > nq. Therefore
the condition on the growth of minimum expected degree is met, for example, if
q = ω(log3(n)/n). On the other hand we have
wmax
wmin
=
mp+ (n−m)q
(n−m)p+mq =
m
n−m
p
q + 1
m
n−m +
p
q
,
which remains bounded if either m/(n − m) or p/q tends to infinity, but not
both.
The following corollary of Theorem 3 gives an interesting expression for
PageRank for an SBM graph with two equal-sized communities.
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Corollary 2. For an SBM graph as in Definition 1, with m = n/2, (n assumed
to be even) such that p+ q ≫ log3(n)/n the PageRank vector π with preference
vector v such that ‖v‖2 = O( 1√n ) satisfies
‖π − πSBM‖TV → 0
w.h.p as n→∞ where
πSBM = α
1
n
1+ (1− α)
(
v +
αβ
1− αβ (v
Tu)u
)
, (20)
where β := p−qp+q , and u ∈ Rn is a unit vector such that ui = 1√n , for i ∈ C1 and
ui = − 1√n for i ∈ C2.
Proof:With equal-sized communities, i.e.,m = n/2, we have wmax = wmin =
n
2 (p+q). Therefore the conditions of Theorem 3 are satisfied if p+q ≫ log3(n)/n.
Observe that the expected adjacency matrix can be written as A = p+q2 11
T +
n
2 (p − q)uuT . Furthermore, W = n2 (p + q)I. Therefore P = AW−1 = 1n11T +
p−q
p+quu
T . From (19), the asymptotic PageRank πsbm is therefore given as
πsbm = αPπsbm + (1− α)v.
Consequently, πsbm =
α
n1 + αβuu
Tπsbm + (1 − α)v, or
[
I− αβuuT ]πsbm =
α
n1+(1−α)v. By Woodbury Matrix Inversion Lemma in [25],
[
I− αβuuT ]−1 =
I+ αβ1−αβuu
T . Hence we obtain πsbm =
α
n1+(1−α)
(
v + αβ1−αβ (u
Tv)u
)
, using
the fact that u and 1 are orthogonal vectors. ⊓⊔
The above corollary asserts that on an SBM matrix the PageRank is well
approximated in the asymptotic regime of large graph size by the convex combi-
nation of the uniform probability vector 1n1, which is the asymptotic stationary
distribution of a simple random walk on the SBM graph, and a linear combi-
nation of the preference vector v and the projection of the preference vector
onto the community partitioning vector u. Thus in this simple scenario of SBM
graphs with equally sized communities, we observe that PageRank incorporates
information about the community structure, in the form of a term correlated
with the partition vector u, as opposed to the usual random walk, which misses
this information. It can also be inferred from (20) that if the correlation between
the preference vector v and u is large, e.g., when the seed set of PageRank is
chosen to be in one of the communities, the resulting PageRank will display a
clear delineation of the communities. This provides a mathematical rationale for
why PageRank works for semi-supervised graph partitioning [5], at least in the
asymptotic regime.
To prove Theorem 3 we need the following Lemmas, whose proofs are given
in Appendix B.
Lemma 8. For an SBM graph G(m,n−m, p, q), when wmin = ω(log3(n)) it can
be shown that for some C,
max
1≤i≤n
∣∣∣∣ DiE(Di) − 1
∣∣∣∣ ≤ C
√
log(n)
wmin
w.h.p.
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The proof of this lemma follows from applying Bernstein’s concentration lemma
to the degrees of SBM graph. The proof is given in Appendix B.1.
For ease of notation, let Q = W−1/2E(A)W−1/2, where W = E(D). As
before Q = D1/2AD1/2. We need the following concentration result on Q.
Lemma 9. For an SBM graph for which wmin = ω(log
3(n)), and wmaxwmin ≤ C for
some C, it can be shown that
‖Q−Q‖2 = C
√
log(n)wmax
wmin
= o(1)
w.h.p.
We prove this lemma in Appendix B.2.
Proof of Theorem 3: We write the error between π and π as follows
δ = π − π
= (1− α)
[
D1/2(I− αQ)−1D−1/2 −W1/2(I− αQ)−1W−1/2
]
v
= (1− α)
[
W1/2
(
(I− αQ)−1 − (I− αQ)−1)W−1/2]v+
(1 − α)
[
D1/2(I− αQ)−1D−1/2 −W1/2(I− αQ)−1W−1/2
]
v, (21)
where in the last equality we added and subtractedW1/2(I−αQ)−1W−1/2 and
reordered terms. Now we analyse the two terms in square brackets in the last
equality in (21), which we denote T1 and T2, respectively. Notice that we have
‖δ‖1 ≤ ‖T1‖1 + ‖T2‖1. Next we show that as n→∞, ‖T1‖1 and ‖T2‖1 are o(1)
separately and consequently we obtain the result of the theorem.
Let us first consider T1. We have
T1 = (1− α)
[
W1/2
(
(I− αQ)−1 − (I− αQ)−1)W−1/2]v
= (1− α)W1/2(I− αQ)−1 (Q−Q) (I− αQ)−1W−1/2v,
which we obtained by factoring out (I− αQ)−1 and (I− αQ)−1 on the left and
right sides of the square brackets. Next we focus on the 2-norm of T1.
‖T1‖2
(a)
≤ (1 − α)√wmax‖(I− αQ)−1‖2‖Q−Q‖2‖(I− αQ)−1‖2 1√
wmin
‖v‖2
(b)
≤ 1
1− α
√
wmax
wmin
‖Q−Q‖2‖v‖2
(c)
≤ C
√
log(n)wmax
wmin
√
n
= C
√
log(n)
nwmax
wmax
wmin
.
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This proves ‖T1‖1 ≤
√
n‖T1‖24 ≤ C
√
log(n)
wmax
wmax
wmin
= o(1), from the assumptions
of the theorem. Here in (a) we used the submultiplicative property of matrix
norms and the fact that 2-norm of diagonal matrices is the maximum diagonal
element in magnitude. The inequality (b) follows because ‖(I−αQ)−1‖2 ≤ 11−α
and ‖(I−αQ)−1‖2 ≤ 11−α and step (c) follows from Lemma 9 and the assumption
that ‖v‖2 = O(1/
√
n).
Next we analyse the second term T2. For ease of notation we denote R˜ =
W1/2 (I− αQ)−1W−1/2. Then by simple algebraic manipulations
T2 = (1− α)
[
D1/2 (I− αQ)−1D−1/2 −W1/2 (I− αQ)−1W−1/2
]
v
= (1− α)
(
D1/2W−1/2R˜W1/2D−1/2 − R˜
)
v
= (1− α)
(
D1/2W−1/2R˜
(
W1/2D−1/2 − I
)
+
(
D1/2W−1/2 − I
)
R˜
)
v,
where the last step is obtained by adding and subtracting D1/2W−1/2R˜.
Now we have ‖D1/2W−1/2−I‖2 = maxi
∣∣∣√ diwi − 1∣∣∣ ≤ maxi ∣∣∣ diwi − 1∣∣∣ ≤ C√ log(n)wmin
w.h.p. by Lemma 8 and similarly ‖D1/2W−1/2‖2 ≤ ‖D1/2W−1/2− I‖2+‖I‖2 ≤
C
√
log(n)
wmin
+1. In addition ‖W1/2D−1/2−I‖2 = maxi
∣∣∣√widi − 1∣∣∣ ≤ maxi ∣∣∣widi − 1∣∣∣ .
It can be shown that since maxi
∣∣∣ diwi − 1∣∣∣ ≤ C√ log(n)wmin w.h.p. (by Lemma 8), then
maxi
∣∣∣widi − 1∣∣∣ ≤ C√ log(n)wmin w.h.p.5 Therefore ‖W1/2D−1/2‖2 ≤ ‖W1/2D−1/2 −
I‖2 + ‖I‖2 ≤ C
√
log(n)
wmin
+ 1 w.h.p. Using the above facts and denoting δ =
C
√
log(n)
wmin
we obtain
‖T2‖2 ≤
(
‖D 12W− 12 ‖2‖R˜‖2‖W 12D− 12 − I‖2 + ‖D 12W− 12 − I‖2‖R˜‖2
)
‖v‖2
≤ C(δ(δ + 1) 1
1− α + δ)
1
1 − α
√
wmax
nwmin
(22)
≤ Cδ
√
wmax
nwmin
w.h.p. (23)
Hence we have ‖T2‖1 ≤
√
n‖T2‖2 ≤ Cδ
√
wmax
wmin
w.h.p., which from our assump-
tions is o(1). Here in (22) we used the fact that
‖R˜‖2 = ‖W1/2 (I− αQ)−1W−1/2‖2 ≤
√
wmax
wmin
‖I−αQ‖2 ≤ 1
1− α
√
wmax
wmin
≤ C,
4 By Cauchy Schwartz inequality on norms.
5 This follows since we can write di
wi
= 1 + ηi, with maxi |ηi| = O
(√
log(n)
wmin
)
= o(1)
w.h.p., then wi
di
= 1
1+ηi
= 1 − ηi + O(η
2
i ), hence maxi |
wi
di
− 1| = O(maxi |ηi|) =
O
(√
log(n)
wmin
)
= o(1) w.h.p.
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and that ‖v‖2 ≤ C/
√
n, for some C. ⊓⊔
Remark: This method of proof can be extended to similar models like the
Stochastic Block Model with multiple communities and their generalizations,
e.g., Random Dot Product Graphs [2].
6 Experimental Results
Graph size
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Fig. 1. Log-log plot of maximum normalized error for ER and Chung-Lu graphs
In this section, we provide experimental evidence to further illustrate the
analytic results obtained in the previous sections. In particular, we simulated
ER graphs with pn = C
log7(n)
n and Chung-Lu graphs with the degree vector w
sampled from a geometric distribution so that the average degree w = cn1/3,
clipped such that wmax = 7wmin, for various values of graph size, and plotted
the maximum of normalized error δ˜ and TV distance error ‖δ‖1, respectively, in
Figures 1 and 2. As expected, both these errors decay as functions of n, which
illustrates that the PageRank vector does converge to the asymptotic value.
In the spirit of further exploration, we have also conducted simulations on
power-law graphs with exponent β = 4 using the Chung-Lu graph model with
wi = ci
−1/(β−1), for i0 ≤ i ≤ n+ i0 with
c =
β − 2
β − 1dn
1/(β−1),
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Fig. 2. Log-log plot of TV distance error for ER and Chung-Lu graphs
i0 = n
[
d(β − 1
m(β − 2)
]
Please refer to [15] for details. We set max degree m = n1/3 and average degree
d = n1/6. In Figure 3 we observe that for this graph the max-norm of the
relative error does not converge to zero. On the other hand the TV-norm seems
to converge to zero with graph size, albeit very slowly. Note that these graphs
satisfy Property 2 [15], but they do not satisfy Property 1. Therefore at this
point, it is not possible to conclude whether the assumption of bounded variation
of degrees is necessary for the convergence to hold. It might be interesting to
investigate in detail the asymptotic behavior of PageRank in undirected power-
law graphs.
Furthermore, we also see that in the case v = ei, the standard unit vector,
for some i we do not have the conjectured convergence, as can be seen on Figure
4 in the case of ER graphs. It can also be seen from our analysis that if vk = 1
for some k, the quantity
∥∥∥Q˜D−1/2v∥∥∥
∞
, becomes:
max
i
∣∣∣∣∣∣
∑
j
(
Aij√
didj
−
√
didj∑
l dl
)
vj/
√
dj
∣∣∣∣∣∣ = maxi 1√didk
∣∣∣∣Aik − didk∑
l dl
∣∣∣∣ ,
which is O
(
1√
wminwk
)
and does not fall sufficiently fast. We simulated an SBM
matrix with two communities of equal size, with p = 0.1 and q = 0.01. In Figure
5 we plot the maximum normalized error and the TV-distance error against
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Fig. 3. Log-log plot of TV distance and maximum error for power-law graphs
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Fig. 4. Log-log plot of TV distance and maximum relative error for ER-graph when
v = e1
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graph size on a log-log plot. As expected both errors go to zero for large graph
sizes.
Graph size
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Fig. 5. Log-log plot of maximum normalized error and TV-distance error for an SBM
graph
7 Conclusions
In this work, we have shown that when the size of a graph tends to infinity, the
PageRank vector lends itself to be approximated by a mixture of the preference
vector and the degree distribution, for a class of undirected random graphs
including the Chung-Lu graph. We expect that these findings will shed more
light on the behaviour of PageRank on undirected graphs, and possibly help
to optimize the PageRank operation, or suggest further modifications to better
capture local graph properties. We also obtain an asymptotic expression for the
PageRank on SBM graphs. It is seen that this asymptotic expression contains
information about community partitioning in the simple case of SBM with equal-
sized communities. It would be interesting to study the implications of our results
for community detection algorithms.
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A Proof of Lemma 6
From Lemma 1, we have for Chung-Lu graphs that: di = wi(1 + ǫi), where
η ≡ maxi ǫi = o(1) with high probability. In the proof we assume explicitly that
vi = 1/n, but the results hold in the slightly more general case where vi = O(1/n)
uniformly ∀i, i.e., ∃K such that maxi nvi ≤ K. It can be verified easily that all
the bounds that follow hold in this more general setting. The event {η = o(1)},
holds w.h.p. asymptotically from Lemma 1. In this case, we have∑
j
(
Aij√
didj
−
√
didj∑
i di
)
vj√
dj
=
∑
j
(
Aij√
didj
−
√
didj∑
k dk
)
vj√
wj
(1 + εj)
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where εj is the error of convergence, and we have maxj εj = O(η). Therefore,∥∥∥Q˜v′∥∥∥
∞
≤
∥∥∥Q˜q∥∥∥
∞
+max
i
εi
∥∥∥Q˜q∥∥∥
∞
≤
∥∥∥Q˜q∥∥∥
∞
(1 + o(1)) w.h.p., (24)
where q is a vector such that qi =
nvi√
wi
. Furthermore, we have w.h.p.
Aij√
didj
−
√
didj∑
k dk
=
Aij√
wi(1 + ǫi)wj(1 + ǫj)
−
√
wi(1 + ǫi)wj(1 + ǫj)∑
k wk(1 + ǫk)
=
Aij√
wiwj
(1 +O(ǫi) +O(ǫj))−
√
wiwj∑
k wk
(
1 + O(ǫi) +O(ǫj)
1 +O(η)
)
=
(
Aij√
wiwj
−
√
wiwj∑
k wk
)
(1 + δij),
where δij is the error in the ij
th term of the matrix and δij = O(η) uniformly,
so that maxij δij = o(1) w.h.p. Consequently, defining Q˜ij =
Aij√
wiwj
−
√
wiwj∑
k wk
we
have: ∥∥∥Q˜q∥∥∥
∞
≤
∥∥∥Q˜q∥∥∥
∞
+max
i
|
∑
j
Q˜ijδijqj |
≤
∥∥∥Q˜q∥∥∥
∞
+O(η)max
i
1√
wmin
∑
j
|Q˜ij |
≤
∥∥∥Q˜q∥∥∥
∞
+ o(1)
1√
wmin
(
C
√
wmax
wmin
+
wmax
wmin
)
(25)
≤
∥∥∥Q˜q∥∥∥
∞
+ o(1/
√
wmin) (26)
where in (25) we used the fact the O(η) is a uniform bound on the error and it
is o(1) w.h.p. and maxj qj ≤ 1√wmin . In (25) we also used the fact that
max
i
∑
j
|Q˜ij | ≤ max
i
∑
j
Aij√
wiwj
+
∑
j
√
wiwj∑
k wk
≤ max
i
1√
wmin
di√
wi
+max
i
√
wiwmax
wmin
(a)
≤ C
√
wi
wmin
+
wmax
wmin
≤ C
√
wmax
wmin
+
wmax
wmin
,
where C is some constant. In (a) above we used the fact that w.h.p. di = wi(1+
o(1)), by Lemma 1, hence ∃C such that ∀n large enough di ≤ Cwi.
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Now we proceed to bound
∥∥∥Q˜q∥∥∥
∞
. Substituting for qi =
1√
wi
, we get
∑
j
1√
wj
(
Aij√
wiwj
−
√
wiwj∑
k wk
)
=
∑
j
1
wj
√
wi
(
Aij − wiwj∑
i wi
)
≡ 1√
wi
Xi. (27)
We seek to bound maxi |Xi|:
Xi =
∑
j
1
wj
(
Aij − wiwj∑
iwi
)
.
Furthermore, E(X2i ) =
∑
j
1
w2j
E(Aij − pij)2, with pij = wiwj∑wi . So, E(X2i ) =∑
j
1
w2j
pij(1−pij) ≤ wi∑
i wi
∑
j
1
wj
≤ n piwmin , where pi =
wi∑
i wi
, and
Aij
wj
≤ 1/wmin.
Therefore using Bernstein Concentration Lemma for ǫ < nmaxi pi:
P
max
i
|
∑
j
(Aij − pij)/wj | ≥ ǫ
 ≤ nmax
i
exp(− ǫ
2
2(pin/wmin) + ǫ/wmin
)
≤ nmax
i
exp(− wminǫ
2
2(npi + ǫ)
)
≤ n exp(−ǫ2wmin/(4nmax
i
pi))
≤ n exp(−ǫ
2volwmin
4wmaxn
), (28)
where voln =
∑
i wi
n ≥ wmin. It can be verified that when ǫ = 1(w)α , for some α > 0,
the RHS of (28) can be upper bounded by n−(γK−1), if w ≥ (γ log(n)) 11−2α , for
some large enough γ, which can be easily satisfied if wmin ≫ O(logc(n)), for
some c > 1, where K is a constant such that wmax ≤ Kwmin. Thus, finally, from
(27) and (26) we have
∥∥∥Q˜q∥∥∥
∞
= o(1/
√
wmin), w.h.p., and therefore from (24),
we get
∥∥∥Q˜v′∥∥∥
∞
= o(1/
√
wmin).
⊓⊔
B Proof of Lemmas in Section 5
B.1 Proof of Lemma 8
The proof is an application of Bernstein’s Concentration Lemma. Note that for
1 ≤ i ≤ m, Di =
∑
j Aij . Here the mean degree E(Di) = mp+ (n −m)q = t1,
and the variance B2n = mp(1 − p) + (n −m)q(1 − q) ≤ t1 for i ≤ m. Similarly
for i > m, E(Di) = mq + (n − m)p = t2 is and variance Var[Di] ≤ t2. Then,
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the minimum average degree wmin = min(t1, t2). By Bernstein’s Lemma, for
ǫ = C
√
log(n)
wmin
,
P
(
max
1≤i≤m
|Di − t1| ≥ ǫt1
)
≤ 2m exp
( −ǫ2t21
2(t1ǫ/3 + t1)
)
= 2m exp
( −ǫ2t1
1 + ǫ/3
)
= O(n−c),
for some c. Hence max1≤i≤m
∣∣∣Di−t1t1 ∣∣∣ ≤ C√ log(n)wmin w.h.p. Similarly
max
1+m≤i≤n/2
∣∣∣∣Di − t2t2
∣∣∣∣ ≤ C
√
log(n)
wmin
, w.h.p.
Combining the two bounds above we get,
max
1≤i≤n
∣∣∣∣ DiE(Di) − 1
∣∣∣∣ ≤ C
√
log(n)
wmin
, w.h.p. (29)
⊓⊔
B.2 Proof of Lemma 9
To prove Lemma 9 we need the following lemma on the spectral norm of the
difference between the adjacency matrix and its mean.
Lemma 10. For an SBM matrix G(m,n − m, p, q) with adjacency matrix A
and A = E(A), there exists a constant K s.t.
‖A−A‖2 ≤ K
√
log(n)wmax, w.h.p.,
where wmax = max(m,n−m)p+min(m,n−m)q is the maximum average degree,
if wmax = ω(log
3(n)).
To prove this Lemma we need the Matrix Bernstein Concentration result,
which we state below for the sake of completeness:
Lemma 11. [34, Theorem 1.4]. Let S1,S2, . . .St be independent random ma-
trices with common dimension d1 × d2. Assume that each matrix has bounded
deviation from its mean, i.e.,
‖Sk − E(Sk)‖ ≤ R, for each k = 1, . . . n.
Let Z =
∑t
k=1 Sk and introduce a variance parameter
σ2Z = max
{‖E ((Z− E(Z))(Z − E(Z))H) ‖, ‖E ((Z− E(Z))H (Z− E(Z))) ‖} .
Then
P{‖Z− E(Z)‖ > t} ≤ (d1 + d2). exp
( −t2/2
σ2
Z
+Rt/3
)
, (30)
for all t ≥ 0.
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Proof of Lemma 10:With Z = A, in Lemma 11, we can decompose Z as sums
of Hermitian matrices Si′ j′ , Z =
∑
1≤i′<j′≤n Si′ j′ such that:
(Si′ j′ )ij =

Ai′ j′ if i = i
′
, j = j
′
,
Ai′ j′ if i = j
′
, j = i
′
,
0 otherwise.
(31)
Notice that if x 6= 0, ‖(Si′ j′ − E(Si′ j′ ))x‖2 = |2xi′xj′ (Ai′ j′ − E(Ai′ j′ ))| <
|x2
i′
+ x2
j′
|. Consequently ‖Si′ j′ − E(Si′ j′ )‖2 < 1, giving R = 1 in the statement
of Lemma 30. Let Y = E
(
(Z− EZ)H(Z− EZ)) , then
Yij =

v1 if i = j, i ≤ m,
v2 if i = j, i > m,
0 otherwise,
(32)
where v1 = mp(1 − p) + q(1 − q)(n − m), v2 = (n − m)p(1 − p) + mq(1 − q).
Therefore σ2
Z
= max(v1, v2) = max(n−m,m)p+min(n−m,m)q = σ2. By our
assumptions on the probabilities, σ2 = ω(log3(n)). Thus it follows that
P(‖A−A‖ ≥ tσ) ≤ 2n exp
( −t2σ2
2σ2 + tσ/3
)
≤ 2n exp(−t2/3),
if σ > t. The RHS is O(n−c) if t >
√
r log(n), for some r. ⊓⊔
Finally we are in a position to prove Lemma 9
Proof of Lemma 9: We prove this result in two steps. First we show that
‖D−1/2AD−1/2 −W−1/2AW−1/2‖2 = C
√
log(n)
wmin
= o(1). (33)
Observe that
‖D−1/2AD−1/2 −W−1/2AW−1/2‖2 = ‖Q−W−1/2D1/2QD1/2W−1/2‖
= ‖Q−W−1/2D1/2Q+W−1/2D1/2Q−W−1/2D1/2QD1/2W−1/2‖2
= ‖(I−W−1/2D1/2)Q+W−1/2D1/2Q(I−D1/2W−1/2)‖2
≤ δ + (1 + δ)δ,
where δ = maxi
∣∣∣ diwi − 1∣∣∣ . In the last line we used the fact that ‖Q‖2 = 1, ‖I−
W−1/2D1/2‖2 = maxi
∣∣∣√ diwi − 1∣∣∣ ≤ maxi ∣∣∣ diwi − 1∣∣∣ and
‖W−1/2D1/2‖2 ≤ ‖W−1/2D1/2 − I‖2 + ‖I‖2 ≤ δ + 1.
By Lemma 8, δ ≤ C
√
log(n)
wmin
= o(1) w.h.p. Next we show that
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‖W−1/2AW−1/2 −W−1/2AW−1/2‖2 ≤ C
√
log(n)wmax
wmin
= o(1). (34)
Now using Lemma 10 we have
‖W−1/2AW−1/2 −W−1/2AW−1/2‖ ≤ ‖A−A‖2
wmin
≤ c
√
log(n)wmax
wmin
= o(1), w.h.p.,
if wmin = ω(
√
log(n)wmax), which is satisfied when wmax ≤ Cwmin for some C,
and wmax = ω(log
3(n)). The result of Lemma 9 then follows from (33) and (34)
by applying the triangular inequality. ⊓⊔
