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Разработана новая нейронная сеть адаптивной резонансной 
теории, которая реализует принципы ассоциативной памяти с воз- 
можностью восстановления по входной информации множества 
ассоциативных друг другу и входным данным изображений. Новая 
нейронная сеть обладает свойствами дообучения, стабильного и 
компактного хранения запомненной ранее информации, что позво- 
ляет эту сеть использовать для разработки специализированных баз 
знаний, использующих ассоциативную информацию. 
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Постановка проблемы и анализ литературы. Для решения задач нахождения ас- 
социативных образов в настоящее время существует множество разнообразных методов и алго- 
ритмов. В связи с этим в теории искусственного интеллекта предпринимаются попытки создания 
универсальных подходов, позволяющих решать широкие классы задач поиска и запоминания ас- 
социативной информации. Один из таких подходов связан с использованием искусственных 
нейронных сетей. Их эффективное применение для решения различных задач во многом основы- 
вается на том, что традиционные трудности решения разнообразных задач облегчены применени- 
ем универсальных алгоритмов обучения нейронных сетей на обучающих выборках. 
Многие нейронные сети можно рассматривать как ассоциативную память, в которой вход- 
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k  ∈ R n , y k  ∈ R m , также может рассматриваться как однонаправленная ассоциативная память. 
Известная нейронная сеть – двунаправленная ассоциативная память, в которой не только 
входное изображение вызывает появление ассоциативного изображения, но и это выходное изоб- 
ражение может вызывать появление ассоциативного изображения на выходе. Однако в настоящее 
время не известны нейронные сети, где входное изображение вызывает появление нескольких ас- 
социативных изображений, которые ассоциативны между собой. 
Если информация об ассоциациях достаточно полна, то для создания ассоциативных си- 
стем может использоваться значительное число различных нейронных сетей. Однако при разра- 
ботке систем для реальных технических объектов разработчики сталкиваются с тем, что информа- 
ция об объекте далека от полноты и будет уточняться в процессе функционирования объекта. Это 
резко сужает круг сетей-кандидатов, которые целесообразно использовать в подобных системах, 
поскольку во многих сетях обучение новой ассоциации в общем случае требует полного переобуче- 
ния сети [1-4]. Невозможность с помощью указанных нейронных сетей решить проблему чувстви- 
тельности (пластичности) к новой информации при сохранении (стабильности) имеющейся ин- 
формации привели к разработке принципиально новых конфигураций нейронных сетей на основе 
адаптивной резонансной теории (АРТ) [5]. 
Нейронные сети АРТ относят входное изображение к одному из известных классов, если 
оно в достаточной степени похоже на прототип этого класса. Если найденный прототип соответ- 
ствует входному изображению с заданной точностью, то он модифицируется, чтобы стать более 
похожим на предъявленное изображение. Если входное изображение сети АРТ не похоже в доста- 
точной степени ни на одно из изображений, хранящихся в весах связей нейронной сети, то на его 
основе создается новый класс. Это возможно благодаря наличию в сети избыточных нейронов, ко- 
торые не используются до тех пор, пока в этом нет необходимости (если избыточных нейронов нет 
и входное изображение не относится ни к одному из известных классов, то оно не вызывает реак- 
ции сети). Таким образом, нейронные сети АРТ могут запоминать новую информацию без искаже- 
ния имеющейся информации или переобучения сети. Это свойство нейронных сетей АРТ можно 
использовать и для запоминания новых ассоциаций. 
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Цель доклада. Разработка памяти на основе нейронных сетей АРТ с возможностью вос- 
становления по входной информации множества ассоциативных друг другу и входным данным 
изображений, которые представлены в виде векторов с дискретными составляющими. 
Основные результаты. Новая самообучающаяся ассоциативная память (рисунок 1) со- 
стоит из X модулей, каждый из которых представляет собой дискретную нейронную сеть АРТ-1 [5]. 
Нейросетевая         память         включает         в         себя         слои         интерфейсных         элементов 
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Рис. 1. Самообучающаяся нейросетевая память для хранения множественных ассоциаций 
 
Архитектура  нейросетевой  ассоциативной  памяти  содержит  также  слой  промежуточных 
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Pd  (d = 1, ..., m) , который связывает все X модулей нейронной сети парами двунаправлен- 
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1 X −1 X
 
Z i ,..., Z l , Z e (i = 1, ..., n; l = 1, ..., k; e = 1, ..., f ) и распознающих слоев 
1 X −1 X
 
Y j ,..., Yg , Ye ( j = 1, ..., m; g = 1, ..., m; e = 1, ..., m) ассоциативной нейронной сети. 
Самообучающаяся ассоциативная память может работать в трех основных режимах: режим 
№ 1 – обучения ассоциативной памяти; режим № 2 – распознавание входного изображения и 
определение ассоциативных ему изображений в памяти нейронной сети; режим № 3 – по входным 
данным, подаваемым на входы 
Cd ( d = 1, m ), одновременное восстановление из памяти нейрон- 
ной сети множества ассоциативных друг другу изображений. 
Режим № 1 используется  для обучения нейронной  сети  множеству  ассоциативных друг 
другу изображений. Режим № 2 используется для распознавания изображения поданного на вхо- 
ды любого из X модулей нейронной сети и восстановления из памяти нейронной сети всех ассоци- 
ативных ему  векторов (изображений). Данный режим  не  предполагает одновременную  подачу 
входных изображений на несколько модулей ассоциативной нейронной сети. Режим № 3 исполь- 
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), множества ассоциативных друг другу изображений. 
Выводы.Таким образом, разработана память на основе нейронных сетей АРТ 
обладающая возможностью восстановления из памяти нейронной сети по входной информации 
множества ас- социативных друг другу и входным данным изображений, которые представлены 
в виде векторов с дискретными составляющими. Ассоциативная память обладает также 
свойством компактного хра- нения информации, дообучения и стабильного хранения при этом 
запомненной ранее информа- ции, что позволяет эту сеть использовать для разработки баз 
знаний, использующих ассоциатив- ную информацию. 
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The new neural network of adaptive resonant theory that realizes the principles of annex storage with 
possibility of renewal great number associative to each other and input images data using input information is 
designed. The new neural network possesses properties of finish learning, stable and compact storage of the 
information memorized before. These properties allow using this network for the development 
of the specialized knowledge bases using which use associative infor- mation. 
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