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 Resumo 
A eletrohidrodinâmica (EHD) descreve o movimento do fluido induzido por tensões 
elétricas. Sob o efeito de um campo elétrico, as moléculas de fluido podem polarizar e uma 
migração de íons carregados ou cargas livres através do fluido é induzida. Estes fenômenos 
dão origem a forças elétricas que atuam sobre a superfície do fluido colocando-a em 
movimento até que a tensão superficial e as tensões viscosas proporcionem o equilíbrio 
necessário. Aplicações como atomização de líquidos, transferência de calor e massa, 
dispersão de polímeros e tecnologias microfluídicas fizeram com que a eletrohidrodinâmica 
fosse extensivamente estudada ao longo dos anos no intuito de compreender as respostas de 
sistemas de fluidos submetidos a campos elétricos e de desenvolver novos processos. No 
entanto, a natureza complexa dos processos EHD limita as explorações tanto experimentais 
como de desenvolvimento. Portanto, para obter resultados mais rápidos e com custos 
menores, são frequentemente utilizados estudos envolvendo modelagem e simulações 
numéricas. Neste trabalho, utilizando um solver eletrohidrodinâmico baseado no modelo 
leaky dielectric, analisamos dois problemas diferentes relacionados à EHD. O primeiro 
consiste em investigar o efeito da viscoelasticidade na deformação e quebra de gotículas 
inseridas em um campo elétrico uniforme. Este é um dos primeiros e mais fundamentais 
problemas em EHD, porém nunca foi avaliado através de simulações numéricas utilizando 
fluidos não-Newtonianos. Assim, com os resultados aqui apresentados, pretendemos elucidar 
alguns dos principais aspectos da deformação viscoelástica em problemas de EHD. O segundo 
caso é um problema aplicado tem atraído um crescente interesse nos últimos anos. Consiste na 
deformação de lentes líquidas pela aplicação de um campo elétrico. Por meio de simulações 
numéricas, investigamos a influência do formato do eletrodo na deformação da lente e 
analisamos seu desempenho usando uma plataforma de design óptico. Esta abordagem nunca 










Electrohydrodynamics (EHD) describes the fluid motion induced by electric stresses. 
Under the effect of an electric field the fluid molecules may get polarized and a migration of 
charged ions or free charges through the fluid is induced. These phenomena give rise to 
electric forces that act on the fluid surface putting it into motion until the surface tension and 
viscous stresses provide the necessary balance. Applications such as liquid atomization, heat 
and mass transfer, polymer dispersion and microfluidic technologies have made 
electrohydrodynamics to be extensively studied over the years in order to understand the 
responses of fluids systems subjected to electric fields and to develop new processes. 
However, the complex nature of EHD processes limits both experimental and development 
explorations. Therefore, in order to obtain faster results and at lower costs, studies involving 
modeling and numerical simulations are frequently used. In this work, using an EHD solver 
based on the leaky dielectric model, we analyze two different problems related to 
electrohydrodynamics. The first one consists on the investigation of the effect of 
viscoelasticity on the deformation and breakup of droplets inserted in a uniform electric field. 
This is one of the first and most fundamental problems in EHD. However it has never been 
evaluated through numerical simulations using non-Newtonian fluids. Thus, with the results 
presented here we aim to elucidate some of the main aspects of the viscoelastic deformation in 
EHD problems. The second case is an applied problem that has drawn increasing interest in 
the past few years. It consists in the deformation of liquid lenses by the application of an 
electric field. By means of numerical simulations we investigate the influence of the electrode 
shape on the lens deformation and we analyze its performance using an optical design 
platform. This approach has never been done before and it suggests a new insight into the 
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𝑅𝑑 Initial droplet radius [m] 
𝑆 Rate of strain tensor [s−1] 
𝑆𝑓 Cell surface area [m
2] 
𝑡 Time [s] 
𝑡𝑚 Magnetic characteristic time [s] 
𝑡𝑒 Electric characteristic time [s] 
𝒖 Velocity vector [m. s−1] 
𝒖𝒓 Artificial compression velocity vector [m. s
−1] 
𝑈𝑒 Electric potential [kg.m






𝛼1 Volumetric fraction − 
𝛼 Mobility factor − 
𝛾 Surface tension [kg. s−2] 
?̇? Shear rate [s−1] 
𝛿𝑚𝑛 Kronecker delta − 
∆𝑥 Reference cell size [m] 
∆𝑡 Time step [s] 
𝜀 Electric permittivity [s4. A2. kg−1. m−3] 
𝜀̇ Rate of elongation [𝑠−1] 
𝜁0 Deflection of the lens [m] 
?̅? Steady elongational viscosity [kg.m−1. s−1] 
𝜂𝑃;  𝜂0 Zero shear rate viscosity [kg.m
−1. s−1] 
𝜂𝑆 Dynamic Newtonian viscosity [kg.m
−1. s−1] 
𝜅 Local curvature of the interface − 
𝜆 Relaxation time [s] 
𝜇 General Newtonian dynamic viscosity [kg.m−1. s−1] 
𝜇𝑚 Magnetic permeability [kg.m. s
−2. A−2] 
𝜌 Density [kg.m−3] 
𝜌𝑒 Volumetric charge density [s. A.m
−3] 
𝜎 Electric conductivity [s3. A2. kg−1. m−3] 
𝝉𝒆 Maxwell stress tensor [kg.m−1. s−2] 
𝝉𝒎 Viscous stress tensor [kg.m−1. s−2] 
𝝉𝑷 Stress tensor due to the viscoelastic contribution [kg.m
−1. s−1] 
𝝉𝑺 Stress tensor due to the Newtonian contribution [kg.m
−1. s−1] 
𝜙 Mass flux through the cell surface [kg.m−2s−1] 







𝐵𝑜 Bond number Δ𝜌𝑔𝑎2/𝛾 
𝐶𝑎𝐸 Electric capillary number 𝐸∞
2 𝑅𝑑𝜀2/𝛾 
𝐶𝑜 Courant number ?̅?∆𝑡/∆𝑥 
𝑄 Ratio between the permittivities of phases 1 and 2 𝜀1/𝜀2 
𝑅 Ratio between the conductivities of phases 1 and 2 𝜎1/𝜎2 
𝛽 Ratio between the viscosities of phases 1 and 2 𝜇1/𝜇2 
Λ Electrocapillary number (𝑎/ℎ)(𝜀𝜀0𝑈
2/2𝛾ℎ)1/2 
𝜉0 Non-dimensionalized equilibrium deflection 𝜁0/ℎ 
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The first scientific descriptions of electrohydrodynamic (EHD) effects were made 
around 100 years ago by the pioneering works of Zeleny (1914, 1917), who detected drop 
formations due to jet instabilities at the end of capillary tubes when high electric potentials 
were applied. It was only around the 1960s that the effects of an electric field on fluids were 
studied from a theoretical point of view to understand the physical phenomenon behind EHD. 
Most of these works focused on the behavior of perfect conductors or perfect dielectrics 
(SAVILLE, 1997). In general, when an electric field crosses an interface separating two 
immiscible liquids, it experiences a jump due to the difference between the physical 
properties of both mediums. In the absence of electrical free charges, i.e. if both fluids are 
considered to be purely insulators, or if one phase is said to be perfect conductor while the 
other is an insulating one, the discontinuity in the electric field induces a net force at the fluid 
interface that will always act perpendicularly to the surface: pointing from the fluid with 
higher dielectric constant toward the fluid with lower one; or from the conducting fluid 
toward the insulating one (TAYLOR, 1964). Once these electric forces are always normal to 
the interface, they can be mechanically balanced by the surface tension, causing the system to 
reach a steady-state regime. A phenomenon also referred to as electrohydrostatics (EHS). 
These ideal situations of using perfect dielectrics or perfect conductors, however, 
showed to be poor approximations for real applications, since most of them deal with fluids of 
finite electrical conductivity (FENG; SCOTT, 1996). First studies made by O´Konski & 
Harris (1957) and the experiments developed by Allan & Mason (1962) extended the EHS 
theory and showed that, for slightly conducting mediums (the so-called leaky dielectrics), a 
surface charge distribution created by the electric current inside and outside both liquids also 
generates tangential electric stresses on the interface. This observation was further confirmed 
by Taylor (1966), who developed an electrohydrodynamic theory capable of predicting the 
deformation of drops inserted in an electric field by considering that fluids that are put into 
motion by shear electric stresses reach equilibrium states when balanced by viscous stresses 
(hydrodynamic stresses). His theory was established with the remarkable review on EHD 
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from Melcher & Taylor (1969) that defined what came to be known as the leaky dielectric 
model. Later, Saville (1997) used a scaling analysis and rigorously derived the Taylor-
Melcher model but retaining the temporal and the convective terms in the charge conservation 
equation, which were previously ignored. 
Apart from the physical modeling, electrohydrodynamics has been playing an 
increasingly important role in practical applications as a means of controlling and handling 
fluids in several ways. Many industrial processes, for example, require the supply of liquids in 
the form of small droplets, like fuel atomization or inkjet printing (SHRIMPTON; YULE, 
1999; YUDISTIRA et al., 2010). This effect is also known as EHD atomization or liquid 
spraying. Similarly, electrospinning is used to generate micro/nano-fibers for scaffolds 
productions (HE et al., 2014), but using viscoelastic fluids instead of Newtonian ones. An 
application of increasing importance is the design and characterization of microfluidic 
devices. Some basic operations, such as moving, merging or dividing droplets in these devices 
are carried out (usually by means of electrowetting) by a cautious control of the electric field 
(ZENG; KORSMEYER, 2004). Electric effects can also be used to manipulate the shape of 
pinned liquid interfaces (e.g. liquid lenses) or even for dewetting thin liquid films (LIN et al., 
2001; MISHRA et al., 2014). 
An efficient control of the above processes requires an in-depth understanding of the 
response of a two-fluid system when subjected to an externally applied electric field. Thus, 
the simulation of such processes became an advantageous option, since it is sometimes the 
only available option to simulate complex phenomena that occur in complex geometries, 
avoiding expenses with materials and allowing a general visualization of the 
electrohydrodynamic effects. However, the solution of the Navier-Stokes equations with an 
interface or free surface is not an easy task and becomes more complicated when the 
electrostatic equations are coupled to fluid dynamics. Many authors have used different 
numerical schemes to simulate the electric effects on fluids. The boundary element method 
was used to solve the electric field and the flow patterns around a conducting droplet 
(BAYGENTS; RIVETTE; STONE, 1998; SHERWOOD, 1988). The breakup of charged jets 
and pendant droplets formation in electric fields were also studied but using the finite element 
method (COLLINS; HARRIS; BASARAN, 2007; NOTZ; BASARAN, 1999). When dealing 
with two-fluid systems, several methods such as the front-tracking, the level-set and the 
volume-of-fluid methods have been used to describe the moving interface (HUA; LIM; 
WANG, 2008; TEIGEN; MUNKEJORD, 2009; TOMAR et al., 2007b). Despite the large 
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numbers of works published regarding the simulations EHD effects on fluids, most of them 
deal only with Newtonian fluids, once the non-linear constitutive equations related to 
viscoelastic fluids can complicate the solution of full set of equations. EHD studies of 
viscoelastic fluids have significant importance especially in problems such as electrospinning 
(usually aiming the Taylor cone formation) and electrohydrodynamic instability of 
viscoelastic films (ESPÍN; CORBETT; KUMAR, 2013; FENG, 2002a; TOMAR et al., 
2007a). 
1.1 Objectives 
In this thesis, we present the numerical study of two problems related to EHD. We first 
evaluate one of the fundamental problems of electrohydrodynamics: the deformation of a 
droplet inserted in an electric field. This problem has already been studied by many authors 
from both experimental and numerical perspectives. However, the deformation of a 
viscoelastic droplet was only investigated from the experimental point of view. Numerical 
simulations as well as analytical solutions are still needed. Thus, we evaluate the influences of 
the viscoelastic properties by comparing the deformation and breakup of viscoelastic droplets 
with the Newtonian ones. 
Next, we move from a fundamental problem to an applied problem, where we 
investigate the electric effects on tunable liquid lenses. This is a relatively new micro-
technology used to improve the performance of imaging systems. Several authors have 
already shown the potential of using electric fields as means of tuning liquid lenses. However, 
the approach used in this work allows us to tune different types of aberrations by changing the 
electrode patterns used to deform the lens. Moreover, this is the first time that the full set of 
equations (involved in EHD problems) are numerically solved in a tunable liquid lens 
problem in order to predict the final shape of the lens. 
1.2 Outline of the thesis 
This thesis is presented in four chapters. In Chapter 1 we presented a brief introduction 
to electrohydrodynamics with some of the pioneering and most important authors in the field. 
We also showed some general concepts regarding the physics and application behind EHD as 
well as the main objectives of this work. In Chapter 2 we introduce the methodology used to 
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perform all the simulations. First, the full mathematical models involved in two-phase EHD 
problems are presented and then the computational method (the code, the details about the 
simulations and the software, etc.) are outlined. 
In Chapter 3 we investigate the viscoelastic effect on the deformation of a droplet 
inserted in a uniform electric field. We begin by presenting a complete bibliography on the 
subject together with a summary of the scientific background involved in the problem. The 
problem description and the boundary conditions used in the simulations are subsequently 
discussed. Section 3.4 presents the results for the droplet deformation considering the small 
deformation limit. We observed that the viscoelastic droplet not only deformed less than the 
Newtonian one, but also as the viscoelastic relaxation time increases the droplet deformation 
decreases. For small deformations, the problem can be considered as a simple shear flow and 
thus we show that the decrease in the deformation is not only related to the elasticity of the 
drop but also with the shear-thinning behavior predicted by the Giesekus model. For large 
deformations limits (considered in Section 3.5), when reaching the breakup of the droplet two 
main effects occur: not only shear-thinning is observed, but also the strain-hardening effect 
plays a role on the droplet deformation. Despite of the difference on the degree of 
deformation between Newtonian and viscoelastic droplets, both presented similar breakup 
modes. 
In Chapter 4 the deformation of a liquid lens is investigated. The lens is considered to 
be the interface between two immiscible fluids and it is pinned along an aperture. The lens is 
deformed due to an electric field generated by an electrode located above the aperture. We 
begin by presenting the problem description and general concepts involved in the optical 
analysis (together with a brief description of the optical software used in this work). In 
Section 4.5 we show that, by changing the top electrode to a stripe pattern, two different 
perpendicular profiles can be produced on the lens generating astigmatism. In Section 4.6 we 
break the top electrode into one hundred individual addressable electrodes. For different 
patterns produced by several combinations of these electrodes, different aberrations can be 
tuned. In this work, we focused on four specific aberrations: spherical aberration, two types of 




We make use of the CFD (computational fluid dynamics) package OpenFOAM to solve 
numerically the full-set of equations involved in EHD flows. OpenFOAM is an open-source 
software package designed to solve numerically a wide range of CFD-related problems. It was 
first developed by Jasak (1996) with the purpose of having a tool to operate tensor fields. 
Thanks to its open nature, there was a huge growth in users who, in addition to using the 
many standard solvers that were already provided by the package, had the possibility to 
incorporate specific solvers for their problems. Now, OpenFOAM is well known for its large 
community, broad range of available tools and multidisciplinary precompiled solvers. 
The implementation of the electrostatic field equations and the electric field interaction 
with the fluid-fluid interface was previously made on an existing framework (LIMA, 2013; 
ROGHAIR; ENDE; MUGELE, 2013). For recent and more complete explanations see 
(LIMA; D’ÁVILA, 2014; ROGHAIR et al., 2015). We used the source code of ‘interFoam’ 
as a base model that consists in a two-phase solver based on the Volume of Fluid (VOF) 
method. This solver has been extensively evaluated and proved to be highly effective in 
simulating multiphase flows (DESHPANDE; ANUMOLU; TRUJILLO, 2012). For 
viscoelastic fluids, the same set of electrostatic equations were incorporated, but in the 
viscoelasticInterFoam source code (FAVERO et al., 2010a, 2010b). The latter consists in an 
extension of the interFoam solver, but for viscoelastic fluids. The subsequent sections show 
the basics of the model as well as the computational method used to solve the problems. 
2.1 Mathematical model 
In this section, the governing equations of EHD problems are outlined. They are based 
on the leaky dielectric model, more specifically on the equations described in (SAVILLE, 
1997) that consider not only the incorporation of the electric force into the momentum 
equation, but also the charge migration due to conduction and convection. To account for the 
viscoelastic effects, a polymeric stress component related to the Giesekus constitutive model 
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enters as a second contribution on the momentum equation. The choice of this model was 
made because it provides better predictions for elongational flows (BIRD; ARMSTRONG; 
HASSAGER, 1987). 
2.1.1 Fluid flow equations 
When considering isothermal and incompressible flows, the main governing equations 
involving Newtonian and/or viscoelastic fluids are the mass (continuity) and momentum 
conservations, Eq. (2.1) and (2.2), respectively. For an EHD problem, an additional term 
related to the electric force is included in the momentum equation. 
∇ ∙ 𝒖 = 0 (2.1) 
𝜕(𝜌𝒖)
𝜕𝑡
+ ∇ ∙ (𝜌𝒖𝒖) = −∇𝑝 + ∇ ∙ 𝝉𝑚 + ∇ ∙ 𝝉𝑒 + 𝜌𝐠 + 𝑭𝛾 (2.2) 
where 𝜌 is the fluid density, 𝒖 is the velocity vector, 𝑝 is the pressure, 𝝉𝑚 is the stress tensor 
related to the viscous force per unit area, 𝝉𝑒 is the Maxwell’s stress tensor related to the 
electric force per unit area, g is the vector of acceleration due to gravity and 𝑭𝛾 is the force 
due to surface tension. 
For viscoelastic fluids, the viscous stress tensor 𝝉𝑚 can be divided into two different 
contributions: a Newtonian component 𝝉𝑆, which can be considered as the solvent in a 
polymer solution; and a viscoelastic polymeric component  𝝉𝑃 (FAVERO et al., 2010b): 
𝝉𝑚 = 𝝉𝑆 + 𝝉𝑃. (2.3) 
In problems considering only Newtonian incompressible fluids, the polymeric 
component from Eq. (2.3) can be neglected, i.e. 𝝉𝑃 = 0, leaving only the Newtonian 
component. The latter is given by: 
𝝉𝑆 = 𝜂𝑆𝑺 (2.4) 
where 𝜂𝑆 is the dynamic viscosity of the solvent (for Newtonian fluids we also use 
the 𝜇 letter). 𝑺 is the rate of strain tensor, defined as: 
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𝑺 = (∇𝒖 + [∇𝒖]𝑇) (2.5) 
2.1.2 Viscoelastic model 
When a pure viscoelastic fluid is considered, the Newtonian component in Eq. (2.3) can 
be neglected (𝝉𝑆 = 0) and the viscous stress tensor is given only by the polymeric 
contribution 𝝉𝑃. The latter must be obtained through constitutive equations derived from fluid 
rheology theories. In this study, the Giesekus constitutive model (Eq. (2.6)) was chosen to 
describe the viscoelastic behavior of the fluid. This model is a variation of the Oldroyd-B 
model. Differently from the latter, the Giesekus model introduces a dimensionless mobility 
factor 𝛼 that is associated to the anisotropic Brownian motion and/or hydrodynamic drag on 
the constituent polymer molecules. This parameter prevents a vanishing extensional viscosity 
for flows with high rates of extension (GIESEKUS, 1982). 
𝝉𝑃 + 𝜆?̌?𝑃 + 𝛼
𝜆
𝜂𝑃
(𝝉𝑃 ∙ 𝝉𝑃) = 𝜂𝑃𝑺 (2.6) 
Here,  𝜆 is the relaxation time, 𝜂𝑃 is zero shear viscosity and 𝛼 is the mobility factor. 




− [∇𝒖𝑇 ∙ 𝝉𝑃] − [𝝉𝑃 ∙ ∇𝒖] (2.7) 






+ 𝒖 ∙ ∇𝝉𝑃 (2.8) 
Most of the polymeric materials are composed of molecular structures of different sizes 
and consequently they can have different relaxation times (also called the relaxation 
spectrum). A relaxation spectrum can be considered from one to N modes; the necessary 
number for a good representation depends on the fluid in question. In this case, the value 
of 𝝉𝑷 is given by the sum of all the stresses calculated for each mode 𝝉𝑃𝑁 (AZAIEZ; 
GUENETTE; AIT-KADI, 1996). 
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Although the use of the multimode formulation represents more realistic solutions, 
experimentally, the values of 𝜆 and 𝛼 vary greatly in each mode (see Verbeeten (2010), for 
example). Since in this work we want to investigate the individual influence of the 
viscoelastic parameters on the drop deformation (Chapter 3), a single mode was used in the 
simulations, i.e. N = 1. 
2.1.3 Electrodynamic equations 
According to Saville (1997), in EHD flows, the characteristic time for the magnetic 
phenomena 𝑡𝑚 = 𝜇𝑚𝜎𝑙
2 ( 𝜇𝑚 is the magnetic permeability, 𝜎 is the conductivity and 𝑙 is a 
characteristic length) is several orders of magnitude smaller than the characteristic time for 
electric phenomena 𝑡𝑒~𝜀/𝜎 ( 𝜀 is the electric permittivity). Therefore, magnetic effects can be 
ignored and the electric field can be described as the gradient of a potential 𝑬 = −∇𝑈𝑒 . Based 
on the boundary condition imposed for the voltage, the electric potential distribution 𝑈𝑒 can 
be calculated using Gauss’s law (Eq. (2.9)), which initially, due to the lack of electric charges, 
is given by the Laplace equation (Eq. (2.9) for 𝜌𝑒 = 0): 
∇ ∙ (𝜀∇𝑈𝑒) = −𝜌𝑒 (2.9) 
where 𝝆𝒆 is the volumetric charge density. The latter is advected with the fluid flow and 
conducted according to the fluid conductivity using the following transport equation (LÓPEZ-
HERRERA; POPINET; HERRADA, 2011): 
𝜕𝜌𝑒
𝜕𝑡
+ ∇ ∙ (𝜌𝑒𝒖) = ∇ ∙ (𝜎∇𝑈𝑒) (2.10) 
The second term on the left-hand side of Eq. (2.10) represents the current per unit area 
perpendicular to the flux of charges due to the charge convection and the term on the right-
hand side is related to the conduction of charges. Finally, the electrostatic field is coupled to 
the momentum equation via the Maxwell stress tensor: 





where 𝕀 is the identity tensor. The Maxwell stress tensor is incorporated in the momentum 
equation (see Eq. (2.2)), and its divergence results in a volumetric electric force contribution 
given by (TOMAR et al., 2007b): 




The first term on the right-hand side of Eq. (2.12) represents the electric forces exerted 
on the free charges and the second term accounts for the electric forces exerted on the electric 
dipoles induced in dielectric mediums (LÓPEZ-HERRERA; POPINET; HERRADA, 2011). 
2.1.4 Two-phase method 
The two-phase algorithm used by OpenFOAM is based on the VOF method (HIRT; 
NICHOLS, 1981), in which a specie transport equation is used to determine the relative 
volume fraction of the two phases in each computational cell. The method consists on a 
definition of an indicator function 𝛼1 (volume fraction), which identifies whether the control 
volume is filled by a first fluid 𝛼1 = 0, by a second fluid 𝛼1 = 1 or by a portion of both 0 <
𝛼1 < 1, thus indicating the presence of an interface. This is done by computing the volume of 
fluid in a cell as 𝑉 = 𝛼1𝑉cell, where 𝑉cell is the computational cell volume.  
In the VOF method, 𝛼1 is advected with the fluid flow via Eq.(2.13). This equation is 
equivalent to a conservation law for 𝛼1, which ensures the conservation of mass.  
∂α1
∂t
+ ∇ ∙ (𝛼1𝒖) = 0 (2.13) 
The VOF approximation lacks a sharp interface as presented by other methods, such as 
the Level-Set (SUSSMAN; SMEREKA; OSHER, 1994), the Front-Tracking (UNVERDI; 
TRYGGVASON, 1992) or even variations of the VOF method like the Coupled Leve-Set and 
Volume-of-Fluid (CLSVOF) (GERLACH et al., 2006). Therefore, OpenFOAM uses an 
artificial compression term −∇ ∙ (𝛼1(1 − 𝛼1)𝒖𝑟) in Eq. (2.13) (first introduced by Ubbink & 
Issa (1999)) that limits the numerical diffusion on the interface generated by the VOF method 




+ ∇ ∙ (𝛼1𝒖) − ∇ ∙ (𝛼1(1 − 𝛼1)𝒖𝑟) = 0 (2.14) 
with an artificial compression velocity, given by: 







where 𝒏𝑓 is the normal vector of the cell surface, 𝜙 is the mass flux, 𝑆𝑓 is the cell surface 
area, and 𝐶𝛾 is an adjustable coefficient, which determines the magnitude of the compression. 
Physically, 𝒖𝑟 can be interpreted as a relative velocity between the fluids that arises from a 
density and viscosity mismatch across the interface (HOANG et al., 2013). According to 
Hoang et al. (2013) 𝐶𝛾 can be set between 0 and 4, where for 𝐶𝛾 = 0 there is no compression; 
a moderate compression is considered for 𝐶𝛾 ≤ 1; and an enhanced compression with 
1 < 𝐶𝛾 ≤ 4 is achieved. They showed that 𝐶𝛾 = 1 gives the best balance between interface 
compression and induced parasitic currents. Similarly, Deshpande, Anumolu and Trujillo 
(2012) found that 𝐶𝛾 = 1 avoided errors in interfacial curvature and interfacial smearing. 
Thus, we kept 𝐶𝛾 = 1 in this work as well. It can be observed that the artificial term is only 
activated in the interface region because of the multiplication term 𝛼1(1 − 𝛼1). So, it does not 
affect the solution outside this region. 
The VOF methodology allows solving the flow equations for both fluids at the same 
time. To make this possible, the physical properties in any control volume of the domain are 
given as a weighted arithmetic average with the volume fraction 𝛼1: 
𝜃 = 𝛼1𝜃𝑝ℎ𝑎𝑠𝑒1 + (1 − 𝛼1)𝜃𝑝ℎ𝑎𝑠𝑒2, (2.16) 
where 𝜃 is a generic property of the fluid, i.e. density 𝜌, dynamic viscosity 𝜇 or permittivity 𝜀. 
As pointed out by Tomar et al. (2007b), more accurate results can be obtained in EHD flows 
if a weighted harmonic mean is used for the conductivity (Eq. (2.17)). Similar observations 
were made by Roghair et al. (2015), who observed that the harmonic averaging keeps the 
electric charges outside the lower-conductivity domain. It is clear that this effect becomes less 
significant as the cell sizes decrease, once the charges are numerically represented as a 
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volumetric scalar on the interface (LÓPEZ-HERRERA; POPINET; HERRADA, 2011; 










Finally, the indicator function can be used to derive the surface tension force 𝑭𝛾 from 
Eq. (2.2) using the Continuum Surface Force (CSF) method (BRACKBILL; KOTHE; 
ZEMACH, 1992). 𝑭𝛾 is modeled as a volumetric force and it is only active in the interfacial 
region due to the ∇𝛼1 term in Eq. (2.18): 
𝑭𝛾 = 𝛾𝜅∇𝛼1 (2.18) 
where 𝛾 is the surface tension, 𝜅 is the local curvature of the interface obtained by taking the 
divergence of the vector normal to the surface or as a function of the indicator function: 





In this section, we have presented all the equations used to solve numerically an 
electrohydrodynamic problem for both Newtonian and viscoelastic fluids using a two-phase 
model based on the VOF method. Those equations were previously incorporated into two 
different solvers, namely the EHDinterFoam and the viscoelasticEHDInterFoam (by Roghair 
et al. (2015) and and Lima & d´Ávila (2014), respectively). Table 2.1 summarizes the main 
equations involved in the two-phase simulations of electrohydrodynamic flows. 
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Table 2.1: Summary of the equations used in OpenFOAM for simulating EHD flows. 




+ ∇ ∙ (𝜌𝒖𝒖) = −∇𝑝 + ∇ ∙ (𝛕S + 𝛕P) + ∇ ∙ 𝝉
𝑒 + 𝜌𝐠 + 𝑭𝛾 
Constitutive 
Equations 
Newtonian 𝝉𝑆 = 𝜂𝑆(∇𝒖 + [∇𝒖]
𝑇) 
Viscoelastic 𝝉𝑃 + 𝜆?̌?𝑃 + 𝛼
𝜆
𝜂𝑃
(𝝉𝑃 ∙ 𝝉𝑃) = 𝜂𝑃(∇𝒖 + [∇𝒖]
𝑇) 
Gauss Law ∇ ∙ (𝜀∇𝑈𝑒) = −𝜌𝑒 












+ ∇ ∙ (𝛼1𝒖) − ∇ ∙ (𝛼1(1 − 𝛼1)𝒖𝑟) = 0 
 
2.2 Computational method 
In this section, we will present the numerical methods used to solve 
electrohydrodynamic flows. Details about the solver that was previously implemented in 
OpenFOAM, denominated EHDinterFoam/viscoelasticEHDinterFoam (LIMA; D’ÁVILA, 
2014; ROGHAIR et al., 2015) will also be given. We will focus on the numerical algorithm of 
the electrodynamic equations, since the equations related to two-phase flows (interFoam 
solver) and viscoelastic flows (viscoelasticInterFoam solver) have already been discussed in 
the literature and by its developers (DESHPANDE; ANUMOLU; TRUJILLO, 2012; 
FAVERO, 2009). Finally, we will give a brief description about the methods used in the 
simulations. 
2.2.1 Numerical algorithm 
Fig. 2.1 shows the main code (source code in C++) of the solver called 
viscoelasticEHDinterFoam.C. As explained before, the latter is based on the 
viscoelasticInterFoam solver, which, in turn, is based on the interFoam solver. The first few 
lines of the code were omitted because they contained only inbound libraries. Fig. 2.1 starts 
with the time loop using the command line while (runTime.run()). This command does not 
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require the increment of time to be provided for each time the loop is executed (only a 
maximum initial time step is provided). Instead, the time step is automatically calculated 
based on the maximum acceptable Courant number (Co) value (explained in section 2.2.2). 
This adjustment on the time step is done using the libraries readTimeControls.H, CourantNo.H 
and setDeltaT.H. The library readPISOControls.H is responsible for reading the number of 
iterations for the pressure-velocity correction method (PISO) and, if necessary, the non-
orthogonality parameters of the mesh. The alphaControls.H and the alphaEqnSubCycle.H 
solve the transport equation of the volume fraction and makes the balance of both fluid 
properties. 
The EHDEqn.H is the library that solves all the equations related to electrodynamics, 
returning the electric force that is then included in the momentum equation. The latter is 
activated and solved with the inclusion of the UEqn.H library. This step is known as 
momentum predictor and it calculates the velocity field using the values for the stress tensor 
and pressure from the previous step (explicit discretization). More details about both these 
libraries are given on the next figures. It is important to notice that the electrodynamic 
equations are solved before the momentum equation because the electric force distribution 
needs to be calculated in beforehand. 
Next, the pressure-velocity correction loop PISO is started. The loop is repeated until 
the number of corrections nCorr specified by the user is reached. In this work, for all cases, 
we used 4 correction loops. This step uses the previous calculated velocity field and the mass 
conservation relation (continuity) for an incompressible fluid to calculate and correct the 
pressure (pEqn.H library). Then, the velocity field that satisfies the continuity equation is 
corrected based on the calculated value of the pressure. 
Finally, the visco.correct() command is responsible for solving some specified 
constitutive equation and, thus, to update the values of the stress tensor that, in the next time 
step, will be used to solve the momentum equation. If body forces are considered, the pressure 
is recalculated and stored for the next iteration. 
It is highly recommended that the interested reader read the work of Jasak (1996), 
where several aspects on numerical formulation, including the methodology of discretization, 
boundary conditions, and algorithms implemented such as coupling pressure-velocity, 
correction of fluxes in non-orthogonal, etc. are presented. 
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Fig. 2.1: viscoelasticEHDinterFoam.C main code from the viscoelasticEHDinterFoam 
solver. 
Fig. 2.2 shows the EHDEqn.H library (of the viscoelasticEHDinterFoam solver) that 
solves the electrodynamic equations and calculates the final value of the electric force. 
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Fig. 2.2: EHDEqn.H library from the viscoelasticEHDinterFoam solver. 
OpenFOAM uses the finite volume method (Gauss integration) to discretize the 
geometric fields. Two main libraries are responsible for the process of approximation of the 
derivative terms of the calculated tensor variables: the fvm.H and fvc.H libraries. Each term in 
the partial differential equations is represented individually in OpenFOAM using the 
finiteVolumeMethod and the finiteVolumeCalculus classes, called fvm and fvc, respectively. 
Both fvm and fvc contain static functions that represent the differential operators, such as 
gradient, divergent and laplacian. Although these libraries have the same purpose, their 
applications are different. 
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The fvm.H library contains functions to perform implicit discretization operations by the 
finite volume method, and the results are stored in a matrix. In other words, the fvm class 
discretize the terms that are going to be solved in the simulation and build a linear equation 
system. The fvc.H library, on the other hand, group some functions to calculate explicit 
discretization operations. The terms that are discretized, in this case, are not stored in a 
matrix. Thus, the operations performed by the fvc class returns explicitly a geometric field. 
For more details regarding the discretization procedures used in OpenFOAM see Jasak 
(1996). 
The classes implemented in OpenFOAM declare types and operations that are part of 
the mathematical language used in engineering and in the scientific community. This, in 
addition to facilitate the implementation of new solvers, also makes its development and 
understanding much more practical. Therefore, it is straightforward the understanding of the 
equations implemented in the EHDEqn.H library. To summarize, Table 2.2 shows the relation 
between the implemented code and the differential form of the equations. 
Table 2.2: Comparison between the code used in the EHDEqn.H library and the actual 
mathematical operations. 
Code line for the operation Mathematical Operation 
fvm::laplacian(eps,Ue) == -rhoE ∇ ∙ (𝜀∇𝑈𝑒) = −𝜌𝑒 
E = -fvc::grad(Ue) E = −∇𝑈𝑒 
fvm::ddt(rhoE) – 
fvc::laplacian(sgm,Ue) + 
fvm::div(phi,rhoE) == 0 
𝜕𝜌𝑒
𝜕𝑡
− ∇ ∙ (𝜎∇𝑈𝑒) + ∇ ∙ (𝜌𝑒𝒖) = 0 
TauE == eps*(E*E – 
(magSqr(fvc::grad(Ue)/2))*I) 




Fe == -(rhoE)*fvc::grad(Ue) – 
scalar(0.5)*(magSqr(fvc::grad(Ue))) 
*fvc::grad(eps) 






The solution procedure is described after the presentation of the UEqn.H library. The 
latter is depicted in Fig. 2.3. at the beginning of the code, all the discretized terms are stored 
in a matrix called UEqn. The transient term fvm::ddt(rho, U) is discretized using the first order 
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Euler implicit scheme and the visco.divTau(alpha1, U) term consists of all parts referring to 
the viscous and elastic terms of the tension. Its contents are obtained from the file containing 
the constituent models (which is not presented in this thesis; for additional information see 
Favero (2009)). The UEqn.relax() command makes an explicit relaxation on the generated 
matrix based on values provided by the user. 
Finally, the momentum equation is solved for the velocity in the momentum predictor 
step. First, the velocity flux is calculated on the cell faces by interpolating the force due to the 
surface tension (CSF from Eq. (2.18)), the force due to the acceleration of gravity and the 
pressure gradient (explicitly discretized) to the cell faces. Then, the cell centered velocity 
fields are obtained by reconstructing the face velocity flux to the cell centers (see 
(DESHPANDE; ANUMOLU; TRUJILLO, 2012)). This method has shown to provide better 
convergence while solving the momentum equation. 
 
Fig. 2.3: UEqn.H library from the viscoelasticEHDinterFoam solver. 
As a summary, the following numerical algorithm was adopted for the solution of the 
EHD problems using the equations and the codes presented previously. Initially, we consider 
that there is no charge density within the fluid (𝜌𝑒 = 0). 
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1. With the initial field of 𝛼1 and velocity, the governing equation for the indicator 
function is solved giving rise to a new value of 𝛼1
∗. Then the properties are 
recalculated and relocated on the basis of the new field 𝛼1
∗. 
2. From the initial values of 𝜙 and 𝜌𝑒, Laplace’s equation is solved implicitly for the 
electric potential, resulting in a new value 𝜙∗. Then, the electric field 𝑬 is calculated 
explicitly by taking the gradient of 𝜙∗. 
3. Using the value of 𝑬, the charge conservation equation is solved implicitly for the 
charge density, and a new value of 𝜌𝑒
∗ is obtained. 
4. With the obtained values of 𝑬 and 𝜌𝑒
∗ the electric force 𝑭𝒆 is calculated and then 
used into the momentum equation. 
5. Considering the known fields of the velocity 𝑼, pressure 𝑝, and stress 𝝉, the 
momentum equation is solved implicitly for each component of the velocity vector, 
obtaining a new value of 𝑼∗ (momentum predictor). This is achieved using the 
explicit calculations for the pressure gradient and the stress divergence. 
6. Using the PISO algorithm (more accurate for transient problems) the new pressure 
field 𝑝∗ is then calculated and the correction of the velocity field is made, leading to 
its new value 𝑼∗∗. 
7. A new value of the stress 𝝉∗ is calculated with the corrected velocity field 𝑼∗∗ using 
the Giesekus constitutive equation. 
To obtain accurate and stable solutions, steps 5, 6 and 7 may be reiterated within the 
same time step. To do so, all the calculated values are reused to estimate new values for the 
parameters and so on. 
2.2.2 Preprocessing 
Since the time step is automatically calculated based on the Courant number (Co) value, 
we need only to set an upper time step constraint. The Courant number is used as a criterion to 
ensure numerical stability of explicit methods in solving transient problems. The average 
Courant number is given by ?̅?∆𝑡/∆𝑥 , where ?̅? is the average velocity, ∆𝑡 is the time step, 
and ∆𝑥 is the reference cell size. In this work, the value of 𝐶𝑜 = 0.1 ensured numerical 
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stability for all cases. The maximum time step, cannot suppress the electric relaxation time 
𝑡𝑒 = 𝜀/𝜎. Therefore, the upper limit for the time step 𝑡𝑠 was set according to: 










where the factor of 0.9 is used as a safety factor (LÓPEZ-HERRERA; POPINET; 
HERRADA, 2011; ROGHAIR et al., 2015). Then, based on a value calculated for the 
velocity, a new time step ∆𝑡 is calculated to maintain 𝐶𝑜 < 0.1. In all cases, a maximum time 
step of 10−4s was used. Regarding the real time of the simulations, the droplet case 
(presented in Chapter 3) took about a day and a half by simulation. The lenses case took 
around four days each simulation. The stopping criterion was established based on the 
maximum deformation for both cases. 
We have kept the same numerical schemes for all simulations. Those have not shown 
any instability or divergence problems. Most of the interpolation schemes used in this work 
were maintained equal to the ones used on the interFoam tutorial called damBreak. For the 
advective term of the momentum equation, we used the limitedLinearV scheme, which is 
based on the TVD (total variation diminishing) of first/second order (HARTEN, 1983). The 
letter V represents an improved version of the scheme that takes into consideration the 
direction of the field and, thus, it is more appropriate for vector fields. 
For the convective term of the charge conservation equation, we have used the vanLeer 
scheme that is also based on the TVD scheme (VAN LEER, 1997). For the diffusive term of 
the Gauss law (Poisson equation), we have chosen the linear corrected, which is based on the 
second order central differencing scheme, more appropriate for diffusive terms. 
Finally, using the linear interpolation scheme for the compression term of the phase 
fraction transport equation instead of the interfaceCompression (usually used in tutorial cases 
from interFoam) showed better results for the droplet case (without resulting in a diffusive 
interface on the droplet tips). 
For the solution of the discretized linear systems, baseline methods and preconditioners 
are used, once, depending on the iterative procedure, the final matrix might not be diagonal 
dominant, which is a necessary condition for the convergence of the method (JASAK, 1996). 
In this work, we used the PCG method (Preconditioned Conjugate Gradient) with the 
preconditioner DIC (Diagonal Incomplete-Cholesky) for the electric potential and the PBiCG 
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(Preconditioned Bi-Conjugate Gradient) with the DILU (Diagonal Incomplete-LU) 
preconditioner for the charge density. The absolute tolerance for the electric potential and the 
charge density were set as 10−8. For the other variables we have kept the same solvers and 
preconditioners as used on the damBreak case. 
The methods described above are those that presented better convergence of results. For 
more information about specific numerical schemes, see the OpenFOAM user manual 





3 Deformation and breakup of Newtonian and 
viscoelastic droplets 
In this chapter, a numerical investigation of the deformation and breakup of Newtonian 
and viscoelastic droplets inserted in a uniform electric field is presented. The Giesekus 
constitutive equation was used to describe the viscoelastic behavior of the droplet. Both 
liquids are considered to be leaky dielectric and in all the cases presented here, the 
surrounding fluid was set as Newtonian. Our results show good agreement with the results 
from the literature and with experimental results. We observed that, considering the 
parameters used in this study, the viscoelastic droplet deforms less than the Newtonian one. 
This result is related to several aspects of viscoelastic fluids, such as: shear-thinning, strain-
hardening and elastic properties. Equations relating the shear rate and extension rate to the 
electric capillary number were developed to show the degree in which these effects are 
actuating. 
3.1 Introduction 
The main theories regarding the electrohydrodynamic effects on fluid droplets began 
with the works of Taylor (1964, 1966), who investigated the stability of conducting drops 
suspended in a second immiscible liquid by the balance of electric and hydrodynamic stresses. 
In steady electric fields this balance is directly related to the physical properties of both fluids, 
such as their viscosities, conductivities and dielectric constants (MELCHER; TAYLOR, 
1969). Basically, in the presence of an electric field, the molecules of the fluid may polarize 
and the charged ions or free charges migrate instantaneously to the surface generating an 
electric charge density on the drop. This phenomenon gives rise to electric stresses and the 
droplet may deform into a prolate or an oblate spheroid. For perfect dielectric liquids or if a 
perfect conducting droplet is immersed on a dielectric liquid, the electric force acting on the 
surface is always normal to the interface and, in this case, the droplet will always deform into 
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a prolate shape (SAVILLE, 1997). When leaky dielectric fluids are considered, tangential 
forces appear, setting the fluid into motion until viscous stresses provide the necessary 
balance. In this case, the droplet may deform also into an oblate spheroid. 
Taylor (1966) developed the first theory for the droplet deformation considering the 
limit of creeping flow. The deformation was related to the ratios of both fluid properties and 
to the intensity of the applied field. Although Taylor’s theory could predict the type of 
deformation (oblate or prolate) and the direction of flow inside and outside the droplet, 
experiments conducted by Torza, Cox and Mason (1971) showed that his theory was only 
valid for the small deformation limit. The discrepancy between theory and experiments were 
further evaluated, and the asymptotic model of Taylor (1966) was extended by Ajayi (1978) 
to a second order correction, which predicted a higher deformation for a given electric field. 
Despite obtaining a better agreement with the results on the small deformation limit, the 
second order correction still underestimates the results for the case of large deformations, 
especially when perfectly conducting drops were considered (HA; YANG, 2000a). Later, 
Baygents & Saville (1991) replaced the leaky dielectric model by an electrokinetic model due 
to questions raised in the work of Torza, Cox and Mason (1971). However, the calculated 
drop deformation turned out to be the same as the one predicted by the leaky dielectric model, 
suggesting that the latter can be used as an approximated model when no net charge exists on 
the drop (SAVILLE, 1997; VIZIKA; SAVILLE, 1992). 
The main experiments concerning the deformation of droplets inserted in an electric 
field were performed by Ha & Yang (1999, 2000a, 2000b, 1995). Their results provide both 
the deformation and breakup of several different fluids, including viscoelastic ones. At first, 
they were able to predict the stability of dispersed drops in a viscous fluid by the addition of a 
surfactant. When the electric field was increased, the droplets experienced a time-depended 
deformation becoming unstable. They observed tip streaming with the ejection of small 
droplets at the drop end (HA JONG-WOK; YANG, 1995). Electrorotation effects were also 
observed experimentally by them (HA; YANG, 2000b). In this case, due to a specific 
combination of the parameters of both liquids, the dipole generated by the electric field was 
reversed causing the so-called electrorotation, which induces dipole moments leading to the 
spinning of the drop. For viscoelastic fluids (HA; YANG, 1999, 2000a), they observed that 
the non-Newtonian properties of the drop enhanced the drop stability, and the results deviate 
from the Newtonian ones only for large deformations. In such cases, the degree of 
deformation of the purely elastic drop was smaller than the one of purely viscous drop causing 
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the critical electric field to increase. This observation suggests that the elastic properties of the 
drop phase tend to suppress the droplet deformation. 
Besides the experimental investigation on the droplet deformation, several numerical 
analysis and simulations were also performed over the past decades. Early studies on this 
topic were performed by Sherwood (1988), who investigated the breakup of Newtonian 
droplets in electric and magnetic fields. Two modes of breakup were observed: for drops with 
high permittivity (when compared to the surrounding fluid) a tip streaming drops with pointed 
ends were observed and for high conductive drops the droplet broke into two blobs. Feng & 
Scott (1996) performed simulations of the deformation of droplets using the Galerkin finite-
element method to deal with the free-boundary problem. Apart from the results concerning 
the deformation by the variation of the electrical properties, they investigated the effect of the 
viscosity on the droplet deformation. Their results show that the deformation reduces when 
the droplet is less viscous than the ambient fluid. This is true at least for the situations 
represented in their work, i.e. for specific values of the permittivity and the conductivity. 
3.2 Scientific background 
Starting from the observation that droplets can remain spherical when submitted to an 
electric field, Taylor (1966) showed that equilibrium can only be maintained through a 
balance between the electric stresses and a variable pressure difference inside and outside the 
drop. To describe quantitatively the range of the droplet deformation, Taylor (1966) derived 
analytical expressions written in terms of the ratios of the physical properties between the 
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where  𝐸∞ = ∆𝑈𝑒/𝐿 is the external electric field, 𝐿 is the distance between the plates, 𝑅𝑑  is the 
initial radius of droplet. The electric capillary number represents the ratio between the electric 




3.2.1 Electric stresses 
For a leaky dielectric drop inserted in a leaky dielectric medium, the accumulated 
charge on the surface will change the electric field distribution near the interface. The electric 
potentials 𝑈𝑒1 inside the drop and 𝑈𝑒2 in the medium vary, in polar coordinates, according to 











where 𝑟 is distance from the center of the sphere to the upper plate. 
The electric field 𝑬 can be calculated by taking the gradient of the electric potential (see 
Section 2.1.3). Thus, the expressions of 𝑬 for the radial and theta components for the inner 







































where the 𝑟 and 𝜃 indexes represents the radial and angular components, respectively. 
At the droplet interface, we can denote 𝐸𝑟 = 𝐸𝑛 and 𝐸𝜃 = 𝐸𝑡, corresponding to both 
normal and tangential components of the electric field on the interface, respectively. Thus, 
for 𝑟 = 𝑅𝑑, we have that 𝐸1𝑡 = 𝐸2𝑡 showing that the tangential electric field is the same for 
both fluids at the interface, and 𝐸1𝑛 = 𝐸2𝑛/𝑅 corresponding to a jump on the normal electric 
field due to an electrical conductivity difference. With the previous relations, the 
normal (𝑟?̂?)𝐸  and tangential electric stresses (𝑟?̂?)𝐸  can be calculated from the Maxwell stress 
tensor as (MELCHER; TAYLOR, 1969; TORZA; COX; MASON, 1971) (where ⟦  ⟧ ≡
 “external - internal”): 
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(𝑟?̂?)𝐸 = ⟦𝒏 ∙ 𝝉



























Eq. (3.4a) is sometimes also referred to as electric pressure (LAC; HOMSY, 2007). The 
Maxwell stresses are responsible for putting the fluid into motion and, consequently, for the 
drop deformation. The growth of these electric stresses along with the hydrodynamic stresses 
eventually surpass the surface tension, so that it can no long hold the interface together, 
leading to the breakup of the droplet. This instability occurs due to a certain combination of 
parameters, i.e., for each fixed value of 𝑅 and 𝑄 there is a critical value of the electric field 𝐸𝐶 
such that no steady solutions exist for 𝐸 > 𝐸𝐶 (FENG; SCOTT, 1996; HA; YANG, 2000a; 
SHERWOOD, 1988). 
3.2.2 Stresses due to fluid flow 
The tangential electric stresses can only be balanced by hydrodynamic currents in the 
drop and in the surrounding fluid. The velocity components are derived using the Stokes 
stream function (considering creeping flow conditions) and written, in spherical polar 
coordinates, for the inner fluid as (TAYLOR, 1966): 
𝑢1𝑟 = 𝐴(𝑅𝑑
−1𝑟 − 𝑅𝑑
−3𝑟3)(3cos2𝜃 − 1); and 
𝑢1𝜃 = −𝐴(3𝑅𝑑
−1𝑟 −  5𝑅𝑑
−3𝑟3)sin𝜃cos𝜃 (3.5) 
and for the outer fluid as: 
𝑢2𝑟 = 𝐴(𝑅𝑑
4𝑟−4  −  𝑅𝑑
2𝑟−2)(3cos2𝜃 − 1); and 
𝑢2𝜃 = 2𝐴(𝑅𝑑
4𝑟−4)sin𝜃cos𝜃 (3.6) 
Based on these velocity components, the normal and tangential hydrodynamic stresses 
can be calculated considering: 
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𝑟?̂? = −𝑝 + 2𝜇
𝜕𝑢𝑟
𝜕𝑟












where 𝜇 is the dynamic viscosity for fluids 1 and 2. The final equation of the stresses for the 
inner and the outer fluid, considering 𝑟 = 𝑅𝑑, is given by, respectively (TAYLOR, 1966): 
(𝑟?̂?)1 = 3𝜇1𝐴(𝑅𝑑)














The value of 𝐴 arises from the balance between both electric and hydrodynamic stresses 













3.2.3 Deformation theory 
Experimentally, a uniform electric field was observed to deform a conducting droplet 
immersed in a non-conducting fluid in a prolate spheroid. Also, when both fluids are purely 
dielectric, there will be a deformation, and the droplet will always deform in a prolate shape. 
However, when considering a conducting droplet, tangential electric forces appear at the 
surface, and, in this case, an oblate deformation may be observed. A sketch of the two types 
of deformation is presented in Fig. 3.1: 
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Fig. 3.1: Sketch of the types of deformation of a conducting droplet inserted in a 
uniform electric field 𝐸∞. 






where 𝑎 and 𝑏 represent the deformation size parallel and perpendicular to the external 
electric field, respectively. Thus, when 𝐷 > 0, the drop deformed into a prolate shape and 
when 𝐷 < 0, it deformed into an oblate shape. 
Taylor (1966) also expressed an analytical solution for the deformation of the drop 
which proved to be valid only for small deformations. The analytical solution was extended 
by Ajayi (1978), who introduced a second order correction. The general form of the 
deformation solution is given in Eq. (3.12): 
𝐷𝐴 = 𝑘1𝐶𝑎𝐸 + 𝑘2𝐶𝑎𝐸
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For 𝑘2 = 0, Eq. (3.12) falls into Taylor’s first order approximation. His theory arises 
naturally from the balance between the electric stresses (tangential and normal) and the 
hydrodynamic stresses due to pressure and fluid flow. It is important to notice that the Eqs. 
(3.13) are derived assuming creeping flow conditions, i.e. the stresses due to inertia are small 
compared with those due to viscosity. 
An increase in the electric capillary number implies in an increase on the electric 
stresses compared to the surface tension. Thus, the higher the value of 𝐶𝑎𝐸, the higher the 
deformation will be. The type of deformation is directly associated to the values of 𝑅, 𝑄 
and 𝛽 by means of Taylor’s discriminating function (Eq. (3.13c)). The latter is the responsible 
for determining whether the droplet will deform into a prolate (𝑓𝑑 > 0) or an oblate (𝑓𝑑 < 0) 
shape. The particular case of 𝑓𝑑 = 0 represents the combinations of 𝑅, 𝑄 and 𝛽, in which, 
regardless the electric field strength imposed in the system, the drop will keep its spherical 
shape. Fig. 3.2 shows the relation between the values of 𝑅 and 𝑄 with the droplet shape 
considering the ratio of the viscosities as 𝛽 = 1. 
The droplet deformation is also directly associated with the hydrodynamic stresses that 
occur due to a recirculation flow inside and outside the drop. The dashed line in Fig. 3.2 
delimitates the flow direction in the droplet and in its surroundings (BAYGENTS; RIVETTE; 
STONE, 1998; FENG; SCOTT, 1996). When 𝑅 < 𝑄, an electric shear stress induces a 
recirculation flow that is drawn in from the equatorial plane and expelled along the axis of 
symmetry for the droplet. For 𝑅 > 𝑄 a reversed flow is generated, drawn in from the axis of 
symmetry, and expelled along the equatorial plane. Under the condition of 𝑅 = 𝑄, Taylor’s 
discriminating function always predicts a prolate deformation, and the electric shear stress 
vanishes on the drop interface. Thus, the only contribution remaining is due to normal electric 
stresses, resulting in the same kind of flow expected when 𝑅 < 𝑄. Therefore, the tangential 
forces are a necessary condition for the droplet to deform into an oblate shape. 
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Fig. 3.2: Relation between the dimensionless parameters 𝑅 and 𝑄 and the shape of the 
droplet for 𝛽 = 1. The continuous line represents the points where the droplet remains 
without deformation, and the dashed line represents the points where 𝑅 = 𝑄. On the 
right, we illustrate the two-types of flow and their relation with the positions determined 
by the combinations of 𝑅 and 𝑄. The dashed line corresponds to the axis of symmetry. 
3.3 Problem description 
The problem considered in this chapter consists in evaluating the EHD effects of a 
spherical droplet inserted in a medium between two parallel circular plates, with a constant 
electric potential applied between them. Since a potential difference exists, there will be an 
electric field between the plates, which will eventually ionize and/or polarize the droplet. An 




Fig. 3.3: Sketch of the geometry and computational domain of the problem. 
The problem is two-dimensional axisymmetric, with the symmetry axis perpendicular to 
the plates and passing through the center of the drop. On the upper plate a maximum electric 
potential was applied, generating an external electric field 𝐸∞ from top to bottom. In the 
vicinity of the drop, the electric field intensity will change because of the accumulated charge 
density on the surface. 
The distance between the plates was assumed to be 𝐿 = 0.1 m and the initial radius of 
the droplet was assumed to be 𝑅𝑑 = 0.005 m, so that 𝑅𝑑/(𝐿/2) = 0.1. Since the primary aim 
is to evaluate the electrical parameters effect, the ratio between the inner and outer fluid 
dynamic viscosities was considered equal to 1, i.e. 𝛽 = 1. The densities of the fluids were 
considered equal to avoid buoyancy effects, and the properties 𝜀2, 𝜎2 and γ of the surrounding 
medium were kept constant as 6×10−11 F/m, 3.22×10−9 S/m and 0.03 N/m, respectively. 
3.3.1 Boundary conditions 
Fig. 3.4 indicates the regions where the boundary conditions were applied. The 
conditions for pressure, velocity, volume fraction, electric charge density, and electric 
potential imposed for the 𝑎 and 𝑏 boundaries are shown in Table 3.1, where a no-slip 
condition was applied (wall condition). 
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Fig. 3.4: Boundaries of the computational domain. 
The 𝑐 boundary was defined as an opening, in a way that the fluids could flow inwards 
and outwards the domain. This condition switches from Neumann to the Dirichlet condition 
for the velocity field depending on the flow direction. The pressure in this case is calculated 
based on an initial value 𝑝0 and the local velocity 𝒖. For the volume fraction, a zero gradient 
normal to the boundary is considered when there is outflow, and a uniform value, when there 
is inflow (for a reference see OpenFOAM user guide (GREENSHIELDS, 2016)). The 𝑑 
boundary was defined as the axis of the mesh. The viscous stress tensor was set to zero 
gradient at the walls and zero at the boundary c. 
Table 3.1: Conditions imposed for a and b boundaries. 
B. C. 𝑝 𝑼 𝛼1 𝜌𝑒 𝑈𝑒 
a ∇𝑝 = 0 𝑼 = (0, 0, 0) ∇𝛼1 = 0 ∇𝜌𝑒 = 0 𝑈𝑒 = 𝑈𝑒𝑚𝑎𝑥 
b ∇𝑝 = 0 𝑼 = (0, 0, 0) ∇𝛼1 = 0 ∇𝜌𝑒 = 0 𝑈𝑒 = 0 
 
3.4 Numerical simulation of electrohydrodynamic flows of 
Newtonian and viscoelastic droplets: Small deformation limit 
In this section, the deformation of both Newtonian and the viscoelastic droplets is 
presented. We keep the results in the small deformation limit, which means that the electric 
field is much smaller than the critical electric field, or 𝐶𝑎𝐸 ≪ 𝐶𝑎𝐸𝐶𝑟𝑖𝑡𝑖𝑐𝑎𝑙 . First, the 
convergence of an appropriate mesh was evaluated. Then, the validity of the solver was 
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verified by comparing the electric parameters, as well as the deformation of the droplet, with 
analytical results for the Newtonian case. Finally, the influence of the viscoelastic parameters 
on the droplet deformation was investigated. 
3.4.1 Mesh convergence analysis 
The choice of the appropriate mesh was made by comparing the deformation of a 
droplet using three different two-dimensional axisymmetric meshes. The results obtained 
from the most refined mesh (C) were compared to the ones obtained by the other two (A and 
B). The characteristics of the three hexahedral meshes used for the convergence mesh analysis 
are shown in Table 3.2.  
Table 3.2: Characteristics of the meshes. 
Mesh ∆𝒙𝒎𝒊𝒏/(𝑳/𝟐) ∆𝒚𝒎𝒊𝒏/𝑳 Number of control volumes 
A 0.005 0.0025 12800 
B 0.0044 0.0022 16200 
C 0.0039 0.002 20000 
 
The analysis was performed considering three different capillary numbers for each 
mesh. It can be observed from Fig. 3.5 that, as the deformation increases, both the results for 
mesh B and mesh C start to deviate from the results of mesh A, reaching to a relative error (in 
comparison to mesh C) of almost 6% for 𝐶𝑎𝐸 = 2.0. The deformation of the droplet 
considering mesh B also deviates from the results of mesh C as 𝐶𝑎𝐸  increases, but in a lower 
range. For 𝐶𝑎𝐸 = 2.0, mesh B reaches a maximum relative error of ≈ 0.85% with respect to 
mesh C. 
The analysis using the grid convergence index method (GCI) (CELIK; GHIA; 
ROACHE, 2008) resulted in a fine-grid convergence index (quantification of the numerical 
uncertainty) between mesh B and C of GCI𝐵 = 0.31%, showing that mesh B gives an 
accurate result when compared to the finer mesh. Based on these results, mesh B seems like a 
reasonable choice, once we can obtain results close to those obtained by the most refined 
mesh and considerably reduce the computational cost of the simulations. 
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Fig. 3.5: Results for the deformation of the droplet for three different capillary numbers 
considering the three meshes presented in Table 3.2. The properties ratios were kept as 
(𝑅, 𝑄, 𝛽) = (2.5, 2, 1). 
Mesh B is presented in Fig. 3.6. The refinement was confined near the droplet to reduce 
the interface width and because it is in this region that are located the largest gradients of the 
variables. 
 
Fig. 3.6: Computational grid. 
3.4.2 Newtonian droplet 
We started by evaluating the results for charge and the electric force distributions on the 
droplet. As the voltage is applied, the charge will remain only at the interface and eventually 
will generate an electric force that will be confined at a sharp boundary of the droplet. The 
numerical solutions were transient and they took around 6 hours each to reach the steady 
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state. This result gives around 2 seconds of “real time” for the droplet to reach the steady state 
equilibrium shape. Fig. 3.7 shows the results for the electric charge density and the electric 
force for a capillary number 𝐶𝑎𝐸 = 0.5 and the ratios (𝑅, 𝑄, 𝛽) = (2.5, 2, 1). As expected, 
due to the orientation of the electric field, the negative charges are attracted to the top of the 
droplet while positive charges are concentrated in the bottom. This effect enhances the 
electric force on the poles, as represented in Fig. 3.7(b). 
 
Fig. 3.7: Visualization of: (a) volume fraction, (b) electric force, and (c) electric charge 
density for 𝐶𝑎𝐸 = 0.5 and (𝑅, 𝑄, 𝛽) = (2.5, 2, 1). 
Although the results from Fig. 3.7 seem trivial, the orientation of the charges is not 
necessarily related to the orientation of electric field. As pointed out by Malcher & Taylor 
(1969), the sign of (𝑄𝑅−1 − 1) determines the distribution of the resulting surface charge 
density in the applied electric field. This function relates the charge relaxation times from 
both fluids, i.e. the droplet and its surroundings, given by 𝑡𝑒1 = 𝜀1/𝜎1 and 𝑡𝑒2 = 𝜀2/𝜎2, 
respectively. If the charge relaxation time of the surrounding fluid is shorter than the one of 
the droplet, 𝑡𝑒1 > 𝑡𝑒2, the dipole moment will not be oriented in a stable configuration, and 
the charges will be in the opposite direction considering the orientation of the electric field 
(HA; YANG, 2000b). This unstable configuration can give rise to electrorotation, which has 
been studied theoretically and experimentally in other works (FENG, 2002b; HA; YANG, 
2000b; RIVETTE; BAYGENTS, 1996; SATO et al., 2006). This effect can be observed in 
Fig. 3.8, where we kept the same capillary number and the same ratio of conductivity from 
Fig. 3.7, but with a value of 𝑄 = 4. 
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Fig. 3.8: Visualization of: (a) volume fraction, (b) electric force, and (c) electric charge 
density for 𝐶𝑎𝐸 = 0.5 and (𝑅, 𝑄, 𝛽) = (2.5, 4, 1). 
The accumulated charge on the surface will change the electric field distribution near 
the droplet according to Eqs. (3.3). The latter show that the radial electric field inside the 
sphere remains constant for a constant value of 𝑅 and outside the sphere it varies with the 
distance 𝑟. Indeed, when 𝑟 → ∞ we have that 𝐸2𝑟 → 𝐸∞, since far from the droplet the electric 
field is not affected by the electric charge. Fig. 3.9 shows the simulation result for the electric 
field using the values of 𝑅 = 2.5, 𝑄 = 2 and the electric potential 𝑈𝑒 = 10 kV, corresponding 
to 𝐶𝑎𝐸 = 0.1. This result is consistent and in good agreement with the analytical model, as 
shown in Fig. 3.10. 
 
Fig. 3.9: Electric field distribution around a conducting droplet, for (𝑅, 𝑄, 𝛽) =
(2.5, 2, 1) and 𝐶𝑎𝐸 = 0.1. 
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Fig. 3.10: Comparison between the analytical solutions given by Eqs. (3.3) and the 
simulation result of this work, considering (𝑅, 𝑄, 𝛽) = (2.5, 2, 1), 𝐶𝑎𝐸 = 0.1 and 𝜃 =
180°. The electric field was normalized with the external electric field. 
To analyze the influence of the applied voltage on the drop deformation, the parameters 
𝑅 and 𝑄 were kept constant and the value of 𝐶𝑎𝐸 was varied. Fig. 3.11 shows the comparison 
between analytical and simulation results for the droplet deformation, where (𝑅, 𝑄, 𝛽) =
(2.5, 2, 1) and the value of 0.03 < 𝐶𝑎𝐸 < 2.5. 
 
Fig. 3.11: (Left) Diagram of the droplet deformation 𝐷 versus the capillary number 𝐶𝑎𝐸, 
for (𝑅, 𝑄, 𝛽) = (2.5, 2, 1). (Right) Simulation and analytical results for low values of the 
capillary number 𝐶𝑎𝐸. 
As expected, Taylor first order correction greatly underestimates the deformation for 
relatively large values of 𝐶𝑎𝐸, when compared to the simulated results. The second order 
correction proposed by Ajayi (1978), on the other hand, is in good agreement with CFD, at 
least for the range of 𝐶𝑎𝐸 presented in Fig. 3.11. If the value of 𝐶𝑎𝐸 is further increased the 
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deviation between analytical results and the actual deformation becomes even larger, as 
observed experimentally by Ha & Yang (2000a). 
Some results were reported where the analytical results of Taylor overestimated the 
deformation of the droplet. This occurred in cases where the droplet deformed into an oblate 
spheroid (FENG; SCOTT, 1996; HUA; LIM; WANG, 2008; VIZIKA; SAVILLE, 1992). Fig. 
3.12 depicts the results when the value of 𝑄 increases for 𝐶𝑎𝐸 = 0.5 and (𝑅, 𝛽) = (2.5, 1). 
Compared to the linear expansion of Taylor (1966), our simulations predict smaller 
deformations. However, if we consider the second order expansion, our simulations predict 
the opposite. Moreover, it turns out that, according to the second order theory, for large values 
of 𝑄, the droplet might deform into a prolate shape. As pointed out in other works (FENG; 
SCOTT, 1996; LAC; HOMSY, 2007), Ajayi’s theory is not accurate when 𝑘1 and 𝑘2 have 
opposite signs, since in such cases, the nonlinear drop deformations should be determined by 
higher order terms. Nevertheless, it still can predict the general tendency of the drop behavior. 
 
Fig. 3.12: Drop deformation 𝐷 as a function of the ratio of the permittivities 𝑄, for 2 ≤
𝑄 ≤ 16, with 𝐶𝑎𝐸 = 0.5 and (𝑅, 𝛽) = (2.5, 1). 
The dependence of the drop deformation 𝐷 on the ratio of conductivities 𝑅 was also 
evaluated. In this case, we kept 𝐶𝑎𝐸 = 0.1 and (𝑄, 𝛽) = (2, 1). Compared to both theories 
(first and second order), a more pronounced deformation was observed as shown in Fig. 3.13. 
Despite the large deviation of the numerical results, the latter was still able to predict a similar 
trend as the analytical results, in which an asymptotic deformation was observed when the 
value of 𝑅 increases. 
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Fig. 3.13: Drop deformation 𝐷 as a function of the ratio of the conductivities. 
Considering 𝐶𝑎𝐸 = 0.1 and (𝑄, 𝛽) = (2, 1). 
Finally, we verified the flow recirculation patterns related to the dashed line in Fig. 3.2. 
Fig. 3.14 shows the flow patterns for 𝑅 < 𝑄 and 𝑅 > 𝑄, corresponding to oblate and prolate 
deformations, respectively. 
  
Fig. 3.14: Circulation patterns inside and outside a Newtonian leaky dielectric droplet 
considering: (a) 𝑅 < 𝑄: a equator-to-pole flow, using (𝑅, 𝑄, 𝛽) = (2.5, 6, 1) and 𝐶𝑎𝐸 =
0.5; (b) 𝑅 > 𝑄: a pole-to-equator flow, using (𝑅, 𝑄, 𝛽) = (15, 2, 1) and 𝐶𝑎𝐸 = 0.1. 
The results obtained for Newtonian droplets showed a good agreement with theoretical 
and analytical results. Therefore, those were used as a basis for the results obtained with 
viscoelastic drops. 
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3.4.3 Viscoelastic droplets 
Unlike Newtonian fluids, there are few published works regarding the EHD deformation 
of viscoelastic drops, where the experimental studies of Ha and Yang are highlighted (HA; 
YANG, 1999, 2000a). Numerical simulations of viscoelastic EHD flows are difficult due to 
the complexity of the mathematical model, especially regarding some specific constitutive 
equations. Another difficulty in working with viscoelastic fluids is that usually the viscosity is 
non-Newtonian. Generally, the viscosity of polymer melts in shear flows exhibit shear 
thinning behaviors. Therefore, in this study, the viscosity ratio 𝛽 was defined from the drop 
phase to that of the surrounding fluid, exclusively in terms of the zero-shear viscosity 𝜂𝑃. The 
Giesekus analytical solutions for the shear viscosity 𝜂, the steady elongational viscosity ?̅? and 
for the first normal stress coefficient Ψ1 for a steady simple shear flow are, respectively, given 
by (BIRD; ARMSTRONG; HASSAGER, 1987): 
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In the above equations, we have: 
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 (3.17d) 
where 𝜆2 is known as the retardation time and ?̇? is the shear rate. 
In Section 3.2.2, it was shown that the tangential electric stresses generate 
hydrodynamic stresses related to the velocities given by Eqs. (3.5) and (3.6). We can therefore 
derive expressions for the shear rate and elongational rate in terms of the electric capillary 
number to evaluate the influence of the electric parameters on the viscosity. 
The total rate of strain ?̇?𝑇𝑜𝑡𝑎𝑙 is given as the magnitude of the rate of strain tensor 𝑺 of 











If ?̇?𝑇𝑜𝑡𝑎𝑙 is calculated on the interface, i.e. 𝑟 = 𝑅𝑑, we have: 
?̇?𝑇𝑜𝑡𝑎𝑙
𝑟=𝑅𝑑
→   
2|𝐴|
𝑅𝑑
(3𝑐𝑜𝑠4𝜃 + 5𝑐𝑜𝑠2𝜃 + 4)1/2 (3.19) 
where 𝐴 is given by Eq. (3.10). We can separate Eq. (3.18) into two components: one related 
to normal stresses (𝑆𝑖𝑖) and the other related to the shear stresses (𝑆𝑖𝑗; where 𝑖 ≠ 𝑗). The 
former will give us the relation for the elongation rate 𝜀̇ and the latter provides the shear rate 









𝑐𝑜𝑠𝜃(1 − 𝑐𝑜𝑠2𝜃)1/2 (3.21) 
It can be observed that the deformation of a viscoelastic droplet will be influenced by 
both shear and elongational rates. Therefore, the fluid viscosity will be characterized by shear-
thinning and strain-hardening effects, as predicted by the Eqs. (3.14) and (3.15). For small 
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deformations, however, we can simplify the problem by considering that the flow is mainly 
governed by shear stresses. In that case, an increase in the electric capillary number will 
increase the shear rate leading to an eventual reduction in the droplet viscosity. 
Fig. 3.15 depicts the variation of the shear rate as a function of the capillary number. In 
this case, the analysis was made for the highest value of the shear rate, i.e. 𝜃 = 45°. The 
values of (𝑅, 𝑄, 𝛽) = (2.5, 2.0, 1.0) with 𝜖2 = 6×10
−11 F/m and 𝜇2 = 1.2 Pa ∙ s. 
 
Fig. 3.15: Shear rate as a function of the capillary number. The angle was set 𝜃 = 45°, 
𝑅 = 2.5, 𝜖2 = 6×10
−11 F/m keeping 𝑄 = 2, 𝜇2 = 1.2 Pa ∙ s keeping 𝛽 = 1, and the 
capillary number was varied from 0.1 ≤ 𝐶𝑎𝐸 ≤ 2.5. 
The values of the shear rate varied from 0.02 𝑠−1 to 0.69 𝑠−1. Hence, to observe what 
values of 𝐶𝑎𝐸 the non-Newtonian effects become important, an analysis was conducted to 
evaluate the influence of the parameters of the Giesekus model on the shear viscosity as a 
function of the shear rate. Two parameters were evaluated (considering the values of 𝜂𝑆 = 0 
and 𝜂𝑃 = 1.2 Pa ∙ s): the relaxation time, 𝜆 and the mobility factor, 𝛼. 
Fig. 3.16 and Fig. 3.17 present the variation of the viscosity as a function of the shear 
rate for different values of 𝜆 and 𝛼, respectively. The results show that, when 𝜆 and 𝛼 
increases, the shear-thinning effect occurs for lower values of ?̇?. This effect is more 
pronounced for the cases where 𝜆 = 1 s. For 𝜆 = 0.1 s the viscosity decay begins around ?̇? =
0.5 𝑠−1 (see Fig. 3.16(b)) that corresponds to 𝐶𝑎𝐸 ≈ 1.8. 
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Fig. 3.16: (Left) Shear viscosity versus shear rate for five different values of 𝜆. 
Considering 𝜂𝑆 = 0, 𝜂𝑃 = 1.2 Pa ∙ s, and 𝛼 = 0.05. (Right) Shear viscosity versus the 
shear rate for 0.1 s−1 ≤ ?̇? ≤ 1 s−1. 
For 𝜆 → 0 s the viscosity remains constant, thus we enter the Newtonian regime. The 
same occurs for 𝛼 → 0, but in this case, the Giesekus equation reduces to the Upper 
Convected Maxwell equation (Giesekus equation for 𝛼 = 0 and 𝜂𝑆 = 0), and the fluid 
behaves as a Boger fluid, exhibiting a shear-independent viscosity. 
 
Fig. 3.17: (Left) Shear viscosity versus shear rate for five different values of 𝛼. 
Considering 𝜂𝑆 = 0, 𝜂𝑃 = 1.2 Pa ∙ s, and 𝜆 = 0.1 s. (Right) Shear viscosity versus the 
shear rate for 0.1 s−1 ≤ ?̇? ≤ 1 s−1. 
Based on these results, an analysis of the influence of the viscoelastic properties of the 
polymer on the droplet deformation was performed. Here, only a polymer melt was 
considered, i.e. the solvent viscosity was set to zero (𝜂𝑆 = 0). We started by varying the 
relaxation time 𝜆 while keeping 𝛼 = 0.05. The zero-shear viscosity was kept constant 𝜂𝑃 =
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1.2 Pa ∙ s with 𝛽 = 1. The results were compared with the results obtained for a Newtonian 
fluid for (𝑅, 𝑄, 𝛽) = (2.5, 2, 1). 
 
Fig. 3.18: Droplet deformation as a function of the capillary number for four different 
values of 𝜆 (open symbols). The filled symbols correspond to the Newtonian droplet and 
the dashed line corresponds to the analytical solution of Taylor’s theory. We consider the 
values of (𝑅, 𝑄, 𝛽) = (2.5, 2, 1) and 𝛼 = 0.05. 
It can be observed a decrease in the droplet deformation by increasing the relaxation 
time. This decrease is more pronounced for higher values of the electric field, mostly for 
𝐶𝑎𝐸 ≥ 1.5 that is where the non-Newtonian effects start being significant. As pointed out by 
Feng & Scott (1996), the critical electric field increases when the value of 𝛽 decreases. In 
other words, the droplet becomes less sensitive to the electric field when the inner fluid is less 
viscous than the outer fluid. Thus, according to Fig. 3.16 fluids with larger relaxation time 
will present lower viscosities for a given shear rate, which explains the lower deformation 
values. For low values of 𝐶𝑎𝐸, however, the deformation of a viscoelastic droplet approaches 
the Newtonian one, because, in this case, the flow induced by the electric field is too weak to 
generate a significant viscoelastic response. 
Fig. 3.19 shows the influence of the mobility factor on the droplet deformation, where 
the value of 𝜆 = 0.1 s was kept constant and the value of 𝐶𝑎𝐸 was varied from 0.1 ≤ 𝐶𝑎𝐸 ≤
2.5. Similarly to the results presented in Fig. 3.18, an increase in the mobility factor leads to a 
decrease on the droplet deformation. This observation is less evident, however, because the 
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shear-thinning effect is also less pronounced for the 𝛼 variation. In this case, the Newtonian 
deformation is distant from the viscoelastic one because the value of 𝜆 was set equal as 0.1 s. 
 
Fig. 3.19: Droplet deformation as a function of the capillary number for four different 
values of 𝛼 (open symbols). The filled symbols correspond to the Newtonian droplet and 
the dashed line corresponds to the analytical solution of Taylor’s theory. We consider the 
values of (𝑅, 𝑄, 𝛽) = (2.5, 2, 1) and 𝜆 = 0.1 s. 
The shear-thinning effect is not the only responsible for the low deformations of 
viscoelastic droplets. As observed by Ha & Yang (2000a), the deformation of elastic drops 
that presented shear-independent viscosities also deviates from the ones obtained by 
Newtonian fluids. Moreover, the critical capillary numbers of elastic drops were higher than 
that of the Newtonian drop. This suggests that the elastic properties of the drop phase also 
tend to suppress the drop deformation, stabilizing it.  
We can evaluate the elasticity of the drop phase by means of the stress ratio, given by 
the ratio between the first normal stress and shear stress in simple shear flow. It provides a 
measure of the fluid elasticity (BIRD; ARMSTRONG; HASSAGER, 1987) and can be 
expressed in terms of the material functions as (Ψ1?̇?/𝜂). Fig. 3.20 shows the results for the 
stress ratio considering four different values of 𝜆 using Eqs. (3.16) and (3.17). As expected, 
the fluid elasticity increases with 𝜆. For the Newtonian case, the value of (Ψ1?̇?)/𝜂 = 0. Here, 
it was considered the values of 𝛼 = 0.05, 𝜂𝑃 = 1.2 Pa ∙ s, and 𝜂𝑆 = 0. 
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Fig. 3.20: Stress ratio versus the shear rate with 𝛼 = 0.05, 𝜂𝑃 = 1.2 Pa ∙ s, and 𝜂𝑆 = 0. 
Table 3.3 shows that as the value of 𝜆 → 0 the maximum deformation and the time that 
the droplet takes to reach it approaches the Newtonian one. However, as the value of 𝜆 grows 
the elasticity of the drop also increases and the droplet takes more time to become fully 
deformed. 
Table 3.3: Maximum deformation and the time for each droplet to reach this maximum 
value of deformation; considering𝑅 = 2.5, 𝑄 = 2 and 𝛽 = 1; where N = Newtonian, 
𝜆1 = 0.001 s, 𝜆2 = 0.01 s, 𝜆3 = 0.1 s, 𝜆4 = 1 s . 
 D Time (𝐬) 
𝑪𝒂𝑬 N 𝜆1 𝜆2 𝜆3 𝜆4 N 𝜆1 𝜆2 𝜆3 𝜆4 
0.7 0.1009 0.1009 0.1009 0.1005 0.0979 2.8 2.80 2.80 2.95 5.05 
1.0 0.1476 0.1476 0.1475 0.1469 0.1449 3.15 3.15 3.15 3.35 5.30 
1.5 0.2348 0.2348 0.2348 0.2339 0.2285 3.95 3.95 4.00 4.25 6.15 
2.0 0.3314 0.3314 0.3312 0.3297 0.3167 5.05 5.10 5.10 5.40 6.40 
2.5 0.4339 0.4338 0.4337 0.4325 0.4121 5.60 5.75 5.8 6.15 6.90 
3.5 Numerical simulation of breakup of Newtonian and 
viscoelastic droplets 
In this section, we extend the previous study to large deformations reaching up to the 
droplet breakup. To check the consistency of our simulations, we start by presenting the mesh 
analysis and by comparing the results for Newtonian droplets with the results of Lac & 
Homsy (2007). A comparison with the experimental results from Ha & Yang (2000a) is also 
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presented. Then we verify the influence of the relaxation time on the viscoelastic droplet 
breakup. We compare the results with the Newtonian ones considering 𝛽 = 1 and 𝛽 = 0.1. 
3.5.1 Mesh convergence analysis 
We consider here a two-dimensional axisymmetric mesh. The latter was designed to 
deal with high deformations of the droplet. Therefore, the refinement was established in the 
direction of the electric field near the axis, so that the interface could remain with the same 
thickness during the entire deformation. For the mesh convergence analysis, the results of 
three different meshes were compared. The characteristics of the three meshes are presented 
in Table 3.4: 
Table 3.4: Characteristics of the meshes. 
Mesh ∆𝒙𝒎𝒊𝒏/(𝑳/𝟐) ∆𝒚𝒎𝒊𝒏/𝑳 Number of control volumes 
A 0.00444 0.00222 40500 
B 0.004 0.002 50000 
C 0.00333 0.00167 72000 
 
We evaluate the electric field distribution around the droplet for each mesh, the contour 
of a breakup mode; and the maximum deformation reached considering large deformations. 
The results of these three cases for each mesh are showed in Fig. 3.21. 
 
Fig. 3.21: Results for meshes A, B and C; (a) Comparison between the contours of a 
two-lobed breakup mode, considering (𝑅, 𝑄, 𝛽) = (10, 0.1, 1) and 𝐶𝑎𝐸 = 0.342; (b) 
Comparison between the maximum deformation D, for (𝑅, 𝑄, 𝛽) = (10, 5, 1) and 𝐶𝑎𝐸 =
0.65; (c) Comparison of the electric field distribution for the three meshes with the 
analytical result given by Eqs. (3.3), for (𝑅, 𝑄, 𝛽) = (5.095, 10, 1) and 𝐶𝑎𝐸 = 0.045. 
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For the case in Fig. 3.21(a) mesh C predicted a thicker center line where the breakup 
occurs. Both mesh B and A had similar results. For large deformations (Fig. 3.21(b)), as the 
mesh gets thinner, the maximum deformation gets larger. However, considering the number 
of control volumes, one could say that mesh B has a relatively good approximation compared 
to the result from mesh C. The maximum relative error presented in Table 3.5 reinforces this 
observation. For the electric field comparison, all the cases showed good agreement with the 
analytical result. 
Table 3.5: Maximum relative error in percentage, of the meshes A and B compared to 
mesh C 
Mesh Maximum relative error (%) 
 Case 1 (a) Case 2 (b) 
A 9.302 1.84 
B 5.997 0.719 
 
The GCI method resulted in an uncertainty coefficient of GCI𝑓𝑖𝑛𝑒
𝐵𝐶 = 0.28% between 
meshes B and C, considering the deformation presented in Fig. 3.21(b). Although the results 
presented by mesh B are acceptable, the difference between the deformations can change the 
time and the shape of the breakup. Therefore, we chose to use the most refined mesh. Mesh C 
is presented in Fig. 3.22. 
 
Fig. 3.22: Computational grid (Mesh C) 
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3.5.2 Breakup of Newtonian droplets 
For the Newtonian case, the evaluation of the results was made for two different critical 
deformations of the droplet. Those were compared with the results obtained by Lac & Homsy 
(2007) and the analytical results given by Taylor’s first-order theory (Eq. (3.12) for 𝑘2 = 0) 
and by Ajayi second-order theory (Eq. (3.12)). It is important to notice that Lac & Homsy 
(2007) predicted the final stable shape of the drop, but they never presented the results after 
the breakup.  Therefore, our simulations not always reach steady solutions once after the 
breakup occurs, the droplet is still in movement. Most of the numerical simulations took 
around 8 hours of computational time (approximately 4 seconds of “real time”) to reach the 
breakup or the maximum deformation. Our results show that for high values of 𝐶𝑎𝐸 the 
droplet deformation oscillates giving rise to different values of 𝐷 in time (as observed by 
other authors (BJØRKLUND, 2009; HUA; LIM; WANG, 2008)). Therefore, in this study we 
consider the maximum deformation as a criterion, since it approaches the largest values of 
deformation before the droplet breakup occur. In all numerical simulation the values of the 
surface tension, permittivity, viscosity and conductivity of the medium were kept constant as 
𝛾 = 0.03 N/m, 𝜀2 = 6×10
−11F/m, 𝜇2 = 0.1Pa ∙ s and 𝜎2 = 3.22×10
−9S/m respectively, so 
that the electric field could be the only parameter that influences the value of the electric 
capillary number. 
 
Fig. 3.23: Comparison of the drop deformation vs. 𝐶𝑎𝐸 between this work and the work 
of Lac & Homsy (2007) for (𝑅, 𝑄, 𝛽) = (10, 0.1, 1); dotted line represents the first-order 
theory; dashed line represents the second-order theory; The breakup occurs when 𝐶𝑎𝐸 is 
increased from 0.31 to 0.32 as shown on the right side of the figure. The black line 
represents the initial spherical drop. 
The first case consists on the droplet breakup when the values of (𝑅, 𝑄, 𝛽) =
(10, 0.1, 1) are kept constant for different values of 𝐶𝑎𝐸. The results are presented in Fig. 
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3.23. The results quickly depart from the small deformation theories, especially the first order 
one. Both curves start to deviate significantly for 𝐶𝑎𝐸 > 0.1. Our curve shows the same 
pattern as the one predicted by Lac & Homsy (2007), but with slightly higher values of 
deformation, including a breakup with a smaller value of 𝐶𝑎𝐸. The breakup occurred when 
the capillary number was slightly increased from 0.31 to 0.32. 
After the breakup of the drop a small droplet remains on the center between the two 
lobes. It was observed that for higher values of 𝐶𝑎𝐸 this satellite drop increase in its size. It 
could be also observed that, for values of 𝐶𝑎𝐸 > 0.31 with no breakup, some satellite droplets 
were ejected from the drop tips. This behavior is enhanced by the low viscosities of both 
fluids and by the fluid motion inside and outside the drop, which goes from pole to equator 
and equator to pole, respectively (Fig. 3.24). This motion also induces some fluid entrance 
inside the drop, as shown in Fig. 3.23. 
 
Fig. 3.24: Stream lines for the maximum deformation considering (𝑅, 𝑄, 𝛽) =
(10, 0.1, 1) and 𝐶𝑎𝐸 = 0.31. (Image rotated by 90º). 
The second comparison was chosen in which no breakup occurs. Instead, the droplet 
showed high elongation patterns with the increase of 𝐶𝑎𝐸. Past a value of 𝐶𝑎𝐸 = 0.47 the 
deformation start having an asymptotic behavior slightly decreasing its rate as presented in 
Fig. 3.25, which is consistent with the results presented by Lac & Homsy (2007). 
 
Fig. 3.25: Comparison of the drop deformation vs. 𝐶𝑎𝐸 between this work and the work 
of Lac & Homsy (2007) for (𝑅, 𝑄, 𝛽) = (10, 5, 1); dotted line represents the first-order 
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theory; dashed line represents the second-order theory; The image on the right side 
shows the sequence of the droplet deformation for 𝐶𝑎𝐸 = 0.7. The black line represents 
the spherical drop. 
The stretching of the droplet is enhanced by the flow around it, which goes from equator 
to pole as shown in Fig. 3.26: 
 
Fig. 3.26: Stream lines for the maximum deformation considering (𝑅, 𝑄, 𝛽) = (10, 5, 1) 
and 𝐶𝑎𝐸 = 0.6. (Image rotated by 90º). 
This stretching is not strong enough to break the drop. This behavior can be directly 
related to the chosen parameters for the case, where (𝑅, 𝑄, 𝛽) = (10, 5, 1). This combination 
of parameters generates a positive electric pressure (Fig. 3.27) on the equator allowing the 
droplet to sustain larger deformations. The opposite occurs for the case of (𝑅, 𝑄, 𝛽) =
(10, 0.1, 1), where a negative electric pressure is observed on the equator. Since the normal 
electric stresses are taken to be positive in the direction of increasing 𝑟 (TORZA; COX; 
MASON, 1971), the latter configuration of parameters (i.e. for the case in Fig. 3.23) not only 
allows the breakup of the droplet, but also promotes its breakup by enhancing the equator 
capillary deformation. 
 
Fig. 3.27: Normalized electric pressure distribution around a spherical droplet for the 
cases of (𝑅, 𝑄, 𝛽) = (10, 0.1, 1) and (10, 5, 1). 
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Finally, we compare our results with the experiments presented by Ha & Yang (2000a) 
considering two similar Newtonian fluids: NN20 and NN21, which differ only by the surface 
tensions being 0.0033 N/m the former and 0.0034 N/m the latter, respectively. Fig. 3.28 
shows the results for the droplet deformation keeping the assumed values of (𝑅, 𝑄, 𝛽) =
(10, 1.37, 1). The black line represents the predictions from Lac & Homsy (2007). 
 
Fig. 3.28: Comparison between this work using (𝑅, 𝑄, 𝛽) = (10, 1.37, 1), the results 
from Lac & Homsy (2007) considering (𝑅, 𝑄, 𝛽) = (0.04, 1, 1) and the experimental 
results from Ha & Yang (2000a) considering (𝑅, 𝑄, 𝛽) = (10, 1.37, 1). With 𝛾 =
0.0033 N/m. 
We can observe that our results are in a good agreement with the experimental ones, 
although small deviations are present considering large deformations. Despite the better 
agreement obtained by Lac & Homsy (2007), they used different parameters ((𝑅, 𝑄, 𝛽) =
(0.04, 1, 1)) instead of the ones assumed in the work Ha & Yang (2000a). According to them, 
the method used by Ha & Yang (2000a) to deduce the surface tension and the permittivities 
using Taylor’s first order theory was not accurate. Nevertheless, using the same ratio of the 
properties, in this study we were able to predict similar deformations. 
3.5.3 Breakup of viscoelastic droplets 
We compare the results for the critical deformation of viscoelastic droplets with the 
Newtonian ones. Based on the small deformation limit, we expect the viscoelastic 
deformation to be smaller than the one predicted by the Newtonian droplets. However, in this 
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case, due to the large stretch of the drop, we cannot simplify the problem by saying that it is 
only governed by shear stresses. Instead, the deformation is also governed by elongational 
flows. Therefore, it is also expected that the strain-hardening effects predicted by the 
Giesekus model also play a role on the deformation magnitude. We can evaluate the influence 
of the electric field on the rate of extension using Eq. (3.20). For both cases presented for 
Newtonian fluids, i.e. Fig. 3.23 with (𝑅, 𝑄, 𝛽) = (10, 0.1, 1) and Fig. 3.25 with (𝑅, 𝑄, 𝛽) =
(10, 5, 1) we have the rate of extension varying with 𝐶𝑎𝐸 (considering the maximum capillary 
number used in the figures): 
 
Fig. 3.29: Extensional rate as a function of the capillary number for (𝑅, 𝑄, 𝛽) =
(10, 0.1, 1) and (𝑅, 𝑄, 𝛽) = (10, 5, 1).  
Both results reach a similar maximum value of 𝜀̇ ≅ 1.3 s−1, but for different values of 
𝐶𝑎𝐸. For a Newtonian fluid, considering steady elongational state, we have that the 
extensional viscosity is given by ?̅? = 3𝜂0 or ?̅?/𝜂0 = 3, a relation also known as Trouton 
ratio. When stretching a polymeric liquid from rest, the extensional viscosity ?̅? increases with 
strain due to the uncoiling of the polymer molecules, producing a large Trouton ratio. This is 
generally known as strain-hardening. Fig. 3.30 shows the prediction of the Giesekus model 
for the extensional viscosity due to an increase in the extension rate (relation given in Eq. 
(3.15)) considering three different values of the relaxation time 𝜆 and a mobility factor 𝛼 =
0.05. Similarly to shear-thinning, the strain-hardening effect manifests earlier for larger 
values of the relaxation time. 
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Fig. 3.30: (Left) Extensional viscosity normalized by the Trouton ratio as a function of 
the elongational rate, considering 𝜂𝑆 = 0 and 𝜂0 = 0.1 Pa ∙ s; (Right) Extensional 
viscosity versus elongational rate for 0.1 s−1 ≤ 𝜀̇ ≤ 10 s−1. 
Based on the previous results, we can say that for a “severely stretched” viscoelastic 
drop, two distinct effects dominate the flow: shear-thinning and strain-hardening. To evaluate 
the viscoelastic characteristics on the drop deformation, we compared the results of three 
viscoelastic drops, namely 𝜆 = 0.1 s, 0.01 s and 0.001 s, with the result of the Newtonian 
droplet presented in Fig. 3.23 and Fig. 3.25. We also simulated some results of Newtonian 
drops for 𝛽 = 0.1 to show how the large deformation behaves when the droplet is less viscous 
then the ambient fluid. 
Fig. 3.31 depicts the results for viscoelastic fluids compared to the results of Fig. 3.23 
and the Newtonian fluid considering 𝛽 = 0.1. 
 
Fig. 3.31: Viscoelastic droplet deformation compared to the Newtonian deformation of 
Fig. 3.23, where (𝑅, 𝑄, 𝛽) = (10, 0.1, 1) and with the Newtonian case of 𝛽 = 0.1. 
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For 𝜆 = 0.1 s, the droplet required a larger capillary number to break when compared to 
the Newtonian case of 𝛽 = 1. This result was expected since, as discussed in Section 3.4 the 
critical electric capillary number increases with an increase in the relaxation time. 
Interestingly is that, as the relaxation time increases, the deformation curve tend to the one in 
which 𝛽 = 0.1, showing that in this case the shear-thinning effect is more pronounced then 
strain-hardening. Nevertheless, the breakup mode remained the same, as depicted in Fig. 3.32 
for a value of 𝐶𝑎𝐸 = 0.35. 
 
Fig. 3.32: Breakup of a viscoelastic droplet for (𝑅, 𝑄, 𝛽) = (10, 0.1, 1) and 𝜆 = 0.1, 
considering a capillary number of 𝐶𝑎𝐸 = 0.35. 
Fig. 3.33 shows the results for viscoelastic droplets compared to the Newtonian results 
from Fig. 3.25 and with the Newtonian results considering 𝛽 = 0.1. Similarly to the previous 
results, the viscoelastic droplet with larger relaxation time deformed less than the others. 
However, this time, the deformations did not approach the ones with 𝛽 = 0.1. This result 
might be related to the fact that the droplet does not break, but it largely stretches enhancing 
the extensional rate and, consequently, the strain-hardening effect. The latter balance the 
shear-thinning behavior so that there is no great difference in deformation. Curiously, there is 
an inversion on the results between 𝐶𝑎𝐸 = 0.55 and 𝐶𝑎𝐸 = 0.60, which can characterize even 
stronger strain-hardening effects. 
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Fig. 3.33: Viscoelastic droplet deformation compared to the Newtonian deformation of 
Fig. 3.25, where (𝑅, 𝑄, 𝛽) = (10, 5, 1) and with the Newtonian case of 𝛽 = 0.1. 
3.6 Summary 
In this chapter, we have presented a review on droplet deformations, including an 
analysis on the effect of the electric capillary number in the deformation rate. We showed 
that, in most cases, the viscoelastic droplet deforms less than the Newtonian one. These 
results are mostly linked to the shear-thinning effect, especially regarding the small 
deformation limit. For large deformations, we observed that the strain-hardening also plays a 
role in the deformation magnitude. Depending on the type of deformation, i.e. breakup or 





4 Tunable liquid lenses 
In this chapter, we make use of electric fields to develop a novel concept of adaptive 
liquid lenses. We show that the shape of liquid lenses can be electrically manipulated using 
different electrode patterns as actuators. We start by investigating the possibility of shape 
control by using one single stripe-shaped electrode to tune the lens into a cylindrical shape, 
which is an essential feature to tune astigmatism. Then, we go one step further and change 
one electrode into an array of one hundred individual addressable electrodes in such a way 
that the shape of the lens can be controlled with 100 degrees of freedom, reaching the 
tunability of even higher order aberrations. In all cases, the fluids are always Newtonian and 
we use a hydrostatic pressure to control the overall spherical shape of the lens. The 
equilibrium lens shapes are numerically calculated using OpenFOAM considering a full three-
dimensional mesh and the extracted profiles are analyzed through the optical simulations 
performed in the well-known optical analysis platform Zemax. 
4.1 Introduction 
Adaptive optics has emerged through the years as a promising technology to improve 
the performance of imaging systems. In particular, micro-optical systems have drawn 
attention because of their compactness and wide range of tunability (ZAPPE, 2010) reaching 
applications that go from mobile phones, military equipment and lab-on-a-chip to medical 
devices, such as endoscopes and phoropters. 
In contrast to conventional optical devices that usually are based on a fixed design, 
adaptive optics systems have the capability to improve both sensing and image quality by 
dynamically correcting the aberrations related to the object. Among such systems, wavefront 
modulators, like liquid crystal spatial light modulators (VARGAS-MARTÍN; PRIETO; 
ARTAL, 1998) and deformable mirrors (FERNANDEZ et al., 2006), control these optical 
aberrations by measuring and correcting the wavefront. Adjustable lenses, on the other hand, 
can compensate the aberrations by modulating the geometry of elastomeric and/or liquid 
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lenses using different techniques (NGUYEN, 2010). Their advantages are given by the 
simplicity and the small spatial scales, as well as being a relatively low cost technology 
(LEVY; SHAMAI, 2008; NGUYEN, 2010; PSALTIS; QUAKE; YANG, 2006). 
The principle of adjustable lenses is mainly to introduce a conjugate aberration that 
cancels out the distortion of the input beam. In that sense, adaptive liquid lenses are of 
particular interest due to their reconfigurability, smooth interfaces and high response speeds 
features, besides having the advantage of a wide range of physical properties and a large 
variety of refractive indices (MURADE; VAN DER ENDE; MUGELE, 2012; NGUYEN, 
2010; PSALTIS; QUAKE; YANG, 2006). 
Over the years, several approaches have been developed to tune fluidic lenses in order 
to increase their optical power and to correct different types of aberrations. In an out-of-plane 
configuration (NGUYEN, 2010), the focal length of liquid lenses can be controlled by 
changing the curvature of the lens. For liquid micro-lenses, the curvature was tuned by 
varying the hydrostatic pressure (MISHRA et al., 2014), hydrodynamically (MAO et al., 
2007), by thermal response (DONG et al., 2007), electro-optic tuning (LEVY; SHAMAI, 
2008) and by electrowetting (BERGE; PESEUX, 2000). The latter approach was shown to 
provide particularly efficient and reversible control of both the refractive power and the 
aperture of adaptive lenses video rate with faster actuation speeds (MURADE et al., 2011; 
XU et al., 2014; XU; WANG; REN, 2015). 
While most of these methods only allow tuning of the focal length retaining its spherical 
shape, recent developments have shown the potential and the flexibility of some optofluidic 
devices to tune the shapes of liquid lenses and, therefore, the aberrations related to them (for a 
recent review, see (MISHRA; VAN DEN ENDE; MUGELE, 2016)). The use of pre-molded 
membranes (ZHAO; ATAMAN; ZAPPE, 2015) or non-circular apertures (FUH; HUANG, 
2014), for example, makes it feasible the production of aspherical or even cylindrical shapes, 
which are essential elements to tune spherical aberration and astigmatism. Among the 
methods recently shown to conduct a controlled variation of the lens shapes, electric actuation 
proved to be one of the most significant ones by providing a large degree of tunability in focal 
length and in aberrations without the need of mechanical actuation, membranes or non-




4.2 Problem description 
The general configuration of the setup was based on the previous work of Mishra et al. 
(2014), in which two immiscible fluids, an insulating and a conductive one, located between 
parallel plates, are separated by a middle plate with a circular aperture of radius a = 0.5 mm 
(Fig. 4.1). The space between the two lower plates is filled with an electrically conductive 
aqueous phase and the one between the upper plates is filled with insulating liquid. The 
conductive phase as well as the middle plate is kept at zero voltage, while a variable potential 
can be applied to an electrode kept at a distance h above the aperture plane. 
 
Fig. 4.1: General configuration of the setup. 
The basic concept used here has the same physical working principle as the one 
presented in (MISHRA et al., 2014), where the lens shape is controlled by two independent 
parameters: a hydrostatic pressure Δ𝑃ℎ, applied between the two fluid phases, used to control 
global curvature changes; and a potential difference 𝑈𝑒, applied between the aqueous phase 
and the top plate. Differently from the previous works (MISHRA et al., 2014), where only 
one electrode covering the entire aperture was used, here we employ different electrodes 
configurations in order to produce different lens shapes. 
The lens is characterized by the interface shape between both fluids and by their 
refractive indices difference. As the lens starts to deform, the interface remains pinned to the 
edge of the circular aperture thereby guaranteeing a fixed aperture diameter. 
Table 4.1 summarizes the properties used for both fluids, which are based on the ones 
considered in Mishra et al. (2014). The surface tension 𝛾 was kept equal to 0.038 N/m. 
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Table 4.1: Summary of the physical properties of both fluids: conductivity 𝜎; 
permitivitty 𝜀; density 𝜌; viscosity 𝜇; and refractive index 𝑛. 
Phase 𝜎 [S/m] 𝜀 [F/m] 𝜌 [kg/m3] 𝜇 [Pa∙s] n 
Conductive 5×10−7  7×10−10  1×103  1×10−3  1.55  
Insulating 1×10−50  2×10−11  9×102  27×10−1  1.41  
 
4.2.1 Boundary conditions 
Fig. 4.2 indicates the boundaries of the domain. The three plates, namely the top 
electrode a, the middle plate c and the bottom plate e, were considered to have wall 
conditions. They are presented in Table 4.2. In the top electrode, we always applied the 
maximum voltage, while the middle plate and the bottom plate were always considered to be 
grounded, i.e. 𝑈𝑒 = 0 V. Since in this work we change the configuration of the top electrode, 
other conditions were also applied for the voltage. They are described in more detail for each 
case in the “Specific Boundary Conditions” Sections (4.5.2 and 4.6.2). 
 
Fig. 4.2: Boundaries of the computational domain. 
The boundary b was set as an opening so that the insulating phase could flow inwards 
and outwards the domain. This boundary is usually set with a fixed pressure conditions that is 
calculated from a specific initial pressure (here set as 0) and a local velocity 𝑼. For the 
velocity, a pressureInletOutletVelocity condition was imposed. It switches between inlet and 
outlet conditions (depending if there is inflow or outflow) using a known value of p. An 
inletOutlet condition was imposed for 𝛼1. This condition is similar to the previous one also 
switching between fixed value and zero gradient depending on the direction of the flow. For 
𝜌𝑒 and 𝑈𝑒 a zero gradient condition was imposed. The same conditions were also used for the 
boundary d, however a fixed pressure 𝑝 = 𝑝0 was considered as the hydrostatic pressure. 
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Table 4.2: Conditions imposed for a, c and e boundaries. 
B. C. 𝑝 𝑼 𝛼1 𝜌𝑒 𝑈𝑒 
a ∇𝑝 = 0 𝑼 = (0, 0, 0) ∇𝛼1 = 0 ∇𝜌𝑒 = 0 𝑈𝑒 = 𝑈𝑒𝑚𝑎𝑥 
c ∇𝑝 = 0 𝑼 = (0, 0, 0) ∇𝛼1 = 0 ∇𝜌𝑒 = 0 𝑈𝑒 = 0 
e ∇𝑝 = 0 𝑼 = (0, 0, 0) ∇𝛼1 = 0 ∇𝜌𝑒 = 0 𝑈𝑒 = 0 
 
4.2.2 Equilibrium shapes 
At zero voltage, the hydrostatic pressure ∆𝑃ℎ is simply balanced by the Laplace pressure 
Δ𝑃𝐿 = 𝛾𝜅; where 𝛾 is the surface tension and 𝜅 is the mean curvature of the interface given by 
𝜅 = 2/𝑅𝑐 for a sphere (𝑅𝑐 is the radius of curvature of the sphere). In the absence of other 
forces, the free liquid surface displays a constant mean curvature 𝜅 defining a spherical shape. 
Yet, when a potential difference is applied between the top plate and the aperture plate, an 
electric field is generated on the insulating phase according to 𝑬 = −∇𝑈𝑒. The latter induces 
two different effects: free charges migrate to the surface of the conducting phase and electric 
dipoles are induced in the dielectric medium. This phenomenon gives rise to electric stresses 
(Maxwell stresses) and the meniscus is in mechanical equilibrium when the balance between 
the applied pressure ∆𝑃ℎ, the Laplace pressure Δ𝑃𝐿 and the Maxwell stress Π𝐸  is reached: 
∆𝑃ℎ = Δ𝑃𝐿 + Π𝐸  (4.1) 
Our concept lies on the fact that the Maxwell stress is position-dependent and, therefore, 
by defining different electrode configurations, we are able to tune the lens into different 
shapes. There is a threshold, however, in which, for large voltages, the Maxwell stress 
suppresses the Laplace pressure and the meniscus enters an unstable region. Oh et al. (2011) 
showed that the ratio H between the distance of the electrodes h and the radius of the aperture 
a (see Fig. 4.1) can have significant influence on the stability limits reached by the lens. For 
large values of 𝐻, the system behaves as a parallel plate capacitor, because the meniscus of 
the lens will no longer affect the electric field. Thus, for 𝐻 ≫ 1, the critical deflection will 
tend to remain constant (OH et al., 2011). For small values of 𝐻, when the instability is 
reached, the meniscus might touch the top electrode, running into the regime that was used for 
a tunable aperture in Murade et al. (2011). The optimum value for 𝐻 is then governed by 
making it as small as possible without getting into the snapping interface regime. Therefore, 
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𝐻 = 1 is a reasonable choice, because we can avoid the instabilities and reach higher 
deformations of the lens with lower voltages. 
It is important to notice that, when combining the density mismatch of both fluids with 
the dimensions used on our design, we obtain a Bond number of Bo = ∆𝜌𝑔𝑎2/𝛾 ≈ 0.006 ≪ 
1, indicating that gravity is negligible in the equilibrium. 
4.2.3 Profiles extraction 
When the equilibrium is reached, the numerically calculated surface profiles (full three-
dimensional) are extracted from OpenFOAM (≈ 104 points for each surface) and fitted in 
Matlab. Two different equations were used in the fit. 
• For the surfaces with two different perpendicular profiles (from Section 4.5) we used a 





1 + √1 − (1 + 𝑘𝑥)𝑐𝑥2𝑥2 − (1 + 𝑘𝑧)𝑐𝑧2𝑧2
 (4.2) 
where 𝑐𝑥, 𝑐𝑧, are the curvatures on the apex and 𝑘𝑥, 𝑘𝑧 the conic constants of the lens 
for the 𝑥 and 𝑧 planes, respectively. Each pair of curvature and conic constant describes 
one conic section of the lens. Whenever necessary, a polynomial correction, of the form 
∑ (𝛼𝑖𝑥
𝑖 + 𝛽𝑖𝑧
𝑖)5𝑖=1 , was used on Eq. (4.2) to improve the quality of the fitting. 
• For surfaces with non-symmetric (arbitrary) shapes (from Section 4.6) a conic asphere 
surface base equation (KWEON; KIM, 2007) with a polynomial expansion was used: 
𝑦(𝑥, 𝑧) =
𝑐





where 𝑐 and 𝑘 are the curvature and the conic constant on the apex of the lens, 
respectively; N is the number of coefficients in the series, and 𝐴𝑖 is the coefficient on 
the 𝑖𝑡ℎ polynomial term. The polynomials 𝐸𝑖(𝑥, 𝑧) are a power series in x and z, where 
the first term is 𝑥; then 𝑧; then 𝑥2; 𝑥𝑧; 𝑧2; 𝑥3; 𝑥2𝑧; 𝑥𝑧2; 𝑧3, etc. The non-linear terms 
related to the products of 𝑥 and 𝑧 are used to improve the accuracy of the fitting due to 
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the decentered and non-symmetric nature of some surfaces. However, large polynomial 
expansions can compromise optical results (FORBES, 2007). Therefore, we expand the 
polynomial expression until a value of R-squared close to 1 is reached (R-squared is the 
correlation between the response values and the predicted response values). In this 
work, a maximum expansion of 𝑁 = 14 was used. 
Fig. 4.3 shows an image of the fitting made in Matlab corresponding to a biconic 
surface with an R-square error of 0.998 and RMSE (root mean squared error) of 1.98×10−3. 
 
Fig. 4.3: Example of the fitting made in Matlab using the expression in Eq. (4.2). 
The expressions from Eqs. (4.2) and (4.3) are some of the standard surface types 
supported by Zemax®, which is the numerical ray tracing software that we used to analyze 
the optical performance of our lenses. Thus, the use of this fit, allows direct incorporation of 
the fluidic interface into Zemax by means of the extracted parameters. 
4.3 Optical analyses 
Once the lenses have been exported to Zemax, the system is optimized to zero defocus 
(explained in more detail in Section 4.3.3) and the lens performance is then quantified. The 
optical properties of our lens are characterized mainly through three different analyses: (i) the 
wavefront map that represents the final wavefront leaving the system (it can also be 
represented similarly by the spot diagram); (ii) the Zernike coefficients, that quantify the 
aberrations that are presented in the wavefront; and (iii) the modulation transfer function 
(MTF), that gives an overview of the optical performance of the lens, such as their contrast 
and resolution. Those are usually the main characterizations presented in the literature. 
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4.3.1 Zernike coefficients 
The Zernike polynomials are a sequence of polynomials, with two variables, that are 
continuous and orthogonal over the interior of a unit circle. Since most of the optical systems 
employ circular elements, apertures and pupils, the Zernike polynomials have been adopted as 
a mathematical description of optical wavefronts propagating through those systems 
(LAKSHMINARAYANAN; FLECK, 2011). 
In general, a function that describes an arbitrary wavefront in a unit circle, denoted by 
𝑊(𝜌, 𝜑) in polar coordinates, can be expanded in terms of a sequence of polynomials that are 






where 𝐶 is the Zernike coefficients and 𝑍(𝜌, 𝜑) the polynomials, given by: 
𝑍𝑛
𝑚(𝜌, 𝜑) = 𝑅𝑛
𝑚(𝜌)𝑐𝑜𝑠 (𝑚𝜑)          for 𝑚 ≥ 0 (4.5a) 
𝑍𝑛
−𝑚(𝜌, 𝜑) = 𝑅𝑛
𝑚(𝜌)𝑠𝑖𝑛 (𝑚𝜑)        for 𝑚 < 0 (4.5b) 
In Eqs. (4.5) the value of 𝜌 is restricted to the unit circle (0 ≤ 𝜌 ≤ 1). The radial 
function 𝑅𝑛
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A normalization function 𝑁 is chosen so that 𝑅𝑛








where 𝛿𝑚0 is the Kronecker delta (𝛿𝑚0 = 0 for 𝑚 ≠ 0). Using the normalized Zernike 
expansion causes the coefficients related to each mode to represent the root mean square 
(RMS) wavefront error associated to that mode. The coefficients are usually given in units of 
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𝜇m or waves (signifying phase difference). Zemax returns the values in waves when using the 
afocal mode, i.e. optimization for zero defocus. Thus, in this work, the Zernikes are given in 
waves. 
Most of the works usually present the values of 𝑍 using a single index 𝑗 instead of the 
two index 𝑛 and 𝑚. Table 4.3 shows the index conversion. 
Table 4.3: Double to single index conversion for Zernike polynomials 
𝑛,𝑚 0,0 1,1 1,-1 2,0 2,-2 2,2 3,-1 3,1 3,-3 3,3 
𝑗 1 2 3 4 5 6 7 8 9 10 
𝑛,𝑚 4,0 4,2 4,-2 4,4 4,-4 5,1 5,-1 5,3 5,-3 5,5 
𝑗 11 12 13 14 15 16 17 18 19 20 
 
Fig. 4.4 shows the first 21 Zernike polynomials. 
 
Fig. 4.4: First 21 Zernike polynomials. 
4.3.2 Modulation transfer function 
The Modulation Transfer Function (MTF) describes the quality of an imaging system 
with respect to contrast and resolution. In other words, it measures how faithfully the lens 
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reproduces a detail from the object to the image produced by the lens due to all optical 
aberrations presented in the system. Fig. 4.5 shows an example of two different MTF plots. 
 
Fig. 4.5: Examples of a MTF plot. (a) A spherical aberrated image; (b) An astigmatic 
image. The dashed line represents the tangential plane and the straight line the sagittal 
plane. The black line is the diffraction limited curve; (c) Sketch of the comparison 
between a diffraction limited system and an aberrated one.  
The MTF plots are plotted against the angular frequency. Fig. 4.5(a) depicts a spherical 
aberrated red line MTF plot and in Fig. 4.5(b) an astigmatic MTF plot is presented. Both 
curves are compared to the black curve representing the diffraction-limited system, which 
corresponds the best system under given design constraints or the system that is limited only 
by the diffraction of light. To illustrate the idea of contrast given by the MTF plots, Fig. 4.5(c) 
shows a sketch of black and white bars in a row. For the best resolved system (i.e. the 
diffraction-limited), an increase in the spatial frequency of the bars does not significantly 
affect the contrast between black and white colors. However, for an aberrated lens, the lines 
become blurred, showing that other properties of the lens, such as defects or design errors 
may impair the lens performance. If there is no difference between the colors the MTF is zero. 
4.3.3 Zemax 
Zemax is a commercial optical analysis software designed to evaluate and optimize 
optical systems. It is one of the most used software in the area. The parameters, such as lens 
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curvature, conic constant, refractive indexes and other material properties that are relevant to 
the analysis are inserted in the program. In our case, the parameters were the ones described 
in Section 4.2.3 plus the refractive indexes of both fluids (see Table 4.1). Since our design is 
based on experiments from Mishra et al. (2014), we also considered the top electrode (ITO 
transparent electrodes) and the bottom plate. For both, we used glass refractive indexes. 
Our simulations were optimized for zero defocus. This is done by translating a point 
object along the optical axis such that the Zernike coefficient for defocus (Z4) is optimized to 
zero. This approach is commonly used to adjust the position of the objective in order to 
produce a collimated output beam after the lens under test (FUH; HUANG, 2014). The focal 
length can then be obtained by measuring the distance between the point object and the first 
optical surface, in our case the top electrode. The distance between all other layers from our 
system was kept constant. Fig. 4.6 shows a sketch of the entire system (Fig. 4.6(a)) and a 
simulation image (Fig. 4.6(b)). 
 
Fig. 4.6: (a) Sketch of the system implemented in Zemax, where: P is the movable point 
object; A is the top electrode; B is the dielectric phase; C is the conductive phase; D is 
the bottom plate; and E is the image plane. (b) Simulation image. 
4.4 Numerical validation 
To check the consistency of the numerical code, a validation of the deformation of the 
lens, shown in Fig. 4.7, was performed for both the applied pressure (at zero voltage) and the 
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electric field (without applying a pressure) for a homogeneous electrode. The former can be 
described by the Young-Laplace equation (see Section 4.2.1). In Fig. 4.7(a), a good agreement 
between the profile extracted from the numerical simulation and the predicted analytic profile 
can be observed. 
 
Fig. 4.7: (a) Normalized profiles of the lenses by applying different pressures at zero 
voltage. Simulation (dashed line) versus analytical results (solid line). (b) Normalized 
equilibrium deflection 𝜉0 as a function of the electrocapillary number Λ for two different 
electrode distances 𝐻 = 1.0 and 2.0, where 𝐻 = ℎ/𝑎 and by considering a full electrode. 
Simulation (black lines) versus analytical results (colored lines) from the work of (OH et 
al., 2011). Open symbols denote the regions where instabilities were observed. 
The influence of the electric field was compared to the results of Oh et al. (2011) by 
considering a planar electrode, i.e. an electrode covering the entire aperture. In this case, the 
comparison was made by the variation of the non-dimensionalized equilibrium deflection of 
the lens 𝜉0 = 𝜁0/ℎ with respect to an electrocapillary number defined as Λ = (𝑎/
ℎ)(𝜀𝜀0𝑈
2/2𝛾ℎ)1/2 for two different electrode distances 𝐻 = 1.0 and 2.0; where 𝜁0 is the 
deflection at the center of the surface. 
The open symbols in Fig. 4.7(b) represent the regions where instabilities on the lenses 
were observed. Therefore, by increasing the voltage past a critical value, the Laplace pressure 
cannot balance the Maxwell stress anymore, and thus, the system becomes unstable. In some 
cases, the tip of the drop may also break up into small droplets. This type of instabilities can 
be encountered in many different situations, such as electrohydrodynamic atomization and the 
Cassie-to-Wenzel transitions (MANUKYAN et al., 2011; OH et al., 2011). Ultimately, such 
effects limit the accessible range of optical properties that can be addressed by varying the 
applied voltage. 
90 
In the stable regions presented in Fig. 4.7(b), the agreement with the results from Oh et 
al. (2011) is satisfying. The deviations in the unstable regions can be probably related to a 
different numerical implementation of the interface, resulting in a different threshold to 
produce satellite droplets. Thus, the exact values of the stability limits should be taken with 
some caveats. 
Despite the deviations on the unstable regions presented in Fig. 4.7(b), when 
considering optical systems, we are only interested in stable solutions (filled symbols in Fig. 
4.7(b)) since the instabilities can generate oscillations and internal flow patterns, which are 
not desirable for a lens. 
4.5 Numerical simulation of astigmatic liquid lenses tuned by a 
stripe electrode 
In this section, we propose a new design for tuning astigmatism in liquid micro-lenses. 
The source of astigmatism in our device is provided by a stripe-shaped electrode. Equilibrium 
shapes, including surface profiles parallel and perpendicular to a stripe electrode, are 
extracted to determine the astigmatism. The wavefronts are decomposed into Zernike 
polynomials under zero defocus conditions. We focus in particular on the term of astigmatism 
(Z6), on the focal length (described by the front focal length), which is obtained by optimizing 
the system to zero defocus, and on the optical modulation transfer function (MTF). We 
observe that the global curvature of the lens is primarily controlled by the hydrostatic 
pressure, while asphericity and astigmatism are controlled by the electric field. 
4.5.1 Setup and mesh details 
In Fig. 4.8 two images extracted from numerical simulations are presented. For the 
simulations, a full three-dimensional mesh was built, with a thin local refinement on the top 
boundary to delimit the stripe, as presented in Fig. 4.8(a). The mesh was validated by 
considering three meshes with different refinements and comparing their results with the most 
refined one. The mesh with the best results together with the lower computational cost was 
chosen. The latter corresponds to the mesh with a linear resolution of 30 cells/mm. A dynamic 
meshing tool was also used on the interface to reduce even more the computational cost and 
to provide a narrow transition between the two fluids. 
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Fig. 4.8: (a) Sliced computational mesh. The image shows a local refinement for the 
stripe on the top boundary and a dynamic refinement on the lens (interface between both 
fluids). (b) View of the setup. A hydrostatic pressure 𝑃ℎ is applied between the lower 
plates. The voltage 𝑈𝑒 is applied between the upper plates, separated by a distance h, 
using a stripe electrode (red stripe) of width d. 
When the voltage is applied on the stripe-shaped electrode with a width 𝑑, different 
profiles on the lens are achieved on the x and z planes (white and black cross lines, 
respectively in Fig. 4.8(b)). Those planes correspond to the sagittal and tangential planes of 
the optical system, respectively. The optical axis of the system is represented by the dashed 
arrow. 
4.5.2 Specific boundary conditions 
A fixed applied potential is set for the stripe electrode (𝑈𝑒 = 𝑈𝑒𝑚𝑎𝑥 V) while the 
conductive phase and the middle plate are kept grounded (𝑈𝑒 = 0 V). The positive hydrostatic 
pressure is kept fixed and it is set between the lower plates. Around the electrode we use a 
Neumann boundary condition (∇𝑈𝑒 = 0) to generate a diffusive distribution of the voltage on 
the top plate that smoothly decreases with the distance of the electrode, i.e. it is considered to 
be a dielectric layer. 
4.5.3 Results 
To analyze the optical performance of our system regarding astigmatism, we need to 
consider the anisotropy of the lens shape in the presence of the stripe electrode. This is most 
easily visualized by considering the radii of curvature in two orthogonal directions of the lens. 
Since we are interested in the vertical astigmatic aberration, namely the one described by the 
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Z6 Zernike mode, the orthogonal directions must be considered as the tangential and the 
sagittal planes, in this case the 𝑧 and 𝑥 planes, respectively (see Fig. 4.8(b)). Fig. 4.9 shows 
the different profiles of the lens obtained when the voltage is increased from 300 V to 700 V 
considering a hydrostatic pressure of 30 Pa and a stripe electrode of 0.5 mm width placed in 
the 𝑧 direction. 
 
Fig. 4.9: Lenses modulated by a pressure of 30 Pa and using a stripe electrode of 0.5 mm 
width for three different voltages 300 V, 500 V and 700 V. White and black lines 
correspond to the 𝑥 and 𝑧 sections, respectively. (Left) Front and side views of the 
lenses. (Right) Comparison of the x and z profiles normalized by the radius of the 
aperture. 
As the voltage increases, the difference between the x and z sections increases as well. 
Since the stripe is located along the 𝑧 direction, the electric force acts only on a segment of 
the 𝑥 section, generating a large curvature on its apex (open symbols in Fig. 4.10(a)). Fig. 
4.10(b) shows that this curvature will give rise to a closer (paraxial) back focal point 𝑓𝑝 on the 
sagittal plane (𝑥 plane) compared to the one of the tangential plane (𝑧 plane), which, as a 
consequence, will provide a positive value of the Z6 coefficient. The paraxial back focal 
length can be calculated as 𝑓𝑝 = 1/𝑐(𝑛 − 1) (GREIVENKAMP, 2004), where 𝑐 is the 
curvature on the apex and 𝑛 is the ratio between the refractive indexes from the conductive 
and the insulating phase. 
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Fig. 4.10: (a) Normalized curvatures 𝑐𝑥 (open symbols) and 𝑐𝑧 (filled symbols) as a 
function of the voltage considering a stripe electrode of 0.5 mm width for three different 
pressures, 10 Pa, 30 Pa and 50 Pa. (b) Curvature for 30 Pa and the related variation of the 
paraxial back focal length as a function of the voltage. Open symbols correspond to the x 
plane and filled symbols correspond to the z plane. 
Different stripe widths will provide different curvatures of the lens and, therefore, 
different ranges of astigmatism. To optimize the stripe width such that higher ranges could be 
achieved, measures of the Zernike coefficient Z6 were made considering 9 different stripes 
ranging from 0.1 mm to 0.9 mm for two different applied voltages, 500 V and 700 V, and 
zero hydrostatic pressure. 
The results presented in Fig. 4.11(a) show that, for both voltages, as 𝑑 increases, the 
astigmatism gradually increases until it reaches a peak value for a stripe of 0.5 mm. Beyond 
this value, i.e. when the width of the stripe approaches the diameter of the aperture, the Z6 
coefficient decreases until it finally reaches zero for a planar electrode, for which rotational 
symmetry is reestablished. Thus, in this work, in order to achieve the maximum tuning range 
of astigmatism we choose half the aperture diameter as optimum stripe width. 
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Fig. 4.11: (a) Influence of the stripe width 𝑑 on the vertical astigmatism aberration Z6 
considering two different voltages 500 V (black columns) and 700 V (grey columns) at 
zero hydrostatic pressure. (b) Corresponding 𝑥 and 𝑧 profiles, normalized by the radius 
of the aperture, considering three stripe widths 0.1, 0.5 and 0.9 mm for two voltages, 500 
and 700 V. 
For lower values of 𝑑, the electric stresses are not strong enough to deflect the surface 
significantly to reach a considerable difference between the two sections of the lens. On the 
other hand, for large values of 𝑑, the stresses provided by the electric field affects almost the 
entire surface equally (Fig. 4.11(a)), reducing the asymmetric deformation and, consequently, 
the astigmatism. Interestingly, however, the values of the astigmatism are not symmetric 
around 𝑑 = 0.5 mm. This asymmetry arises because the different deflections achieved for 
different stripe widths give rise to a non-linear enhancement of the electrical stresses. 
Fig. 4.12(left) shows the transition of image spot from spherical at zero voltage to 
cylindrical shapes at finite voltages as observed on the image plane. It also demonstrates that 
the astigmatism becomes more pronounced at higher voltages, as reflected in the values of Z6 
coefficient. At zero voltage, the spot is contained within the airy disk. This is because optical 
aberrations are insubstantial due to a considerably low curvature of the lens at 30 Pa. As the 
voltage is increased from 0 V to 400 V, the RMS spot size increases from 0.135 mrad to 0.778 
mrad eventually spanning outside the confines of the airy disk. Similar result can also be 
interpreted from the MTF plots, as shown in Fig. 4.12(right). At 30 Pa and zero voltage, the 
blue curves, corresponding to sagittal (S) and tangential (T) planes and representing the MTF 
of our optical system, overlap the diffraction limited black curve. In this case, aberrations are 
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insignificant due to the low curvature. As the voltage is applied, this axisymmetry breaks and 
the two blue curves start diverging from each other. It is evident from the MTF plots that the 
divergence between the tangential and sagittal MTF curves increases as the voltage is 
increased. This diverging behavior corroborates the sharp increase in astigmatism at elevated 
voltages. 
 
Fig. 4.12: (Left) Transition of the image spot when increasing the voltage from 0 to 
400V, considering a pressure of 30 Pa. The airy disk is represented by the black circle. 
The plot scale is presented on the side. (Right) Plots showing the divergence between the 
tangential (T) and the sagittal (S) MTF curves (blue curves) as the voltage increases. The 
black line represents the diffraction limited curve. 
By applying a voltage, we tune not only the astigmatism, but unavoidably also the focal 
length. To be able to tune both independently, it is necessary to make use of the pressure as a 
second control parameter. Yet, even though higher deflections are achieved using higher 
voltages, the average deformation of the lens is primarily influenced by the applied pressure 
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(see Fig. 4.7). Therefore, the pressure has a stronger effect on the average focal length. This is 
clearly shown in Fig. 4.13, where the map of the front focal length (shown in Fig. 4.13(a)) and 
the Z6 coefficient (shown in Fig. 4.13(b)) are plotted by simulating several combinations of 
pressures and voltages for a device with a stripe width 𝑑 = 0.5 mm. The almost horizontal 
lines in Fig. 4.13(a) indicate that the front focal length 𝑓 is indeed mainly influenced by the 
pressure. A similar observation can be made in Fig. 4.13(b), in which the astigmatism is 
basically tuned by the variation of the voltage. 
 
Fig. 4.13: (a) Color maps for both the front focal length and (b) the Zernike coefficient 
Z6 for different combinations of voltages and pressures considering a stripe width of 0.5 
mm. The small kinks in the lines result from the discretization of the data and the white 
space on the bottom left corner represents the regions where the surface remained almost 
flat. 
Although the focal length and the astigmatism are mostly influenced by the pressure and 
the voltage, respectively, the decoupling of the dependences is not complete. A device, for 
which the focal length and/or the astigmatism are to be tuned completely independently will 
therefore require a simultaneous actuation of both voltage and pressure to follow iso-
astigmatism or iso-focal length paths in the pressure/voltage control parameter space. Such 
paths can be readily extracted from Fig. 4.13. Overall, by varying the hydrostatic pressure and 
the electric field simultaneously we can access a tuning range of f = 5.5 mm – 142 mm and Z6 
= 0.001 𝜇m − 0.38 𝜇m. It is important to notice that, by applying a voltage, other aberrations 
are also induced, specially the spherical aberration given by the 11th Zernike coefficient 
(Z11). In our case, when considering a pressure of 30 Pa, for example, the value of the Z11 
coefficient also changes from 0.0139 μm at zero voltage to -0.5815 𝜇m at 600V. 
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4.6 Numerical study of arbitrarily deformable liquid lenses 
In this section, we extend the previous numerical study (from Section 4.5) of tunable 
lenses with variable astigmatism controlled by a stripe-shaped electrode to a most general 
case of an array of one hundred individually addressable electrodes. With independent control 
of each electrode, we are able to generate complex electric field distributions and, hence, 
complex lens shapes allowing us to tune several types of aberrations. The versatility of our 
design is demonstrated by presenting the tunability of spherical aberration, 0º astigmatism, 
45º astigmatism (oblique astigmatism) and coma in terms of the orthonormal Zernike 
coefficients Z11, Z6, Z5 and Z7 respectively. The modulation transfer function (MTF), spot 
diagrams and wavefront maps are calculated to provide a complete overview of the lens 
performance. 
4.6.1 Setup and mesh details 
Differently from the previous works, where only one electrode was used, we employ 
here a grid of one hundred square electrodes (small red squares in Fig. 4.14) on the top plate. 
Each electrode is 80×80 μm2 in size with a gap of 20 μm in between. The grid is centered on 
top of the aperture, covering the entire surface of the lens as depicted in Fig. 4.14(b). 
 
Fig. 4.14: (a) Image of the simulation domain with a sliced computational mesh. (b) 
Sketch of the top view showing the position of the aperture (dashed line) with respect to 
the top plate. 
The characteristics of the mesh are the same as the ones presented in Section 4.5.1, 
where we used a full three-dimensional domain with a dynamic meshing tool to reduce the 
interface width. In this case, we have made three extra refinements on the top boundary to 
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delimit a thin layer between each electrode, where the minimum control volume length 
corresponds to 0.2% of the total length on the top boundary. 
4.6.2 Specific boundary conditions 
The shape of the lens is affected by the boundary condition set for the voltage on each 
electrode and by the applied hydrostatic pressure. For an array of 10×10 electrodes, this gives 
rise to a (100+1)-dimensional parameter space. For the present study, we limit ourselves to a 
series of patterns to address the electrodes, as represented in the left column of Fig. 4.15 (see 
next Section). The patterns are chosen to (primarily) excite specific aberrations, namely 
spherical aberration, astigmatism and coma. Red color of the electrodes indicates the location 
of the maximum applied voltage 𝑈𝑒𝑚𝑎𝑥. Since the electric field distribution is calculated 
based on the voltage distribution, to avoid a non-uniform electric field distribution, the top 
electrodes cannot be floating and neither grounded. Therefore, all of them must be activated at 
the same time. Abrupt changes around 𝑈𝑒𝑚𝑎𝑥 were avoided by reducing the voltage of 
neighboring electrodes in two steps of 100 volts (e.g. 𝑈𝑒𝑚𝑎𝑥 to (𝑈𝑒𝑚𝑎𝑥 − 100) to (𝑈𝑒𝑚𝑎𝑥 −
200)). The middle plate and the aqueous phase are kept grounded. For the gaps between the 
electrodes and its surroundings we use a Neumann boundary condition to generate a diffusive 
distribution of the voltage on the top plate that smoothly decreases with the distance of the 
electrodes (see the left column of Fig. 4.15). 
4.6.3 Results 
Fig. 4.15 depicts the response of the lens for four different electrodes excitation patterns 
(left column) considering 𝑈𝑒𝑚𝑎𝑥 = 400 V and 𝑃ℎ = 30 Pa. The middle column shows the 
perpendicular lens profiles normalized by the radius of the aperture and the right column 
depicts the corresponding spot diagrams. In Fig. 4.15(a) all electrodes were activated with the 
same voltage. Simultaneous actuation of all electrodes allows us to deform the lens into an 
aspherical shape keeping its orthogonal symmetry as presented in the profiles plot. This 
configuration already showed to be an effective method to tune spherical aberration 
(MISHRA et al., 2014; MISHRA; MUGELE, 2016). The difference from other studies, 
however, is in the finite electrode size used here. Due to the square geometry of the electrodes 
grid, a non-rotationally symmetric spot diagram is obtained (right column of Fig. 4.15(a)). 
This suggests that the system generates, even if negligible, a small amount of astigmatism. 
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Still, one can observe that the spot diagram lies almost entirely within the airy disc (black 
circles in the right column of Fig. 4.15), showing that, in this case, the system is diffraction-
limited. 
 
Fig. 4.15: Left column: simulated actuation patterns aiming at (a) spherical aberration 
Z11, (b) astigmatism Z6, (c) 45º astigmatism Z5 and (d) coma Z7. Middle column: 
corresponding equilibrated surface profiles in perpendicular planes. The inset exhibit the 
details of the curves; Right column: corresponding spot diagrams. The black circle 
represents the airy disc. 
By setting the maximum voltage on a stripe-shaped pattern, as considered in Fig. 
4.15(b) and (c), one can break the symmetry of the lens generating two different profiles in 
orthogonal directions: one parallel and the other perpendicular to the stripe (as presented in 
Section 4.5). Evidently the rays start spanning in one direction outside the airy disc once an 
astigmatic aberrated wavefront is generated, showing a degradation in the image quality. 
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Tunable coma, still has not been studied in liquid lenses due to the difficulty in 
dislocating the apex of the lens with respect to the optical axis. In our design, tunable coma 
can be achieved by exciting the electrodes with a non-centrosymmetric pattern. To do so, we 
apply the maximum voltage in a rectangular array of electrodes located in an off-center 
position, as shown in Fig. 4.15(d). The induced comatic aberration is depicted by the shifted 
profile of the lens (where the dashed line on the inset represents the optical axis). Similarly to 
the astigmatic result, the image spot lies outside the airy disc, but in this case it is 
concentrated in one side of the image plane as expected for a comatic lens. 
The profiles and the responses achieved by our design show that, by defining different 
electrode patterns, electrically actuated liquid lenses can be deformed into different shapes. 
The performance and the tuning range of each lens were then investigated. The optical 
analysis of all four configurations was made by considering the combinations of three 
maximum voltages 𝑼𝒆𝒎𝒂𝒙 (200 V, 300 V and 400 V) with three initial hydrostatic pressures 
(10 Pa, 30 Pa and 50 Pa). 
 
Fig. 4.16: Results of spherical aberration tuning: (a) MTF plots. The black line 
represents the diffraction-limited curve. (b) Wavefront map for 50 Pa and Uemax = 200 V. 
(c) Zernike coefficients. 
At zero voltage, the lens assumes a spherical cap shape with a radius of curvature R, as 
required by the balance of the Laplace pressure and the hydrostatic pressure. As the latter 
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increases, the initial value of R decreases. Consequently, the focal length decreases, which in 
turn enhances the spherical aberration at fixed aperture. As we increase the voltage, the 
spherical aberration is compensated by the aspherical shape generated on the lens. Fig. 4.16 
shows the results for spherical aberration tuning using the electrode excitation pattern 
presented in Fig. 4.15(a). The predominantly spherically aberrated wavefront generated by a 
hydrostatic pressure of 50 Pa and 200 V can be observed in Fig. 4.16(b). The MTF plots from 
Fig. 4.16(a) illustrate the variation in the optical performance as the voltage is applied. 
Initially, due to a large curvature of the liquid meniscus, the lens has considerable spherical 
aberration, which characterizes a larger deviation from the diffraction-limited black curve. For 
30 Pa and 400 V the spherical aberration is almost entirely suppressed. The Zernike 
coefficients plotted in Fig. 4.16(c) reinforce this observation 
Actuating the electrodes on a stripe-shaped pattern allows us to excite astigmatism 
along arbitrary directions. To show the flexibility of the proposed design we present the 
results for two cases of astigmatism: 0º astigmatism and 45º astigmatism (oblique 
astigmatism). 
 
Fig. 4.17: Results of 0º astigmatism tuning: (a) MTF plots. The black line represents the 
diffraction-limited curve. (b) Wavefront map for 30 Pa and Uemax = 400 V. (c) Zernike 
coefficients. 
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Fig. 4.17 shows the optical response of the lens when the horizontal stripe pattern of 
Fig. 4.15(b) is considered. The latter produces a closer paraxial focal length on the tangential 
plane (z-y plane) generating negative values of astigmatism (0º astigmatism). The difference 
between the profiles of the lens is also emphasized on the MTF plots of Fig. 4.17(a). This is 
also clearly manifested in the wavefront map as shown in Fig. 4.17(b). The latter resembles to 
a characteristic Zernike mode corresponding to an astigmatic wavefront shape (see 
(LAKSHMINARAYANAN; FLECK, 2011)). Furthermore, the wavefront map shows not 
only the effect of astigmatism but rather a superposition of all aberrations, for the present 
case, primarily astigmatism and spherical aberration. The aberrations generated by the lens 
were quantified through the Zernike coefficients shown in Fig. 4.17(c). Although in most 
cases the wavefront is dominated by spherical aberration, we can clearly observe that the 
targeted coefficient Z6 related to astigmatism increases with increasing the voltage for each 
applied pressure. These trends are consistent with the results from previous section using a 
single stripe electrode.  
 
Fig. 4.18: Results of 45º astigmatism tuning: (a) MTF plots. The black line represents the 
diffraction-limited curve. (b) Wavefront map for 30 Pa and Uemax = 400 V. (c) Zernike 
coefficients. 
Similar observations can be made when we rotate the stripe pattern in 45º as depicted in 
Fig. 4.15(c). However, in this case, the MTF plots of Fig. 4.18(a) show that symmetry is 
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retained in the tangential and sagittal planes, demonstrating that both types of astigmatism can 
be tuned independently from each other. 
Besides 45º astigmatism, the wavefront map of Fig. 4.18(b) also depicts the presence of 
positive spherical aberration. Indeed, in all cases shown here, spherical aberration is presented 
in our system as visualized in Fig. 4.18(c). Moreover, the Z11 coefficient behaves in a non-
monotonically manner with the voltage showing that other configurations, rather than a plane 
electrode, have different effects on the overall asphericity of the lens. 
To tune coma in liquid lenses, the apex of the lens needs to be decentered. Like for all 
the other aberrations, there are many ways of combining the electrodes to achieve this goal. 
Due to the lack of studies regarding decentered liquid lenses, we started by showing the effect 
of five different configurations with decentered patterns (Fig. 4.19(a)) intended to generate 
positive vertical coma (Z7). First, it is interesting to evaluate the tuning range of the 
aberrations. Thus, to produce highly aberrated wavefronts, we disregard the hydrostatic 
pressure and use 700 V as the maximum applied voltage. Considering our setup, where H = 1, 
this voltage is almost at the threshold between stable and unstable regions. Therefore, the 
aberrations are also expected to be strong in this limit. 
 
Fig. 4.19: (a) Decentered configurations used to produce vertical positive coma. (b) 
Effect of each configuration on the Zernike coefficients considering Uemax = 700 V and 
zero applied pressure. The inset shows a zoom on the Z6 astigmatism coefficient. 
We observe from Fig. 4.19(b) that mainly three aberrations are affected by the applied 
voltage: Z6, Z7 and Z11. Negative spherical aberration is the most predominant one, because 
these lenses are highly aspherical due to the lack of a hydrostatic pressure. Moreover, due to 
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its non-symmetric nature, decentered electrode patterns will always generate astigmatism as 
well. For applications purpose, like increasing the field of view, one would like to reduce the 
aberrations of off-axis objects as maximum as possible (POTSAID; BELLOUARD; WEN, 
2005). In that sense, the first pattern could produce less astigmatism when compared to the 
other patterns, but keeping the coma in a relatively large tuning range (around 0.25 waves). 
So, we evaluated the effect of the combination of different values of Uemax with different 
pressures using the first pattern. 
Indeed, astigmatism is inherent in the comatic lens as depicted by the divergence 
between the tangential and sagittal curves in the MTF plots of Fig. 4.20(a). The wavefront 
map, for the case of 30 Pa and 400 V (Fig. 4.20(b)), also shows the asymmetric characteristic 
of the lens including the presence of spherical aberration. As observed in the astigmatism 
results, the value of Z7 increases monotonically with the voltage, but in this case, it increases 
with the pressure as well. Interestingly is that, for 30 Pa and 300 V, we could reach a value of 
0.058 waves for coma with both coefficients Z6 the Z11 almost entirely suppressed as shown 
in Fig. 4.20(c), approaching the characteristics of a nearly pure comatic lens. 
 
Fig. 4.20: Results of vertical coma Z7 tuning using the excitation pattern 1 from Fig. 
4.19(a): (a) MTF plots. The black line represents the diffraction-limited curve. (b) 
Wavefront map for 30 Pa and Uemax = 400 V. (c) Zernike coefficients. 
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An increase in the tunable ranges of specific aberrations with increasing the voltage was 
observed for all cases presented in this section. Although most of the results showed a 
predominant effect of spherical aberration, the non-linear response of the latter with the 
applied voltage for excitation patterns different from the planar one (i.e. Fig. 4.15(a)) suggests 
that there might be a combination of pressure and voltages in which we can excite some 
specific aberrations with a low cross talk with the other ones. This idea is supported by the 
results presented in Fig. 4.20, for example, where we could reach a tuning range of Z7 of 0.06 
waves with low values of Z11 and Z6. A similar observation was made in Fig. 4.17, where, 
for 30 Pa and 400 V, a value of Z6 of 0.058 waves was reached by keeping Z11 lower than 
0.02 waves. Of course that, due to the large degree of freedom of our design, further 
investigation of the effects of other patterns and parameters still needs to be done in order to 
draw additional conclusions. 
4.7 Summary 
In this chapter, we showed that by using position dependent electric forces we can 
change the shape of pinned liquid lenses with circular aperture. We started by demonstrating 
that cylindrical lenses can be produced when a stripe-shaped electrode is used. With several 
combinations of pressures and voltages, different ranges of astigmatism and focal lengths 
were achieved. Moreover, we observed that the focal length is mostly influenced by the 
applied pressure while the degree of astigmatism is mostly influenced by the applied voltage. 
Then, using one hundred electrodes that could be individually addressed, we 
demonstrated that aspherical, cylindrical and decentered shapes can be produced. This 
allowed us to tune different aberration, e.g. spherical aberration, astigmatism and coma. We 





In the present study, we showed, by means of numerical simulations, that the electric 
field can efficiently manipulate the shape of liquid interfaces. We based our simulations on 
two different problems that had not yet been studied from a numerical point of view. 
The first and more general case concerns the deformation and breakup of Newtonian 
and viscoelastic droplets inserted in a uniform electric field. Two analytical solutions were 
developed to describe the shear and elongational rates in terms of the electric field strength. 
We observed that both shear-thinning and strain-hardening effects influence the droplet 
deformation in a way that the maximum deformation of viscoelastic droplets is, most of the 
time, smaller than the Newtonian one. This difference is less pronounced when no breakup 
occurs. The elastic characteristic of viscoelastic fluids also influences the degree of 
deformation. However, the complex relation between the viscous (shear-thinning and strain-
hardening) and the elastic aspects of extensional rheology makes it difficult a more rigorous 
analysis of the results obtained in this problem. One option is to study the deformation of 
Boger fluids, i.e. elastic fluids that have a constant viscosity. This would give us another 
insight into purely elastic behavior with respect to the droplet deformation. Therefore, 
additional studies are still required. Nevertheless, the results presented in this thesis 
complement the previous studies and can help in the development of new applications related 
to electrohydrodynamics of viscoelastic fluids. 
For the second case, we have extended previous concepts of electric field actuated 
optofluidic lenses to show that liquid lenses can be tuned into different shapes without the 
need of non-circular apertures, mechanical actuation or premolded membranes. Despite the 
large voltages required to deform the lens, this is the first liquid lens system capable of 
dynamically tuning several aberrations, especially if we consider coma aberration, which has 
never been presented in the literature. Thus, our simulations provide a setup with a relatively 
high range of results that can be used as baseline results for future experiments and 
equipments. Moreover, since our design is based on previous experiments, ideas and details 
for producing such a setup are also provided. 
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The methods and the models used in this study does not require any restriction 
concerning the electrical properties of the fluids neither to their viscoelastic nature and it is 
applicable to one and two-phase systems. Therefore, it can be used for the study of other 
relevant problems such as the characterization of the Taylor cone transition in both 
electrospinning and electrospraying as well as problems in which charge conduction and 
convection also play an important role. 
5.1 Future studies 
As suggestions for future studies it would be interesting to evaluate the influence of 
different viscoelastic models on the deformation of the droplets. Using the model for a Boger 
fluid, for example, one can avoid the influence of the shear-thinning/strain-hardening 
behavior on the deformation magnitude and thus observe only the influence of the elastic 
property of the fluid. This would be interesting to quantify how does a change in the viscosity 
really affect the deformation of viscoelastic fluids. The use of viscoelastic mediums is also a 
second suggestion. However, the inclusion of this feature would greatly increase the 
complexity of the problem. 
On the lenses side, it would be interesting to test different geometries for the electrodes 
(such as hexagonal electrodes, for example) in order to approach the circular symmetry of the 
aperture. With the choice of an ideal electrode geometry, one could think of a way to optimize 
the numerical simulation by dynamically connecting both software’s (OpnFOAM and 
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