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ABSTRACT 
The Ceslro and HGlder operators of order 2 are equivalent as summability methods. However, 
their spectra as operators on the null sequences are shown to be distinct, the spectrum of (C.2) being 
a proper subset of the spectrum of (H.2). 
1. INTRODUCTION 
For any complex sequence x = (xk) = (x0, xi , . .,) the familiar operator of 
arithmetic means or (C, 1) summability is given by 
Denote by I, the Banach space of all bounded sequences; by c and co the clos- 
ed subspaces of convergent and null sequences respectively, with llxl] = suplxkl . 
By B(Y) we denote the space of bounded linear operators on any normed space 
Y. If Y denotes any one of lm, c, co then we see that Ci E B( Y) and 11 C, II = 1. 
It has been shown by Reade [3] that the spectrum of C, l B(co) is 
a(C,;c,)={~EC:I~-~II~}. 
Thus, if C: is the composition of Ci with itself, a standard theorem shows that 
the spectrum of Cf E B(co) is 
o(Cf; co) = {P: IA-3 1 I i}, 
which is a cardioid, determined by the outer curve in figure 1, below. 
Fig. 1. 
Now the operator C: is nothing but the operator determined by the Holder 
matrix (H, 2) of order 2; see for example Hardy [l] or Widder [4], where it is 
shown also that (H, 2) is equivalent, in the sense of summability to the Cesaro 
matrix (C, 2) of order 2. That is to say that if x,, --f 1(H, 2) then x, + 1(C, 2) and 
conversely. 
Although the operators associated with (H,2) and (C,2) matrices are thus 
equivalent as summability methods they are not of course identical, and it is 
the purpose of the present work to determine the spectrum of the operator C, 
associated with the (C,2) matrix and compare it with that of Cf which is 
associated with the (H,2) matrix. We shall see that a(C2; cO) is of cardioidal 
type but that it is a proper subset of o(Cf; co). Geometrically, o(C2; cO) is 
determined by the inner curve in figure 1 above. 
We recall that the (C, a) matrix of order o > 0 is (Q) where 
a,,=Fl;:;//l; (Oskrn) 
a nk = 0 (k > n), 
where we define 
A,a= 1; A:: = ((Y+l)(a+2)...(a+n)/n! 
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for n 11. Thus the C, operator associated with the (C, 2) matrix is given by 
(2) c*x = ( 
2 n 
c (n+l-k)Xk . 
(n+l)(n+2) k=0 > 
It is immediate from (2) that C, E &I,) with 11 Cl11 = 1 and likewise C, E B(cJ 
with (I C,ll = 1. 
2. HAUSDORFF OPERATORS 
In order to characterize the spectrum a(Cz; c,,) we shall express C, -AI, 
where I is the identity operator, as a Hausdorff operator HP for a suitable 
complex sequence (P,) = (P,,, pi, . . .). Th is enables the inverse of C, - AZ to be 
determined, subject to appropriate restrictions on I; a(&~,,) being the set of 
all complex A for which C, -AZ is not invertible, 
Below we give those properties of Hausdorff operators that we need. Most 
of these properties may be found in Hardy [l], Chapter XI. 
Let (A) = (~0, . . . ) be a given complex sequence and let s be the space of all 
complex sequences x = (x,) = (x0, xi, . . . ). We define operators p, A, 6 on s into 
itself by 
PX = (&lx,); Ax = (x,-x,+& 
dx=(~O(-l)~(;)x*) =(x0,x0-x,,...). 
The Hausdorff operator HP is defined to be 
HN = 6@. 
Since 6* = I it follows readily that 
(3) HpHv = H,,H, = Hyp 
and that 
H,,x = ( i h,,k.+), 
k=O 
with 
(4) hnk = 
0 
; (d”-k,dk, 
from which we note that h,, =p,, . 
We shall employ the following lemma. 
2.1. LEMMA. If Y denotes any one of I,, c, co and if HP is an invertible ele- 
ment of B(Y) then ,u,, # 0 for all n 2 0 and the inverse of HP is H,,, , where we 
define (l/~)x=(x,/p,). 
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PROOF. There exists TE B( Y) such that HP T= Z, whence for all n L 0 and all 
XEC,: 
i h,dTW~ = xn. 
k=O 
Choosing x = (1, 0, 0, 0, . . . j and n = 0 we obtain 1 = h,( Txjo = po( Txjo , so ,u~ # 0. 
Then, with x= (0, l,O,O, . ..j and n =0 we find that (Tx)~ =O. Putting n = 1: 
h,o(Wo +pi(Tx)i = 1, 
whence pul #O, etc. Thus the operator H,,p is well-defined and (3) implies that 
HpHI,p = H,,,H, =I, which completes the proof. 
Theorem 2.2 below is essentially due to Hausdorff [2]. As usual we say that 
(p,) is a moment sequence if and only if there exists gEBV[O, 11, i.e. g: 
[0, l] -+ C is a function of bounded variation on [0, 11, such that 
p,=jl”dg(f) for n=O,l,.... 
2.2. 
(i) 
(ii) 
(iii) 
(iv) 
(II) 
(v) 
(vi) 
THEOREM. (I) The assertions (i), (ii), (iii) and (iv) are equivalent: 
H,EB(Z,), 
HP l B(c), 
sup, C;=, I& < 03, 
(~4~) is a moment sequence. 
The assertions (v) and (vi) are equivalent: 
H,EB(co), 
(p,,) is a moment sequence, with g continuous at t=O. 
3. SPECTRUMOFC2 
In this section we prove that a(C,; co), the spectrum of C, E B(co), is 
where we take the principal value of the square root and Re(z) denotes the real 
part of z. First we prove: 
3.1. THEOREM. If A E C is such that 
(5) 
then C,--AZ is an invertible element of B(co). 
PROOF. Certainly Iz = -8 satisfies (5), and since l/C,ll= 1 we have 
o(C*; co) c S]O, 11, 
whence -8 E \ o(C2; co), so C, + 81 is invertible. 
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Now suppose that A # -8 and let us define a and /I by 
(8) Za=-3+E; 2P=-3-E. 
If a=P then A = -8, contrary to supposition, whence a#/l. By (5) we have 
Re(a) < 0, and since we are taking the principal value of the square root we also 
have Re(j?) < 0. 
We next define a function g : [0, l] -+ C by 
(7) 
-t-a t-8 
g(t) = ~ ~ 
a(a-B) + P(a-P)’ 
Then 
i t”dg(t) = 
0 
& g,.{tF’- t-p-‘}dt 
1 1 
= (n-@(n-P) = n2+3n+2-2A-’ ’ 
on applying the definitions of a and Z3. 
Now we may regard Cl-AZ as the Hausdorff method HP with 
2 
(8) -A = 
2 - A(n + l)(n + 2) 
Pn = (n + l)(n + 2) (n+l)(n+2) . 
It follows readily by (5) that ,u,, #O for all n20, and so 
(9) 
1 
1 1 2 -= _-- 
PII A A2(n2+3n+2-21-l) 
= - ; - $ it”dg(t). 
0 
Since Re(a) < 0 and Re(fl) < 0 it is clear from (7) that g E BI/[O, l] and that g is 
continuous at 0, whence by Theorem 2.2 we have H,,, E B(q). But HP H,, = 
=HI,pHp=Z, which completes the proof. 
Next we prove the converse of Theorem 3.1. 
3.2. THEOREM. If C2-AZ is an invertible element of B(c,) then (5) holds. 
PROOF. We have C2 - AZ= HP invertible with &, given by (8). By Lemma 2.1 
Z.I, # 0 for all n 2 0, and since C, is clearly not invertible we have A # 0. Hence 
the inverse of HP is H,,, where l/pu, may be written as in (9). 
Write n2+3n+2-21-‘=(n-a)@-P) with a, pas in (6). In case a=/3 we 
have Rem = 0 which implies (5). Suppose then that a#/3, whence 
b 
(10) A+$- 
Pu, n-a 
with 0=-l/A; b=2/A2(a-P). 
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Since Hi,, E B(c,) there is, by Theorem 2.2, g E BV[O, I] such that 
(11) L = jt”dg(r), for n = 41, . . . . 
P” 0 
Let us suppose, if possible, that Re(cr)zO. Then Re(-/I)? 3. Now define 
functions f and h as follows: 
f(t) = 0 (0 It< l), f(1) = a; 
h(t) = -b@//l (0 I f I 1). 
Then f and h are of bounded variation on [O, l] and are continuous at 0. Thus 
by (10) and (11) we have 
b 
- =it”d(f+h-g). 
n-a o 
But f+ h - g E BV[O, 11, so that (v,) : = (1 /(n - CY)) is a moment sequence, which 
implies 
(12) i n 0 k=O k l(d”-kv),l I M 
for some constant M and for n = 0, 1, . . . . 
After some reduction we find that (12) may be written as 
n m+l) lr(k-@I I M  
,?, T(k+l) IT(n+l-a)/ ’ 
Since 
Un+z+l) _ nt 
T(n+l) 
there exists a natural number p such that 
for some constant H and for all n >p. 
If Re(a) = 0 then (13) is contrary to the fact 
Re(a) > 0 then C,“=, k-‘-Re(a) converges and 
obtain a contradiction from (13), whence we 
equivalent to (5). This completes the proof. 
that C,“=, k-’ diverges; and if 
n-Re(a) --f 0 (n -+ co). Again we 
must have Re(cr)<O, which is 
Immediately from Theorems 3.1 and 3.2 we find the spectrum a(&; co). 
Moreover, by examination of the proofs of those theorems we see also that 
a(C*; I,) = a(C,; c) = a(C*; co). 
82 
Thus we have: 
3.3. THEOREM. The spectra a(C,; I,), a(C,; c) and a(&; cc) are all equal 
to 
4. COMPARISON OF SPECTRA 
In section 1 we noted that 
a(C:;co)={P: \A-+1 I+}. 
By Theorem 3.3 we have 
o(Cz;c0)=-Q:ReEz3). 
The relation between these spectra is given by: 
4.1. THEOREM. With strict inclusion we have 
o(C*; co) c OK:; ccl). 
PROOF. Let ,l E a(C,; cc). The case A = 0 being trivial we suppose 1 =x+ iy Z 
#0, with x and y real. Write 
8x 
s=l+ 
-8~ 
x2+y2 
and t = ~ 
x2+y2’ 
Then Rem 13, which implies s+~=L 18, whence t2+36s- 1g220. 
Consequently, we have 
(14) 2y2 - 9(x2 + y2)2 + 9x(x2 + y2) 10. 
Now write w = ~6. Then /w- f 1 I + is equivalent to 
dm I Rem, 
which is equivalent to 
(15) 4(x2 + y2)2 - 4x(x2 + y2) - y2 I 0. 
Multiplying (15) by 9/4 and comparing with (14) our inclusion follows. The in- 
clusion is strict since, for example, 
but 
E &; cc) 
Refm < 3. 
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In figure 1 above the set o(C:; cO) is determined by the outer curve, which 
meets the imaginary axis at the points + i/2. The set a(C,; cO) is determined’by 
the inner curve, which meets the imaginary axis at the points + (i@)/3. 
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