Using the sample of long Gamma-ray bursts detected by Swift-BAT before June 2007, we measure the log N-log P distribution of the Swift bursts. Compared with the BATSE sample, we find that the two distributions are consistent after correcting the bandpass difference suggesting that the two instruments are sampling the same population of bursts. We also compare the log N-log P distributions for sub-samples of the Swift bursts, and find evidence for a deficit (99.75% confident) of dark bursts at high peak flux levels suggesting different redshift or γ-ray luminosity distributions. The consistency between the log Nlog P distributions for the optically detected bursts with and without redshift measurements indicates that the current sample of the Swift bursts with redshift measurements, although selected heterogeneously, represents a fare sample of the none-dark bursts. We calculate the luminosity functions of this sample in two redshift bins (z < 1 and z ≥ 1), and find a broken power-law is needed to fit the low redshift bin, where dN/dL ∝ L −1.30±0.06 at the high luminosity range (L peak > 5 × 10 48 erg s −1 ) and dN/dL ∝ L −2.5±0.3 at the low luminosity end confirming the existence of a population of low luminosity GRBs. For the high redshift bin, the normalization of the luminosity function is not higher than the low redshift counterpart challenging the hypothesis that GRB rate follows the star formation rate.
Introduction
The log N-log P distribution is useful to study the source population, especially when the redshifts of the sources are not measured. In the GRB field, extensive studies have been applied to the BATSE GRB sample which contains more than 2,000 bursts. This sample was first used to demonstrate the cosmological nature of the bursts (e.g., Fenimore et al. 1993; Pendleton et al. 1996) , and then used to constrain the GRB population (e.g., Kommers et al. 2000; Lin et al. 2004; Guetta et al. 2005; Dai & Zhang 2005) , though many assumed that GRB rate follows the star formation rate in the analyses. Since the launch of Swift (Gehrels et al. 2004 ), a decent sample of the Swift-BAT bursts are accumulated. It is desirable to compare the two samples and test whether the two instruments sample the same population of bursts, which should not be a priori since the two instruments have different band passes and sensitivities. It is possible that Swift is more sensitive to soft bursts (Band 2006) . Moreover, there is still a large number of bursts without redshift measurements, e.g., dark bursts, and the log N-log P distribution provides a means to study the source population besides using pseudo-redshifts derived from spectral or timing properties (e.g., Norris 2002) .
The fraction of the Swift bursts with redshift measurements has increased significantly compared to the BATSE bursts. Although selected heterogeneously, it is temping to measure the luminosity function of the Swift bursts using this sample (e.g., Liang et al. 2007 ). Besides issues with the redshift selection, the Swift trigger efficiency has not been well studied, which presents an additional difficulty. We show that by studying the log N-log P distributions of the Swift and BATSE bursts, we can justify the usage of the heterogeneous redshift sample and set certain detection thresholds for measuring the luminosity functions. We present the luminosity functions using the heterogeneous redshift sample, where we adopt a cosmology of H 0 = 70 km s −1 Mpc −1 , Ω m = 0.3, and Ω Λ = 0.7.
The Swift Burst Sample
We use the Swift-BAT GRB catalog published in Sakomoto et al. (2008) . The sample consists of 237 Swift bursts detected before 2007 June 16. All the bursts are triggered by the BAT instrument on board Swift. The Swift-BAT catalog contains a number of basic properties of the bursts such as the burst duration, spectral index, and peak photon flux in several bands. There are 229 bursts with measurements in peak photon flux in the 15-150 keV band, with a minimum value of 0.23 photon cm −2 s −1 . Within the 229 bursts, there are 210 bursts that can be identified as long bursts and 15 as short bursts, where we use a typical division line of T 90 = 2 s. In this paper, we focus on the 210 long bursts. We note that a correction factor f c = 1.05 is needed to calculate the total rate, since there are 237 bursts detected in total. To compare with the BATSE burst sample, we use the long BATSE bursts sample from Kommers et al. (2000) , where 2176 long GRBs were found including both online and off-line searches. Fig. 1. -The log N-log P distributions of the Swift bursts (thick solid line) and BATSE bursts (thin solid line). We use the Swift sample from Sakamoto et al. (2008) and the BATSE sample from Kommers et al. (2000) . The peak flux values of the BATSE bursts are corrected to the BAT band pass of 15-150 keV using an average correction factor of N 50−300 keV photon = 0.4 * N 15−150 keV photon . The KS test shows that the null probability that the two samples are drawn from the same distribution is 69%, which indicates that the BAT and BATSE instruments sample the same population of GRBs.
The log N-log P Distribution
We plot the log N-log P distributions of the Swift and BATSE bursts in Figure 1 . We use the > 50% coded field of view of 1.4 str for the BAT and a flight time of 2.49 yr until 2007 June 16 to calculate the burst rate for the Swift sample. For the BATSE sample, we adopt the values from Kommers et al. (2000) with T live,BAT SE = 1.33 × 10 8 s and a mean field of view of 0.67 * 4π str. We also need to correct the band pass difference between the BAT (15-150 keV) and BATSE (50-300 keV) instruments, where we use the spectral fits provided by Sakamoto et al. (2008) for the Swift sample. Using the simple power-law fits to the BAT spectra, which fit well for most Swift bursts (Sakamoto et al. 2008 ), we find a mean relation, N 50−300 keV photon = 0.4 * N 15−150 keV photon , which we use to correct the photon flux for the BATSE bursts. Figure 1 shows that the two distributions are quite consistent, and only small discrepancies with ∼ 1σ significance exist at high photon flux levels at f peak > 8 photon cm −2 s −1 . We perform a KS test to the two sample, and find that the null probability that the two samples are drawn from the same distribution is 69% (76% for the sub-samples with f peak > 8 photon cm −2 s −1 ). This result indicates that the BAT and BATSE instruments sample the same population of GRBs, though they have different band passes. We also convert the BAT photon flux to the BATSE band individually, and compare the two distributions in the BATSE band. We find consistent results, where the two distributions are not significantly different. We note that the detection limits of the two samples also match each other after the bandpass correction.
Comparison between Swift Sub-Samples
We compare the log N-log P distributions for sub-samples of the Swift bursts. First, we compare the first half and the second half of the Swift bursts separated by time, and find the two samples are consistent, suggesting that there is no significant degradation to the BAT detector. Next, we compare the distributions for bursts with or without redshift measurements or optical detections (Figure 2 ). There are 68 bursts with redshift measurements and optical afterglow detections, 48 with optical afterglow detections but without redshift measurements, and 94 without optical afterglow detections. The last category of bursts with no optical afterglow detections are the dark bursts, though a more rigorous definition uses an optical to X-ray threshold ratio to define this sample (Jakobsson et al. 2004) . In this paper, we use the simple definition of no optical detection for dark bursts. In most cases, we find no significant difference between the sub-samples based on the KS test probabilities (45% between samples with and without redshift measurements, 34% between samples with redshift measurements and dark bursts, and 24% between samples with redshift measurements Fig. 2. -Comparison between the log N-log P distributions for the Swift sub-samples. The solid line is for the Swift bursts with optical detections and redshift measurements, while the dashed line is for bursts with optical detections but without redshift measurements. The dotted line is for the dark bursts without optical detections. Although the KS test results show that all three sub-samples are consistent with KS probabilities of ∼ 35%, there is an indication that the dark bursts are under-populated at high peak flux levels. The KS test probability drops to 4% when we compare the high peak flux bursts (f peak > 5 photon cm −2 s −1 ) between the distributions for dark bursts and optically detected bursts. At even higher peak flux levels (f peak > 10 photon cm −2 s −1 ), the difference is more pronounced with a Poisson null probability of 0.25%. and without redshift measurements but with optical detections).
However, Figure 2 shows that there is an indication for a deficit of dark bursts at high peak flux levels compared to the bursts with optical afterglow detections. We test it by including a flux filter and select bursts with f peak > 5 photon cm −2 s −1 , and find that the KS probability that the dark bursts and bursts with optical detections are drawn from the same population is 4%. It seems that the deficit is more pronounced in the flux level at f peak > 10 photon cm −2 s −1 . Since the number of bursts detected in this regime is too small, and the KS test is no longer applicable, we use a simple Poisson argument instead. The null model is that the dark bursts follow the same distribution as the optically detected bursts, which predicts that the number of the dark bursts detected at f peak > 10 photon cm
is 8.2±0.8. This model prediction and the associated error-bar are obtained by using the normalization to align the two distributions at low flux levels. Since we only detected one dark burst with f peak > 10 photon cm −2 s −1 , the Poisson probability of detecting no more than one burst is 0.0025 for an expected value of 8.2. If we use the lower end of the model prediction (7.4), the corresponding probability is 0.0051. We argue that there is evidence that the dark bursts do not follow the log N-log P distribution of the optically detected bursts. It can be either a deficit of dark bursts at high peak flux levels or an over abundance of dark bursts at low flux levels. Future analysis including the whole Swift sample is needed to confirm the deficit of dark bursts at high peak flux levels.
Luminosity Function
The bursts with redshift measurements account for 59% of the bursts with optical afterglow detections. Figure 2 shows that the log N-log P distributions between the optically detected bursts with and without redshift measurements are quite similar. This suggests that the current redshift sample, although obtained heterogeneously, represents a fare sample of the bursts with optical afterglow detections. We compute the luminosity function (LF) of this sample using the 1/V max method (Schmidt 1968; Avni & Bahcall 1980) . We calculate the k-corrections using the power-law fit to the BAT spectra from Sakomoto et al. (2008), and use a detection limit of f peak = 0.25 photon cm −2 s −1 , the smallest value in the redshift sample (GRB 060218), to calculate the V max values. Since the log N-log P distribution of the Swift sample matches that of the BATSE sample when approaching the detection limits (Figure 1) , we use the trigger efficiency analysis of Kommers et al. (2000) to estimate the efficiency of the Swift triggers, and then assign weights to the Swift bursts with a maximum weight of 2. Using a maximum weight is a conservative approach to avoid huge correction factors at the low end of the peak flux levels, where the uncertainties of the efficiency analysis could be large.
We show the total LF and those in redshift bins of z < 1 and z ≥ 1 in Figure 3 , where we choose a bin size of 0.5 dex. We find that the LF for the lower redshift bin is consistent with the total LF. Comparing the LFs in the two redshift bins, there are deviations at L peak = 10 50−51 erg s −1 , where the LF in the z ≥ 1 bin is lower indicating LF evolution. In addition, since the star formation rate drops significantly below z = 1 (e.g., Hopkins & Beacom 2006) , if the GRB rate follows the star formation rate, we expect that the LF for the z ≥ 1 bin should have a higher normalization than that for z < 1 LF. This is opposite to the measurement, where none of the z ≥ 1 LF data is higher than that for the low redshift bin. While the LF for the high redshift bin is can be fit with a single power-law dN/dL ∝ L −0.81±0.20 , it is not adequate for the total LF and the LF for the low redshift bin with χ 2 /dof = 4.6 and 2.8, respectively. We add another power-law component at the low luminosity end, and fit the z < 1 LF. We find dN/dL ∝ L −2.5±0.3 at the low luminosity end and dN/dL ∝ L −1.30±0.06 at the high luminosity end (L peak > 5 × 10 48 erg s −1 ) with χ 2 /dof =1.3. The complete LF for the z < 1 bin is in Equation 1,
(1) We note that this LF does not include the contribution from the dark bursts. We need to multiply by a factor of 1.8 to include them; however, this may not be accurate since the dark bursts may have a different redshift or Gamma-ray luminosity distribution ( §3.1).
Discussion
We compare the log N-log P distributions for the Swift bursts and BATSE bursts, and find that they are consistent after correcting the bandpass differences. This confirms that the two instruments sample the same population of bursts, although they have different bandpasses. The KS test shows that the null probability that the two sample are drawn from the same distribution is 65%. While the KS test does not compare the normalizations of the distributions, we can compare them directly since the field of view and observing time of the two samples are measured. We find the normalizations of the two distributions are also consistent. Indirect comparison between the Swift and BATSE sample has been performed by Virgili et al. (2009) , who found the two samples are consistent with the same theoretical model.
We also compare the log N-log P distributions for the sub-samples of the Swift bursts Fig. 3. -The luminosity function of the Swift bursts with redshift measurements. The data for the z < 1 and z ≥ 1 bins are slightly shifted for clarity. The dashed dotted line is a broken power-law fit to the z < 1 LF.
with or without optical afterglow detections or redshift measurements. We find them to be broadly consistent. However, at the high peak flux regime (f peak > 5 photon cm −2 s −1 ), we find an indication that there is a deficit (96% confident) of "dark bursts". This deficit is more evident at f peak > 10 photon cm −2 s −1 , where we find the effect is significant at the 99.75% confidence level. This result can be tested with a larger Swift sample in the near future. A comparison between the log N-log P distributions for dark bursts and optically bright bursts can place important constraints on the origin of the dark bursts. There are several models proposed for the dark bursts. They can be bursts with large intrinsic or foreground optical extinction (e.g., Taylor et al. 1998; Djorgovski et al. 2001; Fynbo et al. 2001) , have intrinsic faint optical afterglows (e.g., Groot et al. 1998a; Frail et al. 1999) , exist in extremely high redshifts where the Lyman break lands in the optical (e.g., Groot et al. 1998b; Fynbo et al. 2001) , or a combination of several origins mentioned above. A different Gamma-ray luminosity distribution or redshift distribution is needed to interpret the difference in the log N-log P distributions. Since the Gamma-ray/hard X-ray flux is not sensitive to the ISM absorption, the hypotheses with optical extinction or intrinsic optical faintness predict that the log N-log P distributions should have a similar shape between dark and optically detected bursts. For the high redshift scenario, it is possible to have a different shape for the log N-log P distribution of the dark bursts. Therefore, the deficit of the dark burst at high flux levels suggests that a significant fraction of dark burst are from extreme high redshifts.
We measure the luminosity function of the Swift bursts using the sample with redshift measurements. Since the log N-log P distributions for the optically detected bursts with redshift measurements and those without are similar, we argue that the current sample of bursts with redshift measurement represents a fare sample of the total bursts with optically detected afterglows. In addition, the consistency between the log N-log P distributions of the Swift and BATSE sample enables us to using the triggering efficiency model for the BATSE sample to evaluate that of the Swift sample.
We find the luminosity function can be fit by a broken power-law with dN/dL ∝ L −2.5±0.3 at the low luminosity end, and dN/dL ∝ L −1.30±0.06 at the high luminosity end. We compare this result with previous measurements (Schmidt 2001; Norris 2002; Stern et al. 2002; Firmani et al. 2004; Guetta et al. 2005; Liang et al. 2007 ) and find a best match with the result from Liang et al. (2007) . The requirement for an additional component at the low luminosity end confirms the existence of a population of low luminosity GRB claimed by several studies (e.g., Cobb et al. 2006; Piran et al. 2006; Soderberg et al. 2006; Liang et al. 2007; Virgili et al. 2009 ). Although we model it as a power-law, it could be the tail of a Gaussian component. At the high luminosity range, the measured slope dN/dL ∝ L −1.30±0.06 is close to the prediction of the "quasi-universal Gaussian jet" (dN/dL ∝ L −1 , Zhang et al. 2004) . At the very high luminosity end (L peak > 10 51 erg s −1 ), the "quasi-universal Gaussian jet" predict dN/dL ∝ L −2 ), which cannot be tested with the current data.
Unlike many of the previous studies, we do not make any assumption on the GRB rate. Instead, we measured the average GRB luminosity function in a large redshift bin. Subsequent modeling can be performed by assuming certain GRB rates to constrain the luminosity function in more details, where uncertainties may arise since the usual assumption that the GRB rate follow the star formation rate may not be valid (e.g., Stanek et al. 2006) . Here, we find that the LF for the high redshift bin (z ≥ 1) does not have a higher normalization than that for the z < 1 LF, which also challenges the hypothesis that GRB rate follows the star formation rate.
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