One of the enterprises that has heavily adopted mobile technology today is the agriculture sector. Farmers and agro specialists can use their smartphones and tablets to easily communicate, advertise goods and services, as well as access agronomic data in soft-real time. The palpable barrier however is the mode of communication of these mobile devices, which is the use of wireless channels orthodoxly. As a result, agronomic mobile applications can experience bandwidth fluctuations and inefficient propagation of data in mobile cloud computing architectures. To address this issue, some existing works proposed a P2P synchronisation technique that is based on three algorithms namely: bloom filters, whole state data transfer, and exchange of deltas only. In this paper, we have totally redesigned and replaced the P2P synchronisations with the data-centric publish-subscribe model that improves the efficiency of the agronomic data synchronisation. As part of this research, a real-world agronomic mobile app is developed and tested where empirical evaluations show that the data-centric publish-subscribe approach is better in terms of latency optimisation in agronomic data management. The well-researched app is called FlagThis and it is available in the App store for free download by farmers and agro-experts.
Introduction
Mobile technology is pervasive and its importance is stressed across several enterprises. It is a common phenomenon today to see providers, consumers, and prosumers using mobile devices such as smartphones, tablets, notebooks, smart watches, and laptops as digital content delivery nodes. Farmers are among the top mobile users because they have to constantly move from one end to the other when on the field. In a crop field, mobile apps are able to provide farmers with handy and timely information that require calculations, assessment, weather events, and decision-making. The fact that today's mobile devices offer rich features such as storage and processing power coupled with support for heterogeneous networks enable farmers to accomplish certain crucial tasks with much ease (Meads et al., 2009; Zhang et al., 2011) .
In this regard, farmers can be supported with applications that can run on mobile devices as resident apps as well as distributed applications that involve mobile and cloud computing Pham et al., 2015) . For instance, applications that assists in calculating a liquid or dry fertiliser blend that meets fertility goals can be developed as a resident app that can run independently on the mobile. But, more complex agro-based applications that require say weather information, constant geographic information system (GIS) information, and third party data will have to be developed as a mobile distributed application. Source: Chuchra (2015) At the mobile application design level, mobile cloud computing can be adopted to support distributed mobile architectures Lomotey and Deters, 2014b) . There are several other benefits that can be derived from such architectures as outlined in Figure 1 . However, as mobile devices use wireless channels for data exchanges, bandwidth fluctuations can prevent smooth information dissemination. This can lead to stale data situations and requires synchronisation.
Agronomic data is heterogeneous as in structured, semi-structured, and unstructured. Structured data is well organised, schema-oriented, standardised, and well presented as seen in spreadsheets and relational databases. Unstructured data has varying formats, and schema-less while semi-structured data exhibits characteristics of both structured and unstructured data.
To synchronise data in distributed systems, several approaches have been proposed but the most dominant is the whole state transfer in a centralised server environment (Flores et al., 2011) . This means, the most authentic version of the data can be stored in a centralised database and other data consumers can access the database information as the most recent information state. However, there are times that peer-to-peer (P2P) communication is desired if we have to build network independent mobile applications for the agronomic data management. This can aid farmers to share information in a P2P fashion quickly and reliably.
The challenge however is that, there are not many studies on how to ensure efficient information transfer between mobile devices in P2P environments. Thus, a previous work in Lomotey et al. (2015) proposes key-value storage approaches that can be employed for the information storage. Furthermore, three different algorithms were put forward based on 1 bloom filters 2 whole state data transfer 3 transfer of updates only.
The proposed algorithms support the management of agronomic information in a P2P environment whereby farmers will not have to rely on Wi-Fi or 3.5/4/4.5 G networks but can equally use Bluetooth for data transfer. When the previous work was tested, it was determined that 1 the bloom filter algorithm searches through the key-value storage faster than the other two approaches 2 the exchange of deltas is most preferred for data exchanges with less bandwidth consumption 3 the whole state transfer requires more bandwidth consumption but the complexity is minimal which leads to low processing cost.
In the current work however, we have decided to explore the data-centric publishsubscribe (DCPS) model for agronomic mobile distributed application communication and integration. This aids our publishing services to stream the agronomic data directly to the mobile devices of the farmers that are interested in it. The proposed DCPS adopted the Bernoulli Process which aids in the probabilistic determination of success and failure predictions of likely interest of subscribers in certain agronomic information. Due to the flexibility of our design, farmers can act as both publishers and subscribers. As publishers, they can send agronomic data from their devices to the back-end and as subscribers, they can access any information of interest. The research is further implemented as a mobile app, called, SSCA FlagThis, and it is available for free download in the Apple Store. When the current work is evaluated, it is determined that:
• The DCPS model takes less time to detect update compared to the bloom filter technique.
• The DCPS has a higher transfer speed of the agronomic data.
• The DCPS is more accurate than the bloom filter with agronomic data streaming to interested farmers. However, the whole state transfer is more accurate than the DCPS.
The remaining sections of the paper are arranged as follows. Section 2 underscores the importance of mobile technology in agriculture as well as some reviews of works on data synchronisation, publish-subscribe, and DCPS. Section 3 describes the architectural design of our proposed system and synchronisation algorithms while the evaluation of the implementation is carried out in Section 4. The paper concludes in Section 5.
Background works

Mobile and agriculture
The adoption of mobile technology to enhance productivity in agriculture has been on the increase. The core advantages that mobile computing brings to agriculture are summarised in Table 1 as reproduced from http://www.vodafone.com/content/ dam/vodafone/about/sustainability/2011/pdf/connectedagri-culture.pdf. This includes: improving access to financial services, provision of agricultural information, improving data visibility for supply chain efficiency, and enhancing access to markets. Our work in this paper falls into the category of provision of agricultural information which includes the advantages of accessing information on the mobile platform. This is the case of offering ubiquitous agriculture information to farmers for quicker decision-making. Also, the advent of modern technologies such as cloud computing has impacted the agricultural sector positively with new opportunities for farmers (Hori et al., 2010) .
There are other literatures that suggest that the collaboration between mobile devices and agriculture mechanisation (including chemical usage education) has high prospects (Qiang et al., 2012) .
In terms of simplifying the storage of agriculture-related data, Kjaer (2008) proposed the adoption of a middleware platform for context data management. The proposed system enables the mobile device to read the contextual data and sends it to the middleware for reasoning. Li et al. (2007) further provide an overview of factors affecting the adoption of mobile commerce in agriculture. The researchers noted that mobile technologies can boost both commercialisation and productivity in agriculture. Moreover, Ntaliani et al. (2008) opined that mobile adoption in agriculture can lead to real time information delivery and improved emergency management. Pritchett (2008) proposes the use of an event-driven architecture as a simple means of determining consistency of resources that are stored on multiple hosts in a distributed system. The event notification mechanism informs clients about updates that are present within the system. The use of notification events between system components enabled the client or server to take an action based on the state of resources. The components in the distributed system also rely on event mechanisms to determine whether a particular host is dead or alive. Also, Sheng et al. (2004) report on building a personalisation app on a mobile device that takes into account a user's location and a user's service needs. The challenges faced with building the application were the constraints of mobile devices and how updates were sent to users based on their (users) needs in a wireless network. Sheng et al. (2004) use event notifications that monitor updates to event sources. There are events that listen to incoming requests from all subscribers and based on the user's location, another event is fired up that pushes the user subscription messages to the mobile client. By this approach, they successfully had a system that rendered personalised data and contextaware data to the client.
In addition, da Rocha et al. (2008) propose an event-based middleware approach for deploying ubiquitous context-aware application that achieves application transparency in a scalable distributed system. The paper explores publish/subscribe mechanism to manage events such as asynchronous communications and rendering personalised information to consumers. Subscribers use an API to register for the contextual events they want to receive. The event handler at each service host is tasked with delivering contextualise information to the registered consumer. The paper concludes that this approach enhances real-time delivery of information to the consumer.
An event-driven messaging architecture has been proposed by Li and Chou (2010) in RESTful web services that aid client consumers to receive message updates from the server. The events are: the client can register to receive a message from another client, the client can accept or reject a message, and the client can cancel a registration. All incoming messages have associated events that the client uses to determine its action. This style of event implementation ensures that messages and events are sent to only the intended recipients. This approach is different from the bi-directional two-way messaging system where messages are pushed to the client even if the client has not requested for it. Similar work by Stirbu (2010) focuses on enabling single app rendering on many devices with the same look and feel in device-aware context.
Data distribution service
Real-time access to information is desired in most enterprise information systems (EIS). This is to facilitate on-time and up-to-date message propagation. In most existing literature, the publish-subscribe (a.k.a., pub/sub) mechanism is proposed. The information dissemination in publish-subscribe systems is inherently asynchronous. The information provider and subscriber operate asynchronously through a dispatcher and disseminate update messages to all interested subscribers through one operation. In the basic model of a publish/subscribe system, both providers and subscribers are connected through a set of groups or channels through which subscribers register for the events of their interest. Upon receiving an event notification, the publisher propagates the event notifications (or update messages) to the respective subscribers.
As subscribers are not interested in all the events that are published by the provider, there are various ways that the subscriber can specify interest for a specific event. These variations have led to different subscription models that are currently seen in the publish/ subscribe environments. Two most widely used subscription schemes are the topic-based pub/sub and the context-based pub/sub schemes. In the former scheme, the subscribers register for notifications based on the topic or subject of the events corresponding to a particular group or a set of groups also known as a logical channel (Baldoni and Virgillito, 2006; Object Management Group, 2002; Eugster et al., 2003) . The content-based publish/subscribe scheme provides more flexibility to the subscriber by providing more control when subscribing for an event based on the actual content of that event (Heimbigne, 2003; Cugola et al., 2001) .
Moreover, the data distribution service (DSS) specification has been proposed to enable data-centric pub/sub (DCPS) communication model [26] . The applications that are deployed on the DCPS are expected to be highly efficient in terms of selective information dissemination. Furthermore, middlewares that are adopting the DCPS model can pre-allocate resources in order to reduce dynamic resource allocation.
Specific research challenges
In order to deploy an agronomic mobile app for efficient data management in a P2P environment, a number of key challenges need to be addressed:
• Algorithms: A major challenge is lack of existing techniques in key-value storages.
There is therefore the need to explore how efficient algorithms can be in mobile key-value storages.
• Cost of update detection and accuracy: There is the need to study the update detection rate and latency implications of any proposed technique since this is crucial for real-time message propagation to farmers. Also, what is the accuracy regarding update detection.
• Transfer speed: Which algorithms support faster message delivery.
The designed architecture
The overall architecture of the proposed mobile application, called FlagThis is illustrated in Figure 2 . This work is done in collaboration with the Saskatchewan Soil Conservation Association (SSCA). One of the goals of the proposed agronomic app is to quickly and easily communicate an action that is location-specific. The app works with mapping features, allowing users to flag a location that requires action (scouting for plant symptoms, draining standing water, fence repair, etc.). The first step is validating and recording the location using GPS coordinates. After taking multimedia inputs such as a picture and/or voice-recording instructions, the entry can be shared via e-mail. The recipient receives directions to the site, along with the image and the recording describing the required action. 
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The generic architecture comprises of the farmers and their devices, a cloud hosted middleware layer, and cloud-based database servers. In this system, the data which is captured (whether structured and/or unstructured) on the mobile can be synchronised across multiple devices of the farmer or uploaded into the cloud for further analysis. Uploading the files to the cloud enables other applications such as spray record calculation apps to access the content.
The focus of this paper is to detail the unique architectural design and the enhanced key-value synchronisation techniques proposed.
Overall architecture
The FlagThis app is a mobile distributed service with four major compartments namely: the crop field, the private cloud infrastructure, the agro-research team, and the software development (SD) support.
Crop field
This is the farm areas where the primary users (the farmers) are enabled to use the FlagThis app. The app can be used from anywhere but our reference to the crop field is to explain the idea that some features such as image capture has to be done from the farm. The farmers can also share agronomic data in a P2P fashion on the field via varied communication protocols such as Bluetooth and Wi-Fi. Some screenshots are shared in Figure 13 .
The specific communication algorithms proposed are discussed in later sections.
Private cloud
The private cloud is proposed to host most of the back-end logistics. The infrastructure-as-a-service (IaaS) facility is jointly owned by the University of Saskatchewan and the SSCA. The research team then deployed the software-as-a-service (SaaS) layer comprising of the entire back-end application on the IaaS. The back-end has a proposed middleware interface, built on the data-centric publish-subscribe model that will be discussed later. But the primary responsibility of the middleware is to coordinate the agronomic data synchronisation process between the mobile consumers and the database services. This is done through a Sync Policy.
The choice of database in this work is CouchDB since it supports structured, semi-structured, and unstructured data storage. This fits well with the agronomic data being generated and consumed.
The private cloud also hosts the web services component labelled, Agro-WS, which is the web APIs that the middleware uses to interact with the database. The Agro-WS ensures standards are adhered to regards the RESTful style of communication. The entire back-end application is then integrated into the Agro-ES, which is the agronomic enterprise system that hosts all projects from the SSCA. There are several inter-dependent database servers on this layer that serve individual requests from other applications.
User support
There are two groups supporting this research each with their project scope. We have the Agro Research Team and the SD Support.
The Agro Research Team supports the FlagThis project with the non-technical agronomic-related issues. All the requirements related to the farmers and the agriculture experts' needs are laid out by this team. Also, the 'think time' service is provided by this team through feedback monitoring. Feedback mostly comes from the app users' comments in the app store and contact screens provided in the app.
The SD Support team provides the technical sustenance for the FlagThis project. This team takes the non-technical requirements and translates them into the mobile artefact, which is deployed in the app store. The SD support includes the software design, analysis, integration, maintenance, and so on. Now that the overall architecture is explained, the upcoming sub-clauses will discuss the middleware design and the proposed key-value synchronisation techniques.
The DCPS middleware design
The middleware is proposed to ensure smooth integration between the mobile phase of the app and the back-end. The middleware, which is proposed as a data-centric publish-subscribe (DCPS) model, is a SaaS layer. The internal design of the middleware is shown in Figure 3 . There are two types of users of the system based on usage needs -the Publishers (those who create new updates) and the Subscribers (those who read the updates). Publishers can write messages which are delivered to the subscribers if the latter registers for such messages of interest. All messages created are called topics. These messages represent all data types in the system including multimedia and text.
The Data Object component represents the data which is delivered to the subscriber based on the topics availability.
The QoS Policy component is responsible for the coordination of the agronomic transactions such as topic publication, message delivery, and user notifications. The topics which are potentially propagated are created using the create operations on the Domain layer. The interaction mode between the system components is asynchronous. Though the DCPS can support the synchronous communication mode, we opted for the asynchronous communication so that the information process flow is not terminated when the network is interrupted. In wireless networks, the connection fluctuates so the asynchronous communication allows us to push and receive information anytime there is connectivity. The various data propagation algorithms for the key-value data storage are built based on the asynchronous communication.
Bloom filter
The Bloom Filter is a probabilistic data structure used to test whether an element is a member of a set (Bloom, 1970) . The methodology achieves small space requirement by allowing false positive (FP) in its query operations. Due to low space requirement and constant look up time, it is widely used in situations where storage is limited and some FP is acceptable or controllable. A Bloom Filter has two components:
• A m-bit array 1 To add an element a hash the element using the k hash functions b set the bit at k hash values.
2 To query if an element is in the set a hash the element using the k hash functions b if every k bits at k hash values are set, the element maybe in the set. If one or more bit at k hash values is unset, the element does not belong to the set. For detailed explanations of the Bloom Filter algorithm, the reader is referred to Bloom (1970) , Christensen et al. (2010) , Tian et al. (2011), Eppstein et al. (2011) and Minsky et al. (20030) . In this example, there are five data items: A, B, C, X and Y. The three hash functions produce the following values for these items:
• Item A: 0, 2 and 11
• Item B: 6, 13 and 15
• Item C: 6, 8 and 14
• Item X: 0, 2 and 7
• Item Y: 8, 11 and 14.
Item A, B and C has been added, thus the corresponding bits of their hash values are set. When query item X, the Bloom Filter returns 'no' since one of its bit is not set. However, querying Y is a case of FP since all its hash values has been set, but in fact it does not belong to the original set. After inserting n keys into an array of m-bit, the probability that a particular bit is still 0 is:
Hence, the probability of FP in querying this Bloom Filter is:
In Tian et al. (2011) [, the authors proposed the following equations, called the quasiintersection method, to estimate the symmetric difference between S A and S B using Bloom Filters:
In which:
• n 0 is the number of elements in S B , which is considered possible exist in S A by querying BF(S A )
• K is the number of hash functions used in BF(S A )
• m is the number of bits in BF(S A )
• d 0 is the estimated symmetric difference between S A and S B Note that ( )
is the approximation of the FP rate of BF(S A ). However, in "A new analysis of the false positive rate of a Bloom Filter" (Christensen et al., 2010) , it has been shown that this formula has a large error margin for small Bloom Filters. Therefore, we used the original equation of calculating FP, i.e., Pfalse in our implementation. Therefore, the equations become: The authors showed that this method is more efficient than one-by-one and exponential guessing method in Tian et al. (2011) .
The whole state transfer
In most data exchange scenarios, developers only send the entire data state from one node to another node. This means the data plus the meta-data information can be moved from one end-point to the other. This scenario has a complexity of O(n) and fairly straightforward.
In our proposed system, we performed the whole state transfer by honouring requests from one device to another device. With the mobile P2P communication, there is no centralised server so a requesting farmer needs to choose another farmer's device that has the required information. When the requested information is available, it is transferred from the sender and stored in the exact same format as it was transferred. However, if the agronomic data transfer is via the middleware, then the whole data state is transferred through it.
The storages are not identical across devices. This is because the agronomic information own by one farmer may be different from another farmer's information. It is important to state however that the storage here also follows the key-value storage approach. When information is transferred, the meta-data contains the key and all of the information is transferred to the requester's mobile device.
Since it is key-value storage, the issue of keeping duplicate copies is eliminated. An existing data will be overridden if the incoming data has the same key. This means only one version of the same data can be kept on a user's device. The question therefore is how to determine which information is the latest. Since the meta-data contains timestamp, the system compares the time frames at which the various data have been changed or updated. In the current state, this approach is not the very best because the system times on the user's devices can vary and the latest data can be seen as the oldest depending on the system times. A better approach can be the deployment of a global clock system or tagging the data each time changes occur.
Delta (update) transfer
Unlike the whole state transfer, the delta transfer focuses on only the updates. Assuming the state of the data on both device A and B has the following agronomic information:
{Crop Variety, Growth stage, Soil Condition, Residue, Pest, Pictures, Data on applied pesticides, product name, adjuvant name and adjuvant rate} Now, at another time, a new record is created on device A that adds 'Notes' to the existing data. In the case of the delta algorithm, when this new state is propagated to B, only the delta (i.e., Notes) will be sent to device B. If it were in the whole state algorithm, the entire data from A will be sent to B to replace the data on B's device.
The proposed delta approach can transmit lightweight information in both directions. That means device A can retrieve information from device B and the vice versa. To achieve this, each time a data is changed, a tag is added to the meta-data that specifies where the exact change in the data is occurring. Conflict can be detected when the same tag appears in the meta-data.
It is also important to state that apart from the mobile P2P communication, both the whole state transfer and delta transfer applies to the mobile-middleware communication as well. The only point is users can either chose to share and manage the agronomic data in a direct mobile to mobile communication especially via Bluetooth at the crop field, or chose to access the agronomic content via the back-end via Wi-Fi. This is facilitated through the middleware. Next, the DCPS algorithm via the Bernoulli Process is discussed.
DCPS via the Bernoulli process
The DCPS model employs an enhanced algorithm based on the Bernoulli process (Lindley and Phillips, 1976) for the key-value search in the FlagThis app. The Bernoulli process is a variation of the Apriori (Lomotey and Deters, 2014a; Perego et al., 2001 ) methodology instead of the Bayesian inference.
The Apriori methodology relies on the historical read operations from the subscribers to filter topics that are published on specific agro-related data. When a specific topic is published among a list of several topics, we can establish the following base relationships:
To mean that the specified keyword (K) is a subset of the vocabularies in the domain (modelled as dictionary/thesaurus, Dic), and the constructed list of topics (T) is a subset of the dataset in the CouchDB (Db). In a situation where there are no topics similar in the Dic, then K = T. Also, it is practical to get into situations where K is not found at all in the Dic and we treat this case also as K = T. The characteristics of T can be defined as follows.
{ , 2, 3, 4, , } T tl t t t tn = …
To mean that T can contain a list of several artefacts, t, that are related to the specified topic and in the least, T = {t1} to mean that the specified topic has no related keywords. Thus, T = ∅ is not supported because this is an indirect way of saying that there is nothing specified to be searched or published. The existence of T in the data source (i.e., CouchDB where all the agro-related data resides) is assigned a probability of 1 and the non-existence of T in the data source is represented as 0. Initially, the Apriori establishes association rule to determine the topic subscription. This can aid to determine the presence of frequency of topics, T in the database Db. In the association rule, the proportion of transactions in the entire database that contain T, known as the support, and denoted as supp(T) can be defined simply as: ( ) 
Number of documents containing T supp T Total number of documents =
Further, there is the need to determine the probability that within the set of term T of keywords, tl, t2, tn, the occurrence of a keyword and other keywords truly exists. This is known as confidence and denoted conf(t1 = t2), and it is relevant for the situations when T # {tl}. This is represented as:
( 1 2) ( 1 2) ( 1)
In this case, the confidence is calculated within the topic set T rather than the entire Db.
The performance of the model is then measured as the ratio of the target response and the average response. This is represented as:
( 1 2) ( 1 2) ( 1) ( 2)
supp t t perf t t supp t supp t
The perf() function focuses on the individual keywords that form the set T. However, the same function is what is employed to determine the success ratio of topics being extracted from the entire Db.
The association rule as of now solves one part of the problem, which is the issue of the determination of the frequency of occurrence of topics. Also, we have found the relationships between the keywords that comprise the set of topics. The set of topics represents the collective keyword artefacts searched and retrieved in the CouchDB database. The extension on the proposed associative-inspired Apriori is the Bernoulli process.
It is important to state that the Bernoulli process follows randomisation approach in a finite or infinite space. Within the search space, we know that the data is finite, but we generalise the algorithm to cater for all search space including infinite space. Based on a previous knowledge on success and failure, the probability that a specified topic can be predicted is a set {p, 1 -p}, or 1 for success and 0 for failure. Then a natural measure can be defined within the entire database space such that
Now, a finite set of associated keywords of the topic, T, can be defined such that T = {tl, t2, t3, t4, tn} at various times. This is important because users change their topic subscription preferences over time. So, the probability of observing the specific finite set of associated terms is represented as:
where k is the number of times correctly associated topics of T are found, and n -k represents the number of times the system finds non-associated topics. This final expression means that the Bernoulli process can be expanded from the Binomial distribution point of view. Thus, the number of occurrences of associated topics and non-associated topics can be defined as:
In the next section, the empirical evaluation of the work is presented.
Evaluation
In this section, detailed discussions of empirical evaluations are provided based on the usage of FlagThis from the Apple store. In line with our research goals, three separate evaluations are conducted to determine:
1 the agronomic data transfer speed in mobile networks 2 the update detection cost on latency, and the reliability of matching key-value storage data in the mobile network.
As a recap, the goals of this work is to propose an efficient key-value synchronisation algorithm for agronomic data management since currently there is lack of algorithms. Also, the proposed algorithm has to be reliable in terms of data propagation speed in soft-real time for farmers to make timely decisions. In conducting the experiments, the iPod Touch device is used with the Apple iOS 8.2 installed on it. Also, the tablet device for experimenting is the iPad 3. The middleware, which is developed in the Erlang (http://www.erlang.org), is hosted on a private cloud under single tenancy agreement. Moreover, the quality of service (QoS) properties under consideration in the work is provided in Table 2 . In the next sub clauses, each of the experimental segments is discussed. 
Agronomic data synchronisation and propagation speed evaluation
While the formulation of algorithms in the key-value storage domain is generally lacking, another key requirement is the speed at which agronomic data can be synchronised. This question is key to our research especially considering the fact that our mobile product, called FlagThis, deals with three types of data-structured, semi-structured, and unstructured. As evidenced in the later analysis, we have seen that the nature of the data can affect some QoS properties including accuracy of the key-value match in the data. Thus, the initial evaluation of the work focuses on the agronomic data synchronisation time as well as the propagation speed. In the FlagThis application, the data is highly unstructured in the sense that varied types of information are collected and processed that has no schematic design. Examples include multimedia data such as voice recordings, semi-formed data such as GPS locations, text files, e-mail messages, and so on. The processing speed and the synchronisation rate is therefore important for the farmers especially in support of quick and soft-real time decision-making.
Using the 'slice and dice' approach, our data is first divided into two based on the communication protocol -Bluetooth and Wi-Fi. These two communication protocols are both designed to support farmers and the agro-experts who will be using the FlagThis app in different network situations. Furthermore, the flexibility of supporting both protocols can be seen in the nature of executing operational tasks by farmers. When they are in geographically unsupported wireless zones, P2P communication can be instantiated via Bluetooth. All the data discussed are real-word data collected from actual usage on the mobile devices and recorded in an agronomic database for analysis.
Transfer speed via Bluetooth
Situations can arise that will trigger the choice of Bluetooth above Wi-Fi for the P2P key-value synchronisation as network stability is unpredictable in farm territories. The Bluetooth communication therefore is designed as Bluetooth Low-Energy (BLE) framework that can support the soft-real time data transfer.
The results of the synchronisation speed are plotted in Figure 5 . Due to the wide and varied data collected, Table 3 is presented as a summarised view of the analysed empirical data. The synchronisation being evaluated here focuses on unstructured data that has number of updates ranging from 500 to 5,000. By number of updates, we are making references to agronomic data states that require synchronisation with other system components. On average, it was determined that when tablet devices are employed to communicate via Bluetooth, the synchronisation time for the proposed data-centric published subscribe (DCPS) is 289.53 ms, Bloom Filter is 349.70 ms, Whole State is 702.16 ms and Delta State is 1,345.72 ms. When similar analysis is conducted for the smartphone usage, the pattern of efficiency stays same. This claim is supported by the fact that the average synchronisation time for the DCPS is 346.34 ms, the Bloom Filter is 630.34 ms, Whole State is 1,033.34 ms, and Delta State is 2,502.90 ms. Since the trend is similar, the variation in the synchronisation time can be attributed to the processing capacity of the mobile devices themselves where the tablet device is more powerful than the smartphone at handling the same job. However, to be sure that the result of the synchronisation test is not dependent on the communication protocol, the Wi-Fi enabled data is also analysed. The patterns found in both data will be discussed in later sub-clauses.
Transfer speed via Wi-Fi
In the event that wireless communication is available via Wi-Fi, farmers prefer to use this medium to access data. That is because it can extend battery life compared to keeping the connection alive in a BLE scenario. The Wi-Fi connection though is also P2P, the connection and data processing is handled via the middleware. This means when Wi-Fi is available, the communication is strictly client-server model. This is designed as a 'force function' function in order to save time on the synchronisation of the offline mobile data We analysed this data to determine the efficiency of the various algorithms in terms of synchronisation duration optimisation. The results are plotted in Figure 6 and a summary of the data is recorded in Table 4 . Again, the number of updates under consideration ranges from 500 to 5,000. Also, the updates are required state changes in the agro-related data that has to be synchronised or propagated through the system. On average, it was determined that when tablet devices are employed for the agronomic data exchange via Wi-Fi, the synchronisation time for the proposed data-centric published subscribe (DCPS) 
Analysing both results
There are several lessons drawn from conducting both the experiment in a Bluetooth environment and a Wi-Fi environment. In general, the synchronisation of the data in a Wi-Fi environment is faster than in the Bluetooth environment from our results.
However, this is not a general claim by our work that Bluetooth is not fast compared to Wi-Fi when it comes to data synchronisation. In fact, this assertion is not even part of our research focus in this work. Rather, the Wi-Fi network exhibited better optimisation because the update processing is handled by the middleware and the mobile devices are just used as agronomic service consumers. This means in a Bluetooth network, based on how Flag-This is developed, the mobile nodes will do more processing especially in the direct mobile-mobile P2P communications.
What is important to us in this paper is the efficiency of the proposed algorithms as outlined in our research questions. Regardless of the type of device (whether smartphone or tablet) or communication protocol (whether Bluetooth or Wi-Fi) the results are consistent regarding the efficiency of each sync algorithm.
The proposed DCPS model outperforms the other algorithms in terms of synchronisation time optimisation. Previous works in Lomotey et al. (2015) show that the Bloom Filter algorithm is a better approach for key-value synchronisation in a P2P eco-system where agronomic data is considered. Our results in this work confirms that finding however the proposed DCPS, which is exclusive to this work, shows that in a Wi-Fi environment the DCPS has 25.65% percentage decrease of synchronisation time compared to the Bloom Filter on a tablet. On the smartphone the percentage decrease in the average synchronisation time is 45.06%. This result is consistent with those from the Bluetooth network where using the tablet, the DCPS has 17.30% percentage decrease in the synchronisation time compared to the Bloom Filter. Similar fit is achieved with 45.06% percentage decrease in synchronisation time between the DCPS and the Bloom Filter on a smartphone.
Cost of update detection
The cost of update detection is the second major research question explored in this work. It is important to study the cost involved (or latency implications) for each algorithm regarding the rate at which the presence of updates is detected. In most published works, only the data propagation speed is tested or the update processing cost is masked as part of the data propagation speed. However, if the cost of data update detection is studied independently, it can enable us to propose enhanced ways of data delivery.
Since the FlagThis mobile service employs the key-value storage in a P2P fashion, the update detection cost is studied in a 3x3 dimension. Meaning, we studied the update detection cost for three different platforms (tablet, smartphone, middleware) and for each platform under three load variations (100 Mb, 500 Mb, 1 GB). The reason for the consideration of different loads is to investigate the latency implications for each algorithm at peak demand. The number of separate agronomic data in unstructured format being updated ranges from 1,000 to 5,000 in all situations we studied. However, the overall data size in each database (that includes data state changes or not) is categorised into 100 Mb, 500 Mb, and 1 GB. This is because while changes are fast with regards to agronomic data such as GPS location, map services, weather, etc., others such as crop yield will not change rapidly. However, the presence of such agro data in the key-value storage can affect the update detection cost.
In Figure 7 , the update detection cost in a P2P communication using tablet is investigated. The three plots give a steady result of how each algorithm performs despite the load variation. Considering the 1 GB load for instance, the average latency (update In Figure 8 , the update detection cost is measured for P2P communications where the smartphone is employed. The average update detection cost at 1GB load for the Bloom Filter is 87.31 ms, Whole State is 40.229 ms, Delta State is 169.37 ms, and DCPC is 66.35 ms. Figure 8 , and Figure 9 , it is established that regarding the update detection cost optimisation, the order of importance is the Whole State, DCPS, Bloom Filter, and Delta State. The Whole state outperforms the rest because it requires no tedious computation or processing as the agro-related data is just moved from one end to another to replace an old version. Conversely, the Delta state requires lots of processing to determine change points in a data.
Search accuracy of each algorithm
The final research question is investigated regarding the accuracy of each algorithm on key-value search. To determine the accuracy, we first studied the hit, miss, false alarm, and correct rejection. Again, the 'slice and dice' approach is employed where we considered the data grouped as structured, semi-structured, and unstructured. Then for every data format we considered four different setups inspired by the data size such that in there is 1 K dataset in setup 1, 2 K dataset setup 2, 3 K dataset in setup 3, and 4 K dataset in setup 4. The exact storage keys and values are stored in a relational database so that we can compare the mobile search results to determine accuracy.
The FP test (plotted in Figure 10 ) is conducted to determine the rate at which perceived to be true results are returned but they were not actually the desired result. This is also known as false alarm. It is observed that the Whole State method has almost zero FP except some observable points in the unstructured data. Most of the results are correct, called hit. In case a key is specified and it does not exist in the storage, no result is returned. The Delta State equally shows very minimal FP results though ideally should not have been any FP but during the experiment, we realised that some changes were not propagated on time so the returned results were not in the same state as the benchmark data. The DCPS has some FPs because when users change their topic subscriptions, the information takes time to be registered in the system. And while this is happening, updates will still be propagated to users based on previous subscriptions. The Bloom Filter algorithm on the other hand did return significant FP results. The second part of the experiment focused on the true positive (TP) results. The TP is the returned result in a search query that is considered good and desirable information, called hit. The Whole State transfer and the DCPS has approx. 99.99% TP return rate while the Delta State and Bloom Filter has approx. 95% TP return rate. It is important to point out that the nature of the data also affects the FP and the TP. All the algorithms have lower TP with unstructured data compared to structured data and have higher FP with unstructured data compared to structured data.
Based on these results, the overall accuracy of each algorithm is estimated and plotted in Figure 12 . When the false negative (FN) and true negative (TN) are considered, accuracy can be calculated as:
TP TN TP TN FP FN
Again, the accuracy is skewed by the format of the agronomic data. However, the trend is consistent with the fact that the Whole State has the highest accuracy rate across the data types but closely followed is the DCPS. The Bloom Filter has lower accuracy because of the high FP results. The lesson learned here is that, for agronomic data that is highly unstructured in nature, researchers should pay attention to the components that will affect the search accuracy. In the proposed DCPS, the FP is minimised while the TP is increased to ensure the high accuracy exhibited.
Conclusions
Agronomic experts and farmers are among the top mobile users today because the technology can facilitate the provision of timely information that requires calculations, assessment, weather events, and decision-making. This work researched and developed a mobile application for agronomic data management in a crop filed, called FlagThis. The product is a distributed mobile application service are relies on the key-value storage methodology for agronomic data management. Since the concept of key-value storage is understudied especially in the mobile peer to peer domain, key research questions are formulated around the: 1 design of efficient algorithms that can support the agronomic data synchronisation process 2 the cost of update detection when evaluated by the latency required to detect state changes in an agro-related data 3 the search accuracy ratio of each algorithm based on the returned result in a key-value storage 4 the transfer speed.
To address these research concerns, the work proposed the DCPS technique that allows a SaaS-based middleware propagate message to farmers' phones. The proposed DCPS is verified against prior works on Bloom Filter, Whole State transfer, and Delta State transfer. The work is extensively tested with real-world empirical data using different dimensions such as communication protocol (e.g., Bluetooth and Wi-Fi), and varied devices (e.g., tablet, smartphone, middleware. The results show that:
• The DCPS has a higher transfer speed of the agronomic data compared to any of the techniques.
The work can be extended in the future to cover multilevel streaming analysis of the feedback data from the farmers. This will involve mobile big data analysis of unstructured agronomic data. Also, future studies can involve the support for concurrent update handling.
