Introduction
To study the association between a disease, for example cancer, and a genetic risk factor or an environmental factor case-control studies can be designed and analysed. To adjust for possible confounding factors a case can be matched to one or more controls by, for example, ethnicity or age. Both genetic and environmental factors may contribute to the susceptibility of disease and these factors may interact in their influence on the risk of disease.
1 Then a gene-environment interaction can be interesting to explore. Interactions can be tested both hierarchically by first including the main effects (for example G and E for a genetic and an environmental factor) in the model and subsequently testing for the interaction between these main effects (GxE), and non-hierarchically, thus modelling the interaction but not the associated main effects. A non-hierarchical model can be of interest when both the genetic type and the exposure are required to increase the risk of disease.
1,2
This kind of association is discussed as model D.
1
Sample sizes necessary to detect significant GxE interactions can be large when the occurrence of the genetic factor is rare. 3 Furthermore, when an increased risk does exist for a genetic factor, the interaction is likely to be very moderate 4 and thus, again, large sample sizes will be needed. Besides, epidemiological studies often use biological samples that are limited in quantity or costly to obtain. These considerations make it essential to search for study designs that make very efficient use of available resources. [5] [6] [7] [8] Matched case-control studies already require a smaller sample size than unmatched studies under the same model specifications to study an association with disease. 7, 9 While matching already leads to more efficient designs in terms of fixed sample size, sequential methods may reduce the average sample size even further. 6, 7 A sequential analysis tests the cumulative data every time new information becomes available.
In the following we describe the test statistics we derived for the sequential analysis of both hierarchical and non-hierarchical GxE interactions in matched case-control studies. We investigated the efficiency of these sequential analyses by simulations.
Models and hypotheses
In this paper we study a recessive bi-allelic disease with prevalence of the recessive allele a equal to q a . Then a dichotomous disease phenotype can be defined from the three genotypes AA, Aa and aa. The probability of the disease phenotype, P(G=1), equals q a 2 for aa and the probability of no disease phenotype, P(G=0), equals 1-q a 2 for AA or Aa. The probability distribution for the dichotomous exposure variable is p e for exposure, i.e. P(E=1), and 1-p e for no exposure, i.e. P(E=0).
a) GxE interaction in a non-hierarchical model:
The likelihood for a non-hierarchical interaction in a conditional logistic regression model, i.e. without main effects G and E, can be written as (1)
where G i1 and E i1 denote the case information for genetic and environmental factors, respectively, and G i2 and E i2 the control information, in the ith matched set.
b) GxE interaction in a hierarchical model:
The likelihood for a hierarchical interaction in a conditional logistic regression model, i.e. with main effects G and E, can be written as 
where G i1 and E i1 denote the case information for genetic and environmental factors, respectively, and G i2 and E i2 the control information, in the ith matched set. enough evidence is obtained to accept the null hypothesis when the inner wedge is reached, no more observations are necessary; iii) more evidence is needed to come to a decision when the new point is still within the boundaries, so more observations are necessary. We investigated the behaviour of the double Triangular Test (TT) 10 as a sequential test for GxE interaction (see Figures 1a and 1b for illustration of a double TT). The test statistics Z and V for a sequential test on interaction in a non-hierarchical model on matched case-control data can be derived in a rather straightforward way. 7, 10 This derivation is given in Appendix I.
The sequential tests
For a sequential test on interaction in a hierarchical model on matched-case-control data the test statistics Z and V are derived by first estimating the main effects in a conditional logistic regression model without an interaction term on the available cumulative data. 10 The estimated main effects are substituted as nuisance parameters so that Z and V can subsequently be derived for the sequential test on interaction (see Appendix II).
In a matched case-control design only discordant sets are informative for the relation to test. This means, for example, that when we study the effect of exposure, only matched pairs with the case exposed and the control not, or vice versa, are informative for a possible association between an exposure factor and a disease. This aspect applies also to tests on GxE interaction (see Table 1 ). The fact that only discordant sets are informative influences the total number of matched sets necessary for a test on interaction. Based on the conditional logistic regression model, the probability of a discordant pair equals ( ) ( ) where OR is the Odds Ratio for the interaction term in the model, i.e. OR=exp(b GE ). We assume that the odds ratios for the main effects of G and E are equal to 1. Table 1 Gene (G) x environment (E) interaction in a matched case-control set
We followed the same approach for a non-hierarchical model. Now the expected loglikelihoods l . Again the test on interaction has one degree of freedom and N can be calculated as before.
The necessary fixed sample size for a test on interaction in a non-hierarchical model can also be estimated using Whitehead's test statistic V (Fisher's information), 10 The number of discordant matched casecontrol sets is equal to N disc = 4V (see Appendix I). The total number of matched casecontrol sets can be estimated by N tot = 4V / p disc with p disc as the probability of a discordant matched set.
Sample size determination for a sequential test
When a sequential test is used, sample size is a stochastic variable and therefore cannot be determined beforehand. Only an average or median estimate or other characteristics of its distribution can be given. This estimate can be derived by multiplying the average or median value for V by 4 and dividing it by the probability of a discordant set. (The computer program PEST version 4 provides the average and median values for V). 12 A GxE interaction can be tested continuously or group sequentially. In genetic laboratory determinations a 96-wells plate is common for PCR-based genotyping. For a GxE interaction 2 wells are required for each matched case-control set, 1 to determine the phenotype of the case and 1 to determine the phenotype of the control, leading to a group size of, e.g., 44, when space is also reserved for blank and control samples. A group sequential analysis will in general be less efficient in terms of sample size than a continuous sequential analysis. However, it may be more efficient in terms of cost or logistic (laboratory) considerations. For a 'rare' gene a group size of 44 often contains no information to be able to estimate the main effect of G in a hierarchical model. In these situations the group size was increased to 3*44.
Data generation and simulations
To investigate the performance of the test statistics simulation studies were carried out both under H 0 : OR = 1.0 and under H 1 with an OR of 1.5, 2.0 and 3.0, where OR is the Odds Ratio for the interaction term in the model. The odds ratios for the main effects G and E are assumed to be equal to 1. The two-sided type I error 2a was set equal to 0.05, the power 1-b to 0.80 or 0.90, p e = P(E=1) to 0.25, and q a 2 = P(G=1) to 0.01 for a 'rare' phenotype or 0.40 for a 'common' phenotype. For each combination of an OR and P(G=1), a large population Table 2a Results of 2500 simulations of sequential analyses on non-hierarchical interactions using a double triangular test with P(G=1) = 0.40 and P(E=1) = 0. Table 2b Results of 2500 simulations of sequential analyses on non-hierarchical interactions using a double triangular test with P(G=1) = 0.01, P(E=1) = 0. Table 3a Results of 2500 simulations of sequential analyses on hierarchical interactions using a double triangular test with P(G=1) = 0.40, P(E=1) = 0. Table 3b Results of 2500 simulations of sequential analyses on hierarchical interactions using a double triangular test with P(G=1) = 0.01, P(E=1) = 0. of matched cases and controls was simulated. The probability of occurrence of the several combinations of phenotype and exposure for both cases and controls was based on the law of Hardy-Weinberg and the conditional logistic regression model. For each combination of the power, the OR and P(G=1) 2500 simulations were run on random samples from the corresponding large population both under H 0 and under H 1 . Every simulation run resulted in an average, median and 90th percentile for the information statistic V and for the total number of case-control sets N. The fraction of simulations that resulted in the rejection of H 0 is an estimate of the type I error and the power of the test.
Results of simulations
For the non-hierarchical interaction model both continuous and group sequential analyses were simulated (Table 2a and 2b). For data with a 'common' phenotype (P(G=1)=0.40) and an OR equal to 1.5 or 2.0 the simulation results agreed very well with the theoretical values for 2a and 1-b. For an OR equal to 3.0 resulting significance levels were about 0.05, but power values were lower than the theoretical values. The median gain in number of matched case-control sets necessary for a sequential test compared to Gauderman's fixed sample size estimate was about 25%. For data with a 'rare' phenotype (P(G=1)=0.01) power values were mostly larger than their theoretical values, especially for an OR = 1.5. Median efficiency gain was about 22%.
For the hierarchical interaction model only group sequential analyses were simulated (Table 3a and 3b). For the data with a 'common' phenotype simulation results for all ORs resembled their theoretical values. Only for an OR = 1.5 power values were larger than the theoretical values. Median efficiency gain as compared to Gauderman's fixed sample size estimate was about 34%. For data with a 'rare' phenotype power values were larger than theoretical values, but significance levels were about the theoretical value of 0.05. Median efficiency gain was about 30%.
In general, for data generated under H 0 the median efficiency gain was smaller than that under H 1 .
An example
Breast cancer is caused by genetic factors, environmental factors or a combination of these two in most cases. Van der Hel (submitted) investigated the combined effects of smoking and genetic polymorphisms in relevant metabolic genes. She also looked at the cumulative effect of putative at risk phenotypes on breast cancer risk. N-acetyltransferase 1 and 2 (NAT1, NAT2), glutathione S-Transferase M1 (GSTM1) and T1 (GSTT1) are enzymes, involved in carcinogen metabolisms. The genes coding for the NAT enzymes STOP the study -a boundary has been crossed STOP the study -a boundary has been crossed contain polymorphic sites, which cause variable enzymatic activity. GSTM1 or GSTT1 null phenotype results in a complete lack of enzymatic activity. Follow-up of a population-based screening program for early detection of breast cancer in the Netherlands (DOM) revealed 942 women with incident breast cancer. One thousand control women were randomly selected from the DOM-cohorts. As environmental factor the smoking status of the women was assessed at baseline by a selfadministered questionnaire. Women were classified as 'never' smokers or 'ever' smokers. The probability of being an 'ever' smoker was estimated as 0.30. When a woman had three or four putative phenotypes at risk she was considered 'susceptible', otherwise she was not. The probability to be 'susceptible' was estimated as 0.30 (Van der Hel submitted).
A total of 579 cases and controls could be matched on age. To detect an OR equal to 2 with a hierarchical test on interaction, a two-sided significance level 2a = 0.05 and a power 1-b = 0.80 a fixed sample size of at least 674 matched sets (according to Gauderman) would be required. For a non-hierarchical test on interaction with the same specifications at least 290 (according to Whitehead) to 308 matched sets (according to Gauderman) would be required. Cumulative data on cases and controls were analysed in the chronological order the cases became apparent. Data were analysed sequentially with group sizes of 44 case-control sets.
The non-hierarchical test on interaction led to the acceptance of the null hypothesis (i.e. no interaction between G and E) after 5 groups of data (= 220 case-control sets of which 33 informative sets) were analysed (Figure 1a) . Z was equal to -0.5 and V was equal to 8.25. The median unbiased estimate for OR was 0.92 (95% C.I. 0.46 ; 1.84).
Thus an efficiency gain of about 29% with respect to the fixed sample size was reached by using a group sequential test.
The hierarchical test on interaction also concluded that there was no evidence for an interaction between G and E after the analysis of 9 groups of data (= 396 case-control sets of which 73 were informative) (Figure 1b) . Z was equal to 0.24 and V was equal to 9.56. The median unbiased estimate for OR was 1.11 (95% C.I. 0.57 ; 2.19). The main effects were estimated as OR G = 1.173 and OR E = 1.167. Here an efficiency gain of 41% was reached by using a group sequential test instead of a fixed sample test.
Discussion
The sample size necessary to detect a significant GxE interaction in an observational study can be (very) large. If an increased risk does exist for the combination of a genetic and an environmental factor, its size is more likely to be moderate (OR of 1.2 to 1.6) than large, thus requiring a large number of observations. 4 As an alternative to a large study, many small studies can be pooled. But pooling of small studies may be hampered by publication bias (i.e. positive findings are more likely to be published than negative findings). 4 Therefore a large, conclusive study to detect a moderate interaction would be preferred to a meta-analysis of small studies. For reasons of cost-effectiveness and efficient use of available resources, like biological samples, we investigated the properties of sequential designs in matched casecontrol studies to test for interaction. Matched study designs already require smaller sample sizes than unmatched designs. Sequential tests require, on average, a smaller sample size than their fixed sample size counterparts.
We derived the test statistics for sequential tests on hierarchical and non-hierarchical interactions in matched case-control studies. For non-hierarchical interactions we compared results of continuous and group sequential tests. The continuous sequential analyses reflect the theoretical properties of the tests, while the group sequential tests reflect more the way laboratory analyses will be performed in practice.
For the non-hierarchical models we estimated fixed sample sizes according to Gauderman and by using Whitehead's expression for V. Differences between the two estimates arise because Gauderman bases his calculations on the likelihood ratio test, while Whitehead uses the score test. For the hierarchical models we could only estimate sample size following Gauderman's formula. Efficiency gains for the sequential tests were calculated with respect to Gauderman's fixed sample size estimate.
Results of our simulations for sequential tests showed a good agreement with theoretical values for both types of interaction when a 'common' phenotype was assumed. Efficiency gains ranged from 19 to 48% for ORs less than or equal to 2. Only for very small studies (OR = 3) the gain was obviously less. For the 'rare' phenotype the gain in efficiency was largest for data generated under the alternative hypothesis. The probability of a discordant, and thus informative, pair depends on the OR and, especially when the phenotype is 'rare', this leads to smaller values for π disc under H 0 (when OR=1) than under H 1 (when OR>1). This results sometimes in median estimates of the number of matched sets necessary that are only slightly smaller or even somewhat larger than the fixed sample size estimate. Because π disc is smaller under H 0 than under H 1 , more casecontrol sets are needed under H 0 than under H 1 to get the same amount of information V.
In general, the larger studies in terms of sample size led to power values that were larger than their theoretical values. Resulting significance levels agreed well with their theoretical values.
The ability of a sequential test to accept the null hypothesis was illustrated by the example of the breast cancer data. A possible interaction with an OR=2 between genetic susceptibility and smoking was tested non-hierarchically and hierarchically. Both sequential tests accepted the null hypothesis without using all the available data. Gains of 29% and 41% in the number of matched sets (as compared to the fixed sample size) necessary to come to a decision were reached for the non-hierarchical and hierarchical test, respectively.
Case-only designs are mentioned as alternative to matched case-control designs.
2,13,14
Gauderman shows that case-only designs can be more efficient than matched case-control designs to study (gene x gene) interaction.
14 Case-only designs require no selection of controls, but they are only useful to test an interaction in the cases. They depend strongly on the assumption that the genetic and the environmental factor are independent in the large population. If that association has still to be examined, a (matched) case-control study yields more information. If genetic and environmental main effects are also of interest or have to be adjusted for, case-only designs are no option. Further work will show efficiency gains of the use of sequential designs in case-only studies and compare these efficiency gains to those from non-hierarchical models in matched case-control studies.
When biological samples are scarce or laboratory examinations are costly savings in samples, labour, and/or costs can be very valuable. Sequential tests can be very useful to handle the available data efficiently and can lead to considerable savings. When biological samples for controls are abundant, but those for cases are scarce, still more efficiency can be obtained by matching more than one control to a case. 
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APPENDIX I A non-hierarchical interaction model
The likelihood for a non-hierarchical interaction in a conditional logistic regression model has the form 
Taking the first derivative with respect to b GE leads to
Note that for 1 case and 1 control in the ith matched set
The negative of the second derivative with respect to b GE is equal to
because (G i1 E i1 = 1 and G i2 E i2 = 0) or (G i1 E i1 = 0 and G i2 E i2 = 1). For the ith matched set where G i1 and E i1 denote the case information for genetic and environmental factors, respectively, and G i2 and E i2 the control information, in the ith matched set. This likelihood is identical to the likelihood of fitting a logistic regression model to a set of data with constant response, no intercept and differences between the corresponding values for case and control for G, E and GE:
(the difference between the case value G i1 and the control value G i2 ),
(the difference between the case value E i1 and the control value E i2 ) and DGE i = G i1 E i1 -G i2 E i2 (the difference between the case value G i1 E i1 and the control value
The first-order derivative with respect to b GE is
We derived estimates for b 
APPENDIX III
We define p e = P(E=1), 
