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ABSTRACT 
Partitioned matrices atisfying certain null space properties for all leading prin- 
cipal submatrices are shown to be equivalent to a sequence of generalized Schur 
complements satisfying the same null space properties with respect o their (1,1) 
entry. It is shown that a matrix with these null space properties has nonsingular 
principal submatrices of all orders less than or equal to its rank. Also, a theorem of 
Carlson, Haynsworth, and Markham concerning the quotient property for Schur 
complements is extended. 
1. INTRODUCTION 
Throughout, we deal with square complex matrices. For any complex 
matrix M, the unique Moore-Penrose inverse [3] of M is the matrix X 
satisfying: 
(1.1) MXM = M, 
(1.2) XMX = X, 
(1.3) ( MX ) * = MX, 
(1.4) (XM)*  = XM. 
Here, * denotes the conjugate transpose. We denote X by M ÷. If M is 
nonsingular, then M ÷ = M-  1 
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Suppose M is a matrix partitioned into the form 
Carlson, Haynsworth, and Markham [1] define the generalized Schur comple- 
ment of A in M to be 
(1.6) (M/A)  = D -- CA t B. 
For t = 1 . . . . .  n - 1, we define S ftl = (S it- ' ] /a~ lj), where a~rl 1] is the (1,1) 
entry of S ft ~1 and S f°] = M. 
In the special ease where A is nonsingular, Haynsworth and Crabtree [2] 
have shown that if M is partitioned as in equation (1.5) and A has order k, 
then 
det M[1 . . . . .  k, i ;1  . . . . .  k,]]_ for i , j=k+l  . . . . .  n 
(1.7) (M/A) , j=  det A 
and 
(1.s) det( M /A  ) [ a / f l  ] - det M[1 . . . . .  k, a ;1 . . . . .  k , f l ]  
det A 
for a, flc_ {k+l  . . . . .  n}, 
where M[a/f l ]  denotes the submatrix of M with rows a and columns ft. 
Let N(X ) denote the null space of the matrix X, and M be partitioned as 
in Equation (1.5). We shall use the following null space properties: 
(1) N(A)  c_ N(C) [equivalently, C(I - A +A) = 0], 
(2) N(A*)c_ N(B*) [equivalently, ( I - AA + )S = 0], 
(3) N( (M/A) )  c_ N(B)  [equivalently, S( I  - ( M/A  ) +( M/A  )) = 0], 
(4) N(( M/A  )*) c N( C*) [equivalently, (I - ( M /A  )( M/A  ) ~ )C = 0]. 
If {i} _c {1, 2,3,4}, we say that M satisfies (i) with respect to the given 
partitioning provided the null space properties (i) hold for M. If the order of 
A is k, we write A k and say that M satisfies (i) for k. Whenever the matrix M 
satisfies (i) for each leading principal submatrix of M, we say that M satisfies 
(i) for all k. If the leading principal submatrices of the matrix M are 
nonsingular, we say that M ~ L. 
The following three reference theorems appear in [1]. Theorem A appears 
as a corollary to Theorem 1. Theorem C is referred to as the quotient property 
for Schur complements. We state and prove an addition to Theorem C. 
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THEOREM A. Let M be partitioned as in equation (1.5). Then rank M >/ 
rank A, with equality i f  and only i f (M/A)  = 0 and M satisfies (1),(2) with 
respect o A. 
THEOREM B. I f  
and M satisfies (1) or (2) for k, then the matrix P = (pij), where p~j= 
det M[1 .... ,k, i; 1 ..... k, ]] for i, j= k + 1 ..... n, may be wr/tten as P --- det A k 
"(M/Ak). 
THEOREM C. Suppose M is of the form 
Suppose that M and A both satisfy (1),(2) relative to A and E, respectively. 
Then (M/E), relative to (ALE), satisfies (1),(2), and (M/A)= ( (M/E) /  
(ALE)). 
If, in addition to (1),(2), M and A both satisfy one or both of(3) and (4), 
then ( M/E), relative to ( A /E) ,  satis3qes one or both of(3) and (4). 
Proof. We show that ff M and A satisfy (1),(2),(3), then (M/E) ,  relative 
to (A/E) ,  satisfies (1),(2),(3). Since M and A satisfy (1),(2), we may write, 
for suitable P, Q, R, S, 
i M= QA A= ' SE " 
Then (M/A) = D - QAP and (ALE) = H - SER. Partition 
[P11 P= P2 and Q = [ Q1, Q2] 
conformally with A. Then 
M= 
E ER 
SE H 
QIE + Q~SE Q, ER + Q2H 
EP1 + ERP21 
SEPIo HP~ j ,  
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and 
(ALE)  (A lE )P ,  2 ] 
(M/E)  = Q2(A/E  ) D - (Q ,  + Q2S)E(P, + RP2) " 
We must show N[( (M/E) / (A /E ) ) ]  c N[(A/E)P2] ,  where ( (M/E) /  
(A /E ) )  = (M/A)  and (A /E )P  2 = HP 2 - SERP 2. Let X ~ N((M/A)) .  Since 
M, relative to A, satisfies (3), APX = 0, so (EP l + ERP2)X = 0 and (SEP 1 + 
HP2)X = 0. Then EP1X = - ERPzX and 0 = SEP1X + HPzX = - SERP2X + 
HP2X = ( A /E)P2X. 
Analogously, the result holds if M and A satisfy (1),(2),(4), and by 
combining the two, M and A satisfy (1), (2), (3), (4). • 
2. MAIN RESULTS 
The results of this section deal with matrices atisfying certain of the null 
space properties listed in Section 1. In Theorem 2.11, it is shown that if a 
matrix satisfies ome of these properties for all k, we may assume the matrix 
has a much simpler form. We begin with a sequence of lemmas. 
LEMMA 2.1. Let A k be a singular leading principal submatrix of  the 
matrix M. I f  M satisfies (1) or (2) for each q >~ k, then 
det M[1 .. . . .  q,i;1 . . . . .  q, l ]  =0 fi~r i , j=q+l  ..... n. 
Proof. Partition 
For q=k,  detM[1 . . . . .  q,i;1 . . . . .  q, j ]=O by Theorem B. In particular, 
det Aq+ 1 = 0, and the result follows immediately. • 
We make special note of the fact that in Lemma 2.1, all leading principal 
submatrices of order >~ k are singular. 
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LEra~_n 2.2. Let M be partitioned as in Lemma 2.1. Let P and Q be 
permutation matrices of orders k and n - k, respectively, and 
Then ( RMRr/pAkP r) = Q( M /Ak)Q r, and RMR r satisfies (1), (2), (3), or (4) 
for k i f  and only i fM satisfies (1), (2), (3), or (4) for k. 
Proof. 
[ PAkPr PBQr 1. 
RMRr= [ PC Pr pDpr  J 
By direct computation, ( RMRr/PAkP ~ ) = Q( M/Ak)Q r. That RMR 7" satisfies 
the null space properties for k if and only if M does follows from the fact that 
P and Q are nonsingular. • 
Lv.MMn 2.3. Let M be a matrix that satisfies (1),(2) for t. Partition 
M= 
I At AtB1 AtB2 
C1At 01 0 2 
C2At 193 04 
where D 1 is m × m. I f  
(MjAt)= IO O], 
where the zero diagonal block is m × m, then D x = C1AtB1, D z = C1AtBz, 
D 3 = C2AtB 1, and M satis3eu~s (1),(2) for all k such that t + 1 <~ k <~ t + m. 
Proof. By computing (M/At), D1, Dg., and D 3 are seen to have the 
required form. Let k be an integer such that t + 1 ~< k ~< t + m. Partition 
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That M satisfies (1), (2) for k follows directly by repartitioning M above with 
the corresponding values of the D i. • 
LEMMA2.4. Let M be a matrix such that a ii = O for i = l . . . . .  q. Then for 
1 ~< p ~< q, S[p]/s the submatrix o f  order n - p in the lower right-hand corner 
o f  M. I f  S [tl satisfies (1),(2) for  k = 1, where 0 <~ t <~ q, then a~i = 0 for 
i, 1=1 . . . . .  q. 
Proof. Let 
M[0 
where D has order n -  1. Then S [1] = (M/O)= D. Contimting with D, we 
obtain the first part of the lemma, If S [°1 = M satisfies (1),(2) for k = 1, then 
o] 
where D has order n - 1. The result follows immediately. • 
RE~.  From the above lemma, we see that if M satisfies (1),(2) for all 
kanda ,=0for  l~<i~<q, then 
o] 
where D has order n - q and satisfies (1),(2) for all k. Also, (3) or (4) would 
hold for M provided they hold for D; and for k ~< q, 
o 1 
is of order n -  k. Hence, whenever M satisfies (1),(2) for all k, we may 
assume that alx ~ 0. 
TH~-Om~M 2.5. Let M be a matrix such that a u ~ O. The following are 
equivalent: 
(i) M satisfies (1),(2) for all k. 
(ii) Every S It] satisfies (1) , (2)for all k. Here S It] = (M/At ) .  
(iii) Every S It] satisfies (1),(2) for  k = 1. 
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Proof. (i)=*(ii): We show that SO] satisfies (1),(2) for all k. Let n k 
denote a leading principal submatrix of S [1] of order k. From Theorem C, 
(M/Ak+l )=( (M/an) / (Ak+l /an) ) ,  and (M/au)=S [1], relative to 
(Ak+l/an), satisfies (1),(2), since M satisfies (1),(2) for all k. But H k = 
(Ak+l/a11), so S TM satisfies (1),(2) for all k. That S[t]=(M/At) follows 
directly from Theorem C. Thus (i) implies (if). 
(ii) ~ (iii): Trivially. 
(iii) = (i): Let q be the smallest positive integer such that det A o ¢ 0 and 
det Aq+ 1 = 0. Since det A k #: 0 for k ~< q, M satisfies (1),(2) for k < q. Then 
S Iq] = (M/Ao), and by Lemma 2.4, 
where the zero diagonal block is m × m. By Lemma 2.3, M satisfies (1), (2) for 
all k such that q + 1 ~< k ~ q + m. If q + m = n, we are through. If q + m < n, 
then the (1,1) entry of H is hq+m+ 1 --/: O. (By Lemma 2.4, S It] -- 0 if and only 
ff the diagonal entries of S tt] are zero.) 
Let P be the permutation matrix such that PMP T has rows and columns 
q + 1 and q + m + 1 of M interchanged: 
[o 1 Iq 0 0 (2.7) P = Q 0 , where 
0 In 
p=n- (q+m+l) .  
A,  remains fixed, and 
(2.8) 
(eMer /Aq)=(hqo  m+l o] i :1 0 E hq +1 0 , where H= F m . 
0 
Denote the leading principal submatrices of PMP T as A" k and corresponding 
Schur complements as (Stkl) '. Then det A'o+ 1 -~ O, 
(2.9) = s,qO+ll] 
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and the (SIt]) ' of PMP T satisfy (1),(2) for k = 1. Clearly, PMP T satisfies (1),(2) 
for q + 1. The zero diagonal block of (pMpT/A'q÷I)  is m × m, so by Lemma 
2.3, PMP T satisfies (1),(2) for all k such that q+2<~k<q+l+m.  By 
Lemma 2.2, M satisfies (1),(2) for k = q + 1 + m. If q + m + 1 = n, we are 
through. If q + m + I < n, we repeat the above process with PMP ~ and 
(s[q+ l] ),. Thus (iii) implies (i). • 
The following corollary is an immediate consequence of the above theo- 
rem and Theorem C. 
COROLLARY 2.10. Let M be a matrix such that all--/: O. I f  M satisfies 
(1),(2) and one or both of(3)  or (4) for all k, then every S [tl does also. 
THEOREM 2.11. Let M be a matrix o f  rank r such that all-~ O. I f  M 
satisfies (1), (2) for all k, then there exist nonsingular principal submatrices o f  
all orders ~ r and a permutation matrix 
such that 
where A r E L and det PMP r [1 . . . . .  q, i; 1 . . . . .  q, j] = 0 for all q >1 r, i, j=  q + 
1,...~n. 
Furthermore: 
(i) I f  M satisfies (1),(2),(3)for all k, then D = 0 and B = O. 
(ii) I f  M satisfies (1),(2),(4) for all k, then D = 0 and C = O. 
(iii) I f  M satisfies (I),(2),(3),(4) for all k, then D = O, B = O, and C = O. 
Proof. We note that in Theorem 2.5, the procedure stops whenever 
(PMPr/A'~)=O for some permutation matrix P. From the construction, 
A'~ ~ L and PMP ~ satisfies (1),(2) for all k. By Lemma 2.1, detPMPT[1 . . . . .  
q, i; 1,... ,q, j] = 0 for all q >~ s, i, ] = q + 1,... ,n. By Theorem A, rank M = s, 
SOS=r .  
We prove (i). We show that if M satisfies (1),(2),(3) for all k, then PMP v 
does also, where P is the permutation matrix obtained in Theorem 2.5. That 
PMP T satisfies (1),(2) for all k has been shown in Theorem 2.5. 
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From Equation (2.6) and since M satisfies (3) and det M[1 ... . .  q, i; 1 .. . . .  
q, j] = 0 for q + 1 ~ j ~< q + m, we have 
Aq 0 B 1 
M = C l 0 B 2 , 
c2 o D 
where the zero diagonal block is m × m. Now 
(2.12) t 
E 
N(s[q+m+I])~N B~ 
where 
d d2] 
B~=[b, ,B~I ,  B~=[b~,B~],  and D= d3 
are partitioned conformally, with d a 1 × 1 matrix. Let P be as in Equation 
(2.7) of Theorem 2.5. By Lemma 2.2, PMP r satisfies (3) for k ~< q and 
k > q + m + 1, where 
pMp T = 
A' 0 B~ 
ci o 
LC~ 0 D 
and 
s[q+m+ 1]" 
For all k such that q + 1 ~< k ~< q + m + 1, 
0 0 , 
( PMPr/A'k ) = [ O stq+l+m]l 
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where the zero diagonal block has appropriate size for k. Partition 
pMpT= [ A'k 0 B' ] 
C' 0 D' ' 
where B' consists of the first k rows of 
d2 . 
Then Equation (2.12) above implies N(PMpT/A'k)c N(B'). Hence PMP T 
satisfies (3) for all k. By continuing in this manner, we obtain 
pMpT=[Ar  B] 
C D ' 
which satisfies (3) for all k, and (PMPr/Ar) = 0 implies B = 0, which implies 
D=0.  
Analogously, we have (ii), and by combining (i) and (ii) we have (iii). • 
COROLLARY 2.13. 7he matrix M is nonsingular and satisfies (1), (2), (3), (4) 
for all k i f  and only i f  M ~ L. 
COROLL~V 2.14. Suppose M satisfies (1), (2) for all k. I f M is irreducible 
and satisfies (3) or (4) for all k, then M ~ L. 
The following example shows that the converse to the first part of 
Theorem 2.11 need not hold. 
I13211 M= 1 3 0 1 , pMpT = 1 0 1 
0 1 2 
1 2 3 1 
1 1 0 1 
1 0 3 1 
The rank of M is 3 and (pMpT/A3) = O, but M does not satisfy (1),(2) for 
k=2.  
The following theorem and corollary give the relationship between onsin- 
gular leading principal submatrices of a matrix M and the S It]. The proof of 
the theorem is an immediate consequence of Equation (1.8). 
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THEOREM 2.15. Let M be a matrix and p be a positive integer <~ n. I f  the 
first p leading principal submatrices of  M are nonsingular, then the first p - 1 
leading principal submatrices of  S [11 = (M/an)  are nonsingular. The con- 
verse is true i f  axl ~ O. 
COROLLARY 2.16. I f  the first p leading principal submatrices of  S[t] are 
nonsingular, then the first p - q leading principal submatrices of  S tt+q] are 
nonsingular. The converse is true i f  s[tl +jl :~ 0 for j= 0,... ,q. 
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