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Abstract
We consider the Cauchy problem of the heat equation with a potential which behaves like the inverse
square at infinity. In this paper we study the large time behavior of hot spots of the solutions for the Cauchy
problem, by using the asymptotic behavior of the potential at the space infinity.
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1. Introduction
We consider the Cauchy problem of the heat equation with a potential,
{
∂tu = u− V
(|x|)u in S ≡ RN × (0,∞),
u(x,0) = φ(x) in RN ,
(1.1)
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that the potential V satisfies the condition (V ) for some ω > 0 and θ > 0:
(V )
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
(i) V = V (|x|) ∈ C1(RN ),
(ii) V (r) 0 on [0,∞),
(iii) sup
r1
r2+θ
∣∣∣∣V (r)− ωr2
∣∣∣∣< ∞,
(iv) sup
r1
∣∣∣∣r3
(
d
dr
V
)
(r)
∣∣∣∣< ∞.
This type of equation is derived from describing the reaction–diffusion of chemicals. We denote
by H(t) the set of the maximum points of the solution u of (1.1) over RN × {t}, that is,
H(t) =
{
x ∈ RN : u(x, t) = max
y∈RN
u(y, t)
}
,
and call H(t) the set of hot spots of the solution u at the time t .
The large time behavior of hot spots on non-compact domains has been studied since Chavel
and Karp’s interesting work [2]. In particular, they used the fundamental solution of the heat
equation on RN , and proved that the hot spots on RN tend to the center of mass of the initial
data as t → ∞ if the initial data is a nonnegative function having a compact support. Jimbo
and Sakaguchi [9] treated the heat equation on the half-space in RN , and studied the relation
between the movement of hot spots and the boundary conditions. Furthermore they also treated
the movement of hot spots for the radial solutions in the exterior domain of a ball. Subsequently,
the first author of this paper [6,7] studied the movement of hot spots on the exterior domain of
a ball without the radial symmetry of the initial data, by using rescale arguments and the radial
symmetry of the domain effectively. Recently the authors of this paper [8] studied the decay rate
of derivatives of the solution of the heat equations with a potential, and proved that the optimal
decay rate of the derivatives of solutions was determined by the shape of the harmonic functions
for − V .
The global bounds of heat kernel is useful for the study of the asymptotic behavior of the
solutions for the heat equations, and have been studied by Aronson [1], Davies [4], Fabes and
Stroock [5], and many others (see also [11,13,14] and references therein). Among others, Zhang
[13] studied the large time behavior of the heat kernel for the case which includes the potential
V satisfying the condition (V ). However, as stated in [9], the global bounds for the heat kernel
do not seem useful to obtain particular large time behaviors of the hot spots for Eq. (1.1).
In this paper we extend the arguments in [6–8], and study the large time behavior of the hot
spots H(t) of the solution u of (1.1) under the condition (V ). In particular, under the condi-
tion (V ), the hot spots H(t) run away to the space infinity as t → ∞, and we study the rate and
the direction for the hot spots to run away as t → ∞.
We introduce some notations in order to give the main results of this paper. Let SN−1 be
the Laplace–Beltrami operator on the unit sphere SN−1 and k = 0,1,2, . . . . Let ωk be the kth
eigenvalues of
−SN−1Q = ω˜Q on SN−1, Q ∈ L2
(
S
N−1), (1.2)
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dimension of the eigenspace corresponding to ωk , respectively. In particular, l0 = 0, l1 = N , and
we may write
Q0,1
(
x
|x|
)
= κ0, Q1,i
(
x
|x|
)
= κ1 xi|x| , i = 1, . . . ,N, (1.3)
where κ0 and κ1 are positive constants. Let α = α(ω) be a positive root of the equation α(α +
N − 2) = ω, that is,
α(ω) = −(N − 2)+
√
(N − 2)2 + 4ω
2
> 0. (1.4)
Then, under the condition (V ), there exists a unique solution Uk of the ordinary differential
equation
(O) U ′′ + N − 1
r
U ′ − Vk(r)U = 0 in (0,∞)
with
lim sup
r→0
∣∣U(r)∣∣< ∞, lim
r→∞ r
−α(ω+ωk)U(r) = 1, (1.5)
where Vk(r) = V (r)+ωkr−2 (see also Lemma 2.2).
We are ready to state the main results of this paper. We first give a result on the large time
behaviors of the solution of (1.1) and its hot spots.
Theorem 1.1. Consider the Cauchy problem (1.1) under the condition (V ) with ω > 0 and θ > 0.
Put
M ≡
∫
RN
φ(x)U0
(|x|)dx.
Then, for any L> 0,
lim
t→∞ supx∈B(0,L)
∣∣t N2 +α(ω)u(x, t)− cMU0(|x|)∣∣= 0 (1.6)
and
lim
t→∞(1 + t)
N+α(ω)
2 u
(
(1 + t) 12 y, t)= cM|y|α(ω)e− |y|24 (1.7)
in L2(RN,ρ dy) and L∞(RN), where c = 1/ ∫RN |x|2α(ω)e−|x|2/4 dx. Furthermore, if M > 0,for any t > 0, H(t) = ∅, and
lim
t→∞ supx∈H(t)
∣∣t− 12 |x| −√2α(ω)∣∣= 0. (1.8)
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number of the hot spots.
Theorem 1.2. Consider the Cauchy problem (1.1) under the condition (V ) with ω > 0 and θ > 0.
Furthermore assume M > 0 and
Aφ ≡
∫
RN
φ(x)U1
(|x|) x|x| dx = 0.
Then there exist a constant T > 0 and a curve x = x(t) ∈ C1([T ,∞) : RN) such that
H(t) = {x(t)}, t  T , (1.9)
and
lim
t→∞
x(t)
|x(t)| =
Aφ
|Aφ | . (1.10)
Next we explain the ideas of proving Theorems 1.1 and 1.2. Let φ ∈ L2(RN,ρ dx) and
u ≡ S(t)φ be the solution of (1.1). By the same arguments as in [6] and [7], we see that there
exist radial functions {φk,i} ⊂ L2(RN,ρ dx) such that
φ =
∞∑
k=0
lk∑
i=1
φk,i
(|x|)Qk,i
(
x
|x|
)
in L2
(
RN,ρ dx
)
. (1.11)
Put
Φk,i(x) = φk,i
(|x|)Qk,i
(
x
|x|
)
, uk,i(x, t) =
(
S(t)Φk,i
)
(x).
Then, by the standard arguments for the parabolic equation (see (3.1) and [10]), we see
u(x, t) =
∞∑
k=0
uk,i(x, t) in L∞
(
RN
)
and C2
(
RN
) (1.12)
for all t > 0. Furthermore, for any k = 0,1,2, . . . and i = 1, . . . , lk , there exists a solution vk,i =
vk,i(x, t) ≡ Sk(t)φk,i of
(Pk)
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂tv = v − Vk
(|x|)v in (RN \ {0})× (0,∞),
lim sup
|x|→0
|x|−k∣∣v(x, t)∣∣< ∞ for t > 0,
v(x,0) = φk,i
(|x|) in RN ,
such that
uk,i(x, t) = vk,i(x, t)Qk,i
(
x
)
, (x, t) ∈ S (1.13)|x|
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wk,i(y, s) = (1 + t) N2 vk,i(x, t), y = (1 + t)− 12 x, s = log(1 + t). (1.14)
Then wk,i = wk,i(y, s) satisfies
(Lk) ∂sw = Lkw in
(
RN \ {0})× (0,∞), w(y,0) = φk,i(|y|) in RN,
where
Lkw = L∗kw −
[
esV
(
e−
s
2 y
)− ω|y|2
]
w, L∗kw =
1
ρ
div(ρ∇yw)− ω +ωk|y|2 w +
N
2
w.
In order to study the behavior of the solution u, we investigate the behaviors of wk,i(s) in the
space L2(RN,ρ dy), by using the eigenfunctions of L∗k . The lack of regularity of wk,i near the
origin is driven from the potential term of Lk , and it seems to be difficult to obtain the asymptotic
behaviors of the derivatives of wk,i(s) as s → ∞, by the behaviors of wk,i(s) in L2(RN,ρ dy),
directly.
We follow the strategy in [6–8], and obtain the asymptotic behaviors of the derivatives of
wk,i(s) as s → ∞. However, it also seems difficult to apply the same arguments as in [6–8] di-
rectly, because of the singularities of the potential (ω + ωk)r−2 at r = 0 and of esV (e−s/2y) at
(y, s) = (0,∞). We use several properties of Uk and radial functions constructed from inhomo-
geneous elliptic problems, and construct two super-solutions of (Pk) to overcome the difficulty
driven from the singularity of (ω + ωk)r−2 at r = 0. By using these super-solutions, we give
a priori bounds of v and prove the existence of solutions of (Pk) (see Lemma 3.2). Furthermore,
in order to overcome the problem driven from the singularity of the potential esV (e−s/2y) at
(y, s) = (0,∞), we study the asymptotic behavior of the modified functions w˜ of w (see (3.25)).
By the asymptotic behavior of w˜ and some upper estimates of w, we obtain the asymptotic be-
havior of w in L2(RN,ρ dy). Furthermore, by using the radial symmetry and the radial solutions
of inhomogeneous elliptic problems, we study the asymptotic behavior of ∇ lyw (l = 0,1,2) as
s → ∞, and obtain the asymptotic behavior of ∇ lxu as t → ∞. By using these asymptotic be-
haviors carefully, we obtain Theorems 1.1 and 1.2.
The organization of this paper is as follows: In Section 2 we give some properties of the
functions Uk , and construct the super-solutions of (Pk). In Section 3 we solve the problem (Pk),
and study the behaviors of the solutions. In Section 4 we prove Theorems 1.1 and 1.2 by using
several results given in the previous sections, and give one theorem on the exterior problem,
which is easily deduced from Theorems 1.1 and 1.2.
2. Preliminaries
In this section we prove the existence of the solution Uk of the ordinary differential equa-
tion (O), and give some fundamental properties of the solution Uk . Furthermore, by using the
solution of (O), we construct super-solutions of (Pk).
We first introduce several notations. For any sets A and B , let f = f (λ, ν) and g = g(λ,μ)
be maps from A × B to (0,∞). Then we say f (λ,μ) g(λ,μ) for all λ ∈ A if, for any μ ∈ B ,
there exists a positive constant C such that f (λ,μ) Cg(λ,μ) for all λ ∈ A. Furthermore, we
say f (λ,μ)  g(λ,μ) for all λ ∈ A if f (λ,μ) g(λ,μ) and g(λ,μ) f (λ,μ) for all λ ∈ A.
K. Ishige, Y. Kabeya / J. Differential Equations 244 (2008) 2934–2962 2939Next we consider the solutions of the ordinary differential equation (O). For this aim, we first
prove the following lemma.
Lemma 2.1. Assume (V ) for some ω > 0 and θ > 0. Let L> 0, 0 μ 1, and k = 0,1,2, . . . .
Let Uμk,L be the solution of
(OL)
⎧⎨
⎩U
′′ + N − 1
r
U ′ − Vk(r)U = 0 in (L,∞),
U(L) = 1 −μ, U ′(L) = μ.
Then Uμk,L is a positive, increasing function in (L,∞) and r−αkUμk,L(r) converges as r → ∞,
where αk = α(ω + ωk). Furthermore there exists a positive constant C such that
U
μ
k,L(r)
′  Crαk−1 on [L,∞).
Proof. By [8], we see that Uμk,L is a positive, increasing function in (L,∞). Furthermore we see
that Uμk,L(r)
′  rαk−1 and
U
μ
k,L(r)  rαk for all r  L+ 1. (2.1)
So it remains to prove the convergence of r−αkUμk,L(r) as r → ∞. Put
U
μ,∗
k,L (r) =
αk −μαk −Lμ
αk + βk
(
r
L
)−βk
+ Lμ− βkμ+ βk
αk + βk
(
r
L
)αk
,
where βk = N − 2 + αk . Then Uμ,∗k,L is a solution of (OL) with Vk replaced by (ω +ωk)r−2. By
the uniqueness of the solution of (OL), we have
U
μ
k,L(r) = Uμ,∗k,L (r)+ r−βk
r∫
L
s1−N+2βkQ(s) ds, r  L, (2.2)
where
Q(s) =
s∫
L
τN−1−βk
(
V (τ)− ω
τ 2
)
U
μ
k,L(τ ) dτ.
Then, by (V ) and (2.1), there exists a limit Q∗ = lims→∞ Q(s). Furthermore, since βk = N −
2 + αk > 0, we have
r−βk
r∫
L
s1−N+2βkQ(s) ds = Q∗
αk + βk r
αk
(
1 + o(1))
for all sufficiently large r . This together with (2.2) implies the convergence of r−αkUμk,L(r) as
r → ∞, and the proof of Lemma 2.1 is complete. 
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Lemma 2.2. Assume (V ) for some ω > 0 and θ > 0. Let k = 0,1,2, . . . and R = sup{r  0:
V (τ) ≡ 0 in [0, r]} ∈ [0,∞).
(i) There exists a unique solution Uk(r) of the ordinary differential equation of (O) satisfying
(1.5). Furthermore Uk satisfies
Uk(r) 0, U ′k(r) 0, r  0, (2.3)
Uk(r)  rk, 0 r  1, (2.4)
Uk(r)  rαk , U ′k(r)  rαk−1, r R + 1. (2.5)
(ii) Let f be a continuous function on [0,∞) such that |f (r)| AUk(r) on [0,∞) for some
constant A. Put
Fk[f ](r) = Uk(r)
r∫
0
s1−N
[
Uk(s)
]−2( s∫
0
τN−1Uk(τ)f (τ) dτ
)
ds.
Then
∣∣Fk[f ](r)∣∣ A2N r2Uk(r),
∣∣Fk[f ]′(r)∣∣ A2N
[
2rUk(r)+ r2U ′k(r)
] (2.6)
for all r  0. Furthermore, for any solution v = v(r) of
U ′′ + N − 1
r
U ′ − Vk(r)U = f in (0,∞), (2.7)
satisfying lim supr→0 |v(r)| < ∞, there exists a constant c such that
v(r) = cUk(r)+ Fk[f ](r), r  0. (2.8)
Proof. We first prove (i). The proof is done essentially by following the successive approxi-
mation arguments on the existence of a solution to an ordinary differential equation (see, for
instance, Chapter 1 of Coddington and Levinson [3]). Put U1(r) = rk and
U i+1(r) = rk + rk
r∫
0
s1−N−2k
( s∫
0
τN+k−1V (τ)U i (τ ) dτ
)
ds (2.9)
for all i = 1,2, . . . . Then we can take δ > 0 such that
U i (r) 2rk, r ∈ (0,R + δ), (2.10)
holds for any i ∈ N. Furthermore, by (2.9), U i+1 satisfies
U ′′i+1 +
N − 1U ′i+1 −
ωk Ui+1 = VUi , r ∈ (0,∞). (2.11)
r r2
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rk  U(r) 2rk, r ∈ (0,R + δ), (2.12)
U(r) = rk + rk
r∫
0
s1−N−2k
( s∫
0
τN+k−1V (τ)U(τ ) dτ
)
ds, r > 0. (2.13)
Then, by (2.13), U is a solution of (O) satisfying (2.3) and (2.4). Furthermore, by (2.12) and
(2.13), we have
U ′(r) r1−N−k
r∫
R
τN+k−1V (τ)U(τ ) dτ > 0, r R + δ,
and there exist a positive constant C2 and 0 < μ  1 such that U(R + δ) = C2(1 − μ), and
U ′(R + δ) = C2μ. Let UμR+δ,k be the solution of (OL) with L = R + δ. By the uniqueness of
the solution of (OL), we have U(r) = C2UμR+δ,k(r) for all r  R + δ. Then, by Lemma 2.1,
U satisfies (2.5) and limr→∞ r−αkU(r) = λ for some positive constant λ. Therefore, putting
Uk(r) = λ−1U(r), we obtain the solution Uk of (O) satisfying (1.5), (2.3), (2.4), and (2.5).
Next, in order to prove the uniqueness of the solution (O) with (1.5), we construct a solution
of (O), having a singularity at r = 0. Put S1(r) = r−(N+k−2) and
Si+1(r) = r−(N+k−2)
[
1 +
r∫
δ
s1−N−2k
( s∫
δ
τN+k−1V (τ)Si (τ ) dτ
)
ds
]
for all i = 1,2, . . . . Then we see the existence of S(r) = limi→∞ Si (r) (which is a solution
of (O)), and obtain
r−(N+k−2)  S(r) 2r−(N+k−2), 0 < r R + δ, (2.14)
taking a sufficiently small δ if necessary. Due to the singularity at r = 0, S is linearly independent
of Uk . On the other hand, since the dimension of the space of the solutions of (O) is two, there
exist constants c1 and c2 such that
U(r) = c1 Uk(r)+ c2S(r), r ∈ (0,∞).
By (2.4) and (2.14), we see c2 = 0 and c1 = 1, and the proof of Lemma 2.2(i) is complete.
Next we prove (ii). By the assumption on f , we may define the function Fk[f ] on [0,∞). By
the definition of Fk[f ] and the monotonicity of Uk , we may obtain (2.6) and (2.7) easily. Further-
more we see that the function w = v − Fk[f ] is a solution of (O) such that limr→0 |w(r)| < ∞.
Then, by the same argument as in the proof of uniqueness of the solution of (O) with (1.5),
there exists a constant c such that w(r) = cUk(r) on [0,∞), and we obtain (2.8). So the proof of
Lemma 2.2(ii) is complete. 
Next we construct two super-solutions of (Pk) by using the solution Uk . We improve the
argument in Lemma 4.1 of [8] for the exterior problem, and obtain the following lemma.
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exist a constant 0 and radial functions W1(x, t) and W2(x, t) with the following property: for
any 0 <   0 and T  0, there exists a positive constant C such that
∂tW1 W1 − Vk
(|x|)W1 in D(T ), (2.15)
0W1(x, t) C(1 + t)−
αk
2 −γ Uk
(|x|) in D(T ), (2.16)
W1(x, t) (1 + t)−γ on Γ(T ), (2.17)
and
∂tW2 W2 − Vk
(|x|)W2 in D(T ), (2.18)
C−1(T − t)−1 W2(x, t) (T − t)−1 in D(T ), (2.19)
where
D(T ) =
{
(x, t) ∈ RN × (T ,∞): |x| < (1 + t)1/2},
Γ(T ) =
{
(x, t) ∈ RN × (T ,∞): |x| = (1 + t)1/2}.
Proof. Let T > 0, A = (αk/2)+γ , 0 = (A+2)−1, and 0 <   0. Let C1 be a positive constant
to be chosen later. Put
W1(x, t) = C1(1 + t)−A
[
Uk
(|x|)−A(1 + t)−1Fk[Uk](|x|)].
Then, by (O) and (2.7), we have
∂tW1 −W1 + Vk
(|x|)W1  0 in S.
Furthermore, by (2.6), for any (x, t) ∈ D(T ), we have
0 A
2N(1 + t)Fk[Uk]
(|x|) A|x|2Uk(|x|)
2N(1 + t) 
A
2N
Uk
(|x|) 1
2
Uk
(|x|),
and obtain
C1
2
Uk
(|x|) (1 + t) αk2 +γW1(x, t) C1Uk(|x|) (2.20)
for all (x, t) ∈ D(T ). In addition, by (2.5) and (2.20), there exists a positive constant C2, inde-
pendent of C1, such that
(1 + t)AW1(x, t) C12 Uk
(|x|)= C1
2
Uk
(
(1 + t)1/2)C1C2αk (1 + t) αk2
for all (x, t) ∈ Γ(T ). So we put C1 = C−12 −αk and obtain (2.15)–(2.17). Next we put
W 2γ (x, t) = (t − T )−1
[
1 − (2N)−1(1 + t)−1|x|2].
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1 (t − T )W 2γ (x, t) 1 −
|x|2
2N(1 + t)  1 −
1
2N
> 0
for all (x, t) ∈ D(T ). Furthermore we have
∂tW
2
γ −W 2γ + Vk
(|x|)W 2γ  Vk(|x|)W 2γ  0 in D(T ).
So we obtain (2.18) and (2.19), and the proof of Lemma 2.3 is complete. 
3. Radial solutions of (Pk) and (Lk)
In this section we assume the condition (V ) with some ω > 0 and θ > 0, and study the as-
ymptotic behavior of the radial solutions of the problems (Pk) and (Lk). In what follows, we put
‖f ‖ = ‖f ‖L2(RN ,ρ dy) for simplicity.
We first give the following lemma on the solution u = S(t)φ of (1.1), which is obtained by
the standard arguments in the parabolic equations (see also Lemma 2.1 in [6]).
Lemma 3.1. Let φ ∈ L2(RN). Then, for any 1 q  p ∞, there exists a constant C such that
∥∥S(t)φ∥∥
Lp(RN)  Ct
−N2 ( 1q − 1p )‖φ‖Lq(RN), t > 0, (3.1)∥∥∂tS(t)φ∥∥L2(RN)  Ct−1‖φ‖L2(RN), t > 0. (3.2)
Next we prove the existence of the solution of (Pk), and give some properties of the solution.
Lemma 3.2. Assume the condition (V ) with some ω > 0 and θ > 0. Let φ be a radial function in
L2(RN,ρ dx) and k = 0,1, . . . . Then there exists a classical and radial solution of
∂tv = v − Vk
(|x|)v in [RN \ {0}]× (0,∞) (3.3)
with the following properties:
(i) For any T > 0, v ∈ L∞(0, T : L2(RN)) ∩ L2(0, T : H 1(RN)). Furthermore, for any
i = 1, . . . , lk , the function
v
(|x|, t)Qk,i
(
x
|x|
)
is a solution of (1.1) with u(x,0) = φ(|x|)Qk,i(x/|x|).
(ii) Assume φ  0 on RN . Then, for any k, l ∈ N with k  l,
0 Sl(t)φ  Sk(t)φ, t  0.
(iii) v satisfies (3.1) and (3.2) with S(t)φ replaced by v(t).
(iv) Assume that there exist positive constants C1 and d such that∥∥v(t)∥∥ 2 N C1t−d , t > 0. (3.4)L (R )
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∣∣(∂jt v)(x, t)∣∣C2t−d−N4 − αk2 −jUk(|x|), (3.5)∣∣(∂rv)(|x|, t)∣∣ C2t−d−N4 − αk2 [∣∣U ′k(|x|)∣∣+ t−1|x|Uk(|x|)] (3.6)
for all (x, t) ∈ D(T ), where j = 0,1.
Proof. We first prove (i), (ii), and (iii). By the linearity of Eqs. (1.1) and (3.3), we have only
to treat the case φ  0 in RN . Furthermore, if k = 0, we have no singularity at 0 and Q0,1 is a
constant function, and may obtain the solution v of (3.3) in S satisfying (i)–(iii). So we assume
φ  0 in RN and k  1. For any n = 1,2, . . . , there exists a solution vn of⎧⎪⎨
⎪⎩
∂tv = v − Vk
(|x|)v in Bn × (0,∞),
v(x, t) = 0 on ∂Bn × (0,∞),
v(x,0) = φ(|x|) in Bn,
where Bn = {x ∈ RN : |x| > 1/n}. Then we have
sup
t>0
∫
Bn
∣∣vn(t)∣∣2 dx +
∞∫
0
∫
Bn
|∇vn|2 dx  2
∫
Bn
|φ|2 dx < ∞. (3.7)
Furthermore, by the comparison principle, Vk  0, and (3.1), we have
0 vn  vn+1, 0 vn  S(t)φ  C1t−
N
2 ‖φ‖L1(RN) (3.8)
in Bn × (0,∞), where C1 is a positive constant. Putting vn = 0 for x /∈ Bn, by (3.8), there
exists a limit function v(x, t) = limn→∞ vn(x, t) for all (x, t) ∈ S. Furthermore, by the parabolic
regularity theorems, v is a solution of (3.3), and by (3.7), we see
v ∈ L∞(0, T : L2(RN ))∩L2(0, T : H 1(RN )), T > 0. (3.9)
Let T > 0 and  be a sufficiently small positive constant. Let W1 and W2 be the functions given
in Lemma 2.3 with γ = N/2. Then, for any δ > 0, the function W = C1(1 +T −1)N/2W1(x, t)+
δW2(x, t) satisfies
∂tW W − Vk
(|x|)W in D(T ),
W(x, t) C1
(
1 + T −1)N/2W1(x, t)
 C1
(
1 + T −1)N/2(1 + t)−N2  C1t−N2 on Γ(T ),
and limD(T )(z,t)→(x,T ) W(z,T ) = ∞ for all x with |x| (1+T )1/2. Then, by the comparison
principle, (2.16), (2.19), and (3.8), there exists a constant C2 such that
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(|x|, t)W(x, t) = C1(1 + T −1)N/2W1(x, t)+ δW2(x, t)
 C2(1 + t)−N2 −
αk
2 Uk
(|x|)+ δ(T − t)−1
in D(T ). Therefore, by the arbitrariness of δ and Lemma 2.2, there exists a constant C3 such
that
v
(|x|, t)= lim
n→∞vn
(|x|, t)
 C2t−
N+αk
2 Uk
(|x|)C3t−N+αk2 (|x|k + |x|αk ) in D(T ). (3.10)
Let i = 1, . . . , lk and put u(x, t) = v(|x|, t)Qk,i(x/|x|). Since |x|kQk,i(x/|x|) is a homogeneous
polynomial of the degree k in the variables x1, . . . , xN , for any l = 0,1,2 . . . , there exists a
constant C4 such that ∣∣∣∣∇ lx
[
Qk,i
(
x
|x|
)]∣∣∣∣ C4|x|−l , x ∈ RN \ {0}. (3.11)
Therefore, by (3.9)–(3.11), we see
u ∈ L∞(0, T ′ : L2(RN ))∩L2(0, T ′ : H 1(RN )), T ′ > 0. (3.12)
Let ζn = ζn(r) be a smooth function on [0,∞) such that ζn(r) = 0 on [0,1/n], ζn(r) = 1 on
[2/n,∞), 0 ζn  1 on [1/n,2/n], and∣∣ζ ′n(r)∣∣ 2n, ∣∣ζ ′′n (r)∣∣ 4n2 on [1/n,2/n]. (3.13)
Then, by (3.3), for any T > 0 and R > 0, we have
−
∫
RN
φ
(|x|)Qk,i
(
x
|x|
)
ζnϕ(x,0) dx
+
T∫
0
∫
RN
[−u∂t (ζnϕ)+ ∇u · ∇(ζnϕ)− V (|x|)uζnϕ]dx dt = 0 (3.14)
for all ϕ ∈ C∞(S) satisfying
⋃
0tT
suppϕ(·, t) ⊂ B(0,R), ϕ(·, T ) ≡ 0 on RN, (3.15)
where ζn = ζn(|x|). On the other hand, by k  1, (3.10) and (3.13),
lim
n→∞
∞∫ ∫
N
∇u · ∇ζnϕ dx dt = − lim
n→∞
∞∫ ∫
[uϕζn + u∇ζn∇ϕ]dx dt = 0.0 R 0 {1/n|x|2/n}
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−
∫
RN
φ
(|x|)Qk,i
(
x
|x|
)
ϕ(x,0) dx
+
T∫
0
∫
RN
[−u∂tϕ + ∇u · ∇ϕ − V (|x|)uϕ]dx dt = 0
for all ϕ ∈ C∞(S) satisfying (3.15). This together with (3.12) implies that u is a solution of
(1.1) and the proof of Lemma 3.2(i) is complete. Furthermore, by the uniqueness theorem for
the solutions of (1.1), there exists at most one solution of (3.3) satisfying Lemma 3.2(i), and we
write v(t) = Sk(t)φ. Lemma 3.2(ii) is obtained by the comparison principle for the solutions of
(3.3). Furthermore, since u satisfies (3.1) and (3.2), we obtain Lemma 3.2(iii).
Next we prove Lemma 3.2(iv). Assume (3.4). By Lemma 3.2(iii), we have
∥∥v(t)∥∥
L∞(RN)  (t/2)
−N4
∥∥v(t/2)∥∥
L2(RN)  t
−γ−N4 ,∥∥(∂tv)(t)∥∥L∞(RN)  (t/2)−N4 ∥∥(∂t v)(t/2)∥∥L2(RN)
 t−N4 −1
∥∥v(t/4)∥∥
L2(RN)  t
−γ−N4 −1
for all t > 0. Let j = 0,1 and W1 be a function defined in Lemma 2.3 with γ = d + N/4 + j .
Then, by the same argument as in the proof of (3.10), for any T > 0 and any sufficiently small
 > 0, there exist constants C5 and C6 such that∣∣(∂jt v)(|x|, t)∣∣C5W1(x, t) C6t−d−N4 − αk2 −jUk(|x|)
for all (x, t) ∈ D(T ). So we obtain (3.5). On the other hand, for any t > 0, v satisfies
∂2r v +
N − 1
r
∂rv − Vk(r)v = ∂tv, r ∈ (0,∞).
Then, by Lemma 2.2(ii) and (3.5), there exists a constant c = c(t) such that
v
(|x|, t)= c(t)Uk(|x|)+ Fk[(∂t v)(t)](|x|), x ∈ RN. (3.16)
Furthermore, by using Lemma 2.2(ii) and (3.5) again, we have
td+
N
4 + αk2
∣∣Fk[(∂t v)(t)](|x|)∣∣ t−1|x|2Uk(|x|)Uk(|x|), (3.17)
td+
N
4 + αk2
∣∣∂rFk[(∂t v)(t)](|x|)∣∣ t−1[2|x|Uk(|x|)+ |x|2U ′k(|x|)]
 t−1|x|Uk
(|x|)+U ′k(|x|) (3.18)
for all (x, t) ∈ D(T ). By (3.5) with j = 0, (3.16), and (3.17), we have
∣∣c(t)∣∣ C7t−d−N4 − αk2 , t  T ,
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is complete. 
We next recall the following lemma on the eigenvalue problem for the operator L∗k ,
(Ek)
⎧⎪⎨
⎪⎩
L∗kϕ = −λϕ in RN,
ϕ is a radial function in RN with respect to 0,
ϕ ∈ H 1(RN,ρ dy).
Lemma 3.3. (See Lemma 2.1 in [12].) Let ω 0 and k = 0,1,2, . . . . Let {λk,i}∞i=0 be the eigen-
values of (Ek) such that λk,0 < λk,1 < · · · . Then
λk,i = αk2 + i (3.19)
and all the eigenvalues are simple. Furthermore the eigenfunction ϕk corresponding to λk,0 is
given by
ϕk(y) = ck|y|α(ω+ωk) exp
(
−|y|
2
4
)
, (3.20)
where ck is a positive constant such that ‖ϕk‖ = 1.
By using Lemmas 3.1 and 3.3, we prove the following proposition on the decay rate of the
functions vk and wk .
Proposition 3.1. Assume the same conditions as in Lemma 3.2. Let v = v(|x|, t) be the function
constructed in Lemma 3.2 and w = w(|y|, s) be defined by (1.14). Then there exists a positive
constant C1 such that ∥∥w(s)∥∥ C1e− αk2 s‖φ‖, s > 0. (3.21)
Proof. By the linearity of the equation (Pk), we may assume, without loss of generality, that
‖φ‖ = 1.
1st step. Since V  0, by (Lk) and (3.19), we see that
d
ds
∥∥w(s)∥∥2  2 ∫
RN
{
−|∇w|2 + N
2
w2
}
ρ dy  0, s > 0.
This implies ∥∥w(s)∥∥ ‖φ‖ = 1, s > 0. (3.22)
2nd step. Assume that there exists a nonnegative constant d such that∥∥w(s)∥∥ e−ds, s > 0. (3.23)
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∥∥v(t)∥∥ t−N4 −d , t > 0. (3.24)
In this step we prove the inequality ‖w(s)‖ e−μds for all s > 0, where μd = min{αk/2, d + δ}.
Let θ be the constant given in (V ), θ∗ = θ/4(2 + θ) ∈ (0,1/4), and δ = αkθ∗ +
(N − 2)θ∗/2 > 0. Put Ω(s) = {y ∈ RN : |y| > e−θ∗s} and
w˜
(|y|, s)=
{
w
(|y|, s) if y ∈ Ω(s),
eθ∗s |y|w(e−θ∗s , s) if y /∈ Ω(s). (3.25)
Let  be a sufficiently small positive constant and S > θ−1∗ | log |. Then, by Lemmas 2.2, 3.2(iv),
and (3.24), we have
∣∣w(|y|, s)∣∣ e−ds |y|αk + e−ds− αk−k2 s |y|k (|y| ),∣∣(∂rw)(|y|, s)∣∣ e−ds |y|αk−1 (y ∈ ∂Ω(s)) (3.26)
for all s  S. Furthermore, by (3.25) and (3.26), we have
∣∣w˜(|y|, s)∣∣ e−ds−(αk−1)θ∗s |y|, ∣∣(∂r w˜)(|y|, s)∣∣ e−ds−(αk−1)θ∗s (3.27)
for all y ∈ RN \ Ω(s) and s  S. On the other hand, by (V )(iii), there exists a constant C1 such
that
∣∣∣∣esV (e s2 y)− ω|y|2
∣∣∣∣C1 es(es/2|y|)2+θ
C1 exp
[
s − (2 + θ)
(
1
2
− θ∗
)
s
]
 C1e−
θ
4 s in Ω(s). (3.28)
Put I (s) = ∫
Ω(s)
|w|2ρ dy. Then, by (3.19) and (3.26)–(3.28), we have
E(s) ≡
∫
Ω(s)
[
|∇yw|2 + ω +ωk|y|2 w
2 − N
2
w2
]
ρ dy
=
∫
RN
[
|∇yw˜|2 + ω +ωk|y|2 w˜
2 − N
2
w˜2
]
ρ dy +O(e−(2d+2δ)s)
 αk
2
∫
RN
w˜2ρ dy +O(e−(2d+2δ)s) αk
2
I (s)+O(e−(2d+2δ)s),
and obtain
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∫
∂Ω(s)
∣∣w(s)∣∣2ρ dσ + 2 ∫
Ω(s)
(Lkw)wρ dy
−2E(s)− 2
∫
Ω(s)
(
esV
(
e
s
2 y
)− ω|y|2
)
w2ρ dy
+ 2
∫
∂Ω(s)
(∂νw)wρ dσ +O
(
e−(2d+2αkθ∗+Nθ∗)s
)
−2E(s)+ 2C1e− θ4 sI (s)+O
(
e−(2d+2δ)s
)
−(αk − 2C1e− θ4 s)I (s)+C2e−(2d+2δ)s , s  S, (3.29)
for some constant C2. Then, by the Gronwall inequality, we obtain
I (s) e−2μds, s  S.
Therefore, by (3.26), there exists a constant C3 such that∫
RN
w2ρ dy = I (s)+
∫
|y|e−θ∗s
w2ρ dy  C3e−2μds
for all s  S. This together with (3.22) implies
∥∥w(s)∥∥ e−μds, s > 0. (3.30)
3rd step. Let n be a natural number such that (n−1)δ < αk/2 nδ. By (3.22) and (3.30) with
d = 0, we have
∥∥w(s)∥∥ e−min{αk/2,δ}s , s > 0.
This inequality together with (3.30) with d = min{αk/2, δ} implies∥∥w(s)∥∥ e−min{αk/2,2δ}s , s > 0.
Repeating this argument, we obtain
∥∥w(s)∥∥ e−min{αk/2,nδ}s = e− αk2 s , s > 0.
Therefore we obtain (3.21), and the proof of Proposition 3.1 is complete. 
Proposition 3.2. Assume the same conditions as in Proposition 3.1. Put
ak = ck
∫
N
Uk
(|x|)φ(x)dx. (3.31)R
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lim
s→∞
∥∥e αk2 sw(s)− akϕk∥∥C2({L−1|y|L}) = 0. (3.32)
Furthermore, if ak = 0, then ‖w(s)‖ = O(e−
αk+2
2 s) as s → ∞, and for any L> 0, there exists a
constant C such that ∥∥e αk2 sw(s)∥∥
C2({L−1|y|L})  Ce
−s , s  1. (3.33)
Proof. We use the same notations as in the proof of Proposition 3.1. Furthermore we put ϕ = ϕk
and
b(s) =
∫
Ω(s)
w(s)ϕρ dy
/ ∫
Ω(s)
|ϕ|2ρ dy, wˆ(y, s) = w˜(y, s)− b(s)ϕ(y)
for simplicity. Then we have∫
Ω(s)
wˆϕρ dy = 0,
∫
Ω(s)
wˆ
(
L∗kϕ
)
ρ dy = 0. (3.34)
1st step. In this step, we consider the limit of b(s) as s → ∞. By Lemma 3.2(ii) and Proposi-
tion 3.1, we may put d = αk/2 in (3.26), and have
∣∣w(|y|, s)∣∣ e− αk2 s |y|αk , ∣∣(∂rw)(|y|, s)∣∣ e− αk2 s |y|αk−1 (3.35)
for all y ∈ ∂Ω(s) and s  S. Then, by (Lk), (3.20), (3.28), and (3.35), we have
d
ds
∫
Ω(s)
wϕρ dy
= θ∗e−θ∗s
∫
∂Ω(s)
wϕρ dσ +
∫
Ω(s)
(Lkw)ϕρ dy
=
∫
Ω(s)
(
L∗kw
)
ϕρ dy −
∫
Ω(s)
(
esV
(
e
s
2 y
)− ω|y|2
)
wϕρ dy +O(e− αk2 s−(2αk+N)θ∗s)
=
∫
Ω(s)
w
(
L∗kϕ
)
ρ dy +
∫
∂Ω(s)
{
(∂rw)ϕ −w(∂rϕ)
}
ρ dσ
+O(e− θ4 s) ∫
Ω(s)
|w|ϕρ dy +O(e− αk2 s−(2αk+N)θ∗s)
= −αk
2
∫
wϕρ dy +O(e− θ4 s)∥∥w(s)∥∥+O(e− αk2 s−2δs) (3.36)Ω(s)
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∣∣∣e αk2 sb(s)− lim
s→∞ e
αk
2 sb(s)
∣∣∣ e−2δs , s  S. (3.37)
On the other hand, by (Pk) and (O), we have
d
dt
∫
RN
v
(|x|, t)Uk(|x|)dx = 0, t > 0.
Furthermore, by Proposition 3.1, we have the inequality (3.5) with j = 0 and d = αk/2 + N/4,
and by Lemma 2.2, we obtain
lim
t→∞
∫
{|x|<(1+t)θ∗ }
v
(|x|, t)Uk(|x|)dx = 0.
Then, by (1.5), and (3.20), we obtain
∫
RN
φ(x)Uk
(|x|)dx = lim
t→∞
∫
RN
v
(|x|, t)Uk(|x|)dx
= lim
t→∞
∫
|x|(1+t)θ∗
v
(|x|, t)Uk(|x|)dx = lim
t→∞
∫
|x|(1+t)θ∗
v
(|x|, t)|x|αk dx
= lim
s→∞ e
αk
2 s
∫
Ω(s)
w(s)|y|αk dy = c−1k lims→∞ e
αk
2 sb(s).
This together with (3.37) implies
∣∣e αk2 sb(s)− ak∣∣ e−2δs, s  S. (3.38)
2nd step. In this step we prove (3.32). Put
J (s) =
∫
Ω(s)
∣∣wˆ(s)∣∣2ρ dy, Eˆ(s) = ∫
Ω(s)
[
|∇wˆ|2 + ω +ωk|y|2 wˆ
2 − N
2
wˆ2
]
ρ dy.
By (3.20), (3.25), (3.35), and (3.38), we have
∣∣wˆ(y, s)∣∣ e− αk2 s−(αk−1)θ∗s |y| + e− αk2 s |y|αk ,∣∣(∂r wˆ)(y, s)∣∣ e− αk2 s−(αk−1)θ∗s + e− αk2 s |y|αk−1 (3.39)
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(wˆ, ϕ) =
∫
|y|e−θ∗s
wˆϕρ dy = O(e− αk2 s−(2αk+N)θ∗s).
Furthermore, since wˆ − (wˆ, ϕ)ϕ ⊥ ϕ, by (3.19), we have
Eˆ(s) =
∫
RN
[
|∇wˆ|2 + ω +ωk|y|2 wˆ
2 − N
2
wˆ2
]
ρ dy +O(e−(αk+2δ)s)
 αk
2
(wˆ, ϕ)2 +
(
αk
2
+ 1
)∥∥wˆ − (wˆ, ϕ)ϕ∥∥2 +O(e−(αk+2δ)s)
=
(
αk
2
+ 1
)
‖wˆ‖2 +O(e−(αk+2δ)s)
=
(
αk
2
+ 1
)
J (s)+O(e−(αk+2δ)s) (3.40)
for all s  S. Furthermore, by (3.34), (3.39), and (3.40), we apply the similar arguments as in
(3.29) to J (s), and have
J ′(s) = θ∗e−θ∗s
∫
∂Ω(s)
|wˆ|2ρ dσ + 2
∫
Ω(s)
[
Lkw − b′(s)ϕ
]
wˆρ dy
= 2
∫
Ω(s)
(Lkw)wˆρ dy +O
(
e−αks−(2αk+N)θ∗s
)
= 2
∫
Ω(s)
(
L∗kwˆ
)
wˆρ dy − 2
∫
Ω(s)
(
esV
(
e
s
2 y
)− ω|y|2
)
wwˆρ dy +O(e−αks−(2αk+N)θ∗s)
−2Eˆ(s)+ 2
∫
∂Ω(s)
(∂νwˆ)wˆρ dσ
+O(e− θ4 s) ∫
|y|e−θ∗s
|w||wˆ|ρ dy +O(e−αks−(2αk+N)θ∗s)
−2Eˆ(s)+O(e− θ4 s)‖w‖J (s)1/2 +O(e−αks−2δs)
−(αk + 2 +O(e− θ4 s))J (s)+O(e−αks− θ4 s)+O(e−αks−2δs) (3.41)
for all s  S. This inequality implies that
J (s) e−αks−2 min{1,δ′}s , s  S, (3.42)
where δ′ = min{θ/8, δ} > 0. Therefore, by (3.38) and (3.42), we have
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∫
Ω(s)
∣∣e αk2 sw − akϕ∣∣2ρ dy

∣∣e αk2 sb(s)− ak∣∣2 + eαksJ (s) e−2 min{1,δ′}s , s  S. (3.43)
On the other hand, by (V )(iii) and (Lk), we may apply the parabolic regularity theorems
(see [10]) to the function w, and see that, for any L> 0,
sup
{∣∣(∂js ∇ ly[e αk2 sw])(y, s)∣∣: L−1  |y| L, s  1}< ∞
for all j = 0,1 and l = 0,1,2,3 with 2j + l  3. Therefore, by the Ascoli–Arzela theorem and
(3.43), we obtain (3.32).
3rd step. In this step, we assume ak = 0 and prove (3.33). Assume (3.23) with d  αk/2.
Then, by (3.26), we use the same argument as in 1st step to obtain
b′(s) = −αk
2
b(s)+O(e−ds−δ′s), s  S.
Then, by ak = 0, we have
e
ak
2 sb(s) = e ak2 sb(s)− lim
s→∞ e
ak
2 sb(s) = O(e−ds−δ′s), s  S. (3.44)
Furthermore, by the same argument as in 2nd step, we have
J ′(s)−(αk + 2 +O(e− θ4 s))J (s)+O(e−2ds− θ4 s)+O(e−2ds−2δ′s),
and obtain
J (s) = O(e−αks−2μ′d s), s  S, (3.45)
instead of (3.42), where μ′d = min{1, d + δ′}. By (3.26), (3.44), and (3.45), we have
∥∥w(s)∥∥ ( ∫
|y|e−θ∗s
w(s)2ρ dy
) 1
2 +
( ∫
|y|e−θ∗s
w(s)2ρ dy
) 1
2
 e−
αk
2 s−μ′d s , s  S. (3.46)
Let n ∈ N such that (n− 1)δ′ < 1 nδ′. By (3.21) and (3.46) with d = 0, we have
∥∥w(s)∥∥ e− αk2 s−min{1,δ′}s , s > 0.
This inequality together with (3.46) with d = min{1, δ′} implies
∥∥w(s)∥∥ e− αk2 s−min{1,2δ′}s , s > 0.
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∥∥w(s)∥∥ e− αk2 s−min{1,nδ′}s = e− αk2 s−s , s > 0.
Finally, by the similar argument as in 2nd step, we apply the parabolic regularity theorems to w,
and obtain (3.33). So the proof of Proposition 3.2 is complete. 
Proposition 3.3. Assume the same conditions as in Proposition 3.2. Then, for any T > 0 and
any sufficiently small  > 0, there hold (3.16)–(3.18) with d = (αk/2) + (N/4). Furthermore
limt→∞ t
N
2 +αk c(t) = akck .
Proof. Let T > 0 and  be a sufficiently small positive constant. Then, by Proposition 3.1 and
its proof, we have (3.16)–(3.18) with d = (αk/2) + (N/4). Furthermore, by (1.5), (3.16), and
(3.17), we have
t
N+αk
2 v
(
(1 + t)1/2, t)= [c(t)t N+αk2 +O(2)]Uk((1 + t)1/2)
= αk t αk2 [c(t)t N+αk2 +O(2)](1 + o(1))
and by (3.32), we have
t
N+αk
2 v
(
(1 + t)1/2, t)= akϕk()(1 + o(1))= akckαk (1 +O())(1 + o(1))
for all sufficiently large t . These together with the arbitrariness of  imply
lim
t→∞ t
N
2 +αk c(t) = akck,
and the proof of Proposition 3.3 is complete. 
4. Proofs of Theorems 1.1 and 1.2
Let u be the solution of (1.1). Let uk,i , vk,i , and wk,i be the functions defined in Section 1.
For any m = 0,1,2, . . . , put
um(x, t) =
∞∑
k=m
lk∑
i=1
uk,i(x, t) = u(x, t)−
m−1∑
k=0
lk∑
i=1
uk,i(x, t).
Then we have the following lemma.
Lemma 4.1. Assume (V ) for some ω > 0 and θ > 0. Then, for any m = 0,1,2, . . . and l = 0,1,2,
there exists a positive constant C1 such that
∣∣(∇ lxum)(x, t)∣∣ C1t−N+αm2 ‖φ‖ in S. (4.1)
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∣∣u(x, t)∣∣ t−N+α02 (4.2)
for all (x, t) ∈ S with |x| L(1 + t)1/2.
Proof. Put
ρt (x) = (t + 1)N2 exp
( |x|2
4(t + 1)
)
.
Since (1 + t) N4 ‖vk,i(t)‖L2(RN ,ρt dx) = ‖wk,i(s)‖ for all t > 0 and s > 0 with s = log(1 + t), by
Lemma 3.2(ii) and (3.21), if φk,i  0, we have
∥∥uk,i(t)∥∥L2(RN ,ρt dx)  ∥∥vk,i(t)∥∥L2(RN ,ρt dx) = ∥∥Sk(t)φk,i∥∥L2(RN ,ρt dx)

∥∥Sm(t)φk,i∥∥L2(RN ,ρt dx)  t−N4 − αm2 ‖φk,i‖
for all t > 0, k m, and i = 1, . . . , lk . Furthermore, by the linearity of Eq. (1.1), this inequality
holds without the nonnegativity of φk,i , and by the orthogonality of {Qk,i}, we have
t
N
2
∥∥um(t)∥∥2L2(RN)  t N2 ∥∥um(t)∥∥2L2(RN ,ρt dx)
= t N2
∞∑
k=m
lk∑
i=1
∥∥uk,i(t)∥∥2L2(RN ,ρt dx)  t−αm
∞∑
k=m
lk∑
i=1
‖φk,i‖2
 t−αm
∞∑
k=m
lk∑
i=1
‖Φk,i‖2  t−αm‖φ‖2 (4.3)
for all t > 0. Then, since um(t) = S(t/2)um(t/2) for t > 0, by Lemma 3.1, we have (4.1) with
l = 0. Furthermore, by the parabolic regularity theorems and (V )(i), (iii), we have (4.1) with
l = 1,2.
Next we prove (4.2). Similarly, by the linearity of Eq. (1.1), we have only to treat the case
φ  0 in RN . Let L 2 and (x, t) ∈ S such that |x| L(1 + t)1/2. Put u˜(z, τ ) = u(x + λz, t +
λ2τ) for all (z, τ ) ∈ Q ≡ B(0,1)× (−1,1), where λ = t1/2/2. Then u˜ satisfies
∂τ u˜ = zu˜− V˜ (z)u˜zu˜ in Q,
where V˜ (z) = λ−2V (|x + λz|). Therefore, by the interior L∞ estimate of the solutions for the
parabolic equations (see [10]) and (4.1) with l = 0, there exist constants C1 and C2 such that
∣∣u(x, t)∣∣= ∣∣u˜(0,0)∣∣ C1‖u˜‖L2(Q) C1‖u˜‖1/2L∞(Q)‖u˜‖1/2L1(Q)
 C2t−
N+α0
4 ‖φ‖1/2
(
t−
N
2 sup
−1<τ<1
∫ ∣∣u(z, t + λ2τ)∣∣dz)1/2. (4.4)
B(x,λ)
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for any sufficiently small  > 0, we may take a sufficiently large L so that
∫
B(x,λ)
∣∣u(z, s)∣∣dz ∥∥u(s)∥∥
L2(RN ,ρs dx)
( ∫
B(x,λ)
ρ−1s dz
)1/2
 t−
α0
2 ‖φ‖
for all s ∈ (t − λ2, t + λ2). This inequality together with (4.4) implies (4.2), and the proof of
Lemma 4.1 is complete. 
Proof of Theorem 1.1. By (1.3), (1.11), and the orthonormality of {Qk,i}, we have
κ0
∫
RN
φ0,1
(|y|)U0(|y|)ρ dy =
∫
RN
φ(x)U0
(|x|)dx = M. (4.5)
By Propositions 3.2, 3.3, and (4.5), there exist positive constants  and T such that
(1 + t) N2 +α0v0,1(x, t) = κ−10 c20M
(
1 + o(1))U0(|x|)+O(t−1|x|2U0(|x|)), (4.6)
(1 + t) N2 +αkvk,i(x, t) = O
(
Uk
(|x|)) if k  1, i = 1, . . . , lk, (4.7)
for all (x, t) ∈ D(T ). Let m = 2,3, . . . such that αm > 2α0. Since
u(x, t)− um(x, t)
= κ0v0,1(x, t)+ κ1
N∑
i=1
v1,i (x, t)
xi
|x| +
m−1∑
k=2
lk∑
i=1
vk,i(x, t)Qk,i
(
x
|x|
)
in S, (4.8)
by (4.1), (4.6), and (4.7), we have (1.6). Furthermore, by (1.5), (4.1) with (k,m) = (0,1), and
(4.6), we have
(1 + t) N+α02 u((1 + t)1/2y, t)= O(|y|α0)+O(t α1−α02 ) (4.9)
for all y ∈ RN with |y|  and t  T . On the other hand, by Proposition 3.2, Lemma 4.1, (4.5),
and (4.8), for any L> 0, we have
lim
t→∞(1 + t)
N+α0+l
2
(∇ lxu)((1 + t)1/2y, t)
= lim
t→∞(1 + t)
N+α0+l
2
(∇ lxu0,1)((1 + t)1/2y, t)= c0M(∇ lyϕ0)(y) (4.10)
uniformly for all y ∈ RN with L−1  |y| L, where l = 0,1,2. Therefore, by (4.2), (4.9), and
(4.10) with k = 0, we have (1.7) in L∞(RN). On the other hand, by (4.3), we have
lim (1 + t) N+α02 u1
(
(1 + t)1/2y, t)= 0 in L2(RN,ρ dy).t→∞
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lim
t→∞(1 + t)
N+α0
2 κv0,1
(
(1 + t)1/2y, t)= c0Mϕ0(y)
in L2({|y| ′}, ρ dy) for any ′ > 0. These inequalities with (4.9) imply (1.7) in L2(RN,ρ dy).
We next assume M > 0. By (1.1) and (O), we see that
d
dt
∫
RN
u(x, t)U0
(|x|)dx = 0, t > 0,
and for any t0 > 0, we have∫
RN
u(x, t0)U0
(|x|)dx = ∫
RN
φ(x)U0
(|x|)dx = M > 0.
So there exists a point x0 such that u(x0, t0) > 0. Then, by (4.2), there exists a positive constant
L > 0 such that |u(x, t0)| < u(x0, t0) for all |x| L. This implies that H(t0) = ∅. Furthermore,
since ϕ0 = c0rα0e−r2/4 takes its maximum only at r = √2α0, by (1.7), we have (1.8), and the
proof of Theorem 1.1 is complete. 
Next, in order to prove Theorem 1.2, we give the following lemma on α(ω +ωk).
Lemma 4.2. Let ω 0 and k = 0,1,2, . . . . Then
α(ω +ωk+1) α(ω +ωk)+ 1, (4.11)
2α(ω +ωk+1) α(ω +ωk+2)+ α(ω +ωk). (4.12)
Proof. By (1.4), we may obtain (4.11) easily. So we prove (4.12). Let 0 a < b < c such that
2
√
b√a + √c. Put
f (s) = 2√s + b − (√s + a + √s + c ), s  0.
Then f (0) 0. Furthermore, by the convexity of the function x−1, if f (s) 0,
f ′(s) = 1√
s + b −
1
2
(
1√
s + a +
1√
s + c
)
 2√
s + a + √s + c −
1
2
(
1√
s + a +
1√
s + c
)
 0.
Therefore we have
f (s) 0 on [0,∞) if f (0) 0. (4.13)
On the other hand, by (1.4), we have
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=
√
(N − 2)2 + 4(ωk+1 +ω)−
√
(N − 2)2 + 4(ωk +ω)+
√
(N − 2)2 + 4(ωk+2 +ω)
2
.
Since α(ωk) = k, we have g(0) = 0. So, by (4.13), we have g(s) 0 for s  0, and the proof of
Lemma 4.2 is complete. 
Proof of Theorem 1.2. We may assume, without loss of generality, that Aφ = |Aφ |e1 = 0, where
e1 = (1,0, . . . ,0) ∈ RN . By (1.3) and (1.11),
∫
RN
φ(x)U1
(|x|) xi|x| dx = κ1
∫
RN
φ1,i
(|x|)U1(|x|) x2i|x|2 dx
= κ1N−1
∫
RN
φ1,i
(|x|)U1(|x|)dx, i = 1, . . . ,N,
and we have
∫
RN
φ1,i
(|x|)U1(|x|)dx = κ−11 N |Aφ |δ1i . (4.14)
Then, by (3.32) and (4.14), for any L> 0 and l = 0,1,2,
lim
t→∞(1 + t)
N+α1+l
2
(
∂lrv1,1
)(
(1 + t)1/2|y|, t)= c1κ−11 N |Aφ |(∂lrϕ1)(y) (4.15)
uniformly for all y with L−1  |y|L. So, by (1.13) and (4.15), for any L> 0,
lim
t→∞(1 + t)
N+α1+l
2
(∇ lxu1,1)((1 + t)1/2y, t)
= c1N |Aφ |∇ ly
(
ϕ1(y)
y1
|y|
)
= c21N |Aφ |∇ ly
(|y|α1−1e−|y|2/4y1) (4.16)
uniformly for all y with L−1  |y| L. Similarly, by (4.11), (3.32), (3.33), and (4.14), for any
(k, i) /∈ {(0,1), (1,1)}, l = 0,1,2, and L> 0, there exists a constant C1 such that
∣∣(∂lrvk,i)((1 + t)1/2|y|, t)∣∣C1t−N+α2+l2
for all y with L−1  |y| L and all sufficiently large t . Then, by (3.11), there exists a constant
C2 such that
∣∣(∇ lxuk,i)((1 + t)1/2y, t)∣∣ C2t−N+α2+l2 (4.17)
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(4.17), for any L> 0, there exists a constant C3 such that
∣∣(∇ lxu∗)((1 + t)1/2y, t)∣∣ C3t−N+α2+l2 (4.18)
for all y with L−1  |y| L and all sufficiently large t .
Put
ζ(x) = max
2iN
|xi |
|x| . (4.19)
Then, by (3.11), we have∣∣∣∣Q2,i
(
x
|x|
)
−Q2,i
( |x1|e1
|x|
)∣∣∣∣ |x − |x|e1||x|  |x| − x1|x| + (N − 1)ζ(x)
for all x ∈ RN \ {0}. Then, by Theorem 1.1, (4.15), and (4.18), there exists a positive constant c∗
such that
0 u(x, t)− u(|x|e1, t)
= κ1v1,1(x, t)x1 − |x||x| + u
∗(x, t)− u∗(|x|e1, t)
= c∗t−
N+α1
2
(
1 + o(1))x1 − |x||x| +O
(
t−
N+α2
2
) |x − |x|e1|
|x|
= c∗t−
N+α1
2
(
1 + o(1))x1 − |x||x| +O
(
t−
N+α2
2
)
ζ(x) (4.20)
for all x ∈ H(t) and sufficiently large t . This implies x ∈ RN+ ≡ {x = (x1, x′) ∈ RN : x1 > 0} for
all x ∈ H(t) and all sufficiently large t and
lim
t→∞ supx∈H(t)
ζ(x) = 0.
Then we have
1 − x1|x| =
(
1 + x1|x|
)−1(
1 − x
2
1
|x|2
)
= 1 + o(1)
2
(
1 − x
2
1
|x|2
)
 ζ(x)2 (4.21)
for all x ∈ H(t) and all sufficiently large t . Furthermore, by (4.20) and (4.21), there exists a
positive constant C4 such that
0−ζ(x)2 +C4t−
α2−α1
2 ζ(x)
for all x ∈ H(t) and all sufficiently large t . Therefore, putting
C(t) =
{
x ∈ RN+ : inf
x∈H(t) |x| |x| sup |x|, ζ(x)C4t
− α2−α12
}
,x∈H(t)
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H(t) ⊂ C(t) (4.22)
for all sufficiently large t .
Let
H0(t) =
{
x ∈ RN : u0,1(x, t) = max
z∈RN
u0,1(z, t)
}
. (4.23)
Since (rα0e−r2/4)′′ < 0 near r = √2α0, by Theorem 1.1 and (4.10), there exists a function
r = r(t) satisfying limt→∞ t−1/2r(t) = √2α0 such that
H0(t) =
{
x ∈ RN : |x| = r(t)} (4.24)
for all sufficiently large t . Furthermore, if (1 + t)−1/2|x| is sufficiently close to √2α0 and t is
sufficiently large, we have
(∂ru0,1)(x, t) 0 if |x| r(t), (∂ru0,1)(x, t) < 0 if |x| > r(t). (4.25)
Since (rα1e−r2/4)′ > 0 near r = √2α0, if, for any sufficiently large t , there exists a point
x ∈ H(t) such that |x|  r(t), then, by (4.16), (4.18), (4.22), and (4.25), there exists a positive
constant C5 such that
(∂x1u)(x, t) = (∂ru0,1)(x, t)
x1
|x| + (∂x1u1,1)(x, t)+
(
∂x1u
∗)(x, t)
 C5t−
N+α1+1
2 +O(t−N+α2+12 )> 0.
This contradicts x ∈ H(t). Therefore we see infx∈H(t) |x| > r(t), and by (4.25), we have
(∂ru0,1)(x, t) < 0 (4.26)
for all x ∈ C(t) and all sufficiently large t . Furthermore we have
(∂α∂βu0,1)(x, t) =
(
∂2r u0,1
)
(x, t)
xαxβ
|x|2 + (∂ru0,1)(x, t)
δαβ |x|2 − xαxβ
|x|3 ,
where α,β = 1, . . . ,N and ∂γ = ∂xγ . Therefore, since (rα0e−r2/4)′′ < 0 near r =
√
2α0, by
(4.10) and (4.26), there exists a positive constant C6 such that
(1 + t) N+α02 +1(∂α∂βu0,1)(x, t)
⎧⎪⎨
⎪⎩
−C6 (α = β = 1),
 C6t−(α2−α1) (α = β = 1),
− α2−α12
(4.27)= O(t ) (α = β)
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(rα1−1e−r2/4)′ < 0 near r = √2α0. Then, similarly to (4.27), by (4.16), there exist positive con-
stants C7 and C8 such that
(1 + t) N+α12 +1(∂α∂βu1,1)(x, t)
⎧⎪⎨
⎪⎩
 C7 (α = β = 1),
−C8 (α = β = 1),
= O(t− α2−α12 ) (α = β)
(4.28)
for all x ∈ C(t) and all sufficiently large t . Therefore, by (4.12), (4.18), (4.27), and (4.28), we
have
(1 + t) N2 +1(∂α∂βu)(x, t)
⎧⎪⎨
⎪⎩
−C6t−
α0
2 (α = β = 1),
−C8t−
α1
2 (α = β = 1),
= o(t− α12 ) (α = β)
for all x ∈ C(t) and all sufficiently large t . This together with (4.22) implies that H(t) consists
of one point for all sufficiently large t . Furthermore, by the implicit function theorem, we have
(1.9), and the proof of Theorem 1.2 is complete. 
By applying the same arguments in the proofs of theorems, we have the following theorem.
We leave the details of the proof to the reader.
Theorem 4.1. Let u be the solution of
⎧⎪⎪⎨
⎪⎪⎩
∂tu = u− V
(|x|)u in Ω × (0,∞),
μu+ (1 −μ) ∂
∂ν
u = 0 on ∂Ω × (0,∞),
u(x,0) = φ(x) ∈ L2(Ω,ρ dx),
where Ω = {x ∈ RN : |x| > L}, L > 0, ν = −x/|x|, and 0  μ  1. Assume the condition (V )
for some θ > 0. Then there hold Theorems 1.1–1.2 with Ui (i = 0,1), M , Aφ replaced by Uμi,L
(i = 0,1), ∫
Ω
φ(x)U
μ
0,L
(|x|)dx, and ∫
Ω
φ(x)U
μ
1,L
(|x|) x|x| dx,
respectively. Here Uμ0,L and U
μ
1,L are functions given in Lemma 2.1.
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