Identificação da valência emocional em sentenças de contos infantis by Valverde, Iliana Maritza Burguán, 1985-
UNIVERSIDADE ESTADUAL DE CAMPINAS
Faculdade de Engenharia Elétrica e de Computação
Iliana Maritza Burguán Valverde
Identification of Emotional Valence in Sentences of
Children Tales




ILIANA MARITZA BURGUÁN VALVERDE 
Identification of Emotional Valence in Sentences of 
Children Tales








Dissertação apresentada à Faculdade de 
Engenharia Elétrica e de Computação da 
Universidade Estadual de Campinas como 
parte dos requisitos exigidos para a obtenção 
do título de Mestra em Engenharia Elétrica, 
na Área de Engenharia de Computação. 
Dissertation presented to the School of  
Electrical and Computer Engineering of  the 
University of  Campinas in partial fulfillment 
of  the requirements for the degree of  Master 
in Electrical Engineering, in the area of  
Computer Engineering.
Este exemplar corresponde à versão 
final da dissertação defendida pela 
aluna Iliana Maritza Burguán Valverde, 
e orientada pela Profa. Dra. Paula 
Dornhofer Paro Costa. 
Ficha catalográfica
Universidade Estadual de Campinas
Biblioteca da Área de Engenharia e Arquitetura
Rose Meire da Silva - CRB 8/5974
    
  Valverde, Iliana Maritza Burguán, 1985-  
 V249i ValIdentification of emotional valence in sentences of children tales / Iliana
Maritza Burguán Valverde. – Campinas, SP : [s.n.], 2019.
 
   
  ValOrientador: Paula Dornhofer Paro Costa.
  ValDissertação (mestrado) – Universidade Estadual de Campinas, Faculdade
de Engenharia Elétrica e de Computação.
 
    
  Val1. Literatura infantil. 2. Processamento de linguagem natural (Computação).
3. Emoções. 4. Computação - Avaliação. 5. Aprendizado de máquina. I. Costa,
Paula Dornhofer Paro, 1978-. II. Universidade Estadual de Campinas.
Faculdade de Engenharia Elétrica e de Computação. III. Título.
 
Informações para Biblioteca Digital








Área de concentração: Engenharia de Computação
Titulação: Mestra em Engenharia Elétrica
Banca examinadora:
Paula Dornhofer Paro Costa [Orientador]
Tiago Fernandes Tavares
Pablo Picasso Feliciano de Faria
Data de defesa: 29-08-2019
Programa de Pós-Graduação: Engenharia Elétrica
Identificação e informações acadêmicas do(a) aluno(a)
- ORCID do autor: https://orcid.org/0000-0003-2190-436X
- Currículo Lattes do autor: http://lattes.cnpq.br/8419971247193513  
Powered by TCPDF (www.tcpdf.org)
COMISSÃO JULGADORA – DISSERTAÇÃO DE MESTRADO  
Candidata: Iliana Maritza Burguán Valverde   RA: 163677 
Data da Defesa: 29 de agosto de 2019 
Título da Tese: Identification of  Emotional Valence in Sentences of  Children Tales / 
Identificação da Valência Emocional em Sentenças de Contos Infantis 
 
Profa. Dra. Paula Dornhofer Paro Costa (Presidente, FEEC/UNICAMP) 
Prof. Dr. Tiago Fernandes Tavares (FEEC/UNICAMP) 
Prof. Dr. Pablo Picasso Feliciano de Faria (IEL/UNICAMP) 
A ata de defesa, com as respectivas assinaturas dos membros da Comissão Julgadora, 
encontra-se no SIGA (Sistema de Fluxo de Dissertação) e na Secretaria de Pós-Graduação 
da Faculdade de Engenharia Elétrica e de Computação. 
Acknowledgements
I thank God and my parents América Valverde and Edgar Burguan, for giving
me life, educating and supporting me, I love you with all my heart. To my brothers Gino
and Gildson, my happiest memories are by their side. To my uncles Jorge, Enit, and
Mery Burguan, who are my second parents, for supporting me and teaching me that
things are achieved by dreaming and making a dream come true, without fear, without
limitations. I also would like to thank my dear teacher Dr. Paula Dornhofer Paro Costa,
for her guidance, which was invaluable to get this work right. My friends Lorena León
and Carlos Carrión for their lasting friendship, for their tremendous moral support, they
were my brothers in these Brazilian lands. My colleagues Robson, Raquel, Rodolfo and
Antonio from the Control and Automation Laboratory (LCA) and the High-Performance
Computing and 3D Environment Laboratory of Scientific Visualization (Galileu) for the
time share, for each anecdote, emotion, experience, and trust place in me. To Stefano
Potì, for the good times. His departure taught me that accompanied or not, I must be a
brave lady.
The present work was carried out with the support of National Council for
Scientific and Technological/Conselho Nacional de Desenvolvimento Científico (CNPq) -
Brasil
Abstract
Sentiment analysis in texts has been widely explored recently, mainly using natural
language processing and machine learning techniques. However, despite the advances
achieved, there are still significant challenges. Our work explores the analysis of senti-
ments in narrative texts by identifying the emotional valences in sentences belonging to
children’s tales, which can be used, for example, as a resource for applications aimed
at synthesizing narrators and virtual actors in the Brazilian Portuguese language. Us-
ing natural language processing techniques and an affective database called Anew-Br, we
created our EMONT V1 algorithm, which attributes emotional valence to the phrases
of the developed corpus. Two different approaches were taken to obtain comparable re-
sults, thereby increasing the reliability of our system: a subjective assessment that aims
to label sentences by a group of 100 volunteers, which we assume to be grund truth, and
an objective assessment comparing the labels provided by some commercial platforms
that promise to provide similar functionality. Our algorithm has achieved precision per-
formance equivalent to significant industries of sentiment analysis services, such as IBM
Watson, Google Cloud Natural Language API, and Microsoft Azure Text Analytics. The
results of this methodology can be extended to other children sentences or similar texts,
for instance, romance, short story, chronicle, fable, parable, anecdote, or legend.
Keywords: sentiment analysis, Brazilian Portuguese, children’s literature, fairy tales,
emotional valence.
Resumo
A análise de sentimentos em textos tem sido amplamente explorada recentemente, prin-
cipalmente usando técnicas de processamento de linguagem natural e aprendizado de
máquina. No entanto, apesar dos avanços alcançados, ainda existem desafios significati-
vos. Nosso trabalho explora a análise de sentimentos em textos narrativos, identificando
as valências emocionais em sentenças pertencentes a contos infantis, que podem ser usa-
das, por exemplo, como recurso para aplicações destinadas a sintetizar narradores e atores
virtuais no idioma português do Brasil. Usando técnicas de processamento de linguagem
natural e um banco de dados afetivo chamado Anew-Br, criamos nosso algoritmo EMONT
V1, que atribui valência emocional às frases do corpus desenvolvido. Foram adotadas duas
abordagens diferentes para obter resultados comparáveis, aumentando assim a confiabili-
dade do nosso sistema: uma avaliação subjetiva que visa rotular frases por um grupo de
100 voluntários, que assumimos ser grund truth, e uma avaliação objetiva comparando os
rótulos fornecidos por algumas plataformas comerciais que prometem fornecer funciona-
lidades semelhantes. Nosso algoritmo alcançou um desempenho de precisão equivalente
a setores importantes de serviços de análise de sentimentos, como IBM Watson, API do
Google Cloud Natural Language e Microsoft Azure Text Analytics. Os resultados dessa
metodologia podem ser estendidos para outras frases infantis ou textos semelhantes, por
exemplo, romance, história curta, crônica, fábula, parábola, anedota ou lenda.
Palavras-chave: análise de sentimentos, português brasileiro, literatura infantil, contos
de fada, valência emocional.
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1 Introduction
Virtual assistants1 are emerging in public services and commercial products.
Increasingly, they are assuming roles in customer care, sales, news, health care, guid-
ing tourists, tutoring and in assisting users operate their desktop computers and home
appliances.
A key aspect in building virtual assistants is the appropriate synthesis of emo-
tional expressions and non-verbal signaling in user interactions, in order to build trust
and empathy with users. A typical approach for animated avatars (talking heads, for ex-
ample) is synthesizing speech from text. In this scenario, the textual information to be
communicated to the user has to be appropriately tagged with emotional labels, which
are necessary parameters for the Text-to-Speech synthesizer (TTS) as well as for gener-
ating facial animations. However, the programmatic extraction of emotional labels is a
challenging problem.
The identification and labeling of emotions in texts is commonly referred to
as Sentiment Analysis or Opinion Mining. Tsytsarau e Palpanas (2012) emphasize that
Opinion Mining extracts and analyzes people’s opinion about an entity, while Sentiment
Analysis identifies the sentiment expressed in a text and then analyzes it. According to Liu
(2012), the expressions “feeling analysis”, “feeling classification” and “feeling polarity
classification” can be considered to be equivalent. In this work, these terms are used
interchangeably.
1.1 Problem definition and research questions
Our work focused on the problem of identifying the emotional valence of sen-
tences in children’s fictional stories2 in the Brazilian Portuguese language for the synthesis
of virtual storytellers and virtual actors. Emotional valence is a label assigned to a sen-
tence which may be positive, negative or neutral and represents that sentence’s intended
sentiment. Our research questions were:
∙ Are there differences in the sentiment analysis of non-fictional versus fictional texts?
∙ Are there limitations in the available tools to sentiment analysis for Brazilian Por-
tuguese?
1 Computer program that helps the most natural interaction between man-machine that can process,
interpret and respond to certain tasks.
2 In this work, the terms “children’s stories”, “children’s tales” and “fairy tales” are used as synonyms.
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∙ Is it feasible to devise a methodology for the estimation of emotional valence in
Brazilian Portuguese sentences extracted from children’s stories?
1.2 Our approach
Our approach involved at first, the compilation of a corpus of public domain
children’s stories in Brazilian Portuguese. We also proposed a rule-based lexical algorithm
that resulted in EMONT V1, a pilot system written in Python, that classifies the emo-
tional valences of Brazilian Portuguese sentences as “positive”, “neutral” or “negative”.
Our implementation is based on ANEW-Br, the translated version of ANEW (Affective
Norms for English Words), a collection English language words associated to a set of av-
erage normative emotional ratings given by human subjects (BRADLEY; LANG, 1999).
We found that, compared to texts extracted from newspapers or technical
documents, fairy tales typically contain a wider range of emotion word densities. The fine-
grained identification of emotions in such texts is still a challenging research problem. We
also observed that there is a significant gap between the technologies available for English
and Brazilian Portuguese.
The algorithm presented here was evaluated by comparing the labels it gener-
ated for a small sample of sentences extracted from our corpus to the labels provided by
volunteer subjects and the ones computed automatically by industry sentiment analysis
tools from IBM, Microsoft and Google. Considering the emotion valence classification task
for Brazilian Portuguese sentences, EMONT V1 presented results comparable or superior
to the leading industry tools.
1.3 Contributions
The main contributions of this work are summarized below:
∙ Creation of a novel corpus of children’s tales written in Brazilian Portuguese (con-
sisting of 3512 sentences), which will be publicly available.
∙ Implementation of a pilot system of (positive, neutral and negative) classification
of feelings in Brazilian Portuguese text;
∙ Construction of a baseline labeled dataset (consisting of 50 sentences), featuring
subjective emotion labels provided by 100 volunteer annotators in order to guarantee
consistency.
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1.4 Organization
The present work is organized as follows:
∙ Chapter 1 - Introduction This chapter presents the motivation for the develop-
ment of this work, the problem addressed, the main characteristics of the contribu-
tion methodology and the organization of this work.
∙ Chapter 2 - Related Works Outlines research on emotion extraction systems, in-
cluding rule-based, machine learning and hybrid systems. These have been employed
in different fields such as public health, and literary analysis. Emotional aspects of
sentences are analyzed and the relevance of these studies to the analysis of feelings
in children’s tales is discussed.
∙ Chapter 3 - Classification Methodology We describe our approach to the imple-
mentation of a sentence-level sentiment analysis algorithm designed to estimate the
valence of sentences. The steps taken to build our corpus are also described. These
included selection, compilation, and manipulation of text files from the dataset and
annotation or generation of emotional valences through our algorithm.
∙ Chapter 4 - Valence Classification Evaluation Presents two approaches to
evaluate our algorithm: subjective evaluation, categorization of feelings by volun-
teer participants, and objective evaluation, labels provided by existing commercial
applications.
∙ Chapter 5 - Conclusion The main contributions and future developments insti-
gated by this work are reviewed.
∙ Appendixes We provide information on the Children’s Tales Corpus compilation
as well as our dataset of evaluated phrases. In addition to the results of subjec-
tive evaluation with perception of subjective assessment and finally, we present the
experiments with semantic vector spaces.
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2 Fundamental Concepts and Related Works
This chapter presents a survey of the basic concepts and the related works
that characterize the state-of-the-art of sentiment analysis in the context of fictional texts
such as children’ stories.
2.1 Models of Emotions in Computer Science
The term “affective computing” was created by Picard (1995) to refer to tech-
nologies “that can recognize, interpret, process, and simulate human affects. It is an
interdisciplinary field spanning computer science, psychology, and cognitive science.”
The motivation for investigating affective1 computer science emerges from the
human-computer interaction. The goal is developing systems able to simulate empathy,
based on inferences the machine can make about users’ emotional states. Such inferences
allow a computer system to adapt its behavior to more appropriate responses to those
identified emotions. There are several areas, for example automated storytelling and vir-
tual health or commercial assistance, that can benefit from this ability, enhancing or even
enabling new products or services that revolve around affective computing technologies.
Detecting and recognizing emotional information is a challenge in areas such
as voice recognition, natural language processing or facial expression detection. However,
the difficulties are not exclusively computational. A description of how human beings
perceive and classify emotions is needed, and these are known as emotion models. Costa
et al. (2015) provides an overview of the models that are typically adopted as the basis
for solving the computational problem in the context of virtual agents. Below is a list of
these models, and their fundamental and distinctive characteristics:
∙ Categorical models of emotions: also referred to as the discrete approach by
(SCHERER, 2005), consider emotions to be completely distinguishable among them-
selves in both facial and biological expressions. For example, an expression of hap-
piness is not ambiguous with fear, such that emotions can be placed into different
categories. The most outstanding exponents of the twentieth century who introduced
this ideology are Ekman e Friesen (1971) and Plutchik (1991).
∙ Dimensional models of emotions: try to conceptualize human emotions in two
or more dimensions. This type of model typically incorporates valence and arousal or
1 As we will discuss later, “affection” is a more general term covering both “emotions” and “sentiments.”
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intensity dimensions; some researches adopt dominance in three-dimensional models.
One of the drivers of this type of model is (MEHRABIAN; RUSSELL, 1974), intro-
duced Pleasure, Arousal and Dominance (PAD model) to describe human emotions.
As well as, the Positive Activation-Negative Activation (PANA), or “consensual”
emotion model, proposed by (WATSON; TELLEGEN, 1985) is also an example of
dimensional a model of emotions.
∙ Appraisal models of emotions: in which emotions are extracted from appraisals
or estimates evaluated from specific reactions by individuals (emotional response in
behavioral, physiological and experiential aspects). In the last few years some re-
searchers, such as (ARNOLD, 1960), based the emotion appraisal process in cogni-
tive theory. (SCHERER et al., 2001); (ORTONY et al., 1988) establish mechanisms
of evaluation for each type of emotion.
Such models are used in the analysis of the differences between the various
types of emotions in the content of images, videos, audio, and text. Sometimes, their
concepts may be intermixed in order to better capture the phenomena analyzed. Next,
we survey techniques geared at recognizing and classifying emotions from text.
2.2 Identification of sentiment in text
Sentiment in text can be analyzed in different levels: at the document, sen-
tence and aspectual levels. Techniques dealing with the document level aim to provide an
analysis of the whole document, whereas aspectual approaches consider deeper relations
arising from the interaction of the lexical items2. In this section, we will focus on studies
conducted at the sentence level, that is, which provide an analysis for each sentence in the
text, as opposed to the two levels above. Further, we will look at some forms of sentiment
classification, highlighting the importance of lexical-based approaches.
On its surface, natural language data is characterized by being unstructured
and often ambiguous, such that it becomes a diamond to be cut and a significant challenge
for identifying emotions in sentences. In automatically extracting affection labels from
text, coarser or finer grains of classification may be chosen.
Works which adopt a coarse-grained approach attempt to identify polari-
ties, such as positive and negative. This dichotomous approach, according to Schmidt
e Burghardt (2018), Takala et al. (2014), and (MOMTAZI, 2012), has shown superiority
2 Classifying emotion is not always clear if we consider that the lexical items in the sentence interact
with each other. For example, “carrot cake” carries a positive sentiment, however a “moldy carrot
cake” carries a negative sentiment.
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over fine grained classification, given its linearly separable nature. Yet, recent works that
adopt a fine-grained approach typically take Ekman’s “Big Six” model, which consists of
six emotion labels: happiness, sadness, fear, anger, disgust, and surprise (EKMAN, 1999),
while others are based on Plutchiks’s model (PLUTCHIK, 1984), which consists of eight
labels of basic emotions, Ekman’s six plus trust and anticipation.
In the last two decades, sentiment analysis studies are centered on specific lines
of thought that have their peculiarities, and, therefore, differ from each other depending on
the author. Figure 2.1 shows the methods for identifying feelings using different approaches
presented by (MEDHAT et al., 2014), which take into account techniques based on the
lexicon as opposed to machine learning.
Figure 2.1 – Sentiment classification techniques by Medhat et al. (2014)
On the other hand, there are authors who add a hybrid approach to classifying,
such as Neviarouskaya et al. (2009) who employs both machine learning techniques and
key-bases systems. Regardless of the perspective analyzed, it is possible to identify three
main classifications:
∙ Keyword-based systems apply a textual syntactic analysis and compare the iden-
tified keywords of a text with a predefined dictionary of affective words and their
corresponding valence and intensity values. For example, the word “love”, can be
associated with a positive valence of high intensity. Some emotions tend to be asso-
ciated to exactly one valence (for example, “joy” always correlates with a positive
valence). Manifestations of other emotions may be correlated to more than one va-
lence (for example, “surprise” correlates to positive or negative valences depending
on textual circumstances)(MOHAMMAD, 2016).
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∙ Systems based on machine learning start by preprocessing the text (postagging,
lemmatization, elimination of stopwords, frequency count, etc.) and follow with the
application of pretrained machine learning models based on algorithms such as the
Support Vector Machine (SVM) or the Hidden Markov Model (HMM).
∙ Hybrid systems combine the analysis of emotional keywords with machine learn-
ing patterns.
Despite the great evolution in machine learning techniques in recent years,
lexical-based methods are extremely important for the development of research in feeling
analysis. Considering their relevance and results found in the literature, we focus on
the two subcategories of lexical-based approaches, dictionary-based and corpus-based,
presented in Figure 2.1 and attested by (MEDHAT et al., 2014) and (NEVIAROUSKAYA
et al., 2009).
A dictionary-based approach consists of using pre-existing lexical bases, such as
thesauruses that have applications in artificial intelligence, such as the WordNet (MILLER,
1998), and the SentiWordNet (ESULI; SEBASTIANI, 2006), among others. On the other
hand, the linguistic corpus approach is defined by Cambridge Dictionaries Online as “a
collection of written and spoken language used in the study of language and in writing
dictionaries.” The compilation of corpuses has become one of the main challenges of re-
search in general linguistics. Access to annotated corpuses maximizes the possibilities of
automatic systems and, for the detection of affective labels in particular, it is essential to
achieve reliable results, given the peculiarities of each language.
There are lexicons available for the English language within the dimensional
approach, as shown in Table 2.1.





(BRADLEY; LANG, 1999) ANEW 1,034 English words
Dimensional on 9-point SAMs
* Valence, arousal, dominance
(WHISSELL, 2009) DoA 8,742 English words
Dimensional on 3-point bipolar scales
* Pleasantness, activation, and imagery
(WARRINER et al., 2013) 13,915 English lemmas
Dimensional on 9-point bipolar scales
* Valence, arousal, and dominance
(GRÜHN, 2016) EMOTE-A 985 English adjectives
Dimensional on 7-point bipolar scales
* Valence, arousal, emotionality,
concreteness, imagery, familiarity,
clarity of meaning, control,
desirability, and likeableness
(GRÜHN, 2016) EMOTE-N 1,287 English nouns
Dimensional on 7-point bipolar scales
* Valence, arousal, emotionality,
concreteness, imagery, familiarity,
and clarity of meaning,
Objective Word Characteristic:
* Memorability
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As pointed out earlier in the previous section, the dimensional approach in-
corporates mostly valence, arousal or intensity of emotions. Within this dimensionality it
is possible to find resources for English such as the Affective Norms for English Words
(ANEW) Bradley e Lang (1999) proposed by researchers from the Center for the Study of
Emotion and Attention (CSEA) the National Institute of Mental Health (NIMH) at the
University of Florida. ANEW, a standardized set of affective words, is reference for several
works and contains three measures for three emotional dimensions, Valence, Arousal, and
Dominance. It has long served as the basis for several types of research, having also been
translated into some languages.
Regardless the choice granularity to be studied, there are three types of ap-
proaches in the analysis of feelings. As we discussed earlier, these are the document,
sentence and aspect levels. Among these, promising research has been found at the sen-
tence level, that is, to fragment the text into sentential units for a better understanding
and extraction of emotional valences during the narrative. Such studies have a wide range
of applications and may serve as an opportunity for further research.
2.2.1 Sentence level
In sentiment analysis, an essential task is to classify the polarity of a text or
provided sentence, and given the interdisciplinary scope of the applications of sentiment
analysis in narrative text and the growing popularity of social networks, it is relevant
to study research that takes these characteristics into account. Even though this work
is focused on extracting sentiment from narrative texts, it is still worth looking at other
research processing different genres at the sentence level. Within this context, some works
carry out feelings extraction in the area of public health. For example, user forums have
been scraped for posts describing people’s adverse reactions to medications; the goal was
to establish a potential source to assist current efforts that may be useful in pharmacovig-
ilance.
Korkontzelos et al. (2016) research the polarities in feeling analysis in the
context of detecting ADR (Adverse Drugs Reaction), found in posts from DailyStrength
forum and Twitter. For this study, each publication is annotated by two expert annotators,
building a subset of gold-standard annotations, composed of 1,782 tweets and 6,279 user
publications. Helped with systems that estimate the “positive” and “negative” polarity
of the feeling of complete messages, these systems are compared to locate the lexical
sequences using five popular lexicons for the identification of ADR. The authors use a
set of features that represent the semantic similarity between words. The addition of the
sentiment analysis features showed that the proposed approach was capable of detecting
ADR and achieved a 𝐹 measure from 79.57% to 80.14% for DailyStrength and from
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66.91% to 73.22% for Twitter. The possible adverse reactions were predominantly negative
valencies.
Although Korkontzelos et al. (2016) propose a method for analyzing sentiment
from descriptions found in forum and twitter posts, their methodological approach is
similar to ours. Given the relevance of their study, their characteristics were analyzed
and are described in Table 2.3 and Figure 2.3. However, processing narrative text from
children’s stories is more challenging than the task faced by the study above. Narrative
text is filled with impacting and strong emotions as well as metaphorical content.
Section 2.2.2 discusses narrative texts and other works related to children tales.
2.2.2 Analysis of feelings in narrative text
Since narrative text conveys personal concerns, subliminal fears, desires, and
fantasies exaggeratedly, it is a field conducive to study. The great development of tech-
niques in this area has provided tools capable of dealing with stories, novels, and fairy
tales.
Mohammad (2011) presented how the analysis of emotions can be used in
conjunction with effective visualizations to quantify and track emotions in books. This
work made use of the NRC Emotion Lexicon, a large word-emotion association lexicon
created by crowd-sourcing though Amazon’s Mechanical Turk (MOHAMMAD; TURNEY,
2010; MOHAMMAD; YANG, 2011). Using Brothers Grimm’s fairy tales, they employ
their analyzer to recognize words with positive, negative and neutral polarity, besides
associating words with eight primary emotions (PLUTCHIK, 1984), namely joy, sadness,
anger, fear, confidence, disgust, surprise, and anticipation. Finally, they compare emotion
words in fairy tales and novels, to show that they have a much more full range of emotion
word densities than novels.
Alm et al. (2005) analyze text-based emotion prediction and try to compile
a corpus of approximately 185 children’s stories for its later use in the adequate ex-
pressive representation in the synthesis of text-to-speech (ALM et al., 2005) using eight
categories of emotion based on Ekman’s model (angry, disgusted, fearful, happy, sad, pos-
itive surprise, negative surprise, and neutral) previously annotated, decomposed in 1,580
sentences for 22 of Grimm’s stories. For the extraction of features they use The SNoW
(Sparse Network of Winnows) learning architecture framework. The results of the exper-
iments showed that the class “Neutral” is more significant than all the other emotional
categories together. Because of this, the results in terms of accuracy, recovery, and 𝐹 -score
are low, and the authors associate this decrease in performance to the fact that a small
amount of data is available for each category.
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Schmidt e Burghardt (2018) carry out sentiment analysis of dramatic texts
taken from the works of the German writer Gotthold Ephraim Lessing (1729-1781). They
introduce an annotated gold-standard corpus of 200 lines from the plays in the corpus,
manually tagged by five native speakers of German. Each line is assigned two polarity
types divided in six categories (very negative, negative, neutral, mixed, positive, very
positive) and a binary polarity (negative or positive) for the previous neutral class. A
simple term counting method was employed using five configurations of parameters from
the German language: sentiment lexicon, extension with linguistic variants, extension with
linguistic variants, stop words lists, lemmatizers, and case-sensitivity. The results show
an accuracy of 70%, with 141 lines being predicted correctly.
Harikrishna e Rao (2016) propose Emotion-Specific Text Features (ESF) and
Part-of-Speech (POS) for classifying sentences from children’s stories into five different
emotion categories: happiness, sadness, anger, fear, and neutral. The dataset consists of
780 Hindi emotional sentences collected from children stories. For the evaluation of this
emotional classifier, several characteristic combinations of three Naive Bayes (NB), 𝑘-
Nearest Neighbor (KNN) and Support Vector Machine (SVM) classifiers are analyzed.
They also use information from the story genre (SG) which is a unique feature that
corresponds to the genre of the history of the sentence in particular (such as fable, folk-
tale, and legend). The POS + ESF + SG performance with the SVM classifier has the
highest Macro F1 and Accuracy of 0.73 and 73.7% measurements, respectively.
A trend can be seen in the emotion recognition works reviewed above. Their
starting points are annotated corpuses and lexical resources which are then fed into some
learning pattern. For example, studies in English can take advantage of resources such
as the Corpus of English Novels (CEN)3, a collection of 292 novels written by twenty-
five novelists and free for non-commercial use; another corpus available under the same
conditions is the Fairy Tale Corpus Lobo e Matos (2010), a semantically organized and
tagged resource composed of 453 stories in English. In possession of these resources for
training a model, new text can be analyzed for the extraction of sentiment. While this
account is true for languages such as English, German and Hindi, the same is not true
for Brazilian Portuguese.
Due to the existence of some particular linguistic characteristics between differ-
ent languages, one of the ways to build a system for identifying emotions in the narrative
text in Brazilian Portuguese is to develop it by taking into account these language pe-
culiarities rather than reproducing a methodology already applied in another language.
Therefore, developing a system from existing ones proved to be impossible, as we will
discuss later. However, in building our resources, we adopted from the works above ideas
3 <https://perswww.kuleuven.be/~u0044428/cen.htm>
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such as sourcing volunteer annotators for building our gold-standard set of sentences, as
well as the number of emotion labels available for tagging.
Figure 2.2 is a diagram of all interconnections between different techniques and
their applications in various levels of text. We highlight the path guiding our research.
Figure 2.2 – Overview of the structural branches that guided our research
2.2.3 Detection of emotions in Brazilian Portuguese text
Research in Portuguese has dealt with tasks ranging from the creation of lexical
and corpus resources to the recognition of emotions in text. These works have achieved
promising results for journalism genres, however it is not yet possible to find research
trying to solve the same problems for narrative text.
Research focusing the construction of lexicons or corpuses for Brazilian Por-
tuguese usually sets off from preexisting resources available for other languages. For ex-
ample, Pasqualotti (2008) presents an affective lexicon for Portuguese called WordNet
Affect Br. It is based on the WordNet Affect (STRAPPARAVA et al., 2004), built as a
resource for applications that require a vocabulary of emotion words, consisting of 289
words from the psychological model proposed by OCC Ortony et al. (1988).
WordNet Affect is expressed as an ontology that has no specific domain. The
Brazilian Portuguese translation was carried out by two students from University of the
Rio dos Sinos Valley. A chat tool, called “Emoticon”, was also developed to evaluate the
WordNet Affect BR lexical base as linguistic resource suitable for recognizing emotion
words. Because it aims at constructing a lexicon to be used for feeling extraction in
general contexts, the total amount of words in this resource does not seem appropriate
if one wishes to work in more specific contexts, such as identifying emotion in children’s
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stories. We argue that the probability of finding lexical correspondences with sentences
in these types of text will be probably lower than in more general contexts.
Another example of a resource for Brazilian Portuguese based on a resource
originally created for a different language is the LIWC 2007pt. The original version, called
Linguistic Inquiry and Word Count (LIWC 2007 Dictionary) (PENNEBAKER et al.,
2001), was adapted with the use of bilingual dictionaries in a partnership of three teams
4: the Interinstitutional Center for Computational Linguistics (NILC) of the University
of São Paulo, the research firm Checon Research, and the University of the Rio dos Sinos
Valley (Unisinos). balage2013evaluation carries out an evalution of this dictionary against
two other opinion resources: the Opinion Lexicon and SentiLex. In the task of classifying
feelings in texts written in Brazilian Portuguese, LIWC 2007pt showed better performance
in texts expressing positive opinions rather than negative ones. However, this resource is
incompatible with our goals, since it assumes a fine-grained representation of emotions,
whereas we adopt a coarser-grained approach.
Yet another resource which has been translated into Brazilian Portuguese,
The Affective Norms for English Words (ANEW), proposed by Bradley e Lang (1999) as
seen above, is a standardized set of 1,034 affective words, each containing three measures
reflecting three emotional dimensions: Valence, Arousal, and Dominance. The translation,
called ANEW-Br, was done by applying the original methodology by Kristensen et al.
(2011) and is a set composed of 1,046 words with Valence and Arousal ratings.
ANEW-Br has been applied by some works, such as Amorim et al. (2013).
This research identifies mood trends among Brazilian undergraduate students, developing
a module called SocialMood, which attempts to identify changes in the mood of these
individuals by analyzing their Facebook posts. Rodrigues e Guedes (2017) present a hybrid
affective lexicon combining LIWC with ANEW-Br, called LIWCAN. These works can
serve as a reference for applications in the field of emotion identification in Brazilian
Portuguese. It is worth mentioning that in these two works, the authors use the arithmetic
mean in their operations, as well as an implementation of equations used in ANEW
presented by Loureiro et al. (2011). ANEW-Br provides a list of words and classifies them
with positive, neutral or negative valency by applying these equations. These can be used
to determine the emotional valence of the corpus sentences to be constructed. This guides
us to adopt these approaches in our proposal, which is detailed in Chapter 3.
Another application of the original ANEW is (STEVENSON et al., 2007), a
study involving 299 native English-speaking volunteers who were asked to classify emo-
tional categories: happiness, anger, sadness, fear, and disgust. This work tries to bridge
4 Profa. Sandra Aluisio, ICMC-NILC, University of Sao Paulo; Rosangela Checchia, Checon Research;
Prof. Rove Chishman, University of the Rio dos Sinos Valley (Unisinos)
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the coarse-grained representation of ANEW with these five categorical, finer-grained emo-
tions. Six regressions are then made using the five classifications to predict valence, ex-
citement, and domination. In Table 2.2, we present a chart of studies relevant for our own
work done for both the ANEW and ANEW-Br lexicons.
Table 2.2 – ANEW and ANEW-Br applications
ANEW ANEW-Br
coarse-grained (LOUREIRO et al., 2011) (AMORIM et al., 2013; RODRIGUES; GUEDES, 2017)
fine-grained (STEVENSON et al., 2007)
Besides the research presented above, there are other Brazilian Portuguese
lexicons or corpuses built from scratch, rather than by using other languages as a starting
point for development. One such example is the “Emoções” corpus 5, built from news
from <www.globo.com>. The texts fall into various categories, traditionally divided into:
world, national, political, police and economic. There are 1,750 sentences, 250 labeled for
each of the six emotions: joy, sadness, anger, fear, disgust, surprise, and for a neutral class.
The works mentioned above will be the pillars for the development of this dis-
sertation, which will bear considerable resemblance to them in that it is based on a lexicon
of feelings and the production of a corpus. However, our system aims to overcome the
deficiencies found in these works, using the lexicon ANEW-Br, which has not been dealt
with in-depth, and having a broad vocabulary, more suitable within our methodological
proposal.
2.3 Concluding remarks
Children’s stories and tales inspire affection from a very early age, feeding
infants’ imaginations and helping mature their cognitive system. An appealing factor in
these types of text is the fact that words are often emphasized during narration for their
emotional content.
For this reason, a human virtual agent, an avatar, playing the role of storyteller,
must have a sufficiently realistic body and facial emotive expressiveness to be able to
convey the feelings expressed in these tales. This is only possible if there are available
efficiently pre-processed texts that address the inherent peculiarities of such narratives
and extract the emotions contained in sentences meticulously, as these will serve as input
to the virtual agent.
5 Available at: <http://www.ppgia.pucpr.br/~paraiso/mineracaodeemocoes/>
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In this context, we have shown in this chapter how this challenging problem
has been dealt with in recent years. It is possible to observe that the focus of research on
the analysis of feelings in text lies mainly in descriptive passages, for example, Twitter
posts, forums posts on drug adverse effects or journalistic text.
Three techniques were also identified in the sentence-level classification of sen-
timent in text: keyword-based systems, systems based on machine learning and hybrid
systems. Among the methods discussed were those using semantic comparison, Naive
Bayes (NB), 𝑘-Nearest Neighbor (KNN) and Support Vector Machine (SVM) models. We
will show that despite the fact that in recent years keyword-based methods have been
applied less intensely, it is still possible to obtain results with performance comparable to
modern machine learning by employing such methods.
Although these techniques have been used in extracting emotions from de-
scriptive and narrative texts, research on labeling emotions in sentences from children’s
stories in Brazilian Portuguese is an area still poorly explored. Thus, we broadened our
search to include applications close to this genre, reporting on research involving fairy
tales, drama and descriptions in order to obtain a global overview of how the issue of
emotion extraction is being solved for several languages, including English, German and
Hindi.
This overview is summarized in Table 2.3. It presents a comparison of the
most relevant studies found in the literature and highlights the main differences found
among the various implementations from the analysis of the following characteristics:
diversity of corpus, nature of the evaluation base, classified labels, languages, and number
of annotators.
From the comparison presented in Table 2.3, which summarizes the discussion
in this chapter by presenting the state of the art and its subtleties, we can conclude that
there is no research for Brazilian Portuguese in the context of classifying emotions in
children tales. Figure 2.3 presents the current universe of systems. In that figure, we can
visualize a comparison between the systems of affection extraction according to the criteria
of Subjectivity and Classified Labels. Subjectivity refers to the number of annotators in
each work; the greater this number, the less subjective that work’s analyses were. Classified
Labels, on the other hand, is the amount of emotional labeling treated by each system.
Following this analysis, the present work introduces a methodology based on
the categorization of feelings in a coarse-grained structure. Furthermore, in the develop-
ment of our resources we will have a large number of volunteer annotators in order to build
reliable ground-truth. Thus, this work represents a fundamental piece in the construction
of an ecosystem that encompasses text processing and synthesis for other applications,
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Table 2.3 – Related work
Figure 2.3 – Graph of related works
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such as virtual storytellers.
The following chapters focus on presenting the methodology used for the con-
struction of the corpus and the valence estimation as well as the description of the process
of emotion recognition we implemented.
28
3 Classification Methodology
The analysis of sentiment research field is dedicated to the computational
treatment of the opinions, the identification of expressed feelings and the classification of
polarity, or valence, of textual information. As described in Chapter 2 there exist three
levels of analysis: (i) document-level, (iii) sentence-level, and (iii) aspect-level (MEDHAT
et al., 2014). Document-level sentiment analysis considers the whole document as a basic
information unit. Sentence-level considers each sentence, and aspect-level aims to classify
the sentiment regarding specific aspects of entities in the sentence.
In this chapter, we describe our approach to the implementation of a sentence-
level sentiment analysis algorithm designed to estimate the valence in children’s tales.
The first step in our methodology consisted of building a Brazilian Portuguese
corpus of children’s tales, which is described in Section 3.1. The sentences from the corpus
were used to study the characteristics of this type of text. In addition, we conducted some
experiments, submitting corpus’ sentences to different valence estimation strategies in or-
der to understand their limitations and the challenges involved in the valence classification
task.
As a result of our study, we built a lexicon rule-based algorithm that classi-
fies the emotional valences of Brazilian Portuguese sentences as “positive”, “neutral” or
“negative” together with an intensity score.
Our algorithm starts with a typical pre-processing stage that includes text
tokenization and stopwords cleaning (Section 3.2.1). Following, we apply a set of rules to
classify the sentences, as described in details in Section 3.3.
The pilot implementation in Python of our algorithm is called EMONT V1.
But there may be no restriction to be developed in another programming language.
EMONT V1 algorithm also processes the input sentences to identify the tale’s
characters or the subjects that perform or suffer actions in the sentence. This task is
essential to applications where the sentiment analysis system is used to modulate virtual
agent behavior. As we show in Section 3.4, the identification of characters in fictional
histories is not a trivial task and our algorithm obtained only 48% of success.
Finally, in Section 3.5, we conclude the chapter discussing our implementation
and its limitations.
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3.1 Building a corpus of children tales written in Brazilian Por-
tuguese
Applications involving sentiment analysis have recently experienced a sounding
growth. This growth was mainly leveraged by the greater availability of labeled text
corpora and by the advances in machine learning techniques. However, there is still a lack
of sentiment labeled corpora in Brazilian Portuguese.
Our research focuses on the analysis of valence at the sentence-level applied to
tales written in Brazilian Portuguese. Due to the little research in this type of narrative,
we compiled our own corpus.
In this section we describe the guidelines that we followed to build a corpus of
children’s tales in Brazilian Portuguese and its resulting characteristics.
The built corpus, together with our algorithm classification results, charac-
terizes one of the contributions of the present work, providing a comparison baseline for
future works.
3.1.1 Corpus construction methodology
Aluísio e Almeida (2006) present lessons learned in the compilation of several
corpora for linguistic research. In particular, the authors highlight three main stages
relevant to a corpus compilation process: (1) the selection of texts based on criteria that
are relevant to the research question; (2) the collection and the manipulation of the text
files; and (3) the labelling of the collected texts.
The first step in our methodology consisted of collecting and downloading a
wide range of stories in Brazilian Portuguese, from different websites. This step was our
first contact with the problem. Following, we conducted a selection process based on some
pre-defined criteria:
∙ the story should be free and in the public domain;
∙ we selected short tales and not long stories, where each selected document consisted
of multiple chapters and each chapter has dozens of sentences;
∙ each story was read carefully and checked to see if it can be truly classified as
a children’s story (some search results returned stories that contained words or
expressions inappropriate for certain age group);
∙ we also assessed the overall quality of the text and we discarded texts that seemed
to be incomplete.
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We selected 50 stories from 9 Brazilian authors (Adelina Lopes Vieira, Abel
Sidney, Alberto Figueiredo Pimentel, Sandra Aymone, José Cláudio da Silva, Leônidaz
Azevedo Filho, Lenira Almeida Heck, Tarcisio Lage, and Teresa Lopes). A complete list
of selected stories is shown in Appendix A.
Following the selection of texts, it was necessary to format them for automatic
data processing. Most stories were downloaded in Portable Document Format (PDF) files,
and included elements, such as illustrations, to complement the story (Figure 3.1). The
PDF files were converted to simple text files (TXT), excluding images, tables and data
of the literary work. In other words, it was left only the main relevant information: the
phrases that compose the story. One TXT file was created for each story. Subsequently, it
was ascertained whether the words and punctuation marks concerning the original texts
remained unchanged throughout the process.
Figure 3.1 – Example of a children’s story downloaded as a PDF file that was converted
to a TXT file.
In total, the built corpus is composed of 3512 sentences. The shortest story
of the corpus has 11 sentences and the longest one has 568 sentences. The unbalanced
number of sentences among the stories is justified by the difficulty to find stories that met
the selection criteria.
3.2 Lexicon rule-based valence estimation algorithm
In this section we present our proposal for a lexicon rule-based valence esti-
mation algorithm, as illustrated in Figure 3.2.
The algorithm receives as input a sentence and outputs the label of a valence
attributed to the sentence. The valence labels are: positive, neutral or negative. First, the
input sentences are pre-processed as described in Section 3.2.1. The pre-processing process
results in a vector of words that is passed to the valence estimation process that computes
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Figure 3.2 – Proposed lexicon rule-based valence estimation algorithm processes
the intensity level for each valence category (positive, neutral or negative). Finally, the
algorithm simply attributes a valence to the sentence based on the valence label that has
the higher intensity level (Section 3.3).
3.2.1 Preprocessing
Table 3.1 presents a summary of the 50 most repeated words in our corpus.
Many of them can be classified as prepositions, adverbs or interjections (e.g. “à”, “lá”,
“já”) that do not necessarily carry some weight to the valence estimation
For this reason, the pre-processing steps consisted of running two typical al-
gorithms in automatic text analysis: the tokenization and the stopword cleaning.
The tokenization process performs the fragmentation of the sentences into
words. We tokenize the sentences using a punkt model which contains 321,000 tokens
and we apply the “portuguese.pickle” module of NLTK (Natural Language Toolkit) data
package of Python 1. These tokens correspond to CETENFolha (Corpus of Electronic
Text Excerpts NILC (Núcleo Interinstitucional de Lingüística Computacional)/ Folha
de São Paulo) which is a corpus of about 24 million words in Brazilian Portuguese. 2
corresponding to CETENFolha- Linguateca Corpus contents Folha de São Paulo. 3
The stopword cleaning process is also performed with the help of NLTK func-
tions which contains a comprehensive list of stopwords for Brazilian Portuguese, including
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Table 3.1 – The frequency of words in the dataset of children’s stories in Brazilian Por-
tuguese
# Words Frequency # Words Frequency # Words Frequency
1 não 6277 18 havia 1006 35 ia 704
2 à 2941 19 assim 997 36 lá 695
3 é 2111 20 ter 912 37 sempre 683
4 dia 1788 21 pai 911 38 está 681
5 rei 1623 22 todo 898 39 reino 661
6 principe 1571 23 grande 897 40 tanto 660
7 já 1514 24 ficou 870 41 então 652
8 todos 1271 25 palácio 861 42 tudo 647
9 porque 1266 26 vez 855 43 filho 635
10 onde 1256 27 viu 838 44 ir 633
11 tão 1220 28 outro 835 45 outros 622
12 casa 1215 29 ver 816 46 velho 617
13 disse 1207 30 dois 757 47 também 616
14 bem 1104 31 água 751 48 noite 608
15 ser 1072 32 tempo 734 49 mãe 606
16 até 1056 33 fazer 731 50 mundo 602
17 ainda 1015 34 toda 721
3.3 Estimation of Valence in Sentences
The result of the pre-processing process is a vector of words. The next step in
our algorithm is to attribute a valence value to each word in the vector and, from these
values, to compute overall rating of the sentence.
3.3.1 ANEW-Br
The Affective Norms for English Words (ANEW) (BRADLEY; LANG, 1999)
consists of a collection of words in the English language that is associated to a set of aver-
age normative emotional ratings given by human subjects. In particular, ANEW adopts
a simple three-dimensional model of emotions and, to each word of ANEW’s lexicon, it is
attributed a valence value (ranging from pleasant to unpleasant); an arousal value (rang-
ing from calm to excited); and a dominance value (low values of dominance reveal the
feeling of having low control regarding the situation or the entity that is being evaluated,
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Figure 3.3 – Example of a sub set of words from ANEW (BRADLEY; LANG, 1999) and
their ratings in the valence, arousal and dominance dimensions.
while high levels of dominance are associated to feeling that the situation or entity is un-
der control). Figure 3.3 illustrates how the ratings are provided for each ANEW’s lexicon
word.
The valence score, for example, is given by a number ranging from 1 (very
unpleasant) to 9 (very pleasant). A simplified categorical interpretation is:
∙ words with valence lower than 4, are unpleasant or present a low valence;
∙ words with valence between 4 and 6 present neutral valence;
∙ words with valence greater than 6, are pleasant and they present high valence.
In the original experiment, the ratings of ANEW lexicon correspond to the
average scores given by Introductory Psychology class students from the University of
Florida, that were presented 100-150 words and were asked to fill the Self-Assessment
Manikim (SAM) (BRADLEY; LANG, 1994), a picture- oriented questionnaire developed
to measure an emotional response, as shown.
Among the existing translations of ANEW is the work of Kristensen et al.
(2011), ANEW-Br, that reproduced the methodology of Bradley e Lang (1999) with
translated and adapted words to Brazilian Portuguese, considering the participation of
755 volunteer students to rate 1,046 words in Brazilian Portuguese.
In this work, we use the valence and arousal ratings of words in ANEW-Br to
compose the computation of a sentence valence.
3.3.2 Mapping sentence words to ANEW-Br
The first step in our valence estimation process is to search the vector of words
for words that are present in the ANEW-Br lexicon and to retrieve their corresponding
valence and arousal ratings.
However, as could be expected, the word in a sentence, frequently, will not
be exactly the same as the word in ANEW-Br, but it can be considered derived or close
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Figure 3.4 – To assess the emotional scores of a word, the participant chooses one of nine
positions in a pictorial scale. The rows correspond to the valence, arousal
and dominance scales, respectively.
to it. Table 3.2 present some examples. In English, the word “new” is a gender neutral
adjective. However, in Portuguese, the translated word “nova”, present in ANEW-Br,
is the female version of “novo”, that is not present in ANEW-Br (see first example of
Table 3.2). Another cause of disparity is the plural form (Example 2) or the conjugated
forms of verbs versus nouns derived from a verb (Example 3).
Table 3.2 – Disparity between words of the sentence and the affective database Anew-Br
Examples ANEW-Br In the sentence Causes of the disparity
1 nova novo (genre)
2 água águas (plural form)
3 morte/morto morrera (variations, same radical)
To minimize the gap of unrecognized words, we evaluated two different ap-
proaches: the extraction of the stem of the words and the use of a distance metric between
words.
Table 3.3 and 3.4 present examples of results when we adopt the stem extrac-
tion approach.
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Table 3.3 – Test of words with stem extraction
Examples Evaluated word Radical Word in ANEW-Br
1 amiga amig AMIGO
2 amigas amig AMIGO
3 amigos amig AMIGO
Table 3.3 shows that, the stem of some words, like the words amiga, amigas
and amigos, maps to a unique word in ANEW-Br (in the example, the word amigo, or
friend in English). In this case, the mapping seems to be very appropriate4.
However, ANEW-Br also contains words that share the same stem but have
different valence and arousal ratings. This is shown, for example, in Table 3.4. If we
consider only the word stem, the infinitive verb lutar (to fight), could be mapped to the
nouns luta (fight) or luto (mourning).
To handle this type of conflict, we adopted the Levenshtein distance (LD),
which is a measure of the similarity between two strings. LD is computed based on the
number of deletions, insertions, or substitutions required to transform a source string into
a target string. If the strings are equal, the LD is zero. In Table 3.4, the LD distance helps
to solve the existing conflict. The LD distance between the words lutar and luta is lower
than the LD distance between lutar and luto.
Table 3.4 – Conflict of words with the same stem in ANEW-Br
Examples Evaluated word Radical Word in ANEW-Br
1 lutar lut LUTA
2 lutar lut LUTO
After several empirical tests, we developed a pipeline which combines LD and
the stemming of words to find the closest word in ANEW-Br, as shown in Figure 3.5.
The algorithm does not impose that all words are mapped to an ANEW-Br entry. If the
algorithm is not able to define the closest word in ANEW-Br, the word is not considered
in the computation of the valence of the sentence.
At the beginning of the Figure 3.5 we apprehend 3 words such as “love”, “fight”
and “friends”, entering one by one as the variable called 𝑚, remembering that we evaluate
4 To extract the stem of words we used the Python NLTK implementation of the stemming algorithm
for the Brazilian Portuguese Language proposed by Orengo e Huyck (2001), called RSLP stemmer
(Removedor de Sufixos da Língua Portuguesa).
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Figure 3.5 – Selection of words in ANEW-Br that are equal or close to the words in the
vector of words
their equivalents translated such as: “amor”, “lutar” and “amigas”, which will enter the
three sets of rules which are referred to as A, B, and C.
∙ For block A, we associate the word “amor” that we will denote as 𝑚, we present a
match between 𝑚 and an element of the Anew-Br database, the following processes
are calculated according to the equations explained in the section 3.3.3.
∙ For block B, we will evaluate the word “lutar” that we will denote as 𝑚, comparing
the minimum value of the levenshtein distance between the evaluated words, pro-
vided it is less than or equal to 2. In addition to the length of 𝑚 is greater than
or equal to 5. In this case there are 2 possible words similar to 𝑚, such as: “luta”
and “luto” each with their corresponding values. To solve this problem we create a
temporary vector to choose the most accurate probability.
∙ For block C, we relate the word “amigas” that, by means of the radical’s rules
together with the minimum value of levenshtein’s distance, we managed to link
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with the word “amigo” of ANEW-Br.
3.3.3 Valence estimation
As a result of the process described in previous section, each input sentence
with 𝑀 tokenized words, can result in 𝑁 affective words resulting from the mapping to
ANEW-Br and 𝑀 −𝑁 words that could not be mapped to ANEW-Br and, for this reason,
they are not considered in the sentence valence estimation computation.
To estimate the valence of a sentence we adapted the algorithm proposed by
Loureiro et al. (2011), for news titles.
The 𝑛 affective words in the sentence are, first, evaluated according to their
valence values as given by ANEW-Br. The pair of values (𝑣, 𝑎) of the subset of words with
valence greater than 6 forms the 𝑃𝑂𝑆 vector. The subset of words with valence between
4 and 6, form the 𝑁𝑇𝑅 vector, and finally, the subset of words with valence lower than
4 forms the 𝑁𝐸𝐺 vector (see Equations 3.1.
𝑃𝑂𝑆 = [(𝑣𝑝𝑜𝑠1, 𝑎𝑝𝑜𝑠1); (𝑣𝑝𝑜𝑠2, 𝑎𝑝𝑜𝑠2); ...(𝑣𝑝𝑜𝑠𝑟, 𝑎𝑝𝑜𝑠𝑟)]
𝑁𝑇𝑅 = [(𝑣𝑛𝑡𝑟1, 𝑎𝑛𝑡𝑟1); (𝑣𝑛𝑡𝑟2, 𝑎𝑛𝑡𝑟2); ...; (𝑣𝑛𝑡𝑟𝑠, 𝑎𝑛𝑡𝑟𝑠)]
𝑁𝐸𝐺 = [(𝑣𝑛𝑒𝑔1, 𝑎𝑛𝑒𝑔1); (𝑣𝑛𝑒𝑔2, 𝑎𝑛𝑒𝑔2); ...; (𝑣𝑛𝑒𝑔𝑡, 𝑎𝑛𝑒𝑔𝑡)]
𝑟 + 𝑠 + 𝑡 = 𝑛
(3.1)
From the 𝑃𝑂𝑆, 𝑁𝑇𝑅 and 𝑁𝐸𝐺 vectors is possible to obtain the positive
(𝑃𝑜𝑠𝑊𝑒𝑖𝑔ℎ𝑡), the neutral (𝑁𝑡𝑟𝑊𝑒𝑖𝑔ℎ𝑡), and the negative (𝑁𝑒𝑔𝑊𝑒𝑖𝑔ℎ𝑡) weights of the
sentence, which are obtained from the average values (𝑎𝑣𝑔()) of valence and arousal rat-
ings, as shown in Equation 3.2. The 𝑁𝑡𝑟𝑊𝑒𝑖𝑔ℎ𝑡 is multiplied by a reducing factor 𝛼
which was set empirically to 0.1. The reduction factor is necessary to force our algorithm
to present negative or positive valence labels.
𝑃𝑜𝑠𝑊𝑒𝑖𝑔ℎ𝑡 = 𝑎𝑣𝑔(𝑣𝑝𝑜𝑠1, 𝑣𝑝𝑜𝑠2, ..., 𝑣𝑝𝑜𝑠𝑟) × 𝑎𝑣𝑔(𝑎𝑝𝑜𝑠1, 𝑎𝑝𝑜𝑠2, ...𝑎𝑝𝑜𝑠𝑟)
𝑁𝑡𝑟𝑊𝑒𝑖𝑔ℎ𝑡 = 𝑎𝑣𝑔(𝑣𝑛𝑡𝑟1, 𝑣𝑛𝑡𝑟2, ..., 𝑣𝑛𝑡𝑟𝑠) × 𝑎𝑣𝑔(𝑎𝑛𝑡𝑟1, 𝑎𝑛𝑡𝑟2, ...𝑎𝑛𝑡𝑟𝑠) × 𝛼
𝑁𝑒𝑔𝑊𝑒𝑖𝑔ℎ𝑡 = 𝑎𝑣𝑔(𝑣𝑛𝑒𝑔1, 𝑣𝑛𝑒𝑔2, ..., 𝑣𝑛𝑒𝑔𝑡) × 𝑎𝑣𝑔(𝑎𝑛𝑒𝑔1, 𝑎𝑛𝑒𝑔2, ...𝑎𝑛𝑒𝑔𝑡)
(3.2)
Finally, the estimated valence of the sentence and its intensity score is given
by the greatest weight in the sentence, as shown in Equation 3.3.
𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑉 𝑎𝑙𝑒𝑛𝑐𝑒 = 𝑚𝑎𝑥(𝑃𝑜𝑠𝑊𝑒𝑖𝑔ℎ𝑡, 𝑁𝑡𝑟𝑊𝑒𝑖𝑔ℎ𝑡, 𝑁𝑒𝑔𝑊𝑒𝑖𝑔ℎ𝑡) (3.3)
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3.4 Experiments with character identification
As a tentative to improve our valence estimation algorithm we conducted ex-
periments to identify the characters of a sentence. The identification of characters in a
sentence is relevant because they are the main constructors of meaning in the sentences,
conveying the feeling contained in them and giving life to the story.
In the literature, the character identification task is a difficult one. Valls-Vargas
et al. (2014) present an approach based on matrices of action that captures the knowledge
of the narrative domain of the English language, and is capable of identifying the roles of
characters from unannotated folk tales. They also propose a measure of similarity between
these matrices of action through Wordnet. Their experiment contains 10 Russian folk tales
written and translated into English, composed of 403 sentences. The translation of words
from the original language is a major source of errors.
Considering European Portuguese, Mamede e Chaleira (2004) perform the
character identification in children’s stories through an analysis paragraph by paragraph,
applying heuristics and rules to process all the text, reaching approximately 70% of ac-
curacy. This work served as inspiration to our experiments.
Due to the scarcity of works of this type in the Brazilian Portuguese language,
we propose an approach that solves the problem partially. Taking as input the vector
of words obtained from the pre-processing step described in Section 3.2.1, we apply two
addition processing steps of Part-of-Speech (POS) tagging and the process referred as
chunking.
The POS tagging is the process of assigning a tag or other lexical class marker
to each word in a text. For this task it is necessary to load a target language pre-
processed corpus. For example, for Brazilian Portuguese, we identified the corpora Ty-
cho Brahe(GALVES; FARIA, 2010), Mac-morpho(FONSECA; ROSA, 2013), and Flo-
resta(AFONSO et al., 2002).
As a result, we get the POS tagged sentences, which presents a list of tuples, in
which each word is accompanied by its grammatical label, for example: “Sem: ADP | ser:
VERB | convidado: VERB | apareceu: VERB | outro: PRON | urubu: NOUN | perticipar:
VERB | banquete: NOUN”, which are input to the next phase called chunking.
The chunking procedure adds more structure to the sentence resulting in
groups of words. In Brazilian Portuguese, the subjects of a sentence are typically ac-
companied by a verb. For this reason, we search for patterns that capture the verbs of a
sentence. In our approach, we identified as a character the noun that precedes the verb.
Figure 3.6 illustrates the results of POS tagging and chunking processes which
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Figure 3.6 – Example of sentence segmentation
identifies the urubu (vulture) character in the sentence “Sem ser convidado apareceu outro
urubu para participar do banquete”(in english, “Without being invited, another vulture
appeared to attend the banquet”).
We evaluated our method asking to human subjects to identify the characters
of a subset of sentences extracted from our corpus, as part of the subjective evaluation
described in Chapter 4. Tables 3.5 and 3.6 present the results of our evaluation. In average,
our method presented an 48% accuracy in character identification.
Table 3.5 – Identification of characters of sentences 1 to 21
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Table 3.6 – Identification of characters of sentences 22 to 50
3.5 Concluding remarks
The present chapter described the construction of a corpus of children’s stories
which is composed of 3613 sentences corresponding to 50 fairy tales written by 9 Brazilian
authors collected from the public domain.
The built corpus was used for our studies in the developent of a method that
estimates the valence, which starts with a pre-processing step (tokenization and cleaning
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of stopwords) and prepares data for for the next phase called valence estimation. Thus,
using a set of rules that we propose, we assign valence labels “positive”, “neutral” and
“negative” to our sentence, by calculating the similarities found between the words in the
sentence and the ANEW-Br affective database.
Our main contribution relies on how we mapped input words of a sentence to
ANEW-Br entries and in our adaptation of valence estimation equations from (LOUREIRO
et al., 2011).
Among the deficiencies of our method is the fact that it is not able to deal with
ironies or sarcasm in the sentences, when positive words are used to denote a negative
meaning or vice-versa. Our algorithm analyzes individual words and not the grammatical
relations and dependencies between them.
It is possible to carry out experiments that make our technique more robust,
mixing what we have developed with the extraction of verbal and synonymous conjuga-
tions from specialized dictionaries in the Brazilian Portuguese language.
Besides the methodology of obtaining the valence of sentences, we were also
able to construct a system that partially recognizes the characters in fairy tales through
the technique of chunking, and we also studied the most common verbs associated with
proper names in an attempt to better understand the problem. However, our initial results
does not present relevant contribution in this task.
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4 Valence Classification Evaluation
A key question of the present work is how to evaluate the accuracy of labels
generated by the proposed automatic valence classification algorithm.
A classical approach to this problem would be to yield a gold-standard dataset
to the classification algorithm and to evaluate if the resulting labels are close to the
expected ground-truth labels, according to some criteria.
However, the main difficulty to adopt this approach is the absence of gold-
standard datasets compatible with the desired task and, in particular, the lack of valence
labeled text datasets in Brazilian Portuguese.
Considering this, two different approaches were adopted to evaluate the pro-
posed algorithm: a subjective evaluation and an objective evaluation. In the subjective
evaluation, we compared the results of our algorithm to the labels provided subjectively
by a group of approximately 100 volunteer participants to a small set of sentences picked
from our collection of tales. The objective evaluation consisted of comparing the results
of our algorithm to the labels provided by existing commercial applications that promise
to provide similar functionality.
The present chapter summarizes the results of both subjective and objective
evaluations an it is organized as follows: Section 4.1 details how the Evaluation Dataset
was built; 4.2 describes the subjective evaluation; which contains the description the
adopted evaluation protocol; the profile of the participants; presents the subjective eval-
uation results and finally, section 4.3 presents the objective evaluation compared to IBM
Watson, Google Cloud Natural Language API and Microsoft Azure Text Analytics. There-
fore, in section 4.4 we show the result analysis and discussion.
4.1 Evaluation dataset
The first step in our evaluation approach was the definition of an evaluation
dataset that consists of a subset of 50 sentences extracted from the the collection of tales
described in Chapter 3. The selection of sentences to compose the evaluation dataset was
performed with the help of volunteers from our laboratory that helped to identify, for
example, phrases that could be considered too confusing or present grammar problems.
The sentences were selected according to the following criteria:
1. it was selected one sentence from each tale;
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2. we aimed to select a balanced set of sentences in terms of their possible classification
as “positive”, “neutral” or “negative” valence;
3. the sentences were chosen to be not too long or too short (8-30 words);
4. the sentences were chosen to convey a self-contained message, i.e. a complete idea;
5. different types of sentences were chosen: affirmative and negative statements, ques-
tions, sentences that correspond to the speech of a character, sentences that mention
names of characters, and sentences that attribute human characteristics (like talking
or singing) to animals or objects.
The built Evaluation Dataset is presented in the Appendix B.
4.2 Subjective Evaluation
Our Subjective Evaluation consisted of asking a group of volunteer participants
the valence of the 50 sentences from the evaluation dataset.
We understand that this exercise as a difficult task since human interpretation
can vary according to the experiences throughout the life and the emotions in a particular
moment. A participant may identify a context in a sentence that is not given by the
sentence but it is associated to his/her personal experience, influencing the given label to
a particular sentence.
In order to minimize this problem, we tried to maximize the number of par-
ticipants and we worked with observed tendencies.
The following sections describe in details the evaluation protocol and discuss
the obtained results.
4.2.1 Evaluation protocol
The evaluation was conducted with the help of a paid online survey tool Ques-
tionPro1 which helped to implement the evaluation protocol and to manage the collection
of answers from volunteer participants. The use of this type of tool also helped to avoid
that more than one answer was provided from the same machine, through a “cookie” and
internet address control.
The invitation to participate in the research, as well as the link to access the
evaluation, was sent by email and instant messaging to contact lists from the University of
Campinas, which includes undergraduate and graduate students, teachers and employees.
1 https://www.questionpro.com/pt-br/
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The participation in the research was optional and after starting the evaluation,
the participant could interrupt it at any moment. The poll could be answered from a
personal computer, tablet or cell phone without a problem.
After accessing the given link, the evaluation was guided by the application,
according to the following steps:
1. The first screen of the evaluation application introduces the motivation of the eval-
uation, provides instructions about the evaluation and express the gratitude for the
volunteer collaboration. In addition, the researcher personal contact information
was also provided. A screen-shot of the introduction screen is shown on Figure 4.1.
2. Following, the participant was guided to a screen that asked participant personal
information. The participant was invited to inform his/her “Name/Alias”. The filling
of this field was optional. The participant was also invited to inform the sex (female
or male). This field was also optional. A question was added to identify the age
range of the participant. The answer to this question was mandatory. Finally, the
participant was asked: “Are you a native speaker of Brazilian Portuguese?”. The
answer to this question was also mandatory. In this work, we only studied the
answers from participants that claimed to be native Brazilian Portuguese speakers.
3. After filling his/her personal information, the participant was guided to start the
evaluation. From this point on, the 50 sentences were presented to be analyzed by
the participant in a random order. Figure 4.2 presents the evaluation screen with
a sample sentence on it. The participant were asked, first, to evaluate the valence
of the sentence as “positive ”, “neutral” and “negative”. The order of the choices in
the multiple choice question was also randomized through the evaluation in order
to avoid “automatic” click on a particular choice. Secondly, in the same screen, the
participant was invited to list the characters he/she identifies in the sentence. This
was an open question, and the participant could type his/her answers as they wish.
4. The evaluation proceeds until the final sentence was evaluated and a final screen is
shown with two questions with optional filling. The first question asks the partici-
pant to complete the statement “In your opinion, to evaluate the emotional valence
of the sentences presented was:”, with one of the following options: “Very difficult”,
“Difficult”, “Neither difficult nor easy”, “Easy”, “Very easy”. The second question
was an open field in which the participant could add his/her comments about the
evaluation.
Chapter 4. Valence Classification Evaluation 45
Figure 4.1 – Screenshot of the introduction screen.
Figure 4.2 – Screenshot of a sample sentence evaluation screen.
4.2.2 Participant’s profile
In this section we describe the profile of the population that participated in
our evaluation.
A total of 175 participants accessed the evaluation link in a four weeks period.
However, only 112 participants completed it. We closed the evaluation as soon as we
reached 100 native Brazilian Portuguese speakers that completed the evaluation. In our
study, we do not consider the answers provided by 12 foreigners who completed the
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evaluation, but we believe that on future work, interesting hypotheses could be explored
if we also analyze the answers provided by foreigners.
In average, the participants took approximately 27 minutes to answer the sur-
vey, which is a period compatible with our pilot tests. We did not identify any participant
that seemed to answer the evaluation too quickly (a possible indicator that the participant
answered the questions inattentively or absentminded) or too slow (a possible indicator
that the participant was distracted with something else).
The sex question (optional) was filled by 97 participants, 31 (32%) female and
66 (68%) male participants. The age distribution of the participants is shown in Table 4.1
and Figure 4.3. As can be observed, the majority of participants age between 18 and 40
years old, which is compatible with the university population profile.
Table 4.1 – Age distribution of our participants
Age group Score Percentage
Less than 18 years 1 1%
Between 18 and 30 years 59 59%
Between 31 and 40 years 25 25%
Between 41 and 50 years 12 12%
Between 51 and 60 years 3 3%
Over 60 years 0 0%
Total 100 100,00%
Figure 4.3 – Age distribution of our participants
4.2.3 Subjective evaluation results
Tables 4.2 and 4.3 summarize all of our evaluation results. In particular, the
columns under the cell named “Subjective Evaluation”, present the percentage of votes
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for each sentence identified in the first column of the table.
For example, sentence number 2 in our evaluation dataset was perceived as a
positive sentence by 78% of participants, 17% of participants voted to neutral valence,
and finally only 5% of participants considered that the sentence has a negative valence.
Right below the vote distribution, the table shows the predominant classifica-
tion for a given sentence, considering the majority of votes. For sentence 2, the majority
of votes were for positive valence so we attribute the “Positive” label to it.
In some cases, the vote distribution is balanced and the resulting label could
be discussed. For example, considering sentence 15, 40% of participants voted for neutral,
but 45% voted for negative valence. Following our rule, the sentence was simply classified
as a negative sentence.
Considering the subjective evaluation results, it is possible to observe that 17
sentences were classified as positive, 11 sentences as neutral and 22 as negative sentences.
Contrary to our pilot study, these numbers indicate that our evaluation dataset is slightly
unbalanced, with a majority of negative judgments.
The descriptive statistics for each sentence add the summary of the perception
of subjective evaluation perceived by the volunteers detailed in Appendix C correspond-
ing to subsections showing the Results Subjective Evaluation C.1 and the Perception-
Subjective-Assessment C.2.
4.3 Objective Evaluation
Tables 4.2 and 4.3 also show the valence classification for each sentence of the
evaluation dataset, as obtained from existing cloud service solutions from three of the
most important players in the computing industry: IBM, Google and Microsoft.
The value of comparing our algorithm labels to those provided by such prod-
ucts developed by the industry is: (1) to contribute with a qualitative analysis regarding
the state-of-the-art of sentiment analysis for fictional texts, in particular, for a non-English
language; and (2) to establish a baseline for further algorithm development.
The following subsections describe how the labels were derived from IBM,
Google or Microsoft text analysis tools. The results for each application are summarized
in the columns under the cell named “Cloud Service Providers” in Tables 4.2 and 4.3.
The evaluations were performed on December, 2018. It is interesting to note
that those tools are facing many cycles of development. For example, the Google API, on
December, 2018 did not mention any restriction to the Portuguese language for sentiment
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Table 4.2 – Evaluation results for sentences 1 to 25
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Table 4.3 – Evaluation results for sentences 26 to 50
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analysis. However, the current API version mentions that the Portuguese language is not
supported for this specific function. We also call the attention to the fact that for the
IBM API, some scores obtained for the evaluation dataset can be slightly different in its
most recent version.
4.3.1 IBM Watson
IBM Watson, Developed by IBM, is one of the most prominent Natural Lan-
guage Processing tools and it is based on DeepQA engine, which applies deep learning
techniques to perform in-depth content analysis, information retrieval and natural lan-
guage processing.
The company offers cloud services as the Natural Language Understanding API
<https://www.ibm.com/watson/services/natural-language-understanding/>, which has
advanced text analysis functions to extract entities, relationships, keywords, semantic
roles and more. It can interpret the text in several languages, including Portuguese.
The sentiment scores presented on the column named IBM in Tables 4.2
and 4.3, were obtained from the API online demonstration tool. The API has functions
that extract the meaning of unstructured data such as:
∙ Sentiment: Review the overall sentiment and targeted sentiment of the content.
∙ Emotion: Detects anger, disgust, fear, joy, or sadness.
∙ Keywords: Returns important keywords in the content.
∙ Entities: Identifies people, cities, organizations, and other other entities in the
content.
∙ Categories: The categories that the service assigned to the analyzed text.
∙ Concept: General concepts referenced or alluded.
∙ Syntax: Identify tokens, part of speech, sentence boundaries and lemmas in the
text.
∙ Semantic Roles: Parse sentences into subject, action, and object form and view
additional semantic information.
Our tables were populated with the resulting overall sentiment value provided
the API which indicates whether the sentiment is positive, neutral or negative, given a
sentiment score from -1 (negative) to 1 (positive). In this case, the label is provided by
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the API. The piece of json code below, shows the returning output for the “sentiment”
field for the sentence number 7.
1 {
2 " sent iment " : {
3 " document " : {
4 " s c o r e " : 0 .977424 ,




4.3.2 Google Cloud Natural Language API
Cloud Natural Language2 is a text analysis cloud service based on Google Deep
Learning models that supports multiple languages (such as Chinese, English, French, Ger-
man, Italian, Japanese, Korean, Spanish, and Portuguese, both Brazilian and continental),
and is also capable of processing information about people, places, events, among others,
regardless of the data source (text documents, news articles or blog posts).
One of the Google Cloud Natural Language API resources is the “Sentiment
Analysis”. A demo version of this functionality was used to analyze our evaluation dataset.
The scores shown in the column named “Google” in Tables 4.2 and 4.3, were
obtained through the “Try API” functionality available at <https://cloud.google.com/
natural-language/>.
The results of the demo are divided into four blocks of information:
∙ Entities: Identify entities and label by types such as person, organization, location,
events, products, and media.
∙ Sentiment: Understand the overall sentiment expressed in a block of text.
∙ Syntax: Extract tokens, identify parts of speech (PoS), and create dependency
parse trees for each sentence.
∙ Categories: Content classification with predefined categories.
In the sentiment block, the API provides a document and a sentence level
sentiment score (see Figure 4.4). In the context of the present evaluation, we focused on
the overall sentiment score. Figure 4.4 also shows how the overall score is given as a pair of
values Magnitude/Score. For all the sentences from the evaluation dataset the Magnitude
2 https://cloud.google.com/natural-language/
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Figure 4.4 – Screenshot of Google Cloud Natural Language API demo
values were the absolute value, or the module, of the Score value. For this reason, the
corresponding column in the result tables show only the Score value.
Finally, Figure 4.4 present the score range and the labelling approach suggested
by the Google API, as follows:
∙ Sentiment score in the range -1 to -0.25: as Negative (red color)
∙ Sentiment score in the range -0.25 to 0.25: Neutral (yellow color)
∙ Sentiment score in the range 0.25 to 1.0: Positive (green color)
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4.3.3 Microsoft Azure Text Analytics
The Microsoft Azure Text Analytics API is part of the Azure Cognitive Ser-
vices <https://azure.microsoft.com/en-us/services/cognitive-services/text-analytics/>. Ac-
cording to the API documentation, it is “a cloud-based service that provides advanced
natural language processing over raw text, and includes four main functions: sentiment
analysis, key phrase extraction, language detection, and entity recognition” (HILL, 2019).
The same documentation also states that the API supports the detection of 120 languages,
including Portuguese.
Figure 4.5 show a screenshot from the demo tool. As can be observed, the API
only provides a score number, which is illustrated as a percentage.
Figure 4.5 – Screenshot of the Microsoft Azure Text Analytics API demo tool
The corresponding API JSON output is also shown in the following piece of
code. Line 53 of the JSON output shows that while the API provided a sentiment score,
Portuguese is not a supported language for this type of analysis.
1 {
2 " languageDetect ion " : {
3 " documents " : [
4 {
5 " id " : " da4e46bc −157d−415b−a8c3 −561d180dd47b " ,
6 " detectedLanguages " : [
7 {
8 "name " : " Portuguese " ,
9 " iso6391Name " : " pt " ,





15 " e r r o r s " : [ ]
16 } ,
Chapter 4. Valence Classification Evaluation 54
17 " keyPhrases " : {
18 " documents " : [
19 {
20 " id " : " da4e46bc −157d−415b−a8c3 −561d180dd47b " ,
21 " keyPhrases " : [
22 " baixo " ,
23 " t i p o s de pe i x e s " ,
24 " pequenos " ,
25 " grandes " ,
26 " maravi lhoso mundo " ,




31 " e r r o r s " : [ ]
32 } ,
33 " sent iment " : {
34 " documents " : [
35 {
36 " id " : " da4e46bc −157d−415b−a8c3 −561d180dd47b " ,
37 " s co r e " : 0 .84482759237289429
38 }
39 ] ,
40 " e r r o r s " : [ ]
41 } ,
42 " e n t i t i e s " : {
43 " documents " : [ ] ,
44 " e r r o r s " : [
45 {
46 " id " : " da4e46bc −157d−415b−a8c3 −561d180dd47b " ,
47 " message " : " Suppl ied language i s not supported . Pass in one o f : en ,
es . See https : // docs . m i c ro so f t . com/en−us/ azure / cogn i t i v e −s e r v i c e s / text−





It is important to note that the Microsoft API does not provide a label, just
a score. The API documentation states that numbers near 0% correspond to negative
valence and numbers near 100% correspond to positive valence. For this reason, we con-
ducted two experiments:
1. We followed the same labelling approach adopted by Google to infer the valence
label (Section 4.3.2, and we divided the whole range into three bands as follows:
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∙ Sentiment score in the range 0% to 37.5%: Negative
∙ Sentiment score in the range 37.5% to 62.5%: Neutral
∙ Sentiment score in the range 62.5% to 100%: Positive
2. To present the data without the interpretation of the neutral category, we com-
pare the phrases obtained as a “positive” and “negative” category of our subjective
evaluation. In this case, only 39 of the total sentences were evaluated.
Both experiments are shown in Tables 4.7 and, 4.8 in form of a confusion
matrix that are described in the Section 4.4.
4.4 Result analysis and discussion
In this section, we discuss the performance of EMONT V1 in comparison with
the labels provided by the subjective evaluation and the IBM, Google and Microsoft
commercial sentiment analysis APIs.
In Tables 4.2 and 4.3, the columns under the cell named “EMONT V1” corre-
spond to the scores given by our algorithm for each sentence. The scores for each valence
are computed as explained in Section 3.3.3 Analogously to the subjective evaluation, the
resulting label was given by the valence with greater score.
Our approach is to consider the results of the subjective evaluation as a “gold
standard”, assuming the human intelligence as the best existing valence recognition sys-
tem.
Given a phrase from the Dataset evaluated by the participants (subjective
evaluation), a percentage was obtained for each of the three valences, the valence with
the highest rate corresponds to the ground truth of the sentence. Therefore to interpret
the results of the objective evaluation we compare the output provided by the online tools
with ground-truth. If the outputs of the online tools correspond to ground-truth, they are
considered correct; otherwise, they are considered incorrect.
Tables 4.4 to 4.7 provide the confusion matrices for the EMONT V1, IBM,
Google and Microsoft.
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Table 4.4 – Confusion matrix with the reference values given by the subjective evaluation
and prediction values obtained from EMONT V1.
Reference/Prediction Negative Neutral Positive Subjective Evaluation Total
Negative 12 2 8 22
Neutral 0 5 6 11
Positive 2 0 15 17
EMONT V1 Total 14 7 29
Accuracy = 64% (32 of 50)
F1-score=0.67
From the confusion matrix presented in Table 4.4, it can be seen that the
EMONT V1 system has problems distinguishing between “Neutral” and “Negative”. But
it can reasonably well identify “Positive” categories. Therefore, we confirmed that our
algorithm managed to get 32 of the 50 sentences constituted within the evaluation dataset
correct, showing 64% accuracy and 0.67 concerning F1-score.
A possible justification for the difference in the accuracy rate of our algorithm
for subjective evaluation in identifying “Neutral” valences is that expressions such as “I
worked hard,” “married” and “extraordinary thinness” are highly subjective. could con-
sider these words as negative or as happened in our evaluation, where most volunteers took
an indifferent stance when evaluating the sentences that contained these terms classifying
them as “Neutral.”
Also what may have influenced the classification was the fact that words such as
“mother,” “powerful,” “kingdom” have higher positive valences in our algorithm; causing
a tendency to classify the phrases as “Positives”, but in the volunteers, they rated it as
“Neutral”.
Table 4.5 – Confusion matrix with the reference values given by the subjective evaluation
and prediction values obtained from IBM Watson API.
Reference/Prediction Negative Neutral Positive Subjective Evaluation Total
Negative 6 16 0 22
Neutral 0 11 0 11
Positive 1 14 2 17
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Table 4.5 – Confusion matrix with the reference values given by the subjective evaluation
and prediction values obtained from IBM Watson API.
Reference/Prediction Negative Neutral Positive Subjective Evaluation Total
IBM Total 7 41 2
Accuracy = 38% (19 of 50)
F1-score=0.41
In the analysis of the confusion matrix presented in Table 4.5 can see that the
service of the IBM Watson API in the evaluation of categories “Positive” and “Negative”
have a great tendency to be classified within the class “Neutral”. We can perceive that
this tool does not make mistakes in the identification of “Neutral” phrases. Even so, with
this problem, we obtain 19 of the sentences constituted in the evaluation dataset, showing
a precision of 38% and 0,41 concerning the F1 score.
Table 4.6 – Confusion matrix with the reference values given by the subjective evaluation
and prediction values obtained from Google API.
Reference/Prediction Negative Neutral Positive Subjective Evaluation Total
Negative 1 15 6 22
Neutral 1 3 7 11
Positive 1 5 11 17
Google Total 3 23 24
Accuracy = 30% (15 of 50)
F1-score=0.08
Can show in the confusion matrix presented in the Table 4.6 can see that the
service of the Google API, we observe that it has problems in distinguishing the categories
“Negative” with great influence on “Neutral” and to a lesser degree towards classes “Pos-
itive”. It has disadvantages in distinguishing the categories “Neutral” presenting a strong
tendency to identify them as “Positive”. However, it has a slightly more acceptable result
in identifying “Positive” phrases whose tendency towards the “Neutral” class is less in
comparison with the other results. Therefore, this service can achieve 15 sentences from
the total of our evaluation dataset, reflecting 30% accuracy and 0.08 concerning the F1
score.
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Table 4.7 – Confusion matrix with the reference values given by the subjective evaluation
and prediction values obtained from Microsoft API (3 emotional valences
Reference/Prediction Negative Neutral Positive Subjective Evaluation Total
Negative 15 6 1 22
Neutral 1 9 1 11
Positive 1 6 10 17
Microsoft Total 17 21 12
Accuracy = 68% (34 of 50)
F1-score=0.77
In the confusion matrix presented in the Table 4.7 can see that the Microsoft
API service, we note that it has problems in distinguishing the categories ”Negative”
has a tendency towards the class “Neutral”. We also perceive that in the identification of
“Positive” phrases, we present confusion in the classification with the category ”Neutral”.
However, in recognition of the class “Neutral” is more accurate. According to these re-
sults and we also emphasize that a division of ranks was made, for the interpretation of
results corresponding to 3 classes (explained in section 4.3.2). In this sense, Microsoft API
presents the correct answers with 34 sentences of the Evaluation Dataset, corresponding
to 68 % accuracy and 0.77 concerning F1-score.
Table 4.8 – Confusion matrix with the reference values given by the subjective evaluation
and prediction values obtained from Microsoft API (2 emotional valences)
Reference/Prediction Negative Positive Subjective Evaluation Total
Negative 15 1 22
Positive 1 10 17
Microsoft Total 16 11
Accuracy = 58% (27 of 39)
F1-score=0.67
In the Table 4.8 we appreciate the result with the valences “Positive” and
“Negative” in both categories, seven points are recognized below classes composed of
subjective evaluation. We note that the accuracy is 58 %.
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We present the summary with the algorithms tested for the sentences made
in the sections 4.3.1, 4.3.2 and 4.3.3 contained in the Table 4.9 in which with the total
number of phrases categorized as negative, neutral and positive.
Table 4.9 – Number of sentiments identified in the objective evaluation
# Prediction Negative Neutral Positive Sentences Accuracy F1-score
1 IBM Total 7 41 2 17/50 34% 0.41
2 Google Total 3 23 24 16/50 32% 0.08
3 Microsoft Total 17 21 12 34/50 68% 0.77
4 EMONT V1 14 7 29 32/50 64% 0.67
We present in the Table 4.9 a summary of the evaluations made in this section
in which we highlight that according to the documentation of the IBM services it supports
the Portuguese language in the analysis of sentiment, however in our evaluation it makes
a big mistake by presenting a tendency to categorize them as Neutral. Another important
aspect that Google does not work with the Portuguese language; however, was able to
identify a smaller number of phrases. In summary, we can express that Emont V1 presents
a result 2 points below Microsoft which indicates that it can be evolved in future works
to obtain a more realistic approach to reality.
4.5 Concluding remarks
At the beginning of this chapter, in our research, we need a gold-standard
Dataset, to the classification algorithms and to evaluate if the resulting labels are satisfac-
tory. Since we only have our ground-truth as a result of the participation of approximately
100 volunteers, which allowed us to compare the results with our EMONT V1 algorithm,
and we can say that it reached certainty percentage matched the big IBM Watson, Google
Cloud and Microsoft Azure industries.
Remember that Microsoft Azure only presents two categories ”positive” and
”negative” and to standardize with the comparison of results we made an adjustment
to the range to include a new class ”Neutral,” therefore we reject this that the effect of
Microsoft was better than Emont V1.
The leading tools in NLP are still in development for the Portuguese language,
and for this reason that in the tests done presented results predominantly inferior to the
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EMONT V1.
The results of this methodology and Subjective Evaluation, were good and
quite expressive, being possible to apply them in other sentences of children’s stories and
obtain equivalent results.
We emphasize that the strengths of EMONT V1 and to have achieved a good
result is due to the solutions found in experiments 1 and 2 of Chapter 4. Besides, we em-
phasize that a great diversity of opinion people contributed decisively to have an ultimate
referential.
Probably the tools used large amounts of data, besides there is a great in-
vestment in the research to execute their algorithms in comparison to ours and even, so
EMONT V1 surpassed IBM Watson and Google Cloud Natural Language API showing
the relevance of this research.
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5 Conclusion
This master’s work is the result of the study of the analysis of feelings in
narrative texts, but specifically in children’s stories written in Brazilian Portuguese. Thus,
the methodology of classification of the polarity of sentiment developed represents a step
in the construction of a robust and complete system, where the projected solution allows
the execution in other sets of similar texts.
In the process of feeling analysis, human evaluation is always necessary, because
fully automated systems are not yet capable of simulating the human experience that are
fundamental to labeling sentences. So it is undeniable that the accuracy of a system of
analysis of feelings is closer to reality when it comes to human judgments. This approach,
most of the time, is measured by metrics such as precision and recall.
Although there is no complete agreement between opinions among people when
they judge emotions, according to the publication in (OGNEVA, 2010) human evaluators
generally agree 79% of the time. In this sense many algorithms in artificial intelligence
depend on human evaluators and so there are even companies that even financially reward
large groups of people for the task of evaluating feelings in texts, this model is known as
“crowdsourcing” and it is a often used.
For these reasons, an analysis of feelings was worked out in this dissertation,
in particular, in the Portuguese language of Brazil, and as far as we know, is a pioneer
in automatically processing texts of children’s stories in order to determine the expressed
feeling. Results of these processing may be critical for many other systems, for example
in expressive speech 2D animation synthesizers (COSTA et al., 2015).
A review of the work related to ours was carried out and although there are few
techniques for classifying feelings around the identification of emotions in narrative text,
Chapter 2 showed that there are initiatives to mitigate the problem and it was verified
the scarcity of a corpus formally available that constitute children’s stories.
At the sentence level, we find three approaches to the classification of feelings:
rule-based systems, machine learning, and hybrid models. Because we have a specific sce-
nario, children’s stories, our methodology focused on the development of a rule-based
system that is intuitively prone to a lower error rate; moreover, this type of operation
brings with it the convenience of uniformity and modularity, making it the easy under-
standing of its structure by other researchers.
In this sense, our research faced the challenge of polarizing feelings and sum-
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marizing opinions of the Portuguese language in narrative texts in the children’s registry,
written by Brazilian authors and that is in the public domain. Our compiled corpus is
characterized by being composed of real data, so a manual preprocessing was carried out
in all data gathered, resulting in a workable material in the phraseology.
From the characteristics of the developed system, it is possible to re-evaluate
the graph of Figure 2.3 presented in Chapter 2, and place this work in the universe of
systems of classification of feelings in narrative texts existing in the literature, according to
the criteria of subjectivity and type of narrative writing, as we show in Figure 5.1, in which
we can note that even though subjectivity is essential, ie, to explore a great variability of
human opinions in analyzing feelings, there are still few works that follow this principle.
And on the other hand, on the horizontal axis, we can observe the distribution of research
related to ours and find that children’s stories, is in fact, a treasure to be explored more.
It can be observed in the graph that the present work of identifying polarities
of feelings in narrative texts at the sentence level represents a contribution to the already
existing and closest approaches to our proposal, such as (ALM et al., 2005) and (MOHAM-
MAD, 2011) of the English language in which both used two annotators in their researches
and (SCHMIDT; BURGHARDT, 2018) of the German language in which was used of five
people for the labeling of the dataset. (HARIKRISHNA; RAO, 2016) contributes to the
Hindi language by adding five emotional labels provided by four annotators. Also illus-
trated are works that do not necessarily have similarity to our type of text studied, but
we deem relevant to our project given its focus on analyzing the positive and negative
polarities contained in sentences.
Figure 5.1 – Subjectivity vs classified labels
Considering the discussed characteristics of our projected model, as well as its
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correlation with other related works, we can state categorically that the main contributions
of this research are:
∙ It presents the corpus labeled containing 3512 phrases corresponding to 50 fairy
tales in Brazilian Portuguese, which will be publicly available.
∙ Implements a system of rating positive, negative and neutral feelings in narrative
text for Brazilian Portuguese (we do not know about previous works that implement
systems of recognition of this nature in this language)
∙ In addition to the adoption of a methodology of obtaining the values of feelings, we
are also able to construct a system that partially recognizes the characters in fairy
tales that can be improved and associated with other methods for the processing of
text-to-speech synthesis.
∙ A golden standard as a result of the participation of approximately 100 volunteers.
∙ EMONT V1 results are equivalent to and even surpass the IBM Watson and Google
Cloud cognitive platform results, showing the relevance of this research.
Based on the presented solution and taking into account its limitations in face
of the challenges faced, our work encourages the development of other methodologies,
especially those with the purpose of being able to classify emotions from a perspective
based on fine granularity, either in children’s stories or texts that have certain similarities,
for example, novel, short story, chronicle, fable, parable, anecdote or legend.
Despite the good results obtained in this work, our algorithm can be improved
by incrementing an adaptive reduction factor for the equation 3.2 to fit each sentence,
so we will have an independent variable for the classification of valences contained. in
sentences, thus being able to evaluate sentences with different contexts.
Moreover, we propose as future works the use of recurrent neural networks,
especially Long Short-term memory (LSTM) architectures that have demonstrated wide
applicability in several areas such as: handwriting recognition and sign language recogni-
tion.
It is emphasized that our corpus is authentic and created not only for the
development of our research, but also aims to fill the gap of the lack of pre-processed,
structured text datasets, with duly annotated annotations of easy understanding for the
Portuguese language of Brazil, turning possible its use in future projects.
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A Children’s tale corpus
Table A.1 – Fairy tales, authors and download link used for the creation of our dataset
Story Title Autor Link # Sentences
Chuva e Sol Adelina Lopes Vieira http://www.dominiopublico.gov.br/pesquisa/DetalheObraForm.do?select_action=&co_obra=81624 12
conto-ou-nao-conto? Abel Sidney http://www.dominiopublico.gov.br/pesquisa/DetalheObraForm.do?select_action=&co_obra=105130 84
Joaquim, O Enforcado Alberto Figueiredo Pimentel http://www.dominiopublico.gov.br/download/texto/bn000137.pdf 104
O Vestido Rasgado Alberto Figueiredo Pimentel http://www.dominiopublico.gov.br/download/texto/bn000137.pdf 83
O Afilhado do Diabo Alberto Figueiredo Pimentel http://www.dominiopublico.gov.br/download/texto/bn000137.pdf 73
A Gatinha Branca Alberto Figueiredo Pimentel http://www.dominiopublico.gov.br/download/texto/bn000137.pdf 177
Um Raio de Sol Alberto Figueiredo Pimentel http://www.dominiopublico.gov.br/download/texto/bn000137.pdf 58
As Três Princesas
encantadas
Alberto Figueiredo Pimentel http://www.dominiopublico.gov.br/download/texto/bn000137.pdf 48
A Onça e O Cabrito Alberto Figueiredo Pimentel http://www.dominiopublico.gov.br/download/texto/bn000137.pdf 81
O Príncipe Enfocado Alberto Figueiredo Pimentel http://www.dominiopublico.gov.br/download/texto/bn000137.pdf 72
Aventuras do Pagem Formoso
no Reino de Gabor
Alberto Figueiredo Pimentel http://www.dominiopublico.gov.br/download/texto/bn000137.pdf 111
O Peixe Encantado Alberto Figueiredo Pimentel http://www.dominiopublico.gov.br/download/texto/bn000137.pdf 85
O Príncipe Querido Alberto Figueiredo Pimentel http://www.dominiopublico.gov.br/download/texto/bn000137.pdf 178
O Macaco e o Moleque Alberto Figueiredo Pimentel http://www.dominiopublico.gov.br/download/texto/bn000137.pdf 40
A Moça Encontrada
no Mar
Alberto Figueiredo Pimentel http://www.dominiopublico.gov.br/download/texto/bn000137.pdf 55
Os Anões Mágicos Alberto Figueiredo Pimentel http://www.dominiopublico.gov.br/download/texto/bn000137.pdf 69
Aventuras de um Jabuti Alberto Figueiredo Pimentel http://www.dominiopublico.gov.br/download/texto/bn000137.pdf 48
O Dr. Grilo Alberto Figueiredo Pimentel http://www.dominiopublico.gov.br/download/texto/bn000137.pdf 33
As Aventuras do Zé Galinha Alberto Figueiredo Pimentel http://www.dominiopublico.gov.br/download/texto/bn000137.pdf 79
O Cágado e o Urubu Alberto Figueiredo Pimentel http://www.dominiopublico.gov.br/download/texto/bn000137.pdf 32
A Rainha das Águas Alberto Figueiredo Pimentel http://www.dominiopublico.gov.br/download/texto/bn000137.pdf 108
A Moça do Lixo Alberto Figueiredo Pimentel http://www.dominiopublico.gov.br/download/texto/bn000137.pdf 37
A Velha Feiticeira Alberto Figueiredo Pimentel http://www.dominiopublico.gov.br/download/texto/bn000137.pdf 65
A Sapa Casada Alberto Figueiredo Pimentel http://www.dominiopublico.gov.br/download/texto/bn000137.pdf 46
O Anel Mágico Alberto Figueiredo Pimentel http://www.dominiopublico.gov.br/download/texto/bn000137.pdf 49
A Faquinha e a Bilha
Quebrada
Alberto Figueiredo Pimentel http://www.dominiopublico.gov.br/download/texto/bn000137.pdf 94
A Burra e o seu
Burrinho
Alberto Figueiredo Pimentel http://www.dominiopublico.gov.br/download/texto/bn000137.pdf 176
A Onça e a Raposa Alberto Figueiredo Pimentel http://www.dominiopublico.gov.br/download/texto/bn000137.pdf 20
A galinha que sabia ler Sandra Aymone http://www.mediafire.com/file/h215zrpil5938ib/A-GALINHA-QUE-SABIA-LER.pdf 103
O Acampamento José Cláudio da Silva http://www.dominiopublico.gov.br/download/texto/ea000419.pdf 568
Os Quatis Leônidaz Azevedo Filho http://www.uesc.br/editora/livrosdigitais2017/vou_lhe_contar_um_caso.pdf 31
A luta pela comida Leônidaz Azevedo Filho http://www.uesc.br/editora/livrosdigitais2017/vou_lhe_contar_um_caso.pdf 19
A formiga Farela Leônidaz Azevedo Filho http://www.uesc.br/editora/livrosdigitais2017/vou_lhe_contar_um_caso.pdf 30
A Viagem Leônidaz Azevedo Filho http://www.uesc.br/editora/livrosdigitais2017/a_viagem.pdf 21
A Casinha sem Chapeu Leônidaz Azevedo Filho http://www.uesc.br/editora/livrosdigitais2017/vou_lhe_contar_um_caso.pdf 72
A aventura de um sapo
na festa do céu
Leônidaz Azevedo Filho http://www.uesc.br/editora/livrosdigitais2017/a_aventura_de_um_sapo.pdf 56
Passando no lixo Leônidaz Azevedo Filho http://www.uesc.br/editora/livrosdigitais2017/vou_lhe_contar_um_caso.pdf 19
Com o perigo lado
a lado
Leônidaz Azevedo Filho http://www.uesc.br/editora/livrosdigitais2017/vou_lhe_contar_um_caso.pdf 30
O Chulé Leônidaz Azevedo Filho http://www.uesc.br/editora/livrosdigitais2017/vou_lhe_contar_um_caso.pdf 33
O Urubu e o Sapo Leônidaz Azevedo Filho http://www.uesc.br/editora/livrosdigitais2017/vou_lhe_contar_um_caso.pdf 30
A forma de Pagamento Leônidaz Azevedo Filho http://www.uesc.br/editora/livrosdigitais2017/vou_lhe_contar_um_caso.pdf 24
O Sapo e o Peixe Leônidaz Azevedo Filho http://www.uesc.br/editora/livrosdigitais2017/vou_lhe_contar_um_caso.pdf 19
O Menino que viro
Rato
Leônidaz Azevedo Filho http://www.uesc.br/editora/livrosdigitais2017/vou_lhe_contar_um_caso.pdf 18
O Gato e o Macaco Leônidaz Azevedo Filho http://www.uesc.br/editora/livrosdigitais2017/vou_lhe_contar_um_caso.pdf 20
O Peixinho e o Gato Lenira Almeida Heck http://www.dominiopublico.gov.br/download/texto/eu00002b.pdf 102
O Leão Praxedes Tarcisio Lage http://www.dominiopublico.gov.br/download/texto/ea000464.pdf 113
A Abóbora Menina Teresa Lopes http://www.dominiopublico.gov.br/download/texto/ea000115.pdf 56
O Soldadinho de Saco
às Costas
Teresa Lopes http://www.dominiopublico.gov.br/download/texto/ea000115.pdf 60
O Sol e a Lua Teresa Lopes http://www.dominiopublico.gov.br/download/texto/ea000115.pdf 39
A Bailarina de Degas Teresa Lopes http://www.dominiopublico.gov.br/download/texto/ea000115.pdf 32
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B Dataset phrases
Table B.1 – Phrases evaluated
# Story Name Phrase Translated Phrase
F1 Joaquim, O En-
forcado
O cavaleiro, que era o diabo,
soltou estridente gargalhada.
The knight, who was the devil,
let out a loud laugh.
F2 O Vestido Ras-
gado
Diz a vizinhanca que Ivone fi-
cou tao contente, que de tudo
se esqueceu daquele desgosto.
The neighborhood says that
Ivone was so happy that she
forgot all about that disgust.
F3 Os Quatis Admirado com a fala do quati,
o menino disse que sim, bal-
ançando afirmativamente a
cabeça.
Amazed by the speech of the
coati, the boy said yes, shaking
his head affirmatively.
F4 O Afilhado do Di-
abo
Os outros dois cavalos foram ao
encontro do menino, e depois
de andarem muito chegaram a
capital do reino, onde gover-
nava um rei poderosissimo.
The other two horses went to
meet the boy, and after walk-
ing very far they arrived at the
capital of the kingdom, where a
powerful king ruled.
F5 A luta pela co-
mida
Sem ser convidado, apareceu
outro urubu para participar do
banquete.
Without being invited, another
vulture appeared to attend the
banquet.
F6 A formiga Farela Há muito e muito tempo,
nasceu em um Palácio subter-
râneo uma formiguinha muito
assanhada e risonha.
A long and long time ago, a Lit-
tle ant was born in a subter-
ranean palace, very lively and
laughing.
F7 A viagem Passa a admirar o lindo e mar-
avilhoso mundo lá de baixo: to-
dos os tipos de peixes, colori-
dos e brilhantes, grandes e pe-
quenos e, ainda, um montão de
plantas diferentes.
Come to admire the beauti-
ful and wonderful world below:
all kinds of fish, colorful and
bright, large and small and,
still, a lot of different plants.
F8 A Gatinha
Branca
A mesa estava posta com dois
talheres, o que intrigava em ex-
cesso o principe, ao ponto de se
julgar no inferno.
The table was set with two
silverware, which intrigued the
prince to the point of judging
himself in hell.
F9 Um Raio de Sol – E verdade que sim, respondeu
o raio, ja hoje trabalhei muito.
It is true that yes, answered
the ray, already today I very
worked.
F10 A Casinha sem
Chapeu
Lara ficou triste, mas não de-
sanimada.
Lara was sad, but not discour-
aged.
Continued on next page
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Table B.1 – continued from previous page
# Story Name Phrase Translated Phrase
F11 conto-ou-nao-
conto?
Naquela tarde, ainda preocu-
pada que lessem os meus
pensamentos, fiquei murchinha,
daqui para ali, inventando o
que fazer...
That afternoon, still worried
that they would read my
thoughts, I was faint, from here
to there, inventing what to do...
F12 chuva-e-sol Ouvindo esta ameaça, ergue-se
Georgeana e diz muito ligeira,
mudando o choro em riso, e
com imensa graça.
Hearing this threat, Georgeana
rises and says very light, chang-




Um homem que criava galin-
has, certo dia percebeu que
os ovos que uma delas botava
eram feitos de ouro!
A man who raised chickens,
one day perceived that the eggs
that one of them was throwing
were made of gold!
F14 As Três Princesas
encantadas
Chegando Jose ao palacio do
rei, justamente com as tres
donzelas, todo o mundo ad-
mirou sua coragem.
When Joseph arrived at the
king’s palace, precisely with the
three maidens, the whole world
admired his courage.
F15 A Onça e O
Cabrito
O cabrito, embora com muito
medo, aceitou a proposta da
onca, mas, por precaucao, ar-
mou a cama longe, perto da
janela, para poder escapulir ao
primeiro sinal de perigo.
The goat, though very fearful,
accepted the proposal of the
jaguar, but, as a precaution, set
the bed away, near the window,
to escape the first sign of dan-
ger.
F16 O Príncipe Enfo-
cado
A velha, que era uma bruxa
muito ma, cedeu-lhe a pousada
pedida e mostrou-lhe o quarto
onde ele devia passar a noite.
The old woman, who was an
evil witch, gave her the re-
quested lodge and showed him
the room where he should
spend the night.
F17 A aventura de um
sapo na festa do
céu
Todos os demais bichos tam-
bém foram nas suas respectivas
caronas.






– Agora princesa, nada lhe
resta senao consentir em de-
sposar o meu amo, o poderoso
rei Frederico, ja que o nosso in-
imigo esta morto.
Now, princess, nothing is left
for you but to consent to marry
my master, the mighty King
Frederick, since our enemy is
dead.
Continued on next page
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Table B.1 – continued from previous page
# Story Name Phrase Translated Phrase
F19 O Peixe Encan-
tado
– Podes ir, respondeu o
principe, mas com a condicao
de so te demorares la uma
semana.
You can go, replied the prince,
but on the condition that you
only stay there for a week.
F20 O Príncipe
Querido
Dizendo tais palavras Can-
dida desapareceu, deixando o
principe admirado.
Saying such words, Candida
disappeared, leaving the prince
in awe.
F21 O Macaco e o
Moleque
– Moleque dos infernos, larga
os meus dois pes e as minhas
maos, senao te dou uma umbi-
gada!
Kid of hell’s, let both my feet
and my hands off, otherwise I’ll
give you a bow!
F22 A Moça Encon-
trada no Mar
O principe Altir, que governava
Sarinha, na epoca em que se
passa esta historia, querendo
conformar-se com as leis, re-
solveu casar-se.
Prince Altir, who ruled Sar-
inha, at the time of this story,
wanting to comply with the
laws, decided to marry.
F23 Os Anões Mági-
cos
Era um convite da parte dos
anoes magicos que lhe pediam
para ser madrinha de um dos
seus filhos.
It was an invitation from the
magical dwarves who asked him
to be the godmother of one of
her children.
F24 Aventuras de um
Jabuti
Desde esse dia, a onca anda a
procura do jabuti para se vin-
gar, mas ate hoje ainda nao o
encontrou.
Since that day, the jaguar has
been looking for the turtle to
take revenge, but until today
have not found it yet.
F25 O Dr. Grilo Foi residir na capital do reino,
onde toda a gente o conhecia
por Dr. Grilo, em vista da sua
imensa altura e extraordinaria
magreza.
He went to reside in the capital
of the kingdom, where everyone
knew him by Dr. Grilo, in view
of his immense height and ex-
traordinary thinness.
F26 Passando no lixo — Ficaria tão bonito se as ruas
e calçadas da nossa cidade fos-
sem limpinhas!
- It would look so beautiful if
the streets and sidewalks of our
city were clean!
F27 Com o perigo
lado a lado
Fininho, como sempre, muito
brincalhão ficou um pouco mais
para trás, não sabendo que o
perigo estava logo ali ao seu
lado.
Fininho, as always, very playful
stayed a little farther back, not
knowing that the danger was
right there by his side.
F28 O Chulé O menino sentia um cheirinho
que já havia acostumado e até
gostava.
The boy smelled something he
had already accustomed and
even liked.
Continued on next page
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Table B.1 – continued from previous page
# Story Name Phrase Translated Phrase
F29 As Aventuras do
Zé Galinha
Durante uma semana passou
ele na cidade, divertindo-se
a farta, para compensar um
pouco a sua vida cheia de tra-
balhos.
For a week he spent in the
city, amusing himself, to com-
pensate a little for his busy life.
F30 O Cágado e o
Urubu
Quem caiu foi ele, que se acha-
tou completamente, ficando
com a forma que ainda hoje
conserva.
The one who fell was him, who
flattened himself completely,
remaining in the shape he still
retains today.
F31 O Acampamento - Só quero ver quando anoite-
cer e ela começar a chorar com
medo dos bichos e do escuro
disse Maurício.
I just want to see when it gets
dark and she starts to cry with
fear of the bugs and from the
dark said Mauricio.
F32 O Urubu e o Sapo Em alguns momentos tenho
que apelar e chego a comer
sapos, digo, lagartos.
In some moments I have to ap-
peal and I get to eat frogs, I say,
lizards.
F33 A forma de Paga-
mento
O tempo estava fechado, anun-
ciando chuva iminente.
The weather was closed, an-
nouncing impending rain.
F34 A Rainha das
Águas
Ja estava Nebul desanimado, e
conformado com a sua triste
vida, quando um dia, apareceu
uma velhinha, pedindo esmola.
Nebul was already discouraged,
and resigned to his sad life,
when one day, an old woman
appeared, begging.
F35 A Moça do Lixo O principe, passando por acaso,
viu-a e ficou apaixonado.
The prince, passing by chance,
saw her and fell in love.
F36 A Velha Feiticeira - Amarre o seu cachorro, moco,
que parece um animal muito
bravo, e eu tenho medo de caes.
– Tie your dog, boy, that looks
like a very angry animal, and
I’m afraid of dogs.
F37 A Sapa Casada - Palavra de honra que me
casaria com a dona de tao linda
voz, se pudesse ve-la, ainda que
fosse uma sapa desta lagoa!
- A word of honor that I would
marry the landlady of such a
beautiful voice if I could see
her, although she was a sapa of
this lagoon.
F38 O sapo e o peixe Era uma “Abelha Africana”
das bem bravas, que lhe cravou
o ferrão na ponta da língua.
It was an "African Bee" of
the brave ones, that stuck the
stinger to him in the tip of the
tongue.
F39 O Anel Mágico Carlito pos o anel no dedo, e
preparou-se para a luta.
Carlito put the ring on his fin-
ger, and prepared himself for
the fight.
Continued on next page
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# Story Name Phrase Translated Phrase
F40 A Faquinha e a
Bilha Quebrada
- Oh! pensa o Vicente; o tio
Martinho esta ja tao velho para
tirar a neve que lhe caiu a
porta; depressa, depressa, para
ele nao escorregar quando for
sair.
- Oh! Vincent thinks; Uncle
Martinho is already old enough
to take the snow that fell to
the door; quickly, quickly so he
does not slip when he leaves.
F41 A Burra e o seu
Burrinho
- Ola! Este e tao cabecudo como
os outros, murmurou a velha,
tornando a mimosea-lo com o
chicote.
- Hello! This one is as stub-
born as the others, murmured
the old woman, again mimick-
ing him with the whip.
F42 O menino que
viro Rato
Todo o tempo se falava em co-
mida, no perigo que o gato rep-
resentava e na vassoura do dono
da casa que, quando acertava
um,... era morte certa.
All the time it was talked about
food, the danger that the cat
represented and the broom of
the owner of the house, when he
hit one,... it was certain death.
F43 A Abóbora
Menina
Só a abóbora se alegrou e, peito
rosado aberto à tempestade,
aguardou paciente a sorte que
a esperava.
Only the pumpkin rejoiced and,
rosy breast open to the storm,
waited patiently for the fate
that awaited her.
F44 O Soldadinho de
Saco às Costas
A mãe juntou-lhe alguma
roupa, um pedaço de presunto,
meia dúzia de chouriças, um
naco de pão e enfiou tudo num
saco.
The mother gathered him some
clothes, a piece of ham, half a
dozen sausages, a loaf of bread,
and stuffed it into a sack.
F45 O Sol e a Lua E é por tudo isto que vos con-
tei, acreditem, que a Lua tem
aquele ar sempre tão triste,
quando, nas noites em que está
cheia, ela nos olha sempre como
num queixume.
And it is for all this that I have
told you, believe me, that the
moon has that air always so
sad, when, on nights when it is
full, she always looks at us like
a whimper.
F46 O gato e o
Macaco
Muita gente compareceu e
as crianças divertiam-se brin-
cando com o Gato e o Macaco,
num corre-corre que durou todo
o dia.
A lot of people came and the
kids had fun playing with the
Cat and the Monkey on a run
that lasted all day.
F47 A Bailarina de
Degas
Foi numa tarde chuvosa de
Novembro que Telma descobriu
o livro das bailarinas.
It was on a rainy November af-
ternoon that Telma discovered
the book of dancers.
Continued on next page
Appendix B. Dataset phrases 74
Table B.1 – continued from previous page
# Story Name Phrase Translated Phrase
F48 A onça e a raposa Sendo inseparaveis amigas, a
raposa e a onca brigaram um
dia.
Being inseparable friends, the
fox and the panther fought one
day.
F49 O Leão Praxedes Era uma vergonha ver os out-
ros leões que nem cachorro
vira-lata, fazendo tudo que
Praxedes queria, sem reclamar,
sem uma pontinha de revolta.
It was a shame to see the
other lions as a mutt-dog, doing
everything Praxedes wanted,
without complaining, without a
hint of revolt.
F50 O Peixinho e o
Gato
- Escuta aqui, peixinho otário:
se eu fosse honesto, não teria a
fama que tenho.
- Listen here, goldfish sucker: if
I were honest, would not have
the fame I have.
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C Subjective Evaluation
C.1 Results of subjective evaluation
We present the 50 sentences of narrative text in Brazilian Portuguese from
children’s stories, which were presented in a random and obligatory manner. In addition
to having an additional question where you are asked to list the character(s) that the
participant identified in the sentence.
1. O cavaleiro, que era o diabo, soltou estridente gargalhada.
Answer Score Percent (%) Tendency
Positive 23 23% Negative
Negative 59 59%
Neutral 18 18% Identified Characters
Total 100 100% Cavaleiro (83), Diabo (21)
In the second part of the question, the participant was asked to list the character (s)
identified in the sentence. It is evident that the character “Cavaleiro” has 83 votes
corresponding to 82.18% and “Diabo” with 21 nominations that makes 20.79%.
2. Diz a vizinhança que Ivone ficou tão contente, que de tudo se esqueceu daquele
desgosto.
Answer Score Percent (%) Tendency
Positive 78 78% Positive
Negative 5 5%
Neutral 17 17% Identified Characters
Total 100 100% Ivone (90), Vizinhança (25)
In the identification of characters, it observes that “Ivonne” contains 90 nominations
forming 89.10 % and is also identified “Vizinhança” as a character with a vote of 25
participants represented by 24.7 %
3. Admirado com a fala do quati, o menino disse que sim, balançando afirmativamente
a cabeça.
Answer Score Percent (%) Tendency
Positive 73 73% Positive
Negative 1 1%
Neutral 26 26% Identified Characters
Total 100 100% Menino (86), Quati (80)
In the identification of characters “Menino” is recognized with 86 nominations rep-
resented by 85.15% as well as “Quati” which has 80 votes corresponding to 79.20%.
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4. Os outros dois cavalos foram ao encontro do menino, e depois de andarem muito
chegaram à capital do reino, onde governava um rei poderosíssimo.
Answer Score Percent (%) Tendency
Positive 31 31% Neutral
Negative 3 3%
Neutral 66 66% Identified Characters
Total 100 100% Cavalos (77), Menino (70),
Rei (57)
In the identification of characters, “Cavalos” was identified with 77 votes represented
by 76.23%, as well as “Menino” as a character with 70 votes corresponding to 69.3%
and ending with another character “Rei” with 57 nominations forming a group of
56.49%.
5. Sem ser convidado, apareceu outro urubu para participar do banquete.
Answer Score Percent (%) Tendency
Positive 14 14% Neutral
Negative 39 39%
Neutral 47 47% Identified Characters
Total 100 100% Urubu (87)
In the identification of the characters, only “Urubu” is recognized, which has 87
nominations corresponding to 83.14 %.
6. Há muito e muito tempo, nasceu em um Palácio subterrâneo uma formiguinha muito
assanhada e risonha.
Answer Score Percent (%) Tendency
Positive 82 82% Positive
Negative 1 1%
Neutral 17 17% Identified Characters
Total 100 100% Formiguinha (87)
In the identification of characters was recognized “Formiguinha” which has 87 nom-
inations represented by 86.14%.
7. Passa a admirar o lindo e maravilhoso mundo lá de baixo: todos os tipos de peixes,
coloridos e brilhantes, grandes e pequenos e, ainda, um montão de plantas diferentes.
Answer Score Percent (%) Tendency
Positive 91 91% Positive
Negative 1 1%
Neutral 8 8% Identified Characters
Total 100 100% Peixes (34), Plantas (23),
Narrador (6), Mundo (5)
In the identification of characters is recognized “Peixes” which has 34 nominations
represented by 33.66%, as well as consider “Plants” with 23 votes considered within
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the 22.77%. Besides this, “Narrador” with six appreciations corresponding to 5.94%
and ending with the character “Mundo” perceived by 5 participants that make up
the minority group of 4.95%.
8. A mesa estava posta com dois talheres, o que intrigava em excesso o príncipe, ao
ponto de se julgar no inferno.
Answer Score Percent (%) Tendency
Positive 7 7% Negative
Negative 80 80%
Neutral 13 13% Identified Characters
Total 100 100% Príncipe (85), Mesa (6),
Talheres (3)
In the identification of characters are made for “Prince” with 85 nominations making
84.16 %), also recognized “Mesa” containing six votes corresponding to 5.94%, finally
noted that three identifications are for “Talheres” identified by 2.97%.
9. – É verdade que sim, respondeu o raio, já hoje trabalhei muito.
Answer Score Percent (%) Tendency
Positive 22 22% Neutral
Negative 7 7%
Neutral 71 71% Identified Characters
Total 100 100% Raio (89), Interlocutor (2)
In the identification of characters, it observed that 89 of our participants appreci-
ate that “Raio” composing 88.12%, in addition to the “interlocutor” with just two
nominations represented by 1.98%.
10. Lara ficou triste, mas não desanimada.
Answer Score Percent (%) Tendency
Positive 23 23% Negative
Negative 46 46%
Neutral 31 31% Identified Characters
Total 100 100% Lara (91)
In the identification of characters, it observed that our participants recognize “Lara”
with 91 nominations representing 90.10% of the total expected responses.
11. Naquela tarde, ainda preocupada que lessem os meus pensamentos, fiquei murch-
inha, daqui para ali, inventando o que fazer...
Answer Score Percent (%) Tendency
Positive 3 3% Negative
Negative 68 68%
Neutral 29 29% Identified Characters
Total 100 100% Narradora (32)
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In the character identification, 32 people agreed that the narrator person only exists,
representing 31.68% of the total expected responses.
12. Ouvindo esta ameaça, ergue-se Georgeana e diz muito ligeira, mudando o choro em
riso, e com imensa graça.
Answer Score Percent (%) Tendency
Positive 60 60% Positive
Negative 14 14%
Neutral 26 26% Identified Characters
Total 100 100% Georgeana 90
In identifying the character, 90 people agreed that “Georgeana” is the main one and
represents 89.11% of the total expected responses.
13. Um homem que criava galinhas, certo dia percebeu que os ovos que uma delas botava
eram feitos de ouro!
Answer Score Percent (%) Tendency
Positive 87 87% Positive
Negative 2 2%
Neutral 11 11% Identified Characters
Total 100 100% Homem (81)
Galinhas (50)
In the identification of the character, 81 people identified “Homem” conforming to
89.11%. Also, 50 participants recognized as a character “Galinhas” chose represent-
ing 49.50% of the total expected responses.
14. Chegando José ao palácio do rei, justamente com as três donzelas, todo o mundo
admirou sua coragem.
Answer Score Percent (%) Tendency
Positive 89 89% Positive
Negative 0 0%
Neutral 11 11% Identified Characters
Total 100 100% José (88) Donzelas (69)
Rei (34)
In the identification of characters, it was reflected that 88 participants recognized
“José” forming a group of 87.13%. Besides, 69 people perceived “Donzelas” as a
character, representing 68.32%. Finally, a smaller group composed of 34 individuals
perceived “Rei” as a character, representing 33.66%.
15. O cabrito, embora com muito medo, aceitou a proposta da onça, mas, por precausão,
armou a cama longe, perto da janela, para poder escapulir ao primeiro sinal de
perigo.
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Answer Score Percent (%) Tendency
Positive 15 15% Negative
Negative 45 45%
Neutral 40 40% Identified Characters
Total 100 100% Cabrito (86) Onça (79)
According to the answers obtained, it is observed that in this subjective evaluation
there is a tendency to classify in the Negative and Neutral categories by the number
of votes that remain between the two, it could be assumed that this phrase is
confusing even for humans.
In the identification of characters, it is evident that 86 votes for “Cabrito” forming
the 85.15% As well as the character “Onça” is identify by 79 participants represented
by 78.22%.
16. A velha, que era uma bruxa muito má, cedeu-lhe a pousada pedida e mostrou-lhe o
quarto onde ele devia passar a noite.
Answer Score Percent (%) Tendency
Positive 17 17% Negative
Negative 46 46%
Neutral 37 37% Identified Characters
Total 100 100% Velha-Bruxa (90)
Pessoa-hospede (19)
In the character identification, it observed that 90 people chose “Velha-Bruxa” form-
ing 89.10% as well as the “Pessoa-hospede” character recognized by 19 individuals
represented as 18.81% of all expected responses.
17. Todos os demais bichos também foram nas suas respectivas caronas.
Answer Score Percent (%) Tendency
Positive 29 29% Neutral
Negative 2 2%
Neutral 69 69% Identified Characters
Total 100 100% Bichos (68)
In identifying characters is only the character reference system “Bichos” with 68
votes reflecting as the 67.33%
18. – Agora princesa, nada lhe resta senão consentir em desposar o meu amo, o poderoso
rei Frederico, já que o nosso inimigo está morto.
Answer Score Percent (%) Tendency
Positive 15 15% Negative
Negative 51 51%
Neutral 34 34% Identified Characters
Total 100 100% Princesa (80) Frederico (69)
Rei (51) Inimigo (18) Servo (6)
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In the identification of characters our participants agreed on “Princesa” with 80
votes representing 79.21%, another character identified is “Frederico” with 69 votes
reflecting 68.32%, as well as “Rei” with 51 votes composing 50.49%, regardless of 18
people identified “Inimigo” constituting 17.82%. Besides this, six people recognized
another character and placed the name “Servo” with 5.94%. Note that this sentence
includes a character that does not write but that according to the cognitive functions
of our participants that the character that is transmitting the message is the “Servo.”
19. – Podes ir, respondeu o príncipe, mas com a condição de só te demorares lá uma
semana.
Answer Score Percent (%) Tendency
Positive 15 15% Neutral
Negative 7 7%
Neutral 78 78% Identified Characters
Total 100 100% Príncipe (86)
outra pessoa/interlocutor (14)
In the identification of characters, our participants perceived “Príncipe” with 86
votes constituting 85.15%. Besides, 14 votes identified “Outra pessoa/interlocutor”
represented with 13.86%.
20. Dizendo tais palavras Cândida desapareceu, deixando o príncipe admirado.
Answer Score Percent (%) Tendency
Positive 52 52% Positive
Negative 10 10%
Neutral 38 38% Identified Characters
Total 100 100% Cândida (90) Príncipe (67)
In the identification of characters, it reflects that 90 votes chose “Cândida” with
89.12%, in addition to the “Príncipe” who obtained 67 votes, registered the 66.34%
of the expected responses.
21. – Moleque dos infernos, larga os meus dois pés e as minhas mão, senão te dou uma
umbigada!
Answer Score Percent (%) Tendency
Positive 7 7% Negative
Negative 85 85%
Neutral 8 8% Identified Characters
Total 100 100% Moleque (66) Eu/narrador (9)
In the identification of characters, our participants chose “Moleque” with 66 nomina-
tions corresponding to 65.35%. In addition to 9 votes for the “Narrador” represented
by 8.91%.
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22. O príncipe Altir, que governava Sarinhã, na época em que se passa esta história,
querendo conformar-se com as leis, resolveu casar-se.
Answer Score Percent (%) Tendency
Positive 25 25% Neutral
Negative 15 15%
Neutral 60 60% Identified Characters
Total 100 100% Príncipe Altir (91)
Sarinhã (8)
In the identification of characters, our participants recognized “Principe Altir” with
91 votes represented by 90.10% as well as the place “Sarinhã” with eight votes
conforming 7.92%.
23. Era um convite da parte dos anões mágicos que lhe pediam para ser madrinha de
um dos seus filhos.
Answer Score Percent (%) Tendency
Positive 76 76% Positive
Negative 2 2%
Neutral 22 22% Identified Characters
Total 100 100% Anões mágicos (87) Filhos (25)
Madrinha (17)
In the identification of characters, “Anões mágicos” is recognized with 87 figuring
86.14%, as well as the character associated with “Filhos” with 25 nominations rep-
resenting 24.75% and finally the character “Madrinha” is recognized with 17 votes
conforming 16.83%.
24. Desde esse dia, a onca anda à procura do jabuti para se vingar, mas ate hoje ainda
nao o encontrou.
Answer Score Percent (%) Tendency
Positive 5 5% Negative
Negative 67 67%
Neutral 28 28% Identified Characters
Total 100 100% Onça (90) Jabuti (80)
In the identification of characters, there are two tendencies towards the characters
“Onça” with 90 votes forming 89.12% and “Jabuti” with 80 votes represented by
79.21%.
25. Foi residir na capital do reino, onde toda a gente o conhecia por Dr. Grilo, em vista
da sua imensa altura e extraordinária magreza.
Answer Score Percent (%) Tendency
Positive 32 32% Neutral
Negative 7 7%
Neutral 61 61% Identified Characters
Total 100 100% Dr. Grilo (85) Gente (4)
Reino (3)
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In the identification of characters, it is evident that 85 participants chose “Dr. Grilo”
representing 84.16%, also recognized “Gente” as a character with four votes forming
the 3.96% and “Reino” with three votes determining the 2.97%.
26. - Ficaria tão bonito se as ruas e calçadas da nossa cidade fossem limpinhas!
Answer Score Percent (%) Tendency
Positive 49 48% Positive
Negative 33 33%
Neutral 18 18% Identified Characters
Total 100 100% Ruas (17) Calçadas (15)
Cidade (9) Narrador (9)
In identifying the characters, our participants recognized “Ruas” with 17 votes re-
flecting 16.83%, “Calçadas” with 15 assessments made up of 14.85%, as well as
“Cidade” with 9 judgments identified by 8.91%, in addition to the “Narrator” with
9 ratings represented by 8.91%.
27. Fininho, como sempre, muito brincalhão ficou um pouco mais para trás, não sabendo
que o perigo estava logo ali ao seu lado.
Answer Score Percent (%) Tendency
Positive 8 8% Negative
Negative 72 72%
Neutral 20 20% Identified Characters
Total 100 100% Fininho (83)
In the identification of the characters, only “Fininho” and recognized with 83 votes
in a single group of 82.18 %.
28. O menino sentia um cheirinho que já havia acostumado e até gostava.
Answer Score Percent (%) Tendency
Positive 78 78% Positive
Negative 2 2%
Neutral 20 20% Identified Characters
Total 100 100% Menino (90)
In the identification of the characters, “Menino” was identified with 90 votes forming
a single group of 89.11%.
29. Durante uma semana passou ele na cidade, divertindo-se à farta, para compensar
um pouco a sua vida cheia de trabalhos.
Answer Score Percent (%) Tendency
Positive 74 74% Positive
Negative 9 9%
Neutral 17 17% Identified Characters
Total 100 100% Ele/Sujeito oculto (49)
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In the identification of the characters, “Ele/Sujeito Oculto” was identified with a
participation of 49 votes, represented within 48.51%.
30. Quem caiu foi ele, que se achatou completamente, ficando com a forma que ainda
hoje conserva.
Answer Score Percent (%) Tendency
Positive 6 6% Negative
Negative 57 57%
Neutral 37 37% Identified Characters
Total 100 100% Ele (42) Narrador (3)
In the identification of characters, it is evident that “Ele” was chosen by 42 partic-
ipants represented by 41.58%, in addition to the character “Narrador” with a vote
of 3 people forming 2.97%.
31. - Só quero ver quando anoitecer e ela começar a chorar com medo dos bichos e do
escuro disse Maurício.
Answer Score Percent (%) Tendency
Positive 4 4% Positive
Negative 82 82%
Neutral 14 14% Identified Characters
Total 100 100% Mauricio (85)
Ela/pessoa asustada (36) Bichos (9)
In the identification of characters “Mauricio” is recognized with 85 represented by
84.16%, also considered “Ela/Pessoa assustada” with 36 nominations making 35.64
% and finally is observe that 9 participants identify “Bichos” represented by 8.91%.
32. Em alguns momentos tenho que apelar e chego a comer sapos, digo, lagartos.
Answer Score Percent (%) Tendency
Positive 7 7% Negative
Negative 54 54%
Neutral 39 39% Identified Characters
Total 100 100% Narrador (28) Sapos (22)
Lagartos (20)
In the identification of characters we can see three types of characters such as
“Narrador” with 28 votes represented by 27.72%, “Sapos” is recognized with 22,
forming 21.78% and finally with 20 votes is identified as “Largartos” 20 forming the
group of 19.80%.
33. O tempo estava fechado, anunciando chuva iminente.
Answer Score Percent (%) Tendency
Positive 10 10% Neutral
Negative 30 30%
Neutral 60 60% Identified Characters
Total 100 100% Tempo (27) Chuva (14)
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In the identification of characters we can see three types of characters such as
“Tempo” with 27 represented by 26.73% and “Chuva” with 14 represented by
13.86%.
34. Já estava Nebul desanimado, e conformado com a sua triste vida, quando um dia,
apareceu uma velhinha, pedindo esmola.
Answer Score Percent (%) Tendency
Positive 14 14% Negative
Negative 56 56%
Neutral 30 30% Identified Characters
Total 100 100% Nebul (89) Velinha (65)
In the identification of characters, our participants recognized “Nebul” with 89 votes
represented by 88.12% as well as the place “Velinha” with 65 votes con-forming
64.36%.
35. O príncipe, passando por acaso, viu-a e ficou apaixonado.
Answer Score Percent (%) Tendency
Positive 94 94% Positive
Negative 2 2%
Neutral 4 4% Identified Characters
Total 100 100% Príncipe (90) Ela/pessoa (20)
In the identification of characters, our participants recognized ”Príncipe” with 90
votes represented by 89.11% as well as the place ”Ela/pessoa” with 20 votes con-
forming 19.81%.
36. – Amarre o seu cachorro, moco, que parece um animal muito bravo, e eu tenho
medo de caes.
Answer Score Percent (%) Tendency
Positive 6 6% Negative
Negative 67 67%
Neutral 27 27% Identified Characters
Total 100 100% Moço (59) Cachorro (55)
Narrador (19) Cães (4)
In the identification of characters, our participants recognized “Moço” with 59 votes
represented by 58.42% as well as the place “Cachorro” with 55 votes con-forming
54.46%. Besides another recognized characters is “Narrador” with 19 votes with
18.81% and finally to “Cães” with four nominations confirmed by 3.96%.
37. - Palavra de honra que me casaria com a dona de tão linda voz, se pudesse vê-la,
ainda que fosse uma sapa desta lagoa!
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Answer Score Percent (%) Tendency
Positive 81 81% Positive
Negative 4 4%
Neutral 15 15% Identified Characters
Total 100 100% Dona (31) Sapa (16)
Narrador (12)
In the identification of characters, it was reflected that 31 participants recognized
“Dona” forming a group of 30.69%. Besides, 16 people perceived “Sapa” as a char-
acter, representing 15.84%. Finally, a smaller group composed of 12 individuals
perceived “Narrador” as a character, representing 11.88%.
38. Era uma “Abelha Africana” das bem bravas, que lhe cravou o ferrão na ponta da
língua.
Answer Score Percent (%) Tendency
Positive 3 3% Negative
Negative 82 82%
Neutral 15 15% Identified Characters
Total 100 100% Abelha Africana (76)
sujeto oculto (9)
In the identification of the characters, “Abelha Africana” was identified with 76
votes forming a single group of 75.25%, in addition to the identification of “Sujeito
oculto” with 9 votes represented by 8.91 %.
39. Carlito pôs o anel no dedo, e preparou-se para a luta.
Answer Score Percent (%) Tendency
Positive 26 26% Neutral
Negative 17 17%
Neutral 57 57% Identified Characters
Total 100 100% Carlito (91)
According to the analysis of the answers obtained for this sentence, it is evident that
58 votes were destined for the Neutral category forming 57.42%, compared to 26
individuals who identify that the value is Positive conforming the 25.74%. Besides
this, is observed 17 votes for the Neutral category represented by the 16.83% of the
total of the evaluations.
In the identification of the characters, ”Carlito” was identified with 91 votes forming
a single group of 90.1%.
40. – Oh! pensa o Vicente; o tio Martinho esta já tão velho para tirar a neve que lhe
caiu à porta; depressa, depressa, para ele não escorregar quando for sair.
Answer Score Percent (%) Tendency
Positive 28 28% Neutral
Negative 26 26%
Neutral 46 46% Identified Characters
Total 100 100% Vicente (86) tio Martinho (79)
Narrador (1)
Appendix C. Subjective Evaluation 86
In the identification of characters, it is evident that 86 votes for “Vicente” forming
the 85.15%. As well as the character “tio Martinho” is identify by 79 participants
represented by 78.22%, and the last identified character is the “Narrador” with 1
vote represented by 0.99%.
41. – Ola! Este é tão cabeçudo como os outros, murmurou a velha, tornando a mimoseá-
lo com o chicote.
Answer Score Percent (%) Tendency
Positive 3 3% Negative
Negative 82 82%
Neutral 15 15% Identified Characters
Total 100 100% Velha (85)
outra pessoa (12)
In the identification of the character, 85 people identified “Velha” conforming to
84.12%. Also, 12 participants recognized as a character “outra pessoa” chose repre-
senting 11.88% of the total expected responses.
42. Todo o tempo se falava em comida, no perigo que o gato representava e na vassoura
do dono da casa que, quando acertava um,... era morte certa.
Answer Score Percent (%) Tendency
Positive 6 6% Negative
Negative 79 79%
Neutral 15 15% Identified Characters
Total 100 100% Gato (65) Dona da casa (45)
Vassoura (17)
In the identification of the characters, “Gato” was identified with a participation
of 65 votes, represented within 64.36%. “Dona da casa” is also recognized with
45 nominations corresponding to 44.55%, and finally to “Vassoura” with 17 votes
composed of 16.55%.
43. Só a abóbora se alegrou e, peito rosado aberto à tempestade, aguardou paciente a
sorte que a esperava.
Answer Score Percent (%) Tendency
Positive 74 74% Positive
Negative 6 6%
Neutral 20 20% Identified Characters
Total 100 100% Abóbora (81) peito rosado (3)
Tempestade (3)
In the identification of characters, ”Abóbora” is recognized with 81 figuring 80.20%,
as well as the character associated with ”peito rosado” with 3 nominations re-
presenting 2.97% and finally the character ”Tempestade” is recognized with 3 votes
conforming 2.97%.
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44. A mãe juntou-lhe alguma roupa, um pedaço de presunto, meia dúzia de chouriças,
um naco de pão e enfiou tudo num saco.
Answer Score Percent (%) Tendency
Positive 20 20% Neutral
Negative 14 14%
Neutral 66 66% Identified Characters
Total 100 100% Mãe (86) Filho/ele (12)
In the identification of characters, our participants perceived “Mãe” with 86 votes
constituting 85.15%. Besides, 14 votes identified “Filho/ele” represented with 11.88%.
45. E é por tudo isto que vos contei, acreditem, que a Lua tem aquele ar sempre tão
triste, quando, nas noites em que está cheia, ela nos olha sempre como num queix-
ume.
Answer Score Percent (%) Tendency
Positive 9 9% Negative
Negative 61 61%
Neutral 30 30% Identified Characters
Total 100 100% Lua (79) Narrador (9)
In the character identification, 70 people agreed to “Lua” representing 78.22% and
“Narrador” with 9 votes identified by 8.91% the of the total expected responses.
46. Muita gente compareceu e as crianças divertiam-se brincando com o Gato e o
Macaco, num corre-corre que durou todo o dia.
Answer Score Percent (%) Tendency
Positive 97 97% Positive
Negative 0 0%
Neutral 3 3% Identified Characters
Total 100 100% Gato (76) Macaco (75)
Crianças (67) Muita gente (12)
Narrador (3)
In the identification of characters, our participants chose ”Gato” with 76 nomina-
tions corresponding to 75.25%. In addition to 75 votes for the ”Macaco” represented
by 74.26%. As well as it is recognized to ”Muita gente” with 12 votes conforming
11.88% and with a minority group of 3 people the ”Narrador” corresponding to
2.97% is identified.
47. Foi numa tarde chuvosa de Novembro que Telma descobriu o livro das bailarinas.
Answer Score Percent (%) Tendency
Positive 49 49% Positive
Negative 5 5%
Neutral 46 46% Identified Characters
Total 100 100% Telma (90) Bailarinas (2)
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In the identification of the characters, “Telma” was identified with 90 votes forming
a group of 89.11% and “Bailarinas” with 2 votes corresponding to 1.98%.
48. Sendo inseparáveis amigas, a raposa e a onça brigaram um dia.
Answer Score Percent (%) Tendency
Positive 8 8% Negative
Negative 73 73%
Neutral 19 19% Identified Characters
Total 100 100% raposa (89) onça (88)
amigas (2)
In the identification of characters, ”raposa” is recognized with 89 figuring 88.12%,
as well as the character associated with ”onça” with 88 nominations representing
87.13% and finally the character ”amigas”is recognized with 2 votes conforming
1.98%.
49. Era uma vergonha ver os outros leões que nem cachorro vira-lata, fazendo tudo que
Praxedes queria, sem reclamar, sem uma pontinha de revolta.
Answer Score Percent (%) Tendency
Positive 9 9% Negative
Negative 75 75%
Neutral 16 16% Identified Characters
Total 100 100% Praxedes (74) Leões (72)
Cachorro (7)
In the identification of characters, it is evident that “Praxedes” was chosen by 74
participants represented by 73.27%, in addition to the character “Leões” with a vote
of 72 people forming 71.29% and “Cachorro” with 7 votes identify by 6.93%.
50. – Escuta aqui, peixinho otário: se eu fosse honesto, não teria a fama que tenho.
Answer Score Percent (%) Tendency
Positive 3 3% Negative
Negative 88 88%
Neutral 9 9% Identified Characters
Total 100 100% Peixinho (76) Narrador (22)
In the identification of the characters, “Peixinho” is recognized with 76 votes in a
group of 75.25% and “Narrador” with 22 votes identify by 21.72%.
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C.2 Perception of subjective assessment
The objective of this question is to validate the level of facility/complexity
that results from the identification of valence in the sentences, for this purpose it was
categorized into 5 classes as the Table C.1 is represented and the text of the question is
“In your opinion, was evaluating the emotional valence of the excerpts presented a task?”
“Na sua opinião, avaliar a valência emocional dos trechos apresentados foi uma
tarefa”.
Answer Score Percent
Very difficult 2 2.00%
Difficult 17 17.00%
Neither hard nor easy 40 40.00%
Easy 39 39.00%
Very easy 2 2.00%
Total 100 100%
Table C.1 – Perception of subjective assessment
Figure C.1 – Perception of subjective assessment
In the result of our survey, it observed that our participants consider that this
online survey is “Neither hard nor easy” with 40 nominations corresponding to 40.00%
constituting the majority group, however the category “Easy” contains 39 votes confirm-
ing the 39.00% in relation to the first group is differentiated by 1 vote, that is, there is
a tendency to equalize in both categories. On the other hand, it is evident that 18 indi-
viduals identified that the questionnaire is “Difficult” making 17.00% and finally in the
extreme categories such as “Very difficult” and “Very easy” they contain two votes each,
considering 2.00% respectively.
