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II arrive assez souvent, dans la theorie des groupes resolubles, que l'on 
considere la structure par rapport a Q d'un tyQP-module irreductible et 
fideIe £, OU ty est un corps algebriquement clos et Q est un q-groupe operant 
fidelement comme automorphismes d'un p-groupe extra-special P et centra-
lisant Ie centre Z(P) de P (ici p et q sont des entiers premiers distincts). 
Utilisant des methodes de Berger (voir [2] ou §5 ci-dessous), on reduit Ie 
probleme tant bien que mal au cas OU tout sous-groupe abelien distingue A 
de Q est cyclique et opere fidelement sur tout A-sous-groupe irreductible de 
PjZ(P). Si q est impair, ceci implique que Q est cyclique, et Ie probleme est 
resolu par la theorie de Hall et Higman (voir [6] ou Ie Theoreme 2.15 de [3]). 
Mais si q = 2, il se peut que Ie groupe Q soit un groupe quaternion generalise. 
Meme dans ce cas, on s'en tire facilement si la caracteristique de ty n'est pas 2, 
car il s'agit essentiellement de caracteres qui sont determines par leurs valeurs 
sur les sous-groupes cycliques de Q, valeurs qui se calculent encore a l'aide de 
la theorie de Hall et Higman (voir la Section IV de [1]). II reste Ie casus 
irreducibilis ou Q est un groupe quaternion generalise, la caracteristique de ty 
est 2, et l'involution L de Q inverse PjZ(P). L'etude de ce cas est l'objet de cet 
article. 
La theorie de Green [4] implique que la restriction £Q de £ a un tyQ-module 
est la somme directe d'un tyQ-module indecomposable IDl et d'un tyQ-module 
libre (voir la Proposition 4.3 ci-dessous). Comme la dimension de £ est 
connue, Ie probleme est de determiner IDl. Le resultat principal de cet article 
(Ie Theoreme 4.5 ci-dessous) est que IDl est necessairement isomorphe a l'un de 
huit tyQ-modules dont les dimensions sont 1, 2n - 1, 2n - 1, 2n + 1, 2n + 1, 
2n+1 - 1, 2M1 - 1, et 2n+1 + 1, OU 2n+1 = 1 Q I. 
Pour indiquer des applications eventuelles de ce resultat, on demontre Ie 
theoreme suivant (voir Ie Theoreme 5.1, ci-dessous): 
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Si IY est un corps algebriquement clos de caracteristique 2, si T est un 2-groupe 
operant jidelement comme automorphismes d'un p-groupe extra-special P et 
centralisant Z(P), si £! est un IYTP-module irreductible et jidele et si l'entier 
premier impair p n' a aucune des formes 2k ± 1, 3.2k ± 1, 5.2k ± 1, pour k > 0, 
alors £!T a un IYT-sommand direct isomorphe au module regulier IYT. 
Le resultat principal cite ci-dessus ne resoud pas compl{:tement Ie probleme 
de la structure de £!Q . II est evident, vu la liste des dimensions possibles de IDl, 
que la connaissance de la dimension de £! (modulo 2n+1) laisse toujours deux 
possibilites pour IDl. J'ignore la regIe qui decide so us queUes conditions 
chacune de ces possibilites se realise. La question est assez delicate, car 
les modules IDl de dimensions egales sont les duals les uns des autres, et 
donc apparaissent pour les memes groupes QP. 
Dans Ie corps de l'article qui suit, on note que les symboles Q, n, p, T, t, 
IY, x, y conservent de bout en bout les sens qui leur sont donnes dans §1, 
tandis que les autres symboles changent de signification au gre des 
arguments. 
1. LES ALGEBRES DE GROUPE 
Pour tout entier n ~ 2, Ie groupe quaternion generalise Q d'ordre 2n+1 est 
engendre par deux elements p, T tels que: 
(1.1) 
soit la seule involution dans Q. Alors pT engendre un sous-groupe cyclique 
<PT) d'ordre 2n et p, T sont des elements d'ordre 4 inversant tout element de 
<PT) par conjugaison. 
On fixe un corps IY algebriquement clos de caracteristique 2. Comme Q est 
un 2-groupe engendre par p et T, on sait que l'algebre de groupe IYQ est un 
anneau local (noncommutatif) dont Ie radical ](IYQ) est engendre (comme 
ideal it droite ou it gauche) par p - 1 et T - 1. Pour faciliter des calculs 
ulterieurs, on remplacera p - 1 et T - 1 par deux autres generateurs x et y 
par rapport auxquels la table de multiplication de IYQ a une forme parti-
culierement simple. Les definitions de x et y seront diiferentes dans les deux 
cas n = 2 et n > 2. 
Quand n = 2, on choisit une racine cubique primitive de l'unite p, dans IY 
et l'on definit: 
(1.2) y = pT + p,2p + p,T. 
(Pour motiver ce choix, notons que x et y sont envoyes dans p,x et p,2y, 
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respectivement, par I'automorphisme du groupe quaternion Q envoyant r 
dans p, p dans pr, et pr dans r). Comme /-,2 + /-' + 1 = 0, on a: 
x = (pr - I) + /-,(p - 1) + /-,2(r - 1) 
= (p - 1)(r - 1) + (1 + /-,)(p - 1) + (1 + /-,2)(r - 1) 
= (p - 1)(r - 1) + /-,2(p - 1) + /-,(r - 1) 
= /-,2(p - 1) + /-,(r - 1) (mod ](!ijQ)2), 
y = (pr - 1) + /-,2(p - 1) + /-,(r - 1) 
== /-,(p - 1) + /-,2(r - 1) (mod ](!ijQ)2). 
I1 s'ensuit que x et y, tout comme p - 1 et r - 1, forment une base sur !j 
pour ](!jQ) modulo ](!ijQ)2, et done qu'ils engendrent l'ideal ](!jQ). 
Avec un peu de patience et beau coup de papier on verifie que: 
(1.3) 
(1.4) 
x2 = yxy, y2 = xyx, 
(xy)2 = (YX)2 = L a. 
aEQ 
On en deduit que l'algebre {jQ a la base 1, x, y, yx, xy, xyx, yxy, (YX)2 = (xy)2 
sur !j, et que la co multiplication a droite et a gauche par x et y est donnee par 
la table: 
a = X Y yx xy xyx yxy (YX)2 
Xa = X yxy xy xyx 0 0 (YX)2 0 
(1.5) ya = y yx xyx 0 yxy (YX)2 0 0 
ax = X yxy yx 0 xyx 0 (YX)2 0 
ay= Y xy xyx yxy 0 (YX)2 0 0 
Quand n ;? 3, on definit: 
n-2 
X = (p - 1) + (p + r)2n-3 + L (p + r)2n - 1-2\ 
i~l 
(1.6) 
n-2 
y = (r - I) + (p + r)2n-3 + L (p + r)2n-1-2i • 
i~l 
Les relations elementaires entre x, y et les puissances de ](!jQ) sont donnees 
par Ie 
LEMME 1.7. Si i = 0,1, ... , 2n - 1 - 1, l'espace vectoriel ]({jQ)2i+1/J({jQ)2i+2 
est de dimension 2 sur {j avec les images de X(YX)i et y(xy)i comme base. Si 
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i = 1,2, ... , 2n - 1 - 1, l'espace vectoriel J(rJQ)2iJJ(rJQ)2i+1 est aussi de dimen-
sion 2 sur rJ avec les images de (xy)i et (YX)i comme base. L'espace vectoriel 
J(rJQ)2" est de dimension 1 sur rJ avec (xy)2n-1 = (yx)2n-l comme base. Enfin, 
J(lJQ)2n+1 = {O}. 
Demonstration. Comme n ~ 3 et p + r = (p - 1) + (r - 1) E J(rJQ), 
ehaeune des puissances de p + r apparaissant dans (1.6) appartient a ](rJQ)2. 
Done x = p - 1 et y == r - 1 (mod J(rJQ)2), et x, y engendrent J(lJQ) 
modulo J(lJQ)2. 
De (1.1) et de l'inegalite n ~ 3 on deduit que: 
(p - 1)2 = p2 - 1 = (prr-1 - 1 = (pr - 1r-' E J(rJQr-' ~ J(rJQ)3. 
Done x2 _ (p - 1)2 == 0 (mod J(rJQ)3). De meme y2 appartient a J(rJQ)3. II 
s'ensuit que tout J(rJQ)i, i ~ 1, est engendre modulo ](rJQ)i+1 par les deux 
elements xyxyx ... (i faeteurs) et yxyxy ... (i faeteurs), les autres produits de 
i faeteurs x, y ayant taus un faeteur x2 au y2 et done appartenant a J(rJQ)i+1. 
En partieulier, dim J(rJQ)i / J(rJQ)i+1 :( 2. 
Comme dim!yQ = 2n+1 est paire et dim !YQ/J(!YQ) = 1, il est impossible 
que toutes les dimensions des J(rJQ)i IJ(rJQ)i+I, i ~ 1, soient paires. Done il 
existe un entier j ~ 1 tel que dim J(rJQ)iIJ(rJQ)i+1 = 2, pour 1 :( i < j, 
mais dim J(lJQ)i / J(rJQ)i+1 = 1. Posant z = xyxy ... (j faeteurs) et w = yxyx ... 
(j faeteurs), on obtient un couple (a, b) d'elements de rJ, different de (0,0) 
et unique a des transformations (a, b) -+ (ca, cb), c E rJ - {O}, pres, tel que 
az + bw E J(lJQ)i+1. La symetrie des conditions (1.1) nous donne un 
automorphisme Cl: de l'algebre rJQ eehangeant pet r. De par (1.6) on a xet = y 
et yet = x. Done Cl: eehange z et w. II s'ensuit que bz + aw = (az + bw)et 
appartient aussi a J(rJQ)i+1. Ceei et l'unieite de (a, b) implique la singularite 
de la matriee (~ ~), dont Ie determinant est a2 - b2 = (a - b)2. Done 
a = b =f=. 0 et: 
(1.8) z + WE J(lJQ)i+1. 
En co multi pliant (1.8) a gauche par x, on obtient xz + xw E J(lJQ)i+2. 
Mais xz = xxyxy ... (j + 1 faeteurs) appartient a J(rJQ)i+2, car x2 E J(rJQ)3. 
Done J(lJQ)i+2 eontient xw = xyxyx ... (j + 1 faeteurs). De meme il 
eontient yz = yxyxy ... (j + 1 faeteurs). Comme ees elements engendrent 
J(rJQ)i+l modulo J(rJQ)i+2, on en deduit que J(rJQ)i+l = J(rJQ)i+2 = {O}. 
Maintenant on a: 
2n+1 = dim rJQ = dim rJQ/ J(!YQ) + dim J(lJQ)/ J(rJQ)2 + ... 
+ dim J(rJQ)H JJ(rJQ)i + dim J(rJQ)i IJ(rJQ)H1 = 1 + 2(j - 1) + 1. 
Done j = 2n. Comme la dimension de J(rJQ)iIJ(lJQ)i+l est 2, pour 
i = 1,2, ... , 2n - 1, les images des elements xyx ... et yxy ... (ifaeteurs ehaeun) 
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forment une base pour cet espace vectoriel, ce qui implique les deux premiers 
enonces du lemme. On a vu que J(!JQ)2n+1 = J('ijQ)i+1 = 0, ce qui en est Ie 
dernier enonce. Ceci et (1.8) impliquent que (xy)2n-l = Z = W = (YX)2n-\ 
ce qui complete la demonstration du troisieme enonce, et done du lemme. 
Le calcul critique est la 
PROPOSITION 1.9. 
Demonstration. De (1.1) on deduit: 
(1.10) (p + T)2 = p2 + pT + Tp + T2 = pT + Tp = pT + (pT)-l. 
Comme {pT, (pT)-l} est une c1asse de conjugaison du groupe Q, ceci implique 
que l'element (p + T)2 est central dans l'algebre 'ijQ. Done (p + T)2n-1_2i est 
central dans 'ijQ, pour tout i = 1, ... , n - 2. Ceci et (1.6) donnent: 
(1.11 ) 
x2 = (p - 1)2 + (p - 1)(p + T)2q + (p + T)2Q(p - 1) + (p + T)2(2n-3) 
n-2 
+ L (p + T )2n_2i+l 
= (p2 - 1) + (p + T)2Q[(p - 1)(p + T) + (p + T)(p - 1)] 
n-l 
+ (p + T)2(2n-3) + L (p + T)2qi 
i~2 
n-l 
+ L (p + T )2n_2i 
i~2 
n-l 
+ L (p + T)2n-2i (de par (1.10» 
n-l 
= [(p - 1)(T - 1) + (p + T)]2n-1 + (p + T)2(2n-3) + L (p + T)2qi. 
i~l 
Comme l'involution t = T2 = p2 est centrale dans Q, on a: 
[(p - 1)(T - 1)][(T - 1)(p - 1)] 
= (p - 1)(T2 - 1)(p - 1) = (p - 1)(t - 1)(p - 1) 
= (p - 1)2(t - 1) = (t - 1)2 = 0. 
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De meme, [(T - 1)(p - 1)][(p - 1)(T - 1)] = O. Ceci et (1.10) impliquent 
que: 
(1.12) (p + T)2i = (pT + Tp)i = [(p - 1)(T - 1) + (T - 1)(p - 1)]i 
= [(p - 1)(T - 1)]i + [(T - 1)(p - 1)]i, pour tout j > O. 
On calcule aussi, a l'aide de (1.1), que pT2 = p3 = T2p. Done: 
(1.13) [(p - 1)(T - l)](p + T) = [pT - (p + T) + 1](p + T) 
= pTp + PT2 - (p + T)2 + (p + T) 
= pTp + T2p - (p + T)2 + (p + T) 
= (p + T)[Tp - (p + T) + 1] 
= (p + T)[(T - 1)(p - 1)]. 
Maintenant on demontrera, par recurrence sur j ;;:: 0, la formule: 
(1.14) 
; 
[(p - 1)(T - 1) + (p + T)]2i = [(p - 1)(T - 1)]21 + L (p + T)21H_2i. 
i~O 
Elle est certainement valable pour j = o. Si eIle vaut pour j, alors la centralite 
d ( )21+1_2i . 1 .. I· . e p + T , pour 1 = , ... ,), Imp Ique. 
[(p - 1)(T - 1) + (p + T)]21+1 
= {[(p - 1)(T - 1) + (p + T)J2ip 
= [(p - 1)(T - 1)]21+1 + (p + Tt+Cl[(p - 1)(T - 1)]2; 
i 
+ [(p - 1)(T - 1)]21(p + T)2iH_l + L (p + TtH-2i+1 
i+1 
+ [(T - 1)(p - 1)]2;} + L (p + T)2iH_2i (de par (1.13)) 
i~l 
i+1 
= [(p - 1)(T - 1)tH + (p + TtH - 1 + L (p + T)2i+2_2i 
i~l (de par (1.12)). 
Done (1.14) est aussi valable pour j + 1. II s'ensuit qu'elle est valable pour 
toutj ~ O. 
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Si l'on combine (1.14) pour j = n - 1 et (1.11), on obtient: 
n-l n-l 
x2 = [(p - 1)(T -1)r-1 + L (p + T)2qi + (p + T)2(2n-3) + L (p + T)2qi 
i=O 
Comme n ;;;: 3, on a 2(2n - 3) > 2n + 1. Done 
(de par Ie Lemme 1.7). Des congruences x p - 1 et y = T - 1 (mod J('ijQ)2) 
on d6duit que (xy)2n-1 [(p - 1)(T - l)]2n-1 (mod J('ijQ) 2n+l). Comme 
J('ijQ)2"+l = {O}, ceci implique que (xy)2n-1 = [(p - 1)(T - 1)]2n-1. Enfin 
on a x + y = p + T de par (1.6). Done: 
x2 = (xy)2n-1 + (x + y)2Q E J('ijQ)2n_l. 
Par symetrie (et Ie Lemme 1.7) ceci implique que: 
L'egalite x2 = y2 entraine: 
(x + y)2 = x2 + xy + yx + y2 = xy + yx. 
Comme 
(xy)(yx) = xy2x E ]('ijQ)2"+l = {O} 
et 
(yx)(xy) = yx2y E J('ijQ)2n+l = {O}, 
on a: 
(1.16) (x + y)2j = (xy)j + (yx)j, pour tout j ;;;: 1. 
Done: 
(x + y)2n_l = (x + y)(x + y)2Q = (x + y)[(xy)2n- 1-1 + (YX)2n-1-1]. 
Mais X(xy)2n-1-1 = x2y(xy)2n-1_2 E J('ijQ)2n_l J('ijQ)2n_3 = {O}. De meme 
y(YX)2n-1-1 = O. Done: 
(1.17) 
Ceci et (1.15) impliquent Ia proposition. 
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Comme X2 et y2 E ]('i!iQ)2n-l annulent ]('i!iQ)2 a droite et a gauche, il est 
maintenant facile de calculer une table semblable a (1.5). La voici: 
(1.18) 
a= 1 x y yx xy x(yx)i y(xy)i (YX)i+l (xy)i+l 
xa = x u xy xyx (yx)2n-l 0 (xy)i+l X(YX)i+l 0 
ya = y yx U (yx)2n-l yxy (yX)i+l 0 0 y(xy)i+1 
ax = x u yx (yx)2n-l xyx 0 (YX)i+l 0 X(YX)i+l 
ay = y xy u yxy (yx)2n-l (xy)i+l 0 y(xy)i+l 0 
a = X(YX)2n-1-l y(xy)2n-1-l (yxpn-l = (xyr-1 
xa = 0 (yx)2n-l 0 
ya = (yx)2n-l 0 0 
ax = 0 (yx)2n-l 0 
ay = (yx)2n-l 0 0 
lei u = X(YX)2n-1-l + y(xy)2n - 1-l + (yx)2n-l et i = 1,2, ... , 2n - 1 - 2. 
2. LES MODULES MINIMAUX 
A partir de (1.16) et (1.17), et de la Table (1.5), on verifie que: 
(2.1a) 
(2.1 b) 
pour tout n ?o 2. Donc la sous-algebre 'i!i[ x + y] de 'i!iQ engendree par x + y 
est isomorphe a l'algebre quotiente 'i!i[X]/X2n'i!i[X] de l'algebre 'i!i[X] des 
polynomes sur 'i!i en une variable X, et ses modules indecomposables sont les 
'i!i[x + y]/(x + y)i 'i!i[x + y], pour i = 1,2, ... , 2n. 
On se propose de classer tous les 'i!iQ-modules (a gauche) indecomposables 
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9Jl dont les restrictions 9Jl"'+!1 a des !j[x + y]-modules ont l'une ou l'autre des 
formes: 
(2.2a) Hermes 
--------~~-------9Jlx+v '" m[x + y]/(x + y) !j[x + yD EEl g:[x + y] EEl ... EEl !j[x + y], 
(2.2b) ltermes 
9Jl",+v ~ (!j[x + y]/(x + yr-l!j[x + yD EEl ~[x + y] EEl :":. EEl !j[x + y], 
ou 1 ;:;, O. On verra plus tard (voir la demonstration du Theoreme 4.5 
ci-dessous) que ces modules sont precisement ceux qui apparaissent dans 
la situation de l'introduction. Donc leur classification donnera la demonstra-
tion du resultat principal de l'article. 
D'abord on considere certains exemples de ces modules 9Jl. 
(2.3) EXEMPLE. 9Jlo = !jQ/ J(!jQ). Ce module satisfait a (2.2a) avec 1 = O. 
(2.4) EXEMPLE. 9Jl+ = !jQyx. A partir de (1.5) ou (1.18) on verifie que 
l'ideal a gauche !jQyx est de dimension 2n - 1 avec la base yx, x(yx), 
(YX)2, X(YX)2, ... , (yx)2n-l, et que (x + y)2n_2 yx = (yx)2n-l. Donc 9Jl+ satisfait 
a (2.2b) avec 1 = o. 
(2.5) EXEMPLE. 9Jl_ = !jQxy. Par symetrie 9Jl_ satisfait aussi a (2.2b) 
avec 1 = O. 
Notons au passage que: 
(2.6) Les deux !jQ-modules 9Jl+ et 9Jl_ ne sont pas isomorphes. 
En eifet, Ie sous-espace (x + y)2n_3 9Jl+ a la base x(yx)2n-l_1, (yx)2n-l, et 
donc est annule par x, tandis que Ie sous-espace (x + y)2n_3 9Jl_ a la base 
y(xy)2n-l_1, (xy)2n-l, et x[y(xy)2n-l_l] = (xy)2n-1 *- O. 
Pour n'importe que 1 !jQ-module 9Jl on definit: 
(2.7) (0: (x + y)i) = (0 : (x + y)i)9Jl = {m E 9Jl1 (x + y)i m = O}, 
pour i = 0, 1, ... , 2n. 
De (1.3), (2.1a), et la Proposition 1.9 on deduit que: 
(2.8a) x(x + y) = (x + y)y + (x + y)3, y(x + y) = (x + y)x + (x + y)3, 
si n = 2, 
(2.8b) x(x + y) = (x + y)y, y(x + y) = (x + y)x, si n ;:;, 3. 
II s'ensuit que: 
(2.9) Les sous-espaces (x + y)i9Jl et (0 : (x + y)i) sont des !jQ-sous-modules 
de 9Jl, pour tout i = 0, 1, ... , 2n. 
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La cle de la classification de nos modules est Ie 
THEOREME 2.10. Si Ie ijQ-module indecomposable IDl satisfait a (2.2a) ou a 
(2.2b), et si ](ijQ) annule les deux modules IDlj(x + y)IDl et (0 : x + y), alors IDl 
est isomorphe a I'un des trois modules IDlo , IDl+ , ou IDl_ . 
Demonstration. Dans Ie cas (2.2a) Ie sous-module (0: x + y) est de 
dimension 1+ 1 et contient Ie sous-module (x + y)2"-1 IDl de dimension I. 
Comme ijQ = ij . 1 + j(ijQ), et ](ijQ) annule (0: x + y), les ijQ-sous-
modules de (0 : x + y) sont simplement ses ij-sous-espaces. Donc il y a un 
ijQ-sous-module 91 de dimension 1 complementaire 11 (x + y)2n_1 IDl dans 
(0 : x + y). II est clair que (0 : (x + y)2"-1) = (0 : x + y) + (x + y)IDl avec 
(0 : x + y) n (x + y)IDl = (x + y)2"-1 IDl. Donc (0: (x + y)2"-1) est la 
somme directe: 
(2.11) 
Appliquant un pareil raisonnement au module quotient IDlj(x + y)IDl, on 
obtient un ijQ-sous-module TI complementaire 11 l'image m de 91 dans ce 
module. Alors les images reciproques £ de TI et 91 + (x + y)IDl de 91 satisfont 
a: 
£ + (91 + (x + y)IDl) = IDl, £ n (91 + (x + y)IDl) = (x + y)IDl. 
Ceci et (2.11) impliquent que IDl est la somme directe de ses sous-modules 91 
et £. Comme IDl est indecomposable et dim 91 = 1 oF 0, il s'ensuit que 
£ = {O} et IDl = 91 ~ IDlo . Donc Ie theoreme est vrai dans Ie cas (2.2a). 
Maintenant on considere Ie cas (2.2b). Pour tout i = 1,2, ... , 2n - 1 la 
transformation m ~ (x + y)m de IDl induit un epimorphisme de l'espace 
vectoriel (x + y)i-1 IDlj(x + y)i IDl sur (x + y)i IDlj(x + y)i+1 IDl. Les Eqs. (2.8) 
impliquent que cet epimorphisme echange les operations de x et de y sur les 
deux ijQ-modules (x + y)i-1 IDlj(x + y)i IDl et (x + y)i IDlj(x + y)i+1 IDl. 
Comme x et y E ](ijQ) annulent IDlj(x + y)IDl, il s'ensuit par recurrence que: 
(2.12) x et y annulent (x + y)i-1 IDlj(x + y)i IDl, pour tout i = 1,2,3, ... , 2n. 
Utilisant de maniere duale Ie monomorphisme de (O:(x + y)i+1)j(O:(x + y)i) 
dans (0 : (x + y)i)j(O : (x + y)i-1) induit par la transformation m ~ (x + y)m 
de IDl pour i = 1,2, ... , 2n - 1, on obtient: 
(2.13) x et y annulent (0: (x + y)i)j(O : (x + y)i-1), pour tout i = 1,2,3, ... , 2n. 
Comme x et y engendrent l'ideal ](ijQ), les enonces (2.12) et (2.13) impli-
quent: 
(2.14a) (x + y)i IDl = ](ijQ)i IDl, pour tout i = 0, 1,2,3, ... , 2n, 
(2.14b) (0: (x + y)i) = (0 : ]('ijQ)i) = {m E IDl\ ](ijQ)i m = O}, pour tout 
i = 0, 1,2,3, ... , 2n. 
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On demontrera par recurrence que, pour toutj = 1,2, ... , 2n - 2, il existe 
des generateurs mo , m1 , ... , ml de IDl tels que: 
(2.15a) IDl = t"r[x + y] mo E8 t"r[x + y] m1 E8 ... E8 t"r[x + y] mz , 
(2.15b) t"r[x + y] mo c::=: t"r[x + y]j(x + y)2Qt"r[x + y], 
(2.15c) t"r[x + y] mi c::=: t"r[x + y], pour i = 1, ... , I, 
(2.15d) pour tout i = 0, 1, ... , I, on a, soit xmi -- 0 (mod(x + y)j IDl), soit 
ymi = 0 (mod(x + y)j IDl). 
Comme x et y annulent IDlj(x + y)IDl, l'hypothese (2.2b) implique l'exis-
tence de generateurs mo , ml , ... , mz satisfaisant a (2.15) pour j = 1. 
On deduit de (2.12) que la comultiplication par x (par y) dans IDl induit 
une application t"r-lineaire Xi (respectivement Y i ) de (x + y)i-l IDlj(x + y)i IDl 
dans (x + y)i IDlj(x + y)i+l IDl pour tout i = 1, 2, ... , 2n - 1. L'hypothese 
(2.2b) implique que: 
(2.16) Xi + Yi est un isomorphisme de (x + y)i-l IDlj(x + y)i IDl sur 
(x + y)i IDlj(x + y)i+IIDl, pour tout i = 1,2, ... , 2n - 2. 
II s'ensuit qu'il y a une unique transformation lineaire T de IDlj(x + y)91l 
telle que Xl = (Xl + YI)T. Alors YI = (Xl + YI ) - Xl = (Xl + YI)(I - T), 
0\1 I est la transformation identite sur IDlj(x + y)IDl. 
A cause de (1.3) ou de la Proposition 1.9 on sait que x2 EO ](t"rQ)2n-1 C ](t"rQ)3. 
Ceci et (2.l4a) impliquent que x2IDl C (x + y)3 911, et donc que X 2X I = o. 
De (2.8) on deduit que X 2(XI + YI ) = (X2 + Y2) YI . Donc on a: 
o = X 2X I = X 2(XI + YI)T = (X2 + Y2) YIT 
= (X2 + Y2)(XI + YI)(I - T)T. 
Mais (X2 + Y2)(XI + YI ) est un isomorphisme de par (2.16). Donc: 
(2.17) T2 - T = O. 
On choisit n'importe quel element mo de (0 : (x + y)2n_l) - (x + y)IDl 
(il y en a un a cause de (2.2b)). Alors (2.13) implique que (0: (x + y)2n_2) 
contient xmo et ymo. On deduit de (2.2b) que (0: (x + y)2n-2)j(x + y)2 IDl 
est un sous-espace de dimension 1 de (x + y)IDlj(x + y)2 IDl ayant l'image de 
(x + y) mo pour base. Ceci et (2.16) impliquent que l'image mo de mo dans 
IDlj(x + y)IDl satisfait a: 
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Donc iiio est un vecteur propre de T. A cause de (2.17) on peut choisir d' autres 
vecteurs propres iiil , ... , iii! de T tels que iiio , iiil , ... , iii! forment une g.-base de 
IDl/(x + y)IDl. Pour tout i = 1, ... ,1, on choisit un element mi E IDl ayant iiii 
comme image dans IDl/(x + y)IDl. De par leur construction et (2.2b) les 
elements mo, ml , ... , m! satisfont a (2.15a,b,c). Comme iiii est un vecteur 
propre de T, pour tout i = 0,1, ... ,1, l'equation (2.17) implique que Tiiii est, 
soit 0, soit iiii' Donc, on a, soit xmi = 0, soit xmi (x + y) mi 
(mod(x + y)2 IDl). Dans Ie dernier cas on a ymi = ° (mod(x + y)2 IDl). Donc 
(2.15d) aussi est valable pour ces mi et j = 2. 
Maintenant on peut supposer que 2 ~ j ~ 2n - 3 et que l'on a des 
elements mo , ml , ... , m! de IDl satisfaisant a (2.15) pour j. 11 faut trouver de 
pareils elements pour j + 1. 
Si z = x ou y, on note par Sz l'ensemble des indices i = 0, 1, ... ,1 tels que 
zmi = ° (mod(x + y)i IDl). Comme j ~ 2, les conditions (2.15a, b, c) im-
pliquent que (x + y) mi =t= ° (mod(x + y)i IDl), pour tout i = 0, 1, ... ,1. Donc 
aucun indice i n'appartient a Sx n Sy. D'autre part (2.15d) implique que 
Sx U Sy = {O, 1, ... , l}. Donc Sx et Sy forment une partition de l'ensemble 
des indices 0, 1, ... , l. 
On deduit de (2.15a) que les elements (x + y)i mo , ... , (x + y)i ml 
engendrent l'espace vectoriel (x + y)i IDl modulo (x + y)i+1 IDl. Donc il y a 
des elements ai" E g., pour i, h = 0, 1, ... ,1, tels que: 
! 
zmi - L ai,,(x + y)im" (mod(x + y)Hl9Jl), pour tout z = x, y et i E Sz . 
,,~o 
On sait que x2 et y2 appartiennent a J(tJQ)2n-l (voir (1.3) et la Proposition 1.9). 
Comme j ~ 2n - 3, ceci et (2.14a) impliquent que: 
(2.18) 
! 
° = Z2mi - L ai"z(x + y)im,,(mod(x + y)H2IDl), pour tout z = x, yet i E Sz. 
,,~o 
Appliquant (2.8) on voit que: 
z(x + y)i mIt = (x + y)i zm" (mod(x + y)H2 IDl), si j est pair, 
z(x + y)i mIt = (x + y)i(x + y - z) mIt (mod(x + y)H2 IDl), si j est impair. 
Si hE Sz, on a zm" E (x + y)i IDl C (x + y)2 9Jl, ce qui implique que 
(x + y)i zm" = ° (mod(x + y)H2 IDl). D'autre part, si h $ Sz, on a 
zm" = (x + y) mIt (mod(x + y)2 IDl), et 
(mod(x + y)H2 IDl). 
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Donc (2.18) devient: 
° L aih(x + y)i+1mh(mod(x + y)i+29Jl), si j est pair, 
(2.19) 
° = L aih(x + y)i+1mh(mod(x + y)i+29Jl), si j est impair, 
heSz 
OU Z = x ou yet i E Sz . 
Comme j ~ 2n - 3, les conditions (2.I5a, b, c) impliquent que (x + y)i+1mo, 
... , (x + y)i+l ml forment une base sur ty de (x + y)i+19Jl modulo (x + y)i+29Jl. 
Donc tous les coefficients aih apparaissant dans (2.19) sont nuls, ce qui 
implique que: 
zmi = L aih(x + y)imh(mod(x + y)i+19Jl), si j est pair, 
heSz 
L aih(x + y)imimod(x + y)i+19Jl), si j est impair, 
heSx+y_ Z 
OU, comme d'habitude, z = x ou y et i E Sz. Mais l'analyse ci-dessus 
implique que: 
(x + y)imh == (x + y)H(x + y - z)mh - z(x + y)Hmh (mod(x + y)i+19Jl), 
si j est pair et h E Sz , 
(x + y)imh = (x + y)Hzmh - z(x + y)Hmh (mod(x + y)i+19Jl), 
si j est impair et h E SClWY-Z • 
II s'ensuit que les elements mo', ml ', ... , ml' definis par: 
m/ = mi - L aih(x + y)i-Imh , si i E Sz , Z = x ou y, et j est pair, 
heSz 
m/ = mi - L aih(x + y)i-Imh , si i E Sz , Z = x ou y, et j est impair, 
heSx+y_ Z 
satisfont a (2.I5d) avec j + 1 au lieu de j. Comme j ?: 2, ils sont congrus a 
mo , ml , ... , ml , respectivement, modulo (x + y)9Jl. Donc ils satisfont aussi a 
(2.15a, b,c) et l'on a demontre l'existence d'elements mo, ml , ... , ml satisfaisant 
a (2.15) pour toutj = 1,2, ... , 2n - 2. 
Maintenant on peut considerer des elements mo , ml , ... , ml satisfaisant a 
(2.15) pour j = 2n - 2. Si 1 > 0, on choisit z = x ou y de telle maniere que 
1 E Sz . Alors il y a des elements ao , al , ... , al E ty tels que: 
I 
zm1 = L ah(x + y)2"-2mh(mod(x + y)2"-19Jl). 
h=O 
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Comme ](g:Q)2n 9Jl = (x + y)2n 9Jl = {O} (voir (2.l4a», la Proposition 1.9 
et (2.la) impliquent que Z2m1 = (x + y)2n_l m1 si n): 3. Comme 
z(x + y - z) zm1 - 0 (mod(x + y)4 9Jl), les Eqs. (1.3) et (2.la) donnent 
Ie" meme result at si n = 2. Donc on a: 
.. 
1 1 
(x + y)2n-lml = Z2~ = I ahZ(X + y)2n-2mh = I ah(X + y)2n-2zmh , 
h~O h~O 
de par (2.8). Si hE Sz , alors 
et 
Si hE SX+lI-Z , alors zmh = (x + y) mh (mod(x + y)2 9Jl) et (x + y)2n_2 zmh -
(x + y)2n_l mh (mod(x + y)2n 9Jl = {O}). A cause de (2.l5b) on a 
(x + y)2n_l mo = O. Donc: 
h=l heSx+lI _ z 
Cette egalite est impossible! En effet, les conditions (2.15a, b, c) impliquent 
que les elements (x + y)2n_l m1 , .•. , (x + y)2n_l ml forment une g:-base de 
(x + y)2n_l 9Jl, et I 1: SX+1I-Z • On deduit de cette impossibilite que I = O. 
Enfin on choisit z = x ou y tel que 0 E Sz. Comme I = 0, on a 
(x + y)2n_l 9Jl = {O} et (x + y)2n_2 9Jl = g:(x + y)2n_2 mO' Donc il y a un 
element a E g: tel que: 
Mais (2.8) implique: 
Donc z(mo - a(x + y)2n_3 mo) = O. Comme 2n > 3, l'element mo -
a(x + y)2n_3 mo engendre Ie g:[x + y]-module 9JlX+lI ' c'est-a-dire, on peut 
choisir Ie generateur mo de telle fa90n que: 
(2.20) zmo = O. 
L' application rp : w -+ wmo est un epimorphisme du g:Q-module regulier g:Q 
sur 9Jl. A cause de (2.20) son noyau ker rp contient l'ideal a gauche g:Qz. A 
I'aide des tables (1.5) et (1.18) on calcule facilement que l'ideal g:Qz est de 
dimension 2n + 1 sur g: avec la base z, (x + y - z)z, z(x + y - z)z, ... , 
[(x + y - z)z]2n-l et (x + y - z)[z(x + y - Z)]2n-1-l. Donc Ie module 
quotient g:Q/g:Qz est de dimension 2n - 1. Comme celle-ci est aussi la 
dimension de 9Jl, l' epimorphisme rp induit un isomorphisme de g:Q Ig:Qz sur 9Jl. 
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Maintenant il n'y a que deux choix pour 9Jl, a un isomorphisme pres: 
IjQ/'iYQx et IjQ/ljQy. Mais on a deja deux modules distincts (voir (2.6)) 9Jl+ et 
9Jl_ qui satisfont aux hypotheses du theoreme, car 9Jl/(x + y)9Jl et (0 : x + y) 
sont tous les deux de dimension un pour 9Jl = 9Jl+ ou pour 9Jl = 9Jl_ . Done 
IjQ/ljQx et IjQ/ljQy sont isomorphes a 9Jl+ et 9Jl_ (pas necessairement dans 
cet ordre), ce qui demontre Ie theoreme. 
3. LES AUTRES MODULES 
Quand 9Jl est un IjQ-module de dimension finie, on note par g = gen(9Jl) la 
dimension sur Ij de l'espace vectoriel9Jl/ J(ljQ)9Jl. Comme IjQ = Ijl + ](ljQ) 
est un anneau local, on sait que g elements m1 , ••• , mg engendrent Ie IjQ-module 
9Jl si et seulement si leurs images forment une Ij-base de 9Jl/ J('ijQ)9Jl. 
Choisissant de tels mi , on obtient un epimorphisme cp sur 9Jl du IjQ-module 
libre g X IjQ de rang g envoyant une IjQ-base de g X IjQ sur m1 , ... , mg . 
On note Ie noyau de rp par T(9Jl). 
Si if; est n'importe que! epimorphisme de g X IjQ sur 9Jl, alors il y a un 
IjQ-endomorphisme 7} de g X IjQ tel que if;7} = rp. Comme if; et rp induisent 
des epimorphismes de l'espace vectoriel (g X IjQ)JJ(ljQ)(g X IjQ) de 
dimension g sur l'espace vectoriel 9Jl/ ](ljQ)9Jl de dimension g, ils induisent 
des isomorphismes entre ces espaces. On en deduit que 7} induit un automor-
phisme de (g X IjQ)/ J(fJQ)( g X fJQ)· II s' ensuit que 7} est un automorphisme 
de g X IjQ. Alors ker if; = TJ (ker rp) est isomorphe a ker cp = T(9Jl). Done: 
(3.1) Le IjQ-module T(9Jl) est determine it un isomorphisme pres par l'existence 
d'une IjQ-suite exacte: 
(3.2) o ---+ T(9Jl) ---+ gen(9Jl) X IjQ ---+ 9Jl---+ o. 
L'espace dual IDl = hom~(9Jl, 'ij) est naturellement un IjQ-module avec 
[am](m) = m(a-1m), pour tout a EQ, mEIDl, m E9Jl. On note par c = cogen(9Jl) 
la dimension de IDl/ J('ijQ)IDl. Comme J(ljQ)IDl est Ie sous-espace des elements 
de IDl s'annulant sur (0 : J('ijQ» = (0 : ](ljQ))IDl = {m E 9Jl1 J(ljQ)m = {O}}, 
/'-. 
Ie nombre c est aussi la dimension du sous-espace (0 : ](ljQ». On sait que IjQ 
est isomorphe a IjQ comme IjQ-module. Done, en appliquant la dualite aux 
raisonnements ci-dessus, on obtient: 
(3.3) Il y a un IjQ-module T-1(9Jl) determine it un isomorphisme pres par 
['existence d'une IjQ-suite exacte: 
(3.4) o ---+ 9Jl ---+ cogen(9Jl) X IjQ ---+ T-1(9Jl) ---+ O. 
On note par mod'(ljQ) la classe des IjQ-modules de dimension finie n'ayant 
aucun IjQ-sommand direct isomorphe au module regulier IjQ. 
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PROPOSITION 3.5. Si 9Jl E mod'(tYQ), alors T(9Jl) E mod'(tYQ), gen(9Jl) = 
eogen(T(9Jl», et Ie tYQ-module T-l(T(9Jl» est isomorphe a 9Jl. 
Demonstration. Comme Q est un 2-groupe et ty est de earaeteristique 2, 
on sait que (0 : ](tYQ))1JQ est de dimension 1 et qu'il est engendre par la 
somme s des elements de Q. II s'ensuit que la eomultiplication par s induit un 
isomorphisme de (g X tYQ)/J(tYQ)(g X tYQ) sur (0: ](tYQ»gX1JQ' OU 
g = gen(9Jl). 
On choisit un tYQ-epimorphisme q; de g X tYQ sur 9Jl, et l'on prend ker q; 
pour T(9Jl). Evidemment Ie sous-module T(9Jl) de g X tYQ est de dimension 
finie. Donc T(9Jl) ¢ mod'(tYQ) impliquerait l'existence d'un sommand direct 
de ker q; isomorphe a tYQ. Ce sommand eontiendrait un element t tel que 
st =1= O. Mais alors t serait un element de (ker q;) - ](tYQ)(g X tYQ), ce qui 
est impossible, car q; induit un isomorphisme de (g X tYQ)/J(tYQ)(g X tYQ) 
sur 9Jlj ](tYQ)9Jl. Donc T(9Jl) E mod'(tYQ). 
II est clair que (0: ](tYQ»ker<p h (0 : ](tYQ»gx1JQ' Vne inclusion stricte 
donnerait un element e E g X tYQ tel que se ¢ ker q;. Alors q;(e) E 9Jl et 
sq;(e) =1= O. Comme tYs = (0 : ](tYQ»'i!iQ est Ie seul ideal a gauche minimal de 
tYQ, on en deduirait que Ie tYQ-sous-module tYQ . q;(e) de 9Jl est isomorphe 
a tYQ. Mais Ie tYQ-module regulier tYQ, etant dual a lui-meme, est injectif 
aussi bien que projectif. Done tYQ . q;(e) serait un tYQ-sommand direct de 9Jl 
isomorphe a tYQ, ce qui est impossible, car 9Jl E mod'(tYQ). II s'ensuit que 
(0 : ](tYQ))ker<p = (0 : ](tYQ»gx'i!iQ , et donc que: 
cogen(T(9Jl» = dim(O : ](tYQ))ker<p = dim(O : ](tYQ»gx1JQ = g = gen(9Jl). 
Ceci implique que la suite exacte (3.2) pour 9]1 est aussi la suite exacte (3.4) 
pour T(9Jl). Donc T-l(T(9Jl» est tYQ-isomorphe a 9Jl, et la proposition est 
demontree. 
COROLLAIRE 3.6. Si9Jl E mod'(tYQ), alors T-l(9Jl) E mod'(tYQ), cogen(9Jl) = 
gen(T-l(9Jl)), et T(T-l(9Jl)) est tYQ-isomorphe a 9Jl. 
A 
Demonstration. Comme tYQ ~ tYQ, la classe mod'(tYQ) contient Ie dual 
de chacun de ses membres. Donc la proposition imp Ii que Ie corollaire par 
dualite. 
Comme d'habitude, on note par Z l'anneau des entiers. On definit Tk(9Jl), 
pour tout k E Z, par: 
TO(9Jl) = 9Jl, 
Tk+1(9Jl) = T(Tk(9Jl», 
Tk-1(9Jl) = T-l(Tk(9Jl)), 
St k;:? 0, 
St k ~ O. 
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Alors chaque Tk(9R), k E Z, est un !JQ-module determine a un isomorphisme 
pres par k et 9R. Par recurrence sur la Proposition 3.5 et son Corollaire 3.6 
on obtient: 
(3.7) Tk(Tm(9R)) ~ Tk+m(9R) E mod'(!YQ), pour tout 9R E mod'(!JQ), et k, 
mEZ. 
Maintenant on applique ces notions au probleme de classification posee 
dans §2. 
PROPOSITION 3.8. Soit 9R un !JQ-module indecomposable satisfaisant, soit 
it (2.2a), soit it (2.2b). Alors chacun des !JQ-modules Tk(9R), k E Z, est indecom-
posable, appartient it mod'(!JQ), et satisfait, soit it (2.2a), soit it (2.2b). 
Demonstration. Des Tables (1.5) et (1.18) on deduit facilement que: 
!JQ = !J[x + y] . 1 + !J[x + y] . x. 
Comme dim!JQ = 2n +1 = 2 . dim !J[x + y], cette somme est directe et les 
deux sommands sont isomorphes a !J[x + y]. Done: 
(3.9) (!YQ)x+y ,....., !J[x + y] EB !J[x + y]. 
Par hypothese la dimension de 9R est finie. L'isomorphisme (3.9) et (2.2) 
impliquent que 9R c:j:'.O'Q. Comme 9R est indecomposable, il s'ensuit que 
9R E mod'(!JQ). Done tous les Tk(9R) , k E Z, appartiennent a mod'(!JQ) par 
recurrence sur la Proposition 3.5 et son corollaire. 
11 est clair que 
T(91 EB l.') ~ T(91) EB T(l.') et 
pour n'importe quels !JQ-modules 91 et l.'. 11 s'ensuit que Tk(91 EB l.') ,....., 
Tk(91) EB Tk(l.'), pour tout k E Z. Comme 9R E mod'(!JQ) est indecomposable, 
ceci et (3.7) impliquent l'indecomposabilite de tous les !JQ-modules Tk(9R) , 
kEZ. 
Prenant la restriction a !J[x + y] de la suite exacte (3.2) et appliquant (3.9) 
et (2.2), on obtient la !J[x + y]-suite exacte: 
0--+ T(9R)x+y --+ 2 gen(9R) X !J[x + y] 
--+ (!Y[x + y]/(x + y)i !J[x + y]) EB l X !J[x + y] --+ 0, 
ou i = 1 ou 2n - 1. Comme !J[x + y] ,....., !J[X]/X2"!J[X], ceci implique que: 
(3.10) T(9R)x+y ,....., (!Y[x + y]/(x + y)2n-i!J[X + y]) EB (2 gen(9R) - i-I) 
X !J[x + y]. 
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Donc T(9Jl) est aussi un !jQ-module indecomposable satisfaisant,soit a (2.2a), 
soit a (2.2b). Par recurrence, il en est de meme de tous les Tk(9Jl), k ~ o. 
De pareille maniere, en partant de la suite exacte (3.4), on obtient: 
(3.11) T-l(9Jl),,+y ~ m[x + y]/(x + y)2n-i!j[x + y]) EEl (2 cogen(9Jl) -1-1) 
X !j[x + y], 
d'ou l'on deduit que tous les !jQ-modules Tk(9Jl), k ~ 0, sont indecompo-
sables et satisfont, qui a (2.2a), qui a (2.2b). Ceci complete la demonstration 
de la proposition. 
La majeure partie du probleme est resolue par la 
PROPOSITION 3.12. Si 9Jl est un !jQ-module indecomposable satisfaisant, 
soit a (2.2a), soit a (2.2b), alors il y a un entier k E Z tel que Tk(9Jl) soit isomorphe 
a l' un des trois modules 9Jlo , 9Jl+ , 9Jl_ . 
Demonstration. A cause de (3.7) et de la Proposition 3.8 on peut remplacer 
9Jl par un "translate" Tk(9Jl) et supposer que l'entier I = 1(9Jl) de (2.2) est 
minimal parmi les I(Tk(9Jl», k E Z. Alors (2.2) donne: 
dim 9Jl/(x + y)9Jl = dim(O : x + y) = 1+ 1. 
II est clair que JmQ)9Jl:J (x + y)9Jl. Si l'inclusion est stricte, on a: 
gen(9Jl) = dim[9JlIJ(!jQ)9Jl] < dim[9Jl/(x + y)9Jl] = 1+ 1. 
Ceci et (3.10) impliquent: 
I(T(9l» = 2 gen(9Jl) - 1- 1 ~ 21 - 1- 1 = 1- 1 < I, 
ce qui est impossible a cause de la minimalite de I. Donc ](!jQ)9Jl = (x + y)9Jl. 
De meme, (3.11) implique que (0: x + y) = (0 : JmQ». Mais alors Ie 
Theoreme 2.10 dit que 9Jl est isomorphe a l'un des modules 9Jlo , 9Jl+ , 9Jl_ , 
ce qui complete la demonstration de la proposition. 
II ne reste qu'a classer les modules des trois familles des Tk(9JlO)' des Tk(9Jl+) 
et des Tk(9Jl_). On commence avec celle de 9Jlo • Des tables (1.5) et (1.18) on 
deduit que 
(3.13a) gen(9Jlo) = cogen(9Jlo) = dim(9Jlo) = 1, 
(3.13b) T(9Jlo)"""'- J(!jQ), gen(T(9Jlo» = 2, cogen(T(9Jlo» = 1, 
dim(T(9Jlo» = 2n+1 - 1, 
(3.13c) T-l(9Jlo)"""'- !jQj!j(xy)2n-\ gen(T-l(9Jlo» = 1, cogen(T-l(9Jlo» = 2, 
dim(T-l(9Jlo» = 2n +1 - 1. 
Soient, e1 , e2 une !jQ-base de 2 X !jQ et rp Ie !jQ-epimorphisme de 2 X !jQ 
sur J(!jQ) envoyant el sur x et e2 sur y. 
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PROPOSITION 3.14. Si n = 2, Ie riQ-module ker cp est engendre par les 
deux elements xe1 + yxe2 , xye1 + ye2 • Si n > 2, il est engendre par les 
deux elements 
(x + yx + (xy)2n-l-l)el + (yx)2n-l-1e2 , 
(xy)2n-1-Iel + (y + xy + (yx)2n-l-l)e2 
Demonstration. On suppose d'abord que n = 2. Les Eqs. (1.3) impliquent 
que xel + yxe2 et ye2 + xye1 appartiennent a ker cpo A l'aide de la Table (1.5) 
on ealcule que Ie sous-module riQ(xe1 + yxe2) + riQ(xyel + ye2) est de 
dimension 9 avec la base (sur ri): 
xe1 + yxe2 , xye1 + ye2 , 
xyxe1 , yxye1 + xyxe2 , yxye2 , 
Comme 16 - dim(ker cp) = dim[2 X riQ/ker cp] = dim ](riQ) = 7, on a 
dim(ker cp) = 9. Done la proposition est valable dans Ie cas n = 2. 
Maintenant on suppose que n > 2. De la Table (1.18) on deduit que 
et 
appartiennent a ker cpo Le sous-module riQWI + riQW2 eontient xyxe1 = 
(xy + y(xy)2n-l_l) WI • Done il eontient les 2n - 2 elements xyxe1 , yxyxe1 , 
xyxyxe1 , ... , (yx)2n-l e1 . Par symetrie il eontient aussi les 2n - 2 elements 
( )2n-l ()2n - 1 E 1 '1 . yxye2 , xyxye2 , ... , xy e2 = yx e2 . n pus, 1 eontIent 
Evidemment ees 2(2n - 2) + 3 = 2n+1 - 1 elements, plus les deux elements 
WI' W2 , sont lineairement independants sur rio Done dim(riQw1 + riQw2) ~ 
2n+1 + 1. D'autre part, on a: 
dim(ker cp) = dim(2 X riQ) - dim(](riQ)) = 2n+2 - (2n+1_ 1) = 2n+l + 1, 
d'ou l'on deduit la proposition. 
A cause de (3.13b) on a 
dim(T2(ffi10)) = dim(2 X riQ) - dim(T(ffi1o)) = 2n+1 + 1. 
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Done T2(9Jlo) ne peut pas etre engendre par un seul element. Ceei et les 
Propositions 3.5 et 3.14 impliquent que: 
(3.15) gen( T2(9JlO)) = 2, 
eogen(T2(9Jlo)) = gen(T(9Jlo)) = 2, 
dim(T2(9Jlo» = 2n+1 + 1. 
II n'y a plus de modules dans la famille des Tk(9Jlo)! 
PROPOSITION 3.16. T4(9Jlo) ~ 9Jlo • Done T-l(9JlO)' 9Jlo , T(9Jlo) , T2(9Jlo) 
sont les seuls membres distinets de la famille des Tk(9JlO), k E Z. 
Demonstration. De (3.15) on deduit que 
dim(P(9Jlo)) = 2 . 2n+1 - (2n+1 + 1) = 2n +l - 1 
et (a l'aide de la Proposition 3.5) que eogen(P(9Jlo)) = gen(T2(9Jlo)) = 2. II 
s' ensuit que T3(9JlO) a la forme (2.2b) avee I = 1, et que j('ijQ) annule son sous-
espaee (0 : x + y) de dimension 2. Comme (x + y) T3(9Jlo) C J('ijQ) T3(9Jlo) 
on a: 
gen(T3(9JlO» = dim[T3(9Jlo)IJ('ijQ) T3(WlO)] 
:« dim[T3(9Jlo)/(x + y) P(9Jlo)] = 2. 
L'egalite iei impliquerait que jmQ) annule aussi T3(9JlO)/(x + y) T3(9Jlo), 
ee qui est impossible a eause du Theoreme 2.10 (ear T3(9JlO) ne peut pas etre 
l'un des modules 9Jlo , 9Jl+ , 9Jl_ , de par sa dimension). Done gene T3(9JlO» = 1. 
II s'ensuit que dim(T4(9Jlo)) = 2Ml - (2Ml - 1) = 1. Mais 9Jlo est Ie seul 
'ijQ-module de dimension 1. Done la proposition est vraie. 
Par symetrie on peut eonsiderer les deux familles des Tk(9Jl+) et des 
Tk(9Jl_) simultanement. II est clair a eause de (2.4) que les images des elements 
1, x, y, xy, yxy, (xy)2, ... , y(xy)2n - 1-l forment une 'ij-base de 'ijQ/'ijQyx ~ 
T-l(9Jl+). Comme x2 == y(xy)2n - 1-l (mod 'ijQyx) (voir (1.3) ou la Propo-
sition 1.9), Ie seul 'ijQ-sous-module minimal de 'ijQ/'ijQyx est l'image de 
'ijy(xy)2n- 1-l. Done eogen(T-l(9Jl+)) = 1. Par symetrie on a aUSSl 
eogen(T-l(9Jl_» = 1. Ceei, (2.4), (2.5), et Ie Corollaire 3.6 donnent: 
(3.17a) 
(3.17b) 
gen(9Jl±) = eogen(9Jl±) = 1, dim(9Jl±) = 2n - 1, 
T-l(9Jl+) ~ 'ijQmQyx, T-l(9Jl_) ~ 'iJQ/'ijQxy, 
Notons que (2.6) et (3.7) impliquent: 
(3.18) Les deux 'iJQ-modules T-l(9Jl+) et T-l(9Jl_) ne sont pas isomorphes. 
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On a trouve tous les modules! 
PROPOSITION 3.19. T(Wl+) ~ T-l(Wl_) et T(Wl_) f"oo.J T-l(Wl+). Donc les 
deux families des Tk(Wl+) et des Tk(Wl_) coincident, et Wl+, T-l(Wl+), Wl_, 
T-l(Wl_) sont leurs seuls membres distincts. 
Demonstration. Par symetrie, il suffit de demontrer que T(Wl_) ~ T-l(Wl+). 
Les Eqs. (3.17b) impliquent que dim(T-2(Wl+)) = 2n+1 - (2n + 1) = 2n - 1-
Done T-2(Wl+)'HY est de la forme (2.2b) avec I = O. Alors 
ce qui implique que J(ijQ) annule et T-2(Wl+)/(x + y) T-2(9Jl+) et 
(0: x + yh-2olJl+) . Maintenant Ie Theoreme 2.10 implique que T-2(Wl+) est 
isomorphe it l'un ou l'autre des modules Wl± (Ie module Wlo etant impossible 
it cause de sa dimension). Done T-l(Wl+) f"oo.J T(T-2(Wl+)) est isomorphe it l'un 
ou l'autre des modules T(Wl±). 
Evidemment il suffit d'ecarter la possibilite T-l(Wl+) f"oo.J T(Wl+). II est clair 
que les elements yx, x(yx), ... , (yx)2n-" y(xy), (xy)2, ... , y(xy)2n- 1-l forment une 
ij-base de ijQyx + J(ijQ)3. Comme T-l(Wl+) ~ijQ/ijQyx, il s'ensuit que: 
xyT-l(Wl+) rJ, J(ljQ)3 T-l(Wl+). 
Si n ~ 3, l'element yx + X(YX)2n - 1-l = yx + (x + y)2n_3 yx engendre Ie 
ij[x + y]-module cyclique ijQyx = Wl+ . Soit rp Ie ijQ-epimorphisme de ijQ 
sur ijQyx envoyant I sur yx + X(YX)2n- 1-l. De la Table (1.18) on deduit que 
rp(y) = 0 et que l'ideal it gauche ijQy est de dimension 2n + 1 avec la 
ij-base y, xy, y(xy), ... ,y(xy)2n- 1-1, (xy)2n-\ X(YX)2n-1-l. II s'ensuit que 
ijQy = ker rp ~ T(Wl+). 
Si n = 2, on choisit pour rp Ie ijQ-epimorphisme de ijQ sur ijQyx envoyant 
1 sur yx. Alors rp(y) = 0 (voir la Table (1.5)). On deduit encore que 
T(Wl+) ~ ker rp = ijQy, et que ijQy est de dimension 2n + 1 avec la ij-base 
y, xy, ... , y(xy)2n-l_1, (xyr-" X(YX)2n- 1-l. 
Dans les deux cas, on caIcule facilement que (xy)2, y(xy)2, ... , (xy)Zn-l 
forment une ij-base de J(ijQ)3ijQy, et done que xyijQyC J(ijQ)3ijQy. 
Si T-l(Wl+) ~ T(Wl+), ceci contredit la non-inclusion ci-dessus. Done 
T-l(Wl+) ~ T(Wl_) et la proposition est demontree. 
On rassemble les resultats des Propositions 3.8, 3.12, 3.16, 3.19 et des 
Eqs. (3.13), (3.15), (3.17) dans Ie 
THl~:OREME 3.20. Soit Wl un ijQ-module indecomposable satisfaisant, soit a 
(2.2a), soit a (2.2b). Alors Wl est isomorphe a ['un des huit ijQ-modules distincts 
Wlo , Wl+, Wl_, T-l(Wl+) , T-l(Wl_), T(Wlo), T-l(Wlo), T2(Wlo), dont les 
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dimensions sont, respectivement, 1, 2n - 1, 2n - 1, 2n + 1, 2n + 1, 2n+1 - 1, 
2Ml - 1, et 2n+1 + 1. 
4. LE RESULTAT PRINCIPAL 
On laisse operer Ie groupe Q comme automorphismes d'un p-groupe 
extra-special P, OU P est un entier premier impair, de telle maniere que Q 
centralise Ie centre Z(P) de P et que l'involution L de Q inverse PjZ(P), 
c'est-a-dire, que: 
(4.1) 7T' - 7T-l (mod Z(P)), pour tout 7T E P. 
Formant l'algebre de groupe 'ijQP du produit semi-direct QP, on considere un 
'ijQP-module (a gauche) irreductible 91 sur lequell'operation de Z(P) n'est 
pas trivial. Alors il ya un monomorphisme .:\ du sous-groupe central Z(P) de 
QP dans Ie groupe multiplicatif de 'ij tel que: 
(4.2) 7Tn = .:\( 7T )n, pour tout 7T E Z(P), n E 91. 
On s'interesse a la restriction 910 de 91 a un 3Q-module. 
PROPOSITION 4.3. Il Y a un 'ijQ-module indecomposable 9Jl et un entier m ?: 0 
tels que: 
Demonstration. Tout sous-groupe cyclique <a) =1= {I} de Q contient L. 
Comme p est impair, ceci et la condition (4.1) impliquent qu'aucun element 
de Q - {I} ne centralise aucun element de P - Z(P). II s'ensuit que: 
(4.4) Q" n Q = CO(7T) = {I}, pour tout 7T E P - Z(P). 
L'indice [QP : QZ(P)] n'etant pas divisible par la caracteristique 2 de 'ij, 
Ie Theoreme de D. Higman (voir la demonstration du Theoreme 2 de [4]) 
implique que 91 est un 'ijQP-sommand direct du 'ijQP-module Slop induit d'un 
'ijQZ(P)-module indecomposable R On peut meme supposer que Sl est un 
'ijQZ(P)-sommand direct de 91oz(p). Si l'on note par Sl" Ie 'ij(QZ(P))"-module 
conjugue a Sl par 7T E QP, alors la decomposition de Mackey (voir la formule 
(2.12) de [5]) donne: 
(~OP)O ,....., 4' " [(~,,) ]0 W f..., (OZ(P»"nO' 
"ES 
OU S est une famille de representants des double-classes QZ(P) 7TQ dans QP. 
Evidemment on peut choisir S de telle maniere que S C P et que 
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S n QZ(P) = {I}. Alors tout element 7T oF 1 dans S appartient a P - Z(P). 
Comme Q1T est Ie seul 2-sous-groupe de Sylow de (QZ(P»1T = Q1T X Z(P), 
l'equation (4.4) implique que (QZ(P»1T n Q = {I}, pour tout 7T E S - {I}. 
Donc la formule ci-dessus devient: 
(ftoP)o '"'-' fto EB L [(ft1T){l}] 0 
1TES-{l} 
Les 3"Q-modules [(ft1T){l}]O sont libres de rang dim(ft). Comme ft est un 
sous-module de 91oz(p) , on deduit de (4.2) que chaque 3"Q-sous-module de ft 
en est aussi un 3"QZ(P)-sous-module. Donc la 3"QZ(P)-ind6composabilite de ft 
implique la 3"Q-indecomposabilite de fto . D'autre part Ie module regulier 3"Q 
est indecomposable, car 3"Q est un anneau local. Donc on a une decomposition 
du 3"Q-module (ftoP)o en somme directe de 3"Q-modules indecomposables: 
(ftoP)o ~ fto EB ([I S 1 - 1] dim(ft) X 3"Q). 
Comme 910 est un 3"Q-sommand direct de (ftoP)o , ceci et Ie Theoreme de 
Krull-Schmidt impliquent la proposition avec, soit IDl = fto , soit IDl = 3"Q. 
Le result at principal de cet article est Ie 
THEOREME 4.5. Le 3"Q-module indecomposable IDl salis fail, soil it (2.2a), 
soil a (2.2b). Done il esl isomorphe a l'un des huil '[ijQ-moduZes du Theoreme 3.20, 
et sa dimension est ['un des cinq nombres 1, 2n ± 1, 2n+1 ± 1. 
Demonstration. De (1.2) ou de (1.6) on deduit que x + y = p + r = 
(pr-1 - l)r. Par recurrence, ceci et (2.9) impliquent que: 
(4.6) (x + y)i IDl = (pr-1 - l)i IDl, pour tout i = 0, 1, ... , 2n. 
Comme Q est un 2-groupe, la condition (4.2) imp Ii que que 91p est un 
3"P-module irreductible (voir Ie Lemme 2.23 de [6]). Donc 91(PT-1)P est un 
3"<pr-1)P-module irreductible. Comme <pr-1) est cyclique d'ordre 2n , 
contient £, et centralise Z(P), la condition (4.1) implique que 91(PT-1) a l'une 
ou l'autre des deux formes: 
(4.7a) 
(4.7b) 
m<pr-1)]/(pr-1 - 1) m<pr-1)] EB [ X 3"[<pr-1)] , 
3"[<pr-1)]/(pr-1 - 1)2n-13"[<pr-1)] EB [ X 3"[<pr-1)] , 
ou [ ~ ° (voir Ie Theoreme 2.15 de [3]). Evidemment 
Donc ceci, la Proposition 4.3, et Ie theoreme de Krull-Schmidt impliquent 
que IDl(PT-1> a aussi l'une ou l'autre des deux formes (4.7). Mais alors IDl 
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satisfait, soit a (2.2a), soit a (2.2b), a cause de (4.6). La demonstration du 
theoreme est maintenant completee par une application du Theoreme 3.20. 
5. UNE APPLICATION 
Soit TP Ie produit semi-direct d'un 2-groupe T avec un p-groupe extra-
special distingue P, OU P est un entier premier impair. On suppose que Z(P) 
est aussi Ie centre de TP, c'est-a-dire, que T centralise Z(P) et opere 
fidelement par conjugaison sur PjZ(P). On fixe un monomorphisme ,\ de 
Z(P) dans Ie groupe multiplicatif ~x du corps ~ algebriquement dos de 
caracteristique 2. Alors il y a un ~P-module irreductible 91, unique a un 
isomorphisme pres, tel que (4.2) soit valable (voir §2.4 de [6]). Comme T 
est un 2-groupe centralisant Z(P) et que 2 est la caracteristique de ~, on sait 
qu'il y a un unique ~TP-module £ tel que £p = 91 (ceci est une consequence 
du Lemme 2.23 de [6] voir Ie Lemme 2.3 de [3]). 
THEOREME 5.1. Sip n'a aucune des formes 2k ± 1, 3.2k ± 1, 5.2k ± I, OU 
k > 0, alors £T a un tyT-sommand direct isomorphe it 3 X tyT. 
On demontrera ce theoreme par une serie de lemmes. Dans ces lemmes TP 
est toujours un groupe du plus petit ordre pour lequel Ie theoreme est faux. 
On ecrit Ie groupe PjZ(P) additivement, trouvant ainsi un espace vectoriel 
V de dimension finie sur Ie corps Zp de p elements. L'operation de T sur 
PjZ(P) par conjugaison donne a V la structure d'un ZpT-module. Le com-
mutateur [a, T] = a-IT-IaT induit une forme symplectique f sur V X V a 
valeurs dans Z(P). Comme T centralise Z(P), illaisse invariante la forme f: 
(5.2) f(av, av') = f(v, v'), pour tout a E T, v, v' E V. 
Remarquons que la forme fest nonsinguliere, car P est un groupe extra-
special. 
LEMME 5.3. II n'y a aucun sous-espace propre U de V qui soit a la fois 
invariant par T et non-singulier pour f. 
Demonstration. Si un tel sous-espace U existe, alors Vest la somme 
orthogonale U (b) U.L de U et du sous-espace U.L des vecteurs orthogonaux 
a U. L'equation (5.2) implique que Ie sous-espace U.L est aussi invariant 
par T. Donc Ie groupe P est Ie produit central PI Y P2 des images reciproques 
PI , P2 de U, U\ respectivement, qui sont des sous-groupes extra-speciaux 
stables par T. 
Le 2-groupe Ti = TjCT(Pi) opere naturellement comme automorphismes 
de Pi' pour i = 1,2, et fideIement sur PijZ(Pi) = PijZ(P). Donc Ie produit 
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semidirect TiPi satisfait aux hypotheses du theoreme. Comme U et U1- sont 
des sous-espaces propres de Von a 1 Pi 1 < 1 P I. La minimalite de 1 TP 1 
implique que Ie theoreme est valable pour TiPi . Si £i est Ie O:TiPrmodule 
du theoreme, on obtient alors des O:Trsous-modules £ij ,j = 0, 1,2,3, tels 
que: 
(5.4) l(£i)r; = £iO EB £il EB ~i2 EB £i3 £ii ~ O:Ti , pour J = 1,2,3. 
Le centre de TiPi est Z(Pi) = Z(P), pour tout i = 1,2. On forme Ie 
produit central (TlPl) Y (T2P2) en amalgamant ces centres. Ce groupe est Ie 
produit semi-direct du 2-groupe Tl X T2 et du p-groupe distingue 
PI Y P2 = P. Le produit tensoriel £1 ® £2 sur 0: est naturellement un 
0:(T1P1 Y T2P2)-module dont la restriction a Pest isomorphe au module 91. 
Comme les £ij sont des 0: Trsous-modules, les Eqs. (5.4) impliquent que 
(£1 ® £2)T XT est la somme directe des O:(TI X T2)-sous-modules Eli ® £2h , 1 2 j, h = 0, ... , 3, dont au moins neuf (ceux avec j, h ? 1) sont isomorphes a 
O:Tl ® O:T2 = O:(TI X T2)· 
Le groupe T operant fidelement sur P = PI Y P2, l'intersection 
CT(Pl) n CT(P2) est necessairement triviale. Done on peut identifier T avec 
son image naturelle dans Tl X T2, et TP avec T(P1 Y P2) <: (TIPl) Y (T2P2). 
De cette maniere Ie module £ devient la restriction (£1 ® £2)TP de £1 ® £2 , 
et £T devient la restriction de (£1 ® £2)T XT . Comme ce dernier module 
contient un O:(TI X T2)-sommand direct ffi t~.h=I Eli ® £2h isomorphe a 
9 X O:(TI X T2), sa restriction £T contient un O:T-sommand direct isomorphe 
a 9[Tl X T2 : T] X O:T. Done Ie theoreme est vrai pour TP, contredisant 
l'hypothese sur ce groupe. Ceci demontre Ie lemme. 
II y a une autre decomposition impossible pour V. 
LEMME 5.5. L'espace V n'est pas la somme orthogonale V = VI Q;) V2 
de deux sous-espaces Vi stables par un sous-groupe To d'indice 2 dans T et 
echanges: 
par tout element a de T - To. 
Demonstration. Les sous-espaces VI et V2 etant necessairement propres 
et nonsinguliers pour j, Ie groupe P est Ie produit central PI Y P2 de leurs 
images reciproques respectives PI et P2. Posant Ti = TO/CT(Pi), pour 
i = 1,2, on voit que Ie theoreme est valable pour Ie produit semi-direct TiPi . 
Si £i est Ie O:TiPi-module du theoreme, on obtient ainsi des O:Trsous-
modules £ii ,j = 0, ... , 3, satisfaisant a (5.4). 
Soit ('I) L TIle "produit couronne" (wreath product) d'un groupe cyclique 
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<TJ) d'ordre 2 avec Tl . Alors <TJ) l Tl est Ie produit semidirect <TJ)(T1 X T1), 
OU TJ opere sur Ie sous-groupe distingue Tl X Tl par: 
(a X a'}Tj = TJ(a' X a), pour tout a, a' E Tl . 
Posons Gi = GT(Pi ), i = 1,2. Fixant un element 7r dans T - To, on definit 
un homomorphisme g; de T dans <TJ) l TI , par: 
g;(a) = aCl X a"Cl E TI X TI , 
g;(7r) = (7r2CI X 1CI }Tj. 
pour tout a E To , 
Le noyau de g; est CI n C~-l = CI n C2 = {1}, car To opere fidelement sur 
P = PI Y P2 • Donc on peut identifier T avec son image dans <TJ) l TI . 
Le produit couronne <TJ) l TI opere naturellement comme auto-
morphismes du produit central PI Y PI par: 
(0 Y o')oXo' = 00 Y (oy! 
(I) Y I)')" = I)' Y 1)1 pour tout I), I)' E PI et a, a' E TI , 
OU I) Y I)' est l'image naturelle dans PI Y P2 de I) X I)' E PI X Pl' Le 
monomorphisme g; de T dans <TJ) l Tl s'etend en un monomorphisme f de 
TP = T(PI Y P2) dans Ie produit semi-direct «TJ) l TI)(PI Y PI) OU: 
On identifie de cette maniere TP avec son image dans « TJ) l TI)(PI Y PI)' Ce 
dernier groupe satisfait aussi aux hypotheses du theoreme. Si Ie theoreme est 
vrai pour «7]) l TI)(P1 Y PI)' il l'est pour TP par restriction, ce qui est 
impossible par l'hypothese sur ce groupe. Donc Ie theoreme est faux pour 
«TJ) l TI)(P1 Y PI)' 
Mais Ie produit tensoriel £10£1 sur lj est un lj«TJ) l T1)(P1 Y P2)-
module avec les operations: 
TJ(l 0 1') = I' 0 I, 
(a X a')(l01') = al 0 a'l', 
(I) Y 0')(101') = 01 0 0'1', 
pour tout a, a' E TI , 
pour tout 8, 8' E PI , 
ou I, I' E £1' Evidemment £1 0 £1 est Ie module £ du theoreme pour 
«TJ) l TI)(PI Y PI)' A cause de (5.4) sa restriction a <TJ) l Tl ales 
lj«TJ) l TI)-sommands directs: 
1 ~ i <j ~ 3, 
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qui sont tous Ies trois isomorphes a 3'«1) TI ). Done Ie theoreme tient pour 
«1) l TI)(PI Y PI), contredisant Ie resultat du paragraphe precedent. II 
s'ensuit que Ie lemme est vrai. 
Maintenant on peut s'attaquer a la structure de T. 
LEMME 5.6. Tout sous-groupe abelien distingue A =1= 1 de T est cyclique. 
En plus, l'unique involution CXo de A inverse tous les elements de V. 
(5.7) rxov = -v, pour tout v E V. 
Demonstration. Le ZpT-module V se decompose en somme directe de 
ZpA-sous-modules irreductibles Ui , i = 1, ... , m, car la caracteristique p de 
Zp ne divise pas l'ordre du 2-groupe A. Soient AI' A2 , ... , Ak les sous-
groupes distincts parmi les centralisateurs: 
des Ui . Pour chaque j = 1, ... , k, on note par Vj la somme des Ui tels que 
Aj = CA(Ui ). Alors Vest la somme directe VI EB ... EB Vk • 
Si h,j = 1, ... , k sont distincts, alors l'un des deux groupes distincts A h , 
Aj ne contient pas l'autre, disons Ah 12 Aj . Pour tout i = 1, ... , m tel que 
Ah = C A( Ui), Ie sous-espace [Aj , Ui] engendre par tous les (a - 1 )u, a E Aj , 
U E Vi' n'est pas trivial. Camme Aj est distingue dans A, ce saus-espace est 
un 3'A-sous-module du 3'A-module irreductible Ui . Done [Aj , Ui] = Ui • 
II s'ensuit que la somme Vh des tels Ui satisfait a: 
L'invariance (5.2) de f implique que [Aj, V] est orthogonal au sous-
espace Cv(Aj) = {v E V t av = v, pour tout a E A j}. Par definition Vj est 
contenu dans Cv(Aj). Done V j est orthogonal a Vh . Ceci etant vrai pour tout 
h,j = 1, ... , k avec h =1= j, la somme directe V = VI EB ... EB Vk est une 
somme orthogonale (comparer avec (IV.3) de [1]): 
Le sous-groupe A etant distingue dans T, l'operation de T sur V permute 
entre eux les A-sous-modules VI' ... ' Vk • Si VI' V2 , ••• , Vh est une T-orbite 
avec 1 ~ h < k, alors U = VI CD ... CD Vh est un T-sous-module propre 
de V qui est non-singulier pour f. Ceci est impossible a cause du Lemme 5.3. 
Done T permute transitivement les modules VI' ... ' Vk • 
Si k > 1, Ie stabilisateur de VI dans Ie 2-groupe Test contenu dans un 
sous-groupe To d'indice 2. Comme To est distingue dans T, les Vj forment 
deux To-orbites, disons VI' ... ' Vh et Vh+1 , ••• , Vk , et chaque a E T - To 
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echange les deux ensembles {VI'"'' Vh} et {Vh+1 , ... , Vk}' Maintenant les 
deux sous-espaces VI Q;) ... Q;) Vh et Vh+l Q;) ... Q;) Vk contredisent Ie 
Lemme 5.5. II s'ensuit que k = 1. 
Comme ACT opere fidelement sur V, l'intersection des centralisateurs 
CA(Ui ), i = 1, ... , m est {I}. Mais on vient de voir que k = 1, et donc que 
tous ces centralisateurs sont egaux a AI' II s'ensuit que CAUi ) = Al = {I}, 
pour tout i, et que la representation de A sur Ui est fidele aussi bien qu'irre-
ductible. Donc Ie groupe abelien A est cyclique et son unique involution exo 
inverse tout element de Ui . Comme Vest la somme directe des Ui , ceci 
complete la demonstration du lemme. 
Dne consequence immediate du Lemme 5.6 est la liste des groupes T. 
LEMME 5.8. Le groupe Test, soit cyclique, soit quaternion generalise, soit 
diedral, soit semidiedral. 
Demonstration. D'apres Ie Theoreme 111.7.6 de [7], Ie Lemme 5.6 implique 
que Ie groupe T contient un sous-groupe cyclique distingue <ex) d'indice 2. 
Soit f3 un element de T - <ex). Si l<ex)1 = 2m alors ex/3 = exi, OU l'entier i 
satisfait a i2 = 1 (mod 2m). Done i est eongru a l'un des nombres ±1, 
2m - 1 ± 1 modulo 2m. Si i = 1 (mod 2m), alors Test abelien, et donc cyclique 
d'apres Ie Lemme 5.6. Si i - -1 (mod 2m) et m): 2, alors Test, 
soit quaternion generalise, soit diedral, suivant la valeur de f32. Si 
i = 2m- 1 -1 =1= ±1 (mod 2m), alors m ): 3 et Test semidiedral. Enfin, si 
i = 2m - 1 + 1 (mod 2m) (ce qui est faux si m = 1), alors l'on peut choisir f3 
tel que f32 = 1 (voir la demonstration du theoreme cite dans [7]). Maintenant 
< ex2m-\ f3) est un sous-groupe abelien, noncyclique, et distingue dans T, ce qui 
contredit Ie Lemme 5.6. Donc ce cas est impossible et Ie lemme est demontre. 
Les conditions sur la forme de l' entier premier p impliquent de pareilles 
conditions pour les puissances de p. 
LEMME 5.9. Pour tout I ): 1, la puissance pi n'a aucune des formes 2k ± 1, 
3 . 2k ± 1, 5 . 2k ± 1, OU k > O. 
Demonstration. Si pi = s . 2k + 1, OU S = 1,3, ou 5, alors p - 1 divise 
pi _ 1 = s . 2k. Donc p a necessairement l'une des formes 2h + 1 ou 
S • 2h + 1 qui sont interdites par les hypotheses du theoreme. 
Si pi = s . 2k - 1, avec s = 1, 3, ou 5, et si I est impair, alors p + 1 divise 
pi + 1 = S • 2\ et p a l'une des formes interdites 2h - 1 ou S • 2h - 1. 
Enfin, si pi = S • 2k - 1, avec S = 1,3, ou 5 et I pair, alors k = 1 (sinon 
Ie carre pi serait eongru a -1 modulo 4). Donc pi = 1, 5 ou 9, et p = 3 ou 5, 
qui sont aussi interdits par les hypotheses du theoreme. Ceci demontre Ie 
lemme. 
Maintenant on simplifie la structure de V. 
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LEMME 5.10. Le Z1)T-module Vest irreductible. 
Demonstration. Sinon, on choisit un ZpT-sous-module im!ductible U 
proprement contenu dans V. Comme la forme fest T-invariante, Ie sous-
espace U.L des elements de V orthogonaux a U est aussi un ZpT-sous-module 
de V. Si U n U.L = {O}, Ie sous-espace propre U de Vest nonsingulier pour f 
et stable par T, contredisant Ie Lemme 5.3. Donc Un U.L est un Z1)T-sous-
module nontrivial du ZpT-module irreductible U. II s'ensuit que 
Un U.L = U, et donc que U c: U.L. 
Comme la caracteristique p de Zp ne divise pas I T I, il y a un ZpT-sous-
module W complementaire a U.L dans V. La forme f definit une dualite entre 
les ZpT-modules U et W. Donc West aussi un ZpT-sous-module irreductible 
qui, tout comme U, est totalement isotrope pour f. La somme U E8 West 
nonsinguliere pour f et T-invariante. D'apres Ie Lemme 5.3 elle est neces-
sairement egale a U. Donc on a: 
(5.11) V= UE8W, W= W.L. 
L'image reciproque B de U est maximale parmi les sous-groupes abeliens 
de P. On sait (voir Ie Theoreme V.16.14 de [7]) que dim £ = dim 91 = 
[P : B] 3: p 3: 3. II s'ensuit que Ie theoreme est vrai si T = 1. Donc T =1= 1. 
A cause du Lemme 5.6 Ie centre Z(T) contient une unique involution (xo qui 
inverse tout element de V. Comme (xo inverse BjZ(P) et centralise Z(P), 
Ie p-groupe abelien B a la decomposition: 
B = [B, (Xo] x Z(P), 
ou [B, (Xo] = {a-1aao I a E B} est un T-sous-groupe de B. Comme T centralise 
Z(P), Ie sous-groupe TB de TP a la decomposition: 
TB = (T[B, (Xo]) X Z(P). 
On note par 1 X ,\ l'homomorphisme de TB dans tJx qui est trivial sur 
T[B, (Xo] et egal a ,\ sur Z(P). Soit 9R un tJTB-module de dimension 1 
correspondant a l'homomorphisme 1 X A. Alors Ie tJTP-module induit 9RTP 
est isomorphe a £, car sa restriction a Pest (9RTP )p = (9RBY, qui est 
isomorphe a 91 (voir Ie Theoreme V.16.14 de [7]). 
L'image reciproque C de W dans P a aussi une decomposition: 
C = [C, (Xo] X Z(P). 
Les conditions (5.11) impliquent que Ie sous-groupe [C, exo] ~ CjZ(P) = W 
est complementaire a B dans P, et donc complementaire a TB dans TP. 
Si m est un generateur de 9R, il s'ensuit que les elements 8m, 8 E [C, (Xo] 
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forment une base sur IY pour WlTP. Comme T centralise illl et normalise 
[C, 0(0]' son operation sur WlTP r-o.J 5} est determinee par: 
pour tout a EO T, I) EO [C, 0(0]. 
Done Ie IYT-module 5}T est isomorphe a celui correspondant a la represen-
tation de T comme permutations de l'ensemble [C,O(o], lequel est T-
isomorphe a W. En particulier, l'hypothese que £T n'a aucun IYT-sommand 
direct isomorphe a 3 x IYT implique que: 
(5.12) Le nombre de T-orbites regulieres dans W est ~2. 
Si T est cyclique ou quaternion generalise, alors tout sous-groupe non-trivial 
de T contient 0(0 , qui ne fixe aucun element de W - {O}. Done toute T-orbite 
de W - {O} est reguW:re. Si pI = I WI et 2k = I T I, alors ceci et (5.12) 
impliquent que pI - 1 = I W - {O}I = 2k ou = 2k+I, ce qui est impossible 
a cause du Lemme 5.9. 
Si Test diedral ou semidriedral, les seuls sous-groupes nontriviaux de T 
ne contenant pas 0(0 sont ceux de la forme <fJ) ou fJ est une involution 
noncentrale de T. Comme Ie ZpT-module West fideIe et irreductible, on sait 
que sa restriction W<Il) est une somme directe de Zp<,8)-modules reguliers. 
II s'ensuit que la dimension 1 de West paire, 1 = 2h, et que Ie centralisateur 
Cw(,8) est de dimension h. On en deduit que Ie nombre d'elements de W 
ayant <,8) comme stabilisateur dans Test precisement I Cw(,8) - {O}I = 
ph - 1. Le nombre de tels sous-groupes <,8) est 2k-I, si Test diedral, et 2k-2, 
si Test semidiedral, ou I T I = 2k. Done Ie nombre d'elements de Wayant 
un stabilisateur nontrivial dans Test 1 + 2k - i (ph - 1), ou j = 1 ou 2. Les 
autres elements de W forment s orbites regulieres, ou s = 0, 1, ou 2 a cause 
de (5.12). Done on a: 
c'est-a-dire: 
Si s = 0, on obtient ph = 2k - i - 1, ce qui est interdit par Ie Lemme 5.9. 
Si s = 1 ou 2, Ie nombre ph - 1 divise 2k+1. Done ph - 1 = 2\ ou 
1 ~ i ~ k + 1, ce qui est aussi interdit par Ie Lemme 5.9. Vu Ie Lemme 5.8, 
ces contradictions sont suffisantes pour demontrer Ie lemme. 
Ayant fait toutes les reductions possibles, il ne reste qu'a considerer 
separement les quatre groupes du Lemme 5.8. 
LEMME 5.13. Le groupe T n'est pas cyclique. 
600 DADE 
Demonstration. Si T est cyclique, nous sommes dans un cas considere par 
Hall et Higman (voir Ie Lemme 2.S.3 et Ie raisonnement ci-apres dans [6]). 
Comme Ie ZpT-module Vest irreductible, on sait que i!T est la somme 
directe de s ? 0 modules isomorphes a 'iYT et d'un module de dimension 
2k - 1, OU I T I = 2k. Donc la dimension pi de i! satisfait a: 
pi = S • 2k + 2k - 1. 
L'hypothese sur TP implique que s < 2. Donc pi a l'une des formes 2k - 1, 
2k+l - 1, 3· 2k - 1, qui sont toutes interdites par Ie Lemme S.9. Ceci 
demontre Ie lemme. 
LEMME S.14. Le groupe T n'est pas quaternion generalise. 
Demonstration. Si Test quaternion generalise, l'equation (S.7) pour 
l'involution de Test precisement la condition (4.1) du Theoreme 4.S. D'apres 
ce theoreme et la Proposition 4.3, la restriction i!T est la somme directe de 
s ? 0 modules isomorphes a 'iYT et d'un module de dimension 1, 2k - 1 ± 1, 
ou 2k ± 1, OU I T I = 2k. L'hypothese sur TP implique que s < 2. Donc 
la dimension pi de i! a l'une des formes: 
Pour toute valeur s = 0, 1, 2, chacun de ces nombres a l'une des formes 
interdites par Ie Lemme S.9. Donc Ie lemme est vrai. 
Les deux lemmes precedants et Ie Lemme S.8 impliquent que Test 
necessairement diedral ou semidiedral. Donc Test engendre par deux 
elements ex, f3 avec les relations: 
(S.IS) ex2m = f32 = 1, exf3 = exi , ou, soit m ;?: 2 et i = -1, soit m ? 3 et 
i = -1 + 2m- I . 
On note par G: l'extension Zp(~) du corps Zp engendre par une racine primitive 
2m-ieme de l'unite ~. Alors G: est Ie corps fini d'ordre pi, OU I est Ie plus petit 
entier positif tel que: 
Le groupe de Galois de G: sur Zp est Ie groupe cyclique <y) d'ordre I engendre 
par l'automorphisme: 
(S.16) pour tout e E G:. 
Le produit tensoriel G: (8) V (sur Zp) est naturellement un G:T-module. 
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Comme {t contient la racine primitive 2m-ieme de l'unite ~, on sait que {t ® V 
est une somme directe de {t<(X)-sous-modules: 
(5.17) 
ou: 
(5.18) Vj = {v E {t ® V I (Xv = ~jv}, pour j = 1, ... , 2m E Zj2mZ. 
Le groupe de Galois <y) opere aussi sur (t ® V, avec y(e ® v) = 
y(e) ® v, pour tout e E (t, v E V. II s'ensuit que: 
(5.19) y(eav) = y(e) ay(v), pour tout e E {t, a E T, v E {t ® V. 
Ceci, (5.15), (5.16), et (5.18) impliquent que: 
(5.20) yrf3sVj = Vpri8j' pour tout r = 1, ... , I, s = 0, 1, et j EZj2m Z 
ou, bien entendu, Ie produit pris} est calcule dans l'anneau quotient Zj2m Z. 
LEMME 5.21. On peut choisir ~ de telle maniere que les seuls Vj nonnuls 
soient les V pri8 pour r = 1, ... , let s = 0, 1. Alors ces Vj sont tous de dimension 1. 
Demonstration. Comme V =1= {O}, il existe unj E Zj2mZ tel que Vj =1= {O}. 
Le (t-sous-espace U = L~=I L~=o Vpri8j est stable par Ie groupe de Galois <y). 
Done il est de la forme U = {t( U (\ V) = {t ® (U (\ V). Comme U est 
aussi stable par T, on en deduit que U (\ Vest un ZpT-sous-module non-
trivial de V. D'apres Ie Lemme 5.10, ceci implique que U (\ V = V. Donc 
U = V, et les seuls Vk nonnuls sont les VpriSj, pour r = 1, ... , let s = 0, 1. 
Sij est pair, l'involution (xo de <(X) centralise chaque Vpri8j (voir (5.18)) et 
donc centralise {t ® V. Ceci est impossible, car (xo =1= 1 opere fideIement sur 
V. Done j est impair et l'on obtient Ie premier enonce du lemme en rem-
plar;ant ~ par ~j, qui est aussi une racine primitive 2m-ieme de l'unite. 
Si pr =t= i (mod 2m ), pour tout r = 1, ... , I, alors les 21 sous-espaces Vpri8, 
r = 1, ... , I, s = 0, 1 sont distincts. Pour tout VI =1= 0 dans VI' l'identite 
(5.19) implique que les elements yrf3"vl forment une base sur {t d'un {t-sous-
espace U de (t ® V stable a la fois par <y) et par T. Comme ci-dessus, il 
s'ensuit que U = V, et done que Vpri' = {tyrf3 svl est de dimension 1 pour 
tout r et s. 
Enfin, si pr - i (mod 2m), pour un r = 1, ... , I, alors I est pair et Yo = y" 
est l'involution dans <y). L'application Yof3 : VI --+ YOf3VI de VI dans VI est 
Zp-lineaire, de par (5.19), et (Yof3)2 = Y02f32 est l'identite. Done il y a un vecteur 
VI =1= 0 dans VI tel que Yof3VI = ±VI . II s'ensuit que les elements yrvl , 
r = 1, ... , I, forment une base sur {t d'un {t-sous-espace U de {t ® V qui est 
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stable par <y) et par T. On en deduit que U = (f ® V, et que v'pr = (fyrv1 
est de dimension 1 pour tout r = 1, ... , I. Donc Ie lemme est vrai dans tous 
les cas. 
Le groupe Z(P), ecrit additivement, devient un espace vectoriel Z(P)+ de 
dimension 1 sur Zp. La forme alternee f: V X V -+ Z(P)+ s'etend a une 
forme (f-bilineaire j: «f ® V) X «f ® V) -+ (f ® Z(P)+, qui est aussi 
alternee, nonsinguW:re et stable par T. Si Vj E Vj et V k E Vk , pour j, k E Zj2mZ, 
alors (5.18) implique que: 
Comme ~ est une racine primitive 2m-ieme de l'unite, il s'ensuit que: 
(5.22) j(Vj , Vk ) = {O}, pour tout j, k E Zj2mz tels que j =I- -k. 
Maintenant on peut eliminer Ie cas OU Test diedral. 
LEMME 5.23. Le groupe Test semidiedral, c' est-a-dire, m ~ 3 et 
i = -1 + 2m-I. 
Demonstration. Sinon, Ie groupe TP n'existe pas! En efIet, soit VI un 
element non-nul de VI . Si i = -1, alors f3vI est un element nonnul de V_I , 
d'apres (5.20). Comme dim V_I = 1 (voir Ie Lemme 5.21), on a V-I = (ffivl • 
La forme j etant nonsinguliere, l'equation (5.17) implique qu'il existe un 
j E Z/2mZ tel que j (VI' Vj) =I- {O}. D'apres (5.22) l'indice jest necessairement 
-1. Donc j( VI ,fivl ) =I- O. Mais la T-invariance de f et (5.15) donnent: 
Comme la caracteristique p de (f est impaire, il s' ensuit que 0 =I- j (VI' fiv l ) = O. 
Cette contradiction demontre Ie lemme. 
Ayant trouve Ie groupe T, on va determiner explicitement Ie groupe TP. 
LEMME 5.24. L'ordre I de <y) est pair: I = 2h. En plus 
Demonstration. La forme j etant nonsinguliere, Ie Lemme 5.21 et les 
Eqs. (5.17) et (5.22) impliquent l'existence d'un r = 1, ... , I et d'un s = 0, 1 
tels que pris _ -1 (mod 2m). Donc pr = -is est une involution dans Ie 
groupe multiplicatif de Z/2mZ. Comme I est l'ordre de p dans ce groupe, 
ceci implique que I = 2h est pair et que r = h. 
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Si s = 1 on a ph = pr -i (mod 2m), et Ie lemme est vrai. Donc on peut 
supposer que s = 0 et ph _ -1 (mod 2m). Alors (i; ® Vest la somme 
orthogonale (d'apres (5.22)) des deux sous-espaces 
! 
Ut = EB L Vprit ' 
r~l 
pour tout t = 0, 1. 
Ces sous-espaces etant invariants par <y), il s'ensuit que Vest la somme 
orthogonale V = (Uo n V) Q;) (U1 n V). En plus, Uo et U1 sont stables par 
<ex) et echanges par tout element de la classe a gauche f3<ex) de <ex) dans T 
(d'apres (5.18) et (5.20)). Donc les conditions impossibles du Lemme 5.5 sont 
satisfaites par les sous-espaces Uo n V, U1 n V de Vet Ie sous-groupe <ex) 
d'indice 2 dans T. Ce lemme-Ia complete la demonstration de celui-ci. 
Evidemment t2m- 1 est l'involution -1 du groupe multiplicatif de (i;. Donc 
Ie Lemme 5.24 et (5.16) impliquent: 
(5.25) 
Soit VI =1= 0 un element de VI . Alors les Lemmes 5.21 et 5.24 impliquent 
que les elements yrf3sv1 , r = 1, ... , I, s = 0, 1, sont distinets et forment une 
base pour (i; ® V sur (i;. Done: 
(5.26) 
En plus yrf3sv1 est une base pour Vpris, pour tout r et s. Comme pris - -1 
(mod 2m) seulement pour r = h et s = 1, la condition (5.22) donne: 
(5.27) j(VI , yrf3 svl ) = 0, pour tout r = 1, ... , I, 
s = 0, I saul Ie couple r = h, s = 1. 
Pour ealculer j (VI' yhf3vl ), on fixe un generateur 7T pour Z(P). Alors 7T est 
une (i;-base pour (i; ® Z(P)+, et j (VI' yhf3vl ) = e7T, pour un e E (i;. Si e = 0, 
alors (5.27) implique que VI =1= 0 est orthogonal a tout element de Ia base 
yrf3svl de (i; ® V, ce qui est impossible car jest nonsingulier. Done e =1= o. 
Comme jest induit par Ia forme I sur Ie corps Zp , on a: 
La T-invariance de j et (5.15) impliquent que: 
j(yhvi , f3vl ) = j(f3yhVI , f32V I) = j(yhf3vI , VI) 
= -j(VI, yhf3vl ) = -e7T. 
Donc yh(e) = -e. Utilisant (5.25), on en conclut que e = tel' OU el est un 
element nonnul du sous-corps (i;l des elements de (i; fixes par yh. 
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Si e' E (f, on a: 
/(e'vi ,yhfJ(e'vl )} = /(e'vi , yh(e') yhfJVI) 
= e'yh(e')/(VI , yhfJvl ) 
= N(e') err, 
00. N(e') est la norme de (f dans (fl de l'element e'. Les corps (f et (fl etant 
finis, la norme N est surjective. Donc on peut choisir e' tel que N(e') = ell. 
Remplas:ant VI par e'vi , on obtient: 
(5.28) 
Maintenant on definit deux applications CPo , CPI de (f dans (f ® V par: 
! 
cps(e) = L y'(fJsev1), pour tout e E (f et s = 0, 1. 
'~l 
Evidemment chaque CPs est un monomorphisme du groupe additif (f+ de (f 
dans Ie sous-groupe V des elements de (f ® V fixes par y. Comme (f ® V 
est la somme directe de L~~l y'VI et L~~l y'fJVI , qui contiennent CPo«(f) et 
CPI«(f), respectivement, ceci et (5.26) impliquent que: 
De la condition (5.27) on deduit que les sous-espaces CPo«(f) et CPI«(f) sont 
totalement isotropes par rapport a f. Si eo, el sont des elements de (f, on 
utilise (5.27) et (5.28) pour calculer: 
!(cpo(eo), CPl(e1)) = /(cpo(eo), CPl(el)) 
! 
= L / (yr(eOVl) , ytfJ(e1v1)) 
r.t~l 
! 
= L y'(eo) yt(e1)/(yrv1 , ytfJv1) 
'.t~l 
! 
= L yr(eoyt-r(e1)/(vl' yt-'fJVl)) 
'.t~l 
! 
= L y'(eoyh(e1) 'rr) = Tr(eoyh(e1mrr, 
'~l 
ou Tr est la trace de (f dans Zp . 
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Comme yrfJS(ev1 ) E Vpri8, pour tout r, s, on calcule que: 
! 
O:9'>s(e) = L o:yrfJs(ev1) 
r~l 
! ! 
= L ~pri'yrfJS(eVl) = L yrfJsW'ev1) = 9'>.(~i'e), 
r~l 
pour tout e E (f et s = 0, 1. Enfin, on a: 
! ! 
fJ9'>.(e) = L fJyrfJs(ev1) = L yrfJs+1(ev1) = 9'>8+1(e), 
r~l r~l 
pour tout e E (f et s = 0, 1, ou l'on calcule s + 1 dans l'anneau quotient 
Z/2Z. 
Pour tout s = 0, 1, l'image reciproque B8 du sous-espace 9'>8«(1;) de Vest 
maximale parmi les sous-groupes abeliens de P. D'apres Ie Lemme S.6, 
l'involution centrale 0:0 = 0:2
m
-
1 de T inverse Bs/Z(P) et centralise Z(P). 
Donc B8 est Ie produit direct B8 = [Bs, 0:0] X Z(P). Si !fs est l'unique 
isomorphisme de (f+ sur [Bs, 0:0] dont la composition avec l'epimorphisme 
naturel de Bs sur Bs/Z(P) = 9'>s«f) est 9'>8' alors les formules ci-dessus 
impliquent que Ie T-groupe Pest defini par: 
(S.29a) Tout element de P a une unique expression de la forme !fo(eo) !fl(e1) 7Ti , 
ou eo , e1 E (f et j E Zp , 
(S.29b) !fs(e + e') = !fs(e) !fie'), pour tout s = 0, 1 et e, e' E (f, 
(S.29c) TTP = 1 et 7T est centralise par TP, 
(S.29d) [!fo(eo), !fl(e1)] = 7TTr(eol,h(el)'), pour tout eo , e1 E (f, 
(S.2ge) 
(S.29f) 
[!fo(e)],,-l = !fo(~e), [!fl(e)],,-l = !fl(~ie), pour tout e E (f, 
[!fo(e)]1l = !fl(e) , [¢;l(e)]B = ¢;o(e), pour tout e E (f. 
Remarquons que ces relations et (S.lS) definissent bien un groupe TP satis-
faisant aux hypotheses du theoreme pour tout m ~ 3, h ~ 1, et entier 
premier p tels que ph _ -i = 1 + 2m - 1 (mod 2m). Je dois cette remarque 
a T. Berger, qui me rappelait dans une lettre qu'i1 fallait considerer ces 
groupes dans la demonstration du theoreme, ce que je n'avais pas fait dans 
une premiere version de cet article. Pour finir la demonstration du theoreme, 
on va construire Ie module i! et calculer explicitement Ie nombre de sommands 
directs reguliers dans i!T . 
Comme ¢;0«(1;) X Z(P) = Bo est maximal parmi les sous-groupes abeliens 
du groupe extra special P, on sait (voir Ie Theoreme V.l6.l4 de [7]) que 
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Ep = 91 a un unique Eo-sous-module 910 de dimension I qui est centralise 
par %(Cf), et que 91 = (mot est induit de son sous-module 910 . On fixe un 
generateur n pour 910 = lYn. Le sous-groupe o/l(Cf) etant complementaire 
a Eo dans P, on en deduit que: 
(5.30) Les elements o/l(e)n, e E Cf, forment une lY-base de E. 
On note par A Ie monomorphisme du groupe additif de Zp dans Ie groupe 
multiplicatif de lY defini par: 
pour tout Z E Zp . 
Alors les conditions (4.2) et (5.29b,d) impliquent que l'operation de P sur E 
est definie par: 
(5.3la) 7TZ[o/l(e)n] = A(z) o/l(e)n, 
(5.3Ib) o/l(e)[o/l(e')n] = o/l(e + e')n, 
pour tout Z E Zp , e E Cf, 
pour tout e, e' E Cf, 
(5.3Ic) o/O(eO)[o/l(el)n] = o/l(el) %(eo)[%(eo), o/l(el)]n 
= o/l(el) %(eo) A(Tr(eoyh(el)@n 
= A(Tr(eoyh(el )@ o/l(el)n, pour tout eo, el E Cf. 
Dans Ie dernier calcul on a utilise Ie fait que %(eo) E %(Cf) centralise n. 
Les deux sous-groupes 0/0({5;) et 0/1({5;) sont stables par <0:) d'apres (5.2ge). 
Done Ie sous-module 910 = Cfj(if;o(Cf» de E est stable par <0:). Comme <0'.) 
est un 2-groupe et 910 = lYn est de dimension 1 sur un corps lY de caracte-
ristique 2, Ie groupe <0'.) centralise mo . A l'aide de (5.2ge) on calcule 
l'operation de <0'.) sur E: 
pour tout e E Cf, g E Z/2mZ. 
Utilisant (5.29f), on voit que l'element fJn E E satisfait a: 
pour tout e E Cf. 
Vu l'equation (5.31b), ceci implique que fJn = Y LeE(f o/l(e)n, pour une 
constante Y E lY. De (5.29f) et (5.31c) on deduit que: 
fJo/l(e')n = if;o(e')fJn = Y L A(Tr(e'yh(eg» o/l(e)n, pour tout e' E Cf. 
eE(f 
Done on peut calculer: 
n = fJ2n = fJ (Y L o/l(e')n) 
e'E(f 
= y2 L A(Tr(e'yh(e)~» o/l(e)n. 
e.e'e(t 
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Comparant les coefficients de n = o/l(O)n des deux cotes de cette egalite on 
obtient: 
1 = y2 L: A(Tr(e'yh(O)S» = y2 L: A(O) = y2 1 (.t I. 
e'e(f e'Ect 
Mais 1 (.t 1 = pi 1 (mod 2). Donc y2 = 1 et y = 1, car la caracteristique 
de tJ est 2. II s'ensuit que: 
(5.33) f3[o/l(e')n] = L: A(Tr(e'yh(e)~» o/l(e)n, pour tout e' EO (.t, 
eE(f 
ce qui complete la determination du tJTP-module £. 
Le Lemme 5.24 implique que 2m - 1 est la plus grande puissance de 2 
divisant ph - 1. Comme m ~ 3, on en deduit que 2m est la plus grande 
puissance de 2 divisant pi - 1 = p2h - 1, qui est l'ordre du groupe multi-
plicatif (.tx de (.t. Donc les elements d'ordre impair dans (.tx forment un 
sous-groupe E complementaire a <0: 
(5.34) (.tX = G> x E. 
Comme la caracteristique de tJ est 2, on deduit immediatement de (5.30) et 
(5.32) que: 
(5.35) Les elements dee) = L::l o/lWe)n, pour e EO E, lorment une tJ-base du 
sous-espace l) = {L::l ryPy 1 y EO £} de £. 
A l'aide de (5.33) et (5.34) on calcule: 
2m 
f3d(e') = L: f3[o/lWe')n] 
g~l 
2m 2m 
= L: I A(Tr(~ge'yh(~g'eg) o/l(~g'e)n + I A(TrWe'yh(Og)n 
= I c(e'yh(e» dee) + 2mn = L: c(e'yh(e» dee), 
eEE 
pour tout e' EO E, OU: 
2m 
c(e) = I A(Tr(e~g», pour tout e EO (.t. 
g~l 
Donc Ie sous-espace l) est stable par 13, et la mat rice C de l'endomorphisme 
d -+ f3d par rapport a la base dee), e EO E est donnee par: 
(5.36) C = (c(e'yh(e»)e'.eEE' 
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II faut calculer la forme canonique de Jordan de la matrice C. 
LEMME 5.37. La matrice C est semblable a la matrice: 
(5.38) 
OU 0.' .• est lafonction de Kronecker sur E X E a valeurs dans!J. 
Demonstration. De (5.36) et (5.38) on deduit que: 
C] = (c(e'r1))",eeE' 
Les matrices de la forme R = (r(e'e-1))e',eeE , ou rest une application de E 
dans !J, forment une !J-algebre 9t qui est isomorphe a l'algebre de groupe !JE, 
l'isomorphisme envoyant R dans LeeE r(e)e. Comme !J est algebriquement 
clos de caracteristique 2 et E est abelien d'ordre impair, l'algebre 9t ~ !JE 
est la somme directe de I E I exemplaires de !J. Donc sa sous-algebre !J[C J] 
engendree par C] est aussi une somme directe d'exemplaires de !J. La 
caracteristique de !J etant 2, on en deduit que la matrice C] a une unique 
racine carree (C])I/2 dans !J[CJ]. 
La matrice C satisfait a C2 = I, car f3 est une involution. La matrice ] 
satisfait a p = I, car yh est une involution dans <y). Donc la conjugaison 
par J inverse la matrice C Jet laisse invariante l'algebre 3'[CJ] = 3'[(C ])-1]. 
L'unicite de la racine (C])I/2 dans cette algebre implique qu'elle est aussi 
inversee par ]: 
](C])I/2] = (C])-1/2. 
Comultipliant cette equation a gauche par J = J-l et a droite par (C ])-1/2, 
on obtient 
(C])I/2 ](C])-1/2 = ](C])-1 = C-l = C, 
ce qui demontre Ie lemme. 
Enfin on a Ie nombre de sommands reguliers dans £T . 
LEMME 5.39. Le nombre t de sommands isomorphes a !JT dans une decom-
position de £T en somme directe de sous-modules indecomposables est: 
(5.40) 
Demonstration. Comme T est un 2-groupe et !J est de caracteristique 2, 
Ie nombre test la dimension sur !J du sous-espace: 
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Done t est Ie rang de la matrice 1+ C. D'apres Ie Lemme 5.37, ceci est aussi 
celui de la matrice 1+ J. La matrice ] de (5.38) represente l'endomorphisme 
de Xl envoyant d(e) dans d(yh(e-1)), pour tout e E E. Done Ie rang t de I + ] 
est Ie nombre de cycles de longueur 2 dans la permutation: 
de l'ensemble E. D'apres (5.34) Ie groupe E est cyclique d'ordre 
(p! - I)/2m = [(ph + I)/2][(ph - I)/2m- 1]. II s'ensuit que les elements e E E 
satisfaisant a e = iT(e) = e-ph, (c'est-a-dire a eph+1 = 1) forment Ie sous-
groupe d'ordre (ph + 1)/2. Done Ie nombre t de cycles de longueur 2 dans 7T 
est: 
! [I E 1 _ (ph + 1) ] = ! [ (ph + 1) 
2 222 
(ph _ 1) _ (ph + 1) ] 
2m - 1 2' 
ce qui demontre Ie lemme. 
Maintenant on peut finir Ia demonstration du theoreme. Le groupe PT 
etant un contre-exemple, Ie nombre t de (5.40) est necessairement 0, 1 ou 2. 
Si t = 0, Ie troisieme facteur dans (5.40) est 0 et ph = 2m- 1 + 1, ce qui est 
exclu par Ie Lemme 5.9. Comme 2m - 1 est Ia plus grande puissance de 2 
divisant ph - 1, I'entier (ph - I)/2m - 1 est impair. Done (5.40) implique que 
I'entier (ph + 1)/2 divise t. Si t = 1, on obtient (ph + 1)/2 = 1 et ph = 1, 
ce qui est impossible. Si t = 2, on obtient (ph + 1)/2 = 2 et ph = 3, ce qui 
est interdit par Ie Lemme 5.9. Done Ie theoreme est demontre. 
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