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Precise high moment asymptotics for parabolic Anderson model
with log-correlated Gaussian field
Yangyang Lyua,∗†
a School of Mathematics, Jilin University, Changchun 130012, China
Abstract In this paper, we consider the continuous parabolic Anderson model (PAM) driven by a
time-independent log-correlated Gaussian field (LGF). We obtain an asymptotic result of
E exp
{
1
2
N∑
j,k=1
∫ t
0
∫ t
0
γ(Bj(s)−Bk(r))drds
}
(N →∞)
which is composed of the independent Brownian motions {Bj(s)} and the function γ approximating to
a logarithmic potential at 0, such as the covariances of massive free field and Bessel field. Based on the
asymptotic result, we get the precise high moment asymptotics for Feynman-Kac formula of the PAM
with LGF.
Keywords Precise high moment asymptotics; Large deviation; Log-correlated Gaussian field; Massive
free field; Bessel field
1 Introduction
In this paper, we consider the continuous parabolic Anderson model (PAM){
∂u
∂t (t, x) =
1
2△u(t, x) + u(t, x)V (x), (t, x) ∈ R+ × R
d,
u(0, x) = u0(x), x ∈ R
d,
(1)
with the log-correlated Gaussian field V (x) on Rd, which is given by a centered Gaussian family {〈V, ϕ〉;ϕ ∈
S(Rd)} with covariance
E[〈V, φ〉〈V, ψ〉] =
∫
Rd×Rd
φ(x)ψ(y)k(x, y)dxdy ∀φ, ψ ∈ S(Rd). (2)
Here, S(Rd) is Schwartz space, k(x, y) is a positive definite kernel on Rd × Rd and
k(x, y) = log+
T
|x− y|
+ g(x, y), (3)
where log+ x = (log x) ∨ 0, log is the natural logarithm, the constant T > 0 is called correlation length and
g(x, y) is a bounded function on Rd × Rd. For the details of LGF, see e.g. [19, 20, 21, 22]. Throughout the
paper, we assume that the initial value u0(x) satisfies
0 < inf
x∈Rd
u0(x) ≤ sup
x∈Rd
u0(x) < +∞. (4)
Because Stratonovich integral is closer to “physical integral” than Skorokhod integral, we interpret the uV
in (1) in the Stratonovich’s sense. For the details of Stratonovich and Skorokhod integral, see e.g. [11].
There are many achievements for the continuous PAM with other random fields, such as Poisson potential,
fractional noise, etc. (see e.g.[5, 6, 7, 12, 13]). In view of the fruitful developments of LGF in quantum field
theory, Wolfgang Ko¨nig proposed the study of the PAM with LGF in his book [14]. As far as we know, there
are few results for the high moment asymptotics of solutions to the model.
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The precise high moment asymptotic problem for the solution u(t, x) is to find a suitable rate σ(N) about
positive integer N such that the quantity 1σ(N) logEu
N (t, x) converges to a nonzero constant as N → ∞.
To some extent, it is meaningful to study the problem in physics. One hand, in [9, 10], the precise high
moment asymptotics is a key step in the process of computing spatial asymptotics. As explained in [8],
spatial asymptotics is one of the problems of “physical intermittency” which is applied to describing the
absence of diffusion of waves in a disordered medium in physics. On the other hand, based on the precise
high moment asymptotic result, the precise asymptotics of tail probability of log u(t, x) can be obtained
by nonnegative large deviation technique in [15]. Here, the log u(t, x) represents the free energy of directed
Brownian polymer in a continuous random environment. The high moment asymptotic problem has attracted
a lot of attention. There have been many results for precise high moment asymptotics when the covariances
of driven Gaussian fields are homogeneous in time and space, or locally integrable in time and bounded in
space, see [1, 9, 10, 13, 15, 16] as references.
By the following (8) and the same method as [11], it’s trivial to prove that if the Feynman-Kac formula
of equation (1) exists then it is a mild solution in the Stratonovich’s sense. However, according to [11, 12],
the uniqueness of the mild and weak solutions of PAM can’t be proved in the Stratonovich’s sense now.
Thus, this paper is only concerned with the precise high moment asymptotics of the Feynman-Kac formula
of equation (1). We remark that, in the Young’s sense, it can be proved that the Feynman-Kac formula
is the unique mild solution for PAM with the Gaussian fields in [11, 25]. The similar result might be also
extended to the PAM with LGF, which will be our future work.
According to [12], the Feynman-Kac formula for the solution to equation (1) is
u(t, x) = EB
[
exp
{∫ t
0
V (Bx(s))ds
}
u0(B
x(t))
]
, (5)
where Bx is a d-dimensional Brownian motion independent of V and starting at x ∈ Rd and EB is the expec-
tation with respect to the standard Brownian motion B. For all ε > 0, let pε(x) := (2piε)
− d2 exp{− 12ε |x|
2}
and Vε(x) := 〈V (·), pε(x− ·)〉, then for all t > 0, the time integral in (5) is defined as the L
2-limit∫ t
0
V (B(s))ds := lim
ε↓0
∫ t
0
Vε(B(s))ds − L
2(Ω,F ,P). (6)
It’s easy to get that (6) is well defined by (3). Conditioning on the Brownian motion, the
∫ t
0
V (B(s))ds
is a centered Gaussian process with the conditional covariance
∫ t
0
∫ t
0
k(B(s), B(r))dsdr. Furthermore, by
reference to [12], the Feynman-Kac moment representation of (5) is
EuN (t, x) = E
[
exp
{
1
2
N∑
j,k=1
∫ t
0
∫ t
0
k(Bxj (s), B
x
k (r))drds
}
N∏
j=1
u0(B
x
j (t))
]
, (7)
where {Bxj ; j = 1, · · · , N} is a family of d-dimensional independent B.M. starting at x. By reference to [12],
the existence of (5) and (7) is provided by the exponential integrability of
∫ t
0
∫ t
0 k(B(s), B(r))dsdr. In fact,
by (3), there exists some α ∈ (0, 1) and C > 0 such that
|k(x, y)| ≤ |x− y|−α + C, (8)
then E exp
{∫ t
0
∫ t
0
k(B(s), B(r))dsdr
}
≤ eCt
2
E exp
{∫ t
0
∫ t
0
|B(s)−B(r)|−αdsdr
}
. (9)
Hence, the exponential integrability of
∫ t
0
∫ t
0 k(B(s), B(r))dsdr is transformed into that of the right-hand
side in (9). To explain the exponential integrability of
∫ t
0
∫ t
0 |B(s) − B(r)|
−αdsdr and prove the following
Proposition 2.1, we need to introduce a general framework. Let γ be the Fourier transform of the tempered
measure µ in S ′(Rd), i.e.
〈γ, φ〉 =
∫
Rd
F(φ)(ξ)µ(dξ), ∀φ ∈ S(Rd). (10)
Here, F(φ)(ξ) :=
∫
Rd e
iξ·xφ(x)dx is the Fourier transform of φ on Rd. For all ε > 0, let µε(dξ) :=
exp
{
− ε2 |ξ|
2
}
µ(dξ) and γε(x) :=
∫
Rd
eiξ·xµε(dξ), then we define∫ t
0
∫ t
0
γ(B(s)−B(r))dsdr := lim
ε↓0
∫ t
0
∫ t
0
γε(B(s)−B(r))dsdr − L
1(Ω,F ,P). (11)
2
By (11) and Proposition 4.4 in [25], it can be obtained that the Dalang’s condition
∫
Rd
1
1+|ξ|2µ(dξ) < +∞ is
equivalent to
E exp
{∫ t
0
∫ t
0
γ(B(s)−B(r))dsdr
}
< +∞. (12)
Becasue the Riesz potential | · |−α in (9) satisfies the Dalang’s condition,
∫ t
0
∫ t
0 k(B(s), B(r))dsdr is expo-
nentially integrable. Hence, (5) and (7) are well defined. Based on it, we obtain the following main result
about the precise high moment asymptotics for the Feynman-Kac formula (5) of the PAM with LGF.
Theorem 1.1. For the Feynman-Kac formula (5), it has
lim
N→∞
1
NλN
logEuN(t, x) =
t2
2
. (13)
Here, λN is a function about positive integer N , which satisfies λN > e and
log λN
λN
= 2N when N is enough
large.
Remark 1.1. There is usually no explicit solution for the equation log λNλN =
2
N . When N is enough large,
the equation has two implicit solutions, and the λN is unique if we assume λN > e. Moreover, the λN is a
regularly varying function about N and satisfies 1λN = o(
1
N ) as N →∞.
The paper is organized as follows. In Section 2, we prove Proposition 2.1 which is applied to proving
Proposition 3.1. In Section 3, we prove Proposition 3.1 which is an asymptotic result for the function
approximating to a logarithmic potential at 0. Based on Proposition 3.1, Section 4 is the proof of Theorem
1.1.
2 A general limit in the time-independent case
To prove Proposition 3.1, we need the following Proposition 2.1 which is a general result for positive
definite function in the time-independent case. In view of the time-space case, i.e.
∑N
j,k=1
∫ t
0
∫ t
0 γ0(s −
r)γ(Bj(s) − Bk(r))dsdr, we call
∑N
j,k=1
∫ t
0
∫ t
0
γ(Bj(s) − Bk(r))dsdr and
∑
1≤j 6=k≤N
∫ t
0
γ(Bj(s) − Bk(s))ds
time-independent case (γ0 ≡ 1) and time-white case (γ0 = δ0, i.e. Dirac delta function at 0), respec-
tively. Before Proposition 2.1, the time-white case has been considered in [1] . When the µ is finite in
Proposition 2.1, our method is partly inspired by [1] and we use the semigroup inequality in [2]. When
the µ is unbounded, we can’t transform the time-independent case into the time-white case because the∑
1≤j 6=k≤N
∫ t
0
γ(Bj(s)−Bk(s))ds may be not exponentially integrable.
Proposition 2.1. Assume that the γ in (10) satisfies the Dalang’s condition, then for any sequence {tN}N∈N
satisfying tN → +∞ as N →∞, it holds that
lim
N→∞
1
NtN
logE exp
{
1
2NtN
N∑
j,k=1
∫ tN
0
∫ tN
0
γ(Bj(s)−Bk(r))dsdr
}
(14)
=
1
2
sup
g∈Fd
{∫
Rd
∣∣∣∣∣
∫
Rd
eiξ·xg2(x)dx
∣∣∣∣∣
2
µ(dξ)−
∫
Rd
|∇g(x)|2dx
}
:= E(γ) (15)
and the variation E(γ) < +∞, where we define the set of functions Fd :=
{
g ∈W 1,2(Rd); ‖g‖2 = 1
}
.
To prove Proposition 2.1, we need the following two Lemmas.
Lemma 2.1. For any t1, t2 > 0 and positive integer m, it holds that
E exp
{
1
t1 + t2
m∑
j,k=1
∫ t1+t2
0
∫ t1+t2
0
γ(Bj(s)−Bk(r))dsdr
}
≤ E exp
{
1
t1
m∑
j,k=1
∫ t1
0
∫ t1
0
γ(Bj(s)−Bk(r))dsdr
}
· E exp
{
1
t2
m∑
j,k=1
∫ t2
0
∫ t2
0
γ(Bj(s)−Bk(r))dsdr
}
. (16)
3
proof: By the approximation in (11) and Jensen’s inequality, the following inequality is almost surely
established.
1
t1 + t2
∫
Rd
∣∣∣∣∣
m∑
j=1
∫ t1+t2
0
eiξ·Bj(s)ds
∣∣∣∣∣
2
µ(dξ)
≤
1
t1
∫
Rd
∣∣∣∣∣
m∑
j=1
∫ t1
0
eiξ·Bj(s)ds
∣∣∣∣∣
2
µ(dξ) +
1
t2
∫
Rd
∣∣∣∣∣
m∑
j=1
∫ t1+t2
t1
eiξ·Bj(s)ds
∣∣∣∣∣
2
µ(dξ). (17)
Moreover, by (17) and strong Markov property, we have
E exp
{
1
t1 + t2
m∑
j,k=1
∫ t1+t2
0
∫ t1+t2
0
γ(Bj(s)−Bk(r))dsdr
}
≤ E
[
exp
{
1
t1
m∑
j,k=1
∫ t1
0
∫ t1
0
γ(Bj(s)−Bk(r))dsdr
}
·E
[
exp
{
1
t2
m∑
j,k=1
∫ t1+t2
t1
∫ t1+t2
t1
γ(Bj(s)−Bk(r))dsdr
}∣∣∣∣∣Ft1
]]
≤ E exp
{
1
t1
m∑
j,k=1
∫ t1
0
∫ t1
0
γ(Bj(s)−Bk(r))dsdr
}
·
(
sup
b˜
E
b˜ exp
{
1
t2
m∑
j,k=1
∫ t2
0
∫ t2
0
γ(Bj(s)−Bk(r))dsdr
})
, (18)
where b˜ = (b1, · · · , bm) ∈ (R
d)m and Ft1 is the σ-algebra up to t1. We claim that for any t > 0, it holds that
sup
b˜
E
b˜ exp
{
1
t
m∑
j,k=1
∫ t
0
∫ t
0
γ(Bj(s)−Bk(r))dsdr
}
≤ E exp
{
1
t
m∑
j,k=1
∫ t
0
∫ t
0
γ(Bj(s)−Bk(r))dsdr
}
. (19)
Indeed, by Taylor expansion and Bochner’s representation, for all integer n ≥ 1 and b˜ ∈ (Rd)m, we have
E
b˜
[
1
t
m∑
j,k=1
∫ t
0
∫ t
0
γ(Bj(s)−Bk(r))dsdr
]n
=
1
tn
∫
Rdn
∫
[0,t]2n
m∑
j1,··· ,jn=1
k1,··· ,kn=1
E
n∏
l=1
eiξl·(bkl−bjl ) · eiξl·(Bkl (sl)−Bjl (rl))
n∏
l=1
dsldrlµ(dξl)
≤
1
tn
∫
Rdn
∫
[0,t]2n
m∑
j1,··· ,jn=1
k1,··· ,kn=1
Ee
i
n∑
l=1
ξl·(Bkl (sl)−Bjl (rl))
n∏
l=1
dsldrlµ(dξl)
= E
[
1
t
m∑
j,k=1
∫ t
0
∫ t
0
γ(Bj(s)−Bk(r))dsdr
]n
. (20)
Then, by (18) and (19), the proof is completed.
The following Lemma is a direct result of Lemma 2.1.
Lemma 2.2. For any positive integer m, n and t > 0, it holds that
E exp
{
1
n
m∑
j,k=1
∫ nt
0
∫ nt
0
γ(Bj(s)−Bk(r))dsdr
}
≤
(
E exp
{
m∑
j,k=1
∫ t
0
∫ t
0
γ(Bj(s)−Bk(r))dsdr
})n
. (21)
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The proof of Proposition 2.1: Step 1. We prove (15) in the case that µ is finite. Firstly, we prove the
lower bound of (15). When µ is finite, by Bochner’s representation, we have
E exp
{
1
2NtN
N∑
j,k=1
∫ tN
0
∫ tN
0
γ(Bj(s)−Bk(r))dsdr
}
= E exp
{
NtN
2
∫
Rd
∣∣∣∣∣ 1NtN
N∑
k=1
∫ tN
0
eiξ·Bk(s)ds
∣∣∣∣∣
2
µ(dξ)
}
. (22)
Let H be a subspace of complex-value Hilbert space L2(Rd, µ) satisfying f(−x) = f(x) and 〈f, h〉H :=∫
Rd
f(ξ)h(ξ)µ(dξ) for all f, h ∈ H. Then, by (22), ‖h‖2H ≥ 2〈f, h〉H − ‖f‖
2
H for all f, h ∈ H and Theorem
4.1.6 in [2], we have
lim inf
N→∞
1
NtN
logE exp
{
1
2NtN
N∑
j,k=1
∫ tN
0
∫ tN
0
γ(Bj(s)−Bk(r))dsdr
}
≥ sup
f∈H
{
lim inf
N→∞
1
tN
logE exp
{∫ tN
0
f∗(B(s))ds
}
−
1
2
‖f‖2H
}
, (23)
= sup
f∈H
sup
g∈Fd
{∫
Rd
f∗(x)g2(x)dx −
1
2
∫
Rd
|∇g(x)|2dx−
1
2
‖f‖2H
}
= sup
g∈Fd
sup
f∈H
{
〈f,F(g2)〉H −
1
2
‖f‖2H −
1
2
∫
Rd
|∇g(x)|2dx
}
= E(γ), (24)
where f∗(x) =
∫
Rd e
iξ·xf(−ξ)µ(dξ) and the last equality is due to ‖h‖2H = sup
f∈H
{2〈f, h〉H − ‖f‖
2
H}.
Secondly, we prove the upper bound of (15) when µ is finite. We first assume that tN/t is always an
integer for all positive integer N and fixed t > 0. By Lemma 2.2 and Bochner’s representation, it holds that
1
NtN
logE exp
{
1
2NtN
N∑
j,k=1
∫ tN
0
∫ tN
0
γ(Bj(s)−Bk(r))dsdr
}
≤
1
Nt
logE exp
{
Nt
2
∫
Rd
∣∣∣∣∣ 1N
N∑
k=1
1
t
∫ t
0
eiξ·Bk(s)ds
∣∣∣∣∣
2
µ(dξ)
}
. (25)
For all positive integer 1 ≤ k ≤ N , define Xk :=
1
t
∫ t
0
eiξ·Bk(s)ds and X
d
= Xk. Let {X,Xk}1≤k≤N be a
sequence of i.i.d H-valued random variables. Apparently, the X satisfies the exponential moment condition:
E exp {θ ‖X‖H} <∞ for all θ > 0. Let Crame´r function and its Legendre transform be
Λ(y) := logE exp {〈y,X〉H} ∀y ∈ H and Λ
∗(x) := sup
y∈H
{〈y, x〉H − Λ(y)} ∀x ∈ H,
respectively. By Donsker-Varadhan’s large deviation principle (LDP) in a separable Banach space (Theorem
5.3,[3]), the distributions
{
P
(
1
N
N∑
k=1
Xk ∈ ·
)}
N∈N
satisfy LDP in H with the rate function Λ∗(x). By
‖Xk‖
2
H ≤ µ(R
d) for all 1 ≤ k ≤ N and Varadhan integral Lemma (theorem 4.3.1,[4]), we have
lim
N→∞
1
N
logE exp
{
Nt
2
∫
Rd
∣∣∣∣∣ 1N
N∑
k=1
1
t
∫ t
0
eiξ·Bk(s)ds
∣∣∣∣∣
2
µ(dξ)
}
= sup
h∈H
{
t
2
‖h‖2H − Λ
∗(h)
}
. (26)
Here, we claim that for all t > 0, it holds that
sup
h∈H
{
t
2
‖h‖2H − Λ
∗(h)
}
= sup
‖h‖2H≤µ(R
d)
{
t
2
‖h‖2H − Λ
∗(h)
}
. (27)
In fact, the 1N
N∑
k=1
Xk satisfies lower bound of LDP in H. For the open set [‖ · ‖
2
H > µ(R
d)] of H, we have
lim inf
N→∞
1
N
logP
(∥∥∥∥∥ 1N
N∑
k=1
Xk
∥∥∥∥∥
2
H
> µ(Rd)
)
≥ − inf
‖h‖2H>µ(R
d)
Λ∗(h). (28)
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By (28) and the fact
∥∥∥ 1N N∑
k=1
Xk
∥∥∥2
H
≤ µ(Rd), we get Λ∗(h) = +∞ on the set {h ∈ H; ‖h‖2H > µ(R
d)}. Hence,
the quantity in (27) reaches the maximum on the set {h ∈ H; ‖h‖2H ≤ µ(R
d)}. We notice that, for all h ∈ H
and ‖h‖2H ≤ µ(R
d), the linearization of h can be rewritten as
‖h‖2H = sup
‖f‖2H≤µ(R
d)
{2〈f, h〉H − ‖f‖
2
H}, (29)
which is due to that the quantity in (29) attains the maximum when f = h. By (27), (29) and Legendre
transform, we get
sup
‖h‖2H≤µ(R
d)
{
t
2
‖h‖2H − Λ
∗(h)
}
= sup
‖h‖2H≤µ(R
d)
{
sup
‖f‖2H≤µ(R
d)
{
−
t
2
‖f‖2H + t〈f, h〉H
}
− Λ∗(h)
}
≤ sup
‖f‖2H≤µ(R
d)
{
−
t
2
‖f‖2H + Λ(tf)
}
. (30)
Let I(x) := 〈f, eiξ·x〉H for all f ∈ H, then I(x) is a bounded and continuous function about x on R
d. By
(25), (26) and (30), we only need to prove
lim sup
t→+∞
sup
‖f‖2H≤µ(R
d)
1
t
logE exp
{
−
t
2
‖f‖2H +
∫ t
0
I(B(s))ds
}
(31)
≤
1
2
sup
g∈Fd
{∫
Rd×Rd
γ(x− y)g2(x)g2(y)dxdy −
∫
Rd
|∇g(x)|2dx
}
.
Indeed, let C1 := sup
x∈Rd
‖f‖2
H
≤µ(Rd)
|I(x)| ≤ µ(Rd), then there exists positive constants C2, C3, C4 < +∞ such that
for all t > 1, it has
E exp
{∫ t
0
I(B(s))ds
}
≤ eC1E exp
{∫ t
1
I(B(s))ds
}
≤ eC1
(
E
[
1|B(1)|≤t2 exp
{∫ t
1
I(B(s))ds
}
1|B(t)|≤t2
]
+E
[
exp
{∫ t
1
I(B(s))ds
}
1|B(1)|>t2
]
+ E
[
exp
{∫ t
1
I(B(s))ds
}
1|B(t)|>t2
])
≤ C2e
C1t2d exp
{
(t− 1) sup
g∈Fd
{∫
Rd
I(x)g2(x)dx −
1
2
∫
Rd
|∇g(x)|2dx
}}
+ C3e
C1t−
t4
2 + C4e
C1t−
t3
2 , (32)
which has been proved in page 101-102 of [2]. Now we use the semigroup inequality (32), then
sup
‖f‖2H≤µ(R
d)
E exp
{
−
t
2
‖f‖2H +
∫ t
0
I(B(s))ds
}
≤ C2e
C1t2d exp
{
(t− 1) sup
g∈Fd
{
sup
f∈H
{
−
1
2
‖f‖2H +
〈
f(ξ),
∫
Rd
eiξ·xg2(x)dx
〉
H
}
−
1
2
∫
Rd
|∇g(x)|2dx
}}
+C3e
C1t−
t4
2 + C4e
C1t−
t3
2
= C2e
C1t2d exp
{
(t− 1)
2
sup
g∈Fd
{∫
Rd×Rd
γ(x− y)g2(x)g2(y)dxdy −
∫
Rd
|∇g(x)|2dx
}}
+ C3e
C1t−
t4
2
+C4e
C1t−
t3
2 . (33)
Then, by (33) and the inequality log(a+ b+ c) ≤ log 3 + max{log a, log b, log c} for all a, b, c > 0, we have
lim sup
t→+∞
sup
‖f‖2H≤µ(R
d)
1
t
logE exp
{
−
t
2
‖f‖2H +
∫ t
0
I(B(s))ds
}
≤ lim sup
t→+∞
max
{
1
2
sup
g∈Fd
{∫
Rd×Rd
γ(x− y)g2(x)g2(y)dxdy −
∫
Rd
|∇g(x)|2dx
}
+
log(C2e
C1t2d)
t
,
C1 −
t3
2
+
logC3
t
, C1 −
t2
2
+
logC4
t
}
= E(γ). (34)
6
We prove the result for the general tN/t. For any parameters p, q > 0 and p+ q = 1, by Jensen’s inequality,
triangle inequality, (25) and (34), we have
lim sup
N→∞
1
NtN
logE exp
{
1
2NtN
N∑
j,k=1
∫ tN
0
∫ tN
0
γ(Bj(s)− Bk(r))dsdr
}
≤ lim sup
p→1
lim sup
t→+∞
lim sup
N→∞
1
N⌊ tNt ⌋t
logE exp
{
1
2pN⌊ tNt ⌋t
∫
Rd
∣∣∣∣∣
N∑
k=1
∫ ⌊ tN
t
⌋t
0
eiξ·Bk(s)ds
∣∣∣∣∣
2
µ(dξ) +
Ntµ(Rd)
2qtN
}
= lim
p→1
1
2
sup
g∈Fd
{∫
Rd×Rd
1
p
γ(x− y)g2(x)g2(y)dxdy −
∫
Rd
|∇g(x)|2dx
}
= E(γ). (35)
Step 2. We prove that the variation E(γ) is finite when µ(dξ) is infinite. For all t > 0, let
a(t) := logE exp
{
1
2t
∫ t
0
∫ t
0
γ(B(s)−B(r))dsdr
}
,
which is well defined because of the exponential integrability (12). By Lemma 2.1, we can obtain the
subadditivity of a(t), the definition of which is referred in [2]. By the subadditivity and Lemma 1.3.4 in [2],
the following limit exists
Λ := lim
t→+∞
1
t
logE exp
{
1
2t
∫ t
0
∫ t
0
γ(B(s)−B(r))dsdr
}
< +∞. (36)
We will use the same linearized method as the proof of lower bound in Step 1 and the µε, γε in (11). For
all ε > 0, let the Hilbert space Hε with µε, similarly to H in Step 1, and f
∗
ε (x) :=
∫
Rd
eiξ·xf(−ξ)µε(dξ), we
have
lim inf
t→+∞
1
t
logE exp
{
1
2t
∫ t
0
∫ t
0
γε(B(s)−B(r))dsdr
}
≥ sup
f∈Hε
{
lim inf
t→+∞
1
t
logE exp
{∫ t
0
f∗ε (B(s))ds
}
−
1
2
‖f‖2Hε
}
≥
1
2
sup
g∈Fd
{∫
Rd×Rd
γε(x − y)g
2(x)g2(y)dxdy −
∫
Rd
|∇g(x)|2dx
}
. (37)
For all ε > 0, by Taylor expansion and Bochner’s representation, we can get the inequality
E exp
{
1
2t
∫ t
0
∫ t
0
γε(B(s)−B(r))dsdr
}
≤ E exp
{
1
2t
∫ t
0
∫ t
0
γ(B(s)−B(r))dsdr
}
. (38)
Then, by (36)-(38) and monotone convergence theorem, we have
E(γ) =
1
2
sup
g∈Fd
{∫
Rd×Rd
γ(x− y)g2(x)g2(y)dxdy −
∫
Rd
|∇g(x)|2dx
}
=
1
2
sup
ε>0
sup
g∈Fd
{∫
Rd×Rd
γε(x− y)g
2(x)g2(y)dxdy −
∫
Rd
|∇g(x)|2dx
}
≤ Λ < +∞.
Step 3. We complete the proof of the limit (15) when µ is infinite. For all ε > 0, by Taylor expansion
and Bochner’s representation, we can get the inequality
E exp
{
1
2NtN
N∑
j,k=1
∫ tN
0
∫ tN
0
γε(Bj(s)−Bk(r))dsdr
}
≤ E exp
{
1
2NtN
N∑
j,k=1
∫ tN
0
∫ tN
0
γ(Bj(s)−Bk(r))dsdr
}
. (39)
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Then, by (24) and (39), we get the lower bound as the followings
lim inf
N→∞
1
NtN
logE exp
{
1
2NtN
N∑
j,k=1
∫ tN
0
∫ tN
0
γ(Bj(s)−Bk(r))dsdr
}
≥ sup
ε>0
sup
g∈Fd
{∫
Rd×Rd
γε(x − y)g
2(x)g2(y)dxdy −
1
2
∫
Rd
|∇g(x)|2dx
}
= E(γ).
For the upper bound, we make the decomposition γ = γ − γε + γε := γε + γε, where γε = F(µε) in S
′(Rd)
and µε(dξ) := (1 − exp
{
− 12ε|ξ|
2
}
)µ(dξ). For any parameters p, q > 0 and 1p +
1
q = 1, by Ho¨lder inequality,
we have
E exp
{
1
2NtN
N∑
j,k=1
∫ tN
0
∫ tN
0
γ(Bj(s)−Bk(r))dsdr
}
≤
(
E exp
{
p
2NtN
N∑
j,k=1
∫ tN
0
∫ tN
0
γε(Bj(s)−Bk(r))dsdr
}) 1
p
(40)
·
(
E exp
{
q
2NtN
N∑
j,k=1
∫ tN
0
∫ tN
0
γε(Bj(s)−Bk(r))dsdr
}) 1
q
. (41)
For the error (41), for any q > 0, it suffices to prove
lim sup
ε→0
lim sup
N→∞
1
NtN
logE exp
{
q
2NtN
N∑
j,k=1
∫ tN
0
∫ tN
0
γε(Bj(s)−Bk(r))dsdr
}
≤ 0. (42)
Moreover, by Lemma 2.2 and the similar computations to (35), we only need to prove
lim sup
ε→0
lim sup
N→∞
1
N
logE exp
{
q
2N
N∑
j,k=1
∫ 1
0
∫ 1
0
γε(Bj(s)−Bk(r))dsdr
}
≤ 0. (43)
In fact, by the approximation in (11), the similar computations to (17) and Jensen’s inequality, we have
E exp
{
qN
2
∫
Rd
∣∣∣∣∣∣
1
N
N∑
j=1
∫ 1
0
eiξ·Bj(s)ds
∣∣∣∣∣∣
2
µε(dξ)
}
≤
(
E exp
{
q
2
∫
Rd
∣∣∣∣
∫ 1
0
eiξ·B(s)ds
∣∣∣∣
2
µε(dξ)
})N
. (44)
By (44), Taylor expansion and Fatou’s Lemma, we find that (43) comes from the following fact
lim sup
ε→0
E exp
{
q
2
∫
Rd
∣∣∣∣
∫ 1
0
eiξ·B(s)ds
∣∣∣∣
2
µε(dξ)
}
≤ 1.
At last, by (35) and (40)-(42), we have
lim sup
N→∞
1
NtN
logE exp
{
1
2NtN
N∑
j,k=1
∫ tN
0
∫ tN
0
γ(Bj(s)−Bk(r))dsdr
}
≤ lim sup
p→1
lim sup
ε→0
lim sup
N→∞
1
pNtN
logE exp
{
p
2NtN
N∑
j,k=1
∫ tN
0
∫ tN
0
γε(Bj(s)− Bk(r))dsdr
}
≤ lim
p→1
1
2p
sup
g∈Fd

p
∫
Rd
∣∣∣∣∣
∫
Rd
eiξ·xg2(x)dx
∣∣∣∣∣
2
µ(dξ)−
∫
Rd
|∇g(x)|2dx

 = E(γ).
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3 An asymptotic result for asymptotically logarithmic function
To prove Theorem 1.1, we may first consider the case of “asymptotically logarithmic” function, i.e. the
function satisfying the following assumption, and prove a general result by Proposition 2.1.
(H) The γ is point-wise defined in Rd\{0} and bounded outside every neighborhood of 0, and there exists
some constant C > 0 such that
γ(x) ∼ C log
1
|x|
(x→ 0). (45)
Proposition 3.1. Assume the condition (H), then for all t > 0, it holds that
lim
N→∞
1
NσN
logE exp
{
1
2
N∑
j,k=1
∫ t
0
∫ t
0
γ(Bj(s)−Bk(r))drds
}
=
t
2
. (46)
Here, σN is a function about positive integer N , which satisfies σN > e and σ
−1
N log σN =
2
NCt when N is
enough large.
Remark 3.1. Proposition 3.1 also includes the precise high moment asymptotic results for the PAM with
massive free field and Bessel field. In fact, their covariances satisfy the condition (H), because their covari-
ances are Bessel potential Gs(x) on R
d which approximates to the logarithmic potential Cd log
1
|x| at 0 with
Cd > 0 when s = d, by [18]. For the detailed definition of the two fields, see e.g. [17, 21, 23].
The proof of Proposition 3.1: We will use the truncated power function φl(|x|) := (1 − |x|)
l
+ with
l > 0, which is positive definite on Rd when l ≥ ⌊d2⌋ + 1 by [26]. For any two parameters δ,M > 0, let
γδ(x) := φl(|
x
δ |) and γM (x) := φl(|
x
M |). By the condition (H), for any ε > 0, there exists a δ > 0 such that
for all |x| < δ, it has
(1− ε)C log
1
|x|
≤ γ(x) ≤ (1 + ε)C log
1
|x|
. (47)
To simplify notation, we let C = 1 in (47) and (fg)(x) := f(x)g(x) for all f, g on Rd.
First, we prove the upper bound. Let tN = σN t. For any parameters p, q > 0 and
1
p+
1
q = 1, by Brownian
scaling, γ = γγδ + γ(1− γδ) and Ho¨lder inequality , we have
E exp
{
1
2
N∑
j,k=1
∫ t
0
∫ t
0
γ(Bj(s)−Bk(r))dsdr
}
≤
[
E exp
{
p
2σ2N
N∑
j,k=1
∫ tN
0
∫ tN
0
(γγδ)(σ
− 12
N (Bj(s)−Bk(r)))dsdr
}] 1
p
(48)
·
[
E exp
{
q
2σ2N
N∑
j,k=1
∫ tN
0
∫ tN
0
(γ(1− γδ))(σ
− 12
N (Bj(s)−Bk(r)))dsdr
}] 1
q
. (49)
For the main term (48), by (47) and 0 ≤ γδ ≤ 1, we have
E exp
{
p
2σ2N
N∑
j,k=1
∫ tN
0
∫ tN
0
(γγδ)(σ
− 12
N (Bj(s)−Bk(r)))dsdr
}
≤ E exp
{
(1 + ε)p
2σ2N
N∑
j,k=1
∫ tN
0
∫ tN
0
log+
1
|(Bj(s)−Bk(r))|
dsdr +
(1 + ε)pt2N2 log σ
1
2
N
2
}
. (50)
Let σN > e and
tN log σ
1
2
N
σN
= 1 when N is enough large, then σN exists and satisfies
1
σN
= o( 1N ) as N → ∞.
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Then, by (50), we have
lim sup
N→∞
1
pNtN
logE exp
{
p
2σ2N
N∑
j,k=1
∫ tN
0
∫ tN
0
(γγδ)(σ
− 12
N (Bj(s)−Bk(r)))dsdr
}
≤ lim sup
N→∞
1
pNtN
logE exp
{
(1 + ε)p
2σ2N
N∑
j,k=1
∫ tN
0
∫ tN
0
log+
1
|(Bj(s)−Bk(r))|
dsdr
}
+
(1 + ε)
2
. (51)
We claim that for all p > 0, it holds that
lim sup
N→∞
1
pNtN
logE exp
{
(1 + ε)p
2σ2N
N∑
j,k=1
∫ tN
0
∫ tN
0
log+
1
|(Bj(s)−Bk(r))|
dsdr
}
≤ 0. (52)
Indeed, to use Proposition 2.1, we only need to find a positive definite function satisfying the Dalang’s
condition instead of log+
1
|x| in (52), because the exact kernel log+
1
|x| is positive definite if and only if d ≤ 3
in [24]. We may notice that there is some α ∈ (0, 1) and C > 0 such that
log+
1
|x|
≤ |x|−α + C. (53)
Furthermore, for all ε1 > 0, it holds that
1
σ2
N
= 2log σN
1
NtN
≤ ε1NtN when N is enough large. By (53) and
Proposition 2.1, we have
lim sup
N→∞
1
pNtN
logE exp
{
(1 + ε)p
2σ2N
N∑
j,k=1
∫ tN
0
∫ tN
0
log+
1
|(Bj(s)−Bk(r))|
dsdr
}
≤ lim sup
ε1→0
lim sup
N→∞
1
pNtN
logE exp
{
(1 + ε)ε1p
2NtN
N∑
j,k=1
∫ tN
0
∫ tN
0
(|Bj(s)−Bk(r)|
−α
+ C)dsdr
}
≤ lim sup
ε1→0
1
2p
sup
g∈Fd
{
(1 + ε)ε1p
∫
Rd×Rd
(|x− y|−α + C)g2(x)g2(y)dxdy −
∫
Rd
|∇g(x)|2dx
}
= 0.
For the error term (49), we only need to show that for all q > 0, it holds that
lim sup
N→∞
1
qNtN
logE exp
{
q
2σ2N
N∑
j,k=1
∫ tN
0
∫ tN
0
(|γ| (1 − γδ))(σ
− 12
N (Bj(s)−Bk(r)))dsdr
}
≤ 0. (54)
Indeed, for any ε2 > 0, there exists a δ1 ∈ (0, δ) such that 1− γδ(x) ≤ ε2 when |x| < δ1. Since γ is bounded
outside every neighborhood of 0, we can define C := sup
|x|≥δ1
|γ| < +∞. By (47), we have
|γ|(1− γδ) ≤ (1 + ε)ε2 log
1
|x|
1|x|≤δ1 + C. (55)
By (55) and the similar computations to (50), we obtain
E exp
{
q
2σ2N
N∑
j,k=1
∫ tN
0
∫ tN
0
(|γ| (1− γδ))(σ
− 12
N (Bj(s)−Bk(r)))dsdr
}
≤ E exp
{
q(1 + ε)ε2
2σ2N
N∑
j,k=1
∫ tN
0
∫ tN
0
log+
1
|Bj(s)−Bk(r)|
dsdr +
1
2
q(1 + ε)ε2t
2N2 log σ
1
2
N +
1
2
Cqt2N2
}
. (56)
Moreover, by the same computations as (50)-(52) and (56), we have
lim sup
N→∞
1
qNtN
logE exp
{
q
2σ2N
N∑
j,k=1
∫ tN
0
∫ tN
0
(|γ| (1− γδ))(σ
− 12
N (Bj(s)−Bk(r)))dsdr
}
≤ lim sup
ε2→0
(1 + ε)ε2
2
= 0.
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Then, by (48), (49), (51), (52) and (54), we get the upper bound
lim sup
N→∞
1
NtN
logE exp
{
1
2
N∑
j,k=1
∫ t
0
∫ t
0
γ(Bj(s)−Bk(r))dsdr
}
≤ lim sup
ε→0
(1 + ε)
2
=
1
2
.
Second, we prove the lower bound. For any parameter p > 1, by the reverse Ho¨lder inequality, we have
E exp
{
1
2
N∑
j,k=1
∫ t
0
∫ t
0
γ(Bj(s)−Bk(r))dsdr
}
≥
[
E exp
{
p
2σ2N
N∑
j,k=1
∫ tN
0
∫ tN
0
(γγδ)(σ
− 12
N (Bj(s)−Bk(r)))dsdr
}] 1
p
(57)
·
[
E exp
{
−1
2(p− 1)σ2N
N∑
j,k=1
∫ tN
0
∫ tN
0
(γ(1 − γδ))(σ
− 12
N (Bj(s)−Bk(r)))dsdr
}](1−p)
. (58)
For any M > 1, there exists a N0 > 0 such that for all N > N0, it has M ≤ δσ
1
2
N . When N > N0, by (47)
and 0 ≤ γM ≤ 1, we get the following evaluation for (57)
E exp
{
p
2σ2N
N∑
j,k=1
∫ tN
0
∫ tN
0
(γγδ)(σ
− 12
N (Bj(s)−Bk(r)))dsdr
}
≥ E exp
{
(1− ε)p
2σ2N
log σ
1
2
N
N∑
j,k=1
∫ tN
0
∫ tN
0
γM (Bj(s)−Bk(r))dsdr
+
(1− ε)p
2σ2N
N∑
j,k=1
∫ tN
0
∫ tN
0
log
1
|(Bj(s)−Bk(r))|
γM (Bj(s)−Bk(r))dsdr
}
≥ E exp
{
(1− ε)p
2σ2N
log σ
1
2
N
N∑
j,k=1
∫ tN
0
∫ tN
0
γM (Bj(s)−Bk(r))dsdr − p logM
t2N2
2
}
. (59)
Moreover, by (59), Proposition 2.1 and
log σ
1
2
N
σ2
N
= 1NtN (i.e.
t2N
tN
= 2log σN ) when N is enough large, we have
lim inf
N→∞
1
pNtN
logE exp
{
p
2σ2N
N∑
j,k=1
∫ tN
0
∫ tN
0
(γγδ)(σ
− 12
N (Bj(s)−Bk(r)))dsdr
}
≥ lim inf
N→∞
1
pNtN
logE exp
{
(1− ε)p
2NtN
N∑
j,k=1
∫ tN
0
∫ tN
0
γM (Bj(s)−Bk(r))dsdr
}
≥
1
2p
sup
M>1
sup
g∈Fd
{
(1− ε)p
∫
Rd×Rd
γM (x− y)g
2(x)g2(y)dxdy −
∫
Rd
|∇g(x)|2dx
}
=
1− ε
2
. (60)
Here, the last step is due to γM ↑ 1 as M → +∞. For the error term (58), we only need to show that for all
p > 1, it holds that
lim inf
N→∞
−(p− 1)
NtN
logE exp
{
−1
2(p− 1)σ2N
N∑
j,k=1
∫ tN
0
∫ tN
0
(γ(1− γδ))(σ
− 12
N (Bj(s)−Bk(r)))dsdr
}
≥ 0. (61)
Indeed, for all p > 1, by (54), we have
lim sup
N→∞
(p− 1)
NtN
logE exp
{
−1
2(p− 1)σ2N
N∑
j,k=1
∫ tN
0
∫ tN
0
(γ(1− γδ))(σ
− 12
N (Bj(s)−Bk(r)))dsdr
}
≤ lim sup
N→∞
(p− 1)
NtN
logE exp
{
1
2(p− 1)σ2N
N∑
j,k=1
∫ tN
0
∫ tN
0
(|γ| (1− γδ))(σ
− 12
N (Bj(s)−Bk(r)))dsdr
}
= 0.
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At last, by (57), (58), (60) and (61), we get the lower bound
lim inf
N→∞
1
NtN
logE exp
{
1
2
N∑
j,k=1
∫ t
0
∫ t
0
γ(Bj(s)−Bk(r))dsdr
}
≥ lim inf
ε→0
(1− ε)
2
=
1
2
.
4 The proof of Theorem 1.1
Because the kernel k(x, y) may be non-stationary, we need to find a function satisfying the condition (H)
instead of the k(x, y) in the moment representation (7). By (3), there exists a constant C > 0 such that
log+
1
|x−y| − C ≤ k(x, y) ≤ log+
1
|x−y| + C on R
d × Rd. Furthermore, by (4) and 1NλN = o(
1
N2 ) as N → ∞
in Remark 1.1, we notice that when N →∞, it has
1
NλN
logEuN(t, x) ∼
t
NσN
logE exp
{
1
2
N∑
j,k=1
∫ t
0
∫ t
0
log+
1
|Bj(s)−Bk(r)|
drds
}
. (62)
In fact, to simplify the notation, we use the λN instead of the σN in Proposition 3.1. By
log λN
λN
= 2N and
log σN
σN
= 2Nt and λN , σN < N
2 when N is enough large, we have lim
N→∞
σN
λN
= lim
N→∞
t log(Nt/2 log σN )
log(N/2 log λN )
= t. By
(62), Theorem 1.1 is a direct result of Proposition 3.1.
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