A computable version of the Daniell–Stone theorem on integration and linear functionals  by Wu, Yongcheng & Weihrauch, Klaus
Theoretical Computer Science 359 (2006) 28–42
www.elsevier.com/locate/tcs
A computable version of the Daniell–Stone theorem on integration
and linear functionals
Yongcheng Wua,∗,1, Klaus Weihrauchb
aMathematics Department, Nanjing University of Information Science and Technology, 210044 Nanjing, China
bFernuniversität, 58084 Hagen, Germany
Received 5 September 2004; received in revised form 18 March 2005; accepted 17 January 2006
Communicated by F. Cucker
Abstract
For everymeasure, the integral I : f → ∫ f d is a linear functional on the set of realmeasurable functions.By theDaniell–Stone
theorem, for every abstract integral  : F → R on a stone vector lattice F of real functions f :  → R there is a measure  such
that
∫
f d= (f ) for all f ∈ F . In this paper we prove a computable version of this theorem.
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1. Introduction
Computable Analysis is a branch of computability theory studying those functions on the real numbers and related
sets which can be computed by machines such as digital computers. In particular, it supplies an algorithmic foundation
of numerical computation. There are several mathematical approaches for studying aspects of effectivity in analysis,
which, however, are not equivalent. This article is based on (Type 2 theory of effectivity) TTE, the representation
approach [16] (for a comparison with other approaches see [16, Chapter 9]).
Despite considerable progress in recent years, Computable Analysis is still at the beginning of its development. In
particular, not much is known about computability in Measure Theory. Measure and integration have been studied to
some extent in Bishop-style Constructive Analysis, for example, by Bishop, Bridges, Cheng and Spitters [3,5,4,14]. It
is well-known that many concepts in Constructive Analysis and Computable Analysis are very closely related and that
these theories have many fundamental ideas in common. Till now, however, this relation has not yet been expressed
formally in such away that a result in one of the theories can be considered as a corollary of a result in the other one.Work-
ing in the “Russian approach” to Computable Analysis where (Markov) programs encode computable real numbers,
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real functions or sets of real numbers, Šanin [12] introduces computable measurable sets of real numbers as limits of
fast converging sequences of simple sets w.r.t. the pseudometric d(A,B) := (AB) (where AB is the symmetric
difference). Ko [9] applies this idea to deﬁne polynomial time approximable sets and functions and studies their
behaviour under some operations. Edalat applies (Scott) Domain Theory for studying computability in Analysis. In
[7] he investigates dynamical systems, measures and fractals. Computability on probability measures and on random
variables has been studied in the framework of TTE by Müller and Weihrauch [10,15].
There are two ways to introduce measure and integration: ﬁrst measure and then integration or vice versa. As a
fundamental result, these two ways are essentially equivalent (Daniell–Stone theorem [1], for a constructive version
see [4], also of this type is Riesz representation theorem [11]). In this article we prove a computable version of the
Daniell–Stone theorem. Our proof has some ideas in common with the proof in Constructive Analysis, but seemingly
it cannot be derived from the latter.
In Section 2 we summarize very shortly some notations, deﬁnitions and facts from Measure Theory and Computable
Analysis, in Section 3 we introduce computable measure spaces and in Section 4 computability on the integrable
functions. Finally, in Section 5 we formulate our computable version of the Daniell–Stone theorem and prove it. A
similar theorem with revised proof will be given in the Ph.D. dissertation by the ﬁrst author [17].
2. Mathematical preliminaries
In this section we summarize some notations, deﬁnitions and facts from Measure Theory and ComputableAnalysis.
As references to Measure Theory we use the books [1,2,6]. A ring in a set  is a set R of subsets of  such that
∅ ∈ R and A ∪ B ∈ R and A\B ∈ R if A,B ∈ R. A -algebra in  is a set A of subsets of  such that  ∈ A,
\A ∈ A if A ∈ A and⋃∞i=1 Ai ∈ A, if A1, A2, . . . ∈ A. For any system E of subsets of  let A(E) be the smallest
-algebra in  containing E . A premeasure on a ring R is a function  : R → R = R∪ {−∞,∞} such that (∅) = 0,
(A)0 for A ∈ R and

( ∞⋃
i=1
An
)
=
∞∑
i=1
(An)
if A1, A2, . . . ∈ A are pairwise disjoint and ⋃∞i=1 An ∈ A. A premeasure  on a -algebra A is called a measure. In
this case, (,A, ) is called a measure space. A premeasure  on a ring R is called -ﬁnite, if there is a sequence
A1 ⊆ A2 ⊆ A3 ⊆ · · · in R such that A1 ∪ A2 ∪ · · · =  and (Ai) < ∞ for all i ∈ N.
Theorem 1 (Bauer [1]). Every -ﬁnite premeasure  on a ring R in  has a unique extension to a measure on A(R).
Let (,A, ) be a measure space. A function f :  → R is called measurable, if {x | f (x) > a} ∈ A for all a ∈ R.
The following condition is equivalent:
(∀a ∈ D) {x | f (x) > a} ∈ A for some set D dense in R. (2.1)
As usualwewill abbreviate {f > a} := {x ∈  | f (x) > a}.A functionf :  → R is simple, if there are non-negative
real numbers a1, . . . , an and pairwise disjoint sets A1, . . . , An ∈ A of ﬁnite measure such that f (x) = ∑ni=1 aiAi ,
where A is the characteristic function of A. For a simple function the integral is deﬁned by∫
n∑
i=1
aiAi :=
n∑
i=1
ai(Ai). (2.2)
For functions u, u0, u1, . . . :  → R, ui ↗ u means: For all x ∈ , u0(x)u1(x) · · · and supi ui(x) = u(x). For
a non-negative measurable real function f :  → R and b ∈ R, ∫ f d = b, iff there is some sequence (ui)i∈N of
simple functions such that [1]
ui ↗ f and sup
i
∫
ui d = b. (2.3)
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In particular,
∫
f d does not exist (in R), if the sequence (∫ ui d)i is unbounded. For an arbitrary real function
f :  → R let f+ := sup(0, f ) (the positive part of f) and f− := sup(0,−f ) (the negative part of f). By deﬁnition, a
measurable function f is integrable, if ∫ f+ d and ∫ f− d exist, and its integral is deﬁned by
∫
f d :=
∫
f+ d−
∫
f− d. (2.4)
For the following concepts from computable analysis see [16]. The set of natural numbers is denoted by N :=
{0, 1, 2, . . .}. A partial function from X to Y is denoted by f : ⊆ X → Y . Let  be a sufﬁciently large ﬁnite alphabet
such that {0, 1} ⊆ . The set of ﬁnite words over is denoted by∗, the set of inﬁnite sequences by. Computability
of functions on ∗ and  is deﬁned by Turing machines which can read and write ﬁnite and inﬁnite sequences,
respectively. Standard pairing functions on ∗ are denoted by 〈 ; 〉. For w ∈ ∗ let w : ⊆ ∗ → ∗ be the word
function computed by the Turing machine with canonical code w ∈ ∗. Like the “effective Gödel numbering” 	 :
N → P (1) of the partial recursive functions the notation  satisﬁes the utm-theorem and the smn-theorem.
Computability on other sets is introduced by using ﬁnite or inﬁnite sequences of symbols as “names”. For the
natural numbers let 
N : ⊆ ∗ → N be the notation by binary numbers and let bni be the binary name of i ∈ N.
Let 
Q : ⊆ ∗ → Q be some standard notation of the rational numbers. For the real numbers we use the standard
Cauchy representation  : ⊆  → R, where (p) = x, iff p encodes a sequence (ai)i of rational numbers such
that |ai − x|2−i . For naming systems i : ⊆ Yi → Mi , Yi ⊆ {∗,} for i = 1, 2, a function f : ⊆ M1 → M2
is (1, 2)-computable, iff there is a computable function h : ⊆ Y1 → Y2 such that 2 ◦ h(p) = f (1(p)) for all
p ∈ dom(f 1) (the generalization to multi-variate functions is straightforward).
In this article we will consider computability on factorizations of several pseudometric spaces [8]. We generalize
the deﬁnition of a computable metric space with Cauchy representation from [16] straightforwardly as follows: A
computable pseudometric space is a quadruple M = (M, d,A, ) such that (M, d) is a pseudometric space, A ⊆ M
is dense and  : ⊆ ∗ → A is a notation of A such that dom() is recursive and the restriction of the pseudometric d to
A is (, , )-computable. In our applications, M is a linear space and the pseudometric is derived from a seminorm
‖.‖, d(x, y) = ‖x −y‖. In [16], dom() is assumed to be only r.e.. Notice that for every notation with r.e. domain there
is an equivalent one [16, Deﬁnition 2.3.2] with recursive domain.
The factorization (M, d) of the pseudometric space (M, d) is a metric space deﬁned canonically as follows: x :=
{y ∈ M | d(x, y) = 0}, M := {x | x ∈ M}, d(x, y) := d(x, y). We deﬁne the Cauchy representation M of the
factorization of a computable pseudometric space as follows: M(p) = x, if p ∈  encodes a sequence (ai)i (of
-names) of elements of A such that d(ai, x)2−i for all i. If M is a linear space with seminorm ‖.‖, by ax := ax
and x + y := x + y the factor space becomes a linear space with norm ‖x‖ := ‖x‖. In this case, d(x, y) = ‖x − y‖.
3. Computable measure spaces
In this section let (,A, ) be a measure space. For any E ⊆ A let E f := {A ∈ E | (A) < ∞} be the set of elements
of A of ﬁnite measure. In computable measure theory we want to identify two sets A,B ∈ A, if their symmetric
difference AB := (A\B) ∪ (B\A) has measure 0 and distinguish them otherwise. Since AB ⊆ AC ∪ CB, on
the set Af the mapping d : (A,B) → (AB) is a pseudometric. The following well-known result is fundamental for
introducing effectivity on measure spaces.
Lemma 2. Let R be a ring such that A(R) = A and  is a -ﬁnite premeasure on R. Then (Af , d), d : (A,B) →
(AB), is a complete pseudometric space with Rf as a dense subset.
For including sets with inﬁnite measure we can, for example, consider the mapping d∞ : (A,B) → (AB)/
(1 + (AB)) which is a pseudometric on A (deﬁne ∞/(1 + ∞) = 1). Its restriction to Af is equivalent to d. For
introducing computability on a pseudometric space we need a countable dense subset [16,13]. Unfortunately, there are
important measure spaces such that the pseudometric space (A, d∞) is not separable.
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Example 3. Consider the measure space (R,B, ) where B is the set of Borel subsets of the real numbers and  is
the Lebesgue–Borel measure. Let (Ei)i∈N be any countable sequence in B. Deﬁne B := ⋃i (i; i + 1)\Ei . Then for
all i, (BEi)1 and hence d∞(B,Ei) 12 . Therefore, the set of all Ei cannot be dense. Since this is true for every
sequence (Ei)i∈N, the pseudometric space (B, d∞) is not separable.
We will consider measures which are completions of -ﬁnite premeasures on countable rings consisting of sets with
ﬁnite measure. We assume that the operations on the ring and the premeasure are computable.
Deﬁnition 4. A computable measure space is a quintuple M = (,A, ,R, ) such that
(1) A is a -algebra in  and  is a measure on it,
(2) R is a countable ring such that A = A(R),
(3) (A) < ∞ for all A ∈ R,
(4) the restriction of  to R is -ﬁnite,
(5)  : ⊆ ∗ → R is a notation of R with recursive domain,
(6) (A,B) → A ∪ B and (A,B) → A\B are (, , )-computable,
(7)  is (, )-computable on R.
By (4),  = ⋃R. If⋃R is a proper subset of , then for obtaining a -ﬁnite measure, either restrict  to⋃R or
add the set \⋃R to R and deﬁne (\⋃R) = 0.
Theorem 5. Let (,A, ,R, ) be a computable measure space. Then the quadruple (Af , d,R, ) is a computable
complete pseudometric space, where Af = {A ∈ A | (A) < ∞} and d(A,B) = (AB).
Proof. By Lemma 2, (Af , d) is a complete pseudometric space with R as a dense subset. By Deﬁnition 4(5)–(7) the
notation  has recursive domain and the distance d is (, , )-computable. 
Computability on the computable measure space of the sets of ﬁnite measure can be deﬁned via the Cauchy repre-
sentation of the joined pseudometric space.
Example 6 (Lebesgue–Borel measure on R). Let  = R, let D ⊆ R be dense in R and let 
D : ⊆ ∗ → D be a
notation such that dom(
D) is recursive and 
. Let I˜D be the set of all intervals [a; b) ⊆ R such that a, b ∈ D
and a < b. Let RD be the set of all ﬁnite unions of intervals from I˜D and let D be some notation of RD canonically
derived from 
D . Then B := A(RD) is the set of Borel-subsets of R. The Lebesgue–Borel measure  on B is deﬁned
uniquely by setting ([a; b)) := b−a for all a, b ∈ D, a < b [1].MD := (R,B, ,RD, D) is a computable measure
space.
4. Computability on the integrable functions
In this section we assume that M = (,A, ,R, ) is a computable measure space. We introduce a computable
pseudometric space for the integrable functions. On the set L() of -integrable functions f :  → R a seminorm and
a pseudometric are deﬁned by
‖f ‖ :=
∫
|f | d, d(f, g) := ‖f − g‖ (4.1)
(see [1]). For introducing computability on L() we consider a countable dense set.
Deﬁnition 7. (1) A function u :  → R is a rational step function, iff there are rational numbers a1, . . . , an and
pairwise disjoint sets A1, . . . , An ∈ R such that u = ∑ni=1 ai · Ai .
(2) Let ˆ : ⊆ ∗ → RSF be a canonical notation of the set RSF of rational step functions derived from the notation
 such that dom(ˆ) is recursive.
32 Y. Wu, K. Weihrauch / Theoretical Computer Science 359 (2006) 28–42
In contrast to a simple function (see Section 2), for a rational step function f = ∑ni=1 ai · Ai the sets Ai must
be in R and the coefﬁcients must be rational, but may be negative. For a rational step function u = ∑ni=1 ai · Ai ,∫
u d = ∑ni=1 ai · (Ai) and ‖u‖ = ∑ni=1 |ai | · (Ai).
Lemma 8. For rational step functions u, v and a ∈ Q the functions
(1) (a, u) → a · u, (u, v) → u + v, u → |u|, u → inf(u, 1), u → ∫ u d,
(2) (u, v) → sup(u, v), (u, v) → inf(u, v), u → u+, u → u−, (u, a) → inf(u, a), u → ‖u‖
are computable w.r.t. the notations ˆ, 
Q and .
The proof is straightforward, and we omit it. In Deﬁnition 7(1) the condition “A1, . . . , An are pairwise disjoint” is
not restrictive.
Lemma 9. Let  be a canonical notation of the set RSF derived from writing u ∈ RSF in the form u = ∑ni=1 ai · Ai
such that ai ∈ Q and Ai ∈ R (but the Ai are not necessarily disjoint). Then  ≡ ˆ.
Proof. “”: From the sets Ai by determining intersections and differences a ﬁnite set B1, . . . , Bm of pairwise disjoint
sets can be computed such that each Ai is a ﬁnite union of Bj ’s. Then coefﬁcients bj ∈ Q can be computed such that∑n
i=1 ai · Ai =
∑m
j=1 bj · Bj . This procedure is computable w.r.t the representations ˆ, , , 
Q and 
N.
“”: Obvious. 
Theorem 10. (L(), d,RSF, ˆ) is a computable complete pseudometric space.
Proof. By Theorem 15.5 in [1], (L(), d) is complete.
Consider f ∈ L() and ε > 0. Then ∫ f d = ∫ f+ d − ∫ f− d. By (2.3) there is a simple function uf+
such that 0
∫
f+ d −
∫
u d < ε/4, hence d(f+, u) =
∫ |f+ − u| d = ∫ f+ d − ∫ u d < ε/4. Since Q is
dense in R and R is dense in Af by Theorem 5, there is a rational step function v such that d(u, v) < ε/4. We obtain
d(f+, v)d(f+, u)+d(u, v)ε/2. Correspondingly, there is a rational step functionw such that d(f−, w)ε/2.
We obtain d(f, v − w) = ‖f+ − f− − (v − w)‖‖f+ − v‖ + ‖f− − w‖ < ε. Therefore, v − w is a rational step
function which is ε-close to f.
On RSF the distance d is (ˆ, ˆ, )-computable. This follows from Lemma 8. 
5. The computable Daniell–Stone theorem
For two real-valued functions let (f ∧ g)(x) := inf(f (x), g(x)). A Stone vector lattice of real functions is a vector
space F of functions f :  → R such that the functions x → |f (x)| and x → inf(f (x), 1) (denoted by |f | and
f ∧ 1, resp.) are in F if f ∈ F . For a set E of real valued functions let E+ be the set of non-negative functions in E .
An abstract integral on a Stone vector lattice F of real functions is a linear functional I : F → R such that for all
f, f0, f1, . . . ∈ F+,
I (f )0 and I (f ) = I
(
sup
n
fn
)
= sup
n
I (fn) if fi ↗ f. (5.1)
Let A(F) be the smallest -algebra in  such that every function f ∈ F is measurable.
Theorem 11 (Daniell–Stone, Bauer [1]). Let F be a Stone vector lattice with abstract integral I. Then there is a
measure  on A(F) such that f is -integrable and I (f ) = ∫ f d for all f ∈ F . Furthermore, if there is a sequence
(fi)i in F such that (∀x ∈ )(∃i)fi(x) > 0, then the measure  is uniquely deﬁned.
For a proof see Theorem 39.4 and Corollary 39.6 in [1]. A computable version of the theorem requires some
computability structure on a Stone vector lattice with abstract integral. As usual we consider some countable structure
“spanning” the space in some way. Since the integral induces a pseudometric d, we introduce a pseudometric on F
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induced by the abstract integral accordingly and assume that there is a countable dense subset with a “reasonable”
notation.
On a Stone vector lattice with abstract integral a seminorm ‖.‖I and a pseudometric dI can be deﬁned by
‖f ‖I := I (|f |) and dI (f, g) := ‖f − g‖I = I (|f − g|). (5.2)
We mention that the pseudometric space (F, dI ) is not complete in general. For an effective version of Theorem 11 we
consider a notation  of a dense subset D such that (F, dI ,D, ) is a computable pseudometric space (i.e., for every
f ∈ F there is a Cauchy sequence of elements from D converging to f). Furthermore, we assume that |f |, f ∧ 1 ∈ D
if f ∈ D and that D is closed under rational linear combination.
Deﬁnition 12. A computable Stone vector lattice with abstract integral is a tuple S = (,F, I,D, ) such that
(1) F is a Stone vector lattice with abstract integral I,
(2) D ⊆ F is dense w.r.t the pseudometric dI : (f, g) → I (|f − g|),
(3)  is a notation of D with recursive domain,
(4) if a ∈ Q and f, g ∈ D, then {af, f + g, |f |, f ∧ 1} ⊆ D,
(5) for a ∈ Q and f, g ∈ D, the functions (a, f ) → af , (f, g) → f + g, f → |f | and f → f ∧ 1 are computable
w.r.t. 
Q,  and ,
(6) the restriction of I to D is (, )-computable.
It can be shown easily that (F, dI ,D, ) is a computable pseudometric space. For a computable measure space, the
integrable functions with the integral as linear operator form a computable Stone vector lattice with abstract integral.
Proposition 13. Let M = (,A, ,R, ) be a computable measure space. Then (,L(), (f → ∫ f d),RSF, ˆ)
(see Deﬁnition 7(2)) is a computable Stone vector lattice with abstract integral.
Proof. Straightforward. 
In non-effective terms, the integrable functions form a Stone vector lattice and merely from this vector lattice and the
integral operator the measure can be recovered. Computationally we cannot recognize and distinguish so many details.
For a computable measure space (Deﬁnition 4, Theorem 5) the “computational kernel” is the ring R with notation 
and the premeasure (or pseudometric) on R. Every element A ∈ Af of the -algebra A can be approximated by a
Cauchy sequence of ring elements, but cannot be identiﬁed by such a sequence, since the distance d on Af is only a
pseudometric. Correspondingly, the computational kernel of the integrable functions is the set of rational step functions
with notation and a pseudometric on it (Deﬁnition 7, Theorem 10). Every integrable function can be approximated by a
Cauchy sequence of rational step functions but cannot be identiﬁed by it, since the distance on the integrable functions is
only a pseudometric. The situation is the same for a computable Stone vector lattice (Deﬁnition 12). The computational
kernel consists of the set D with notation  and the pseudometric dI on it. Elements of F can be approximated by
Cauchy sequences from D but not identiﬁed. In the three cases we can speak computationally only about equivalence
classes of sets or functions, while single objects cannot be identiﬁed. Our computable Daniell–Stone theorem will
essentially relate the computational kernels of the involved structures.
For two metric spaces (Mi, di) (i = 0, 1) a function  : M0 → M1 is called isometric, if d1((x),(y)) = d0(x, y)
for all x, y ∈ M0. We can now formulate and prove our computational version of the Daniell–Stone theorem. For each
set G of functions f :  → R let A(G) be the smallest -algebra such that every g ∈ G is measurable and SVL(G) the
smallest Stone vector lattice containing G.
In the following let I be the Cauchy representation of the factorization of the computable pseudometric space
(F, dI ,D, ) derived from the Stone vector lattice S (Deﬁnition 12) which we denote by F/I and let  be the
Cauchy representation of the factorized pseudometric space of -integrable functions which we denote by L()/
(Theorem 10).
Theorem 14 (Computable Daniell–Stone). Let S = (,F, I,D, ) be a computable Stone vector lattice with abstract
integral such that (∀x ∈ ) (∃f ∈ D)f (x) > 0. Then there exists a computable measure space M = (,A, ,R, )
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and a function  such that
(1) A = A(R) = A(D) = A(SVL(D));
(2)  is a (I , )-computable isometric mapping  : F/I → L()/;
(3) SVL(D) ⊆ L() and (f/I ) = f/ for all f ∈ SVL(D);
(4) I (f ) = ∫ g d for all f ∈ F and g ∈ (f/I ).
In the classical theorem (Theorem 11), A = A(F), the smallest -algebra such that every f ∈ F is measurable.
In Theorem 14 the -algebra A is much smaller in general, therefore, most functions from F may be not measurable
and hence not -integrable, hence F ⊆ L() is false in general. In Theorem 14 we only have the weaker properties
(3) and (4).
Proof. Our ﬁrst goal is to deﬁne a ring R on  with a notation . Consider f ∈ D. Since f must be -integrable
by (3) and (4) in Theorem 14 and hence A-measurable, we must have {f > a} ∈ A = A(R) for all a ∈ R. Since
{f > a} = ⋃a<b∈Q{f > b}, it would sufﬁce to require {f > b} ∈ R for all f ∈ D and b ∈ Q. Unfortunately,
some of the values ({f > b}) (which will be deﬁned canonically by means of I) might become non-computable.
For avoiding this problem for every f = (v) ∈ D+ we construct a new countable dense set Dv of computable real
numbers (see (2.1)) such that ({f > c}) becomes computable for all c ∈ Dv . Moreover, we deﬁne a notation  : ⊆
∗ → R such that (5)–(7) from Deﬁnition 4 are satisﬁed. The remainder of the proof will be split into several auxiliary
propositions.
Deﬁne a notation + of D+ by +(v) := |(v)|. From Deﬁnition 12 we conclude that dom(+) is recursive and +
is reducible to  (+). Deﬁne a notation 
→ of the computable sequences in D+ by

→(s) = (f0, f1, . . .) ⇐⇒ (∀w ∈ dom(
N)) f
N(w) = + ◦ s(w), (5.3)
that is, iff s is a (
N, +)-realization of i → fi (see Section 2).
As a ﬁrst step, for each f = +(v) ∈ D+ we compute some dense setDv ⊆ R+ such that ({f > c}) is a computable
real number for all c ∈ Dv (and show how to compute these values).
Proposition 15. For every f ∈ D+ and every a0, b0 ∈ Q, 0 < a0 < b0, a real number c and two sequences (gn)n
and (hn)n in D+ can be computed w.r.t. the notations , 
Q, 
→ and  such that
a0 < c < b0, (5.4)
0h0h1 · · · {f>c}{f c} · · · g1g0, (5.5)
sup I (hn) = inf I (gn). (5.6)
Proof. Consider f ∈ D+ and a ∈ R, a > 0. For each n > 0 deﬁne
gan := 2n(f ∧ a − f ∧ a(1 − 2−n))/a, (5.7)
han := 2n(f ∧ a(1 + 2−n) − f ∧ a)/a. (5.8)
Since f ∧ c = c · (f/c ∧ 1) for any c > 0, gn, hn ∈ F+.
If f (x)a then gan(x) = 1 = gan+1(x). If f (x)a(1 − 2−n−1) then gan+1(x) = 0. If a(1 − 2−n−1) < f (x) < a,
then gan+1(x) = 2n+1(f (x) − a + a2−n−1)/a < 2n(f (x) − a + a2−n)/a = gan(x). Therefore, (∀n)gan+1gan .
If f (x)a then gan(x) = 1 for all n (see above). If f (x) < a then f (x) < a(1 − 2−k) for some k, hence
gan(x) = 2n(f (x) − f (x)) = 0 for nk. We obtain {f a} = infn gan . Similarly, we can prove (∀n) hanhan+1 and
supn han = {f>a}. Therefore,
ha1ha2 · · ·  sup
n
han = {f>a}{f a} = infn g
a
n · · · ga2ga1 . (5.9)
Consider 0 < a < b. Then {f b}{f>a}, therefore,
sup
n
hbn infn g
b
n sup
n
han infn g
a
n. (5.10)
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It follows from (5.1) that the function I is monotone on F , hence
sup
n
I (hbn) infn I (g
b
n) sup
n
I (han) infn I (g
a
n). (5.11)
The proof of Proposition 15 will be continued after the proof of the following proposition.
Proposition 16. Let 0 < a < b , a′ := a+(b−a)/5, b′ := a+2(b−a)/5, a′′ := a+3(b−a)/5, b′′ := a+4(b−a)/5
and ε > 0. If
inf
n
I (gan) − sup
n
I (hbn) < ε, (5.12)
then for some k
I (ga
′
k ) − I (hb
′
k ) < ε/2 or I (g
a′′
k ) − I (hb
′′
k ) < ε/2. (5.13)
Proof. Suppose (5.13) is false. Then infn I (ga′n )− supn I (hb′n )ε/2 and infn I (ga′′n )− supn I (hb′′n )ε/2. For conve-
nience abbreviate d := supn I (hdn) and d := infn I (gdn). Thus a′ − b′ε/2 and a′′ − b′′ε/2. Applying (5.11) we
obtain
a − b = (a − a′) + (a′ − b′) + (b′ − a′′) + (a′′ − b′′) + (b′′ − b)0 + ε/2 + 0 + ε/2 + 0 = ε
(contradiction). Thus, (5.13) is proved. 
Now, let f ∈ D+ and a0, b0 ∈ Q, 0 < a0 < b0. For each n ∈ N we determine kn ∈ N, an, bn ∈ Q and hn, gn ∈ D+
as follows.
By (5.10), hb01 ga01 . Determine some m ∈ N such that I (ga01 ) − I (hb01 ) < 2m. Let k0 := 1.
Suppose an, bn ∈ Q and kn ⊆ N are deﬁned such that an < bn and
I (g
an
kn
) − I (hbnkn ) < 2m−n. (5.14)
Then 0 inf i I (gani ) − supi I (hbni ) < 2m−n. Using this condition as (5.12) in Proposition 16, some kn+1 and some
an+1, bn+1 can be computed such that (an+1; bn+1) is the second ﬁfth or the fourth ﬁfth of the interval (an; bn) and
I (g
an+1
kn+1 ) − I (h
bn+1
kn+1 ) < 2
m−(n+1). For i ∈ N deﬁne
hi := sup
n i
h
bn
kn
, gi := inf
n i
g
an
kn
.
Let c ∈ R be the single point such that an < c < bn for all n. Then by (5.10) for all i ∈ N,
sup
n i
h
bn
kn
 sup
n i+1
h
bn
kn
 sup
n i+1
sup
j
h
bn
j  sup
n i+1
sup
j
hcj  sup
j
hcj
and therefore, hihi+1 supj hcj , and correspondingly, infj gcj gi+1gi . Applying (5.9) we obtain (5.5). Since
0I (gn) − I (hn) < 2m−n by (5.14), we obtain (5.6). Let us consider computability of the construction above. By
the construction and Deﬁnition 12 there are computable word functions H0, T< and T> such that for a0 = 
Q(ul) <

Q(ur) = b0, f = +(v) ∈ D+, n = 
N(w),
c =  ◦ H0(v, ul, ur), (5.15)
hn = + ◦ T<(v, ul, ur , w) and gn = + ◦ T>(v, ul, ur , w). By the smn-theorem for , there are computable word
functions H<,H> such that
hn = + ◦ H<(v,ul ,ur )(w), gn = + ◦ H>(v,ul ,ur )(w), (5.16)
and therefore,
(hn)n = 
→ ◦ H<(v, ul, ur), (gn)n = 
→ ◦ H>(v, ul, ur). (5.17)
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By theway,wemention that these functions from (f, a0, b0) aremulti-valued, since the choice in applyingProposition
16 cannot be made single-valued in general. 
Notice that for every ﬁxed v ∈ dom() = dom(+), the set of constants c,
Dv := { ◦ H0(v, ul, ur) | 0 < 
Q(ul) < 
Q(ur)} is dense in R+. (5.18)
We deﬁne the ring and the -algebra for the measure space M.
Deﬁnition 17.
R0 := {{+(v) >  ◦ H0(v, ul, ur)} | v ∈ dom(+), 0 < 
Q(ul) < 
Q(ur)},
R := the smallest ring containing R0,
A := A(R) = A(R0).
Notice thatR0 is not a ring in general. We deﬁne a notation  ofR inductively as follows. Let H0 be the function from
(5.15). (For convenience we assume dom(), dom(
Q) ⊆ (\′)∗ for ′ := {(, ),∪, \} ⊆ .)
(〈v, ul, ur 〉) := {+(v) >  ◦ H0(v, ul, ur)} ∈ R0, (5.19)
((w ∪ w′)) := (w) ∪ (w′), (5.20)
((w\w′)) := (w)\(w′) (5.21)
for v ∈ dom() = dom(+), ul, ur ∈ dom(
Q) such that 0 < 
Q(ul) < 
Q(ur) and w,w′ ∈ dom(). Let (x) be
undeﬁned for all other x ∈ ∗. Then  is a notation ofR such that dom() is recursive. Obviously, union and difference
on R are (, , )-computable. Thus we have proved (5) and (6) in Deﬁnition 4:
Proposition 18.  : ⊆ ∗ → R is a notation of R with recursive domain and (A,B) → A ∪ B and (A,B) → A\B
are (, , )-computable.
By construction of R0, A(R0) = A(D+). It can be shown easily that also all f ∈ D and all f ∈ SVL(D) become
A(D+)-measurable. Therefore,
A(R) = A(R0) = A(D+) = A(D) = A(SVL(D)). (5.22)
The restriction I0 of the abstract integral I to SVL(D) is an abstract integral on SVL(D). By the classical Daniell–Stone
theorem there is a unique measure  on A := A(SVL(D)) such that I (f ) = ∫ f d for all f ∈ SVL(D). We choose
this function  as our measure in Theorem 14.
Thus we have deﬁned all components ofM and veriﬁed properties (1), (2), (5) and (6) from Deﬁnition 4. It remains
to prove (3), (4) and (7).
By Proposition 15, for every set A ∈ R0, there are sequences (hi) and (gi) in D+ such that
0h0h1 · · · A · · · g1g0 and sup I (hn) = inf I (gn). (5.23)
In the following, we prove that this is true also for all A ∈ R and additionally the sequences (hi) and (gi) can be
computed from A ∈ R. For the sake of convenience, let us say that a pair of sequences ((hi), (gi)) encloses a set A if
(5.23).
Proposition 19. Let ((hn), (gn)) enclose A and ((h′n), (g′n)) enclose B. Then ((h+n ), (g+n )) encloses A ∪ B and
((h−n ), (g−n )) encloses A\B, where h+n := sup(hn, h′n), g+n := sup(gn, g′n), h−n := (hn − g′n)+ and g−n := (gn − h′n)+.
Proof. Consider union. Since sup(A, A′) = A∪A′ ,
h+n h+n+1A∪A′g
+
n+1g+n
for all n ∈ N. It remains to show limn(I (g+n ) − I (h+n )) = 0. Since sup(f, g) = (f + g + |f − g|)/2,
g+n − h+n = (gn + g′n + |gn − g′n| − hn − h′n − |hn − h′n|)/2.
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Since I (gn − hn) → 0 and I (g′n − h′n) → 0, it remains to show
I (| |hn − h′n| − |gn − g′n| |) → 0.
But this follows from |hn − h′n| − |gn − g′n| |hn − gn| + |gn − g′n| + |g′n − h′n| − |gn − g′n| = |hn − gn| + |g′n − h′n|
and correspondingly, |gn − g′n| − |hn − h′n| |gn − hn| + |h′n − g′n|.
Consider difference. From the assumptions hn − g′nA − A′gn − h′n, since (A − A′)+ = A\A′ and f+g+
if f g,
h−n h−n+1A\A′g
−
n+1g−n
for all n ∈ N. It remains to show limn (I (g−n ) − I (h−n )) = 0. Since f+ = (f + |f |)/2,
g−n − h−n = (gn − h′n + |gn − h′n| − hn + g′n − |hn − g′n|)/2.
Since I (gn − hn) → 0 and I (g′n − h′n) → 0, it remains to show
I (| |gn − h′n| − |hn − g′n| |) → 0.
But this follows from |gn − h′n| − |hn − g′n| |gn − hn| + |hn − g′n| + |g′n − h′n| − |hn − g′n| = |gn − hn| + |g′n − h′n|
and correspondingly, |hn − g′n| − |gn − h′n| |hn − gn| + |h′n − g′n|. 
By the next proposition the constructions in Proposition 19 are computable. Let us say a pair of 
→-names 〈s−, s+〉
encloses a set A ⊆ , if (
→(s−), 
→(s+)) encloses A.
Proposition 20. There are computable word functions G1 :⊆ ∗ × ∗ → ∗ and G2 :⊆ ∗ × ∗ → ∗ such that
G1(t, t ′) encloses A ∪ A′ and G2(t, t ′) encloses A\A′, if t encloses A and t ′ encloses A′.
Proof. Suppose, t = 〈s−, s+〉 and t ′ = 〈s′−, s′+〉. Let
hi :=  ◦ s−(bni ), gi :=  ◦ s+(bni ),
h′i :=  ◦ s′−(bni ), g′i :=  ◦ s′+(bni )
(see (5.3), Proposition 19), where bni is the binary notation of the natural number i. By Deﬁnition 12 there is a
computable function F : ⊆ ∗ × ∗ → ∗ such that sup((u), (v)) =  ◦ F(u, v). We obtain
sup(h
N(w), h
′

N(w)) = sup( ◦ s−(w),  ◦ s′−(w))
=  ◦ F(s−(w), s′−(w))
=  ◦ F1(s−,s′−)(w)
for some computable function F1 : ∗ × ∗ → ∗ by the utm-theorem and the smn-theorem for the notation .
Correspondingly,
sup(g
N(w), g
′

N(w)) =  ◦ F1(s+,s′+)(w).
Deﬁne
G1(〈s−, s+〉, 〈s′−, s′+〉) := 〈F1(s−, s′−), F1(s+, s′+)〉.
The function G2 can be deﬁned accordingly. Then the claim follows from Proposition 19. 
Proposition 21. There exists a computable word function F : dom() → ∗ such that F(w) encloses (w) for
w ∈ dom().
Proof. We deﬁne F inductively as follows. Firstly, let F(w) = 〈H<(v, ul, ur),H>(v, ul, ur)〉 if w = 〈v, ul, ur 〉. Note
that (w) ∈ R0. By the last part of the proof of Proposition 15, we see that 〈H<(v, ul, ur),H>(v, ul, ur)〉 encloses
(w).
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Secondly, let F(w) = G1(F (u), F (v)) if w = (u ∪ v) and F(w) = G2(F (u), F (v)) if w = (u\v). Note that in
those two cases, u, v ∈ dom(). It follows from Proposition 20 that F(w) encloses (w). 
Proposition 22. The measure  is (, )-computable on R, in particular, (A) < ∞ for all A ∈ R.
Proof. Let A ∈ R and w a -name of A. By Proposition 21, from w we can compute a pair 〈s−, s+〉 which encloses
A. Let (hi) = 
→(s−) and (gi) = 
→(s+). Then for each i,∫
hi d
∫
A d
∫
gi d
and therefore, I (hi)(A)I (gi).
Since supi I (hi) = inf i I (gi) and I is (, )-computable on D, a -name of (A) can be obtained from 〈s−, s+〉
which encodes the functions hi, gi for all i by their -names. It follows that  is (, )-computable on R. 
Thus the quintuple M = (,A, ,R, ) deﬁned above satisﬁes also (3) and (7) from Deﬁnition 4. Property (4) is
shown as follows.
Proposition 23. The restriction of  to R is -ﬁnite.
Proof. Since R is countable and (A) < ∞ for all A ∈ R, it sufﬁces to show (∀x ∈ ) (∃A ∈ R) x ∈ A. Consider
x ∈ . By assumption f (x) = 0 for some f ∈ D. Then |f | = +(v) ∈ D+ for some v and |f |(x) > 0. Therefore,
there is some c ∈ Dv (see (5.18)) such that |f |(x) > c. Therefore, x ∈ {|f | > c} ∈ R. 
Altogether, we have deﬁned a computable measure space M = (,A, ,R, ). According to Theorem 10 we have
the computable pseudometric space (L(), d,RSF, ˆ) of -integrable functions which is complete in the sense that
every Cauchy sequence (in particular in RSF) converges to some f ∈ L(). On the other hand by Deﬁnition 12, we
have the computable pseudometric space (F, dI ,D, ) which is not complete in general. Properties (1)–(4) in Theorem
14 relate these two spaces. Property (1) in Theorem 14 follows from 5.22. By deﬁnition of SVL(D) and ,
D ⊆ SVL(D) ⊆ L() and I (f ) =
∫
f d for all f ∈ SVL(D). (5.24)
We introduce the function  from Theorem 14. By (3) we have to deﬁne
(f/I ) := f/ for all f ∈ D.
Notice that ‖f/I‖I = ‖(f/I )‖ for f ∈ D. We extend the deﬁnition of  to F/I as follows: If (fi)i is a sequence in
D converging to f ∈ F w.r.t. dI , then in L() the sequence converges w.r.t d to some g ∈ L() since (L(), d) is
complete. Deﬁne (f/I ) := g/. If some other sequence (f ′i )i in D converges to f ∈ F , then in L() it converges to
g. Therefore, the function  : F/I → L()/ is well-deﬁned. If (fi)i (fi ∈ D) converges to f ∈ F and converges to
g ∈ L() then ‖f ‖I = limi ‖fi‖I = limi ‖fi‖ = ‖g‖. Therefore,  is an isometric mapping.
Since SVL(D) ⊆ L() by (5.24) and (f/I ) := f/ for all f ∈ SVL(D) can be shown easily, we have proved (3)
of the theorem. Suppose g ∈ (f/I ) for some f ∈ F and g ∈ L(). Then there is a sequence (fi)i in D such that
I (|f − fi |)2−i for all i ∈ N since D is dense in F . Therefore,
|I (f ) − I (fi)| = |I (f − fi)|I (|f − fi |)2−i
for all i, hence I (f ) = limi I (fi). On the other hand by the deﬁnition of , d(g, fi) =
∫ |f − fi | d2−i for all
i ∈ N. Correspondingly,∣∣∣∣
∫
g d−
∫
fi d
∣∣∣∣ =
∣∣∣∣
∫
(g − fi) d
∣∣∣∣ 
∫
|g − fi | d2−i
for all i, hence
∫
g d = limi
∫
fi d. By (5.24) we obtain
∫
g d = limi
∫
fi d = limi I (fi) = I (f ). Thus we have
proved (4) in Theorem 14.
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It remains to show that  is (I , )-computable. By the next proposition every non-negative rational step function
can be enclosed narrowly by functions from D+.
Proposition 24. For every rational step function t with non-negative coefﬁcients and every m ∈ N, functions H,G ∈
D+ can be computed (w.r.t. ˆ and ) such that H tG and∫
t d− 2−mI (H)
∫
t dI (G)
∫
t d+ 2−m.
Proof. By deﬁnition, suppose that t = ∑ni=1 ai · Ai where ai ∈ Q+ and Ai ∈ R for i = 1, 2, . . . , n. By Proposition
21 and the proof of Proposition 22, we can obtain for each set Ai two functions Hi,Gi ∈ D+ s.t. HiAi Gi and
I (Gi) − I (Hi)2−m/(n · ai). Then since∫
t d =
n∑
i=1
ai
∫
Ai d,
we have
I
(∑
Hi
)

∫
t dI
(∑
Gi
)
and
I
(∑
Gi
)
− I
(∑
Hi
)
2−m.
Let H = ∑Hi and G = ∑Gi . This completes our proof. 
A converse of Proposition 24 can be formulated as follows.
Proposition 25. For every function f ∈ D+ and every n ∈ N a rational step function t in M = (,A, ,R, ) with
non-negative coefﬁcients can be computed w.r.t. the notations , 
N and ˆ (from Deﬁnition 7) such that
tf and 0I (f ) −
∫
t d2−n.
Proof. First, we prove that for any f ∈ D+ and n ∈ N, rational step functions t and t ′ with non-negative coefﬁcients
can be computed such that for some f¯ ∈ F+,
0 tf − f¯  t ′, (5.25)
0I (f¯ )2−n−2, (5.26)∫
(t ′ − t) d2−n−2. (5.27)
Assume f = (v). Since I is (, )-computable on D, from v some a ∈ Q, a0, can be computed such that
|I (f ) − a| < 2−n−4. If a < 2−n−3, then I (f ) < 2−n−2. In this case we choose t := t ′ := 0 and f¯ := f and we are
ﬁnished. If a2−n−3, we know that I (f ) > 0 and continue as follows.
By Proposition 15, (5.18) and Deﬁnition 17, for given ul and ur such that 0 < 
Q(ul) < 
Q(ur),
c :=  ◦ H0(v, ul, ur) ∈ Dv,

Q(ul) < c < 
Q(ur),
〈v, ul, ur 〉 = {f > c} ∈ R. (5.28)
Remember that by Proposition 22, themeasure  is (, )-computable onR. Since supn(f ∧n) = f and I is computable
on D, some N ∈ N can be computed from f and n such that
I (f − f ∧ N) < 2−n−3. (5.29)
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Since I (f ) = ∫ f d > 0, {f > a} > 0 for some a > 0. Since inf i (f ∧ 1/i) = 0, u0l and u0r can be determined
such that 0 < 
Q(u0l ) < 
Q(u0r ) and for c0 :=  ◦ H0(v, u0l , u0r ),
I (f ∧ c0) < 2−n−3 and {f > c0} > 0. (5.30)
Determine some e ∈ Q such that e < 2−n−4/{f > c0} and some k ∈ N such that k · e/2N . Such a number k can
be computed.
Inductively, for i = 1, . . . , k ﬁnd words uil , uir ∈ dom(
Q) such that
ci−1 + e2 +
(i − 1)e
2k

Q(uil ) < 
Q(uir )ci−1 +
e
2
+ ie
2k
(5.31)
and ci ∈ (
Q(uil ); 
Q(uir )) for ci :=  ◦ H0(v, uil , uir ) ∈ Dv . For these words
(〈v, uil , uir 〉) = {f > ci} ∈ R (5.32)
and
ci−1 + e2 +
(i − 1)e
2k
< ci < ci−1 + e2 +
ie
2k
. (5.33)
Then for i = 1, . . . , k, e/2 < ci − ci−1 and therefore, ckc0 + ke/2 > N , hence by (5.29),
I (f − f ∧ ck) < 2−n−3. (5.34)
Also from (5.33), ck − ck−1e, therefore
2(ck − ck−1){f > c0}2e{f > c0}2−n−3 (5.35)
by the deﬁnition of e. Finally, it follows from (5.33) that for all i,
ci − ci−1 < e/2 + ie/(2k) < ci+1 − ci . (5.36)
Deﬁne
S1 := f − f ∧ ck,
S :=
k∑
1
(f ∧ ci − f ∧ ci−1),
S2 := f ∧ c0.
Then f = S1 + S + S2. Since (c′ − c) {f>c′}f ∧ c′ − f ∧ c(c′ − c) {f>c} for any c < c′,
s :=
k∑
i=1
(ci − ci−1){f>ci }S
k∑
i=1
(ci − ci−1){f>ci−1} =: s′. (5.37)
Notice that for all i, {f > ci} ∈ R since ci ∈ Dv . We estimate s′ − s as follows.
s′ − s
=
k∑
i=1
(ci − ci−1) {f>ci−1} −
k∑
i=1
(ci − ci−1) {f>ci }
= (c1 − c0) {f>c0} +
k−1∑
i=1
[(ci+1 − ci) − (ci − ci−1)]{f>ci } + (ck − ck−1){f>ck}
(c1 − c0) {f>c0} +
k−1∑
i=1
[(ci+1 − ci) − (ci − ci−1)]{f>c0} + (ck − ck−1){f>c0}
= [(c1 − c0) +
k∑
i=2
(ci − ci−1) −
k−1∑
i=1
(ci − ci−1) + (ck − ck−1)]{f>c0}
= 2(ck − ck−1){f>c0}.
The “” follows from (5.36).The step functions s and s′ are-integrable andby (5.35), ∫ (s′−s) d2(ck−ck−1){f >
c0}2−n−3.
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By changing the coefﬁcients of s and s′ a little bit we can compute rational step functions t and t ′ such that 0 < t < s,
s′ < t ′ and
∫
(t ′ − t) d2−n−2. Notice that t, t ′ ∈ RSF. By Lemma 9, ˆ-names of them can be computed from v
(where f = (v)).
Now let f¯ := S1 +S2 = (f −f ∧ck)+f ∧c0. Then f¯ ∈ F+ and 0I (f¯ ) = I (f −f ∧ck)+I (f ∧c0)2−n−3 +
2−n−3 = 2−n−2 by (5.30) and (5.34). Since S = f − f¯ we obtain tf − f¯  t ′ by (5.37).
Thus we have proved (5.25)–(5.27).
For all m ∈ N by Proposition 24 and (5.25) there are functions H,G ∈ D+ such that H tf − f¯  t ′G and∫
t d− 2−mI (H)I (f − f¯ )I (G)
∫
t ′ d+ 2−m.
Since this is true for all m,
∫
t dI (f − f¯ ) ∫ t ′ d. We obtain
I (f ) −
∫
t d  I (f − f¯ ) −
∫
t d+ I (f¯ )

∫
(t ′ − t) d+ I (f¯ )
 2−n−2 + 2−n−2
< 2−n. 
More generally, for every f ∈ D and every n ∈ N we can compute some t ∈ RSF w.r.t , 
N and ˆ such
that
∫ |f − t | d2−n as follows: Compute f+ and f− and by Proposition 25 functions t+, t− ∈ RSF+ such that∫ |f+ − t+|2n−1 and ∫ |f− − t−|2n−1. For t := t+ − t− we obtain∫ |f − t | d ∫ |f+ − t+| d+ ∫ |f− − t−| d2−n.
Finally, we explain how to compute the function w.r.t the representations I and . Suppose I (p) = f/I . Then p
encodes a Cauchy sequence (fi)i , fi ∈ D, such that I (|f −fi |)2−i . This sequence (fi)i also converges to some g ∈
L()w.r.t. d, i.e., ∫ |g−fi | d2−i . Therefore by the deﬁnition of,(f/I ) = g/. For each i we can compute some
ti ∈ RSF such that
∫ |fi+1− ti |2−i−1 (as shown above). Then ∫ |g− ti | d ∫ |g−fi+1| d+∫ |fi+1− ti | d2−i .
Let q ∈ dom() encode the sequence (ti)i . Then (q) = g/. Therefore, there is some computable function h :⊆
 →  such that  ◦ I (p) =  ◦ h(p), and so  is (I , )-computable.
This ends the proof of our computable Daniell–Stone theorem. 
By Theorem 14, the function  embeds the (generally non-complete) metric space F/I into the complete metric
space L()/. Let M be the metric completion of F/I . By Propositions 24 and 25 it can be shown that  can be
extended to an isometric bijection ′ : M → L()/ such that ′ as well as its inverse becomes computable w.r.t. the
canonical representations. We omit more details.
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