Abstract-This paper discusses an approach to 3D-Television that is based on the Layered Depth Video (LDV) format. The LDV format contains explicit depth and occlusion information, allowing for the generation of novel viewpoints for stereoscopic and auto-stereoscopic multi-view displays. Thus, the format is effectively invariant to the display type and also allows the depth impression to be easily changed to best meet viewers' preferences for visual comfort. The major aspects of a content delivery chain based on the LDV format are discussed in this paper. The requirements placed on data acquisition are introduced, and a multi-camera system, which is well suited for LDV compliant data capture, is presented. Also discussed is the conversion of different input data streams, like standard stereo videos, multi-view data supplemented by depth data, and videos from wide baseline setups, to the LDV format. Moreover, the advantages of the LDV format in editing and mixing are examined. The paper also presents a transmission system based on currently available coding and transmission standards. Optimization of the bandwidth via different approaches to the compression of the LDV signal is analyzed, and the results of conducted experiments in this field are discussed. Finally, the aspects of perceptual human factors for the proper evaluation of 3D-TV services and the implemented LDV system are examined. This contribution reflects the efforts of the EU-funded project 3D4YOU to unify all aspects of 3D-TV production.
I. INTRODUCTION
A 3D-TV system consists of four building blocks: capture, post-processing, distribution, and display. The complexity of each block and how well these can be coordinated will determine the long-term feasibility of 3D-TV. It is difficult to assess which of these blocks requires the most attention; however, it is agreed that the display technology used will determine the acceptance by the general public. The choice of display technology together with the constraints induced by the characteristics of the human visual system will have consequences on the other building blocks of a 3D-TV system. When considering the introduction of display technology to the mass market, different key elements have to be taken into account. Displays not only have to allow for pleasant stereoscopic viewing, but also have to be affordable and to fit into the average living room environment. An optimal solution would not deviate far from the look-and-feel of today's regular TV sets and would also be backward compatible to today's television format. The same basically holds true for the display's impact on the content production process. If a display's proper operation requires much more information or computational power, or if the guidelines for creating content are significantly changed, these will hamper the introduction of 3D-TV due to the sheer costs such technology would induce.
Judging from the currently available broadcast and display technologies (see [1] , [2] for details), only stereoscopic and autostereoscopic displays come close to fulfilling these requirements. The flat screen of a stereoscopic display is used to display two different images in accordance with the required binocular cues. Glasses are utilized to separate the images for each eye. The need for glasses is eliminated by autostereoscopic displays through the use of parallax barriers or lenticular arrays. However for the proper operation of autostereoscopic displays more than two views on a scene have to be shown [3] .
Since 2003, 3D cinemas have become increasingly popular and many stereoscopic productions have been released successfully. The operational principles of stereoscopic displays and 3D cinemas are similar, so that the repurposing of cinema content for 3D-TV at home seems straightforward. However, because of the natural linkage in the human visual system between accommodation and vergence, care must be taken to ensure our ability to fuse two horizontally displaced views into a single stereoscopic image [4] - [7] . For this the viewing conditions have to be taken into account when displaying binocular cues. An 0018-9316/$26.00 © 2011 IEEE optimal solution would be to generate the left and right views of a scene in unison with the intentions of the content creator, the viewer's preferences and the physical viewing conditions. The two views that are captured in today's 3D cinema productions with two horizontally displaced cameras can provide this situation only for a particular combination of these conditions. Hence, the direct display of cinema content on a much smaller screen typically does not match the requirements for proper stereoscopic viewing.
An alternative to this direct approach is to deliver appropriate information to a display system so that this system is able to calculate (render) the desired images from it. In general, this requires knowledge of the geometric structure in the scene. It is not a trivial task to acquire and to use this information for the proper generation of images in 3D-TV applications. A viable approach is found in image based rendering techniques (IBR) [5] , which use color images as a primary data structure to reduce the need of abstract content descriptions but nevertheless allow photo realistic image rendering. The performance of these rendering approaches with respect to computation speed and accuracy is significantly improved when depth information is provided. For this, the color images are assigned depth maps so that the position in 3D space of each pixel is effectively known. This information allows the rendering of novel views of the scene by warping color values via their 3D position in accordance with the novel view's camera position [9] . Implementing this technique into a 3D-TV system not only allows the adaptation of stereoscopic content to the viewing environment, but also the rendering of more than two views of a scene without increasing the overhead in the content production pipeline. This way the proper operation of glass-free autostereoscopic displays for 3D-TV at home becomes possible. Additionally, other display technologies like volumetric displays [5] , which might reach the market in the future, will be operable with the IBR approach from color plus depth data without increasing the content production overhead.
The structure of the paper follows the flow of data through the content production chain; after further discussion on prior work on depth-based 3D-TV, the important technical aspects of image and data capture for 3D-TV are discussed. This is followed by the description of the proposed Layered Depth Video (LDV) format generation itself, which is built on top of depth extraction from the captured content. In Section V, post-production steps of editing the video material and mixing with computer generated content are explained. These steps typically follow after the captured data have been transformed into LDV. Section VI discusses the different findings in respect to compressing the data and presents an experimental setup which demonstrates the transmission of encoded LDV content via standard broadcast methods to different display types. Following the details of the technical aspects of the content delivery chain, Section VII describes the evaluation of the combined technologies' implemented quality in terms of perceptual human factors.
II. DEPTH-BASED 3D-TV
Different formats for content representation via color plus depth have been proposed, which shall be discussed in the following together with prior work in this field.
A. Review of Depth-Based Formats in 3D-TV
Implementing a 3D-TV system that uses explicit depth information and image based rendering has various advantages. It not only makes the system independent of the display used, it also relieves the content generation process of many tedious and error prone manual tasks which are necessary in today's conventional stereo. Explicit depth information allows the formulation of computer algorithms to detect sources of discomfort like border collisions and the crossing of disparity limits in a single shot or between scene cuts [10] . Because the final images are rendered on demand, it is not necessary to react to such violations during content acquisition. In fact, the rendering can automatically be adapted by either adding a floating window [6] or by scaling and shifting the depth as proposed in [10] . Also, introducing computer-generated content like logos, subtitles, or large scale composited, keyed sequences is facilitated. Here the explicit depth information provides an intuitive interface to introduce virtual objects, leaving the creation of stereoscopically consistent images to the rendering. This also provides a way to avoid mismatches in the camera geometries or optics that can cause vertical disparities or other unnatural effects [6] .
It is a challenge to provide reliable combinations of color and depth information and to implement a reliable rendering from these data. Different proposals have been made to approach these challenges. In 1998, a European project called PANORAMA [11] demonstrated the feasibility of using a single color view plus depth to achieve scalable stereoscopic rendering and viewing in a videoconferencing system. The suitability of the same representation for 3D-TV was investigated by the later European project ATTEST [12] . ATTEST was able to show that the representation is well suited for 3D-TV applications, and that it can be transmitted over existing channels with a low overhead. Despite the applicability of this format, the absence of occlusion information quickly reduces the quality of reproduced images when the baseline between rendered views increases, as is required for multi-view autostereoscopic displays. In [13] therefore an approach to 3D-TV is discussed that uses multiple color views and annotates each with depth information. This format is known as the Multiple Video plus Depth (MVD) format and is inspired by the convincing results that were achieved by Zitnick et al., published in 2004 [14] , who implemented a multi video based depth reconstruction and rendering system for high quality free-viewpoint video. The work presented in [14] still serves as the basis for most of today's improved proposals for depth reconstruction and rendering algorithms in respect to free-viewpoint video and 3D-TV [15] , [16] .
MVD obviously contains a lot of redundant information, as foreground and occluded scene parts will be visible from multiple viewpoints. Using the MVD format, occlusions only become apparent when the targeted viewpoint is specified, and therefore the rendering of new views has to include occlusion handling, i.e. detection and filling of disocclusions, which complicates the rendering process. Through the choice of a reference view and a maximal amount of viewpoint change from this reference, MVD data can be converted into the Layered Depth Video (LDV) format (also see Fig. 1 ). LDV is the natural extension of Layered Depth Images [17] to video data. In Fig. 1 . Differences between MVD and LDV. On the left side, MVD is shown for three cameras in simple scene. On the right hand side, a simplified LDV representation is displayed, which basically holds the same occlusion information.
the LDV format, the scene is represented by a sorted stack of corresponding color and depth images, all relative to the chosen reference viewpoint. Each pixel in the LDV contains depth and color information for the foreground and for each scene element occluded behind it. Redundant disocclusions can be determined and removed, reducing the amount of information required. Furthermore, the rendering from LDV works without complicated occlusion handling and thus can be executed very efficiently.
In its simplest form, the LDV will contain only a single occlusion layer, which will not allow a faithful reproduction of scenes with arbitrary complexity. However, the size of secondary disocclusions is often small so that this simplification will only slightly degrade the reproduction quality. A further simplification of the LDV format can be used if the rendering is constrained to only create horizontally displaced images. In this case, the encoded depth information can be interchanged with horizontal disparity values relative to the average human eye distance, which significantly reduces the complexity of the rendering algorithm. This simplified LDV format was also integrated into the Philips autostereoscopic WoW displays [18] for real-time rendering of different views. Thus the supply of content to these displays is very convenient as no additional image processing has to be performed before viewing.
A drawback of the non-redundant scene representation via LDV is that the rendered image quality decreases with the reproduced viewpoint's distance from the chosen reference view, due to suboptimal resampling of the original input data. In contrast, the amount of data resampling can be reduced in the MVD approach by selecting the closest input views during rendering. In order to combine the best of both approaches, hybridization of MVD and LDV can be considered, like a simple augmentation of the LDV format with additional color views (LDV-R [19] ) or even the use of multiple views in full LDV representation as proposed in [20] . Considering such extensions to multiple LDVs, one has to be aware that the number of required input viewpoints for a proper occlusion generation will increase significantly, so that the use of a single LDV or an MVD with two views (MVD2) will often constitute the best compromise between reproduction quality and required input data overhead.
B. 3D4YOU Project
The use of depth-based formats for 3D-TV has several advantages, but it also introduces novel conditions and requirements into the delivery chain that are different than the more familiar two-camera approaches of today's stereo productions. Investigations of a depth based format for 3D-TV uses were conducted in 2002 and 2004 in the European project ATTEST [12] . AT-TEST's investigations included the capture of depth data with an active depth camera, the semi-automatic assignment of depth to 2D material, the development of autostereoscopic displays, and the distribution of data to these displays. ATTEST was successful in demonstrating the feasibility of the single color plus depth approach with respect to capture and distribution. In Feb. 2008, another European project called 3D4YOU started. Extending the goals of ATTEST, 3D4YOU's focus was the development of a pragmatic content delivery chain in the LDV format. For this purpose, expert partners from industry and academic institutions in the fields of content production, data acquisition, broadcasting, display technology, computer graphics, and video editing, as well as data encoding, compression, and computer vision, have been brought together. Namely, these partners are Philips, BBC, Fraunhofer HHI, Orange, Technicolor, University of Kiel, and KuK GmbH.
In order to gain insights into the technical aspects of generating LDV data and its handling in editing, mixing, coding, and distribution, the 3D4YOU project made a number of production tests to cover a wide set of scenarios and program genres. In studio captures, a number of scenarios and systems were tested. Further, a test production about peregrine falcons was carried out together with the Natural History Unit of the BBC, involving stereoscopic camera rigs and extensive post-production, including outdoor and studio shoots in combination with 3D graphics. In addition, material of a rugby sport scenario was provided from a regular monocular, but multi-camera, setup in order to test concepts of deriving 3D information from widebaseline setups. This paper gives an overview of the experiences gained and describes proposed solutions to challenges that were discovered during evaluation of the data captured during these production trials within 3D4YOU.
III. NOVEL METHODS FOR 3D-TV DATA ACQUISITION
In this section, the acquisition of data that can be turned into high quality LDV data is discussed. The challenge here is that direct capture of associated color and depth information is not possible in decent quality today. Research in computer vision, however, has developed algorithms that allow the reconstruction of depth information from captured color images with different viewpoints. It is sensible to consider these algorithms for the purpose of 3D-TV content generation, as in this scenario multiple viewpoints of a scene will have to be captured in any case. The algorithms are then able to assign depth maps to these color data with matching resolution. Although these algorithms have their limitations, and their processing speed in general is slow, the actual data acquisition can be done in real-time so that the capture of dynamic scenes is feasible. An alternative to the application of these stereo reconstruction algorithms is the use of active depth measurement devices like laser scanners or so called Time-of-Flight (ToF) cameras [21] - [23] . Laser scanners in general are considered to deliver depth data with very high accuracy; however, their bulk and operation principle restricts them to the reconstruction of static scenes. The quality and resolution of data captured with ToF-cameras is not as high as provided by laser scanners, but their mode of operation allows application in dynamic scenes. The depth measurements of ToF-cameras have different error sources than stereo reconstruction algorithms, so there is a gain in information when combining both approaches. This section therefore discusses hybrid camera rigs consisting of multiple color cameras and ToF-cameras. In order to define a pragmatic and flexible capture setup, the working scheme of stereo reconstruction algorithms has to be considered. A short introduction to the general technique of image based depth reconstruction is given as well.
A. Background on Depth Reconstruction Techniques
Depth reconstruction from color images is based on the assumption that a scene point will generate similar color values when measured from different viewpoints. This assumption is used to look for the positions of corresponding colors across different images. Given the geometric camera parameters of the images, this correspondence can then be turned into a depth value. Obviously this approach has several shortcomings, as there are many occasions where the comparison of color values will be ambiguous. This is the case in homogeneous image regions, like uniformly colored objects, and at occlusions, where one image depicts parts of an object that are not contained in the other image.
B. LDV Compliant Capture
From the insights into the technique of reconstructing depth from color images, it can be concluded that in order to be able to reliably reconstruct the scene depth at a specific image position, the corresponding scene point has to be visible in at least two color images taken from different viewing positions. This cannot be achieved with only two cameras like in the simple stereo setup. At least three viewpoints that have mutually exclusive occlusion regions are required to fully reconstruct a view's depth. As explained in Section I, the rendering of novel viewpoints requires scene information from regions occluded from the perspective of a single viewpoint; therefore, the depth reconstruction from a single viewpoint will not deliver sufficient information. As a consequence, it is at least necessary to fully reconstruct the depth for two images from different viewpoints. This will then allow the rendering of novel images in between these two views without lack of data. As stated above, three cameras are required to avoid problems with occlusions during depth reconstruction. Arranging four cameras in a horizontal line provides a compact camera setup where the two central cameras each have two neighboring cameras, mutually covering the respective occlusion areas. This constitutes the minimal setup fulfilling the discussed requirements and was therefore used by 3D4You during a shoot in December 2008. Pictures of this rig are shown in Fig. 2 (left). It was built on top of an existing mirror-rig designed and constructed by KuK Film GmbH by adding two additional "satellite" cameras on each side of the mirror-box. In this way, the rig naturally incorporates the simple stereo setup and thus is backward compatible with today's standard 3D film production pipelines. Additionally, a ToF-camera was integrated into the rig. These devices currently have a low resolution, but unlike the stereo-matching approach, they do not rely on scene texture to properly deliver depth information, so the capture system is able to handle homogeneous scene elements. Although the chosen arrangement is pragmatic and requires little hardware resources, it also shows some limiting characteristics. First of all, a single ToF camera is not able to cover the occlusions for two different color viewpoints and thus can only support the reconstruction of foreground depth and one occlusion region. Secondly, the setup is disadvantageous for use with the LDV format. LDV uses a scene description from a single viewpoint but with multiple layers. These layers allow the storage of occlusion information without particular preferences on the novel viewpoint's pose. Thus the viewpoint used for the LDV definition is best positioned in between the two center cameras, so that it can capture the occlusion information from both viewpoints. Since no data is captured for this center viewpoint, all the data in the LDV representation has to be reconstructed.
Adding another color and another ToF-camera to the hardware setup creates a configuration that improves the previously discussed rig with respect to baseline configurations, occlusion coverage by ToF-measurements, and LDV compatibility. However, it requires a departure from the standard stereo-centric capture approach. The proposed system is constructed from two vertically arranged rigs, which each consist of two color cameras on top and bottom and a ToF-camera in the center. Between these two vertical rigs, a reference camera is placed. Fig. 2 (right) shows this rig. Obviously, the reference camera is well suited to function as a viewpoint for LDV delivery. This no longer guarantees a fully-covered field of view for two color viewpoints in the rig; however, it maximizes the ToF-camera's coverage of the reference cameras field of view without sacrificing the ability to measure depth in horizontally-occluded scene elements. This is beneficial in the LDV centered reconstruction approach, where color information for the occlusion layers has to be warped into the reference viewpoint in any case.
1) Preview Capabilities:
In order to allow the effective operation of a 3D-TV capture system, content producers should have some intuitive feedback from this system on what impression will be conveyed to the viewers. For this, an early preview of the depth impression must be supplied by the capture system. Using a standard stereo setup, this can easily be done by directly displaying the images on a stereoscopic display. This preview, however, will not be able to correctly reflect the final depth impression unless the correct display geometry is used. In the case where no standard stereo configuration is used, or where a multi-view display or different scene geometries need to be assessed, fast image based rendering techniques that require depth information have to be applied. Assuming that rendering algorithms are available, like for instance those integrated in the Philips WoW displays, the task is to deliver LDV data in real-time. One approach would be the use of real-time local stereo matching algorithms. Here, GPU implementations exist that are able to estimate disparity maps at up to 100Hz, assuming the images are sufficiently down-sampled [24] . This approach, however, will have difficulties in homogeneous and occluded image regions, generally leading to significant artifacts. Down sampling the input images furthermore reduces the distinguishable depth levels, which leads to unrealistic cardboard effects. In order to demonstrate the performance characteristics of real-time stereo algorithms, Fig. 3(c) and (d) show the results of applying such a scheme to the input images shown in Fig. 3(a) and (b) . These results were calculated using 3 3 NCC-matching as a base dissimilarity measure and aggregating costs over a 21 21 window using the asymmetric and separated variant of the bilateral filtering scheme proposed in [25] , which accurately preserves discontinuities. In order to achieve real-time performance, the scheme was implemented on the GPU, and the input images were downsampled by a factor of 5. Fig. 3(d) shows severe artifacts in homogeneous color regions like the wall and the sofa. Other errors are clustered at mutually occluded image regions, which in this case are primarily on the right hand side of the person. Fig. 3(c) shows the rendering of a textured 3D triangle-mesh generated from this depth map. It reflects the impact of the errors on the rendering of new viewpoints.
An alternative to stereo estimation is given by the use of ToFcameras. Although these devices have low spatial image resolution, their depth resolution is quite high. Moreover, their depth measurement is insensitive to the scene's texturing and does not have occlusion conflicts. These characteristics are exploited in the preview system developed in 3D4YOU [26] , which delivers results as shown in Fig. 3 (e) and (f). Although these results are not free of errors, the errors are fewer and significantly less severe, so this approach is better suited for assessing the proper setup of a scene.
2) Acquiring Camera Geometry: The extraction of depth information and the conversion into the LDV format requires knowledge of the imaging geometry of the camera rig, which helps in the consistent transfer of depth information between different cameras and constrains the search range for corresponding image positions. It can then also be used to automatically rectify images (remove vertical and rotational disparities), which in typical stereo production is a tedious yet important step during post-production.
Calculation of this geometry can be attempted from the captured content itself via auto-calibration methods [27] . Another approach is to capture images of a known calibration target in different positions and orientation, before or after acquisition of the target content. Auto-calibration methods are demanding in regard to the input data and are therefore less reliable; furthermore, no auto-calibration approach for ToF-cameras is known today. Use of a calibration pattern is thus often preferred for calibration of small baseline camera rigs. Well suited for this is the procedure proposed in [28] . It uses a statistical optimization scheme for parameter estimation. By means of an analysis-by-synthesis approach, the number of observations that are used in the parameter estimation can be increased to make the approach reliably estimate the parameters for the ToF-cameras.
IV. LDV GENERATION
In the previous section, LDV compliant data acquisition was discussed. However, a multitude of content exists that was not generated following this approach. Also, in the future alternative capture methods will be investigated. This section therefore examines the generation of LDV data from different input channels as sketched in Fig. 4<<AQ1>> . It first discusses a flexible approach to generating occlusion information for the simplified LDV format when narrow baseline viewpoints and depth maps are available for each. Two automatic depth map extraction schemes from narrow baseline camera setups are presented next. The first approach is designed to generate consistent depth maps from the standard stereo data available from today's common 3D cinema productions with two cameras. The second uses the data captured with the camera setups proposed in Section III and extracts reliable depth maps by combining ToF-depth measurements and color information. Finally, this section outlines the generation of LDV data from wide baseline scenarios which are typical in sports like rugby and soccer.
A. Occlusion Layer From Narrow-Baseline Set-Ups
As depicted in Fig. 4 , the input to the proposed LDV generation approach is corresponding color and depth images either from multiple views or from a single viewpoint. Once high quality depth maps have been obtained and a reference view has been selected, precise occlusion information must be generated. This occlusion information is required when rendering side views, where scene elements emerge from behind the foreground objects. In order to determine which parts in the LDV view have to be filled in, occlusion masks are generated by rendering the chosen reference foreground depth map into virtual side views [29] . Fig. 5 shows a result of this process.
Most troublesome for the generation of occlusion information is the case in which corresponding color and depth maps are only available for a single view. Such a monoscopic data constellation can occur if a single ToF camera is coupled with a single color camera, as in the ATTEST project, or if 2D film material is converted to 3D material and depth maps are painted manually [6] . Also, in the case where multiple viewpoints are used, uncovered occlusions might still be present in the input data. A special case is given in the wide baseline scenario where background model information is exploited to extract the foreground. This changes the conditions for LDV generation because color and depth are explicitly separated between background and foreground. The handling of this situation is discussed in the section LDV from Wide-Baseline Data below. In the other situations, multiple approaches exist for occlusion estimation, also known as inpainting [17] , [30] - [33] . These techniques are similar to the techniques used in the restoration of paintings or of old videos from film.
Each of the techniques takes one or multiple images with depth maps as input, in combination with the occlusion mask indicating which areas have to be filled in. However, a distinction based on the origin of the data used for filling in the disocclusion will be made here. Temporal inpainting uses the temporal axis to look for the missing data in other frames [31] , [33] , while multi-view inpainting makes use of the data from cameras with a slightly different viewpoint to see behind objects [17] , [31] . Finally, single-frame inpainting uses structural analysis of the surrounding background to fill in the unknown part [32] .
Temporal inpainting: In order to fill in occlusion information via temporal inpainting [31] , a video for a single view is analyzed to find frames in which the missing information is visible. This is easiest for scenes with a static background that are shot with a fixed camera. Assuming that the depth map accurately indicates which depth values belong to the background, the occlusion information can then be created by gathering background data throughout the sequence.
If the camera moves or the background is not static, the background motion has to be compensated. First, a motion estimation algorithm is applied. The occlusions are then filled in using an onion peeling strategy, starting from the outside of the occlusion such that the most uncertain part is located at the center. For each depth or color value to be filled in, a nearby background motion vector is used to determine the location in the other frame from where data has to be fetched. Fig. 6 shows an exemplary result of this approach.
Multi-view inpainting: If a scene is captured with multiple cameras as described in Section III, the other view(s) can be used for occlusion estimation. Depending on the number of cameras used and their position with respect to the 'central' camera, different occlusion parts can be filled in: cameras to the left or right can be used for filling in occlusions to the left or right around foreground objects, respectively. In order to fill in the occlusions, background information from the side view has to be warped to the correct location in the center view. This can be done using the depth map for the side view. Accuracy of this side view depth map is very important, as it determines the precision of the inpainted data.
Single-frame inpainting: If no reliable temporal or multiview data are available, single-frame inpainting is performed [32] . In this case, we opt for a very reliable and temporally stable inpainting method: repetition of the last known color and depth value of the background outside the occlusion. This is also a method with extremely low complexity, so it can also be used if computational power is too limited for the other methods.
Combined approach: In order to have a good, reliable general inpainting approach, we combine the above three methods in a confidence-based system. Each algorithm is applied separately, returning occlusion data along with a confidence estimate for all the data. Confidence measures are based on the matching errors, homogeneity of the inpainted data, and a prior confidence (temporal results are most reliable, while single-frame inpainting results have the lowest prior confidence). The results are then combined using these confidences to produce a stable and reliable occlusion layer (see also Fig. 7 the work by Oliveira et al. [33] and Klein Gunnewiek et al. [31] ).
B. Depth Generation From Narrow-Baseline Data 1) Consistent Depth Maps From Stereo Data:
Most of the content that is produced for stereoscopic viewing is captured with the simple setup of two horizontally displaced color cameras. In order to convert this input data to the more flexible LDV format, this section discusses a scheme that assigns consistent depth maps to each view. The process starts by estimating an initial set of depth maps, which are acquired by Hybrid Recursive Matching (HRM) [34] . HRM unites block-recursive disparity matching and pixel-recursive optical flow estimation in one common scheme to generate depth maps that are almost smooth and temporally consistent. However, due to noise, homogeneous areas, occlusions, etc., there are mismatches in the initial depth maps that will lead to artifacts during the rendering of virtual views. To eliminate these mismatches, an iterative post-processing approach inspired by bilateral filtering is applied. Fig. 8 sketches this processing scheme. Two independent matching processes first generate a pair of disparity maps via left to right and right to left estimation. By checking the consistency of the two depth maps and looking at the correlation values, the confidence of each estimate is measured. Based on these confidence values, a trilateral median filter [35] is applied to increase the consistency of the two depth maps. This trilateral filter extends a bilateral filter [36] which consists of geometric and photometric kernels, by means of third kernel that penalizes unreliable disparities. Moreover, the parameters of the filter are adapted to the local image texture. The scheme is applied iteratively, updating the consistency and confidence calculation at each iteration step. After a few iterations, the number of consistent estimates no longer increases, and a final occlusion inpainting procedure as discussed earlier is applied. Fig. 9 shows the processing results of a stereo pair from the MPEG sequence "Cafe."
2) Fusion of ToF Depth and Multi-View Stereo: Providing only two views to the depth reconstruction does not allow for proper reconstruction of image elements occluded in one of the images; instead, inpainting techniques have to be used. Another problem with image based reconstruction is the presence of ambiguous image elements like homogeneous regions or repetitive structures. To cope with occlusions and ambiguities, the capture setups discussed in Section III have been developed. These contain more than two viewpoints and integrate Time-of-Flight cameras. The multiple viewpoints allow stereo reconstruction in occluded regions, and the ToF cameras deliver depth regardless of the scene's texturing. Often the availability of depth from ToF measurements makes further stereo matching unnecessary. It is, however, necessary to upsample the low resolution ToF depth maps and to align them with the captured color images. For this purpose, Yang et al. [37] proposed a robust approach that was successfully adapted to the needs of 3D-TV data generation [29] , [38] . In circumstances where ToF measurements lack precision or contain gross errors, it is possible to combine them with stereo measurement to automatically extract reliable depth maps. Since the input data for stereo is fundamentally different from the data delivered by ToF-Cameras, it is difficult to define an algorithm that is not biased towards one of the data sources without discarding important information. A novel algorithm was proposed in 3D4YOU. This algorithm uses depth maps from local stereo estimation after removing all unreliable measurements. In this way, the low resolution ToF depth-measurements are supplemented by reliable high-resolution depth measurements. In contrast to previous proposals in this field, the different nature of the ToF-measurements and stereo reconstruction algorithms is thus considered. Hence, a bias towards the low resolution ToF maps is avoided, allowing fine structures only visible in the high resolution color data to be successfully reconstructed, while ambiguous image regions are resolved by the ToF measurements Fig. 10 . [39] describes the algorithm in full detail.
C. LDV From Wide-Baseline Data
In diverse TV productions, like gameshows or sports, the scenery must be simultaneously captured from several widelyspaced viewing angles in order to provide appropriate coverage of the filmed action. Often, the space for capture equipment is limited, meaning that the use of large camera setups like stereo rigs or the system described in the Section LDV Compliant Capture are not feasible or can become very expensive. Fortunately, in such scenarios the background scenery, such as a sports arena, is known a priori and can be provided in digital form. This allows for an alternative approach to LDV generation that shall be discussed in the following.
The wide-baseline LDV generation approach proposed here utilizes a static background model and requires a number of cameras with known parameters in a wide-baseline configuration. For broadcast cameras mounted on a pedestal, the camera parameters are computed in real-time from image-features alone [40] . The digital model of the static background's photometric and geometric properties is manually prepared before the actual LDV generation. This model then allows for foreground segmentation via chroma-keying and difference keying techniques (see ). Finally, a 3D volumetric visual hull is computed, followed by an iso-surface generation to give a 3D surface model for each frame of the foreground action, as described in detail in [41] .
In order to generate the final LDV format, the original camera images are augmented with a depth channel and an occlusion layer with depth and color. The required depth information for the foreground layer is acquired by rendering the generated 3D visual hull model of the foreground together with the static background model using a scan-line renderer.
The occlusion layer contains image information from the same camera angle as the original camera image but without the foreground action. While the required depth information is easily retrieved by again rendering a depth map via the static background model, the color information, which is subject to lighting conditions, is best used from images that were taken at approximately the same time. One option to generate this occlusion color is to fill in the obscured background from images taken by other cameras. One problem found with this procedure is that the areas often look slightly different in color, due to different color characteristics of the cameras (mismatched color balance) or anisotropic effects. Another option to fill in occluded areas is to use color images generated from the background plates used in the difference keying technique described above. Although the generated images are slightly less detailed and miss shadows, the results of this approach look less disturbing.
V. EDITING AND MIXING
Beyond the flexibility provided by the LDV format to target different display types and sizes, this format also brings new capabilities in the editing and mixing domain. The depth map associated with the video represents a third mixing dimension that can integrate efficiently with conventional 2D mixing. The depth of the real scene, while not always fully reliable, can be exploited to overlay computer generated imagery (CGI) and can even be used to create advanced visual effects.
With LDV, the overlay of graphics is more straightforward compared to the same operation in stereo, where such graphics must be placed coherently from one view to the other. CGI can efficiently enrich natural LDV content, and as long as the mixing is properly performed, no new artifacts are introduced. For the CGI component, the depth information or its LDV representation can directly be extracted from the modeling tools used for the design.
Two use cases of editing and mixing are described next. First, virtual studio techniques used to help the generation of LDV content are discussed. The second use case highlights the exploitation of LDV depth information for inserting subtitles and logos.
1) Virtual Studio Techniques in LDV Production:
Well known virtual studio concepts are used for mixing synthetic content with real content. The foreground of the final compositing is shot in front of a green or blue screen, and a synthetic background is then added Fig. 11 . The fact that the background is generated from a 3D model brings many advantages. Its depth can be obtained directly from the rendering process that is usually provided with modeling tools. This ensures that the depth map is perfect for the background and does not require an reconstruction process. Furthermore, foreground depth estimation can exploit the alpha matte information from the chromakey, either for clipping the depth at the border of the foreground or simply as post-processing for cleaning up the depth maps.
The overall workflow is depicted in Fig. 11 . This workflow covers the generation of both the LDV content (aligned with Camera 3) and a stereo pair (aligned with Camera 2 and 3). The 3D model of the background has to be manually aligned to the real scene. Then the rendering is processed with the camera parameters provided by the calibration step described in Acquiring Camera Geometry. Under the assumption that occluded areas contain primarily background, the occlusion layer (textures depth) are directly and exclusively extracted from the synthetic background from the 3D rendering process. The alpha matting is performed for each view independently and undergoes geometric rectification to match the corresponding rectified videos. The alpha matte is then reused for mixing the synthetic background with the real foreground for both the LDV signal and the stereo pair.
In this technique, the background must be as coherent as possible with the natural foreground, both in terms of context and rendering quality. Especially when the resulting sequences are used for subjective tests, as described in the Section Perceptual Human Factors, any inconsistency can introduce a bias in the user test results.
2) Enhanced Subtitling and Logo Insertion for LDV Content:
The insertion of subtitles and logos has become a challenging topic in 3D-TV in comparison with current practices for conventional video. The positioning of added CGI in the Z direction (screen to user axis) with regard to the original signal must be adjusted on viewing criteria. Furthermore, with the LDV format, new possibilities for mixing are offered by the depth information, such as new ways of inserting subtitles or logos. In addition to X and Y mixing, a Z mixing can be employed using the depth when appropriate and/or reliable enough. As an example of new effects which can be proposed, Fig. 12 shows a subtitle rotating around the table, appearing or disappearing depending on its position with respect to the objects and actors in the scene.
It is essential that the Technical Director in charge of editing can preview or quickly check the effect and quality of the mixing. In 3D4YOU, a real-time depth based compositing system was developed, allowing a live insertion of subtitles and logos. Graphic content is designed offline using a 3D modeling tool and exported to the editing system. The rendering of this content to a LDV signal is performed first, and it is combined with the original LDV signal on pixel basis, taking into account both signals' depth information. The quality of the resulting pictures directly depends both on the reliability of the depth maps and the requirements of the mixing itself. The proposed real-time LDV compositing system will help the Technical Director decide on the appropriate mixing effects depending on the depth map's quality.
VI. CODING AND DISTRIBUTION
Having generated 3D-TV content in LDV format, the next important step is the encoding and distribution of the data to the living room, where it then can be viewed on different displays. In contrast to standard TV, the amount of data transmitted, as well as the requirements for the data's quality after transmission, has increased. Investigations of compression algorithms were therefore conducted, which are discussed in the next section. This is followed by a short description of an experimental transmission setup, which demonstrates the distribution of LDV data via Digital Video Broadcasting-Terrestrial (DVB-T) and Internet Protocol Television (IPTV).
A. Encoding and Compression
A number of depth-enhanced formats for 3D video are currently investigated in the research community: MVD with 2 and 3 views, LDV, and also LDV associated with a second view (see also Section Review of Depth-based formats in 3D-TV).
Such formats are also investigated by standardization organizations, like ISO MPEG, in the context of a new 3D video coding technology [20] , [42] , [43] . This subsection contributes to this work by describing different investigations conducted for finding a LDV representation that provides higher coding efficiency. Standards in MPEG already exist to efficiently distribute single view color video, stereo video signals [44] , and even depth maps [45] , [46] . These standards were used as a starting point to code and distribute LDV data, as discussed in Section Distribution and Reception, and to investigate possible improvements in the coding efficiency.
The primary target for improved efficiency is the proper coding of depth data and of occlusion information. The quality of this information is vital for a good synthesis of stereoscopic views at the receiver site, thus the optimization of bandwidth used via compression becomes a demanding task. For the assessment of the impact of novel approaches to coding and transmission of LDV, quality measures were studied. From these studies it can be concluded that while the perceived quality of the rendered stereoscopic images can be well represented by the SSIM index [47] , the PSNR between an original and an encoded depth map is most correlated to the synthesized images' quality (see [48] for details). Therefore, the PSNR was used as an objective quality measure to assess the improvement of depth encoding approaches.
For the compression of depth information carried in the LDV format, it can be exploited that depth maps in general contain only a few discontinuities and therefore largely consist of low frequency content. This suggests that depth maps with lower resolution can be used for encoding. Experiments show that the results of this compression strategy depend on the content's complexity. This approach is most promising when low bitrates have to be achieved; however a certain loss in quality has to be accepted.
It was moreover observed that in comparison to other depth based formats, the coding and transmission efficiency of LDV due to its sparse occlusion information is quite high. However, the content in the occlusion layer may be scattered spatially. This is disadvantageous with respect to state-of-the-art coders like MPEG-4 AVC/H.264 or MPEG MVC, which operate block-wise. Further processing of the occlusion layer is thus proposed. First, pixel groups consisting of only a few elements are removed. These small holes are easily interpolated in the later image rendering process, and moreover the temporal alignment of the image data is increased. Pixel groups that contain sufficient occlusion information are then filled up to form square blocks of pixels in the occlusion layer. With this change, experiments performed demonstrate an increase of coding efficiency of up to 25% in bit rate while preserving the reproduction quality. In this context, a coding parameter that controls the significance of occlusion information by means of a minimal disparity threshold was introduced. In the case where the change in disparity at a disocclusion boundary is small (i.e., the size of the required occlusion information is small), the threshold initializes a local muting of the occlusion layer, which further increases the coding efficiency.
Further experiments were designed to exploit the Flexible Macro Block Ordering (FBO) technique, which is a novel coding technique in the MPEG-4 AVC/H.264 standard. This technique allows the assignment of image blocks to so called slices. The advantage of this assignment is that each slice can be coded independently, so that image elements with different characteristics can be coded differently. Moreover, advanced error correction mechanisms become applicable, like the interpolation of lost blocks from other received slice content. On the other hand, this technique requires the encoding and transmission of the Macro Block Allocation map. Unfortunately, due to this requirement the experiments conducted could not show a gain in efficiency by means of FBO.
Finally, it must be remarked that with respect to compression, the estimation techniques applied to extract depth information as described in Section LDV Generation are generally not stable enough. Due to the imperfect estimation process, content may lack spatial and temporal consistency. As a consequence, natural sequences and CGI content show big differences in behavior. For instance, a depth signal represents 20% of global bandwidth for CGI and 50% for natural sequences.
B. Distribution and Reception
In order to show the practicability of 3D-TV in the LDV format with distribution standards available today, a demonstrator was built. This demonstrator consists of a transmission part and a reception part. Both DVB-T and IPTV are supported transmission media. The receiver is based on a PC platform and supports reception of data in the simplified LDV format in both MPEG2 and MPEG4 encoded formats. The receiver first does a demodulation of the DVB-T or IPTV modulated streams, followed by demultiplexing into four elementary streams according to the four layers of the simplified LDV format: texture, depth, occlusion and occlusion depth (see also Section Review of Depth-based formats in 3D-TV and Fig. 1 ). Each elementary stream is decoded, and all decoded streams are packed together into the LDV format, which is supported by the Philips autostereoscopic display. Passive glasses-based Stereoscopic displays only showing two views in a frame interleaved pattern are also supported by means of an additional renderer implemented on a FPGA. Due to the nature of the chosen format, the derivation of standard TV video data is also possible. A simplified schematic of the demonstrator is shown in Fig. 13 .
VII. PERCEPTUAL HUMAN FACTORS
As with the assessment of any visual technology, perceptual human factors must be given ample attention. The two most important aspects to consider are the overall viewing experience, which includes image quality as well as the added value of depth, and the visual comfort, which includes eye strain and fatigue that are potentially exacerbated by 3D viewing.
To understand these aspects, it is necessary to consider all the technological details, distributed throughout the audiovisual chain, that influence the user's perception of 3D TV services. Inherent sources of degradation, according to the type of architecture [49] , include the capture and production of video sequences, the compression of 3D video formats, the network type and associated protocols, and the image formats and rendering technology used in 3D displays. 3D4YOU aims to provide experimental results regarding the perceptual impact of the 3D video formats, coding and compression methods, and long-duration viewing, as well as guidance for capture and production of 3D content. A description of these ongoing activities follows. Eventually, these studies and methodologies should be integrated into the standardization process, e.g. ITU-T and ITU-R activities, to have a fair assessment as well as to compare results from different laboratories in the world.
A. Evaluation of Viewing Experience
In order to ease the specification process and the setup of the end-to-end architecture, a performance evaluation has to be carried out with subjective tests aimed at understanding the enduser's opinion in terms of visual quality, depth rendering, visual comfort, etc. Most important for 3D4YOU is the evaluation of the technologies developed in the project. For this purpose, subjective tests on the 3D representation formats under investigation, including not only LDV, but also LDV-R, MVD2, and DES, and the 3D compression strategies related to the studied video formats are conducted.
Perceptual studies related to the assessment of viewing experience have two general requirements. The first concerns the production of 3D sequences for testing purpose, which must have sufficient variety in content and be sufficiently artifact-free. Original test sequences must have full temporal and spatial definition, with no compression, except when assessing the impact of compression methods. To study the effect of reconstruction, sequences must have various scene complexities in terms of motion, texture and depth range, e.g. indoor and outdoor contents. A full factorial of three levels for each complexity criterion would lead to twenty-seven cases of video complexities, but in practice, four to five video complexities are enough to determine the impact of scene contents on results. This requirement has been addressed in 3D4YOU in the shooting of new live-action sequences and the generation of synthetic sequences.
The second requirement is for new subjective assessment methodologies for short duration sequences using multidimensional scales (visual experience, video quality, depth rendering, visual comfort, etc.). Previous studies [50] , [51] have shown that it is essential to develop multidimensional approaches using perceptual labels such as visual experience, naturalness, presence or depth rendering to describe more precisely the viewer's opinion. For this purpose, a new subjective test methodology, based on the SAMVIQ methodology (described in ITU-R BT.1788) has been defined and implemented to take into account multidimensional perceptual scales, specifically viewing experience, depth rendering, and visual comfort.
A first test, on 3D representation formats, was aimed at comparing the visual performance of rendered views from LDV and to compare this new format with native stereo i.e. the original stereo content captured at the same time. Three main objectives have been defined: to determine the value of depth scalability functionality, to evaluate the efficiency of the occlusion layer in the LDV format, and to assess the stereo backward compatibility of this new video format in terms of video quality. The test has been carried out considering four sequences from the 3D4YOU shooting sessions. Unfortunately, the prototypic depth reconstruction and rendering algorithms developed in 3D4YOU available at the time of the experiments did not achieve the highest quality possible. Therefore, the evaluation of these experiments indicates that directly captured imagery has a higher visual quality than the imagery rendered from the LDV representation. It however cannot be deduced what potential the LDV representation has towards achieving comparable visual quality.
B. Evaluation of Visual Comfort
To evaluate the visual comfort of a 3D-TV system, it is necessary to specify objective and subjective measurements [52] - [54] as well as to develop methodologies for long duration viewing. Recent literature [55] makes a distinction between visual fatigue, which is a measurable decrease in optical performance, and visual discomfort, which is its subjective correlate. It provides a variety of measurement methodologies and shows that some viewers, approximately 20% of the population, can be considered more susceptible to discomfort and visual fatigue. Because long duration LDV content was not available in the 3D4YOU project, contemporary, high quality stereo video can be used, as it is assumed that the mechanisms behind visual comfort and fatigue are independent of the encoding format.
In 3D4YOU, a study was completed which looked at the visual discomfort associated with the effects of motion, depth, and subtitling. The study combined a continuous assessment of comfort during a 30-minute viewing session with questionnaire-based assessments of physical discomfort and contributing factors. The video content consisted of two movies varying in motion magnitude: a dynamic sports sequence and a relatively static travelogue, both of which had similar, high amounts of depth. The sequences were shown with and without subtitles, across participants. Visual fatigue, as measured with a vergence facility test before and after viewing, was not significantly encountered, although some mild discomfort was noted in questionnaire results. The questionnaire also confirmed that participants incorporated on-screen motion, depth, and changes in depth in their continuous assessment of visual comfort. Modeling the continuous assessment of visual comfort as a linear combination of objective video characteristics related to motion and depth was successful for individual scenes. However, because of the inter-dependency between video characteristics and their non-linear relationship with visual comfort, creating a single model of comfort for all of the video content was not possible. It was found that additional effort was required while reading subtitles to keep them visually fused and sharp. This induced additional discomfort, yet did not impact the benefits of 3D viewing in terms of naturalness and viewing experience. From these results it can be concluded that the possibilities granted to post-production by the LDV format, e.g. the possibility to change the depth impression and the convenient mixing facilities with early previews described in Section V-A-2) Enhanced subtitling and logo insertion for LDV content, are very important in proper 3D-Film productions.
VIII. CONCLUSION AND FUTURE WORK
This paper discusses a 3D-TV delivery chain that is based on the Layered Depth Video (LDV) format. This depth-based content representation provides functionality that is essential for display independent delivery of 3D-TV to the home and difficult to provide by other means. The paper contributes detailed discussions of all major elements of this content generation approach and presents state-of-the-art solutions to challenges encountered with this scheme. Specifically, a novel and pragmatic capture setup was described incorporating color cameras as well as ToF cameras. Furthermore, different novel algorithms were presented that extract depth and occlusion information from different input sources and fuse them into the LDV format. Also described was the exploitation of the depth information provided in the LDV format to edit and mix captured content with computer generated data. New insights into compressing LDV signals were discussed, and the feasibility of transmitting content in LDV format to different display types was demonstrated. Another focus of the paper was human perceptual factors with respect to production rules and the assessment of the developed technology's visual quality. Here, novel test methodologies and early results were explained. The insights and results presented in this work are based on real production trials that were conducted within the European 3D4YOU project and are thus representative for real-life applications.
Nevertheless, further investigations and developments are required to make this approach practical in real productions. First of all, the prototype implementations made in 3D4YOU have to be integrated into a solid workflow by reworking control interfaces and by the construction of dedicated hardware solutions. Many of the algorithms presented in the paper already consider parallelization and the use of GPU hardware. In order to achieve live broadcast capabilities, however, run-time optimization of the whole processing pipeline, presented in this work, will be needed. Further scientific work that provides improved solutions to specific parts of the LDV based 3D-TV production pipeline will have to be carried out to ensure high quality service in concert with future consumer demands. This paper provides the necessary background information for this, as well as a valuable starting point for further investigations. In particular, auto-calibration techniques have to be investigated that are also able to calibrate ToF cameras, so that the proposed capture setup becomes simpler to use. Moreover, it is necessary to investigate novel coding, compression, and transmission standards. Also, the rendering of stereoscopic images from LDV has great potential for quality improvements. Furthermore, the adaptation of the many proposed stereo reconstruction techniques that only focus on the high quality reconstruction of foreground depth to the proposed LDV reconstruction is worth investigating. Finally, proper production rules for capturing and cinematography with respect to human factors have to be refined.
Despite the remaining work on quality-improvements and production techniques, this paper shows that 3D4YOU was able to develop key technologies for the realization of a depth-based 3D-TV production chain in the LDV format. It presents a proof of concept for the feasibility of this approach for many production scenarios ranging from documentaries to sports. Because this approach is display independent, supports multi-view autostereoscopic displays, and eases post-production, 3D4YOU's approach has the potential to become a reasonable alternative to the 3D film production techniques applied today.
