Abstract-In this work we consider a class of networked control systems (NCS) when the control signal is sent to the plant via a UDP-like communication protocol. In this case the controller sends a communication packet to the plant across a lossy network, but the controller does not receive any acknowledgement signal indicating the status of the control packet. Standard observer based estimators assume the estimator has knowledge of what control signal is applied to the plant. Under the UDP-like protocol the controller/estimator does not have explicit knowledge whether the control signals have been applied to the plant or not. We present a simple estimation and control algorithm that consists of a state and mode observer as well as a constraint on the control signal sent to the plant. For the class of systems considered, discrete time LTI plants where at least one of the states that is directly affected by the input is also part of the measurement vector, the estimator is able to recover the fate of the control packet from the measurement at the next timestep and exhibit better performance than other naive schemes. For single-input-single-output (SISO) systems we are able to show convergence properties of the estimation error and closed loop stability. Simulations are provided to demonstrate the algorithm and show it's effectiveness.
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Abstract-In this work we consider a class of networked control systems (NCS) when the control signal is sent to the plant via a UDP-like communication protocol. In this case the controller sends a communication packet to the plant across a lossy network, but the controller does not receive any acknowledgement signal indicating the status of the control packet. Standard observer based estimators assume the estimator has knowledge of what control signal is applied to the plant. Under the UDP-like protocol the controller/estimator does not have explicit knowledge whether the control signals have been applied to the plant or not. We present a simple estimation and control algorithm that consists of a state and mode observer as well as a constraint on the control signal sent to the plant. For the class of systems considered, discrete time LTI plants where at least one of the states that is directly affected by the input is also part of the measurement vector, the estimator is able to recover the fate of the control packet from the measurement at the next timestep and exhibit better performance than other naive schemes. For single-input-single-output (SISO) systems we are able to show convergence properties of the estimation error and closed loop stability. Simulations are provided to demonstrate the algorithm and show it's effectiveness. I . INTRODUCTION In recent years networked control systems (NCS) have gained much attention in the research community. Networked control systems are characterized by the presences of communication links in the feedback loop. These communication links introduce delays and losses of information in the feedback loop that can degrade the performance of the control system. The effect of information loss is considered in this paper.
The problem of estimating the state of a dynamical system over a lossy network was considered by Sinopoli, et al [1] . The authors considered a discrete time LTI system corrupted by Gaussian noise and analyzed the performance of the Kalman filter when the sensor measurements are sent to the filter across a lossy network. They gave stability conditions for the expected value of the estimation error covariance that was a function of the instability of the system and the frequency of data dropouts. The pure estimation problem was also investigated in [2] , [3] In [4] Sinopoli et al began looking at closing the loop across lossy networks. They added a lossy network between the controller/estimator and the actuators/plant. They attempted to solve the LQG problem in this framework. In this work they made the implicit assumption that the estimator/controller had direct knowledge about the fate of Control and Dynamical Systems, California Institute of Technology, Pasadena CA 91125 epstein, shiling, murray @cds.caltech.edu the control packet sent to the plant by way of an acknowledgement signal, i.e. a TCP-like protocol. They used this assumption to show that a separation principle holds and that the optimal LQG control is linear with a bounded cost when the percentage of loss is below a threshold.
Sinopoli et al began to consider UDP-like communication protocols, where there is no receive acknowledgement, for the network between the controller/estimator and the acutators/plant in [5] , [6] . They show that in this setting the LQG controller is in general nonlinear and cannot, in general, be found in closed form. We investigate a similar problem setting in this paper. We assume there is perfect communication between the sensors and the estimator/controller so that the measurement data is always available at the estimator. The network connecting the estimator/controller to the actuators/plant uses UDP-like protocols. This setup is summarized in Fig. 1 . We will model the system as a Jump Linear System (JLS) and present an estimator algorithm guaranteed to recover the fate of the control packet. The estimator algorithm consists of state and mode observers as well as a constraint on the control signal. We will show how this algorithm can be used with a modified state feedback controller to stabilize the closed loop system. Since we will model the system as a JLS it is worthwhile to note some of the estimation literature for JLS. In [7] , Alessandri, et al present a receding horizon estimator for a JLS with bounded disturbances. Their problem setting is slightly different in that they consider only open loop JLS, they do not attempt to design a feedback law. The work in [8] designs an optimal compensator for a JLS with Gaussian noise and an unknown switching parameter. Stability conditions are given for the closed loop that appear to be more complicated than those presented here. In [9] Babali and Egerstedt present an algorithm that resembles the one presented in this paper. They also consider a state observer along with a mode detector, however, their algorithm does not consider the design of the controller.
The paper is organized as follows. We give an introduction to the problem and related work in Section I. In Section II we set up the problem in a mathematical framework. The estimator algorithm and its convergence properties are presented in Section III. Examples are given in Section IV to illustrate the effectiveness of the algorithm. Finally, conclusions and a description of future extensions to this work are in Section V.
II. PROBLEM SET UP We consider a networked control system where the controller sends commands to the actuator across a packet dropping network as in Fig. 1 (6) The goal is to design an estimator and a control algorithm that can recover the fate of -yk at time k + 1. It should not require much computation and also stabilize the closed loop in some sense.
A. Naive Schemes Before presenting our algorithm, we will first look at several naive schemes for dealing with this situation. To simplify the analysis of these naive schemes we will ignore the noise terms, i.e. let wk = Zk = 0. For the sake of showing the pitfalls of these schemes, it should be clear that if their faults are exposed even in the noise free case they certainly will not be suitable when noise is present. When analyzing our algorithm we will once again include the noise. Let us assume a part of these naive schemes is to include a state feedback controller Uk = Fx.
The closed loop is written as a Jump Linear System (JLS) We further assume A is unstable, (A, B) is controllable and (A, C) is observable, so that in the absence of the network F and L are designed to make A-+BF and A -LCA stable.
We also make the assumption that CB :t 0. This will be required as we desire to recover the fate of -yk at time k + 1, meaning we need the effect of -yk be present in Under the UDP-like communication scheme we are considering, the estimator does not have any knowledge about the value -Yk. Therefore if one were to design an observer for this system it could take the form of X+1 = Axk-+ ykBuk + L(yk+1 CAxsk -XCBUk) (4) where the decision must be made how to select Yk.
Writing the estimation error as eC = Xk X we see it evolves according to
-Z, ek {O, 1} (10) where we see that if yk = -yk then G (k) = 0 and the estimation error will evolve as eC+ = (A -LCA)ek which is clearly stable. Recalling the UDP-like communication protocol, however, the estimator receives no acknowledgement and hence does not know the value of -yk when deciding on 7k. As a result the estimator could either try to reason about -yk (if possible) or simply set yk to a predetermined value.
The latter situation is what we refer to as the naive schemes. Let us investigate them and see the drawbacks. If we assume the packet drop sequence is independent and identically distributed (i.i.d) with an expected value given by E[ykI = y, then it might seem logical to set ak = for all k as was done in [6] . Though the problem setting was slightly different, the approach can be applied here and the resulting JLS has two modes given by
with -yk C {0, 1}. In order for the closed loop to be stable clearly at least one of the switching modes must be stable. [13] [14] [15] 2006 We now have a state and mode observer together with a constraint on the control action to ensure the fate of the kth control packet (Yk) can be recovered at time k + 1. This assures the estimation error will be bounded. The algorithm is summarized in Fig. 2 . We are of course also interested in the closed loop performance of the system. Below we show that in the noise-free case we can achieve almost sure stability with a slightly modified state feedback controller. 
As we will now show, using a modified version of a state feedback controller we can make the closed loop system almost surely stable. The definition and sufficient conditions, taken from [10] , [11] , of almost sure stability for a JLS of the form of Eqn. (7) with 0(k) C {1, 2,... N} is
From above we see the H1 matrix will be stable and the H2 matrix unstable. Following the definitions of the P-norm, llHfl1p < I and llHfl1p < ||H2llp.
Define Di(k) Ho (2) At first we will assume there is no noise acting on the system. Using the new scheme a typical response profile is shown in Fig. 3 . The top plots show the evolution of the state vector and the estimation error. The middle plots show the sequence of -k for this simulation and of (-k -k )2.
As can be seen, our estimation algorithm recovers =k -k at every timestep, which allows the estimation error to converge quickly. The control history is plotted in the bottom plots, showing the corrective term decays to zero and Uk approaches F'Xk.
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