A finite set system (FSS) is a pair (V, B) where V is a finite set whose members are called points, equipped with a finite collection of its subsets B whose members are called blocks. In this paper, finite set systems are used to define a class of Quasi-cyclic lowdensity parity-check (LDPC) codes, called FSS codes, such that the constructed codes possess large girth and arbitrary column-weight distributions. Especially, the constructed column weight-2 FSS codes have higher rates than the column weight-2 geometric and cylinder-type codes with the same girths. To find the maximum girth of FSS codes based on (V, B), inevitable walks are defined in B such that the maximum girth is determined by the smallest length of the inevitable walks in B. Simulation results show that the constructed FSS codes have very good performance over the AWGN channel with iterative decoding and achieve significantly large coding gains compared to the random-like LDPC codes of the same lengths and rates.
Introduction
Low-density parity-check (LDPC) codes are forward error-correction codes, first proposed in 1962 by Gallager [1] and rediscovered [2] in 1996. The construction methods of LDPC codes can be divided into two categories: random-like methods [5] - [12] and mathematically structured methods [13] - [28] . Long random-like LDPC codes in general perform closer to the Shannon limit [4] than their equivalent structured LDPC codes; however, for practical lengths, well designed structured LDPC codes show better error correcting performance than the random-like ones. Quasi-cyclic (QC) LDPC codes are the most promising class of structured LDPC codes due to their ease of implementation and excellent performance over noisy channels when decoded by message-passing algorithms, such as sum-product algorithm [3] , as extensive simulation studies have shown. An LDPC code is represented by a sparse parity-check matrix and its corresponding Tanner graph [14] . Tanner gave a lower bound on the minimum distance of a given LDPC code that grows exponentially with the girth of the Tanner graph representing the code.
PEG algorithm [31] is a graph conditioning technique to construct Tanner graphs of LDPC codes which possess large girths. The algorithm builds a Tanner graph by connecting the graphs nodes edge by edge provided that the added edge has minimal impact on the girth of the graph. Although PEG codes are among the best codes at short lengths [31] , their major disadvantage is represented by their high implementation complexity that makes them impractical at very large lengths. On the other hand, structured LDPC codes, especially quasi-cyclic (QC) LDPC codes, such as FSS codes, have advantages over other types of LDPC codes in hardware implementation of encoding and decoding.
The overall bit-error rate (BER) and block-error rate (BLER) performance of an LDPC code is generally described by two different regions, i.e the waterfall region (WR) and the error-floor region (EFR). The WR corresponds to the low-to-medium signal-to-noise ratio (SNR) of the BER-SNR plot, and EFR [7] is located at the bottom of WR wherein the BER/BLER no longer exhibits the rapid improvement as in WR. While the performance in EFR mainly depends on the minimum-distance, stopping sets [10] and trapping sets [11] , the girth influences the achievable BER/BLER in WR. On the other hand, the higher the girth, the faster the iteration-aided BER/BLER improvement, and this is why many construction techniques attempt to maximize the girth of the underlying graph [8] . Also, it has been shown that designing column-weight two LDPC codes [17, 18] with large girths, especially in the non-binary setting, is highly beneficial for the error floor performance.
Moura [21] defined a structure graph for column-weight two LDPC codes, or cycle codes [22] , to construct regular structured LDPC codes with large girth. Asamov and Aydin [23] presented a greedy algorithm to construct regular cycle codes with arbitrarily girth. In [24] , the authors have viewed a QC-LDPC code as a protograph code with circulant permutation matrices. They have also proposed a new combinatorial method for the construction of protographs whose protograph codes have girth larger than or equal to 14 and 18 for non applicable lengths. Also, a class of geometrically structured QC-LDPC codes with girth at most 18 [19] is constructed based on some algebraic tools, i.e. Steiner triple systems, integer lattices, and affine planes. Furthermore, a particular class of circulant LDPC codes referred to as cylinder-type LDPC (CT-LDPC) codes has been studied in [17] wherein for each e ≥ 2, column-weight two CT-LDPC codes with girth 8e and rate 1/e have been constructed.
Despite having a suitable theoretical perspective for the mentioned constructions, it is desired to have efficient deterministic algorithms to produce LDPC codes of acceptable length, with flexible parameters such as rate, girth and row (column) weight distribution. In this paper, by introducing and applying a concept referred to as inevitable walk, we use the smallest length of such inevitable walks to give an efficient algorithm finding an upper-bound on the girth of QC-LDPC codes having a fixed mother matrix. Then, we introduce an efficient algorithm to produce mother matrices of large girths whose parity-check matrices have desirable column-weight distributions. As an advantage of this algorithm, the so constructed columnweight two LDPC codes have rates larger than the rates of the column-weight two geometric and cylinder-type codes with the same girths given in [17] and [20] . The basic mathematical structure employed in this paper is the class of finite set systems.
The outline of the paper is as follows. In section 2, we give some preliminaries and notations. To a circulant code, a graph, called block-structure graph (BSG) [20] , is associated which is simpler than the graphs such as protograph [28] and voltage-graph [29] . By assigning a new matrix H to a given FSS, we define its corresponding FSS-codes as the QC-LDPC codes with mother matrix H. Construction of FSS-based LDPC codes is addressed in Section 4. By defining inevitable walks in a FSS, and by using BSG, we give a theorem which determines the maximum achievable girth by FSS-based codes derived from a given mother matrix. In section 4, we introduce two efficient algorithms to produce regular and non-regular FSS-based codes with desirable girths and column-weight distributions. Then, we propose two efficient algorithms producing regular FSS-based codes with arbitrary girths and column-weight distributions. Simulation results, given in Section 5, show that the new FSS-based codes can perform very well over the AWGN channel with iterative decoding, and they achieve a better coding gain compared to the random codes of the same lengths and rates.
Preliminaries and Notations
A graph G is a two-tuple consisting of a vertex set V (G) and an edge set E(G), where each element of e ∈ E(G) is represented by two elements, not necessarily distinct, of V (G) called the endpoints of this edge. A bipartite graph is a graph G = (V, E) in which V can be divided into two disjoint sets A and B, such that every edge e ∈ E connects one vertex in A and one in B.
A length-l walk in G is a successive series of edges e i and vertices v j such as v 1 e 1 v 2 e 2 · · · v l e l v l+1 , forming a continuous curve, i.e. each e i connects v i to v i+1 . A walk is closed if the initial and terminal vertices are the same, i.e v 1 = v l+1 . A closed walk in which only the end vertices are the same is called a cycle, i.e. v i = v j for each 1 ≤ i < j ≤ l + 1 except for i = 1, j = l + 1. The girth of a graph is defined as the length of its shortest cycles.
To a given parity-check matrix H, a bipartite graph referred to as its Tanner graph (TG) is associated in which one set of vertices, called the check nodes, represent the set of rows of H, and the other set, called the bit nodes (or symbol nodes) represent the set of columns of H. A symbol node is adjacent with a check node if and only if the entry of H located in the corresponding row and column is nonzero. s when m is known. It is noticed that this definition of circulant permutation matrix seems to be different with [16] , i.e. the row-shift is right-wise instead of left-wise, however it can be seen easily that the same conclusions can be obtained.
The definition of the block-structure graph given in [20] is reproduced as follows. Let m, b and γ be positive integers and b < γ. Let H = (H i,j ) b×γ , wherein each H i,j is either a m × m circulant permutation matrix or the m × m all-zero matrix. Considering H as a b × γ matrix with m × m entries, we refer to H as a matrix having b block-rows and γ block-columns. For simplicity, the matrix H and the QC-LDPC code represented by H as its parity-check matrix are referred to as m−circulant matrix and m−circulant code, respectively. The block-structure graph associated to H, denoted by BSG(H), is defined as follows.
Definition 1 Consider a set of vertices V = {v 1 , v 2 , ..., v b }, where v i represents the ith blockrow of H. For each i, j ∈ {1, · · · , b} and k ∈ {1, · · · , γ}, where H i,k = I s 1 and H j,k = I s 2 for some 0 ≤ s 1 , s 2 ≤ m − 1, two vertices v i , v j ∈ V are joined by two directed edges labeled with (k, s), from v i to v j , and (k, s ′ ), from v j to v i , wherein s = −s ′ = s 2 − s 1 mod m. For each edge of the so constructed graph G, the first and second component of its label (k, s) are referred to as the column index and the shift of that edge, respectively. The resulting graph G is called the block-structure graph of H, and is denoted by BSG(H).
Definition 2 Consider a m-circulant matrix H and its associated BSG G. A length-l closed walk in G is given by a sequence of vertices
, where i l+1 = i 1 , with edges e 1 , e 2 , ..., e l such that for each 1 ≤ j ≤ l, the edge e j , labeled with (k j , s j ), connects the vertices v i j and v i j+1 and that the following conditions hold:
1. Each edge e j in the sequence e 1 , e 2 , ..., e l is repeated at most m times; 2. For each 1 ≤ j ≤ l, k j = k j+1 , where k l+1 := k 1 , i.e. the index columns of successive edges are different;
3.
l j=1 s j ≡ 0 (mod m), i.e. the shift sum of the edges is zero modulo m.
For simplicity, we may show this length-l closed walk, or briefly closed l-walk, in G by the following chain: 
The relationship between the length of the shortest closed walks in BSG of a circulant code and the girth of its Tanner graph is considered in the following Lemma [20] .
Lemma 1 For each circulant matrix H, the girth of H, i.e. the length of the shortest cycle in TG(H), is twice of the length of the shortest closed walk in BSG(H).
In the sequel, the definition of a (v, b, t)-finite set system (see [30] ) and some examples are presented. According to Definition 3, a block B in B may be repeated, so, the word "collection" is preferred to "set". For a given FSS(v, b, t), we show its points and collection of blocks by
respectively. For such a finite set system, we set the followings:
is the collection of block sizes;
• For each x ∈ V , let r x be the replication number of x in the blocks of B, i.e. the number of blocks B ∈ B containing x and let R = [r x : x ∈ V ] be the collection of replication numbers;
• For each 0 ≤ i ≤ t and each i−subset T of V , let Λ i,T be the number of blocks B ∈ B containing T and let Λ i = {Λ i,T : T ⊆ V, |T | = i}. Therefore, Λ 0 = {b} and Λ 1 is the set of distinct elements in R.
For a given FSS(v, b, t), a set of distinct points x 1 , x 2 , . . . , x t in V are called co-block if there exists at least one block B i ∈ B such that x 1 , . . . , x t ∈ B.
Example 2 The following 10 blocks define a FSS (8, 10, 3) :
Setting restrictions on {Λ t }s imposes specific structures on the system. Restriction to a single element balances the structure in some regard. Table 1 considers the effect of restricting these sets to singleton sets. Indeed, the set of so obtained systems are among the most central objects in design theory and have been studied extensively. If in a FSS(v, b, t) we have
is a 2-design with λ = λ 2 . For example, the FFS explained in example 2 with bloks B = [B 1 , B 2 , . . . , B 10 ] can be considered as an BIBD (8, 4, 2) . A pairwise balanced design (PBD) is a FSS(v, b, t) with Λ 2 = {λ}.
The incidence matrix of a given FSS is defined in the following.
the set of all (t − 1)-subsets of V such that for each T i there are at least two distinct blocks containing T i . We assign a (0, 1)-matrix H = (h i,j ) b×γ to (V, B) wherein the i-th row (j-th column) of H represents B i (resp. T j ), and h i,j = 1 if and only if T j ⊆ B i . The matrix H is referred to as the incidence matrix of (V, B).
For example, the incidence matrix H associated with the system defined in Example 2 is given by (1) . 
In definition 4, without loss of generality, we may assume that t = 2, as it is clear that the incidence matrix of a FSS(v, b, t) can be considered as the incidence matrix of a FSS(v
. Hence in the rest of the paper, by FSS we mean a FSS(v, b, 2) for some positive integers v and b. In this case, γ is equal to v. Let S = (s i,j ) i∈B j ,1≤j≤b be a shift sequence of order m on B, and H = (H i,j ) v×b be the matrix consisting of m × m block circulant matrices H i,j , where:
A finite set system code (FSS-code) based on B and S, denoted by C m,B,S , is defined as the quasi-cyclic LDPC code with the parity-check matrix H if b < v t−1 or its transpose H T , elsewhere. Hereinafter, without loss of generality, we assume that b >
, known as BIBD (6, 3, 2) , is a FSS (6, 10, 2) . Now let S = (s i,j ) i∈B j ,1≤j≤10 be a shift sequence on (V, B) and H be the associated paritycheck matrix. This code has rate at least 1 − 6/10 = 0.4. Without loss of generality, up to code equivalence, we may assume that the first shift s i,j for each column of H is zero, i.e. 
The numbers R and K in definition 3 are the row and column-weight distributions of the incidence matrix H, respectively. Hence, by choosing a FSS(v, b, 2) with desired numbers R and K we can construct parity-check matrices having suitable column-weight and row-weight distributions. On the other hand, the rate of a FSS-code C m,B,S is at least 1 − min{b,v} max{b,v} . Hence, by increasing |v − b|, we hope that the obtained rate will be large enough. In order to have the girth of H large enough, we first note that the girth of C m,B,S represented by H is upperbounded by g(B), where g(B) is the largest achievable girth for all possible integers m and shift-sequences S on m.
Let H be the incidence-matrix of (V, B). Using Proto-graphs [28] , Kim et. al. [24] have introduced some incidence matrices, denoted P 2i , and have claimed that if H does not contain P 2i and P T 2i for all i < g, then g(B) will be at least 2g. But, checking this condition, i.e. ensuring that P 2i and P T 2i , i < g, are not as sub-matrices in H, especially when g is large, is a process with high computational complexity as H can include any row (column) permutation of P 2i or P T 2i , as its sub-matrices.
In this paper, by introducing some special chains in (V, B), called inevitable walks, we propose a theorem that efficiently determines g(B). Then, we propose two efficient algorithms for finding (V, B) with a desired girth g(B). Finally, we propose a modified version of the code-generating algorithm given in [19] , such that for a given (V, B) the algorithm efficiently generates FSS-codes with a desired girth. First, we define inevitable walks in a FSS as they have an important role in finding the maximum achievable girth by FSS-codes based on a given mother matrix.
). An inevitable walk of length ℓ, briefly ℓ-inevitable walk, in B consists of a list of integers
Let G be the BSG of a parity-check matrix of a given FSS(m, B, S) code.
is an ℓ-inevitable walk in B, then the following ℓ-closed walk always exists in G, regardless of the values of m and S. 
where Let (V, B) be a FSS(v, b, 2) and H = (H i,j ) b×v be its associated incidence matrix. Then, an ℓ-inevitable walk in B is a closed walk that exists in the BSG of FSS(m, B, S) codes regardless of the values of m and S.
The upper-bound g(B) is obtained from the shortest inevitable walks in B by the following theorem.
Theorem 1 The number g(B)
is the smallest integer 2ℓ, such that there is at least one ℓ-inevitable walk in B. Proof. We should show that for a given (V, B), the maximum achievable girth of FSS(m, B, S) codes, for all m and S, is the smallest 2ℓ, such that there is an ℓ-inevitable walk in B.
be an inevitable walk in B and that ℓ is the smallest such number. We show that the girth of any FSS(m, B, S) code is upper-bounded by 2ℓ. If H is the parity-check matrix of a FSS(m, B, S) code, for some m and S, and G is the BSG(H), then regardless of the values of m and S, G contains the ℓ-closed walk represented by the following chain.
where
As C is an inevitable walk, the vectors (
where t = |A j | and the points i j 1 , i j 2 , · · · , i jt are B k j co-block. Hence,
Conversely, if the ℓ-closed walk, represented by the chain given by (3)
Construction of FSS Codes with Arbitrary Girth
By Theorem 1, the number g(B) is the maximum achievable girth by FSS(m, B, S) codes, for all m and S, and it is equal to 2ℓ, where ℓ is the smallest number such that B contains an ℓ-inevitable walk. Thus, in order to construct FSS codes with large girths, we first need to design B having g(B) large enough, and then choose m and S properly, such that the associated FSS(m, B, S) code has the desired girth not greater than g(B).
We introduce two structured methods to construct (V, B) with desired g(B). The first approach uses a recursive method to convert a FSS (V ′ , B ′ ) with g(B ′ ) = 2g to a new FSS (V, B) with g(B) ≥ 6g. For given positive integers b and v and a collection of integers K, the second approach produces (V, B), if it exists, such that its incidence matrix H = (h i,j ) v×b has column weight distribution K and satisfies g(B) ≥ 2g.
Method 1
Let (V ′ , B ′ ) be a FSS with g(B ′ ) = 2g ′ and H be the parity-check matrix of a FSS(m, B ′ , S) code, for some m and S. If we consider H as the incidence matrix of a new FSS, (V, B), then Theorem 2 of [24] guarantees that g(B) ≥ 6g ′ . Hence, to design (V, B) with g(B) ≥ 2g, we use the following algorithm.
2. Choose a positive integer m and a shift-sequence S on m properly, such that their corresponding FSS(m, B ′ , S) code, with the parity check matrix H, has girth 2g ′ (≤ g(B ′ )), where 3g ′ ≥ g.
Consider H as the incidence matrix of a new FSS (V, B) where g(B)
≥ 6g ′ ≥ 2g.
By continuing this process, one can obtain FSS codes with arbitrary large girths. Based on Algorithm I, Table 3 presents some new (V, B) with g(B) = 2g, derived from the initial (V ′ , B ′ ) with g(B ′ ) = 2g ′ where g ′ = ⌈g/3⌉.
Remark 1
We should note that the row (column) weight distribution of the incidence matrices of (V, B) and (V ′ , B ′ ) in Method 1 are the same. Now, in order to construct (V, B) with a incidence matrix having a desired column-weight distribution, we use the following construction method.
Method 2
Let b, g and v be some positive integers and K = [k 1 , · · · , k b ] be a collection of not necessarily distinct positive integers k i . In the sequel, we provide an algorithm which inductively generates proper FSS(v, b, 2) whose incidence matrices can be considered as the incidence matrices of some QC LDPC codes with column-weight distribution K and girth at least 2g. Moreover, we assume k i > 1 to avoid having column-weight 1 in the associated parity-check matrix H. In order to construct a (V, B) having incidence matrix with column-weight distribution K, we propose the following deterministic algorithm which inductively finds 
If this process ends up with A 1 = ∅ we conclude that there is no (V, B) with g(B) = 2g. The formal step-by-step framework of the algorithm is as follows. s3. In step e, assume that
, choose β ∈ V and set B ′ b ′ = {β}, and go to s6.
e → e − 1. s6. If e < 0, then there is no solution, so go to end. Also, g((i 1 , i 2 ) , B e ), for some i 1 ∈ B ′ b ′ and i 2 ∈ V , is the smallest integer number 2ℓ, such that there is an ℓ-inevitable
If there is no such ℓ-inevitable walk in B e+1 , we set g ((i 1 , i 2 ) , B e ) = 2g as condition g(B) ≥ 2g must be satisfied. Note that the maximum element in B ⊆ V is denoted by max B.
Applying algorithm II, we have constructed a set of (V, B) with 14 ≤ g(B) ≤ 20 and rates
, with parity-check matrices having column-weights varying among 2, 3 and 4 (see Table  4 ). Moreover, as an advantage of algorithm II, Table 5 presents some (V, B) which have columnweight two mother matrices, satisfy g(B) ≥ 24, and have rates r better than the rates found in [17] and [19] . Also, the algorithms outputs show that the rates of such column-weight two FSS codes grow with the row-number of their mother matrices.
Construction of FSS Codes
Given a positive integer g, let (V, B) be a FSS with g(B) = 2g, where
Here, we provide a deterministic algorithm that generates FSS codes with girth 2g ′ (≤ 2g). This algorithm is a modified version of the code-generating algorithm given in [19] . To determine the shift sequence S = (s i,j ) i∈B j ,1≤j≤b on B, for a sufficiently large block size m, initially we consider S as the length- ′ . This algorithm efficiently generates FSS codes with girth at most 20. A list of so constructed codes are given in Table 2 . In the following, we find the complexity of the proposed algorithm generating FSS codes with girth g.
Complexity of the Algorithm
Let s 1 , s 2 , . . . , s e be chosen suitably and r e max be the maximum number of occurrence of each element of V = {1, 2, . . . , v} in sub-blocks of B induced in step e, denoted by B e , and k e max be the maximum size of blocks of B e . Then, we must find all elements 0 ≤ s ≤ m − 1 and
are not equal to zero in modulus of m. In step e of the algorithm, two vertices i 0 and i 1 in the chains i 0 → i 1 → i 2 → . . . → i l−1 → i l = i 0 are given, so we must find all possible indices i 2 , . . . , i l−1 to check whether the equations l k=0 s i k ,i k+1 are equal to zero or not. However, for each 2 ≤ j ≤ l − 1, the number of choices i j is at most (r e max − 1)(k e max − 1), because for each 1 ≤ j ≤ l, i j and i j−1 is co-block and i j and i j−2 is not co-block; hence if i j−1 and i j−2 are given from block B, then i j is one of co-block elements of i j−1 , except block B, whereas i j−1 is repeated at most r e max − 1 in other blocks. Therefore, all possible vectors (i 2 , . . . , i l−1 ) are enumerated at most (r
So, the complexity of step e of the algorithm is O((r e max − 1)
e ) and the overall complexity is about . Therefore, the algorithm has a polynomial complexity with respect to the input value m, if b, k, g and r are fixed. On the other hand, if g and r are fixed, the complexity grows up exponentially with respect to k or b. In this case, the exhaustive search is impractical and a heuristic method can be used to speed up the process of finding a satisfactory solution via selecting the shifts in each step randomly.
Simulation Results
This section provides a bit-error rate (BER) performance comparison over the AWGN channel with BPSK modulation between some FSS codes with different girths, on one hand, and random-like counterparts [2] , PEG codes [31] , cylinder-type LDPC codes [20] and QC LDPC codes based on Steiner triple systems STS(9), STS(13) and the configuration Aff * (16) [19] with the same rates and lengths, on the other hand. The binary FSS codes have been decoded with the iterative sum-product algorithm (SPA) and all randomly generated codes given in this paper are constructed using Radford Neal's software [32] , and they have as few number of 4-cycles as possible.
In the performance figures, the notation FSS(λ(x); gb), c ∈ {2, 3}, refers to a girth b-FSS code with column weight distribution λ(x). In addition, PEG(n; gb) is used to denote the girth-b LDPC code of length n constructed by PEG and QPEG(x × y; gb) is used to denote the girth-b QC LDPC code obtained by applying the proposed algorithm in Section 3.3 to a x × y base matrix generated by PEG. Also, Rand(n, cb) denotes a random-like column-weight b code of length n constructed with Neal's software. Moreover, by C(m; gb), STS13(m; gb) and con12(m; gb), we mean the cylinder-type QC LDPC codes [20] and QC LDPC codes based on STS (13) and Aff * (16) [19] , respectively.
Although the high-length random codes usually have better performance rather than the structured ones, Figure 3 shows that the FSS codes with girth 20 and 18 constructed by Method I outperform the QPEG and Random-like codes. Moreover, the constructed FSS codes have remarkably coding gains, about 0.6 dB, over than cylinder-type QC LDPC codes with girths 10 and 12. Figure 4 shows that the FSS codes with girths 12 and 14 constructed by Method II outperform the QPEG codes with girth 12 and 14, respectively. Also, the constructed FSS codes have coding gains over than random-like counterparts and QC LDPC codes with girths 12 and 14 based on STS (13) . Figure 5 highlights the positive role of girth in improving the efficiency of performance of column-weight two FSS codes. Moreover, column-weight two FSS codes with girth at least 32 outperform PEG and random-like LDPC codes. Finally, Figure 6 implies that the FSS codes with girths 14 and 16 outperform the random-like, QPEG, cylinder-type and Aff * (16) based QC LDPC codes.
The performance of an LDPC code depends not only on the girth of its Tanner graph, but also on the structure of the Tanner graph and the weight distribution of the parity-check matrix. Although PEG algorithm is one of the best powerful algorithm to generate LDPC codes with large girth and good weight distribution in short-block-length, simulation results confirm that the constructed codes with large girth outperform than PEG codes in medium lengths. Maybe it is because the real girth of the codes constructed by PEG algorithm is less than their target girth in medium lengths when the target girth is high. Moreover, in constructing FSS codes with large girth, some attempts have been made to construct base matrices with good weight distribution profiles. Therefore, FSS codes with large girth outperform than PEG and QPEG codes. Besides, there is considerable complexity to generate high girth PEG codes when the length of the code enlarges. PEG codes are not among the QC LDPC codes, so their encoding and decoding process has more complexity rather than FSS codes. QPEG is a good approach to construct QC LDPC codes having mother matrices constructed by PEG algorithm. Nevertheless, the weigh distribution of QPEG is not optimal as well as PEG codes.
Conclusion
In this paper, we proposed some binary well-structured LDPC codes based on some combinatorial designs, called finite set systems. The girth and column-weight distribution of parity-check matrices of these proposed codes are arbitrary. Also, for a given binary matrix H, we determined the maximum achievable girth of QC-LDPC codes having mother matrix H. Then, we proposed two structured methods to construct mother matrices such that their associated QC-LDPC codes have large girths. Our constructed QC-LDPC codes with column-weight two have larger rates compared to the rate of geometric and cylinder-type LDPC codes with the same girth. Simulation results confirm that the constructed codes with larger girths perform better than the codes with smaller girths, and randomly constructed LDPC codes.
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