Introduction
Software has been increasingly used in our daily life and has become a crucial part of critical and non-critical applications. Because of this increasing use and importance, the assurance of software quality becomes an issue of critical concern. Software quality can be expressed by quality requirements or attributes such as reliability, availability, safety, security, and performance. Among these software quality attributes, software reliability is generally considered as the most important factor [1] . It quantifies software faults and failures, which can lead to serious consequences in safety-critical systems as well as in normal business [2] . Therefore, assessing, estimating, and predicting software reliability have been increasingly demanded in projects in order to achieve highly reliable software systems.
To address this demand, starting from the work of Jelinski and Moranda [3] a considerable number of Software Reliability Growth Models (SRGMs) has been proposed. These models specify the form of a stochastic process that describes the software behaviour with respect to software failures in order to be used for reliability estimation, measurement of the current state, and prediction of the future state [4] . (For more details about these models, see [5, 4] ). These models require underlying assumptions to be applied, such as independence of time between failures, immediate correction of detected faults, and fault correction without introducing new faults. However, some of these assumptions seem unrealistic [5, 6, 7] . In addition, SRGMs' applicability has become a critical issue because theres is no single model which can be universally used in all the situations [5, 8] . Regarding SRGMs' predictability as the main goal of using SRGMs, these models have been shown to be able to model and fit the past software failures data, however, they do not give accurate prediction [9] .
To address these issues, approaches based on non-parametric statistics [10, 11] and Bayesian networks [12, 13, 14, 15] have been proposed as solutions in the literature. However, all of these solutions are not complete [5] ; because if one solution is able to address one issue, it cannot address the others. For example, non-parametric approaches are able to address the unrealistic assumptions issue; however, they cannot completely address the applicability and predictability issues.
As a result, approaches based on neural networks and other machine learning methods [16, 17, 18, 19, 20, 21, 22] have been introduced. However, the main disadvantage of these approaches is that they require a large training data set as input/output examples to get a correct learning, which is computationally intensive and time consuming process. In addition, some authors [23, 24, 25, 26] have tried to use ARIMA models as an alternative solution. However, these trials are conducted in an abstract way, and they have critical limitations in: (1) Checking and satisfying the underlying assumptions of ARIMA models, which are necessarily required to get a correct ARIMA model for the given software reliability data; (2) How to practically construct in specific steps an ARIMA model for the given software reliability data. Consequently, proposing an approach which addresses these limitations and gives accurate reliability prediction is urgently needed to provide highly reliable software systems.
In this paper, we present a well-established prediction approach based on time series ARIMA modeling as a good alternative solution to address the limitations of SRGMs and the existing approaches and provide more accurate reliability prediction. The main advantage of this prediction approach is that it is a data-oriented approach and therefore does not require any restrictive assumptions on the environment of the software system under analysis. In addition, the approach utilizes statistical methods to check whether the given software reliability data satisfies the underlying assumptions of ARIMA models, and in the case of dissatisfaction it uses suitable statistical remedies. Moreover, the approach constructs an ARIMA model for the given software reliability data set according to specific and clear steps.
In brief, the proposed approach consists of six phases: (1) Observing the software reliability data over a period of time, and checking for and satisfying ARIMA models assumptions; (2) Identifying adequate ARIMA models to describe this data; (3) Fitting the identified models using estimation methods; (4) Checking the adequacy of these estimated models; (5) Selecting the best model among the adequate models; and finally (6) Using the constructed prediction model to predict future reliability values.
The rest of this paper is organised as follows. Related work including SRGMs and alternative solutions are discussed in Sections 2. Section 3 introduces time series ARIMA models background. Our proposed prediction approach for software reliability is presented in Section 4.
2 Evaluation of our approach and its comparison to selected existing approaches are presented in Section 5. Finally, Section 6 concludes the paper.
Related Work

Software Reliability Growth Models
The goal of Software Reliability Growth Models (SRGMs) is to specify the form of a stochastic process that describes the software behaviour with respect to software failures. This stochastic process of failures behaviour can then be used for reliability estimation, measurement of the current state, and prediction of the future state [4] . SRGMs assume that corrections and modifications are made to the system as the testing progresses resulting in a decreasing failure rate and increasing reliability.
Starting from the work of Jelinski and Moranda [3] , SRGMs have received much attention where hundreds of publications have been written and more than 100 different forms of models have been proposed [2] . These proposed models can be classified into two groups: Time between failures models and failure count models [5] . The Jelinski-Moranda model [3] is the earliest of the time between failures models, while the Goel-Okumoto Nonhomogeneous Poission Process (NHPP) model [27] is the earliest of the failure count models [4] .
SRGMs require underlying assumptions to be used. However, some of these assumptions are questionable and seem unrealistic. In the following, the most important assumptions are discussed.
Independence of Time Between Failures:
Time between failure models assume that successive failure times are independent of each other. This assumption can be satisfied if successive test cases are chosen randomly. In practice, systematic testing, especially functional testing, is not based on independent test cases, so that the test process is likely not random and has dependence [5] . This in turn means that the time between failures are dependent. 2. Immediately Correcting Detected Faults: Some models require this assumption and assume that faults are immediately corrected when they are discovered. This assumption is satisfied only if the testing process stops until the detected fault is repaired. In many testing situations, the testing process continues without correcting a detected fault, and the fault detection process behaves as if the fault had been corrected [5, 28, 29] . In this case, if there are N faults when a fault is detected and testing continues, the fault detection rate will be different than assumed by the model since the software program will still have N faults rather than the assumed (N-1) faults [7] . 3. Correcting a Fault Without Introducing New Faults: This assumption is required to ensure that the failures process have a monotonic decreasing pattern. Thus, the only way to satisfy is to ensure that the correction process does not introduce new faults [5] . However, it is agreed that fault correction can always introduce new faults [7] . An argument can be made that if introduced faults constitute a very small fraction of the fault population, their practical effect on model results will be minimal [5] .
It should be noted that any software development process is environment-dependent, and some assumptions may be realistic only in certain situations. More discussions about SRGMs assumptions are presented in [5, 6, 7] . For example, Zeitler [6] presented a well-made argument about these assumptions, and the author concluded that the best solution to overcome the problem of unrealistic assumptions is to use time series ARIMA models. Also, the paper presented statistical proof that ARIMA models are able to accurately map the stochastic behaviour of software failures processes.
Applicability is another important issue in using SRGMs. Currently, there is no single model which can be universally used in all the situations [5] . Hence, various models are applied, and then the best one is selected according to the given situation. This process is a time consuming and requires experts to choose the best model based on the development environment considerations.
Predictability is considered the main goal from using SRGMs. It can be defined as the ability to forecast future reliability using the collected data, which is usually in the form of time between failures or the number of failures. The importance of predictability comes from that all the practical questions involve forecasting the future reliability values. When asking if a model is giving accurate reliability measures, it is really asking if it is predicting accurately [30] . Another factor that increases this importance is that the ability to capture the past accurately does not necessarily imply an ability to predict the future accurately [31] . Although SRGMs have been shown to be able to model and fit the past software failure data, they do not give accurate prediction [9] .
Alternative Solutions
The research community has presented many solutions to address SRGMs' issues. Nonparametric statistics [10, 11] and Bayesian networks [12, 13, 14, 15] have been used to address the issue of unrealistic assumptions issue. However, these solutions do not remedy the other issues of applicability and predictability. In addition, neural networks and other machine learning methods [16, 18, 19, 20, 21, 22] have been applied to address this issue. Their main disadvantage is that they need extensive learning to give accurate measures and forecasts, which is a computationally intensive and time consuming process.
To solve the SRGMs applicability problem, some solutions have been presented using combination of models [8, 32, 33, 34, 35] . The primary drawbacks of these solutions are that they are very complicated, and do not guarantee getting the best model. For example, a Supermodel [33] is a combination of SRGMs. This model needs intensive computations to be estimated, and it also has the same issues related to unrealistic assumptions and predictability.
A number of researchers have tried to apply time series models, especially ARIMA models, for reliability prediction [23, 24, 26] . Their main result is that time series models can address SRGMs' issues, and they have the ability to give more accurate forecasts. In addition, Junhong et al. [36] proved that the Goel-Okumoto NHPP model [27] , the most commonly used in software reliability prediction, can be transformed into an autoregressive model of order one (AR (1)). This result states that the most important software reliability model is a special case of ARIMA models, and this opens a new research area how to exploit the ARIMA modeling advantages in software reliability prediction.
However, while time series ARIMA models have the ability to address SRGMs' limitations and provide more accurate forecasts, the existing applications of these models for reliability prediction are in the initial stage and face critical limitations:
1. Checking and satisfying ARIMA models assumptions: The existing applications do not discuss the underlying assumptions of ARIMA models, how these assumptions can be verified in practice, and if they are not satisfied what are the remedies which can be used to address this issue. This is critical task because satisfying these assumptions is a necessary requirement to construct a correct ARIMA model for the given software reliability data. 4
2. Constructing ARIMA models: Existing approaches do not explain how these models can be practically constructed for the given software reliability data in specific and clear steps which can help others, e.g. software engineers, in using these models.
Consequently, proposing an approach which can address these limitations and provide accurate reliability prediction is crucially required. In this paper, we propose a well-established prediction approach which can help a software reliability engineer construct the correct prediction model in an easier way, thereby providing much more accurate reliability predictions relatively to the other existing approaches.
Time Series ARIMA Models Background
Autoregressive Integrated Moving Average (ARIMA) models were originally proposed by Box and Jenkins [37] , and they are commonly used in practice to model time series data to forecast the future values. These models to be used to model time series data; they require some assumptions time series data should satisfy to provide accurate forecasts. In this section, we present ARIMA models and discuss their main assumptions.
ARIMA Models
The time series {y t } is said to be generated by an ARMA model of orders p and q , denoted by ARMA(p,q), if it satisfies:
where, {ε t } is a sequence of independent normal errors with zero mean and variance σ 2 . The backshift operator B is defined as
with order p and θ q (B) =
) is the moving average polynomial with order q. The autoregressive and moving average coefficients are ϕ =
The model (1) can be simplified and written as
where, y t is the current stationary observation, y t−i f or i = 1, ..., p are the past stationary observations, ε t is the current error, and ε t−i for i = 1, ..., q are the past errors. If the original time series {z t } is non-stationary, then d differences can be done to transform it into a stationary one {y t }. This differences-based transformation is denoted by y t = ∇ d z t , where
and B is the backshift operator. In this case, the time series {z t } is said to be generated by an Autoregressive Integrated Moving Average (ARIMA) model of orders p, d, and q and is denoted by ARIMA(p, d, q).
Assumptions of ARIMA Models
The main assumptions of ARIMA models are normality, stationarity and invertibility [37] . These assumptions are discussed in some details in the following:
1. Normality: ARIMA model assumes that the given time series data is normally distributed, as all the computations of identifying, estimating, and evaluating its parameters are based on the normal distribution. In the case of non-normally distributed time series data, it can be approximated to normal distribution using specific power transformations, e.g., BoxCox transformation [38] . 2. Stationarity: Roughly speaking, stationarity means the time series has constant mean and variance, no trend and same variation, over time. When time series has no trend, it is called stationary in the mean; and when it has same variation over time, it is called stationary in the variance. However, if the original time series is non-stationary, it can be transformed into a stationary in the mean using differences and into a stationary into the variance using power transformations. 3. Invertibility: ARIMA model to be used to forecast the future values it should be invertible.
This means the error term in ARIMA model should be expressed in the other terms , i.e.
, to enable forecasting. For example, in the simplest case, MA(1), error term can be written as: ε t = y t − θε t−1 , and it can be proved that they are equivalent to:
. This model cannot be used for forecasting future errors unless ε t has a finite value which requires that θ to be less than one, and this is the invertibility concept.
Investigating whether the given time series data satisfies these assumptions is a critical task, because falling to satisfy the assumptions leads to selecting incorrect ARIMA model that in turn will provide significantly incorrect forecasts. In section 4 we discuss in detail how these assumptions can be verified, and if they are not satisfied, how we can deal with this issue through an illustrative example.
The Proposed Prediction Approach
The proposed approach builds on the Box-Jenkins ARIMA models and proposes a parallelized modeling procedure. The main goal of the proposed approach is to check for and satisfy ARIMA models' assumptions, and construct the best ARIMA model for the given software reliability time series data in order to provide accurate predictions.
This approach is a data-oriented approach and does not impose any restrictive assumptions on the environment of the data, in contrast to existing SRGMs. Consequently, this approach can address the SRGMs' issues discussed above. It assumes the failure time series data is dependent, which is valid for time between failures and the number of failures, and uses this dependency to identify the best model. This implies that there is no need to arbitrarily assume a model prior to data analysis, which solves both unrealistic assumptions and applicability issues. Regarding predictability, it is known in the literature that ARIMA models are the most powerful technique for accurately predicting the future values [37, 39] .
In summary, as depicted in Figure 1 the approach first checks for the underlying assumptions of ARIMA models and in the case of dissatisfaction of these assumptions uses some statistical remedies and transformations. Second, the approach identifies a combination of adequate models based on Auto-Correlation Function (ACF) and Partial Auto-Correlation Function (PACF). Third, it fits these identified models using the Maximum Likelihood Estimation (MLE) method. Fourth, it checks the adequacy of all the estimated models. Fifth, it selects the best model among the adequate models using Akaike's information criterion (AIC) [40] . Finally, it uses the selected model, which is the best model to describe the given data, to predict the future values. In the 6 rest of this section the proposed prediction approach is introduced in detail and explained by a running example of a real-life data set on software failures which is called "System 40 data". This data set is time between failures data that has been published by Musa [41] . 
(P1) Data Preparation
Before ARIMA models can be constructed, the given time series data should satisfy the underlying assumptions described above. Consequently in this phase, we use some powerful statistical tests to check for these assumptions, and if they are not satisfied, we try to find the suitable transformation to make the data approximately fulfils the assumptions.
Example ◃ For the "System 40 data" [41] , which is labelled "sys40" in our example, the ARIMA model assumptions can be verified as follows: Serial dependency: The approach has used the runs test [42] to test whether the time series are mutually independent. It has concluded that it is significantly serially dependent where p-value equals to 0.021 ( < 0.05). Normality: The approach used the K-S test [42] to test whether the sys40 data is drawn from normal distribution. It has concluded that this data is not normally distributed, and the histogram depicted in Figure 2a visualizes that and explains that the data is skewed to the right or positively skewed. To transform the data to be (approximately) normally distributed, the approach has used the Box-Cox transformation and concluded that the log of the data (referred as lsys40) is approximately normally distributed, as shown in Figure 2b . Stationarity: Our approach used the KPSS test [43] to test whether the lsys40 data is stationary, and found that it is not stationary where the p-value equals to 0.028 ( < 0.05) and this is explained in Figure 2c where the ACF decays slowly. Using the first difference, the approach concluded that the differenced data (referred as dlsys40) is stationary where the p-value equals to 0.465. ▹
(P2) Model Identification
After the time series data is prepared, the model identification phase starts which selects the best suitable parameter p, d, and q for the ARIMA(p,d,q) model. The model identification is based on ACF and PACF [37] as follows. If the ACF curve decays and the PACF curve cuts off, 7
AR models are adequate to model the processed data. In contrast, if the ACF curve cuts off and the PACF curve decays, MA models are adequate. In addition, if both ACF and PACF curves cut off or decay, ARMA models are adequate. It is worth mentioning that our proposed prediction approach does not identify only one adequate model, but rather it identifies a combination of adequate models based on the dependency structure of the given failures data set. Example ◃ The ACF and PACF of the prepared data, dlsys40, are computed and plotted in Figure 2d . Based on these functions, the identified ARIMA models are: ARIMA (1,1,0) , ARIMA(0,1,1), ARIMA (1,1,1) , ARIMA(0,1,2), and ARIMA (1,1,2) . It is worth noting that d = 1 is already determined in P1. ▹ 
(P3) Model Estimation
In the model estimation phase, values of the parameters of the identified models in phase P2 are analysed to provide the best fit to the given time series data. Non-linear least squares and maximum likelihood estimation (MLE) are the two main methods used to estimate ARIMA models. However, the latter one is generally the preferred technique, as it is faster and gives more accurate estimates [37] . Therefore, it is recommended to be used in our proposed approach. To explain the main idea of the maximum likelihood estimation method, suppose y = (y 1 , y 2 , . . . , y n ) is a time series of the ARMA model (2), given that ε t ∼ Normal(0,σ 2 ), the likelihood function, l, is given by:
where 
(P4) Model Diagnostics Checking
Model checking involves testing the diagnostics of the ARIMA models to identify whether they are satisfied. If one or more diagnostics are not satisfied, the current model is inadequate and should be removed from the set of models identified in P2. The main diagnostics that need to be performed to check the fitted ARIMA models are estimates significance, invertibility and stationarity conditions, and residuals randomness.
(P4.1) Estimates Significance Test
Each estimate is tested to check whether it is statistically significant using a t-test:
If the calculated t value for an estimate is significantly greater than a predetermined critical value (= 1.96, for significance level = 0.05), it is significant and retained in the model. Otherwise, the model requires a recalculation using the remaining terms. 9
(P4.2) Invertibility and Stationarity Conditions Satisfaction
In the model checking phase, invertibility and stationarity conditions can be checked as follows: (1) Stationarity Condition: the sum of the coefficients of AR model should be less than one, which means that ∑ p i=1 ϕ i < 1; and (2) Invertibility Condition: the sum of the coefficients of MA model should be less than one, which means that
(P4.3) Residuals Randomness
Residuals of the well-fitted model will be random and approximately follow the normal distribution. For this condition, residuals can be analysed by plotting their ACF and PACF to observe whether these functions are statistically equal to zero. In addition, a hypothesis test, i.e. the BoxPierce test [44] , is performed to make statistically significant decision regarding this condition.
Example ◃ The approach computed the t-test for all the estimates and its p-values are depicted in Table 1 . It is clear that all the models' estimates are significant. Also, from Table 1 it is evident that all the models, except the last model, satisfy invertibility and stationarity conditions. To analyse the residuals, the approach has used Box-Pierce test [44] and concluded that all the models' residuals are uncorrelated except the last model's residuals, where the p-value equals to 0.035 ( < 0.05). ▹
(P5) Best Model Selection
Once the identified models as a combination have been estimated and checked, the best model is selected based on Akaike's information criterion (AIC) [40] :
where k is the number of parameters in the estimated model, and L is the maximized value of the likelihood function for the estimated model. The best model is the one that has the minimum AIC value. Example ◃ Based on the diagnostics checking in P4, the first four estimated models are adequate to fit and forecast the future values of dlsys40. The AIC values for these models are: 15.2151, 15.1852, 15.1998, and 15.2054 respectively. Accordingly, the second model, ARIMA(0,1,1), is the best model that can be used to predict the future values of System 40 data. ▹
(P6) Model Based Prediction
After selecting the best model, it is ready to be used for forecasting the future values of the given data. For more illustration, ARIMA model (2) after the estimation can be written as follows:ŷ
To predict one-step-ahead values, it is moved from (t) to (t+1):
and similarly it can be moved to predict multi-step-ahead values.
Example ◃ The best model selected in P5 can be rewritten as follows:
Using this model, the one-step ahead predictions of the last eleven observations are given in Table 2 . 
Evaluation
In this section, we discuss how our proposed approach addresses the critical limitations discussed in Section 2 and outperforms the SRGMs and the existing time series based approaches.
Experiment Setup
We identify the main research questions of our experiments as follows: RQ1: Does the proposed approach outperform traditional SRGMs and improve the prediction accuracy? RQ2: Does the proposed approach outperform time series and machine learning based approaches and improve the prediction accuracy?
In order to address RQ1, we apply our proposed prediction approach and the Jelinski-Moranda (JM) model to a benchmark time between failures (TBF) data set of sixteen real-world software systems [41] . The list, description, and number of failures of these software systems are reported in Table 3 .
After that, for each data set prediction we compute the mean squared errors (MSE) measure as follows:
where y t andŷ t are the real and predicted values, respectively. We analyse these errors using boxplots and descriptive statistics. To test whether the proposed approach significantly outperforms the JM model in terms of prediction accuracy, we use the non-parametric Mann-Whitney test [42] . Additionally, we measure the relative prediction accuracy improvement using a metric RAI MS E which is defined as: To address RQ2, we review the existing time series based and machine learning based approaches and classify them into four classes:
1. Random coefficient autoregressive process based approach, i.e. Singpurwalla and Soyer [23] . 2. Autoregressive process based approach, i.e. Chatterjee et al. [24] . 3. ARIMA process based approach, i.e. Xie and Ho [26] . 4 . Support vector regression of time series based approach, i.e. Moura et al. [22] .
After that, we apply the proposed approach to the same real-life TBF data sets that are used in the original articles of these existing approaches and compute the predictions. Based on the prediction results of the aforementioned approaches, we compute the MSE and RAI MS E metrics.
Results
RQ1. Improving prediction accuracy compared to traditional SRGMs
Boxplots of relative prediction errors are depicted in Figure 3 , while MSE values of the proposed approach and the JM model are reported separately for each system in Table 4 . The boxplots highlight that the proposed approach can provide more accurate predictions than the JM model, where the prediction errors exhibited by our approach are significantly lower than those of the JM model. This result is confirmed by the Mann-Whitney test where the p-value < 0.05. More precisely, as seen from Table 4 , the proposed approach produces MSE = 3.00 comparing to 3.93 produced by the JM model with relative accuracy improvement is about 22.2%.
Boxplots show another observation that the variation of prediction errors exhibited by the proposed approach is significantly lower than that of JM model. Where, 50% of the prediction 12
(1) Our Approach Table 4 that the proposed approach outperforms the JM model in all the cases. This result is also confirmed by the Mann-Whitney test, where all the p-values < 0.05. The lower and higher accuracy improvement of the approach comparing to the JM model are in the cases of system "SS3" with RAI MS E is about 6.32% and system "5" with RAI MS E is about 66.25%, respectively.
RQ2. Improving prediction accuracy compared to existing time series and machine learning based approaches
In the following we compare our approach to the existing time series based approaches.
(1) Our approach vs. random coefficient autoregressive process based approach. Singpurwalla and Soyer [23] have proposed an autoregressive model to fit and predict time between failures as a metric of reliability growth. Mainly, they assumed that the parameters (or coefficients) of these models are random, which means they have different values at each point of time. They evaluated the accuracy of this model using System 40 data [41] , and their forecasting results are available in [23] . (It is worth noting that they applied their approach to the transformed, not original, data set using natural logarithm We have applied our approach to the same data set as explained in detail in our running example, and the prediction results of the last eleven observations are depicted in Table 2 . In addition, we have computed the MSE measure for the prediction results. The MSE values are 2.71 produced by our approach comparing to 5.03 produced by Singpurwalla and Soyer's approach, which indicates that our approach gives more accurate predictions than their approach with relative accuracy improvement is about 46.1%.
(2) Our approach vs. autoregressive process based approach. Chatterjee et al. [24] applied autoregressive models to predict the future values of software reliability. They evaluated their approach using two real life data sets of System 5 and System 40 [41] . Therein, they propose the following two autoregressive models:
to predict the future values of the System 5 and System 40 data sets, respectively. (It is worth noting that they applied their approach to the transformed, not original, System 40 data set using the base-10 logarithm). We have used these two autoregressive models to re-produce Chatterjee et al.'s predictions and applied our approach to the same data sets to compute our predictions. We have computed the MSE measure for Chatterjee et al.'s and our approach prediction results, as given in Table 5 . It is evident that our approach gives more accurate predictions than their approach with relative accuracy improvement is on average about 20%. real-life data sets [26] . To predict the future values of the four data sets, they have proposed four ARIMA models, which are depicted in Table 6 . Using the proposed ARIMA models by Xie and Ho and our approach, we compute predictions for the four data sets and their MSE values, as depicted in Table 7 . We can see from Table  7 that our approach gives on average MSE value less than Xie & Ho's by about 62.7%, which implies that our approach provides much more accurate predictions. Moreover, it is worth noting that Xie & Ho's models do not satisfy the stationarity and invertibility conditions, e.g. for data set 2 the absolute parameter estimate value (= 1.16) is greater than one. [22] have proposed Support Vector Regression (SVR) method for reliability prediction. This SVR method is a kind of learning method that builds its approximation function based on underlying concepts that rise from statistics theory as well as on a set of input/output examples that come up from the process under analysis [22] . While this method can provide more accurate predictions than the other existing approaches, it requires relatively a large training data set as a set of input/output examples and consumes time to get correct learning and approximation function of the given process. This is basically the main disadvantage of most of learning methods [45] . Moura et al. have evaluated their approach using two real-life reliability data sets, which are time between failures for turbochargers in diesel engines and miles-between-failures for a 15 car engine. Therein, they compared their approach with the existing learning methods including ARIMA model as statistical learning method, and they concluded that their approach outperforms ARIMA model in term of prediction accuracy. The MSE values for their prediction results using SVR are presented in Table 8 .
We have applied our approach to compute the predictions for these two data sets, and the MSE values are reported in Table 8 . From this Table we can conclude generally that our approach has comparable prediction accuracy to the SVR approach, whereas Moura et al. [22] concluded in their work that SVR outperforms ARIMA models. In particular, in the case of data set 1 our approach outperforms the SVR approach, and our justification is that this data set consists of only 40 observations which is insufficient as a training set for the SVR approach. In contrast, the SVR approach outperforms our approach in the case of data set 2, which consists of 100 observations. Consequently, it is worth noting that the required training data set and consumed time for our approach to construct an adequate prediction model for the process under analysis is dramatically less than that required by SVR methods. This is because our approach's methodology is based on standard statistics theory and probability distributions that can be straightforwardly implemented without consuming time in learning. 
MSE
Conclusion
Among software quality attributes, reliability is generally considered to be the most important factor because it quantifies software faults and failures, which can lead to serious consequences in software systems. To estimate and predict this reliability, Software Reliability Growth Models (SRGMs) are widely used. However, these models have many shortcomings related to their unrealistic assumptions, environment-dependent applicability, and questionable predictability. In the literature, researchers have suggested many solutions to address these shortcomings based on different methodologies, such as non-parametric statistics, neural networks, and Bayesian networks. However, none of these solutions addresses all the SRGMs' shortcomings.
In this paper we proposed a well-established prediction approach based on time series ARIMA models as an alternative solution to address these SRGMs' shortcomings and the limitations of the existing approaches, and thereby provide more accurate reliability prediction. The main advantage of this approach is that it is a data-oriented approach and does not impose any restrictive assumptions on the environment of the software system that generates the data under analysis. Using real-life data sets on software failures, the accuracy of proposed approach was evaluated and compared to that of the SRGMs and existing time series based approaches. This comparison showed that our proposed approach performed better than other ARIMA-based approaches, and was compatible in performance and less costly than the SVR approach.
