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Chemical process in solution is ubiquitous, but this ubiquitous process yet remains unclear
in many respects. Although a variety of computational methods to describe the process in
solution have been developed so far, it is difficult to understand the process only by the cal-
culation. While an enormous amount of numerical data becomes available by the methods, it
is not straightforward to find out the main factor governing the process at the molecular-level
without appropriate analysis or consideration. Because of the complexity of the computational
procedure, it is often difficult to understand the cause-and-effect relationship. Further theoret-
ical consideration of the obtained data is therefore indispensable to systematically understand
the process.
In this thesis, the author wishes to systematically understand the chemical process in solution
based on molecular orbital in solution phase as well as on solvation structure. From chapter
1 to 3, chemical reactions in solution are studied. The mechanism is discussed in terms of
solvation structure and the change of electronic structure by solvation. The electronic structure
is characterized by orbital energy and resonance structure. In chapter 4, the orbital energy shift
by solvation is studied. The mechanism of the shift is systematically understood with the aid
of the dielectric continuum theory. In chapter 5, the ionization in aqueous solution is studied.
The change of ionization energy by solvation and the spectral width of vertical ionization are
discussed in terms of the solute size, its charge, and the solvation structure. In chapter 6, the
solvation structure near the solid-liquid interface is studied. A new theory based on the integral
equation theory is developed, focusing on the distinguishing feature of the interface from bulk
phase, namely, the anisotropy of solvation structure.
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1 Problems to understand chemical process in solution
Chemical process in solution is ubiquitous, but this ubiquitous process yet remains unclear
in many respects.1, 2 For molecular system in the gas phase, a variety of chemical process is
in general understood based on the property of each molecule alone. However, it is difficult to
understand the process in the solution phase in a similar manner.
One of the problems to understand the process is its complexity. Solution consists of vast
number of fluctuating molecules that interact with each other. The interaction and fluctuation
characterize the solution as being completely different from the gas and solid phase. However,
it is in practice impossible to investigate all of each molecule dealing with the interaction
with other molecules. Another problem is the variety of solution. The property of solution
variates dependent on the solvent molecule, the concentration, the combination of solute and
solvent and so on. It is thus indispensable to reveal common characteristic among a variety
of solution by finding out a factor governing the process at the molecular-level and thereon by
systematically understanding how the factor governs the process.
2 Theory for chemical process in solution
In the field of solution chemistry, solution is often treated by separating into two compo-
nents. One is solute molecule, which is the core of chemical process and the other is solvent
molecules surrounding the solute. Both of them are treated using well-established theoretical
formula, respectively. The property of solute molecule is characterized by the electronic struc-
ture because chemical processes, such as chemical reaction, photo absorption and emission, are
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attributed to the change of electronic structure. In quantum chemistry, the electronic structure
is described by wave function. Ab-initio electronic structure calculations (e.g. Hartree-Fock,
B3LYP) have been established as a tool to obtain the wave function, and have successfully
contributed to obtain the knowledge of molecular property (e.g. polarity) and molecular struc-
ture. Recently, highly-accurate quantum chemical calculations such as a post Hartree-Fock
method (e.g. CCSD(T), CASSCF) are extensively performed according to the development
of computational resource. The accuracy allows to obtain the reliable knowledge of molec-
ular stability.3, 4 These methods have successfully applied to complicated molecules such as
organometallic compounds.5
On the other hand, there is no unique way to treat solvent, which consists of vast number of
molecules. In the dielectric continuum theory, solvent is macroscopically treated as continuum
medium with dielectric permittivity ². The solvent is represented only by this one parameter
², and this simplicity makes the consideration of the solvation effect easy. Born’s equation for










where Q is the solute charge and a is ionic radius. Eq. (1) describes the dependency of ∆G on
solute size (a) and its charge (Q). However, the dielectric continuum theory cannot describe
solvent at the molecular-level.
The treatment based on the statistical mechanics allows us to describe solvent at the molecular-
level. Molecular simulation and reference interaction site model (RISM) are the representative
methods to obtain the insight based on statistical mechanics. In these methods, the structural
property of solvent is commonly characterized with pair correlation function (PCF), which de-
scribes the one-dimensional density distribution of solvent molecules. Fig. 1 is PCF of water
oxygens calculated with molecular dynamics simulation.8 PCF well describes the structural
feature of fluctuating molecules: the peak top represents the relative distance of oxygen atoms,
and the peak width reflects the thermal fluctuation. Unifying the insights by the dielectric
continuum theory and the statistical mechanics, solvation effect is understood associated with
molecular properties of solute and solvent.
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rFigure 1: Pair correlation function between water oxygens (O-O) calculated with molecular
dynamics simulation.8
Chemical processes in solution are studied by combining the aforementioned electronic
structure theory and the method for solvation. Fig. 2 shows the representative methods. In
polarizable continuum theory (PCM, Fig. 2(a)), solvent is treated with the dielectric contin-
uum theory.1, 6, 7 Quantum Mechanics/Molecular Mechanics (QM/MM, Fig. 2(b)) is another
representative.3 In this method, solvent molecules are explicitly treated with molecular simu-
lation. RISM-SCF (Fig. 2(c)) is recognized as an alternative to QM/MM.2, 9, 10 In this theory,
solvent is treated by RISM, which analytically yields PCFs.2, 11, 12 All these methods have been
successfully applied to a variety of chemical processes in solution.13–15
While an enormous amount of numerical data becomes available by the methods, it is not
straightforward to find out the main factor governing the process at the molecular-level. Appro-
priate analysis or consideration is indispensable in order to select the relevant data to describing
the factor from such an enormous amount of data. To obtain the systematic understanding is
not also straightforward because of the complexity of computational procedure. The meth-
ods to solve Shro¨dinger equation and/or RISM equation usually consist of several iterative
calculations. The numerical solution is given only after the complicated computation. It is
thus difficult to understand why such a result is obtained by the calculation, namely the cause-
and-effect relationship. Further theoretical consideration of the numerical data is therefore
3





Figure 2: Methods to treat chemical process in solution. (a): PCM; (b): QM/MM; (c): RISM-
SCF.
indispensable to understand the chemical process in solution.
3 To systematically understand chemical process in solution
Many-electron wave function of solute molecule is commonly represented based on one-
electron wave function called molecular orbital (MO). The properties of molecule described
with many-electron wave function can be separately described with each one-electron wave
function. In particular, the highest occupied molecular orbital (HOMO) and lowest unoccupied
molecular orbital (LUMO) are responsible for a variety of chemical phenomena. According
to the frontier orbital theory, the reactivity is attributed to the energy difference between these
orbitals and phases.16 Many of photo absorption and emission processes are also systematically
understood using these orbitals. Within the framework of Hartree-Fock theory, MO of isolated
molecule is defined as follows:17
Fˆ |ψi〉 = εi |ψi〉 , (2)
where Fˆ is the Fock operator, |ψi〉 and εi are respectively i-th MO and its orbital energy.
Since MO is a fundamental concept, it would be natural to utilize the same concept in order
to understand the chemical process in solution phase. Since the solvation effect is recognized
as “external field” generated by the surrounding solvent, the extended formula of Hartree-Fock
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equation incorporating the field is given as follows:2, 6[
Fˆ + Vˆ
]
|ψsi 〉 = εsi |ψsi 〉 , (3)
where Vˆ is the filed due to the surrounding solvent. Eq. (3) provides MO (|ψsi 〉) and orbital
energy (εsi ) in solution phase. Of course, they have the same physical meaning as those in the
isolated state, and chemical process in solution should be understood in a similar manner. The
change of MO and its energy shift by solvation, |ψsi 〉 − |ψi〉 and εsi − εi, would be regarded as
the factors characterizing the role of solvation in chemical process.
Notice that Vˆ is not yet explicitly defined. Since the change of MO and its energy shift by
solvation are determined by Vˆ , it is essentially important to clarify the dependency of Vˆ on
molecular properties of solute and solvent in order to understand the process in solution.
For example, Vˆ can be described by utilizing PCFs between solute atom A and solvent site














where bˆA is an appropriate population operator on atom A, ρ is number density of solvent, and
qs is charge of atomic site of solvent molecule. Using Eqs. (3) and (4), solvation effect on MO
and its energy is discussed associated with molecular level information of solvent distribution.
It is noted, however, the relationship between εsi and Vˆ (or gAs(r)) is not simple because of the
complexity of computational procedure to solve Eq. (3)
Similarly, the dielectric continuum theory is also used to represent the field although it does
not deal with the solute-solvent interaction at the molecular-level. For example, Vˆ for an ion
with charge Q could be given as,7








4 Purpose in this thesis
The purpose in this thesis is to systematically understand the chemical process in solution
based on molecular property of solute and solvent. The mechanism of the process is thus
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discussed from the two point of view. One is the change of electronic structure of solute. To
characterize the electronic structure, the molecular orbital in solution is employed. The other
point is solvation structure, which reveals the role of solvent in the process at the molecular-
level.
4.1 Chemical reaction in solution
From chapter 1 to 3, chemical reaction in solution is studied. The reaction between CO2 and
OH− in aqueous solution,
CO2 +OH
− → HCO−3 , (6)
is found in various aspects of the earth’s natural systems such as ocean and biological pro-
cesses. It is known that there is no barrier to this reaction in the gas phase, whereas this
reaction has 13.3 kcal mol−1 of the barrier in the aqueous solution.18
The purpose in chapter 1 is to clarify the barrier origin. According to the frontier orbital the-
ory, the reactivity is well described by the orbital energy differences. The change of reactivity
should thus be explained with the orbital energy shifts by solvation. The reaction mechanism
is then investigated focusing on the change of PCF along the reaction.
In chapter 2 and 3, chemical reaction between monoethanol amine (CH2OHCH2NH2; MEA)
and CO2 is studied. It is well known that this reaction proceeds in two steps. The first is the
bond formation between MEA and CO2,
CH2OHCH2NH2 + CO2 → CH2OHCH2NH2-CO2. (7)
Then a proton transfer occurs from the MEA-CO2 complex to a base (B),
CH2OHCH2NH2-CO2 + B
→ CH2OHCH2NHCOO− + BH+ . (8)
The purpose in chapter 2 is to clarify the role of solvation in the bond formation step (7). The
orbital analysis method for resonance structure19 is performed to characterize the change of
electronic structure. Based on the insight obtained from the resonance structure analysis, the
6
role of solvation in the reaction is discussed at the molecular-level, focusing on the change of
PCF along the reaction.
In chapter 3, the proton transfer step (8) is studied. The purpose in chapter 3 is to clarify
which MEA or H2O acts as the base B, and thereon to clarify the origin of stabilization of final
product. The stability is discussed in terms of the bonding nature and the solvation structure.
4.2 Electronic structure change by solvation
The purpose of chapter 4 is to clarify the mechanism of orbital energy shift by solvation
effect. The mechanism have not been explained neither logically nor comprehensively in any
literature. This is because of the complexity to evaluate the shift. As seen from Eqs. (3) and
(4), Vˆ and orbital energy are dependent with each other. These equations are thus iteratively
solved, and the shift of orbital energy is obtained only as the result of this iteration.
With the aid of the dielectric continuum theory, the simple theoretical framework for orbital
energy shift is proposed. This framework allows to systematically understand the mechanism
of orbital energy shift in terms of solvation structure and polarity of solute.
In chapter 5, ionization in solution phase is studied. Recently, vertical ionization energy in
aqueous solution is measured, and it is shown that the energy is significantly different form
gas-phase value.20 It’s also shown that the spectral width in the solution significantly broadens
caused by thermal fluctuation of solvent molecule.20 The purposes in chapter 5 is to understand
the mechanism of the change of energy and that of the broadening by solvation. The role
of solvent in ionization is discussed by using solvation structure in order to clarify the role
of solute-solvent interaction at the molecular-level, comparing with the dielectric continuum
theory. With the aid of the dielectric continuum theory, the simple formulas describing the
change and broadening by solvation are then derived to discuss the ionization in terms of the
property of solute molecule such as solute size and its charge.
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4.3 Solvation near solid-liquid interface
While solvent is recognized as homogeneous liquid so far, solvation near the solid-liquid
interface could also play the crucial role in various chemical process near electrode. Although
there are commonly used theories in the basis of dielectric continuum theory (e.g. the electric
double layer theory by Hermholtz, Gouy, and Chapman), more sophisticated theory to under-
stand the molecular-level insight into solvent near the interface is required in relation to the
necessity of developing new electrode system. Various experimental or theoretical methods
are developed to obtain the molecular-level description of the solvent near the interface.21–28
In chapter 6, the solvation near the solid-liquid interface is investigated. The purpose is to de-
velop the theory describing the feature of solvation near the interface. To describe the feature,
the anisotropy of solvation structure near the interface is focused on. The developed equation
in this study describes the anisotropic solvation structure as two-dimensional (2D) density dis-
tribution in a cylindrical coordinate system. The 2D distribution is along two directions, one
of which is perpendicular to the interface and the other is parallel to the interface. Using the
developed equation, solvation structure near the interface is discussed at the molecular-level.
8
Bibliography
[1] Continuum Solvation Models in Chemical Physics, eds. B. Mennucci and R. Cammi, John
Wiley & Sons, Chichester, 2007.
[2] Molecular Theory of Solvation, Understanding Chemical Reactivity, ed. F. Hirata,
Springer, 2003.
[3] F. Jensen, Introduction to computational chemistry, 2nd Ed. Wiley, Chichester, 2007.
[4] T. Helgaker, P. Jørgensen, J. Olsen, Molecular Electronic-Structure Theory, Wiley, Chich-
ester, 2000.
[5] S. Sakaki, Y. Ohnishi, H. Sato, Chem. Rec., 10, 29 (2010).
[6] J. Tomasi, B. Mennucci, R. Cammi, Chem. Rev., 105, 2999 (2005).
[7] C. J. F. Bottcher, Theory of Electric Polarization, Elsevier, Amsterdam (1983).
[8] F. H. Stilinger, A. Rahman, J. Chem. Phys., 60, 1545 (1974).
[9] S. Ten-no, F. Hirata, S. Kato, J. Chem. Phys., 100, 7443 (1994).
[10] H. Sato, F. Hirata, S. Kato, J. Chem. Phys., 105, 1546 (1996).
[11] J. -P. Hansen, I. R. McDonald, Theory of Simple Liquids, 3nd Ed. Academic, London,
2006.
[12] C. G. Gray, K. E. Gubbins, Theory of Molecular Fluids, Vol. 1, Clarendon Press, Oxford,
New York, 1984.
9
[13] J. Gao, Acc. Chem. Res., 29, 298 (1996).
[14] S. Hayaki, K. Kido, D. Yokogawa, H. Sato, S. Sakaki, J. Phys. Chem. B, 113, 8227
(2009).
[15] Y. Tateyama, J. Blumberger, T. Ohno, M. Sprik, J. Chem. Phys., 126, 204506 (2007).
[16] K. Fukui, Science, 218, 747 (1982).
[17] A. Szabo and N. S. Ostlund, Modern Quantum Chemistry.
[18] B.R.W. Pinsent, L. Pearson, F.J.W. Roughton, Trans. Faraday Soc., 52, 1512 (1956).
[19] (a) A. Ikeda, Y. Nakao, H. Sato, S. Sakaki, J. Phys. Chem. A, 110, 9028 (2006). (b) A.
Ikeda, D. Yokogawa, H. Sato, S. Sakaki, Chem. Phys. Lett., 424, 499 (2006). (c) A. Ikeda,
D. Yokogawa, H. Sato, S. Sakaki, Int. J. Quantum. Chem., 107, 3132 (2007). (d) A. Ikeda,
Y. Nakao, H. Sato, S. Sakaki, J. Chem. Theory Comp., 5, 1741 (2009).
[20] B. Winter, M. Faubel, Chem. Rev., 106, 1176 (2006).
[21] T. Fukuma, K. Kobayashi, K. Matsushige, H. Yamada, Appl. Phys. Lett., 87, 034101
(2005).
[22] Z. D. Schultz, S. K. Shaw, A. A. Gewirth, J. Am. Chem. Soc., 127, 15916 (2005).
[23] H. Noguchi, T. Okada, K. Uosaki, Faraday Discuss., 140, 125 (2008).
[24] M. F. Toney, J. N. Howard, J. Richer, G. L. Borges, J. G. Gordon, O. R. Melroy, D. G.
Wiesler, D. Yee, L. B. Sorensen, Nature, 368, 444 (1994).
[25] S. K. Reed, O. J. Lanning, P. A. Madden, J. Chem. Phys., 126, 084704 (2007).
[26] E. Spohr, J. Phys. Chem., 93, 6171 (1989).
[27] A. Kovalenko, F. Hirata, Chem. Phys. Lett., 290, 237 (1998).
[28] J. J. Howard, J. S. Peryns, B. M. Pettitt, J. Phys. Chem. B, 114, 6074 (2010).
10
Chapter 1
The barrier origin on the reaction of CO2 + OH−
in aqueous solution
1.1 Introduction
The reaction of carbon dioxide with hydroxide anion in aqueous solution,
CO2 +OH
− → HCO−3 (1.1)
is found in various aspects of the earth’s natural systems such as ocean and biological pro-
cesses. It is known that there is no barrier to this reaction in the gas phase, whereas 13.3
kcal mol−1 of the barrier height is observed in the aqueous solution.1 In this regard, it is the
solvation effect that governs the characteristic of this ubiquitous reaction.
As a benchmark system of the solvation effect, several theoretical studies on this reaction
have so far been reported.2–4 For example, Davidson et al. show that the dielectric con-
tinuum model with density functional theory (DFT) can yield acceptable estimation of the
energy change along the reaction pathway.2 However, detailed information on the solvation
phenomenon is yet unknown since the solvation process is oversimplified in this model.
Since solvation free energy is closely related to the solvation structure, explicit treatment of
the structure in molecular level is often essential to understand chemical reactions. Generally
speaking, however, the evaluation of the free energy based on molecular simulation methods
such as QM/MM requires high cost of computations. Moreover, the electronic polarization ef-
fect on the solute molecule is indispensable because the electron clouds of OH− is considered
to be sensitive to the electrostatic environment.5, 6 An accurate evaluation on the polarization
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effect by quantum chemical calculation is necessary to understand the mechanism of the reac-
tion. During our work, Leung et al. reported ab initio molecular dynamics (AIMD) study with
the similar purpose to ours.7
In this Letter, we study the origin of the barrier by using the RISM-SCF method.8, 9 Since
the reference interaction site model (RISM)10, 11 deals with the solvation process in analytical
description based on the statistical mechanics for molecular liquids, the solvation structure and
free energy can be evaluated with a reasonable cost of computations. It is another advantage, in
comparison with widely used molecular simulation methods such as MD, the analytical treat-
ment in RISM enables us to analyze the free energy in terms of atomic or spatial contributions.
Furthermore RISM-SCF, in which RISM is coupled with quantum molecular orbital theory,
provides an accurate treatment on the electronic polarization effect on the reaction system.
Now this combinational method can shed a new light on the understanding of the reaction both
from quantum chemistry and from statistical mechanics.
1.2 Method
The details of the RISM-SCF method have been reported in previous papers.8, 9 In the
present study, we employ the new-generation of RISM-SCF, in which the spatial electron
density distribution (SEDD) is explicitly treated, RISM-SCF-SEDD.12 This method removes
the dependency on the grid required in the charge fitting procedure in the original version of
RISM-SCF. It is also noted that the RISM-SCF-SEDD is much more robust in the connection
between RISM and MO calculation. It was very difficult to obtain the RISM-SCF solution for
the present system by using the original version.
All calculations were carried out at MP2 level using 6-311++G** basis set. For the results
reported in the previous study,2 this level of computation is considered to provide the energy
curve with reliable accuracy. RISM-SCF calculation was performed by GAMESS program.13
The Lennard-Jones parameters of the solute were taken from Refs.14, 15 (σC = 3.296 A˚, σO =
3.166 A˚, σH = 1.000 A˚, ²C = 0.120 kcal/mol, ²O = 0.155 kcal/mol, ²H = 0.056 kcal/mol) and
























Figure 1.1: Total energy along the reaction coordinate in gas (dashed line) and in solute calcu-
lated by RISM-SCF (solid line), PCM (dotted line).
²H = 1.000 A˚). The solvent water density was set to 1 g/cm3 at T =298.15 K. The RISM
equation was solved with HNC closure.17 Polarization continuum model (PCM) calculations
were also performed by using Gaussian03 program package18 for comparison. The cavity radii
were set equal to those used in RISM-SCF calculation.
The distance between the carbon atom and the oxygen atom of hydroxide anion was taken as
the reaction coordinate (RC) to focus on the bond-making process in the reaction. The potential
energy curve in the gas phase was computed along RC by optimizing all of the other degrees
of freedom by using the standard MP2/6-311++G**. Computations in the aqueous solution
phase were then carried out with the RISM-SCF-SEDD and PCM methods with these gas-
phase geometries, because we wished to exclude the contribution of the geometrical difference










gas phase aqueous solution
Figure 1.2: Change in the energy gap of reactant and product in gas and in aqueous solution.
1.3 Results and discussion
1.3.1 Total energy profile of the reaction
Figure 1.1 shows the energy profile along RC calculated by the standard MP2/6-311++G**
(gas phase), RISM-SCF and PCM (aqueous phase) methods. As the reaction proceeds from the
reactant (CO2+OH−; right-hand side) to the product (HCO−3 ; left-hand side), the total energy
monotonically decreases without barrier in the gas phase. On the other hand, both RISM-SCF
and PCM calculations surely show the barrier around RC = 2.1A˚ in aqueous phase. The height
of the barrier in aqueous solution is 6.1 kcal mol−1 (RISM-SCF) and 4.1 kcal mol−1 (PCM).
The RISM-SCF value is close to 7.1 kcal mol−1 obtained by AIMD,7 which corresponds to
the present model. The profile of the barrier looks sharper in the RISM-SCF result than that in
PCM, which should be related to the explicit treatment of the solvent in the RISM-SCF method
such as hydrogen bonding. The free energy change of the reaction in aqueous solution is also
quite different, and the great stabilization observed in the gas phase (more than 40 kcal/mol−1)
is significantly reduced. The free energy of the reaction is -15.9 kcal mol−1 by RISM-SCF,
and -24.9 kcal mol−1 by PCM. The RISM-SCF value is very close to the experimental one,
-12.5 kcal mol−1.1, 19
The appearance of the barrier can also be understood in terms of the orbital energy gap.












































Figure 1.3: Pair correlation functions between Ohydrx and HW (upper), Ocrbn and HW (lower)
at RC = 8.00 A˚(dotted line), RC = 2.10 A˚(dashed line) and RC = 1.35 A˚ (solid line).
OH− to CO2 within the framework of the frontier orbital theory, the orbital energy changes
are primarily important. Figure 1.2 illustrates the energy levels of the related orbitals in the
gas phase and in aqueous solution. In the gas phase, the energy gap between the pi∗ orbital of
carbon dioxide and the lone pair orbital (l ) of hydroxide anion is 1.96 eV. The energy of the pi∗
orbital is not affected by the solvation so much, while that of OH− orbital is considerably low-
ered. In consequence the energy gap increases in solution than that in the gas phase, causing
the reduction of the reactivity. The energy gap calculated by PCM (3.89 eV) is slightly smaller
than by RISM-SCF (4.17 eV), being consistent with the result that the barrier of PCM is lower
than the RISM-SCF calculation.
Solvation structure
Figure 1.3 shows the representative site-site PCFs (pair correlation functions) along the re-
action. The upper panel is the PCF between the CO2 oxygen atom (Ocrbn) and water hydrogen

























Figure 1.4: Pair correlation functions between C and OW at RC = 8.0 A˚(solid line) and
RC = 3.3 A˚(dotted line).
peak found in r = 1.8 A˚ corresponds to the hydrogen bonding by surrounding water molecules.
The peak heights dramatically change as the reaction progresses: the peak of Ohydrx–HW is
rapidly lowered and that of Ocrbn–HW is enhanced as the two species approach each other.
This indicates that the solvation structure in the microscopic level is quite different from either
of the two oxygen atoms. The hydroxide moiety is desolvated while Ocrbn attracts solvent
water molecules with decreasing RC. As the reaction proceeds, the O–C–O angle bends from
180◦ and the excess electron is shared by all the oxygen atoms, i.e. the electron population on
the Ocrbn considerably increases. At the initial state of the reaction, the charge on this atom is
-0.43 |e|, which becomes almost -1.00 |e| at the bond-making situation. In contrast, the charge
on Ohydrx changes from -1.52 |e| to -0.82 |e|. These changes are comparable with that in PCFs.
The PCF between the carbon and OW shows no significant change along the reaction as
shown in Fig. 1.4. The solid line indicating the PCF at RC = 8.0 A˚ can be regarded as the
reactant, while the dotted line at RC = 3.3 A˚ corresponds to the nascent state of the C–O bond.
One of the remarkable differences between these two PCFs is the absence of the shoulder in the
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region from r = 2.5 A˚ to r = 3.5 A˚. This change suggests the desolvation around the carbon
atom. Although the change looks negligible, the free energy change associated this depression
of the shoulder is indispensable for the barrier formation. This point will be discussed later. It
is noted that the depression has no relation to the change of the CO2 structure, i.e., the bending
of O–C–O angle because the angle-change occurs at RC < 3.0 A˚.
1.3.2 Solvation energy along the reaction pathway
The total energy of the system (A ) defined by the sum of the solute potential energy and the
solvation free energy can be written as follows:
A = 〈Ψ0 |H0|Ψ0〉+ Ereorg +∆µ(HNC), (1.2)
where Ψ0 and H0 are the wave function and the standard Hamiltonian of the solute molecule in





∣∣H0∣∣Ψsolute〉− 〈Ψ0 |H0|Ψ0〉 . (1.3)
Ψsolute is obtained by solving the equation with the modified Fock operator.
In the RISM framework, the solvation free energy using the HNC closure equation17 can be








4pir2(h2αγ − 2cαγ − hαγcαγ)dr. (1.4)
It should be emphasized here that ∆µ(HNC)α is not equal to the solvation free energy of an atom
α isolated in the solvent, since all the correlation functions related to this atom are determined
by the RISM theory under the perturbation by the existence of the other atoms composing the
solute. In this regard, this division is rather formal but useful for systematic understanding of
the solvation processes.
Figure 1.5 plots ∆µ(HNC), ∆µ(HNC)α and Ereorg as the function of the reaction coordinate,



































Figure 1.5: Electronic reorganization energy Ereorg, solvation free energy ∆µ and its compo-
nents along the reaction coordinate.
The change of Ereorg is smaller than ∆µ(HNC), meaning that it is the solvation free energy that
governs the energy profile of the reaction. The change of ∆µOhydrx , ∆µOcrbn and ∆µC show
great contributions to the total solvation free energy. As smaller RC, both of ∆µOhydrx and
∆µC increase while ∆µOcrbn decreases. All of them are consistent with the change in PCFs
discussed in Sec. 1.3.1. Namely, while the Ocrbn is solvated, both of Ohydrx and the carbon
are desolvated as the reaction proceeds. These changes in the solvation structure and their
interplay cause a barrier of the reaction.
It is noteworthy that the gross change in ∆µC is nearly 50 kcal/mol from the reactant to the
bond-making region, although the change in PCF looks very small. Thanks to its analytical
treatment in the RISM framework, it is possible to analyze the solvation free energy in terms
of the spatial contribution. In other words, we can compute the “partial” solvation free energy
related to a particular region around the solute atom α by,







4pir2(h2αγ − 2cαγ − hαγcαγ)dr. (1.5)
Since ∆µ(HNC) is the functional of the reaction coordinate RC, we then define
∆∆µ(partial)α
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= ∆µ(partial)α (rmin, rmax;RC = 3.3 A˚)−∆µ(partial)α (rmin, rmax;RC = 8.0 A˚),
where rmin = 2.5 A˚ and rmax = 3.5 A˚ were used because the change of PCF is distinct in
this area (see Figure 1.4). The free-energy raise on the reaction attributed to the carbon atom
(∆∆µ(partial)C ) is calculated to be 36 kcal mol
−1. The result clearly shows that the change
in C-OW PCF, which looks tiny, considerably contributes to the solvation free energy. The
distance between the carbon and the oxygen (RC ∼ 3.0 A˚) is close to the sum of their radius,
σC/2 + σO/2. Solvent water molecules existing between these atoms get expelled from the
interatomic region by the new bond making process, which leads to the significant increase
in the solvation free energy and to make the barrier. As decreasing RC less than 3.0 A˚, the
electronic structure on the carbon atom is significantly changed by this bond formation. In
other words, the change in the solvation structure is strongly coupled with that in the electronic
structure. This is the reason why RC ≥ 3.3 A˚, where the change in the solvation structure
solely contributes the energy change, has been chosen in the above discussion. It should also be
noted that the contribution from carbon is important, but the sum of all contributions including
oxygen atoms determines the position of the barrier (see Figure 1.5 ).
In the present study, the effect of counterion is not taken into account. Since the system of
an infinitely dilute solution is treated, the effect is expected to be small enough.
1.4 Conclusion
We have studied the origin of the reaction barrier between carbon dioxide and hydroxide
anion using the RISM-SCF method. A detailed analysis of the solvation structure and the
free energy change have shown that the desolvation in the oxygen site of hydroxide anion
and solvation in the oxygen site of carbon dioxide play important roles in the formation of the
barrier. It is also found that the desolvation due to the formation of a new bond making between
carbon and oxygen is another main origin of the barrier. We emphasize that an analytical
treatment in the RISM theory enables formulation of the solvation free energy in terms of the
spatial or atomic contribution. This is the unique advantage of the integral equation theory for
liquids, which is quite different from methods based on the molecular simulation technique.
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Chapter 2
Carbon dioxide capture at the molecular level
2.1 Introduction
Carbon dioxide is recognized as a typical greenhouse gas and drastic reduction of CO2
emissions from industrial process is becoming more and more important in relation to global
warming. Aqueous amine systems have been widely used for the removal from flue gases and
the following process operates in these systems:
CO2 + NHR2 → CO2NR−2 + H+. (2.1)
Among several factors controlling the capability of the absorption, a molecular characteristic
of the amine is of primary importance. To develop a more efficient system, understanding of
the mechanism is indispensable. Monoethanolamine (MEA) is one of the representative sub-
stances utilized for such a purpose. Thanks to intensive experimental studies,1–5 it becomes
clear that the rate-determining step of the process is the bond formation between amine nitro-
gen and CO2 carbon.
CO2 + NH2CH2CH2OH → CO2-NH2CH2CH2OH. (2.2)
A theoretical approach is expected to offer precious information that is difficult to be accessed
by experimental research. Several studies based on standard molecular orbital theory as well
as molecular simulation have been reported.6–8 However, interplay between aqueous water
and the bond formation –which is nothing but the changing of electronic structure in MEA-
CO2 system– has not been studied so far though it is essential for addressing the heart of the
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capture. Therefore, a simultaneous treatment of quantum chemistry and ensemble of solvent
molecules is necessary, namely only QM/MM or its equivalent theory can touch the essence
of the process. An explicit treatment of solvent water is crucial to deal with hydrogen bonding
that governs the intermolecular interaction.
In the present study, the reaction mechanism of this bond formation between MEA and CO2 is
investigated by means of RISM-SCF-SEDD.9–11 Since reference interaction site model (RISM)12, 13
is a statistical mechanics for molecular liquids, wealth of information including solvation struc-
ture, free energy change can be obtained efficiently. RISM-SCF-SEDD, in which RISM is
coupled with molecular orbital theory, is recognized as an alternative to QM/MM. One of the
big differences is the capability to compute accurate free energy with reasonable computational
time due to the advantage of RISM, allowing us to use highly sophisticated electronic structure
theory cooperated with solvation effect. The emphasis is on the free energy that describes the
system in reality, which is difficult to elucidate only by considering a few water molecules.
Now, this combinational method can afford the heart of the mechanism of the reaction.
2.2 Method
RISM is a statistical mechanics theory for molecular liquids developed by Chandler and An-
dersen.12 The theory was then extended to treat electrostatic interaction (XRISM) by Rossky
and Hirata.13 The main equation of the theory is as follows,
ρhρ = ω ∗ c ∗ ω + ω ∗ c ∗ ρhρ. (2.3)
Here, ‘*’ denotes convolution integral, ρ is number of density, ω is intramolecular correlation
function defining the molecular geometry. h and c are total and direct correlation function, re-
spectively. In the present study very standard hyper-netted chain (HNC) closure was employed
to solve the equation.
cαs(r) = exp [−βuαs(r) + γαs(r)]− γαs(r)− 1, (2.4)
γαs(r) = hαs(r)− cαs(r),
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where uαs(r) is interaction between site α and s, hαs(r) and cαs(r) correspond to the matrix
element appearing in Eq. (2.3), and β = 1/kBT . Free energy of solvation (∆µ) is then readily
computed by using obtained hαs(r) and cαs(r).14















Some selected features and advantages of RISM are summarized as following: (1) the the-
ory provides adequate thermodynamic ensemble and is free from statistical error or so-called
sampling problem. It deals with an infinite number of solvent molecules and requires no ‘sim-
ulation box’. (2) Since it is written in algebraic equation, computational cost is dramatically
reduced compared to standard molecular simulation method. (3) The inputs of the computation
are the same as those of simulations, and the outputs are very similar, too.
In RISM-SCF,9, 10 total energy of the system is defined as,
A = Esolute +∆µ, (2.6)
where Esolute is total energy of the solute molecule described by standard ab initio molecular
orbital theory, corresponding to MEA and/or CO2 in the present study. By using variational
principle, a set of equations describing solution system is obtained.10 Hence, the electronic
structure of the solute and solvation structure are obtained in a self-consistent manner. RISM-
SCF has been successfully applied to a wide range of chemical reactions in solution. It is our
intent here to only describe the brief summary of the theory and assume the readers’ familiarity
of RISM-SCF as well as the statistical mechanics of molecular liquids. Some examples of re-
cent studies are found in refs.15–18 More lengthly discussions can be found in the literature.19–21
2.3 Computational detail
The distance between the carbon atom of CO2 and the nitrogen atom of MEA was taken
as the reaction coordinate (RC) to focus on the bond-making process in the reaction. The
geometry optimisation was carried out at B3LYP/6-311++G** level in gas phase under the
restriction of Cs structure, in which CO2 and N-C-C-O-H are in the same plane. This treatment
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Table 2.1: Lennard-Jones parameters.












was necessary to exclude trivial intramolecular hydrogen-bonding structure that is unstable in
aqueous solution. In fact, even starting from a low symmetry structure at meta-stable state (III;
see below), optimisation in aqueous solution leads to the same Cs structure. In Cs symmetry,
there is another conformation in which CO2 is perpendicular to the N-C-C-O-H plane. But
its total energy was only slightly higher ('0.1 kcal/mol) and the rotation about the axis of
N(MEA)–C(CO2) bond was virtually free. All the energy was evaluated with CCSD(T)/6-
311++G**. The present basis set is considered among the best, especially in combination
with the highly sophisticated CCSD(T) theory and its dependency seems to be negligible.
Computations in aqueous solution phase were then carried out with the RISM-SCF-SEDD by
GAMESS package23 modified by us and PCM methods by Gaussian 03 program24 with these
gas-phase geometries. We have also performed the optimisation in aqueous solution and found
that the structure were almost unchanged. The barrier height is only 0.4 kcal mol−1 less than
that in gas phase. Note that the aqueous-solution geometry by PCM is also different, and
thus we decided to use the gas phase geometry to exclude the contribution of the geometrical
difference between our method and PCM with the aim of focusing on the interplay between
bond formation and solvation effect. The Lennard-Jones parameters of the solute were taken
from refs.25–28 and SPC-like water was assumed for the solvent.29 All of them are summarized
in Table. 2.1. To compute the weight of resonance structure, Pipek-Mezey localization30 was
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utilized to separate valence orbitals. Unfortunately, pi orbital and lone-pair orbital at oxygen
were mixed together and four equivalent localized orbitals were obtained. Hence, these four
orbitals were chosen to evaluate the weights using the standard Lo¨wdin-type operator.31 Then
the contributions from two lone-pair orbitals, corresponding to O− C2+ O−, were eliminated
to represent the resonance structure.
2.4 Results and discussion
2.4.1 Free energy profile in aqueous solution
Figure 2.1 shows the energy profile along the reaction coordinate, RC. CO2 approaches to
MEA from the right hand side of the figure. In gas phase, the energy is continuously decreasing
as the reaction proceeds, then the stable structure is found at RC = 3.0 A˚ (I). Obviously it
does not correspond to the capturing because of too long bond length as well as barrier-free
approaches that are not consistent with experimental knowledge. The energy monotonically
increases at shorter regions (RC < 3.0A˚) due to the repulsive interaction derived from Pauli’s
principle. In aqueous solution, energy profiles change drastically. Besides the minimum at
RC ' 3.0 A˚ corresponding to I, another meta-stable structure appears at RC < 2.0 A˚(III),
which is followed by a fast proton dissociation step to reach the final product. The barrier
height from I to III calculated by RISM-SCF-SEDD is 6.9 kcal mol−1, being slightly higher
(2.7 kcal mol−1) than by PCM. Presumably the difference comes from strong stabilization
of I due to the hydrogen bonding that is properly treated in RISM-SCF-SEDD. Since the
experimentally obtained data is the activation enthalpy∆H‡, the free energy change mentioned
above should be converted as following,
∆H‡ = ∆G‡ + T∆S‡, (2.7)
where activation entropy ∆S‡ was calculated by difference formula, and standard corrections
such as zero point energy are taken into account. Our activation enthalpy ∆H‡ is 9.3 kcal
mol−1 (The zero point and vibration contribution: 0.8 kcal mol−1), which is in good agreement



































Figure 2.1: Potential energy curve for the C–N bond formation in gas phase (dashed line) and
free energy curves in aqueous solution calculated by RISM-SCF-SEDD (solid line) and PCM
(dotted line) along the reaction coordinate (RC). The inset structures are at RC = 3.0 A˚ (I), 2.0
A˚ (II), 1.6 A˚ (III), respectively.
profile and the activation enthalpy are obtained using one of the most accurate theoretical
methods available at the present time, further calibration would be desired because the results
may depend on Lennard-Jones parameters, basis sets, the closure and so on.
2.4.2 Resonance structure
MEA–CO2 bonding complex is formed at R = 1.6 A˚ caused by the charge migration from
MEA nitrogen to CO2 carbon (Ccdx). The change of electronic structure may be nicely an-
alyzed in terms of resonance structure embedded in molecular orbital by using the recently
developed analysis based on the second quantization of singlet-coupling.31 Fig. 2.2 shows the
dominative weight of CO2 moiety both in gas and aqueous phases. Supposably, the largest
contribution to the electronic structure contains one ionic bond and one double bond. The
doubly ionic structure is also important and the sum of three main contributions (2, 4 and 5)



















Figure 2.2: Change of selected resonance Weights of CO2 moiety from the isolated state (CO2)
to the complex. 1: O=C− ≡O+, 2: O=C=O, 3: O−C≡O+, 4: O−−C+ =O, 5: O−−C2+−O−.
Note that symmetrically equivalent contributions are summed up, e.g., 4 comprises both of
O−−C+ =O and O=C+−O−.
transferring from gas phase to aqueous solution. However, the bond formation significantly
affects the electronic structure: the contribution from 5 is especially enhanced more than 10%
while the double bond character (2) is considerably reduced. This may be simply attributed
to the change of bond angle, O–C–O. The angle changes from 177◦ (I) to 141◦ (II;RC = 2.0
A˚), suggesting that the pi conjugation is substantially suppressed and electron tends to be iso-
lated at oxygen atoms. In terms of molecular orbital, the change corresponds to the electron
transfer from N lone pair to CO2 pi∗ orbital. In fact, natural population charge of N changes as
−0.95|e| → −0.68|e| and that of Ocdx as−0.62|e| → −0.83|e|. The same trends can be found
in the resonance structure on C· · ·N bond at III: 38%(C–N), 10%(C+ N −) and 37%(C − N +
), respectively (corresponding gas phase values are 34%, 42%, 7%).
2.4.3 Solvation structure and solvation free energy change
Because of the large charge migration, solvation structure around them drastically changes
as the reaction proceeds. Fig. 2.3 shows the change of pair correlation functions (PCFs). The






















Figure 2.3: Pair correlation function of N-HW (left side) and Ocdx-HW (right side) of RC=3.0
A˚ (I, dotted line), RC=2.0 A˚ (II, dashed line), and RC=1.6 A˚ (III, solid line).
between Ocdx-HW. The sharp peaks found at r = 2.0 A˚ in both panels correspond to hydrogen
bonding. At first, MEA is weakly hydrated around N atom at I, and the peak completely
disappears in the transition state (II). This is, of course, caused by the steric hindrance by
approaching CO2 and the solvation structure hardly changes after passing through T. PCF
around CO2 oxygen also shows weak hydrogen bonding at I, but the peak is contrastively
increasing as the reaction proceeding, indicating that CO2 moiety strongly attracts solvent
water even at RC < 2.0 A˚. The development of hydrogen bonding is attributed to the above
mentioned increasing of Ocdx charge.
Both of these changes in hydration structure affect the free energy change in this bond-
forming region. Solvation free energy ∆µ (Eq. (2.5)) can be “formally” divided into the
















































Figure 2.4: Selected solvation free energy components along RC calculated by RISM-SCF-
SEDD.
This quantity represents how much the contribution from each site is. Fig. 2.4 shows the
change of total solvation free energy (∆µtotal) and the main elements, ∆µtotal, ∆µN and
∆µOcdx , along RC. ∆µN increases along the reaction coordinate from I to III region, whereas
∆µOcdx decreases around the same region. Namely, while Ocdx is solvated, nitrogen atom is
desolvated as the reaction proceeds. At the region from I to II, the hydration-development
around Ocdx and de-hydration around N are virtually canceled out, and thus the total free en-
ergy change in aqueous solution eventually looks very similar to the energy change in the gas
phase. However, at the region from II to III, Ocdx hydration becomes dominative and the total
free energy decreases to establish the meta-stable intermediate. These are consistent with the
change of the solvation structure. In other words, the barrier and stability of the state in aque-
ous solution are understood as an interplay of the dehydration around N and hydration around
Ocdx. Note that many previous works indicate that a proton is released from this meta-stable
intermediate as the second step of the absorption.
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2.5 Conclusion
In summary, we first report the bonding mechanism between carbon dioxide and monoethanolamine
at molecular level. In gas phase, an ordinary single minimum is formed at RC = 3.0 A˚ without
barrier. On the other hand, in aqueous solution, after the formation of intermediates similar to
the gas phase, a stable structure is found at the bonding region (RC = 1.6 A˚) via the transition
state at RC = 2.0 A˚ with activation enthalpy of 9.3 kcal/mol, which shows good agreement
with experimental knowledge. The hybrid method that can describe both electronic structure
change and hydrogen bonding is a promising tool to understand the CO2 capture. This under-
standing would lead to a more tactical search for amines with higher absorption capability.
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Chapter 3
Proton Transfer Step in the Carbon Dioxide
Capture by Monoethanol Amine: A Theoretical
Study at the Molecular Level
3.1 Introduction
In relation to global warming, chemical absorption of CO2 by amine attracts much attention
as the industrial process for CO2 removal from flue gases. Monoetanolamine (CH2OHCH2NH2;
MEA) is one of the representative absorbents. Although MEA absorbs CO2 sufficiently fast,
the formed N–C bond is too strong to be broken under a mild condition. In other words, an
excess amount of energy is necessary to reproduce MEA solution. A more efficient amine is
thus highly desired, and the search for new amine is extensively performed.
To find a more efficient amine, knowledge about the mechanism of CO2 adsorption by MEA
should be valuable. On the basis of experimental studies, it is known that two steps are involved
in the process.1–6 The first step is the bond formation between MEA (1a) and CO2 (1b) ,
CH2OHCH2NH2 (1a) + CO2 (1b) → CH2OHCH2NH2-CO2 (3). (3.1)
Then a proton transfer occurs from the MEA-CO2 complex (3) to a base (B),
CH2OHCH2NH2-CO2 (3) + B
→ CH2OHCH2NHCOO− (4) + BH+ (5). (3.2)
Whereas the step (3.1) is already established as the rate-determining step, the step (3.2) is not
fully understood. For example, it still remains an open question which MEA or H2O acts as
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the base. Because the amount of required energy for reproducing MEA solution is mainly
determined by the relative stability of the final products (4 + 5) to the reactants (1a + 1b),
it is essentially important to clarify the mechanism of the step (3.2). Note that the solvation
effect plays a central role in this reaction because it does not proceed in the gas phase. It is
thus indispensable to treat both quantum chemistry and an ensemble of solvent molecules to
grasp essence of the reaction. RISM-SCF-SEDD7–9 is a hybrid method of RISM theory10, 11
and ab initio molecular orbital theory. Different from QM/MM, which is a popular method
to treat chemical reaction in the solution phase, RISM-SCF-SEDD utilizes RISM theory to
treat solvent. The RISM theory is expressed as an algebraical equation in statistical mechanics
for an ensemble of an infinite number of solvent molecules. With RISM-SCF-SEDD, we can
obtain a wealth of knowledge about the electronic structure and solvation structure in a self-
consistent manner.
Recently we studied the bond formation step (1) using RISM-SCF-SEDD.12 We have clar-
ified that the solvation effect governs the free energy profile. The interplay between the hy-
dration around oxygen of CO2 and the dehydration around the nitrogen is essential for the
mechanism of the bond formation. A solvation effect is considered to be also crucial in the
second step (i.e., proton transfer), but the role of solvent is still unclear. Only few studies based
on the dielectric continuum model and cluster model just considering a few water molecules
nearby have been reported so far.13–15 In this study, we would like to accomplish a full un-
derstanding of the chemical absorption of CO2 by MEA using RISM-SCF-SEDD, especially
focusing on the proton transfer step.
3.2 Method
Here we briefly summarize RISM-SCF-SEDD. A more detailed explanation of the theory
can be found in the previous articles.7–11 RISM-SCF-SEDD utilizes RISM theory to treat
solvent. The main equation is as follows.10, 11
h = ω ∗ c ∗ ω + ω ∗ c ∗ ρh, (3.3)
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where ‘*’ denotes a convolution integral and all the quantities are matrices whose element
corresponds to a pair of interaction sites; ρ is the number of density, ω is intramolecular cor-
relation function defining the molecular geometry. In Eq. (3.3), h (total correlation function)
and c (direct correlation function) are unknown functions to be solved. Hyper-netted chain
(HNC) closure is a well-known equation to be coupled with the equation,
cαs(r) = exp [−βuαs(r) + γαs(r)]− γαs(r)− 1, (3.4)
γαs(r) = hαs(r)− cαs(r),
where α and s are respectively solute and solvent site; uαs(r) is interaction potential between
them; and β = 1/kBT . Solvation free energy (∆µ) is readily evaluated by hαs(r) and cαs(r)
with an HNC formula,16















or with the gaussian fluctuation (GF) formula,17













The GF evaluation (Eq. (3.6)) often shows better agreement with experimental result than
the HNC evaluation (Eq. (3.5)), though the physical background of the HNC formula is con-
sidered to be clearer. More accurate free energy calculation methods based on RISM theory
have recently developed, and the extensive studies with these methods also show that the GF
evaluation provides better agreement than the HNC evaluation.18–22
Total free energy of the system with RISM-SCF-SEDD is defined as
A = Esolute +∆µ, (3.7)
where Esolute is the total energy of the solute molecule described by a standard ab initio molec-
ular orbital theory and ∆µ is given by Eq. (3.5) or (3.6). The change of free energy caused by
solvation is given by
∆A = A − Egas = Ereog +∆µ, (3.8)
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Table 3.1: Lennard-Jones parameters.












where Ereog is the energy difference of the solute molecule from its isolated state (Egas) upon
the solvation.
Ereog ≡ Esolute − Egas = 〈Φ |H|Φ〉 − 〈Φ0 |H|Φ0〉 . (3.9)
Here |Φ〉 and |Φ0〉 are wave functions in the solution phase and in the gas phase, respectively.
3.3 Computational detail
Geometry optimizations were carried out with B3LYP/6-311++G** under the restriction of
Cs symmetry, in which CO2 and N-C-C-O-H are in the same plane. Energy calculations were
then performed with CCSD(T)/6-311++G** at the obtained geometry. PCM23 computation
was also performed for comparison purposes. The RISM equation was solved with hyper-
netted chain (HNC) closure.16 The Lennard-Jones parameters of the solute were taken from
Refs.24–27 and SPC-like water28 was employed for the solvent. All of them are summarized in
Tab. 3.1.
The resonance structure analysis developed by us was employed.29 Pipek-Mezey localiza-
tion30 was utilized to separate valence orbitals, and the weight of resonance structure is eval-
uated with the standard Lo¨wdin-type operator. Unfortunately, the pi orbital and the lone-pair
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Figure 3.1: Reaction scheme of MEA and CO2. Bond lengths of Ccdx-N and Ccdx-O in A˚ and
the bond angle of Ocdx-Ccdx-Ocdx are shown. (g) and (s) mean that the structure is optimized
in the gas phase and in aqueous solution with RISM-SCF-SEDD, respectively. Since TS2−3
and 3 are non-existent in the gas phase (marked with ‘*’), Ccdx-N bond length is fixed to that
in aqueous solution, and all other degrees of freedom were optimized.
sen to evaluate the weight of the C–O bond, and then the contribution from lone-pair orbitals
corresponding to C+ O− was subtracted to evaluate the resonance structure.12
Geometry optimizations in gas-phase and PCM computations were carried out by the Gaus-
sian 03 program.31 All other computations were performed with GAMESS package,32 in which
our developed methods were implemented.
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3.4 Results and discussion
3.4.1 Reaction profile
The reaction profile is shown in Fig. 3.1. The geometry optimization in aqueous solution is
performed for the step (1) in this study, and the obtained energy profile is mostly the same as
that in the previous one.12 2 is an intermediate before the bond formation between CO2 carbon
(Ccdx) and the nitrogen. After passing though the transition state (TS2−3), another intermediate
3 is produced.
The proton transfer step proceeds from 3, and three paths are possible. In the first path, H2O
acts as the base, then 4 and H3O+ (5a) are yielded. If another 1a (MEA) acts as the base, 4 and
the protonated MEA (5b) are produced (the second path). The third path is an intramolecular
proton transfer from the nitrogen moiety to CO2 oxygen (Ocdx) to form 6. Although 6 has
not been observed in experimental studies, an ab initio electronic structure calculation of the
water-cluster model reported that 6 is stable.14
An anion (4) is produced in both the first and second paths. As expected, this species is
notably affected by solvation, and the geometry in aqueous solution is substantially different
from the gas phase one. For example, the Ocdx-Ccdx-Ocdx bond angle is changed from 131◦
(gas phase) to 124◦(aqueous solution). The decrease of the angle should be related to the
change in the electronic structure of the CO2 moiety. As shown in the previous study, the
double bond character is reduced when N–C bond is formed. The pi conjugation in CO2 is
suppressed, and the electron tends to be isolated at oxygen atoms. In other words, the electron
is shifted from the nitrogen lone pair to the CO2 pi∗ orbital. The further bending in aqueous
solution thus indicates that the solvation promotes the occupation of the pi∗ orbital. In fact,
the natural charge on CO2 moiety decreases from −0.73 |e| (gas phase) to −0.92 |e| (aqueous
solution), and the Ccdx-Ocdx bond is lengthened. The bond length of Ccdx-N is also noticeably
changed from 1.440 A˚ (gas phase) to 1.368 A˚ (aqueous solution). These geometry changes
clearly indicate that solvation considerably affects the electronic structure. As shown below,























































Figure 3.2: Total potential energy profile in the gas phase (green dotted line) and free energy
profile in aqueous solution calculated by RISM-SCF-SEDD using HNC (blue dashed line), GF
(red solid line). Concerning the ‘*’ mark, see Fig. 3.1.
bond polarization in Ccdx-Ocdx by the solvation enhances the drawing of electron from MEA
to CO2.
3.4.2 Free energy profile
The free energy profile along the reaction is shown in Fig. 3.2. First, we briefly summarize
the bond formation step. For the reaction in aqueous environment, both free energy profiles
evaluated by HNC and GF methods are presented. In the gas phase, the potential energy is
monotonically increased after the formation of the intermediate (2). However, in aqueous so-
lution, the transition state (TS2−3) and an intermediate (3) are found. By analyzing the pair
correlation functions (PCFs), it was revealed that the development of hydrogen bonding around
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Ocdx and dehydration around nitrogen are virtually canceled out near the transition state, al-
though the energy curve looks very similar to that in the gas phase.12 The hydration of Ocdx
then gradually becomes dominative to form stable 3. In other words, the bond formation step
is understood as an interplay between the solvation around Ocdx and the desolvation around
the nitrogen.12
Let us then focus on the proton transfer step, which is the main subject of the present study.
Among the three paths, the energy of the first path to give 4 + 5a, in which H2O acts as the base,
is very high in the gas phase (+183.5 kcal mol−1). Although this is dramatically stabilized in
aqueous solution, the total free energy is still positive, +24.2 kcal mol−1 (HNC) and +13.2
kcal mol−1 (GF). For the second path, the reaction energy in the gas phase is lower than the
first path by about 50 kcal mol−1 due to the stronger basicity of 1a (MEA) than H2O,33 but the
final product is still very unstable (+132.8 kcal mol−1). However, the total free energy of 4 +
5b in aqueous solution is definitely negative (−5.1 kcal mol−1 by HNC and −16.1 kcal mol−1
by GF) and the transfer becomes exothermic. Both of the formulae clearly shows that 4 + 5b is
more stable, indicating that MEA (1a) acts as the base in reality. 6 is much more stable than 4 +
5a or 4 + 5b in the gas phase, but the contribution from solvation is rather small. Consequently,
6 is slightly unstable compared to 4 + 5b in an aqueous environment, but the difference between
them is only 0.6 kcal mol−1 by HNC, and 8.5 kcal mol−1 by GF. The result suggests that the
intramolecular proton transfer could occur to produce 6, but the transferred proton is eventually
abstracted by MEA. The details of the mechanism might be further clarified, for example, by
changing the chemical composition of MEA (1a) in an experiment. In any of these cases, H2O
does not act as the base. It should be emphasized that it is the solvation effect that mainly
determines the relative stability of the final products. The change of solvation structure reveals
the role of solvation at the molecular level. Fig. 3.3 shows PCFs between Ocdx, to which
the proton transfers, and water hydrogen (HW) in 3 and 6. The sharp peak at r ' 2A˚ in 3
corresponds to the hydrogen bond, showing the strong interaction before the intramolecular
transfer. The peak hight is significantly decreased from 2.9 to 0.6 by completing the transfer.




























Figure 3.3: PCF between Ocdx-HW of 3 (solid line) and 6 (dashed line).
other words, the solvation slightly prevents the protonation of Ocdx in 3.
3.4.3 Origin of the stabilization of final products
Since the remarkable stabilization of 4 + 5b by solvation is the origin of the exothermic-
ity of the reaction, solvation energy is further analyzed. Hereafter, we discuss mainly with
the GF evaluation for brevity, but the HNC evaluations gives qualitatively the same results.
The great stabilization of the final product obtained by the present computation is consistent
with the experimental knowledge. Fig. 3.4 displays ∆A of the possible products of the reac-
tion computed by RISM-SCF-SEDD as well as by PCM. Both RISM-SCF-SEDD and PCM
computations show similar trend as a whole, but the difference in 4 is remarkable. ∆A by
RISM-SCF-SEDD (−117.6 kcal mol−1) is noticeably lower than the other species (5a: −81.4
kcal mol−1, 5b: −67.9 kcal mol−1, 6: −34.6 kcal mol−1). Note that ∆A with the HNC eval-
uation is also lower than those of the other species. This distinct stabilization of 4 is the main
source of the exothermicity of the reaction. This result may be interesting from the viewpoint
of conventional solution chemistry because solvation free energy of the same-charged species









































































Figure 3.4: Change of free energy by solvation (∆A ) computed by RISM-SCF-SEDD (left)
and PCM (right).
theory.34 In fact, as shown in Fig. 3.4, ∆A of 4 evaluated with PCM (-72.6 kcal mol−1) is
similar to that of 5b (-71.3 kcal mol−1) and higher than that of 5a (H3O+) with a small volume
(-86.9 kcal mol−1).
The stabilization of 4 with RISM-SCF-SEDD thus comes from the solute-solvent specific
interaction at the molecular-level, which is not adequately described by dielectric continuum
model. The origin may be further analyzed by “formally” dividing ∆µGF(Eq. (3.6)) into the















As expected, the contribution from the CO2 moiety is dominative (−102.2 kcal mol−1), cor-
responding to 87% of the total stabilization. Further decomposition reveals that the solvation
around Ocdx is essential to understand the stabilization. Fig. 3.5 illustrates the change of solva-
tion structure around Ocdx and hydrogen in the amino moiety (HN) that makes another hydro-
gen bond with solvent water. Both of them correspond to a change from a neutral species to a
charged one; from 1a (MEA) to 5b (left hand side) and from 3 to 4 (right hand side). The peak
at r ' 2 A˚ of PCFs between HN and water oxygen (OW) is obviously hydrogen bond, which
remains mostly unchanged on the proton transfer (1a→5b). In contrast, the peak correspond-
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Figure 3.5: PCFs between HN and OW (left hand side) and between Ocdx and HW (right hand
side) before (solid line) and after (dashed line) the proton transfer.
ing to the hydrogen bond (r ' 2 A˚) between Ocdx and water hydrogen (HW) becomes much
higher through the transfer, and the height increases from 3.0 (3) to 5.5 (4). This dramatic
change of hydration is a key to understanding the stability of 4 and the driving force of the
promotion of the proton transfer.
The strength of the hydrogen bond may be interpreted using the resonance structures. Con-
cerning the N–HN bond in 5b, the covalent bond character (N-HN) is the largest contribution
(42%). However, the two ionic contributions are also considerably large (N− H+N, 36% and N
+
H−N, 12%). In other words, the positive charge is not localized only on HN but distributes over
the whole NH3 moiety. Accordingly, HN does not strongly attract water oxygen (OW). On the
other hand, the ionic bond character (C+cdx O
−
cdx) is evidently dominant (62%) in the CcdxOcdx
moiety in 4, whereas the covalent character (Ccdx-Ocdx) is not significant (28%). The electron




In this work, the reaction between MEA and CO2 is investigated using RISM-SCF-SEDD
method, which deals with the solvation effect based on a molecular theory. It is shown that
MEA acts as the base, and the following insights into the reaction are obtained.
In the bond formation step, the barrier height is determined by hydration around Ocdx in CO2
moiety and dehydration around the nitrogen. The hydration around Ocdx then significantly
drives the stabilization of the final product. In other words, the solvation around Ocdx mainly
controls the reaction of MEA and CO2. The strong interaction between Ocdx and HW could be
understood by the dominative resonance character of C+cdx O
−
cdx. These insights might indicate
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Chapter 4
A systematic understanding of orbital energy shift
in polar solvent
4.1 Introduction
Orbital energy (ε) is one of the most important quantities to characterize electronic struc-
ture of molecule. For example, ε plays a crucial role to describe the reactivity in the frontier
orbital theory. ε is also deeply related to the molecular property such as ionization poten-
tial (IP) through Koopmans’ theorem,1 though ε is not physical measurable. Recently, direct
observation of ionization and excitation energy become experimentally available for solvated
molecule,2, 3 and the observed values often exhibit significant change from gas phase ones.
However, systematic understanding has not been established yet.
In fact, it is also well known that computed ε in solution phase is different from that in
gas phase due to the interaction between solute and solvent.4–7 The electronic structure of
solvated molecule can be calculated using solvation theory such as the family of reference
interaction site model-self-consistent field (RISM-SCF)8–10 and porlalizable continuum model
(PCM).11 However, the obtained shifts look often random; ε sometimes increases and some-
times decreases. Figure 4.1 illustrates the shifts of orbital energies of acetamide in aqueous
solution computed by PCM. It looks lacking in orderliness, namely, classifications such as
core–valence or σ–pi orbital seem nothing short of impossible. It is also noted that the shifts
are obtained only after solving complicated modified Schro¨dinger equation. Unfortunately,
we could not find any literatures for systematic study of the solvation shift although several






















































Figure 4.1: Shift of MO energy by solvation effect computed by PCM. HF with 6-311++G**
was employed.
words, we can explain the mechanism of the shift neither logically nor comprehensively, and
the understanding of the solvation shift of ε has not been systematized at all.
In this study we propose a systematic framework for understanding the orbital-energy shift
due to solvation effect. Since the electronic polarization of a molecule is coupled with solvent
reaction field, the shift could be understood from the view point of dielectric continuum theory.
With the aid of the theory, the shift is systematized and several simple formulae are presented
to rationalize it.
4.2 Computational details
All the calculations were carried out at Hartree-Fock (HF) level using 6-311++G** basis
set.14 The computations were carried out with the gas-phase optimized geometries because we
would like to exclude the geometrical contribution to the orbital-energy shift. We examined
the following 19 organic compounds; Acetamide, Acetic acid, Acetone, Ammonia, Dimethyl
ether, Dimethyl sulfide, Formaldehyde, Formamide, Hydrogen sulfide, Methanethiol, Methanol,
Methyl amine, N -methyl formamide, Phosphoric acid, Propene, Pyridine, Pyrole, Sulfuric































Figure 4.2: PCF between oxygen (acetamide) and hydrogen (solvent water) obtained by RISM-
SCF-SEDD computations.
cluding core orbitals (all of them were considered in this study). Several atomic ions (Li+,
Na+, K+, F−, Cl−, Br−, I−) were also studied.
Solvation effect was taken into account by RISM-SCF-SEDD (spatial electron density distri-
bution)10 and PCM.11 The RISM-SCF-SEDD is a hybrid method of MO theory and statistical
mechanics, an integral equation theory for molecular liquid. Similar to QM/MM, the method
determines the electronic structure of a solute as well as the solvent distribution around it in
a self-consistent manner, and successfully applied to various chemical processes in solution
phase. The method provides microscopic information of the solvation structure in terms of
the pair correlation function (PCF). A typical example is illustrated in Figure 4.2. The first
peak between O(acetamide)-H(solvent water) found in 2A˚ represents the hydrogen-bonding.
The strong electrostatic field on the oxygen atom in acetamide generated by this localized
interaction can be dealt with by RISM-SCF-SEDD method.
The RISM equation was solved with hyper-netted chain (HNC) closure16 at T=298.15K. On
solving the portion of RISM procedure, the Lennard-Jones parameters for the solute molecules
were taken from refs.17–21 SPC-like model of water was employed22 with a correction of the
52
Table 4.1: Lennard-Jones parameters.


























Lennard-Jones parameters of the hydrogen sites (σ=1.0A˚, ²=0.056 kcal mol−1) under the con-
dition of 1.0 g/cm3. Acetonitrile23 and methanol24, 25 were also employed as solvent with 0.786
and 0.792 g/cm3 of density, respectively. All the parameters are summarized in Table 4.1. PCM
computations were performed with the standard parameters implemented in GAMESS pro-
gram package,26 while the parameters for atomic species (ions) and acetonitrile solvent were
taken from GAUSSIAN 03.27 RISM-SCF-SEDD calculations also carried out with GAMESS
modified by us. It should be emphasized that a general framework of the understanding is inde-
pendent on the choice of the solvation models as will be shown below, although two different
methods, RISM-SCF-SEDD and PCM, were employed to compute the electronic structures of
sovlated molecules in this study.
4.3 Theoretical consideration of orbital shift
4.3.1 General theory and electrostatic interaction
The orbital energy in gas phase (ε0i ) related to MO ψ
0






∣∣∣Fˆ 0∣∣∣ψ0i 〉. (4.1)
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In solution phase, electrostatic interaction is formed between solute and solvent and the poten-




∣∣∣Fˆ + Vˆ ∣∣∣ψi〉, (4.2)
where ψi and εi are the MO and its energy of solvated molecule, respectively. It is noted that
both of Fˆ and Vˆ are the functional of MOs, which change upon transferring from gas phase to
solution phase,
Fˆ = Fˆ 0 +∆Fˆ ,
Vˆ = Vˆ 0 +∆Vˆ ,
where both of Fˆ 0 and Vˆ 0 are associated with the electronic wave function of the solute
molecule in gas phase. Thus, the orbital-energy shift by solvation (∆εi) is given by













∣∣∣∆Fˆ ∣∣∣ψ0i 〉. (4.6)
εwfi is all the other contributions arising from the change in wave function, ψi − ψ0i ≡ ∆ψi .








∣∣∣Fˆ + Vˆ ∣∣∣ψi〉− 〈∆ψi ∣∣∣Fˆ + Vˆ ∣∣∣∆ψi〉
= 2εi〈∆ψi|ψi〉+O{(∆ψi)2} = 2εi〈∆ψi|ψ0i 〉+O{(∆ψi)2} ' 0. (4.7)
∆εi is then expected to be approximated as follows;
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Figure 4.3: Comparison between the exact values (∆εi) and Eq. (4.8)
The quantities of both sides of this equation were separately obtained for comparison: the
left hand side is the difference computed by subtracting gas-phase ε0i from εi directly obtained
with PCM or RISM-SCF-SEDD methods. The right hand side is the sum of matrix components
that are related to PCM or RISM-SCF-SEDD procedure. As shown in Fig.4.3, the contribution
from εwfi is surely negligible and the orbital-energy shift, ∆εi, is well approximated by the sum
of the three terms, namely, right hand side of Eq. (4.8) in almost all cases.
Let us proceed to further simplification of the relation. By expanding about arbitrary point,




∣∣∣Vˆ 0∣∣∣ψ0i 〉 = QiV 0 + µ0i ·R0 + · · · , (4.9)
where Qi and µ0i are the total charge and dipole moment associated with i-th MO, respectively.
For charged molecules, the first term in the right hand side (QiV 0) is dominative. In particu-
lar for highly symmetric system, the orbital shift may be simplified only with this εUVi because
of the absence of the contribution from polarization. The other two terms (εeei and ε
wf
i ) in Eq.





























Figure 4.4: Comparison between εeei and ε
rlx
i , both of them are computed by PCM and RISM-
SCF-SEDD. The slope of the plotted line is -0.476. See the text and Eq. (4.14).
to Qi is a constant, the energy shift is simply written as (approximation 0),
∆εapprox 0i = V
0. (4.10)
Note that the electrostatic potential V 0 is mostly determined from the total charge of the solute
molecule as discussed below.
If the solute is neutral molecule, the first term in Eq. (4.9) is vanished and the second term
becomes the leading one, in which R0 is the reaction field corresponding to the total dipole
moment of the solute molecule in isolated state (µ0). To study the two terms neglected in
Eq. (4.8)–namely εrlxi and ε
ee
i –the relationship between them is plotted in Figure 4.4. Both of
PCM and RISM-SCF-SEDD computational results clearly show a strong correlation between
these two quantities. It should be emphasized that the MOs examined here are gathered from
a variety of organic compounds. Within the framework of Onsager’s dielectric continuum
model, this can be explained as follows; the change of reaction field (∆R) come from the
density change is given by,29






where ² is the dielectric constant of solvent, a is the cavity radius and ∆µ is the change in
dipole moment of the solute molecule. By comparison of Eq. (4.11) with Eq. (4.5), εrlxi can be
related to the quantity,






In a similar manner, εeei is the change in the Fock operator, which is linked to the change of
electronic energy. On the analogy of the expression of the polarization cost using the polariz-





As seen in the definition, the contribution is an expectation value of wave function and not
proportional to (∆µ)2 because such a contribution is included in εwfi . We then reached the












Note that the solute-dependent parameters, α and a, can be removed from the equation. The
proportional constant involves just two parameters, n and ², where n is the refractive index of
the solute molecule and typically about 1.4 for almost all organic compounds.31 Both of the
parameters are then virtually regarded as constant values, independent on the choice of solute
molecule. From Eq. (4.14) with n=1.4 and ²=80.0, the slope is determined as −0.476. As
seen in the figure, this value coincides with the distribution for examined 265 MOs. Using this
relationship, Eq. (4.8) can be then rewritten as an approximated form that is valid for many
organic compounds in aqueous solution (approximation I).












where CI equals to −1.102 for organic compounds in aqueous solution. Alternatively we can
derive (Approximation II),














CII equals +0.524 for the same conditions.
Since the increase of the dipole moment by solvation is given by the Onsager’s model,
∆µ =
{







(n2 − 1)(²− 1)
2²+ n2
µ0, (4.17)
and the reaction field is proportional to this quantity, the orbital-energy shift might be further






















where CIII=0.656. In this form the shift can be estimated only from the information of gas-
phase electronic structure. Remember that Gao, Luque and Orozco discussed induced dipole
moment of molecules in aqueous solution based on QM/MM simulations.13 They found that
the dipole moment of organic compound in aqueous solution is about 1.3 times larger than that
in gas phase for a variety of organic compounds. Actually, the prefactor of the right-hand side
of Eq. (4.17) is 0.31 by using n = 1.4 and ² = 80.0, which shows excellent agreement with
their report.
4.4 Computational results and discussions
4.4.1 Ionic species in aqueous solution
Winter et al.3 recently observed the IP of several ions in aqueous solution. Here we consider
ionization of several atomic species in aqueous solution as follows;
M+ → M2+ + e− (M = Li, Na, K)
A− → A+ e− (A = F, Cl, Br, I).
According to the Koopmans’ theorem, the orbital energies computed by RISM-SCF-SEDD
and PCM are regarded as the reversed sign of IPs. The change of IPs by solvation (∆IP) is
calculated as the difference between the orbital energies computed by both of the methods.











































Figure 4.5: The shift computed by PCM, RISM-SCF-SEDD as well as the approximation
formula of Eq. (4.20), in comparison with the experimental values, together with the values
reported by Winter et al.3
As an example, computed IPs of Cl− in gas phase are 4.1 eV (Koopmans) and 3.2 eV (∆MP2),32
respectively. In aqueous solution, the evaluated values are 11.7 eV (Koopmans) and 10.9 eV
(∆MP2), indicating the difference between the two methods is similar in magnitude to the gas
phase. This trend is also found in polyatomic molecular systems. The most important is the
difference is much smaller than the effect from solvation, especially for ionic species, and the
discussion based on the Koopmans’ theorem is expected to provide correct understanding in
semi-quantitative sense.
In the present simplest system, an equivalent quantity can be evaluated from the above men-
tioned “approximation 0.” By using Born approximation with ionic radius a, the shift is written
as,









where Q is total charge of the ionic species. a’s are taken from the PCM parameters. Figure
4.5 compares Eq. (4.20) with corresponding experimental values. A good agreement is seen
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Figure 4.6: Comparison between the exact values (∆εi) and the approximation formula of Eq.
(4.15).
the simplest formula also shows good accordance with experiments and highly sophisticated
theoretical methods. Some of the plots evaluated from Eq. (4.20) coincide with PCM values
very well because both of them are based on the dielectric continuum theory. The present
estimations also show an excellent agreement with the values reported by Winter et al.3
4.4.2 Verification of the Approximations
We would like to check accuracy of the introduced approximations for other ordinary poly-
atomic molecules. Similar to the treatment on Eq. (4.8), the exact value of the shift (∆εi ) is
compared with the formulae, ∆εapprox Ii (Figure 4.6), ∆ε
approx II
i (Figure 4.7) and∆ε
approx III
i (Figure
4.8). In all the figures, results from PCM and RISM-SCF-SEDD are plotted all together. In
any cases, the approximated formulae work well and the shift can be understood over a variety
of MOs. The approximation II looks slightly better than I presumably because εeei used in this
expression is a direct quantity related to the electronic structure of solute molecule whilst εrlxi
is the electrostatic interaction from solvent field, which indirectly associated with the orbital
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Figure 4.8: Comparison between the exact values (∆εi) and the approximation formula of Eq.
(4.18).
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εUVi . Even with this simple expression, the estimated shifts are satisfactory, strongly indicating
that the orbital-energy shift is essentially derived from the electrostatic interaction acting on
MO. Good agreement between the two solvation methods indicates that the derived approxi-
mations are universal and applicable to other type of solvation theories.
4.4.3 Orbital energy shift in various solvents
The obtained relationships are also valid for other solvents. Figure 4.9 shows the exact shifts
in methanol (upper panel) and in acetonitrile (lower panel) compared to the approximation III
formula. The dielectric constants are 32.62 (methanol) and 36.64 (acetonitrile), leading to
0.651 and 0.652 of CIII, respectively. Again, good agreements are found in all the cases: the
orbital energy shifts in methanol computed from the two methods are plotted in narrow con-
fine. The result in acetonitrile solvent is also similar, but somewhat interesting. The values
computed by RISM-SCF-SEDD tend to be distributed at the right hand side of the line, sug-
gesting that the electrostatic solute-solvent interactions evaluated by RISM-SCF-SEDD are
slightly stronger than those by the dielectric continuum theory. We would like to remind the
readers that it makes sense that the PCM results are closer to the line because the approximated
formula is derived with the aid of dielectric continuum model. It would be possible that the
RISM-SCF-SEDD results are closer to the ‘experimental’ values —which are not available at
this moment— because RISM-SCF-SEDD is based on the atomic level interaction between
molecules, and specific coordination and local structure such as hydrogen bonding are explic-
itly treated. There is still controversy over the liquid structure of acetonitrile but it is very
plausible that strong electric field is generated in this highly polar solvent.
The main difference between PCM and RISM-SCF-SEDD is usually attributed to the capa-
bility to describe such specific solvation structure. As seen in Eq. (4.18), the shift is predictable






∣∣∣Vˆ 0∣∣∣ψ0i 〉. (4.21)
Note that all the information in the last term contains only gas-phase quantities, meaning that

















































































Figure 4.9: The energy shift in methanol (upper panel) and acetonitrile (lower panel). The
exact values (∆εi) and the approximation formula of Eq. (4.18) are compared.
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MO method. However, in practice, determination of Vˆ 0 is not simple and depends on the
solvation methods.33, 34 In the RISM-SCF-SEDD theory, the potential operator of solvation














where bˆA is an appropriate population operator on atom A.8 In evaluation of Vˆ 0, PCFs were
evaluated from the electronic structure fixed to isolated molecule (g0As(r)). The correspond-






|r− rt| . (4.23)
In a similar manner, effective charge corresponding to the electronic structure in gas phase
is σ0t . All the quantities could be computed if {ψ0i } are available, but actual treatment of Vˆ 0
differs in both methods. It is interesting that complicated modern computational results can
be explained by unified formulas based on the simplest Onsager’s theory. The dipole-moment
based expression can reasonably represent the solute–solvent interaction at least in the present
set of molecules.
4.4.4 Solvation structure and energy shift
Finally, we would like to get back to the orbital-energy shifts of acetamide shown in Sec.
4.1. As shown in Fig. 4.1, the orbital number 1 (oxygen core), 5 (σ-bond) and 15 (lone pair)
are greatly affected by solvation. Based on Eqs. (4.9) and (4.18), the shift must be attributed
to the interaction between the i-th orbital dipole moment (µi)35 and total dipole moment of the
molecule (µ0),







|µ0i | |µ0| cos θi
a3
, (4.24)
where θi is the angle between µi and the total dipolemoment. µi for the three orbitals are 8.9,
6.4 and 6.7 D, respectively. As seen in Fig. 4.1, larger amplitudes in the 1st, 5th and 15th
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Figure 4.10: Orbital energy shift in acetamide compared with the absolute value of dipole
moment attributed to each MO (µ0i ). The orbital number and cos θi are also shown.
Another important aspects drawn from the equation is the relative directions of the two
dipole moments (see Fig. 4.10). For example, |µ4| is large enough (8.4 D) but its direction
is almost opposite to that of the total dipole moment of the molecule, µ0. As a result, the
orbital energy is positively shifted. In summary, combination of spatial extension of the MO
and electrostatic field generated by surrounding solvent governs the energy shift of MOs.
4.5 Conclusions
We present a systematic understanding for energy shift of MO by solvation effect. With
the aid of dielectric continuum theory, several simple formulae are developed to rationalize
the orbital energy shifts. For charged system, Born-type treatment is acceptable to estimate
the orbital shift. At the same time, approximated formulae based on the Onsager-type model
are satisfactory for examined 265 MOs of neutral species. We found that both of the spatial
distribution of MO and electrostatic field generated by surrounding solvent are important to de-
termine the orbital energy shift. The developed formulae are valid to explain both for PCM and
RISM-SCF-SEDD computations, strongly indicating the discussion in this study is a common
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consequence to understand the electronic structure of solvated molecule, being independent of
the choice of solvation theories.
The orbital shift is not a direct observable but deeply related to IP and/or electron affinity
via the Koopmans’ theorem. In the forthcoming paper, the relationship between the experi-
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Chapter 5
Theoretical study on ionization process in aqueous
solution
5.1 Introduction
Ionization energy is a fundamental quantity characterizing electronic structure. It is clas-
sified in terms of the presence of relaxation process, namely adiabatic ionization energy and
vertical ionization energy. The former in the gas phase has been measured by photoelectron
spectroscopy1, 2 and the value in the solution phase has been also estimated from redox poten-
tial.3 On the other hand, vertical ionization energy had been measured only in the gas phase
because of experimental difficulty in solution phase. Winter et al. recently measured the verti-
cal ionization energy of various molecules (e.g. water, halogen anion, alkali cation, and tran-
sition metal complex) in aqueous solution.4–9 They show that the energy in aqueous solution
is significantly different from the gas-phase value. The spectral width of vertical ionization is
also reported, indicating that the width in the solution phase is significantly broadened caused
by thermal fluctuation of solvent molecule.
The difference between vertical and adiabatic ionization in the gas phase is simply attributed
to the molecular structure. Upon the ionization, the structure remains unchanged (vertical
ionization), and then relaxes toward the equilibrium structure in the ionized state (adiabatic
ionization). On the other hand, because a molecule in solution phase strongly interacts with
the surrounding solvent molecules, the ionization is deeply related to their thermal fluctua-
tion, i.e. solvation structure. Marcus is the first to realize the importance of the fluctuation of
solvent molecules upon electron transfer reaction, and proposed the concept of free energy sur-
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face.10, 11 In this concept, the thermal fluctuation is expressed along the “solvation coordinate”,
on which the free energy of the system is projected. Note that because the ionization corre-
sponds to the oxidative half-reaction of electron transfer, the concept is also valid to treat the
ionization process. While a simple dielectric continuum model was employed in the original
Marcus scheme, the same concept has been utilized in the molecular level computations such
as molecular dynamics (MD) simulation,12–15 and the procedures16–20 based on the reference
interaction site model (RISM) theory.21, 22 A related quantity such as solvent reorganization
energy (λ) is also adequately computed.23 These numerous studies show that the free energy
surface is often well described by the linear response regime in spite of the complexity caused
by a huge number of solvent molecules.12–15, 24–26 But a direct comparison with experimental
knowledge is still very limited, presumably because of the lack of related experimental data.
In this paper, we report a theoretical study of ionization process in solution phase. Based on
the Marcus-like free energy surface, the ionization and following relaxation processes are dis-
cussed in connection with the role of solvation through the comparison with experimental data.
To achieve the purpose, an accurate evaluation of free energy upon the ionization is essential.
In other words, an appropriate ensemble of solvent configurations that are consistent with the
change in the electronic structure of solute molecule is required. RISM-SCF,27, 28 a hybrid
method of RISM theory21, 22 and ab initio electronic structure theory, is regarded as an alterna-
tive to QM/MM. Using RISM-SCF, the electronic structure of solute molecule and solvation
structure around it are obtained in a self-consistent manner. RISM theory is statistical mechan-
ics for molecular liquid, and treats an ensemble of an infinite number of solvent molecules. It
enables us to obtain the molecular-level insight into the solvation effect. In addition, it is possi-
ble to combine with highly sophisticated electronic structure theory because the computational
cost of the RISM theory is much lower than that of MD simulation. Recently, RISM-SCF is
extended to the new version in which spacial electron density distribution (SEDD) is explicitly
taken into account (RISM-SCF-SEDD method).30
The article is organized as follows. In Sec. II, a computational procedure for ionization








































Figure 5.1: Ionization process in the gas phase.
developed with the aid of dielectric continuum theory31–33 in terms of the solvent relaxation
process.34–39 The computational results are presented in Sec. III and IV, followed by the
conclusion in Sec. V.
5.2 Theoretical Method
5.2.1 Ionization Process in the Gas Phase
Let us first review the ionization of a molecule X with total charge Q (XQ) in the gas phase,
XQ → XQ+1 + e−. (5.1)
The ionization energy is related to the molecular geometry described by a set of all the atomic
coordinates ({R}). Figure 5.1 shows ionization process in the gas phase. The lower is the
potential energy surface of XQ and the upper one is that of the ionized species (XQ+1) after the
electron detachment. {RI} is the equilibrium geometry of XQ. The potential energy difference





where superscripts 0 and + respectively denote the state of XQ and XQ+1, E0 and E+ are
their total energies. After the ionization, the molecule starts to relax and reaches the new
equilibrium geometry ({RII}). The adiabatic ionization energy in the gas phase is defined by
Igad = E
+({RII})− E0({RI}). (5.3)
5.2.2 Ionization Process in Solution Phase
In solution phase, a set of all the coordinates of solvent molecule ({r}) is also necessary to
be considered. Instead of using this huge number of variables, it is convenient to introduce
solvation coordinate S.12 Free energy surface in the vicinity of equilibrium state is expressed
as a function of S.




where superscript x denotes the charge-state 0 or +, β = 1/kBT , and kB is the Boltzmann
constant. Axmin corresponds to the minimum of the free energy curvature.
25 P x(S) is the
probability to find the system where S equals the difference in the total energy of the system
between the neutral and ionized states (∆E ≡ ∆E({R}, {r})).
P x(S) = 〈δ [S −∆E({R}, {r})]〉x
=
∫
δ [S −∆E({R}, {r})] exp {−β[Ex({R}, {r})]} d{R}d{r}∫
exp {−β[Ex({R}, {r})]} d{R}d{r}
, (5.5)
where δ is delta function, and 〈. . .〉x denotes the ensemble average with state x. It is often
approximated with gaussian function,26










The variance σx is directly related to the spectral width of Iver.5, 6 Figure 5.2 illustrates the
ionization process in solution. Different from the gas phase phenomena shown in Figure 5.1,



































Figure 5.2: Ionization process in solution.
The surface of XQ has the minimum at SI. Since the vertical ionization process occurs at the
solvation of SI with the highest probability, the observed Iver is given by
Iver = A
+(SI)− A0(SI) = 〈∆E〉0 . (5.7)
After the vertical ionization, S is changed through the relaxation of solvent configuration. The
surface of XQ+1 has the minimum at SII. Adiabatic ionization energy is obtained as the free
energy difference between the two minimum.24, 25, 40
Iad = A
+(SII)− A0(SI). (5.8)
5.2.3 Vertical Ionization Energy
RISM-SCF-SEDD is an efficient method as far as equilibrium process is concerned and Iad
is directly evaluated from Eq. (5.8). However, Iver cannot be calculated with the original pro-
cedure because XQ+1 at SI is not in equilibrium state. In the present study, the generalization
is considered based on the charging formula with the aid of generalized Born theory.32, 33 The
analogous procedure is applied to PCM method based on the similarity in the treatment of
electrostatic interaction between solute and solvent.23, 41
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Let us first consider a set of vectors (Q0 and Q+), respectively corresponding to neutral and
ionized states. The vector component is the charge assigned to each atom (site) in the focused
solute molecule. The solute-solvent electrostatic interaction potential generated on this site is
also represented as a vector (V). It is noted that the following discussion is applicable to any
kind of theoretical framework, and an extension to treat continuous electronic distribution of
the solute molecule is straightforward. To treat the vertical ionization, V is divided into two
components in terms of the relaxation time,
V = Vf +Vs. (5.9)
The first term of the right hand side is fast component that immediately responds to the ioniza-
tion. The second term corresponds to the slow component that remains unchanged just after
the ionization. With Eq. (5.9), Iver is given as the so-called charging formula with respect to a










{Vf(SI) +Vs(SI)} dQ, (5.10)
where U+ and U0 are the internal energies of solute molecule. respectively. Because of the
difference in the response of the field, Vf and Vs, the integrations are separately performed.
The slow component Vs remains in the first state (V0s ) just after the vertical ionization, the





} ·V0s (SI). (5.11)
V0s is the slow part of the potential for the neutral state (Q
0). On the other hand, the fast
component Vf could change during the vertical ionization. If the linear dependency of Vf on





Q+(SI) ·V+f (SI)−Q0(SI) ·V0f (SI)
}
. (5.12)

















With the aid of dielectric continuum theory, a further simple and practical equation is ob-
tained based on Eq. (5.13). In the theory, the electrostatic potential (Vdielec)35, 42 is divided into
fast and slow components as follows.
Vdielecf = kfV
dielec, Vdielecs = ksV
dielec, (5.14)




















² is dielectric permittivity, and ²∞ is optical dielectric permittivity. In dielectric continuum
theory, the slow component is considered to be the orientational polarization of solvent as well
as a part of electronic polarization of solvent. The fast component is related to the electronic
polarization due to the change in the electrostatic field created by the solute.33, 43 Since the
electrostatic potential V is a common quantity among various theoretical frameworks, Eqs.
(5.14) and (5.15) might be applicable to treat V in general.
Vf = kfV, Vs = ksV. (5.16)

















In this equation, only V is necessary, and neitherVf norVs is required. It should be mentioned
that V is, indeed, well evaluated with non-polarizable solvent model such as SPC model.44 This
is because the model implicitly treats the electronic polarizability of solvent.
According to A˚qvist et al., the variance (σx, x = 0,+) is calculated based on Eq. (5.6) as
follows:26
βσ2x = | 〈∆E〉0 − 〈∆E〉+ |. (5.18)
The first term (〈∆E〉0) is directly computed with Eqs. (5.7) and (5.17), and the second term is
evaluated in a similar manner.


















σx can be then computed as the sum of these two terms. Therefore the free energy surface
within the linear response regime is fully elucidated from a set of information at the specific
states.
5.2.4 RISM-SCF-SEDD method
In the present study, the original RISM-SCF-SEDD27, 28, 30 was employed to calculate Iad
while the extended formula of RISM-SCF-SEDD was used to obtain Iver, as is noted in the
previous section. RISM theory is given as follows:21, 22
ρhρ = ω ∗ c ∗ ω + ω ∗ c ∗ ρhρ, (5.20)
where ∗ denotes convolution integral. The matrix element of ρ is number density, ω represents
intramolecular correlation function defining the molecular geometry, c is the direct correlation
function, and h is the total correlation function, respectively. Because two unknown functions
(i.e. h and c) are included in Eq. (5.20), another equation relating these functions is required.
A typical one is hyper-netted chain (HNC) closure,
cαλ(r) = exp [−βuαλ(r) + hαλ(r)− cαλ(r)]− {hαλ(r)− cαλ(r)} − 1. (5.21)
α and λ are solute and solvent sites respectively, uαλ(r) is interaction between the sites α and
λ. Using Eqs. (5.20) and (5.21), an unique solvation structure is determined with respect to
the given intermolecular interaction potential. The excess chemical potential (solvation free

















In RISM-SCF-SEDD, total free energy of the solution system is defined as
A = E +∆µ, (5.23)
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Here Hˆ is the standard electronic Hamiltonian of the solute molecule in the isolated state.
Φ is the electronic wave function in solution phase, and is obtained based on the variational
condition with respect to A,27, 28, 30〈
δΦ
∣∣∣Fˆ − Vˆ R∣∣∣Φ〉 = 0, (5.25)
where Fˆ is Fock operator, Vˆ R is the solute-solvent electrostatic interaction operator in the
framework of RISM-SCF-SEDD. Note that E in solution is generally different from that in the
gas phase because the electrostatic field created by solvent induces the electronic polarization
of solute molecule. The mean electrostatic interaction energy between solute and solvent is






i = D ·VR. (5.26)





where fi(r) is auxiliary basis sets (ABSs) centered on each solute site, NABS is the number
of ABSs. D is uniquely determined by the wave function Φ. Here, the Gaussian function is
employed as fi(r) to describe the electron distribution, and the delta function is employed to
describe nucleus charge distribution. The element Di would be thus regarded as the net popu-
lation of electron or nucleus charge belonging to i-th auxiliary basis. The effective electrostatic








|r′ − r| hαλ(|r
′ − r|)drdr′, (i ∈ α). (5.28)
In standard RISM-SCF-SEDD procedure, Φ and VR at the equilibrium state are determined
in a self-consistent manner by iteratively solving RISM part (Eqs. (5.20) and (5.21)) and
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electronic structure calculation part (Eq. (5.25)). It should be stressed that V is computed
based on Eq. (5.28) and molecular-level information of solvation (hαλ(r)) is necessary for the
evaluation.
The adiabatic ionization energy in solution phase (Iad) can be calculated with the two sep-
arated standard RISM-SCF-SEDD calculations, i.e. for the neutral and cation species in the
equilibrium state. On the other hand, it is generally difficult to compute Iver with the standard
procedure, because XQ+1 at SI does not correspond to equilibrium state, and the electronic
polarizability of solvent has non-negligible contribution. However, the analogous procedure
based on Eq. (5.17) is possible to apply in RISM-SCF-SEDD method. In the equation, V and
Q are respectively replaced with VR and D. The internal energies, U+ and U0, are replaced

















Because the electronic structure of the solute molecule for XQ+1 depends on the generated
electrostatic field, the variational condition is given as follows.〈
δΦ
∣∣∣Fˆ − (kf Vˆ R,+(SI) + ksVˆ R,0(SI))∣∣∣Φ〉 = 0. (5.30)
VR,+(SI) and D+(SI) are computed self-consistently by iteratively solving the RISM part
(Eqs. (5.20) and (5.21)) and the electronic structure part (Eq. (5.30)). Iver is thus computed
with E0, D0(SI) and VR,0(SI) obtained from the standard RISM-SCF-SEDD procedure. It
is therefore determined only with two additional parameters (² and ²∞) using the analogous
procedure to the standard RISM-SCF-SEDD method. The spectral density (σx) is similarly
expressed as follows.
βσ2x =
























Table 5.1: Lennard-Jones parameters.










A further simplified expression without dividing into the fast and slow components is avail-









This formula is essentially the same as previously used one to deal with the vertical excitation
in solution phase.16–18, 20
5.3 Computational Detail
In this study, we examined the ionization of cations,
Li+ → Li2+ + e−, Na+ → Na2+ + e−, K+ → K2+ + e−,
anions,
F−→ F + e−, Cl−→ Cl + e−, Br−→ Br + e−, I−→ I + e−.
and water molecule,
H2O → H2O+ + e−.
Geometry optimization of H2O was performed by B3LYP/6-311++G**. Energy calcula-
tions were then carried out at MP2/6-311++G** level. For ionized open shell species, the
unrestricted treatment (UB3LYP, UHF, UMP2) were adopted. Solvation effect was taken into
account using RISM-SCF-SEDD method and polarizable continuum model (PCM).33 Non-
equilibrium PCM35 was employed for the calculations of Iver. Gas phase and PCM calcula-
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Table 5.2: Vertical ionization energy in the gas phase (Igver) by MP2 and experimental meth-
ods.50, 51 The difference from the experimental value is also listed together with the root-mean-
square deviation (RMSD). The unit is eV.
Exp.50, 51 MP2 deviation
Li+ → Li2+ 75.6 75.0 0.6
Na+ → Na2+ 47.3 47.0 0.3
K+ → K2+ 31.6 31.3 0.3
F− → F 3.4 3.2 0.2
Cl− → Cl 3.6 3.2 0.4
Br− → Br 3.4 3.1 0.3
I− → I 3.1 3.0 0.1
H2O → H2O+ 12.6 12.6 0.0
RMSD (calc. from exp.) 0.3
tions were performed by Gaussian 03 program package46 while RISM-SCF-SEDD calculations
were done by GAMESS package47 modified by us.
In the RISM procedure, the density of solvent water was set to 1.00 g/cm3 at T =298.15
K, and HNC closure45 was employed. The Lennard-Jones parameters of the solutes were
taken from Refs.48, 49 and SPC-like water was employed for the solvent.44 All of them are
summarized in Table 5.1. Dielectric permittivity and optical dielectric permittivity of water
solvent were set to ² = 78.390 and ²∞ = 1.776.46
5.4 Results and discussions
5.4.1 Ionization Energy
Table 5.2 shows ionization energy in the gas phase (Igver) and the difference from the ex-
perimental value.50, 51 Although the computed values are slightly greater than the experi-
mental ones, the root-mean-square of the deviations (RMSD) is 0.3 eV, showing a reason-
able agreement. Table 5.3 shows the change of ionization energy caused by solvation, ∆Iver
(= Iver − Igver) and ∆Iad ( = Iad − Igad), which are the central results in this study. The cor-
responding experimental values3–5 and ∆Iwdver (Eq. (5.32)) are also listed. It is noted that the
contributions from the solvation (∆Iver and ∆Iad) are much greater than the deviations found
in Table 5.2. Clearly, the computational results on the solvation show good agreement with
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Table 5.3: The change of ionization energy by solvation in eV.
Experiment RISM− SCF− SEDD PCM
∆Iver
4, 5 ∆Iad
3 ∆Iwdver ∆Iver ∆Iad ∆I
wd
ver ∆Iver ∆Iad
Li+ → Li2+ -15.2 -10.5 -13.5 -16.4 -11.5 -14.2 -17.4
Na+ → Na2+ -11.9 -8.0 -10.3 -12.6 -9.4 -11.6 -14.3
K+ → K2+ -9.4 -6.5 -8.3 -10.1 -7.4 -9.1 -11.2
F− → F (6.4)1 4.8 11.2 8.6 5.4 8.0 6.2 4.0
Cl− → Cl 6.0 3.5 7.6 5.8 3.8 6.7 5.2 3.1
Br− → Br 5.4 3.2 7.0 5.4 3.5 6.1 4.7 2.9
I− → I 4.6 2.8 6.2 4.8 3.2 5.5 4.2 2.6
H2O → H2O+ -1.5 0.8 -1.0 -3.0 -0.3 -1.9 -3.9
RMSD (w.r.t. exp.) - 1.2 0.4 - 0.6 0.5
1: The experimental value of ∆Iver of F− is the estimated value.5, 52
experimental values and well reproduce the dependencies on the solute size: As large the size
of molecule, the absolute value of ∆Iver and ∆Iad decreases. It is negative for cation whereas
positive for anion.
By definition, the values of ∆Iad are a few eV lower than those of ∆Iver, because of the
stabilization caused by the relaxation of solvent configuration. This is well illustrated in the
pair correlation functions (PCFs) shown in Fig. 5.3. The first peak between Na+ and water
oxygen (OW) at r=2 A˚ gets higher after the ionization due to increase of the charge (Na+ →
Na2+). On the other hand, the first peak between Cl− and water hydrogen (HW) at r=2 A˚
corresponding to Cl−-HW hydrogen bond completely disappears after the ionization, i.e., the
detachment of electron from Cl− (Cl− → Cl). These remarkable changes of solvation structure
are consistent with the dominant stabilization by orientational polarization.
5.4.2 Solute–Solvent Electrostatic Interaction
The first two terms in Eqs. (5.29) and (5.32), corresponding to the polarization of solvent,
comprise only less than 5% of total ∆Iver. For example, the first two terms of Cl− is 0.02
eV, which is much smaller than the total energy (5.8 eV). In other words, ∆Iver is mainly








































Figure 5.3: PCF between Na+ and OW, Na2+ and OW (left hand panel), Cl− and HW, Cl and
HW (right hand panel) before ionization (solid line) and after ionization (dashed line).
In general, electrostatic interaction energy is expanded by multipole moments. For a charged











where Qx (x = 0 or +) is the solute charge in the state x, and Vx is the electrostatic field
generated by the solvent with this state. According to the dielectric continuum theory, the
reaction field V x is given as follows:31








where a is solute radius. Using this equation, Eq. (5.33) is rewritten as an explicit function of
Q0 and Q+. ∆Iwdver is also in accord with the experimental value and rewritten as
∆Iwdver =
(






This simple equation may be useful to understand the computational results shown in Table
5.3, which are obtained from highly sophisticated theory. Equation (5.35) of cation (Q0 = 1
and Q+ = 2) becomes negative whereas that of anion (Q0 = −1 and Q+ = 0) is positive, and
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Table 5.4: FWHM of vertical ionization energy in aqueous solution. The bottom is RMSD of
the calculated values from the experimental values. The unit is eV.
RISM− SCF− SEDD PCM
Experiment4, 5 ²∞ = 1.000 ²∞ = 1.776 ²∞ = 1.000 ²∞ = 1.776
Li+ → Li2+ 1.4 ± 0.2 1.3 1.0 1.3 1.0
Na+ → Na2+ 1.1 ± 0.3 1.1 0.9 1.2 0.9
K+ → K2+ 1.4 ± 0.2 1.0 0.8 1.0 0.8
F− → F 1.2 0.9 1.1 0.8
Cl− → Cl 0.6 ± 0.2 1.0 0.8 1.0 0.8
Br− → Br 0.9 ± 0.2 1.0 0.7 0.9 0.7
I− → I 0.8 ± 0.3 0.9 0.7 0.9 0.7
H2O → H2O+ 1.45 1.0 0.8 1.0 0.8
RMSD (calc. from exp.) 0.3 0.4 0.3 0.4
the absolute value of ∆Iver decreases as increase of a. Because of the neutrality, Eq. (5.34)
for H2O (Q0 = 0) becomes zero, and actually the absolute value of ∆Iwdver is much smaller










The quantity is always positive by definition.
5.4.3 Spectral width of vertical ionization energy
Table 5.4 shows the full width at half maximum (FWHM) of Iver (2
√
2 ln 2σ0 ' 2.35σ0).
The computed values are mostly within the limit of accuracy of the experimental values. The
accordance is consistent with the result of MD simulation by A˚qvist et al.,26 showing that the
free energy surfaces of the molecules investigated in the present study are well described by
the linear response regime. Also, the free energy curvatures computed by the present method















This equation indicates the width increases as the decrease of the solute size (a). Although the
difference originated from the size dependency is here in the range of experimental error bar,
the size dependency given by Eq. (5.37) is consistent with the theoretical results.














If the fast and the slow component are not divided,
√
ks equals 1 and the width is represented
only with the second square-root part. If ²∞ = 1.776 is assumed,
√
ks equals 0.747. This
suggests that the contribution from fast component makes the spectra width narrower.
5.5 Conclusion
Ionization process in aqueous solution was studied using hybrid-type electronic structure
theories, RISM-SCF-SEDD method and PCM. The vertical and adiabatic ionization were eval-
uated based on the free energy surface, and thereon the role of solvation was discussed. The
computed values show well agree with experimental measurements.
With the aid of dielectric continuum theory, the ionization energy was further analyzed.
A semi-empirical formula, which allows us to divide the solute-solvent interaction into fast
and slow components, was proposed. The solvation before ionization mainly determines the
change of vertical ionization energy. However, the fast polarization of solvent induced by
the ionization also has non-negligible contribution. In particular, the change of ionization
energy of H2O is mainly determined by the fast polarization. On the other hand, the relaxation
of solvent configuration, namely the change of solvation structure, is the main origin of the
change of the adiabatic ionization energy. The spectral width of the vertical ionization was
also studied. The calculated widths were well in accord with the experimental values.
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Chapter 6
A two-dimensional-reference interaction site
model theory for solvation structure near
solid-liquid interface
6.1 Introduction
Solvation near solid-liquid interface has been a subject of numerous studies, and recently,
the molecular or atomic level information is gradually being clarified.1–6 For example, Fukuma
et al. investigated mica-water interface with atomic force microscopy (AFM) and visualized
water distribution near the interface.1, 2 Schultz et al. investigated Ag(100)-water interface with
sum frequency generation (SFG) spectroscopy and showed that water orientation is dependent
upon the applied electric potential.3
Theoretical or computational methods also provide valuable knowledge of the solvation
structure near the interface, usually considering a solid as an atomistic wall. Molecular dy-
namics (MD) simulation is a representative and there are numerous studies of solid-liquid in-
terface.7–14 The atomic-level knowledge that cannot be obtained with experimental methods is
accumulated. The reference interaction site model (RISM) theory is the statistical mechanics
for molecular liquids, and can be regarded as an alternative to MD simulation. The distin-
guishing feature of the RISM theory is to analytically treat an ensemble average of an infinite
number of solvent molecules.15–19 The applicability of the theory is not limited to bulk liq-
uid, and the theory has been extended to various solution systems. The polymer RISM theory
treats the atomistic wall consisting of a virtually infinite number of atomic sites arranged in
a periodic array.20–23 Akiyama and Hirata studied orientation of liquid water molecules near
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the wall with the polymer-RISM theory.24 Kovalenko et al. reported three-dimensional (3D)
density-distribution of solvent near an atomistic wall with the 3D-RISM theory.17, 25, 26 Woelki
et al. proposed the singlet-RISM theory where a solid is treated as an atomic site of infinite
radius.27, 28
In this study, we develop a new equation to describe solvation structure near solid-liquid
interface at the atomic-level. The new equation belongs to the RISM family, and thus analyti-
cally treats an ensemble of infinite number of solvent molecules. The remarkable feature of the
equation is focusing on the inherent feature near the interface, namely, anisotropy of solvation
structure. The equation describes the anisotropic solvation structure as two-dimensional (2D)
density distribution in a cylindrical coordinate system. The 2D distribution is along two direc-
tions, one of which is perpendicular to the interface and the other is parallel to the interface.
The distribution along the perpendicular direction represents solvation shells near the inter-
face. The distribution along the parallel direction is governed by atomistic features of the wall.
The 2D-RISM equation is then combined with the polymer-RISM equation. The combined
equation describes solvation structure around the wall consisting of atomic sites arranged in a
2D-periodic array. We apply the combined equation to the system in which an atomistic wall
is immersed in solvent water. Solvation structure near the wall-water interface is discussed at
the atomic-level. For example, adsorption position of water onto the wall and water orientation
near the wall are discussed.
6.2 Theory
6.2.1 2D-RISM equation
Solvation structure is in general described with the six-dimensional Ornstein-Zernike (6D-
OZ) equation.18, 19 In this study, the system consists of an atomistic wall and a solvent, where
the wall is fixed in the system. The 6D-OZ equation for this system is given as
h(r12,Ω2)





















Figure 6.1: (a); Cylindrical coordinate system. (b); View from the direction perpendicular to
z-axis. (c); View from the direction parallel to z-axis.
where 1 indicates the wall, 2 and 3 indicate the solvent molecules, respectively. r12 is defined
as r12 = r2 − r1, where r1 is an arbitrary position in the wall and r2 is a center-of-mass of
solvent molecule 2. In Eq. (6.1) and thereafter, we define rAB as a 3D vector from a position
of a particle A (rA) to that of a particle B (rB). ΩA is the orientation of a particle A and
〈 〉ΩA denotes the averaging over ΩA. c is the direct correlation function between the wall and
solvent, and h is the total correlation function between the wall and solvent. The superscript
V denotes solvent, nV is the number density of solvent, and hV is the total correlation function
of solvent. In Eq. (6.1), the orientation of the wall (Ω1) is omitted because here Ω1 is fixed in












To derive the equation for the 2D distribution from the 6D-OZ equation, let us then introduce
the cylindrical coordinate system shown in Fig. 6.1. An origin of the coordinate system is
defined as a position of an arbitrary wall site α, an axis perpendicular to the wall is defined
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as z-axis, ρ is the distance from the z-axis on a plane parallel to the wall, and φ is an angle
along the wall. In this coordinate system, the position of a solvent site η is defined as rαη =
{ραη, zαη, φαη}. The 2D total correlation function between the sites α and η, hαη(ραη, zαη),
can be given by averaging over φαη and Ω2 as
hαη(ραη, zαη) =
〈∫




where δ is the δ-function, and the integral over r12 is to change the variable from r12 to rαη.17, 18


















φαη ,Ω2,Ω3 , (6.4)
where kρ and kz are the ρ-component and z-component of k, respectively. To perform the
averaging, we then assume that the direct correlation function, c, can be written as the super-





This assumption (Eq. (6.5)) is analogous to that employed to derive the RISM equation and









ρ, kz)eik·r1αeik·rη2 , (6.6)
where the integral over r12 is for fixed orientation of 1 and 2, i.e., for the fixed intramolecular
vectors (r1α and rη2), and, thus, the integral variable is transformed as dr12 = drαη. This
transformation is applied to derive the RISM equation.19
If the direct correlation function, c, in Eq. (6.4) is replaced with the superposition (Eq.

















= eik·rαα′ is applied
because eik·rαα′ is not dependent on φαη. ωVη′η is the intramolecular correlation function of




where rη′η is the vector from the site η′ to the site η in one solvent molecule. hVη′η in Eq. (6.7) is
the site-site total correlation function of bulk solvent. Because of the isotropy of bulk solvent,
hVη′η(k) can be reduced to h
V
η′η(|k|). ωVη′η and hVη′η have the same meanings as those used in the
RISM equation.15–19
Because Eq. (6.7) includes eik·rαα′ (rαα′ = {ραα′ , zαα′ , φαα′}), the solution of Eq. (6.7)
could be dependent on φαα′ besides ραα′ and zαα′ . However, the solution in the real space,










where i is the imaginary unit, and Jm is the m-th Bessel function. Applying Eq. (6.9), the
terms of Eq. (6.7) other than the one corresponding to m = 0 vanish by the inverse Fourier
transformation because here hαη and c˜αη are not functions of φ. That is to say, only the m = 0
term gives a non-vanishing contribution in the real space. Eq. (6.7) is, thus, rewritten to the









ωVη′η(|k|) + nV hVη′η(|k|)
]
, (6.10)
where wαα′ is the 2D-intramolecular correlation function of the wall written as follows:
wαα′(k
ρ, kz) = eik
zzαα′J0(k
ρραα′). (6.11)
wαα′ describes the molecular structure of the wall.
6.2.2 Combining with the polymer-RISM equation
As is seen from Eq. (6.10), the equation to be solved is a matrix equation and the size of




















Figure 6.2: Wall consisting of units arranged in a 2D periodic array.
obtain the solution of the matrix equation as the wall size increases. However, by combining
with the polymer-RISM equation,20–24 we can drastically reduce the size of the matrix for a
system, the wall of which is represented as shown in Fig. 6.2. The wall consists of identical
units arranged in a 2D periodic array. Each unit labeled as αi (i = 1, ..., N ) is a finite set of










× [ωVη′η(|k|) + nV hVη′η(|k|)] . (6.12)
If the total number of unit N is large enough, all units are virtually identical to each other, and
thus,
hα1η(k
ρ, kz) = hα2η(k







ρ, kz) ≡ hαη(kρ, kz). (6.13)
Here, because of the identity, the index i is dropped and hαiη(k
ρ, kz) is rewritten as hαη(k
ρ, kz)
in the last equation. Similarly, c˜αiη(k









× [ωVη′η(|k|) + nV hVη′η(|k|)] , (6.14)
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Now, according to Eq. (6.14), the size of the matrix depends on the number of sites in one
unit (M ) and does not on N . The summation over the units is required only once to solve Eq.
(6.15). Although the solution of Eq. (6.14) is dependent on N , the dependency is in practice
negligibly small when N is large enough as demonstrated in Sec. 6.4.
6.2.3 Closure
The two unknown functions, c˜αη and hαη, appear in Eq. (6.14), and thus, another equa-
tion called closure relating these functions is needed. In this study, the following KH-type
closure17, 26 is adopted:
gαη(ραη, zαη) =
{
exp {χαη(ραη, zαη)} (for χαη(ραη, zαη) ≤ 0),
χαη + 1 (for χαη(ραη, zαη) > 0),
(6.16)
χαη(ραη, zαη) = −βuαη(ραη, zαη) + hαη(rαη, zαη)− c˜αη(ραη, zαη),
where gαη(ραη, zαη) = hαη(ραη, zαη) + 1 is 2D pair correlation function (2D-PCF) between
the wall site α and the solvent site η. β = 1/kBT , kB is Boltzmann’s constant. The interaction
potential between α and η, uαη, is given as the sum of Coulombic and Lennard-Jones terms as













where qα and qη are charges on α and η, respectively. σαη and ²αη are the Lennard-Jones
parameters.
The procedure of the present theory is summarized as follows. ωVη′η + n
V hVη′η is first calcu-
lated with the RISM equation for bulk solvent. The intramolecular correlation function, Wαα′ ,
is then calculated with Eq. (6.15). In the final step, hαη and c˜αη are iteratively calculated with
Eqs. (6.14) and (6.16) until the convergence is achieved.
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6.3 Computational detail
To solve the present equations, the 2D Fourier transform in the cylindrical coordinate sys-
tem is required. The transform consists of the Hankel transform with respect to ρ and the
1D Fourier transform with respect to z. The Hankel transform is performed with the loga-
rithmic grids using Talman’s algorithm.29 The number of grid points along ρ is 512 and the
grid spacing is ∆ ln(ρ/ρ0) = 0.02, where ρ0 is 1 Bohr. The minimum of ρ, ρmin, is set as
ln(ρmin/ρ0) = −5.12. The 1D Fourier transform is performed with the fast Fourier transform
algorithm. The number of grid points along z is 4096 and the spacing is ∆z = 0.02 Bohr. To
apply our theory to a charged wall, Ng’s method30 is employed.
As the first application of the theory, we treat the model system where a single wall is
immersed in aqueous solution. The atomic sites of the wall are arranged in accord with the
face of a cubic lattice. The lattice constant (a) is 1.5 A˚ and the Lennard-Jones parameters of
the atomic sites are σ = 1.500 A˚ and ² = 0.101 kcal mol−1. The lattice constant and the LJ
parameters of the wall are the same as the system investigated by Crozier et al. using MD
simulation,7 and are close to that by Woelki et al. using the singlet-RISM theory.27, 28 For
solvent water molecule, simple-point-charge-like model is employed (oxygen site: σO = 3.166
A˚ and ²O = 0.155 kcal mol−1; hydrogen site: σH = 1.000 A˚ and ²H = 0.056 kcal mol−1).31
Calculations are carried out at 298.15 K and the number density of solvent water of nV =
0.033426 A˚−3.
In the following, we rewrite gαη(ραη, zαη) as gO(ρ, z) or gH(ρ, z) for simplicity, where
gO(ρ, z) is 2D-PCF between the wall site and the oxygen site and gH(ρ, z) is 2D-PCF between
the wall site and the hydrogen site.
6.4 Results and discussions
Figure 6.3 shows the dependency on the total number of unit N , where gO(ρ=0.9 A˚, z=2.0
A˚) and gH(ρ=0.9 A˚, z=2.8 A˚) are plotted along N . These positions correspond to peak tops in
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Figure 6.3: Dependency on N of gO(ρ = 0.9 A˚, z = 2.0 A˚) and gH(ρ = 0.9 A˚, z = 2.8 A˚) .
than 625. N is, thus, fixed at 625 in the following discussion.
Figure 6.4(a) shows the contour map of gO(ρ, z). In the vicinity of z = 0 A˚, any distinct peak
is not found because the wall excludes solvent water from this area. The distribution increases
with increasing distance from the wall (z) and reaches the maximum at z = 2.0 A˚. This area
corresponds to the first solvation shell where water molecules are in contact with the wall.
The maximum of gO is 3.8, which is reasonably agree with the previous studies employing
analogous model system: 3.2 (singlet-RISM)28 and 4.0 (MD).7 Note that the distributions of
the previous studies are averaged over ρ, namely, the definition of gO is slightly different from
that in the present study where the dependency on ρ is also illustrated. The small distribution
around z = 0.0 A˚∼ 1.0 A˚ and ρ=2.25 A˚ seems to be an artifact, probably caused by the adopted
closure that affects the description of the short-range region.32 Further careful investigations
would be necessary to confirm it, but it is noted that the present theory yields the first solva-
tion shell that is reasonably agree with the previous studies, as is described in the following
discussion.
gO at z ∼ 2 is especially dependent on ρ. The maximum of gO is at ρ = 0.9 A˚, z = 2.0














































Figure 6.4: Contour map of 2D-PCF between the wall site and the oxygen site (a), and the
hydrogen site (b). The wall is neutral.
6.5 illustrates this area, which includes bridge positions (a/2 = 0.75 A˚) and hollow positions
(a/
√
2 = 1.06 A˚). It is also noted that the height of gO at the on-top position (ρ = 0.0 A˚,
z = 2.0 A˚) is lower by about 0.7 compared to the maximum. In other words, water molecules
are preferably adsorbed on bridge and/or hollow positions compared to on-top positions.
We found another maximum at z ∼ 5 A˚, corresponding to the second solvation shell. Differ-
ent from the first solvation shell (z ∼ 2 A˚), the profile of the second solvation shell is virtually
independent of ρ, indicating that the effect of atomistic feature of the wall is negligibly small
at this area.
Figure 6.4(b) shows the contour map of gH(ρ, z). The distinct peak is found in the area from
z = 2.5 A˚ to 3.0 A˚, which is slightly distant from the first solvation shell of the oxygen site










Figure 6.5: Relationship between the area from ρ = 0.6 A˚ to 1.2 A˚ and the molecular structure









Figure 6.6: (a) and (b) Orientation of water molecule near the wall.
further from the wall than the corresponding oxygen site as depicted in Fig. 6.6(a).
The solvation structures change by charging the wall. Fig. 6.7(a) shows the contour map of
gO(ρ, z), where all atomic sites of the wall are charged to −0.04213 |e|. The applied charges
correspond to−0.3 C·m−2. This surface charge density is chosen to be the same as the previous
works.7, 28 The profile of gO looks similar to that around the neutral wall at a glance. However,
the peak top at ρ = 0.9 A˚, z = 2.0 A˚ slightly increases from 3.8 (neutral) to 4.0 (charged).
This increase may be interesting because the oxygen site is more preferably adsorbed on the
negatively charged wall in spite of the electrostatic repulsion between the oxygen site and the
wall.
The increase is attributed to strong attractive interaction between the hydrogen site and the
wall. Fig. 6.7(b) shows the contour map of gH(ρ, z) near the negatively charged wall. The













































Figure 6.7: Contour map of 2D-PCF between the wall site and the oxygen site (a), and the
hydrogen site (b). The wall is negatively charged.
found at A. Based on the geometrical consideration, A includes bridge positions and B includes
hollow positions, respectively (cf. Fig. 6.5). These changes are consistent with the previous
works.7, 28 As illustrated in Fig. 6.6(a), the distribution, in which two hydrogen atoms are
further than the oxygen atom, is dominative before the charging. The aforementioned changes
in A and B indicate that a mixing ratio of another configuration displayed in Fig. 6.6(b)
becomes greater, namely one of O-H bond is directed perpendicular to the wall. The attractive
interaction between the hydrogen site and the negatively charged wall is consistent with the
above-mentioned increase of gO in the area of the first solvation shell.
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6.5 Conclusion
In this study, we developed the 2D-RISM equation for solvation structure near solid-liquid
interface. The developed equation focuses on the anisotropy of solvation structure near the
interface by using the 2D density distribution in the cylindrical coordinate system. The 2D-
RISM equation was then combined with the polymer-RISM equation to treat the solvation near
the wall consisting of atomic sites in a 2D-periodic array. The model system was studied as the
first application, and we found that water molecules in the first solvation shell are preferably
adsorbed on hollow and/or bridge positions than on-top positions, whereas those in the second
solvation shell do not show any specific preference. A new peak appears in the first solvation
shell upon charging the wall, indicating that the contribution from another orientational config-
uration also becomes visible by the applied electric field. This change is assigned as follows:
O-H bond is directed perpendicular to the negatively charged wall. The interaction between
the hydrogen site and the negatively charged wall is consistent with the increase of gO.
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General conclusion
In this thesis, the author theoretically studied the chemical process in solution in terms of
molecular property of solute and solvent. The process was accordingly discussed from the
two point of view. One is the change of electronic structure of solute molecule. The elec-
tronic structure is mainly characterized by orbital energy and resonance structure. The other is
solvation structure, which successfully reveals the role of solvent at the molecular-level. The
important conclusions are summarized as follows.
In chapter 1, the origin of the reaction barrier between carbon dioxide and hydroxide an-
ion was studied using RISM-SCF as well as PCM. The computed total energy monotonically
decreases without barrier in the gas phase. On the other hand, both RISM-SCF and PCM cal-
culations surely show the barrier in aqueous phase, which is consistent with the experimental
knowledge. Within the framework of the frontier orbital theory, the orbital energy changes of
pi∗ orbital at CO2 moiety and lone pair orbital at OH− were investigated to account for the
barrier origin. It was found that the energy of the pi∗ orbital of CO2 moiety is not affected
by the solvation so much, while that of OH− orbital is considerably lowered. In consequence
the energy gap increases in solution than that in the gas phase, causing the reduction of the
reactivity. The free energy profile was then investigated in terms of solvation structure. The
peak heights dramatically change as the reaction progresses: the peak of Ohydrx–HW is rapidly
lowered and that of Ocrbn–HW is enhanced as the two species approach each other. The in-
terplay of hydration and dehydration plays important roles governing the free energy change
along the reaction.
In chapter 2, the bonding mechanism between carbon dioxide and monoethanolamine was
studied. In gas phase, the energy monotonically increases at shorter region due to the repulsive
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interaction derived from Pauli’s principle. On the other hand, in aqueous solution, after the
formation of intermediate similar to gas phase, stable structure is found at bonding region via
the transition state. To clarify the mechanism of bond formation, the change of electronic
structure was analyzed in terms of resonance structure. It was found that the bond formation
significantly affects the electronic structure. The ionic character of CO2 moiety is especially
enhanced by the bond formation while the double bond character is considerably reduced. In
terms of molecular orbital, the change corresponds to the electron transfer from N lone pair
to CO2 pi∗ orbital. The character of C· · ·N bond is remarkably changes by solvation: the C+
N− ionic weight is the most dominant in gas phase whereas (C–N) is the most dominant in
aqueous solution. This result indicates that solvation effect induces the bond formation. The
change of solvation structure was then investigated to clarify the role of solvation. It was found
that the bond formation step is understood as an interplay between the solvation around Ocdx
and the desolvation around N. The strong solvation around Ocdx is surely consistent with the
charge transfer to Ocdx, suggesting that solvation promotes the bond formation.
In chapter 3, the proton transfer after the bond formation was studied. It was shown that
MEA acts as the base. By investigating the role of solvation, it is found that the hydration
around Ocdx significantly drives the stabilization of the final product. The strong interaction
between Ocdx and HW could be understood by the dominative resonance character of C+cdx
O−cdx.
In chapter 4, the orbital energy shift by solvation effect was studied to systematically under-
stand the mechanism of the shift. With the aid of dielectric continuum theory, several simple
formulae were developed to rationalize the orbital energy shifts. The developed formulae are
valid to explain both for PCM and RISM-SCF-SEDD computations, indicating the discus-
sion in this study is a common consequence to understand the electronic structure of solvated
molecule, being independent of the choice of theory for solvation. For charged system, Born-
type treatment is acceptable to estimate the energy shift. At the same time, approximated
formulae based on the Onsager-type model are satisfactory for examined 265 molecular or-
bitals of neutral species. It was found that both of the spatial distribution of molecular orbital
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and electrostatic field generated by surrounding solvent are important to determine the orbital
energy shift. Ionization potential of several atomic species in aqueous solution was investi-
gated based on the Born-like approximated formula with Koopmans’ theorem. The derived
formula shows good accordance with experiments although there is a few deviation. By fur-
ther simplification, it is clarified that the shift must be attributed to the interaction between the
i-th orbital dipole moment (µi) and total dipole moment of the molecule (µ0),
In chapter 5, ionization in solution phase was studied. To clarify the ionization process in
solution phase, the free energy surface was introduced, and the role of solvation was discussed
based on the surface. To treat the vertical ionization, fast component and slow component of
solute-solvent interaction was divided with the aid of dielectric continuum theory, and thereby
a semi-empirical formula was proposed. The computed values of ionization energy are well
agree with experimental measurements. The solvation before ionization mainly determines the
change of vertical ionization energy. However, the fast component of solvent induced by the
ionization also has non-negligible contribution. Especially, the change of ionization energy of
H2O is mainly determined by the fast component. On the other hand, the change of solvation
structure significantly contributes to the change of the adiabatic ionization energy.
The dielectric continuum theory was then utilized to obtain the insight into the change of
energy in terms of the property of solute. The obtained equation well rationalizes the ex-
perimental results in terms of dependency on solute size and charge. The spectral width of
the vertical ionization was also studied using the linear response approximation. The calcu-
lated widths were well in accord with the experimental values. The simple equation based on
Born’s formula for the width was then proposed. This equation indicates the width should be
increased as the decrease of the solute size. The size dependency given by the equation is, to
say the least, well consistent with the theoretical results.
In chapter 6, the 2D-RISM equation for solvation structure near solid-liquid interface was
developed in order to grasp the feature of solvation near the interface, namely anisotropy. The
derived equation describes the anisotropic solvation structure by using the 2D density distribu-
tion in the cylindrical coordinate system. The 2D-RISM equation was then combined with the
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polymer-RISM equation to treat the solvation near the wall consisting of atomic sites in a 2D-
periodic array. The model system was studied as the first application. It was shown that water
molecules in the first solvation shell are preferably adsorbed on hollow and/or bridge positions
than on-top positions whereas those in the second solvation shell do not show any specific
preference. A new peak appears in the first solvation shell upon charging the wall, indicating
that the contribution from another orientational configuration also becomes visible by the ap-
plied electric field. This change is assigned as follows: O-H bond is directed perpendicular to
the negatively charged wall.
In this thesis, the author studied chemical process in solution focusing on the molecular
orbital and solvation structure. The mechanism of the process was then systematically un-
derstood in terms of the molecular property of solute and solvent. The author believes that
the insight obtained in this study will contribute as the guideline to understand the process in
solution for a long time.
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