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The non-local coherent nature of the Majorana devices is one of the key factors for realizing decoherence-free
topological qubits. Direct observation of this coherent nature could provide a first-step benchmarking scheme
to validate Majorana qubit quality. We propose a simple transport scheme with a Majorana island device along
with a dissipative environment in the electrodes. We found that the dissipative environment renormalizes the
quantum transport in significant different ways: As reducing temperature, while the conductance for Majorana
coherent teleportation increases, all other incoherent signals are strongly suppressed due to dissipation. This
special conductance scaling behavior is a clear benchmark to reveal the non-local coherent nature of Majorana
devices.
Introduction–. The realization of Majorana zero modes
(MZMs) [1, 2] provides a promising platform to study novel
fundamental physics, e.g. non-Abelian braiding statistics [3–
6], and has potential applications in quantum information pro-
cessing and topological quantum computation [6, 7]. Many
proposals for realizing MZMs in topological superconduc-
tors (SCs) have been put forward [8–15], and lead to re-
cent experimental progress in the realization and detection of
MZM in both one-dimensional [16–27] and two-dimensional
platforms [28–34]. The quantized Majorana conductance at
2e2/h, observed in nanowire devices [27], closes one chap-
ter in tunneling spectroscopy based on the simplest device
set-ups. Additionally, some clues of Majorana conductance
plateau were also shown in the vortex core of topological
SC [35, 36]. Those experimental observations are gearing up
for next-step discoveries [37] towards the realization of non-
Abelian braiding experiments and Majorana qubits.
So far, most experimental activities of Majorana search
mainly focus on the Majorana resonance behavior or its oscil-
lating splittings [23]. To realize the final braiding experiment
and Majorana qubit control/readout, many important interme-
diate steps are needed, both theoretically and experimentally.
The coherent behaviors of Majorana devices due to their non-
local nature can verify the advanced properties of topologi-
cal qubits, and thus is a key step to connect the final experi-
ment and the current status. It is this non-local coherent na-
ture which in principle leads to decoherence-free signatures.
Among the earlier proposed schemes, a well-studied one is
the fractional Josephson effect [2, 38], which undergoes a lot
of experimental activities [17, 39]. However, the contamina-
tion mechanisms of the 4pi periodicity mix both incoherent
quasi-particle events [11, 40] and dynamical Landau-Zener
processes [41, 42]. Therefore, the deviation of 4pi period-
icity may not be a valuable benchmark for Majorana device
coherence. Another important scheme is the non-local coher-
ent teleportation proposed by Fu [43] for a floating Majorana
superconducting island with finite charging energy. The elec-
tron transport through the island is mediated by the teleporta-
tion process: an electron injected into one MZM at one end
can tunnel out from the other end while still maintaining its
phase coherence even for a long wire-distance. In order to
benchmark the coherent nature, an Aharonov-Bohm (A-B) in-
terference experiment [43] is thought to be necessary, where
the electron coherence in a parallel normal channel needs
also to be maintained in a loop-type device. Those require-
ments greatly increase the complexity and difficulty in exper-
iments [44]. Therefore, a more feasible scheme is preferable
to reveal the Majorana non-local coherence.
In this letter, we propose such an experimentally realizable
scheme based on a Majorana island device coupled to a dis-
sipative bath. The dissipative bath can be realized by making
part of the leads highly resistive (comparable to von-Klitzing
resistance h/e2) [45–47]. In our scheme, we only require a
simple conductance measurement to reveal the coherence na-
ture without the A-B loop structure. The intuitive trust of this
scheme is from the fact that, the dissipative environments sup-
press all low-energy transport signals except for a symmetric
coherent resonant level system [46, 48]. We map our system to
a dissipative resonant level model [46, 48], and show that, for
symmetric lead-island couplings, the conductance from coher-
ent Majorana teleportation increases as reducing temperature.
While, for all other non-Majorana regimes where incoherent
transports dominate, the conductance with the same parameter
conditions show a power-law decay as reducing temperature.
Therefore, the conductance enhancement behavior in the dis-
sipative environment can serve as a clear benchmark for the
coherent nature of Majorana devices.
Model– The system set-up is shown in Fig. 1(a). A semi-
conductor nanowire with Rashba spin-orbit coupling is in
proximity with an s-wave superconductor. A magnetic field
B is applied in parallel with the nanowire to realize a tunable
topological SC phase [11, 12]. The central gates control the
nanowire chemical potential, while the tunnel-gates control
the coupling between the (left and right) leads and the prox-
imitized nanowire. The system also couples to a dissipative
bath realized by adding on-chip resistors in source and drain
leads [46]. This can be achieved by replacing part of the elec-
trode (typically Au, 100 nm thick: brown in Fig. 1(a)) with
a thin (around 10 nm: red in Fig. 1(a)) long resistive metal
strip (e.g. Cr). For the dissipation effect to be effective, the
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2Figure 1. (a) Illustration of the system set-up. (b),(c) Illustration
of Majorana teleportation and normal state sequential tunneling. (d)
An equivalent circuit diagram of (a). The nanowire/superconductor
island is connected to the leads via two tunneling junctions character-
ized by capacitance Cl,r and dimensionless conductance gl,r (con-
ductance Gl,r = gl,r2e2/h). (e) Phase diagram of the proximitized
nanowire. The quasiparticle gaps in the trivial and topological phase
are labeled by ∆B and ∆Topo, respectively.
resistive part needs to be on the device chip (at low temper-
ature) and close the the electrodes which form good Ohmic
contacts with the nanowire. An equivalent circuit diagram is
shown in Fig. 1(d) including a familiar quantum (lead-island)
part coupled to a classical R-C circuit.
The central nanowire island is electrically floated such that
electrons in the island feel an electrostatic energy: UN =
Ec (N − VgCg/e)2, where Ec = e2/2CΣ is the island charg-
ing energy and CΣ = Cl + Cr + Cg is the total capacitance.
N indicates the total excess electron number of the island.
Here, Cg (Cl, Cr) is the central gate (left, right junction) ca-
pacitance, and Vg is the voltage applied on the central gate.
The nanowire shows induced superconductivity with an en-
ergy gap ∆B at the magnetic fieldB as shown in Fig. 1(e). The
gap closes at critical Bc indicating a topological phase transi-
tion from a trivial phase to a topological phase with MZMs at
the island ends. The Hamiltonian of the island is
Hwire =
∑
α
αγ
†
αγα + UN . (1)
Here, γα is the Bogoliubov quasiparticle operator and α is
the quasiparticle energy. In trivial phases (B < Bc), the en-
ergy levels above the gap can be approximately expressed as
α =
√
∆2B + ξ
2
α with ξα being the normal state energy. In
topological SC phase (B > Bc), there are two-fold degenerate
ground states separated from the continuum by a topological
gap ∆Topo.
Including the left and right leads along with dissipative en-
vironment (resistor Rl and Rr in two leads), the total Hamil-
tonian of the system can be written as
Htot = Hleads +Hwire +HT +Henv, (2)
where Hleads =
∑
j,pσ ξj,pc
†
j,pσcj,pσ describes the free elec-
trons in the left (j = l) and right (j = r) leads with electron
energy ξp at orbital p.
HT =
∑
j,σ
tjd
†
σ (rj) cσ (rj) e
−iϕj + H.c., (3)
which describes the tunneling between the nanowire and the
leads. dσ (rj) and cσ (rj) are the electron field operator in the
nanowire and lead separately, with spin σ and evaluated at the
specific position of the junction-j [49]. tj is the average tun-
neling amplitude at that junction. The tunneling across that
single junction gives rise to the conductance Gj = gj(2e2/h)
with gj ∝ |tj |2 νjν where νj (ν) is the density of state (DOS)
at the leads (nanowire). Later, we will require symmetric
island-lead couplings gl = gr ≡ g by fine tuning a single
parameter. Henv describes the dissipative environment, and
can be modeled by the classical circuit [45]. To incorporate
the dissipation effect in our system, we add a phase operator
e−iϕj in the tunneling Hamiltonian [45, 48]; and this opera-
tor couples the quantum tunneling with the classical circuit.
This phase operator change the total charge of the junction
capacitor by one electron (note the charge-phase conjugation
[ϕj , Qj′ ] = ieδjj′ where Qj is the charge of the junction ca-
pacitor). For convenience of calculations, we consider small
gate capacitance Cg  Cl,r, then the only relevant phase is
ϕ = ϕl−ϕr which corresponds to the charge transfer between
the left and right junction; and for general cases, the physics
will not change qualitatively [48]. The correlation function of
this phase operator can be obtained from the corresponding
R-C circuit, and results in
〈
eiϕ(t)e−iϕ(0)
〉 ∼ (ωRt)−2r where
r = R/RK with von-Klitzing resistance RK = h/e2, and
ωR = (RC)
−1 with R = Rl+Rr and C = ClCr/(Cl+Cr).
Coherent teleportation vs incoherent transport–. The elec-
tron transports through a confined island with charging energy
show coulomb blockade (CB) oscillations (refer to [50, 51]).
For a trivial SC island, the low-energy events correspond
to cooper-pair transport with 2e− periodicity in CB oscilla-
tion [52, 53]. However, the presence of MZMs in topologi-
cal SC island causes a regular single electron tunneling with
1e− periodicity, which is the same as the periodicity for a
normal metal island. Why is the Majorana teleportation spe-
cial? In fact, the key physics underneath is quite different.
For Majorana teleportation [43] as shown in Fig. 1 (a), the
Majorana wave-function is localized at two wire-ends, and
overlaps strongly with electrode leads. The lead-Majorana
coupling strength is represented by ΓM ∼ g∆Topo which is
the reverse of the lifetime for the island electron. Then, for
T < ΓM and gate-voltage around CB peaks, the electron can
tunnel into one Majorana state and out of the other one and
maintains its phase coherence. On the other hand, the normal
3Figure 2. (a) The illustration shows the dissipative Majorana
CB conductance as a function of dimensionless central gate po-
tential ng ≡ VgCg/e for different temperature in region (IV) of
Fig. 1(e), where , N0 is an integer. (b) The Majorana CB con-
ductance at peak as a function of temperature in the regime where
e2/h−GpeakM ∝ T 2/(1+r)in (a).
state wavefunction widely spreads out over the wire as shown
in Fig. 1(c). In order to reach the other side, the electrons have
to propagate through the whole wire with a typical time ~/ΓD
(note ΓD ∼ gjδ with a tiny level spacing δ). Therefore, in
the realistic regime gδ  T . g∆Topo ( δ  ∆Topo which
requires a long island), only Majorana teleportation maintains
phase coherence; and on the contrary, all other normal states
generate incoherent transport near CB peak. Although the reg-
ular conductance measurement cannot tell their difference, we
will see the dissipative environment could help us to reveal the
coherent signature without a more sophisticated interferome-
ter set-up.
Dissipative Majorana teleportation–. As the nanowire en-
ters into the topological region (IV) shown in Fig. 1(e), the
transport is dominated by the resonant tunneling through the
zero energy Majorana state. With dissipation, this system
can be mapped to a dissipative resonant level model [46, 48].
For symmetric island-lead couplings gl = gr, the dissipa-
tion effect cannot qualitatively change the low-energy trans-
port behavior for an originally coherent resonant tunneling.
For our model, as long as r = R/RK < 2 for arbitrary ΓM
or 2 ≤ r < 3 for ΓM above a critical value, the conductance
peak height still increases as reducing temperature [46, 48] as
shown in Fig. 2. Dissipation only slightly change the scaling
function: At low temperature T  ΓM, ωR, the peak height
GpeakM reaches e
2/h as e2/h − GpeakM ∝ T 2/(1+r) [54]; while
at higher T , the peak height increases as T−2r when T de-
creases [48]. On the other hand, we will see dissipation sig-
nificantly renormalizes the low-energy transport, and results
in an opposite temperature dependence for other processes,
which are incoherent, in the next few sections.
Dissipative sequential tunneling–. As mentioned earlier,
in the non-topological regime, the electron transport near
CB peaks through the nanowire loses the phase information.
Those tunneling processes can be treated sequentially through
the two junctions; and therefore, the conductance can be ob-
tained from a rate equation method [55, 56]. Including dissi-
pation effect, we derive the the general form of the zero-bias
conductance near the CB peaks [49]:
G =
Λe2
h
glgr
gl + gr
δ
T
Weq (N)
∑
α
ˆ
dξp
ˆ
dE[1− Feq (α|N)]
× f (ξp) δ (α − ξp + UN+1 − UN + E)P (E) , (4)
which is from the processes that a lead-electron with energy ξp
jumps into an unoccupied level α with energy α in the island.
Note that Λ ∼ 1 is a dimensionless parameter associated to
the SC wavefunction [49]. The energy conservation requires
α + UN+1 + E = UN + ξp where the energy exchange E
with environment is allowed. The probability function P (E)
of such an exchange can be written as the Fourier transform
of the phase-phase correlation function [45, 49]
P (E) =
1
2pi~
ˆ +∞
−∞
dt
〈
eiϕ(t)e−iϕ(0)
〉
e
i
~Et
∝ T r2−1e E2T ∣∣Γ ( r4 + i E2piT )∣∣2 , for T  ωR , (5)
where Γ (z) is the gamma function. Weq (N) is the prob-
ability that the isolated island contains N electrons in equi-
librium, Feq (α|N) is the equilibrium conditional probability
that level α is occupied given the island electron number N ,
and f(x) is the standard Fermi-Dirac distribution [49]. Next,
we will show how the dissipation affects the conductance in
different non-topological regimes (B < Bc), respectively.
Figure 3. (a) The dissipative CB conductance of the device in region
(I) of Fig. 1(e) where ∆B > Ec with ∆B = 3K, Ec = 2.32K. (b)
The dissipative CB conductance of normal metal phase in region (III)
with ∆B < δ and Ec = 2.32K. The horizontal bars in (a) and (b)
show the regions where the calculation is valid.
Near the SC gap closing point in region (III) of Fig.1(e),
the nanowire corresponds to a metallic phase and behaves like
a normal metal island. For a long nanowire, the level spac-
ing is small such that δ  T , the discrete energy spectrum
in the island can be treated as a continuum. In this limit,
Weq (N) ≈ 1/
[
1 + e(UN−UN+1)/T
]
and Feq (α|N) can be
4Figure 4. (a) The dissipative CB conductance of a supercon-
ductor in region (II) of Fig. 1(e) where T  ∆B < Ec with
∆B = 0.86K, Ec = 2.32K. The peak positions shif about
N∆ with N∆ ≡ ∆/ (2Ec). (b) The dissipative CB conductance
in the region between (II) and (III) when T . ∆B < Ec with
∆B = 0.3K, Ec = 2.32K. (c) The relation between ηB and ∆B
with Ec = 2.32K and T = 0.1K. The calculated data is repre-
sented by magenta diamonds.
approximated as Fermi-Dirac distribution f (α) [49]. Apply-
ing the integration in Eq. (4), we obtain the conductance near
CB peaks with peak height proportional to T r/2 [49]. The CB
conductance oscillations with 1e-periodicity for different tem-
peratures is shown in Fig. 3(a), where the dissipation param-
eter is r = Re2/h = 0.5. Different from the coherent Majo-
rana teleportation, dissipation effect significantly suppresses
the conductance at low energy. Note that this calculation is
valid only near the CB peaks; and beyond the peak width
(labelled by horizontal bars in the figures), the co-tunneling
events need to be included in the calculation.
Next we consider the region (I) corresponding to a trivial
SC phase with ∆B > Ec. In this case, the island at any Vg
is a pool of Cooper pairs at BCS ground state. Then the con-
ductance peak arises only at the degenerate point of adding
two electrons (e.g. electron number from N to N + 2) to the
nanowire, because single electron tunneling process is block-
aded by the SC gap. In this case, the conductance near the CB
peaks due to the sequential tunneling of Cooper pairs is [49]
G2e =
(2e)
2
h
g2l g
2
r
g2l + g
2
r
A
T
Weq(N)
ˆ
dξp1
ˆ
dξp2
ˆ
dEf(ξp1)
× f(ξp2) δ (E+UN+2−UN−ξp1−ξp2)P (E) , (6)
which describes the Andreev reflection process that a lead-
electron in the level p1 jump into the nanowire, and reflect
a hole to the level p2 in the lead. The energy conservation
requires ξp1 + ξp2 + U(N) = U(N + 2) + E where E is
the energy exchange with the environment. Near the peak,
Weq (N) ≈
(
1 + e(−UN+2+UN )/T
)−1
. Because the Andreev
reflection is a second-order process, the lead-island coupling
becomes: Γ2e = Ag2T/2pi (A ∼ 1 is a dimensionless number
representing the amplitude for the Andreev reflection [49]).
The transport is incoherent under the condition Γ2e  T
which is is equivalent to say g2  1. The dissipative CB
conductance of Cooper pairs at r = 0.5 is shown in Fig. 3(a).
The peak height is also suppressed as T decreases to zero.
For larger B such that ∆B < Ec (region (II)), adding an
unpaired electron is energetically preferred; in this case, sin-
gle electron tunneling contributes to the conductance [53, 57].
The degeneracy happens at UN ≈ UN+1 ± ∆B ("+" for
even N and "−" for odd N ); therefore, the position of the
peaks will shift about ±N∆ for even (odd) N as shown in
Fig. 4(a). In the conductance calculation, we need to include
the tunneling processes where electrons enter into the levels
above the SC gap in the island, and thus we have Weq (N) ≈
1/
[
1 +
∑
α e
−(α+UN+1−UN )/T ] near the charge degenerate
point. In region (II), the SC gap is still big enough (∆B 
T ) to prohibit thermal excitations of quasi-particle states, so
[1− Feq (α|N)] ≈ 1. Then following Eq.(4) we can obtain
the conductance near the CB peaks (refer to SI [49] for more
details). The conductance show a special temperature scal-
ing T r/2−ηB , where an extra scaling factor ηB tends to 1 for
∆B  T and zero at the gap closing point. The dissipative
conductance at r = 1.9 for two different SC gap are shown in
Fig. 4(a) and (b), respectively. We can see that the dissipation
still renormalize the low energy conductance in quite different
way compared with Majorana teleportation.
To find the behavior of the scaling factor ηB we consider the
crossover between between single electron (still SC) regime II
and a metallic (non-SC) regime III. In those cases, the quasi-
particle states could be thermally excited and the number of
excited electrons is not conserved, only the parity of excited
unpaired electrons is conserved. By solving Eq. 4, we numer-
ically plot the ηB as a function of SC gap ∆B , and find that
ηB decreases as reducing the gap as shown in Fig. 4(c). Note
that we have ηB = 0 at the gap closing point.
Discussion–. So far, we have shown that under the con-
dition gδ  T . g∆Topo, g2  1, all the states in trivial
phases carry incoherent transport, which will be suppressed
as reducing temperature in the presence of a dissipative envi-
ronment. While the Majorana teleportation will maintain co-
herence, and the conductance will increase when temperature
goes down. This behavior could be a clear benchmark to de-
termine the coherent nature of Majorana devices. If the Majo-
rana devices become contaminated, for example one MZM or
both MZMs are replaced by regular localized Andreev bound
states (ABS), what do we expect? It is clear that the non-local
teleportation disappears. While the electron tunneling has to
go through the whole wire, equivalently through an exponen-
tially small hopping Γhop between the two localized states far
away from each other. In that case which requires the island
to be sufficiently long, the time scale for electron tunneling
(∼ ~/Γhop) is much longer than coherent time ∼ ~/T , which
results in strong incoherent behaviors. Therefore, the dissipa-
tion can also suppress the conductance peak for those cases,
5i.e. showing opposite temperature dependence compared to
the true Majorana case.
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SUPPLEMENTARY MATERIAL FOR
“REVEAL THE NON-LOCAL COHERENT NATURE FROM A DISSIPATIVE MAJORANA TELEPORTATION”
In this supplementary, we will provide some details about A.) experimental parameters, B.) the dissipative single electron
tunneling conductance near the CB peak, C.) the dissipative Cooper pair tunneling conductance near the CB peak, D.) distinguish
Majorana teleportation and transport through ABSs.
Appendix A: Experimental parameters.
The equivalent circuit diagram of the set-up is shown in Fig. 1(d) of the main text. Two junctions on both sides of the
nanowire are characterized by capacitance Cj and conductance gj . The total capacitance between the nanowire and the ground
is CΣ = Cl + Cr + Cg which determines the charging energy Ec = e2/2CΣ. While the capacitance of the RC circuit is
C = ClCr/ (Cl + Cr). The total resistance of the RC circuit is R = Rl +Rr, and the dissipation strength can be described by
a dimensionless parameter r = R/RK where RK = h/e2 is the von-Klitzing resistance. For the convenience of the discussion,
the capacitances of two junctions are taken the same with Cl = Cr (e.g. choose 2 × 10−16F for the energy scale comparison)
and Cg can be small Cg  Cl,r; for the general capacitance cases, our main conclusion is still valid [48]. Then the charging
energy are of the value Ec ≈ e2/ [(Cl + Cr)] = 2.32K and ωR = (RC)−1 = 3r−1K. With r ranging from 0.5 to 1.9 and
temperature T ranging from 0.02K to 0.12Kin the main text. The induced SC gap ∆B is chosen such that: ∆B > Ec  T in
region (I), Ec > ∆B  T in region (II), and gap-closing (∆B becomes the smallest energy scale) in region (III). In principle,
all the parameters are experimentally achievable and meet the conditions of the energy scales we study.
Appendix B: The dissipative single electron tunneling conductance near the CB peak.
The nanowire can be treated as a quantum dot shown in Fig. 5. The quantum dot and two leads are connected through the left
and right barrier potentials. The energy levels of the quantum dot includes discrete levels with level spacing δ and an induced
SC gap. The Fermi sea for the leads are shown in the red region, where the chemical potential of the left (right) lead is zero (eV
by the bias voltage). When the induced SC gap is small (∆B < Ec), the tunneling current also includes the contribution from
the single electron sequential tunneling processes. In this case, the current through the left barrier (which is the same as that
through the right) is given by
I = −e
∑
α
∑
{ndot}
W ({ndot})
(
δnα,0Γ
l
0α − δnα,1Γlα0
)
(B1)
where Γj0α is the tunneling rate for the cases where an electron tunnels from the lead−j to the state |α〉 of the dot, and Γjα0 is the
tunneling rate of the reverse process. nα (0 or 1) is the occupation number of the dot state α , and W ({ndot}) is the probability
of the occupation {ndot} = {n1, n2, . . .}. The electron tunneling from leads to a state |α〉 in the dot and from |α〉 to the leads
change the probability W ({ndot}). The changing rate should satisfy the master equation:
∂W ({ndot})
∂t
=−
∑
α
W ({ndot}) δnα,0
(
Γl0→α + Γ
r
0→α
)−∑
α
W ({ndot}) δnα,1
(
Γlα→0 + Γ
r
α→0
)
+
∑
α
W (n1, . . . , nα−1, 1, nα+1, . . .) δnα,0
(
Γlα→0 + Γ
r
α→0
)
+
∑
α
W (n1, . . . , nα−1, 0, nα+1, . . .) δnα,1
(
Γl0→α + Γ
r
0→α
)
. (B2)
Then, let’s look at how to compute tunneling rate Γjα0 for our model, solve the probability W ({ndot}), and obtain the conduc-
tance formula.
6Figure 5. Illustration of energy levels of the proximitized nanowire. The chemical potential of the leads are set to be zero. µr is lifted to eV
when a bias voltage is applied.
The total Hamiltonian of the system is shown in Eq. (2) of the main text. The states of the leads are labeled by p and
the states of the quantum dot are labeled by α. The tunneling Hamiltonian is HT =
∑
j,σ tjd
†
σ (rj) cσ (rj) e
−iϕj + H.c.,
where dσ (rj) = L
1
2
∑
α uα (rj , σ) γα + v
∗
α (rj , σ) γ
†
α and cσ (rj) = Ω
1
2
j
∑
p,σ φp (rj) cpσ are the electron field operators in
the nanowire and the lead respectively, with uα/vα (rj , σ) and φp (r) being the wavefunctions of BDG Hamiltonian and the
wavefunction of the lead-electrons respectively, where σ =↑, ↓ is the spin index and j = l, r is the junction index. L is the
length of the nanowire and Ωj is the volume of lead−j. Treating HT as perturbation we can obtain the tunneling rate
Γj0→α =
gjΛδ
h
ˆ
dξpf (ξp − µj)P (−UN+1 + UN − α + ξp) , (B3)
Γjα→0 =
gjΛδ
h
ˆ
dξp [1− f (ξp − µj)]P (UN − UN−1 + α − ξp) , (B4)
where f (x) =
(
1 + ex/T
)−1
is the Fermi-Dirac distribution. µj is the chemical potential in the lead-j and we have set µl = 0,
µr = eV as show in Fig. 5. The barrier transmission is proportional to the dimensionless conductance gj = 4pi2 |tj |2 νjν, where
νj is the density of states (DOS) of the lead-j and ν = δ−1 is the DOS of the nanowire when the SC gap closes (∆B = 0). Λ is
related to the SC-nanowire wavefunction at the tunneling location: Λ = L
∑
σ |uα (rj , σ)|2. Because the temperature is much
smaller than the gap of the s-wave SC shell, almost the entire wavefunction uα (r, σ) that contribute to the transport is located
inside the nanowire and thus Λ ∼ 1 is a constant value [53].
The function P (E) = (2pi~)−1
´ +∞
−∞ dt
〈
eiϕ(t)e−iϕ(0)
〉
eiEt/~ can be interpreted as the probability of exchanging energy E
with the environment. They follow the standard relation P (−E) = P (E) e−E/T , which means the ratio between the probability
to emit energy into the environment and the probability to absorb energy from the environment is a Boltzmann factor. In the
absence of dissipation, we have P (E) = δ (E) and Eq. (B3) becomes the familiar tunneling rate [53, 56]. For ohmic dissipation
and ωR/T  1, we can evaluate the integral
P (E) =
2
r
2−1
2piωRΓ(
r
2 )
(
piT
ωR
) r
2−1
e
E
2T
∣∣∣∣Γ (r2 + i E2piT
)∣∣∣∣2 , (B5)
where Γ (z) is the gamma function.
To solve the master equation for probability function, we assume an expansion form for W ({ndot}) in order of bias voltage
V , and only keep the linear order terms
W ({ndot}) = Weq ({ndot})
(
1 +
eV
T
Ψ ({ndot})
)
, (B6)
where Weq ({ndot}) is the probability distribution in equilibrium when no bias voltage is applied and has the
form Weq ({ndot}) = Z−1 exp [− (
∑
α αnα + UN ) /T ] where
∑
α nα is the total electron number and Z =∑
{ndot} exp [− (
∑
α αnα + UN ) /T ]. The steady state occupation probabilities can be determined by setting
∂W ({ndot}) /∂t = 0. Then for each α in Eq. (B2), we can obtain
Ψ (n1, . . . , nα−1, 1, nα+1, . . .) = Ψ (n1, . . . , nα−1, 0, nα+1, . . .) +
gr
gr + gl
. (B7)
Combining Eq. (B1), (B6) and (B7) and keeping only the leading terms in V , we obtain the zero-bias conductance:
7G =
e2
h
glgr
gr + gl
Λδ
T
∑
N
∑
α
Weq (N) [1− Feq (α|N)]
[ˆ
dEP (E) f (E + α + UN+1 − UN )
]
, (B8)
where Weq (N) =
∑
{ndot}Weq ({ndot}) δN,∑α nα is the probability that the isolated dot contains N electrons in equilibrium,
and Feq (α|N) = W−1eq (N)
∑
{ndot} Peq ({ndot}) δnα,1δN,Σαnα is the equilibrium conditional probability that level α is occu-
pied given the dot electron number N . In the main text, we only consider the limit T  Ec and the region near the CB peak. In
this limit, we can neglect the summation over N in Eq. (B8).
1. The normal metal regime.
Near the SC gap closing point in region (III) of Fig. 1(e) of the main text, the nanowire corresponds to a metallic phase and
behaves like a normal metal island. In the case δ  T , the discrete energy spectrum in the island can be treated as a continuum.
In this limit, Feq (α|N) can be approximated as Fermi-Dirac distribution f (α − µ (N)) and µ (N) can be determined by∑
α f (α − µ (N)) = N , and choose µ (N) ≈ µ = 0. Then, we have
Weq (N) =
1
1 + e(UN−UN+1)/T
. (B9)
The terms beyond UN and UN+1 are neglected for T  Ec. Performing the integration (the summation over α) we can obtain
the conductance in the metal phase:
G =
Λe2
h
glgr
gr + gl
1
1 + e(UN−UN+1)/T
[ˆ
dEP (E)
(E + UN+1 − UN ) /T
e(E+UN+1−UN )/T − 1
]
. (B10)
The results shown in Fig. 3(a) of the main text are obtained numerically from evaluating Eq. (B10).
2. The single electron tunneling regime with T  ∆B .
In the region (II) with the limit T  ∆B , the SC gap is big enough to prohibit thermal excitations of quasiparticle states, and
therefore the equilibrium conditional probability for level α simply becomes Feq (α|N) = 0. Near the CB peak, a lead-electron
can tunnel into a dot quasiparticle state with energy α; then the energy change of the dot is UN+1 + α − UN . Therefore,
including both N and N + 1 electron state, the probability of N electrons is
Weq (N) =
1
1 +
∑
α e
−(UN+1+α−UN )/T , (B11)
Feeding Eq. (B11) into Eq. (B8), we can obtain the conductance:
G =
Λe2
h
δ
T
glgr
gr + gl
1
1 +
∑
α e
−(α+UN+1−UN )/T
∑
α
ˆ
dEP (E)
1
1 + e(E+α+UN+1−UN )/T
.nα (B12)
The results shown in Fig. 4(a) of the main text are obtained by numerically evaluating Eq. (B12).
3. The regime T . ∆B .
However when T < ∆B but not in the limit T  ∆B , namely in the region between (II) and (III), thermal excitations of
quasiparticles can modify the transport signatures. In SC phase, the quasiparticle number is not conserved, only its parity is
conserved, the total number of excited states will have the same parity with N . When N is even, we have
Weq(N) =
∑
{ndot} δeven,
∑
nα exp
[− 1T (∑α αnα + UN )]∑
{ndot} δeven,
∑
nα exp
[− 1T (∑α αnα + UN )]+∑{ndot} δodd,∑nα exp [− 1T (∑α αnα + UN+1)] , (B13)
1− Feq (α|N) =
∑
{ni6=α} δeven,
∑
nα exp
[− 1T (∑α αnα)]∑
{ndot} δeven,
∑
nα exp
[− 1T (∑α αnα)] . (B14)
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Substituting thisequations into Eq. (B8), we obtain
G =
Λe2
h
δ
T
glgr
gr + gl
1
Feven + Fodde−(UN+1−UN )/T
∑
α
Deven (α)
[ˆ
dEf (E + α + UN+1 − UN )P (E)
]
, (B15)
where
Feven/odd =
∑
{ndot}
δ∑nα,even/odd exp
[
− 1
T
(∑
α
αnα
)]
, (B16)
Deven/odd (α) =
∑
{ni6=α}
δ∑nα,even/odd exp
[
− 1
T
(∑
i
Einα
)]
. (B17)
When N is odd,
Weq(N) =
∑
{ndot} δodd,
∑
nα exp
[− 1T (∑α αnα + UN )]∑
{ndot} δodd,
∑
nα exp
[− 1T (∑α αnα + UN )]+∑{ndot} δeven,∑nα exp [− 1T (∑α αnα + UN+1)] , (B18)
1− Feq (α|N) =
∑
{ni6=α} δodd,
∑
nα exp
[− 1T (∑α αnα)]∑
{ndot} δodd,
∑
nα exp
[− 1T (∑α αnα)] . (B19)
Substituting the upper two formulas into Eq. (B8)
G =
Λe2
h
δ
T
glgr
gr + gl
1
Fodd + Feven exp
[− 1T (UN+1 − UN )]
∑
α
Dodd (α)
[ˆ
dEf (E + α + UN+1 − UN )P (E)
]
.
(B20)
The results shown in Fig. 4(b) of the main text are obtained by numerically evaluating Eq. (B15) and (B20).
For this regime, we in principle need to consider contributions of all the levels above the SC gap ∆B . The level spacing δ above
the gap is very small δ  T . ∆B , which results in a large number of levels above the gap, and the exact numerical evaluation
becomes intractable. In fact, we only want to qualitatively understand the behavior of the scaling factor ηB in conductance
scaling G ∝ T r/2−ηB as shown in the main text, and look at how does ηB changes as reducing the SC gap (or varying magnetic
field). Therefore, we include a truncation and only consider a few energy levels above the gap. In the numerical evaluation of
the scaling factor ηB of the main text, we take the level spacing δ = 0.065K and T ∼ 0.1K. Since ∆ ∼ T , it seems that the
situation is quite different from the real case in which T  δ. Here we emphasize that as we decrease δ toward more realistic
situation, the scaling factor ηB will decrease as shown in Fig. 6, which means that with the same r, the CB peak conductance will
decrease faster as reducing temperature, when δ becomes smaller (toward the value of real case). So, more realistic situations
with smaller level spacing can even strengthen our results (peak conductance for non-Majorana incoherent regimes is strongly
suppressed as reducing temperature in the presence of dissipation).
9Figure 7. Illustration of the electron’s transfer through the ABS.
Appendix C: The dissipative Cooper pair tunneling conductance near the CB peak.
In region (I), ∆B > Ec and the CB conductance exhibits oscillations with 2e− periodicity. Near the CB peak, the transport is
dominated by the Cooper pair tunneling or the Andreev reflection process, while the single electron tunneling is suppressed by
the SC gap. In this case, the current through the left barrier is given by
I2e = −2e
(
W0Γ
l
0→2 −W2Γl2→0
)
, (C1)
where Γj0α is the tunneling rate from the lead−j to the state |α〉 of the dot and Γjα0 is the tunneling rate of the reverse process.
W2 and W0 are the probabilities that the dot has and doesn’t have an additional Cooper pair, respectively. The tunneling of
Cooper pairs into and from the dot will change the probabilities, and give us the standard master euqation
∂W0
∂t
=− (Γl0→2 + Γr0→2)W0 + (Γl2→0 + Γr2→0)W2, (C2)
∂W2
∂t
=− (Γl2→0 + Γr2→0)W2 + (Γl0→2 + Γr0→2)W0. (C3)
From the second-order perturbation theory, we can obtain the Cooper pair tunneling rates:
Γj0→2 =
g2jA
h
ˆ
dξp1
ˆ
dξp2f (ξp1 − µj) f (ξp21 − µj)P (−UN+2 + UN + ξp1 + ξp2) , (C4)
Γj2→0 =
g2jA
h
ˆ
dξp1
ˆ
dξp2 [1− f (ξp1 − µj)] [1− f (ξp21 − µj)]P (UN+2 − UN − ξp1 − ξp2) . (C5)
Note here P (E) becomes
P (E) =
1
2pi~
ˆ +∞
−∞
dt
〈
ei2ϕ(t)e−i2ϕ(0)
〉
e
i
~Et =
22r−1
2piωRΓ(2r)
(
piT
ωR
)2r−1
e
E
2T
∣∣∣∣Γ (2r + i E2piT
)∣∣∣∣2 . (C6)
In Eq. (C5) and (C4), A is a dimensionless number representing the amplitude for the Andreev reflection:
A =
1
pi2
∣∣∣∣∣Lν−1∑
α
vα (rj , σ)u
∗
α (rj ,−σ)
1
UN+1 − UN + α
∣∣∣∣∣
2
, (C7)
For the steady state, we can set ∂W0/∂t = 0 and ∂W2/∂t = 0 in Eq. (C2) and (C3). We also have the probability conservation
condition W0 +W2 = 1. After solving W0 and W2, we obtain the CB conductance due to the Cooper pair tunneling:
G2e =
(2e)
2
h
g2l g
2
r
g2l + g
2
r
A
T
1
1 + e−(UN+2−UN )/T
ˆ
dξp1
ˆ
dξp2f (ξp1) f (ξp2)P (−UN+2 + UN + ξp1 + ξp2) , (C8)
which is the Eq. (6) in the main text.
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Appendix D: Distinguish Majorana teleportation and transport through ABSs.
If one MZM or both MZMs are replaced by Andreev Bound state (ABS) in the nanowire as shown in Fig. 7, the single un-
paired electrons can transfer from one lead to the other lead in two ways: (a) highly asymmetric resonant tunneling through one
ABS or both ABSs, or (b) sequential tunneling through both localized ABSs which requires finite wavefunction overlapping
between the two localized states. For case (a), one ABS is localized at one end of the nanowire and its wavefunction decays
exponentially into the other side. So, this ABS couples to one lead strongly, and couples the other lead with only an exponentially
small coupling strength, e.g. ΓAr ∝ e−L/ξ. The tunneling rates between the ABS and the two leads are highly asymmetric, e.g.
ΓAl  ΓAr . According to the result of the dissipative resonant tunneling [46, 48], for theasymmetric tunneling Γl 6= Γr, the
conductance peak height scales asG ∝ T 2r as decreasing temperature T . For the case (b), un-paired electrons can tunnel through
the whole nanowire due to the finite overlapping between the two localized end states (ABS or MBS). Because the tunneling rate
Γhop between the two localized states is exponentially small for the long wire, the electron will stay in the wire for a long time
(∼ ~/Γhop) and lose its coherence (with T  Γhop). In this incoherent transport, the dissipation effect will strongly suppress
the conductance as reducing temperature. In conclusion, the conductance due to ABS will be always suppressed as reducing
T ; and therefore, the dissipative transport can clearly distinguish the coherent Majorana teleportation with the incoherent ABS
transport.
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