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Abstrak— Pelatihan online metode pembelajaran yang sangat efektif untuk menghindari penyebaran covid-19 sehingga 
menghindari terjadinya kerumunan masa. Salah satu pelatihan yang diselenggarakan oleh e-guru.id dan yang diminati oleh 
para pengajar yaitu “Membuat video tutorial menggunakan camtasia” dengan jumlah peserta 261 orang. Dengan banyak 
peserta tersebut diperlukan evaluasi untuk mengetahui model prediksi kelulusan yang dapat memberikan informasi terbarukan 
untuk sebuah kebijakan organisasi. Maka dalam penelitian ini mengolah dataset kelulusan peserta pelatihan menggunakan 
metode klasifikasi datamining dengan algoritma c4.5. Dan penelitian ini menghasilkan bahwa atribut tugas sangat 
berpengaruh terhadap kelulusan peserta disamping atribut keaktifan peserta dengan nilai akurasi 98,75 % dan performance 
klasifikasi sangat baik dengan nilai 0,990. 
 




Pelatihan online atau daring merupakan metode 
pembelajaran yang sangat efektif untuk mematuhi 
protokol Kesehatan pada masa pandemi covid-19 ini, 
untuk menghindari terjadinya kerumunan masa [1].  
Metode pelatihan atau pembelajaran dapat menerapkan 
aplikasi forum, meeting, chat untuk menunjang 
tercapainya tujuan pembelajaran yang ditentukan [2]. 
Salah satu organisasi yang dapat memberikan fasilitas 
pelatihan online kepada guru, dosen, tenaga pendidik dan 
umum yaitu e-guru.id yang berdiri tahun 2019. Dan 
pelatihan yang di minati oleh pengajar dan tenaga 
pendidik yaitu “Pelatihan Membuat Video Tutorial 
Menggunakan Camtasia”, dengan jumlah peserta 261 
orang yang dilakukan 36 jam dalam 6 hari. 
Untuk mengukur atau megevaluasi peserta pelatihan 
tersebut dilakukan standar kelulusan dengan kriteria 
jumlah kehadiaran sebanyak 75% dan pengumpulan serta 
nilai tugas harus dikumpulkan, sehingga peserta akan 
dinyatakan status lulus dan tidak lulus. 
Dengan banyaknya peserta pelatihan tersebut, maka 
diperlukan pengolahan dataset kelulusan peserta dengan 
menggunakan datamining untuk mendapatkan informasi 
baru dalam hal prediksi [3]. 
Algoritma decision tree C4.5 merupakan metode 
klasifikasi datamining yang banyak digunakan dan efektif 
untuk memprediksi dengan pola pohon keputusan 
[4][5][6]. Maka dalam penelitian ini menggunakan 
algoritma c4.5 untuk memprediksi kelulusan peserta 
pelatihan. 
II. TINJAUAN PUSTAKA 
1. Kelulusan 
Untuk mencapai tujuan pembelajaran dalam proses 
pembelajaran baik secara luring maupun daring Capaian 
Pembelajaran Lulusan dengan kriteria sikap, pengetahuan 
dan keterampilan [7]. 
Sikap dalam proses pelatihan bisa dilihat dari aktifan 
kehadiran dalam pertemuan materi, dan diskusi. Dan 
pengetahuan dan keterampilan dalam pelatihan dapat 
dilihat hasil tugas yang dikerjakan sehingga dapat melihat 
seberapa besar dalam kemampuannya. 
2. Algoritma C4.5 
Algoritma C4.5 merupakan metode klasifikasi 
datamining dengan ciri menghasilkan pola dan rule pohon 
keputusan untuk dijadikan suatu prediksi [8]. 
Ada 6 tahapan dalam algoritma decision tree C4.5 
dalam menghasilkan pohon keputusan yaitu [8]: 
1. Menyiapkan dataset  
2. Menentukan nilai entropy  
 
          (1) 
 
3. Menentukan nilai gain:  
                        (2) 
 
4. Menentukan nilai Split Information: 
            (3) 
 
5. Selanjutnya menghitung gain ratio 
 (4) 
6. Mengulangi langkah kedua sehingga semua 







III. METODE PENELITIAN 
Untuk menghasil model prediksi kelulusan peserta 
pelatihan daring menggunakan algoritma decision tree 






















           Gambar 1 Kerangka Pemikiran 
 
Dataset yang digunakan dalam penelitian ini adalah 
rekap pelatihan “Membuat Video Tutorial Menggunakan 
Camtasia” yang berjumlah 261 orang dengan atribut 7 
atribut yaitu:  
1. Nama 
2. Jenis Kelamin 
3. Status Pekerjaan 
4. Asal Institusi 
5. jumlah kehadiaran 
6. Nilai tugas dan 
7. keterangan kelulusan. 
 
Tabel 1. Dataset Rekap Kelulusan 
 
Dan seterusnya 
Untuk tahap pengolahan data dilakukan pengambilan 
atribut terpenting dan berpengaruh terhadap pembuatan 
model pohon keputusan. 
Klasifikasi datamining menggunakan algoritma C4.5 
terhadap dataset tersebut diatas menggunakan program 
atau aplikasi framework yaitu Rapid Miner yang cocok 
untuk penelitian datamining [9][10][11]. 
Setelah dilakukan eksperimen menggunakan program 
Rapidminer akan menghasil model pola pohon keputusan, 
dengan menggunakan algoritma c4.5 sehingga akan 
menghasilan rule. 
Dan tahap terakhir yaitu mengevaluasi hasil 
eksperiment yang dihasilkan dengan menggunakan 
Confusion Matrix dan ROC Curva, sehingga 
menghasilkan nilai akurasinya [12]. 
 
IV. HASIL DAN PEMBAHASAN 
Dataset rekap kelulusan pelatihan yang terdiri dari 7 
atribut menjadi 5 atribut yaitu: 
1. Jenis Kelamin 
2. Status pekerjaan 
3. Jumlah kehadiran 
4. Nilai Tugas 
5. Keterangan 
Jenis kelamin memiliki nilai binominal yaitu; Laki-
laki dan Perempuan, Status pekerjaan terdiri dari Guru, 
Dosen, Tenaga Pendidik (tendik),Jumlah kehadiran yaitu 
1,2,3,4,5,6, nilai tugas yaitu 1 (untuk tugas yang 
memenuhi syarat), dan 0 (tugas yang tidak memenuhi 
syarat. Dan Atribut Keterangan yaitu Lulus dan Tidak 
Lulus. 
Keputusan lulus dan tidak lulus yaitu jika peserta 
kehadiarannya minimal 75% dan tugas memenuhi syarat 
(1) maka peserta pelatihan dinyatakan lulusan. Dan 
sebaliknya jika peserta dengan kehadiran 75% tapi tugas 
tidak memnuhi syarat atau tugas memenuhi syarat tapi 
kehadiran kurang dari 75% maka peserta dianggap tidak 
lulus. 




Dataset Rekap Pelatihan 
Pengolahan Data 







Selanjutkan dilakukan eksperimen menggunakan 
algoritma C4.5 dengan maksimal depth 10, maka 
menghasil pohon keputusan sebagai berikut: 
 
Gambar 2. Proses Klasifikasi Decision Tree Algoritma 
C4.5 
 
Gambar 3. Hasil Model Pohon Keputusan 
 
Melihat gambar tersebut diatas, tujuan utama dari 
analisis data dengan algoritma c4.5 adalah menghasilkan 
pola atau rule [13], dalam hal ini yang diapat ada 2 yaitu: 
1. Jika Tugas = 0 Maka peserta Tidak Lulus 
2. Jika Tugas = 0 Maka peserta Lulus 
Selanjutnya tahap terakhir untuk mengevaluasi 
model phon keputusan terhadap kelulusan peserta 
pelatihan online dengan menggunakan Confusion Matrix 
dan ROC Curva. 
 
 
Gambar 4. Proses Evaluasi Model Decision Tree C4.5 
 
Dari hasil evaluasi dengan menggunakan 
cross validation menghasil nilai akurasi 98,75% 
dengan confusion matrix sebagai berikut: 
 
Tabel 3. Model Cofusion Matrix 








101 0 100% 
Pred Lulus 2 158 98,75% 
Class recall 98,06% 100%  
Dari tabel 3 terdapat grafik ROC dengan AUC (Area 
Under Curve) sebesar 0,990, sehingga klasifikasi 




Gambar 5. Nilai AUC dalam Grafik ROC 
 
V. KESIMPULAN 
Dari hasil penelitian model prediksi kelulusan peserta 
pelatihan online dengan menggunakan algoritma C4.5 ini 
mendapat pola pohon keputusan dengan atribut tugas yang 
berpengaruh terhadap kelulusan peserta dengan nilai 
akurasi 98,75 % dan memiliki performance klasifikasi 
sangat baik dengan nilai 0,990. 
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