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CHAPTER I
General Introduction
A catalyst is any substance that accelerates a reaction without itself being consumed.
Nowadays, catalysts have played an essential role in almost all major chemical processes,
particularly for chemical conversion, energy production and pollution mitigation. For ex-
ample, catalysts are of crucial importance to the chemical industry as these materials are
responsible for the production of over 60% of all chemicals worldwide [1]. Most of the
energy consumption by the modern society depends on the refining of fossil fuels with
heterogeneous catalysts. Reducing emissions of greenhouse gases and hazardous chemi-
cals from chemical industry or our cars can not be realized without catalysts. The impact
of catalysis results not only from its capacity to accelerate chemical reactions, but also its
propensity to improve the selectivity of desired products. Developing new technologies
for converting alternative feedstocks, such as biomass, carbon dioxide, and water to trans-
portation fuels and commodity chemicals relies on the discovery of catalytic materials
facilitating and directing chemical transformations.
Increasing environmental concerns and energy demand require 21st century catalysts
to perform desired chemical transformations with utmost energy efficiency and minimal
environmental impact. Understanding the nature of interactions on catalyst surfaces is
critical for unearthing underlying mechanisms of catalytic reactions, and for the rational
1
2discovery of catalytic materials for chemical transformations.
1.1 Microscopic View of Heterogeneous Catalysis
Heterogeneous catalytic events commonly involve the adsorption of gas phase molecules
onto solid surfaces, interactions with other adsorbed species or substrates forming prod-
ucts, and desorption of products into the gas phase. The catalytic sites are regenerated to
their original form after a cyclic event.
Non-catalytic
Catalytic
(b)(a)
Figure 1.1: (a) The microscopic view of catalytic reactions on metal surfaces. (b) Potential energy diagram
of a catalytic reaction vs. non-catalytic reaction
To illustrate the microscopic mechanism of the catalytic process, we have shown in
Fig. 1.1(a) the elementary reaction steps involved in the CO oxidation on stepped metal
surfaces, which has been taken as a simplest model reaction including all the essentials
of catalytic processes. Even for this simple model reaction, the complexity of various
adsorbate-adsorbate and adsorbate-substrate interactions makes the identification of re-
action mechanisms difficult. The presence of catalyst surfaces enriches the interactions
between adsorbates and also directs chemical transformations towards products. This can
be illustrated in Fig. 1.1(b), where the energy landscape from the reactants to the products
of a heterogeneous catalytic reaction involves different reaction pathways compared to gas
phase non-catalytic reactions. The reaction energy remains the same, which indicates that
3the catalyst could not change the thermodynamic driving force of the reaction, but only
the kinetics.
The macroscopic properties measured in large scale chemical reactors, such as turn
over frequency, selectivity and others, are mainly governed by the microscopic events
happening on catalyst surfaces, i.e., the complex interplay of microscopic catalytic events
governs the outcome of the chemical transformations and the catalytic performance of the
surfaces. Understanding variations in the surface reactivity from one surface to another
and physical factors governing the energetics for elementary reaction steps holds the keys
to developing efficient catalytic materials.
1.2 Understanding the Kinetics of Catalytic Reactions
1.2.1 Transition State Theory
Collision theory was proposed previously to understand the kinetic rate of chemical re-
actions [2]. The activation energy for the reaction to occur was provided by effective colli-
sions between reacting molecules. Even though the theory can qualitatively explain some
experimental observed trends, the exclusion of the details about the molecular structures of
molecules (partially taken into account by using steric factor) called for the development
of rate theory built in the molecular level information of reacting species. Transition state
theory [3], developed by Henry Eyring, Meredith Gwynne Evans and Michael Polanyi
around 1935, remedied the limitation posed by Collision theory and was used to describe
the kinetics of catalytic reactions ever since.
According to transition state theory, the reaction proceeds through an activated complex
state located at the saddle point of the potential energy surface constructed by the degree
of freedom of the reactant and product. The basic assumption is that there is equilibrium
4between the reactant and the activated complex state as illustrated in Eq. 1.1 [1].
(1.1) R⇐⇒ R‡ −→ P
The rate can be written as
d[P]
dt
=ν [R‡] = νK‡[R]
=ν
q′‡
q
[R],(1.2)
where q′‡ is the partition function of the transition state R‡ including reaction coordinate.
q is the partition function of the reactant R. [R] is the concentration of the reactant. ν is
the vibrational frequency of transition state in the reaction coordinate.
According to Eq. 1.2, the rate constant of this elementary step (k) can be written as
follows
k =ν
q′‡
q
= νqν
q‡
q
=ν
exp−
1
2 hν/kBT
1− exp−hν/kBT
q‡
q
,(1.3)
where the vibrational partition function (qν ) of transition state along the reaction coordi-
nate can be approximated as hν/kBT by the classical limit as hν  kBT . Eq. 1.3 can be
simplified as the following [1]
(1.4) k =
kBT
h
q‡
q
.
It should be noted that the reaction coordinate is excluded in the partition function of
transition state q‡. The same zero energy at the bottom of the potential well of the reactant
is used for evaluation of the partition function of q‡ and q.
Eq. 1.4 can be written in the form
(1.5) k =
kBT
h
K#.
5with the assumption that the transition state is fully equilibrated with the reactant except
for the degree of freedom along the reaction coordinate. By replacing equilibrium constant
with Gibbs free energy, Eq. 1.5 can be represented as the following
(1.6) k =
kBT
h
e−∆G
#
=
kBT
h
e∆S
#
0/Re−∆H
#
0 /RT .
The kinetic parameters defined in Arrhenius expression (kArr = νeff e−Ea/RT ) can be
deduced directly from Eq. 1.6 by using
(1.7) Ea = kT 2
∂
∂T
lnk = ∆H#0 +RT,
where the weak dependence of ∆S#0 on the temperature is neglected. By comparing Arrhe-
nius form of rate constant with the Eq. 1.6, we can get the pre-factor νeff is
(1.8) νeff =
ekBT
h
e∆S
#
0/R.
Alternatively, for Eq. 1.4, we can shift the reference energy of transition state to the
energy at the saddle point, which is ∆E higher than the energy of the reactant R at the
bottom of potential well. So Eq. 1.4 can be written as
(1.9) k =
kBT
h
q‡0
q
e−∆E/kBT ,
where partition function q‡0 is referenced to energy at saddle point. For the calculation of
vibrational partition function, the bottom of the potential well energy should be used as the
reference, otherwise, the zero point energy should be taken into account in ∆E. Exactly
same expression of Ea and νeff can be obtained. For simplicity, the detailed derivation is
not shown here.
Nowadays, Density functional theory has been widely used to compute the kinetic pa-
rameters for elementary reaction processes. The derivation shown here aimed to provide
the direct comparison to Arrhenius expression, which is often used as a standard kinetic
analysis tool in experiment.
61.2.2 The Sabatier Principle
The catalytic performance of solid surfaces acting as catalysts for chemical transfor-
mations is determined by the complex interplay of different microscopic events. A good
catalyst should be able to bring reactants down to the surface, cleave the required chemi-
cal bond, hold the surface species in close proximity for forming product and also allow
the desorption of the product back into the gas phase, and finally release the active sites
for next catalytic cycle. An active metal can probably dissociate the molecules easily, but
might be limited by the desorption of products, which poison the catalytic sites. Less active
metal adsorbs molecules weakly and may not have the capacity to cleave the bond initially
resulting in negligible effect on the reaction. Intuitively, the optimum catalyst should be
the compromise between those two capabilities. Sabatier [4] stated that there must be an
optimum of the rate of a catalytic reaction as a function of the heat of adsorption. This is
the Sabatier principle [4] developed in the beginning of last century.
Sabatier principle is illustrated in Fig. 1.2 where the schematic catalytic reactivity
of various transition metals for oxygen reduction reaction (ORR in Eq. 1.10) shows a
volcano-shaped relationship as a function of the binding energies of oxygen species. The
observed catalytic trend of ORR on transition metals can be easily understood from Sabatier
principle. The metal to the left of the periodic table can dissociate O2 easily, but the sur-
face appears to be blocked by hydroxyl species. For the metal to the right side of the
periodic table, such as Ag and Au, they are intrinsically less reactive than those metals on
the left side. There is significant activation barrier to cleave the O-O for subsequent hy-
drogenation steps. Pt is the best pure-metal ORR electrocatalyst even though its catalytic
performance is still limited by the strong binding of hydroxyl (OH) to surface Pt sites. The
observed volcano relationship gives us indication that if we can slightly perturb the surface
properties of Pt to weaken the OH binding on the Pt, the ORR could be performed on the
7top of the volcano curve. Similar volcano-shaped relationships have been identified for
many other catalytic reactions [5–7], which has been providing the fundamental insights
into reaction mechanisms and guiding us designing better catalysts.
(1.10) 4(H++ e−)+O2→ 2H2O
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Figure 1.2: Schematic illustration of volcano relationship between catalytic activity of transition metals for
oxygen reduction reactions as a function of oxygen species binding energies
1.3 Universal Relationships for Estimating Bond Energies
Understanding the nature of chemical bonding between adsorbate and catalyst surfaces
is critical for unearthing underlying mechanisms of catalytic reactions, and for the rational
manipulation of the catalyst surface to obtain the desired catalytic properties. Accord-
ing to Transition State Theory, the kinetic rate of the elementary chemical transformation
is governed by the activation barrier resulting from its exponential dependence. At the
optimum coverage of reacting species during the course of chemical reactions, the vari-
ation of pre-factor is less pronounced than the effect of energy barrier separating the re-
8actants from the products. In principle, we could calculate the energetics of the chemical
transformation steps on all the interesting catalyst surfaces to identify the better catalysts.
However, considering that there are many elementary reaction steps and immense con-
figuration space of catalytic materials, it is not practical to screen for optimum catalysts
from first-principles calculations even though there are a few success [8–17]. To make
the computational screening for optimum catalytic materials practical, it is necessary to
have simple relationships for estimating the bond energies of reacting species or relating
them to the simple descriptor which can be readily available. In this section, we will re-
view several universal relationships related to the field of heterogeneous catalysis, which
can be used to build the full potential energy surfaces of chemical reactions with the bond
energies of simple adsorbates on catalyst surfaces. The potential energy surface can then
be combined with kinetic modeling approaches to evaluate the rate and/or selectivity of
the catalytic reactions. It should be noted that this step is usually used as rapid screening
of potential interesting materials. The potential energy surfaces of chemical reactions on
identified materials will be constructed from self-consistent electronic structure calcula-
tions for further studies and comparision with experiments.
1.3.1 The Brønsted-Evans-Polanyi Relationship
The adsorption energies of simple adsorbates are governed by electronic properties of
the surface sites (see details in Chapter II). The similar argument can be applied to transi-
tion states of elementary chemical transformations on the same catalytic sites. Considering
that the stability of different states of surface species are governed by the same underlying
physics, there is no surprise that there is correlation between energetics of various sur-
face intermediates including transition states. Actually, this linear relationship between
the reaction energies and the activation barriers as shown in Eq. 1.11 has been widely used
in homogeneous catalysis for a while, which is known as BEP relationship named after
9Brønsted [18], Evans [19] and Polanyi [20].
(1.11) δ∆Ea = αδ∆ER (0 < α < 1)
where ∆Ea is the activation barrier and ∆ER is the reaction energy. α is the BEP coefficient
characterizing the transition state structure on the reaction coordinate [1].
The relationship is valid if the elementary reaction steps proceed through similiar inter-
mediate structures and reaction coordinates. The development of DFT allows us to validate
the relationship for heterogeneous catalysis [21] and it has been shown that the BEP rela-
tionships are reasonably accurate for the prediction of the activation energies based on the
adsorption energies. The principle has been used in kinetic analysis programs [22], such
as micro-kinetic modeling and kinetic Monte Carlo simulations, and provides a fast way
for evaluating the kinetic rate of catalytic reactions.
1.3.2 Linear Scaling Relationship
The BEP relationship has shown that there is a linear correlation between the reaction
energy determined by the adsorption strength of surface species and the activation barrier
separating those surface species. The CPU time to construct full potential energy surfaces
of catalytic reactions can be significantly reduced since the transition state search calcu-
lation is very computationally rigorous. Some recent works have shown that the situation
can be further simplified [23, 24]. The binding energies of hydrogen-containing adsor-
bates (OHx, NHx, CHx and SHx) on metal surfaces can be related to the stability of small
fragments (O, N, C and S) as shown in Eq. 1.12 since they are determined by the same
underlying electronic structure.
(1.12) ∆EAHx = γ∆EA+ξ A = C, N, O, S
The same relationship can be extended to other types of catalytic materials, such as
oxide, sulfide or nitride [24]. Based on the Linear Scaling relationship and the BEP rela-
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tionship, it is possible to map out the full potential energy surfaces using only the bind-
ing energies of simple adatoms on varying catalytic surfaces. Those relationships have
been used to understand the trend of the surface reactivity of transition metals for ethanol
decomposition reaction [22], ammonia synthesis and methanation reactions [25]. The
validation of the relationship from basic theory of surface chemisorption also provides a
fundamental understanding of the nature of chemical bonding on metal surfaces [23].
1.3.3 Group Additivity
Based on the d-band model (details in Chapter II), BEP relationship and Linear Scaling
relationship, the full potential energy surfaces of simple chemical transformations on vari-
ous transition metal surfaces can be constructed based on the adsorption energies of simple
adsorbates on one metal surface. This theoretical framework has greatly reduced the com-
plexity and computational time of theoretical modeling of the surface reactions. However,
for some chemical reactions involving large chain species an additional relationship needs
to be introduced allowing us to theoretically understand those reaction mechanisms and
predict the surface reactivity. Those chemical transformations are essentially for several
industrial processes, such as hydrogenation of olefin with long chain hydrocarbons from
oil refining and the biomass reforming involving polyol feedstock. Benson introduced
group additivity for the kinetic modeling of gas phase reactions [26]. The same concept
has been extended to surface chemisorption of hydrocarbon fragments on transition metal
surfaces [27]. Combined with DFT calculations, the group additivity has been established
for polyol adsorption on metal surfaces [28], which has potential application for develop-
ing active catalysts for biomass conversions. For those types of large molecules, group
additivity provides a way to estimate the energetics based on the binding energy of simple
fragments and the bond strength between those fragments, which are tabulated [26].
Together with well-established d-band model, BEP relationship, the Linear Scaling
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relationship and Group Additivity, the kinetics of chemical transformations on catalyst
surfaces can be related to adsorption energies of simple adsorbates on one metal surface.
And there are several examples showing that a single descriptor exists form many chemical
reactions [29]. To design better catalysts for any chemical transformations boils down to
the question of how we can tune the surface reactivity or the binding energies of simple
adsorbates on metal surfaces, so the chemical reactions can be performed at the peak of
the volcano curve.
1.4 Research Philosophy
Since the thermodynamic stability of atoms or simple molecules can be used as the sin-
gle descriptor of the catalytic reactivity, a good strategy for searching for better catalysts
would be to design surfaces with the desired strength of chemical bonding of a specific ad-
sorbate on the surface. Understanding the nature of chemical bonding between adsorbate
and catalyst surfaces is the key component to rationally manipulate the catalyst surface to
obtain the desired properties.
However, on the periodic table, there is significant difference in adsorption energies
even for neighboring metals. According to Sabatier principle, the consequence of that
is one metal is inert, but neighbouring metal will be too chemically active and equally
inefficient. For example, Pt is the best elemental metal catalyst for oxygen reduction
reaction (ORR) in acidic condition. And it has been illustrated that the binding energies
of oxygen or oxygen containing species can be used as descriptors describing the catalytic
performance of metal surfaces for ORR. The oxygen binding energy on the Pt(111) surface
is about 1.0 eV (∼100 KJ/mol), which places the Pt on the left of the volcano plot meaning
that the removal of OH species is limiting the fuel cell performance as shown in Fig. 1.2.
However, even the first near neighbor silver surface has binding energy way too low (0.5
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eV) which makes adsorption of oxygen and O-O bond dissociation difficult.
To extend the phase space of periodic table, we need to figure out how we can slightly
and rationally perturb the electronic properties of catalyst surfaces to have desired proper-
ties. Traditionally there are several ways to improve the catalytic performance in industrial
catalysis, such as by alloying, doping or coupling with other stimuli (phonon, electron,
photon, etc.). However, almost all commercial catalysts, typically composed of multiple
ingredients, are selected through experimental trial and error approaches and far from op-
timized. The lack of predictive models for catalysts design is particularly problematic for
multi-component or multi-stimuli systems since the number of potential candidates is too
large to screen for optimal catalysts using time-consuming experimental measurements or
quantum-chemical calculations. The central question we attempt to answer in this project
is the following: How does a perturbation of surface electronic properties affect the ener-
getics for elementary reaction steps? The ultimate objective is to develop simple predictive
theories that can guide us in the discovery of novel, more efficient multi-component and
multi-stimuli catalysts. While in our studies we focus on a number of case studies, ev-
ery attempt is made to formulate universal knowledge-base that extends far beyond the
concrete case studies.
1.5 Suggested Readings
To understand the fundamentals of DFT in the field of computational chemistry, please
refer to the books [30, 31], which have been taken as standard DFT references with ex-
tensive mathematical derivations and chemistry insights. I would highly recommend the
book by Philip Hofmann [32] and the website for the understanding of the general con-
cepts in solid state physics. For details about the electronic structure of materials, two
solid state physics books are highly recommended [33, 34]. To understand the concept of
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chemical bonding on metal surfaces where the chemistry meets with physics, please refer
to the review articles by Roald Hoffman [35, 36] or extended version in book form [37].
For the application of DFT in the field of heterogeneous catalysis, a few review articles by
Nørskov et al. would be highly recommended [29, 38–40].
1.6 Scope of the Thesis
The objective of this thesis is to obtain a fundamental understanding of variations in
the surface reactivity of transition metals with perturbed electronic properties. The critical
question we attempt to answer is: How does a perturbation of surface electronic properties
affect the energetics for elementary reaction steps? The perturbation of surface electronic
properties can be accomplished by alloying with impurity elements, doping of surface
promoters, or imposing stimuli for electronic excitations.
In Chapter I, we start from the microscopic view of heterogeneous catalysis to illustrate
the length and time scales in our studies. After briefly introducing the transition state
theory, we have talked about the well-known Sabatier principles for understanding the
observed volcano-shaped trend of the surface reactivity of varying surfaces. Based on
those analysis, we have highlighted the role of binding strength of important intermediates
or adsorbates as the reactivity descriptor for catalytic reactions. We have briefly introduced
the effort in theoretical catalysis community for relating the thermodynamic stability of
molecules and the kinetics of elementary reaction steps to the adsorption energies of atoms
or groups. The research philosophy is presented, where we emphasized that understanding
of variations in the binding energies of simple adsorbates holds the keys to designing
catalytic materials with utmost energy efficiency and minimal environmental impact.
In Chapter II, the fundamental principles of density functional theory are briefly intro-
duced. For the development of physically transparent understanding of surface chemisorp-
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tion, we have elaborated several approximated models which have helped us gain a tremen-
dous amount of understanding of heterogeneous catalysis.
In Chapter III, we have developed a general theoretical framework for the analysis of
variations in the surface reactivity due to perturbed electronic properties of transition met-
als. In this theoretical framework, the variations in surface reactivity can be attributed to
one-electron energies, electrostatic and polarization contributions. The physical mecha-
nism and numerical evaluations of each contribution has been illustrated.
In Chapter IV, we have elaborated underlying mechanisms that govern variations in the
surface reactivity of host metal sites in response to the perturbation of electronic properties
by forming alloys.
In Chapter V, we have developed a very general and physically transparent model,
based on DFT calculations, which allows us to better understand adsorbate-adsorbate in-
teractions on metal surfaces doped with chemical promoters.
In Chapter VI, we have developed a first-principles based Finite-Temperature Electron
Scattering Model to investigate the energetic electron induced activation of adsorbed di-
atomic molecules over metal surfaces at finite temperature.
In Chapter VII, we have presented the general conclusions of our studies and the sig-
nificance for the field of heterogeneous catalysis.
CHAPTER II
Density Functional Theory
In this introductory chapter we will review some of the fundamental aspects of den-
sity function theory (DFT) in order to lay the foundation for the model development and
theoretical discussion in this thesis. The development of Density Functional Theory al-
lows us to obtain the detailed electronic structure information about individual catalytic
events by solving Schro¨dinger equation for collections of hundreds atoms at a high level
of accuracy. To understand the underlying physical mechanism that governs the kinetics of
surface reactions and develop simple models for rapid prediction without expensive quan-
tum chemical calculations, a trade-off of simplicity and accuracy is necessary to describe
the nature of interactions between the adsorbates and surfaces. In this chapter, I will intro-
duce several models within the theoretical framework of Tight Binding Approximations
for describing the surface chemisorption. Those theoretical models not only served as
standard tools to understand the surface reactivity of transition metals, but also established
the basis for further development in this thesis.
For deeper understanding of the electronic structure theory and its application for het-
erogeneous catalysis the reader is strongly encouraged to consult the textbooks listed in
Recommended Readings in Chapter I.
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2.1 Fundamental Principles
The Schro¨dinger equation [41] is the fundamental equation of physics for describ-
ing the behavior of electronic systems using quantum mechanics. The time-independent
Schro¨dinger equation is given as
(2.1) HˆΨ= EΨ,
where the Hamiltonian of the system can be represented as
(2.2) Hˆ =−∑
i
1
2
∇2i −∑
i,I
ZIe2
|ri−RI| +∑i> j
e2
|ri− r j| + Hˆ
kin
nucl + Hˆ
Hartree
nucl .
The first three terms describe the kinetic energy of the electrons, and the interaction of elec-
trons with nucleus and other electrons. The last two terms are the kinetic energy of nucleus
and the nucleus-nucleus repulsion. Based on Born-Oppenheimer approximation [42], the
Schrödinger View DFT View
Electron
External Potential
Kohn-Sham Particle
Effective Potential
Kohn-Sham Method
Electronic Structure
3N variables
Hard
3 variables
Easier
Hohenberg-Kohn Theorems
Figure 2.1: Schematic illustration of the comparison between Schro¨dinger and DFT views of many-body
problems
kinetic energy of nucleus can be neglected. Even with that, solving the Schro¨dinger equa-
tion still seems a formidable task since many-particle wavefunction relies on all the spatial
and spin coordinates of the particles (4N, where N is the number of particles in the sys-
tem). At that time, electron density n(r) has been occasionally used as the fundamental
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description of the system based on intuition instead of mathematical proof. The advantage
of usage of electron density, n(r), rather than many particle wave function is clear since
electron density depends only on x, y and z three variables. This comparison can be shown
clearly on Fig. 2.1.
2.1.1 The Hohenberg-Kohn Theorems
In 1965, Hohenberg and Kohn [43] provided the solid proof that electron density alone
determining the ground state electronic properties, and there exists the ground-state elec-
tron density minimizing the energy of the system. The proposed theorems have become
the fundamental basis of modern density functional theory. Since we have used those
fundamental formalisms in DFT for the derivation in Chapter 3, we will elaborate those
fundamental theorems as follows.
Theorem 2.1.1. (The First Hohenberg-Kohn Theorem [43])
For any system of electrons in an external potential υext(r), that potential is determined
uniquely, except for a constant, by the ground-state electron density n(r).
Simply speaking, if the electron density n(r) is available, then the external potential,
defined by the position and types of nucleus, is determined with trivial constant, which
will not change anything since the Hamiltonian with extra constant gives exactly the same
eigenfunction as original Hamiltonian. So the ground-state electron density also deter-
mines all the electronic properties of the system. It contains all the information as the full
many-body wavefunctions.
This theorem seems very trivial to proof, which can be found on any DFT textbook
[31, 44]. The theorem tells that there is one-to-one mapping between electron density and
the external potential and also all the other properties of the electronic system, however, it
did not provide any indication of how the electron density looks like and how to construct
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it.
Theorem 2.1.2. (The Second Hohenberg-Kohn Theorem [43])
For a trial density n˜(r), such that n˜(r)≥ 0 and
∫
n˜(r)dr = N, it satisfies
(2.3) Eυ [n˜(r)]≥ E0.
In Eq. 2.3, Eυ [n˜(r)] is the energy functional of trial electron density n˜(r). Proof is
straight forward as shown below,
(2.4) n˜(r)→ υ → ˜ˆHel → Ψ˜,
(2.5) 〈 Ψ˜|Hˆ|Ψ˜ 〉= Eυ [n˜(r)]≥ E[n0(r)]≡ E0.
The second Hohenberg-Kohn theorem provides variational principle in electron density
n(r) for ground states. In other words, if some density represents the correct number of
electrons N, the total energy calculated from this density cannot be lower than the true
energy of the ground state. The electron density n(r) minimizing the energy functional is
the exactly ground state electron density. Even though the second theorem provides the
path for obtaining the ground state density from variations principles, it did not have any
practical implementation for doing that.
2.1.2 The Kohn-Sham Equations
Based on Hohenberg-Kohn theorems, density-functional theory reduces a many-body
problem for the N particle wavefunctionΨ(r1,s1; . . . ;rN ,sN) (4N variables) to one in terms
of the charge density n(r) (3 variables). The ground state energy of a many-electron system
can be obtained as the minimum of the energy functional
(2.6) E0[n] = min
n→N
(T [n]+Vee[n]+
∫
n(r)υextdr),
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where T is the kinetic energy of the electrons with density n(r), Vee is the electron-electron
interactions. υext is the external potential of the nucleus given by
(2.7) υext =∑
I
−ZI
|RI− r| .
The straightforward application of this formula has one tremendous difficulty that there
is no accurate density functional of the kinetic term. Kohn and Sham (1865) [45] have
designed an ingenious way of working around this considering that the kinetic energy can
be easily obtained if the wavefunction is known. By combining the idea of wavefunction
and density approaches, they proposed a fictitious system with the same electron density
as the real system. The energy of this system is written as
(2.8) E = Ts[n]+
∫
n(r)υextdr+ Jee[n]+Exc[n],
where Ts[n] is the kinetic energy of electrons in a system which shares the same electron
density as the real system. Jee[n] is the classical Coulomb interaction between electrons.
Exc[n] is the exchange-correlation functional.
Based on Kohn-Sham scheme, the problem in Eq. 2.6 was simplified to solving the
Schro¨dinger equation with non-interacting electrons moving in an effective potential υeff
so that
(2.9) − 1
2
∇2ψi(r,s)+υe f f (r)ψi(r,s) = εiψi(r,s).
where the effective potential is defined as
(2.10) υeff (r) = υext(r)+
∫ n(r′)
r− r′dr
′+
δExc[n]
δn
.
Exc[n] is called exchange-correlation energy, which includes all the energy contributions
which were not accounted for by the Hamiltonian [31], such as electron exchange and
electron correlation since non-interacting electrons do not correlate their movements, the
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kinetic energy correcting T0[n] to obtain true kinetic energy of a real system Te[n], and the
correction for self-interaction introduced by the classical coulomb potential.
Theoretically, if we know the exact functional Exc[n], we could solve the system ex-
actly. The simplicity of the theory has the paid-off that there is no systematically way for
improving this functional.
The corresponding charge density n(r) can be written as the sum of the squares of a set
of orthonormal wave functions
(2.11) n(r) =
N
∑
i
∑
s
|ψi(r,s)|2.
This system is then solved iteratively, until self-consistency of the electron density,
eigenfunction and energy is reached. Density can be used to calculate the energy of the
system according to
E[n] =Ts[n]+ Jee[n]+
∫
υextn(r)dr+Exc[n](2.12)
=− 1
2
N
∑
i
〈ψi|∇2|ψi〉+ 12
N
∑
i
N
∑
j
∫ ∫
|ψi(r1)|2 1r12 |ψ j(r2)|
2dr1dr2
−
N
∑
i
∫ M
∑
A
ZA
r1A
|ψi(r1)|2dr1+Exc[n].
In practical implementation, the energy of the system can be more efficiently evaluated
by combining Eq. 2.8 to 2.10 so that
(2.13) E =
N
∑
i
εi− 12
∫ n(r)n(r′)
|r− r′| drdr
′+Exc[n]−
∫ δExc[n]
δn(r)
n(r)dr.
The schematic illustration of the Kohn-Sham implementation of DFT is shown in
Fig. 2.2 for simplicity.
This effective potential defined in Eq. 2.10 is a sum of the potentials due to elec-
tron/nuclei electrostatic interaction (υext(r)), electron/electron electrostatic interaction, and
the exchange-correlation potential, υxc (which is unknown). Using this approach the prob-
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Figure 2.2: Schematic illustration of Kohn-Sham implementation of DFT
lem of strongly interacting electron gas is mapped rigorously onto a problem of single
particles (electrons) moving in some effective, non-local potential υeff .
In order to obtain ground-state n0 and E0 one needs to solve the Kohn-Sham equa-
tions self-consistently. For the practical application of the theory, an explicit expression
for Exc[n], i.e., υxc is needed. The exact expression for Exc[n] is not known. However,
there are two commonly used approximations for Exc[n]: the local density approximation
(LDA) and generalized gradient approximation (GGA). In the LDA, the exact exchange
and correlation energy per particle calculated for a homogeneous electron gas is used. In
the GGA an extra term that depends on the gradient of electron density is added to the
LDA exchange and correlation energy. There are certain conditions that this correction
has to satisfy and for those Perdew et al. [46] can be consulted. It has been shown that
these approximations, LDA and GGA, work surprisingly well and that DFT can repro-
duce various experimental results (the energies, bond lengths, ground state geometries of
molecular structures, etc) with very high accuracies.
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2.1.3 Relating Electronic Energies to Thermodynamic Properties
As stated in the Transition State Theory, the rate constant for an elementary reaction
step depends on the free energy instead of just reaction enthalpy since the entropy will
modify the pre-factor. It is critical to understand how the DFT-calculated energies related
to thermochemistry.
The energy E(V,N) from standard DFT calculations represents the Helmholtz free en-
ergy A(T,V,N) at (T =0, p=0) with the neglect of the zero-point vibrational energies [47].
The Gibbs free energy of the system is
(2.14) G(T, p,N) = A+PV =U−T S+ pV.
In the following, I am going to talk about the contribution from various degree of free-
dom including vibration, rotation and translation into each terms.
2.1.3.1 Vibration
By referencing energy to the zero-point energy state, the partition function of vibra-
tional degree of freedom is
(2.15) Qvib =∑
i
1
1− e−hνi/kBT .
The contribution to the internal energy is expressed as
(2.16) Evib =∑
i
(
hνi
2
+
hνi · e−hνi/kBT
1− e−hνi/kBT
)
.
As we can see that the zero-point energy has been explicitly taken into account.
The entropy of the vibrational contribution can be calculated as
(2.17) Svib = R∑
i
(
hνi/kBTe−hνi/kBT
1− e−hνi/kBT − ln(1− e
−hνi/kBT )
)
.
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2.1.3.2 Rotation
For linear molecules, the partition function of rotation degree of freedom is
(2.18) Qrot =
8pi2IkT
σh2
,
where I is the initial of the molecule; σ is the symmetry number. For linear molecule σ is
2, but it is 1 for non-linear molecules. The energy contribution is RT for linear molecule
and 3/2RT for non-linear molecule.
The entropy of rotation contribution for linear molecules is
(2.19) Srot = R ln
[
8pi2IkBT
σh2
]
+R.
For non-linear molecules, it gives
(2.20) Srot =
R
2
ln
[
pi√
σ
(
8pi2cIA
h
)(
8pi2cIB
h
)(
8pi2cIC
h
)(
kBT
hc
)3]
+
3
2
R.
2.1.3.3 Translation
The partition function for translational degree of freedom is
(2.21) Qtra =
(√
2piMkBT/NA
h
)3
.
The translational energy contribution is 3/2RT for 3 degrees of freedom.
The entropy can be calculated as
(2.22) Stra = R ln
((
2piMkBT
h2
)3/2 kBT
P
)
+
5
2
R.
The internal energy is calculated as
(2.23) U = EDFT +[Ezero+Evib 0→T ]+Erot +Etra.
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Figure 2.3: Schematic illustration of band formation
2.1.4 Electronic Properties of Transition Metal Surfaces
To understand the electronic properties of transition metal surfaces, we first need to
introduce the concept of band formation, which is illustrated in Fig. 2.3.
From the molecular orbital theory, widely used in chemistry, we can understand that the
interaction between atomic orbitals forms two discrete states separated in energies, called
bonding and anti-bonding states as shown on the left side of Fig. 2.3. As the number
of interacting atomic orbitals increases by forming linear chains of atoms, the amount
of resulting molecular orbitals increases, leaving small energy difference between energy
levels. The solid materials contain Avogadro numbers of atoms and orbitals, the forming
energy states are so close in energies that the distribution of energy states can be seen as
continuous, i.e., the formation of band.
The electronic bands of transition metals include broad, featureless sp-band and lo-
calized d-band. The shape of different bands is governed by the symmetry of interaction
orbitals and the coupling strength [35, 36]. In this section, we are also going to elaborate
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the role of different bands for determining the binding energies of simple adsorbates. Un-
derstanding the basic interaction mechanism of a single adsorbate state with the transition
metal electronic bands is the first step for tuning the electronic properties of metal surfaces
for improved surface reactivity.
2.2 Tight-Binding Approximation for Understanding of Surface Chemisorption
2.2.1 Hammer-Morikawa-Nørskov Two-Level Interaction Model
Considering two arbitrary orbitals, denoted as ψA and ψB, which can be the orbital of
any kind, such as atomic orbitals or molecular orbitals, the interaction between those two
orbitals results in the new states with wavefunctions to be determined. From perturbation
point of view, two non-interacting orbitals constituents the unperturbed system and the
interaction represents the perturbation as illustrated in Fig. 2.4 (adapted from [48]). We
Figure 2.4: (a) Perturbation view of two orbital interactions (b) Standard interaction diagram of two orbital
interactions
would like to determine the wavefunctions of whole system and energy of the forming new
states. This basic problem has been solved using orbital interaction theory [48] and the so-
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lution has been widely used in organic chemistry, known as molecular orbital theory. The
similar approach has been extended for studying the interactions between adsorbate states
with d-band of the surface [49]. Here, we will start from the same theoretical framework
of interacting orbitals with emphasis on the chemical insights and physical mechanisms.
This derivation will serve as standing alone section for understanding of basic interactions
between orbitals.
According to molecular orbital theory, the molecular orbital wave function can be writ-
ten as linear expansion of constituent atomic orbitals as
(2.24) ψ = cAψA+ cBψB.
The Kohn-Sham equation for each orbitals is that
(2.25) (−1
2
∇2+υA)ψA = εAψA,
where υA is the effective potential for system A. For the combined system, assuming that
υAB = υA+υB, the Hamiltonian of the interacting system can be approximated as
(2.26) HAB =−12∇
2+υAB = HA+υB = HB+υA.
The Schro¨dinger equation we will solve is
(2.27) HABψAB = εψAB,
where
(2.28) HAB = 〈ψA|− 12∇
2+υAB|ψB〉=V.
The overlap integral of two wavefunctions is
(2.29) 〈ψA|ψB〉= S.
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Solving Eq. 2.27, it yields
(2.30) ε± =
(εA+ εB)∓
√
4V 2+(1−S2)(εA− εB)2
2(1−S2) .
Typically S will be small, so Eq. 2.30 can be simplified as
(2.31) ε± =
εA+ εB
2
−V S∓
√
4V 2+∆2
2
.
Anti-bonding
Bonding
|V|S εB
εA
|V|Sε-
ε+ f
Figure 2.5: Simple case of interaction between adsorbate state εA with metal d-state εB
For specific case of interaction of adsorbate state ψA with substrate d-state ψB with
filling f , by summing the one-electron energies difference due to the interaction as shown
Fig. 2.5, it yields
(2.32) ∆E = 2ε++2 f ε−−2 f εB−2εA.
Based on the solution of two interacting orbitals in Eq. 2.31, we have
2ε+ = εA+ εB−2V S−
√
4V 2+∆2
2ε− = f (εA+ εB−2V S+
√
4V 2+∆2),(2.33)
where ∆= |εA− εB|. As we define
(2.34) Wad =
√
4V 2+∆2,
and S =−αV , the energy change due to interaction can be written as
(2.35) ∆E =−(1− f )(Wad−∆)+2(1+ f )αV 2.
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If ∆2 4V 2, using first-order Taylor expansion with x = 4V 2/∆2, we have
(2.36) Wad ≈ ∆+ 2V
2
∆
.
Take Eq. 2.36 into Eq. 2.35, we can obtain simplified expression for energy change as
(2.37) ∆=−2(1− f ) V
2
|εA− εB| +2(1+ f )αV
2,
where the coefficient 2 is accounting for 2 electrons in adsorbate orbital. If the adsorbate
state is pi-orbital, then the coefficient should be just 4.
Above, we have derived the energy change of fully occupied adsorbate orbital interact-
ing with metallic d-band with filling f . For fully empty states interacting with metallic
d-band of filling f , the energy change can be derived with same method. The final express
we have derived is
(2.38) ∆=−2 f V
2
|εA− εB| +2α fV
2,
where, for pi-orbital, the coefficient is 4.
2.2.2 Newns-Anderson Model
|a〉 |k〉
Newns-Anderson Hamiltonian
d-band
Figure 2.6: Schematic illustration of interaction between adsorbate orbital with the d-band of the substrate
within Newns-Anderson model
The simple two level problem discussed above must be modified slightly at a surface.
Here an adsorbate state will not just interact with a single surface state, but rather with a
continuum of states as illustrated in Fig. 2.6.
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Consider a metal surface with one-electron states |k〉 with energy εk, and an adsorbate
with a single valence state |a〉 with energy εa. When the adsorbate is brought to a position
just outside of the surface, the two sets of states are coupled by matrix elements Vak =
〈a|Hˆ|k〉, where Hˆ is the Hamiltonian [50, 51] of the combined system defined as
(2.39) Hˆ = εac+a ca+∑
k
εkc+k ck +∑
k
(Vakc+k ca+V
∗
akc
+
a ck),
where the first term is the one electron energies of the adsorbate state before interaction,
and the second term is the sum of one-electron energies of the substrate before switching
the interaction with adsorbate state. The last term in Eq. 2.39 is the coupling between
adsorbate state and metal d-states.
Following the derivation in literature [49, 51], we expand the solutions |i〉 of Hˆ in terms
of the free adsorbate and surface solutions as
(2.40) |i〉= cai|a〉+∑
k
cki|k〉.
The assumption is that the wavefunction of the whole system can be written as the linear
combination of wavefunction of adsorbate |a〉 and the surface |k〉, which essentially means
that the Pauli repulsion is neglected. The the Schro¨dinger equation can be written
(2.41) Hˆci = εici.
Eq. 2.41 can be written in the vector representation as shown in the following,
(2.42)

φa
ψ1
...
ψk
...
ψn

Hˆ(φa ψ1 · · · ψk · · · ψn)

cai
c1i
...
cki
...
cni

= εi

cai
c1i
...
cki
...
cni

,
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where the matrix elements are
〈a|Hˆ|a〉=Hˆaa = εa
〈k|Hˆ|k〉=Hˆkk = εk
〈a|Hˆ|k〉=Hˆak =Vak =Vka.(2.43)
This results in a determinant of the following form,
(2.44)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Hˆaa− ε Va1 · · · Vak · · · Van
V1a Hˆ11− ε · · · 0 · · · 0
...
... . . . · · · · · · · · ·
Vka 0 0 Hˆkk− ε · · · 0
...
...
...
... . . .
...
Vna 0 0 0 · · · Hˆnn− ε
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0.
There are infinitely many metal states and it is impossible to keep track of all of them
when the coupling is switched on. It is therefore instructive to follow the projection of
the density of states Ψi on the adsorbate state φa as adsorbate approaches the surface and
starts interaction with substrate states. We have
(2.45) na(ε) =∑
i
|〈i|a〉|2δ (ε− εi),
where the sum is over the eigenstates of the full Hamiltonian. We can write this as the
following.
(2.46) na(ε) =− 1pi Im∑i
〈a|i〉〈i|a〉
ε− εi+ iδ =−
1
pi
ImGaa(ε),
with δ = 0+. The projection on the adsorbate state of the so-called single particle Green
function [49] is
(2.47) G(ε) =∑
i
|i〉〈i|
ε− εi+ iδ ,
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which is defined by the function [49]
(2.48) (ε−H+ iδ )G(ε) = 1.
The proof of Eq. 2.46 is the following. Lorentzian function
(2.49) f (ε) =
δ
pi[(ε− εi)2+δ 2] ,
which will become a delta function for δ → 0+ since
(2.50)
∫ +∞
−∞
f (ε)dε =
∫ +∞
−∞
δ
pi[(ε− εi)2+δ 2]dε = 1.
The conversion from delta function to Green function is the following,
lim
δ→0+
Im
(
1
ε− εi+ iδ
)
= lim
δ→0+
Im
[
ε− εi
(ε− εi)2+δ 2 −
iδ
(ε− εi)2+δ 2
]
=− lim
δ→0+
piδ
pi[(ε− εi)2+δ 2] =−piδ (ε− εi)(2.51)
Going back to the projected density of state on the adsorbate defined in Eq. 2.46 using
one-particle green function G(ε), we have
(2.52) Gaa(ε) =
1
ε− εa−q(ε) ,
where q(ε) can be written as
(2.53) q(ε) = Λ(ε)− i∆(ε).
The expression for ∆(ε) can be obtained as
∆(ε) =− lim
δ→0+
Im
(
∑
k
V 2ak
(ε− εk + iδ )
)
=pi∑
k
V 2akδ (ε− εk),(2.54)
which can be seen as the hopping matrix element between the adsorbate state and the metal
state.
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Λ(ε) is basically the Kronig-Kramer transformation of ∆(ε), given by
(2.55) Λ(ε) =
1
pi
∫ +∞
−∞
∆(x)
x− ε dx.
The projected adsorbate state is just the Imaginary part of Gaa, say
na(ε) =− 1pi Im(Gaa) =−
1
pi
Im
(
1
ε− εa−Λ(ε)+ i∆(ε)
)
=− 1
pi
Im
(
ε− εa−Λ(ε− i∆(ε))
[ε− εa−Λ(ε)]2+∆(ε)
)
=
1
pi
∆ε
[ε− εa−Λ(ε)]2+∆(ε)2 .(2.56)
Based on the calculated projected density of state on the adsorbate, the energy change
due to the interaction between adsorbate state and metal d-states can be calculated. In next
section, we are going to shown some essential features of adsorbate interaction with elec-
tronic bands that could not be obtained with simple Two-Level interaction model. How-
ever, since the Pauli repulsion is not explicitly taken into account into the Hamiltonian, so
the Newns-Anderson model can not be used for the system where the Pauli repulsion is
dominant. We will elaborate this point further in Chapter IV.
2.2.3 Hammer-Nørskov d-band Model
d-band model can be seen as the simplification of Newns-Anderson model. The in-
teraction of adsorbate states with metallic sp gives the resonance states. This normalized
resonance state will further interact with localized d-band giving rise to bonding and anti-
bonding states. The energy change due to sp-band interaction is similar for varying tran-
sition metal surfaces since they have similar broad and featureless sp-band. The further
interaction with localized d-band leads to the variations in the surface reactivity.
The d-band model singles out three surface properties contributing to the ability of the
surface to make and break adsorbate bonds: (i) the center of the d-bands, (ii) the degree of
filling fd of the d-bands, and (iii) the coupling marix element Vad between the adsorbate
33
states and the metal d-states. The effect of those physical variables is investigated thor-
Figure 2.7: Interaction between adsorbate state with metal d-states based on the Newns-Anderson model
with varying (a) d-band width (b) coupling strength (c) d-band center
oughly by using Newns-Anderson model [52] as shown in Fig. 2.7 (adapted from [52]).
From Fig. 2.7(a), we can clearly see that the adsorbate will form the resonance state by in-
teraction with broad band, which is characteristic of the interaction with metal sp-band. In
Fig. 2.7(b), the coupling strength between adsorbate state and metal band is increasing, and
we can see the adsorbate state starts from single resonance to bonding and anti-bonding
orbitals, which is characteristic of the interaction with metal d-band. In Fig. 2.7(c), as
the d-band center is moving up, the forming anti-bonding orbital also moves up in en-
ergies and gets less occupied. That indicates that the adsorbate bonding strength to the
surface would be stronger. All of the studies showing here are general conclusions from
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d-band model, and it has significantly increased our general understanding of the surface
interactions.
CHAPTER III
The General Theoretical Framework for Understanding Variations in
the Surface Reactivity of Transition Metals
3.1 Introduction
Most heterogeneous catalysts of industrial importance are multicomponent materials
that were discovered through experimental trial and error approaches [53]. Nowadays,
electronic structure theory has been developed into the stage that it can be used to predict
the energetics and reaction pathways of elementary chemical transformations on metal sur-
faces with reasonable accuracy. Density functional theory (DFT) calculations and kinetic
modeling approaches, have shown that catalytic materials with atomically tailored struc-
tures and improved catalytic performance confirmed by experimental measurement can
be designed from first-principles [8–17]. However, the immense phase space of possible
formulations of catalytic materials precludes thorough screening [54], even with combina-
torial high-throughput experiments or quantum-chemical calculations. The critical objec-
tive of fundamental research in heterogeneous catalysis is the development of predictive
theories for rational design of efficient catalysts. The formulation of predictive theories
will require the development of simple, physically transparent, yet sufficiently accurate
models that would inform us about the underlying physical factors governing variations in
the local chemical reactivity of catalytic sites.
Ever since the early development of density functional theory by Hohenberg-Kohn [43]
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and later Kohn-Sham [45], there have been great efforts pursuing simple methods for pre-
dicting the energetics of elementary chemical transformations on solid surfaces, e.g., the
adsorption of simple molecules. Newns [51, 55] first studied the surface chemisorption of
simple molecules on metal surfaces using Anderson’s [50] approach originally developed
for understanding the occurrence of localized magnetic moments in metals with impu-
rities. In this method, the phenomenon of surface chemisorption is described based on
the coupling between adsorbate valence orbitals with the electronic band of the substrate
within the Tight-Binding Approximation [56–58]. Varma and Wilson [59, 60] derived a
simple model which can relate the binding energies of atoms (e.g., hydrogen and oxygen)
on transition metal surfaces to the local electronic structure of catalytic sites, e.g., the av-
erage position of the d-states with respect to the adatom valence orbital energy and the
overall width of the d-band. Almost simultaneously, Effective Medium Theory [61] has
been developed to understand the chemisorption of simple molecules on metal surfaces
by evaluating the embedding energy of simple adsorbates on a homogeneous electron gas.
The covalent interaction between adsorbate valence states and metal d-states can be in-
cluded as a perturbation to the embedding energy with a homogeneous electron gas [62].
This simple picture of surface chemisorption has been widely used for the general under-
standing of the surface reactivity of transition metals, and it has been guiding us to design
better catalysts since then [63].
In this Chapter, we have employed the fundamental formalism of density functional
theory (DFT) to develop a general theoretical framework allowing us to identify the under-
lying mechanisms that govern variations in the surface reactivity of transition metals upon
the perturbation of electronic properties. This general and unifying theoretical framework
has been the guiding principle for us to understand the fundamental mechanisms asso-
ciated with variations in the surface reactivity of transition metals due to alloying with
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impurity elements (Chapter IV), doping of substrates with chemical promoters (Chapter
V), and imposing stimuli for electronic excitations (Chapter VI).
3.2 Detailed Derivation of the General Theoretical Framework
The intrinsic surface reactivity of catalytic materials is governed by their electronic
properties [63]. Any perturbation of local electronic properties of the substrate would give
rise to variations in the surface reactivity. Regardless of the underlying physics of pertur-
bations introduced to the system, it is desirable to develop a general theoretical framework
for describing variations in the surface reactivity due to the perturbation of surface elec-
tronic properties.
In this derivation, we have mainly employed the fundamental formalism of density-
functional theory [43, 45, 64]. Similar methods have been used previously for energy-
partitioning analysis of interacting atoms in molecules [44]. In this dissertation, we have
extended this method for understanding of the stability of adsorbates on metal surfaces
with arbitrary perturbation potential. The final expression we have derived in the follow-
ing is very similar to the previous work by Nørskov et al. using Effective Medium Theory
with frozen density and frozen potential approximations [65–67]. The mathematical ex-
pression obtained in this dissertation is very general since we did not restrict ourselves to
the specific form of perturbation potential.
Starting from the basic DFT expression, the adsorption energy change of adsorbate A
due to the perturbation (M→ M˜) of electronic properties of the substrate can be illustrated
in Fig. 3.1. ∆∆E is defined as variations in the binding energy of adsorbate A due to the
perturbation of the substrate from M to M˜. ρ (including electron and nucleus charge) and
υ are the charge density and electrostatic potential of the unperturbed electronic system,
respectively. The variable with tilde represents the system with perturbations.
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Figure 3.1: Variations in the binding energy of adsorbate A due to the perturbation of electronic properties
of the substrate from M to M˜
∆∆E = ∆E˜A−∆EA
= (EA/M˜−EM˜−EA)− (EA/M−EM−EA)
= (EA/M˜−EA/M)− (EM˜−EM)(3.1)
From Hohenberg-Kohn theorems [43, 64] and Kohn-Sham equations [45], the ground-
state energy of the electronic system can be written as the functional of the ground-state
electron density, n, as shown in
E =
occ
∑
i
εi[n]−
∫
nυe f f dr+
∫
nυextdr
+
1
2
∫∫ n(r)n(r′)
|r− r′| drdr
′+Exc[n]+Enn,(3.2)
where εi is the one-electron energies calculated for non-interacting electron gas moving
in the effective potential υe f f . The only connection of this fictitious system with the real
world counterpart is that they share the same electron density, n. υext is the external poten-
tial imposed by core electrons and nucleus (usually expressed as pseudopotentials [68]).
Exc is the exchange-correlation energy describing the dynamic interaction of moving elec-
trons and everything else not taken into account by the Hamiltonian [44]. Enn is the energy
associated with the repulsion between the ionic cores. The energy expression in Eq. 3.2 is
also known as Harris functional [69]. If the ground-state electron density, n, for a given
system is inserted in Eq. 3.2, the ground-state energy and all the electronic properties of
the system can be determined. According to the variational principle, small variations in
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the electron density (away from the ground-state density) lead to only a second order error
in energies [49]. It has been demonstrated previously that an acceptable choice for the
density is to assume that the region (in Fig. 3.1) close to A has a frozen density corre-
sponding to only A adsorbed on the surface. This approach was utilized previously by
Nørskov et al. [62] to obtain a meaningful and physically transparent expression for the
adsorbate-adsorbate interaction energy in terms of electron densities and potentials calcu-
lated independently for each adsorbate on the surface.
Rather than assuming frozen density and potential, we have taken a slightly different
approach. The adsorption energy change of adsorbate A in Eq. 3.1 due to the perturbation
of electronic properties of the substrate (M→ M˜) can be simplified as
(3.3) ∆∆E = ∆EA/M[NA/M, ∆υ ′]−∆EM[NM, ∆υ ],
where we replace the perturbed surface by the clean surface with the corresponding pertur-
bation of external potential, ∆υ ′(r) and ∆υ(r), denoted as dynamic perturbation potential
(including the effect of coadsorbed adsorbate A) and static perturbation potential, respec-
tively. This transformation is ground on the Hohenberg-Kohn theorem I [43].
In Eq. 3.3, NA/M and NM are the number of electrons of the system A/M and M, respec-
tively. ∆EA/M[NA/M, ∆υ ′] is the total energy change of the system A/M due to the dynamic
perturbation potential, ∆υ ′(r), and ∆EM[NM, ∆υ ] is the total energy change of the system
A/M due to the static perturbation potential, ∆υ(r). Static perturbation potential, ∆υ ,
defined as
(3.4) ∆υ(r) = υM˜−υM,
is directly imposed by external perturbations in the absence of adsorbate A. Dynamic
perturbation potential, ∆υ ′, defined in
(3.5) ∆υ ′(r)≈ ∆υ(r)+
∫ [ δ∆υM˜
δ∆ρM˜(r′)
]
N
∆ρA(r′)dr′,
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has included the effect of adsorbate A on the external perturbation based on the linear
response function.
In Eq. 3.5 ∆ρA is adsorbate A induced charge density difference which has included
electrons and nucleus, is defined as
(3.6) ∆ρA = ρA/M−ρM.
The dynamic perturbation potential, ∆υ ′(r), can be replaced by the static perturbation
potential, ∆υ(r), with the ignorance of adsorbate A induced polarization energy on M˜
system [44] temporarily as
(3.7) ∆∆E = ∆EA/M[NA/M,∆υ ]−∆EM[NM,∆υ ].
For special cases where the adsorbate A induced polarization energy of external perturba-
tion sources is not negligible, e.g., adsorbate-adsorbate interactions on metal surfaces, we
can easily include it with second order perturbation theory.
The interaction energy ∆∆E can be separated into electronic and nucleus-nucleus re-
pulsion terms as
∆∆E = ∆EeA/M[NA/M, ∆υ ]−∆EeM[NM, ∆υ ]
+∆V nA/M[ZA/M, ∆υ ]−∆V nM[ZM, ∆υ ],(3.8)
where Z is the nuclear charge distribution of the corresponding system, ∆Ee and ∆V n are
the change of the electronic energy and nucleus-nucleus repulsion energy due to the per-
turbation of external potential, ∆υ(r), respectively. The interaction of the nucleus of sub-
strates with the perturbation of external potential ∆υ(r) is cancelled in Eq. (3.8) resulting
in
∆∆E = ∆EeA/M[NA/M, ∆υ ]−∆EeM[NM, ∆υ ]
+∆V nA [ZA, ∆υ ].(3.9)
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The total energy change of free adsorbate A with the perturbation of external potential
∆υ(r), for simplicity denoted as ∆EA[NA,∆υ ], can be expressed as [44]
∆EA[NA,∆υ ] =∆V nA [ZA, ∆υ ]+∆E
e
A[NA, ∆υ ]
=∆∑
i
ε iA[∆υ ]+
∫ A
ρA∆υdr
+
∫ ∫ [ δρA(r)
δ∆υ(r′)
]
N
∆υ(r′)∆υ(r)dr′ dr,(3.10)
which includes the energy change [44] of free adsorbate A due to the one electron energy
change, the interaction of external potential ∆υ(r) with static dipole moment of A, and the
relaxation of charge density ρA. Combining Eq. (3.9) and Eq. (3.10), it yields
∆∆E−∆EA = ∆EeA/M[NA/M, ∆υ ]−∆EeM[NM, ∆υ ]
−∆EeA[NA, ∆υ ].(3.11)
For simplicity, the terms on left can be denoted as ∆∆E ′ temporarily as
(3.12) ∆∆E ′ = ∆∆E−∆EA.
The total differential interaction energy, ∆∆E ′, will be
d(∆∆E ′) =∑
i
[
∂ (∆∆E ′)
∂Ni
]
N j( j 6=i),∆υ
dN+
∫ [δ (∆∆E ′)
δ∆υ(r)
]
N
d∆υ(r)dr,(3.13)
where i represents A/M, M and A.
From Janak Theorem [70], we can get
(3.14)
[
∂ (∆∆E ′)
∂Ni
]
N j( j 6=i),∆υ
= ξi
[
∂∆Eei [Ni, ∆υ ]
∂Ni
]
∆υ
= ξi ∆εNii [∆υ ],
where ∆εNii [∆υ ] is the energy change of Kohn-Sham orbital for system i under the pertur-
bation of external potential ∆υ(r). ξi is the coefficient for system i, which is +1 for A/M,
−1 for M and A.
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Based on the standard first-order perturbation theory [44], we have[
δ (∆∆E ′)
δ∆υ
]
N
=
[δ∆EeA/M
δ∆υ
]
N
−
[
δ∆EeM
δ∆υ
]
N
−
[
δ∆EeA
δ∆υ
]
N
= n˜A/M− n˜M− n˜A = ∆nt′A[∆υ ],(3.15)
where n˜i is the electron density distribution of system i under the perturbation of external
potential ∆υ(r) and ∆nt′A is adsorbate A induced total electron density difference for the
perturbed system.
Eq. (3.13) can be simplified as
d(∆∆E ′) =∑
i
ξi∆εNi [∆υ ]dN+
∫
∆nt′A[∆υ ]d∆υ(r)dr.(3.16)
Integrating Eq. (3.16) and combining with Eq. 3.12, it yields
∆∆E =∑
i
ξi
∫ Ni
0
∆εNi [∆υ ]dN+
∫
∆nt′A[∆υ ]∆υ(r)dr+∆EA[NA,∆υ ].(3.17)
The integral
∫ Ni
0
∆εNi [∆υ ]dN can be taken as the sum
(3.18)
∫ Ni
0
∆εNi [∆υ ]dN =
Ni
∑
N=1
∆εNi [∆υ ].
Using the first order Taylor expansions, ∆nt′A[∆υ ] can be written as
(3.19) ∆nt′A[∆υ ]≈ ∆ntA(r)+
∫ [δ∆ntA(r)
δ∆υ(r′)
]
N
∆υ(r′)dr′,
where the adsorbate A induced total electron density difference ∆ntA(r) for unperturbed
systems is defined as
(3.20) ∆ntA(r) = nA/M−nM−nA.
Insert the expression for ∆nt′A[∆υ ] from Eq. 3.19 and ∆υ(r) from Eq. 3.5, into Eq. 3.17,
we can get
∆∆E = ∑
i
ξi
Ni
∑
N=1
∆εNi [∆υ ]+
∫ A
∆ρ tA(r)∆υ(r)dr+∆EA[NA,∆υ ].(3.21)
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Insert the expression of ∆EA[NA,∆υ ] defined in Eq. 3.10 into Eq. 3.21, we can get the
final expression of the model as
∆∆E = δ
Ni
∑
N=1
∆εNi [∆υ ]+
∫ A
∆ρA(r)∆υ(r)dr
+
∫ ∫ [ δ∆ρA
δ∆υ(r′)
]
N
∆υ(r′)∆υ(r)dr′ dr,(3.22)
where δ is due to the existence of adsorbate A. We note that the adsorbate A induced
charge polarization effect on the external perturbation sources is ignored for simplicity
and generality of the expression of Eq. 3.22. For special cases where the polarization
energy due to the adsorbate A is not negligible, additional expression similar to the last
term in Eq. 3.22 should be included.
3.3 Physical Interpretation and Computational Evaluation of Contributing Terms
The general theoretical framework (Eq. 3.22) we have developed based on the basic
DFT formalism allows us to probe the fundamental mechanism of variations in the surface
reactivity of transition metals with any perturbation. The advantage of this theoretical
framework is that every term can be evaluated independently, so we can use it to identify
the underlying physical factors governing the trend of surface reactivity.
3.3.1 Electronic Orbital Interaction
The first term in Eq. 3.22 represents the electronic contribution related to the change
in one-electron orbital energies of A/M and M due to change of surface electronic prop-
erties via surface-mediated or through-space electronic communication. This mechanism
of interactions accounts for the covalent charge sharing due to the creation of bonding and
anti-bonding states, or the Pauli repulsion due to the charge density overlap. The Newns-
Anderson model [55] as illustrated in Fig. 3.2 provides a simple way for estimating the
one-electron energy change due to the interaction between the adsorbate state and con-
44
tinuous band of substrate states. In this model, the interaction between adsorbate valence
orbitals with the metal surfaces can be separated into two steps. We can imagine including
interaction of valence orbitals of adsorbates with the broad sp-band of the substrate first,
and then switching on the coupling to localized d-states as illustrated in Fig. 3.2.
SurfaceAdsorbate
Anti-bonding
Bonding|V|S
sp-band
d-band
∆Esp ∆Ed
εd
Valence
Coupling to sp Coupling to d
εa
|V|S
Figure 3.2: Schematic illustration of electronic orbital interaction
Within Newns-Anderson’s theoretical framework, one electron energies change upon
perturbation can be deduced from the density of states projected on adsorbate orbitals,
which characterize the distribution of electron energies. I am going to show in this disser-
tation that the electronic contribution can be directly obtained and used to understand the
fundamental mechanism of the surface reactivity of transition metals with varying pertur-
bation potentials.
3.3.2 Dipole-dipole Interaction
The second term in Eq. 3.22 represents the electrostatic effect, which is basically the
static dipole-dipole interaction as illustrated in Fig. 3.3. The electrostatic contribution can
be calculated numerically from A induced charge density difference ∆ρA and the pertur-
bation potential ∆υ obtained from DFT calculations.
The adsorbate A induced charge density difference is defined in Eq. 3.6, which includes
the electron density and nucleus point charge. Assuming that there is no dramatic geomet-
ric change of the substrate induced by surface adsorption of A, the nucleus point charge of
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the substrate can be cancelled directly. So the ∆ρA can be evaluated directly according to
(3.23) ∆ρA = nA/M−nM +QA,
where QA is the nucleus point charge distribution of adsorbate A.
BA
- - - - -
- - - - -
- - - - -
- - - - -
+ + + + + +
+ + + + + +
+ + + + + +
+ + + + + +
Electrostatic
Figure 3.3: Schematic illustration of dipole-dipole interaction
The evaluation of electrostatic contribution has to be restricted to the local region of
adsorbate A. However, there is no clear region boundaries of surface adsorbates. Ideally,
the integral can be obtained by gradually increasing the integration volume around the
adsorbate until approaching the local point with zero gradient. The concept is similar to
the charge separation scheme employed in Bader charge analysis [71]. This difficulty
associated with the region separation can be circumvented by the integration over the
whole unit cell of DFT calculations. The direct integral can be divided by 2 to avoid
the double count. Using this simplified method, it is critical to correct the potential in
the core-region of adsorbates, i.e., replacing the pseudopotential within the cutoff radius
with the ionic potential −Z/r. For example, if the perturbation potential is induced by
the coadsorption of another adsorbate B, the electrostatic contribution defined in Eq. 3.22
should be equal as we switch the adsorbate A and B, so we have
(3.24) ∆∆Ees =
∫ A
∆ρA(r)∆υB(r) =
∫ B
∆ρB(r)∆υA(r).
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3.3.3 Dipole-induced-dipole Interaction
The last term in Eq. 3.22 represents the polarization contribution, which is essentially
the interaction between the induced dipole moment of adsorbate A on the surface and the
electric field induced by the perturbation potential on the surface as illustrated in Fig. 3.4.
For example, as a surface electric dipole of A/M experiences an electric field induced by a
perturbation potential, its charge distribution will relax in response to the external electric
field to reach the new ground-state. The energy associated with this relaxation is known
as the polarization energy. Adsorbates with large polarizability are affected significantly
via this mechanism.
The polarization contribution can be easily evaluated by imposing a homogeneous ar-
tificial electric field to the electronic system. The strength of the electric field can be
obtained from the perturbation induced electrostatic potential on clean surfaces as
(3.25) ε =
∂ (υM˜−υM)
∂ z
|xy.
Typically the electric field on the position where the adsorbate stays is used. With a small
perturbation due to the external electric field, the one-electron energies do not change with
respect to the Fermi level, so the electronic effect can be isolated from the electrostatic and
polarization. The energy change due to an artificial homogeneous electric field consists of
the first order electrostatic effect, and the polarization. The electrostatic effect can usually
be estimated as the Stark effect based on
(3.26) ∆∆E∆υes =−ε ·∆µA,
where µA is the electric dipole moment of A/M, and ∆υ represents external perturbation
potential.
So the polarization contribution can be obtained by subtracting the electrostatic contri-
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bution from the adsorption energy change due to the perturbation electric field as
(3.27) ∆∆E∆υpe = ∆∆E
∆υ
A −∆∆E∆υes .
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Figure 3.4: Schematic illustration of dipole-induced-dipole interaction
3.4 Various Forms of Perturbation
The electronic properties of metal surfaces can be tailored with various methods as
shown in Fig. 3.5, such as alloying with impurity elements, doping of surface promoters
or poisons, or imposing multiple stimuli for vibrational excitations. All of these methods
have been employed previously to go beyond the intrinsic electronic structure of transition
metals for desired catalytic properties. The general theoretical framework developed in
this Chapter provides the fundamental basis for the understanding of variations in the
surface reactivity of transition metals due to various forms of perturbations. To rationally
tune the electronic properties of transition metals for enhancing the catalytic performance,
we need to understand how those perturbations change the electronic properties of metal
surfaces and how that affects the surface chemical reactivity in terms of adsorption and
activation of atoms or simple molecules. In this Section, we are going to briefly introduce
these three types of perturbations as illustrated in Fig. 3.5. Each of them will be the focal
point of the following chapters.
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Figure 3.5: Perturbations of electronic properties of transition metal surfaces due to (a) alloying with impu-
rity elements, (b) doping of substrates with chemical promoters, (c) imposing stimuli for electronic excita-
tions
3.4.1 Alloying with Impurity Elements
Alloys, or generally intermetallics, are multicomponent materials with impurity ele-
ments embedded near the surface or in the bulk of the host metal as illustrated in Fig. 3.5(a).
The surface geometry and composition of forming alloys are governed by the segrega-
tion energy of constituent elements and the gas phase environment [72]. The electronic
properties of host metal sites on alloy surfaces can be perturbed either due to the change
of geometric structure, such as strain, stress or metal-metal coordination number, or due
to the variation of metal ligands. Previously, both geometric and ligand effects have been
studied experimentally and theoretically for the understanding of the fundamental mecha-
nism governing the variations in the surface reactivity compared to host metals. It has been
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realized that the arrangement of metal elements with atomic level precision in alloys has
distinctive and decisive effect on the surface catalytic properties. Nowadays, the synthetic
community has developed various types of advanced techniques in controlling the atomic
arrangement of metal elements precisely, such as the solution-based polyol method, under-
potential deposition method, atomic layer deposition and many others. Rational design of
alloy catalysts to perform desired chemical transformation with utmost efficiency is really
limited by our imagination of novel geometric structures and atomic compositions, and the
capability to probe the phase space of alloy materials thoroughly with a highly-efficient
modeling scheme.
In Chapter IV, we are going to develop a physically transparent model that allows us to
relate easily accessible physical characteristics of the elements that form an alloy (mainly
their electronegativity, atomic radius, and the spatial extent of valence orbitals) to the
catalytic performance of alloy sites, and a rapid screening scheme allowing us to probe the
phase space of alloy materials thoroughly without performing expensive DFT calculations.
3.4.2 Doping of Substrates with Chemical Promoters
Doping of surface promoters or poisons on transition metals as illustrated in Fig. 3.5(b)
provides a simple and elegant way of tuning the surface electronic properties. Additives
that are often used in the design of heterogeneous catalysts are alkali metal elements, such
as sodium (Na), potassium (K) and cesium (Cs). It has been demonstrated that alkali
promoters can greatly increase the reactivity and/or selectivity for many reactions, such as
ammonia synthesis [73], Fisher-Tropsch synthesis [74], alcohol synthesis [75], water-gas
shift reactions [76], olefin epoxidation [77], and automotive three-way catalytic converters
[78].
Despite the wide application of alkali promoters in heterogeneous catalysis, there is
still no general agreement on the underlying mechanism of the promotion effect [79, 80].
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Traditionally, adsorbate-adsorbate interactions have been grouped into two categories: di-
rect and indirect interactions [79, 80]. Direct interactions can be further divided into the
electrostatic interaction of charge distributions, the covalent bond formation due to orbital
hybridization, and the Pauli repulsion resulting from orbital orthogonalization. Indirect in-
teractions are characterized by adsorbate-induced electronic or structural modifications of
metal surfaces. Complex interplay among different types of interactions makes the iden-
tification of the dominant mode of adsorbate-adsorbate interactions very difficult. As a
result, all of the mechanisms mentioned above have been implied as crucial for the alkali
promotion effect in heterogeneous catalysis [81–86].
In Chapter V, we are going to illustrate that the theoretical framework we have devel-
oped can shine light on the fundamental mechanism of alkali promotion in heterogeneous
catalysis. Critical concerns about the so-called “pressure and material gap” have been in-
vestigated using various theortical techniques to extend the insight from DFT calculations
to catalytically relevant conditions.
3.4.3 Imposing Stimuli for Electronic Excitations
Chemical reactions on solid surfaces are typically driven by phonons, i.e., the coupling
of adsorbates vibrational degree of freedom (the reaction coordinate) with the infinite heat
bath of the substrate. The intrinsic thermal activation barrier separating reaction interme-
diates can only be surmounted if adsorbates gain enough energy from vibrational excita-
tions. Identical chemical transformations with similar reaction pathways can proceed via
the coupling of adsorbates with the other excitation source, such as photons as shown in
Fig. 3.5(c).
The catalytic material I am going to focus in Chapter VI is plasmonic metal surfaces
for oxidation reactions. By coupling to multiple excitation sources, e.g., thermal energy
and photonic energy, we can perform desired chemical transformations more efficiently
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than pure phonon-driven process. The hot electron induced surface chemistry can also be
described within the general theoretical framework we have developed in this Chapter.
3.5 Summary
Starting from the fundamental formalism of density functional theory (DFT), we have
developed a general theoretical framework for the analysis of variations in the surface
reactivity due to perturbed electronic properties of transition metals. In this theoretical
framework, the variations in surface reactivity can be attributed to one-electron energies,
electrostatic and polarization contributions. The physical mechanism and numerical evalu-
ations of each contribution has been illustrated. The perturbation potential in this theoreti-
cal framework can be induced by alloying of impurity elements, doping of substrates with
chemical promoters or imposing stimuli for electronic excitations. In this dissertation,
we are going to elaborate all those three kinds of perturbation potential and understand
the variations in surface reactivity due to the perturbation using the theoretical framework
proposed in this Chapter.
CHAPTER IV
Alloying with Impurity Elements
4.1 Introduction
Alloys, or in general intermetallic compounds, represent a rich family of materials that
allows us to make a broad range of structures with interesting surface properties [87].
There are numerous examples showing that alloys can exhibit dramatically improved cat-
alytic performance compared to the pure host metal [9, 14, 88–94]. Electronic communi-
cation between the constituent metal elements in alloys results in unique active sites that
can perform desired chemical transformations efficiently. The improved catalytic perfor-
mance of those alloy materials has been attributed to the modification of local electronic
properties and so the thermodynamic stability of critical reaction intermediates on geomet-
rically identical host metal sites [95–97]. While the potential for the utilization of alloys in
heterogeneous catalysis is significant, predictive models relating the geometric structure of
alloys to their chemical reactivity are lacking, and desirable alloy catalysts were typically
identified through trial-and-error experimental approaches or high-throughput computa-
tional screening [6, 8, 9, 13, 14, 54, 90, 98].
In this Chapter we are going to elaborate underlying mechanisms that govern variations
in the surface reactivity of host metal sites in response to the perturbation of electronic
properties by forming alloys. The ultimate objective was to develop a physically transpar-
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ent model that relates easily accessible physical characteristics of the constituent metal ele-
ments to the catalytic performance of alloy sites. Compared to previously developed com-
putational searching methods based on electronic descriptors [6, 8, 9, 13, 14, 54, 90, 98],
this model permits rapid screening through an enormous phase space of alloy structures
and compositions using analytical expressions rather than expensive quantum-chemical
calculations. The accuracy and applicability of the model was validated by using DFT
calculations and experimental measurement reported in literature.
4.2 Relating the Geometric Structure of Alloys to Their Electronic Properties
The ultimate objective in heterogeneous catalysis is to develop predictive structure-
performance relationships that would guide the discovery and design of catalytic materials
for desired chemical transformations. To fulfil this goal, it is critical to identify the phys-
ical characteristics of a catalyst material that affect its chemical reactivity and catalytic
performance. Hammer and Nørskov provided a simple model which predicts the trend of
the chemical reactivity of metallic surfaces using one intrinsic property of the catalytic
site, the d-band center (the average energy of the d-band) [63]. Many theoretical and ex-
perimental studies have supported the proposed d-band model [99]. The model is very
useful since for pure monometallic catalysts it has a predictive capacity, i.e., the position
of the center of d-band of pure metals can be easily predicted and therefore their chemical
and catalytic behavior can be anticipated.
While simple relationships between the center of d-band and the chemical reactivity
also apply for alloys, the application of these relationships for alloy systems is inherently
limited since there are no available predictive theories informing us about the shifts in the
position of d-band center in response to the formation of alloys.
In this Section, we propose a model, developed based on X-ray absorption spectroscopy
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(XAS) measurements and density functional theory (DFT) calculations, allowing us to
predict the impact of alloying on the electronic structure of different sites in alloys and on
their local chemical reactivity. The advantage of the proposed model is that the chemi-
cal reactivity of various sites in complex alloy materials can be predicted based only on
properties of the constituent metal elements. The proposed model has the great poten-
tial to assist in rapid screening and identification of optimum alloy materials for different
catalytic reactions.
4.2.1 Experimental Details
4.2.1.1 Synthesis of Alloy Materials
The catalysts were synthesized using a dry impregnation technique. γ-Al2O3 powder
from Alpha Aesar (3 micron, BET S.A. 78 m2/g, 99.97% metal basis) was used as the
support for small particles of pure Pt or Pt alloys. To remove impurities from the support,
the powder was first stirred in deionized water. Ammonium hydroxide was then added
to the solution until the pH reached 10. The powder was then rinsed several times with
deionized water, dried under vacuum overnight, and calcined in air at 773 K for 3 hrs.
A 10% Pt/Al2O3 sample was prepared by dissolving appropriate amount of H2PtCl6·6H2O
(99.95% metals basis, Alpha Aesar) in just enough volume of water to fill the micro pore
structure of the Al2O3 support, as measured by BET analysis (0.366 mL/g). The solution
was then added dropwise to the Al2O3 support. To ensure even coverage of the solution
on the support, the powder was shaken vigorously throughout the addition of the solution,
and the powder was crushed with a mortar and pestle. To synthesize the alloy catalysts,
an impregnation solution consisting of half the water and half the H2PtCl6·6H2O for the
10% Pt/Al2O3 catalyst was prepared (this corresponds to a 5% Pt/Al2O3 mixture). An-
other impregnation solution was made containing the same amount of water and enough
of the appropriate alloy metal salt (CuCl2, RuCl3, or SnCl2) for a Pt/M molar ratio of one.
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The Pt and alloy metal solutions were then dispersed on the Al2O3 support sequentially,
as described above. All samples were then dried overnight under vacuum, and reduced in
hydrogen (Cryogenic gases, pre-purified, 200 mL/min) at 573 K for 3 hrs.
The PtCu3 alloy was synthesized using a colloidal, ion exchange method performed at
room temperature. 0.1g of Cu(NO3)2 was dissolved in ethylene glycol in a round bottom
flask. The flask was sealed with a septum, vented, stirred with a stir bar, and purged with
Ar gas. Ar gas was used to purge the vessel throughout the entire synthesis process. Next,
just enough aqueous solution of 1.8 M NaOH/ 0.5 M NaBH4 was added to the Cu solution
until the solution turned a deep red/brown. This step forms a Cu colloid. After resting for
an hour, an ethylene glycol solution of H2PtCl6 was added to the copper colloid solution
(enough Pt precursor for a 3:1 Cu:Pt molar ratio). In this step, the metallic copper in
solution reduces the Pt precursor solution, depositing Pt on the Cu colloid particles, turning
the solution black. After letting the solution stir for 1 hr, the final colloid solution was
then centrifuged and washed several times with isopropyl alcohol to remove and residual
sodium. The pure colloid solutions were then mixed with the Al2O3 powder and dried in
a heated sonicator ( 60 ◦C) until all the solvent had evaporated.
4.2.1.2 X-ray Absorption Spectroscopy Measurement
X-ray absorption spectroscopy (XAS) studies were performed at Argonne National
Laboratory Advanced Photo Source (APS) beamline MR-CAT 10-ID-B. Scans of the Pt
L3-edge (∼11564 eV) were collected in transmission mode using Ar ion chambers for
detection. Data was simultaneously recorded for Pt foil as the reference for energy cal-
ibration. The pure Pt and Pt alloy samples were packed into wafers supported in a steel
sample tube, which could accommodate six separate samples. The steel sample holder
was then placed in a glass in-situ reactor. The samples were re-reduced in 4% H2/N2 at
573 K for 1 hrs. The samples were then flushed in N2 at 573 K to remove any residual
56
hydrogen. Scans were performed at room temperature in nitrogen.
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Figure 4.1: Schematic illustration of x-ray absorption spectroscopy technique
Fig. 4.1 shows the general scheme of the XAS setup. When a monochromatic beam
of X-rays with energy E and intensity I0 passes through a sample of thickness ∆d, the
transmitted intensity is given by Lamber-Beer Law
(4.1) I = I0e−µE ·∆d,
where µE is the absorption coefficient of the material at incident X-ray energy E. The
absorption of photons occurs by giving specific amount of energy to the core-electron,
which is excited from an occupied core-state Ei with wavefunction ψi to an unoccupied
level (bound or unbound) E f with wavefunction ψ f . The absorption coefficient is propor-
tional to the dipole transition probability given by the Fermi’s golden
(4.2) µE ∝∑
f
|〈ψ f |r|ψi〉|2δ (E−E f +Ei),
where the difference in energies of initial and final state is the X-ray photon energy, so
E f −Ei = E. ψi and ψ f are the initial and final state wavefunctions. When an electron is
excited from core-state (similar to the atomic orbital of the atom) of the targeted atom, its
wavefunction can be represented by a spherical harmonic wave scattering into neighboring
atoms as shown in Fig. 4.2(b). The backscattered wave will have interference with the
ongoing wave. As the kinetic energy of outgoing electron varies with the X-ray energy E,
the interference creates constructive or destructive oscillations. The only non-vanishing
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contribution to the absorption matrix element in Eq. 4.2 comes from the region (Energy
scale) where the final state (linear combination of ongoing electron wave and backscattered
wave) wavefunction is non-zero. The variation of final state wavefunction results in the
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Figure 4.2: (a) Schematic illustration of XANES (b) Schematic illustration of EXAFS (c) Pt L3-edge XAS
as an example
oscillation in absorption coefficient µ . Since this oscillation is due to the existence of
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scattering with neighboring atoms, so the geometric structure such as the bond length and
coordination number can be directly deduced from the spectra. The spectra in this region
is called extended X-ray absorption fine-structure (EXAFS). For the electron excitation
into the bound state right above the Fermi level as shown in Fig. 4.2(a), the variation of
X-ray energy will map out the electronic structure of local atoms directly. The spectra in
this region is called X-ray absorption near-edge structure (XANES).
XAS results were analyzed using publicly available software Athena and Artemis fol-
lowing standard analysis procedures. First, the curves were calibrated by setting the point
of the Pt foil data with the maximum slope to the theoretical Pt L3-edge onset, 11564 eV.
The background data of each curve was removed by fitting the pre-edge data to a linear
function and subtracting out the result. The curves were normalized by fitting the post-
edge data to a third degree polynomial and dividing the data by the extrapolated value at
E0 (the edge onset). Phase and amplitude for each first nearest neighbor scattering path
(Pt-Pt and Pt-M where M is Cu, Ru, or Sn) were calculated using FEFF.
The general mechanism along with the typical spectra of Pt L3-edge of XAS is shown
in Fig. 4.2. The excitation of core electron into conduction band right above the Fermi
level allows us to probe the electronic structure of metal sites, especially the d-band. The
information we obtained from measurement is significant since the occupation and shape
of the d-band has been shown to correlate with the surface reactivity. In the XANES
spectra region, the spectra essentially gives the information about the electronic structure
of local sites. For L3-edge, it is the transition from p-state to s and d-states above the
Fermi level. Since the dipole transition probability to s-states is very low compared to
transition to d-state, so the measurement is governed by the electronic fingerprint of the
d-band. In the EXAFS region, the excited electron scatters with the incoming wave of
X-ray, creating ripples on the outgoing wave which can be measured on the spectra. The
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geometric structure information, such as the bond distance and coordination number, can
be elucidated from the spectra in this region by fitting spectra to standard EXAFS equation.
4.2.2 Computational Details
4.2.2.1 Adsorption Energies
First-principles density functional theory (DFT) calculations were performed using the
ultrasoft pseudopotential [100] plane-wave method with the generalized gradient approxi-
mation (GGA-PW91) coded in Dacapo [ref]. The wave-functions were expanded in plane-
waves with an energy cutoff of 350 eV. The Pt skin alloys were modeled by a four-layer
slab separated by 10 A˚ of vacuum space with subsurface 3d, 4d or 5d metals. An adsorbate
was placed at 1/4 ML coverage on one side of the slab. A dipole correction was applied
in z-direction to minimize interactions among neighboring cells. The adsorbates and top
two layers were fully relaxed until the force on the atoms was less than 0.05 eV/A˚. We
used 32 Monkhorst-Pack irreducible k-points in the irreducible Brillouin-zone (IBZ) of
the p(1×1) Pt surface unit cell. A finite temperature Fermi function (kBTel = 0.1 eV) was
utilized to facilitate the SCF convergence, and the total energy was extrapolated to kBTel =
0 eV. Our calculations have shown that this setup yields converged adsorption energy dif-
ferences between an adsorbate on different surfaces. The adsorption energies of different
adsorbates on Pt skin alloys (3d, 4d and 5d metals) were calculated and referenced to the
corresponding gas phase CO, H2O, N2 and H2. The Bader [71] and Mulliken charge dis-
tribution of 3d-M/Pt skin alloys has been determined to investigate the effect of alloying
on the number of electronic charge localized on surface Pt atoms. Bader charge analy-
sis provides an intuitive way of partitioning the electron density of atoms based on 2D
zero-flux surfaces. As another mean of separating electron density within atoms, Mulliken
charge analysis is mostly often used in computational chemistry, based on linear combi-
nation of atomic orbitals method. In order to evaluate the number of localized d-states on
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surface Pt atoms, we have calculated the projected density of states (PDOS) by projection
of the one-electron states onto spherical harmonic atomic d-orbitals centered on surface Pt
atoms.
4.2.2.2 Oscillator Strength Calculations (X-ray Absorption Near Edge Structure Calculations)
X-ray absorption near edge structure (XANES) of the Pt L3-edge (oscillator strength)
was calculated from first-principles using plane-wave pseudopotential method as incor-
porated in CASTEP code [101]. The exchange-correlation was described using PW91
functional of the generalized gradient approximation (GGA). The wave-functions were
expanded in plane-waves with an energy cutoff of 400 eV and the bulk system was mod-
eled by a supercell with the lattice constant from experimental measurement. 12 × 12 ×
12 MonkhorstPack set of k-points was used for Brillouin-zone sampling of 1 × 1 × 1 unit
cell. The k-points density in k-space was held constant for calculations with larger unit
cells. An ultrasoft pseudopotential was generated on the fly while performing the calcu-
lations of the oscillator strength with partial occupancy of core states [102]. To test the
significance of core-hole effect in the calculations of the oscillator strength, we calculated
Pt L3-edge XANES spectra of the same system using different populations of the core hole
states. We found that the spectrum calculated with ground state approximation matches
the experimental measurement very well, which indicates that the core-hole interaction
has only negligible effect for the Pt alloy system. So in our study, we use ground state
approximation. All oscillator strength calculations with partial core holes were carried
out using unit cells sufficiently large to eliminate the core-hole interactions between pe-
riodic images. The calculated spectra for all alloys were adjusted (shifted in energy by
a constant value) so that the calculated edge onset energy for pure Pt corresponds to the
experimentally measured edge onset energy of pure Pt L3-edge. Gaussian broadening with
3.0 eV, which encompasses instrumental broadening and the lifetime of excited states, was
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applied in order to compare calculated spectra to experimental measurements.
The oscillator strength is the computationally equivalent to the XAS measured absorp-
tion coefficient, µ . Based on Fermi’s golden rule, the oscillator strength gives the dipole
transition probability between initial core-states to final state with a hole and the extra
electron above the Fermi level [103]. It is the product of transmission function and the
density of states at each energy level as shown in Eq. 4.4:
(4.3) F(E) = T (E)ρ(E)
where T (E) is the transmission function defined in Eq. 4.4 and ρ(E) is the density of state
at the transition frequency.
(4.4) T =
1
3
2mE
h¯2
|〈ψi,c|r|ψi, f 〉|2
where ψi,c is the core state and ψi, f is the final state. The key step of calculating the
oscillator strength is the evaluation of the transition matrix elements between the core
state on the site of interest and the unoccupied final state.
4.2.3 Challenges for Predicting Variations in Surface Reactivity of Alloys
The chemical reactivity of metal surfaces (including alloys) can be understood in terms
of the Hammer-Nørskov d-band model [52, 63, 104–107] which relates the electronic
structure of a site on a metal, more specifically the center of the d-band (i.e., the average
energy of d-states), to the local chemical reactivity. Metals with a higher d-band center,
with respect to the Fermi level, bind most adsorbates more strongly than metals with a
lower d-band center [52, 63, 106]. We note that we have found some exceptions to this
model, and these exceptions will be one focal point of the Section 3 of this chapter.
The d-band model of chemical bonding on metal surfaces emerges naturally based on
the analysis of the one electron contribution in Eq. 3.22 within the tight-binding approxi-
mation or Newns-Anderson model, see details in Chapter 2. The change in the adsorption
62
energy of an adsorbate on a given surface site on metals are dominated by the difference
in one-electron energies upon adsorption. The electrostatic and polarization component of
the adsorbate-substrate interaction is very similar for a given adsorbate on different metals.
Since all transition and noble metals have half-filled s-band, the main difference in the ad-
sorption energy of an adsorbate comes from the metal-specific interaction of the adsorbate
orbitals with substrate d-electron (d-band). One parameter that can capture the difference
in the d-band between different metals is the center of d-band (average energy of d-states
with respect to the Fermi level). For metal surfaces with higher d-band, the adsorbate-
metal anti-bonding orbital will also be higher in energy and so less occupied. The one
electron energies difference by integrating to Fermi level will result in lower energy corre-
sponding to stronger chemical bonding. One assumption of d-band model is that the effect
of sp-electron on the bonding geometry and strength is similar for different surfaces since
it is broad and featureless, which might not be true for small metal particles or alloys [49].
We are going to elaborate this assumption and its consequence on the nature of chemical
bonding on alloy surfaces on Section 3 of this Chapter.
For pure monatomic metals, the relative positions of the d-band center can be easily
estimated and thus their relative chemical reactivity can be predicted [104]. The only
parameter in the model is the d-band center which is governed by the filling and the shape
(mainly width) of the d-band. The d-band filling is related to the number of occupied
d-orbitals. The width of the d-band (i.e., the width of the projected density of states) is
a function of the geometry (the distance between atoms, d in Fig. 4.3(b)) and the spatial
extent of the d-orbitals, (rd in Fig. 4.3(b)) [58]. For any pure metal the d-band filling, the
distance between atoms, and the spatial extent of d-orbitals are known and therefore the
relative positions of the center of d-band and the relative chemical reactivity can be easily
estimated [58].
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Figure 4.3: Mechanisms by which the center of the local d-band can change include (a) charge transfer from
one element to another, (b) a change in the overlap between d-states and the valence orbitals of neighboring
atoms leading to a change in the d-band width
Predicting the position of the d-band center for various sites in alloys and therefore the
chemical reactivity of the sites is more challenging. When two different elements interact
with each other in an alloy, the center of the d-band localized on an atom can be affected
by: (i) Transfer of electronic charge from or to the d-states localized on the atom without
a change in the width or shape of d-band (i.e., change in local d-band filling) as shown in
Fig. 4.3(a). This is basically a rigid band model [108]. Charge transfer to sp-states also
can induce d-band center shift on the host metal sites, and we are going to elaborate this in
Section 4 of this Chapter. (ii) Change in the width of d-band due to hybridization between
local d-orbital and the valence orbitals of neighboring atoms without significant charge
transfer as shown in Fig. 4.3(b). This mechanism is consistent with the rectangular band
model [58], and it has been proposed to play the critical role by Kitchin et al.[109]. (iii)
Combination of charge transfer and the change in the width of d-band. The mechanisms
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(i)-(iii) are dominant as long as the shape of the d-band defined in terms of skewness and
kurtosis is not significantly affected by alloying.
4.2.4 Measurement of Geometric Structure
To develop reliable models that would allow us to predict how the chemical reactivity
of a metal site changes as another element is introduced to form an alloy, it is imperative to
unearth which mechanism (i-iii above) is responsible for the change in the d-band center of
local sites in alloys. To address this question a number of Pt (Pt/Cu, Pt/Ru, and Pt/Sn) and
Ni (Ni/Sn, Ni/Au, Ni/Ag) alloy catalysts were synthesized, and their electronic structure
in the neighborhood of Fermi level was measured using XANES and ELNES. The alloys
were selected to sample a broad range of electronically different elements with 3d (Ni, Cu)
metals interacting with 4d (Ag, Ru), 5d (Au, Pt), and sp (Sn) metals. Since we arrived at
identical conclusions for both families of alloys, we discuss in detail the results for the Pt
alloys.
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Figure 4.4: Measured and fitted EXAFS spectra for pure Pt and (a) Pt-Sn alloy, (b) Pt-Cu alloys.
To establish that our synthesis resulted in the formation of alloys, we used Extended
X-ray Absorption Fine Structure (EXAFS) spectroscopy, which probes the average, local
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geometric environment of an element in a material. In Fig. 4.4 we show the measured Pt
L3-edge EXAFS spectra for Pt, Pt/Cu, and Pt/Sn. Fig. 4.4 shows that there is a significant
difference in the spectra of pure Pt and the Pt alloys which is indicative of the formation
of the alloy materials. The measured alloy spectra were also compared to the best-fit,
simulated EXAFS spectra [102]. The fitting parameters for the best-fit spectra are shown
in the Table 4.1. Since the best-fit spectra required nearest neighbor Pt-Pt and Pt-M (where
M is either Cu or Sn) scattering paths, it was concluded that alloys, defined as partial
or complete Pt-M solutions, were formed. The measured bond distances for different
alloys agreed very well with previously identified crystal structures of Pt3Sn (Pm3m),
PtCu (R3m) and PtCu3 (Pm3m) [110, 111]. The structure can be shown in Fig. 4.5.
Pt3Sn PtCu PtCu3
Figure 4.5: Geometric structures of Pt alloys
4.2.5 Measurement of Electronic Structure
To measure the electronic structure of the alloy catalyst, we used X-ray Absorption
Near Edge Structure (XANES) spectroscopy. This technique allows us to measure elec-
tronic states above the Fermi level localized on a particular element in the material. For
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Sample Scatter Path CN R Exp. (A˚) R Model (A˚) E0 (eV)
Pt3Sn Pt - Pt 4.8 ± 0.3 2.78 ± 0.01 2.83 4.4 ± 1.0
Pt - Sn 3.1 ± 0.2 2.74 ± 0.01 2.83 4.9 ± 0.9
PtCu Pt - Pt 7.6 ± 0.8 2.73 ± 0.01 2.71 7.6 ± 1.5
Pt - Cu 2.5 ± 0.5 2.64 ± 0.02 2.66 7.3 ± 5.1
PtCu3 Pt - Pt - - - -
Pt - Cu 12.8 ± 1.3 2.59 ± 0.01 2.6 5.1 ± 1.1
Table 4.1: Structural Parameters from EXAFS Fitting Results for Pt L3-edge EXAFS Spectra of Pt Alloys.
(Coordination Numbers CN, Distances R).
example, the Pt L3-edge XANES spectra probes the unoccupied s and d density of states
(DOS) localized on Pt atoms in the alloy materials by measuring the photoabsorption
cross-section associated with the excitation of Pt 2p3/2 core electrons to the unoccupied
Pt 6s and 5d states. Since the dipole transition probability to the d-states is much larger
than that to the s-states due to the intrinsic shape of atomic orbitals [112], the spectra are
essentially dominated by the d-states [112].
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Figure 4.6: Electronic properties of Pt alloys. (a) Measured Pt L3-edge XANES spectra and calculated
oscillator strengths for different Pt alloys. Insert shows calculated areas under the measured XANES spectra.
These are plotted for different cutoff energies since it is not clear where the near edge ends. We find that
independent of the cutoff energy the integrated spectra gives almost identical values for different alloys. (b)
Density of states projected on different elements in the alloys: Pt 5d states are solid blue, and metal (Sn, Cu)
s and p states are dash and dash-dot lines, respectively. Cu 3d states are solid green and purple for PtCu and
PtCu3 alloy, respectively.
The Pt L3-edge XANES spectra for pure Pt and the Pt alloys are shown in Fig. 4.6(a).
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The figure shows that the formation of the alloys affects the Pt L3-edge: there are shifts
in the positions of the edge onsets and changes in the width and height of the post-edge
peak. To identify the origin of the observed changes in the Pt L3-edge, we used DFT to
calculate oscillator strengths (see previous Section for the discussion of calculations), the
computational equivalent of XANES spectra, for the electron transition from the Pt 2p3/2
core states to the Pt 5d and 6s states above the Fermi level for pure Pt and the Pt alloys.
The calculated oscillator strengths for the alloy crystal structures identified in our EXAFS
measurements are shown in Fig. 4.6(a). The figure shows that there is an excellent agree-
ment between calculated oscillator strengths and measured XANES spectra, i.e., the main
features of the spectra for different alloys, including the edge onset and the peak width are
reproduced in our calculations. We found that the initial (ground) state electronic struc-
tures, used to calculate the oscillator strengths in Fig. 4.6(a), reproduced the measured
spectra better than the electronic structures calculated for a partially filled Pt 2p core hole.
This has been observed before and it is attributed to the electron shielding effect in Pt,
which greatly reduces the interaction between the core hole and the promoted electron in
the excited state [113, 114]. The agreement between the measured spectra and the spec-
tra calculated using the ground state electronic structure indicates that the measured Pt
L3-edge XANES spectra maps well on the ground state Pt DOS of d-symmetry, therefore
allowing us to experimentally measure the ground state electronic structure. Further anal-
ysis of the calculated changes in the local d-DOS in response to alloying showed that the
changes in XANES spectra due to alloying were the result of the formation of new elec-
tronic states (orbitals), through the hybridization of the Pt d-states and the valence orbitals
of the neighboring atoms in the alloys, as shown in Fig. 4.6(b) [99].
In addition to providing information about the shape of d-band, the XANES L3-edge
also allows for a quantification of the relative number of electronic states above the Fermi
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level localized on the atom in different environments. The number of localized d-states
is proportional to the integrated area under the measured normalized spectra [103, 112,
115, 116]. In the insert in Fig. 4.6 (a) we show measured integrated areas, i.e., the relative
numbers of d-states above the Fermi level localized on Pt atoms for pure Pt and the Pt
alloys. The figure shows that the number of d-states localized on Pt atoms does not change
significantly in response to alloying. This indicates that the transfer of d-holes (or d-
electrons) between Pt atoms and the atoms of the other elements in the alloys is very
small, i.e., the local potential of elements in the alloys is sufficient to preserve the local
charge (local d-band filling) on the atoms.
4.2.6 Fundamental Mechanisms of the d-band Center Shift
Fig. 4.6 (a) provides experimental evidence that for all studied Pt alloys, irrespective
of their composition: (i) the formation of the alloys results in a change in the width of the
d-band localized on Pt due to hybridization between valence orbitals, and (ii) there is no
significant charge transfer to or from the Pt d-states.
There are a number of important consequences of these observations. Upon the forma-
tion of alloys the local d-charge on an atom in the alloys is preserved, the local d-band
center and therefore the local chemical reactivity are functions of only the local d-band
width (measured with respect to the Fermi level). The width is governed by the spatial
extent of the hybridizing valence orbitals (rd) and the geometry (bond distance between
atoms in the alloy, d) [58]. This means that for different alloys with similar geometries,
the width of the d-band and therefore the d-band center is a unique function of only the
spatial extent of the d-orbitals of constituent metal elements.
For example, since the distance between Pt atoms and 3d-metal atoms in different 3d-
M/Pt alloys is approximately equal for a given crystal structure [117] −the geometry is to
a large degree governed by the sp-states, which are in the case of 3d metals very similar
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to each other−the width of the d-band projected on geometrically similar Pt sites (and
therefore the center of d-band and the chemical reactivity of the Pt sites), should be only
a function of the spatial extent of the d-orbitals of the 3d metals directly interacting with
the Pt atom.
Figure 4.7: (a) Binding energy of various adsorbates on 3d-M/Pt skin alloys as a function of characteristic
orbital length (r3/2d ) of 3d metals. (b) Charge analysis of Pt on 3d-M/Pt skin alloys
We have tested the predicted relationships using DFT to calculate adsorption energies
of various adsorbates on geometrically identical Pt sites on a number of model 3d-M/Pt
skin alloys. The skin alloys were modelled as a Pt fcc slab terminated with the Pt(111)
surface, with 3d-metals replacing Pt in the subsurface layer of the slab. Identical models
were used previously [118]. We note that the 3d-M/Pt skin alloys exhibit higher toler-
ance to CO and lower over-potential losses associated with the oxygen reduction reaction
(ORR) compared to the pure Pt when used as electrodes for low temperature proton ex-
change membrane (PEM) fuel cells [95]. Fig. 4.7(a) shows that as predicted by the analysis
above, the adsorption energies for various adsorbates on the Pt surface sites scale linearly
not only with the center of d-band, as shown previously, but also with r3/2d , where rd is the
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spatial extent of the d-orbitals of the 3d metals which form the 3d-M/Pt skin alloys. The
values for the spatial extent of d-orbitals were obtained from ref [58]. Similar relationships
have been found for adsorption on geometrically identical sites on 4d-M/Pt and 5d-M/Pt
alloys as shown in Fig. 4.8. The scaling of the adsorption energies with r3/2d is not acci-
dental. Muffin-Tin Orbital theory (Atomic Sphere Approximation [58]) predicts that, for
a fixed geometry, the d-band width projected on a given atom in an alloy is proportional
to r3/2d .
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Figure 4.8: Binding energy of various adsorbates on Pt skin alloys as a function of characteristic orbital
length (r3/2d ) of (a) 4d metals (b) 5d metals
The relationships presented in Fig. 4.7 were obtained for geometrically identical Pt
sites on various Pt skin alloys. However, it is important to stress that our experiments
show that the preserved local d-charge concept is also valid even if there is a change in
the local geometry. For example, while the bond distances between Pt and Cu or Sn in the
respective Pt alloys are different, the measured local charge on Pt is preserved, see Fig. 4.6.
The impact of the local geometry on the width of the d-band can also be estimated based
on tight binding approximation, showing that the width of the d-band is proportional to
1/d7/2 for sd and pd hybridization and 1/d5 for dd hybridization, where d is the length
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of the bond between the atoms in the alloy [58]. The effect of geometry on the d-band
center has been studied before and these relationships have been supported by extensive
DFT calculations [109, 118].
4.2.7 sp-band Contribution to the Chemical Bonding
As shown in Fig. 4.7(b) we can see that there is a slight charge transfer from the 3d-M
to the surface Pt atoms based on the Bader charge analysis. However, orbital-resolved
integrated projected density of states and Mulliken charge distribution indicate that the
charge transfer stems from the 3d-M to the delocalized sp-states of Pt atoms. The Newns-
Anderson (N-A) model of chemisorption as introduced in Chapter 2 was used to investi-
gate the effect of the sp-band occupancy on the adsorption energies of various adsorbates
(atomic oxygen as an example) on Pt and Pt skin alloys. Simply speaking, N-A model is
used to describe the coupling between an adsorbate state and a large number of electronic
states of a surface within the tight-binding approximation. For details about the algorithm,
see Chapter 2 or the original contributions and the following publications.
To approximate the sp-band of the Pt and Pt alloy substrates, we used a semi-elliptic
function fitted to the DFT-calculated sp projected density of states on the surface Pt atoms
without cutoff radius. The band occupancy, depending on the constituent metal elements
in alloys, was consistent with the band filling obtained from DFT calculations.
The weighted sp density of states of a substrate can be written as Eq. (4.5).
(4.5) ∆(ε) = piV 2spρ(ε)
where ρ(ε) is the semi-elliptic function representing the sp projected density of state on
surface Pt atoms and Vsp is the coupling matrix element between the adsorbate valence
state with the electronic band of substrates. In the wide-band limit, Vsp is assumed to be
constant with respect to energies. As the adsorbate is brought close to the surface, the
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two sets of states will be coupled by the matrix element, Vsp. The projected density of
states on the adsorbate in Fig. 4.9 (a) and therefore the hybridization (adsorption) energy
in Fig. 4.9 (b) due to the interaction can be calculated from the N-A model. In Fig. 4.9 (b),
we show the hybridization energy of the atomic oxygen interacting with the sp electronic
bands of different 3d-M/Pt skin alloys (the different alloys are characterized by different
occupancies of the sp band) as a function of the coupling matrix element. Assuming
that the coupling matrix element between the adsorbate state and the sp-band is similar
for the different 3d-M/Pt skin alloys (this should be the case since it is Pt surface atoms
that are interacting with the adsorbate for all skin alloys), we can see in Fig. 4.9 that the
hybridization energy is not sensitive to the change in the occupancy of the sp-band. This
leads us to conclude that the difference of the binding energy of adsorbates on Pt skin
alloys is mainly due to the change of the d-band.
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Figure 4.9: Hybridization energy between atomic orbital of O with Pt 3d skin alloys based on the Newns-
Anderson model
The above analysis is focusing on the effect of sp-electron density on the hybridization
of adsorbate states and metal substrate states. We can conclude that the energy change due
to interaction with sp-band is not sensitive to the sp-band electron density. We noticed
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that there is variations in the adsorbate bond distance to the surfaces which gives different
coupling matrix elements for different surfaces. It has been indicated previously that the
sp-electron density has a determined effect on the adsorbate distance to the surface. In this
Chapter, we are going to elaborate the consequence of varying bond distance, and how
that can govern the trend of chemical bonding in some adsorbate/substrate systems.
Finally, it is important to address the ambiguity of the concept of charge transfer from
one element in an alloy to another. In the analysis above, we have referred to the transfer
of d-electrons from one element to another in terms of a uniquely defined area under the
measured or calculated oscillator strength. We established that there is no significant trans-
fer of d-electrons between constituent metal elements. This information was sufficient to
design a model which allows us to predict the impact of alloying on the local electronic
structure and chemical reactivity of a catalytic site based on the ground states electronic
structures. On the other hand, it is also possible to define the localized charge in terms
of the partitioning of the ground state electron density among the atoms in the alloy. For
example, Bader and Mulliken charge analysis [71, 119] of the DFT-calculated electron
density of the model alloys shows that there are shifts in the electron density from the 3d
metal atoms to the Pt atoms as shown in Fig. 4.7(b). However, projections of the local d-
orbitals on the partitioned volumes show that the only contributions to the charge transfer
are to the sp-states of Pt. It can be shown, using the Newns-Anderson model [50–52], that
small changes in the filling of the sp-bands have only a negligible effect on the chemical
reactivity of the surfaces.
In summary, the picture that emerges from these studies is that when two transition
metals are brought together to form an alloy there is no significant shifts in the filling of
local d-states (no charge transfer to or from the d-states), and therefore the change in the
position of the d-band center and the local chemical reactivity of alloy sites is to a large
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degree governed only by the width of the local d-band. The width of local d-band is a
function of the local geometry (more specifically the bond distance between the elements
that form the alloy) and the spatial extent of valence orbitals of the atoms. Since the
bond distance between constituent metal elements in alloys can be predicted, for example
by applying Vegard’s law [120], and since the spatial extent of the orbitals of elements in
alloys is known, the position of the center of d-band for various sites in alloys and therefore
the chemical reactivity of these sites can also be predicted easily. It is also important to
note that relaxations at surfaces could affect the bond distance; however, for a given family
of alloys (3d, 4d or 5d) with similar crystal structures these changes are approximately the
same. The fundamental advantage of this model is that the chemical reactivity is predicted
based only on physical properties of elements that form the alloy in their unalloyed form.
This means that the model can be used to screen very rapidly through large alloy space
seeking optimal alloy catalysts for a particular chemical transformation.
4.3 Exceptions to the General Trend Predicted by the d-band Model
Developing predictive models of chemisorption on metal surfaces is critical for the
understanding of surface chemical reactions [23, 62, 63, 106]. It has been shown that the
d-band model [39, 63] of chemisorption, developed by Hammer and Nørskov, can predict
the trend in chemisorption energies of various adsorbates on metal surfaces. The model
correlates the central moment of the d-band projected on surface atoms (d-band center
referenced to the Fermi level) with the surface reactivity since the chemisorption strength
is largely governed by the population of adsorbe-metal anti-bonding orbitals. As the d-
band center of the metal substrate atom moves up in energies, the anti-bonding orbital will
move up away from the Fermi level and result in less occupation and so stronger bond. It
has been used successfully to design novel metal surfaces for various catalytic reactions
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[8, 93, 121]. In general, for a given adsorption geometry adsorbates bind to the surface of
transition or noble metals more strongly if the d-band center of the surface atom is higher
in energies [39, 63]. The model is very robust and most adsorbates follow the trends
predicted by the model [39, 63, 104].
In this Section, we show that there is a family of adsorbate-substrate systems that does
not follow the general trend in adsorption energies predicted by the d-band model. We
discuss this exception to the d-band model by analyzing hydroxyl (OH) adsorption on a
series of Pt and Pd skin alloys. This exception is important since OH adsorption on metals
is crucial for the understanding of various catalytic, electro-catalytic and photo-catalytic
reactions including oxygen reduction [122] and water splitting reactions [123]. It has been
shown previously that Pt and Pd skin alloys are promising alternatives to conventional Pt
catalysts in these chemical transformations [6].
4.3.1 Computational Details
The DFT calculations were performed using the ultra-soft pseudopotential plane-wave
method with the generalized gradient approximation (GGA-PW91) coded in Dacapo. The
wave-functions were expanded in plane-waves with an energy cutoff of 350 eV. The Pt or
Pd alloy surfaces were modeled by a 2×2×4 slab separated by 10 A˚ of vacuum space. The
adsorbates and top two layers were allowed to relax until the total force on the atoms was
less than 0.05 eV/A˚. In the p(2×2) Pt surface unit cell, 4×4×1 Monkhorst-Pack k-points
were used for the Brillouin-zone integration. Convergence of the results with respect to
various calculation parameters was verified in all cases.
4.3.2 Surface Phenomenon in Contradiction to the General Understanding of the d-band Model
Fig. 4.10 (a, b) shows adsorption energies, calculated using Density Functional Theory
(DFT) of O (fcc site) and OH (we found that the top site binds OH the strongest) at 1/4
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ML coverage on a number of Pt and Pd skin alloys as a function of the d-band center
projected on the surface atoms. In the model system, the subsurface layer of the host
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Figure 4.10: DFT-GGA adsorption energies of (a) O and (b) OH on Pd and Pt skin alloys are plotted as a
function of the center of d-band projected on surface atoms. (c, d) Surf-O and Surf-OH distance are plotted
as a function of DFT-GGA adsorption energies of O and OH on Pd and Pt skin alloys. The model system
is shown at the left bottom of the figure. The d-band center (εd) projected on surface atoms of various skin
alloys are shown in the Table.
metal slab (Pt or Pd) is substituted by a guest metal (3d, 4d or 5d with more than half
filled d-band). Similar models have been used previously to model skin alloys [118]. The
calculated d-band center, showing that for the subsurface elements to the left of a given
row of the periodic table, the center of d-band projected on surface Pt or Pd atoms moves
down in energies, are tabulated at the bottom of Fig. 4.10 (a). Fig. 4.10 (a) shows that
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the adsorption of O follows the d-band model. On the other hand, the OH adsorption
energies are reversely correlated with the d-band center as shown in Fig. 4.10 (b), i.e.,
those substrates with the higher d-band center adsorb OH less strongly than the substrates
with the lower d-band center. Fig. 4.10 (c, d) also shows that the stronger chemisorption
of OH on an alloy surface is accompanied with longer adsorbate-substrate bonds, which
is counterintuitive. In addition, the stronger bonding of OH occurs on the Pt and Pd sites
interacting with more chemically active subsurface atoms in the alloy (i.e., Cr is more
chemically active than Ni), which is in contradiction to the bond order conservation [124].
4.3.3 Two-Level Interaction Model
To understand this exception to the d-band model, we first discuss a physically transpar-
ent framework allowing us to analyze chemisorption of adsorbates on transition or noble
metal substrates ash shown in Chapter 3. Almost identical framework has been used pre-
viously to analyze the adsorption of CO and O on metal surfaces [39, 106]. The model
assumes that there are two main substrate-specific components contributing to the dif-
ference in the adsorption energies: electronic (∆Eel), electrostatic (∆Ees) and polarization
(∆Epe) interactions [62]. It is generally assumed that the electrostatic and polarization con-
tributions are similar for a given adsorbate on different transition or noble metal surfaces
[83]. Our DFT calculations supported this point and showed that the electrostatic com-
ponent of the adsorbate-substrate interaction calculated by multiplying the self-consistent
subsurface atoms induced electric field (reference to induced electric field on pure metal
surface) with the dipole moment of adsorbate on the surface is very similar for different
skin alloys. The electronic contribution is due to the change of one-electron energies, and
it is insightful to further divide this contribution into the sp-band and d-band contributions
[52] as shown in Eq. (4.6). We will treat the interaction of the adsorbate with the substrate
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sp-band as an adjustable parameter in the model.
(4.6) ∆Eel = ∆Esp+∆Ed
The interaction of the molecular orbitals of OH with the substrate d-band can be treated
as an interaction between two localized molecular orbitals approaching each other and
forming a chemical bond. It can be described by two terms: covalent attraction due to
the orbital hybridization and repulsion due to the energy cost associated with the orbital
orthogonalization (this term is sometimes referred to as Pauli repulsion) [104]. Since in
the case of OH there are two molecular orbitals interacting with the d-band (d-orbitals of
the substrate), populated 1pi and empty 4σ∗ orbitals, we need to account for the interaction
of both orbitals with the substrate d-band as shown in Eq. (4.7) [106].
∆Ed ≈−4
[
(1− f ) V
2
pi
|εd− ε1pi | +(1+ f )SpiVpi
]
(4.7)
−2
[
f
V 2σ
|εd− ε4σ∗| + f SσVσ
]
Here, f and εd are the respective filling and center of d-band projected on the surface
metal atoms. ε1pi and ε4σ∗ are the energy levels of the renormalized adsorbate orbitals
formed after the interaction with broad, free-electron-like substrate sp-band. S and V are
the overlap integral and coupling matrix element describing the interaction between renor-
malized adsorbate orbitals and metal d-band, respectively. The first term in each bracket
describes the covalent attraction, while the second term describes the Pauli repulsion. The
coefficient in front of the bracket is the degeneracy of the adsorbate states.
To use the model in Eq. (4.6) and Eq. (4.7) to analyze the adsorption of OH on the skin
alloys, we need to evaluate the energy levels of the renormalized ε1pi and ε4σ∗ orbitals with
respect to the substrate Fermi level. To accomplish this objective, we have investigated the
evolution of these molecular states on the Al(111) surface. Since Al has no d-electrons,
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this system can mimic the interaction of OH with the sp-band of skin alloy surfaces [106].
Figure 4.11: (a) Density of states (DOS) of gas phase OH radical in vacuum. (b) DOS projected on the
molecular orbitals of OH adsorbed on atop site of Al(111). (c) and (d) DOS projected on the O atom for OH
adsorbed on atop site of Pd and Pt with 3d subsurface metal.
In Fig. 4.11 (b), we show the density of states projected on the molecular orbitals of
the OH adsorbate on the Al(111) surface. The positions of molecular orbitals of OH (3σ ,
1pi and 4σ∗) in vacuum are shown in Fig. 4.11 (a). Comparison of Fig. 4.11 (a) and (b)
shows that the molecular orbitals of OH adsorbed on the Al(111) surface are broadened
and shifted down in energies with respect to the molecular states of the gas phase OH.
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Due to the difference in the sp-electron density of the Al(111) surface compared to Pt
and Pd skin alloy surfaces, the calculated positions of the renormalized adsorbate states on
the Al(111) surface need to be recalibrated. This can be done straightforwardly since the
low lying 3σ adsorbate state interacts mainly with sp-states on the Al(111) and skin alloy
surfaces, and therefore provides a reasonable reference. It is shown in Fig. 4.11 (c, d) that
3σ orbital is shifted slightly upward on Pt and Pd skin alloys compared to the Al(111).
We assume that renormalized states (1pi and 4σ∗) have shifted upward by the same energy
relative to the 3σ orbital of OH adsorption on Pd and Pt skin alloys, respectively. This
assumption is reasonable since the level shift of renormalized adsorbate states will be
mainly a function of the substrate sp density of states [125]. This analysis shows that the
renormalized 1pi and 4σ∗ states of OH on the Pd alloys are at -0.6 and 5.0 eV with respect
to the Fermi level. The corresponding energy levels on the Pt alloy surfaces are at -1.0 and
4.6 eV.
We can now evaluate various parameters in Eq. (4.11). It has been shown previously
based on Muffin-Tin Orbital theory that the interatomic matrix element Vpi can be calcu-
lated from Eq. (4.8) [58].
(4.8) Vpi = ηpdpi
h¯2r3/2d
md7/2
where ηpdpi= 1.36 and h¯2/m=7.62 eVA˚2 are constant. rd is the characteristic length of the
d-orbitals of a surface atom. It is constant for a given surface atom. We use the value for
rd tabulated in the Solid State Table [58]. d is the adsorbate-metal bond length. We use the
bond lengths calculated in the DFT-GGA geometry optimization calculations. Eq. (4.8)
shows that the interatomic matrix element for a given adsorbate interacting with metal d-
bands on a family of skin alloys (Pt or Pd), is only a function of d (metal-adsorbate bond
length). To calculate the overlap integral S, we use a simple relationship Spi ≈ −αVpi ,
where α is an adjustable parameter [39, 106]. We also assume that the d-band filling
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of Pt and Pd surface atoms is 0.9, and it is equal for different alloys. This assumption
is consistent with previous experimental measurements showing that the formation of al-
loys is not accompanied by charge transfer between d-states of constituent metal elements
[99, 126, 127]. Due to different geometric arrangements of pi and σ orbitals, the overlap
integral ratio of Sσ/Spi is approximated to be 1.3, calculated previously for the adsorption
of CO on transition metal surfaces [106].
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Figure 4.12: Comparison of DFT- and model-calculated OH adsorption energy on Pd (a) and Pt (b) skin
alloys. The parameters obtained from the model are tabulated in insert.
Fig. 4.12 shows a comparison between the OH adsorption energies obtained from
DFT calculations and the prediction of the model with two adjustable parameters, α
and ∆Esp. The adjustable parameters were obtained by minimizing the residual between
DFT-calculated adsorption energies and the energies obtained from the model in Eq. (4.6).
Fig. 4.12 shows that for a series of Pd and Pt skin alloys with different subsurface atoms
(3d, 4d, or 5d) the model captures the chemisorption of OH very well.
4.3.4 Fundamental Mechanisms Associated with this Surface Phenomenon
Further inspection of the tabulated parameters in Fig. 4.12 shows that the interaction
of the sp-band of the alloy substrates (∆Esp) with the OH adsorbate is attractive. Fur-
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thermore, excellent agreement between DFT adsorption energies and the model-predicted
energies can be obtained with a constant value of α and ∆Esp for skin alloys with subsur-
face elements in the same row of periodic table (3d, 4d, or 5d). Comparison between the
contribution of sp-band and the total adsorption energies shows that the interaction with
the substrate d-band is repulsive, and it differs significantly for different alloys as shown
in Fig. 4.12(a). It is this repulsion term that drives the unusual behavior of OH on the Pt
and Pd skin alloys.
As discussed above, the repulsion is the consequence of orbital orthogonalization be-
tween the renormalized adsorbate state and the metal d-states, which is proportional to
−SV ≈ αV 2. This suggests that the adsorption energies of OH on Pt or Pd skin alloys
are different due to different interatomic matrix elements (V ). We showed above that the
difference in the interatomic matrix element on Pt or Pd skin alloys arises from differ-
ent metal-adsorbate bond lengths. The Pt or Pd alloys with larger metal-adsorbate bond
lengths (skin alloys containing subsurface atoms to the left in periodic table) have smaller
interatomic matrix element and therefore the repulsion between the metal d-band and the
renormalized adsorbate states is weaker. This explains the stronger chemisorption of OH
on those alloy surfaces characterized with longer adsorbate-substrate bonds.
It is important to discuss why the Pt or Pd alloys with subsurface atoms to the left in
a row of the periodic table have larger metal-adsorbate bond lengths compared to the al-
loys containing metals to the right in the periodic table. Adsorbate-substrate bond length
is to a large degree governed by the substrate sp-electron density, i.e., the bond length is
determined by the distance outside of the surface where the electron density around the
adsorbate is optimal for adsorption [23, 39]. This is consistent with the model that shows
that a large fraction of the absolute bond strength, and therefore the length of the bond,
is due to the interaction of the OH adsorbate with the sp-band. Due to the difference in
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the electronegativity of the different metals in the skin alloys, there is an electron transfer
between subsurface and surface metal atoms. It was shown previously, experimentally
and theoretically, that mainly free-electron-like sp-states participate in this electron trans-
fer [126, 127]. This transfer of sp-charge between subsurface and surface atoms of the
substrate affects the adsorbate-substrate bond length. For example, for skin alloys with 3d
subsurface metals to the left in the periodic table (e.g., Cr), there is larger driving force to
have more electron transfer to the surface due to the increased difference in electronega-
tivity between guest and host metal atoms compared to the subsurface atoms to the right in
periodic table (e.g., Ni). In response to this increased electron transfer, the OH adsorbate
will move away from the surface to maintain the optimal electron density, as shown in
Fig. 4.13 (b).
1.15 1.2 1.25 1.3 1.352.02
2.04
2.06
2.08
2.1
M
−
O
H
 B
on
d 
D
is
ta
nc
e 
(Å
)
0.65
0.7
0.75
0.8
0.85
Number of sp-electron (e-)
−2.4 −1.5
Sur
f-O
H D
ista
nce
Coupling Matrix
Ni Cr
C
ou
pl
in
g 
M
at
ri
x 
E
le
m
en
t (
eV
2 )(b)
−2.2 −2.15 −2.1 −2.05 −2 −1.95
−0.7
−0.6
−0.5
−0.4
−0.3
C
ov
al
en
t A
tt
ra
ct
io
n 
(e
V
)
1.9
2
2.1
2.2
2.3
P
au
li
 R
ep
ul
si
on
 (
eV
)
OH Binding Energy (eV)
Attraction
Re
pu
lsi
on
NiCr
Figure 4.13: (a) The covalent attraction and Pauli repulsion contributions to the OH binding energy on Pt
skin alloys with 3d subsurface atom calculated using the model discussed in the text. (b) Surf-OH bond
distance and the coupling matrix element (V 2) are plotted as a function of the number of sp-electrons on the
surface substrate atoms. The number of sp-electrons was calculated as total Bader charge minus the d-band
filling.
It is also important to understand why OH and O exhibit fundamentally different chemisorp-
tion behavior on the skin alloys as shown in Fig. 4.3. The main difference between OH and
O is that the O atom in OH is more electron rich, i.e., there is a transfer of electron density
from H to O in OH. This shift in electron density causes the OH adsorbate to require lower
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optimal electron density when adsorbed on a metal surface than the O adsorbate. Since
the lower electron density is encountered further away from the surface atoms, the bond
distance between the OH adsorbate and the substrate surface is larger than that for the O
adsorbate. This larger bond distance results in smaller coupling matrix element for the
adsorption of OH, ultimately yielding smaller spread between bonding and anti-bonding
metal-OH states and causing the anti-bonding states (formed due to the hybridization of
OH 1pi molecular orbital with surface d-states) to be below the Fermi level. The popu-
lated anti-bonding state effectively means that the interaction between substrate d-states
and the adsorbate states is repulsive [104]. Unlike the OH adsorbate, atomic O binds closer
to a metal surface, and the coupling matrix element is much larger. This large coupling
matrix element pushes the anti-bonding metal-O states to be partially above the Fermi
level, resulting in the trend dominated by the covalent attraction between the d-band and
renormalized adsorbates states. The position of the partially occupied anti-bonding state
with respect to the Fermi level is dependent on the position of the substrate d-band center;
higher d-band center leads to higher energy of the anti-bonding state and so results in less
occupied anti-bonding states and stronger chemical bonding.
4.3.5 Generality of this Surface Phenomenon
OH adsorption on the Pt and Pd skin alloys is not the only exception to the d-band
model of chemisorption. In fact any adsorbate characterized by the repulsive interaction
between substrate d-states and renormalized adsorbate states will behave similarly, i.e.,
stronger bonding will be accompanied by larger bond length and lower energy of the center
of d-band projected on surface atoms. These systems are always associated with substrates
that have nearly fully occupied d-band (mainly d9 and d10 metals) and adsorbates with
almost completely filled valence shell (OH, F, Cl, · · · ). In Fig. 4.13 (a, b) we show that
F and Cl show similar dependence on the center of d-band projected on surface atoms of
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the Pt and Pd skin alloy compared with the OH adsorbate. The same trend follows the
chemisorption of O and OH on Ag and Au skin alloys.
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Figure 4.14: (a) F and Cl adsorption energies on Pt and Pd skin alloys as a function of d-band center. (b) O
and OH adsorption energies on Au and Ag skin alloys as a function of d-band center.
4.4 Potential Application of the Model for Alloy Catalyst Design
Alloy materials represent a virtually infinite phase space of potential heterogeneous
catalysts. While many alloys have been found to exhibit excellent performance for vari-
ous catalytic reactions, the vast phase space of possible formulations precludes thorough
screening, even with combinatorial high-throughput experiments or quantum-chemical
calculations. A long-term goal of fundamental catalysis using alloy materials is to develop
simple models for predicting variations in chemisorptions energies of important reaction
intermediates based on physical characteristics of the constituent metal elements and fea-
sible schemes for rapid screening of optimal alloy compositions.
In this Section, we have developed such a physically transparent model that allows
us to relate easily accessible physical characteristics of the elements that form an alloy
(mainly their electronegativity, atomic radius, and the spatial extent of valence orbitals) to
the catalytic performance of alloy sites. Compared to previously developed computational
searching methods based on electronic descriptors, this model permits rapid screening
86
through an enormous phase space of alloy structures and compositions using analytical
expressions instead of expensive quantum-chemical calculations. We have specifically fo-
cused on Pt-based multimetallic catalysts for the electrochemical oxygen reduction reac-
tion (ORR). We demonstrate that: (1) the simple model allows for rapid screening through
large libraries of Pt-alloys, (2) the model identifies almost all Pt alloys that have thus far
been shown to exhibit enhanced ORR activity compared to pure Pt and suggests many new
promising alloy compositions, and (3) since the model is grounded on validated theories
of chemisorption on metal surfaces, it allows us to identify the critical physical features
that characterize optimal alloy electrocatalyst for ORR and propose how these features can
be engineered.
4.4.1 Computational Details
The DFT calculations were performed using the ultra-soft pseudopotential plane-wave
method with the generalized gradient approximation (GGA-PW91) coded in Dacapo. The
wave-functions were expanded in plane-waves with an energy cutoff of 450 eV. The Pt
alloy surfaces were modeled by a 2×2×4 slab for Pt/X/Pt(111) and Pt/X(111) alloy struc-
tures and 2×2×6 slab for Pt/PtX(111) and Pt/Au/AuXY(111) alloy structures separated
by 10 A˚ of vacuum space. The adsorbates and top two layers were allowed to relax until
the total force on the atoms was less than 0.05 eV/A˚. In the p(2×2) Pt surface unit cell,
4×4×1 Monkhorst-Pack k-points were used for the Brillouin-zone integration. Conver-
gence of the results with respect to various calculation parameters was verified in all cases.
Various types of model system were used in this study, such as Pt monolayer skin alloy,
1st-generation core-shell and 2nd-generation core-shell as shown in Figure below.
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Figure 4.15: Geometric structure of different model alloys
4.4.2 Pt-Containing Electrocatalysts Design for Fuel Cell Applications
The primary cause of efficiency loss in low temperature proton exchange membrane
(PEM) fuel cells is the sluggish kinetics of the ORR, 4(H+ + e−) + O2 → 2H2O, at the
cathode as illustrated in Fig. 4.16 (a) [128–130]. Though Pt is the best pure-metal ORR
electrocatalyst, it still exhibits an appreciable overpotential due to the strong binding of
surface hydroxyl (OH) to surface Pt sites, which poisons Pt at high operating potentials
[23, 128, 131]. The key objective in formulating optimal Pt alloys for ORR is to iden-
tify elements that would, when alloyed with Pt, electronically perturb the surface Pt sites
so that they bind OH with slightly lower adsorption energy (∼0.1 eV less exothermic)
than pure Pt without changing the rate limiting step to be O2 activation as illustrated in
Fig. 4.16 (b) [23, 80, 130]. In this Section we propose a model that accomplishes this
objective, allowing us to rapidly screen through the immense phase space of Pt alloys. In
our analysis, we assume that under relevant electrochemical conditions the surface of Pt
alloys is occupied by Pt atoms, which is consistent with experimental and computational
findings [8, 95, 132–134].
We have previously shown that the change in the OH adsorption energy on a Pt site as
a function of the local chemical environment of the site can be described by focusing on
the interactions of the local d-states of the site with the OH adsorbate states [127]. More
88
Ο + (4H++4e-)            2H  O22
(b)(a)
OH
*  re
mo
val
O  activation
2
OH adsorptionstrong weak
Pt/C
Hy
dro
gen
Figure 4.16: (a) Schematic of electrode water interface where OH adsorbs (a) Objective for tuning the
surface reactivity for ORR
specifically, we showed that the change in the OH adsorption energy (∆∆E), in response
to the change in the local chemical environment of the Pt surface site, is governed by two
physical characteristics of the site: the average energy of electronic d-states projected on
the adsorption Pt site (i.e., the center of d-band, εd), and the interatomic matrix element
(V 2ad) [58] describing the coupling strength of OH valence states with the substrate d-
band. For small perturbations in the local chemical environment of the Pt site, for example
induced by alloying, the change of adsorption energy (∆∆E) can be written as a linear
function of ∆εd and ∆V 2ad as shown in Eq. 4.9.
(4.9) ∆∆E = k1∆εd + k2∆V 2ad
Eq. (4.9) can be easily derived based on the first-order Tylor expansion of ∆∆E with respect
to εd and V 2ad as shown in Eq. 4.10.
(4.10) ∆∆E =
(
∂∆E
∂εd
)
Vad
∆εd +
(
∂∆E
∂V 2ad
)
εd
∆V 2ad
where,
(4.11)
(
∂∆E
∂εd
)
Vad
=−4(1− f ) V
2
pi
(εd− ε1pi)2 −2 f
V 2σ
(εd− ε4σ∗)2
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Figure 4.17: Schematic illustration of the chemical bonding between adsorbate states and metal d-states,
which leads to an upward shift in energies due to the Pauli repulsion, followed by the formation of bonding
and anti-bonding states due to the orbital hybridization.
and, (
∂∆E
∂V 2ad
)
εd
=−4
[
(1− f ) 1|εd− ε1pi | −α(1+ f )
]
−2
[
f
1.32
|εd− ε4σ∗| −1.3
2α f
]
(4.12)
where the constant 1.3 comes from the approximation V4σ∗ ≈ 1.3V1pi [106]. Based on the
tabulated parameters [135] we can easily get the linear coefficient k1≈-0.20 and k2≈1.95
eV−1.
On a conceptual level, the first term in Eq. 4.9 describes the covalent attraction due
to the hybridization between an adsorbate state (orbital) and substrate d-states, while the
second term describes the Pauli repulsion due to the energy cost associated with the orbital
orthogonalization as illustrated in Fig. 4.17 [63, 136]. We have previously demonstrated
that when ∆εd and ∆V 2ad are calculated using self-consistent Density Functional Theory
(DFT) [127, 135], the model gives excellent agreement with the DFT-calculated OH ad-
sorption energies on Pt-based alloys [127].
We now make Eq. 4.9 useful for rapid screening of optimal ORR alloy catalysts by
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developing simple expressions, which do not require computationally expensive quantum-
chemical calculations, to evaluate the change in the d-band center (∆εd) of the Pt ad-
sorption site and the change in OH-Pt coupling matrix element (∆V 2ad), in response to the
perturbation of the local chemical environment of Pt due to alloying.
4.4.3 Prediction of Adsorbate Bond Distance to the Surface
It has been shown based on Muffin-Tin Orbital Theory within the tight binding approxi-
mation that, for an adsorbate on metal sites, the coupling matrix element, Vad , is a function
of the adsorbate-metal bond distance, d, and the spatial extent of the metal d-orbital (rd)
(Vad ∝ r
3/2
d /d
7/2) [58]. For OH adsorption on Pt sites, rd is identical, irrespective of the
chemical environment of the site (i.e., it is an inherent property of the Pt atom). There-
fore the change in OH-Pt coupling matrix, ∆V 2ad , in response to the formation of an alloy
(more specifically the change of the local chemical environment) is only a function of the
change in the metal-OH bond distance. To determine the relative OH-Pt bond distance for
different Pt alloys, we have employed extensive DFT studies which established that, on
geometrically similar Pt sites of alloys, the bond distance is linearly correlated with the
difference in the geometric mean [137] of the Mulliken electronegativity of the local Pt
atom and its neighboring atoms, as shown in Eq. 4.13. The proportionality coefficient, γ=-
0.094, was obtained by linearly fitting the metal-OH bond distance calculated using DFT
for a subset of Pt alloy surfaces. Comparison of bond distances predicted by the model to
DFT calculations shows good agreement (RMSE≈0.01 A˚) for many different families of
Pt monolayer alloys as shown in Fig. 4.18.
(4.13) ∆d = γ
[ N∏
i
χnni
]1/N
−χPt
= γ∆χ
The observed relationship between the change in electronegativity and the metal-OH
bond distance can be rationalized by the fact that the main fraction of OH adsorption en-
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Figure 4.18: DFT calculated metal-OH bond distance on various Pt alloy surfaces correlated with the predic-
tion of the model in Eq. 4.13. The sketch is an illustration of the effect of the change in the surface electron
density on the adsorbate-substrate bond distance.
ergy on Pt sites comes from the interaction of the OH valence states with the free-electron-
like sp-band of the substrate. Thus, the interaction between the sp-band and the OH states,
to a large degree, governs the metal-OH bond distance [23]. Due to the difference in the
electronegativity of Pt atoms and the neighboring atoms in an alloy, there is a transfer of
electron density, changing the filling of the sp-band of Pt (i.e., the free-electron density is
perturbed). This change in the local electron density affects the adsorbate-substrate bond
length at the local site as illustrated in Fig. 4.18 [138]. The process can be understood in
terms of the adsorbate seeking the regions of optimal electron density on a metal surface.
The electron density around local adsorption sites changes in response to the formation
of an alloy, and the adsorbate responds by changing the bond distance and finding a new
geometry with optimal electron density. In practice, this means that if a Pt surface site is
surrounded by less electronegative atoms, charge will be transferred to the Pt site, and the
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OH adsorbate will move further away, lengthening the bond. We have noted that the same
relationship exists for many other adsorbates on Pt alloy surfaces based on the eletronega-
tivity defined in Eq. 4.13. The parameters are shown in Table below along with the Parity
plot.
4.4.4 Simple Models for the Prediction of d-band Center of Alloys
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Figure 4.19: DFT calculated local d-band center of various Pt alloy surfaces correlated with the model
prediction using Eq. 4.14.
As shown in Eq. 4.9, the other major quantity governing the relative OH adsorption
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energy on Pt sites is the center of the electronic d-band (εd) projected on the site. It has
been shown previously that for many alloys, the shift in the center of the d-band (∆εd)
projected on individual atoms, induced by the change in the local chemical environment
of the site, is uniquely determined by the change in the d-band width (the spread of d-
states around the center of the d-band) as shown in Eq. 4.14 and described in more detail
below [99, 126, 135].
(4.14) ∆W id ∝ ∆ε
i
d = α∆∑
j
V i jdd +β∆χ
The change in the d-band width for a given substrate atom is governed by the inter-
action of the d-orbitals of that atom with the valence orbitals of neighboring atoms (both
d-states and the delocalized sp-states) [58]. The interaction with neighboring d-orbitals is
captured by the d-d interatomic matrix element (Vdd) describing the d-coupling strength
[58, 139, 140]. This is a function of the bond distance between neighboring atoms and
the spatial extent of the d-orbitals: V i jdd ∝ r
3/2
di
r3/2d j /d
5
i j [58, 118, 135, 139, 140]. The bond
distance between neighboring atoms (d) in an alloy can, in turn, be estimated by gener-
alizing Vegard’s law, while the spatial extent of d-orbital (rd) is an intrinsic property of
the pure metal atom [58]. In our analysis we used rd values calculated using Muffin-Tin
Orbital Theory within the tight binding approximation [58]. Finally, the change in the
d-band width due to interaction with the free-electron-like sp-band can be described in
terms of the difference in electronegativity (governing sp-electron density), ∆χ (defined
in Eq. 4.13) [58, 141]. The parameters α=-6.21 and β=0.55 eV in Eq. (3) were obtained
by linearly fitting DFT-calculated d-band centers for strained surfaces of pure Pt and a
subset of alloy surfaces, respectively [139, 140]. Comparison of the d-band center pre-
dicted by the model to the DFT calculations for different families of Pt alloys shows that
the model predicts the change of d-band center very well with RMSE≈0.1 eV (as shown
in Fig. 4.19).
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4.4.5 Rapid Screening of Pt-Containing Multimetallic Electrocatalysts
The practical value of Eq. 4.9-Eq. 4.14 is that the relative adsorption energy of OH (with
respect to pure Pt) and therefore the relative ORR activity of Pt sites on various Pt alloys
can be calculated using only physical characteristics of the constituent metal elements.
This allows for a rapid screening through a large phase space of Pt alloy compositions and
geometries to identify those with desired catalytic properties (in this case binding OH with
∼0.1 eV lower adsorption energy than pure Pt [23, 80, 130]).
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Figure 4.20: Model prediction of OH binding energies on Pt monolayer alloy surfaces with varying subsur-
face ligand (1 ML) and lattice strain (-10% to 5% expansion). Marked regions depict the alloy systems with
desired catalytic properties (∼0.1 eV weaker OH binding than pure Pt). Inserts show different mechanisms
by which the OH adsorption energy changes.
To illustrate the value of the model in Eq. 4.9-Eq. 4.14, we first use it to investigate
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the effect of a simultaneous change in the substrate lattice constant and the nature of sub-
surface metal on the OH adsorption energy on Pt surface sites. Here, the model system
is a pure Pt slab, with variable lattice constant and Pt atoms in the second layer are sub-
stituted by another element. Fig. 4.20 shows that compression of the Pt-Pt bond in the
surface layer lowers the OH adsorption energy. In this case, the compressed lattice yields
an increased overlap among neighboring d-orbitals and therefore larger coupling matrix
element, Vdd [109]. This results in a wider substrate d-band, lower d-band center, and
therefore weaker OH-metal bond according to Eq. 4.9. Alloys exhibiting these structural
features have been synthesized by depositing Pt monolayers pseudomorphically on a sub-
strate with compressed lattice compared to Pt [79, 142]. Fig. 4.20 also shows that a similar
outcome is accomplished in Pt alloys with the second layer rich in 3d metals. These inter-
metallic compounds (e.g., Pt3Ni and Pt3Co), often called 1st generation core-shell alloys,
have been identified previously experimentally, showing 2∼3 times increased specific ac-
tivity over pure Pt [95–97]. Fig. 4.20 also shows that Pt alloys in which the Pt surface sites
are coordinated with more electronegative metal atoms (e.g., Au) bind OH less strongly
than pure Pt. The model in Eq. 4.9-Eq. 4.14 suggests that the reason for this is that the
withdrawal of sp-electron density from the Pt adsorption site by Au results in a shorter
OH-metal bond which in turn increases the repulsive interaction between adsorbate states
and metal d-states [127]. Similar structures have also been shown previously to exhibit
enhanced ORR activity [143, 144]. For example, a Pt monolayer deposited on an Au in-
terlayer, which is supported on Au-Ni-Fe ternary alloy, has been shown to exhibit 5- to
7-fold improved specific activity compared to pure Pt [143, 144]. These multi-layer alloys
are often referred to as 2nd generation core-shell alloys.
In general, Fig. 4.20 gives us critical insights about the nature of the optimal Pt site for
the ORR. The optimal Pt sites are characterized by a lower center of the d-band projected
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on the surface Pt atoms and/or shorter Pt-OH bond distance compared to pure Pt. In
practice there are three ways to accomplish these objectives: (1) creating alloys where
surface Pt-Pt bonds are contracted, (2) coordinating Pt surface sites with 3d metals, (3)
coordinating Pt surface sites with more electronegative metals (Au).
Among identified geometries, particularly appealing are the 2nd generation core-shell
alloys characterized by a Pt monolayer on top of an Au-interlayer, which is then supported
on an alloy core. These structures are desirable since the Au interlayer gives enhanced
protection to elements in the core that are otherwise thermodynamically unstable under
relevant electrochemical conditions [143]. Additionally, these materials are characterized
by relatively low Pt content moderating the cost of raw materials. To further probe the
2nd generation core-shell alloys, we have applied the model in Eq. 4.9-Eq. 4.14 to screen
through a large library of Pt monolayer alloys that belong to this family of materials. In this
model, the core contained Au (75%) with two other (X and Y) metal elements (25% total).
The lattice constant of the core structure was estimated from Vegard’s law, i.e., the compo-
sition weighted lattice constant of constituent metal elements. The interlayer between the
core and the Pt surface layer contained 3 layers of Au. The model-predicted adsorption
energies of OH on those alloy surfaces, relative to pure Pt, are shown in Fig. 4.21 as a
function of the X and Y elements.
Fig. 4.21 demonstrates that the rapid screening procedure identified a large number of
promising 2nd generation Pt monolayer core-shell alloys, characterized with weaker OH
binding energies (∼0.1±0.02 eV) than pure Pt. It is encouraging to note that some of
these alloys, such as the above mentioned PtML/Au/Au-Ni-Fe, have been synthesized and
tested previously, showing an improved performance compared to pure Pt [143]. Fig. 4.21
shows that in the family of 2nd generation core-shell alloys, in addition to the previously
tested PtML/Au/Au-Ni-Fe alloy, there are many additional Pt alternatives. In all of these
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The parity plot in the bottom right insert shows a comparison of the OH binding energies on selected Pt
monolayer alloys calculated using the model and self-consistent DFT. Top right figure shows the model
system.
cases a combination of Au-induced shortening in Pt-OH bond length and the change in
substrate lattice constant due to alloy formation pushes the OH adsorption energy towards
the desired values (∼0.1 eV lower bond strengths compared to pure Pt).
We have compared the adsorption energy calculated using the simple model in Eq. 4.9-
Eq. 4.14 with the self-consistent DFT calculations for a few selected 2nd generation core-
shell alloys (PtML/Au/Au3X(111)). These calculations showed that the model can ade-
quately predict even small changes in the OH adsorption energy with RMSE≈0.02 eV.
Thorough testing of the model showed that it performs the best for alloy structures char-
acterized by small perturbations compared to pure Pt, manifested in small alloy-induced
changes in the substrate lattice constant and the Pt alloying with metals of similar elec-
tronegativity. It is important to note that alloys with these characteristics are of particular
interest since they should be the easiest to synthesize [145].
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4.5 Summary
We have used X-ray absorption spectroscopy (XAS) and quantum chemical density
functional theory (DFT) calculations to identify critical features in the electronic structure
of different sites in alloys that govern the local chemical reactivity. The measurements led
to a simple model relating local geometric features of a site in an alloy to its electronic
structure and chemical reactivity. The central feature of the model is that the formation of
alloys does not lead to significant d-charge transfer between the constituent metal elements
in the alloys, and that the local electronic structure and chemical reactivity can be predicted
based on physical characteristics of constituent metal elements in their unalloyed form.
We show that there is a family of adsorbate-substrate systems that does not follow the
trends in adsorption energies predicted by the d-band model. A simple, physically trans-
parent model is used to analyze this phenomenon. We found that these adsorbate-substrate
pairs are characterized by the fact that Pauli repulsion dominates the interaction of the
substrate d-band with the adsorbate. The exceptions to the d-band model are mainly asso-
ciated with the adsorbates having almost completely filled valence shell, and the substrates
with nearly fully occupied d-band, i.e., OH, F, Cl adsorbing on metals and alloys charac-
terized by d9 or d10 substrate surface atoms. We have established the key underlying
factors governing variations in the surface electronic structure upon alloy formation. A
physically transparent framework allowing us to relate these factors to the change in OH
chemisorption energies on Pt alloy surfaces was developed. This framework was used to
search through libraries of Pt alloys allowing us to identify the key features of optimal
catalytic sites and suggest alloy compositions that meet the criteria for promising ORR
catalysts.
We have established the key underlying factors governing variations in the surface elec-
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tronic structure upon alloy formation. A physically transparent framework allowing us to
relate these factors to the change in OH chemisorption energies on Pt alloy surfaces was
developed. This framework was used to search through libraries of Pt alloys allowing us
to identify the key features of optimal catalytic sites and suggest alloy compositions that
meet the criteria for promising ORR catalysts.
CHAPTER V
Doping of Substrates with Chemical Promoters
5.1 Introduction
Interactions among adsorbates on metal surfaces play a critical role in heterogeneous
catalysis [82, 146, 147], electro-catalysis [79], self-assembly [148], nucleation and growth
[149, 150], and almost every other phenomenon governed by chemical or physical surface
processes. Traditionally, adsorbate-adsorbate interactions have been grouped into two cat-
egories: direct and indirect interactions [151–154]. Direct interactions [151, 152] can be
further divided into the electrostatic interaction of charge distributions, the covalent bond
formation due to orbital hybridization, and the Pauli repulsion resulting from orbital or-
thogonalization. Indirect interactions [153, 154] are characterized by adsorbate-induced
electronic or structural modifications of metal surfaces. Understanding of adsorbate-
adsorbate interactions on metal surfaces is critical to unearth the underlying mechanism of
promotion and poisoning effect in heterogeneous catalysis [83]. Additives that are often
used in the design of heterogeneous catalysts are alkali metal elements, such as sodium
(Na), potassium (K) and cesium (Cs), which have been shown to significantly alter the
outcome of catalytic reactions by selectively promoting or inhibiting targeted elementary
steps [82, 83, 147]. To illustrate the effect of alkali promoters on the catalytic reactions,
in Fig. 5.1 (adapted from [155]) we show dramatically enhanced reaction rate of ammonia
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synthesis over ruthenium (Ru) catalysts with the introduction of alkali promoters [155].
Recent work of Davis et al. using steady-state isotopic transient kinetic analysis have
yielded similar conclusions, mainly that the intrinsic rate of ammonia synthesis increases
by two orders of magnitude for the Cs-promoted Ru catalyst as compared to un-promoted
Ru at identical reaction conditions [156]. Many others have made similiar observations
[157–162]. In addition to ammonia synthesis it has been shown that alkali promoters en-
hance reactivity and/or selectivity in many other critical commercial processes including
Fisher-Tropsch synthesis [163, 164], alcohol synthesis [155, 165], water-gas shift reac-
tions [155], olefin epoxidation [77, 166], automotive three way converters [167].
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Figure 5.1: Dramatically enhanced reaction rate of ammonia synthesis over ruthenium (Ru) catalysts with
the introduction of alkali promoters. Circle: Na, Square: K, Triangle: Cs.
.
Although the alkali promotion effect in heterogeneous catalysis has been recognized
for decades [155, 168–172], there still lacks cohesive insights regarding the role of alkali
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metals in catalytic reactions. Multiple investigators have argued that alkali adsorbates act
through an electrostatic mechanism [9, 173]. Specifically, alkalis induce strong electric
fields that interfere with relevant surface intermediates and transition states via the long-
range, static dipole-dipole interaction [9, 173]. Others have suggested that alkalis influence
the surface chemistry by modifying the electronic structure of metal catalysts [146]. There
is also the postulation that alkali metals act as geometric promoters by increasing the
dispersion of active metal catalysts [174] or simply by blocking the un-selective site [175].
In this Chapter, the issue of alkali promotion is addressed in a case study of the role of
Cs adatoms on silver (Ag) catalysts for oxidation reactions. We choose the Cs/Ag system
since it is well-established that alkali promoters enhance the reactivity and/or selectivity
in various olefin epoxidation reactions on Ag catalysts [176–179]. For example, Campbell
[77] and Grant et al. [166] have demonstrated experimentally that Cs promoters enhance
the reactivity of Ag catalyst as well as the selectivity towards ethylene oxide in ethylene
epoxidation over well-defined Ag surfaces.
Density Functional Theory (DFT) calculations, ab-initio atomistic thermodynamics,
and Monte Carlo simulations were employed in this study. We emphasize that those com-
putational methods allow us to go beyond the zero Kelvin temperature and zero pressure,
i.e., beyond the conditions that are usually associated with DFT calculations [180–184].
We believe that pressure and temperature have a significant impact on the mechanisms of
alkali promotion. While in this studies we focus on the case of Cs promotion in oxidation
reactions over silver catalysts, every attempt is made to formulate universal knowledge-
base that extends far beyond the concrete case studies. In addition to unearthing the un-
derlying mechanisms associated with alkali promotion, the acquired knowledge-base will
allow us to shed light on the general problem of adsorbate-adsorbate interactions on metal
surfaces.
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5.2 Computational Methods
5.2.1 DFT Calculations
Top View Side View
Figure 5.2: Top and side view of Ag(111) model systems employed in our DFT calculations (3×3×4 unit
cell as an example)
First-principles density functional theory (DFT) calculations are performed using the
ultrasoft pseudopotential [100] plane wave method with the generalized gradient approx-
imation (GGA-PW91) coded in Dacapo [185]. In our calculations we employ a close
packed Ag(111) substrate as a model system as shown in Fig. 5.2 (top and side view of
3×3×4 unit cell). The wave-functions are expanded in plane waves with an energy cutoff
of 350 eV and the Ag(111) surface is modelled by a four-layer slab separated by 10 A˚
of vacuum space. Adsorbates are placed on one side of slab where the induced dipole
moment is taken into account by applying a dipole correction. The adsorbates and top
two silver layers are totally relaxed until the force on the atoms is less than 0.05 eV/A˚.
4×4×1 Monkhorst-pack [186] k-points is used for the Brillouin zone integration. The
equivalent k-points sampling is used for all of the surface structures studied in order to
maximize the accuracy when comparing the energies of different structures as calculated
in different size of unit cells. Finite temperature Fermi smearing function (kBT = 0.1 eV )
is utilized to facilitate the SCF convergence, and the total energy is extrapolated to kBT =
0 eV. A climbing-image nudged elastic band method [187] was used to find saddle points
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and minimum energy pathways for elementary reaction steps on the clean and Cs-doped
Ag(111) surfaces. The frequency analysis for obtaining vibrational contribution to free
energies of surface reactions was performed using standard finite difference methods.
5.2.2 Ab-Initio Atomistic Thermodynamics
µ(T, p)
⇔
Figure 5.3: Schematic illustration of the gas-surface interface
As the metal substrate, e.g., Cs/Ag(111), is in contact with O2 gas at a given chemical
potential µ(T, p), surface or even subsurface sites of the substrate will be continuously
occupied by the gas phase molecules or fragments until the equilibrium condition is es-
tablished as shown in Fig. 5.3. At specific surface configuration, the Gibbs surface free
energy γ(T, p) of the adsorption system can be calculated as
(5.1) γ(T, p) =
1
A
[GCs/O/Ag(111)−GCs/Ag(111)−NOµO],
where NO is the number of adsorbed O atoms in the unit cell, which has the surface area,
A. GCs/Ag(111) and GCs/O/Ag(111) are the Gibbs free energy of the Cs/Ag(111) slab, and
the slab with adsorbed oxygen species, respectively. µO is the chemical potential of the
gas-phase oxygen. Gibbs free energies, (GCs/O/Ag(111) and GCs/Ag(111)), can be obtained
from first-principles by calculating DFT electronic energies, ECs/O/Ag(111) and ECs/Ag(111),
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and correcting these for the effect of vibrational degrees of freedom since translational and
rotational effect are negligible for surfaces. The vibrational properties of the system can be
calculated within the quasi-harmonic approximation using first-principles phonon density
of states [188–193] The chemical potential of gas phase O2, µO(T, p), can also be com-
puted easily from electronic, vibrational, rotational, and translational partition functions
as we introduced in Chapter 2. µO(T, p) can be written as
µO(T, p) = 1/2EO2 +∆µO(T, p)
= 1/2
[
EO2 +µO2(T, p
o)+ kBT ln
(
pO2
po
)]
,(5.2)
where EO2 is the electronic energy of O2 molecule calculated using DFT. µO2(T, p
o) ac-
counts for the change in free energy of O2 as a function of T . The expression for µO2(T, p
o)
is readily available from thermodynamic tables, or it can even be calculated from vibra-
tional, rotational, and translational partition functions which can be estimated from DFT
calculations. The NIST thermodynamic table gives the expression of µO2(T, p
o) for stan-
dard pressure p0, which is usually 1 bar. In order to account for the deviation of µO from
the standard pressure an additional pressure dependent term, kBT ln
(
pO2
po
)
, is added. The
scheme introduced here can be used to relate the DFT calculated energies to the catalytic
relevant conditions.
5.2.3 Metropolis Monte Carlo Simulation
The Ag(111) surface in the Monte Carlo simulations has been modeled as (50×50)
Ag(111) lattice with periodic boundary conditions. Atomic oxygen can adsorb on the sur-
face hollow sites and subsurface octa (beneath surface fcc) and tetra-1 (beneath surface
hcp) sites, and Cs is only restricted to be on the surface hollow site since the penetra-
tion into subsurface is energetic unfavorable. The interatomic interaction potentials have
been obtained using cluster expansion method with coarse-graining of DFT energies. The
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selection rule for a Monte Carlo move from state m to n is governed by the transition
probability
(5.3) ρmn = min{1, ρnρm},
where the ρm and ρn is the probability for each state determined from Boltzmann distribu-
tion. Three different Monte Carlo moves within grand canomical ensemble scheme have
been incorporated as below with the transition probability calculated from Eq. 5.3.
1. Particle Displacement
(5.4) ρmn = min{1,exp(−∆E/kBT )}
2. Particle Insertion
(5.5) ρmn = min{1,exp{−(∆E−∆µO)/kBT}}
3. Particle Removal
(5.6) ρmn = min{1,exp{−(∆E +∆µO)/kBT}}
where ∆E = Enew−Eold .
Metropolis Monte Carlo is an efficient tool to investigate the thermodynamic stability
of the surface structure under various conditions. We have performed the Monte Carlo
simulations in the Grand Canonical ensemble with an applied oxygen chemical potential
determined by the gas phase partial pressure with fixed temperature. Many Monte Carlo
cycles (108) are performed until the surface and subsurface oxygen coverage, and system
energy is converged with some statistical fluctuation. The general scheme of Monte Carlo
simulation in our studies can be illustrated in Fig. 5.4.
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Figure 5.4: Schematic illustration of Metropolis Monte Carlo simulation algorithm
5.3 Fundamental Mechanisms that Govern Alkali Promotion
5.3.1 Cs Promotion on O2 Dissociation
The dissociation of O2 is an important elementary step in many oxidation reactions
on metal surfaces [194]. We have performed DFT calculations to study the effect of Cs
adatoms on the energetics of O2 dissociation reaction on the Ag(111) surface. The results
of these calculations are shown in Fig. 5.5. Geometries of relevant transition states were
obtained in DFT calculations using a climbing nudged elastic band (cNEB) algorithm
[187] and shown along with the potential energy surfaces in Fig. 5.5. Site B is the surface
hollow site close to dissociating O2 molecule, and site A is the furthest on the 3×3 unit
cell we have employed in this study. The same final state energy is used since CsO2 is
the most thermodynamically favourable structure at this coverage of Cs and O. Fig. 5.5
shows that the activation barrier for O2 dissociation is lower on Cs/Ag(111) (1.04 eV for
far site A, 0.87 eV for near site B) than that on the un-promoted Ag(111) surface (1.26
eV). Furthermore, the adsorption energy of atomic oxygen (final state in O2 dissociation)
is significantly more exothermic for the Cs-promoted Ag(111) compared to un-promoted
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Ag(111). We also observe that the extent of Cs promotion is larger for those Ag sites
that are close to the Cs adsorbates (site B in Fig. 5.5). These results clearly demonstrate
that there is a significant interaction between oxygen adsorbates and Cs on the Ag(111)
surface and are consistent with various experimental observations which showed that the
O2 adsorption and desorption processes on Ag(111) can be significantly altered when Cs
is adsorbed on the surface [195–197].
−1.5
−1
−0.5
0
0.5
1
1.5
En
er
gy
 (e
V
)
-0.06
-0.51
-0.66
1.20
0.53
0.21
-0.37
-1.47
barrier (eV)
clean 1.26
A       1.04
B       0.87     
O2
O2
≠
O
B A
B A
Cs
O2 O2
≠ O
Figure 5.5: The DFT-calculated potential energy surfaces for the O2 dissociation reaction on clean and Cs-
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.
To understand the mechanism of alkali promotion it is critical to identify the underlying
physical factors that induce such a substantial Cs-induced change in the energetics of the
O2 dissociation reaction.
5.3.2 Alkai-Modified Electronic Properties of Metal Surfaces
To be able to unearth the mechanism (for example, via Eq. 3.22 in Chapter III) by
which promoters affect chemical reactions on metal surfaces, it is critical to understand
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how an alkali adsorbate modifies electronic properties of metal substrates. To address this
question, we have performed electronic structure DFT calculations where we studied Cs
adsorption on the Ag(111) surface. These calculations were performed to provide impor-
tant insights regarding the alkali-induced modifications of various physical characteristics
of metal substrates and to establish a level of confidence that DFT can obtain accurate and
experimentally verifiable results.
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Figure 5.6: (a) Cs induced work function change as a function of Cs coverage on Ag(111); Blue square
is the experimental result adapted from literature, while red circles represent DFT-computed work function
change. (b) The contour shows the Cs induced electron density difference on the plane cutting through
Cs adatoms. Solid line represents the average electron density along z-axis. The density is calculated as
∆n = nCs/Ag(111) − nAg(111) − nCs. Positive value corresponds to an e− charge increase. Zero on z-axis
corresponds to the top Ag layer. Cs atoms are adsorbed at z=3.25 above the top Ag layer.
Our DFT calculations show that Cs preferentially adsorbs on the hcp three-fold hollow
site at a height of ≈3.25 A˚ above the top layer of Ag atoms. We observed that there is
a strong repulsive interaction among Cs adsorbates on the surfaces, which is consistent
with experimental observations [155, 168]. It has also been observed experimentally that
adsorption of alkalis on metal surfaces decreases the electronic work function (energies
required to remove electron from the system to vacuum) of these substrates [198]. In
order to establish a level of confidence regarding the accuracy of DFT and its ability to
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capture the Cs-induced modifications of the Ag(111) surface, we compared the experi-
mentally measured work function [198] to the theoretical predictions of our DFT studies,
see Fig. 5.6(a).
Fig. 5.6(a) shows that for a broad range of Cs coverage, the Cs-induced change in the
work function is very well captured by the DFT calculations. The change in the work
function is a consequence of charge donation from the Cs adsorbate to Ag substrate. This
is corroborated by Fig. 5.6(b), where we plot the average Cs-induced electronic charge
density along z-direction (normal to the surface) cutting through the Cs atom. The charge
density was calculated as the difference between the charge of Cs/Ag system minus the
charge of un-promoted Ag and minus the charge associated with the Cs atom without the
substrate. It is observed that upon the Cs adsorption the electron density shifts away from
the Cs adsorbates towards the Ag substrate, resulting in a large induced dipole moment
which opposes the clean substrate charge spill-over dipole. This induced dipole moment
ultimately results in the work function decrease, as corroborated by Fig. 5.6(a) [199, 200].
In Fig. 5.6(b), we also show the contour of electron density induced by Cs adsorption
on the plane perpenticular to the suface. As we can see, alkali-induced change in the
charge density is essentially localized to the first near neighbor Ag atoms of alkalis. There
is also a free-electron like layer just above the Ag top layer in the interface, which is
assigned to be the delocalized sp-electrons. Cs also induced a strong polarization due
to the lateral repulsion, which will decrease the charge transfer from alkali atoms to the
Ag(111) surface.
Along with the change in the electronic work function, which is a global property of
the substrate, we observe that Cs adsorbates also modify various local properties of Ag.
We are particularly interested in the Cs-induced modifications of those local properties
that might impact the adsorption energies of various co-adsorbates on specific Ag sites.
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For example, an important consequence of Cs adsorption is that it induces an electrostatic
potential along z-direction. The Cs-induced electrostatic potential varies as a function of
the position in xy plane, i.e., it is a function of the distance from the Cs adsorption site.
Fig. 5.7(a) shows the Cs-induced electrostatic potential along the z-direction through the
sites labeled A, B, C, and D in the 3×3 unit cell shown in the Fig. 5.7(a). The Cs-induced
electrostatic potential is calculated by subtracting the electrostatic potential of Ag(111)
substrate from the electrostatic potential of Cs/Ag(111) system. It is observed that Cs
induces a significant change in electrostatic potential even for the sites that are relatively
far from the Cs adsorption site, such as site D.
−1 0 1 2 3 4 5
−2
−1.5
−1
−0.5
0
0.5
1
Z (Å)
∆
υ C
s (
eV
)
A
g 
To
p 
La
ye
r
A  -1.3
B  -1.1
C  -0.9
D  -0.8
εCsmax (V/Å)
A
Cs
C BD
(a)
−6 −5 −4 −3 −2
E−Ef (eV)
P
ro
je
ct
ed
 D
O
S
 (
a.
u.
)
Ag 4d Orbital
A
B
Ag(111)
Ag A
Ag B
Cs
(b)
Figure 5.7: Cs induced modification of the electronic properties of silver surfaces. (a) Cs induced elec-
trostatic potential along different positions on the surface. The induced electric field εmaxCs is the maximum
electric field out of surface as determined from the dashed line. (a) The projected density of states of surface
silver atoms for clean Ag(111) and Cs modified Ag(111) surfaces. As illustrated in insert, Ag A is the one
directly bonded to Cs, and Ag B is the one on the second near neighbor of Cs.
It is important to emphasize that the Cs-induced electrostatic potential will change
the adsorption energy of various adsorbates, particularly those with significant molecular
dipole moments or those that are easily polarized in an electric field. This is a consequence
of the fact that the Cs-induced potential varies in the z-dir., as shown in Fig. 5.7(a) which
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results in significant electric fields. For example, we calculate the maximum electric field
defined in Eq. 5.7 through site A at a height ∼2 A˚ above the top Ag layer (which is a typi-
cal adsorption height for simple adsorbates on metal substrates) to be -1.3 V/A˚ through the
site A and to be -0.8 V/A˚ through the site D. These electric fields interact with the dipole
moment of various adsorbates impacting their adsorption energy and their chemistry on
the alkali-promoted metal substrates.
(5.7) εmaxCs =−max |
d∆υCs
dz
|x,y
Another local physical property of a metal substrate that is modified by an alkali ad-
sorbate is the surface electronic structure. The physical quantity that describes the local
electronic structure associated with various discrete surface sites is the local density of
states (LDOS) [201], which is defined as
(5.8) ρi(ε) =∑
p
|〈ψp|φi〉|2δ (ε− εp),
where i represents local site; ψp is the wave-function of pth orbital of the system; φi is the
basis function on the local site i. The density of state ρi(ε) of local site i is obtained by the
summation of projection of all the state p.
The promoter-induced change in the LDOS has a direct impact on the adsorption en-
ergy of surface reactants and transition states and can lead to significant alkali-induced
modifications in the activation barriers for certain elementary steps, therefore altering the
reactivity and selectivity of the catalyst [202].
The electronic structure of metal d-band has been well established to be the governing
parameters for the surface chemical bonding with simple adsorbates [202]. In Fig. 5.7(b)
we plot the LDOS (d-symmetry) projected onto an Ag atom which is directly bonded to
Cs (atom labeled A), and the LDOS projected onto a nearest neighbor to this Ag atom
(atom B), as well as the LDOS projected onto an Ag atom of an un-promoted Ag(111)
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surface. Fig. 5.7(b) demonstrates that the adsorption of Cs on Ag(111) has a fairly short
range electronic effect. For example, it is observed that the LDOS has shifted downward
in energy for those Ag atoms that are directly bonded to the adsorbed Cs, i.e., the atom
labeled A. However, for the second nearest neighbor (atom B) the LDOS is not modified
compared to the LDOS of Ag atoms of un-promoted Ag surfaces. We conclude that the
impact of Cs adsorption on the d-states of the metallic substrate is localized to those Ag
atoms that directly bind to Cs. This is not surprising considering that electrons in metal
will respond to the Cs adsorption, shielding the effect of Cs and limiting it to very short
range. The impact of Cs on the sp-states of metal is slightly more spread since sp-electrons
are nearly free and delocalized, which could affect the coupling of adsorbate states with
metal d-states by adjusting the optimum adsorbate bond distance to the surface.
The main conclusions of our studies of the Cs adsorption on Ag(111) are:
• Cs decreases the electronic work function of Ag(111) surface. The decrease in the
work function is a consequence of the Cs-induced dipole moment which opposes the
clean substrate charge spill-over dipole. DFT methodology can predict very accu-
rately the experimentally observed decrease in the work function.
• Cs changes substantially electrostatic potential above the Ag substrate. The induced
electrostatic potential is significant even for those surface sites that are relatively far,
a few A˚, from the Cs adsorption sites. The gradient in the electrostatic potential along
the z-direction leads to significant electric field.
• The adsorption of Cs on Ag(111) modifies only sligthly the substrate electronic struc-
tures. For d-electrons of the substrates these changes are localized, and only Ag
atoms directly bonded to Cs feel the presence of Cs. For sp-electrons, the effect of
Cs is felt further away from the Cs adsorption site since sp-electrons are delocalized
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on the surface.
We have performed similar calculations for Na adsorption on a close packed Ru(0001)
substrate as well as for Na and Cs on the Pd(111) surfaces. These calculations yielded the
conclusions that are consistent with the observations for the Cs/Ag(111) system. These
similarities suggest that alkali adsorption on metal surfaces results in fairly universal
changes in the physical characteristics of those substrates. The fundamental reason for
these similarities is that alkalis are electropositive and upon adsorption on metal substrates
they donate electronic charge to these substrates. This universal shift in electron charge
distribution results in universal alkali-induced modifications of various physical character-
istics of metal substrates. The important question that needs to be addressed is whether
and how the alkali-induced modifications of the physical characteristics of metal surfaces
impact the chemical reactivity of these surfaces.
5.3.3 Fundamental Understanding of Alkali Promotion Mechanism
To explore the fundamental mechanism of alkali promotion, we have employed the
general theoretical framework that we have introduced in Chapter 3 based on the underly-
ing machinery of DFT. The model allows us to obtain a transparent and physically intuitive
description of the interaction energy between two adsorbates on metal surfaces. We note
that this expression is very similar to the one obtained by Nørskov and Hammer using the
frozen density and potential approximation [202]. All of the contributing terms in Eq. 3.22
can be evaluated independently of each other providing us with a very clear view of the
dominant mechanism of adsorbate-adsorbate interactions.
As stated above in the beginning, there are many mutually contradicting mechanisms
that have been proposed as important for alkali-induced modification of the catalytic re-
activity of metal surfaces. The ultimate challenge was to identify those physical factors
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that affect chemical transformations on metal surfaces. Our strategy was to design an ap-
proach, guided by Eq. 3.22, which will allow us to completely decouple from each other
different modes of adsorbate-adsorbate interaction (electronic, electrostatic and polariza-
tion) and to quantify their respective relevance. The aim of current studies was to identify
the mechanism that govern the interactions of atomic Cs, adsorbed on the Ag(111) surface,
with the initial, transition and final states involved in the O2 dissociation reaction.
Eq. 3.22 provides a natural and physically transparent description for the interaction
energy between two adsorbates on a surface. Basically, Eq. 3.22 states that Cs adsorbates
can affect the stability of these adsorbates by changing the electronic structure of the sub-
strate, by inducing an electrostatic dipole on the surface, or by polarizing the adsorbate
in the electric field. So in the following we are going to talk about the details of each
contribution.
5.3.3.1 Electronic Contribution due to the One-Electron Energies
The electronic contribution in Eq. 3.22 is shown below for reference only.
(5.9) ∆∆Eel =∑
i
ξi
Ni
∑
N=1
∆εNi [∆υ ]
∆εNi [∆υ ] is the change of the one-electron energy of N
th Kohn-Sham orbital of the system
i with the perturbation potential ∆υ .
To evaluate the impact of Cs adsorption on the one-electron energies of various oxygen
adsorbates (initial, transition, and final states in the O2 dissociation) as shown in Eq. 5.9,
we have utilized Two-Level interaction model [106], which is basically an application of
the tight binding approximation to the adsorption on metal surfaces. In this approximation
adsorbate states (orbitals) represented by discreted energy level interact with the d-state
centered at average energy of the d-band of the substrate [106]. Based on the general
framework proposed by Nørskov et al., the binding energy of adsorbate on metal surfaces
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is given by
(5.10) ∆E = ∆E0+g∆Ed,
where ∆E0 is the energy contribution from the coupling of adsorbate states with sp-
electrons, and ∆Ed is the interaction energy between adsorbate resonance state (after in-
teraction with sp-states) with d-band of the surface, and the factor g accounts for the
degeneracy of the adsorbate valence states. The interaction energy of adsorbate states with
the “free-electron-like” sp substrate states is assumed to be similiar for different surface
sites according to Newns-Anderson model and our analysis in Chapter 4. This is not a
rigorous assumption considering that sp-band of extended metal surfaces is very broad
and featureless for transition metal surfaces and alloys. It will certainly fail if sp-states
become discreted as in small metal clusters [49]. It should be noted that the sp-interaction
is governing the adsorbate bond distance to surface atoms since this interaction has the
most contribution to the binding energy, and the interaction with d-band can be taken as a
perturbation [49, 203]. We have shown in Chapter 4 that sp-electron density of local metal
sites in alloys dictated by the electronegativity of constituent metal elements is the govern-
ing factor for determining the adsorbate bond distance to metal surfaces, and the coupling
matrix of adsorbate states to localized metallic d-states is a function of interatomic bond
length, Vpd ∝ 1/d7/2 [58]. In the following we are going to talk about the specific form
of Two-Level interaction model for different states of oxygen and elaborate the details of
evaluation.
For molecular oxygen adsorption on the Ag(111) surface, the occupied 2pi∗o and unoc-
cupied 2pi∗u orbitals are closely around the Fermi level, which can interact with the metallic
d-states. The occupied 2pi∗o state centers at around -2.14 eV below the Fermi level as cal-
culated from the molecular oxygen adsorption on the sp-electron metal Al(111) surface.
The unoccupied 2pi∗u state is around 1.32 eV above the Fermi level calculated in the same
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way. So the interaction of 2pi∗ orbitals with Ag(111) d-band can be seen as these two
states both interacting with the d-orbitals of Ag(111) surface atoms, without specifying
the proper symmetries of interacting d-orbitals. From the tight binding approximation
[49, 138], we can easily write down the energy associated with these two interactions as
∆Ed ≈−2
[
f
V 22pi∗
|ε2pi∗u − εd|
+ f S2pi∗V2pi∗
]
−2
[
(1− f ) V
2
2pi∗
|ε2pi∗o − εd|
+(1+ f )S2pi∗V2pi∗
]
.(5.11)
The coupling matrix element (V ) and also the overlap integral (S) of 2pi∗o and 2pi∗u or-
bitals are assumed to be similar as an approximation. The coupling matrix element V is
linearly related to the overlap integral S, e.g. S = αV , where α is an adsorbate dependent
parameter related to the repulsive interaction between coupling orbitals. To evaluate the
coupling matrix we have used the simple relationship, V ∝ 1/d7/2, where d is from DFT
fully optimised bond distance. To obtain the absolute value of V , we also used the relation-
ship V 2 = βV 2ad , where V
2
ad for pure metals has been tabulated [138]. β is the adsorbate and
adsorption geometry dependent parameter. We have used the oxygen adsorption on clean
metal surfaces to numerically calculate those two adsorbates dependent parameters. For
Cs doped Ag(111) surface, the adsorbate bond distance to the surface is changing due to
the variations of sp electron density donated by Cs to the surface. So the relative coupling
matrix V 2ad according to the relationship V ∝ 1/d
7/2 is different for varying Cs-O configu-
rations since sp-electron density is not homogeneous over the surface. For transition state
oxygen we have used the same relationship to evaluate of the energy contribution due to
interaction with d-band. The adsorbate energy level of transition state oxygen is calculated
in the same way as molecular oxygen, resulting 2pi∗o at -1.75 eV and 2pi∗u at 0.26 eV.
For atomic oxygen adsorption on the surface, the adsorbate valence state and substrate
d-band are represented as two atomic states at εa and εd , respectively. The energy change
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in this two level interaction is given by [204]
(5.12) ∆Ed =−2(1− f )β
V 2ad
|εa− εd| +2αβ (1+ f )V
2
ad,
where f is the filling factor of d-band of surface atoms; For the Ag(111) surface, the filling
factor of d-band f is 1. β is defined as the ratio of the actual coupling matrix elements
to the relative matrix elements V 2/V 2ad , which is adsorbate and adsorption geometry de-
pendent, but metal independent; V 2ad , which is only metal dependent, has been tabulated
[204]. α , which is independent of metal surfaces, is the parameter related to Pauli repul-
sion [204]. V 2ad for clean Ag(111) surface is 2.29 relative to Cu(111) (defined as 1)
The energy contribution to the interaction energy between Cs adatom with the oxygen
species including initial, transition and final state can be evaluated based on Eq. 5.11 and
Eq. 5.12. The α and β in those equations can be obtained by the fitting the model into
oxygen species adsorption on clean transition metal surfaces as shown in Fig. 5.8. The
obtained parameters are tabulated in Table 5.1.
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Figure 5.8: Two Level interaction model for oxygen species adsorption on clean transition metal surfaces.
The parameters obtained from the Two-Level interaction model are tabulated in Table 5.1 (a) Initial and
transition states of O2. (b) Atomic oxygen
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Species α β Esp
O2 0.47 0.07 -0.56
O†2 0.21 0.95 0.00
O 0.04 1.11 -4.71
Table 5.1: Tabulated parameters of oxygen adsorption on transition metal surfaces for the two level interac-
tion model
5.3.3.2 Electrostatic Contribution due to the Dipole-dipole Interaction
The electrostatic contribution in Eq. 3.22 is shown below for reference only.
(5.13) ∆∆Ees =
∫ A
∆ρA(r)∆υ(r)dr
∆ρA is adsorbate A induced charge density difference upon adsorption on the substrate
including nucleus point charge and electrons. ∆ρA can be obtained by subtracting the
charge density of the substrate from the charge density of A adsorbed on the substrate
(∆ρA = ρA/M − ρM). Nucleus charge can be seen as a point charge at the ground state
geometric positions. ∆υ(r) is the perturbation of external potential which can be induced
by coadsorbates, alloying and many others. In this Chapter, the perturbation potential is
due to the alkali promoters, so ∆υ(r) is the alkali (B) induced change in the potential
(∆υ = υB/slab−υslab). To avoid double counting, the integration should be performed in
the region of adsorbate A. In our study, we have evaluated the Eq. 5.13 within the whole
unit cell and divided the integral by 2 to avoid the double counting.
The interaction between the static dipole of an oxygen adsorbate on the surface and the
Cs-induced electric field was evaluated by calculating the integral in Eq. 5.13. The induced
charge density difference on adsorbed oxygen was obtained by subtracting the calculated
charge density of Ag(111) from the charge density of oxygen adsorbed on Ag(111) with
the inclusion of electrons and nucleus. The Cs-induced electrostatic potential (∆υ)) was
calculated by subtracting the DFT-calculated electrostatic potential of Ag(111) from the
electrostatic potential of the atomic Cs adsorbed on Ag(111). The ionic potential in the
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ionic core region of pseudopotential should be properly corrected, or simply speaking
replaced by true ionic potential−Z/r, so the integral will be equal irrespective of the view
of adsorbates (switching A with B).
5.3.3.3 Polarization Contribution due to the Dipole-induced-dipole Interaction
The polarization contribution in Eq. 3.22 is shown as
∆∆Epe =
∫ ∫ [ δ∆ρA
δ∆υ(r′)
]
N
∆υ(r′)∆υ(r)dr′ dr,(5.14)
where ∆ρA is the adsorbate A induced charge density, and ∆υ(r) is the perturbation poten-
tial. In the context of adsorbate-adsorbate interactions where the perturbation potential is
introduced by coadsorbate B, Eq. 5.14 should also include the polarization energy contri-
bution of adsorbate B due to the coexistence of adsorbate A.
The polarization contribution is slightly more challenging to evaluate. We have cal-
culated this interaction by introducing an artificial homogeneous electric field across the
surface in our simulation cell and evaluating how the adsorption energy of an adsorbate
changes. This artificial electric field can be manipulated so that the electrostatic potential
drop or local electric field around the adsorbate matches the Cs-induced electrostatic po-
tential or local electric field. The stability of the adsorbate in this artificial electric field
will change due to the interaction of static- and induced-dipole moment with the electric
field. To isolate the change due to the polarization only, we simply subtract the interac-
tion energy of the static-dipole interacting with the artificial field based on Stark effect
from the DFT-calculated overall adsorption energy change in the artificial field as shown
in Eq. 5.15.
(5.15) ∆∆E∆υpe = ∆∆E
∆υ − (−µA/M · ε∆υ)
The polarization energy of B/M due to the existence of adsorbate A can be obtained
using the same method, simply imposing the external electric field due to adsorbate A
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on the system B/M. This method provides a reasonable way to decouple the different
contributions and identify the most dominant mechanism.
5.3.3.4 Comparison of DFT-Calculated Interaction Energies with the Model-Prediction
Using the approach discussed here, we have assessed the relative influence of differ-
ent modes of interactions governing the O2 dissociation on the Cs-promoted Ag(111).
Fig. 5.9(a) shows that the overall agreement between the self-consistent DFT calculations
and the prediction of our simple model, which combined independent calculations of elec-
tronic, electrostatic and polarization effects, is excellent for different Cs surface coverage
(1/16 ML and 1/9 ML) and varying Cs-O separations. That indicates that our model can
be used to understand the sophosticated adsorbate-adsorbate interactions on metal sur-
faces. To illustrate the dominant mode of interactions for oxygen adsorbates with alkali
promoters, we have shown the calculated different contributions by selecting one specific
surface configuration. It is clear from Fig. 5.9(b) that all the contributions stabilize the
oxygen species on the surface, and that electrostatic and polarization interactions are the
dominant modes of Cs promotion. These modes of the interaction are characterized by the
interaction of the Cs-induced electric field with the static- and induced-dipole moments of
adsorbates (initial, transition, and final state) involved in the O2 dissociation. The adsor-
bates that are stabilized the most by Cs have largest dipole moments (i.e., these adsorbates
withdraw electron density from the substrate) and the bonds that these adsorbates form
with Ag are highly polarizable in the Cs-induced electric field. These effects are more
pronounced for the transition and final states involved in O2 dissociation than for the ini-
tial state, which ultimately leads to the lowering of the activation barrier.
The analysis above stipulates a simple theoretical argument that might explain the gen-
eral effect of alkali promoters for chemical reactions on metal surfaces. It is clear that
alkali-induced electric fields play a critical role in stabilizing electronegative adsorbates on
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Figure 5.9: (a) Comparison between the self-consistent DFT calculated interaction energy and the model
prediction between Cs and various oxygen adsorbates (initial, transition, and final state in the O2 disso-
ciation reaction). We can see that the model predicts very well the interaction energies for varying Cs-O
separations and Cs coverages. Diagonal straight line is the line of perfect agreement. (b) Decoupling of
various contributions including electronic (solid line), electrostatic (dashed line) and polarization (dash-dot
line) contributions into the interaction energy for one Cs-Ox configuration.
metal surfaces. The main reason for this is the favorable interaction of the alkali-induced
field with the dipole moment of the adsorbate. If a transition state in an elementary reac-
tion is characterized by a large dipole moment (due to the electronic charge donation to
the transition state) then alkali adsorbates will stabilize this transition state and decrease
the activation barrier associated with the elementary step that proceeds through this tran-
sition state. This suggests that in order to be able to predict if an alkali adsorbate should
lower the activation barrier for an elementary step, the only information that is needed is
whether the transition state for this step accepts the electronic charge from the surface or
donates the charge. A transition state that accepts electronic charge will be stabilized in
alkali-induced fields and a transition state that donates charge will be destabilized. The
information regarding the charge distribution can be obtained easily either from DFT cal-
culations or even from simple electronegativity arguments regarding the charge donation
or withdrawal.
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This theoretical argument is likely to be important for the dissociation of many di-
atomic molecules (CO, NO, N2, etc.) over alkali-promoted metal substrates. Dissociation
of these diatomic molecules is important in many commercial heterogeneous catalytic
processes. Commercial metal catalysts for many catalytic processes are promoted by al-
kali promoters. The underlying mechanisms that govern alkali promotion in the dissoci-
ation of these diatomic molecules might be similar to the mechanisms discussed above
for the dissociation of O2 on Cs/Ag(111). The reason for this is that the dissociation of
these diatomic molecules on metal substrates proceeds via a similar mechanism known
as the donation/back-donation mechanism, where the stretching of the molecular atom-
atom bond in the transition state is characterized by the donation of the electronic charge
from the metal to the anti-bonding states of the diatomic molecule. This charge transfer
from the metal to the transition state results in a dipole moment, which is stabilized in
the alkali-induced electric field, and so decreases the activation barrier associated with the
dissociation of these diatomic molecules.
5.4 Extend Insight from DFT to Catalytic Relevant Conditions
Alkali metals have been widely used as chemical promoters in many technological ap-
plications, such as the pretreatment of semiconductor materials for the formation of the
oxide/substrate interface [205–207] and the chemical transformations of the molecules on
catalyst surfaces for the production of valuable products [77, 146, 208] or for the miti-
gation of environmentally unfriendly wastes [209, 210]. Fundamental understanding of
the promotion mechanism of alkali metals under relevant conditions requires the knowl-
edge base of the structural and electronic properties of alkali-modified substrates, which
might be sensitively influenced by the chemical potential (T , p) of the gas phase in the
surrounding environment.
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In this study, we are focusing again on alkali promotion mechanism in the oxidation re-
actions over silver sufaces. Even though alkali metals have been widely used as promoters
in many catalytic oxidation reactions, the mechanistic understanding of the alkali pro-
motion effect remains rather limited. One of the reasons comes from that there are many
possible oxygen species in the system under relevant conditions, such as the surface atomic
oxygen [211], subsurface oxygen [211–213] or bulk-dissolved oxygen [212], and various
associative oxygen species, such as peroxides [214], superoxide [215, 215], and ozonides
[216], which makes the interpretation of experimental and theoretical observations rather
convoluted. The nature, e.g., electrophilic vs. nucleuphilic [217, 218], and functionality
of different oxygen species remained highly debated before the early 1980s; however, just
recently there is a general agreement that the atomic oxygen is the reactive species for
many oxidation reactions [166, 219]. Interestingly, the subsurface oxygen has been shown
to be necessary for the activation of the catalysts and the abundance of the subsurface oxy-
gen can be directly correlated with the surface reactivity for ethylene epoxidation reaction
over silver catalysts [219]. Another possible reason for the lack of understanding is from
the well-known material and pressure gap between UHV surface science experiments and
traditional reactor studies operated under relevant catalytic conditions.
We have described above an approach used to identify underlying physical mechanisms
that govern alkali-induced modifications in the chemical reactivity of metal substrates.
We have described this effort in the context of the Cs-induced lowering of the activation
barrier for O2 dissociation over the Ag(111) surface. In these studies we have mainly
focused on a simple model system where an O2 molecule is dissociating in a unit cell
that contains one Cs adatom. Even though this model system can qualitatively explain
various experimental observations, our studies also show that it is too simple to capture all
relevant aspects of the alkali promotion. Catalytic processes take place at elevated T and
125
p. For example, oxidation reactions, such as olefin epoxidation over Ag, take place at O2
pressure ranging from 1 to 15 atm and temperature of 500-600 K [220]. It is important
to analyze how these external conditions impact the working form of the alkali promoter
[156]. In order to answer these questions, we have utilized a number of computational
techniques including Metropolis Monte Carlo (MC) simulations and ab-initio atomistic
thermodynamics that can extend DFT calculations, which are generally considered as zero-
temperature and zero-pressure, to catalytic relevant conditions [47, 221, 222].
Previously, we have shown that the adsorbate-adsorbate interaction model combined
with the first-principles DFT calculations allows us to distinguish between different mech-
anisms of adsorbate-adsorbate interactions on metal surfaces. In this Section, ab-initio
atomistic thermodynamics has also been used to identify the stable species under different
region (T , p). The Grand Canonical Monte Carlo (GCMC) simulation, which employs
systematic coarse-graining of DFT calculated energies for the Cluster Expansion and Di-
rect Enumeration, has been used to extend the insight from DFT calculations to relevant
catalytic conditions. We found that depending on the external conditions different oxygen
species and Cs-O complexes can be formed on the Ag(111) surface, and the mechanism
that governs the interaction of Cs or Cs complexes with different atomic oxygen species
(onsurface or subsurface) changes significantly. We will focus on the atomic oxygen ad-
sorption in this study because it has been generally agreed that the atomic oxygen species
are responsible for several oxidation reactions, such as ethylene epoxidation, methanol ox-
idation, CO oxidation and many others. Another complex issue that has been overlooked
in previous studies of alkali promotion is the alkali-induced modification of the working
state of a catalytic material. For example, it is quite conceivable that in an oxidation pro-
cess, introduction of an alkali would affect the extent of oxidation of a metal catalyst due
to attractive interactions between the electropositive alkali element and electronegative O
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atoms [222, 223]. It is important to be able to predict how alkali promoters affect the
working state of catalytic materials. To our knowledge, no work has been done in explor-
ing these crucial questions [224].
5.4.1 Oxidation States of the Substrate under Relevant Catalytic Conditions
We have performed DFT calculations and ab-initio atomistic thermodynamics stud-
ies to investigate the stability of various O adsorption configurations on clean and Cs-
promoted Ag(111) substrates. The objective of this study was to identify those structures
characterized by the lowest surface free energy for a given set of external conditions (T
and p of gas phase O2).
The surface free energy of O adsorption on un-promoted Ag(111) was calculated as
(5.16) γ(T, p) =
1
A
[GO/Ag(111)−GAg(111)−NOµO].
And for O adsorption on promoted Ag(111) the surface energy was calculated as
(5.17) γ(T, p) =
1
A
[GCs/O/Ag(111)−GCs/Ag(111)−NOµO],
where A is the surface area of the unit-cell, GCs/O/Ag(111) and GO/Ag(111) are the Gibbs free
energies of O adsorption on Cs-promoted and clean Ag(111) surfaces, respectively. NO
corresponds to the number of O atoms in the unit cell, while µO is the chemical potential
of O, which is in equilibrium with the gas phase oxygen, i.e., µO = 12µO2 . The chemical
potential of O was calculated by counting for the effect of T and p using the following
expressions
µO(T, p) = 1/2EO2 +∆µO(T, p)
= 1/2
[
EO2 +µO2(T, p
o)+ kBT ln
(
pO2
po
)]
.(5.18)
In Fig. 5.10, we show the calculated surface free energies for various O/Ag(111) struc-
tures as a function of oxygen chemical potential ∆µO, which is reference to DFT-calculated
127
internal energy, 1/2EO2 . Two temperature scales have been shown below the chemical po-
tential of oxygen at two distinct pressure (1 vs. 10−12 atm). The shaded area is marked to
show the region of chemical potential under which the different oxygen species are stable.
We can see that there is clear transition from the clean surface at low chemical potential of
oxygen to the surface oxygen species, and then to the oxide-like surface structure before
total bulk oxide occurs.
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Figure 5.10: Surface free energy of various O/Ag(111) structures is plotted as a function of temperature
and the pressure of O2. Structures with the lowest energy for a given set of conditions are considered
thermodynamically the most stable.
Fig. 5.10 shows that under typical epoxidation conditions (T ≈ 500 K, p(O2) = 1 atm)
the most stable O/Ag structure could be the oxide-like surface structure with the coexis-
tence of on-surface and subsurface oxygen species. This finding is consistent with numer-
ous experimental observations which showed that under commercial olefin epoxidation
conditions, subsurface O is present [211–213]. Furthermore, our ab-initio thermodynamic
studies indicate that thermodynamically the most stable structure under these conditions,
is a Ag(111)-p(4×4)-O structure with stoichiometry Ag12O6, which has been identified to
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be the most stable structure under relevant conditions [225, 226]. However, several DFT
studies have shown that Ag9O6 and Ag11O6 surface oxides have lower surface free en-
ergies than experimentally identified structure Ag12O6 [226]. This discrepancy has been
attributed to the van der Waals-like interactions, which is not captured by standard DFT
functional. For the purpose of this project, the exact stoichiometry of the most stable
Ag(111)-p(4×4)-O structure is not critical. It is much more relevant that at fairly modest
O2 pressure, consistent with ethylene epoxidation on Ag, there is a thermodynamic driving
force to form subsurface O atoms.
The main reason for the formation of subsurface oxygen is the repulsive interaction
among O atoms on the surface of Ag(111). This repulsive interaction increases with the
on-surface coverage of O. The critical on-surface O coverage, at which any additional O
atom is pushed subsurface, is 1/4 ML, which is consistent with previous thermodynamic
analysis for the oxidation of transition metals [227].
To probe the effect of Cs on the oxidation state of the substrate, we show in Fig. 5.11
the surface free energies, calculated for various O/Cs/Ag(111) systems for the 1/16 ML
coverage of Cs on Ag(111), as a function of oxygen chemical potential, ∆µO. We observe
that for a wide range of oxygen chemical potential the most stable structures are those
with the O atoms adsorbed on surface of the Cs-promoted Ag(111), forming CsOx surface
complexes. We have tried to approach the ground state free energy surfaces using DFT
calculations, however, the immense phase space of adsorption configurations with Cs ad-
sorbates at this coverage (1/16 ML) precludes the thorough screening with expensive DFT
calculations. So here we could not comment on the stability of subsurface oxygen with
Cs on the surface due to the limited sampling of configuration space. We only conclude
that at relevant conditions, CsOx would be the stable structure of Cs promoters. In the
next Section, we are going beyond this limitation, and utilize Cluster Expansion method
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to evaluate the energy of the system rapidly, and investigate the structure of silver surface
under relevant conditions using Grand Canomical Ensemble Monte Carlo simulations.
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Figure 5.11: Surface free energy of various Cs-O/Ag(111) structures is plotted as a function of temperature
and the pressure of O2
5.4.2 Stabilization of Oxygen Species by Alkali Promoters
Ab-initio atomistic thermodynamics is a great tool to examine the stability of surface
structures under relevant conditions if the phase space of the surface configuration is small
and can be easily probed with regular DFT calculations [228, 229]. However, in most
cases, we are facing the difficulty of sampling phase space thoroughly to search for lowest
energy structures. That indicates that more efficient sampling scheme is necessary for this
study.
5.4.2.1 Cluster Expansion Formalism with Coarse-Graining of DFT Energies
To investigate the effect of alkali metals on the stability of oxygen species adsorbed
on the silver surface, we need to sample all the surface configurations with varying oxy-
gen coverage. It is important to recognize that there is a large number of possible CsxOy
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configurations that need to be examined to determine the equilibrium structures for given
external conditions and given Cs coverage. This phase space requires a very large number
of computationally expensive DFT calculations. The need for expensive DFT calculations
can be circumvented by a cluster expansion of the DFT calculated energies [230]. Es-
sentially, effective cluster interaction potentials of pairs and multibodies corresponding to
geometrically different clusters are computed from a limited number of DFT calculations,
and these potentials are then utilized to calculate the energy of any configuration as an
appropriate sum of the interaction potentials [231, 232]. For example, in this procedure,
the energy of a system with O and Cs adsorbed on the Ag(111) surface is expressed as
(5.19) E(~σ ,~δ ) =V0+∑
j
Vjδ j +∑
i
Viσi+∑
i, j
Vi jσiσ j +∑
i, j
Vi jδiδ j +∑
i, j
Vi jσiδ j + · · · · · · ,
where the indices i, j, . . . correspond to a collection of sites that form a cluster of atoms
such as a pair cluster, a triplet cluster, etc. Coefficients V0, Vi, Vi j, and Vi jk are called
effective cluster interactions (ECI) and are constants, while σ and δ corresponds to occu-
pation variables of different species (this is either 1 or 0), in this case either Cs or O, in the
cluster. The ECI obtained using this scheme instead of spin variable 1 and -1 notation of
site occupation has the advantage of physical intuition. While the expansion, in the exact
limit, includes terms corresponding to all possible clusters of sites, from a practical point
of view, the equation must be truncated after some maximal sized cluster.
The ECIs (V0, Vi and Vi j · · · ) of a cluster expansion need to be determined from first-
principles. Several techniques have been used to determine ECIs, and most are based on a
linear regression of a truncated cluster expansion to the first-principles energies of different
configurations with least-squares method [233–236]. It has been our experience that this
approach can give energies that are very close (within 0.01 eV) to the exact DFT-calculated
energies with up to 3-body interactions.
In this algorithm, we have explicitly taken into account the subsurface oxygen because
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it has been shown that the abundance of the subsurface oxygen can be directly correlated
with the catalytic reactivity of Ag catalysts for many oxidation reactions.
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Figure 5.12: Enumeration of effective cluster interactions (65) on the metal surface. HCP and FCC sites are
treated as different sites in the cluster expansion.
As shown in Fig. 5.12, we have enumerated all the effective interaction clusters in our
cluster expansion method. The on-surface adsorbate-adsorbate interaction up to 6th near
neighbor has been included and the less long-ranged subsurface oxygen-oxygen interac-
tion up to 4th near neighbor is included because of the shielding effect on the subsurface
oxygen due to the substrate. The onsurface species (Cs, O) interaction with the subsurface
oxygen has been taken into account within 3rd near neighbor as shown in Fig. 5.12. The
different configurations with fcc and hcp non-degeneracy have been taken into account
in the ECIs. Cs is only allowed to adsorb and diffuse on the surface since it is observed
experimentally that Cs did not penetrate into subsurface layer under 600 K and it will not
desorb until 800 K at low pressure. It must be mentioned that only the Octa and Tetra1
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subsurface sites are available for the subsurface oxygen for simplicity, which is not a dra-
matic approximation since the Tetra2 site has been shown to be highly unfavorable below
1 ML coverage of oxygen. Eight three-body interactions have been included as shown in
Fig. 5.12. In this study, the total number of effective interaction clusters is 65. 150 inde-
pendent DFT calculations with different oxygen and Cs coverage were used for the cluster
expansion with a linear least square fit method. The cross-validation score, which is used
as the measurement of the predictability of the expansion, is calculated to be less than 0.05
eV.
5.4.2.2 Direct Enumeration for Updating Effective Interaction Coefficients
To obtain reliable ECI parameters for predicting the energies of the electronic system,
we need to systematically check the interaction parameters to see if we can approach
the ground states using Direct Enumeration method [237]. Basically, if the new ground
state at specific coverage of oxygen is found using the current ECI parameters, the DFT
calculated energy and structure will be built into the database of DFT calculations for
cluster expansion and the interaction parameters will be updated until the ground state
free energy profile is converged and there is no new structure with lower free energies.
The results of Direct Enumeration after several iterations are shown in Fig. 5.13 for
Ag(111) and Cs/Ag(111) surfaces with oxygen coverage up to 0.375 ML employed in
4×4 unit cell, respectively. The surface configuration with higher O coverage than 0.375
ML is difficult to probe due to the enormous amount of possible combinations. Since we
are investigating the initial stage of the oxidation of the substrate, the system with higher
oxygen coverage than 0.375 ML is less relevant. So we have not taken futher steps to probe
this phase space completely. In this system, we can make sure that the energetics of all
the possible structures with oxygen coverage up to 0.375 ML can be evaluated effectively
using calculated interaction parameters with Lattice Gas Hamiltonian. The solid triangle
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Figure 5.13: Surface free energies from Direct Enumeration (triangle) of Surface Configurations using Ef-
fective Interaction Coefficients and self-consistent DFT calculations (circle). This step took several iterations
until no new structure is found. (a) clean Ag(111), (b) Ag(111) with 1/16 ML Cs
is the surface free energy obtained from cluster expansion and the open circle is from the
DFT calculations. The colored ones (≤1/4 ML) are for the calculations without subsurface
oxygen in the ground state structure and the black ones are for the systems with subsurface
oxygen stable on the ground state structures. We can see that the cluster expansion method
can predict the ground state energy under the oxygen coverage up to 0.375 ML very well
compared with DFT calculations. The transition from on-surface oxygen to the coexis-
tence with subsurface oxygen around 1/4 ML is consistent with previous thermodynamic
analysis [227]. The 65 interaction parameter is plotted in Fig. 5.14 with different near
neighbor interaction. The physical meaning of the interaction parameter can be deduced
from the trend of the each set of interaction parameters.
As shown in Fig. 5.13 we have observed there is a discrepancy between the cluster
expansion and DFT calculations with high coverage of oxygen, which involves significant
amount of subsurface oxygen, resulting in the reconstruction and roughing of the silver
substrate. So the conclusion drawn from this paper can only be limited to the region of
the initial oxidation of the Ag substrate with limited amount of surface reconstruction.
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validation score is 0.05 eV based on the “taken-one-out” method
It is important to note that again the oxygen coverage in the Direct Enumeration is only
up to 3/8 ML. The current computational algorithm cannot assure the extensive searching
in the higher coverage. So the method will not be valid for higher coverage. But the
high repulsion between oxygen atoms will exclude the formation of local high coverage
of adsorbed oxygens in the attempted move of the Monte Carlo simulation.
5.4.2.3 Grand Canonical Monte Carlo Simulation
We have utilized cluster expansion method, combined with the ground state Direct
Enumeration search on the Ag(111) surface, to calculate the effective cluster interaction
parameters. After updating the parameter for several iterations, we have been successfully
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approaching the ground states free energy profiles up to 3/8 ML oxygen coverage with
reasonable accuracy compared with DFT calculations.
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Figure 5.15: Grand Canonical Monte Carlo simulation of the effect of Cs promoters on the uptake of on-
surface and subsurface oxygen. Blue: clean Ag(111), Red: Cs 0.04 ML, Cyan: 0.1 ML
Using Grand Canonical Monte Carlo simulations, we can investigate the effect of Cs
on the thermodynamic stability of the ground state structures and on the partition of on-
surface and sub-surface oxygen uptake under different oxidation conditions. The energy
difference associated with each Monte Carlo move is calculated using ECI parameters
on-the-fly. The details of the simulation is elaborated on the method section. As the
simulation approaches the thermodynamic equilibrium, the coverage of on-surface and
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sub-surface oxygen is counted. The results of the simulation are shown in Fig. 5.15.
In a wide range of oxygen chemical potential (T , p), we can see that the surface oxy-
gen adsorption have been greatly promoted by Cs. Higher Cs coverage results in the
greater on-surface oxygen uptake, which makes sense because there is a strong attraction
between Cs and O on the Ag(111) surface. Because of the attraction between on-surface
and sub-surface oxygen in the far region as shown in Fig. 5.14(d), the sub-surface oxygen
adsorption has also been promoted due to the increased coverage of on-surface oxygen.
For the Cs coverage at 0.1 ML, the different surface configurations were observed under
different chemical potentials of oxygen gas phase. In the region with low oxygen chem-
ical potential, typical of UHV surface science experiments, there is the Cs adatom on the
Ag(111) surface as shown in Fig. 5.15. The forming ordered Hexagonal superlattice has
been observed previously using STM at similar coverage [238], and can be attributed to
the strong dipole-dipole interactions between Cs adatoms on the Ag(111) surface. In the
region with medium oxygen chemical potential, there is the formation of Cs superoxide
patches (2
√
3×2√3)R30◦ on the surface, which is very stable and appears to block the
surface. The similar structure and Cs/O stoichiometry has been experimentally measured
previously using LEED and TDS [77]. In the region with higher oxygen chemical po-
tential, there is the coexistence of Cs oxides (CsOx) and subsurface oxygen as shown in
Fig. 5.15. This is the direct consequence of the strong O-O repulsion of on-surface oxygen
and the slight attraction of subsurface oxygen with on-surface oxygen at third and forth
near neighbor as shown in Fig. 5.14. We can also observe that Cs lowers the critical oxy-
gen chemical potential for the formation of the subsurface oxygen, i.e., the stabilization
of subsurface oxygen by Cs promoters via the promotion of onsurface oxygen adsorption.
The on-surface oxygen coverage is around 0.25 ML as the onset formation of subsurface
oxygen, which is fully consistent with Scheffler’s thermodynamic analysis of initial oxi-
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dation of transition metal substrates.
5.4.3 Consequence and Mechanism of Subsurface Oxygen Formation on the Surface Reactivity
The observations that there are different stable Cs complexes and oxygen species on
the Ag(111) surface under different oxidation conditions from the Monte Carlo simulation
stimulate us to understand their effects on the kinetics and thermodynamics of the disso-
ciative adsorption of O2 on the Ag(111) surface. We have utilized DFT calculations and
the adsorbate-adsorbate interaction model developed previously in Chapter 3 to investigate
the underlying mechanism of interaction between relevant surface structures with different
oxygen species, i.e., molecular oxygen, transition state oxygen and the atomic oxygen.
Under very low oxidation condition, or reducing environment, it has been shown that
there are Cs adatoms adsorbed strongly on the Ag(111) surface. Previously, we have
shown that there is the formation of a strong induced dipole moment as Cs adatoms adsorb
on the Ag(111) surface. The induced electric field from the surface dipole moment can
stabilize the electronegative species, especially for species with significant polarizability.
Gor Cs promoted adsorption and activation of O2 species, the electrostatic and polarization
contribution dominates the interactions between Cs and adsorbates. Cs induced electronic
effect through the substrate sp- and d-electrons is small compared to electrostatic and
polarization.
Cs superoxides (CsO, CsO2 and CsO3) have been observed and identified from Monte
Carlo simulations starting from medium O2 chemical potential as shown in Fig. 5.15.
However, the fundamental understanding of the effect of Cs superoxides on the different
oxygen species is still lacking. Here, we have investigated the interaction of different Cs
superoxides with atomic oxygen, molecular oxygen and transition state oxygen. From
Fig. 5.16, we can see that the electrostatic and polarization can predict the trend of the
interaction energies from DFT calculations, which indicates that electrostatic and polar-
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ization components have a great contribution to the interaction. However, the electronic
effect also plays an important role here as we can see from Fig. 5.16. So we can conclude
that the combined mechanism of electronic together with electrostatic and polarization
mechanism dominates the effect of Cs superoxides on the kinetics and thermodynamics of
the dissociative adsorption of oxygen. CsO species will promote the oxygen dissociation
just like pure Cs adatoms due to induced electric field, but CsO3 structure will poison the
oxygen dissociation from Fig. 5.16 because of the shielded induced electric field and the
electronic Pauli repulsion from surface oxygen.
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Figure 5.16: Model calculated electrostatic and polarization contributions into the interaction of CsOx with
different oxygen species on Ag(111)
The role of subsurface oxygen on the adsorption of several simple molecules has been
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inserts model show the geometry of the oxygen adsorption on the Ag(111) surface with varying coverage of
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addressed by previous researchers [239]. In order to further understand the working mode
of subsurface oxygen on the thermodynamics and kinetics, we have calculated the atomic
oxygen adsorption on the Ag(111) surface with subsurface oxygen coverage up to 1 ML.
From Fig. 5.17, we can see that there is a direct correlation between the surface d-band
center and the atomic oxygen binding energy for the different subsurface oxygen coverage.
The subsurface oxygen induced change in the electrostatic potential above the surface
is negligible since the screening effect of the free sp-electrons of the substrate. So the
mechanism of the promotion of subsurface oxygen on the surface oxygen adsorption is
mainly due to the electronic effect, where the d-band center can be used as the single
parameter to determine the binding energy of simple adsorbates on metal surfaces. The d-
band center change of the surface Ag atoms as the formation of subsurface oxygen is due
to the decrease of the coupling strength of Ag-Ag from the significant surface roughing
[58] and the electronic depletion of d-band due to the electronegative nature of subsurface
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oxygen as we can see from the density of states plot of surface metal d-bands in Fig. 5.17.
5.5 Summary
We have developed a very general and physically transparent model, based on DFT
calculations, which allows us to better understand adsorbate-adsorbate interactions on sur-
faces. This model was utilized to examine the effect of Cs adsorbates on the O2 disso-
ciation reaction on the Ag(111) surface. These studies revealed that the main mode by
which Cs affects the dissociation of O2 on Ag(111) is long-range electrostatic and polar-
ization interactions between Cs and relevant reaction intermediates. These electrostatic
and polarization interactions stabilize the transition state involved in the dissociation of
O2, lowering the activation barrier. The developed model was further utilized to address
a number of other phenomena (alkali promoted NO adsorption on Pd surfaces) where
adsorbate-adsorbate interactions play an important role. These studies demonstrated that
the proposed approach is fairly universal, and that it can be used to address multiple issues
related to chemical reactions on metal surfaces.
Cluster Expansion and Direct Enumeration methods were used to parameterize the
adsorbate-substrate and the adsorbate-adsorbate interactions involving cesium (Cs) and
oxygen (O) on the Ag(111) surface. The subsurface oxygen species has for the first time
been directly taken into account in the Lattice Gas Hamiltonian to evaluate the energetics
of the system under different oxidation conditions. The surface structures with lowest sur-
face free energies under different chemical potentials of the gas phase oxygen have been
identified using Grand Canonical Monte Carlo simulations. The physical mechanism of
the interactions between the observed surface structures and relevant oxygen species has
been investigated in details by using previously proposed the adsorbate-adsorbate interac-
tion model on metal surfaces. And we have illustrated that there is the transition of the
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promotion mechanism of oxygen adsorption on the Ag(111) surface from the mode of
electrostatic/polarization into electronic as going from the reducing environment or UHV
conditions to the highly oxidizing environment or relevant catalytic oxidation conditions
as shown in Fig. 5.18. The insights obtained from the multi-scale modeling can shed light
on the understanding of alkali promotion mechanism for various oxidation reactions tak-
ing place on the Ag(111) surface and facilitate the rational design of better and efficient
catalysts.
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Figure 5.18: Cs promotion mechanism under different operating conditions
CHAPTER VI
Imposing Stimuli for Electronic Excitations
6.1 Introduction
Chemical reactions on metal surfaces are typically driven by phonons, i. e., the cou-
pling of adsorbates vibrational degree of freedom (the reaction coordinate) with the infinite
heat bath of the substrate [240]. The intrinsic activation barrier separating reaction inter-
mediates can only be surmounted if adsorbates gain enough energy from vibrational exci-
tations. Identical chemical transformations on metal surfaces can proceed via the coupling
of adsorbates with the other excitation sources, such as electrons. Hot electron induced sur-
face chemistry has been recognized for decades and attracted much more attention recently
due to its great significance in fundamental surface science and practical applications, such
as hot electron based photovoltaic system [241].
Energetic electrons can be generated from many physical processes [241], such as pho-
toelectrons from the absorption of photons in materials, tunnelling electrons from the tip
of Scanning Tunnelling Microscope (STM) and emitting electrons from metal-insulator-
metal (MIM) devices with bias potential [242]. For example, as a high intensity ultra-fast
laser pulse strikes the solid surface, it can produce hot electrons with high temporal resolu-
tions [243]. The generated electrons quickly (∼10 f s) scatter around resulting in thermal-
ized electron gas described by the Fermi-Dirac distribution [244]. Two-temperature model
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has been employed previously to describe the energy transfer and evolution of the system
upon the illumination of laser pulses [243]. The time-dependent phonon and electron tem-
perature of the substrate obtained from Two-Temperature Model can then be coupled to
the vibrational degree of freedom of the adsorbate based on the empirical Friction model
[245]. The time evolution of vibrational states of the adsorbate can be used to calculate
the reaction probability statistically. Even though those models have enjoyed some success
in explaining the desorption dynamics of the molecules with ultra-fast laser pulses, how-
ever, wavelength dependence [246] of surface chemistry and adsorbate-substrate system-
dependent [247] power law exponent (R ∝ In) can not be directly understood using this
theoretical framework due to their statistical nature.
Instead of purely statistical descriptions of the system, the fundamental mechanism of
the hot electron induced surface reactions has also been elaborated using inelastic reso-
nance electron scattering model [248, 249]. In this model, hot electrons scattering into
adsorbate-metal anti-bonding orbitals form transient negative ions, which accelerate on
excited-state potential energy surfaces due to the force exerted on the nucleus. During this
process energy can be directly deposited into adsorbates vibrational degree of freedom
upon decaying back to the ground state. If enough energy is gained or accumulated due
to electron scattering events, surface reactions can occur. Based on this model, the des-
orption induced by electronic transition (DIET) [250] and desorption induced by multiple
electronic transition (DIMET) [251] have been proposed to understand phenomenon ob-
served in femto-second laser experiments. The wave-length dependent surface chemistry
and system-dependent power law exponent of reaction rates with respect to incident light
intensity can be physically interpreted. Usually those experiments have to be performed
under the UHV condition with extremely low temperature to exclude any thermal distur-
bance for surface characterization. The effect of the temperature on the electron scattering
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events has been briefly introduced previously [252], but there is no model explicitly taking
into account of the effect the temperature. To further understand this surface phenomenon
with the coupling of thermal energy and photon energies (e.g., solar energy), it is beneficial
to have one unified model which can effectively describe the coupling of various energy
forms and provide physical insight into the surface chemistry with multiple stimuli.
In this Chapter, we start from the experimental observation of highly efficient photo-
thermal ethylene epoxidation reaction on silver plasmonic (collective oscillation of free
electron gas density) nanoparticles. By using low-intensity visible light the operating tem-
perature can be decreased by as much as 100 K with similar viable reaction rate as pure
thermal process [253], which has great potential for suppressing the side combustion re-
actions and lengthening the catalyst lifetime. To understand the dramatic effect of light
intensity and operating temperature on the kinetics of the reaction, we have developed and
employed a Finite-Temperature Electron Scattering Model based on first-principles DFT
calculations. The main feature of the model compared to existing ones, e.g. empirical
Friction model and Electron Scattering Model, is that it can describe the kinetics of the
surface reactions which are coupled to the bath of multiple excitation sources (phonons
and electrons) with the consideration of microscopic events occurring on the surface. So
current model can provide more physically-transparent understanding of the surface re-
actions at molecule level. To tackle the problem theoretically, we have focused on the
oxygen dissociation reaction on Ag(100) surface since it has been shown that oxygen dis-
sociation is rate limiting step for various olefin epoxidation at low temperature regime. By
focusing on the dynamics of oxygen activation on the surface with the inclusion of mul-
tiple excitation sources, we can understand the experimentally observed phenomenon and
provide a rational way to improve the efficiency of current technology. Targeted electron
attachment of resonance states can potentially induce selective surface chemistry which
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can not be obtained using homogeneous heating. In this Chapter, we have shown some
preliminary studies elaborating the underlying electronic properties governing the varia-
tions in resonance energies of simple adsorbates on metal and alloy surface, which can be
used as guideline for tuning the surface chemistry using MIM device with tunable resonant
electron energies.[242]
6.2 Experimental Phenomenon
In this collaborated project, we have performed extensive experiments on the ethy-
lene epoxidation reaction over plasmonic silver nanocubes (75 nm) with low intensity
visible light illumination (0∼1000 mW/cm2). For details of the experiments, please see
following publications [253]. Energetic electrons resulting from the photo-absorption of
low-intensity visible light in silver nanocubes are confined within the nano-meter scale.
The excitation of surface plasmon resonance of silver nanocubes significantly enhances
the local field in hot spots of close-packed particles and localizes the hot electrons on sur-
faces, which plays an important role for the enhancement of efficiency of photochemistry
on metal surfaces [253]. or metal/semiconductor interface [254]. The main finding of our
experimental studies are shown in Fig. 6.1. First, as shown in Fig. 6.1(a) we observed
that there is regime transition from linear to super-linear of the reaction rate (R ∝ In) on
the incident light intensity, which can only be obtained previously utilizing high-intensity
ultra-fast laser pulses. The exponent n calculated from the relationship R ∝ In is shown
along with the measured photo-rate at varying intensity. As we can see the exponent can be
as high as 3.5 at higher intensity regime as shown in Fig. 6.1(b). At varying temperatures,
we have observed similar behavior. Second, we found that there is an exponential increase
of photo-rate with respect to the operating temperature as shown in Fig. 6.1(a), which
is in sharp contrast to the general feature of semi-conductor photochemistry where the
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temperature only has minimal or detrimental effect on the photo-rate due to the phonon-
assisted electron-hole pair recombination. To understand these experimental observations,
we have extended the previous electron scattering model to investigate the dynamics of
the hot-electron induced surface reactions at the finite temperature and developed a theo-
retical framework providing guidance for selective photo-chemistry on metal surface with
tailored electronic properties.
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Figure 6.1: Photo-thermal reaction on silver nanocubes. (a) Epoxidation rate as a function of light intensity
at different temperature. (b) Calculated exponent of photo-thermal reaction as a function of light intensity at
different temperature
6.3 Theoretical Approaches
Understanding of the fundamental mechanism of surface reactions with multiple exci-
tation sources is critical for the rational design of energy efficient and environmentally-
friendly chemical processes. From theoretical point of view, it is desirable to develop
a physically-transparent unified reaction rate theory which can describe the dynamics of
surface reactions coupled to the bath of multiple excitation sources. Here we are going
to elaborate the theoretical approaches we employed to study the surface reactions with
transient multiple excitations coupled to the reaction coordinates.
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6.3.1 Non-adiabatic Newns-Anderson Model
In the Born-Oppenheimer approximation the molecular wavefunction of extended sys-
tems can be separated into the nucleus and electronic part, and the electronic wavefunction
is only parametrically dependent on the coordinate of the nucleus. The underlying prin-
ciple for this approximation is that the motion of nucleus is relatively slow compared to
electrons, which is a reasonable approximation considering the mass difference between
electron and proton. So the electronic state can be seem adiabatically varying with respect
to the nucleus motion. This approximation has been widely used currently for the general
understanding of catalytic process and the electronic and vibrational properties of catalytic
materials.
However, Born-Oppenheimer approximation breaks down if electronic transitions oc-
cur. For laser-induced surface chemistry or photochemistry, the eigenstate of the system is
not adiabatic with respect to applied electro-magnetic field. Whenever the non-adiabatic
transition occurs, the system should be dealt with non-adiabatic surface chemistry.
The non-adiabatic surface chemistry can also be described based on the theoretical
framework of Newns-Anderson model (shown in Chapter 2) with additional coupling of
electronic states with vibrational states of the adsorbate [248]. The Hamiltonian describing
the Non-adiabatic system including electronic, phonon and the coupling between those
two systems upon electronic transition can be represented on Eq. 6.1 as
(6.1) Hˆ = Hˆel + Hˆph+ Hˆint ,
where the Hamiltonian for the electronic system is described as in Eq. 6.2. It includes
the energy of adsorbate electronic resonance states, the substrate states and the coupling
between those two via coupling matrix Vka. c† and c are the creation and annihilation
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operators for electronic transition, respectively [248].
(6.2) Hˆel = εac†c+∑
k
εkc†kck +∑
k
Vka(c
†
kc+ c
†c†ka)
The Hamiltonian of the phonon contribution basically consists of all the phonon ener-
gies of different modes including the zero-point energy based on simple Harmonic oscil-
lator approximation. We have
(6.3) Hˆph = h¯∑
i
ωi(b†i bi+
1
2
),
where b† and b are creation and annihilation operators of Harmonic Oscillator. The prod-
uct of those operator essentially gives the number of the vibrational quanta for each vibra-
tional mode.
The coupling between the electronic system and the vibrational states is linearly repre-
sented as
(6.4) Hˆint =∑
i
λic†c(bi+b†i ),
where λi is the coupling constant between the electronic resonance states and the vibra-
tional mode i. Classically, for each vibrational mode, the energy change due to the occu-
pation of excited electronic state (c†c=1) can be written as
(6.5) λi(b†i +bi) =− fi|(xi− x1i )|,
where fi is the nuclear force on the reaction coordinate upon the occupation of excited
electronic state. xi−x1i is the distance off the equilibrium position of excited state potential
energy surface for vibrational mode i, where x1i is the reaction coordinate of excited state
potential energy surface with minimum energy and xi is the instant reaction coordinate
of adsorbate/surface complex upon excitation. According to the basic definition of the
operator in Harmonic Oscillator [255], we can get
(6.6) b†i +bi =
√
2(xi− x1i )/
√
h¯
mωi
.
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Based on Eq. 6.5 and Eq. 6.6, we can easily relate the lambda to the driving force for
nucleus motion, fi, which can be directly deduced from the excited state potential energy
surface as
(6.7) fi =−dVidxi .
The coupling constant can be calculated as
(6.8) λi =
l√
2
dVi
dxi
|xi=x0i , l =
√
h¯
mωi
,
where x0 is the ground state minimum position.
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Figure 6.2: Schematic illustration of Newns-Anderson-Type Hamiltonian for the model
To calculate the coupling constant we need the vibrational frequency of adsorbates
which can be easily obtained from ground state DFT calculations or standard frequency
analysis, and also the details information about the potential energy surfaces excited state
which can be obtained using Linear-Expansion ∆SCF-DFT. The physical process of this
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phenomenon can be illustrated in Fig. 6.2. The transition probability Pmn from one vi-
brational state m to another vibrational state n if the incident electron energy is εi can be
calculated based on the non-adiabatic Newns-Anderson Model. For details of the deriva-
tion, please see the following publications [248, 252].
6.3.2 Linear-Expansion ∆SCF-DFT for Excited States
The ground state PES can be calculated easily using any quantum-chemical calcula-
tions, mostly DFT for extended systems. For example, for single vibrational mode of the
adsorbate-surface complex, we can obtain the energy topology by varying the inter-nucleus
distance to map out the potential energy surfaces associated with this specific vibrational
mode. Excited-state arises upon the transient electron attachment of initially unoccupied
resonance state due to electronic excitations. For finite system, such as molecules in gas
phase, the excited state energies can be calculated based on HF or DFT method, but it is
usually approximated as the Morse potential [256] for adsorbates on extended surfaces.
Other methods, such as Time-dependent DFT (see recent review [257]), GW approxi-
mation, Cluster Configuration, etal., are available for obtaining excitation energies but
usually computationally expensive and only applicable to small systems. Just recently a
Linear-Expansion ∆SCF-DFT method, which is an implementation in GPAW, has been
employed to study the excited state. In this method, electrons can be taken from the Fermi
level and populated on specific molecular orbitals, which are not any of the Kohn-Sham
orbitals of the ground state calculation, but the superposition or linear expansion of many
orbitals obtained from each SCF cycle to resemble the initial resonance state of gas phase
adsorbate/surface complexes or just the gas phase molecule. The electron density and en-
ergy of the system is calculated self-consistently by using this new set of orbitals. The
calculation usually needs careful convergence with respect to the number of unoccupied
bands. The results can be directly compared to the experimental measured spectra using
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inverse emission spectroscopy [258]. And it has been shown previously that this method
can give reasonable agreement with experimental measurement with minimal computa-
tional cost comparable to ground state calculations [258].
In this method, electron density of the system with occupation of the excited state can
be written as the sum of electron densities of all orbitals including N-1 low lying orbitals
and the high-lying orbital where excited electron stays based on
(6.9) n(r) =
N−1
∑
i=1
fN−1(εi)ψ∗i (r)ψi(r)+ψ
∗
a (r)ψa(r),
where fN−1 is the Fermi smearing function for N-1 electronic states,ψi, with orbital energy
εi; ψa is a linear expansion of a set of empty Kohn-Sham orbitals (φn) of self-consistent
calculations as shown in Eq. 6.10. The Kohn-Sham states from ∆SCF method are different
from the Kohn-Sham states from ordinary ground-state calculations due to the difference
of Hamilton through the change in the density when different orbitals are occupied. For
initially unoccupied state, the Kohn-Sham orbitals above the Fermi level are used to ex-
pand the new resonance orbital as shown in Eq. 6.10 and the coefficients cna are obtained
by the overlap between ground state Kohn-Sham orbital (φn) and the molecular wavefunc-
tion of gas phase or adsorbate/surface resonance state (φa). The number of unoccupied
orbitals needs to be significantly large to ensure better expansion and convergence.
(6.10) |ψa〉=
M
∑
i=N
cia|ψi〉
In Eq. 6.10, resonance orbital is written as linear expansion of empty Kohn-Sham or-
bitals self-consistently obtained from the calculations. The expansion coefficient is deter-
mined by maximizing the resemblance of this resonance with specific molecular orbital of
the gas phase molecule as
(6.11) cia =
〈ψi|ψa〉
(∑i |〈ψi|ψa〉|2)1/2
.
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In Fig. 6.3, we show the DFT calculated ground state and excited state (2pi∗) potential
energy surfaces for O2 adsorption on the Ag(100) surface. The bridge site adsorption
configuration has been shown to be the most stable geometry at this coverage (1/4 ML)
[259]. For the ground state, the O2 2pi∗ anti-bonding orbital is only partially occupied as
shown in Fig. 6.3(a), which keeps O2 molecule intact and not dissociated until there is
sufficient amount of vibrational energies provided by heat to surmount the energy barrier.
The activation barrier for O2 dissociation on Ag(100) surface bridge site is about 1.17 eV
from GPAW NEB calculations. In Fig. 6.3(b), the ground-state and excited-state potential
energy surfaces are obtained by perturbing the O-O bond distance around the ground state
minimum equilibrium position.
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Figure 6.3: (a) Molecular orbital of DOS for O2 adsorption on Ag(100) Surface. Insert shows the adsorption
configuration of O2/Ag(100) with 1/4 ML. (b) Potential energy surfaces of O2 Dissociation on Ag(100)
Surface. Insert shows the distribution of excited electrons at O2/Ag(100) complex, green is extra electron
accumulation, and red is electron deficiency
The resonance energy of O2 2pi∗ anti-bonding orbital in the excited state is about 2.4
eV at the ground state minimal bond distance based on the linear-expansion ∆SCF-DFT
method. This energy characterizes the required hot electron energies to excite the O2
molecule to form transient negative ion evolving on excited state potential energy surfaces.
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Due to the finite lifetime of electronic resonance state (τ = h¯/Γ, where width Γ∼1 eV), the
energy range of hot electrons accessible to O2 2pi∗ anti-bonding state is much wider. The
vibrational frequency deduced from ground state potential energy surface using Harmonic
oscillator approximation is 101.9 meV. This is used as we calculate the coupling constant
between electronic state with vibrational state in Eq. 6.8 and the dissociation probability
due to electronic and phonon excitation. The force imposed on the adsorbate nucleus due
to the formation of transient negative ion in the excited state potential energy surface -
dV/dx can be directly evaluated from excited state potential energy surface (-0.95 eV/A˚).
The O-O internal vibrational mode coupling constant λ from Eq. 6.8 is -47.9 meV. Those
parameters obtained from DFT-calculated potential energy surfaces are used to evaluate
the energy transfer process associated with substrate electron mediated O2 dissociation
on Ag(100) surface. The potential energy surface is assumed to be harmonic at the local
area of the equilibrium for ground state and excited state. As we can see for O2 molecule
dissociation reaction, this is the fair approximation.
6.4 Local Heating of Metal Surfaces due to Photon Absorption
6.4.1 Two-Temperature Model
Impinging photons into the substrate can be absorbed or scattered giving the extinction
spectra in UV-vis measurement. Absorption of photons in the metallic substrate gives rise
to a non-equilibrium distribution of electron-hole pairs. Due to electron-electron scatter-
ing in metals the energetic electrons quickly thermalize resulting in a Fermi-Dirac distri-
bution with characteristic electronic temperature. Previously Two-Temperature model has
been developed and extensively used to describe energy relaxation of hot electron gas via
electron-phonon coupling to lattice phonons and via heat diffusion into the bulk [243].
The energy flow of the system upon photon impinging on the substrate is illustrated in
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Fig. 6.4. From the model, the time dependent electron and phonon temperature can be
obtained. The calculated phonon and electron temperature can further couple with ad-
sorbates on the surface and induce surface chemistry. We will talk about the Empirical
Friction model later as we introduce the electron scattering model. Here we are going to
review the Two-Temperature model generally used in femto-chemistry. We use the same
model for the silver surface with ultra-short laser pulses and the steady-state system with
continuous light input. The main objective of this study is to evaluate the possible thermal
effect due to light illumination.
hν
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diffusion
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Tads
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Figure 6.4: Schematic Illustration of the Two-Temperature Model
The two-temperature model [243] uses two coupled PDE as shown in Eq. 6.12 to de-
scribe the energy transfer among electron, phonon, the bulk as well as the energy source,
such as laser pulse or continuous wave light.
Cel
∂
∂ t
Tel =∇zk∇zTel−g(Tel−Tph)+S(z, t)
Cph
∂
∂ t
Tph =g(Tel−Tph)(6.12)
Tel and Tph are the electron and phonon temperature, respectively; the origin of each
term in the model is physically transparent. The photo-absorption of photons in the sub-
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strate generates a collection of hot electrons. The electron-electron collision quickly re-
sults in the thermalized hot electrons with Fermi-Dirac distribution. The hot electron
gas dissipates the energy by electron-phonon coupling term and the heat conduction into
the bulk. The phonon temperature is linearly coupled to electron temperature with the
electron-phonon coupling coefficient, many of which for transition and noble metals have
been measured and tabulated previously [260]. Cel = γTel (γ is the electron specific heat) is
the electron heat capacity and phonon heat capacity Cph can be calculated based on Debye
model as
(6.13) Cph = 9nkB
(
Tph
ΘD
)3 ∫ ΘD/Tph
0
dx
x4ex
(ex−1)2 ,
where n is the atom density; ΘD is the Debye temperature of metals.
In Eq. 6.12, k is the thermal conductivity governing the energy dissipation into the
bulk. The time evolution of the phonon and electron temperature can be directly solved
by imposing the time dependent source profile S(z, t) which can be written as Eq. 6.14.
Intensity I(t) can have different forms depending on the profile of source energy as
(6.14) S(z, t) = (1−R)I(t)λ−1e−z/λ ,
where R is the reflectivity of the materials, characterizing the scattering versus the absorp-
tion properties of the bulk material. λ is the penetration length of light source.
6.4.2 Ultra-short Laser Pulses vs. Continuous Light Wave
For laser pulse, the intensity of the source is usually written as Gaussian distribution
with specific pulse duration as
(6.15) I(t) = F exp
(−t2
2σ2
)
/
√
2piσ2,
where F is the fluence of the energy source in J/m2, and σ is related to the Pulse duration
by σ = τ/2.355, τ is the half width of the Gaussian distribution. For continuous light
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wave we are going to focus in this chapter, I(t) is simply the constant over time.
To understand the optical response of the silver surfaces with respect to laser pulses
and continuous light wave, first we have performed the Two-Temperature model for silver
with laser pulse of similar intensity as done previously on Ru in the literature [261]. In this
study, we use laser fluence 120 J/m2, pulse duration 110 ps, initial temperature 200 K, and
all the other properties of silver are tabulated in Table 6.1. The temperature profile after
the laser shot is shown in Fig. 6.5(a). As we can see the electron temperature rises up very
quickly, but the phonon temperature barely change because the electron-phonon coupling
is small compared to Ru. Heat dissipation is fast since silver has larger heat conductivity
than Ru. That indicates that the electron driven reaction could be case for silver since the
phonon temperature is only weakly coupled to the electrons.
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Figure 6.5: Two-Temperature Model illumination. (a) Femto-second laser pulse, (b) Steady state under light
illumination
We also looked at the evolution of energies of the silver system with low-intensity
continuous wave under steady state. In this condition, it is reasonable to assume that the
phonon and electron temperature are equal. The equation essentially turns out to be single
second order ODE and can be easily solved using standard Matlab function. As we can see
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in Fig. 6.5 (b) the electron and phonon temperature remain unchanged until the intensity
approaches very high value which can only be obtained using ultra-fast laser pulse. The
intensity in the experiment I quoted here is about 1000∼10000 mW/cm2, so it is far off
the region the local heat should occur. This is also another support for the electron driven
surface chemistry instead of local heating due to light illumination.
Table 6.1: Parameter of Two-Temperature Model for Silver
Electron Specific Heat γ 58.24 J m−3K−2
Electron heat conductivity k0 (300 K) 429 Wm−1K−1
Electron-Phonon coupling constant g 3.55E+16 Wm−3K−1
Debye temperature θD 215 K
Atom density n 5.86E+28 m−3
Optical penetration depth λ (800 nm) 1.62E-08 m
6.5 Development of Finite-Temperature Electron Scattering Model
The phenomenon of hot electron induced surface chemistry has been discussed pre-
viously in terms of non-adiabatic Newns-Anderson Hamiltonian. The essential function
of this Model Hamiltonian is to determine the probability for single electron scattering
event that an incident electron with energy εi scatters into final state energy ε f , deposit-
ing energy difference (εi− ε f ) into the oscillator system. The source of electrons can
be photo-electrons due to absorption of photons in the substrate or the tunnelling elec-
trons from STM tip or other electrons emitting from metal junction devices. Regardless
of the source of electrons, the common feature of electron induced surface reactions is
the temporary trapping of incident electrons within the adsorbate-surface complex region,
forming transient negative ions. The force imposed on the nucleus of adsorbate due to
the non-equilibrium geometric structure for the lifetime of the electronic resonance results
in a non-equilibrium distribution of vibrationally excited states as the system returns to
the initial electronic ground state. If the energy gain is sufficient to surmount the thermal
activation barrier, the adsorbate will react immediately. If not, the adsorbate staying at
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higher vibrational state will decay towards the initial thermal distribution of vibrational
states before consecutive electron scattering. The pure thermal effect in the model has not
been explicitly taken into account, limiting its application for well-defined surface science
experiments, which are usually performed under extremely low temperature to preclude
thermal disturbance for the formation of ordered adsorbate adlayer. There is increasing
interest to combine different stimuli, such as phonon and electron, to facilitate the chemi-
cal reaction at viable rate [253]. In this section, we are going to extend previous inelastic
resonance electron scattering model to include the finite system temperature. The theoret-
ical framework is fully consistent with previous presented Model Hamiltonian. At finite
temperature, the initial thermal distribution of vibrational states of adsorbates before elec-
tron scattering can be written by the following Eq. 6.16 based on Bose-Einstein statistics
assuming that the adsorbate is in thermodynamic equilibrium with the substrate. As also
illustrated in Cartoon Fig. 6.6 the number of vibrationally excited oscillators is larger for
the system with higher temperature. Here the substrate represents an enormous heat bath
with phonon temperature predefined.
(6.16) p0(m) =
1
e(m+1/2)h¯ω/kBT −1
In Eq. 6.16, T is the substrate temperature, ω is the angular vibrational frequency of the
targeted normal mode. The distribution in Eq. 6.16 will become Boltzmann distribution at
significantly high temperature.
Assuming the phonon distribution p(m),m= 0,1,2 · · · , the probability of the adsorbate
(oscillator) being in the nth vibrational state after electron scattering is
(6.17) Q(n) =
∞
∑
m=0
p(m)Pmn(εi,m),
where the summation has to be truncated. The vibrational matrix element Pmn is calculated
based on the non-adiabatic Newns-Anderson-type Hamiltonian [252], which describes the
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Figure 6.6: Schematic illustration of the initial phonon distribution at finite temperature
linear coupling between substrate states and adsorbate resonant state, and the coupling
between adsorbate resonant state with the vibrational modes of adsorbates. One thing
to note that as n is smaller than m, it is corresponding to stimulated emission, where the
incident electron gains energy after scattering into adsorbates. The probability Pmn can also
be obtained using the same equation with the index switch. The reaction rate is obtained as
the following based on the assumption that the adsorbate oscillator with higher vibrational
energy than thermal barrier will react
(6.18) PR =
∞
∑
n=nR
Q(n) ·F,
where F is the flux of incident electrons on the per site and per second basis. Initially,
p(m) is equal to p0(m), which corresponds to the thermal equilibrium distribution of vi-
brational states. Before the consecutive electron scattering event, the vibrational damping
of adsorbate by transferring energy back to the substrate via emission of photon or creating
electron-hole pairs, can be described using Empirical Friction model as
(6.19)
dTads
dt
=−η(Tads−Tsub),
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and
(6.20) Tads = (T0−Tsub) · e−ηt +Tsub,
where Tads is the adsorbate temperature, which can be converted to the distribution of
vibrational states using Bose-Einstein statistics. Tsub is the temperature of the substrate. η
is the Friction coefficient. T0 is the initial temperature before decaying.
p(m) is the probability of the adsorbate is in mth vibrational state after ∆t, the time in-
terval between two consecutive scattering electrons. It should be noted that after the elec-
tron scattering, the distribution of vibrational states of adsorbate can not be represented
by pure thermal Bose-Einstein distribution with one specific temperature. To circumvent
this difficulty, we have calculated the adsorbate temperature associated each vibrational
energies based on the statistical distribution of vibrational states as a function of temper-
ature in Bose-Einstein distribution. The statistical occupation of vibrational state m is
calculated based on this adsorbate temperature using Bose-Einstein distribution. Simply
speaking, the non-equilibrium distribution of vibrational states is transformed to adsorbate
temperature associated with each vibrational energy level and then converted back into the
phonon distribution after the relaxation time, i.e., the time interval between two consecu-
tive scattering electrons. The final distribution should be normalized under the steady state
condition. The general algorithm of the electron scattering model can be represented in
Cartoon Fig. 6.14.
For many adsorbate/substrate system, η−1 is 1∼10 ps, which can be deduced from the
line-width of IR spectra. In our study, we did not try to experimentally measure or identify
the adsorbate vibrational state lifetime. We simply assume that the Empirical Friction
coefficient η is constant for different vibrational states, we wrote the Flux and so ∆t with
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Figure 6.7: General algorithm of the Finite-Temperature Electron Scattering model
unit of the friction coefficient as
(6.21) ∆t = 1/F [η ].
To compare with experiment, we have calibrated the flux by aligning up the region transi-
tion from linear to super-linear dependence of reaction rate on flux.
6.6 Fundamental Understanding of Oxygen Dissociation Induced by Multiple Stim-
uli
In previous section, we have introduced the Finite-Temperature inelastic resonance
electron scattering model which can describe the dynamics of surface reactions driven
by various excitation modes (electron and phonon). Experimentally, it has been shown in
Section 2 that silver nanoparticles can effectively couple thermal energy and solar energy
to drive catalytic reactions. We has observed the linear to super-linear regime transition
of photo-rate with respect to light intensity, and we also show that the system temperature
has significant effect on the efficiency of the process. To understand those phenomenon,
we have employed the electron scattering model just introduced to probe the underlying
mechanism, and first-principles Density Functional Theory calculations for all the param-
eters involved in the non-adiabatic model Hamiltonian describing the hot-electron-induced
vibrational transition process. In this model, the electronic system consisting of the ad-
sorbate and the substrate is described by a Newns-Anderson-type Hamiltonian with the
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linear coupling of unoccupied resonant electronic state with the vibrational states of the
adsorbate.
6.6.1 Power Law Dependence of O2 Dissociation Rate on Light Intensity
For the ethylene epoxidation reaction on silver catalysts, oxygen dissociation step has
been shown to be the rate-limiting step in the temperature regime of our study. This is
consistent with our kinetic isotope labelling experiments [253]. This technique has been
widely used previously to identify the rate-limiting step and reaction mechanism. To un-
derstand the experimental observed power law dependence of reaction rate on light in-
tensity, we have used the model to investigate on the energy transfer from hot electrons
into the reaction coordinate of oxygen dissociation. The assumption is that the frequency
of electron scattering event is linearly proportional to the incident light intensity. This is
the first case showing the crossover of linear to superlinear using low intensity light with
nanoparticles. For experimental details and results, please refer to the paper [253].
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Figure 6.8: Theoretical results from electron scattering model. (a) Calculated reaction rate as a function of
electron flux into adsorbate orbitals at different temperatures. (b) Exponent calculated from the rate showing
the transition from linear to super-linear dependence on electron flux
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In Fig. 6.8, I have shown the simulation results, which agree with experimental mea-
surement very well, in term of the general trend of reaction rates vs electron flux and
system temperature. The parameters are as follows: Width of Resonance: 1.3 eV, Inci-
dent Electron Energy: 2.2 eV, Resonance Energy: 2.4 eV, Vibration Frequency of 16O2
0.102 eV from DFT calculated ground state PES, lambda: -47.863 meV from DFT calcu-
lated excited state PES. For kinetic isotope effect, parameters for 18O2 are scaled by mass
accordingly.
We can see that the model can capture the region transition of oxygen dissociation
reaction with hot electron excitation. Also, the exponent observed here is very close to
experimental measurement, ∼3.5 at the highest flux in the experiment. The agreement
of model prediction with experimental measurement allows us to probe the underlying
mechanism of the enhancement due to visible light illumination.
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Figure 6.9: Cartoon illustration of regime transition mechanism
The mechanism for regime transition can be illustrated on Fig. 6.9. Under low light
intensity, the frequency of electron scattering events into the adsorbate is low. The vi-
brational excited adsorbates have enough time to decay back down or close to the initial
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thermal distribution as shown in Fig. 6.9(a). So all the scattering events have similar effect
on the rate, and so the same cross section or quantum efficiency. At high flux regime,
the adsorbate got hit by hot electrons before its completely decaying into the initial ther-
mal distribution of phonon states, accumulating part of the energy gain from the electron
scattering. The energy gain keeps accumulating until there is balance between the re-
excitation and decay. So there are different multiple electronic excitation steps as shown
in Fig. 6.9(b). So the governing factor of the regime transition is η−1, which can be seen
as the average lifetime of excited vibrational states. If the ∆t is larger than the η−1, the rate
will be linear with respect to light intensity, which is linearly proportional to the frequency
of the electron scattering events. If the ∆t is smaller than the η−1, the electron scattering
events are so frequent that the excited adsorbate does not have enough time to fully decay
back to to thermal distribution until the equilibrium is reached.
6.6.2 Enhanced Quantum Efficiency due to Phonon Excitation
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Figure 6.10: Cartoon illustration of effect of emperature
Another thing we see in the experimental measurement is that the quantum efficiency
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is exponentially increasing with respect to the temperature. This phenomenon can be
explained by the initial thermal occupation of vibrational states at system temperature
[252]. At low temperature, there are only limited number of excited vibrational state
with higher energies than thermal activation barrier populated as shown in Fig. 6.10. The
electron scattering needs to provide large amount of energy to have significant amount of
excited vibrational state population, i.e., the photo-rate. At higher temperature, the thermal
distribution of vibrational states at the energy level of activation barrier is significantly
higher. It has two consequences. First, the pure thermal rate will be higher since the pure
phonon excitation has provided enough population of excited vibrational state to surmount
the activation barrier. Second, the electron scattering event has much higher probability to
promote phonons from the excited vibrational state up to the activation barrier. Those two
scenario can be well illustrated on Fig. 6.10.
6.6.3 Characteristic Features for Electron-driven Surface Reactions
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Figure 6.11: Kinetic isotope effect from Electron Scattering model
Enhanced KIE effect has been shown previously to be the characteristic feature of the
electron driven process [262]. To illustrate the electron-driven nature of our experimental
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observed phenomenon, in Fig. 6.11 we are showing the model calculated pure thermal
KIE using Bose-Einstein and Boltzmann distributions (for comparison purpose only), and
also the KIE obtained from the model based on electron scattering model we have intro-
duced. The pure thermal KIE is calculated as the ratio of thermal reaction probability for
16O2/18O2. The reaction probability is evaluated the same way as photo-rate, e.g., the
summation of phonon distributions of vibrational states with higher energies than pure
thermal activation barrier. The zero-point vibrational energy difference of two isotopes
has been taken into account for pure thermal activation barrier. The calculated pure-themal
KIE using Bose-Einstein distribution is fully consistent with previous experimental mea-
surement [253]. On Fig. 6.11(b), we show that the calculated photo-thermal KIE is much
higher than pure thermal KIE, which agrees with the experimental measurement very well
as shown in Fig. 6.12(a). This indicates us that (1) The resonance electron scattering model
can capture the main effect of the photo-thermal chemistry on metal surfaces. (2) The dis-
sociation of O2 molecule on silver surface is the rate-limiting step under the temperature
region we investigated. (3) The photo-thermal process is electron-driven in nature with the
aid of phonon coupling to the substrate.
Since the model can really describe the dynamics of the system very well as shown
in our KIE measurement and simulations, it allows us to talk about the details of the
fundamental mechanism based on the model in terms of the kinetic isotope effect. Upon
the incident electron scattering into the anti-bonding orbital, the adsorbed O2 suddenly
finds itself as a non-equilibrium state on the excited potential energy surface, and so the
harmonic oscillator of adsorbates will be displaced and accelerated for the elongation of
the bond. The force on different isotope is similar since it is governed by the valence
electronic structure. For isotope 18O2, the acceleration is smaller compared to 16O2, so in
the same interval, 16O2 can travel further on the potential energy surface before decaying
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Figure 6.12: (a) Measured vs calculated kinetic isotope effect. (b) Cartoon illustration of the mechanism of
enhanced kinetic isotope effect
back down to the ground state. The energy gain due to the acceleration will be different
for two isotopes. The mechanism of kinetic isotope effect is illustrated on Fig. 6.12(b).
6.6.4 Interpretation of Power Law Exponent n
As we can see in Fig. 6.1 and Fig. 6.8, there is linear to superlinear transition of re-
action rates to the incident light intensity from experiments and also the simulation. The
corresponding exponent we observed is between 1∼3.5 depending on the light intensity or
the frequency of electron scattering events. Exploring the physical origin of the exponent
is critical for us to understand the fundamental mechanism of electron driven reactions and
validate the developed Finite Temperature electron scattering model. Previously, based on
electron scattering model it has been shown that the power exponents results from the sum-
ming up the combinatorics of all possible ways of rising through the vibrational state in
potential energy well. In the high flux limit, the exponent is approaching the nR, which is
required vibrational quanta to across the activation barrier, defined as Ea/h¯ω . This simple
interpretation of power exponent as contributing vibrational quanta has found to be con-
sistent with several experimental measurement [247]. It should be noted that in all those
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systems the energy needed to across the activation is solely provided by electron scattering
event by operating the experiment under extremely low temperature to isolate the thermal
effect.
In our system, the reaction is carried out under elevated temperature coupled with low
intensity visible light. Part of the energy required to across the activation barrier is pro-
vided by phonon excitation, or thermal energy. Based on the reaction rate measured in the
experiment and the simulated from the model, we can calculate the average energy gain
due to electron scattering events by subtracting the photo-thermal activation barrier from
the pure thermal activation barrier. The results are shown in Fig. 6.13. The intensity scale
of experimental is overlaying with simulation scale. As we can see the energy gain from
electron scattering events can be approximately represented as n · h¯ω considering that the
exponent is from 1 to 3.5 in our experimental measurement, and the h¯ωis around 0.1 eV
for O−O bond vibration. So the exponent can be seen as contributing vibrational quanta
to the activation of rate-limiting step. The conclusion here is fully consistent with previous
surface science experiments with f s laser excitations.
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6.6.5 Sensitivity Analysis of the Model
The inelastic electron scattering on metal surfaces is a very complex surface phe-
nomenon governed by several physical factors, and there is no simple linear relationship
between those physical parameters with the electron induced reaction rate or kinetic iso-
tope effect. A sensitivity analysis can be used to interpret the dependency of those parame-
ters on a target quantity in the simulation. It is also seen as a standard procedure to validate
the model. Here we have focused on two target function (Reaction Rate of O2 dissociation
and Oxygen Kinetic Isotope Effect on the reaction rate). We are going to perturb all the
independent physical quantities by 2% (relative to DFT calculated value) in the model to
see how the target function change. The consistency of physical relationship between all
the parameters is still ensured in this analysis. The definition of target function follows in
Eq. 6.22. Y can be Rate or KIE. X can be physical parameters. As we can see, the reaction
rate and KIE are quite sensitive to εi, εa, ∆Ea and λ as shown in Table 6.2 and 6.3. The
variation of rate with respect to those changes is fully consistent with the analysis in this
Chapter.
(6.22) Ci =
∆Y/Y
∆X/X
I Temp tau mass g epsiloni epsilona dV/dx barrier omega lambda
100 100 -3.30 -3.94 2.49 6.11 -5.68 5.19 -24.47 -1.87 5.19
100 125 -2.25 -2.70 1.63 3.84 -3.71 3.37 -23.70 -1.01 3.37
100 150 -1.54 -1.87 1.07 2.45 -2.45 2.21 -22.87 -0.53 2.21
100 175 -1.09 -1.35 0.74 1.64 -1.69 1.51 -22.02 -0.27 1.51
100 200 -0.80 -1.01 0.53 1.16 -1.22 1.09 -21.18 -0.12 1.09
800 100 -4.36 -4.80 3.18 7.57 -7.10 6.64 -23.98 -2.36 6.64
800 125 -3.33 -3.55 2.35 5.42 -5.27 4.88 -23.20 -1.50 4.88
800 150 -2.51 -2.60 1.73 3.87 -3.88 3.56 -22.41 -0.94 3.56
800 175 -1.91 -1.92 1.28 2.82 -2.89 2.64 -21.62 -0.58 2.64
800 200 -1.48 -1.44 0.97 2.11 -2.20 1.99 -20.83 -0.35 1.99
Table 6.2: Rate Sensitivity Analysis
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Intensity Temperature tau mass g epsiloni epsilona dV/dx barrier omega lambda
100 100 -0.80 -2.06 0.62 1.64 -1.69 1.26 -3.54 -4.12 1.26
100 125 -0.60 -1.34 0.45 1.15 -1.16 0.92 -2.32 -2.82 0.92
100 150 -0.41 -0.86 0.30 0.74 -0.75 0.61 -1.66 -2.05 0.61
100 175 -0.27 -0.55 0.20 0.48 -0.48 0.40 -1.28 -1.59 0.40
100 200 -0.19 -0.34 0.13 0.32 -0.33 0.27 -1.02 -1.31 0.27
800 100 -0.74 -2.28 0.55 1.46 -1.56 1.11 -4.68 -5.11 1.11
800 125 -0.66 -1.58 0.48 1.21 -1.27 0.96 -3.19 -3.77 0.96
800 150 -0.53 -1.06 0.37 0.92 -0.97 0.76 -2.25 -2.83 0.76
800 175 -0.40 -0.69 0.28 0.68 -0.71 0.57 -1.66 -2.19 0.57
800 200 -0.31 -0.42 0.21 0.50 -0.53 0.43 -1.26 -1.76 0.43
Table 6.3: KIE Sensitivity Analysis
6.7 Insight into the Efficiency and Selectivity of Electron-Mediated Surface Reac-
tions
First, we are going to extract the governing physical factor for the selectivity of pho-
tochemistry on metal surfaces with electron mediation. Previously, MIM device has been
used to show that selective surface chemistry can be obtained by tuning the electron to
be specifically into the electronic resonance [242]. Since the rate is largely governed by
the overlapping of resonance to electron distribution window. By using MIM device, the
electron energy can be tuned to be within 0.1 eV width in energy distribution. The se-
lective tuning into or detuning out of particular electron attachment resonance provides
an elegant way of selective surface photochemistry on metal surfaces. Suppose we can
adjust the electron energy to specific range within very narrow distribution, the question is
if we can know easily the electron attachment resonance critical to the surface chemistry
selectivity. In the following, we are going to show two simple examples where we can
use calculated excitation energy obtained from DFT to understand the surface selectivity
and point to the rational path to manipulate the selectivity. Another question is if we can
manipulate or predict the resonance state energy of adsorbate on metal surfaces or alloys
to rationally design the devices with maximum selectivity.
The thermodynamic stability of various critical intermediates on catalyst surfaces is
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intrinsically linked together. So there is no easy way to tune the stability independently as
we desired. This is the most often scenario for heterogeneous catalysis, where two or more
surface intermediates determines the rate. In conventional chemical reaction using heat
stimuli, there is not much room to improve the rate. Usually there is a volcano relationship
to the temperature, which is essentially the coverage effect. If we can selectively tune the
stability of intermediates to the direction we need, we could be able to further improve the
catalytic performance. We should note that by changing the electronic properties, there is
little success since the chemical bonding is still intrinsically linked.
6.7.1 Critical Role of Electronic Resonance Energy
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Figure 6.14: Effect of electron energy and flux on the (a) rate and (b) exponent
The energy transfer from energetic electrons to adsorbate vibrational states is not only a
function of flux, which is governing the regime of operation, it is also a function of incident
hot electron energy. As we can see from Fig. 6.14, the reaction rate and exponent are strong
functions of flux and incident electron energy. The hot electrons with the energy close to
the resonance energy of adsorbate will give higher reaction rate and exponent as shown
in Fig. 6.14. If we assume two different distribution of incident electrons, one is fully
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distribution
thermallized Fermi-Dirac distribution, another is the resonance distribution measured from
experimental UV-vis spectra and light source, we can calculate the reaction probability due
to those two different distributions. The results are shown in Fig. 6.15. As we can see the
resonance distribution of hot electrons can have ∼2 order of magnitude enhancement of
the reaction rate, which can be interpreted as 2 order of magnitude lower light intensity for
region transition. Together with the plasmon excitation enhanced local field 6 orders of
magnitude, the resonance electron distribution can fully account for the regime transition
with low intensity visible light which is only observed previously using high intensity f s
laser pulses.
6.7.2 Electronic Factors Determining Resonance Energies of Simple Adsorbates
The electronic resonance energy of the adsorbate on metal surfaces is the critical factor
determining the effective distribution of incident hot electrons accessible to anti-bonding
orbitals for scattering. It has been shown previous [252] and in our studies that the high-
est probability of electron induced surface reaction can usually be obtained at the inci-
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dent electron energy εa+Ea/2, where Ea is the activation barrier for thermal activation.
The detune of the electron energy relative to electronic resonance energy results from
the compromise between incident and outgoing electrons. Understanding of variations in
resonance energies for diatomic molecules adsorption on metal surfaces can provide the
guidance for selectively activating specific chemical bond with rationally tuned distribu-
tion of incident hot electrons from Metal-Insulator-Metal tunnel junction [242]. In this
Section, we are going to identify the underlying electronic factors governing variations in
resonance energies of simple diatomic molecules (CO and NO) adsorption on transition
metal surfaces using linear expansion ∆SCF-DFT method. We are going to take diatomic
molecule N2, CO and NO on metal and alloy surfaces as an example. The activation of
those molecular bonds (usually the rate-limiting step) has great significance for designing
more energy efficient and selective processes for F-T synthesis and ammonia synthesis,
oxidation reactions, pollution controls and many others.
The d-band center of metal surface sites can be easily calculated as the first-moment
of the d-DOS with respect to the Fermi level. The electronic resonance energies of 2pi∗
anti-bonding orbital of diatomic molecules are obtained using linear expansion ∆SCF-
DFT method. The resonance energies vs. the d-band center of the substrate are shown in
Fig. 6.16(a). We can clearly see that there is a linear correlation between the electronic
resonance energy of 2pi∗ anti-bonding orbital and the d-band center of the metal surface
site. By tailoring the surface electronic properties, e. g. the d-band center of surface
sites, we can vary not only the intrinsic chemical reactivity, but also hot-electron induced
surface chemistry, which provides highly flexibility for tuning the efficiency and selectivity
of surface reactions with multiple excitation sources.
The fundamental mechanism governing the linear correlation of electronic resonance
energies with the surface d-band center is illustrated in Fig. 6.16(b). Hammer-Nørskov
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d-band model has shown that the d-band center energy is the governing parameter for the
surface chemical bonding. The interaction of adsorbate valence orbitals (normalized after
interaction the sp-band) with metal d-states creates anti-bonding orbital above the metal
d-band. The energy level and so the occupation of this anti-bonding orbital determines the
strength of chemical bonding on metal surfaces. There is direct correlation between the
d-band center (εd) with the energy level of anti-bonding orbitals. Higher d-band center of
the substrate gives rise to higher energy level of the anti-bonding states, and so less occu-
pied which results in stronger chemical bond. In linear expansion ∆SCD-DFT method, the
electronic resonance energy is calculated by taking one-electron from the Fermi level and
selectively populating this electron to be this anti-bonding orbital, which is not any of the
KS orbitals of the ground state, but a linear combination. As the electron is transiently oc-
cupying the adsorbate anti-bonding orbital, the intra-adsorbate Coulomb repulsion [263],
denoted as U , will shift the adsorbate/metal anti-bonding orbital upward as illustrated in
Fig. 6.16(b). The energy change of the system (the electronic resonance energy of the ad-
sorbate) is largely governed by the one-electron energy of the transiently occupied orbital
since the electrostatic interaction is assumed to be constant for varying surfaces. Based on
this analysis, we can write simple expression shown in Eq. 6.23.
(6.23) εexia ∝ ε
gs
a +U ∝ εd
6.8 Summary
Understanding of the interaction between energetic electrons and molecules adsorbed
on metal surfaces is of great significance in fundamental surface science and heteroge-
neous catalysis. In this study, we have developed and employed a Finite-Temperature
electron scattering model with first-principles calculations to investigate the energetic elec-
tron induced activation of adsorbed diatomic molecules over metal surfaces. In this model,
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Figure 6.16: Trend of resonance energies of molecules adsorption on metal surfaces
the electronic system of the adsorbate and substrate is described by a Newns-Anderson-
type Hamiltonian with the linear coupling of unoccupied resonant electronic states and
vibrational modes of the adsorbate. When the resonant electronic state of the adsorbate
becomes transiently occupied due to electron scattering, the adsorbate confined within the
Born-Oppenheimer ground state potential well undergoes a Franck-Condon transition onto
the excited state potential energy surface (PES) calculated using linear expansion ∆SCF-
DFT method implemented in GPAW. The reaction probability of the energetic electron
induced surface reaction can be calculated based on the model using several parameters
from density functional theory calculations. The critical feature of the model compared
with previous ones is that the effect of substrate temperature has been explicitly included,
and the energy transfer between excited adsorbate vibrational state and photon modes of
metal substrates has been taken into account using Friction model.
We have applied the model to study energetic electron mediated oxygen activation on
plasmonic silver (Ag) nanostructures. We found that the energetic electrons, generated due
to surface plasmon resonance (SPR) excitation of Ag nanostructures, can induce a signifi-
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cant enhancement in the rate of O-O bond activation by transient occupation of the O2 2pi∗
anti-bonding orbital. The electron scattering induces nuclear motion along the reaction
coordinate of O-O bond, thereby facilitating the dissociation step. The driving force for
nuclear motion is characterized by the coupling constant obtained from the excited state
PES and the normal mode frequency of O-O bond. We have shown that the model can
quantitatively capture the kinetic isotope effect and the phenomenon of temperature and
wavelength dependent rate enhancement of ethylene epoxidation reaction over Ag due to
visible light illumination.
CHAPTER VII
Conclusions
In this dissertation, we have developed a general theoretical framework for the under-
standing of variations in the surface reactivity of transition metals with perturbed elec-
tronic properties. This unifying theoretical framework has been the guiding principle for
us to unravel the physical factors governing the energetics for elementary reaction steps
on perturbed metal surfaces and explore thoroughly the phase space of catalytic materi-
als spanned by electronic and structural degrees of freedom. The perturbation of surface
electronic properties and therefore the surface reactivity of transition metals can be ac-
complished by various means, e.g., alloying with impurity elements, doping of surface
promoters, or imposing stimuli for electronic excitations. We have elaborated the funda-
mental mechanism of variations in the surface reactivity of transition metals with tailored
electronic properties in three different applications: (i) rapid screening of multimetallic
electrocatalysts for the oxygen reduction reaction in fuel cells; (ii) understanding of alkali
promotion mechanisms for chemical reactions on metal surfaces; (iii) coupling of phonons
and energetic electrons for photo-thermal reactions on metallic nanoparticles. The conclu-
sions obtained from those studies are summarized as below.
Metal surfaces alloyed with impurity elements are a family of materials showing great
promise in heterogeneous catalysis. Electronic communication among the constituent
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metal elements results in unique active sites that can perform desired chemical transforma-
tions. It has been generally accepted that the d-band model of chemisorption, developed
by Hammer and Nørskov, can predict the trend in chemisorption energies of various adsor-
bates on metal surfaces. The model correlates the central moment of the d-band projected
on surface atoms with the surface reactivity. In general, for a given adsorption geome-
try adsorbates bind to the surface of transition or noble metals more strongly if the d-band
center of the surface atom is higher in energies. Most adsorbates follow the trend predicted
by the d-band model. We have used X-ray absorption spectroscopy (XAS) and quantum-
chemical density functional theory (DFT) calculations to identify critical features in the
electronic structure of different sites in alloys that govern the local chemical reactivity.
The measurements led to a simple model relating local geometric features of a site in an
alloy to its electronic structure. The central feature of the model is that the formation of
alloys does not lead to significant charge transfer between the constituent metal elements
in the alloys, and that the local electronic structure can be predicted based on physical
characteristics of constituent metal elements in their unalloyed form. Recently we have
identified a whole family of adsorbate-substrate systems exhibiting the surface properties
in contradiction with the prediction from the d-band model. Those adsorbate-substrate
systems are characterized by substrates that have nearly fully occupied d-band (mainly d9
and d10 metals) and adsorbates with almost completely filled valence shell (O, OH, F, Cl ).
We have studied the underlying mechanism of this exception by analyzing hydroxyl (OH)
adsorption on a series of Pt and Pd alloys. This exception is important since OH adsorp-
tion on metal surfaces is crucial for the understanding of various catalytic, electro-catalytic
and photo-catalytic reactions including oxygen reduction and water splitting reactions. We
have shown that this surface phenomenon can be fully understood in terms of the repulsive
interactions between adsorbate states and metal d-states governed by adsorbate-substrate
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bond length. By establishing the underlying parameters governing the variations in surface
electronic structure of d-band and the adsorbate-substrate bond length upon alloy forma-
tion, we have developed a model with the incorporation of both the d-band center and
the bond distance dependence of chemisorption energies. The presented model has been
successfully employed to search for optimal multicomponent Pt alloys for low temper-
ature polymer electrolyte membrane (PEM) fuel cells cathode and identified interesting
systems showing improved catalytic performance for oxygen reduction reaction. The abil-
ity to rapidly screen for new alloy catalysts along with rapid developments of synthetic
chemistry approaches used to synthesize the desired alloy materials with a high degree
of control of their geometry (composition as well as the atomic placement of elements)
has the great potential to significantly facilitate the design of heterogeneous catalysts. In
summary, by using various experimental techniques and computational tools, we have de-
veloped a fundamental knowledge-base that is sufficient to a priori predict whether the
metal surface with certain perturbation alloying will exhibit an improved catalytic perfor-
mance in chemical transformations based on the information which can be looked up in
textbook.
Metal surfaces doped with alkali promoters are another family of catalytic materials
which have exhibited dramatically improved catalytic performance for many chemical pro-
cesses, such as ammonia synthesis, Fisher-Tropsch synthesis, alcohol synthesis, water-gas
shift reactions, olefin epoxidation, and automotive three-way catalytic converters. Phys-
ical mechanisms governing this important phenomenon remain unclear. In this project,
we have investigated the role of alkali (e.g., Cs) promoters in the dissociation reaction of
oxygen on the Ag(111) model surface. We choose the Cs-O/Ag system since it is well
established that alkali promoters enhance the activity and/or selectivity in many olefin
epoxidation reactions on Ag catalysts, and the O-O bond activation has been suggested
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to be the rate limiting step. In combination of DFT calculations and the developed the-
oretical framework, we have illustrated that the dominant mode of Cs promotion for the
activation of O-O bond on the Ag(111) surface is electrostatic in nature. Understanding
dominant modes of promotion provides a path for rational manipulation of the catalyst
surface to improve its catalytic performance. Industrial catalytic processes take place at
elevated temperature and pressure. Fundamental understanding of the promotion mecha-
nism of alkali metals under reaction conditions requires the knowledge of the structural
properties of alkali-modified substrates. DFT calculations are computationally expensive
and usually limited by the system size to be hundreds of atoms. To map out free energies of
the system under realistic operating conditions, we have used Cluster Expansion method,
which employs systematic coarse-graining of DFT calculated energies. Essentially, effec-
tive interaction potentials of various clusters are obtained from limited number of DFT
calculations, and these interaction parameters are then utilized to calculate the energies of
any arbitrary configurations. One of the novelties of this project is the development of the
Cluster Expansion scheme with the inclusion of subsurface species, which allows us to in-
vestigate the phenomenon of surface oxidation. Grand Canonical Monte Carlo simulations
combined with the Cluster Expansion method have been used to extend the insight from
DFT calculations to relevant catalytic conditions. We have shown that Cs can significantly
enhance the surface oxidation by the formation of subsurface oxygen. The development
of Cluster Expansion method, together with Monte Carlo simulations, has given us the
capability to probe the structural properties of the system under realistic conditions, which
are not easily accessible from other approaches.
Chemical reactions on metal surfaces are typically driven by phonons, i. e., the cou-
pling of adsorbates vibrational degree of freedom (the reaction coordinate) with the infinite
heat bath of the substrate. The intrinsic activation barrier separating reaction intermedi-
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ates can only be surmounted if adsorbates gain enough energy from vibrational excita-
tions. Identical chemical transformations on metal surfaces can proceed via the coupling
of adsorbates with the other excitation sources, such as electrons. Understanding of the in-
teraction between energetic electrons and molecules adsorbed on metal surfaces is of great
significance in fundamental surface science and heterogeneous catalysis. In this study, we
have developed a Finite-Temperature Electron Scattering Model based on first-principles
DFT calculations. The main feature of the model is that it can describe the kinetics of the
surface reactions which are coupled to the bath of multiple excitation sources (phonons
and electrons) with the consideration of microscopic events occurring on the surface. We
have applied the model to study energetic electron mediated oxygen activation on plas-
monic silver (Ag) nanostructures. We found that the energetic electrons, generated due
to surface plasmon resonance (SPR) excitation of Ag nanostructures, can induce a signif-
icant enhancement in the rate of O-O bond activation by transient occupation of the O2
2pi∗ anti-bonding orbital. The electron scattering induces nuclear motion along the reac-
tion coordinate of O-O bond, thereby facilitating the dissociation step. The driving force
for nuclear motion is characterized by the coupling constant obtained from the excited
state PES and the normal mode frequency of O-O bond. We have shown that the model
can quantitatively capture the phenomenon of temperature and wavelength dependent rate
enhancement of ethylene epoxidation reaction over Ag due to visible light illumination.
Targeted electron attachment of resonance states can potentially induce selective surface
chemistry which can not be obtained using homogeneous heating. We have elaborated
the underlying electronic factors governing the variations in resonance energies of simple
adsorbates on metal and alloy surface, which can be used as guideline for selective surface
chemistry using electron and phonon stimuli.
The theoretical framework established in this dissertation have dramatically improved
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the fundamental insights into the elementary reaction steps on metal surfaces, and provided
a further step towards rational design of catalytic materials with utmost energy efficiency
and minimal environmental impact.
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