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Abstract
For a compact setK ⊆ Rm, we have two indexes given under simple
parameters of the set K (these parameters go back to Besicovitch
and Taylor in the late 50’s). In the present paper we prove that
with the exception of a single extreme value for each index, we have
the following elementary estimate on how fast the ratio in the strong
density theorem of Saks will tend to one
|R ∩K|
|R| > 1− o
(
1
| log d(R)|
)
for a.e. x ∈ K and for d(R)→ 0
(provided x ∈ R, where R is an interval in Rm, d stands for the
diameter and | · | is the Lebesgue measure).
This work is a natural sequence of [3] and constitutes a contribution
to Problem 146 of Ulam [5, p. 245] (see also [8, p.78]) and Erdo¨s’
Scottish Book ‘Problems’ [5, Chapter 4, pp. 27-33], since it is known
that no general statement can be made on how fast the density will
tend to one.
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1 Introduction
Given a compact set K ⊆ R2, it has always the formK = I∖ ⋃
n∈N
(In×Jn),
where I = (α, b)× (c, d) and In × Jn, n ∈ N are disjoint cubes (|In| = |Jn|),
with |In| = wn, n ∈ N, in a non-increasing order. For the sequence {wn :
n ∈ N}, we write
rn =
∞∑
m=n
w2m, n
(
rn
n
)an
= 1, a{w2n : n ∈ N} = lim inf
n
an.
Clearly 0 ≤ a{w2n : n ∈ N} ≤ 1.
Second, we have the well-known Besicovitch-Taylor index (or exponent of
convergence) of the sequence {w2n : n ∈ N}
eBT {w2n : n ∈ N} := inf{c > 0 :
∞∑
n=1
(w2n)
c converges}
(see [7, p. 34 and p. 292]).
Clearly 0 ≤ eBT {w2n : n ∈ N} ≤ 1.
Note that both of the above indexes used by Besicovitch and Taylor, in
order to estimate the Hausdorff dimension of some exceptional set (see [1,2]).
In the present paper, by an essential modification of the methods of [3],
we prove that for a compact set K of positive Lebesgue measure with
a{w2n : n ∈ N} 6= 0 and eBT{w2n : n ∈ N} 6= 1
we have the following elementary estimate, on how fast the density tends to
one
inf
x∈A×B
diam(A×B)<t
|(A×B) ∩K|
|A× B| ≥ 1− o
(
1
| log t|
)
for a.e. x ∈ K and for sufficiently small t.
Note that our methods work equally well in any dimension, but for sim-
plicity reasons we restrict to R2 and it is worth mentioning that the estimate
is independent of the dimension.
This is a contribution to Problem 146 of Ulam [5, p. 245] (see also [8,
p. 78]) and Erdo¨s’ Scottish Book ‘Problems’ [5, Chapter 4, pp. 27-33]. It is
2
known that no general statement can be made on how fast the density tends
to one, although it is known that for a particular set there exists a function,
depending on the set, that is dominated by the density (see [3, 6]). However,
it is not clear how this particular function depends upon the set (note that
the proof in [6] is non-constructive).
2 The notion of simultaneous dilation
We recall the notion of simultaneous dilation from [3] (see Sections 2 and
3) and assume all the curriculum of propositions and lemmata from there.
Let {Ii : i ∈ A} be a finite pairwise disjoint collection of bounded intervals
in R and let γ > 1.
We enumerate this collection as Ik, k = 1, . . . , n, such that
inf I1 ≤ sup I1 ≤ inf I2 ≤ sup I2 ≤ · · · ≤ inf In−1 ≤ sup In−1 ≤ inf In ≤ sup In.
We define inductively for k = 1, I ′1 an open interval with the same right
end as I1 such that ∣∣I ′1∖ n⋃
i=1
Ii
∣∣ = γ · |I1|
and an open interval I ′′1 with the same left end as I1 such that
∣∣I ′′1∖ n⋃
i=1
Ii
∣∣ = γ · |I1|.
We set Î1 := I
′
1 ∪ I ′′1 .
If Î1, . . . , Îk, k < n are defined, we define I
′
k+1 an open interval with the
same right end as Ik+1 such that
∣∣I ′k+1∖( k⋃
i=1
Îi ∪
n⋃
i=k+1
Ii
)∣∣ = γ · |Ik+1|
and I ′′k+1 an open interval with the same left end as Ik+1 such that
∣∣I ′′k+1∖( k⋃
i=1
Îi ∪
n⋃
i=k+1
Ii
)∣∣ = γ · |Ik+1|.
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We set Îk+1 := I
′
k+1 ∪ I ′′k+1.
We shall call
n⋃
k=1
Îk the one-dimensional simultaneous γ-dilation of the union⋃
i∈A
Ii, or simply the γ-dilation. Symbolically
n⋃
k=1
Îk := γ − dil
( ⋃
i∈A
Ii
)
.
Next, concerning the two-dimensional dilation, we consider {Ii×Ji : i∈A}
a finite pairwise disjoint collection of bounded intervals in R2 and a γ > 1.
For every non-empty E ⊂ A we set
RE := {x ∈ R : x ∈ Ii ⇔ i ∈ E , ∀ i ∈ A}
QE := {y ∈ R : y ∈ Ji ⇔ i ∈ E , ∀ i ∈ A}.
It is clear that there exists an F ⊆ 2A × 2A (2A denotes the power set of
A) such that for (α, β) ∈ F , Rα ×Qβ 6= ∅ and⋃
i∈A
(Ii × Ji) =
⋃
(α,β)∈F
(Rα ×Qβ),
(note that the respective sides of Rα ×Qβ’ s are pairwise disjoint).
We set for β ∈ 2A
Fβ := {α ∈ 2A : (α, β) ∈ F}, F ′ := {β ∈ 2A : Fβ 6= ∅}
and for β ∈ F ′
Dβ := γ − dil
( ⋃
α∈Fβ
Rα
)
(the one dimensional simultaneous γ-dilation of
⋃
α∈Fβ
Rα).
For every non-empty G ⊆ F ′ we set
VG := {x ∈ R : x ∈ Dβ ⇔ β ∈ G, ∀ β ∈ F ′}
and
HG := γ − dil
( ⋃
β∈G
Qβ
)
.
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We shall call
⋃
G⊆F ′
(VG×HG) the two dimensional simultaneous γ-dilation,
or simply the γ-dilation of the union
⋃
i∈A
(Ii × Ji). Symbolically
⋃
G⊆F ′
(VG ×HG) := γ − dil
( ⋃
i∈A
(Ii × Ji)
)
.
3 The auxiliary function
Throughout this paper, K is a compact subset of R2 of positive Lebesgue
measure, as in the introduction (Section 1).
Note that a{w2n : n ∈ N} 6= 0 and eBT {w2n : n ∈ N} 6= 1.
It is known (see [4, pp. 274-275] and [7, p. 292 & THEOREM, p. 35])
that
eBT {w2n : n ∈ N} = lim sup
n
logn
| logw2n|
.
Since eBT{w2n : n ∈ N} < 1, for eBT {w2n : n ∈ N} < θ < 1 we have finally for
every n ∈ N
log n
| logw2n|
< θ < 1⇔ logn < θ · log 1
w2n
⇔ n <
(
1
w2n
)θ
⇔ n 1θ < 1
w2n
⇔ w2n <
(
1
n
) 1
θ
. (1)
Next, recalling the Bouligand-Minkowski index of the sequence {w2n :
n ∈ N} (see [7, p. 35])
eBM{w2n : n ∈ N} = inf{a : (w2n)a−1 ·
∞∑
i=n
w2i tends to 0}
and the fact that this index equals to the Besicovitch-Taylor index eBT{w2n :
n ∈ N} (see [7, THEOREM, p. 35]), we have that for eBT {w2n : n ∈ N} =
eBM{w2n : n ∈ N} < δ < 1
rn
(
=
∞∑
m=n
w2m
)
< (w2n)
1−δ finally for every n ∈ N. (2)
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So, since 1− δ > 0, by (1) and (2) we get
rn <
(
1
n
) 1
θ
·(1−δ)
finally for every n ∈ N
and setting
1
θ
· (1− δ) =: ε > 0, we deduce that
rn <
(
1
n
)ε
finally for every n ∈ N. (3)
Next, we introduce the following sequence of positive integers
{ns := ss : s ∈ N}
that plays a fundamental role in the definition of the auxiliary function.
We have
Lemma 1. The series
∞∑
s=1
2s · rns converges.
Proof. By (3), it suffices to prove that the series
∞∑
s=1
2s ·
(
1
ns
)ε
converges.
We shall use the ratio test.
We have
(ss)ε(
(s+ 1)s+1
)ε =
(
ss
(s+ 1)s+1
)ε
=
((
s
s+ 1
)s
· 1
s+ 1
)ε
→
(
1
e
)ε
· 0 = 0
for s→∞.
Clearly (
ns
ns+1
)ε
=
(ss)ε(
(s+ 1)s+1
)ε → 0 for s→∞.
An immediate application of the ratio test gives the convergence of the
series. 
Also, a similar application of the ratio test gives
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Lemma 2. The series
∞∑
s=1
2s · √rns converges.
Remark 3. By Lemma 2
2s · √rns → 0 for s→∞
and since clearly √
rns ≥ wnk for k ≥ s
we have
2s · wns+1−1 → 0 for s→∞. (4)
Next, we choose a subsequence {nsℓ : ℓ ∈ N} of {ns := ss : s ∈ N] as
follows
2sℓ+1 · wnsℓ+1+1−1   2sℓ · wnsℓ+1−1 (5)
and
2sℓ · wnsℓ+1−1 ≤ 2s · wns+1−1 for sℓ ≤ s < sℓ+1 (6)
(i.e. sℓ+1 is the first positive integer after sℓ such that 2
sℓ+1 · wnsℓ+1+1−1  
2sℓ · wnsℓ+1−1, for ℓ ∈ N).
We are now in position to define the auxiliary function h associated to
the decomposition of K = I
∖ ⋃
n∈N
(In × Jn) into disjoint cubes, as follows
h(t) :=


1−
∞∑
k=1
2
2k
for t ≥ 2s1 · wns1+1−1
1−
∞∑
k=sℓ+1
2
2k
for 2sℓ+1 · wnsℓ+1+1−1 ≤ t < 2sℓ · wnsℓ+1−1
and ℓ ∈ N.
Remark 4. Concerning h, we have by (5) and (6) that it is well-defined.
Also, by (4), we have h : (0,+∞)→ R and clearly lim
t→0+
h(t) = 1.
We shall need the following elementary lemma
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Lemma 5. Under the above considerations, the following series
∞∑
s=1
2s · rns,
∞∑
s=1
2s · √rns and
∞∑
s=1
(2s)2 · rns
converge.
Proof. The convergence of the first two series is already given by Lemmata
1 and 2. The convergence of the third one also follows easily from the ratio
test. 
Under the above considerations we have
Theorem 6. Let K ⊆ R2 be a compact set of positive Lebesgue measure,
I = (α, b)× (c, d) such that K ⊆ I and K = I∖ ⋃
n∈N
(In × Jn), where In × Jn,
n ∈ N are disjoint cubes, In = Jn = wn, with {wn : n ∈ N} a non-increasing
sequence. Then, for h associated to the decomposition of K = I
∖ ⋃
n∈N
(In×Jn),
we have
inf
x∈A×B
diam(A×B)<t
|(A× B) ∩K|
|A× B| ≥ h(t)
for every x ∈ K∖(( ∞⋃
n=1
∂(In × Jn
)) ∪ ( ∞⋂
m=1
∞⋃
s=m
2s − dil( ns+1−1⋃
i=ns
(Ii × Ji)
)))
and for sufficiently small t < δ(x), where A× B is a bounded interval in R2
(∂ denotes the topological boundary).
Moreover
∣∣( ∞⋃
n=1
∂(In × Jn
)) ∪ ( ∞⋂
m=1
∞⋃
s=m
2s − dil( ns+1−1⋃
i=ns
(Ii × Ji)
))∣∣ = 0.
Proof. Firstly, we prove the following
Claim.
∣∣( ∞⋃
n=1
∂(In × Jn
)) ∪ ( ∞⋂
m=1
∞⋃
s=m
2s − dil( ns+1−1⋃
i=ns
(Ii × Ji)
))∣∣ = 0.
For brevity in the notation we set for every m ∈ N
Cm :=
∞⋃
s=m
2s − dil( ns+1−1⋃
i=ns
(Ii × Ji
))
.
By [3, Proposition 3.2]
∣∣∣∣2s − dil
( ns+1−1⋃
i=ns
(Ii × Ji)
)∣∣∣∣ = (2 · 2s + 1)2 ·
ns+1−1∑
i=ns
w2i ≤ (2 · 2s + 1)2 · rns
so
|Cm| ≤
∞∑
s=m
(2 · 2s + 1)2 · rns for m ∈ N.
Since by Lemma 5, the series
∞∑
s=1
(2 · 2s + 1)2 · rns converges, we have
∣∣ ∞⋂
m=1
Cm
∣∣ = 0.
Clearly ∣∣ ∞⋃
n=1
∂(In × Jn)
∣∣ = 0,
so the claim holds true.
Next, we take some x ∈ K so that
x /∈ ( ∞⋃
n=1
∂(In × Jn)
) ∪ ( ∞⋂
m=1
Cm
)
.
Then, there exists an m0 ∈ N such that x /∈ Cm0. Since
nm0−1⋃
n=1
∂(In × Jn) is
compact and clearly x /∈
nm0−1⋃
n=1
∂(In × Jn), there exists a δ(x) > 0 such that
for every interval A × B ⊆ R2 containing x, with diam(A × B) < δ(x), we
have
(A× B) ∩ ( nm0−1⋃
n=1
(In × Jn)
)
= ∅. (7)
We choose an ℓ0 ∈ N such that nsℓ0 > nm0 and w.l.o.g. we take
δ(x) < 2sℓ0 · wnsℓ0+1−1.
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Taking t ∈ (0, δ(x)), there exists some ℓ∗ ∈ N with ℓ∗ > ℓ0 such that
2sℓ∗+1 · wnsℓ∗+1+1−1 ≤ t < 2
sℓ∗ · wnsℓ∗+1−1. (8)
For A×B with diam(A×B) < t, since x ∈ A×B and x /∈ Cm0 , by (5),
(6) and [3, Proposition 3.6] we have that
(A× B) ∩ ( nsℓ∗+1−1⋃
i=nm0
(Ii × Ji)
)
= ∅. (9)
By (7) and (9) we get
(A× B) ∩ ( nsℓ∗+1−1⋃
i=1
(Ii × Ji)
)
= ∅. (10)
Also, since x /∈ Cm0 and sℓ∗ > m0 (so nsℓ∗ > nm0), from the definition of
Cm0 we deduce that
x /∈ 2s − dil( ns+1−1⋃
i=ns
(Ii × Ji)
)
for s ≥ sℓ∗+1.
So, by [3, Proposition 3.4], we have
∣∣(A× B) ∩ ( ns+1−1⋃
i=ns
(Ii × Ji)
)∣∣
|A×B| <
2
2s
for s ≥ sℓ∗+1. (11)
By (10) and (11) we get
∣∣(A× B) ∩ ( ∞⋃
i=1
(Ii × Ji)
)∣∣
|A× B| <
∞∑
s=sℓ∗+1
2
2s
.
Consequently
|(A× B) ∩K|
|A× B| > 1−
∞∑
s=sℓ∗+1
2
2s
for x ∈ A× B with diam(A× B) < t.
Thus, in view of (8), we obtain the conclusion of the theorem. 
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4 An elementary estimate for the auxiliary
function
The role of the following proposition is crucial in this section. Here is
used the fact that the index a{w2n : n ∈ N} is strictly positive.
Proposition 7. We have
lim inf
n
logn
| logwn| > 0.
Proof. We recall that a{w2n : n ∈ N} = lim inf
n
an > 0, where n
(rn
n
)an
= 1
and rn =
∞∑
m=n
w2m. Consequently
rn =
(
1
n
)( 1
an
−1)
and since lim inf
n
an > 0
rn ≥
(
1
n
)µ
finally for every n ∈ N and some µ > 0. (12)
Next, since eBT {w2n : n ∈ N} < 1 (see (2)), we have
rn ≤ (w2n)1−δ for some eBT {w2n : n ∈ N} < δ < 1. (13)
By (12) and (13), we have finally for every n ∈ N(
1
n
)µ
≤ rn ≤ w2(1−δ)n
equivalently (
1
n
)µ/2(1−δ)
< wn
so
µ
2(1− δ) · log
(
1
n
)
< logwn
11
and since logwn < 0 (note that wn → 0)
µ
2(1− δ) · log n > | logwn|
thus
logn
| logwn| >
2(1− δ)
µ
> 0. 
We introduce the following notation:
For the amounts a(t) > 0, β(t) > 0 (with t > 0), we write
a(t) ∼= β(t) for t→ 0 or t→∞
iff
0   lim inf
t
(
a(t)
β(t)
)
≤ lim sup
t
(
a(t)
β(t)
)
< +∞ for t→ 0 or t→∞.
Lemma 8. Under the above notation we have that
log n ∼= | logwn| for n→∞.
Proof. Immediate from Proposition 7 and the equation
eBT {wn : n ∈ N} = 2 · eBT {w2n : n ∈ N}
(
= 2 · lim sup
n
logn
| logw2n|
)
,
since by [4, pp. 274-275] and [7, p. 292 & THEOREM, p. 35]
eBT {wn : n ∈ N} = lim sup
n
log n
| logwn| . 
Lemma 9.
logn ∼= log(n+ 1) for n→∞.
Proof. Obvious. 
Lemma 10. The following holds
| log(wnsℓ+1+1−1)| ∼= sℓ+1 · log(sℓ+1) for ℓ→∞.
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Proof. Since ns := s
s, for s ∈ N, by Lemmata 8 and 9 we have
| log(wnsℓ+1+1−1)| ∼= log(nsℓ+1+1 − 1) ∼= log(nsℓ+1+1)
= log
(
(sℓ+1 + 1)
sℓ+1+1
)
= (sℓ+1 + 1) · log(sℓ+1 + 1)
∼= sℓ+1 · log(sℓ+1). 
In view of the definition of the auxiliary function, we define
f : (0, 2s1 · wns1+1−1)→ R, as follows:
f(t) =
∞∑
k=sℓ+1
2
2k
=
1
2sℓ+1
·
(
2
1−
(1
2
)) = 4 ·(1
2
)sℓ+1
for 2sℓ+1 · wnsℓ+1+1−1 ≤ t < 2sℓ · wnsℓ+1−1 and ℓ ∈ N.
Lemma 11.
f(2sℓ+1 · wnsℓ+1+1−1) · | log(2sℓ+1 · wnsℓ+1+1−1)| → 0 for ℓ→∞
(note that 2sℓ+1 · wnsℓ+1+1−1 → 0 for ℓ→∞).
Proof. We have
| log(2sℓ+1 · wnsℓ+1+1−1)| ≤ sℓ+1 · log 2 + | log(wnsℓ+1+1−1)| (14)
and
f(2sℓ+1 · wnsℓ+1+1−1) = 4 ·
(
1
2
)sℓ+1
for ℓ ∈ N (15)
By (14), (15) and Lemma 10, we have the conclusion of the lemma. 
Proposition 12. It holds that
f(t) = o
(
1
| log t|
)
for t→ 0.
Proof. This follows immediately from Lemma 11 and the fact that
1
| log t|
is concave nearby zero, while f is a step function. 
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In conclusion we have
Theorem 13. Let K ⊆ R2 be a compact set of positive Lebesgue measure,
I = (α, b)× (c, d) such that K ⊆ I and K = I∖ ⋃
n∈N
(In × Jn), where In × Jn,
n ∈ N are disjoint cubes, In = Jn = wn with {wn : n ∈ N} a non-increasing
sequence, a{w2n : n ∈ N} 	 0 and eBT{w2n : n ∈ N}  1. Then, for h
associated to the decomposition of K = I
∖ ⋃
n∈N
(In × Jn) we have
inf
x∈A×B
diam(A×B)<t
|(A×B) ∩K|
|A× B| ≥ 1− o
(
1
| log t|
)
for a.e. x ∈ K and for sufficiently small t.
Proof. This is a corollary of Theorem 6, Proposition 7 and the fact that
h(t) = 1− f(t). 
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