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ABSTRACT 
We show that there is a one-to-one correspondence b tween the family of 2 × 2 
matrices over Z + whose determinant equals 1, and the family of partially ordered 
paths. 
The correspondence provides a simple proof of the classical result that if the 
congruence s2 -  -- -1  (mod n) has a solution, then there exists a solution x,y of 
x 2 + V 2 = n. MOreover, we derive an algorithm that rettmas the values of x and y. 
0. INTRODUCTION 
A partially ordered path (POP) is partially ordered set P = {x 1 . . . . .  x ,}  
such that x i is comparable to xi+ 1 for each 1 ~< i~< n-  1 and any other 
relation in P is a consequence of the transitive property of the partial order 
appl ied to these relations. 
There are several ways of considering a POP. Since for each i, x i >I xi÷ 1 
or x i <~ xi+l, it may be considered as a sequence of O's and l 's, such that the 
empty  sequence represents the partial ly ordered path with one element only. 
Such a sequence can be pictured as a lattice path. Each digit in the sequence 
represents a step unit to the right, and one unit either up (a "1") or down (a 
"0") .  For  example, the sequence 11010 is pichtred as in Figure 1. 
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FIG. 1. 
We shall show that there is a one-to-one correspondence b tween the 
family ~¢ of 2 × 2 matrices over Z ÷ whose determinant equals 1, and the 
family of partially ordered paths. The correspondence takes a symmetric path 
to a symmetric matrix, concatenation f lines corresponds to matrix multipli- 
cation, and reversing the line corresponds to forming the transpose. 
This correspondence gives a simple proof of the classical result that if the 
congruence s 2 = - 1 (mod n) has a solution, then there exists a solution x, V 
of x 2 + y2 = n. Moreover, we derive an algorithm that returns the values of x 
and y. 
1. PRELIMINARIES 
In this paper, a partially ordered set (poset) is a finite set equipped with 
a relation >t that is reflexive, antisymmetric, and transitive. An ideal in a 
poset P is a subset I of P such that for any x ~ P, and any y ~ I, if x >/y 
then x ~ I. 
For any poser P, Id(P) denotes the number of ideals in P. Moreover, 
Id(x), Id(x & y), Id(x &~y)  denote the numbers of ideals (in P) that contain 
x, contain x and y, and contain x but do not contain y, respectively. If we 
wish to emphasize that we are considering ideals in the poset P, we add P as 
a subscript. 
For any two elements x, y in a poser P we let 
Id[x, y] = Id(x& y ) . Id ( -~x&~y)  - Id(x &~y) . Id (~x  & y). 
For any subset A of a poset P let sup A denote the set of elements x ~ P 
such that x >~ a for some a ~ A, and inf A denote the elements x ~ P such 
that a >~ x for some a ~ A. 
Any subset A of a poset may be considered as a poset in itself with the 
inherited relations between the elements of A. Hence, Id(A) denotes the 
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number of ideals in the poset A. This should not be confused with the earlier 
definitions of Id(x), Id(x & g), etc. 
If (b 1 . . . . .  b.) is an n-tuple of O's and l's, we let (b 1 .. . . .  b.)  denote the 
POP P = Ix 1 . . . . .  x.+l] with nodes {x 1 .. . . .  x.+l},  starting at x I and termi- 
nating at x . .  1, and such that xi>~xi+: if bi=O, and xi+l>~x ~ff b i= l .  
One should distinguish between [x 1 . . . . .  Xn], and (b 1 .. . . .  bn). The first is 
a POP with n nodes starting at x 1 and terminating at x n, while the second is 
a POP with n + 1 nodes where the n-tuple (b 1 ..... b.) tells us the covering 
relations in the poset. The empty tuple represents the partially ordered set 
consisting of one point only. 
Given two POPs e = (b 1 ..... b.)  and Q = (c 1 .. . . .  Cm), we define the 
following operations: 
(I) e®p= (b~ ..... b.,c~ ..... Cm), 
(2) et= (d 1 .. . . .  d . ) ,  where d i = 1 -  b.+l_ i. 
To any POP P = [x ..... y] we assign the 2×2 matrix J t ' (P)  over Z ÷ defined 
by 
[ Id (x&y)  Id (x&~y)  ] 
~¢/(V) = [Id(--,x&~/) I d ( - - ,x&~g)  " 
The following observation, whose simple proof we omit, will be very 
useful" 
LEMMA 1. Let A be a subset of the poset P. Then: 
(1) The number of  ideals in P that contain A equals Id(P - supA). 
(2) The number of ideals in P that are disjoint 3Crom A equals 
Id(P - inf A). 
2. PARTIALLY ORDERED PATHS 
THEOREM 1. Let P and Q be two POPs. Then 
~(e®p)= Jc(e)× ~(p). 
Proof, It suffices to consider the case that Q = (1). The case Q = (0) is 
treated similarly. Hence Q= [yl, z~] where zz>~ y:. The corresponding 
lattice path may look as in Figure 2. 
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Let R = P ® Q. According to Lemma 1 we get 
and 
Idn(x &z)  = Idp(x) ,  
Ida(~x &z)  = Idp(~x) ,  
Furthermore, 
This shows that 
Ida(x&~z ) = Ide(x&-~U) 
Ida(~x&-~z ) = Ide(~x&~p) .  
10] 
~t'(Q) = E = [ 1 " 
Jg( P®Q) = ~e( P ) × ~(  Q). 
Let us note that if Q = (0) then 
1 " 
THEOREM 2. Let P be a POP. Then ~¢ (P ) ~ ~.  
Proof. We have to show that det J t ' (P)  = 1. If the partially ordered path 
P is a singleton, its corresponding matrix is the identity matrix. Any POP P 
with more than one element can be written (uniquely) as a ® product 
P=Xx®' - ,  ®X, 
where each X i is (1) or (0). 
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Since det E = det F = 1, the theorem follows from Theorem 1. 
In the paper [1] we introduced the notion of real partially ordered sets. 
When generalizing Theorem 1 to real POPs, one derives the more general 
identity that for a real POP (P = [xl . . . . .  x,], f )  one has that 
n 
Idr [x l ,  x , ]  = 1-I f (x i ) .  
i=1  
THEOREM 3. For any POP P, ol[(P t) = ..~¢(p)t. 
Proof. One can show this theorem by using Theorem 1, but it is actually 
simpler to observe that p t is the same poser as P except hat the first and the 
last nodes have changed places. In view of this fact, the theorem follows 
trivially. • 
In order to show that the given map from partially ordered paths to the 
family ~ is a bijection, we give an elementary proof of a unique factorization 
property in J¢¢. A proof of this fact may be found in [2], but because of the 
simplicity of our argument, we chose to include it. 
TnEomeu 4. Every matrix M in ~ can be expressed uniquely as a 
product of matrices each being E or F. The identity matrix is considered as 
the empty product. 
Proof. Let MvsI  be in Jr'. We wish to show that E-1M~J [  or 
F-1M ~ J¢¢, but not both. The proof of Theorem 4 may then be completed 
by doing induction on the sum of the entries of M. 
Let 
be in ~.  We get 
E-1M= [ a b ]  
c -a  d -b  
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and 
F-XM=[a-c  b -d ]  
c d ' 
Since ad - bc = 1 and b + c > 0, one easily derives that exactly one of the 
cases (c >~ a &d >/b) or (a >1 c&b >~ d) will occur. • 
We summarize: 
THEOREM 5. The map P ~ J f (P )  is a bijection from the family of 
partially ordered paths to the family J¢¢. Moreover: 
(1) ~(e®f)  = ~t'(P) × Jt'(p). 
(2) ~(p ' )  = J c (e ) ' .  
(3) A partially ordered path [x ..... y] is determined up to isomorphism 
by the three numbers Id(x&y) ,  Id (~x&y) ,  Id (x&~y) .  
Proof. The bijection follows from Theorems 1, 4. 
We only have to prove (3). Since ~(P)~ ~t', it suffices to know the 
three entries Id(x & y), Id (~x& y), Id(x &~y)  of the matrix J t ' (P )  in order 
to determine it. • 
3. SYMMETRIC PARTIALLY ORDERED PATHS 
We shall now restrict ourselves to looking at symmetric partially ordered 
paths (SPOPs). 
DEFINITION. A POP (b l . . . . .  b , )  is called a SPOP if n = 2m is even and 
b i Jr b,+l_ i = 1 for all 1~< i ~< m. 
We note that a POP P is symmetric iff the matrix ~ ' (P )  is symmetric. 
Figure 3 shows the lattice path of a SPOP. 
THEOREM 6. Let n >/2 be an integer. There exists a symmetric partially 
ordered path such that Id( P ) = n i f f  the congruence s 2 = - 1 (mod n) has a 
solution. 
Proof. Assume first that n = Id(P)  for some SPOP P. Let 
[° b 1 b d" 
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Then Id (P )  = a +2b + d, and we note that (b + d)  ~ = - l+(a  +2b + d)d .  
This shows that - 1 is a quadratic residue modulo n. 
Assume conversely that - 1 is a quadratic residue modulo n. To be more 
specific, let s, m be nonnegative integers such that s ~= -1+ nm.  The  
matrix M defined by 
is in ~.  According to Theorem 5, there exists a SPOP P = [x . . . . .  y] such 
that n = Id(x & y). Lemma 1 implies that Id(x & y) = Id (P  - sup x - sup y). 
Since P is symmetric, it is easily seen that Q = P -  sup x -  sup y is a 
symmetr ic  POP. Hence, n = Id(Q)  for some SPOP Q. 
This proves theorem 6. • 
Let P = [x 1 . . . . .  Xm+ 1 . . . . .  X2m+l ] be a SPOP, and let n = Id(P ) .  We 
obviously have 
n = Id (P )  = Id(Xm+l) + Id (~x. ,+, ) ,  
and since P is a symmetric POP with Xm+ 1 in the "middle,"  we note that 
P -  sup Xm+ 1 is a poset consisting of two disconnected isomorphic ompo- 
nents. Hence, Id(Xm÷l) is a square. Similarly, Id (~xm+l)  is a square. This 
shows that n is a sum of two squares. Hence Theorem 6 yields the classical 
result, that if - 1 is a quadratic residue modulo n, then n is a sum of two 
squares. 
The next theorem is also a classical result that elaborates this observation. 
THEOREM 7. Suppose n > 1, s2 ____ _ 1 (mod n).  There is a nonnegat ive  
pr imi t ive  so lut ion  x, y o f  x 2 + y 2 = n such  that  sy  = x (mod n). 
A proof of this theorem may be found in [4, p. 119]. 
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We shall conclude this paper with an algorithm that computes the 
integers x and y in Theorem 7. The idea is to exploit the fact that a SPOP 
can be considered on the one hand as a POP, and on the other hand as a 
union of two isomorphic partially ordered paths. We leave it to the interested 
reader to work out the details of the proof. 
THEOREM 8. Let  s, n,  m be nonnegative integers, and assume that 
s 2 = - 1 + nm. Define the following functions: 
f : (a,b,d)~-)(a,b-a,a + d -  2b), 
g: (a ,  b ,d )  ~, (a + d - 2b,  b - d, d ) ,  
e:(x,y,u,v)~(x +y,y,u+v,v), 
~:(x,y,u,v) ~(x,~ +y,u,u+v). 
Start with the triple (n, s, m), and apply f i f  the second coordinate is greater 
or equal than the first, and apply g i f  not. Proceed likewise until the triple 
(1,0, 1) is obtained. Start now with the 4-tuple (1,0,0,1), and apply in the 
same order the functions F and G instead o f f  and g. I f  (a, b ,c ,d)  is the 
final result, then the following equations are satisfied. 
(1) n=a2+b 2, 
(2) m = c2 + d z, 
(3) s=ac+bd,  
(4) sa -b=cn.  
The following example illustrates the algorithm defined in Theorem 8. 
EXAMPLE. n = 17, s = 13, m = 10: 
(n ,  s, m) = (17,13,10) ~g (1,3,10) ~ f(1,2,5)  ~ f(1,1,2)  ~f  (1,0,1). 
Hence, 
(1,0,0,1) ~c  (1 ,1 ,0 ,1 )~F  (2 ,1 ,1 ,1 )~ (3,1,2,1) 
~F(4 ,1 ,3 ,1 )=(a ,b ,c ,d ) .  
I am grateful to Professor T. I. Laffey for his advice, and for drawing my 
attention to the paper of lacobsen and Wisner. 
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