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Tracy-Widom distributions for the Gaussian orthogonal and symplectic
ensembles revisited: a skew-orthogonal polynomials approach
Anthony Mays1 · Anita Ponsaing2 · Gre´gory Schehr3
Abstract We study the distribution of the largest eigenvalue in the “Pfaffian” classical ensembles of random
matrix theory, namely in the Gaussian orthogonal (GOE) and Gaussian symplectic (GSE) ensembles, using
semi-classical skew-orthogonal polynomials, in analogue to the approach of Nadal and Majumdar (NM) for the
Gaussian unitary ensemble (GUE). Generalizing the techniques of Adler, Forrester, Nagao and van Moerbeke,
and using “overlapping Pfaffian” identities due to Knuth, we explicitly construct these semi-classical skew-
orthogonal polynomials in terms of the semi-classical orthogonal polynomials studied by NM in the case of the
GUE. With these polynomials we obtain expressions for the cumulative distribution functions of the largest
eigenvalue in the GOE and the GSE. Further, by performing asymptotic analysis of these skew-orthogonal poly-
nomials in the limit of large matrix size, we obtain an alternative derivation of the Tracy-Widom distributions
for GOE and GSE. This asymptotic analysis relies on a certain Pfaffian identity, the proof of which employs
the characterization of Pfaffians in terms of perfect matchings and link diagrams.
Keywords Random matrices · Extreme value statistics · Tracy-Widom distributions · Skew-orthogonal
polynomials
1 Introduction
Since their discovery more than 25 years ago, the Tracy-Widom (TW) distributions [22,58,59] have become
cornerstones of extreme value statistics of strongly correlated variables [36]. While they were initially found as
the limiting distributions describing the typical fluctuations of the largest eigenvalues of large random matrices
belonging to the classical Gaussian ensembles of random matrix theory (RMT), namely the Gaussian orthogonal,
unitary and symplectic ensembles (respectively denoted as GOE, GUE and GSE), they have since found a large
number of applications (for a review see [33]). Indeed, TW distributions have emerged in a variety of problems
at the interface between statistical mechanics and mathematics, including the longest increasing subsequence
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of random permutations [6], directed polymers [6,7,5] and related growth models [50,34,28], in the Kardar-
Parisi-Zhang (KPZ) universality class in (1 + 1) dimensions as well as for the continuum (1+1)-dimensional
KPZ equation [52,13,19,4,31,27,8], sequence alignment problems [35], height fluctuations of non-intersecting
Brownian motions over a fixed time interval [24,32,47], height fluctuations of non-intersecting interfaces in the
presence of a long-range interaction induced by a substrate [44], or more recently in the context of trapped
fermions [16,17,55,18], as well as in finance [9]. Remarkably, the TW distributions have been recently observed
in experiments on nematic liquid crystals [56,57] (for the GOE and GUE) as well as in experiments involving
coupled fibre lasers (for the GOE), and in dissipative self-assembled systems [38] (for the GUE).
In the pioneering works on the largest eigenvalue in the classical ensembles of RMT [22,58,59], the authors
used the powerful tools of determinantal (for GUE) or Pfaffian (for GOE and GSE) point processes. This
naturally led to the expression of these distributions in terms of a Fredholm determinant (for GUE) or a
Fredholm Pfaffian (for GOE and GSE). Using rather involved “operator theoretic” techniques [58,59], it was
further shown how to relate these Fredholm determinants and Pfaffians to sets of partial differential equations.
In the limit of large matrix size N , this eventually led to a fairly explicit expression of these distributions for
GOE, GUE and GSE in terms of a special solution of a Painleve´ II equation (the so called Hastings-McLeod
solution, see also below).
More recently, an alternative derivation of the TW distribution for the GUE was proposed by Nadal and
Majumdar in Ref. [45] using (semi-classical) orthogonal polynomials. The idea of the method is rather simple
and also quite instructive since one sees how the Painleve´ II equation emerges from the asymptotic analysis of
the three-term recurrence relation satisfied by these orthogonal polynomials, which are some deformations of
the standard Hermite polynomials, in the limit of large matrix size N . Furthermore, this approach was further
extended in Ref. [48] to compute the distribution of the first gap (between the first two eigenvalues), and
more generally the statistics of near extreme eigenvalues in the GUE, which could be expressed in a rather
compact form in terms of Painleve´ transcendents, from which very precise asymptotics could be derived (see
also [61] for yet another derivation of the statistics of the first gap in the GUE). It would thus be very useful
to obtain such an alternative derivation of the TW distributions in the other classical ensembles, namely the
GOE and the GSE. This would be particularly interesting in the case of GOE, since this would provide a
very efficient method to compute the statistics of near-extreme eigenvalues for this ensemble, which is directly
relevant to describe static [42] and dynamical [26] properties of a well known mean-field spin-glass model,
namely the spherical Sherrington-Kirkpatrick model. Up to now, the statistics of near-extreme eigenvalues in
these ensembles have only been studied numerically [49]. The goal of this paper is precisely to extend the
method of Ref. [45] and provide an alternative derivation of the TW distributions in the GOE and the GSE, by
developing an approach based on (semi-classical) skew-orthogonal polynomials. This is a first important step
towards a precise and useful description of the statistics of near-extreme eigenvalues, e.g. the first gap between
the two largest eigenvalues, in terms of Painleve´ transcendents in these ensembles [40].
2 Summary of main results
In the following we consider Gaussian random matrices M = [mij ] belonging to the aforementioned classical
ensembles of random matrices with real symmetric (GOE), complex Hermitian (GUE) or real quaternionic
self-dual (GSE) entries respectively [41,23] (see also Appendix A), characterised by a Dyson index β = 1, 2 and
4 respectively. In these three cases, the probability measure associated to the matrix ensemble is given by1
Pr(M) ∝ e−β(TrM2)/2 . (1)
In what follows we denote by GβE these ensembles with β = 1 for the GOE, β = 2 for the GUE and β = 4 for
the GSE. By performing a change of variables from the matrix entries mij to the eigenvalues and eigenvectors
1 Note that, for β = 4, the Tr function needs to be interpreted as a quaternion trace [see Eq. (B.14)].
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of M, one obtains the joint probability density function (JPDF) of the (real) eigenvalues λ1, λ2, · · · , λN in the
GβE ensembles as (see [41,23])
Pβ(λ1, . . . , λN ) = 1Zβ,N
N∏
j=1
e−βλ
2
j/2
∏
j<k
|λk − λj |β , (2)
where Zβ,N is a normalization constant such that∫ ∞
−∞
dλ1 · · ·
∫ ∞
−∞
dλNPβ(λ1, . . . , λN ) = 1 (3)
and is given explicitly by
Zβ,N = β
−N
2
−Nβ
4
(N−1)(2pi)
N
2
N−1∏
j=0
Γ
(
1 + (j + 1)β2
)
Γ
(
1 + β2
) , (4)
where Γ (z) is the gamma function. We will compute the cumulative distribution function (CDF) of the largest
eigenvalue, i.e. Fβ,N (y) ≡ Pr(λ(β)max < y), or equivalently, the probability that all eigenvalues are less than some
upper bound y
Fβ,N (y) ≡ Pr(λ(β)max < y) = N !
∫ y
−∞
dλ1
∫ y
λ1
dλ2 · · ·
∫ y
λN−1
dλNPβ(λ1, . . . , λN ) , (5)
where the factorial N ! comes from the fact that in Eq. (5), the eigenvalues are ordered, i.e. λ1 < λ2 < · · · <
λN ≤ y. (Note that this ordering is not required here, however it will be convenient later to work with ordered
eigenvalues and therefore we impose the ordering from the beginning.) It is well known that the JPDF in Eq. (2)
can be interpreted as the Boltzmann weight of a one-dimensional gas of N charged particles where λi denotes
the position of the i-th particle and β the inverse temperature [20]. These particles interact via a repulsive
logarithmic interaction while they are subjected to an external quadratic potential: this is the so-called log-gas.
Hence the CDF Fβ,N (y) in Eq. (5) is the partition function of this log-gas in the presence of a hard wall at
position y [37] — such partition functions are called “restricted partition functions” in the following.
To compute Fβ,N (y), it is useful to introduce sets of orthogonal and skew-orthogonal polynomials. Specifically,
we define the y-dependent inner (or scalar) product for β = 2
(f, g)y2 =
∫ y
−∞
e−λ
2
f(λ)g(λ)dλ , (6)
and the skew-inner products for β = 4
〈f, g〉y4 =
1
2
∫ y
−∞
dx e−2x
2 [
f(x)g′(x)− g(x)f ′(x)]
=
1
2
∫ y
−∞
dx e−x
2
[
f(x)
d
dx
(
e−x
2
g(x)
)
− g(x) d
dx
(
e−x
2
f(x)
)]
, (7)
and for β = 1
〈f, g〉y1 =
1
2
∫ y
−∞
dx e−x
2/2f(x)
∫ y
−∞
dz e−z
2/2g(z)sgn(z − x)
=
1
2
∫ y
−∞
dx e−x
2/2f(x)
∫ y
x
dz e−z
2/2g(z)− 1
2
∫ y
−∞
dx e−x
2/2f(x)
∫ x
−∞
dz e−z
2/2g(z). (8)
4 A. Mays, A. Ponsaing and G. Schehr
Then for each ensemble, we seek a set of (monic) polynomials {pj(x, y)} for β = 2, {Qj(x, y)} for β = 4, and
{Rj(x, y)} for β = 1 (by increasing order of complexity, as we will see) with the orthogonality/skew-orthogonality
properties
(pj , pk)
y
2 = hj(y)δj,k, (9)
〈Q2j , Q2k〉y4 = 〈Q2j+1, Q2k+1〉y4 = 0 ,
〈Q2j , Q2k+1〉y4 = −〈Q2k+1, Q2j〉y4 = qj(y)δj,k , (10)
and
〈R2j , R2k〉y1 = 〈R2j+1, R2k+1〉y1 = 0 ,
〈R2j , R2k+1〉y1 = −〈R2k+1, R2j〉y1 = rj(y)δj,k , (11)
where, to be explicit, the respective normalizations are
hj(y) := (pj , pj)
y
2 (12)
qj(y) := 〈Q2j , Q2j+1〉y4 (13)
rj(y) := 〈R2j , R2j+1〉y1 . (14)
(Note that the orthogonal and skew-orthogonal polynomials depend on the parameter y, although we will often
suppress the explicit notation of that dependence for brevity.) In fact, as for the case of the GUE [45], the CDF
Fβ,N (y) can be expressed only in terms of the norms hj(y), qj(y) and rj(y) for β = 2, 4 and 1 respectively. For
β = 2, it was indeed shown in [45] that
F2,N (y) =
N−1∏
j=0
hj(y)
hj(∞) =
2N(N−1)/2
piN/2
N−1∏
j=0
hj(y)
j!
. (15)
In the present paper we show that for β = 1 (and where N is restricted to be even for simplicity), with the
polynomials Rj from (11), we have
F1,N (y) =
N/2−1∏
j=0
rj(y)
rj(∞) =
2
N
2 (
N
2
−1)
piN/4
N/2−1∏
j=0
1
(2j)!
Pf VN−1, (16)
where the matrix Vm, whose explicit expression is given in (83) below, contains the β = 2 polynomials pj(x, y)
and their normalizations hj(y). For β = 4 we require a slightly modified (by a simple rescaling) skew-inner
product with associated modified skew-orthogonal polynomials Q˜j and normalizations q˜j [see Eqs. (58) and
(59)], which gives us
F4,N (y) =
N−1∏
j=0
2−2j−
1
2
q˜j(
√
2y)
qj(∞) =
2N
2
piN/2
N−1∏
j=0
1
(2j + 1)!
Pf W2N−1
∣∣∣
y 7→√2y
, (17)
where the matrix Wm is given in (70), and again contains the β = 2 polynomials pj(x, y) and their normaliza-
tions hj(y). In Fig. 1 we present a comparison between a numerical evaluation of these formulae (16) and (17)
and a direct numerical computation of these CDFs by sampling GOE and GSE random matrices, showing very
good agreement. We emphasize that the expressions on the right hand side of Eqs. (16) and (17) depend only
on the β = 2 orthogonal polynomials, and do not depend on the skew-orthogonal polynomials at all.
In the case of the GUE (β = 2), the orthogonal polynomials pk for the inner product in (6) have already been
studied, first in [45] and later in [48]. Here we call these polynomials the Nadal–Majumdar (NM) polynomials.
Interestingly, these NM polynomials naturally arise also in the study of the so called level curvature distribution
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at the soft edge of random Hermitian matrices [25]. Although they do not have a known closed formula, they
satisfy the three-term recurrence relation [since they are orthogonal with respect to the inner product in (6)]
λpk(λ, y) = pk+1(λ, y) + Sˇk(y)pk(λ, y) + Rˇk(y)pk−1(λ, y) (18)
Rˇk(y) =
hk(y)
hk−1(y)
(19)
Sˇk(y) 6= 0, (20)
where the last expression follows because the domain of integration in the inner product (6) is not symmetric.
(Note that we have used the “check” and sans serif font to distinguish Rˇk from the β = 1 polynomials Rj .
We use the same style for Sˇk for consistency.) In the limit y → ∞ the NM polynomials become the (monic,
“physicist’s”) Hermite polynomials, i.e. [45]
pj(λ, y) =
1
2j
Hj(λ) +O
(
e−y
2
)
, (21)
where the Hermite polynomials of index j, Hj(x), are orthogonal with respect to the weight function e
−x2 , and
the division by 2j is here to ensure monicity. In fact, in this limit the inner product (6) and skew-inner products
(7)–(8) all reduce to their classical Gaussian counterparts, with norms [41,23]
hj(∞) = pi
1/2
2j
Γ (j + 1), qj(∞) = pi
1/2
24j+
3
2
Γ (2j + 2), rj(∞) = pi
1/2
22j
Γ (2j + 1) . (22)
The corresponding classical skew-orthogonal polynomials are known, and recalled in Appendices E.4 and F.2.
However, for finite y, there are no known statements analogous to (18)–(20) for β = 1 and 4 polynomials. Yet,
as a first approach, we can iteratively use the skew-inner products (7) and (8) to construct these polynomials.
An important property is that these polynomials are not unique, since skew-inner products are invariant under
the polynomial transformation
η2j+1 7→ η2j+1 + c η2j (23)
where c is any constant (and ηk = Qk or Rk), and therefore a set of skew-orthogonal polynomials is unique only
up to this symmetry in the odd degree polynomials. By specifying the constant we employ this iterative process
to construct the skew-orthogonal polynomials defined in Eqs. (10) and (11) in Appendix D. However this method
is not convenient for the asymptotic analysis of the quantities in (5). Instead, in [45,48], it was shown that the
recurrence relations (18)–(20) can be exploited to obtain the asymptotic behaviors of the norms hj(y) and the
polynomials pj(λ, y) themselves in the limit of large N and large y. Here, we extend the approach developed
in [3,2] to obtain explicit expressions for the sets of semi-classical skew-orthogonal polynomials {Qj} and {Rj}
in the basis of the orthogonal polynomials {pj} (the NM polynomials). This is the content of Proposition 3
(for the GSE) and Proposition 4 (for the GOE). Interestingly, the proofs of these results are achieved by using
results on overlapping Pfaffians, studied by Knuth [30]. This is the first main technical contribution of this work.
As a byproduct of our analysis, we also recover the classical skew-orthogonal polynomials as the y → ∞ limit
of our results here (see Appendices E and F).
We will then use this explicit construction, together with the asymptotic analysis of the polynomials pj(x, y),
to compute the large N asymptotic limit of F1,N and F4,N . Indeed for the case of the GSE, we show that
2
lim
N→∞
F4,N
(
y =
√
2N +
s
27/6N1/6
)
= exp
(
−1
2
∫ ∞
s
(x− s)q2(x)dx
)
cosh
(
1
2
∫ ∞
s
q(x)dx
)
, (24)
2 Note that the factor 2−7/6 differs by a factor 2−1/6 from the result obtained in the original paper [59]. This mistake was
actually noticed in [43, p.47] — see also [12]. There, this factor was corrected by matching with known asymptotic results for
large (positive and negative) arguments. Here, we obtain this correct factor 2−7/6 by a direct computation.
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Fig. 1: The histograms correspond to a numerical evaluation of the CDF of the largest eigenvalue sampled from
50, 000 matrices in the β = 1 ensemble for N = 8 (left panel) and in the β = 4 ensemble for N = 4 (right panel).
The solid red line represents the exact result given, in the left panel, by Eq. (16) and, in the right panel, by
Eq. (17).
where q(x) is the Hastings-McLeod solution of the Painleve´ II equation, i.e.
q′′(x) = xq(x) + 2q3(x) ,with q(x) ∼
x→∞ Ai(x) , (25)
and Ai(x) is the standard Airy function. On the other hand, for the case of the GOE, we show that
lim
N→∞
F1,N
(
y =
√
2N +
s√
2N1/6
)
= exp
(
−1
2
∫ ∞
s
(x− s)q(x)2dx
)
exp
(
−1
2
∫ ∞
s
q(x)dx
)
, (26)
with, again, q(x) given in Eq. (25). We thus recover the known expressions of the TW distributions for GSE
and GOE [59], by using here a completely different method. This is the second main achievement of the present
paper. The key result used to obtain the TW distributions is an identity proved in Proposition 5 [see Eq. (102)]
that allows us to obtain explicit expressions of the Pfaffians entering the expressions in Eqs. (16) and (17),
which are then conveniently amenable to an asymptotic analysis in the limit of large N . The proof of this
identity (102) relies on the expression of a Pfaffian as a sum over perfect matchings recalled in (C.18) of the
Appendices — this representation is used extensively throughout the present paper.
The paper is organized as follows. In Section 3 we use the polynomials Qj and Rj , defined in (10) and (11)
respectively, to find Pfaffian expressions for restricted partition functions such as the CDFs F1,N (y) and F4,N (y)
using standard techniques. In Section 4 we construct explicitly these skew-orthogonal polynomials in terms of
the NM polynomials pj(x, y) and their normalizations hj(y), finding in particular Pfaffian expressions for the
coefficients and the normalizations qj(y) and rj(y). In Sections 5 and 6 we present the asymptotic analysis
of F4,N (y) and F1,N (y) respectively, leading to the expressions given in Eqs. (24) and (26). Finally, Section 7
contains our conclusions and perspectives. Several technical details about the results presented in this paper
have been left to the Appendices.
3 Restricted partition functions and generalizations
In this section, we show how to compute restricted partition functions such as the CDFs Fβ,N (y) in Eq. (5). We
actually consider slightly more general quantities defined as the following averages over the eigenvalue JPDFs
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for the GOE (β = 1), GUE (β = 2) and the GSE (β = 4):
Zˆβ,N [a, y] =
〈
N∏
j=1
a(λj)
〉y
Pβ
=
1
Zβ,N
∫ y
−∞
dλ1 · · ·
∫ y
−∞
dλN
N∏
j=1
a(λj)e
−βλj/2 ∏
j<k
|λk − λj |β . (27)
Each of the Zˆβ,N [a, y] will be put into determinant/Pfaffian form — the construction of the associated matrices
will depend on its own set of monic polynomials. While these polynomials are in principle arbitrary, it is
convenient to specify them to be the respective orthogonal/skew-orthogonal polynomials. If we think of the
integral in (27) as an average over a truncated version of the density (2), i.e.
Pβ(λ1, . . . , λN ; y) := Pβ(λ1, . . . , λN )χ(−∞,y)(λ1, . . . , λN ) , (28)
where χA(x) = 1 if x ∈ AN and zero otherwise, then we are in the realm of Janossy densities [29] (see [54] for a
clear introduction to the topic and references). In [11] the authors discussed “determinantal” Janossy densities
(where the particle JPDF and n-point correlation functions can be written in terms of a determinant) and found
the matrix kernel for the determinant. In [53] these results were extended to “Pfaffian” Janossy densities, that
is, the author found the matrix kernel for Janossy JPDFs and n-point correlation functions that are expressed
as Pfaffians. Our eigenvalue JPDFs (2) have this determinantal (β = 2) or Pfaffian (β = 1, 4) structure, and
so the n-point correlations will also have determinantal/Pfaffian structure. We will explicitly construct these
correlation functions in a future work, and use them to calculate gap probabilities and the density of states
near the largest eigenvalue [40]. Here, however, we restrict ourselves to the calculation of the averages (27),
which gives us the CDF of the largest eigenvalue (5) via
Fβ,N (y) = Zˆβ,N [1, y] . (29)
Below we treat the case β = 2, β = 4 and β = 1, again by increasing order of complexity.
3.1 β = 2
Although this is not needed for the β = 1, 4 cases, for completeness we also include the β = 2 result, which can
be obtained using the Vandermonde determinant identity (the procedure is a slight modification to that in [23,
§5.2.1])
Zˆ2,N [a, y] =
N !
Z2,N
det
[
γ
(2)
j,k [a, y]
]
j,k=0,...,N−1
, (30)
where Z2,N is given in (4) and
γ
(2)
j,k [a, y] :=
∫ y
−∞
a(λ)e−x
2
pj(λ, y)pk(λ, y)dλ . (31)
The polynomials pj in (31) are the NM polynomials, i.e. the monic polynomials of degree j that are orthogonal
with respect to the inner product (6). A consequence of this (in the limit y →∞) is the known result [41,23]
Z2,N = N !
N−1∏
j=0
hj(∞), (32)
where hj(∞) is given in (22), which agrees with (4).
With a(x) = 1 the integral γ
(2)
j,k becomes the inner product (6), so with the orthogonal polynomials pj we
use (29) to obtain the known result (15).
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3.2 β = 4
Proposition 1 The average (27) for β = 4 is
Zˆ4,N [a, y] =
N !2N
Z4,N
Pf
[
γ
(4)
j,k [a, y]
]
j,k=0,...,2N−1
, (33)
where
γ
(4)
j,k [a, y] :=
1
2
∫ y
−∞
dλ a(λ)e−λ
2
[
Qj(λ, y)
d
dλ
(
e−λ
2
Qk(λ, y)
)
−Qk(λ, y) ddλ
(
e−λ
2
Qj(λ, y)
)]
(34)
and the Qj are monic polynomials of degree j that are skew-orthogonal with respect to the skew-inner product (7).
Using the theory of Section 4 below, we can make a quick check of (33) by noting that when a(x) = 1 the
matrix in (33) is of the form (50), and so from (51) the Pfaffian is given by the product q0(y)q1(y) · · · qN−1(y).
Then, in the limit y →∞, we recover the result analogous to (32) [41,23]
Zˆ4,N [1, y]
∣∣∣
y→∞
= 1 ⇒ Z4,N = N !2N
N−1∏
j=0
qj(∞), (35)
where qj(∞) is given in (22), and this agrees with (4).
Proof : This result is obtained using the same techniques as applied in [60,41,23], but with a truncated domain
of integration, and a correspondingly different set of polynomials. To keep this paper self-contained, we will go
through the details. We start with the identity [41]
∏
1≤j<k≤N
(λj − λk)4 = det
[
λk−1j
(k − 1)λk−2j
]
j=1,...,N
k=1,...,2N
, (36)
and note that each even row is the derivative of the odd row immediately above it. Then in this matrix, for each
column, by adding linear combinations of the columns to the left of that column (starting from the left-most
column) we can create arbitrary monic polynomials, while preserving the derivative relationship between the
even and odd rows. So for our purpose, we choose the polynomials to be the Qj , which are skew-orthogonal
with respect to the skew-inner product (7), giving
Zˆ4,N [a, y] =
1
Z4,N
∫ y
−∞
dλ1 · · ·
∫ y
−∞
dλN
N∏
j=1
a(λj)e
−2λj det
[
Q2k−2(λj) Q2k−1(λj)
Q′2k−2(λj) Q
′
2k−1(λj)
]
j,k=1,...,N
=
1
Z4,N
∑
P∈S2N
ε(P )
N∏
j=1
∫ y
−∞
dλ a(λ)e−2λ
2
QP (2j−1)−1(λ)Q
′
P (2j)−1(λ), (37)
where the second line follows from Laplace expansion of the determinant, and we apply the integrals to each
matched pair of Q and Q′. (Note that we suppress the dependence on y for brevity.)
For each pair of indices on the Q and Q′ in (37), we then match up each permutation with the corresponding
permutation where that index pair is interchanged, hence picking up a (−1), giving
Zˆ4,N [a, y] =
1
Z4,N
×
∑
P∈S2N
P (2j)>P (2j−1)
ε(P )
N∏
j=1
∫ y
−∞
dλ a(λ)e−2λ
2
(
QP (2j−1)−1(λ)Q
′
P (2j)−1(λ)−QP (2j)−1(λ)Q′P (2j−1)−1(λ)
)
, (38)
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where we need to restrict the sum to just those permutations obeying the rule P (2j) > P (2j − 1) for all j.
Introducing a factor of 12 for each integral (incurring a pre-factor of 2
N ), then using the definition of the Pfaffian
recalled in (C.1) we obtain
Zˆ4,N [a, y] =
2NN !
Z4,N
Pf
[
1
2
∫ y
−∞
dλ a(λ)e−2λ
2
(
Qj(λ)Q
′
k(λ)−Qk(λ)Q′j(λ)
)]
j,k=0,...,2N−1
. (39)
The equality between the first and second lines in (7) gives the result in (33).

While (33), with a(x) = 1, gives us the CDF F4,N , we will need the explicit forms of the polynomials {Qj}
before we can obtain the expression in (17). This will be achieved below in Section 4.
3.3 β = 1, with N even
Recall that we have restricted N to be even in this work. The parity of N plays an important role since for
the β = 1 case we have the difficulty of the absolute value of the Vandermonde determinant in (2). To deal
with it, we apply the method of integration over alternate variables, which was introduced by de Bruijn [15]
and applied to integrals similar to (27) by Mehta [41]. However, this method is dependent on the parity of N ,
which can be seen when one pairs up the rows in (45) below — when N is odd there would be one unpaired
row, which needs to be specially dealt with. For simplicity, we will only work with the N even case here, and
the techniques for dealing with the N odd case are contained in [41,23,21,39].
Proposition 2 With N even the average (27) for β = 1 is
Zˆ1,N [a, y] =
2N/2N !
Z1,N
Pf
[
γ
(1)
j,k [a, y]
]
j,k=0,...,N−1
, (40)
where
γ
(1)
j,k [a, y] :=
1
2
∫ y
−∞
dx a(x)e−x
2/2Rj(x, y)
∫ y
−∞
dz a(z)e−z
2/2Rk(z, y) sgn(z − x) (41)
and the Rj are monic polynomials of degree j that are skew-orthogonal with respect to the skew-inner product (8).
As with β = 4 above, we can recover the known result (4) [41,23] with a(x) = 1, y →∞
Zˆ1,N [1, y]
∣∣∣
y→∞
= 1 ⇒ Z1,N = N !2N/2
N/2−1∏
j=0
rj(∞), (42)
where rj(∞) is given in (22).
Proof : As in the case of β = 4 above, the techniques used here are found in [60,41,23] but we will delve into
some of the details using the truncated integral for completeness.
We start by ordering the eigenvalues −∞ < λ1 < · · · < λN < y (incurring a factor of N !) in (27) so that
we can remove the absolute value from the product of differences. Then we use the Vandermonde determinant
expression (suppressing the polynomial dependence on y)
Zˆ1,N [a, y] =
N !
Z1,N
∫ y
−∞
dλN
∫ λN
−∞
dλN−1 · · ·
∫ λ2
−∞
dλ1
N∏
j=1
e−λ
2
j/2 a(λj)
∏
1≤j<k≤N
(λk − λj)
=
N !
Z1,N
∫ y
−∞
dλN
∫ λN
−∞
dλN−1 · · ·
∫ λ2
−∞
dλ1 det
[
e−λ
2
j/2a(λj)λ
k−1
j
]
j,k=1,...,N
=
N !
Z1,N
∫ y
−∞
dλN
∫ λN
−∞
dλN−1 · · ·
∫ λ2
−∞
dλ1 det
[
e−λ
2
j/2a(λj)Rk−1(λj)
]
j,k=1,...,N
, (43)
10 A. Mays, A. Ponsaing and G. Schehr
where the third equality follows from elementary column operations. This is the same procedure that was
applied to (36) in the β = 4 case above, and it allows us to obtain any set of monic polynomials in the columns;
for our purposes we specify the polynomials to be the {Rj}, which are skew-orthogonal with respect to the
skew-inner product (8).
Now we wish to apply the method of integration over alternate variables (mentioned above), and to prepare
for that we change the order of the integrals, with even integrals on the left and odd integrals on the right
Zˆ1,N [a, y] =
N !
Z1,N
×
∫ y
−∞
dλN
∫ λN
−∞
dλN−2 · · ·
∫ λ4
−∞
dλ2
∫ λN
λN−2
dλN−1 · · ·
∫ λ4
λ2
dλ3
∫ λ2
−∞
dλ1 det
[
e−λ
2
j/2a(λj)Rk−1(λj)
]
j,k=1,...,N
. (44)
The purpose of this manipulation is that now in each odd integral (i.e. over the variables λ2n−1) the only
dependence of the corresponding variable is in the (2n− 1)st row of the determinant, so the odd integrals can
be applied to their respective rows:
Zˆ1,N [a, y] =
N !
Z1,N
∫ y
−∞
dλN
∫ λN
−∞
dλN−2 · · ·
∫ λ4
−∞
dλ2 det
[ ∫ λ2j
−∞ e
−λ2/2a(λ)Rk−1(λ)dλ
e−λ
2
2j/2a(λ2j)Rk−1(λ2j)
]
j=1,...,N/2
k=1,...,N
, (45)
where we have added the first row to the third row, and the first and third rows to the fifth row, and so on,
so all the integrals have lower terminal −∞. (This sequence of steps is the method of integration over alternate
variables.)
We see that the determinant in (45) is now symmetric in the variables λ2, λ4, ..., λN , and so we can remove
the ordering λ2 < λ4 < ... < λN at the cost of dividing by (N/2)!. Taking the Laplace expansion of the
determinant we find
Zˆ1,N [a, y] =
1
Z1,N
N !
(N/2)!
∑
P∈SN
ε(P )
N/2∏
j=1
µP (2j−1),P (2j), (46)
where
µj,k :=
∫ y
−∞
dx e−x
2/2 a(x)Rk−1(x)
∫ x
−∞
dz e−z
2/2 a(z)Rj−1(z), (47)
and ε(P ) is the sign of the permutation P . By defining
γ
(1)
j,k :=
1
2
(µj,k − µk,j), (48)
incurring a factor of 2N/2, then we can restrict the sum to terms with P (2j) > P (2j − 1) for all j, giving
Zˆ1,N [a, y] =
1
Z1,N
2N/2
N !
(N/2)!
∑
P∈SN
P (2j)>P (2j−1)
ε(P )
N/2∏
j=1
γ
(1)
P (2j−1),P (2j). (49)
Now using (C.1) we have the result in (40)–(41) [where we cancel the factor of (N/2)! to account for summing
over distinct terms only].

As for β = 4 above, we will need to first find the skew-orthogonal polynomials {Rj} before we can use (40)
to obtain the expression for the CDF F1,N in (16). This is precisely the aim of the next section.
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4 Explicit construction of the skew-orthogonal polynomials
The averages (33) and (40) in Section 3 above contain integrals over the respective skew-orthogonal poly-
nomials Qj and Rj . The major advantage of using these polynomials can be seen if we first consider the
case of β = 2, from the expression (30): we see that when a(x) = 1 the matrix in the determinant becomes
[(pj , pk)
y
2]j,k=0,...,N−1, and so the determinant will be simply calculated if the polynomials pj are orthogonal
with respect to the inner product (6) since the resulting matrix is diagonal. Indeed, this was the approach taken
in [45,48], where the orthogonal polynomials are the NM polynomials, which obey the relations (18)–(20).
We will use the same approach for the β = 4 and β = 1 cases; that is we will construct the polynomials Qj
and Rj such that the matrices in (33) and (40) are of skew-diagonal form
3
S =

0 s1 0 0 · · · 0 0
−s1 0 0 0 · · · 0 0
0 0 0 s2 · · · 0 0
0 0 −s2 0
...
...
...
...
...
. . .
0 0 0 · · · 0 sN
0 0 0 · · · −sN 0

. (50)
The only non-zero elements of S are in 2 × 2 blocks
[
0 sj
−sj 0
]
on the diagonal, and we then have the simple
result
Pf S =
N∏
j=1
sj . (51)
In other words, we are looking for two sets of monic polynomials {Qj}, {Rj} that satisfy the conditions in (10)
and (11) respectively. Such polynomials are called skew-orthogonal polynomials. Recall that these polynomials
are only unique up to the transformation (23), where ηj = Qj (β = 4) and ηj = Rj (β = 1).
As discussed in Introduction we can, in principle, construct the polynomials iteratively using the conditions
(10) and (11), but this technique does not yield expressions that are amenable to asymptotic analysis. Nor is
there a known closed form or recursive expression for these polynomials. Rather, we apply the method of [3,2]
where we aim to express our skew-orthogonal polynomials in the basis of the NM polynomials {pj} from the
analogous β = 2 problem
ηj = pj + αj,j−1pj−1 + . . . αj,0p0, (ηj = Qj for β = 4, ηj = Rj for β = 1). (52)
If we can find the coefficients αj,k in (52) then we can use the properties of the polynomials {pj} to obtain
asymptotic results for the problems that we consider here. Note that (23) implies that we have freedom in the
choice of the α2j+1,2j (that is, the second term in the odd-degree polynomials) in equation (52), and we will
typically choose α2j+1,2j = 0. [We will see that this choice is quite natural once we have the general formula
for the coefficients, see (E.36).] We find that the coefficients and the polynomial normalizations qj(y) and rj(y)
are given as ratios of Pfaffians. To contrast this with the classical Gaussian case (in the limit y →∞) we have
included the skew-orthogonal polynomials for β = 4 in Appendix E.4 and for β = 1 in Appendix F.2.
The key to the method of [2] is an operator A, which acts thusly
Af [x] = ex
2/2 d
dx
(
e−x
2/2f(x)
)
. (53)
3 The term skew-diagonal is used here in analogy with the term diagonal, that is, the (non-trivial) skew-symmetric
(M = −MT ) analogue of a diagonal matrix.
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We will also need the inverse operator
A−1f [x] = e
x2/2
2
∫ ∞
−∞
sgn(x− z)e−z2/2f(z)dz
=
ex
2/2
2
(∫ x
−∞
e−z
2/2f(z)dz −
∫ ∞
x
e−z
2/2f(z)dz
)
. (54)
That this is the inverse can be checked by explicitly calculating AA−1f [x] and A−1Af [x], and using the identity
d
dx sgn(x − z) = 2δ(x − z) (where care is taken to use the distributional derivative). The use of these operators
will allow us to find relations between the β = 2 inner product (6) and the β = 4, 1 skew-inner products (7)
and (8), and then to find the sought relations between the polynomials themselves.
Before proceeding, we point out for the interested reader that the original motivation for developing the
technique in [3] was to relate the τ -function solutions of the Toda lattice equations and the so-called “Pfaff
τ -function” solutions of the related Pfaff lattice. The Toda τ -functions are matrix integrals that have deter-
minantal expressions, but they also define polynomials that diagonalize the related matrix of inner products,
which is essentially the matrix in (30). One can then analogously define the Pfaff lattice, which has solutions
given by Pfaff τ -functions, which can be expressed in terms of Pfaffians (instead of determinants). Further,
the polynomials defined by these Pfaff τ -functions skew-diagonalize matrices of skew-inner products like (33)
and (40). The conversion between the Toda lattice equations and the Pfaff lattice equations is essentially the
expression of the new (Pfaff) polynomials in the basis of the original (Toda) polynomials, and applying the
matrix operations in (E.13) and (F.6). We refer the reader to Ref. [3] (and references therein) for more details.
4.1 β = 4
Recall that the goal is to find the coefficients αj,k in (52) so that we can express the Qj in the basis of the pj ,
which are the β = 2 orthogonal polynomials [orthogonal with respect to the inner product (6)], and we will use
the operator A from (53). This operator will allow us to develop both the β = 1 and β = 4 cases in the same
framework, however we will need to define a slightly modified β = 4 skew inner product, the skew-orthogonal
polynomials of which are related to the Qj by a simple rescaling. The modified β = 4 skew inner product is
defined as
〈〈f, g〉〉y4 :=
1
2
∫ y
−∞
dx e−x
2 [
f(x)g′(x)− g(x)f ′(x)]
=
1
2
∫ y
−∞
dx e−x
2/2
[
f(x)
d
dx
(
e−x
2/2g(x)
)
− g(x) d
dx
(
e−x
2/2f(x)
)]
, (55)
which is the same as (7), except that we have replaced e−x
2 7→ e−x2/2. We also define the associated monic
skew-orthogonal polynomials {Q˜j}j=0,1,... and normalizations {q˜j}j=0,1,...:
〈〈Q˜2j , Q˜2k〉〉y4 = 〈〈Q˜2j+1, Q˜2k+1〉〉y4 = 0, (56)
〈〈Q˜2j , Q˜2k+1〉〉y4 = −〈〈Q˜2k+1, Q˜2j〉〉y4 = q˜j(y)δj,k. (57)
Note that the use of the tilde ˜ here and elsewhere in this paper (which matches the notation in [23]) denotes
that the quantity is related to this modified β = 4 skew-inner product (55), rather than the standard skew-inner
product (7).
By performing a change of variables we have the relations
qj(y) = 2
−2j− 1
2 q˜j
(√
2y
)
, (58)
Qk(x, y) = 2
−k/2Q˜k
(√
2x,
√
2y
)
, (59)
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and so we can recover the polynomials that we are searching for. (Note that the factor of 2−k/2 ensures that
the polynomials remain monic.) We can check these relations by generating the first few polynomials Q˜j , as
done for the Qj in Appendix D,
Q˜0(λ, y) = 1, Q˜1(λ, y) = λ, Q˜2(λ, y) = λ
2 + b˜λ+
1− yb˜
2
, (60)
Q˜3(λ, y) = λ
3 − 31− yb˜
2
λ− b˜(1 + y2) (61)
[where we used (23) for Q˜3(λ)] and the corresponding normalizations
q˜0(y) := 〈〈Q˜0, Q˜1〉〉y4 =
√
pi
4
erfc(−y) = e
−y2
2b˜
, (62)
q˜1(y) := 〈〈Q˜2, Q˜3〉〉y4 =
1
8
(
3
√
pi erfc(−y)− e−y2y(9 + 2y2)− e−y2(4 + y2)b˜
)
, (63)
with the parameter b˜ given by
b˜ =
2e−y
2
√
pi(1 + erf(y))
=
2e−y
2
√
pi erfc(−y) . (64)
To use this modified skew-inner product we will introduce the operator A from (53) into the β = 2 inner
product (6) and we have the properties (by integrating by parts)
(f,Ag)y2 = −(g,Af)y2 +Ω(f, g; y), (65)
(f,Af)y2 =
Ω(f, f ; y)
2
, (66)
where
Ω(f, g; y) :=
[
e−x
2
f(x)g(x)
]y
−∞
= lim
x→y
(
e−x
2
f(x)g(x)
)
− lim
x→−∞
(
e−x
2
f(x)g(x)
)
. (67)
Then we can write
〈〈f, g〉〉y4 =
1
2
(
(f,Ag)y2 − (g,Af)y2
)
= (f,Ag)y2 −
Ω(f, g; y)
2
. (68)
So we are searching for coefficients α˜j,k
Q˜j = pj + α˜j,j−1 pj−1 + · · ·+ α˜j,1 p1 + α˜j,0 (69)
such that the relations (56)–(57) hold, and we will use (68)–(69) to recast the problem in terms of the β = 2
inner product and associated polynomials. Note that the coefficients α˜j,k depend on y. Here we only present
the results, with the detailed derivations in Appendix E.
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Define the skew-symmetric matrix
Wm =

0 w0,1 w0,2 w0,3 · · · w0,m
−w0,1 0 w1,2 w1,3 · · · w1,m
−w0,2 −w1,2 0 w2,3 · · · w2,m
−w0,3 −w1,3 −w2,3 0
...
...
...
. . .
−w0,m −w1,m −w2,m 0

=

0 h1 +
Ω0,1
2
Ω0,2
2
Ω0,3
2 · · ·
Ω0,m
2
−h1 − Ω0,12 0 h2 +
Ω1,2
2
Ω1,3
2 · · ·
Ω1,m
2
−Ω0,22 −h2 −
Ω1,2
2 0 h3 +
Ω2,3
2 · · ·
Ω2,m
2
−Ω0,32 −
Ω1,3
2 −h3 −
Ω2,3
2 0
...
...
...
. . .
−Ω0,m2 −
Ω1,m
2 −
Ω2,m
2 0

, (70)
where
wj,k := δj+1,khk +
1
2
Ωj,k, Ωj,k := Ω(pj , pk; y) = e
−y2pj(y, y)pk(y, y). (71)
Note that it will turn out that Wm = [〈〈pj , pk〉〉y4]j,k=0,...,m, and so we can use the fact that Q˜j is a linear
combination of the pj ’s to obtain information about the coefficients α˜j,k in (69). Then we use a result of Knuth
on overlapping Pfaffians [30, (5.0)–(5.1)] (see also Appendix E for more details) to obtain the following.
Proposition 3 Assuming
α˜j,j−1(y) = 0, j odd, (72)
then for j ≥ 2
α˜j,k(y) =

−Pf W
(k 7→j)
j−1
Pf Wj−1
, j even, k ≤ j − 1,
−Pf W
(k 7→j)
j−2
Pf Wj−2
, j odd, k ≤ j − 2,
(73)
where W
(η 7→ν)
m is the matrix Wm from (70) with all occurrences of the index η replaced by the index ν, and
α˜j,j(y) = 1, ∀j. (74)
The normalizations are
q˜j(y) =
Pf W2j+1
Pf W2j−1
, (75)
with the convention
Pf W−1 = 1. (76)
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The proofs of these results are contained in Appendix E.
With Proposition 3, we can obtain the skew-orthogonal polynomials for the skew-inner product (7) via (59)
Qj(λ, y) = 2
−k/2
[
pj(
√
2λ,
√
2y) + α˜j,j−1(
√
2y) pj−1(
√
2λ,
√
2y) + · · ·+ α˜j,1(
√
2y) p1(
√
2λ,
√
2y) + α˜j,0(
√
2y)
]
, (77)
where the pj are the NM polynomials, and the normalizations are obtained from (75) via (58)
qj(y) = 2
−2j− 1
2
Pf W2j+1
Pf W2j−1
∣∣∣∣
y 7→√2y
. (78)
From (29) we know that the CDF of the largest eigenvalue is expressed in terms of the average (27), with the
function a(x) = 1. Also, with a(x) = 1 we have γ
(4)
j,k (1) = 〈Qj , Qk〉y4. So using the skew-orthogonal polynomials
(77), the relations (10) tell us that the matrix in Zˆ4,N [1, y] is of the form (50), and so its Pfaffian is given by
(51) with sj = qj . Thus, substitution of the normalization (78) into (33), with a(x) = 1, yields the result in
(17).
The expression for α˜j,k can be seen to recover the classical Gaussian case (with y →∞), since in this limit
the polynomials pj are the Hermite polynomials [from (21)] and also that Ωj,k = 0, so the matrix (70) is then
the same as that in [23, Prop 6.2.1]. The derivation of the αj,k in (E.56) then proceeds identically.
4.2 β = 1, N even
As above, we want to express the skew-orthogonal polynomials {Rj} from (11) in terms of the polynomials {pj}
from (9). So we look for coefficients αj,k such that
Rj = pj + αj,j−1pj−1 + · · ·+ αj,1p1 + p0, (79)
and again these coefficients will depend on y. To make further progress, we use the operator A−1 from (54).
First we note from (65) that
(f,A−1g) = (AA−1f,A−1g) = −(A−1f, g) +Ω(A−1f,A−1g; y)
= −(g,A−1f)− Φ(f, g)− Φ(g, f), (80)
where
Φ(f, g) :=
1
2
∫ y
−∞
e−z
2/2f(z)dz
∫ ∞
y
e−z
2/2g(z)dz. (81)
Now we can re-write the skew-inner product (8) as
〈f, g〉y1 = −
1
2
(
(f,A−1g)y2 − (g,A−1f)y2 + Φ(f, g)− Φ(g, f)
)
= −(f,A−1g)y2 − Φ(f, g). (82)
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From here we follow the same procedure as for β = 4, but replacing the matrix Wm in (70) with the more
complicated matrix
Vm =

0 v0,1 v0,2 v0,3 · · · v0,m
−v0,1 0 v1,2 v1,3 · · · v1,m
−v0,2 −v1,2 0 v2,3 · · · v2,m
−v0,3 −v1,3 −v2,3 0
...
...
...
. . .
−v0,m −v1,m −v2,m 0

=

0 h0 −X0,1 − Φ0,1 X2,0 + Φ2,0 X3,0 + Φ3,0 . . .
−h0 +X0,1 + Φ0,1 0 h1 −X1,2 − Φ1,2 X3,1 + Φ3,1 . . .
−X2,0 − Φ2,0 −h1 +X1,2 + Φ1,2 0 h2 −X2,3 − Φ2,3 . . .
−X3,0 − Φ3,0 −X3,1 − Φ3,1 −h2 +X2,3 + Φ2,3 0
...
...
...
 , (83)
where
Φj,k := Φ(pj , pk) =
1
2
∫ y
−∞
e−z
2/2pj(z, y)dz
∫ ∞
y
e−z
2/2pk(z, y)dz, (84)
Xj,k :=
1
2
(∫ y
−∞
pj(x, y)e
−x2/2 erf
(
x√
2
)
dx
)∫ ∞
−∞
e−z
2/2pk(z, y)dz. (85)
Note that we have the equality
Vm =
[
〈pj , pk〉y1
]
j,k=0,...,m
= −
[
(pj , A
−1pk)
y
2 + Φ(pj , pk)
]
j,k=0,...,m
. (86)
We now give expressions for the coefficients αj,k(y) and normalizations rj(y) in terms of the matrix Vm. (We
discuss the construction of the matrix in Appendix F.)
Proposition 4 Assuming
αj,j−1(y) = 0, j odd, (87)
then for j ≥ 2
αj,k(y) =

−Pf V
(k 7→j)
j−1
Pf Vj−1
, j even, k ≤ j − 1,
−Pf V
(k 7→j)
j−2
Pf Vj−2
, j odd, k ≤ j − 2,
(88)
where V
(η 7→ν)
m is the matrix Vm with all occurrences of the index η replaced by the index ν, and
αj,j(y) = 1, ∀j. (89)
The normalizations are
rj(y) =
Pf V2j+1
Pf V2j−1
(90)
with the convention
Pf V−1 = 1. (91)
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Note that the coefficients αj,k depend on y. We give the proof of Proposition 4 in Appendix F.
The coherence of the αj,k in Proposition 4 with the y → ∞ classical Gaussian result in (F.21) is not
as straightforward as in the β = 4 case above, and we go through the details in Appendix F.2. The extra
complications are because the technique of [2] did not use an exact analogue of our matrix Vm in (83); they
instead used some shrewd linear algebra to express the matrix [(pj , A
−1pk)] in terms of the matrix [(pj , Apk)]
and some other matrices containing the polynomial normalizations hj . This approach worked as it relied on
inverting matrices that are (almost) diagonal, however the analogous step in our case (with finite y) involves
inverting a full N × N matrix, and so it is infeasible here. At any rate, setting y = ∞, we see from (84) that
the matrix Φ(pj , pk) = 0, and from (21) that the polynomials pj become the Hermite polynomials leading us to
the simple expression (F.24) for the elements of Xj,k. Using these facts we recover the classical case in (F.21),
where α2j+1,2j−1 = −j and is zero otherwise — see Appendix F.2 for the details.
As with the β = 4 case above, by use of the polynomials Rj the matrix in Zˆ1,N [1, y] of (40) has the skew-
diagonal structure in (50) and so its Pfaffian is given by (51) with sj = rj . Substitution of (90) into (40) gives
the expression for the CDF of the largest eigenvalue in (16).
4.3 Skew-orthogonal polynomials for more general weight functions
As mentioned after Eq. (27), the density functions in this paper are of the form (28), which are a type of
Janossy density, so a natural question is to ask if our methods can be applied more generally. We see from (68)
and (82) that the key step involved in calculating the polynomial coefficients in Proposition 3 (for the GSE)
and Proposition 4 (for the GOE) is writing the corresponding skew-inner product in terms of the GUE inner
product. The quantity separating the procedure here from the classical case in [2] is Ω in (67), which [via (80)]
also determines the quantity Φ in (81). This Ω function is particular to the Gaussian weight and the eigenvalue
domain (−∞, y), however, from following the matrix manipulations in Appendices E and F, we can conclude
that our method will work for Janossy densities over more general domains and for the other classical weight
functions. Indeed, let
wβ(x) :=

e−βx
2/2, (Gaussian),
xaβ/2e−βx/2, (Laguerre),
(1− x)aβ/2(1 + x)bβ/2, (Jacobi),
(1 + x2)−β(N−1)/2+1, (Cauchy),
(92)
and define the inner product
(f, g)Y2 :=
∫
Y
w2(x)f(x)g(x)dx (93)
and the skew-inner products
〈f, g〉Y4 := 12
∫
Y
w4(x)
[
f(x)g′(x)− g(x)f ′(x)] dx, (94)
〈f, g〉Y1 := 12
∫
Y
w1(x)f(x)
∫
Y
w1(z)g(z)sgn(z − x) dz dx, (95)
where Y ⊂ Uw, with Uw the maximal domain for the weight function wβ . Then we can define a new Ω and apply
the procedures in Appendices E and F to obtain the skew-orthogonal polynomials in terms of the orthogonal
polynomials. (Of course, explicitly calculating the β = 1 and β = 4 polynomials using this method relies on
knowing the orthogonal polynomials for the corresponding β = 2 problem; a non-trivial hurdle.) Note that in
the case of Hermitian matrix models (i.e. with β = 2), such orthogonal polynomials have been studied in the
context of the counting statistics of eigenvalues in these ensembles (see e.g. [14,62]).
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For the purposes of illustration assume Y := (y1, y2) ⊂ R, then we replace (67) and (81) by
Ω(f, g;Y ) := lim
x→y2
(
w2(x)f(x)g(x)
)
− lim
x→y1
(
w2(x)f(x)g(x)
)
(96)
Φ(f, g;Y ) :=
1
2
∫ y2
y1
w1(z)f(z)dz
(∫ ∞
y2
w1(z)g(z)dz −
∫ y1
−∞
w1(z)g(z)dz
)
, (97)
and then Propositions 3 and 4 hold, with the matrices Wm and Vm modified accordingly.
5 Asymptotic analysis of the CDF of the largest eigenvalue for F4,N for large N
In this section we show that our formula for the CDF F4,N (y) is amenable to an asymptotic analysis, in the
large N limit, which allows us to obtain an alternative derivation of the Tracy-Widom formula for β = 4 [59].
Indeed, we will show below that, from the expression in (17), we can obtain
lim
N→∞
F4,N
(
y =
√
2N +
s
27/6
N−1/6
)
= exp
(
−1
2
∫ ∞
s
(x− s)q2(x)dx
)
cosh
(
1
2
∫ ∞
s
q(x)dx
)
, (98)
where q(x) is the Hastings-McLeod solution of the Painleve´ II equation as in (25).
To show this result (98), starting from our expression in (17), we will first provide an explicit expression
for Pf W2N−1, where the matrix Wm is defined in (70). It is convenient first to define
Mi1,i2(y) =
1
2
∏i2−1
m=i1
h2m+2(y)∏i2
m=i1
h2m+1(y)
p2i1(y, y)p2i2+1(y, y)e
−y2 , i2 ≥ i1 , (99)
where we recall that the pk’s are the NM orthogonal polynomials (18)–(20) while the hk’s are their corresponding
norms (12). (We will often suppress the explicit dependence on y for concision.) In view of the asymptotic
analysis, it is useful to rewrite (99) as
Mi1,i2(y) =
1
2
1√
Rˇ2i2+1(y)
m=i2−1∏
m=i1
√
Rˇ2m+2(y)
Rˇ2m+1(y)
ψ2i1(y, y)ψ2i2+1(y, y) , i2 ≥ i1 (100)
in terms of Rˇm = hm/hm−1 from (19) and the so-called “wave functions” ψk(x, y) given by
ψk(x, y) =
pk(x, y)√
hk(y)
e−
x2
2 . (101)
With these definitions we find the following convenient expression for the Pfaffian in (17).
Proposition 5 With Mj,k defined in (99) and Wm from (70) we have (suppressing the explicit dependence on y)
Pf W2N−1(y) =
N−1∏
j=0
h2j+1
1 + N∑
p=1
∑
I2p
Mi1,i2Mi3,i4 · · ·Mi2p−1,i2p
 , (102)
where we have used the notation
I2p : 0 ≤ i1 ≤ i2 < i3 ≤ i4 < i5 ≤ i6 < · · · < i2p−1 ≤ i2p ≤ N − 1 (103)
for the terminals on the second sum. (Note that the indices in the sum obey both strict and non-strict inequalities in
the sequence i2j−1 ≤ i2j < i2j+1 ≤ i2j+2.)
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. . .
i i+1
. . .
Fig. 2: A “little link” from site i to i+ 1 corresponding to the factor hi+1 + σiσi+1.
Proof : First we define
σj :=
pj(y, y)√
2
e−y
2/2 (104)
so that
wj,k = hkδj+1,k + σjσk. (105)
Here we use the expression for the Pfaffian in (C.18), where the sum is over all perfect matchings on 2N
sites {0, 1, . . . , 2N − 1} and so
Pf W2N−1(y) =
∑
µ∈M2N
ε(µ) wi1,j1wi2,j2 · · · wiN ,jN , (106)
where we recall that the perfect matchings µ ∈M2N are represented by link diagrams as in Figure C.1.
We see from (105) that the summand will include a factor of hi+1 + σiσi+1 if and only if the link diagram
of the perfect matching includes a “little link” from site i to i + 1 (see Figure 2), and otherwise every factor
is of the form σiσj . We denote by M2N ;ij ,...,ik the set of perfect matchings of 2N sites with “little links”
(ij , ij + 1), . . . , (ik, ik + 1) and no others. Then (106) becomes
Pf W2N−1(y) =
∑
µ∈M2N
ε(µ)
(
σ0 . . . σ2N−1
)
+
2N−2∑
i1=0
∑
µ∈M2N;i1
ε(µ)
(
σ0 . . . σi1−1
)
hi1+1
(
σi1+2 . . . σ2N−1
)
+
2N−2∑
i1=0
2N−2∑
i2=i1+2
∑
µ∈M2N;i1,i2
ε(µ)
(
σ0 . . . σi1−1
)
hi1+1
(
σi1+2 . . . σi2−1
)
hi2+1
(
σi2+2 . . . σ2N−1
)
...
+
2N−2∑
i1=0
2N−2∑
i2=i1+2
· · ·
2N−2∑
iN=iN−1+2
∑
µ∈M2N;i1,...iN−1
ε(µ) hi1+1 . . . hiN−1+1, (107)
where we see that each hj+1 replaces a pair σjσj+1 in the summand.
In (107) all summands are now independent of the matching µ, except for the factor of ε(µ), and so we
factor these out and want to show that ∑
µ∈M2N;I
ε(µ) = 1 (108)
for any set of indices I. From (C.16) we have that there is an even number of perfect matchings, excluding the
identity perfect matching {(0, 1), (2, 3), . . . , (2N − 2, 2N − 1)}, which has “little links” at all sites. We can pair
these non-identities in such a way that for each perfect matching with a sign of (+1) there is a partner with
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0 1 2 3
. . .
2j 2j+1
. . .
2s
. . .
2t+1
. . .
identity links
(a) The perfect matching µ with links (2j, 2t+ 1) and
(2j + 1, 2s).
0 1 2 3
. . .
2j 2j+1
. . .
2s
. . .
2t+1
. . .
identity links
(b) The perfect matching µˆ with links (2j, 2s) and
(2j + 1, 2t+ 1).
Fig. 3: The two possible configurations of the first non-identity links (from the left), one with a crossing and
the other without. We convert between them by switching the end points, picking up a factor of (−1).
sign (−1), and so the sum in (108) will have contribution of zero from these terms, leaving just the identity
matching. We do this pairing according to the following algorithm.
Any link diagram of a non-identity matching will have at least one non-identity link [i.e. a link not of the
form (2j, 2j + 1)], and will match one of the two forms in Figure 3, where 2j is the left site of the left-most
non-identity link (and thus 2j + 1 is by necessity also part of a non-identity link). Every non-identity perfect
matching µ of the form in Figure 3 (a) can be paired with a µˆ of the form in Figure 3 (b), where the link
patterns are identical except at the four sites {2j, 2j + 1, 2s, 2t+ 1}. The extra crossing in µˆ then implies that
ε(µ) = −ε(µˆ), so ∑
µ∈M2N;I
ε(µ) = ε(identity) = 1. (109)
This leaves us with
Pf W2N−1(y) =
(
σ0 . . . σ2N−1
)
+
2N−2∑
i1=0
(
σ0 . . . σi1−1
)
hi1+1
(
σi1+2 . . . σ2N−1
)
+
2N−2∑
i1=0
2N−2∑
i2=i1+2
(
σ0 . . . σi1−1
)
hi1+1
(
σi1+2 . . . σi2−1
)
hi2+1
(
σi2+2 . . . σ2N−1
)
...
+ h1h3 . . . h2N−1, (110)
where we have replaced the bottom line in (107) by the product over the odd indexed hj , which is the only
term in that sum (since there is only one way to replace all pairs of σjσj+1).
We now just need to match up the expression in (110) with products of Mi1,i2 from (99) — first we note
Mi1,i2(y) = σ2i1(y)
h2i1+2
h2i1+1
h2i1+4
h2i1+3
· · · h2i2
h2i2−1
σ2i2+1(y)
h2i2+1
, i2 ≥ i1 . (111)
In each term of (110), we start from the left with σ0 and pair up each even σ2j with the nearest odd σ2k+1 to
its right (k ≥ j). This will be easiest to see if we start with an example of one of the terms in (110), such as
the term (
σ0 . . . σi1−1
)
hi1+1
(
σi1+2 . . . σi2−1
)
hi2+1
(
σi2+2 . . . σ2N−1
)
= σ0σ1h3σ4σ5σ6h8σ9σ10σ11 (112)
with N = 6, i1 = 2, i2 = 7, where the corresponding link diagram is drawn in Figure 4. In the diagram, we have
included the labels of the hj which are present (h3 and h8) and, for convenience, the odd hj which are missing
using a “hat” (hˆ1, hˆ5, hˆ7, hˆ9 and hˆ11). Dividing through by h1h3 · · ·h11 we obtain
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0
hˆ1
1 2
h3
3 4
hˆ5
5 6
hˆ7
7
h8
8
hˆ9
9 10
hˆ11
11
Fig. 4: The link diagram corresponding to the term in (112), showing which links contribute factors of h. The
little links can contribute factors of σ or h, while long links can only contribute factors of σ. The missing factors
of h2j+1 are denoted by a “hat”.
σ0σ1
h1
σ4σ5
h5
σ6h8σ9
h7h9
σ10σ11
h11
= M0,0M2,2M3,4M5,5 (113)
using (111). We see that all the possible combinations of Mi1,i2Mi3,i4Mi5,i6Mi7,i8 , with 0 ≤ i1 ≤ i2 < i3 ≤ i4 <
i5 ≤ i6 < i7 ≤ i8 ≤ 5, will appear in the second line of (110) — each of the odd h2j+1 that appear are cancelled
on division by h1h3 · · ·h11 and all the even h2k are subsumed into the Mi,j containing the surrounding σ’s.
In general, for any Mi1,i2 we will have a factor
σ2i1σ2i2+1
h2i2+1
for each neighbouring even–odd pair of σ’s and
the h corresponding to the right hand edge, and this pair will be accompanied by a factor of
h2j
h2j−1 for each
missing pair σ2j−1σ2j in the interval i1 < j < i2, which is the expression in (111). Then, to obtain (102), we
rewrite (110) as a sum over the number of σ pairs in each term and divide through by h1h3 · · ·h2N−1. Finally,
we rewrite the products of σ’s and h’s as in (113) and the indices obey the rule in (103).

We recall that the hk’s as well as the Mi1,i2 depend explicitly on y. The expression for the Pfaffian in (102)
is quite convenient to analyse the large N limit of F4,N (y) which thus reads [see Eq. (17)]
F4,N (y) =
2N
2
piN/2
N−1∏
j=0
1
(2j + 1)!
N−1∏
j=0
h2j+1
1 + N∑
p=1
∑
I2p
Mi1,i2Mi3,i4 · · ·Mi2p−1,i2p
∣∣∣∣∣
y 7→√2y
. (114)
Let us first check from this formula (114) that limy→∞ F4,N (y) = 1. From (99), and the knowledge from (22)
that when y →∞, the norms hj ’s converge to the norms of the Hermite polynomial of degree j, i.e.
hj(∞) = lim
y→∞hj(y) =
√
pi
j!
2j
, (115)
it is rather clear that
lim
y→∞
1 + N∑
p=1
∑
I2p
Mi1,i2Mi3,i4 · · ·Mi2p−1,i2p
 = 1 . (116)
We can also use (115) to obtain
lim
y→∞
N−1∏
j=0
h2j+1(y) = pi
N/2
∏N−1
j=0 (2j + 1)!
2
∑N−1
j=0 (2j+1)
= piN/2
∏N−1
j=0 (2j + 1)!
2N2
, (117)
which implies, by combining (114), (116) and (117), that
lim
y→∞F4,N (y) = 1 , (118)
as it should.
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We now proceed to obtain the scaled limit (98). Let us start by analyzing the first factors of F4,N (y) in
(114) and define
ZN = 2
N2
piN/2
N−1∏
j=0
1
(2j + 1)!
N−1∏
j=0
h2j+1
 . (119)
It is easy to check that
ZN−1ZN+1
Z2N
=
1
N(N + 1/2)
h2N+1
h2N−1
=
Rˇ2N+1Rˇ2N
N(N + 1/2)
. (120)
Let us assume the asymptotic scaling behavior
lnZN (y) →
N→∞
f(27/6N1/6(y −
√
2N)) , (121)
with some function f , independent of N , yet to be determined. Assuming this scaling behavior (121), and
setting y =
√
2N + (s/27/6)N−1/6, the left hand side of Eq. (120) becomes
lnZN−1 + lnZN+1 − 2 lnZN = 24/3f ′′(s)N−2/3 + o(N−2/3) . (122)
Let us now analyse the right hand side of (120) in the large N limit, where, from [45], we have the asymptotic
behavior
RˇN
(√
2N +
x√
2
N−1/6
)
=
N
2
(
1−N−2/3q2(x) + o(N−2/3)
)
, (123)
where q(s) is defined in (25). This implies, setting again y =
√
2N + (s/27/6)N−1/6, that
Rˇ2N (
√
2 y) = N
(
1− (2N)−2/3q2(s) + o(N−2/3)
)
. (124)
Hence the logarithm of the right hand side of Eq. (120) reads
ln
(
Rˇ2N+1(
√
2 y)Rˇ2N (
√
2 y)
N(N + 1/2)
)
= −21/3N−2/3q2(s) + o(N−2/3) . (125)
Taking the logarithm of the relation in (120) and equating the leading terms, of order O(N−2/3) on both sides,
one finds
f ′′(s) = −1
2
q2(s) . (126)
Integrating twice this relation (126), using that lims→∞ f ′(s) = 0 [since the probability density function
F ′4,N (y) → 0 as y → ∞] as well as lims→∞ f(s) = 0 [since F4,N (y) → 1 as y → ∞, see Eq. (118)], one
obtains
f(s) = −1
2
∫ ∞
s
(x− s)q2(x)dx . (127)
Therefore, recalling (121) one obtains
lim
N→∞
ZN
(
y =
√
2N + (s/27/6)N−1/6
) ∣∣∣
y 7→√2y
= exp
[
−1
2
∫ ∞
s
(x− s)q2(x)dx
]
, (128)
which gives the first factor of the Tracy-Widom distribution for β = 4 [see Eq. (98)].
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We now analyse the large N behavior of the second factor in the expression of the Pfaffian in Eq. (102).
For this purpose, we will take advantage of the analysis performed in [48]. In fact, one can show that, in the
large N limit, the multiple sums in Eq. (102) are dominated by the region where i1, i2, · · · , i2p are close to N .
For later convenience, we reverse the order of the indices in the product of Mi1,i2 by looking for MN−k1,N−k2 ,
then from the results obtained in [48] for the asymptotic forms of the “wave functions” in (101)
ψN (y, y) ∼
N→∞
21/4N−1/12q
(√
2N1/6(y −
√
2N)
)
(129)
and using y 7→ √2y = 2√N + s
22/3N1/6
we have
ψ2(N−k)(y, y) ∼ 21/6N−1/12q
(
s+ 22/3
k
N1/3
)
. (130)
Using (124) for the pre-factors in (100) one gets
MN−k1,N−k2
(
y = 2
√
N +
s
22/3N1/6
)
∼ 1
(2N)2/3
q
(
s+ 22/3
k1
N1/3
)
q
(
s+ 22/3
k2
N1/3
)
, (131)
which we will be the useful form in the following. Indeed, performing first the change of variables ij = N − kj
in the second factor of Eq. (114) and then using (131) one finds, at leading order for large N , setting again
y =
√
2N + (s/27/6)N−1/6,∑
I2p
Mi1,i2Mi3,i4 · · ·Mi2p−1,i2p
∣∣∣
y 7→√2y
∼ 1
(2N)
2p
3
∑
K2p
q
(
s+ 2
2
3
k1
N
1
3
)
· · · q
(
s+ 2
2
3
k2p
N
1
3
)
, (132)
where, similar to (103), we denote
K2p : N ≥ k1 ≥ k2 > k3 ≥ k4 > k5 ≥ k6 > · · · > k2p−1 ≥ k2p ≥ 1 . (133)
In the limit N → ∞ the discrete sums over the kj ’s become integrals. Performing the change of variables
vj = 2
2/3kj/N
1/3 one finds∑
I2p
Mi1,i2Mi3,i4 · · ·Mi2p−1,i2p
∼ 1
22p
∫ ∞
0
dv2p
∫ ∞
v2p
dv2p−1 · · ·
∫ ∞
v2
dv1 q(s+ v1) · · · q(s+ v2p−1)q(s+ v2p) . (134)
Since the integrand in (134) is completely symmetric under the permutation of the variables vi’s, the nested
integral can actually simply be written as∑
I2p
Mi1,i2Mi3,i4 · · ·Mi2p−1,i2p ∼
1
(2p)!
(
1
2
∫ ∞
s
dx q(x)
)2p
. (135)
Finally, summing over p in Eq. (114), one obtains
lim
N→∞
1 + N∑
p=1
∑
I2p
Mi1,i2Mi3,i4 · · ·Mi2p−1,i2p
 = ∞∑
p=0
1
(2p)!
(
1
2
∫ ∞
s
dx q(x)
)2p
= cosh
(
1
2
∫ ∞
s
dx q(x)
)
. (136)
Combining Eqs. (114), (119), (128) and (136), one obtains the desired expression given in (98) for the β = 4
Tracy-Widom distribution.
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6 Asymptotic analysis of the CDF of the largest eigenvalue for F1,N for large N
We now show that starting with (16), we can obtain the limiting formula for β = 1 [59]
lim
N→∞
F1,N
(
y =
√
2N +
s√
2N1/6
)
= exp
(
−1
2
∫ ∞
s
(x− s)q(x)2dx
)
exp
(
−1
2
∫ ∞
s
q(x)dx
)
, (137)
where we proceed in much the same way as in Section 5 above for β = 4.
From the definitions in (84) and (85) we have
Xj,k + Φj,k =
1
2
(∫ y
−∞
e−
x2
2 pj(x, y) erf
(
x√
2
)
dx
)∫ ∞
−∞
e−
x2
2 pk(x, y)dx+
1
2
∫ y
−∞
e−
x2
2 pj(x, y)dx
∫ ∞
y
e−
x2
2 pk(x, y)dx
=
1
2
(∫ y
−∞
e−
x2
2 pj(x, y) erfc
(
− x√
2
)
dx
)
Pk(∞, y)−
1
2
Pj(y, y)Pk(y, y), (138)
where we have introduced the notation
Pj(x, y) :=
∫ x
−∞
e−z
2/2pj(z, y)dz, Pj(∞, y) :=
∫ ∞
−∞
e−z
2/2pj(z, y)dz. (139)
For later use we also similarly define
Ψj(∞, y) :=
∫ ∞
−∞
ψj(z, y)dz. (140)
Using the identities (F.13) and (F.14) to perform the integrals in (138) gives
Pj(x, y) =
1
2
erfc
(
− x√
2
)
Pj(∞, y)− e−x
2/2pj−1(x, y) + e−x
2/2LoPj−2 (141)∫ x
−∞
e−
z2
2 pj(z, y) erfc
(
− z√
2
)
dz = −e− x
2
2 erfc
(
− x√
2
)
pj−1(x, y) +
1
4
erfc
(
− x√
2
)2
Pj(∞, y)
+ e−
x2
2 LoPj−2 + e−x
2
LoPj−2 (142)
where the notation LoPj−2 denotes “lower-order polynomials” up to degree j− 2, that is, some combination of
p0(x, y), p1(x, y), . . . , pj−2(x, y).
Noting that erfc(x) ∈ (0, 2) (so it is bounded) and recalling the O
(
e−y
2
)
corrections in (21), we substitute
(141) and (142) into (138) to give (at leading order for large y)
Xj,k + Φj,k ∼
y→∞
1
2
e−
y2
2
(
pk−1(y, y)Pj(∞, y)− pj−1(y, y)Pk(∞, y)
)
. (143)
Keeping just the leading order polynomial (meaning that we use only the larger of j or k), we substitute (143)
into (83) to obtain
Vm ∼

0 h0 − e
−y2/2
2 P0 p0 − e
−y2/2
2 P0 p1 − e
−y2/2
2 P0 p2 . . .
−h0 + e
−y2/2
2 P0 p0 0 h1 − e
−y2/2
2 P1 p1 − e
−y2/2
2 P1 p2 . . .
e−y
2/2
2 P0 p1 −h1 + e
−y2/2
2 P1 p1 0 h2 − e
−y2/2
2 P2 p2 . . .
e−y
2/2
2 P0 p2
e−y
2/2
2 P1 p2 −h2 + e
−y2/2
2 P2 p2 0
...
...
...

, (144)
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where P0 = P0(∞, y) and we have suppressed all the function arguments to save space. Looking at the matrix
in (144), we see that it has identical structure to (70) if we make the following replacements
N 7→ N
2
, hk(y) 7→ hj−1(y), pj(y, y) 7→ −Pj(∞, y), pk(y, y) 7→ pk−1(y, y), (145)
where we use j to denote the row index and k for the column index. This allows us to use the Pfaffian identity
in (102) to conclude that for large y (recalling that N is even)
F1,N (y) ∼ 2
N
2 (
N
2
−1)
piN/4
N/2−1∏
j=0
1
(2j)!
N2 −1∏
j=0
h2j(y)
1 + N/2∑
p=1
∑
I2p
Ti1,i2Ti3,i4 · · ·Ti2p−1,i2p
 , (146)
I2p : 0 ≤ i1 ≤ i2 < i3 ≤ i4 < i5 ≤ i6 < · · · < i2p−1 ≤ i2p ≤ N
2
− 1 (147)
with
Ti1,i2(y) = −
1
2
∏i2−1
m=i1
h2m+1(y)∏i2
m=i1
h2m(y)
P2i1(∞, y)p2i2(y, y)e−y
2/2 , i2 ≥ i1,
= −1
2
m=i2∏
m=i1+1
√
Rˇ2m−1(y)
Rˇ2m(y)
Ψ2i1(∞, y)ψ2i2(y, y) , i2 ≥ i1, (148)
where Ψj(∞, y) is from (140) and Rˇk(y) = hk(y)/hk−1(y) is from (19). In terms of the proof of Proposition 5,
only superficial modifications are needed, with the main change here being that a “little link” from site j to
site j + 1 (as in Figure 2) now corresponds to a factor of hjδj−1,j − Pj(∞,y)pj(y,y)2 e−y
2/2.
Denoting the prefactor in (146) by
ZN := 2
N
2 (
N
2
−1)
piN/4
N/2−1∏
j=0
1
(2j)!
N2 −1∏
j=0
h2j(y)
 (149)
then
ZN−2ZN+2
Z2N
=
4
N(N − 1)
hN (y)
hN−2(y)
=
4RˇN RˇN−1
N(N − 1) (150)
and so using (123)
ln
(
4RˇN RˇN−1
N(N − 1)
)
∼ −2 q(s)
2
N2/3
+ o
(
N−2/3
)
. (151)
Now, analogously to (121) we assume
lnZN (y) →
N→∞
f(
√
2N1/6(y −
√
2N)) , (152)
and then with y =
√
2N + s√
2N1/6
we have
lnZN−2 + lnZN+2 − 2 lnZN = 4
N2/3
f ′′(s) + o
(
N−2/3
)
. (153)
Equating (151) and (153) we have (to leading order)
f ′′(s) = −1
2
q2(s) (154)
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identically with the β = 4 case in (127). Therefore, we have
lim
N→∞
ZN
(
y =
√
2N +
s√
2N1/6
)
= exp
[
−1
2
∫ ∞
s
(x− s)q2(x)dx
]
, (155)
which is the first factor in (137).
For the right-most factor in (146) we use the known asymptotic behaviour (129), with y =
√
2N + s√
2N1/6
,
to find
ψN−2k(y, y) ∼ 21/4N−1/12q
(
s+ 2
k
N1/3
)
. (156)
For ΨN−2k(∞, y) in (140), we recall that this is an integral over the entire domain, so the integral will be
dominated by the behaviour of the integrand in the bulk regions. From (21) and (22) we have the large y
behaviour
ψN (x, y) ∼
y→∞
HN (x)
pi1/42N/2
√
Γ (N + 1)
e−x
2/2 (157)
and using the recursion relations [1, Chapter 22]
Hj+1(x) = 2xHj −H ′j(x), H ′j(x) = 2jHj−1(x) (158)
we can show ∫ ∞
−∞
e−
z2
2 Hj(z)dz =
{
2j+1/2Γ
(
j+1
2
)
, j even,
0, j odd,
(159)
where the second line follows since Hermite polynomials of odd degree are odd functions. So we have (recalling
that N is even)
ΨN−2k(∞, y) ∼
y→∞
23/4
N1/4
, (160)
and with (123) we obtain
TN
2
−k1,N2 −k2
(
y =
√
2N +
s√
2N1/6
)
∼ − 1
N1/3
q
(
s+ 2
k2
N1/3
)
. (161)
Then we find ourselves at the analogue of (132)∑
I2p
Ti1,i2Ti3,i4 · · ·Ti2p−1,i2p ∼
(−1)p
N
p
3
∑
Kp
q
(
s+ 2
k2
N
1
3
)
q
(
s+ 2
k4
N
1
3
)
· · · q
(
s+ 2
k2p
N
1
3
)
, (162)
where we denote
Kp : N
2
≥ k2 > k4 > k6 > · · · > k2p−2 > k2p ≥ 1 . (163)
[Note that, in contrast to K2p in (133), Kp contains only the even indices. In the β = 4 case, both even and odd
indices contributed factors of q, as can be seen in (131). But here the odd indices are attached to the integrals
ΨN−2kodd , and only contribute factors of N and 2 as per (160).] Changing variables vj = 2kj/N
1/3 gives∑
I2p
Ti1,i2Ti3,i4 · · ·Ti2p−1,i2p
∼ (−1)
p
2p
∫ ∞
0
q(s+ v2p)dv2p
∫ ∞
v2p
q(s+ v2p−2)dv2p−2 · · ·
∫ ∞
v6
q(s+ v4)dv4
∫ ∞
v4
q(s+ v2)dv2
=
(−1)p
p!
(
1
2
∫ ∞
s
dx q(x)
)p
, (164)
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where, in the final line, we have removed the ordering from the integration variables since the integrand is
symmetric in the vj ’s. Summing over p and taking the limit we have
lim
N→∞
1 + N/2∑
p=1
∑
I2p
Ti1,i2Ti3,i4 · · ·Ti2p−1,i2p
 = ∞∑
p=0
1
p!
(
−1
2
∫ ∞
s
dx q(x)
)p
= exp
(
−1
2
∫ ∞
s
dx q(x)
)
, (165)
which is the second factor in (137).
Lastly, we note that the Pfaffian identity (102) that we used here for β = 1 and for β = 4 above will hold
more generally, for all anti-symmetric matrices of the form
M = T + B, (166)
where T has upper triangular elements δj+1,ktj,k and B = [bj,k]j,k=1,...,2N has upper-triangular entries bj,k =
fjgk for some functions f and g. In which case,
Pf M =
N−1∏
j=0
t2j+1
1 + N∑
p=1
∑
I2p
Li1,i2Li3,i4 · · ·Li2p−1,i2p
 , (167)
where
Li1,i2 =
∏i2−1
m=i1
t2m+2∏i2
m=i1
t2m+1
f2i1 g2i2+1, i2 ≥ i1 , (168)
with the summation indices I2p defined in (103).
7 Conclusions and perspectives
In this paper, we have revisited the computation of the cumulative distribution function of the largest eigenvalue
in the classical ensembles of RMT, namely the GOE and the GSE, using the techniques of skew-orthogonal
polynomials, thus extending the approach of Nadal and Majumdar [45] developed for the GUE. By adapting
the method of Refs. [2,3], we have constructed explicitly these (semi-classical) skew-orthogonal polynomials
in terms of the so-called “Nadal-Majumdar” orthogonal polynomials introduced in the case of the GUE. This
construction involves some non-trivial Pfaffians, which we have related to “overlapping Pfaffians”, studied
originally by Knuth [30]. We were then able to carry out the asymptotic analysis of these skew-orthogonal
polynomials and of their norms to obtain the well known Tracy-Widom distributions, using a method which is
quite different from the original one [59], and also different from the more recent one obtained via the so-called
stochastic Airy operator [10]. This relied on a certain Pfaffian identity, the most general statement of which is
given at the end of Section 6.
As discussed in Section 3, it is known that “Pfaffian” Janossy densities (of which our β = 1 and β = 4
densities are examples) have n-point correlation functions given by Pfaffians. These correlation functions can be
calculated via standard techniques (see [41,23]) — these calculations will be presented in a follow-up work [40].
By using the skew-orthogonal polynomials constructed in the present work, this will allow us to analyze the
density of states near the largest eigenvalue and the statistics of the gap between the two largest eigenvalues in
the GSE and the GOE. These quantities are particularly interesting in the challenging case of GOE since they
naturally enter into the computation of physical observables in the spherical Sherrington-Kirkpatrick model of
mean-field spin glasses [26].
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Appendices
A Reminder on the classical ensembles of RMT: GOE, GUE and GSE
For self-consistency, we recall here the definition of the classical ensembles of RMT studied in this paper:
– The Gaussian Orthogonal Ensemble (GOE) is the set of N ×N real symmetric matrices
M =
Y + YT
2
, (A.1)
where Y contains standard normally distributed elements yj,k ∼ N [0, 1] resulting in the matrix PDF pro-
portional to e−(TrM
2)/2 which is invariant under orthogonal conjugation M 7→ OTMO.
– The Gaussian Unitary Ensemble (GUE) is the set of complex Hermitian matrices
M =
Y + Y†
2
(A.2)
with real independent Gaussian components yj,k ∼ N [0, 1√2 ] + iN [0,
1√
2
] giving a matrix PDF proportional
to e−TrM
2
which is invariant under unitary conjugation M 7→ U†MU.
– The Gaussian Symplectic Ensemble (GSE) is defined similarly for normally distributed quaternionic entries.
We provide in Appendix B some definitions related to quaternions, however this will not be required for
understanding the current work, as we use the equivalent 2× 2 representation of quaternions[
a1 + ib1 a2 + ib2
−a2 + ib2 a1 − ib1
]
(a1, a2, b1, b2 ∈ R). (A.3)
The ensemble is then the set of 2N × 2N matrices,
M =
Y + Y†
2
, (A.4)
where each 2×2 block of Y is of the form (A.3) with each independent real component normally distributed
a1, b1, a2, b2 ∼ N [0, 12 ]. The matrix PDF is then proportional to e−TrM
2
, which is invariant under symplectic
conjugation, that is conjugation by a unitary matrix M 7→ U†MU, with the restriction that
UZNU
T = ±ZN , (A.5)
where
ZN :=
[
0 1
−1 0
]
⊗ IN =

0 1 0 0 0
−1 0 0 0 0 . . .
0 0 0 1 0
0 0 −1 0 0
...
. . .
 , (A.6)
and IN is the N ×N identity matrix.
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B Quaternions
Here we provide a brief overview of some definitions related to quaternions. A quaternion is typically written
in the form
q = q0 + iq1 + jq2 + kq3, q0, q1, q2, q3 ∈ R, (B.7)
where i, j and k are the quaternionic generalization of the imaginary unit and obey Hamilton’s famous bridge
equation
i2 = j2 = k2 = ijk = −1, (B.8)
which defines their algebraic behaviour. (Note that we restrict the coefficients qj to be real — these are called
real quaternions by other authors [41,23], to contrast with the more general case where the coefficients are
complex. We have no need of the more general case in this work.) A more convenient representation of the
same algebra is given by mapping the quaternions to the 2× 2 complex matrices
q =
[
a b
−b¯ a¯
]
, (B.9)
where a := q0 + iq1 ∈ C and b = q2 + iq3 ∈ C. This representation is equivalent to a linear combination of the
Pauli spin matrices (see, for example, [23]).
The analogue of complex conjugation for quaternions is
q∗ = q0 − iq1 − jq2 − kq3 ←→ q† =
[
a¯ −b
b¯ a
]
, (B.10)
where we see that q∗ is the same as the Hermitian conjugate of the 2 × 2 matrix representation. A matrix of
quaternionic entries is said to be self-dual if
Q := [qj,k] = [q
∗
k,j ] =: Q
∗, (B.11)
or equivalently, if the matrix of 2×2 quaternionic blocks (B.9) is Hermitian. The Gaussian Symplectic Ensemble
in (A.4) is then equivalently defined as the set of 2N × 2N Hermitian matrices [qj,k] with entries
qj,j =
[
xj,j 0
0 xj,j
]
, qj,k =
[
zj,k wj,k
−w¯j,k z¯j,k
]
, (k > j) (B.12)
with
xj,j ∼
d
N
[
0,
1
2
]
∈ R and zj,k, wj,k ∼
d
N
[
0,
1
2
√
2
]
+ iN
[
0,
1
2
√
2
]
∈ C. (B.13)
In (1) we write the matrix PDF for β = 1, 2 and 4, however for β = 4 this requires the use of the quaternion
trace, which for a quaternionic matrix QˆN×N , is
qTr QˆN×N =
N∑
j=1
(q0)j,j =
1
2
Tr Q2N×2N , (B.14)
where in the second equality this is the usual matrix trace and Q2N×2N is the equivalent matrix with entries
given by the 2× 2 matrices (B.9). A related concept is the quaternion determinant, which is defined for self-dual
quaternion matrices by
qdet QˆN×N :=
∑
P∈SN
(−1)N−|c(P )|
∏
(ab···s)∈c(P )
(qabqbc · · · qsa)0, (B.15)
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where c(P ) is the set of cycles of the permutation P , and the subscript (. . . )0 denotes that one takes the scalar
part q0 of the resulting quaternion. As with the quaternion trace in (B.14), there is a relationship between the
quaternion determinant and the usual determinant, given by(
qdet QˆN×N
)2
= det Q2N×2N , (B.16)
where again the matrix on the right is the equivalent complex matrix made of the 2× 2 blocks (B.9).
C Pfaffians
Pfaffians are very closely related to quaternion determinants (B.15), however they do not require any of the
quaternionic technicalities, so we prefer to use Pfaffians in this work. A brief historical survey on the topic is
provided in [30, §6]
Definition C.1 (Pfaffian) Let M = [mj,k]j,k=1,...,2N , where mj,k = −mk,j , so that M is an anti-symmetric
matrix of even size. Then the Pfaffian of M is defined by
Pf M =
∗∑
P∈S2N
P (2j)>P (2j−1)
ε(P )mP (1),P (2)mP (3),P (4) · · ·mP (2N−1),P (2N)
=
1
N !
∑
P∈S2N
P (2j)>P (2j−1)
ε(P )mP (1),P (2)mP (3),P (4) · · ·mP (2N−1),P (2N)
=
1
2NN !
∑
P∈S2N
ε(P )mP (1),P (2)mP (3),P (4) · · ·mP (2N−1),P (2N), (C.1)
where S2N is the group of permutations of 2N letters and ε(P ) is the signature of the permutation P . The *
above the first sum indicates that the sum is over distinct terms only (that is, all permutations of the pairs of
indices are regarded as identical).
Note that in the second equality of (C.1) the factors of 2 are associated with the restriction P (2j) > P (2j−1)
while the factorial is associated with counting only distinct terms [N ! is the number of ways of arranging the
N pairs of indices P (2l− 1), P (2l)]. Pfaffians can be calculated via a version of Laplace expansion, however the
Pfaffian minors M(j,k) that one needs to calculate are obtained by blocking out both the jth and kth row and
the jth and kth column.
The definition of a Pfaffian is very close to that of a determinant, and for the matrix M (antisymmetric of
size 2N × 2N), they are related by
(Pf M)2 = det M. (C.2)
The clear similarity between (C.2) and (B.16) highlights the equivalent nature of quaternion determinants and
Pfaffians; they are specifically connected via the matrix ZN in (A.6), where we note that
Pf (ZN ) = det(ZN ) = 1. (C.3)
With ZN we have
Pf (M) = qdet(MZN ) = qdet(ZNM), (C.4)
Pf (M) = (−1)Nqdet(MZTN ) = (−1)Nqdet(ZTNM). (C.5)
We will also have need of the identity [15]
Pf (BMBT ) = det(B)Pf (M), (C.6)
where B is a general 2N × 2N matrix.
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C.1 Pfaffians and elementary row/column operations
Given the similarity between Pfaffians and determinants, it is not surprising that Pfaffians have similar be-
haviour to determinants, particularly for elementary row and column operations.
Recall the determinant identity
αdet
[
m1 m2 . . . mN
]
= det
[
m1 . . . mj−1 αmj mj+1 mN
]
, (C.7)
for a general N ×N matrix, where j is any integer from 1 up to N . That is, the determinant can be scaled by
scaling any column (or row) of the matrix. There is an equivalent identity for Pfaffians, however when we scale
a column/row we also scale its corresponding row/column by the same factor. Explicitly, with M as above, we
have
α Pf M = Pf

αm1,j
∗
... ∗
αmj−1,j
−αm1,j . . . −αmj−1,j 0 αmj,j+1 . . . αmj,2N
−αmj,j+1
∗
... ∗
−αmj,2N

, (C.8)
where the “∗” represents that the remaining matrix elements are unchanged. Note this row and column scaling
preserves the anti-symmetry of the matrix. If we take α 7→ √α then it can be seen that this scaling is consistent
with (C.2) and (C.7).
Similarly, we have an analogue of the identity
det
[
m1 m2 . . . mN
]
= det
[
m1 . . . mj−1 mj + αmk mj+1 mN
]
(C.9)
where the determinant is unchanged by adding to any column/row a scalar multiple of any other column/row.
The Pfaffian analogue is obtained by adding a multiple of a column (or row) to another column (or row), and
adding the same multiple of the same row (or column) to the matching row (or column),
Pf M = Pf M̂j,k;α, (C.10)
where the matrix M̂j,k;α is identical to M except for column and row j, which equal
Col(j) 7→ Col(j) + αCol(k), Row(j) 7→ Row(j) + αRow(k) (C.11)
Note that anti-symmetry is preserved, and we again see that this is consistent with (C.2).
Lastly, we have
det
[
m1 m2 . . . mN
]
= −det [m1 . . . mj−1 mk mj+1 . . . mk−1 mj mk+1 . . . mN ,] (C.12)
where determinants pick up a factor of (−1) for each column/row swap. The analogous result for Pfaffians is
more complicated
Pf M = −Pf M̂j↔k, (C.13)
where the matrix M̂j↔k is identical to M except that
Col(j)↔ Col(k) and Row(j)↔ Row(k), (C.14)
where the swaps happen in succession. This again preserves anti-symmetry and is consistent with (C.2).
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1 2 3 4 5 6
Fig. C.1: The link pattern for the perfect matching µ = {(2, 3), (5, 1), (4, 6)} = {(1, 5), (2, 3), (4, 6)} on sites
{1, 2, 3, 4, 5, 6} from (C.15).
C.2 Pfaffians and perfect matchings
In order to prove Proposition 5 we will use an expression equivalent to (C.1) in terms of perfect matchings and
link patterns. Expressions for Pfaffians in terms of perfect matchings have been known for a long time, and
they are discussed in many places — we refer to [30,51].
A perfect matching µ is a set of links between 2N sites, where each site is connected to exactly one other
site. Diagrammatically, this is expressed as a link diagram, and most easily seen via an example: let
µ = {(2, 3), (5, 1), (4, 6)} (C.15)
and the link diagram is given in Figure C.1. The sign ε(µ) of the perfect matching is given by(−1)#χ, where
#χ is the number of crossings in the link pattern — for the example in (C.15) we have ε(µ) = (−1)1. We denote
the set of all perfect matchings on 2N sites by M2N , and the number of perfect matchings is
|M2N | = (2N − 1)!! = (2N − 1) · (2N − 3) · · · (3) · (1), (C.16)
since there are 2N − 1 sites for the first site to pair with, then 2N − 3 sites for the second site to pair with, etc.
(Note that usually a perfect matching is defined as a set of edges on a graph such that every vertex is included
exactly once. However this characterization will not be useful for us, and for a complete graph it is equivalent
to the definition we use in terms of link patterns.)
The connection to Pfaffians comes from the fact that there is a bijection from M2N to a subset of S2N ,
the set of permutations of {1, . . . , 2N}. The bijection is found by taking a perfect matching µ and ordering
the components of each pair such that µ = {(µj,L, µj,R)}j=1,...,N , where µj,L and µj,R are respectively the
left and right terminals of link j. (In graph parlance, this creates a directed link pattern, where all links point
from, say, left to right.) Then we institute an ordering between the pairs according to some scheme (say, that
µj,L < µj+1,L), which results in a unique representative ordered set of pairs for each perfect matching. Then,
by removing the pairing, we obtain a unique s ∈ S2N . For the example in (C.15) we find
M6 3 {(2, 3), (5, 1), (4, 6)} = {(1, 5), (2, 3), (4, 6)} 7→ (1, 5, 2, 3, 4, 6) ∈ S6. (C.17)
The reverse mapping S2N ⊃ Sˆ2N → M2N is clear: s ∈ Sˆ2N is a permutation of 1, . . . , 2N such that s(2j − 1) <
s(2j) and s(2j − 1) < s(2k − 1) for j < k.
In order for this mapping to make sense, we need ε(µ) = ε(s), that is the number of crossings in the perfect
matching µ must be the same as the sign of the permutation s, given by (−1)τ where τ is the number of
transpositions required to return s to the identity permutation. This can be shown by first noting that the
identity permutation gives a link pattern with no crossings, and then that a crossing can always be removed
by a single transposition, while a link pattern with no crossings can be transformed to the identity by an even
number of transpositions.
The conditions defining Sˆ2N are the same restrictions on S2N as those implied by the first line of (C.1),
and so we have the following equivalent expression for the Pfaffian
Pf M =
∑
µ∈M2N
ε(µ) mi1,j1mi2,j2 · · ·miN ,jN , (C.18)
where M2N is the set of all perfect matchings µ = {(i1, j1), . . . , (iN , jN )} on 2N sites, and ε(µ) is the sign of the
perfect matching, or equivalently, the sign of the corresponding permutation.
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D Iterative construction of the first few skew-orthogonal polynomials
In this Appendix, we iteratively construct the first few skew-orthogonal polynomials defined in Eqs. (10) and
(11).
First for β = 4, by monicity, we must have Q0(λ) = 1 and by (23) we can assume that Q1(λ) = λ, then we
use the skew-inner product relations (7) to iteratively solve for the higher degree polynomials, so the first four
skew-orthogonal polynomials are
Q0(λ, y) = 1, Q1(λ, y) = λ, Q2(λ, y) = λ
2 + bλ+
1− 2yb
4
, (D.19)
Q3(λ, y) = λ
3 − 31− 2yb
4
λ− b1 + 2y
2
2
(D.20)
[where we used (23) for Q3(λ, y)] with normalizations
q0(y) := 〈Q0, Q1〉y4 =
√
pi
4
√
2
erfc(−
√
2y) =
e−2y
2
4b
, (D.21)
q1(y) := 〈Q2, Q3〉y4 =
1
64
(
3
√
2pierfc(−
√
2y)− 2e−2y2y(9 + 4y2)− 4e−2y2(2 + y2)b
)
, (D.22)
where
b =
√
2e−2y
2
√
pi(1 + erf(
√
2y))
=
√
2e−2y
2
√
pierfc(−√2y) . (D.23)
For β = 1, again by monicity and (23) we have, R0(λ) = 1, R1(λ) = λ and using the relations (8) we can
obtain the first four polynomials
R0(λ, y) = 1, R1(λ) = λ, (D.24)
R2(λ, y) = λ
2 + λ
c√
pi
(
2e−y
2/2 +
√
2piy erfc(−y/
√
2)
)
+ cey
2/2erfc(−y)− 1, (D.25)
R3(λ, y) = λ
3 + λc
(
2ye−y
2/2
√
pi
− 2
c
− ey2/2 erfc(−y) + y2
√
2 erfc(−y/
√
2)
)
− 2ce
−y2/2
√
pi
(D.26)
with
c =
(
2ey
2/2erfc(−y)−
√
2erfc(−y/
√
2)
)−1
(D.27)
and
r0(y) =
√
pi
2
(
erfc(−y)− e
−y2/2
√
2
erfc(−y/
√
2)
)
=
√
pie−y
2/2
4c
(D.28)
r1(y) =
√
pi
8
erfc(−y)− ye
−y2
4
− c
(
e−
3y2
2√
pi
+
y2
√
pi
2
√
2
erfc(−y)erfc
(
− y√
2
)
+
ye−
y2
2
2
erfc(−y) +
ye−y
2
erfc
(
− y√
2
)
√
2
−
√
pie
y2
2
4
erfc(−y)2
 . (D.29)
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E Skew-orthogonal polynomials for β = 4
For the ease of the reader, we try to use the same notation as in [23, §6.2 & §6.4], where the case y = ∞ is
discussed in detail. Also note that all the quantities in this section depend on y, however we will suppress the
explicit notation of such, to save space.
The goal is to write the β = 4 skew-orthogonal polynomials {Qj}, defined by (7) and (10), in terms of the
polynomials orthogonal with respect to the inner product (6), the NM polynomials pj which obey the relations
(18)–(20). However, as discussed in Section 4.1 we will instead use the modified skew-inner product (55), and
look for polynomials {Q˜j} that obey the relations (56) and (57), up to the invariance (23). Since the orthogonal
polynomials form a complete set we can find coefficients α˜j,k such that
Q˜j = pj + α˜j,j−1pj−1 + · · ·+ α˜j,1p1 + α˜j,0p0, α˜j,k ∈ C. (E.1)
Recall that the tilde ˜ means that the quantity is associated with this modified skew-inner product. From
monicity and (23) we have
α˜j,j = 1, α˜2j+1,2j = 0. (E.2)
We can write (E.1) in the matrix form
Q˜ = X˜p (E.3)
where
Q˜ =
 Q˜0Q˜1
...
 , p =
 p0p1
...
 (E.4)
X˜ =

1 0 0 0 0 · · ·
0 1 0 0 0 · · ·
α˜2,0 α˜2,1 1 0 0 · · ·
α˜3,0 α˜3,1 0 1 0 · · ·
α˜4,0 α˜4,1 α˜4,2 α˜4,3 1
...
...
...
...
. . .

. (E.5)
For the calculation, we will find it more convenient to work with the equation
p = X˜−1Q˜. (E.6)
Since the skew-orthogonal polynomials will also form a complete set, we know that X˜ is invertible and we
denote
X˜−1 =

1 0 0 0 0 · · ·
β˜2,0 1 0 0 0 · · ·
β˜2,0 β˜2,1 1 0 0 · · ·
β3,0 β3,1 β3,2 1 0 · · ·
β˜4,0 β˜4,1 β˜4,2 β˜4,3 1
...
...
...
...
. . .

=

1 0 0 0 0 · · ·
0 1 0 0 0 · · ·
β˜2,0 β˜2,1 1 0 0 · · ·
β3,0 β3,1 0 1 0 · · ·
β˜4,0 β˜4,1 β˜4,2 β˜4,3 1
...
...
...
...
. . .

(E.7)
where we have used the assumptions analogous to (E.2)
β˜j,j = 1, β˜2j+1,2j = 0. (E.8)
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So instead of looking for the coefficients in (E.1) we will solve for the coefficients β˜j,k in
pj = Q˜j + β˜j,j−1Q˜j−1 + · · ·+ β˜j,1Q˜1 + β˜j,0Q˜0, β˜j,k ∈ C, (E.9)
and then hope to invert the relations to recover the α˜j,k. We also define the matrix of inner products
q˜ =
[
〈〈Q˜j , Q˜k〉〉y4
]
=

0 q˜0 0 0 0 · · ·
−q˜0 0 0 0 0 · · ·
0 0 0 q˜1 0 · · ·
0 0 −q˜1 0 0 · · ·
0 0 0 0 0
...
...
...
...
. . .

. (E.10)
Using (68) we can write the modified β = 4 skew-inner product in terms of the β = 2 inner product, with the
inclusion of the operator A defined in (53). To make use of this we first note that if fk is any monic polynomial
of degree k then we have
Afk[x] = −
(
xfk(x)− f ′k(x)
)
= −
pk+1(x) + k−1∑
j=0
cjpj(x)
 , (E.11)
where we have decomposed xfk(x)− f ′k(x) into a sum over the (monic) orthogonal polynomials pj , with coeffi-
cients cj . Combining this fact with (65), (66) and the normalization of the pj from (12) we have the matrix
A := [(pj , Apk)
y
2]j,k=0,...,N−1
=

Ω0,0
2 h1 +Ω0,1 Ω0,2 Ω0,3 Ω0,4 Ω0,5 · · ·
−h1 Ω1,12 h2 +Ω1,2 Ω1,3 Ω1,4 Ω1,5 · · ·
0 −h2 Ω2,22 h3 +Ω2,3 Ω2,4 Ω2,5 · · ·
0 0 −h3 Ω3,32 h4 +Ω3,4 Ω3,5 · · ·
0 0 0 −h4 Ω4,42 h5 +Ω4,5
...
...
...
...
. . .
. . .
. . .

. (E.12)
So now we can write
q˜ :=
[〈〈Q˜j , Q˜k〉〉y4] = 〈〈Q˜Q˜T〉〉y
4
=
〈〈
X˜ppT X˜T
〉〉y
4
= X˜
〈〈
ppT
〉〉y
4
X˜T = X˜
(
A− 1
2
[
Ωj,k
] )
X˜T
= X˜WX˜T , (E.13)
where W = A− 12
[
Ωj,k
]
is the anti-symmetric matrix in (70). (Note that for a matrix M the notation 〈〈M〉〉y4
implies that the average is applied elementwise to the matrix.) Rearranging (E.13)
X˜−1q˜(X˜−1)T = W, (E.14)
and expanding out the left hand side we get[
X˜−1q˜(X˜−1)T
]
j,k
=
∑
m=0,1,...,j
n=0,1,...,k
β˜j,mq˜m,nβ˜k,n
=
∑
m even
β˜j,mq˜m,m+1β˜k,m+1 +
∑
m odd
β˜j,mq˜m,m−1β˜k,m−1
=
∑
m even
β˜j,mq˜m/2β˜k,m+1 −
∑
m odd
β˜j,mq˜(m−1)/2β˜k,m−1, (E.15)
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noting that this is a finite sum since all βµ,ν are zero when ν > µ. So we have the set of equations
0 =
∑
m even
q˜m/2
(
β˜j,mβ˜k,m+1 − β˜j,m+1β˜k,m
)− wj,k (E.16)
and we are now in a position to solve for the normalizations q˜j and the coefficients β˜j,k.
E.1 Expressions for q˜j
Let the matrices in (E.14) be of size 2n× 2n. Then, taking the Pfaffian we get
Pf W = Pf (X˜−1q˜(X˜T )−1) = det(X˜−1)Pf q˜ = Pf q˜ , (E.17)
where we used the Pfaffian identity (C.6) for the second equality, and the fact that X˜−1 is a triangular matrix
with 1s on the diagonal for the third equality.
Because q˜ is a skew-diagonal matrix, as in (50), we have
Pf q˜ =
n−1∏
j=0
q˜j = Pf W2n−1. (E.18)
Beginning with n = 1 and iterating, we obtain (75), with the convention (76).
E.2 Expressions for β˜j,k
Let k be even, then the last term in the sum of (E.16) is −β˜j,k+1q˜k/2 (when m = k), and so solving for this β˜
we obtain
β˜j,k+1 =
1
q˜k/2
 k−2∑
m=0,
m even
q˜m/2
(
β˜j,mβ˜k,m+1 − β˜j,m+1β˜k,m
)− wj,k
 , k even (E.19)
For k odd the last term (when m = k − 1) is q˜(k−1)/2(β˜j,k−1 − β˜j,kβ˜k,k−1), but recall from (E.8) that (when k
is odd) we have set β˜k,k−1 = 0 [using (23)], so we obtain
β˜j,k−1 = − 1q˜(k−1)/2
 k−3∑
m=0,
m even
q˜m/2
(
β˜j,mβ˜k,m+1 − β˜j,m+1β˜k,m
)− wj,k
 , k odd. (E.20)
From these two expressions we see that each β˜j,2k and β˜j,2k+1 only depends on the β˜s in the same row, and
in columns 0, 1, . . . 2k−1. This allows us to inductively solve for the β˜: first we solve for β˜j,0, β˜j,1, then β˜j,2, β˜j,3,
etc.
It is this decoupling of the β˜ equations that are the reason for working with X˜−1 instead of X˜.
Proposition E.1
β˜j,k =

Pf W
(k 7→j)
k+1
Pf Wk+1
, k even,
Pf W
(k 7→j)
k
Pf Wk
, k odd,
(E.21)
where W
(η 7→ν)
µ is the matrix Wµ from (70) with all occurrences of the index η replaced by the index ν.
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Proof : As mentioned above, we will employ an inductive proof. We need both even and odd base cases. Ex-
panding out (E.16) with k = 0 we have
0 = −β˜j,1q˜0β˜0,0 − wj,0 (E.22)
⇒ β˜j,1 = −
wj,0
q˜0
=
w0,j
w0,1
=
Pf W
(1 7→j)
1
Pf W1
. (E.23)
Similarly, [recalling that β˜1,0 = 0 from (E.8)] with k = 1, we get
0 = β˜j,0q˜0β˜1,1 − β˜j,1q˜0β˜1,0 − wj,1 (E.24)
⇒ β˜j,0 =
wj,1
q˜0
=
Pf W
(07→j)
1
Pf W1
. (E.25)
Now we move to the inductive step. For convenience, here we restrict to k even. Assume that we have (E.21)
for all β˜j,0, β˜j,1, . . . , β˜j,k−1 and we substitute (E.21) and (75) into (E.19) to get
β˜j,k+1 =
Pf Wk−1
Pf Wk+1
 k−2∑
m=0,
m even
(
Pf W
(m7→j)
m+1
Pf Wm−1
Pf W
(m+17→k)
m+1
Pf Wm+1
− Pf W
(m+1 7→j)
m+1
Pf Wm+1
Pf W
(m7→k)
m+1
Pf Wm−1
)
− wj,k
 . (E.26)
Using [30, (1.1)] we obtain
Pf W
(m 7→j)
m+1 Pf W
(m+17→k)
m+1 − Pf W(m+17→j)m+1 Pf W(m 7→k)m+1
= Pf Wm−1Pf W(m+27→k,m+3 7→j)m+3 − Pf Wm+1Pf W(m7→k,m+1 7→j)m+1 . (E.27)
The notation in [30] is quite different to that used here, so we briefly outline how (E.27) follows from [30, (1.1)],
which we quote here, rearranged for convenience
−f [αxz]f [αwy] + f [αwz]f [αxy] = f [α]f [αwxyz]− f [αwx]f [αyz] (E.28)
where w, x, y, z ∈ Z are matrix indices and α ∈ Zp is an ordered set of indices. For index sets α1 ∈ Zp, α2 ∈ Zq
the product α1α2 ∈ Zp+q is the concatenation of the index sets. The function f [α] is then the Pfaffian of the
matrix
[
f [jk]
]
with index set α, i.e.
f [α] = Pf
[
f [jk]
]
j,k∈α
(E.29)
defined recursively, where for a pair of indices f [jk] is the matrix element, and
f [jk] = −f [kj] (E.30)
since Pfaffian matrices are anti-symmetric. So then to match (E.28) with (E.27) we take
α = {0, 1, . . . ,m− 1}, w = {m}, x = {m+ 1}, y = {k}, z = {j}, (E.31)
and apply (E.30) to rearrange the indices as needed.
Substituting (E.27) into (E.26) we obtain
β˜j,k+1 =
Pf Wk−1
Pf Wk+1
 k−2∑
m=0,
m even
Pf W
(m+2 7→k,m+3 7→j)
m+3
Pf Wm+1
− Pf W
(m 7→k,m+17→j)
m+1
Pf Wm−1
− wj,k
 , (E.32)
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which is a telescoping sum, leaving
β˜j,k+1 =
Pf Wk−1
Pf Wk+1
[
Pf W
(k+1 7→j)
k+1
Pf Wk−1
− Pf W
(0 7→k,17→j)
1
Pf W−1
− wj,k
]
(E.33)
=
Pf W
(k+1 7→j)
k+1
Pf Wk+1
(E.34)
since Pf W
(07→k,17→j)
1 = wk,j = −wj,k, and we also used the convention (76).
For the odd case, one proceeds from (E.20) in a similar fashion.

Note from (E.21) that
β˜2n+1,2n =
Pf W
(2n7→2n+1)
2n+1
Pf W2n+1
, (E.35)
and since wn,n = 0 for all n, then the Pfaffian in the numerator has two identical columns (the right-most) and
two identical rows (the bottom-most), which implies
Pf W
(2n 7→2n+1)
2n+1 = 0 ⇒ β˜2n+1,2n = 0. (E.36)
Also, we clearly have
β˜j,j =

Pf W
(j 7→j)
j+1
Pf Wj+1
, j even,
Pf W
(j 7→j)
j
Pf Wj
, j odd,
 = 1 (E.37)
so we recover (E.8).
E.3 Expressions for α˜j,k in Proposition 3
From the matrix product
X˜−1X˜ = I (E.38)
we have
α˜j,k = −
j−1∑
m=k
β˜j,mα˜m,k (E.39)
for j > k. Using this and the expressions for the β˜j,k in (E.21) we can find expressions for the α˜j,k.
Proof of Proposition 3: From (E.9) we have
Q˜j = pj −
j−1∑
k=0
β˜j,kQ˜k
= pj − β˜j,j−1Q˜j−1 −
j−2∑
k=0
β˜j,kQ˜k, (E.40)
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so α˜j,j = β˜j,j = 1. Then, with (69), this also implies
β˜j,j−1Q˜j−1 = β˜j,j−1 (pj−1 + α˜j−1,j−2pj−2 + . . . ) , (E.41)
and thus
Q˜j = pj − β˜j,j−1pj−1 − lower degree polynomials. (E.42)
So we have that
α˜j,j−1 = −β˜j,j−1, (E.43)
which is equal to zero when j is odd by (E.8). Now we have consistency with both (72) and (74).
For (73) we will use an inductive proof similar to that used in Proposition E.1. We see from (E.39) that
each α˜j,k only depends on the β˜’s (which are known) and the α˜’s above it in the same column of the matrix X˜
[in (E.5)]. From (E.43) we have
α˜j,j−1 = −β˜j,j−1 =
−Pf W
(j−1 7→j)
j−1
Pf Wj−1
, j even,
0, j odd,
(E.44)
and from (E.39)
α˜j,j−2 = −β˜j,j−2α˜j−2,j−2 − β˜j,j−1α˜j−1,j−2 = −β˜j,j−2 =

−Pf W
(j−17→j)
j−1
Pf Wj−1
, j even,
−Pf W
(j−27→j)
j−2
Pf Wj−2
, j odd,
(E.45)
since one of β˜j,j−1 or α˜j−1,j−2 must be zero by (E.8) or (E.44). The equations (E.44) and (E.45) give us
expressions for all α˜s on the first and second lower diagonals of X˜. So for any column k, there is a row j for
which all the α˜j−m,k above it are known, so we have our base cases.
Now for the inductive step, we expand (E.39) to obtain
α˜j,k =

−β˜j,k −
j−1∑
m=k+2
β˜j,mα˜m,k, j even, k ≤ j − 1, k even,
−β˜j,k −
j−1∑
m=k+1
β˜j,mα˜m,k, j even, k ≤ j − 1, k odd,
−β˜j,k −
j−2∑
m=k+2
β˜j,mα˜m,k, j odd, k ≤ j − 1, k even,
−β˜j,k −
j−2∑
m=k+1
β˜j,mα˜m,k, j odd, k ≤ j − 1, k odd.
(E.46)
We assume that α˜m,k is given by (73) for all m ≤ j − 1 (j even) or m ≤ j − 2 (j odd), while all β˜s are given by
(E.21). Taking j, k both even (the other cases follow similarly), we substitute these known α˜’s and β˜’s into the
first row of (E.46) to give
α˜j,k = −
Pf W
(k 7→j)
k+1
Pf Wk+1
+
j−2∑
m=k+2
m even
Pf W
(m7→j)
m+1
Pf Wm+1
Pf W
(k 7→m)
m−1
Pf Wm−1
+
j−1∑
m=k+3
m odd
Pf W
(m 7→j)
m
Pf Wm
Pf W
(k 7→m)
m−2
Pf Wm−2
= −Pf W
(k 7→j)
k+1
Pf Wk+1
+
j−2∑
m=k+2
m even
Pf W
(m7→j)
m+1
Pf Wm+1
Pf W
(k 7→m)
m−1
Pf Wm−1
+
Pf W
(m+1 7→j)
m+1
Pf Wm+1
Pf W
(k 7→m+1)
m−1
Pf Wm−1
, (E.47)
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keeping in mind that we have the convention that Pf W−1 = 1.
We now use [30, (5.1)] (again quoted here and rearranged for convenience)
f [αxuw]f [αvyz]− f [αxuv]f [αwyz] = −f [αuvw]f [αxyz] + f [αuyz]f [αxvw]
+ f [αz]f [αuvwxy]− f [αy]f [αuvwxz] (E.48)
with
α = {0, 1, . . . , k − 1, k + 1, . . . ,m− 1}, x = {j}, u = {k}, v = {m}, w = {m+ 1} (E.49)
y = z = ∅ (the empty set). (E.50)
Rearranging indices according to (E.30), the equality (E.48) gives
Pf W
(m 7→j)
m+1 Pf W
(k 7→m)
m−1 + Pf W
(m+17→j)
m+1 Pf W
(k 7→m+1)
m−1 (E.51)
= Pf Wm+1Pf W
(k 7→j)
m−1 − Pf Wm−1Pf W(k 7→j)m+1 , (E.52)
and substituting into (E.47) we get
α˜j,k = −
Pf W
(k 7→j)
k+1
Pf Wk+1
+
j−2∑
m=k+2
m even
Pf W
(k 7→j)
m−1
Pf Wm−1
− Pf W
(k 7→j)
m+1
Pf Wm+1
. (E.53)
This is a telescoping sum, which reduces to (73). The other cases in (E.46) are calculated similarly.

E.4 β = 4 polynomials in the classical limit
In the classical limit (y →∞) the skew inner product (7) becomes
〈f, g〉4 := 1
2
∫ ∞
−∞
dx e−2x
2 [
f(x)g′(x)− g(x)f ′(x)] , (E.54)
and the associated skew-orthogonal polynomials obeying
〈Q2j , Q2k〉4 = 〈Q2j+1, Q2k+1〉4 = 0
〈Q2j , Q2k+1〉4 = −〈Q2k+1, Q2j〉4 = qjδj,k (E.55)
are given by [46,2]
Q2j+1(x) = p2j+1(
√
2x), Q2j(x) =
j∑
t=0
(
j∏
s=t+1
h2s
h2s−1
)
p2t(
√
2x)
=
j∑
t=0
j!
t!
p2t(
√
2x) (E.56)
[up to the invariance (23)], where the polynomials
pj(x) =
1
2j
Hj(x) (E.57)
are the (monic, “physicist’s”) Hermite polynomials in (21) and hj = hj(∞) from (22). The corresponding
normalizations qj = qj(∞) are also from (22).
As mentioned after Proposition 3, it can be seen that the results of that Proposition reduce to the classical
polynomials (E.56), since in the limit y → ∞ the matrix [Ωj,k] = 0 in (E.13), and we then follow exactly the
steps in [2] to obtain (E.56).
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F Skew-orthogonal polynomials for β = 1
We again suppress the explicit dependence on y to save space, although all the quantities here depend on y.
We can follow the same steps as for the β = 4 case in Appendix E to find the coefficients αj,k in (79). With
p from (E.4) we first rewrite equation (79) as
R = Xp ⇒ p = X−1R, (F.1)
where
R =
R0R1
...
 , (F.2)
and X and X−1 are the same as in (E.5) and (E.7), but without the tildes. Also define the matrices
r :=
[〈Rj , Rk〉y1]j,k=0,1,...,N−1, (F.3)
B := [(pj , A
−1pk)]j,k=0,1,...,N−1, (F.4)
Φ := [Φj,k]j,k=0,1,...,N−1, (F.5)
where r is of skew-diagonal form (50). Then
r =
[
〈Rj , Rk〉y1
]
=
〈
RRT
〉y
1
=
〈
XppTXT
〉y
1
= X
〈
ppT
〉y
1
XT
= −X
(
B +Φ
)
XT
= XVXT , (F.6)
where the anti-symmetric matrix V is defined in (83) — we will discuss the derivation of the specific structure
of the elements of V in Appendix F.1 below. (As above, the averages over matrix arguments imply that the
average is applied elementwise to the matrix.)
We now follow the same steps as in (E.14)–(E.16) to get
X−1r
(
X−1
)T
= V (F.7)
⇒
∑
m even
rm/2
(
βj,mβk,m+1 − βj,m+1βk,m
)− vj,k = 0 (F.8)
with V = Vm = [vj,k]j,k=0,...,m from (83). Assuming m = 2n, taking the Pfaffian of (F.7) we have
Pf r =
n−1∏
j=0
rj = Pf V2n−1 (F.9)
and we obtain (90), with the convention (91).
Then, since the equations in (F.8) are of the same form as (E.16), we apply the same reasoning as that in
Proposition E.1 to obtain solutions for the βj,k
βj,k =

Pf V
(k 7→j)
k+1
Pf Vk+1
, k even,
Pf V
(k 7→j)
k
Pf Vk
, k odd,
(F.10)
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where again, V
(η 7→ν)
µ is the matrix Vµ with all occurrences of the index η replaced by the index ν. Now using
the equations
X−1X = I ⇒ αj,k = −
j−1∑
m=k
βj,mαm,k, (F.11)
we follow the same steps as in Appendix E.3 and we establish the remaining statements in Proposition 4.
F.1 Entries of the matrix Vm
For a general polynomial
pj(x) = cj,jx
j + cj,j−1xj−1 + · · ·+ cj,1x+ cj,0 (F.12)
we use the identities (calculated via repeated integration by parts)
∫ b
a
e−u
2/2u2k+1du = (2k)!!
(
k∑
m=0
e−a
2/2a2m − e−b2/2b2m
(2m)!!
)
(F.13)
∫ b
a
e−u
2/2u2kdu = (2k − 1)!!
(
k∑
m=1
e−a
2/2a2m−1 − e−b2/2b2m−1
(2m− 1)!!
)
+ (2k − 1)!!
√
pi
2
(
erf
(
b√
2
)
− erf
(
a√
2
))
(F.14)
to obtain
∫ ∞
−∞
e−z
2/2pk(z)dz =
√
2pi
bk/2c∑
t=0
ck,2t(2t− 1)!! (F.15)
and
A−1pk[z] =
(
ex
2/2
2
erf
(
x√
2
)∫ ∞
−∞
e−z
2/2pk(z)dz
)
− pk−1(x)− (lower order polynomials). (F.16)
So then, with B defined in (F.4), we have
B =

−Φ0,0 −h0 +X0,1 ?? ??
X1,0 −Φ1,1 −h1 +X1,2 ?? · · ·
X2,0 X2,1 −Φ2,2
...
. . .

=

−Φ0,0 −h0 +X0,1 ?? ??
h0 −X0,1 − Φ(0, 1)− Φ(1, 0) −Φ1,1 −h1 +X1,2 ?? · · ·
X2,0 h1 −X1,2 − Φ(1, 2)− Φ(2, 1) −Φ2,2
...
. . .
 , (F.17)
44
where the ?? represents currently unknown elements, and the second equality comes from the use of (80).
Adding the matrix Φ from (F.5) gives the (negative of the) anti-symmetric matrix V from (83), allowing us to
specify the ?? as so
B +Φ = −V =
0 −h0 +X0,1 + Φ(0, 1) −X2,0 − Φ(2, 0) −X3,0 − Φ(3, 0)
h0 −X0,1 − Φ(0, 1) 0 −h1 +X1,2 + Φ(1, 2) −X3,1 − Φ(3, 1) · · ·
X2,0 + Φ(2, 0) h1 −X1,2 − Φ(1, 2) 0 −h2 +X2,3 + Φ(2, 3)
X3,0 + Φ(3, 0) X3,1 + Φ(3, 1) h2 −X2,3 − Φ(2, 3) 0
...
. . .
 . (F.18)
F.2 β = 1 polynomials in the classical limit
Similar to Appendix E.4 above we have the y →∞ limit of the skew-inner product (8) as
〈f, g〉1 = 1
2
∫ ∞
−∞
dx e−x
2/2f(x)
∫ ∞
−∞
dz e−z
2/2g(z)sgn(z − x), (F.19)
with the associated skew-orthogonal polynomials obeying the equations
〈R2j , R2k〉1 = 〈R2j+1, R2k+1〉1 = 0
〈R2j , R2k+1〉1 = −〈R2k+1, R2j〉1 = rjδj,k. (F.20)
These polynomials are given explicitly [up to the invariance (23)] by [46,2]
R2j(x) = p2j(x), R2j+1(x) = p2j+1(x)−
h2j
h2j−1
p2j−1(x)
= p2j+1(x)− j p2j−1(x), (F.21)
where the polynomials pj(x) are the Hermite polynomials in (E.57) and hj = hj(∞). The normalizations
rj = rj(∞) are from (22).
To check coherence between (88) and (F.21) we can use integration by parts, the identities (158) and
d
dx
erf
(
x√
2
)
=
√
pi
2
e−x
2/2 (F.22)
to give us ∫ ∞
−∞
e−x
2/2Hj(x)erf
(
x√
2
)
dx =
{
2(j+2)/2(j − 1)!!, j odd,
0, j even.
(F.23)
Substitution into (85) yields
Xj,k
∣∣∣
y→∞
=
1
2j+k+1
(∫ ∞
−∞
Hj(x)e
−x2/2 erf
(
x√
2
)
dx
)∫ ∞
−∞
e−z
2/2Hk(z)dz
=
Γ
(
j+1
2
)
Γ
(
k+1
2
)
= hk(∞) Γ(
j+1
2 )
Γ( k+22 )
, j odd ∧ k even,
0 otherwise,
(F.24)
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where we used (159) for the integral over Hk. The second line (equalling zero) follows easily from the fact that
the error function is an odd function and that Hj(x) is an even or odd function depending on the parity of j.
We will also make use of the formula
hj(∞) = Γ
(
j + 1
2
)
Γ
(
j + 2
2
)
, (F.25)
which can be shown via Legendre’s duplication formula for gamma functions.
In the case that y =∞ then from (84) the function Φj,k = 0 and we also use (F.24) to find that the matrix
Vm in (83) has entries
Vm =

0 h0 0 X3,0 0 X5,0
−h0 0 0 0 0 0
0 0 0 h2 0 X5,2 · · ·
−X3,0 0 −h2 0 0 0
0 0 0 0 0 h4
−X5,0 0 −X5,2 0 −h4 0
...
. . .

(F.26)
meaning
vj,k =

hj , j even ∧ k = j + 1,
0, j odd ∨ k even,
Xk,j , j even ∧ k odd ∧ j < k − 1,
(F.27)
with the anti-symmetry condition
vj,k = −vk,j . (F.28)
So Vm is a sparse chequerboard matrix (as in [3, Eqn. (6.4)]), and in particular, the second row of Vm has the
structure
[−h0 0 0 . . . 0]. (F.29)
This latter fact tells us that if we perform a Pfaffian Laplace expansion (as discussed in Appendix C above)
along the first row (with j = 0), then the Pfaffian minors M1,k have a first row entirely of zeros, except when
k = 2. Since vj,k = Xk,j = 0 for all odd j (with j > k), this patterns repeats for all the Pfaffian sub-minors and
so
Pf V2j−1 = h0h2 · · ·h2j−2, (F.30)
which gives us the denominator of αj,k in (88). We can also understand this via the definition in terms of perfect
matchings in (C.18): the structure of the upper triangle of the matrix in (F.26) tells us that vj,k = 0 unless
j is even and k is odd, meaning that all even sites in the link diagram connect to the right and all odd sites
connect to the left. The only possible diagram satisfying this condition is the identity link pattern in Figure
F.1, which corresponds to the product in (F.30).
For the numerator of αj,k we have four cases to consider, being the four possibilities given by the parities
of j and k.
α2j,2k:
In the 2k-th column we have the matrix entries
vs,2k 7→ vs,2j = X2j,s = 0 (s < 2k) (F.31)
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0
h0
1 2
h2
3
. . .
2j−4
h2j−4
2j−3 2j−2
h2j−2
2j−1
Fig. F.1: The only possible link diagram satisfying the conditions that every even site connects to the right and
every odd site connects to the left is the identity diagram, where every link is a little link. The corresponding
matrix entry is written above each link.
while in the 2k-th row we have
v2k,t 7→ v2j,t = −X2j,t = 0 (2k < t) (F.32)
so we have zeros above and to the right of the (2k, 2k) entry (in the same column and row), which gives us
Pf V
(2k 7→2j)
2j−1 = 0, (F.33)
since at least one of these zero factors must appear in each term of the Pfaffian.
α2j,2k+1:
Similar to the above, we have
vs,2k+1 7→ vs,2j = X2j,s = 0 (s < 2k + 1) (F.34)
and
v2k+1,t 7→ v2j,t = −X2j,t = 0 (2k + 1 < t). (F.35)
So now we have zeros above and to the right of the (2k + 1, 2k + 1) entry, which gives us
Pf V
(2k+17→2j)
2j−1 = 0. (F.36)
α2j+1,2k:
Now we have
vs,2k 7→ vs,2j+1 = X2j+1,s = 0 (s < 2k ∧ s odd) (F.37)
so we still have every odd row containing only zeros (in the upper triangle). Thus, as in (F.30), the only term
in the Laplace expansion that could be non-zero is h0h2 · · ·h2j−3. However,
h2k = v2k,2k+1 7→ v2j+1,2k+1 = −X2j+1,2k+1 = 0, (F.38)
and so
Pf V
(2k 7→2j+1)
2j−1 = 0. (F.39)
α2j+1,2k+1:
Using the expressions (F.24) and (F.25) we have the identity
X2m+1,2tX2t+1,2n = h2tX2m+1,2n, (m > t > n), (F.40)
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0 1
. . .
2k−2 2k−1 2k 2k+1
2j+1
. . .
2t 2t+1 2t+2 2t+3
. . .
2j−2 2j−1
identity links identity links
Fig. F.2: A general link diagram in the case that the vertex 2j+1 connects to the right. The left-pointing arrow
on this link indicates that the corresponding matrix entry has row index larger than the column index (which
is different to the convention on all other links). From (F.28) we see that this left-pointing arrow will introduce
a negative sign.
which will make use of below. First we recall from (F.26) that in the upper triangle vj,k 6= 0 only when j is even
and when k is odd, which implies that all the even sites in the corresponding diagram connect to the right, and
all the odd sites connect to the left. However, we will have an exception to this when we make the replacement
2k + 1 7→ 2j + 1. Specifically, in terms of link diagrams there are two possibilities for the links involving site
2j + 1: either (2s, 2j + 1) or (2j + 1, 2t) (so 2j + 1 is either the right or left vertex of the link). We note that
the other vertex must be even, since any odd-odd or even-even link results in Xodd,odd = 0 = Xeven,even. It is
easiest to consider the two cases separately:
(i) Assume 2j + 1 connects to the left, that is we have a link (2s, 2j + 1). Since all other odd sites connect left
and all other even sites connect right, this must be the identity link diagram, similar to Figure F.1, so s = j.
(ii) Assume 2j + 1 connects to the right, that is we have a link (2j + 1, 2t), then we must have identity links
at sites to the left of 2k and to the right of 2t + 1, as depicted in Figure F.2. [The left-pointing arrow on
the edge (2j + 1, 2t) indicates that the left vertex is greater than the right vertex, which is the opposite
convention to all the other links, and this introduces a negative sign from (F.28).] In this case, we see from
the diagram that there are 2 possible connections for 2t − 2, and then another 2 possible connections for
2t− 4, and so on. Thus there are 2t−k−1 link diagrams corresponding to Figure F.2.
Summing over the possible values of t = k + 1, . . . , j − 1 in (ii), and adding the identity link pattern from (i),
we have the number of valid link patterns on N sites L(N) given by
L(N) = 1 +
j−1∑
t=k+1
2t−k−1 = 2j−k−1. (F.41)
So for 2k + 1 < 2j − 1 we have an even number of terms in the Pfaffian, and it turns out that they all cancel.
To show this, note that the restriction that all odd vertices connect to the left and all even vertices connect
to the right (except for 2j+1 and 2t) means that a general link diagram must look like that in Figure F.3. That
is, big interconnected links, with a large rainbow link (2j + 1, even), and interspersed with little links. The big
links must interconnect at neighbouring sites, since otherwise we would have two neighbouring vertices pointing
in the same direction, violating the even/right–odd/left rule. We can construct every diagram of the type in
Figure F.3 by application of the equality (F.40), by recasting that equation into the link diagram equalities
in Figure F.4, for the particular case when m = j. In Figure F.4 (a) note the link diagram on the right has
a left-pointing arrow (implying that the row index is larger than the column index), and so from (F.28) we
introduce a negative sign on the corresponding matrix entry. In Figure F.4 (b) we have left-pointing arrows
on both sides of the equality, but we have an additional sign introduced since the diagrams differ by an odd
number of crossings.
In Figure F.5 we give the example of constructing the link diagram in Figure F.3 from the identity diagram
by repeated application of equalities in Figure F.4 — starting from the left at the link (2k, 2j + 1) we first
48
. . .
2k 2k+1
2j+1
. . .
e o
. . .
e o
. . .
e o
. . .
e o
. . .
Fig. F.3: An example of the type of link diagrams possible with the restrictions in Figure F.2. The ellipses
“. . . ” denote identity links. The labels “e” and “o” denote generic even and odd vertices respectively.
2n
. . .
2k+1
2j+1
. . .
2t 2t+1
X2j+1,2n
h2t
= (−1)
2n
. . .
2k+1
2j+1
. . .
2t 2t+1
X2t+1,2n
−X2j+1,2t
(a)
2k+1
2j+1
. . .
2n
. . .
2t 2t+1
−X2j+1,2n
h2t
= (−1)
2k+1
2j+1
. . .
2n
. . .
2t 2t+1
−X2j+1,2n X2t+1,2n
(b)
Fig. F.4: Two possible link diagrams corresponding to equation (F.40) when 2k + 1 7→ 2j + 1. A left-pointing
arrow on a link indicates that the left vertex of the edge is greater than the right vertex, and so from (F.28)
we pick up a negative sign (since this corresponds to an element in the lower triangle of the anti-symmetric
matrix). Use of diagram (b) introduces/removes an odd number of crossings, and so there is also a factor of
(−1) in this equality.
apply equality (a), and then, moving to the right, we repeatedly apply (b) until we have the final diagram.
Each application of the equalities (a) and (b) introduces a negative sign.
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(+1) . . .
2k 2k+1
2j+1
. . .
e o
. . .
e o
. . .
e o
. . .
e o
. . .
(a)
(−1) . . .
2k 2k+1
2j+1
. . .
e o
. . .
e o
. . .
e o
. . .
e o
. . .
(b)
(+1) . . .
2k 2k+1
2j+1
. . .
e o
. . .
e o
. . .
e o
. . .
e o
. . .
(b)
(−1) . . .
2k 2k+1
2j+1
. . .
e o
. . .
e o
. . .
e o
. . .
e o
. . .
(b)
(+1) . . .
2k 2k+1
2j+1
. . .
e o
. . .
e o
. . .
e o
. . .
e o
. . .
Fig. F.5: Constructing the link diagram in Figure F.3 using the diagram equalities in Figure F.4. The labels
to the left of each link diagram refer to which of the equalities in Figure F.4 was applied, and the sign of the
corresponding term in the Pfaffian..
In the identity diagram there are j − k − 1 little links to the right of site 2k + 1, so there are (j−k−1p ) link
diagrams obtained from p uses of the equalities in Figure F.4, which gives us that
Pf V
(2k+17→2j+1)
2j−1 = (h0h2 · · ·h2k−2)v2k,2j+1(h2k+2 · · ·h2j−2)
j−k−1∑
p=0
(−1)p
(
j − k − 1
p
)
= 0 (for k < j − 1), (F.42)
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where (h0h2 · · ·h2k−2)v2k,2j+1(h2k+2 · · ·h2j−2) is the term from the identity link diagram (i.e. the top diagram
in Figure F.5). The second equality follows since the sum of alternating binomial coefficients is equal to zero,
which can be seen from the binomial expansion of (x − y)j−k−1, with x, y → 1. Thus α2j+1,2k+1 = 0 when
k < j − 1.
From (F.41) we see the only scenario where we do not have an even number of cancelling link diagrams is
when k = j − 1, and we have only the identity link pattern. In this case, equation (F.42) becomes
Pf V
(2j−17→2j+1)
2j−1 = h0h2 · · ·h2j−4X2j+1,2j−2 (F.43)
since v2j−2,2j−1 7→ v2j−2,2j+1 = X2j+1,2j−2. Substituting (F.43) and (F.30) (with m = 2j − 1) into (88) we
have
α2j+1,2j−1 = −
X2j+1,2j−2
h2j−2
= − h2j
h2j−1
= −Γ (j + 1)
Γ (j)
= −j, (F.44)
where we used (F.24) for the second equality. Combining this result with (F.33), (F.36), (F.39) and (F.42) we
recover (F.21).
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