Abstract-Smooth entropies characterize basic information-theoretic properties of random variables, such as the number of bits required to store them or the amount of uniform randomness that can be extracted from them (possibly with respect to side information). In this paper, explicit and almost tight bounds on the smooth entropies of n-fold product distributions, P n , are derived.
I. INTRODUCTION

A. Smooth Min-and Max-Entropy
S
MOOTH min-and max-entropy has been introduced in [1] and [2] as a generalization of Shannon entropy. Similarly to Shannon entropy, smooth min-and max-entropy can be used to analyze information-processing tasks such as data compression. However, in contrast to Shannon entropy, which usually only makes sense in an asymptotic setting (where an underlying random experiment is repeated many times), smooth entropies can also be used in the nonasymptotic case.
We start by quickly reviewing the relevant definitions. For the following, let and be random variables with range and , respectively, and joint distribution . Moreover, for , let be the -ball of nonnegative functions around , i.e., the set of functions such that , where denotes the -norm. Smooth max-and min-entropies can be generalized to entropy measures for quantum states [3] . Note, however that these quantum-mechanical entropies, applied to classical states, may slightly deviate from the corresponding classical quantities considered here. The main reason for this deviation is that their definition is based on a different distance measure, called the purified distance, which is similar to the -norm used here, but more suitable for quantum states [4] . Furthermore, the smooth max-entropy can be defined as a quantum-mechanical dual of the smooth min-entropy (see [4] for a more detailed discussion).
The following two statements proved in [2] imply that the smooth min-and max-entropies have a (nonasymptotic) operational interpretation. For example, the smooth max-entropy characterizes data compression. More precisely, for chosen according to , it quantifies the minimum space needed to store such that, with the help of , the value can later be retrieved (except with probability at most ).
Proposition 1:
Let be the minimum number such that for some encoding function and some decoding function . Then, for any Similarly, the smooth min-entropy characterizes randomness extraction. That is, for chosen according to , it corresponds to the maximum number of bits that can be computed from such that these bits are uniformly distributed and independent of (except with probability ).
Proposition 2:
Let be the maximum number such that for some extraction function , where is the uniform distribution on . Then, for any While, by the above propositions, smooth entropies are directly related to data compression and randomness extraction, they are also useful for the characterization of a variety of other tasks in communication theory and cryptography [2] , [5] .
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B. Contributions
In this paper, we are concerned with the explicit computation of smooth entropies for the case of a finite number of independently repeated experiments. More precisely, we derive the following bounds on the smooth min-and max-entropies and of an -fold product distribution .
Theorem 1:
Let be a probability distribution over . For any where . The main step in order to prove Theorem 1 is to give a quantitative bound on the convergence in the asymptotic equipartition property (AEP). Recall that the AEP states that for chosen according to the -fold product distribution for every .
Theorem 2:
Let be a probability distribution over . Then, for any and chosen according to and, similarly where . We prove the theorems in Section II. In Section III, we show that both these theorems are almost tight (cf. Theorems 3 and 4).
C. Related Work and Proof Technique
There is a number of ways to prove a bound similar to the one given in Theorem 2. However, all simpler arguments we could find yield quantitatively weaker bounds.
We sketch two such arguments. The first argument (which only seems to work when the distributions are identical) goes as follows: let be the frequency distribution (i.e., the type) of the pair . It is well known that is small with high probability, and an explicit bound can be given [6 This argument shows that the probabilities in Theorem 2 are at most
The major problem with this bound is that it is only useful if , but additionally the term is not tight: it can be strengthened to as our proof shows (which is interesting if ). A different argument is used in [7] . There, the Hoeffding bound is applied on the sum of the independent random variables . Unfortunately, the Hoeffding bound can only be applied if the random variables have a bounded range, and thus, one ignores occurrences where this random variable is very large (which happens with some small probability). Hence, this technique only gives a bound on the second probability in Theorem 2, and this bound is As above, this is not tight when . Instead of using Hoeffding's bound we directly use Chernoff's argument [8] which states that an upper bound on for every suffices for our purpose, where is the moment generating function of the random variable . In order to make the presentation simpler we do not use Chernoff's theorems explicitly, but instead give the complete proof. The assertion follows because .
II. SMOOTH MIN-AND MAX-ENTROPY OF PRODUCTS
A. Typical Sequences and Their Probabilities
Lemma 2:
Let be a probability distribution and let be the function on defined by
Then, for any with
Proof: The assertion follows directly from Lemma 1, that is
We now come to the proof of Theorem 2.
Proof: Let , and let be the function defined in Lemma 2 for the probability distribution . Then
Using Markov's inequality, for any
Moreover, because the pairs are chosen independently where the inequality follows from Lemma 2, for any . Combining this with (3) gives With (note that because ), we conclude
The first inequality of the theorem then follows from (2) .
Similarly, if and thus
The second inequality follows with .
B. Asymptotic Equality of Smooth Entropy and Shannon Entropy
In this section, we prove Theorem 1. Proof: We first prove the bound on the max-entropy . For any with , let be the set of all -tuples such that . Furthermore, let be the nonnegative function on defined by (4) We can assume without loss of generality that (otherwise, the statement is trivial). Hence, by the first inequality of Theorem 2, , which implies (5) For any fixed with where the second inequality follows from the definition of the set . Consequently, we have . Moreover, by the definition of , the support of the function is contained in . By the definition of max-entropy and (5) To prove the bound on the min-entropy , let , for any with , be the set of -tuples such that and let again be defined by (4) . By the second inequality of Theorem 2, , which gives Thus, by the definition of min-entropy where the second inequality follows from the definition of the set .
III. ON THE TIGHTNESS OF THE BOUNDS
In this section, we show that Theorems 1 and 2 are almost tight. For this, we construct one particular family of distributions for which these theorems cannot be strengthened much.
Consider the set , where . We set (6) An explicit calculation gives (7) For a tuple let be the number of zeros in . Then (8) Further, we note that is binomially distributed with . We first show that Theorem 2 is almost tight. For this we use a lower bound on a partial sum over binomial coefficients which is given in Appendix B (Lemma 9).
Theorem 3: For any with
there exists a distribution over such that for , and for chosen according to and, similarly Proof: Let be the distribution defined by (6) . We prove the second bound (the proof of the first bound is symmetric). From (8), we get Using Lemma 9 with (it is easy to check that the requirements of Lemma 9 are satisfied), we get (9) Fix now . We consider the cases and separately. First, in case (9) implies (10)
On the other hand, if we use (10) to get Since for all this finishes the proof.
We now prove that Theorem 1 is almost tight.
Theorem 4:
For any with there exists a distribution over such that for and where . Proof: Again, let be the distribution defined by (6) . First, let be the set of values whose probability is at most , and be the set of values whose probability is at least . For both and , according to Theorem 3 (one can easily check that Theorem 3 can be applied for these parameters), the probability that is in the set is at least (11 We first show that the term on the right-hand side is monotonically increasing in , that is
We multiply the last inequality with on both sides and see that it is equivalent to which holds because, for any Hence, in order to find an upper bound on (12), it is sufficient to evaluate the right-hand side of (12) for the maximum value of . By assumption, we have , thus which concludes the proof.
APPENDIX B PARTIAL SUMS OVER BINOMIAL COEFFICIENTS
Let (13) be the probability of obtaining successes from independent Bernoulli trials. We will also use the binary Kullback-Leibler distance , which is defined for arbitrary by
We need an upper bound on , but also give a lower bound because it comes for free.
Lemma 7: For
Proof: From for we obtain Since every summand of the series is nonnegative, and thus, we immediately get the lower bound. For the upper bound we note that setting upper bounds every summand of the series, and thus which follows from and .
Proposition 3 (Stirling's Approximation): For any (15)
In the following lemma, we are only interested in the lower bound on , but again the upper bound comes for free. Since there are summands we get the lemma.
