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In this work we construct projections and dual projections with respect to the 
past of the Wiener process for the Cameron-Martin space-valued istributions on 
the Wiener space. With their help we then prove, on the one hand, an extension of 
Clark’s formula to the representation of the scalar distributions with the extended 
ItB integral and, on the other hand, we give a decomposition of the vector-valued 
distributions by exactly calculating the kernel of the divergence operator. O 1987 
Academic Press. Inc. 
In [ 11) we proved an It6 formula for the tempered distributions 
evaluated on the trajectories of hypoelliptic linitedimensional It6 processes. 
We now construct an extension of Itb’s stochastic integral for non- 
anticipative vector-valued distributions on Wiener space to give a precise 
meaning to this formula (cf. also [ 123). As another application of this 
integral we give a representation formula for the scalar distributions on 
Wiener space, i.e., if F is a scalar distribution, then F can be represented 
uniquely as 
F= (F, 1) +J(i?,F), 
where (., .) is the duality form for the scalar distributions and the smooth 
test functionals on the Wiener space in the sense of P. Malliavin, J 
represents the extended It8 stochastic integral and c?,F is a vector-valued, 
“nonanticipative” distribution on the Wiener space which is uniquely 
defined by F (the word vectors refers to the Cameron-Martin space). In the 
case where F is a smooth Wiener functional, this representation can be 
written as 
F=EIF]+jl(cY,F)(s).dWs, 
0 
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where 8 ,F is a uniquely defined nonanticipative stochastic process. One 
may ask what the explicit form of iJ,F is, i.e., can one calculate a,F using 
the geometric tools of the Wiener space ? This problem is lirst solved by 
Clarck (cf. [ 14]), in the case where F is a Frechet differentiable functional 
on the Wiener space C( [0, 11, Rd). The following expression is known as 
Clark’s formula, 
(a,F)(t) = E[DF(t, l] I%] ~,UX dt-a.s., 
where p represents the Wiener measure, DF is the Frechet derivative of F, 
DF(t, l] is the measure of the interval (t, l] measured with DF(o, ds) and 
E[o l<q] is the conditional expectation with respect to the past of the 
Wiener process under the Wiener measure p. In [7] this result has been 
extended to the elements of the Sobolev space whose order of integrability 
is two and differentiability is one, and in this case we have 
where VF means the weak H-derivative or Sobolev derivative of F (cf. 
[9, 133 ). Since VF is an element of the CameronMartin space H, its den- 
sity with respect to the Lebesgue measure on [0, 11 is well defined and 
denoted by @. In [4] this result has been related to the other formulas of 
Malliavin calculus, and we gave an extension to all the distributions of 
second order in [ 11, 123. However, this extension is not very satisfactory 
since one has to keep track of the Sobolev space to which F belongs, then 
regularize it, apply the above results and finally come back to the initial 
space by deregularizing and applying the commutation results between the 
extended It8 integrals and some differential operators. In this work. 
instead, we give sense to the operation 
in the case where 5 is a dt-almost everywhere defined mapping from [0, I] 
into the space of the Wiener distributions. To do this we define this 
operator first for the smooth stochastic processes and then show that it has 
a continuous extension to the vector-valued distributions. If [ is an 
ordinary process this operator is well known and called optional or predic- 
table projection (cf. Cl]). Since we deal with the Wiener process the adjec- 
tives optional or predictable have no importance, and we call it just the 
projection operator with respect to the past of the Wiener process. The 
adjoint of this operator is nothing but the dual projection in the sense of 
[l] and it also has a continuous extension to the vector-valued dis- 
tributions. After these preparations we prove that 
a,F= 7cVF 
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for any distribution F, where n denotes the projection operator. As an 
application we calculate explicitly the kernel of the divergence operator 
which is defined as the adjoint of V and show that it coincides with the 
extended It8 integral J on the space of the nonanticipative vector-valued 
distributions. Later we show that the space of vector-valued distributions 
can be written as the topological direct sum of the image of scalar dis- 
tributions under the operator V and the kernel of the divergence operator, 
which is the extension of L*-case (cf. [6]). However, the proof is more 
delicate because of the non-Hilbertian structure. 
Let us now indicate briefly the order of the sections: In the first section 
we explain the notations and recall the basic distribution spaces. The 
second section is devoted to the extension of the It8 integral to the vector- 
valued nonanticipative distributions and, with the help of this integral, to 
the ItB Representation Theorem for the scalar distributions. Since these 
results have not yet been published, we give short proofs of them for the 
sake of completeness. In the third section we construct projections and dual 
projections on the distributions spaces, and the last section deals with the 
applications that we have mentioned above. 
I. PRELIMINARIES AND NOTATIONS 
Q denotes the Wiener space C([O, 11, lRd), H is the Cameron-Martin 
space, i.e., the set of absolutely continuous functions on [0, l] with values 
in IIF’ having a square integrable density and p is the standard Wiener 
measure on Q for which H is the reproducing kernel Hilbert space. We 
denote by (S$; t E [0, 11) the canonical increasing family of sigma-algebras 
on Q, completed with respect to the Wiener measure p. The infinitesimal 
generator of the Q-valued Ornstein-Uhlenbeck process is denoted by A 
(cf. [13]). D,,, denotes the Banach space of the equivalence classes of real 
random variables, which is the completion of the normed space 
{.fELP(PL): II((1/2)~-A)k’2fIILP(y)< +m} 
and D is the space of the test functionals, i.e., 
D= (-l Dp,,, 
p,k 
equipped with the projective limit topology. We recall that D is an algebra 
(cf. [S, 131) and the elements of its continuous dual D’ are called the dis- 
tributions (on the Wiener space Q). 
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If < is an H-valued random variable, it can be represented as 
t(. I= ?^; t (s) 4 
where 4: denotes the density of t(dt) with respect o the Lebesgue measure. 
We denote by D,,,(H) the completion of the normed space 
As above D,, will be 
DH = n Dp.k(fU p.k 
with its natural projective limit topology, and the elements of its con- 
tinuous dual D;I are called H-valued distributions (on the Wiener space 
Q). Finally, we denote by Bp,k the closed subspace of D,,,(H) defined as 
C3p,k = { 5 E Dp,k( H); 4 is nonanticipative } 
We provide 53P,k with the induced topology and .C@ denotes 
9 = n 9p,k 
PA 
with the projective limit topology. 63’ denotes its continuous dual. 
Let us recall that all these three spaces, D, D,, 9, are reflexive, dense 
respectively in D’, D;l, $3’ when the duals are equipped with their weak 
topologies and none of them is nuclear. 
II. REPRESENTATION OF 9' WITH THE EXTENDED 1~6 INTEGRAL 
Suppose that $ is an element of D; then, the classical It6 Representation 
Theorem says that there exists an NV’-valued nonanticipative stochastic 
process 3 ,,& = (~3 we II/,..., ~3 wd$) such that 
E jd la,W)12ds ’ >I < +m 
for any p < + CC, $ can be represented as 
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where (+, 1) denotes the expectation of II/ with respect to the Wiener 
measure p, and the integral is the classical It6 stochastic integral. Further- 
more, this representation is unique, i.e., a,$ is uniquely defined in the 
dtx dp-almost everywhere sense. Since what we want to do is extend the It6 
integral to the elements of 9’, we first have to show that 8, defines a map- 
ping from D into 9: 
PROPOSITION 11.1. Suppose that I,$ is a Wiener functional with zero mean, 
then $ belongs to D if and only if 8 & belongs to 9. 
Proof: Let us first note that the sufficiency is obvious from the 
definition of 9 and from the Burkholder-Davis-Gundy and Doob 
inequalities (cf. [ 1 ] ). 
Suppose now that $ E D, then, for any k E N, u = ((l/2) Z---A)’ $ belongs 
also to D. From the It8 Representation Theorem, we know that u can be 
reprented as 
24= s ’ aWz4(S).dW,, 0 
where 
E < +a, for any p > 1. 
Since the operator (l/2) I- A is invertible with a bounded inverse, we have 
$=((1/2)Z-A))ku= I l (I- A)y(a,u)(s). dW,, 0 
where the last equality follows from the commutation relations between A 
and the stochastic integrals and from the spectral representation of A 
(cf. [ 131). Since a,$ is unique, we have 
consequently 
awt+b=(Z-A)pk awudtxdp-a.s., 
E 
10 
’ I(z-A)ka,ll/(s)l*ds p 11 < +a, 0 
since p and k were arbitrary, the proof is completed. Q.E.D. 
An easy consequence of the Proposition II.1 and the It8 Representation 
Theorem is the following 
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COROLLARY 11.1. Denote by D, the closed subspace of D defined by 
D,=(IcI-Oh, O;bD). 
Then, the mappings C? ,+,: DO + 9 and J: 9 -+ D,, where the latter is defined 
by J(h)=f:,h(s).dW,, are topological isomorphisms such that each of them 
is the inverse of the other. 
Proof The only thing to justify is the word “topological,” but, since D, 
and 9 are Frechet spaces, any algebraic isomorphism is also topological. 
Q.E.D. 
Taking the adjoint of the mapping 8, we obtain the extension of Ito’s 
integral as an isomorphism from 9’ onto Db = {F- (F, 1 ); FED’); 
similarly the adjoint of J gives an extension of 8 w as a continuous mapping 
from Db onto 9’. These extensions will be denoted again by the same let- 
ters and we refer the reader to [ 11, 121 for a more detailed construction. 
Let us introduce an application of these extensions: 
PROPOSITION II.2 (Generalized It8 Representation Theorem). Let F he 
any element of D’, then there exists a uniqueI-y defined element a,F of 9’ 
such that 
F= (F, 1) + J(d,F). 
For the proof it is sufficient to apply the above construction to 
F- (F, 1 ). 
Remarks. (i) We also have energy inequalities for the extended 
stochastic integral in Sobolev norms: 
where c(p) and c’(p) are some universal depending only on p, in particular, 
they are independent of the dimension of [Wd. For p = 2 we have 
llhll,,, = II J(h)11 n2.r 
and k = 0 corresponds to the classical It6 integral. 
(ii) We can define and solve stochastic differential equations in the 
Sobolev spaces whose solutions will be some continuous curves in the 
spaces Dp,k. 
(iii) For an application of this integral to extend the It6 formula, 
cf. [ll] and [12]. 
132 A. s. tis~ijNE~ 
III. PROJECTIONS AND DUAL PROJECTIONS 
If 5 is in D,, then it can be represented as 
where i is the Lebesgue-Nikodym density of r. Let us denote by 
{a4mmw co, 11) 
a regular version of the conditional expectations of {i(s), s E [0, l] }, with 
respect to the canonical filtration of the Wiener process. We denote by nr 
the random variable with values in H whose Lebesgue-Nikodym density is 
The following result is then a direct consequence of the convexity 
inequalities for the dual predictable projections (cf. [ 1, p. 1831) and of the 
fact that the infinitesimal generator A of the Ornstein-Uhlenbeck process 
commutes with the conditional expectations E[. I%]. 
PROPOSITION 111.1. The mapping 7t is continuous from D, into 9. 
Let us denote by 7i the mapping from Dh into 9’ which is defined as 
TH TI,, i.e., the restriction of T to the subspace 9 of D,. n*, i.e., the 
adjoint of rr is a continuous mapping from 9’ into Dh and we call it the 
dual projection. Evidently the adjoint ti* of the restriction mapping ?i is 
nothing but the injection 9 4 D,. In this section we shall distinguish 
between the bilinear duality forms corresponding to the dual pairs (9,s) 
and (D’,, D,); they will be denoted respectively as (( ., . >> , and (( ., >>z. 
Now we can introduce 
LEMMA 111.1. TC*(~)C D, and TC* 19, i.e., the restriction of TC* to 9 is 
the injection 9 4 D,. 
Proof: If q E 9, then, for any c( E D,, we have 
where i denotes the injection 9 4 D,. Q.E.D. 
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PROPOSITION 111.2. TT has a unique extension as a continuous linear map- 
ping from DX into 9’ and this extension coincides with fi. 
Proof. Let T be in D;I, then there exists a sequence (T,) c D, which 
converges weakly to T in DX. Let i’ be any element of 2~. We have 
hence lim, XT,, exists and is independent of the particular choice of (T,,). 
Let us denote this limit with ifT. From the closed graph theorem we know 
that it is a continuous, linear mapping from D;/ into CC?‘. To show that it is 
equal to 6, it is sufficient to prove that they coincide on D, because of the 
continuity. Hence, if TED,, for any 5 E 9, we have 
Q.E.D. 
The proof of the following proposition is very similar to that of 
Proposition 111.2, hence we shall omit it: 
PROPOSITION 111.3. 7c* is the unique continuous extension of ti* as a map- 
ping,from 9’ into D;I. 
In the following, rt and 77 will be denoted by 7c and the dual projections 
7c* and 72* by the symbol rc*. Note that by Propositions III.2 and III.3 
these notations do not create any ambiguity. 
Remark. In the literature of stochastic processes 5 ~9 is not dis- 
tinguished from the injected element n*j E D,; hence the duality forms 
corresponding to the dual pairs (DL, DH) and (%‘, 9) are denoted with 
the same symbol. In the sequel we shall distinguish 5 from n*t, but the 
duality forms will be represented by the same notation (( ., >>, because of 
typographical reasons. 
IV. EXTENSION OF CLARK'S FORMULA, DIVERGENCE AND 
REPRESENTATION OF DX 
Let us first explain a few more notations and recall some results. We 
denote by V the weak H-derivative in the sense of [9] and its adjoint is 
called a divergence operator and denoted by 6 (cf. [3, 131). Since V is a 
continuous mapping from D into D,, and 6 from D, into D (cf. [13]), it is 
trivial to show that they extend as continuous operators respectively from 
D’ into D;I and from Dk into D’. We denote these extensions also with the 
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same notations. If T is an element of DX; cp, $ in D, then using the den- 
seness of D, in D;I we can construct the directional derivative of cp in the 
direction T as the weak limit of VCn$, where ([,) c D, approximates T and 
we denote the limit as V,cp. An application of the closed graph shows that 
Tt+ V,cp is continuous from D;I into D’ and we have 
(6((pT),~)=((cpT,VIC/))=((T,V(cpll/)-~V~)) 
= CC ~4) - CT $Vcp>> 
=(cP~T,II/)-O’,cp,$), (IV.1) 
which is a well known identity in the case where T is a regular H-valued 
Wiener functional (cf. [2, 6, 133). Let us remark that the same identity 
holds if TE D,, cp E D’, 1+5 E D. 
PROPOSITION IV.l. The extended It8 integral J coincides with the 
operator 6 0 z*. 
ProojY Suppose that 5 is an H-valued random variable whose density 
with respect to the Lebesgue measure can be written as 
Fi are elements of D and 0 d t, < ... < tr< 1. From the identity (IV.l), and 
since 6 = V*, we have 
Hence, if 4 is adapted, i.e., if F;s are %,-measurable, then the second 
parentheses vanish and we have 
h-c*5 = J(r). 
Since 6 * rc* and J coincide on a dense subset of 9’, and since both are con- 
tinuous, they are identical. Q.E.D. 
Remark. If t E D;I is sufficiently regular, for instance, if 5 E D2,1(H), 
then it is proved that St coincides with the Skorohod’s integral 
(cf. [2, 6, lo]). 
In [ 121 we proved the following extended integration by parts formula: 
For any FE D’, q E 9, cp E D, one has 
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Using this formula and a complete orthonormal basis in H we shall prove 
the following well-known formula (cf. [2,6, lo]); the only difference is that 
we do not use Wiener chaos for the proof: 
PROPOSITION IV.2. For any 4 in D, one has the relation 
-!T(X)‘l = .USIIZHl + ECtrace(Vt~Vt)l. 
Proqf: Let (e,) be a complete, orthonormal basis of the Hilbert space 
H. We have 
hence, using the integration by parts formula, we obtain 
@ = 1 C(5, e,) J(e,) -V,n(L e,)l. (IV.2) 
For this sum makes sense we may suppose, for example, that [ is a vector 
valued polynomial. Then we have 
N(W21 = C -!X(5, e,)(ir, em) J(e,) J(e,) - 2(1’, en) J(e,?) V,,(L e,,,) 
,I,M 
+VJt, e,J V,JL emI1 
= 1 EC(t, e,)(t, em) J(e,) J(e,) - (t, e,) J(e,)V,,(S3 em)1 
,,,??-I 
+ C W,,(5, e,) VJt, e,) - (5, e,,) J(e,z) V,,(tp em)1 
,,,??I 
= 2 EiT .. 1 + C W,,(t, e,)(V,.,jt, e,,) - (5, e,,) J(e,))l 
= C E[...]-L[trace(V<).6<], 
n.m 
where the last equality follows from Eq. (IV.2). Applying the integration by 
parts formula to the last term of the first sum we obtain. 
R(X)‘1 = 1 -Q(tL eJ4, em) J(e,) J(e,) +V,,(L en) J(e,NL em) 
n,m 
+ (5, e,) V,,J(e,NS3 emI 
- (5, e,)(C e,) de,) J(e,) 
- E[VE trace(V 
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Since V,mJ(e,) = 6,, (i.e., Kronecker’s symbol), we obtain 
- E[V&trace(VS))]. 
Applying again the integration by parts formula to the terms of the sum, 
we obtain 
EC(X)*1 = ~Cl15112H1- ECVAtrace(VS))l + C ECVe.(Ve,(S, e,NL em))1 
n,m 
= Cll5ll~l- W&trace(VS))l 
+ C ECVC,VP,(S, e,)(t;, e,) +V,,(t, en) V,,(t, em)1 
= Llli;;tl - ECVc(fraceFt))l 
+ C EC -V,,JL e,) V,,(L em) + V,,(t, e,)(ty em) J(e,)l 
r7.m 
+ E[ trace(Vt oV<)] 
= EC II511 ‘,I - ECVr(trace(VS))l 
+ 1 ECV,n(t, e,)((59 em) J(e,) -V,,(5, em))1 
II,* 
+ E[trace (V< oV()] 
=~Il/tll~l +ECtrace(VtoV5)1. Q.E.D. 
After these preliminaries, we can announce the extension of Clark’s 
formula to the elements of D’: 
THEOREM IV.l. For any F in Db = {G- (G, 1); GE D’}, the following 
relation holds: 
d wF = rcVF. 
ProoJ: We have to show that 
<a,& 5>= <nVF, t>> 
for any 5 E 9. From the definition of the extended It6 integral, we have 
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Since J and 6 9 n* coincide on 9’ (hence on 9) we obtain 
In spite of the fact that J is an isomorphism, 6 is not, for instance, for 
any T in D;I, T- n*8 ,,+, 6T is not, in general, zero. However 
6( T- n*? W 6T) is zero by Proposition II.2 and Proposition IV. 1 (cf. [6] 
when T is smooth). Consequently, T- 7c*dwGT is in the kernel of 6, for 
any Tin D;,. In fact this is the only possibility: 
THEOREM IV.2. 
Proqf: Let us note first that the second equality follows from the 
Theorem IV.l. As we have explained above {T- rc*3,6T; TE D;Y} is a 
subset of ker 6. Conversely, let R be in ker 6 and define T as 
T= R + n%R, 
then, by the hypothesis, 6T=&c*nR and 
a,sT=a,sn*nR=F..J~R=71R. 
Hence R= T-Y%R= T-n*d,GT by the Proposition II.2 and 
Proposition IV. 1. Q.E.D. 
THEOREM IV.3. We have the representation 
D;l = V( D’) + ker 6, 
where the sum denotes the algebraic direct sum. 
Proof: First we have to show that any T in DB can be written as 
T=VF+q, 
where FE Db (we can suppose, in fact, F in Db since V(D’) =V(Db)) and 
q E ker 6. This amounts to solving the above equation for a given T. 
Applying 6 to both sides and using the identity 6V= -2A (cf. [13]), we 
have 
6T= -2AF. 
Since A is invertible on Db, we find F= -(l/2) A-’ 6T. Let us show that 
T+ (l/2) VA ~’ 6T belongs to the kernel of 6: 
6(T+(1/2)VA -‘6T)=6T-AA-‘6T=O. 
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To complete the proof we should show that 
ker6nDb= (0). 
If T belongs to ker 6 n Db, then there exists some q E DX, FED’ such that 
T=q-n*&&&,=VF. 
Applying 6 to these equalities, we have 
6T=6VF= -2AF=O. 
Hence 
and by Proposition 11.2, (A - (l/2) I) a,F= 0, since A - (l/2) I is inver- 
tible, we have 8,F= 0, i.e., F= 0. Q.E.D. 
In the above theorem we have written D;l as the algebraic direct sum of 
V(D’) and ker 6, and in the proof, for any TE Dk, we have calculated the 
corresponding components in V(D’) and in ker 6, respectively, as 
with 
and 
T=VF+q-&Y,6q 
F= -(1/2)AP’6T 
q-rc*&&,=T+(1/2)VA-‘ST. 
If we denote with k, the mapping TH (-l/2) VA-’ 6T, we see that it is a 
projection, i.e., kf = k, and that it is continuous on D;l; hence the mapping 
k, : TH q - rc*a W 6, is also a continuous projection. This means that V(D’) 
and ker 6 are the topological supplements of each other in the locally con- 
vex space D;I. More exactly, we have the following result, which is an 
application of a theorem about the general topological direct sums of the 
locally convex topological vector spaces (cf. [S, p. 95, Proposition 291): 
THEOREM IV.4. Let k, and k, denote respectively the projections from 
D;l onto V(D’) and from Dk onto ker 6, and denote by u, and u2 the 
canonical mappings respectively from D;I onto DXp(D’) and from D;I onto 
Dhlker 6. Then one, hence all, of the following assertions is true: 
(i) 0; is the topological direct sum of V(D’) and ker 6, 
(ii) k, is continuous, 
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(iii) k, is continuous, 
(iv) u, is un isomorphism of ker 6 onto D;l/V(D’), 
(v) u2 is an isomorphism of V(D’) onto D’,/ker 6. 
Remarks. (1) Similar results hold if we study D, D,, instead of D’ and 
D;,. 
(2) A similar decomposition result for D,,,(H) is given in [6] with 
the help of the Wiener chaos; however, the projection operators are 
explicitly given here. 
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