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Abst rac t - -The  paper deals with a cascadic onjugate-gradient method (shortly called the CCC- 
algorithm) which was proposed by P. Deufihard and can be considered as a simpler version of a multi- 
grid (multilevel) method. We define it recurrently for discrete self-adjoint positive-definite problems 
on a sequence of grids. On the coarsest grid, the linear discrete algebraic system is solved directly. On 
the finer grids, the system is iteratively solved by the conjugate-gradient method where the starting 
guess is an interpolation of the approximated solution on the previous grid. Any preconditioning 
or restriction to coarser grids is not implemented. Nevertheless, the CCG-algorithm has the same 
optimal property compared to multigrid methods; namely, the algorithm converges with a rate which 
is independent of the number of unknowns and the number of grids. As an example, this property 
is proved for elliptic second order Dirichlet problems in two-dimensional, convex, polygonal bounded 
domains. For ensuring convergence, the number of iterations on each grid level has to increase from 
finer to coarser grids. The optimal dependence of these numbers is established with respect o the 
mesh size and the number of unknowns. The theory has been presented in an abstract setting which 
allows the application to both finite element and finite difference methods. 
Keywords - -Mu l t ig r id ,  Conjugate-gradient, Cascadic methods. 
1. THE ALGEBRAIC  FORMULAT ION 
OF  THE CASCADIC  ALGORITHM 
Assume that we have a sequence of finite-dimensional vector spaces 
M0, M1, . . . ,  Ml (1.1) 
equipped with inner products (.,.)i, i = 0 ,1 , . . . , l .  Assume also that linear "interpolation" 
operators 
Ii : Mi --~ Mi+l, i = 0, 1, . . . ,  l - 1, (1.2) 
and linear invertible operators 
Li : Mi --* Mi, i -- 0 , . . . ,  l, (1.3) 
ave given. Then, the main objective of the proposed algorithm consists in solving the following 
problem on the vector space Ml. For a given fl E Ml find vl E Ml such that 
Llvl  : f l .  (1.4) 
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The main feature of the cascadic algorithms (like multigrid ones) consists in successively solving 
of the following problems. For given fi E M~ find vi E Mi such that 
L~vi = f i ,  i = O, 1 , . . . , l .  (1.5) 
Now let us formulate the cascadic onjugate-gradient algorithm (called in the following CCG- 
algorithm) in more detail. 
CCG-A lgor i thm 
{ 
1. Set  uo = Lo l  fO • 
2. For  i=  l ,2 , . . . , l  do:  
{ 
2.1. Set 
wi =/ / -1  ui-1; (1.6) 
2.2. Do m~ iterations of the conjugate-gradient algorithm: 
y0=w~; cq =1;  
Yl = (I - T1 Li) Y0 + TIfi; 
fo r  k = 2, 3, . . . , m~ do : 
Yk = ak ( I  - ~-k L~) Yk-1 + (1 -- c~k) Yk-2 + O~kTk f i ;  (1.7) 
where 
{rk -1  = L iyk -1  - fi; 
Tk = (rk-1, rk -1 ) i / ( L i  rk -1 ,  rk-1)i; (1.S) 
ak= (1 - -  Tk ( rk - l , rk -1 ) i )  -1 
Cek-17"k-1 ( rk -2 , rk -2 ) i  }; 
ui = Ym~ ;
} end of  level i; 
}end  of  CCG-algor i thm. 
Here and later we denote by I the identity operator on a corresponding space. In order to de- 
scribe the conjugate-gradient method above, we have used one of the different formulations ofthis 
algorithm, which is well adapted for our theoretical investigations. However, in the implemen- 
tation we will consider another formulation which requires only one matrix-vector multiplication 
and two computations of inner products in each step of the iteration: 
Yo = wi; 
Po = ro = f~ - Li Yo; 
a0 = (r0, r0h;  
fo r  k = 1,2 , . . . ,mi  do: 
{ak-1  = (Pk-1, L ipk -1) i /ak -1 ;  
1 
Yk = Yk-1 + - -Pk -1 ;  
Cek-1 
1 
rk = rk-1  -- L ipk -1 ;  
OLk_ l 
a~ = (rk, rk)~; 
13k = ak /ak -1 ;  
Pk ~- rk +/3kPk-1;  
} end of  iteration; 
ui = Ym~. 
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2. THE OPERATOR OF ERROR REDUCTION 
In this paper, we will prove the convergence of the CCG-algorithm in the full symmetric ase 
under the following assumptions: 
the operators Li are self-adjoint and positive-definite (2.1) 
in the sense of inner product (., ")i and 
Li-1 = I*_lLiI i-1 (2.2) 
Vi = 1 ,2 , . . . , / ,  i.e., for all u,v E Mi, w E Mi-1 we assume that 
(Liu, v)i = (u, Liv)i; 
(Liu, uh >_ a~(u,u)~, a~ > 0; 
(i;_1v, w),_l - (v, ±~_1~), 
Let us introduce the L~ inner product by 
[u,v]i = (Liu, v)i Vu, v • Mi, (2.3) 
the norms for the elements in Mi by 
z x l /2  
I1~11~ = t~,u~ , II1~111~ = [~, uj~11/2, (2.4) 
and the corresponding norms for an operator B : Mi --~ Mi by 
IIIBlll, = sup IllBuill' (2.5) 
~,~M,\{o} II lull l ,  ' 
ItBull~ 
IIBII~-- sup . (2.6) 
,,~M,\{o} Ilull, 
Let us fix for a moment an integer i • [1, l] and denote by 50 -- vi - wi the error of the initial 
guess wi with respect o the exact solution v~ of problem (1.5) and by 51 -- vi - u~ the error of 
the final approximation u~. In such a way, the operator Bi : 50 ~ 51 on M~ has been defined, 
which is called the operator of error reduction at the level i. Due to [1], this operator can be 
represented as a polynomial in L~: 
ml 
Si = pi(ni) = I + Z akL~ (2.7) 
k=l  
with coefficients depending on the parameters T1,.. . ,  Trn~, ~1 . . . .  , am,. Moreover, the following 
minimal property has been proved in [1]. 
LEMMA 2.1. Under a fixed initial guess Yo (and under a fixed initial error 50, respectively) the 
conjugate-gradient method minimizes the error norm 1[[51 [[[i of the final approximation Yrm among 
all polynomials o[ the form (2. 7) with arbitrary coefficients ak. 
3. AN AUXIL IARY OPERATOR 
Let A~ be the largest eigenvalue of the operator Li in the space M~: 
L~oj = Aj~oj, j = 1, . . .  ,n~; ni = dimMi. (3.1) 
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We will consider the set of eigenvectors {~oj}~'__ I to be orthogonal and normalized with respect 
to the inner product (.,-)~, i.e., 
where 6jk is Kronecker's symbol. 
Let us introduce the polynomial in x E R 
mi 
qi(x) = H(1  - #kx) (3.2) 
k=l 
with parameters given by 
~tk = A~ -1 cos -2 lr(2k - 1) 
2(2m + 1)" (3.3) 
As it has been shown in [2], this polynomial has the least deviation from zero 
max Iraqi(x)[  = v /~ (3.4) 
among all polynomials of the form 
mi 
1 + Z c~x~ (3.5) 
k=l 
with real or complex coefficients Ck. Another useful property of the polynomial (3.2) is the bound 
[qi(x)[ < 1 on [0, A*]. (3.6) 
Now let us introduce the matrix polynomial 
Qi  = qi(Li) = H( I  - #kL~). (3.7) 
k=l 
LEMMA 3.1. Let the assumption (2.1) be fulfilled. Then 
v~ Ilwll,, (3.8) IIIQ~wllli < 2mi + 1 
IIIQ~wllli < IIIwltl~, vw E Mi. (3.9) 
PROOF. Let us take an arbitrary vector w e M~ and decompose it into the sum of orthonormalized 
eigenvectors ~o 5 of operator Li: 
n l  
w = E °15~5" (3.10) 
5--1 
Then the norms of w can be represented by 
n i  
j=l 
7t~ 
Illwtll~ = ~ ~5~. (3.12) 
j--1 
On the other hand, we get 
nt  
IIIQ~wllt 2 = Y~ ~5q~(~5)~. (3.13) 
j----1 
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Because of (3.4) and (3.11), we have 
n l  . n i  , 
Z 2 2 )~' Z % - (2rn, + 1) 2 5=1 "~sq~ ('~3)~j -< (2m~ + 1) 2 5=1 
Together with (3.13) this implies (3.8) Finally, because of (3.6) and (3.12), we obtain 
2 = IIIwlll~, 
j= l  j= l  
which results in (3.9). II 
4. THE MAIN RESULT  
First we formulate our criterion of convergence. There exists a constant c* > 0 such that 
Vi  = 1 , . . . , l  
C* 
IIv~ - I i - lV i - l l l i  _< ~ II1~ - I i - lV i - l l l l i  (4.1) 
where ~ is the largest eigenvalue of the operator Li  as above. Now we are able to prove the 
main estimate. 
THEOREM 4.1. Let  (2.1), (2.2), (4.1) be fulfilled. Then 
i 
1 
IIIv~ - u~lll~ <_ (3* ~ 2m~ + 1 lily5 - I3-1v3-11115 • (4.2) 
5=1 
PROOF. Let us denote the error of the CCG-algorithm at the level j by 
e 5 =vS-us ,  Vj = 0 ,1 , . . . , / .  
In accordance with the definition of the operator B~ of error reduction, we have 
IIl~tll~ = Iltn,(v, - wi)lll~. 
The polynomial Qi(L i )  has the form (2.7) but with other coefficients. Therefore, due to 
Lemma 2.1 and (1.6), we obtain 
l[l~ll[~ -< IIIQ~ (v~-  w~)lll~ < IIIQ~ (v~ -Ii-lVi-1)illi+lllQ~I~-lS~-lllli. (4.3) 
Let us evaluate the right-hand side. Because of (3.8) and (4.1), it holds that 
(3* 
v /~ IIv~ - Ii-lVi-xlti < IIIv~ - -  I i- lVi-lHli- (4.4) IIIQ~ (v~ - I i-xvi-1)[[[i < 2mi + 1 - 2mi + 1 
For the second term in (4.3), we use (3.9) and (2.2): 
IIIQ~I~-1~-1t11~ -< IIl£-x~-xllli = ( I~_xL J i - l e~-x ,~- lh - i  = (L~-1~-1,~, - lh -1  = IIl~-llll~-x. 
Together with (4.4), we obtain from (4.3) 
(3* 
II1~111~ -< 2m~ + 1 IIIv~ Ii-lVi-lll]~ + IIl~-~lll~-a. (4.5) 
Now we use induction on i. At level i = 0, we have 
Ille01110 = 0. 
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Due to (4.5), 
C* 
IIis11111 _< 2ml + 1 lily1 - IovoIIll. 
Therefore, (4.2) is valid at i = 1. Let us assume that (4.2) holds at i - 1: 
i--1 1 
I l l e~- l l l l , -1  <_ c* ~ 2mj + 1 IIIvj - I j -avj- l lNj. 
j= l  
Combining this inequality with (4.5), we get (4.2). | 
5. THE VERIFICATION OF ALGEBRAIC PROPERTIES 
FOR A F INITE-ELEMENT FORMULATION 
Let us consider the Dirichlet problem in a convex polygon ~ c R 2 with the boundary F: 
2 
-- Z Oi(aijOjU) q- au = f in f~, (5.1) 
i , j= l  
u = 0 on F, (5.2) 
where the coefficients and the right-hand side of (5.1) satisfy the conditions 
OiaqELq(I2), q>2,  i , j=l,2; a12=a12 one;  
2 2 2 
#Z~ < Z a,j~,~j <uE~2,  on~ V~,ER,  u>#>0;  (5.3) 
i=  l i,j----1 /=1 
a , I  • L2(f~); a > 0 on ~. 
These conditions guarantee that the problem (5.1), (5.2) admits a unique solution in the class 
W2(12); moreover, the estimate 
Ilult2,n < Cl Ifl0,~ (5.4) 
holds. We use the common otation of the Sobolev spaces and norms. For example, L2(f)) is the 
Hilbert space of all measurable functions with finite norm 
lulo,~ = u s dx , 
where the inner product is given by 
(u, v)n = fn uv dx. 
Next, 
o 
W~ (f~) = {u • L2(f~) :01u, 02u • Lu(f~), u = 0 on F}, 
where the last equation has to be understood in the sense of traces. 
W~(f~) is the Hilbert space of all functions u • L2(f~) having first and second-order partial 
derivatives in L2(12) and the finite norm 
"uH2'n= ( Z f (cOau)2 dx) 
where the summation is taken over all derivatives of orders 0, 1, 2. 
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o 
The problem (5.1), (5.2) may be reduced to the following weak formulation. Find u • W21(fl) 
such that 
o 
f-.(u,v) = (f,v)~, Vv •W~ (fl), (5.5) 
where the bilinear form is given by 
Due to (5.3), problem (5.5) admits a unique solution [3]. 
In order to construct he Bubnov-Galerkin scheme, we first divide the initial polygon ~ into 
a small number of closed triangles uch that the resulting subdivision is admissible; i.e., each 
pair of triangles has either no common points or a common vertex or a common side. Let us 
denote the maximal ength of the sides of all triangles by ho. Put Ni = 2 i, hi = ho/Ni, and 
for all i = 1, . . . ,  l, divide each initial triangle into N~ equal triangles. We denote the set of all 
vertices of the obtained admissible triangulation by ~)i and introduce ~i = ~i n f~ as well as 
the number ni of points of the set f~i- For each node y • ~i, we introduce the basis function 
o 
~ •W~ (12) which is linear on each triangle of triangulation l=li and equals 1 at the node y, 
but 0 at any other node z • l~li. Let us denote the linear span of these functions by 
H i = span(~0~), Y • ~i. 
o 
Restricting (5.5) to the subspace H i c W~(~), we get the following discrete problem. Find 
vi • H i such that 
C(Oi, v) ---- (f,v)c~, Vv • H i. (5.6) 
Let Mi be the ni-dimensional space of vectors w with components w(x), x • gli. Then, the 
formulation (5.6) is equivalent to the linear system of algebraic equations 
Livi = fi, (5.7) 
where vi • Mi is the vector of unknowns with components vi(y), y • l'li; f i  • Mi  is defined by 
= (f, ~o~)n, x • fli; Li is the matrix with the elements given by fi(x) i 
Li(x,y)----L(~,~oiu), x ,y•12 i .  (5.8) 
Let us define the usual isomorphism between vectors v • Mi and functions ~ • H i which can 
be considered as its prolongations, i.e., 
o(x)  = • fi, (5.9) 
yE l ' l i  
and vice versa 
v(y) = D(y), y E ~i. (5.10) 
Now we introduce the energy norm for functions 
o 
IIIvlll  = Z.(v,v) v ew7 
and specify the inner product and the norm for vectors: 
(v, wli = Z v(xlw(x), 
xEn~ 
I lv l l i  = v2(x) , v,w e Mi. 
xEf l l  
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Due to (5.8),(5.9), we have for an isomorphic pair v E Mi, ~ E H i 
IIIvllli = I l l ' I l ia. (5.11) 
The L2-Norm [ol0,a is not equal to Ilvlti, but it is equivalent to Ilvll~ with a factor hi [2]: 
c2hdlvlli < I'~lo,a < c3hillvll~. (5.12) 
Now let us introduce the interpolation operator Ii : Mi --~ Mi+l. Let a rectilinear segment 
between two neighbouring nodes x', x" E ~ be the edge of the i th triangulation. Then, the 
interpolation w = Iiv, v E Mi, is uniquely defined by the formulae 
w(x') = v(x'), w(x") = ~(x"), 
(x' + x" ) -  v(~')+ ~(z") 
w 2 2 
Note that we have zb = ~ for its prolongations; i.e., the operator Ii corresponds to the identity 
operator on the subspaee H ~ with respect o the isomorphism entioned above. 
The convergence of the Bubnov-Galerkin solution to the exact solution has been studied in a 
number of papers (e.g., [4 0 . 
LEMMA 5.1. Under the conditions (5.3), the solution of (5.6) does exist, is uniquely determined, 
and obeys the estimates 
Ill u - vi l l ln -< c4 hi Iflo,c~, (5.13) 
lu - vd0,n -< c5 h~ Ifl0,a. (5.14) 
Note that we have the usual estimate 
0 < A~ < c6, Vi = 1,.. . ,1, (5.15) 
for the largest eigenvalue A; of Li (see, e.g., [2]). In order to check the criterion of conver- 
gence (4.1), we use the Nitsche trick. 
LEMMA 5.2. Under the conditions (5.3), the criterion (4.1) is fult~11ed with the constant c* = 
2c4 c~1 c~12. 
o 
PROOF. Let us consider the following auxiliary problem. Find w ~W~ (fl) such that 
o 
£(~,~) = (~, - ~_1,~) ,  v~ ew~ (a). (5.1s) 
Because of (5.4), we have 
Ilwll2.a < cl 1~, - ~,-l l0,a. 
Then, considering the Bubnov-Galerkin problem 
~(Wi--1, v) = (?~i - -Vi - - l ,V)f l ,  VV e H i-1, (5.17) 
we obtain from Lemma 5.1 
IIIw - "~- l l l l a  -< c4 hi-11'vi - "~-~lo,a. (5.18) 
Due to (5.16), it holds that 
= - v~-ll0,n. (5.19) 
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Considering (5.6) at the level i - 1 and i on the subspace H ~-1, we conclude 
~(Vi -- Vi--1, v) = 0 VV E H i-1. (5.20) 
Now, setting v -- wi-1 and using the symmetry of L:, we obtain by subtracting this expression 
from (5.18): 
- -  - -  = - -  V i - -  1 [0 , f~ .  
Applying the Cauchy-Bunjakowski inequality and (5.18), we get 
- v , -x [o ,~ _< illw - ~-1[ [ [~ [[1~, - ~-~] i i~  
C4 h~-ll '~i - '~-1 [o,~ I I l '~ - '~-x l l l~-  
Let us divide this inequality by [~3~ -'Ui--llo,fl and apply (5.11), (5.12): 
c2 hil lv~ - I~-~v~-~l l~ _< I'~ - '~-110,~ 
<_ c4 h~-~ll l '~ - ~-~111~ -- c4 h~-llll'-'~ - ~- l~-~l l l~-  
From this and (5.15), we obtain 
Thus, all assumptions of Theorem 4.1 are valid and we have the estimate (4.2). In order to 
derive a more convenient formulation, let us prove the inequality 
IIl~j - ~- l l i i~  < lilu - ~ J - l l l l~ .  (5 .21)  
From (5.5) and (5.6), we have 
Because of (5.20) we get 
£(~i-1,~i - ~i-1) = 0. 
Let us subtract his equation from both sides of the previous equation and apply the Cauchy- 
Bunjakowski inequality: 
From this, we have (5.21). 
Therefore, it is possible to transform the estimate (4.2) into two other forms: 
i 
1 
IIIv~ - ~,11t~ < c* ~ 2m~ + 1 rll~ - ~-~l l ln ,  (5.22) 
5=1 
or due to (5.13) 
hi-1 
][[Vi -- Ui[[[i ~ C* ¢4 Z 2~7~j + 1 [f[o,n. (5.23) 
j= l  
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6. SOME EST IMATES ON THE NUMBER OF  ITERAT IONS 
From the last formula, we see the following. For getting an acceptable accuracy of ui, we have 
to increase the number mi of iterations in the CCG-algorithm. For larger values of hi_ 1 we need 
more steps mj of iterations. For example, one can choose an exponential dependence with some 
constants rh = ml, o': 
+ 1), (6.i) a'hi''k,-~] (2Th+l )_>2mi+1>_ \~]  
i=0,1 , . . . , / - -1 ;  ~>1,  e .g . ,a=l .2 .  
If/3 > 1, we get from (5.23) 
][[vt ul[[[t < c* ht - _ c~-~- -~ If[o,~ (6.2) 
where 
1 
ca -- 1 - 21-~ (6.3) 
due to the relation hjht = 2 l-~. 
Comparing (6.2) with (5.13) at i = l, we see that the acceptable accuracy can be achieved by 
a finite number h of iterations, e.g., for any fixed constant 7 6 (0, 1], the condition 
C* C/~ 
2rh + 1 _> - -  (6.4) 
3'c4 
is sufficient o get the estimate 
[[[vl -ut[[[t <_ 3'c4 ht [f[o,n. (6.5) 
From this and (5.13), we have 
Illu - ~tll[~ --- (1 + 3') c4 ht I f l0,~, (6.6) 
where ~2t 6 H t is the prolongation of ut; i.e., ~2t and vt have the same rate of convergence. 
Let us calculate the number of arithmetical operations NccG for the full CCG-algorithm. 
Because of [2], we have 
l 
NCCG <_ c7 E (mj + Cs) nj (6.7) 
j=0 
with two fixed constants c7, cs. Now let us take /3 < 2. For the Dirichlet problem we have 
nt/n~ _> 4 t-i. Let us apply this with the left-hand side of inequality (6.1) in (6.7): 
NCCG _< crc7 c~ (fit + C9) nt (6.8) 
with some constants c9 and 
1 
c~ -- 1 -- 2(~-2) '
The inequality (6.8) shows the finite amount of arithmetic operations for the full CCG-algorithm 
per one unknown of the system at the highest level: 
NCCG < acTc'~ (~ + c9) (6.9) 
nl 
with constants a, c7, c~, c9 which are independent of rh, nt, i, I. 
Therefore, in the interval/3 6 (1,2) we have two useful properties: first, an appropriate accu- 
racy (6.6), the convergence rate of which corresponds to the discretization error, and second, the 
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optimal exponent in the estimate of the amount of arithmetic operations (6.9). When f~ < 1, one 
can show that the estimate of the accuracy is worse (one gets h~ with c~ < 1 instead of hi). If 
> 2, one can show that the ratio NccG/n l  is unbounded when 1 increases. 
The following question appears. What value of f~ is optimal? We will answer this question 
after solving a more general optimization problem. This time, we do not assume any longer that 
the h i -1 /h i  equals 2. From the estimate (5.23), we have 
l 
hi-1 
IIIvl - ulllll <-- ~Z = dl 
2mi + 1 i=l 
with a fixed constant dl. The amount of arithmetic operations for the full CCG-algorithm gives 
l 
NCCG = IV = d2 ~ (mj + d~) nj + d4 
j=l 
with some constants independent of m j, n j, hi. Let us solve the following optimization problem. 
Find ml , . . . ,  ml such that the value 
~z = ~l (ml , . - . ,m l ;  h0 , . . . ,h~- l )  
is minimal under the constraint 
/V = f i / (ml , . . . ,ml ;  n l , . . . ,n l )  = d5 
for an appropriate constant ds. 
Applying the method of Lagrange multipliers, we obtain 
hi-1 
(2mi + 1) 2 = 46 - -  (6.10) 
ni 
with a constant d6 which depends on d l , . . . ,  d5. We do not find out the relation between these 
constants but take into consideration two facts: ml = rh and consequently 
hz-1 
(2~ + 1) 5 = ds - -  
nl 
Hence, 
7 - -  
(2rni + I) = (2rh + 1) , /nthi -1 (6.11) 
V nihl-1 
without constants d l , . . . ,  d6. 
This formula contains only one parameter fit and gives the optimal sequence of the number of 
iterations. 
In paper [5], Dueflhard gave numerical examples which illustrate high effectiveness of the CCG- 
algorithm. 
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