We present a method for reducing the computational costs of numerical surface wave modelling. It is based on the smoothing of thin near-surface layers and discontinuities. Optimal smooth models are found via a constrained non-linear matching of dispersion curves in the period range of interest. The major advantages of our method are that it is independent of the numerical techniques employed and that it does not require modifications of pre-existing codes or meshes. It is, moreover, applicable in cases where the layer thickness is of the order of one wavelength and automatically yields estimates of the appropriateness of the smoothed model. Even though our analysis is based on 1-D media, we demonstrate with a numerical example that the dispersion curve matching can yield satisfactory results when it is applied regionally to laterally heterogeneous models. Also in that case it can lead to considerable reductions of the computational requirements.
I N T RO D U C T I O N
The simulation of seismic wave propagation through realistic earth models is becoming increasingly feasible and necessary as both data quality and computational resources improve. All numerical methods that find approximate solutions of the wave equation rely on the replacement of a continuously defined earth model ⊕ by a discrete model ⊕ d . Due to this discretization, small-scale structures from ⊕, such as thin layers and discontinuities, can often not be represented accurately in ⊕ d unless the grid spacing is reduced. This can lead to large numerical errors, especially in the surface wave trains. Our aim therefore, is to deduce discrete versions of models with thin layers and discontinuities that give accurate numerical solutions without reducing the grid spacing.
For the discrete representation of discontinuities from ⊕, several method-specific solutions already exist. All of them lead to an increase of the computational costs or the algorithmic complexity or both. Here we will mention only two of many numerical techniques used for elastic wave propagation: (1) the spectral-element method (SEM) and (2) the finite-difference method (FDM). The SEM (e.g. Priolo et al. 1994; Faccioli et al. 1997; Seriani 1998; Chaljub & Valette 2004 ) is based on the weak form of the equations of motion and a decomposition of the computational domain into disjoint elements. Inside the elements, the dynamic fields are approximated by high-order polynomials that are necessarily smooth. This implies that material discontinuities need to coincide with element boundaries for the solution to be correct. If, however, a discontinuity is located inside an element-due to limited computational resources, for example-then the rapidly varying fields can not be represented accurately. The results are of such an inaccurate model discretization are unacceptably large numerical errors. A reduction of the grid spacing-either globally or locally through non-conforming grids (e.g. Chaljub et al. 2003 )-can, in principle, eliminate these errors. However, the increasing computational costs can render this option impossible. Work by Kelly et al. (1976) indicated early on that the FDM also requires material discontinuities to be treated explicitly. The FDM (e.g. Virieux 1986; Igel et al. 2002) directly discretizes the strong form of the equations of motion by replacing derivatives with difference quotients. Since the strong form of the wave equation is valid only for continuously varying media, boundary conditions should be imposed explicitly along discontinuities to achieve optimal accuracy (e.g. Moczo et al. 2002) .
Thin layers present more general difficulties than isolated discontinuities, because their width may be smaller than the smallest computationally feasible grid spacing. Backus (1962) and Schoenberg & Muir (1989) demonstrated that a stack of thin layers can be replaced by an equivalent slowly varying earth model. Their analysis is based on the assumption that the widths of the individual layers are much smaller than the dominant wavelength and that the elastic deformations can be treated as static. The equivalent smooth earth model was shown to be transversely isotropic even when the original stack of layers is isotropic. The long-wavelength equivalence of smooth earth models can clearly be used for the benefit of numerical efficiency because modest variations of the model parameters require neither reductions of the grid spacing nor additional algorithmic complexities. A concept similar to the one advocated by Backus (1962) and Schoenberg & Muir (1989) is the homogenization of the equations of motion with rapidly varying coefficients (e.g. Capdeville & Marigo 2007; Stuart & Pavliotis 2007) . This technique explicitly yields a smoothed model by solving the so-called cell problem, composed of a partial differential equation and a set of subsidiary conditions. Again, the solutions for the slowly varying model are close to the correct solution when the length scale of the variations in ⊕ is much smaller than the dominant wavelength.
Here we present an alternative approach for constructing smoothed and long-wavelength equivalent earth models that can be discretized through direct sampling. This helps to overcome difficulties with the discrete representation of discontinuities and thin layers as long as a pre-defined maximum frequency is not exceeded. The construction of the smoothed earth models is based on the matching of surface wave dispersion curves corresponding to the original model ⊕ and a smoothed model ⊕ s . This means that we search in a pool of smooth models for the one that best reproduces the dispersion curves of Love and Rayleigh waves in ⊕. The considered frequency band is the one for which a given grid can, in principle, yield accurate numerical solutions. Body waves are not explicitly taken into account because, in the considered period range, they are comparatively insensitive to crustal structure. This paper is organized as follows. First, we illustrate the effects of improperly implemented crustal discontinuities on the quality of numerically computed surface waves. A slowly varying and long-wavelength equivalent model is then presented in Section 3. Subsequently, we elaborate on the methodology, covering issues such as the construction of the smooth models, their dynamic stability and uniqueness. Finally, the advantages and limitations of our method are addressed in the discussion.
The broader objective of our study is to contribute to the advancement of waveform tomography on continental and global scales (e.g. Capdeville et al. 2005; Sieminski et al. 2007) , for which accurately modelled surface waves are indispensable.
I L L U S T R AT I O N O F T H E P RO B L E M
We start by illustrating the effects of an improperly implemented crustal model on the accuracy of numerically computed waveforms. The example is intended to serve as a motivation for the subsequent developments and as a means for introducing concepts that we shall use throughout this study. To solve the elastic wave equation numerically, we employ a spectral-element method, henceforth referred to as ses3d. It operates in a 3-D spherical section with absorbing boundaries. The numerical grid is equidistant in the radial and the angular directions. Even though we focus our attention on the spectral-element method, our principal results also apply to other techniques, which solve the equations of motion by discretizing the computational domain.
First, we demonstrate the accuracy of the ses3d solutions by comparing them with semi-analytic solutions. The earth model is spherically symmetric with a homogeneous, single-layered crust. It is identical to PREM (Dziewonski & Anderson 1981) below the depth of 30 km. The width of the elements is chosen such that the crust is represented by exactly one layer of elements (Fig. 1) . The black dots in Fig. 1 represent the irregularly spaced Gauss-Lobatto-Legendre points which serve as gridpoints in the SEM.
The source is located at 80 km depth and the cut-off period of the seismograms is 15 s. We compute the reference seismograms using the program package GEMINI, developed and described in detail by Friederich & Dalkolmo (1995) . It allows us to compute accurate waveforms for both body and surface waves, keeping the computational costs low. The results for a receiver located at an epicentral distance of 21.3
• are shown in the top row of Fig. 2 . Qualitatively, the GEMINI synthetics (dotted curve) and the ses3d synthetics (solid curve) are in excellent agreement for all three components.
It is important for our purposes to assess the differences between the semi-analytic and the numerical solutions quantitatively also. For this we closely follow the suggestions by Kristeková et al. (2006) and consider envelope and phase misfits. The analysis is based on the (Fig. 1) and a station at an epicentral distance of 21.3 • . The time intervals for which the envelope and phase misfits have been computed separately are indicated by I 1 (P-wave arrivals), I 2 (S-wave arrivals) and I 3 (surface wave train). Bottom rows: The envelope and phase misfits, as defined in the text. The envelope misfit is mostly below 5 per cent and the phase misfit rarely exceeds the value of 0.05 rad.
time-frequency representationf (ω, t) of a time-series f (t) defined aŝ
where h σ denotes a positive window function. We have chosen h σ to be the Gaussian
so thatf (ω, t) is the Gabor transform of f . The Gabor transform has the advantageous property of maximizing the time-frequency resolution. A useful value for the parameter σ is the dominant wavelength of the signal, which is in our case 15 s. The necessity of choosing a time window can be circumvented by using the continuous wavelet transform instead of the Gabor transform (Kristeková et al. 2006) . For our purposes, however, the Gabor transform is fully sufficient. A detailed treatment of time-frequency analysis can, for example, be found in Strang & Nguyen (1996) . Denoting by u 
The symbol Ln denotes the principal value logarithm, that is, the branch where the phase ranges between −π and π. A phase misfit E p that quantifies phase differences as a function of time can then be defined as
The phase misfit is evaluated separately in three intervals comprising the P arrivals (I 1 ), the S arrivals (I 2 ) and the surface wave train (I 3 ) (see Fig. 2 ). Large phase differences in high-amplitude waveforms generate large phase misfits whereas equally large phase differences in low-amplitude waveforms produce small values of E p . The emphasis is, therefore, on the large amplitudes. In analogy to the definition of the phase misfit, one can define the envelope misfit E e :
Both, E p and E e are meaningful only when the two solutions are at least similar. Extreme differences between u G i and u s i can not be quantified properly with E p and E s . Note that the quantification of the differences between the GEMINI and the ses3d solutions is not meant to be a quantification of one of the method's accuracy. It is instead intended to serve as a diagnostic tool and a detector of inaccuracies that would sometimes be difficult to quantify by a purely visual comparison of seismograms. The phase and envelope misfits for our initial example with the single-layered crust are plotted in the bottom rows of Fig. 2 . Outside the intervals I 1 , I 2 , I 3 we do not compute misfits, which does not mean that they are not there. Mostly the envelope misfits do not exceed 5 per cent and the phase misfits are mostly below 0.05 rad. This translates to a time-shift of roughly 0.12 s, which is slightly more than the time step of 0.1 s used for the SEM simulation.
The usefulness of the time-frequency domain misfits E p and E e as diagnostic tools becomes apparent when we change the earth model so that the crust now comprises two layers, as shown in Fig. 3 . Two discontinuities are now located inside the upper layer of elements. It would, in this particular example, be possible to adapt the numerical grid to the new model by reducing the vertical grid spacing non-uniformly so that one layer of elements coincides with each of the crustal layers. Though this would in principle be feasible, the case of multiple layers with varying thicknesses would clearly result in strongly increased computational costs. (Fig. 3) and a station at an epicentral distance of 21.3 • . While the inadequate implementation of the crust has little effect on the body waves, the surface waves are severely affected. The ses3d surface waves notably differ from the semi-analytic GEMINI solution. Bottom panel: Amplitude and phase misfits corresponding to the above seismograms. Misfits for t > 750 s are not computed because the differences between u G i and u s i are too large to be properly expressible through E p and E e . Therefore, we deliberately do not adopt this option. Instead, we use this example to illustrate and quantify the numerical errors arising from such an improper model implementation. Since the rapidly varying wavefield in the vicinity of the crustal discontinuities can not be represented by the smooth polynomials inside the elements we can expect larger discrepancies between the GEMINI and the ses3d solutions. That they indeed occur, can be seen in Fig. 4 . Though the body waves remain largely unaffected, the phase and envelope misfits in the surface wave train become unacceptably high. They reach values of 40 per cent for the envelope misfit and 1.0 rad for the phase misfit. The latter corresponds to time-shifts of almost 3 s. Again, we did not compute the misfits outside the intervals I 1 , I 2 , I 3 . In fact, for t > 750 s, the discrepancies between the two solutions are so large that E p and E e are not meaningful anymore.
C A N W E F I N D S M O O T H C RU S TA L M O D E L S ?
We want to tackle the problem illustrated above by replacing the upper part of the original earth model by an equivalent smooth model. For this, we exploit the fact that surface waves in a limited frequency range do not uniquely determine an earth model. That is, there is a non-empty set of earth models, all of which produce surface wave solutions that differ from each other by less than a subjectively chosen small value. From this set of models we can, therefore, choose one, which is numerically advantageous, that is, smooth.
To find such a smooth model, one should focus on those aspects of the surface wave train that are most important in the real data analysis and that facilitate the model construction. Therefore, we propose to construct smooth earth models by matching the surface wave dispersion curves of the original model with the dispersion curves of models where the upper part is defined in terms of low-order polynomials. In the general case, the smoothed models will be transversely isotropic (see Backus 1962) . The minimization of the dispersion curve misfit is done non-linearly by simulated annealing (SA) (Kirkpatrick et al. 1983) . To improve the uniqueness of the smooth models we impose that they be close to the original earth model. Before delving into the methodological details, we first justify our approach by its results shown in Figs 5-8.
A slowly varying crustal model that reproduces almost exactly the surface wave dispersion curves from the original model, is displayed in Fig. 5 . That the model is mildly anisotropic inside the upper layer of elements can be seen from the differences between the wave speeds of SH and SV waves, and the wave speeds of PH and PV waves. Here, PH refers to a horizontally travelling P wave and PV to a vertically travelling P wave. Moreover, the parameter η (see e.g. Takeuchi & Saito 1972; Dziewonski & Anderson 1981 , or the section on the methodology) is different from 1. For the fundamental modes of Love and Rayleigh waves, the mean difference in the phase velocities for the two models is less than 4 × 10 −4 km s −1 in the period range 17-67 s. Details of the dispersion curves and the associated misfits are shown in Fig. 6 . For both Love and Rayleigh waves the absolute phase velocity differences rarely exceed 1 × 10 −3 km s −1 and are mostly below 0.5 × 10 −3 km s −1 . The lower limit of the considered period range (17 s) has been chosen such that it coincides with the shortest periods in the synthetic seismograms. Periods above the upper limit (67 s) do not contribute significantly in the construction of the smooth models. They have therefore, been disregarded. That the new model does indeed remove most of the discrepancies between the semi-analytic and the SEM solution can be seen in Fig. 7 . Both the envelope and the phase misfits are now close to the ones observed in the case of the correctly implemented single-layered crustal model. This demonstrates that the small dispersion curve misfit (Fig. 6) is indeed a reliable indicator of significantly smaller numerical errors.
Since the construction of the slowly varying crustal model is based on an SA algorithm, the result is inherently non-unique. A whole family of models can be expected to produce essentially the same surface wave dispersion characteristics, at least in a limited period range. This non-uniqueness can be reduced significantly by requiring that the smooth model be close to the original one. This additional constraint is also in the interest of accurately modelled amplitudes. In the context of our method, uniqueness is, in principle, not required. It is, however, intuitively desirable. Moreover, the degree to which a parameter of the smooth model is non-unique-despite additional constraints-sheds some light onto the physics of wave propagation and the necessity of anisotropy. In Fig. 8 we display 20 smoothed models, all of which produce average dispersion curve misfits below 7 × 10 −4 km s −1 for both fundamental Love and Rayleigh waves with periods between 17 and 67 s. The smoothed SH wave speed profile is stronger constrained than the PH wave speed because the latter is allowed to vary more widely while keeping the dispersion curve misfit acceptably small. The density profile and the anisotropy (bottom row in Figs 5 and 8) are the least constrained.
M E T H O D O L O G Y
The modification of discrete earth models for the benefit of numerical accuracy can be interpreted as the optimization of a discretized differential operator. Let us denote by L i j u j = f i , a discretized version of the wave equation Lu = f, where L (L i j ) is the (discrete) wave equation operator, u (u j ) the (discrete) displacement field and f (f i ) the (discrete) external force density. We are interested in finding L i j such that u j is as close as possible to the exact solution u.
Generally, the discrete operator L i j depends on both the numerical method and the discrete version ⊕ d of the continuously defined earth model ⊕. Since we wish to leave the numerical method unchanged, we are left with the option of modifying ⊕ d to improve the numerical solution.
Ideally, one would directly apply the numerical method-in our case the SEM-to a set of smoothed discrete test models. One could then choose the discrete model that best satisfies the strong criterion that the wavefields u j (⊕ d ) and u(⊕) be close to each other. In practice, however, exact solutions u(⊕) are often unavailable and solving the discrete problem sufficiently many times is computationally too expensive. Therefore, we propose to replace this strong and direct criterion by a weaker and indirect criterion: We require that ⊕ and a smooth and continuously defined earth model ⊕ s produce essentially identical surface wave dispersion curves in the period range of interest. Then ⊕ s is sampled at the numerical gridpoints to give the discrete model ⊕ d . Since ⊕ s is by construction slowly varying, it is represented accurately by ⊕ d . Consequently, the surface wave dispersion of the numerical solution u j (⊕ d ) is close to the surface wave dispersion of the exact solution u(⊕)-assuming, of course, that the errors introduced by the numerical method itself are comparatively small. This approach is justified by the observation that merely sampling ⊕ to obtain ⊕ d leads to unacceptably large numerical errors, mainly in the surface wave trains. That dispersion curve matching indeed reduces the numerical errors significantly has already been demonstrated by comparison with semi-analytic solutions.
We will give the details of our method in the following paragraphs, starting with spherically symmetric earth models. In the interest of completeness and clear symbolisms, we briefly review the equations of motion for Love and Rayleigh waves in an 1-D and transversely isotropic earth model. We then elaborate on the SA algorithm used for the minimization of the differences between two sets of dispersion curves and on the random generation of earth models. Based on the algorithms developed for spherically symmetric models, we finally consider earth models with lateral heterogeneities.
The equations of motion for Love and Rayleigh waves in layered media
For the first part of the analysis we assume that the earth model ⊕ is spherically symmetric. The computation of surface wave dispersion curves in such a 1-D medium is based on the equations of motion for Love and Rayleigh waves. Since we are primarily interested in periods below 50 s the analysis will be in Cartesian coordinates. As demonstrated by Backus (1962) the smoothing of thin layers leads to an apparent anisotropy with vertical symmetry axis, even when the individual layers are isotropic. We therefore, consider a transversely isotropic medium with an elastic tensor given by 
The elastic a) . Under the assumption of a vertically stratified medium, SH and P-SV waves can be treated separately, leading to independent Love and Rayleigh waves, respectively. Following Takeuchi & Saito (1972) and Aki & Richards (2002) we choose the ansatz
for the plane Love wave displacement in the spatio-temporal frequency domain. The symbols k and ω denote the horizontal wave number and the temporal frequency, respectively. Upon inserting eqs (6) and (7) into the non-dissipative elastic wave equation, we obtain a first-order system for the displacement-stress vector l = (l 1 , l 2 ) T :
The solutions of eq. (8) are subject to the boundary condition l 2 | z=0 = 0 (free surface) and the radiation condition lim z→∞ = 0. In analogy to eq. (7) the plane Rayleigh wave displacement can be written as
The corresponding displacement-stress vector r = (r 1 , r 2 , r 3 , r 4 ) T is then determined by the first-order system
with ξ := 4μ(λ + μ) + a(λ + 2μ) − c(2λ + c). The free surface conditions for the system (eq. 10) are r 3 | z=0 = r 4 | z=0 = 0, and the radiation conditions are lim z→∞ r 1 = lim z→∞ r 2 = 0. Two independent solutions for r can be obtained by starting the integration at a sufficiently large depth where r 1 = r 2 = 0 and by setting (r 3 , r 4 ) = (1, 0) and (r 3 , r 4 ) = (0, 1), respectively. labeling these two solutions by r (1) and r (2) , the free surface condition transforms to
The stress vectors r
3 , r
4 , r
3 and r
4 attain very large values, especially as the frequency increases. This leads to inaccurate results because very large numbers need to be subtracted to find the zero in eq. (11). Therefore, the differential equation for the displacement-stress vector (eq. 10) is usually rewritten in terms of the six minors
They can then be shown to satisfy the equations
The free surface condition is now reduced to R 6 | z=0 = 0. To find the dispersion relations k = k(ω), we fix ω and then determine the values of k for which solutions of the systems eqs (8) and (13), with their respective subsidiary conditions, exist.
Non-linear dispersion curve matching by Simulated Annealing
Let us denote by c i L (ω, ⊕) and c i R (ω, ⊕) the frequency-dependent phase velocities of the ith mode of the Love and Rayleigh waves in the earth model ⊕ = (ρ, μ, λ, a, b, c) . Our aim is to find a continuously defined smooth model ⊕ s = (ρ s , μ s , λ s , a s , b s , c s ) such that
is minimized. The misfit measure E includes the dispersion curve misfits for Rayleigh and Love waves in a pre-defined frequency interval [ω 1 ω 2 ] and the relative L 1 distance between the two models ⊕ and ⊕ s . We decided to use the L 1 norm because it produced the best results in the numerical experiments. Typically, n is 3 or 4. Including higher modes does not improve the results very much because they are mostly sensitive to deeper structures. The numbers α i and β are weighting factors.
Including the term ||⊕ − ⊕ s || M , and therefore, forcing the smooth model to be close to the original model, serves a variety of purposes. First, it reduces the non-uniqueness of the problem. Uniqueness is in principle not required but still intuitively desirable. Keeping the differences between ⊕ and ⊕ s as small as possible is also important in the context of smoothing earth models with lateral heterogeneities, as will be discussed in Section 4.5. In the presence of sources inside the smoothed region, one would in principle have to modify the moment tensor. This complication can be avoided when || ⊕ − ⊕ s || M is small.
Minimizing E with respect to ⊕ s is a non-linear problem that can be solved by a variety of standard techniques. Since the calculation of surface wave dispersion curves in a 1-D medium is computationally inexpensive, we decided to employ a SA algorithm, introduced by Kirkpatrick et al. (1983) . In addition to being easy to implement, SA also offers the possibility to impose constraints on the solution simply by means of random model generation. Implementing constraints in a gradient-based minimization would be more involved. This is the case especially when the constraints are in the form of inequalities, such as the ones deduced in Section 4.4 (stability constraints). Moreover, there is no guarantee that gradient methods lead to the global minimum.
Random model generation
The SA algorithm requires random test models that are compared with the current best model. To generate test models that serve their purpose, we use two different parametrizations: In the lower part of the model where smoothing is unnecessary, we retain the original model parametrization. In the upper part of the model, however, we employ low-order piecewise Lagrange polynomials, defined on the elements used for the SEM simulations. The collocation points are the Gauss-Lobatto points. Therefore, the models vary more rapidly near the edges than the centres of the elements. This corresponds well to the parametrization of the displacement and stress fields.
Depending on the numerical method used, different sets of collocation points may work equally well or better. For example, in the case of a classical finite-difference method with equally spaced gridpoints, it would be natural to choose equally spaced collocation points for a polynomial model representation.
Random models are then generated through the perturbation of the polynomial coefficients. To ensure that the test models are physically reasonable, we impose the following conditions: (1) The smoothed model and the original model are identical at the surface. This restriction is motivated by the fact that the amplitudes of seismic waves are very sensitive to the structure directly beneath the receiver. This worked well in our example, but there are scenarios where this restriction can be impractical. One of them is a thin, very low-velocity layer at the top of the model (e.g. sediments). There, one might rather set the velocity at the surface equal to the velocity of a deeper layer with higher velocities. (2) There are no jumps at the element boundaries. Hence, there are no additional discontinuities that may generate undesirable reflections. (3) The smoothed mass density distribution is strictly positive, that is, ρ s > 0. (4) As we will demonstrate in the next paragraph, we also need to impose μ s ≥ 0, λ s ≥ 0, |a s | ≥ μ s /2, |b s | ≥ μ s /2 and |c s | ≥ μ s /2 to ensure that the smooth earth model be stable.
Stability considerations
The parameters of the slowly varying earth model cannot be chosen arbitrarily. They have to satisfy a set of conditions to be physically admissible. In addition to the obvious requirement that the smoothed density distribution ρ s be strictly positive (ρ s > 0), the parameters λ s , μ s , a s , b s and c s need to conform to the stability criterion. Stability means that the EARTH can either oscillate about its equilibrium configuration (zero displacement) or that it can be slightly perturbed away from the equilibrium configuration, without changing the potential energy. A system that is physically unstable will not be numerically stable unless the numerical error somehow compensates the physical instability. In mathematical terms, stability is equivalent to the requirement that the 6 × 6 matrix C s (eq. 6) be positive semi-definite. The block structure of C s then implies that the inequalities μ s ≥ 0 and μ s + b s ≥ 0 must hold and that the 3 × 3 submatrix
be positive semi-definite. Instead of computing the eigenvalues ofC s we invoke Sylvester's criterion, which states that a symmetric matrix is positive semi-definite if and only if all its principal minors are non-negative. After some algebraic manipulations, we find that the complete set of inequalities that need to be satisfied is
Note that in the case of isotropy, that is for a s = b s = c s = 0, the stability conditions reduce to μ s ≥ 0 and −1 ≤ ν s ≤ 1/2, where ν s = λ s /(2λ s + 2μ s ) is Poisson's ratio in the smoothed medium. It is convenient and sufficient for our purposes to impose more restrictive conditions that automatically imply that the inequalities (16) hold:
The requirement that λ s ≥ 0 is equivalent to saying that Poisson's ratio be positive. This is a physically reasonable assumption for earth materials, which are unlikely to be auxetic.
Heterogeneous earth models
The very purpose of numerical wave propagation is the computation of wavefields in heterogeneous earth models for which analytic solutions are mostly unavailable. So far, however, our analysis has been restricted to purely spherically symmetric earth models ⊕ 1−D because dispersion curves cannot be computed exactly in the presence of lateral heterogeneities. A direct application of the DCM to an arbitrary model ⊕ = ⊕ 1−D + δ⊕, is therefore, not possible. For the construction of smoothed models in the 3-D, case one has to make the distinction between lateral heterogeneities that are large or small compared with the wavelength of the elastic waves. We will consider the two cases separately:
Long-wavelength heterogeneities
In the case of long-wavelength lateral heterogeneities-present for example in the crustal model Crust2.0 (Bassin et al. 2000) -the DCM can be applied regionally. This approach is illustrated in a 3-D example where the structural model is divided into an oceanic and a continental part. In the continental crust, the P-and S-wave speeds vary laterally by ±2.5 and ±5.0 per cent, respectively. Significant lateral variations occur over length scales of 1
• (see Fig. 9 ). Since the model is 3-D, we compute a reference solution using our spectral-element code ses3d. The thickness of the oceanic crust, and therefore, the width of the elements is 9.1 km. Also the boundary between the upper and lower continental crusts is honoured. With this implementation, we can simulate surface waves with periods that are as short as 5 s-much shorter than the periods typically used in continental-scale surface wave analysis. The details of this setup are summarized in Table 1 .
We construct the 3-D long-wavelength equivalent model as follows. First, we compute a smooth crustal model for the oceanic part and a smooth crustal model for the average continental part. Those, together with the original model, are shown in Fig. 9 . The width of the new elements is chosen to be 28 km, which is equal to the depth of the lower continental crust. Hence, the wider elements do not honour the discontinuities at the bottom of the oceanic crust and between the upper and lower continental crusts. In the case of the oceanic crust, there is nothing more to do because it does not vary laterally. The continental crust is subdivided into regions where the S wave speed varies between −5 and −4, −4 and −3 per cent, . . . , +4 and +5 per cent (One might of course choose a different or finer regionalization, depending on the problem and the accuracy that one wishes to achieve). In each of those regions, we compute a new long-wavelength equivalent model. As an additional constraint, we impose that the individual smooth models for the different regions be close to the long-wavelength equivalent model for the average continental crust. This ensures that there are no abrupt lateral parameter changes in the complete model. Some of the technical details of the long-wavelength implementation are also provided in Table 1 . The smooth model comprises 20 times less gridpoints than the original model that honours all discontinuities. A factor of, approximately, 10 lies between the storage requirements for the two models (The long-wavelength equivalent model is anisotropic with six parameters and the original model is isotropic with only three parameters). Taking into account that the time step in the smooth model is 0.09 s instead of 0.03 s in the original model, the total reduction of the computational costs amounts to a factor of roughly 50. The price to pay is a larger minimum period; 15 s instead of 5 s.
A collection of results from this numerical experiment are presented in Fig. 10 . The top panel shows the vertical displacement component of the reference seismogram recorded at the station indicated in Fig. 9 . Prior to 175 s the amplitudes are multiplied by 10 to enhance the visibility of the P waves. The cut-off period is 5 s, which is the minimum period allowed by the setup where all discontinuities coincide with element boundaries. In the row below we compare the reference seismogram and the seismogram for the long-wavelength equivalent model. The cut-off periods are 15, 20 and 25 s, where 15 s is the minimum period that we can achieve with the setup of the smooth model (approximately 28 km wide elements). For each of the cut-off frequencies both numerical solutions agree well in both the body and surface wave trains. This is, however, not the case when we compare the reference solution to the solution that we obtain by merely sampling the original model without implementing a long-wavelength equivalent structure. The bottom row of Fig. 10 gives an impression of the severity of this effect. As the cut-off period increases, the differences between the solutions naturally become smaller because the relative sensitivity of the surface waves to shallow structure decreases. Interestingly, the DCM also leads to more accurately modelled P waveforms. We defer the interpretation of the results for the 3-D model to the discussion section.
Short-wavelength heterogeneities
When the heterogeneities are small compared with a wavelength, we propose to first apply the DCM to the spherically symmetric part ⊕ ) satisfying the wave equations
and we then have, by construction,
In the next step we rewrite the wavefields for the heterogeneous earth modelsû(⊕ 1−D + δ⊕) andû(⊕ 1−D s + δ⊕) in the following form:
Hence, we need to show that δû(
. For this, we introducê u(⊕ 1−D + δ⊕) into its corresponding wave equation:
Eliminating a copy of the wave equation in the spherically symmetric model ⊕ 1−D yields
The corresponding equation forû(⊕ 
The terms of order 2 and higher in eq. (26) 
D I S C U S S I O N A N D C O N C L U D I N G R E M A R K S

The advantages of the DCM technique
The principal advantage of the DCM technique is the one that motivated its development: The reduction of both the computing time and the memory requirements for numerical wave propagation. This reduction becomes particularly significant when the smallest wavelength that one wishes to model is long compared with the thickness of a crustal layer (See also the more detailed discussion below). A drastic example is the long-period surface waves. It is sufficient, in principle, for their simulation to work with a very coarse numerical grid. The presence of a thin crust, however, forces the grid spacing to be locally very fine, which leads to strongly increased numerical costs. They can be avoided using the DCM technique.
In contrast to the averaging proposed by Backus (1962) , the DCM does not rely on the assumption that the thickness of the layers is orders of magnitude smaller than the smallest wavelength. In fact, the smallest wavelength in our examples (approximately 60 km) is comparable to the thickness of the crustal layers (approximately 20 km). Nevertheless, one might expect that Backus' averaging technique can yield good results for body waves because his analysis assumes a full-space and because body waves traverse thin layers quickly.
Moreover, the DCM comes-by construction-with a measure of the appropriateness of the slowly varying crustal structure, namely the dispersion curve misfit. This gives valuable information on the quality of the numerical solutions without actually computing them-assuming, of course, that the numerical algorithm does yield correct results in the case of a perfectly implemented earth model.
Finally, the DCM sheds some light onto the non-uniqueness of inverse problems that are based on an incomplete data set, that is, waveforms in a limited period range. The SA applied to the dispersion curve misfits for different models provides us with a range of models that would be acceptable solutions of an inverse problem in which the dispersion curves for the original model serve as data. The variety of models also indicates to what extent certain parameters are constrained and to what extent anisotropy is really required in the smoothed models.
Reductions of computing time and memory requirements
The amount of computing time and memory requirements that one can potentially save by replacing thin layers with a smoothed and longwavelength equivalent structure depend strongly on both the numerical method and the earth model. We will therefore, provide only some crude estimates. First, we consider a purely isotropic grid, that is, a numerical grid where the spacing between two adjacent gridpoints, denoted by h, is equal in all coordinate directions. This is typical for most finite-difference methods but also for the spectral-element method that we based our examples on. We assume that h is chosen to be sufficiently small to permit the modelling of elastic waves with a certain minimum wavelength λ min . The memory requirements M c are proportional to h −3 and the computing time T c is proportional to h −4 , due to the stability condition. When thin crustal layers force us to reduce the grid spacing toh < h, then we find that T c and M c increase at least by a factor of R T = (h/h) 4 and R M = (h/h) 3 , respectively. Conversely, one can say that our method of smoothing thin layers allows us to increase the grid spacing fromh to h so that the computing time and memory requirements are reduced by the factors R T = (h/h) 4 and R M = (h/h) 3 , respectively. In more complicated cases with less symmetric grids, R T and R M are harder to estimate. If we assume that the vertical grid spacing h z can be locally different from the horizontal grid spacings, then we find
1 , where p is the fraction of the model volume where the horizontal grid spacing would have to be reduced due to the presence of thin layers. For the reduction of the computing time we have,
, depending on whether a reduction of the vertical grid spacing from h z toh z would require a reduction of the minimum time step. Note that all these estimates are conservative because we disregarded factors such as increased communication costs in parallel codes.
In the 3-D model that we presented in Section 4.5, the reduction of the computational requirements can be estimated relatively accurately. The number of gridpoints is reduced from 97 Mio in the original model that honours the crustal discontinuities to approximately 5 Mio in the model with a wider grid spacing. This corresponds to a reduction of the storage requirements for the model itself: 2.1 GB versus 0.3 GB. Since the grid spacing is increased by a factor of approximately 3, we can increase the time step from 0.03 to 0.09 s. Combining all the effects, one would expect that the computing time decreases by a factor of approximately 58, given that the code scales perfectly. However, since the computing time usually increases super-linearly with the model size, the number 58 can be considered a conservative estimate. It is important to keep in mind that such statements are meaningful only in conjunction with an evalution of the numerical accuracy that one gains or looses with a particular method. Also this example represents, in a certain sense, a worst-case scenario. When methods allowing for local grid refinement are used, the reduction of the computational costs will naturally be smaller.
The limitations of the DCM technique and its range of validity
As we have demonstrated in the previous sections, the DCM is a useful technique that can help to reduce the computational requirements for wave propagation significantly. Still, it is an approximation that, of course, comes with its limitations: The most obvious one concerns the frequency content of the waves that one wishes to model. The higher the frequencies are the more difficult it will be to find slowly varying models that reproduce the dispersion curves of the original model acceptably well-given a fixed polynomial degree of the smoothed model. It will, for example, not be possible to find an equivalent smooth model when high-frequency body waves are considered. Fortunately, this limitation is usually not severe because the modelling of higher-frequency waves automatically requires a refined numerical grid-irrespective of the earth structure.
An estimate of the range of validity of the DCM technique-in terms of the frequency content of the seismograms-can be obtained by determining the frequency range where the dispersion curves match sufficiently well. The term sufficiently well is naturally subjective and depends on the numerical accuracy that one wishes to achieve. In our initial example, we chose a period band 17-67 s, where the lower limit was determined by the shortes periods present in the seismograms. The upper limit was chosen such that longer periods did not have a significant influence on the smooth-model construction. The well-matching dispersion curves (see Fig. 6 ) served as an a priori indicator of the numerical accuracy of the actual seismograms. Conversely, dispersion curves that do not match in the desired frequency band would clearly suggest that the limitations of the DCM technique have been exceeded.
Sources located inside the smoothed part of the earth model are potentially problematic because the corresponding moment tensor, in principle, needs modification. The error introduced by not doing so can be minimized by designing the smooth model ⊕ s so that it is close to the original one. Zero-order corrections to the moment tensor in the smoothed model are given in the paper by Capdeville & Marigo (2007) .
Amplitudes of elastic waves do not enter the construction process of the slowly varying earth model. There are three reasons for this: (1) Their calculation is much more involved than the calculation of dispersion curves. The efficiency of an algorithm that incorporates amplitude information would, therefore, be inferior to the efficiency of the DCM method. (2) Amplitudes are rarely used in seismological studies. Therefore, we concentrated on the phase information. (3) Even though we do not take amplitudes into account explicitly, they are well-modelled with the smoothed crustal structures. The reason for this is that phases and amplitudes are sufficiently dependent. One constrains the other to some extent-at least in our examples. Still, it can not be excluded that there are counter-examples. In such a case, one would indeed have to incorporate amplitude information into the smooth model construction at the expense of higher computational costs.
The heart of the DCM technique is the construction of slowly varying, spherically symmetric earth models. Matching dispersion curves for laterally heterogeneous models would be technically impractical. Therefore, in the case where the lateral heterogeneities are small compared with the dominant wavelength, we suggested to apply the DCM to the spherically symmetric part ⊕ is close to ⊕ 1−D or when the lateral heterogeneities δ⊕ are small. The first requirement can be satisfied by construction, possibly at the expense of a less perfect dispersion curve matching. The second requirement is equivalent to saying that the heterogeneities act as scatterers. When this is not true, the DCM would have to be applied regionally. Note, however, that even if one of the requirements is not met, the method is still of first order-either in ||⊕ 1−D s − ⊕ 1−D || or in ||δ⊕||. When the heterogeneities are wide compared with the dominant wavelength, the DCM can be applied regionally. We illustrated this approach with an example in Section 4.5. At least from a theoretical point of view there are complications when the wavelength of the lateral variations are comparable to the dominant wavelength of the displacement field. One then needs to evaluate carefully which one of the two approaches is preferable.
In any application the advantages and limitations of the DCM technique have to be weighted carefully. When comparing real data with synthetics one has to ensure that the remaining inaccuracies-even after the application of the DCM-are significantly smaller than the physical misfit between data and synthetics.
The 3-D model from Section 4.5
The model presented in Section 4.5 is deliberately simplistic so that it should, in principle, be reproducible with any numerical method. The geographical extension of the model is comparatively small. This is because the computation of the reference solution for a setup honouring the discontinuities is extremely costly. Limited computational resources are also the reason for which we did not yet consider an ocean layer, even though this would be of great interest and relevance.
Care should be taken when it comes to the interpretation of numerical results of this type. What we demonstrated is that the DCM applied to a 3-D problem yields satisfactory results under given circumstances. This does not mean that the DCM performs equally well, no matter what the circumstances are. The numerical accuracy achievable with the DCM is, of course, not comparable with the accuracy that can be achieved by correctly meshing all discontinuities and 3-D structures (e.g. Komatitsch & Vilotte 1998; Dumbser et al. 2007 ) and by accepting much higher computational costs. Still, the DCM can make the difference between usable and unusable synthetics.
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