Alternating Directions Implicit (ADI) integration is an operator splitting approach to solve parabolic and elliptic partial differential equations in multiple dimensions based on solving sequentially a set of related one-dimensional equations. Classical ADI methods have order at most two, due to the splitting errors. Moreover, when the time discretization of stiff one-dimensional problems is based on Runge-Kutta schemes, additional order reduction may occur. This work proposes a new ADI approach based on the partitioned General Linear Methods framework. This approach allows the construction of high order ADI methods. Due to their high stage order, the proposed methods can alleviate the order reduction phenomenon seen with other schemes. Numerical experiments are shown to provide further insight into the accuracy, stability and applicability of these new methods.
Introduction
We are concerned with solving the initial value problem:
where the right hand side function f : R d → R d is additively split into N partitions. Systems such as eq. (1) emerge from method of lines semi-discretization of PDEs when all spatial derivatives are approximated by their discretization. In many cases, the right hand side function includes discrete self-adjoint operators 5 performing spatial derivatives in different directions. The sparsity structure of these operators is similar, for example, in the case when a fixed-stencil finite difference method is used to resolve spatial derivatives. Implicit time-stepping methods are preferred to propagate stiff differential equations in time, but they require working with large Jacobian matrices. IMEX methods allow us to in-
10
tegrate non-stiff parts of the system more efficiently, however, more can be achieved by designing specialized time-stepping methods for certain classes of problems. Depending on the choice of discretization, we can leverage the tensor product structure of derivative operators to only work with one-dimensional Jacobian matrices much smaller than the full Jacobian, applying directional deriva- 15 tives in different directions in turn. This paper is concerned with developing high order GLM methods suited for alternating directions implicit integration.
Early analysis of convergence for stiff ODEs can be traced back to Prothero- Robinson [1] . Ostermann et al. formally show the fractional order phenomenon is related to changes in local truncation error behavior in stiff systems [2] . Meth-
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ods of high stage order are known to alleviate this drawback. The General Linear
Methods (GLM) framework [3] [4] [5] encompasses many of these methods and facilitates creation of new ones for novel applications. The theory of partitioned GLMs was developed in [6] . Based on this theory, high order implicit-explicit (IMEX) GLMs were developed in [7] [8] [9] [10] , and provide an important foundation 25 for the goals of this paper.
Although ADI schemes have been around for decades [11] Reaction-Diffusion and mixed-derivative parabolic PDEs [15] .
The paper is organized as follows. We start by reviewing the partitioned 2 GLM framework in section 2, introduce the structure of ADI GLM methods in section 3, study their order conditions in section 4, and investigate their stability in section 5. We briefly comment on design principles and implementation 35 aspects in section 6 followed by numerical experiments in section 7 and the concluding remarks in section 8. Appendix A includes the coefficients of the new methods, and Appendix B presents stability plots.
Traditional and partitioned General Linear Methods
A traditional GLM with s internal and r external stages represented by
Butcher tableau:
advances the numerical solution to eq. (1) with timestep h according to:
where the matrix notation of coefficients is used:
GLM framework is extensive and well-established. Readers interested in theo-40 retical foundation of these methods are referred to the literature [3] [4] [5] .
IMEX-GLMs are extensions of traditional GLMs that treat partitions of the right hand with different methods while keeping a single set of internal and external stages. One step of an IMEX-GLM formally reads as:
Formulation of ADI-GLMs
We rely on the theory of IMEX-GLMs as reported in [6] [7] [8] [9] [10] to design partitioned GLMs suited for ADI integration. The goal is to construct GLMs that apply implicit integration to individual partitions of the right hand side function 45 in eq. (1), while using an explicit coupling to the other components. We seek to achieve high stage order while benefiting from the low computational cost of directional implicit methods.
Definition 1 (ADI-GLM schemes). One step of an N -way partitioned ADI-GLM applied to eq. (1) is defined as:
Here, we are interested in applying different combinations of explicit and diagonally implicit methods to the right hand side partitions and storing the 50 resulting internal stages separately. As a consequence, we may have to carry separate external stages, but this comes at no extra cost as they are linear combinations of previously computed values.
If the method is order p, the external stages are related to derivatives of y by:
The method is stage order q if internal stages are approximations of the exact solution at abscissa points c {µ} :
Construction of ADI-GLMs
We start by considering a pair of explicit and implicit GLMs with the same number of external and internal stages:
The order conditions for the two methods are as follows [16] :
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We construct ADI-GLM methods using a collection of IMEX-GLM methods each performing implicit integration in a specific direction. The structure of the Butcher tableau for an ADI-GLM depends on the number of partitions and number of stiff partitions that require implicit treatment. Here, we focus on three practical examples and more elaborate designs follow the same principles.
The Butcher tableau for a 3-way partitioned ADI-GLM method with alternating implicit stages in all partitions is:
When only two partitions are stiff, the non-stiff partition is carried through explicitly:
We notice immediately that
, therefore one only computes two types of stage vectors, and the second is used as an argument for the explicit integration of the third, non-stiff component.
In a similar fashion, a 2-way partitioned ADI-GLM is described by:
Remark 1. Comparing eqs. (12) to (14) with eq. (6), notice that we have chosen:
This selection is practically useful in creating IMEX-GLM methods with unified internal stages. In the context of ADI-GLMs this choice allows us to keep the 60 number of internal and external stages as low as the number of stiff partitions.
Remark 2. We have also decoupled computations involving the external stages: Proof. We first assume that the ADI-GLM is order (q, p) such that eqs. (7) and (9) hold. Since all internal stages Y {σ} i
share the same abscissa, from eq. (9) we have:
Therefore, we can replace Y 
From IMEX-GLM order conditions [6, 16] method (18) is order (q, p) if and only
are order (q, p). This means that the methods in (10) have to be order (q, p).
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The if part of the theorem can be proven along the same line of reasoning.
Assuming individual methods (10) are order (q, p) the IMEX-GLM method (18) is order (q, p). Internal stage values in eq. (5a) can be replaced by an approximation of the same order as in eq. (17) to create the internal stages for ADI-GLM method. Since the order of internal stages has not changed, external stages also 70 remain order p. This concludes the proof. 
Stability of ADI-GLMs
Applying the ADI-GLM (12) to the linear scalar test equation:
and using eq. (6) leads to the following directional stages:
where η x = hλ x , η y = hλ y , η z = hλ z . The stability matrix is defined as:
where ⊗ represents the Kronecker product and:
Two special cases are noteworthy. First, when the eigenvalues of the system (19) are equal in all directions such that η x = η y = η z = η the stability matrix becomes:
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The second marginal case is when the system becomes infinitely stiff:
Equations (23) and (24) provide practical means for assessment and optimization of stability of ADI-GLM methods.
Remark 4. The stability regions for individual explicit and implicit methods are defined as:
where ρ(·) denotes the spectral radius operator. The stability region a 3-way partition method is defined as:
Remark 5. To investigate the stability of ADI-DIMSIM methods we define real and complex stability regions as:
In Appendix B we provide plots of different stability regions for ADI-GLM 80 methods.
Design and implementation of ADI-GLMs
We have chosen the GLM methods to be DIMSIMs [17] in order to reduce the number of free parameters in the design and simplify the order conditions. We require: 
M ∞ is power bounded.
For methods of order 2 and 3 these conditions can be conveniently calculated in Once A {E} and A {I} and V are determined, B {E} and B {I} are given using DIMSIM formulas [18, 19] . W {I} and W {E} are computed by solving eq. (11) and used in the starting procedure to generate initial values of the external stages at the beginning of the time-stepping loop in eq. (6) . The starting procedure consists of integrating the system eq. (1) exactly over a short time-span [0, pH]
and using function values
to approximate, via divided differences, the higher order derivatives needed in eq. (7). Readers interested in further details about the starting procedure may consult [6, 20] . The ending procedure for GLM methods produces the high order approximation to y(t f ) at the final time using stage values. All ADI-GLM methods designed in this paper have the property that c s = 1, therefore, the last computed internal stage may be used as the final value in the integration 10 with no further calculation required:
Remark 6 (The ADI character of the methods). The Butcher tableau for ADIDIMSIMs can be permuted to reflect the order of computation of stages in practice. In general, an ADI-GLM proceeds with computing internal stages:
after which external stage updates are computed. Let us consider application of ADI-DIMSIM2 method in Appendix A.1 to (14) where we have tabulated the coefficients in 34. We reorder the tableau according to the permutation list P = {1, 3, 2, 4} to get the permuted tableau (35). 
c A P,P U P,: .
We observe how the lower triangular structure of A P,P defines successive implicit stages in different directions, while using previously computed stage values 90 explicitly.
Numerical Experiments
In this section we investigate numerically the accuracy and stability of ADI-DIMSIM methods using 2D and 3D parabolic PDEs. For a 3D problem we use the equation:
with Dirichlet boundary conditions according to the exact solution:
The spatial discretization uses second order finite differences on the unit cube ADI scheme based on a fourth order IMEX Runge-Kutta method reported in [21] . We note the deterioration in the order as the problem becomes more stiff with decreasing mesh size in fig. 1d . 
h(x, y, t) = e t (1 − x)x(1 − y)y + e t x + 1 3
u(x, y, t) =e Figure 2 shows convergence plots for this experiment. Once again, we observe 
