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The feedback coding problem for a feedback communication system with 
additive white Gaussian noise is investigated. Using mean-square estimation 
error as a performance measure, a recursive algorithm is given for evaluating 
the asymptotically optimal code of a specified form to be used when the signal- 
to-noise ratio in the feedback link is high. The relationship between this code 
and the coding procedure of Butman is given. When the signal-to-noise ratio 
in the forward channel is low, the transmitted signal sequence is given explicitly, 
and is compared with center-of-gravity methods. 
1. INTRODUCTION 
Several investigators have studied the effect of introducing into a com- 
munication system an auxiliary link from receiver to transmitter. The 
survey article [l] contains a number of references to such work. It has been 
shown that if there is no noise in the feedback channel, system performance 
may be significantly improved with no corresponding increase in the mean 
power required at the transmitter. Noise in the feedback channel both 
complicates the analysis and causes deterioration in performance. Yet even 
here improved performance has been obtained. 
Of particular interest are references [2, 3 and 43. In [2] Omura began his 
analysis under the premise that the receiver had a fixed linear form (see (2) 
and (4) of [2]). With a noiseless feedback channel and uncorrelated additive 
noise in the forward channel, an explicit expression was obtained for the 
transmitter signal sequence which minimized a quadratic performance 
measure. The form of the solution was intimately related to Schalkwijk’s 
center-of-gravity feedback. Omura also solved the noisy feedback problem 
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expediently through the application of the separation principle of stochastic 
control theory (see [2, pp. 411). Th e f orm of the transmitted signal sequence 
remained the same with the conditional mean of the receiver state replacing 
the no longer observable receiver state. 
In [3] Kashyap studied a problem of a similar character. As in the previous 
reference a coding procedure similar in form to the center-of-gravity method 
was proposed for systems with noise in the feedback. In both [2] and [3] 
the estimate of the receiver state can be generated recursively at the trans- 
mitter, thus permitting a significant reduction in the memory capacity 
required of the transmitter. 
In [4] the restrictions on the form of the transmitter and receiver signal 
sequences were relaxed. By utilizing a result due to Elias, Butman derived 
a code that was optimal for one feedback iteration and in some cases nearly 
optimal for a large number of iterations. The resulting transmitted sequence 
has a linear form, but the required transmitter memory capacity and compu- 
tation time increase as the number of feedback iterations increase. 
In this paper a problem similar to that examined in [2, 3 and 41 is pre- 
sented. In contradistinction to these earlier papers, only systems with Gaus- 
sian signals and noises will be studied. To simplify the structure of the 
transmitter, the form of the transmitted signal sequence is more restricted 
here than was the case in [4]. The starting point of this investigation will be 
a derivation of the dynamical equation for the receiver. A transmitter signal 
sequence will then be deduced which is asymptotically optimal when the 
signal-to-noise ratio in the feedback link is large. It will also be shown why 
the separation theorem used by Omura does not apply to the problem posed 
here. 
2. PROBLEM DESCRIPTION 
The communication system to be studied uses a sequence of iV signals 
to transmit a message which is assumed to be a real random variable 0. A 
block diagram of the specific system configuration is shown in Figure 1. 
At time instant i the transmitter sends the signal si where 
si = g&J + vi; i = l,..., N. 
This is received as 
ri = g&l + vi + n,; i = I,..., iV. (2) 
At the same time the receiver amplifies and transmits along the feedback 
link its previous estimate of the parameter 0. To this signal is added the 
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FIG. 1. A block diagram of the feedback communication system. 
noise in the feedback channel. The transmitter processes the return signal 
and generates vi according to the equation 
vi = CQ’(K~~~-, + m,), i = 2,..., N. (3) 
Observe that the transmitter is allowed only a single word of memory and 
has a fixed linear structure. This is not to say that a more complex transmitter 
would not yield improved performance. Equation (3) does represent perhaps 
the simplest, nontrivial structure to mechanize, and in what follows the 
optimal transmitter of the form indicated by (3) is sought. 
Design of the communication system requires synthesis of the transmitter 
and receiver blocks. Define 
qe j Yj )..., Y1] = oj . (4) 
It will be assumed that the receiver operates on the sequence {ri ,..., Ye} and 
generates the conditional mean of 8. The receiver thus provides the best 
point estimate in a mean-square sense; for Gaussian processes this estimate is 
best in a much wider sense. 
The dynamic structure of the transmitter may be described by the three 
real sequences {gi , ai’, k’,; i = l,..., N}. The dynamic structure of the 
receiver is described by (4). It will be supposed that the performance of the 
system can be adequately measured by the functional E[(8 - QM)2]. The 
task of the engineer is then to select the transmitter parameters in such a way 
that E[(0 - gN)z] is minimized subject to a constraint on the average trans- 
mitted power in each channel. 
For convenience {n,} and {m,> will be assumed to be sequences of inde- 
pendent, identically distributed, zero-mean Gaussian random variables with 
variances a2 and crm2 respectively. More general Gaussian noise processes can 
be studied with methods similar to that presented here, but the dynamical 
equations become more complex. The parameter 0 is assumed to be a 
Gaussian random variable, independent of the noise sequences, with zero 
mean and variance a,*. 
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3. AN ASYMPTOTICALLY OPTIMAL CODE 
As indicated in the Appendix, the dynamical equation for the receiver 
may be obtained by direct evaluation of an integral (see (20) of the Appendix). 
Define the following sequences 
yj = 
[ 
a," + i (u" + T2 a, 
i=l 
um2r1 RP] -I, 
aj = 1 - yjgj”(u2 + CC~~U,,~‘)-~, 
bj = 1 - aj , 
cj = yjajgj(u2 + a;2um2)-1, 
di = yjgj(a2 + CX~‘U.~~)-~, j = I,..., N, 
(5) 
where CQ = KjajLi, and 0~~’ = 0. It then follows that the dynamical equations 
of the system are 
t’j = ajO,-, + b.0 + cjmi + dinj , -3 
rj = gjO + ajOj-l + aj'mj + fZi ,  j = l,..., N. (6) 
It is immediately evident that the separation theorem employed by Omura 
will be of no avail. The feedback coefficients appear as parameters in the 
coefficients of the dynamical equation of the receiver. 
If there is no constraint on the power used in the feedback channel, this 
problem can be solved in principle by the simple artifice pointed out by 
Butman in [4]. If the feedback signal is scaled up at the receiver and scaled 
down by the transmitter the feedback noise can be made negligible. As 
indicated in [2], if the transmitter is a satellite and the receiver is a ground 
station, the feedback power is not important if it stays within certain limits. 
It appears reasonable that in many applications the effect of feedback noise 
can be reduced, but not eliminated, by increasing the power in the feedback 
channel. 
Suppose the average power in the two channels is constrained by the 
relations 
E[s:] = M, 
E[(Ki&,)2] = M’, i=l N. (7) ,.-et 
Denote the signal-to-noise ratios in the forward and feedback channels by p 
and p’ respectively. It is shown in the Appendix that a first order approxima- 
tion to the optimal sequence {ai} can be described by the relation 
DLk = - (1 + /3k*)-1gg; 
q = 0; 
k = 2,..., N; 
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where (pk*> is evaluated directly from equations given in the Appendix. 
The sequence {c+} generated by (8) d’ff 1 ers from the optimal one by a term 
of order o( 1 /p’). 
Define the signal-to-noise ratio at the output of the receiver at time j, 
pO,j , by the equation (see [4, (22)]): 
po,j = E[@] [E[(B - LQ]]-1. (9) 
Then 
E[(B - lTj)‘] = (1 + PO,&1 us*. (10) 
The signal-to-noise ratio with an asymptotically optimal transmitter satisfies 
the recurrence formula (see (33)) 
P0.j = PO&l + Lb + Pod-1) C1 + Pj*)” + f’Po.i-11-l 
x P’dl + PO&1) Cl + Pi*)2; (11) 
PO.0 = 0; j = I,..., N. 
The asymptotically optimum sequences {g,} and (Ki} are then given by 
(see (30) and (32) of the Appendix) 
gj = G’[P’(P’ + PO,&1)-l (l + PO&d M11’2* j = I,..., N, w 
Kj = G1~m[(po,j-l)-* ~‘(1 + ~o,r-dl”~, j = 2,..., N. (13) 
Equations (8) (12) and (13) p rovide the coefficient sequences for the trans- 
mitter and receiver. These coefficients when evaluated and placed in (6), 
delineate the dynamical structure of the communication system. 
It is interesting to compare the performance of this system with that 
obtained by Butman. It should be noted that the transmitter structure in 
Butman’s work was different than that studied here. On the one hand, in [4], 
li was transmitted in the feedback link instead of e”, as was done here. Fur- 
thermore, storage of all past Vj was permitted in the transmitter ([4,(l)]). This 
additional storage made possible a better estimate of the instantaneous state 
of the receiver than would be possible from only a single bit of storage. In 
fact, if j is large the feedback gains in Butman’s algorithm approach zero 
while those given by (12) and (13) approach nonzero constants. 
Denote by yomj the signal-to-noise ratio of the output of the receiver at time j 
using Butman’s algorithm. It is shown in [4, (61)] that 
yiJ,j = yO,j-l + P + [(l + ‘O,j-1) (l + P) + PI-’ ‘O,i-I/V’, j = l,..., N; 
Y  - 0. 0.0 - (14) 
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While the recurrence formula (11) differs in form from that of (14), it is still 
true that 
p$J’)-’ bp0.i - TOAl = 09 j= l,..., N. (13 
The difference in performance between the algorithm presented here and 
that of Butman consists of a term which approaches zero faster than l/p’. 
Consequently, if the noise in the feedback channel is small, the simple 
transmitter algorithm presented here has performance which closely approx- 
imates that obtainable with Butman’s algorithm. 
Since Butman’s result is not optimal in general, it follows that improvement 
in the receiver signal-to-noise ratio could be made if additional memory 
were permitted in the choice of zli in (3). 
It should also be observed when comparing the results here with those of 
[4] that the strict energy constraints of [4] have been replaced by a “soft” 
constraint here; i.e. 
1 E[S(q - M 1 = 0 ($) . 
In most applications small deviations from the specified power are permis- 
sible. For a given set of system parameters E[Q] can be computed and 
compared with the allowable average transmitter power to determine whether 
the variation is acceptable. 
If the signal-to-noise ratio in each channel and the average power con- 
straints vary with time, the transmitter synthesis problem is solved in a 
manner identical to that presented above. The only important complication 
is the change in the Lagrange multipliers employed as intermediate variables 
in the Appendix. The lower order approximations for these multipliers will 
now vary with time. 
4. AN EXAMPLE 
The recurrence formula for {/&*I is rather imposing. The computations 
would be done “off-line”, of course, and the resulting transmitter structure 
would be quite simple. To gain an intuitive feeling for the effect of feedback 
noise, consider the asymptotic behavior of the transmitter parameters as 
u2 -+ co. Neglecting all higher order terms, it is easily seen that 
and that 
i = 2,..., LV, (16) 
c$ = - p’(1 + p’)-rgi; i = 2,..., IV, (17) 
gi = &[p( 1 + (n - 1) pp’( 1 + p’)-r)]l’a; i = l,..., IV. (18) 
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As would be expected intuitively, the value of gL given by (18) is very close 
to the optimal gi for noiseless feedback if p is small and p’ is large. 
From (17) it is clear that 
si = g,(B - (8,-l + K,‘m,)) + (1 + p’))lg,(e”,-, + K;lm,); i = 2,..., N. 
(19) 
It is apparent then that noise in the feedback channel creates a conservatism 
in the feedback gains. Instead of using a “best estimate” of 8,-r in a center- 
of-gravity algorithm, the transmitter actually reduces the gain in the feedback 
channel in order to avoid retransmitting more of the feedback noise than 
necessary. 
The simple algorithm described by (12), (13) and (17) actually provides 
performance that is quite close to that obtained by Butman in [4]. If p = 0.1 
and p’ = 10, then pc,,s,, = 4.2413 and Y~,~,, = 4.3255. As the signal-to-noise 
ratio in the feedback channel is decreased Yg,j and p0.j tend to converge. 
For example if p = 0.1 and p’ = 100, then pO,s,, = 5.4941 and Y,,~,, = 5.4960. 
5. CONCLUSION 
In this paper an asymptotically optimal coding procedure has been pres- 
ented for a Gaussian feedback communication system with constrained 
transmitter structure. The interrelation of the transmitter and receiver 
parameters results in an organization different from that arising in a system 
with a noiseless feedback link. Specifically the transmitted signal differs from 
a center-of-gravity form through terms proportional to l/p’. 
The performance of this simple algorithm approaches that obtained by 
Butman using a procedure which required memory of all past receiver feed- 
back signals. It should be emphasized that this equivalence in performance 
is only attained for large p’. Performance of the system described by (8), (11) 
and (12) is degraded as p‘ decreases and as a consequence P,,~ and ra,j may 
differ significantly with a low signal-to-noise ratio in the feedback channel. 
APPENDIX 
If there is noise of variance u,,~ in the feedback 
P(0, rj ,..., 
- .-!- i m: - &] dm, **- dmj . 
hn2 
t=l 
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Evaluation of the integral yields the formula for ej given in (6) and the fact 
that 
zqe - &)2 1 rj ,..., r,] = yj . (21) 
Let JN be the minimum cost functional of dynamic programming (see [5, 
Chap. 161). Then 
]N = E[(eN - e)2 + h,(gNe + a,&J-1 + aN'n~N-l)' 1 TN-l,'*', rl], 
where A, is the Lagrange multiplier corresponding to the power constraint 
at time IV. Define 
RAW = aN2E[(B - e,,-,)“I + (c,” + +z) urn2 + dN2uz, 
and 
Vj = U*' 
( 
0' + Ue2 i gi2 
. 1 i=l 
Ej,k = KFgj2vi26j,, 
Then the optimal 01~ is given by 
OIN = - (1 + pN)-‘g, , 
where 
Consequently, 
E[(gNe - ‘yN6NN-1)2 1 ON-, ,... , eoi =gNwe - 8N-1)2i + o(%2)y 
and 
JN = hNgN2E(e - eN-l)2 + RN . 
Now using backward induction, it follows that 
where 
50 SWORDER 
The real sequences {vi) is defined by 
77j = 77j+laLl + hj+lgf+li j=N-1 1. >.*., 
The optimal 01~ is given by 
where 
OIk= -(I +Pk)-lgk, (22) 
Bk = (&M’)-1 
[ 
(+jk,,&* - 7k’k.k) vk + 5 [(ji.kcF + 7ici.k + /\k) urn2 
i=j 
1 
(23) 
f (%.kCi$ + ?i’%,k) 4 + O(um’) 
and where 
+jj,k = f fi ii&&k + 2 T ff &i,,,,kh,&*; 
m=l I=i+l 
lfm 
n-j+1 m=i+l l=i+l 
[#??I 
and 
ifz = (1 - V,g,s)s; 
Ez = (bgz2)*; 
;EI = (yzgz)2. 
(24) 
To evaluate {Ad} observe that the Lagrange multipliers are continuous 
functions of am2 at a, 2 = 0; i.e. Xi = X + O(ums). The constant term can be 
determined from a study of Butman’s results with noiseless feedback. The 
multiplier for noiseless feedback is 
x = (1 + p)-” [l + p( 1 + p)-1(2u-4 - $)I u$J-2. (25) 
Observe that 
E{s:} = g$qe - e&J2 + K;*u*2] + o(u*2). (26) 
The suboptimal set of {gi} are given by neglecting the high order terms in 
2 
urn * 
g,* = (E(B - eke,)* + K,2um2)-1 M. (27) 
Denote the signal-to-noise ratio at the output of the receiver at time j by 
poSj . As noted in [4] 
qe - tQ* = uo*(i + po,jy. (28) 
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The receiver feedback gain is determined by the condition 
Ki”E(l?,“) = pfum2. 
Hence, 
(29) 
Ki2 = h2~o,i--lF1 p’+n2(1 4 po.i-1). 
From (21) and (27) it follows that 
PO.73 = PO.&1 + b2 + %I’%“) %“&12. 
From (27) and (29) 
(30) 
(31) 
gn2 = p’G2(p + ~o.nX (1 + po.n-d M. (32) 
Combining (22), (31) and (32) 
P0.n = po.n-1+ HP’ + Po.n-1) (1 + AJ2 + PPo.n-ll-l P’PU + Po.n-1) (1 + 13,J2. 
(33) 
Observe that (see [2, (32)]) 
yj = u&-2( 1 + p)-i + O(u,2); and gj2 = &?p( 1 + py + O(u,2). 
Thus 
&., = 2p(1 + p) - ”  (&,j -  p(1 + p)-l) %“~-2 + q%&2); 
f5k.j = pp’umW(l + p)-” (1 - (1 + p)i-y6,,j + O(u,2); 
ak,j = 2p(l + p)-l (- Sj,k + ~(1 + P)“-~-‘) um2ue2 + 0(un2); (34) 
aj = (1 + p)-’ + O(urn2); 
and 
Ej = a, = p2(1 + p)-” + O(u,2). 
The coefficient sequences for the asymptotically optimum system are 
generated as follows. From (23), (24), (25) and (34), a first order approxima- 
tion to j& , k = 2,..., N can be computed. Call this approximation jgK*, then 
I rB, - AZ* I = wn2). 
With {/I,*} thus calculated, compute P~,~, k = I,..., IV from (34), i.e. 
PO.78 = po.n-1+ NP’ + Po,n-1) (1 + An*)" + PPo,n-11-‘P’PU + Po.n-1) (1 + .&*)2* 
(35) 
From (35), {gi} can be computed from (32) and {I&} computed from (30). 
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