Multigrid methods are studied for the solution of linear systems resulting from the 9-point discretization of a general linear second-order elliptic partial di erential equation in two dimensions. The rate of convergence of standard multigrid methods often deteriorates when the coe cients in the di erential equation are discontinuous, or when dominating rst-order terms are present. These di culties may b e o vercome by c hoosing the prolongation and restriction operators in a special way. A n o vel way to do this is proposed. As a result, a black-box solver written in standard FORTRAN 77 has been developed. Numerical experiments for several hard test problems are described and comparison is made with other algorithms: the standard MG method and a method introduced by Kettler. A signi cant improvement of robustness and e ciency is found.
Introduction
Consider the partial di erential equation Lu , r Dxrux + bx r ux + cxux = fx 3.1 on a bounded domain R 2 with suitable boundary conditions. Dx is a positive de nite 2 2 matrix function and cx 0. Dx, cx and fx are allowed to be discontinuous across internal boundaries in . As a consequence rux is discontinuous, so that in multigrid methods the use of linear interpolation for prolongation is inaccurate and leads to deterioration of the rate of convergence. In Another possible cause of deterioration of multigrid rate of convergence is dominance of the convection term in 3.1; roughly speaking hkbk kDk, with h the mesh-size. In that case piecewise bilinear prolongation and the corresponding restriction yield coarse grid Galerkin approximations of the ne grid matrix in which the codiagonals dominate the main diagonal severely, e v en if the ne grid matrix is an M-matrix cf. 14 . Coarse grid upwind nite-di erence approximation is not a su cient remedy, because the order of approximation by which the coarse grid operators approximate their ner counterparts is too low cf. 14 . The purpose of this chapter is to propose a prolongation and restriction that overcome the two di culties just mentioned, and lead to an e cient and robust black-box m ultigrid code. Section 3.2 contains a brief description of the sawtooth MGCS algorithm cf. 5, 10, 12 and de nitions of operators used in the sections to follow. Section 3.3 brie y identi es some desirable relations among prolongations, restrictions and coarse grid matrices. In Section 3.4 the cause of failure of bilinear prolongation is discussed. A n o vel prolongation is presented in Section 3.5. Certain properties of the ne grid matrix are shown to be inherited by its coarse grid Galerkin approximation. Section 3.6 brie y describes the implementation and performance of a new black-box multigrid solver based on the new prolongation. Numerical results for several hard problems appear in Section 3.7 where comparison is made with an MG method based on the classical bilinear prolongation and the method introduced by Kettler cf. 7, x2.2 . In the last section, Section 3.8, conclusions are summarized.
De nitions
For the description of the multigrid method we i n troduce the following notation: l 2 N is the number of grids; h l = h 2 R is the mesh size of the nest grids; h k = 2 h k+1 ; k = l , 1; : : : ; l , is the mesh size on grid k; Z k = fx 1 ; x 2 jx 1 = ih k ; x 2 = j h k ; i; j 2 Z Zg; k = Z k ; k = 1 ; : : : ; l ; are the grids employed; U k : k ! R is the set of grid functions on k ; P k+1 : U k ! U k+1 is a prolongation operator; R k : U k+1 ! U k is a restriction operator; k 2 U k is the grid function which takes the constant v alue at all x 2 k ; L k : U k ! U k is a discrete approximation of L; L l is the given discretization of L, with a 9-point stencil, on the nest grid; L k , k = l , 1; : : : ; 1, is also a coarse grid approximation of L k+1 .
We assume that D;c and f are discontinuous only along parts of grid lines of the nest grid l . The ne grid problem to be solved is L l u l = f l : 3.2 A quasi Algol description of the sawtooth MGCS cycle" cf. 12, 5 , 1 0 , which i s a n MGCS cycle cf. 2 with a single smoothing step after the coarse grid correction, is as follows:
Procedure SAWTOOTH-MGCS-CYCLE f l ; L l ; u l begin f l,1 := R l,1 f l , L l u l 1 for k from l , 1 by , 1 In the present chapter the Incomplete Line LU decomposition relaxation ILLU is used for SMOOTH. This relaxation appears to be very robust cf. 7 ; a description can be found in 5, 1 0 . Finally we give some additional notations that will be used throughout the chapter. The grid k is split in four disjunct sub-grids in the following way a four-colour division: k;0;0 k,1 ; k;1;0 f x 1 + h k ; x 2 2 k jx 1 ; x 2 2 k;0;0 g; k;0;1 f x 1 ; x 2 + h k 2 k jx 1 ; x 2 2 k;0;0 g; k;1;1 f x 1 + h k ; x 2 + h k 2 k jx 1 ; x 2 2 k;0;0 g: 3.3 Furthermore, we need the following operators: I k : U k ! U k , the identity operator on grid k, I mn k : U k ! U k m; n = 0 ; 1, a colour selection operator de ned by I mn k u k x 1 ; x 2 = u k x 1 ; x 2 if x 1 ; x 2 2 k;m;n ; 0 if x 1 ; x 2 = 2 k;m;n :
Relations among prolongations, restrictions and coarse grid approximations
In SAWTOOTH-MGCS-CYCLE we still have to select operators P k , R k,1 and L k,1 k = 2 ; : : : ; l . First of all, we c hoose if k l or 10 if k = l, then R k,1 f k ,L k u k = 0 k,1 holds just after stage 7 stage 10. So, if R k,1 has only nonnegative e n tries, then after the coarse grid correction the residual of u k consists mainly of short wavelength components, and can be reduced e ciently by the subsequent smoothing step.
iii Once P k has been chosen, R k,1 and L k,1 follow automatically.
Bilinear prolongation
The restriction R k,1 and coarse grid operator L k,1 being de ned by 3.4, we still have t o c hoose P k . As a start we consider bilinear interpolation de ned by P k u k,1 x = 8 : This stencil shows the nonzero values of the ne grid function generated by prolongation of a coarse grid function which equals 1 at one point and 0 elsewhere. The prolongation 3.6 corresponds to interpolation of grid functions in U k by a bilinear polynomial. For a large class of problems this prolongation is quite satisfactory, but not so when the di culties discontinuous D or strong convection mentioned in Section 3.1 occur.
Discontinuous di usion coe cients
Consider problems with di usion coe cients that have strong discontinuities e.g., Problems 3 8 in Section 3.7. Let u l be an approximate solution of 3.2 after a smoothing step. Consider the equation on the error r l = L l e l ;
3.8 with r l the residual of u l and e l the corresponding error. The e ect of a smoothing step is smoothing of the residual. In case of continuous coe cients and a proper discretization i.e. L l is a diagonally dominant L-matrix cf. 13 , this coincides with a smooth e l , which can be approximated adequately by bilinear interpolation of a coarse grid function. Near a discontinuity of the di usion coe cients a smooth r l corresponds with an e l with discontinuous gradient, so that e l is not approximated well enough by bilinear interpolation of a coarse grid function. This leads to deterioration of the rate of convergence of standard multigrid methods. Therefore, alternative prolongations 1,7,8 and the present c hapter are needed.
Dominant convection
A dominant convection term i.e. kbkh kDk, combined with a large number of grids may also lead to deterioration of rate convergence of multigrid methods cf. 14 . To explain why, we neglect boundary conditions i.e., = R 2 and consider the constant-coe cient case i.e., L k is a Toeplitz matrix and can be represented by one single stencil. For a stencil corresponding with the operator Z we use the following notation: Z = 2 6 6 4 z 7 z 8 z 9 z 4 z 5 z 6 z 1 z 2 z 3 3 7 7 5 :
3.9
This stencil can also be identi ed with a vector z i 2 R 9 . Lemma 3.4.1 Let L k 2 R 9 be the stencil that represents L k on k , and let L k,1 be de ned by 3.4 and 3.6. Then i a matrix G 2 R 9 R 9 exists such that for all L k 2 R 9 L k,1 = GL k ;
3.10
ii an eigenvalue decomposition of G exists and reads: 1 C C C C C C C C C C C C C C C C C C C C A 
where d i is the i-th eigenvalue of G and i w i L k , where w i denotes the i-th row of V ,1 and denotes the usual inner product on R 9 .
This can easily be seen because fV ;i g i=1;:::;9 is a linear independent set of vectors and L k can be written as L k = 9 X i=1 i V ;i ; with i , i = 1 ; : : : ; 9, uniquely de ned.
Now we consider the case of a simple convection-di usion equation for which 6 = 0 and 4 6 = 0 or 5 6 = 0. Because of Remark 3.4.2 it is obvious that the co-diagonals increase rapidly as n increases and hence diagonal dominance is lost. So L k,n is dominated by the term 2 n V ;4 for increasing n. This means that smoothing methods loose their e ectiveness. The di culty s k etched in this subsection will also beovercome by means of the prolongation operator to be proposed.
Matrix-dependent prolongation

Introduction
We i n troduce the following prolongation: Because of 3.4a the stencil 3.16 also gives the weights of the restriction R k,1 at x 2 k,1 . The original matrix L l is assumed to correspond to a 9-point discretization.
Because of 3.16 and 3.4a all L k , k l, are 9-point discretizations as well. To complete the description of P k in 3.15, 3.16 we have to determine the weights a k , b k , c k , d k . This will be postponed until Section 3.5.4. Beforehand, we show i n Section 3.5.2 that a conservative discretization on grid k results in a conservative discretization on grid k,1 , provided that grid function 1 k,1 is prolongated into 1 k by P k .
In Section 3.5.3 a particular prolongation of type 3.16 is introduced for the case of L having constant coe cients. The stencil of this prolongation depends on two parameters: 2 R which makes the prolongation asymmetric in the x 1 -direction and 2 R which makes it asymmetric in the x 2 -direction the case = = 0 is the conventional bilinear prolongation. If convection is dominant, the di culty of lack of diagonal dominance of the coarse grid matrix is met by c hoosing 6 = 0 , 6 = 0 b y which automatically di usion is added to the matrix at its evaluation 3.4b this is proven by Lemma 3.5.4. Finally, in Section 3.5.4 the prolongation is presented which has been implemented into the new black-box solver. It is destined primarily for the case of discontinuous di usion coe cients. Firstly, the prolongation at the subset k;1;1 is de ned by the discrete homogeneous equation, this is done in Section 3.5.4. Secondly, the prolongation at k;1;0 and k;0;1 is de ned in Section 3.5.4. The weights of the prolongation at these points are derived as follows:
i decompose the matrix into its di usive and its convective parts; ii let 2 k;1;0 or k;0;1 be a point where a coarse grid correction has to be interpolated, then derive the di erent di usion coe cients in the neighbourhood of ;
iii based on the local character of the reconstructed di erential equation, use some heuristic arguments to nd appropriate prolongation weights at .
In Section 3.5.4 the connection is shown between the prolongation for constant coe cients de ned in Section 3.5.3 and the one de ned for variable coe cients in Section 3.5.4. Here, by Lemma 3.5.6 it becomes clear that the prolongation in Section 3.5.4 is applicable also for constant coe cients and dominant convection.
Conservation of properties of the ne grid discretization on the coarse grids
In this subsection it is shown that some important properties of L l may be inherited by L k , k l, if a condition on a k , b k , c k , d k is satis ed. For that purpose some lemmas are formulated. Proof.
Part iii and iv can easily be generalized to the following lemma. be the stencil of L k at x 2 k . Let k x = 1 j=,1 1 i=,1 L k xi; j i.e., the row sum and let 0 k x = 1 j=,1 1 i=,1 L T k xi; j i.e., the column sum. Let x 0 2 k,1 and Sx 0 = fx 0 + h k i; j j jij 1; jjj 1g. If P k 1 k,1 x = 1 for all x 2 Sx 0 , then the following holds:
i k x = 0 for all x 2 Sx 0 = k,1 x 0 = 0 ; ii 0 k x = 0 for all x 2 Sx 0 = 0 k,1 x 0 = 0 .
Proof. Similar to Lemma 3.5.2 iii, iv. 2
The properties i, iii, iv mentioned in Lemma 3.5.2 make sense e.g. for Problems 1, 4, 6 in Section 3.7, which are pure di usion problems with homogeneous Neumann boundary conditions only. By a conservative discretization, the linear systems L l u l = f l that arise have the properties: -L l is symmetric, -the sum of elements of f l vanishes, -every row sum of L l equals zero, -every column sum of L l equals zero.
For all k l, let P k be such that P k 1 k,1 = 1 k . Because of consequence i in However, all systems L k u k = f k are solvable because for each k, f k is within the range of L k , i.e., the sum of its elements equals zero. The solution is unique up to a constant. We conclude that for systems of the above-mentioned ty p e i t i s f a vourable to use prolongation which satisfy P k 1 k,1 = 1 k .
Matrix-dependent prolongation for the constant-coe cient case
Assume that L has constant coe cients; then the prolongation P k ; 2 6 6 4 ii With V de ned by 3.12,D V ,1 G; V is given by: B B B B B B B B B B B B B B B 3.28a averaging out the x 2 -dependence; c 2 a 7 + a 8 + a 9 , a 1 + a 2 + a 3
3.28b
averaging out the x 1 -dependence:
As far as possible we try to incorporate the information, gathered in 3.25 3.28, into a proper de nition of the weights a k and b k at k;1;0 and k;0;1 . The same procedure is followed in the horizontal and the vertical direction, therefore we restrict the description to the weights at k;1;0 . We simplify the notation and write for some Notice that if c 1 = 0 and = 0, then these expressions reduce to the formula given by Hackbusch 4, x10.3.1 . In the one-dimensional case, 3.29 results in I 10 k L k P k u k,1 = 0 k . With 1. and 2. in mind, we propose the following formulas for w W and w E . Let d W = maxjs 147 j; js 1 j; js 7 j; d E = maxjs 369 j; js 3 j; js 9 j; d N = maxjs 789 j; js 7 j; js 9 j; d S = maxjs 123 j; js 1 j; js 3 j; 3 , 1, 4, 7, 3, 6, 9 ; if j 7 , j , 1 , 4 , 7 ; j 7, j j 7, j, 3, 6, 9 ; if j 7 , j , 1 , 4 , 7 ; w E = 1 , w W :
The constant-coe cient case revisited Assume that L has constant coefcients with dominant convection. We pose the question how the prolongation as described by 3.23 and 3.32 behaves for this case. To answer this question it is shown that there is a link with prolongation 3.18 which could be analyzed well with respect to the procreation of coarse grid matrices. Let L k be de ned by the stencil L k 2 6 6 4 l 7 l 8 l 9 l 4 l 5 l 6 l 1 l 2 l 3 3 7 7 5 ; 3.33
Implementation and computational cost
The present black-box solver consists of a preparatory stage and a cycling stage. An outline of the cycling stage using the sawtooth schedule can be found in 12, p. 617 , 10, p. 148 . The preparatory stage is formulated as follows L l is the matrix supplied by the user: Note that the computation of coarse grid matrices Galerkin approximations is extremely e cient on the CRAY. The reason is that the performance of the CRAY i s not a ected by strides 1. The question arises how MGD9V performs in comparison with a program based on the classical bilinear prolongation and restriction. Let MGSYM denote the program equivalent with MGD9V but based on symmetric bilinear prolongation and restriction. ii the preparatory stage of MGD9V takes less than the work of 1 MG-cycle more than the preparatory stage of MGSYM;
iii for easy problems MGD9V takes the same number of MG-cycles as MGSYM, for di cult problems MGD9V takes considerably less MG-cycles than MGSYM. The rst statement i s o b vious, the third statement follows from the experimental results in Section 3.7. With respect to ii we remark that the ILLU-decompositions will cost the same in both programs, the Galerkin approximations take fewer operations in MGD9V than in MGSYM but in MGSYM no weights have to be computed.
Another 
Numerical results
In this section we demonstrate the robustness and e ciency of MGD9V and make a comparison with MGSYM see Section 3.6 and MODMG, which is a program that follows the description of Kettler cf. 7, x2.2 . Note that several of the test problems in this section are pure di usion problems with Neumann boundary conditions, a full description of the discretization can be found in 1 . This type of problem results in a linear system with a singular matrix, the system is nevertheless solvable. This phenomenon is inherited by the coarse grid systems as was shown in Section 3.5. Therefore, on the coarsest grid no direct solver can be used. Instead, 8 ILLU relaxation sweeps are applied. In the following, each test-problem is brie y described. The performance is measured by the number m of MG-cycles needed to reach a given reduction of the 2-norm of the residual, i.e., kr m k 2 kr 0 k 2 , where r k denotes the residual after k MG-cycles. All test-problems are taken from the literature, except Problem 4. For Problems 1 8 the initial guess is the zero solution, for Problems 9 11, on the inner area the initial guess is the zero solution and the initial solution on the boundary is given by the Dirichlet condition. Problem 1 Poisson. ,u = f on ; n r u = 0 o n @ Neumann; 0; 32 0; 32; f8; 8 where S UMis the sum of the o -diagonal elements and dp; q is de ned by dp; q = For the region a 31 31 grid is used. In order to be able to use 4 levels in the multigrid algorithms, virtual grid points are added to extend the grid to obtain a 33 33 grid padding. In these points the di erence stencil is given by 2 4 0 0 0 0 1 0 0 0 0 3 5 and the right-hand side is zero. Of course, these equations do not in uence the solution of the original discrete problem. Note that for MGD9V these points correspond to zero weights, so that also on the coarser grids these points do not couple with points in . Figure 3 .7. ,r Dru + u = f on ; u = 0 a t @ 1 @ Dirichlet; n r u = 0 a t @ 2 @ , @ 1 Neumann; 0; 50 0; 25 0; 25 25; 50; @ 1 f x 1 ; 25j25 x 1 50g f 25; x 2 j25 x 2 50g; D increases discontinuously from the outer shell to the inner shell with the values 10 ,4 ; 10 ,2 , 1 0 ; 10 6 , fx 1 ; x 2 = 1 0 x1,x2=24:5+2 .
With the same procedure as in Problem 6 the grid is extended by padding to a 6565 grid. , u + ax 1 ; x 2 @ u @ x 1 + bx 1 ; x 2 @ u @ x 2 = 0 o n ; 0; 1 0; 1; ux 1 ; x 2 = sinx 1 + sinx 2 + sin13x 1 + sin13x 2 o n @ Dirichlet, 10 ,5 ; ax 1 ; x 2 2x 2 , 11 , x 2 1 ; bx 1 ; x 2 2x 1 x 2 x 2 , 1:
The characteristic directions which correspond to a and b are shown in Figure 3 .9.
The problem and its discretization are the same as used by Ruge and St uben 9, p. 203 . , u + ax 1 ; x 2 @ u @ x 1 + bx 1 ; x 2 @ u @ x 2 = 0 o n ; 0; 1 0; 1; ux 1 ; x 2 = sinx 1 + sin13x 1 + sinx 2 + sin13x 2 o n @ Dirichlet, 10 ,5 ; ax 1 ; x 2 4x 1 x 1 , 11 , 2x 2 ; bx 1 ; x 2 ,4x 2 x 2 , 11 , 2x 1 :
The characteristic directions which correspond to a and b are shown in 
Conclusions
In this chapter the attention has been focussed on improving the usual geometric multigrid method for solving the linear systems that arise from 9-points discretizations of elliptic PDEs in two dimensions. Improvement i s a c hieved by automatic adaptation of prolongation and restriction operators to the particular discrete problem to be solved. Certain properties of the ne grid system are shown to be inherited by its coarse grid Galerkin approximation. The resulting code MGD9V is both more robust and for hard problems far more e cient than a standard multigrid code based on the usual prolongation and restriction obtained by linear interpolation. The cost of an MG-Cycle remains the same, and only some additional work is required in the preparatory phase. This additional work is compensated by far by the decreased number of iterations. Also, if compared with the algorithm of Kettler cf. 7 , MGD9V turns out to be an improvement. The code written in ANSI FORTRAN 77 performs well also on vector-computers and especially on the CRAY. It is di cult to make a comparison with algebraic multigrid methods. If we consider AMG01 cf. 9 , then, on the one hand, MGD9V will solve many problems from a large class including hard problems within the set-up time of AMG01. On the other hand, AMG01 is able to cope with larger stencils and irregular grids.
