We show that dominant aspects of chemical ͑particle͒ transport in fracture networks-non-Gaussian propagation-result from subtle features of the steady flow-field distribution through the network. This is an outcome of a theory, based on a continuous time random walk formalism, structured to retain the key spacetime correlations of particles as they are advected across each fracture segment. The approach is designed to treat the complex geometries of a large variety of fracture networks and multiscale interactions. Monte Carlo simulations of steady flow in these networks are used to determine the distribution of velocities in individual fractures as a function of their orientation. The geometry and velocity distributions are used, in conjunction with particle mixing rules, to map the particle movement between fracture intersections onto a joint probability density (r,t). The chemical concentration plume and breakthrough curves can then be calculated analytically. Particle tracking simulations on these networks exhibit the same non-Gaussian profiles, demonstrating quantitative agreement with the theory. The analytic plume shapes display the same basic behavior as extensive field observations at the Columbus Air Force Base, Mississippi. The quantitative correlation between the time dependence of the mean and standard deviation of the field plumes, and their shape, is predicted by the theory.
I. INTRODUCTION
Chemical transport in geological formations is often observed to be anomalous, i.e., non-Gaussian. The advance of a chemical or tracer plume is anomalous if the transport coefficients are either space or time scale dependent. Such transport has been observed frequently in field studies, where dispersion of contaminants is studied by pulse injection of a tracer into the flow field of a saturated heterogeneous or fractured formation. In a large-scale field study carried out in a heterogeneous alluvial aquifer at the Columbus Air Force Base ͑Mississippi͒, for example, bromide was injected as a pulse and traced over a 20 month period by sampling from an extensive three-dimensional well network ͓1,2͔. The tracer plume that evolved was remarkably asymmetric ͑Fig. 1͒, and cannot be described by classical Gaussian models. Tracer injection studies in well-mapped fractured formations, such as at the Stripa site ͑Sweden͒, also display a variety of anomalous, clearly non-Gaussian, types of behavior ͑e.g., Ref.
͓3͔͒.
These extensive and costly field studies are carried out because the understanding and quantification of flow and contaminant transport in fractured and heterogeneous formations is of considerable practical importance in terms of exploitation and preservation of aquifers. Particular emphasis has been placed on evaluating properties of hard rock formations as potential underground repository sites for the storage of radioactive and industrial wastes ͓4͔. As a consequence, major efforts have been devoted over the last few years to the development of realistic theoretical models capable of simulating flow and transport processes in fractured and heterogeneous porous formations. These efforts have led to significant understanding of the dynamics of flow and transport processes in these disordered systems.
Predictive capabilities related to real fractured and heterogeneous media remain, however, severely limited ͓5͔. In part, this is due to the very complex nature of fracture networks in the subsurface, which precludes complete and detailed mapping of fractures. As a result, studies must rely on extrapolation of exposed features to generate a statistical characterization of fracture systems. This analysis is demanding, as fractures exist in a broad range of geological formations and rock types, and are produced under a variety of geological and environmental processes. As a result of the variability in rock properties and structures, as well as the variety of fracturing mechanisms, fracture sizes range from microfissures of the order of microns to major faults of the order of kilometers, while fracture network patterns range from relatively regular polygonal arrangements to apparently random distributions. The hydraulic and transport properties of these formations vary considerably, being largely dependent on the degree of fracture interconnection, aperture variations in the fractures, and chemical characteristics of the fractures and host rock.
A number of recent studies have addressed theoretical aspects of anomalous transport, using a variety of stochastic treatments ͑e.g., ͓6-11͔͒. The spatial dependence of transport coefficients is usually explained as being due to permeability fields with coherence lengths varying over many scales. However, spatial variability is not in itself sufficient to explain all anomalies in plume shapes. For example, the hydraulic conductivity field at the Columbus site ͓2͔ is relatively well distributed ͑see Fig. 2 of ͓2͔͒, and the approximate diagnostic transport models used to study the plume evolution capture only some of the key characteristics. Modeling attempts to quantify tracer transport at the Stripa site ͑e.g., Ref. ͓3͔͒ have also met with limited ability to predict the full evolution of the plume.
The principal purpose of this paper is to demonstrate persistent time-dependent anomalies in a model fracture system-a well-connected network with elements of randomly varying lengths, apertures, and orientations-in which the spatial scale of observation is much greater than the element sizes. We show that anomalous time-dependent transport depends on subtle features of the random velocity distribution ⌽͑v͒, determined from steady-state flow through even simple ''homogeneously heterogeneous'' systems ͑cf. Ref. ͓12͔ for a short, preliminary version of this work͒. We then extend our analysis to field data from experiments carried out in a heterogeneous geological formation ͑aquifer͒, and find strong evidence of time-dependent anomalous transport.
In this initial application there is a strong interplay between the analytic formalism and extensive simulations of steady flow in numerical discrete fracture models ͑such as shown in Fig. 2 ; see below͒. The geometry and the velocity distribution are used, in conjunction with particle mixing rules, to map the particle movement between fracture intersections onto a joint probability density (s,t), the probability per time for a transition between fracture intersections separated by s with a difference of arrival times of t. In this mapping we retain the key space-time correlations of particles as they are advected across each segment and dispersed by the random velocity field of the network. This approach makes tractable the determination of the full evolution of the chemical density ͑plume͒, P(s,t), in large systems, in both two and three dimensions. P(s,t) is compared with many realizations of particle tracking simulations ͑PTS's͒ on the same networks used to obtain ⌽͑v͒. We also show that the key features of P(s,t) are manifest in the field observations at the Columbus Air Force Base ͓1,2͔.
The theoretical framework that enables us to advance from (s,t) to P(s,t) is based on a continuous time random walk ͑CTRW͒ formalism ͓13͔. The CTRW is capable of quantifying and predicting anomalous transport. This approach allows us to account accurately for the subtle, yet critically important, features of time-dependent chemical transport that are usually neglected.
In Sec. II, we examine chemical transport in a model that simulates steady flow and transport in two-dimensional random fracture networks, and use particle tracking to demonstrate an anomalous, time-scale-dependent, dispersion. In Sec. III, we outline the formalism of our theoretical CTRW approach, and present the transport equation that we solve for chemical migration. In Sec. IV, we analyze the fracture network model, used in Sec. II, to obtain the fracture segment and segment velocity distributions. These distributions are fit with functional forms. We use these functional forms in Sec. V to calculate (s,t), and then determine the integral transforms used in the solution of the transport equation. We then analyze the evolution of the chemical plume, P (s,t) . In Sec. VI, we compare our analytical results with the ensemble averaged particle tracking simulations on the same twodimensional random fracture networks. We also relate our analytical results to the field data of Refs. ͓1͔ and ͓2͔, mentioned above.
II. SIMULATION OF CHEMICAL TRANSPORT IN A TWO-DIMENSIONAL FRACTURE NETWORK

A. Numerical fracture network model
The numerical fracture model employed in this study ͓14͔ generates discrete fracture networks in two-dimensional rectangular regions, and solves for flow and chemical transport within these networks. The fracture networks are composed of linear, constant aperture fractures, embedded in an impermeable matrix. Fracture network realizations are generated from prescribed distributions of fracture locations, orientations, lengths, and apertures, which are assumed to be statistically independent. Fractures are generated in a region larger than the model domain, and those at the domain boundary are then truncated. This ensures that there is little decrease in fracture density near the domain boundaries. Additional details describing the method of creating the stochastic fracture networks were given in Ref.
͓14͔.
In this initial study, and following typical distributions and parameter values found in the literature ͑e.g., Refs. ͓14, 15͔͒, numerous realizations of fracture networks were generated according to ͑i͒ uniformly distributed fracture midpoints selected randomly over the entire fracture generation region; ͑ii͒ two random fracture sets, with orientations ͑relative to the horizontal hydraulic head gradient͒ sampled from Gaussian distributions with means and standard deviations of 0.0°Ϯ90°and 90.0°Ϯ90°; ͑iii͒ a negative exponential length distribution, with a mean length of 1.1 m, in a domain of size 18 m (x direction)ϫ20 m (y direction); ͑iv͒ a lognormal aperture distribution, with mean aperture of 2ϫ10 Ϫ5 m and a standard deviation of log 10 aperture of 0.2 ͑roughly equivalent to an aperture variation of one order of magnitude͒; ͑v͒ a scan-line density of 7.0 fractures per meter; and ͑vi͒ a regional applied hydraulic head gradient of 0.02. Figure 2 shows a portion of a representative fracture network generated with these parameters; it is typical of the ''reasonably well-connected networks'' used frequently in theoretical studies of fracture networks ͑e.g., Refs. ͓15,16͔͒.
In order to solve for flow and chemical transport, the fracture network is discretized into the segments between fracture intersections, with constant flow in each segment. Defining the overall flow field from left to right across the domain, all fractures and ''dangling'' segments not comprising part of the hydraulically conducting portion ͑or ''backbone''͒ of the network are removed from the domain ͑see Fig. 3͒ . Specifying equations for conservation of mass at the intersections, together with suitable domain boundary conditions, results in a set of linear equations whose solution yields the distribution of pressures at the intersections. Constant hydraulic heads are prescribed around the entire domain boundary; an applied regional head gradient is specified between the two vertical boundaries, and constant head values along the two horizontal boundaries are prescribed assuming a linear change in head between the inlet and outlet ͑vertical͒ boundaries. These boundary conditions assume that the region surrounding the model domain is homogeneous, and that flow within the domain does not influence flow in the surrounding region.
Chemical transport is modeled by use of a standard particle tracking routine. Particles move in discrete steps between fracture intersections, and the time to move is calculated from the fluid velocity within the fracture segment. Plug flow is assumed within each fracture, and important effects of diffusion and mechanical dispersion are manifested in the complete mixing of particles at fracture intersections, i.e., particles leaving an intersection are distributed randomly among outflowing fracture segments in proportion to their volume flow. Stream tube routing could also be implemented in the PTS's but is not considered at this stage ͓17͔. For each fracture network realization the statistics of a number of important properties are collected and examined, as discussed in the following sections.
B. Analysis of particle tracking simulations
We consider the overall evolution of a chemical plume as it migrates through the domain. For each fracture network realization, 5000 particles are injected into the network. We illustrate important details of the nature of the chemical transport in Fig. 4 . To minimize boundary effects and the loss of particles from the system ͑as seen in Fig. 4͒ , we must increase the domain size in both directions with increasing plume evolution time. Thus the computationally feasible size of the domain limits the times at which the plume distribution can be simulated. In the simulation results analyzed here, particles enter the system at fracture intersections lying within a small window centered at xϭ2 and yϭ10, in an 18ϫ20-m 2 domain. Note that with the exception of the illustrations shown in Figs. 2, 3, and 4, all simulations in this study used the 18ϫ20-m 2 domain. Two principal features of the chemical transport pattern can be observed in Fig. 4 . First, the transport pattern is anomalous, in that very significant quantities of particles ͑chemical mass͒ remain near the point of injection on time scales where the ''average'' mean position continually advances across the domain. Second, while these particles are held back, a finite percent of particles advances quickly across the system, well ahead of the mean. An obvious explanation is that these particles experience a higher frequency of high velocity fracture segments, along their paths, permitting the faster chemical transport. Recognition of these two features, and their interplay, which arise ͑possibly somewhat surprisingly͒ even in a relatively simple system, forms the basis for the use of the CTRW theory which we develop below.
We can further illustrate these two key features by averaging the number of particles, along the vertical (y) direction. Figure 5 presents the vertical ͑normalized͒ average of P(s,t), defined as P(x,t) ͑in arbitrary units͒ vs x ͑units of length are s o , an average distance between intersections and time s o /2v o , where v o is a characteristic velocity of the flow distribution; s o and v o will be defined more precisely below͒. The progression of the normalized plume, P(x,t), is highly non-Gaussian. The peak of the distribution remains close to the injection point, while a finite fraction of relatively fast particles continually stretches out the concentration profile. It is interesting to note that anomalous transport of this nature is well established in the electronic transport literature ͓18͔. Shapes very similar to those shown in Fig. 5 have been measured directly in amorphous chalcogenides for propagating packets of electric charge ͓19͔.
The anomalous nature of the evolving migration pattern can be demonstrated more quantitatively by calculating the mean l(t) and standard deviation (t) of the chemical plume distribution over time, P(x,t). In Gaussian transport, which is an outcome of the central limit theorem, we have l(t)ϰt and (t)ϰt 0.5 , and the position of the peak of the distribution coinciding with l(t). As we will discuss in Sec. V and VI, we find time exponents for our particle tracking simulations that are significantly different. The importance of these exponents is best discussed in the context of the theory which we now develop to account for this phenomenon. 
III. CONTINUOUS TIME RANDOM WALKS
A random walk ͑RW͒ describes the consequences of the accumulation of many random transitions between states, e.g., points in a Euclidean space or a multidimensional phase space. The transitions are generated by choosing from a specific distribution; simplicity is assured if the state of the walker is determined only by transition from its previous state ͑e.g., there are no persistent correlations between transitions͒. The choice of distribution will be our major challenge in the application described in the present study of fracture networks.
The accumulation aspect of a RW will be illustrated by a simple example: the walker makes transitions between points on a lattice at regular time intervals. Then if P n (l) is the probability that the walker is at point l after n steps ͑transi-tions͒,
where p(l,lЈ) is the transition probability for a jump from lЈ to l with
The key structure is the recursive relation in Eq. ͑1͒, and hence the accumulation of many transitions. The starting point of our RW application is a generalization of this example from discrete time n to continuous time ͑CTRW͒ with the spatial state description remaining discrete,
where R(s,t) is the probability per time for a particle to just arrive at a site s at time t, and (s,t) is the probability per time for a transition between sites separated by s with a difference of arrival times of t ͓13͔. The sites are on a lattice, and we assume periodic boundary conditions, i.e., s ϭ⌺ i s i a i , ͉a i ͉ϭa, the lattice constant, with ͕s i ͖ integers and s i ϩ j i N→s i , for arbitrary integer j's, where Na is the length of the lattice, s i ϭϪ(NϪ1)/2, . . . ,(NϪ1)/2. Continuous time introduces a subtlety which need not be considered in the example in Eq. ͑1͒. We have to distinguish now between the walker just arriving at the site and the probability of remaining at the site for a random time before the next jump. We define the analogy to P n by
where
is the probability to remain on a site and ͑͒ϭ ͚ s ͑s,͒. ͑6͒
It is important to note that advective and dispersive transport mechanisms are not separate terms in Eq. ͑3͒, but are, rather, inextricably combined. The form of Eq. ͑3͒ is that of a convolution in space and time which can be solved by discrete Fourier transform ͑F͒ and Laplace transform ͑L͒, respectively, R͑k,u ͒ϭ1/͓1Ϫ⌳͑ k,u ͔͒ ͑7͒ The total transition rate must be normalized, hence
⌳͑0,0͒ϭ1. ͑10͒
Also, from Eqs. ͑6͒ and ͑8͒,
which is the L of ͑͒. Finally, the principal object of our calculation is given by
where ␥͑k,t͒ϭL Ϫ1 ͕R͑k,u͓͒1Ϫ*͑u͔͒/u͖, using the L of Eqs. ͑4͒ and ͑5͒ and L Ϫ1 is the inverse L. The function P(s,t) describes the evolution of the chemical plume and, in principle, can be determined analytically for an arbitrary (s,t). In practice, this can be quite difficult, as it involves an inverse Laplace transform L Ϫ1 . We will describe a general method to accomplish the inversion which will be considered in detail in Sec. 5.
We conclude this section on the formal structure of the CTRW with the definition of the first passage time distribution F(s,t), which implicitly is R͑s,t ͒ϭ␦ s,0 ␦͑tϪ0
with ␦ i, j being the Kronecker delta function and ␦(tϪt o ), the Dirac delta function, or, in Laplace space,
As evinced in Eq. ͑13͒, the first passage time distribution F(s,t) appears in another integral equation for R with a straightforward meaning. We recall R(s,t) is the probability per time that the walker just arrives at s at time t but not necessarily for the first time. The walker might have visited s at an earlier time for the first time and returned, an arbitrary number of times, in the remaining tϪ, described by R(0, tϪ). The first passage time distribution F(s,t) is evaluated for the breakthrough curve for chemical transport, where s is the distance from the source to the collection plane. We note, parenthetically, that the frequent practice of measuring breakthrough curves in the laboratory by collecting samples at the outlet end of a porous medium column, and comparing these curves with a probability function, P(x,t) ͑e.g., a solution of the classical advection-dispersion equation͒, is in fact an approximation. The measured breakthrough curves should be compared with the first passage time distribution, to account correctly for the ''absorbing boundary'' at the outlet, i.e., the inability of particles to diffuse in the upstream direction once they reach the column outlet.
IV. ANALYSIS AND CHARACTERIZATION OF KEY STRUCTURE AND FLOW
While numerous studies have used fracture network models such as that described in Sec. II to examine flow and contaminant transport in fracture networks, emphasis has been placed largely on characterizing effective hydraulic conductivity and contaminant dispersion patterns, mostly under steady-state conditions. However, these previous analyses have not characterized certain key controlling factors which we have clarified in defining a suitable (s,t), the probability per time for a transition between sites separated by s and arrival times t. Hence we focused on collecting statistics on fracture segment lengths, velocity, volumetric flow rate, fracture angle distributions for fluid leaving and entering fracture intersections, aperture distributions, and joint statistics ͑correlations͒ on pairs of these parameters. After careful examination of possible subtle correlations, we identified the key controlling factors to be the segment length distribution and the distribution of fluid velocity as a function of fracture orientation ͑angle͒ with respect to the hydraulic head gradient.
For randomly generated networks such as considered here, an exponential segment length distribution is to be expected. However, this can be distorted by including in the histogram of segment lengths ever smaller differences in the numerical position of the nodes. Thus, to define the distribution to be physically realistic and practical ͑since we only distinguish different pressures at nodes beyond a certain small separation͒, the distribution should vanish as s→0. The distribution which we fit to the data is p͑s ͒ϰs 1/2 exp͑Ϫs/s o ͒. ͑15͒
Based on a set of 20 fracture network realizations, for example, we find the fracture segment length distribution to follow Eq. ͑15͒, as illustrated in Fig. 6 . The parameter s o is chosen to give the best exponential fit to the data and also the peak ͓of Eq. ͑15͔͒ close to the physically motivated cutoff at the very small segment lengths. The length scale is set by s o , and is used in Fig. 5 to define the nondimensional length x.
The most critical characterization is the flow field. We define a distribution of fluid velocities ͑leaving fracture intersections͒, ⌽(v), as a function of the fracture angle relative to the hydraulic head gradient ͑Fig. 7͒. There are two particular features of this distribution. First, as in the case of the fracture segment length distribution, the fluid velocity frequency must tend to zero, at all angles ͑except for a vanishingly small range about Ϯ90°͒, as the velocity approaches zero. Second, the velocity distribution, which is similar in shape to that of the segment lengths ͑Fig. 6͒, varies significantly as a function of the fracture angle: the distribution falls off exponentially at large v, exp͓Ϫv/v o ()͔, with a coefficient v o that is strongly dependent, while the dropoff at small v is ''soft'' ͑algebraic͒. Orthogonal to the direction of the head gradient, the velocity distribution is skewed sharply FIG. 6 . Cumulative plot of the fracture segment length distribution for 20 network realizations, and the fit with Eq. ͑15͒.
FIG. 7.
The velocity distribution within fracture segments ⌽͑v͒. ͑a͒ A compilation of data from 20 fracture network generations. ⌽͑v͒ is plotted in arbitrary units as a function of v and , the direction of v with respect to the pressure gradient, ͑negative͒ along the x axis ͑cf. Fig. 2͒ . The blank space on the right is the intersection with the vϭ0 plane. ͑b͒ The fit with Eq. ͑16͒.
toward the small velocity values. Figure 7͑a͒ is a compilation of data from 20 fracture network realizations.
We have been able to obtain a very good fit to characterize this behavior by using
where ␤, w, v o , and vЈ are parameters of the fit. The first term of the function captures the overall surface of the distribution, and the second term accounts for the two data ''spikes'' at angles roughly orthogonal to the direction of the head gradient. Figure 7͑b͒ presents an example fit of Eq. ͑16͒ to the simulation data. We note that essentially no correlation was found between fluid velocity and segment length, except that most of the unusually high velocity values were found to occur in small segment lengths. From our analyses, we also found little or no correlation between, for example, velocity and aperture, or velocity and volumetric flow rate other than an overall dependence of the velocity distribution on the aperture distribution. At each intersection there is no correlation between the branch velocities. Note that one can test for further correlations that extend beyond each fracture intersection ͑espe-cially the higher flow rates in the forward direction͒ by generalizing Eq. ͑15͒ to where ⑀() is a function of , peaked in the forward direction, and represents the small fraction of events ͓i.e., ⑀͑͒Ӷ1͔ where the particle travels farther than the average distance between intersections, Ͼs o .
V. CHEMICAL PLUME EVOLUTION USING CTRW
We now combine the CTRW formulation ͑Sec. III͒ and the functional distributions obtained from the simulation data ͑Sec. IV͒. We envision all the fracture intersections with a branch velocity v. At each such site we can evaluate the fraction f (v) of the particles entering the branch using the simple mixing rule discussed above, and we can subsequently determine the displacement from the site p(s͉v). We multiply the product of these two terms by the probability to encounter the velocity v. Hence
where C n is a normalization constant, tϭs/v, p(s͉v) is given in Eq. ͑17͒, and ⌽͑v͒ is given in Eq. ͑16͒. We first consider the contribution of f (v). The mixing rule is determined by the relative volume flow Q; for each v there is a distribution of apertures A, hence each choice of v corresponds to a range of Q(ϭAv). For a large enough range one can assume that f (v) is a slowly varying function of v, except for very low v, where it can be incorporated into the ⌽͑v͒, i.e., an effective ␤. For simplicity we choose p(s͉v) to be equal to the fragment distribution ͑15͒ ͓i.e., Eq. ͑17͒ with ⑀()ϭ0͔. The evaluation of ⑀͑͒ will be considered in future work.
The long time behavior of (s,t) in Eq. ͑18͒ is determined by the power of v in ⌽͑v͒ in Eq. ͑16͒, (s,t) →t Ϫ1Ϫ␤ , t→ϱ. The asymptotic form at large time of (s,t)
determines the time dependence of the mean position l(t) and standard deviation (t) of P(s,t) ͓20,21͔. In the presence of a bias ͑e.g., pressure gradient͒, and, for 0Ͻ␤Ͻ1,
The unusual time dependence of l(t) and (t) is the hallmark of the highly non-Gaussian propagation of P(s,t); it is a manifestation of the infinite mean ͑first moment͒ ͗t͘ of (s,t), i.e., (s,t) does not fulfill the conditions of the central limit theorem. As discussed above, this so-called anomalous dispersion has been very well documented in a large literature of electronic transport measurements in low mobility disordered semiconductors and organic films ͓18͔.
The careful determination of ␤, therefore, is an important and subtle feature of the random velocity distribution in a fracture network that has been largely overlooked. It is challenging to obtain a very narrow range of ␤ values with our simulation data ͑recall Fig. 7͒ . However, ␤ϳ0.7 was determined to fit the data well, and in Sec. VI we will show that it gives an excellent quantitative account of the l(t) and (t) of the PTS's. These results, using Eqs. ͑19͒ and ͑20͒, will be our main quantitative agreement for the PTS's.
As a first step in the explicit calculation of the analytic expression for the chemical concentration, we evaluate the Laplace transform *(s,u) of Eq. ͑18͒. We will evaluate *(s,u) by using the first term of Eq. ͑16͒ for ⌽͑v͒. 
͑25͒
by considering
using Sievert's integral ͑Ref. ͓23͔, p. 1000͒. We integrate Eq. ͑26͒ to obtain
Inserting xϭͱ and ͐ o ϱ dt K 0 (t)ϭ/2, Eq. ͑27͒ can be written as
͑28͒
The integral in Eq. ͑24͒ is of the form of a L and using general properties of a L ͑Ref. ͓22͔ p. Ϫ7u͑ln u ͒ϩO͑ u ͒. ͑31͒
The appearance of u 1/2 as leading term in the small u behavior of ⌳(0,u) derives from (s,t)ϳt Ϫ3/2 for t→ϱ.
indicates there is no finite time moment of (s,t), i.e., the density of low velocities in the fracture fragments has a strong influence on the mean time for a transition between fracture intersections. The logarithmic term derives from the specific value of 2 for the power in the exponent in Eq. ͑16͒. The accuracy of the expression for ⌳(0,u) can be determined by the large u limit. Inserting five terms of the asymptotic series for K 1 and K 0 ͑Ref. ͓23͔, p. 378͒ in Eq. ͑30͒, we find
which can be checked by an alternate expression for ⌳(0,u) derived below. We evaluate the s integral in Eq. ͑23͒ for 0; we derive
where ŝ is the unit vector ͑cos , sin ͒ and i n erfc(z) is the nth repeated integral of the complementary error function ͑Ref. ͓23͔, p. 299͒. If we set ϭ0 in ͑33͒ and use the leading term in the asymptotic series ͑Ref. ͓23͔, p. 300͒, 6!ͱe
͑34͒
we again obtain Eq. ͑32͒. The integral in the expression for ⌳(,u) in Eq. ͑33͒ has to be evaluated numerically. In addition to the asymptotic series ͑34͒, we will use the analytic properties of e As outlined in Sec. IV, the determination of the chemical concentration P(s,t) involves both an inverse Fourier transform and an inverse L, Eq. ͑12͒. The numerical computation of an inverse L is notoriously difficult. We derive a very stable form for the numerical evaluation of the inverse L with analytic continuation in the complex u plane. The function ⌳(,u) has a branch point at uϭ0, and is analytic in the cut plane, with the branch cut along the negative real u axis. The Fourier transform of P(s,t) is ␥(k,t), where ␥(0,t) ϭ1 and for k 0,
We first evaluate 
We can now numerically compute
by separating the range of integration into the parts uр1 and uу1, where the former will dominate for tӷ1. Finally, the inverse F in Eq. ͑12͒ is computed with use of fast Fourier transform ͑FFT͒ NAG routines ͓24͔. In Fig. 8 , the average ͑in the y direction͒ P(x,t) is plotted as a function of s 1 ͓or j ϭϪ(NϪ1)/2, . . . ,(NϪ1)/2͔. The average is computed by setting k 2 ϭ0 in Eq. ͑40͒ and using the one-dimensional F
Ϫ1
for Eq. ͑12͒,
͑41͒
where ϵ2͓lϪ(NϪ1)/2͔s 0 /N. We evaluate the inverse FFT, in the curly brackets, for values of Nϭ3 n , n ϭinteger.
A principal result of the CTRW theory is that the progression of the normalized concentration pulse, P(x,t), as shown in Fig. 8 , is highly non-Gaussian. The peak of the distribution remains close to the injection point and slowly decreases, while a forward front of particles, with a higher encounter rate of fast transitions, continually advances the concentration profile.
VI. COMPARISON OF CTRW, PARTICLE TRACKING SIMULATIONS AND FIELD DATA
In this Section we make a quantitative comparison of the CTRW theory with the PTS's and with the field data of Fig.  1 . We begin by observing that the shapes of the spreading pulse P(x,t) predicted by the CTRW, shown in Fig. 8 , are qualitatively the same as those of the P(x,t) found from the PTS's, as shown in Fig. 5 , modulo some statistical noise. The theoretical curves in Fig. 8 are limit distributions ͑as are Gaussians͒ in that their main features are determined by the small u limit of ⌳(0,u) in Eq. ͑31͒. These features include a peak lying close to the origin, while a tail spreads forward in response to the bias. As time progresses the distribution approaches a ''step function,'' increasingly uniform in space, with the residual position of the ''peak'' indicated by the sharp drop near the origin. This subtlety is reflected in a comparison with the data in Fig. 5 . Despite the noise due to the vertical averaging and the relatively small number of realizations, the early time distribution (tϭ20) clearly has a peak centered in the window Ϫ2ϽxϽ14 with a forward tail extending to xՇ58. The later time (tϭ50) has a less defined ''peak'' whose residual position is indicated by the upper part of the drop-off region xՇ10, which is close to the estimated peak of the early time curve. The large difference in time scales between Figs. 5 and 8 is due to the difference in ␤; ␤ϭ0.5 in the CTRW case, while, in PTS's, we found that ␤ϳ0.8 ͑cf. below͒.
A more quantitative analysis of the PTS plume behavior can be achieved, as discussed in Secs. II B and V, by determination of the behavior of l(t) and (t) as functions of time. We generated five fracture networks and calculated statistics of the evolving plumes; in each case, we introduced and tracked a large number of particles ͑5000 were found to be sufficient͒. For each fracture network generation, l(t) and (t) of the PTS's were averaged over a number of initial injection sites. Figure 9͑a͒ shows l(t) and (t) for one network generation, together with a fit to Eqs. ͑19͒ and ͑20͒ for ␤ϳ0.5 and ␤ϳ0.7, respectively. Although there is some noise in the PTS data, the sublinear t dependence of both l(t) and (t) is clear. Moreover, analysis of the PTS behavior in each of the other fracture networks demonstrated the same sublinear t dependence, but with different ␤ values in the range 0.5Ͻ␤Ͻ0.9. An average of these five realizations is shown in Fig. 9͑b͒ . Fitting these average results with Eqs. ͑19͒ and ͑20͒, we find overall exponents of ␤Շ0.9 for l(t) and ␤տ0.8 for (t); representative error bars for these averages are also shown. The scant statistics of determining ␤ from ⌽͑v͒ for each generation do not allow us to make an exact comparison with the theory. However, we note that the value ␤ϳ0.7, obtained for an averaged ⌽͑v͒ ͑recall Fig. 7͒ , is well within the error limits of agreement with the ␤ of (t) in Fig. 9͑b͒ . Moreover, given the inherent statistical noise in the relatively small fracture networks we examined, it is significant that each separate generation clearly exhibits anomalous transport.
Particle plumes migrating by Gaussian transport can be characterized statistically by the relationships l(t)ϳt and (t)ϳt 0.5 , so that l(t)/ (t)ϳt 0.5 . An extremely important distinguishing feature of anomalous transport is that, in contrast, l(t)/ (t)ϳconst. Referring to our PTS results, and in particular to the fitted ͑overall͒ exponents ␤Շ0.9 for l(t) and ␤տ0.8 for (t), we stress that the clear deviation of l(t)/ (t) from the Gaussian dependence of ͱt is a dominant signature of anomalous transport. This unusual behavior originates in the relatively small, but significant encounter of the particles with a low velocity channel that slows them down for a time much larger than a typical one ͓18,25͔. These smaller numbers of ''slow times'' can be comparable to the accumulation of typical times, and can have a large effect on the distribution of the overall motion of particles. The forward particles can eventually encounter a ''slow'' channel, thus slowing the rate of increase of the mean position, and resulting in a decreasing mean velocity. While it is not obvious, these same dynamics also dominate the standard deviation (t).
Returning now to the field observations of the tracer experiment in a heterogeneous aquifer ͑see Fig. 1͒ , we observe that the averaged tracer plume shapes are very similar to those of the CTRW and PTS plumes shown in Figs. 5 and 8, respectively. The basic observation is that the peak of the plume persists at the site of injection, and there is a progressive forward advance of tracer. The main point of our analysis is to strongly indicate that the evolution of the entire plume is governed by one mechanism. In Fig. 10 , we present a direct comparison of the advance of the measured tracer plume of Ref. ͓2͔, Figs. 7͑a͒ and 7͑e͒ , and the CTRW theory, using ␤ϭ 1 2 ͑cf. below͒, at two times. The two ͑nondimen-sional͒ times, 500 and 3775 used for the theoretical curves differ by a factor of 7.55, the same as the relative increase in tracer data from 49 to 370 days. These times yielded a good match for the mass distributions. Note that the discrepancies between the peaks in Figs. 10͑a͒ and 10͑b͒ are not significant: the sharp peaks of the tracer data are an artifact of the coarse sampling step sizes. It is important to note that our parameter fit of the theory to these data yields a value of v o Ϸ5 m/d; this estimate follows since the dimensionless time equals 2v o t/s o , and as seen from Fig. 10͑a͒ , the curve fit was obtained for the dimensionless time of 500 when t ϭ49 d, for s o Ϸ1 m. This rough velocity estimate is representative of the velocity, giving rise to typical transitions FIG. 9 . The mean l(t) ͑᭹͒ and standard deviation (t) ͑᭺͒ of P(x,t) vs t ͑units of length are s o and time s o /2v o , where all particle injection points are translated to xϭ0͒. ͑a͒ The average over initial sites of one network generation with the fit of Eqs. ͑19͒ and ͑20͒ with ␤ϳ0.5 ͑-͒ and ␤ϳ0.7 ͑---͒, respectively. ͑b͒ The average of 50 realizations with the fit of Eqs. ͑19͒ and ͑20͒ with ␤ϳ0.9 ͑-͒ and ␤ϳ0.8 ͑---͒, respectively. There is an overlap in the error widths of ␤ for l and .
͑median times͒, and not the overall mean time of the plume ͑which is lower, as expected͒. These estimates are reasonably compatible with the rough velocity estimates suggested in Ref.
͓2͔.
Given the considerable degree of uncertainty and noise in the field data ͑see Refs. ͓1͔ and ͓2͔ for a detailed discussion of the methods of sampling and data processing, and related uncertainties͒, the agreement between the field data and the CTRW theory is striking, especially in contrast to the Gaussian distribution comparison used for reference in Fig. 1 . It should be stressed that the field data represent one ''realization'' ͑although averaged in the other two spatial dimensions͒, while the theory is for an ensemble. If the experiment could have been carried out at different injection sites and then averaged, the fluctuations evident in the forward tail would have been smoother. While there is clearly not an exact one-to-one correspondence between our fracture model-which was used as the basis for the particular formulation of the CTRW model developed here-and the heterogeneous aquifer at the Columbus Air Force Base, there is at least a qualitative correspondence, wherein the preferential flow paths and high flow variability of the heterogeneous aquifer can be mapped to a series of channels or ''fractures.''
The connection between the anomalous transport measured at the Columbus field site and our CTRW framework can be strengthened further. Figure 1 illustrates a clearly anomalous transport behavior. As discussed above, we can analyze the nature of the anomalous transport by considering the behavior of l and . In Fig. 11 , we plot the measured mean displacement l and standard deviation , along the longitudinal principal axis of the tracer plume, as a function of time. The measured data are from Table 1 , snapshots 2-6, of Ref. ͓2͔; we have not included the measured values for snapshot 7 because the radical increase in values indicates either ͑i͒ the presence of larger-scale heterogeneities, which are not considered in our current theoretical development; or ͑ii͒ a considerable uncertainty in the data, similar to that in the data of snapshot 8 ͑which were discarded, as discussed in Ref. ͓2͔͒. Further discussion of this point would require a deeper level of analysis of the data, in which we are now involved.
Significantly, the behavior is clearly non-Gaussian, with exponents for both l and of ϳ0.6Ϯ0.1. This indicates that the mean longitudinal velocity of the plume, defined as v ϵdl(t)/dt, is decreasing in time ͑certainly up to 370 days͒. Moreover, note that the value of ␤ϭ 1 2 was used in the particular CTRW formulation developed here ͓see the discussion before Eq. ͑22͔͒, and in the resulting CTRW solution used for comparison in Fig. 10 . We have not tried to optimize our comparison; a value of ␤ϭ0.6 would have improved the fit.
VII. SUMMARY AND CONCLUSIONS
We have examined particle transport in a twodimensional numerical model and in an actual complex geological environment. The numerical model was constructed to emulate basic aspects of a fracture network-intersecting regions of varying lengths, oriented randomly, with different, fixed apertures and simple flow conditions. The most important findings are the nature of the low velocity tail in the velocity distribution, its interplay with the high velocity tail in the same distribution, and the resulting dominant influence on chemical transport patterns. Particle tracking in these fracture networks demonstrated the anomalous, time-dependent behavior of the plume distribution. Mapping the advective flow in each region onto a probability distribution allowed us to use the CTRW to explore the consequences of this low velocity tail on an exponential width ⌽͑v͒; we find that anomalous transport arises for an effective ␤Ͻ1. The results are less sensitive to all the other details of the system. We have introduced the CTRW as a good framework to analyze the consequences of Eq. ͑42͒; the formalism can effectively use any ͑normalized͒ (s,t). The theory has accounted for the non-Gaussian migration of a particle plume. When ␤Ͻ1, the peak of the distribution remains close to the injection point and slowly decreases ͑becoming less resolved͒, while a forward front of particles, with a higher encounter rate of fast transitions, continually advances the concentration profile. The rate of advance of the mean of the plume is proportional to t ␤ (␤Ͻ1), slower than the linear proportionality for a plume following Gaussian transport. A significant feature of the CTRW formulation is that once the underlying probability density of particle transitions, (s,t), has been defined ͓see Eqs. ͑3͒ and ͑18͔͒, the full evolution of a migrating particle plume, including first, second, and higher order moments, and spatial and temporal chemical ͑particle͒ breakthrough curves, can be calculated without the need to invoke further assumptions on the transport behavior or characteristics of the flow domain. The actual form of (s,t) can be generalized to deal with a wide variety of flow systems. As more complex flow conditions are incorporated, e.g., into each fracture element ͑cf. Ref. ͓26͔͒, the anomalous features of the transport will tend to be emphasized.
Our analysis of field data from experiments carried out at the Columbus Air Force Base is in the spirit of an ''existence proof;'' our intent was to demonstrate the existence of timedependent anomalous transport in geological formations, and to spur further study of this and other field sites. This system, an averaged three-dimensional, strongly heterogeneous, alluvial aquifer, can be rationalized to share a number of statistical similarities to the simpler two-dimensional numerical fracture model. The model can also be generalized to include an algebraic tail in the distribution of spatial features ͓an interesting use, in this regard, of the joint (s,t) is in Ref.
͓27͔͔. This statistical feature may be present in aquifer systems. The main feature, however, seems to be the same type of low velocity tail in the flow-field distribution. Thus one important question that arises is: What are the properties of a random system which result in Eq. ͑42͒? The answer to this question, and analysis of anomalous transport using the CTRW framework in other actual field systems, remain the subject of future studies.
