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Abstract
This paper considers the multi-period service scheduling problem with an aperiodic service policy.
In this problem, a set of customers who periodically require service over a finite time horizon is
given. To satisfy the service demands, a set of operators is given, each with a fixed capacity in terms
of the number of customers that can be served per period. With an aperiodic policy, customers
may be served before the period were the service would be due. Two criteria are jointly considered
in this problem: the total number of operators, and the total number of ahead-of-time periods.
The task is to determine the service periods for each customer in such a way that the service
requests of the customers are fulfilled and both criteria are minimized. A new integer programming
formulation is proposed, which outperforms an existing formulation. Since the computational effort
required to obtain solutions considerably increases with the size of the instances, we also present
a reformulation suitable for column generation, which is then integrated within a branch-and-price
algorithm. Computational experiments highlight the efficiency of this algorithm for the larger
instances.
Keywords: combinatorial optimization, multi-period problems, service scheduling, column
generation, branch-and-price
1. Introduction
In this paper we propose new and more efficient formulations and solution methods for the Ape-
riodic Multi-Period Service Scheduling Problem (A-MSSP), which was recently introduced in [13].
In the MSSP there is a set of customers who periodically require service over a finite time horizon.
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To satisfy the service demands, a set of operators is given, each with a fixed capacity in terms of the
number of customers an operator can serve per period. The task is to determine for each customer
the periods in which he will be visited by an operator, called service periods, such that the service
requests of the customers are fulfilled and the total number of operators used over the time horizon
is minimal. The set of all service periods of all customers produce a calendar for MSSP. In the
aperiodic version of the problem, the time between two consecutive services to a customer is not
fixed in advance and can be of different length. The requirement in this case is that the maximum
time between two consecutive service visits to the same customer never exceeds a given length,
which is referred to as his service interval. Thus, it is permitted to visit a customer before the end
of his service interval. If a service takes place before the end of the customer service interval, this
is referred to as an early service or early visit. In case of an early service, the number of periods
between the period where the early service occurs and the end of the customer service interval is
referred to as the earliness of the visit. The earliness of a calendar for the A-MSSP is the total
earliness of all visits scheduled in the calendar. We assume that all time periods have the same
length and that all customers have been serviced just before the start of the planning horizon.
In the A-MSSP two criteria are jointly considered for minimization: the total number of oper-
ators, and the earliness of the calendar.
The A-MSSP appears as a core component in many practical applications from very diverse fields.
An application in logistics refers to the collection or delivery of commodities, raw materials, or
waste in which customers either produce or consume these items at a given rate per period and
they can only store a certain amount at their location. The task is to determine in which periods
to service each customer such that the storage limitations at the customers are fulfilled and as
few tours as possible are needed. This problem occurs, for example, in the context of collection
and recycling of waste electrical and electronic equipment, [13]. Another application appearsin the
scheduling of preventive inspections of technical equipment, like production machines or airplanes.
For this problem, the goal is to determine a maintenance schedule while minimizing costs, [1, 2, 8].
Similar problems arise in machine replacement, where regular schedules minimizing the variability
between consecutive service periods have to be determined. In [10] the same objective is considered
in the context of waste collection for rooms in a health care facility. Closely related is the windows
scheduling problem in which transmissions of information pages have to be scheduled on broadcast-
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ing channels [3, 4]. Also related are replenishment problems in vendor managed inventory systems
with direct deliveries [6]. In these problems, each retailer faces a constant demand, the inventory
is replenished from a central distribution center and a vehicle can just visit one retailer per period.
In [21] ahead of time service visits are allowed. Other related problems arise in task scheduling and
periodic assignment problems [9, 11].
As the original formulation proposed in [13] cannot solve instances with more than 30 customers
optimally, in this paper we propose an alternative formulation in which customers with the same
service interval are grouped into classes. The new formulation is then the basis for a reformulation
suitable for column generation. In its turn, the column generation reformulation has been embed-
ded in a branch-and-price solution algorithm, which is the main contribution of this work.
Branch-and-price is a solution method in combinatorial optimization that is widely used for
solving Integer Linear Programming (ILP) problems with a large number of variables ([5]). This
method has been applied to many different combinatorial optimization problems, e.g., cutting stock,
graph coloring, routing and scheduling. For examples of branch-and price solution algorithms ap-
plied to scheduling problems the interested reader is referred to [17, 14, 16].
In this paper we present the master problem of the column generation reformulation and its
associated pricing problem, for which we propose a polynomial-time exact solution algorithm. A
comparison of the Linear Programming (LP) bounds of the proposed formulations shows that the
latter outperforms the former. The details of the branch-and-price exact algorithm for the A-MSSP
are also presented. To speed-up the column generation we apply a stabilization procedure. We
analyze three different branching strategies for the exploration of the enumeration tree as well a
procedure to handle infeasibilities in the master problem.
The rest of the paper is organized as follows. In Section 2 we recall the formal definition of the
A-MSSP and we present an alternative formulation. In Section 3 we introduce the reformulation
that is suitable for column generation, compare its LP bound to the alternative formulation, and
discuss the pricing problem necessary for the generation of columns. Section 4 describes the branch-
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and-price algorithm to solve the A-MSSP, including the algorithmic details of the implementation
as well as the procedure to obtain initial feasible solutions. The results of the computational
experiments as well as the comparison with the results of the formulation of Section 2 are shown
in Section 5. The paper ends with some conclusions.
2. The Aperiodic Multi-Period Service Scheduling Problem
We use the following notation: T is the index set of (discretized) time periods; I denotes the
index set of customers; ti is the service interval (in number of periods) for customer i ∈ I; Q is the
maximal number of customers an operator can serve per period; K is the index set of operators,
with |K| =
⌈ |I|
Q
⌉
.
In the A-MSSP the following decisions must be made: a) determine the service calendar for the
customers, i.e., the set of periods in which each customer will be served, given that the time between
two consecutive visits does not exceed the service interval, and b) assign each service period of a
customer to an operator taking into account the operator capacities. These decisions must be made
such that a convex combination of the number of operators needed and the earliness of the calendar
is minimized.
The ILP formulation for the A-MSSP that we present below is an alternative to the one pro-
posed in [13]. Its rationale is based on the observation that the service intervals of several customers
may coincide. According to the different values of the service intervals, ti, we classify customers
i ∈ I into interval classes (or simply, classes). That is, customers with an identical service interval
belong to the same class. We define J as the set of indices for the classes, where |J | ≤ |I|. For
each class j ∈ J , uj denotes the service interval for class j, i.e., the common service interval for
all customers of class j, and wj , the size of class j, i.e., the number of customers with a service
interval equal to uj . Additionally, we define the following parameters: Htj = {1, . . . ,mtj}, with
mtj = min{uj , |T |− t} denoting the number of potential periods for serving customers of class j ∈ J
after a visit in period t ∈ {0, ..., |T |−1}; ptj = min{uj , t}, the number of potential periods forserving
customers of class j ∈ J before a visit in period t ∈ T .
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Since the formulation below takes advantage of the above classes of customers, we refer to it as
the class-based formulation. We define the following sets of decision variables:
For j ∈ J , t ∈ T ∪ {0},
xtj = number of customers of class j served in period t.
For j ∈ J , k ∈ K, t ∈ T ,
ytjk = number of customers of class j served by operator k in period t.
For k ∈ K, t ∈ T ,
ztk =
 1 if operator k is used in period t0 otherwise
For j ∈ J , t ∈ {0, . . . , |T | − 1}, h ∈ Htj ,
f thj = number of customers of class j consecutively served in periods t and t+ h.
The class-based ILP formulation for the A-MSSP is the following:
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(ASc) min β
∑
t∈T
∑
k∈K
ztk + (1− β)
∑
j∈J
|T |−1∑
t=1
∑
h∈Htj
(uj − h)f thj (1)
s.t.
uj∑
h=1
f0hj = wj j ∈ J (2)
xtj =
uj∑
h=1
f thj j ∈ J, t ∈ {0, ..., |T | − uj} (3)
ptj∑
h=1
f t−h,hj = x
t
j j ∈ J, t ∈ T (4)
ztk ≤
∑
j∈J
ytjk k ∈ K, t ∈ T (5)
xtj =
∑
k∈K
ytjk j ∈ J, t ∈ T (6)∑
j∈J
ytjk ≤ Qztk k ∈ K, t ∈ T (7)
Qztk ≤
∑
j∈J
ytj,k−1 k ∈ K \ {1}, t ∈ T (8)
ztk ∈ {0, 1} k ∈ K, t ∈ T (9)
xtj , y
t
jk ∈ Z+0 j ∈ J, k ∈ K, t ∈ T (10)
f thj ∈ Z+0 j ∈ J, t ∈ {0, ..., |T | − 1}, h ∈ Htj . (11)
Objective (1) minimizes a weighted sum of the total number of operators used in the time horizon
and the total earliness. By assigning different values to β ∈ [0, 1], both criteria can be considered
within different scenarios. Constraints (2) guarantee that the first service period for customers in
class j occurs within their service interval. Constraints (3) are logical constraints, which relate the
x and f variables. Constraints (4) force that customers in class j being served in period t have a
previous service in no more than ptj periods before. Constraints (5) ensure that no idle operator
is considered as active. The rationale behind these constraints is to strengthen the formulation.
Constraints (6) guarantee that customers served in period t are assigned to some operator in that
period. Constraints (7) are capacity constraints that ensure that the number of customers assigned
to each operator in a given period must not exceed her capacity. Constraints (8) are symmetry
breaking constraints imposing that in each period operator k is not used unless operators 1, . . . , k−1
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are full, i.e., each of them has Q assigned customers. Finally, Constraints (9) enforce variables ztk
to be binary, while Constraints (10) and (11) enforce integrality on the variables xtj , y
t
jk and f
th
j .
Formulation ASc contains a smaller number of variables and constraints than formulation AS
in [13], which does not make use of the classes, but uses binary variables only.
3. Column generation formulation
In this section we propose a different formulation for the A-MSSP that is suitable for column
generation. Columns of this formulation correspond to patterns of services. A pattern is repre-
sented by a vector c = (ac1, . . . , acj , . . . , a
c
|J |) whose j-th component, a
c
j ≤ wj , indicates the number
of customers of class j that are served in a given period. C is defined as the set of all patterns c
for any period t. The cost of a pattern c ∈ C is given by nc =
⌈
1
Q
|J |∑
j=1
acj
⌉
. For each period t ∈ T ,
the number of all possible patterns is |C| =
|J |∏
j=1
(wj + 1). For the column generation formulation we
define the following sets of decision variables:
For t ∈ T ∪ {0}, c ∈ Ct,
xtc =
 1 if the pattern c is served at period t0 otherwise
Therefore, a formulation for the A-MSSP is as follows:
(MP c) minβ
∑
t∈T
∑
c∈C
ncx
t
c + (1− β)
∑
j∈J
|T |−1∑
t=1
∑
h∈Htj
(uj − h)f thj (12)
s.t.
uj∑
h=1
f0hj = wj j ∈ J (13)∑
c∈C
xtc ≤ 1 t ∈ T (14)
∑
c∈C
acjx
t
c =
uj∑
h=1
f thj j ∈ J, t ∈ {0, ..., |T | − uj} (15)
ptj∑
h=1
f t−h,hj =
∑
c∈C
acjx
t
c j ∈ J, t ∈ T (16)
xtc ∈ {0, 1} t ∈ T, c ∈ C (17)
f thj ∈ Z+0 j ∈ J, t ∈ {0, ..., |T | − 1}, h ∈ Htj . (18)
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The objective function (12) again minimizes a weighted sum of the total number of operators used in
the time horizon and the total earliness. Constraints (13) are identical to (2), and Constraints (14)
are logical constraints for the columns. Without loss of generality, we can suppose that, for ev-
ery period, a single pattern is selected. Therefore, due to the definition of the x variables, the
latter constraints also define an optimality cut for MP c. As xtj =
∑
c∈C
acjx
t
c for all j ∈ J, t ∈ T ,
Constraints (15)- (16) are the same as (3)-(4). Finally, Constraints (17) enforce variables xtc to be
binary, while Constraints (18) enforce the integrality on the variables f thj .
3.1. Comparison of formulations
Next, we compare the LP bounds of formulationsMP c and ASc. As we will seeMP c may produce
better bounds.
Proposition 1. Formulation MP c is at least as tight as formulation ASc, in the sense that the LP
bound of MP c is greater than or equal to the one of ASc.
Proof. To see that, we will prove in the following that for every feasible solution of the LP relax-
ation of MP c, (x, f), there exists a feasible solution of the LP relaxation of ASc, (x˜, y˜, z˜, f˜) whose
objective function value is smaller than or equal to the one of (x, f).
Let (x, f) be a feasible solution of the LP relaxation of MP c. Let Ct = {c | xtc > 0} and
J t = {j ∈ J | acj > 0, c ∈ C
t}, with t ∈ T . Then, we define the following vector x˜:
x˜tj =

∑
c∈Ct
xtca
c
j for j ∈ J t, t ∈ T
0 otherwise
By construction, and because (x, f) satisfies (13)-(16), it is clear that (x˜, f˜) satisfies constraints
(2) -(4).
To define the vector z˜t associated with a given t ∈ T , we set Kt = 1Q
∑
j∈Jt
x˜tj . Then:
z˜tk =

1 for k = 1 . . .
⌊
Kt
⌋
Kt − ⌊Kt⌋ for k = ⌊Kt⌋+ 1
0 otherwise
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Observe that, by construction, for each t ∈ T , we have ∑
k∈K
z˜tk ≤
∑
c∈Ct
ncx
t
c. Thus, the objective
value (1) for (x˜, f˜) is smaller than or equal to the objective value (12) for (x, f).
To define an appropriate vector y˜, we first set y˜tjk = 0, for all t ∈ T , j /∈ J t, k ∈ K. Then, we
consider the elements of J t by increasing order of their indices. Let jr be the r-th element of J t.
We define k(r) = arg min
{
k |
r∑
s=1
x˜tjs ≤ kQ
}
. Then, we define the following vector:
For r = 1:
y˜tjr,k =

Q for k < k(r)
x˜tjr −
∑
k′<k
y˜tjr,k′ for k = k(r)
0 otherwise.
For r > 1:
y˜tjr,k =

Q− ∑
s<r
y˜tjs,k for k(r − 1) = k < k(r)
Q for k(r − 1) < k < k(r)
x˜tjr −
∑
k′<k
y˜tjr,k′ for k(r − 1) < k = k(r)
x˜tjr for k(r − 1) = k = k(r)
0 otherwise.
The reader can check that above the vector y˜ is compatible with (x˜, f˜), so they jointly satisfy
constraints (5)-(8). 
3.2. The Pricing Problem
Formulation MP c has an exponential number of x variables and O(n3) variables f . The re-
striction of MP c to only a subset of x variables is called the Restricted Master Problem RMP c.
We use the following notation for the dual variables associated with the linear programming (LP)
relaxation of RMP c (LRMP c):
γt: t ∈ T , for Constraints (14).
pitj : j ∈ J, t ∈ {0, ..., |T | − uj}, for Constraints (15).
σtj : j ∈ J, t ∈ T , for Constraints (16).
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We formulate the pricing problem for finding patterns with negative reduced costs for every
period t ∈ T . The formulation uses the following sets of decision variables:
v = number of operators needed.
For j ∈ J ,
yj = number of customers of class j served.
Then, the pricing problem associated with period t is:
(
P tc
)
ztc = γ
t+ min βv −
∑
j∈J
αjyj (19)
s.t.
∑
j∈J
yj ≤ Qv (20)
yj ≤ wj j ∈ J (21)
v, yj ∈ Z+0 j ∈ J (22)
with αj = pitj + σ
t
j .
Objective (19) minimizes the reduced cost of any possible service pattern for period t relative
to the dual multipliers vector (γt, pitj , σ
t
j). Constraints (21) avoid multiple services to customers.
Constraints (20) are capacity constraints that ensure that the number of customers assigned to op-
erators does not exceed their capacity. Finally, Constraints (22) enforce integrality on the variables.
If ztc < 0, the pattern associated to the optimal solution defines a new variable, which may
improve the value of the current LRMP c. The new variable xtc is then defined by c = (acj)j∈J ,
where acj = yj , for all j ∈ J , with cost ntc = v.
Note that P tc has a very simple structure, as all y variables have the same coefficient in Con-
straints (20). Hence, those constraints basically become cardinality constraints, once the number
of operators v to be used has been fixed. Taking the objective function into account, any optimal
solution to P tc will serve as many customers as possible from classes with positive α coefficients,
and it will be customers from classes with the largest αj coefficients first. Thus, in the following
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we sort the indices of classes by non-increasing α values, i.e., αj1 ≥ αj2 ≥ . . . ≥ αjs > 0, with ties
arbitrarily broken. In particular, P tc exhibits the following properties:
1. There always exists an optimal solution to P tc where yj > 0 only if αj > 0. If yj > 0 with
αj = 0 for some j, then we can set yj = 0 without changing the objective function value.
2. We can also assume that there is an optimal solution with at most one class j for which some
but not all customers are served, i.e., 0 < yj < wj . Suppose otherwise that there exist two
such classes jl and jl′ where l < l′.Let ∆ = min{wjl − yjl , yjl′}. Then, the solution with
yjl = yjl + ∆ and yjl′ = yjl′ − ∆ is also feasible, has an objective function value that is at
least as good as the previous one and has one class less with 0 < yj < wj .
Taking into account the above properties, an optimal solution P tc can be obtained by trying to
increase the number of operators to be used one at a time. After each increase in the number of
operators, we increase the number of served customers from classes with yj < wj , starting with
class j1 and then following the ordering, until either the operator capacity is again reached or there
are no more classes with αj > 0. If this results in a solution with a smaller objective function
value, we repeat the process. If not, we undo the last increase and stop. Next, we give a formal
description of this process, see also Algorithm 1.
Let w′j , for all j ∈ J , be the number of customers of class j not yet assigned to an operator.
Initially, w′j = wj , for all j ∈ J . At each iteration we try to use a new operator and to assign up
to Q unassigned customers to her. Customers of class j are tentatively assigned according to their
ordering, starting with customers of class j1. If jr denotes the index of the last class assigned at
iteration k − 1, then the set of classes with customers that can be assigned at iteration k is given
by Sk = {q : r ≤ q ≤ l} where:
l =

s if
s∑
h=r
w′jh ≤ Q
min
{
l′ :
l′∑
h=r
w′jh ≥ Q
}
otherwise
(23)
Then, at iteration k we use a new operator and assign customers of classes in Sk to her, provided
that αjl min
{
w′jl , Q −
∑
q∈Sk\l
w′jq
}
+
∑
q∈Sk\l
w′jqαjq > β. Otherwise the process terminates and the
output is given by the set of operators in use so far, together with their assigned customers. Since
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Algorithm 1 ensures that a new operator is only used if, together with its tentative assignments,
it would improve the objective function value, it produces an optimal solution. The complexity of
Algorithm 1 is bounded by O(|J |log|J |), the time complexity of the sorting step. All other steps
can be done incrementally in O(|J |) total time.
Algorithm 1: Solution algorithm for P tc
Data: β, αj , wj , j ∈ J , K
1 sort αj1 ≥ αj2 ≥ . . . ≥ αjs > 0, breaking ties arbitrarily;
2 w′j ← wj , j ∈ J ;
3 stop ← false;
4 v ← 0; k ← 1; r ← 1;
5 while not stop do
6 if
s∑
h=r
w′jh ≤ Q then
7 l← s;
8 else
9 l← min
{
l′ :
l′∑
h=r
w′jh ≥ Q
}
;
10 end
11 Sk ← {q : r ≤ q ≤ l};
12 if αjl min
{
w′jl , Q−
∑
q∈Sk\l
w′jq
}
+
∑
q∈Sk\l
w′jqαjq > β and k ≤ |K| then
13 v ← v + 1;
14 yjq ← w′jq , q ∈ Sk \ l;
15 yjl ← min
{
w′jl , Q−
∑
q∈Sk/l
w′jq
}
;
16 w′jq ← 0, q ∈ Sk \ l;
17 w′jl ← w′jl − yjl ;
18 if w′jl > 0 then
19 r ← l;
20 else
21 r ← l + 1;
22 end
23 k ← k + 1;
24 else
25 stop ← true ;
26 end
27 end
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4. Branch-and-price algorithm
To obtain integer solutions of guaranteed optimality, the column generation algorithm is embed-
ded into a branch-and-bound search tree. A sketch of the resulting branch-and-price implementation
is presented in Algorithm 2. In order to obtain an initial feasible solution for the RMP c, we apply
an initialization phase using an adaptation of the greedy heuristic proposed in [13]. Then, at each
iteration, after solving the current LRMP c we solve the pricing problem P tc with Algorithm 1 for
all t ∈ T . For each t ∈ T with ztc < 0 we add the corresponding new column and re-optimize. When
no new columns can be found we branch. If the LRMP c resulting after branching is unfeasible, we
apply Farkas pricing [7] in order to recover feasibility at the current node. Furthermore, we apply
a stabilization procedure in order to improve the convergence of the overall algorithm. Below we
give the details for the greedy heuristic, branching rules, Farkas pricing and stabilization procedure
which are included in the branch-and-price algorithm.
Algorithm 2: Generic branch-and-price for the MP c
1 Initialization;
2 stop ← false ;
3 while not stop do
4 solve (LRMP c);
5 if (LRMP c) feasible then
6 solve (P tc ) ∀t ∈ T ;
7 if no new variables then
8 if integer solution then
9 eliminate current node;
10 if unexplored nodes then
11 select a new node;
12 else
13 stop ← true;
14 end
15 else
16 do branching;
17 end
18 end
19 else
20 solve Farkas’s pricing problem;
21 end
22 end
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4.1. Initialization
In the greedy procedure proposed in [13] we iteratively build a solution by selecting calendar-less
customers one by one and finding a best calendar for each. To find such a calendar efficiently, we
reformulate the problem for a customer as a shortest path problem in an auxiliary network which
contains the calendars of all already scheduled customers.For further details the interested reader
is referred to [13]. As we are now dealing with classes of customers instead of individual customers,
we adapt the heuristic as follows. We first sort the classes of customers by non decreasing values
of their service intervals, i.e., sj1 ≤ sj2 ≤ . . . ≤ sj|J| , then we pick the classes one by one, starting
with the class j1. For class jr, we iteratively pick the customers and find the best calendar for
each, as in [13]. An initial set of calendars now consists of all calendars used in the greedy solution,
i.e., calendars c = (ac1, . . . , acj , . . . , a
c
|J |) where a
c
j is the number of customers of class j scheduled
in period t. In addition, we included the set of calendars where customers of just one class are
scheduled, i.e., calendars c = (0, . . . , acj , . . . , 0). (Computational results show that including these
partial calendars speeds up the exploration of the search trees in 19% of the computing time.) The
initial set of columns for the RMP c then consists of all variables xtc = 1, t ∈ T , where c is a calendar
in the initial set of calendars.
4.2. Branching strategies
Several branching rules can be used to define the search tree of any branch-and-price algorithm.
General branching schemes can be found in [5, 18]. In this work, branching rules are applied taking
advantage of the specific structure of the RMP c. Observe that the optimality cut defined by
Constraints (14) can be rewritten as:∑
c∈C
xtc + v
t = 1 t ∈ T, (24)
with vt ∈ {0, 1}, t ∈ T .
Let, (x, f, v) denote an optimal solution to LRMP c. We apply three different branching strate-
gies:
BS1: Branching on variables vt. Branching on variable vt forces to decide whether or not to schedule
visits in period t. In particular, we apply the most fractional variable rule, i.e., we choose to branch
on variable vt∗ such that:
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t∗ = arg min
t∈T
{∣∣vt − 0.5∣∣} (25)
BS2: Branching on variables f thj . Since RMP
c inherits the original variables f thj , we use them in
one of the branching strategies. We again apply the most fractional variable branching rule.
BS3: Branching on xtc variables. We use again the most fractional branching rule. When branching
on an xtc variable, the structure of the pricing problem associated with time periods t′ 6= t remains
the same. Moreover, if we fix xtc = 1 then the pricing problem associated with time period t does
not have to be solved again in this branch. On the contrary, in the xtc = 0 branch it could happen
that the pricing problem for time period t produces again the same variable xtc. In such a case,
additional precautions have to be taken to avoid such a behavior. One possibility is to solve the
pricing problem using its MILP formulation (19)-(22), extended with additional constraints exclud-
ing the respective column xtc. This can be done by (i) defining additional binary variables δj , j ∈ J
to indicate whether or not yj = acj ; (ii) relating each δj to yj − acj in order to guarantee that δj = 1
if and only if yj − acj 6= 0; and, (iii) adding the constraint
∑
j∈J δj ≥ 1, to impose that at least one
component differs from that of xtc. Since the yj are general integer variables, (ii) requires, in its
turn, introducing additional variables and constraints. Indeed, the extended MILP is considerably
more involved, not only than Algorithm 1, but also than the MILP (19)-(22) without the additional
binary variables and constraints. To reduce the number of calls to the extended MILP, we first
apply the usual pricing via Algorithm 1, and only if for time period t it produces a negative reduced
cost column associated with a branching variable xtc that we fixed to zero we solve the extended
MILP.
Computational tests showed that the best performance is obtained when applying BS1, BS2
and BS3 sequentially, i.e., we explore the branching tree looking first for variables vt to branch on,
then for variables f thj , and finally for variables x
t
c. In our tests we observed that with this policy,
Algorithm 1 never produced a negative reduced cost column associated with a branching variable
xtc. Thus, in practice we never had to solve the extended MILP. This is probably due to the fact that
BS3 follows the two previous branching rules BS1 and BS2, so when this rule is applied, solutions
are almost integer.
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4.3. Recovering infeasibility
When the LRMP c resulting after branching turns out to be infeasible, we apply Farkas pricing
in order to recover feasibility by finding a new variable to add to the current RMP. Farkas pricing
reduces therefore to the standard pricing with different objective function coefficients. In particular,
the original cost coefficients are substituted by zero values and the components associated with an
extreme dual ray are used instead of the dual variables vector. Thus, for formulation LRMP c, the
Farkas pricing problem is formulated as P tc with vector (γt, pitj , σ
t
j) as the dual rays associated with
MP c’s constraints (14) (15) and (16), respectively.
4.4. Stabilization
Since the convergence of column generation algorithms can be very slow when solving the
LRMP c with the simplex algorithm, particularly for large and degenerate problems [12], several
approaches have been developed to limit the erratic behaviour of the dual variables. In this work we
apply the smoothing stabilization approach first introduced in [20] and further developed in [15], in
which just a single parameter needs to be adjusted. Let λ∗ = (γ, pi, σ) be the dual variables vector
associated with the current LMRP c. When solving the pricing problems, we use a convex com-
bination of λ∗ and the best dual multipliers found so far λ, i.e., λ̂ = ∆λ∗+(1−∆)λ, with 0 ≤ ∆ ≤ 1.
When a promising column is found relative to vector λ̂, it is added to the LRMP c only if this
column has a negative reduced cost with respect to λ∗ as well. When the dual multipliers λ̂ improve
the dual bound, we update the best known vector to λ = λ̂. For defining and updating ∆, we have
tried several strategies based on [19]. The updating of ∆ strongly depends on the relative difference
between the upper and lower bounds of the RMP (that we respectively denote by ZMP and L(λˆ)),
i.e.,
Gap =
ZMP − L(λˆ)
L(λˆ)
(26)
The strategies we have used are the following:
SS1. We set ∆ equal to a fixed value ∆fix. When Gap < ε, we stop the stabilization by
setting ∆ = 1.
SS2. We use ∆init ∈ (0, 1] as an initial value for ∆. Every time Gap < 1 − ∆init we set
∆ = 1−Gap. When Gap < ε, then ∆ = 1.
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In both cases ε is a fixed parameter that is used to stop the stabilization.
5. Computational experience
To assess the effectiveness of the branch-and-price algorithm versus the class-based formula-
tion, we ran a series of computational experiments. Since IBM ILOG CPLEX does not include
callback routines for the implementation of branch-and-price algorithms (i.e., column generation
within the exploration of an enumeration tree), we use SCIP for all experiments. This allows us
to put all experiments on an equal footing for the comparison. Both formulations AS and ASc,
and the branch-and-price algorithm based on MP c were implemented and run using SCIP 3.1.1 on
a platform with a Linux 64 bit Ubuntu 12.04 operating system, a Intel R© CoreTM i7-2600 CPU @
3.40GHz processor and 7.7 GB RAM. We use IBM ILOG CPLEX 12.5 to solve the linear program-
ming relaxations. The computing time limit was set to one hour.
We randomly generated 360 problem instances with the following characteristics. For the num-
ber of customers we chose |I| ∈ {50, 100, 200}. The respective instances are denoted by “I50”, “I100”,
and “I200”. The number of periods is related to a time horizon of one month, i.e., |T | = 30. For the
possible service intervals ti of the customers, we considered two different settings corresponding to
6 and 10 different classes in each case. The first one considers the intervals ti ∈ {3, 4, 5, 7, 11, 13}.
The second one considers the intervals ti ∈ {4, 5, . . . , 15}. We abbreviate the two settings by A, and
B, respectively. Different values Q ∈ {3, 5, 7, 10} were used for the capacity of the operators. For
each combination of values for |I| and Q and for the two different settings for the service intervals,
we generated five different problem instances by randomly determining service intervals for the
customers according to a discrete uniform distribution over the respective set of service intervals.
The resulting instances are denoted by “{A,B}_I < |I| > _Q < Q > _C < #instance >”.
For example, the first instance with 50 customers, an operator capacity of 3, and service intervals
taken from {3, 4, 5, 7, 11, 13} is denoted “A_I50_Q3_C1”. Finally, we consider four different values
for β ∈ {0.2, 0.5, 0.8, 1.0}. The extreme value of β = 1.0 was considered to analyze the effect of
minimizing the total number of operators used over all periods without penalizing earliness.
First, we tested the effect of the stabilization. For this we solved LRMP c, i.e. only the root
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node of the branch-and-price algorithm, with both stabilization strategies presented in Section 4.4.
Tables 1 and 2 summarize the comparison between the stabilization strategies SS1 and SS2 and
without any stabilization (NS). The tables report the average times (in seconds) and the average
number of generated columns over ten instances (five instances for each setting), for every size and
every value of β. For strategies SS1 and SS2 the results are presented for the best tested values for
∆fix and ∆init, respectively, which, for both types of instances, turned out to be 0.1 in both cases.
For both strategies we set ε = 0.01. In both tables, results for the best strategy for each instance
size are highlighted in bold.
As can be seen in Table 1, the effect of stabilization is not clear for the A-instances, where the
computing times indicate that it would be preferable not to apply any stabilization technique. On
the contrary, Table 2 shows that for the B-instances stabilization helps, in general, to reduce not
only the number of added columns but also the computing times. In addition, SS2 outperforms
SS1 in most cases across all types of problem instances and parameter settings. On average, SS2
obtains optimal solutions 62.6% faster than without stabilization, generating 29.6% fewer columns.
Overall, it seems that the number of classes affects stabilization more than the number of customers.
Moreover, particularly for B-instances, the performance of stabilization decreases as the number of
customers per class increases.
Tables 3 and 4 give a summary of the results for the formulation AS proposed in [13], as well as
the new formulation ASc, and the branch-and-price algorithm for the formulationMP c proposed in
this paper, for A- and B-instances, respectively. Results are presented for every value of β. Each ta-
ble displays the average values over the five instances in each group of zLP , the initial lower bounds
(LP-relaxation for formulations AS and ASc and lower bound at the root node for MP c), and UB,
the values of the best solutions found. The columns labeled Gap show the maximum values among
the five instances in the group for the percentage relative deviations of the best-known solutions
with respect to the lower bounds at termination (LB); that is, Gap = UB−LBLB 100. The average of
computing times in seconds, the number of nodes in the branch-and-bound/branch-and-price trees,
and the total number of optimally solved instances are given in columns Time, Nodes, and Solved,
respectively.
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For formulations AS and ASc we use as initial upper bounds the values of the best solutions
obtained by the greedy heuristic. The beneficial effect of adding these initial upper bounds is not
clear for AS, as it increases the computing times in 4% on average. However, the positive effect
of these initial upper bounds is considerable for ASc, as it speeds up the exploration of the search
trees in 64% on average.
Formulations AS, ASc and MP c produce the same initial lower bounds, except for β = 1.0.
For this value, MP c produces slightly better lower bounds than formulations AS, and ASc. This
similarity ends, however, when looking at the upper bounds, maximum gaps, computing times
and number of optimally solved instances for AS, ASc, and the branch-and-price algorithm. For
example, despite the upper bound provided in the initialization, formulation AS is not able to
find a feasible integer solution for larger instances (I100 and I200). In contrast to the branch-and-
price algorithm, which even finds optimal solutions for a large number of these instances. For all
size of instances, average maximum gaps are around 1.33% and 0.77% (for formulation ASc), and
0.37% and 0.16% (for formulation MP c), for A- and B-instances, respectively. In general, proving
optimality of the obtained solutions strongly depends on the instance type. For A-instances, proven
optimal solutions can be found for 0.0%, 42.5% and 75.4% of the cases for formulations AS, ASc
and MP c, respectively. For the B-instances, these percentages increase to 0.4%, 72.1% and 90.0%,
respectively.
A remarkable feature of the branch-and-price algorithm for MP c is the small number of nodes
that have to be explored in the enumeration tree. Furthermore, the algorithm is not only able to
obtain the largest number of optimal solutions in shorter computing times when compared to AS
and ASc, but it also provides the same or better upper bounds with considerable lower gaps for
instances without optimal solutions, especially for the A-instances which are the most difficult ones
to solve.
6. Conclusions
We have introduced two alternative formulations for the A-MSSP which are based on clusters of
customers with identical service intervals. One of these formulations is suitable for column genera-
tion and has been taken as the basis for an exact branch-and-price algorithm. We have presented
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the master problem as well its associated pricing problem, for which a polynomial time exact algo-
rithm has been proposed. The branch-and-price algorithm includes several features that improve
its performance. Three different branching strategies are combined and Farkas pricing is applied
when the subproblem resulting after branching becomes unfeasible. Additionally, a stabilization
procedure has been included to avoid generating a large number of columns. Computational re-
sults show not only an improvement in efficiency over the class based formulations but also the
outperformance of the branch-and-price algorithm.
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