Abstract. Given two intervals I, J ⊂ R that are either disjoint or overlap, we ask whether it is possible to reconstruct a real-valued function f ∈ L 2 (I) from knowing its Hilbert transform Hf on J. This problem has a unique answer (the nullspace is trivial) but is severely ill-posed. We isolate the difficulty and show that by restricting f to functions having their variation bounded, reconstruction becomes stable. In particular, for functions f ∈ H 1 (I), we show that
Introduction and Motivation
Hilbert transform. The Hilbert transform H :
is a well-studied unitary operator given by (Hf )(x) = 1 π p.v.
R f (y)
x − y dy, where p.v. indicates that the integral is to be understood as principal value. On L 2 (R) it could alternatively be defined via the Fourier multiplier −isgn(η). The Hilbert transform appears naturally in many different settings in pure and applied mathematics. In particular, it plays an important role in the mathematical study of inverse problems arising in medical imaging (see below for details).
Inversion problem. Given two intervals I, J ⊂ R, for which I ⊇ J, and a real-valued function f ∈ L 2 (I), when can f be reconstructed from knowing Hf on J?
It is quite easy to see that stable reconstruction is problematic (unless I ⊂ J): the possible presence of oscillations within f may lead to strong cancellation effects when paired with the convolution kernel x −1 whose singularity no longer enters into the computation for functions f supported on I\J * , where J * ⊃ J. This possibility destroys any chance for stable recovery -the problem is ill-posed. Let us first formalize this simple observation, a proof yielding a lot of additional information can also be found in a paper of the first author and A. Katsevich [3] . Proof. Let J * ⊃ J be some small neighborhood of J such that I ⊂ J * . The problem is translation invariant, assume w.l.o.g. that 0 ∈ I \ J * . Take any φ ∈ C ∞ c (I \ J * ), φ ≡ 0. Then φ x has one vanishing moment and a simple computation shows that
These examples, however, have an increasing total variation because |N φ x (N x)| T V scales like N . It is the purpose of this paper to point out that an inverse inequality is true: reconstruction becomes stable for functions with controlled total variation. While there is a variety of techniques for understanding how to bound oscillating quantities from above (i.e. stationary phase), it is usually much harder to control oscillation from below -finding sharp quantitative versions of the above statement falls precisely into this class of problems; as such, we believe it to be very interesting.
Medical imaging. The problem of reconstructing a function from its partially known Hilbert transform appears naturally in computerized tomography: assume a 2D or 3D object is illuminated from various directions by a penetrating beam (usually X-rays) and that the attenuation of the X-ray signals is measured by a set of detectors. Then, one seeks to reconstruct the object from the measured attenuation, which can be modeled as the Radon transform data of the object. If the directions along which the Radon transform is measured are sufficiently dense, the problem and its solution are well-understood (cf. [14] ). When the directions are not sufficiently dense the problem is more complicated. One such setting is the case of truncated projections and occurs when only a sub-region of the object is illuminated by a sufficiently dense set of directions.
Going back to a result by Gelfand & Graev [7] , the method of differentiated backprojection allows to reduce the problem to solving a family of one-dimensional problems which consist of inverting the Hilbert transform data on a finite segment of the line. If we knew Hf on all of R, this would be trivial as H −1 = −H. If f is compactly supported and we know Hf on an interval covering the compact support, an explicit inversion formula is known, see e.g. [18] .
Let I and J be non-empty intervals on R. There is a natural case distinction if I ⊇ J and I ⊂ J.
(1) Truncated Hilbert transform with a gap. The intervals are disjoint, i.e.
I ∩ J = ∅. Both these cases are severely ill-posed, meaning that the singular values of the underlying operator decay to zero at an exponential rate. For the asymptotic analysis of the singular value decomposition in case of the truncated Hilbert transform with a gap we refer to Katsevich & Tovbis [10] ; for the case of the truncated Hilbert transform with overlap, see [4] . The results stated in Section 2 only assume I ⊇ J, since the problem only becomes easier if we allow I ⊂ J. Comparing the two cases we consider here -the truncated Hilbert transform with a gap and with overlapone would expect that stronger results are true in the second case. A preliminary attempt at finding estimates specifically tailored to the case of overlapping intervals is presented in Section 2. 5 .
In what follows we will use the notation H T = P J HP I to denote the truncated Hilbert transform for either case. Here, P Ω stands for the projection operator onto the set Ω:
A few relations we will make use of below are the following inclusions that hold on finite intervals Ω ⊂ R :
Statement of results

2.1.
Functions of bounded variation. Our first finding establishes a stability result for functions that have bounded variation. This seems to be the appropriate notion to exclude strong oscillation while still allowing for rather rough functions with jump discontinuities. The total variation (TV) model has been studied as a regularizing constraint in computerized tomography before, see e.g. [15] . Theorem 1. Let I, J ⊂ R be intervals satisfying I ⊇ J and consider functions f ∈ BV (I). There exists a positive function h : [0, ∞) → R + such that
where |·| TV denotes the total variation of f .
for constants c 1 , c 2 > 0 depending only on I and J. The Hilbert transform is the classical example of a singular integral operator -however, if in the above we consider the (more difficult) case of I and J being disjoint, the truncated Hilbert transform turns into a highly regular, smoothing integral operator as the singularity never comes into play. These smoothing properties of the truncated Hilbert transform with a gap H T allow to approximate any function f ∈ L 2 (I) by
. This can be seen from
wherec = max x∈I,y∈J 1 |y−x| and c =c · |I|. In particular, the problem is not easier for smooth functions.
2.2.
Weakly differentiable functions. Our second statement is a quantitative version for more regular functions f . The actual regularity plays no role as the following lemma shows:
Proof. A function f ∈ BV (I) can be approximated by smooth functions in the following way [2, Section 5.1]: There exists a sequence {f n } ∈ C ∞ (I) ∩ BV (I) such that
We are seeking an approximation by smooth functions that vanish at the boundary.
2 -convergence can be obtained as follows by noting that {f n } is uniformly bounded: Suppose there exists a subsequence {f (1) implies the existence of a subsequence {f n k } of {f n } such that f n k pw − − → f almost everywhere, the dominated convergence theorem results in
We recall that for weakly differentiable functions we can actually write
and identify the total variation with f x L 1 (I) . In light of Theorem 1, the total variation seems to be the natural quantity for more regular functions to look at. However, by considering f x L 2 (I) instead, we gain access to Hilbert space techniques that allow us to prove the following statement.
Theorem 2. Let I, J ⊂ R be intervals for which I ⊇ J. Then, for any f ∈ H 1 (I),
for some constants c 1 , c 2 > 0 depending only on I, J.
Going back to physical intuition, the inequality quantifies the obvious notion that tomographic reconstruction is more difficult for inhomogeneous objects with a lot of variation of density than it is for relatively uniform objects. It remains an open question whether the inequality still holds true for an improved estimate where f x L 2 (I) would be replaced by f x L 1 (I) : a step function f , for example, can very well be approximated by smooth functions f n in such a way that (f n ) x L 1 remains controlled by the total variation of f . However, this is no longer true for (f n ) x L 2 , which must necessarily blow up. We conjecture the inequality to be true with f x L 2 (I) replaced by f x L 1 (I) or, which is equivalent, |f | TV .
2.3.
A quantitative result for functions with bounded variation. Our third result gives a suboptimal version of Theorem 2 for functions f ∈ H 1 (I) with the total variation instead of the L 2 −norm of the gradient. Note that the scaling within the exponential is now quadratic: the inequality is superior to the bound given by Theorem 2 only for functions with
The proofs of both Theorem 2 and Theorem 3 are in a similar spirit and hinge on T T * −argument in combination with an eigenfunction decomposition of T T * . The eigenfunctions are well understood, however, it is not clear to us how this information can be put to use in the most effective way: the proof of Theorem 2 uses their orthogonality and the fact that an associated differential operator is comparable to −∆ but does not rely on the asymptotic behavior of the eigenfunctions (merely on asymptotics of the eigenvalues). In contrast, the proof of Theorem 3 uses an elementary estimate adapted to the eigenfunctions and inspired from classical Fourier analysis: this estimate is sharp but not sophisticated enough to capture complicated behavior at different scales simultaneously. It is not clear to us, whether and how these arguments could be refined.
Stable reconstruction.
Theorem 3 allows for a preliminary stability estimate for the reconstruction of a solution f to H T f = g. In the application of computerized tomography one needs to solve H T f = g for a given right-hand side g. In practice, g has to be measured and is thus never known exactly, but only up to a certain accuracy. Since the range of the operator H T is dense but not closed in L 2 (J), the inversion of H T is ill-posed, see [3] . As a consequence, the solution f to H T f = g does not depend continuously on the right-hand side. Small perturbations in g due to measurement noise might change the solution completely, making the outcome unreliable.
The following corollary states that for g being the exact data, of which we only know a noisy measurement g δ and the noise level g − g δ L 2 (J) ≤ δ, stable reconstruction is possible under the assumption that the true solution f ex to H T f = g has bounded variation.
(J) ≤ δ for some δ > 0 and define the set of admissible solutions to be
δ ) tends to zero as δ → 0 (with a ratecκ/ | log δ|, wherec > 0 depends on I and J).
Thus, under the assumption that the true solution f ex to H T f = g has bounded variation, any algorithm that, given δ and g δ , finds a solution in S(δ, g δ ) is a regularization method.
2.5.
An improved estimate for the overlap case. The case of disjoint intervals I and J is the worst case scenario in terms of reconstruction from Hilbert transform data. It seems that reconstruction in the case of the truncated Hilbert transform with overlap is an easier task in the sense that one would expect the inversion problem to be more stable. The singular values decay to zero at a similar exponential rate in both cases, which is due to the fact that Hilbert transform with overlap contains, at this level of generality, Hilbert transform with a gap as a special case (as functions may be supported away on I \ J). It is this ill-posedness that in practice has led to the concept of region of interest reconstruction. Here, the aim is to reconstruct the function f only on the region where the Hilbert transform has been measured. For the truncated Hilbert transform with overlap this means reconstruction of f only on the overlap region I ∩ J.
The reason why this problem of partial reconstruction might be more stable lies in the intuitive explanation that one would expect interaction with the singularity of the Hilbert transform to be of such kind that it cannot lead to too strong cancellation. One can also consider the singular value decomposition of H T . In the case with overlap the singular values accumulate at both 0 and 1. Moreover, the singular functions have the property that they oscillate on I ∩ J and are monotonically decaying to zero on I\J as the singular values accumulate at 1. The opposite is true when the singular values decay to zero: the corresponding singular functions oscillate outside of the region of interest, i.e. on I\J and are monotonically decaying to zero on I ∩ J (for a proof of these properties we refer to [6] ). Figure 3 below illustrates the behavior of the singular functions for a specific choice of overlapping intervals I and J. Figure 3 . Examples of singular functions u n (red) and v n (blue) for the overlap case I = [0, 6], J = [3, 12] . Left: For σ n close to 0, the singular functions are exponentially small on [3, 6] and oscillate outside of [3, 6] . Right: For σ n close to 1, the functions oscillate on [3, 6] and are exponentially small outside of the overlap region.
A more precise estimate on the decaying part of the singular functions will be the subject of joint work by the first author with M. Defrise and A. Katsevich [5] . For real numbers a 1 < a 2 < a 3 < a 4 , let I = [a 2 , a 4 ], J = [a 1 , a 3 ] and let us consider the singular functions u n on I corresponding to the singular values σ n decaying to zero. Then, one can show that for any µ > 0 there exist positive constants B µ and β µ such that u n L 2 ([a2,a3−µ]) ≤ B µ e −βµn for sufficiently large index n. Exploiting this property, we can eliminate the dependence on the variation of f with the region of interest in Theorem 3: 
for some constants c 1 , c 2 > 0 depending only on I, J and J * .
The most interesting open question that remains is whether estimates of the form
are possible for a function h that shows a decay that is slower than the quadratically exponential type in Theorems 3 and 4.
Remark. 
One can then adapt the proof of Corollary 1 to obtain that the diameter of S(δ, g δ ) tends to zero as δ → 0 at a ratecκ/ | log δ|, wherec > 0 is some constant depending on I, J and J * .
The Proofs
This section contains the proofs. We note in advance that our statements for the truncated Hilbert transform with an overlap are of such kind that they follow from the corresponding statement for the truncated Hilbert transform with a gap. Since I ⊂ J, we can always find an interval J * ⊂ J such that I and J * are disjoint. Trivially, however,
Therefore, w.l.o.g. we restrict ourselves to the cases of the truncated Hilbert transform with a gap in the following proofs. The only exception is Theorem 4, where we use the properties of the case with overlap to obtain a stronger result.
Proof of Theorem 1.
Proof. The proof will proceed by contradiction. We begin with assuming the existence of a sequence f n ∈ BV (I) that has uniformly bounded variation, i.e. for some κ > 0, |f n | T V ≤ κ. In addition, suppose that f n L 2 (I) = 1 and that Hf n L 2 (J) is not bounded below, i.e.
Hf n L 2 (J) = 0.
Step 1. The first step of the proof consists of showing that these assumptions imply the uniform boundedness of f n , more precisely that the following holds:
This can be seen as follows: Suppose that for some index N and some ǫ ∈ (0, 1/ |I|), we have f n L ∞ (I) ≤ κ+ǫ for all n ≥ N . Then (by dropping the first N elements), we have found a sequence that is uniformly bounded with the above bound in (4). If such an index N does not exist, we can find a subsequence f n k such that
This together with the assumed bound on |f n | T V , requires that f n k does not change sign. Suppose w.l.o.g. that
Hence,
Step 2. This step relies on Helly's selection theorem, which is a compactness theorem for BV loc . It can be stated as follows: Let Ω ⊂ R be an open subset and f n : Ω → R a sequence of functions with
where the derivative is taken in the sense of tempered distributions. Furthermore, assume there is a point t ∈ Ω such that |f n (t)| ≤ c for some constant c > 0. Then there exists a subsequence {f n k } and a function f ∈ BV loc (Ω) such that f n k converges to f pointwise and in L 1 loc (Ω). Moreover, |f | T V ≤ lim inf n→∞ |f n | T V . As shown before, our sequence {f n } is not only bounded at one point but uniformly bounded on the interval I. Applying Helly's selection theorem implies the existence of a subsequence {f n k }, such that their pointwise limit f is in BV loc (I). Furthermore, the uniform boundedness yields that for almost any point q ∈ I
Since |f n k (q)| → |f (q)|, we obtain
for almost all q ∈ I and hence f ∈ BV (I). Moreover, the dominated convergence theorem implies that the uniform boundedness of f n k together with their pointwise convergence to f results in convergence in the L 2 -sense, i.e.
Consequently,
Combining this with (3) yields Hf L 2 (J) = 0. Lemma 3 in [3] states that if f ∈ L 2 (I) and Hf vanishes on an open subset away from I, then f ≡ 0. This contradicts the assumption f n L 2 (I) = 1 and completes the proof.
3.2. Proof of Theorem 2. This proof makes essential use of the singular value decomposition of H T . Using an old idea of Landau, Pollak and Slepian [16, 11, 12] (and later of Maass in the context of tomography [13] ) in the form of Katsevich [8, 9] , we use an explicit differential operator to establish a connection to the singular value expansion. The explicit form of the involved operators will allow us to deduce that if f x L 2 (I) is small, then there is some explicit part of the L 2 −norm of f that is comprised of singular functions associated to the largest singular values.
Proof. Let H T be as above (the truncated Hilbert transform with a gap) and assume w.l.o.g. that J = (a 1 , a 2 ) and I = (a 3 , a 4 ) (for real numbers a 1 < a 2 < a 3 < a 4 ) as well as f L 2 (I) = 1. Furthermore, let {σ n ; u n , v n } be the singular value decomposition of H T . Note that, by definition,
Following Katsevich [8] , we define the differential operator
where
Let L I be the restriction of L to the domain
and AC loc (I) denotes the space of locally absolutely continuous functions on I. Then, as shown in [8] , a commutation property of L I with H T yields that the u n 's form an orthonormal basis of L 2 (I) and that they are the eigenfunctions of L I , i.e. L I u n = λ n u n for λ n being the n-th eigenvalue of L I . In addition, the asymptotic behavior of the eigenvalues λ n of L I as well as that of the singular values σ n of H T is known. Katsevich & Tovbis [10] have given the asymptotics including error terms from which we can deduce that
where k 1 , k 2 > 0 depend only on the intervals I and J. By density, it suffices to prove the statement for functions in H 1 (I) ∩ D. Integration by parts yields that
L 2 (I) + k 3 , for some constant k 3 > 0 depending only on I and J. Altogether, we thus have
From the asymptotic behavior λ n ≥ k 1 n 2 and
we obtain the existence of a constant k 4 depending on k 3 and k 1 such that
Then, however,
Remark. The asymptotics in the results of Katsevich & Tovbis [10] are actually more precise than stated. In particular, setting I = (a 3 , a 4 ) and J = (a 1 , a 2 ) and
where 2 F 1 is the hypergeometric function, Katsevich & Tovbis derive
These results can be used to derive explicit constants k 1 , k 2 for explicitly given intervals I, J. The constants k 3 , k 4 can also be explicitly calculated and this yields explicit bounds for the implicit constants c 1 , c 2 in Theorem 2.
Proof of Theorem 3.
It is well known that smoothness of a function f : T → R translates into decay of the Fourier coefficientsf (n). This statement is usually proven using integration by parts and, in particular, f ∈ C k yields |f (n)| ≤ C f (k) ,k n −k . However, it is easy to see that for k = 1 it actually suffices to require f to be of bounded variation: this observation dates back at least to a paper from 1967 (but is possibly quite a bit older) of Taibleson [17] , who showed that
We will show the analogous statement with the Fourier system replaced by the singular functions u n -the argument exploits an asymptotic expression and, implicitly, Abel's summation formula as a substitute for integration by parts.
Lemma. There exists c > 0 depending only on the intervals I, J such that for any f of bounded variation vanishing at the boundary of the interval
Proof. We may assume w.l.o.g. by density that f n ∈ C 1 (or, alternatively, replace every integral by summation and integration by parts by Abel's summation formula). Let I = (a 3 , a 4 ) . It suffices to show that (5) ∀ x ∈ (a 3 , a 4 ) :
Once this is established (see the Appendix for the proof of the above statement), we can write
Now, for any L 2 −normalized f , the following holds:
This implies that at least half of the L 2 −mass is contained within the first N = c 2 |f | 2 TV frequencies for some c 2 depending only on c. The remainder of the argument can be carried out as in Theorem 2.
Proof of Corollary 1.
Proof. Let f 1 and f 2 be elements in S(δ, g δ ). From Theorem 3 and |f 1 −f 2 | T V ≤ 2κ, we obtain
Linearity of H T and the properties of S then yield
This gives
From this we see that f 1 − f 2 L 2 (I) has to decay to zero as δ → 0 and the following convergence rate in dependence of δ can be guaranteed:
Here,c is a positive constant depending on c 1 and c 2 and thus, on I and J.
Proof of Theorem 4.
Proof. Let I = (a 2 , a 4 ) and J = (a 1 , a 3 ) for a 1 < a 2 < a 3 < a 4 and let the subinterval J * of J be defined as [a 1 + µ, a 3 − µ] for some small µ > 0. For the two accumulation points of the singular values of H T , we use the convention σ n → 1 for n → −∞ and σ n → 0 for n → ∞. The two main ingredients that are needed for the statement in Theorem 4 are that for sufficiently large index N , there exist positive constants B µ , β µ and c depending only on I, J and µ such that the following holds for all n > N :
(
sup
These properties of the singular functions u n corresponding to singular values close to zero then allow to estimate the inner products f, u n . The proof of the second statement is outlined in the Appendix. Assuming f L 2 (I) = 1 and f vanishing at the boundary of I\J * , we obtain
for some constantc > 0 depending only on I, J and µ. The last step in the above follows from the assumption that |χ I\J * f | T V is not equal to zero. The remainder of the argument is then similar to the proof of Theorem 3. By choosing N large enough in
contains at least half of the energy of f and thus
for some constant k depending only on I, J and µ.
A remark on potential generalizations
Let I, J ⊂ R be disjoint intervals and let T :
then we would generically expect an inequality of the type
for some positive function h : R + → R + to hold true. Adapting our proof of Theorem 1 shows that this is, for example, the case when K is analytic as well as uniformly bounded away from 0 and of constant sign on the interval J − I := {j − i : j ∈ J ∧ i ∈ I}. The purpose of this section is to point out a highly specialized class of kernels for which the problem can be transformed into an analogous problem on the torus, where it is then possible to apply classical Fourier series techniques. This will then allow us to highlight a particular (and somewhat subtle) type of obstruction that has to be dealt with when attacking the original problem at a greater level of generality. 
We denote the torus of total length 4 by T 4 and define two functions obtained by putting f as well as the kernel K on the torus, i.e.
Now we can make use of a Fourier series expansion of K. The Fourier transform of the translation operator is just multiplication with a complex number of modulus 1: this means that if any coefficient in the Fourier series of K vanishes, then f can be taken in such a way that it is orthogonal to all translations and thus T f L ∞ ([2,5]) = 0. The simplest example is certainly to take K ≡ 1 and for f any function with zero mean. Note, however, that the inverse statement (6) is true as well: this is a consequence of the following folklore insight from Fourier analysis.
Proof. One direction is easy: iff (n) = 0 for some n ∈ Z, then e inx serves as counterexample. As for the other direction, suppose g ∈ L 2 (T) is orthogonal to all translations of f . Then, for any t ∈ T, by Parseval
Since x was arbitrary, this means that the Fourier series n∈Zf (−n)ĝ(−n)e int vanishes identically and sincef (−n) = 0, this implies that g = 0.
Having established this Lemma, the proof of an estimate of the type
is easy. If we take a minimizing sequence, Helly's compactness theorem implies the existence of a convergent subsequence f n k → f . Assuming the conditions to be met, the Lemma implies that the translates are dense. Then, however, it is impossible for the operator T to map f to 0 and this proves the statement.
4.2.
Conclusion. This has a series of implications: in order for an inequality of the type
to hold true at all, fine properties of the Fourier coefficients of the kernel play a crucial role. Furthermore, even assuming such an inequality to be true, the quantitative rate of decay of h will directly depend on the speed with which the Fourier coefficients decay to 0: it is thus possible to construct explicit examples of kernels K for which the associated function h decays faster than any arbitrarily given function. These are very serious obstructions for any generalized theory of bounding truncated integral operators from below if one were to hope that such a theory could be stated in 'rough' terms (i.e. smoothness of the function, L p −norms of the kernel K and its derivatives). In the example above, bounding Fourier coefficients from below seems unavoidable; perhaps the right framework is given in terms of properties of functions u in the equation
where P (D) is some pseudodifferential operator.
Appendix
Proof of Equation 5 . Here we will prove the statement ∀ x ∈ (a 3 , a 4 ) :
where u n is the n-th eigenfunction of L I to the eigenvalue λ n . For this, we make use of the asymptotic form of u n in [10] . On (a 3 , a 4 ) and away from the points a 3 and a 4 , the function u n can be approximated by the Wentzel-Kramers-Brillouin (WKB) solution. More precisely, defining ǫ = ǫ n := 1/ √ λ n , it is true that for any sufficiently small δ > 0, the representation of u n in the form
and some positive constant K depending only on a 1 , a 2 , a 3 , a 4 . Having this, we start by estimating
We do this by first introducingũ n (z) = (−P (z)) −1/4 u n (z), for which
and hence
It is known from the asymptotics derived in [10] that
Thus, there exists a constantc 1 depending only on a 1 , a 2 , a 3 , a 4 such that
We can use this together with integration by parts to find an upper bound on the above expression withũ n replaced by u n :
for some constant c 1 that depends only on the points a i . Here we have used that d dz (−P (z)) 1/4 changes sign exactly once within (a 3 , a 4 ) and with that
What remains to be shown is the estimate for the contributions close to the points a 3 and a 4 . Since the asymptotic behavior of u n at a 4 is identical to its behavior at a 3 , it suffices to find an upper bound on
On this interval, [a 3 , a 3 + O(ǫ 1+2δ )], the eigenfunctions u n can be approximated by the Bessel function J 0 . For this, we define the variable t = (a 3 − z)/(ǫ 2 P ′ (a 3 )). Then, the asymptotic behavior of u n has been found to be
The first integral in the above sum is bounded, thus
To find an upper bound on the remaining integral, we first estimate it by
Next, we make use of the asymptotic form of J 0 for t → ∞:
For sufficiently large T , we can write
where the second inequality is obtained by explicit evaluation in Mathematica. This yields
and consequently, there exists a constant c 2 such that (10)
Altogether, this implies the existence of a constant c for which
Proof of Relation (2) in 3.5. Here, we show the extension of the above to the case with overlap, for which the inequality for σ n → 0 (or equivalently λ n → +∞) states that for all x ∈ [a 3 − µ, a 4 ]:
As before, we define ǫ n = 1/ √ λ n and omit the index. For sufficiently large n, the WKB approximation is valid on [a 3 − µ, a 3 − O(ǫ 1+2δ )] and is given by
for the same constant K as in the proof of (5) . With this pointwise decay of u n that is exponential in n, one easily sees that for x ∈ [a 3 − µ, a 3 − O(ǫ 1+2δ )] the integral | x a3−µ u n (z)dz| decays faster than O(1/n). Next, we consider x ∈ [a 3 − O(ǫ 1+2δ ), a 4 ]. We distinguish different cases in which we can split the integrals as follows: The last inequality relies on a property of the singular functions u n that is referred to as transmission conditions (see [3] for details). Roughly, it states that the parts of u n on regions of size O(ǫ 1+2δ ) from the left and from the right of the point of singularity a 3 are the same as they approach the limit to a 3 . If we consider the last inequality in the above, we see that the first term on the right-hand side decays at least of the order O(1/n) by the first part of the proof. The same holds for the third term by applying the proof of Equation 5 from before. Thus, what remains to be shown in all three cases is that for somec > 0. For this, we can proceed in a similar fashion as in the proof of Equation 5 , where in (10) the same was proved but for u n being approximated by the Bessel function J 0 on this region. Here, in the case of overlapping intervals I and J, u n close to a 3 is no longer a bounded function but can be approximated by a linear combination of the Bessel functions J 0 and Y 0 . More precisely, substituting t = (a 3 − z)/(ǫ 2 P ′ (a 3 )) yields, Using the results from the proof of Equation 5 for the terms involving J 0 , this simplifies to
The first integral on the right-hand side of the above is bounded, since for small arguments z, Y 0 (z) ∼ 2 π ln(z). For the second integral, the same argument as for J 0 in (7)- (9) holds, but only replacing the asymptotic form (8) by
This then allows to state that 
