Abstract-In this paper, the concept based on entropy analysis is proposed. To determine the attribute weights under the conditions that the attribute weights are completely unknown. Furthermore, in order to make a decision or choose the optimum alternative, Using entropy analysis method attribute weights are completely known. To take a decision or choose optimal alternative we proposed the vertex distance method and calculate closeness for obtaining best ideal alternative solution. Compare this method using Additive Utility Function to check the feasibility and validity of the proposed study. Finally, a numerical example has been provided to illustrate the solution procedure on the proposed method.
Introduction
Multiple attribute decision making (MADM) is dealing with the problem of choosing the most desirable alternative that has the highest degree of satisfaction from a set of alternatives in regard to their attributes [1, 4, [6] [7] [13] [14] [15] . There are complex MADM problems which involve both quantitative and qualitative attributes as well as various types of uncertainties. A fuzzy entropy measure is employed to partition the input feature space into decision regions and to select relevant features with good separability for the classification task. The proposed feature selection method based on the fuzzy entropy increases the classification rate by discarding noise-corrupted, redundant, and unimportant features. Firstly, we use a fuzzy entropy measure instead of fuzzy rules to reflect the actual distribution of classification patterns by computing the fuzzy entropy of each feature dimension. The decision region can be tuned automatically according to the fuzzy entropy measure. We propose an efficient method for selecting relevant features based on fuzzy entropy. Our proposed fuzzy entropy is derived from Shannon's entropy [12] . This concept has been defined in various ways and generalized in different applied fields, such as Communication theory, Mathematics, Statistical thermodynamics, and Economics [5, 9, [11] [12] . Shannon contributed the broadest and the most fundamental definition of the entropy measure in Information theory. Entropy is a measure of the amount of uncertainty in the outcome of a random experiment, or a measure of the information obtained when the outcome is observed. The proposed method is based on entropy analysis to determine the attribute weights under the conditions that the attribute weights are completely unknown. The variables in decision matrix are expressed by means of triangular fuzzy numbers. We construct an optimization model by transforming the utility for each alternative into a real-valued function. Furthermore, in order to make a decision or choose the optimum alternative, an entropy analysis method is presented under the assumption that attribute weights are known fully. Then Vertex distance method is proposed to calculate closeness of best ideal alternative solution. The present study has only precise values for the performance rating and for the attribute weights which are calculated from subjective approach. After that, additive utility function is used and considers subjective weights calculated from the above model to obtain best alternative solution. Finally, a numerical example is taken to further verify the validity and the feasibility of the proposed method.
The fuzzy MADM problem
In this paper, the triangular membership function has been used and it is defined as follows:
The triangular fuzzy number A % is defined as combination of (a, b, c), its relative function is defined as Zimmermann [16] : 
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Where, . (2) and (3), according to the operational laws of triangular fuzzy variables we can obtain the following conclusions: 
Then the fuzzy MADM addresses the problem of ranking alternatives or choosing the most desirable alternative among the finite set of alternatives based on the normalized decision
Entropy based Ideal solution Method
Here, proposed method is to calculate the precise performance rating to an alternative for the consideration. = % be two triangular fuzzy numbers, then the vertex method is defined to calculate the distance between them, the Euclidean distance by Chen [3] . Then normalized fuzzy decision matrix is calculated by using Eq. (2)- (3) can be represented as below
The weighted fuzzy normalized decision matrix is shown as Eq. (6 
Given the above fuzzy theory, the proposed method is defined as follows:
Step 1: Choose the triangular rating ( ij x % , i =1,2,…,m, j =1,2,…,n) for alternatives with respect to criteria and the weights are consider from the entropy analysis j w %, j =1,2,…,n) to the criteria. Shannon's Entropy [12] , which demonstrates that a broad distribution represents more ambiguity than does a sharply peaked one is applied to determine the objective weight in our study. As we know, entropy theory is an important theory to study the problem of uncertainty. Entropy weight is a parameter that describes how much different alternatives approach one another in respect to certain attribute. The greater the value of the entropy, the smaller the entropy weight, then the smaller the differences of different alternatives in this specific attribute, and the less information the specific attribute provides, and less important this attribute becomes in the decision making process. For crisp numbers, the calculation of the entropies is very straightforward. Usually we will use the following formula:
Where K is a constant. While for fuzzy numbers, we can not use the above formula to calculate the entropies of fuzzy numbers directly. Generally, we would first transform the fuzzy numbers into crisp numbers, and then calculate their respective entropies. Although there are many methods to transform fuzzy numbers, most of these methods did not take into account the decision maker's preferences for the degree of uncertainties. A formula that took into account these factors:
If ij x is triangle, then formula (6) and (7) by Lee and Li [10] can be simplified as: represents the decision maker's uncertaintyaversion coefficient, when β > 0, the decision maker is uncertainty-averse; when β < 0, the decision maker is loving; and when β = 0, the decision maker is uncertainty neutral.
Next, normalize ( ) ij F x according to the following equation:
Then, the fuzzy entropies of the attributes can be calculated with the following:
Now, calculate the fuzzy entropy weight the following equation:
Step 2: Construct the weighted normalized fuzzy decision matrix. The weighted normalized value V % is calculated by Eq. (6).
Step 3 We consider another method i.e. the additive utility function is proposed. This method is compared with the above proposed method. After calculating the utility values to determine the most preferred alternative or rank alternatives in descending order. Also we take entropy weight for calculating fuzzy utilities of the alternatives according to the following equation:
The decision makers use the triangular variables to evaluate the importance of attributes and the rating of alternatives with respect to various attributes. Finally, we check the feasibility and validity of the Entropy based Ideal solution method with additive utility function method.
Numerical example
To illustrate the proposed method for the MADM problem a case study of solving distribution center location in logistics systems is taken. For the logistics system, location of distribution center is one of the most important components. In order to select the proper distribution center, a logistics company considers four possible alternatives denoted as A1, A2, A3, A4. Moreover, the main attributes influencing distribution center location involve: C1-service level, C2-social benefit, C3-natural environment, C4-public infrastructure, C5-cost, where the attributes C1, C2, C3 and C4 are benefit attributes, and C5 attribute is cost attribute. The fuzzy ratings of alternatives
are evaluated by decision maker and form the decision matrix X given below: Table 1 -Decision matrix X 
First, we normalize the decision matrix X into the corresponding matrix R by using the formulas (2) and (3), then the normalized decision matrix R is given in Table 2 . Table 2 -Normalized decision matrix R 
By using equation (8), let β = 2, we get ( ) ij F r as: Table 3 0 
After simplifying equation (13) and (14) A .
Conclusion
Here, we have proposed the Entropy based Ideal solution method for the MADM problem, in which the preference values take the form of triangular fuzzy numbers, and attribute weight values are completely unknown. Entropy analysis of fuzzy variables is used to determine attribute weights. Then, additive utility function has been used for ranking alternatives. Then proposed approach has been used to select the location of distribution center in logistics systems. Among the four alternatives available the best alternative is found 2 A . After comparing these two methods we get the same result i.e., the best alternative is found 2 .
A But as compared Entropy based Ideal solution method with additive utility function the proposed approach is more useful to solve the subjective closeness towards the problem. Entropy based Ideal solution method is used to increase the closeness to the best alternative selection. In future, one may use this method to develop large scale problem at various stages in industrial sector.
