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P -values have been the focus of considerable criticism based on
various considerations. Still, the P -value represents one of the most
commonly used statistical tools. When assessing the suitability of a
single hypothesized distribution, it is not clear that there is a better
choice for a measure of surprise. This paper is concerned with the
definition of appropriate model-based P -values for model checking.
1. Introduction. The use of P -values is common in statistical practice.
Despite this, it is reasonable to say that the logical foundations for the P -
value are somewhat weak. This has lead to a variety of criticisms of P -values
and even to doubts as to their correctness; see, for example, the discussions in
[3–5, 9, 12, 13] and [15]. For example, [9] is concerned with the use of the 5%
cut-off as a standard for determining whether or not a result is “significant,”
while [3] and [4] argue that frequentist P -values can be misleading.
While various arguments have been advanced for alternatives to P -values,
there are situations where the use of P -values seems unavoidable. One such
context arises with model checking, where we have observed data x0 ∈X and
want to assess whether or not x0 is a plausible value from a fixed probability
measure P . For example, in model checking, P could arise as the conditional
distribution of the observed data given a minimal sufficient statistic or as
the distribution of an ancillary statistic such as a function of residuals. If
the P -value leads us to doubt that x0 could have arisen from P , then we
also have reason to doubt the underlying statistical model.
So, the basic problem we consider is to determine a measure of how sur-
prising the observed value x0 is as a possible value from P . A common ap-
proach to this is to say that we need to prescribe a real-valued discrepancy
statistic T :X → R1, so that, in some sense, T (x) measures how divergent
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2 M. EVANS AND G. H. JANG
the value x is, and then to compute the P -value
P (T (x)≥ T (x0)).(1)
If (1) is small, then we are lead to doubt P . In general, no guidance is
provided as to how the statistic T is to be chosen with respect to P . For
example, we do not have a likelihood ratio available in this situation as a
possible choice of T . Further, it can be noted that some restrictions on T
are necessary if (1) is to have an appropriate interpretation. In particular,
the right tail of the distribution of T should be the only region that has
relatively low probability. Otherwise, we could have a value of T (x0) in the
left tail of the induced measure PT or near a shallow anti-mode of PT , that
leads to a reasonable value of (1)—and yet T (x0) could still be considered
as surprising.
In the case where T has a discrete probability distribution, there is a
natural definition of a P -value that avoids these problems, namely,
P (pT (T (x))≤ pT (T (x0))),(2)
where pT is the probability function of PT . In this case, we see that (2) is
the probability of obtaining a value of T with probability of occurrence no
greater than the probability of what was actually observed. If this probabil-
ity is small, then T (x0) is a surprising value. We immediately see that (2)
will identify values of T in either tail, or near shallow anti-modes, as being
surprising. In fact, there is no need to require that T be real-valued for (2)
to make sense.
While (2) seems like a very natural definition, a serious problem arises
when we attempt to generalize this to the situation where the distribution
of T is absolutely continuous, say with density fT with respect to some
support measure on the range space T of T . Intuitively, we would like to
use the analog of (2) given by
P (fT (T (x))≤ fT (T (x0))).(3)
But now suppose that we have a 1–1, smooth transformation W :T → T .
The density of W is fW (w) = fT (W
−1(w))JW (W
−1(w)), where JW (t) is the
reciprocal of the Jacobian determinant of W at t. The P -value based on the
density ofW is P (fW (W ◦T (x))≤ fW (W ◦T (x0))) = P (fT (T (x))JW (T (x))≤
fT (T (x0))JW (T (x))) and it is clear that, unless JW (T (x))) is constant, this
will not equal (3). In fact, these values can be quite different. We refer to
this as the noninvariance of the P -value given by (3).
It is the goal of this paper to provide a definition of a P -value for the
absolutely continuous case that is invariant, one which proceeds logically
from the natural definition in the discrete case as given by (2). We base our
argument on the intuitively reasonable idea that any absolutely continuous
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model is, in fact, an approximation of an underlying model that is discrete,
as it is based on a measurement process for a response that has finite ac-
curacy. When we take this approximation into account and adjust for any
volume distortions induced by transformations such as discrepancy statistics
T , we are led to an invariant P -value. The central idea is that we do not
want inferences in statistical problems to be based on changes in volume as
induced by transformations and so we must adjust the density fT appropri-
ately in (3) to avoid this. We provide the basic definition and argument in
Section 2, along with examples that support our approach. In Section 3, we
apply these results to model checking problems. In Section 4, we draw some
conclusions.
2. A general P -value. To start, we consider a response x taking values in
an open subset X of Rk and develop an appropriate P -value when T (x)≡ x.
We suppose that the probability measure P has density f with respect to
support measure µ on X .
In measure-theoretic terms, a density f , with respect to a support measure
µ, is seen simply as a device to compute probabilities. In statistical contexts,
however, a density plays a somewhat more significant role. For example, if
f(x1) > f(x2), then we want to say that the probability of x1 occurring is
greater than the probability of x2 occurring. For this to hold, we cannot
allow f to be defined in an arbitrary fashion. In effect, we need to have
that P (A)/µ(A)→ f(x) as the set A converges to {x} since this implies
that P (A) ≈ f(x)µ(A) when A is close to {x}. Further, to compare the
probabilities of two points x1 and x2, we need Ai → {xi} with µ(A1) =
µ(A2) and then, for example, we can say that the probability of x1 occurring
is greater than the probability of x2 occurring when f(x1) > f(x2). The
mathematics of making this precise is discussed in, for example, [14], under
the topic of differentiating one measure with respect to another.
It seems natural to choose µ= µk, where µk is Euclidean volume on X , as
it weights sample points equally and so f(x) expresses the essence of how the
probability measure is behaving at x. This is analogous to using counting
measure as the support measure in the discrete case since f(x) then has a
direct interpretation as the probability of x.
We now consider the essential discreteness of the observational process.
Suppose that this translates into a value x lying in a set Bn(x) such that
{Bn(x)x :x ∈X} forms a partition of X with µk(Bn(x)) finite and constant
in x and such that Bn(x) shrinks “nicely” (see [14]) to x as n→∞. We then
have that P (Bn(x))/µk(Bn(x))→ f(x) as n→∞ as long as f is continuous
at x. So, for n large, P (Bn(x))≈ f(x)µk(Bn(x)) and f(x) serves as surrogate
for the probability of x, at least when we are comparing the probabilities of
different values of x occurring. Note that the constancy of µk(Bn(x)) in x
is necessary for this interpretation of f(x). As a particular example of this,
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suppose that X =R, that we partition R1 using {((i−1)/n, i/n] : i ∈Z} and
that Bn(x) is the set ((i− 1)/n, i/n] that contains x.
Rather than observing x, the essential discreteness of the problem means
that we will observe some xn(x) ∈ Bn(x) and the probability of observing
xn(x) is P (Bn(x)). Note that, implicitly, x0 is one of the values assumed by
xn. Then, for the discrete response variable xn, the appropriate P -value (2)
is given by ∑
{xn(x) : P (Bn(x))≤P (Bn(x0))}
P (Bn(x)).(4)
We then want to show that (3), with fT = f , approximates (4).
While such a result seems intuitively plausible, a general proof is not
straightforward. We require some regularity conditions as we cannot expect
such an approximation to hold if we allow f and the partition {Bn(x) :x ∈
X} to be too general. For this, we use the theory of contented sets and
functions, as discussed in [10], where it is used to develop the Riemann in-
tegral. Essentially, a bounded set A is contented if its µk-measure can be
approximated arbitrarily closely by the µk-measure of a finite union of dis-
joint rectangles contained in A and also by the µk-measure of a finite union
of disjoint rectangles containing A. A bounded function f with compact
support is contented if it can be approximated arbitrarily closely by step
functions based on contented sets. Further, we say that a function f is lo-
cally constant at x if we can find an open set containing x on which f is
constant. For x0 ∈X , let LC(x0) = {x :f(x) = f(x0), f is locally constant at
x}. In [6], we provide the proof of the following result.
Theorem 1. Suppose that:
(i) X is a contented subset of Rk with positive content;
(ii) Bn(x) is a rectangle containing x with µk(Bn(x)) finite and constant
in x and such that Bn(x) shrinks nicely to x as n→∞;
(iii) {Bn(x) :x ∈Rk} forms a partition of Rk with {Bn+1(x) :x ∈Rk} a
subpartition of {Bn(x) :x ∈Rk} and supx∈Rk diam(Bn(x))→ 0 as n→∞;
(iv) f is a continuous density function on X with f−1A contented for any
interval A and such that LC(x0) is contented with µk(f
−1f(x0)∩LC(x0)c) =
0.
Then (4) converges to P (f(x)≤ f(x0)) as n→∞.
Theorem 1 gives conditions under which the appropriate discrete P -value,
in the sense that we will always be measuring x to some finite accuracy, is
indeed approximated by the continuous version given by P (f(x)≤ f(x0)).
Although the result will hold under weaker conditions, for example, we could
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allow f to be piecewise smooth and allow for more general sets than rect-
angles in {Bn(x) :x ∈Rk}, the conditions specified seem to apply in typical
applications. For a specific example where P (f(x)≤ f(x0)) fails to provide
an approximation to (4) and where f is a continuous density, see [6]. Basi-
cally, the approximation can fail when f is too oscillatory so that (iv) does
not hold. The example indicates, however, that this is more of a mathemat-
ical pathology than something we would encounter in a typical application.
Condition (iv) can be substantially weakened if P (f(x) = c) = 0 for every
c. In general, the distribution of f(x) can have a discrete component, but
our conditions imply that this can only arise by f being constant on sets
where it is locally constant. Also, Theorem 1 requires that the accuracy of
the discretization is effectively the same across the sample space. In certain
situations, we may want to allow this accuracy to vary across X so that we
could obtain a different approximation to (4), but we do not pursue this
issue further here.
We now consider basing the P -value on a general discrepancy statistic T .
The question then is: given the discretization on X as determined by the
measurement process, how should we take this into account? For, even if T
is 1–1, it will give rise to volume distortions and we do not want these to
affect our P -value.
Suppose, first, that X and T are open subsets of Rk and that T is 1–1
and smooth. A partition element Bn(x)⊂X with measure µk(Bn(x)) is then
transformed into TBn(x) with measure µk(TBn(x)) = µk(Bn(x))J
−1
T (x
′) for
some x′ ∈ Bn(x), while the density of the transformed response with re-
spect to µk is fT (t) = f(T
−1(t))JT (T
−1(t)). Accordingly, we cannot use
the P -value PT (fT (t)≤ fT (t0)) to assess whether or not t0 or, equivalently,
x0 = T
−1(t0) is surprising since the density fT (t) depends on volume dis-
tortions and the sets TBn(x) are no longer necessarily of equal volume.
There is clearly an easy fix for this, however, as we simply correct for this
volume distortion and then PT (fT (t)/JT (T
−1(t)) ≤ fT (t0)/JT (T−1(t))) =
P (f(x) ≤ f(x0)). With this refinement, (3) becomes invariant under 1–1,
smooth transformations of the response x, that is, we retain as part of the
problem prescription how the continuous probability model is approximating
an essentially discrete response.
In general, however, T will not be 1–1. Suppose, then, that X is an open
subset of Rk and T is an open subset of Rl, where l ≤ k. Let fT denote
the density of PT with respect to µl and suppose that this is continuous.
Suppose that T is sufficiently smooth so that for each t ∈ T , the set T−1{t}
is a smooth manifold with volume measure on T−1{t} denoted by νt. As a
simple example of this, suppose that T (x) = x21+ · · ·+ x2k so that T−1{t} is
a sphere of radius t1/2, centered at the origin and νt is surface area measure.
If T is 1–1, then T−1{t} is a 0-dimensional manifold and νt is counting
measure.
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Results in [16] show that, in general,
fT (t) =
∫
T−1{t}
f(x)|det(dT (x) ◦ dT ′(x))|−1/2νt(dx),(5)
where dT is the differential of T . Formula (5) directly shows how fT is af-
fected by volume distortions. For, at x ∈ T−1{t}, the contribution to the den-
sity value fT (t) is distorted by the factor JT (x) = |det(dT (x) ◦ dT ′(x))|−1/2.
Accordingly, just as we do in the 1–1 case, we adjust the integrand in (5)
by dividing by the factor JT (x) to obtain
f∗T (t) =
∫
T−1{t}
f(x)νt(dx)
as the appropriate density to use. A simple example of this occurs when T
is k-to-one, so T−1{t} = {x1(t), . . . , xk(t)} for each t. Then νt is counting
measure and, by (5), fT (t) =
∑k
i=1 f(xi(t))JT (xi(t)). In this case, we have
that the corrected density is f∗T (t) =
∑k
i=1 f(xi(t)) and this equals f(T
−1(t))
when k = 1. In general, we see that f∗T is the density of PT with respect to the
measure (fT (t)/f
∗
T (t))µl(dt) and the ratio fT (t)/f
∗
T (t) measures the effect
of the volume distortion induced by T on the density fT .
We then compute the P -value
PT (f
∗
T (t)≤ f∗T (t0)) = P (f∗T (T (x))≤ f∗T (T (x0)))(6)
to assess whether or not t0 = T (x0) is a surprising value from PT . This P -
value depends only on the density assignment f on the original response
space, which is determined by how we are approximating an essentially dis-
crete response, and the preimage sets of T .
We have the following simple, but significant, result for (6).
Theorem 2. If X is an open subset of Rk, T :X →T is onto with
T ⊂ Rl open and T is sufficiently smooth, then the P -value given by (6)
is invariant under 1–1 smooth transformations on T .
Proof. Suppose that W is a 1–1, smooth transformation defined on T
and that w=W (t). Then (W ◦T )−1{w}= T−1{t} and f∗W◦T (w) =
∫
T−1{t} f(x)×
νt(dx) = f
∗
T (t). 
We now consider some examples and note that these support (6) as the
appropriate definition of an invariant P -value.
Example 1 (PT is discrete). First, suppose that P is discrete on count-
able X . Then νt is counting measure on T−1{t}, JT (x) ≡ 1 and, therefore,
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f∗T (t) =
∫
T−1{t} f(x)νt(dx) =
∑
x∈T−1{t} P (X = x) = pT (t) is the probabil-
ity function of T . Hence, (6) equals (2). Note that dT is just the iden-
tity, so there is no volume distortion. If P is continuous, then, for those
t with pT (t) > 0, we have that νt is µk restricted to T
−1{t}. Accordingly,
f∗T (t) =
∫
T−1{t} f(x)νt(dx) = pT (t) and, again, (6) equals (2).
Example 2 (JT (x) is constant for x ∈ T−1{t}). Note that JT (x) is con-
stant for all x whenever T (x) is an affine transformation. Hence, we could
have T (x) = a + Bx for some a ∈ Rl and B ∈ Rl×k when X ⊂ Rk. Also,
note that if x ∈ Rn and T (x) is the order statistic, then JT (x) is constant
for all x. It is then clear that (6) equals PT (fT (t) ≤ fT (t0)). For example,
when T (x) = x¯, we simply use the density of x¯ to compute the P -value so
that when P is the N(0,1) distribution, (6) is 2(1−Φ(x¯)). As another ex-
ample, suppose that T is projection on the ith coordinate, so JT (x) ≡ 1.
Then T−1{t} is the set of points in X with ith coordinate equal to t, νt is
Euclidean volume on this set and f∗T (t) is the marginal density of the ith
coordinate. This generalizes to arbitrary coordinate projections.
The volume distortion can be constant in T−1{t} but vary with t. Putting
J∗T (t) = JT (x) for x ∈ T−1{t}, from (5), we have that fT (t) = f∗T (t)J∗T (t), so
(6) can be computed as PT (fT (t)/J
∗
T (t) ≤ fT (t0)/J∗T (t0)). This permits us
to avoid the integration involved in calculating f∗T (t) when we know the
distribution of T and can compute JT (x) easily.
For example, suppose that T (x) = x′x. Then T−1{t} is a sphere of dimen-
sion (k − 1) in Rk. Now, dT (x) = 2(x1 · · ·xk), so dT (x) ◦ dT ′(x) = 4x′x =
4t and JT (x) = 1/2t
1/2 is constant for x ∈ T−1{t} for every t. Note that
the adjustment factor involves multiplying fT (t) by 2t
1/2 and this is pre-
cisely the distortion caused by the “quadratic” part of the transforma-
tion. The appropriate P -value is PT (fT (t)t
1/2 ≤ fT (t0)t1/20 ). We see that
in this case, we must modify the usual density that we work with. As a
particular case, suppose that x∼Nk(0, I). Then T (x)∼ χ2(k) with density
fT (t) = Γ
−1(k)2−k/2t(k/2)−1e−t/2. Therefore, the invariant P -value is given
by PT (t
(k−1)/2e−t/2 ≤ t(k−1)/20 e−t0/2) and only when k = 1 is this equivalent
to PT (t≥ t0). In contrast, when we directly observe T ∼ χ2(k), in the sense
that it is a measured variable, and we discretize using equal length inter-
vals, the relevant P -value is PT (t
(k/2)−1e−t/2 ≤ t(k/2)−10 e−t0/2). As was just
shown, when we take into account that T arises as a transformation of a
measured variable, the P -value changes. Further, both of these P -values are
two-sided when k > 1.
As we will see, Example 3 is a situation where JT (x) varies with x ∈
T−1{t}.
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In Section 3, we discuss a situation that involves comparing the observed
x0 with the conditional distribution of x given that W (x) =W (x0) =w0 for
some smooth transformation W . In this case, the conditional density of x,
with respect to volume measure on W−1{w0}, is f(x)JW (x)/fW (w0) and it
is clear that the volume distortion at x, induced by the conditioning, is given
by JW (x). Accordingly, the relevant P -value, based on the full data, is given
by P (f(x)/fW (w0)≤ f(x0)/fW (w0)|W (x) = w0) = P (f(x)≤ f(x0)|W (x) =
w0). If we have a transformation T of x, then the relevant P -value is as
follows.
Lemma 3. Suppose that X ,W and T are manifolds with volume mea-
sures µX , µW and µT , respectively, and W :X →W, T :X →T are onto and
smooth. Let νT,W,t,w denote volume measure on T
−1{t}∩W−1{w}. The rel-
evant conditional P -value based on T , given W (x) =w0, is then
PT (f
∗
T,W (t|w0)≤ f∗T,W (t0|w0)|W (x) =w0),(7)
where t0 = T (x0) and f
∗
T,W (t|w0) =
∫
T−1{t}∩W−1{w0}
f(x)νT,W,t,w0(dx).
Proof. The conditional density of T givenW =w is given by fT,W (t|w) =∫
T−1{t}∩W−1{w}(f(x)/fW (w))J(T,W )(x)νT,W,t,w(dx). So, the volume distor-
tion induced by the transformations is J(T,W )(x) and the result follows. 
We will also need a technical result concerning the composition of map-
pings.
Lemma 4. Suppose that X ,U and T are manifolds with volume measures
µX , µU and µT , respectively, and U :X →U , T :U → T are onto, smooth
mappings. Then
f∗T◦U (t) =
∫
T−1{t}
JT (u)
∫
U−1{u}
f(x)J−1T◦U (x)JU (x)νU,u(dx)νT,t(du),
where νU,u and νT,t are the volume measures on U
−1{u} and T−1{t}, re-
spectively.
Proof. Suppose that g :X →R1 is nonnegative, ∫A g(x)µX (dx) is finite
for compact A and B ⊂ T is open. By the measure decomposition theo-
rem (see [16], Theorem 15.1) applied to g(x)µX (dx) and T ◦U , we have that∫
X IB(T (U(x)))g(x)µX (dx) =
∫
B
∫
(T◦U)−1{t} g(x)JT◦U (x)νT◦U,t(dx)µT (dt).
Apply the measure decomposition theorem to IB(T (U((x)))µX (dx) and U ,
and then to
∫
U−1{u} IB(T (U(x)))g(x)JU (x)νU,u(dx)µU (du) and T , to obtain∫
X IB(T (U(x)))g(x)µX (dx) =
∫
U
∫
U−1{u} IB(T (U(x)))g(x)JU (x) ×
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νU,u(dx)µU (du) =
∫
B
∫
T−1{t}
∫
U−1{u} g(x)JU (x)νU,u(dx)JT (u)νT,t(du)µT (dt).
Then
∫
(T◦U)−1{t} g(x)JT◦U (x)νT◦U,t(dx)µT (dt) =
∫
T−1{t}
∫
U−1{u} g(x)JU (x)×
νU,u(dx)JT (u)νT,t(du)µT (dt), and setting g(x) = f(x)J
−1
T◦U (x) establishes the
result. 
3. Model checking. Suppose that we have a statistical model {Pθ : θ ∈
Θ}, where Pθ is a probability measure on X with density fθ with respect to
support measure µk. We now investigate P -values for checking the model in
light of the observed x0.
If W :X →W is a minimal sufficient statistic, then the conditional distri-
bution of the data given W is independent of θ and is denoted P (·|W (x) =
w0). To check the model, we can then compare x0 to P (·|W (x) =w0) to see
if the observed data is surprising. By the converse of the factorization theo-
rem, we have that fθ(x) = gθ(W (x))h(x). Lemma 3 and (7) give an invariant
P -value that assesses fθ for each θ. We have the following result.
Theorem 5. For the statistical model {Pθ : θ ∈ Θ} with minimal suffi-
cient statistic W , the P -value (7), associated with discrepancy statistic T ,
equals
PT (hT,W (t|w0)≤ hT,W (t0|w0)|W (x) =w0),(8)
where hT,W (t|w0) =
∫
T−1{t}∩W−1{w0}
h(x)νt(dx). That is, it is independent
of θ and (8) is independent of the choice of h.
Proof. In the continuous case, we assume that each density is contin-
uous at any observed x0 and restrict our attention to those x0 for which
fθ(x0) > 0. If fθ(x0) > 0, then gθ(W (x0)) > 0 and gθ(W (x)) = gθ(W (x0))
for the event W (x) = t0 =W (x0). We have that (7) equals
PT


∫
T−1{t}∩W−1{w0}
fθ(x)νt(dx)
≤
∫
T−1{t0}∩W−1{w0}
fθ(x)νt0(dx)
∣∣∣∣∣∣∣∣
W (x) =w0


= P (hT,W (t|w0)≤ hT,W (t0|w0)|W (x) =w0).
Further, if gθ(W (x))h(x) = g
′
θ(W (x))h
′(x), then
PT (hT,W (t|w0)≤ hT,W (t0|w0)|W (x) =w0)
= PT


∫
T−1{t}∩W−1{w0}
gθ(W (x))h(x)νt(dx)
≤
∫
T−1{t0}∩W−1{w0}
gθ(W (x))h(x)νt0(dx)
∣∣∣∣∣∣∣∣
W (x) =w0


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= PT


∫
T−1{t}∩W−1{w0}
g′θ(W (x))h
′(x)νt(dx)
≤
∫
T−1{t0}∩W−1{w0}
g′θ(W (x))h
′(x)νt0(dx)
∣∣∣∣∣∣∣∣
W (x) =w0


= PT (h
′
T,W (t|w0)≤ h′T,W (t0|w0)|W (x) =w0)
and we are done. 
We now consider an application of this result.
Example 3 (Checking a normal model using the Jarque–Bera test statis-
tic). Suppose that x = (x1, . . . , xn) is a sample of n from the N(µ,σ
2)
distribution with µ ∈ R1 and σ2 > 0 unknown. Then W (x) = (x¯, r), where
r = ‖x − x¯1n‖, is minimal sufficient. Putting d(x) = (x − x¯1n)/r, we can
write x = x¯1n + rd and note that x¯, r and d are statistically independent
with d uniformly distributed on Sn−1 ∩L⊥{1n}. In this case, h is constant
(so we can take it to be 1) and W−1{(x¯0, r0)} is the (n − 2)-dimensional
sphere x¯01n + r0(S
n−1 ∩L⊥{1n}).
It is natural here to consider functions of d as discrepancy statistics for
checking the model. If T is a real-valued function of d, then hT,W (t|w0)
is the volume of the (n − 3)-dimensional submanifold of x¯01n + r0(Sn−1 ∩
L⊥{1n}) given by (T ◦d)−1{t}∩W−1{(x¯0, r0}. Alternatively, from the proof
of Theorem 5, we can compute the invariant P -value by assuming (µ,σ) =
(0,1), letting f denote the density of a sample of n from the N(0,1) dis-
tribution and computing P(0,1)(f
∗
T◦d(T (d(x))) ≤ f∗T◦d(T (d(x0)))|(x¯0, r0)) =
Pd(f
∗
T◦d(T (d)) ≤ f∗T◦d(T (d0))), where f∗T◦d(t) =
∫
(T◦d)−1{t} f(x)νt(dx) and d
is uniformly distributed on Sn−1 ∩L⊥{1n}.
As an illustration, we consider a commonly used discrepancy statistic for
checking normality, namely, the Jarque–Bera statistic T = n(nT 23 /6+(nT4−
3)2/24), where Tp ◦ d=
∑n
i=1 d
p
i . The statistic T is an attempt to create an
omnibus test by combining the skewness and kurtosis statistics. The form
is based on the asymptotic normality of (T3, T4) as this implies that T is
asymptotically χ2(2).
The volume distortion induced by Tp(d) can be computed explicitly as
JTp◦d(x) = (r/p)(T2p−2(d(x))−T 2p−1(d(x))/n−T 2p (d(x)))−1/2 . From this, we
obtain that JT◦d(x) for the Jarque–Bera statistic T satisfies JT◦d(x)
−2 =
(n4/r2)[(nT4(d(x))/3− 1)2T6(d(x)) + 2(nT4(d(x))/3− 1)T3(d(x))T5(d(x))−
(T 23 (d(x)) + nT
2
4 (d(x))/3 − T4(d(x)))2 + T 23 (d(x))T4(d(x)) − nT 23 (d(x)) ×
T 24 (d(x))/9]. We see that JT (x) is not a function of T ◦ d and so the volume
distortion is not constant within T−1{t}.
In Figure 1, we have plotted the densities fT and the invariant P -values
based on the Jarque–Bera test statistic for several sample sizes n. The den-
sities are quite irregular for small sample sizes and skewed. Note that, while
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Fig. 1. Densities and invariant P -values for Jarque–Bera test for various sample sizes
n when sampling from normal.
the formula for the Jarque–Bera statistic is simple, it is, in fact, a degree
8 polynomial in the di. The volume distortion reflects this complexity and
this is seen to have an effect, even for very large sample sizes. We estimated
fT (t) and f
∗
T (t) = fT (t)E(J
−1
T (X)|T = t) via simulation using kernel density
estimation methods.
There is no reason to suppose, however, that the Jarque–Bera statistic
represents the best way to combine T3 and T4. It seems more natural to set
T = (T3, T4) and then compute (6), as this takes account of the dependence
between T3 and T4. As illustrated in Figure 2, the P -values obtained via
(6) and (3) with this T are very similar, indicating that volume distortion is
playing a very small role, even for small sample sizes. Also, these P -values are
much more critical of the normality assumption than the Jarque–Bera test
and we note that these are based on the precise form of the joint distribution
of T3 and T4. Finally, as n increases, these P -values converge to the same P -
value as given by (1) using the Jarque–Bera statistic. Overall, this approach
to combining T3 and T4 seems to have considerable advantages over the
Jarque–Bera test.
A similar analysis can be carried out for other discrepancy statistics.
For example, the Shapiro–Wilk test has JT (x) constant for x ∈ T−1{t}.
Correcting for volume distortion results in a small change in the usual P -
values for small n and this effect disappears as n grows. Overall, the Shapiro–
Wilk test is much better behaved than the Jarque–Bera test. Note that the
Shapiro–Wilk test statistic is a quadratic function of the di.
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Fig. 2. Contour of (T3, T4) giving the 0.05 point for tests based on (6), (3) and the
Jarque–Bera test, when n= 10.
When U is an ancillary statistic, a function of U can be used to assess
the model. If we consider the transformation T ◦ U , then we must evalu-
ate
∫
(T◦U)−1{t} fθ(x)νt(dx) and, in general, there is no reason to suppose
that this is independent of θ. If the distribution of T ◦ U is discrete, how-
ever, then
∫
(T◦U)−1{t} fθ(x)νt(dx) is the probability function of T ◦ U and,
as such, is independent of θ. Theorem 6 will show that the P -value based
on
∫
(T◦U)−1{t} fθ(x) × νt(dx) is independent of θ for a very broad class of
ancillaries.
Consider the following example which will serve as an archetype for a
common situation where ancillaries arise.
Example 4 (Location-scale models). Suppose that we have x ∈Rn and
that the model is x= µ1n + σz, where z is distributed with density f with
respect to volume measure on Rn and µ ∈ R1, σ > 0 are unknown. Then
x has density fµ,σ(x) = σ
−nf((x − µ1n)/σ). We take the parameter space
to be Θ = {(µ,σ) :µ ∈ R1, σ > 0} and note that we have a group product
defined on Θ via (µ1, σ1)(µ2, σ2) = (µ1 + σ1µ2, σ1σ2). This group acts on
Rn via (µ,σ)x = µ1n + σx. A maximal invariant is then given by U(x) =
(x− x∗m1n)/(x∗q3− x∗q1), where x∗m is the sample median, that is, the middle
sample value, when n is odd and the average of the two middle sample
values when n is even, and x∗qi is the ith quartile. Since U(x) is invariant, it
is ancillary. Note that U−1{u}= {x :x= a1n+ cu for some (a, c) ∈Θ}=Θu,
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that is, U−1{u} is an orbit of the group action. Clearly, this orbit is half of
a two-dimensional plane in Rn and so the volume measure νu is just area.
If we wish to base our checking on U itself, then we must evaluate
f∗µ,σ,U (d0) =
∫
U−1{u}
fµ,σ(x)νu(dx) =
∫ ∞
0
∫ ∞
−∞
fµ,σ(a1n + cu)
√
ndadc
=
∫ ∞
0
∫ ∞
−∞
σ−nf
(
a− µ
σ
1n +
c
σ
u
)√
ndadc
= σ−(n−2)
∫ ∞
0
∫ ∞
−∞
f(a1n + cu)
√
ndadc.
Accordingly, the P -value for model checking is given by
PU (f
∗
µ,σ,U (u)≤ f∗µ,σ,U (u0))
= PU
(∫ ∞
0
∫ ∞
−∞
f(a1n + cu)dadc≤
∫ ∞
0
∫ ∞
−∞
f(a1n + cu0)dadc
)
and, as this is independent of the model parameter, we have a valid P -
value for checking the model. If, instead, we use a function T (U), then an
application of Lemma 4 shows that f∗µ,σ,T◦U is independent of (µ,σ), by the
same argument, as the Jacobian factors do not depend on the parameter.
Note that if f is the N(0,1) density, then basing model checking on the
ancillary d or on the conditional distribution of the data given a minimal
sufficient statistic produce the same results.
More generally, suppose we have a group model {fg :g ∈G}, where G is a
group with a smooth product acting freely and smoothly on X and fg(x) =
f(g−1x)Jg(g
−1x) for some fixed density f . Now, suppose that [·] :X →G is
smooth and satisfies [gx] = g[x] so that U(x) = [x]−1x is a maximal invariant
and is thus ancillary. Hence, u= U(x) ∈ X , x= [x]U(x) and U−1{u} is the
orbit {gu :g ∈G}. Now, if ν∗G denotes volume measure on G, we have that
νu =K(u)ν
∗
G for some positive function K. Let z = g
−1x so that [z] = g−1[x]
and let J∗g ([z]) denote the Jacobian of the transformation [z]→ [x]. We
then have f∗gU(u) =
∫
U−1{u} fg(x)νu(dx) =
∫
{gu : g∈G} fg([x]u)νu(dx) =
K(u)
∫
G f(g
−1[x]u)Jg(g
−1[x]u)ν∗G(d[x]) =K(u)
∫
G f([z]u)Jg(u)J
∗
g ([z])ν
∗
G(d[z]).
Now, if we can write Jg(u)J
∗
g (z) = L(u)m(g) for some positive functions
L and m, then we have that the invariant P -value PU (f
∗
gU (u) ≤ f∗gU (u0))
is indeed independent of g. Further, by Lemma 4, this will also hold for
T ◦ U . In Example 4, J(µ,σ)(u) = σ−n and, with [x] = [x∗m, x∗q3 − x∗q1], we
have J∗g ([z]) = σ
2 and this condition is satisfied. More generally, this condi-
tion is satisfied in a wide range of group models, such as those discussed in
[7]. Accordingly, the following result is broadly applicable.
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Theorem 6. Suppose that {fg :g ∈G} is a family of densities with re-
spect to volume measure µX on X , where G is a group with a smooth product
and a smooth action defined on X , and fg(x) = f(g−1x)Jg(g−1x). Further,
suppose that there exists a smooth [·] :X →G satisfying [gx] = g[x] and let
J∗g ([z]) denote the Jacobian of the transformation [z]→ [x], where x = gz.
If there exist positive functions L and m such that Jg(u)J
∗
g (z) = L(u)m(g),
then we have that the P -value (8) based on the ancillary T ◦U , with U(x) =
[x]−1x and T smooth, is independent of the model parameter and is thus a
valid check on the model.
4. Conclusions. The use of P -values is a somewhat controversial topic.
When we are concerned with model checking, however, their use seems un-
avoidable. At least one problem with P -values is the ambiguity as to how
they should be defined when we have data x0, a single probability measure
P from which the data was supposedly generated and a discrepancy statistic
T . While (1) has some appeal, the rationale for this is dependent on the form
of the distribution PT , namely, the right tail being the only region where
surprising values of T (x0) may occur, and this clearly does not hold for an
arbitrary T . For the discrete case, (2) seems like a much more appealing
definition. A difficulty with (2) arises when we try to generalize this to ab-
solutely continuous contexts since the simple analog of (2) is not invariant
under 1–1, smooth transformations of T .
We have argued that an appropriate, generalized definition of an invariant
P -value can be obtained from (2). For this, we must take into account that
a continuous model is essentially an approximation to a true discrete model
as we always measure responses to some finite accuracy. Further, we must
not allow volume distortions induced by a discrepancy statistic T to have
any effect on our inferences. This leads us to the invariant P -value given
by (6). The definition is seen to be intuitively reasonable and to perform
well in a variety of examples. For other model checking problems, where our
approach to P -values seems applicable, see [1, 2, 8] and [11].
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