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Following our earlier work [1], we construct statistical discrete geometry by applying statistical
mechanics to discrete (Regge) gravity. We propose a coarse-graining method for discrete geometry
under the assumptions of atomism and background independence. To maintain these assumptions,
we propose restrictions to the theory by introducing cut-offs, both in ultraviolet and infrared regime.
Having a well-defined statistical picture of discrete Regge geometry, we take the infinite degrees
of freedom (large n) limit. We argue that the correct limit consistent with the restrictions and
the background independence concept is not the continuum limit of statistical mechanics, but the
thermodynamical limit.
I. INTRODUCTION
Attempts to understand the thermodynamical aspect
of general relativity (GR) have already been studied
through the thermodynamics of black holes [2–5]. The
first step to understand this problem is the discovery
of the four laws of black hole mechanics, which resem-
bles the laws of thermodynamics [6]. According to the
laws, black hole could emit Hawking radiation, due to the
quantum effect of the infalling particles near the black
hole’s horizon [7, 8]. As a consequence of the radiation,
black holes must have temperature and entropy [7–10].
The entropy should be a result of the existence of mi-
crostates of the black hole, which is not believed to exist
before, due to the no-hair theorem [11–13]. Loop quan-
tum gravity (LQG) provides an explanation to the origin
of Bekenstein-Hawking entropy from finite microstates-
counting of the black hole [2, 3]. The latest results re-
garding the entropy of black hole from LQG are presented
[5, 14].
Attempts to quantize gravity have also developed, with
canonical loop quantum gravity as one of these theories
[15–19]. The successful theory of quantum gravity should
give a ’correct’ classical theory, -general relativity, in an
appropriate limit [20–22]. In loop quantum gravity, there
are two parameters which can be adjusted to obtain this
limit: the spin-number j, which describes the size of the
quanta of space, and the number of quanta n, which de-
scribes the degrees of freedom in the theory. General
relativity is expected to be obtained by taking the clas-
sical limit : the limit of large number of degrees of free-
dom and spins, n, j → ∞; while the mesoscopic, or the
semi-classical limit is obtained by taking only the spin
number j to be large, j →∞ [20–22]. Tullio Regge have
shown that discrete gravity will coincide with GR in the
classical limit, at the level of the action, when the dis-
crete manifold converge to Riemannian manifold [23, 24].
Moreover, Roberts have shown that the 6j-symbol, which
is used to describe the transition amplitude in canonical
LQG [18, 25], in the large-j limit can be written as some
functions, such that the transition amplitude of LQG co-
incides with the partition function of Regge discrete ge-
ometry [26]. Attempts to obtain the continuum and semi-
classical limit have already been studied [20, 27–29], with
the latest result is reported elsewhere [21].
This work is particularly more focused on the large
n limit. To handle a system with large degrees of free-
dom, it is convenient to use statistical mechanics as a
coarse-graining tool. On the other hand, thermodynam-
ics can also be explained from statistical mechanics point
of view, as an ’effective’ theory emerging from the large
degrees of freedom limit. Therefore, by using the lan-
guage of statistical mechanics, the two distinct problems
of gravity, namely, its thermodynamical aspects and the
correct classical limit of quantum gravity, appear to be
related to each other.
In this article, we construct statistical discrete geome-
try by applying statistical mechanics formulation to dis-
crete (Regge) geometry. Our approach is simple: by tak-
ing the foliation of spacetime (compact space foliation
in the beginning, then the extension to a non-compact
case is possible) as our system, dividing it into several
partitions, similar with many-body problem in classical
mechanics, and then characterizing the whole system us-
ing fewer partitions, coarser degrees of freedom. We pro-
pose a coarse-graining procedure for discrete geometry
using the lengths, areas, and volumes of the space as the
variables to be taken the coarser, average value.
Two basic philosophical assumptions are taken in
this work. These assumptions are fundamental in non-
perturbative quantum gravity approach [15, 16, 18].
First, is the atomism philosophy, which is the main-
stream point of view adopted by physics in this century
[30, 31]; it assumes that every existing physical entities
must be countable, which could be a humble way to treat
infinities. Second, is the background independence con-
cept [16, 32, 33], a point of view shared by many con-
servative quantum gravity theories, such as LQG, causal
dynamical triangulation, and others. Loosely speaking,
it assumes that the atoms of space do not need to live
in another ’background’ space, so that we could localize
these atoms. In other words, these atoms of space are the
space, and we should not assume any other ’background
stage’ for them.
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2To maintain the atomism philosophy, we propose two
restrictions in our procedure by introducing cut-offs for
the degrees of freedom, both in ultraviolet and infrared
regions. In discrete geometry, these cut-offs truncate the
theory with infinite degrees of freedom to a theory with fi-
nite degrees of freedom. As a direct consequence to these
restriction, we obtain bounds on informational entropy,
with consistent physical interpretations in the classical
case.
A clear, well-defined procedure of a coarse-graining
method will provide a first step to understand the prob-
lem mentioned in the beginning: the thermodynamical
properties of general relativity and the correct classical
limit of quantum gravity. In the last chapter of this work,
we discuss the possibility to obtain the classical ’contin-
uum’ limit of the kinematical LQG. Using the inverse
method of coarse-graining called as refinement, and tak-
ing the limit of infinite degrees of freedom, we argue that
the correct limit consistent with our two basic philosoph-
ical assumptions is not the continuum limit of statistical
mechanics, but the thermodynamical limit. If this ther-
modynamical limit exist, theoretically, we could obtain
the equation of states of classical gravity from (Regge)
discrete geometry for the classical case.
The article contains four sections. In Section II, we
propose a clear, well-defined coarse-graining procedure
for any arbitrary classical system, and introduce two
types of restriction to finitize the informational entropy.
In Section III, we apply our coarse-graining procedure to
discrete geometry, say, a set of connected simplices. A
new results obtained in this chapter is the proposal of
well-defined coarse-graining method and statistical dis-
crete geometry formulation. The last section is the con-
clusion, where we give sketches about the generalization
to the non-compact space case. We argue that the correct
limit which will bring us to classical general relativity is
not the ’continuum’ limit, but the thermodynamical limit
of the statistical mechanics.
II. CLASSICAL COARSE-GRAINING
PROPOSAL
A. Definition of coarse-graining
In this section, we propose a precise definition of
coarse-graining in the classical framework. It is defined
as a procedure containing two main steps: reducing
the degrees of freedom away to obtain reduced-
microstates and then, taking the average state of
all these possible reduced-microstates. A specific
example is used to help to clarify the understanding.
Suppose we have a classical system with two degrees of
freedom. Let the degrees of freedom be represented by
the energy of each partition {E1, E2}, and let the coarse-
graining procedure be defined as a way to represent this
system using a single degrees of freedom.
1. Center-of-mass variables
Our system is characterized by variables {E1, E2},
with E1 and E2 represent the energy of the first and
second partitions, respectively. Suppose there exists a
canonical ’transformation’ such that:
E± = E1 ± E2, (1)
so that we have a new canonical variables {E+, E−}, usu-
ally called as the center-of-mass variables. Each individ-
ual variable describes different thing: {E1, E2} describe
the energy of each partition, while {E+, E−} describe the
total energy of the system, and the energy difference be-
tween these two partitions. Nevertheless, both {E1, E2}
and {E+, E−} describe the same system and have same
amount of informations.
The next step is to treat this binary system as a single
system, described by a single degree of freedom. This
can be done naturally by taking only E+ and neglecting
the information of E−. But having only E+, the correct
values of {E1, E2} can not be obtained, because there are
no enough informations. With the correct E− unknown,
then we obtain a set γ representing E+, with all possible
values of E−.
2. Microstates, macrostate, sample space, and classical
coarse-graining
In this subsection, we define new terminologies, which
is slightly different with the usual statistical mechanics
terminologies. Let γ be the physical configuration space.
Let any point
{
E
(j)
1 , E
(j)
2
}
or
{
E
(j)
+ , E
(j)
−
}
element of
γ be the jth-microstates1. Then we define the (total)
energy of the microstate as E
(j)
1 +E
(j)
2 , which is exactly
E
(j)
+ . For the discrete case, the microstate is
{
E
(j)
1 , E
(j)
2
}
or
{
E
(j)
+ , E
(j)
−
}
, an element of a discrete set γ and j ∈
Z, while for the continuous case, it is {E1 (x1) , E2 (x2)}
or {E+ (x1, x2) , E− (x1, x2)} , an element of continuous
set γ and x1, x2 ∈ R. Let {E1, E2} or {E+, E−} be the
correct microstates and E1 + E2 = E+ as the ’correct’
total energy.
Finally, we define the reduced jth-microstate as E
(j)
+
and the correct reduced microstate as the ’correct’ to-
tal energy E+. Our macrostate is the average over
all possible reduced-microstates, under a probability
distribution / weight pj for the discrete case, or a distri-
bution function p (x) for the continuous case:
1 In a precise terminology, the microstates should contain the gen-
eralized momenta element, but we just neglect it since we are
not going to use it in this section
3E =
∑
j
pjE
(j)
+ , (discrete case), (2)
E =
∫
γ
dx p (x)E+ (x) , (continuous case), (3)
with x = (x1, x2) is the measure on γ. The sample space
X is the space of all possible microstates, which in
this case, is γ. We define the macrostate E¯ as our coarse-
grained variable, the microstates as the fine-grained vari-
ables, and the procedure to obtain the macrostate as
coarse-graining.
B. Restrictions
1. Distribution function and informational entropy
A specific probability distribution pi gives the prob-
ability for a specific microstate i to occur. It defines a
related entropy for the system. The definition of entropy
we use in our work is the informational entropy or Shan-
non entropy, defined mathematically as [34]:
S = −
∑
i
pi ln pi. (4)
Moreover, we will use the generalization of Shannon en-
tropy, the differential entropy [35]:
S = −
∞∫
0
dx p (x) ln p (x) , (5)
for a given continuous probability density p (x) ∈
Cm [Rn], which is just the continuous version of Shan-
non entropy.
The informational entropy is the amount of lack-of-
information of the coarse-grained state, with respect to
the fine-grained state. See an analog-example in FIG. 1.
We adapt the analogy to our microstates. The chess-
board will be the sample space X: the space of all possible
microstates which correspond to a specific macrostate E¯.
Our ’correct’ microstate is a single point on the sample
space X, which is the location of the pawn in the example
in FIG. 1. To arrive at this correct microstate, we need to
ask question: ’Is the correct microstate located at some
region X′ ⊂ X? ’. If we could answer all the questions
with binary answers (i.e., with ’yes / no’ answer) until
we arrive to the correct microstate, then we know com-
pletely the information about the fine-grained state. This
is the same as having the Dirac-delta distribution as
a distribution function:
p (x) = δ (x− x) , (6)
l1
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<L>
l1
l2 l12
q12
(a) (b)
l1l2
L (j)
(1) (1)
(1)
l1l2
L
(2) (2)
(2)
l1
l2
L
(j)
(j)q12(1) q12
(2)
q12(j)
<L>
l1(j)
l2(j) L =(j) l12
microstates
macrostate
FIG. 1. A nice analogy to help in understanding the informa-
tional entropy is by using a chess-board game. Suppose we
want to know the location of the white pawn on the board. To
know this, we need to ask questions such that the answers are
only ’yes’ or ’no’. We can start by asking with: ’Is the pawn
located at the half-left of the board? ’, which will follow with
the answer ’no’. We can repeat such question until we arrive
at the right square. At this point, our information about the
position of the pawn is already complete, and the entropy of
the system is zero, since there is no lack-of-information in a
’completely-known’ system with maximal certainty.
satisfying:
∞∫
0
dx δ (x− x) f(x) = f(x), ∀f,
with the specification f(x) = 0 if x is not in the support
of f . The distribution δ (x− x) is normalized to unity:
∞∫
0
dx δ (x− x) = 1.
The corresponding informational entropy of a
completely-known system should be zero. Obviously, the
distribution function of a completely-known state should
be the Dirac-delta function, since it points directly to a
single microstate parametrized by x. By this reasoning,
we expect the differential entropy of the Dirac-delta
function is zero, but inserting (6) to (5) gives:
S = −
∞∫
0
dx δ (x− x) ln δ (x− x) = −∞. (7)
This divergence comes from the fact that we have an in-
finitesimally small scale, which in physical term is known
as the ultraviolet divergence [36].
2. Restrictions and bounds on entropy
In order to maintain the atomism philosophy as our
starting point, we need to give restrictions to the sample
space, and this results to the finiteness of the informa-
tional entropy [37].
4a. Lower bound entropy A continuous system, ei-
ther finite or infinite, contains infinite amount of infor-
mations, which means it could have an infinite and/or
arbitrarily small entropy. According to the atomism phi-
losophy, it is necessary to have a finite amount of infor-
mations given a finite system, so that we only need to
provide finite informations to know exactly the ’correct’
microstate of the system. Intuitively, we would like to
have the entropy of the Dirac-delta function to be zero,
since it points-out a single point on the sample space,
which means we know completely the informations of
the correct microstate. But from the calculation car-
ried in the previous section, the differential entropy of
the Dirac-delta function is −∞. This is a consequence
of allowing an infinitesimally-small scale in the theory,
which leads to the UV-divergence. Therefore, to prevent
UV-divergency, we consider the discrete version of the
Dirac-delta, the Kronecker-delta, which is defined as:
δij
{
= 0, i 6= j
= 1, i = j
,
normalized to unity:
∞∑
i=0
δij = 1.
Adapting to our case, let the index i runs from zero
to any number (it can be extended to infinity), and let
the index j denotes our correct microstate. Obviously,
the Kronecker-delta is the probability distribution of a
completely-known system for the discrete version. We
call the system in such condition as a ’pure state’, fol-
lowing the statistical quantum mechanics terminology.
The Shannon entropy of this pure state is, by (4):
S∆ = −
∞∑
i
δij ln δij = 0.
Therefore, in order to have a well-defined entropy for a
pure state which is consistent with the physical interpre-
tation, namely, the completely-known system, we need
to give a restriction to the sample space X:
Restriction 1 (Strong): The sample space must be
discrete, in order to have a well-defined minimum entropy
for a completely-known system with maximal certainty.
This means the possible microstates must be countable.
The physical consequence of our first restriction is that
all the corresponding physical properties (the ’observ-
ables’ in quantum mechanics term) must have discrete
values. This statement, for our case, is equivalent with
the statement: the spacing of the energy level can not
be infinitesimally-small, there should exist an ultraviolet
cut-off which prevent the energy levels to be arbitrarily
small. This is exactly the expectation we have from the
quantum theory.
Since the Shannon entropy (4) is definite positive, us-
ing the first restriction, we could define the lower bound
of the informational entropy:
Smin = 0,
which comes from the Kronecker-delta probability dis-
tribution, describing a completely-known state. This is
in analog with the von-Neumann entropy bound on the
pure state in quantum mechanics [38].
b. Upper-bound entropy The completely-known
’pure’ state is an ideal condition where we know com-
pletely, without any uncertainty, all the informations
of the correct microstate describing the system. This,
sometimes, is an excessive requirement. In general, it
is more frequent to have a state with an incomplete
and uncertain information, a coarse-grained state. The
probability distribution of this state could vary, from
the normal to the homogeneous distribution.
Suppose we already obtain a specific probability distri-
bution for the system, then we can ask questions: ’How
much information we already know about the state? How
certain is our knowledge about the state? How much in-
formation we need to provide to know the correct mi-
crostate? ’ The answer to these questions depends on how
much entropy we have when we obtain least information
(maximal uncertainty) about the correct microstate.
Let us consider a state where we have no certainty in
information about the correct microstate. Obviously, the
probability distribution of such state should be a homo-
geneous distribution:
pi = c, (8)
with c is a constant, and is normalized to unity:
W∑
i
pi = Wc = 1, c =
1
W
.
In general, the discrete sample-space X is characterized
by the index i running from 0 to ∞, by the first restric-
tion. If we extend the number of possible microstates
W to infinity, c will go to zero. As a consequence, for
an infinite, countable sample space, the ’upper bound’ of
the entropy is ∞. Therefore, to obtain the correct mi-
crostate for such sample space, we need to provide an
infinite amount of informations. This is not favourable,
since the total amount of informations in the universe
should be finite [39]. It is necessary to add another re-
striction.
Restriction 2 (Weak): The sample space must be
discrete and finite, in order to have a well-defined max-
imal entropy for a completely-unknown state with maxi-
mal uncertainty.
It means the number of possible microstates must be
finite, besides being countable:
W <∞.
The physical implication of the second restriction is that
all the properties we want to take average, i.e., the prop-
erties of microstates {E1, E2} and {E+, E−} can not be
infinitely large.
5With the first and second restrictions, we can obtain
the entropy for the homogeneous probability distribution:
S∆ = −
W∑
i=0
c ln c = − ln 1
W
= lnW, (9)
which gives Boltzmann definition of entropy [40]: “the
logarithm of number of all possible microstates”. This
gives an upper bound on the entropy:
Smax = lnW.
In conclusion, with first and second restrictions, we
have a well-defined entropy for any probability distribu-
tion, within the range:
Smin ≤ S ≤ Smax, (10)
with Smin = 0 and Smax is the entropy of a com-
pletely ’ordered’ (completely-known) and completely ran-
dom (completely-unknown) system, respectively.
C. General ensemble case
The example we used in the previous section is the
microcanonical case. The correct microstate is {E1, E2},
and the total energy of the correct microstate is E+ =
E1 + E2, which is also the correct reduced microstate.
The microcanonical case is defined by the microcanonical
constraint ; this constraint need to be satisfied by any
generic microstates:
E
(j)
+ = E
(j)
1 + E
(j)
2 ≡ E+, (11)
which means
{
E
(j)
1 , E
(j)
2
}
may vary, but their sum must
be equal to the correct reduced microstate E+. All these
possible microcanonical microstates describe a ’hypersur-
face’ of constant energy in R2, which is a straight line γ.
In standard statistical mechanics, the microcanonical
ensemble describe an isolated system, where the num-
ber of partitions and the energy of the microstates are
conserved: 4E = 0, 4N = 0. For such system, we
need to made an a priori assumption, which is known as
the fundamental postulate of statistical mechan-
ics: “All possible microstates of an isolated system have
equal weight / probability distribution.” [41]. This means
the probability distribution pj in (2) is a constant, as
in relation (8). Moreover, this suggests that the micro-
canonical system is a completely-unknown system with
maximal uncertainty. This assumption is very useful, be-
cause it is used to derive the probability distribution for
a more general system.
1. Canonical case and energy fluctuation
In the microcanonical case, our system is closed and
isolated, hence we do not have any interaction between
the system with the environment. For the next section,
we will release this restriction and use a closed (not nec-
essarily need to be isolated) system as an example. First,
we start with the canonical case, where only the number
of partitions is conserved, while the energy can freely flow
into and out from the system: 4E 6= 0, 4N = 0.
Let our system S be a portion (or the subsystem) of
the universe U, S ⊂ U. The universe is, a priori, an iso-
lated system, well-defined by a microcanonical ensemble,
with equal weight for all its microstates. The ’outside’
is defined as the complement of S with respect to U, say
S¯, such that S ∪ S¯ = U, and S ∩ S¯ = ∅. We called S¯ as
the environment, due to the definition in [42]. S and S¯
together, construct a bipartite system, see FIG. 2.
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FIG. 2. A bipartite system described by two level of energy:
{0ε, 1ε}. The universe U consist three particles {a, b, c} . We
choose our system as a subset S ⊂ U, which contains {a} .
The environment is then the complement S¯ containing {b, c}.
In the canonical case, energy can flow between S and
S¯, which indicate an interaction between them. Hence,
the total energy of S is not conserved, so in general, we
release the microcanonical constraint (11):
E
(j)
+ =
2∑
i=1
E
(j)
i . (12)
Nevertheless, the microstates
{
E
(j)
1 , E
(j)
2
}
still need to
give the ’correct’ macrostate as a constraint equation:
E =
n∑
j
pjE
(j)
+ , n <∞,
with pj is the canonical distribution function. It should
be kept in mind that neither S nor S¯ is microcanoni-
cal, which means neither have equal weight for their mi-
crostates; pj 6= constant.
Provided that we know exactly all the possible mi-
crostates of the universe U, theoretically, we could obtain
the exact canonical probability distribution, given a sub-
system S ⊂ U. The (normalized) probability distribution
for microstate j is:
pj =
W (j)∑
kW
(k)
,
6with
∑
kW
(k) is the sum of all possible microstates of
system S.
An important point we want to emphasize is: know-
ing all possible microstates of the (isolated) universe U
(which mean knowing XU ), then choosing a specific sub-
system S ⊂ U (which means knowing XS), then we could
obtain exactly the weight / probability distribution p
(S)
j
for each distinct microstate inside XS, by using the fun-
damental postulate on XU . This is analog with obtaining
a density matrix from a pure state of the universe by trac-
ing out parts of the Hilbert space in quantum mechan-
ics [38]. However, knowing all the possible microstates
of the universe is an excessive requirement, therefore we
simplify the case by taking an appropriate limit. Given a
distribution p
(S)
j for our canonical system S, which could
be any well-defined distribution, from Kronecker-delta to
homogen distribution, for a limit where the environment
is much more larger than the observed system, S¯≫ S,
the most frequent distribution to occur is [42]:
pj = g
(j) exp
(
βE
(j)
+
)
. (13)
Moreover, for a limit where we have large number of en-
ergy level and particles, E+ u E(jmax)+ . Therefore, if the
environment is much more larger than the canonical sys-
tem, and the energy levels of the system is very dense
with a large number of particles, we can safely use (13)
as the probability distribution which is responsible for the
macrostate E¯. β is the Lagrange multiplier related to the
microcanonical constraint, which can be defined as the
inverse temperature. See [43] for a detailed derivation.
For the canonical case, each microstates could have
different weight, and this will result in the existence of
the most probable reduced-microstate to occur. In other
words, the variance, standard deviation, and fluctuation
of energy in the canonical case, in general, are not zero.
But in the limit of large number of energy levels and par-
ticles, the standard deviation of energy σE  E, there-
fore, the fluctuation is, effectively, zero. See [40–43] for
standard basic definitions in statistical mechanics.
2. Grandcanonical case and particle fluctuation.
The most general ensemble case in statistical mechan-
ics is the grandcanonical case, where number of partitions
and total energy of the system is not conserved: 4E 6= 0,
4N 6= 0. We release the canonical constraint (12), which
contains the information of the number of partitions of
the system. This means, we allow the change in the num-
ber of partitions, which is two in our previous binary-
partition example in the begining of Subsection II A:
E
(j,n)
+ =
n∑
i=1
E
(j)
i ,
(see equation (11) and then compare them).
Let us define an open systems S′ inside U as the collec-
tion of all possible subsets of U : S′ = {si |a ∈ si; a ∈ U} ,
si ∈ U. These subsets si are naturally all the possi-
ble grandcanonical microstates of our open system S.
It is clear that the grandcanonical microstates do not
only consist the canonical microstates, but also other
canonical microstates with different number of particles.
We need to add all of these collections of canonical mi-
crostates with different numbers of particles to obtain all
possible grandcanonical microstates.
An exact grandcanonical distribution can be obtained
by counting procedure, but since it is not really effective
to do the calculation this way, we simplify the case just as
the previous canonical case. In the limit where the envi-
ronment is much larger than the grandcanonical system,
and the level energy of the system is very dense with a
large number of particles, the grandcanonical probability
distribution responsible for the macrostate E is:
P(j,n) = g
(j) exp
(
µβn+ βE
(j)
+
)
,
with µ is another Lagrange multiplier related to the
canonical constraint (fixing the number of particles), de-
fined as the chemical potential [43]. In the limit of large
number of energy levels and particles, the standard devi-
ation of particle’s number σn  N, therefore, the particle
fluctuation is, again, effectively zero.
III. APPLYING COARSE-GRAINING TO
GRAVITY
In this section, we apply our coarse-graining proposal
described in Section II to discrete gravity. The main idea
proposed by the theory of general relativity is: gravity is
geometry [44, 45], and therefore, coarse-graining gravity
is coarse-graining geometry. In the first subsection, we
will start with coarse-graining a 1-dimensional segment,
to give a clear insight of the procedure. In the second
subsection, we will give restrictions which are related to
the cut-offs in the theory. We carry our procedure in
a microcanonical framework, but we will generalize to
general ensembles, this is done in the third subsection of
this part. At last, we will coarse-grain higher dimensional
geometries, which are areas and volumes. The dynamics
has not been included in our work.
A. (1+1) D: Coarse-graining segments
1. Transformation to the center-of-mass coordinate
For the moment, let us work in (1 + 1)-dimension,
where the spatial slice is a 1-dimensional geometrical
object. Let us suppose that we have a system contain-
ing two coupled segments. Written in the coordinate-
free variables, the system has three degrees of freedom:
{|l1| , |l2| , φ12} [46]. |l1| , |l2| are the lengths of the two
7segments, while φ12 is the angle between them. Follow-
ing the procedure proposed in Section II, to coarse-grain
the system means treating the system as a single segment
containing only single degrees of freedom. The first step
of this coarse-graining procedure is to obtain the transfor-
mation to the ’center-of-mass’ coordinate. Let us return
to the non-coordinate-free variables, where we describe
the system in a vectorial way, {l1, l2} [46]. Written in
vectors, the transformation to obtain the center-of-mass
coordinate, {l+, l−}, is obvious:
l± = l1 ± l2, (14)
These are similar to the transformation (1) defined in
Subsection II A.
The next step is to obtain the coordinate-free version
of {l+, l−}. It could be done by taking the norms and the
2D dihedral angle between these two 1-forms, as defined
in [46]. The ’center-of-mass’ coordinate-free variables are
written as {|l+| , |l−| , α}, where the transformation is:
|l±| =
√
g (l1 ± l2, l1 ± l2), (15)
cosα =
g (l1 + l2, l1 − l2)
|l1 + l2, | |l1 − l2| , (16)
α is the 2D angle between segment |l+| and |l−|, and g is
a Euclidean metric, see [46] for a detail explanation. In
fact, we could directly define transformation (15)-(16) as
the transformation to the center-of-mass variables with-
out using the vectorial transformation (14); we use the
vectorial form just as a simple way to derive this trans-
formation.
It should be kept in mind that {|l1| , |l2| , φ12} and
{|l+| , |l−| , α} describe the same system, but they use
different choice of variables: the first one use the length
of each individual segments and the angle between them,
while the later use the total length and their difference,
with the angle between them.
Now, having the ’center-of-mass’ variables written in a
coordinate-free way, the coarse-graining procedure is to
be defined straightforwardly.
2. Geometrical setting and terminologies
Following an example in [46], for the moment, we take
a compact, simply-connected slice as the foliation of a dis-
crete spacetimeM∆, we call this spatial slice S14; which
is topologically a boundary of an n-polygon. Each seg-
ment is a portion of a real line [0, |li|] ⊂ R1i . The length
of each segment is defined as a scalar |li| . We call each
segment of S14 as a partition of the whole system.
Suppose we have S14 discretized by six partitions as
in FIG. 3. In analogy with the coarse-graining of many-
body problem described in Section II, we coarse-grained
S14 so that it only contains three partitions, by collecting
each two adjacent segments together. We call the discrete
geometrical object containing six and three partitions as
a hexagon S14=6 and triangle S14=3 , respectively. S14=6
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FIG. 3. (a) is S14=6 , a hexagon containing by a six seg-
ments. It is coarse-grained into (b), S14=3 , where it only
contains three segments by collecting each two adjacent seg-
ments together, for example, |l1| and |l2|. Averaging over
all the possible values of |l1| and |l2| gives the coarse-grained
length |L|.
is the fine-grained state and triangle S14=3 is the coarse-
grained state. See FIG. 3.
Let us focus to the two adjacent segments of S14=6,
they construct a system containing two coupled seg-
ments, say, system L, for ’length’. L is described
by three degrees of freedom, denoted by the configu-
ration {|l1| , |l2| , φ12} , or {|l+| , |l−| , α}, written in the
center-of-mass variables. We call the configuration
{|l1| , |l2| , φ12} or {|l+| , |l−| , α} as the correct microstate
of system L. Any possible configuration of L, which we
denote as
{∣∣∣l(j)1 ∣∣∣ , ∣∣∣l(j)2 ∣∣∣ , φ(j)12 } or {∣∣∣l(j)+ ∣∣∣ , ∣∣∣l(j)− ∣∣∣ , α(j)} , for
j ∈ Z, is defined as the jth-microstate. The collection of
all possible microstates construct a sample space XL of
the system L.
Now let us use the center-of-mass variables
{|l+| , |l−| , α} as the correct-microstate. We want
to treat L as a coarser system containing only a single
segment. A natural way to do this is to describe the
system using variable |l+|, by transformation (15). |l+|
is the correct reduced-microstate, which is the total
length of the segment: the norm of the sum of segment
l1 and l2:
|l+| = |l1 + l2| ,
see FIG. 4. Doing the same way to any microstate{∣∣∣l(j)+ ∣∣∣ , ∣∣∣l(j)− ∣∣∣ , α(j)} , we obtain all possible reduced jth-
microstate,
∣∣∣l(j)+ ∣∣∣:∣∣∣l(j)+ ∣∣∣ = √∣∣∣l(j)1 ∣∣∣2 + ∣∣∣l(j)2 ∣∣∣2 − 2 ∣∣∣l(j)1 ∣∣∣ ∣∣∣l(j)2 ∣∣∣ cosφ(j)12 . (17)
We define the macrostate |L| as an average value over
all possible configuration under a weight/probability dis-
tribution pj :
|L| =
∑
j
pj
∣∣∣l(j)+ ∣∣∣ , j ∈ Z. (18)
The coarse-grained length is defined as the macrostate,
relative to fine-grained length, which is defined to be sum
of the norms of the l1 and l2:
|l|+ = |l1|+ |l2| . (19)
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FIG. 4. A closed triangle in 2-dimensional space is formed
by three vectors l1, l2, l12 ∈ TpM ∼ R2, which must satisfied
a closure condition (sometimes called as Gauss constraint in
physics term) l1 + l2 + l12 = 0. Three segments |l1|, |l2|, and
|l12|, each of them belongs to a distinct R1i , formed a closed
triangle a, which is in fact a portion of a flat 2-dimensional
space R2. Then we can think segment |l1|, |l2|, and |l12| are
embedded on a common R2. Using this triangle, we can con-
struct 2-dimensional vectors describing each segments: l1, l2,
and l12 ∈ TpM ∼ R2. In other words, we assume the segments
l1, l2, and l12 are embedded in a one dimensional higher, flat
manifold, which is the triangle a. This assumption is reason-
able because before doing coarse-graining on the slice, firstly
we need to coarse-grain the bulk, which means the bulk where
the fine-grained slice lied must already be flatten [1]. Using
the Minkowski theorem in R2, we have l1 + l2 + l12 = 0, where
l1, l2, and l12 formed a closed triangle.
See FIG. 4.
In the statistical mechanics point of view, we can only
have certain information about the macrostate |L|, with-
out knowing the details of the fine degrees of freedom,
i.e., we do not know the correct values of {|l1| , |l2| , φ12},
in this case. But we can assume them to be some num-
bers, so that they give the correct average value under a
specific probability distribution, which is the macrostate
|L|.
In the end, by taking the full-discretized object men-
tioned in the beginning of this section, we obtain
the coarse-grained spatial slice; S14=3, which is the
macrostate: an average over all possible fine-grained
slices, the microstates S14=6.
B. Restrictions
1. Bounds on informational entropy
We have already reviewed the definition of informa-
tional entropy in Subsection II B. Now we will apply this
to coarse-grained discrete geometries. We only use Shan-
non entropy, since we are dealing with discrete system.
a. Lower bound entropy. To prevent divergencies in
the infinitely-small scale limit, as explained in Subsection
II B, we need to give first restriction to the sample space
XL. This results in the countability of all the possible mi-
crostates, as well as the discreteness in the sample space.
The physical consequence of our first restriction is that all
the physical properties -in this case, the properties of the
microstates {|l1| , |l2| , φ12} , must be discrete. This state-
ment is equivalent with the statement: {|l1| , |l2| , φ12}
can not be infinitesimally-small, there should exist an ul-
traviolet cut-off which prevent the lengths and angles to
be arbitrarily small. This is not a problem in Regge ge-
ometry since all the geometrical objects are defined by
simplices, which are discrete objects.
We consider the Kronecker-delta distribution as the
probability distribution describing a completely-known
system with maximal certainty, -a ’pure state’. The
Shannon entropy of this pure state is zero, by (4), which
is consistent with its physical interpretation.
Therefore, the lower bound of the informational en-
tropy is zero, resulting from the Kronecker-delta prob-
ability distribution. This is in analog with the von-
Neumann entropy bound on the pure state for the spin-
network calculation studied in [1].
b. Upper-bound entropy. To prevent divergencies
in the infinitely-large scale limit, we need to give second
restriction to the sample space XL. Following the rea-
soning described in Subsection II B, giving the second
restriction to our discrete geometry system will results
in the finiteness of the number of possible microstates,
besides of being countable, due to the first restriction.
The physical implication of the second restriction, along
with the first restriction, is the properties of microstates
{|l1| , |l2| , φ12} , can not be infinitely large, nor infinitely
small. This agrees with the atomism principle: the
’atoms’ of space can not be infinitely large.
We consider the homogen distribution (8), as the prob-
ability distribution describing a completely-unknown sys-
tem with maximal uncertainty, -a ’maximally-mixed’
state. With the first and second restrictions, the en-
tropy of the homogeneous probability distribution from
(9) which is Smax = lnW, could be obtained.
In conclusion, with first and second restrictions, we
have a well-defined entropy for any probability distribu-
tion for our discrete geometry system, within the range
defined in (10). See Section II B for a detailed derivation
concerning bounds on entropy.
2. The cut-offs and truncation to the theory
Both the first and second restriction define cut-offs to
the properties of the system. To give a well-defined and
a consistent lower and upper bound of entropy for the
maximal and minimal certainty cases, the sample space
XL needs to be discrete and finite. Because of this reason,
the properties of microstates {|l1| , |l2| , φ12} , can not be
infinitely large, nor infinitely small. These can be geo-
metrically interpreted as a restriction to the range of the
length of the segments: the segments can not be infinitely
small (they must be discrete) and can not be infinitely
large:
|lmin| ≤ |l| ≤ |lmax|, l ∈ Σ; f : Σ→ Z, (20)
|lmin| > 0, |lmax| <∞.
f is a bijective map which maps every elements of Σ to
the set of integer numbers Z. The minimal and maximal
9values |lmin| and |lmax| are the ultraviolet and the infrared
cut-offs which prevent the theory from divergencies. Set-
ting these values, we define a truncation to our theory.
Returning back to the discretization of S1 in previous
subsection, with these truncations, the refinement must
stop at some point; it can not go to arbitrarily small de-
tails, and the ’perfect’ circle S1 can never be reached,
since it is only an idealization.
C. Microcanonical case
As explained in Section II C, the microcanonical en-
semble is an ensemble of system which satisfies con-
straints ∆E = 0, 4N = 0; the amount of energy and
number of particles in each microstates are fixed. In ana-
log to the kinetic theory, the reduced-microstates (17)
must satisfies the microcanonical constraint for a system
of coupled-segments: all the possible reduced-microstate
must be equal to the correct reduced-microstate:∣∣∣l(j)+ ∣∣∣ = |l12| . (21)
It must be noted that with this constraint, the values of∣∣∣l(j)1 ∣∣∣, ∣∣∣l(j)2 ∣∣∣, φ(j)12 could vary, but their relation (their ’total
length’) described in (17) must be equal to the correct
reduced microstate |l12| . This also can be geometrically
interpreted as taking the ’total length’ and number of
partition (which is two fine-grained segments for each
coarse-grained segment) to be constants.
To conclude this subsection, coarse-graining from
S14=6 to S14=3 (FIG. 3) means we only know with cer-
tainty the macrostate |L|, and lose the information about
the correct configuration of microstate
{∣∣∣l(j)1 ∣∣∣ , ∣∣∣l(j)2 ∣∣∣ ,
φ
(j)
12
}
(which is {|l1| , |l2| , φ12} , respectively). See FIG.
5.
D. General ensemble case
1. Canonical case and length fluctuation
The canonical ensemble in kinetic theory is an ensem-
ble of systems which only satisfy the constraint ∆N = 0.
The energy can flow in and out from each microstate, but
the number of partitions is conserved. Using the same
analogy here, we define in general the canonical ensem-
ble in the discrete geometrical sense by relaxing the mi-
crocanonical constraint (21); in the canonical case,
∣∣∣l(j)+ ∣∣∣
does not need to be equal to |l12|:
∣∣∣l(j)+ ∣∣∣ =
∣∣∣∣∣
2∑
i=1
l
(j)
i
∣∣∣∣∣ . (22)
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FIG. 5. The microcanonical case: Some of the possible mi-
crostates S14=6 which contains six partitions, coarse-grained
into a single macrostate S14=3 , which contains only three
partitions. The total length of each two adjacent segments{
l
(j)
1 , l
(j)
2
}
are equal for each microstates, which is l12.
This means the total length of two adjacent segments
may vary, as long as averaging all of them still give the
macrostate |L|, see FIG. 6.
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FIG. 6. The canonical case: Some of the possible microstates
S14=6 which contains six partitions, coarse-grained into a sin-
gle macrostate S14=3 , which contains only three partitions.
The total length of each two adjacent segments
{
l
(j)
1 , l
(j)
2
}
may vary. This will lead to a fluctuation of length, since now
the microstates
∣∣∣l(j)+ ∣∣∣
c
is not a constant.
Without the microcanonical constraint, we have more
possible microstates, while the first and second restric-
tion are still maintained. In this case, we have fluctua-
tions of length. The variance of the length, in general,
is not zero; this will depend on the probability density.
10
It is clear that for the Kronecker delta, the variance is
zero, no matter if the case is canonical or microcanonical.
This condition is consistent with the physical interpreta-
tion, since in the Kronecker delta distribution, we only
have one possible microstate, so there is no fluctuation
of length.
2. Grandcanonical case, length, and ’particle’ fluctuations
The most general ensemble in kinetic theory is the
grandcanonical ensemble, where we have no restriction
on ∆E and ∆N . In the two previous ensembles, the
number of partitions is fixed: two partitions for each
coarse-grained segment of the discretization. Now, we
release this restriction; the relation (22) of the canonical
case becomes: ∣∣∣l(j,nj)+ ∣∣∣
g
=
∣∣∣∣∣
nj∑
i=1
l
(j)
i
∣∣∣∣∣ , (23)
which means, each different microstate
∣∣∣l(j)+ ∣∣∣
g
will have
degeneracy in terms of number of partitions. See FIG. 7.
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FIG. 7. Each different microstate
∣∣∣l(j)+ ∣∣∣
g
has degeneracy in
terms of number of partitions, which is the number of seg-
ments.
The microstate of the grandcanonical system also de-
pends on the number of partitions nj , which in statisti-
cal mechanics, is usually called as the occupation number.
The average length is given by:
|L| =
W∑
j
Pj
∣∣∣l(j,nj)+ ∣∣∣
g
,
with Pj is the grand-canonical distribution function, W
is the number of all possible microstates, and nj is the
number of partition on each microstate
∣∣∣l(j)+ ∣∣∣
g
. We can
collect all microstates having the same occupation num-
bers nj . The idea is similar to collecting states which
have same wave-number k when we define the Fock space
in quantum mechanics. Furthermore, we could defined
the average occupation number:
n¯ =
W∑
k
Pknk.
The probability distribution Pk is ’Fourier conjugate’ to
Pj .
Obviously, in the grand canonical case, we have length
fluctuation, using the same definition as in the canonical
case. But there is also another fluctuation: the fluctu-
ation of the number of partitions, or, in the statistical
mechanics language, ’particle number’ fluctuation. The
variance, standard deviation, and fluctuation can be ob-
tained using the standard formula; if Pj is the Kronecker-
delta distribution, then the variance this is similar to the
previous cases. See FIG. 8.
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FIG. 8. The grandcanonical case: Some of the possible mi-
crostates S14=6 which can contain any number of partitions,
coarse-grained into a single macrostate S14=3, which contains
only three partitions. This will lead to a fluctuation in the
number of partitions, since now the number of partition of
each microstates is not a constant. The fluctuation of length
also exist, in general.
E. Higher dimensional case
In the previous sections, we worked in the (1+1)-
dimensional case, and the geometrical object we coarse-
grained were collections of segments, a 1-dimensional
slice of a 2-dimensional spacetime. In higher dimensions,
we could coarse-grain areas and volumes.
In this subsection, we will use the construction of n-
simplex procedure explained in our earlier work [46] as a
basic property. Another important theorem we will used
in this subsection is the Minkowski theorem or the clo-
sure constraint [47, 48]. It is related to the construction
of p-simplices embedded in Rn. For p = 2, it is a con-
struction of a closed triangle from three vectors {l1, l2,
l3 = −l12} ∈ Rn, which satisfy the closure constraint:
3∑
i=1
li = 0.
Using physical terminology, this constraint is called the
gauge invariance condition. It is already explained in [46]
that closure condition will cause triangle-inequality, but
not vice-versa. See FIG. 4 as an example. We will use
this property to generalize our result in higher dimension.
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1. (2+1) D: Coarse-graining area
In the (2+1) D theory, the slice Σ of a 3D manifoldM
is a 2-dimensional surface, therefore in this case, we will
be coarse-graining the area of surfaces. Let a discretized
surface be triangulated by three triangles as illustrated in
FIG. 9(a). Let us apply the 3-1 Pachner move. This con-
p
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FIG. 9. (a) is a portion of a discretized surface triangulated
by three triangles. Coarse-graining the area of the surface is
defined as treating these three triangles as one system: by
substituting them with a single and flat triangle in figure (b),
while keeping the boundary (segments |l1|, |l2|, |l3|) fixed.
This transformation is known as 3-1 Pachner move.
figuration contains six degrees of freedom, we can choose
them to be written as {|a1| , |a2| , |a3| , θ12, θ23, θ13} to
prevent ambi uiti s: the system contains three triangles
with area |ai| and coupling constant θij between each two
of them [46]. From the information of {θ12, θ23, θ13} (the
angles between two triangles, -3D dihedral angles), using
the inverse dihedral angle relation [46]:
cosφij =
cos θij,k − cos θik,j cos θkj,i
sin θik,j sin θkj,i
, (24)
we could obtain {φ12, φ23, φ13} (the angles between two
segments, -2D dihedral angles), and then calculate the
deficit angle on the hinge (the point p in FIG. 9(a)):
δφ = 2pi −
3∑
i=1
φi,
which defines the intrinsic 2D curvature of the surface.
These information completely determine the discretized
surface. It must be noted that we did not use vectorial
objects to define the surface, all the variables we have are
written in a coordinate-free way, i.e., they are scalars. See
FIG. 10.
The next step is to obtain ’transformation’ to the
’center-of-mass’ variables, the ’center-of-mass’ of the sys-
tem is a single triangle, obtained by ’summing-up’ the
three triangles of 3-1 Pachner move. This ’center-of-
mass’ variables can be written as {|a123| , |l| , φ,α} , with
|a123| is the ’total area’: the norm of the sum of areas a1,
a2, and a3; |l| and φ are, respectively, one of the segment
and 2D angle of this ’center-of-mass’ triangle, and α are
the variables which we are going to coarse-grained (we
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FIG. 10. Given angles φij , φik, φjk at point p of a tetrahedron,
we could obtain the dihedral angle θij,k. In fact, θij,k is only
φij projected on the plane normal to segment |lk|.
could choose it to be α = (|a12| , |a1| , α) , with α is the
angle between triangles |a12| and |a1|, but they are not
so important since we are going to neglect them all by
the coarse-graining procedure).
For the next step, we would like to obtain the formula
relating the total area |a123| with the fine-grained areas
|ai| . Let us return to the vectorial notation ai. In the
vectorial picture, it is obvious that the three triangles of
the discretized surface and the triangle of the total area
can be arranged so that they construct a flat tetrahedron,
in the same way four 2-simplices constructed a 3-simplex.
This flat tetrahedron is embedded in R3 (in fact, it is a
portion of R3). The three triangles and the total triangle
form the surface of the tetrahedron (which is automat-
ically embedded on R3). Therefore, we could describe
these triangles vectorially, using a 2-form ai ∈ Ω2
(
R3
)
(with Ω2
(
R3
)
is the space of 2-form over R3), such that
their norms give the same norms |ai| as before. Using the
closure constraint (or Minkowski theorem in R3 (Ω2
(
R3
)
is isomorphic to R3)), we have the gauge invariance con-
dition, for the four triangles to form a closed tetrahedron
in R3:
4∑
i=1
ai = 0, (25)
which in our case, can be written as:
a4 = −a123 = − (a1 + a2 + a3) . (26)
See FIG. 11.
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FIG. 11. The Minkowski theorem in R3, a closed surface of a
tetrahedron must satisfy gauge invariance condition.
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Taking the norm of equation (26), the ’transformation’
relation we would like to obtain is:
|a123| =
√√√√√ 3∑
i=1
|ai|2 − 2
3∑
(i<ji=1)
|ai| |aj | cos θij , (27)
α = α (|a1| , |a2| , |a3| , θ12, θ23, θ13) ,
with θij are the 3D dihedral angles. The other variables
|l| , φ can be obtained given the information of {|a1| , |a2| ,
|a3| , θ12, θ23, θ13}, see [46]. Similar with the lower di-
mension analog, we use the vectorial form just as a simple
way to derive this transformation.
At a first glance, formula (27) seems to be an ’extrin-
sic’ relation, since cos θij is an extrinsic property, relative
to the 2D surface (the angle θij does not ’belong’ to the
2D surface Σ). But by using the remarkable dihedral an-
gle formula, the 3D dihedral angles of the tetrahedron
can be written as functions of the angles between seg-
ments using its inverse formula (24). See FIG. 10. For a
detailed explanation about these angles, see [46, 49, 50].
Therefore, it is clear that formula (27) is purely intrinsic
to the 2D surface, it does not depend on the embedding
in R3, we only use R3 to help us to derive relation (27)
in an easy way.
Now, as a 2-dimensional analog to the coarse-graining
in 1-dimension carried in Subsection III A, we de-
fine the statistical mechanics terminologies. Let us
called {|a123| , |l| , φ,α} as the correct microstate, and{∣∣∣a(k)123∣∣∣ , ∣∣l(k)∣∣ , φ(k),α(k)} , as the kth-microstate. We re-
duce the degrees of freedom away by removing α and
defining the correct reduced-microstate as {|a123| , |l| , φ} ,
and the kth reduced-microstate as
{∣∣∣a(k)123∣∣∣ , ∣∣l(k)∣∣ , φ(k)} ,
satisfying:
∣∣∣a(k)123∣∣∣ =
√√√√√ 3∑
i=1
∣∣∣a(k)i ∣∣∣2 − 2 3∑
(i<ji=1)
∣∣∣a(k)i ∣∣∣ ∣∣∣a(k)j ∣∣∣ cos θ(k)ij , (28)
∣∣∣l(k)∣∣∣ = ∣∣∣l(k)12 ∣∣∣ ,
φ(k) = f
(∣∣∣l(k)12 ∣∣∣ ,α(k)) .
The coarse-grained triangle is defined as the macrostate
of the system
{
|A|, |L|, φ¯
}
:
|A| =
∑
k
pk
∣∣∣a(k)123∣∣∣ ,
|L| =
∑
k
pk
∣∣∣l(k)∣∣∣ ,
φ¯ =
∑
k
pkφ
(k),
which is an average value over all possible reduced-
microstates (28). We called |A| as the coarse-grained
area, while the fine-grained area is the ’sum of the norms’:∑3
i=1 |ai|; the area of the ’correct’ microstate. The mi-
crocanonical case is described by the constraint:∣∣∣a(k)123∣∣∣ = |a123| .
Now, what is the geometrical interpretation of this
coarse-graining method? First, we look at formula
(27), which looks like the total ’lagrangian’ of the sys-
tem:
∑3
i=1 |ai|2 looks like the ’kinetic’ part, while the|ai| |aj | cos θij looks like the ’interaction’ part between
fields |ai| and |aj |, with cos θij as the ’coupling constant’.
We can think the discretized surface as a many-body sys-
tem containing (in this case) three ’quanta’ of area, with
interactions among them. The measure of how strong are
the interactions is described by the ’couplings’: the an-
gles between these quanta of area, which in turn, by (24),
is related to the intrinsic curvature of the surface. In this
sense, we could think the intrinsic curvature as an emer-
gent property of a many-body system; which measures
the intensity of the interaction among the ’quanta’ of ar-
eas of the surface [46]. Small curvature (small deficit an-
gle, which means the coupling, -the cosine of the dihedral
angle between two ’quanta’ ≈ 1) gives maximal interac-
tion between the ’quanta’ of space, while large curvature
(large deficit angle, which means the coupling ≈ 0) gives
minimal interaction.
Second, by coarse-graining, we treat the system (in
our case) as a single ’particle’ of a area, which means
we loose the information about the individual “atoms”
and also the interaction among them. This interpretation
is consistent with the fact that by coarse-graining, we
loose the information about the intrinsic curvature of the
slice, since a collection of several ’interacting’ triangles
is replaced by a single flat triangle. See FIG. 12 for a
coarse-grained area example.
FIG. 12. Coarse-graining areas will correspond in loosing the
intrinsic curvature of the surface.
As a last point, we need to generalize these results to a
more general statistical ensembles: for the canonical case
we have
∣∣∣a(k)123∣∣∣ = ∣∣∣∑3i=1 aki ∣∣∣ , while for the grandcanoni-
cal case we have
∣∣∣a(k)123∣∣∣ = ∣∣∑nki=1 aki ∣∣, both are, in general,
not equal to |a123|. The area and particle number fluctu-
ations are defined in the same way as in the 1-dimensional
case. We should remember that we still have freedom to
coarse-grain length just as in the previous section, but it
can only be done after we coarse-grain the surface.
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2. (3+1) D: Coarse-graining volume
Let us go to the real world by adding one dimensional
higher. In (3+1) dimensions we will discuss two cases:
the 4-1 and 3-2 moves. The slice Σ of a 4D manifold M
is a 3-dimensional space, therefore in this case, we will
coarse-grain volumes of space.
a. 4-1 Pachner moves case. We take a portion of 3D
space discretized by four tetrahedra, illustrated in FIG.
13, which is the 4-1 Pachner move.
p
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FIG. 13. (a) is a portion of a discretized space triangulated
by four tetrahedra. Coarse-graining the volume of the space
is defined as treating these four tetrahedra as one system: by
substituting them with a single, flat tetrahedron in figure (b)
while keeping the boundary (triangles a1, a2, a3, a4) fixed.
This transformation is known as 4-1 Pachner move.
Each tetrahedron is a portion of an R3 space, which is
distinct for each tetrahedron. In the vectorial way, they
are described by 3-forms vi, obtained from the wedge
product of three segments lj (see [46]), or it can be ob-
tained from the area of the triangles aj . The volume of
the tetrahedron is defined by its norm, or by:
|vi|2 = 2
9
aj · (ak × al) , (29)
with aj ∈ Ω2
(
R3
)
are the 2-simplices: three triangles
from all the four which bound the tetrahedron (the clo-
sure constraint on R3 (25) guarantees any combination
will give the same volume). It must be emphasized here
that we are working on a purely Regge geometry picture
and we are not going to consider the twisted geometry
case in this work. This means we know exactly the shape
of the tetrahedra; not only the norm of the areas |aj | of
the triangles (as in the twisted geometry case), but also
the length of each segments of the tetrahedron |lj |. This
is equivalent with having the information about the vec-
torial triangles aj , which are used to derive the volume
of the tetrahedron.
The system in FIG. 13(a) is described by ten degrees
of freedom (see [46]), we choose the variables to be the
individual volumes of tetrahedra and the 4D dihedral an-
gles between them {|vi| , ϕij}, for i, j = 1, 2, 3, 4, i 6= j.
Similar to the previous lower-dimensional cases, the next
step is to obtain the center-of-mass variables, which are
{|v1234| , |ai| , θ,α} , for i = 1, .., 4. {|v1234| , |ai| , θ} de-
scribe the center-of-mass tetrahedron: |v1234| is the vol-
ume, |ai| are areas of the external (boundary) triangles,
and θ is one of the six 3D dihedral angles between trian-
gles, while α are four degrees of freedom we are going to
coarse-grain.
Using the analogy of the (2+1) case (but it is not re-
ally obvious since it would require a 4-dimensional space
to imagine this object), the four tetrahedra of the dis-
cretized space and the tetrahedron of the total volume
can be arranged so that they construct a flat 4-simplex :
five 3-simplices (tetrahedra), connected to each other,
form a 4-simplex. This flat 4-simplex is a portion of R4.
The four tetrahedra with the total tetrahedron is the
boundary of the 4-simplex and is automatically embed-
ded on R4. Therefore, we could describe these tetrahedra
vectorially, using a 3-form vi ∈ Ω3
(
R4
)
, such that their
norms gives the same norms |vi| as before.
By the same reasoning with the (2+1)-dimensional
case, we have the closure constraint or the Minkowski
theorem in R4:
5∑
i=1
vi = 0, (30)
see FIG. 14.
l2  
l1  
l3  
v4  
v5  
v1  
v2  
v3
a1  
a2  
a3  
a4  
|l1
l2
L
a. b. l1
(j)
l2(j) L =(j) l12
microstates
macrostate
microstates
macrostate
l1(j)
l2(j)
(j)L =l12
l3(j)
l1(j)
l2(j)
l3(j)
(j)L 
l2
(j)L =l12
(j)l1(j)
microstates
macrostate
FIG. 14. The Minkowski theorem in R4, a closed boundary
(hypersurface) of a 4-simplex must satisfy the closure con-
straint.
The gauge invariance condition (30) can be written as:
v1234 = v5 = − (v1 + v2 + v3 + v4) ,
therefore, taking the norm, we obtain the formula relat-
ing the total volume with the fine-grained volumes:
|v1234| =
√√√√√ 4∑
i=1
|vi|2 − 2
4∑
(i<ji=1)
|vi| |vj | cosϕij , (31)
with ϕij is the 4-dimensional angle: the angle between
two tetrahedra of a 4-simplex (this ’angle between spaces’
can only exist in spaces with dimension higher than
three), see [46].
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Remarkably, this angle also satisfy the dihedral angle
formula in one-dimension higher [49]:
cosϕij,k =
cos θij,k − cos θil,k cos θlj,k
sin θil,k sin θlj,k
, (32)
with θij,k is the dihedral angle between two triangles i, j,
located on hinge k [46, 49]. Formula (31) is the 3D analog
to (15) and (27), it is also purely intrinsic to the 3D space
and does not depend on the embedding in R4. Using the
inverse of (32), we could obtain θij , while having the
information of {|vi| , ϕij}, we could obtain the external
boundary triangles |ai|.
Now let us define the terminologies; the correct mi-
crostate is {|v1234| , |ai| , θ,α} , for i = 1, .., 4, the kth-
microstates are
{∣∣∣v(k)1234∣∣∣ , ∣∣∣a(k)i ∣∣∣ , θ(k),α(k)} , satisfying:
∣∣∣v(k)1234∣∣∣ =
√√√√√ 4∑
i=1
∣∣∣v(k)i ∣∣∣2 − 2 4∑
(i<ji=1)
∣∣∣v(k)i ∣∣∣ ∣∣∣v(k)j ∣∣∣ cosϕ(k)ij .
(33)
The correct reduced-microstate is {|v1234| , |ai| , θ} ,
and the kth-reduced-microstates are
{∣∣∣v(k)1234∣∣∣ , ∣∣∣a(k)i ∣∣∣ ,
θ(k)
}
. The coarse-grained tetrahedron is defined as the
macrostate of the system
{
|V|, |Ai|, θ¯
}
:
|V| =
∑
k
pk
∣∣∣v(k)1234∣∣∣ ,
|Ai| =
∑
k
pk
∣∣∣a(k)i ∣∣∣
θ¯ =
∑
k
pkθ
(k),
which is an average value over all possible reduced-
microstates. The coarse-grained volume is |V| , while the
fine-grained volume is
∑3
i=1 |vi| : the volume of the ’cor-
rect’ microstate. The microcanonical case is described
by the constraint: ∣∣∣v(k)1234∣∣∣ = |v1234| .
For the canonical and grandcanonical case,
∣∣∣v(k)1234∣∣∣ =∣∣∣∑4i=1 v(k)i ∣∣∣ and ∣∣∣v(k)1234∣∣∣ = ∣∣∣∑nki=1 v(k)i ∣∣∣, respectively. The
volume and particle number fluctuations are defined in
the same way as in the previous cases. We still have
freedom to coarse-grain length and area just as in the
previous sections, but it must be done in order: first
coarse-grain the volume, then the area, and lastly, the
length. The reason is because coarse-graining, in a sloppy
sense, is ’adding’ n-simplices, which are n−forms, and in
order to add forms, they need to be embedded on a same
(cotangent) space first.
The 4-1 Pachner move is simultaneously removing four
hinges (segments in (3+1) theory) of the discretized
curved space, not only removing a single hinge as in the
(2+1) case. What if we only want to coarse-grained sin-
gle hinge in the (3+1) case? This is the 3-2 Pachner
move.
b. 3-2 Pachner moves case. The simplest coarse-
graining case which coarse-grain only a single hinge, is
the 3-2 Pachner move. See FIG. 15. FIG. 15(a), which
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FIG. 15. (a) is a portion of a discretized space triangulated
by three tetrahedra {a, b, c}. The fine grained state contains
three tetrahedra glued together on their triangles to contruct
a bipyramid - a ’diamond’ in figure (b). The curvature is
located on the hinge h inside it. When we coarse-grained,
we loose the hinge, and the coarse-grained bipyramid is now
constructed by only two tetrahedra. This transformation is
known as 3-2 Pachner move.
is the ’3’ part of the 3-2 Pachner move, has ten de-
grees of freedom, this can be easily obtained by calcu-
lating the number of segments of this geometrical ob-
ject. But instead of using these ten segments as the
coordinate-free variables, to prevent ambiguities, we use
{|vi| , ϕij , |li| , |h|}, for i 6= j = 1, 2, 3; with |vi| is the
volume of the individual tetrahedron, ϕij is the cou-
pling between each two tetrahedra, |li| is one segment
of each tetrahedron, and |h| is the common internal seg-
ment shared by these three tetrahedra. See FIG. 16(a).
To coarse-grain FIG. 16(a) means we treat the three
coupled tetrahedra as a single system with the surface
boundary is held to be constant for a moment. This
mean, we kept the nine external segments constructing
the ’bipyramid’ to be constants, and we remove the in-
ternal segment |h| away. But |h| is the location of the
intrinsic 3D curvature, that is, it defines the dihedral an-
gles of each tetrahedron, say, {θ1, θ2, θ3} , which gives the
3D intrinsic curvature:
δθ = 2pi −
3∑
i=1
θi.
Therefore, removing |h| away will result in the lost of the
intrinsic 3D curvature. This condition can be realized by
setting δθ = 0, so that it is equivalent with introducing
a new constraint:
θ1 + θ2 + θ3 = 0 (34)
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FIG. 16. (a) is the ’3’ part of the 3-1 move, described by ten
variables. (b) is the ’2’ part of the 3-1 move, described by
nine variables.
to the system. With this constraint, the total degrees of
freedom of the system in FIG. 16(a) reduces from ten to
nine (the ’2’ part of the move), which is exactly the num-
ber of segments of a flat, trihedral-bipyramid. We choose
the ’center-of-mass’ variables to be {|v123| , |ai| , θj} , for
i = 1, .., 6, and j = 1, .., 3, with |v123| is the total volume
of the ’center-of-mass’ bipyramid, satisfying:
|v123| =
√√√√√ 3∑
i=1
|vi|2 − 2
3∑
(i<ji=1)
|vi| |vj | cosϕij , i, j = 1, 2, 3.
|ai| are the six external areas of the bipyramid triangles,
and θj are the three dihedral angles located on the hinge,
they determine a segment of a triangle. See FIG. 16(b).
Now let us define the terminologies. Let
{|v123| , |ai| , θj} for i = 1, .., 6, and j = 1, .., 3, be
the correct microstate, then
{∣∣∣v(k)123∣∣∣ , ∣∣∣a(k)i ∣∣∣ , θ(k)j }
are the kth-microstate. By inserting constraint (34)
to the system, the correct reduced-microstate is
{|v123| , |ai| , θ1, θ2} and the kth-reduced-microstates
are
{∣∣∣v(k)123∣∣∣ , ∣∣∣a(k)i ∣∣∣ , θ(k)1 , θ(k)2 }. See FIG. 16(b). The
macrostate is
{
|V|, |Ai|, θ¯a, θ¯b
}
:
|V| =
∑
k
pk
∣∣∣v(k)123∣∣∣ ,
|Ai| =
∑
k
pk
∣∣∣a(k)i ∣∣∣ ,
θ¯a,b =
∑
k
pkθ
(k)
a,b ,
containing nine degrees of freedom. We can derive all the
same class of properties as in the 4-1 Pachner move case.
IV. DISCUSSION
Following the classical coarse-graining procedures we
have already proposed in the main part of this article, we
will discuss four related subject which could be the first
steps to understand the problems mentioned in the Intro-
duction: the thermodynamical properties of general rela-
tivity and the correct classical limit of quantum gravity.
These subjects include an extension to a non-compact
space case, the inverse procedure of coarse-graining called
as refinement, and limits in statistical mechanics.
A. Non-compact space and infinity
Let us recall our first and second restrictions, respec-
tively: (1) the sample space must be discrete, and (2)
the sample space must be finite. It should be kept in
mind that the second restriction is only applied to a fi-
nite system, which in our case, a compact spatial space.
These two restrictions guarantee that given a finite sys-
tem, we have a finite sample space containing finitely all
possible microstates of the finite system. This is impor-
tant because according to the atomism philosophy, it is
necessary to have a finite amount of informations given
a finite system, so that we only need to provide finite
informations to know exactly the ’correct’ microstate of
the system.
Let us recall bit of the atomism theory. By defi-
nition, the ’atoms’ of any entity can not be arbitrarily
small, nor arbitrarily large. If they are arbitrarily small,
we could have continuous physical entities which is for-
bidden in atomism, while if they are arbitrarily large, we
could have infinitely large, undivided physical entities,
which is also in contrast with atomism. Atomism allow
us to reduce finite (or infinite) things into finitely (or in-
finitely) many parts with finite size. These finite parts
are atoms. Inversely, we obtain finite things by adding
many atoms finitely, and obtain infinite things by adding
atoms infinitely. The point is, whether the things is fi-
nite or infinite, they can be broken down into countable
minimal parts.
In the previous part of our work, the space foliation
of spacetime where we applied coarse-graining is always
taken to be compact, say, two-coupled edges, three cou-
pled triangles, three and four coupled tetrahedra. Now,
we generalize the case such that the foliation is a non-
compact space. A non-compact space can be thought
of as an infinite connected sum of compact spaces with
boundary, that is, by patching their boundary together:
∞
#Mcompact = Mnoncompact.
Using this definition and applying the cut-offs to the non-
compact foliation case, the first restriction is still valid,
so Smin = 0. But the second restriction is not valid in the
non-compact case (this is the reason of calling the first re-
striction as ’strong’ and second restriction as ’weak’, since
the first is valid for both compact and non-compact cases,
while the later is only valid for compact case). Therefore,
the sample space of the non-compact case is not finite,
and there is no upper bound on its informational entropy:
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Smax =∞. But this infinity (the infrared one) is ’accept-
able’ since it comes from the fact that we are considering
an infinite entity: the non-compact space itself.
The important point is, independent of the compact-
ness/ non-compactness of the space, these cut-offs main-
tain the atomism point of view as a foundation in this
theory. Space is constructed from the atoms of space:
a set of finite elements of building-blocks having various
finite size (length, areas, volume), within the range de-
scribed by (20).
Atomism is a way to ’finitize’ entities [30]. It is nec-
essary to have the ’atoms’ not to be infinitely small, nor
infinitely large. It is the ’quantum’: a discrete entity [31].
B. Refinement
We define the refinement map as the inverse map of
coarse-graining. In contrast with the coarse-graining
map, we need to provide information for each step of the
refining map. For an example, to describe completely the
motion of each part of a many-body problem, we need to
provide informations of the individual bodies. Because
of the existence of minimal scale in nature, there exist an
upperbound for refinement, this minimal scale act as a
physical cut-off which prevent the UV-divergencies. The
upperbound on the refinement is in accordance with the
statement that the amount of information in the universe
is finite [39].
C. Continuum v/s thermodynamical limit
There are two types of limits in statistical mechan-
ics [51, 52]: the continuum limit and the thermody-
namical limit, both are taking the number of partitions
to be large: n → ∞, but in different manners. The
continuum limit is obtained by taking n → ∞, with
additional requirements: (1) all microscopic and inten-
sive quantities (the individual length, area, and volume
{|li| , |ai| , |vi|} in this case) becomes arbitrarily small,
they go to zero; and (2) all macroscopic extensive quan-
tities (the total length, area, and volume of the system
{|L| , |A| , |V|}) are constants, or at least, asymptotically
constant. Meanwhile, the thermodynamical limit is
obtained also by taking n → ∞, but with additional re-
quirements: (1) all microscopic and intensive quantities
are constant, or at least asymptotically. (2) all macro-
scopic extensive quantities increase with the number of
partitions n. This means {|L| , |A| , |V|} → ∞, in this
limit. It had been shown that both of these limits are
equivalent classically [51], but it is not clear if this is
also the case in general, particularly, for a background
independence theory.
Let us implement these limits to the statistical discrete
geometry description. If we take the continuum limit, the
first restriction will be violated, since the size of partition
will become arbitrarily small, which is forbidden by the
first restriction. This will lead to the UV-divergence in
the level of entropy.
Other contradiction which occurs if we take the con-
tinuum limit is related to the background independence
point of view. The total size (total length, total area,
total volume) of the space can not be fixed as n → ∞,
because of the background independence. The quanta
of space is the space itself, it is not atoms which lives
in space so that we can add more and more of them on
a fixed background space. Therefore, we argue that the
continuum limit is inconsistent with the atomism and
background independence philosophy.
On the contrary, if we take the thermodynamical limit,
it will violate the second restriction for a compact case
(which is acceptable, since the second restriction is only
valid for compact case2). But this is not a problem for
a non-compact case, since the size of the non-compact
space is infinite and it needs only to satisfy the first re-
striction. In the other hand, for the thermodynamical
limit, when we take n → ∞, the extensive macroscopic
variables {|L| , |A| , |V|} → ∞, which is consistent with
the background independence concept.
Finally, we argue that the correct/ consistent limit of
the (Regge) discrete geometry obtained by the refinement
procedure it not the continuum limit, but the thermody-
namical limit. The existence of this limit will cause the
macroscopic variables pretend as if they are resulting
from a continuous theory [53], which might be an effec-
tive theory for a large n discrete geometry. The macro-
scopic variables of this effective theory are related by the
equation of state, where they satisfy the laws of ther-
modynamics. The next questions are: Is the equation
of state resulting from this thermodynamical limit com-
patible with general relativity? Can general relativity be
derived from an equation of state? Some studies suggest
that for a special case, general relativity could be derived
from an equation of state, providing the entropy is pro-
portional to the area S = A4 [54], but of course this is
another story.
D. Quantum analogy?
The general idea is already presented in [1] (in fact,
this article is the classical analogy which is based by the
formulation in [1]), based on the canonical loop quantum
gravity theory, but it will need a more careful, detailed,
and precise explanation.
2 According to the atomism philosophy, a compact space is not
compatible with the n → ∞ limit: if we add finite entities in-
finitely, we should obtain infinite entity. Therefore, a compact
space can only have finite number of partition.
17
E. Conclusion
We have construct the statistical discrete geometry
by applying statistical mechanics to discrete (Regge) ge-
ometry. We have propose an averaging/coarse-graining
method for discrete geometry by maintaining two philo-
sophical assumptions: atomism and background indepen-
dence concept. To maintain atomism and background
independence philosophy, we propose restrictions to the
theory by introducing cut-offs, both in ultraviolet and in-
frared regime. In discrete geometry, this cut-offs truncate
the theory with infinite degrees of freedom into a theory
with finite degrees of freedom. The interaction between
two partitions (quanta) of geometries manifest through
the intrinsic curvature, as a ’coupling’ in the theory. Us-
ing the infinite degrees of freedom limit, we argue that
the correct limit consistent with the restrictions and the
background independence concept is not the continuum
limit of statistical mechanics, but the thermodynamical
limit. If this thermodynamical limit exist, theoretically,
we could obtain the corresponding equation of states of
statistical discrete geometry, which is expected to be gen-
eral relativity. Works to find this limit is highly encour-
aged, it might be the first step to understand the ther-
modynamical aspect of general relativity. The quantum
version of this article is under progress.
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