Abstract. Transformations of the form A ! C 1 AC 2 are investigated that transform Toeplitz and Toeplitz-plus-Hankel matrices into generalized Cauchy matrices. C 1 and C 2 are matrices related to the discrete Fourier transformation or to various real trigonometric transformations. Combining these results with pivoting techniques,in part II algorithmsfor Toeplitz and Toeplitz-plus-Hankel systems will be presented that are more stable than classical algorithms.
In this paper we study transformations mapping Toeplitz and Toeplitz-plusHankel matrices into generalized Cauchy matrices. Recall that a matrix C = a ij ] is said to be a generalized Cauchy matrix if for certain n-tuples of complex numbers c = (c i ) n has a rank r which is \small" compared with the order of C. The integer r will be called the Cauchy rank of C (with respect to c and d). Cauchy matrices in the classical sense are matrices for which (c i ? d j )a ij = 1. Since we always consider generalized Cauchy matrices we will omit this attribute. L owner matrices are matrices with Cauchy rank 2. We will also deal with matrices of Cauchy rank 4. In our paper two cases of Cauchy matrices will appear: (A) c j 6 = d j for all i and j, and (B) c = d. 1 There are quite a few theoretical motivations to study transformations between di erent classes of structured matrices. So the algebraic theory of one class can be transferred to the other class. But the main motivation for this paper was a more practical, numerical one. Let us explain this. The classical algorithms of Levinson and Schur types mainly work ne if the matrix is positive de nite. However, if the matrix is inde nite they very often su er from instability even if the matrix is well conditioned. The reason is that all these algorithms are based on recursions of the nested principal submatrices which may be ill conditioned. Pivoting as the main tool to avoid instabilty for general unstructured matrices cannot be applied to Toeplitz and related matrices since permutations of columns or rows destroys the structure of the matrix.
Di erent to Toeplitz and related matrices the class of Cauchy matrices does not have this disadvantage: Permuations of rows and columns do not destroy their structure. On the other hand, for Cauchy matrices there exist fast algorithms for inversion and factorization with essentially the same complexity as the classical algorithms for Toeplitz and Hankel matrices. Concerning literature on this topic we refer to 12], 7], 8], 10], 16], 9]. We will discuss this topic in more detail in the second part.
Thus, it remains to nd suitable transformations from Toeplitz-like into Cauchy matrices. To our knowledge, it was rst noticed in 10] that discrete Fourier transformations do this job in an e cient and stable way. In 11] is was remarked that the DFT is also convenient for transforming Toeplitz-plus-Hankel into Cauchy matrices. This idea was further developed in 9]. In the later paper also a mixed sine-I-cosine-III was used to transform real Toeplitz-plus-Hankel into Cauchy matrices. Some transformation results for symmetric Toeplitz matrices appear implicitly in papers on optimal preconditioners (see 21] and 13] for DFT and 14] for the sine-I transformation).
The aim of the present paper is to continue the investigation in this direction. Our main aim to give a systematic account of transformations from Toeplitz and Toeplitz-plus-Hankel matrices into generalized Cauchy matrices. Special attention is paid to transformations that preserve certain properties like symmetry and realness.
In Section 2 we consider transformation of Toeplitz matrices by DFT into matrices with Cauchy rank 2 and in Section 3 transformations of Toeplitz-plus-Hankel matrices by DFT into matrices with Cauchy rank 4. Section 4 is dedicated to the transformation of real Toeplitz-plus-Hankel matrices into real Cauchy matrices. It turns out that many common real trigonometric transformations, like sine-I-IV, cosine-I-IV, the Hartley and the real DFT, transform real Toeplitz-plus-Hankel matrices into matrices with Cauchy rank 4. No special advantage can be gained in the case of a nonsymmetric Toeplitz matrix. But in the case of a real symmetric Toeplitz matrix the sine-I, sine-II, cosine-I and cosine-II transformations map them into the direct sum of two matrices of about half the size with Cauchy rank 2.
Since all transformations listed above are \almost" unitary the condition of the matrix remains essentially unchanged. Furthermore, for all of these transformations fast and stable algorithms do exist (see 17 The method used in Sections 2-4 is mainly straightforward computation. An alternative approach via displacement structure is presented in Section 5. The advantage of the displacement approach is that it can be generalized to Toeplitzlike matrices, i.e. to matrices T for which T ? S T TS has a small rank, where S denote the forward shift. For the classical Toeplitz and Toeplitz-plus-Hankel matrices, however, we found the direct approach simpler and more instructive.
In part II we will present algorithms for the solution of the Cauchy systems emerging from the transformation of Toeplitz and Toeplitz-plus-Hankel systems. These will include the LU-factoriztion of the coresponding Cauchy matrices and their inverses together with partial pivoting techniques.
Let us nally note two other possible applications of the results concerning transformations from Toeplitz into Cauchy matrices. The rst one concerns preconditioners for Toeplitz matrices (see also 22]and references therein). Let U be a unitary matrix such that for a Toeplitz matrix T, C = U ?1 TU is a Cauchy matrix. Consider preconditioners of the form U ?1 DU where D is diagonal. The optimal, in the Frobenius norm, diagonal preconditioner of C is the diagonal of C, and hence the optimal preconditioner for T is U ?1 diag(C)U. The importance of Cauchy matrices for iterative methods for Toeplitz methods was recognized in 14].
The second application concerns representations of Toeplitz-like matrices with the help of trigonometric transformations. These representations are based on the representation of the corresponding Cauchy matrices. Related results were obtained using other methods, for example, in 6] 14], and 2]. The representations give rise to fast matrix-vector multiplication algorithms which can be then used, for example, in iterative solvers. This will be discussed in more detail elsewhere.
TRANSFORMATIONS OF TOEPLITZ MATRICES BY DFT
In this section we show how Toeplitz matrices can be transformed into generalized Cauchy matrices with the help of complex DFT. Di erent to the approach in 10], 9] we do not make explicit use of their displacement structure but give direct proofs instead. We use the fact that the matrices S k and (S k ) T (k = 0; : : :; n ? 1) form a basis in the space of all n n Toeplitz matrices.
For two complex numbers and with 6 = 1 we have for k = 0; 1; : : :; n ? 1 Since this fact seems to be not relevant for the construction of fast stable algorithm we do not discuss it in detail.
We now consider some special cases.
2.1. Nonsymmetric standard choice. In 10] it was proposed to choose = 1 and = ?1. In this case we have f(t) = ?f(t) = a(t). The entries of C = F(1)TF(?1) T are given by c ij = ? ! j n a(! i ) + a( ! j )
where ! i are the n-th unit roots and = exp( i=n).
Hermitian Toeplitz matrices. If the Toeplitz matrix T is hermitian, i.e.
a ?i = a i , it is desirable to have also an hermitian matrix after the transformation. Therefore, it is convenient to choose = = 1. In this case we have f(t) =f(t) = a ? (t) ? a + (t). Furthermore, since in the hermitian case a + (t) = a ? (t) we have f(t) = ?2i Ima + (t) . Relation (2.5) goes over intò
We arrived at the following.
Theorem 2. Let T be an hermitian Toeplitz matrix. Then C = F(1)TF (1) 2 ni
The following fact concerning the matrix C is still more important for our construction of fast algorithms in part II. We show that hermitian Toeplitz matrices can be transformed even into real Cauchy matrices. For this we x a complex number with absolute value 1 di erent from the n-th unit roots ! k . We introduce real numbers x j by
This leads to the following. where the c i are the n-th roots of i.
In order to get the matrix C in a form which is more convenient for the application of the algorithms described in part II we use the same linear fractional substitution as in the previous subsection. Here however it is possible to choose = 1. That means we set 
TRANSFORMATION OF COMPLEX TOEPLITZ-PLUS-HANKEL MATRICES BY DFT
In this section we show that complex Toeplitz-plus-Hankel matrices can be transformed into matrices with Cauchy rank 4 with the help of DFT. Suppose that = e i and = e i ( ; 2 R). Then 2. For a simple implementation it is desirable to have also cos i 6 = cos j for i 6 = j. This can be guaranteed if and are chosen nonreal. One possibility is = ? = 1 3. In the case of an hermitian Toeplitz-plus-Hankel matrix the transformed matrix will be hermitian again if = . We suggest to choose = ? = i (rather than = = 1). With this choice we have cos i = cos i and cos i 6 = cos j for i 6 = j.
REAL TRIGONOMETRIC TRANSFORMATIONS
The disadvantage for the transformation with the help of DFT is that complex arithmetics is required also if the matrices are real. In this section we discuss some real trigonometric transformations. These transformations, however, transform Toeplitz matrices into matrices with Cauchy rank 4 rather than 2. This value can also be achieved for Toeplitz-plus-Hankel matrices. Therefore in this section we derive transformation formulas for Toeplitz-plus-Hankel matrices. Later in the section we show that these formulas can be much simpli ed in the case of real symmetric Toeplitz matrices. Therefore we make all considerations for this class. Special attention is however paid to real symmetric Toeplitz matrices where some essential simpli cation can be gained. We are looking now for special choices of u j ( ) and x i for which the transformed matrix has Cauchy rank 4. There are many possiblities. We restrict ourselves to those which lead to the classical sine and cosine transformations because for them fast and stable algorithms are well known and, furthermore, they have some additional symmetry properties that simplify the computation. In particular we will get matrices with a 2 2 block structure C ij ] 2 1 such that the C ij have Cauchy rank 2. In the case of a symmetric Toeplitz we have even C 12 = C 21 = 0. ?1=2 : n odd The last relation shows that (4.14) is valid for all i 6 = j.
In order to calculateT(x i ) T JT(x j ) one has only to multiply the previous expressions by (?1) j . Now we have a complete collection of transformation formulas and a theorem can be formulated which is completely analogous to Theorem 3.1. As a consequence we obtain the following. Corollary 4. If A is a Toeplitz-plus-Hankel matrix then T C I n A(C I n ) T has a 2 2 block structure C ij ] 2 1 such that the matrices C ij have Cauchy rank 2. If A is a symmetric Toeplitz matrix then moreover C 12 = C 21 = 0, i.e. the transformed matrix is the direct sum of two matrices with Cauchy rank 2.
4.4. Cosine-III and Sine-III Transformations. We study now the transformation of Toeplitz-plus-Hankel matrices with the cosine-III transformation. Due to weaker symmetry properties of this transformation we will not get an essential simpli cation for the case of a symmetric Toeplitz matrix.
With the Chebyshev polynomials of rst kind T k ( ) we form the vector T( ) n?1 0 = ( k T k ( )) n?1 0 ; where k = Let c i (i = 1; : : :; n) denote the n-th roots of 1 or ?1 ordered in such a way that c 2k = c 2k?1 (0 < k < (n ? 1)=2) and let i 2 C be given such that 2k 2k?1 is nonreal for all k. We introduce vectors u i = (u ij ) n?1 j=0 by u ij = i c j i + i c j i and the matrix R n by R n = u i;j?1 ] n 1 : The matrix R n is obtained from the DFT F n (1) or F n (?1) after multiplication from the left by a permutation matrix and a block diagonal matrix with blocks
Clearly R n is nonsingular if 2k 2k?1 is nonreal.
We consider two special cases. First we choose 2k?1 = 1=2 and 2k = i=2.
Then we obtain the real DFT FR n with entries cos 2ij =n and sin 2ij =n.
Secondly, we choose = (1 ? i)=2. In this case we obtain a row permutation of the discrete Hartley transformation which is, by de nition, the matrix-vector multiplication by H n = cos 2ij n + sin 2ij n n 1 : As it can be checked, both the real DFT and the Hartley transformation transform Toeplitz-plus-Hankel matrices into matrices with Cauchy rank 4. Due to the lack of symmetry properties these transform do not appear to o er any adventage for transforming symmetric Toeplitz matrices. Therefore we refrain from presenting the explicit formulas. Furthermore, one can consider the vectors U( ) at the roots of U n ( ) ? for = 1, which are cos 2i n and cos (2j+1) n+2 for = 1, and cos 2i n+2 and cos (2i?1) n for = ?1. For general Toeplitz-plus-Hankel matrices it is recommended to combine the cases = 1 and = ?1. Similarly one can consider the vector U( ) at the roots of U n ( ) U n?1 ( ). In all cases one gets transformations transforming Toeplitzplus-Hankel into Cauchy rank 4.
DISPLACEMENT APPROACH
We discuss now di erent approach to obtain the transformation results from the previous sections. This approach is based on a quite general but very simple idea. This idea was used in 10] and also in 9]. The approach utilizes the concept of displacement structure.
Let U,V be two xed matrices. The UV -displacement rank of a matrix A is by We present now a survey of the displacement operators corresponding to the transformations discussed in Sections 2-4. In Section 2 we considered the complex DFT transformation F n ( ). The displacement operator corresponding to this transformation is the -cyclic shift operator U( ) = where c is the n-tuple of the n-th roots of , and is chosen in one of the several ways described in Section 2.
In Section 3 and 4 we considered real trigonometric transfromations. The displacement operator U for these transformations has the eigenvectors which are the columns of the transpose of the matrix of trigonometric transformations. The corresponding displacement operators are listed below.
All rows with the possible exception of the rst and last two ones are of the form 0 : : :0 1 0 1 0 : : :0]. The entries which di er from the displacement operator for the sine-I transformation are written boldface.
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