This paper presents a new unified theory of orbits homoclinic to resonance bands in a class of near-integrable dissipative systems. It describes three sets of conditions, each of which implies the existence of homoclinic or heteroclinic orbits that connect equilibria or periodic orbits in a resonance band. These homoclinic and heteroclinic orbits are born under a given small dissipative perturbation out of a family of heteroclinic orbits that connect pairs of points on a circle of equilibria in the phase space of the nearby integrable system. The result is a constructive method that may be used to ascertain the existence of orbits homoclinic to objects in a resonance band, as well as to determine their precise shape, asymptotic behavior, and bifurcations in a given example. The method is a combination of the Melnikov method and geometric singular perturbation theory for ordinary differential equations.
Introduction
Completely integrable Hamiltonian systems are a fairly rare occurrence. Nevertheless, since they can be solved explicitly, they are the first step in the description of many fundamental physical phenomena, such as the motion of rigid bodies or the circling of the earth around the sun. Knowledge of the phase-space properties of these special idealized systems is used in conjunction with perturbation theory to describe more realistic physical problems, for instance, problems that exhibit irregular or chaotic behavior.
The perturbation method most commonly used to show the presence of chaotic dynamics in near-integrable systems is the Melnikov method. First developed for time-periodically perturbed planar systems [1] [2] [3] [4] [5] , it was soon generalized to cover multi-degree-of-freedom systems as well [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . This method is particularly convenient for multi-dimensional Hamiltonian systems, where it combines with the KAM theory [18] [19] [20] [21] [22] to yield the existence of Smale-horseshoe chaos and Arnold diffusion in many problems [7] [8] [9] [23] [24] [25] [26] [27] [28] [29] .
The use of the multi-dimensional Melnikov method for near-integrable dissipative systems is restricted to special cases [13, 14, 16, 30, 31] . In all of these cases, averaging or some singular perturbation method must be used together with the Melnikov method in order to show the existence of some homoclinic or heteroclinic orbits, whose presence causes nearby phase points to behave chaotically. The singular perturbation aspect is stressed the most in ref. [30] . That paper shows how to construct a spiral-saddle connection out of a circle of equilibria and a two-dimensional surface of heteroclinic orbits connecting certain pairs of points on this circle. The spiral-saddle itself, as well as the spiraling part of the connection are born out of the circle of equilibria under perturbation; hence the singular nature of the problem.
This paper presents a geometric theory of phenomena that can emerge under perturbation out of a manifold of orbits homoclinic to a circle of equilibria, which lies on an unstable invariant annulus in the phase space of an (n + 1)-degree-of-freedom integrable dynamical system. In particular, the paper discusses a number of possible homoclinic and heteroclinic orbits connecting equilibria and periodic orbits that lie inside a resonance band [32] [33] [34] created by the perturbation out of the circle of equilibria.
The main results of this paper are presented in the three theorems in section 3. These theorems describe the various geometric situations that give rise to homoclinic or heteroclinic orbits connecting objects in a resonance band. Theorem 1 describes orbits that result from intersections of (n + 1)-dimensional stable and (n + 1)-dimensional unstable manifolds; theorem 2 describes orbits that result from intersections of (n + 2)-dimensional stable and (n + 1)-dimensional unstable manifolds; and theorem 3 describes orbits that result from intersections of (n + 2)-dimensional stable and n-dimensional unstable manifolds.
The result presented in ref. [30] is a special example of this paper's theorem 3. A very similar example is given in ref. [31] . An example of theorem 1 is presented in ref. [35] . This example shows how to construct orbits homoclinic to saddles in a resonance band that have purely real eigenvalues. A similar example is studied in ref. [36] , in which an independent proof is given for a special case of this paper's theorem 1, and careful numerical calculations are performed that support the theoretical findings.
The proofs of the three main theorems of this paper that are described in section 7 require a fair amount of background, which is outlined in sections 4, 5, and 6. In particular, all three proofs follow virtually the same geometric idea that consists of three main steps. The first step is outlined in section 4. In this step, an unperturbed unstable invariant annulus, which contains a circle of equilibria and is connected to itself by an (n + 2)-dimensional homoclinic manifold, is shown to persist under perturbation, and the Melnikov method is used to ascertain whether a two-dimensional homoclinic manifold of orbits that are biasymptotic to this persisting annulus exists. In the second step, rescaling is used to describe the dynamics in the resonance band that is created by the perturbation on the persisting annulus out of the unperturbed circle of equilibria. This step is developed in section 5. In the third step, geometric singular perturbation theory [37, 38] is used to connect the homoclinic dynamics, which are transverse to the persisting annulus, to the dynamics along this annulus in order to describe the precise asymptotic behavior of the homoclinic orbits. This step is carried out in sections 6 and 7.
A Hamiltonian counterpart of this paper was developed in refs. [39] [40] [41] . For two-degreeof-freedom systems, the Hamiltonian result is very general, because the Melnikov function used in that situation can be computed explicitly as an energy difference. The details of the Hamiltonian case have much in common with theorem 1 of this paper. In particular, two crucial stepping stones in its proof are propositions 7.1 and 7.2. However, the geometry of the Hamiltonian case is very different from the geometry described in the present paper. Namely, in the Hamiltonian case, the result describes two-dimensional surfaces of orbits homoclinic to nested families of periodic orbits as opposed to isolated homoclinic or heteroclinic orbits described in this paper. Moreover, orbits homoclinic to objects inside a resonance band are generic in the Hamiltonian case, but only occur on lower-dimensional submanifolds of the parameter space in most subcases of the dissipative case presented here.
Methods for finding orbits homoclinic to resonance bands may be applied to some of the systems that have undergone a change of variables into a frame rotating with the same frequency as an external force and subsequent averaging. Examples of such systems are [42] in the theory of Josephson's junctions; [25] in nonlinear fiber optics; [26, 28, 29] in lasermatter interaction; [13, 23, 24, 31, 43] in the theory of water waves; [27] in the theory of vibrating plates. The advantage of the methods presented in this paper's theorems 1, 2, and 3, as well as in the Main Theorem of ref. [40] , is that their hypotheses are easily verified in specific situations. In fact, their verification requires only algebraic manipulations. This makes the method described in this paper a potentially powerful tool for solving physical and engineering problems. This paper is organized as follows. In section 2, the problem of orbits homoclinic to resonance bands is set up. In section 3, the main results of the paper are stated. In section 4, results from persistence theory of normally hyperbolic invariant manifolds that are needed for the understanding of this paper are discussed, and a brief review of the multidimensional Melnikov method is given. In section 5, an approach to analyzing resonance bands is explained. In section 6, geometric singular perturbation theory is used to calculate local stable and unstable manifolds of objects in a resonance band. In section 7, the three main theorems of this paper are proven. Finally, in section 8, a simple example is shown to satisfy the conditions of the three main theorems for certain parameter values.
The Setup
We consider systems of the forṁ
Here x = (x 1 , . . . , x 2n ) ∈ IR 2n , I ∈ IR and θ ∈ S 1 , D x denotes the partial derivatives with respect to x, λ ∈ IR is a real parameter, ε 1 is a small parameter, and
with Id being the n × n identity matrix.
When we set ε = 0, we obtain the unperturbed system:
2a) 
are linearly independent at all points x which are not equilibria of (2.2a) and pairwise satisfy the relationship
3)
This assumption implies that, at least in principle, solutions to equation (2.2a) may be obtained by quadratures; see for instance [17] .
The second assumption introduces homoclinic orbits into the phase space of equations (2.2a):
Assumption 2 For every I with I 1 < I < I 2 , equation (2.2a ) possesses a hyperbolic equilibrium x = X(I), which varies smoothly with I and a manifold W (X(I)) of homoclinic orbits, connecting the equilibrium at x = X(I) to itself.
We remark that the stable and unstable manifolds W s (X(I)) and W u (X(I)) of the equilibrium X(I) must both be n-dimensional, since the eigenvalues of the matrix JD Since the system (2.2a) is autonomous, all the solutions on the homoclinic manifold W (X(I)) can be represented in the form x h (t − t 0 , I, φ), where φ ∈ IR n−1 is a vector of parameters. A consistent parametrization of individual orbits in the manifold W (X(I)) can be obtained by setting t 0 = 0 and varying t.
In the full (2n + 2)-dimensional phase space of the system (2.2), the family of equilibria at x = X(I) forms a two-dimensional invariant annulus M foliated by periodic orbits with coordinates x = X(I), I, and θ = Ω(X(I), I)t + θ 0 , with I 1 < I < I 2 . The annulus M possesses (n + 2)-dimensional stable and unstable manifolds W s (M) and W u (M), which are the unions over the interval I 1 < I < I 2 of the cartesian products of the manifolds
The invariant annulus M and its three-dimensional homoclinic manifold W (M) are the cartesian product of a circle with a curve segment filled with equilibria, and its two-dimensional homoclinic manifold.
and W u (X(I)) with the angle θ, respectively. The manifolds W s (M) and W u (M) intersect along the (n + 2)-dimensional homoclinic manifold W (M), which is the union over the interval I 1 < I < I 2 of the cartesian products of the homoclinic manifolds W (X(I)) with the angle θ, shown in figure 1. We remark that the homoclinic manifold W (M) can be parametrized by t, I, φ, and θ 0 in the representation:
It can also be represented implicitly by the set of equations: 5) which hold on the annulus M at x = X(I) and, therefore, also on the homoclinic manifold
In order to study orbits homoclinic to resonance bands, we make the assumption:
Assumption 3 For some I 0 with I 1 < I 0 < I 2 we have
This assumption implies that for I = I 0 , the frequency of the periodic orbit on the annulus M passes through a simple zero, so that this periodic orbit is really a circle of equilibria.
As will be shown in section 5, this circle will break up under the given perturbation into a resonance band, which is the main object of this study.
Any equilibrium p on the circle is determined by its value of the angle θ = θ(p). The unstable manifold of the point p is the set parametrized by the variables t and φ in the
This set is an n-dimensional manifold, in general foliated by heteroclinic connections between p and other equilibria on the circle, whose θ coordinates are given by the formula θ = θ(p) + ∆θ(φ), in which the expression ∆θ(φ) = As mentioned above, the circle of equilibria at I = I 0 breaks up under the perturbation into a resonance band. In order for this resonance band to contain only a finite number of discrete equilibria, we assume
Assumption 4
At any fixed value of the parameter λ, the function g I (X(I 0 ), I 0 , θ, λ) has only finitely many simple zeros in θ for 0 ≤ θ ≤ 2π.
Finally, we define the Melnikov vector, M(I, φ, θ 0 , λ), whose n components
are given by the formulas
where 
The Main Results
In this section, we state the main results of this paper. They are described in theorems 1, 2, and 3, and follow from a series of preliminary results which we outline next. All the proofs and further details are relegated to sections 4, 5, 6, and 7.
First, we observe that the results of Fenichel [44] [45] [46] precise nature of these manifolds will be discussed in proposition 4.1. What is important for this outline is that the perturbed annulus M ε can be written as a graph over the I and θ variables in the form
for some smooth function X ε (I, θ, λ, ε) with X 0 (I, θ, λ, 0) = X(I).
The circle of equilibria that exists on the unperturbed annulus M breaks up under perturbation into a resonance band lying on the perturbed annulus M ε . This resonance band is best described in the following way: We restrict the dynamics of equations (2.1) to the annulus M ε using formula (3.1). Following [32] [33] [34] , we then "blow up" the region near I = I 0 using the transformation I = I 0 + √ ε h, rescale time using τ = √ εt, and Taylor expand in √ ε, to obtain the equations . Higher order terms in these equations can be easily computed just in terms of differentiations and algebraic operations alone, as implied by proposition 5.1.
In the limit as ε → 0, we obtain the rescaled or outer system
The outer system (3.3) can be derived from the rescaled Hamiltonian
Note that the limiting outer system (3.3) is Hamiltonian also when systems (3.2), (2.1), and even (2.2) are not.
System (3.2) can be investigated with the help of system (3.3) by a mixture of phaseplane and perturbation techniques. One approach to this investigation is outlined in section 5. The phase portraits of a typical outer system (3.3) and its perturbed counterpart (3.2) are shown in figure 2.
In order to investigate orbits homoclinic or heteroclinic to possible equilibria and periodic orbits of equations (3.2) in the full x − I − θ phase space, we simply set I = I 0 + √ εh in equations (2.1) and let ε → 0. The resulting system is the inner systeṁ
Figure 2: A typical phase portrait of a rescaled or outer system for ε = 0 and ε > 0. All the points whose θ coordinates differ by a multiple of 2π must be identified.
This system is a singular limit of equations (2.1) in the sense that the circle of equilibria for the unperturbed equations (2.2) at
into a cylinder of equilibria with x = X(I 0 ), 0 ≤ θ ≤ 2π and arbitrary h. Equilibria on this cylinder are unstable, and the structure of each circle h = constant and the heteroclinic orbits that connect pairs of points on it is the same (including the solutions on the heteroclinic orbits) as the structure of the circle at I = I 0 and its homoclinic manifold W (X(I 0 )). Thus, the h − θ cylinder of equilibria at x = X(I 0 ) is connected to itself by an (n + 2)-dimensional homoclinic manifold.
In what is to follow, we confine the values of h to the interval −C < h < C with some large enough constant C. The annular portion of the h − θ cylinder between the circles h = −C and h = C will be calledM. 
The inner and outer systems are complementary in the following way: The inner system describes the structure of homoclinic orbits away from the annulusM, but the annulusM itself consists of equilibria, and all the nontrivial dynamics on the nearby annulusM ε are lost in the inner limit. On the other hand, the h − θ cylinderM for the outer equations We mentioned above that the annulusM in the inner limit possesses an (n + 2)-dimensional homoclinic manifold. We will show in proposition 4.3 that a two-dimensional intersection surface, Σ 
The situation discussed in theorem 1 where the curve O 1,ε ((λ) is the restricted unstable manifold of the saddle s ε (λ) and the curve O 2,ε (λ) is an unstable limit cycle on the annulusM ε . In this case, a heteroclinic orbit connects the saddle s ε (λ(ε)) to the periodic orbit O 2,ε (λ(ε)) for some λ = λ(ε). 
We are now ready to state the three main theorems of this paper. All three concern special orbits on the intersection surface Σ λ ε (φ,θ 0 ). These orbits are homoclinic or heteroclinic connections between equilibria and periodic orbits in the resonance band, and arise in three different geometric situations. Orbits described in theorems 1 and 3 exist for discrete values of the parameter λ, whereas orbits described in theorem 2 exist on intervals of λ.
The first special situation that leads to the existence of homoclinic or heteroclinic orbits occurs when there exist two families of curves O 1,ε (λ) and O 2,ε (λ) onM ε in the resonance region for λ nearλ and all small enough ε. The curve O 1,ε (λ) can be either a stable periodic orbit for the restricted system (3.2) onM ε or a (restricted) unstable manifold of a saddle for this system. The curve O 2,ε (λ) can be either an unstable periodic orbit for the restricted system (3.2) onM ε or a (restricted) stable manifold of a saddle for this system. . In other words, the difference of these h-coordinates passes through zero transversely as λ passes throughλ. We will then show that for some λ = λ(ε), there exists a heteroclinic connection between the orbits O 1,ε (λ(ε)) and O 2,ε (λ(ε)), for all small enough ε.
We now proceed to formalize this discussion. We begin by denoting the h-coordinates of the two intersections discussed in the previous paragraph by
and h θ 0 (I 0 , λ) + ∆θ + (φ(I 0 , λ)) , respectively. Rather than to calculate the difference of these two h-coordinates, it is more convenient to calculate their squares, using equation (3.4) . Thus,
and
Then, for all small enough ε and for some λ = λ(ε) with λ(0) =λ, there exists a heteroclinic orbit connecting either the periodic orbit
We remark that a saddle of the system (3.2) must always exist near a saddle of the outer system (3.3) by proposition 5.3, and that a sufficient condition for the existence of limit cycles in the phase plane of the system (3.2) and a criterion for their stability is given in proposition 5.5.
We next turn our attention to the situation that involves a heteroclinic connection between a saddle or a stable limit cycle on the annulusM ε and a sink or another stable limit cycle onM ε , such as the one shown in figure 6 . This situation is described in
The situation discussed in theorem 2 where a heteroclinic orbit connects the saddle s ε (λ(ε)) to the periodic orbit O ε ((λ(ε)), which is a stable limit cycle on the annulusM ε . Sufficient conditions for the existence of sources, sinks, and limit cycles in the phase plane of system (3.2) and criteria for their stability are given in propositions 5.3 and 5.5, respectively.
Theorem 2 Let the curve
The existence of the limiting region B is a part of the assumption, and needs to be checked
The situation discussed in theorem 3 where a heteroclinic orbit connects the spiralsaddle c ε (λ(ε)) to the periodic orbit O ε ((λ(ε)). This periodic orbit is a stable limit cycle on the annulusM ε .
in each practical case separately. Also, by inverting the time, we can use this theorem to show the existence of a heteroclinic connection between a saddle or an unstable limit cycle on the perturbed annulusM ε and a source or another unstable limit cycle on that annulus.
Finally, we discuss the situation which involves a heteroclinic connection between two equilibria that are sinks for the restricted system (3.2), or a sink and a stable periodic orbit for that system; see figure 7. This situation is described in Theorem 3 Let c 0 (λ) be a center for the outer system (3.3) , and let it be, at λ =λ, located at
at λ =λ. 
This theorem is a generalization of the result of ref. [30] . We remark that, again by inverting the time, we can use theorem 3 to show the existence of a heteroclinic connection between two equilibria that are sources for the restricted system (3.2), or a source and an unstable limit cycle for (3.2).
The rest of the paper is devoted to the necessary background and the proofs of theorems 1, 2 and 3.
Homoclinic Intersection Surfaces
In this section we first discuss the persistence of the annulus M and its stable and unstable manifolds, W s (M) and W u (M), for nonzero ε. We then review those features of the In order to show persistence under perturbation of the annulus M and its stable and unstable manifolds, we will have to perform local analysis around the annulus M, and hence we now define the local stable and unstable manifold of M. We pick a small positive δ and choose a neighborhood We now turn our attention to the question of which unperturbed homoclinic orbit will survive under perturbation. As mentioned in section 3, the answer to this question is determined by the transverse zeros of the Melnikov vector (2.6). In particular, the equation M(I, φ, θ 0 , λ) = 0 presents n constraints on (n + 2) variables, I, φ, θ 0 , and λ. Hence, if we fix the parameter λ, we expect this equation to provide a one-parameter family of surviving homoclinic orbits, or, in other words, a two-dimensional homoclinic intersection surface. This discussion is made precise in finite t ∈ IR, the two orbits traced by these two trajectories are not necessarily uniformly close. Namely, by proposition 4.2, the two trajectories are only guaranteed to be uniformly close on compact intervals of t. After that, they may move away from each other, since the usual Gronwall-type estimate (see, for instance, [33] ) only bounds their distance as εC 1 e
where C 1 and C 2 are some appropriate positive constants.
We also note that an intersection orbit is contained in the stable manifold 
The Resonance Band
In this section we present a way to analyze the dynamics in the resonance band that emerges from the breakup of the circle of equilibria at I = I 0 for nonzero ε. We have seen in proposition 4.1 that the x coordinates of points on the perturbed annulus M ε are given by the equality x = X ε (I, θ, λ, ε) . Therefore, the following two equations completely describe the dynamics on the annulus M ε :
Since we are interested in the dynamics in the resonance band near I = I 0 , we also substitute I = I 0 + √ εh into equations (5.1). We remark that the scaling factor in front of h is √ ε because we have assumed in assumption 3 the generic situation in which Ω(X(I 0 ), I 0 ) = 0 and dΩ dI (X(I 0 ), I 0 ) = 0. Otherwise, this factor may be different; see [32] [33] [34] .
We can only extract useful information about equations (5.1) near the resonance at I = I 0 if we can explicitly calculate, or at least approximate, the function X ε (I 0 + √ εh, θ, λ, ε). This is indeed the case, as we now show. First, as a consequence of proposition 4.1, the function X ε (I, θ, λ, ε) is smooth, so that it can be Taylor expanded about ε = 0:
where m is at most equal to the number of continuous derivatives of the vector field (2.1).
Second, at I = I 0 , the terms X i (I 0 , θ, λ) in this Taylor expansion of the perturbed annulus M ε and their partial derivatives D 
and (I, θ, λ, ε) , and proceed as in [37] and [30] . By equation (2.1a), we
On the other hand, we obtain by the chain rule and equations (2.1b) and (2.1c) the equatioṅ
We equate the two expressions forẊ ε , Taylor expand, and examine the O(ε i ) term for
When i = 1, we obtain the equation Similarly, for i = 2, . . . , m − 1, we obtain the equation 
where X 1 (I 0 , θ, λ) is given by formula (5.3).
As stated in section 3, in the limit as ε → 0, we obtain the outer system (3.3):
Since the outer system has the special form of a one-degree-of-freedom Newtonian system with the Hamiltonian function (3.4), 
The expressionV (θ, λ) in formula (5.9) is periodic in θ, and the expressionV (λ)θ is linear in θ. Formula (3.4) then shows that, say, ifV (λ) and dΩ dI (X(I 0 ), I 0 ) have the same sign, then every orbit on the h − θ phase cylinder must be bounded from the left. In particular, the left-hand halves of the stable and unstable manifolds of a saddle must either coincide along a homoclinic orbit or form two heteroclinic connections to another saddle. In both cases, the homoclinic orbit, or heteroclinic connections, encircle a center. A similar statement is true ifV (λ) and 
The implicit function theorem immediately implies

Proposition 5.3 Every equilibrium of the system (3.3) persists in the system (3.2) a distance O( √ ε) away (in the x − h − θ coordinates), and also persists for neighboring values of the parameter λ. If the unperturbed equilibrium is a saddle, so is the perturbed one. A sufficient condition for an unperturbed center to perturb into a source or a sink is that the expression
D h F h (h, θ, λ) + D θ F θ (h, θ,
λ) calculated at that center be positive or negative, respectively.
The last sentence in this proposition is true because the real parts of both eigenvalues at the perturbed counterpart of a center are equal to 
calculated around that periodic orbit, has a transverse zero as a function of H, the orbit's energy in the system (3.3). This orbit then also persists for neighboring λ. Moreover, if dM (H)/dH is positive on the persisting orbit, then this orbit is unstable on the perturbed annulus M ε ; and if dM (H)/dH is negative on the persisting orbit, then this orbit is stable.
For a special case, a proof of this proposition is given on p. 92 in ref. [47] . The more general case described here is proven in the same way.
Geometric Singular Perturbation Theory
In order to study the orbit structure on the stable and unstable manifolds W s (M ε ) and W u (M ε ) near the perturbed annulus M ε and near the resonance at I = I 0 , we use the rescaling I = I 0 + √ ε h on the full system (2.1), to obtain the systeṁ
Setting ε = 0 in equations (6.1), we obtain the inner system (3.5):
The properties of its phase space are described in section 3. On the other hand, if we restrict the dynamics of equations (6.1) to the annulus M ε and rescale the time into τ = √ εt, we obtain in the limit as ε → 0 the outer system (3.3):
. We studied this system in the previous section.
As we have already mentioned in section 3, the inner system (3.5) describes the dynamics away from the limiting annulusM at x = X(I 0 ), and the outer system (3.3) describes the rescaled slow dynamics on the annulusM. The work of Fenichel [37, [44] [45] [46] provides a means to connect the dynamics of systems (3.5) and (3.3) in order to achieve a description of the orbits in the local stable and unstable manifolds W (See also ref. [40] .) The estimates in this proposition are stated in the x − h − θ coordinates.
The proposition is given for stable fibers; the proposition for unstable fibers is the same except for obvious changes. This proposition is similar to theorems 12.1, 12.2, 13.1, and 13.2 in ref. [37] .
We obtain the full global stable and unstable manifolds of orbits and equilibria that lie on the perturbed annulusM ε by evolving their local counterparts in forward and backward time, respectively.
Using both systems of equations, (3.3) and (3.5), we can obtain the limiting structure of selected objects on the perturbed annulusM ε and their stable and unstable manifolds. In particular, let O ε be an orbit onM ε that limits, as ε → 0, onto a curve O 0 . This curve is a level curve of the rescaled Hamiltonian H(h, θ) at some value H(h, θ) = H 0 . The curve O 0 is an orbit for the outer equations (3.3), and a curve of equilibria for the inner equations (3.5).
If O ε is a periodic orbit, it is clear what is meant by its local stable and unstable manifolds.
However, let O ε be a piece of the unstable manifold of a saddle for the restricted system 
Proofs of the Main Theorems
In this section we finally couple the dynamics near the resonance band in the annulus M ε with the dynamics on the surviving homoclinic orbits using the geometric singular perturbation theory discussed in the previous section.
We recall the limiting homoclinic intersection surface Σ λ 0 (φ,θ 0 ), which consists of those heteroclinic orbits connecting equilibria on the h − θ cylinderM that emerge from the h − θ cylinderM along the line θ =θ 0 (I 0 , λ) − ∆θ − (φ (I 0 , λ) ) and return toM along the line θ =θ 0 (I 0 , λ) + ∆θ + (φ (I 0 , λ) ). Here, by formulas (3.6),
We now proceed to prove theorem 1. In order to do this, we begin by proving two auxiliary propositions. The first proposition is a local transversality result: The preceding proposition now renders the following:
PROOF OF THEOREM 1: By the previous proposition, there exist two particular orbits on the homoclinic intersection surface Σ λ ε (φ,θ 0 ), one forward asymptotic to either the periodic orbit O 2,ε (λ) or the saddle s 2,ε (λ), and another backward asymptotic to either the periodic orbit O 1,ε (λ) or the saddle s 1,ε (λ). Also, by the previous proposition and because of equation (3.8) , for λ >λ, the h coordinate of any point on one of these orbits is always larger than the h coordinate of the corresponding point on the other orbit at the same value of θ. For λ <λ, the roles are reversed. Therefore, at some λ = λ(ε) near λ =λ with λ(0) =λ, the two orbits must pass through each other, and thus form a heteroclinic orbit connecting either the periodic orbit O 1,ε (λ(ε)) or the saddle s 1,ε (λ(ε)) to either the periodic orbit O 2,ε (λ(ε)) or the saddle s 2,ε (λ(ε)), as claimed. ✷ An analogous theorem can be proven in the Hamiltonian case. There, two of the three main ingredients of the proof are again propositions 7.1 and 7.2. However, the transversality condition (3.8) must be dropped, and condition (3.7) is now identical to setting the first component of the Melnikov vector equal to zero. In the proof, an energy argument must be used to show the existence of a heteroclinic connection instead of the transversality argument following from the condition (3.8) used here. Moreover, in the Hamiltonian case, the homoclinic connection will exist for all λ close enough to λ =λ. For details, see ref. [40] .
In order to prove theorem 2, we need to show the existence of the heteroclinic orbit in I 0 , λ) ) . Thus, for all small enough ε, the base point of the fiber through a λ 1,ε (T ) must be contained in the basin of attraction B ε , which proves the existence part of the theorem. x ∈ IR 2 appeared in [30] . The present proof is included in this paper in order to show how the result of [30] fits in the more general framework that leads at once to all three theorems, 1, 2, and 3, and also to extend the proof of [30] to the case when x ∈ IR 2n with n > 1. , 1, 2, and 3.
PROOF OF THEOREM 3: First recall that, in the inner limit, the unstable manifold W u (M) of the annulusM is parametrized by t, h, φ and θ 0 in the expression
The unstable manifold W u (c 0 (λ)) of the point c 0 (λ) is parametrized by t and φ in the expression obtained by choosing h = 0 and θ 0 = θ(c 0 (λ))+∆θ − (φ) in formula (7.1). Likewise, the limiting homoclinic intersection surface Σ λ 0 (φ,θ 0 ) is parametrized by t and h in the expression obtained by choosing φ =φ(I 0 , λ) and θ 0 =θ 0 (I 0 , λ) in formula (7.1).
At λ =λ, the manifold W u (c 0 (λ)) and the surface Σ λ 0 (φ,θ 0 ) intersect along a unique orbit given by the expression of theorem 2, we conclude that the trajectory a ε (t) is attracted to the same object as the points in the set B ε , which proves the theorem. ✷
We now make a remark about the uniqueness of the heteroclinic orbits discussed in theorems 1, 2, and 3. This remark is in place because the families of stable and unstable fibers described in proposition 6.1 that foliate the manifolds W s (M ε ) and W u (M ε ) need not be unique; see ref. [37] . However, for ε > 0, the equilibria and periodic orbits that the heteroclinic orbits in question connect are by assumption hyperbolic, and thus unique.
Their stable and unstable manifolds are therefore also unique, and so must be the heteroclinic orbits that arise as the intersections of these manifolds.
An Example
We consider a four-parameter family of problems in which a Duffing oscillator is coupled to an anharmonic oscillator, described by the system of equationṡ We now demonstrate that this example satisfies the conditions of theorems 1, 2, and 3.
In order to do so, we consider the case when µ β < 1. We assume thatγ = µ 2 γ = O(1), and let α play the role of the parameter λ. We will show that, for appropriately chosen α andγ, orbits homoclinic to the saddle s ε , orbits connecting s ε to the sink c ε , and orbits homoclinic to the sink c ε exist. In fact, due to the symmetry of the problem, all such orbits always occur in pairs: one on the surface Σ α,β,γ +,ε (θ 0,1 ) and the other one on Σ α,β,γ −,ε (θ 0,2 ).
First, we use theorem 1 to find pairs of orbits homoclinic to the saddle s ε . In fact, three different types of such homoclinic orbits exist. They are shown in figure 13 , and in order to prove their existence, we proceed as follows: From (8. This implies that the line θ =θ 0,1 passes an O(µ 2 ) distance away from the center c 0 , and that the line θ =θ 0,2 passes an O(µ 2 ) distance away from the saddle s 0 , so that the desired intersections exist, and are at the same height, h, whenever α = 2γ/5.
It can be shown that, in general, if µ = nπ + δ, with some nonnegative integer n and |δ| β < 1, we obtain orbits homoclinic to the saddle s ε that wind n times around the cylinder M ε before returning to it. (See ref. [35] .) If we choose α andγ so that 5α − 2γ > 0 but sufficiently small, then the hypotheses of theorem 2 are satisfied, and there exist two pairs of connections between the saddle s ε and the sink c ε , as shown in figure 14 .
Finally, we show the existence of orbits homoclinic to the point c ε , shown in figure 15 .
One condition for a pair of such orbits to exist is that the line θ =θ 0 + µ must pass The second condition is that the point (h, θ) = (0,θ 0 − µ) be contained inside the separatrix that encircles the equilibrium point at (h, θ) = (0,θ 0 + µ), which is clearly satisfied for µ β < 1. When both of these conditions are satisfied, it follows from theorem 3 that a pair of orbits homoclinic to the equilibrium c ε exists. These orbits are of the so-calleď Silnikov type [50] ; the chaotic dynamics created by such a pair are discussed, for instance in ref. [30] .
In conclusion, even this simple example shows the richness of the various homoclinic orbits that may emerge under perturbation from orbits homoclinic to an unstable circle of equilibria that breaks up into a resonance band. Furthermore, this example also shows the ease with which theorems 1, 2, and 3 can be applied to specific situations, and thus reveals the potential power of the method for finding orbits homoclinic to resonance bands in solving physical and engineering problems.
