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Repre´sentations line´aires des graphes finis
Lucas Vienne
Departement de mathe´matiques. Universite´ d’Angers. France
Re´sume´
Let X be a non-empty finite set and α a symmetric bilinear form on a real finite
dimensional vector space E. We say that a set G = {Ui | i ∈ X} of linear lines in E
is an isometric sheaf, if there exist generators ui of the lines Ui, and real constants
ω and c such that
∀i, j ∈ X, α(ui, ui) = ω, and if i 6= j then α(ui, uj) = εi,j .c, with εi,j ∈ {−1,+1}
Let Γ be the graph whose set of vertices is X, two of them, say i and j, being
linked when εi,j = −1. In this article we explore the relationship between G and
Γ ; we describe all sheaves associated with a given graph Γ and construct the group
of isometries stabilizing one of those as an extension group of Aut(Γ). We finally
illustrate our construction with some examples.
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1 Introduction
Un entier n ≥ 1 e´tant choisi, on pose X = {1, . . . , n} et on de´finit un graphe
(Γ, X) par l’ensemble Γ de ses are`tes qui sont des paires {x, y} de points dis-
tincts pris dans l’ensemble X de ses sommets. On notera parfois plus simple-
ment Γ le graphe (Γ, X). Sa matrice E est donne´e par son (i, j)-e`me coefficient
εi,j qui vaut −1 si i et j sont lie´s (note´ i ∼ j) et 1 dans le cas contraire.
Donnons nous un espace quadratique (E, α) c’est-a`-dire un espace vectoriel
re´el E de dimension finie muni d’une forme biline´aire syme´trique α.
De´finition 1 (Repre´sentation d’un graphe)
Soient ω et c deux constantes re´elles et (E, α) un espace quadratique. Une
application u de X dans (E, α) note´e u : i → ui est une repre´sentation du
graphe (Γ, X) de parame`tres (ω, c) si
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(1) ∀i, j ∈ X, α(ui, ui) = ω et si i 6= j, α(ui, uj) = εi,j.c.
La matrice S(u) de coefficient ge´ne´ral α(ui, uj) (i, j ∈ X) est dite matrice de
la repre´sentation u. On appellera respectivement rang et degre´ de u le rang de
S(u) et la dimension de E.
On associe a` chaque repre´sentation u : X → E d’un graphe (Γ, X) la gerbe
des droites Ui engendre´es par les ui (i ∈ X) :
De´finition 2 (Gerbe isome´trique)
Un ensemble G = {Ui | i ∈ X} de droites vectorielles indexe´ par X est une
gerbe isome´trique, ou une α-gerbe dans l’espace quadratique (E, α), s’il existe
une repre´sentation u d’un graphe (Γ, X) dans l’espace (E, α) telle que pour
tout indice i ∈ X, Ui = 〈ui〉. On note alors G(u) la gerbe G que l’on dit
associe´e a` la repre´sentation u de Γ.
Dans cet article on de´crit toutes les gerbes associe´es a` un graphe Γ donne´.
On montre aussi que le groupe H(Γ) des automorphismes d’un graphe (Γ, X)
posse`de une image naturelleH(u) dans le groupe d’automorphismes Aut(G(u))
de chaque gerbe G(u) = {〈u1〉, . . . , 〈un〉} qui lui est associe´e. Le the´ore`me 2
prouve qu’en ge´ne´ral le groupe Aut(G(u)) est beaucoup plus gros que H(u)
et que sa structure ne de´pend pas de la repre´sentation u, sauf lorsque les
parame`tres ω et c de u ont le meˆme module (|ω| = |c|). Pour finir, quelques
exemples illustrent l’extension du groupe H(u) au groupe Aut(G(u)) ; si Γ
est un carre´, le groupe Aut(G(u)) s’identifie au groupe d’isome´tries d’un cube
tandis que si Γ est un pentagone, le groupe Aut(G(u)) s’identifie au groupe
d’isome´tries d’un dode´cae`dre.
Un deuxie`me article, en pre´paration, classe les graphes conduisant a` un groupe
Aut(G(u)) ope´rant doublement transitivement sur la gerbe G(u).
1.1 De´termination des repre´sentations d’un graphe (Γ, X)
Terminologie. Une forme biline´aire syme´trique α e´tant donne´e sur un es-
pace vectoriel re´el E, on appelle matrice de Gram d’un n-uplet de vecteurs
(u1, . . . , un) la matrice Gramα(u1, . . . , un) dont le coefficient de position (i, j)
est α(ui, uj). Le re´sultat suivant est obtenu par des arguments e´le´mentaires :
Proposition 1
Soit S = (Si,j)1≤i,j≤n une matrice syme´trique de rang r dansMn(R) et E = R
r.
1. Il existe une forme biline´aire syme´trique α sur E et des vecteurs u1, . . . , un
dans E tels que S = Gramα(u1, . . . , un)
2. Si S est aussi la matrice de Gram d’un autre syste`me de vecteurs v1, . . . , vn
de E pour une forme biline´aire β, il existe une isome´trie f : (E, α)→ (E, β)
telle que pour tout indice i dans X = {1, . . . , n}, f(ui) = vi
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1.1.1 Notion d’isomorphisme. Ope´rations sur les repre´sentations
De´finition 3
Deux repre´sentations u : X → (U, α) et v : X → (V, β) d’un graphe (Γ, X)
dans des espaces quadratiques (U, α) et (V, β) sont dites isomorphes s’il existe
une isome´trie f de (U, α) sur (V, β) telle que f ◦ u = v.
Repre´sentation triviale, repre´sentation nulle
Soit u : X → (E, α) une repre´sentation d’un graphe (Γ, X) de parame`tres
(ω, c). Dire que les vecteurs ui (i ∈ X) sont deux a` deux orthogonaux e´quivaut
a` dire que le parame`tre c est nul. Dans ce cas nous dirons que la repre´sentation
u est triviale. Si maintenant la forme biline´aire α est nulle, les deux parame`tres
ω et c de u sont nuls, et nous dirons que la repre´sentation u est nulle.
Somme
Soient u : X → (U, α) et v : X → (V, β) deux repre´sentations d’un graphe
(Γ, X) associe´es aux parame`tres (ωu, cu) et (ωv, cv), et U⊕V la somme directe
orthogonale de U et V . L’application w : X → U ⊕V donne´e par wi = ui+ vi
pour tout i ∈ X est une repre´sentation de (Γ, X) dans l’espace U ⊕ V de
matrice S(w) = S(u) + S(v) et de parame`tres ωw = ωu + ωv et cw = cu + cv.
On dit que w est la somme de u et v, et on la note w = u+ v.
Remarque. L’addition des repre´sentations d’un graphe Γ est associative, a`
isomorphisme pre`s : si u, v et w sont trois repre´sentations de Γ alors
(u+ v) + w ≃ u+ (v + w).
Repre´sentation re´duite
Soit u : X → (E, α) une repre´sentation de rang r d’un graphe (Γ, X), V un
supple´mentaire dans E de l’espace U = 〈u1, . . . , un〉, N = U ∩ U⊥ et R un
supple´mentaire de N dans U qui est donc de dimension r. Notant p et q les
projections sur R et N ⊕ V associe´es a` la de´composition E = R ⊕ (N ⊕ V ),
on ve´rifie simplement que
∗ p ◦ u : X → R est une repre´sentation de Γ de matrice S(p ◦ u) = S(u) et
de rang r = dimR.
∗ q ◦ u : X → N ⊕ V est une repre´sentation nulle.
∗ u = p ◦ u + q ◦ u est donc u est la somme d’une repre´sentation de degre´
r et d’une repre´sentation nulle. De plus, pour toute autre de´composition de
U en somme R′ ⊕ N les repre´sentations de Γ sur R et R′ sont visiblement
isomorphes. Re´sumons :
Proposition 2 (Repre´sentation re´duite)
Une repre´sentation u : X → (E, α) est dite re´duite si son degre´ d = dimE
est e´gal au rang r de sa matrice S(u). Toute repre´sentation u d’un graphe
(Γ, X) est la somme d’une repre´sentation nulle et d’une repre´sentation re´duite,
uniquement de´termine´e a` isomorphisme pre`s.
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1.1.2 Classification
Soit (Γ, X) un graphe et u : X → (E, α) une repre´sentation re´duite de Γ.
Sa matrice S(u) ne de´pendant que des parame`tres ω et c (d’apre`s (1)), on la
note aussi S(u) = S(ω, c). Donnons nous inversement un couple de re´els (ω, c)
et la matrice S(ω, c) qui lui est associe´e. La proposition 1 nous montre qu’a`
isomorphisme pre`s, il existe une unique repre´sentation re´duite u : X → (E, α)
dont la matrice est S(u) = S(ω, c). Ainsi,
The´ore`me 1
Soit (Γ, X) un graphe.
1. L’application qui associe a` toute repre´sentation u : X → E de Γ le couple
(ω, c) de ses parame`tres dans R2 est surjective. Deux repre´sentations re´duites
de Γ sont isomorphes si et seulement si elles ont les meˆmes parame`tres.
2. Le degre´ d’une repre´sentation re´duite de matrice S(1, c) est le rang de cette
matrice, c’est-a`-dire n−µ(c) ou` n = |X| et µ(c) est la multiplicite´ de c comme
racine du polynoˆme χ(x) = det(S(1, x).
1.2 Automorphismes d’un graphe et des gerbes associe´es
Notations usuelles. A` toute permutation σ ∈ SX associons sa matrice Pσ qui
est de type n × n et dont le (j, i)-e`me terme vaut Pσ,j,i = δj,σ(i) (ou` δ est la
fonction de Kronecker usuelle). Pour toute matrice M de type n × n posons
σM = Pσ.M.P
−1
σ , et notons enfin stab(M) le stabilisateur de M dans SX ,
c’est-a`-dire l’ensemble des permutations σ ∈ SX telles que σM =M .
1.2.1 Automorphismes d’un graphe (Γ, X)
Soit E la matrice d’un graphe Γ et H(Γ) le groupe de ses automorphismes,
c’est-a`-dire le sous-groupe du groupe SX des permutations de X = {1, . . . , n}
qui pre´servent l’ensemble Γ de ses are`tes. On ve´rifie que pour σ dans SX , la
matrice σE est la matrice du graphe σ(Γ), donc le stabilisateur dans SX du
graphe Γ est aussi le stabilisateur de sa matrice E :
H(Γ) = stab(E), ou encore : ∀σ ∈ SX , σE = E ⇐⇒ σ(Γ) = Γ.
1.2.2 Automorphismes d’une gerbe
Soit u : X → (E, α) une repre´sentation re´duite non triviale d’un graphe (Γ, X)
ou`, pour e´viter des discussions sans grand inte´reˆt, on suppose que |X| ≥ 3.
On appelle automorphisme de la gerbe G(u) = {〈u1〉 . . . , 〈un〉} associe´e a` la
repre´sentation u toute isome´trie ϕ de (E, α) qui induit une permutation de
l’ensemble G(u) par ϕ(〈ui〉) = 〈ϕ(ui)〉 (pour tout i ∈ X). On note Aut(G(u))
le groupe de ces automorphismes.
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Un exemple. Choisissons une permutation σ dans le groupe H = H(Γ) des au-
tomorphismes du graphe (Γ, X). Les matrices E et σE e´tant e´gales, les syste`mes
de vecteurs (u1, . . . , un) et (uσ(1), . . . , uσ(n)) ont meˆme matrice de Gram et
meˆme rang, r = dimE. Il existe donc, d’apre`s la proposition 1, une isome´trie
fσ de (E, α) ve´rifiant, pour tout i ∈ X , fσ(ui) = uσ(i). Par suite fσ est un
automorphisme de la gerbe G(u), et on ve´rifie simplement que l’application
f : H → Aut(G(u)) qui associe fσ a` chaque σ ∈ H est un homomorphisme de
groupes.
Une ge´ne´ralisation. E´tudions les automorphismes ϕ de la gerbe G(u) tels que,
pour une permutation convenablement choisie σ ∈ SX , on ait
(3) ∀i ∈ X , 〈ϕ(ui)〉 = 〈uσ(i)〉.
Il existe, dans ce cas, un syste`me de scalaires ν = (ν1, . . . , νn) tels que
(4) ∀i ∈ X , ϕ(ui) = νi.uσ(i).
Montrons qu’alors les νi, pour i ∈ X , sont tous dans l’ensemble {−1, 1}.
D’apre`s la proposition 1, ϕ est une isome´trie, donc un automorphisme de la
gerbe G(u), si et seulement si les matrices de Gram des syste`mes de vecteurs
(u1, . . . , un) et (ν1.uσ(1), . . . , νn.uσ(n)) sont e´gales, autrement dit si pour i 6= j,
α(ui, uj) = α(f(ui), f(uj)) = α(νi.uσ(i), νj .uσ(j)) = νi.νj .εσ(i),σ(j).c = εi,j.c,
soit encore puisque, la repre´sentation u e´tant non triviale, c est non nul :
(5) ∀i, j ∈ X , νi.νj.εσ(i),σ(j) = εi,j.
Mais comme |X| ≥ 3, pour trois indices i, j, k distincts dans X , il vient
1 = |νi.νj | = |νi.νk| = |νj.νk|, d’ou` l’on tire 1 = |νi| = |νj| = |νk|, donc
le n-uplet ν = (ν1, . . . , νn) est a` valeurs dans {−1, 1}. La condition (5) nous
sugge`re la
De´finition 4
Deux matrices M et N de meˆme type n×n sont dites associe´es s’il existe une
suite ν1, . . . , νn de coefficients, tous pris dans {−1, 1} tels que
∀i, j, 1 ≤ i, j ≤ n, Mi,j = νi.νjNi,j
On peut alors re´sumer la discussion qui pre´ce`de par la
Proposition 3
Un automorphisme ϕ de la gerbe G(u) est associe´ a` une permutation σ dans
SX par la relation (3) si et seulement si les matrices E et σE sont associe´es.
Il existe, dans ce cas, un unique n-uplet ν = (ν1, . . . , νn) de coefficients tous
pris dans {−1, 1} tels que
∀i ∈ X, ϕ(ui) = νi.uσ(i).
L’isome´trie ϕ est dite associe´e au couple (σ, ν) et note´e ϕ = fσ,ν .
5
On munit maintenant l’ensemble G des couples (σ, ν) ∈ SX × {−1, 1}n satis-
faisant a` la condition (5) d’une structure de groupe pour laquelle l’application
f : G → Aut(G(u)) donne´e par f(σ, ν) = fσ,ν est un morphisme de groupes.
Choisissant deux e´le´ments (σ, ν) et (σ′, ν ′) dans G, les isome´tries fσ,ν et fσ′,ν′
de (E, α) qui leurs sont associe´es ve´rifient
fσ,ν ◦ fσ′,ν′ = fσ′′,ν′′ avec σ′′ = σ ◦ σ′ et pour tout i ∈ X, ν ′′i = νσ′(i).ν ′i.
Ceci nous conduit a` noter νσ
′
le n-uplet donne´ par
∀i ∈ X , νσ′i = νσ′(i),
et a` de´finir sur G la loi ∗ en posant, pour (σ, ν) et (σ′, ν ′) dans G
(6) (σ, ν) ∗ (σ′, ν ′) = (σ ◦ σ′, νσ′ .ν ′).
On ve´rifie alors simplement la
Proposition 4
L’ensemble G des couples (σ, ν) ∈ SX×{−1, 1}n satisfaisant a` la condition (5)
est mumi d’une structure de groupe par la relation (6), pour laquelle l’applica-
tion f : (σ, ν)→ fσ,ν devient un morphisme de G dans le groupe Aut(G(u)).
On note G(u) l’image de G dans Aut(G(u)) par ce morphisme
Nous pouvons maintenant comple´ter la description du groupe Aut(G(u)) :
The´ore`me 2
Soit u une repre´sentation re´duite et non triviale d’un graphe (Γ, X) dans un
espace quadratique (E, α). On suppose de plus |X| ≥ 3.
1. Lorsque les droites 〈ui〉 de la gerbe G(u) = {〈u1〉 . . . , 〈un〉} sont deux a` deux
distinctes, le morphisme f : G→ Aut(G(u)) est un isomorphisme et on a
G ≃ G(u) = Aut(G(u)).
2. Lorsque les modules des parame`tres ω et c de u sont distincts (|ω| 6= |c|),
les droites de la gerbe G(u) sont deux a` deux distinctes.
De´monstration
1. Par de´finition, tout automorphisme ϕ de la gerbe G(u) = {〈u1〉 . . . , 〈un〉}
induit une permutation de l’ensemble G(u). Lorsque les n droites 〈u1〉 . . . , 〈un〉
sont deux a` deux distinctes il existe donc une permutation σ de X telle que
pour tout indice i, ϕ(〈ui〉) = 〈uσ(i)〉, ce qui n’est rien d’autre que la relation
(3) ci-dessus. La proposition 3 nous montre qu’alors il existe un e´le´ment (σ, ν)
dans G tel que ϕ = fσ,ν , et ceci prouve la surjectivite´ du morphisme f .
Un e´le´ment (σ, ν) du groupe G est dans le noyau du morphisme f si et seule-
ment si pour tout indice i ∈ X , fσ,ν(ui) = νi.uσ(i) = ui. Mais les n droites 〈ui〉
e´tant distinctes ces e´galite´s impliquent σ(i) = i et νi = 1 pour tout indice i
dans X . D’ou` l’injectivite´.
2. On montre maintenant, par contraposition, que si (|ω| 6= |c|), les droites
〈u1〉 . . . , 〈un〉 sont deux a` deux distinctes. Si, pour deux indices i et j distincts,
on a 〈ui〉 = 〈uj〉, il existe un nombre ε non nul tel que uj = εui et donc
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α(ui, uj) = ε.α(ui, ui) = ε.ω = εi,j.c, ou` εi,j = ±1,
et α(ui, uj) = ε
−1.α(uj, uj) = ε
−1.ω.
Mais la repre´sentation u e´tant non triviale, on a c 6= 0, donc ω 6= 0, d’ou` l’on
de´duit que ε = ε−1 puis |ε| = |εi,j| = 1 et enfin |ω| = |c|. 
E´tude du cas particulier |ω| = |c|
On suppose encore que la repre´sentation u : X → (E, α) est re´duite, que
|ω| = |c| et que |X| ≥ 3.
Remarquons tout d’abord qu’on ne modifie pas le groupe des automorphismes
d’une gerbe G(u) associe´e a` une repre´sentation u : X → (E, α) en multipliant
u par un scalaire non nul ou en remplac¸ant α par −α. L’e´tude du groupe
d’automorphismes de la gerbe G(u) se rame`ne donc toujours au cas ou` ω = 1,
ce qu’on suppose dans la suite. Quitte a` re´ordonner les e´le´ments de X , on peut
e´crire G(u) = {〈u1〉 . . . , 〈um〉} ou` m ≤ n et les droites 〈ui〉 sont deux a` deux
distinctes pour 1 ≤ i ≤ m. Notons Y = {1, . . . , m} et (ΓY , Y ) la restriction
du graphe (Γ, X) a` Y , c’est-a`-dire le graphe dont l’ensemble des sommets est
Y et dont les are`tes sont celles de (Γ, X) qui sont contenues dans Y .
Le the´ore`me suivant rame`ne l’e´tude de la repre´sentation u : X → (E, α) et du
groupe Aut(G(u)) a` celle de sa restriction v a` Y , qui rele`ve du the´ore`me 2 :
The´ore`me 3
Soit v : Y → (E, α) la restriction au graphe (ΓY , Y ) de la repre´sentation
u : X → (E, α). Alors,
1. on a G(u) = {〈u1〉 . . . , 〈un〉} = {〈u1〉 . . . , 〈um〉} = G(v)
2. les groupes Aut(G(u)) et Aut(G(v)) sont e´gaux.
3. la repre´sentation v : Y → (E, α) du graphe ΓY est re´duite et non triviale.
De´monstration .
Les points 1 et 2 sont imme´diats.
3. L’e´galite´ G(u) = G(v) prouve que les matrices Gram(u1, . . . , un) et Gram(v1, . . . , vm)
ont le meˆme rang r, aussi e´gal a` la dimension de E, donc v : Y → (E, α) est
une repre´sentation re´duite. Elle est non triviale car u l’est. 
Commentaires
En fait l’ine´galite´ stricte |G(u)| < |X| ne se produit que lorsque le graphe a
une structure assez particulie`re que l’on regarde maintenant.
On introduit quelques notations. Notons ”≃” la relation e´quivalence sur X
donne´e par i ≃ k si 〈ui〉 = 〈uk〉. Notant Y = {1, . . . , m}, chaque point i de
X est donc e´quivalent a` un unique point j de Y que l’on note j = pi(i). Notons
aussi Xj = Xpi(i) la classe de l’e´le´ment i ∈ X , et pour j ∈ Y , X+j (resp. X−j )
de´signe l’ensemble des indices i de Xj tels que ui = uj (resp. ui = −uj). Enfin
on applique aux exposants la re`gle des signes usuelle, par exemple X+−j = X
−
j .
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Proposition 5
Soit u une repre´sentation du graphe (Γ, X) de parame`tres (1, c), ou` c = ±1.
1. L’ensemble des are`tes qui lient deux e´le´ments A et B parmiX+1 , X
−
1 , . . . , X
+
m, X
−
m
est soit vide, soit l’ensemble de toutes les are`tes {a, b} (pour (a, b) ∈ A× B).
On note A 6∼ B le premier cas A ∼ B le second.
2. Pour deux indices i et j distincts dans Y on a
X+i ∼ X+j ⇐⇒ X+i 6∼ X−j ⇐⇒ X−i 6∼ X+j ⇐⇒ X−i ∼ X−j
3. Pour tout indice i dans Y on a ,
a. si c = 1, X+i 6∼ X+i , X−i 6∼ X−i et X+i ∼ X−i ,
b. si c = −1, X+i ∼ X+i , X−i ∼ X−i et X+i 6∼ X−i .
De´monstration (la figure symbolique ci-dessous pre´sente un schema possible
du graphe dans les cas c = 1 et c = −1 : chaque are`te ou arc entre deux
ensemble A et B symbolise le graphe forme´ de toutes les paires {a, b} (pour
(a, b) ∈ A× B)).
cas c = 1 cas c = −1
Soient A et B deux ensembles parmi X+1 , X
−
1 , . . . , X
+
m, X
−
m, i, i
′ deux indices
pris dans A et j, j′ deux indices pris dans B, donc ui′ = ui et uj′ = uj.
Si A 6= B on a
εi,j.c = α(ui, uj) = α(ui′, uj′) = εi′,j′.c,
donc {i′, j′} est une are`te si et seulement si {i, j} en est une. De plus si j′′ est
dans B− alors uj′′ = −uj et donc
εi,j′′.c = α(uj′′, ui) = −α(uj, ui) = −εi,j.c,
donc {i, j′′} est une are`te si et seulement si {i, j} n’en est pas une, ce qui
prouve 1 et 2 lorsque A et B sont distincts.
Si A = B et i 6= j comme ui = uj, il vient εi,j.c = α(ui, uj) = α(ui, ui) = 1,
donc le coefficient εi,j = c ne de´pend que de c, et deux points de A sont lie´s
si c = −1, et non lie´s si c = 1. Ceci prouve 3 et termine la de´monstration. 
Conclusion
Les the´ore`mes 2 et 3 nous donnent une description comple`te du groupe des
automorphismes d’une gerbe G(u) en fonction du graphe (Γ, X) dont elle pro-
vient. Dans les exemples e´le´mentaires qui suivent, on montre que souvent le
groupe G(u) des automorphismes de la gerbe est plus gros que le groupe H(Γ)
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des automorphismes du graphe (Γ, X). Dans un travail en cours nous utili-
sons ces re´sultats pour de´terminer toutes les gerbes isome´triques G(u) dont le
groupe d’automorphismes agit deux fois transitivement sur G(u).
1.3 Quelques exemples
Dans chacun des exemples qui suivent on donne :
Le graphe (Γ, X) par sa matrice E = S(1, 1), la matrice S(1, c) et son de´terminant
χ(c) = det(S(1, c)) dont les racines fournissent les repre´sentations de rang
r < n du graphe. Si c est une racine de χ(c) de multiplicite´ µ(c), la matrice
S(1, c) est de rang r = n−µ(c), donc associe´e a` une repre´sentation du graphe
(Γ, X) dans un espace de dimension r. On repre´sente dans chaque cas un
syste`me de vecteurs u1, . . . , un qui re´alisent la repre´sentation correspondante.
Pour des raisons purement graphique on a limite´ les exemples aux cas ou` la
forme quadratique donne´e par la matrice S(1, c) est positive.
1.3.1 Triangle
E =


1 −1 −1
−1 1 −1
−1 −1 1


. S(1, c) =


1 −c −c
−c 1 −c
−c −c 1


, X = − (2 c− 1) (c+ 1)2
c = −1 −1 < c < 1/2 c = 1/2
Pour c = −1, la matrice S(1, c) est de rang 1 et le triangle est repre´sente´ dans
la droite R. Les trois sommets du triangle sont envoye´s sur un meˆme point,
par exemple 1. Ce type de repre´sentation (sur un point) ne peut avoir lieu que
pour les graphes complets.
Pour c = 1/2, la matrice S(1, c) positive, est de rang 2 et le triangle est
repre´sente´ dans le plan euclidien R2. C’est sa repre´sentation usuelle comme
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triangle e´quilate´ral, centre´ a` l’origine.
Pour −1 < c < 1/2, la matrice S(1, c) est de´finie positive de rang 3. Le
triangle est repre´sente´ par les trois vecteurs issus d’un meˆme sommet dans
un te´trae`dre droit de base un triangle e´quilate´ral. Une telle repre´sentation est
une combinaison line´aire a` coefficients positifs des deux pre´ce´dentes.
Lorsque c 6∈ [−1, 1/2] la repre´sentation est de degre´ trois, dans un espace
quadratique donne´ par une forme non positive.
1.3.2 Carre´
E =


1 −1 1 −1
−1 1 −1 1
1 −1 1 −1
−1 1 −1 1


, S(1, c) =


1 −c c −c
−c 1 −c c
c −c 1 −c
−c c −c 1


, X = − (3 c+ 1) (c− 1)3
c = 1 c = −1/3
Pour c = −1/3, la matrice S(1, c) est positive de rang 3. Le carre´ est repre´sente´
par la gerbe des quatre grandes diagonales d’un cube, qui font deux a` deux un
angle dont le cosinus vaut −1/3 comme pre´vu. Le graphe du carre´ est alors
”concre´tise´” par l’une des faces du cube.
Sur cet exemple le the´ore`me 2 prend tout son sens : le groupe d’automorphisme
du carre´ est le groupe die´dral D4 alors que le groupe de la gerbe associe´e est
le groupe du cube, d’ordre 48.
Pour c = 1, la matrice S(1, c) est positive de rang 1. Le carre´ est repre´sente´
sur la droite R. Il s’envoie donc sur {−1,+1}. Deux sommets du carre´ ont
meˆme image lorsqu’ils sont diagonalement oppose´s.
Pour −1/3 < c < 1, la matrice S(1, c) est de´finie positive de rang 4. On
visualise plus difficilement les gerbes associe´es toutefois ce sont toujours des
combinaisons line´aires a` coefficients positifs des deux pre´ce´dentes.
Lorsque c 6∈ [−1/3, 1] la repre´sentation est de degre´ trois, dans un espace
quadratique donne´ par une forme non positive.
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1.3.3 Pentagone
E =


1 −1 1 1 −1
−1 1 −1 1 1
1 −1 1 −1 1
1 1 −1 1 −1
−1 1 1 −1 1


, S(1, c) =


1 −c c c −c
−c 1 −c c c
c −c 1 −c c
c c −c 1 −c
−c c c −c 1


, X = (−1 + 5 c2)2
Pour c = ±√5/5, la matrice S(1, c) est positive de rang 3. On obtient ces
repre´sentations en conside´rant cinq des six droites passant par les centres des
faces oppose´es d’un dode´cae`dre. Elles forment deux a` deux un angle dont
le cosinus est ±√5/5. Si c = √5/5, pour j = i + 1 mod (5), les points i
et j de X = {1, 2, 3, 4, 5} sont lie´s, donc (ui|uj) = −
√
5/5. On obtient la
repre´sentation croise´e du pentagone, tandis que pour c = −√5/5, les meˆmes
points i et j sont lie´s, donc (ui|uj) =
√
5/5 ce qui donne la repre´sentation ”
convexe” du pentagone.
Le groupe d’automorphismes de la gerbe des 5 droites U1 = 〈u1〉, . . . , U5 = 〈u5〉
est le stabilisateur de U6 dans le groupe des isome´tries de l’icosae`dre. Il est
donc isomorphe au groupe D5.
c =
√
5/5 c = −√5/5
1.3.4 Hexagone pointe´
J’appelle hexagone pointe´ le graphe forme´ sur six points par un pentagone et
un point isole´. Ce cas est inte´ressant parce qu’il sera fortement ge´ne´ralise´ par
la suite.
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E =


1 −1 1 1 −1 1
−1 1 −1 1 1 1
1 −1 1 −1 1 1
1 1 −1 1 −1 1
−1 1 1 −1 1 1
1 1 1 1 1 1


, S(1, c) =


1 −c c c −c c
−c 1 −c c c c
c −c 1 −c c c
c c −c 1 −c c
−c c c −c 1 c
c c c c c 1


, X = − (−1 + 5 c2)3
Comme on le voit le polynoˆme χ(c) est un multiple du pre´ce´dent, ce qui
n’est gue`re e´tonnant puisque le pentagone apparait comme un sous-graphe de
l’hexagone pointe´.
Les deux repre´sentations, associe´es aux cas c =
√
5/5 et c = −√5/5 pro-
viennent des repre´sentations du pentagone auxquelles on rajoute le vecteur
u6. Mais comme le point 6 n’est lie´ a` aucun des points 1, 2, 3, 4, 5, l’angle
(ui, u6) (pour 1 ≤ i ≤ 5) est le comple´mentaire des angles (ui, ui+1) (i, entier
modulo 5), autrement dit si l’angle (ui, ui+1) est aigu alors (ui, u6) est obtus et
vice versa. Dans les deux cas le groupe H d’automorphismes du graphe est le
groupe die´dral D5 tandis que le groupe d’automorphismes de la gerbe image
est le groupe d’isome´tries du dode´cae`dre, agissant deux fois transitivement sur
l’ensemble G(u) = {U1, . . . , U6} des six droites vectorielles.
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