The main space optimization result shows that any program in kernel Prolog can be transformed into an equivalent one with four choice points and the local stack bounded by a constant.
Introduction
A proper choice of adequate time and space complexity criteria for computations in Prolog needs thorough analysis. There is no problem in dealing with so complex problems that we do not distinguish between different polynomials. Any natural interpreter of Prolog can be viewed as a sort of multistack machine. So in this case we can think of time and space as abstract, just as for any other universal local-step automaton.
However, for measuring complexity of real-practice Prolog programs we should look for specific and feasible criteria.
Time is usually measured in practice in the so-called "logicul inferences" (LI). This measure is somewhat fuzzy. Sometimes LI corresponds to one unfold (or resolution) step, and sometimes to one unification of two terms. These are, as a matter of fact, of the same order. However, for asymptotic time bounds we should normalize LI by a factor of the rate of maximal size of terms in clauses unified in the resolution step.
So we should make distinctions between logical inferences and normalized logical inferences (NLZ) . Distinguishing between unfold steps and backtrack steps could become even more informative, thus measuring the whole time in LIs and BTs. In any case
timeB,(computation) < time,,(computation).
However, for deterministic programs timeBT = 0, whereas for "nondeterministic" programs it is close to time,,.
Much more complex is the problem of the choice of a reasonable space complexity measure for Prolog. The reason is that standard semantics founded on the SLDresolution rule [lo] gives no terms to account for causes of space consumption in real Prolog computations, because these causes are implementation-dependent. However, after long evolution, especially after a Warren abstract machine (WAM) instructions set was designed for compiling Prolog [ 151, there exists a de facto standard on Prolog implementations.
Almost all contemporary interpreters and compilers of Prolog use standard stacks: a local stack(s) for activization frames and choice points, a trail for backtrackable variables and a global stack (or heap) for lists and structures [15, 13] . Besides these, most of them use standard recursion optimization rules: tail-recursion optimization [2, 14] , last call or activization frame optimization [15] , arguments indexing [ 15,131, garbage collection [ 11, and so on. Real consumption of workspace of a standard interpreter depends strongly on the recursion style. Very often, absolutely logically correct and elegant Prolog programs run a computer out of space for reasons expressible in extralogical and standard interpreter based terms. We illustrate this thesis by very simple, but typical, examples. The first of them gives a definition of screen representation of left-associative conjunctive normal-form propositional formulae in the equivalent form without superficial brackets. For example, ((((e; e) ; e), (e; e)), (e; e)) is transformed into (e; e; e), (e; e), (e; e).
wd((D1; 02)) :
WdPl), write(';'), write(D2).
wd (D) :-write (D) .
This definition seems to be the most natural because it directly follows the simplest context-free syntax rules for input formulae. However, it will overflow space for the local stack on a sufficiently long input formula, and it is impossible to explain this in logical terms. But instead of a pragmatically ineligible definition of wlf/l, we can use the following tail-recursive definition.
Example 1.2. % t_wlf( + Lcnffformula).
t_wlf ((C, D) ) :-w_deep_c((C, D), Rest), write(','), t_wlf (Rest) . t_wlf (D) :-t-wdj (D) . w_deep_c(((Cl,C2), D) , (Rest,D) ) :
w_deep_c((Cl, C2), Rest). w_deep_c ((Dl, D2), 02) :-t_wdj(Dl). t_wdj (D) :-write('('), t_wd (D) , write(')').
t_wd((Dl; 02)) :-w_deep_d((Dl; D2), Rest), write(';'), t_wd (Rest) . t_wd (D) :-write (D) .
w_deep_d (((Dl; 02) ; 03) (Rest; 03)) :
:, w_deep_d((Dl; 02) Rest). w_deep_d ((Dl; D2) , 02) :-write(D1).
The "tail" property of recursion demands that a recursive call should be last in the last alternative and that all subgoals from a parent recursive call to a child recursive call should become deterministic to the moment of the recursive call. As a matter of fact, the definition of t_wlf/l is logically equivalent to that of wlf/l, but it is not dependent on the length of input formulae. Logical semantics does not explain this.
Neither does it explain why (logically superfluous) cuts are needed in the definition of t_wlf/l, namely, why would Prolog run out of space again on long formulae without
them. An optimization rule behind a standard interpreter transforms a tail recursion into an iteration excluding growth of local stack and trail. 
Furthermore, strm_len/2 runs Prolog out of space for sufficiently long input streams, whereas t_strm_len/2 always succeeds. It is worth mentioning that such "infinite-loop" procedures can always be described equivalently by absolutely iterative backtrack-loops definitions. This is achieved at the cost of using global variables or facts (unit clauses) for parameters passing. Example 1.5 presents such a definition for the input stream length. This definition also succeeds for any input stream, again a fact that cannot be seen from its purely logical interpretation.
Although such a style may be regarded as "awful" by those who write mostly metaprolog programs (e.g. interpreters, compilers, partial evaluators, etc.), it is widely used in application programming for implementing "infinite" loops, deeply embedded loops and for other purposes, and proves to be rather efficient and helpful.
These In Section 3 we define and comment on Prolog complexity measures. In Section 4 we investigate the time complexity of a solution existence problem in Prolog. Here we find that even in flat Prolog (without cut) this problem needs 0(2cN) nondeterministic time, and in FDP it is unsolvable. It is well known (and seems to be folklore) that the solution existence problem is unsolvable in KP.
Section 5 is devoted to Prolog space complexity. In this revised version, several errors and inaccuracies unfortunately present in the preliminary publication [6] are rectified. In Section 5 we see that in FP and FDP we have trivially FP( *, *, * ) = FP(con, con, con) and FDP( *, *, * ) = FDP(con, con, con), respectively (* and con being the sets of all integer functions and constant integer functions, respectively). For kernel Prolog we show that KP is a conservative expansion of KP(con, con, *), i.e. for any kernel Prolog program an equivalent kernel Prolog program can be constructed with stacks of accessible and resolvent subgoals bounded by constants.
We define iterative programs as the AS-and RS-bounded programs whose unification stack does not exceed the maximal unified term size. In [S] we have announced that for deterministic kernel dynamic Prolog programs recursion can be reduced to iteration in this sense. We outline the proof of this theorem in Section 5. (precedes v1 ) . Nodes 1' such that v < c0 (resp. u > vO) are to the left (resp. to the right) of uO.
Definition 2.3. A pair t = (T,f),
where T is a tree and f is a leaf of T, is called a focused tree; f is called a fbcus of t. Let L be some set, t = (T, f) be a focused tree and 1 be a function from T to L. Then s = ( T, ,f; 1) is called a labelled ,focused tree, 1 is called a labelling and for u in T l(v) is called a label of L:. A labelled focused tree is a state if any node to the right of its focus is a leaf. Let pr = lp( @') be a program. s = (T, f; 1) is a stute of pr if for all v <f l(v) = ( a,, i,, u,) and for all v af l(u) = (a,, i,) Here ul is the MGU {C=pl, D=(p2;p3)}, u2 is {D'=C}, u3 is {D'=D'} and e is the empty substitution.
Underlined is the focus subgoal.
A program state can be represented naturally by three stacks.
Definition 2.5. Let s=(T,f; 1) be a state of a program Ip(w) and (a,,i,,u,) ,..., (uk, &, uk) , (uk+ 1, ik+ 1),. . . , (a,, i,) be the sequence of all its subgoals in increasing order. Then the sequence (ai, iI),..., (uk, ik) (rl, O),. . . , (rk, 0), (p(v), i) is put on top of AS and u is put on top of US (u eliminates p(v) by the ith clause for p/n).
Operator backtrack applies to s when unfold cannot be applied to it and if there is an accessible subgoal (Y, i) on the top of AS, the functor in Y is p/n, the ith clause in the definition of p/n in [p/m is an instance of r :-rl,...,rk,
k30,
and RS contains (rI,d,) ,..., (rk,dk) , (ql,dk+ 1), . . . . (ql,dl) . In this case the state
results from s when (r, i) is popped from AS, topmost MGU u is popped from US and RS is transformed to (r, i) , (ql, d,, 1) ,. . . , (qL, dl all accessible subgoals g' such that pg 69' dg become deterministic, g is popped from RS and (!, 1, e) is put on AS. For a state s with g = (!, 1, e) on the top of AS the state backtrack (s) is obtained when g is popped from AS and (!, 1) is put on RS. The notion of equivalence of logical procedures to be defined below uses the following nonconstructive operator. Let lp/n be a logical procedure and pr = lp ( @) and proceed by backtrack on s,,, and so on, either infinitely or up to the first i such that comp(pr, i) is infinite or unsuccessful. In this case we set image(pr,j)=o for all j> i. Definition 2.7. We say that two logical procedures (lp, /n = lpz/n) if for each n-tuple @ and for all j> 0 image( Ip, ( W), j) = imaye( Ip, ( W), j).
lp,/n and lp,/n are equivalent Definition 2.8. Let C, and C, be two classes of logical procedures. C, is a conservative extension of C1 if C, ECU and for each lp, in C, there is lp, in C, such that lp, = lp,.
Complexity measures
As decided above, when counting time we should distinguish between logical inferences and backtrack steps. Consider the state in Example 2.4. In this state the subgoal (wdj (D) , 1, ~3) is a choice point, and hence a hypothesis. Moreover, this subgoal is also unfounded because it has the son (write(')'),O) in resolvent stack. On the other hand, in the state in Example 3.3 all accessible subgoals except (t_wdj (D) , 1, ~2) are proven. This example illustrates the effect of execution of the cut operator. It is only for the accessible subgoal (!, 1, e) that the subgoal (t_wd (D) , 1, ~3) becomes deterministic and (because it is founded) proven. As for (t_wdj (D) , 1, u2), it is not a hypothesis but it is unfounded. (write(')'), 0)
Here ul is the MGU {D=(pl;p2)}, u2 is {D'=D}, u3 is {(D12;D22)=D1), u4 is {013=012, 023=022=Rest2}, u5 is {O14=O13}. Let u be the MGU used for elimination of a subgoal p(tI,,..,tn) by a clause P ("l>. ..,v,,) We shall select two classes of functions; + the class of all integer functions; con ~ the class of all constant integer functions. So, for example, KP(con, *, * ) is the class of all logical procedures in KP with a stack of accessible subgoals bounded by constants.
Let us comment briefly on these definitions.
There is a simple relation between stacks of the AS machine and stacks of the Warren abstract machine (i.e. local stack(s), global stack and trail). The stack of accessible subgoals is a model of that region of the local stack which contains choice points and frozen activization frames. AS-machine semantics reflects only those properties of the WAM instruction set which are expressible in terms of derivation trees. So it does not reflect, for example, static indexing of clauses heads. Besides this, proposed space consumption measures reflect real sizes of WAM stacks only to within a constant factor which may depend on an implementation.
Nevertheless, this simple model is sufficient for practical Prolog programming.
For example, space estimates explain the different behaviours of logically equivalent procedures in Examples 1 .l-1.5. All the three stacks AS, RS and US grow proportionally to the length of input left-associative formulae for the procedure wlf/l. So it is no wonder that it overflows workspace for sufficiently deep input formula. On the other hand, as, ,,,,r and rs, wlf are bounded by constants (cf. Example 3.3). Although us, w,f is not bounded, no terms in US are included in a resulting term, so all of them are garbage. This shows that t_wlf will run successfully on any formula fitting Prolog heap. However, this also means that real computation will be somewhat delayed by consecutive garbage collections. As shown by the space consumption analysis of stream length procedures in Examples 1.3-1.5, as,,,, ren and rsStrm ren also grow proportionally with the length of the input stream. So it is not fit for long streams. And, again, asstr,,, f glen and rsstrm f _len are bounded by constants. As for us Strm_ ten and G,,, f len, our definition of US size does not indicate their growth. Nevertheless, for some implementations they are growing too. In this case Us,trm~i~len must be preferred for long streams because its stacks sizes qtrm _i glen, rsSt,, i _len and usStrm i len are bounded by constants.
Time complexity
We explore the time complexity of Prolog programs through time for the solution existence problem, i.e. the problem of successful termination of a program pr = Ip( w). As is well known, this problem is unsolvable in KP and KDP. It turns out to be unsolvable in FDP too. is successful. We can assume without loss of generality that @ has the prenex form where v= (or ,. . . , c,) are all variables in F(p), which in turn is a quantifierless formula in conjunctive normal form (any formula can be equivalently transformed in such a formula in polynomial time). Let N be the number of predicate symbols in F(V).
Our construction uses partly the proof of the well-known fact that a formula @ of 1-SPL with N predicate symbols is valid iff it is valid in models of cardinality 2N (see, for example, [3] We proceed by induction on the structure of @. Let 
?yf (ii).
is solvable. A contradiction of literals occurs in F(E) iff unification corresponding to these literals variables fails in the computation of this query. for all N3m3 1.
So, after r steps we construct a variableless call h such that the query ?-h. and the logical procedure constructed form the program pra, in question. It is readily seen that the size of pra, is polynomial with respect to the size of @. 0
As is known from [ 111, the problem of validity of closed formulae in l-SPL requires nondeterministic time exceeding on infinitely many inputs S 2EtSI""gtSt for some E > 0. So we get the exponential nondeterministic time lower bound for the solution existence problem. As a matter of fact, 2cN"ogN is the nondeterministic time upper bound for the validity problem in l-SPL [9] . This shows that this problem is in DTIME(2"').
We find that a double exponential deterministic time upper bound is true for the solution existence problem in FP. Algorithm. When a subgoal g(w) is re-tried for the time k > 0,
(1) it is tested not to be isomorphic to some of its ancestors and (2) then it is tested whether it already has the kth solution in LT: :-main(X).
Exactly one program pr, is equivalent to pr (although there could be no algorithm choosing the proper u for pr as it follows, for example, from Theorem 4.1). As all three stacks of pro are bounded by 1, we have the following proposition. Of course, such theoretical degeneracy of space measures in FP and FDP does not imply their inadequacy in these classes. In practice, we are interested in the complexity of a particular program and not in its optimal and perhaps nonconstructive equivalent. Now we proceed to KP and KDP, where the situation turns out to be somewhat different.
Space complexity of kernel Prolog
Kernel Prolog is definitely that subset of Prolog in which space complexity should be explored since it contains exactly the features specific to Prolog as a programming language. Programs in KP can exploit recursion of unlimited depth on lists, which often creates problems with space. Typically, in the case of space deficiency there arises the problem of finding an equivalent tail-recursive program, which is not always simple to do. So the question naturally arises whether, for each program in KP, an equivalent "completely tail-recursive" kernel Prolog program could be constructed. We give a positive answer to this question and simultaneously estimate space complexity of the solution. The following theorem shows that in KP theoretically only four choice points and a bounded number of resolvent subgoals are needed. atom (p(t, ,..., t,) All predicates in the definition of solver/l are tail-recursive.
As the solver/l predicate is applied to codes of KP programs we can express important metapredicates such as var/l, nonvar/l and equality of unbound variables. To this end, we select two different special constants con1 and con2 (in the program in the appendix these are '$%& ^ 1' and '$%& ^ 2') and eliminate their usage in program codes. This can easily be done by external to solver/l means through a simple coding/decoding of program constants which we do not include here for the sake of simplicity. Having these constants we can introduce in the solver procedure the following definitions: % unification/equality % unify(?X,? Y) unify(X, X). % failure fail :-unify(con,, con,). % a constant % mcon(?X). mcon([ 1) :-!, fail.
mcon([_I_])
:-!,fail.
mcon(X) 7-unify(X, con,), !, fail. mcon( _). % a variable % mvar(?X). mvar(X) :-not(not(unify(X,con,))). So the moment the point is reached it has an adequate copy of Trace and the query instance to the moment, while the alternative counter is incremented. As Back-Trace becomes empty the mfold will be tried again through the second alternative, and the process repeats. The next-solution-failure occurs when the Resolvent becomes empty, whereas the solution counter Number is not yet equal to 1. In this case the fourth alternative is chosen which does just the same as the sixth and simultaneously decrements the solution counter. As one can easily see from the definitions in the appendix the solver/l is tail-recursive.
The constructed program pr, finds first N solutions of pr through N backtracks choosing successive numbers Id N and starting on them the solver/l procedure. If an incorrect solution number is tried the solver/l fails and pro loops.
It is clear that the resolvent stack is bounded because solver/l is tail-recursive and solution/2 does not increase this stack. So, to estimate the number of choice points at each moment we shall introduce the following measure on tail-recursive definitions. Let p/n be a predicate with tail-recursive definition and amax alternatives. We define for each alternative i a value g(p, i) and set g(p)=max{g(p,i)I 1 <ida,,,}. 
Space complexity of kernel dynamic Prolog
Prolog programmers often use loosely the term iterative program. It means a program with control organized through backtrack loops. They actually mean repeat loops which cost no space at all, although sometimes choice point loops are meant too. So it is not clear how this notion could be formalized in syntactic terms. However, we can define a somewhat weaker notion in terms of space complexity. A good idea would be to call iterative the programs with workspace bounded by a constant. This is however rather unreasonable in KDP because even separate unifications cost the size of unified structures which depends on query and logic procedure size. So it is sensible to claim that iterative programs do not require more space than that needed for arguments unifications.
Definition 5.5. Let a program pr be an instance of a logical procedure lp/n in some classes C. We call pr iterative if lp/n is in C(con, con, * ) and for each solution of pr there is a constant c>O such that uspr<c urpr.
We shall show that recursion can be eliminated by iteration in this sense at least for deterministic KDP programs, i.e. those programs in whose computations choice points never arise and any backtrack step leads to computation failure. This means that right clauses are chosen in these computations only through unification of their heads against calls and not through backtracking.
We Let P be the set of all predicate names in pr, ID be some set of identifiers, P G ID, I be the set of positive integers and ( ) be some injection from Pu P x I x I into ID (so, (p) and (p, i, j) are identifiers in ID). We construct the equivalent to pr iterative program pr* in two steps.
Step 1 where pd is a new dynamic predicate of the same arity as p and prop (p, i, q( v) ) is the sequence of calls asserta((qd( V))), (l@))) is interpreted as pushing the current state of 6' on top of (q), whereas retract((qd(@')) is interpreted as popping a preceding state of w from this stack. As Ip is deterministic, we are ensured that when the dynamic operators of The constructed program pr* is equivalent to pr. It effects the same unifications as pr and in the same order. One unification is effected at one repeat-loop step. Parameters are passed through dynamic facts accessed in the first-infirst-out mode.
Moreover, the resolvent is not represented as a list but as a dynamic predicate stack/l whose clauses contain resolvent goals and are accessed also as a stack (first fact on its top). Being a repeat-loop pr* takes AS-space and RS-space bounded by a constant. Moreover, the whole US-space needed for comp(pr*) is bounded by maximal USspace needed for one loop step. So, US,,~<C urpr for some constant c>O. C
Conclusion
Computation time bounds show that even in minimal Prolog subsets the solution existence problem cannot be solved better than by a trivial brute search algorithm.
Space optimization results in this paper show that, in general, both recursion control stacks can be bounded by small integers with the help of minimal and standard Prolog means. Of course such "space optimization" must be regarded only as a theoretical background because it is achieved at the cost of high delay. Nevertheless, we are convinced that the AS-machine semantics and introduced space consumption measures are adequate for estimating Prolog programs in practice.
Note added in proof
V. Chumakov and the author succeeded in finding an optimal universal tailrecursive interpreter in Theorem 5.2 with only one choice point. Thus Corollary 5.4 is strengthened as follows: For any functional logical procedure in KP an equivalent deterministic logical procedure exists in KP. So, Theorem 5.6 is strengthened significantly as follows: For any logical procedure in KDP an equivalent iterative logical procedure exists in KDP.
