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Belakangan ini makin banyak teknologi baru data mining. Di antaranya yang 
menarik adalah keluarnya Oracle9i dan teknologi pemodelan dengan format 
Predictive Model Markup Language (PMML). Dengan Orac/e9i fungsi-fungsi 
data mining sudah terintegrasi dalam basisdata(disebut Oracle9i Data Mining), 
sehingga pengguna tidak perlu memikirkan algoritma apa yang dipakai. 
Sedangkan dengan ditemukannya standar penulisan model PMML akan 
mempermudah pengguna dalam hal membandingkan model terutama yang lintas 
platform. Sebagai tambahan, Oracle9i Data Mining menyediakan kemampuan 
untuk melakukan proses eksport dan import model dalam format PMML. 
Hubungan kedua teknologi, Oraclei9 Data Mining dan PMML, menjadi 
sebuah topik yang dibahas dalam tugas akhir ini. Dalam tugas akhir ini 
dieksplorasi obyek-obyek yang disediakan oleh Oracle9i Data Mining untuk 
mengeksplorasi fitur-fitur yang tersedia terutama fitur untuk pembuatan model, 
eksport ke PMML, dan import dari PMML. Karena untuk sementara Oracle9i 
Data Mining hanya mendukung eksport-import model dari algoritmat Kaidah 
Asosiasi dan Narve Bayes, maka dalam tugas akhir ini dibatasi hanya pada dua 
algoritma tersebut. 
Uji coba dilakukan terhadap data dalam jumlah besar maupun kecil. 
Pengujian yang dilakukan menunjukkan kemudahan cara pembuatan model, juga 
validitas model yang diimport maupun model yang dieksport. 
Kata Kunci : Oracle9i Data Mining, Predictive Model Markup Language 
(PMML), Kaidah Asosiasi, Narve Bayes 
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1.1 Latar Belakang 
BABI 
PENDAHULUAN 
Beberapa tahun belakangan ini telab banyak model-model prediktif yang 
dibangun oleb komunitas data mining. Pada akbirnya muncul banyak ketertarikan 
untuk melakukan perbandingan dan evaluasi terbadap model-model yang berbeda. 
Predictive Model Markup Language (PMML) adalab sebuab solusi yang bisa 
dibarapkan dalam menyelesaikan masalab pemindaban model prediktif terutama 
untuk membuat dan memadukan proses pembelajaran yang terdistribusi. Bahasa 
markup yang berbasis teks dan dibuat sebagai model prediktif ini membuat 
model-model prediktif menjadi lebib mudab untuk dianalisa dan dibandingkan 
serta juga dapat mengurangt kebutuhan terhadap kesesuaian antar platform 
tempat model tersebut dibentuk. 
PMML juga mengijinkan penambahan model barn hanya dengan melakukan 
perubahan terhadap model yang ada di dalam dokumen yang biasa disebut sebagai 
Document Type Definition (DTD). Selain itu PMML menyediakan mekanisme 
yang sangat fleksibel dalam membuat definisi skema model prediktif dan juga 
mendukung seleksi dan analisa model saat terdapat banyak model yang 
diikutsertakan. 
Seiring dengan dikeluarkannya Oracle versi 9i, Oracle juga mengeluarkan 
Oracle Data Mining Release 2 atau biasa disebut sebagai Oracle9i Data Mining 
2 
Release 2 (9.2) (ODM). Dalam rilis versi 2-nya terdapat beberapa kemampuan 
seperti berikut [ORI-02]: 
].Decision Tree (AdaptiveBayes Network), mengembangan kemampuan ODM 
dalam teknik pembelajaran supervised (teknik pembelajaran yang dapat 
memprediksikan nilai target). Kemampuan tn1 diimplementasikan 
menggunakan teknologi Adaptive Bayes Network. Keuntungan utama dari 
penggunaan Pohon Keputusan (Decision Tree) adalah kemampuannya 
menghasilkan satu set aturan atau penjelasan yang dapat langsung dianalisa 
oleh para analis atau manajer. Kemudian pemakai dapat melakukan query 
terhadap basisdata untuk semua item yang memenuhi kriteria dari aturan 
yang telah dibuat. 
2.Clustering, mengembangkan kemampuan ODM dalam teknik pembelajaran 
unsupervised (teknik pembelajaran yang tidak memiliki nilai target). 
3Attribute Importance , kemampuan untuk mengidentifikasi atribut-atribut 
yang memiliki efek terbesar. Hal ini dapat dipergunakan untuk membuat 
prediksi yang berguna dari setiap atribut yang tersedia dan mengurutkan 
atribut-atribut itu sesuai dengan kepentingan prediksinya. 
4Model Seeker, memberi kemampuan kepada ODM untuk secara otomatis 
membangun model majemuk data mining dengan input yang minimal, 
membandingkan model-model, serta memilih model terbaik yang berhasil 
dibentuk. 
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5 Automated Binning, melakukan otomatisasi tugas terhadap proses 
diskretisasi semua atribut ke dalam tempat yang terkategorisasi untuk 
keperluan perhitungan. 
6.Predictive Model Markup Language, mendukung import dan eksport model 
PMML untuk NaiVe Bayes dan model Association Rules (Kaidah Asosiasi). 
PMML mengijinkan aplikasi data mining untuk menghasilkan dan sekaligus 
membaca model yang digunakan oleh aplikasi Data Mining yang mengikuti 
standar PMML 2.0. 
7.Mining Task, semua operasi data mmmg (pembuatan, penguJian, 
perhitungan, pengaplikasian, import, dan export) dibangun secara 
asynchronous dengan menggunakan Mining Task. 
1.2 Permasalabao 
Permasalahan yang diangkat dalam Tugas Akhir ini adalah : 
a. Membentuk aplikasi yang mampu menerima definisi-definisi model 
Kaidah Asosiasi atau Naive Bayes untuk kemudian hasil pemodelan 
ditampilkan ke dalam bahasa PMML. 
b. Membaca hasiJ pemodelan Kaidah Asosiasi atau Naive Bayes yang dituJis 
dalam bahasa PMML kemudian dilakukan proses terhadap data yang ada. 
c. Menampilkan hasil proses dari model yang telah didefinisikan. 
d. Memanfaatkan fitur dalam Oracle9i Data Mining untuk melakukan 
konversi dari model yang dituJis ke dalam PMML ke dalam model yang 
bisa diterima Oracle9i Data Mining dan juga sebaliknya merubah model 
Oracle9i Data Mining ke dalam PMML. 
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1.3 Tujuan dan Manfaat 
Tujuan dari tugas akhir ini adalah membangun sebuah aplikasi yang bisa 
menerima model yang mengikuti Kaidah Asosiasi atau Naive Bayes untuk 
diekstraksi ke dalam bentuk bahasa PMML sekaligus bisa menerima model 
Kaidah Asosiasi dan Naive Bayes yang ditulis dalam bahasa PMML untuk 
kemudian dibaca dan dilakukan proses terhadap basisdata yang ada. 
Apabila tujuan Tugas Akhir ini dapat tercapai maka dapat diperoleh manfaat 
dari perangkat lunak yang terbentuk yaitu sebuah perangkat lunak yang berdiri 
sendiri untuk membuat model Kaidah Asosiasi dan Naive Bayes sekaligus mampu 
melakukan eksport import dalam format PMML 
1.4 Batasan Masalah 
Untuk membuat penyusunan tugas akhir tetap sesuai dengan tujuan yang ingin 
dicapai maka perlu diberikan beberapa batasan-batasan dari masalah yang timbul 
di atas, yaitu: 
a. Model prediktif yang ditulis dalam PMML nantinya didukung standar versi 
2.0. 
b. Model Data Mining yang dihasilkan hanya valid untuk Oracle9i Data Mining. 
c. Oracle9i Data Mining menghasilkan dan menerima dua macam tipe model 
yaitu model Kaidah Asosiasi dan Naive Bayes. 
1.5 Metodologi Pembuatan Tugas Akhir 
Metodologi penelitian yang dilakukan menggunakan langkah-langkah sebagai 
berikut : 
a. Studi Literatur 
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Pengumpulan literatur mengenai pemrograman PMML, Oracle 9i Data 
Mining, dan XML. Juga dipelajari fungsi-fungsi yang terdapat dalam 
Oracle 9i Data Mining sehingga bisa dibentuk model yang bisa diterima 
oleh Oracle9i Data Mining. 
b. Perancangan Perangkat Lunak 
Pada tahap ini dilakukan perancangan perangkat lunak yang meliputi 
diagram alur yang digunakan, struktur data yang diterima, desain 
antarmuka aplikasi, dan algoritma aplikasi. 
c Implementasi Perangkat Lunak 
T ahap ini merupakan implementasi tahap sebelumnya. Pada tahap ini 
dilakukan pembuatan kode program perangkat lunak import dan eksport. 
d. Uji Coba dan Evaluasi 
Aplikasi yang telah dibuat diuji coba dan dievaluasi untuk mengetahui 
sejauh mana tercapainya tujuan dari aplikasi ini. 
e. Penyusunan Tugas Akhir 
Pada tahap akhir ini disusun sebuah dokumentasi dari awal hingga akhir 
dari pelaksanaan Tugas Akhir. Dokumentasi ini berguna dalam 
pengembangan aplikasi eksport dan import ini. 
1.6 Sistematika Penulisan Buku Tugas Akhir 
Penulisan buku tugas akhir ini, dibagi menjadi beberapa bah dengan isi dari 
masing-masing bah adalah seperti berikut : 
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Bah I berisi pendahuluan. Pada bah ini dibahas latar belakang pengembangan 
perangkat lunak, permasalahan, tujuan dan manfaat dikembangkannya perangkat 
lunak, dan batasan-batasan pada perangkat lunak yang dikembangkan. 
Bah II membahas teknologi Oracle9i Data Mining dan Predictive Model 
Markup Language. Bah ini berisi bahan-bahan yang dijadikan acuan bagi 
pengembangan perangkat lunak, meliputi teori-teori tentang Predictive Model 
Markup Language, teori obyek-obyek Oracle9i Data Mining, Kaidah Asosiasi, 
dan Naive Bayes. 
Bah selanjutnya yaitu Bah III membahas perancangan perangkat lunak. Pada 
bah ini dibahas bagaimana spesifikasi perangkat lunak yang dikembangkan, 
meliputi aturan-aturan dan kemampuan-kemampuan yang hams dimiliki. Dibahas 
juga kebutuhan sistem dan kebutuhan pengguna untuk perangkat lunak ini. 
Bah IV merupakan pengimplementasian dari pembahasan bah sebelumnya 
.Bah ini membahas bagaimana perangkat lunak dibuat. Meliputi bagaimana 
arsitekturnya, struktur data yang digunakan, dan algoritma-algoritma penting yang 
ada didalamnnya. 
Bah V membahas uji coba dan evaluasi perangkat lunak. Perangkat lunak 
yang dikembangkan diuji dan dievaluasi agar dapat dipertanggungjawabkan 
kebenarannya. 
Bah selanjutnya berisi kesimpulan dan saran dari pengembangan perangkat 
lunak pengekstraksi Kaidah Asosiasi dan Naive Bayes nn. 
BAB II ' 
TEKNOLOGIORACLE9iDATA 
MINING DAN PMML 
BABII 
Teknologi Oracle 9i Data Mining dan PMML 
Pada bah ini dibahas dasar teori yang mendukung pembuatan tugas akhir ini. 
Akan dibahas dasar-dasar Predictive Model Markup Language, Oracle9i Data 
Mining, Kaidah asosiasi dan Naive Bayes. 
2.1 Predictive Model Markup Language 
Beberapa tahun belakangan ini bermacam model prediktif telah dibangun oleh 
komunitas data mining. Ada ketertarikan yang signifikan untuk membandingkan 
dan mengevaluasi model-model berbeda yang sudah ada. Predictive Model 
Markup Language (PMML) adalah sebuah solusi handal terhadap masalah 
pertukaran model-model prediktif dan untuk menghasilkan sebuah proses 
pembelajaran yang sesuai dan terdistribusi. 
PMML adalah sebuah bahasa XML yang dipergunakan untuk 
menggambarkan dan menyimpan model data mining. PMML adalah sebuah 
bahasa berbasiskan XML yang menyediakan sebuah cara kepada sebuah aplikasi 
untuk mendefinisikan model statistik dan data mining dan untuk saling berbagi 
model di antara aplikasi yang mendukung PMML. Versi pertama (1.0) 
diperkenalkan pada Juli 1999 oleh Data Mining Group (DMG). 
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Model prediktif yang ditulis dalam bahasa markup berbasis teks ini 
mengijinkan kemudahan analisa dan perbandingan serta mengurangi kebutuhan 
terhadap kompatibilitas biner di antara platform-platform tempat model prediktif 
tersebut dibangun. PMML juga mengijinkan penambahan model barn hanya 
dengan mengakomodasikan Document Type Definition (DTD). Hal ini memberi 
manfaat dalam flexibilitas mekanisme untuk melakukan definisi skema untuk 
model prediktif dan mendukung seleksi model saat banyak model diikutkan. 
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Gambar 2.01 Kegunaan PMML 
Gambar 2.1 [GR0-98] menunjukkan proses data mining yang disederhanakan. 
Model PMML menjadi sebuat output dari sebuah algoritma data mining. Karena 
PMML adalah standar terbuka, model ini dapat digunakan oleh aplikasi lain. 
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Alasan utama yang menyebabkan penggunaan PMML sebagai model prediktif 
adalah: 
- universal Sebuah bahasa markup sederhana hams dapat digunakan dan 
dimengerti dengan mudah oleh banyak orang. Selain itu bahasa 
terse but haruslah bisa mengikuti tekhnologi yang ada. 
- portabel : Menjadi sebuah kebutuhan bahasa markup tersebut portabel 
terhadap sebuah mesin data mining pada satu platform ke 
beberapa mesin pada platform perangkat lunak lain yang berbeda. 
- mudah terbaca : Bahasa markup tersebut seharusnya mudah terbaca sehingga 
seseorang dapat dengan mudah melihat dan mengubah instan 
modelnya. 
- bisa dikembangkan : Fitur ini menjadi sebuah perhatian utama akibat adanya 
fakta bahwa evolusi dari sebuah model barn di masa datang dapat 
diterima dan penambahannya ke dalam bahasa markup bisa 
semudah mungkin. 
2.1.1 Struktur Umum Sebuah Dokumen PMML 
PMML mempergunakan XML untuk merepresentasikan sebuah model. 
Struktur model didiskripsikan oleh sebuah DTD yang disebut PMML DTD. Satu 
atau lebih model mining dapat diikutkan dalam sebuah dokumen PMML. Sebuah 
dokumen PMML adalah sebuah dokumen XML dengan elemen utama adalah 
bertipe PMML [DMG-02]. Struktur umum dari sebuah dokumen PMML adalah 
tampak seperti berukut : 
<?xml version="l.O"?> 
<!DOCTYPE PMML 
PUBLIC "PMML 2.0" 




Sebuah dokumen PMML tidak harus memiliki deklarasi DOCTYPE. Jika 
terdapat lebih dari satu sebuah dokumen PMML harus tidak tergantung kepada 
parameter ekstemal, yang diasumsikan atribut asal standalone="yes" pada 
<?xml?>. Meskipun sebuah dokumen PMML harus valid sesuai dengan DTDnya, 
sebuah tidak membutuhkan validasi parser, yang mengambil entitas ekstemal. 
Untuk mendapatkan sebuah format XML yang valid, dokumen PMML yang valid 
hams mematuhi sejumlah aturan yang didiskripsikan pada bermacam tempat 
dalam sebuah spesifikasi PMML. 
Elemen utama dari sebuah dokumen hams memiliki tipe PMML. 







SequenceModel )' > 







version CDATA #REQUIRED 
> 
II 
<!ELEMENT MiningBuildTask (Extension*)> 
Sebuah dokumen PMML dapat berisi lebih dari sebuah model [DMG-02]. Jika 
sistem aplikasi menyediakan sebuah tujuan untuk menyeleksi model berdasarkan 
nama dan jika PMML menunjukkan sebuah model, maka model tersebut 
digunakan; dengan kata lain model yang pertama yang digunakan. lsi dari model 
mining dalam sebuah model PMML boleh kosong. Dokumen tersebut dapat 
digunakan untuk membawa metadata sebelum model sebenarnya dihitung. Sebuah 
dokumen PMML yang tidak berisi satu model tidak memiliki arti terhadap 
aplikasi pembaca PMML. 
Untuk PMML versi 2.0 atribut versi harus memiliki angka 2.0. 
Element MiningBuildTask dapat berisi beberapa nilai XML yang 
menggambarkan konfigurasi dari bagian pembelajaran yang menghasilkan instan 
model. Informasi ini tidak langsung dibutuhkan oleh pembaca PMML, namun 
dalam banyak kasus sangat menolong dalam melakukan pemeliharaan dan 
visualisasi model. Struktur isi khusus dari MiningBuildTask tidak didefinisikan 
oleh PMML 2.0. Akan tetapi, elemen ini menjadi isi asal untuk spesifikasi tugas 
yang didefinisikan oleh standar mining yang lain, misalnya dalam SQL atau Java. 
Bagian dalam DataDictionruy dan TransformationDictionruy disebutkan 
dengan nama yang unik. Elemen lain dalam model dapat menunjukkan nama 
bagian ini . Model majemuk dalam sebuah dokumen PMML dapat berbagi bagian 
yang sama dalam TransformationDictionary. Beberapa tipe model seperti jaringan 
syaraf atau logistik regresi dapat digunakan untuk keperluan-keperluan yang 
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berbeda, yaitu beberapa instan yang mengimplementasikan prediksi dari nilai 
numerik, saat prediksi yang lain dapat digunakan lllltuk klasifikasi. Oleh karena 
itu, PMML mendefinisikan empat fungsi mining yang berbeda. Setiap model 
memiliki sebuah atribut "function name" yang menunjukkan fungsi mining yang 
diinginkan. 




clustering )' > 
Untuk semua model PMML struktur elemen model paling atas adalah sama 
dengan Xmodel berikut : 
<!ELEMENT XModel (Extension*, MiningSchema, 









<!ELEMENT MiningSchema (Mining Field+) > 
<!ELEMENT ModeiStats (UnivariateStats+) > 
Sebuah daftar dari bagian mining yang terisi mendefinisikan sebuah skema 
mining berikut ini : 
- Modelname : nilai pada mode/name menlllljukkan model dengan nama yang 
unik dalam konteks file PMML. Atribut ini tidak harus ada. 
Pemakai PMML diberi kebebasan untuk mengatur nama model 
yang mereka buat sesuai dengan kekhususan yang diinginkan. 
13 
- FunctionName dan algorithmName menunjukkan macam model rmmng, 
seperti pengelompokan (clustering) atau klasifikasi 
(classification). Nama algoritma bisa menjadi deskripsi algoritma 
spesifik yang menghasilkan model. Atribut hanya bersifat 
informasi. 
2.1.2 Tipe Data Dasar dan Entitas 
Definisi berikut : 
<!ENTITY % NUMBER "COAT A" > 
umumnya digunakan untuk membedakan nilai numerik dari data yang lain. 
Numerik boleh menjadi awalan, pecahan, atau eksponen. Dalam hubungan dengan 
tipe data Number ada definisi yang lebih spesifik: 
- <!ENTITY %!NT-NUMBER "CDATA"> 
Sebuah "CDATA" pada !NT-NUMBER haruslah bilangan bulat, bukan 
pecahan atau eksponen. 
- <!ENTITY % REAL-NUMBER "CDATA"> 
Sebuah "COAT A" pada REAL-NUMBER dapat diwakilli oleh bahasa 
java sebagai jloat,long, atau double. Notasi eksponensial seperti 1,23 E3, 
diijinkan. 
-<!ENTITY %PROS-NUMBER "CDATA"> 
Sebuah "CDATA" pada PROB-NUMBER adalah sebuah REAL-
NUMBER diantara 0.0 dan 1.0 yang biasanya menunjukkan probabilitas. 
- <!ENTITY %PERCENTAGE-NUMBER "CDATA"> 
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Sebuah "COAT A" pada PERCENT AGE-NUMBER adalah sebuah 
REAL-NUMBER diantara 0.0 dan 100.0. 
Sebagai catatan, entitas-entitas tersebut tidak mengakibatkan parser XML 
untuk melakukan pengecekan tipe data, namun hanya mendefinisikan kebutuhan 
sebuah dokumen PMML yang valid. 
2.2 Oracle9i Data Mining 
Basisdata Oracle9i , terutama rilis 2, menyediakan sebuah server yang 
terintegrasi untuk semua operasi Data Warehouse,OLAP, dan juga Data Mining. 
Operasi-operasi tersebut sebelumnya diproses dalam lingkungan yang berbeda 
misalnya dengan penggunaan basisdata multidimensional Oracle Express. 
Komponen dan fitur utama Oracle9i Release 2 untuk Data Warehouse, OLAP, dan 
Data Mining tampak berikut ini [OR3-2001] : 
Gambar 2.02 Komponen dan Fitur Utama Oracle9i Release 2 
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Oracle9i Data Mining mengijinkan berbagai macam perusahaan untuk 
membangun aplikasi Business Intelegence yang melakukan eksplorasi data, 
menemukan wawasan barn, dan melakukan integrasi informasi yang ada ke dalam 
aplikasi bisnis. Oracle9i Data Mining merupakan pilihan dari Oracle9i Database 
Enterprise Edition (EE) yang memasukkan fungsionalitas datamining untuk 
melakukan klasifikasi, prediksi, dan asosiasi. Semua fungsi untuk membuat dan 
menghitung model dapat diakses melalui API berbasiskan Java. 
Bila digambarkan pada sebuah level, posisi Oracle9i Data Mining pada sebuah 
business intelegence dapat digambarkan seperti berikut [SOL-02] : 
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Gambar 2.03 Level Pada Business lntelegence 
Bagaimana perbedaan data mining dengan alat lain yang ada pada business 
intelegence ? 
Query & Reporting dipergunakan untuk mendapatkan informasi dari basisdata 
[OR3-0 I]. Alat ini sesuai untuk menjawab pertanyaan : "Siapa yang paling sering 
melakukan pembelian pada 3 tahun terakhir ?" 
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OLAP mengijinkan pengguna untuk secara interaktif membuat ringkasan, 
melakukan perbandingan, membuat analisa, dan juga membuat ramalan. Alat ini 
sesuai untuk menjawab pertanyaan : "Berapa rata-rata pendapatan dari pelanggan 
berdasarkan tahun dan wilayah tempat tinggal ?" 
Alat Statistik dipergunakan untuk membuat perbandingan dari contoh yang 
representatif yang didapatkan dari data dalam jumlah besar. 
Query & Reporting, OLAP, dan Statistik berguna dalam hal mengijinkan 
pengguna melihat secata detil dan mengerti hal-hal yang teijadi di masa 
sebelumnya. Dengan alat-alat bantu tersebut, pengguna yang mengetahui sesuatu 
yang dicari, memiliki alat analitis yang handal, menjadi analis yang bagus, dan 
memiliki banyak waktu, akan menemukan jawabannya. 
Data mining tidak memiliki keterbatasan tersebut. Data mining berada secara 
mendalam di dalam data. Dengan data mining akan didapatkan analisa detil dari 
semua peristiwa yang sudah terjadi, misal : " apakah si A membeli barang B ? " 
Data mining membuat model dan menggunakannya sebagai prediktor peristiwa 
yang akan terjadi , misal " berapa besarnya kemungkinan si A membeli barang B 
?" 
Dengan mempergunakan Oracle9i Data Mining, perusahaan dapat 
mengalirkan informasi tersembunyi yang ada dalam basisdata mereka untuk 
mendapatkan sebuah pandangan barn tentang pelanggan dan bisnis mereka. Pada 
setiap kondisi pada daur hidup pelanggan, Oracle9i Data Mining akan membawa 
nilai - yang akan bergerak menuju garis batas perusahaan. 
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Oracle9i Data Mining juga dapat menemukan pola yang tersembunyi dalam 
pengetahuan, pemerintahaan, manufaktur, medis, dan tipe data yang lain. 
Aplikasi-aplikasi data mining akan berada dalam area berikut : 
• melakukan prediksi terhadap sebuah bagian manufaktur, 
• menemukan hubungan di antara pasien, obat dan pengeluaran, 
• mengidentifikasi tabrakan jaringan yang mungkin tetjadi, 
2.2.1 Data Mining yang Melekat pada Basisdata Oracle9i 
Oracle9i Data Mining mempermudah proses ekstraksi bisnis intelegensi dari 
data yang besar. Dengan Oracle9i Data Mining, semua fungsi data mining melekat 
pada basisdata Oracle9i, akibatnya data, data preparat, aktivitas pembuatan model, 
dan perhitungan model berada dalam basisdata. 
Karena Oracle9i Data Mining menyediakan semua fase dari data mining 
dalam basisdata, setiap fase data mining menghasilkan perkembangan yang 
signifikan dalam hal produktivitas, otomasi, dan integrasi. Perkembangan 
produktivitas yang signifikan dapat diraih dengan mengurangi ekstraksi data dari 
basisdata menuju alat khusus data mining dan melakukan import basil proses 
kembali ke dalam basisdata. Pengembangan ini tercatat dalam data buatan yang 
sering kali menghabiskan 80% dari proses data mining. Dengan Oracle9i Data 
Mining, semua data buatan dapat diolah dengan menggunakan manipulasi SQL 
standar dan fungsi-fungsi yang ada dalam Oracle9i Data Mining. 
Oracle9i Data Mining menerima tabel transaksional dan non-transaksional. 
Secara internal, Oracle9i Data Mining mempergunakan tabel transaksional dan 
secara otomatis menangani konversi yang dibutuhkan. 
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NomorKasus Umur Pendapatan J enis Kelamin 
100 20 1000 Pria 
200 30 2000 Wanita 
Tabel 2.01 Non-Transaksional, fonnat data dengan satu record 
Nomor Kasus Atribut Nilai 
100 Umur 20 
100 Pendapatan 1000 
100 Jenis Kelamin Pria 
Nomor Kasus Atribut Nilai 
200 Umur 30 
200 Pendapatan 2000 
200 Jenis Kelamin Wanita 
Tabel 2.02 Fonnat data transaksional 
Orac1e9i Data Mining mendukung binning, proses koleksi nilai-nilai ke dalam 
grup yang memiliki arti . Hal ini mengijinkan programmer untuk menempatkan 
data untuk tujuan pembuatan model untuk masalah yang ]ebih spesifik. 
Contohnya, pada permasalahan keamanan berkendara, nilai usta dapat 
digolongkan ke dalam rentang nilai 0-16, 17-21 , dan diatas 21. Untuk 
permasalahan asuransi, usia digolongkan ke dalam 0 sampai 35, 35-55, dan lebih 
dari 55. 
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2.2.2 Algoritma Oracle9i Data Mining 
Oracle9i Data Mining menyediakan akses program ke dalam algoritma data 
mining yang menempel pada Oracle9i Database melalui sebuah API berbasiskan 
Java. Algoritma data mining adalah teknik pembelajaran terhadap analisa data 
untuk masalah yang sudah digolongkan secara khusus. Algoritma-algoritma yang 
berbeda sesuai untuk analisa yang berbeda. Oracle9i Data Mining menyediakan 
dua algoritma, l) Naive Bayes untuk klasifikasi dan prediksi, 2) Kaidah Asosiasi 
untuk menemukan pola dari kejadian yang berhubungan. Keduanya, 
menyelesaikan masalah yang sering terjadi dalam proses bisnis. 
2.3 Klasifikasi dan Prediksi dengan Naive Bayes 
Naive Bayes adalah teknik pembelajaran yang terarah untuk klasifikasi dan 
prediksi yang membangun model untuk melakukan prediksi probabilitas dari 
pengeluaran yang spesifik. Naive Bayes menggunakan data historis untuk 
menemukan pola dan hubungan serta kemudian membuat prediksi-prediksi. 
Oracle9i Data Mining menyediakan pengembang aplikasi untuk membangun 
model data mining untuk mengklasifikasi dam memprediksi berbagai macam 
keperluan, misalnya : 
a. mengidentifikasi pelanggan yang suka membeli suatu produk, 
b. mengidentifikasi pelanggan yang suka memilih, 
c. melakukan prediksi kemungkinan sebuah bagian menjadi tidak efektiflagi. 
Algoritma Naive Bayes dapat melakukan prediksi keluaran dalam bentuk 
biner atau multikelas (OR3-0l]. Pada permasalahan biner, setiap record akan atau 
tidak akan menunjukkan tujuan yang sudah dimodelkan. Misalnya, sebuah model 
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dapat dibangun untuk memprediksi apakah seorang pelanggan suka memilih atau 
lebih senang royal dalam melakukan pembelian. Untuk multikelas, contohnya, 
model dapat dibangun untuk melakukan prediksi kelas dari jasa yang dipilih 
dalam setiap kesempatan. 
Contoh model biner : 
Pertanyaan : Apakah pelanggan tru bisa menjadi pelanggan yang mampu 
memberikan keuntungan yang tinggi ? 
Jawab : Ya dengan kemungkinan 85%. 
Contoh model multikelas : 
Pertanyaan : Yang mana dari lima lapis pelanggan berikut yang cocok untuk 
pelanggan ini - Meningkat, stabil, rusak, turun, atau tidak signifikan 
Jawab: Stabil dengan kemungkinan 55%. 
2.4 Menemukan Asosiasi dengan Kaidah Asosiasi 
Kaidah Asosiasi menemukan "hubungan" yang tersembunyi dalam basisdata. 
Analisa asosiasi atau biasa disebut unsupervised learning, sering digunakan untuk 
menemukan tempat strategis (misal analisa berbasis pasar) dari produk-produk 
yang berhubungan dengan pelanggan, seperti susu dan cereal dihubungkan dengan 
pisang. Kaidah asosiasi dari Orac1e9i Data Mining dapat digunakan untuk 
mengenali hubungan antar item atau kejadian di dalam bermacam masalah bisnis, 
seperti: 
a. atribut pasien dan obat yang mana yang berhubungan dengan pengeluaran, 
b. item atau produk mana yang seseorang paling sukai. 
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Algoritma kaidah asosiasi menghasilkan sebuah himpunan pasangan 
anteseden dan konsekuen dalam bentuk A implikasi B dengan probabilitas n%. 
Teknik pemodelan ini mengijinkan pengguna untuk menentukan hubungan antar 
item atau kejadian. Oracle9i Data Mining juga mengikutsertakan perlengkapan 
untuk menganalisa dan membuat laporan dari kaidah asosiasi. Asosiasi atau 
"aturan" yang ditemukan sangat berguna untuk membuat desain promosi spesial, 
kemasan produk, atau tataletak barang dagangan. 
Oracle9i Data Mining dapat melakukan otomatisasi ekstraksi dan integrasi 
dari wawasan dan prediksi barn ke dalam bermacam aplikasi bisnis, termasuk 
pusat layanan, situs web, ATM, manajemen suberdaya enterprise, dan aplikasi 
operasional dan perencanaan yang lain. Otomatisasi fungsi-fungsi data mining 
yang disediakan oleh Oracle9i Data Mining dengan menggunakan Java berbasis 
API. Pengembang aplikasi dapat melakukan kontrol terhadap semua aspek data 
mmmg - - pengembang dapat memasukkan konfigurasi yang komplek untuk 
pengguna yang lebih tinggi tingkatannya atau benar-benar menyediakan 
otomatisasi untuk para pengguna bisnis. 
Secara teoritis permasalahan dalam Kaidah Asosiasi dapat dibagi menjadi dua 
sub masalah [ORl-02]: 
a. Menemukan semua kombinasi dari item-item, disebut frequent itemset, yang 
nilai support-nya lebih dari minimal support. 
b. Menggunakan frequent itemset untuk menghasilkan aturan yang diinginkan. 
Misal ABCD dan AB adaiahfrequent, kemudian aturan AB mengimplikasikan 
CD didapat jika rasio dari support (ABCD) terhadap support (AB) adalah 
22 
lebih besar minimum confidence. Sebagai catatan aturan memiliki minimum 
support, sebab ABCD adalahfrequent. 
Algoritma Apriori untuk menemukan frequent itemset melewatkan banyak 
data. Pada proses ke-k, algoritma ini menemukan semua itemset yang memiliki 
item sebanyak k, yang disebut k-itemset. Setiap proses terdiri dari dua fase. Misal 
Fk menunjukkan himpunan dari frequent k-itemset, dan Ck adalah himpunan 
kandidat k-itemset. Pertama, fase pembuatan kandidat dengan himpunan dari 
semua frequent (k-1) itemset, Fk_1 ditemukan pada proses ke (k-1) digunakan 
untuk membuat kandidat itemset Ck. Prosedur pembuatan kandidat memastikan 
bahwa Ck adalah superset dari semua frequent k-itemset. Kemudian data dibaca 
pada fase perhitungan support. Untuk setiap transaksi, kandidat di dalam Ck yang 
berisikan transaksi dibuat dengan menggunakan struktur data hash-tree dan nilai 
support dinaikkan. Pada akhir proses, Ck dibaca untuk menentukan kandidat yang 
sering muncul, sesuai dengan Fk. Algoritma berhenti saat Fk dan Ck-1 kosong. 
Pada Oracle9i Data Mining dipergunakan implementasi yang berbasiskan 
SQL. Pembuatan kandidat dan perhitungan nilai support diimplementasikan 
dengan mempergunakan SQ L. Oracle9i Data Mining tidak mempergunakan 
struktur data memori secara khusus. 
2.5 Obyek-obyek dan Fungsi dalam Oracle9i Data Mining 
Kemampuan Data Mining dari tiap fungsi : 
Function Build Tes Compute Apply Import Export 
Lift (Score) PMML PMML 
Classification X X X X NB NB 
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Function Build Tes Compute Apply Import Export 
Lift (Score) PMML PMML 
Clustering X X 
Association Rule X X X 
Attribute X 
Importance 
Tabel 2.03 Kemampuan Data Mining 
Objek-objek dan fungsionalitas yang ada dalam ODM [ORl-02]: 
1. Physical Data Spesification 
Sebuah objek Physical Data Spesification menentukan karakteristik 
data yang digunakan contohnya apakah data tersebut data transactional 
atau nontransactional dan peran dari macam-macam kolom data. Secara 
fisik data ODM hams berada dalam dua format berikut ini: 
a. transactional 
Pada format data transaksional, setiap kasus disimpan pada 
multiple record dalam sebuah tabel dengan kolom-kolom : 
sequencelD, attribute _name, value (nama-nama llli bisa 
didefinisikan sendiri oleh user). 
sequencelD adalah sebuah nilai integer yang berhubungan 
dengan multiple record pada sebuah data transaksional. 
Attribute name adalah sebuah string yang berisi nama 
atribut. 
Value adalah sebuah integer yang merepresentasikan 
nilai dari atribut 
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b. Nontransactional 
Pada format data nonTransactional, setiap kasus disimpan pada 
satu baris dalam sebuat tabel. Data non transaksional tidak 
membutuhkan sebuah kolom kunci secara unik untuk 
mengidentifikasikan setiap record. Namun, sebuah atribut kunci 
direkomendasikan untuk menghubungkan kasus-kasus yang ada 
dengan hasil penilaian untuk supervised learning. Format ini biasa 
disebut single-record case. 
2. Mining Function Setting 
Sebuah mining function setting (MFS) berisi parameter tingkat tinggi 
untuk membangun sebuah model datarnining. Setiap objek MFS berisi : 
parameter-parameter yang menunjukkan fungsi ODM, 
spesifikasi data lojik, 
spesifikasi data yang digunakan. 
ODM terus-menerus mendukung MFS secara independen, dinamai entitas 
dalam DMS. 
Function Parameter Default 
Classification CostMatrix NULL 
Priors NULL 
Clustering MaxNumberOfClusters 20 
Association Rules Minimum Support 0.1 
Minimum Confindence 0.1 
Maximum Rule Length 2 
Attribute Importance None 
Tabel Parameter pada ODM sesuai dengan fungsi 
3. Mining Algorithm Setting 
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Sebuah objek mining algorithm setting berisi parameter-parameter 
yang berhubungan dengan algoritma tertentu untuk membangun sebuah 
model. Desain ODM, yang memisahkan mining algorithm settings dari 
mining function setting, mengijinkan data miner awam menggunakan 
ODM secara efektif, sedangkan data miner yang sudah ahli bisa 
mempergunakan sesuai dengan kebutuhan mereka. 
4. Logical Data Spesification 
Sebuah objek logical data spesification (LOS) adalah sebuah 
himpunan atribute instan yang menggambarkan sifat logik dari data yang 
digunakan sebagai input untuk membangun model. Setiap atribut data 
mining yang ada dalam LOS hams memiliki nama yang unik. Selain di 
simpan di OMS, setiap MFS memiliki salinan LDS, jika saat referensi 
dibagi pemakaiannya dalam proses API dari klien. 
5. Mining Attributes 
Mining atribut adalah sebuah konsep logik yang mendeskripsikan 
domain dari data yang digunakan sebagai input saat operasi ODM berupa 
numerik atau ketegori. Sebuah mining attribute menunjukkan nama, tipe 
data, dan ripe atribut (numerik atau kategori). 
6. Data Usage Spesification 
Sebuah objek data usage spesification (DUS) menunjukkan bagaimana 
atribut-atribut yang adalam dalam LDS digunakan untuk membangun 
sebuah model. Sebuah DUS berisi sekurangnya sebuah data yang 
digunakan untuk setiap atribut mining. Jika tidak ada data yang digunakan, 
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data default yang digunakan, mengimplikasikan bahwa atribut digunakan 
dalam pembentukan model. 
DUS menunjukkan : 
7. Mining Model 
apakah sebuah atribut adalah active( digunakan dalam 
proses pembuatan model), inactive (tidak dipergunakan), 
supplementary (sebuah atribut yang digunakan dengan 
basil output pada saat scoring tetapi tidak dipergunakan 
pada saat pembuatan model). 
Apakah atribut tersebut adalah target learning 
Sebuah objek mining model adalah basil dari pembuatan sebuah model 
berdasarkan objek MFS. Representasi dari model bergantung pada 
algoritma yang digunakan atau dipilih oleh OMS. Beberapa model dapat 
dipergunakan untuk inspeksi langsung, misalnya melakukan penguJtan 
terbadap aturan-aturan yang dihasilkan oleb Kaidah Asosiasi. 
8. Mining Results 
Objek mining result berisi produk akbir dari salah satu tugas mining 
berikut ini : pembuatan, pengujian, perhitungan, atau pengaplikasian. 
ODM mendukung penyimpanan model secara independen, sebagai entitas 
dalamDMS. 
sebuah basil pembuatan berisi model secara detil. Hasil 
ini menyajikan nama fungsi dan algoritma dari model 
yang bersangkutan 
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sebuah hasil pengaplikasian berisi tabel tujuan (nama 
skema dan nama tabel) 
sebuah hasil pengujian, untuk model klasifikasi berisi 
akurasi model dan mereferensi terhadap matrik confusion. 
9. Confusion Matrix 
Sebuah confusion matrix menyajikan sebuah pemahaman mudah 
terhadap akurasi model dan tipe kesalahan yang dibuat saat scoring. 
Matrik ini adalah hasil dari sebuah tugas pengujian untuk model 
klasifikasi. 
10. Mining Apply Output 
Instan mining apply output berisi beberapa item yang mengijinkan user 
untuk menyesuaikan hasil dari sebuah model. Output bisa berupa : 
data skalar yang dilewatkan ke output dari tabel input, contohnya 
atribut kunci 
nilai komputasi dari pengaplikasian itu sendiri, seperti skor dan 
probabilitas 
untuk input data transaksional, sequence ID diasosiasikan dengan 
kasus yang diberikan 
Sebuah instan dari miningapplyoutput adalah sebuah spesifikasi dari 
data yang dimasukkan dalam pemakaian output (sebuah tabel atau output) 
yang dibuat sebagai basil dari pemakaian operasi mining. Kolom atau 
atribut dalam pemakaian output dideskripsikan sebagai kombinasi dari 
banyak objek ApplyContentltems. Setiap item bisa berupa : 
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- Atribut asal 
tabel output tempat pengaplikasian model bisa berisikan kolom basil 
pengkopian langsung dari tabel input. Hal ini disebut atribut asal, 
dan setiap atribut asal direpresentasikan dengan sebuab instan dari 
ApplySourceAttribute!tem. Atribut asal dapat digunakan untuk 
mengidentifikasi kasus individual pada pengaplikasian output, misal 
menghubungan sebuah kunci dengan setiap item output. Atribut asal 
pada tabel output tidak boleb lebih dari berjumlab lebih dari 997. 
- prediksi majemuk yang berbasiskan probabilitas 
Sebuab instan ApplyMultipleScoring!tem mengbasilkan n prediksi 
bawab atau atas urut berdasarkan probabilitas dari prediksi, dengan n 
bemilai dari 1 sama dengan jumlab nilai tujuan. Suatu item 
mengbasilkan dua kolom di dalam outputnya : prediksi dan 
probabilitas yang masing-masing diberi nama oleb penggunanya. 
Minimal terdapat sebuab ApplyMultipleScoring!tem pada obyek 
MiningApplyOutput. 
- Multipel prediksi yang berbasiskan pada nilai tujuan 
ApplyTargetProbability menghasilkan prediksi untuk suatu nilai 
tujuan. Setiap nilai tujuan tersebut barns memiliki sekurangnya satu 







Oracle9i tidak menyediakan aplikasi yang berdiri sendiri yang memberikan 
kemudahan pada pengguna mengakses fungsi-fungsi yang tersedia di dalam 
Oracle9i Data Mining, termasuk juga untuk mengakses algoritma Kaidah Asosiasi 
dan Naive Bayes. Untuk itu perangkat lunak yang dibuat nantinya mempermudah 
akses terhadap fungsi Kaidah Asosiasi dan Naive Bayes dalam Oracle9i Data 
Mining. 
Bab ini membahas perancangan perangkat lunak pengekstraksi model Kaidah 
Asosiasi dan Naive Bayes ke dalam bentuk PMML dan dari bentuk PMML. Akan 
ada dua bahasan besar dalam bah ini yaitu perancangan perangkat lunak yang 
melakukan proses pemodelan sampai dengan mengeluarkan output dalam bentuk 
PMML dan membaca model dalam bentuk PMML ke dalam bentuk model yang 
diterima oleh Oracle9i Data Mining. 
3.1 Desain Data 
Desain data ini bertujuan untuk menentukan kebutuhan data dari perangkat 
lunak yang dibuat termasuk format data yang hams dibuat. Perancangan data 
tersebut dikategorikan sebagai data masukan, data proses, dan data keluaran. 
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3.1.1 Data Masukan 
Secara umum perangkat lunak yang dibentuk hams memiliki data masukan 
berupa koneksi ke skema Oracle9i Data Mining. Oracle9i membuat sebuat skema 
basisdata untuk menyimpan fungsi-fungsi data mining. Skema tersebut diberi 
namaodm. 
Agar tidak selalu membuat koneksi barn saat melakukan proses maka 
diperlukan sebuah otentikasi yang disediakan oleh perangkat lunak. Otentikasi itu 
untuk masuk ke dalam skema odm. Untuk masuk ke dalam skema Oracle9i Data 
Mining diperlukan masukan sebagai berikut : 
a. nama pengguna, dalam hal ini yang memiliki hak akses ke dalam skema odm, 
b. kata sandi yang sesuai dengan kata sandi yang dimiliki atau digunakan oleh 
nama pengguna, 
c. nama service oracle, 
d. nama komputer tempat service oracle berjalan. 
Semua masukan di atas memiliki tipe data string. 
Untuk ekstraksi model, perangkat lunak nantinya terbagi dua, yaitu untuk 
ekstraksi model yang mendukung Kaidah Asosiasi dan yang mendukung Naive 
Bayes. Untuk perangkat lunak yang mendukung Kaidah Asosiasi memiliki tiga 
tahap. 
I. Tahap Pembuatan Model Kaidah Asosiasi 
Pada tahap ini perangkat lunak membutuhkan masukan antara lain : 
a. nama skema tempat dataltabel yang menjadi inputan algoritma, bertipe 
data string, 
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b. nama tabel bertipe string, 
c. tipe tabel , bertipe data string, 
Tipe tabel ini nantinya hanya ada dua pilihan sesuai dengan yang didukung 
oleh Oracle9i Data Mining yaitu : transactional dan non Transactional. 
a. masukan sequence ID, bertipe data string, 
b. masukan attribute name, bertipe data stringL 
c. masukan value name, bertipe data string, 
Masukan sequence ID, attribute name, dan value name tersebut 
dibutuhkan jika tipe tabel yang dipilih adalah transactional. 
d. masukan minimum support, bertipe float, 
e. masukan minimum confidence, bertipe float, 
f masukan max rule length, bertipe float, 
g. masukan status data yang diakses, bertipe string, 
Status data yang diakses memiliki dua pilihan, yaitu : discretized 
dan prepared. 
h. masukan nama dari seting fungsi mining, bertipe string, 
1. masukan nama tugas mining, bertipe string, 
J. masukan nama model, bertipe string, 
k. masukan status clean Up proses, bertipe string. 
Masukan cleanUp memiliki tiga pilihan, yaitu : cleanUpBeforeExecution, 
cleanUpOnly, dan noCleanUp. 
2. Tahap Pengisian Model PMML 
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Pada tahap ini dibutuhkan masukan konfigurasi untuk mengeksport model 
standar Oracle9i Data Mining ke dalam bentuk PMML. Untuk itu diperlukan 
masukan sebagai berikut : 
a. nama model kaidah asosiasi yang dieksport dalam bentuk PMML, 
tentunya sama dengan masukan pada tahap pertama, bertipe string, 
b. nama model hasil eksport, bertipe string, 
c. nama tabel tempat hasil eksport disimpan, bertipe string, 
d. nama skema tabel tempat basil eksport disimpan, bertipe string, 
e. nama kolum hasil eksport, bertipe string, 
f masukan status cleanUp proses, bertipe string. 
Masukan cleanUp memiliki tiga pilihan, 
cleanUpBeforeExecution, cleanUpOnly, dan noCleanUp. 
3. Tahap penentuan letak file PMML disimpan 
yaitu 
Pada tahap ini dibutuhkan masukan untuk menentukan tempat file 
PMML hasil eksport disimpan. 
Untuk perangkat lunak yang mendukung Naive Bayes juga memiliki tiga 
tahap masukan, yaitu : 
I. Tahap pembuatan model Naive Bayes 
Pada tahap ini perangkat lunak membutuhkan masukan antara lain : 
a. nama skema tempat tabel yang menjadi masukan proses, bertipe 
string, 
b. nama tabel yang menjadi masukan proses, bertipe string, 
c. tipe transaksi, bertipe string, 
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Tipe transaksi pada Naive Bayes ada dua, yaitu : transactional dan 
non Transactional, 
a. masukan sequence ID, bertipe data string, 
b. masukan attribute name, bertipe data stringL 
c. masukan value name, bertipe data string, 
Masukan sequence ID, attribute name, dan value name tersebut 
dibutuhkan jika tipe tabel yang dipilih adalah transactional. 
d. status data masukan, bertipe string, 
Ada dua macam status data yang didukung oleh Naive Bayes, yaitu 
unprepared dan discretized. 
e. masukan nama setting fungsi, bertipe string, 
f masukan atribut tambahan, bertipe string, 
g. masukan singleton threshold, bertipe float, 
h. masukan pairwise threshold, bertipe float, 
1. masukan nama atribut target, bertipe string, 
J. masukan nama task, bertipe string, 
k. masukan nama model keluaran, bertipe string, 
I. masukan status cleanUp proses, bertipe string. 
Masukan cleanUp merniliki tiga pilihan, 
cleanUpBeforeExecution, cleanUpOnly, dan noCleanUp. 
2. Tahap penentuan letak file PMML disimpan 
yaitu 
Pada tal1ap ini dibutuhkan masukan untuk menentukan tempat file 
PMML hasil eksport disimpan. 
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Selain eksport dari model ke dalam format PMML, perangkat lunak nantinya 
juga bisa melakukan import model PMML ke dalam model yang diterima oleh 
Oracle9i Data Mining. Untuk import, perangkat lunak membutuhkan masukan 
berupa berkas dalam format PMML. 
3.1.2 Data Proses 
Data proses adalah data yang dibutuhkan pada proses aplikasi. Data proses ini 
digunakan untuk menyimpan informasi, yang digunakan untuk menjalankan 
proses ekstraksi data, yaitu proses pembuatan model, eksport ke bentuk PMML, 
dan import dari PMML. Detil data proses lebih dijelaskan pada saat desain sistem. 
3.1.3 Data Keluaran 
Sebagai perangkat lunak yang berbasiskan PMML, maka data keluaran untuk 
proses eksport adalah berkas dalam format PMML. Hal ini berlaku untuk kedua 
algoritma, yaitu Kaidah Asosiasi maupun Naive Bayes. Sedangkan untuk import, 
data keluaran adalah berupa model yang diterima oleh Oracle9i Data Mining, data 
keluaran ini disimpan dalam sebuah tabel tujuan. 
Perangkat lunak yang dibentuk berbasiskan pada bahasa PMML, tetapi 
perangkat lunak juga mampu mengeluarkan data lain yang berhubungan dengan 
algoritma Kaidah Asosiasi dan Naive Bayes. Yang berhubungan dengan Kaidah 
Asosiasi, disediakan fitur untuk melihat besamya support antara item-item yang 
dihitung. Sedangkan untuk Naive Bayes disediakan fitur untuk melihat matrik. 
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3.2 Desain Proses Pemodelan, Eksport, dan Import 
Pada bagian desain proses ini dijelaskan desain proses yang dipergunakan oleh 
perangkat lunak. Ada tiga proses yang dibahas, yaitu proses pembuatan model, 
proses eksport model ke dalam bentuk PMML, dan proses import PMML ke 
dalam bentuk model Oracle9i Data Mining. 
Perangkat lunak yang dibentuk didesain dengan menggunakan konsep Unified 
Modelling Language (UML ). 
l) Use Case 
Berikut ini use case dari perangkat lunak yang dibuat : 
0 
Membuat Koneksi ke Skema ODM 
M@nglmport Modrtl N.Jivl!!: B.1yes 
Server OracleQi 
Data Mining 
Membuat Model Naive BayH 
kl!l!l:ngeksekusi Proses Dab ~ining 
0 
Gambar 3.01 Use Case Perangkat Lunak 
Pada gambar tampak ada dua aktor yang terlibat pada sistem 1m, yaitu 
pengguna dan Server Oracle9i Data Mining. Aktor pengguna merupakan aktor 
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yang menggunakan perangkat lunak ekstraksi data. Aktor Server Oracle9i Data 
Mining bertugas untuk mengeksekusi tugas-tugas yang dikirim ke server. 
2) Activity Diagram 
Untuk menjelaskan maksud use case di atas diperlukan activity diagram dari 
masing-masing aktivitas yang dilakukan oleh aktor. 
membuat koneksi ke skema ODM 
Aktivitas ini adalah aktivitas kunci pada perangkat lunak yang dibuat 
karena dibutuhkan oleh aktivitas yang lain. Pengguna memberikan konfigurasi 
basisdata tempat server Oracle9i Data Mining yang dituju. Sedangkan 





1 Server Oracle9f Data Mining 
Autentikasi 
Pengguna 
Gambar 3.02 Activity Diagram- membuat koneksi ke skema ODM 
membuat model Kaidah Asosiasi 
Pengguna membuat konfigurasi fungsi model Kaidah Asosiasi. 
Konfigurasi di sini berupa konfigurasi yang dibutuhkan untuk membuat 
sebuah model Kaidah Asosiasi seperti minimum support, nama tabel, dan 
minimum confidence. Setelah konfigurasi diberikan, maka server Oracle9i 
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Data Mining mengeksekusi tugas pembuatan model berdasarkan konfigurasi 
yang diberikan. 
: Server Oracle9i Data M.lnlng 
i 
/~ngeksekusi Tugas-''\ 
Pembuatan Model ) 
'-------~·~-----/ ~ 
/- Memtiuat Konfigurasl Fungsl " 
( Model Kaidah Asosiasi ')·-
Gambar 3.03 Activity Diagram- membuat model Kaidah Asosiasi 
mengeksport model ke PMML 
Untuk melakukan eksport model ke PMML pengguna hams menentukan 
nama model yang dieksport. Aktivitas ini sama untuk model Kaidah Asosiasi 
maupun model Naive Bayes. Activity Diagramnya terlihat seperti gambar 
berikut : 
: Pen11Juna : Server Oracle9i Dlita Mining 
' ( Mengeksekusi Tugas ''., ~ Eksport Mode I } 
' )•'", ' 
\, __ / 
~ ~ _J' ---:-:---:-~ 
Menentukan Model \ 
\. yang Dieksport ,--/ 
---------
Gam bar 3.04 Activity Diagram- eksport model ke PMML 
membuat model Naive Bayes 
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Pengguna membuat konfigurasi fungsi model Naive Bayes. Konfigurasi di 
sini berupa konfigurasi yang dibutuhkan untuk membuat sebuah model Naive 
Bayes seperti singleton threshold, nama tabel, dan pairwise threshold. Setelah 
konfigurasi diberikan, maka server Oracle9i Data Mining mengeksekusi tugas 
pembuatan model berdasarkan konfigurasi yang diberikan. 
: Pengguna : Server Oracle9i Data Mini~ 
! 
Membuat Konfigurasi '\ -/ Mengeksekusi Tug as '\, 




Gam bar 3.05 Activity Diagram- pembuatan model Naive Bayes 
mengimport model Kaidah Asosiasi 
: Pengguna 
• 
Menentukan Berkas - .. 
PMM. }eng Diimport -;--
: Server0racle9i Data Mining 
/ Melakukan Tugas Import 




Gam bar 3.06 Activity Diagram - mengimp011: model Kaidah Asosiasi 
Untuk melakukan import model Kaidah Asosiasi, pengguna terlebih 
dahulu menentukan berkas PMML yang diimport. Server merespon berkas 
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yang diimport, jika berkas valid maka server memberikan respon konfigurasi 
model hasil import. 
mengimport model Naive Bayes 
: Pengguna : Sewer0racle9i0ala Mining 
____ !_ __ ~ -~ 
Menentukan Berkas •.. / Melakukan Tugas Import \ 
PMML yang Diimport }---+---:ol'" Model Naive Bayes } 
' --· __ j ' J ' 
/ Menampilkan Konfigurasi \ 
\.,, Model Hasillmport ) 
~.t I I 
..... ~ ___ ,./ 
Gam bar 3.07 Activity Diagram- mengimport model Naive Bayes 
Untuk melakukan import model Naive Bayes, pengguna terlebih dahulu 
menentukan berkas PMML yang diimport. Server merespon berkas yang 
diimport, jika berkas valid masa server melakukan proses import dan 
memberikan respon konfigurasi model hasil import. 
menyimpan berkas basil eksport 
Setelah berhasil melakuan proses eksport, pengguna bisa menynnpan 
dokumen PMML ke media penyimpanan. 
• I 
\j 
< Menyimpan Berkas '\ 
\, PMML Hasil Eksport ) 
Gambar 3.08 Activity Diagram - menyimpan berkas basil eksport 
mengeksekusi proses mining 
: Penggona : Server Oracle91. Data Mining 
1 · Menentukan \t---+--':;,.;/ Memproses '-1 ,, __:r~gas Mining / ' Tugas Mining / 
i (. 1 '-~.'/ 
Gam bar 3.09 Activity Diagram - mengeksekusi proses mining 
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Dalam aktivitas ini pengguna menentukan tugas mining yang harus 
dijalankan oleh server Oracle9i Data Mining. Tugas mining tersebut berupa 
membuat model, mengeksport model, mengimport model, dan melihat 
konfigurasi model. 
melibat kaidah model 
Perangkat lunak menyediakan fitur untuk melihat kaidah dari sebuah 
model Kaidah Asosiasi. Pengguna memberikan nama model yang dilihat 
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kaidah yang terdapat di dalamnya, server Oracle9i Data Mining memberikan 
konfigurasi sesuai dengan model yang diinginkan. 
: Pengguna :Server Oracle9i Data cMinlng 
' 
/ Menentukan '\ i 
\ Nama Model / ,, 
( 11.1emberikan \ 
J---+---3t, Konfigurasi Model ) 
--------- ·-·~---.------' 
ci 
Gam bar 3.10 Activity Diagram- melihat kaidah model 
3) Sequence Diagram 
Untuk menjelaskan use case diagram di atas diperlukan sequence diagram 
dari masing aktivitas. Berikut ini sequence diagram dari masing-masing 
aktivitas: 
membuat koneksi ke skema ODM 
: (Pengguna) frm Login : Server Orade9i 
Data Mining 




: - -l Klik Tom bol I a tentikasi Login --..... 
I bConnected() I 
I u-
Gambar 3.11 Sequence Diagram- membuat koneksi ke skema ODM 
() 
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Pengguna berhadapan dengan dialog login yang menentukan koneksi ke 
skema ODM. Dialog login mengirimkan parameter ke server Oracle9i Data 
Mining dan melakukan otentikasi. 
membuat model Kaidab Asosiasi 
Untuk membuat model Kaidah Asosiasi pengguna berinteraksi 
dengan frmAssociation. Dialog ini menerima konfigurasi untuk membuat 
model Kaidah Asosiasi. 
Sequnce diagram dari aktivitas membuat model Kaidah Asosiasi 
tampak seperti berikut : 





Gambar 3.12 Sequnce Diagram- membuat model Kaidah Asosiasi 
membuat model Naive Bayes 
Untuk membuat model Naive Bayes, pengguna berinteraksi dengan 
dialog frmNaiveBayes. Dialog ini menerima konfigurasi untuk membuat 
model Naive Bayes, kemudian mengirimkan ke server untuk dilakukan 
proses 
Sequence diagram dari aktivitas ini tampak seperti berikut : 
X 
: (Pengguna) I frmNaive6aves I 
setNBParameter() 
: Server Oracle9i 
Data Mining 
iningModeiBuild() 
Gam bar 3.13 Activity Diagram- membuat model Naive Bayes 
melakukan eksport model 
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Untuk melakukan eksport model ini masing-masing model memiliki 
sequence diagram yang berbeda. Dari sequence diagram 1m 
memperlihatkan bahwa untuk melakukan proses eksport harus didahului 
dengan proses pembuatan model. Untuk melakukan proses eksport model 
Kaidah Asosiasi harus didahului proses pembuatan model Kaidah Asosiasi 
dan juga proses eksport model Naive Bayes harus didahului proses 
pembuatan model Naive Bayes. 
Sequence diagram dari masing-masing aktivitas tampak seperti 
berikut: 












I Hasil Proses J 
MningExportTask() 
~ 
Gambar 3.14 Sequence Diagram- eksport model Naive Bayes 
: (Penaguna \ frmAssoclation : Server Oracle9i 
setARParameter() 
I
Menentukan Konfigurasi ~ 
Model Kaidah Asosiasi _j 
setExportParam eter() 
Menentukan Konigurasi 







Tugas Pembuatan ~ 
Model I Mi ModeiBuild() 
viewResult() 1 
I I Hasil Proses J 
exportTa s k(expo rtPa ram eter) 
0 
I 
Gambar 3.15 Sequence Diagram- ekspor1 Kaidah Asosiasi 
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mengimport model Kaidah Asosiasi 
Sequnce diagramnya tampak seperti berikut : 
: (Pengguna) frmlmportAssociationRule 
setPMML Fi le () setPMMLM:ldei(PMMLFile) 
Konfiguras i M:>del 
Hasillmport 
: Server Oracle9i 
Data Mning 
Th= MningmporfTask() 
Gamba•· 3.16 Sequence Diagram- mengimport model Kaidah Asosiasi 
mengimport model Naive Bayes 
Sequence diagram-nya tampak seperti berikut : 
: (Penggunal frm lm portNaiveBaves 
setPMMLFile() seiPMMLModei(PMMLFile) 
~ ~~men J 
getNBModei.Attri bute() 
Konfiguras i Model 
Hasillmport 
: Server Orac!e9i 
Dala Mning 
Gam bar 3.17 Sequence Diagram- mengimport model Naive Bayes 
menyimpan berkas basil eksport 
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Sequence diagram berikut ini berlaku untuk semua model, baik Kaidah 
Asosiasi maupun Naive Bayes : 
: <Pengguna) trmAssociationRule 





Gambar 3.18 Seque11ce Diagram- menyimpan be•·kas 
melakukan proses mining 















Gam bar 3.19 Seque11ce Diagram- melakukan proses mining 
melihat kaidah model 
Sequence diagram dari aktivitas ini terlihat seperti berikut : 
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: (Pengguna) 
Kaidah Asosiasi I 
I I 
I MningA1tribut() I 
if n 




Gambu 3.20 Sequence Diagram - melihat kaidah model 
3.3 Desain Obyek 
Pembuatan perangkat lunak ini berorientasikan obyek dengan bahasa Java 
sebagai implementasinya. Oleh karena itu diperlukan desain obyek untuk 
mengimplementasikan desain proses dan desain data yang telah diuraikan pada 
sub bah sebelumnya. Obyek-obyek yang dipakai direpresentasikan dalam bentuk 
class-class pada bahasa pemrograman Java. 
Obyek-obyek nantinya terbagi menjadi beberapa bagian sesua1 dengan 
aktivitas dari perangkat lunak, yaitu : 
1) pembuatan model Kaidah Asosiasi 
Untuk proses pembuatan model Kaidah Asosiasi memiliki desain obyek 
seperti berikut : 























·~racle :dmt.octn .rule 1 
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oracle .dmtodm .modeiA 
ssociationRulesModel 
Gambat· 3.21 Class Diagram- Pembuatan Model Kaidah Asosiasi 
2) pembuatan model Naive Bayes 
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Gambaa· 3.22 Class Diagram- Pembuatan Model Naive Bayes 
3) eksport model 
Untuk melakuan eksport model, baik model Kaidah Asosiasi maupun model 
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i oracle .dmtodm .task. 
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MJdeiEJq)ortTask ~ j 
I--· ~etOOM:onnectionO I 
~etCisPMMLPammeter{) 




oracle.dmt .odm.Locati .....--?. 
I 
onCeiiAa:essData 
1 .11\ \'\ l ~--------------"/:__/~ I ··,," 
oracle.dmt.odm.Mini ~--'-----~ 
ngStandardType oracle.dmtodm.m j oracle .dmt.odm .ta I odei.MiningMJdel I sk.MningTask 
~ 
Gambar 3.23 Class Diagram- Eksport Model 
4) Import Model 
Untuk melakukan import model Kaidah Asosiasi maupun model Naive Bayes 
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dellm_E_~Task 
--~ ~etlmportData() oracle. dmt odm -I tlsk.MiningTask j .. -
















Gam bar 3.24 Class Diagram -import model 
l 
Class Main merupakan class utama. Class ini memanggil class-class yang lain 
sekaligus mengirimkan parameter koneksi yang dibutuhkan untuk melakuan 
proses. 
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Gam bar 3.25 Tahap Pembuatan Model 
Untuk membuat model harus dapat dipastikan hal-hal berikut : 
a. server yang dipilih sebagai tempat proses, 
MO<.lul 
1•\,.m a l 
Bin Bvvn.i..1·y 
~I<J C~ 
b. letak data yang diproses dan cara proses terhadap data tersebut, 
c. tipe model yang dibentuk, 
d. fimgsi yang dipilih, 
e. algoritma yang digunakan. 
Berikut langkah umum yang dapat membantu memastikan kebenaran proses 
yang dibentuk : 
a. membuat koneksi ke OMS (data mining server), 
b. membuat sebuah obyek Physyca/DataSpecification untuk membuat data, 
c. membuat sebuah obyek MiningFunctionSetting, 
d. membuat model. 
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3.3.1 Membuat Koneksi ke DMS (Data Mining Server) 
Sebelum membuat sebuah model, dibutuhkan sebuah instan dari 
DataMiningServer. Instan ini digunakan sebagai sebuah wakil untuk membuat 
koneksi ke Data Mining Server (OMS). lnstan tersebut juga mengatur koneksi. 
OMS yang berada di sisi server, merupakan komponen basisdata yang 
menunjukkan operasi-operasi datamining sesungguhnya di dalam Oracle9i Data 
Mining. OMS juga menyediakan sebuah penyimpanan metadata yang berisi obyek 
masukan dan obyek hasil, bersama dengan nama tempat obyek-obyek tersebut 
disimpan dan diambil. 
//Create an instance of the DMS server. 
//The mining server DB_URL, user_name , and password for your 
installation 
//need to be specified 
dms=new DataMiningServer( " DB URL", "user_name ", "password " ) ; 
//get the actual connection-
dmsconnection = dms . login(); 
Gambar 3.26 Inisialisasi DMS 
3.3.2 Mendeskripsikan Data yang Dibangun 
Sebelum Oracle9i Data Mining (ODM) menggunakan data dari sebuah 
model, ODM hams mengetahui tempat data disimpan dan cara pengaturannya. 
Hal ini dapat dilakukan dengan membuat instan Physica/DataSpecification yang 
menunjukkan data tersebut transaksional atau non-transaksional dan menunjukkan 
fungsi dari bermacam data kolom yang ada. 
3.3.2.1 Lokasi Akses Data untuk Membuat Data 
Sebelum membuat sebuah instan dari Physica/DataSpecification, infonnasi 
dari lokasi data hams tersedia. Hal ini dapat dibuat dengan mempergunakan obyek 
LocationAccessData. 
//Create a LocationAccessData using the tabl e_name 
//(CENSUS_ 2D_ BUILD_UNBINNED ) and schema_name for your installation 
LocationAccessData lad = 
new LocationAccessData{"CEN SUS_2D_BUILD_UNBINNED", " schema name"); 
Gambar 3.27 lnisialisasi LocationAccessData 
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Census_ 2d _Build_ Unbinned pada gam bar terse but menunjukkan tabellokasi data 
yang tersedia, schema_ name menunjukkan nama skema dari tabellokasi data. 
Berikutnya, membuat instan Physica/DataSpesification. 
3.3.2.2 Spesifikasi Fisik Data Transaksional 
Jika data dalam format non-transaksional, semua informasi yang dibutuhkan 
untuk membuat Physica/DataSpec[fication berada di 
LocationAccessData. 
//Membuat sebuah PhysicalDataSpecification untuk sebuah 
//obyek NonTransactionalDataSpecification 




Gam bar 3.28 Inisialisasi PhysicaiDataSpecification - non Transactional 
3.3.2.3 Spesifikasi Fisik untuk Membuad Data Transactional 
obyek 
Jika data dalam format transaksional, hams ditentukan kegunaan dari berbagai 
kolom data. 
II Membuat PhysicalDataSpecification untuk data kasus transaksional 
PhysicalDataSpecification m_PhysicalDataSpecification 
new TransactionalDataSpecification( 
"CASE_ID", //kolom menunjukkan id kasus 
"ATTRIBUTES", //kolom menunjukkan nama atribut 
"VALUES", //nama kolom yang memperlihatkan nilai 
lad); 
Gam bar 3.29 Inisialisasi PhysicaiDataSpecification - Transactional 
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3.3.3 Membuat Obyek MiningFunctionSetting 
Obyek MiningFunctionSetting (MFS) memberi informasi kepada DMS tipe 
model yang dibentuk , fungsi model yang dipakai, dan algoritma yang digunakan. 
ODM mendukung fungsi mining berikut ini: 
l) Kaidah Asosiasi (unsupervised learning), 
2) Clustering (unsupervised learning), 
3) Classification (supervised learning), 
4) Attribut Importance (supervised learning). 
MFS mengijinkan seorang pengguna untuk menentukan tipe hasil tanpa hams 
menentukan sebuah algoritma tertentu. Jika sebuah algoritma tidak ditentukan, 
OMS yang digunakan memilih algoritma berdasarkan parameter-parameter yang 
dibuat oleh pengguna. 
3.3.3.1 Menentukan Algoritma Untuk Klasifikasi dan Asosiasi 
Untuk menentukan algoritma asal yang dipakai pada klasifikasi, terlebih 
dahulu dibuat sebuah obyek ClassificationFunctionSettings dengan sebuah obyek 
MiningAlgorithmSettings yang kosong untuk MFS. Cara mudah untuk membuat 
sebuah obyek ClassificationFunctionSettings dengan menggunakan metode 
create seperti digambarkan berikut. Pada kasus ini, dibutuhkan pemberian nama 
terhadap atribut tujuan, dan apakah data disiapkan oleh pengguna. Data yang 
belum dipersiapkan otomatis diberi tempat oleh ODM. 
//menentukan "class" sebagai nama atribut tujuan, dengan tipe 
//tipe atribut "categorical", dan menentukan DataPreparationStatus 
/Ike "unprepared". 
//Pada kasus mempergunakan pengelompokan otomatis. 
ClassificationFunctionSettings m_ClassificationFunctionSettings 




" class ", 
AttributeType.categorical , 
DataPreparationStatus.getinstance("unprepared" )); 
Gambar 3.30 lnisialisasi ClassificationFunctionSettings 
Sedangkan untuk kaidah asos1as1, menggunakan 
AssociationRulesFunctionSettings. Pada inisialisasi obyek lill 




• Support, support adalah rasio dari jumlah transaksi yang memiliki itemset ini 
terhadap jumlah transaksi yang ada. 
• Confidence, confidence adalah nilai probabilitas adanya itemset A pada suatu 
transaksi, maka juga ada itemset B pada transaksi tersebut. 
Pada ODM 9.2.0, hanya satu algoritma yang dipakai oleh Kaidah Asosiasi 
sehingga tidak memerlukan setting algoritma yang spesifik. 
I I iJU.t ilssocatlonRu.lt>sFunctionSettings, (lm;s(onn = Connection to ODlf 
1/pds. - llhysHdldataspecif1cat1on, 
'· J nstatus 








Gamba•· 3.31 lnisialisasi AssociationRulesFunctionSettings 
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3.3.3.2 Menentukan Algoritma Naive Bayes 
Jika terdapat suatu algoritma tertentu yang dipergunakan, inforrnasi dari 
algoritma tersebut ditentukan lewat instan MiningAlgorithmSettings. Misalnya, 
jika diinginkan membuat sebuah model yang memakai algoritma Naive Bayes, 
langkah pertama hams dibuat terlebih dahulu sebuah instan NaiveBayesSettings 
untuk menentukan pemakaian algoritma Naive Bayes. Dua konfigurasi yang ada : 
singleton threshold dan pairwise threshold. Kemudian dibuat sebuah instan 
ClassificationFunctionSettings untuk operasi berikutnya. 
//mernbuat algoritma Naive Bayes dengan menentukan threshold 
I /bernilai 0. 01 . 
NaiveBayesSettings algorithmSetting =new NaiveBayesSettings(O . Olf 
O. Olf}; 
//mernbuat obyek ClassificationFunctionSettings dengan menggunakan 
//algorithmSetting untuk MiningAlgorithmSettings . Menenutukan " class " 
//sebagai nama target atribut , "categori cal " untu k tipe atribut 
// , dan menentukan DataPreparationStatus bernilai " unprepared". 
//Pada kasus ini mempergunakan pengelompokan otomatis 






Attribute Type . categorical , 
DataPreparationStatus.getlnstance(unprepared)} ; 
Gambar 3.32 Penentuan ClassificationFunctionSettings untuk Naive Bayes 
3.3.3.3 Melakukan Validasi terhadap Seting Fungsi Mining 
Karena obyek MiningFunctionSettings adalah obyek yang komplek, lebih baik 
dilakukan validasi terlebih dahulu untuk menentukan apakah seting yang sudah 
dimasukkan sudah benar sebelum memulai tugas pembuatan model yang 
sebenamya. Jika obyek MiningFunctionSettings sudah valid, obyek ini dapat 
bertahan di dalam DMS untuk pemakaian berikutnya. 
Berikut ini contoh cara pemakaian ClassificationFunctionSetting 
//melakukan validasi dengan konfigurasi "NamaFungsi" 
m_ClassificationFunctionSettings.validate() ; 
m_ClassificationFunctionSettings.store(drnsConnection, "NamaFungsi " ) ; 
Gam bar 3.33 Pemakaian ClassificationFunctionSetting untuk Validasi 
/!Validate & store AssociationRulesFunctionSettin.gs with 
tl Settiru:Jsliame = sl·tinirujSettiiUJsUame 
arfs.validate (); 
arfs.store (dmsConn,sMiningSettingsName); 
Gambar 3.34 Pemakaian AssociatioRulesFunctionSettings untuk Validasi 
3.3.4 Membuat Proses Sinkron dan Asinkron 
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Jika semua kebutuhan informasi untuk membuat sebuah model sudah 
dimasukkan di dalam sebuah instan PhysicalDataSpecification dan 
MiningFunctioSettings, langkah selanjutnya adalah menentukan cara pembuatan 
model dalam proses dengan cara sinkron atau asinkron. 
Jika ODM dipanggil dari sebuah aplikasi, desain dari aplikasi tersebut 
menentukan cara model dibangun, sinkron atau secara asinkron. Juga, jika data 
yang dipergunakan sangat besar, yang mengakibatkan pembuatan model 
membutuhkan waktu yang besar; pada kasus seperti llll lebih efektif 
mempergunakan pembuatan model secara asinkron. 
3.3.4.1 Pembuatan Model Secara Sinkron 
Untuk pembuatan yang dilakukan secara sinkron, maka mempergunakan 
metode MiningModel.build. 
//mebuat model dengan konfigurasi "NamaKonfigurasi" dan menyimpan 
//model dengan nama "NamaModel". 





"NamaModel" ) ; 
Gam bar 3.35 Pembuatan Model Secara Sinkron 
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3.3.4.2 Pembuatan Model Secara Asinkron 
Untuk pembuatan model secara asinkron dapat dilakukan dengan membuat 
sebuah instan MiningTask. Sebuah MiningTask tetap berada di dalam OMS 
dengan mempergunakan metode store, dan bisa dieksekusi di waktu yang lain; 
namun hanya bisa dieksekusi satu kali. Saat proses dilakukan, permintaan 
terhadap informasi status suatu proses dapat dilakukan dengan mengeksekusi 
metode getCurrentStatus. Metode 1m mengembalikan sebuah obyek 
MiningTaskStatus, yang menyediakan status yang lebih detil. Untuk status historis 
yang lebih detil dapat dilakukan dengan memanggil metode getStatusHistory. 
//Membuat tugas pembuata model Naive Bayes dan mengesekusinya 
//MiningFunctionsSettings dinamakan "SettingMining" dan 
//nama model diberi nama "NamaModel" 
MiningBuildTask task = 
new MiningBuildTask( 
m_PhysicalDataSpecification , 
" SettingMining ", 
"NamaModel " ) ; 
//menyimpan tugas mining dengan "NamaTugasMining" 
task.store(dmsConnection , " NamaTugasMining " ); 
//Mengeksekusi tugas 
task . execute(dmsConnection); 
Gam bar 3.36 Pembuatan Model Secara Asinkron 
Setelah bagian MiningModel.build atau task.execute berhasil dieksekusi, model 
disimpan dengan mempergunakan nama yang sudah ditentukan (pada contoh di 
atas, "Sample_NB_Model") di dalam OMS. 
3.3.5 Penentuan Lokasi Data Akses 
Untuk melakukan eksport dan impor diperlukan penentukan terhadap lokasi 
data akses. Hal 1m dapat dilakukan dengan membuat sebuah obyek 
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LocationCellAccessData. Obyek ini mengijinkan untuk menentukan sebuah 
kolom dan baris tertentu pada skema dan tabel yang sudah ditentukan. 





Gambar 3.37 Inisialisasi LocationCellAccessData 
3.3.6 Eksport Model ke Format PMML 
Untuk melakukan eksport model ke dalam format PMML dapat dilakukan 
dengan membuat sebuah obyek ModelExportTask. Instan dari ModelExportTask 
digunakan untuk melakukan eksport model ODM ke dalam format representasi 
model standar. Oracle9i Data Mining mendukung eksport model yang ada dalam 
DMS ke dalam standar industri PMML 2.0. 
ODM mendukung eksport dua model, yaitu : 
Model Kaidah Asosiasi 
Model Naive Bayes. 
Class ini mempunya kemampuan mengeksport model ke dalam sebuah tabel 
bertipe XMLType. Basisdata Oracle9i mendukung sebuah tipe data 
SYS.XML Type untuk menyimpan dokumen XML di dalam basisdata. 
LocatioCellAccessData menentukan lokasi dari tabel XML Type tern pat model 
dieksport. 
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Akan terjadi kesalahan eksport jika model yang ditunjuk tidak ada dalam 
DMS, tabel atau sel yang diinginkan tidak valid, atau model tidak bisa diekspor. 
__ ,r 
m_ModelExportTask = ne1,r ModelExportTask ( 
m ModelName , 
outputDatalocation , 
MiningStandardType .PMM120 ); 
Gam bar 3.38 Inisialisasi Model ExportTask 
3.3. 7 Import Model dari Format PMML 
Untuk melakukan eksport model ke dalam format PMML dapat dilakukan 
dengan membuat sebuah obyek ModellmporttTask. Sebuah instan dari 
ModellmportTask digunakan untuk mengimport format standar model ke dalam 
Oracle9i Data Mining. Obyek ini mendukung proses import sebuah model 
datamining dari tabel yang kolomnya bertipe XML Type. Basisdata Oracle9i 
mendukung tipe data SYS.XMLType untuk menyimpan dokumen XML di dalam 
basisdata. ModellmportTask membutuhkan obyek LocationCel!AccessData. 
LocationCel!AccessData menyediakan lokasi dari tabel bertipe XML Type yang 
menyimpan model yang diimport. Obyek lain yang dibutuhkan adalah 
MiningStandartType. Obyek ini menunjukkan format model yang diimport. Saat 
ini Oracle9i Data Mining hanya mendukung import ke dalam format PMML 2.0. 
3.4 Desain Antarmuka 
Perangkat lunak ekstraksi data ini memiliki desain antarmuka yang terdiri dari 
empat macam dialog, yaitu dialog login aplikasi sekaligus menentukan koneksi ke 
skema ODM, dialog pembuatan model Kaidah Asosiasi sekaligus eksport data ke 
dalam bentuk PMML, dialog pembuatan model Naive Bayes sekaligus eksport 
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model ke dalam bentuk PMML, dan dialog import model dari bentuk PMML ke 
dalam bentuk model yang diterima oleh Oracle9i Data Mining. 
Perangkat lunak ini berbasiskan pada sistem operasi Windows 2000, oleh 
karena itu mengikuti umumnya perangkat lunak di bawah sistem operasi ini, yaitu 
berbasiskan GUI, yang mendukung Multiple Document Interface (MDI). Ada 
menu-menu yang tersedia untuk mengakses dialog. 
Gambar 3.39 Susunan Menu pada Peraogkat Lunak 
Menu-menu tersebut adalah sebagai berikut : 
a. Menu login 
Menu ini terdiri dari sub menu : 
• Login : digunakan untuk melakukan koneksi ke skema ODM. 
• Logout : digunakan untuk keluar dari skema ODM. 
• Exit : digunakan untuk keluar dari aplikasi. 
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b. Menu Association Rule 
Menu ini terdiri dari sub menu : 
• Association Rules Model Build and Export : sub menu ini digunakan 
untuk membuat model Kaidah Asosiasi, mengeksport ke dalam bentuk 
PMML, dan menyimpan hasil PMML ke dalam bentuk file. 
• Association Rules Model Import : sub menu digunakan untuk membaca 
file PMML dan kemudian diimport menjadi model yang diterima oleh 
Oracle9i Data Mining. 
• View Result : sub menu ini digunakan untuk melihat rule yang dimiliki 
oleh sebuah model hasil pembuatan maupun hasil import dari perangkat 
lunak ini . 
c. Menu Naive Bayes 
Menu ini terdiri dari sub menu : 
• 
• 
Naive Bayes Model Build and Export : sub menu ini digunakan untuk 
membuat model klasifikasi dengan memakai algoritma Naive Bayes. 
Naive Bayes Model Import: sub menu digunakan untuk membaca file 
PMML dan kemudian diimport menjadi model yang diterima oleh 
Oracle9i Data Mining. 
d. Menu About 
Menu ini hanya memiliki satu sub menu, yaitu sub menu About. Sub menu 
About ini berisi judul tugas akhir dan pembuatnya. 
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Pada tahap perancangan antar muka ini juga dibuat perancangan dialog dari 
masing-masing sub menu. Hanya saja bagian ini diikutsertakan pada bagian tahap 
implementasi antar muka. 
BABIV 
IMPLEMENT ASI PERANGKA T 
LUNAK 
BABIV 
IMPLEMENT ASI PERANGKA T LUNAK 
Bab ini menjelaskan implementasi perangkat lunak berdasarkan desain yang 
sudah dibuat pada bah sebelumnya. Setelah implementasi dari desain tersebut 
perangkat lunak nantinya mempunyai kemampuan : 
a. membuat model dengan algoritma Kaidah Asosiasi , 
b. membuat model dengan algoritma Naive Bayes 
c. mengeksport model Kaidah Asosiasi ke dalam format PMML 2.0, 
d. mengeksport model Naive Bayes ke dalam format PMML 2.0, 
e. mengimport model dari format PMML ke dalam model yang diterima 
Oracle9i Data Mining. 
Untuk mendukung pembuatan perangkat lunak, digunakan perangkat lunak 
bantu dari Oracle, yaitu JDeveloper 9.0.3.1, yang berjalan di sistem operasi 
Windows 2000 Service Pack 3. Sedangkan basisdata yang digunakan adalah 
RDBMS Oracle9i versi 9.2.0.1.0 dengan Oracle9i Data Mining versi 9.2.0.3 . 
Lingkungan pengembangan perangkat keras yang digunakan untuk membangun 
perangkat lunak ini adalah komputer dengan prosesor Intel Pentium 4 dengan 
kecepatan 1.8 GHz, serta memori fisik sebesar 512Mb. 
Tahap implementasi ini meliputi tiga aspek, yaitu implementasi data masukan, 
implementasi proses, dan implementasi antarmuka. Sesuai dengan yang 
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disebutkan pada bah sebelumnya, implementasi data terbagi menjadi tiga bagian, 
yaitu : implementasi data masukan, data proses, dan data keluaran. 
4.1 Arsitektur Perangkat Lunak 
Perangkat lunak ini menggunakan model arsitektur two-tier seperti pada 
gambar berikut : 
D 
CJ! ·O 
liiiiii =· :J 
Client 
JDBC I Java Database 
Conctivity 
ODM Server 
Gambar 4.01 Arsitektur Aplikasi 
Penggunaan model seperti ini mengakibatkan perangkat lunak yang 
berbasiskan Java berhubungan langsung dengan basisdata, terutama ODM Server. 
Oleh karena itu perangkat lunak ini membutuhkan sebuah JDBC driver yang bisa 
berkomunikasi dengan Database Management System (DBMS) yang diakses. Hal 
ini memungkinkan perangkat lunak untuk berhubungan dengan basisdata yang 
berada di mesin lain, yang berbeda dengan tempat perangkat lunak berjalan. 
JDBC (Java Database Connectivity) didefinisikan sebagai sebuah antarmuka 
untuk berelasi dengan sumber data. JBDC memiliki kemampuan mengeksekusi 
perintah-perintah SQL untuk mengakses dan mengelola basisdata relasional. 
JDBC didesain berorientasi obyek, application programming inteiface (API) 
untuk mengakses basisdata yang berbasiskan Java, dan ditujukan sebagai standar 
oleh pengembang aplikasi Java dan perusahaan pembuat basisdata. Pemakaian 
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Java dan JDBC ini mengakibatkan pengembang aplikasi tidak perlu membuat 
aplikasi yang berbeda untuk sistem operasi yang berbeda. 
Untuk terhubung dengan skema ODM, perangkat lunak ini menggunakan 
Oracle Thin JDBC. Driver ini merupakan driver yang menggunakan soket Java 
untuk melakukan koneksi secara langsung ke Oracle. Karena driver ini secara 
keseluruhan dibuat menggunakan Java, maka driver ini bersifat platform-
independent. 
4.2 lmplementasi Data 
Bagian implementasi data ini didasarkan pada apa yang sudah direncanakan 
pada bab III. Berdasarkan tahap perencanaan, ada tiga bagian data yang 
diimplementasikan, yaitu data masukan, data proses, dan data keluaran. Untuk 
mengimplementasikan hal tersebut sekaligus menunjukkan bahwa perangkat 
Iunak yang dibuat ini berbasiskan obyek, maka perangkat Iunak dibagi menjadi 
beberapa class. Class-class tersebut antara lain : clsAscToPMMLParameter, 
clsAsc T oPMMLProses, clsAssociationParameter, clsAssociationRule, 
clsFileFilter, clsModelT oPMML, clsNBBuild, clsNBProsesParameter, 
clsODMConnection, frmAssociation, frmAssociationRuleFromFile, frmLogin, 
frmN aiveBayesProses, Main. 
Class-class yang mempunyai nama dengan awalan frm menunjukkan bahwa 
kelas tersebut adalah class dialog yang berhubungan langsung dengan pemakai 
perangkat lunak, sedangkan class-class yang diawali dengan cls menunjukkan 
bahwa class tersebut tempat proses berlangsung. 
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Pada bagian berikutnya dijelaskan implementasi class-class tersebut terutama 
untuk menunjukkan implementasi data. 
4.2.1 Main 
Class ini merupakan class utama dari perangkat lunak, artinya pemakai 
banyak berinteraksi dengan class ini. Class ini berupa dialog yang 
mengimplementasikan paradigma Multiple Document Interface (MDI), sehingga 
berisi menu-menu, yang berfungsi untuk memanggil dialog-dialog yang lain. 
Tabel4.01 Class Main 
Constructor Summary 
Main () 
membuat sebuah obyek Main bam 
Method Summary 
void EnableLogin(int iEnable) 
melakukan pengesetan terhadap aktif tidaknya menu sesuai 
dengan berhasil tidaknya login ke skema odm 
void IntemalFrameClosed(IntemalFrameEvent e) 
menangkap event yang tetjadi padaform-child 
void main (String[] args) 
inisialisasi saat dialog utama dibuka pertama kali 
JMenuBar menuBar 
inisialisasi menu-menu pada Main, sekaligus event saat suatu 
menu diakses 
4.2.2 clsODMConnection 
Class ini terdiri dari metode-metode dan variabel-variabel yang dibutuhkan 
untuk melakukan koneksi dengan skema ODM. 
Tabel 4.02 Class clsODMConnection 
Constructor Summary 
clsODMConnection(String sComputerName,String sServiceName, 
String sUserName,String sPassword,String sPortNumber) 
membuat sebuah objek clsODMConnection bam dengan nama komputer 
tempat skema ODM ditunjukkan oleh sComputerName, nama service Oracle9i 
ditunjukkan oleh sServiceName, nama user ODM ditunjukkan dengan 




menunjukkan apakan Class sedang terhubung dengan skema 
ODM atau tidak 
void LogOut 
keluar dari skema ODM 
Connection ODMConnection 
mengembalikan parameter Connection, yaitu koneksi dengan 
skemaODM 
String sMiningServerPassword() 
mengembalikan string password ke skema ODM 
String sMiningServerURL 
mengembalikan URL dari koneksi ke skema ODM 
String sMiningServerUserName 
mengembalikan string user name ke skema ODM 
int tryConnect 
melakukan proses login ke skema ODM 
4.2.3 clsAssociationParameter 
Class ini berfungsi untuk menyimpan variabel-variabel input yang dibutuhkan 




membuat sebuah objek clsAssociationParameter bam, melakukan inisialisasi 
terhadap variabel lokal. 
Method Summary 
String getAttribute Name() 
mengembalikan String nama atribut 
String getBuildDataName() 
mengembalikan String nama data yang dibuatkan modelnya 
String getBuildData Type() 
mengembalikan tipe data dari data yang dibuatkan modelnya 
String getDataStatus() 
mengembalika4n status data, unprepared atau discretized 
String getEnableCleanup() 




mengembalikan String skema tempat data yang dimodelkan 
int getMaxRuleLength() 
mengembalikan nilai integer yang menunjukkan maksimum 
panjang rule 
float getMinConfidence() 
mengembalikan nilai minimum confidence 
float getMinSupport() 
mengembalikan nilai minimum support 
String getMiningSettingsN arne() 
mengembalikan String nama setting yang digunakan 
String getModelName() 
mengembalikan String nama model yang dibangun 
String getSequenceiDName() 
mengembalikan String ID sequence 
String getTaskName() 
mengembalikan String nama task 
String getValueName() 
mengembalikan String nama value 
void setAttributeN ame(String sPass) 
menentukan nama attribut dengan nilai sPass 
void setBuildData Tab leN arne( String sPass) 
menentukan nama tabel yang dimodelkan dengan nilai sPass 
void setBuildData Type( String sPass) 
menentukan tipe data dari tabel yang dimodelkan dengan 
nilai sPass 
void setDataStatus(String sPass) 
menentukan status data yang dimodelkan dengan nilai sPass 
void setEnableCleanup(String sPass) 
menentukan nilai variabel cleanupi sesuai dengan sPass 
void setlnputDataSchemaName(String sPass) 
menentukan nama skema dari tabel yang dimodelkan sesuai 
dengan nilai sPass 
void setMaxRuleLength( int sPass) 
menentukan nilai maksimum rule sesuai dengan nilai sPass 
void setMinConfidence( float sPass) 
menentukan nilai minimum confidence sesuai dengan nilai 
sPass 
void setMinSupport( float sPass) 
menentukan nilai minimum support sesuai dengan nilai sPass 
void setMiningSettingsName(String sPass) 
menentukan nama setting sesuai dengan nilai sPass 
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Method Summary 
void setModelName(String sPass) 
menentukan nama model sesuai dengan nilai sPass 
void setSequenceiDName(String sPass) 
menentukan nama kolom untuk pengidentifikasi sequnce 
sesuai dengan sPass 
void setTaskName(String sPass) 
menentukan nama task sesuai dengan nilai sPass 
void setValueName(String sPass) 
menentukan nama kolom untuk pengidentifikasi nilai 
traksaksi sesuai dengan sPass 
4.2.4 clsNBProsesParameter 
Class ini berfungsi untuk menyimpan variabel-variabel input yang dibutuhkan 
dalam proses pembuatan model Naive Bayes. 
Tabel 4.04 clsNBProsesParameter 
Constructor Summary 
clsNBProsesParameter() 
menginisialisasi semua variabellokal 
Method Summary 
String getAttribute Name() 
mengembalikan String nama attribut 
String getEnableCleanup() 
mengembalikan nilai cleanup 
String getModelName() 
mengembalikan String nama model 
float getPairwise Threshold() 
mengembalikan float nilai pairwise threshold 
String getPreparationStatus() 
mengembalikan status data yang dimodelkan 
String getSchemaName() 
mengembalikan String nama skema tempat tabel yang 
dimodelkan 
String getSequenceiD() 
mengembalikan String ID sequence 
String getSettingName() 
mengembalikan String nama seting 
float getSingleton Threshold() 
mengembalikan float Singleton Threshold 
Method Summary 
String getSupplementalAttribute() 
mengembalikan nilai atribut sumplemental 
String getTableName() 
mengembalikan String nama tabel yang dimodelkan 
String getTargetAttributeName() 
mengembalikan String nama atribut tujuan 
String getTaskName() 
mengembalikan String nama task 
String get Type() 
mengembalikan tipe transaksi data yang dimodelkan 
String getValueName() 
mengembalikan String kolom yang menunjukkan value 
void setAttributeName(String sPass) 
menentukan nama atribut sesuai dengan nilai sPass 
void setEnableCleanup(String sPass) 
menentukan nilai variabel cleanup 
void setModelName(String sPass) 
menentukan nama model sesuai dengan nilai sPass 
void set Pairwise Threshold( float fPass) 
menentukan besamya pairwise threshold sesuai dengan nilai 
sPass 
void setPreparationStatus(String sPass) 
menentukan nilai status data yang dimodelkan 
void setSchemaName(String sPass) 
menentukan nama skema dari tabel yang dimodelkan sesuai 
dengan nilai sPass 
void setSequenceiD(String sPass) 
menentukan nama kolom untuk pengidentifikasi sequnece 
sesuai dengan sPass 
void setSettingName(String sPass) 
menentukan nama setting sesuai dengan nilai sPass 
void setSingleton Threshold( float fPass) 
menentukan besamya pairwise threshold sesuai dengan nilai 
sPass 
void setSupplementalAttribute(String sPass) 
menentukan nama atribut tambahan sesuai dengan nilai sPass 
void setTableName(String sPass) 
menentukan nama tabel data yang dimodelkan sesuai dengan 
nilai sPass 
void set TargetAttributeName(String sPass) 
menentukan nama atribut target sesuai dengan nilai sPass 
void setTaskName(String sPass) 
menentukan nama task sesuai dengan nilai sPass 
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Method Summary 
void setType(String sPass) 
menentukan tipe traksasi yang digunakan oleh data yang 
dimodelkan sesuai dengan nilai sPass 
void setValueName(String sPass) 
menentukan nama kolom yang menunjukkan value 
4.2.5 clsAscToPMMLParameter 
Class ini berfungsi untuk menyunpan variabel-variabel input yang 
dibutuhkan dalam proses eksport model ke dalam format PMML. Proses dari 
eksport model Kaidah Asosiasi maupun Naive Bayes mempergunakan class ini. 






mengembalikan String variabel cleanup 
String getColumnName() 
mengembalikan String nama kolom yang dieksport 
String getExportName() 
mengembalikan String nama proses eksport 
String getModelName() 
mengembalikan String nama model yang dieksport 
String getRowiD() 
mengembalikan String RowiD dari tabel yang dieksport 
String getSchemaName() 
mengembalikan String nama skema tempat model yang 
dieksport 
String getTableName() 
mengembalikan String nama tabel tujuan proses eksport 
void setCleanUp(String sPass) 
menentukan nilai variabel cleanup sesuai dengan nilai sPass 
void setColumnName(String sPass) 
menentukan nama kolom dari tabel tujuan eksport sesuai 
dengan nilai sPass 
void setExportName(String sPass) 
menentukan nama proses eksport sesuai dengan sPass 
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Method Summary 
void setModelName(String sPass) 
menentukan nama model yang dieksport sesuai dengan nilai 
sPass 
void setRowiD(String sPass) 
menentukan RowiD dari tabel tujuan eksport sesuai dengan 
nilai sPass 
void setSchemaName(String sPass) 
menentukan nama skema dari tabel tujuan ekport 
void setTableName(String sPass) 
menentukan tabel tujuan proses eksport 
4.2.6 clsModelToPMML 
Class ini berfungsi untuk membuka file model dalam format PMML 2.0 untuk 
diimport ke dalam model yang diterima oleh Oracle9i Data Mining. 
Tabel 4.06 clsModeiToPMML 
Constructor Summary 
clsModelT oPMML() 
menginisialisasi semua variabellokal 
Method Summary 
Document getDocumentResult() 
mengembalikan tipe data Document dari file yang dibuka 
String getFilePath() 
mengembalikan String tempat file asal 
void openFile(final File filePass) 
prosedur membuka file 
boolean setOpenFile() 
mengembalikan boolean proses membuk:a file PMML. Bernilai 
true jika file berhasil dibuka danfalse jika sebaliknya 
4.3 Implementasi Proses 
Implementasi proses ini dibuat sesuai dengan perancangan proses yang 
disebutkan pada sub bah 3.3. Proses-proses yang dibahas pada sub bah ini adalah 
proses : 
a. pembuatan model Kaidah Asosiasi 
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b. pembuatan model Naive Bayes, 
c. proses eksport model Kaidah Asosiasi atau Naive Bayes ke dalam bentuk 
PMML 
d. proses import dari model PMML ke dalam model Kaidah Asosiasi atau 
Naive Bayes 
4.3.1 Pembuatan Model Kaidah Asosiasi (clsAssociationRule) 
Pada proses pembuatan model Kaidah Asosiasi ini menggunakan Class 
clsAssociationRule dan membutuhkan Class clsAssociationParameter untuk 
menampung variabel-variabel yang dibutuhkan. Class clsAssociationRule 
berisikan metode-metode dan variabel-variabel yang dibutuhkan untuk membuat 
model. Dalam prosesnya, Class ini menggunakan obyek-obyek seperti yang sudah 
disebutkan pada bah desain proses. Constructor dan metode yang ada tampak pada 
tabel berikut : 
Tabel 4.07 Class clsAssociationRule 
Constructor Summary 
clsAssociationRule ( clsODMConnection classConn, clsAssociationParameter 
classParam ) 
membuat sebuah obyek clsAssociationRule barn dengan koneksi sesuai dengan 
classConn dan parameter-parametemya sesuai dengan clsAssociationParameter 
Method Summary 
void initialize Variable() 
melakukan inisialisasi semua variabel, mengkopi variabel-
variabel dalam clsParameter ke dalam variabellokal 
int iProses() 
mengembalikan nilai integer dari proses, jika berhasil bernilai 
1 jika gagal bernilai 0 
void CreatePhysicalDataSpeci:fication (Connection dmsConn) 
membuat obyek Physica/DataSpecification sesua1 dengan 
koneksi dalam dmsConn 
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Method Summary 
void createMiningFunctionSettings (Connection dmsConn) 
membuat sebuab obyek AssociationRulesFunctionSettings, 
melakukan validasi, dan menyimpannya sesuai dengan koneksi 
yang ada pada dmsConn 
String buildAssociationRuleModel (Connection dmsConn) 
membuat sebuah obyek MiningBuildTask, mengeksekusi 
pembuatan model, dan mengembalikan string status pembuatan 
model 
void fillResult() 
mengisikan basil rule pembuatan model 
String getProcessResult() 
mengembalikan string basil pembuatan model 
4.3.2 Pembuatan Model Naive Bayes (clsNBBuild) 
Seperti pada pembuatan model Kaidah Asosiasi, untuk membuat model Naive 
Bayes diimplementasikan dengan menggunakan dua class, yaitu 
clsNBParameter, yang berfungsi menyimpan atribut-atribut yang dibutuhkan serta 
clsNBBuild yang berfungsi membuat model. clsNBBuild mempergunakan obyek-
obyek yang dibutuhkan untuk membuat model seperti yang telab disebutkan pada 
bah sebelumnya. Constructor dan metode yang ada tampak sebagai berikut : 
Tabel 4.08 Class clsNBBuild 
Constructor Summary 
clsAssociationRule () 
membuat sebuah obyek clsNBBuild bam 
Method Summary 
void setParameter( clsODMConnection clsConnPass, 
clsNBProsesParameter clsNBPass) 
mengkopi koneksi dan parameter yang dibutuhkan dalam 
pembuatan model 
void initialize Variable() 
melakukan inisialisasi semua variabellokal 
boolean bPerformCleanup() 





mengembalikan nilai boolean proses yang terjadi, true jika 
proses sukses, dan false jika sebaliknya 
void createPhysicalDataSpesification() 
membuat obyek CreatePhysica/DataSpecification 
void createMiningFunctionSettings(); 
membuat obyek MiningFunctionSettings 
void buildNaiveBayesModel() 
membuat model Naive Bayes 
4.3.3 Proses Eksport Model ke dalam Format PMML 
Untuk melakukan eksport model ke dalam format PMML 2.0 dipergunakan 
class clsAscToPMMLProses. Class ini digunakan untuk mengeksport model 
Kaidah Asosiasi maupun Naive Bayes. Constructor dan metode yang ada tampak 
sebagai berikut : 
Tabel 4.09 clsAscToPMMLProses 
Constructor Summary 
clsAscToPMMLProses() 
membuat sebuah obyek clsAsc T oPMML barn dan melakukan inisialisasi 
variabel 
Method Summary 
void setClsPMMLParameter( clsAsc T oPMMLParameter clsPass) 
mengkopikan variabel dalam clsAscToPMMLParameter ke 
variabellokal 
void setClsODMConnection( clsODMConnection clsPass) 
set koneksi ke ODM 
int iProses() 
melakukan proses dengan mengembalikan nilai 1 jika 
berharsil dan 0 jika gagal 
void performCleanup(); 
melakukan pengesetan ke dalam variabel cleanUp. 
String getPMMLResult 
mengembalikan hasil eksport dalam format PMML 
void saveToFile(Document docPass,boolean saveAs) 
melakukan penyimpanan dokumen PMML yang dihasilkan 
dari proses eksport 
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4.3.4 Proses Import dari PMML ke Model Kaidah Asosiasi 
Untuk melakukan import dari format PMML untuk masing-masing algoritma, 
Kaidah Asosiasi dan Naive Bayes, menggunakan class yang sama. Class tersebut 
adalah clsPMML ToAR. 
Constructor dan metode yang ada tampak sebagai berikut : 
Tabel 4.10 clsPMML ToAR 
Constructor Summary 
clsPMML ToAR() 
membuat sebuah obyek clsPMML ToAR barn dan melakukan inisialisasi 
variabellokal 
Method Summary 
void setClsConn( clsODMConnection clsPass) 
mengkopikan variabel koneksi ke ODM 
void setlmportData(String sData) 
set String yang diimport 
int PMMLProses() 
mengembalikan nilai int sesuai dengan hasil proses, 1 jika 
sukses dan 0 jika gagal 
void dropTemporaryTable() 
menghapus tabel untuk menampung dokumen PMML secara 
semen tara 
void createTemporaryTable() 
membuat tabel semen tara untuk menampung dokumen 
PMML 
void insertPMML(sPMMLData,conn) 
memasukkan data dalam format PMML ke dalam tabel 
semen tara 
void importPMML() 
melakukan proses import dari data yang ada di tabel 
sementara ke bentuk model Oracle9i Data Mining 
CLOB getCLOB(String xmlData, Connection conn) 
memasukan dokumen PMML ke dalam basisdata 
String getModeiName() 
mengembalikan nama model hasil import 
int getNumberOffransactions() 




mengembalikan banyak:nya item tiap transaksi dari model 
basil import 
float getMinimumSupport() 
mengembalikan nilai Minimum Support dari model basil 
import 
float getMinimumConfidence() 
mengembalikan nilai Minimum Confidence dari model basil 
import 
int getMaxRuleLengtb() 
mengembalikan panJang maksimal rule dari model basil 
import 
4.4 Implementasi Antarmuka 
Implementasi desain antarmuka dibuat sesuai dengan perancangan antarmuka 
pada sub bah 3.3. untuk memudahkan pemakai menggunakan perangkat lunak ini. 
Dialog-dialog yang ada didesain untuk memudahkan pemakai 
mengoperasikannya. Misalnya untuk pembuatan Kaidah Asosiasi, pemakai cukup 
memasukkan parameter-parameter pada obyek-oyek yang tersedia. 
Mengikuti kebiasaan pada perangkat lunak yang dibangun di bawah sistem 
operasi Windows 2000, maka digunakan bentuk MDI (Multiple Document 
Interface), dengan tampilan seperti berikut : 
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Connection Association Rule Naille Bayes About 
Gambar 4.02 Tampilan Utama Perangkat Lunak 
Dari gambar tampilan perangkat lunak tampak keempat menu yang tersedia 
sesuai dengan desain yang sudah dibahas pada bab sebelumnya. Berikut rm 
pembahasan tampilan antarmuka perangkat lunak berdasarkan menu yang ada. 
4.4.1 Menu Login 
Menu ini ditujukan untuk membuat autentikasi pengguna sebelum memakai 
perangkat lunak. Sebelum memakai perangkat lunak pengguna diwajibkan 
mempunyai hak akses ke skema ODM. Dengan adanya menu ini berguna untuk 
membuat koneksi ke skema ODM, sehingga apabila ada proses yang 
membutuhkan koneksi ke ODM pengguna tidak harus login Iagi. 




Gambar 4.03 Sub Menu Login 
Saat pertama kali dijalankan tampak bahwa submenu Login ODM aktif dan sub 
menu Logout ODM tidak aktif 
Berikut ini efek yang dihasilkan saat sub menu diklik : 
4.4.l.a Login ODM 
Saat sub menu ini diakses menghasilkan tampilan dialog login perangkat 





Service Name : 
Computer Name : 
Port Number : 1521 
!:,ogin .£a nee! 
Gam bar 4.04 Antannuka Login Perangkat Lunak 
Saat tombol Login ditekan, jika semua item pada dialog login ini sudah terisi 
dengan benar maka keluar dialog konfinnasi seperti berikut : 
X I 
Connect SUccess !! 
OK 
Gam bar 4.05 Dialog Konfinnasi 
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4.4.1.b Logout ODM 
Sub menu ini aktif jika pengguna berhasil login ke dalam perangkat lunak. 
Saat sub menu ini diakses berarti pengguna memutuskan untuk keluar dari skema 
ODM, maka muncul dialog konfirmasi seperti berikut ini : 
' 
Completed Mining Server Logout I 
~O~K .....__ __ j 
Gam bar 4.06 Dialog Konfirmasi Logout Ber'hasil 
4.4.1.c Exit 
Sub menu berfungsi untuk keluar atau menutup perangkat lunak. Saat 
menutup a tau keluar terse but juga dilakukan proses Logout. 
4.4.2 Menu Association Rules 
Pada menu ini terdapat sub menu yang berhubungan dengan Kaidah Asosiasi. 
Bila diklik maka tampak sub menu seperti berikut : 
Association Rules Model Build and EXPOrt 
Association Rules Model Import 
ViewResul 
Gam bar 4.07 Sub Menu Association Rule 
Berikut ini event yang teijadi saat masing-masing sub menu tersebut diakses : 
4.4.l.a Association Rules Model Build and Export 
Menu ini berfungsi untuk memanggil dialog yang melakukan proses 
pembuatan model dan melakukan eksport ke dalam format PMML. Dialog 
tersebut tampak seperti berikut : 
Association Model 
Input Schema 
Schema Name : odm_mtr 
Table Name : I>AARKET_BASKET_n<_BINNED 
Type : Transactional 
Association Property 
Sequence 10 : SEQUENCE_ID 
Attribute Name : ATIRIBUTI:_NAME 
Value Name : VALUE 
Function Settqs 
Minimum Support : 0.01 
Minimum Confidence : 0 
Max Rule Length : 2 
Data Prepared Status: discretized 
Mining Settings Name: Sample_AR_MFS_tx 
UserOefmed 
Task Name : Sample_AR_Build_ Task_tx 
Model Name : Sample_AR_Model_tx 
Enable Cleanup : cleanupBeforeExecution 
Gam baa· 4.08 Dialog Pembuatan dan Eksport Kaidah Asosiasi Step 1 
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Pada gambar tersebut tampak. dialog yang dibutuhkan untuk membuat model 
dan melakukan eksport. Terdapat beberapa Iangkah (step) pengisian dari 
pembuatan model sampai dengan menghasilkan file dalam bentuk PMML. Pada 
Iangkah pertama pengguna menginputkan parameter-parameter dalam pembuatan 
model Kaidah Asosiasi. Jika parameter-parameter tersebut sudah diisikan dengan 
lengkap, pengguna dapat menekan tombol lf_ext> > untuk mendapatkan proses 
pembuatan model dan menuju langkah selanjutnya. Jika proses berhasil dilakukan 
muncul dialog konfmnasi seperti berikut : 
l::..::l Process Success !! 
OK 
x ' l 
...:.c:J 
Gambaa- 4.09 Dialog Konfinnasi Pembuatan Model 
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Setelah tombol OK ditekan maka pengguna mendapatkan laporan hasil 
pembuatan model yang tampak seperti berikut : 
Association Uodel 
null Built Association Model 
Name : Sample_AR_Model_tx 
S1atus : SUCCESS 
Duration : 24 seconds 
Process Result : 
Getting top 5 rules for model Sampls_AR_Modsl_tx sorted by support : 
Rule 24: lfTV_DINNER=1 then CMINED_GOODS=1 [support 0.173, confidence: ( 
Rule 78: If CANNED_GOODS=1 then 1V_DINNER=1 [support 0.173, conndence: I 
Rule 84: If BEER=1 then 1V _DINNER=1 [support: 0.17, confidence: 0.5802048] 
Rule 28: If TV _DINNER=1 then BEER=1 [support 0.17, confidence: 0.5629139] 
Rule 60: lfBEER=1 then CMINED_GOODS=1[support: 0.167, confidence: 0.5699 
Get rules by confiden ce: Sample_AR_Model_tx, with confidence of0.56 or more. 
E19t « §ack 
Gambar 4.10 Dialog Pembuatan dan Eksport Kaidah Asosiasi Step 2 
Pada tahap ini pengguna diberikan informasi status proses pembuatan model 
Kaidah Asosiasi, waktu yang dibutuhkan untuk membuat model, nama model 
yang dibentuk dan 5 rule teratas dari model yang berhasil dibangun berdasarkan 
support yang diberikan. Untuk merubah konfigurasi model yang sudah dibangun 
atau ingin membuat model dengan parameter yang berbeda, dapat dilakukan 
dengan menekan tombol <<!lack. Sedangkan untuk meneruskan proses eksport 
model yang sudah dibentuk dapat dilakukan dengan menekan tombol Next>>. 




Model Name : Sample_AR_Model_tx 
Export Name : 
PMML~Setmg 
Table Name : ODM_PMML_EXPORT 
Schema Name : ODM 
Column Name : EXPORT 
RowiD : 
PMUl CteanUp Section 
Clean Up · cleanupBeforeExecution 
« !:!ack !:!_ext » 
Gambar 4.11 Dialog Pembuatan dan Eksport Kaidah Asosiasi Step 3 
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Pada tampilan ini pengguna dihadapkan pada pengisian parameter-parameter 
yang dibutuhkan untuk melakukan eksport model ke dalam format PMML. 
Setelah parameter diisikan untuk melakukan proses eksport dapat dilakukan 
dengan menekan tombol !:J.ext>>. Jika proses eksport model berhasil maka 
muncul dialog konfirmasi seperti berikut : 
-~-~' 
-:J Generate PMML Success!! 
OK I 
---~-~-1 
Gambar 4.12 Dialog Konfinnasi Proses Eksport Sukses 
Seperti pada proses pembuatan model, pada tahap selanjutnya perangkat lunak 
mengeluarkan laporan proses eksport. Laporan tersebut berisi status proses 
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eksport dan waktu yang dibutuhkan untuk melakukan proses tersebut. Pada 
perangkat lunak tampak seperti berikut : 
Association Model 
Proccess DONE Success ! 
Duration : 7 seconds 
<« gack ~ext"> 
Gam bar 4.13 Dialog Pembuatan dan Eksport Kaidah Asosiasi Step 4 
Untuk mengeksport model lain dapat dilakukan dengan menekan tombol 
<<flack. Hasil proses eksport model masih berada di dalam basisdata dalam 
format CLOB. Untuk mengambil dari basisdata dapat dilakukan dengan menekan 
tombol /:!_ext>>. Jika proses berjalan dengan sukses, tampak dialog konfirmasi 
sebagai berikut : 
x ' I 
Generate PMML Success!! 
OK 
Gambar4.14 Dialog Konfirmasi Pembuatan PMML 
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Setelah tombol OK dialog konfirmasi ditekan, maka dialog menUJU tahap 
selanjutnya dan tampak seperti berikut: 
AssocilJtlon Model 
<?xml version=" I.(]' ?> 
<!DOC TYPE PMML [ 
<!ELEMENT MapValuesPair EMP1Y > 
~I.A.TIUST MapValuesPair 
column CDATA#REQUIRED 
in CDATA #REQUIRED 
out CDATA #REQUIRED 
]> 
<PMML version="2.a'> 
<Header copyrighl="Copyright (c) 2001, Oracle Corporation. All rights reserved"> 
<Application name="Oracle 9i Data Minmg• version="9.2.!l"l> 
<!Header> 
<DataDictionary numberOfFields="1 "> 
<DataField name="item" optype="categorlcal"l> 
<!Data Dictionary> 
<AssociationModel modeiName="Sample_AR_Model_tx" functionName="associ ... 
<< J:!ack save 
Gambar 4.15 Dialog Pembuatan dan Eksport Kaidah Asosiasi Step 5 
Pada tahap ini perangkat lunak telah mengkopikan dokumen yang berada 
dalam basisdata ke dalam dialog. Apabila diinginkan menyimpan model yang 
sekarang sudah dalam format PMML dapat dilakukan dengan menekan tombol 












PredictiVe Model Markup Language (.xml) 
_x 
I [}[} o- ' [}[} a-
fancel 
Gam bar 4.16 Dialog Konfirmasi Penyimpanan PMML 
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Dengan menekan tombol Save maka model dalam format PMML tersimpan 
dalam media penyimpanan. 
4.4.2.b Association Rules Import 
Menu ini ditujukan untuk melakukan import model dalam format PMML yang 
berada dalam media penyimpanan (file) menuju model Oracle9i Data Mining. 
Dialog untuk import model terse but tampak seperti berikut : 
Qpen froses E!lt 
Gam bar 4.17 Dialog Import Model PMML 
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Tombol Qpen pada dialog ini berfungsi untuk membuka berkas model dalam 
format PMML. Selanjutnyan tampak dialog membuka berkas : 
€1 C:\ 
0 unzipped 
0 WinFast WorkArea 
O WINNT 






Predictive Model Markup language (.xml) 









Setelah memilih berkas dan menekan tombol Qpen, proses kembali ke dialog 
import model PMML. Pada kotak teks tampak isi berkas yang dibuka. 
PMML to Association Rule 
PMMLSource 
<?xml version="1 .0" ?> 
<!DOCTYPE PMML [ 
<!ELEMENT MapValuesPair EMPTY > 
<!ATILIST MapValuesPair 
column CDATA #REQUIRED 
in CDATA #REQUIRED 




<Header copyright="Copyright (c) 2001, Oracle Corporation. All rights reser 
<Application n~me="Oracle 9i D~t~ Mining" version="9.2.0"/> 
</Header> 
<DataDictionary number01Fields="1"> 




Jn;,.. .., ...... , ........ fi,..,,.,._,.nr rno• ... 
4 
f. roses 
Gambar 4.19 Dialog Import PMML Setelah Berkas Dibuka 
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Pengguna diijinkan melakukan perubahan pada berkas yang diambil oleh dialog. 
Setelah berkas dibuka untuk memulai proses import model dilakukan dengan 
menekan tombol f_roses. Jika terjadi kesalahan sintaks pada berkas yang dibuka 
keluar dialog konfirmasi, misalnya : 
x '' __ ) 
r.::::::i Error Exhausted Resultset 
OK 
Gambar 4.20 Dialog Konfinnasi Kesalahan Sintaks 
Perangkat lunak ini mempergunakan fitur dari Oracle9i untuk melakukan 
pengecekan terhadap validitas sintaks berkas yang dibuka dan juga validitas 
terhadap model yang bisa dibaca oleh Oracle9i Data Mining. Jika dokumen valid 
dan proses berhasil maka keluar dialog konfirmasi seperti berikut : 
1 . l Process Success !! 
OK 
Gambar 4.21 Konfinnasi Proses Sukses 
Jika proses berhasil dilakukan pada dialog import muncul laporan 
beberapa atribut pada model yaitu : nama model, minimum support, minimum 
confidence, jumlah transaksi, dan panjang maksimum dari rule. 
PMMl to Association Rille 
Result 
Model Name : AR_Modei_D_011 0_02_1mport 
Number Transaction : 1 000 
Max Rule Length : 376 
t.lin imum Support : 0.01 
t.linimum Confidence : 0.5 
PMMLSource 
<?xml version="1.0" ?> 
<!DOCTYPE PMML [ 
<!ELEMENT MapValuesPair EMPTY> 
~ !ATILIST MapValuesPair 
column CDATA#REQUIRED 
in CDATA#REQUIRED 






Gambar 4.22 Dialog Lapot·an Proses Import 
4.4.2.c View Result 
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Menu berfungsi untuk memanggil dialog yang menunjukkan kaidah-kaidah 
yang dimiliki oleh suatu model yang dibuat maupun diimport oleh perangkat 
lunak ini. Dengan adanya fitur ini pengguna bisa mengetahui besarnya minimum 
support, minimum confidence, dan jumlah kaidah yang berhasil dibangkitkan. 
Selain itu juga bisa diketahui item-item dari transaksi yang dimodelkan. 
Dengan adanya fitur ini dapat dilihat hubungan antar item, suatu item dengan 
semua item, maupun semua item dengan suatu item. Hubungan itu berupa 
besarnya support dan besarnya confidence. Hubungan antar item itu ditunjukkan 
oleh grid yang menempel pada dialog. 
Dialog untuk melihat kaidah yang terbentuk itu tampak seperti berikut : 
VIew RUles 
ModeiOetil 
Model Name : AR_Modei_010J_Iqlort_01 .,.. Qe!Attributes 
Min Support : 0.05 
Min Confidence : 0.05 
Number Of Rules : 84 
Get Association Rules : 
BeMieen Any Attributes .,.. and Any Attributes 
QetRules 
.... 
ld If (Condition) Then (Associa ... Confidence Support 
44 DAIRY_GOOD .. . TV_DINNER=1 0.2881356 0.051 
83 lV_DINNER=1 DAIRY_ GOOD ... 0.16887 417 0.051 
66 BUTCHER_S ... TV_DINNER=1 0.284153 0.052 
31 SODA=1 CANDY=1 0.2826087 0.052 
33 SODA=1 SEAFOOD=1 0.2826087 0.052 
30 CANDY=1 SODA=1 0.1884058 0.052 
32 SEAFOOD=1 SODA=1 0.1780822 0.052 
67 TV_DINNER=1 BUTCHER_S ... 0.17218544 0.052 
79 BUTCHER_S __ _ CANDY=1 0.29508197 0.054 
6 SODA=1 TV_DINNER=1 0.29347825 0.054 
70 DEU=1 CANDY=1 0.2647059 0.054 
. -- ·-- -· 
Gam bar 4.23 Dialog View Result 
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Model name dapat dipilih dengan mengakses combo box yang berisikan 
model-model yang ada dalam skema ODM. Untuk melihat atribut yang dimiliki 
oleh suatu model dengan cara mengakses tombol Get Attributes. Item-item yang 
ada dalam model diisikan dalam dua combo box. Untuk melihat hubungan antar 
item dilakukan dengan mengakses tombol Get Rules. Hubungan antar item dapat 
terlihat di dalam grid. 
4.4.3 Menu Naive Bayes 
Pada menu ini terdapat sub menu yang berhubungan dengan Naive Bayes. 
Bila dik1ik maka tampak sub menu seperti berikut: 
Nai\le Bayes Model Build and Export 
Naive Bayes Model Import 
Gam bar 4.24 Sub Menu Naive Bayes 
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Berikut 1lll event yang terjadi jika sub menu tersebut diakses oleh 
pengguna: 
4.4.3.a Naive Bayes Model Build and Eksport 
Menu ini berfungsi untuk memanggil dialog yang melakukan proses 
pembuatan model dan melakukan eksport ke dalam format PMML. Dialog 
tersebut tampak seperti berikut: 
Naive Bil!/I!S Model Build 
Schema Input 
Schema Name : ODM_MTR 
Table Name : CENSUS_2D_BUILD_UNBINNED 
Input Properties 
Type : nonTransactional 
Sequence 10 : SEQ_ID 
Attribute Name : ANAME 
Value Name . VALUE 
Function Settings 
Preparation Status : unprepared 
Setting Name · Sample_NB_MFS 
Supplemental Attribute : PERSON_ID 
Sing leton Threshold : 0.01 Pairwise : 0.01 
Target Attribute Name: class 
Task Name : Sample_NB_Bulld_ Task 
Output & CleanUp Section 
Model Name : Sample_NB_Model 
Enable Cleanup : cleanupBeforeExecution 
... 
« ~ack ~ext» 
Gam bar 4.25 Dialog Pembuatan dan Eksport Naive Bayes Step 1 
Pada gambar tersebut tampak dialog yang dibutuhkan untuk membuat model 
dan melakukan eksport. Sarna seperti pada Kaidah Asosiasi terdapat beberapa 
langkah (step) pengisian dari pembuatan model sampai dengan menghasilkan file 
dalam bentuk PMML. 
Pada langkah pertama pengguna menginputkan parameter-parameter dalam 
pembuatan model Naive Bayes. Jika parameter-parameter tersebut sudah diisikan 
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dengan lengkap, pengguna dapat menekan tombol !iext> > untuk mendapatkan 
proses pembuatan model dan menuju langkah selanjutnya. 
Selanjutnya, pengguna mendapatkan laporan dari pembuatan model yang telah 
dilakukan: 
Naive Bayes Model Build 
Result 
Naive Baye s Model Build Status . 
Model Name : Sample_NB_Model 
Status : SUCCESS 
Duration : 8 seconds 
<< ;!ack 
Gam bar 4.26 Dialog Pembuatan dan Eksport Naive Bayes Step 2 
Untuk langkah selanjutnya adalah langkah eksport model, melakukan 
pembuatan model format PMML, dan penyimpanan berkas PMML ke media 
penyimpanan. Langkah ini sama dengan langkah yang dimiliki proses ekport 
model Kaidah Asosiasi. 
4.4.3.a Naive Bayes Model Import 
Langkah-langkah pada proses ini sama dengan proses import model Kaidah 
Asosiasi. Perbedaan terdapat pada laporan model yang berhasil diimport. 
BABV 
UTI COBA DAN EV ALUASI 
BABY 
UJI COBA DAN EV ALUASI 
PERANGKAT LUNAK 
Pada bah V Uji Coba dan Evaluasi Perangkat Lunak ini dibahas lingkungan 
uji coba yang digunakan untuk menjalankan perangkat Junak. Berikutnya 
diberikan pembahasan tabel yang dipergunakan untuk uji coba perangkat lunak 
nantinya, baik yang berupa tabel transaksional maupun tabel yang non-
transaksional. Pada bah ini sebagian juga diberikan diuji kebenaran data 
keluarannya dengan mempergunakan perangkat lunak Jainnya. 
5.1 Lingkungan Uji Coba 
Lingkungan sistem yang dipergunakan untuk uji coba perangkat lunak ini 
adalah sebagai berikut : 
• Prosesor Intel Pentium IV J .8 Ghz, 
• Memori 500 Mb, 
• Sistem Operasi Windows 2000 Service Pack 3, 
• Server Database Oracle9i versi 9.2.0.1 , 
• Oracle9i Data Mining versi 9.2.0.3. 
5.2 Pembuatan Model dan Eksport 
Uji coba pertama adalah melakukan pemodelan dan meneruskan pemodelan 
tersebut dengan proses eksport. Pembuatan model dan eksport ini dilakukan 
terhadap kedua algoritma, Kaidah Asosiasi dan Naive Bayes. Data yang 
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adalah data yang tersimpan dalam tabel dalam format transaksional maupun non-
transaksional dan mendefinisikan transaksi yang sama untuk kedua format tabel. 
Untuk skenario uji coba terlihat seperti berikut : 
Pernocelan Eksport 
Gambar 5.01 Skenario Uji Coba Pemodelan dan Eksport 
Dari tabel yang diuji, transaksional maupun non-transaksional, dengan 
perangkat lunak dimodelkan sesuai dengan model yang didukung oleh Oracle9i 
Data Mining dengan konfigurasi tertentu sesuai dengan algoritma yang digunakan 
untuk pemodelan. Model ini disimpan dalam sebuah tabel dalam skema ODM 
dengan nama tabel ODM_MINING_MODEL dalam format BLOB (Binary Large 
Object) dan konfigurasi disimpan dalam tabel 
ODM _MINING_ FUNCTION_ SETTINGS [ORI-02]. 
Karena model dalam format BLOB, sehingga tidak dapat dilakukan analisa 
langsung terhadap model yang terbentuk. Untuk analisa model Kaidah Asosiasi 
dilakukan dengan menggunakan fitur yang tersedia oleh perangkat lunak, 
sedangkan untuk model Naive Bayes dianalisa dengan menggunakan 
ODMBrowser. 
Setelah model terbentuk, tahap uji coba berikutnya adalah mencoba 
mengeksport dua model dari transaksional maupun non-transaksional ke dalam 
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format PMML. Proses ini bertujuan untuk melakukan analisa terhadap output 
yang berupa model dalam format PMML. 
Jadi, tujuan dari uji coba yang pertama ini adalah : 
1. menguji kebenaran hasil pemodelan dari perangkat lunak, 
2. membandingkan hasil pemodelan dari data dengan tabel berformat 
transaksional maupun non-transaksional, 
3. membandingkan basil eksport data transaksional maupun non-transaksional 
5.2.1 Kaidah Asosiasi 
Untuk memodelkan Kaidah Asosiasi digunakan empat tabel, yaitu dua tabel 
transaksional dan dua tabel non-transaksional. Ada dua tabel transaksional dan 
non-transaksional yang merupakan tabel buatan sendiri yang berukuran kecil yang 
dipergunakan untuk mengecek kebenaran nilai model, sedangkan dua tabel yang 
lain merupakan tabel tansaksional dan non-transaksional yang sudah disediakan 
oleh Oracle9i Data Mining. Data yang disediakan oleh Oracle9i Data Mining itu 
adalah tabel MARKET BASKET 2D BINNED untuk tabel non-transaksional 
- - -
dan MARKET_ BASKET_ TX _BINNED untuk transaksional. Data-data pada 
tabel tersebut menunjukkan transaksi yang terjadi pada sebuah toko penjual bahan 
makanan. Pada tabel 2D (non-transaksional), setiap baris menunjukkan sebuah 
transaksi yang terjadi dan bernilai 1 untuk kolom produk yang dibeli. 
Sedangkan tabel uji yang berukuran kecil berisi transaksi seperti berikut ini 
[TYA-02]: 
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Tabel 5.01 Transaksi yang Diuji 
Pada tahapan berikut terlihat semua f requent itemset, yaitu yang memiliki nilai 
support sama atau 1ebih besar dari 3 (asumsi : min _sup = 50%). Itemset CDW dan 
ACTW yang tercetak tebal adalah maksimal frequent itemset. Pada gambar 
terlihat semua Kaidah Asosiasi yang memiliki nilai confidence 100%. 
Data transaksional dan data non-transaksional yang ada dalam basisdata 
tampak seperti berikut : 
Tabel5.02 Data TABLE_UJI_TRANSAKSIONAL 
SEQUENCE_ID A TTRIBUTE_NAME VALUE 
1 A 1 
1 c 1 
1 T 1 
1 w 1 
2 c 1 
2 0 1 
2 w 1 
3 A 1 
3 c 1 
3 T 1 
3 w 1 
4 A 1 
4 c 1 
4 0 1 
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SEQUENCE_ID ATTRIBUTE_ NAME VALUE 
4 w 1 
5 A 1 
5 c 1 
5 D 1 
5 T 1 
5 w 1 
6 c 1 
6 D 1 
6 T 1 
Tabel 5.03 TABEL_ UJI_NONTRANSAKSIONAL 
A c D T w 
1 1 0 1 1 
0 1 1 0 1 
1 1 0 1 1 
1 1 1 0 1 
1 1 1 1 1 
0 1 1 1 0 
Tabel 5.04 Frequent Itemset (min_ sup=50%) 
Support Itemset 
100% c 
83% W, CW 
67% A, D, T, AC, AW, CD, CT, ACW 
50% AT, DW, TW, ACT, ATW, CDW, CTW, ACTW 
100 
ASSOCIATION RULES (min_comf=lOO%) 
A--7C (4 \4) AC --7 W (4 \ 4) TW --7 C (3 \3) 
A--7W (4 \4) AT --7 C (3 \3) AT --7 CW(3 \ 3) 
A --7 CW(4 \ 4) AT --7 W(3 \ 3) TW --7 AC (3 \ 3) 
D--7C (4 \4) AW --7 C (4 \4) ACT --7 W (3 \ 3) 
T--7C (4 \4) DW --7 C (3 \3) ATW --7 C (3 \ 3) 
w --7 c (5 \5) TW --7 A (3 \3) CTW --7 A (3 \ 3) 
Gambar 5.01 Data Kaidah Asosiasi 
Pada UJl coba yang pertama dipergunakan tabel transaksional dan non-
transaksional yang berukuran kecil dengan nilai mrmmum support 50% dan 
mrmmum confidence sebesar 100%. Untuk melihat Kaidah Asosiasi yang 
terbentuk digunakan fasilitas View Result yang ada dalam perangkat lunak ini. 
illl : 
Dari dialog View Result didapatkan kaidah-kaidah yang sama seperti berikut 
View Rules 
ModeiDetil 
Model Name : U.I_Transaksional 
Min Support: 0.5 
Min Confidence : 1.0 
Number Of Rules : 15 
Get Association Rules : 
SetvVeen Any Attributes 
Qet Attributes 
.,.. and Any Attributes .... 
QetRules 
ld If (Condition) Then (Associa ... Confidence Support 
23 C=1 andT=1 ... ~1 1.0 0.5 
22 A=1 and T=1 a .. C=1 1.0 0.5 
21 A=1 and C=1 ... W=1 1.0 0.5 
10 T=1 andW=1 A=1 1.0 0.5 
9 A=1 and 0=1 C=1 1.0 0.5 
18 T=l and T=1 C=1 1.0 0.5 
18 W=1 andW=1 C=1 1.0 0.5 
17 A=1 and T=1 W=1 1.0 05 
11 A=1 andW=1 C=1 1.0 0.6666667 
12 .1\=1 and C=1 W=1 1.0 0.6666667 
3 A=1 C=1 1.0 0.6666667 
Gambar 5.02 Hasil Uji Tabel Transaksional 
Lebih jelasnya dapat terlihat pada tabel berikut ini : 
Tabel 5.05 Hasil Uji dengan Perangkat Lunak 
if (condition) then (association) confidence 
T= l C=l 1.0 
A=l C=l 1.0 
A= I W=l 1.0 
D= l C=l 1.0 
W= l C= l 1.0 
A=l And T= l C= l 1.0 
W= l And T= l A=l 1.0 
A=l And W= l C=l 1.0 
A= l And C=l W= l 1.0 
D=l And W= l C=l 1.0 
A= l And T=l W=l 1.0 
W= l And T= l C=l 1.0 
A= l And C=l And T=l W=l 1.0 
A= l And W= l And T=l C= l 1.0 
W=l And T= l And C=l A= l 1.0 
Sedangkan untuk tabel non transaksional tampak seperti berikut : 
View Rules 
Model Delli 
Model Name : lJ.I_NON_TRAHSAKSIOHAl "' Qel Attributes 
Min Support: 0.5 
Min Confiden~e : 1.0 
Number Of Rules : 15 
GetAssoclaUon Rules : 
BeM'een Alf/-ibllles "' and A"'lmrlbutes 
QeiRules 
ld lf(Condition) Then (Associa ... Confidence Support 
23 C=1 and T=1 ... A=1 1.0 0.5 
22 A=1 and T=1 a ... C=1 1.0 0.5 
21 A=1 and C=1 ... W=1 1.0 0.5 
12 T=1 andW=1 A=1 1.0 0.5 
11 A=1 and D=1 C=1 1.0 0.5 
18 T=1 and T=1 C=1 1.0 0.5 
13 W=1 andW=1 C=1 1.0 0.5 
17 A=1 and T=1 W=1 1.0 05 
9 A=1 andW=1 C=1 1.0 0.6666667 
10 A=1 and C=1 W=1 1.0 0.6666667 
3 A=1 C=1 1.0 0.6666667 



















Apabila konfigurasi fungsi yang sama dipergunakan untuk tabel uji yang telah 
disediakan Oracle9i Data Mining muncul dialog kesalahan. Dengan alat bantu dari 
ODMBrowser didapatkan status proses seperti berikut : 
Mess age 
ORA-200lO: ODM_ ASSOCIATION_ RULX_ MODEL.5UILD: Model bU~~dinq 
~a1l~d with e~~or (ORA- 2001 2 : 
ODM A SS O C IATION_ RULE_ MODEL.BUILD: Model has no ~ulem.). 
ORA-065 .1. 2 : o.e .-.-ODH. ODH_ASSOCIATION_RULE_HODEL~.-, line l45 
ORA- 0 6S l 2 : at HODM. ODM_ AS:SO C :CATION_ RULE_ MODEL"", line 3 4 2 4 
ORA-200 .1. 2 : O D M _ A2 3 0CIATION_RULE_ MODEL.EUILD: Model ha8 no 
l::U..l.es. 
ORA-0 65.1.2: et .L 1n~ 1 
Gam bar 5.04 Kesalahan pada Pembuatan Model Kaidah Asosiasi 
Sedangkan untuk ujicoba dengan mempergunakan data tabel yang telah 
disediakan oleh Oracle9i Data Mining menghasilkan 93 aturan. Aturan ini 
didapatkan dengan mempergunakan minimum support sebesar 5% dan minimum 
confidence sebesar 5%. 
Kaidah-kaidah yang didapatkan tampak seperti berikut : 
View Rules 
ModeiDetil 
Model Name : ll.l_ T Alll.E_ ORACLE Qet.a.ttributes 
Min Support : 0.05 
Min Confidence : 0.05 
Number Of Rules : 93 
Oet Association Rules : 














If (Condition) Then (Associ... Confidence Support 
8EER=1 and SEAFOOD=1 TV_DINNER. .. 0.5882353 0.05 
SEAFOOD=1 and TY_DI.. . 8EER=1 0.5555556 0.05 
8EER=1 andTV_DINNE... SEAFOOD=1 0.294117 ... 0.05 
CANNED_GOODS=1 an ... TV_DINNER ... 0.5730337 0.051 
SEAFOOD=1 and TV_Dl ... CANNED_O ... 0.566666 ... 0.051 
CANNED_OOODS=1 an ... SEAFOOD=1 0.2947977 0.051 
DAIRY _GOODS=1 TV_DINNER. .. 0.2881356 0.051 
TV_DINNER=1 DAIRY_GOO ... 0.168874 ... 0.051 
8UTCHER_SHOP=1 TV_DINNER ... 0.284153 0.052 
SODA=1 CANDY=1 0.2826087 0.052 
SODA=1 SEAFOOD=1 0.2826087 0.052 
Gambar 5.05 Hasil Pemodelan untuk Tabel Bawaan Oracle 
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Uji coba selanjutnya adalah dengan eksport model ke dalam format PMML. 
Proses eksport dilakukan terhadap model yang sudah terbentuk terhadap data 
transaksi berukuran kecil. Untuk data transaksional menghasilkan dokumen 
PMML seperti berikut : 
<?xml version=" l.O" ?> 
<!DOCTYPE PMML [ 
<!ELEMENT MapValuesPair EMPTY > 
<!ATTLIST MapValuesPair 
column COAT A #REQUIRED 
in COAT A #REQUIRED 
out CDA T A #REQUIRED 
> 
]> 
<PMML version="2 .0"> 
<Header copyright=" Copyright (c) 2001 , Oracle Corporation. All rights 
reserved."> 
<Application name="Oracle 9i Data Mining" version="9.2.0"/> 
</Header> 
<DataDictionary numberOfFields=" 1 "> 
<Datafield name="item" optype="categorical"/> 
</DataDictionary> 
<AssociationModel modelName="UJI TRANSAKSIONAL" 
functionName="associationRules" numberOfTransactions="6" 
maxNumberOfltemsPerT A="5" avgNumberOfltemsPerTA="3.8333333" 
minimumSupport="O. 5" minimum Confidence=" 1. 0" number0fltems="5" 
numberOfltemsets=" 19" number01Rules=" 15 "> 
<MiningSchema> 
<Miningfield name="item" usageType="active"/> 
</MiningSchema> 
<Item id=" 1" value=" All"/> 
<Item id="2" value="Cj l"/> 
<Item id="3" value="Dil "/> 
<Item id="4" value="TI1"/> 
<Item id="5" value="Wil"/> 
<Itemset id=" 1" support="O .6666666666666666666666666666666666666667" 
numberOfltems=" 1 "> 
<ItemRef itemRef=" 1 "/> 
</Itemset> 
<Item set id="2" support=" I" numberOfltems=" 1 "> 
<ItemRef itemRef="2"/> 
</ltemset> 
<ltemset id="3" support="O. 666666666666666666666666666666666666666 7" 
numberOfltems=" 1 "> 
<ltemRef itemRef="3 "/> 
</Item set> 
<Item set 
support="O. 666666666666666666666666666666666666666 7" 
numberOfltems=" 1 "> 




numberOfltems=" 1 "> 





<ItemRef itemRef=" 1 "/> 
<ItemRef itemRef="2 "/> 
</Itemset> 
<Itemset id="7" support="0.5" number0fltems="2"> 
<ItemRef itemRef=" 1 "/> 
<ItemRef itemRef="4 "/> 
</ltemset> 
<ltemset 
support="O. 666666666666666666666666666666666666666 7" 
nmnber0fltems="2"> 





numberOfl tems="2 "> 
<ItemRef itemRef="2 "/> 




















<ltemRef itemRef=11 511 /> 
</Itemset> 
<ltemset id=11 12 11 support=110. 511 number0fltems=112 11> 
<ItemRef itemRef=113 11 /> 
<ltemRef itemRef=11511/> 
</ltemset> 
<Itemset id=11 1311 support=110.511 number0fltems=11211> 
<ItemRef itemRef=114 11/> 
<ItemRef itemRef=115 11/> 
</Itemset> 
<Itemset id=11 1411 support=110.5 11 number0fltems=11311> 
<ItemRef itemRef=11 1 11/> 
<ltemRef itemRef=11211/> 









<Itemset id= 11 1611 support=110.5 11 number0fltems= 11311> 
<ltemRef itemRef=11 1 II/> 
<ItemRef itemRef=114 111> 
<Item Ref itemRef=11 511 /> 
</Item set> 
<Itemset id=11 1711 support=110.511 number0fltems=11311> 
<ItemRef itemRef-=112 11/> 
<ItemRef itemRef=11 311 /> 
<ltemRef itemRef=11 511 /> 
</ltemset> 
<ltemset id=11 1811 support=110.511 number0fltems=11311> 
<Item Ref itemRef=112 11 /> 
<ItemRef itemRef=11411 /> 
<ltemRef itemRef=11511/> 
</Item set> 
<Itemset id=11 1911 support=110.5 11 number0fltems=11411> 
<ltemRef itemRef=11 1 111> 
<ItemRef itemRef-=112 11 /> 
<ItemRef itemRef=114 11 /> 
<Item Ref itemRef=11 511 /> 
</ltemset> 
<AssociationRule 
support=110. 666666666666666666666666666666666666666 711 
105 
id="15 11 
confidence=" 1" antecedent=" 4" consequent="2 "I> 
<AssociationRule 
support="O. 6666666666666666666666666666666666666667" 
confidence=" 1" antecedent=" 1" consequent="2"/> 
<AssociationRule 
support="O. 6666666666666666666666666666666666666667" 
confidence=" 1" antecedent=" 1" consequent="5"/> 
<AssociationRule 
support="0.6666666666666666666666666666666666666667" 
confidence=" I" antecedent="3" consequent="2 "/> 
<AssociationRule 
support="0.8333333333333333333333333333333333333333" 
confidence=" 1" antecedent="5" consequent="2"/> 
<AssociationRule support="0.5" confidence=" I" antecedent="?" 
consequent="2 "/> 
<AssociationRule support="0.5" confidence="!" antecedent="l3" 
consequent=" I"/> 
<AssociationRule support="0.5" confidence=" I" antecedent="?" 
consequent="5 "/> 




confidence=" 1" antecedent="8" consequent="2"/> 
<AssociationRule 
support="O. 6666666666666666666666666666666666666667" 
confidence=" I" antecedent="6" consequent="5"/> 
<AssociationRule support="0.5" confidence=" l" 
consequent="2 "/> 
<AssociationRule 




consequent=" 1 "/> 
</ AssociationModel> 
</PMMl> 
support="0.5" confidence=" 1" 
support="0.5" confidence=" I" 





Gam bar 5.06 Ouput Eksport ke PMML dari Tabel Transaksional 
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Setelah eksport model transaksional proses berikutnya adalah eksport terhadap 
data non-transaksional. Setelah proses eksport didapatkan model dalam format 
PMML seperti berikut : 
<?xml version=" 1.0" ?> 
<!DOCTYPE PMML [ 
<!ELEMENT MapValuesPair EMPTY > 
<!ATTLIST MapValuesPair 
column COAT A #REQUIRED 
in COAT A #REQUIRED 





<Header copyright="Copyright (c) 2001 , Oracle Corporation. All rights 
reserved."> 
<Application name="Oracle 9i Data Mining" version="9.2.0"/> 
</Header> 
<DataDictionary numberOfFields=" 1 "> 
<DataField narne="item" optype="categorical"/> 
</DataDictionary> 




minimumSupport="0.5" minimumConfidence=" 1.0" number0fltems="5" 
numberOfltemsets=" 19" numberOfRules=" 15 "> 
<MiningSchema> 
<MiningField name="item" usageType="active"/> 
</MiningSchema> 
<Item id=" I" value=" A! l "/> 
<Item id="2" value="CI l "/> 
<Item id="3" value="Djl "/> 
<Item id="4" value="Tjl"/> 
<Item id="5" value="Wjl"/> 
<Itemset id=" 1" 
support="O. 6666666666666666666666666666666666666667" 
numberOfltems=" 1 "> 
<ItemRef itemRef=" l "/> 
</Item set> 




support="O. 666666666666666666666666666666666666666 7" 
numberOfltems=" 1 "> 
<ItemRef itemRef=" 3 "/> 
</Item set> 
<Item set 
support="O. 666666666666666666666666666666666666666 7" 
id="3" 
id="4" 
numberOfltems=" 1 "> 




numberOfltems=" 1 "> 





<ItemRef itemRef=" 1 "/> 
<ItemRef itemRef-="2 "/> 
</Itemset> 
<Itemset id="7" support="0.5" number0fltems="2"> 
<ItemRef itemRef=" 1 "/> 
<ItemRef itemRef-="4 "/> 
</Item set> 
<Itemset 
support="O. 666666666666666666666666666666666666666 7" 
number0fltems="2"> 




support="O. 666666666666666666666666666666666666666 7" 
number0fltems="2 "> 
<ItemRef itemRef-="2 "/> 











<ItemRef itemRef-="2 "I> 
<ItemRef itemRef-="5"/> 
<lltemset> 
<ltemset id=" 12" support="0.5" number0fltems="2"> 
<ItemRef itemRef-="3 "I> 









<Itemset id="13" support="0.5" number0fltems="2"> 
<ItemRef itemRef=" 4 "I> 
<ItemRef itemRef=" 5"1> 
<lltemset> 
<I tern set id=" 14" support="O. 5" number0fltems="3 "> 
<ItemRef itemRef=" 1 "I> 
<ItemRef itemRef-="2 "I> 





<ItemRef itemRef=" 1 "I> 
<ItemRef itemRef-="2"1> 
<ItemRef itemRef=" 5 "I> 
<lltemset> 
<Itemset id=" 16" support="0.5" number0fltems="3"> 
<ItemRef itemRef=" 1 "I> 
<ItemRef itemRef-="4 "I> 
<ItemRef itemRef-="5"1> 
<litem set> 
<Itemset id=" 17" support="0.5" number0fltems="3"> 




<Itemset id="18" support="0.5" number0fltems="3"> 
<ItemRef itemRef-="2"1> 
<ItemRef itemRef-="4 "I> 
<ltemRef itemRef-="5"1> 
<lltemset> 
<Itemset id="l9" support="0.5" number0fltems="4"> 








support="O. 6666666666666666666666666666666666666667" confidence=" 1" 
antecedent=" 4" consequent="2 "I> 
<AssociationRule 
support="O .6666666666666666666666666666666666666667" confidence=" 1" 
antecedent=" 1" consequent="2 "I> 
<AssociationRule 
support="0.6666666666666666666666666666666666666667" confidence=" 1" 
antecedent=" 1" consequent="5"/> 
<AssociationRule 
support="O. 666666666666666666666666666666666666666 7" confidence=" 1" 
antecedent="3" consequent="2 "/> 
<Association Rule 
support="0.8333333333333333333333333333333333333333" confidence=" 1" 
antecedent="5" consequent="2"/> 
<AssociationRule support="0.5" confidence=" I" antecedent=''?'' 
consequent="2 "/> 
<AssociationRule support="0.5" confidence=" 1" antecedent=" 13" 
consequent=" 1 "/> 
<AssociationRule support="0.5" confidence=" 1" antecedent="?" 
consequent="5 "/> 
<AssociationRule support="O. 5" confidence=" 1" antecedent=" 13" 
consequent="2 "/> 
<AssociationRule 
support="0.6666666666666666666666666666666666666667" confidence=" 1" 
antecedent="&" consequent="2"/> 
<Association Rule 















confidence=" 1" antecedent="l2" 
confidence=" 1 " antecedent=" 14" 
confidence=" 1" antecedent=" 16" 
confidence=" 1" antecedent=" 18" 
Gambar 5.07 Ouput Eksport ke PMML dari Tabel non-transaksional 
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Dari proses pembuatan model tampak bahwa untuk data yang kecil tidak 
didapatkan permasalahan proses. Hasil yang didapatkan sesuai dengan nilai jika 
dipergunakan perhitungan manual. Hal ini berlaku untuk tabel yang transaksional 
maupun tabel non-transaksional. 
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Sedangkan untuk proses eksport, basil eksport ke dalam format PMML dari 
model yang dibangun dari tabel transaksional sama dengan tabel non-
transaksional. 
Untuk proses terhadap tabel yang telah disediakan oleh Oracle9i Data Mining, 
yaitu tabel dengan jumlah transaksi adalah lOOO transaksi, terjadi kesalahan jika 
dipergunakan seting yang sama, minimum support sebesar 0.5 dan minimum 
confidence sebesar 1, dengan tabel buatan sendiri yang memiliki 6 transaksi. 
Setelah dicoba dengan berbagai nilai, kesalahan ini tidak muncul setelah diisi nilai 
kurang dari sama dengan 0.1, untuk minimum support dan minimum confidence. 
Hasil model sama untuk model dari tabel transaksional maupun non-transaksional. 
Hal ini juga berlaku untuk proses eksport model ke dalam format PMML. 
5.2.2 Naive Bayes 
Proses pembuatan model Naive Bayes menggunakan tabel yang telah 
disediakan oleh Oracle9i Data Mining yaitu CENSUS_2D_BUILD_UNBINNED. 
Tabel ini berisi sensus terhadap penduduk di Amerika pada suatu waktu. Model 
ini mempergunakan seting singleton threshold sebesar 1% dan pairwise threshold 
sebesar 1%. 
Setelah proses basil dapat dilihat dengan mempergunakan alat bantu yang 
disediakan oleh Oracle, yaitu ODMBrowser. Hasil pembuatan model tampak 
seperti berikut : 
t . ' · . 
[ile Y!ew t!elp 
- I.$ odm 
- to. Models 
+ to. Association Rules 
+ lo. Altribute Importance 
- to. Classiftcauon 
:;J 18!iiijW.:fWlfi 
+ lo. Clustering 
+ L Resulls 
+ l_!, Settings 
.;()Tasks 








Pairwise Threshold: 0.01 
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I j ' 
Dari model ini dengan perangkat lunak dilanjutkan dengan proses eksport ke 
dalam format PMML. Hasil eksport dalam format PMML tampak seperti berikut : 
<?xml version=" 1. 0" ?> 
<!DOCTYPE PMML [ 
<!ELEMENT MapValuesPair EMPTY > 
<!ATTLIST MapValuesPair 
column COAT A #REQUIRED 
in CDATA #REQUIRED 
out COAT A #REQUIRED 
> 
]> 
<PMML version="2. 0"> 
<Header copyright="Copyright (c) 2001 , Oracle Corporation. All rights reserved."> 
<Application narne="Oracle 9i Data Mining" version="9.2.0"/> 
</Header> 
<DataDictionary numberOtFields=" 16"> 
<DataField narne="PERSON _ID" optype="continuous"> 
</DataField> 
<DataField name=" AGE" optype="continuous"> 
</0qtr,I:1alrl....., 
<DataField name="WORKCLASS" optype="categorical"> 
</DataField> 
<DataField name="WEIGHT" optype="continuous"> 
</DataField> 
<DataField name="EDUCA TION" optype="categorical"> 
</DataField> 
<DataField name="EDUCATION _ NUM" optype="continuous"> 
</DataField> 
<DataField name="MARIT AL _STATUS" optype="categorical"> 
</DataField> 
<DataField name="OCCUP A TION" optype="categorical"> 
</DataField> 
<DataField name="RELATJONSHIP" optype="categorical"> 
</DataField> 
<DataField name=" RACE" optype="categorical"> 
</DataField> 
<DataField name="SEX" optype="categorical"> 
</DataField> 
<DataField name="CAPIT AL _GAIN" optype="continuous"> 
</DataField> 
<DataField name=" CAPITAL_ LOSS" optype="continuous"> 
</DataField> 
<DataField name="HOURS _PER_ WEEK" optype="continuous"> 
</DataField> 
<DataField name="NATIVE _COUNTRY" optype="categorical"> 
</DataField> 




<DerivedField name=" AGE"> 
<Discretize field="AGE"> 
<DiscretizeBin binValue="l7-31.6"> 
<Interval closure="closedOpen" leftMargin=" 17. 0" rightMargin="31 . 6"/> 
</DiscretizeBin> 
<DiscretizeBin bin V alue="31. 6-46.2"> 
<Interval closure="closedOpen" leftMargin="31 . 6" rightMargin="46. 2"/> 
</DiscretizeBin> 
<DiscretizeBin binValue="46.2-60.8"> 
<Interval closure="closedOpen" leftMargin="46.2" rightMargin="60.8"/> 
</DiscretizeBin> 
<DiscretizeBin binValue="60.8-75.4"> 
<Interval closure="closedOpen" leftMargin="60.8" rightMargin="75.4"/> 
</DiscretizeBin> 
<DiscretizeBin bin V alue="75. 4-90"> 




<DerivedField name="CAPIT AL GAIN"> 
<Discretize field="CAPIT AL GAIN"> 
<DiscretizeBin binValue="0-19999.8"> 




<Interval closure=" closed Open" leftMargin=" 1. 0" rightMargin="20. 6"/> 
</DiscretizeBin> 
<DiscretizeBin bin Value="20. 6-40.2"> 
<Interval closure="closedOpen" leftMargin="20.6" rightMargin="40.2"/> 
</DiscretizeBin> 
<DiscretizeBin binValue="40.2-59.8"> 
<Interval closure="closedOpen" leftMargin="40.2" rightMargin="59.8"/> 
</DiscretizeBin> 
<DiscretizeBin binValue="59.8-79.4"> 
<Interval closure="closedOpen" leftMargin="59.8" rightMargin="79.4"/> 
</DiscretizeBin> 
<DiscretizeBin bin V alue="79. 4-99"> 






<DiscretizeBin bin Value=" 13769-230505. 8"> 
<Interval closure="closedOpen" leftMargin="13769.0" rightMargin="230505.8"/> 
</DiscretizeBin> 
<DiscretizeBin binValue="230505.8-447242.6"> 
<Interval closure="closedOpen" leftMargin="230505.8" rightMargin="447242.6"/> 
</DiscretizeBin> 
<DiscretizeBin binValue="447242.6-663979.4"> 
<Interval closure="closedOpen" leftMargin="447242.6" rightMargin="663979.4"/> 
</DiscretizeBin> 
<DiscretizeBin bin V alue="663979. 4-880716.2"> 
<Interval closure="closedOpen" leftMargin="663979.4" rightMargin="880716.2"/> 
</DiscretizeBin> 
<DiscretizeBin binValue="880716.2-1097453"> 




<DerivedField name="EDUCA TION"> 
<Map Values outputColurnn="DISPLA Y _NAME" defaultV alue="OTHER _CATEGORY"> 
<FieldColurnnPair field="EDUCA TION" colurnn="CATEGORY"/> 
<lnlineTable> 
<Extension> 
<MapValuesPair colurnn="CATEGORY" in="HS-grad" out="HS-grad"/> 
<MapValuesPair colurnn="CATEGORY" in="&lt; Bach." out="&lt; Bach."/> 
<MapValuesPair colurnn="CATEGORY" in="Bach." out="Bach."/> 
<Map V aluesPair colurnn="CATEGORY" in="Masters" out="Masters"/> 





<DerivedField name="MARITAL STATUS"> 
<Map Values outputColurnn="DISPLA Y _NAME" defaultV alue="OTHER _CATEGORY"> 




<MapValuesPair column="CATEGORY" in="Married" out="Married"/> 
<MapValuesPair column="CATEGORY" in="NeverM" out="NeverM"/> 
<MapValuesPair column="CATEGORY" in="Divorc." out="Divorc."/> 
<MapValuesPair column="CATEGORY" in="Widowed" out="Widowed"/> 





<DerivedField name="NATTVE COUNTRY"> 
<Map Values outputColumn="DISPLA Y _NAME" defaultV alue="OTHER _CATEGORY"> 
<FieldColumnPair field="NATTVE COUNTRY" column="CATEGORY"/> 
<InlineTable> 
<Extension> 
<MapValuesPair column="CATEGORY" in="U.S" out="U.S."/> 
<MapValuesPair column="CATEGORY" in="Mexico" out="Mexico"/> 
<Map ValuesPair column="CATEGORY" in=" Phil." out="Phil."/> 
<MapV aluesPair column="CATEGORY" in="EI-Sal." out="EI-Sal. "/> 





<DerivedField name="OCCUP ATION"> 
<Map Values outputColumn="DISPLA Y _NAME" defaultValue="OTHER _CATEGORY"> 
<FieldColumnPair field="OCCUP ATION" column="CATEGORY"/> 
<InlineTable> 
<Extension> 
<MapValuesPair colurnn="CATEGORY" in="Prof." out="Prof."/> 
<MapValuesPair column="CATEGORY" in="Crafts" out="Crafts"/> 
<MapValuesPair column="CATEGORY" in="Exec." out="Exec. "/> 
<MapValuesPair column="CATEGORY" in="Sales" out="Sales"/> 






<Map Values outputColurnn="DISPLA Y _NAME" defaultV alue="OTHER _CATEGORY"> 
<FieldColumnPair field="RACE" column="CATEGORY"/> 
<InlineTable> 
<Extension> 
<MapValuesPair column="CATEGORY" in="White" out="White"/> 
<MapValuesPair column="CATEGORY" in="Black" out="Black"/> 
<MapValuesPair column="CATEGORY" in="Asian" out=" Asian"/> 
<MapValuesPair column="CATEGORY" in="Aindian" out="Aindian"/> 






<Map Values outputColumn="DISPLA Y _NAME" defaultValue="OTHER _CATEGORY"> 
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<FieldColumnPair field="RELATIONSHIP" column="CATEGORY"/> 
<InlineTable> 
<Extension> 
<Map Values Pair colurnn="CA TEGORY" in="Husband" out="Husband"/> 
<MapValuesPair colurnn="CATEGORY" in="NotinFa" out="NotinFa"/> 
<MapValuesPair column="CATEGORY" in="O-child" out="O-child"/> 
<MapValuesPair colurnn="CATEGORY" in="Unrnarr." out="Unrnarr."/> 






<Map Values outputColumn="DISPLA Y _NAME" defaultV alue="OTHER _CATEGORY"> 
<FieldColumnPair field="SEX" column="CATEGORY"/> 
<InlineTable> 
<Extension> 
<MapValuesPair colurnn="CATEGORY" in="Male" out="Male"/> 






<Map Values outputColurnn="DISPLA Y _NAME" de faultY alue="OTHER _CATEGORY"> 
<FieldColumnPair field="WORKCLASS" colurnn="CATEGORY"/> 
<InlineTable> 
<Extension> 
<Map V aluesPair colurnn="CATEGORY" in="Private" out="Private"/> 
<MapValuesPair colurnn="CATEGORY" in="SelfENI" out="SelfENI"/> 
<Map V aluesPair colurnn="CA TEGORY" in="Loc-gov" out="Loc-gov"/> 
<MapValuesPair column="CATEGORY" in="SeltEI" out="SeltEI"/> 







<NaiveBayesModel mode!Name="IMPORT _ Ull _NAIVE_ BAYES" threshold="O. 00000 I" 
functionName="classification"> 
<MiningSchema> 
<MiningField name= "AGE" usageType ="active"/> 
<MiningField name = "WORKCLASS" usageType = "active"/> 
<MiningField name = "WEIGHT" usageType = "active"/> 
<MiningField name = "EDUCATION" usageType = "active"/> 
<MiningField name = "EDUCATION_NUM" usageType ="active"/> 
<MiningField name = "MARITAL_STATUS" usageType = "active"/> 
<Miningfield name = "OCCUPATION" usage Type= "active"/> 
<Miningfield name = "RELATIONSHIP" usageType = "active"/> 
<MiningField name = "RACE" usage Type = "active"/> 
<Miningfield name = "SEX" usageType = "active"/> 
<Miningfield name = "CAPITAL_ GAIN" usageType = "active"/> 
<Miningfield name = "CAPIT AL_LOSS" usageType = "active"/> 
<Miningfield name = "HOURS_PER_ WEEK" usageType ="active"/> 
<MiningField name = ''NATIVE_COUNTRY" usageType ="active"/> 
<MiningField name = "CLASS" usageType = "predicted"/> 
<MiningField name = "PERSON_ID" usageType = "supplementary"/> 
<IMiningSchema> 
<Bayeslnputs> <Bayeslnput fieldName="CAPIT AL _LOSS"> <PairCounts value="1560-
2340"> <TargetValueCounts> <TargetValueCount value="O" count="50"/> 
<T argetV alueCount value=" 1" count=" 48 "/> <ff argetV alueCounts> </PairCounts> 
<PairCounts value="0-780"> <TargetValueCounts> <TargetValueCount value="O" 
count="2212"/> <TargetValueCount value="1" count="604"/> </TargetValueCounts> 
</PairCounts> </Bayeslnput> <Bayeslnput fieldName="HOURS _PER_ WEEK"> 
<PairCounts value="l-20.6"> <TargetValueCounts> <TargetValueCount value="O" 
count="222"/> </TargetValueCounts> </PairCounts> <PairCounts value="20.6-40.2"> 
<TargetV alueCounts> <TargetV alueCount value="O" count=" 1541 "/> 
<TargetV alueCount value=" 1" count="339"/> </TargetV alueCounts> </PairCounts> 
<PairCounts value="40.2-59.8"> <TargetValueCounts> <TargetValueCount value="O" 
count="383"/> <TargetValueCount value="1" count="239"/> </TargetValueCounts> 
</PairCounts> <PairCounts value="59.8-79.4"> <TargetValueCounts> 
<TargetValueCount value="O" count="99"/> <TargetValueCount value="1" count="69"/> 
<ffargetValueCounts> </PairCounts> </Bayeslnput> <Bayeslnput 
fieldName="MARIT AL STATUS"> <PairCounts value="Divorc. "> 
<TargetValueCounts> <TargetValueCount value="O" count="372"/> 
<TargetValueCount value=" I" count="31 "/> <ffargetValueCounts> </PairCounts> 
<PairCounts value="Married"> <TargetValueCounts> <TargetValueCount value="O" 
count="769"/> <TargetValueCount value="1" count="588"/> </TargetValueCounts> 
</PairCounts> <PairCounts value="NeverM"> <TargetValueCounts> 
<TargetValueCount value="O" count="913"/> <TargetValueCount value=" I" 
count="38"/> </TargetValueCounts> </PairCounts> <PairCounts value="Widowed"> 
<TargetValueCounts> <TargetValueCount value="O" count="99"/> 
</TargetValueCounts> </PairCounts> <PairCounts value="Separ."> 
<TargetV alueCounts> <TargetV alueCount value="O" count="87"/> 
<ffargetValueCounts> </PairCounts> <PairCounts value="OTHER_CATEGORY"> 
<TargetValueCounts> <TargetValueCount value="O" count="32"/> 
<ffargetValueCounts> </PairCounts> </Bayeslnput> <Bayeslnput 
fieldName="NATIVE _COUNTRY"> <PairCounts value="OTHER _CATEGORY"> 
<TargetValueCounts> <TargetValueCount value="O" count="110"/> 
</TargetValueCounts> </PairCounts> <PairCounts value=" U.S."> 
<TargetV alueCounts> <TargetV alueCount value="O" count="2049"/> 
<TargetValueCount value="l" count="613"/> </TargetValueCounts> </PairCounts> 
<PairCounts value="Mexico"> <TargetValueCounts> <TargetValueCount value="O" 
count="51 "/> </TargetValueCounts> </PairCounts> </Bayeslnput> <Bayeslnput 
fieldName="SEX"> <PairCounts value="Female"> <TargetValueCounts> 
<TargetValueCount value="O" count="898"/> <TargetValueCount value="1" 
count="85"/> </TargetValueCounts> </PairCounts> <PairCounts value="Male"> 
<TargetValueCounts> <TargetValueCount value="O" count="1374"/> 
<TargetValueCount value=" I" count="583"/> <ffargetValueCounts> </PairCounts> 
</Bayeslnput> <Bayeslnput fieldName="WORKCLASS"> <PairCounts value="Loc-gov"> 
<TargetValueCounts> <TargetValueCount value="O" count="162"/> 
<TargetValueCount value="1" count=" 56"/> <ffargetValueCounts> </PairCounts> 
<PairCounts value="Selffil"> <TargetV alueCounts> <TargetV alueCount value="O" 
count="66"/> <TargetValueCount value="1" count="64"/> </TargetValueCounts> 
</PairCounts> <PairCounts value="Sta-gov"> <TargetValueCounts> 
<TargetValueCount value="O" count="82"/> <ffargetValueCounts> </PairCounts> 
<PairCounts value="OTHER CATEGORY"> <TargetV alueCounts> 
<TargetValueCount value="O" count=" 57"/> <TargetValueCount value="] II count="32"/> 
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</TargetValueCounts> <JPairCounts> <PairCounts value="Private"> 
<TargetValueCounts> <TargetValueCount value="O" count="1571 "/> 
<TargetValueCount value=" I" count="423"/> </TargetValueCounts> </PairCounts> 
<PairCounts value="SelfENI"> <TargetV alueCounts> <TargetV alueCount value="O" 
count=" 182"/> <TargetV alueCount value=" 1" count="54"/> </TargetV alueCounts> 
</PairCounts> </Bayeslnput> <Bayeslnput fieldName="AGE"> <PairCounts value="46.2-
60.8"> <TargetValueCounts> <TargetValueCount value="O" count="393"/> 
<TargetV alueCount value=" 1" count="207"/> </TargetV alueCounts> </PairCounts> 
<PairCounts value="17-31.6"> <TargetValueCounts> <TargetValueCount value="O" 
count="932"/> <TargetValueCount value="1" count="62"/> </TargetValueCounts> 
</PairCounts> <PairCounts value="31 . 6-46. 2"> <TargetV alueCounts> 
<TargetValueCount value="O" count="771 "/> <TargetValueCount value="1" 
count="348"/> </TargetValueCounts> </PairCounts> <PairCounts value="60.8-75.4"> 
<TargetValueCounts> <TargetValueCount value="O" count="164"/> 
<TargetValueCount value=" I" count="49"/> </TargetValueCounts> </PairCounts> 
</Bayeslnput> <Bayeslnput fieldName="CAPIT AL _GAIN"> <PairCounts value="0-
19999.8"> <TargetValueCounts> <TargetValueCount value="O" count="2272"/> 
<TargetValueCount value=" I" count="649"/> </TargetValueCounts> </PairCounts> 
</Bayeslnput> <Bayeslnput fieldName="EDUCATION"> <PairCounts value="&lt; 
Bach."> <TargetValueCounts> <TargetValueCount value="O" count=" 56!"/> 
<TargetValueCount value="l" count="l20"/> <!TargetValueCounts> <JPairCounts> 
<PairCounts value=" Assoc-V"> <TargetV alueCounts> <TargetV alueCount value="O" 
count="98"/> <TargetValueCount value="1" count="34"/> </TargetValueCounts> 
<JPairCounts> <PairCounts value=" OTHER_ CATEGORY"> <TargetV alueCounts> 
<TargetValueCount value="O" count="4l3"/> <TargetValueCount value="l" 
count=" 11 0"/> </TargetV alueCounts> </PairCounts> <PairCounts value="HS-grad"> 
<TargetValueCounts> <TargetValueCount value="O" count="859"/> 
<TargetValueCount value="l" count="l38"/> </TargetValueCounts> </PairCounts> 
<PairCounts value="Bach."> <TargetValueCounts> <TargetValueCount value="O" 
count="264"/> <TargetValueCount value="1" count="191 "/> </TargetValueCounts> 
</PairCounts> <PairCounts value="Masters"> <TargetValueCounts> 
<TargetValueCount value="O" count="77"/> <TargetValueCount value="1" count="75"/> 
</TargetValueCounts> <JPairCounts> </Bayeslnput> <Bayeslnput 
fieldName="EDUCATION_NUM"> <PairCounts value="4-7"> <TargetValueCounts> 
<TargetValueCount value="O" count="l60"/> </TargetValueCounts> </PairCounts> 
<PairCounts value="7-10"> <TargetValueCounts> <TargetValueCount value="O" 
count="980"/> <TargetValueCount value="1" count="153"/> </TargetValueCounts> 
</PairCounts> <PairCounts value="l0-13 "> <TargetV alueCounts> 
<TargetValueCount value="O" count="724"/> <TargetValueCount value="1" 
count=" 177"/> </TargetV alueCounts> </PairCounts> <PairCounts value="B-16"> 
<TargetValueCounts> <TargetValueCount value="O" count="370"/> 
<TargetValueCount value="!" count="323"/> </TargetValueCounts> <JPairCounts> 
<PairCounts value="l-4"> <TargetValueCounts> <TargetValueCount value="O" 
count="38"/> </TargetValueCounts> </PairCounts> </Bayeslnput> <Bayeslnput 
fieldName="OCCUP A TION"> <PairCounts value="Sales"> <TargetV alueCounts> 
<TargetValueCount value="O" count="249"/> <TargetValueCount value="1" 
count="88"/> </TargetValueCounts> </PairCounts> <PairCounts value="Cleric. "> 
<TargetValueCounts> <TargetValueCount value="O" count="296"/> 
<TargetValueCount value=" I" count="38"/> </TargetValueCounts> </PairCounts> 
<PairCounts value="Prof. "> <TargetValueCounts> <TargetValueCount value="O" 
count="241 "/> <TargetValueCount value=" I" count="153"/> </TargetValueCounts> 
</PairCounts> <PairCounts value="Crafts"> <TargetValueCounts> 
<TargetValueCount value="O" count="271 "/> <TargetValueCount value="1" 
count="83"/> </TargetValueCounts> </PairCounts> <PairCounts value="Exec."> 
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<PairCounts value="OTHER CATEGORY"> <TargetValueCounts> 
<TargetValueCount value="O" count="883"/> <TargetValueCount value=" I" 
count="l2l"/> <ffargetValueCounts> </PairCounts> </Bayeslnput> <Bayeslnput 
fieldName="RACE"> <PairCounts value="Black"> <TargetValueCounts> 
<TargetValueCount value="O" count="294"/> <ffargetValueCounts> </PairCounts> 
<PairCounts value=" Asian"> <TargetV alueCounts> <TargetV alueCount value="O" 
count="63"/> <ffargetValueCounts> </PairCounts> <PairCounts value="White"> 
<TargetValueCounts> <TargetValueCount value="O" count="1862"/> 
<rargetV alueCount value=" I" count="615"/> <ffargetV alueCounts> </PairCounts> 
</Bayeslnput> <Bayeslnput fieldName="RELATIONSHfP"> <PairCounts 
value="Husband"> <TargetValueCounts> <TargetValueCount value="O" 
count="662"/> <TargetValueCount value=" I" count="534"/> <ffargetValueCounts> 
</PairCounts> <PairCounts value="Notinfa"> <TargetValueCounts> 
<TargetValueCount value="O" count="681 "/> <TargetV alueCount value=" 1" 
count="68"/> </TargetValueCounts> </PairCounts> <PairCounts value="Unmarr. "> 
<TargetV alueCounts> <TargetValueCount value="O" count="319"/> 
<ffargetValueCounts> <!PairCounts> <PairCounts value=" OTHER_ CATEGORY"> 
<TargetValueCounts> <TargetValueCount value="O" count="88"/> 
<ffargetValueCounts> </PairCounts> <PairCounts value="O-child"> 
<TargetValueCounts> <TargetValueCount value="O" count="435"/> 
</TargetValueCounts> </PairCounts> <PairCounts value="Wife"> 
<rargetValueCounts> <TargetValueCount value="O" count="87"/> 
<TargetValueCount value=" I" count=" 52"/> </TargetValueCounts> </PairCounts> 
</Bayeslnput> <Bayeslnput fieldName="WEIGHT"> <PairCounts value="447242.6-
663979.4"> <TargetValueCounts> <TargetValueCount value="O" count="50"/> 
<ffargetValueCounts> </PairCounts> <PairCounts value="13769-230505.8"> 
<TargetValueCounts> <TargetValueCount value="O" count="l638"/> 
<TargetV alueCount value=" I" count="498"/> </TargetV alueCounts> </PairCounts> 
<PairCounts value="230505. 8-447242. 6"> <rargetV alueCounts> <TargetV alueCount 
value="O" count="578"/> <TargetValueCount value=" I" count=" I 54"/> 
<ffargetValueCounts> </PairCounts> </Bayeslnput></Bayeslnputs><BayesOutput 
fieldName="CLASS"> <TargetValueCounts> <TargetValueCount value="l" 
count="668"/> <TargetValueCount value="O" count="2272"/> 
<ff argetV alueCounts></BayesOutput></NaiveBayesModel> 
<IPMML> 
Gambar 5.09 Ouput Eksport ke PMML dari Naive Bayes 
5.3 Proses Import 
Uji coba ini dilakukan dengan melakukan perubahan pada berkas output yang 
sudah dalam bentuk PMML. Berkas PMML yang diimport adalah berkas hasil 
proses pemodelan dan eksport yang sudah dilakukan sebelumnya. 
Apabila digambarkan skenario uji coba dari proses import model tampak 
sebagai berikut : 
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Perubahan pada berkas model PMML dilakukan terhadap nama model 
sedangkan properti yang lain dibiarkan seperti hasil eksport. 
5.3.1 Kaidah Asosiasi 
Perubahan itu dilakukan terhadap nilai pada tag mode/Name. Tag tampak 
seperti berikut : 
<Associ ati onModel modeiName="UJI_ TRANSAKSIONAL" 
functionName="associationRules" numberOITransactions="6" 
maxNumberOfltemsPerT A="5" avgNumberOfltemsPerT A="3.8333333" 
minimumSupport="0.5" minimum Confidence=" 1.0" number0fltems="5" 
number0fltemsets="l9" numberOtR.ules="l5"> 
Gambar 5.11 Tag PMML sebelum Perubahan 
Perubahan tampak seperti berikut : 
<AssociationModel mode!Name="IMPORT _ UJI _ TRANSAKSIONAL" 
functionName="associationRules" number0ffransactions="6" 
maxNumberOfltemsPerT A="5" avgNumberOfltemsPerT A="3. 8333333" 
minimumSupport="O. 5" minimumCon:fidence=" 1. 0" number0fltems="5" 
numher0fltemsets="1 9" numherOfRules=" 15"> 
Gambar 5.12 Tag PMML setelah Perubahan 
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Perubahan hanya dilakukan terhadap nama model karena item-item yang lain 
pada berkas PMML merupakan seting dari model tersebut. Perubahan pada suatu 
seting berpengaruh pada seting yang lain. 
Setelah dilakukan proses import maka didapatkan hasil seperti berikut : 
VIew Rules 
ModeiDetil 
Model Name . IMPORT _UJI_TRANSAKSION... ,.. Qet Attributes 
Min Support: 0.5 
Min Confidence : 1.0 
Number Of Rules : 15 
Get Association Rules : 
Bet\11/een Any Attributes ..,.. and Any Attributes .... 
Qe!Rules 
ld If (Condition) Then (Associa ... Confidence Support 
15 C=1 and T=1 ... A=1 1.0 0.5 
14 A=1 andT=1 a . C=1 1.0 0.5 
13 A=l and C=l ... W=l 1.0 0.5 
7 T=t andW=1 A=1 1.0 0.5 
6 A=1 and 0=1 C=1 1.0 0.5 
9 T=1 and T=1 C=1 1.0 0.5 
12 W=t andW=1 C=1 1.0 0.5 
8 A=l andT=l W=l 1.0 0.5 
10 A=1 andW=1 C=1 1.0 0.6666667 
11 A=1 and C=1 W=1 1.0 0.6666667 
2 A=1 C=1 1.0 0.6666667 
- __ '" ____ 
Gambar 5.13 Output Proses Import Model PMML 
Dari proses import tampak bahwa proses import menghasilkan model yang 
sama dengan model yang dieksport. 
5.3.2 Naive Bayes 
Proses import ini dilakukan terhadap berkas PMML yang sudah disebutkan 
pada Gam bar Output Eksport ke PMML dari Tabel 
CENSUS_2D_BUILD_UNBINNED. Perubahan dilakukan terhadap nama model. 
Dengan mempergunakan alat bantu ODMBrowser maka didapatkan hasil seperti 
berikut : 
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+ L Results 
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Gambar 5.14 Output Proses Import dengan ODMBrowser 
Tampak proses import menghasilkan model yang sama dengan hasil 
pembuatan model. 
BABVI 
KESIMPULAN DAN SARAN 
BABVI 
KESIMPULAN DAN SARAN 
Pada Bah ini dijelaskan mengenai kesimpulan yang di dapat dari serangkaian 
ujicoba dan evaluasi terhadap perangkat lunak yang telah dibangun. Juga 
diberikan saran bagi pengembangan lebih lanjut dari perangkat lunak ini. 
6.1 Kesimpulan 
Dari hasil uji coba perangkat lunak yang telah dilakukan , maka dapat diambil 
kesimpulan seperti berikut : 
a. Berdasarkan uji coba proses pemodelan Kaidah Asosiasi dari Oracle9i Data 
Mining menghasilkan nilai yang sesuai hila dibandingkan dengan nilai dari 
perhitungan manual. Hal ini berlaku untuk model yang dibentuk dari tabel 
transaksional maupun model dari non-transaksional. Namun, untuk data yang 
besar, proses mengalarni kesalahan hila digunakan konfigurasi rmrumum 
support dan minimum confidence bernilai lebih dari 0 .1 . 
b. Berdasarkan uji coba eksport model Kaidah Asosiasi dihasilkan bentuk model 
PMML yang sama untuk data transaksional maupun data non-transaksional. 
c. Berdasarkan uji coba, jika suatu model dieksport kemudian hasil eksportnya 
diimport, maka hasil import menghasilkan model yang sama dengan model 
asal yang dieksport. Hal ini berlaku untuk model Kaidah Asosiasi maupun 
model Naive Bayes. 
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d. Berdasarkan uji coba, pembuatan model Naive Bayes menghasilkan model 
yang sama untuk tabel transaksional maupun non-transaksional. 
6.2 Saran 
Perangkat lunak ini dapat dikembangkan terutama untuk pemodelan Naive 
Bayes, tidak hanya sebatas pembuatan model atau bisa disebut modeling, tapi bisa 
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