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ON NONLINEAR SCHRO¨DINGER EQUATIONS WITH REPULSIVE
INVERSE-POWER POTENTIALS
VAN DUONG DINH
Abstract. In this paper, we consider the Cauchy problem for the nonlinear Schro¨dinger equations with
repulsive inverse-power potentials
i∂tu+∆u− c|x|
−σu = ±|u|αu, c > 0.
We study the local and global well-posedness, finite time blow-up and scattering in the energy spaceH1 for the
equation. These results extend a recent work of Miao-Zhang-Zheng [Nonlinear Schro¨dinger equation
with coulomb potential, arXiv:1809.06685] to a general class of inverse-power potentials and higher
dimensions.
1. Introduction
We consider the Cauchy problem for the nonlinear Schro¨dinger equations with repulsive inverse-power
potentials {
i∂tu+∆u− c|x|−σu = ±|u|αu, (t, x) ∈ R× Rd,
u(0) = u0,
(1.1)
where u : R× Rd → C, u0 : Rd → C, c > 0, 0 < σ < min{2, d} and α > 0. The plus and minus signs in front
of the nonlinearity correspond to the defocusing and focusing cases respectively.
This paper is motivated by recent works of Mizutani [30] and Miao-Zhang-Zheng [29] where the authors
investigate the effect of slowly decaying potentials in linear and nonlinear Schro¨dinger equations. In [30],
global-in-time Strichartz estimates for a class of slowly decaying potentials including the repulsive inverse-
power potentials c|x|−σ , c > 0 and 0 < σ < 2 was shown in dimensions d ≥ 3. In [29], the Cauchy problem
including the global well-posedness, finite time blow-up and scattering in the energy spaceH1 for the nonlinear
Schro¨dinger equation with coulomb potential c|x|−1, c ∈ R was studied in dimension 3.
The Schro¨dinger equations with inverse-power potentials have attracted a lot of interest in the past decades
(see e.g. [3,4,10,13,23–25,28,31,44,45] for the inverse-square potential σ = 2, [2,6,19,26,27,29] for the coulomb
potential σ = 1, and [15, 17, 30] for the slowly decaying potentials 0 < σ < 2).
In this paper, we will study the Cauchy problem for (1.1) in the energy space H1. Before stating our
results, let us recall some facts for the nonlinear Schro¨dinger equation without potential, i.e. c = 0, namely{
i∂tu+∆u = ±|u|αu, (t, x) ∈ R× Rd,
u(0) = u0.
(1.2)
We first note that (1.2) enjoys the following scaling invariance
uλ(t, x) := λ
2
αu(λ2t, λx), λ > 0.
This scaling leaves the H˙γc-norm of initial data invariant, i.e. ‖uλ(0)‖H˙γc = ‖u0‖H˙γc , where
γc :=
d
2
− 2
α
. (1.3)
When γc = 0 or α =
4
d
, (1.2) is called mass-critical. When 0 < γc < 1 or
4
d
< α < 4
d−2 if d ≥ 3 ( 4d < α <∞
if d = 1, 2), (1.2) is called intercritical, and when γc = 1 or α =
4
d−2 and d ≥ 3, (1.2) is called energy-critical.
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For sufficiently regular initial data, says e.g. u0 ∈ H1, the equation (1.2) has the following conserved
quantities
M(u(t)) :=
ˆ
|u(t, x)|2dx =M(u0),
E0(u(t)) :=
1
2
ˆ
|∇u(t, x)|2dx± 1
α+ 2
ˆ
|u(t, x)|α+2dx = E0(u0).
Let us briefly recall the global well-posedness in H1 for (1.2). In the energy-subcritical case, i.e. 0 < α < 4
d−2
if d ≥ 3 (0 < α <∞ if d = 1, 2), it follows from the local theory that the time of existence depends only on
the H1-norm of initial data. Thus, by the conservation of mass, the local solutions can be extended globally
in time if one has the uniform bound ‖∇u(t)‖L2 ≤ C for any t in the existence time. In the defocusing case,
this uniform bound follows immediately from the conservation of energy. While in the focusing case, one
makes use of the sharp Gagliardo-Nirenberg inequality
‖f‖α+2
Lα+2
≤ CGN‖∇f‖
dα
2
L2
‖f‖
4−(d−2)α
2
L2
, f ∈ H1,
where the sharp constant CGN is attained by a function Q which is the unique (up to symmetries) positive
radial solution to the elliptic equation
∆Q−Q+ |Q|αQ = 0 (1.4)
to obtain the uniform bound for
• 0 < α < 4
d
;
• α = 4
d
and ‖u0‖L2 < ‖Q‖L2;
• 4
d
< α < 4
d−2 if d ≥ 3 ( 4d < α <∞ if d = 1, 2) and
E0(u0)M
βc(u0) < E0(Q)M
βc(Q), ‖∇u0‖L2‖u0‖βcL2 < ‖∇Q‖L2‖Q‖βcL2,
where
βc :=
1− γc
γc
=
4− (d− 2)α
dα− 4 . (1.5)
In the energy-critical case, i.e. α = 4
d−2 and d ≥ 3, the local theory asserts that the time of existence depends
not only on the H1-norm of initial data but also on its profile. The global well-posedness is therefore more
difficult. In the defocusing case, the global well-posedness and scattering for any data in H˙1 was shown in
celebrated papers of Colliander-Keel-Staffilani-Takaoka-Tao [8], Ryckman-Visan [36] and Visan [41]. In the
focusing case, the global well-posedness and scattering was first proved by Kenig-Merle [21] in dimensions
3, 4, 5 for radial initial data u0 ∈ H˙1 satisfying
E0(u0) < E0(W ), ‖∇u0‖L2 < ‖∇W‖L2, (1.6)
where
W (x) =
(
1 +
|x|2
d(d− 2)
)− d−22
(1.7)
solves the elliptic equation
∆W + |W | 4d−2W = 0. (1.8)
Later, Killip-Visan [22] extended this result to dimensions greater than or equal to 5 and for any initial
data u0 ∈ H˙1 (not necessary radial) satisfying (1.6). Recently, Dodson [14] improved the result of [21] for
non-radial initial data in H˙1 in the fourth dimensional case.
We now turn our attention to (1.1). Due to the appearance of inverse-power potentials, the equation (1.1)
does not enjoy the scaling invariance. However, for initial data u0 ∈ H1, the equation (1.1) still has the
conservation of mass and energy
M(u(t)) :=
ˆ
|u(t, x)|2dx =M(u0),
E(u(t)) :=
1
2
ˆ
|∇u(t, x)|2dx+ c
2
ˆ
|x|−σ|u(t, x)|2dx± 1
α+ 2
ˆ
|u(t, x)|α+2dx = E(u0).
(1.9)
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In the energy-subcritical case, the local well-posedness (LWP) in H1 for (1.1) can be shown easily by using
the energy method which does not use Strichartz estimates (see Proposition 3.2). This method allows us to
show the existence of local solutions in any dimensions d ≥ 1. However, we do not know whether or not the
local solutions belong to Lploc((−T∗, T ∗),W 1,q) for any Schro¨dinger admissible pair (p, q), where (−T∗, T ∗) is
the maximal time interval. To ensure the local solutions satisfying this property, we make use of Strichartz
estimates for the free Schro¨dinger operator eit∆ and view the potential as a nonlinear perturbation term.
Due to the appearance of singular potential |x|−σ which does not belong to any Lebesgue spaces, a good
way is to use Strichartz estimates in Lorentz spaces. It leads to a restriction on the validity of σ and d (see
Proposition 3.3) which comes from Sobolev embeddings in Lorentz spaces (see Corollary 2.5). Another way
to show the LWP in H1 is to use Strichartz estimates for the Schro¨dinger operator e−itHc (see after (1.17)
for the meaning of Hc) and the equivalence between the usual Sobolev norms and the ones associated to Hc,
namely
‖〈Hc〉 u‖Lq ∼ ‖ 〈∇〉u‖Lq , 1 < q <
2d
σ
. (1.10)
Due to the requirement of the Sobolev norms equivalence, we are not able to show the local solutions
satisfying Lploc((−T∗, T ∗),W 1,q) for any Schro¨dinger admissible pair (p, q). As in the usual local theory, the
above methods give the blow-up alternative, that is if the maximal time of existence is finite, then the
kinetic energy ‖∇u(t)‖2L2 goes to infinity as time tends to the maximal value. This allows us to obtain global
solutions by extending the local ones as long as we have the uniform bound supt∈(−T∗,T∗) ‖∇u(t)‖L2 ≤ C for
some constant C > 0.
In the energy-critical case, the energy method does not work, we thus rely mainly on Strichartz estimates.
Using Strichartz estimates for e−itHc and the Sobolev norms equivalence (1.10), we show the existence of
local H1 solutions (see Proposition 3.4). However, the time of existence depends not only on the H1-norm
of initial data but also on its profile. This implies that even we have a uniform control on the kinetic energy,
we cannot obtain global solutions simply by extending the local ones as in the energy-subcritical case. The
interest of this method is that we are able to show the global well-posedness and scattering in H1 for small
initial data. Another interesting method is to use Strichartz estimates for eit∆ and view the potential as a
nonlinear energy-subcritical perturbation term. The pertubation argument of Zhang [43] allows us to show
the “good” local well-posedness for (1.1) in the energy-critical case. Here the “good” LWP means that the
time of existence depends only on the H1-norm of the initial data. This facts allows us to extend local
solutions to global ones provided that the uniform bound on the kinetic energy holds. The idea of this
perturbation argument is as follows. Since the energy-critical (1.1), i.e. α = 4
d−2 and d ≥ 3, is invariant
under the time translation, it suffices to show the well-posedness on the time interval [0, T ] for some small
T = T (‖u0‖H1) depending only on the H1-norm of initial data. On the time interval [0, T ], we approximate
(1.1) by the energy-critical (1.2), namely{
i∂tv +∆v = ±|v| 4d−2 v, (t, x) ∈ R× Rd,
v(0) = u0.
(1.11)
which is globally well-posed in the defocusing case (see [8,36,41]) for any initial data in H1 and in the focusing
case (see [14, 21, 22]) for initial data in H1 satisfying
E0(u0) < E0(W ), ‖∇u0‖L2 < ‖∇W‖L2,
and an additional radial assumption when d = 3. By choosing T small enough depending only on ‖u0‖H1 , we
can show that the difference problem of u − v with zero initial data is solvable and the solution stays small
on [0, T ]. We refer the reader to Section 3 for more details on the local well-posedness results.
Concerning the global well-posedness for (1.1) in the energy space H1, we have the following result.
Theorem 1.1 (Global well-posedness). Let c > 0 and u0 ∈ H1. Suppose that
• in the defocusing case:
– (Energy-subcritical case) 0 < σ < min{2, d} and 0 < α < 4
d−2 if d ≥ 3 (0 < α <∞ if d = 1, 2);
– (Energy-critical case) 0 < σ < 2 if d ≥ 4 (0 < σ < 32 if d = 3) and α = 4d−2 ;
• in the focusing case:
– (Mass-subcritical case) 0 < σ < min{2, d} and 0 < α < 4
d
;
– (Mass-critical case) 0 < σ < min{2, d}, α = 4
d
and ‖u0‖L2 < ‖Q‖L2;
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– (Intercritical case) 0 < σ < min{2, d}, 4
d
< α < 4
d−2 if d ≥ 3 ( 4d < α <∞ if d = 1, 2) and
E(u0)M
βc(u0) < E0(Q)M
βc(Q), ‖∇u0‖L2‖u0‖βcL2 < ‖∇Q‖L2‖Q‖βcL2; (1.12)
– (Energy-critical case) 0 < σ < 2 if d ≥ 4 (0 < σ < 32 if d = 3), α = 4d−2 and
E(u0) < E0(W ), ‖∇u0‖L2 < ‖∇W‖L2, (1.13)
and when d = 3 we assume in addition that u0 is radially symmetric.
Then there exists a unique global solution to (1.1). Moreover, the global solution u satisfies for 0 < σ < 2 if
d ≥ 4 (0 < σ < 32 if d = 3) and any compact interval J ⊂ R,
sup
(p,q)∈S
‖u‖Lp(J,W 1,q) ≤ C(‖u0‖H1 , |J |), (1.14)
where (p, q) ∈ S means that (p, q) is a Schro¨dinger admissible pair.
The proof of Theorem 1.1 is based on the “good” local well-posedness for (1.1) in H1 in which the time of
existence depends only on the H1-norm of initial data and the uniform bound ‖∇u(t)‖L2 ≤ C for any t in the
existence time. In the energy-subcritical case, the “good” local well-posedness coincides with the usual local
well-posedness. In the energy-critical case, this “good” local well-posedness is proved using the argument of
Zhang [43] as mentioned above. The bound (1.14) follows from the local well-posedness by using Strichartz
estimates for eit∆ in Lorentz spaces (see Proposition 3.3 and Proposition 3.5).
Although we mainly focus on the repulsive inverse-power potentials, we also have the following global
well-posedness in the energy space for the attractive inverse-power potentials.
Proposition 1.2. Let c < 0 and u0 ∈ H1. Suppose that
• in the defocusing case:
– (Energy-subcritical case) 0 < σ < min{2, d} and 0 < α < 4
d−2 if d ≥ 3 (0 < α <∞ if d = 1, 2);
– (Energy-critical case) 0 < σ < 2 if d ≥ 4 (0 < σ < 32 if d = 3) and α = 4d−2 ;
• in the focusing case:
– (Mass-subcritical case) 0 < σ < min{2, d} and 0 < α < 4
d
;
– (Mass-critical case) 0 < σ < min{2, d}, α = 4
d
and ‖u0‖L2 < ‖Q‖L2.
Then there exists a unique global solution to (1.1). Moreover, the global solution u satisfies for 0 < σ < 2 if
d ≥ 4 (0 < σ < 32 if d = 3) and any compact interval J ⊂ R,
sup
(p,q)∈S
‖u‖Lp(J,W 1,q) ≤ C(‖u0‖H1 , |J |),
where (p, q) ∈ S means that (p, q) is a Schro¨dinger admissible pair.
As a complement for the global well-posedness given in Theorem 1.1, we have the following finite time
blow-up in the energy space H1 for (1.1) in the focusing case.
Theorem 1.3 (Blow-up). Let c > 0 and u0 ∈ H1. Suppose that
• (Mass-critical case) 0 < σ < min{2, d}, α = 4
d
, |x|u0 ∈ L2 with d ≥ 1 or u0 is radial with d ≥ 2 and
E(u0) < 0;
• (Intercritical case) 0 < σ < min{2, d}, 4
d
< α < 4
d−2 if d ≥ 3 ( 4d < α < ∞ if d = 1, 2), |x|u0 ∈ L2
with d ≥ 1 or u0 is radial with d ≥ 2 and E(u0) < 0 or if E(u0) ≥ 0, we assume that
E(u0)M
βc(u0) < E0(Q)M
βc(Q), ‖∇u0‖L2‖u0‖βcL2 > ‖∇Q‖L2‖Q‖βcL2, (1.15)
and in the case u0 is radial we assume in addition that α ≤ 4;
• (Energy-critical case) 0 < σ < 2 if d ≥ 4 (0 < σ < 32 if d = 3), α = 4d−2 , |x|u0 ∈ L2 or u0 is radial
and E(u0) < 0 or if E(u0) ≥ 0, we assume that
E(u0) < E0(W ), ‖∇u0‖L2 > ‖∇W‖L2. (1.16)
Then the corresponding solution to (1.1) in the focusing case blows up in finite time.
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The proof of Theorem 1.3 is based on the virial identity and localized virial estimates related to (1.1) in the
focusing case. This result extends the well-known finite time blow-up of the focusing nonlinear Schro¨dinger
equation without potential. The only different point is that we are not able to prove the finite time blow-up
for the focusing 1D mass-critical (1.1) due to the lack of scaling invariance. We refer the reader to Section 5
and Section 7 for more details.
Our last result is the scattering in the energy space H1 for (1.1) in the defocusing case. To state this
result, we first notice that for d ≥ 3, the potential c|x|−σ with c > 0 and 0 < σ < 2 generates a symmetric
quadratic form on Q(−∆) = H1. This quadratic form satisfies for any a > 0, there exists b ∈ R such that〈
ϕ, c|x|−σϕ〉 ≤ a 〈ϕ,−∆ϕ〉+ b 〈ϕ, ϕ〉 , ∀ϕ ∈ D(−∆) = H2. (1.17)
By the KLMN Theorem (see e.g. [35, Theorem X.17]), there exists a unique self-adjoint extension of −∆+
c|x|−σ in L2, denoted by Hc, whose domain form is Q(−∆) and its core is C∞0 (Rd). To see (1.17), we recall
the Hardy’s inequality that for d ≥ 3,(
d− 2
2
)2 ˆ
|x|−2|ϕ(x)|2dx ≤
ˆ
|∇ϕ(x)|2dx, ∀ϕ ∈ H1.
Now given any a > 0, we choose R > 0 such that c|x|−σ ≤ a (d−22 )2 |x|−2 for all |x| ≤ R. This together with
Hardy’s inequality imply that for any ϕ ∈ D(−∆) = H2,〈
ϕ, c|x|−σϕ〉 = ˆ c|x|−σ|ϕ(x)|2dx ≤ a(d− 2
2
)2 ˆ
|x|≤R
|x|−2|ϕ(x)|2dx+ cR−σ
ˆ
|x|>R
|ϕ(x)|2dx
≤ a
ˆ
|∇ϕ(x)|2dx + cR−σ
ˆ
|ϕ(x)|2dx
= a 〈ϕ,−∆ϕ〉+ cR−σ 〈ϕ, ϕ〉 .
This shows (1.17) with b = cR−σ.
Recently, Mizutani [30] proved global-in-time Strichartz estimates for a class of slowly decaying potentials
including the repulsive inverse-power potentials c|x|−σ with c > 0 and 0 < σ < 2 in dimensions d ≥ 3. These
global estimates allow us to study the long time behavior of global solutions to (1.1). As a consequence of
these global estimates and the Sobolev norms equivalence (1.10), one can show easily the small data scattering
for (1.1) (see e.g. Proposition 3.4 for the energy-critical case). Note that the Sobolev norm equivalence (1.10)
follows from the generalized Hardy’s inequality (see e.g. [44]) and the Gaussian upper bound of the kernel of
the heat operator e−tHc . We refer the reader to Section 2 for more details.
For large data, we have the following asymptotic completeness (or energy scattering) for (1.1) in the
defocusing intercritical case.
Theorem 1.4 (Energy scattering). Let d ≥ 3, c > 0, 0 < σ < 2 and 4
d
< α < 4
d−2 . Let u0 ∈ H1 and u be the
corresponding global solution to (1.1) in the defocusing case. Then there exists u±0 ∈ H1 such that
lim
t→±∞
‖u(t)− e−itHcu±0 ‖H1 = 0.
The proof of this result is based on global-in-time Strichartz estimates, the interaction Morawetz inequality
‖|∇|−d−32 u‖L4(J,L4) ≤ C‖u‖
3
4
L∞(J,L2)‖∇u‖
1
4
L∞(J,L2) (1.18)
and the Sobolev norm equivalence (1.10). The interaction Morawetz inequality (1.18) for (1.1) in the defocus-
ing case follows from the same argument for the defocusing (1.2) as in [9]. Unlike the nonlinear Schro¨dinger
equation without potential, the equation (1.1) is not invariant under the space translation. Consequencely,
(1.1) does not enjoy the momentum conservation law, and this leads to a non-positive termˆ
(x− y) · x
|x− y||x| |x|
−σ−1|v(t, x)|2|u(t, y)|2dxdy
in the interaction Morawetz action rate. Fortunately, we are able to use the classical Morawetz inequality to
control this term. We refer the reader to Section 3 and Section 8 for more details.
This paper is organized as follows. In Section 2, we give some preliminaries including Strichartz estimates
and the Sobolev norms equivalence. In Section 3, we prove the local well-posedness in the energy space for
(1.1) in both energy-subcritical and energy-critical cases. In Section 4, we prove the interaction Morawetz
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inequality for a general class of NLS with potentials including (1.1) in the defocusing case. In Section 5, we
derive the virial identity and some localized virial estimates related to (1.1) in the focusing case. Section 6
is devoted to the proof of the global well-posedness given in Theorem 1.1. The finite time blow-up given in
Theorem 1.3 will be proved in Section 7. Finally, we prove the energy scattering for (1.1) in the defocusing
intercritical case in Section 8.
2. Preliminaries
2.1. Notations. For some non-negative quantities X,Y , we use the notation X . Y to denote the estimate
X ≤ CY for some constant C > 0. We also use X ∼ Y if X . Y . X .
We use Lq(Rd) to denote the Banach space of measurable functions f : Rd → C whose norm
‖f‖Lq :=
(ˆ
Rd
|f(x)|qdx
) 1
q
is finite, with a usual modification when q =∞. Let J ⊂ R be an interval and 1 ≤ p, q <∞. We define the
mixed norm
‖u‖Lp(J,Lq) :=
(ˆ
J
(ˆ
Rd
|u(t, x)|qdx
) p
q
dt
) 1
p
with usual modifications when either p or q are infinity.
The Fourier and inverse Fourier transforms on Rd are defined respectively by
F(f)(ξ) := (2pi)− d2
ˆ
Rd
e−ix·ξf(x)dx, F−1(g)(x) := (2pi)− d2
ˆ
Rd
eix·ξg(ξ)dξ
We often use fˆ instead of F(f). Let γ ∈ R. We define the fractional differential operators |∇|γ and 〈∇〉γ to
be
|̂∇|γf(ξ) := |ξ|γ fˆ(ξ), 〈̂∇〉γ f(ξ) := 〈ξ〉γ fˆ(ξ),
where 〈ξ〉 = √1 + |ξ|2 is the Japanese bracket. The homogeneous and inhomogeneous Sobolev norms are
defined respectively by
‖f‖W˙γ,q := ‖|∇|γf‖Lq , ‖f‖Wγ,q := ‖ 〈∇〉γ f‖Lq .
When q = 2, we use the notations H˙γ , Hγ instead of W˙ γ,2 and W γ,2.
2.2. Nonlinearity. Let f(z) := |z|αz with α > 0. The complex derivatives of f are
∂zf(z) =
α+ 2
2
|z|α, ∂zf(z) = α
2
|z|α−2z2.
We have the chain rule
∇f(u) = ∂zf(u)∇u+ ∂zf(u)∇u. (2.1)
Lemma 2.1. It holds that
|f(u+ v)− f(u)| . (|u|α + |v|α)|v|, (2.2)
and
|∇(f(u + v)− f(u))| .
{
|∇u||v|α + |∇v||u|α + |∇v||v|α if 0 < α < 1,
|∇u||v||u|α−1 + |∇u||v|α + |∇v||u|α + |∇v||v|α if α ≥ 1. (2.3)
Proof. To see (2.2), we write
f(u+ v)− f(u) =
ˆ 1
0
∂zf(u+ θv)v + ∂zf(u+ θv)vdθ.
Since ∂zf(z), ∂zf(z) = O(|z|α), it follows that
|f(u+ v)− f(u)| . (|u+ v|α + |u|α)|v|.
If α ≥ 1, we simply bound |u + v|α . |u|α + |v|α. If 0 < α < 1, we write |u + v|α = |u + v|α − |u|α + |u|α.
Using the Ho¨lder continuity, the difference is bounded (up to a constant) by |v|α. This shows (2.2).
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To see (2.3), we write
∇(f(u + v)− f(u)) = ∂zf(u+ v)∇(u + v) + ∂zf(u+ v)∇(u + v)− ∂zf(u)∇u− ∂zf(u)∇u
= ∇u(∂zf(u+ v)− ∂zf(u)) +∇u(∂zf(u+ v)− ∂zf(u))
+∇v∂zf(u+ v) +∇v∂zf(u+ v).
This implies that
|∇(f(u + v)− f(u))| ≤ |∇u| (|∂zf(u+ v)− ∂zf(u)|+ |∂zf(u+ v)− ∂zf(u)|)
+|∇v| (|∂zf(u+ v)|+ |∂zf(u+ v)|) .
Since ∂zf(z), ∂zf(z) = O(|z|α), we see that
∂zf(u+ v)− ∂zf(u)
∂zf(u+ v)− ∂zf(u)
}
=
{
O(|v|α) if 0 < α < 1,
O
(|v|(|u + v|α−1 + |u|α−1)) if α ≥ 1.
In the case 0 < α < 1, we get
|∇(f(u + v)− f(u))| . |∇u||v|α + |∇v||u + v|α
= |∇u||v|α + |∇v||u|α + |∇v|(|u + v|α − |u|α)
. |∇u||v|α + |∇v||u|α + |∇v||v|α.
In the case α ≥ 1, we have that
|∇(f(u+ v)− f(u))| . |∇u||v|(|u + v|α−1 + |u|α−1) + |∇v||u + v|α
. |∇u||v|(|u|α−1 + |v|α−1) + |∇v|(|u|α + |v|α)
= |∇u||v||u|α−1 + |∇u||v|α + |∇v||u|α + |∇v||v|α.
The proof is complete. 
2.3. Lorentz spaces. Let f : Rd → C be a measurable function. The distribution function of f is defined
by
df (λ) := |{x ∈ Rd : |f(x)| > λ}|, λ ∈ [0,∞),
where | · | is the Lebesgue measure on Rd. The decreasing rearrangement of f is given by
f∗(t) := inf{λ ≥ 0 : df (λ) ≤ t}, t ∈ [0,∞).
Let 0 < q < ∞ and 0 < r ≤ ∞. The Lorentz space Lq,r(Rd) is space of measurable functions f : Rd → C
whose norm
‖f‖Lq,r :=

(ˆ ∞
0
(
t
1
q f∗(t)
)r
dt
t
) 1
r
if r <∞,
supt>0 t
1
q f∗(t) if r =∞
is finite. Using the fact ˆ
Rd
|f(x)|qdx =
ˆ ∞
0
(f∗(s))qds,
we see that Lq,q ≡ Lq for 0 < q < ∞ and by convention L∞,∞ = L∞. Moreover, for 0 < q < ∞ and
0 < r1 < r2 ≤ ∞, Lq,r1 is a subspace of Lq,r2 . In particular, there exists C = C(q, r1, r2) > 0 such that
‖f‖Lq,r2 ≤ C‖f‖Lq,r1 . (2.4)
It is easy to see that the function |x|− dq belongs to Lq,∞ and ‖|x|− dq ‖Lq,∞ = |B(0, 1)| 1q where |B(0, 1)| is the
volume of the unit ball in Rd, but it does not belong to any Lebesgue space. We have the following Ho¨lder’s
inequalities in Lorentz spaces.
Lemma 2.2 (Ho¨lder’s inequality [32]). • Let 1 < q, q1, q2 <∞ and 1 ≤ r, r1, r2 ≤ ∞ be such that
1
q1
+
1
q2
=
1
q
,
1
r1
+
1
r2
≥ 1
r
.
Then there exists C = C(q, q1, q2, r, r1, r2) > 0 such that
‖fg‖Lq,r ≤ C‖f‖Lq1,r1 ‖g‖Lq2,r2 , (2.5)
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for any f ∈ Lq1,r1 and g ∈ Lq2,r2 .
• Let 1 < q1, q2 <∞ and 1 ≤ r1, r2 ≤ ∞ be such that
1
q1
+
1
q2
= 1,
1
r1
+
1
r2
≥ 1.
Then there exists C = C(q1, q2, r1, r2) > 0 such that
‖fg‖L1 ≤ C‖f‖Lq1,r1 ‖g‖Lq2,r2 , (2.6)
for any f ∈ Lq1,r1 and g ∈ Lq2,r2 .
We also have the following convolution inequalities in Lorentz spaces.
Lemma 2.3 (Convolution inequality [32]). • Let 1 < q, q1, q2 <∞ and 1 ≤ r, r1, r2 ≤ ∞ be such that
1
q1
+
1
q2
= 1 +
1
q
,
1
r1
+
1
r2
≥ 1
r
.
Then there exists C = C(q, q1, q2, r, r1, r2) > 0 such that
‖f ∗ g‖Lq,r ≤ C‖f‖Lq1,r1‖g‖Lq2,r2 , (2.7)
for any f ∈ Lq1,r1 and g ∈ Lq2,r2 .
• Let 1 < q1, q2 <∞ and 1 ≤ r1, r2 ≤ ∞ be such that
1
q1
+
1
q2
= 1,
1
r1
+
1
r2
≥ 1.
Then there exists C = C(q1, q2, r1, r2) > 0 such that
‖f ∗ g‖L∞ ≤ C‖f‖Lq1,r1 ‖g‖Lq2,r2 , (2.8)
for any f ∈ Lq1,r1 and g ∈ Lq2,r2 .
As a direct consequence of convolution inequalities in Lorentz spaces and the fact |x|−(d−γ) ∈ L dd−γ ,∞, we
have the following Hardy-Littlewood-Sobolev inequality in Lorentz spaces.
Corollary 2.4 (Hardy-Littlewood-Sobolev inequality [32]). Let 1 < q <∞ and 1 ≤ r ≤ ∞ and 0 < γ < d
q
.
Then there exists C = C(q, r, γ) > 0 such that
‖Iγf‖
L
dq
d−γq
,r
≤ C‖f‖Lq,r , (2.9)
for any f ∈ Lq,r, where Iγ is the Riesz potential
Iγf(x) = |∇|−γf(x) = C(γ)
ˆ
f(y)
|x− y|d−γ dy.
Corollary 2.5 (Sobolev embedding). Let 1 < q < ∞ and 1 ≤ r ≤ ∞ and 0 < γ < d
q
. Then there exists
C = C(q, r, γ) > 0 such that
‖f‖
L
dq
d−γq
,r
≤ C‖|∇|γf‖Lq,r , (2.10)
for any f ∈ W˙ γLq,r.
Here W˙ γLq,r is the space of functions satisfying |∇|γf ∈ Lq,r. Similarly, we define
W γLq,r ≡ W˙ γLq,r ∩ Lq,r. (2.11)
Combining Ho¨lder’s inequality, Sobolev embedding in Lorentz spaces and the fact |x|−γ ∈ L dγ ,∞, we obtain
the following Hardy’s inequality in Lorentz spaces.
Corollary 2.6 (Hardy’s inequality). Let 1 < q < ∞, 1 ≤ r ≤ ∞ and 0 < γ < d
q
. Then there exists
C = C(q, r, γ) > 0 such that
‖|x|−γf‖Lq,r ≤ C‖|∇|γf‖Lq,r , (2.12)
for any f ∈ W˙ γLq,r.
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2.4. Strichartz estimates.
Definition 2.7. A pair (p, q) is said to be Schro¨dinger admissible, for short (p, q) ∈ S, if
p, q ∈ [2,∞], (p, q, d) 6= (2,∞, 2), 2
p
+
d
q
=
d
2
.
Theorem 2.8 (Strichartz estimates [20,34]). Let d ≥ 1. Then for any (p, q) and (a, b) Schro¨dinger admissible
pairs, there exists C > 0 such that
‖eit∆f‖Lp(R,Lq) ≤ C‖f‖L2, (2.13)∥∥∥∥ˆ
R
e−is∆F (s)ds
∥∥∥∥
L2
≤ C‖F‖La′(R,Lb′), (2.14)∥∥∥∥ˆ
s<t
ei(t−s)∆F (s)ds
∥∥∥∥
Lp(R,Lq)
≤ C‖F‖La′(R,Lb′). (2.15)
Moreover, if p, q, a, b <∞, then there exists C > 0 such that
‖eit∆f‖Lp,2(R,Lq,2) ≤ C‖f‖L2, (2.16)∥∥∥∥ˆ
R
e−is∆F (s)ds
∥∥∥∥
L2
≤ C‖F‖La′,2(R,Lb′,2), (2.17)∥∥∥∥ˆ
s<t
ei(t−s)∆F (s)ds
∥∥∥∥
Lp,2(R,Lq,2)
≤ C‖F‖La′,2(R,Lb′,2). (2.18)
Here (a, a′) and (b, b′) are Ho¨lder conjugate pairs.
We also have the following global-in-time Strichartz estimates for e−itHc which was proved recently by
Mizutani [30]. The proof employs several techniques from scattering theory such as the long time parametrix
construction of Isozaki-Kitada type, propagation estimates and local decay estimates.
Theorem 2.9 (Global-in-time Strichartz estimates [30]). Let d ≥ 3, c > 0 and 0 < σ < 2. Then for any
Schro¨dinger admissible pairs (p, q) and (a, b), there exists C > 0 such that
‖e−itHcu0‖Lp(R,Lq) ≤ C‖u0‖L2 ,
and ∥∥∥∥ˆ t
0
e−i(t−s)HcF (s)ds
∥∥∥∥
Lp(R,Lq)
≤ C‖F‖La′(R,Lb′),
for all u0 ∈ L2 and F ∈ La′(R, Lb′) ∩ L1loc(R, L2).
Remark 2.10. In [29], Miao-Zhang-Zheng gave an example which shows the failure of global-in-time
Strichartz estimates for e−itHc with Hc = −∆ + c|x|−1 and c < 0. More precisely, the function u(t, x) =
eia
2tea|x| with a = c
d−1 solves the linear equation i∂tu−Hcu = 0 with initial data u0(x) = ea|x|. It is easy to
see that for c < 0,
‖u0‖L2 <∞, ‖u‖Lp(R,Lq) =∞.
2.5. Equivalence of Sobolev norms. In this paragraph, we show the equivalence between Sobolev norms
defined by Hc and the ones defined by the usual Laplacian operator −∆. To do so, we first define the
homogeneous and inhomogeneous Sobolev spaces associated to Hc as the closure of C
∞
0 (R
d) under the norms
‖f‖W˙γ,qc :=
∥∥∥(√Hc)γ f∥∥∥
Lq
, ‖f‖Wγ,qc :=
∥∥∥〈√Hc〉γ f∥∥∥
Lq
respectively. We abbreviate H˙γc := W˙
γ,2
c and H
γ
c :=W
γ,2
c . Note that by definition, we have that
‖f‖2
H˙1c
=
ˆ
|∇f |2 + c|x|−σ|f |2dx. (2.19)
We next recall some tools which are useful to show the Sobolev norms equivalence. The first tool is the
generalized Hardy’s inequality (see e.g. [44, Lemma 2.6]).
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Lemma 2.11 (Generalized Hardy’s inequality [44]). Let 1 < q < ∞ and 0 < γ < d
q
. Then there exists
C = C(q, γ) > 0 such that
‖|x|−γf‖Lq ≤ C‖|∇|γf‖Lq , (2.20)
for any f ∈ W˙ γ,q.
Note that this inequality can be seen as a direct consequence of Hardy’s inequality in Lorentz spaces (2.12)
with q = r. Another useful tool is the heat kernel Gaussian upper bound. Let K(t, x, y) be the kernel of the
heat operator e−tHc , t > 0, i.e.
e−tHcf(x) =
ˆ
K(t, x, y)f(y)dy, f ∈ L2.
Since the potential c|x|−σ is non-negative, the semigroup (e−tHc)t≥0 is dominated by the free semigroup
(et∆)t≥0 (see e.g. [33, (7.6)]). The following result follows immediately.
Lemma 2.12 (Gaussian upper bound). Let d ≥ 3, c > 0 and 0 < σ < 2. Then the heat kernel of e−tHc
satisfies
0 ≤ K(t, x, y) ≤ 1
(4pit)
d
2
e−
|x−y|2
4t , ∀t > 0, x, y ∈ Rd. (2.21)
We are now in position to show the main result of this paragraph.
Proposition 2.13 (Equivalence of Sobolev norms). Let d ≥ 3, c > 0 and 0 < σ < 2. Then for any 0 ≤ γ ≤ 2
and 1 < q < 2d
γσ
, it holds that ∥∥∥〈√Hc〉γ f∥∥∥
Lq
≃ ‖ 〈∇〉γ f‖Lq . (2.22)
Proof. The proof is based on the weak-type estimate of the imaginary powers (1+Hc)
iy and the Stein-Weiss
interpolation theorem (see e.g. [11] or [29]). For reader’s convenience, we give some details.
Let us consider the case γ = 2. Thanks to the generalized Hardy’s inequality (2.20), we have that for
1 < q < d
σ
, ∥∥∥∥〈√Hc〉2 f∥∥∥∥
Lq
= ‖(1 +Hc)f‖Lq ≤ ‖(1−∆)f‖Lq + c‖|x|−σf‖Lq
. ‖(1−∆)f‖Lq + ‖|∇|σf‖Lq
. ‖(1−∆)f‖Lq = ‖ 〈∇〉2 f‖Lq .
For the inverse inequality, we take advantage of the Hardy’s inequality related to Hc, namely
‖|x|−σf‖Lq .
∥∥∥(√Hc)σ f∥∥∥
Lq
, 1 < q <
d
σ
. (2.23)
Thus
‖ 〈∇〉2 f‖Lq = ‖(1−∆)f‖Lq ≤ ‖(1 +Hc)f‖Lq + c‖|x|−σf‖Lq
. ‖(1 +Hc)f‖Lq +
∥∥∥(√Hc)σ f∥∥∥
Lq
. ‖(1 +Hc)f‖Lq =
∥∥∥∥〈√Hc〉2 f∥∥∥∥
Lq
.
Let us now prove (2.23). By setting φ =
(√
Hc
)σ
f , it suffices to show∥∥∥∥|x|−σ (√Hc)−σ φ∥∥∥∥
Lq
≤ C‖φ‖Lq . (2.24)
We have from the spectral theory that(√
Hc
)−σ
=
1
Γ
(
σ
2
) ˆ ∞
0
t
σ
2−1e−tHcdt.
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By the Gaussian upper bound (2.21),[(√
Hc
)−σ]
(x, y) ≤ 1
(4pi)
d
2 Γ
(
σ
2
) ˆ ∞
0
t
σ
2−
d
2−1e−
|x−y|2
4t dt.
After a change of variables, we get[(√
Hc
)−σ]
(x, y) ≤ C
Γ
(
σ
2
) |x− y|σ−d ˆ ∞
0
t
d
2−
σ
2−1e−tdt = C
Γ
(
d
2 − σ2
)
Γ
(
σ
2
) 1|x− y|d−σ ,
for some constant C > 0. Therefore
|x|−σ
(√
Hc
)−σ
φ(x) ≤ C(d, σ)
ˆ
φ(y)
|x− y|d−σ|x|σ dy
.
ˆ
|x−y|≤100|x|
φ(y)
|x− y|d−σ|x|σ dy +
ˆ
|x−y|≥100|x|
φ(y)
|x− y|d−σ|x|σ dy
=: A1φ(x) +A2φ(x).
The proof of (2.24) is done if we show both A1 and A2 are strong (q, q) type. This follows by the same lines
as in [44, Lemma 2.6].
We now consider the analytic family of operators
Tz = (1 +Hc)
z(1 −∆)−z, z ∈ C.
By writing z = x+ iy, we can decompose
Tz = (1 +Hc)
iy(1 +Hc)
x(1−∆)−x(1 −∆)−iy.
Since the kernels of e−t(1+Hc) and e−t(1−∆) obey the Gaussian upper bound as in (2.21), we have by Sikora-
Wright [37] that
‖(1 +Hc)iy‖L1→L1,∞ , ‖(1−∆)iy‖L1→L1,∞ ≤ C(1 + |y|) d2 , ∀y ∈ R.
Moreover, the operators (1 +Hc)
iy and (1−∆)iy are obviously bounded on L2. By interpolation, we obtain
that
‖(1 +Hc)iy‖Lq→Lq , ‖(1−∆)iy‖Lq→Lq ≤ C(1 + |y|) d2 , ∀y ∈ R, 1 < q <∞.
This implies that
‖Tiy‖Lq→Lq ≤ C(1 + |y|)d, ∀y ∈ R, 1 < q <∞. (2.25)
On the other hand, it follows from the equivalence ‖(1 +Hc)f‖Lq ≃ ‖(1−∆)f‖Lq that
‖T1+iy‖Lq→Lq ≤ C(1 + |y|)d‖(1 +Hc)(1 −∆)−1‖Lq→Lq ≤ C(1 + |y|)d, ∀y ∈ R, 1 < q < d
σ
. (2.26)
Here the constant C may vary from lines to lines. Applying the Stein-Weiss interpolation theorem, we obtain
for 0 ≤ x ≤ 1 and 1 < q < d
xσ
,
‖Tx‖Lq→Lq ≤ C.
Equivalently, we prove that for 0 ≤ γ ≤ 2 and 1 < q < 2d
γσ
,∥∥∥〈√Hc〉γ f∥∥∥
Lq
≤ C‖ 〈∇〉γ f‖Lq .
The inverse inequality is treated similarly by considering Qz = (1−∆)z(1+Hc)−z. The proof is complete. 
2.6. Variational Analysis. In this subsection, we recall the sharp Gagliardo-Nirenberg inequality and the
sharp Sobolev embedding which are useful for our purpose.
Lemma 2.14 (Sharp Gagliardo-Nirenberg inequality [42]). Let d ≥ 1 and 0 < α < 4
d−2 if d ≥ 3 (0 < α <∞
if d = 1, 2). Then the Gagliardo-Nirenberg inequality
‖f‖α+2
Lα+2
≤ CGN‖∇f‖
dα
2
L2
‖f‖
4−(d−2)α
2
L2
, f ∈ H1
holds true, and the sharp constant CGN is attained by a function Q, i.e.
CGN = ‖Q‖α+2Lα+2 ÷
[
‖∇Q‖ dα2
L2
‖Q‖
4−(d−2)α
2
L2
]
,
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where Q is the unique (up to symmetries) positive, radially symmetric, decreasing solution to (1.4).
We collect some properties of Q as follows. It is well-known that Q satisfies the following Pohozaev
identities:
‖Q‖2L2 =
4− (d− 2)α
dα
‖∇Q‖2L2 =
4− (d− 2)α
2(α+ 2)
‖Q‖α+2
Lα+2
. (2.27)
In the case α = 4
d
, we see that
CGN =
d+ 2
d
(
1
‖Q‖L2
) 4
d
. (2.28)
In the case 4
d
< α < 4
d−2 if d ≥ 3 ( 4d < α <∞ if d = 1, 2), we have that
CGN =
2(α+ 2)
dα
(
‖∇Q‖L2‖Q‖βcL2
)2− dα2
, (2.29)
where βc is as in (1.5).
Lemma 2.15 (Sharp Sobolev embedding [1, 39]). Let d ≥ 3. Then the Sobolev embedding
‖f‖
2d
d−2
L
2d
d−2
≤ CSE‖∇f‖
2d
d−2
L2
, f ∈ H˙1
holds true, and the sharp constant CSE is attained by a function W , i.e.
CSE = ‖W‖
2d
d−2
L
2d
d−2
÷ ‖∇W‖
2d
d−2
L2
,
where W is given in (1.7).
It is well-known that W satisfies the following identity
‖∇W‖2L2 = ‖W‖
2d
d−2
L
2d
d−2
. (2.30)
It follows that
CSE = ‖∇W‖−
4
d−2
L2
. (2.31)
3. Local well-posedness
In this section, we prove the local wel-posedness in the energy space H1 for (1.1). We consider separately
the energy-subcritical and energy-critical cases.
3.1. Local well-posedness in the energy-subcritical case. As mentioned in the introduction, there are
two methods to prove the local well-posedness for (1.1). One is the energy method which does not use
Strichartz estimates and another one is the Kato method which uses Strichartz estimates. Let us start with
the local well-posedness via the energy method.
3.1.1. LWP via the energy method. Consider the Cauchy problem
i∂tu+∆u = g(u), u(0) = u0 ∈ H1. (3.1)
We first recall the following result due to Cazenave (see [5, Theorem 3.3.5, Theorem 3.3.9 and Proposition
4.2.3]).
Theorem 3.1. Let g = g1 + · · ·+ gN be such that the following assumptions hold for each j = 1, · · · , N :
(A1) gj ∈ C(H1, H−1) and there exists Gj ∈ C1(H1,R) such that gj = G′j ;
(A2) there exist rj , ρj ∈
[
2, 2d
d−2
)
if d ≥ 2 (rj , ρj ∈ [2,∞] if d = 1) such that g ∈ C(H1, Lρ′), and for any
M > 0, there exists C(M) > 0 such that
‖gj(u)− gj(v)‖
L
ρ′
j
≤ C(M)‖u− v‖Lrj ,
for any u, v ∈ H1 such that ‖u‖H1 + ‖v‖H1 ≤M ;
(A3) for any u ∈ H1, Im (gj(u)u) = 0 a.e. in Rd.
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Then for any u0 ∈ H1, there exist T∗, T ∗ ∈ (0,∞] and a unique solution
u ∈ C((−T∗, T ∗), H1) ∩ C1((−T∗, T ∗), H−1)
of (3.1). The maximal times satisfy the blow-up alternative: if T ∗ <∞ (resp. T∗ <∞), then limt↑T∗ ‖u(t)‖H1 =
∞ (resp. limt↓−T∗ ‖u(t)‖H1 =∞). Moreover, there is convervation of mass and energy, i.e.
M(u(t)) =
ˆ
|u(t, x)|2dx =M(u0), E(u(t)) = 1
2
ˆ
|∇u(t, x)|2dx+G1(u) + · · ·+GN (u) = E(u0),
for all t ∈ (−T∗, T ∗).
A direct consequence of Theorem 3.1 is the local well-posedness in H1 for (1.1) in the energy-subcritical
case.
Proposition 3.2. Let d ≥ 1, c > 0, 0 < σ < min{2, d} and 0 < α < 4
d−2 if d ≥ 3 (0 < α < ∞ if d = 1, 2).
Then for any u0 ∈ H1, there exist T∗, T ∗ ∈ (0,∞] and a unique solution
u ∈ C((−T∗, T ∗), H1) ∩ C1((−T∗, T ∗), H−1)
of (1.1). The maximal times of existence satisfy that T ∗ < ∞ (resp. T∗ < ∞), then limt↑T∗ ‖u(t)‖H1 = ∞
(resp. limt↓−T∗ ‖u(t)‖H1 = ∞). Moreover, there is convervation of mass and energy, i.e. (1.9) holds for all
t ∈ (−T∗, T ∗).
Proof. Since 0 < σ < min{2, d}, the potential c|x|−σ belongs to Lr(Rd) + L∞(Rd) for some r > max{1, d2}.
The result follows from Theorem 3.1 using [5, Example 3.2.11]. 
3.1.2. LWP via Strichartz estimates in Lorentz spaces. The local well-posedness given in Proposition 3.2
ensures the existence of local solutions to (1.1) in the energy-subcritical case. However, we do not know
whether or not the local solutions satisfy (1.14). We will show this estimate by using Strichartz estimates in
Lorentz spaces.
Proposition 3.3. Let {
0 < σ < 32 if d = 3,
0 < σ < 2 if d ≥ 4, and 0 < σ <
4
d− 2 . (3.2)
Then for any u0 ∈ H1, there exist T∗, T ∗ ∈ (0,∞] and a unique solution
u ∈ C((−T∗, T ∗), H1) ∩ Lm((−T∗, T ∗),W 1Ln,2) ∩ Lκ((−T∗, T ∗),W 1,µ),
for some (m,n), (κ, µ) ∈ S. Moreover, the following properties hold:
• If T ∗ <∞ (resp. T∗ <∞), then limt↑T∗ ‖u(t)‖H1 =∞ (resp. limt↓−T∗ ‖u(t)‖H1 =∞);
• u ∈ Lploc((−T∗, T ∗),W 1,q) for any (p, q) ∈ S;
• There is conservation of mass and energy, i.e. (1.9) holds for all t ∈ (−T∗, T ∗).
Proof. We first show that under the assumption of σ in (3.2), there exist Schro¨dinger admissible pairs (m,n)
and (a, b) such that for any finite time interval J ,
‖ 〈∇〉 (|x|−σu)‖La′(J,Lb′,2) ≤ C|J |
2−σ
2 ‖ 〈∇〉u‖Lm(J,Ln,2). (3.3)
In fact, we first choose (m,n) ∈ S with n ∈
[
2, 2d
d−2σ
]
if 0 < σ ≤ 1,
n ∈
[
2d
d+2−2σ ,
2d
d−2
]
if 1 < σ < 2.
(3.4)
We next choose (a, b) ∈ S be such that
1
b′
=
σ
d
+
1
n
. (3.5)
Note that (3.4) implies that  b ∈
[
2, 2d
d−2σ
]
if 0 < σ ≤ 1,
b ∈
[
2d
d+2−2σ ,
2d
d−2
]
if 1 < σ < 2.
(3.6)
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Since (m,n), (a, b) ∈ S, it follows from (3.5) that
1
a′
− 1
m
=
2− σ
2
. (3.7)
We now bound the lelf hand side of (3.3) by
1∑
k=0
‖|x|−σ|∇|ku‖La′(J,Lb′,2) + ‖∇(|x|−σ)u‖La′(J,Lb′,2).
By Ho¨lder’s inequality (2.5), (3.5) and (3.7),
‖|x|−σ|∇|ku‖La′(J,Lb′,2) ≤ ‖|x|−σ‖L dσ ,∞‖|∇|
ku‖La′(J,Ln,2)
. |J | 1a′− 1m ‖|∇|ku‖Lm(J,Ln,2)
. |J | 2−σ2 ‖ 〈∇〉u‖Lm(J,Ln,2).
Next, by Sobolev embedding in Lorentz spaces (2.10),
‖∇(|x|−σ)u‖La′(J,Lb′,2) ≤ ‖∇(|x|−σ)‖
L
d
σ+1
,∞‖u‖La′(J,Ln,2)
. |J | 1a′− 1m ‖u‖Lm(J,Ln,2)
. |J | 2−σ2 ‖|∇|u‖Lm(J,Ln,2)
. |J | 2−σ2 ‖ 〈∇〉u‖Lm(J,Ln,2)
provided that
1
b′
=
σ + 1
d
+
1
n
,
1
n
=
1
n
− 1
d
.
The last condition requires n < d which is satisfied under the assumption of σ in (3.2).
Set
κ =
4(α+ 2)
α(d − 2) , µ =
d(α+ 2)
d+ α
,
and choose (ζ, η) so that
1
κ′
=
1
κ
+
α
ζ
,
1
µ′
=
1
µ
+
α
η
. (3.8)
It is easy to check that (κ, µ) ∈ S and
α
ζ
− α
κ
= 1− α(d − 2)
4
: θ > 0,
1
η
=
1
µ
− 1
d
. (3.9)
The last condition allows us to use the Sobolev embedding W 1,µ ⊂ Lη.
We now consider
X =
{
u ∈ C(J,H1) ∩ Lm(J,W 1Ln,2) ∩ Lκ(J,W 1,µ) :
‖u‖X := ‖u‖L∞(J,H1) + ‖u‖Lm(J,W 1Ln,2) + ‖u‖Lκ(J,W 1,µ) ≤M
}
equipped with the distance
d(u, v) = ‖u− v‖L∞(J,L2) + ‖u− v‖Lm(J,Ln,2) + ‖u− v‖Lκ(J,Lµ),
where J = [0, T ] with T,M to be chosen later. Here we refer the reader to (2.11) for the definition of W 1Ln,2.
We will show that the functional
Φ(u(t)) = eit∆u0 − i
ˆ t
0
ei(t−s)∆
(
c|x|−σu(s)± |u(s)|αu(s)) ds
NLS REPULSIVE INVERSE-POWER POTENTIALS 15
is a contraction on (X, d). Thanks to Strichartz estimates in Lorentz spaces given in Theorem 2.8 and the
fact Lq,q = Lq, Lq,r1 ⊂ Lq,r2 with r1 ≤ r2, we see that
‖Φ(u)‖L∞(J,H1) ≤ ‖eit∆ 〈∇〉u0‖L∞(J,L2) +
∥∥∥∥ˆ t
0
ei(t−s)∆ 〈∇〉 (|x|−σu(s))ds
∥∥∥∥
L∞,2(J,L2,2)
+
∥∥∥∥ˆ t
0
ei(t−s)∆ 〈∇〉 (|u(s)|αu(s)) ds
∥∥∥∥
L∞(J,L2)
. ‖u0‖H1 + ‖ 〈∇〉 (|x|−σu)‖La′(J,Lb′,2) + ‖ 〈∇〉 (|u|αu)‖Lκ′(J,Lµ′).
By (3.3), (3.8) and (3.9), the fractional chain rule implies that
‖Φ(u)‖L∞(J,H1) . ‖u0‖H1 + |J |
2−σ
2 ‖ 〈∇〉u‖Lm(J,Ln,2) + ‖u‖αLζ(J,Lη)‖ 〈∇〉u‖Lκ(J,Lµ)
. ‖u0‖H1 + |J |
2−σ
2 ‖u‖Lm(J,W 1Ln,2) + |J |θ‖u‖αLκ(J,Lη)‖u‖Lκ(J,W 1,µ)
. ‖u0‖H1 + |J |
2−σ
2 ‖u‖Lm(J,W 1Ln,2) + |J |θ‖u‖α+1Lκ(J,W 1,µ).
Similarly,
‖Φ(u)‖Lm(J,W 1Ln,2) . ‖u0‖H1 + ‖ 〈∇〉 (|x|−σu)‖La′(J,Lb′,2) + ‖ 〈∇〉 (|u|αu)‖Lκ′(J,Lµ′)
. ‖u0‖H1 + |J |
2−σ
2 ‖u‖Lm(J,W 1Ln,2) + |J |θ‖u‖α+1Lκ(J,W 1,µ),
and
‖Φ(u)‖Lκ(J,W 1,µ) . ‖u0‖H1 + |J |
2−σ
2 ‖u‖Lm(J,W 1Ln,2) + |J |θ‖u‖α+1Lκ(J,W 1,µ).
On the other hand,
‖Φ(u)− Φ(v)‖L∞(J,L2) .
∥∥∥∥ˆ t
0
ei(t−s)∆|x|−σ(u(s)− v(s))ds
∥∥∥∥
L∞,2(J,L2,2)
+
∥∥∥∥ˆ t
0
ei(t−s)∆ (|u(s)|αu(s)− |v(s)|αv(s)) ds
∥∥∥∥
L∞(J,L2)
. ‖|x|−σ(u− v)‖La′ (J,Lb′,2) + ‖|u|αu− |v|αv‖Lκ′(J,Lµ′)
. |J | 2−σ2 ‖u− v‖Lm(J,Ln,2) +
(
‖u‖αLζ(J,Lη) + ‖v‖αLζ(J,Lη)
)
‖u− v‖Lκ(J,Lµ)
. |J | 2−σ2 ‖u− v‖Lm(J,Ln,2) + |J |θ
(
‖u‖αLκ(J,W 1,µ) + ‖v‖αLκ(J,W 1,µ)
)
‖u− v‖Lκ(J,Lµ).
Similar estimates hold for ‖Φ(u)−Φ(v)‖Lm(J,Ln,2) and ‖Φ(u)−Φ(v)‖Lκ(J,Lµ). This implies that for u, v ∈ X ,
there exists C > 0 independent of T and u0 ∈ H1 such that
‖Φ(u)‖X ≤ C‖u0‖H1 + CT
2−σ
2 M + CT θMα+1,
d(Φ(u),Φ(v)) ≤
(
CT
2−σ
2 + CT θMα
)
d(u, v).
Taking M = 2C‖u0‖H1 and choosing T > 0 small enough so that
CT
2−σ
2 + CT θMα ≤ 1
2
,
we see that Φ is a contraction on (X, d). This shows the existence of local solutions for (1.1) in the energy-
subcritical case. The blow-up alternative follows from the fact that the time of existence depends only on
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H1-norm of initial data. Now let (p, q) ∈ S and I be any compact interval of (−T∗, T ∗). We have that
‖u‖Lp(I,W 1,q) ≤ ‖eit∆ 〈∇〉 u0‖Lp(I,Lq) +
∥∥∥∥ˆ t
0
ei(t−s)∆ 〈∇〉 (|x|−σu(s))ds
∥∥∥∥
Lp,2(I,Lq,2)
+
∥∥∥∥ˆ t
0
ei(t−s)∆ 〈∇〉 (|u(s)|αu(s)) ds
∥∥∥∥
Lp(I,Lq)
. ‖u0‖H1 + ‖ 〈∇〉 (|x|−σu)‖La′(I,Lb′,2) + ‖ 〈∇〉 (|u|αu)‖Lκ′(I,Lµ′)
. ‖u0‖H1 + |I|
2−σ
2 ‖u‖Lm(I,W 1Ln,2) + |I|θ‖u‖α+1Lκ(I,W 1,µ)
≤ C(‖u0‖H1 , |I|) <∞.
Finally, the conservation of mass and energy follows from the standard argument (see e.g. [5, Chapter 3]).
The proof is complete. 
3.2. Local well-posedness in the energy-critical case.
3.2.1. LWP via Strichartz estimates for e−itHc . In this paragraph, we show the local well-posedness in H1
for (1.1) in the energy-critical case by using Strichartz estimates for e−itHc . The advantage of this method
is the global well-posedness and scattering for small data. However, as in the usual local theory, the time of
existence depends not only on the H1-norm of initial data but also on its profile. More precisely, have the
following result.
Proposition 3.4. Let d ≥ 3, 0 < σ < 2 and α = 4
d−2 . Then for any u0 ∈ H1, there exist T∗, T ∗ ∈ (0,∞]
and a unique solution
u ∈ C((−T∗, T ∗), H1) ∩ Lν((−T∗, T ∗),W 1,ρ),
for some (ν, ρ) ∈ S. There is conservation of mass and energy, i.e. (1.9) holds for all t ∈ (−T∗, T ∗).
Moreover, if ‖u0‖H1 ≤ ε for some ε > 0 small enough, then T∗ = T ∗ = ∞ and the solution scatters in H1,
i.e. there exist u±0 ∈ H1 such that
lim
t→±∞
‖u(t)− e−itHcu±0 ‖H1 = 0.
Proof. Set
ν =
2(d+ 2)
d− 2 , ρ =
2d(d+ 2)
d2 + 4
. (3.10)
It is easy to check that that (ν, ρ) ∈ S. Moreover, by Proposition 2.13, we see that under our assumptions of
d and σ, W 1,ρc ∼W 1,ρ.
Consider
X =
{
u ∈ C(J,H1) ∩ Lν(J,W 1,ρ) : ‖u‖Lν(J,W 1,ρ) ≤M
}
equipped with the distance
d(u, v) = ‖u− v‖Lν(J,Lρ),
where J = [0, T ] with T,M > 0 to be chosen later. By Duhamel’s formula, it suffices to show that the
functional
Φ(u(t)) = e−itHcu0 ∓ i
ˆ t
0
e−i(t−s)Hc |u(s)| 4d−2u(s)ds =: uhom(t) + uinh(t)
is a contraction on (X, d). Thanks to Strichartz estimates given in Theorem 2.9 and the fact W 1,ρc ∼ W 1,ρ,
we have that
‖uhom‖Lν(J,W 1,ρ) ∼ ‖uhom‖Lν(J,W 1,ρc ) =
∥∥∥e−itHc 〈√Hc〉 u0∥∥∥
Lν(J,Lρ)
. ‖u0‖H1c ∼ ‖u0‖H1 .
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Note that for d ≥ 3 and 0 < σ < 2, we also have that H1c ∼ H1. This shows that ‖uhom‖Lν(J,W 1,ρ) ≤ ε for
some ε > 0 small enough to be specified shortly provided that T is small or ‖u0‖H1 is small. We next bound
‖uinh‖Lν(J,W 1,ρ) ∼ ‖uinh‖Lν(J,W 1,ρc ) =
∥∥∥∥ˆ t
0
e−i(t−s)Hc
〈√
Hc
〉(
|u(s)| 4d−2u(s)
)
ds
∥∥∥∥
Lν(J,Lρ)
.
∥∥∥|u| 4d−2u∥∥∥
L2(J,W
1, 2d
d+2
c )
. ‖u‖
4
d−2
Lν(J,Lρ)‖u‖Lν(J,W 1,ρ) . ‖u‖
d+2
d−2
Lν(J,W 1,ρ).
Here we have used the fact that W
1, 2d
d+2
c ∼W 1, 2dd+2 . Similarly,
‖Φ(u)− Φ(v)‖Lν(J,Lρ) .
∥∥∥|u| 4d−2u− |v| 4d−2 v∥∥∥
L2(J,L
2d
d+2 )
.
(
‖u‖
4
d−2
Lν(J,Lρ) + ‖v‖
4
d−2
Lν(J,Lρ)
)
‖u− v‖Lν(J,Lρ)
.
(
‖u‖
4
d−2
Lν(J,W 1,ρ) + ‖v‖
4
d−2
Lν(J,W 1,ρ)
)
‖u− v‖Lν(J,Lρ).
This implies that for u, v ∈ X , there exists C > 0 independent of T and u0 ∈ H1 such that
‖Φ(u)‖Lν(J,W 1,ρ) ≤ ε+ CM
d+2
d−2 ,
d(Φ(u),Φ(v)) ≤ CM 4d−2 d(u, v).
If we choose ε > 0 and M small so that
CM
4
d−2 ≤ 1
2
, ε+
M
2
≤M,
then Φ is a contraction on (X, d). This shows the existence of local solutions. The conservation of mass and
energy follows from the standard argument (see e.g. [5, Chapter 3]).
It remains to show the energy scattering for small data. Note that if ‖u0‖H1 is small, then we can take
T = +∞ or the solution exists globally in time. Let t2 > t1 > 0. We have
‖eit2Hcu(t2)− eit1Hcu(t1)‖H1 ∼ ‖eit2Hcu(t2)− eit1Hcu(t1)‖H1c =
∥∥∥∥ˆ t2
t1
eisHc
〈√
Hc
〉(
|u(s)| 4d−2u(s)
)
ds
∥∥∥∥
L2
.
∥∥∥|u| 4d−2u∥∥∥
L2([t1,t2],W
1, 2d
d+2
c )
. ‖u‖
d+2
d−2
Lν([t1,t2],W 1,ρ)
.
Since ‖u‖Lν([0,+∞),W 1,ρ) ≤M , see see that ‖u‖Lν([t1,t2],W 1,ρ) → 0 as t1, t2 → +∞. This shows that the limit
u+0 := limt→+∞ e
itHcu(t) exists in H1. Moreover,
u(t)− e−itHcu+0 = ∓i
ˆ +∞
t
e−i(t−s)Hc |u(s)| 4d−2u(s)ds.
Arguing as above, we show that
‖u(t)− e−itHcu+0 ‖H1 → 0 as t→ +∞.
This completes the proof for positive times, the one for negative times is similar. 
3.2.2. “Good” LWP. In this paragraph, we show the “good” local well-posedness for (1.1) in the energy-
critical case. More precisely, we prove the following result.
Proposition 3.5. Let d ≥ 3, σ be as in (3.2) and α = 4
d−2 . Then for any u0 ∈ H1, there exist T∗, T ∗ ∈ (0,∞]
and a unique solution
u ∈ C((−T∗, T ∗), H1) ∩ Lm((−T∗, T ∗),W 1Ln,2) ∩ Lν((−T∗, T ∗),W 1,ρ) ∩ Lr((−T∗, T ∗),W 1,r),
for some (m,n), (ν, ρ), (r, r) ∈ S. Moreover, the following properties hold:
• If T ∗ <∞ (resp. T∗ <∞), then limt↑T∗ ‖u(t)‖H1 =∞ (resp. limt↓−T∗ ‖u(t)‖H1 =∞);
• u ∈ Lploc((−T∗, T ∗),W 1,q) for any (p, q) ∈ S;
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• There is conservation of mass and energy, i.e. (1.9) holds for all t ∈ (−T∗, T ∗).
Proof. The proof is done by several steps.
Step 1. Estimates on the global solution of (1.11). It follows from [8,36,41] (for the defocusing case)
and from [14, 21, 22] (for the focusing case) that (1.11) is globally well-posed in H1 and the global solution
satisfies
sup
(p,q)∈S
‖v‖Lp(R,W˙ 1,q) ≤ C(‖u0‖H˙1), sup
(p,q)∈S
‖v‖Lp(R,Lq) ≤ C(‖u0‖H˙1)‖u0‖L2.
In particular,
sup
(p,q)∈S
‖v‖Lp(R,W 1,q) ≤ C(‖u0‖H1). (3.11)
We also have that
sup
(p,q)∈S
‖v‖Lp(R,W 1Lq,2) ≤ C(‖u0‖H1). (3.12)
To see this, we divide R into N = N(‖u0‖H1 , δ) subintervals Jk = [tk, tk+1] such that
‖v‖Lν(Jk,W 1,ρ) ≤ δ, k = 1, · · · , N,
for some δ > 0 to be chosen later. By Strichartz estimates, Lq,q ≡ Lq and Lq,r1 ⊂ Lq,r2 with r1 ≤ r2, we
have that
‖v‖L1(Jk) . ‖v(tk)‖H1 +
∥∥∥〈∇〉(|v| 4d−2 v)∥∥∥
L
2(d+2)
d+4
,2
(Jk,L
2(d+2)
d+4
,2
)
. ‖v(tk)‖H1 +
∥∥∥〈∇〉(|v| 4d−2 v)∥∥∥
L
2(d+2)
d+4 (Jk,L
2(d+2)
d+4 )
. ‖v(tk)‖H1 + ‖v‖
4
d−2
L
2(d+2)
d−2 (Jk,L
2(d+2)
d−2 )
‖ 〈∇〉 v‖
L
2(d+2)
d (Jk,L
2(d+2)
d )
. ‖v(tk)‖H1 + ‖v‖
4
d−2
Lν(Jk,W 1,ρ)
‖ 〈∇〉 v‖
L
2(d+2)
d (Jk,L
2(d+2)
d
,2)
. ‖v(tk)‖H1 + δ
4
d−2 ‖v‖L1(Jk),
where ‖v‖L1(Jk) := sup(p,q)∈S ‖v‖Lp(Jk,W 1Lq,2). Taking δ > 0 small enough, we obtain that
‖v‖L1(Jk) . ‖v(tk)‖H1 , k = 1, · · · , N. (3.13)
Since ‖v(tk)‖H1 ≤ ‖v‖L∞(Jk,H1) ≤ C(‖u0‖H1), (3.12) follows by adding (3.13) over all subintervals Jk.
Step 2. Solving the difference equation. Since the energy-critical (1.1) is invariant under the time
translation, it suffices to show the well-posedness on the time interval [0, T ] for some small T = T (‖u0‖H1).
Let T > 0 be a small constant to be specified later, and v be the unique global solution of (1.11). To recover
u on the time interval [0, T ], it suffices to solve the difference equation of w = u− v with zero initial data on
[0, T ], namely {
i∂tw +∆w = c|x|−σ(v + w)± |v + w| 4d−2 (v + w)∓ |v| 4d−2 v,
w(0) = 0.
(3.14)
Before solving (3.14), let us introduce the following space
X0(J) := Lν(J, Lρ) ∩ Lr(J, Lr), X1(J) = {u : 〈∇〉 u ∈ X0(J)},
where (ν, ρ) be as in (3.10) and r = 2(d+2)
d
. Note that (ν, ρ) and (r, r) are Schro¨dinger admissible pairs and
r′ = 2(d+2)
d+4 . We claim that∥∥∥〈∇〉(|v + w| 4d−2 (v + w)− |v| 4d−2 v)∥∥∥
Lr
′ (J,Lr′)
. ‖v‖
4
d−2
X1(J)‖w‖X1(J) + ‖v‖X1(J)‖w‖
4
d−2
X1(J) + ‖w‖
d+2
d−2
X1(J),
(3.15)∥∥∥|v + w| 4d−2 (v + w) − |v + z| 4d−2 (v + z)∥∥∥
Lr
′ (J,Lr′)
.
(
‖v‖
4
d−2
X1(J) + ‖w‖
4
d−2
X1(J) + ‖z‖
4
d−2
X1(J)
)
‖w − z‖X0(J).
(3.16)
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Indeed, the left hand side of (3.15) is bounded by∥∥∥|v + w| 4d−2 (v + w) − |v| 4d−2 v∥∥∥
Lr
′ (J,Lr′)
+
∥∥∥∇(|v + w| 4d−2 (v + w)− |v| 4d−2 v)∥∥∥
Lr
′ (J,Lr′)
(3.17)
By (2.2) and the same argument as in the proof of (3.12), the first term in (3.17) is bounded (up to a constant)
by (
‖v‖
4
d−2
Lν(J,Lν) + ‖w‖
4
d−2
Lν(J,Lν)
)
‖w‖Lr(J,Lr) .
(
‖v‖
4
d−2
Lν(J,W 1,ρ) + ‖w‖
4
d−2
Lν(J,W 1,ρ)
)
‖w‖Lr(J,Lr)
. ‖v‖
4
d−2
X1(J)‖w‖X1(J) + ‖w‖
d+2
d−2
X1(J).
Similarly, by (2.3), the second term in (3.17) with d ≥ 7 is bounded (up to a constant) by
‖∇v‖Lr(J,Lr)‖w‖
4
d−2
Lν(J,Lν) + ‖∇w‖Lr(J,Lr)‖v‖
4
d−2
Lν(J,Lν) + ‖∇w‖Lr(J,Lr)‖w‖
4
d−2
Lν(J,Lν)
which is then bounded by
‖v‖
4
d−2
X1(J)‖w‖X1(J) + ‖v‖X1(J)‖w‖
4
d−2
X1(J) + ‖w‖
d+2
d−2
X1(J).
In the case 3 ≤ d ≤ 6, it is bounded (up to a constant) by
‖∇v‖Lr(J,Lr)‖w‖Lν(J,Lν)‖v‖
6−d
d−2
Lν(J,Lν) + ‖∇v‖Lr(J,Lr)‖w‖
4
d−2
Lν(J,Lν) + ‖∇w‖Lr(J,Lr)‖v‖
4
d−2
Lν(J,Lν)
+ ‖∇w‖Lr(J,Lr)‖w‖
4
d−2
Lν(J,Lν)
which is again bounded by
‖v‖
4
d−2
X1(J)‖w‖X1(J) + ‖v‖X1(J)‖w‖
4
d−2
X1(J) + ‖w‖
d+2
d−2
X1(J).
This proves (3.15). The estimate (3.16) is treated similarly and we omit the details.
We are now able to solve (3.14). Thanks to (3.11), we can divide R into N = N(‖u0‖H1 , η) subintervals
J1, · · · , JN with
‖v‖X1(Jk) ∼ η, k = 1, · · · , N, (3.18)
for some small constant η > 0 to be specified later. We are only interested in those intervals Jk that have
non-empty intersection with [0, T ]. By renumbering if necessary, we may assume that there exists N ′ < N
such that for any k = 1, · · · , N ′, Jk ∩ [0, T ] 6= ∅. We then write
[0, T ] = ∪N ′k=1Jk, Jk = [tk, tk+1].
We will solve (3.14) on each Jk, k = 1, · · · , N ′ by induction arguments. More precisely, we show that for each
k = 1, · · · , N ′, (3.14) has a unique solution w on Jk satisfying
‖w‖L∞(Jk,H1) + ‖w‖Lν(Jk,W 1Lρ,2) + ‖w‖X1(Jk) ≤ (2C)kT
2−σ
2 , (3.19)
for some constant C > 0 independent of T .
Let us start with k = 1. Consider
Y1 =
{
w ∈ C(J1, H1) ∩ Lν(J1,W 1Lρ,2) ∩X1(J1) :
‖w‖Y1 := ‖w‖L∞(J1,H1) + ‖w‖Lν(J1,W 1Lρ,2) + ‖w‖X1(J1) ≤M1
}
equipped with the distance
d1(w, z) := ‖w − z‖L∞(J1,L2) + ‖w − z‖Lν(J1,Lρ,2) + ‖w − z‖X0(J1),
where M1 = 2CT
2−σ
2 . We will show that the functional
Φ1(w(t)) = −i
ˆ t
0
ei(t−s)∆
(
c|x|−σ(v + w)(s) ± |v + w| 4d−2 (v + w)(s)∓ |v| 4d−2 v(s)
)
ds
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is a contraction on (Y1, d1). By Strichartz estimates, (3.3), (3.15) and (3.12), we have that
‖Φ1(w)‖Y1 . ‖ 〈∇〉
(|x|−σ(v + w)) ‖La′(J1,Lb′,2) + ∥∥∥〈∇〉(|v + w| 4d−2 (v + w)− |v| 4d−2 v)∥∥∥Lr′ (J1,Lr′)
. |J1|
2−σ
2 ‖ 〈∇〉 (v + w)‖Lν(J1,Lρ,2) + ‖v‖
4
d−2
X1(J1)
‖w‖X1(J1) + ‖v‖X1(J1)‖w‖
4
d−2
X1(J1)
+ ‖w‖
d+2
d−2
X1(J1)
. T
2−σ
2 + T
2−σ
2 ‖w‖Lν(J1,〈∇〉−1Lρ,2) + ‖v‖
4
d−2
X1(J1)
‖w‖X1(J1) + ‖v‖X1(J1)‖w‖
4
d−2
X1(J1)
+ ‖w‖
d+2
d−2
X1(J1)
.
Similarly,
d1(Φ1(w),Φ1(z)) . ‖|x|−σ(w − z)‖La′(J1,Lb′,2) +
∥∥∥|v + w| 4d−2 (v + w) − |v + z| 4d−2 (v + z)∥∥∥
Lr
′ (J1,Lr
′)
. |J1|
2−σ
2 ‖w − z‖Lν(J1,Lρ,2) +
(
‖v‖
4
d−2
X1(J1)
+ ‖w‖
4
d−2
X1(J1)
+ ‖z‖
4
d−2
X1(J1)
)
‖w − z‖X0(J1)
.
(
T
2−σ
2 + ‖v‖
4
d−2
X1(J1)
+ ‖w‖
4
d−2
X1(J1)
+ ‖z‖
4
d−2
X1(J1)
)
d1(w, z).
Using (3.18), we see that for any w, z ∈ Y1, there exists C > 0 independent of T such that
‖Φ1(w)‖Y1 ≤ CT
2−σ
2 + CT
2−σ
2 M1 + Cη
4
d−2M1 + ηM
4
d−2
1 +M
d+2
d−2
1 ,
d1(Φ1(w),Φ1(z)) ≤
(
CT
2−σ
2 + Cη
4
d−2 + CM
4
d−2
1
)
d1(w, z).
Since M1 = 2CT
2−σ
2 , we first choose η > 0 small enough such that Cη
4
d−2M1 ≤ 12CT
2−σ
2 . We then choose
T > 0 small enough depending on η so that CT
2−σ
2 M1 + ηM
4
d−2
1 +M
d+2
d−2
1 ≤ 12CT
2−σ
2 . By decreasing the
values of η and T if necessary, we can make CT
2−σ
2 + Cη
4
d−2 + CM
4
d−2
1 ≤ 12 . With these choice of η and T ,
we see that Φ1 is a contraction on (Y1, d1). This also implies (3.19) for k = 1.
We now assume that (3.14) has been solved on Jk−1 and w satisfies (3.19) up to k− 1. We will show that
(3.14) has a unique solution on Jk satisfying (3.19). It suffices to show the functional
Φk(w(t)) = e
i(t−tk)∆w(tk)− i
ˆ t
tk
ei(t−s)∆
(
c|x|−σ(v + w)(s)± |v + w| 4d−2 (v + w)(s) ∓ |v| 4d−2 v(s)
)
ds
is a contraction on (Yk, dk), where Yk and dk are defined as for Y1 and d1 with Jk,Mk := (2C)
kT
2−σ
2 in place
of J1,M1. Estimating as above, we get
‖Φk(w)‖Yk . ‖w(tk)‖H1 + ‖ 〈∇〉
(|x|−σ(v + w)) ‖La′(Jk,Lb′,2) + ∥∥∥〈∇〉(|v + w| 4d−2 (v + w) − |v| 4d−2 v)∥∥∥Lr′(Jk,Lr′ )
. ‖w(tk)‖H1 + T
2−σ
2 + T
2−σ
2 ‖w‖Lν(Jk,〈∇〉−1Lρ,2) + ‖v‖
4
d−2
X1(Jk)
‖w‖X1(Jk)
+‖v‖X1(Jk)‖w‖
4
d−2
X1(Jk)
+ ‖w‖
d+2
d−2
X1(Jk)
,
and
dk(Φ1(w),Φ1(z)) . ‖|x|−σ(w − z)‖La′(Jk,Lb′,2) +
∥∥∥|v + w| 4d−2 (v + w) − |v + z| 4d−2 (v + z)∥∥∥
Lr
′(Jk,Lr
′)
.
(
T
2−σ
2 + ‖v‖
4
d−2
X1(Jk)
+ ‖w‖
4
d−2
X1(Jk)
+ ‖z‖
4
d−2
X1(Jk)
)
dk(w, z).
This implies that for any w, z ∈ Yk, there exists C > 0 independent of T such that
‖Φk(w)‖Yk ≤ C‖w(tk)‖H1 + CT
2−σ
2 + CT
2−σ
2 Mk + Cη
4
d−2Mk + ηM
4
d−2
k +M
d+2
d−2
k ,
dk(Φk(w),Φk(z)) ≤
(
CT
2−σ
2 + Cη
4
d−2 + CM
4
d−2
k
)
dk(w, z).
By the induction hypothesis, we see that C‖w(tk)‖H1 ≤ C‖w‖L∞(Jk−1,H1) ≤ C(2C)k−1T
2−σ
2 = 12 (2C)
kT
2−σ
2 .
By choosing η and T small enough, we show that Φk is a contraction on (Yk, dk). Of course T will depend on
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k, however, since k ≤ N ′ ≤ N(‖u‖H1 , η), we can choose T to be a small constant depending only on ‖u0‖H1
and η. Therefore, we get a unique solution of (3.14) on [0, T ] satisfying
‖w‖X1([0,T ] ≤
N ′∑
k=1
‖w‖X1(Jk) ≤
N ′∑
k=1
(2C)kT
2−σ
2 ≤ C(2C)NT 2−σ2 ≤ C(‖u0‖H1).
Step 3. Conclusion. Since on [0, T ], u = v + w, we get a unique solution of (1.1) on [0, T ] such that
‖u‖X1([0,T ]) ≤ ‖v‖X1([0,T ] + ‖w‖X1([0,T ]) ≤ C(‖u0‖H1).
By the same argument as in the proof of (3.12), we also have that
sup
(p,q)∈S
‖u‖Lp([0,T ],W 1,q) ≤ C(‖u0‖H1).
The proof is complete. 
4. Interaction Morawetz inequality
In this section, we establish the interaction Morawetz inequality for a class of nonlinear Schro¨dinger
equations including (1.1) in the defocusing case. Given a real valued function a, we define the Morawetz
action by
Ma(t) := 2
ˆ
∇a · Im (u(t)∇u(t)) dx. (4.1)
Let us start with the following lemma (see e.g. [40, Lemma 5.3]).
Lemma 4.1 ( [40]). Let u be a (sufficiently smooth and decaying) solution to
i∂tu+∆u = N(u).
Then it holds that
d
dt
Ma(t) = −
ˆ
∆2a|u(t)|2dx+ 4
∑
jk
ˆ
∂2jkaRe (∂ju(t)∂ku(t)) dx
+ 2
ˆ
∇a · {N(u), u}p(t)dx,
(4.2)
where {f, g}p := Re
(
f∇g − g∇f) is the momentum bracket.
Corollary 4.2. Let V,W : Rd → R. If u is a (sufficiently smooth and decaying) solution to
i∂tu+∆u = V u+W |u|αu, (4.3)
then it holds that
d
dt
Ma(t) = −
ˆ
∆2a|u(t)|2dx+ 4
∑
jk
ˆ
∂2jkaRe (∂ju(t)∂ku(t)) dx
−2
ˆ
∇a · ∇V |u(t)|2dx+ 2α
α+ 2
ˆ
∆aW |u(t)|α+2dx− 4
α+ 2
ˆ
∇a · ∇W |u(t)|α+2dx.
(4.4)
Proof. The result follows immediately from (4.2) and the fact that
{V u, u}p = Re (V u∇u− u∇(V u)) = −∇V |u|2,
and
{W |u|αu, u}p = − α
α+ 2
∇(W |u|α+2)− 2
α+ 2
∇W |u|α+2.

Lemma 4.3. Let V,W : Rd → R be radial functions satisfying W ≥ 0 and ∂rV, ∂rW ≤ 0. If u : J ×Rd → C
is a (sufficiently smooth and decaying) solution to (4.3), then it holds that for d ≥ 3,
−2
ˆ
J
ˆ
Rd
∂rV |u(t)|2dxdt − 4
α+ 2
ˆ
J
ˆ
Rd
∂rW |u(t)|α+2dxdt ≤ sup
t∈J
|M|x|(t)| ≤ C‖u‖L∞(J,L2)‖∇u‖L∞(J,L2).
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Proof. By (4.4), we have for a radial function a that
d
dt
Ma(t) = −
ˆ
∆2a|u(t)|2dx+ 4
∑
jk
ˆ
∂2jkaRe (∂ju(t)∂ku(t)) dx
−2
ˆ
∂ra∂rV |u(t)|2dx+ 2α
α+ 2
ˆ
∆aW |u(t)|α+2dx− 4
α+ 2
ˆ
∂ra∂rW |u(t)|α+2dx.
Applying the above identity to a(x) = |x| with the fact
∂ra = 1, ∆a =
d− 1
|x| , ∂
2
jka =
δjk
|x| −
xjxk
|x|3 , −∆
2a =
{
8piδ0 if d = 3,
(d−1)(d−3)
|x|3 if d ≥ 4,
and dropping positive terms, we obtain that
d
dt
M|x|(t) ≥ −2
ˆ
∂rV |u(t)|2dx− 4
α+ 2
ˆ
∂rW |u(t)|α+2dx.
Note that ∑
jk
∂2jkaRe (∂ju∂ku) =
1
|x|
(
|∇u|2 −
∣∣∣∣x · ∇u|x|
∣∣∣∣2
)
=
1
|x|
∣∣∣∣∇u− x|x|
(
x
|x| · ∇u
)∣∣∣∣2 ≥ 0. (4.5)
Taking integration over a time interval J , the result follows by Ho¨lder’s inequality. 
Remark 4.4. It is easy to see that V (x) = c|x|−σ and W (x) = |x|−b with cσ ≥ 0 and b ≥ 0 satisfy the
assumptions of Lemma 4.3.
Now let u, v be solution to {
i∂tu+∆xu = N(u), (t, x) ∈ R× Rm,
i∂tv +∆yv = N(v), (t, y) ∈ R× Rn.
Denote
w(t, z) = (u⊗ v)(t, z) := u(t, x)v(t, y).
It is obvious that w solves
i∂tw +∆zw = N(w), (4.6)
where ∆z := ∆x +∆y and N(w) = N(u)v +N(v)u.
Given a real-valued function A on Rm × Rn, we define the interaction Morawetz action
M⊗2A (t) := 2
ˆ
∇zA · Im (w(t)∇zw(t)) dz.
A direct computation shows the following result (see e.g. [9]).
Lemma 4.5 ( [9]). Let w be a (sufficiently smooth and decaying) solution to (4.6). Then it holds that
d
dt
M⊗2A (t) = −
ˆ
(∆2xA+∆
2
yA)|u(t)|2|v(t)|2dz
+4
∑
jk
ˆ
∂2jkARe (∂ju(t)∂ku(t)) |v(t)|2dz + 4
∑
jk
∂2jkARe (∂jv(t)∂kv(t)) |u(t)|2dz
+2
ˆ
∇xA · {N(u), u}p(t)|v(t)|2dz + 2
ˆ
∇yA · {N(v), v}p(t)|u(t)|2dz.
Corollary 4.6. Let V,W : Rd → R and u be a (sufficiently smooth and decaying) solution to (4.3). Set
w(t, z) := u(t, x)u(t, y), x, y ∈ Rd.
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Then it holds that
d
dt
M⊗2A (t) = −2
ˆ
∆2xA(x, y)|u(t, x)|2|u(t, y)|2dxdy + 8
∑
jk
ˆ
∂2jkA(x, y)Re (∂ju(t, x)∂ku(t, x)) |u(t, y)|2dxdy
− 4
ˆ
∇xA(x, y) · ∇xV (x)|u(t, x)|2|u(t, y)|2dxdy
+
4α
α+ 2
ˆ
∆xA(x, y)W (x)|u(t, x)|α+2 |u(t, y)|2dxdy
− 8
α+ 2
ˆ
∇xA(x, y) · ∇xW (x)|u(t, x)|α+2|u(t, y)|2dxdy.
Proposition 4.7. Let V,W : Rd → R be radial functions satisfying W ≥ 0 and ∂rV, ∂rW ≤ 0. If u :
J × Rd → C is a (sufficiently smooth and decaying) solution to (4.3), then it holds that
• for d = 3, ˆ
J
ˆ
R3
|u(t, x)|4dxdt ≤ C‖u‖3L∞(J,L2)‖∇u‖L∞(J,L2);
• for d ≥ 4,
ˆ
J
ˆ
Rd×Rd
|u(t, x)|2|u(t, y)|2
|x− y|3 dxdydt ≤ C‖u‖
3
L∞(J,L2)‖∇u‖L∞(J,L2).
In particular, for d ≥ 3,
‖|∇|− d−34 u‖L4(J,L4) ≤ C‖u‖
3
4
L∞(J,L2)‖∇u‖
1
4
L∞(J,L2).
Proof. Let A(x, y) = |x− y|. A direct computation shows that
∇xA = x− y|x− y| , ∆xA =
d− 1
|x− y| , ∂
2
jkA =
δjk
|x− y| −
(xj − yj)(xk − yk)
|x− y|3 ,
and
−∆2xA =
{
8piδx=y if d = 3,
(d−1)(d−3)
|x−y|3 if d ≥ 4.
As in (4.5), we see that
∑
jk
∂2jkARe (∂ju∂ku) =
1
|x− y|
∣∣∣∣∇u− x− y|x− y|
(
x− y
|x− y| · ∇u
)∣∣∣∣2 ≥ 0.
Applying Corollary 4.6 to A(x, y) = |x− y| and dropping positive terms, we get
• for d = 3,
d
dt
M⊗2|x−y|(t) ≥ 16pi
ˆ
|u(t, x)|4dx− 4
ˆ
(x− y) · x
|x− y||x| ∂rV |u(t, x)|
2|u(t, y)|2dxdy
− 8
α+ 2
ˆ
(x− y) · x
|x− y||x| ∂rW |u(t, x)|
α+2|u(t, y)|2dxdy.
• for d ≥ 4,
d
dt
M⊗2|x−y|(t) ≥ 2(d− 1)(d− 3)
ˆ |u(t, x)|2|u(t, y)|2
|x− y|3 dxdy
−4
ˆ
(x − y) · x
|x− y||x| ∂rV |u(t, x)|
2|u(t, y)|2dxdy
− 8
α+ 2
ˆ
(x− y) · x
|x− y||x| ∂rW |u(t, x)|
α+2|u(t, y)|2dxdy.
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This implies that ˆ
R
3
|u(t, x)|4dxˆ
R
d×Rd
|u(t,x)|2|u(t,y)|2
|x−y|3 dxdy
 . ddtM⊗2|x−y|(t)−
ˆ
Rd×Rd
∂rV |u(t, x)|2|u(t, y)|2dxdy
−
ˆ
Rd×Rd
∂rW |u(t, x)|α+2|u(t, y)|2dxdy.
Taking integration over a time interval J , we obtainˆ
J
ˆ
R
3
|u(t, x)|4dxdtˆ
J
ˆ
R
d×Rd
|u(t,x)|2|u(t,y)|2
|x−y|3 dxdydt
 . supt∈J |M⊗2|x−y|(t)| −
(ˆ
J
ˆ
Rd
∂rV |u(t, x)|2dxdt
+
ˆ
J
ˆ
Rd
∂rW |u(t, x)|α+2dxdt
)
‖u‖2L∞(J,L2).
We have from Lemma 4.3 that
−
ˆ
J
ˆ
Rd
∂rV |u(t, x)|2dxdt−
ˆ
J
ˆ
Rd
∂rW |u(t, x)|α+2dxdt . sup
t∈J
|M|x|(t)|.
It follows that ˆ
J
ˆ
R
3
|u(t, x)|4dxdtˆ
J
ˆ
R
d×Rd
|u(t,x)|2|u(t,y)|2
|x−y|3 dxdydt
 . supt∈J |M⊗2|x−y|(t)|+ supt∈J |M|x|(t)|‖u‖2L∞(J,L2)
. ‖u‖3L∞(J,L2)‖∇u‖L∞(J,L2).
For d ≥ 4, we can writeˆ
J
ˆ
Rd×Rd
|u(t, x)|2|u(t, y)|2
|x− y|3 dxdydt =
ˆ
J
ˆ
Rd
|u(t, x)|2
(
|u|2 ∗ 1| · |3
)
(t, x)dxdt.
Recall that
|∇|−(d−3)f(x) = C(d)
ˆ
Rd
f(y)
|x− y|3 dy,
for some constant C(d) depending only on d. By Plancherel’s theorem, we writeˆ
J
ˆ
Rd×Rd
|u(t, x)|2|u(t, y)|2
|x− y|3 dxdydt = C
−1(d)
ˆ
J
ˆ
Rd
|̂u|2(ξ)|ξ|−(d−3) |̂u|2(ξ)dξdt
= C−1(d)
ˆ
J
ˆ
Rd
∣∣∣|∇|− d−32 (|u(t, x)|2)∣∣∣2 dxdt.
The result follows by using the fact (see [40, Lemma 5.6]) that
‖|∇|−d−34 u‖4L4(J,L4) . ‖|∇|−
d−3
2 (|u|2)‖2L2(J,L2).
The proof is complete. 
5. Virial estimates
In this section, we derive some virial estimates related to (1.1) in the focusing case which are useful to
study the finite time blow-up. Given a real valued funtion a, we define the virial potential by
Va(t) :=
ˆ
a|u(t)|2dx.
Lemma 5.1. Let V,W : Rd → C and u0 ∈ H1 be such that |x|u0 ∈ L2. Let u : J × Rd → C be the
corresponding solution to (4.3) with initial data u(0) = u0. Then the function t 7→ | · |u(t, ·) belongs to
C(J, L2). Moreover, the function t 7→ ‖xu(t)‖2L2 is in C2(J), and for any t ∈ J ,
d
dt
‖xu(t)‖2L2 = 4
ˆ
x · Im (u(t)∇u(t)) dx,
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and
d2
dt2
‖xu(t)‖2L2 = 8
ˆ
|∇u(t)|2dx−4
ˆ
x ·∇V |u(t)|2dx+ 4dα
α+ 2
ˆ
W |u(t)|α+2dx− 8
α+ 2
ˆ
x ·∇W |u(t)|α+2dx.
Proof. The first claim follows from a standard approximation argument (see e.g. [5, Proposition 6.5.1]).
Observe that d
dt
‖xu(t)‖2L2 =M|x|2(t) (see (4.1)). The second derivative of ‖xu(t)‖2L2 follows from Corollary
4.2 with a(x) = |x|2. 
Corollary 5.2. Let d ≥ 1, c > 0, 0 < σ < min{2, d} and α > 0. Let u0 ∈ H1 be such that |x|u0 ∈ L2, and
u : J × Rd → C the corresponding solution to the focusing (1.1). Then the function t 7→ | · |u(t, ·) belongs to
C(J, L2). Moreover, the function t 7→ ‖xu(t)‖2
L2
is in C2(J), and for any t ∈ J ,
d2
dt2
‖xu(t)‖2L2 = 8‖∇u(t)‖2L2 + 4cσ‖|x|−σ|u(t)|2‖L1 −
4dα
α+ 2
‖u(t)‖α+2
Lα+2
= 16E(u(t))− 4c(2− σ)‖|x|−σ|u(t)|2‖L1 − 4(dα− 4)
α+ 2
‖u(t)‖α+2
Lα+2
= 4dαE(u(t))− 2(dα− 4)‖∇u(t)‖2L2 − 2c(dα− 2σ)‖|x|−σ|u(t)|2‖L1 .
(5.1)
We next derive some localized virial estimates which are useful to show the blow-up for (1.1) in the focusing
case with radial initial data. This is done by the same spirit of [12,13]. Let χ be a function defined on [0,∞)
and satisfy
χ(r) =
{
r2 if 0 ≤ r ≤ 1,
const. if r ≥ 2, and χ
′′(r) ≤ 2 for r ≥ 0. (5.2)
Given R > 0, we define the radial function
ϕR(x) = ϕR(r) := R
2χ(r/R), r = |x|. (5.3)
By definition, we see that
2− ϕ′′R(r) ≥ 0, 2−
ϕ′R(r)
r
≥ 0, 2d−∆ϕR(x) ≥ 0, ∀r ≥ 0, x ∈ Rd. (5.4)
Lemma 5.3. Let d ≥ 2, c > 0, 0 < σ < 2 and 0 < α ≤ 4. Let u : J × Rd → C be a radial solution to (1.1)
in the focusing case. Then for any ε > 0 and any t ∈ J ,
d2
dt2
VϕR(t) ≤ 8‖∇u(t)‖2L2 + 4cσ‖|x|−σ|u(t)|2‖L1 −
4dα
α+ 2
‖u(t)‖α+2
Lα+2
+
 O
(
R−2 +R−2(d−1)‖∇u(t)‖2
L2
)
if α = 4,
O
(
R−2 + ε−
α
4−αR−
2(d−1)α
4−α + ε‖∇u(t)‖2
L2
)
if 0 < α < 4.
(5.5)
Here the implicit constant depends only on d and α.
Proof. Applying Corollary 4.2 with V = c|x|−σ and W = −1, we get that
d2
dt2
VϕR(t) = −
ˆ
∆2ϕR|u(t)|2dx+ 4
∑
jk
ˆ
∂2jkϕRRe (∂ju(t)∂ku(t)) dx
−2c
ˆ
∇ϕR · ∇(|x|−σ)|u(t)|2dx − 2α
α+ 2
ˆ
∆ϕR|u(t)|α+2dx.
Using the fact that
∂j =
xj
r
∂r, ∂
2
jk =
(
δjk
r
− xjxk
r3
)
∂r +
xjxk
r2
∂2r ,
we have that ∑
jk
∂2jkϕR∂ju∂ku = ϕ
′′
R|∂ru|2 = ϕ′′R|∇u|2, ∇ϕR · ∇(|x|−σ) = −σ
ϕ′R
r
|x|−σ .
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We then write
d2
dt2
VϕR(t) = 8‖∇u(t)‖2L2 + 4cσ‖|x|−σ|u(t)|2‖L1 −
4dα
α+ 2
‖u(t)‖α+2
Lα+2
−
ˆ
∆2ϕR|u(t)|2dx− 4
ˆ
(2− ϕ′′R)|∇u(t)|2dx
−2cσ
ˆ (
2− ϕ
′
R
r
)
|x|−σ|u(t)|2dx+ 2α
α+ 2
ˆ
(2d−∆ϕR)|u(t)|α+2dx.
(5.6)
Thanks to (5.4) and the fact |2d−∆ϕR| . 1, supp(2d−∆ϕR) ⊂ {|x| > R}, |∆2ϕ| . R−2, the conservation
of mass implies that
d2
dt2
VϕR(t) ≤ 8‖∇u(t)‖2L2 + 4cσ‖|x|−σ|u(t)|2‖L1 −
4dα
α+ 2
‖u(t)‖α+2
Lα+2
+O
(
R−2 +
ˆ
|x|>R
|u(t)|α+2dx
)
.
We next recall the following radial Sobolev embedding (see e.g. [7,38]): for d ≥ 2, there exists C = C(d) > 0
such that for any radial function f ∈ H1,
sup
x 6=0
|x| d−12 |f(x)| ≤ C‖f‖ 12
L2
‖∇f‖ 12
L2
. (5.7)
Using (5.7) and the conservation of mass, we estimate
ˆ
|x|>R
|u(t)|α+2dx ≤
(
sup
|x|>R
|u(t, x)|α
)
‖u(t)‖2L2
≤ R− (d−1)α2
(
sup
|x|>R
|x| d−12 |u(t, x)|
)α
‖u(t)‖2L2
. R−
(d−1)α
2 ‖∇u(t)‖α2
L2
‖u(t)‖α2 +2
L2
. R−
(d−1)α
2 ‖∇u(t)‖α2
L2
.
When α = 4, we are done. When 0 < α < 4, we use the Young inequality to get
R−
(d−1)α
2 ‖∇u(t)‖α2
L2
. ε‖∇u(t)‖2L2 + ε−
α
4−αR−
2(d−1)α
4−α .
The proof is complete. 
We also have the following refined version of Lemma 5.3 in the mass-critical case α = 4
d
.
Lemma 5.4. Let d ≥ 2, c > 0, 0 < σ < 2 and α = 4
d
. Let u : J × Rd → C be a radial solution to (1.1) in
the focusing case. Then there exists C = C(d) > 0 such that for any ε > 0 and any t ∈ J ,
d2
dt2
VϕR(t) ≤ 16E(u(t))− 4
ˆ (
ψ1,R − Cεψ
d
2
2,R
)
|∇u(t)|2dx
+O
(
R−2 + εR−2 + ε−
1
d−1R−2
)
,
(5.8)
where
ψ1,R = 2− ϕ′′R, ψ2,R = 2d−∆ϕR. (5.9)
Here the implicit constant depends only on d.
Proof. Using (5.1) and (5.6) with α = 4
d
, we have that
d2
dt2
VϕR(t) = 16E(u(t))− 4c(2− σ)‖|x|−σ|u(t)|2‖L1
−
ˆ
∆2ϕR|u(t)|2dx − 4
ˆ
(2− ϕ′′R)|∇u(t)|2dx
− 2cσ
ˆ (
2− ϕ
′
R
r
)
|x|−σ|u(t)|2dx+ 4
d+ 2
ˆ
(2d−∆ϕR)|u(t)| 4d+2dx.
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Since 0 < σ < 2, 2− ϕ′R
r
≥ 0 and |∆2ϕR| . R−2, the conservation of mass implies that
d2
dt2
VϕR(t) ≤ 16E(u(t))− 4
ˆ
ψ1,R|∇u(t)|2dx+ 4
d+ 2
ˆ
ψ2,R|u(t)| 4d+2dx+O(R−2),
where ψ1,R and ψ2,R are as in (5.9). Thanks to the radial Sobolev embedding (5.7), the conservation of mass
and the fact |ψ2,R| . 1, supp(ψ2,R) ⊂ {|x| > R}, we estimateˆ
ψ2,R|u(t)| 4d+2dx =
ˆ
|x|>R
∣∣∣ψ d42,Ru(t)∣∣∣ 4d |u(t)|2dx
≤
(
sup
|x|>R
∣∣∣ψ d42,Ru(t, x)∣∣∣ 4d
)
‖u(t)‖2L2
≤ R− 2(d−1)d
(
sup
|x|>R
|x| d−12
∣∣∣ψ d42,Ru(t, x)∣∣∣
) 4
d
‖u(t)‖2L2
. R−
2(d−1)
d
∥∥∥∇(ψ d42,Ru(t))∥∥∥ 2d
L2
∥∥∥ψ d42,Ru(t)∥∥∥ 2d
L2
‖u(t)‖2L2
. R−
2(d−1)
d
∥∥∥∇(ψ d42,Ru(t))∥∥∥ 2d
L2
.
By the Young inequality, we get for any ε > 0,
R−
2(d−1)
d
∥∥∥∇(ψ d42,Ru(t))∥∥∥ 2d
L2
. ε
∥∥∥∇(ψ d42,Ru(t))∥∥∥2
L2
+ ε−
1
d−1R−2.
By the definition of ϕR, it is easy to see that
∣∣∣∇(ψ d42,R)∣∣∣ . R−1. The conservation of mass then implies that∥∥∥∇(ψ d42,Ru(t))∥∥∥2
L2
. R−2 +
∥∥∥ψ d42,R∇u(t)∥∥∥2
L2
Collecting the above estimates, we prove (5.8). 
6. Global well-posedness
In this section, we prove the global well-posedness in the energy space for (1.1).
Proof of Theorem 1.1. Thanks to the local well-posedness in the energy-subcritical case, the “good” local
well-posedness in the energy-critical case and the conservation of mass, the result follows if we can show that
there exists C > 0 independent of t such that ‖∇u(t)‖L2 ≤ C for any t in the existence time.
In the defocusing case, we have from the conservation of energy that
‖∇u(t)‖L2 ≤
√
2E(u0)
for any t in the existence time.
In the focusing case, we consider several subcases.
Subcase 1: Mass-subcritical case. By the Gagliardo-Nirenberg inequality, we have that
E(u(t)) =
1
2
‖∇u(t)‖2L2 +
c
2
‖|x|−σ|u(t)|2‖L1 − 1
α+ 2
‖u(t)‖α+2
Lα+2
≥ 1
2
‖∇u(t)‖2L2 −
CGN
α+ 2
‖∇u(t)‖ dα2
L2
‖u(t)‖
4−(d−2)α
2
L2
.
Since dα2 < 2, we use the Young inequality and the conservation of mass to get that for any ε > 0,
CGN
α+ 2
‖∇u(t)‖ dα2
L2
‖u(t)‖
4−(d−2)α
2
L2
≤ ε‖∇u(t)‖2L2 + C(ε, ‖u0‖L2). (6.1)
The conservation of energy then implies that(
1
2
− ε
)
‖∇u(t)‖2L2 ≤ E(u0) + C(ε, ‖u0‖L2).
Taking 0 < ε < 12 , we obtain the uniform bound on ‖∇u(t)‖L2.
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Subcase 2: Mass-critical case. By the sharp Gagliardo-Nirenberg inequality with (2.28) and the
conservation of mass and energy, we have that
E(u0) = E(u(t)) =
1
2
‖∇u(t)‖2L2 +
c
2
‖|x|−σ|u(t)|2‖L1 −
d
2d+ 4
‖u(t)‖ 4d+2
L
4
d
+2
≥ 1
2
‖∇u(t)‖2L2 −
1
2
(‖u(t)‖L2
‖Q‖L2
) 4
d
‖∇u(t)‖2L2
=
1
2
(
1−
(‖u0‖L2
‖Q‖L2
) 4
d
)
‖∇u(t)‖2L2.
Since ‖u0‖L2 < ‖Q‖L2, we again get the uniform bound on ‖∇u(t)‖L2 .
Subcase 3: Intercritical case. It follows from the sharp Gagliardo-Nirenberg inequality that
E(u(t))Mβc(u(t)) =
1
2
‖∇u(t)‖2L2‖u(t)‖2βcL2 +
c
2
‖|x|−σ|u(t)|2‖L1‖u(t)‖2βcL2 −
1
α+ 2
‖u(t)‖α+2
Lα+2
‖u(t)‖2βc
L2
≥ 1
2
(
‖∇u(t)‖L2‖u(t)‖βcL2
)2
− CGN
α+ 2
‖∇u(t)‖ dα2
L2
‖u(t)‖
4−(d−2)α
2 +2βc
L2
= f
(
‖∇u(t)‖L2‖u(t)‖βcL2
)
,
(6.2)
where f(x) := 12x
2 − CGN
α+2x
dα
2 . Using (2.27) and (2.29), it is easy to check that
f
(
‖∇Q‖L2‖Q‖βcL2
)
=
dα− 4
2dα
(
‖∇Q‖L2‖Q‖βcL2
)2
= E0(Q)M
βc(Q). (6.3)
By (6.2), the conservation of energy and mass and the first condition in (1.12), we get that
f
(
‖∇u(t)‖L2‖u(t)‖βcL2
)
≤ E(u0)Mβc(u0) < E0(Q)Mβc(Q) = f
(
‖∇Q‖L2‖Q‖βcL2
)
for any t in the existence time. Thanks to the second condition in (1.12), the continuity argument implies
that
‖∇u(t)‖L2‖u(t)‖βcL2 < ‖∇Q‖L2‖Q‖βcL2
for any t in the existence time. This gives the uniform bound on ‖∇u(t)‖L2 .
Subcase 4: Energy-critical case. By the sharp Sobolev embedding, we see that
E(u(t)) =
1
2
‖∇u(t)‖2L2 +
c
2
‖|x|−σ|u(t)|2‖L1 − d− 2
2d
‖u(t)‖
2d
d−2
L
2d
d−2
≥ 1
2
‖∇u(t)‖2L2 −
(d− 2)CSE
2d
‖∇u(t)‖
2d
d−2
L2
= g(‖∇u(t)‖L2),
(6.4)
where g(y) = 12y
2 − (d−2)CSE2d y
2d
d−2 . It follows from (2.30) and (2.31) that
g(‖∇W‖L2) = 1
d
‖∇W‖2L2 = E0(W ). (6.5)
Thanks to (6.4), the conservation of energy and the first condition in (1.13), we get that
g(‖∇u(t)‖L2) ≤ E(u0) < E0(W ) = g(‖∇W‖L2)
for any t in the existence time. The continuity argument together with the second condition in (1.13) imply
that
‖∇u(t)‖L2 < ‖∇W‖L2
for any t in the existence time. The proof is complete. 2
Proof of Proposition 1.2. As in the proof of Theorem 1.1, it suffices to show the uniform bound of the
kinetic energy. Recall that we consider the case c < 0 here.
In the defocusing case, we have that
E(u(t)) =
1
2
‖∇u(t)‖2L2 −
|c|
2
‖|x|−σ|u(t)|2‖L1 + 1
α+ 2
‖u(t)‖α+2
Lα+2
≥ 1
2
‖∇u(t)‖2L2 −
|c|
2
‖|x|−σ|u(t)|2‖L1 .
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By Hardy’s inequality,
‖|x|−σ|u(t)|2‖L1 = ‖|x|−
σ
2 u(t)‖2L2 ≤ C‖|∇|
σ
2 u(t)‖2L2 ≤ C‖∇u(t)‖σL2‖u(t)‖2−σL2 .
Since 0 < σ < 2, we apply the Young’s inequality ab ≤ ap
εp
+ ε
q
p bq
q
with ε > 0, a, b ≥ 0 and 1 < p, q < ∞
satisfying 1
p
+ 1
q
= 1 to get
‖|x|−σ|u(t)|2‖L1 ≤ 1
2|c|‖∇u(t)‖
2
L2 + C(σ, |c|)‖u(t)‖2L2 . (6.6)
This implies that
E(u(t)) ≥ 1
4
‖∇u(t)‖2L2 − C(σ, |c|)‖u(t)‖2L2 .
Thanks to the conservation of mass and energy, we obtain
‖∇u(t)‖2L2 ≤ 4E(u0) + C(σ, |c|)M(u0),
for any t in the existence time. Note that the constant C(σ, |c|) may change from lines to lines.
In the focusing case, we consider two cases.
Subcase 1: Mass-subcritical case. By (6.1) and (6.6), we have that
E(u0) = E(u(t)) =
1
2
‖∇u(t)‖2L2 −
|c|
2
‖|x|−σ|u(t)|2‖L1 − 1
α+ 2
‖u(t)‖α+2
Lα+2
≤
(
1
4
− ε
)
‖∇u(t)‖2L2 − C(σ, |c|)M(u0)− C(ε,M(u0)).
Taking 0 < ε < 14 , we see that
‖∇u(t)‖2L2 ≤ C(σ, |c|, ε, E(u0),M(u0)),
for any t in the existence time.
Subcase 2: Mass-critical case. In this case, instead of (6.6), we use the following estimate
‖|x|−σ|u(t)|2‖L1 ≤ ε|c| ‖∇u(t)‖
2
L2 + C(σ, |c|, ε)‖u(t)‖2L2
which is valid for any ε > 0. Using this inequality and the sharp Gagliardo-Nirenberg inequality, the
conservation of mass and energy imply that
E(u0) = E(u(t)) =
1
2
‖∇u(t)‖2L2 −
|c|
2
‖|x|−σ|u(t)|2‖L1 − d
2d+ 4
‖u(t)‖ 4d+2
L
4
d
+2
≥ 1
2
‖∇u(t)‖2L2 −
ε
2
‖∇u(t)‖2L2 − C(σ, |c|, ε)‖u(t)‖2L2 −
1
2
(‖u(t)‖L2
‖Q‖L2
) 4
d
‖∇u(t)‖2L2
=
1
2
(
1− ε−
(‖u0‖L2
‖Q‖L2
) 4
d
)
‖∇u(t)‖2L2 − C(σ, |c|, ε)M(u0).
Since ‖u0‖L2 < ‖Q‖L2, if we take 0 < ε < 1−
(
‖u0‖L2
‖Q‖L2
) 4
d
, then we get the uniform bound on ‖∇u(t)‖L2 . The
proof is complete. 2
7. Blow-up
In this section, we prove the finite time blow-up for (1.1) in the focusing case.
Proof of Theorem 1.3. We will consider separately the mass-critical, intercritical and energy-critical cases.
(1) Mass-critical case.
Subcase 1: d ≥ 1 and |x|u0 ∈ L2. In this case, we assume that E(u0) < 0. Applying the virial identity
(5.1) with α = 4
d
and recalling that 0 < σ < min{2, d}, we get
d2
dt2
‖xu(t)‖2L2 = 16E(u(t))− 4c(2− σ)‖|x|−σ |u(t)|2‖L1 ≤ 16E(u0) < 0
for any t in the existence time. The standard argument of Glassey [16] implies that the solution blows up in
finite time.
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Subcase 2: d ≥ 2 and u0 is radial. We assume again that E(u0) < 0. By Lemma 5.4, we have that for
any ε > 0 and any t in the existence time
d2
dt2
VϕR(t) ≤ 16E(u0)− 4
ˆ (
ψ1,R − Cεψ
d
2
2,R
)
|∇u(t)|2dx
+O
(
R−2 + εR−2 + ε−
1
d−1R−2
)
,
where
ψ1,R = 2− ϕ′′R, ψ2,R = 2d−∆ϕR.
Assume at the moment that there exists a suitable radial function ϕR defined by (5.3) so that
ψ1,R − Cεψ
d
2
2,R ≥ 0, ∀r ≥ 0 (7.1)
for a sufficiently small ε > 0. We then choose R > 0 sufficiently large depending on ε such that
d2
dt2
VϕR(t) ≤ 8E(u0) < 0
for any t in the existence time. By Glassey’s argument, the solution blows up in finite time. We now show
(7.1). To this end, we define
ζ(r) :=

2r if 0 ≤ r ≤ 1,
2[r − (r − 1)3] if 1 < r ≤ 1 + 1/√3,
smooth and ζ′ < 0 if 1 + 1/
√
3 < r < 2,
0 if r ≥ 2,
and
χ(r) :=
ˆ r
0
ζ(s)ds.
It is obvious that χ defined above satisfies (5.2). We thus then define ϕR as in (5.3). We will show that (7.1)
is fulfilled with this choice of ϕR. In fact, we have
ψ2,R = 2d−∆ϕR = 2− ϕ′′R + (d− 1)
(
2− ϕ
′
R
r
)
.
When 0 ≤ r ≤ R, (7.1) is obvious since ψ1,R = ψ2,R = 0.
When R < r ≤ (1 + 1/√3)R, we have ψ1,R = 6(r/R− 1)2 and
ψ2,R = 6(r/R− 1)2
(
1 +
(d− 1)(r/R − 1)
3r/R
)
< 6(r/R − 1)2
(
1 +
d− 1
3
√
3
)
.
Since 0 < r/R− 1 < 1/√3, we can choose ε > 0 sufficiently small so that (7.1) is satisfied.
When r > (1 + 1/
√
3)R, we see that ζ′(r/R) ≤ 0, so ψ1,R(r) = 2 − ϕ′′R(r) ≥ 2. On the other hand,
ψ2,R(r) ≤ C for some constant C > 0. Therefore taking ε > 0 sufficiently small, we get (7.1).
(2) Intercritical case.
Subcase 1: d ≥ 1, |x|u0 ∈ L2 and E(u0) < 0. Applying (5.1) and using the fact 0 < σ < min{2, d},
dα > 4 > 2σ, we have that
d2
dt2
‖xu(t)‖2L2 = 4dαE(u(t)) − 2(dα− 4)‖∇u(t)‖2L2 − 2c(dα− 2σ)‖|x|−σ|u(t)|2‖L1 ≤ 4dαE(u0) < 0
for any t in the existence time. This implies that the solution blows up in finite time.
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Subcase 2: d ≥ 2, u0 is radial and E(u0) < 0. It follows from Lemma 5.3 that for any ε > 0,
d2
dt2
VϕR(t) ≤ 4dαE(u(t)) − 2(dα− 4)‖∇u(t)‖2L2 − 2c(dα− 2σ)‖|x|−σ|u(t)|2‖L1
+
 O
(
R−2 +R−2(d−1)‖∇u(t)‖2
L2
)
if α = 4
O
(
R−2 + ε−
α
4−αR−
2(d−1)α
4−α + ε‖∇u(t)‖2
L2
)
if 0 < α < 4
≤ 4dαE(u0)− 2(dα− 4)‖∇u(t)‖2L2
+
 O
(
R−2 +R−2(d−1)‖∇u(t)‖2
L2
)
if α = 4
O
(
R−2 + ε−
α
4−αR−
2(d−1)α
4−α + ε‖∇u(t)‖2
L2
)
if 0 < α < 4
for any t in the existence time. Since dα > 4, we take R > 0 sufficiently large if α = 4 and ε > 0 sufficiently
small and R > 0 sufficiently large depending on ε if 0 < α < 4 to obtain that
d2
dt2
VϕR(t) ≤ 2dαE(u0) < 0
for any t in the existence time. This shows that the solution must blow up in finite time.
Subcase 3: d ≥ 1, |x|u0 ∈ L2 and E(u0) ≥ 0. In this case, we assume that (1.15) holds. We claim that
under the assumption (1.15), there exists δ > 0 such that
4dαE(u(t))− 2(dα− 4)‖∇u(t)‖2L2 ≤ −δ (7.2)
for any t in the existence time. Indeed, by (6.2), the conservation of energy and mass and the first condition
in (1.15), we have that
f
(
‖∇u(t)‖L2‖u(t)‖βcL2
)
≤ E(u0)Mβc(u0) < E0(Q)Mβc(Q) = f
(
‖∇Q‖L2‖Q‖βcL2
)
for any t in the existence time. The continuity argument together with the second condition in (1.15) imply
that
‖∇u(t)‖L2‖u(t)‖βcL2 > ‖∇Q‖L2‖Q‖βcL2 (7.3)
for any t in the existence time. Since E(u0)M
βc(u0) < E0(Q)M
βc(Q), we pick ρ > 0 small enough so that
E(u0)M
βc(u0) ≤ (1 − ρ)E0(Q)Mβc(Q). (7.4)
Denote the left hand side of (7.2) by K(u(t)). Multiplying K(u(t)) with the conserved quantity Mβc(u(t))
and using (6.3), (7.3) and (7.4), we obtain
K(u(t))Mβc(u(t)) = 4dαE(u(t))Mβc(u(t))− 2(dα− 4)
(
‖∇u(t)‖L2‖u(t)‖βcL2
)2
= 4dαE(u0)M
βc(u0)− 2(dα− 4)
(
‖∇u(t)‖L2‖u(t)‖βcL2
)2
≤ 4dα(1− ρ)E0(Q)Mβc(Q)− 2(dα− 4)
(
‖∇Q‖L2‖Q‖βcL2
)2
= −2(dα− 4)ρ
(
‖∇Q‖L2‖Q‖βcL2
)2
for any t in the existence time. This shows (7.2) with
δ = 2(dα− 4)ρ‖∇Q‖2L2
(
M(Q)
M(u0)
)βc
> 0.
We now apply (5.1) with the fact 0 < σ < min{2, d}, dα > 4 > 2σ and (7.2) to get
d2
dt2
‖xu(t)‖2L2 = 4dαE(u(t))− 2(dα− 4)‖∇u(t)‖2L2 − 2c(dα− 2σ)‖|x|−σ|u(t)|2‖L1
≤ 4dαE(u(t))− 2(dα− 4)‖∇u(t)‖2L2 ≤ −δ < 0
for any t in the existence time. This shows that the solution blows up in finite time.
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Subcase 4: d ≥ 2, u0 is radial and E(u0) ≥ 0. We again assume (1.15) in this case. Under the
assumption (1.15), it follows that for ε > 0 small enough, there exists δ(ε) > 0 such that
4dαE(u(t)) − 2(dα− 4)‖∇u(t)‖2L2 + ε‖∇u(t)‖2L2 ≤ −δ(ε) (7.5)
for any t in the existence time. This is proved by the same lines as in the proof of (7.2), just take 0 < ε <
2(dα− 4)ρ and we get
δ(ε) = [2(dα− 4)ρ− ε]‖∇Q‖2L2
(
M(Q)
M(u0)
)βc
> 0.
Next by Lemma 5.3, we have that for any ε > 0,
d2
dt2
VϕR(t) ≤ 4dαE(u(t)) − 2(dα− 4)‖∇u(t)‖2L2 − 2c(dα− 2σ)‖|x|−σ|u(t)|2‖L1
+
 O
(
R−2 +R−2(d−1)‖∇u(t)‖2
L2
)
if α = 4
O
(
R−2 + ε−
α
4−αR−
2(d−1)α
4−α + ε‖∇u(t)‖2
L2
)
if 0 < α < 4
≤ 4dαE(u(t)) − 2(dα− 4)‖∇u(t)‖2L2
+
 O
(
R−2 +R−2(d−1)‖∇u(t)‖2
L2
)
if α = 4
O
(
R−2 + ε−
α
4−αR−
2(d−1)α
4−α + ε‖∇u(t)‖2
L2
)
if 0 < α < 4
for any t in the existence time. Taking R > 0 sufficiently large when α = 4, and ε > 0 sufficiently small and
R > 0 sufficiently large depending on ε when 0 < α < 4, we obtain from (7.5) that
d2
dt2
VϕR(t) ≤ −
δ(ε)
2
< 0
for any t in the existence time. This again implies that the solution blows up in finite time.
(3) Energy-critical case. The case E(u0) < 0 is similar to the intercritical case. We thus only consider
the case E(u0) ≥ 0. Note that (1.16) is assumed in this case. We claim that for ε > 0 small enough, there
exists δ(ε) > 0 such that
16d
d− 2E(u(t))−
16
d− 2‖∇u(t)‖
2
L2 + ε‖∇u(t)‖2L2 ≤ −δ(ε) (7.6)
for any t in the existence time. It follows from (6.4), the conservation of energy and the first condition in
(1.16) that
g(‖∇u(t)‖L2) ≤ E(u0) < E0(W ) = g(‖∇W‖L2).
Thanks to the second condition in (1.16), we get
‖∇u(t)‖L2 > ‖∇W‖L2 (7.7)
for any t in the existence time. Using again the first condition in (1.16), we pick ρ > 0 small enough so that
E(u0) ≤ (1− ρ)E0(W ). (7.8)
By the conservation of energy, (6.5), (7.7) and (7.8), we estimate the left hand side of (7.6) which is denoted
by K(u(t)) as
K(u(t)) =
16d
d− 2E(u(t))−
(
16
d− 2 − ε
)
‖∇u(t)‖2L2
=
16d
d− 2E(u0)−
(
16
d− 2 − ε
)
‖∇u(t)‖2L2
≤ 16d
d− 2(1− ρ)E0(W )−
(
16
d− 2 − ε
)
‖∇W‖2L2
= −
(
16ρ
d− 2 − ε
)
‖∇W‖2L2
for any t in the existence time. Taking 0 < ε < 16ρ
d−2 , we obtain (7.6) with
δ(ε) =
(
16ρ
d− 2 − ε
)
‖∇W‖2L2 > 0.
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Subcase 1: d ≥ 3, |x|u0 ∈ L2 and E(u0) ≥ 0. Applying the virial identity (5.1) with α = 4d−2 and using
(7.6) with ε = 0, there exists δ > 0 such that
d2
dt2
‖xu(t)‖2L2 =
16d
d− 2E(u(t))−
16
d− 2‖∇u(t)‖
2
L2 − 2c
(
4d
d− 2 − 2σ
)
‖|x|−σ|u(t)|2‖L1
≤ 16d
d− 2E(u(t))−
16
d− 2‖∇u(t)‖
2
L2 ≤ −δ < 0
for any t in the existence time. This implies that the solution must blow up in finite time.
Subcase 2: d ≥ 3, u0 is radial and E(u0) ≥ 0. Applying Lemma 5.3 with α = 4d−2 , we have that for
any ε > 0,
d2
dt2
VϕR(t) ≤
16d
d− 2E(u(t))−
16
d− 2‖∇u(t)‖
2
L2 − 2c
(
4d
d− 2 − 2σ
)
‖|x|−σ|u(t)|2‖L1
+
 O
(
R−2 +R−4‖∇u(t)‖2L2
)
if d = 3
O
(
R−2 + ε−
1
d−3R−
2(d−1)
d−3 + ε‖∇u(t)‖2L2
)
if d ≥ 4
≤ 16d
d− 2E(u(t))−
16
d− 2‖∇u(t)‖
2
L2
+
 O
(
R−2 +R−4‖∇u(t)‖2L2
)
if d = 3
O
(
R−2 + ε−
1
d−3R−
2(d−1)
d−3 + ε‖∇u(t)‖2L2
)
if d ≥ 4
for any t in the existence time. Choosing R > 0 sufficiently large when d = 3, and ε > 0 sufficiently small
and R > 0 sufficiently large depending on ε when d ≥ 4, it follows from (7.6) that
d2
dt2
VϕR(t) ≤ −
δ(ε)
2
< 0
for any t in the existence time. The solution thus blows up in finite time. 2
8. Scattering
The main purpose of this section is to prove the energy scattering for (1.1) in the defocusing case. Let us
start with the following result which is a consequence of the interaction Morawetz inequality.
Proposition 8.1. Let d ≥ 3, c > 0, 0 < σ < 2. If u is the global H1 solution to the defocusing (1.1), then
it holds that
‖u‖
Ld+1(R,L
2(d+1)
d−1 )
≤ C(E,M) <∞. (8.1)
Proof. Applying Proposition 4.7 with V (x) = c|x|−σ, c > 0, 0 < σ < 2 and W (x) = 1, we get the following
interaction Morawetz inequality for the defocusing (1.1) in dimensions d ≥ 3
‖|∇|−d−34 u‖L4(R,L4) ≤ C‖u‖
3
4
L∞(R,L2)‖∇u‖
1
4
L∞(R,L2).
This implies that
‖u‖
Ld+1(R,L
2(d+1)
d−1 )
. ‖|∇|− d−34 u‖
4
d+1
L4(R,L4)‖∇u‖
d−3
d+1
L∞(R,L2)
.
(
‖u‖ 34
L∞(R,L2)‖∇u‖
1
4
L∞(R,L2)
) 4
d+1 ‖∇u‖
d−3
d+1
L∞(R,L2)
. ‖u‖
3
d+1
L∞(R,L2)‖∇u‖
d−2
d+1
L∞(R,L2).
By the conservation of mass and energy, we obtain the global bound (8.1) for the defocusing (1.1) in dimen-
sions d ≥ 3. 
Due to the equivalence between Sobolev norms ‖ · ‖W 1,qc and ‖ · ‖W 1,q , to show energy scattering, we need
to define
‖u‖S1(J) := sup
(p,q)∈S, 2≤q< 2d
σ
‖ 〈∇〉u‖Lp(J,Lq).
Let us start with the following nonlinear estimates.
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Lemma 8.2. Let {
0 < σ < 2 if d ≥ 4,
0 < σ ≤ 1 if d = 3, and
4
d
< α <
4
d− 2 .
Then there exists ε > 0 small enough such that for any time interval J ,
‖ 〈∇〉 (|u|αu)‖
L2(J,L
2d
d+2 )
. ‖u‖S1(J)‖u‖αθ1
Ld+1(J,L
2(d+1)
d−1 )
‖u‖α(1−θ1)θ2
L∞(J,L2) ‖∇u‖α(1−θ1)(1−θ2)L∞(J,L2) ,
for some 0 < θ1 = θ1(ε), θ2 = θ2(ε) < 1.
Proof. By the fractional chain rule, we estimate
‖ 〈∇〉 (|u|αu)‖
L2(J,L
2d
d+2 )
. ‖ 〈∇〉u‖
L2+ε(J,L
2d(2+ε)
d(2+ε)−4 )
‖u‖α
L
2α(2+ε)
ε (J,L
dα(2+ε)
4+ε )
. (8.2)
We next bound
‖u‖
L
2α(2+ε)
ε (J,L
dα(2+ε)
4+ε )
≤ ‖u‖θ1
Ld+1(J,L
2(d+1)
d−1 )
‖u‖1−θ1
L∞(J,Ln)
provided that θ1 =
ε(d+1)
2α(2+ε) and n ≥ 1 satisfies
4 + ε
dα(2 + ε)
=
(d− 1)θ1
2(d+ 1)
+
1− θ1
n
.
We continue to bound
‖u‖L∞(J,Ln) ≤ ‖u‖θ2L∞(J,L2)‖u‖1−θ2
L∞(J,L
2d
d−2 )
. ‖u‖θ2
L∞(J,L2)‖∇u‖1−θ2L∞(J,L2)
provided that 1
n
= θ22 +
(d−2)(1−θ2)
2d . We thus obtain
‖u‖α
L
2α(2+ε)
ε (J,L
dα(2+ε)
4+ε )
. ‖u‖
ε(d+1)
2(2+ε)
Ld+1(J,L
2(d+1)
d−1 )
‖u‖a(ε)
L∞(J,L2)‖∇u‖b(ε)L∞(J,L2),
where
a(ε) = α(1− θ1)θ2 = d+ 2
2
− 2(d− 2)(α+ 1) + ε(d+ 1 + (d− 2)α)
2(2 + ε)
,
b(ε) = α(1− θ1)(1− θ2) = −d+ 2
2
+
2(dα+ d− 2) + dαε
2(2 + ε)
.
The above estimates are valid provided that a(ε) > 0 and b(ε) > 0. Since ε 7→ a(ε) and ε 7→ b(ε) are
decreasing, by taking ε > 0 small enough, it suffices to show the limits as ε→ 0 are positive. Note that
lim
ε→0
a(ε) =
d+ 2
2
− (d− 2)(α+ 1)
2
, lim
ε→0
b(ε) = −d+ 2
2
+
dα+ d− 2
2
are positive due to the fact 4
d
< α < 4
d−2 . Finally, to ensure the first factor in the right hand side of (8.2) is
bounded by ‖u‖S1(J), we need 2d(2+ε)d(2+ε)−4 < 2dσ for ε > 0 small enough. This gives the restriction on σ and the
proof is complete. 
Lemma 8.3. Let d = 3, 1 < σ < 2, 43 < α < 4 and set ε0 :=
2σ−2
3−σ . Then there exists ε > ε0 small enough
such that for any time interval J ,
‖ 〈∇〉 (|u|αu)‖
L2(J,L
6
5 )
. ‖u‖1+α(1−θ2)
S1(J) ‖u‖αθ1θ2L4(J,L4)‖u‖
α(1−θ1)θ2
L∞(J,H1) ,
for some 0 < θ1 = θ1(ε) < 1 and 0 < θ2 = θ2(ε) ≤ 1.
Proof. We estimate
‖ 〈∇〉 (|u|αu)‖
L2(J,L
6
5 )
. ‖ 〈∇〉u‖
L2+ε(J,L
6(2+ε)
3ε+2 )
‖u‖α
L
2α(2+ε)
ε (J,L
3α(2+ε)
4+ε )
.
We first need 6(2+ε)3ε+2 <
6
σ
to ensure the first factor in the right hand side is bounded by ‖u‖S1(J), and it
requires ε > ε0 :=
2σ−2
3−σ . We now denote
(p, q) :=
(
2α(2 + ε)
ε
,
3α(2 + ε)
4 + ε
)
.
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It is easy to check that (p, q) ∈ Λγc , i.e.
2
p
+
3
q
=
3
2
− γc, γc = 3
2
− 2
α
.
Since we are considering α ∈ ( 43 , 4), we see that γc ∈ (0, 1).
0 1
6
1
4
1
q
5
12
1
2
1
p
1
4
1
2
Λ0
Λ 1
4
Λ1
Figure 1. Admissible pairs in 3D
Case 1: γc =
1
4 or α =
8
5 . We use Ho¨lder’s inequality to have
‖u‖Lp(J,Lq) ≤ ‖u‖θ1L4(J,L4)‖u‖1−θ1
L∞(J,L
12
5 )
. ‖u‖θ1
L4(J,L4)‖u‖1−θ1L∞(J,H1).
To make the above estimates valid, we need to check that θ1 ∈ (0, 1). Note that θ1 = 4p = 5ε4(2+ε) . By choosing
ε > ε0 small enough, the condition θ1 ∈ (0, 1) implies that ε0 < 8 which is satisfied for 1 < σ < 2.
Case 2: γc ∈
(
0, 14
)
or 43 < α <
8
5 . In this case, there exist q1, q2 such that q1 < q < q2 and
(p, q1) ∈ Λ0, (p, q2) ∈ Λ 1
4
. (8.3)
We thus obtain for some θ1, θ2 ∈ (0, 1) that
‖u‖Lp(J,Lq) ≤ ‖u‖1−θ2Lp(J,Lq1)‖u‖θ2Lp(J,Lq2 )
≤ ‖u‖1−θ2
Lp(J,Lq1)
(
‖u‖θ1
L4(J,L4)‖u‖1−θ1
L∞(J,L
12
5 )
)θ2
. ‖u‖1−θ2
S1(J)‖u‖θ1θ2L4(J,L4)‖u‖(1−θ1)θ2L∞(J,H1).
(8.4)
The above estimates are valid provided that
θ1, θ2 ∈ (0, 1), 2 ≤ q1 < 6
σ
. (8.5)
Let us check (8.5). By (8.3) and (8.4), we see that θ2 = 4γc ∈ (0, 1), θ1 = 4p = 2εα(2+ε) and q1 = 6α(2+ε)6α+(3α−2)ε .
Taking ε > ε0 small enough, the condition θ1 ∈ (0, 1) implies that α > 2ε02+ε0 . Since α ∈
(
4
3 ,
8
5
)
, we need
4
3
≥ 2ε0
2 + ε0
or ε0 ≤ 4
which is again satisfied for 1 < σ < 2. The condition q1 ≥ 2 is easy to verify. By taking ε > ε0 small enough,
the condition q1 <
6
σ
implies that
6α− 2ασ + (3α− 2− ασ)ε0 > 0 or 3− σ +
(
3
4
+
γc
2
− σ
2
)
ε0 > 0.
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If 1 < σ ≤ 32 + γc, then the above inequality is satisfied for any ε0 > 0. If σ > 32 + γc, then ε0 < 2(3−σ)σ− 32−γc .
Since γc > 0, if we take
ε0 ≤ 2(3− σ)
σ − 32
which is also satisfied for 32 + γc < σ < 2, then the above inequality holds true. Therefore, the requirement
(8.5) is verified for 1 < σ < 2.
Case 3: γc ∈
(
1
4 , 1
)
or 85 < α < 4. There exist q1, q2 such that q1 < q < q2 and
(p, q1) ∈ Λ 1
4
, (p, q2) ∈ Λ1.
By Ho¨lder’s inequality and Sobolev embedding, we obtain for some θ1, θ2 ∈ (0, 1) that
‖u‖Lp(J,Lq) ≤ ‖u‖θ2Lp(J,Lq1)‖u‖1−θ2Lp(J,Lq2)
.
(
‖u‖θ1
L4(J,L4)‖u‖1−θ1
L∞(J,L
12
5 )
)θ2
‖ 〈∇〉 u‖1−θ2
Lp(J,Lq3)
. ‖u‖θ1θ2
L4(J,L4)‖u‖(1−θ1)θ2L∞(J,H1)‖u‖1−θ2S1(J),
where (p, q3) ∈ Λ0 with 1q2 = 1q3 − 13 . The above estimates hold true provided that
θ1, θ2 ∈ (0, 1), 2 ≤ q3 < 6
σ
.
We see that θ2 =
4
3 (1− γc) ∈ (0, 1), θ1 = 4p = 2εα(2+ε) and q3 = 6α(2+ε)6α+(3α−2)ε . Arguing as in Case 2, we see that
the above conditions are satisfied for 1 < σ < 2. The proof is complete. 
We are now able to prove the energy scattering for the defocusing (1.1) given in Theorem 1.4.
Proof of Theorem 1.4. We first show that the global Morawetz bound (8.1) implies the global Strichartz
bound
‖u‖S1(R) ≤ C(E,M) <∞. (8.6)
To see this, we decompose R into a finite number of disjoint intervals Jk = [tk, tk+1], k = 1, · · · , N so that
‖u‖
Ld+1(Jk,L
2(d+1)
d−1 )
≤ δ, k = 1, · · · , N, (8.7)
for some small constant δ > 0 to be chosen later. By Strichartz estimates given in Theorem 2.9 and the
equivalence ‖ · ‖W 1,qc ∼ ‖ · ‖W 1,q , we have that
‖u‖S1(Jk) . ‖u(tk)‖H1 + ‖ 〈∇〉 (|u|αu)‖
L2(Jk,L
2d
d+2 )
.
For 0 < σ < 2 if d ≥ 4 (0 < σ ≤ 1 if d = 3), we learn from Lemma 8.2 that
‖ 〈∇〉 (|u|αu)‖
L2(Jk,L
2d
d+2 )
. ‖u‖S1(Jk)‖u‖αθ1
Ld+1(Jk,L
2(d+1)
d−1 )
‖u‖α(1−θ1)
L∞(Jk,H1)
,
for some 0 < θ1 < 1. It follows from (8.7) and the conservation of mass and energy that
‖u‖S1(Jk) . ‖u(tk)‖H1 + ‖u‖S1(Jk)δαθ1 . (8.8)
For d = 3 and 1 < σ < 2, we have from Lemma 8.3 that
‖ 〈∇〉 (|u|αu)‖
L2(Jk,L
6
5 )
. ‖u‖1+α(1−θ2)
S1(Jk)
‖u‖αθ1θ2
L4(Jk,L4)
‖u‖α(1−θ1)θ2
L∞(Jk,H1)
,
for some 0 < θ1 < 1 and 0 < θ2 ≤ 1. Thus
‖u‖S1(Jk) . ‖u(tk)‖H1 + ‖u‖1+α(1−θ2)S1(Jk) δαθ1θ2 . (8.9)
Taking δ > 0 small enough, we get from (8.8) and (8.9) that
‖u‖S1(Jk) . ‖u(tk)‖H1 ≤ C(E,M) <∞, k = 1, · · · , N.
By summing over all intervals Jk, k = 1, · · · , N , we obtain (8.6).
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We now show the scattering property. By the time reversal symmetry, it suffices to treat positive times.
By Duhamel’s formula, we have that
eitHcu(t) = u0 − i
ˆ t
0
eisHc |u(s)|αu(s)ds.
Let 0 < t1 < t2. By Strichartz estimates and the Sobolev norms equivalence,
‖eit2Hcu(t2)− eit1Hcu(t1)‖H1 =
∥∥∥∥−i ˆ t2
t1
eisHc |u(s)|αu(s)ds
∥∥∥∥
H1
. ‖ 〈∇〉 (|u|αu)‖
L2([t1,t2],L
2d
d+2 )
.
For 0 < σ < 2 if d ≥ 4 (0 < σ ≤ 1 if d = 3), we have from Lemma 8.2 that
‖ 〈∇〉 (|u|αu)‖
L2([t1,t2],L
2d
d+2 )
. ‖u‖S1([t1,t2])‖u‖αθ1
Ld+1([t1,t2],L
2(d+1)
d−1 )
‖u‖α(1−θ1)
L∞([t1,t2],H1)
,
for some 0 < θ1 < 1. For d = 3 and 1 < σ < 2, Lemma 8.3 implies that
‖ 〈∇〉 (|u|αu)‖
L2([t1,t2],L
6
5 )
. ‖u‖1+α(1−θ2)
S1([t1,t2])
‖u‖αθ1θ2
L4([t1,t2],L4)
‖u‖α(1−θ1)θ2
L∞([t1,t2],H1)
,
for some 0 < θ1 < 1 and 0 < θ2 ≤ 1. Thus, by (8.1), (8.6) and the conservation of mass and energy, we see
that under our assumptions on σ and α,
‖eit2Hcu(t2)− eit1Hcu(t1)‖H1 → 0 as t1, t2 → +∞.
Hence the limit
u+0 := lim
t→+∞
eitHcu(t) = u0 − i
ˆ +∞
0
eisHc |u(s)|αu(s)ds
exists in H1. Moreover,
u(t)− e−itHcu(t) = i
ˆ +∞
t
e−i(t−s)Hc |u(s)|αu(s)ds.
Minicing the above estimates, we prove as well that
‖u(t)− e−itHcu(t)‖H1 → 0 as t→ +∞.
The proof is complete. 2
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