We present a map of the coseismic displacement field resulting from the North Sakhalin, Russia, May 28, 1995, earthquake. Raw radar signal data from the JERS-1 synthetic aperture radar instrument acquired in 28 April, 11 June, 25 July, and 7 September 1995 are used to generate a high-resolution, wide area map of the displacements by the two-pass differential interferometry method. The interferogram shows that an area of 60 km (EW) by 80 km (NS) experienced crustal deformations. The slip mechanism with fine structure is inverted using the displacement field of the SAR interferogram. This inversion of the SAR interferogram shows, 1) the rupture area extends to the south of the southernmost rupture trace on the surface, 2) slip varies from one to seven meters from the south to the northern part on the fault plane. A theoretical fringe pattern from the model of the earthquake motion matches the observations closely. We generate a full scene digital elevation model (DEM) by JERS-1 SAR interferometry and synthesize a four-pass interferogram. Comparison of the differential interferometry between the four-pass and two-pass interferograms shows that they are very similar and the both methods are reliable to show surface displacements using JERS-1 SAR. Correlation study of the Sakhalin interferograms indicates that low surface temperatures, below the freezing point, reduced the correlation probably because a freeze would alter the dielectric constant of the surface. In these Sakhalin interferograms, we find few spurious fringes due to the usual heterogeneous distribution of weather-related atmospheric and surface conditions, probably because of the low temperatures. We also present a map of the postseismic displacement field with the SAR interferometry.
Introduction
The North Sakhalin (or Neftegorsk) earthquake occurred on May 28, 1995. More than 2,000 people were killed in Neftegorsk, the population of which was about 3,000 (Kasahara, 1996) . Shimamoto et al. (1996) reported that a right-lateral, strike-slip seismic fault ran NNE 35 km from 3 km ESE of Neftegorsk and the maximum lateral displacement was 8.1 m. They surveyed displacements at 111 points along the fault line. Kikuchi (1996) and Takahashi et al. (1996) determined the parameters of the dislocation model using body wave analysis and position comparison between triangulation and GPS observations, respectively. These parameters had to be very simple due to limited amount of observations.
We have generated a detailed fault model based on a high resolution map of the coseismic displacement field using JERS-1 SAR interferometry. Spaceborne radars on the ERS 1 and JERS 1 satellites have been used for surface deformation studies, including coseismic deformation (Massonnet et al., 1993; Zebker et al., 1994b; Murakami et al., 1996) , volcanic deflation Rosen et al., 1996) , and glacier motion (Goldstein et al., 1993) with centimeter-to millimeter-scale precision. In this paper we have applied the two-pass and four-pass methods of differential interferometry and have compared the results. This is the first instance of four-pass differential interferometry using JERS-1 SAR. Finally, the postseismic signature will be shown.
Summary of Theory
The theory of differential interferometry has been presented a number of times (e.g., Zebker et al., 1994b; Rosen et al., 1996) . Here we derive equations on a sphere surface instead of a flat surface. Moreover, certain relations are useful to develop here that are particularly relevant to measurements by JERS-1 and are used in our processing.
When we make an interferogram from two complex images, systematic fringe pattern like stripe will be seen first. Since this systematic fringe is not necessary, this is removed from the interferogram and the phases are flattened. To flatten the interferogram, systematic fringe φ sys should be subtracted from the original phase φ. Then (16)). Even if there is no surface displacement and no atmospheric refractivity anomalies, the flattened phase φ flat is not constant in an interferogram unless perpendicular component B ⊥ (see Eq. (17)) is zero. These remaining fringes affecting the whole image are due to topography. Digital Elevation Model (DEM) can be generated from this remaining phase.
To generate DEM, measured phase φ flat should be related to heights h above an ellipsoid through a formula. In Fig. 1 This dρ is due to topography alone and is approximated by the equation
where ϕ is calculated by The sensitivity h 2π is in height per one fringe cycle. Minimum h 2π is about 38 m for a realistic maximum B ⊥ ≈ 1,400 m of JERS-1 L-band SAR.
Differential interferometry, a technique by which surface deformation is measured, is a powerful method for obtaining the displacement in the direction of the radar line-ofsight with centimeter-scale precision, at decameter-scale resolution, and over hundred kilometer-scale areas. The "two-pass method" uses an existing DEM acquired by conventional means such as stereo photogrammetry to remove topography from an interferogram formed between the two passes (Massonnet et al., 1993) . The "three or fourpass method" of differential interferometry generates a DEM from one interferogram as topographic reference for the other interferogram (Zebker et al., 1994b) .
Consider first the two-pass method. When an existing DEM is available, we can simulate SAR interferometry from the DEM and calculate phase φ flat,sim , which fringe pattern is like topographic contours. From Eq. (9), we relate the DEM height h to the simulated phase by For two-pass method of detecting surface displacement, we will have the phase
If surface is not changed, the simulated phase φ flat,sim removes topographic phase variations, so φ 2pass will be one constant color. JERS-1 sensitivity to surface change is represented by 
14 ∆ where φ flat and B ⊥ are the phase and the perpendicular component of baseline of a topography-only interferogram and φ′ flat and B′ ⊥ are related to the seismic interferogram. It is important to note that phase φ flat must be unwrapped to get results in Eqs. (9) and (14), essentially to generate an interferometric DEM. B ⊥ and B′ ⊥ are known functions of range and azimuth in a radar slant range (i.e., range) and along track (i.e., azimuth) direction coordinate system.
To simplify the processing of the two-pass method differential interferometry, the flattening procedure (i.e., Eqs. (1) and (2)) can be omitted by
where H is satellite altitude and B is length (i.e., magnitude) of the baseline vector B.
As described above, the baseline component B || must be known to remove systematic fringes due to orbit differences to flatten the phase of the interferogram (i.e., Eqs. (1) and (2)); and also B ⊥ must be known to generate a DEM (i.e., Eq. (9)) and compute differential interferometry (i.e., Eqs. (11) and (14)). B || and B ⊥ are functions of range and azimuth in radar coordinate system. The component B || is linear in azimuth and a function very similar to a quadratic curve in range direction; so the trajectory of φ sys , and B || is like Japanese fish sausage "Kamaboko." Because JERS-1 orbital information provided in parameter files accompanying the raw data has large errors, baseline components calculated from it cannot be used for accurate calculation of Eq. (2). When we process a smaller scene than a full scene, we may be able to use a Kamaboko function with inaccurate baseline information or with an empirical quadratic curve, because it is not easy to see systematic errors in the flattened phase of the small scene. This compromise, however, cannot be valid to flatten all pixels in a full scene, because systematic error due to inaccurate baseline information is evident in a large image.
Our group developed a new method to estimate baseline components very accurately to solve the problems in processing JERS-1/SAR data. The procedure is: 1) generate a simulated interferogram based on a DEM using initial tentative baseline components, 2) take the phase difference between the JERS-1 interferogram and the simulated interferogram to lower the fringe rate, 3) unwrap phase of entire scene, 4) count residual fringes, 5) iterate 1 through 4 until residual fringes are negligible. The estimated baseline components by this method are very accurate and very useful not only for flattening but also for differential interferometry by the two-, three-, or four-pass method. We are sometimes computing the horizontal B h and vertical component B v of the baseline instead of B || and B ⊥ , because B h and B v are constant with range (see Eqs. (18) and (19)). The definition of the baseline components are:
where α is the angle of the baseline with respect to horizontal. The incidence angle i 0 is calculated by
where H and R are the satellite altitude and the radius of the earth, respectively.
Important values of JERS-1 parameters are summarized in Table 1 .
Displacements Observed by SAR Interferometry

SAR data and geometry
JERS-1 acquired SAR data of Sakhalin before and after the 1995 North Sakhalin earthquake. No other SAR sensor imaged the area spanning the earthquake. The first step of this study is searching for good pairs of imagery that have enough coherence for SAR interferometry. Tobita et al. (1996) processed 10 JERS-1/SAR scenes of the south Fuji area and combined the processed images to form 45 interferograms; the number is equal to all the possible combinations of the images. Nine of them had enough coherence for SAR interferometry. They concluded the possibility of having enough coherence in interferograms is about 20 percent of all possible combinations of SAR images in JERS-1 SAR data, mostly due to the random distribution of baselines.
To find interferograms that have reasonably good coherence and cover the area of the Sakhalin seismic event, full scenes of 12 SAR data (raw radar signal samples) were processed. At last, we found that three pairs, April 28, 1995 -June 11, 1995 , July 25, 1995 -September 7, 1995 , and June 11, 1995 -September 7, 1995 could produce interferograms that had enough, excellent, and good coherence, respectively. They are called "coseismic pair (or interferogram)", "DEM pair", and "post seismic pair" in this paper, as shown in Table 2 . Figure 2 shows a location map of these interferograms. The seismic pair covers a larger area than one typical scene, because two scenes were concatenated. The position of the epicenter shown as star in Fig. 2 was reported by USGS in 1995.
As described in the section on theory above, baseline components are critical for SAR interferometry. Table 3 summarizes the spatial baselines relevant to Sakhalin interferometry. Height per one fringe cycle denotes the JERS-1 sensitivity to height (see, Eq. (10)). Figure 3 shows a differential interferogram created using the two-pass method in UTM (Universal Transverse Mercator) projection. Equation (12), the coseismic (AprilJune) pair, and a 1 km spacing DEM were used to generate it. Radar line-of-sight displacements are coded in color. One cycle of interferometric phase, or "fringe", is coded as one excursion around the color wheel. The systematic fringe due to orbital difference and the topographic signature were removed using the two-pass method; thus, if the effect of atmospheric refractivity anomalies (see discussion in Section 6) is small, the remaining phase signature represents surface deformation. If the surface did not deform apprecia- Table 3 . JERS-1 North Sakhalin interferometer spatial baseline parameters. Table 2 . Temporal baselines and relation to the earthquake. (Takahashi et al., 1996) are shown in Figs. 2, 3, 4, 8, 9 , and 10, for reference.
Displacement by SAR interferometry
bly during the period of interferogram pair, we would expect to observe a uniform phase everywhere. If the surface does deform, one fringe corresponds to 11.8 (11.765) cm of surface displacement. Seismic fault lines (Takahashi et al., 1996) are superimposed in Fig. 3 . The south end of the seismic fault represented in this SAR interferogram is more south than the fault line by several kilometers. The knowledge of the longer seismic fault will be useful for modeling earthquake motion (see Section 4). Phase differences of a SAR interferometer sensitively measure changes in the line-of-sight direction. The fault motion parallel to the fault line is dominant (Shimamoto et al., 1996) . Because the direction of the JERS-1 satellite velocity is nearly parallel to the fault line as shown in Fig.  3 and the line-of-sight direction is almost perpendicular to the satellite velocity, the interferometer is not very sensitive to the major coseismic lateral motion of the fault but sensitive to motions perpendicular to the fault line (e.g., vertical displacement). Figure 3 shows right-lateral, strike-slip seismic displacement clearly. An area of 60 km (EW) by 80 km (NS) experienced crustal deformation by the quake. On the east side of the seismic fault, subsidence and uplift can be seen at north and south respectively. These movements are due to the southward movement of mass. There are two peaks of line-of-sight movement on the east side of the south end of the fault line. They are both signatures which show approaching movement to the satellite (i.e., uplift or eastward motion). The amount of line-of-sight motion of north and south peaks are 82 cm and 47 cm, respectively. The locations of the two peaks correspond to the north and south ridges of a mountain peak. The mountain is 386 m high and the highest in this image. The mountain peak is at the center of two fringe peaks. In the region on the east side of the north end of the fault line, the fringes show movement away from the satellite in the line-of-sight direction (i.e., subsidence or westward motion). The amount is at least 82 cm. Fringe trends in the region 10 to 40 km west of the fault line are mainly movement toward the satellite in the line-of-sight direction. The amount is about one cycle.
Some areas have unclear fringes (i.e., mixed colors). The main reason is low correlation of the areas (see Subsection 3.3). Poor fringe visibility of some areas is due to very high fringe rates. The fringe rate of C-band (e.g., ERS-1) is higher than that of L-band (e.g., JERS-1) by a factor of about 4 (the reciprocal of the wavelength ratio). In the case of large deformation like the 1995 North Sakhalin earthquake, fringe rates in the fault zone tend to be very high and L-band is more advantageous than C-band.
South region, where we do not expect seismic displacement, has constant color (i.e., constant phase). This proves that our estimation of the baseline is good, and the effect of anomalous propagation on the phase is smaller than a quarter-cycle. This fact proves that the phase noise is less than quarter cycle (i.e., 3 cm) throughout the image and the signatures of coseismic displacements along the fault line are reliable at this level. Figure 4 shows a four-pass interferogram derived by Eq. (14) . This is the first three/four-pass interferogram provided by JERS-1 SAR. To make this, we generated a DEM by SAR interferometry (Eq. (9)). As shown in Fig. 5 , our DEM meets the necessary resolution and accuracy for the four-pass method. We unwrapped phases by the method of Hiramatsu (1992) . This time, phase unwrapping is completely successful. Typically, holes due to impossible phase unwrapping cannot be avoided and the holes are interpolated.
In this paper we can compare the four-pass interferogram (Fig. 4) with the two-pass interferogram (Fig. 3) described above. As can be seen, they are very similar. Of course, the phases in some areas differ in the two interferograms, but the difference is about 3 cm at most. The main reason of this difference is that the 1 km spacing DEM is inaccurate. The amount of this difference is consistent with the error estimated from the DEM inaccuracy, which will be discussed in Section 6. This is the first comparison of results from two different methods of differential interferometry for measuring surface change in JERS-1 SAR. This comparison proves that both are useful for showing surface displacements using JERS-1 SAR data, though these two approaches use different data each other as described in Section 2.
Correlation of the interferogram
An important factor in the interferometric technique is coherence, or correlation, because correlation is an index of phase stability. Stability of measured phase has direct relation to the precision of surface change measurement through Eqs. (12) and (14). If the coherence of SAR interferometer is not sufficient, signatures in an interferogram make no . DEM generated by JERS-1 SAR interferometry in radar coordinate system. July-September interferogram was first flattened by Eqs.
(1) and (2), then phase was unwrapped, and finally heights were calculated by (9). This is the first complete full scene DEM using JERS-1/SAR data. sense. Because the probability that we get an interferogram with good coherence is only about 20% for JERS-1, accessing the database, requesting SAR data, shipping huge data sets, and processing them without coherence knowledge in advance are a waste of time and resources. Correlation study helps us to find good coherence data swiftly and to estimate measurement errors. Typical sources of the decorrelation are steep slope of topography, long spatial baseline, and long temporal baseline. A more detailed discussion can be seen in Fujiwara et al. (1998) .
The correlation coefficient at each of the multilook pixels is calculated according to where c 1 and c 2 are the corresponding complex values from two images and < > denotes summation in a multilook window. If an area has a high (i.e., good) correlation value, this area will be shown as a constant color (i.e., phase) in an interferogram. High correlation means precise measurement of surface changes. Figure 6 shows correlation coefficient maps corresponding to interferograms of coseismic, DEM and postseismic pair in radar coordinate system. The April-June pair has poor correlation. Tobita et al. (1996) and Fujiwara et al. (1998) reported a strong relation between the spatial baseline B ⊥ and correlation. The correlation declines linearly with the spatial baseline for surfaces without relief. Because B ⊥ of the April-June pair, 257 m, is not longer than that of JulySeptember pair, 737 m, this decorrelation case is not due to spatial baseline decorrelation. Next, we suspected that large ground shifts could result in lack of precision alignment of the pixels from pass to pass. We tried coregistration of small patches separately, but correlation could not be improved. Moreover, decorrelation is not spatially dependent. The southern region, where movement from the earthquake is rather small compared to the region near fault line, also has poor correlation, for example. Thus the earthquake displacement is not the main reason for poor correlation. Tobita et al. (1996) also reported that 10 cm snow cover significantly reduced correlation. Figure 7 shows radar amplitude (radar backscatter image) of April, June, July and September data. There is a big difference between April and the other three data. Only the April image has sea ice. Usually, North Sakhalin coast is covered by sea ice from November through May. The temperature was probably below freezing in the April image. The ground was possibly covered with snow. Zebker et al. (1994a) studied ERS-1 correlation and pointed out that a freeze would alter the dielectric constant of the surface and could be expected to have a major impact on the complex reflectivity of the surface. Therefore, the reason for poor correlation of the April-June pair is likely from a different dielectric constant of the April image from the other three images. Okada (1985) formulated surface displacements from a buried fault in an infinite half space elastic medium by using 10 fault parameters as follows: ux = ux(U 1 , U 2 , U 3 , strike, dip, depth, width, length, x 0 , y 0 ) uy = uy(U 1 , U 2 , U 3 , strike, dip, depth, width, length, x 0 , y 0 ) uz = uz(U 1 , U 2 , U 3 , strike, dip, depth, width, length, x 0 , y 0 ) where ux, uy, and uz represent north-south, east-west, and up-down components of ground displacements, respectively. U 1 , U 2 , and U 3 are strike slip, dip slip and tensile components on a buried fault. Strike, dip, width, and length are strike, dip angles, width and length of a rectangular fault respectively. x 0 , y 0 , and depth represent coordinates at the lower left corner of a buried fault. By using Okada's formula, we can write down an observation equation of a SAR interferogram as follows:
Fault Model Constrained with the SAR Interferometry
where u represents a displacement vector due to slip on a buried fault under the ground. n is a unit vector of the satellite line-of-sight. c is a constant term. d represents observations. A typical value of the unit vectors along the fault line in the local coordinate system in this study is (North, East, Up) = (-0.07643, 0.62247, 0.77890) .
By employing a linearized least squares method, we estimate nine fault parameters from SAR interferogram data with a tensile component fixed at 0.0 in this study (Ozawa et al., 1997) .
When there are several constraints on a configuration among subfaults, we incorporate a condition equation into the least squares adjustment. For example, if two faults have the same width, the following equation is satisfied: width 1 = width 2 (22) where the subscript distinguishes each fault. By incorporating condition equations such as Eq. (22), we estimate optimal parameters under several constraints on parameters (Mikhail, 1976) . We give a weight of 5 cm for SAR interferogram data, considering the error budget discussed in Section 6, which error is smaller than 5 cm. We sampled the SAR data with spacing of between 1 and 2 km, taking care of not to lose characteristic features in the interferogram (Fig. 3) . As a starting point, a fault system consisting of 4 subfaults is used to regress SAR interferogram data. Figure 8 shows a configuration of four subfaults. We number each fault in order from the north to the south, as shown in Fig. 8 . Each subfault is tied to another at the upper edge points in Fig. 8 . Without any constraints, each subfault tends to dip to the east, which is inconsistent with the seismic wave studies and field surveys. In order to constrain the dip angle of faults, we incorporate dummy data of dip angle of 79° with an error of 3°, which is derived from the results of Kikuchi et al. (1996) .
Since the surface rupture of this earthquake was traced in detail by Shimamoto et al. (1996) , we use this a priori information to place each subfault. The northern upper corner of the first fault is fixed at the location of the north end of the surface rupture mapped by Shimamoto et al. (1996) . The strike angle is set at 204°, which is estimated from the fault trace on the surface. The length is set at 14 km to match the Table 4 . Optimal fault parameters of four subfaults estimated from regression of SAR interferogram. U 1 and U 2 represent strike slip and dip slip in meters. Lat., Lon., and depth are latitude, longitude, and depth of a lower left corner of each fault. Strike, dip, width, and length are strike angle, dip angle, width and length of a rectangular fault. Number of each fault corresponds to the number in Fig. 8 . Bold letters represent estimated values in a linearized least squares fit. σ corresponds to one standard deviation. Table 4 . Solid line shows the location of the mapped earthquake fault by Shimamoto et al. (1996) . fault trace on the surface. The strike angle of the second fault is set at 194° parallel to the mapped fault, by incorporating highly weighted dummy data of strike angle. The third fault has the same width, the same strike and dip angles with those of the second fault, constituting one plane together. By using these two faults, we take into consideration a variation of slip along this relatively long section. The last subfault is tied to the third one at the upper edge corner and set free with respect to strike angle.
Under these conditions, we estimated the optimal parameters of this four subfault system. Table 4 shows estimated optimal parameters. The resulting configuration of four subfaults is shown in Fig. 8 together with the surface rupture Table 5 . Estimated slip parameters on 12 subfaults. Symbols are the same as those in Table 4 . Figure in bracket represents one sigma. For example, -2.6(5) denotes -2.6 ± 0.5. U 1 and U 2 are estimated by regressing SAR data.
trace. From this computation, we estimated places of ruptured area of the 1995 North Sakhalin earthquake, as shown in Fig. 8 . After estimating ruptured areas by this four fault system, we examined a detailed slip distribution by dividing these four faults into two or three parts along striking. In this inversion, free parameters are only strike slip and dip slip components on each subfault. The other parameters are fixed so that divided subfaults constitute the four-faults system in Fig. 8 in all. Since crustal deformation depends on slip parameters linearly, we can estimate slip distribution by linear least squares fitting in this case. The estimated optimal parameters are summarized in Table 5 . Our result shows the following features. Firstly, the southernmost subfault extends to the south from the south end of the surface rupture by about 15 km, as shown in Fig.  8 . This configuration is in agreement with the aftershock distribution, which also covers the area south of the mapped fault line. Several researchers expect a break of the southern part underneath the ground, considering the aftershock distribution and the difference between moment releases based on seismic wave study and that calculated from a mapped rupture trace. Table 5 shows the variation of slip from one to seven meters increasing to the north. Shimamoto et al. (1996) measured the right lateral displacements revealed on the surface at about 110 points. Their result indicates an increase of right lateral displacement from the southern end of the surface rupture to 20 km north with a maximum of about 8 m and a gradual decrease further to the north. The average slip is about 3.8 m according to Shimamoto et al. (1996) . A wave form inversion by Kikuchi et al. (1996) shows that there occurred two events at the time of the 1995 North Sakhalin earthquake. Rupture was initiated at the southern part and propagated to the north. A subevent in the southern part released one third of a moment of the northern subevent, indicating a smaller slip in the south. Average slip on a seismic fault is estimated at 3.1 m assuming a rupture area of 30 km in length and 15 km in width.
Our resulting model shows a similar slip distribution compared with that of a field survey and a wave form inversion in that slip increases to the north from the south.
Since static ground displacement from a fault movement decays rapidly with distance, traditional spacially sparse survey do not provide enough information to estimate slip distribution with high resolution. On the contrary, SAR interferograms detect crustal deformation in quasi two dimensional way, we can estimate a finer structure than those of models derived from GPS or other traditional surveys. Our estimated fault model shows the extension of rupture area to the south from the southern end of the surface rupture. This type of information can be derived only by utilizing spatially dense SAR interferogram data, showing the remarkable effectiveness of SAR interferogram to investigate an earthquake process. Though our present model does not fully employ a huge amount of information in SAR interferogram yet, we could reach a relatively detailed model which is consistent with seismic studies and field surveys with less assumption on the model. Figure 9 shows a simulated SAR interferogram based on our optimal model. This image reproduces characteristic features of the observed SAR interferograms such as two peaks in the southern part of the traced fault line (i.e., Figs. 3 and 4) . Minute difference between the model and the observation seems to be derived from the ignorance of slip variation with depth and not so fine slip distribution along striking of our model. With regard to these points, more improvements of our model is still necessary. In summary, present inversion study of SAR interferogram shows, 1) a rupture area extends to the south of the southernmost rupture trace on the surface, 2) slip varies from one to seven meters from the south to the northern part on a fault plane. Figure 10 shows a map of the postseismic displacements of the ground in the radar line-of-sight direction, where the shift is coded in color and contour lines represent line-ofsight displacement spaced every 1 cm. The phases in the map were unwrapped, while coseismic displacement maps (i.e., Figs. 3 and 4) could not be unwrapped due to strong decorrelation and high fringe rate.
Postseismic Deformation
The interferogram shown in Fig. 10 covers 88 days after the main shock, starting on June 11, 1995 (i.e., 14 days after the main shock). Signatures along the seismic fault line are movements toward the satellite. The maximum line-of-sight displacement, 8.5 cm, corresponds to 13.4 cm of uplift, if the motion is purely uplift. In the northern region of the north end of the seismic fault line, signatures in the east and west side can be subsidence and uplift, respectively. This can be interpreted as the motion that continues the mass movement due to the right-lateral motion. There may be a hidden fault plane under ground in this region and were active as a rightlateral fault after the main shock.
Unfortunately, June-July pair could not be used for postseismic study, because the perpendicular component of the baseline is larger than 1,200 m and the interferogram of this pair is completely decorrelated.
Discussion (Error Estimation)
JERS-1 suffers from a low signal level because the radar transmitter on board the spacecraft must be operated at a power level reduced from its design specification for technical reasons. Murakami et al. (1996) examined phase errors in Northridge interferogram of JERS-1 SAR. The standard deviation of the phase was 1.0 cm. We sampled a few hundreds pixels in a rectangle of our Sakhalin interferograms and made histograms that showed distribution of phases. Figure 11 shows the histograms. The phases of ocean distribute randomly ( Fig. 11(a) ), because of the complete decorrelation. The rms value of the phase in the land in the coseismic interferogram is 8°, which corresponds to a displacement error of 3 mm (Fig. 11(b) ). The interferogram of the DEM pair has the rms value of the phase of only 3°, which corresponds to an elevation error of 60 cm (Fig. 11(c) ). These smaller rms value of the phase than before is due to improvements in our processing software, such as improvements in preserving phases and filtering interferogram signals.
Since data in a DEM are sampled, the data cannot represent smaller scale topography than its spacing. Even if grid data of a DEM have no errors, heights (e.g., DEM data) at nongrid points will have errors. The size of these errors depends on the spacing of the DEM. The error of the 1 km spacing DEM is 50 m at most because this region does not have much topography and the highest mountain in the image is 386 m. Therefore, the line-of-sight displacement error due to the DEM error is (11.8 × 50/210 =) 2.8 cm. This is the error of the two-pass differential interferogram.
On the other hand, the error of the four-pass differential interferogram is small, because the spacing is appropriate for the four-pass method and the error of the interferometric DEM is rather small. Because the coherence of the DEM pair is very high everywhere, the phase error is only 0.05 cycle at most (e.g., rms = 3° at the sampled rectangle in Fig.  11(c) ); this corresponds to 3.7 m DEM error. In addition, error from propagation anomaly effects is less then 0.25 cycle. Surface changes are estimated as 0.2 cycle at most, because postseismic signals are not seen in Fig. 5 . The summed error for the DEM, 0.5 cycles, will be multiplied by the baseline ratio in Eq. (14). The ratio is 257/737 = 0.35. Thus the displacement error of the four-pass method is 2.1 cm.
Interferometric techniques, such as Very Long Baseline Interferometry, static GPS and SAR Interferometry, will be pass interferograms due to using a large (1 km) spacing DEM is 2.7 cm at most because of a small perpendicular baseline and the flat terrain of the region. The error of the four-pass interferograms is small (2.1 cm) because of the excellent correlation of DEM pair and the appropriate balance of the perpendicular baseline length, which reduces the DEM error in the four-pass approach. The four-pass differential interferogram is very similar to the two-pass one. This first comparison of differential interferometry between the two approach proves that both are useful for showing surface displacements using JERS-1 SAR data. We estimated optimal slip parameters on 12 subfaults using the SAR interferograms. This inversion study of SAR interferogram shows, 1) a rupture area extends to the south of the southernmost rupture trace on the surface, 2) slip varies from one to seven meters from the south to the northern part on a fault plane. The structure of our model is finer than models derived from GPS observations only, because SAR interferograms yield much more information. A theoretical fringe pattern from the model of the earthquake motion was derived. The pattern matches the observations closely.
Correlation study of the Sakhalin interferograms indicates that low surface temperature below freezing point reduced the correlation. Discussion of atmospheric propagation effects of radar signals indicated that the amount of spurious fringes due to the heterogeneous distribution of variations in weather conditions, such as humidity, temperature and pressure, is much smaller than that of the coseismic fringes in our Sakhalin interferogram, due to its low temperature.
We also have presented a map of the postseismic displacement field with the SAR interferometry.
compromised if propagation effects alter the observed phase significantly. Repeat-pass SAR interferometry measures phase differences between two different period over the same area. A common phase bias over all pixels in an interferogram is not measurable by SAR interferometry. Rosen et al. (1996) and Zebker et al. (1997) studied the relation between weather conditions and induced errors. We substituted values that we used for JERS-1 and Sakhalin in their equations. Table 6 shows excess atmospheric delay from humidity and temperature variations, for a typical incidence angle of 39°, wavelength of 0.2353 m, and latitude of Sakhalin of 53°. A relative humidity change of 10% leads to only 1.8 cm errors at most in deformation products of the coseismic pair. The low temperature of the surface made the error small. If it were 30°C, the induced error would be 5.2 cm. Sensitivity to surface temperature change is very low. Temperature change of 10°C induces 0.3 cm errors at most in deformation products of the coseismic pair when there is no net flow of water vapor. This is less than a half of the error (0.8 cm) at 30°C. These wet delays mentioned above vary with surface temperature. Thus, areas with low temperatures like Sakhalin survive the errors due to wet delay change much better than areas with high temperature like Hawaii. The line-of-sight change of 82 cm (see Subsection 3.2) is about 45 and 270 times as large as the error induced by 10% humidity and 10°C temperature change, respectively. The signature of deformation was thus hardly contaminated by humidity nor temperature changes. Change in surface pressure of 10 hPa (=10 millibar) can lead to 2.9 cm errors in deformation products. The scale of the heterogeneous distribution of variation of pressure between two periods is, however, much larger than the signature of deformation discussed in this paper. Thus, we conclude that the amount of spurious fringes due to the heterogeneous distribution of variation of weather conditions, such as humidity, temperature and pressure, is much smaller than that of the coseismic fringe in our Sakhalin interferogram. This conclusion is consistent with our Sakhalin interferograms, which do not show any spurious signatures that Massonnet and Feigl (1995) , Zebker et al. (1997) , and Fujiwara et al. (1998) reported.
Conclusions
We used both the two-pass and four-pass method of differential interferometry to map the displacement field of the 1995 North Sakhalin earthquake. The error of the two- 
