To take advantage of prior knowledge (hints) 
Introduction
Consider the situation where we want to learn an unknown function f . Typically, f is represented to us by a set of input-output examples. Hints describe the situation where, in addition to the set of examples of f , we have prior knowledge of certain facts about the function. We wish to use this side information to our advantage. However, hints come in different shapes, and the main difficulty of using them is the lack of a systematic way of incorporating heterogeneous pieces of information into a manageable learning process. If what we know about f is that it is scale-invariant, monotonic over part of its domain, and represented by a given set of examples, we still have to integrate this information before we can learn the function. This paper concerns itself with the development of a systematic method that integrates different types of hints in the same learning process.
How to take advantage of a given hint can be an art just like how to choose a learning model. In the case of invariance hints for instance, preprocessing of the input can achieve the invariance through normalization, or the model itself can be explicitly structured to satisfy the invariance. Whenever such a method of direct implementation is feasible, the full benefit of the hint is automatically realized. This paper does not offer a superior alternative to direct implementation. However, when direct implementation is not a n option, we prescribe 0, systematic method f o r incorporating practically a n y hint in any descent method f o r learning. The goal is to automate the use of hints in learning to a degree where we can effectively use a large number of simple hints that may be available in a practical situation.
We start by introducing the basic nomenclature and notation. The environ,ment X is the set 011 which the unknown function f is defined. The points in the environment are distributed according to some probability distribution P. f takes on values from some set Y
f : X -i Y
Often, Y is just (0,l) or the interval [O,l] . The learning process takes pieces of information about (the otherwise unknown) f as input and produces a hypothesis g that attempts to approximate f . The degree to which a hypothesis g is considered an approximation of f is measured by a distance or 'error'
g : X -+ Y
The error E is based on the disagreement between g and f as seen through the eyes of the probability distribution P.
Two popular forms off the error measure are
and where Pr [.] denotes the probability of an event, and
denotes the expected value of a random variable. The underlying probability distribution is P. E will always be a non-negative quantity, and we will take E(g, f) = 0 to mean that g and f are identical for all intents and purposes. We will also assume that when the set of hypotheses is parameterized by real-valued parameters (e.g., the weights in the case of a neural network), E will be wellbehaved as a function of the parameters (in order to allow for derivative-based descent methods). We make the same assumptions about the error measures that will be introduced in section 2 for the hints.
In the learning f r o m examples paradigm, a number of points z1,. , X N are picked from X (usually independently according to the probability distribution P ) and the values of f on these points are provided. Thus, the input to the learning process is the set of examples
and these examples are used to guide the search for a good hypothesis. In this paper, we will consider the set of examples of f as only one of the available hints and denote it by Ho, The other hints H I , . . . , K M will be additional known facts about f, such as invariance properties for instance.
The paper is organized as follows. Section 2 develops a canonical method for representing different hints. This is the first step in dealing with any hint that we encounter in a practical situation. Section 3 lays the foundations for learning from hints in general, and section 4 presents specific implementations. We discuss the overall picture in the conclusion.
Representation of Hints
We have so far described what a hint is in very general terms such as 'a known property of f' or 'a fact about f'. Indeed, all that is needed to qualify as a hint for our purposes is to have a litmus test that f passes and that can be applied to the set of hypotheses. In other words, a hint H, is formally a subset of the hypotheses, namely those satisfying the hint. 
. Suppose that we are in the middle of a learning process, and that the current hypothesis is g when the example f(-z) = -f(z) is presented. We wish to measure how much g disagrees with this example. This leads to the second component of the representation, the error measure e,. For the oddness hint, e, can be defined as
so that e , = 0 reflects total agreement with the example (i.e., g(-z) = -g(z)). The form of the examples of H, as well as the choice of the error measure e , are not unique.
Once the disagreement between g and an example of H, has been quantified through e,, the disagreement between g and H , as a whole is automatically quantified through E,, where
The expected value is taken w.r.t. the probability rule for picking the examples. This rule is also not unique. Therefore, E, will depend on our choices in all three components of the representation; the form of examples, the probability distribution for picking the examples, and the error measure e, .
In what follows, we will construct representations for different types of hints. Perhaps the most common type of hint is the invariance hint. This hint asserts that f(z) = f(z') for certain pairs z,z'. For instance, "f is shift-inva.riant" is formalized by the pairs z, z' that are shifted versions of each other. To represent the invariance hint, an invariant pair (z, z') is picked as an example. The error associated with this example is
A plausible probability rule for generating (z, z') is to pick x and x' according to the original probability distribution P conditioned on x,x' being an invariant pair.
Another related type of hint is the monotonicity hint (or inequality hint). The hint asserts for certain pairs x,x' that f(x) 5 f(x'). For instance, "f is monotonically nondecreasing in x" is formalized by all pairs x, x' such that x < d. To represent a monotonicity hint, an example (x,x') is picked, and the error associated with this example is
The third type of hint we discuss here is the approximation hint. The hint asserts for certain az,bz] . In other words, the value of f at z is known only approximately.
The error associated with an example x of the approximation hint is
Another type of hints arises when the learning model allows non-binary values for g where f itself is known to be binary. This gives rise to the binary hint (or Boolean hint). Let X C X be the set where f is known to be binary (for Boolean functions, X is the set of binary input vectors). The is either 0 or 1, while it would be positive if g(z) is between 0 and 1. A natural probability rule for generating the examples is to pick x according to the original probability distribution P conditioned on x E X .
It is worth noting that the set of examples of f can be formally treated as a hint, too. Given ( z l , f ( z~) > , -. -, (~N ,~( z N ) ) , the examples hint asserts that these are the correct values off at these particular points xn. Now, to generate an 'example' of this hint, we independently pick a number n from 1 to N and use the corresponding (xn, f(xn)). The error associated with this example is eo (we fix the convention that m = 0 for the examples hint)
Assuming that the probability rule for picking ri is uniform over { 1, . . , N } ,
In this case, EO is also the best estimator of E = € [(g(z)-f(x) )'] given x 1 , -* -, X N that areindependently picked according to the original probability distribution P. This way of looking at the examples of f justifies their treatment exactly as one of the hints, and underlines the distinction between E and EO.
In a practical situation, we try to infer as many hints about f as the situation will allow. Next, we represent each hint according to the guidelines discussed in this section. This leads to a list HO H I , 1 . , HM of hints that are ready to produce examples upon the request of the learning algorithm. We now address how the algorithm should pick and choose between these examples as it moves along.
Learning Schedules
If the learning algorithm had complete information about f, it would search for a hypothesis g for which E ( g , f ) = 0. However, f being unknown means that the point E = 0 cannot be directly identified.
The most any learning algorithm can do given the hints Ho, H I , . , HM is to reach a hypothesis g for which all the error measures EO, E l , , EM are zeros. Indeed, we have required that E = 0 implies that E, = 0 for all m.
If that point is reached, regardless of how it is reached, the job is done. However, it is seldom the case that we can reach the zero-error point because either (1) it does not exist (i.e., no hypothesis can satisfy all the hints simultaneously, which implies that no hypothesis can replicate f exactly), or (2) it is difficult to reach (Le,, the computing resources do not allow us to exha.ustively search the space of hypotheses looking for that point). In either case, we will have to settle for a point where the Em's are 'as small as possible'.
How small should each E, be? A balance has to be struck, otherwise some Em's may become very small at the expense of the others. This situation would mean that some hints are over-learned while the others are under-learned. We will discuss learning schedules that use different criteria for balancing between the hints. The schedules are used by the learning algorithm to simultaneously minimize the Em's.
The implementation of a given schedule goes as follows: (1 Maximum Error: This is the simplest adaptive schedule that tries to achieve the same type of balance as simple rotation. At each step k , the algorithm processes the hint with the largest error E,. The algorithm uses estimates of the Em's to make its selection.
Maximum Weighted Error:
This is the adaptive counterpart to weighted rotation. It selects the hint with the largest value of vmEm. The choice of the u, 's can achieve balance by making up for disparities between the numerical ranges of the Em's. Again, the algorithm uses estimates of the Em's.
Adaptive schedules attempt to answer the question: Given a set of values for the Em's, which hint is the most under-learned? The above schedules answer the question by comparing the individual Em's. Although this works well in simple cases, it does not take into consideration the correlation between different hints. As we deal with more and more hints, the correlation between the Em's becomes more significant. This leads us to the final schedule that achieves the balance between the Em's through their relation to the actual error E. ... and choose the hint for which the corresponding estimate is the smallest.
In other words, E becomes the common thread between the Em's. Knowing that we are really trying to minimize E , and that the Em's are merely a, vehicle to this end, the criterion for balancing the E,'s should be based on what is happening to E as far as we can tell.
