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RELATIVE TO SINGULAR INVARIANT SUBVARIETIES
Daniel LEHMANN and Tatsuo SUWA
1- Introduction
Let $\mathcal{F}$ be a holomorphic foliation with singularities in a smooth complex manifold
$W$ , and $V$ an analytic subvariety (not necessarily everywhere smooth), invariant by
$\mathcal{F}$ (“invariant”, or equivalently “saturated” means: if a point of $V$ belongs to the
regular part of $\mathcal{F}$ , then the whole leaf through this point is included in $V$ ). We shall
assume furthermore that $tl$) $eno\iota\cdot mal1\supset 1lndle$ to the regular part of $V$ in $W$ has a
natural extension $|J$ to the whole V. and even a smooth extension $\tilde{\nu}$ to a germ of
neighborhood of $T^{i’}$ in $TW$ , making us able to use connections on $\tilde{\nu}$ and to integrate
associated differential forms on compact pieces of V. [For instance, as we shall see, such
a natural extensi($\supset nlJ\sim$ always exists for complcx hypersurfaces, for algebraic subsets of
$CP^{p+q}$ defined by $q$ global equations, or for “strongly” locally complete intersections
(SLCI: see definition below)].
Denote ])$\backslash r1$) (resp. $p+q$ . resp. $-\backslash -\cdot$ ) the complex dimension of $V$ (resp. $W$ , resp.
of the leaves of $\mathcal{F}$ ). Then, it is easy to prove that the characteristic classes of $\nu$ in
dimension $>2(p-s)$ will “localize“ near $\Sigma=[Sing(\mathcal{F})\cap V]\cup Sing(V)$ , and give rise to
a residue for each connected component $\Sigma_{\alpha}$ of $\Sigma$ ; in fact, once we know $\tilde{\nu}$ to exist, the
definition and the proof of the existence of this residue work exactly in the same way
as in the case where $V$ is smooth (see theorem 3, p.227, in [L]), and we shall omit the
theory for $s>1$ . $\backslash h^{\gamma}e$ will concentrate ourselves to the computation of the residue at an
isolated point of [Sing $(\mathcal{F})\cap V$ ] $\cup Sing(V)$ , for Chern numbers, when $s=1$ ; we get then
formulas generalizing the ones in { $LN_{1}$ ] and [Su] and also, in the spirit of Baum-Bott
$([BB_{1}],[BB_{2}])$ , the Grothendieck residues already known when $V$ is smooth ([L]) (see
the theorem 1 below, and its third particular case with theorem 2).
This residue has first been defined by C.Camacho and P.Sad ([CS]) when $p=q=$
$s=1,$ $V$ smooth and $\Sigma_{\alpha}$ an isolated point. When the invariant curve $V$ may have
singularities, the theory has then been generalized by A.Lins Neto $[LN_{1}]$ for $W=CP^{2}$ ,
by M.Soares [So] when the surface IV is a complete int,ersection in $CP^{n}$ , and in [Su]
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for arbitrary colnplex surfaces. It has dso been studied in higher dimensions when $V$
is smooth, first in the case $s=p,$ $q=1$ by B.Gmira [G], J.P.Brasselet (unpublished).
and A.Lins Neto $[LN_{2}]$ , and then in [L] for the general case with more precise formulas
when $s=1$ .
All these results extend by taking, instead of $\tilde{\nu}$ , any $C^{\infty}$ vector bundle on a germ
of neighborhood of $V$ in $T\eta^{\gamma}$, the restriction of which to the regular part of $V$ being
holomorphic and equipped with an action of a holomorphic vector field $X_{0}$ tangent
to this regular part (see theorem 1’ below). In particular, if we take $T(W)$ , with the
action $[X_{0}, .]$ on $T(W)|_{V}$ , we get a formula for computing the index defined in the
theorem 8 of [L]. (We were wrong when claiming that the index there defined was the
same as the index of $[LN_{1}]$ for $p=q=.\backslash =1$ : there was a mistake in the proof of part
(iv) of this theorem, the 3 first parts $1^{\backslash }e$lnaining correct).
Many thanks to F. Hidaka. Y. Miyaoka, P. Molino, A. Rayman, R. Silhol and M.
Soares for helpfid conversations.
2- Background on locally complete intersections (LCI and SLCI)
Let $W$ be a complex manifold of complex dimension $n=p+q$ , and $V$ an analytic
irreducible subvariety of pure complex dimension $p$ . We shall call “reduced locally
defining function’“ for $V$ every holomorphic map $f$ : $Uarrow C^{q}$ defined on an open set
$U$ of $W$ , such that:
(i) $V\cap U=f^{-1}(0)$ ,
(ii) the $q$ components of $f$ generate the ideal $I(V\cap U)$ of holomorphic functions which
vanish on $V\cap U$ ; (for instance, if $q=1$ , this condition implies that $f$ may not have
factors which are powers).
If $U\supset V.$ we say that $f$ is a “reduced defining function”, insisting sometimes
“globally defined” near V.
The subvariety $V$ is said to be a “locally complete intersection” (briefly: LCI)
if the following condition holds: there exists a family $(f_{h} : U_{h}arrow C^{q})_{h}$ of reduced
locally defining functions for $V$ , such that $\bigcup_{h}U_{h}\supset V$ . Such a family will be called a




(i) Let $f_{1}$ : $Uarrow C^{q}$ and $f_{2}$ : $Uarrow C^{q}$ be two reduced locally defining functions for
$V$ defined on the same open set U. Then, there exists an holomorphic map $\tilde{g}$ : $Uarrow$
$gl(q, C)$ taking values in the.$v$ et $gl(q, C)$ of $q\cross q$ matrices with complex coefficients,
satisfying $f_{1}=<\tilde{g},$ $f_{2}>$ , such that the restriction $g$ of $\tilde{g}$ to $V\cap U$ is uniquely defined
and takes values in the group $GL(q, C)$ of invertible matrices.
(ii) If $V$ is $LCI$, and if $(f_{h} : U_{h}arrow C^{q})_{h}$ denotes a system of reduced equations
for $V$ , let $\tilde{g}_{hk}$ : $U_{h}\cap U_{k}arrow gl(q, C)s\cdot n,ch$ that $f_{h}=<\tilde{g}_{hk},$ $f_{k}>on$ $U_{h}\cap U_{k_{f}}$ and denote
by $g_{hk}$ the restriction of $\tilde{g}_{h\lambda}$. to $V\cap U_{h}\cap U_{k}$ . The family $(g_{hk})$ is then a system of
transition functions for a holomorphic $q?$ ) $ectorb\tau m,dle\nuarrow V$ . This vector bundle is
well defined (it does not dcpend $071,$ $th\epsilon^{J},ch,oice$ of th, $e$ given system of reduced equations
for $V$ ).
(iii) The $b\tau mdlelJ$ is an extension to $V$ of the (holomorphic) bundle normal to
$V-Sing(V)$ in $T4^{r}/$ : more precisely, th $e,re$ exists a natural bundle map $\pi$ : $T_{C}(W)|_{V}arrow\nu$
which, over the regular part of $V$ , has rank $q$ and the complex tangent bundle to this
regular part for kernel (we may therefore identify the restriction of $\nu$ to this regular
part with the ztsual normal $b_{1}\iota,dle$).
Proof:
Let $f_{1}$ and $f_{2}$ be such as in (i). Since the components $f_{1,\lambda}(1\leq\lambda\leq q)$ of $f_{1}$
and $f_{2,\lambda}$ of $f_{2}$ generate the ideal $I(V\cap U)$ , there exists $q\cross q$ matrices $\tilde{g}$ and $\tilde{h}$ with
holomorphic coefficients such that $f_{1}=<\tilde{g},$ $.f_{2}>$ and $f_{2}=<\tilde{h},$ $f_{1}>$ . Furthermore,
since $f_{1}$ and $f_{2}$ vanish on $U\cap V,$ $\backslash ve$ get also on $U\cap V:df_{1}=<g,$ $df_{2}>and$
$df_{2}=<h,$ $dfl>$ (where $g$ and $h$ denote the restrictions of $\tilde{g}$ and $\tilde{h}$ to $U\cap V$). Since
$df_{1}=<g\circ h,$ $dfl>$ on $V\cap U$ . $q\circ h=Id$ on the regular part of $V\cap U$ . By continuity,
since this regular part is everywhere dense in $l^{\gamma}\cap U$ , one still has $g\circ h=Id$ on the
whole $V\cap U:g$ takes values in $GL(q, C)$ . The uniqueness of $g$ is obvious since $g=h^{-1}$ .
This proves part (i) of the proposition.
From the uniqueness of $g$ in part (i), we deduce immediately that the $(g_{hk})$ given
in part (ii) satisfy the cocycle condition, and are therefore a system of transition
functions for a holomorphic vector bundle $\nuarrow V$ . Let $(g_{hk}’)$ denotes the system of
transition functions arising $fr$ \langle ) $\ln$ another system $($ . $f_{h}’)$ of reduced equations for $V$ (with
the same opcn $c()\backslash \zeta\rangle$ $ring(L_{h}^{\tau})$ for the $111()\ln(\tau 11\uparrow)$ : after part (i), there exists a family $(\tilde{g}_{h})$
such $f_{h}=<\tilde{g}_{h},$ $.f_{h}’>$ . Denoting $(cJh)$ the induced family on $V$ , the uniqueness in part
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(i) implies that the 2 cocycles $(g_{hk})$ and $(g_{hk}’)$ differ by the coboundary of $(g_{h})$ : they
define therefore isomorphic bundles. If we change the covering $(U_{h})$ , we can use a
common refinement to both coverings, for coming back to the case of a same covering.
Notice that the sections $\sigma$ of $\nu$ may be identified with the families $(\sigma_{h} : U_{h}arrow C^{q})_{h}$
of maps such that $\sigma_{h}=<g_{hk},$ $\sigma_{k}>$ on $V\cap U_{h}\cap U_{k}$ . On the other hand we get also
there: $df_{h}=<g_{hk},$ $df_{k}>$ . Therefore the family of $(df_{h} : T_{C}(W)|_{V\cap U_{h}}arrow C^{q})$ defines
a bundle map $\pi$ : $T_{C}(W)|_{v}arrow\nu$ . Furthermore, the kernel of $df_{h}$ on the regular part
of $U_{h}\cap V$ is exactly the tangent space to this regular part. This achieves the proof of
part (iii).
By continuity and reducing the open sets [$\Gamma_{h}$ to smaller ones if necessary, we may
assume that the functions $\tilde{g}_{hA}$. take themselves values in $GL(q, C)$ . However it is not
clear that the cocycle condition $I^{\cdot}(\tau m_{C}\urcorner instrl\iota e$ off $]_{j}^{r}$ . This justifies the following defini-
tion: a LCI subvariety $V$ of $T\prime V$ will be said a(strongly’ locally complete intersection
(shortly SLCI), if there exists a smooth $C^{\infty}$ vector bundle $\tilde{\nu}arrow U$ , defined over some
neighborhood $\mathfrak{c}$; of $V$ in IV, the rcstriction of which to $V$ being $\nu$ .
Assuming $V$ to be SLCI, and given an extension $\tilde{\nu}arrow U$ of $\nu$ , we shall call $c\infty$
any section of $\nu$ which is the restriction of a $c\infty$ section of il. Local sections over $U_{h}$
are given by maps $U_{h}arrow C^{q}$ , and in particular the $q$ constant functions corresponding
to the canonical base of $C^{q}$ niake a local trivialization of $\tilde{\nu}$ over $U_{h}$ (or of $\nu$ over
$V\cap U_{h})$ called the “trivialization associated” to.$f_{h}$ .
Remarks:
1) Notice that the singular foliations $df_{h}=0$ on $U_{h}$ and $df_{k}=0$ on $U_{k}$ do not
coincide in general on $U_{1}\cap[^{\tau_{k}}$ .
2) We can define a virtual tangent bundle $\tau$ to $V$ in the K$U$ theory by
$[\tau]=[T_{C}(TT^{arrow})|_{1’}]-[\nu]$ .
3) We do not know if LCI implies automatically SLCI. However, there are many
examples of SLCI.
4) Let $O_{\mathfrak{l}f^{J}}$ be the sheaf of holomorphic functions on $W$ , and $\mathcal{I}$ the sheaf of ideals
defining the $sul$)$varietyV$ in $T\phi^{r}$ . Thus $O_{V}=\mathcal{O}_{lV}/\mathcal{I}$ is the sheaf of holomorphic
functions on $V$ . If $T^{r}$ is LCI, then the sheaf $\mathcal{I}/\mathcal{I}^{2}$ is locally free and the sheaf of germs
of holomorphic functions of the bundle $l/arrow V$ above is identified with the dual sheaf
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$\mathcal{H}om_{\mathcal{O}_{V}}(\mathcal{I}/\mathcal{I}^{2}, \mathcal{O}_{V})$ . Furthermore, the bundle map $\pi$ : $T_{C}(W)|_{V}arrow\nu$ corresponds, on
the sheaf level, to the morphism dual to the one $\mathcal{I}/\mathcal{I}^{2}arrow\Omega_{W}\otimes 0_{W}\mathcal{O}_{V}$ induced by
$farrow df\otimes 1$ , where $\Omega_{W}=\mathcal{O}_{W}(T_{C}^{*}(W))$ denotes the cotangent sheaf of $W$ .
Example 1: Any hypersurface $V$ of $Tfi_{1}^{r}$ (pure complex codimension 1) is SLCI. In
fact, if we set $\tilde{g}_{hA}$. $=L_{k}f^{h}$ where $(.f_{h})$ denotes a family of local defining functions without
factors which arc powers, then the system $(\tilde{g}_{hk})$ satisfies the cocycle condition and it
defines an holomorphic extension $\tilde{\nu}$ of $\nu$ defined on the union of the domains $U_{h}$ of $f_{h}$ .
Example 2: Any algebraic set $V$ in $W=$ CP“ which is globally a complete inter-
section is SLCI. In fact, denote by $(X_{0}, X_{1}, \ldots, X_{n})$ homogeneous coordinates in $CP^{n}$ ,
and $F_{1},$ $F_{2},$ $\ldots,$ $F_{q}$ homogeneous polynomials in the variables $(X_{0}, X_{1}, \ldots, X_{n})$ of respec-
tive degree $d_{l}$ , $d_{2},$ $\ldots.d_{q}$ such that $V$ has pure complex codimension $q$ , and is defined
by the $q$ equations $F_{\lambda}=()(1\leq/\backslash \leq(1)$ . In the ($’\backslash ffine$ open subset $U_{i}$ of CP“ defined
by $X_{i}\neq 0,$ $V\cap U;h_{t}qs$ for equation with respect to the affine coordinates $( \frac{X_{j}}{X:})_{j,j\neq i}$ :
$\frac{1}{(X_{1})^{d_{\lambda}}}F_{\lambda}=0,$ $(1\leq\lambda\leq q)$ . Therefore, on [$\Gamma_{i}\cap U_{j}$ the change of equations $\tilde{g}_{ij}$ is
equal to the diagonal $q\cross q$ matrix $( \frac{\prime\backslash _{j}’}{A’1})^{d_{1}}$ , $(-\lambda X_{\vee}\angle_{i})^{d_{q}}$ [In fact, in this case, it is
not necessary to assume that the components $\frac{1}{(X,)^{d_{\lambda}}}F_{\lambda}(1\leq\lambda\leq q)$ generate the ideal
$I(V\cap[\gamma_{;)]!}$ Denoting by $\check{L}arrow CP^{n}$ the hvperplane bundle (dual of the tautological
bundle), $|^{\sim}/is$ clefined on $t1\iota$ \langle ) $\backslash \backslash 1_{1()}1_{C^{\backslash }}$ CP’ $1_{)\backslash }-$ the formula
$\grave{\nu}=1;_{B_{\lambda=1}^{q}(\check{L})^{\otimes d_{\lambda}}}$ .
Hence: $1+c_{1}(\tilde{|/})+\cdots+c_{q}(\iota\sim/)=\Pi_{\lambda=1}^{q}(1+d_{\lambda}c)$ , with $c=c_{1}(\check{L})$ .
3- Statement of the theorems 1 and 1’
Assume from now on that $V$ is invariant by a holomorphic vector field with
singularities $X_{0}$ on U. Let $\theta_{\backslash 0}$ the C-linear operator defined for ally section $\pi(Y)$ over
the regular part of $V$ by: $\theta_{\backslash 0}\{\pi(1))=\pi([-Y_{0}, \ddagger^{\sim_{r}}/]|_{t’}),\tilde{Y}$ denoting some local extension
of $Y$ near $V$ .
In case $V$ is LCI, let $f_{h}=0$ be a local reduced equation of $V$ : each component
$(df_{h}(X_{0}))_{\lambda}(1\leq\lambda\leq q)$ of the derivative $df_{h}(X_{0})$ has to vanish on
$V\cap U_{h}$ , and must be therefore a linear combination with holomorphic coefficients of the
components $(f_{h})_{\lambda}$ of $f_{h}$ : there exists a $q\cross q$ matrix $\tilde{C}_{h}$ with holomorphic coefficients




(i) $\theta_{x_{0}}(\pi(Y))$ depends only on $\pi(Y)$ , not on $Y$ nor on Y.
(ii) $\theta_{X_{0}}(u\sigma)=u\theta_{\backslash \wedge 0}(\sigma)+(X_{0}.\tau\iota)\sigma$, for $an\dagger/$ function $u$ on $V$ which is the restriction of
a $c\infty$ function $\tilde{u}$ : $Uarrow C$ .
(iii) If $V$ is $LCI$, and $f_{h}=0a$, local $red\cdot n,ced$ equation, we have, denoting $(\sigma_{1}, \ldots, \sigma_{q})$
the trivialization associated to.$f_{h}$ ;
$\theta_{\lambda_{0}’}(\sigma_{\lambda})=-\sum_{\mu}C_{h,\lambda}^{\mu}\sigma_{\mu}$
.
(In particula $r$ . over the regular part of $V_{h}=l^{\gamma}\cap U_{h},$ $C_{h}$ depends only on $f_{h}$ , not on
the choice of $\tilde{c}_{/1}$ ).
Parts (i) and (ii) of the lemma are proved in lemma 2-1 p.220 of [L]. For proving
part (iii), take a partition $\{i_{1}, \ldots, i_{p}\}\cup\{j_{1}, \ldots,j_{q}\}$ of $\{1, \ldots, n\}$ such that
$\frac{D(fh,1\cdots.’ f_{h,q})}{D(z_{j_{1}},..,z_{iq})}\neq 0$ near some point of the regular part of $V_{h}$ : then, near this point,
$(z_{i_{1}}, \ldots , z_{i_{p}}, f_{h,I}, \ldots , f_{h,q})$ is a new system of local coordinates denoted by
$(x_{1}, \ldots, x_{p}, y_{1}, \ldots , y_{q})$ , the local trivialization of $l^{J}$ associated to $f_{h}$ becoming $\pi(\frac{\partial}{\partial y_{\lambda}})$ ,
$(1 \leq\lambda\leq q)$ . Hence if $X_{0}\backslash \backslash \gamma$rites locally $\sum_{i1}^{p_{=}}P_{i}\frac{\partial}{\partial x_{j}}+\sum_{\mu=I}^{q}Q_{\mu}\frac{\partial}{\partial y_{\mu}}$ , then
$X_{0}.f_{h,\mu}=X_{0}.\prime J_{l^{l}}=Q_{l},$ $= \sum_{\lambda=1}^{q}y_{\lambda}\tilde{C}_{h’.\lambda}’’$ : lience, $C_{h.\lambda}^{r/1}= \frac{\partial Q_{l^{l}}}{\partial y\backslash }|_{y=0}$ . On the other hand,
$\pi[X_{0}, \frac{\text{\^{o}}}{\partial y_{\lambda}}]=-\sum_{l}^{q_{\iota=1}}(\frac{\partial}{\partial?}Q_{l\lambda^{1}}\perp|_{\nu=0})\pi(\frac{\partial}{\subset’)_{\uparrow,l}} )$: this proves part (iii) of the lemma.
Denote by $\Sigma$ (resp. $(\Sigma_{o})_{o}$ ) the singular set $\Sigma=[Sing(X_{0})\cap V]\cup Sing(V)$ (resp.
its connected components). (Recall that a singula.$x$ point of $X_{0}$ is either a point where
$X_{0}$ is not defined, or a point where it vanishes).
Assume $\Sigma_{o}$ to be compact, and denote by $U_{\alpha}$ an open neighborhood of $\Sigma_{\alpha}$ in $W$ ,
and $U_{0}=l^{T}-\Sigma$ . Let $V_{o}=V\cap U_{\alpha}$ . We shall assume furthermore that $U_{\alpha}\cap U\rho=\emptyset$ ,
for $\alpha\neq\beta$ . (In particular, $t_{\alpha}^{r}’-\Sigma_{o}$ is in the regular part of $V$ ).
Denote by $\tilde{T}_{\mathfrak{c}\}}$ a compact real manifold with boundary, of real dimension $2n$ ,
included in $U_{o}$ , such that $\Sigma_{o}$ be inside the interior of $\tilde{T}_{\alpha}$ , and the boundary $\partial\tilde{\mathcal{T}}_{\alpha}$ of
which being transverse to $V-\Sigma$ . Put: $T_{\alpha}=\tilde{T}_{o}\cap V,$ $\partial \mathcal{T}_{\alpha}=\partial\tilde{\mathcal{T}}_{\alpha}\cap(V-\Sigma)$ .
Assume:
(i) $U_{\alpha}$ is included in the domain of a local holomorphic chart $(z_{1}, \ldots , z_{n})$ of $W$ ,
(ii) $U_{\alpha}$ is one of the $U_{h}’ sa1_{3O1^{r}}e$ . the index cv being one of the indices $h$ . (Write $f_{\alpha}$ and
$C_{\alpha}$ the corresponding $ter\iota ns$ ).
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Let:
$X_{0}|_{\iota_{a}^{\gamma}}= \sum_{i=1}^{\eta}arrow 4_{j}(\approx 1\backslash \cdots, z_{n})\frac{\partial}{\partial z_{i}}$.
Denote by $\mathcal{V}_{i}(1\leq i\leq n)$ the open set of points $m$ in $\partial T_{\alpha}$ such that $A_{i}(m)\neq 0$ .
These open sets $\mathcal{V}_{i}$ constitute an open covering $\mathcal{V}$ of $\partial T_{\alpha}$ . Let $\mathcal{U}$ be any subcovering
of V. (Such a $\mathcal{U}$ aJways exists: $tal\dot{\backslash }e$ for instance $\mathcal{V}$ itself; see also the particular cases
2 and 3 below). We will denote by $(R_{i}),$ $(1\leq i\leq n)$ any system of “honey-cells”
adapted to this covering $\mathcal{U}$ (see the definition in [L], section 1, under the name of
“syst\‘eme d’alv\’eoles’’). For instance, if the real hypersurfaces $|A_{i}|=|A_{j}|(i\neq j)$ in
$U_{\alpha}$ are in general position, we $\ln_{C}\gamma y$ take for $R_{i}$ the ccll defined by: $|A_{i}|\geq|A_{j}|$ for all
$j,j\neq i,$ $\mathcal{V}_{j}\in l4$ .
Denote by $\mathcal{M}$ the set of multiindices $u=(n_{I}, u_{2}, \ldots, u_{p})$ such that
$1\leq u_{1}<u_{2}<\ldots<u_{p}\leq n$ , and by $\mathcal{M}(\mathcal{U})$ the subset of those such that $\mathcal{V}_{u;}\in \mathcal{U}$ and
$\bigcap_{j=1}^{p}\mathcal{V}_{u_{j}}$ be not empty (that is the set of $p$ simplices in the “nerve” of $\mathcal{U}$). For any
$u\in At(\mathcal{U})$ , define $R_{u}=R_{u_{1}\uparrow\iota_{2}\ldots\tau_{p}},= \bigcap_{j1}^{p_{=}}R_{u;}$ , oriented as in section 1 of [L].
Let $\varphi\in$ $(Z[c_{1}, \ldots , c_{q}])^{2_{l}}$ ‘ be a $C1_{1C1}\cdot n$ polynomial having integral coefficients with
respect to the Chcrn classes. and defining a characteristic class of dimension $2p$ .
Theorem 1
Assume $V$ to be $SL$ CI. $Defi,ne$ :
$I_{\alpha}( \mathcal{F}, V, \varphi, \iota/)=(-1)^{[]}L2\sum_{ll\in.v(l1)}.\int_{R,\iota}\frac{\varphi(-C_{\alpha})dz_{u_{1}}\wedge dz_{u_{2}}\wedge\ldots\wedge dz_{u_{p}}}{\prod_{j1}^{p_{=}}A_{u_{j}}}$
(i) $I_{\alpha}(\mathcal{F}, V, \varphi, l/)$ doe.c not $d_{C(.71}p\prime d(7|, tl_{l}c^{J}\mathfrak{j})n?^{Y}\dot{\uparrow}on,s$ choices of $(z_{1}, \ldots , z_{n}),\mathcal{U},\tilde{\mathcal{T}}_{\alpha}$ ,
$f_{\alpha},$ $C_{\alpha},$ $R;$ , and depends only $07?$. th $e$ foliation $\mathcal{F}$ defined by $X_{0}$ , but not on $X_{0}$ its elf.
(ii) Assume furthermore $V$ to be compact: $\sum_{\alpha}I_{\alpha}(\mathcal{F}, V, \varphi, \nu)$ is then an integer.
(iii) This integer depends only on $V$ and $\varphi$ , but not on $\mathcal{F}$ : it is equal to the evaluation
$<\varphi(\nu),$ $V>of$ $\varphi(\nu)$ on th.$f^{\supset}$ firndame $7\uparrow,to,l$ class [V] of $V$ .
Remark:
The index above depcnds \langle ) $\rceil$ ) $\backslash \cdot i_{t)11b}1_{3}$ . only on $\mathcal{F}$ and not on $X_{0}$ : if we take $uX_{0}$
instead of $X_{0}$ ( $u$ denoting somc holomorphic non vanishing function on $U$ ), each $A_{i}$ is
multiplied by $n|_{V}$ , the matrix $C_{o}$ also, and the term under integration does not change.
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In fact, we could write the theorem for a foliation $\mathcal{F}$ with singularities, defined only
locally by an holomorphic vector field but non necessarily globally.
Particular cases:
1) For $p=q=1,$ $I_{o}(\mathcal{F}, V, c_{1}, |J)$ coincides with the index defined in $[LN_{1}]$ by
A.Lins Neto, if $V_{\alpha}$ is a (locally) irreducible curve. For a possibly reducible $V_{\alpha}$ , it
coincides with the one in [Su] (notice that the sum of the indices of Lins Neto over
the irreducible components is different from the above index: see [Su] (1.3) Remarks
1 and (1.4) Proposition). In fact, in this case, the l-forms $\frac{dz_{1}}{A_{1}}$ and $\frac{dz}{A}Z2$ coincide over
$\mathcal{V}_{1}\cap \mathcal{V}_{2}$ and glue therefore together, defining a l-form $\eta_{\alpha}$ on $\partial \mathcal{T}_{\alpha}$ , while $X_{0}.f_{\alpha}$ may be
written $g_{\alpha}.f_{C1}$ for some $h()1()n_{1)}\iota()\iota\cdot 1_{1}ic$ function $g_{\alpha}$ . The formula of theorem 1 becomes
now:
$I_{\alpha}( \mathcal{F}, V, c_{1}, \nu)=\frac{-1}{\underline{7}j\pi}[\int_{R_{1}}(-g_{0})\eta_{\alpha}+\int_{R_{2}}(-g_{\alpha})\eta_{\alpha}]=\frac{1}{2i\pi}\int_{\partial \mathcal{I}_{\alpha}}g_{\alpha}\eta_{\alpha}$.
On the other hand, when $f$ is irreducible, if $k\omega=\overline{h}.df+f\overline{\alpha}$ according to the notations
of [LN] p.198 (up to the bars for avoiding confusions with our notations), his index
is then equal to $\frac{-1}{2i\pi}/\dot{r}$) $\mathcal{T}_{\alpha}\frac{\alpha}{h}$ But $\frac{-0}{h}<T^{\cdot}1dg_{0}\eta_{\alpha}$ are equal on $\partial T_{\alpha}$ , because they both
take the same valne $g_{0}$ when applied to the restriction of $X_{0}$ , Q.E.D. See (1.1) Lemma
and (1.2) in [Su], when $f$ is possibly reducible. This coincidence is also obvious from
the theorem 2 and the remark below. Thus the above theorem 1 may be seen as a
generalization of the theorems A and $C$ of $[LN_{1}]$ and the theorem (2.1) of [Su]. In
particular, since the sum of our indices is the self-intersection number of the curve $V$ ,
the integer $3dg(S)- \chi(S)+\sum_{B}$ } $l(B)$ , lying in the theorem A of $[LN_{1}]$ , is equal to
$dg(S)^{2}$ , if the curve $S$ is locally irreducible at each of its singular points. In general,
the integer is $difl_{C^{Y}1}\cdot entfro\ln dg(S)^{\underline{\prime}}$ (see the theorems (2.1) and (2.5) in [Su], in fact,
$dg(S)^{2}$ is equal to 3 $dg(S)- \backslash (S)+\sum_{p}c(S.p)$ by the adjunction formula).
More generally, for $p=1$ and any $q$ , there exists a l-form $\eta_{\alpha}$ on $\partial \mathcal{T}_{\alpha}$ , the restriction
of which to each $\mathcal{V}_{i}$ being equal to $arrow^{\sim}d_{A_{i}^{\sim}}$ . Then, still defining $g_{\alpha}$ by the same formula
$X_{0}.f_{\alpha}=g_{0}.f_{0}$ , the formula of theorem 1 becomes:
$I_{r\iota}( \mathcal{F}, V, c_{1}, /)=\frac{1}{\underline{7}_{?\pi}}.\int_{\partial \mathcal{T}_{c\}}}g_{\alpha}\eta_{\alpha}$ .
2) When $\Sigma_{\alpha}$ is in the regular part of $t^{r},$ $\backslash ve$ may take for local chart:
$(z_{1,\ldots n}\approx)=(x_{1}, \ldots, x_{/)}, y_{1}, \ldots, y_{q})$
28
such that $f_{\lambda}=|J\lambda$ for any $\lambda=1,$ $\ldots$ , $q$ . Then $arrow 4_{p+\lambda}$ vanishes on $V_{\alpha}$ , in such a way
that all open sets $\mathcal{V}_{p+\lambda}$ are empty, and that $\backslash \backslash e$ may take $\mathcal{U}=\mathcal{V}_{1},$ $\ldots,$ $\mathcal{V}_{p}$ : Then,
$u=\{1, \ldots , p\}$ is the unique $elt^{\backslash }nlent$ of $\mathcal{M}(\mathcal{U})$ . On the other hand, $c_{\lambda}^{\mu}$ and $\frac{\partial A_{p+\mu}}{\partial y_{\lambda}}$ are
equal on $V_{\alpha}$ . We recover therefore the formula of theorem 1 in [L], writing $I_{\alpha}(\mathcal{F}, V, \varphi, \nu)$
as a Grothendieck residue. Note that there are some sign errors in [L]. In the third line
of p.237, the factor $(-1)^{[\S]}$ should be omitted, in Theor\‘eme 1 of p.217, the integral
giving the residue should be multiplied by $(-1)^{p+[]}z2=(-1)^{[]}z\pm 2\underline{1}$ instead of $(-1)^{p}$ and
in Theor\‘eme 1‘ of p.233, the integral should be multiplied by $(-1)^{[]}z2$
3) Assume t,hat $\Sigma_{\epsilon\iota}$ is a $p()int\uparrow??_{O}is\subset)1_{i1}ted$ in $V$ , and that $X_{0}$ is meromorphic near
$m_{\alpha}$ (thus $X_{0}$ has a zero, a pole or $bot1_{1}$ at $?\uparrow 10$ ). Then, we have the following
Theorem 2
There exists a local holomorphic chart $(z_{1}, \ldots, z_{\mathfrak{n}})$ near $m_{\alpha}$ in $W$, such that
$\mathcal{V}_{1},$ $\mathcal{V}_{2},$
$\ldots,$
$\mathcal{V}_{p}$ covrr $\partial \mathcal{T}_{o}$ $(p=di\uparrow\uparrow cT")$ .
For this covering $\mathcal{U}_{\}\mathcal{M}(\mathcal{U})$ has a tlni($111(Y$ elcment $\mathfrak{l}(0=\{1, \ldots, p\}$ . Writing $R$ instead of
$R_{u_{0}}$ , the formula of theorem 1 $|$ )($\tau(()n1\mathfrak{k}^{1}b11t)\backslash \backslash$ :
$I_{\alpha}( \mathcal{F}, V, \varphi, \nu)=(-1)^{[\frac{p}{2}]}\int_{R}\frac{\varphi(-C_{\alpha})d_{\sim 1}\wedge dz_{2}\wedge\ldots\wedge dz_{p}}{\prod_{i=1}^{p}A_{i}}$ .
Proof:
Let us $\backslash \backslash \cdot riteX_{0}=\sum_{iI}^{n_{=}}.4;\frac{\partial}{r_{-i}^{\sim}}$ , $A;= \frac{P}{Q}L$: with $P_{i}$ and $Q_{i}$ holomorphic near $m_{\alpha}$ .
We think of $\Gamma$; and $Q_{i}$ as being in the ring $\mathcal{O}_{71}$ of germs of holomorphic functions at
the origin $O$ in $C^{n}$ and asstlmc $t1_{1}\gamma\urcorner\uparrow$ they arc relatively prime for each $i$ . Let $Q$ be the
least common multiple of the $Q_{i}’ s$ . Then $QX_{0}$ is a holomorphic vector field leaving $V$
invariant.
Lemma 2
The holomorphic vector $fic^{J}ldQX_{0}$ has an isolated zero at $m_{\alpha}$ on $V$ .
In fact suppose $QX_{0}$ had a non-isolated zero at $m_{\alpha}$ on $V$ and let $V$ ‘ be a positive
dimensional $irred_{11(}\cdot ibles\iota\iota b_{1_{l}\gamma I}\cdot i^{Y}t\backslash \cdot$ of lr $c()1\iota taini\iota\iota gm_{o}$ and contained in the zero set
of $QX_{0}$ . For each ’. $\backslash ve$ write ($J=Q_{i}Q_{i}’$ , where $Q_{1}’$ , . . . , $Q_{n}^{l}$ have no common factors.
Since $QX_{0}= \sum_{i=1}^{n}P_{i}Q_{i}’\frac{\partial}{\partial z_{j}}$ , the f‘unctions $P_{i}Q_{i}’$ are all in the defining ideal $I(V’)$ of
$V’$ . Hence, since $I(V’)$ is prime and $X_{0}$ is non-zero away from $m_{\alpha}$ , there exists $i_{0}$
such that $Q_{i_{0}}^{l}\in I(V$ ‘ $)$ . Thus there is a prime factor $P$ of $Q_{i_{0}}^{l}$ such that $P\in I(V’)$ .
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Now, since $Q_{i}Q_{i}’=Q=Q_{i_{0}}Q_{i_{0}}’,$ $P$ is a factor of $Q_{i}Q_{i}’$ for any $i$ . On the other hand,
since the pole of $X_{0}$ is the union of the zero sets of the $Q_{i}’ s$ , we have $Q_{i}\not\in I(V’)$ , by
the assumption that the pole of $X_{0}$ is at $n\iota ost$ isolated on $V$ . Therefore, $P$ must be a
factor of $Q_{i}’$ for all $i$ . This contradicts the fact that the $Q_{i}’’ s$ have no common factors.
This proves the lemma.
In the $al\supset ovc\backslash$ situation, since the zero set of $F_{i}Q_{i}^{l}$ is not smaller than that of $P_{i}$ ,
it suffices to prove the proposition for vector fields holomorphic near $m_{\alpha}$ . Note that
the index of $X_{0}$ at $m_{\alpha}$ is equal to that of $QX_{0}$ . Note also that if $X_{0}$ has an isolated
pole $\dot{o}nV$ , then $V$ is in fact l-dimensional, since the pole of $X_{0}$ has codimension 1 in
the ambiant space $c\urcorner Jld$ in $V$ .
In what follows, for an ideal $I$ in the ring $O_{11}$ , we denote by ht $I$ its height and
by $V(I)$ the $(_{\Leftrightarrow^{)}}\cdot$ ( $\backslash 1^{\cdot}111$ of) $t1l()$ anal tic $q$ ( $\searrow t$ defined $|$) $\backslash I$ . Thus ht $I=co\dim V(I)$ . Also,
for germs $0_{1}\ldots.$ . ct,. in $\mathcal{O}_{l}$ , we denote ])$\backslash \sim(0_{1}, \ldots , 0,,)$ the ideal generated by them.
Lemma 3
Let $A_{1},$ $\ldots,$ $A_{n},$ $f_{1},$ $\ldots,$ $.f_{q}$ be germs $i_{71},$ $\mathcal{O}_{n},$ $\uparrow 1=p+q$ , with ht $(f_{1}, \ldots, f_{q})=q$ and
ht $(A_{1}, \ldots.A_{n}..fJ, \ldots, .f_{q})=n$ . Then th, $ere$ exist germs $A_{1}^{l},$ $\ldots$ , $A_{p}’$ in $\mathcal{O}_{n}$ such that
(i) $A_{1}’,$ $\ldots$ $,$ $-4_{p}^{l}$ are linear $com,b\uparrow nation\backslash s$ of $A_{1},$ $\ldots.A_{n}$ with $C$ coefficients,
(ii) ht $(A^{\prime_{l\cdot\cdot-}}..,4_{p}’..f_{1}, \ldots..f_{q})=\uparrow 1$ .
Since ht $(f_{1}, \ldots, .f_{q})=q$ , it $snffice\backslash \backslash$ to show the following for $r=1,$ $\ldots,p$ :
$(^{*})$ if $A_{1}’,$ $\ldots$ , $A_{r-1}’$ are linear combinations of $A_{1},$ $\ldots$ , $A_{n}$ (with $C$ coefficients) with
ht $(A_{1}’, \ldots , A_{r-1}’, f_{1}, \ldots , f_{q})=r-1+q$ , then there exists $A_{r}’$ which is a linear combi-
nation of $A_{1},$ $\ldots,$ $A_{n}$ (with $C$ coefficients) with ht $(A_{1}’, \ldots, A_{r}’, f_{1}, \ldots, f_{q})=r+q$.
To show $thi\backslash$ , let $V(A_{1}’, \ldots , \wedge 4_{r-1}’. .f_{1_{7}}\ldots, .f_{q})=V_{1}\cup\cdots\cup V_{s}$ be the irreducible
decomposit,ion of $T^{\gamma}(\wedge 4_{1}’\ldots..arrow 4_{l’-1}’..f\cdot l . . . . ..f_{q})$ . Since ht $(A_{1}, \ldots, A_{n}, f_{1}, \ldots , f_{q})=n$ , for
any point $x$ in I“ $(.4_{1}’, \ldots , -4_{J-1}^{l}. .f_{1}\ldots...f_{q})$ near $O$ but different from $0$ , there exists
$A_{i}$ with $\wedge 4_{i}(\tau)\neq 0$ . Hence we see tltat t,here exis ts $A_{r}’$ which is a linear combination
of $A_{1},$ $\ldots$ , $A_{n}$ with $V_{k}\not\subset V(A_{r}’)$ for $\lambda=1,$ $\ldots,$ $s$ . $\backslash 1^{\gamma}e$ have
$V(A_{1}^{l}, \ldots, A_{r}’, f_{1}, \ldots, f_{q})=(V_{I}\cap V(A_{r}’))\cup\cdots\cup(V_{s}\cap V(A_{r}’))$.
Since each $1/^{r_{A}}$. is irreducible and $V_{X}\not\subset V(A_{r}’),$ $\backslash \backslash e$ have $\dim(V_{k}\cap V(A_{r}’))<\dim V_{k}$ .
Therefore, $\backslash \backslash C^{\backslash }$ get ht $(.4_{1}^{l}, \ldots.,4_{\Gamma}’, .f_{1}\ldots...f_{q})=r+q$, hence the lemma.
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Note that the condition lrt $($ . $f_{1}$ , . . $f_{q})=q$ means that the variety $V$ defined by
$f_{1}=\cdots=.f_{q}=0$ is a complete intersection and the condition
ht $(A_{1}, \ldots, A_{n}, f_{1}, \ldots, f_{q})=n$ means that the singularity of the holomorphic vector
field $X= \sum_{i1^{-}}^{n_{=}}4;\frac{\partial}{\partial z}$ is isolated in $V$ .
In the ab $\subset$)$\backslash ’\cdot e$ situation, if we choose a suitable coordinate system $(z_{1}, \ldots, z_{n})$ in
$C^{n}$ , then we may suppose that ht $(A_{1}, \ldots . -4_{p}, .f_{1} , . . . , f_{q})=n$ . The theorem 2 follows.
Remark:
Let $V_{\alpha}$ be defined by $f_{\lambda}=0,$ $/\backslash =1,$ $\ldots$ , $q$ . Suppose that $V_{\alpha}$ is invariant by a
holomorphic vector field $X_{0}$ and that $\Sigma_{\alpha}$ is an isolated point $m_{\alpha}$ in $V_{\alpha}$ . Then as is
shown above, there exists a holomorphic chart $(\approx 1, \ldots , \approx_{n})$ near $m_{\alpha}$ such that, when
we write $X_{0}= \sum_{i1}^{n_{=}}A_{i}\frac{\partial}{\partial\approx j}$ , ht $(A_{1}, \ldots , A_{p}, f_{1}, \ldots, f_{q})=n$ , i.e., $A_{1},$ $\ldots$ , $A_{p},$ $f_{1},$ $\ldots,$ $f_{q}$
form a regular sequence. $\backslash \eta r_{e}$ may set
$\tilde{\mathcal{T}}_{\alpha}=\{\sim-=(\sim\sim 1, \ldots\sim\sim\tau’)||-4_{i}(\sim\sim)|\leq_{\overline{\overline{c}}}. .f_{\lambda}(\sim-)|\leq--i=1, \ldots,p, \lambda=1, ./. . , q\}$ .
Thus we have $\mathcal{T}_{\alpha}=\{\sim\sim||A_{i}(\wedge-)|\leq\epsilon, f_{\lambda}(z)=0\}$ and we may also set
$R_{i}=$ { $\sim\sim\in\partial \mathcal{T}_{\alpha}||arrow 4_{j}(\approx)|\geq|A_{j}(\approx)|$ for $j\neq i$ }.
Then we have
$R=R_{1\underline{)}}\ldots=()\{\sim\sim||_{-}4;(-\sim)|=\backslash \simeq. f,\backslash (\wedge\sim\cdot)=t). i=1\ldots.,p, \lambda=1, \ldots, q\}$ ,
which is a smooth closed submanifold of real dimensiom $p$ in $\partial \mathcal{T}_{\alpha}$ , the link of the
singularity $V_{\alpha}$ . If we set $\theta_{i}=\arg-4_{i}(\sim\sim),$ $R$ is oriented so that the form
$(-1)^{[]}2d\theta_{1}\epsilon\wedge\ldots\wedge d\theta,$ , is positive. Thus if we set $R^{l}=(-1)^{[\S]}R$ so that $d\theta_{1}\wedge\ldots\wedge d\theta_{p}$
is positive on $R$‘, we get
$I_{r\iota}( \mathcal{F}, t_{\hat{}}^{\gamma}, /)=.\int_{R’}\frac{\varphi\prime 2}{\prod_{i=1}^{1)}A_{i}}$.
More $\xi\circ;enerall\backslash \cdot$, lct $Earrow T$ ‘ $1$ ) $e$ a ( $()1\iota ti_{11tlO11S}$ complcx vector bundle of rank $r\geq 1$ ,
the restriction $()f\backslash vhich$ to the regular part of $T$ ‘ being holomorphic, and such that
there exists a $C^{\infty}$ extension $\tilde{E}arrow\iota^{\tau}$ of $E$ to some neighborhood $U$ of $V$ in $W$ . We
shall assume also that there exists a $C$ action of $X_{0}$ over $E|_{V-\Sigma}$ in the sense of Bott
$([B_{2}])$ : a C- linear operator $\theta_{\backslash 0}$ from the space of $c\infty$ sections of $E|_{V-\Sigma}$ into itself is
given, such tha $t$ :
31
$\theta_{X_{0}}(\sigma)$ is holomorphic whenever $\sigma$ is holomorphic,
$\theta_{x_{0}}(u\sigma)=(X_{0\cdot?l})\sigma+u\theta_{\backslash 0}(\sigma)$ for any $C^{\infty}$ function $u$ and any section $\sigma$ .
Let $\varphi\in(Z[c_{1}, \ldots, c_{r}])^{2p}$ . $11^{\gamma}e$ have the following generalization of theorem 1:
Let $(\sigma_{1}, \ldots.\sigma_{r})$ be a trivialization of $E|_{\iota f_{Q}}$ (assumed to be trivial), and $M_{\alpha}$ be




$I_{o}( \theta_{\backslash 0}.T^{r}.\varphi, E)=(-1)[L\sum_{\prime t\in.W(l1)}./R_{\iota r}\frac{\varphi(\angle\lambda I_{o})dz_{u_{1}}\wedge dz_{u_{2}}\wedge\ldots\wedge dz_{u_{p}}}{\prod_{j=1}^{p}A_{u_{j}}}$
(i) $I_{\alpha}(\theta_{X_{0}}, V, \varphi, E)$ does not depend on the various choices of $(z_{1}, \ldots , z_{n}),\mathcal{U},\tilde{T}_{\alpha}$ ,
$(\sigma_{1}, \ldots, \sigma_{r}),$ $R_{i}$ .
(ii) Asst me $V$ to be compact : $\sum_{\alpha}I_{o}(\theta_{X_{0}}, V, \varphi, E)$ is then an integer.
(iii) This $i_{71},teger$ depends on$l_{l/}$ on $1^{\gamma}’$ . $\varphi$ and E. $b\tau\iota t$ not on $X_{0}$ and $\theta_{X_{0}}$ . It is in fact
equal to the $r^{J}.\uparrow$ )$0.lnotion<\varphi(E).T’>of$ $\varphi(E)$ on the $f\tau\iota damental$ class [V] of $V$ .
Remarks:
1) For $theo1^{\cdot}\mathfrak{k}^{Y}m1’,$ $V$ does not need to be SLCI not even LCI; this assumption
was only useful for being sure that $lJ$ and fr exist in the example 1 below. This is still
true, even for $theore\ln 1$ , if $\backslash ve$ have some other reason to know that $\nu$ and $\tilde{\nu}$ exist.
2) If $V$ is smooth, we recover the tlreorem 1’ of [L], some particular cases of which
being also in $B_{(1}\iota\iota m$-Bott [when $E=T_{C}(TT)|_{1}([BB_{1}])$ ], and in Bott $([B_{2}])$ [when $X_{0}$
is non degenerate along $\Sigma_{c\iota}$ ].
3) Let $i_{\alpha}^{\prime^{r}}\rceil$ ) $e$ defined $I_{)}y.f_{\lambda}=0$ . $/\backslash =1\ldots.,$ $q$ and invariant by a holomorphic vector
field $X_{0}$ . Suppose that $\Sigma_{\alpha}$ is an isolated point $m_{\alpha}$ in $V_{\alpha},$ $X_{0}$ still being holomorphic
near $m_{\alpha}$ . Then, as in the previous remark, there exists a holomorphic chart $(z_{1}, \ldots, z_{n})$
near $m_{\alpha}$ such that $A_{1},$ $\ldots,$ $A_{\uparrow)},$ $.f_{1},$ $\ldots,$ $f_{r/}$ form a regular sequence. In this case, we have
$I_{c\backslash }( \theta_{\backslash 0}. V, \succ^{\wedge}. E)=\int_{R’}\frac{\varphi(arrow\# I_{o})cl_{\sim 1}^{\sim}\wedge rl_{\sim 2}7\wedge\ldots\wedge dz_{p}}{\prod_{i=1}^{p}A_{i}}$
where
$R^{t}=\{\approx||A_{j}(\sim\sim)|=_{\overline{\overline{c}}}. .f_{\lambda}(\vee\sim)=0, ; =1, \ldots.p, \lambda=1, \ldots, q\}$ ,
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which is oriented so that the form $d\theta_{1}\Lambda\ldots$ A $d\theta_{1)}$ is positive, $\theta_{i}=\arg A_{i}(z)$ .
Example 1
Assume $l$ ‘ to $1\supset e$ SLCI. Take $E=\mathfrak{l}/$ , and $\theta_{\backslash 0}$ defined such as in section 2 above,
with $JI_{o}=-C_{t)}$ . Then we get the theorenr 1 above from the theorem 1’. We shall
write in this case $I_{o}(\mathcal{F}, l^{f}, \varphi, l/)$ instea $d$ of $I_{o}(\theta_{\backslash 0}, V, \varphi, \nu)$ .
Example 2
Take $E=T_{C}(TT^{r}/)|_{1}\nearrow$ , a,nd define $\theta_{\backslash \prime 0}(Y)=[X_{0},\tilde{Y}]|_{V}$ , depending only on the
vector $field\}^{\Gamma}$ tangent to $T^{f}V$ along $V$ , and not on its extension $\tilde{Y}$ to some neighbourhood
of $V$ . Then. $- \backslash I_{C1}=-\frac{O(\prime 1_{1,.\cdot.\sim}\{\prime\prime)}{/)t_{-11}^{-..=,)}}$ . The index is $no\backslash \backslash$ this one defined in section
8 of [L], $th\epsilon\backslash ()1^{\cdot}(\backslash 1111$ giving $\langle\prime 1f_{t)111}\iota n1\cdot\iota$ for computing it. In this case, we shall write
$I_{\alpha}(X_{0}, V, \varphi, T_{C}(TT‘))$ instead of $I_{\cap}$ ( $\theta\backslash 0^{\cdot}$ I ’. ${}^{t}\gamma^{-.T_{C}(TT^{arrow})|\iota}$ ). [Notice that if we replace here
$X_{0}$ by $\tau\iota X_{0}$ as in theorem 1, tlrc index is $n\{$) $\backslash \backslash$ changing!]
3- Proof of theorem 1’
Let $\omega$ be a connexion on $\tilde{E}|_{U_{0}}$ , defined by a derivation law $\nabla$ satisfying:
$\{\begin{array}{l}\nabla_{-\backslash o}\prime\tilde{\sigma}|-arrow 0\prime\sim\nabla_{Z}\sigma=0for(\backslash \backslash C^{\backslash }1\cdot\backslash \vee(\backslash cti_{t})nZ\in T^{0.1}(V-\nablaarrow)ande\backslash \cdot er\}hol\langle)mo1\cdot p1_{1}ic\backslash \neg,ection\sigma()fE\end{array}$
(We shall say that such an $\omega$ is $sp$ ecial relatively to $\theta_{x_{0}}.$ )
Let us give also an arbitrary connection $\omega_{o}$ on $\tilde{E}|_{U_{\alpha}}$ .
Let $\varphi\in(Z[c_{1}, \ldots, c_{r}])^{2_{l)}}\dagger\supset e$ a Chern polynomial having integral coefficients with
respect to the Chern classes $c_{1}\ldots$ . , $c_{r}$ ], and defining a characteristic class of dimension
$2p$ . We use the notations $\triangle\star^{\backslash }$ for the $c^{t}\iota_{1Cl11- tt^{f}eil1_{1t)}momorphism}$ defined by a connec-
tion $\omega$ , and $\triangle_{\star()}\omega_{1}\cdots\omega_{1}(\varphi)t1_{1}e$ I $ott^{t}\backslash$; operator for it $c\cdot r_{c}\urcorner ted$ differences $([B_{1}])$ , such that:
$do\triangle.\prime 0\omega_{1}\cdots\omega,$. $= \sum;=0(-1)^{j}\triangle_{c_{0}}\cdot\cdots\omega_{j}\cdots\omega,$ $\cdot$
(In particular: $d\circ\triangle\cdot to’=\triangle_{\omega’}-\triangle_{\omega}$ ).
Proposition 2
Let: $J_{o}$ ( $\theta_{\backslash 0}$ , V, $\varphi.E$ ) $= 1_{\mathcal{T}_{\alpha}}\triangle_{\omega_{\alpha}}(\varphi)+\int_{\partial \mathcal{T}_{a}}\triangle_{\omega_{\alpha}\omega}(\varphi)$ .
(i) $J_{\alpha}(\mathcal{F}, T_{\backslash }’/\varphi.E)$ does not $d_{l)c^{J}.77}r^{7},,do71$ , th, $e$ choices of $\tilde{\mathcal{T}}_{\alpha}$ , $\omega,$ $\omega_{\alpha}$ .
(ii) $Ass\tau\iota mel/^{r}$ to be $con1,pact$ : $\sum_{0}.J()(\theta_{\backslash 0}.V, \varphi, E)?,s$ then an integer.
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(iii) This integer depends $onl_{l/}$ on $V$ and $\varphi$ , but not on $\mathcal{F}$ . (It is in fact nothing else
but the evalnation $<\varphi(E),$ $V>of$ $\varphi(E)$ on the firndamental class [V] of $V$).
[Notice that, in Proposition 2, we do not assume neither that $U_{\alpha}$ is included in the
domain of a local chart, nor $t1_{1j}\iota tE|_{U_{\alpha}}$ is trivial].
The proof is exactly the $S$ llne as the proof of the 3 first parts in theorem 8 of [L],
just writing $\nabla_{\backslash 0}\sigma=\theta_{-\backslash }-0\sigma$, instead of $\nabla_{\backslash }\wedge 0\}^{-}=[X_{0}, Y]$ .
The theorem 1’ (hence the theorem 1) will follow immediately from Proposition
2 above, and from
Proposition 3
When $[^{\tau_{C1}}$ is included $i_{71}$, the $do7na7n$ of a local chart, and when $\tilde{E}|_{U_{\alpha}}$ is trivial,
then
$I_{\cap}(\theta_{\backslash 0}.1^{r}, \succ^{\wedge}. E)=I_{o}(\theta_{\backslash 0}, V, \varphi, E)$ .
In the formula of proposition $2,$ $\backslash \backslash \cdot e$ may choose $\omega_{o}$ equal to the trivial connection
$\omega_{0}$ whose conncction $f_{017}n$ with respcct to the trivialization $(\sigma_{1}, \ldots, \sigma_{r})$ of $\tilde{E}|_{U_{\alpha}}$ is the
matrix $0$ . $H(^{Y}ncc$ .
$I_{\cap}(\theta_{\backslash -,()}$ , I $’\cdot\cdot\gamma^{\wedge.E)}=J_{\partial \mathcal{T}_{c_{\iota}}}\triangle_{\omega_{0}},(\varphi)$ .
Remarks:
1) Notice that the integration of the same expression over only one of the con-
nected components of $\partial \mathcal{T}_{\alpha}\cap V$ vvould give the partial index corresponding to the
corresponding “sheet” or “branch“ through $\Sigma_{\alpha}$ .
2) If $V$ is not LCI. we still can define $I_{C\}}(\mathcal{F}_{\backslash }V, \varphi, \iota\nearrow)$ and $J_{\alpha}(\mathcal{F}, V, \varphi, \nu)$ under the
condition that the bundle $\mathfrak{l}/|_{\mathfrak{l},1^{-\underline{\backslash }}0}\neg$ is trivializable, and conclusion of proposition 3 will
still remain true. But this index $\backslash \backslash \cdot il1_{11t)\backslash \backslash }\cdot(\iota_{cp}\backslash$ on the choice of the homotopy class
of the trivialization. $Furt1_{1}ern\iota ore$ , if this is possible at any point of $\Sigma$ , the sum of
these indices has now no reason neither to be an integer nor to be independant on $\mathcal{F}$.
There are 3 steps in the proof of proposition 3:
1) We first stud. $\cdot$ the propcrties $()f$ the $1_{1C)}1_{on1O1}\cdot phic$ connections $\omega_{i}$ on $E|_{\mathcal{V}:}$ , the con-
nection form of which with respect to the given trivialization being $\frac{dz:}{A_{1}}M_{\alpha}$ .
2) Then, we prove that $\triangle_{u0},\{\varphi$ ), which is a cocycle on $\partial T_{\alpha}$ , is cohomologous, when
imbedded in the total \v{C}ech-de $Til1c\urcorner\ln$ complex $CDR^{*}(\mathcal{U})$ , to the element $\mu$ in
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C$DR^{2p-1}(\mathcal{U})$ defined by:
$\{_{\mu_{I}}^{\mu_{u}}==0fo^{0}r^{\omega}a^{u}n_{\sim}^{1}\backslash \triangle_{\omega};_{si^{2}mp1^{u}e^{p}xI^{)}ofdimen^{J}sion\neq}^{J\ell}\omega(\varphi for\iota/\in W(l4),$
$p-1$ in the nerve of $\mathcal{U}$ .
3) Finally, we prove that
$\mu_{?}=\frac{\varphi(_{\wedge}\mathfrak{h}f_{O})d_{\sim\iota l_{1}}^{\sim}\wedge d_{\sim z\prime_{2}}^{\sim\wedge}\ldots\wedge d\approx\uparrow r_{p}}{\prod_{i=1}^{p}-4_{\uparrow\prime_{j}}}$
Using integration on $C’DR^{*}(l4)$ as recalled in lemma 6 below, this will achieve the
proof of proposition 3.
First step:
Let $\Omega$ be an open set in $V_{\alpha}-\Sigma_{\alpha},$ $Y$ a holomorphic non vanishing vector field
tangent to $\Omega$ , and $\Gamma$ a $h_{()}1_{0\ln(31}\cdot phic$ map from $\Omega$ into the space of $r\cross r$ matrices with
complex coefficients. A connection $\omega$ on $E|_{\Omega}$ will be said “adapted” to $(Y, \Gamma)$ if its




section $Z$ of $T^{0,1}(V_{\alpha}-\Sigma_{\alpha})$ .
Hence thc restriction to $\Omega$ of $\dot{c}14\cdot sp(\backslash (i_{i}\iota 1’$ connection, $\backslash ltch$ as defined for proposition
2, is adapted to $(X_{0}, \wedge/7I_{r\rangle})$ . $\backslash \backslash \cdot 1_{1}ile$ the $1^{\cdot}\epsilon^{Y}bfrictio11$ to $\Omega$ of the trivial connection $\omega_{0}$
is adapted to any $(1^{-}, \uparrow$ }$1\prime t\uparrow\cdot i.\iota. ())$ for $]^{-}h_{\langle)}1()1no1^{\cdot}1)1\iota i$ ( tallgent to $\Omega$ . From the usual
vanishing theorem (Bott $([B_{1}]),$ $I\_{\llcorner\dot{C}}’|1n1$ ) $t^{\backslash }1^{\cdot}$-Tondeur ([KT]), we deduce the
Lemma 4
Let $dim\varphi=2p$ .
$\{)?.\backslash .od_{il}\dagger\epsilon_{ll((/rlt\epsilon(lt^{\vee}tl^{\backslash }c.\backslash a^{-}\uparrow}1\cdot\cdot\backslash \overline{\omega}_{k}^{l)}.r^{d.\dagger 0\cdot\backslash 0_{1^{j}}},$
$\triangle_{\overline{\omega}_{1}}\ldots$ , a $k(\varphi)=0$ .
For any $q$ multiindex $I=(1\leq i_{1},$ $i_{2},$ $\ldots,$ $i(l\leq n)$ (the $i_{j}’ s$ being all distinct),
define
$D/= \det\frac{D(f_{1\backslash }.\cdots.’.f_{q})}{D(\sim\sim j_{1}\cdot\cdot,\sim\sim\dot{\iota}_{\eta})}$ .
For any $\prime u\in \mathcal{M},$ ( $1_{C}\rangle$$fine$ tlie $q_{1111}\iota 1tiind\backslash ll=(l\overline{l}_{1}.\overline{|l}_{2}, \ldots , \overline{u}_{q})$ so that
$1\leq\overline{u}_{1}<ll_{2}<\ldots<1l_{q}\leq 1l$ . $(111(1\{1.2\ldots..ll\}=-\{ll.1/, \ldots, u_{p}\}\cup\{\overline{u}_{1},\overline{u}_{2}, \ldots,\overline{u}_{q}\}$,
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and by $\Omega_{\overline{lI}}$ the open set of points in $V_{o}$ where $D_{ll}\neq 0$ : $\Omega_{\overline{u}}$ is a union of open sets where
the restrictions of the functions $z_{?l\downarrow},$ $\ldots,$ $z_{\iota t_{p}}$ constitute a system of local coordinates.




(i) $Y_{I}$ is tangent to $V$ .
(ii) For $m\in \mathcal{V}_{i}(1\leq i\leq n)$. there exists $u\in \mathcal{M}$ containing $i$ such that $D_{\overline{u}}\neq 0$ at the
point $m$ .
(iii) For an,.$l/?(1\leq i\leq’))$ . the connection, $\vee:=\frac{\iota\vee-}{\{}\perp\eta_{/I_{o}}j\wedge$ on $E|_{\mathcal{V}_{i}}$ satisfies the following
$condit?.on,$ : for a $\eta’(/ll\in jW$ cott $tai$ning $i$ , the $rcst_{7’}\uparrow,ction$ of $\omega_{i}$ to $\Omega_{\overline{u}}$ is simultaneously
adapted to $(X_{0,\sim}tl_{C1})$ und to $an|/(1_{l+?}’\cdot.\}\}\prime c/\dagger?\cdot??\cdot 0)e\tau\iota ch$ that $u_{j}\neq i$ .
Let in fact $I\rceil_{\gamma(}\rangle$ some $q+1$ multi index such that $D_{I-i_{k}}$. $\neq 0$ at some point $m$ in $V$
for some $i_{k}\in I$ ; it means that the restrictions $\approx\sim i$ to $V$ of the functions $z_{i}$ constitute,
for $i$ belonging to $\{1, 2, \ldots, \uparrow 1\}-\{I-i_{k}\}$ (in particular for $i=i_{k}$ ), a system of local
coordinates on $V$ near $m$ . $B$ ut then, the restriction of $Y_{I}$ to the domain of such a local
chart is equal to $(-1)^{l}D,-i_{A}^{\frac{\partial}{()_{\overline{=}i_{A}}}}$ and is therefore tangent to $V$ , hence part (i) of the
lemma.
The condition $f_{()}rX_{0}$ to $1\supset et\dot{\iota}1lh$}( $\backslash 11t$ to $l$ “ $\ln_{\dot{c}}\backslash \backslash \cdot\rceil$ ) $C^{\backslash }$ written:
$\sum_{i=1}^{n}arrow 4_{j}(f_{\lambda})_{-}^{\prime_{\sim j}}=0$ on $V_{\alpha}$ for all $\lambda=1,$ $\ldots,$ $q$ .
Hence, if $71?\in \mathcal{V};$ , the $q$ diinensional vcctor $((.f_{\lambda})_{\sim}^{\prime_{- j}})_{\lambda=1\ldots.,q}$ is, on $V_{\alpha}$ , a linear com-
bination of $t1_{1C^{\backslash }}$ others $((.f_{\lambda})_{\sim}^{\prime_{-;}})_{\lambda=t}\cdots\cdot\cdot l$ $(.j\neq ;)$ : $D_{j}$ must be zero at $m$ for any $q$
multiindex $J(()11tai_{11}ing$ ;. $B$ ut. since $\mathcal{V}$ ; is in $t1_{1}c^{Y}$ regular part of $V$ , one at least of the
$D_{J}$ must be $\neq 0$ : the only possibility is therefore that $i\not\in J$ for such an $J$ , hence part
(ii) of the lemma.
On $\Omega_{\overline{u}},$ $X_{0}= \sum_{j=1}^{p}A_{u_{j}}\frac{\partial}{\partial_{\sim u_{j}}=}=\frac{1}{o_{a}}\sum^{p_{=1}}A_{\tau_{j}}l1_{u_{j}+\overline{u}}^{r}$ and, on $\mathcal{V}_{i}\cap\Omega_{\overline{u}}$ , the $p$ holo-
morphic vector fields $X_{0}$ and $(l_{u_{j}+\overline{t}}^{r})_{u_{j}\neq i}$ are linearly independant. The part (iii)




For any $\lambda$. simplex $I=(i_{0}\cdots i_{A})$ in the nerve of $\mathcal{U}$ , write:
$\triangle_{\omega_{0}}\mu y_{J}(\varphi)=\triangle_{\omega_{0}}\omega\omega_{j_{0}}\cdots\omega;_{k}(\varphi),$ $\triangle_{\omega u’j}(\varphi)=\triangle_{\omega\omega_{i_{0}}\cdots\omega_{i_{k}}}(\varphi)$ ,
and $\triangle_{\omega_{0}}\omega’(\varphi)=\triangle_{\omega_{0}}\omega_{i_{0}}\cdots\omega_{\Lambda}|(\varphi)$ .
Define $\wedge/\in C’DR^{2p-1}(l4)$ a $b$ the fainily $(\gamma, )_{l}$ given by:
$\gamma_{I}=(-1)^{[\frac{A\cdot+1}{2}]}\triangle.\prime 0\{v\omega’(\varphi)$ . $\backslash \backslash \cdot 1_{1C^{\backslash }1(}\backslash l_{\backslash }\cdot([\iota\rangle$ the (limension $|I|$ of $I$ .
Then, the total differential $D\gamma$ of $\gamma$ in $C^{t}DR^{*}(\mathcal{U})$ is given by:
$(D \gamma)_{I}=(-1)^{[\frac{k+1}{2}]+k}(\triangle_{v\omega’}(\varphi)-\triangle\cdot\cdot 0*’/(\varphi)+\sum_{\alpha=0}^{k}(-1)^{\alpha}\triangle_{\omega_{0}}\omega\omega_{I-i_{\alpha}}(\varphi))$
$+ \sum_{0=00}^{k}(-1)^{[\frac{k}{2}]+0+1}\triangle,\omega\omega_{J-j_{(1}}(\varphi)$
$=(-1)^{[\frac{\wedge+1}{2}]+A}(\triangle.$, ,,,, $(\varphi)-\triangle\star 0\omega’)(\varphi)$ . for $|I|>0$ ,
and $(D\gamma)_{i}=\triangle_{\omega\omega_{i}}(\varphi)-\trianglearrow 0\omega_{i}(\varphi)+\triangle_{\ 0}\omega(\varphi)$ for $|I|=0$ .
But all $tern1^{\iota_{)}}\triangle_{\omega t\vee/}(\varphi)\backslash \cdot anisl_{1}\rceil\neg$ . the connections $\omega,\omega_{i_{0}},$ $\cdots,$ $\omega_{i_{k}}$ are all
adapted to the same $(X_{0,-}Xf_{o})$ , all ternns $\triangle_{\omega_{0}}4/(\varphi)$ vanish for $|I|<p-1$ because
the connections $\omega_{0},\omega_{i_{0}},$ $\cdots,$ $\omega_{i_{\Lambda}}al\cdot e$ all adapted to a same ( $Y$, matrix $0$ ), and all terms
of $(D\gamma)_{J}$ vanish for $|I|\geq p$ because $\triangle_{\vee 0\cdots\overline{\omega}_{r}}-,(\varphi)$ is always $0$ for any family of $r+1$
connections whcn $r>p$ . Therefore, it remains only:
$(D\gamma)_{i}=\triangle\cdot 0\omega(\varphi)$ for $I=\{;\}$ of dimension $0$ ,
$(D\gamma)_{u}=-f^{l}\uparrow$ for tt $\in \mathcal{M}(\mathcal{U})$ of diinension $p-1$ .
all others $(D\gamma),$ $\sigma$) being $0$ . $T1_{1}is$ proves: $D\gamma=/(\triangle_{\omega_{0}}\cup(\varphi))-\mu$ ,
where $\iota$ denotes tlte natural $i_{111}bc$)( $1(1i_{1}\iota g$ of $thc1$ de Rhain complex $\Omega_{DR}^{*}(\partial \mathcal{T}_{\alpha})$ into
$CDR^{*}(l4)$ .
Third step:
The set $\mathcal{V}_{u}$ equal to $\bigcap_{=l1}^{I}\mathcal{V}_{j}$ is $inc1_{11}ded$ into $\Omega_{\overline{u}}$ . In fact, as already seen at
lemma 5, if ?1? belongs to $\mathcal{V};,$ $D_{I}$ must be zero when $i\in I$ : so if $m\in \mathcal{V}_{u},$ $u$ is the only
possible element ? in $\mathcal{M}(\mathcal{U})$ such that $D_{\iota},$ $\neq 0$ .
For computing $\triangle_{\vee 0}\omega_{t\iota_{1}}\ldots\omega,$
)
$1t^{;}e$ introduce (Bott $[B_{1}]$ ) the connection cb
on $(\tilde{E}|v_{u})\cross\triangle^{\rho}arrow \mathcal{V}_{u}\cross\triangle^{\rho}$. ( $\triangle l$ ‘ denoting the p-simplex $0 \leq\sum_{i=1}^{p}t_{i}\leq 1,0\leq t_{i}\leq 1$ ,
in $R^{p}$ ), defined by $\tilde{\omega}=\sum_{j}^{p_{=I}}t_{j}\omega;+[1-(\sum_{i=1}^{p}t_{i})]\omega_{0}=(\sum_{j=1}^{p}\frac{t_{j}}{A_{u_{j}}}dz_{u_{j}})M_{\alpha}$ .
The curvature $\tilde{\Omega}$ of this connection is then equal to
$\tilde{\Omega}=(\sum_{j=t}^{p}dt_{j}\wedge\frac{1}{4_{1l}}d\sim\vee?j)-\lambda I_{\alpha}+$ ( $t,el\cdot ms\backslash \backslash \prime itho$ut any $dt_{k}$).
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Therefore, for every polynomial $\varphi$ in $Cher\uparrow?^{2p}[c_{1}\ldots c_{n}]$ ,
$\triangle_{\overline{\omega}}(\varphi)=1)!(-1)^{[.]_{(}}2lt_{1}L\wedge rlt_{\underline{J}}\wedge\cdots\wedge clt_{l},$
$\wedge\frac{\varphi(\wedge\# l_{o})dz_{u_{1}}\wedge\cdots\wedge dz_{u_{p}}}{\prod_{j=1}^{p}A_{u_{j}}}$
$+$ ( $tel\cdot ms$ of degree $<p$ in $dt_{j}$ )
By integration over $\triangle^{p}$ , and using the equality $Lr_{\triangle p}dt_{1}\wedge\cdots\wedge dt_{p}=\frac{1}{p!}$ we get $([B_{1}]$
p.64):
$\triangle_{\omega_{0}\omega_{1}\cdots\omega_{p}}(\hat{\vee})=\frac{\varphi(_{\wedge}\eta I_{o})rl\sim\wedge rl\sim\wedge\ldots\wedge dz_{u_{p}}}{\prod_{j^{)}=1}^{l}A_{v_{j}}}$
This achieves the proof of $1$ ) $1^{\cdot}$ \langle ) $1$ )\langle ) $siti$ \langle ) $1\iota 3,1_{1(11C(}\backslash \backslash$ of theorems 1’ and 1, once using:
Lemma 6
There $ex?,st$. a linear map $L$ : $C’DIt^{2p-1}(14)arrow C$ with the following properties:
i) $L$ vanishes on the total cobo $1l,7ldar\uparrow,esD(C’DR^{2p-2}(\mathcal{U}))$ ,
ii) $L$ exte 77 $dsim,n.ltaneo?(.. el.t/thei_{7l},tegro,tion\int_{\partial \mathcal{T}_{\alpha}}$ : $\Omega_{DR}^{2p-1}(\partial \mathcal{T}_{\alpha})arrow C$ ,
and the $m(1):(-1)]_{\underline{}}L]_{\sum_{’\in W(l1)}.r_{/i_{1}}r},$ $C^{\prime p-I}(14. \Omega_{I2f}^{p})arrow C$ .
Proof: See $*(\backslash cti\langle)\iota\iota C$ of [L].
4- Examples
Let $\ddagger i^{\gamma}$ be the 3-dimensional complex projective space $CP^{3}$ , of points [X, $Y,$ $Z,$ $T$]
with $homogeneo\iota lS$ coordinates $X,$ $1$ , Z. $T$ . Take for $V$ the cone $V_{l}$ of equation
$X^{l}+l$ ( $+Z^{l}=()$ $(l1)eing$ any integer $\geq 1$ ),
which has a single isolated singular point $O=[0,0,0,1]$ . Denote by $U_{T},$ $U_{Z}$ and $U_{Y}$
the affine spaces $T\neq 0.Z\neq 0$ and $I^{r}\neq 0$ with respective coordinates $(x= \frac{X}{T},$ $y=$
$\frac{Y}{T},$ $z= \frac{Z}{T}$ ) $,$ $(x’= \frac{X\backslash }{Z}, y^{l}=\frac{1}{Z}, t^{l}=\frac{T}{Z})$ and $(x’= \frac{\lrcorner\backslash ’}{1’}, z’=\frac{Z}{Y}, t’=\frac{T}{Y})$ . The 3 open sets
$U_{T},$ $U_{Z},$ [$\Gamma_{l}.\cdot$ cover lr1 since the point $[$ 1.0.0, $0]$ does not belong to $V_{l}$ . The corresponding
equations of $V_{l}$ may be written respectively: $f_{T}=0,$ $f_{Z}=0,$ $f_{Y}=0$ , with:
$f_{T}(x, y, \sim\sim)=t^{l}+t/^{l}+\sim^{l}\vee$
’
$f_{Z}(x’, y’. t’)=.1^{\prime l}+l/^{\prime l}+1$ . $\dot{)}11(1.f\cdot)(.\{.\sim\wedge\cdot, \dagger )=.1^{\cdot}l+\approx l+1$.
The bundle fr is defined $\rceil$ )$yt1_{1}c^{1}(oc\cdot\backslash cl\backslash \sim$
$(g_{7^{\urcorner}\swarrow d}=z^{i}= \frac{1}{t^{l}} g_{T1}\cdot\cdot=y^{l}=\frac{1}{t} g_{Z1’}\cdot=y^{\prime/}=\frac{1}{\mathcal{Z}l})$ .
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In general, for a hypersurface $V_{l}$ of degree $l$ in $CP^{\eta}(\dim_{C}V\iota=p=n-1)$ , we have
(see $E_{Xam_{1)}}1$( $2$ in sect $i_{t)11}2$ )
$<(c_{J})^{l}(\iota/),$ $V_{l}>=l^{n-1} \int_{l}\prime c^{n-1}=l^{n}$ .
Also, from $T_{C}(CP^{n})\oplus 1=(\uparrow 1+1)\dot{L}$ , we have:
$1+c_{1}(T_{C})+c_{2}(T_{C})+\cdots=(1+c)^{n+1}$ ,
hence:
$c_{1}(T_{C}(CP^{n}))=(??+1)c$ . $r_{\underline{2}}(T_{C}(CP^{n}))=\frac{(n+1)n}{2}c^{2},$ $\ldots$ .
In particula,1, for $l^{j}=2$ . ($1=1$ . $\backslash \backslash (1(\backslash r$ :
$<(c_{1})^{2}(T_{C}(CP^{3})),$ $1_{l}’>=(3+1)^{2} \int_{V_{l}}c^{2}=16l$ ,
$<c_{2}(T_{C}(CP^{3})),$ $V_{l}>= \frac{4.\cdot 3}{\underline{\supset}}\int_{V_{l}}c^{2}=6l$.
Example 1:
Take for $X_{0}$ the exten: ion $H$ to the rvltole $CP^{3}$ of the vector field of infinitesimal
homotheties $\tau\cdot\frac{()}{\partial r}+y\frac{()}{j’\uparrow/}+\sim\vee^{\frac{j)}{i’\approx}}$ in $L_{l}^{\tau},$ . (In $\iota_{/J}^{-}$ and $U_{1}\cdot\cdot,$ $H$ is equal respectively to
$-t’ \frac{\partial}{\partial t’}and-t\frac{\partial}{(\prime)f})$ . This vector field has for singular set the union of $\{O\}$ and of the
hyperplane $T=0$ , and $\Sigma$ has 2 connected components: $\Sigma_{1}$ is the isolated point $\{O\}$ ,
and $\Sigma_{2}$ the curve $(X^{l}+\}^{\prime l}+Z’=0, T=0$ ). Notice however that $\Sigma_{2}$ does not contain
any singularity for the foliation $\mathcal{F}$ generated by H. so that we call already assert:
$I_{\underline{l}}(\mathcal{F}. 1_{l}^{r}.(c_{1})^{\underline{J}}. 1/)=0$ .
1) Computation of $I_{1}(\mathcal{F}, l_{(}’. (r_{1})^{2}. \}/)$ $\dot{r}711(1I_{1}$ (H. $l_{l}^{r},$ $\varphi,$ $T_{C}(TT^{r})$ )( $\varphi=(c_{1})^{2}$ or $c_{2}$ ):
For $E=|J,$ H..$f_{T}=l.f_{T}$ and $-\mathfrak{h}I_{()}=-C_{0}’$ is the 1 $\cross 1$ constant matrix $(-l)$ . For
$E=T_{C}(VV)|_{1/},$ $-7I_{0}=- \frac{O(\iota_{\backslash !l}.\sim)}{D(x,y,=)}$ is equal to thc opposite of the 3 $\cross 3$ identity matrix,
in such a way that for $E=l/,$ $(c_{1})^{2}(W_{0})$ is a constant equal to $\frac{-l^{2}}{4\pi^{2}}$
while for $E=T_{C}(TT^{\tau})|_{1}$ . $\backslash r^{\eta(}-tI_{\{\}}$ ) $i_{b}$ also a constant equal to $\{\begin{array}{l}\frac{-9}{4\pi^{2}}if\varphi=(c_{1})^{2}\frac{-3}{4\pi^{2}}if\varphi=c_{2}\end{array}$
(Recall that, $cx\dot{c}|1$) $pli\backslash$ to solllt) $\iota n_{\dot{c}}$) $trix$ is equal to $( \frac{i}{2\pi})^{k}$ times the $k$ th elementary
symmetric function of the eigenvalues).
39
We oompute \dagger lie indices in $t\backslash \backslash$ \langle ) ways; first directly by the definition in theorem 1 or
1’ and then applying $t1_{1(()}3rem2$ .
(i) Take for $\tilde{T}$ the ball $Sup(|\tau\cdot|, |y|, |z|)\leq\vee^{\wedge}$ for some positive constant $\epsilon$ . Let $R_{z}$ be
the region in the boundary $\partial \mathcal{T}$ defined by $|z|\geq|x|,$ $|z|\geq|y|$ , and define $R_{x}$ and $R_{y}$
similarly. The index $I_{1}(\theta_{H}, V_{l}, \varphi, E)$ at the origin $0$ is equal in both cases to
$- \backslash rr^{\gamma(\eta\prime I_{0})}’(\int R_{J}v\frac{d.\gamma}{x}\wedge\frac{dy}{y}+\int_{R_{y_{-}^{-}}}\frac{dy}{y}\wedge\frac{dz}{z}+\int_{R_{xz}}\frac{dx}{x}\wedge\frac{dz}{z}I\cdot$
On $R_{xy}$ , we $111\dot{c}1\backslash \sim 1\nwarrow 1^{\cdot}ite:x=\vee^{\wedge}e^{7}\theta$ . $y=\vee^{-e^{i\sigma}}$ and $\frac{dr}{x}\wedge A_{y}d=-d\theta\wedge d\sigma$ , which is
positive on $R_{Tl/}$ . [In fact, remember ([L]) the convention about the orientation of
$R_{xy}$ by the normal from $R_{x}$ to $R_{y}$ : let us write.$\prime c=re^{i\theta}$ and $y=se^{i\sigma}$ on $\mathcal{T}$ ; then
$dr\wedge d\theta\wedge d.\backslash ^{\neg}\wedge d\sigma$ is positive on $\mathcal{T}$ with $r$ increasing when approaching $\partial \mathcal{T}\cap R_{x}$ ,
$r=\epsilon$ and $d\theta\wedge ds\wedge d\sigma$ is positive on $R_{x}$ with $L^{\backslash }$ increasing when approaching the
boundary near $B_{J}\eta$ ’ in such a $\backslash va\backslash \cdot$ tha $t-d\theta\wedge d\sigma$ is positive on $R_{xy}$ ]. But there, we
have $z^{l}=-(. \iota^{l}+|/^{/})=-2_{\vee^{\wedge}}^{l}-r\cdot 0.\backslash \frac{l(\sigma-\theta)}{\underline{\supset}}c$ ‘ $\frac{l(\sigma.+\theta)}{\underline{\rangle}}L\backslash ()$ that $R_{xy}$ is an l-fold covering of the
set of $(\theta, \sigma)bt\iota c11$ that $2_{\dot{c^{\wedge}}}^{l}|co.\backslash (\sigma-\theta)|\leq-.-l$ (because $|_{\sim}^{\sim}|\leq e$ on $R_{xy}$ ). It is easy to check
that the set of $(\theta, \sigma)$ in thc,square $[0,2\pi]^{2}\backslash \nwarrow r$hcre the previous condition holds is made
of $l$ strips, the $area$ of each one being $\frac{2.\pi}{3}\cross 2\pi=\frac{t\pi^{\underline{?}}}{3}$ Then, because of the $l$ sheets of
the covering, we get: $\int_{R_{xy}}\frac{dx}{x}\wedge\frac{dy}{?}=\frac{4l\pi^{2}}{3}$ The computation is the same for the two
others integrals, so that
$\oint_{\Gamma t_{\iota\cdot\prime\prime}}\frac{dx}{\prime\iota}\wedge\frac{d?/}{!/}+\backslash ./R_{y=}\frac{d\iota/}{!/}\wedge+\underline{d_{\sim^{7}}}\sim^{\sim}./R_{x_{\sim}^{-}}\frac{dx}{x}’\wedge\frac{dz}{z}=4l\pi^{2}$.
(ii) We $01$ ) $St^{\backslash }1\backslash (Yt1_{1}()t$ . in this ( $1bt^{\backslash }$ . $1^{\cdot}$ . $!1(\urcorner 11(1f_{l’}f\cdot 01^{\cdot}111(i$ regular sequence (see the Remark
after Theorem 2 $\dot{r}11\iota dRe\ln_{\dot{c}}$) $1^{\cdot}k3$ ) after Theorem 1’). and rve may take for $\tilde{T}$ the ball
$Sup$ $(|x|, |y|, .f_{I}^{r}|)\leq c-$ . The index $I_{1}$ ( $\theta,$ , , V. $\varphi,$ $E$ ) at the origin $O$ is equal to
$\varphi(\eta I_{0})./\Gamma’\underline{d_{l^{\backslash }}x}\wedge\frac{dy}{y}$
where $R’$ is the 2-s$tbmanif()1c1$ in the boundary $\partial \mathcal{T}$ given by
$R^{l}=\{(.\iota\cdot.!J\cdot-\vee)||.t\cdot|=|_{!/}|=\wedge. t^{l}+y^{l}+z^{/}=0\}$ .
On $R’$ , vve may write: $x=\vee^{\wedge}-\epsilon_{\backslash }^{i\theta}y=\vee=\epsilon^{\dot{\iota}\sigma}$ , and $\frac{dx}{f}\wedge\frac{d_{l/}}{y}=-d\theta$ A $d\sigma$ , which is negative
on $R’$ . But there. $\backslash ve$ have $\sim\sim^{l}=-(x^{l}+y^{l})$ , so that $R’$ is an l-fold covering of the set
of $(\theta, \sigma)$ in the square $[0,2r]^{2}$ . Thus $\backslash \backslash \prime e$ get
$1_{\Gamma l’}\frac{cl.\tau}{x}\wedge\frac{dy}{y}=-4l\pi^{2}$ .
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In either $\backslash \backslash \cdot a\backslash -\backslash \backslash \cdot c$ ) $g(>t$ :
$I_{1}(\mathcal{F}, l_{l}^{r}, (c_{1})^{\underline{\prime}}, l/)=l$ , and
$I_{1}(H, V, \varphi, T_{C}(TT’))=\{\begin{array}{l}9lif\varphi=(c_{1})^{2}3lif\varphi=c_{2}\end{array}$
2) Computation of $I_{2}(H, V_{l}, \varphi.T_{C}(TT^{-}))$ :
Since $\Sigma_{2}$ is a smooth $con\iota p(\urcorner ctho1_{01}norphic$ manifold in the regular part of $V_{l}$ , we
may use the $B()tt’ s$ theorem ( $[B_{2}]$ p.314) {Or computing the index, under the condi-
tion that the infinitesimal action of $Ho11$ the bundle $N$ normal to $\Sigma_{2}$ in $V_{l}$ be non
degenerate. Since $V_{l}$ is compact, this acti $()n\backslash \backslash r$ ill be of constant type along $\Sigma_{2}$ , and
the same thing is true for the action $\theta_{lI}|_{\underline{r}_{2}}$ of $H$ . So. it is enough to calculate them
for instance along $\Sigma_{2}\cap[^{\tau_{Z}}$ . Since $\frac{\prime\prime\int r/}{j_{J}}=l_{l}^{\prime l-1}$ , and $\frac{\partial f_{Z}}{\partial y}=ly^{;l-1}$ , and because both
coordinates $r^{l}$ and $y’m\backslash y$ not vanish $si\ln\iota\iota ltane()1lsl\backslash r$ over $\Sigma_{2}\cap U_{Z}$ , we may assume
for instance $\iota^{l}\neq 0$ . Near such $\dot{1}$ point in $\Sigma_{2}\cap[;_{Z}$ , we may replace the coordinates
$(x^{l}, y^{l}, t^{l})$ by ( $ll=f_{Z}(\iota’. t/’\cdot t’)$ . ( $=(/’\cdot((=t’)$ . so that $V_{l}$ has now for local equation
$u=0$ , while $\Sigma\underline{)}$ is noxv locall. ( $1_{t^{\backslash }}fi\iota$ }( $\backslash (11)\backslash \{(=()$ . $\iota(=()$ . The $1\supset\iota lndleN$ is generated by
$\frac{\partial}{\partial w},$ $H=-tt$ ) $\frac{\partial}{\partial\iota\iota’}$ and $[H, \frac{i}{j’ y}]=\frac{(}{j’ 1(}$ : therefore this action, represented by the constant
$1\cross 1$ matrix $(+1)$ , is effectively non degenerate. On the other hand, $\nu$ is generated by
$\frac{\partial}{\partial u}$ so that $[H, \frac{if}{\partial\uparrow\iota}]=0$ . while the third bracket $[H, \frac{\partial}{\partial v}]$ being also $0$ , the action $\theta_{H}|_{\Sigma}2$
on $T_{C}(T\phi^{7})$ will be represented by the constant matrix
$(\begin{array}{lll}0 0 00 0 00 () 1\end{array})$
Denote $a,$ $l$) $c$ the formal classes $s\iota\iota cl\iota$ that the $k$ th Chern class of $W$ is equal to the $k$
th elementary symmetric function of $n,$ $b,$ $c$ . After Bott, we have:
$I\underline{)}$ ( $H$ , I $\prime l\cdot\varphi$ . $Tc(T\swarrow T^{-})$ )
$=< \frac{\hat{\varphi}(\begin{array}{lll}c\iota 0 00 b 00 0 c+l\end{array})}{1+c_{\mathfrak{l}}(N)}$
, $\Sigma_{2}>$ ,
where $\hat{\varphi}d_{C^{\iota}11t)}t$ es ( $(l+b+c+1)^{\underline{\rangle}}$ for $\backslash -=(c_{1})^{1}$ . and $ab+(a+b)(c+1)$ for $\varphi=c_{2}$ .
Hence, we get:
$I_{2}(H, 1’, \varphi, T_{C}(TV))=\{_{and<a+l)\Sigma_{2}>forc_{2}}<2c_{1}(T_{C}(TV))-c_{1}(N).’\Sigma 2>$
, for $(c_{1})^{2}$ ,
41
Notice that $Nc$ \langle )$incides$ with $t1_{1}e$ restriction to $\Sigma_{2}$ of the hyperplane bundle
$\check{L}arrow CP^{2}$ after identification of $CP^{2}\backslash \backslash \cdot ith$ the hyperplane $T=0$ in $CP^{3}$ , while $T_{C}(W)$
is stably equivalent to $4\check{L}$ , and $(a+b)|_{CP^{2}}=c_{1}(CP^{2})=3c_{1}(\check{L})$ . We get therefore
$7<c_{1}(\check{L}),$ $\Sigma_{2}>=7l$ for $(c_{1})^{2},$ $i\backslash 11(13<cl(\check{L}),$ $\Sigma_{2}>=31$ for $c_{2}$ .
Finally, $\backslash \backslash (11^{\cdot}CCot^{r}er$ :
$<(c_{I})^{2}(/)$ . $1_{/}^{r}>=l+0=l^{3}$ ,
$<(c_{1})^{2}(T_{C}(TT^{\tau})),$ $V_{l}>=9l+7l=16l$ , and $<c_{2}(T_{C}(T^{\theta}V)),$ $V_{l}>=3l+3l=6l$ .
In particular, for $1=2$ , we get:
$<(c_{1})^{2}(l/),$ $V_{2}>=8$ , and
$<(c_{I})^{2}(T_{C}(TT^{-})).l_{2}’>=32,$ $<c_{2}(T_{C}(TV)),$ $V_{2}>=12$ .
Example 2:
Take $l=2$ . $\backslash \backslash \cdot itl\iota$ now $\{_{()1}\cdot-\iota_{t)}^{-}t1_{1t^{\backslash }}(^{\backslash }xr)to$ the wltole $CP^{3}$ of the vector field
of infinetisimal complex rotations“ $y \frac{j}{\partial x}-.r\frac{\partial}{\partial y}$ in $[\Gamma_{T}$ .
In [$T_{Z}$ (resp. in $L^{T_{y}}\cdot\cdot$ ), $\mathcal{P}\backslash$ xvrites $y’ \frac{\partial}{\partial x’}-.?’\frac{\partial}{\subset Jy}$ (resp. $(X2+1) \frac{\partial}{\partial x^{)}’}+x’ z’\frac{\partial}{\partial z’}+$
$x’ t’ \frac{\partial}{\partial t’})$ . Now $\Sigma$ is made of 3 isolated points: $???_{1}=[0.0,0,1],$ $m_{2}=[i, 1,0,0]$ and
$m_{3}=[-i, 1.0,0]$ . Notice that $l^{r}\underline{)}$ is regular at $??12$ and $m_{3}$ . We have :
$\mathcal{R}.f_{T}=0$ . $\mathcal{P}c..f\cdot/=0$ , and $\mathcal{R}..f\cdot$) $=2_{l}\cdot.f\cdot$). tliis }) $r()\backslash (\vee\backslash s$ that $\mathcal{R}$ still preserves $V$ , and
that $I_{1}(\mathcal{R}.l^{r}.(c_{1})^{2},1/)=0si_{1}\iota(t^{\backslash }?)t_{1}\in \mathfrak{c}_{/}^{\tau}\cdot$.
1) Computation of $I_{1}(R, l_{2}^{r}, \varphi.T_{C}(TT^{-}))$ :
In this case, $y,$ $-x$ and $f_{T}$ form a regular sequence and we may take for $\tilde{\mathcal{T}}$ the
ball
$Sup$ $(|x|, |y|, .f_{T}|)\leq\vee^{\wedge}$ for $son\iota C^{\supset}1$) $()siti\backslash e$ constant $\wedge$ The index $I_{1}(\theta_{X_{0}}, V, \varphi, E)$ at the
origin $O$ is then equal to
$\int_{t^{J}}\succ^{\wedge}\cdot(-tI_{1})\frac{d_{7^{\backslash }}\wedge d?/}{-1^{\backslash }l/}$ ,
where $R’$ is the $2-\prime s\cdot\iota\iota\dagger$ )$mallifolcl$ in $thc\backslash$ boundary $\partial \mathcal{T}$ given by
$R^{l}=$ { $(.\iota\cdot,$ $y,$ $\sim\sim)||y|=|-x|=c$ ar $2+y^{2}+z^{2}=0$ }.
If we write: $\backslash ?=\epsilon e^{i\theta},$ $y=$ sc $i\sigma$ on $R^{l},$ $cl\sigma\wedge d\theta$ is positive on $R’$ . Hence we have
$\int_{R},$ $\frac{dx\wedge dy}{-xy}=-S\pi^{2}$ . $\backslash 1^{t}henE=T_{C}(TT^{-})|\iota^{r}\cdot-)[]$ is now the matrix $(\begin{array}{lll}0 -1 01 0 00 0 0\end{array})$ :
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$\varphi(M_{1})$ is still a constant, now equa,1 to $0fc$)$r\varphi=(c_{1})^{2}$ , and to $\frac{-1}{4\pi^{2}}$ for $\varphi=c_{2}$ . Then
we have,
$I_{1}(\mathcal{F}, V_{2}, (c_{1} )-, \nu)=I_{1}(X_{0}, V_{2} , (c_{1})^{2}, T_{C}(T\tau_{1}^{r}))=0$ , and $I_{0}(X_{0}, V_{2}, c_{2}, T_{C}(W))=2$ .
2) Computation of indices at points $?1$? and $??1_{3}$ :
Observe that $\frac{\partial\int\}}{\partial\alpha^{\backslash \backslash }}=2?."\neq 0$ near thase points. Then we may use
($u=f_{Y},$ $v=\sim\sim$ , $t(=t’)$ instead of $(.\gamma.\sim\sim.t’)$ as local coordinates, with $\mathcal{R}$
$=x(2u \frac{\partial}{\partial u}+\tau’\frac{()}{\partial\iota}+tt’\frac{\partial}{d\iota\iota},)$ . The tangent $s_{1}\supset\dot{c}1(e$ to $V$ is generated by $\frac{\partial}{\partial v}$ and $\frac{\partial}{\partial w}$ Since
the restriction $x( \uparrow’\frac{\partial}{\partial v}+eo\frac{\partial}{\partial w})$ is nondegenerate at $\uparrow n_{2}$ and $nz_{3}$ , with eigenvalues $(\epsilon i, \epsilon i)$
with $\epsilon=1$ (resp. $- 1$ ) at $\uparrow n_{2}$ (resp. $??z_{3}$ ), $\backslash vema_{3^{r}}$ use the Bott’s formula. The normal
bundle $\nu$ is generated by $\frac{\partial}{(\gamma_{1}}$ and the $acti$ \langle ) $n$ of $R$ on $lJ$ at points $m_{2}$ and $m_{3}$ is given
by the 1 $\cross 1$ matrix $(-2\vee^{\wedge}i)$ . and :
$I_{2}(\mathcal{F}_{\tau}1^{r_{\backslash }}(c_{1})^{2}.\}/)=I,(\mathcal{F}.1^{r}.(c_{1})^{2}, \iota J)=4$ .
The action of $\mathcal{P}\backslash$ on $T_{C}(T\prime V)$ is given by $t$ he matrix $-\epsilon i(\begin{array}{lll}\supseteq 0 00 l 00 0 1\end{array})$ , and
$I_{2}(\mathcal{P}_{t}, \uparrow/^{r_{2}}, (c_{1})^{2}, T_{C}(TT^{arrow}’))=I_{3}(\mathcal{R}, V_{2}, (c_{1})^{2}, T_{C}(W))=16$,
$I\underline{)}(\mathcal{R}l’.c_{2}.T_{C}(TT^{r}\mathfrak{l}))=I_{\}}(\mathcal{R}, l_{2}’.c_{2}, T_{C}(W))=5$.
$T\backslash /^{\tau}e$ may $11t$ ) $ti_{C1}$ ) that we $still1\iota_{\dot{c}}$) $\backslash \nu C^{\backslash }$ . as in $t^{\backslash }Xf\backslash 111$]) $1e1$ :
$<(c_{1})^{2}(\nu),$ $1_{2}\prime^{\prime’}>=0+4+4=S$ ,
$<(c_{1})^{2}(T_{C}(T’V)),$ $i_{2}’’>=0+1C+16=32$ ,
and $<c_{2}$ ( $T_{C}$ (IT ‘)), $l^{\gamma_{2}}>=2+\check{o^{1}}+5=12$ .
Example 3:
Take still $/=2,$ $\backslash \backslash \cdot itll1\downarrow\langle$ ) $\backslash \backslash$ for $X_{1)}t1_{1(}\backslash 1i_{11(}\backslash (t1^{\cdot}$ combination $X_{\omega}=aH+b\mathcal{R}$ of
examples 1 and 2. $\backslash \backslash \cdot he\iota\cdot(\backslash \omega\in[()$ . $\frac{\pi}{\underline{)}}$ [. ($|=(os\omega$ . $b=\sin\omega,$ $(a\neq 0)$ . In $U_{T},$ $X_{\omega}=$
$a[ \vee U_{Z^{X\frac{\partial}{\partial xX}}},=l)(!/\frac{(}{t))’}\sim+_{7^{l}}.l_{\frac{[yr}{()_{1/}’}-(/t^{\Gamma\frac{(\gamma}{\frac{j)_{1/\partial}}{()f}}]}},$ $1_{h_{t}1snosing1arpointonV_{2}.InU_{Y}}1a,son1\backslash \cdot.’ for_{11}singu1arpointtheoriginm_{X_{\omega}^{1}}$
.
$In=$
$b(x’ 2+1) \frac{\partial}{()x^{:\backslash }}+l).\}"\sim\sim\frac{(}{\Gamma_{\vee^{\backslash }}^{-}}$ ) $+t(l).\iota$ .“ $-(() \frac{\partial}{()}$ has the same singular points $m_{2}$ and $m_{3}$
as in exaniple 2.
1) Compntation of indexes $c\prime tf1$ ) $()i_{11}t$ ”’ {:
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Since, $X_{\omega}.f_{T}=2af_{T}$ , the 1 $\cross 1$ matrix $C_{1}$ is constant equal to $((-2a))$ , so that
$(c_{1})^{2}(C_{1})= \frac{-a}{\pi^{2}\underline’}$ .
Write: $A=a\tau+by,$ $B=-l,x+ay$ and $C=az$ .
We have $\frac{D(\sim t,\Omega.\cdot C)}{\angle 2(x_{\backslash }?1\sim-)}=(\begin{array}{lll}c/ b 0-b Cl 00 0 c\iota\end{array})$ , and $\varphi(-\frac{D(A,B.C)}{D(x,y,\approx)})$ is still a constant equal to
$\{\begin{array}{l}\frac{-9a^{2}}{4\pi^{2}}if\varphi=(c_{l})^{2}\frac{-(3a^{2}+b^{2})}{4\pi^{2}}if\varphi=c_{2}\end{array}$
In this case, $A,$ $B$ and $f_{T}$ form a regular sequence and we may take for 7‘ the ball
$Sup$ $(|A|, |B|, .f_{T}|)\leq\epsilon$ for somc $P^{(}$ ) $siti\backslash \cdot c^{1}$ constant $\hat{c}$ . The index $I_{1}(\mathcal{F}, V_{2}, \varphi, E)$ at the
origin $O$ is equal to
$\hat{Y}(_{\wedge}1I_{1}).//;’\frac{d.?\cdot\wedge d\uparrow j}{\lrcorner 4B}$ .
where $R’$ is the $2-\sigma;\iota\iota 1$)$m\backslash nifoldi_{1}\iota$ the boundary $\partial T$ given by
$R’=\{(x, y, \sim\sim)||A|=|B|=\hat{c}, x^{2}+y^{2}+z^{2}=0\}$ .
Since $dx\wedge dy=cl,4$ A $dB$ , the integral is computed as in example 1 to get: $\int_{R},$ $\frac{dx\wedge dy}{AB}=$
$-8\pi^{2}$ . Thus $\backslash \backslash \cdot c^{Y}$ have
$I_{1}(\mathcal{F}, \ddagger^{\gamma_{2}}, \varphi.E)=\{\begin{array}{l}s_{r/}^{\underline{\lambda}}forE=\prime Jancl\varphi^{\wedge=}(c])^{2}1Sc\prime^{2}f\subset)1\cdot E=T_{C}TT’\dot{1}1](l_{\hat{\vee}}=(c_{1})_{\backslash }^{2}\underline{7}(3^{2}Cl+b^{2})f_{()1}\cdot E=T_{C}Tf_{\dot{c}11l(}^{-}l\varphi=c_{2}\end{array}$
2) Computation of indices at points ?7 $l_{\sim^{)}}$ and $?77_{3}$ :
We already observed that $\frac{(7f.)}{\Gamma)J^{::}}=2.\iota$.“ $\neq 0$ near these points, so that we may
use $(u=\dagger),$ $l’=\sim\vee\backslash \{l’=t$ ) instead of $(.l\cdot", \sim\sim". t)$ as local coordinates, with $X_{\omega}=$
$bx’(2u \frac{\partial}{\partial_{ll}}+\iota\frac{/)}{i)_{1}})+(l).\mathfrak{j}\cdot-c’)_{l}\iota^{s}\frac{j)}{j_{ll}}$ . $T1_{1(}\backslash t(\urcorner ngent$ space to $V_{2}$ is generated by $\frac{\partial}{\partial v}$ and $\frac{\partial}{\partial w}$ .
The restriction $l$) $.$ ) $l \frac{\partial}{\partial_{l}}+(l).t\cdot$ $-n$ ) $1/ \frac{j\prime}{iJ_{1l}}$ of $X_{\omega}$ to $t_{2}^{r}$ has for eigenvalues (bei, bei–a)
with $e=1(re:s.- 1)$ at $\prime l_{2}(1^{\cdot}t^{\iota}\_{1)}. t’\})$ . It $i\backslash t1_{1}e1^{\cdot}c^{Y}f$\langle )$re$ nondegenerate at these points,
and we mav usc the Bott’s formula.
The normal bundle }$/is$ generated by $\frac{\partial}{\partial u}$ the action of $X_{\omega}$ on $\nu$ at points $m_{2}$ and
$m_{3}$ is given by the 1 $\cross 1$ matrix $((-2b\in i))$ . and :
$I_{2}( \mathcal{F}, V, (c_{1})^{2}.l/)=-\frac{Il^{-}}{il,(il\}-r)}=4b(l, -oi),$ $\backslash vhile$
$I_{3}(\mathcal{F}, V, (c_{1})^{\underline{J}}. 1/)=4b(b+r/i)$ . $t1^{\tau}\cdot\supset\cdot$
$<((1)^{\underline{y}}(l/).1_{-}’|>=S^{\underline{J}}l+4l)(l)-rl/)+4l)(l, +ai)=8$.
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The action of $X_{tv}$ on $T_{C}(TT^{-})$ has for cigenvalues: $(-2l)\wedge.i,$ -bei, $-(b\epsilon i-a))$ .
$I_{2}(X_{\omega}, V_{2}, (c l)^{2}, T_{C}(TT^{-}))=\frac{t)}{il,\{’ l,-l)}=(1Cb^{2}+7_{Cl^{2}})-i\frac{a(8l^{2})-a^{2})}{b}$ , while
$I_{3}(X_{\omega}, V_{2}, (c_{I})^{2}, T_{C}( Tf^{arrow}))=(1Cl)2+7cl2)+i\frac{c\prime(8b^{2}-fl^{2})}{l}$ . KVe recover:
$<(c_{1})^{2}(T_{C}(TT^{\tau})),$ $l_{2}^{r}>=1Sc\iota^{2}+2(16b^{2}+7a^{2})=32$ .
$I_{2}(X_{\omega}, V_{2,\underline{\supset}}c, T_{C}( TT^{7}))=\frac{2(l)i)^{2}+\underline{)}l)i(li-(\iota)+l)i(1,j-0)}{ib(ib-c()}=5b^{2}+3cl^{2}-2iab$ , while
$I_{3}(X_{\omega}, V_{2}, c_{2}, T_{C}(TT^{7}))=5b^{2}+30^{2}+2ic|l,$ . “Ve recover:
$<c_{2}(T_{C}(fT’)),$ $l_{2}’>=2(3cl2+b^{2})+2(5b^{2}+3a^{2})=12$ .
We $n1j$) $\backslash$ notice. in $\dot{)}(c()\iota(\iota_{itn((}\backslash$ xvith the $t$ heorv. that the indices themselves are
not necessirrily integars and ( $1_{1}(^{\backslash })1^{\backslash }11(1$ on $(l. l)$ . ( $ont_{1i}\tau r\backslash$ to their sum. Notice also that
we recover $tl\iota e1^{\cdot}\cdot 11\iota\iota\zeta\rangle$$\backslash$ of $t^{\backslash }X\dot{c}\{nl1$ ) $]_{(}\backslash 1(l=2)$ for $\backslash =$ $()$ , and of example 2 for $\omega=$
$\frac{\pi}{2}$ Howevcl$\cdot$ the calculation for $t1_{1}is$ last case lrad to be done separately, because we
assumed explicitely $C\neq 0$ near $??t_{0}$ in the calculation of example 3.
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