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Abstract 
 
In this paper, a novel AR interface is proposed 
that provides generic solutions to the tasks involved 
in augmenting simultaneously different types of 
virtual information and processing of tracking data 
for natural interaction. Participants within the 
system can experience a real-time mixture of 3D 
objects, static video, images, textual information and 
3D sound with the real environment. The user-
friendly AR interface can achieve maximum 
interaction using simple but effective forms of 
collaboration based on the combinations of human-
computer interaction techniques. To prove the 
feasibility of the interface, the use of indoor AR 
techniques are employed to construct innovative 
applications and demonstrate examples from 
heritage to learning systems. Finally, an initial 
evaluation of the AR interface including some initial 
results is presented. 
 
Keywords: Augmented reality, human-computer 
interaction, tangible interfaces, virtual heritage, 
learning systems 
1. Introduction 
Augmented reality (AR) is an increasingly 
important and promising area of mixed reality (MR) 
and user interface design. In technical terms, it is not 
a single technology but a collection of different 
technologies that operate in conjunction, with the 
aim of enhancing the user’s perception of the real 
world through virtual information [1]. This sort of 
information is usually referred to as virtual, digital or 
synthetic information. The real world must be 
matched with the virtual in position and context in 
order to provide an understandable and meaningful 
view [2]. Participants can work individually or 
collectively, experiment with virtual information and 
interact with a mixed environment in a natural way 
[3]. In an ideal AR visualisation scenario, the virtual 
information must be mixed with the real world in 
real-time in such a way that the user can either 
understand or not, the difference [4]. In case where 
virtual information looks alike the real environment, 
the AR visualisation is considered as the ultimate 
immersive system where participants cannot become 
more immersed in the real environment (RE).  
The term AR usually refers to one of the 
following definitions [5]. A class of display systems 
that consist of a type of Head Mounted Display 
(HMD) [1]; those systems that utilize an equivalent 
of an HMD belong to the second class, 
encompassing both large screen and monitor-based 
displays [6]. A third classification refers to the cases 
that include any type of mixture of real and virtual 
environments. Overall, the majority of AR systems 
rely on electronic sensors or video input in order to 
gain knowledge of the environment [7]. All these 
variables make these systems more complex than 
systems that do not rely on sensors. Vision based 
systems on the other hand, often use markers as 
feature points so they can estimate the camera pose 
(position and orientation). 
In the upcoming years, AR systems will be able to 
include a complete set of augmentation applied and 
exploiting all people’s senses [8]. However, although 
there are many examples of AR systems where users 
can interact with and manipulate virtual content and 
even create virtual content within some AR 
environments, one of their major constraints is the 
lack of ability to allow participants control multiple 
forms of virtual information in a number of different 
ways. To a great extend, this deficiency derives 
mainly from the lack of robustness of currently 
existing AR interface systems. At this stage, this can 
be dealt by using a user-friendly interface to allow 
users position audio-visual information anywhere 
inside the physical world. Since the pose can be 
easily estimated through an existing vision based 
tracking system such as the well-known ARToolKit 
[9][22], the focus of this research is to provide 
effective solutions for interactive indoor AR 
environments. 
Vision based AR interface environments highly 
depend on four key elements. The first two relate to 
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marker implementation and calibration techniques. 
The latter are interrelated with the construction of 
software user interfaces that will allow the effective 
visualisation and manipulation of the virtual 
information. The integration of such interfaces into 
AR systems can reduce the complexity of the human-
computer interaction using implicit contextual input 
information [10]. Human computer interaction 
techniques can offer greater autonomy when 
compared with traditional windows style interfaces. 
Although some work has been performed into the 
integration of such interfaces into AR systems 
[11][12][13] the design and implementation of an 
effective AR system that can deliver realistically 
audio-visual information in a user-friendly manner is 
a difficult task and an area of continuous research. 
However, it is very difficult even for technologists to 
create AR experiences to eliminate these barriers 
[13] that prevent users to create new AR 
applications. To address the above issues, a 
prototype AR interface for assisting users that have 
some virtual reality experience to create fast and 
effective AR applications is proposed. The main 
novel contributions of this paper include the 
following:  
• Simultaneous and realistic 3D audio-visual 
augmentation in real-time performance; 
• Implementation and combination of five 
different ways for interacting with the 
virtual content; 
• Design and implementation of a high-level 
user centred interface that provides accurate 
and reliable control of the AR scene; 
• Two innovative applications: one for 
cultural heritage and one for higher 
education and 
• Initial evaluation regarding the overall 
effectiveness of the system; 
In the remainder of this paper, we describe our 
system starting with section 2 that gives a historical 
overview of the AR interfaces. In section 3, the 
architecture of the prototype AR interface is 
presented in detail. Section 4, presents various 
calibration approaches followed to calibrate our 
camera sub-system accurately. Section 5 presents 
realistic augmentation techniques that can be applied 
in real-time performance.  Section 6 proposes five 
different ways of interacting with the AR scene while 
in section 7 two application scenarios are presented. 
In section 8, the results from an initial evaluation are 
presented whereas section 9 summarises the key 
findings and the current status of research and 
suggests future work. 
2. Historical Overview of AR Interfaces 
One of the earliest applications involved an 
experimental AR system that supports a full X11 
server on a see-through HMD. The display overlays 
a selected portion of the X bitmap, on the user’s view 
of the world, creating an X-based AR. Three 
different types of windows were developed: 
surround-fixed windows, display-fixed windows and 
world-fixed windows. The performance of the 
system was in the range of six to twenty frames-per-
second (FPS). A fast display server was developed 
supporting multiple overlaid bitmaps having the 
ability to index into a display a selected portion of a 
larger bitmap [11]. EMMIE [14] is another 
experimental hybrid user interface designed for a 
collaborative augmented environment that combines 
various different technologies and techniques such as 
virtual components (i.e. 3D widgets) and physical 
objects (tracked displays, input devices). The objects 
in the system can be moved among various types of 
displays, ranging from see-through HMDs to 
additional 2D and 3D displays. These vary from 
palm-sized to wall-sized depending on the nature of 
the task.     
The MagicBook [15] and the Tiles system [16] 
are two of the most well-known AR interfaces based 
on the ARToolKit. The Tiles system proposes a way 
of creating an AR workspace blending together 
virtual and physical objects. The interface combines 
the advantages (power and flexibility) of computing 
environments with the comfort and awareness of the 
traditional workplace [16]. On the other hand, the 
MagicBook uses a real book to transfer users from 
reality to virtuality. Virtual objects are superimposed 
on the pages of the book and users can interact with 
the augmented scene [15]. Another example of an 
AR tangible interface is a tabletop system designed 
for virtual interior design [9]. One or multiple users 
can interact with the augmented scene, which 
consists of virtual furniture and manipulates the 
virtual objects.   
MARE [17] is a collaborative system that mixes 
together AR techniques with human computer 
interaction techniques, in order to provide a 
combination of natural metaphors of communication 
(voice, gesture, expression) with virtual information 
(simulation, animation, persistent data). The 
architecture of the system is based on OpenGL 
Performer and XML configuration files and it can be 
easily adapted to many application domains. Another 
interesting workspace is a wearable AR generic 
platform that supports true stereoscopic 3D graphics 
[18]. The system supports six degrees-of freedom 
(DOF) manipulations of virtual objects in the near 
field using a pen and a pad interface. Slay et al, [19] 
developed an AR system that extends interactions 
from a traditional desktop interaction paradigm to a 
tangible AR paradigm. A range of issues related to 
the rapid assembly and deployment of adaptive 
visualisation systems was investigated. Three 
different techniques, for the task of switching the 
attributes of the virtual information in AR views, 
were presented. 
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Furthermore, the AMIRE project [12] aims at 
developing fast rapid prototyping through vision-
based AR for users without detailed knowledge of 
the underlying base technologies of computer 
graphics and AR skills. AMIRE uses a component 
oriented technology consisting of a reusable GEM 
collection, a visual authoring tool and object tracking 
system based on the ARToolKit library. Another 
system that allows users to create AR experiences is 
the Designer’s Augmented Reality Toolkit (DART) 
[13]. The system is based on the Macromedia 
Director multimedia-programming environment to 
allow a user to visually create complex AR 
applications as well as providing support for the 
trackers, sensors and camera. 
Although most of the above systems describe 
generic frameworks that allow for AR and/or MR 
applications, they have not focused on designing a 
high-level user-focused interface that can deliver 
audio-visual information. The DART system is the 
most similar to this approach but it is based on a 
commercial multimedia package and thus it is 
addressed to designers and not general purpose 
developers. However this sometimes limits the 
capabilities of the generated applications because 
they will be limited to the specific package (i.e. 
Director). On the contrary, this work is targeting 
developers who want to develop AR applications and 
use higher level tools than currently exist (i.e. 
ARToolKit).  
3. Architecture of the system 
The scope of the AR interface is to provide all the 
necessary tools for developers to generate user-
specific AR applications (see section 7). They will 
select which sort of functionality is useful, and either 
use it as it is or extend it to fit the needs of the 
application. Based on previous prototypes [20][21] a 
tangible AR interface focused on superimposing five 
different types of virtual information and allowing 
users to interact using a combination of five different 
interaction techniques was designed and 
implemented. The system allows for the natural 
arrangement of virtual information anywhere inside 
the interior of a building or any other type of indoor 
environment. A diagrammatic overview of the 
operation of the system is presented in Figure 1. 
 
Input Hardware Devices
Laptop
HMD Display
Plasma Screen
Video Splitter
Web 
Camera
Marker Cards
Flat Screens
Augmented Reality 
Environment
Touch Screen  
 
Figure 1: Overview of operation of the system 
In the simplest configuration, a laptop computer 
with a USB web-camera and a set of trained marker 
cards are employed. The most complex configuration 
performed for the purpose of this research included 
two cy-visor HMDs, four LCD monitors, an 18 inch 
iiyama touch screen and a 42 inch plasma screen 
(Sony PFM-42V1N). Depending on the capabilities 
of the splitter different configurations can be 
supported depending on the level of immersion and 
collaboration required. For example, for some 
applications (i.e. museum environments) the plasma 
screen could provide an idealistic cognitive 
environment for collaboration while the touch screen 
could be preferred as an effective means for user-
centred interaction. All displays have been used to 
present the capabilities of the system in various 
demonstrations and other dissemination events and 
the plasma screen found to be the most appealing 
one. To further increase the level of interaction, a 3D 
mouse is integrated into the system allowing users to 
manipulate the virtual information in a natural way in 
six DOF (see section 6.5).  
Audio-visual augmentation techniques have been 
also been implemented (see section 5) in order to 
achieve a realistic visualisation such as, matching 
virtual lighting to real lighting, texture mapping 
techniques, shading and clipping. To further improve 
the quality of the visualisation, planar shadows and 
reflections are generated in real-time so that the user 
can get a more realistic perception of the augmented 
information in respect to the real world. It is worth-
mentioning that the software and hardware 
infrastructure of the prototype AR interface 
developed in this research is based on off-the-self 
hardware components and low-priced software 
resources. The hierarchy of the software architecture 
is presented in Figure 2. 
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Figure 2: Software technologies 
The blue boxes represent the off-line tools used 
and which form the basis of the implementation. The 
technologies in the orange boxes show the software 
components implemented for the creation of the AR 
interface. A brief overview of how each technology 
was used is presented in the following sections. 
3.1. Off-line technologies 
The off-line software technologies include a 
number of commercial tools that must be used before 
the execution of the AR interface to prepare the 
content used in the augmentation (i.e. virtual 
information) as well as the AR environment. 
Specifically, the ARToolKit’s tracking libraries were 
used for the calibration of the camera (see section 
4.2) as well as for the training of new markers 
designed for the needs of our research. Image 
processing (Adobe Photoshop) was appropriate for 
creating appropriate 2D images that were used as 
part of the visualisation process (see section 5.2) and 
for generating textures for the 3D models.  
To create professional-quality 3D models, 3ds 
max employed to digitise the models and export them 
into 3ds format. Next, Deep Exploration utilised to 
convert 3ds models into a number of formats 
including VRML and ASCII. CoolEdit Pro served as 
a useful off-line tool to record and processes all the 
necessary wave samples required for the 
augmentation. WinHex was helpful to analyse the 
robustness of the markers existing in the AR 
environment. Finally, the Calibration Toolbox for 
Matlab was used to improve the camera parameters 
calculated from ARToolKit (section 4.2). 
3.2. Real-time technologies 
Real time software technologies consist of all the 
software libraries that have been integrated into a 
single application that comprise the AR interface. 
The Microsoft Vision Software Development Kit 
(SDK) was used as a basic platform to develop an 
interface between the video input (from and video or 
web cameras) and the rest of the AR application. 
Based on this, only ARToolKit’s [22] tracking 
library (AR32.lib) was integrated to calculate the 
camera pose in real-time. On top of the tracking 
library a high-level computer graphics rendering 
engine was implemented based on C++ that can 
perform mathematical operations between 3D vectors 
and matrices. Standard graphics functionalities like 
shading, lighting and colouring were based on the 
OpenGL API [23] while more advanced functions 
like shading and reflection were implemented in the 
rendering engine to provide a platform for the rapid 
development of AR applications (section 7).  
GLUT (OpenGL Utility Toolkit) [24] was initially 
used to create a user-interface and to control the 
visualisation window of the AR interface. In 
addition, it was used for the textual augmentations 
(section 5.4) because it provides sufficient support 
for bitmap and stroke fonts. However, GLUT 
provides only a minimum set of functions for the 
user to control the visualisation and therefore a more 
advanced solution was implemented based on MFC 
(Microsoft Foundation Classes). The advantage of 
implementing a windows-based interface is that it 
allows users to familiarise quickly with the GUI 
(Graphical User Interface) as well as it provides 
menus and toolbars to implement any type of user 
interaction. Finally, OpenAL (Open Audio Library) 
API was employed to generate audio in a simulated 
three-dimensional space (section 5.5) because it is 
similar to OpenGL coding style and it can be 
considered as an extension of it. 
4. Tracking  
A key objective of this research was to provide a 
robust platform for developing innovative AR 
interfaces. However, to achieve the best tracking 
(with commercial web-cameras) accurate calculation 
of the camera parameters is required. As mentioned 
before, ARToolKit’s tracking library was preferred 
because it seems to provide accurate results with 
regards to the estimation of the location of the object 
especially at small distances and in cases where the 
camera is not moving fast. However, the major flaw 
of this approach is that all fiducials must be visible 
continuously. Also in un-calibrated environments, 
with poor lighting condition, tracking might not work 
at all. In this section, the results obtained from 
measuring ARToolKit’s error and the algorithms 
used for calibrating the camera (calculating the 
camera parameters) are briefly analysed. 
4.1. Measuring ARToolKit’s Error  
ARToolKit was originally designed for small 
applications working on a limited range of operation, 
usually around one meter. In these applications the 
distance between the marker and the user is often 
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small so most of the errors occurred are not easily 
detectable. But in wide area applications, its 
positioning accuracy is not very robust. In distances 
between 1m and 2.5m the error in the x and y values 
increases proportionally with the distance from the 
marker [25]. Because this research is focused on 
indoor environments, it is very important to work 
accurately in small distances ranging between one 
meter and reasonably well for up to three meters. For 
this reason an experimental measurement of the 
accuracy of ARToolKit’s tracking libraries was 
performed in the laboratory environment. The aim of 
the experiment was to evaluate the error in distances 
ranging between 20 cm and 80 cm under normal 
lighting conditions. The experimental apparatus of 
this procedure is illustrated in Figure 3. 
Web
Camera
Marker
20 cm
60 cm
Wall
Ground
 
Figure 3: Experimental setup for the 
measurement of ARToolKit’s error 
The optimal area, which contains the least error, is 
the one that is perpendicular to the marker card. To 
allow placing the camera on specific points with high 
precision a grid is positioned on the ground (Figure 
3). Besides, a rigid path was designed so that the 
camera can not loose its direction while moving 
backwards. For each point on the grid, numerous 
measurements of the location of the web camera in a 
local co-ordinate system were taken. The camera is 
setup in the shortest operating distance (20 cm) and 
after completing measurements on its position it 
moves backwards on a step of one cm. When the 
camera moves sixty centimetres (sixty different 
positions) the program exits. For each position 20 
measurements were taken and they were averaged. 
Figure 4 illustrates the results of this experiment 
(purple line) showing that the error is proportional to 
the distance. In very small distances the error in the 
detection of the marker is small while in larger 
distances the error becomes considerably bigger. It 
increases proportionally to the angle of rotation when 
the camera does not change position, but it is rotated 
around the y-axis.  
To verify that the best location is on the 
perpendicular axis of the camera and the marker, 
another set of measurements were recorded with the 
camera facing the marker at variable angle (yaw) 
having the other two (pitch, roll) stable. In this case, 
the camera was setup again in the same plane 
(ground plane) but the measurements were taken 
when the x and y values tended to zero values. It was 
measured that the angle in the initial position (20 cms 
from the wall, Figure 3) is approximately 12 degrees 
while for the final position the angle is 
approximately 4 degrees. It is worth mentioning, that 
the second sets of measurements were not done 
automatically, so on each step the camera had to be 
manually adjusted to provide values as close as 
possible to values of x and y to zero. Figure 4 shows 
the results from the second experiment and illustrates 
that the measured error, when the camera is not 
pointing directly to the marker, is proportional to the 
distance. However the difference is of minimal 
significance. This means that when the camera lies 
with a certain area and does not change its 
orientation the error is quite small. In contrast, if the 
camera changes direction the error increases 
considerably. Figure 4 illustrates differences in the 
errors produced from the experiments compared with 
the actual value (top dark line).  
 
 
Figure 4: Comparison of measured values  
Figure 4 shows that the best results can be 
obtained when the camera is oriented to point at the 
centre of the marker. Even if the camera has a small 
offset, then the error increases linearly with the 
distance. Nevertheless, the tracking results are 
acceptable in the area of less than one meter since the 
error is hardly noticed. 
4.2. Camera Calibration  
This section describes the procedures used in 
order to calculate the intrinsic and extrinsic camera 
parameters. The purpose for this was to define an 
accurate camera model that can be effectively 
applied into indoor AR environments. Although 
there are a few camera calibration techniques 
available [26][27] for calculating the intrinsic camera 
parameters, ARToolKit’s calibration library [22] was 
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preferred since it works reasonable good in small 
distances and in cases where the camera is not 
moving fast. This method was originally applied to 
measure the camera model properties such as: the 
center point of the camera image; the lens distortion; 
and the camera’s focal length. ARToolKit provides 
two software tools that can be used to calculate these 
camera properties, one to measure the lens distortion 
and the image center point, while the second to 
compute the focal length of the camera  [22]. Based 
on this, the initial calibration was performed since it 
produces reasonable results for the calculation of the 
intrinsic camera parameters. 
However, the greatest limitations of this vision 
solution include the tracking accuracy and the range 
of operation [25]. To minimise some of the errors 
produced in the tracking of the markers, the extrinsic 
camera used had to be accurately estimated. The 
virtual objects will only appear when the tracking 
marks are in view. The size of the predefined 
patterns influences the effectiveness of the tracking 
algorithms. For instance, if the pattern is large then 
the pattern is detected further away. To calculate the 
extrinsic camera parameters the Camera Calibration 
Toolbox [28] was used which provides a user-
friendly interface and it is very convenient when 
working with a large number of images. Another 
advantage over the previous method is that it 
provides very accurate results.  
Before the camera calibration begins two steps 
need to be initially followed. In the first step the 
calibration rig must be generated while in the second 
all the calibration images must be collected. When 
done, the grid corners are easily extracted. The 
ToolKit offers an automatic mechanism for counting 
the number of squares in each grid and all calibration 
images used are searched and focal and distortion 
factors are automatically estimated. However, 
similarly to ARToolKit method, in most occasions 
the algorithm may not predict the right number of 
squares and thus provides a poor result. This can be 
clearer by observing the results of the calculation of 
the re-projection error. As it is clearly observed from 
Figure 5 (a), the re-projection error is quite big 
compared to the scale. The reason behind this is 
because the extraction of the corners is not 
acceptable on some highly distorted images. 
However, the advantage of this technique is that it 
allows the user to improve the calibration. 
Specifically, the whole procedure can be repeated 
until the error is minimised up to a certain point. 
 
 
 
 
Figure 5: Calculation of camera error (a) re-
projection error (b) minimisation of error 
After repeating the procedure for five times the 
error is reduced from a scale of five to a scale of one 
as illustrated in Figure 5 (b). Furthermore, because 
ARToolKit accepts only binary data format for the 
calibration, a simple way to do this is to estimate the 
extrinsic parameters and then save the computed 
parameters in the data structure replacing the old 
values. The old data structure that holds the 
calculated camera parameters (ARParam struct) is 
shown below:  
 
typedef struct { 
int      xsize, ysize; 
double   mat[3][4]; 
double   dist_factor[4]; 
} ARParam; 
 
In this structure the xsize, ysize and dist_factor 
have been experimentally replaced with the new 
values calculated from the above. Specifically, the 
camera parameters including the focal length (fc), the 
principal point (cc), the skew (sk) and the distortion 
(kc) have been computed and based on these values 
the intrinsic matrix can be defined as shown in eq. 1. 
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⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
100
0 11
000
ccfc
ccfcsfc k   (1) 
 
Since ARToolKit does not take into account the 
skew factor and makes use of the following matrix 
(eq. 2): 
 
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
100
0
0
0
0
yfs
xfs
y
x    (2) 
 
To match the outputted camera matrix from 
Matlab and fit it into ARToolKit’s matrix, the 
following matrix can be derived (eq. 3): 
 
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
100
0
0
11
00
ccfc
ccfc
   (3) 
 
After testing the new camera model a small 
improvement was succeeded in the distortion in the 
magnitude of 3-4%. As a further improvement, it was 
decided to add the skew parameters to the matrix, 
thus the skew parameter was used instead of zero in 
the matrix as shown in eq. 4. 
 
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
1
11
000
kk
k
k
ss
ccfcs
ccfcsfc
  (4) 
 
Although the last modification provided us with a 
more correct camera model with an estimated 
improvement of about 1%, the effectiveness of the 
tracking system was not significantly improved. This 
is due to the fact that the optics used in the camera 
system (web camera) is really poor compared to 
professional video cameras. Other environmental 
issues that influence tracking include lighting 
conditions and range of operation. 
5. Audio-Visual Augmentations  
Each type of virtual media information is 
designed for specific purposes and as a result 
produces different outcomes. For instance, textual 
explanation can be utilized much more effectively 
than auditory description when communicating 
verbal information. On the other hand, pictures work 
better than text, for recalling or explaining 
diagrammatically a procedure. To describe a 
sequence of events video seems to be one of the most 
efficient techniques. In this section, the methodology 
used for the simultaneously multimedia visualisation 
of virtual information into an AR indoor 
environment is presented.  
5.1. Object augmentation 
An ideal AR system must be able to mix the 
virtual information with the real in a physical way. 
The participants should not realize the difference 
between the real and the augmented visualisation. 
The focus of this research is to present and 
implement methods of realistically rendering 3D 
representations of real objects in an easy and 
interactive manner. The selection of the most 
appropriate 3D format is a crucial task in order to 
achieve a high level of realism in the system. In this 
research, both 3ds and VRML file formats have been 
used as shown in Table 1. 
 
 Advantages Disadvantages 
3d
s 
- Includes pre-vertex 
texture coordinates 
- Unknown parts can 
be skipped  
- 3D can have 216 
vertices maximum 
- Poor normal 
information 
V
R
M
L 
- Easy to read 
- Standard for 3D 
internet presentations 
- Contains animation 
& collision detection 
 
- Contains less 
information than 3ds 
- Does not support 
advanced lighting and 
texturing 
Table 1: Categorisation of 3D file formats 
In any case, one of the first problems derived 
when displaying a 3D representation of a real model 
is the correct alignment on the required position. 
Virtual objects may appear to float on the marker and 
the user will be easily confused. This usually occurs 
because the 3D model is not registered correctly into 
the scene. For example, when a 3D object is 
transformed into the real scene it may appear below 
the origin as illustrated in the left image of Figure 6.  
 
 
Figure 6: Object augmentation (a) misalignment 
of object (b) correct registration 
To correct the problem of misalignment, Figure 6, 
(a), a sorting algorithm for registering 3D objects 
precisely onto the top of the markers was 
implemented. To achieve a correct registration the 
virtual information need to be first sorted and then 
initialised to exactly the same level, as the marker is 
located in the z-axis. An efficient way to align 
objects is by using a two-stage process. In the first 
part, the vertices of the object are sorted by the z-
Draft Paper, To Appear in Virtual Reality, Springer 
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axis. Upon completion, the vertices are translated to 
the minimum value, which is the origin of the marker 
cards, resulting in a proper object registration. 
Next, to improve the realism of the AR scene a 
fast algorithm for planar shadows and reflections was 
implemented. The location of the shadow can be 
calculated by projecting all the vertices of the AR 
object to the direction of the light source. To 
generate augmented shadows an algorithm that 
creates a 4x4 projection matrix (Ps) in homogeneous 
coordinates must be calculated based only on the 
plane equation coefficients and the position of the 
light [29]. Say that L is the position of the point light 
source; P the position of a vertex of the AR object 
where the shadow is cast; and n the normal vector of 
the plane. The projection matrix of the shadow can 
be calculated by solving the system which consists of 
the equation of the plane and a straight that passes 
from the plane point in the direction of the light 
source (eq. 5).  
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where Lp•Pc is the dot product of plane and light 
position. The projection matrix has a number of 
advantages compared with other methods (i.e. fake 
shadows) but the most important is that it works fast 
and it is generic so that it can generate hard shadows 
in real-time for any type of objects independently of 
their complexity [30]. An example screenshot that 
illustrates planar shadows is shown in Figure 7. 
 
 
Figure 7: Illustration of planar shadows 
The main disadvantage of this algorithm is that it 
renders the virtual information twice for each frame: 
once for the virtual object and another one for its 
shadow. Another obvious flaw is that it can cast 
shadows only into planar surfaces but with some 
modifications, it can be extended to be applied to 
specific cases such as curved surfaces [30]. 
To realistically model reflections in AR 
environments, many issues must be taken into 
account. Although in reality the light is scattered 
uniformly in all directions depending on the material 
of the object in this work, the effect of mirror 
reflections has been implemented. An example 
screenshot of a virtual object casting a shadow and a 
reflection on a virtual plane is illustrated in Figure 8. 
 
 
Figure 8: Planar shadows and reflections  
Based on the OpenGL’s stencil buffer a reflection 
of the object is performed onto a user-defined virtual 
ground. The stencil buffer is initially set to sixteen 
bits in the pixel format function. Then, the buffer is 
emptied and finally the stencil test is enabled.  
5.2. Image augmentation 
Images are widely used as a means to increase 
realism and in the past, they have been used with 
success for educating purposes. The augmentation of 
images is a highly cost effective means to present 
simple 2D information in the real world. The use of 
their operation may be performed in a number of 
different ways depending on the learning scenario 
applied. The digital image augmentation can be 
either static or dynamic. Dynamic image 
augmentation is widely used for achieving video 
augmentation (see section 5.3). With static 
augmentation, a single image only is rendered into 
the scene. Based on the theoretical framework 
provided by [31], images used for AR environments 
have been categorised into description, symbolic, 
iconic and functional as shown in Table 2.  
 
 Purpose Usage 
D
es
cr
ip
tio
n - Most popular format 
- Describe the real world 
- Image itself can tell a 
self-explanatory story 
- Explain a 3D real 
object 
- Textual 
information have a 
useful meaning 
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Sy
m
bo
lic
 - Identify a basic principle or symbol  
- Allow both simple and 
complex symbolism 
- Interpretation can 
change over time 
- Concerns images 
that represent 
various types of 
well known 
symbols  
Ic
on
ic
 
- Identify a case of a 
multinational meaningful 
icon that is not related to 
a specific language  
- For example the ‘exit’ 
or ‘danger’ sign 
- Image contains 
different types of 
iconic 
representations that 
can illustrate 
something useful  
Fu
nc
tio
na
l - A single operation can 
be expressed  
- Multiple operations can 
be also supported 
- Functional images 
act as virtual 
buttons and a 
specific operation is 
assigned on each 
Table 2: Categorisation of images augmentation 
The algorithm used is simple but very efficient 
and can be applied into two types of image formats 
(BMP and TGA). First, it loads an image file and 
checks if it is a valid image format. In the next step, 
textures are generated using data from the image file. 
Following this, the texture is created and the 
parameters are set based on the OpenGL API. 
Finally, the texture is bound to the target texture 
which is a quadrilateral. 
5.3. Video augmentation 
The mode of operation within the video AR 
system is to read an AVI file, decompose it into 
256*256*24 bit images, mix it with the dynamic 
video (coming from the camera) and finally display it 
on the selected visualisation display [30]. When the 
video file is loaded, the program automatically 
counts the number of frames so that its size is 
known. Then all frames are decomposed into 2D 
images and each image is applied to a square quad, 
exactly in the same way as textures are wrapped to 
objects. It is worth mentioning here that because 
each animation has a specific length (in seconds) and 
its own frame rate, the time required for each frame 
is calculated. 
Moreover, the augmented video starts 
automatically when two things occur: a marker is 
detected and user has loaded a particular file from 
the filling system using the interface menu. When the 
animation is completed it repeats itself until the user 
decides to stop it (by pressing a keyboard key or 
using the interface menu). To increase the feasibility 
of the system, if the camera is not in line of view 
with the marker card, then the video augmentation 
will continue playing until the video sequence is 
finished. This was designed on purpose to prevent 
cases where the user changes position or orientation 
rapidly and thus looses the perceived visualisation. 
The augmented animation can be controlled in a 
number of different means including the cease of the 
animation, resize the animation window or even 
manipulate the augmented video animation into six 
DOF (see section 6).  
 
 
Figure 9: Video augmentation 
Figure 9 shows four frames of a video sequence 
superimposed into a marker card, describing a 
complex concept in electronics (i.e. Moore Diagram). 
In terms of efficiency, the video augmentation results 
range between 20 to 35 FPS depending on the 
resolution of the videos. However, the drawback of 
this method is that when the animation is augmented 
the overall performance of the system is significantly 
reduced. In particular, the performance was 
experimentally measured to be reduced by 
approximately 20 to 50 per cent the FPS of the 
system. For instance, if the performance of the 
system is in real-time (i.e. 25 FPS) then the AR video 
algorithm would drop the performance to 12 to 20 
FPS. Another limitation of the proposed video 
augmentation is that it can currently decompose 
videos into only 256×256×24 bit images. 
5.4. Textual augmentation 
Textual annotations are the simplest form of 
information that can be easily augmented in any type 
of AR environments. This can be either presented as 
a label or as a description. Label text has been used 
in the past [32][33], to point out specific parts of a 
complex system using the minimum textual 
information. In this case, the most important aspect is 
to ensure that the augmented labels do not obscure 
each other and that the information is clearly 
presented to the user. Description text requires a 
much more demanding process because it needs to 
provide complete information about an object or 
about a virtual operation. The problems begin in 
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cases where the magnitude of textual information 
needs to be augmented on a display is large.  
In this research, label and descriptive textual 
information was performed by dynamically loading 
ASCII text files. Each file contained a very different 
level of information depending on the reasons for 
utilising it. For example, label text files were defined 
to specify the type of visualisation (i.e. image 
augmentation) or the name of an object. The main 
advantage of this method is that the textual 
information which will be augmented on the real 
environment is stored on a txt file. Text files are 
widely used and can be easily transferred over all 
types of networks. Users of the system can position 
textual augmentations anywhere in the real 
environment using standard transformations. In 
addition, they can change their appearance in terms 
of colour, size and font type (Bitmap, Times Roman 
and Helvetica). 
5.5. Audio augmentation 
In the real world, audio is a process that is heard 
spatially and thus it is a very important aspect for any 
simulation scenario. The most important issue when 
designing 3D sound is to ‘see’ the sound source [34]. 
However, most AR applications have not 
incorporated 3D sound component even if it can 
contribute to the sense of immersivity. The 
augmented sound methodology followed in this 
work, has some similarities with the ASR approach 
[35] in the way virtual sounds are augmented in the 
real environment. Unlike this experimental approach, 
which is based on a Creative EAX API, the 
implemented 3D audio system is based on OpenAL 
which has many similarities with OpenGL and was 
originally designed for generating 3D sounds around 
a listener. The recording of speech sounds was done 
in mono format, using a standard microphone and the 
mono samples were converted into stereo format. 
Furthermore, each sound source in the system has 
been specified to have the following three properties: 
position, orientation and velocity. The spatial audio 
system can handle multiple sound sources and mix 
them together. The user can move the sources in 3D 
space using the keyboard and menu interaction 
techniques illustrated in section 6.  
The spatial sound algorithm first initialises all the 
necessary OpenAL variables (position, orientation 
and velocity) and then loads them into the 
appropriate buffers (format, length and frequency) 
for further processing. Next, sound sources and 
buffers are initialised and the sources are assigned to 
the buffers. The picth and gain are set to one and the 
sources are set into a continuous loop unless stopped 
by the user. Each time the camera detects the marker 
the transformation matrix is inverted to estimate the 
position of the camera. In the context of this 
research, the distance model experimentally applied 
used to simulate the distance followed the linear 
equation as illustrated in eq. 6. 
 
βα += xy   (6) 
 
where α represents distance between the camera 
and the marker and β the offset position of the 
marker card. Although this cannot accurately 
represent the distribution of sound in 3D space it 
provides very good results. To provide more freedom 
to the listener the values of the linear function may 
change depending on the requirements of the 
visualisation. If the sound source is positioned in the 
origin then the above equation may be re-written as 
shown in eq. 7. 
 
factorcedis
positioncameraListener
_tan
_=                   (7) 
 
where camera_position refers to the inverse 
transformation of the camera and distance_factor to a 
constant number. To achieve a realistic simulation of 
the sound different values have been tried to simulate 
the distance_factor. However, this constant value 
may change off-line depending on the requirements 
of the visualisation. For example, some users may 
prefer to perceive the auditory information louder 
than others do. In addition, the system is capable of 
loading and mixing music sound files. This option 
can be extremely useful for simulating surround 
music audio. The sound files may be overlaid into 
the same marker or onto a different marker 
depending on the needs of the application. 
6. Human-Computer Interactions 
Human-computer interactions are one of the most 
important issues when designing a robust real-time 
system. They have to be performed in a natural way 
so that inexperienced participants familiarise quickly 
in the AR environment [20]. The proposed interface 
allows users tangible interaction with various types 
of multimedia information such as 3D models, 
images, textual information and 3D sound, using a 
number of interaction techniques. Interactions 
controlled by the user-computer can be distinguished 
into five different categories including physical 
manipulation, interface menu, standard I/O, Touch 
Screen and SpaceMouse interaction as illustrated in 
Figure 10.   
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Figure 10: Interactions within the system 
Although, some types of interactions proposed in 
Figure 10 are not novel (i.e. physical manipulation), 
the novelty comes in the way they are used by the 
participants. Participants can combine two or more 
types and experience a novel form of interaction with 
great flexibility. For example, the most significant 
combination of human-computer interactions is the 
use of intuitive methods like the physical 
manipulation with sophisticated devices such as the 
SpaceMouse. Users can hold in one hand a marker 
card with a virtual object superimposed and on the 
other hand use the SpaceMouse to perform graphics 
operations like virtual lighting. In the following 
sections, all the types of interactions are explained in 
detail. 
6.1. Standard Interactions 
The first method is addressed to users with some 
computer experience and is based on standard 
interaction input devices like the keyboard and the 
mouse. For example, by pressing buttons (hot keys) 
the visual parameters of the virtual objects can be 
changed faster instead of using the menu dialogues. 
Some of the most characteristic are described in 
[20][21][30] and include the change of lighting 
conditions (ambient, diffuse, specular and shiness); 
the texturing information (standard and 
environmental); the switch from solid mode to 
wireframe mode; and others (see section 6.2). 
Moreover, the keyboard is also employed for 
changing the position (translation), orientation 
(rotation) and scaling of the virtual information in six 
DOF. Initially, the above transformations were 
implemented based on the OpenGL functionality but 
soon it became obvious that OpenGL could not meet 
the requirements of this research because it provides 
only the minimum functionality to rotate an object 
around X, Y or Z-axis. However, in a tabletop AR 
environment this is constraining the user when 
rotating the virtual information as well as it restricts 
the use of simultaneous interactions. To tackle this 
problem a generic rotational matrix that takes as 
input three angles and rotates the object around an 
arbitrary axis is specified in eq. 8. 
 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
++−
−+−+
−
ϑϕψϕψϑϕψϕψϑϕ
ϑϕψϕψϑϕψϕψϑϕ
ϑψϑψϑ
coscoscossinsinsincossinsincossincos
cossincoscossinsinsinsincoscossinsin
sinsincoscoscos     (8) 
 
Based on the above rotational matrix, it became 
possible for users to rotate virtual information around 
an arbitral-defined axis. The above matrix was also 
implemented to the standard mouse providing a 
quick way to perform intuitive rotations. Although, it 
provides the means to perform a rotation around all 
three axes simultaneously if one interaction device is 
used, problems occur when more than one device is 
used (i.e. keyboard and mouse). An alternative way 
of performing transformations is by using 
quaternions. To specify multiple rotations, many 
intermediate control points are required where a 
quaternion interpolation depends only on the relation 
between the initial and final rotations. The easiest 
way to prove the link between a rotation matrix and a 
quaternion is by linking them in three dimensions. 
Say that q = s + v•I a unit quaternion and defined Q, 
where v = (ux, uy, uz)T, it can be shown that there is a 
3×3 matrix that represents a rotation matrix of the 
form (eq. 9): 
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To obtain a quaternion corresponding to a given 
rotation matrix we first define an arbitrary rotation 
matrix R and then the corresponding quaternion q = s 
+ uxi + uyj + uzk to the rotation matrix. Using the 
above equation it is easy to solve the equation and 
derive the values for ux, uy and uz respectively. In 
OpenGL, rotations are specified as matrices since 
homogeneous matrices are the standard 3D 
representations. By combining the property of unit 
quaternion with the above rotation quaternion matrix 
we can deduce the following equation (eq. 10): 
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(10) 
 
Other functions that were integrated to the mouse 
include translations and scaling. On the other hand, 
using the mouse users can access the carefully 
designed GUI. This allows users to have full access 
to the superimposed virtual information. An example 
is presented in Figure 11, where users can select the 
information that is going to be augmented on the real 
environment. 
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6.2. GUI Interactions 
On the other hand, using the mouse or the Touch 
Screen users can access the functionality that has 
been carefully integrated into a novel GUI. The GUI 
consists of a menu, a toolbar, a status bar and a 
number of dialog boxes. This allows participants to 
have the same access to the augmented virtual 
information as if they were using standard interaction 
techniques. Four example screenshots that illustrate 
some of the functionalities of the GUI is presented in 
Figure 11. 
 
 
Figure 11: GUI functionality 
The greatest advantage of the proposed GUI is 
that it allows participants to perform complex 
operations very accurately. Specifically, sometimes it 
is of crucial importance to transform a virtual object 
in a specific location in the real environment. Using 
other methods it could take a great amount of time 
and effort (depending on the experience of the user) 
to achieve this and it will definitely not be very 
accurate. However, the GUI interaction techniques 
offer the solution to the problem using double point 
precision.  
Next, the ‘Edit’ category consists of three basic 
operations including video (start or stop), a zoom 
dialog box and a scale dialog box. The ‘View’ 
category consists of two sets of operations. Firstly, a 
Toolbar and a Status bar which is commonly found 
in windows based applications. It is worth-
mentioning here that the GUI has been built on top of 
the windows API so that full compatibility with 
windows based operating systems is ensured. As far 
as this research is concerned this is the only true 
windows based interface that can superimpose five 
different types of multimedia content into the real 
environment.  
The second set of operations consists of three 
functions called axis (to insert a Cartesian set of axis 
indicating the origin of the AR environment), debug 
(to threshold the live video sequence and thus check 
whether a marker is detectable) and clip (to clip the 
graphics geometry). The rest of the menu categories 
(Graphics and Augment) are used to control 
visualisation properties of the augmented 
information. Functions that have been implemented 
include shadows, fog, lighting, material, texturing, 
colouring, transparency and shading. Finally, the 
‘help’ category provides some information about the 
release version of the AR interface as well as the date 
and the author name.  
6.3. Physical Manipulation 
Physical manipulations were specifically 
designed for users with no computer experience and 
refers to a physical manipulation of the marker cards 
[9][15]. As illustrated in Figure 12, users can 
manipulate freely the marker cards in six DOF to 
receive a different perception of the superimposed 
information. 
 
 
Figure 12: Natural manipulation of virtual object 
Another benefit of natural interactions is that they 
can be used with the other types of interactions 
described in this section. This allows producing 
unique combinations (see Figure 14) that can provide 
solutions for specific AR applications that require a 
high-level of interaction. In addition, apart from 
using the marker cards for just superimposing virtual 
information, they have been used to perform some 
basic operations such as: assign an object into a 
marker, de-assign an object from a marker, scale, 
rotate and translate. The advantage of this method is 
that users can use only physical objects (marker 
cards) to visualise and interact with the virtual 
information. However, the disadvantage is that when 
multiple markers are used the overall efficiency of 
the system is reduced. Specifically, the template 
matching algorithm used operates very effectively in 
real-time performance with one marker but it starts to 
decrease drastically as more markers are added. The 
reason behind this is because for each marker the 
algorithm is aware; it creates four templates, one at 
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each orientation. Each marker has to be compared to 
all known templates until the best match is detected. 
To calculate the number of comparisons performed 
by the algorithm eq. 11 is used. 
 
tmc NNN ××= 4                        (11) 
 
where Nc is the number of comparisons, Nm is the 
number of known markers and Nt corresponds to the 
number of known templates. If in the scene there are 
10 to 20 markers and the application knows about 
250 markers then the system performs around 10000 
to 20000 comparisons.  This makes any system to 
run much slower and makes the application operate 
in less than 25 FPS. Thus, to achieve a fast AR 
application in the final system it was preferred to use 
as few markers as possible having as a limit 10 
markers.  
6.4. Touch Screen Interactions 
An alternative way of interacting with the virtual 
information is to make use of interaction devices 
such as Touch Screens. This is ideal for some 
application scenarios where, the use of other 
interaction devices is not possible. For example, in 
museum environments, Touch Screens are the most 
appropriate means of interacting with the virtual 
exhibitions. Besides, although it was easy to integrate 
the Touch Screen to the AR interface, many 
problems arose when users tried to interact with the 
GUI menu. The reason for this is because the menus 
in the GUI were too small and it was difficult for 
some users to select. To tackle the problem, large 
toolbar buttons and dialog boxes were designed and 
associated with appropriate functionality. The main 
advantage of using the Touch Screen is that it can 
serve both the visualisation and interaction all in one 
device. However, the major drawback is that the 
effectiveness of the interactions is dependent on the 
effectiveness of the GUI. If the GUI is not user-
friendly, it will affect the usefulness of the Touch 
Screen interactions. 
6.5. SpaceMouse Interactions 
Finally, users can manipulate virtual information 
using sophisticated VR sensor devices such as 
SpaceMouse [21] and InertiaCube. SpaceMouse 
allows the programmer to assign functionality to 
provide a customised nine button-menu interface. 
This method has the advantage manipulating virtual 
information in six DOF in a natural way using only 
one hand. A combination of C++ functions, 
SpaceMouse commands and OpenGL allowed the 
integration of the 3D mouse into the system. 
Important functionalities that have been implemented 
and assigned to the menu buttons includes either 
standard graphics transformations for easier 
manipulation, or more advanced graphics operations 
(Figure 13).  
 
 
Figure 13: Pseudo code for SpaceMouse 
In Figure 13, S represents the scaling operations, 
Tx, Ty and Tz represent the translations and Rx, Ry, 
and Rz the rotations. To perform one of the above 
operations the user has to press one of the buttons 
(the translation button for example) and then use the 
bar to translate the object in 3D space. Depending on 
which direction force is applied, the object will move 
respectively. Furthermore, the ambient lighting, the 
clipping of superimposed geometry through an 
infinite plane and the augmentation of a virtual plane 
can be switched on and off using the remaining 
SpaceMouse buttons. Four example screenshots of a 
user interacting with 3D information using the 
SpaceMouse is illustrated in Figure 14.  
 
 
Figure 14: SpaceMouse interactions 
Figure 14 illustrates how a user can adapt the 
MagicBook approach [15] in conjunction with the 
SpaceMouse to visualise and interact with the virtual 
artefacts. On the top left image, the user is only 
visualizing the virtual artefact (marker B) while on 
the top right image, the user translates the artefact 
using the SpaceMouse. On the bottom left image, the 
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user interacts (rotates) with another artefact (marker 
A) and on the bottom right image the user visualises 
another artefact (belonging on marker E). The most 
important limitation of this tangible interface is the 
use of a single marker for tracking by the computer 
vision based tracking system. 
7. Application Scenarios 
To test the functionality of the proposed system 
two application scenarios have been designed. The 
first section (see section 7.1) presents an educational 
application used to support and simplify teaching and 
learning techniques currently applied in the higher 
education sector. The second section (see section 
7.2) illustrates a museum application with the aim of 
facilitating access to museums and other cultural 
heritage galleries. In the following sections, each 
application is briefly analysed and the most 
important findings of the research are presented. 
7.1. Educational Application 
Most educational AR applications operate in 
indoor environments [36][37] and the scenarios 
proposed in this section are focused on enhancing the 
teaching and learning process for higher education 
institutions like colleges and universities. With this 
purpose in mind, AR educational scenarios have 
been designed to assist teachers to transfer 
knowledge to the students in other ways than 
traditionally has been the case [30]. The aim is to 
provide a rewarding learning experience that is 
otherwise difficult or impossible to obtain by 
offering the ability to achieve better user interaction 
(with teaching material and complex tools) while the 
provision of an interactive augmented presentation 
provides students a high degree of flexibility and 
understanding of the teaching material. All scenarios 
are specifically engaged with the improvement of 
learning and teaching techniques in the fields of 
Engineering and Informatics at the University of 
Sussex.  
Based on the functionality of the AR interface 
described in the above sections, a lecture was 
prepared introducing students on  how computers 
work. This application has in practice some 
similarities with the experimental application 
proposed by Fernandes [39]. However, the higher 
education application offers a very powerful user 
interface that allows audio-visual augmentation as 
well as simultaneous interactions. From a 
visualisation point of view, the system displays the 
data in a single window and the lecturer can describe 
basic IT principles with the use of AR technology in 
a number of different ways. In Figure 15, a 
PowerPoint slide presentation that describes the 
characteristics of a computer system as well as 
relative textual information is augmented onto the 
appropriate marker card. 
 
 
Figure 15: Teaching IT using AR 
Learners can zoom into the diagram in two ways. 
Firstly, by using the predefined functionality (scale 
and translate) existing in the keyboard, the menu and 
the SpaceMouse interfaces. Alternatively, learners 
can either move the marker card intuitively closer to 
the camera and vice versa. In both ways, potential 
users can clearly observe and understand the 
theoretical operation of a computer. The textual 
information describes the diagram in detail providing 
a more complete learning presentation 
simultaneously. Learners can now get simultaneously 
appropriate audio-visual information that helps them 
to acquire a deeper knowledge about the 
characteristics of a computer. In the same way, to 
increase the level of understanding of the teaching 
material presented to the students, 3D information 
can be presented to deepen the level of knowledge 
transfer. Along these lines, learners can have a more 
rounded idea of what are the main characteristics of a 
computer, what are the main parts and how they look 
like in reality.  
The main advantage of the educational application 
over the traditional teaching methods is that learners 
can actually ‘see’ and ‘listen’ the virtual information 
superimposed in the real world [38]. Students can 
naturally manipulate the virtual information using 
standard or sophisticated VR devices and they can 
repeat a specific part of the augmentation as many 
times as they want. Another benefit of the system is 
that it does not require students to have any previous 
experience to operate it. Finally, even AR has been 
experimentally applied for teaching Engineering and 
Information Technology (IT) courses it has been 
designed in such a way that it can be easily adapted 
and applied very easily to other educational courses. 
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7.2. Cultural Heritage Application 
The concept of virtual exhibitions in museums has 
been around for many years and researchers have 
designed and developed several applications 
[20][21][40][41]. In addition, a number of museums 
hold innumerable archives or collections of artefacts, 
which they cannot exhibit in a low cost and efficient 
way. Museums simply do not have the space to 
exhibit all the artefacts in an educational and learning 
manner. Augmented Representations of Cultural 
Objects (ARCO) was an EU-funded research project 
(completed in September 2004) in order to analyse 
and provide innovative but simple to use technical 
solutions for virtual cultural object creation and 
visualisation. In short, ARCO provides museums 
with a set of tools that allow them to digitize, manage 
and present artefacts in virtual exhibitions. To 
evaluate the usability of the system properly ARCO 
collaborated with Victoria and Albert Museum and 
the Sussex Archaeological Society.  
The work illustrated in the previous sections has 
been applied in ARCO to explore the potential of AR 
in a museum environment by mixing virtual 
information in an environment comprised of real 
objects. The success of an AR exhibition is highly 
related to the level of realism achieved. In general, 
there are a few AR applications that do not require a 
high level of realism, but within the cultural heritage 
field realistic visualisation is an important issue [20]. 
The scenarios illustrate how virtual museum visitors 
can visualise archaeological information such as 
virtual artefacts or even whole virtual museum 
galleries providing an educational narration for the 
preservation of cultural heritage. An example 
screenshot of four different virtual galleries from 
Victoria & Albert Museum are illustrated in Figure 
16.  
 
 
Figure 16: Virtual museum gallery visualisation 
In theory, this technique can be extended to as 
many markers as long as the camera can detect them 
within the field-of-view. The major drawback of this 
method is that the frame rate drops analogous to the 
number of markers used (as illustrated in section 6.3) 
but the overall effectiveness in all galleries was 
between 25-30 FPS. Furthermore, the realism of the 
system highly depends on the 3D modelling 
procedure and for this reason the 3D models used in 
this scenario are the very high resolution models. 
The visualisation of an expedition to large groups of 
people can be considered as a collaborative activity. 
By looking at and interacting with the artefact 
visualisation visitors can communicate with each 
other by expressing their thoughts about any aspects 
that relate to the history of the artefact. This results in 
an exchange of opinions amongst the visitors in an 
implicit and explicit way. By zooming into the 
artefact more contained arguments can be made 
about the nature of the material used for its 
construction. On the other hand, in a perspective 
view more verbal communication is possible. By 
using the configuration setting of the collaboration in 
the AR interface, visitors can use HMDs and obtain a 
completely immersed view.  
8. Preliminary Evaluation 
The knowledge gained from reviewing the 
literature and the experimental results, enabled an 
initial dissemination of the prototype AR interface. 
Even if this work is still on an experimental status, 
the results can be taken into consideration to improve 
the effectiveness of the presented AR interface as 
well as to design future high-level AR interfaces. An 
expert-based evaluation approach was followed that 
argues that formal laboratory user studies can 
effectively evaluate visualisation when a small 
sample of expert users is used [42]. In terms of 
evaluating the system, some initial empirical research 
was conducted based on a two stage human-centred 
questionnaire. The first part is generic but aims at 
evaluating the usability of the system in the learning 
process while the second part is more technical and 
refers to the effectiveness of the visualisation and 
interaction techniques of the interface. An educator 
would design the questionnaire in a different way 
taking primarily into consideration educational 
aspects whereas in this case, the purpose was to 
obtain a number of useful conclusions regarding the 
technicalities and practicalities of the system. This 
pilot study was disseminated to a five research staff 
from Sussex University that had experience in 
working with VR applications. Four were men and 
one was woman. Subjects were between the ages of 
24 and 28 and the average time of the evaluation was 
30 minutes. 
8.1. General Questions 
The feedback received following the completion 
of the evaluation process varied but in general lines 
was encouraging. As far as the first part of the 
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questionnaire is concerned, all the users thought that 
the system has the potential to be used as a learning 
tool in the future although it currently lacks from 
interoperability issues. Specifically, they argued that 
the application scenarios were really interesting and 
exciting but for teaching purposes more 
comprehensive learning scenarios have to be 
implemented. The findings from this study are 
summarised in Table 3.  
 
General  
Questions 
Mean 
(max=5
) 
Sd 
(yEr±
) 
Rate quality of performance? 4 0.7071 
Rate the overall usage? 3.6 0.5477 
Can aid the education process? 3.2 0.4472 
Create new AR applications? 4.6 0.5477 
Table 3: General questions about the system 
Results illustrate that 92% of the users believe that 
the system has the potential to be used as a basic 
platform to create AR scenarios and applications 
whereas 80% rate the quality of the system good. On 
the other hand, 72% of the users liked the overall 
usage of the system and 64% feel that educational 
applications could benefit from this technology. 
Moreover, two users mentioned that the system 
would be much more useful if a multimedia database 
system with a content management system is used to 
increase interoperability issues.  Another one stated 
that a print function would help to capture and store 
into images the different views of the AR 
environment.  
8.2. Technical Questions 
Regarding the second part, all users agreed that 
the system is very easy to use and that the 
visualisation process is more than satisfactory. 
Surprisingly, most of the users preferred the HMD-
based visualisation versus the monitor-based 
visualisation (Figure 17).  
 
Figure 17: Monitor vs. HMD user response 
Figure 17 shows the user-response in comparing 
the monitor-based AR (mean = 6.8, SD = 2.77489, 
Se = 1.24097) versus video see through HMD-based 
AR (mean = 8.2, SD = 2.48998, Se = 1.11355). 
Similar studies have shown the exact opposite result 
but in this study all users were computer literature 
and all had previously used VR prototypes that make 
use of HMDs. Moreover, many difficulties were 
observed when participants tried to move around 
with the camera mounted on the HMD because they 
could not keep it in line with the sight of view. Also 
because the resolution of the HMD is limited to 
800×600 and the quality of the overlaid graphics into 
the optics system is not very good, two participants 
felt nausea and motion sickness after a 10 minute 
usage. However, even if these problems seem to 
restrict the use of HMDs, participants appreciated the 
level of immersion provided and thus preferred it. As 
far as the interaction techniques are concerned, the 
natural interaction techniques based on the marker 
cards were found to be very effective and intuitive to 
use compared to the other interaction techniques. 
Figure 18 illustrates a comparison based on the user-
response between the most important interaction 
techniques implemented.  
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Figure 18: Interaction techniques user response 
The I/O interaction techniques got the second 
highest score (mean = 6.2, SD = 2.16795, Se = 
0.96954) since they are the standard way for 
interacting with computers and the end-users feel 
more familiar with. Surprisingly, the SpaceMouse 
interactions (mean = 5.4, SD = 2.50998, Se = 
1.1225) received the most variable responses. Some 
participants argued that it is extremely useful to 
manipulate the virtual information using only one 
hand but others recorded that a lot of time is required 
to fully familiarise with the device and even then it is 
not as easy to use other means such as the I/O 
devices and the marker cards.  
Moreover, the GUI interactions (mean = 4.4, SD 
= 2.19089, Se = 0.9798) got the worst score from all 
other types of interaction. One of the end-users 
argued that it is difficult to understand how to alter 
the orientation of the virtual objects since it was 
specified as yaw, pitch and roll. Other users stated 
that it takes the most time to perform a single rotation 
compared to the rest of the methods. For example, 
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the keyboard keys replicate the functionality and as 
soon as the user becomes familiar with the 
‘shortcuts’ it is much faster. On the contrary, the 
marker cards interaction (mean = 7.8, SD = 2.58844, 
Se = 1.15758) received the most positive feedback of 
all other types of interaction and although it was 
pretty much expected, an initial comparison between 
different techniques has been made. All participants 
agreed that it very easy and intuitive to manipulate 
the virtual information in 3D space using any type of 
physical interface but they also proposed to use in 
the future a physical interface that consists of a 
handle. Overall, the preliminary evaluation was a 
profitable experience to complete the first cycle of 
this research but more user-studies need to be 
performed in the future. 
9. Conclusions and Future Work 
In this paper the design and implementation of 
effective AR interfaces for indoor-environments was 
presented and analysed. The proposed framework 
can be used as a generic tool to create high-level AR 
applications. The final visualisation can be 
performed either on a variety of display technologies 
ranging from monitor based to video see-through 
display technologies. A series of visualisation and 
interaction techniques were investigated in order to 
create the illusion that the virtual information 
coexists with the real world. In addition, two 
innovative AR case studies have been implemented: 
one for higher education purposes (university 
environments) and the second for archaeological and 
cultural heritage purposes (museum environments). 
Finally, an initial evaluation was performed to obtain 
useful critique concerning the overall technicalities 
and practicalities of the system.  
The main advantages of the AR architecture are 
the low cost and the multimedia augmentation in 
real-time. The structure of the architectures is based 
on the philosophy that the most appropriate 
tool/device must be used for the task ones seeking to 
achieve. This, however, does not imply that the best 
tool/device is the most expensive one. The two 
different experimental setups successfully tested for 
this research clearly demonstrate this. One cost 
effective setup has been constructed comprising of 
off-the-self hardware and a second one based on 
state of the art expensive hardware components (i.e. 
Spacemouse, TouchScreen).  
Although the system is designed for indoor 
environments it can be easily extended to operate in 
outdoor environments. The current status of the 
research is focused in various mobile devices such as 
Personal Digital Assistants (PDAs) and third-
generation (3G) phones as well as positioning 
technologies (such as GPS). This will create a robust 
mobile AR environment that will be integrated with 
the rest of the interface framework to provide 
prototype applications for outdoor environments.   
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