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1 Einfu¨hrung
Kohomologie-Methoden werden in der komplexen Analysis seit etwa 1950 intensiv
studiert, zum Beispiel von J. Leray, H. Cartan, J. P. Serre und K. Stein (siehe [5],
Seite XVII). Die dabei untersuchten mathematischen Strukturen sind auf topolo-
gischen Ra¨umen durch gewisse Mengen stetig lokal definierter Abbildungen, auch
Abbildungskeime genannt, erkla¨rt. Mathematisch exakt lassen sich diese Struk-
turen als Garben definieren, was auf J. Leray zuru¨ckgeht (siehe [12] und [13]).
In Abha¨ngigkeit von Eigenschaften der betrachteten Abbildungen bescha¨ftigen
wir uns besonders mit Garben von stetigen und holomorphen Abbildungskei-
men, wobei die Bilder dieser Abbildungen in der multiplikativen topologischen
Gruppe einer Banachalgebra liegen sollen, die nicht notwendig abelsch ist. Da-
durch verallgemeinern wir den in [5] und [7] ausfu¨hrlich behandelten Fall von
matrixwertigen Abbildungen, betrachten im holomorphen Fall allerdings nur eine
komplexe Vera¨nderliche. Es werden deshalb Garben u¨ber nicht notwendigerweise
abelschen Gruppen eingefu¨hrt. Leider ist die Kohomologietheorie im nichtabel-
schen Fall nur ansatzweise ausgearbeitet. Das liegt unter anderem daran, dass die
Gruppenstruktur der Kohomologiemenge H1 bereits verloren geht.
Im Abschnitt 2.1 behandeln wir die grundlegende Theorie der Garben u¨ber nicht
notwendig abelschen Gruppen, und fu¨hren die erste Kohomologiemenge H1 ein.
Es ergeben sich Schwierigkeiten bei der Definition ho¨herer Kohomologiemengen
Hq, q = 2, 3, worauf in dieser Arbeit nicht eingegangen wird.
Die grunglegende Absicht der Arbeit besteht in der Beantwortung der Frage,
unter welchen Umsta¨nden die Kohomologiemenge H1 trivial ist. Diesbezu¨gliche
Zerfa¨llungssa¨tze formulieren und beweisen wir sowohl im stetigen Fall (Abschnitt
3.1) unter relativ allgemeinen Forderungen an X , als auch im holomorphen Fall
(Abschnitt 3.2) unter spezielleren Voraussetzungen. In den Beweisen werden Fak-
torisierungssa¨tze verwendet. Diese sind im holomorphen Fall analog den Cous-
inschen beziehungsweise Cartanschen Heftungslemmata (siehe zum Beispiel [5],
Kapitel III) und werden fu¨r unsere Fa¨lle speziell formuliert und bewiesen. Die
Faktorisierungssa¨tze benutzen im stetigen Fall einen Fortsetzungssatz, der mit
Hilfe des Fortsetzungssatzes von Dugundji (siehe [11] oder [6]) bewiesen wird,
und im holomorphen Fall einen Approximationssatz und den Satz von Graves
(siehe [10]). Beim U¨bergang vom paarweisen Schnitt zu endlichen U¨berdeckun-
gen war es zweckma¨ßig, sogenannte F -Ketten fu¨r den stetigen Fall und F -Felder
besonders fu¨r den holomorphen Fall zu definieren (Abschnitt 2.2), wobei F eine
beliebige Garbe u¨ber einer nicht notwendig abelschen Gruppe ist. Mit Satz 1 ent-
ha¨lt der Abschnitt 2.1 eine relativ allgemeine Aussage, deren Wert erst im Beweis
des letzten Satzes der Arbeit beim Nachweis des Zerfa¨llungssatzes im holomor-
phen Fall deutlich wird. Bei der Anwendung dieses Satzes ergibt sich schließlich
durch einen Grenzu¨bergang, dass die betrachtete Kohomologiemenge H1 trivial
ist. Man kann die in den Hauptsa¨tzen der Arbeit (Satz 7, Satz 13) verwendeten
Aussagen schematisch folgendermaßen darstellen:
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Abbildung 1: Logische Abha¨ngigkeiten der Sa¨tze und Hilfssa¨tze
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2 Grundlegende Definitionen und Sa¨tze
2.1 Kohomologiemengen
Fu¨r die nachfolgenden Definitionen vergleiche man [8], [9] und [2].
Definition 1. Eine Garbe G von nicht notwendigerweise abelschen Gruppen u¨ber
X (kurz: eine Garbe u¨ber X) ist ein Tripel (S, π,X) mit folgenden Eigenschaften:
1. S undX sind topologische Ra¨ume und π : S → X ist eine surjektive, stetige
Abbildung, welche Projektion der Garbe genannt wird.
2. Jeder Punkt s ∈ S besitzt eine offene Umgebung N ⊂ S, so dass π|N ein
Homo¨omorphismus von N auf π(N) ist.
3. Die Menge Gx := π
−1(x), der sogenannte Halm, ist fu¨r jedes x ∈ X eine
Gruppe.
4. Die durch (s, t) 7→ st−1 fu¨r jedes x ∈ X definierte Abbildung von Gx × Gx
in Gx ist stetig.
PSfrag replacements
X
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s
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π
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π(N)
Abbildung 2: Definition einer Garbe
Definition 2. Ein Schnitt in einer Garbe G u¨ber einer offenen Menge U ⊂ X ist
eine stetige Abbildung f : U → S, fu¨r die π◦f = id gilt. Die Menge aller Schnitte
in G u¨ber U ist eine Gruppe (mit der Operation (fg)(x) := f(x)g(x), x ∈ U , f, g
Schnitte u¨ber U) und wird mit G(U) bezeichnet. Das Einselement der Gruppe ist
der Einsschnitt x 7→ 1x ∈ Gx, x ∈ U und wird mit 1 bezeichnet. Inverse Elemente
f−1 werden in G(U) durch (f−1)(x) := f(x)−1, x ∈ U definiert.1
1f−1 bezeichnet also nicht die Umkehrabbildung von f .
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Ein einfaches Beispiel einer Garbe G = (S, π,X) von nichtabelschen Gruppen ist
folgendermaßen definiert: Sei S := X × GL(r), r ≥ 2 fu¨r einen topologischen
Raum X , wobei GL(r) ⊂ Cr×r die Gruppe der invertierbaren r × r-Matrizen
ist. Dabei betrachte man auf GL(r) die diskrete Topologie, womit insbesondere
einpunktige Teilmengen von GL(r) offen sind. Auf S betrachte man die Produkt-
topologie. Es sei π : (x,A) 7→ x fu¨r x ∈ X und A ∈ GL(r) die Projektion des
direkten Produktes. Fu¨r ein beliebiges Element s = (x,A) ∈ S sei V eine offene
Umgebung von x in X , so dass N := V × {A} ⊂ S eine offene Umgebung von s
bezu¨glich der Produkttopologie ist. Dann ist π|N offenbar ein Homo¨omorphismus
von N auf V . In diesem Beispiel einer Garbe G kann jeder Halm Gx, x ∈ X mit
GL(r) identifiziert werden. U¨ber einer offenen Menge U ⊂ X erfu¨llen die Schnitte
f : U → U ×GL(r), definiert durch f(x) := (x,Ax), Ax ∈ GL(r), die Bedingung
π ◦ f = id, und sie sind stetig.
Kohomologiegruppen Hq(X,G) lassen sich fu¨r q ≥ 1 im nichtabelschen Fall nicht
definieren, jedoch kann fu¨r q = 1 eine Kohomologiemenge H1(X,G) mit ausge-
zeichnetem Element definiert werden.
Sei dazu U = (Ui)i∈I eine offene U¨berdeckung vonX . Zur Vereinfachung benutzen
wir die Bezeichnungen Uij := Ui ∩ Uj und Uijk := Ui ∩ Uj ∩ Uk fu¨r alle i, j, k ∈ I.
Eine Familie h = (hi)i∈I mit hi ∈ G(Ui) fu¨r alle i ∈ I heißt 0-Kokette u¨ber U . Es
sei C0(U ,G) die Menge aller 0-Koketten u¨ber U . Analog nennen wir eine Familie
f = (fij)i,j∈I mit fij ∈ G(Uij) fu¨r alle i, j ∈ I 1-Kokette und bezeichnen mit
C1(U ,G) die Menge aller 1-Koketten u¨ber U . Die Mengen C0(U ,G) und C1(U ,G)
sind Gruppen, deren Operation durch das Produkt von Schnitten erkla¨rt wird.
Eine 0-Kokette h = (hi)i∈I heißt 0-Kozyklus, wenn
h−1i hj = 1
auf Uij fu¨r alle i, j ∈ I gilt. Es sei Z
0(U ,G) die Menge aller 0-Kozyklen u¨ber U .
Eine 1-Kokette f = (fij)i,j∈I mit
fijfjk = fik
auf Uijk fu¨r alle i, j, k ∈ I heißt 1-Kozyklus u¨ber U . Aus dieser Definition folgt
sofort, dass dann fii der Einsschnitt u¨ber Ui ist und fji = f
−1
ij gilt. Die Menge
aller 1-Kozyklen u¨ber U bezeichnet man mit Z1(U ,G).
Man kann Z0(U ,G) mit der Gruppe G(X) =: H0(X,G) identifizieren, denn wegen
(hi)i∈I ∈ Z
0(U ,G) mit h−1i hj = 1, also hi = hj auf Uij fu¨r alle i, j ∈ I, ist genau
ein Schnitt h ∈ G(X) durch h|Ui = hi, i ∈ I definiert.
Die Menge Z1(U ,G) ist im Allgemeinen keine Untergruppe der Kokettengruppe
C1(U ,G): Fu¨r den Nachweis sei beispielsweise U := (U1, U2) mit U1 ∩ U2 6= ∅ und
f, g ∈ Z1(U ,G), wobei f12 und g12 nicht vertauschbar seien. Wegen (f · g)21 =
f21 · g21 = (f12)
−1(g12)
−1 6= (f12 · g12)
−1 = ((f · g)12)
−1 ist f · g /∈ Z1(U ,G).
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Fu¨r f = (fij)i,j∈I ∈ Z
1(U ,G) und h = (hi)i∈I ∈ C
0(U ,G) bezeichnet man mit
hf den 1-Kozyklus, der durch
(hf)ij := h
−1
i fijhj
auf Uij fu¨r alle i, j ∈ I definiert ist.
Definition 3. Zwei 1-Kozyklen f, g ∈ Z1(U ,G) heißen a¨quivalent, in Zeichen
f ∼ g, wenn ein h ∈ C0(U ,G) existiert, so dass
g = hf
gilt. Die zu dieser A¨quivalenzrelation geho¨rige Menge von A¨quivalenzklassen be-
zeichnet man mit H1(U ,G). Fu¨r f ∈ Z1(U ,G) benutzt man die Bezeichnung [f ]
fu¨r die zu f geho¨rige Klasse aus H1(U ,G).
Fu¨r jede offene U¨berdeckung U = (Ui)i∈I vonX bezeichnet man mit 1 ∈ H
1(U ,G)
die A¨quivalenzklasse aller f = (fij)i,j∈I ∈ Z
1(U ,G), fu¨r die eine 0-Kokette h =
(hi)i∈I ∈ C
0(U ,G) existiert, so dass
fij = h
−1
i hj
auf Uij fu¨r alle i, j ∈ I gilt, also f = h1. Man sagt in diesem Falle auch, dass die
1-Kozyklen f zerfallen. Das Element 1 heißt neutrales Element oder Einselement
von H1(U ,G).
Eine offene U¨berdeckung V = (Vj)j∈J von X heißt Verfeinerung von U = (Ui)i∈I ,
wenn es eine Abbildung ϕ : J → I gibt mit Vj ⊂ Uϕj fu¨r alle j ∈ J . Folglich
induziert ϕ eine Abbildung
ϕ∗ : Z1(U ,G)→ Z1(V,G) , die durch (ϕ∗f)ij = fϕi,ϕj|Vij , i, j ∈ J , f ∈ Z
1(U ,G)
definiert ist. Diese induziert dann weiter eine Abbildung
ϕUV : H
1(U ,G)→ H1(V,G) .
Im folgenden Lemma 1 wird gezeigt, dass die Abbildung ϕUV nicht von der Wahl
von ϕ : J → I abha¨ngt.
Lemma 1. Sei ψ : J → I eine weitere Abbildung mit Vj ⊂ Uψj fu¨r alle j ∈ J
und sei f ∈ Z1(U ,G). Dann gilt [ϕ∗f ] = [ψ∗f ].
Beweis. Man definiert eine 0-Kokette (hj)j∈J ∈ C
0(V,G) durch
hj := fϕj,ψj|Vj ∈ G(Vj)
fu¨r alle j ∈ J . Nun gilt:
(ψ∗f)ij = fψi,ψj = fψi,ϕifϕi,ϕjfϕj,ψj = h
−1
i (ϕ
∗f)ijhj
auf Vij fu¨r alle i, j ∈ J , woraus aufgrund der Definition von H
1(V,G) die Behaup-
tung folgt.
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Weiterhin zeigt man:
Lemma 2. Die Abbildung ϕUV : H
1(U ,G)→ H1(V,G) ist injektiv.
Beweis. Seien Φ1,Φ2 ∈ H
1(U ,G) und f, g ∈ Z1(U ,G) mit Φ1 = [f ] und Φ2 = [g].
Es gelte [ϕ∗f ] = [ϕ∗g] und man zeige [f ] = [g]. Nach der Voraussetzung gibt es
eine 0-Kokette (hj)j∈J ∈ C
0(V,G) mit
(ϕ∗g)ij = h
−1
i (ϕ
∗f)ijhj , also gϕi,ϕj = h
−1
i fϕi,ϕjhj
auf Vij fu¨r alle i, j ∈ J . Weiterhin gilt:
gϕi,kgk,ϕj = h
−1
i fϕi,kfk,ϕjhj , d.h. fk,ϕihigϕi,k = fk,ϕjhjgϕj,k
auf Uk ∩ Vij fu¨r alle i, j ∈ J und k ∈ I. Folglich ist lk ∈ G(Uk) fu¨r k ∈ I durch
lk|Uk∩Vj := fk,ϕjhjgϕj,k|Uk∩Vj
fu¨r alle j ∈ J mit Uk ∩ Vj 6= ∅ wohldefiniert, also (lk)k∈I ∈ C
0(U ,G) und es gilt:
l−1m fmnln = gm,ϕjh
−1
j fϕj,mfmnfn,ϕjhjgϕj,n = gm,ϕjh
−1
j fϕj,ϕjhjgϕj,n = gmn
auf Umn ∩ Vj fu¨r alle m,n ∈ I und j ∈ J , woraus Φ1 = [f ] = [g] = Φ2 folgt und
die Injektivita¨t gezeigt ist.
Als Folgerung daraus ergibt sich unmittelbar:
Korollar 1. Aus H1(V,G) = 1 folgt H1(U ,G) = 1, wenn V eine Verfeinerung
von U ist.
Es sei H˜1(X,G) die disjunkte Vereinigung aller H1(U ,G), wobei U alle offenen
U¨berdeckungen von X durchla¨uft. (Dabei soll zugelassen werden, dass eine offene
Menge mehrmals in einer U¨berdeckung vorkommt. Um logische Schwierigkeiten
zu vermeiden, betrachte man nur Indexmengen, die Teilmengen einer hinreichend
groß gewa¨hlten Menge sind.)
Zwei Elemente Φ1 ∈ H
1(U ,G) und Φ2 ∈ H
1(V,G) (wobei U und V irgendwelche
offenen U¨berdeckungen von X sind) heißen a¨quivalent Φ1 ∼ Φ2, wenn es eine
offene U¨berdeckung W von X gibt, die sowohl U als auch V verfeinert, so dass
ϕUWΦ1 = ϕ
V
WΦ2
gilt. Die Kohomologiemenge H1(X,G) ist dann definiert als die Menge aller A¨qui-
valenzklassen von H˜1(X,G) bezu¨glich dieser A¨quivalenzrelation.
Dabei sind die neutralen Elemente von H1(U ,G), wobei U alle offenen U¨ber-
deckungen von X durchla¨uft, offenbar paarweise a¨quivalent. Die dazugeho¨rige
Klasse in H1(X,G) wird ebenfalls mit 1 bezeichnet. Besteht die Kohomologie-
menge nur aus dem Einselement, so sagt man, dass sie trivial ist.
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Sei U eine offene U¨berdeckung von X . Fu¨r Φ ∈ H1(U ,G) bezeichnen wir die
durch Φ in H1(X,G) definierte Klasse mit [Φ].
Es ist komplizierter, ho¨here Kohomologiemengen, zum Beispiel H2(X,G) und
H3(X,G), zu definieren, weshalb wir diese hier nicht betrachten (vergleiche dazu
[14], Seite 46 und siehe beispielsweise [3]).
Seien Y ⊂ X eine offene Teilmenge und U = (Ui)i∈I eine offene U¨berdeckung von
X . Fu¨r f ∈ Z1(U ,G) definiert man durch
f |Y := (fij |Uij∩Y )i,j∈I
ein Element f |Y ∈ Z
1(U|Y ,G), wobei U|Y := (Ui ∩ Y )i∈I ist und nennt f |Y Ein-
schra¨nkung des 1-Kozyklus f auf Y . Fu¨r Φ ∈ H1(U ,G) wa¨hlt man f ∈ Z1(U ,G)
mit [f ] = Φ und setzt
Φ|Y := [f |Y ] ∈ H
1(U|Y ,G) .
Man sieht leicht, dass diese Definition nicht von der Wahl von f abha¨ngt. Ist
schließlich Ψ ∈ H1(X,G), so wa¨hlt man eine offene U¨berdeckung U von X sowie
ein Φ ∈ H1(U ,G) mit [Φ] = Ψ und setzt
Ψ|Y := [Φ|Y ] ∈ H
1(Y,G) .
Man sieht wieder leicht, dass diese Definition nicht von der Wahl von U und Φ ab-
ha¨ngt. Wir nennen wieder Φ|Y und Ψ|Y Einschra¨nkungen von Φ beziehungsweise
Ψ auf Y .
Satz 1. Es seien Ψ ∈ H1(X,G) und U = (Ui)i∈I eine offene U¨berdeckung von X.
Gilt Ψ|Un = 1 fu¨r alle n ∈ I, so existiert ein Φ ∈ H
1(U ,G) mit [Φ] = Ψ.
Beweis. Laut Definition von H1(X,G) gibt es eine offene U¨berdeckung V =
(Vj)j∈J von X , so dass ein f = (fij)i,j∈J ∈ Z
1(V,G) existiert mit [[f ]] = Ψ. Ohne
Beschra¨nkung der Allgemeinheit sei V eine Verfeinerung von U , d.h. es gibt eine
Abbildung ϕ : J → I mit Vj ⊂ Uϕj fu¨r alle j ∈ J .
Wegen Ψ|Un = 1 ∀n ∈ I existieren nun 0-Koketten (hjn)j∈J ∈ C
0(V|Un,G) mit
fij = h
−1
in hjn
auf Vij ∩Un fu¨r alle i, j ∈ J und fu¨r alle n ∈ I. Wir wa¨hlen m,n ∈ I beliebig und
definieren
gmn := hjmh
−1
jn
auf Umn ∩Vj mit j ∈ J . Dabei sind die so definierten gmn von der Wahl der j ∈ J
unabha¨ngig, denn es gilt:
h−1in hjn = fij = h
−1
imhjm , also himh
−1
in = hjmh
−1
jn
auf Umn ∩ Vij , i ∈ J . Weiterhin gilt:
gmlgln = hjmh
−1
jl hjlh
−1
jn = gmn
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auf Umln∩Vj fu¨r alle m, l, n ∈ I und j ∈ J , so dass g = (gmn)m,n∈I ein 1-Kozyklus
u¨ber U ist, also [g] ∈ H1(U ,G). Schließlich gilt [ϕ∗g] = [f ] ∈ H1(V,G) wegen
(ϕ∗g)ij = gϕi,ϕj = hj,ϕih
−1
j,ϕj = hi,ϕih
−1
i,ϕihj,ϕi h
−1
j,ϕj = hi,ϕifij|Uϕih
−1
j,ϕj = h
−1
i fijhj
auf Vij ⊂ Uϕi,ϕj fu¨r alle i, j ∈ J mit der 0-Kokette (hk)k∈J ∈ C
0(V,G), definiert
durch
hk := h
−1
k,ϕk ∈ G(Vk)
fu¨r alle k ∈ J . Damit ist [g] ∼ [f ], also [g] ∈ Ψ, und folglich liefert das Element
Φ := [g] ∈ H1(U ,G) das Gewu¨nschte.
Mit Hilfe von Satz 1 und Lemma 2 ergibt sich leicht:
Korollar 2. Es sei U = (Ui)i∈I eine offene U¨berdeckung von X, so dassH
1(Un,G)
fu¨r alle n ∈ I trivial ist. Dann kann man H1(U ,G) mit H1(X,G) identifizieren.
2.2 F-Ketten und F-Felder
Fu¨r die na¨chsten Sa¨tze wird folgende Begriffsbildung beno¨tigt.
Definition 4. Seien F eine Garbe u¨ber dem topologischen Raum X und weiter-
hin U1, . . . , Un, n ∈ N offene Teilmengen von X .
2
1. (U1, U2) heißt F -Paar, falls fu¨r jedes f ∈ F(U1 ∩ U2) Elemente f1 ∈ F(U1)
und f2 ∈ F(U2) existieren mit f = f
−1
1 f2 auf U1 ∩ U2.
2. Wir nennen U = (Ui)1≤i≤n eine F -Kette, falls (U1 ∪ . . .∪Ui, Ui+1) fu¨r jedes
i ∈ {1, . . . , n− 1} ein F -Paar ist.
Satz 2. Fu¨r eine F-Kette U gilt H1(U ,F) = 1.
Beweis. Der Beweis erfolgt durch vollsta¨ndige Induktion. Sei U = (Ui)1≤i≤n mit
n ∈ N gegeben. Fu¨r n = 1 ist die Aussage trivial. Nun seien n > 1, V :=
U1 ∪ . . . ∪ Un−1 und V := (Ui)1≤i≤n−1. Es sei f = (fij)1≤i,j≤n ∈ Z
1(U ,F) beliebig
gewa¨hlt. Dann gilt fˆ := (fij)1≤i,j≤n−1 ∈ Z
1(V,F), und wegen H1(V,F) = 1 gibt
es hi ∈ F(Ui), i = 1, . . . , n− 1 mit
fij = h
−1
i hj
auf Ui ∩ Uj fu¨r alle 1 ≤ i, j ≤ n − 1. Es sei W := V ∩ Un. Jedes x ∈ W liegt in
einem Ui (i < n) und wir setzen
g(x) := hi(x)fin(x) .
2Dabei ist N die Menge der natu¨rlichen Zahlen ohne Null.
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Dadurch ist g auf W wohldefiniert, denn auf Ui ∩ Uj (i, j < n) gilt:
hifin = hifijfjn = hih
−1
i hjfjn = hjfjn .
Da U eine F -Kette ist, ist (V, Un) ein F -Paar und fu¨r g ∈ F(W ) gibt es ein
h ∈ F(V ) und ein gn ∈ F(Un) mit
g = h−1gn
auf W . Fu¨r 1 ≤ i ≤ n− 1 setzen wir
gi := hhi ∈ F(Ui) .
Sind 1 ≤ i, j ≤ n− 1, so gilt g−1i gj = h
−1
i h
−1hhj = h
−1
i hj = fij auf Ui ∩ Uj .
Ist 1 ≤ i ≤ n− 1, so gilt g−1i gn = h
−1
i h
−1gn = h
−1
i g = fin auf Ui ∩ Un.
Damit gilt [f ] = 1, und da f beliebig gewa¨hlt war, ist also H1(U ,F) = 1.
Sind U = (Ui)i∈I und V = (Vj)j∈J zwei Familien von Teilmengen von X mit
disjunkten Indexmengen I und J , dann sei
U ∪ V := (Wk)k∈I∪J
die Vereinigung von U und V, wobei Wk := Uk fu¨r k ∈ I und Wk := Vk fu¨r k ∈ J
gilt.
Definition 5. Seien U j = (U ji )1≤i≤nj , nj ∈ N fu¨r alle j ∈ {1, . . . , m}, m ∈ N
F -Ketten. Unter einem F -Feld verstehen wir die Vereinigung
U := U1 ∪ . . . ∪ Um ,
wobei V := (U j)1,≤j≤m fu¨r U
j :=
⋃
1≤i≤nj
U ji ebenfalls eine F -Kette ist.
Satz 3. Fu¨r ein F-Feld U gilt H1(U ,F) = 1.
Beweis. Es sei U := U1 ∪ . . .∪Um, m ∈ N ein F -Feld. Der Nachweis erfolgt mit
vollsta¨ndiger Induktion nach m. Fu¨r m = 1 besteht U aus einer F -Kette, und die
Behauptung folgt direkt mit Satz 2.
Nun seienm > 1, V := U1∪. . .∪Um−1 =: (Vk)k∈K und U
m =: (Ul)l∈Im fu¨r disjunk-
te Indexmengen K und Im . Als Induktionsvoraussetzung gelte H
1(V,F) = 1. Es
soll gezeigt werden, dass H1(U ,F) = 1 gilt.
Es seien V :=
⋃
k∈K
Vk und U :=
⋃
l∈Im
Ul . Dann ist (V, U) nach Voraussetzung ein
F -Paar, und wir setzen W := V ∩ U .
Nun sei f ∈ Z1(U ,F) beliebig gewa¨hlt, und es ist zu zeigen, dass ein g ∈ C0(U ,F)
existiert mit f = g1. Der 1-Kozyklus f setzt sich folgendermaßen zusammen:
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1. fik mit i, k ∈ K als Schnitte in V ,
2. fjl mit j, l ∈ Im als Schnitte in U und
3. fkl mit k ∈ K, l ∈ Im als Schnitte in W .
Es sei f ′ = (fik)i,k∈K ∈ Z
1(V,F). Nach der Induktionsvoraussetzung gibt es ein
h′ = (hk)k∈K ∈ C
0(V,F) mit f ′ = h′1.
Weiter sei f ′′ = (fjl)j,l∈Im ∈ Z
1(Um,F). Da Um eine F -Kette ist, gibt es nach
Satz 2 ein h′′ = (hl)l∈Im ∈ C
0(Um,F) mit f ′′ = h′′1. Wir setzen
h := hkfklh
−1
l
auf Vk ∩ Ul fu¨r k ∈ K, l ∈ Im, wobei h auf W =
⋃
k∈K,l∈Im
(Vk ∩ Ul) wegen
hkfklh
−1
l = hkfkifijfjlh
−1
l = hkh
−1
k hifijh
−1
j hlh
−1
l = hifijh
−1
j
auf (Vi ∩ Vk) ∩ (Uj ∩ Ul) fu¨r alle i, k ∈ K, j, l ∈ Im wohldefiniert ist, womit
h ∈ F(W ) gilt.
Da (V, U) ein F -Paar ist, gibt es Schnitte g′ ∈ F(V ) und g′′ ∈ F(U) mit
h = (g′)−1g′′
auf V ∩ U =W . Schließlich setzen wir
gk := g
′hk und gl := g
′′hl
fu¨r k ∈ K beziehungsweise l ∈ Im und erhalten
1. g−1i gk = h
−1
i (g
′)−1g′hk = h
−1
i hk = fik ,
2. g−1j gl = h
−1
j (g
′′)−1g′′hl = h
−1
j hl = fjl und
3. g−1k gl = h
−1
k (g
′)−1g′′hl = h
−1
k hhl = h
−1
k hkfklh
−1
l hl = fkl .
Folglich gilt f = g1 fu¨r g = (gn)n∈K∪Im ∈ C
0(U ,F), und der Satz ist bewiesen.
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3 Zerfa¨llungssa¨tze
3.1 Der stetige Fall
Sei G die (multiplikative) Gruppe der invertierbaren Elemente einer Banachal-
gebra A. Wir werden mit G1 diejenige Zusammenhangskomponente der Gruppe
G bezeichnen, welche das Einselement 1 entha¨lt. G1 besitzt sogar eine Gruppen-
struktur, was man wie folgt einsieht:
Fu¨r a ∈ G1 ist a
−1G1 wieder zusammenha¨ngend und entha¨lt das Einselement.
Also gilt G−11 G1 ⊂ G1, und somit ist G1 eine Untergruppe von G.
Weiterhin sei X ein metrischer Raum mit der Abstandsfunktion d, der sich als
Vereinigung abza¨hlbar vieler kompakter Teilmengen darstellen la¨ßt. X heißt kon-
trahierbar, wenn eine stetige Abbildung
H : X × [0, 1]→ X mit H(x, 0) = x und H(x, 1) = x0 ∈ X
fu¨r alle x ∈ X existiert. In diesem Falle ist X auch einfach zusammenha¨ngend.
Es sei C0(X,A) die Menge aller auf X stetigen Abbildungen mit Werten in A, die
offenbar ein Vektorraum u¨ber C ist. Zur Definition einer Topologie auf C0(X,A)
betrachten wir eine Ausscho¨pfung von X durch kompakte Mengen Kn, n ∈ N
mit Kn ⊂
◦
Kn+1 und X =
∞⋃
n=1
Kn. Fu¨r jedes n ∈ N ist durch
pn(f) := ‖f |Kn‖Kn := max
x∈Kn
‖f(x)‖ , f ∈ C0(X,A)
eine Halbnorm auf C0(X,A) erkla¨rt. Durch die Folge (pn)n∈N von Halbnormen
wird C0(X,A) zu einem lokalkonvexen Raum, dessen Topologie durch die Umge-
bungen
Wn,r = {f ∈ C
0(X,A) | pn(f) < r}
mit r > 0 und n ∈ N der Nullabbildung 0 ∈ C0(X,A) definiert ist. Diese Topo-
logie ist hausdorffsch, da fu¨r jede von der Nullabbildung verschiedene Abbildung
f ∈ C0(X,A) ein n ∈ N existiert mit pn(f) > 0. Da nur abza¨hlbar viele Halbnor-
men auf C0(X,A) betrachtet werden und die lokalkonvexe Topologie hausdorffsch
ist, wird der Raum C0(X,A) metrisierbar. Die Konvergenz bezu¨glich der oben
definierten Topologie ist gerade die gleichma¨ßige Konvergenz von Abbildungen
auf allen kompakten Mengen Kn, n ∈ N und folglich auch auf allen kompak-
ten Teilmengen von X . Damit ist die Grenzabbildung beliebiger Cauchyfolgen in
C0(X,A) wieder stetig auf X und die erkla¨rte lokalkonvexe Topologie ist voll-
sta¨ndig. Somit ist C0(X,A) ein Fre´chetraum.
Ist Y ⊂ X eine beliebige nichtleere Teilmenge von X , so betrachte man auf dem
Raum C0(Y,A) die entsprechende lokalkonvexe Topologie. Ist speziell Y = K
kompakt, so la¨ßt sich auf C0(K,A) die Supremumsnorm
‖f‖K := max
x∈K
‖f(x)‖
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erkla¨ren, wobei auf einer kompakten Menge das Supremum als Maximum ange-
nommen wird. Der dadurch entstandene Banachraum C0(K,A) besitzt die Topo-
logie der gleichma¨ßigen Konvergenz. Da C0(Y,G) wieder fu¨r beliebiges Y ⊂ X ei-
ne Teilmenge von C0(Y,A) ist, betrachten wir auf C0(Y,G) die induzierte Topolo-
gie. Dadurch wird C0(Y,G) zu einer topologischen (multiplikativen) Gruppe. Man
bezeichnet mit C01(Y,G) diejenige Zusammenhangskomponente von C
0(Y,G),
welche die Einsabbildung 1 entha¨lt. Offenbar ist C01(Y,G) bezu¨glich der punktwei-
se definierten Multiplikation eine topologische Gruppe (analog zur Betrachtung
von G und G1 zu Beginn des Abschnitts). Weiterhin ist C
0(Y,G1) eine topologi-
sche (multiplikative) Gruppe.
Bevor wir uns nun dem Faktorisierungssatz (vergleiche Satz 6) in seiner vollen
Allgemeinheit zuwenden, betrachten wir folgenden Spezialfall: Sei dazu A := R,
d.h. G := R \ {0}.
Satz 4. Seien U1, U2 offene Teilmengen von X mit einem nichtleeren kontrahier-
baren Durchschnitt. Dann gibt es zu jeder stetigen Funktion f : U1∩U2 → R\{0}
stetige Funktionen f1 : U1 → R \ {0} und f2 : U2 → R \ {0} mit f = f
−1
1 f2 auf
U1 ∩ U2.
Beweis. (U1, U2) ist eine offene U¨berdeckung von U1∪U2, und es gibt eine stetige
Zerlegung der Eins (ϕ1, ϕ2) mit supp(ϕ2) ⊂ U1, supp(ϕ1) ⊂ U2 und ϕ1 + ϕ2 = 1,
ϕi : U1 ∪ U2 → [0, 1], i = 1, 2 stetig.
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Abbildung 3: stetige Zerlegung der Eins fu¨r (U1, U2)
Gegeben sei eine stetige Funktion f : U1 ∩ U2 → R \ {0}. Wegen der Stetigkeit
von f geho¨ren alle f(x) zur gleichen Zusammenhangskomponente R+ oder R−.
Ohne Beschra¨nkung der Allgemeinheit ko¨nnen wir annehmen, dass die konstante
Funktion 1 zu dieser Komponente geho¨rt. Wir betrachten also R+. Dann kann
fu¨r jedes x ∈ U1 ∩ U2 das Element f(x) geschrieben werden als
f(x) = exp g(x) ,
wobei g(x) ∈ R gilt. Die dadurch definierte Funktion g : U1 ∩ U2 → R ist stetig.
Mit der Zerlegung der Eins gilt:
f = exp((ϕ1 + ϕ2)g) = exp(ϕ1g + ϕ2g) = exp(ϕ1g) exp(ϕ2g) ,
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da h1 := ϕ1g und h2 := ϕ2g vertauschbar sind, d.h. h1h2 = h2h1 gilt. Durch
g1 :=
{
ϕ1g auf U1 ∩ U2
0 auf U1 \ U2
und g2 :=
{
ϕ2g auf U1 ∩ U2
0 auf U2 \ U1
wird ϕ1g und ϕ2g auf U1 bzw. U2 stetig fortgesetzt. Setzt man
f1 := exp(−g1) und f2 := exp g2 ,
auf U1 beziehungsweise auf U2, so erha¨lt man f = f
−1
1 f2 auf U1 ∩ U2, und der
Satz ist bewiesen.
Im allgemeinen Fall unserer betrachteten Gruppe G kann allerdings keine Kom-
mutativita¨t vorausgesetzt werden, und eine neue Beweisidee ist erforderlich.
Lemma 3. Seien Ω ⊂ X kompakt, Ω′ ⊂
◦
Ω abgeschlossen und f ∈ C01(Ω, G).
Dann gibt es eine Abbildung f˜ ∈ C01(X,G), so dass f˜ mit f auf Ω
′ u¨bereinstimmt.
Beweis.
1. Es ist bekannt (siehe zum Beispiel [15], Seite 221), dass eine zusammenha¨n-
gende topologische Gruppe durch jede offene Umgebung des Einselementes
erzeugt werden kann. Speziell betrachten wir die Umgebung
Z := {(1 + h) ∈ C01 (Ω, G) | ‖h‖Ω < 1} .
Jedes Element f ∈ C01 (Ω, G) la¨ßt sich dann in der Form
f = (1 + h1) . . . (1 + hm), m ≥ 1 (1)
fu¨r endlich viele (1 + hj) ∈ Z, j = 1, . . . , m schreiben. Wir wollen an dieser
Stelle dennoch den Beweis dafu¨r angeben:
Es genu¨gt zu zeigen, dass die Menge Q aller Abbildungen aus C01(Ω, G)
der Form (1) offen und abgeschlossen in C01(Ω, G) ist, und nichtleer. Es sei
g1 ∈ Q und die Abbildung g2 ∈ C
0
1 (Ω, G) erfu¨lle die Bedingung ‖g2−g1‖Ω <
1
‖g−1
1
‖Ω
. Fu¨r h := g2g
−1
1 − 1 ergibt sich g2 = (1 + h)g1, wobei
‖h‖Ω = ‖g2g
−1
1 − 1‖Ω = ‖(g2 − g1)g
−1
1 ‖Ω ≤ ‖g2 − g1‖Ω · ‖g
−1
1 ‖Ω < 1 .
Folglich besitzt auch g2 die Form (1), d.h. g2 ∈ Q. Also ist die Menge Q
offen. Eine Folge von Abbildungen gn ∈ Q konvergiere bezu¨glich der Norm
‖.‖Ω gegen eine Abbildung g ∈ C
0
1(Ω, G). Dann ist fu¨r hinreichend großes
n die Ungleichung ‖g − gn‖Ω <
1
‖g−1n ‖Ω
erfu¨llt. Wir setzen h := gg−1n − 1.
Also gilt g = (1+h)gn, wobei ‖h‖Ω = ‖gg
−1
n −1‖Ω < 1, d.h. g ∈ Q, und die
Menge Q ist abgeschlossen. Wegen g = 1 ∈ Q ist schließlich Q nichtleer.
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2. Das Lemma von Urysohn liefert uns eine stetige Funktion
χ : X → [0, 1] mit χ(Ω′) = {1} und χ(X \ Ω) = {0} .
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Abbildung 4: stetige Funktion χ nach Lemma von Urysohn
Jetzt setzen wir
f˜ :=
{
(1 + χh1) . . . (1 + χhm) auf Ω
1 auf X \ Ω
.
Dann ist f˜ stetig auf X . Weiter sind f˜(x) fu¨r alle x ∈ X invertierbar, also
gilt f˜ ∈ C0(X,G), und man erha¨lt f˜ = f auf Ω′.
3. Es bleibt zu zeigen, dass f˜ ∈ C01 (X,G) gilt. Wie bei 1. la¨ßt sich f in der
Form f = (1 + h1) . . . (1 + hm) schreiben. Fu¨r jedes j ∈ {1, . . . , m} seien
h˜j :=
{
χhj auf Ω
0 auf X \ Ω
.
Dann ist die Abbildung (1 + h˜j) ∈ C
0(X,G) und ‖h˜j(x)‖ ≤ ‖hj‖Ω < 1 fu¨r
alle x ∈ X und fu¨r jedes j ∈ {1, . . . , m}. Es gilt:
f˜ = (1 + h˜1) . . . (1 + h˜m) ∈ C
0(X,G) .
Schließlich ist durch
f˜t := (1 + th˜1) . . . (1 + th˜m) , t ∈ [0, 1]
eine stetige Schar von Abbildungen f˜t ∈ C
0(X,G) erkla¨rt mit f˜1 = f˜ und
f˜0 = 1, so dass wie behauptet f˜ ∈ C
0
1(X,G) gilt.
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Das na¨chste Lemma (vergleiche Lemma 4) ist eine Verallgemeinerung von Lemma
3. Dazu benutzen wir folgenden Satz (siehe [11], Seite 49 oder [6], Seite 12), der
auch fu¨r einen allgemeinen metrischen RaumX und einen allgemeinen normierten
Raum statt der von uns betrachteten Banachalgebra A gilt, was hier allerdings
irrelevant ist.
Satz 5 (Fortsetzungssatz von Dugundji). Ist Ω 6= ∅ eine abgeschlossene
Teilmenge von X und h : Ω → A stetig, so existiert eine stetige Abbildung
hˆ : X → A mit hˆ|Ω = h, wobei hˆ(X) in der konvexen Hu¨lle con(h(Ω)) von h(Ω)
liegt.
Beweis. Fu¨r jedes x ∈ X \ Ω sei
U(x) := K̺0(x) , ̺0 :=
1
4
dist(x,Ω)
die offene Kugel um xmit dem Radius 1
4
dist(x,Ω). Dann gilt fu¨r den Durchmesser
von U(x):
diamU(x) ≤
1
2
dist(x,Ω) ≤
1
2
·
4
3
dist(U(x),Ω) < dist(U(x),Ω) . (2)
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Abbildung 5: Abstandsbetrachtungen fu¨r U(x) und Ω
Wegen X \Ω =
⋃
x∈X\Ω
U(x) gibt es nach dem Satz von Stone (siehe [11], Seite 47)
eine lokal endliche Verfeinerung der U(x), die ebenfalls X \ Ω u¨berdeckt, etwa
durch offene Mengen Vλ, λ ∈ Λ. Das heißt, zu jedem Vλ existiert ein U(x) mit
Vλ ⊂ U(x), und jedes x ∈ X \ Ω besitzt eine offene Umgebung, welche nur mit
endlich vielen der Vλ einen nichtleeren Schnitt hat. Man definiere fu¨r x ∈ X \ Ω
die Funktion
α(x) :=
∑
λ∈Λ
dist(x,X \ Vλ) .
Dabei besteht die Summe in einer Umgebung von x aus der gleichen endlichen
Anzahl nicht verschwindender Summanden. Somit ist α als Abstandsfunktion
18
stetig und gro¨ßer als Null in X \ Ω. Desweiteren wa¨hlen wir zu jedem λ ∈ Λ ein
festes ωλ ∈ Ω mit
dist(Vλ, ωλ) < 2 dist(Vλ,Ω). (3)
Dies ist wegen dist(Vλ,Ω) ≥ dist(U(x),Ω) > 0 fu¨r Vλ ⊂ U(x), x ∈ X \Ω mo¨glich.
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Abbildung 6: Abstandsbetrachtungen fu¨r Vλ und Ω
Wir setzen:
hˆ(x) :=

h(x) fu¨r x ∈ Ω1α(x) ∑
λ∈Λ
dist(x,X \ Vλ)h(ωλ) fu¨r x ∈ X \ Ω
.
Offenbar ist diese Abbildung auf X definiert, und es gilt hˆ(X) ⊂ con(h(Ω)). Die
Abbildung hˆ ist sowohl in
◦
Ω als auch in X \Ω stetig, da h und α stetig sind und
die ωλ fest gewa¨hlt sind.
Es bleibt die Stetigkeit auf dem Rand von Ω zu zeigen: Seien dazu x0 ∈ ∂Ω und
ε > 0 beliebig gewa¨hlt. Zuna¨chst gibt es ein δ > 0 mit
‖hˆ(x)− hˆ(x0)‖ < ε fu¨r x ∈ Ω , d(x, x0) < δ .
Nun sei x ∈ X \ Ω so gewa¨hlt, dass d(x, x0) <
δ
4
erfu¨llt ist. Aufgrund der Defi-
nition von α und hˆ, der Gleichheit hˆ(x0) =
1
α(x)
∑
λ∈Λ
dist(x,X \ Vλ)hˆ(x0) und der
Dreiecksungleichung gilt dann die Ungleichung:
‖hˆ(x)− hˆ(x0)‖ ≤
1
α(x)
∑
λ∈Λ
dist(x,X \ Vλ)‖hˆ(ωλ)− hˆ(x0)‖ , (4)
und es genu¨gt folglich zu zeigen, dass fu¨r alle x, fu¨r die dist(x,X \ Vλ) 6= 0 und
d(x, x0) <
δ
4
gilt, die Ungleichung ‖hˆ(ωλ)− hˆ(x0)‖ < ε erfu¨llt ist. Dabei bedeutet
dist(x,X \ Vλ) 6= 0 aber genau x ∈ Vλ ⊂ U(xλ), wobei xλ passend gewa¨hlt sei.
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Dann gilt:
d(ωλ, x0) ≤ d(ωλ, x) + d(x, x0) (wegen der Dreiecksungleichung)
≤ dist(Vλ, ωλ) + diamVλ + d(x, x0) (wegen x ∈ Vλ)
≤ 2 dist(Vλ,Ω) + diamU(xλ) + d(x, x0) (wegen (3) und Vλ ⊂ U(xλ))
≤ 2 dist(Vλ,Ω) + dist(U(xλ),Ω) + d(x, x0) (wegen (2))
≤ 3 dist(Vλ,Ω) + d(x, x0) (wegen Vλ ⊂ U(xλ))
≤ 4 d(x, x0) (wegen x ∈ Vλ und x0 ∈ Ω)
Somit ist fu¨r d(x, x0) <
δ
4
nun d(ωλ, x0) < δ, also ‖hˆ(ωλ)− hˆ(x0)‖ < ε. Dann ist
nach (4) auch ‖hˆ(x)− hˆ(x0)‖ < ε.
Lemma 4. Seien Ω ⊂ X kompakt und f ∈ C01 (Ω, G). Dann gibt es eine Abbildung
f˜ ∈ C01 (X,G), so dass f˜ mit f auf Ω u¨bereinstimmt.
Beweis. Wie im Beweis von Lemma 3 bereits gezeigt wurde, la¨ßt sich jede Ab-
bildung f ∈ C01(Ω, G) in der Form
f = (1 + h1) . . . (1 + hm) , m ≥ 1
fu¨r endlich viele (1 + hj) ∈ C
0
1(Ω, G) mit ‖hj‖Ω < 1, j = 1, . . . , m schreiben.
Nach dem eben bewiesenen Fortsetzungssatz von Dugundji sind auf einer kom-
pakten Menge Ω ⊂ X die Abbildungen hj : Ω→ A stetig auf X fortsetzbar, d.h.
es gibt stetige Abbildungen hˆj : X → A mit hˆj |Ω = hj. Fu¨r ‖hj‖Ω < 1 gilt auch
‖hˆj(x)‖ ≤ ‖hj‖Ω < 1 fu¨r alle x ∈ X aufgrund der Bedingung fu¨r die konvexe
Hu¨lle. Wir setzen:
f˜ := (1 + hˆ1) . . . (1 + hˆm) ∈ C
0(X,G) .
Dann ist analog wie im Beweis von Lemma 3 durch
f˜t := (1 + thˆ1) . . . (1 + thˆm) , t ∈ [0, 1]
eine stetige Schar von Abbildungen f˜t ∈ C
0(X,G) erkla¨rt mit f˜1 = f˜ und f˜0 = 1,
so dass wie behauptet f˜ ∈ C01 (X,G) gilt.
Lemma 5 (Fortsetzungssatz). Seien W ⊂ X abgeschlossen und kontrahierbar
sowie f ∈ C0(W,G1). Dann gibt es eine Abbildung f˜ ∈ C
0
1(X,G), so dass f˜ mit
f auf W u¨bereinstimmt.
Beweis.
1. Zuna¨chst zeigt man, dass aus der Kontrahierbarkeit von W und dem Zu-
sammenhang von G1 der Zusammenhang von C
0(W,G1) folgt:
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Sei f eine beliebige Abbildung aus C0(W,G1). Da W kontrahierbar ist,
existiert eine stetige Abbildung
H : W × [0, 1]→ W mit H(x, 0) = x und H(x, 1) = x0 ∈ W
fu¨r alle x ∈ W . Man definiert eine Abbildungsschar
ft(x) := f(H(x, t)) , x ∈ W , t ∈ [0, 1] ,
wobei H die eben erkla¨rte Kontraktionsabbildung ist. Die Abbildung t 7→ ft
ist stetig, und verbindet in C0(W,G1) das gegebene Element f0 = f mit dem
Element f1. Da die Abbildung f1 ≡ f(x0) konstant ist, und f(x0) ∈ G1 gilt,
folgt der Zusammenhang von C0(W,G1). Also gilt C
0(W,G1) ⊂ C
0
1(W,G),
und folglich auch f ∈ C01(W,G).
2. Man wa¨hle kompakte Mengen Ωn ⊂
◦
Ωn+1 mit X =
∞⋃
n=1
Ωn so, dass die
Mengen W ∩ Ωn fu¨r alle n ∈ N kontrahierbar sind, wobei Ω1 mit W einen
nichtleeren Schnitt hat. Fu¨r jedes n ∈ N existiert eine stetige Abbildung
Hn : W ∩ Ωn+1 × [0, 1]→W ∩ Ωn+1 mit
• Hn(x, 0) = x und Hn(x, 1) = x0 ∈ W ∩Ωn fu¨r alle x ∈ W ∩Ωn+1 sowie
• Hn(W ∩ Ωn, t) ⊂W ∩ Ωn fu¨r alle t ∈ [0, 1].
Man konstruiere induktiv eine Folge von Abbildungen fn ∈ C
0
1(X,G) mit:
(a) fn = f auf W ∩ Ωn fu¨r n ≥ 1 und
(b) fn = fn−1 auf Ωn−1 fu¨r n ≥ 2.
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Abbildung 7: zur induktiven Konstruktion der Abbildungen fn
Fu¨r den Induktionsanfang wenden wir Lemma 4 auf Ω := W ∩ Ω1 an und
erhalten f1 als stetige Fortsetzung von f |W∩Ω1 auf X .
Beim Induktionsschritt seien nun f1, . . . , fk ∈ C
0
1 (X,G), k ≥ 1 bereits
konstruiert und es gelte:
21
(a) fn = f auf W ∩ Ωn fu¨r n = 1, . . . , k und
(b) fn = fn−1 auf Ωn−1 fu¨r n = 2, . . . , k.
Die Konstruktion von fk+1 erfolgt dann in 2 Schritten. Man wende zuna¨chst
Lemma 4 auf Ω := W ∩Ωk+1 an und erha¨lt eine Abbildung f˜k+1 ∈ C
0
1(X,G)
mit f˜k+1 = f auf W ∩ Ωk+1. Im zweiten Schritt setze man
g :=
{
fkf˜
−1
k+1 auf Ωk
1 auf W ∩ Ωk+1
∈ C0(Ωk ∪ (W ∩ Ωk+1), G) .
Diese Definition ist mo¨glich, da die Abbildung g wegen (a) auf dem gemein-
samen Durchschnitt W ∩Ωk gleich 1 ist. Als na¨chstes weisen wir nach, dass
g aus C01 (Ωk ∪ (W ∩ Ωk+1), G) ist:
Dazu setzen wir
h := gf˜k+1f
−1
k ∈ C
0(Ωk ∪ (W ∩ Ωk+1), G)
und zeigen h ∈ C0(Ωk ∪ (W ∩ Ωk+1), G). Es gilt:
h =
{
1 auf Ωk
f˜k+1f
−1
k auf W ∩ Ωk+1
.
Mit der Kontraktionsabbildung Hk definieren wir die stetige Schar
ht :=
{
1 auf Ωk
h(Hk(., t)) auf W ∩ Ωk+1
∈ C0(Ωk ∪ (W ∩Ωk+1), G) , t ∈ [0, 1] .
Diese Definition ist mo¨glich, da auf der gemeinsamen Schnittmenge W ∩Ωk
die Inklusion Hk(W ∩Ωk, t) ⊂ W ∩Ωk ⊂ Ωk gilt und folglich h(Hk(x, t)) = 1
fu¨r alle x ∈ W ∩ Ωk und alle t ∈ [0, 1] laut Definition von h erfu¨llt ist.
Weiterhin gilt mit Hilfe der Eigenschaften von Hk:
h0 =
{
1 auf Ωk
h auf W ∩ Ωk+1
= h und h1 = 1 ,
woraus wie behauptet h, und damit auch g ∈ C01 (Ωk ∪ (W ∩Ωk+1), G) folgt.
Aus Lemma 4 folgt nun, dass es eine Abbildung g˜ ∈ C01(X,G) gibt mit
g˜ = g auf Ωk ∪ (W ∩ Ωk+1). Durch
fk+1 := g˜f˜k+1
ist sowohl fk+1 = f auf W ∩ Ωk+1, als auch fk+1 = fk auf Ωk erfu¨llt.
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3. Die Folge der Abbildungen (fn)n∈N konvergiert auf X punktweise gegen eine
Abbildung f˜ mit f˜(x) = fn(x) fu¨r x ∈ Ωn nach (b). Da die Abbildungen fn
auf X stetig sind und die Konvergenz auf jeder der kompakten Mengen Ωn
gleichma¨ßig ist, ist die Grenzabbildung f˜ auf allen Ωn und damit auch auf
X stetig. Folglich gilt f˜ ∈ C01(X,G) und f˜ = f auf W nach (a).
Nach den eben betrachteten Lemmata kann man jetzt den na¨chsten Satz bewei-
sen:
Satz 6 (Faktorisierungssatz). Seien U1 und U2 offene Teilmengen von X mit
einem nichtleeren kontrahierbaren Durchschnitt. Dann gibt es zu jeder stetigen
Abbildung f : U1∩U2 → G stetige Abbildungen f1 : U1 → G und f2 : U2 → G mit
f = f−11 f2 auf U1 ∩ U2.
Bemerkung 1. Man sagt auch, f la¨ßt sich faktorisieren.
Beweis. Man wa¨hle W1 ⊂ U1 und W2 ⊂ U2 so, dass sie abgeschlossen in U1 ∪U2
sind, ihr Durchschnitt wieder nichtleer und kontrahierbar ist, sowie W1 ∪W2 =
U1 ∪ U2 gilt. Dann ist W1 ∩W2 abgeschlossen in U1 ∪ U2, und es gilt W1 ∩W2 ⊂
U1 ∩ U2.
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Abbildung 8: relativ abgeschlossene Teilmengen W1 und W2 in U1 ∪ U2
Dass eine solche Wahl mo¨glich ist, zeigt folgende Betrachtung: Nach dem Lemma
von Urysohn gibt es eine stetige Funktion
χ : U1 ∪ U2 → [0, 1] mit χ(U1 \ U2) := {0} und χ(U2 \ U1) := {1} .
Nun seien
W1 := χ
−1
([
0,
3
4
])
und W2 := χ
−1
([1
4
, 1
])
.
Als Urbilder abgeschlossener Mengen bezu¨glich einer stetigen Funktion sind W1
und W2 abgeschlossen. Weiterhin gilt W1 ∪ W2 = χ
−1([0, 1]) = U1 ∪ U2 und
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W1 ∩W2 = χ
−1([1
4
, 3
4
]) 6= ∅. Ohne Beschra¨nkung der Allgemeinheit kann man an-
nehmen, dass W1∩W2 kontrahierbar ist. Andernfalls betrachte man eine Zusam-
menhangskomponente V von (U1∩U2)\(W1∩W2). Gilt χ(∂V ) = {c}, c ∈ {
1
4
, 3
4
},
so definieren wir χ durch χ(V ) = {c} stetig um.
Außerdem ko¨nnen wir ohne Beschra¨nkung der Allgemeinheit f(x0) = 1 fu¨r einen
beliebigen aber festen Punkt x0 ∈ U1 ∩U2 annehmen. Andernfalls betrachte man
statt f die Abbildung (f(x0))
−1f(x), x ∈ U1 ∩ U2.
Dann geho¨ren alle Werte f(x) fu¨r x ∈ U1 ∩ U2 zu G1, also f ∈ C
0(U1 ∩ U2, G1).
Fu¨r die Anwendung des Fortsetzungssatzes (Lemma 5) seien W := W1 ∩W2 und
X := U1∪U2. Nun folgt, dass es eine stetige Abbildung f˜ : U1∪U2 → G gibt mit
f˜ = f auf W1 ∩W2. Man setze:
f˜1 := 1 und f˜2 := f˜
auf U1 ∪ U2 und es gilt f = f˜
−1
1 f˜2 auf W1 ∩W2. Es bleibt zu zeigen, dass f auch
auf U1 ∩ U2 faktorisiert werden kann. Dazu setze man
f2 :=
{
f auf W1 ∩ U2
f˜ auf W2
und f1 :=
{
f2f
−1 auf U1 ∩ U2
1 auf U1 \W2
.
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Abbildung 9: Schnittmengendarstellung zur Definition von f2 beziehungsweise f1
Dies ist mo¨glich, da im ersten Fall f = f˜ auf der gemeinsamen Schnittmenge
W1 ∩ W2, im zweiten Fall f2 = f und folglich f1 = 1 auf der gemeinsamen
Schnittmenge U2 \W2 gilt. Die Abbildungen sind wieder stetig und es sind f1(z)
fu¨r alle z ∈ U1 und f2(z) fu¨r alle z ∈ U2 invertierbar. Schließlich gilt auf U1∩U2 :
f−11 f2 = (f2f
−1)−1f2 = ff
−1
2 f2 = f .
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Es folgt leicht:
Satz 7 (Zerfa¨llungssatz). Es sei CG die Garbe der Keime stetiger Abbildungen
mit Werten in G und U1, . . . , Un, n ∈ N seien offene Mengen in X, so dass die
Durchschnitte (U1 ∪ . . . ∪ Uk) ∩ Uk+1, k = 1, . . . , n− 1 kontrahierbar sind.
Dann gilt H1(U , CG) = 1 fu¨r die U¨berdeckung U := (Uk)1≤k≤n von U1 ∪ . . . ∪ Un.
Beweis. Es sei F = CG. Fu¨r n = 1 ist die Aussage trivial. Fu¨r n > 1 ist
(U1, . . . , Un) eine F -Kette, da (U1 ∪ . . . ∪ Uk, Uk+1) fu¨r jedes k ∈ {1, . . . , n − 1}
ein F -Paar ist. Genau das haben wir in Satz 6 gezeigt. Nach Satz 2 ist folglich
die zugeho¨rige Kohomologiemenge trivial, d.h. es gilt H1(U , CG) = 1, was zu
beweisen war.
3.2 Der holomorphe Fall
Es sei G wieder die (multiplikative) Gruppe der invertierbaren Elemente einer
Banachalgebra A und G1 diejenige Zusammenhangskomponente der Gruppe G,
welche das Einselement 1 entha¨lt. Wir wa¨hlen nun X := C und nennen nichtleere
offene Mengen der Form
R := {z ∈ C | a < Re z < b, c < Im z < d} mit a, b, c, d ∈ R
Rechtecke in C. Fu¨r ein beliebiges Rechteck R ⊂ C sei O(R,A) der Banach-
raum aller auf R stetigen und in R holomorphen Abbildungen mit Werten in der
Banachalgebra A. Als Norm verwendet man die Supremumsnorm ‖.‖R, da die
betrachteten Abbildungen auf der kompakten Menge R stetig sind. Wir weisen
darauf hin, dass die Abbildungen aus dem Raum O(R,G) auch noch invertierbare
Werte auf dem Rand von R besitzen. Weiterhin sei C∞(R,A) der Raum aller in
R beliebig oft reell differenzierbaren Abbildungen mit Werten in A.
Lemma 6. Seien R1 und R2 zwei Rechtecke in C, so dass ihre Vereinigung R1∪R2
auch wieder ein Rechteck ist. Dann la¨ßt sich jede Abbildung f ∈ O(R1 ∩ R2, A)
darstellen als f = f1 − f2, wobei f1 ∈ O(R1, A) und f2 ∈ O(R2, A) sind.
Bemerkung 2. Fu¨r zwei Rechtecke, deren Vereinigung wieder ein Rechteck ist,
ist auch deren Durchschnitt ein Rechteck.
Beweis von Lemma 6. Es sei
χ : R1 ∪R2 → [0, 1] mit χ(R1 \R2) = {0} und χ(R2 \R1) = {1}
eine C∞-Funktion (fu¨r die Zerlegung der Eins siehe [16], Seite 47). Man setze die
Abbildungen
g1 :=
{
χf auf R1 ∩ R2
0 auf R1 \R2
,
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g2 :=
{
(χ− 1)f auf R1 ∩ R2
0 auf R2 \R1
,
womit gj ∈ C
∞(Rj , A) gilt und gj aufRj, j = 1, 2 stetig ist. Man erha¨lt f = g1−g2
auf R1 ∩R2. Auf R1 ∩R2 ist das komplexe Vektorfeld
∂
∂z
:=
1
2
( ∂
∂x
+ i
∂
∂y
)
mit x := Re z und y := Im z definiert. Die Abbildung f ist genau dann holomorph
auf R1 ∩R2, wenn dort
∂f
∂z
≡ 0
gilt, denn die Beziehung ∂f
∂z
≡ 0 besagt, dass die Abbildung f bezu¨glich der kom-
plexen Variablen z die aus der Funktionentheorie bekannten Cauchy-Riemannschen
Differentialgleichungen erfu¨llt. Aus f = g1 − g2 folgt nun
∂g1
∂z
=
∂g2
∂z
auf R1 ∩R2, und wir ko¨nnen
ϕ :=
{
∂g1
∂z
auf R1
∂g2
∂z
auf R2
∈ C∞(R1 ∪R2, A)
definieren. Das Pompeiu-Integral (siehe [7], Seite 25 oder [1], Seite 32) liefert eine
Lo¨sung
h(z) := −
1
π
∫
R1∪R2
ϕ(ζ)
ζ − z
dλ(ζ) , z ∈ R1 ∪R2
von ∂h
∂z
= ϕ, wobei dλ das Lebesque-Maß auf C ist. Offensichtlich ist die Abbil-
dung h ∈ C∞(R1 ∪R2, A) und stetig auf R1 ∪R2, da der Integrand eine Singula-
rita¨t ho¨chstens vom 1. Grad aufweist. Die auf Rj stetigen Abbildungen
fj := gj − h , j = 1, 2
erfu¨llen
∂fj
∂z
≡ 0 auf Rj und liefern das Gewu¨nschte.
Wir weisen nun nach, dass sich gewisse Abbildungen nahe der Einsabbildung
faktorisieren lassen (siehe Lemma 7). Im Beweis benutzen wir den Satz von Graves
(siehe [10], Seite 193), der hier in leicht vereinfachter Form bewiesen wird.
Satz 8 (Graves). Es sei V eine offene Menge in dem Banachraum E1. Sei
Θ : V → E2 eine stetig differenzierbare Abbildung in den Banachraum E2 und
b0 ∈ V . Wenn (DΘ)(b0) surjektiv ist, dann entha¨lt Θ(V ) eine offene Umgebung
von Θ(b0).
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Beweis. Wir ko¨nnen annehmen, dass b0 = 0 und Θ(b0) = 0 gilt, da man an-
sonsten eine Translation in den Banachra¨umen E1 und E2 durchfu¨hren kann. Es
genu¨gt zu zeigen, dass fu¨r eine offene Kugel Kr(0) ⊂ E1 um den Mittelpunkt 0,
die Menge Θ(Kr(0)) ⊂ E2 eine offene Umgebung der 0 entha¨lt. Sei die lineare
Abbildung
Λ := (DΘ)(0)
die Ableitung von Θ an der Stelle b0 = 0. Da Λ nach Voraussetzung surjektiv ist,
ko¨nnen wir das Open Mapping Theorem (siehe zum Beispiel [10], Seite 183) an-
wenden und erhalten Λ(K1(0)) als eine offene Umgebung in E2. Sie entha¨lt wegen
der Homogenita¨t von Λ die 0, und weiterhin eine abgeschlossene Kugel K
′
δ(0) mit
δ > 0. Folglich gilt Λ(K1(0)) ⊃ Λ(K1(0)) ⊃ K
′
δ(0) = δK
′
1(0). Durch geeignete
Wahl der Norm auf E2 ko¨nnen wir Λ(K1(0)) ⊃ K
′
1(0) annehmen. Aufgrund der
Homogenita¨t von Λ gilt auch Λ(K̺(0)) ⊃ K
′
̺(0) fu¨r jedes ̺ > 0. Fu¨r ein beliebig
gegebenes y ∈ E2 mit ‖y‖︸︷︷︸
=:̺0
≤ 1 existiert nun ein x ∈ K̺0(0) ⊂ E1, so dass gilt:
Λx = y und ‖x‖ ≤ ̺0 = ‖y‖ . (5)
Es sei 0 < ε < 1 beliebig gewa¨hlt. Man nehme Kr(0) mit einem genu¨gend kleinen
Radius r, so dass uns der Mittelwertsatz (siehe zum Beispiel [10], Seite 103) fu¨r
x und x′ aus 1
1−ε
Kr(0) :
‖Θ(x)−Θ(x′)− Λ(x− x′)‖ ≤ ε‖x− x′‖ (6)
liefert. Es genu¨gt zu zeigen, dass
Θ
( 1
1− ε
Kr(0)
)
⊃ Λ(Kr(0))
gilt, was wir im Folgenden tun werden. Sei dazu x1 ∈ Kr(0) ⊂
1
1−ε
Kr(0) beliebig
gewa¨hlt und y1 := Λx1 ∈ Λ(Kr(0)). Wir suchen also ein x0 ∈
1
1−ε
Kr(0), welches
Θ(x0) = y1 erfu¨llt.
1. Schritt: Wir setzen y2 := y1 −Θ(x1). Wegen (6) gilt:
‖y1 −Θ(x1)‖ = ‖Λx1 −Θ(x1)‖ ≤ ε‖x1‖ .
Es existiert ein x2 mit Λx2 = y2 und ‖x2‖ ≤ ‖y2‖ ≤ ε‖x1‖ aufgrund von (5).
Dann ist
x1 + x2 ∈ (1 + ε)Kr(0) ,
und wegen (6) gilt:
‖y1 −Θ(x1 + x2)‖ = ‖Θ(x1)−Θ(x1 + x2) + Λx2‖ ≤ ε‖x2‖ ≤ ε
2‖x1‖ .
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n-ter Schritt: Jetzt seien yn und xn gegeben mit Λxn = yn, ‖xn‖ ≤ ε
n−1‖x1‖
und
‖y1 −Θ(x1 + . . .+ xn)‖ ≤ ε
n‖x1‖ .
Es sei yn+1 := y1−Θ(x1+ . . .+xn). Wir ko¨nnen nach (5) ein xn+1 finden, so dass
Λxn+1 = yn+1 und ‖xn+1‖ ≤ ‖yn+1‖ ≤ ε
n‖x1‖ erfu¨llt wird. Dann ist
x1 + x2 + . . .+ xn+1 ∈ (1 + ε+ . . .+ ε
n)Kr(0) ,
und mit Hilfe von (6) folgt wieder
‖y1 − Θ(x1 + . . .+ xn+1)‖
= ‖y1 −Θ(x1 + . . .+ xn) + Θ(x1 + . . .+ xn)−Θ(x1 + . . .+ xn+1)‖
= ‖Λxn+1 +Θ(x1 + . . .+ xn)−Θ(x1 + . . .+ xn+1)‖
≤ ε‖xn+1‖ ≤ ε
n+1‖x1‖ .
Wir setzen x0 :=
∞∑
k=1
xk, wobei diese Reihe wegen ‖xk‖ ≤ ε
k−1‖x1‖ fu¨r alle k > 1
der Norm nach konvergiert. Man erha¨lt Θ(x0) = y1 wegen ‖y1 −Θ(
n∑
k=1
xk)‖ → 0
bei n→∞. Weiterhin gilt x0 ∈
1
1−ε
Kr(0) wegen ‖x0‖ ≤ ‖x1‖
∞∑
k=1
εk−1 = 1
1−ε
‖x1‖,
und unser Satz ist bewiesen.
Lemma 7. Es gibt ein ε0 > 0, so dass fu¨r alle Abbildungen f ∈ O(R1 ∩ R2, G)
mit ‖f − 1‖R1∩R2 < ε0 Abbildungen f1 ∈ O(R1, G) und f2 ∈ O(R2, G) existieren
mit f = f−11 f2 auf R1 ∩R2.
Beweis. Man setze B := O(R1, A)⊕O(R2, A), F := O(R1∩R2, A) und definiere
eine Abbildung
Φ : B → F durch Φ(g1, g2) := (1 + g1)(1 + g2) = 1 + g1 + g2 + g1g2 ,
wobei (g1, g2) ∈ B ist. Wir erhalten sofort Φ(0, 0) = 1 ∈ ImΦ.
Seien b = (b1, b2) ∈ B und h = (h1, h2) ∈ B. Gesucht ist eine lineare Abbildung
DbΦ ∈ L(B,F ) mit ‖Φ(b+ h)− Φ(b)− (DbΦ)h‖ = o(‖h‖) :
Es ergibt sich Φ(b+ h)− Φ(b) = (b2 + 1)h1 + (b1 + 1)h2 + h1h2. Die durch
(DbΦ)h := (b2 + 1)h1 + (b1 + 1)h2
definierte lineare Abbildung erfu¨llt die Ungleichung: ‖Φ(b+h)−Φ(b)−(DbΦ)h‖ =
‖h1h2‖ ≤ ‖h1‖ · ‖h2‖ ≤ ‖h‖
2 = o(‖h‖), so dass Φ auf B stetig differenzierbar ist,
und DbΦ die Ableitung von Φ im Punkt b ist. Speziell erhalten wir fu¨r b = (0, 0)
jetzt
Ψ(g1, g2) := (D(0,0)Φ)(g1, g2) = g1 + g2 .
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Die so erkla¨rte Abbildung Ψ : O(R1, A) ⊕ O(R2, A) → O(R1 ∩ R2, A) ist nach
Lemma 6 surjektiv. Nun haben wir alle erforderlichen Voraussetzungen, um den
Satz von Graves anzuwenden:
Wir verwenden E1 := B, E2 := F, V := {(g1, g2) ∈ B | ‖gj‖Rj < 1, j = 1, 2},
Θ := Φ, b0 := (0, 0) und (DΘ)(b0) := Ψ. Das liefert uns ein ε0 > 0, so dass alle
f ∈ F mit ‖f − 1‖R1∩R2 < ε0 ein Urbild (g1, g2) ∈ V bezu¨glich Φ besitzen, wobei
f = Φ(g1, g2) = (1 + g1)(1 + g2) gilt. Die Abbildungen
f−11 := 1 + g1 und f2 := 1 + g2
erfu¨llen das Geforderte3, und damit ist das Lemma bewiesen.
Die Notwendigkeit dieser zuna¨chst sehr speziell erscheinenden Aussage von Lem-
ma 7 wird im Beweis von Satz 9 deutlich. Vorausgeschickt werden drei Hilfssa¨tze
und folgende Redeweise:
Sei Y eine beliebige nichtleere Menge in C. Eine Abbildung f heißt holomorph
in Y , wenn f in einer offenen Menge U mit U ⊃ Y definiert und holomorph
ist (Definition vergleiche [4], Seite 48). Falls Y selbst offen ist, so kann natu¨rlich
U = Y gewa¨hlt werden.
Wir weisen darauf hin, dass fu¨r jedes Rechteck R ⊂ C und jede holomorphe Ab-
bildung f : R → G auch f ∈ O(R,G) gilt, die Umkehrung aber im Allgemeinen
nicht. Mit O(R,G) bezeichnen wir die topologische multiplikative Gruppe aller
auf R holomorphen Abbildungen mit Werten in G ausgestattet mit der von der
Supremumsnorm ‖.‖R erzeugten Topologie.
Lemma 8. Sei R ein beliebiges Rechteck in C. Dann la¨ßt sich jede Abbildung
f ∈ O(R,G1) in der Form f = (1 − h1) . . . (1 − hm), m ≥ 1 schreiben mit
(1− hj) ∈ O(R,G1) und ‖hj‖R < 1, j = 1, . . . , m.
Beweis. Wir weisen nach, dass die Gruppe O(R,G1) zusammenha¨ngend ist: Sei
dazu g eine beliebige Abbildungen aus O(R,G1) und z0 der Mittelpunkt von R.
Es ist dann leicht zu sehen, dass die Abbildung H : [0, 1] → O(R,G1), welche
durch die Formel
(H(t))(z) := g(t(z − z0) + z0) , z ∈ R
bestimmt ist und einen stetigen Weg in O(R,G1) darstellt, welcher das Element
H(1) = g mit dem Element H(0) ≡ g(z0) ∈ G1, also H(0) ∈ O(R,G1), verbin-
det. Da g beliebig gewa¨hlt war und G1 zusammenha¨ngend ist, folgt daraus der
Zusammenhang der topologischen Gruppe O(R,G1).
Wie schon im stetigen Fall, kann nun eine zusammenha¨ngende topologische Grup-
pe durch eine offene Umgebung des Einselementes erzeugt werden. Speziell be-
trachten wir die Umgebung Z := {(1−h) ∈ O(R,G1) | ‖h‖R < 1}. Jedes Element
3Dabei sind in einer Banachalgebra die fj(z) ∀z ∈ Rj , j = 1, 2 durch die Wahl von V
invertierbar (siehe [10], Seite 67).
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f ∈ O(R,G1) la¨ßt sich dann in der Form
f = (1− h1) . . . (1− hm) , m ≥ 1
fu¨r endlich viele (1−hj) ∈ Z, j = 1, . . . , m schreiben, wobei der Nachweis analog
zum ersten Punkt aus dem Beweis von Lemma 3 ist.4
Lemma 9. Es sei R ⊂ C der Abschluß eines Rechtecks. Dann kann man jede
holomorphe Abbildung f : R → A mit einem beliebigen Genauigkeitsgrad gleich-
ma¨ßig bezu¨glich der Supremumsnorm ‖.‖R auf R durch Polynome der Art
p(z) =
N∑
j=0
zjpj , pj ∈ A
approximieren.
Bemerkung 3. Der Beweis ist angelehnt an den Beweis des verallgemeinerten
Theorems von Runge (siehe [7], Seite 36). Natu¨rlich ist es fu¨r den Beweis nicht
wichtig, abgeschlossene Rechtecke zu betrachten. Genausogut ko¨nnen zum Bei-
spiel einfach zusammenha¨ngende kompakte Mengen betrachtet werden.
Beweis. Wir wa¨hlen eine hinreichend kleine offene Umgebung U von R, deren
Rand aus einer rektifizierbaren Jordan-Kurve besteht, so dass die Abbildung f
noch holomorph auf U fortgesetzt werden kann. Die Cauchysche Integralformel
liefert uns
f(z) =
1
2πi
∫
∂U
f(ζ)
ζ − z
dζ , z ∈ R .
Dieses Integral la¨ßt sich aufR gleichma¨ßig durch Riemann-Summen mit beliebiger
Genauigkeit approximieren:
f(z) ≈
1
2πi
M∑
j=1
f(ζj)
ζj − z
∆j , ∆j := ζj − ζj−1
fu¨r ein genu¨gend großes M ∈ N. Es bleibt zu zeigen, dass fu¨r ζ /∈ R die kom-
plexwertige Funktion (ζ − z)−1 auf R gleichma¨ßig durch Polynome approximiert
werden kann. Sei dazu Γ eine Kurve in C\R, parametrisiert durch ζ : [0,∞)→ C,
so dass |ζ(t)|
t→∞
−→ ∞ gilt. Die Menge
T := {t ∈ [0,∞) | (ζ(t)−z)−1 ist beliebig genau durch Polynome approximierbar}
ist offenbar abgeschlossen, da eine gleichma¨ßig konvergente Folge durch Polynome
approximierbarer Abbildungen selbst durch Polynome approximierbar ist.
4Das in den Faktoren gewa¨hlte Plus- oder Minuszeichen ist dabei belanglos und kann je nach
Kontext beliebig gewa¨hlt werden.
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T ist nichtleer, da fu¨r |ζ(t1)| > sup{|z| | z ∈ R} die Funktion (ζ(t1) − z)
−1 in
einer offenen Kreisscheibe, welche R beinhaltet, holomorph ist und durch eine
Potenzreihe repra¨sentiert werden kann.
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Abbildung 10: Approximation der Funktion 1
ζ−z
Schließlich ist T auch offen: Wir wa¨hlen t0 ∈ T und zeigen, dass es eine Umgebung
von t0 gibt, die noch ganz in T enthalten ist. Wir setzen
ε := inf{|ζ(t0)− z| | z ∈ R} > 0 , (7)
und aufgrund der Stetigkeit von ζ als Funktion vom Parameter t existiert ein
δ > 0 derart, dass aus |t0− t| < δ die Beziehung |ζ(t0)− ζ(t)| < ε folgt. Es bleibt
zu zeigen, dass t ∈ T fu¨r alle t mit |t0 − t| < δ gilt. Wir ko¨nnen (ζ(t)− z)
−1 als
eine Potenzreihe in (ζ(t0)−z)
−1 schreiben, welche gleichma¨ßig auf R konvergiert:
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1ζ(t)− z
=
1
ζ(t0)− z + ζ(t)− ζ(t0)
=
1
(ζ(t0)− z)
(
1−
ζ(t0)− ζ(t)
ζ(t0)− z︸ ︷︷ ︸
betragsma¨ßig <1 wegen (7)
)
=
1
ζ(t0)− z
∞∑
k=0
(ζ(t0)− ζ(t)
ζ(t0)− z
)k
mit Hilfe der geometrischen Reihe
=
∞∑
k=0
(
ζ(t0)− ζ(t)
)k(
ζ(t0)− z
)k+1
≈
L∑
k=0
(
ζ(t0)− ζ(t)
)k(
ζ(t0)− z
)k+1 fu¨r ein genu¨gend großes L ∈ N .
Da t0 ∈ T , ist auch t ∈ T , und da T bezu¨glich der zusammenha¨ngenden Menge
[0,∞) offen, abgeschlossen und nichtleer ist, gilt T = [0,∞), und das Lemma ist
bewiesen.
Lemma 10 (Approximationssatz). Es sei f : R → G eine holomorphe Ab-
bildung, wobei R ⊂ C der Abschluß eines Rechtecks ist. Dann existiert fu¨r jedes
ε > 0 eine holomorphe Abbildung f˜ : C→ G, so dass gilt:
‖f − f˜‖R < ε , beziehungsweise ‖1− f f˜
−1‖R < ε .
Beweis. Ohne Beschra¨nkung der Allgemeinheit kann man wie im Beweis von
Satz 6 annehmen, dass alle Bilder f(z) zu der Zusammenhangskomponente G1
geho¨ren. Andernfalls kann man die Abbildung (f(z0))
−1f(z), z ∈ R betrachten,
wobei z0 ∈ R beliebig aber fest gewa¨hlt sei. Aus Lemma 8 folgt
f = (1− h1) . . . (1− hm) = exp(ln(1− h1)) . . . exp(ln(1− hm)) , m ≥ 1 ,
wobei (1 − hj) ∈ O(R,G1) und ‖hj‖R < 1, j = 1, . . . , m ist. Fu¨r alle j ∈
{1, . . . , m} gilt:
ln(1− hj) =
∞∑
k=1
1
k
hkj .
Aufgrund von Lemma 9 existieren Polynome pj : C→ A, j = 1, . . . , m, welche die
entsprechenden Abbildungen ln(1−hj) aufR so genau gleichma¨ßig approximieren,
dass die Abbildung
g˜ := exp p1 . . . exp pm
das Gewu¨nschte liefert. Damit ist das Lemma bewiesen.
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Nun haben wir alle Voraussetzungen, um folgenden Satz zu beweisen.
Satz 9. Seien R1 und R2 Rechtecke in C, so dass ihre Vereinigung wieder ein
Rechteck ist. Dann gibt es zu jeder Abbildung f ∈ O(R1 ∩R2, G) Abbildungen
f1 ∈ O(R1, G) und f2 ∈ O(R2, G) mit f = f
−1
1 f2 auf R1 ∩R2.
Beweis. Sei f ∈ O(R1 ∩ R2, G) beliebig gewa¨hlt. Dann liefert uns der Approxi-
mationssatz mit ε = ε0 (aus Lemma 7) eine holomorphe Abbildung f˜ : C → G,
fu¨r die
f f˜−1 = 1 + g
auf R1 ∩ R2 gilt, wobei (1 + g) ∈ O(R1 ∩ R2, G) und ‖g‖R1∩R2 < ε0 ist. Die
Abbildung (1 + g) erfu¨llt die Voraussetzungen von Lemma 7 und la¨ßt sich in der
Form
1 + g = (1 + g1)(1 + g2)
mit (1+ g1) ∈ O(R1, G) und (1+ g2) ∈ O(R2, G) schreiben (siehe die Setzung im
Beweis von Lemma 7). Durch Umstellen erhalten wir
f = (1 + g1)︸ ︷︷ ︸
=:f−1
1
(1 + g2)f˜︸ ︷︷ ︸
=:f2
und der Satz ist bewiesen.
Die Aussage des Satzes beha¨lt ihre Gu¨ltigkeit, wenn man Holomorphie nur im
Inneren verlangt (siehe Satz 10).
Fu¨r eine beliebige nichtleere Menge Y ⊂ C sei O(Y,A) die Menge aller auf Y
holomorphen Abbildungen mit Werten in A, die offenbar einen Vektorraum u¨ber
C bildet. Zur Definition einer Topologie betrachten wir O(Y,A) als Teilraum des
Fre´chetraumes C0(Y,A).
Satz 10 (Faktorisierungssatz). Seien R1 und R2 Rechtecke in C, so dass ihre
Vereinigung wieder ein Rechteck ist. Dann gibt es zu jeder holomorphen Abbildung
f : R1 ∩ R2 → G holomorphe Abbildungen f1 : R1 → G und f2 : R2 → G mit
f = f−11 f2 auf R1 ∩ R2.
Beweis. Es seien (Rjn)n∈N, j = 1, 2 Ausscho¨pfungen von Rj durch Rechtecke,
fu¨r die Rn := R1n ∩R2n und R1n ∪R2n wieder Rechtecke sind, wobei R
n ⊂ Rn+1
und
⋃
n∈N
Rn = R1 ∩ R2 gilt, und R
1 nichtleer ist (siehe Abbildung 11).
Gegeben sei die in R1 ∩ R2 holomorphe Abbildung f . Nach Satz 9 gibt es fu¨r
jedes n ∈ N auf Rjn stetige und in Rjn holomorphe Abbildungen fjn, j = 1, 2 mit
f = f−11n f2n auf R
n. Es sei
vn := fjnf
−1
j,n+1
auf Rjn, wobei auf R
n gilt f−11n f2n = f
−1
1,n+1f2,n+1, also f1nf
−1
1,n+1 = f2nf
−1
2,n+1,
und damit ist vn wohldefiniert, holomorph in R1n∪R2n und stetig auf R1n ∪R2n.
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Abbildung 11: Ausscho¨pfungen der Rechtecke R1 und R2
Durch wiederholte Anwendung des Approximationssatzes erha¨lt man holomorphe
Abbildungen gn : C→ G mit
‖1− (gnvn)g
−1
n+1‖R1n∪R2n <
1
2n+1
, n ∈ N ,
wobei g1 := 1 gesetzt wird. Dann ist
hn :=
∞∏
k=n
(gkvkg
−1
k+1)
auf R1n ∪ R2n gleichma¨ßig konvergent, so dass hn in R1n ∪ R2n holomorph ist,
und stetig auf R1n ∪ R2n. Es gilt:
‖1− hn‖R1n∪R2n <
1
2n
e
1
2n < 1 ,
also hn ∈ O(R1n∪R2n, G). Wegen hn = (gnvng
−1
n+1)hn+1 auf R1n∪R2n gilt g
−1
n hn =
vng
−1
n+1hn+1 und es folgt f
−1
jn g
−1
n hn = f
−1
j,n+1g
−1
n+1hn+1 auf Rjn fu¨r j = 1, 2. Setzen
wir
fj := f
−1
jn g
−1
n hn , j = 1, 2
auf Rjn, so ist fj : Rj → G wohldefiniert und holomorph. Dann gilt:
f−11 f2 = f
−1
1n g
−1
n hnh
−1
n gnf2n = f
−1
1n f2n = f
auf Rn fu¨r alle n ∈ N, und folglich auch auf R1 ∩R2.
Wie im stetigen Fall erha¨lt man den folgenden Satz.
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Satz 11. Es sei OG die Garbe der Keime holomorpher Abbildungen mit Werten
in G, und R1, . . . , Rn, n ∈ N seien Rechtecke in C, so dass die Durchschnitte
(R1 ∪ . . . ∪ Rk) ∩ Rk+1 und die Vereinigungen R1 ∪ . . . ∪ Rk+1, k = 1, . . . , n− 1
wieder Rechtecke sind.
Dann gilt H1(R,OG) = 1 fu¨r die U¨berdeckung R := (Rk)1≤k≤n von R1∪ . . .∪Rn.
Beweis. Der Nachweis erfolgt analog zum Beweis von Satz 7 im stetigen Fall:
Es sei F = OG. Fu¨r n = 1 ist die Aussage trivial. Fu¨r n > 1 sind wegen Satz 10
(R1∪. . .∪Rk, Rk+1) fu¨r alle k ∈ {1, . . . , n−1} F -Paare und damit ist (R1, . . . , Rn)
eine F -Kette, woraus mit Satz 2 folgt, dass H1(R,OG) trivial ist.
Satz 12. Sei R ein Rechteck in C und R = (Rji )1≤i≤nj ,1≤j≤m mit nj, m ∈ N eine
U¨berdeckung von R, wobei die Rji Rechtecke in C sind, fu¨r die gilt:
1. fu¨r alle j ∈ {1, . . . , m} sind die Durchschnitte (Rj1 ∪ . . . ∪ R
j
k) ∩ R
j
k+1 und
die Vereinigungen Rj1 ∪ . . . ∪R
j
k+1, k = 1, . . . , nj − 1 Rechtecke in C und
2. mit Rj :=
⋃
1≤i≤nj
Rji fu¨r alle j ∈ {1, . . . , m} sind (R
1 ∪ . . .∪Rk)∩Rk+1 und
R1 ∪ . . . ∪Rk+1, k = 1, . . . , m− 1 wieder Rechtecke in C.
Dann ist H1(R,OG) = 1.
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Abbildung 12: U¨berdeckung von R
Beweis. Hier ist wieder F = OG. Wie im Beweis von Satz 11 erhalten wir sofort
fu¨r alle j ∈ {1, . . . , m} F -Ketten Rj := (Rj1, . . . , R
j
nj
) und eine weitere F -Kette
(R1, . . . , Rm). Laut Definition handelt es sich bei R = R1 ∪ . . . ∪ Rm um ein
F -Feld und Satz 3 liefert uns wie gewu¨nscht H1(R,OG) = 1.
Es geht nun darum, diesen Satz zu verallgemeinern, d.h. wir wollen beliebige
offene U¨berdeckungen betrachten, und dabei nicht nur Rechtecke u¨berdecken.
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Satz 13 (Zerfa¨llungssatz). Sei Y ein einfach zusammenha¨ngendes Gebiet in
C, das mehr als einen Randpunkt hat. Dann ist H1(Y,OG) = 1.
Beweis. Mit Hilfe des Riemannschen Abbildungssatzes bildet man Y eineindeu-
tig und konform auf ein Rechteck R in C ab, indem man beide Gebiete zuna¨chst
auf das Innere des Einheitskreises abbildet. Sei ϕ : Y → R eine solche Ab-
bildung. Dabei vermittelt die bijektive holomorphe Abbildungsfunktion ϕ eine
bijektive Abbildung der holomorphen Garbe OG auf sich, d.h. wir betrachten die
Keime der Abbildungen nicht bezu¨glich der Punkte a ∈ Y , sondern bezu¨glich
ihrer Bildpunkte ϕ(a) ∈ R, und es genu¨gt zu zeigen H1(R,OG) = 1.
Sei U = (Uk)k∈K eine beliebige U¨berdeckung mit offenen Mengen von Y . Wir
betrachten fu¨r n = 1, 2, . . . die Abschlu¨sse der Rechtecke
Rn :=
{
z ∈ R | dist(z, ∂R) >
1
C · n
}
,
wobei die Konstante C genu¨gend groß gewa¨hlt sei, damit R1 nichtleer ist. Dann
gilt
∞⋃
n=1
Rn =
∞⋃
n=1
Rn = R. Da Rn kompakt ist, gibt es endlich viele Mengen
Ukl, 1 ≤ l ≤ mn der U¨berdeckung U = (Uk)k∈K , fu¨r die Rn ⊂
mn⋃
l=1
Ukl gilt. Dann
ist Un := (Ukl ∩ Rn)1≤l≤mn eine endliche U¨berdeckung von Rn, so dass eine Ver-
feinerung Rn = (R
j
i )1≤i≤nj ,1≤j≤m existiert, welche den Bedingungen von Satz 12
genu¨gt. Damit gilt H1(Rn,O
G) = 1, und weiterhin H1(U|Rn ,O
G) = 1 wegen
Korollar 1, also
H1(Rn,O
G) = 1 ∀n ∈ N
da U beliebig gewa¨hlt war. Wir betrachten an dieser Stelle die U¨berdeckung
R := (Rn)n∈N
von R. Dann gilt fu¨r alle Ψ ∈ H1(R,OG) nun Ψ|Rn = 1 ∀n ∈ N, und wir ko¨nnen
Satz 1 anwenden. Dieser liefert uns ein Φ ∈ H1(R,OG) mit [Φ] = Ψ. Es sei
f ∈ Z1(R,OG) ein beliebiger 1-Kozyklus mit [f ] = Φ, und wir zeigen, dass ein
w ∈ C0(R,OG) mit fn,n+1 = w
−1
n wn+1 auf Rn fu¨r alle n ∈ N existiert:
Durch wiederholte Anwendung des Approximationssatzes erhalten wir holomor-
phe Abbildungen gn : C→ G mit
‖1− (gnfn,n+1)g
−1
n+1‖Rn−1 <
1
2n+1
, n ∈ N ,
wobei g1 := 1 gesetzt wird. Dann ist
hn :=
∞∏
k=n
(gkfk,k+1g
−1
k+1)
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auf Rn−1 gleichma¨ßig konvergent, so dass hn auf Rn−1 holomorph ist. Weiterhin
gilt:
‖1− hn‖Rn−1 <
1
2n
e
1
2n < 1 ,
so dass hn(z) fu¨r alle z ∈ Rn−1invertierbar ist, also hn|Rn−1 ∈ O
G(Rn−1) gilt.
Wegen
hn = (gnfn,n+1g
−1
n+1)hn+1
auf Rn folgt hn ∈ O
G(Rn), denn der erste Faktor ist Produkt dreier dort definier-
ter holomorpher Abbildungen mit invertierbaren Werten und der zweite Faktor
hn+1 ist nach dem eben Gezeigten ebenfalls holomorph mit invertierbaren Werten
auf Rn. Dann gilt fn,n+1 = (h
−1
n gn)
−1h−1n+1gn+1 auf Rn. Setzen wir
wn := h
−1
n gn und wn+1 := h
−1
n+1gn+1
auf Rn beziehungsweise auf Rn+1, so sind wn : Rn → G und wn+1 : Rn+1 → G
holomorph und es gilt auf Rn ∩ Rn+1 = Rn:
fn,n+1 = w
−1
n wn+1 .
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Thesen
• Seien G eine Garbe u¨ber einem topologischen Raum X , U eine offene U¨ber-
deckung von X und Ψ ein Element aus der Kohomologiemenge H1(X,G),
dessen Einschra¨nkungen auf die Mengen von U jeweils die neutralen Ele-
mente sind. Dann existiert ein Φ aus der Kohomologiemenge H1(U ,G),
dessen A¨quivalenzklasse mit Ψ u¨bereinstimmt (Satz 1).
• Seien F eine Garbe u¨berX und U eine F -Kette beziehungsweise ein F -Feld.
Dann ist die Kohomologiemenge H1(U ,F) trivial (Sa¨tze 2 und 3).
• Seien X ein metrischer Raum, der sich als Vereinigung abza¨hlbar vieler
kompakter Teilmengen darstellen la¨ßt, G die Menge der invertierbaren Ele-
mente einer Banachalgebra und G1 ⊂ G diejenige Zusammenhangskompo-
nente, welche das Einselement entha¨lt. Dann gelten:
stetiger Fall holomorpher Fall
Fortsetzungs-
bzw. Approxi-
mationssatz
Seien W ⊂ X abgeschlos-
sen und kontrahierbar sowie
f : W → G1 eine stetige Ab-
bildung. Dann existiert eine
stetige Abbildung f˜ : X →
G aus der Zusammenhangs-
komponente der Einsabbil-
dung, die auf W mit f u¨ber-
einstimmt (Lemma 5).
Seien R ⊂ C der Abschluß
eines Rechtecks und f :
R→ G eine holomorphe Ab-
bildung. Dann gibt es eine
holomorphe Abbildung f˜ :
C → G, welche die Abbil-
dung f auf R beliebig genau
approximiert (Lemma 10).
Faktorisierungs-
sa¨tze
Seien U1, U2 offene Teil-
mengen von X mit einem
nichtleeren kontrahierbaren
Durchschnitt. Dann la¨ßt sich
jede stetige Abbildung f :
U1 ∩ U2 → G faktorisieren
(Satz 6).
Seien R1, R2 Rechtecke in C,
deren Vereinigung wieder ein
Rechteck ist. Dann la¨ßt sich
jede holomorphe Abbildung
f : R1 ∩ R2 → G faktorisie-
ren (Satz 10).
Zerfa¨llungs-
sa¨tze
Seien CG die Garbe der
Keime stetiger Abbildungen
u¨berX mit Werten in G und
U1, . . . , Un, n ∈ N offene
Mengen in X , wobei die
Durchschnitte von Uk+1 und
U1∪. . .∪Uk, k = 1, . . . , n−1
kontrahierbar sind. Dann
ist die Kohomologiemenge
H1((Uk)1≤k≤n, C
G) trivial
(Satz 7).
Seien OG die Garbe der
Keime holomorpher Abbil-
dungen u¨ber C mit Wer-
ten in G und Y ⊂ C ein
einfach zusammenha¨ngendes
Gebiet, welches mehr als
einen Randpunkt hat. Dann
ist die Kohomologiemenge
H1(Y,OG) trivial (Satz 13).
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