We examine the behavior of positive bounded, localized solutions of semilinear parabolic equations u t = ∆u + f (u) on R N . Here f ∈ C 1 , f (0) = 0, and a localized solution refers to a solution u(x, t) which decays to 0 as x → ∞ uniformly with respect to t > 0. In all previously known examples, bounded, localized solutions are convergent or at least quasiconvergent in the sense that all their limit profiles as t → ∞ are steady states. If N = 1, then all positive bounded, localized solutions are quasiconvergent. We show that such a general conclusion is not valid if N ≥ 3, even if the solutions in question are radially symmetric. Specifically, we give examples of positive bounded, localized solutions whose ω-limit set is infinite and contains only one equilibrium.
Introduction
We consider the Cauchy problem u t = ∆u + f (u),
x ∈ R N , t > 0, (1.1)
where f is a C 1 function on R with f (0) = 0 and u 0 ∈ C(R N ) is nonnegative and bounded.
It is well known that (1.1), (1.2) has a unique (classical) solution u on a maximal time interval [0, T (u 0 )). In the case T (u 0 ) < ∞, the solution blows up at t = T (u 0 ): u(·, t) L ∞ (R N ) → ∞ as t → T (u 0 ) (note that in this paper, by blowup we always mean blowup in finite time). Thus if u is bounded on R N × [0, T (u 0 )), then necessarily T (u 0 ) = ∞, that is, the solution is global. We are concerned with the large-time behavior of bounded solutions. We shall mainly focus on localized solutions, by which we mean solutions that decay to 0 as |x| → ∞ uniformly with respect to t. First, however, we summarize some known results on general bounded solutions which motivated this study.
The bounded-domain counterpart of (1.1) is quite well understood. Consider the same equation on a smooth bounded domain Ω ⊂ R N , say under the Dirichlet boundary condition:
x ∈ Ω, t > 0, u(x, t) = 0, x ∈ ∂Ω, t > 0.
The usual energy functional
is defined along any solution and it serves as a Lyapunov functional, which is to say that V (u(·, t)) is strictly decreasing along any nonstationary solution.
As a consequence, each bounded solution is quasiconvergent: it approaches a set of equilibria (steady states). In other words, the ω-limit set, ω(u), of any bounded solution u consists entirely of equilibria. Here ω(u) := {ϕ : u(·, t n ) → ϕ for some sequence t n → ∞} (1.4) with the convergence in L ∞ (Ω). By standard parabolic regularity estimates, the trajectory {u(·, t) : t ≥ 1} of any bounded solution u is relatively compact in L ∞ (Ω). Therefore ω(u) = ∅ and dist L ∞ (Ω) (u(·, t), ω(u)) → 0 as t → ∞.
This gives a precise meaning to the statement that each bounded solution approaches a set of equilibria. If N = 1 or if f is analytic, then each bounded solution even converges to a single equilibrium; see [21, 41] , [38] , respectively. For a general f = f (u) and dimension N ≥ 2 it is not clear if all bounded solutions are convergent; counterexamples are only known if f is allowed to depend on x: f = f (x, u); see [27, 28] . Consider now equation (1.1) . By parabolic regularity estimates, bounded solutions are relatively compact in L ∞ loc (R N ) and it is quite natural to investigate the behavior of bounded solutions in this space. Thus we define the ω-limit set of a bounded solution as in (1.4) , with the convergence in L ∞ loc (R N ) (that is, the locally uniform convergence on R N ). Obviously, given a general bounded solution u, the integral in (1.3) may not converge, so seemingly the energy functional is of no use. However, as discovered by Gallay and Slijepčević [14, 15] , in low dimensions one can gain interesting insights into the dynamics of (1.1) by considering the family of integrals (1.3) over large bounded domains Ω. In particular, they proved that if N ∈ {1, 2}, then the ω-limit set of any bounded solution u contains an equilibrium. In general, this statement cannot be improved so as to say that u is quasiconvergent. Indeed, a construction of [8, 36] yields a bounded solution u of equation (1.1) with N = 1 and f (u) = u(1 − u 2 ) such that ω(u) does not consist of equilibria. In other words, ω(u) contains a nonstationary solution of (1.1) (by general results, ω(u) consists of entire solutions, that is, of solutions defined for all t ∈ R). Of course, u can be viewed as a solution on R N , constant in the extra N − 1 variables, thus it serves as an example in any dimension.
The initial value of the solution in [8, 36] oscillates between the constants −1 and 1, hence this example has no implications for the behavior of more specific classes of solutions, such as solutions with compact initial support. In fact, such solutions, at least the positive ones, can be shown to be convergent. More precisely, for N = 1 a result of [6] states that if u is a bounded solution of (1.1) whose initial value u 0 is nonnegative and has compact support, then ω(u) consists of a single equilibrium. In other words, u(·, t) is convergent ( [42] contains an earlier convergence result under stronger conditions). For any N ≥ 2, a similar convergence result was proved in [7] , although it requires minor additional conditions on the nonlinearity f (the nondegeneracy of all zeros of f is more than sufficient).
Under the condition f (0) < 0, convergence results have also been proved for positive localized solutions of (1.1), not necessarily having compact initial support. By a localized solution we mean a solution u satisfying u(x, t) → 0 as |x| → ∞ uniformly in t.
(1.5)
Such solutions have some similarities with solutions on bounded domains. In particular, bounded, localized solutions have compact trajectories in
Hence one can define the ω-limit set in the same way as in (1.4) with the convergence in L ∞ (R N ). We remark that localized bounded solutions are often found as threshold solutions separating solutions that converge to the trivial steady state 0 (which is stable if f (0) < 0) and solutions that exhibit a different type of behavior, such as propagation or blowup (see, for example, [5, 6, 9, 29, 42] and references therein).
In [2, 4, 5, 9] , energy methods are used to prove the convergence of positive bounded, localized solutions. Various conditions are assumed in these papers, but a common feature is that to guarantee the convergence of the integral in (1.3) over Ω = R N the decay in (1.5) must hold with a sufficiently fast rate. Different tools are employed in [12] , where the same convergence result is proved assuming the uniform decay (1.5) with no particular rate. The energy functional V still plays an important role in [12] ; although it may be infinite along the solution u itself, it is finite on ω(u). In dimension one, one can bypass the energy functional altogether and the positivity assumption on the localized solutions can be dropped [10] . However, the condition f (0) < 0 is crucial in all these convergence results.
If the condition f (0) < 0 is not assumed, then it is known that bounded, localized solutions are not convergent in general, at least if N is sufficiently large. Two results to that effect were proved in [30, 31] for equation (1.1) , where N ≥ 11 and f (u) = u p with a suitable exponent p. A construction of [30] yields a positive bounded, localized solution, which is quasiconvergent but not convergent: its ω-limit set is a simply ordered curve of equilibria. In [31] , a positive bounded, localized solution u of a "whack-a-mole" type was found: as time increases, u(·, t) repeatedly develops and diminishes humps at prescribed positions and at prescribed heights. Although not proved in [31] , by the way of construction it appears that this solution is quasiconvergent as well. See also [32] for a related quasiconvergence result. We remark that it does not seem to be possible to prove the quasiconvergence via the usual energy techniques (the energy functional V is infinite along the solutions in question, including their limit equilibria). The result in [32] is derived from a Liouville-type theorem asserting that entire solutions that can possibly occur in the considered ω-limit set must be steady states. It is also worthwhile to mention that the results of [30, 31, 32] concerning localized solutions have some parallels in theorems concerning wave-like solutions. For example, solutions whose ω-limit sets in a moving coordinate frame are formed by families of traveling fronts can be found in [18, 40, 35] and references therein. A Liouville-type theorem for entire solutions squeezed between two traveling waves was proved in [17] .
The above discussion motivates the following natural question: Are all bounded, localized solutions necessarily quasiconvergent? In this paper, we answer this question in the negative for any N ≥ 3. We do not know if the answer is still negative if N = 2. On the other hand, a recent result of [25] shows that the answer is positive if N = 1. Note that our result also gives the first examples of nonconvergent localized solutions in dimensions 3 ≤ N ≤ 10.
As in [30, 31] , we use the nonlinearity f (u) = u p to construct our examples, however, the range of exponents is different here. This time we take p S < p < p JL , where p S and p JL are the Sobolev and Joseph-Lundgren exponents, respectively:
and
Our main result reads as follows.
Theorem 1.1. Let N ≥ 3 and p S < p < p JL . There exists a nonnegative radially symmetric function u 0 ∈ C 0 (R N ) such that the solution u of (1.1), (1.2) with f (u) = u p is localized and bounded, and its ω-limit set ω(u) is a continuum (an infinite connected set) containing the trivial steady state and no other steady state.
Here C 0 (R N ) stands for the space of all continuous functions on R N decaying to 0 at |x| = ∞.
We do not have a detailed description of the ω-limit set of the solution in Theorem 1.1. By general results (see, for example, [37] ), ω(u) is invariant under the semiflow of (1.1) and it is chain-recurrent for that semiflow. Very likely, ω(u) consists of the trivial steady state 0 and one or several homoclinic orbits to 0, but we do not have a proof of that. Note that homoclinic orbits for (1.1) were found in [11] .
There is some flexibility in choosing the initial condition u 0 in Theorem 1.1 (see condition (3.13) below). In particular, u 0 can be chosen to be smooth.
Our construction of a function u 0 with the desired properties shares some steps with [33] , where our goal was to prove the existence of global unbounded solutions of the same equation. As in that paper, we take advantage of the threshold behavior of solutions which is characteristic for the range of exponents p S < p < p JL (see Section 2 for details). Compared to [33] , the construction here is more involved as we need to select the initial condition more carefully to guarantee that the solution u is bounded and its ω-limit set does not contain nontrivial equilibria. For the latter we will employ intersection-comparison (zero number) arguments.
The rest of this paper is organized as follows. In the next section, we collect preliminary results. In particular, we discuss there threshold solutions of (1.1) and the zero number of solutions of linear equations. Theorem 1.1 is proved in Section 3.
In the remainder of this paper, we denote
and equip this space with the supremum norm. Further, we denote X + := {u 0 ∈ X : u 0 ≥ 0 and u 0 is radially symmetric}.
We shall only consider initial conditions u 0 in X + . With a slight abuse of notation, we often view such functions as a function of one real variable r = |x|. The same applies to the solution of (1.1), (1.2). Note that, by uniqueness, the solution is radially symmetric in x if u 0 is. Also, if u 0 ∈ X + is radially decreasing, then the solution is radially decreasing in x for each t. This follows from the maximum principle applied to the function u x 1 on {x ∈ R N : x 1 ≥ 0}.
Preliminaries
We consider equation (1.1) with f (u) = u p and p > p S . Generally, we also assume that p < p JL although some of the results below (specifically, Lemmas 2.4, 2.5, 2.8, and Proposition 2.6) are independent of this assumption.
First we recall some known results concerning the structure of the radial steady states of (1.1) in the given range of exponents, p S < p < p JL .
Let
This is a singular radial steady state of (1.1). It will be convenient below to define
The classical radial positive steady states form a family ϕ α , α > 0, parameterized by α = ϕ α (0). In view of the scaling invariance of (1.1), one has
For large |x|, the ϕ α have the following asymptotics:
(see [16, 39] for the proofs of this and the following results). When viewed as functions of r = |x|, the ϕ α have the following properties. For each α ∈ (0, ∞), ϕ α is decreasing in r, ϕ α , dϕ α /dr are bounded, and ϕ α , dϕ α /dr → 0, as α 0, uniformly with respect to r (the last statement follows from (2.2)). For any 0 < α < β ≤ ∞, the function ϕ β − ϕ α has infinitely many zeros (the restriction p S < p < p JL in important for this result). Of course, the zeros of ϕ β − ϕ α are all simple, for ϕ α , ϕ β solve the second order ordinary differential equation
It is further well known that the positive radial steady states are unstable [16] . In particular, the following is true.
For α < ∞, this is a part of the instability result of [16] ; the case α = ∞ is treated in [13] .
We next examine threshold solutions of (1.1). Let u 0 ∈ X + \ {0}. We say that u 0 is a threshold initial value and the solution of (1.1), (1.2) is a threshold solution if for eachũ 0 ∈ X + \ {u 0 } the following statements are valid:
(t1) ifũ 0 ≤ u 0 , then the solution of (1.1) with u(·, 0) =ũ 0 is global and satisfies (2.4);
(t2) ifũ 0 ≥ u 0 , then the solution of (1.1) with u(·, 0) =ũ 0 blows up.
Threshold solutions are often defined a little differently, requiring merely that (t1), (t2) hold for functionsũ 0 of the formũ 0 = λu 0 , λ > 0. However, this definition is equivalent to ours, at least for u 0 ∈ X + ∩ H 1 (R N ). This and the following two results are, in essence, consequences of some theorems from [23, 24, 26] ; see [33, Section 2] for details (the assumption p S < p < p JL is important here).
be a threshold initial value. Then the solution of (1.1) (1.2) blows up.
denote the solution of (1.1), (1.2) with u 0 = u λ 0 . Then one of the following statements is valid:
The following is a well-known sufficient condition for blowup (see, for example, [19, 20, 34] ).
then the solution of (1.1), (1.2) blows up.
We remark that the results stated in the remaining part of this section are valid in the whole range of supercritical exponents, p > p S .
The
Lemma 2.5. There is a constant C = C(p, N ) with the following property: If u 0 ∈ X + is radially nonincreasing and the solution u(x, t) of (1.1), (1.2) is global, then
Next we recall basic properties of the zero-number functional. Consider the solution u of (1.1), (1.2) with u 0 ∈ X + , and let ϕ be one of the radial steady states ϕ α , 0 < α ≤ ∞. We view both u and ϕ as functions of r = |x| (and t) and set v(r, t) := ϕ(r)−u(r, t). It is understood here that v(0, t) = ∞ if α = ∞. For an interval I = [a, b), with 0 ≤ a < b ≤ ∞, we define z I (v(·, t)) as the number of zeros, possibly infinite, of the function r → v(r, t) in I. If I = [0, ∞), we often omit the subscript I:
Taking the difference of equations (1.1) and (2.3), we see that the function v is a solution of a linear equation
) and v also satisfies the boundary condition
The following intersection-comparison principle holds.
Proposition 2.6. Under the above assumptions and notation, assume that for some interval [τ, T ) ⊂ [0, T (u 0 )) the following conditions are satisfied:
Then the following statements hold true:
is a monotone nonincreasing function on [τ, T ) with values in N ∪ {0} ∪ {∞};
(iii) if for some t 0 ∈ (τ, T ), the function v(·, t 0 ) has a multiple zero in I and z I (v(·, t 0 )) < ∞, then for any t 1 , t 2 ∈ [τ, T ) with t 1 < t 0 < t 2 one has
Proof. If a = 0 and α < ∞, or if a > 0, the proof can be found in [3] (in the latter case, If (2.6) holds, we say that z I (v(·, t)) drops in the interval (t 1 , t 2 ) or that v(·, t) drops a zero in the time interval (t 1 , t 2 ). If this holds for all t 1 , t 2 with t 1 < t 0 < t 2 , we also say that z I (v(·, t)) drops at t 0 .
Remark 2.7. (a) In view of (2.5), v(·, t) has a multiple zero at r = 0 whenever u(0, t) = ϕ(0).
(b) Under the assumption of Proposition 2.6, if z I (v(·, τ )) < ∞, then z I (v(·, t)) can drop at most finitely many times in (τ, T ). This means, by statement (iii), that there is a finite set M such that for each t ∈ (0, T (u 0 )) \ M the function v(·, t) has only simple zeros in I.
We next derive two consequences of the zero-number properties. They will be used in the next section.
Lemma 2.8. If u 0 ∈ X + has compact support and t * < T (u 0 ), then for all sufficiently large ρ > 0 the solution of (1.1), (1.2) satisfies
Proof. Let ϕ = ϕ β , where β is 1 or ∞ (it can actually be any value in (0, ∞]).
Consider the function v(r, t) := ϕ(r) − u(r, t). Obviously, if ρ > 0 is such that the support of u 0 is contained in [0, ρ), then there is τ = τ (ρ) such that v(ρ, t) > 0 for all t ∈ [0, τ ]. Consequently, by the maximum principle applied on the set [ρ,
Using this in conjunction with Proposition 2.6(i) (with I = [0, ρ)), we infer that z(v(·, t)) < ∞ for all t ∈ (0, τ ). Consequently by the monotonicity of the zero number (see Proposition 2.6(ii)), z(v(·, t)) < ∞ for all t ∈ (0, T (u 0 )). One can then prove by standard applications of the maximum principle and Jordan curve theorem (see [22] , for example), that the nodal set of the function v in [0, ∞) × [τ, t * ] is bounded. This means, in view of (2.7), that for all sufficiently large ρ > 0 one has
which implies the conclusion of the lemma.
Lemma 2.9. Assume that u 0 ∈ X + and u 0 ≤ ϕ α for some 0 < α ≤ ∞. Let u be the solution of (1.1), (1.2). Then the following statement holds true for any 0 < β ≤ ∞, β = α. If z(ϕ β − u(·, t 0 )) < ∞ for some t 0 ≥ 0, then there is t β such that u(·, t) < ϕ β for all t ≥ t β .
Proof. By the comparison principle, u(·, t) ≤ ϕ α for all t > 0, with the strict inequality if u 0 ≡ ϕ α . We do have u 0 ≡ ϕ α by the assumption z(ϕ β − u(·, t 0 )) < ∞ and the fact that z(ϕ α − ϕ β ) = ∞. Let r 0 be the last zero, counting from the left, of the function ϕ β −u(·, t 0 ). Since the infinitely many zeros of ϕ α − ϕ β are all simple, there exists r 1 > r 0 such that
Since r 0 is the last zero of ϕ β − u(·, t 0 ), (2.8) in particular implies
Using (2.8), (2.9), and the comparison principle, we obtain ϕ β (r) > u(r, t) (r > r 1 , t ≥ t 0 ). (2.10)
Now, as u(·, t) L ∞ → 0 by Lemma 2.1, there is t β > t 0 such that
Combining (2.10), (2.11), we obtain the conclusion of the lemma.
Remark 2.10. As shown in the proof of Lemma 2.8, if u 0 ∈ X + has compact support, then the assumption z(ϕ β − u(·, t 0 )) < ∞ is automatically satisfied for all t 0 > 0.
Proof of the main results
Recall that we are assuming that f (u) := u p , where p S < p < p JL . In the whole section we only deal with radial functions, thus we view them as functions of the real variable r = |x|. Although, technically, these are now functions on [0, ∞), we still use the notation like u 0 ∈ X + and u 0 X with the obvious meaning.
Our goal is to prove the following theorem, which implies Theorem 1.1 and gives additional information. Theorem 3.1. There exists a nonincreasing function u 0 ∈ X + such that the solution u of (1.1), (1.2) is bounded and has the following properties:
Let us prove first of all that this theorem implies Theorem 1.1.
Proof of Theorem 1.1 from Theorem 3.1. Condition (3.1) implies that the bounded solution u is localized. By (3.2), ω(u) contains the trivial steady state as well as some nonzero functions. We complete the proof by showing that no nonzero steady state is contained in ω(u).
We go by contradiction. Assume ϕ ∈ ω(u) \ {0} is a steady state. In view of the radial symmetry of u 0 , ϕ is radially symmetric (and nonnegative), hence ϕ = ϕ β for some β ∈ (0, ∞). As remarked in the previous section, ϕ ∞ − ϕ has infinitely many zeros, all of them simple. As ϕ ∈ ω(u), there is a sequence t k → ∞ such that u(·, t k ) → ϕ in X. By standard parabolic regularity estimates, the convergence also takes place in C 1 [0, ∞). Consequently, if b > 0 is sufficiently large, there is k 0 such that
This clearly contradicts (3.3).
In the remainder of this section, u(·, t, u 0 ) stands for the (maximally defined) solution of (1.1), (1.2). We will be using standard results on the continuity of the solutions with respect to their initial data. In particular, if
The proof of Theorem 3.1 is based on a recursive construction. The idea is to define u 0 successively on a sequence of larger and larger intervals (cp. definition (3.14) below). The definition on each of the intervals guarantees a certain subthreshold behavior of the solution u(·, t, u 0 ), leaving some freedom for defining the values of u 0 outside that interval. This allows us to prescribe the behavior of the solution along an infinite sequence of times. The details of the recursive construction are given in the following lemma.
below are valid for all k = 1, 2, . . . , and statements (vi), (vii) are valid for all k = 2, 3 . . . .
(ii) u k is piecewise linear and nonincreasing, u k > 0 on [0, R k ], and u k ≡ 0 on [R k + 1, ∞).
(iii) The solution u(·, ·, u k ) is global and
) and the following relations hold:
Let us show that Theorem 3.1 follows from this lemma.
Proof of Theorem 3.1. We apply Lemma 3.2 with a choice of a bounded sequence α k satisfying the constraints; for example, take
For example, we can define u 0 by 14) which is legitimate by (vii). By (ii), u 0 ∈ X + , it is nonincreasing, and relations (vi) and (vii) imply that it satisfies (3.13).
By (3.13), statement (v) applies to u 0 for each k. Sincet k → ∞, by (i) and (vi), we see that the solution u(·, ·, u 0 ) is global and Lemma 2.5 then gives the bound (3.1). Relations (3.8), (3.9) , imply that the solution u(·, t, u 0 ) is bounded and
proving (3.2). Finally, statement (p3) of Theorem 3.1 follows from (3.12) and the facts thatt k → ∞ and ρ k → ∞ (refer to (i) and (vi) again). The proof of Theorem 3.1 is complete. However, to prove the existence of such global unbounded solutions, one can use a more direct and simpler proof; see [33] .
It remains to prove Lemma 3.2.
Proof of Lemma 3.2. We construct a sequence {(u k , R k , ρ k , t k ,t k , δ k )} by induction. Each step of the induction has two parts, A and B, Part B being common to both steps.
STEP 1.
We define (u 1 , R 1 , ρ 1 , t 1 ,t 1 , δ 1 ) in such a way that statements (i)-(v) are valid for k = 1.
By the explicit expressions (3.15) and (2.1), one clearly has z(ϕ ∞ − u R 1 ) ≤ 2, hence, by the nonincrease of the zero number,
Obviously, for R ≥ 1, R ≈ 1, we have u We next proceed to Part B of Step 1, in which we set k = 1. For the notation in Part B to accommodate k ≥ 2 as well as k = 1, we define Now, for R ≥ ρ k−1 , R ≈ ρ k−1 , we have u(0, t, u R k ) < α k for all t (refer to (3.17) if k = 1 and to (3.38) if k ≥ 2). On the other hand, recalling that T k is the blowup time of u(·, t, u R * k ), the continuous dependence of the solutions on their initial data implies that for each R < R * , R ≈ R * ,
Therefore, the following infimum is a number in (ρ k−1 , R * ):
We further set
It is obvious from the continuous dependence on the initial data that
We claim that actually the equality holds in (3.23).
To prove this, and for other purposes, we choose β ∈ (0, 1) such that ϕ β − u k has exactly one zero, this zero is located in (R k , R k + 1) (where u k is smooth and decreasing), and it is simple. Such a choice is clearly possible, given the explicit form of
Obviously, for all R ≈ R k one then has z(ϕ β − u
. This implies that u(·, t, u R k ) − ϕ β drops its unique zero in the time interval (0,t k ) (see Remark 2.7), hence
for all t ≥t k and R ≈ R k . This implies that if R ≥ R k , R ≈ R k , and sup t>0 u(0, t, u R k ) ≥ α k , then the supremum is achieved somewhere in the bounded interval [0,t k ). With this additional information, one shows easily, using the continuous dependence on the initial data and the definition of R k , that the inequality in (3.23) cannot be strict. Hence sup t>0 u(0, t, u k ) = α k , as claimed. At the same time we have shown that the supremum is achieved at some t k ∈ [0,t k ]; for definiteness we take t k maximal possible. We have
We have thus defined u k ∈ X + , R k > 0, t k > 0 for which statements (ii), (3.4), and (3.5) of Lemma 3.2 hold.
Using first (3.5) and then (3.24) in conjunction with Lemma 2.9 and Remark 2.10, we findt k > t k + 1 such that statement (3.6) holds true. From this, the comparison principle, and Lemma 2.8 it follows that there is ρ k > R k + 1 such that (3.7) holds as well. The whole statement (iii) has now been verified. Statement (iv) holds by (3.16) in case k = 1 and by (3.37) in case k ≥ 2 (the monotonicity of the zero number is also used here).
Next we deal with (v). Statement (iii) and the continuity with respect to initial data readily imply that if u 0 ∈ X + and u k − u 0 X < δ k with δ k > 0 sufficiently small, then relations (3.8)-(3.11) are valid. We claim that the same is true, possibly for a smaller set of values δ k > 0, of relation (3.12). Indeed, by statement (iv), for all τ ≈t k−1 one has z(ϕ ∞ −u(·, τ, u k )) ≤ 2. By Remark 2.7(b), we can pick such τ for which also τ <t k−1 and ϕ ∞ −u(·, τ, u k ) has only simple zeros. Then, if u k − u 0 X < δ k and δ k > 0 is sufficiently small, one has
Using this and the monotonicity of t → z [0,ρ k ) (ϕ ∞ − u(·, t, u 0 )), which is legitimate by (3.11), we obtain (3.12).
We have shown that statement (v) holds if δ k > 0 is sufficiently small. We pick such δ k > 0 satisfying also δ k < δ k−1 /2 (recall that we have defined δ k−1 = 1 for k = 1).
We have completed the definition of a piecewise linear function u k ∈ X + and positive numbers ρ k , R k ,t k , t k , δ k such that statements (i)-(vi) hold (if k = 1, (vi) holds with notation as in (3.18)).
. . , n, have been defined such that statements (i)-(v) hold for all k = 1, . . . , n, and, in case n ≥ 2, statement (vi), (vii) hold for all k = 2, . . . , n. We need to define (u n+1 , R n+1 , ρ n+1 , t n+1 ,t n+1 , δ n+1 ) such that statements (i)-(vii) are valid for k = n + 1.
PART A. Choose a sufficiently small > 0 so that the following two relations are valid:
For each R ≥ ρ n , we define a function u R n+1 (r) as follows (see Figure 1 ) u(r,t n , u R n+1 ) < min {ϕ 1 (r), ϕ ∞ (r)} (r ∈ [0, ρ n ]), (3.32) u(ρ n , t, u R n ) < min {ϕ 1 (ρ n ), ϕ ∞ (ρ n )} (0 ≤ t ≤t n ), (3.33) z [0,ρn] (ϕ ∞ − u(·, t, u R n+1 )) ≤ 2 (t n−1 ≤ t ≤t n ). (3.34)
These relations hold for all R ≥ ρ n . For R ≥ ρ n , R ≈ ρ n , we have [R + 1, ∞) ⊃ (ρ n + 2, ∞) so u (ρ n + 2, ∞). On [ρ n , ρ n + 2], relations (3.26), (3.29) give u R n+1 (r) ≤ < min{ϕ 1 (ρ n + 2), ϕ ∞ (ρ n + 2)} ≤ min{ϕ 1 (r), ϕ ∞ (r)}, where the last inequality is by the monotonicity of ϕ 1 , ϕ ∞ . Hence u R n+1 (r) < min{ϕ 1 (r), ϕ ∞ (r) (r ≥ ρ n )}.
Using this, (3.33) , and the comparison principle on the set {(r, t) : r ≥ ρ n , t ∈ [0,t n ]}, we obtain u(r, t, u R n+1 ) < min {ϕ 1 (r), ϕ ∞ (r)} (r ≥ ρ n , t ∈ [0,t n ]).
Combining this relation with (3.32), we conclude that for all R ≥ ρ n , R ≈ ρ n , u(r,t n , u Consider now the family u R n+1 , R ≥ ρ n . By Lemma 2.4, for R sufficiently large, the solution u(·, t, u R n+1 ) blows up. This, (3.36), and Lemma 2.3 imply that there is a unique R * > ρ n such that u R * n+1 is a threshold initial value. Let T n+1 > 0 be the blowup time of the corresponding threshold solution u(·, ·, u R * n+1 ) (refer to Lemma 2.2). Before proceeding to Part B, we need to verify the following two conditions similar to (3.16) and (3.17) . For each R ≥ ρ n z(ϕ ∞ − u(·, t, u R n+1 )) ≤ 2, for all t ∈ (0,t n ] sufficiently close tot n (3.37) and for each R ≥ ρ n , R ≈ ρ n u(0, t, u R n+1 ) < α n+1 (t > 0). (3.38) To prove the first condition, we use the nonincrease of z [ρn,∞) (ϕ ∞ −u(·, t, u R n+1 )) (see Proposition 2.6), which is legitimate by (3.33). For t = 0 this zero number is at most 2, as one can easily verify using the explicit expressions (3.27) and (2.1) (cp. Figure 1) . Hence the same is true for all t ∈ (0,t n ]. In [0, ρ n ), ϕ ∞ − u(·, t, u R n+1 ) has no zeros for t close tot n by (3.32) . This implies (3.37).
To prove the second condition, we first use (3.35) and the comparison principle to show that u(r, t, u R n+1 ) < ϕ 1 (r) ≤ 1 < α n+1 (r ≥ 0, t ≥t n ).
(3.39)
Next we combine (3.39) with (3.31) to obtain (3.38) . Now set k = n + 1 and repeat Step 1, Part B above. This yields a function u n+1 ∈ X + and positive numbers R n+1 , ρ n+1 , t n+1 ,t n+1 , δ n+1 , such that statements (i)-(vi) are valid for k = n + 1. Statement (vii) is valid by (3.28), (3.30) and the way u n+1 was defined (see 3.22) . Thus the construction is complete and Lemma 3.2 is proved.
