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Prefacio
(O breve resumen de lo que encontrare aquél que se atreviere a leer este mamotreto)
En este trabajo se presenta un estudio de diversos métodos para la explotación del
paralelismo a nivel de instrucciones (Instruction Level Parallelism, ILP) para bucles de código
numérico en arquitecturas Very Long Instruction Word (VLIW).
En nuestro trabajo se proponen modificaciones en la arquitectura del procesador. Para
poder evaluar el rendimiento de las modificaciones propuestas, es necesario garantizar un buen
aprovechamiento de los recursos, por lo que se han empleado técnicas de segmentación
software (software pipelining). Dichas técnicas se basan en efectuar una planificación
(scheduling) de bucles buscando un patrón de ejecución tal que se aprovechen al máximo los
recursos disponibles.
Estudiando el rendimiento de la planificación de un bucle sobre una arquitectura
determinada, se puede observar cómo dicho rendimiento está limitado tanto por las
recurrencias del bucle como por los recursos de la arquitectura.
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Para aumentar el rendimiento de bucles limitados por las recurrencias, se puede reducir
la latencia de las unidades funcionales (lo que está más allá de los objetivos de esta tesis) o
bien fusionar diversas operaciones en una sola operación compleja (técnica de fusión). Existen,
por ejemplo, procesadores con unidades aritméticas que fusionan una multiplicación y una
suma asociada en una sola operación (operación Fussed Multiply-and-Add, FMA).
Una solución para incrementar el rendimiento de bucles limitados por los recursos ha
sido incrementar el número de recursos (técnica de replication). Otra solución es utilizar
recursos anchos (técnica de widening), en donde no se incrementa el número de recursos, sino
la cantidad de operaciones que puede resolver cada recurso por ciclo de procesador. El grado
de anchura será el número de operaciones que se pueden ejecutar por recurso simultáneamente.
La técnica de widening ha sido utilizada en ciertos procesadores superescalares, como el
IBM POWER2 (donde hay buses de 128 bits) o el coprocesador multimedia AltiVec (las
unidades aritméticas y los recursos son de 128 bits). La idea también ha sido usada en
procesadores vectoriales. En estos procesadores hay unidades funcionales que resuelven
operaciones escalares (de ancho 1) y unidades que resuelven operaciones vectoriales (de ancho
n, típicamente 64 y 128 elementos).
En este trabajo se propone el uso de buses, unidades aritméticas y banco de registros
anchos para arquitecturas VLIW, donde las mismas unidades pueden resolver operaciones de
ancho 1 o ancho n. Se ha realizado una comparación del rendimiento usando las técnicas de
replicación, widening y fusión, y combinaciones de las mismas.
Muchos trabajos existentes en la literatura proponen una técnica y estudian su
rendimiento teórico, sin tener en cuenta sus costes (a veces tan elevados, que pueden resultar
inimplementables). En esta tesis se realiza una evaluación global de las técnicas propuestas,
estudiando su relación rendimiento/coste, y efectuando una proyección de futuro según las
previsiones de la Semiconductor Industry Association (SIA) para la tecnología y el área de chip
de los próximos 12 años.
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Los costes estudiados han sido:
• la necesidad de spill code (código añadido por la falta de registros físicos necesarios
para la resolución del problema).
• el coste en área de chip.
• el coste en tiempo de ciclo del banco de registros.
Los resultados se obtienen a base de una exploración sistemática de un amplio espectro
de configuraciones donde, para unidades aritméticas con FMA y sin FMA, se han variado los
grados de replicación y widening, el tamaño del banco de registros y el particionado del
mismo.
El documento se organiza de la siguiente manera:
• los capítulos 1 y 2 son introductorios. En el primero se presentan los conceptos básicos
del paralelismo a nivel de instrucciones (ILP) y su evolución histórica, mientras que el
segundo ya está más centrado en este trabajo, dándose una serie de definiciones básicas
que se utilizarán a lo largo del resto de la tesis.
• el capítulo 3 presenta los factores que limitan el ILP y las técnicas que nos permiten
atacarlos. En este capítulo se explican las técnicas de replicación, widening y fusión.
• el capítulo 4 está orientado a los métodos de compactación necesarios para aplicar la
técnica de widening. En él se explican los algoritmos de compactación que hemos
desarrollado para la compactación estática, así como un método de compactación
dinámica para arquitecturas superescalares.
• el capítulo 5 está dedicado al estudio del rendimiento de las técnicas (en solitario o en
combinación). Primero se estudia el rendimiento teórico de replicación, de widening y
de configuraciones mixtas en que se aplican ambas técnicas. Asimismo, se analiza el
rendimiento teórico de las técnicas mixtas con unidades aritméticas capaces de
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implementar la operación FMA. Finalmente, se estudia la influencia del tamaño del
banco de registros (y la pérdida de rendimiento respecto al teórico que produce la
introducción de spill code).
• en el capítulo 6 se presentan diversos métodos para calcular el coste (en área y tiempo
de ciclo) de las técnicas comparadas.
• ya en el capítulo 7, se aborda la relación rendimiento/coste. En este capítulo se propone
una metodología que nos permite averiguar qué configuraciones obtienen el mejor
rendimiento cuando estamos limitados por la tecnología, presentándose dichas
configuraciones para cada una de las generaciones tecnológicas propuestas por la SIA.
• finalmente, el capítulo 8 resume los resultados, presentando las conclusiones y
contribuciones de esta tesis, así como las líneas abiertas que deja este trabajo y en las
que pensamos seguir investigando.
