LetG be a symplectic or even orthogonal group over a p-adic field F , and M the Levi factor of a maximal parabolic subgroup ofG. Suppose that M has the shape of three blocks of the same size. Let π be a supercuspidal representation of M. In this paper, we give a simple explicit expression for the residue of the standard intertwining operator for the parabolic induction of π from M to G.
N is isomorphic to a subgroup of the additive group M n (F ), and the action of M on N is twisted conjugacy, as studied in [8] . The word "twist" refers to an automorphism ε of GL n (F ) conjugate to inverse-transpose. He reduces the integral to a sum of twisted orbital integrals, and the question of reducibility becomes that of twisted endoscopic transfer, in the sense of [8] .
Following [11] , Goldberg and Shahidi pursued the problem in [3] and [4] for general maximal parabolics. They considered Levi subgroups M of three blocks, being isomorphic to the product G = GL n (F ) with a smaller classical group H . In this paper, we focus on the case when H and G have the same size. The representation of M is given by the tensor product π G ⊗ π H of supercuspidal representations of G and H . Especially interesting is the case when π G is self-dual; otherwise the induced representation is automatically irreducible. Write ω for the central character of π G ; we must have ω 2 = 1.
The unipotent radical N is no longer abelian, and the geometry of action of M on N becomes much richer. The residue is reduced to the sum of two terms, written symbolically as
with c = 1 2n log q .
Here f H is a matrix coefficient for π H , and f G is a compactly supported function on G(F ) for which
is a matrix coefficient of π G .
The intertwining operator will be holomorphic if the quantity R( f G , f H ) = 0 for all choices of f G and f H .
The term R G ( f G , f H ) is a sum of integrals of the form
Here T is an elliptic Cartan subgroup of H , and I denotes a normalized orbital integral. The element δ corresponds to γ under the norm correspondence of [KS] , and I ε denotes a normalized twisted orbital integral. The fact that the norms introduced in [3] , [4] are the same as those in [8] was first observed in [11] . This expression suggests "Schur orthogonality" methods, but for two different groups.
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The term R sing ( f G , f H ) is analytically more complex; it may be written as a sum, over the maximal tori T of H , of limits of residues of integrals of the form
where ψ(s, γ ) is a function depending on s, γ , f G , f H , and two compact subsets of M n (F ).
We will specify ψ(s, γ ) more precisely in the next section. Here T is a Cartan subgroup of H , T r is its subset of regular elements, and the limit runs over compact subsets of T r .
The function D ε (γ ) is a twisted version of the usual Weyl discriminant.
These two terms arose in the following way. The original problem reduces to computing the residue of an expression of the form
Here T runs over conjugacy classes of maximal tori in H , and W(T) denotes the
Weyl group of T(F ) in H (F ). The sum in S runs over sections of a norm correspondence.
We have R( f G , f H ) = Res s=0 I (s, f G , f H ).
The analysis of the function ψ(s, γ ) goes smoothly when γ is constrained to compact subsets C T of regular elements. This led Goldberg-Shahidi to study I (s, f G , f H )
as a "principal value integral"; then R G captures the regular part of the residue, and R sing captures the contribution to the residue near singular points of T. If, in the expression for R sing , the limit and the residue are switched, the result is 0. However, we do not expect the quantity R sing itself to always vanish; therefore the convergence must be conditional (see [12] ).
The details of [3] are reviewed in Section 2.
In this paper, we take a different approach to the residue. Rather than taking the "principal value" approach, we analyze the more primal function I (s, f G , f H ) directly.
The crux of the divergence of I (s, f G , f H ) lies in the integral (1) over z ∈ Z (G). This integral, and thus I (s, f G , f H ), breaks up as an infinite sum according to the norm q k of z.
The term for a fixed k converges, and it makes sense to treat I (s, f G , f H ) as a power series in q −s .
This inspires us to switch the sum past a few integrals; for this purpose we need some estimates on the integrand. These estimates are of the type designed to prove convergence for the local trace formula (see [7] ), but we require twisted analogues.
In Section 3, we prove that the twisted centralizer and twisted normalizer of S(γ ) −1 are both equal to T, the latter up to finite index, and prove the following.
Proposition 1. The map β : G/T × T r → G εrs
given by β(g, γ ) = g(S(γ ) −1 )g is a finite map.
Here G εrs is the set of ε-regular ε-semisimple elements in G, in the sense of [8] .
An expression for g is given in Section 2; it is conjugate to the transpose t g.
Section 4 is mostly a review of some standard estimates from Harish-Chandra's theory of orbital integrals. We also sketch a proof suggested in [7] of the local integrability
Throughout all of this, an open compact subset L ⊂ M n (F ) has been fixed. This "lattice" originates from the local constancy of a function in the induced space whose irreducibility we are studying. When L is O-invariant, the quantity w k (g, h) is given by
Sections 5 and 6 anticipate the importance of this "weight factor," which comes out of the integrals of [3] , and prove that if f G (gδ −1 g ) = 0 and f H (h −1 γ h) = 0, then is a constant c 1 > 0 and a locally integrable function (γ ) on T r , so that
Here r is the split rank of T.
We apply these estimates in Section 7 to switch the sum in k outside the integrals, which leads to considerable simplification. Here is our main theorem, an expression for the residue as a "pairing" between an orbital integral for H and a (twisted) orbital integral for G.
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Here the quantity W k (g, h) is a sum
where α runs over the square classes and the x α ∈ G are diagonal matrices with
Please note that if W k (g, h) were constant, the integrals in Theorem 1 would factor simply into the product of two orbital integrals. So we view W k (g, h) as a "weight factor,"
akin to those appearing in the weighted integrals of the local trace formula [1] , but curiously mixing orbital integrals on both G(F ) and H (F ).
At present our work covers the symplectic and quasi-split even orthogonal cases, since for these the norm correspondence is generically an injection; indeed, if γ ∈ T with γ − I invertible, then we may take δ = S(γ ) = w J −1 (γ − I ) as the preimage. More generally, the fibers will be finite, according to Lemma 3.11 of [3] . Such a finite sum should not affect the analysis, we expect our results to extend to all quasi-split classical groups.
This describes the first part of this paper.
To demonstrate that it is feasible to calculate with Theorem 1, we perform a sample computation in the second part of this paper. We study the case in whichG = SO(6), G = GL(2), and H is split SO(2). This does not give a maximal parabolic, but the case is simple enough so that many of the ingredients can be made explicit.
As our test case, we take the representation on H to be trivial, and the representation on G to be one of those given in [9] , and coming from a ramified quadratic extension E of F . These are representations which are compactly induced from characters on a compact mod center subgroup of the form E × L, where L is an appropriate compact open subgroup.
In Section 8, we compute f G and W k (g, h) in this situation. We have
Here
We may disregard most values of γ ∈ T r for the following reason.
Write γ ∈ T as α 0 0 α −1 , with α ∈ F × and α = ±1. Then in Section 9 we show that if S(γ ) −1 is only ε-conjugate to a matrix in the support of f G , then we must have α ∈ O × and in fact α = ±1 mod p. Moreover, if the residue characteristic of F is odd, we must also
If the residue characteristic is odd and α = −1 mod p, the integral may not vanish, but the weight factor becomes constant, and one may factor out an ordinary twisted orbital integral from the computation, and the analysis becomes trivial. In Section 10,
we study the final case, in which the residue characteristic is even and α = 1 mod p. Here we have a nonvanishing result, in which the weight factor and orbital integral interact.
We call the reader's attention to the fact that the analysis of I (s, f G , f H ) in this case is concentrated near the singular points of T, in the sense that it remains the same if a compact subset of T r is removed.
These computations serve as a model for the study of the functions I (s,
showing how the analysis of the weighted integral should resolve itself into "regular" and "singular" terms. This concludes the discussion of the second part of the paper.
This project was carried out while the author was a Research Assistant
Professor at Purdue University, and he is grateful for the support of the department.
It was especially invaluable to work with the constant guidance and encouragement of In what follows we will use boldface, e.g. G to denote an algebraic group defined over F , and G to denote its set of F -points G(F ).
The theory for symplectic groups and quasi-split even orthogonal groups is similar, and much can be done in parallel.
Let m be a positive integer, and n = 2m. For a positive integer i, let w i be the permutation matrix of size i with 1s down the antidiagonal. Let be a 2 × 2 invertible
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where i is chosen so that 2i + 2 = .
Also for a positive even integer i, write u i for the antidiagonal matrix
of size i.
For orthogonal groups, having fixed , write J 3n for the matrix given by equation (4) . Then we defineG = SO(J 3n ) to be the special orthogonal group defined with respect to J 3n ; thusG is the connected component of {g ∈ GL(3n)|gJ 3n t g = J 3n }.
For symplectic groups, write J 3n for the matrix u 3n given by equation (5) . Theñ G = Sp 3n (F ) is the usual group of symplectic matrices over F ; it is connected.
n in the orthogonal case, and g = u n t gu
; this is an involution of G.
In the orthogonal case, write H + for the group O(J n ), and H for the connected component SO(J n ).
In the symplectic case, write H + = H = Sp n (F ). Write M for the subgroup of matrices of the form
with g ∈ GL n (F ) and h ∈ H . Write P for the parabolic subgroup generated by M and the matrices of the form
Here X, X , and Y are n × n blocks. The condition that n ∈G gives the equation
in the orthogonal case, and
in the symplectic case.
The group M + = G × H + acts on N via the adjoint action.
Let π G and π H be irreducible unitarizable supercuspidal representations of G and H , respectively, with
Their tensor product is an irreducible unitarizable supercuspidal representation of M.
We wish to study its parabolic induction
Consider the family of induced representations
Here s ∈ C with Re(s) > 0. 
One has an intertwining operator
It is of interest to determine the pole of A at s = 0. In fact, if π H is generic then the poles of this operator are the same as the poles of the product of L-functions
, in the notation of [3] . To find these poles, one in principle
By a lemma of Rallis [11] , it is enough to compute the poles that arise when A is applied to functions h ∈ V(s, π G ⊗ π H ) 0 and evaluated at the identity. These functions h
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where we write ξ S for a characteristic function of a set S. Please see Remark 9 of [12] for a complete discussion of L and L .
We now argue that we may assume 0 ∈ L . Let L and L be compact subsets in
is spanned by such functions, but we argue that it is also spanned by such functions where 0 ∈ L . Suppose that 0 is not in a given L . Pick an open compact subset
The functions h in [3] are obtained by tensoring this space with V ⊗ V; the resulting space is then isomorphic to V(s, π G ⊗ π H ) 0 . Thus, we will henceforth assume that L contains 0.
Pick vectorsṽ andṽ in the dual spaces of π G and π H . Write ψ and f H for matrix coefficients of π G and π H given by the pairs (v ,ṽ ) and (v,ṽ). The function ψ has a central character ω, and is not compactly supported. However, we may choose a smooth compactly supported function f G from which we may recover ψ by
Here Z (G) denotes the center of G.
At this point, we may write
One handles the integral by breaking up N into orbits under
For almost all n(X, Y), the matrix X is invertible, so we may pick representatives of orbits of N, under the action of M + , of the form (I , Y). Considering the action of (g, g),
we may allow such Y to run over representatives for ε-regular, ε-semisimple, ε-conjugacy
This approach breaks the problem into two parts: first, to parametrize all the orbits, and second, to determine contribution from the orbit of a given n(I , Y).
The solution to the first part of the problem involves the norm correspondence from twisted endoscopy.
One studies the map n(X, Y) → I − X Y −1 X, to relate the arguments of f H and f G .
Write N for the set of all ε-conjugacy classes of elements Y ∈ GL n (F ) for which there exist X ∈ GL n (F ), so that equations (6) or (7) are satisfied. This is closed under inversion. Write C for the set of conjugacy classes in H .
We define the norm correspondence N ε : N → C by saying that the classes {δ} ∈ N and {γ } ∈ C correspond if there is an F -rational solution (X, Y) of equations (6) or (7), so
Then N ε is surjective and has finite fibers. Moreover,
It is easy to see
The set of such γ has full measure in T, and so we assume this is the case when integrating. There are finitely many ε-conjugacy classes of preimages S, all stably ε-conjugate.
Here are some twisted analogues of familiar definitions.
Write G εrs for the set of ε-regular, ε-semisimple elements, in the sense of [8] .
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Replacing the orbits of Y with the orbits of γ ∈ H leads to the following change of variables for an integral over N of some function ϕ:
Here T runs over H -conjugacy classes of maximal tori in H , and [n(I , S(γ
, whose measure will be discussed below.
For the second part, to understand the measure of the orbit of n(I , S(γ )
Then the contribution from the orbit of n(I , S(γ
Here A is a set of representatives for
With this notation, we have
In this paper, we study its residue at s = 0.
Twisted Centralizers and Normalizers
This section focuses on the even orthogonal case. The symplectic case is similar and we omit it. We will be using methods of algebraic geometry and all groups are considered with points in the algebraic closure F of F . Let J = J n and w = w n .
Recall that G = GL(n) and H + is the set of matrices {h ∈ G|hJ t h = J}. Let T be a maximal torus in H = (H + )
• , and write T r for its regular elements. For g ∈ G, write
sections are handled similarly.
Proposition 2. Let T be a maximal torus in H, and γ ∈ T r a regular element. The twisted
S(γ ). Applying ν to this equation gives g(−γ )g −1 = −γ , thus g commutes with γ . Then the
it may be viewed as an algebraic group over F .
. From the theory of reductive groups, we know that
• and let t 1 ∈ T r . Then there is an element t 2 ∈ T r , so
, and hence g ∈ T by the previous proposition.
Corollary 1. The torus T has finite index in
N ε G (S(T r ) −1 ).
Proposition 4. The map
That is to say, its fibers are finite. Note that this is well defined by Proposition 2.
Since g 0 , g 1 , and γ 0 determine γ 1 , the proof is complete.
Residues of Intertwining Operators for Classical Groups 13 4 Orbital Integrals
For the reader's convenience, we gather together a few facts on orbital integrals in this section. The references are [7] and [8] .
This is the usual Weyl discriminant.
Proof. Rather than generalizing Harish-Chandra's proof [5] of the corresponding facts for D(γ ), we sketch a fancy proof, inspired by [7] .
For γ ∈ T r , write
it is a regular function in the sense of algebraic geometry. Write A for affine space of dimension equal to rank(T). Given a point that the restriction of ϕ to V is a homeomorphism. The map P • ϕ is regular at 0; we may assume that it is regular on V. Pick a compactly supported function on A(F ), so that
Then we have, for any complex number s,
We denote the expression on the right-hand side by Z (s, ), and turn to Igusa's study of this function in [6] . He only considers polynomial functions f, but his proof is valid for a rational function f with no poles in V.
It is easy to see that his final expression for Z (s, ) converges for Re(
}, in his notation, a negative number. In particular, this converges for s = −υ, for some υ > 0. This proves the first part of the proposition.
The rest of the proposition follows from the following elementary fact: for every υ > 0 and positive integers i, j, there is a constant C so that
Definition 5. For γ ∈ T r and f ∈ C ∞ c (H ), write I (γ , f) for the normalized integral of f over the orbit of γ . That is,
Remark. Although it is possible to define these integrals for γ not regular, we do not do this. We will extend I (·, f) to T by 0, keeping the same name, and do not want to confuse the reader.
Definition 6.
For γ ∈ T r and f ∈ C ∞ c (H ), let
where
The proofs of the next two propositions may be found in [7] .
Proposition 6. The function γ → I (γ , f) on T r is bounded and locally constant.
It is, however, not compactly supported on T r . Extend I (·, f) to T by putting I (γ , f) = 0 at singular elements. It is no longer locally constant.
Proposition 7.
The function γ → I (γ , f) on T is compactly supported.
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Along the way to proving these propositions is the following well-known result, which we will also use.
Proposition 8.
Let C be a compact subset of H . The set {t ∈ T|t is conjugate to an element of C } has compact closure.
The function γ → I ε (S(γ ) −1 , f) is also bounded and locally constant in the sense of Propositions 6 and 7.
Norms and Estimates
Given an element X ∈ M n (F ), write |X| = max |X ij |, the maximum taken over the entries Given a lattice L ⊂ M n (F ), write |L| = max{|l|; l ∈ L} and ord(L) = − log q (|L|).
Proposition 9. Let L be a lattice in M n (F ) and g ∈ G. Then ord(gL) ≥ ord(g) + ord(L), and
.
whence the first statement. Similarly, the inclusions g 
The following is obvious, but we will use this formulation later.
Given an element g ∈ G, write ||g|| = max{|g|, | det(g)| −1 }. Note that ||g|| = max{|g|, |g −1 |}. Also for g ∈ G, write ||g|| T\G = inf t∈T {||tg||}.
Proposition 10. Let C ⊂ G be a compact set. Then there exist positive constants c 1 , c 2 > 0 so that for all γ ∈ T r and all g ∈ G so that gS(γ )g ∈ C , we have
Our proof is almost identical to the proof of Lemma 20.3 in [7] , but a few changes are necessary. By Proposition 18.1 of [7] again, the pullback of the norm || · || G/T to (G/T) × T r (pull back using the first projection) is dominated by the norm on (G/T) × T r . (We are implicitly using the fact that the morphism G → G/T has the norm descent property, by Proposition 18.3 of [7] .) This means that there are constants c > 1 and R > 0, so that
T and all γ ∈ T r .
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Since C is compact, the restriction of || · || to C is bounded above by some d. Thus
The proposition follows by taking the logarithm of both sides.
We will prefer the following formulation later.
Corollary 4.
Let C ⊂ G be a compact set. There exist positive constants c 1 , c 2 > 0 so that for all γ ∈ T r and gT ∈ G/T so that gS(γ ) −1 g ∈ C , we may pick a representative g 0 ∈ gT so that
Similarly, a more direct application of Lemma 20.3 of [7] gives the following corollary. 
Volume Estimation
In this section, L denotes a general lattice which is stable under GL n (O). The application will be the lattice L from Section 2.
Let T be a torus in H of split rank r.
Definition 9.
Given a lattice L ⊂ M n (F ), matrices g ∈ G, h ∈ H + , and k ∈ Z, write
Note that this is finite, and well defined for g ∈ G/T and h ∈ T\H + . If g and h are fixed, then as k grows, w k (g, h) increases to the volume of T, which is infinite unless T is compact. 
Such volumes play an important role in evaluating R( f G
First let us explicitly compute the quantity w 0 (g) = w 0 (g, 1)
O). If T satisfies (♣), this is equal to vol
A (A ∩ g −1 L 0 ).
Definition 10. Given a vector
Proposition 11. Suppose T satisfies (♣). Write v 1 , . . . , v n for the columns of g.
Proof. The condition a ∈ A ∩ g −1 L 0 exactly means that ga has integral entries. 
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Corollary 6. With the same notation as above,
Proof. We have w k (g) = w 0 ( k g), and i ( k g) = i (g) + 2k.
Corollary 7.
vol
Corollary 8. We have
Similar reasoning for the proof of Proposition 11 gives a lower bound for w k (g, h).
Proof. The proposition reduces at once to the case where k = 0. Thus for ord(t) in this range, the product gth is integral. Note that e i + e n+1−i = i (g) and
There are i (g) + i ( 
Proposition 13. Continue to assume that T satisfies (♣). Fix compact sets C G ⊂ G and
Note that the last inequality is equivalent to
Proof. By Corollary 7, we know that for any lattice
We find the upper estimate first. By the section on norms, we know that ord(
Combining this with the upper estimates for −ord(g −1 ) and −ord(h −1 ) from the previous section gives positive constants c 1 , c 2 , c 3 , so that
Next, the lower estimate. By the section on norms, we have
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Thus
Combining this with the lower estimates for ord(g) and ord(h) from the previous section gives positive constants c 1 , c 2 , c 3 , so that
The result follows.
We now extend part of this for the general maximal torus T ⊆ H .
Corollary 9.
Let T be any maximal torus of H , with split rank r. Fix compact sets C G ⊂ G 
Proof. By conjugating T, we may assume that it may be written as a product T = AT c 
is computed relative to the torus T L , which satisfies (♣). Each of the terms in the sum satisfies an upper estimate as in the previous proposition, and we may take c L = .
Absolute Integrality
Choose once and for all a set A of representatives for
We may write the quantity ψ(s, γ ) = ψ S (s, γ ) as
Therefore the convergence results in this section are true for all lattices, but one must modify the definition of w k (g, h) accordingly to generalize Theorem 2.
Note that supp f G is compact and does not contain 0. The set L is compact, and the set A is finite. Therefore there is a k − , so that if
vanishes for such k, and we deduce
Proposition 14. For Re(s) > 0, the integral T ψ(s, γ )|D ε (γ )|dγ converges absolutely.
By the above lemma and Corollary 9, we may use the estimatesw
r for positive constants c 1 , c 2 , c 3 . By expanding the rth power, we reduce to proving that,
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for non-negative integers j 1 , j 2 , and i, the expression
converges absolutely. The sum is independent of γ and converges absolutely for Re(s) > 0.
The rest of the integral is
By Propositions 5, 6, and 7, this is absolutely integrable.
We will use this result to switch around the sum over k when convenient.
For example, definẽ
Proposition 15. For all γ ∈ T r , the functionψ k (s, γ ) is entire. The function˜ k (s) is also entire.
Proof. To prove thatψ k (s, γ ) is entire, it is enough to observe that for all α ∈ A, the
satisfies the conditions of Lemma 2. It is obviously entire for fixed g, h.
Let K be a compact subset of C. The functions f G and f H are bounded above.
We may assume that gS(γ ) −1 g is in the compact support of f G , so that |det(αgS(γ )
is bounded above for s ∈ K. Corollary 9 gives a bound for w k (g, h) ≥w k (g, h) which only depends on γ . Moreover, if we fix s 0 ∈ C, the support of ϕ(s 0 , g, h) is compact by Proposition 8. Lemma 2 then shows thatψ k (s, γ ) is entire.
Again let K ⊂ C be compact, fix k, and consider the function ϕ :
We again employ Lemma 2. By the above paragraph, ϕ(s, γ ) is entire. Using Corollary 9 again we note that It follows that g is integrable on T. Therefore˜ k (s, γ ) is entire.
Lemma 2. Let (X, dx) be a σ -finite measure space. Let ϕ : C × X → X be a function, and
• given x ∈ X, the function ϕ(s, x) is entire;
Then the function (s) = X ϕ(s, x)dx is entire.
Proof. This is an application of Morera and Fubini's theorems. Triangles are compact.
Corollary 10.
For any k * ∈ Z, the expression
By Remark 6 of [12] , we may pick k 0 so that for k ≥ k 0 , we havẽ
One may prove that ψ k (s, γ ) and k (s) are holomorphic as in Proposition 15 (in fact it is easier).
We deduce the following.
Proposition 16.
We make a change of variables to absorb the α into the w k (g, h).
where I is the identity matrix of size m.
This depends on the choice of A.
Proof. This is just the substitution g = gx α . Note that
there is no change of measure follows from the following lemma.
Proof.
Since G and A are unimodular, one has a quotient measure
Recall that the first sum is over conjugacy classes of maximal tori T in H . Lemma 4. Let X be a measure space, and F : X → C be a measureable function taking on only finitely many values. Let g k (s, x) be a sequence of functions on C × X with k X g k (s, x)dx absolutely integrable and with g k (s, x) holomorphic for fixed k, x for Re(s) > 0. Then
Proof. Say y 1 , . . . y r are the finitely many values of F . Let
The factor |y i | s is holomorphic and factors out of the sum over k.
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8 Supercuspidal Representations of GL 2 (F )
The function f G
We wish to do some explicit calculations, for which we need formulas for various f G . This requires formulas for matrix coefficients of supercuspidal representations of GL 2 (F ).
We will use a construction in Kutzko's paper [9] . In this paper, he constructs irreducible supercuspidal representations π G = T (ρ, λ, n, α), via compact induction of characters on compact mod center subgroups G of G. Proposition 2.5 of [9] states that every irreducible supercuspidal representation of GL 2 (F ) is either unramified with quasiconductor p or equivalent to some T (ρ, λ, n, α).
We require a few facts about the "inducing subgroup"
where E is a quadratic extension of F and L is a certain compact open subgroup. We
will take E to be of the form E = F ( E ), where E = √ . We note that in all cases of [9] , L is contained in
Also part of the data of
In fact, λ may be extended to G and compactly induces to our representation π G .
Let ω = λ| F ; this is the central character of π G . Since we restrict our attention to self-dual π , we have ω 2 = 1.
Then a particular matrix coefficient of π G , which we will denote by ψ, is given by extending the character λ by 0 to G.
We need a compactly supported function f G , so that
Lemma 5. Let G be a locally compact group, and Z the center of G. Let ω : Z → C be a character, and ψ : G → C a function so that ψ(zg) = ω(z)ψ(g) for all z ∈ Z . Suppose G = supp ψ is a subgroup, and C 0 ⊂ G is a closed subgroup. Let {t} be a system of coset
Then for all g ∈ G,
Proof. If g / ∈ G , then zg / ∈ G , so both sides are 0. If g ∈ G , then a simple computation shows that To adapt this to our case, we have G = E × L and put
since E is totally ramified. We therefore set f G to be the product of ψ with the characteristic function 1 C ,
Note that C 0 ⊂ I 0 , where I 0 is the parahoric subgroup of G defined as
Sorting out the integral
We aim to compute the quantity R( f G , f H ) for various choices of π G . We have G = GL 2 (F ) and H = T, the split SO(2).
For simplicity we will take π H to be the one-dimensional trivial representation
Note that T\H + = {1, w}, with w = 0 1 1 0 , and therefore
and since w ∈ K, we have W k (g, w) = W k (g, 1).
as in the statement of Theorem 1.
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By the above computations, we have the following proposition.
Proposition 18.
Here W k (g) = W k (g, 1).
Corollary 6 leads to the following exact formula for
9 Calculation of ψ k
At this juncture, we write f rather than f G for simplicity.
We will soon compute the integrals
in cases of interest to us.
We write γ ∈ T as α 0 0 α −1 , with α ∈ F × , and α = ±1.
Twisted conjugacy
As we will see, many of the integrals ψ k (γ ) vanish simply because no ε-conjugates of
S(γ )
−1 meet the support of f.
We recall that C = supp( f) can be written as
In particular, elements of C 0 are upper triangular mod p. They are also ε-symmetric mod p, in the following sense. Now assume that ord(α) is a positive odd number, say 2e + 1. Then a similar computation to the above shows first that S(γ ) cannot be ε-conjugate to C 0 , and we must take i = e. One computes
If this is ε-conjugate to C 0
−1
E by an element of K, then it must be an element of K E by an element of K.
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Let κ = a b c d ∈ K. We will show that it is impossible that κ S(γ )κ
E I 1 , which will complete the proposition for ord(α) = 1. One computes
and therefore
For this to be integral requires that bc ∈ p.
This forces ad ∈ p. But these two conditions imply that det κ = ad − bc ∈ p, which is a contradiction. So we are done with the case that ord(α) is a positive odd number.
Next, suppose that α −1 ∈ p. Then we have wS(γ )w = α −1 − 1 0 0 α − 1 , which led us to the case of α ∈ p, which we have already ruled out.
Thus we may assume that
Proof. Note that in this case S(γ ) ∈ K, so it cannot be ε-conjugate to an element of
E . Moreover, we must have a i = 1. We compute
Suppose b is chosen so that this is in K. Note that any element of K which is ε-conjugate to an element of C 0 must itself be ε-symmetric mod p. This forces α ≡ ±1 mod p, a contradiction.
Proposition 22. Suppose the residue characteristic is odd, and α = 1 mod p. Then S(γ )
is not ε-conjugate to any element of C .
S. Spallone
Proof. Write α = 1 + x, and say ord(x) = e. Then
Note that ord(det(S(γ ) −1 )) = 2e, so we reduce to showing that S(γ ) −1 is not ε-conjugate to any element of C 0 . Again, writing g = κn b a i , we must have i = e. In this case,
This is in K if and only if ord(b) ≥ −e.
If this were symmetric modp, we would have 2 e x −1 = 0 mod p, which is impossible in odd residue characteristic. Thus by Lemma 6, the proof is complete.
The last case to study in the odd residue characteristic is α ≡ −1 mod p.
Theorem 3.
Suppose the residue characteristic is odd. Theñ
Note that R G ( f G , 1) does not depend on k; the weight factor plays no role here.
Proof. We are left with considering the case α = −1 mod p. Proceeding as in the proof of Proposition 21, we conclude again that we must have a i = 1.
In this case,
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For this to be in K requires that b be integral, and so we may assume it is 0. Therefore if gS(γ )g ∈ C , we must have g ∈ K. Since W k is K-invariant, the quantity W k (g) is a constant multiple of 4k + 1. As this depends on neither g nor γ , this factors out, and the result follows.
10 Even Residue Characteristic
Computation of ψ k
We will make a convenient choice among the supercuspidal representations from Definition 1.6 of [9] . Recall that is a uniformizer of F ; let E = F [ √ ], and put E = √ .
We impose the condition that 2 ∈ p 2 .
Recall the subgroup I 1 of matrices in K which are unipotent mod p.
Let 1 be an additive character of F whose kernel is p.
For g ∈ I 1 , let λ(g) = 1 (tr(
. This is a character of I 1 , which is I 2 -invariant.
First extend λ to G = E × I 1 via λ(γ g) = λ(g); this is again a well-defined character, and trivial on E × . By Proposition 1.7 of [9] , the representation π G = c − Ind G G λ is an irreducible supercuspidal representation.
[Translation: To recover the notation of [9] from ours, put n = 1, ρ = 1, L = I 1 , α = E , 0 (x) = 1 ( −1 x), χ = 0 , λ = 1. The following computations are pertinent in this regard:
• E × ∩ L = 1 + p E ;
• tr( E (x − 1)) ∈ p 2 if x ∈ 1 + p E .]
As before, we define ψ to be the extension by 0 of λ on G to G, so that it is a matrix coefficient of π G . Please note that its central character is trivial. Define C 0 = O × E I 1 , f G and f 0 = ψ · ξ C 0 in the same way as the previous section. Note that f 0 is bi-I 2 -invariant.
One checks that λ 2 = 1, so that π G is self-dual. We will be more explicit below, but please note that this already implies that ψ k (γ ) > 0, since for g ∈ G (This is where we use that 2 ∈ p 2 .) Since f is trivial on elements of O × , the proposition will follow from the following claim.
Claim. G e T/T f(gS(γ
= 0, where G e = {g ∈ G|g = κn b a e , with ord(b) = −e}.
Note that for g ∈ G e , W k (g) = 4k + 1 is a constant not depending on g, so we may replace it with 1 in proving the claim.
We use the formula Here T 1 is the set of matrices in T whose eigenvalues α, α −1 are integral, and congruent to 1 mod p. We write e = ord(α − 1). Then G 
