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Abstract—This paper solves a path planning problem for a
group of gliders. The gliders are tasked with visiting a set of
interest points. The gliders have limited range but are able to
increase their range by visiting special points called thermals.
The problem addressed in this paper is of path planning for
the gliders such that, the total number of interest points visited
by the gliders is maximized. This is referred to as the multi-
agent problem. The problem is solved by first decomposing it
into several single-agent problems. In a single-agent problem a
set of interest points are allocated to a single glider. This problem
is solved by planning a path which maximizes the number of
visited interest points from the allocated set. This is achieved
through a uniform cost graph search, as shown in our earlier
work. The multi-agent problem now consists of determining the
best allocation (of interest points) for each glider. Two ways are
presented of solving this problem, a brute force search approach
as shown in earlier work and a Branch&Bound type graph
search. The Branch&Bound approach is the main contribution
of the paper. This approach is proven to be optimal and shown
to be faster than the brute force search using simulations.
I. INTRODUCTION
UAVs are taking over a wide variety of applications in the
modern world. These applications include precision agriculture
[1], public safety [2] and surveillance [3]. UAVs are effec-
tive particularly in long duration missions like surveillance
applications. This is due to the increased reliability of the
UAVs over their manned counterparts. But UAVs have limited
range due to their steadily decreasing fuel. This constraint
hampers the UAV’s ability to carry out its mission. To increase
the range of UAVs alternate methods of refueling need to
be investigated. In this paper we will look at a specific
environmental phenomenon which can be utilized to refuel
the UAVs in-flight and hence increase its range.
The phenomenon which can be used to ’refuel’ the UAVs is
called a thermal. Thermals are columns of rising hot air which
can help glider-like UAVs gain height and hence increase their
range. The use of thermals has been shown to be a viable
method of increasing flight range of gliders [4]. Therefore,
we will be looking at how best to use this environmental
phenomena to increase the range of the UAVs and potentially
enable it to perform its mission better.
In this paper we deal with a particular surveillance mission
where a set of glider-like UAVs (henceforth called gliders)
have to visit a set of interest points. As the gliders travel they
are constantly losing height and so their range is limited. We
also have a set of thermals, which the gliders can visit to gain
height and increase their range. Hence thermals can potentially
enable the gliders to visit even more interest points.
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This problem is referred to as the multi-agent problem in
this paper. To solve this problem we need to plan paths for
the gliders which are feasible and valid. A path is considered
feasible if it satisfies the dynamic constraints of the glider
and valid if the glider’s height remains non-negative as it
follows the path. Furthermore, the paths should maximize the
number of interest points visited by the glider. Finally, if there
are multiple (valid and feasible) paths which visit the same
number of interest points, the one with the least arclength
needs to be chosen.
We first introduce a class of curves which we refer to as
composite paths. A composite path provides a feasible path for
a glider over a sequence of waypoints. Then the multi-agent
problem is solved by using the composite paths and a multi
level graph search. This approach is an improvement over our
earlier work [5]. The multi level graph search is composed of
upper and lower level graph search.
The multi-agent problem is first decomposed into multiple
single-agent problems. In a single-agent problem, a subset of
interest points is allocated to a glider. A valid composite path
is determined for the glider, which maximizes the number of
’allocated’ visited interest points. Note that a glider may not
be able to visit all of its allocated interest points due to validity
constraints. As shown in our earlier work [5] we use a uniform
cost graph search to obtain the solution. This is called lower
level graph search because it forms the lower level of the multi
level graph search.
The multi-agent problem is now solved by finding the best
allocation of interest points to each glider. The allocation
which maximizes the number of interest points visited by the
gliders collectively, is the best allocation. In our earlier work
[5] this problem was solved via a brute force search method.
This paper introduces a Branch&Bound graph search type
method to solve this problem. This is called upper level graph
search since it forms the upper level of the multi level graph
search. We introduce two new notions of ideality and weakness
which help in proving the optimality of the Branch&Bound
algorithm. We also show that the Branch-and-Bound approach
is faster than the brute force approach. The main contribution
of the paper is the Branch&Bound algorithm and its proof of
optimality.
A. Related Work
To the best of the author’s knowledge the multi-agent
problem has not been dealt with in literature. There are two
main aspects of the problem. Firstly, planning a feasible path
for a glider given a waypoint visitation order. Secondly, the
determining the best waypoint visitation order for each glider.
Planning feasible paths for the gliders entails finding a class
of interpolating curves whose curvature and sharpness profiles
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are bounded. These bounds depend on the dynamics of the
gliders as explained in section II. Dubin’s curves are widely
used to plan paths with bounded curvature, like in [6] and
[7]. Dubin’s curves have bounded but discontinuous curvature
which leads to unbounded sharpness. Paths with continuous
curvature have been proposed by authors of [8] and [9], but
these papers do not consider bounds on sharpness. Papers like
[10] proposed iterative methods for finding curves with bounds
on curvature and sharpness. Authors of paper [11] propose a
closed form but suboptimal method for planing paths with
bounded curvature and sharpness.
In our earlier work [5] we modified this approach to plan
feasible paths for the gliders. The Continuous Curvature (CC)
turn (as introduced in [11]) is used to plan a path from a
given starting point and orientation to an end point. The curve
has a piece-wise linear curvature profile which satisfies the
feasibility constraints by design. Moreover the arclength of
the resulting curve can also be calculated in closed form. This
is helpful in determining the validity of the path.
The problem of determining the best waypoint visitation
order for each glider is a variant of the Team Orienteering
Problem (TOP). It can be thought of as an asymmetric TOP
with refueling points. In TOP [12] a group of robots have
to visit a set of points while minimizing the total distance
traveled. Exact approaches to solve the (Symmetric) TOP have
been proposed in [13] and [14]. There has also been work in
heuristic methods to solve this problem, like in [15], [16].
Authors of [17] proposes a multi level graph-search based
method for this purpose.
This paper uses the idea of multi level graph search to solve
the multi-agent problem. The reason for using this approach
over others is that multi level graph search is very effective
at dealing with highly nonlinear constraints like the validity
constraint and it is provably optimal. The lower level of the
graph search, which is a uniform cost graph search, determines
the best waypoint visitation order for a glider given that a set
of waypoints have been allocated to it. This algorithm was
developed in our earlier work [5]. The upper level of the graph
search, which is a Branch&Bound graph search, determines
the best allocation of waypoints to gliders. This algorithm is
proved to be optimal. It is also shown to be faster than the
brute force search approach used in [5]. This algorithm and its
proof of optimality are considered to be the main contributions
of this paper.
The paper is organized as follows. Section II formulates
the problem rigorously. Section III deals with, planning a
composite path for a glider over any given waypoint visitation
order. Section IV solves the single-agent problem using the
lower-level graph search and introduces the new concepts of
ideality and weakness. These concepts are used in Section
V which describes how to solve the multi-agent problem
using the upper-level graph search. In sections IV and V the
notation related to the graph search is developed separately.
This notation is specific to the solution presented in the paper
while the notation in section II is general. Section VI presents
the simulation results of the proposed solution. Section VII
concludes the paper. Notation pertinent to each section is
developed in the section itself.
II. PROBLEM STATEMENT
This section will present the mathematical formulation for
the single-agent and multi-agent problems separately. First,
however, we introduce some details of the problem scenario.
There are a total of nip interest points each denoted by ipj
where j ∈ {1, .., nip}. These points are located at positions
pipj ∈ R2. There are nt thermals and each is denoted by tk
where k ∈ {1, .., nt}. The height gained by visiting thermals
and the positions of the thermals are assumed to be known
a priori. Moreover, the thermals are treated as points and we
assume that the gliders gain height instantaneously when they
visit a thermal. They are positioned at ptk ∈ R2 and the height
any glider can gain by visiting them is denoted by htk ∈
R+. Similarly we define that the height attained by visiting an
interest point is 0, hipj = 0,∀j.
We have a total of ng identical gliders. Each glider i
has a pre-specified start position p0i ∈ R2 and orientation
θ0i ∈ [−pi, pi]. The gliders must reach their respective final
positions located at pfi ∈ R2. The starting height of the gliders
is denoted by h0i ∈ R+. Figure 1 presents a simple scenario
with two gliders with starting points (p01, p
0
2) as circles and
final positions (pf1 , p
f
2 ) as crosses. There is also a thermal t1
as a diamond and three interest points ip1, ip2 and ip3 as
squares.
Ideally, the height lost per horizontal distance traveled by
the glider should be minimized. This corresponds to mini-
mizing the angle of descent γd,i of the glider. As shown in
[18] this can be achieved by choosing an appropriate value
of angle of attack. For this angle of attack, the corresponding
angle of descent is γdmin . Since the gliders are identical, it is
the same for all gliders. We assume that a controller ensures
γd,i = γdmin for all gliders. Now we may ignore the vertical
degree of freedom of the gliders.
A. Single-agent problem
Each glider i is allocated a set of interest points denoted by
ξi, where ξi ⊆ {ip1, .., ipnip}. The path glider i takes through
ξi is called a composite path. The composite path is composed
of multiple legs, where each leg is a path from one waypoint
to another.
1) Visitation order: The order in which the glider i visits
the waypoints is denoted by λi such that,
λi = {λi,j} : λi,j ∈ ξi ∪ {t1, .., tnt} ∪ {f},
i ∈ {1, .., ng}, j ∈ {1, .., n(λi)} ,
where f represents the final position of the glider and n() is
the cardinality operator. λi,j is the jth waypoint in ith glider’s
composite path. The definition given above states that it can
only be an interest point allocated to i, a thermal or the final
position of i. Notice that a glider does not have to visit all its
allocated interest points. The total number of unvisited interest
points in λi is represented by KL(λi, ξi),
KL(λi, ξi) = n(ξi)−
nip∑
k=1
1λi(k) (1)
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Fig. 1: Some possible waypoint visitation orders.
The function 1λi(k) is an indicator function which is 1 if
k ∈ λi and 0 otherwise.
Figure 1 shows a particular scenario in which the first
interest point ip1 has been alloted to glider 1 and ip2 and
ip3 have been alloted to glider 2. λˆ2 = {t1, ip3} and
λ¯2 = {ip2, f} are two possible visitation orders for glider
2 and λ1 = {ip1, f} is a possible visitation order for glider
1. In the paper sometimes we use accents like ,ˆ ¯ and ′ to
represent specific visitation orders and allocations. From the
figure we can see that KL(λ¯2, ξ2) = KL(λˆ2, ξ2) = 1 and
KL(λ1, ξ1) = 0.
2) Composite path and height profile: Each λi has a com-
posite path associated with it which visits all the waypoints in
λi. The jth leg in the composite path is denoted by ri,j . It is
parameterized by arclength of the leg li,j ∈ [0, lfi,j ], where
lfi,j is the total arclength of the leg. The glider dynamics
have non-holonomic constraints, meaning ri,j is defined by
the orientation of the glider θi,j ,
ri,j(li,j ,λi) =
li,j∫
0
(
cos(θi,j(u))
sin(θi,j(u))
)
du+ ri,j(0,λi) , (2)
κi,j(li,j ,λi) = dθi,j(li,j)/dli,j , (3)
σi,j(li,j ,λi) = dκi,j(li,j)/dli,j , (4)
dhi,j(li,j ,λi)/dli,j = − tan(γdmin) , (5)
κi,j and σi,j denote the curvature and sharpness of the leg,
respectively. hi,j represents the height of the glider, which is
decreasing at a constant rate throughout a leg. λi in the above
stated equations may sometimes be omitted for simplicity. The
first leg must satisfy start configuration constraints,
ri,1(0) = p
0
i , θi,1(0) = θ
0
i , ∀i . (6)
All the following legs must start at corresponding waypoints
in λi and maintain continuity of orientation with the last leg,
ri,j(0) = pλi,j−1 , θi,j(0) = θi,j−1(l
f
i,j) . (7)
Similarly, each leg j in the composite path should end at either
its corresponding waypoint or the final position,
ri,j(l
f
i,j) =
{
pλi,j if λi,j 6= f
pfi if λi,j = f .
(8)
Each leg should also satisfy the continuity of curvature be-
tween consecutive legs,
κi,j+1(0) = κi,j(l
f
i,j) . (9)
The glider has a starting height h0i and whenever the glider
visits a thermal it gets an increase in its height,
hi,1(0) = h
0
i , hi,j+1(0) = hi,j(l
f
i,j) + hλi,j .
3) Feasibility and Validity: The composite paths must sat-
isfy the dynamic constraints on the glider. The gliders have
a constraint on the maximum roll angle, which means that
the glider cannot execute tight turns. This corresponds to a
maximum curvature constraint on the path. Moreover, there
is an upper limit on the roll rate the glider can achieve. This
corresponds to an upper limit on the sharpness of the path.
Hence, a path must have bounded curvature and sharpness,
|κi,j(li,j)| ≤ κmax : 0 ≤ li,j ≤ lfi,j ,∀i,∀j , (10)
|σi,j(li,j)| ≤ σmax : 0 ≤ li,j ≤ lfi,j ,∀i,∀j . (11)
In the paper we assume that κmax and σmax have been
predetermined for the gliders. This is called the feasibility
constraint.
Furthermore, the height of the glider must always be posi-
tive. This is called the validity constraint,
hi,j(li,j) ≥ 0 for 0 ≤ li,j ≤ lfi,j ,∀i,∀j .
This condition is equivalent to hi,j(l
f
i,j) > 0, since hi,j
is constantly decreasing throughout a leg as per equation
(5). This constraint can be expressed as a constraint on the
arclength of the composite path as shown below.
hi,j(l
f
i,j) = h
0
i +
nt∑
l=1
1λi(tl)htl − tan(γdmin)
j∑
k=1
lfi,k > 0 .
(12)
this is due to the fact that hi,j(l
f
i,j) is the height of the glider
at the start of the composite path minus the net height lost
while traveling.
4) Optimization Problem: The problem is to find a visita-
tion order which minimizes unvisited allocated interest points.
The order should also be complete, meaning that it ends at the
final position for that particular glider. If there are multiple
visitation orders which satisfy these criteria, we should find
the one with smallest arclength of the composite path,
argmin
λ∗i
∑
∀j
lfi,j s.t. λ
∗
i ∈ argmin
λi
KL(λi, ξi)
s.t. λi,n(λi) = f and ri,j(λi) satisfies (10)− (12) . (13)
The order λi which satisfies (13), represents the best
visitation order for a given waypoint allocation ξi to glider
i. We call this the optimal visitation order λξii for waypoint
allocation ξi. Similarly, the optimal path and the number of
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posite path
unvisited interest points for allocation ξi are denoted similarly
as rξii,j and KU (ξi), respectively.
λ
ξi
i = λi, r
ξi
i,j = ri,j(λi), KU (ξi) = KL(λi, ξi) . (14)
B. Multi-agent problem
All ξi are mutually exclusive meaning, ξi ∩ ξj = ∅, i 6= j.
The set of waypoint allocation for all gliders is denoted by
Ξ = {ξi}.
The multi-agent problem is to find the jointly exhaustive
allocations ξi with the least number of unvisited interest
points. If there are multiple allocations with the same min-
imum number of unvisited interest points, we should find the
one with least accumulated arclength of composite paths.
argmin
Ξ∗
ng∑
i=1
∑
∀j
lfi,j(λ
ξ∗i
i ) s.t. Ξ
∗ ∈ argmin
Ξ
ng∑
i=1
KU (ξi)
such that
ng⋃
i=1
ξi = {ip1, .., ipnip}. (15)
C. Assumptions
Assumption 1. θlim , κ2max/σmax < pi.
Assumption 2. lmin > 2RT (κmax, σmax), where RT ∈ R+
is defined in [11] and lmin is the smallest euclidean distance
between any two waypoints, start points or final points of any
glider.
Assumption 1 is a carryover from [11] and is needed for
the legs to be feasible. Assumption 2 is needed to make
sure that the start and end point of the leg are not so close
that the particular kind of paths introduced in [11] become
unachievable. These have been discussed in [5].
III. PLANNING A COMPOSITE PATH FOR A GIVEN
VISITATION ORDER
The procedure to construct a feasible composite path for
a given visitation order has been discussed in detail in our
earlier work [5]. This section provides a brief summary. The
composite path has a piece-wise linear curvature profile and
it is designed to satisfy feasibility by construction. We start
with how to construct a leg in the composite path and calculate
its arclength. Then the procedure to construct the composite
path is elaborated. This section is concluded by finding an
upper bound on the ratio between arclength of a leg and the
euclidean distance between its the start and the goal position.
This upper bound is used later on in the paper.
A leg in the composite path provides a path from a start
configuration (position and orientation) to a goal position.
The leg has a piece-wise linear curvature profile. The leg is
composed of two segments: (i) a Continuous Curvature (CC)
turn that changes the orientation of the path by an angle β,
and (ii) a line segment that completes the leg. The usage of
CC turn guarantees that the curvature and sharpness of the
leg are bounded, if assumptions 1 and 2 are satisfied. A leg
obtained by this methodology is shown in Figure 3.
A. Constructing a Leg
In this section we will focus on one leg denoted by r(l).
Subscripts i and j have been omitted for simplicity. The
starting position of the leg is denoted by r(0) = p0, starting
orientation by θ(0) = θ0 and goal position by r(lf ) = pg . This
is depicted in Figure 3. Without loss of generality we assume
that pg lies on the left hand side of the start configuration.
The CC turn starts at r(0) and ends at r(lcc) where lcc < lf
as shown in Figure 3. The purpose of the CC turn is to change
the orientation of the leg until it points to the final position.
Therefore, the first step is to calculate the required change
in orientation β. The value of β is calculated in [5]. This is
accomplished by using the fact that the CC turns satisfy two
conditions. 1) The end points of a CC turn always exist on
the circle Cfl , and 2) the CC turn always makes an angle γ
with the tangent to the circle Cfl at these endpoints.
There are two types of CC turns depending on the value of
β and θlim. For the case β ∈ [0, θlim), the curvature profile
of the CC turn is,
κ(l) =
{
σel for 0 ≤ l ≤ lcc/2
σe(l
cc − l) for lcc/2 < l ≤ lcc (16)
where the expression for σe is given in [11]. Otherwise, if
β ∈ [θlim, 2pi], the curvature profile of the CC turn is,
κ(l) =
 σmaxl for 0 ≤ l ≤ l
cl
κmax for lcl < l ≤ lcc − lcl
σmax(l
cc − l) for lcc − lcl < l ≤ lcc
(17)
where lcl = κmax/σmax.
The arclength of each CC turn (as given in [11]), is,
lcc(β) =
{
2
√
β/σe if β ∈ [0, θlim)
β/κmax + κmax/σmax if β ∈ [θlim, 2pi] .
(18)
The orientation at the end of the CC turn is,
θ(lcc) = θ(0) + β . (19)
The next part in the leg is a line segment which starts at r(lcc)
and ends at r(lf ). The orientation, curvature and sharpness of
the line segment is,
θ(l) = θ(lcc), κ(l) = σ(l) = 0 for lcc < l ≤ lf (20)
The total arc length of the leg lf has been derived in [5]. Now,
each leg r(l) can be constructed by using the curvature profile
κ(l) of the leg and its initial conditions.
B. Composite Path
For every combination of glider and visitation order there is
a unique composite path. The composite path is constructed by
using the boundary conditions (6)-(8) along with the procedure
to construct the leg. The curvature constraint in equation (9)
is automatically satisfied since curvature and sharpness of a
leg at l = {0, lcc, lf} is 0. A composite path satisfies the
feasibility constraint by design and the validity of the path can
be determined by calculating its arclength. The arclength of
each composite path is calculated by summing the arclengths
of its constituent legs.
C. Upper bound on ratio between length of the leg lf and
euclidean distance le
In this section we obtain an upper bound on the ratio lf/le,
where le is the euclidean distance between pg and p0.
le
(
pg, p0
)
= ||pg − p0||2 , (21)
The following theorem presents the result. This result is used
to guarantee optimality of the upper level graph search.
Lemma 1. If assumptions 1 and 2 are met, the ratio lf/le ≤
Rmax, which is given by,
Rmax =
√
(lmin +RT )2 −R2M
lmin
+Rccmax
where Rccmax =
max
(
βmax(lmin)
κmax
+ κmaxσmax ,
4.66RT
lmin
)
+RT
lmin
(22)
Proof. The proof of the theorem is given in the Appendix.
IV. SINGLE-AGENT PROBLEM
The aim of this section is to solve the single-agent problem.
This corresponds to finding a composite path which i) is
valid and ii) maximizes the number of (allocated) interest
points visited by the glider. This is achieved by choosing
the best visitation order, since the composite path is uniquely
determined by its corresponding visitation order. The problem
of finding the best visitation order is a constrained integer
programming problem and we formulate it as a graph search.
This is called the lower level graph and its denoted by ΓL. It
is dependent on the allocation (of waypoints) ξi and denoted
by ΓL(ξi). Each node in the graph represents a particular
visitation order.
This section is organized in the following manner. First,
the construction of ΓL and the notation associated with it
is explained. Next, the optimality condition for single-agent
problem along with a reformulation of this condition is restated
in the current notation. After that the new concepts of ideality
and weak validity are introduced. These notions are used to
obtain optimality guarantees in the next section. Finally, the
algorithm to find the best visitation order, called lower level
graph search, is presented.
A. Graph ΓL(ξi)
Every node in the graph ΓL(ξi) is a visitation order λi.
Each node λi has a composite path made up of legs ri,j(λi)
and a height profile hi,j(λi) as described in Section II. The
root (starting) node of the graph is denoted by λ0i . The order
associated with this node is empty λ0i = {}, and hence it has
no composite path. The graph search is terminated when a
goal node is encountered. A node is considered a goal node if
its last waypoint is the final position of the glider. The set of
goal nodes is denoted by ΦfL. Goal nodes do not have children.
The child of node λi is obtained, by appending a leg to
the end of composite path ri,j(λi). This is done by adding
a thermal, an unvisited allocated interest point or the final
position (of the glider) to the end of λi. The set of children
of λi, Children(λi) is defined as,
λ′i ∈ Children(λi) only if λ′i = {λi,1, .., λi,n(λi), µ}
s.t. µ ∈ {ξi ∪ {t1, .., tnt} ∪ {f}} \ λi (23)
where n() is the cardinality operator. If λ′i ∈ Children(λi)
then λi = Parent(λ′i).
Now we introduce some values associated with each λi.
1) Arc length of a node: The arc length of the node,
denoted by SL(λi), is the total arc length of the composite
path associated with λi.
SL(λi) =
n(λi)∑
j=1
lfi,j , (24)
where lfi,j is the arclength of the jth leg of the glider’s
composite path.
2) Cost of a node: Another quantity associated with the
a node λi is its cost VL. The cost of a node determines the
order of expansion of the node in the lower level graph search.
Nodes with less cost are chosen first. It is defined as,
VL(λi, ξi) =
{
SL(λi) if λi /∈ ΦfL
SL(λi) +KL(λi)PL if λi ∈ ΦfL ,
(25)
where PL =
(
h0i +
nt∑
k=1
htk + 1
)
/ tan(γdmin) . (26)
The symbol ξi is omitted from the expression KL(λi) since
it is clear from context. The KL(λi)PL term, is a penalty term
which penalizes those goal nodes which have more unvisited
allocated interest points. This makes them less likely to be
expanded and makes the graph search optimal.
3) Validity of a node: We define a set of nodes called the set
of valid nodes, denoted by ΦvL. A node is considered valid if its
corresponding composite path satisfies the validity constraint
(12). This set can be expressed as,
ΦvL = {λi|SL(λi) < SmaxL (λi) & Parent(λi) ∈ ΦvL} .
(27)
The quantity SmaxL (λi) is the upper bound on the arclength
of composite path.
SmaxL (λi) =
(
h0i +
nt∑
l=1
1λi(tl)htl
)
/ tan(γdmin) . (28)
B. Optimality condition
The optimality condition of the single-agent problem as
expressed in equation (13) can be restated in the current
notation as,
argmin
λ∗i
SL(λ
∗
i ) s.t. λ
∗
i ∈ argmin
λi
KL(λi) ∩ ΦfL ∩ ΦvL (29)
This conditions involves first finding the set of all valid goal
nodes which have least number of unvisited interest points.
Then we need to find the node with the least arclength from
this set. Now consider another condition where we want to
find a node with the least cost VL from the set of all valid
goal nodes. This is expressed below,
argmin
λ∗i
VL(λ
∗
i ) s.t. λ
∗
i ∈ ΦfL ∩ ΦvL (30)
In theorem (1) we show that if a node satisfies condition
(30) then it will also satisfy condition (29). For this to be true,
the penalty term PL has to be an upper bound on the distance
the glider can travel. This can be expressed as the upper bound
on height of the glider divided by tan(γdmin). An upper bound
on height of the glider is the starting height of the glider plus
the sum of the heights of all thermals h0i +
∑
htk . This idea
is akin to the idea of Lagrangian relaxation.
Theorem 1. A node in graph ΓL that satisfies condition (30)
will also satisfy condition (29).
Proof. We prove this lemma in two parts. Let us assume that
the node λˆi satisfies condition (30).
First, we prove that λˆi has the least unvisited interest points
in the set Φfl ∩Φvl . This is a proof by contradiction. Suppose,
∃λ˜i ∈ ΦfL ∩ Φvl , such that KL(λ˜i) < KL(λˆi).
VL(λˆi) ≤ VL(λ˜i) , (because of condition (30))
SL(λˆi) +KL(λˆi)PL ≤ SL(λ˜i) +KL(λ˜i)PL ,
(KL(λˆi)−KL(λ˜i))PL ≤ SL(λ˜i)− SL(λˆi) ,
(KL(λˆi)−KL(λ˜i))PL ≤
(
h0i +
nt∑
i=1
htk
)
/ tan(γdmin) .
The last step was made possible by the fact that(
h0i +
∑nt
i=1 htk
)
/ tan(γdmin) is an upper bound on SL(λi)
for any valid node λi. Using the definition of PL and the fact
that KL(λˆi)−KL(λ˜i) ≥ 1, we arrive at a contradiction.
Secondly, we prove that λˆi has the least arclength of all
nodes with similar KL in the set Φ
f
l ∩ Φvl . Assume another
node λ˙i ∈ ΦfL ∩ Φvl , such that KL(λ˙i) = KL(λˆi).
VL(λˆi) ≤ VL(λ˙i) ,
SL(λˆi) +KL(λˆi)PL ≤ SL(λ˙i) +KL(λ˙i)PL ,
SL(λˆi) ≤ SL(λ˙i) .
Hence λˆi has the minimum arclength for all nodes in Φ
f
l ∩Φvl
with number of unvisited interest points equal to KL(λˆi).
The reason for using the second condition is that finding
a node that satisfies the second condition is computationally
less expensive. Condition (29) involves taking a minimum
over a set two times whereas condition (30) requires it once.
Moreover, the second condition can be satisfied by running
a uniform cost search over the graph ΓL. This procedure is
called the lower level graph search and is explained in section
IV-D. Before delving into the lower level graph search we
introduce two new concepts of ideality and weakness which
will be used in the following sections.
C. Ideality and weakness
First we define the concept of an ideal path of a glider for
a given waypoint visitation order. Like a composite path, this
path satisfies the boundary conditions (6)-(9) and feasibility
conditions (10)-(11). But it has the least arclength over all
paths that satisfy these condition. The ideal path associated
with the node λi is denoted by r∗i,j(λi). Such a path is
guaranteed to exist due to Filippov’s Existence Theorem [19].
Similar to the concept of arclength of a node we also have
the ideal arclength of a node. This is the total arclength of
the ideal path r∗i,j and it is denoted by S
∗
L(λi). Likewise each
node also has an ideal cost V ∗L (λi). This is given as,
V ∗L (λi, ξi) =
{
S∗L(λi) if λi /∈ ΦfL
S∗L(λi) +KL(λi, ξi)PL if λi ∈ ΦfL ,
(31)
When clear from context the ξi is omitted for simplicity.
Similarly we have the concept of ideal validity. A node λi is
considered ideally valid if its ideal path is valid. The set of
ideally valid nodes is denoted by ΦivL . This can be rigorously
be defined as,
ΦivL = {λi|S∗L(λi) < SmaxL (λi) & Parent(λi) ∈ ΦivL } .
(32)
Finally, we introduce the concept of ideal optimality. This is
similar to the concept of optimality as shown in conditions (29)
and (30). A node is ideally optimal if it satisfies the following
condition.
argmin
λ∗i
V ∗L (λ
∗
i ) s.t. λ
∗
i ∈ ΦfL ∩ ΦivL (33)
This means that a node is ideally optimal if it minimizes ideal
cost over all ideally valid goal nodes. Similar to the regular
optimality this also means that its ideal path visits the most
interest points and has the least arclength. This is formalized
in the following lemma.
Lemma 2. If a node satisfies ideal optimality condition (33)
then it will also satisfy the following condition,
argmin
λ∗i
S∗L(λ
∗
i ) s.t. λ
∗
i ∈ {λi| argminKL(λi)} ∩ ΦfL ∩ ΦvL
(34)
Proof. The proof for this lemma is similar to the proof for
theorem 1. It can be easily obtained by replacing SL, VL and
ΦvL with S
∗
L, V
∗
L and Φ
iv
L respectively.
Notice that the ideal path, arclength, cost, validity and
optimality of a node is unknown.
Now we move on to determinable notions. The first one is
weak cost of a node. This is denoted by VL(λi) and defined
as,
VL(λi, ξi) =
{
SL(λi)/Rmax if λi /∈ ΦfL
SL(λi)/Rmax +KL(λi)PL if λi ∈ ΦfL ,
(35)
When clear from context the ξi is omitted for simplicity.
Another notion related to validity is called weak validity. The
set of weakly valid nodes is denoted by φwvL . This set is defined
in the following way,
ΦwvL = {φ|
SL(λi)
Rmax < S
max
L (λi) & Parent(λi) ∈ ΦwvL } .
(36)
Finally, we introduce the concept of weak optimality. A node
is weakly optimal if it has the least weak cost in all the weakly
valid goal nodes. This expressed as follows.
λi = argmin
λ∗i
VL(λ
∗
i ) s.t. λ
∗
i ∈ ΦfL ∩ ΦwvL . (37)
Notice that weakly valid and optimal nodes are determinable
as opposed to the ideal path, arclength, cost, validity and
optimality.
We end this subsection with some results which relate these
new notions to the earlier concepts. This will be helpful
in proving the optimality of the Branch&Bound algorithm.
Lemma 3 states that if a node is valid it will also be ideally
valid, and if a node is ideally valid it will also be weakly valid.
Lemma 3. ΦvL ⊂ ΦivL ⊂ ΦwvL .
Proof. As shown in lemma 1, any leg in a composite path
constructed using the procedure outlined in section III will
have an arclength lfi,j ≤ Rmaxlei,j , where lei,j is the euclidean
distance between the start and end positions of the leg.
Moreover, its also quite obvious that lei,j ≤ lfi,j . Hence, we
get the inequality,
lfi,j
Rmax ≤ l
e
i,j ≤ lfi,j ≤ Rmaxlei,j ,
If we sum this over all the legs of the composite path we get
the expression,
SL(λi)
Rmax ≤
∑
∀j
lei,j ≤ SL(λi) ≤ Rmax
∑
∀j
lei,j ,
Now we know that S∗L(λi) ≤ SL(λi) by definition and∑
∀j l
e
i,j ≤ S∗L(λi). Using this we get,
SL(λi)
Rmax ≤
∑
∀j
lei,j ≤ S∗L(λi) ≤ SL(λi) ≤ Rmax
∑
∀j
lei,j ,
This can be shortened to,
SL(λi)
Rmax ≤ S
∗
L(λi) ≤ SL(λi) , (38)
From here it is easy to see that if a node satisfies validity
it will definitely satisfy ideal validity and if it satisfies ideal
validity it will definitely satisfy weak validity. Hence, ΦvL ⊂
ΦivL ⊂ ΦwvL .
Now we introduce some lemmas which relate cost of a node
with its ideal and weak costs.
Lemma 4. If the node λi satisfies weak optimality condition
(37) and node λ∗i satisfies ideal optimality condition (33), then
the weak cost of λi will be a lower bound on the ideal cost
of λ∗i ,
VL(λi) ≤ V ∗L (λ∗i ) (39)
Proof. As λi minimizes VL over all nodes in the set Φ
f
L∩ΦwvL ,
VL(λi) ≤ VL(λ∗i )
since λ∗i ∈ ΦfL ∩ΦivL and ΦfL ∩ΦivL is a subset of ΦfL ∩ΦwvL .
Equation (38) says SL(λi)Rmax < S
∗
L(λi) < SL(λi),∀φ hence
VL(λi) < V
∗
L (φ) < VL(λi) for any node. This leads us to,
VL(λi) ≤ VL(λ∗i ) ≤ V ∗L (λ∗i )
Lemma 5. If the node λ′i satisfies optimality condition (30)
and node λ∗i satisfies ideal optimality condition (33), then the
ideal cost of λ∗i will be a lower bound for the cost of λ
′
i,
namely,
V ∗L (λ
∗
i ) ≤ VL(λ′i) (40)
Proof. From the ideal optimality condition we know that.
V ∗L (λ
∗
i ) ≤ V ∗L (λi), ∀λi ∈ ΦivL ∩ ΦfL
We also know that λ′i is a valid goal node in ΓL(ξ
φ′u
l ) and
all valid goal nodes are also ideally valid goal nodes. Hence,
V ∗L (λ
∗
i ) ≤ V ∗L (λ′i)
From equation (38) we know that V ∗L (φ) ≤ VL(φ) for any
node, hence,
V ∗L (λ
∗
i ) ≤ V ∗L (λ′i) ≤ VL(λ′i)
D. Lower level graph search over ΓL
Algorithm 1 presents the lower level graph search over
graph ΓL. The algorithm is made up of two parts. The first
part (lines 1-13) finds the node that satisfies the single-agent
optimality condition (30). Whereas the second part (lines
14-24) finds the node which satisfies the weak optimality
condition (37). This latter part finds a node which helps us
in the Branch&Bound algorithm.
The first part is a uniform cost graph search over the set
ΦvL. The search finds a valid goal node which minimizes the
cost function VL. For a graph search to be optimal, meaning
it finds the node which satisfies the optimality condition, the
cost of a child node should be greater than or equal to the cost
of its parent node, as shown in the book [20]. This is called
the monotonicity of cost. For algorithm 1 this is shown easily.
Consider a node λi and it child λ′i. If the λ′i /∈ ΦfL, V (λi) =
S(λi) and V (λ′i) = S(λ′i). As we know that λ′i is obtained
by adding a leg to the composite path of λi, S(λ′i) > S(λi),
which leads to, V (λ′i) > V (λi). If the λ′i ∈ ΦfL, using
similar reasoning we arrive at the same conclusion. Hence,
V (λ′i) > V (λi).
Algorithm 1 Lower Level Graph Search
Require: i, p0i , h0i , p
f
i , ξi
1: Ω = {λ0i }, λi := λ0i
2: while λi /∈ ΦfL do
3: remove λi from Ω with the smallest VL(λi)
4: for all λ′i ∈ Children(λi) do
5: calculate SL(λ′i), VL(λ′i) and VL(λ′i)
6: if SL(λ′i) satisfies validity (27) then
7: Insert λ′i into Ω with cost VL(λ′i)
8: else if SL(λ′i) satisfies weak validity (36) then
9: Insert λ′i into Ω with cost VL(λ′i)
10: end if
11: end for
12: end while
13: λˆi := λi
14: λi := node with smallest VL in Ω
15: while λi /∈ ΦfL do
16: remove λi from Ω with the smallest VL(λi)
17: for all λi′ ∈ Children(λi) that do not exist do
18: calculate SL(λi′) and VL(λi
′)
19: if SL(λ′i) satisfies weak validity (36) then
20: Insert λi′ into Ω with cost VL(λi
′)
21: end if
22: end for
23: end while
24: return λˆi, SL(λˆi),KL(λˆi), SL(λi),KL(λi)
The second part of the algorithm performs a uniform cost
graph search over the set ΦwvL . It finds a node which satisfies
the weak optimality condition. Since the weak cost satisfies
monotonicity property this part is also optimal. This node and
the values associated with it are used in the Branch&Bound
algorithm.
In the algorithm 1 Nodes(ΓL) refers to the set of all
possible nodes in ΓL. Ω is the open set (the set of nodes yet
to be expanded) but is only limited to valid nodes. Whereas
Ω is also an open set but is limited to nodes which are not
valid but satisfy weak validity.
V. MULTI-AGENT PROBLEM
In this section we solve the multi-agent problem. This
corresponds to finding a feasible and valid composite path for
each glider such that the interest points visited are maximized.
We decompose this problem into many single-agent problems
by allocating a set of interest points to each glider. The single-
agent problem is solved by the lower level graph search as
described in section IV. The problem now is to find the
best allocation of interest points for each glider. This section
presents two ways of achieving this objective. The first one is
a brute force approach as presented in our earlier work [5].
The second is a Branch&Bound type graph search, called the
lower level graph search. The reason for using Branch&Bound
instead of uniform cost graph search is that we were unable
to prove the monotonicity property in the upper level graph.
The upper level graph search is shown to be faster than the
brute force search via simulations.
The section starts with introducing some values associated
with each set of allocations Ξ = {ξi} and its notation. Ξ refers
to the set of allocations and ξi is the allocation to a particular
glider i. Secondly, the multi-agent optimality condition is
restated along with its reformulation in the current notation.
After that brute force search is presented. This is followed
by the construction of the upper level graph ΓU . Finally, the
Branch&Bound algorithm along with its optimality guarantees
is presented.
A. Values associated with each ξi and Ξ
The values associated with allocations ξi are denoted by
regular fonts like KU , SU or VU whereas the values associated
with set of allocations Ξ are denoted by the Blackboard Bold
fonts like KU , SU or VU .
1) Optimal visitation order and composite path: Each allo-
cation ξi has an optimal visitation order and optimal composite
path denoted by λξii and r
ξi
i,j respectively. These satisfy the
single-agent optimality condition (30) and have been obtained
through the lower level graph search. They are defined in
equation (14).
2) Unvisited interest points: Each allocation ξi has number
of unvisited interest points denoted by KU (ξi).
KU (ξi) = KL(λ
ξi
i , ξi) (41)
Similarly, each set of allocation Ξ = {ξi} has number of
unvisited interest points, which is simply the sum of unvisited
points over all its allocations,
KU (Ξ) =
ng∑
i=1
KU (ξi) (42)
3) Arclength: Each allocation ξi has an arclength SU (ξi)
which is the arclength of its optimal composite path.
SU (ξi) = SL(λ
ξi
i ) (43)
The arclength for a set of allocations Ξ is defined as,
SU (Ξ) =
ng∑
i=1
SU (ξi) (44)
4) Cost: The cost of a set of allocations Ξ is defined similar
to the lower level graph as,
VU (Ξ) = SU (Ξ) + PUKU (Ξ) (45)
PU =
 ng∑
i=1
h0i +
nt∑
j=1
htj + 1
 / tan(γdmin)
The PUKU (Ξ) term, is a penalty term which increases the cost
of allocations with more unvisited interest points and hence
makes them less optimal. This is similar to the penalty term
PL in the lower level graph search.
5) Ideal cost: The ideal cost for an allocation ξi is defined
as,
V ∗U (ξi) = V
∗
L (λ
∗
i , ξi) (46)
here λ∗i is the node which satisfies the ideal optimality
condition (33) for allocation ξi to glider i. This cost is actually
not determinable since the node λ∗i cannot be determined.
6) Weak cost: We also define another term called the weak
cost for an allocation ξi.
VU (ξi) = VL(λi, ξi) (47)
here λi is the node which satisfies the weak optimality
condition (37) for allocation ξi to glider i. This cost is used
the Branch&Bound algorithm. The set of allocations Ξ also
has a weak cost associated with it, defined as,
VU (Ξ) =
∑
∀i
VU (ξi) (48)
B. Upper level graph ΓU
Upper level graph denoted by ΓU is the graph, in which
waypoints are allocated to different gliders. A node in ΓU is
a set of allocations Ξ = {ξi}. Each ξi is the set of interest
points allocated to a glider i.
The root (starting) node of ΓU is denoted by Ξ0. The
waypoint allocations associated with this node, ξ0i = {} are
empty sets, meaning that no waypoint has been allocated to
any glider yet. The child Ξ′ to a node Ξ is obtained by
allocating an unallocated waypoint to one of the gliders. This
is shown below,
Ξ′ ∈ Children(Ξ) only if ∃l ∈ {1, .., ng} s.t.
ξ′l =
{
ξl ∪ {ζ} s.t. ζ ∈ {1, .., nw} \
⋃ng
i=1 ξi
ξj for ∀j 6= l . (49)
This means that all waypoint allocations for the child node
ξ′i, are the same as the waypoint allocations for the parent
node ξi, except for ξ
′
l. The graph search on ΓU terminates
when it encounters a goal node. The set of goal nodes of ΓU
is denoted as ΦfU . A node Ξ ∈ ΦfU , if
⋃ng
i=1 ξi = {1, .., nw},
meaning that it is exhaustive.
C. Optimality condition
The optimality condition for the multi-agent problem is to
find the set of allocations which are exhaustive and minimize
the total number of unvisited interest points. Moreover, if there
are more than one such sets of allocations than we should find
the one with the least accumulated arclength. This condition
can be expressed in the current notation as,
argmin
Ξ∗
SU (Ξ∗) s.t. Ξ∗ ∈ {Ξ| argmin
Ξ
KU (Ξ)} ∩ ΦfU (50)
Now consider another condition of optimality where we find
the set of allocations which are exhaustive and minimize the
cost VU .
argmin
Ξ∗
VU (Ξ∗) s.t. Ξ∗ ∈ ΦfU . (51)
Theorem 2 guarantees that if a set of allocations Ξ satisfy
this condition then it will satisfy the optimality condition for
the multi-agent problem. For this to be true, PU has to be
an upper bound on the distance the gliders can collectively
travel. This can be expressed as an upper bound on collective
height of the gliders divided by tan(γdmin). An upper bound
on height of the gliders is given by
∑ng
i=1 h
0
i +
∑nt
j=1 htj .
Theorem 2. If a node Ξ satisfies (51) then it will satisfy the
multi-agent optimality condition (50).
Proof. We prove this theorem in two parts. Let us assume Ξˆ
is the node which satisfies the condition (51).
First, we will prove that Ξˆ has the least number of unvisited
interest points in the set ΦfU . This is a proof by contradiction.
Suppose ∃Ξ˜ ∈ ΦfU and has fewer unvisited interest points,
KU (Ξ˜) < KU (Ξˆ). We have,
VU (Ξˆ) ≤ VU (Ξ˜) , (by definition)
SU (Ξˆ) + PUKU (Ξˆ) ≤ SU (Ξ˜) + PUKU (Ξ˜) ,(
KU (Ξˆ)−KU (Ξ˜)
)
PU ≤ SU (Ξ˜)− SU (Ξˆ) ,(
KU (Ξˆ)−KU (Ξ˜)
)
PU ≤
∑ng
i=1 h
0
i +
∑nt
j=1 htj
tan(γdmin)
.
The last step was made possible by the fact that the arclength
SU is always upper bounded by the term on the right hand
side. This term is the upper bound on the arclength. Using the
definition of PU and the fact that KU (Ξˆ) − KU (Ξ˜) ≥ 1, we
get a contradiction.
Secondly, we prove that Ξˆ has the least accumulated ar-
clength for all exhaustive sets of allocations which have the
same number of unvisited interest points as Ξˆ. Assume Ξ˜ is
such a set, this means it is exhaustive and KU (Ξˆ) = KU (Ξ˜).
We have,
VU (Ξˆ) ≤ VU (Ξ˜) ,
SU (Ξˆ) + PUKU (Ξˆ) ≤ SU (Ξ˜) + PUKU (Ξ˜) ,
SU (Ξˆ) ≤ SU (Ξ˜) .
Hence Ξˆ has the minimum accumulated arclength for equal
number of unvisited interest points.
D. Brute force search
In our earlier work [5] we find a set of allocations which
satisfy the condition (51) by calculating the cost for each
exhaustive set of allocations and picking the one that min-
imizes the cost. This is called brute force search and it is
very computationally expensive. Hence in the next section we
outline a Branch&Bound type search, called the upper level
graph search. This is also optimal and is shown to be faster
than the brute force search via simulations.
E. Upper level graph search
Algorithm 2 is a Branch&Bound type graph search over
ΓU . The reason we cannot perform a uniform cost search
on this graph is that we cannot prove monotonicity of cost.
Monotonicity means that the cost of the child of a node Ξ will
be strictly higher than the cost of the node itself. Instead we
prove that the weak cost of a node VU (Ξ) is actually the lower
bound on the cost of its descendant. This is rigorously proven
in theorem 3. As shown in [21] this condition is sufficient to
guarantee that Algorithm 2 will returns the goal node which
satisfies the optimality condition (51).
Algorithm 2 Upper Level Branch&Bound Search
1: Ψ = {Ξ0}
2: VU (Ξ0) = 0, Upper =∞
3: VU (Ξ) =∞ ∀Ξ ∈ Nodes(ΓU ) and Ξ 6= Ξ0
4: while Ψ 6= {} do
5: remove Ξ from Ψ with the smallest VU (Ξ)
6: if VU (Ξ) < Upper then
7: for all Ξ′ ∈ Children(Ξ) and VU (Ξ′) =∞ do
8: Calculate VU (Ξ′) and VU (Ξ
′)
9: if Ξ′ ∈ ΦfU and VU (Ξ′) < Upper then
10: Upper = VU (Ξ′)
11: Ξˆ = Ξ′
12: end if
13: if VU (Ξ
′) ≤ Upper then
14: Insert Ξ′ in Ψ with cost VU (Ξ′)
15: end if
16: end for
17: end if
18: end while
19: return Ξˆ
In the pseudo code for Algorithm 2, Ψ is the Open Set (the
set of nodes not yet expanded), and Nodes(ΓU ) refers to the
set of all possible nodes in ΓU .
First some intermediate results are shown in lemmas 6 and
7. Then theorem 3 is presents the main guarantee of the paper.
Lemma 6. Let Ξ′′ be a child of the node Ξ′. The ideal cost
of Ξ′ will be a lower bound for ideal cost of Ξ′′, namely
V ∗U (ξ
′
i) ≤ V ∗U (ξ′′i ).
Proof. The proof is given in the Appendix.
Lemma 7. Let Ξ′′ be a descendant (child, child of child...) of
the node Ξ′. The ideal cost of Ξ′ will be a lower bound for
ideal cost of Ξ′′, namely V ∗U (ξ
′
i) ≤ V ∗U (ξ′′i ).
Proof. The proof of this lemma can be obtained by using the
lemma 6 recursively.
Theorem 3. Let Ξ′′ be a descendant (child, child of child
...) of the node Ξ′. Then the weak cost of Ξ′ will be a lower
bound on the cost of Ξ′′, namely VU (Ξ
′) ≤ VU (Ξ′′).
Proof. The proof is given in the Appendix.
VI. SIMULATION RESULTS
In this section we present an example of cooperative au-
tonomous soaring of 2 gliders with 4 interest points and 4
thermals, meaning ng = 2, nip = 4, nt = 4. The maxi-
mum curvature κmax = 0.045m−1 and maximum sharpness
σmax = 0.001m
−2. Using these values of κmax and σmax,
θlim = 2.02 rad, RT = 33.8 m
This satisfies assumption 1. The starting positions, orienta-
tions, heights and final positions of the gliders are,
p01 = (445, 709)
Tm, p02 = (646, 754)
Tm,
θ01 = −1.41rad, θ02 = 1.13rad, h01 = 600m, h02 = 500m,
pf1 = (765, 186)
Tm, pf2 = (795, 489)
Tm
The positions of interest points and thermals are,
pip1 = (97, 950)
Tm, pip2 = (823, 34)
Tm
pip3 = (694, 438)
Tm, pip4 = (317, 381)
Tm
pt1 = (743, 706)
Tm, pt2 = (392, 32)
Tm
pt3 = (655, 277)
Tm, pt4 = (171, 46)
Tm
The minimum distance between waypoints lmin = 108.4 m
and hence assumption 2 is satisfied. The height a glider can
gain by visiting the thermals and interest points is,
htj = 200m, 1 ≤ j ≤ 4, hipj = 0m, 1 ≤ j ≤ 4.
The minimum rate of descent of the gliders is chosen as
γdmin = 0.349 radians.
The set of interest point allocations which minimizes VU
is Ξˆ = {ξˆi}, where the interest points allocated to the first
gliders are ξˆ1 = {ip2, ip4} and the interest points allocated to
the second glider are ξˆ2 = {ip1, ip3}. The optimal visitation
orders for each of these allocations are λξˆ11 = {ip4, t3, ip2}
and λξˆ22 = {t1, ip1, ip3}, respectively. The optimal paths
associated with ξˆi, r
ξˆ1
1,j and r
ξˆ2
2,j are shown in the figure 4.
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Fig. 4: Cooperative autonomous soaring for 2 gliders, 4 interest
points and 4 thermals.
The curvature, sharpness and height profiles of the optimal
paths are shown in figures 5 and 6. The paths are demonstrated
to satisfy the endpoint and continuity constraints (6)-(9) and
are also feasible and valid as they satisfy (10)-(12).
Figure 7 shows another scenario invloving 2 gliders, 3
interest points and a thermal. Here an interest point in glider
1’s composite path is moved such that it comes closer to the
composite path of glider 2. The algorithm determines that
the more optimal solution where this interest point is in the
composite path of glider 2.
VII. CONCLUSION
In this paper we solve the problem of planning paths for
multiple gliders which have to visit a set interest points.
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Fig. 5: Curvature and sharpness profiles.
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Fig. 6: Height profile.
The gliders can also use thermals to gain height and hence
increase their range. First we introduce a special kind of curve,
called a leg. Our algorithm uses this leg to generate composite
paths for the gliders. The paths planned by the proposed
algorithm are shown to be valid and feasible. Moreover they
are guaranteed to cover as many interest points as possible
within the particular class of composite paths introduced in
the paper. Furthermore, they also have the minimum arclength
of any other path with equal number of visited interest points.
Since, the approach proposed in this paper is exact (meaning
it produces the best composite path form a class of composite
paths) it is not particularly time efficient. Future work should
focus on inexact but faster algorithms. Moreover, since the
algorithm produces a composite path from a particular class
of composite paths, it is sub-optimal. Hence, efforts should be
made to provide bounds on measuring the sub-optimality of
the algorithm.
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APPENDIX
A. Proof of Lemma 1
The ratio is expressed as,
lf
le
=
ls −RT sin(γ) + lcc
le
(52)
First, the constraints on the variables le and β are calculated.
Then, the upper bound of lf/le is calculated by obtaining the
upper bound of another function R¯ which is always larger
than l
f
le .
le ≥ lmin since lmin is the minimum distance between any
two waypoints. θe ∈ [0, pi] as ∆y ≥ 0. To obtain the limits
on β, equations ?? and ?? are used. For θe = 0, β = 0. For
θe = pi, we get,
β = pi + 2 arcsin
(RM
li
)
=
pi + 2 arctan
( RM
le +RT sin(γ)
)
= βmax(l
e) (53)
hence, the 0 ≤ β ≤ βmax(le).
Proof. Consider the ratio R¯ which is always larger than or
equal to l
f
le , where R¯ is a function of variables le and β,
R¯(le, β) =
√
(le +RT )2 −R2M +RT + lcc(le, β)
le
≥ l
f
le
.
R¯(le, β) = R¯1 + R¯2 for β ∈ [0, βmax], le ∈ [lmin,∞),
where R¯1 and R¯2 are defined as,
R¯1(le) =
√
(le +RT )2 −R2M
le
, R¯2(le, β) = l
cc +RT
le
.
We upper bound the two functions seperately. An upper bound
on R¯2 can be obtained as shown below. If β ∈ [0, θlim),
R¯2(le, β) = β/κmax + κmax/σmax +RT
le
≤ βmax/κmax + κmax/σmax +RT
lmin
(54)
If β ∈ [0, θlim), R¯2 is bounded in the following way. For this
section we use the Fresnal integrals C(θ) and S(θ) as defined
in the paper [22] rather than FrC(θ) and FrS(θ) used in
section III-A. C(θ) and S(θ) are defined as,
C(θ) =
θ∫
0
(
cos(u)/
√
u
)
du and S(θ) =
θ∫
0
(
sin(u)/
√
u
)
du .
Through a change of variables it can be shown that,
FrC(θ) = C(θ2pi/2)/2pi and FrS(θ) = S(θ2pi/2)/2pi .
Hence, the value of R¯2 in case β ∈ [0, θlim) becomes,
R¯2 = l
cc +RT
le
=
2
√
2βRT sin(β/2− γ) +RT
le (cos(β/2)C(β/2) + sin(β/2)S(β/2))
.
We use the following inequalities from paper [22],
C(θ) > 2
√
θ(1− θ2/10) and S(θ) > 2θ3/2(1− θ2/14)/3 ,
and the fact that β ≤ θlim ≤ pi and le ≥ lmin > 0, to obtain,
lcc
le
<
2RT sin(β/2− γ) +RT
le (cos(β/2)(1− β2/40) + β sin(β/2)(1− β2/56)/6) ,
< (4.66RT sin(β/2− γ) +RT )/le < 5.66RT /lmin .
Hence, R¯2 < Rccmax.
The upper bound of the function R¯1 is found, using the
Karush-Kuhn-Tucker (KKT) conditions for finding a con-
strained optima. The derivative of R¯1(le) w.r.t. le is,
∂R¯1
∂le
=
−1
le2
(
RT l
e +R2T sin
2(γ)√
(le +RT )2 −R2M
)
.
The problem now becomes,
min f = −R¯1(le) = −
√
(le +RT )2 −R2M
le
(55)
subject to the constraint,
g1(l
e, β) = lmin − le ≤ 0, (56)
The KKT conditions guarantee that exist a variable µ1, called
the KKT multiplier, which satisfies the following necessary
conditions,
∂f
∂le
+ µ1
∂g1
∂le
=
1
le2
(
RT l
e +R2T sin
2(γ)√
(le +RT )2 −R2M
)
− µ1 = 0 (57)
µ1g1(l
e, β) = µ1(lmin − le) = 0 (58)
µ1 ≥ 0 (59)
Let us assume µ1 = 0. We know ∂f∂le > 0 in equation (57),
since numerator RT le+R2T sin
2(γ) > 0, due to le ≥ lmin > 0.
So, if µ1 = 0 then the optimality condition (57) does not
hold. Hence it is proved that µ1 6= 0. This fact when used
with equation (58), gives us le = lmin. So, le = lmin is a
stationary point of f , since it satisfies the necessary conditions
for optimality. To prove that it is an minima it has to satisfy the
sufficient conditions as well. The KKT sufficient conditions for
optimality for univariate functions like f is that the double
derivative of f should be positive.
∂2f
∂le2
=
2RT l
e3 + 3R2T (1 + sin
2(γ))le2 + 6R3T sin
2(γ)le + 2R4T sin
4(γ)
le3(le2 + 2RT le +R2T sin
2(γ))
,
∂2f
∂le2
> 0 since all the terms in the numerator and denominator
are positive due to the facts le ≥ lmin > 0 and RT > 0. So this
satisfies the KKT sufficient condition for global optimality and
hence R¯1(lmin) is the maximum value of the function R¯1(le).
In conclusion,
R¯(le, β) = R¯1(le)+R¯2(le, β) ≤ R¯1(lmin)+R¯2(lmin, βmax)
=
√
(lmin +RT )2 −R2M +RT + βmax(lmin)κmax + κmaxσmax
lmin
= Rmax
B. Proof of Lemma 6.
Let j ∈ {1, .., ng} be the allocation which has changed from
Ξ′ to Ξ′′ and let ξˆ be the new interest point that has been
allocated to j. Hence ξ′′j = ξ
′
j ∪ {ξˆ} and ∀i 6= j, ξ′i = ξ′′i .
Therefore, ∀i 6= j, V ∗U (ξ′i) ≤ V ∗U (ξ′′i ) is trivially satisfied.
For this proof the nodes which satisfy ideal optimality
condition (33) for allocations ξ′′j and ξ
′
j are denoted by λ
∗∗
j
and λ∗j respectively. From the definition (46), we know that
V ∗U (ξ
′
j) = V
∗
L (λ
∗
j , ξ
′
j) and V
∗
U (ξ
′′
j ) = V
∗
L (λ
∗∗
j , ξ
′′
j ).
Before we start the proof, lets define some important sets.
Let Λ′j as the set of all valid goal nodes in graph ΓL(ξ
′
j).
Similarly we define Λ′′j denote the set of all valid goal nodes
in graph ΓL(ξ′′j ). Since Λ
′
j will contain all possible valid
combinations of thermals and interest points from the set
ξ′j and Λ
′′
j will contain all possible valid combinations of
thermals and interest points from the set ξ′′j and we also know
that ξ′j ⊂ ξ′′j , its quite easy to see that Λ′j ⊂ Λ′′j .
Similarly we define Λˆ
′
j as the set of all ideally valid goal
nodes in graph ΓL(ξ′j) and Λˆ
′′
j as the set of all ideally valid
goal nodes in graph ΓL(ξ′′j ). By similar reasoning we can
deduce Λˆ
′
j ⊂ Λˆ
′′
j . From lemma 3 we can also see that Λ
′
j ⊂
Λˆ
′
j and Λ
′′
j ⊂ Λˆ
′′
j .
The definition of V ∗L () as described in section IV is also
dependent on the interest points allocation ξj . This is due to
the unvisited interest points KL(λj , ξj) in the definition of
V ∗L (). If we define kip(λj) as the number of interest points in
λj , then,
KL(λj , ξj) = n(ξj)− kip(λj)
where n depends on just the allocation and kip depends on
just the visitation order.
Since ξ′′j = ξ
′
j ∪ {ξˆ}, we know that n(ξ′′j ) = n(ξ′j) + 1.
Substituting in KL and kip we get,
KL(λ
∗∗
j , ξ
′′
j ) + kip(λ
∗∗
j ) = KL(λ
∗
j , ξ
′
j) + kip(λ
∗
j ) + 1 (60)
1) Consider the case where KL(λ∗∗j , ξ
′′
j ) = KL(λ
∗
j , ξ
′
j).
Using the above shown equation we get kip(λ∗∗j ) =
kip(λ
∗
j ) + 1. This means that λ
∗∗
j has one more interest
point than λ∗j . We know that λ
∗
j is the ideally valid goal
node with the least ideal cost in the graph ΓL(ξ′j). From
lemma 2 we can deduce that the λ∗j has the most interest
points in the set Λˆ
′
j . Hence, λ
∗∗
j /∈ Λˆ
′
j because we know
that kip(λ∗j ) < kip(λ
∗∗
j ). This also means λ
∗∗
j /∈ Λ′j . But
by definition λ∗∗j ∈ Λ′′j . This means that λ∗∗j contains the
interest point ξˆ.
Let us define another visitation order λ˜j by removing ξˆ
from λ∗∗j . This means that kip(λ˜j) = kip(λ
∗
j ). λ˜j ∈ Λ′j since
it only contains interest points in ξ′j . By removing an interest
point from λ∗∗j the arclength of its ideal path cannot increase,
hence S∗L(λ˜j) ≤ S∗L(λ∗∗j ). Using this piece of information
with the definition of ideal validity we can deduce that λ˜j will
be ideally valid. Hence λ˜j ∈ Λˆ′j . We also know from lemma 2
that λ∗j has the smallest ideal arclength of all visitation orders
with interest points equal to kip(λ∗j ) in the set Λˆ
′
j . And since
we know that kip(λ˜j) = kip(λ∗j ) and λ˜j ∈ Λˆ
′
j ,
S∗L(λ
∗
j ) ≤ S∗L(λ˜j) ≤ S∗L(λ∗∗j ) ,
S∗L(λ
∗
j ) +KL(λ
∗
j , ξ
′
j)PL ≤ S∗L(λ∗∗j ) +KL(λ∗∗j , ξ′′j )PL ,
V ∗L (λ
∗
j ) ≤ V ∗L (λ∗∗j )⇒ V ∗U (ξ′j) ≤ V ∗U (ξ′′j ) .
2) Consider the case where KL(λ∗j , ξ
′
j) < KL(λ
∗∗
j , ξ
′′
j ).
We know that PL > SmaxL (λi) for any λi. We also know
that λ∗j ,λ
∗∗
j are ideally valid nodes which means that
S∗L(λ
∗
j ) ≤ SmaxL (λ∗j )and S∗L(λ∗∗j ) ≤ SmaxL (λ∗∗j ). Hence we
get S∗L(λ
∗
j ), S
∗
L(λ
∗∗
j ) ≤ PL. Since KL can only have integer
values we know KL(λ∗∗j , ξ
′′
j )−KL(λ∗j , ξ′j) ≥ 1.
1 ≤ KL(λ∗∗j , ξ′′j )−KL(λ∗j , ξ′j)
S∗L(λ
∗
j ) ≤ PL ≤ KL(λ∗∗j , ξ′′j )PL −KL(λ∗j , ξ′j)PL
S∗L(λ
∗
j ) +KL(λ
∗
j , ξ
′
j)PL ≤ KL(λ∗∗j , ξ′′j )PL
S∗L(λ
∗
j ) +KL(λ
∗
j , ξ
′
j)PL ≤ S∗L(λ∗∗j ) +KL(λ∗∗j , ξ′′j )PL
V ∗L (λ
∗
j ) ≤ V ∗L (λ∗∗j )⇒ V ∗U (ξ′j) ≤ V ∗U (ξ′′j ) .
3) Finally we assume that KL(λ∗j , ξ
′
j) > KL(λ
∗∗
j , ξ
′′
j ). We
show that this is impossible by using contradiction. Using the
relation (60) along with the above shown expression we get,
kip(λ
∗∗
j ) > kip(λ
∗
j ) + 1
We know that λ∗∗j ∈ Λˆ
′′
j . But we can say for sure that λ
∗∗
j /∈
Λˆ
′
j since λ
∗
j is known to have the highest number of interest
points in Λˆ
′
j but λ
∗∗
j has at least two more interest points
than λ∗j . This means that λ
∗∗
j contains the new interest point
ξˆ. Lets define another visitation order λ˜j by removing ξˆ from
λ∗∗j . Now we get kip(λ˜j) > kip(λ
∗
j ). We know that λ˜j will
have an ideally valid ideal path and it will only contain interest
points from the set ξ′j , hence it must be in the set Λˆ
′
j . This
leads us to a contradiction since kip(λ˜j) > kip(λ∗j ) but λ
∗
j
has the most interest points in the set Λˆ
′
j . This proves that the
assumption KL(λ∗j , ξ
′
j) > KL(λ
∗∗
j , ξ
′′
j ) was invalid.
C. Proof of Theorem 3
Lets assume Ξ′′ is a descendant (child, child of child ...)
of the node Ξ′. Let the G ⊂ {1, .., ng} be the set of gliders
whose allocations have changed from Ξ′ to Ξ′′. Hence ξ′i ⊂
ξ′′i , ∀i ∈ G and ξ′′i = ξ′i, ∀i /∈ G.
We start by showing that
VU (ξ
′
i) ≤ SU (ξ′′i ) +KU (ξ′′i )PL (61)
for each glider i. In this proof the nodes which satisfy
optimality condition (30) for allocations ξ′i and ξ
′′
i are denoted
by λ′i and λ
′′
i respectively. Similarly the nodes which satisfy
ideal optimality condition (33) for allocations ξ′i and ξ
′′
i are
denoted by λ∗i and λ
∗∗
i respectively. Furthermore the node
which satisfies weak optimality condition (37) for allocation
ξ′i is denoted by λ
′
i.
1) In case when i /∈ G, conjecture (61) is easy to prove
since, ξ′′i = ξ
′
i which means λ
′′
i = λ
′
i and λ
∗∗
i = λ
∗
i
VU (ξ
′
i) = VL(λ
′
i, ξ
′
i) (definition (47))
VU (ξ
′
i) ≤ VL(λ′i, ξ′i) (definition (37) and lemma 3)
VU (ξ
′
i) ≤ VL(λ′i, ξ′i) (definition (35))
VU (ξ
′
i) ≤ VL(λ′i, ξ′i) = VL(λ′′i , ξ′′i ) since ξ′′i = ξ′i, λ′′i = λ′i
VU (ξ
′
i) ≤ VL(λ′′i , ξ′′i ) = SL(λ′′i ) +KL(λ′′i , ξ′′i )PL
= SU (ξ
′′
i ) +KU (ξ
′′
i )PL (definitions (41),(43))
2) In case when i ∈ G, the proof of conjecture (61) can be
broken down into two parts.
a) Firstly, we show that, VU (ξ
′
i) ≤ V ∗U (ξ′i).
Using definition (47) we get,
VU (ξ
′
i) = VL(λ
′
i, ξ
′
i)
Using lemma 4 we get,
VU (ξ
′
i) = VL(λ
′
i, ξ
′
i) ≤ V ∗L (λ∗i , ξ′i)
Using definition (46) we get,
VU (ξ
′
i) ≤ V ∗U (ξ′i) (62)
b) Then we show that, V ∗U (ξ
′′
i ) ≤ SU (ξ′′i ) +KU (ξ′′i )PL.
From definitions (41), (43) and (46) we know that V ∗U (ξ
′′
i ) =
V ∗L (λ
∗∗
i , ξ
′′
i ) and SU (ξ
′′
i ) +KU (ξ
′′
i )PL = VL(λ
′′
i , ξ
′′
i ).
From lemma 5 we know that V ∗L (λ
∗∗
i , ξ
′′
i ) ≤ VL(λ′′i , ξ′′i ),
hence we get,
V ∗U (ξ
′′
i ) ≤ SU (ξ′′i ) +KU (ξ′′i )PL (63)
If we use equations (62) and (63) with lemma 7, we get,
VU (ξ
′
i) ≤ SU (ξ′′i ) +KU (ξ′′i )PL
Now if we sum over all gliders we come up with,
VU (Ξ
′) ≤
∑
∀i
SU (ξ
′′
i ) +
∑
∀i
KU (ξ
′′
i )PL
VU (Ξ
′) ≤ VU (Ξ′′), (since PL < PU )
