線形最大リグレット最小化問題の解法について (数理モデルにおける決定理論) by 乾口, 雅弘 et al.
Title線形最大リグレット最小化問題の解法について (数理モデルにおける決定理論)
Author(s)乾口, 雅弘; 谷野, 哲三; 東谷, 英貴





















sub. to $x\in X=\{x|Ax\leq b, x\geq 0\}$
. , $x=(x_{1}, x_{2}, \ldots, X_{n})\mathrm{T}$ , $A$ $m\mathrm{x}n$ , $b=(b_{1}, b_{2}, \ldots, b_{m})^{\mathrm{T}}$
. , $X$ , $\gamma$ $\Gamma$ , .
$\Gamma=\{c=(C_{1}, \ldots, c_{n})^{\mathrm{T}}|Dc\leq \mathit{9}\}$ (2)
$D$ $p\mathrm{x}n$ , $g=(g_{1}, g_{2}, \ldots, g_{p})\mathrm{T}$ . $\Gamma$ .
, $\Gamma$
$\Gamma=\{c=(c1, \ldots, c_{n})^{\mathrm{T}}|c_{i}^{\mathrm{L}}\leq c_{i}\leq c_{i}^{\mathrm{R}}, i=1, \ldots, n\}$ (3)
, (1) , .
, , 2
, [1, 2, 3].




, . , ,
, $\Gamma$ (2) [6]. - ,





minimize $\max$ $(c^{\mathrm{T}\mathrm{T}}y-cx)$ (4)
$x\in X$ $c\in\Gamma,$ $y\in x$
. (4) , .
, Step 3 .
, $\epsilon>0$ .
1
Step 1. $c^{0}\in\Gamma$ , $\mathrm{m}\mathrm{a}\mathrm{x}x\in Xc^{0^{\mathrm{T}}}x$ $z^{0}\in X$ .
Step 2. $\Gamma^{0}=0,$ $k=1,$ $x=z^{0}0$ .
Step 3. $x^{0}$ ,
maximize $(c^{\mathrm{T}}y-c^{\mathrm{T}}X^{0})$ (5)
$c\in\Gamma,$ $y\in x$
, $(c^{k}, z^{k})$ , .
Step 4. $r^{k}\leq r^{0}+\epsilon$ : , . , $x^{0}$ .
SteP 5. ,
minimize $r$
sub. to. $A.x\mathrm{T}\leq b$
$.\mathrm{T}$
(6)
$c^{J}z^{j}-c^{J}x\leq r,$ $j=0,1,$ $\ldots,$ $k$
, $(x^{0}, r^{0})$ . $k=k+1$ , Step 3 .
Step 3 (5) , , ,
. $[4, 6]$ , (1) ,
(5) 2 . , Inuiguchi Sakawa
$[6, 8]$ , (5) 2 [9] ,
Kuhn-Tucker [9] ,
. ,






[11] , 1 Step 3
,









$X$ $\Pi B(X)$ ,
$\Pi B(X)=\{y|\exists c\in\Gamma,$ $c^{\mathrm{T}}y= \max c^{\mathrm{T}}Zz\in X’ y$ $X\text{ },|\Xi_{\backslash }\}\backslash$ (7)
. $1\mathrm{I}B(X)$ , (5) ,
maximize $(c^{\mathrm{T}}y-c^{\mathrm{T}}X^{0})$ (8)
$\mathrm{c}\in \mathrm{r},$ $y\epsilon\Pi B(X)$
. $y\in X$ $f$ , $f$ : $Xarrow \mathrm{R}$
.
$f(y)=\mathrm{m}\mathrm{a}\mathrm{x}c\in\Gamma(cy-\mathrm{T}\mathrm{c}x^{0})\mathrm{T}$ (9)
$X$ , $\Pi B(X)$ . $\Pi B(X)$ $y^{j}$ , $f(y^{j})$
, $y^{j}$ (9) $c^{j}$
, $y^{j},$ $c^{j}$ (5) .
, $\Pi B(X)$ ,
, 2 [6]. , $\Gamma$ (3)
, Steuer [12] , $\Pi B(X)$ , $f(y^{j})=c^{\mathrm{T}}y^{j}$ ,
$c\in\Gamma$ $c=(c_{1}, c_{2}\ldots, cn)^{\mathrm{T}}$ , $f(y^{j})$ , 2
[4].
$c_{i}=\{$
$c_{i}^{\mathrm{L}}$ ; $y_{i}^{j}\leq x_{i}^{0}$
$c_{i}^{\mathrm{R}}$ ; $y_{i}^{j}>x_{i}^{0}$
(10)
, $y^{j}=(y_{1}^{j},\dot{\oint}_{2}, \ldots, y_{n})j\mathrm{T},$ $x^{0}=(x_{1’ 2}^{00}X, \ldots, x^{0})^{\mathrm{T}}n$ .
Steuer [12] , $\Gamma$ (3) ,





subject to $Yu-y_{k^{w-}}D\mathrm{T}v=0$ (11)
$u\geq 0,$ $w\geq 0,$ $v\geq 0$
, (1)
$B$ , $\mathrm{A}^{\mathrm{N}}$ , $Y=((B^{-1}A^{\mathrm{N}})^{\mathrm{T}}, -I)\mathrm{T}$
. , $y_{k}$ $Y$ $k$ .
144
22 2
, $\Pi B(X)$ , ,
, $\Pi B(X)$




sub. to $c\in\Gamma,$ $Ay\leq b,$ $y\geq 0$ (12)
$c^{\mathrm{T}}y=$ maxim.um $c^{\mathrm{T}}z$
sub. to $Az\leq b,$ $z\geq 0$
, , $u^{\mathrm{T}}b\leq c^{\mathrm{R}}y$ , (11) ,
maximize $u^{\mathrm{T}}x^{0}$
$y,u$ (13)
sub. to $DA^{\mathrm{T}}u-- Du\leq g,$ $u^{\mathrm{T}}b\leq c^{\mathrm{R}^{\mathrm{T}}}y,$ $Ay\leq b,$ $y\geq 0,$ $u\geq 0,$ $u^{\mathrm{T}}y=0$
. , $c^{\mathrm{R}}=(c_{1}^{\mathrm{R}}, C_{2}^{\mathrm{R}}, \ldots, c)^{\mathrm{T}}n\mathrm{R}$ ,
$c_{j}^{\mathrm{R}}= \max_{c\in\Gamma}c_{j},$ $j=1,2,$ $\ldots,$ $n$ (14)
. (13) , $u^{\mathrm{T}}y=0$ ,
, , $u_{i}=0$ $y_{i}=0$
. , $u^{\mathrm{T}}b\leq c^{\mathrm{R}}y$
$[6, 8]$ .
23
$\Gamma$ (3) , (9) (10)
, (5) , $z^{+},$ $z^{-}$ ,
maximize $c^{\mathrm{R}_{Z^{+}-c}\mathrm{L}-}z$
sub. to $y-z^{+}+z^{-}=x^{0},$ $Ay\leq b,$ $y\geq 0,$ $z^{+}\geq 0,$ $z^{-}\geq 0,$ $z^{+^{\mathrm{T}}}Z^{-}=0$
(15)
[10]. 2 , (15)
$z^{+^{\mathrm{T}}}z-=0$ , ,
, $z_{i}^{+}=0$ $z_{i}^{-}=0$ .
, , $M_{j},$ $j=1,2,$ $\ldots,$ $n$
,
$z_{j}^{-}\leq x_{j}^{0},$ $z_{j}^{+}\leq(M_{j}-x^{0}j),$ $j=1,2,$ $\ldots,$ $n$ (16)
. Mausser Laguna [10] , (16) ,
$M$ 0-1 $w_{j},$ $j=1,2,$ $\ldots$ ,
$z_{j}^{-}\leq x_{j}^{0}w_{j},$ $z_{j}^{+}\leq(M-x_{j}^{0})(1-wj),$ $w_{j}\in\{0,1\},$ $j=1,2,$ $\ldots,$ $n$ (17)




(9) $f$ : $Xarrow \mathrm{R}$ .
1 (9) $f$ : $Xarrow \mathrm{R}$ .
( ) $y^{i}\in X,$ $i=1,2,$ $\lambda\in[0,1]$ ,












(8) , (18) $\Pi B(X)$ . ,
(18) .
2
Step 1. $p=0$ , $X\subseteq Y_{0}$ $Y_{0}$ .
Step 2. $\Pi\Pi B(Y_{p})$ .
Step 3. $y\in\Pi B(Y_{p})$ $f(y)$ , $f(y)$ $y$ $y^{p}$
, $f(y^{p})=C^{\mathrm{T}}y^{p}$ $c\in\Gamma$ $d^{p}$ .
Step 4. $f(y^{p})\leq r^{0}$ . , $\int$ ( $r^{0}$ , $r^{k}=r^{0}$
1 . , $y^{p}\in X$ . , $c^{k}=d^{p}$ ,
$z^{k}=y^{pk},$$r=f(v^{p})$ , 1 . , $r^{0},$ $r^{kkk},$$c,$ $z$






Step 6. $\mathrm{Y}_{p+1}=Y_{p}\cap Z,$ $p=p+1$ , Step 2 .
146
3.3 2 Step
3.3.1 Step 1 $Y0$
2 1 Step 3 .
2 $Y_{p}$ $X\subseteq Y_{p}$ , 2 2
, 2 $Y_{p}$ , $Y_{0}$
. , 2 .
2 , 1 Step 1 $z^{0}$
, , $Y_{0}$ . , $z^{0}$
$n$ $Y_{0}$ . ,
, $Y_{0}$ , .
$1_{n}^{\mathrm{T}}x \leq\Sigma=_{y}\max 1y\in Xn\mathrm{T}$ (20)
, $1_{n}=(1,1, \ldots, 1)^{\mathrm{T}}$ $n$ . , 1
, 1 Step 1 , $z^{0}$ $X$
$Y_{0}$ . , $z^{0}$ $X=\{x|$
$Ax\leq b\}$ $B^{-1}$ , $A$ $b$ , $Y_{0}=\{x|\hat{\mathrm{A}}x\leq\hat{b}\}$
$\hat{B}^{-1}$ , $\hat{A}$ $\hat{b}$
. , $i$ $s_{i}$ .
3
Step 1 $\beta$ $X$ , $\hat{B}^{-1}=B^{-1},\hat{A}=A$ ,
. $\hat{b}=b$ .
Step 2 $\beta$ , $i$ . , $s_{i}$
$i$ . $\beta$ ,
Step 6 .
Step 3 $\hat{A}$ $i$ , $\hat{b}$ $i$ .
Step 4 $\hat{B}^{-1}$ $i$ , , 1
$i$ $\hat{B}^{-1}$ .
Step 5 $\beta=\beta-\{s_{i}\}$ , Step 2 .
Step 6 (20) , $\hat{A},\hat{b},\hat{B}^{-1}$ .
$\hat{\mathrm{A}}=$ , $\hat{b}=$ , $\hat{B}^{-1}=$
332 Step 2 $\Pi B(Y_{p})$
2 2 $\text{ }B(Y_{0})$ ,
2 . ,
2 $\Pi B(Y_{0)}$ Step 6 $Y_{p}$ $\Pi B(Y_{p})$
.
147
2 $\Pi B(Y_{0})$ , 2.1 Steuer
[12] ( (11) )
. , 1 Step 1 $z^{0}$ $\ovalbox{\tt\small REJECT}$
,
.
2 Step 6 $\mathrm{Y}_{p}$ $\Pi B(Y_{p})$ ,
.
4
Step 1 $\Pi B(Y_{p})=\Pi B(Y1)p-$ .





Step 1 $\beta$ $w^{p-1}$ $X$ , $\hat{B}^{-1}=B^{-1},\hat{A}=\mathrm{A},\hat{b}=b$
. , $I_{p-1}$ $Y_{p-1}$ .
Step 2 $\beta$ , $i$ . $s_{i}$ $i$
. $\beta$ , .
Step 3 $i\not\in I_{p-1}$ , $\hat{A}$ $i$ , $\hat{b}$ $i$ . ,
Step 5 .
Step 4 $\hat{B}^{-1}$ $i$ , , 1
$i$ $\hat{B}^{-1}$ .
Step 5 $\beta=\beta-\{s_{i}\}$ , Step 2 .
4
4.1
, j\iota -- $P$ (pentium $\mathrm{I}\mathrm{I}400\mathrm{M}\mathrm{H}\mathrm{Z}$ ,
$128\mathrm{M}\mathrm{B})$ . Free BSD $\mathrm{v}\mathrm{e}\mathrm{r}.2.2.8$ $\mathrm{C}$ (GNU project $\mathrm{C}$ and
$\mathrm{C}++\mathrm{C}\mathrm{o}\mathrm{m}\mathrm{p}\mathrm{i}\mathrm{l}\mathrm{e}\mathrm{r}\mathrm{v}\mathrm{e}\mathrm{r}2.7)$ , . $\Gamma$ (3)
, (2) – ,
(CPU Time, ) . ( $x$ $n$ ), $X$
( $A$ $m$), $\Gamma$ ( $D$ $p$ )
, 10 , , , , , .
42 $\Gamma$
421
$Ax\leq b$ , , $m$
– , , $\mathrm{A}x\leq b$ .
148
1: $\Gamma$
, $[0,1]$ – $r_{1}^{j},$ $j=1,2,$ $\ldots,$ $n$ , $[1, 3]$
$r_{2}^{j},$ $i$ $=1,2,$ $\ldots,$ $n$ , 1
$\sum_{j=1}^{n}rr^{j}j12x_{j}\leq|r_{1}|$
. , $r_{1}=(r_{1}^{1}, \Gamma_{1’ 1}^{2}\ldots, r^{n})\mathrm{T}$ , $|r_{1}|$ $r_{1}$ . , (3)
$\Gamma$ , $j=1,2,$ $\ldots,$ $n$ , $c_{j}^{\mathrm{L}},$ $c_{j}^{\mathrm{R}}$ –
. , {1, 2, 3} – $\dot{P}_{3},$ $\{2,3,4\}$ – $r_{4}^{j}$ ,
$\{0,1, \ldots, 9\}$ – $r_{5}^{j},$ $r_{6}^{j}$ , .
$c_{j}^{\mathrm{L}}=r_{3}^{j}+0.1\dot{P}_{5}$ , $c_{j}^{\mathrm{R}}=r_{4}^{j}+0.1_{7_{6}}^{\mathrm{j}}$ , $j=1,2,$ $\ldots,n$
4.2.2
$(.n, m)$ , 1
. , ,
. ,
$M_{j}= \max y_{j},$ $j=1,2,$ $\ldots,$ $n$
$y\in x$
149
, M , (16) . ,
, $M_{j}$ .
1 , $n,$ $m$ ,







$X$ , . $\Gamma$
, .
1. $X$ , , $(p-(n+1))$
– , $\Gamma_{1}$
.
2. $[15, 22]$ – $r_{7}^{j},$ $j=1,2,$ $\ldots,$ $n$ , $\Gamma_{1}$ $r_{7}=$
$(r_{7}^{1}, \Gamma_{7}^{2}, \ldots, \Gamma_{7})^{\mathrm{T}}n$ $\Gamma_{2}$ .
3. $\Gamma_{2}$ , $[0,3]$ – $\dot{d}_{8},$ $j=1,2,$ $\ldots,$ $n+1$
, $\Gamma_{2}$ $n$ $c_{j}\leq r_{8}^{j}+9,$ $j=1,2,$ $\ldots,$ $n$ 1
$1_{n}^{\mathrm{T}}c\leq 37-r_{8^{+}}^{n}1$ , $\Gamma_{3}$ .
4. $[0,1]$ – $r_{9}^{ij},$ $i=1,2,$ $\ldots,$ $n,$ $j=1,2,$ $\ldots,$ $n$ , $r_{9}^{ij}$
$(i, j)$ $Q$ $\Gamma_{3}$ , $\Gamma$ .
4.3.2
$(n, m,p)$ , 2
. , $n=15,$ $m=30,$ $p=20$ , 10
, , 2 ,
. , 9 . 2
, $n,$ $m$ ,
. , 2 , $\Gamma$ ,









, . , $\Gamma$
, , $\Gamma$ ,
, , . ,
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