For a class of sensor networks, the task is to monitor an underlying physical phenomenon over space and time through a noisy observation process. The sensors can communicate back to a data collector over a noisy channel. The key parameters in such a setting are the fidelity (or distortion) at which the underlying physical phenomenon can be estimated by a central data collector, and the cost of operating the communication network.
For a class of sensor networks, the task is to monitor an underlying physical phenomenon over space and time through a noisy observation process. The sensors can communicate back to a data collector over a noisy channel. The key parameters in such a setting are the fidelity (or distortion) at which the underlying physical phenomenon can be estimated by a central data collector, and the cost of operating the communication network.
In the linear sensor network model shown in Fig. 1 
Theorem (Gaussian linear sensor network)-When S[j]
is an iid sequence of circularly complex Gaussian random vectors with iid components of variance σ 2 S , the distortion cannot be smaller than
where α is distributed according to the unordered singular values of A, β1, . . . , βÑ are theÑ non-zero singular val-
where EA denotes the expectation over the distribution of the matrix A.
Remark (Feedback and Collaboration)-The bound of this theorem includes the case of arbitrary feedback from the destination terminal to the sensors, as well as arbitrary collaboration between the sensors.
This theorem extends our results in [1] . For a proof, see [2] .
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This formula implies that the distortion decreases at best like 1/M , and that the necessary power to actually achieve this distortion scaling law must increase at least like M L/(KN)−1 . Example 2 (Wishart distribution)-Suppose the entries of A are chosen in an iid fashion from a Gaussian distribution of fixed variance. The resulting distribution of A H A is called the Wishart distribution, see e.g. [3] . The first term in the bound can be written as
where p i j (·) denotes the associated Laguerre polynomial. As M → ∞ (fixed ratio L/M < 1), the eigenvalues of (1/M )A H A tend to a (modified) semicircle law, revealing that the scaling behavior (as a function of M ) is the same as in Ex. 1.
The lower bound presented in this paper can be achieved in some cases of interest [1] , and extends to source distributions beyond the Gaussian case considered here.
