The assumption of strongly ignorable treatment assignment is required for eliminating selection bias in observational studies. This article investigates how well this assumption is met by various conceptually unique sets of covariates. The methodology we use is a within-study comparison that contrasts results from a randomized experiment and a quasiexperiment that differ only in whether their respective treatment and comparison groups were formed at random or via self-selection. Where there was self-selection, various covariate sets and data-analytic methods were used to adjust for initial group selection differences and the adjusted effect sizes were then compared to the results of the experiment. In theory, the most important covariates for supporting strong ignorability are those that are closely related to both the real selection process and study outcomes. In the quasi-experiment, such variables reduced most of the bias due to self-selection whereas other covariates did not. The choice of ANCOVA or various propensity score methods played little role.
INTRODUCTION
When perfectly implemented, random assignment generates unbiased causal estimates because at pretest the treatment and control groups are equivalent on expectation. But random assignment to treatment and control conditions cannot always be implemented, and in observational studies differential selection processes can bias estimated treatment effects. This bias can be removed if the selection process is completely known, as with the perfectly implemented regression discontinuity design (Cook, 2008; Shadish, Cook & Campbell, 2002) . But in most other observational study contexts treatment assignment processes are more complex and less perfectly known, usually involving some combination of self-, administrator-or other third-personselection. Such complexity creates doubt about how adequate statistical controls for selection can be without full knowledge of all the covariates related to both treatment assignment and outcome. Only if they are all fully observed is the treatment assignment said to be 'strongly ignorable', permitting unbiased treatment effects to be estimated because all relevant baseline differences have been adjusted away (Rosenbaum & Rubin, 1983) .
Though strong ignorability is a clear assumption, we rarely know in practice whether the observed covariates truly suffice to meet the assumption. We do not even know if, and under which conditions, a practically important level of bias reduction can be achieved using various subsets from among the universe of imaginable covariatese.g., just the demographic subset of covariates or a pretest measure of the main outcome.
In observational studies, strong ignorability is mostly assumed and no thorough justification is offered for the claim that all the covariates related to both treatment ANCOVA and three kinds of propensity score methods are properly used and contrasted with each other. While Shadish et al. showed that bias can be reduced by detailed measurement of very many covariates that might be part of the selection process, this study identifies just which variables were responsible for bias reduction and then explains why.
METHODS

Data
We use data from an experimentally designed within-study comparison (Shadish et al., in press) in which volunteer undergraduate students from introductory psychology classes at a large Midsouthern public university were randomly assigned to be in a randomized experiment (N = 235) or a nonrandomized study (N = 210). The design is depicted in Figure 1 . Students assigned to the randomized experiment were randomly assigned to mathematics (N = 119) or vocabulary training (N = 116); and those assigned to the nonrandomized experiment chose which training they wanted-79 students chose mathematics and 131 vocabulary. All students then attended the same training sessions irrespective of whether they were assigned to it at random or not. Before the random assignment to the different assignment methods, all students were pre-tested in the same way with the same measures in order to ensure that all participants were treated identically except for assignment method. Treatments consisted either of 50 advanced vocabulary terms or five algebraic concepts that were taught to students with a series of overhead transparencies. We compared two treatment conditions (rather than comparing treatment to no treatment) for two reasons: (i) doing so created two independent effect estimates: one for vocabulary training and one for mathematics training; and (ii) a no treatment control might have attracted a disproportionate number of participants to select the least time-consuming session in the nonrandomized experiment.
After training, all participants were assessed on both mathematics and vocabulary outcomes. A 50-item posttest contained 30 vocabulary items and 20 mathematics items, presenting vocabulary first and mathematics second for all participants in all conditions. This posttest was given to all participants regardless of training. A more detailed description of the study's design and its implementation is given in Shadish et al. (in press ).
Decomposition of Covariates
For this study we decompose the complete set of covariates X into smaller, more homogeneous sets in order to investigate how well they establish strong ignorability and reduce bias. We identified five basic covariate sets that are ranked below according to their typical availability to researchers:
1. Demographics (abbreviated to dem, 6 covariates): Student's age, sex, race/ethnicity (Caucasian, African-American, Hispanic), marital status, and credit hours completed at the university. The first five of these measures are conventional, and the number of credit hours is included here because it assesses the quantity of academic performance and had the highest correlation with age (.26) among all covariates.
2. Proxy-pretests (abbreviated to pre, 2 multi-item constructs): The 36-item Vocabulary Test II measured vocabulary skills, the 15-item Arithmetic Aptitude Test measured mathematics skills (Educational Testing Services, 1962 , 1993 . Since both pretests differ from the study posttests in content and scale, they are here called proxy-pretest measures.
3. Prior academic achievement (abbreviated to aca, 3 multi-item constructs): Students high school grade point averages (GPA), current college GPA, and the ACT college admission score were used, and nearly all participants gave consent to access university records for these measures. However, the records contained ACT scores for only 61.5% of participants, though missingness was not significantly related to the condition to which the participants were later assigned, 2 = 1.6, p = .20). We substituted self-reported SAT, ACT and GPAs for participants who did not consent or had missing data in the university records, and we converted SAT scores to ACT estimated scores using tables provided by ACT and Educational Testing Services (Dorans, Pommerich & Houston, 1997) . Although the missing ACT scores could have been imputed (Hill, Reiter & Zanutto, 2004) , we believe that using self-reported ACT scores is probably more accurate and transparent.
4. Topic preference (abbreviated to top, 6 multi-item constructs): We assessed liking literature, liking mathematics, preferring literature over mathematics, math anxiety, the number of prior mathematics courses, and whether the major field of study was mathintensive or not. Liking literature and liking mathematics consisted of two items each.
The number of prior mathematics courses is a composite of whether courses in algebra and calculus were taken in high school and college. Mathematics anxiety was measured according to the Short Mathematics Anxiety Rating Scale (Faust, Ashcraft & Fleck, 1996) which consists of 25 items and assesses stress induced by mathematics.
The major field of study is a dummy variable indicating whether their major field at
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5. Psychological predisposition (abbreviated to psy, 6 multi-item constructs): Assessed were depression according to the Short Beck Depression Inventory (Beck & Beck, 1972) , and the big five personality factors (extroversion, emotional stability, agreeableness, openness to experience, and conscientiousness) based on the International Personality Item Pool of 40 items (Goldberg, 1997).
In sum, there were 23 covariates based on a total of 147 questionnaire items.
Missing values were rare, the overall incidence being 2.6% and 3.6% of all covariate measurements in the randomized and quasi-experiment, respectively. So we did not use multiple imputation, relying instead on ML estimates using an EM algorithm (Schafer & Graham, 2002) . Information was also gathered on parental income and on mother's and father's educational attainment, but the restricted reliability of such reports and the relatively large amount of missing data led us to exclude these covariates from our analyses.
Analytic Strategy
In tackling potential selection bias, we presume that selection into the vocabulary or mathematics group is a function of all five covariate sets together:
, where the treatment variable Z indicates vocabulary (Z = 1) or mathematics training (Z = 0). In a typical observational study, we would have to assume a treatment assignment that is strongly ignorable in order to get an unbiased treatment effect. More formally, if we observed all covariates Rubin, 1974; Holland, 1986 ). While it is rarely possible to test the crucial strong ignorability assumption in actual research practice (Rosenbaum, 1984) , the within-study design permits comparing the adjusted results of the quasi-experiment to the results from the randomized experiment and, thereby, to directly assess how well the covariates succeed in reducing selection bias, and to test whether the strong ignorability assumption is met.
We use a series of different selection models that systematically vary covariate sets. The first column of Table 1 lists all sets with their corresponding number of covariates. First, we separately considered the importance of each covariate set alone.
Second, we investigated all two-way combinations including the demographic and proxypretest measures because they are the most commonly available in actual research practice. Third, availability also determined the choice of two three-and one four-way combinations. Finally, all covariate sets together are considered.
We also varied the mode of data analysis, first by using ANCOVA with all covariates of the set under investigation, and then by using the corresponding propensity 
Estimation of Propensity Scores
The propensity score (PS) is defined as the probability of treatment exposure given the observed covariates, ) covariates of the two sets show a nearly balanced variance ratio (4/5 < v < 5/4).
After adjustment via PS-stratification, all PS-models estimated in this study achieve balance in PS-logits and on the covariate set under investigation. Only minor differences in means and variances remain. With the exception of two variance ratios, all models show balance in observables at least as good as in the randomized experiment (the last two columns of Table 1 contain balancing statistics for the randomized experiment).
We also conducted F-tests in order to assess overall and within-PS-quintiles mean differences in PS-logits and covariates. Only for a few PS-models was it not possible to achieve equal means within quintiles. This is mainly due to the fact that we always included all observations, even observations slightly outlying the common support region.
Thus, propensity score stratification yields excellent balance by all the usual criteria.
However, as we show in the sections on bias reduction and strong ignorability, excellent balance in observed covariates does not imply bias reduction. To ensure the latter, the strong ignorability assumption must also be supported.
Estimation of Average Treatment Effects
To estimate the average treatment effect and subsequently the degree of bias reduction over different covariate sets and adjustment methods, we conducted four different analyses (Rosenbaum & Rubin, 1983 , 1984 Rosenbaum, 2002; Rubin, 2006; Lunceford & Davidian, 2004; Morgan & Winship, 2007) : (1) stratification based on propensity score quintiles, (2) ANCOVA including propensity score logits, (3) propensity score weighting, and (4) simple ANCOVA without propensity scores. We did not use propensity score matching because our comparison groups were too small for matching treated and untreated, and because such matching would require dropping units without a good match, creating differential attrition from the nonrandomized experiment that would destroy the comparability achieved by the initial random assignment to the randomized and nonrandomized experiments in this study.
For the estimation of the unconditional average treatment effect we mainly followed Hirano and Imbens (2001) who proposed to combine simple regression adjustments with PS-weighting (see also Rubin and Thomas, 1996; Robins & Rotnitzky, 1995; Bang & Robins, 2005) . Assuming a linear relation between predictors and outcome, the basic regression model for estimating the covariance adjusted treatment effect is given by comparison groups differ only with respect to the treatment effect τ , which is constant across all values of predictors. PS-weighting is integrated into the basic regression approach by using weighted least squares with propensity score weights
For PS-stratification, individual weights are derived from PSstrata:
, where zq n is the number of subjects in group z and stratum
, and n the total number subjects. 1 Given a strongly ignorable treatment assignment, these WLS estimators of the average treatment effect are consistent, and using PS-balancing together with covariance adjustment makes the estimation of the treatment effect 'doubly robust' since it protects against misspecification of either the PS-model or outcome model (Robins & Rotnitzky, 1995 , 2001 ). For the PS-stratification approach, we also have to assume that within each stratum propensity scores are identical; otherwise, a small bias remains. If this is not the case, we can at least expect that with five PS-strata, approximately 90% of selection bias can be removed (Cochran, 1968; Rosenbaum & Rubin, 1984) .
We also covariance-adjusted the treatment effects of the randomized experiment in order to control for random group differences. However, as we would expect with an experiment, covariance adjustment only marginally changes treatment effects by 2% and -4% for vocabulary and mathematics, respectively.
RESULTS
Bias Reduction
The ability of each method and covariate set to reduce selection bias is assessed by the fraction of the initial selection bias remaining after adjustment, i.e.
, where Q τˆ is the adjusted or unadjusted average treatment effect in the quasi-experiment and E τˆ the estimated average treatment effect in the randomized experiment. A positive sign indicates an under-adjustment with respect to the experimental effect, and a negative sign over-adjustment.
Remaining Bias in Vocabulary. Table 2 and Figure 2 depict the results for vocabulary training. The estimated treatment effect for the randomized experiment is 8.25 points, which corresponds to an effect size of 2.4 standard deviations (Cohen's d). Since the unadjusted effect for the quasi-experiment amounts to 9.00 points, the estimated selection bias is 9.00 -8.25 = .75 points, or .22 standard deviations.
Compared to each of the other covariate sets examined singly, topic preference leads to the highest reduction in bias. The remaining bias ranges from 14% for PS-ANCOVA to 38% for PS-stratification with an average of 27% across all four methods.
Proxy-pretests also reduce bias considerably with an average remaining bias of 36% (with a range from 30% for PS-weighting to 43% for PS-stratification). After adjustment for demographic covariates, 46%-58% bias is still present, and without including credit hours among the demographics, the remaining bias would be between 52% and 65%.
Controlling for academic achievement or psychological measures also fails to substantially reduce initial bias.
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However, combining two covariate sets improves bias reduction even more.
Having both the proxy-pretest and topic preference measures removes almost all bias.
Thus, PS-weighting leaves only 9% of the initial bias, and the other methods over-adjust by a modest 7% to 11%. Averaged across methods only 4% over-adjusted bias remains.
The next best pairings of covariate sets are those that include either pretest measures or topic preference. Using demographics and proxy-pretests together with prior academic achievement or topic preference also succeeds in reducing almost all bias (3% and 0% bias averaged across methods remain). The inclusion of all covariates leads to an overadjustment of the treatment effect in comparison to the experimental effect size (-17% averaged across methods).
In general, the availability of covariates has a much stronger impact on bias reduction than the choice of an adjustment method. For the vocabulary outcome, no adjustment method is uniformly or on average significant better than the others, and simple ANCOVA does as well as any propensity score analysis.
Remaining Bias in Mathematics. The estimated mathematics treatment effect for the randomized experiment is 4.01 points, making an effect size of 1.2 standard deviations. Initial bias in mathematics amounts to 5.01 -4.01 = 1 point, which corresponds to .28 standard deviations.
Mathematics training clearly demonstrates the necessity of an adequate selection modeling (Table 3 and Figure 3 ). Covariates assessing psychological predisposition, demographics, prior academic achievement, and proxy-pretests are hardly successful in reducing bias by themselves or even in combination. In contrast, topic preference actually leads to a small over-adjustment ranging from 5% to 33% of initial bias with an average of 20% across methods. Adding other covariates to topic preference leads to no noticeable improvement in bias reduction.
The only combination of other covariates that comes close to the reduction achieved by topic preference is demographics, proxy-pretests and prior academic achievement combined. But even this, at an average of 30% bias remaining across methods, is more than the average across methods when topic preference is used by itself (-20%). And once again, the measurement of covariates is much more important than the choice of an adjustment method. No adjustment method is uniformly and on average best or worst, and simple ANCOVA shows similar results to propensity score methods.
The analyses presented above answer the most fundamental questions of this paper. They illustrate that the actual covariates used make a major difference in reducing bias and that there is more to bias reduction than merely adding more and more covariates. Thus, for mathematics the covariate set 'topic preference' played a unique role; it had to be included for an adequate degree of bias reduction. For vocabulary, there was no single dominant covariate and the cumulative inclusion of further covariate sets tended to remove almost all selection bias even when topic preference was not included in the selection model. While the choice of covariates mattered for bias reduction, the mode of analysis did not. One propensity score method did as well as another; and no propensity score method did better than OLS. The question remains: Why did the covariates matter so much, and how does this relate to meeting the strong ignorability assumption?
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The Role of Strong Ignorability in Reducing Bias
In actual research practice, the potential outcomes ( 1 0 ,Y Y ) cannot be observed, and so the assumption of a strongly ignorable treatment assignment cannot be tested.
However, the present study allows a reasonable test of the strong ignorability assumption for each covariate set considered. Although one of the two potential outcomes in the quasi-experiment is unknown- for ζˆ. This is not a perfect test of strong ignorability largely because the missing potential outcomes had to be imputed from the experimental data; but it still helps test whether covariate sets can differ in their ability to establish a strongly ignorable treatment assignment.
2
The analysis of bias reduction and strong ignorability are inevitably related, and the same covariate sets were used both to adjust the treatment effect for selection differences and to probe the strong ignorability assumption. However, differences in estimation procedures entail that the strong ignorability and bias reduction results are not perfectly related. Correlations of the remaining bias % b with HL across the 16 covariate sets vary between .78 and .88 for propensity score methods and exceed .90 for ANCOVA.
Strong Ignorability for Vocabulary. assignment cannot be ignored with the mathematics data (p = .02; Table 4 ). As already demonstrated for bias reduction in mathematics, only topic preference establishes strong ignorability, whether alone or in combination with other covariate sets (p's > .5; see also 
Why Did Different Covariates Reduce Bias for Mathematics and Vocabulary?
Given the enforced selection into the mathematics and vocabulary conditions, the obtained differences between vocabulary and mathematics results cannot be explained by differences in selection models; they are, after all, identical. The differential results are instead due to differences in the relationship of covariates to potential outcomes. With mathematics, the unique role of topic preference is explained by its stronger relation to the mathematics outcome (.50 and .45, Table 4 ) than to the vocabulary outcome (.35 and .36). Student self-selection into the mathematics condition may have been influenced by a stronger desire to take or avoid mathematics training than to take or avoid vocabulary training. Indeed, more students in the quasi-experiment opted for vocabulary than mathematics training, implying an active avoidance of the latter. Further data support this interpretation. We asked students why they chose their treatment conditions, and coded their open-ended answers into four categories (liking for it, avoidance of it, self-efficacy, and self-improvement). Of all students in the quasi-experiment, 30% who chose mathematics said that they did so because they like it, while only 18% of vocabulary participants said they did so because of liking vocabulary. Only 8% of the students in Covariate Selection in Observational Studies 23 mathematics chose it to avoid vocabulary, but 21% of participants in the vocabulary group reported taking vocabulary training in order to avoid mathematics. The other reasons for choosing a condition are more balanced across the mathematics and vocabulary groups. Respectively 47% and 42% reported choosing their training for selfimprovement and 11% and 17% for self-efficacy, i.e., they were good at the chosen topic or found it easy (Table 5 ).
The salience of positive and negative feelings about mathematics in the selection process is also reflected in the multiple point-biserial correlations of basic covariate sets with the four reasons for choosing conditions. As Table 5 shows, all correlation coefficients except one are higher for the mathematics than the vocabulary group. The correlations with topic preference are noteworthy for two reasons: First, topic preference exhibits by far the highest correlations in the mathematics group, .60 with selfimprovement and .54 with liking. (Peter: This next sentence does not make intuitive sense) Second, the largest correlation differences between vocabulary and mathematics are for topic preference with both liking and self-improvement.
Within the covariate set 'topic preference', the most math-focused constructs of 'like mathematics' and 'prefer literature over mathematics' explain the selection process better than other components. They correlate .36 and -.38 with math treatment status respectively, while they correlate only -.16 with 'like literature'. Within the limits of our sample size, these differences in correlation suggest that topic preference is a more important and direct measure of taking or avoiding mathematics instruction than it is a measure of taking or avoiding vocabulary instruction. Together with topic preference's stronger relation to the math than vocabulary outcome, these correlation differences help explain the unique importance of topic preference both for establishing strong ignorability and for reducing bias in the mathematics outcome.
DISCUSSION
This paper has four main findings, the first two being basically replications. First, selection bias can be almost completely reduced when appropriate covariates are available, a finding Shadish et al. (in press ) have already demonstrated with the data used here. Second, the choice of covariates is more important than the choice of analytic method, a finding also in Shadish et al. but that we now extend to covariate sets that are smaller than the combined collection of sets they used.
Unique to this study is the third finding. For the vocabulary treatment we show that adding different sets of covariates systematically improves bias reduction since they collectively increase the capacity to predict the assignment process and outcome. Some covariates are more important than others, especially topic preference and proxy pretest, but all considerably help eliminate bias once they are combined into even larger sets.
Much social science practice using, say, propensity scores is predicated on adding ever more covariates to the selection model in the blind hope that they will considerably increase prediction of the selection mechanism and outcome and finally reduce almost all selection bias. However, the mathematics results deviate from this pattern. One set of covariates was theoretically and practically fundamental and had to be included in any selection model if extensive bias reduction was to occur. This was topic preference, an assessment of the motivation to seek or avoid exposure to mathematics or vocabulary instruction. The results presented above indicate that motivation to be exposed to math
Covariate Selection in Observational Studies 25 instruction was stronger than the motivation to be exposed to vocabulary instruction, and that topic preference was more highly correlated with the math than the vocabulary outcome. This pattern of relationships points to the special need to include a valid measure of motivation to learn or avoid mathematics. Without topic preference in the selection model, incorporating many variables into a seemingly "rich" covariate set was not sufficient to eliminate bias. More important was including one highly specific covariate set that was central to the selection process and highly correlated with the outcome. It is a moot point, of course, whether adding more and more covariates without much theoretical or empirical attention to the actual selection process would have eventually attained the same degree of bias reduction for mathematics as topic preference alone achieved. But it is clear that topic preference by itself was a short, theory-informed measure whose use would have precluded the need to measure ever more covariates. In designing observational studies, the main concern should be to establish strong ignorability through a careful selection of covariates rather than to collect data on ever more covariates or to obsess about specific statistical methods for estimating treatment effects.
The fourth finding concerns the role of strong ignorability in leading to unbiased results from observational studies. Although strong ignorability is a clear assumption in theory, it is almost always non-transparent and untestable in empirical research practice.
By decomposing the complete set of covariates into meaningful subsets and linking them to potential outcomes and bias reduction, we were able to make the strong ignorability assumption more transparent than usual and to show its crucial importance for causal inference. We do not pretend that our work is perfect. We had to estimate potential 26 outcomes in the quasi-experiment by means of data from an experiment with a different population from the one in the quasi-experiment, thus requiring us to use the same covariates to control for this population difference that we used to control for selection bias with the achievement outcomes. Even so, the analyses we presented constitute, to our knowledge, the first explicit attempt to assess the strong ignorability assumption directly.
Covariate Selection in Observational Studies
This assumption is indeed crucial in work on observational studies seeking to support causal claims. The differential capacity of various covariate sets to reduce bias reveals this. With all of the sets we were able to achieve adequate balance in the propensity score analyses, thus indicating that the experiment and quasi-experiment did not differ on the particular covariates used in any given propensity score analysis.
However, these similar levels of balance did not lead to the covariate sets being equal in their capacity to reduce bias. Indeed, they differed in this capacity. Hidden bias operated with some covariate sets and biased the results obtained; said differently, the strong ignorability assumption was not met in these analyses and biased causal estimates were the result. Balance is necessary for bias reduction, and so is desirable. But it is not sufficient for bias reduction, and so is not adequate by itself. Only the strong ignorability assumption is sufficient for bias reduction, but it is far more operationally opaque than the balance assumption. So the latter gets tested in research practice, while the strong ignorability assumption does not.
The findings above are not generalizable without restriction. Singular features of our within-study comparison include the laboratory-like setting, a very specific educational treatment, the only moderate complexity of the selection process, and the only modest degree of initial bias. The importance of covariate sets in reducing selection
Covariate Selection in Observational Studies 27 bias may be quite different for labor market programs or health issues, say, where selection processes are often more complex and where the size of any initial bias may considerably diminish the overlap of treatment and comparison groups that facilitates causal interpretation. More future work is needed using within-study paradigms that have a closer link to modal research practice in quasi-experimental studies.
Nonetheless, the present results suggest some positive conclusions for researchers interesting in adjusting for selection bias. Much more attention should be paid to investigating and measuring the selection process itself in order to increase the chances of identifying covariates that strongly determine selection and that are also highly correlated with the outcome of interest. Having detailed knowledge and measurements on the selection process makes successful bias reduction much more likely; and this goal can often be reasonably well achieved, especially when quasi-experiments are prospectively designed. It is obviously more difficult to learn about the fine details of selection with data collection that is retrospective and limited to the content of established archives.
Even with retrospective data and no strong theory and measurements of the selection process, considerable bias reduction can still occur through the use of a very broad range of covariates, including pretest measurements. In the data just presented, the initial bias in vocabulary was eliminated by combining many different kinds of covariates; and combining all the other covariates did a reasonable job of reducing bias for mathematics, though it was never as effective as when topic preference was included among the covariates. But in this study the covariates were more in number (based on 147 items), higher in reliability, and greater in heterogeneity than we usually find in observational studies using archival measures or original data collection. When a large number of less targeted covariates is chosen-i.e. without a specific, empirically informed theory of selection-their ability to reduce selection bias depends on unmeasured variables being only weakly related either to the treatment selection or to the outcome of interest. Although this tactic can effectively reduce bias, it is less secure than having explicit models of selection processes that guide data collection. Then luck plays a more minor role in the choice of the right covariates.
Particularly noteworthy is that widely available covariates of convenience, like demographics, may not reduce selection bias by much when used alone. This was the case with both math and vocabulary in the current study. Yet such demographics are widely used in attempts to model selection, and they did not do well even in combination with proxy-pretest measures. Whether they would be more helpful with pretests assessed on exactly the same scale as the outcome we do not know. This last is, after all, one context where they are often used in a selection model. But still, it is striking how poorly the demographic details fared by themselves in reducing selection bias, given how frequently such measures are used to construct selection models from archival data sources.
This study also highlights the importance of using well-matched locally and focally similar comparison groups-samples from the same locale that have the same substantive characteristics as the treatment group. Our quasi-experiment involved treatment and comparison groups from the same introductory psychology courses in the same university who were then treated and measured in the same place by the same research personnel. Any treatment and comparison differences at pretest were induced by individual treatment selection preferences, not by differences in the location and conditions pertinent to the treatment and comparison groups and not by extraneous differences in the substantive characteristics of the participants save for their treatment preferences. This is very different from many of the existing within-study comparisons of random and nonrandom studies in, for example, job training or education (e.g., Agodini & Dynarski, 2004; Bloom et al., 2002; Deheija & Wahba, 1999; Hotz, Imbens & Mortimer, 1999) . There, the nonrandom comparison group is usually selected from a different locale and no particular care is taken that they initially have almost the same substantive characteristics as the treatment group. Focal local controls may do a better job of holding all other factors constant across the treatment and comparison groups and so reduce more of the initial selection bias (Cook et al., in press ).
Sensitivity analysis may help in assessing potential hidden bias due to unobserved covariates (Rosenbaum, 2002) . Such analyses investigate the amount of bias due to an unobserved covariate that would be sufficient to remove all treatment effect. However, in practice sensitivity analysis is frequently restricted to the impact of an unobserved covariate that is assumed to be only as strongly correlated with treatment and outcome as the most influential observed covariates other than the pretest measure of outcome (e.g., Rosenbaum, 1986; Hong & Raudenbush, 2006) . To assume there are no unobserved covariates more strongly related to treatment and outcome than the observed ones may be an imperfect strategy for assessing all hidden bias. In the present study, had topic preference not been measured, we would likely have underestimated hidden bias for the mathematics outcome, whatever the other variables in the model. 2) In estimating potential outcomes, we assumed a linear relationship between outcomes and covariates. In order to investigate the robustness of results against misspecifications of the potential outcome models, we ran different models including interaction and quadratic terms. These analyses indicated a modest robustness of the potential outcomes and HL-statistics, but a much stronger robustness of the patterning of covariates supporting strong ignorability. Note to Table 2 .
Covariate sets are composed of demographics (dem), proxy-pretests (pre), prior academic achievement (aca), topic preference (top), and psychological predisposition (psy). All treatment effect estimates τˆare based on (weighted) regression analyses with backward stepwise selection of predictors. Standard errors (SE)for the propensity score methods are based on 1,000 bootstrap samples (separate samples for each group with replacement) with re-fitted propensity scores, quintiles and weights for each sample (predictors remained unchanged).
Bias in quasi-experimental estimates is defined with respect to experimental estimates ) (
is the fraction of bias remaining after propensity score and/or covariance adjustment. A positive sign indicates an under-adjustment with respect to the experimental effect, and a negative sign over-adjustment. Covariate sets are demographics (dem), proxy-pretests (pre), prior academic achievement (aca), topic preference (top), and psychological predisposition (psy).
a Missing percentages of distribution to 100% belong to other reasons. 
