Deep Learning (DL) aims at learning the meaningful representations. A meaningful representation refers to the one that gives rise to significant performance improvement of associated Machine Learning (ML) tasks by replacing the raw data as the input. However, optimal architecture design and model parameter estimation in DL algorithms are widely considered to be intractable. Evolutionary algorithms are much preferable for complex and non-convex problems due to its inherent characteristics of gradient-free and insensitivity to local optimum. In this paper, we propose a computationally economical algorithm for evolving unsupervised deep neural networks to efficiently learn meaningful representations, which is very suitable in the current Big Data era where sufficient labeled data for training is often expensive to acquire. In the proposed algorithm, finding an appropriate architecture and the initialized parameter values for a ML task at hand is modeled by one computational efficient gene encoding approach, which is employed to effectively model the task with a large number of parameters. In addition, a local search strategy is incorporated to facilitate the exploitation search for further improving the performance. Furthermore, a small proportion labeled data is utilized during evolution search to guarantee the learnt representations to be meaningful. The performance of the proposed algorithm has been thoroughly investigated over classification tasks. Specifically, error classification rate on MNIST with 1.15% is reached by the proposed algorithm consistently, which is a very promising result against state-of-the-art unsupervised DL algorithms.
Introduction
Deep Learning (DL) algorithms, which are materialized by Deep Neural Networks (DNNs) for learning meaningful representations [1] [2] [3] , are a very hot research area during recent years [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . Meaningful representation refers to the outcome of the raw input data that goes through multiple nonlinear transformations in the DNNs, and the outcome could remarkably enhance the performance of the subsequent machine learning tasks. The hyper-parameter settings and parameter values in DNNs are substantially interrelated to the performance of DL algorithms. Specifically, hyper-parameters refer to the parameters that are needed to be assigned prior to training the models, such as the size of weights, types of nonlinear activation functions, priori term types, and coefficient values, and parameter values refer to the element values of the weights and are determined during the training phase. Due to the deficiencies of the current optimization techniques for searching for optimal hyperparameter settings and parameter values, the power of DL algorithms cannot be shown fully. To this end, an effective and efficient approach concerning the hyper-parameter settings and parameter values has been proposed in this paper.
Meaningful Representations Typically, arbitrary DNNs can generate/learn Deep Representations (DRs). However, DRs are not necessarily meaningful, i.e., it is not true that all DRs contributed to the promising performance when they replace the raw data to be fed to machine learning algorithms (e.g., classification). In fact, DRs are the outcomes which have gone through nonlinear transformations from input data more than once [15] , and are inspired by the mammalian hierarchical visual pathway [16] [17] [18] . Mathematically, the representations of the input data X ∈ R m are formulated by (1) 
where f 1 , · · · , f n denote a set of element-wise nonlinear activation functions, W 1 , · · · , W n refer to a series of connection weights and R 1 , · · · , R n are the learnt representations (output) at the depth/layer 1, 2, · · · , and n, among which R = {R i |2 ≤ i ≤ n} refers to the DRs. In addition, Fig. 1 shows the flow chart of deep representation learning and its role in machine learning tasks in a general case.
Deep reprsentation learning R Machine learning tasks Obviously, multiple different DRs can be learnt by varying n in (1), while we only pay attention to the ones that give the highest performance of the associated machine learning tasks. Based on literature reviews [1, [19] [20] [21] [22] , these DRs are often called meaningful representations. Assuming R j are the meaningful representations, it is obvious that the hyper-parameter settings (e.g., the number of layers, j, and the chosen activation function types of f 1 , · · · , f j ) and parameter values (e.g., the values of each element in {W 1 , · · · , W j }) would highly reflect the learnt R j to be meaningful or not. To this end, the Back-Propagation algorithm (BP) [23] which relies on the gradient information is the widely employed algorithm in training parameter values. However, its performance is highly affected by the initialized setting due to its local search characteristics that could be easily trapped into local minima [24] . Although multiple implementations based on BP, such as Stochastic Gradient Descent (SGD), AdaGrad [25] , RMSProp [26] , and AdaDelta [27] , have been presented to expectedly reduce the adverse impact of easily trapping into local minima, extra hyper-parameters (such as the initialization values of momentums and the balance factors) are introduced and also needed to be carefully tuned in advance. Furthermore, multiple algorithms [28, 29] have been proposed for optimizing the hyper-parameters, but they often require domain knowledge and are problem-dependent. To this end, the grid search method keeping its dominant position in selecting reasonable hyper-parameters was proposed [30] . However, the grid search method is an exhaustive approach, and would frequently miss the best hyper-parameter combinations when the hyper-parameters are continuous numbers.
Deep Neural Networks According to literatures [31, 3] , DL algorithms mainly include Convolutional NNs (CNNs), Deep Belief Networks (DBNs), and stacked Auto-Encoders (AEs). Specifically, CNNs are supervised algorithms for DL, and their numerous variants have been developed for various real-world applications [32, 33, 7, [34] [35] [36] . Although these CNN algorithms have shown promising performance in some tasks, sufficient labeled training data, which is a must for successfully training them, are not easy to acquire, especially in the current Big Data era [37] . For example in the ImageNet benchmark [38] , there are 10 9 pictures that can be easily downloaded from the Google and Yahoo websites. It was reported that 48, 940 workers from 167 countries are employed to label these photos. Therefore, the unsupervised NN approaches whose training processes rely solely on unlabeled data become preferable in this situation. DBNs [39] and stacked AEs [40, 41] are the mainly unsupervised DL algorithms [31, 3] for learning meaningful representations. Because of the unknown in training data targets during their training phase, learnt representations from them are not necessarily to be meaningful. Therefore, a priori knowledge is needed to be incorporated into their training phase. For example, DBNs and stacked AEs trained with the sparsity constraint priori with benefits of sparse coding [42] have been proposed in [43] and [44] . Furthermore, denoising AEs [19] have been proposed by artificially adding noise priori to input data for improving the ability of learning meaningful representations. In addition, Rifar et al. [20] have presented contractive AEs by introducing the term, which is the derivation of representations with respect to input data, for reducing the sensitivity priori of representations.
Evolutionary Algorithms for NNs Evolutionary algorithms (EAs) are one class of populationbased meta-heuristic optimization paradigms, and are motivated by the metaphors of biological evolution. During the period of evolution, individuals interact with each other and the beneficial traits are passed down to facilitate population adapting to the environment. Due to the nature of gradient-free and insensitivity to local optima, EAs are preferred in various problem domains [45] . Therefore, they have been extensively employed in optimizing NNs, which refers to the discipline of neuroevolution, such as for the connection weight optimization [46] [47] [48] , the architecture setting [49] [50] [51] (more examples can be found in [45] ). Generally, these algorithms employ direct or indirect methods to encode the optimized problems for the evolution. To be specific, each parameter in the connection weights is encoded by the binary numbers [46] or a real number [52] in the direct methods, which are effective for the small scale problems. However, when they are used to encode the problems with a large number of parameters in connection weights, such as for processing the high-dimensional data, these methods become impractical due to the excessive length of the genotype explicitly representing each parameter no matter if coded in binary or real. To this purpose, Stanley and Miikkulainen have proposed the indirect-based Neural Evolution Augmenting Topologies (NEAT) method [53] for encoding connection weights and architectures with varying lengths of chromosomes. Because NEAT employs one unit to denote combinational information of one connection in the evolved NN, it still cannot effectively solve deep NNs where a large amount of parameters exist. To this end, an improved version of NEAT (i.e., HyperNEAT) was proposed in [54] in which connection weights were evolved by composing different points in a fixed coordinate system with a series of predefined nonlinear functions. Although the indirect methods can reduce the length of the genotype representation, they limit the generalization of the neural networks and the feasible architecture space [45] . Recently, Liu et al. [55] presented a neural network connection pruning method by a multi-objective evolutionary algorithm to simultaneously consider the representation ability and the sparse measurement. Google [56] proposed their work on evolving CNNs for image classifications with a direct manner over 250 high performance severs for more than 400 hours. In this regard, the evolutionary approaches would be surely for evolving deep NNs, although computational resource is not necessarily available to all interested researchers. We could not have sufficient computational resources like Google does.
Contributions Based on the above investigations upon prospects of unsupervised deep NNs for learning meaningful representations and the EAs in evolving deep NNs, an effective and efficient approach named Evolving Unsupervised Deep Neural Networks (EUDNN) for learning meaningful representation has been proposed in this paper. In summary, the contributions of this paper are documented as follows:
1. A computationally efficient gene encoding scheme of evolutionary approaches has been suggested, which is capable of evolving deep neural networks with a large number of parameters for addressing high-dimensional data with limited computational resources. With this design, the proposed algorithm can be smoothly implemented in academic environments with limited computational resources. 2. A fitness evaluation strategy has been employed to direct the unsupervised models to know their usefulness in advance, which can drive the learnt representations to be meaningful without any carefully designed priori knowledge. 3. Deep neural networks with a large number of parameters involve a large-scale global optimization problem, and sole evolutionary scheme cannot generate the best results. To this end, the utilization of a local search strategy is proposed to be incorporated into the proposed algorithm for guaranteeing the desirable performance.
Organization The remaining of this paper is organized as follows. First, related works and motivations of the proposed EUDNN are illustrated in Section 2. Next, the details and discussions of the proposed algorithm are presented in Section 3. To evaluate the performance, a series of experiments are performed by the proposed algorithm against selected peer competitors and the results measured by the chosen performance metric are analyzed in Section 4. Finally, conclusions and future work are drawn in Section 5.
Related works and Motivations
We will detail the works related to the unsupervised DL algorithms, highlight their deficiencies in learning meaningful representations, and rationalize our motivations in Subsection 2.1. With this same detailed manner, the evolutionary algorithms which demonstrate the potential for evolving deep NNs will be documented in Subsection 2.2.
Unsupervised Deep Learning
In this subsection, the unsupervised DL algorithms are reviewed first (Subsection 2.1.1). Then, their building blocks are introduced (Subsection 2.1.2). Next, the mechanisms guaranteeing the learnt representations to be meaningful are formulated and commented (Subsection 2.1.3). Finally, the motivations of the proposed algorithm in reducing the adverse impact of their deficiencies are elaborated (Subsection 2.1.4).
2.1.1
Unsupervised DL algorithms cover DBNs [39] and variants of stacked AEs (i.e., stacked sparse AEs (SAEs) [43, 44] , stacked denoising AEs (DAEs) [19] , and stacked contract AEs (CAEs) [20] ). Moreover, the building block of DBNs is a Restricted Boltzmann machine (RBM) [57] , and that of stacked AEs is an AE. Furthermore, the parameter values in DBNs and stacked AEs are optimized by the greedy layer-wise training method, which is composed of two phases [58] : pre-training and finetuning. Conveniently, Fig. 2a depicts the pre-training phase, where a set of three-layer (the input layer, the hidden layer, and the output layer) NNs with varying numbers of units are individually trained by minimizing reconstruction errors. In the fine-tuning phase which is illustrated by Fig. 2b , these hidden layers are first sequentially stacked together with the parameter values trained in the pre-training phase, then a classification layer (i.e., the classifier) is added to the trail to perform the fine-tuning by optimizing the corresponding loss function determined by the particular task at hand.
2.1.2
Unsupervised DL algorithms are considerably preferred mainly due to their requirements upon fewer labeled data especially in the current Big Data era 1 . However, a major issue of training these models is how to guarantee the learnt representations to be meaningful. Specifically in the pre-training phase for training one NN unit (see Fig. 3 as an example), let X ∈ R n denote the input data, W ∈ R k×n denote the connection weight matrix from the input layer to the hidden layer, while W ′ ∈ R k×n output layer ... denote the connection weight matrix from the hidden layer to the output layer. The NN unit is trying to minimize the reconstruction error L between the input data X and the output data 
In (2), R denotes the learnt representations (i.e., the output of the hidden layer), f denotes the activation function, and l denotes the function to measure the differences between X and X ′ .
2.1.3
It is obvious that the learnt representations R are not necessarily meaningful only by minimizing L due to no information of the associated classification task existing in this phase and arbitrary R will lead to a minimal L, while R is meaningful only when they could improve the performance of the associated classification task. To this end, literatures have presented unsupervised DL algorithms with different priori knowledge [42, 44, 19, 20] which is denoted as Θ, and then the reconstruction error is transformed to L = l(X, X ′ )+λΘ where λ denotes a balance factor to determine the weight of the associated priori term. Although these prior knowledge would help the learnt representations to be meaningful, major issues remain:
• These prior knowledge are designed with different assumptions, which do not necessarily satisfy the current situations.
• These prior knowledge are presented specifically for general tasks, while it is hopeful that the performance would be improved on particular tasks.
• It is difficult to choose the most suitable priori term for the current task.
• The balance factor λ is a hyper-parameter whose value is not easily to be assigned [20] .
2.1.4
Considering this problem, the method that has been developed in our previous work [22] is employed in this proposed algorithm. To be specific, a small proportion of labeled data is employed during the fitness evaluation of EAs, and the learnt representations are directly quantified based on the classification task that is employed in the fine-tuning phase. With the environmental selection in EAs, individuals that have the positive effect on the classification task survive into the current generation and are expectedly to generate offspring with better performance in the next generation, which leads to the learnt representations to be meaningful. Because the employed labeled data can be injected from the fine-tuning phase, and the classification task is the same as that in the fine-tuning phase, this strategy for learning meaningful representations would not introduce extra cost.
Evolutionary Algorithms for Evolving Neural Networks
Although multiple related literatures for evolving NNs have been mentioned in Section 1, only the works in [53, 54] 
2.2.1
The NEAT [53] has been proposed with an indirect method for adaptively increasing the complexity of the evolved NNs. Specifically, two types of genes, i.e., the node genes and the connection genes, exist in the NEAT. The node genes, which are used to represent all the units of the evolved NN, are encoded with the type of the unit (i.e., the input unit, the hidden unit, or the output unit) and one identification number. The connection genes that are employed to denote the connection information between the node genes, and one node gene is encoded with five elements (the numbers of the input and output units, the value of the connection, one bit indicating whether the connection is activated or not, and one innovation number which records the index of the connection gene with an increased manner). During the evolution process, the individuals are first initialized only with the input and output units of the network, and the random connections between these units. Then, individuals are recombined and mutated. To be specific, there are two types of mutations including the connection mutations and the node mutations. When the connection mutations occur, one connection gene will be added to the list of the connection genes to denote that a pair of node genes is connected. While for the node mutations, one hidden node is generated, then the corresponding connection gene is created to split one existed connection into two parts. Although the NEAT is flexible to evolve NNs, a deterministic number of the output is required, which is impractical in the DL. Furthermore, due to each connection and unit in NEAT are explicitly encoded, it is not suitable for evolving deep NNs that often have a large number connections and units. For remedying this deficiency regarding the incapacity of evolving deep NNs, the connective compositional pattern producing networks (CPNN) [59, 54] has been presented and led to the HyperNEAT.
2.2.2
The HyperNEAT has been proposed by combining the NEAT with the CPNN encoding scheme. Particularly, the CPNN employs one low-dimensional coordinate system to generate connections for the NEAT by a list of predefined nonlinear functions. To be specific, any point in the coordinate system is picked up, and then fed into a series of compositional functions from the list to complete the transformation from the genotype to the phenotype. Because any number of points can be selected from the low-dimensional coordinate system, numerous connections would be represented with a low computational cost. In this regard, the HyperNEAT has the most potential for evolving a deep NN, while the size of the output still needs to be set in advance, which face the same problem to NEAT in practice. Furthermore, all the values of the connections in the HyperNEAT are generated by the genetic operators during the evolution, which cannot guarantee the best performance in evolving a deep NN due to the nature of the large-scale global problem. In addition, the recurrent connections or the connections between the same layers are involved in this algorithm, which are also not suitable for learning compact meaningful representations.
2.2.3
As we have discussed in Section 1, the performance of DL algorithms is highly affected by the hyper-parameter settings and the parameter values. In the pre-training phases, one of the key hyperparameters is the size of hidden layers. One problem would be naturally raised when EA approaches are employed to search for the sizes, that is how we can ensure the upper bound of the hidden layer sizes given a fixed-length gene encoding strategy. Although the indirect encoding scheme can alleviate this situation somewhat, it limits the generalization of the evolved NNs and the feasible architecture space [46] . On the other hand, if we employ a larger number as the upper bound, it is difficult to determine how large it is reasonable, because too large a number would consume more computational resources, otherwise deteriorate the model performance. Excitingly, Yang et al. [60] have mathematically pointed out that the meaningful representations of the input data lie at its original space. Supposed that the input data is with n dimension, the size of associated hidden layer should be no more than n. Furthermore, we know that n orthogonal n-dimensional basis vectors are sufficient to span a n-dimensional space. Consequently, we only need to compute one basis r 1 of n-dimensional space, and the other (n − 1) n-dimensional basis vectors can be explicitly computed by (3) to find the null space 4 . To this end, we can efficiently model the problem with n 2 parameters by employing a genetic algorithm to explicitly encode about n parameters, which is a computational efficient gene encoding approach.
null space(r 1 ) = {x ∈ R n |r 1 x = 0} (3)
2.2.4
Here, we would point out another challenge to inspire our motivation for evolving deep NNs by employing GAs. In our proposed algorithm, the computationally efficient gene encoding strategy mentioned above is employed to model unsupervised deep NNs where a large number of parameters exist. Although the length of the encoded parameters has been reduced appreciably in this regard, the number of the parameters in the original problems remains constant no matter what encoding method is employed. In fact, the effects of one gene in the employed encoding strategy is equivalent to that of multiple parameters in the original problems. For example, for a NN which has 100, 000 parameters, only 1, 000 genes are employed by the computationally efficient gene encoding strategy proposed herein. As a result, one gene represents 100 parameters in average, and if one gene is changed with the crossover and mutation operators, it will involve the changes of 100 parameters. Moreover, it is well known that performances of EAs are guaranteed by their exploration search (given by mutation operators) and exploitation search (given by crossover operators) which introduce the global search and local search abilities, respectively. Because a slight change of one gene in the proposed algorithm will lead to the changes of many parameters which affect the global behavior, it can be viewed as that EAs lack of the local search from the problem to be solved. In addition, the data which are processed by DL algorithms is commonly with high dimension, which leads to a large number of decision variables in the encoded chromosomes of EAs, although our employed Data Figure 4 : The flow chart of the proposed algorithm that is composed of two distinct stages. Especially, the first stage is for finding optimal architectures as well as desriable initializations of the connection weight parameter values. The second stage is to fine-tune them for a potential better performance.
encoding strategy has saved much space compared to existing approaches. Extensive experiments have quantified that EAs are difficult to reach the best performance upon the problems with high input dimensions. To address this issue, we incorporate a local search strategy into the proposed algorithm for assuring the desirable performance.
In summary, the difficulties of deep unsupervised NNs for learning meaningful representations and EAs for evolving deep NNs have been clarified first, and then addressed by our motivations in this section. In the next section, the technical details will be implemented based on these motivations.
Proposed Algorithm
In this section, the details of the proposed EUDNN are presented. To be specific, the framework which is composed of two distinct stages is depicted at first (Subsection 3.1). Next the specifics of each stage are elaborated, respectively (Subsections 3.2 and 3.3). Furthermore, the over-fitting problem preventing mechanism of EUDNN and the significant differences against its peer competitor are discussed (Subsection 3.4).
Framework of EUDNN
In this subsection, the framework of the proposed EUDNN is presented. For convenience of the development, it is assuming that the learnt representations are for a classification task in which the meaningful representations can improve its performance in term of a higher Correct Classification Rate (CCR) (the CCR upon the training data is collected during the training/optimization phase, and that upon the test data during the test/experimental phase). Moreover, given a set of data D in this classification task, a portion of D which is denoted by D train = {(x 1 , y 1 ), · · · , (x k , y k )} is considered as the training data in which x i denotes the input data and y i is the corresponding label, while the remaining data is regarded as the test data D test for checking whether the learnt representations are meaningful. Furthermore, the flow chart of the proposed EUDNN is illustrated in Fig. 4 , which clearly shows the two stages of the design: 1) finding the optimal architectures in deep NNs, the desirable initialization of connection weight, and the activation functions (pretraining), and 2) fine-tuning all of the parameter values in connection weights from the desirable initialization.
To this end, one genetic approach with an efficient strategy introduced in Subsection 2.2 is employed to encode the potential architectures and the associated large numbers of parameters in connection weights by a set of individuals, and then the EA is utilized to evolve and select the individual who has the best performance based on the fitness measures. For warranting the learnt representations being meaningful, the method introduced in Subsection 2.1 is employed, i.e., a small part of data D f from D train is randomly selected, and the representations of D f are learnt based on the models encoded by the individuals, then are fed with the associated classification task to select the ones which give the higher CCR for evolution. Based on the investigations in Subsection 2.2, a fine-tuning approach additionally, which introduces the exploitation local search, is utilized in the second stage to archive the best performance ever found, which complements with the exploration global search in the first W j , f j (·) ← Obtain the optimal connection weight and the corresponding activation function via evolving; 5 end 6 Fine-tune all the connection weights W 1 , · · · , W p ;
stage. In summary, these two stages collectively ensure the learnt representations to be meaningful through unsupervised deep NNs.
In addition, the framework of the proposed EUDNN is presented in Algorithm 1. Specifically, lines 2-5 describe the first stage, while line 6 defines the second stage. Finally, the predicted labels of the test data are calculated and returned in lines 7 and 8. Next, the details of these two stages are documented, respectively.
Obtaining Optimal Connection Weights and Activation Functions via Evolving
The process of obtaining all the optimal connection weights and their corresponding activation functions contains a series of repeated subprocesses. In this subsection, we first in Algorithm 2 propose how to obtain one optimal connection weight and its activation function. Then, the entire process is described. S ← Select the individual with the best fitness from P ∪ Q; 7 P ← S ∪ Select (m − 1) individuals from (P ∪ Q) \ S with binary tournament selection; 8 end 9 Evaluate the fitness of the individuals in P ; 10 ind best ← Select the individual with the best fitness from P ; 11 Return W and f (·) represented by ind best .
To be specific in Algorithm 2, m individuals that encode the information of potential optimal connection weights and their corresponding activation functions are initialized first (line 1). Then, the evolution takes effect (lines 2-8) until the stopping conditions, such as exceeding the maximum generations, are met. During each generation, the fitness of all the individuals are evaluated first (line 3). Next, new offspring are generated with the probability ρ, and their parents are selected from P with the binary tournament selection (line 4). Then, all the offspring in Q are mutated with the probability µ (line 5). Furthermore, lines 6-7 describe the environmental selection in which the best individual is preserved first for the elitism, then m − 1 individuals are selected from the remaining solutions in P ∪ Q with binary tournament selection. When the evolution terminates, the best solution is selected from the current population for transforming the optimal connection weight and the activation function (lines 9-10). Then, the orthogonal complements {a 2 , · · · , a n } of a 1 are computed. Finally, all the information of computing a 1 , indicating whether the basis from {a 2 , · · · , a n } is selected, and the activation functions are encoded into the chromosomes that are used to evolve to obtain the optimal connection weight and activation function.
Next, the details of the employed gene encoding strategy will be discussed, although its fundamental principles have been documented in Subsection 2.2. It has been pointed out in [60] that the potential connection weight for obtaining the meaningful representations likely lies in a subspace of the original space. As a consequence, the search for the optimal connection weight can be constrained in the space of input data. Specifically, it is assuming that the input data is n-dimensional. First, a set of basis S = [s 1 , · · · , s n ] which can span a n-dimensional space is given, e.g., any n linear independent n-dimensional vectors. Then the vector a 1 is linearly combined by the bases in S with the coefficients b = [b 1 , · · · , b n ]. Next, the orthogonal complements {a 2 , · · · , a n } of a 1 are computed by (3) . It is obvious that {a 1 , a 2 , · · · , a n } are capable of spanning the space of input data. Finally, a part of these bases, which span a subspace of the original space, are selected for constructing the optimal connection weight by a binary encoded string indicating whether the corresponding basis is available. Furthermore, the corresponding activation function is also encoded into the chromosome. Specifically, a list of selected activation functions with different nonlinear capacities is given, then their indexes in this list are chosen to indicate which one is selected. Moreover, Fig. 5 is provided to intuitively illustrate our intention on efficiently encoding the connection weight and activation function. When the optimal connection weight W i and its corresponding activation function f i are found for the i-th layer with Algorithm 2, then that for the (i + 1)-th layer can be optimized with the same algorithm by setting the input data as f i (W i × R i ) where R i denote the representations at the i-th layer. In the employed gene encoding approach, each coefficient in b is represented with nine Figure 6 : The flow chart of the second stage in the proposed EUDNN. Especially, the predicted label is computed with the connection weights and activation functions for the input data. Then the loss of the classifier is formulated between the predicted label and the true label. Next, the error is back propagated and the parameter values of the connection weights are updated.
bits in which the left most bit denotes the positive or negative of the coefficient. Then, one bit is used to indicate whether the basis a j (j ∈ [2, · · · , n]) is selected for the connection weight. Finally, two bits are utilized to represent the activation function. In addition to the well-adopted sigmoid and hyperbolic tangent functions, rectifier function [61] , which is reported recently to have a superior performance in some applications, is also considered as one candidate. As a consequence, one chromosome needs 10n + 1 bits for the n-dimensional input data. If the real number encoding method is employed here, a multiple of eight memory space would be taken, which is the major reason that the proposed EUDNN employs the binary encoding method being an contribution to the so claimed computational efficient gene encoding strategy.
Furthermore, the linear Support Vector Machine (SVM) [62] is employed for evaluating the quality of individuals due to its promising computational efficiency and its linear nature for better discriminating power whether the learnt representations are meaningful or not.
Fine-tuning Connection Weights
To further improve the performance, an exploitation mechanism implemented by local search strategy is incorporated into the second stage to fine-tune parameter values in connection weights. Specifically, when all the connection weights and activation functions have been optimized in the first stage, they are stacked with the classifier to perform the fine-tuning process. Note here that the BP algorithm is employed for the fine-tuning. Actually, any local search algorithm can be used in the second stage. The reasons of employing BP are largely due to two aspects: 1) the gradient information in the loss function is always analytical and the BP that is based on the gradient is naturally employed in most designs; 2) multiple libraries of BP have been implemented for accelerating the computation with the Graphics Processing Units (GPUs) and the computational cost can be reduced remarkably, especially in the situations of processing high-dimensional data. Furthermore, when the rectifier activation function that is not differentiable at the point 0 is selected, the value 0 is assigned according to the convention of the community [63] .
Algorithm 3: Fine-tune Connection Weights
Input: Training data X and labels Y ; connection weights W 1 , · · · , W p ; activation functions f 1 (·), · · · , f p (·); classifier C(·); step size α. Output: Fine-tuned W i , · · · , W p . 1 while stopping criteria are not satisfied do 2 Y pred ← Compute the predicted labels of X; 3 L = l(Y, Y pred ) ← Compute the loss function value; 4 for i = 1, · · · , p do
Furthermore, the details of the fine-tuning are listed in Algorithm 3. To be specific, the predicted labels Y pred of the training data X are computed by the classifier Y pred = C(f p (W p × · · · f 2 (W 2 × f 1 (W 1 × X)))) in line 2. Then the loss L between the predicted labels and the ground truth are measured in line 3, which depends on the particular classifier used. Next, the derivation of L with respect to W i is calculated, and W i is updated with the step size α (lines 4-6), until the stopping conditions are satisfied. Finally, the fine-tuned W i , · · · , W p are saved for further predictable tasks. Furthermore, the flow chart of this phase is illustrated in Fig. 6 .
Discussions
In this subsection, we mainly discuss the over-fitting problem preventing mechanism utilized by the proposed EUDNN, and the significant differences of the proposed EUDNN against the Direct Evolutionary Feature Extraction algorithm (DEFE) [64] that employs a similar gene encoding strategy to EUDNN.
The over-fitting problem implies the poor generalization ability of models, i.e., the trained model reaches a better CCR upon training data at the cost of a worsen CCR upon test data. Because the goal in training a classification model is for obtaining a higher CCR upon test data, the over-fitting problem should be prevented by some mechanisms. Commonly, given a number of models which are all capable of solving a particular classification task, the model with a smaller Vapnik Chervonenkis (VC) dimension 5 [1] usually has a better generalization ability, which does not lead to an over-fitting problem. Because the number of parameters are positive to the value of a VC dimension, and deep NN architectures are generally with numerous number of parameters, the over-fitting problem easily occur in these models.
CCR t t 1
Training data More specifically, Fig. 7 illustrates a typical instance in CCR on training data (red curve) and CCR of checking on test data (green curve) as the training process continues. Especially, CCR on both data are continuously growing until the time t 1 , and CCR on the training data continues to increase while CCR on the test data begins to drop when the training time is greater than t 1 , which obviously indicates the presence of an over-fitting problem. As we have claimed that the best performance of the proposed EUDNN cannot be guaranteed during the training in the first stage, and the second stage is introduced to expectedly help the proposed EUDNN arrive at the best performance. To this end, it is concluded that the over-fitting problem will not occur in the first stage of the proposed EUDNN (because the first stage terminates prior to the time t 1 , while the over-fitting problem might occur after the time t 1 ), but may occur in the second stage. Consequently, some rules need to be utilized to prevent this problem only in the second stage. Here, the "early stop" approach is utilized for this purpose, i.e., a group of data D validate is uniformly selected from D train as the validate data to replace the checking upon test data in Fig. 7 , when we first observe the CCR of validate data begins to decrease while the CCR of training is still increasing (i.e., the particular time t 1 is found), the fine-tuning in the second stage is terminated and the optimal model that gives the best performance is obtained. Next, the second concern, i.e., the differences between the proposed EUDNN and the DEFE, will be discussed.
Test data
It has been observed that 1) DEFE learns only linear representations and 2) shallow representations of input data. These two observations cause that DEFE cannot learn the meaningful representations [39] . Next, the details of these conclusions are discussed. To be specific, the learnt representations R of DEFE can be formulated as R = W X [64] where W is the transformation matrix (i.e., the connection weight in deep NN models) and X is the input data. It is evident that there is no nonlinear transformation upon W X. Consequently, only linear representations would be learnt by DEFE, while in the proposed EUDNN, a list of nonlinear activation functions with different nonlinear transformation abilities are incorporated into the evolution for performing nonlinear representation learning. Furthermore, although multiple transformations like that in the proposed EUDNN can be implemented by DEFE to learn deep representations, deep linear transformations are equivalent to a one layer linear representation.
In summary, DEFE cannot be employed for learning meaningful representations due to its linear nature, while the success of deep NNs is mainly caused by the meaningful representations learnt by deep nonlinear transformations, which have been explicitly implemented by the proposed EUDNN.
Experiments
In order to examine the performance of the proposed EUDNN, experiments based on a set of image classification benchmarks against selected peer competitors are performed. During the comparisons, the chosen performance metric considers the CCR on the test data. In the following, the employed benchmarks are outlined first. Then the chosen peer competitors are reviewed, and the justification of selecting them is explained further. This is followed by the descriptions of the performance metric chosen and the specifics of parameter settings employed by these compared algorithms. Finally, the quantitative as well as the qualitative experimental results are illustrated and comprehensively analyzed.
Benchmark Test Datasets
Benchmarks used by compared algorithms are the handwritten digits benchmark test dataset MNIST [33] , basic MNIST dataset (MNIST-basic) [67] , a rotated version of MNIST (MNISTrot) [67] , MNIST with random noise background (MNIST-back-rand) [67] , MNIST with random image background (MNIST-back-image) [67] , MNIST-rot with random image background (MNISTrot-back-image) [67] , tall and wide rectangles dataset (Rectangles) [67] , rectangles dataset with random image background (Rectangles-image) [67] , convex sets recognition dataset (convex) [67] , and the gray version of Canadian Institute for Advanced Research object recognition dataset [68] over 10 classes, i.e., airplane, automobile, bird, cat, deer, dog, frog, horse, ship, and truck, (cifar10-bw). Briefly, these benchmark test datasets are categorized into three different classes based on the object types that they intent to recognize. The first one is about the hand-written digits and covers the MNIST, MNIST-basic, MNIST-rot, MNIST-back-rand, MNIST-back-image, and MNIST-rot-backimage benchmarks. Examples from the MNIST benchmark are depicted in Fig. 8 for reference. The second one is to classify the geometries and the rectangles, such as the Rectangles, Rectanglesimage, and the convex benchmarks. The last one is to identify the natural objects in cifar10-bw. Different variants in MNIST and rectangles datasets present the algorithms dissimilar difficulties from the aspects of perturbations, small number of training dataset, and large testing dataset size. Furthermore, all the images in the first and the second classes of the employed dataset have the dimensions of 28 × 28, while 32 × 32 in the third class.
Performance Metric
Technically speaking, it is difficult to directly evaluate whether the learnt representations are meaningful or not because they are intermediate outcomes. A general practice for this is to feed these learnt representations to a particular classification task, and then to investigate the CCR by a classifier. Commonly, a higher CCR implies that the learnt representations are more meaningful. Because the benchmarks employed in these experiments are multi-class classification tasks, the softmax regression classifier [69] is employed here to measure the corresponding CCR according to the convention adopted in the community.
It is assumed that a set of training data and their corresponding labels with k distinct integer values are denoted as {x 1 , · · · , x m }, and {y 1 , · · · , y m }, respectively, where x i ∈ R n and y i ∈ {1, · · · , k}. To be specific, the label of the sample x i (i ∈ {1, · · · , m}) is predicted by (4) with the softmax regression,
where Θ = [θ 1 , · · · , θ k ] T are obtained by minimizing
Compared Algorithms
Because of the proposed EUDNN aiming at evolving unsupervised deep neural networks for learning meaningful representations, algorithms related to evolving deep NNs (NEAT [53] , Hyper-NEAT [54] ), unsupervised deep NNs (DBNs [58] , and variants of stacked AEs [44] ) that have been discussed in Section 1 should be all employed as peer competitors. However, the NEAT and the HyperNEAT cannot be used to learn meaningful representations due to the reasons that have been discussed in Section 1 and further analyzed in Section 2. As a result, they are excluded from the selected compared algorithms. To this end, DBNs and variants of stacked AEs are employed for performing the comparison experiments. Because RBMs [57] and AEs [40, 41, 23] are the building blocks to train DBNs and stacked AEs, respectively, these two types of algorithms are considered as the peer competitors in our experiments to compare the performance of the learnt representations against that of the proposed algorithm (i.e., we will evolve RBMs and AEs as the unsupervised deep NN models, which are named EUDNN/RBM and EUDNN/AE, respectively, to perform the comparisons against considered peer competitors). Specifically, the variants of AEs, i.e., the Sparse AEs (SAEs) [42] , the Denoising EAs (DAEs) [19] , and the Contractive AEs (CAEs) [20] , have been proposed with different regularization terms for learning meaningful representations in recent years and also have obtained comparable performance in multiple tasks. As a consequence, they are also included as the peer competitors in the experiments, in addition to the DBNs.
Parameter Settings
For a fair comparison, multiple parameters in the second stage of the proposed EUDNN and the competing ones are the same. As a consequence, we will first give details of these generic parameter settings in this subsection. Then, the particular parameter settings are individually introduced. Because the best performance of the compared algorithms often strongly depends on the particular benchmark dataset and the corresponding parameter settings, in order to do a fair comparison, we first test these parameters from the range widely used in the community upon the corresponding training data, then the best performance upon test data of each compared algorithm is selected for comparisons.
Learning Rate and Batch Size
The Stochastic Gradient Descent (SGD) algorithm is chosen as the algorithm to train the SAE, the DAE, the CAE, and the softmax regression, and its learning rates as well as the batch sizes vary in {0.0001, 0.001, 0.01, 0.1} and {10, 100, 200}, respectively, according to the community convention.
Number of Runs and Stop Criteria
All the compared algorithms are independently performed 30 runs. In addition, a performance monitor is injected into each epoch in training the softmax regression to record the best CCR over the test dataset as the best performance of the algorithm that feeds the learnt representations to the softmax regression.
Unit Number and Depth
The number of the units for the SAE, the DAE, the CAE, and the RBM in each layer is set to be from 200 to 3, 000 using a log function with an interval 0.5 as recommended by [70] , and the maximum depth is set to be 5.
Statistical Significance
The results measured by the selected performance metric need to be statistically compared due to the heuristic natures of the first stage in the proposed EUDNN. In these experiments, the Mann-Whitney-Wilcoxon rank-sum test [71] with a 5% significant level is employed for this purpose according to the community convention.
In addition, the sparsity of the SAE, the binary corrupted level of the DAE, and the coefficient of the contractive term in the CAE are set to be 10%, 30%, 50% and 70%, respectively. Because of the nature of the RBM, the CD-k algorithm [72] is selected as its training algorithm and k is set to be 1 based on the suggestion in [70] . In order to speed up the proposed algorithm in the first stage, a proportion (i.e., 20%) of the training dataset is randomly selected in each generation for the fitness evaluation. In addition, the connection weights and the biases are respectively set to be between [−4 × 6/ √ n number , 4 × 6/ √ n number ] with a uniform sampling and 0, respectively [73] , if required, where n number denotes the total number of the units in two adjacent layers based on the experiences suggested in [73] .
Because parameter settings in the second stage of the proposed EUDNN are the same as that of the peer competitors, parameter settings of the evolution related parameters in the first stage are declared next. Conveniently, one chromosome in this stage can be divided into three parts: main basis related coefficients (Part 1) which are used to represent the vector a 1 in Fig. 5 , projected space related coefficients (Part 2) which are employed to indicate which bases are selected for the connection weight, and the coefficients (Part 3) which denote the type of activation functions. Because Parts 1 and 2 have strong effects on the quality of the connection weight, it is hopefully that crossover operation should be promoted in these two parts for improving the exploitation local search that provides much better performance based on the exploration global search. As a consequence, one point crossover operator is employed in Parts 1 and 2. In addition, three widely used nonlinear activation functions are considered in the proposed algorithm and one is to be selected for the corresponding connection weight. Therefore, it is hopefully that the information representing the activation function is not modified often since it is hard to determine which one is the best. Consequently, Parts 2 and 3 are considered as one part to participate in the crossover operation. It is noted here that, when the value in Part 3 is invalid, a random one is chosen to reset it. As for the crossover probability and the mutation probability in the proposed algorithm, both of them are set to be the same to that of the community convention (i.e., 0.9 for crossover and 0.1 for mutation).
Experimental Results
Based on the motivation of our design, the proposed EUDNN 1) employs evolutionary algorithm and local search strategy to ensure the learnt representations through deep NNs to be meaningful, 2) employs evolutionary approach in the first stage to help the deep NNs find the optimal architectures and the good initialized weights, which give a better starting position for the second stage, and 3) employs the local search strategy in the second stage to improve the intended performance much further. Consequently, a series of experiments are carefully crafted to evaluate the performance of the proposed design.
Performance of the Proposed Algorithm
In order to quantify whether the representations learnt by the proposed EUDNN are meaningful, a series of experiments are well-designed and comparisons are performed. Specifically, EUDNN/AE and EUDNN/RBM are two implementations of the proposed algorithm over the unsupervised neural network models (i.e., AEs and RBMs, respectively). Then they are used to learn the representations together with the selected peer competitors employing the configurations introduced above. Next, the softmax regression metric is employed to measure whether the learnt representations improve the associated classification tasks through CCR, which in turn indicates the learnt representations being meaningful or not.
Particularly, the mean values and standard derivations of CCR resulted by these compared algorithms over 30 independent runs are listed in Table 1 in which the best results over the same benchmark are highlighted in bold face. In addition, the symbols "+," "-," and "=" denote whether the CCR of the proposed algorithm upon the corresponding benchmarks are statistically better than, worse than, Table 1 : The correct classification rate of the proposed EUDNN (EUDNN/AE and EUDNN/RBM) upon MNIST, MNIST-basic, MNIST-rot, MNIST-back-rand, MNIST-back-image, MNIST-rot-backimage, Rectangles, Rectangles-image, Convex, and Cifar10-bw benchmarks against stacked denoising auto-encoder (DAE), stacked contractive auto-encoder (CAE), stacked sparse auto-encoder (SAE), and the deep belief network (DBN). Best mean values are highlighted in bold face. The symbols "+," "-," and "=" denote whether the proposed algorithm statistically are better than, worse than, and equal to that of the corresponding peer competitors, respectively, with the employed rank-sum test. and equal to that of the associated peer competitors, respectively, with the employed rank-sum test 6 . Furthermore, the summarizations, how many times over the considered benchmarks the proposed EUDNN are better than, worse than, and equal to the corresponding peer competitor, are listed in the last row of Table 1 .
It is clearly shown in Table 1 7 that the proposed EUDNN/AE obtains the best mean values upon the MNIST-rot, the MNIST-rot-back-image, the Convex, and the Cifar10-bw benchmarks, and the best rank-sum results upon the MNIST-rot, the Convex, and the Cifar10-bw benchmarks. Moreover, the proposed EUDNN/RBM wins both the best mean values and the rank-sum results upon the MNIST, and the MNIST-back-image benchmarks. Although the best result of the proposed EUDNN (obtained by the EUDNN/AE) over the MNIST-basic benchmark is a little worse than that of the SAE, which is the winner of the best mean value and rank-sum results, EUDNN/AE outperforms all the other peer competitors. Furthermore, the SAE obtains the best mean values upon the MNIST-basic and the MNIST-back-rand benchmarks, but the best result of the proposed algorithm (obtained by the EUDNN/AE) is statistically equal to that of the SAE upon the MNIST-back-rand benchmark, and also outperforms other competing algorithms. Upon the Rectangles-image benchmarks, the best result of the proposed algorithm (obtained by the EUDNN/RBM) is worse than that of the CAE and the SAE, while the EUDNN/RBM and CAE have the same results statistically. In addition, the best results of the proposed algorithm upon the MNIST-rot-back-image (obtained by the EUDNN/AE) and the Rectangles (obtained by the EUDNN/RBM) benchmarks are all statistically equivalent to that of the DBN, while the best mean values upon these two benchmarks are obtained by the EUDNN/AE and the EUDNN/RBM, respectively. Note here that the MNIST is a widely used classification benchmark for quantifying the performance of deep learning models, and the best results are frequently obtained by supervised models, which require sufficient labeled training data during their training phases. To our best knowledge, the CCR with 98.85% obtained by the proposed algorithm (EUDNN/RBM), which is an unsupervised approach is a very promising result among unsupervised deep learning models. In summary, the proposed algorithm totally wins 34 times over the 40 comparisons against the selected peer competitors, which reveals the superior performance of the proposed algorithm in learning meaningful representations with unsupervised neural network models.
Performance Analysis Regarding the First Stage
Since we have claimed that the first stage of the proposed algorithm helps the unsupervised NNbased models learn optimal architectures and better initialized parameter values, component-wise experiments over the optimal architectures and the initialized parameter values should be performed to investigate their respective effects to justify our designs. However the initialized parameter values are dependent on the architectures. This leads to the specific experiment by varying only the ar-chitecture configurations on investigating how the learnt architectures solely affect the performance is difficult to design. Hence, the performance regarding the initialized parameter values is mainly investigated here.
To this end, we first record the architecture configurations (see Table 2 ) with which the proposed algorithm presents the promising performance in best mean values of EUDNN/AE and EUDNN/RBM upon each benchmark from Table 1 . Then experiments are re-performed by peer competitors with the recorded architecture configurations and randomly initialized parameter values. Finally, the learnt representations are fed to the considered performance metric to measure whether these representations are meaningful. Specifically, experimental results are depicted in Fig. 9 in which the vertical axis denote the CCR while A-J in the horizontal axis represent the benchmarks MNIST, MNIST-basic, MNIST-rot, MNIST-back-rand, MNIST-back-image, MNIST-rot-back-image, Rectangles, Rectangles-image, convex, and cifar10-bw, respectively.
It is shown in Fig. 9 that most of the peer competitors employing the chosen architecture configurations listed in Table 2 obtain worse CCR upon the considered benchmarks compared to the proposed algorithm. Specifically, the proposed algorithm shows these best CCR upon MNIST, MNIST-rot, MNIST-back-image, MNIST-rot-back-image, Convex, and Cifar10-bw benchmarks, which is consistent with the findings listed in Table 1 . In addition, the proposed algorithm wins the best CCR upon MNIST-basic and MNIST-back-rand benchmarks as well, with these architecture configurations. In addition to the proposed algorithm in which the initialized parameter values are set by the proposed evolutionary approach, all the results illustrated in Fig. 9 are obtained by the compared algorithms with the same architecture configurations and commonly used parameter initializing methods for the second stage. As we all know that the performance of local search strategies is strongly rely on their starting position, therefore, it is reasonable to conclude that the evolutionary scheme employed by the first stage of the proposed algorithm has substantially helped the learnt representations to be meaningful. 
Performance Analysis Regarding the Second Stage
In this experiment, we mainly investigate whether the local search strategy employed in the second stage promotes the integral performance of the proposed algorithm compared to only the evolutionary methods used in the first stage. For this purpose, we first pick up the promising CCR obtained by the proposed algorithm from Table 1 in which the results of the proposed algorithm are collectively achieved by the evolutionary method employed in the first stage and the local search strategy employed in the second stage. Then we select the corresponding results performed without the local search strategy (i.e., the results obtained by the proposed algorithm during the first stage). Finally, these results are illustrated in Fig. 10 for quantitative comparisons. Specifically in Fig. 10 the vertical axis denotes the CCR, while A-J in the horizontal axis represent the benchmarks MNIST, MNIST-basic, MNIST-rot, MNIST-back-rand, MNIST-back-image, MNIST-rot-back-image, Rectangles, Rectangles-image, convex, and cifar10-bw, respectively, and the bars in blue denote the results obtained by the proposed algorithm without the second stage, while the bars in red refer to that with the second stage. It is clearly shown in Fig. 10 that the performance has been improved with the second stage of the proposed EUDNN over all the considered benchmarks compared to the algorithm that only the first stage is employed. Especially, the CCR have been significantly improved by about 20% upon the MNIST-rot, MNIST-back-rand, MNIST-back-image, MNIST-rot-back-image, and Cifar10-bw benchmarks and 12.83% upon the MNIST benchmark. In summary, it is concluded from these experimental results that the local search strategy utilized in the second stage helps the performance of the proposed algorithm to be improved much further, which promotes the learnt representations to be meaningful and satisfies our motivation of this design.
Visualizations of Learnt Representations
In Subsection 4.5, a series of quantitative experiments has been given to highlight the performance of the proposed algorithm in learning meaningful representations with unsupervised deep NN-based models. Here, a qualitative experiment is provided for comprehensively understanding what the representations are learnt from the proposed algorithm via visualizations, which is a common approach employed by related works [1, [19] [20] [21] [22] to intuitively investigate the learning representations. For this purpose, the activation maximization approach [74] is utilized to visualize the learnt representations of the proposed algorithm over MNIST dataset and a number of 100 randomly selected visualizations of the patches are illustrated 8 in Fig. 11 . Furthermore, the SGD is employed during the optimization of the activation maximization with 10, 000 iterations and a fixed learning rate of 0.1. To be specific, Fig. 11a shows the learnt representations on depth 1 in which the visualization is commonly describable [74] . It is clear in Fig. 11a that some strokes are learnt in most patches and a part of the representations is similar to that of the RBM [74] , which can be viewed as the effectiveness of the proposed algorithm, because these similar representations over MNIST dataset have Figure 11 : Visualizations of the proposed algorithm over MNIST dataset with depths 1 (Fig. 11a ), 2 (Fig. 11b ), and 3 (Fig. 11c ) by activation maximization method.
been reported in multiple literatures [21, 22] . The visualizations of the representations on depths 2 and 3 are depicted in Figs. 11b and 11c , respectively. However, these representations are difficult to understand intuitively and be interpretable due to the high-level hierarchical nature [74] . But it still can be concluded that the proposed algorithm has learnt the meaningful representations by comparing them to the experiments simulated in [74] that learnt representations herein resemble to those of the DAE to some extent. In summary, these visualizations give a qualitative observation to highlight that the meaningful representations have been effectively learnt by the proposed algorithm.
Conclusion
In order to warrant the representations learnt by unsupervised deep neural networks to be meaningful, the existing approaches for learning them need optimal combinations of hyper-parameters, appropriate parameter values, and sufficient labeled data as the training data. These approaches generally employ the exhaustive grid search method to directly optimize hyper-parameters due to their unavailable gradient information, which give an unaffordable computational complexity that increases with an order of magnitude as the number of hyper-parameter grows. Furthermore, the gradient-based training algorithms in these existing algorithms are easily to be trapped into the local minima, which cannot guarantee them the best performance. In addition, in the current era of Big Data, the volume of labeled data is limited and obtaining sufficient data with labels is expensive, if not impossible. To address these concerning issues, we have proposed an evolving unsupervised deep neural networks method which heuristically searches for the best hyper-parameter settings and the global minima to learn the meaningful representations without sufficient labeled data. To be specific, two stages are composed in the proposed algorithm. In the first stage, all the information regarding hyper-parameter and parameter settings are encoded into the individual chromosome and the best one is selected when they go through a series of crossover, mutation, and selection operations. Furthermore, the activation functions that provide the nonlinear ability to the learning algorithm are also incorporated into the individual chromosome to go through the evolutions for obtaining the promising performance. In addition, the orthogonal complementary techniques are employed in the proposed algorithm to reduce the computational complexity for effectively learning the deep representations. Specifically, only a limited number of labeled data is needed in the proposed algorithm to direct the search to learn representations with meaningfulness. For further improving the performance, the second stage is introduced with a local search strategy to complement with the ability of the exploitation search for training the proposed algorithm with the architecture and the activation function optimized in the first stage. These two stages collectively promote the proposed algorithm effectively learning the meaningful representations with unsupervised deep neural network-based models. To evaluate the meaningfulness of the learnt representations, a series of experiments are given against peer competitors over multiple benchmarks related classification tasks. The results measured by the softmax regression show the considerable competitiveness of the proposed algorithm in learning meaningful representations. In near future, we will place more focus on the efficient encoding methods as well as the way measuring the quality of the representation during the evolution for a larger scale and higher dimensional data. In addition, we would also investigate how to effectively evolve deep supervised neural networks, such as CNNs.
