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Abstract
In this paper, we consider an autonomous predator–prey Lotka–Volterra system in which individ-
uals in the population may belong to one of two classes: the immatures and the matures, the age to
maturity is represented by a time delay. By using eigenvalue analysis, principal term analyze method,
reduction to absurdity, and iterative method, we obtain some simple conditions for global asymptotic
stability of the unique positive equilibrium point. Moreover, a condition that the prey population in
the system get extinction and the predator population in the system get permanence will be obtained.
Meanwhile the theorems extend the corresponding conclusions in which there have no two stage
structures.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
The growth of species often has its development process, while in each stage of its devel-
opment, it always shows different characteristic. For instance, the immature species cannot
be able to prey, while the mature species have not only fecundity, preying capacity, but
also more powerful survival capacity. Namely, the physiological function (rates of birth,
death, competition, preying capacity) of species in its each stage exhibit enormous diver-
sity. Moreover, there also are interactive relations (such as prey, competition, cooperation)
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and extinction in varying degree. Therefore, considering stage-structured models is more
correspond with nature phenomenon and more practical significance. Stage-structured
models had already received much attention before 1990 (see [2–4,13,17,19], etc. and ref-
erences therein). But the great progress on the stage structured model had not obtained until
1990, when Aiello and Freedman [5] proposed and studied their well-known single species
model with time-delayed stage structure. Later, following the way of Aiello and Freedman,
more and more authors joined the studies on different kinds of stage structured models and
they obtained much more significant progress therein (see [6–9,12,14–16,18,20–24]).
Especially, drawing inspiration from Song and Chen [9], in this paper, authors consider
a predator–prey Lotka–Volterra system with different stage structure.We propose that the
life history of both two species are divided into two stages: immature and mature. As
for the predator population, the mature predator species are able to catch the prey species,
while the immature predator species cannot catch the prey species. For instance, the mature
cheetah can prey on the hare, the immature cheetah have no ability to prey on the hare.
Moreover, the mature prey species are often caught by predator species because they go out
for seeking food, the immature prey species cannot be caught by predator species because
they do not necessarily go out for seeking food. In addition, we suppose that the predator
species feeding on the prey species can build up their health and lessen their death rate.
The organization of this paper is as follows.
Section 1. Introduction with motivation and references.
Section 2. Presentation of the model and properties of positiveness and boundedness of
its solutions.
Section 3. The global asymptotic stability of equilibria: the nonnegative equilibria are
E0,E1,E2 and under assumption (H1) there is a unique positive equilibrium E∗. In this
section the authors introduce Lemmas 3.1–3.4 useful in the proofs of subsequent Theo-
rems 3.1–3.3.
2. Model and boundedness
We propose the system is occupied by predator species and prey species as species 1
and species 2 as the following system of retarded functional differential equations:

x˙1(t)= b1e−d1τ1x1(t − τ1)−D1x21(t)+ kθx1(t)y1(t),
x˙2(t)= b1x1(t)− d1x2(t)− b1e−d1τ1x1(t − τ1),
y˙1(t)= b2e−d2τ2y1(t − τ2)−D2y21(t)− θx1(t)y1(t),
y˙2(t)= b2y1(t)− d2y2(t)− b2e−d2τ2y1(t − τ2) (t  0),
(x1(t), x2(t), y1(t), y2(t))= (ϕ1(t), ϕ2(t),ψ1(t),ψ2(t)) > 0
(−τi  t  0, i = 1,2),
(1)
where x1(t) and x2(t) represent the densities of mature and immature of predator species,
respectively, while y1(t) and y2(t) represent the densities of mature and immature of prey
species, respectively. τi > 0 denotes the length of time from the birth to maturity of ith
species. The model is derived under the following assumptions.
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mature population in proportion to the constants bi > 0, where i = 1,2.
(A2) For each species, its immature cannot give birth to babies. The death rate of ith
immature population is proportional to existing immature population in proportion
to the constants di > 0, where i = 1,2.
(A3) The death rate of mature population is of a logistic nature, i.e., it is proportional to
square of the population in proportion to the constants Di > 0, where i = 1,2.
(A4) The mature predator population only feed on the mature prey population. The im-
mature predator population and the immature prey population are raised by their
parents, respectively. The preying quantity of the mature predator species preying on
the mature prey in the unit time is proportional to the density of mature prey species
in proportion to the constant θ > 0, and we call it the preying rate in short. k > 0 is
the preying effective coefficient and we call kθ the preying effective rate.
(A5) Those immature individuals of species i born at time t − τi and surviving to the time
t exit from the immature stage and enter into the mature population.
(A6) ϕi(t) > 0, ψi(t) > 0 (i = 1,2) on −τi  t  0.
To keep the continuity of initial conditions, it is required that
x2(0)=
0∫
−τ1
b1e
d1sϕ1(s) ds, y2(0)=
0∫
−τ2
b2e
d2sψ1(s) ds,
which means the total surviving immature population from the observed births on −τi 
t  0 (i = 1,2) and we call ϕ1(t) > 0, ψ1(t) > 0 (−τi  t  0, i = 1,2), x2(0) > 0,
y2(0) > 0 the positive initial conditions of system (1).
Definition. In this paper, we denote
κ1 = d1τ1, κ2 = d2τ2,
and call κi the degree of the stage structure of the ith species respectively, where i = 1,2.
Theorem 2.1. If assumption (A6) holds, then the solutions of system (1) with given initial
conditions are positive and bounded for all t  0.
Proof. First we show x1(t) > 0 for all t > 0. Otherwise, if it is false, noticing that ϕi(t) > 0
(−τ1  t  0, i = 1,2), then there must exist at least one t ′ > 0 such that x1(t ′) = 0.
Denoting t0 = inf{t > 0 | x1(t)= 0}, then t0 > 0 and from the first equation of (1), we get
x˙1(t0)=
{
b1e−d1τ1ϕ1(t0 − τ1) > 0 (0 t0  τ1),
b1e−d1τ1x1(t0 − τ1) > 0 (t0 > τ1).
But by the definition of t0, x˙1(t0) 0, it is a contradiction. Hence x1(t) > 0 for all t  0.
Similar to the proof in [5, Theorem 1], we can prove x2(t) > 0 for all t  0.
Similarly, we get y1(t) > 0 and y2(t) > 0 for all t  0.
Now we consider the boundedness of positive solutions of system (1).
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tem (1), there is y˙1(t)  b2e−d2τ2y1(t − τ2) − D2y21(t). Let u(t) be the solution of
u˙(t) = b2e−d2τ2u(t − τ2) − D2u2(t) with u(t) = ψ1(t) (−τ2  t  0) as its initial val-
ues, then u(t)  y1(t) > 0 (t  0). By [5, Theorem 2], u(t) is eventually bounded which
implies y1(t) is eventually bounded, too. Then there must exist positive constants M and
T (T > τ2), such that y1(t) <M for all t  T − τ2.
Choosing the function
ρ(t)= x1(t)+ x2(t)+ y1(t)+ y2(t)
and calculating the derivative of ρ(t) along the solutions of system (1), we have
ρ˙(t)= b1x1(t)−D1x21(t)+ kθx1(t)y1(t)− d1x2(t)
+ b2y1(t)−D2y21(t)− θx1(t)y1(t)− d2y2(t).
For a positive constant  ( < min{d1, d2}), we have
ρ˙ + ρ  (b1 + kθM + )x1 −D1x21 − (d1 − )x2
+ (b2 + )y1 −D2y21 − (d2 − )y2.
Hence, there exists a positive constant c such that
ρ˙ + ρ < c.
Further,
ρ(t) <
c

+
(
ρ(0)− c

)
e−t .
Hence, we obtain the boundedness of positive solutions of system (1). This completes
the proof of Theorem 2.1. ✷
3. The global asymptotic stability of equilibria
By setting x˙1 = x˙2 = y˙1 = y˙2 = 0 in system (1), we get there are at least three nonneg-
ative equilibria (x1, x2, y1, y2) as follows:
E0 = (0,0,0,0), E1 =
(
0,0,
b2e−d2τ2
D2
,
b22e
−d2τ2(1− e−d2τ2)
D2d2
)
,
E2 =
(
b1e−d1τ1
D1
,
b21e
−d1τ1(1− e−d1τ1)
d1D1
,0,0
)
.
Further if system (1) satisfies
b2D1e
−d2τ2 > b1θe−d1τ1 , (H1)
then system (1) has a unique positive equilibrium point E∗(x∗, x∗, y∗, y∗), where1 2 1 2
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b1D2e−d1τ1 + b2kθe−d2τ2
D1D2 + kθ2 ,
x∗2 =
b1(1− e−d1τ1)(b1D2e−d1τ1 + b2kθe−d2τ2)
d1(D1D2 + kθ2) ,
y∗1 =
b2D1e
−d2τ2 − b1θe−d1τ1
D1D2 + kθ2 ,
y∗2 =
b2(1− e−d2τ2)(b2D1e−d2τ2 − b1θe−d1τ1)
d2(D1D2 + kθ2) .
In order to prove the main conclusions of this paper, we give some relevant lemmas in the
followings.
Lemma 3.1 [10,11]. Let H(z) ≡ h(z, ez), where h(z, t) is a polynomial with a principal
term. The function H(iy) is now separated into real and imaginary parts, that is, we set
H(iy)= F(y)+ iG(y). One sufficient condition of all the zeros of the function H(z) lie in
the left of the imaginary axis is that all the zeros of the function G(y) are real and for each
of these zeros the inequality G′(y0)F (y0) > 0 is satisfied.
Lemma 3.2 [10,11]. Let f (z,u, v) =∑m,n zmϕ(n)m (u, v) be a polynomial with principal
term zrϕ(s)r (u, v). Denote ϕ∗(s)(z) ≡ ϕ∗(s)(cos z, sin z) =∑ns ϕ(n)r (cosz, sin z). If there
exists  such that ϕ∗(s)( + iy) does not take the value zero for real y , thus, in order for
F(z) = f (z, cosz, sin z)= 0 to have only real roots, it is necessary and sufficient that in
the interval [−2kπ + ,2kπ + ] it has exactly 4sk+ r real roots starting with sufficiently
large k.
Lemma 3.3. The roots of equation λ+2be−dτ−be−τ (λ+d)= 0 (b, d, τ > 0) have negative
real part.
By using Lemmas 3.1 and 3.2, Lemma 3.3 can be proved.
Lemma 3.4. Consider the following equation:
x˙(t)= bx(t − τ )− a1x(t)− a2x2(t),
where b, a2, τ > 0, x(t) > 0 (−τ  t  0). We have
(1) If a1  0, then limt→+∞ x(t)= (b− a1)/a2;
(2) If b > a1 > 0, then limt→+∞ x(t)= (b− a1)/a2;
(3) If a1  b, then limt→+∞ x(t)= 0.
Similar to [5, Theorem 2] and [9, Lemma 3.1], the proof of Lemma 3.4 will be com-
pleted. Now we give the main theorems and their proofs as follows.
Theorem 3.1. The nonnegative equilibria E0,E1 are unstable, and under condition (H1),
the nonnegative equilibrium E2 is unstable.
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(λ+ d1)(λ+ d2)(λ− b1e−τ1(λ+d1))(λ− b2e−τ2(λ+d2))= 0.
Clearly, λ=−d1 and λ=−d2 are always two negative eigenvalues. All other eigenvalues
are given by the solutions of λ − bie−τi(λ+di) = 0 (i = 1,2). To show that there exists a
positive eigenvalue, we notice that the graph of y = λ and y = bie−τi(λ+di) must intersect
at a positive value of λ. Hence, the equilibrium E0 is unstable.
The characteristic equation of the equilibrium E1 is
(λ+ d1)(λ+ d2)
(
λ− kθb2e
−d2τ2
D2
− b1e−τ1(λ+d1)
)
× (λ+ 2b2e−d2τ2 − b2e−τ2(λ+d2))= 0.
Clearly, λ = −d1 and λ = −d2 are always two negative eigenvalues. By Lemma 3.3,
the solutions of λ + 2b2e−d2τ2 − b2e−τ2(λ+d2) = 0 have only negative real part. All
other eigenvalues are given by the solutions of λ = kθb2e−d2τ2/D2 + b1e−τ1(λ+d1). To
show that there exists a positive eigenvalue, we notice that the graphs of y = λ and
y = b1e−τ1(λ+d1)+ kθb2e−d2τ2/D2 must intersect at a positive value of λ. Hence, the equi-
librium E1 is unstable.
The characteristic equation of the equilibrium E2 is
(λ+ d1)(λ+ d2)(λ+ 2b1e−d1τ1 − b1e−τ1(λ+d1))
×
(
λ+ θb1e
−d1τ1
D1
− b2e−τ2(λ+d2)
)
= 0.
Clearly, λ =−d1 and λ = −d2 are always two negative eigenvalues. By Lemma 3.3, the
eigenvalues given by the solutions of λ + 2b1e−d1τ1 − b1e−τ1(λ+d1) = 0 have only neg-
ative real part. All other eigenvalues are given by the solutions of λ = b2e−τ2(λ+d2) −
θb1e−d1τ1/D1. We will show that there exists a positive eigenvalue, if θb1e−d1τ1 <
D1b2e
−d2τ2
. Factually, if we set f (λ) = λ + b1θe−d1τ1/D1 − b2e−τ2(λ+d2), then we can
get
f ′(λ)= 1+ b2τ2e−τ2(λ+d2) > 0, f (0)= b1θe
−d1τ1 − b2D1e−d2τ2
D1
< 0,
lim
λ→+∞f (λ)=+∞.
So f (λ) = 0 has a positive eigenvalue. That is, if assumption (H1) holds, the equilibrium
E2 is unstable. This completes the proof of Theorem 3.1. ✷
Theorem 3.2. If assumption (H1) and
D1D2 > kθ
2 (H2)
hold, then the positive equilibrium E∗ is globally asymptotically stable.
Proof. First, we show that E∗ is locally asymptotically stable. Under the conditions of
Theorem 3.1, system (1) has four nonnegative equilibria E0, E1, E2, and E∗, and we
know that equilibria E0,E1,E2 are unstable.
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(λ+ d1)(λ+ d2)
[(
λ+D1x∗1 + b1e−d1τ1 − b1e−d1τ1e−λτ1
)
× (λ+D2y∗1 + b2e−d2τ2 − b2e−d2τ2e−λτ2)+ kθ2x∗1y∗1]= 0.
Clearly, λ=−d1 and λ=−d2 are always two negative eigenvalues. We denote
G(λ)= (λ+D1x∗1 + b1e−d1τ1 − b1e−d1τ1e−λτ1)
× (λ+D2y∗1 + b2e−d2τ2 − b2e−d2τ2e−λτ2)+ kθ2x∗1y∗1 .
We only need to prove the solutions of G(λ) = 0 have only negative real part. Let λ =
ξ + iη (here ξ, η are real); then
G(λ)= [ξ + iη+D1x∗1 + b1e−d1τ1(1− e−ξτ1−iητ1)]
× [ξ + iη+D2y∗1 + b2e−d2τ2(1− e−ξτ2−iητ2)]+ kθ2x∗1y∗1
= (B1 +A1i)(B2 +A2i)+ kθ2x∗1y∗1 = 0,
where
A1 = η+ b1e−d1τ1−ξτ1 sin(ητ1), A2 = η+ b2e−d2τ2−ξτ2 sin(ητ2),
B1 = ξ +D1x∗1 + b1e−d1τ1 − b1e−d1τ1−ξτ1 cos(ητ1)
= ξ + 2D1x∗1 − kθy∗1 − b1e−d1τ1−ξτ1 cos(ητ1),
B2 = ξ +D2y∗1 + b2e−d2τ2 − b2e−d2τ2−ξτ2 cos(ητ2)
= ξ + 2D2y∗1 + θx∗1 − b2e−d2τ2−ξτ2 cos(ητ2),
and −A1A2 +B1B2 + kθ2x∗1y∗1 = 0, A1B2 +A2B1 = 0, so we have(
kθ2x∗1y∗1
)2 = (A1A2 −B1B2)2 = (A1A2)2 + (B1B2)2 − 2A1A2B1B2.
Since A1B2 =−A2B1, hence −A1A2B1B2 = (A2B1)2 = (A1B2)2. Therefore we get
(A1A2)
2 + (B1B2)2 + (A2B1)2 + (A1B2)2 =
(
kθ2x∗1y∗1
)2
,
that is (B1B2)2  (kθ2x∗1y∗1 )2.
If ξ  0, then
B1  2D1x∗1 − kθy∗1 − b1e−d1τ1−ξτ1 cos(ητ1)
 2D1x∗1 − kθy∗1 − b1e−d1τ1 =D1x∗1 > 0,
B2  2D2y∗1 + θx∗1 − b2e−d2τ2−ξτ2 cos(ητ2)
 2D2y∗1 + θx∗1 − b2e−d2τ2 =D2y∗1 > 0.
Thus B1B2 > D1D2x∗1y∗1 > 0. From assumption (H2), it is easy to get (B1B2)2 >
(kθ2x∗1y∗1 )2, it is a contradiction to the above equation. Thus ξ < 0. This implies that λ
has only negative real part. Therefore E∗ is locally asymptotically stable.
Next, we will prove E∗ is globally attractive. From system (1) we get
x˙1(t) b1e−d1τ1x1(t − τ1)−D1x21(t),
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theorem, for this , there must exist S1 > 0, such that x1(t) > ω¯1 −  for t  S1, where
ω¯1 = b1e−d1τ1/D1.
For t  S1, we have y˙1(t) b2e−d2τ2y1(t − τ2)−D2y21(t). By Lemma 3.4 and compar-
ison theorem, for a small enough  > 0, there must exist T1  S1, such that y1(t) ω1 + 
for all t  T1, where ω1 = b2e−d2τ2/D2.
For t  T1, by the first equation of system (1), we have
x˙1(t) b1e−d1τ1x1(t − τ1)−D1x21(t)+ kθ(ω1 + )x1(t).
Similarly, we can find a small enough  > 0, there must exist S′1  T1, and when t  S′1,
we can get x1(t) ω2 + , where
ω2 = b1e
−d1τ1 + kθ(ω1 + )
D1
= b1e
−d1τ1
D1
+ kθb2e
−d2τ2
D1D2
+ kθ
D1
.
For t  S′1, we have y˙1(t) b2e−d2τ2y1(t − τ2)−D2y21(t)− θ(ω2 + )y1(t). Similarly,
we can find a small enough , 0 <  < ω¯2/2, there must exist T ′1  S′1, if t  T ′1, then
y1(t) ω¯2 −  > 0, where
ω¯2 = b2e
−d2τ2 − θ(ω2 + )
D2
= (b2D1e
−d2τ2 − b1θe−d1τ1)
D1D2
− kθ
2b2e−d2τ2
D2(D1D2)
− kθ
2
D1D2
 − θ
D2
.
For t  T ′1, x˙1(t) b1e−d1τ1x1(t − τ1)−D1x21(t)+ kθ(ω¯2 − )x1(t). Similarly, for this
small enough , 0 <  < ω¯3/2, there must exist S2  T ′1, if t  S2, then x1(t) ω¯3− > 0,
where
ω¯3 = b1e
−d1τ1
D1
+ kθ
D1
(ω¯2 − )
= b1e
−d1τ1
D1
+ kθ(b2D1e
−d2τ2 − b1θe−d1τ1)
D1(D1D2)
−
(
kθ2
D1D2
)
kθb2e−d2τ2
D1D2
−
(
kθ2
D1D2
)
kθ
D1
 − kθ
2
D1D2
 − kθ
D1
.
Generally, for one small enough  > 0, there must exist Sn, when t  Sn, we have
0 < ω¯2n−1 −  < x1(t) < ω2n +  , 0 < ω¯2n −  < y1(t) < ω2n+1 + ,
where
ω¯2n+1 = b1e
−d1τ1 + kθ(ω¯2n − )
D1
, ω2n = b1e
−d1τ1 + kθ(ω2n−1 + )
D1
,
ω¯2n = b2e
−d2τ2 − θ(ω2n + )
, ω2n+1 = b2e
−d2τ2 − θ(ω¯2n+1 − )
,
D2 D2
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−d1τ1
D1
+ kθ(b2D1e
−d2τ2 − b1θe−d1τ1)∑2n−2i=0 (−1)2n−2−i(D1D2)i (kθ2)2n−2−i
D1(D1D2)2n−1
+ kθb2e
−d2τ2
D1D2
(
kθ2
D1D2
)2n−1
−
2n−1∑
i=0
(
kθ2
D1D2
)i
kθ
D1
 −
2n−1∑
i=1
(
kθ2
D1D2
)i

(n 2),
ω2n = b1e
−d1τ1
D1
+ kθ(b2D1e
−d2τ2 − b1θe−d1τ1)∑2n−3i=0 (−1)2n−3−i(D1D2)i(kθ2)2n−3−i
D1(D1D2)2n−2
+ kθb2e
−d2τ2
D1D2
(
kθ2
D1D2
)2n−2
+
2n−2∑
i=0
(
kθ2
D1D2
)i
kθ
D1
 +
2n−2∑
i=1
(
kθ2
D1D2
)i

(n 2),
ω2n+1 = (b2D1e
−d2τ2 − b1θe−d1τ1)∑2n−1i=0 (−1)2n−1−i(D1D2)i(kθ2)2n−1−i
(D1D2)2n
+ b2e
−d2τ2
D2
(
kθ2
D1D2
)2n
+
2n∑
i=1
(
kθ2
D1D2
)i
 +
2n−1∑
i=0
(
kθ2
D1D2
)i
θ
D2
,
ω¯2n = (b2D1e
−d2τ2 − b1θe−d1τ1)∑2n−2i=0 (−1)2n−2−i (D1D2)i(kθ2)2n−2−i
(D1D2)2n−1
− b2e
−d2τ2
D2
(
kθ2
D1D2
)2n−1
−
2n−1∑
i=1
(
kθ2
D1D2
)i
 −
2n−2∑
i=1
(
kθ2
D1D2
)i
θ
D2
.
If  > 0 is small enough, in the following, we will show limn→∞ ω¯2n = limn→∞ω2n+1
= y∗1 . Setting ξ = kθ2/(D1D2), from the condition (H2), we get 0 < ξ < 1. Therefore we
have
ω¯2n = (b2D1e
−d2τ2 − b1θe−d1τ1)[(D1D2)2n−1 ± (kθ2)2n−1]
(D1D2 + kθ2)(D1D2)2n−1
−b2e
−d2τ2
D2
(
kθ2
D1D2
)2n−1
−
2n−1∑
i=1
(
kθ2
D1D2
)i
 −
2n−2∑
i=1
(
kθ2
D1D2
)i θ
D2

= (b2D1e
−d2τ2 − b1θe−d1τ1)
(D1D2 + kθ2) (1± ξ
2n−1)
− b2e
−d2τ2
D2
ξ2n−1 − ξ(1− ξ
2n−1)
1− ξ  −
θ
D2
ξ(1− ξ2n−2)
1− ξ ,
if we set  → 0+, then limn→∞ ω¯2n = y∗1 . Similarly, we can get limn→∞ ω2n+1 = y∗1 .
Thus limt→+∞ y1(t)= y∗.1
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limt→+∞ x1(t)= x∗1 .
In the following we will show that limt→+∞ x2(t)= x∗2 .
By the second equation of system (1), we get
d(x2(t)− x∗2 )
dt
= b1
(
x1(t)− x∗1
)− d1(x2(t)− x∗2 )− b1e−d1τ1(x1(t − τ1)− x∗1 ).
(2)
Since limt→+∞ x1(t) = x∗1 , limt→+∞ y1(t) = y∗1 , hence, for all  > 0, there exists T >
τ1 > 0, such that |x1(t) − x∗1 | < η, |y1(t) − y∗1 | < η hold true for all t  T − τ1, where
η=min{d1e−d1τ1/(3b1), d1/(3b1)}.
An integration of (2) from T to t leads to
x2(t)− x∗2 =
(
x2(T )− x∗2
)
e−d1(t−T ) + e−d1t
t∫
T
ed1sb1
(
x1(s)− x∗1
)
ds
−e−d1t b1e−d1τ1
t∫
T
ed1s
[
x1(s − τ1)− x∗1
]
ds.
Thus ∣∣x2(t)− x∗2 ∣∣ ∣∣x2(T )− x∗2 ∣∣e−d1(t−T )
+ b1e−d1t
t∫
T
ηed1s ds + b1e−d1t e−d1τ1
t∫
T
ηed1s ds

∣∣x2(T )− x∗2 ∣∣e−d1(t−T ) + 23.
Noticing that |x2(T )− x∗2 |e−d1(t−T ) → 0 as t →+∞, there exists T1  T > 0 such that
|x2(T ) − x∗2 |e−d1(t−T ) < /3 for all t  T1. Thus |x2(t) − x∗2 | < . This completes the
proof of limt→+∞ x2(t)= x∗2 .
Similarly, we can show that limt→+∞ y2(t)= y∗2 .
This completes the proof of Theorem 3.2, namely, E∗(x∗1 , x∗2 , y∗1 , y∗2 ) is globally as-
ymptotically stable. ✷
If conditions (H1) and (H2) of Theorem 3.2 hold, we get the unique positive equilibrium
point E∗ is globally asymptotically stable. From the ecological significance, it implies
the result of the predator species preying on the prey species in system (1) is that the
biomathematical model occupied by the two species get to the stable static equilibriumE∗.
Condition (H2) is not relevant to the birth rate bi and the death rate di of ith immature
species and τi the length of time from the birth to maturity ith species. It is only relevant
to the death rate Di of ith mature species, the preying rate θ , and the preying effective
rate kθ . So if condition (H2) holds, we are easy to determine the other coefficients such
that condition (H1) holds. Then the trajectory of system (1) starting from the arbitrary
point in the first quadrant all tend toward the positive equilibrium point E∗. This illustrate
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static equilibrium E∗ and each species’ scale (x∗1 , x∗2 , y∗1 , y∗2 ) is determined by system’s
(1) coefficients.
The result of Theorem 3.2 is what the biomathematists expect. Next we will give an
example to amplify the feasibility for above theorem’s conditions.
Example. Consider the following system:

x˙1(t)= 0.1425x1(t − 3)− 0.35x21(t)+ 0.3066x1(t)y1(t),
x˙2(t)= 0.55x1(t)− 0.45x2(t)− 0.1425x1(t − 3),
y˙1(t)= 0.179y1(t − 2.5)− 0.42y21(t)− 0.42x1(t)y1(t),
y˙2(t)= 0.71y1(t)− 0.55y2(t)− 0.179y1(t − 2.5) (t  0),
(x1(t), x2(t), y1(t), y2(t))= (ϕ1(t), ϕ2(t),ψ1(t),ψ2(t)) > 0
(−τi  t  0, i = 1,2).
It is easy to verify that conditions (H1) and (H2) in Theorem 3.2 hold, so by Theorem 3.2,
we get the unique equilibrium point (0.4251,0.3839,0.0106,0.0102) which is globally
asymptotically stable.
In this paper, ascendancy means one species will become extinct independently of the
initial densities and the other will live permanently. Next, we will obtain the result about
ascendancy.
Theorem 3.3. If system (1) satisfies
b1θe
−d1τ1 > b2D1e−d2τ2 , (H3)
then the nonnegative equilibrium point E2 is globally asymptotically stable.
Proof. First, we show that the nonnegative equilibrium point E2 is locally asymptotically
stable. The characteristic equation of the equilibrium E2 is
(λ+ d1)(λ+ d2)(λ+ 2b1e−d1τ1 − b1e−τ1(λ+d1))
×
(
λ+ θb1e
−d1τ1
D1
− b2e−τ2(λ+d2)
)
= 0.
Clearly, λ=−d1 and λ=−d2 are always two negative eigenvalues. By Lemma 3.3, all the
roots of the equation λ+ 2b1e−d1τ1 − b1e−τ1(λ+d1) = 0 have negative real parts. Next, we
will prove that under assumption (H3), all the roots of the equation λ+ θb1e−d1τ1/D1 −
b2e−τ2(λ+d2) = 0 have negative real parts. For so, let λ= u+ iv (here u,v are real numbers)
and substitute it into equation λ+ θb1e−d1τ1/D1 − b2e−τ2(λ+d2) = 0, we get
u+ θb1e
−d1τ1
D1
− b2e−τ2(u+d2) cos(vτ2)= 0, v + b2e−τ2(u+d2) sin(vτ2)= 0.
From the above two equations, we can deduce that
[b2e−τ2(u+d2)]2 = v2 +
[
u+ θb1e
−d1τ1 ]2
. (∗)D1
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u+ θb1e
−d1τ1
D1
]2
+ v2 > [b2e−τ2(u+d2)]2,
which contradicts Eq. (∗). So u < 0. Therefore E2 is locally asymptotically stable. In the
following, we show that E2 is globally attractive.
From system (1) we have x˙1(t)  b1e−d1τ1x1(t − τ1)− D1x21(t). By Lemma 3.4 and
comparison theorem, for a small enough , 0 <  < ω1/2, there must exist S1 > 0, such
that x1(t) > ω1 −  for all t  S1, where ω1 = b1e−d1τ1/D1.
For t  S1, we have y˙1(t) b2e−d2τ2y1(t − τ2)−D2y21(t). By Lemma 3.4 and compar-
ison theorem, for this small enough  > 0, there must exist S2  S1, such that y1(t) < ν+
for all t  S2, where ν = b2e−d2τ2/D2.
For t  S2, we get x˙1(t)  b1e−d1τ1x1(t − τ1) − D1x21 (t) + kθ(ν + )x1(t). By
Lemma 3.4 and comparison theorem, for this small enough  > 0, there must exist S3  S2,
such that x1(t) < ω2 +  for all t  S3, where ω2 = (b1e−d1τ1 + kθ(ν + ))/D1.
For t  S3, we get y˙1(t)  b2e−d2τ2y1(t − τ2) − D2y21 (t) − θ(ω2 + )y1(t). Setting
v˙(t) = b2e−d2τ2v(t − τ2)−D2v2(t)− θ(ω2 + )v(t), from b1θe−d1τ1 > b2D1e−d2τ2 and
Lemma 3.4, we get limt→+∞ v(t)= 0. By comparison theorem, for a small enough  > 0,
there must exist S4  S3, such that y1(t) > 0 for all t  S4.
For t  S4, x˙1(t) > b1e−d1τ1x1(t)−D1x21(t). By Lemma 3.4 and comparison theorem,
for a small enough , 0 <  < ω1/2, there must exist S5  S4, such that x1(t) > ω1 −  for
all t  S5.
For t  S5, we get y˙1(t)  b2e−d2τ2y1(t − τ2) − D2y21 (t) − θ(ω1 − )y1(t). Setting
v˙(t) = b2e−d2τ2v(t − τ2) − D2v2(t) − θ(ω1 − )v(t), by b1θe−d1τ1 > b2D1e−d2τ2 and
Lemma 3.4, we have limt→+∞ v(t) = 0. By comparison theorem, for one small enough
 > 0, there must exist S6  S5, such that 0 < y1(t) <  for all t  S6, so there have
limt→+∞ y1(t)= 0.
For t  S6, x˙1(t) b1e−d1τ1x1(t)−D1x21(t)+ kθx1(t). By Lemma 3.4 and compar-
ison theorem, for this small enough  > 0, there must exist S7  S6, such that x1(t) <
(b1e−d1τ1 + kθ)/D1 +  = ω1 + kθ/D1 +  for all t  S7. Thus limt→+∞ x1(t) =
b1e−d1τ1/D1.
Let x10 = b1e−d1τ1/D1, x20 = b21e−d1τ1(1− e−d1τ1)/(d1D1). From the second equation
of system (1), we have
d(x2(t)− x20)
dt
= b1
(
x1(t)− x10
)− d1(x2(t)− x20)
− b1e−d1τ1
(
x1(t − τ1)− x10
)
. (3)
Since limt→+∞ x1(t)= x10, limt→+∞ y1(t)= 0, hence, for any small enough  > 0, there
must exist T > τ1 > 0, such that |x1(t)− x10|< η, |y1(t)| < η for all t  T − τ1, where
η=min{d1e−d1τ1/(3b1), d1/(3b1)}.
Integrating (3) from T to t , we get
x2(t)− x20 =
(
x2(T )− x20
)
e−d1(t−T ) + e−d1t
t∫
ed1sb1
(
x1(s)− x10
)
dsT
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t∫
T
ed1s
[
x1(s − τ1)− x10
]
ds.
Thus
∣∣x2(t)− x20∣∣ ∣∣x2(T )− x20∣∣e−d1(t−T ) + b1e−d1t
t∫
T
ηed1s ds
+ b1e−d1t e−d1τ1
t∫
T
ηed1s ds

∣∣x2(T )− x20∣∣e−d1(t−T ) + 23.
Noticing |x2(T ) − x20|e−d1(t−T ) → 0 as t → +∞, there exists T1  T > 0 such that
|x2(T ) − x20|e−d1(t−T ) < /3 for all t  T1, that is |x2(t) − x20| < . This implies the
result limt→+∞ x2(t)= x20.
Similarly, we can verify that limt→+∞ y2(t) = 0. This completes the proof of Theo-
rem 3.3. ✷
If condition (H3) holds, system (1) has no positive equilibrium point besides the three
boundary equilibria E0,E1,E2. From Theorem 3.3, under condition (H3), the trajec-
tory of system (1) starting from the arbitrary point in the first quadrant will eventually
tend to the boundary equilibrium E2. This implies that the mature predator species
preying on the mature prey species will lead to ascendancy. That is the mature prey
species y1 and the immature prey species y2 get extinction, while the mature predator
species x1 and the immature predator species x2 get persistence and retain their scales as
(b1e−d1τ1)/D1, b21e−d1τ1(1− e−d1τ1)/(d1D1), respectively. The result of Theorem 3.3, in
the sense of ecology, is expected not to appear.
Remark. Consider the following predator–prey Lotka–Volterra system:{
x˙(t)= x(t)(b1 −D1x(t)+ kθy(t)),
y˙(t)= y(t)(b2 − θx(t)−D2y(t)), (4)
where bi > 0, Di > 0, k > 0, θ > 0 (i = 1,2). It is assumed in the classical model that x(t)
and y(t) represent the predator and the prey populations densities at time t , respectively.
System (4) is an important population dynamic model, it had been studied by many authors
(see [1,10,25], etc.). For system (4), if we suppose that its solution satisfy the positive initial
conditions, then there are two well-known theorems about the globally asymptotic stability
of its solutions (see [1,12]).
Theorem 1 [1,10]. If the condition
D1b2 > b1θ (h1)
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M
(
b1D2 + b2kθ
D1D2 + kθ2 ,
D1b2 − b1θ
D1D2 + kθ2
)
and it is globally asymptotically stable.
Theorem 2 [1,10]. Under the condition
D1b2 < b1θ, (h2)
the nonnegative equilibrium point (b1/D1,0) of system (4) is globally asymptotically sta-
ble.
When κ1 = 0, κ2 = 0 in system (1), limt→+∞ x2(t) = limt→+∞ y2(t) = 0 holds.
Namely, system (1) becomes system (4), so system (1) extends system (4). Further, if we
set κ1 = 0, κ2 = 0 in conditions (H1) and (H3), respectively, we can get conditions (h1)
and (h2).
In [9], a predator–prey system with stage structure and harvesting for predator in the
form of

x˙1(t)= b1e−d1τ1x1(t − τ1)−D1x21(t)+ kθx1(t)y(t)−Ex1(t),
x˙2(t)= b1x1(t)− d1x2(t)− b1e−d1τ1x1(t − τ1),
y˙(t)= y(t)(b2 −D2y(t)− θx1(t)),
x1(t)= ϕ(t) 0, x2(0) > 0, y(0) > 0, −τ1  t  0,
(5)
was studied. Here x1(t) and x2(t) represent, respectively, the immature and the mature
predator populations densities, y(t) represents the density of the prey population. The au-
thor obtained the conditions for global asymptotic stability of three nonnegative equilibria
of the system. There are two theorems about system (5) as follows.
Theorem 3 [9]. If the condition
0 <D2θ(b1e−d1τ1 −E) < b2(D1D2 − kθ2) (h3)
holds, then the unique positive equilibrium N(x∗1 , x∗2 , y∗) is globally asymptotically stable.
Here x∗1 , x∗2 , y∗ are determined by x˙1 = x˙2 = y˙ = 0 in system (5).
Theorem 4 [9]. Under the condition
b2D1 < θ(b1e
−d1τ1 −E), (h4)
the equilibrium point(
b1e−d1τ1 −E
D1
,
(b1 − b1e−d1τ1)(b1e−d1τ1 −E)
D1d1
,0
)
is globally asymptotically stable.
When κ1 > 0, κ2 = 0 in system (1), limt→+∞ y2(t) = 0 holds. Namely, system (1)
becomes system (5) (setting E = 0 in system (5)) at this time. Further, observing and
comparing the conditions (H1), (H2), (H3), (h3), and (h4), we can draw the conclusions that
the results of this paper extend those in [9]. So our model (1) has tied systems (4) and (5).
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