In recent years, learning ranking function for information retrieval has drawn the attentions of the researchers from information retrieval and machine learning community. 
Introduction
Ranking is the central problem for information retrieval. The retrieval results can be rated by giving the grades to the results on the relevant to user"s query. The similarity between user"s query and document is used to rank the documents. The technique is proposed to eliminate the affixes and their effects on recognizing similar Persian documents [1] . Content-Time-based Ranking algorithm combines keywords, update time and content time of Web page into the ranking procedure [2] . In practice, the instances are ranked by mapped them to the score with ranking function. The task of learning to rank is to find a model on samples data, which can help to predict the order of new instances.
Supported vector machine (SVM) methodology was introduced to develop ranking algorithms [3] [4] . A preference learning algorithm based on regularized least squares is proposed in [5] . RankBoost [6] works by combining many "weak" rankings of the given instances. RankNet [7] use a probabilistic cost function on instances pairs and model the underlying ranking function using a two layeres neural network. In [8] , proposed a loss function named Fidelity to measure loss of ranking and adopted a generalized additive model, similar to the boosting approach, to learn a ranking function. A Bayesian framework to preference learning, which based on Gaussian processes is proposed in [9] . Conditional independence tree is introduced to ranking,which is the combination of decision tree and naive Bayes [10] . A Ranking tree algorithm is proposed based on decision tree [11] . Naive Bayesian is utilized to ranking in [12] and the experiments show that naive Bayes has some advantage over C4.5. RankGP [13] , a Genetic Programming learning method, was proposed for learning ranking functions. In [14] , proposed a generalization bound based on the p-norm objective and boosting-style algorithm for the problem of ranking was given.
In the existing approaches of learning to rank, the sparse prediction model only can be derived by Ranking SVM [3] . Sparse prediction model means the efficient prediction and the less risk to over-fit the training data. Sparse prediction model is desired especially in the real-time system. To the support vector learning approach, however, the number of support vectors grows steeply with the size of the training data.
In this paper, a relevance vector ranking algorithm is proposed to address the problem of sparse ranking model. This work was inspired by the relevance vector machines (RVM) [15] which have received much attention in the machine learning literature as a means of achieving sparse representations in the context of regression and classification. The Bayesian approach is employed to learn prediction model. As a learning result, the posterior distributions of many of the weights in the prediction model will sharply peaked around zero. The sample instances corresponding to the non-zero weights are named as "Relevance Vector". This property means efficient prediction and less risk to over-fit training data. This paper is organized as follows. In Section 2, the problem statement is described. In Section 3, the proposed learning technique is given. The experimental results are shown in Section 4. In Section 5, the conclusion of this paper and future works are given.
Problem Statement
One central problem of information retrieval is to determine which documents are relevant and which are not to the user"s information need. Given the document set
and a query q , the relevance of a document with the query can be measured by cosine similarity, BM25, etc. According to the score of the function, the documents in D can be rated. In practice, better result can be obtained by combining the relevance measures to rate the instances. The ideal ranking function of combining the relevance measures can be learned with the approach of learning to rank.
In learning to rank problem, the original training data set is i.
The object in R can be ranked
( R represents the order among ranks). R i is the label of rank i. In information retrieval, elements in observation vector can be the relevance measures between document and user"s query. The label is the rank scale of relevance between instance and user"s query.
The strategy of learning to rank from pairwise data has been employed to design the algorithms. where y and y are the labels corresponding to the instance x and x . The goal of learning to rank is transformed to learning a ranking model from pairwise data set π .
Proposed Method for Learning to Rank

Kernel-Based Ranking Function Model
Assuming the model space of mapping object to real number is 
where M is the number of pairwise instances in data set π ,      , is the kernel function, w is a weight vector,
Prior
We encode a preference for smoother function with a zero-mean Gaussian prior distribution over w . The automatic relevance determination (ARD) can be made by this prior. The prior distribution is given as the form 
Likelihood for preference variables
which is the sigmoid function that is popular used to relate a real number to probability.
Posterior probability
Given hyperparameter vector α , the posterior parameter distribution conditioned on the data is given by combining the likelihood and prior within Bayes" rule. The posterior probability can then be written as the form
where the prior ( | ) p w α is defined as in (4), the likelihood function ( | D, ) p rw is defined as in (6).
Learning Algorithm
First, fix the value of prior parameter vector α , the weight of latent function model is found by maximize the weight posterior   |, p wrτ . Then we applied the Laplace approximation [16] in evidence evaluation. The prior parameter vector α is computed by maximize "evidence for the hyperparameters". The complete learning algorithm process by iterated re-estimated the weight and the prior parameter until some suitable convergence criteria have been satisfied.
For Latent Function Model Parameters Estimate, The MAP estimate on the latent functions is referred to find a  MAP w H which maximize the weight w posteriori probability of given prior parameter vector α . The Newton"s method [17] is adapted to find MAP w . For prior parameter vector α , a practical efficient update equation is adopted, which is proposed in [16] . This method follows the strategy of maximizing "evidence for the hyperparameters". Derivative of optimization objective equating to zero and rearranging, gives the update form and * α , until the suitable convergence criteria has been satisfied. We name this learning algorithm as RVRank, for which details are summarized in Algorithm 1.
Experiment and Results
Experiment Setting
The relevance vector learning to rank algorithm is implemented in Matlab 2006. Because of the sigmoid function is used in likelihood, this algorithm is named as RVRankS.
In experiments, the performance of RVRankS is compared with two proposed state-of-the-art ranking algorithms:
One is supported vector learning to rank, is called RankSVM [4] . A binary exactable tool SVM light 1 is used in the experiment. Another one is preference learning with Gaussian processes, is named as GPPL [18] . The C language source code of GPPL 2 is downloaded for the experiment. This approach owns the advantages of giving the probabilistic prediction of the results and learning all of the parameters in learning process. But the learned prediction model by it is not sparse.
In the experiments, Gaussian kernel function is used in all three algorithms. The Gaussian kernel function takes the form as   
Experiments on Document Retrieval Data
The OHSUMED collection [20] is used in document retrieval research. The relevance judgments of documents in OHSUMED are either "d" (definitely relevant), "p" (possibly relevant), or "n" (not relevant). Rank "n" has the largest number of documents, followed by "p" and "d".
The OHSUMED has been collected into a Benchmark dataset LETOR [21] for ranking algorithm research. In this data set, each instance is represented as a vector of features, determined by a query and a document. Every vector consists of 25 features. The value of features has been computed.
We built five groups data sets with 2, 4, 6, 8, 10 queries as training set respectively. To the each training set scale, data set is randomly partitioned into training/test splits as the training queries quantity. The partition was repeated ten times independently. The ten training/test date sets were generated for each training set scale.
Three algorithms were run on these data sets. The evaluation results of NDCG@5 and NDCG@10 are given in Figure 1 and Figure 2 . It is clear that the precision of first five instances and ten instances predicted by RVRankS is better than other two algorithms. Relevance Vector Ranking for Information Retrieval Fengxia Wang, Huixia Jin, Xiao Chang
In Figure 3 , it is clear that the number of the training instances pairs utilized in prediction model learned by RVRankS increased slowly with enlarging the size of training data. While the number of the training instances pairs utilized in prediction model learned by RankSVM grows steeply.
Conclusion and Future Works
In this paper, the approach of relevance vector learning to rank is given. Experimental results on document retrieval data set show that the generalization of this approach is competitive with two state- of-the-art algorithms, and that the number of vectors utilized in the prediction model learned by this approach is dramatically less than that of learned by support vector approach. For future works, it will be interesting to conduct the experiment on more real world data sets, to use new approximation inference techniques to improve the performance of prediction and to develop the faster algorithms to tackle relatively large data sets.
