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1. 序論 1

































































図 1.1: 認識用カメラをサーフェス下方に設置したインタラクティブサーフェス [8]
1.1 本研究の背景 4
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1.3 本論文の構成
本論文は以下の章により構成される．
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図 2.3: PACPAC [18]
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図 2.7: 跳ね星 [23]

















計 [25]．(a): テーブルトップシステムによるレイアウト設計，(b): フロアサーフェ
スによるレイアウトのリアルスケールでの可視化
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図 2.10: パン・チルトカメラ
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図 2.13: 監視カメラロボット [28, 29]
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図 2.16: NHK Balloon Camera [33]
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(a) AR.Drone (b) DJI S1000
図 2.19: ドローン [36, 37]





る感覚を得ることができるAugmented Sportsである (図 2.21)．このシステムでは，
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図 2.23: AR.Droneを用いた自動スポーツ分析 [41]
2.4 既存研究と比較した本研究の位置付け 32
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図 4.2: DJI F550 [42]
確保できる 6つのモータを持つヘキサコプター (DJI F550 Flame Wheel ARF [42])
を使用する (図 4.2)．
DJI F550 は 2.4GHz 帯の無線通信によって機体の制御を行う．操縦は送信機




本システムでは，USBカメラ (Point Grey Research Firefly MV FMVU-03MTM-
CS:白黒, FMVU-03MTC-CS:カラー, 60fps)と画像処理用小型PC(ECS LIVA-C0-
2G-64G-W, Intel Bay Trail-M SoC Celeron N2807，2GB RAM) で構成された空
中画像処理プラットフォームを利用する (図 4.3)．
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図 4.4: 空中画像処理プラットフォームを搭載したドローン
赤外線パワー LED(OSI5XNE3E1E, 940nm) と XBee送受信機 (XBee 802.15.4 モ
ジュール)とArduinoマイコン (Arduino Pro Mini 328 3.3V 8MHz)から構成され
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図 4.5: 赤外線 LEDマーカユニット
図 4.6: 赤外線 LEDマーカユニットの回路図
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• OS: Windows 7 Professional
• プログラム言語: C/C++ (Visual C++ 2012)
• 画像処理ライブラリ: OpenCV
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(a) 10Hz (b) 20Hz
図 4.8: 異なる点滅周波数の認識結果

























3. 各マーカユニットの持つ IDに対する LEDの点灯要求をブロードキャスト送
信し，所定時間 (70ms)待つ．
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(a) マーカ領域の検出 (b) マーカ IDのマッピング結果
図 4.9: マーカ領域の検出と IDのマッピング処理
るとみなし，重心座標等の更新を行う．なお，撮影画像からマーカが見切れるな
ど，マーカ領域を見失ってから一定時間 (本手法では 3000ms) 経過した場合，全て
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図 4.10: テーブルトップシステムにおけるマーカ IDのマッピング前後


















(a) ROI画像の 2値化 (b) 手指領域の検出結果
図 4.12: 赤外線投光による手指領域の検出
また，前述したようにフレーム間の重心位置の移動量を指標にマーカ領域の追
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図 4.15: 検出対象である緑色のボールと青色のヘルメットを装着した人物
検出処理の流れを以下に示す．
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図 4.16: 元画像




. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
図 4.18: ボールとヘルメット (人物)の検出結果．ヘルメット (人物)領域はオレン
ジ，ボール領域は緑の矩形．
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, (0 ≤ C ≤ 1) (4.2)
4.2 ソフトウェア構成 60








実際に，図 4.21の (b)2値画像に含まれる 2つの連結領域の円形度をそれぞれ計
算すると，画像中左の円領域 (ボール領域)の円形度は平均して 0.85以上の値をと
り，右側の矩形領域 (ヘルメット領域) は 0.6程度の値をとる．これより，円形度に
4.2 ソフトウェア構成 61
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(a) 赤外線の反射画像 (b) 反射画像の 2値化








3. 各連結領域の周囲長 Lと面積 Sを計算する．
4. 3.で求めた Lと Sをもとに，各連結領域の円形度Cを計算する．
5. 求めた円形度 C をもとに，対象の連結領域がボール領域であるのか，ヘル
メット領域であるのかを判断する．判断にはあらかじめ設定した閾値Cthを
用いる．すなわち，C ≤ Cthであればヘルメット領域，C > Cthであればボー
ル領域であると判断する．なお，本手法ではCth = 0.8とする．
4.2 ソフトウェア構成 62
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図 4.23: 再帰性反射を用いた際のボールとヘルメット (人物)の検出結果 (成功例)．
(a): マーカで囲まれたROI画像中における赤外線の反射画像．(b): 反射画像の 2
値化．(c): 赤外線マーカとサーフェス上におけるボールと人物の検出結果．
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図 4.24: 再帰性反射を用いた際のボールとヘルメット (人物)の検出結果 (失敗例)
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図 4.27: 提案フレームワークを用いたテーブルトップシステムの全体構成
図 4.28: シューティングゲームアプリケーション PACPAC [18]の動作風景
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図 4.30: フロアサーフェス上での飛行風景
4.3 提案フレームワークを利用したアプリケーション 71








• ボールを {キャッチした，当てられた，投げた }プレイヤ






















































ザ (ここではプレイヤ)に対する情報の提示などが容易に行える (図 4.33)．
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c)における対応三次元点Xc = [Xc, Yc, Zc, 1]
Tは式 4.3で表される．
4.4 プロジェクタ-カメラが空間を揺動する状態における映像投影 79






















rc11 rc12 rc13 tcx
rc21 rc22 rc23 tcy
rc31 rc32 rc33 tcz





























fcx 0 xc0 0
0 fcy yc0 0
0 0 1 0



































fpx 0 xp0 0
0 fpy yp0 0
0 0 1 0




rp11 rp12 rp13 tpx
rp21 rp22 rp23 tpy
rp31 rp32 rp33 tpz
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図 4.38: キャリブレーションボックス
に照らされた領域は明るく，黒い部分に照らされた領域は暗く観察されるため，閾

















p11 p12 p13 p14
p21 p22 p23 p24
p31 p32 p33 p34







p11Xo + p12Yo + p13Zo + p14
p31Xo + p32Yo + p33Zo + p34
yp =
p21Xo + p22Yo + p23Zo + p24
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p11Xo + p12Yo + p13Zo + p14 − p31Xoxp − p32Yoxp − p33Zoxp − p34xp = 0
p21Xo + p22Yo + p23Zo + p24 − p31Xoyp − p32Yoyp − p33Zoyp − p34yp = 0
(4.11)
ここで，p34 = 1とおくと，未知数は計 11個のパラメータ (p11, p12, · · · , p33)と
なり，同一平面上にない点の組が最低 6組あれば解を求めることができる．なお，
p34 = 1として式 4.11を行列を用いて表現すると，式 4.12のようになる．
Xon Yon Zon 1 0 0 0 0 −Xonxpn −Yonxpn − Zonxpn













ここで，Xon, xpnは n番目の対応点とし，実際はこれを対応点の数 (本手法では
N = 149)だけ行方向に積み上げた行列を用いて計算する．式 4.12における行列を，
2N × 11の行列A，11× 1の行列P ′，2N × 1の行列Bを用いて表現すると，式
4.13のようになる．


















































rm11 rm12 rm13 tmx
rm21 rm22 rm23 tmy
rm31 rm32 rm33 tmz



















メータと，毎フレーム求める行列M を用いてwから pへの変換は式 4.15 で表さ
れる．
p = PT−1c Mw (4.15)
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図 4.41: カメラ-プロジェクタが空間を揺動する状態におけるマーカ位置へのサー



































































• 画像処理プラットフォーム (USBカメラ (60fps)，小型 PC)
• Wi-Fiルータ (WN-G300R3, 11n(2.4GHz) 300Mbps)
• ノート PC(MacBookPro, Core i7 2.60GHz, 16GB RAM, Windows 7)
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図 4.45: レイテンシ計測の様子
4. ノートPC上のUSBカメラで画像受信プログラムの出力画面と，実世界にお
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図 5.3: リープモーションを用いたポインティング [56]
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図 5.6: 指の開閉動作 [18]
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5.3.2 システム構成
図 5.8に提案システムの全体構成を示す．




• 液晶ディスプレイ (シャープ PN-R603, 60インチ)
• USBカメラ (Point Grey Research Firefly MV USB FMVU-03MTM)





• 指の開閉状態 (図 5.8 (b), 左: 開, 右: 閉)
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図 5.9: 提案するポインティング操作の流れ
























じ手の移動量 (∆H = ∆H ′)であっても，つまんだ手がテーブル面から高い位置
にあるほど，すなわちC-D比が大きい (k′ > k)ほど，ポインタの移動量は大きく





















図 5.12: フォトビューアアプリケーション．(a): 遠隔地にある写真のポインティン
グ，(b), (c): 手元におけるオブジェクトの拡大縮小・回転操作．
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図 5.14: 実験環境．(a): ディスプレイサイズ，ターゲット・ゴールまでの距離．(b):
実験の様子
被験者及び実験環境




境を図 5.14に示す．実験に用いた LCDは，ディスプレイサイズが 143cm × 81cm
の 65インチディスプレイ (シャープ LC-65RX1W)であり，床面から 65cmの高さ
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図 5.15: 腕領域の誤認識の例．(a): カメラ画像，(b)2値画像


































































































































































































[1] iPhone - Apple（日本）http://www.apple.com/jp/iphone/（参照: 2015-12-
25）
[2] Samsung SUR40 with MicrosoftR PixelSense? http://www.samsung.com/jp/
consumer/computersperipherals/monitors/lfdlcd/LH40SFWTGC/XJ（参照:
2015-12-25）
[3] Nojima, T., Phuong, N., Kai, T., Sato, T., and Koike, H. (2015, March). Aug-
mented dodgeball: an approach to designing augmented sports. In Proceedings
of the 6th Augmented Human International Conference (pp. 137-140). ACM.
[4] Surface - Microsoft https://www.microsoft.com/surface/ja-jp (参照: 2015-
1-5)
[5] Leikas, J., Vaatanen, A., and Raty, V. P. (2001). Virtual space computer games
with a floor sensor control?human centred approach in the design process. In
Haptic Human-Computer Interaction (pp. 199-204). Springer Berlin Heidel-
berg.
[6] Richardson, B., Leydon, K., Fernstrom, M., and Paradiso, J. A. (2004, April).
Z-Tiles: building blocks for modular, pressure-sensing floorspaces. In CHI’04
extended abstracts on Human factors in computing systems (pp. 1529-1532).
ACM.
[7] Han, J. Y. (2005, October). Low-cost multi-touch sensing through frustrated
total internal reflection. In Proceedings of the 18th annual ACM symposium on
User interface software and technology (pp. 115-118). ACM.
[8] Gronbak, K., Iversen, O. S., Kortbek, K. J., Nielsen, K. R., and Aagaard, L.
(2007, June). IGameFloor: a platform for co-located collaborative games. In
Proceedings of the international conference on Advances in computer entertain-
ment technology (pp. 64-71). ACM.
[9] Branzel, A., Holz, C., Hoffmann, D., Schmidt, D., Knaust, M., Luhne, P., ...
and Baudisch, P. (2013, April). GravitySpace: tracking users and their poses
in a smart room using a pressure-sensing floor. In Proceedings of the SIGCHI
Conference on Human Factors in Computing Systems (pp. 725-734). ACM.
[10] Toney, A., and Thomas, B. H. (2006, November). Applying reach in direct
manipulation user interfaces. In Proceedings of the 18th Australia conference on
Computer-Human Interaction: Design: Activities, Artefacts and Environments
(pp. 393-396). ACM.
[11] Lin, Q., Zhou, C., Wang, S., and Xu, X. (2012). Human behavior understand-
ing via top-view vision. AASRI Procedia, 3, 184-190.
[12] Hu, N., Englebienne, G., and Krose, B. (2013, November). Posture recogni-
tion with a top-view camera. In Intelligent Robots and Systems (IROS), 2013
IEEE/RSJ International Conference on (pp. 2152-2157). IEEE.
[13] Weerachai, S., and Mizukawa, M. (2010, October). Human behavior recog-
nition via top-view vision for intelligent space. In Control Automation and
Systems (ICCAS), 2010 International Conference on (pp. 1687-1690). IEEE.
[14] Ikemura, S., and Fujiyoshi, H. (2012, November). Human detection by haar-
like filtering using depth information. In Pattern Recognition (ICPR), 2012
21st International Conference on (pp. 813-816). IEEE.
[15] Koike, H., Sato, Y., and Kobayashi, Y. (2001). Integrating paper and digital
information on EnhancedDesk: a method for realtime finger tracking on an
augmented desk system. ACM Transactions on Computer-Human Interaction,
8(4), 307-322.
[16] Koike, H., Nagashima, S., Nakanishi, Y., and Sato, Y. (2005). EnhancedTable:
an augmented table system for supporting face-to-face meeting in ubiquitous
environment. In Ubiquitous Computing Systems (pp. 117-130). Springer Berlin
Heidelberg.
[17] Sato, T., Fukuchi, K., and Koike, H. (2008, October). Implementation and
evaluations of vision-based finger flicking gesture recognition for tabletops. In
Horizontal Interactive Human Computer Systems, 2008. TABLETOP 2008.
3rd IEEE International Workshop on (pp. 137-144). IEEE.
[18] Fukuchi, K., Sato, T., Mamiya, H., and Koike, H. (2010, May). Pac-pac:
pinching gesture recognition for tabletop entertainment system. In Proceedings
of the International Conference on Advanced Visual Interfaces (pp. 267-273).
ACM.
[19] Dohse, K. C., Dohse, T., Still, J. D., and Parkhurst, D. J. (2008, Febru-
ary). Enhancing multi-user interaction with multi-touch tabletop displays us-
ing hand tracking. In Advances in Computer-Human Interaction, 2008 First
International Conference on (pp. 297-302). IEEE.
[20] Ramakers, R., Vanacken, D., Luyten, K., Coninx, K., and Schoning, J. (2012,
October). Carpus: a non-intrusive user identification technique for interactive
surfaces. In Proceedings of the 25th annual ACM symposium on User interface
software and technology (pp. 35-44). ACM.
[21] Haubner, N., Schwanecke, U., Dorner, R., Lehmann, S., and Luderschmidt,
J. (2013). Detecting interaction above digital tabletops using a single depth
camera. Machine vision and applications, 24(8), 1575-1587.
[22] Hu, G., Reilly, D., Alnusayri, M., Swinden, B., and Gao, Q. (2014, November).
DT-DT: Top-down Human Activity Analysis for Interactive Surface Applica-
tions. In Proceedings of the Ninth ACM International Conference on Interactive
Tabletops and Surfaces (pp. 167-176). ACM.
[23] Izuta, O., Sato, T., Kodama, S., and Koike, H. (2010, April). Bouncing Star
project: design and development of augmented sports application using a ball
including electronic and wireless modules. In Proceedings of the 1st Augmented
Human International Conference (p. 22). ACM.
[24] ESG E-SPORTS GROUND. http://esportsground.com/（参照: 2015-12-
24）
[25] Otto, M., Prieur, M., and Rukzio, E. (2014, November). Using Scalable, In-
teractive Floor Projection for Production Planning Scenario. In Proceedings of
the Ninth ACM International Conference on Interactive Tabletops and Surfaces
(pp. 363-368). ACM.
[26] Okumura, K., Oku, H., and Ishikawa, M. (2011, May). High-speed gaze
controller for millisecond-order pan/tilt camera. In Robotics and Automation
(ICRA), 2011 IEEE International Conference on (pp. 6186-6191). IEEE.
[27] SPYDERCAM HOME. http://www.spydercam.com/（参照: 2015-12-24）
[28] ロボット受託開発 - Bi2-Vision
http://bi2vision.com/2014/06/entrusteddevelopment/ (参照: 2016-1-3)．
[29] Key Technologies for SECOM Robot X http://www.secom.co.jp/isl/e2/
research/ps/report01/ (参照: 2016-1-3)．
[30] 松日楽 信人, 小川 秀樹, 吉見 卓. (2005). 人と共存する生活支援ロボット．東
芝レビュー Vol.60 No.7 (pp. 112-115). 東芝.
[31] NHK放送技術研究所 — NHK技研 - NHKオンライン http://www.nhk.or.
jp/strl/ (参照: 2016-1-3)．
[32] Mutou, K., Yanagisawa, H., Tsuda, T., and Inoue., S. (2009). Image Compo-
sition System Using Multiple Mobile Robot Cameras. In Broadcast Technology
no.38, Autumn 2009 (pp. 9-14), NHK STRL.
[33] NHK Balloon Camera Shoots Stable Aerial Footage http://www.diginfo.
tv/v/12-0020-r-en.php（参照: 2015-12-24）
[34] Yamamoto, T., Sugiura, Y., Low, S., Toda, K., Minamizawa, K., Sugimoto,
M., and Inami, M. (2013). PukaPuCam: Enhance Travel Logging Experience
through Third-Person View Camera Attached to Balloons. InAdvances in Com-
puter Entertainment (pp. 428-439). Springer International Publishing.
[35] Tobita, H., Maruyama, S., and Kuji, T. (2011, August). Floating avatar:
blimp-based telepresence system for communication and entertainment. InACM
SIGGRAPH 2011 Emerging Technologies (p. 4). ACM.
[36] AR.Drone.com http://ardrone2.parrot.com/（参照: 2015-12-24）
[37] Spreading Wings S1000
http://www.dji.com/product/spreading-wings-s1000?www=v1（参照: 2015-
12-24）
[38] Higuchi, K., Ishiguro, Y., and Rekimoto, J. (2011, May). Flying eyes: free-
space content creation using autonomous aerial vehicles. In CHI’11 Extended
Abstracts on Human Factors in Computing Systems (pp. 561-570). ACM.
[39] Hayakawa, H., Fernando, C. L., Saraiji, M. H. D., Minamizawa, K., and Tachi,
S. (2015, March). Telexistence drone: design of a flight telexistence system for
immersive aerial sports experience. In Proceedings of the 6th Augmented Human
International Conference (pp. 171-172). ACM.
[40] Lee, S., Kim, N., Jeong, K., Park, K., and Paik, J. (2015). Moving ob-
ject detection using unstable camera for video surveillance systems. Optik-
International Journal for Light and Electron Optics, 126(20), 2436-2441.
[41] Ferreira, F. T., Cardoso, J. S., and Oliveira, H. P. (2015). Video Analysis in In-
door Soccer using a Quadcopter. In ICPRAM 2015 - International Conference
on Pattern Recognition Applications and Methods (pp. 77-86).
[42] Flame Wheel ARF KIT - Features — DJI http://www.dji.com/product/
flame-wheel-arf?www=v1（参照: 2015-12-28）
[43] LIVA-C0-2G-64G-W -リンクスインターナショナル https://www.links.co.
jp/item/liva-c0-2g-64g-w/（参照: 2015-12-28)
[44] Firefly MV Technical Reference Manual - Point Grey Research http://www.
ptgrey.com/support/downloads/10116/（参照: 2015-12-28)
[45] 西川 渉, 佐藤 一人, 福地 健太郎, 小池 英樹. (2007). 偏光を応用したテーブル
トップシステムの提案. WISS ’14 . 日本ソフトウェア科学会.
[46] Processing https://processing.org/ (参照: 2016-1-6)．
[47] ディジタル画像処理編集委員会. 2004. ディジタル画像処理. CG-ARTS協会,
252-256.
[48] 藤本雄一郎ほか. 2015. OpenCV 3 プログラミングブック. マイナビ出版.
[49] 山本 豪志郎, 佐藤 宏介. (2007). PALMbit: 掌への光投影を利用した身体イン
タフェース.映像情報メディア学会誌 Vol.61, No.6, pp. 797-804.映像情報メディ
ア学会.
[50] Lepetit, V., Moreno-Noguer, F., and Fua, P. (2009). Epnp: An accurate o (n)
solution to the pnp problem. International journal of computer vision, 81(2),
155-166.
[51] Jeff Johnson(訳: 武舎 広幸，武舎 るみ)．2015．UIデザインの心理学―わか
りやすさ使いやすさの法則．インプレス，259．
[52] Flea3 - Point Grey Research
https://www.ptgrey.com/flea3-usb3-vision-cameras (参照: 2016-2-10)
[53] Yoo, S., Kim, K., Jung, J., Chung, A. Y., Lee, J., Lee, S. K., ... and Kim, H.
(2015, September). Poster: A Multi-Drone Platform for Empowering Drones’
Teamwork. In Proceedings of the 21st Annual International Conference on Mo-
bile Computing and Networking (pp. 275-277). ACM.
[54] Parker, J. K., Mandryk, R. L., and Inkpen, K. M. (2005, May). TractorBeam:
seamless integration of local and remote pointing for tabletop displays. In Pro-
ceedings of Graphics interface 2005 (pp. 33-40). Canadian Human-Computer
Communications Society.
[55] Banerjee, A., Burstyn, J., Girouard, A., and Vertegaal, R. (2011, November).
Pointable: an in-air pointing technique to manipulate out-of-reach targets on
tabletops. In Proceedings of the ACM International Conference on Interactive
Tabletops and Surfaces (pp. 11-20). ACM.
[56] Creed, C., and Beale, R. (2014, October). Enhancing multi-touch table ac-
cessibility for wheelchair users. In Proceedings of the 16th international ACM
SIGACCESS conference on Computers and accessibility (pp. 255-256). ACM.
[57] Abednego, M., Lee, J. H., Moon, W., and Park, J. H. (2009, November).
I-Grabber: expanding physical reach in a large-display tabletop environment
through the use of a virtual grabber. In Proceedings of the ACM International
Conference on Interactive Tabletops and Surfaces (pp. 61-64). ACM.
[58] Kuribara, T., Mita, Y., Onishi, K., Shizuki, B., and Tanaka, J. (2014).
HandyScope: A Remote Control Technique Using Circular Widget on Table-
tops. In Human-Computer Interaction. Advanced Interaction Modalities and
Techniques (pp. 69-80). Springer International Publishing.
[59] Pfeuffer, K., Alexander, J., Chong, M. K., and Gellersen, H. (2014, Octo-
ber). Gaze-touch: combining gaze with multi-touch for interaction on the same
surface. In Proceedings of the 27th annual ACM symposium on User interface
software and technology (pp. 509-518). ACM.
[60] Wilson, A. D. (2006, October). Robust computer vision-based detection of
pinching for one and two-handed gesture input. In Proceedings of the 19th
annual ACM symposium on User interface software and technology (pp. 255-
258). ACM.
[61] Yu, C., Tan, X., Shi, Y., and Shi, Y. (2011, September). Air finger: enabling
multi-scale navigation by finger height above the surface. In Proceedings of the






















[1] 栃原 直哉, 佐藤 俊樹, 小池 英樹. つまむ動作を用いた大型テーブルトップシ
ステムにおける遠隔ポインティング. 第 22回 インタラクティブシステムと
ソフトウェアに関するワークショップ (WISS2014), 2014.
[2] 栃原 直哉, 田中 恭友, 岸田 聖生, 佐藤 俊樹, 小池 英樹. ドローンによるイン
タラクティブサーフェス環境の拡張. 第 23回 インタラクティブシステムと
ソフトウェアに関するワークショップ (WISS2015), 2015.
[3] Tochihara, N., Sato, T., and Koike, H. A Remote Pointing Method with
Dynamic C-D Ratio during a Pinching Gesture for Large Tabletop Systems.
In CHI 2016 Extended Abstracts on Human Factors in Computing Systems
(alt.chi), 2016年 5月発表予定.
