Clustering methods based on modularity are wellestablished and widely used for graph data. However, today's applications store additional attribute information for each node in the graph. This attribute information may even be contradicting with the graph structure, which raises a major challenge for the simultaneous mining of both information sources. For attributed graphs it is essential to be aware of such contradicting effects caused by irrelevant attributes and highly deviating attribute values of outlier nodes. In this work, we focus on the robustness of graph clustering w.r.t. irrelevant attributes and outliers. We propose a modularity-driven approach for parameter-free clustering of attributed graphs and several efficient algorithms for its computation. The efficiency is achieved by our incremental calculation of attribute information within these modularity-driven algorithms. In our experiments, we evaluate our modularity-driven algorithms w.r.t. the new challenges in attributed graphs and show that they outperform existing approaches on large attributed graphs.
Introduction
A wide range of applications in industry and sciences use graph clustering for knowledge discovery. Analysis of social networks or gene interactions in biological networks are two examples. Many domains require the extraction of clusters as sets of similar nodes. Different definitions of a graph cluster have been proposed [5] . The most commonly used notion is to group nodes that are densely connected within a cluster and have sparse connections to other clusters. A quality measure is used to score each cluster based on this model. The overall clustering result is then obtained by optimizing a function (e.g., the sum of scores) over all clusters. In particular, modularity [14] is a well-established quality measure for graph clustering, for which scalable processing schemes exist [2, 17, 21] . It has several benefits such as parameter-freeness.
However, each object is not only characterized by its relationships to other objects (graph structure), but also by individual properties (node attributes). For example, a social network consists of both: (1) the friendship relationship between persons represented by the graph and (2) the personal information of each person such as age, income or gender. A core challenge with attributed graphs is that they contain a large number of attributes, and not all of them are relevant for each cluster [8, 1] . Some attributes may have scattered values, or they may contradict the graph structure (e.g., dissasortative networks [15] ). A social group athletes may be characterized by both its graph connectivity and their sports activity level, but the node attribute income is not relevant due to the different salaries within this group. This group only forms a cluster w.r.t. the attribute sports activity level and the graph structure. If income is considered, this reduces the similarity of these nodes. In addition, some nodes may have highly deviating attribute values (i.e., low sports activity level of a coach) although they are embedded in a well-connected cluster considering the graph structure. Overall, enhancing modularity with attribute information requires to be robust w.r.t. irrelevant attributes and outliers.
In contrast to existing approaches [8, 10, 9, 6, 23, 30, 29, 20, 1, 25, 26, 24] , our modularity-driven approach enables a parameter-free clustering of graphs with numerical node attributes that is robust w.r.t. both irrelevant attributes and outliers. To achieve this, we introduce attribute compactness that quantifies the relevance of the attributes within a cluster. With this, we consider only the relevant attributes for assessing the attribute similarity. It allows us to detect outliers with highly deviating attribute values within a cluster. However, taking both attribute compactness and con-
Robustness

Algorithms
Numerical Attributes Irrelevant Attributes Outlier Parameter-free random walks [29, 30] MDL principle [1] efficient graph transformations [18] statistical models [25, 26, 24 ] \\ subspace selection paradigm [8, 7] modularity-based [20, 23] spectral clustering [9] outlier-aware clustering CODA [6] this work Table 1 : Related clustering methods for attributed graphs ventional modularity into account for the graph clustering calls for a careful algorithmic design to ensure efficiency. We first prove the NP-hardness of our approach for attributed graphs. We then provide algebraic expressions of attribute compactness required for its numerically stable and incremental calculation. With this, we ensure efficiency and accuracy when generalizing well-established concepts of modularity maximization to attributed graphs. We focus on such generalizations in order to leverage well-established and efficient ideas from modularity maximization. Finally, we compare our approach to conventional modularity maximization and state-of-the-art algorithms for clustering attributed graphs. We do not only show an improvement of the results, but also better runtimes due to the incremental calculation.
Related Work
In Table 1 , we summarize existing clustering techniques grouped by their paradigms. The robustness w.r.t. both outliers and irrelevant attributes and its parameterfreeness are the unique value proposition of our work. Basic approaches in attributed graph clustering consider all attributes [29, 30, 24, 20, 23, 6] . Although some techniques have considered the local selection of the relevant attributes [25, 26, 8, 7, 9] , none of these provide a parameter-free approach that is robust w.r.t. outliers. Next, there are proposals for pre-processing steps to select relevant attributes. Feature selection methods [22] select a single attribute projection, while subspace search [10] considers multiple projections that are correlated with the entire graph structure. However, these global selection schemes do not select attributes relevant for each cluster locally.
Problem Overview
An attributed graph is a connected undirected graph G = (V, E, α, ω) where the function α : V −→ R d maps each node to a vector. The graph G has a positive edge weighting ω : E −→ R + 0 . If two nodes u and v are not connected by an edge, we set ω({i, j}) = 0. Self-loops are allowed. The set of attributes is D = {d 1 , . . . , d d }, and its cardinality is d = |D|. C = {C 1 , · · · , C k } is a partitioning of the nodes V into disjoint clusters, and C(v) is the cluster node v belongs to. The set of all possible clusterings of G is A(G). W (E) = e∈E ω(e) is the sum of all edge weights in G. deg(v) = {u,v}∈E ω({u, v}) is the total weighted degree of a node v. It can be generalized to a set of vertices S ⊆ V : deg(S) = u∈S deg(u). Let E k = {{v, w} ∈ E : v, w ∈ C k } be the set of intracluster edges and W (E k ) = e∈E(k) ω(e) the sum of all edge weights of E k . α i (o) is the projection of vector α(o) on dimension d i .
In this work, we propose a parameter-free modularity-driven approach to cluster attributed graphs that fulfills the following requirements:
Robustness: Basic algorithms exploit the dependencies between the graph G and all attributes D for graph clustering [6, 23, 30, 29, 20] . However, some attribute information may be contradicting with the graph structure. First, the assumption of homophily [12] (i.e. connected nodes tend to have similar characteristics) may not be fulfilled for the full attribute space [8, 1, 9, 10] . Thus, irrelevant attributes not showing dependencies with the graph structure do not have to contribute to the attribute similarity assessment within a cluster. Additionally, contradicting effects between graph structure and attribute information are observed by outlier nodes. Outliers are strong embedded within a well-formed graph cluster with similar attribute values, but they have highly deviating attribute values [6] . Specifically, they only show highly deviating attribute values within the relevant attributes. As a consequence, outliers hinder the detection of homogeneous graph clusters with similar attribute values. These objects with highly deviating values are recognizable if the cluster is known previously. Thus, outliers have to be recognized during the clustering process. Overall, the design of a robust measure for the attribute information is challenging since it has to exclude all irrelevant attributes while being robust w.r.t. outliers for the assessment of the nodes similarity. Furthermore, this measure has to enable an efficient calculation. In particular, a modularity-driven approach for clustering attributed graphs requires an incremental computation in order to generalize well-established efficient algorithms for modularity maximization to attributed graphs.
Efficiency: We prove that our modularity-driven approach for clustering attributed graphs is at least as hard as finding an optimal clustering under conventional modularity. The theorem and its proof can be found as supplementary material in our website. This justifies the use of heuristics for clustering attributed graphs. We exploit well-established ideas from multilevel algorithms [17, 2] and hierarchical agglomerative clustering [16] . In general, these greedy strategies proposed for modularity maximization are based on the increase and decrease of the score when moving a node between clusters or joining clusters. For every possible move, the algorithms have to compute a new score for each newly generated clustering. Thus, efficiency relies on a careful design that avoids to recompute the new scores for each new possible clustering result. However, they are not directly applicable to attributed graphs. Therefore, both modularity and attribute information have to allow an incremental calculation.
Attribute Information
To exclude irrelevant attributes for the assessment of a cluster, we introduce attribute compactness. Due to its sensitivity to outliers, our graph-cluster score based on attribute compactness decreases if an outlier is part of a cluster. For its efficient computation we provide the algebraic transformations required for an incremental calculation. This allows us to score both modularity and attribute compactness of a cluster for large attributed graphs.
Robustness
The variance indicates how scattered data points are. However,it does not measure the relevance of an attribute within a group of objects. To this end, a measure known as relevance has been introduced [27] . Given the local variance σ 
Relevance compares the variance within a cluster (local variance) to the one of the entire data set (global variance) for an attribute. Low variance within the cluster means that the attribute value shows high compactness compared to the whole database. When the attribute shows scattered values in a cluster (σ
While the relevance quantifies the similarity degree of an attribute in a cluster, it does not exclude irrelevant attributes as it has been designed for a single attribute. Thus, we introduce attribute compactness to summarize the similarity of all attribute values within a cluster being robust with the irrelevant ones: Definition 1. Attribute Compactness Given a cluster C k ∈ C, we define the attribute compactness AC(C k ) as follows:
is the sum of the relevances of each attribute for the cluster C k . Irrelevant attributes show highly scattered values within the cluster C k compared to the entire database. As a consequence, the relevance of such attributes is negative or zero (R i (C k ) ≤ 0). The attribute compactness leaves aside such scattered values since it considers only the positive values (relevant attributes). In consequence, irrelevant attributes do not have any impact on the quality assessment. The higher the value of AC(C k ), the more attributes have similar values within the graph cluster. Since the number of relevant attributes may be different between clusters, we normalize the score with the dimensionality of the database, to ensure the same upper bound w.r.t. modularity. Hence, the range of this measure is: 0 ≤ AC(C k ) ≤ 1. The maximum value is achieved when all the attributes have the same values within the cluster. If all attributes show locally scattered attributes, the attribute compactness has its minimum value. A global variance of zeroσ 2 i = 0 indicates that the attribute has one value for the whole graph structure. In this case, attribute d i is relevant regardless of the selected cluster w.r.t. the graph structure.
Incremental Calculation
Attribute compactness requires the local variance of each cluster. The sum of squares S i required for calculating the local variance of attribute i can be computed efficiently by scanning the data points once if one deploys the traditional onepass equation for the sum of squares. However, this traditional expression leads to numerically unstable algorithms. In particular, precision decreases when |C k | is large and the variance is small. This loss of precision can be so severe that there is a negative value for σ 2 i (C k ) even though the variance must be always positive [4] . In the following, we introduce the expressions required for the local variance and attribute compactness when adding a node to a cluster.
For the stable calculation of the unweighted sum of squares, [28] has proposed the following scheme. v is the node to be added, C k is the cluster v is added to, and u is a node forming a singleton cluster:
T i,C k ∪{v} is the sum of the attribute values of C k together with the one of node v. Then the sum of squares S i,C k ∪{v} is updated as well. This avoids the subtraction of squared terms, and it is equivalent to the traditional expression. At the same time, it allows a numerically stable calculation of the sum of squares in constant time. Given this, we can compute the change of the variance when adding v to C k as follows:
We determine the increase in attribute compactness when adding a node v to a cluster as follows:
In consequence, we cannot only update the attribute information for each node or cluster movement in constant time, but we can ensure high quality results due to the numerically stable calculation of the attribute compactness. These expressions are essential for the generalization of all strategies for modularity maximization that compute the quality of a clustering incrementally.
Attributes and Graphs
The next step is to combine attribute compactness with modularity of the graph structure to one score. A clustering taking graph structure and vector data into account has to trade off: (1) high intra-edge and low inter-edge density and (2) similar attribute values of nodes within a cluster. In this work, we use the following simple function, but other alternatives are possible. This particular function has shown good results in our experimental evaluation (cf. Section 6) and it fulfills some interesting properties described in the following.
Definition 2. Attribute-aware modularity AQ(C) For a clustering C, the attribute-aware modularity AQ(C) is:
Since 0 ≥ AC(C k ) ≤ 1, the range of modularity is preserved as − 1 2 ≤ AQ(C) ≤ 1 with this score function [3] . A value of AQ(C) = 0 means that no attributes has any dependency with the structure (e.g., disassortative network [15] ), or the edges within the cluster are not better than random. In contrast to traditional modularity, a clustering with maximum AQ(C) may have a cluster which consists of a single node regardless of its connections. This case appears for nodes with highly deviating values (outliers), as they reduce the compactness of a cluster when being added to it. Thus, the quality is decreased when adding them to a cluster result (AC(C k ) ≈ 0) instead of considering these nodes as singletons (AC(C k ) = 1). Overall, the higher the value of AQ(C), the better is the result w.r.t. both the graph structure and the attribute values. Thus, we have to find an optimal clustering for the maximization of AQ(C). In the following we generalize of several relevant components of multilevel algorithms [17] for this new score.
Algorithms
In this work, we leverage well-established ideas from multilevel algorithms [17, 2] . However, these algorithms have been proposed for conventional graphs (without attributes), and are not applicable to attributed graphs. In addition to the formal property of incremental calculation of the quality measure (cf. Section 4.2), further considerations specific to more complex data structures (attributed graphs) are necessary. The so-called coarsening phase of multilevel algorithms requires the contraction of the graph structure and movements of nodes in this new structure (cf. Section 5.2). Attributes have to be considered in each of its steps. In particular, it has two major phases: (1) The input graph is contracted to a new graph whose nodes are clusters from an initial clustering C 0 (contraction step), and (2) local movements are applied to this new graph [2] . In the following, we describe the generalizations of them to attributed graphs since they are the basis for further development of multilevel algorithms.
Local Move (LM)
This heuristic considers only local moves of single nodes. For each possible node move, when v is added to C k , the change of attributeaware modularity is calculated. v is moved to the cluster with the highest increase in attribute-aware modularity. remove v from C k
Algorithm 1 Local Move (LM)
Input: G = (V, E, α, ω), initial clustering C 0 Output: new clustering result C 1: C := C 0 Initialize with an initial clustering 2: do 3: for v ∈ V do
7:
cand := {C(u) | {u, v} ∈ E}
8:
C dest := arg max Cn∈cand ∆AQ Cn∪{v}
9:
if increase + decrease ≥ 0 then 10: add v to C dest and update C end for 13: while node movement Algorithm: Given an initial clustering C 0 , we first compute the change of attribute-aware modularity ∆AQ C k \{v} when v is removed from its current cluster C k . As candidates for possible movements, we select all the graph clusters in C 0 that contain a node adjacent to v. Then we compute the increase of attributeaware modularity ∆AQ Cn∪{u} if v is added to C n ∈ candidates. We only consider node moves that increase the attribute-aware modularity. Finally, we add v to the cluster C dest where the increase of attribute-aware modularity is maximal. If no move of v to other clusters does not increase the quality of the clustering, then node v is not moved. Additionally, some nodes increase the score when they form a singleton. For example, an outlier with highly deviating attribute values heavily brings down attribute compactness when seen as part of a cluster. So, to remove this node from a cluster improves the attribute compactness; this in turn leads to an increase of attribute-aware modularity. Therefore, we also consider the empty cluster in the set of candidates (Line 7). The algorithm terminates if there are no more score-increasing vertex movements.
Complexity: As each node is considered once for a local movement, the algorithm requires at least |V | iterations. The current cluster of a vertex u can be retrieved in O(1) time (Line 4). For the decrease of attribute-aware modularity, we have to compute the decrease of modularity and attribute compactness. Updating the value of modularity when removing a node v from its cluster C k can be done in constant time. Due to the incremental calculation of attribute compactness, we determine it in constant time for each dimension (O(d)) as well. Overall, the decrease of attribute-aware modularity is calculated in O(d) time. For the selection of candidates (Line 7), we have to scan all edges of node u to determine the neighboring clusters. For all candidates, the increase of attributeaware modularity is calculated in O(deg(u)·d). Thus, all nodes are analyzed once in
Regarding the graph size, we have achieved the same time complexity as the same heuristic that only considers the graph structure [17] , due to the incremental calculation of attribute compactness. On the other hand, the time complexity w.r.t. the number of attributes is linear. This enables an efficient calculation of attribute-aware modularity for both large and highdimensional graphs, as shown in Section 6.
Coarsening Phase
Considering only local movements of a single node can lead to a local maximum. To avoid this, multilevel algorithms create a new graph to allow movements on a higher level [2, 17] . In this graph, nodes represent clusters. Thus, a set of objects are moved for each of these local movements instead of single nodes. Therefore, the contraction of the attribute values has to be done carefully, to ensure the efficiency in the contraction phase. As the nodes of G represent a set of nodes, we use expressions to compute incrementally the attribute compactness for joining and removing a cluster. Since our modularity-driven approach follows the general definition of modularity (weighted graphs and self-loops are allowed), we are able to contract the graph using attribute-aware modularity.
Algorithm: First, we build the nodes of the new contracted graph G for the coarsening phase. For each cluster C k , we create a new node v k and a new edge e new which is a self loop. It stores the sum of the weights of the edges within C k . Regarding the attributes, both the sum of the attribute values and their sum of squares is also stored in the new graph as attributes. Then, we create the edges that connect the nodes in the new graph G new . If two clusters are connected in the original graph, we add an edge connecting the nodes representing these two clusters. The weight of this new edge is the sum of all the edge weights connecting both clusters in the original graph. To complete the coarsening phase, we apply the algorithm Local Move (cf. Algorithm 1) to the contracted graph. A careful design considering the attribute values and the incremental calculation of attribute-aware modularity has allowed to preserve the efficiency of the original strategy regarding the graph size. At the same time, the attribute information has been considered by providing a strategy which is linear with the number of attributes.
In the framework proposed in [17] , other algorithms can be combined for the generation of the clustering result for the contraction phase (e.g., merging clusters instead of local movements). Thus, we also have generalized the approach proposed in [14] for merging clusters globally instead of local movements of the nodes. However, we show that local approaches (i.e., LM ) show better quality results and more robustness w.r.t. outliers. Furthermore, the combination of several techniques by a scaffold algorithm may lead to better or faster results than using a single one.
Experiments
We compare our approach MAM (maximization of attribute-aware modularity) with CODA, an outlieraware graph clustering algorithm for attributed graphs [6] , LUFS+CODA, a feature selection algorithm as preprocessing [22] , and modularity in a conventional multilevel algorithm [17] . For all competitors we tried to find optimal parameters, while our method does not require fixing any parameters. Internally, we evaluate MAM with its different strategies Merge, LM, Coarse, and its combinations (LM+Merge, LM+Merge+LM ). We use both synthetic and real world data and the F1-value (harmonic mean of precision and recall) for quality assessment. In order to facilitate comparability and repeatability of our experiments, we provide all datasets, algorithms, and parameter settings 1 .
Synthetic
Data We generated synthetic datasets of different graph sizes, dimensionalities, and outlier ratios. For each experiment, we generate five graphs to average over random effects in the generation process. The generated graphs are based on benchmark graphs [11] , with power law distributions in both degree and community size. We have extended this generator adding numeric node attributes as well as community outliers. For each graph cluster C k , we randomly select a number of relevant attributes x ∈ [1, d] and choose their attribute values based on a Gaussian distribution with a mean µ C k and a very small standard deviation (σ = 0.001). The values for irrelevant attributes are chosen following a Gaussian distribution with σ = 1. Finally, we generate outliers by selecting clustered nodes and manipulating a random number of their relevant attribute values. Quality and Robustness: We evaluate quality on graphs with an increasing number of attributes and of outliers, see Figures 1(a) and 1(b) . The robustness of our attribute-aware modularity is clearly visible for all of our strategies. Results are best for LM, LM+Coarse, and LM+Merge+LM. Since traditional modularity does not consider attribute information, the obtained clusters show dissimilarity w.r.t. the attribute values. For instance, they include outliers with highly deviating values. On the other hand, CODA does not perform a local attribute selection and is prone to irrelevant attributes. Although CODA is slightly improved by the feature selection (LUFS + CODA), it does not work well as a pre-processing step. This is because it does not select the relevant attributes for each cluster locally.
Runtime: In contrast to the traditional modularity, the runtime of the algorithms for attributed graphs depends on both the graph size and the number of attributes, see Figure 2 . The runtime of our attributeaware modularity is slightly higher than traditional modularity due to the combination of both information sources. However, due to the incremental calculation, all our strategies scale linearly with the number of attributes (cf. Figure 2(a) ). In contrast, CODA does not scale w.r.t. these parameters. LUFS+CODA perform better w.r.t. the number of attributes since CODA only considers few attributes. However, the pre-processing step LUFS does not scale with the graph size. The strategy with the worst performance is Merge, due to its time complexity cf. [16] . However, the combination with other strategies (LM+Merge) causes significant speedups. Overall, our incremental and numerically stable calculation of attribute-aware modularity leads to accurate results ( Figure 1 ) as well as to efficient computation (Figure 2 ).
Real World Data
We have evaluated our approach on attributed graphs from different application domains. Table 2 shows a summary of statistics for these real-world networks: All of them have already Graph #nodes #edges #attributes Disney [13] 124 333 28 DFB [9] 100 1106 5 ARXIV [9] 856 2660 30 IMDB [9] 862 2660 21 DBLP [19] 28112 95410 46 PATENTS [9] 100000 188631 5 Amazon [10] 314824 882930 28 Table 2 : Real World Networks been public available in [13, 10, 9, 19] . Since there is no ground truth given, it is difficult to impossible to do a quality assessment. However, we compare algorithms regarding the attribute-aware modularity achieved and runtime. This is commonly done in the literature to compare strategies for modularity maximization [11, 17] . Further, we describe interesting clusters and outliers found as case studies. Attribute-Aware Modularity and Runtime: We analyze performance (i.e., AQ(C) and runtime) w.r.t. different graph sizes and number of attributes in real world networks. See Table 3 . Similarly to the synthetic data, Merge performs worst. Considering both runtime and quality, local movement LM achieves very good results compared to more complex strategies such as LM+Merge+LM. Further, it is the only algorithm on attributed graphs that scales up to the largest network in our evaluation. Other schemes were not able to provide a result within 5 hours. This scalability is due to the incremental calculation of attribute-aware modularity. Traditional modularity achieves good clustering results; however, it neglects attribute information and does not find homogeneous attribute values in each cluster. Although CODA takes attribute information into account, it degenerates with an increasing number of attributes. AC(C) is best on low dimensional data (DFB and PATENTS with 5 attributes only). On the other hand, pre-processing for the selection of attributes (LUFS+CODA) increases the quality. However, it does not scale with the graph size, and it does not select the relevant attributes for each cluster locally.
Case Studies: We now discuss some results from the real world networks. Disney: This dataset is a subgraph of the Amazon copurchase network. Each product (node) is described by attributes such as prices or review ratings [13] . In contrast to traditional modularity, the clusters found by our method are smaller and more specialized. For instance, modularity extracts one cluster with family films such as Spy Kids, Inspector Gadget or Flubber. In contrast, our method splits this into two clusters. This is because the sequels of Honey, We Shrunk Ourselves have very good ratings and many reviews, compared to the other movies. Similarly to modularity, our approach also finds a cluster consisting of Read Along films since all these films show similar Amazon prices. However, the overpriced film The Jungle Book is detected as an outlier. Figure 3 shows more examples of the differences and similarities of the extracted clusters. DBLP: The DBLP graph contains authors (nodes) with co-authorship information (edges) and 40 numeric attributes (publication ratios at certain conferences) [19] . Graph clustering based on attribute-aware modularity retrieves research communities with similar publication ratios on some conferences. Traditional modularity neglects the attribute values and brings down this similarity. For instance, it includes highly deviating outlier nodes in one of the clusters. For example, we have detected Ted E. Senator as an outlier. He has published several papers as single author on ICDM and KDD. He also has collaborated with individuals from two different clusters: Henry G. Goldberg belonging to a data mining and machine learning cluster (publishing in ICDM, KDD, ICML, etc.) and Ping Shyr, J. Dale Kirkland, and Tomasz Dybala, belonging to an artificial intelligence cluster (AAAI\IAAI ) (AAAI\IAAI ) Table 3 : Clustering quality achieved AQ(C) and runtime on real world networks (cf. Figure 4) . Ted. E. Senator has highly deviating attribute values compared to both of these communities. Including him in one of the clusters would reduce the clustering quality. German Soccer League (DFB): This network contains soccer players characterized by attributes such as the number of goals or of games. Two players are connected if they have played in the same club [9] . One of the clusters found is a subset of players with similar numbers of goals and penalty kicks. One exceptional player is Ulf Kirsten, who was one of the best German goalgetters between 1980 and 1990. He has high val- Figure 4 : Two clusters (data mining and artifical intelligence) and the outlier Ted. E. Senator with highly publishing ratios on KDD and ICDM compared to the clusters he is connected to ues in several of the attributes (e.g., number of games, number of penalty kicks and number of goals per game). Although he is not the player with most goals or number of games in the database, the attribute values are highly deviating compared to the ones in his graph neighborhood; therefore, it is appropriate that our clustering has identified him as an outlier. Amazon: The Amazon co-purchase network [10] is most challenging due to both the graph size and the number of attributes. We found a cluster with highly similar ratings, number of reviews, and prices that consists of books for day trading (e.g. Day Trade Parttime, Day Trade Online, or The Compleat Day Trader ). The prices by private sellers or for used books are similar. Additionally, all books have similar rating ratios for both rating 5 star and rating 4 star. In contrast to traditional modularity, our algorithm has detected this homogeneous cluster within a large subgraph including more general financial books. We conclude that attribute-aware modularity is a reasonable quality measure for cluster structures in real-world networks.
Conclusion
In this work, we have proposed a modularity-driven approach to cluster attributed graphs. To achieve this, we have proposed attribute compactness which enables a robust clustering w.r.t. irrelevant attributes and outliers. We have proven that MAM (maximization of attribute-aware modularity) is an NP-hard problem and we have aimed for heuristic solutions. We have provided the formal property of incremental and numerically stable calculation of our measure. Further, we have introduced several strategies for efficient computation of MAM on large attributed graphs. Our evaluation on synthetic and real world networks shows the high quality and scalability of our approach.
