The notion of common cause closedness of a classical, Kolmogorovian probability space with respect to a causal independence relation between the random events is defined, and propositions are presented that characterize common cause closedness for specific probability spaces. It is proved in particular that no probability space with a finite number of random events can contain common causes of all the correlations it predicts; however, it is demonstrated that probability spaces even with a finite number of random events can be common cause closed with respect to a causal independence relation that is stronger than logical independence. Furthermore it is shown that infinite, atomless probability spaces are always common cause closed in the strongest possible sense. Open problems concerning common cause closedness are formulated and the results are interpreted from the perspective of Reichenbach's Common Cause Principle.
correlations. The aim of the present paper is to formulate precisely and to investigate this question.
According to RCCP, causal richness of a theory T would manifest in T 's being causally closed in the sense of being capable to explain the correlations by containing a common cause of every correlation between causally independent events A, B. More explicitly, if T is a theory containing probability theory (S, p) and if R ind (A, B) is a causal independence relation on S, then we call T common cause closed with respect to R ind , if for every pair (A, B) of correlated events such that R ind (A, B) holds, there exists a common cause C ∈ S of the correlation. Our problem can then be formulated as the question of whether probabilistic theories can be common cause closed with respect to certain causal independence relations.
We shall prove that if the causal independence relation R ind contains every pair of correlated events then no theory with a finite set S of random events can be common cause closed with respect to R ind (Proposition 2). This result means that in the case of a finite number of random events, correlations cannot be explained exclusively in terms of common causes. Causal closedness with respect to an R ind that contains every pair of correlated events is an unreasonably strong notion, however. For instance, one does not expect a common cause to exist for a correlation between A and B if the correlation is a result of a logical implication relation between A and B, i.e. if A ⊆ B or B ⊆ A holds. Thus R ind should be such that R ind (A, B) implies that A and B belong to two, logically independent Boolean subalgebras L 1 and L 2 of S (for the definition of logical independence see Definition 1) . We shall show that, with one exception, no (S, p) with a finite event structure S can be common cause closed with respect to every two, logically independent Boolean subalgebras (see Proposition 3 and Proposition 4 for details). A common cause extendability theorem proved earlier in [8] and recalled here in Proposition 1 entails that any probability space (S, p) with a finite S and with an arbitrary fixed pair (L 1 , L 2 ) of logically independent Boolean subalgebras can be extended in such a way that the extension is common cause closed with respect to (L 1 , L 2 ) (Proposition 6).
We also shall demonstrate that for any finite S having more than 4 atoms there exist a probability measure p on S and two logically independent Boolean subalgebras L 1 and L 2 of S such that (S, p) is common cause closed with respect to (L 1 , L 2 ) (Proposition 5).
The problem of common cause closedness of an (S, p) with respect to a general causal independence relation on an arbitrary, not necessarily finite event structure S remains an open question. All we can show (Proposition 7) is that atomless probability spaces are always common cause closed with respect to any independence relation R ind .
The structure of the paper is the following. Reichenbach's notion of common cause is recalled in Section 2 together with a few other definitions needed in the paper. Section 3 presents the propositions mentioned. The proofs of the propositions are collected in the Appendix. Section 3 also formulates a few open problems.
The notion of common cause
Throughout the paper (S, p) denotes a probability space with Boolean algebra of sets S and additive map (probability measure) p on S. If S is a σ-algebra, then p is assumed to be σ-additive. If S is finite, then it is the power set P(X) of a set X having n elements denoted by a i (i = 1, 2 . . . n), and in this case we write S n . The atoms in S n are the one element sets {a i }. The probability space is called atomless if for any A ∈ S, p(A) = 0 there exists B ⊆ A, B ∈ S such that p(B) < p(A).
Note that (S, p) can be atomless with S having atoms (example: S = Lebesgue measurable sets of real numbers IR and p = Lebesgue measure on IR); atomlessness of (S, p) and (non)existence of atoms in S are different concepts.
One can think of the elements of S in two, equivalent ways: either as representing random events, or as representing propositions spelling out that the corresponding random event occurs. In the latter case the Boolean operations represent the classical logical connectives; in particular ⊆ represents the implication relation of classical propositional logic. For later purposes we recall the notion of logical independence of Boolean algebras.
Definition 1 Two propositions A ∈ S and B ∈ S are called logically independent if all of the following relations hold
Two Boolean subalgebras L 1 , L 2 of the Boolean algebra S are called logically independent if A and B are logically independent whenever ∅,
Logical independence of L 1 and L 2 means that any two non-selfcontradictory propositions A ∈ L 1 and B ∈ L 2 can be jointly true in some interpretation (namely in the interpretation that makes (A ∩ B) true).
Logical independence is hereditary: if L 1 and L 2 are Boolean subalgebras of L 1 and
(For a detailed analysis of the notion of logical independence see [14, 15] and Chapter 7 in [12] .) For later purposes we also need the following notion: the pair (A, B) is called logically independent modulo zero probability if there exist A , B such that p(A ) = p(B ) = 0 and (A \ A ) and (B \ B ) are logically independent.
Recall that a map h from S into another Boolean algebra S is called a Boolean algebra homomorphism if it preserves all Boolean operations. A Boolean algebra homomorphism is called
Reichenbach's definition of a common cause of a correlation is formulated in terms of classical probability spaces as follows.
Definition 2 C is a common cause of the correlation (1) if the following (independent) conditions hold:
where
denotes the conditional probability of X on condition Y , C ⊥ denotes the complement of C and it is assumed that none of the probabilities p(X), X = A, B, C, C ⊥ is equal to zero.
The above definition was first given by Reichenbach in [16] . We shall occasionally refer to conditions (3)-(6) as "Reichenbach(ian) conditions". It is customary to express eqs. (3) and (4) by saying that C and C ⊥ screen off the correlation Corr(A, B) > 0, and eqs. (3) and (4) are usually called screening off conditions. To exclude trivial common causes we call a common cause C proper if it differs from both A and B by more than a probability zero event. In what follows "common cause" will always mean a proper common cause.
A correlation will be called non-degenerate if A and B differ by more than a probability zero event. It can happen that, in addition to being a probabilistic common cause, the event C logically implies A and B, i.e. C ⊆ A ∩ B. If this is the case then we call C a strong common cause. If C is a common cause such that C ⊆ A and C ⊆ B modulo measure zero event, then C is called a genuinely probabilistic common cause (cf. [13, 12] ). Remark 1: Reichenbach's definition specifies the common cause of a positive correlation. Reichenbach himself never gave a definition of negative correlations, which are however as much in need of an explanation as are positive ones. One natural way of defining a common cause of a negative correlation is to utilize the following two facts:
To remain consistent with Definition 2 one can then stipulate that C is a common cause of Corr(A, B) < 0 if C is either a common cause of Corr(A ⊥ , B) > 0 or is a common cause of Corr(A, B ⊥ ) > 0 (in the sense of Definition 2). The common cause of a negative correlation is thus not unique; note however that Definition 2 does not determine a unique common cause of a positive correlation either, as we will see later. Under this specification of common cause of a negative correlation all the propositions proved in this paper remain valid irrespective of whether correlation means positive or negative correlation, and in all proofs it suffices to consider positive correlations only.
It is easy to see that there exist finite probability spaces that contain a pair of correlated events but do not contain a common cause of that correlation (see [7] ). Such probability spaces are called common cause incomplete (with respect to that correlation). Existence of common cause incomplete probability spaces are clearly a threat for Reichenbach's Common Cause Principle. But this threat can be met by saying that the two correlated events are in fact causally related and this causal relation is responsible for the correlation. Suppose, however, that a causal independence relation R ind is given on S and that S does not contain a common cause C of a correlation between elements A, B that are causally independent. Even this threat for RCCP can be met, however, for one has the following result (for the proof of which see [8] ):
Proposition 1 Any probability (S, p) space which is common cause incomplete with respect to a finite set of correlation can be extended in such a manner that the extension (S , p ) contain a common cause of each correlations in the finite set.
Because of conditions (5)-(6) required of the common cause, extending a given (S, p) by "adding" a common cause to it entails that the extension (S , p ) contains correlations which are not present in the original structure (for instance the correlations between C and A and between C and B). It is therefore a nontrivial matter whether a given common cause incomplete space can be made common cause closed , or whether common cause closed spaces exist at all, where "common cause closedness" of a probability space means that the space contains a common cause of every correlation in it. Our next definition fixes the notion of common cause closedness with respect to a causal independence relation. This proposition shows that a probability space containing a finite number of random events contains more correlations than it can account for in terms of common causes. But this is not surprising because common cause closedness with respect to a causal independence relation that leaves no room for causal dependence is unreasonably strong. How to strengthen R ind so as to obtain an intuitively more acceptable, weaker notion of common cause closedness with respect to R ind ? Intuitively, causal independence of A and B should imply that from the presence or absence of A one should not be able to infer either the occurrence or non-occurrence of B, and conversely: presence or absence of B should not entail occurrence or non-occurrence of A. Taking, as it is common, the partial ordering ⊆ in the Boolean algebra S as the implication relation between events (equivalently: between propositions that the corresponding events occur), this requirement about R ind can be expressed by the demand that R ind (A, B) should imply all of the following relations Our next proposition shows that the behavior of the probability space (S 5 , p u ) described in Proposition 3 is exceptional.
Proposition 4 If the probability space (S n , p) is not (S 5 , p u ), then it is not non-trivially common cause closed with respect to every pair of logically independent Boolean subalgebras.
Proposition 5 For any n ≥ 5, if S n is a finite Boolean algebra generated by n atoms, then there exists a probability measure p on S n and there exist two logically independent Boolean subalgebras
In view of Propositions 4 and 5 the best one can generally hope for in the case of finite event structures is that some are common cause closed with respect to some logically independent pairs of Boolean subalgebras. We do not know at this point, how typical or untypical common closedness is in the case of probability spaces with finite event structures: Given an arbitrary probability space (S n , p), it is not known how large is the maximal set L of maximal logically independent pairs of Boolean subalgebras of S n with respect to which (S n , p) is common cause closed. Given a certain "type" of distribution p on S n (e.g. the p determined by the uniform probability on atoms, or the Poisson distribution) how does the size of L depend on n? -these are open questions.
Proposition 6
If (S, p) with finite S is not common cause closed with respect to a logically independent pair (L 1 , L 2 ), then it can be extended into a (S , p ), with S being also finite, in such a manner that (S , p ) is common cause closed with respect to the logically independent pair (h(
Proposition 6 is a direct consequence of Proposition 1 and the fact that the homomorph image (h(L 1 ), h(L 2 )) in S of the logically independent pair (L 1 , L 2 ) is also a logically independent pair of Boolean subalgebras in S . The logically independent pair (h(L 1 ), h(L 2 )) will not in general be maximal however, not even if (L 1 , L 2 ) is a maximal pair, and it is not known whether extensions always exist that are common cause closed with respect to a maximal logically independent pair containing (h(L 1 ), h(L 2 )). In particular, it is not known whether Proposition 5 remains true if "logically independent" means maximal logically independent.
If S is not finite, and if there are an infinite number of random events in either L 1 or in L 2 , where (L 1 , L 2 ) is a logically independent pair, then one cannot invoke Proposition 1 to conclude that (S, p) can be extended into a probability space that is common cause closed with respect to (h(L 1 ), h(L 2 )), and it is not known if such extensions exist or not. Common cause closedness is not impossible however for probability spaces with infinite S, as the next proposition shows. (S, p) is an atomless probability space, then it contains uncountably many proper common causes of every non-degenerate correlation in it. Moreover if A and B are logically independent modulo measure zero event, then S contains both uncountably many strong and genuinely probabilistic common causes of their correlation.
Proposition 7 If

Concluding comments
The propositions in the preceding section show that demanding common cause closedness of probabilistic theories is not a mathematically impossible requirement, not even if the event structure is finite -provided that the causal independence relation is at least as strong as logical independence; however, the propositions also show that strictly empirical hence necessarily finite theories will not in general be common cause closed. (The strong causal closedness of (S 5 , p u ) is clearly not more than a mathematical coincidence: (S 5 , p u ) just happens to contain precisely the "right amount" of correlations to be common cause closed.) If one considers Reichenbach's Common Cause Principle a valid principle reflecting the true causal structure of our World, then one position one can take in view of the causal incompleteness of finite probabilistic theories is that the search for causes that explain observed correlations is a never ending quest: with every step that enriches the observed world by adding new types of events to it to explain observed correlations new connections and correlations emerge that do not have a causal explanation in the given theory. In this regard the Common Cause Principle serves as a heuristic principle driving research, a research which, in view of Proposition 6 is always locally promising: as long as one considers a finite number of correlations, it is never inconceivable that a large enough (but still finite) theory explains all the correlations in question.
Another position one can take in view of the causal incompleteness of finite probabilistic theories is that the causal independence relation R ind should be strictly stronger than logical independence. The stronger R ind , the weaker the corresponding notion of common cause closedness with respect to R ind , and the more easily a probabilistic theory can be common cause complete. One cannot strengthen R ind in an arbitrary manner, however; especially not, if (S, p) is part of a larger theory T whose laws and principles must be consistent with R ind . Those laws may even entail a causal independence relation R ind between the random events. This happens in the case of relativistic quantum field theory (QFT), where the event structure S is given by a lattice of projections P(N (V 1 ∪ V 2 )) of the von Neumann algebra N (V 1 ∪ V 2 ) determined by the observables measurable in the spacelike separated spacetime regions V 1 , V 2 of the Minkowski spacetime and where a (normal) state φ takes the role of p (see [5] for the involved operator algebraic notions and their quantum field theoretic interpretation). (Since P(N (V 1 ∪ V 2 )) is not a Boolean algebra, Definition 2 of common cause has to be amended by requiring explicitly the common cause to commute with the events in the correlation, see [13] for details.) Since V 1 and V 2 are spacelike (hence causally independent according to the theory of relativity) R QF T ind (A, B) is defined to hold whenever A ∈ N (V 1 ) and B ∈ N (V 2 ). (We remark that R QF T ind (A, B) implies logical independence of A and B, cf. Chapter 11 in [12] .) On the other hand, it is a characteristic feature of QFT that there exist projections A ∈ N (V 1 ) and B ∈ N (V 2 ) that are correlated in many states φ (see [24, 25, 11] for a review of the relevant results), so the problem of common cause closedness (with respect to the relation R QF T ind ) of the non-commutative probability space (P(N (V 1 ∪ V 2 )), φ) determined by QFT arises naturally. This problem was precisely formulated in [13] (see also Chapter 12 in [12] ), and it is still open, only partial results are known (see [11] ). These partial results indicate that QFT might be common cause closed with respect to R QF T ind .
In contrast to the finite probability spaces, atomless probability spaces are common cause closed in the strongest possible sense: they contain a proper common cause of each and every non-degenerate correlation in them; in fact, as the proof of Proposition 7 shows, they contain uncountably many proper common causes of every non-degenerate correlation. Hence these spaces need not be enlarged to become causally rich. Note that atomless probability spaces are not rare: if S is the Borel σ-algebra of real numbers, then p given by a density function (with respect to the Lebesgue measure) yields an atomless probability space. Probability spaces of this sort occur frequently in applications. A possible interpretation of existence of a multitude of common causes in atomless probability spaces could be that the Reichenbachian conditions (3)-(6) are just necessary but not sufficient conditions for an event to be accepted as a common cause. This interpretation is reinforced by the fact that common causes, if they exist, are generally not unique even in finite probability spaces. If one views the Reichenbachian conditions just necessary, then one is obliged to specify the additional conditions an event must possess to be accepted as a common cause, for otherwise the discussion of causal completeness becomes impossible. Clearly, whatever those additional conditions might be, whether empirical or mathematical, requiring them restricts further the class of theories that can be considered causally closed.
First we formulate a couple of conditions that exclude an event C ∈ S from being a common cause of a correlation. Throughout the Appendix (S, p) is a probability space, A and B are events, which, if correlated, are assumed to be positively correlated, and recall that a common cause is always assumed to be a proper common cause. Also recall that if S is finite, then it is the power set P(X) of a set X having n elements and in this case we write S n . Elements of X will be denoted by letters a i (i = 1, 2 . . . n), so the atoms in S n are the one element sets {a i }.
Lemma 1: Let (S, p) be arbitrary and assume that A and B are correlated. Then C can not be a proper common cause of the correlation between A and B if any of the following conditions holds.
Proof: Elementary algebraic calculations show that conditions (3) and (4) together with any of (i)-(v) imply either p(A) = p(C) or p(B) = p(C)
, which contradicts the assumption that C is a proper common cause. We omit the elementary details. 
Proof of Proposition 2:
The assertion in this proposition is a consequence of Proposition 4 for the following reason. If R ind1 and R ind2 are two causal independence relations such that R ind1 is stronger than R ind2 , then if (S, p) is not common cause closed with respect to R ind1 , then (S, p) is not common cause closed with respect to R ind2 either. We nevertheless give an explicit proof of Proposition 2 here because the correlated pairs in (S, p) that are shown not to possess a common cause in S is not a logically independent pair, and this provides a motivation to make the causal independence relation at least as strong as logical independence.
If S is finite and is generated by n atoms, then we may assume that n ≥ 3 because (S 1 , p) is trivially common cause closed and (S 2 , p) is either trivially common cause closed or, if Corr({a 1 }, {a 1 }) > 0 and/or Corr({a 2 }, {a 2 }) > 0 (which are the only possible correlations in (S 2 , p) ), then obviously there is no proper common cause in S 2 of either of these two correlations. If n ≥ 3 and there are only two atoms in S n with non-zero probability, then this is essentially the case of (S 2 , p), so we may assume that there exist three atoms {a 1 1, 2, 3) . Consider the following two events: A = {a 1 } and
which means that A and B are positively correlated. We claim that there exists no common cause C in S n of this correlation. Indeed, by (i) in Lemma 1, a common cause C must contain {a 1 }. By (iii) and (iv) in Lemma 1, C cannot be of the form of C = A ∩ B and C = A ∪ B. For any set M ⊆ {3, 4, . . . n} of indices C cannot be of the form C = {a 1 , a i i ∈ M } by (ii) in Lemma 1, and C cannot be of the form C = {a 1 , a 2 , a i i ∈ M } by (v) in Lemma 1. These 4 cases include all possible C's in S n . So the proposition is proved.
Proof of Proposition 3:
We show first (Step I.) that if p is the uniform distribution on S n and (S n , p) is common cause closed with respect to every logically independent pair (A, B), then n ≤ 5. Then we will demonstrate (Step II.) that (S 5 , p) is indeed common cause closed with respect to every logically independent pair.
Step I. Assume that p is the uniform distribution on the atoms: p(a i ) = 
One can verify by explicit calculations that a necessary condition for any of these C's to satisfy the screening off conditions (3) and (4) is that n ≤ 5. For instance, in the case of a C of the form (11), the screening off condition (3) requires the index set M to be empty, and the screening off condition (4) entails n = 4. To verify the remaining cases is left to the reader.
Step II. If n = 5, then the event pairs that are positively correlated are of the following form
One can verify by explicit calculations that C = {a 1 , a 2 , a 3 , a 4 } is a common cause of the correlation between A and B of the form (14) , and that C = {a 2 } is a common cause of the correlation between A and B of the form (15) .
Proof of Proposition 4:
If (S n , p) is not (S 5 , p u ), then there are the following three cases to consider: Case 1. p is the uniform distribution on the atoms of S n and n ≥ 2, n = 5; Case 2. p is not the uniform distribution on the atoms of S n , n ≥ 2 is arbitrary and none of the atoms has zero probability. Case 3. (S n , p) is arbitrary, but some atoms have zero probability. Case 1.: If p is the measure defined by the uniform distribution on the atoms of S n , then the argument in Step I. in the proof of Proposition 3 shows that if n > 5 then (S n , p) is not common cause closed with respect to every logically independent Boolean subalgebras of S n . For 2 ≤ n ≤ 4 the proof of proposition is left to the reader. Case 2.: Assume that p is not the uniform distribution on the atoms and none of the atoms has zero probability. Order and number the atoms in the decreasing order of the magnitude of their probability:
Since p is not the uniform distribution on the atoms, we have
In consequence of Lemma 2 we can assume that n ≥ 4, so consider the events A = {a 1 , a n−1 } and B = {a 1 , a n }. These events are logically independent and we have p(A ∩ B) = p({a 1 }); furthermore, using (16) we can compute
So A and B are correlated because [p({a 1 }+p({a n−2 })+p({a n−1 )+p({a n })] ≤ 1. A common cause C of this correlation must contain a 1 by (i) in Lemma 1, but it cannot be {a 1 } by (iii) in Lemma 1. C cannot be {a 1 , a n } = A and {a 1 , a n−1 } = B because C must be proper, and C cannot be {a 1 , a n , a n−1 } by (iv) in Lemma 1. By (ii) in Lemma 1, C cannot be of the form {a 1 , a n−1 , a i i ∈ M } and {a 1 , a n , a i i ∈ M } with M ⊆ {2, 3, . . . n − 2}. The remaining possibility is
If the screening off condition (3) for the C of form (21) did hold, then we would have
which implies
Since M is nonempty we have i∈M p({a i }) > 0. Since p({a i }) > 0 for every i, the inequality (16) together with p({a i }) ≥ p({a j }) for i < j entails that the left hand side of (23) is strictly greater than the right hand side, consequently the screening off condition cannot hold for C. Case 3.: Assume now that the number of atoms in S n that have zero probability is equal to k. Re-number the atoms in such a way that p({a i }) = 0 if i = 1, 2, . . . , n − k. Let S n−k be the Boolean algebra generated by the atoms {a i } (i = 1, 2, . . . , n − k), and let p n−k be defined on S n−k by
for every M ⊆ {1, 2, . . . , n − k}. Then all correlations of (S n−k , p n−k ) appears in (S n , p), and it follows that (S n , p) is not common cause closed with respect to a certain R ind if (S n−k , p n−k ) is not common cause closed with respect to the natural restriction of R ind to S n−k . Since (S n−k , p n−k ) contains no atom with non-zero probability, if it is not equal with (S 5 , p u ), then Case 3 is reduced to Case 1 or to Case 2 and the proof is complete. Lemma 4: Assume that none of the logically independent A and B contains the other apart from a measure zero event. Then C is a proper common cause of the correlation between A and B if one of the following two conditions holds.
and
(ii) (A ∪ B) ⊆ C and
Proof: If C ⊆ A ∩ B then the screening off condition (3) holds trivially. Equation (25) is precisely an (algebraically equivalent) expression of the second screening off condition (4) for such a C. If (A ∪ B) ⊆ C, then the screening off condition (4) holds trivially for C. Equation (26) is precisely an (algebraically equivalent) expression of the first screening off condition (3) for such a C. Since the denominators of (25)- (26) 
and define the two subalgebras by Proof of Proposition 7: Since (S, p) is an atomless probability space, for every A ∈ S, p(A) = α, 0 < β < α there exists a B ∈ S such that B ⊆ A and p(B) = β (see [6] [p. 174]).
Call this property of an atomless probability space denseness. Let A, B ∈ S, p(A) = α, p(B) = β be such that Corr(A, B) > 0. Let's suppose first that A ⊂ B modulo measure zero set. Due to the denseness of the atomless probability spaces, for any γ such that α < γ < β there exists a C γ ∈ S with A ⊂ C γ ⊂ B and such that p(C γ ) = γ and we can invoke Lemma 3 to conclude that this C γ is a common cause of the correlation Corr(A, B) > 0. This argument shows that there exist in fact uncountably many common causes for this type of correlation, since γ can be chosen in uncountably many ways. If A ⊆ B and B ⊆ A modulo measure zero event, then A and B are logically independent because Corr(A, B) > 0, so A ∩ B = ∅. Let γ be real number defined by the right hand side of eq. (25) . Denseness implies that there exists a C ⊂ (A∩B) such that p(C) = γ, hence by (i) in Lemma 4 this C is a proper common cause, which also is a strong common cause. Denseness and (ii) in Lemma 4 entail that there also exists a common cause C such that (A ∪ B) ⊂ C, i.e. in the case of atomless probability spaces every correlation has both a strong and a genuinely probabilistic common cause. To see that in fact there exist uncountably many strong common causes one just has to consider that denseness implies that for every 0 < δ < min{p((A ∩ B)\C), γ} there are C 
