




















Ax + c = x
または
(I－ A)x = c
で表される。Iは単位行列で Aは投入係数行列、xは産出量ベクトル、cは最終需要ベクトルである。
最終需要が与えられると産出量は
x = (I－ A)－1c 
から計算するが、大規模な逆行列を正確に求めることは難しい。
経済データを用いた研究では回帰モデルがよく使われる。線形回帰モデルは 
y = Xβ + e
と表される。ここで yは被説明変数のベクトルで、Xは説明変数の行列、βは係数ベクトル、e
は残差ベクトルである。係数は正規方程式














































3x + 2y = 6






















f(x,y)=1.5x2 + 2xy + 3y2 - 6x - 11y
となる。図1の曲線は関数の等高線である。内側の曲線ほど関数値は小さくなる。初期値を (0,0)


















x0  (初期解ベクトル )
r0 = b - Ax0  (初期残差ベクトル )















k+1 = xk + ak pk 
3. 誤差を求める。
r










k+1 = rk+1 + b k pk 
ここで共役勾配法の「共役」の意味を説明しよう。一般に 2つのベクトル a、bが与えられたとき、
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k+1 = rk+1 + b k pk
共役関係 ( p
k+1, Apk) = 0から
p'
k+1Apk = (rk+1 + b k pk)' Apk
= r'


























































































k+1と rk+1 = rk-ak Apkの内積は


















































































































































































































































































































































































































































































































































































































































































































































































































































































が成り立つ 2)。ここで x* = A-1bであり、ユークリッドノルムで評価している。良条件の行列で
は n回反復する前に収束する場合がある。正定値行列の条件数は
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κ 	=	 最大固有値  最小固有値 	









































と書ける。(12)から yを求めて (13)に代入して xを計算する。最初に修正コレスキー分解につ
いて説明しよう。Aが正定値であれば
A = LDL' (14)
の形に分解できる。Lは下三角行列で Dは対角行列である。行列の要素で表すと
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とすると、 ')'( LDDLA  から (11)は
(U-1)'AU-1Ux	= (U-1)'b		 (15)
と書ける。ただし 'LDU  である。この式は
(U-1)'AU-1y = (U-1)'b  (16)
Ux = y	 (17)
と表される。A = LDL' と分解すると ﬁll-inが起こり、Lは密行列となる。これを避けるために
































k+1 = xk + ak pk
3. 新しい誤差を計算する。
r














k+1 = (LDL')-1rk+1 + b k pk
一例として、ボアソン方程式の差分近似について考えよう。近似式はブロック三重対角行列を




= 2 (i=1,2,..,n)とする。m	= 60で係数は 3,600×3,600の行列とする。こ
れは 17,760の非ゼロ要素をもつ疎行列である。Fill-inのしきい値を 0.1として前処理を行うと、






































































 = b -Ax
k








































































































































































































































































































































 = 0,  q
0
 = 0   

















































は 1番目の要素が 1で、それ以外の要素は 0のベクトルである。これは FOM
法 (Full Orthogonalization Method)と呼ばれる。 
つぎの方程式の解を FOM法で求めよう。





















































 = b - Ax
0
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 = 0, q
0
 = 0   

























i+1), Q = [q1, q2,.., qk]





















































k+1(b e1 - H
~
k

































































　aj = (rj, Arj) / (Apj , Apj )
　x
j+1 = xj + aj pj
　r
j+1 = rj - aj Apj
　b
j
 = ( r
j+1, Arj+1) / (rj, Arj )
　p
j+1 = rj+1 + b j pj
　Ap
j+1 = Arj+1 + b j Apj
end




1)(   (23)






















































k+1 = b - Byk
	y








る。同様の計算を収束するまで繰り返す。x*と y*に収束したとすると、Ax* + By* = b、 




















































































































と表される。初期値を 0として 73回反復すると y
1
 = -0.7170、 y
2
 = 0.4340、 x
1







k+1= b - Bykを解いて xk+1を求める必要がある。この方程式を解くことは、
つぎの関数の最小点を見つけることと同じである。
{ (26)
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最急降下法を用いると
x
k+1 = xk - a gradg(xk ) 
						 = x
k







k+1 = xk + a(b - Axk - Byk )
 y
k+1 = yk + ω(B'xk+1	-	c)   
Ax




















(X 'X + kI )b = X 'y









2) Hestenes, M and E. Stiefel(1952)を参照。
3) Saad and Schultz (1986)を参照。
4)具体的な計算法は藤野・張 (1996)や藤野他 (2013)を参照せよ。
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