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Abstract
We present a simple computational metalanguage with general recursive types and multiple notions of effects, through which
a variety of concrete denotational semantics can be conveniently factored, by suitably interpreting the effects as monads. We then
propose a methodology for relating two such interpretations of the metalanguage, with the aim of showing that the semantics
they induce agree for complete programs. As a prototypical instance of such a relation, we use the framework to show agreement
between a direct and a continuation semantics of the simple, untyped functional language from Reynolds’s original paper on the
subject.
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1. Introduction
It is an honor to contribute to this Festschrift for John Reynolds on the occasion of his 70th birthday. It has been
said that much of Western philosophy can be characterized as a series of footnotes to Plato; arguably, Reynolds’s work
holds a position of similar prominence in the field of programming language semantics. In this spirit, we revisit his
1974 paper, On the Relation between Direct and Continuation Semantics [30]. Our aim is to show that, with just a few
minor adjustments and generalizations, the constructions presented there are still as relevant as ever for comparing
different denotational semantics of the same language.
1.1. Background
The defining characteristic of a denotational semantics is a clear, syntax-neutral characterization of program
meanings: every syntactic phrase (e.g., term or type) has an inherent meaning, independent of its context, and phrases
can be considered equivalent precisely when they have the same meaning. One would expect functional languages
to have a particularly simple such semantics, but it turns out that even a seemingly very simple such language – the
pure, untyped lambda-calculus – presents a significant technical obstacle, because functions can effectively be passed
themselves as parameters. Thus, in order to avoid the evident cardinality paradox, meanings of terms must belong to a
mathematical structure more complicated than sets and (partial) functions between them. At the same time, however,
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one wants to retain the intuition that a lambda-abstraction does indeed denote a mathematical function; that is, the
semantic model should be a reasonable refinement of the simple, extensional model of functional programming.
That this is feasible at all relies on a body of work known as domain theory [32]. It is rather remarkable that the
same general framework used to account for simple recursion at the term level, essentially also suffices for constructing
general reflexive domains, i.e., those that contain a copy of their own function space. More precisely, to model term
recursion by fixed points, one is naturally led to the notion of domains and continuous functions between them. The
apparent cardinality problem in the untyped case is then resolved by the observation that there are not nearly as many
continuous functions as set-theoretic ones, which makes it possible to construct a domain D ∼= N+ (D→ D), where
→ represents the space of continuous functions. Given the existence of such domains, it is quite straightforward to
write down simple, and intuitively understandable, denotational semantics of most languages, typed or untyped. It is
only when the time comes to formally reason about programs with (explicitly or implicitly) reflexive types that the
true underlying complexity of the concept reveals itself.
An important instance of formal reasoning about semantics is proving that two denotational semantics actually
define the same language, with respect to observable program behavior. That is, the denotations of complete,
executable programs should agree, even though the meanings of subphrases may be quite different in the two
semantics. The distinction is particularly well exemplified by the relationship between direct and continuation
semantics of a language, which was first explored by Reynolds in the setting of interpreters [29], but is easily abstracted
into a question of showing agreement between denotations.
Both semantics look fairly innocuous, and one might expect the task of showing that they define the same language
to be a simple exercise. Unfortunately, this is not the case: the standard approach of proving properties of terms
by structural induction is blocked by the apparent lack of a suitable induction hypothesis for relating direct and
continuation meanings of functional terms. For typed languages, such relationships are usually expressed in terms
of logical relations, defined by an auxiliary induction on the type structure, but this is evidently not an option for an
untyped language. However, in an influential paper [30], Reynolds showed how to express the natural logical-relations
argument in a setting where the relation is not type-indexed, but needs to have its existence proved explicitly, in much
the same way as the underlying reflexive domains were constructed in the first place. The paper was very much a
tour de force at the time, and is still frequently referred to as a cautionary example of how hard it is to reason about
denotational semantics.
Over the subsequent 30+ years, the theory and practice of denotational semantics has evolved somewhat. The
domain theory was streamlined: instead of the original complete lattices (notably with “tops”), one now usually
considers the simpler structure of ω-cpos (i.e., only containing lubs of all ω-chains); this condition suffices for most
applications. Two specific developments have had a particularly significant impact, however: the theories of invariant
relations given by Pitts [26], and of monads given by Moggi [19]. The former established that – under rather mild
requirements – recursive “definitions” of relations are as well behaved as recursive definitions of terms and types;
that is, as long as relations are defined in terms of themselves using a fairly generous collection of operations, and
the underlying domain-equation solutions are minimal invariants, the appropriate relational fixed points exist. The
latter showed that a surprisingly wide variety of notions of “effectful” computations could be unified in a general
framework. In particular, both direct and continuation semantics are natural instances of the monadic approach.
The goal of this paper is therefore twofold: to update Reynolds’s seminal work in light of these developments, and
to generalize it to allow reasoning about other (explicitly or implicitly) monadic-style semantics. Our main technical
contribution is essentially an extension of previous work on simulating one monad by another [7,8] – which uses
Reynolds’s relational architecture for dealing with term recursion, but confined to a simply typed setting – to general
recursive types. That is, we formally state and show that nothing essentially new happens: the constructions that work
for simply typed languages generalize robustly to recursively typed ones.
These results allow us to reason not only about languages or programs with overtly recursive types, but also about
ones that are nominally simply typed, but where recursion is hidden inside a monad, such as list or stream monads
for modeling backtracking, or recursively typed state monads for modeling storable, store-accessing procedures. For
reasons of space and scope, we concentrate on the framework itself, and consider just the single application of showing
agreement between Reynolds’s original (although slightly reformulated) two semantics for a very simple language.
However, the intent is that the framework could also be directly employed for showing agreement of much more
realistic languages, with complicated effect structures implemented in significantly different ways. Some remaining
challenges in this direction are noted in the final section.
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1.2. A sample functional language
As a motivating instance of the general problem of showing agreement between two semantics, we consider a
very simple, untyped functional language — essentially that of Reynolds’s original paper, but with a more concrete
observation model. Its syntax is as follows:
t ::= n | succ | x | λnx . t | λvx . t | t1 t2 [n ∈ N, x ∈ V].
The absence of a zero-test or other arithmetic operations on numbers is deliberate: the numeric constants are
intended for observation of final results only; any non-trivial computations should be expressed in terms of the usual
constructions from the untyped lambda-calculus (Church encodings, the Y -combinator, etc.). The only other slightly
unusual aspect of the language is that it supports both call-by-name and call-by-value function parameters.
To cement the intuition about the meanings of programs in the language, we briefly present its intended operational
semantics. First, we designate a subset of closed terms as values:
v ::= n | succ | λnx . t | λvx . t.
Then, for closed t , we define the evaluation judgment t ⇓ v through the following rules:
v ⇓ v
t1 ⇓ succ t2 ⇓ n
t1 t2 ⇓ n + 1
t1 ⇓ λnx . t ′1 t ′1[t2/x] ⇓ v
t1 t2 ⇓ v
t1 ⇓ λvx . t ′1 t2 ⇓ v2 t ′1[v2/x] ⇓ v
t1 t2 ⇓ v .
This semantics makes no formal distinction between terms that diverge and those that do not evaluate to anything
because of a type error (trying to take the successor of a non-number, or to apply a non-function to an argument), but
one could easily define a variant returning an explicit error token in the latter case.
A (complete) program is simply a closed term. We say that a program t returns the result n if t ⇓ n; programs that
evaluate to non-numeric results are considered erroneous, in the same sense as above.
1.3. Two denotational semantics
We now consider two denotational semantics of our sample language, very similar to Reynolds’s original ones,
but slightly updated and simplified. Most notably, we work in the setting of cpos, which need not contain either ⊥-
or >-elements. We generally use Winskel’s notation [37] for domain-theoretic constructs: b·c is the inclusion from a
cpo A to the lifted A⊥, and for a function f : A→ D (with D pointed, i.e., having a least element), f ∗ : A⊥ → D
is its strict extension. However, we will not follow Winskel’s convention of writing the continuous function space as
[A→ B], as distinct from the space of all set-theoretic functions A→ B; all functions in the following are continuous,
unless otherwise qualified.
As already noted, we give two denotational semantics of the language. The first, direct one is shown in Fig. 1. It
is formulated in terms of a domain (i.e., pointed cpo) Dd of term denotations, and a predomain (i.e., bottomless cpo)
E d of value denotations. The latter arises as a solution of the evident predomain equation; we write ιdn (ι
d
f) for the
composition of the left (right) injection with the solution isomorphism. The equations defining the meanings of terms,
[[t]]d, and of complete programs, [[t]]D, are then straightforward.
The intent is that, for a complete program t , t ⇓ n iff [[t]]D = bnc. We will not formally prove this property here,
but the relevant arguments are essentially those of Plotkin for call-by-name PCF [28], as extended to untyped settings
by Pitts [25], and straightforwardly completed with an additional case for call-by-value abstractions. Briefly, the
“only-if” direction (soundness) follows a straightforward induction on the derivation of t ⇓ v, but “if” (computational
adequacy) requires a generalized logical-relations construction – closely related to the one in the present paper, in
fact, but too peripheral to our main topic.
Instead, we will consider a second denotational semantics, based on continuations, as shown in Fig. 2. Again, our
formulation differs only in immaterial ways from Reynolds’s. The domain of term denotations Dc is now given in
terms of continuations mapping value-denotations from E c to final answers from a domain O . This more general view
of term behaviors allows us to extend the language with a variety of additional constructs, such as control operators.
More immediately, however, it also makes it possible to distinguish formally between divergence and type errors, by
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Dd = E d⊥
E d ∼= N+ (Dd → Dd) [ιdn : N→ E d, ιdf : (Dd → Dd)→ E d]
[[t]]d ∈ (V→ Dd)→ Dd
[[n]]d = λρ.bιdn(n)c
[[succ]]d = λρ.bιdf(λd. (λe.case e of
{
ιdn(n)→bιdn(n + 1)c
ιdf( f )→⊥Dd
}
)∗ d)c
[[x]]d = λρ.ρ x
[[λnx . t]]d = λρ.bιdf(λd.[[t]]dρ[x 7→ d])c
[[λvx . t]]d = λρ.bιdf(λd.(λe.[[t]]dρ[x 7→ bec])∗d)c
[[t1 t2]]d = λρ.(λe.case e of
{
ιdn(n)→⊥Dd
ιdf( f )→ f ([[t2]]dρ)
}
)∗ ([[t1]]dρ)
[[t]]D ∈ N⊥ [t closed]
[[t]]D = (λe.case e of
{
ιdn(n)→bnc
ιdf( f )→⊥N⊥
}
)∗ ([[t]]d (λx .⊥Dd))
Fig. 1. Direct semantics of the sample language.
Dc = (E c → O)→ O [O pointed, oerr ∈ O , kinit ∈ N→ O]
E c ∼= N+ (Dc → Dc) [ιcn : N→ E c, ιcf : (Dc → Dc)→ E c]
[[t]]c ∈ (V→ Dc)→ Dc
[[n]]c = λρ.λk.k (ιcn(n))
[[succ]]c = λρ.λk.k (ιcf(λd.λk.d (λe.case e of
{
ιcn(n)→ k (ιcn(n + 1))
ιcf( f )→ oerr
}
)))
[[x]]c = λρ.λk.ρ x k
[[λnx . t]]c = λρ.λk.k (ιcf(λd.λk.[[t]]cρ[x 7→ d] k))
[[λvx . t]]c = λρ.λk.k (ιcf(λd.λk.d (λe. [[t]]cρ[x 7→ λk′.k′e] k)))
[[t1 t2]]c = λρ.λk.[[t1]]cρ (λe.case e of
{
ιcn(n)→ oerr
ιcf( f )→ f ([[t2]]cρ) k
}
)
[[t]]C ∈ O [t closed]
[[t]]C = [[t]]c (λx .λk.oerr)(λe.case e of
{
ιcn(n)→ kinit n
ιcf( f )→ oerr
}
)
Actual: O = (N+ 1)⊥, oerr = bin2(∗)c, kinit = λn.bin1(n)c.
Simplified variant: O = N⊥, oerr = ⊥, kinit = λn.bnc.
Fig. 2. Continuation semantics of sample language.
designating a particular answer element oerr ∈ O as representing an aborted computation. Successful termination is
modeled by applying the initial continuation kinit to the number intended as the final result, so we normally require
that ∀n ∈ N. kinit n 6= oerr.
If we had considered the simplified variant of the continuation semantics (i.e., with O = N⊥), which identifies
divergence and errors, we would expect a complete agreement between their observable results, i.e., for closed t ,
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[[t]]D = [[t]]C. However, we will actually look at a slightly more complicated notion of agreement between the two
semantics, where type errors give an observably different result from divergence in the continuation-based one. (We
could also have distinguished further between different kinds of errors: using a function as a number and vice versa;
the adaptations are straightforward.) To state the agreement in this setting, let Abs : (N+ 1)⊥→ N⊥ be given by
Abs(⊥) = Abs(bin2(∗)c) = ⊥ Abs(bin1(n)c) = bnc ,
i.e., the function that identifies observations of error results with divergence. We then expect to show the following
result:
Theorem 1 (Agreement of Semantics). For closed t, [[t]]D = Abs([[t]]C).
1.4. Showing agreement
When proving the above theorem, we encounter three primary sources of complications:
(1) The semantics are expressed in terms of reflexive domains, about which we will ultimately need to know more
than just that they are solutions of the evident domain equations. While this is a major technical problem, it is
essentially orthogonal to the specific relationship between the two semantics.
(2) The two semantics have different observable type-error behavior. We need to make sure that their “agreement
up to abstracted observation” is properly maintained also at higher types, i.e., for semantic values representing
functions.
(3) The two semantics are organized differently (direct versus continuation-passing). Although this looks like a cross-
cutting difference, because it permeates all the semantic equations, a suitable schematization of the two semantics
will also let us isolate this aspect from the others.
In short, the problem boils down to formulating a suitable induction hypothesis about the meanings of general terms
in the two semantics, from which Theorem 1 can ultimately be obtained. To capture the relationship between direct and
continuation meanings of terms and values, Reynolds introduced two relations, (∼) ⊆ Dd × Dc and (≈) ⊆ E d × E c,
such that
d ∼ d ′ ⇐⇒ (d = ⊥∧ (d ′ = λk.⊥∨ d ′ = λk.bin2(∗)c)) ∨
(∃e ≈ e′. d = bec ∧ d ′ = λk.k e′)
e ≈ e′ ⇐⇒ (∃n. e = ιdn(n) ∧ e′ = ιcn(n)) ∨
(∃ f, f ′. e = ιdf( f ) ∧ e′ = ιcf( f ′) ∧ ∀d ∼ d ′. f d ∼ f ′ d ′).
The characterization of∼ says that a direct and a continuation term-meaning are related if they either both represent
failure to compute a value, or both represent successful computations of related values. On the other hand, two value-
meanings are related by ≈ if either both are the same number, or both are functions mapping related term-meaning
arguments to related results. Given these equivalences, it is then straightforward to show, by structural induction on t ,
that
(∀x ∈ V. ρ x ∼ ρ′ x)⇒ [[t]]dρ ∼ [[t]]cρ′ .
And from this implication, the desired Theorem 1 follows easily. But does ∼ exist at all? Unlike a logical relation, ≈
is not defined by induction on the type structure. And since ∼ (through ≈) occurs negatively in its own specification
property, it might be that the specification is actually unsatisfiable, i.e., amounts to requiring that d ∼ d ′ precisely
when d 6∼ d ′. Needless to say, an equivalence proof building implicitly on the existence of such a relation is unhelpful.
It turns out that existence of ∼ relies on more than E d and E c being arbitrary solutions to the underlying domain
equations: we also exploit that they are least solutions. Reynolds’s paper goes back to the inverse-limit constructions
of E d and E c, and reinforces them to construct the relation ≈ at the same time. In this paper we will use a more
abstract method, due to Pitts, which establishes the existence (and uniqueness) of≈ based only on a simple, equational
characterization of minimality.
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1.5. Outline of the paper
In addition to showing the motivating Theorem 1 itself, we also want to develop a general methodology for
establishing that two monadic semantics of a language agree. Accordingly, we use the following strategy:
(1) Introduce a formal metalanguage with recursive types and an abstract notion of computational effects. This
language will have a straightforward domain-theoretic semantics, parameterized by the interpretations of effects
as monads.
(2) Define a single, compositional translation of the sample language (henceforth called the object language) to the
metalanguage, in such a way that we can recover both the direct and the continuation semantics as particular
domain-theoretic interpretations of effects in the metalanguage.
(3) Develop general principles for constructing type-indexed relations between interpretations of the metalanguage,
parameterized by relational actions of the effects; and show a general logical-relations lemma.
(4) Instantiate the logical-relations construction with specific relational interpretations of the effects, to obtain the
desired equivalence theorem for the object language.
The first two points are covered in Section 2, and the last two in Section 3.
Additionally, the development is structured in such a way that it restricts easily to a setting without recursive types.
That is, the parts of Sections 2 and 3 dealing with recursive types and relations between them can be skipped –
especially on a first reading – without significant loss of continuity. In particular, if we want to show a property like
Theorem 1 in the context of a simply typed object language, we only have to deal with problems (2) and (3) from
Section 1.4, and the arguments are somewhat simpler. However, the basic message of the paper is that recursive types
are in fact quite benign, and that the effect-specific reasoning from the typed case scales “for free” to an untyped
object language.
2. A multi-monadic metalanguage
Even for modeling languages with a single notion of computational effects (i.e., effect-untyped ones), it is often
useful to structure the semantics and proofs in terms of multiple effects, much like a semantics of an untyped language
nevertheless typically makes use of several semantic domains (such as the D and E in our sample semantics).
Accordingly, we start our development by introducing a Multi-Monadic MetaLanguage, M3L.
This language is essentially that of Moggi [18,19], straightforwardly extended with constructs for product, sum, and
(nested) recursive types, in the manner of FPC [10,9]. The main novelty is that we generalize the single computation-
type constructor T to a whole family of such constructors, indexed by effects. We also relax the conditions on well-
formed function spaces: in addition to T -exponentials τ→T τ ′, we allow the codomain type to be a product or further
function space of computation types. The purpose is to syntactically allow total function spaces in places where they
do not cause trouble semantically. Thus, e.g., int→ bool→ T int would be a well-formed type (with an interpretation
isomorphic to that of its uncurried variant, int × bool→ T int), but int→ int would not.
On the semantic side, to keep the constructions concrete, we will only consider one specific, domain-theoretic
interpretation of the metalanguage (though parameterized by the meanings of base effects, types, and constants),
instead of considering interpretations in arbitrary categories with suitable additional structure. This choice in particular
ensures that all monads are automatically strong, simplifying many definitions and arguments. Also, to make the
characterizations of both recursive types and terms more concise, we assume that all relevant computational effects
include divergence as a possible behavior. These specializations are not expected to be essential, however: it should
ultimately be possible to reformulate the following development in more abstract terms.
2.1. Syntax
We present the syntax of M3L in two parts: first the types and effects, and then terms. As is conventional, the syntax
is parameterized by a signature Σ of elementary constructs included in the metalanguage.
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Raw syntax [up to renaming of bound type variables (underlined)]
∆ ::= α1, . . . , αn [all αi pairwise distinct]
τ ::= α | b | 1 | τ1 × τ2 | 0 | τ1 + τ2 | µα.τ | σ
σ ::= 1 | σ1 × σ2 | τ → σ | 〈e〉τ
Kinding judgment, `∆ τ type :
`∆ α type (α ∈ ∆) `∆ b type ((b type) ∈ Σ ) `∆ 1 type
`∆ τ1 type `∆ τ2 type
`∆ τ1 × τ2 type `∆ 0 type
`∆ τ1 type `∆ τ2 type
`∆ τ1 + τ2 type
`∆,α τ type
`∆ µα.τ type
`∆ σ e-type
`∆ σ type
Effect-kinding judgment, `∆ σ e-type :
`∆ 1 e-type
`∆ σ1 e-type `∆ σ2 e-type
`∆ σ1 × σ2 e-type
`∆ τ type `∆ σ e-type
`∆ τ → σ e-type
`∆ τ type
`∆ 〈e′〉τ e-type ((e  e
′) ∈ Σ )
Fig. 3. Well-kinded M3L types.
2.1.1. Types and effects
Definition 2. The types-and-effects part of an M3L signature Σ consists of the following:
• A countable set of base types b.
• A countable set of effects e, partially ordered by a subeffect relation .
We also require that the collection of effects has a least element, .
Much like a type can be understood as denoting a collection of values, an effect denotes a collection of computation
behaviors. These always include the pure behavior, i.e., merely returning a value; and there is a notion of sequencing
the behaviors of two subcomputations. Effect names need not be atomic: for example e could itself be a set of
exceptions that can be raised, or of storage cells that the computation can access.
Subeffecting is conceptually similar to subtyping: it may represent inclusion of behaviors (like variant-subtyping,
where the supertype contains additional values), but also identification of behaviors (like record-subtyping, where the
supertype ignores some distinctions between values). We will work with an explicit-coercion semantics of subeffecting
in the metalanguage, but this semantics may be used to interpret implicit subeffecting (effect-subsumption) in an
object language. The effect contains divergence as the only non-pure behavior. As noted above, we will assume that
meanings of all other effects include this behavior as well.
Given a signature, we define well-kinded types in Fig. 3. We distinguish syntactically between general (or value)
types τ and computation types σ , the latter being properly included in the former. To conveniently model (nested)
type recursion, types may in general contain free type variables from a kinding context ∆; such variables are always
considered to stand for value-types.
Terms of e-type σ represent generalized computations with e-behaviors. Such a generalized computation may need
to be instantiated with further data, before it can proceed. In the simplest case, σ = 〈e〉τ , no additional data is needed.
For σ = σ1×σ2, the data determines whether to compute the first or the second component of the pair; for σ = τ→σ ′,
it is simply the τ -typed argument value. For σ = 〈e′〉τ with e  e′, it represents whatever information is needed to turn
an e′-computation into an e-computation; for example, if e is partiality and e′ is partiality and state access, then an e′-
computation is still a potentially diverging computation, but needing the initial state as the datum. -types correspond
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precisely to pointed types [17, 2.6.4]. (In the semantics, when is interpreted as the domain-theoretic lifting monad,
they will denote pointed cpos.)
The syntax embodies a slight notational ambiguity, in that we are using the same symbol × for both value- and
computation-product types (and similarly for the nullary variant, 1). However, we will ensure that this overloading is
always coherent; that is, if we explicitly write σ for the inclusion of computation-types among general ones, it will
always be the case that [[σ1 × σ2 ]] = [[σ1 × σ2]] and [[1]] = [[1]].
Remark 3. We note that the following rule is evidently admissible:
`∆ σ e′-type
`∆ σ e-type ((e  e
′) ∈ Σ ).
If, instead, we took it as a proper rule, we could simply require e = e′ in the kinding rule for 〈e′〉τ . We prefer the
current formulation, however, since it makes the semantics of e-types definable by induction on syntactic phrases,
rather than on kinding derivations. 
2.1.2. Terms
Definition 4. A (full) M3L signature Σ consists of a type-and-effect part as in Definition 2, together with a countable
set of typed constants c: τ , where ` τ type according to the signature.
The main purpose of the constants is to allow construction of terms denoting non-trivial effectful computations.
For example, a signature containing an exception effect e and a base type exn of exception names would typically
also contain a constant raise : exn → 〈e〉0 (where raise x raises exception x without returning any result), and a
type-indexed family of constants handleα : 〈e〉α× (exn→〈e〉α)→〈e〉α (where handleα (t, h) passes any exception
raised by t to the handler h, which may either properly handle or re-raise it).
Given such a signature, the well-typed terms over Σ are shown in Fig. 4. The intended semantics of the various
constructs should be mostly self-explanatory, except possibly for the last three forms. vale M is the pure e-computation
that simply returns the value of M . glete x ⇐ M1.M2 is the generalized e-computation that, once it obtains its required
instantiation data, performs the (ordinary) e-computation M1, binds x to the result, and then continues with the now-
instantiated computation M2. Finally, µxσ .M allows recursive definitions of terms of any e-type σ . In particular,
we can use it directly for defining function tuples by mutual recursion. (Given recursion on types, term recursion is
actually definable by means of the Y -combinator, but we include it as a separate construct, so that the fragment of
M3L without µ-types is also computationally interesting.)
Note that, although µα. · · · is the only binding construct for type variables, we do allow terms over a non-empty∆,
e.g., `α λxα.val⊥ x : α→ 〈 〉α; such top-level polymorphic terms will be useful for expressing monad definitions
inside the metalanguage, as detailed in Section 2.6.
We will frequently omit type tags where they are clear from the context. As syntactic sugar, we will also allow all
binding occurrences of variables to be written as product-patterns, e.g., λ(xτ1 , yτ2).M , with the obvious expansion in
terms of projections from a single variable.
Finally, we can define two simpler term constructors in terms of the generalized let:
leteτ x ⇐ M1.M2 ≡ glete〈e〉τ x ⇐ M1.M2
ince,e
′
τ M ≡ glete〈e′〉τ x ⇐ M. vale
′
x
with derived typing rules:
Γ `∆ M1 : 〈e〉τ Γ , x : τ `∆ M2 : 〈e〉τ ′
Γ `∆ leteτ x ⇐ M1.M2 : 〈e〉τ ′
Γ `∆ M : 〈e〉τ
Γ `∆ ince,e′τ M : 〈e′〉τ
(e  e′).
Remark 5. M3L is syntactically very similar to the Dependency Core Calculus (DCC) [1], where our poset of effects
is specialized to a lattice of protection levels. The rules for well-kinded e-types mirror those for the protected type
relation in DCC, and the rules for val and glet are like for η and bind. The DCC semantics is somewhat different,
though, because the levels are not meant to model computational effects, but only restrictions on dependence; thus,
they only play a non-trivial role in the relational interpretation. (In Tse and Zdancewic’s formulation [34], however,
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Raw syntax [up to renaming of bound variables (underlined)]
Γ ::= x1: τ1, . . . , xn : τn [all xi pairwise distinct]
M ::= x | c | () | (M1,M2) | fst(M) | snd(M) | inlτ2 (M) | inrτ1 (M)
| voidτ (M) | case M of inl (x1).M1 [] inr (x2).M2 | inµα.τ (M)
| outµα.τ (M) | λxτ .M | M1 M2 | vale M | gleteσ x ⇐ M1.M2 | µxσ .M
Well-kinded type environments `∆ Γ env ⇔ ∀(xi : τi ) ∈ Γ . `∆ τi type.
Assuming `∆ Γ env and `∆ τ type, a typing judgment Γ `∆ M : τ :
Γ `∆ c : τ ((c: τ) ∈ Σ ) Γ `∆ x : τ ((x : τ) ∈ Γ ) Γ `∆ () : 1
Γ `∆ M1 : τ1 Γ `∆ M2 : τ2
Γ `∆ (M1,M2) : τ1 × τ2
Γ `∆ M : τ1 × τ2
Γ `∆ fst(M) : τ1
Γ `∆ M : τ1 × τ2
Γ `∆ snd(M) : τ2
Γ `∆ M : 0
Γ `∆ voidτ (M) : τ
Γ `∆ M : τ1
Γ `∆ inlτ2 (M) : τ1 + τ2
Γ `∆ M : τ2
Γ `∆ inrτ1 (M) : τ1 + τ2
Γ `∆ M : τ1 + τ2 Γ , x1: τ1 `∆ M1 : τ Γ , x2: τ2 `∆ M2 : τ
Γ `∆ case M of inl (x1).M1 [] inr (x2).M2 : τ
Γ `∆ M : τ [(µα.τ )/α]
Γ `∆ inµα.τ (M) : µα.τ
Γ `∆ M : µα.τ
Γ `∆ outµα.τ (M) : τ [(µα.τ )/α]
Γ , x : τ `∆ M : σ
Γ `∆ λxτ .M : τ → σ
Γ `∆ M1 : τ → σ Γ `∆ M2 : τ
Γ `∆ M1 M2 : σ
Γ `∆ M : τ
Γ `∆ vale M : 〈e〉τ
Γ `∆ M1 : 〈e〉τ Γ , x : τ `∆ M2 : σ `∆ σ e-type
Γ `∆ gleteσ x ⇐ M1.M2 : σ
Γ , x : σ `∆ M : σ
Γ `∆ µxσ .M : σ
Fig. 4. Well-typed M3L terms.
levels are modeled in terms of environment monads giving selective access to keys that allow otherwise parametric
computations to non-trivially depend on data from lower protection levels.)
DCC actually models not only security considerations, but also more general questions of what computations may
depend on what data, such as binding-time analysis. A closer investigation is beyond the scope of this paper, but
it seems very likely that the commonalities are more than superficial. In particular, we expect that the constructions
presented here could be easily instantiated or adapted to give a coherent account of an extension of DCCwith recursive
types, and possibly also with computational effects beyond partiality.
If we wanted to give a formal operational interpretation of the metalanguage, it might be advantageous to
distinguish syntactically between value terms (with τ -types) and computation terms (with σ -types), as is done in
Levy’s call-by-push-value syntax [12], or perhaps adopt the modal-logic-based syntax of Pfenning and Davies [23].
However, we choose not to pursue such directions here, both in order to remain as close as possible to Moggi’s original
monadic metalanguage, and because the idea of an operational semantics parameterized by an arbitrary notion of
computation conceptually requires parameterizing over the format of the evaluation rules, which seems hard to do
uniformly in a sufficiently general way. 
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2.2. Semantical preliminaries
As already mentioned, we are working in the concrete setting of cpos (more precisely, ω-cpos, i.e., sets equipped
with partial orders, closed under limits of ω-chains, but not necessarily containing least elements). A “function” will
always mean a total, continuous function (i.e., preserving limits of ω-chains), unless explicitly qualified otherwise.
It is expected, though, that the constructions should be fairly robust with respect to the precise domain-theoretic
framework used.
Cpos and functions form a category Cpo; though we will occasionally mention categorical shorthand for some of
the definitions and results, the development is meant to be accessible even to readers without any formal background
in category theory.
Definition 6 (Monad). A monad is a triple, T = (T, η, ?), where for every cpo A, T A is a cpo of computations of
A-elements; for every A, ηA : A→ T A is the unit function, and for every A and B, ?A,B : T A × (A→ T B)→ T B
is the bind function. These functions must satisfy the following equalities:
ηA a ?A,B f = f a [a ∈ A, f ∈ A→ T B] (1)
t ?A,A ηA = t [t ∈ T A] (2)
(t ?A,B f ) ?B,C g = t ?A,C (λaA. f a ?B,C g) [t ∈ T A, f ∈ A→ T B, g ∈ B→ TC]. (3)
We will often omit the indices on these and other cpo-indexed function families when they are clear from the context.
Remark 7. Technically, the above definition is more accurately called a Kleisli triple. However, this formulation
is equivalent to the more standard category-theoretic notion of monads, as consisting of an endofunctor T on Cpo
and natural transformations ηA : A → T A and µA : T T A → T A satisfying a couple of additional equations
[14, VI], because one can take T ( f ) = λtT A. t ?A,B (ηB ◦ f ) and µA = λtT T A. t ?T A,A idT A; and, conversely,
t ?A,B f = µB(T ( f ) t).
More subtly, we are actually working with strong monads [18], in that the ?-operation acts on elements of the
function space, f ∈ A→ T B, rather than on morphisms f : A→ T B. Notationally, this strengthening means that in
t ?λa. · · ·, we allow the abstraction body to contain variables other than a. In the setting of cpos (where the morphisms
and function-space elements are in 1–1 correspondence), the shortcut makes no material difference, but simplifies the
notation considerably. However, it should also be possible to rework the following constructions in terms of a tensorial
strength τA,B : A×T B→T (A× B), used to explicitly “bring in” variables under the scope of a computation. (In our
formulation, it is trivially definable as τA,B = λ(a, t). t ? λb.η (a, b).) This refinement might prove necessary if we
want to extend the results to a more complicated setting, such as a Kripke semantics. Alternatively, one might build
uses of τ directly into the ?-operation as an indexed Kleisli triple, in the manner of Pitts [24]. 
Example 8. The lifting monad T = (T , η , ? ) is given by
T A = A⊥ η a = bac t ? f = f ∗t.
It is immediately checked that T is indeed a monad. 
The intuition is that elements of T A represent potentially effectful computations of A-elements. ηa represents
the pure computation returning a, while t ? f represents the computation evaluating t , followed by applying f to
the result (if any). Elements of T A other than ηa represent computations with various impure behaviors. While η is
usually injective, there is no requirement of this; in particular, T A = 1 can be uniquely extended to a monad.
Definition 9 (Monad Morphism). A monad morphism from (T, η, ?) to (T ′, η′, ?′) is a family of functions iA :
T A→ T ′A, such that
iA (ηA a) = η′A a [a ∈ A] (4)
iB (t ?A,B f ) = iA t ?′A,B (λa. iB ( f a)) [t ∈ T A, f ∈ A→ T B]. (5)
It is easy to check that the identity and composition of monad morphisms are themselves monad morphisms;
indeed, monads and morphisms between them form a category.
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A monad morphism can be thought of as transforming between different representations of behaviors; as such, it
must preserve the pure behavior and behavior sequencing. Monad morphisms will be used to model subeffecting in
the metalanguage.
Definition 10 (Monad Algebra). An algebra for a monad (T, η, ?) is a pair (D, γ ), where D is the carrier cpo, and
γ : T D→ D is the structure map, such that
γ (ηD d) = d [d ∈ D] (6)
γ (t ?A,D f ) = γ (t ?A,D λa.ηD (γ ( f a))) [t ∈ T A, f ∈ A→ T D]. (7)
Consider an algebra (D, γ : D⊥ → D) for the lifting monad. D must have a least element, namely ⊥D = γ ⊥
(because, by monotonicity of γ and (6), for any d ∈ D,⊥D = γ ⊥ v γ bdc = γ (η d) = d). Conversely, any pointed
cpo can be (uniquely) organized as a T -algebra by taking γ ⊥ = ⊥D and γ bdc = d. Eq. (6) is then immediate, and
(7) is clearly satisfied both for t = ⊥ and t = bac.
Algebras will be used for modeling generalized computations in the metalanguage.
Definition 11 (Algebra Morphism). An algebra morphism or rigid function between T -algebras (D, γ ) and (D′, γ ′)
is a function h : D→ D′, such that
h (γ t) = γ ′ (t ?D,D′ λd.ηD′ (h d)) [t ∈ T D]. (8)
In particular, a function between pointed cpos D and D′ is a T -algebra morphism precisely when it is strict, i.e.,
maps ⊥D to ⊥D′ . More generally, when elements of D and D′ represent generalized computations, a rigid function
can be thought of as mapping every d into a d ′ that uses (and performs any behaviors of) d “first”.
Monad morphisms naturally relate independently given monads. There is also a different notion of relationship,
particularly convenient for constructing more complex monads incrementally, by building on top of simpler ones [8];
we will return to this construction in Section 2.6:
Definition 12 (Monad Layering). A layering of monad T ′ over T is a family of T -algebras (T ′A, γA : T T ′A →
T ′A), with respect to which λt ′. t ′ ?′A,B f ∈ T ′A→ T ′B is rigid for every f ∈ A→ T ′B, i.e., such that
γA t ?′A,B f = γB (t ?T ′A,T ′B λt ′.ηT ′B (t ′ ?′A,B f )) [t ∈ T T ′A]. (9)
It is easy to see that the two notions are in fact equivalent:
Lemma 13. There is a one-to-one correspondence between monad layerings γ of T ′ over T , and monad morphisms
i from T to T ′, given by
iA t = γA (t ?A,T ′A λa.ηT ′A (η′A a)) [t ∈ T A] (10)
γA t = iT ′A t ?′T ′A,A λt ′. t ′ [t ∈ T T ′A]. (11)
Proof. Assuming that each of T and T ′ satisfies Eqs. (1)–(3), it is straightforward to check that (4) and (5) follow
from (6), (7), (9) and (10); and conversely, that (6), (7) and (9) follow from (4), (5) and (11). Moreover, i expanded
by (10) and (11) is equal to i by (4) and (5); and conversely, γ expanded by (10) and (11) is equal to γ by (6), (7) and
(9). 
2.3. Semantics of types
Let us now return to giving a semantics of M3L. We start with interpreting the type structure:
Definition 14. A type-and-effect interpretation of an M3L signature Σ consists of the following assignments:
• To every base type b ∈ Σ , a cpo Bb.
• To every effect e ∈ Σ , a monad T e = (T e, ηe, ?e).
• To every subeffecting (e  e′) ∈ Σ , a monad morphism ie,e′ from T e to T e′ , such that ie,eA = idT eA, and
ie,e
′′
A = ie
′,e′′
A ◦ ie,e
′
A when e  e′  e′′.
The distinguished effect is always interpreted as the lifting monad T .
52 A. Filinski / Theoretical Computer Science 375 (2007) 41–75
For well-formed ∆, [[∆]] = Cpo∆ = {θ | ∀α ∈ ∆.θ(α) cpo}.
Let θ ∈ [[∆]].
For `∆ τ type, a cpo [[τ ]]θ :
[[α]]θ = θ(α)
[[b]]θ = Bb
[[1]]θ = 1 = {∗}
[[τ1 × τ2]]θ = [[τ1]]θ × [[τ2]]θ = {(a1, a2) | a1 ∈ [[τ1]]θ , a2 ∈ [[τ2]]θ}
[[0]]θ = 0 = ∅
[[τ1 + τ2]]θ = [[τ1]]θ + [[τ2]]θ = {in1(a1) | a1 ∈ [[τ1]]θ} ∪ {in2(a2) | a2 ∈ [[τ2]]θ}
[[µα.τ ]]θ = µ[[α.τ ]]mθ = {φ[[α.τ ]]mθ a | a ∈ [[τ ]]θ [α 7→[[µα.τ ]]θ ]} [see Section 2.4]
[[σ ]]θ = [[σ ]]cθ
For `∆ σ e-type, a cpo [[σ ]]cθ and a function [[σ ]]seθ : T e[[σ ]]cθ →[[σ ]]cθ :
[[1]]cθ = 1
[[1]]seθ (t) = ∗
[[σ1 × σ2]]cθ = [[σ1]]cθ × [[σ2]]cθ
[[σ1 × σ2]]seθ (t) = ([[σ1]]seθ (t ?e λ(d1, d2).ηe d1), [[σ2]]seθ (t ?e λ(d1, d2).ηe d2))
[[τ → σ ]]cθ = [[τ ]]θ →[[σ ]]cθ
[[τ → σ ]]seθ (t) = λa.[[σ ]]seθ (t ?e λ f.ηe ( f a))
[[〈e′〉τ ]]cθ = T e
′[[τ ]]θ
[[〈e′〉τ ]]seθ (t) = ie,e
′
t ?e
′
λt ′. t ′
Fig. 5. Semantics of M3L types.
(The last two bullets could be summarized as saying that the interpretation of effects must be a functor from the
skeletal category of effect names and subeffecting to the category of monads and monad morphisms.)
Given such an interpretation, and an assignment of cpos to all type variables in ∆, we define meanings of all types
and e-types over ∆ in Fig. 5. (We will elaborate on the meaning of µ-types in Section 2.4.)
We immediately see, since the inclusion from computation to value types merely forgets the structure-map part of
the interpretation, that [[σ1 × σ2 ]]θ = [[σ1 × σ2]]cθ = [[σ1]]cθ × [[σ2]]cθ = [[σ1]]θ × [[σ2]]θ = [[σ1 × σ2]]θ .
Lemma 15. For `∆ σ e-type, ([[σ ]]cθ , [[σ ]]seθ ) is a T e-algebra. In particular, since any well-formed σ is a -type, the
cpo [[σ ]]cθ is always pointed.
Proof. Straightforward induction on the structure of σ . 
As noted in Remark 3, any e′-type is also an e-type when e  e′. The corresponding algebras are related as follows:
Lemma 16. If `∆ σ e′-type and e  e′ then [[σ ]]seθ = [[σ ]]se
′
θ ◦ ie,e
′
.
Proof. Straightforward induction on the structure of σ . 
Remark 17. One might consider extending the metalanguage with a notion of computational base types, to be
interpreted by full algebras rather than only cpos, and/or with type variables ranging over computation types,
potentially allowing direct recursive definitions of the latter. It is unclear, however, whether any useful object languages
would actually require such facilities in the metalanguage; so far, this does not seem to be the case. 
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2.4. Recursive types
We still need to give a proper account of recursive types, which may themselves be type-parameterized, i.e., in
µα.τ , τ may contain type variables other than α, possibly bound by outer µs. As a further challenge, we want the
constructions to eventually scale directly to reasoning about programs with (possibly nested) recursive types, in the
same style as we would use for reasoning about simply typed ones.
This section can be skipped by readers primarily interested in the semantics of effects, rather than of type recursion.
The main result can be summarized as verifying that the second, circular characterization of [[µα.τ ]]θ in Fig. 5 in fact
amounts to a proper definition.
2.4.1. Solving recursive cpo equations
The solutions of recursive domain equations are perhaps more commonly formulated in the category of pointed
cpos and strict continuous functions. Since our metalanguage takes plain cpos as the primitive concept, however, it
will be more convenient to formulate the results in terms of the equivalent category of cpos and (a representation of)
partial continuous functions.
To keep the development compact, we introduce some auxiliary notation. We write f : A ⇀ B for f : A→ B⊥.
For any f : A→ B, we take f = ηB ◦ f = λa.b f ac : A ⇀ B (in particular, idA = ηA : A ⇀ A); and when also
g : B ⇀ C , we define g ◦ f = λa. f a ?B,C g = g∗ ◦ f : A⇀ C . We recognize functions f : A⇀ B as morphisms
in the Kleisli category CpoT of the lifting monad.
Further, for a pair of functions f + : A ⇀ B and f − : B ⇀ A, we write f ± = ( f +f −) : A 
 B, with
i dA =
(idA
idA
) : A 
 A; and when also g± : B 
 C , composition is given by g± • f ± = (g+◦ f +f −◦g−) : A 
 C .
This determines a category of function pairs, Cpo±T . Finally, we write f
∓ = ( f −f +) : B
 A for the function pair with
the components swapped.
To clearly separate the endofunctors on Cpo arising from effect-interpreting monads (as outlined in Remark 7)
from those used only to interpret recursive types, we introduce a compact name for the latter (the prefix “m” is meant
to suggest “mixed” and/or “mu”):
Definition 18 (m-Functor). An m-functor F is a functor from Cpo±T to CpoT , i.e. mapping every cpo A to a
cpo FA; and every function pair f ± : A 
 B to a function F( f ±) : FA ⇀ FB, such that F(i dA) = idFA and
F(g± • f ±) = F(g±) ◦ F( f ±).
We can now state a central result of domain theory:
Theorem 19 (Existence of Minimal Invariants). Let F be a locally continuous m-functor, i.e., additionally satisfying
that F
(⊔
i∈ω f +i⊔
i∈ω f −i
) = ⊔i∈ω F( f +if −i ). Then there exists a minimal invariant for F, i.e., a cpo µF and an isomorphism
φF : F(µF)→ µF, such that fix (λ f µF→(µF)⊥ .φF ◦ F
( f
f
) ◦φ−1F ) = idµF .
Proof. It is fairly easy to verify that the standard inverse-limit construction actually constructs solutions that are
minimal invariants. See, e.g., Pitts [26] for the formulation in terms of pointed cpos and strict functions; the adaptations
to our equivalent category of partial functions are straightforward. 
One can easily show that minimal invariants are unique up to isomorphism. The minimality condition will prove
instrumental not only for reasoning about the solution, but also for even constructing well-defined meanings of nested
µ-types. (Working in the category Cpo±T instead of Cpo
op
T × CpoT , i.e., where the components of a function pair
need not go between the same two cpos, will allow us to use Theorem 19 as stated, without having to generalize it
explicitly to simultaneous minimal invariants; cf. [26, Remark 7.1].)
Example 20. Consider the type µα.1+ α, which we expect to denote a cpo A with an isomorphism φ : 1+ A→ A.
A possible choice is of course A = N, with φ(in1(∗)) = 0 and φ(in2(n)) = n + 1 for all n ∈ N. However, we could
also have taken, e.g., A = N′ = N ∪ {∞} (still ordered discretely); then, with the additional clause φ(in2(∞)) = ∞,
φ : 1+ N′→ N′ remains an isomorphism.
However, the minimal-invariant condition turns out to say that the “copy function”, f : A → A⊥, recursively
defined in the least-fixed-point sense by
54 A. Filinski / Theoretical Computer Science 375 (2007) 41–75
f (a) = case φ−1(a) of
{
in1(∗)→bφ(in1(∗))c
in2(a′)→ (λa′′.bφ(in2(a′′))c)∗( f (a′))
}
must satisfy f (a) = bac for all a ∈ A. This is in fact the case for all a ∈ N, but we evidently have f∞ = ⊥, so the
alternative solution fails to be a minimal invariant.
Note, though, that N and N′ are still isomorphic as sets, and hence also as discrete cpos. Thus, being a minimal
invariant is inherently a property of the whole pair (µF, φF ), not just of µF itself. (We will return this example when
considering recursively defined relations.) 
2.4.2. M-functorial semantics of types
To use Theorem 19, we need to associate with each type constructor α.τ , an m-functorial action. And to define this
action by induction on τ , which may itself contain µs, we need to generalize our notion of an m-functor a bit, making
it take as arguments a whole sequence of objects or function pairs, indexed by a sequence of type variables ∆:
Let θ, θ ′ ∈ [[∆]]. We write ϕ : θ 
 θ ′ for ∀α ∈ ∆. ϕ(α) : θ(α)
 θ ′(α). In particular, i dθ : θ 
 θ is defined
componentwise, and for ϕ1 : θ 
 θ ′ and ϕ2 : θ ′ 
 θ ′′, so is ϕ2•ϕ1 : θ 
 θ ′′. This determines a category (Cpo±T )∆.
Finally, we define ϕĎ ∈ θ ′ 
 θ by ϕĎ(α) = f ∓, when ϕ(α) = f ±, for each α ∈ ∆.
We give the m-functorial interpretations of types in Fig. 6.
Again, we first check that the meanings of product types are coherent:
[[σ1 × σ2 ]]f(ϕ) = λd.η ([[σ1 × σ2]]cf(ϕ)d)
= λ(d1, d2).η ([[σ1]]cf(ϕ)d1, [[σ2]]cf(ϕ)d2)
= λ(d1, d2).η ([[σ1]]cf(ϕ)d1) ? λd ′1.η ([[σ2]]cf(ϕ)d2) ? λd ′2.η (d ′1, d ′2)
= λ(d1, d2).[[σ1]]f(ϕ)d1 ? λd ′1.[[σ2]]f(ϕ)d2 ? λd ′2.η (d ′1, d ′2)
= [[σ1 × σ2]]f(ϕ).
Lemma 21. For `∆ σ e-type, and ϕ : θ 
 θ ′, [[σ ]]cf(ϕ) is strict (i.e., a T -algebra morphism):
[[σ ]]cf(ϕ)([[σ ]]sθ t) = [[σ ]]sθ ′ (t ? λd.η ([[σ ]]cf(ϕ)d)) [t ∈ T ([[σ ]]θ)]. (12)
Proof. It is easy to check, by induction on σ , that [[σ ]]cf(ϕ)⊥[[σ ]]θ = ⊥[[σ ]]θ ′ . In fact, with a little care, we can show that
if `∆ σ e-type then [[σ ]]cf(ϕ) is also a T e-algebra morphism, as long as T e is a commutative monad (commutativity
is needed in the function-type case). 
The functor [[σ ]]cf(−) thus effectively goes to the Eilenberg–Moore category of the lifting monad, CpoT , which
we can think of as the subcategory of Cpo with pointed cpos as objects and (total) strict functions as morphisms.
Formally, since the proper definition of [[τ ]]θ when τ = µα.τ0 relies on Theorem 19, the fact that [[τ ]]θ is well
defined has to be shown by induction on τ together with the following result:
Lemma 22. The semantics [[τ ]]f(ϕ) and [[σ ]]cf(ϕ) are functorial in the following senses: let θ, θ ′, θ ′′ ∈ [[∆]] and
ϕ1 : θ 
 θ ′, ϕ2 : θ ′
 θ ′′. Then
(1) If `∆ τ type then ([[τ ]]−, [[τ ]]f(−)) form a functor from (Cpo±T )∆ to CpoT , i.e., [[τ ]]f(i dθ ) = id[[τ ]]θ and
[[τ ]]f(ϕ2 •ϕ1) = [[τ ]]f(ϕ2) ◦ [[τ ]]f(ϕ1).
(2) If `∆ σ e-type then ([[σ ]]c−, [[σ ]]cf(−)) form a functor from (Cpo±T )∆ to Cpo, i.e., [[σ ]]cf(i dθ ) = id[[σ ]]cθ and
[[σ ]]cf(ϕ2 •ϕ1) = [[σ ]]cf(ϕ2) ◦ [[σ ]]cf(ϕ1).
In particular, for `∆,α τ type, [[α.τ ]]mθ is indeed a locally continuous m-functor.
Proof. By mutual structural induction on τ and σ . Most cases for part (1) are completely straightforward, noting that
the case for τ1 × τ2, like Lemma 21, relies on T being commutative. The only non-obvious case is for τ = µα.τ0.
For the first half (identity), let F = [[α.τ0]]mθ , take φ± =
( φF
φ−1F
)
, and define the functionals,
H(h±) =
(
φ+ ◦ [[τ0]]f(i dθ [α 7→ h±]) ◦φ−
φ+ ◦ [[τ0]]f(i dθ [α 7→ h∓]) ◦φ−
)
=
(
φ+ ◦ F(h±) ◦φ−
φ+ ◦ F(h∓) ◦φ−
)
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Let θ, θ ′ ∈ [[∆]]; and ϕ : θ 
 θ ′.
For `∆ τ type, a function [[τ ]]f(ϕ) : [[τ ]]θ ⇀ [[τ ]]θ ′ :
[[α]]f(ϕ) = f + where ϕ(α) = f ±
[[b]]f(ϕ) = idBb = η
[[1]]f(ϕ) = id1 = λu.η ∗
[[τ1 × τ2]]f(ϕ) = λ(a1, a2).[[τ1]]f(ϕ)a1 ? λa′1.[[τ2]]f(ϕ)a2 ? λa′2.η (a′1, a′2)
[[0]]f(ϕ) = ∅ [empty function from ∅ to ∅⊥]
[[τ1 + τ2]]f(ϕ) = λs.case s of
{
in1(a1)→[[τ1]]f(ϕ)a1 ? λa′1.η (in1(a′1))
in2(a2)→[[τ2]]f(ϕ)a2 ? λa′2.η (in2(a′2))
}
[[µα.τ ]]f(ϕ) = h+ where, in the least-fixed-point sense,
h± =
( φ[[α.τ ]]m
θ ′ ◦ [[τ ]]f(ϕ[α 7→ h±]) ◦φ
−1
[[α.τ ]]mθ
φ[[α.τ ]]mθ ◦ [[τ ]]f(ϕĎ[α 7→ h∓]) ◦φ−1[[α.τ ]]m
θ ′
)
=
( λmµ[[α.τ ]]mθ .[[τ ]]f(ϕ[α 7→ h±])(φ−1[[α.τ ]]mθ m) ? λa.η (φ[[α.τ ]]mθ ′ a)
λmµ[[α.τ ]]
m
θ ′ .[[τ ]]f(ϕĎ[α 7→ h∓])(φ−1[[α.τ ]]m
θ ′
m) ? λa.η (φ[[α.τ ]]mθ a)
)
[[σ ]]f(ϕ) = [[σ ]]cf(ϕ) = λd.η ([[σ ]]cf(ϕ)d)
For `∆ σ e-type, a function [[σ ]]cf(ϕ) : [[σ ]]cθ →[[σ ]]cθ ′ :
[[1]]cf(ϕ) = id1 = λu1.∗
[[σ1 × σ2]]cf(ϕ) = [[σ1]]cf(ϕ)× [[σ2]]cf(ϕ) = λ(d1, d2). ([[σ1]]cf(ϕ)d1, [[σ2]]cf(ϕ)d2)
[[τ → σ ]]cf(ϕ) = λ f.[[σ ]]sθ ′ ◦ ([[σ ]]cf(ϕ) ◦ f ◦ [[τ ]]f(ϕĎ))
= λ f.λa′[[τ ]]θ ′ .[[σ ]]sθ ′ ([[τ ]]f(ϕĎ)a′ ? λa[[τ ]]θ .η ([[σ ]]cf(ϕ)( f a)))
[[〈e′〉τ ]]cf(ϕ) = λtT e′ [[τ ]]θ . t ?e′ λa[[τ ]]θ . i ,e′ ([[τ ]]f(ϕ)a)
For θ ∈ [[∆]] and `∆,α τ type, an m-functor [[α.τ ]]mθ :
[[α.τ ]]mθ (A) = [[τ ]]θ [α 7→A] [[α.τ ]]mθ ( f ±) = [[τ ]]f(i dθ [α 7→ f ±]) .
Fig. 6. M-functorial actions of M3L types.
K (h) = φ+ ◦ [[τ0]]f
(
i dθ
[
α 7→
(
h
h
)])
◦φ− = φ+ ◦ F
(
h
h
)
◦φ−.
Then H
(h
h
) = (K (h)K (h)). By induction, we also get that for all n ∈ ω, Hn(⊥⊥) = (K n(⊥)K n(⊥)): the case n = 0 is immediate,
and
Hn+1
(⊥
⊥
)
= H
(
Hn
(⊥
⊥
))
ih= H
(
K n(⊥)
K n(⊥)
)
=
(
K (K n(⊥))
K (K n(⊥))
)
=
(
K n+1(⊥)
K n+1(⊥)
)
.
Hence,
[[µα.τ0]]f(i dθ ) = pi+(fix H) = pi+
(⊔
n∈ω
Hn
(⊥
⊥
))
= pi+
(⊔
n∈ω
(
K n(⊥)
K n(⊥)
))
=
⊔
n
K n(⊥) = fix K
= fix (λh.φF ◦ F
(
h
h
)
◦φ−1F ) = idµF = id[[µα.τ0]]θ
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where pi+( f ±) = f +, and the penultimate equation follows because µF and φF constitute a minimal invariant for
F .
The second half (composition) proceeds similarly. For ϕ : θ 
 θ ′, let
Hϕ(h±) = φ±[[α.τ0]]mθ ′ •
( [[τ0]]f(ϕ[α 7→ h±])
[[τ0]]f(ϕĎ[α 7→ h∓])
)
•φ∓[[α.τ0]]mθ .
Then, by the induction hypothesis for τ0 and the equation φ
∓
[[α.τ0]]mθ ′ •φ
±
[[α.τ0]]mθ ′ = i d, it follows directly that
Hϕ2•ϕ1(h
±
2 • h±1 ) = Hϕ2(h±2 ) • Hϕ1(h±1 ).
Again, by induction on n, we get Hnϕ2•ϕ1
(⊥
⊥
) = Hnϕ2(⊥⊥) • Hnϕ1(⊥⊥): the case n = 0 is because ⊥◦⊥ = ⊥, and
Hn+1ϕ2•ϕ1
(⊥
⊥
)
= Hϕ2•ϕ1
(
Hnϕ2•ϕ1
(⊥
⊥
))
ih= Hϕ2•ϕ1
(
Hnϕ2
(⊥
⊥
)
• Hnϕ1
(⊥
⊥
))
= Hϕ2
(
Hnϕ2
(⊥
⊥
))
• Hϕ1
(
Hnϕ1
(⊥
⊥
))
= Hn+1ϕ2
(⊥
⊥
)
• Hn+1ϕ1
(⊥
⊥
)
.
Hence,
[[µα.τ0]]f(ϕ2 •ϕ1) = pi+(fix Hϕ2•ϕ1) = pi+
(⊔
n
Hnϕ2•ϕ1
(⊥
⊥
))
= pi+
(⊔
n
Hnϕ2
(⊥
⊥
)
• Hnϕ1
(⊥
⊥
))
= pi+
((⊔
n
Hnϕ2
(⊥
⊥
))
•
(⊔
n
Hnϕ1
(⊥
⊥
)))
= pi+(fix Hϕ2 • fix Hϕ1) = pi+(fix Hϕ2) ◦pi+(fix Hϕ1)
= [[µα.τ0]]f(ϕ2) ◦ [[µα.τ0]]f(ϕ1).
The cases for part (2) are again easy, with the case for τ → σ also exploiting the T -rigidity of [[σ ]]cf(ϕ)
(Lemma 21). Finally, the “in particular” is a direct consequence of part (1), with local continuity following from
the explicit construction of the morphism action in terms of continuous operations. 
We also check that the m-functorial semantics behaves as expected with respect to substitution:
Lemma 23 (Substitution, Types). For `∆ τ ′ type; θ, θ ′ ∈ [[∆]]; and ϕ ∈ θ
θ ′, let A′ = [[τ ′]]θ and f ′± =
( [[τ ′]]f(ϕ)
[[τ ′]]f(ϕĎ)
)
.
Then,
(1) If `∆,α′ τ type then [[τ [τ ′/α′]]]θ = [[τ ]]θ [α′ 7→A′], and [[τ [τ ′/α′]]]f(ϕ) = [[τ ]]f(ϕ[α′ 7→ f ′±]).
(2) If `∆,α′ σ e-type then [[σ [τ ′/α′]]]cθ = [[σ ]]cθ [α′ 7→A′], [[σ [τ ′/α′]]]seθ = [[σ ]]seθ [α′ 7→A′], and [[σ [τ ′/α′]]]cf(ϕ) =
[[σ ]]cf(ϕ[α′ 7→ f ′±]).
Proof. First, it is easy to check that if θ(α) = θ ′(α) for all α ∈ FTV (τ ′), then [[τ ′]]θ = [[τ ′]]θ ′ , and similarly,
[[τ ′]]f(ϕ) = [[τ ′]]f(ϕ′) when ϕ(α) = ϕ′(α) for all such α.
The main proof is by mutual induction on the structure of τ and σ . The only interesting case is for part (1) with τ =
µα.τ0, where we can assume that α 6= α′ and α 6∈ FTV (τ ′). We first check that [[α.τ0[τ ′/α′]]]mθ = [[α.τ0]]mθ [α′ 7→A′]:
[[α.τ0[τ ′/α′]]]mθ (A) = [[τ0[τ ′/α′]]]θ [α 7→A] ih= [[τ0]]θ [α 7→A][α′ 7→[[τ ′]]θ [α 7→A]] = [[τ0]]θ [α 7→A][α′ 7→A′]
= [[α.τ0]]mθ [α′ 7→A′](A)
[[α.τ0[τ ′/α′]]]mθ ( f ±) = [[τ0[τ ′/α′]]]f(i dθ [α 7→ f ±])
ih= [[τ0]]f
(
i dθ [α 7→ f ±]
[
α′ 7→
( [[τ ′]]f(i dθ [α 7→ f ±])
[[τ ′]]f((i dθ [α 7→ f ±])Ď)
)])
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= [[τ0]]f
(
i dθ [α 7→ f ±]
[
α′ 7→
([[τ ′]]f(i dθ )
[[τ ′]]f(i dθ )
)])
∗= [[τ0]]f
(
i dθ [α 7→ f ±]
[
α′ 7→
(
id[[τ ′]]θ
id[[τ ′]]θ
)])
= [[τ0]]f(i dθ [α′ 7→A′][α 7→ f ±])
= [[α.τ0]]mθ [α′ 7→A′]( f ±).
(The equation marked (*) uses Lemma 22(1), which again relies on the minimal-invariant property if τ ′ may contain
a µ-type.)
Then, for the first half of part (1),
[[(µα.τ0)[τ ′/α′]]]θ = [[µα.τ0[τ ′/α′]]]θ = µ[[α.τ0[τ ′/α′]]]mθ = µ[[α.τ0]]mθ [α′ 7→A′] = [[µα.τ0]]θ [α′ 7→A′].
For the second half, let F = [[α.τ0[τ ′/α′]]]mθ = [[α.τ0]]mθ [α′ 7→A′] and F ′ = [[α.τ0[τ ′/α′]]]mθ ′ = [[α.τ0]]mθ ′[α′ 7→A′], and
write φ± = ( φF
φ−1F
)
and φ′± = (φF ′
φ−1F ′
)
. Then
[[(µα.τ0)[τ ′/α′]]]f(ϕ) = [[µα.τ0[τ ′/α′]]]f(ϕ)
= pi+
(
fix
(
λh±.φ′± •
( [[τ0[τ ′/α′]]]f(ϕ[α 7→ h±])
[[τ0[τ ′/α′]]]f(ϕĎ[α 7→ h∓])
)
•φ∓
))
ih= pi+
(
fix
(
λh±.φ′± •
( [[τ0]]f(ϕ[α 7→ h±][α′ 7→ f ′±])
[[τ0]]f(ϕĎ[α 7→ h∓][α′ 7→ f ′∓])
)
•φ∓
))
= pi+
(
fix
(
λh±.φ′± •
( [[τ0]]f(ϕ[α′ 7→ f ′±][α 7→ h±])
[[τ0]]f((ϕ[α′ 7→ f ′±])Ď[α 7→ h∓])
)
•φ∓
))
= [[µα.τ0]]f(ϕ[α′ 7→ f ±]) . 
2.5. Semantics of terms
Given meanings for all well-formed types, we can complete the definition of interpretations:
Definition 24. An interpretation of an M3L signature Σ consists of a type-and-effect interpretation from
Definition 14, together with, for every constant (c: τ) ∈ Σ , an element Cc ∈ [[τ ]][].
Given such an interpretation, we define meanings of well-typed terms in Fig. 7. The meaning of void (M) is given
in terms of the (unique) empty function from [[0]]θ = ∅ to [[τ ]]θ . (M will usually be a 0-typed variable, representing
the nominal return value of a non-returning computation; cf. cerr and Merr in Section 2.7.)
The clauses for in and out are type-correct because, by Lemma 23,
[[α.τ ]]mθ ([[µα.τ ]]θ) = [[τ ]]θ [α 7→[[µα.τ ]]θ ] = [[τ [(µα.τ )/α]]]θ
and thus φ[[α.τ ]]mθ : [[τ [(µα.τ )/α]]]θ →[[µα.τ ]]θ , and conversely for φ−1[[α.τ ]]mθ .
We also state, for reference, a standard result:
Lemma 25 (Substitution, Terms). If Γ `∆ M1 : τ1 and Γ , x : τ1 `∆ M2 : τ2 then [[M2[M1/x]]]ρ = [[M2]]ρ[x 7→
[[M1]]ρ].
The derived forms have the expected meanings:
[[leteτ x ⇐ M1.M2]]θ ρ = [[M1]]θ ρ ?e λa. [[M2]]ρ[x 7→ a]
[[ince,e′τ M]]θ ρ = ie,e
′
([[M]]ρ)
(a straightforward calculation in both cases).
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Let θ ∈ [[∆]].
For `∆ Γ env, a cpo [[Γ ]]θ =
∏
(x :τ)∈Γ [[τ ]]θ = {ρ | ∀(x : τ) ∈ Γ .ρ x ∈ [[τ ]]θ}
For Γ `∆ M : τ , a function [[M]]θ : [[Γ ]]θ →[[τ ]]θ :
[[x]]θ ρ = ρ x
[[c]]θ ρ = Cc
[[()]]θ ρ = ∗
[[(M1,M2)]]θ ρ = ([[M1]]θ ρ, [[M2]]θ ρ)
[[fst(M)]]θ ρ = pi1([[M1]]θ ρ)
[[snd(M)]]θ ρ = pi2([[M2]]θ ρ)
[[inl (M)]]θ ρ = in1([[M]]θ ρ)
[[inr (M)]]θ ρ = in2([[M]]θ ρ)
[[case M of inl (x1).M1 [] inr (x2).M2]]θ ρ
= case [[M]]θ ρ of
{
in1(a1)→[[M1]]θ ρ[x1 7→ a1]
in2(a2)→[[M2]]θ ρ[x2 7→ a2]
}
[[void (M)]]θ ρ = ∅([[M]]θ ρ)
[[inµα.τ (M)]]θ ρ = φ[[α.τ ]]mθ ([[M]]θ ρ)
[[outµα.τ (M)]]θ ρ = φ−1[[α.τ ]]mθ ([[M]]θ ρ)
[[λxτ .M]]θ ρ = λa.[[M]]θ ρ[x 7→ a]
[[M1 M2]]θ ρ = [[M1]]θ ρ ([[M2]]θ ρ)
[[vale M]]θ ρ = ηe ([[M]]θ ρ)
[[gleteσ x ⇐ M1.M2]]θ ρ = [[σ ]]seθ ([[M1]]θ ρ ?e λa.ηe ([[M2]]θ ρ[x 7→ a]))
[[µxσ .M]]θ ρ = fix (λd.[[M]]θ ρ[x 7→ d])
Fig. 7. Semantics of M3L terms.
The following equations are also easily seen to hold semantically; they generalize the usual let-reasoning rules
from the monadic metalanguage:
gleteσ x ⇐ vale M1.M2 = M2[M1/x]
glete〈e〉τ x ⇐ M. vale x = M
glete2σ y ⇐ (glete1〈e2〉τ2 x ⇐ M1.M2).M3 = glete1σ x ⇐ M1. glete2σ y ⇐ M2.M3 [x 6∈ FV (M3)].
We also have equations for decomposing the glet-form according to the type of its body:
glete1 x ⇐ M1.M2 = ()
gleteσ1×σ2 x ⇐ M1.M2 = (gleteσ1 x ⇐ M1. fst(M2), gleteσ2 x ⇐ M1. snd(M2))
gleteτ→σ x ⇐ M1.M2 = λaτ .gleteσ x ⇐ M1.M2 a.
It is straightforward to extend these laws to a sound equational theory for the metalanguage, by adding the usual
strong reasoning principles for the remaining constructs, e.g., β- and η-laws for function-typed terms.
2.6. Defining monads syntactically
Most monads proposed for modeling computational effects [18], with the notable exception of powerdomain
constructions, can actually be defined explicitly in the metalanguage. (This will later allow us to define their canonical
relational interpretations in Section 3.5.1.)
Definition 26. For notational convenience, let χ be some distinguished type variable; then we write σ(τ) for σ [τ/χ ].
A formal monad over an effect e consists of a triple (σT ,Mη,M?) such that
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• `α σT (α) e-type
• `α Mη : α→ σT (α)
• `α,β M? : σT (α)× (α→ σT (β))→ σT (β).
Given such a formal monad and an effect name e′, we can consider a possible interpretation of e′ as a monad
layered over T e:
T e
′
A = [[σT ]]c[χ 7→A]
γ
e,e′
A = [[σT ]]se[χ 7→A]
ηe
′
A a = [[Mη]][α 7→A] [] a
t ?e
′
A,B f = [[M?]][α 7→A,β 7→B] [] (t, f ).
Suppose these components actually satisfy the monad laws, as well as the rigidity condition (9) for layering, which
can be expressed in M3L syntax as
[[M? (gleteσT (α) d ⇐ t. d, f )]] = [[gleteσT (β) d ⇐ t.M? (d, f )]] [t : 〈e〉σT (α), f : α→ σT (β)].
Then by Lemma 13 we can also take
ie,e
′
A = λt.γ e,e
′
A (t ?
e
A,T ′A λa.η
e
T ′A(η
e′
Aa)) = [[λt 〈e〉α.gleteσT (α) a ⇐ t.Mη a]][α 7→A][]. (13)
Moreover, this interpretation of e  e′ is compatible with all effects below e: suppose e8  e  e′; then, by
Lemma 16 we have [[σ ]]se8θ = [[σ ]]seθ ◦ ie
8,e. Hence, for θ = [χ 7→ A],
ie
8,e′ = λt 8.[[σT ]]se8θ (t 8 ?e
8
λa.ηe
8
(ηe
′
a)) = λt 8.[[σT ]]seθ (ie
8,e (t 8 ?e
8
λa.ηe
8
(ηe
′
a)))
= λt 8.[[σT ]]seθ (ie
8,e t 8 ?e λa. ie
8,e (ηe
8
(ηe
′
a))) = λt 8.[[σT ]]seθ (ie
8,e t 8 ?e λa.ηe (ηe
′
a)) = λt 8. ie,e′ (ie8,e t 8)
= ie,e′ ◦ ie8,e.
Example 27. Let σo be a closed e-type. Then we define the formal continuation monad with answer type σo by
σ kT (α) ≡ (α→ σo)→ σo
Mkη ≡ λaα.λkα→σo .k a
Mk? ≡ λ(t (α→σo)→σo , f α→(β→σo)→σo)).λkβ→σo . t (λaα. f a k).
Let O = [[σo]]c and γo = [[σo]]se. Then the formal monad determines a semantic monad T k layered above T e:
T kA = (A→ O)→ O
γ e,k t = λk.γo (t ?e λg.ηe (g k))
ηk a = λk.k a
t ′ ?k f = λk. t ′ (λa. f a k).
It is easy to check that ηk and ?k satisfy the three monad laws and the rigidity requirement.
In the common special case where σo = 〈e〉τ ′ for some τ ′, we get γo t = t ?e id and ie,k t = λk. t ?e k. 
An important reason for allowing nested recursive types in the metalanguage is that they allow us to consider
recursively typed object programs using effects that are themselves recursively defined, e.g., by the formal list monad
with σT (χ) = 〈 〉µα.1+ χ × α.
2.7. Interpreting the object language
Let us now construct a translation of our sample object language into the metalanguage. We first need to fix a
sufficiently rich M3L signature. This should contain at least a type of natural numbers bN, with constants cn for all
numerals, and an addition operation c+.1 It also includes two effects. The first, o, captures the observable behavior of
1 Since we have chosen to model numbers as a base type, the addition constant has a functional type, which formally requires its codomain to be
pointed, making the translation a bit more complicated. We could also have taken τN ≡ µα.1+ α; then the successor of n : τN could be expressed
directly as n + 1 ≡ inτN (inr (n)) : τN.
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Signature:
• Base types: bN.
• Effects:  o  c.
• Constants: cn : bN [∀n ∈ N], c+: bN × bN → 〈 〉bN, cerr: 〈o〉0, crun: 〈c〉bN → 〈o〉bN.
Abbreviations:
• Types: τE ≡ µα.bN + (〈c〉α→ 〈c〉α), σD ≡ 〈c〉τE .
• Terms: for ` σ o-type, Mσerr ≡ gletoσ v ⇐ cerr. voidσ (v) : σ
Translation of terms:When FV (t) ⊆ {x1, . . . , xn}, define x1: σD, . . . , xn : σD ` 〈|t |〉s : σD by
〈|x |〉s = x
〈|n|〉s = valc inτE (inl (cn))
〈|succ|〉s = valc inτE (inr(λd. letcτE e ⇐ d. case outτE (e) of
inl (n). gletσD n
′ ⇐ c+ (n, c1).valc inτE (inl (n′)).
[] inr ( f ).MσDerr ))
〈|λnx . t |〉s = valc inτE (inr (λx . 〈|t |〉s))
〈|λvx . t |〉s = valc inτE (inr (λd.gletcσD e ⇐ d. (λx . 〈|t |〉s)(valc e)))
〈|t1 t2|〉s = letcτE e ⇐ 〈|t1|〉s. case outτE (e) of inl (n).MσDerr [] inr ( f ). f 〈|t2|〉s
where variable names introduced by the translation are assumed distinct from those occurring in t .
Translation of programs:When FV (t) = ∅, define ` 〈|t |〉S : 〈o〉bN by
〈|t |〉S = crun (letcbN e ⇐ 〈|t |〉s. case outτE (e) of inl (n). valc n [] inr ( f ).M 〈c〉bNerr )
Fig. 8. Translation of object language into M3L.
complete programs, which includes at least divergence, and may or may not include an explicit error abort. We capture
the notion of type errors as a constant cerr : 〈o〉0, representing a (necessarily) failed computation of an element of type
0. From this constant, we can uniformly build representations of failure at other o-types, using the glet-construct.
The second effect, c, is the effect used to model computation in the semantics itself. It must cover at least the
externally observable behaviors, o  c, but may be richer, such as including general control- or state-affecting
behaviors. However, ultimately all such computational behaviors must be mappable to something observable. Since
we expect all programs to return numeric output, we include just a single constant crun : 〈c〉bN → 〈o〉bN.
The complete translation is shown in Fig. 8. Note that we map (typeless) variables in the object program to variables
of type σD in the metalanguage.
Let us now formally relate the translation to the original two denotational semantics. We consider two complete
domain-theoretic interpretations of the effects, base types, and constants, which we call the primary and secondary
ones. Each will induce a semantics of M3L types and terms, [[−]] and [[−]]. We choose the interpretations in such
a way that the primary semantics of a translated object program coincides with the original direct semantics of the
program, while the secondary semantics yields the original continuation semantics.
In both semantics, we will always interpret bN as the natural numbers, with the standard meanings of the associated
constants:
BbN = BbN = N Ccn = Ccn = n ∈ N
Cc+ = Cc+ = λ(n1, n2).bn1 + n2c ∈ N× N→ N⊥.
This leaves the effects o and c, and the constants cerr and crun.
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2.7.1. Primary semantics
Here, we interpret both observable and internal effects as simple domain-theoretic lifting (with the trivial effect-
inclusion), and failure as divergence:
T o = T c = T Ccerr = ⊥ ∈ ∅⊥ Ccrun = id ∈ N⊥→ N⊥.
Since minimal-invariant solutions of recursive domain equations (including the standard inverse-limit construction)
are unique up to isomorphism, we can assume wlog that E d = [[τE ]][], with ιdn(n) = φ(in1(n)) and ιdf( f ) = φ(in2( f )).
We then also get Dd = [[σD]][]. Further, clearly
[[Mσerr]][] = ⊥ ? λv.∅v = ⊥ [[σ ]] .
And then it is easy to verify that
[[t]]dρ = [[〈|t |〉s]]ρ|X [FV (t) ⊆ X ] and [[t]]D = [[〈|t |〉S]][] [FV (t) = ∅] .
2.7.2. Secondary semantics
In the secondary semantics, the observable behaviors are those of diverging, returning a result, and aborting with
an error; these can be modeled with the divergence-and-errors monad T e, also definable syntactically as
σ eT (α) ≡ 〈 〉(α + 1)
Meη ≡ λaα.val inl (a)
Me? ≡ λ(t 〈 〉(α+1), f α→〈 〉(β+1)). let s ⇐ t. case s of inl (a). f a [] inr (u). val inr (u).
We then take T o = T e. The monad morphism from lifting is given by
i ,o = [[λt. let a ⇐ t.Meη a]][] = λt. t ? ηo.
The unit and bind operations capture the usual semantics of error propagation in direct style. It would have been
perfectly reasonable to simply take T c = T o, resulting in an explicitly error-checking direct semantics. However, we
take a more general monad for c, both to capture the original continuation semantics, and to illustrate how continuation
models other effects. Accordingly, we interpret c as the continuation monad (Example 27) with answer type 〈o〉bN.
Then we again have E c = [[τE ]][] and Dc = [[σD]][].
For constants, we interpret cerr as an explicit abort, and crun as evaluation with the initial continuation:
Ccerr = bin2(∗)c ∈ (∅ + 1)⊥ = T o∅
Ccrun = λt. t ηo = λt. t (λn.bin1(n)c) ∈ ((N→ O)→ O)→ O.
Then
[[M 〈c〉τerr ]][] = λk.bin2(∗)c ?o λv.∅v k = λk.bin2(∗)c ,
and we again get
[[t]]cρ = [[〈|t |〉s]]ρ|X [FV (t) ⊆ X ] and [[t]]C = [[〈|t |〉S]][] [FV (t) = ∅] .
Remark 28. We could have specified the original semantics of by-value abstractions slightly differently, by defining
[[−]]d′ and [[−]]c′ exactly like the non-primed variants, except for the following clauses:
[[λvx . t]]d′ = λρ.bιdf(λd.(λe.[[t]]d
′
ρ[x 7→ d])∗d)c
[[λvx . t]]c′ = λρ.λk.k (ιcf(λd.λk.d (λe. [[t]]c
′
ρ[x 7→ d] k))).
That is, we force evaluation of the function argument, but then throw away the result, and behave like the by-name
abstraction. These semantics evidently correspond, in the same sense as above, to the following translation into the
metalanguage:
〈|λvx . t |〉s′ = valc inτE (inr (λx .gletcσD e ⇐ x . 〈|t |〉s
′
)) [e 6∈ FV (t)].
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Now, we clearly have [[t]]d = [[t]]d′ (because partiality is an idempotent effect), so it does not matter which formulation
we use for the direct-style variant. On the other hand, in general [[t]]c 6= [[t]]c′ . However, for the purpose of evaluating
complete programs, the two variants are still indistinguishable. Indeed, the arguments in the following require no
modification to show observational agreement between (either formulation of) the direct semantics and the alternative
continuation semantics. 
3. Relating interpretations of the metalanguage
Having defined the semantics of the metalanguage with respect to interpretations of base types, effects, and
constants, we now shift our attention to establishing correspondences between multiple such interpretations. We will
do so as an instance of the logical-relations principle: for every well-formed metalanguage type, we define a relation
between the cpos interpreting that type, and then show that the various meanings of every well-typed term are related
at the term’s type. However, whereas a standard logical relation is fully determined from relational interpretations of
the base types, now we will also need interpretations as relational actions of all the effects.
We will formulate all results in terms of relating arbitrary primary and secondary semantics, [[−]] and [[−]].
Often, the former will act as a reasoning-oriented specification semantics, while the latter will be an efficiency-
oriented implementation semantics, but the framework imposes no particular such interpretations: all constructions
are completely symmetric with respect to the roles of the primary and secondary semantics.
To visually distinguish pairs arising from working with exactly two semantics, from other two-component
constructions, we will use angle brackets (〈, 〉) exclusively to group the former kind. It is completely straightforward
to generalize all of the following results to n-ary relations, especially unary ones. With a little more work, many of
the constructions should also adapt to syntax–semantics relations (such as are used for establishing a correspondence
between an operational and a denotational semantics [28,25]), or even syntax–syntax, as might be used to relate two
operational semantics.
3.1. Semantical preliminaries
Definition 29 (Admissible Relation). A relation R ⊆ A × A is called admissible (a.k.a. inclusive) if for any pair of
chains 〈(anι)n∈ω〉ι∈ , , such that ∀n ∈ ω.〈anι〉ι∈ , ∈ R, also 〈⊔n∈ω anι〉ι∈ , ∈ R. We write ARel〈Aι〉ι∈ , for the set of
all such relations.
The immediate importance of admissible relations is due to the following lemma, which will allow us to relate
recursively defined terms. Later we will see that – much like continuity not only allows us to give a general
semantics of recursive terms, but also plays a key role in interpreting recursive types – admissibility is also crucial for
constructing relations between recursive types.
Lemma 30 (Fixed-point Induction). Let 〈Dι〉ι∈ , be pointed cpos, and R ∈ ARel〈Dι〉ι∈ , such that 〈⊥Dι〉ι∈ , ∈ R.
Then for any pair of functions 〈 fι : Dι → Dι〉ι∈ , , such that ∀〈dι〉ι∈ , ∈ R.〈 fι dι〉ι∈ , ∈ R, we also have 〈fix fι〉ι∈ , ∈ R.
Proof. Follows immediately from admissibility of R, and the defining equation fix f =⊔n∈ω f n (⊥). 
Like for continuity, we have a number of general principles for constructing new admissible relations from others:
Lemma 31. Admissible relations are closed under (1) arbitrary intersections, (2) finite unions, (3) inverse images by
arbitrary (continuous, as usual) functions, and (4) direct images by order-monics:
(1) If for all j ∈ J , R j ∈ ARel〈Aι〉ι∈ , , then {〈aι〉ι∈ , | ∀ j ∈ J.〈aι〉ι∈ , ∈ R j } ∈ ARel〈Aι〉ι∈ , .
(2) If for all j ∈ J , R j ∈ ARel〈Aι〉ι∈ , , and J is finite, then {〈aι〉ι∈ , | ∃ j ∈ J.〈aι〉ι∈ , ∈ R j } ∈ ARel〈Aι〉ι∈ , .
(3) If S ∈ ARel〈Bι〉ι∈ , , and 〈 fι : Aι → Bι〉ι∈ , are functions, then {〈aι〉ι∈ , | 〈 fι aι〉ι∈ , ∈ S} ∈ ARel〈Aι〉ι∈ , .
(4) If R ∈ ARel〈Aι〉ι∈ , , and 〈 fι : Aι → Bι〉ι∈ , are order-monics (i.e., for each ι ∈ { , }, and all a, a′ ∈ Aι,
fι(a) vBι fι(a′)⇒ a vAι a′), then {〈 fι aι〉ι∈ , | 〈aι〉ι∈ , ∈ R} ∈ ARel〈Bι〉ι∈ , .
Proof. All parts are straightforward and standard (e.g., [37, 10.2]). 
The following is a central concept in the construction:
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Definition 32 (Monadic Relational Action). A relational action Tr for a pair of monads 〈(Tι, ηι, ?ι)〉ι∈ , , assigns to
any 〈Aι〉ι∈ , and R ∈ ARel〈Aι〉ι∈ , , a relation Tr(R) ∈ ARel〈TιAι〉ι∈ , , such that
(1) If 〈aι〉ι∈ , ∈ R, then 〈ηι aι〉ι∈ , ∈ Tr(R).
(2) If 〈tι〉ι∈ , ∈ Tr(R) and ∀〈aι〉ι∈ , ∈ R.〈 fι aι〉ι∈ , ∈ Tr(S), then 〈tι ?ι fι〉ι∈ , ∈ Tr(S).
Example 33. When T and T are both the lifting monad T from Example 8, we can take
Tr (R) = {〈⊥〉ι∈ , } ∪ {〈baιc〉ι∈ , | 〈aι〉ι∈ , ∈ R}.
It is straightforward to check (e.g., using Lemma 31(2, 4)) that Tr is indeed a monadic relational action, i.e., that
Tr (R) is admissible when R is, and that the mapping satisfies the conditions of Definition 32. 
When R ∈ ARel〈Aι〉ι∈ , and S ∈ ARel〈Bι〉ι∈ , , we write R→r S for the set of relation-preserving function pairs:
R→r S = {〈 fι〉ι∈ , | ∀〈aι〉ι∈ , ∈ R.〈 fι aι〉ι∈ , ∈ S} ∈ ARel〈Aι → Bι〉ι∈ , .
Definition 34 (Algebra Relation). Let Tr be a relational action for a pair of monads 〈Tι〉ι∈ , . A Tr-relation between
T -algebra (D , γ ) and T -algebra (D , γ ) is a relation R ∈ ARel〈Dι〉ι∈ , such that 〈γι〉ι∈ , ∈ Tr(R)→r R.
In particular, a relation between pointed cpos 〈Dι〉ι∈ , is a Tr -relation precisely when it is pointed, i.e., includes
〈⊥Dι〉ι∈ , .
3.2. Relational semantics of types
Much like we previously interpreted types as cpos, we can now interpret them as admissible relations between
those interpretations. We start with the relational counterpart of Definition 14:
Definition 35. A relational type-and-effect interpretation (with respect to two ordinary interpretations) of an M3L
signature consists of the following:
• For every base type b, a relation Bbr ∈ ARel〈Bbι 〉ι∈ , .• For every effect e, a relational action T er for the monads T e and T e.
• For every subeffecting e  e′, a guarantee that 〈ie,e′ι 〉ι∈ , ∈ T er (R)→r T e′r (R).
The distinguished effect is always interpreted as the lifting action from Example 33.
Given such an interpretation, we can construct relational meanings of all types and e-types in a straightforward
way. For technical reasons, to properly account for relational meanings of recursive types in Section 3.3 we map every
type variable to a pair of relations, to be used for positive and negative occurrences of the variable, respectively. More
precisely, let ARel±〈Aι〉ι∈ , = {
(R+
R−
) | R+, R− ∈ ARel〈Aι〉ι∈ , }. We then define a notion of relation environments:
for θ , θ ∈ [[∆]], we write
ARel±〈θι〉ι∈ , = {θr | ∀α ∈ ∆.θr(α) ∈ ARel±〈θι(α)〉ι∈ , }.
The operation θĎr swaps the components of each pair in θr: if θr(α) = R±, then θĎr (α) = R∓. (When dealing with
non-recursive types only, we can require that both relations in a pair are always equal, so that, in particular, θĎr = θr.)
The full relational semantics is shown in Fig. 9. As expected, we use monadic relational actions to interpret effects.
All clauses should be straightforward, except the one for recursive types, which we will return to in the next section.
We need to check that the assignment is actually meaningful:
Lemma 36. For each τ , r[[τ ]]θr is indeed admissible.
Proof. Follows easily by structural induction, using Lemma 31(1–4). 
We also get a relational variant of Lemma 15:
Lemma 37. Let `∆ σ e-type. Then r[[σ ]]cθr is a T er -relation between the algebra-meanings of σ , i.e., 〈ι[[σ ]]seθι 〉ι∈ , ∈
T er (
r[[σ ]]cθr)→r r[[σ ]]cθr . In particular, since any well-formed σ is a -type, the relation r[[σ ]]cθr is always pointed.
Proof. Straightforward induction on the structure of σ . 
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Let θ , θ ∈ [[∆]], and θr ∈ ARel±〈θι〉ι∈ , .
For `∆ τ type, a relation r[[τ ]]θr ∈ ARel〈ι[[τ ]]θι〉ι∈ , :
r[[α]]θr = R+ where θr(α) = R±
r[[b]]θr = Bbr
r[[1]]θr = {〈∗〉ι∈ , }
r[[τ1 × τ2]]θr = {〈(a1ι, a2ι)〉ι∈ , | 〈a1ι〉ι∈ , ∈ r[[τ1]]θr ∧ 〈a2ι〉ι∈ , ∈ r[[τ2]]θr}
r[[0]]θr = ∅
r[[τ1 + τ2]]θr = {〈in1(a1ι)〉ι∈ , | 〈a1ι〉ι∈ , ∈ r[[τ1]]θr} ∪ {〈in2(a2ι)〉ι∈ , | 〈a2ι〉ι∈ , ∈ r[[τ2]]θr}
r[[µα.τ ]]θr = µr
( r[[α.τ ]]mθr
r[[α.τ ]]m
θ
Ď
r
)
= {〈φι[[α.τ ]]mθι aι〉
ι∈ , | 〈aι〉ι∈ , ∈ r[[τ ]]
θr[α 7→(
r[[µα.τ ]]θr
r[[µα.τ ]]
θ
Ď
r
)]} [See Section 3.3]
r[[σ ]]θr = r[[σ ]]cθr
For `∆ σ e-type, a relation r[[σ ]]cθr ∈ ARel〈ι[[σ ]]cθι〉ι∈ , :
r[[1]]cθr = {〈∗〉ι∈ , }
r[[σ1 × σ2]]cθr = {〈(d1ι, d2ι)〉ι∈ , | 〈d1ι〉ι∈ , ∈ r[[σ1]]cθr ∧ 〈d2ι〉ι∈ , ∈ r[[σ2]]cθr}
r[[τ → σ ]]cθr = {〈 fι〉ι∈ , | ∀〈aι〉ι∈ , ∈ r[[τ ]]θĎr .〈 fι aι〉
ι∈ , ∈ r[[σ ]]cθr}
r[[〈e′〉τ ]]cθr = T e
′
r (
r[[τ ]]θr)
Fig. 9. Relational semantics of M3L types.
3.3. Relations on recursive types
Again, this section can be skipped; we will formally establish that the circular specification of the relation r[[µα.τ ]]θr
in Fig. 9 does in fact define a unique relation between the cpos interpreting µα.τ in the two semantics.
3.3.1. Solving recursive relation equations
Let us first extend our partial-function notation to relations. Let relations R ∈ ARel〈Aι〉ι∈ , and S ∈ ARel〈Bι〉ι∈ ,
be given. For functions 〈 fι : Aι ⇀ Bι〉ι∈ , , we write 〈 fι〉ι∈ , ∈ R ⇀r S when 〈 fι〉ι∈ , ∈ R →r Tr (S). Clearly,
〈idAι〉ι∈ , ∈ R ⇀r R; and if 〈 fι〉ι∈ , ∈ R ⇀r S and 〈gι〉ι∈ , ∈ S ⇀r T then 〈gι ◦ fι〉ι∈ , ∈ R ⇀r T . We also have
〈 fι〉ι∈ , ∈ R ⇀r S precisely when 〈 fι〉ι∈ , ∈ R→r S. In particular, for R, R′ ∈ ARel〈Aι〉ι∈ , ,
R ⊆ R′ ⇔ 〈idAι〉ι∈ , ∈ R ⇀r R′. (14)
We also write 〈 f ±ι 〉ι∈ , ∈ R±
r S± for 〈 f +ι 〉ι∈ , ∈ R+⇀r S+∧〈 f −ι 〉ι∈ , ∈ S−⇀r R−. Then 〈i d〉ι∈ , ∈ R±
r R±;
and if 〈 f ±ι 〉ι∈ , ∈ R±
rS± and 〈g±ι 〉ι∈ , ∈ S±
rT±, then 〈g±ι • f ±ι 〉ι∈ , ∈ R±
rT±. Also, if 〈 f ±ι 〉ι∈ , ∈ R±
rS±,
then 〈 f ∓ι 〉ι∈ , ∈ S∓
r R∓.
Definition 38 (m-Functorial Relational Action). A relational action Fr for a pair of m-functors 〈Fι〉ι∈ , , assigns to
every pair of relations R± ∈ ARel±〈Aι〉ι∈ , , a relation Fr(R±) ∈ ARel〈FιAι〉ι∈ , , such that for every R± ∈
ARel〈Aι〉ι∈ , and S± ∈ ARel±〈Bι〉ι∈ , , it holds that
〈 f ±ι 〉ι∈ , ∈ R±
r S± ⇒ 〈Fι( f ±ι )〉ι∈ , ∈ Fr(R±) ⇀r Fr(S±). (15)
We formulate the following, central theorem in a slightly more general way than Pitts [26, Theorem 4.16]; this
generalization will allow us to establish existence of invariant relations at nested recursive types as well, without
having to explicitly consider parameterized relational actions.
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Theorem 39 (Existence of Invariant Relations). Let F+r and F−r both be relational actions for m-functors 〈Fι〉ι∈ , .
Then there exists a unique pair of admissible relations R+, R− ∈ ARel〈µFι〉ι∈ , , such that
R+ = {〈φFι mι〉ι∈ , | 〈mι〉ι∈ , ∈ F+r (R±)}
R− = {〈φFι mι〉ι∈ , | 〈mι〉ι∈ , ∈ F−r (R∓)}. (16)
We write µr
(F+r
F−r
)
for R+; by uniqueness, µr
(F−r
F+r
)
must denote R−. In particular, when F+r = F−r , we must also have
R+ = R−.
Proof. Consider the set of relations ARel〈µFι〉ι∈ , to be ordered by set-theoretic inclusion, ⊆. Since admissible
relations are closed under arbitrary intersections (Lemma 31(1)), this ordered set is in fact a complete lattice (with∧{R j | j ∈ J } = ⋂{R j | j ∈ J }, while ∨{R j | j ∈ J } = ⋂{R ∈ ARel〈µFι〉ι∈ , | ∀ j ∈ J.R j ⊆ R} is the least
admissible relation containing all of the R j ). By symmetry, ARel〈µFι〉ι∈ , ordered by reverse inclusion, ⊇, is also a
complete lattice, as is the product of these two lattices, which we will use as the ordering on ARel±〈µFι〉ι∈ , .
An m-functorial relational action is easily seen to be monotonic in its positive argument and antimonotonic
in the negative. For suppose R+ ⊆ S+ and S− ⊆ R−. Then by (14), 〈i dµFι〉ι∈ , ∈ R± 
r S±, and thus
〈Fι(i dµFι)〉ι∈ , ∈ Fr(R±) ⇀r Fr(S±). But Fι(i dµFι) = idFι(µFι), so we have 〈idFι(µFι)〉ι∈ , ∈ Fr(R±) ⇀r Fr(S±),
which says precisely that Fr(R±) ⊆ Fr(S±).
Since isomorphisms are necessarily order-monics, the operator
R± 7→
({〈φFι mι〉ι∈ , | 〈mι〉ι∈ , ∈ F+r (R±)}
{〈φFι mι〉ι∈ , | 〈mι〉ι∈ , ∈ F−r (R∓)}
)
.
on ARel±〈µFι〉ι∈ , is also well defined (by Lemma 31(4)) and monotonic, and hence has a fixed point by the Knaster–
Tarski theorem. This gives us existence of at least one solution for (16). (Unlike Pitts’s proof, ours does not exploit
the fact that the Knaster–Tarski construction actually finds the least (pre)fixed point of the operator.)
For uniqueness, suppose both R±1 and R
±
2 satisfy (16). We aim to show that R
+
1 ⊆ R+2 and R−2 ⊆ R−1 ; the converse
inclusions (i.e., with R1 and R2 swapped) follow symmetrically. Consider the relation
R±1 

r R±2 ∈ ARel
〈
(µFι → (µFι)⊥)×
(µFι → (µFι)⊥)
〉ι∈ ,
.
We evidently have 〈(λmµFι .⊥
λmµFι .⊥
)〉ι∈ , ∈ R±1 
r R±2 . Further, assume 〈 f ±ι 〉ι∈ , ∈ R±1 
r R±2 . Then by (15) for the action
F+r , 〈Fι( f ±ι )〉ι∈ , ∈ F+r (R±1 ) ⇀r F+r (R±2 ). Also, by the assumption on R±2 , 〈φFι〉ι∈ , ∈ F+r (R±2 )→r R+2 ; and from
the assumption on R±1 and φ
−1
Fι ◦ φFι = id, 〈φ−1Fι 〉ι∈ , ∈ R+1 →r F+r (R±1 ), so
〈φFι ◦ Fι( f ±ι ) ◦φ−1Fι 〉ι∈ , ∈ R+1 ⇀r R+2 .
Analogously, 〈F−ι ( f ∓ι )〉ι∈ , ∈ F−r (R∓2 ) ⇀r F−r (R∓1 ), so we get〈(φFι ◦ Fι( f ±ι ) ◦φ−1Fι
φFι ◦ Fι( f ∓ι ) ◦φ−1Fι
)〉ι∈ ,
∈ R±1 
r R±2 .
Hence, by fixed-point induction, also〈
fix
(
λ f ±.
(φFι ◦ Fι( f ±) ◦φ−1Fι
φFι ◦ Fι( f ∓) ◦φ−1Fι
))〉ι∈ ,
∈ R±1 
r R±2 .
Like in the proof of the µ-case in Lemma 22(1), we then exploit the minimal-invariant property to conclude that, for
ι ∈ { , }, and pi ∈ {pi+, pi−},
pi
fix(λ f ±.(φFι ◦ Fι( f ±) ◦φ−1Fι
φFι ◦ Fι( f ∓) ◦φ−1F
)) = fix(λ f.φFι ◦ Fι( ff
)
◦φ−1Fι
)
= idµFι .
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Thus, 〈i dµFι〉ι∈ , ∈ R±1 
r R±2 , which means precisely that R+1 ⊆ R+2 and R−2 ⊆ R−1 . 
Example 40. Consider again the type µα.1 + α from Example 20. Let φ : 1 + A → A and φ : 1 + A → A be
isomorphisms (but not necessarily minimal invariants), and suppose [[µα.1 + α]][] = A and [[µα.1 + α]][] = A . A
candidate solution R for r[[µα.1+ α]][] ∈ ARel〈Aι〉ι∈ , must then satisfy that
R = {〈φι(aι)〉ι∈ , | 〈aι〉ι∈ , ∈ r[[1+ α]][α 7→(RR)]} = {〈φι(in1(∗))〉
ι∈ , } ∪ {〈φι(in2(aι))〉ι∈ , | 〈aι〉ι∈ , ∈ R}.
If we take both the primary and the secondary interpretation to be the non-standard solution N′, the characterization
of R leaves it unspecified whether 〈∞〉ι∈ , ∈ R: both possibilities are consistent. (Indeed, the Knaster–Tarski
construction (for least prefixed points) in the proof of Theorem 39 would give us that 〈∞〉ι∈ , 6∈ R+ but 〈∞〉ι∈ , ∈
R−.) But when both interpretations are minimal invariants, they contain no other elements beyond (isomorphic copies
of) the standard naturals, and R is uniquely specified by the equation above. 
3.3.2. Functoriality of standard relational actions
To use Theorem 39, we must show that the m-functorial action we have previously associated with each type
constructor α.τ matches its natural relational interpretation.
Let us write 〈ϕι〉ι∈ , ∈ θr
r θ ′r for ∀α ∈ ∆. 〈ϕι(α)〉ι∈ , ∈ θr(α)
r θ ′r(α). We also formally define the candidate
relational action of type constructors as follows:
r[[α.τ ]]mθr(R±) = r[[τ ]]θr[α 7→R±]
(The fact that R+ and R− are not necessarily equal is what requires us to generally define r[[τ ]]θr for θr not
necessarily satisfying θr = θĎr .)
Well definedness of the relational semantics (for µ-types) then has to be argued together with the following lemma,
corresponding to the type-directed definitions of m-functorial action of types in Fig. 6.
Lemma 41 (m-Functoriality of Relational Semantics). For each ι ∈ { , }, let θι, θ ′ι ∈ [[∆]] and ϕι : θι 
 θ ′ι . Also,
assume θr ∈ ARel±〈θι〉ι∈ , , and θ ′r ∈ ARel±〈θ ′ι 〉ι∈ , , such that 〈ϕι〉ι∈ , ∈ θr
r θ ′r . Then,
(1) If `∆ τ type, then 〈ι[[τ ]]f(ϕι)〉ι∈ , ∈ r[[τ ]]θr ⇀r r[[τ ]]θ ′r .
(2) If `∆ σ e-type, then 〈ι[[σ ]]cf(ϕι)〉ι∈ , ∈ r[[σ ]]cθr →r r[[σ ]]cθ ′r .
In particular, r[[α.τ ]]mθr is indeed a relational action for the m-functors [[α.τ ]]mθ and [[α.τ ]]mθ .
Proof. By mutual structural induction on τ and σ . Again, for (1), the only challenging case is:
• Case τ = µα.τ0. For each ι ∈ { , }, let φ±ι =
(φι[[α.τ0]]mθι
φ−1ι[[α.τ0]]mθι
)
. By the IH on τ0, we know that F+r = r[[α.τ0]]mθr and
F−r = r[[α.τ0]]m
θ
Ď
r
are proper relational actions, so R+ = µr(F±r ) and R− = µr(F∓r ) satisfy:
R± =
({〈φ+ι mι〉ι∈ , | 〈mι〉ι∈ , ∈ F+r (R±)}
{〈φ+ι mι〉ι∈ , | 〈mι〉ι∈ , ∈ F−r (R∓)}
)
or, equivalently,
R± =
({〈mι〉ι∈ , | 〈φ−ι mι〉ι∈ , ∈ F+r (R±)}
{〈mι〉ι∈ , | 〈φ−ι mι〉ι∈ , ∈ F−r (R∓)}
)
.
In other words, 〈φ±ι 〉ι∈ , ∈
(F+r (R±)
F−r (R∓)
)

r R± and 〈φ∓ι 〉ι∈ , ∈ R±
r
(F+r (R±)
F−r (R∓)
)
. Analogous results hold for φ′±, φ′±,
F ′±r , and R′± in terms of θ ′r .
Now, for ι ∈ { , }, let
Hι(h±) = φ′ι± •
( ι[[τ0]]f(ϕι[α 7→ h±])
ι[[τ0]]f(ϕĎι [α 7→ h∓])
)
•φι∓.
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The required result is then precisely the +-half of the statement
〈fix Hι〉ι∈ , ∈ R±
r R′± ,
which we show by fixed-point induction. Evidently
R±
r R′± ∈ ARel
〈
(µF+ι → (µF ′+ι )⊥)×
(µF ′−ι → (µF−ι )⊥)
〉ι∈ ,
and 〈(λm.⊥
λm′.⊥
)〉ι∈ , ∈ R±
r R′±. Assume therefore that 〈h±ι 〉ι∈ , ∈ R±
r R′±. Together with the assumption that
〈ϕι〉ι∈ , ∈ θr
r θ ′r , this gives
〈ϕι[α 7→ h±ι ]〉ι∈ , ∈ θr[α 7→ R±]
r θ ′r [α 7→ R′±].
By IH(1) on τ0 we therefore get
〈ι[[τ0]]f(ϕι[α 7→ h±ι ])〉ι∈ , ∈ r[[τ0]]θr[α 7→R±] ⇀r r[[τ0]]θ ′r [α 7→R′±] = F+r (R±) ⇀r F ′+r (R′±)
and, symmetrically,
〈ι[[τ0]]f(ϕĎι [α 7→ h∓ι ])〉ι∈ , ∈ r[[τ0]]θ ′Ďr [α 7→R′∓] ⇀
r r[[τ0]]θĎr [α 7→R∓] = F
′−
r (R′∓) ⇀r F−r (R∓).
But, together with the properties of the isomorphisms, this says precisely that
〈Hι(h±ι )〉ι∈ , ∈ R±
r R′± ,
as required for the fixed-point induction step.
The cases for part (2) are all straightforward. A representative one shows (together with the trivial case for τ = σ )
that monadic relational actions do indeed induce m-functorial ones:
• Case σ = 〈e′〉τ . Suppose 〈tι〉ι∈ , ∈ T e′r (r[[τ ]]θr); we must show that
〈tι ?e′ι λa. i ,e
′
ι (
ι[[τ ]]f(ϕι)a)〉ι∈ , ∈ T e′r (r[[τ ]]θ ′r ) .
By the assumption on 〈tι〉ι∈ , and Definition 32(2), it suffices to show that, for all 〈aι〉ι∈ , ∈ r[[τ ]]θr ,
〈i ,e′ι (ι[[τ ]]f(ϕι)aι)〉ι∈ , ∈ T e
′
r (
r[[τ ]]θ ′r ).
Now, by the requirement on i ,e
′
from Definition 35, we need only show that
〈ι[[τ ]]f(ϕι)aι〉ι∈ , ∈ Tr (r[[τ ]]θ ′r ) ,
which follows from the assumption on 〈aι〉ι∈ , and IH(1) on τ .
Finally, the “in particular” follows straightforwardly from part (1). 
The relational semantics also behaves predictably with respect to substitution:
Lemma 42 (Substitution, Relations). Let θr be a relational environment for ∆, and let `∆,α′ τ type and `∆ τ ′ type.
Then
r[[τ [τ ′/α′]]]θr = r[[τ ]]θr[α′ 7→R′±] where R′± =
( r[[τ ′]]θr
r[[τ ′]]
θ
Ď
r
)
.
Proof. We first note that r[[τ ′]]θr = r[[τ ′]]θ ′r when θr(α) = θ ′r(α) for all α ∈ FTV (τ ′). The result then follows by
induction on the structure of τ . Again, the only interesting case is for τ = µα.τ0. Suppose α 6= α′ and α 6∈ FTV (τ ′).
Then
r[[(µα.τ0)[τ ′/α′]]]θr = r[[µα.τ0[τ ′/α′]]]θr = µr
(
R± 7→ r[[τ0[τ ′/α′]]]θr[α 7→R±]
R± 7→ r[[τ0[τ ′/α′]]]θĎr [α 7→R±]
)
ih= µr
(
R± 7→ r[[τ0]]θr[α 7→R±][α′ 7→R′±]
R± 7→ r[[τ0]]θĎr [α 7→R±][α′ 7→R′∓]
)
= µr
(
R± 7→ r[[τ0]]θr[α′ 7→R′±][α 7→R±]
R± 7→ r[[τ0]](θr[α′ 7→R′±])Ď[α 7→R±]
)
= r[[µα.τ0]]θr[α′ 7→R′±] . 
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3.4. Main theorem
We can again complete our definition of relational interpretations, analogously to the case for Definition 24.
Definition 43. A relational interpretation of Σ (with respect to two ordinary interpretations) consists of relational
interpretations of the base types and effects from Definition 35, such that, for every constant (c: τ) ∈ Σ , its
interpretations are related by 〈Ccι 〉ι∈ , ∈ r[[τ ]][].
Again, we extend the relational semantics of individual types to entire type environments: Let θ , θ ∈ [[∆]], and
θr ∈ ARel±〈θι〉ι∈ , . For `∆ Γ env, we then take
r[[Γ ]]θr = {〈ρι ∈ ι[[Γ ]]θι〉ι∈ , | ∀(x : τ) ∈ Γ .〈ρι(x)〉ι∈ , ∈ r[[τ ]]θr}.
Now, instead of a compositional semantics of terms like in Fig. 7, we get a theorem, provable by straightforward
structural induction:
Theorem 44 (Fundamental Lemma). Let θ , θ ∈ [[∆]] be given, and suppose θr ∈ ARel±〈θι〉ι∈ , satisfies θr = θĎr .
Then for every M with Γ `∆ M : τ , if 〈ρι〉ι∈ , ∈ r[[Γ ]]θr , then 〈ι[[M]]θι ρι〉ι∈ , ∈ r[[τ ]]θr .
Proof. By induction on the structure of M . All cases are quite simple; we show a few representative ones:
• Case M = gleteσ x ⇐ M1.M2. To show:
〈ι[[σ ]]seθι (ι[[M1]]θι ρι ?eι λa.ηeι (ι[[M2]]θι ρι[x 7→ a]))〉ι∈ , ∈ r[[σ ]]θr .
By Lemma 37, it suffices to show
〈ι[[M1]]θι ρι ?eι λa.ηeι (ι[[M2]]θι ρι[x 7→ a])〉ι∈ , ∈ T er (r[[σ ]]θr) ,
which follows straightforwardly from IH on M1 and M2, and Definition 32(1,2).
• Case M = inµα.τ0(M0). To show:
〈φι[[α.τ0]]mθι (
ι[[M0]]θι ρι)〉ι∈ , ∈ r[[µα.τ0]]θr = µr
( r[[α.τ0]]mθr
r[[α.τ0]]m
θ
Ď
r
)
.
By the defining property ofµr (Theorem 39), and the substitution property for the relational semantics (Lemma 42),
this amounts to showing
〈ι[[M0]]θι ρι〉ι∈ , ∈ r[[α.τ0]]mθr
( r[[µα.τ0]]θr
r[[µα.τ0]]θĎr
)
= r[[τ0]]
θr[α 7→(
r[[µα.τ0]]θr
r[[µα.τ0]]
θ
Ď
r
)] =
r[[τ0[(µα.τ0)/α]]]θr .
But that is precisely what the IH on M0 gives us.
• Case M = µxσ .M0. To show:
〈fix (λd. ι[[M0]]θιρι[x 7→ d])〉ι∈ , ∈ r[[σ ]]θr .
Since 〈⊥〉ι∈ , ∈ r[[σ ]]θr by Lemma 37, to use fixed-point induction (Lemma 30), we just need to establish that for
all 〈dι〉ι∈ , ∈ r[[σ ]]θr ,
〈ι[[M0]]θιρι[x 7→ dι]〉ι∈ , ∈ r[[σ ]]θr .
And this follows immediately from the IH on M0, since 〈ρι[x 7→ dι]〉ι∈ , ∈ r[[Γ , x : σ ]]θr .
The remaining cases are analogous or standard. (The cases for λ-abstractions and applications rely on θĎr = θr, so that
r[[τ → σ ]]θr = r[[τ ]]θr →r r[[σ ]]θr , as usual.) 
3.5. Constructing relational actions for effects
We have two general principles for constructing monadic relational actions.
A. Filinski / Theoretical Computer Science 375 (2007) 41–75 69
3.5.1. Syntax-directed relational actions
Suppose an effect is defined by the same formal monad in both the primary and the secondary semantics. (This
does not mean that it is interpreted by the same monad in both, because the interpretations of base types, effects, and
constants can be different in the two semantics.) Then we can construct a relational action for the effect directly from
the syntactic structure of the monad’s type constructor:
Lemma 45 (Bottom-up Relational Action). Let effect e′ be defined by the formal monad (σT ,Mη,M?) in both
semantics. Then, given relational actions for all effects occurring in σT , T e
′
r (R) = r[[σT ]][χ 7→(RR)] is a proper relational
action for 〈T e′ι 〉ι∈ , . Moreover, this choice is compatible with relational actions of those e  e′ for which the monad
morphisms are also constructed syntactically by Eq. (13).
Proof. First, T e′r (R) is admissible by construction (Lemma 36). The conditions of Definition 32 then follow directly
from the Fundamental Lemma: For part (1), Theorem 44 gives us, when R ∈ ARel〈Aι〉ι∈ , ,
〈ι[[Mη]][α 7→Aι] []〉ι∈ , ∈ r[[α→ σT (α)]][α 7→(RR)].
Hence, for any 〈aι〉ι∈ , ∈ R,
〈ηe′ι aι〉ι∈ , = 〈ι[[Mη]][α 7→Aι] []aι〉ι∈ , ∈ r[[σT (α)]][α 7→(RR)] = T
e′
r (R).
The verification of condition (2) is analogous.
We must also check that the action respects effect-inclusions. Suppose R ∈ ARel〈Aι〉ι∈ , and 〈tι〉ι∈ , ∈ T er (R); we
must check that
〈ie,e′ι tι〉ι∈ , = 〈ι[[σT (α)]]se[α 7→Aι] (t ?eι λa.ηeι (ηe
′
ι a))〉ι∈ , ∈ T e
′
r (R).
By Lemma 37, it suffices to show that
〈t ?eι λa.ηeι (ηe
′
ι a)〉ι∈ , ∈ T er (T e
′
r (R))
and by Definition 32(1, 2), this follows if for all 〈aι〉ι∈ , ∈ R, 〈ηe′ι a〉ι∈ , ∈ T e′r (R), which was already established for
part (1) above. 
In other words, if an effect is defined the same way in the two semantics, there is no need to do anything special to
define its relational action. (This situation is analogous to not having to provide relational interpretations for definable
base types, i.e., those that are already denotations of some other type phrase in the language.)
3.5.2. Inverse-image relational actions
As an alternative, we can construct a relational action for an effect from the action of its supereffect, in terms of
the monad morphisms between the interpretations:
Lemma 46 (Top-down Relational Action). Given effects e  e′ and relational action T e′r for e′, the following is a
proper relational action for e:
T er (R) = {〈tι〉ι∈ , | 〈ie,e
′
ι tι〉ι∈ , ∈ T e
′
r (R)}.
Moreover, this choice is compatible with all possible relational actions of effects below e.
Proof. First, we get that T er (R) is admissible from admissibility of T e
′
r (R) and Lemma 31(3). That it satisfies the
two conditions from Definition 32 follows immediately from the monad-morphism laws and the fact that T e
′
r (R) is a
monadic relational action:
(1) If 〈aι〉ι∈ , ∈ R, then
〈ie,e′ι (ηeι aι)〉ι∈ , = 〈ηe
′
ι aι〉ι∈ , ∈ T e
′
r (R) ,
so 〈ηeι aι〉ι∈ , ∈ T er (R).
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Fig. 10. Effect ordering for the object-language signature (a), with interpretations in primary (b) and secondary (c) semantics.
(2) If 〈tι〉ι∈ , ∈ T er (R) and ∀〈aι〉ι∈ , ∈ R.〈 fι aι〉ι∈ , ∈ T er (R), then 〈ie,e′ι tι〉ι∈ , ∈ T e′r (R) and ∀〈aι〉ι∈ , ∈
R.〈ie,e′ι ( fι aι)〉ι∈ , ∈ T e′r (R), so
〈ie,e′ι (tι ?eι fι)〉ι∈ , = 〈ie,e
′
ι tι ?
e′
ι (i
e,e′
ι ◦ fι)〉ι∈ , ∈ T e
′
r (R)
i.e., 〈tι ?eι fι〉ι∈ , ∈ T er (R).
Moreover, if e8  e and 〈t 8ι 〉ι∈ , ∈ T e8r (R) then
〈ie,e′ι (ie
8,e
ι t
8
ι )〉ι∈ , = 〈ie
8,e′
ι t
8
ι 〉ι∈ , ∈ T e
′
r (R)
by Definition 35 for e8  e′, so 〈ie8,eι t 8ι 〉ι∈ , ∈ T er (R). 
(More generally, we can take the action of e as the intersection of the inverse-image actions of all (immediate)
successors of e in the ordering.)
3.6. Relating interpretations of the object language
In Section 2.7, we constructed two interpretations of the signature used to translate the object language into the
metalanguage, such that the meanings of a translated object term coincided with its direct and continuation semantics,
respectively. We now aim to construct a relational interpretation of the signature that will allow us to show that the
two semantics agree.
Although we could construct the required relational interpretations of o and c directly, it will be illustrative and
more convenient to first extend the signature with two additional effects k and a, ordered as in Fig. 10(a). The intended
meanings of all effects are now:
• o is still the notion of observable behaviors. We have already chosen to interpret it as divergence (error-absorbing)
in the primary semantics and divergence-and-errors (error-reporting) in the secondary one.
• k is the notion of continuation-passing with respect to observations. It will be interpreted as the denotation of the
formal continuation monad with answer type 〈o〉bN (as in Example 27) in each semantics. (Note these do not
actually determine the same monad, because o is interpreted differently.) For both interpretations, we also get the
inclusion morphism io,k as in the example.
• c is the notion of computation used when interpreting computations in the object language. It is taken the same as
o in the primary semantics, and as k in secondary one, so that one of the inclusions is trivial in each semantics:
T c = T o io,c = id ic,k = io,k = λt.λk. t ?o k
T c = T k io,c = io,k = λt.λk. t ?o k ic,k = id.
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(Had we taken instead T c = T k, we could have formally related two different continuation semantics of the
object language: an error-absorbing and an error-reporting one.)
• a is the notion of abstracted observations, where both an error return and divergence are understood as failure
to deliver a result, like in the original operational semantics. We interpret this effect as simple lifting in both
semantics: The monad morphism from observations is the identity in the primary semantics, while it reinterprets
errors as divergence in the secondary one:
io,a = id io,a = λt. t ? λo.case o of
{
in1(a)→ η a
in2(∗)→⊥
}
.
(It is easy to check that io,a is indeed a monad morphism.)
Note that, unlike the subeffect coercions we have seen so far, io,a is not injective: it is an example of projection-
style behavior identification rather than embedding-style behavior inclusion.
These interpretations are summarized in Fig. 10(b,c).
For relations, we take the obvious relation at the base type of natural numbers:
BbNr = {〈n ∈ N, n ∈ N〉 | n = n }.
We also need to specify relational actions for all the non- effects. It is important that we do this in the proper
sequence, as some actions will be derived from earlier ones:
(1) The relational action for a is lifting from Example 33:
T ar (R) = Tr (R) = {〈⊥,⊥〉} ∪ {〈ba c, ba c〉 | 〈a , a 〉 ∈ R}.
In particular, if R is the equality relation on A, then T ar (R) is equality on A⊥.
(2) The relational action for o is the inverse image of the a-action (Lemma 46). That is,
T or (R) = {〈tι〉ι∈ , | 〈io,aι tι〉ι∈ , ∈ T ar (R)} = {〈t , t 〉 | 〈t , io,at 〉 ∈ Tr (R)}
= {〈⊥,⊥〉, 〈⊥, bin2(∗)c〉} ∪ {〈ba c, bin1(a )c〉 | 〈a , a 〉 ∈ R}.
(3) The relational action for k is syntactic (based on the action of o), Lemma 45. We first compute the relation on
answers:
Ro = r[[〈o〉bN]][] = {〈⊥,⊥〉, 〈⊥, bin2(∗)c〉} ∪ {〈bnc, bin1(n)c〉 | n ∈ N} = {〈t , t 〉 | t = Abs(t )}.
Then T kr is given by
T kr (R) = r[[(α→ 〈o〉bN)→ 〈o〉bN]][α 7→(RR)]
= {〈t , t 〉 | ∀k , k .(∀〈a , a 〉 ∈ R.〈k a , k a 〉 ∈ Ro)⇒ 〈t k , t k 〉 ∈ Ro}.
(4) The relational action for c is the inverse image of the k-action (Lemma 46 again):
T cr (R) = {〈tι〉ι∈ , | 〈ic,kι tι〉ι∈ , ∈ T kr (R)} = {〈t , t 〉 | 〈io,k t , t 〉 ∈ T kr (R)}
= {〈t , t 〉 | ∀k , k .(∀〈a , a 〉 ∈ R.〈k a , k a 〉 ∈ Ro)⇒ 〈t ?o k , t k 〉 ∈ Ro}.
In particular, the relations on σD and τE become
r[[σD]][] = T cr (r[[τE ]][])
= {〈d, d ′〉 | ∀k, k′.(∀〈e, e′〉 ∈ r[[τE ]][].k e = Abs(k′ e′))⇒ k∗ d = Abs(d ′ k′)}
r[[τE ]][] = {〈φιsι〉ι∈ , | 〈sι〉ι∈ , ∈ r[[bN + (〈c〉τE → 〈c〉τE )]][]}
= {〈φι(in1(nι))〉ι∈ , | 〈nι〉ι∈ , ∈ r[[bN]][]} ∪ {〈φι(in2( fι))〉ι∈ , | 〈 fι〉ι∈ , ∈ r[[σD → σD]][]}
= {〈ιdn(n), ιcn(n)〉 | n ∈ N} ∪ {〈ιdf( f ), ιcf( f ′)〉 | ∀〈d, d ′〉 ∈ r[[σD]][].〈 f d, f ′ d ′〉 ∈ r[[σD]][]}.
These almost, but not quite, agree with the original specifications for ∼ and ≈ in Section 1.4; we will return to the
difference in Remark 47 below.
To apply the main theorem, we need to check that the interpretations of constants are related:
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• It is immediate that, for all n ∈ N,
〈Ccnι 〉ι∈ , = 〈n〉ι∈ , ∈ BbNr = r[[bN]][].
• For c+, we must check that 〈Cc+〉ι∈ , ∈ r[[bN × bN → 〈 〉bN]]. So suppose 〈(n1ι, n2ι)〉ι∈ , ∈ r[[bN × bN]][], i.e.,
n1 = n1 and n2 = n2 . Then also
〈Cc+ι (n1ι, n2ι)〉ι∈ , = 〈bn1ι + n2ιc〉ι∈ , ∈ Tr (=N).
• For cerr, we must check that 〈Ccerrι 〉ι∈ , ∈ r[[〈o〉0]][]. This holds, since
〈Ccerr , Ccerr〉 = 〈⊥, bin2(∗)c〉 ∈ {〈⊥,⊥〉, 〈⊥, bin2(∗)c〉} = T or (∅) = r[[〈o〉0]][].
• For crun, we must check that 〈Ccrun〉ι∈ , ∈ r[[〈c〉bN→〈o〉bN]]. Assume 〈tι〉ι∈ , ∈ r[[〈c〉bN]][] = T cr (=N). Take k = ηo
and k = ηo; then ∀n ∈ N.〈kι n〉ι∈ , ∈ T or (=N) = Ro. Thus, by definition of T cr ,
〈Ccrun tι〉ι∈ , = 〈t , t ηo〉 = 〈t ?o ηo, t ηo〉 ∈ Ro = r[[〈o〉bN]][]
as required.
Finally, applying Theorem 44 to the closed term ` 〈|t |〉S : 〈o〉bN, we get
〈[[t]]D, [[t]]C〉 = 〈ι[[〈|t |〉S]][]〉ι∈ , ∈ r[[〈o〉bN]] = Ro,
i.e. [[t]]D = Abs([[t]]C). But that is precisely the statement of Theorem 1, so we are done.
Let us finish by briefly sketching two technical differences between our results and those of the original paper [30]:
Remark 47. The monadic relational action conceptually underlying Reynolds’s construction of ∼ from ≈ in
Section 1.4 can be written as follows:
T c′r (R) = {〈⊥, λk.⊥〉, 〈⊥, λk.bin2(∗)c〉} ∪ {〈ba c, λk.k a 〉 | 〈a , a 〉 ∈ R}.
This action characterizes continuation-computations intensionally by their form, as opposed to the extensional,
behavior-based characterization used in T cr (R). Nevertheless, our general construction of the corresponding invariant
relation still applies:
We first need to verify that T c′r (R) is indeed always an admissible relation when R is admissible. Given
Lemma 31, the only non-immediate part is checking that the function ηk = λa.λk.k a is an order-monic: suppose
ηk a v(A→O)→O ηk a′, i.e., ∀k ∈ A→ O. k a vO k a′; we must show that a vA a′. Let d be an arbitrary element
of O such that d 6= ⊥ (the existence of d relies on O containing at least two elements), and choose k as the (a priori
only set-theoretic, but evidently also monotonic) function:
k x =
{
⊥ if x vA a′
d otherwise.
We first check that k is actually continuous: consider a chain (ai )i∈ω and distinguish whether ∀i. ai v a′ or not; in
both cases, clearly k(
⊔
i ai ) =
⊔
i k ai . But then k a v k a′ = ⊥, so also k a = ⊥, i.e., a v a′, as required.
It is immediately verified that the action also satisfies the closure conditions of Definition 32, so it can also be used
as a basis for recursive definitions of relations, and the proof remains the same. Reynolds’s action is a bit tighter:
clearly T c′r (R) ⊆ T cr (R), and the inclusion is proper: for example, the pair 〈⊥, λk. (λa.bin2(∗)c)∗(k ιcn(0))〉 (i.e.,
where a failed computation may depend on the continuation) belongs only to the looser relation, but not the tighter
one. However, the intensional approach does not seem to generalize easily to effects more complicated than partiality,
if one wants to include constants denoting impure functions. 
Remark 48. Reynolds’s article goes on to exploit the relations ∼ and ≈ to construct a retraction between the two
semantics; that is, it generalizes our function Abs to an abs on denotations of general terms, and shows that for any t
(including open ones), [[t]]d = abs([[t]]c). This construction, however, requires that the domain of final answers O is
large enough to contain not only all observable outputs, but also all explicit values E d, including functional ones.
A similar construction, but restricted to a simply typed setting, is presented by Meyer and Wand [15], and
generalized to other notions of effects by Kucan [11]. Unlike Reynolds, however, these use a unary logical relation
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(characterizing “well-behaved” continuation-passing meanings independently) rather than a binary one (relating
continuation-passing and direct meanings to each other).
A retraction between the two semantics is a powerful result, but arguably stronger than necessary: as long as
the semantics agree on observable outputs (possibly modulo further abstraction) of a program, there is no particular
reason to require that the relationship between meanings of all subterms also be expressible equationally. And again,
the purely retraction-based characterizations do not seem to scale very well to more complicated effect structures and
operations.
On the other hand, the idea of choosing a large enough answer type for the continuation monad is actually
independent of retractions, but applies more generally when the “answer” returned by a continuation is not necessarily
the final, observable outcome of the entire computation, but just an intermediate result, that must be further processed.
With this generalization of the continuation concept [5,4] (now usually referred to as delimited continuations) one can
actually show that any definable monad in the primary semantics can be modeled, up to agreement of observables, by
a suitable continuation monad in the secondary one [6].
For example, if we extended our sample language with an explicit error-handling construct, we could still define
its meaning in our existing, single-continuation semantics, if we allowed ourselves to invoke crun-like operations at
arbitrary points, not only at the top level. Since the answer type of a continuation monad must be fixed, but may
need to represent intermediate results of arbitrary type, we must first embed all such intermediate-result types into
a single, universal cpo U . In the secondary semantics, we can then take T A = (A→ TU )→ TU . (Such a choice
of answer type was already proposed by Wadler [36, 3.3–3.4], but without a formal correctness argument.) However,
for the purpose of constructing the relational action of the effect, the secondary interpretation is treated essentially as
T A = ∀X.(A→ T X)→ T X , where the universal quantification is interpreted as an intersection over all relations
of interest, much like in general relational models of parametric polymorphism [31,35]. We omit the details here for
reasons of space; the interested reader is referred to the author’s PhD dissertation [7] (which does not explicitly cover
recursive types, however). 
4. Conclusions and perspectives
With relatively minor adaptations, Reynolds’ original schema for showing agreement between two denotational
semantics is still highly useful today. We have demonstrated that the technique scales naturally to a general pair of
semantics, where computational effects may be realized by different monads, of which one is typically optimized
for reasoning, and the other for implementational efficiency. The hope is that the proposed metalanguage-based
framework is indeed general enough to account directly for a wide variety of concrete semantics used in practice.
More specifically, we have shown that, under very natural assumptions on the interpretations of effects, the logical-
relations construction used for relating them extends smoothly to FPC-style recursive types. That is, as long as the
relational framework deals properly with recursive functions at the term level, and recursive types are interpreted in
a sensible manner, relations between them do not pose any major further problems. In particular, the naive, circular
characterization of the logical relation at µ-types is actually uniquely satisfiable.
There are, of course, a number of ways in which the proposed framework could be developed further. It would
be very useful to also extend the account to other kinds of relations, notably those between syntax and semantics,
as used to show agreement between a denotational semantics and an operational one [28,25] — or, for that matter,
between two operational semantics. The minimal-invariant characterization of recursive types extends fairly smoothly
to operational settings [2]; rather, as mentioned in Remark 5, the main challenge would presumably be to give a generic
operational account of computational effects that uniformly captured the wide variety of operational-semantics styles
(for handling state, exceptions, continuations, non-determinism, etc.) in a way comparable to the unifying role played
by monads in denotational settings. A line of work by Plotkin and Power (e.g., [27]) may eventually lead to such an
account, but so far it seems better developed for modeling effect-introducing operations (such as raise for exceptions)
than for effect-delimiting ones (such as handle). Another such possibility is Mosses’s Modular SOS [20], but it too
does not quite seem to encompass the full range of effects expressible by monads, such as first-class continuations.
Two other directions for foundational future work are also worth mentioning. First, it should be possible to extend
the framework with a general account of parametric polymorphism [31]; indeed, relational models over domain-
theoretic semantics already play a crucial role in such accounts. Also, as apparently first noted by Plotkin, parametric
polymorphic types in domain-theoretic settings (with suitable attention to linearity/strictness) effectively subsume
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recursive ones [3], although the constructions are rather more involved. A comprehensive account would presumably
also need to account for (bounded) effect-polymorphism, i.e., quantifying over effect names, in addition to types.
Second, it would be useful to have a general account of Kripke logical relations [17, 8.6.2] in an effect-based
setting. We want to model that, in general, the interpretations of effects may evolve as the program is running, such as
accounting for dynamically allocated storage cells or exception names in Standard ML [16], or stack-allocated local
storage in Algol-like languages [33,21]. For both of these generalizations, it may be advantageous, or even necessary,
to abstract from the concrete setting of cpos, into a more explicitly categorical formulation.
Finally, there is still much work to be done in object language design and implementation, exploiting the
metalanguage constructions and results. Practical programs in languages such as Haskell already rely heavily on
monads, and even hierarchies thereof, as a structuring tool [22,13], but so far make little explicit use of the possibility
of interpreting the same conceptual effect in different ways. In ML-like settings, where all effects can a priori be
considered subeffects of the full space of imperative behaviors expressible in the language, such a distinction is
somewhat more natural: the specification semantics given by a programmer as one or more formal monads can be
turned into an efficient, direct-style implementation of the monad’s effectful operations in terms of the language’s
native continuation-and-state effects [6,8].
An immediate application of the theory presented here would thus be to formally extend (the correctness proofs
for) the latter constructions to object languages with general recursive types, both in main programs and in effect
definitions. In the longer term, it should also be possible to provide dedicated object-language support for working with
effects, such as concise yet flexible effect-type systems, and seamless integration between code fragments expressed
in imperative versus purely functional styles. Needless to say, a proper semantic foundation will be crucial for both
programming in, reasoning about, and implementing such languages.
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