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The ICT has an huge impact on the world CO2 emissions
and recent study estimates its account to 2% of these emis-
sions. This growing account emissions makes IT energy effi-
ciency an important challenge. State-of-the-art has proven
that the processor is the main power consumer. Processor
are nowadays more and more complex and they are used
in many hardware systems, such as computers or smart-
phones. This thesis is thus focusing on the software energy
efficiency for multi-core systems. In this paper, we therefore
report our motivations to understand deeply their architec-
tures for improving their energy efficiencies. Manufacturers
have worked tremendously to improve performance and re-
duce power consumption of their processors. However a lot
of things remains to do in the software side. We claim that
energy-efficient softwares can play a deterministic role to re-
duce the IT carbon footprint. To answer this challenge, we
are believing on the software-metric approach with a min-
imal hardware investment. For this purpose, an efficient,
scalable and non-invasive tool is needed. As a result, we
created PowerAPI, to provide fine-grained power estima-
tions at process and code-level for optimizing the software
enegergy efficiency automatically. This solution will help to
identify clearly the energy leaks for optimizing automatically
the power consumed by software.
Categories and Subject Descriptors
D.2.8 [Software Engineering]: Metrics—complexity mea-
sures, performance measures
Keywords
CPU power model, Middleware toolkit, Power monitoring
1. INTRODUCTION
The increasing usage of IT devices (e.g. computers, smart-
phones, electronics) takes a non-negligible part of our global
carbon emissions. According to [12], the Information and
Communications Technology (ICT) carbon footprint was es-
timated at 0.83 GtCO2 in 2007 and is estimated to 1.43
GtCO2e for 2020, representing 6% of our overall emissions
per year. This growing carbon footprint makes IT energy
efficiency an important challenge. Power estimation of soft-
ware processes is considered as a cornerstone of power-efficient
systems. It is particularly useful when operating at level of
individual tasks for identifying the largest power consumers
and make informed decisions during the scheduling. Mod-
ern processors are increasingly complex and such systems do
not provide coarse-grained solutions to estimate their own
power consumptions. However some manufacturers are go-
ing in this direction. For example, Intel developed such kind
of solution [3, 14] but it is limited at some processor gen-
erations. A lot of work still remains to do for proposing a
solution that will work on any architecture without doing
any assumptions.
To have the opportunity to address this problem, a power-
ful and a non-invasive monitoring solution is needed. Then,
we will be able to act and to optimize their energy consump-
tions by playing with the scheduling or by improving their
resource uses.
In this paper, we thus explain why this problem is a key
challenge and why it is important to address it in prior-
ity. For estimating the software power consumption we
also present our middleware toolkit, PowerAPI1, written in
Scala. Based on the concept of distributed actors, Power-
API is a scalable, non-intrusive and efficient way to estimate
the power consumption of running processes, in real-time,
with a minimal hardware investment. Our library automat-
ically learns the processor energy profile by stressing it in
several dimensions for capturing the supported features. To
get representative and accurate metrics, the Hardware Per-
formance Counters (HPC) are used. They are mostly avail-
able on modern processors. With the help of a regression
approach, we used them associated to the power consump-
tions for building an efficient and lightweight energy profile.
As a preliminary experiment, we evaluate our tool on a well-
known benchmark, SPECJbb2013, to compare our power
estimations with real measurements.
The rest of this paper is organized as follows. First we dis-
cuss the motivations behind this thesis in Section 2. Next,
we provide a clearly description of our research methodolo-
gies in Section 3. We then introduce our preliminary results
in Section 4 and finally, we conclude in Section 5.
2. MOTIVATION
During the last decade, developers have been developing
software products without paying a careful attention to the
resources they were consuming. In particular, the software
performance was generally preferred. However, recent trend
in GreenIT raises the key issue of the impact of the ICT on
the world CO2 emissions. Nowadays, the total of dioxide
emissions reached 9.1 billions tons [9] and current estimates
account the ICT for 2% of world CO2 emissions [12] which
is comparable to the civil aviation.
1Available as open source from http://bit.ly/PowerAPI.
The main source of emissions come from the hardware
components. Particularly, one can mention the massive im-
pact of the processor on the power consumption. Nowa-
days, processors are becoming complex computational units
regarding to the Moore’s law. The most important effect of
this law is the development of multi-core processors. They
are widely used whether in computer, smartphones and so
on. A lot of work was done on the hardware side to improve
their performances and to reduce their energy consump-
tions. One can mention the Simultaneous Multi-Threading
(SMT) principle which allows to improve the performance
by separating each core to two logical HyperThreads or re-
duce the energy consumption by sharing more effectively re-
sources. The Dynamic Voltage/Frequency Scaling (DVFS)
is also very important because it can improve drastically
the energy efficiency of a system. In particular, it allows the
processor to adjust its clock speed, and thus run at differ-
ent frequencies whether is necessary in order to drop down
its power consumption by reducing the frequency of under-
used cores. Moreover, we can also mention the C-States that
were introduced to save energy and allow the CPU to use
low power modes. The main idea of this principle is to lower
the clock speed, turn off some units to reduce the amount
of energy consumed.
Modern processors are really well-optimized but if the
softwares running on them are wasting time and resources,
all these optimizations are useless. We therefore believe they
can play a deterministic role in the development of a greener
planet. This does not only encompass the development of
software for better controlling the energy distribution (e.g.,
SmartGrid), but also the emergence of green software as
a more sustainable solution. From a scientific perspective,
this challenge requires a deep understanding and analysis
of the energy consumption of nowadays systems to reduce
their resource consumption and to cause fewer carbon emis-
sions. We argue it is very important to identify the main
power consumers and try to make decisions based on it, for
example by using different scheduling algorithms.
Power monitoring is usually done with the help of hard-
ware measurement equipments, such as power meters or spe-
cialized integrated circuits. This technique is not suitable at
large because it will require costly investments. Further-
more, it provides the power consumption of the whole sys-
tem and not directly the energy consumption of software
components and running applications. As a consequence,
we are targeting a scalable approach that can be achieved
by a software-centric approach. Monitoring the energy con-
sumption of softwares with this approach requires to tackle
several challenges. Contrarily to the hardware approach, the
software-centric approach requires power models to provide
accurate power estimations. Such solutions need to find the
best trade-off between accuracy and overhead. Software so-
lutions are already provided to estimate the processor power
consumption. As an example, the Running Average Power
Limit (RAPL) [3, 14], developed by Intel since the Sandy
Bridge architecture, provides different packages and one of
them allows to get the power consumption of the whole CPU
package by reading registers (MSR). However, this solution
is architecture dependent and is limited to few architectures.
Moreover, most papers are targeting specific softwares and
architectures [1, 2, 4, 10, 14]. They do not provide a general
approach which could be directly applied in most situations.
Our main goal is to provide a way to obtain reliable power
estimations on all recent architectures without important
hardware investments.
By establishing a clear knowledge of usual energy leaks,
we intend to identify green patterns as a methodological
guideline that can assist the developers in building energy-
efficient software. Additionally, the emergence of renewable
energies is introducing the need for the development of adap-
tive strategies that can cope with the sporadic nature of
these energy feeds.
3. RESEARCH METHODOLOGY
We aim to answer a crucial problem for the future of ICT:
to reduce their carbon footprint. Despite it can be con-
sidered as ambitious, we believe we can achieve significant
and encouraging results quickly. We decided to target multi-
core architectures because they are widely used in nowadays
computers or smartphones. Current platforms do not pro-
vide directly the software power consumption although man-
ufacturers are making efforts to address this problem (e.g.
RAPL). Thus, an efficient profiling tool is needed. When
considering the state-of-the-art, all the provided tools are ar-
chitecture and software dependent [1, 2, 3, 4, 10, 14]. Based
on the work presented in [6], we decided to create a generic
and software independent tool that is able to estimate the
software power consumption on modern CPU architectures.
To answer this challenge, the first step is to build power
models which trustfully represent the power consumption.
They are used for estimating and splitting the power con-
sumption between all the system components (i.e. CPU,
GPU, memory, disk, network). Most of the time, sampling
step and regression analysis are used to learn the energy pro-
files. Both power measurements and raw metrics are gath-
ered and injected in various regression techniques and the
resulting models are mostly linear [5]. Different metrics can
be used to represent the processor activities. For example,
Versick et. al [13] use the CPU load to represent the pro-
cessor activity or the others use HPC that provide more
informations about the type of instructions executed [1, 2,
4, 10, 14]. Regarding the state-of-the-art, the second one is
considered as a better solution as these performance coun-
ters can capture all the processor activities while the CPU
load mostly indicates whether the processor executes a job.
These HPC are very useful but they are architecture depen-
dent. In fact, each architecture can have different HPC and
thus the state-of-the-art generally tries to find the most rele-
vant counters to model the power consumption. Hence, each
paper identifies a different set of HPC and it is then difficult
to adapt their solutions. Therefore, we decided to find a
processor power model that could be used on any modern
architectures (i.e. Intel, AMD). Our process used to learn
the energy profile of a modern processor, regardless of its
architecture, is presented in Figure 1.
First, we defined specific CPU and memory intensive work-
loads to identify and capture the relationship between the
kind of operations executed and the power consumption.
These benchmarks are exectued for each frequency made
available by the processor.
We selected several hardware performance counters ac-
cording to two criteria: their availability on a large family
of architectures and the overhead imposed by their exploita-
tion. We studied the evolution of all the generic counters [8]
to identify the counters instructions, cache-references,




















Figure 1: Power model learning process.
with the power consumption on multi-core systems. We use
libpfm42 library for accessing to the HPC.
To collect the power consumption, we use a bluetooth
power meter, PowerSpy3.
To improve the accuracy of the power model, the work-
loads are executed several times and then the values are cor-
related using a multivariate regression. One power model is
computed per frequency.






















Figure 2: The PowerAPI architecture.
Our approach is implemented in PowerAPI, its global
architecture is depicted in Figure 2. It includes at least four
actor components: Sensor, Formula, Aggregator, Reporter.
An actor is a lightweight entity that runs concurrently and
processes messages using an event-driven model4. It can
handle millions of messages per second, depending on their
work, which is a key property for supporting real-time power
estimations.
The components are described as follows:
Sensor monitors the metrics of a given process and then
publish a sensor message to the event bus,
Formula get the sensor messages from the event bus in
order to estimate the power consumption of a given
process,
Aggregator aggregates the power estimations according to
a dimension, like the PID or the timestamp,
Reporter converts the power estimations produced by the














C-states (Idle states) 3
L1 cache 64 KB / core
L2 cache 256 KB / core
L3 cache 3 MB
Table 1: Intel Core i3 2120 specifications.
As a priliminary experiment, we used a memory intensive
benchmark, SPECjbb2013 on a Intel Core i3 2120 proces-
sor. Its specifications are described in Table 1.
Regarding the process described in Figure 1, the equation
below reflects the power model on this processor:




Where the overall power consumption over a period is
computed as the sum of the power consumptions in the dif-
ferent frequencies f supported by the processor, including
the TurboBoost ones when availables. The constant (31.48)
isolates the idle power of the machine. As an example, the










Where i, r, and m refers to the HPC instructions, cache-
references, and cache-misses, respectively. One can observe
































Figure 3: Preliminary experiment on SPECJbb2013
benchmark.
As we can observe in Figure 3, the estimations produced
by our power model follow the same trend as the real power
consumption and exhibit a median error of 15%.
By comparison, Bertran et. al [1] use a sampling phase to
gather data related to the HPC. Their CPU energy model
show an average error of 4.63% on six applications taken
from the SPEC CPU2006 suite on the processor Intel Core
2 Duo which is a simple architecture without any features
for improving performances (no HyperThreading, no Turbo-
Boost). In [14], the authors proposed an HyperThread aware
model for reducing the error models. They evaluated their
new model on private Google benchmarks and have an aver-
age error of 7.5%. Unfortunately, neither their experiments
nor the power model they proposed can be reproduced.
5. CONCLUSION
In this paper, we presented our researches to improve the
software-energy efficiency on multi-core systems. Our moti-
vations were driven by the huge impact of the ICT on the
world CO2 emissions which represents 2% of them. It is im-
portant to target such architectures because they are widely
used in nowadays computers and smartphones. Lot of work
has been done on the hardware side with several features,
like the DVFS one. But there is still a lot of work to do on
the software side and we showed why this is a key challenge.
Developers start to consider the potential power consump-
tion of their software. As a result, several tools were created
to provide such informations to the developers [7, 11].
We also presented our approach to learn the modern CPU
energy profiles. First, it stresses the processor features by
applying CPU and memory intensives workloads. Then, the
power consumption and raw metrics are gathered to build
a power model by using a multivariate regression technique.
With the help of the state-of-the-art, we have clearly iden-
tified the hardware performance counters as the the most
relevant metrics to estimate the software power consump-
tions. In fact, they allow to capture all the various activities
executed by modern processors.
Based on these models, we propose PowerAPI, an archi-
tecture and application independent middleware toolkit for
estimating the power consumption at process-level.
Our results show that only consider the generic counters
is not the necessarily the most reliable solution leading to
high errors. This is why we plan to improve our learning
algorithm by using the Spearman rank correlation for find-
ing automatically the most correlated ones with the power
consumption. Then, we will work on the software optimiza-
tions, and one of the suitable examples could be the virtual
machines. Indeed, they are more and more used and a lot of
work still remains to optimize their power consumptions.
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