ABSTRACT Different communication technologies have been suggested for developing the smart grid communication network. Among these communication technologies, power line communication (PLC) has widely been used, as it has a large coverage range and can access remote areas using existing infrastructures. In this paper, we derive a mathematical model for devising an advanced metering infrastructure (AMI) in the distribution grid based on PLC technology. In order to collect the traffic from thousands of smart meters, intermediary data collectors are placed on selected distribution transformers. However, an optimized placement of data collectors is necessary in order to meet the strict latency requirements needed for time-critical traffic from the meters. For this, we first formulate the latency based on the medium access characteristics of the powerline intelligent metering evolution standard. We then propose an optimization platform for efficiently placing data collectors in such a way that the reliability requirement for the smart grid traffic is ensured and also the installation cost is minimized. We apply the devised optimization solution to realistic examples of AMIs, and we show the effectiveness of our approach through numerical performance evaluation. 
reduces installation cost and also allows for an easier access to remote areas.
The placement of intermediary data acquisition points (DAPs) between the SMs and the utility control center is necessary in order to avoid the high possibility of congestion between the traffic flows generated from thousands of SMs. The placement of DAPs is also helpful for decreasing the distance to the utility control center and consequently, achieving a higher packet success ratio and throughput at the SMs.
In the PLC AMI, DAPs are installed on the distribution transformers residing on utility poles or pad-mounted transformers when respectively an overhead or underground power line infrastructure is used [12] . In North American countries, only a few SMs are served by a single distribution transformer and it would be costly to install DAPs on all of them. To reduce the installation and maintenace cost, DAPs are placed on the medium-voltage side of a distribution transformer so that SMs served by other transformers can share the same DAP [10] , [12] . This is illustrated in Figure 1 . The selection of the location of these DAPs is critical so as to meet the quality-of-service (QoS) requirements associated with the different traffic types, namely, regular meter reading, alert notifications, power quality and on-demand meter reading [2] , [13] , [14] . In particular, the location of DAPs affects the number of hops and contenders that data traffic from each SM would experience when accessing the communication medium.
Although the problem of data collector placement for smart grids has been investigated in several papers, there are only a few which designed the AMI based on QoS requirements. Mahdy et al. [15] developed a genetic based algorithm for a single-hop AMI. They connect SMs to the DAPs through the IEEE 802. 15 .4g technology and schedule all the traffic through a time-division multiple-access (TDMA) scheduling scheme, which limits the number of nodes that can access the medium and the network utilization. Niyato et al. [16] proposed a divide-and-conquer solution for optimally placing DAPs in a single-hop AMI. They designed the AMI based on the maximization of the obtained QoS but not its satisfaction, which leads to an overdesign in terms of number of DAPs. Canale et al. [17] investigated which network nodes should be chosen for access point installation in a medium voltage distribution network based on PLC such that the capacity and link quality requirements can be maintained. However, latency requirements have not been taken into account. Sendin et al. [18] based on several experiments, proposed a general guideline for designing the AMI based on PLC technology. They place DAPs in secondary substations and use narrowband PLC over the low-voltage distribution grid for connecting SMs to the DAPs. In order to meet latency requirements, they limit the maximum number of hops to a certain limit. However, limiting the maximum number of hops only addresses the transmission delay but not the medium access delay.
In our previous works [19] and [20] , we have developed a heuristic algorithm for placing the DAPs on top of the existing utility poles for a large-scale wireless AMI. In particular, we have assumed SMs are equipped with SUN mesh technology and transmit their traffic to the DAPs using multi-hop communication. We note that the model derived for SUN in [19] and [20] can not directly be applied to a PLC-AMI because of the different physical and medium access control (MAC) layer properties of the wireless and wired technologies. In particular, the transmission and propagation properties are different in SUN and PLC. Moreover, unlike SUN, the PLC technology considered in this work accommodates traffic priorities when scheduling traffic through carrier-sensing multiple-access/collision-avoidance (CSMA/CA), which requires a completely different analysis for the medium access delay.
In this paper, we complement the analyses and designs presented in [15] [16] [17] [18] [19] [20] . We study the design of an AMI using the popular PoweRline Intelligent Metering Evolution (PRIME) PLC technology [21] for the aggregation of SM traffic in DAPs, which can be placed on pad-mounted or overhead transformers. Multi-hop communication is enabled to access distant nodes in the network and to reduce the required number of DAPs [22] . We derive an analytical model for computing the obtained reliability considering the priority-based CSMA/CA MAC scheme in the PRIME standard. Based on this model, we formulate an optimization problem for obtaining the minimum number of DAPs and their locations while meeting the reliability requirement. We then propose a heuristic method for finding a solution to the NP-hard optimization problem in large-scale AMI scenarios. To the best of our knowledge, an analytical model for the optimal placement of DAPs in a PLC-AMI under QoS constraints and its efficient solution for realistic scenarios with thousands of nodes are presented here for the first time.
The remainder of this paper is organized as follows. We first present the system model in Section II and then formulate the probability of latency satisfaction based on the PRIME CSMA/CA MAC procedure in Section III. As the problem of optimal DAP placement with the QoS constraint is a non-linear integer programming problem and is NP-hard, we apply a heuristic method and formulate the simplified network planning optimization problem in Section IV. In Section V, we test our proposed optimization approach on realistic scenarios, where SMs and network nodes locations are obtained from BC Hydro, a Canadian power utility company. Numerical results show that our approach can efficiently compute the minimum required number of DAPs and their optimized locations while ensuring the satisfaction of the QoS requirements for the SM traffic.
II. SYSTEM MODEL
In this section, we describe all the assumptions that we have considered for the power grid infrastructure, as well as for the traffic model. We then describe the procedure of the CSMA/CA scheme that we have used for scheduling traffic. Finally, we present the model that we have applied for estimating the channel behaviour within the PLC network.
A. POWER GRID INFRASTRUCTURE AND TRAFFIC ASSUMPTIONS
We consider a power grid infrastructure with N SM SMs and N tr pad-mounted or overhead transformers that are connected together through an existing power line network.
We assume that the communication between SMs and DAPs are conducted through PRIME PLC technology in a singlehop or multi-hop manner. PRIME technology operates within the frequency band from 41 kHz to 471 kHz. This bandwidth is separated into eight subchannels. Each device may communicate over one or N ch of these subchannels. The transmission over each subchannel is conducted through 97 equally spaced subcarriers using orthogonal frequency division multiplexing (OFDM) [21] . The placement of SMs and DAPs on different sides of transformers naturally relies on the fact that PRIME PLC signals can cross transformers, albeit undergoing typically a significant attenuation [23, Ch. 13] , [24, Ch. 7] . The effect of transformers is captured in the PLC channel model explained further below.
We assume that each SM, which operates either as a source or a relay node, forwards P different traffic flows, each based on a Poisson arrival process [25] . A lower value of p ∈ {1, 2, . . . , P} is given to the traffic that has a higher priority. The assumption that the traffic arrival at each intermediary SM follows a Poisson process is justified when the traffic load at each traffic class is low [26] [27] [28] [29] . The traffic flows need to be collected by DAPs that are placed with selected transformers. We assume that DAPs with overlapping coverage use different channels for communication [18] . As discussed in [18] , this assumption is practical for PLC and has the benefit of avoiding co-channel interference and traffic congestion between DAPs.
As different traffic flows have different reliability requirements, we use the priority-based CSMA/CA proposed in PRIME for scheduling the traffic. Here, we assume all nodes connected to the same DAP are within the sensing range of each other. This assumption helps us to avoid the hidden node problem. We should note that the required signal to interference and noise ratio (SINR) for detecting a carrier is much less than what is required for decoding a packet correctly. Accordingly, as also confirmed through our simulations, even the nodes that require multi-hop access can detect the carrier of other nodes.
In PRIME, time is divided into abstract units which are called frames and each frame is divided into smaller units which are called time slots. The CSMA/CA back off procedure is conducted based on the concepts of these time slots. Accordingly, in the next sections, all the time-related variables are derived in units of time slots.
B. CSMA/CA SCHEDULING SCHEME The PRIME CSMA/CA model operates with several parameters, namely the number of transmission attempts m, sensing channel count c, the traffic priority p, and the current packet length I . When an SM has a packet with priority p and length I for transmission, it sets m = c = 0 and selects a random time slot within the backoff window, W (m, p), with equal probability. If the channel is determined as idle at the selected time slot, the node needs to keep sensing the channel for C(p) − 1 . = p − 1 additional time slots. Each time that the channel is determined as idle, we increase c by 1. If at any of these assessments the channel is detected as busy, the node waits for I time slots, in order to allow enough time for the ongoing transmission to clear, resets c to 0 and then increments the transmission attempt m and repeats the above backoff and continuous sensing mechanism at the sensing stage m + 1. A transmission failure is declared if the sensing stage exceeds the number of available sensing stages, M + 1.
As can be seen from the procedure described above, compared to the IEEE 802.15.4g standard, the CSMA/CA procedure in the PRIME technology has several differences. First, a differentiated access has been defined in PRIME for traffic with different priorities. Traffic classes with lower priorities should wait longer to access the medium. Second, each traffic flow should sense the channel as idle for a certain number of times, which is determined according to its traffic priority. Third, if the SM senses the channel as busy, it has to wait for the duration that it takes for the packet to be transmitted fully, i.e. I , before going to the next backoff stage. These differences necessitate the development of a new analytical model for the medium access delay, which is different from the one proposed in [19] for the IEEE 802.15.4g transmission.
C. PLC CHANNEL MODEL
PLC channels are described either through phenomenological models or through models based on transmission line theory [30] . The latter account for the details of the network topology such as electrical loads and branches. Therefore, they are more appropriate for computing the many point-topoint channel responses in a PLC network, and we adopt this modeling method here. Accordingly, each element of the network such as powerlines, transformers and loads, is described by its ABCD parameter matrix [31] [32] [33] .
We then transfer the whole network between the transmitter and receiver as a cascade of two-port networks, where the overall ABCD parameters between the transmitter and the receiver are obtained as the product of the ABCD parameters for each individual two-port networks. Finally, using the overall ABCD parameters, the channel frequency response between the transmitter and receiver, assuming no coupling losses at the transmitter, is computed as [32] and [33] .
where f is the frequency and Z L (f ) denotes the load impedance at the receiver.
In the following section, we derive an analytical model for computing the probability of latency satisfaction based on the characteristics of the priority-based CSMA/CA scheme, described in Section II-B, and the channel behaviour of the PLC networks, described in Section II-C, for each smart grid traffic flow.
III. AN ANALYTICAL MODEL FOR COMPUTING RELIABILITY
The reliability for transmitting smart grid data is defined as the probability that a data packet can successfully be VOLUME 6, 2018 received at the destination within its required latency [2] . Therefore, the reliability depends on both the experienced latency and the quality of the route, i.e., the obtained signal to noise ratio and packet error rate over the route. Accordingly, in this section, we first derive the probability of latency satisfaction based on the medium-access characteristics of the PRIME technology in Section III-A. Then, we derive the packet error rate and overall reliability in respectively Sections III-B and III-C.
A. DELAY MODEL
There are several components that affect the amount of the delay that a packet experiences at each hop. It includes the queuing delay, medium access delay, transmission delay and the propagation delay. The propagation delay has a very small value and its effect is usually ignored. In this section, we first derive the queuing delay for each traffic priority at node x, L x (p) in time slots. Then, we deduct the queuing and transmission delay from the total packet deadline and compute the probability that the packet can successfully access the medium within its deadline.
Let us assume that the link from node x to the DAP is through H x hops. In order to meet the delay requirement, denoted as D(p) and measured in time slots, for a traffic priority p, we allow
time slots to be consumed at each hop h. This conservative assumption allows us to guarantee the required latency at each hop. It should be noted that in practice, a larger delay may be consumed at some network segment while the total delay is still maintained.
1) QUEUING DELAY
We assume traffic is transmitted according to a priority queuing system. Applying the Pollaczek-Khinchinin equation, the average waiting time of traffic flow p is given by [34] 
where ρ x (p) is the probability of having a packet of traffic priority p for transmission. It can be expressed as
where λ x (p) is the arrival rate of traffic class p, and µ x (p) is the inverse of the packet service time of traffic class p. Also, r x is the mean residual service time which can be derived as
wheres 2 x (p) is the second moment of service time of traffic priority p. The expressions for µ x (p) ands 2
x (p) are derived later in this section.
Having computed the queuing delay, we now compute the probability that the packet can be transmitted within the deadline.
2) MEDIUM ACCESS DELAY
The probability that a packet of node x at hop h can successfully be transmitted within the deadline is obtained as
where x,h (p) is the experienced latency at hop h for traffic
, and θ x (k, p) is the probability that the channel is determined as idle at slot k for traffic priority p. The latter is given by
where ζ x (k, p) is the probability that the traffic priority p senses the channel at slot k and β x (p) is the probability that the channel is idle, when sensed for C(p) consecutive times. α x (j) is the probability that the channel is busy when it is sensed for the jth time, which is obtained later in this section.
As each slot can be sensed at either of the M + 1 stages, the probability of assessing a certain slot is obtained as a cumulative effect of sensing the channel at different backoff stages,
where x (k, m, p) gives the probability that the node senses the channel in slot k and sensing stage m for its traffic priority p. The values of x (k, m, p) are computed in the Appendix. The variable α x (j) in (7) gives the probability that the channel is busy when node x senses the channel for the jth time, given that the channel was idle for j − 1 times. This happens if in one of the previous t(j) slots the channel had been identified as idle for p consecutive times and at least one node has sensed the channel for its traffic priority p. Therefore, variable α x (j) is computed as [35] 
Here, (x) is the set of nodes that are connected to the same DAP as node x, and ξ x (p) is the probability of assessing the channel by a neighbour node in an arbitrary slot, which is obtained as
where P x (m, p) is the probability that node x is in backoff stage m for its traffic priority p. This probability can be obtained from the corresponding Markov chain that has been illustrated in Figure 2 for the CSMA/CA procedure. Variable
1 − ρ x (p ) denotes the probability that the node does not have any traffic with priority higher than p for transmission. The transition probabilities for this Markov chain can be derived as 
and from (12) the stationary distributions of the CSMA/CA states can be obtained as
a: PROBABILITY OF COLLISION
A collision would only occur if at least one contender node senses the channel at the same time as the transmitter for either of its traffic priorities [36] , [37] . The probability of collision for traffic priority p, knowing that the channel was idle for p consecutive time slots, is denoted as χ x (p) and is obtained as
b: COMPUTING SERVICE TIMES
In order to compute the probability of having a packet for transmission and also to compute the queuing delay, the first and second moments of the service time are needed. These are given bȳ
where the expected service time of traffic priority p is computed based on the time that is consumed at each backoff stage. The term (1 − β x (p)) m is the probability of moving to the sensing stage m, and the last two terms respectively represent the time consumed for C(p) consecutive channel sensings and the transmission. Accordingly, the service rate is obtained as
B. ROUTE QUALITY
The route quality is obtained through multiplying the link packet error rates over the whole path. To this end, we first compute the obtained SINR for each link and then, we translate it to the packet error rate (PER). The SINR of each link is computed according to
where N ch is the total number of subchannels used for transmission and N sc is the total number of subcarriers within each subchannel, and f nk is the corresponding central frequency for each subcarrier. Variable N 0 stands for the power spectral density of the background noise and the frequency selective noise at the low voltage and medium voltage cables, P tx denotes the transmission power spectral density, and H ij is the channel frequency response from transmitter i to receiver j. Variable κ denotes the co-channel interference margin. The packet error rate between nodes i and j can be written as
where Q maps the SINR to the PER based on the modulation and coding scheme. VOLUME 6, 2018
C. RELIABILITY
The reliability over the whole path is obtained as the multiplication of the link reliabilities, each of which is computed as the multiplication of the probability of latency satisfaction and the probability of successful packet reception at each link h:
where x,h denotes the packet error rate between the relay node located at hop h − 1 and the relay node located at hop h as derived in (19) . These relay nodes forward the packets of node x. The reliability constraint can then be expressed as
where τ is the desired reliability requirement for the network.
IV. OPTIMIZATION PROBLEM
In this section, we formulate an optimization problem for computing the minimum required number of DAPs and their optimized locations such that the installation cost is minimized and the reliability requirement that has been derived in the previous section can be met. The placement of data collectors on certain network node locations is an integer programming problem. While such problems can efficiently be solved using the IBM CPLEX software [38] when the solution space is small (e.g., for linear constraints with small number of variables and constraints), for scenarios with nonlinear constraints, which involve searching a larger space for checking the conflicts [39] , and large number of variables, we usually require a low-complexity heuristic method to obtain a solution [40] . The reliability constraint given in (21) is non-linear. Therefore, in order to decrease the complexity of the optimization problem, in Section IV-A, we first decompose the reliability constraint into two constraints, namely latency satisfaction and route quality. The latency constraint is then further simplified into a linear constraint. In Section IV-B, we deal with the route quality constraint by proposing a pre-processing algorithm that obtains routes with high packet success ratio. Finally, we formulate the simplified optimization problem with all linear constraints in Section IV-C.
A. DECOMPOSITION METHOD
We decompose the non-linear reliability constraint (21) into two constraints, namely route quality and delay satisfaction,
where τ r τ d = τ . We note that while replacing (21) by (22) and (23) is done to reduce the complexity of the optimization problem, it also limits the solution space as the problem is solved for specific values of τ r , and τ d . Next, we approximate (23) by constraining the maximum number of nodes that can be connected to a DAP while ensuring the latency satisfaction. This will indeed be equivalent to (23), if we assume that each node generates the same amount of traffic and accordingly, the probability that each node senses the channel, i.e., ξ x is equal for all these nodes. The maximum number of nodes that can be connected to the same DAP, denoted as N max = | x |, is then obtained from the non-linear system of equations (3)- (17), and (23) . In order to write the corresponding constraint, we define the binary variable y ij to indicate whether an SM i is connected to the DAP located on transformer j. We then have
To account for the fact that the assumption that each node generates the same amount of traffic can be violated, especially for multi-hop communication, we consider a final step for our heuristic algorithm to ensure that the obtained topology indeed satisfies the original constraint (23) . This will be explained in Section IV-C.
B. FINDING VALID ROUTES
The route quality constraint (22) is non-linear as the quality of all the links in a multi-hop route should be taken into account. However, as suggested in [17] and [41] we can reduce the complexity of a solver such as CPLEX by pre-computing the set of valid routes, which are the ones whose packet success ratio is higher than the required threshold, as per (22) . Algorithm 1 shows the pseudo-code for calculating these routes. The inputs to this algorithm are the SM-to-transformer and SM-to-SM link error rates, respectively denoted by ij and ii , the maximum allowed number of hops H max , and the desired route quality threshold τ r . This algorithm finds the path qualities Q ij and the number of hops for each node, denoted by H ij , as follows. In the first step, the SMs that have link qualities larger than the desired route quality threshold are directly connected to the transformer. Then, the algorithm checks whether the SMs that are not yet connected to the transformer have link qualities to the connected SMs that can satisfy the desired route quality. After the algorithm execution is finished, the SM i is connected to transformer j directly or via multi-hop, respectively if H ij = 1 or 2 ≤ H ij ≤ H max , or not connected if H ij = 0.
C. THE SIMPLIFIED DAP PLACEMENT PROBLEM
Using the results from Sections IV-A and IV-B, in this section, we formulate the simplified optimization problem as follows. Let us define the binary variable x j to indicate whether a DAP is installed on transformer j. As stated in [25] , DAPs are costly to be installed and maintained. Therefore, we define the for each SM i and transformer j which H ij == 0 do 5:
Q ij ← Q * if Q * ≥ τ r else 0.
8:
H ij ← H i * j + 1 if Q * ≥ τ r else 0.
9:
end for 10: end for 11: return Q, H objective as finding the minimum required number of DAPs that can ensure the satisfaction of the reliability requirement. After finding N max as explained in Section IV-A and obtaining the set of valid routes from Algorithm 1, the DAP placement optimization problem can be written as
Subject to
Problem (25) is a linear integer program since the objective function (25a) and all of the constraints are linear functions of binary variables x j and y ij . The numbers of variables and constraints for this problem are respectively N SM N tr + N tr and N SM N tr + 2N tr + N SM . These are significantly lower than those for the original problem, which has a structure similar to [19, eq. (25) ], with 3 N SM N tr + N tr variables and 3 N 2 SM + N SM N tr + 3 N SM + N tr constraints, where especially the quadratic scaling of the latter with respect to the number of SMs is problematic. As the number of constraints and variables in the simplified optimization problem have notably been decreased and all the constraints are linear, it can efficiently be solved with CPLEX. Figure 3 illustrates the steps involved in solving the DAP placement problem for PLC. We first import the geographical information for the SMs and transformer locations into the PLC-NS3 module [33] and emulate the PLC network accordingly. The PLC-NS3 module allows for simulating the PLC network topologies based on transmission line theory and calculating the channel frequency responses and accordingly SINRs from each transmitter to each receiver. We then import the SINRs into MATLAB and compute the relevant PERs according to the adaptive modulation. We give priority to the modulation and coding scheme that returns the higher data rate, provided that the obtained PER is less than 1 − τ r . Then, we apply Algorithm 1 from Section IV-B for calculating the reliable routes for each SM. We also compute the maximum number of nodes that can be connected to each relay, as per (24) . We use the set of reliable routes along with the simplified problem (25) as input to CPLEX and obtain the minimum required number of DAPs and their optimized locations. Finally, we check whether the resulting topology satisfies the delay constraint (23) considering the multi-hop traffic, and select additional DAPs where needed.
V. SIMULATION SETTINGS AND RESULTS
In this section, we apply our network planning approach on a realistic smart metering infrastructure from the area of Kamloops, BC, Canada. In the following, we first discuss the set of parameters that we have used for running our simulations and then present the network planning solutions we have derived for different considered scenarios.
A. SIMULATION SETTINGS
The set of parameters and traffic classes that we have used for running our simulations are summarized in Tables 1 and 2 , respectively. Four traffic types, namely SCADA, meter reading (MR), alarm, and on-demand MR, with different arrival rates and required latencies are selected from [2] . The priorities shown in Table 2 are assigned to the traffic types according to their latency requirements. The load impedance of 10 is considered at the smart meter and the DAP modems. We assume that a transmission power In order to avoid co-channel interference, we assign adjacent DAPs to operate over PRIME subchannels 1, 2, 7, 8 and subchannels 3 to 6, respectively [21] . The reason for selecting these two sets of subchannels is that they have the same total bandwidth and provide similar SINRs for most links. This is illustrated in Figure 4 , which shows the empirical CDFs of the SINRs for all SM-to-transformer links (assuming a DAP would be located at the medium-voltage side of each transformer) considering the two subbands. As we can observe, the obtained SINR distributions over the two subbands are almost identical. As it can be observed, 47 transformers are selected for DAP placement, resulting in an average of 64 SM connections at one DAP. The number of SM connections per DAP is larger in higher-density areas, e.g. around coordinates (1.0, −0.1) and smaller in sparsely populated areas, e.g. around (−4.5, 0.0). All SMs satisfy the reliability requirement, τ = 0.98.
C. PRIORITY AND NON-PRIORITY CHANNEL ACCESS
We next illustrate to what extent prioritized channel access compared to the non-prioritized channel access model, which is used in the IEEE 802.15.4g standard, can help to decrease the required number of DAPs. Figure 6 shows the number of selected DAPs for the traffic set presented in Table 2 in the priority-based and non-priority-based channel access models, considering a single-hop communication infrastructure. As can be observed from this figure, the priority-based channel access scheme decreases the required number of DAPs. This is because in the priority-based model, the traffic with the stricter latency requirement has a higher channel access rate compared to the lower priority traffic class. Therefore, a larger number of SMs can be served by a DAP while meeting the reliability requirement.
In order to investigate the optimality of our solution, we now consider the optimization problem with only the packet success ratio as the QoS constraint. In particular, we replace the reliability constraint (21) by (22) and ignore the effect of latency requirement (23) . Hence, the solution of this problem returns a lower bound for the number of DAPs. The results from this simplified problem are also shown in Figure 6 . We can observe that the solution of the actual optimization problem is very close to the lower bound. This suggests that the proposed DAP placement algorithm returns near-optimal solutions. Figure 7 shows the results for DAP placement on the same network as in Figure 5 (a) when, instead of PLC, the IEEE 802.15.4g wireless standard for smart utility networks (SUN) [6] is used for providing multi-hop communication between nodes. Here, we use the optimization formulation that we have derived in [19] , for obtaining the minimum required number of DAPs and their optimized locations. From Figure 7 , we observe that 24 transformers are selected for DAP installation for the SUN technology, which is about half of the DAP installations needed for PLC, i.e., 47 as reported above. Hence, for the specific grid scenario considered here and focusing on number of DAPs as the criterion for a comparison, a wireless AMI solutions seems to be preferable.
D. COMPARISON WITH WIRELESS AMI
To provide a more complete picture for comparing PLC and SUN, and highlight that whether PLC or wireless FIGURE 6. Number of selected DAPs for priority and non-priority based channel access considering an overhead infrastructure. For comparison, the lower bound to the optimal solution is also shown. communication is advantageous in terms of number of required DAPs is dependent on the power grid scenario, Table 3 shows the results for (i) the same scenario considering both single-hop and multi-hop infrastructures and (ii) a scenario where all lines and transformers are realized overhead. As it can be seen, the required number of DAPs in the singlehop scenario is increased to 38 for SUN. There is little change in the number of DAPs for the case of PLC. This comparison thus shows that the SUN technology, due to its lower coverage range, benefits more from allowing multi-hop communication. We speculate that the only incremental benefit of multihop transmission in the case of PLC is due to the fact that only the nodes that are connected to the same transformer can forward the packets of each other, as otherwise the signal should pass through another transformer and the extra attenuation would make the multi-hop communication impossible. If we change the infrastructure such that all lines and transformers are overhead, the number of DAPs required for PLC is reduced from 47 to 28, which is due to the lower signal attenuation from overhead compared to pad-mounted transformers. In this case, PLC becomes advantageous over SUN for single-hop communication. Furthermore, there is no benefit from multihop transmission in terms of DAP placement. This corroborates our finding for multi-hop PLC transmission above, and also suggests that the data rate achievable over individual links, which would be improved through multi-hop transmission, is not the limiting factor for the PRIME based systems.
We would like to emphasize that the quantitative PLC vs. wireless comparison is strongly dependent on the power grid topology, such as the number and locations for transformers. Furthermore, PLC has the benefit of penetrating enclosed structures such as meter cabinets as well as better coverage of remote locations. We also note that other considerations than the number of DAPs may matter for a technology comparison.
E. EFFECT OF THE NUMBER OF AVAILABLE SUBCHANNELS
In this section, we investigate to what extent the available number of PRIME subchannels used for packet transmission, and thus the offered link rate, has an impact on the required number of DAPs. Assuming the same network as in Figure 5 (a), Table 4 compares the offered link rate, that is computed based on the average SINR over all the SM-DAP links, the maximum number of nodes, N max , that can be connected to each DAP, and the required number of DAPs for different number of subchannels. 2 We observe that when the number of available subchannels is decreased from 8 to 4, only two additional DAPs are required. This highlights the fact that the aggregated traffic transmitted over SM-DAP links is well below the offered link rate over the entire 2 We assume that there is negligible co-channel interference also for the case of 8 subchannels for all links for this comparison. PRIME bandwidth. We conclude that latency requirements and thus medium access ability constitute the bottleneck for the considered mix of SM traffic, and transmission over only 4 subchannels is sufficient in order to carry the traffic. An interesting direction for further study would thus be the allocation of PRIME subchannels to SM-DAP links to improve medium access opportunities. Obviously, a further reduction in the number of subchannels eventually leads to a failure to meet the QoS requirements, as can be seen in Table 4 .
VI. CONCLUSION
In this paper, we developed a PLC communication infrastructure for the AMI using PRIME technology. The network planning is conducted such that the smart grid QoS requirement, namely, reliability, is satisfied and at the same time, the required number of DAPs are minimized. We formulated the reliability constraint based on the MAC characteristics of the PRIME technology, and then provided a heuristic method that enables us to solve large-scale scenarios with the IBM CPLEX software. The problem is solved for several realistic topologies of SM and transformer locations in the area of BC, Canada. Comparing the results of our DAP placement algorithm with the lower bound suggests that our method returns near-optimal solutions. We also observed that using prioritybased channel access scheme is helpful for scheduling larger nodes within the required latency. We note that we expect that some of our results, such as the comparison between SUN and PLC transmission, will be different for other grid structures, such as for example in European countries, where the power grid has a larger SM-to-transformer ratio, and thus PLC is generally a more effective solution.
APPENDIX. APPENDICES
In this section, we calculate x (k, m, p), which denotes the probability that the node senses the channel at an arbitrary slot k in sensing stage m for its traffic priority p. A similar derivation has been provided in [42] for the non-priority based CSMA/CA scheduling scheme. These values are used in (8) , and can recursively be computed as a cumulative probability of sensing the channel at slot j in the previous sensing stage and finding the channel as busy in one of the C(p) sensing iterations for finding the channel as idle and then, backing off for 1 W (m,p) in the current sensing stage m. 
