Abstract. Let G R be a simple real linear Lie group with maximal compact subgroup K R and assume that rank(G R ) = rank(K R ). For any representation X of Gelfand-Kirillov dimension 1 2 dim(G R /K R ), we consider the polynomial on the dual of a compact Cartan subalgebra given by the dimension of the Dirac index of members of the coherent family containing X. Under a technical condition involving the Springer correspondence, we establish an explicit relationship between this polynomial and the multiplicities of the irreducible components occurring in the associated cycle of X. This relationship was conjectured in [12] .
Introduction
Suppose G R is a simple real linear Lie group and K R is a maximal compact subgroup of G R . Much may be learned about an irreducible representation of G R by understanding its restriction to K R . Two invariants that depend only on this K R structure are the associated cycle (introduced in [21] ) and the Dirac index (defined in [12] , when rank(G R ) = rank(K R )). These invariants give W -harmonic polynomials on the dual of a Cartan subalgebra. They are both related to the global character theory of representations (for example, [16] and [12, Thm. 6.2] ). The two invariants are typically not the same; for a given representation the harmonic polynomials associated to the two invariants often have different degrees. However, there is a family of representations, those having certain annihilators, for which the degrees do coincide and a relationship between the two invariants is conjectured in [12, Conjecture 7.2] . The main point of this article is to prove this conjecture, which is stated as Theorem A below.
In order to state the theorem we need some notation. Let g be the complexification of Lie(G R ) and K the complexification of K R . Then there is a complex group G (with Lie algebra g) containing K as the fixed point group of an involution. The Springer correspondence associates to each nilpotent G-orbit in g * an irreducible representation of the Weyl group W . Of interest to us is the nilpotent orbit O C corresponding to the (irreducible) representation of W generated by the 'Weyl dimension polynomial'
The family of Harish-Chandra modules occurring in the conjecture are those having associated variety of annihilator equal to O C . Such Harish-Chandra modules X have associated cycle of the form
where O 1 , . . . , O m are the 'real forms' of O C in the sense that each O i is a nilpotent K-orbit in (g/k) * ⊂ g * so that G·O i = O C ( [21] ). The 'multiplicities' m i (X) are nonnegative integers. Placing X in a coherent family allows us to view m i (X) as a harmonic polynomial on the dual of a Cartan subalgebra. Now write DI p (X) for the harmonic polynomial associated to the Dirac index. Our main result is the following theorem ([12, Conjecture 7.2]).
Theorem A. Assume that rank(G) = rank(K). Let O C and O 1 , . . . , O m be as above, then there exist integers c i so that
for any Harish-Chandra module with AV (ann(X)) = O C .
The proof of the theorem has several ingredients. One is an extension of the definition of the associated cycle of Harish-Chandra modules to virtual Harish-Chandra modules. This is done in terms of the K-equivariant K-theory of N θ := N ∩ (g/k) * , where N is the nilpotent cone in g * . Recall that the K-group K K (N θ ) is the Grothendieck group of the abelian category of K-equivariant coherent sheaves on N θ . Although not expressed in terms of the K-equivariant K-theory, a definition of associated cycle of virtual Harish-Chandra modules is discussed in [22] . Much of the relevant sheaf theory appears in [1] . The map gr (with respect to a 'good' filtration) is a map from Harish-Chandra modules to finitely generated (S(g), K)-modules supported in N θ . Since, for affine varieties, K-equivariant coherent sheaves are in one-to-one correspondence with finitely generated (S(g), K)-modules, we may consider gr : {virtual Harish-Chandra modules} → K K (N θ ).
The important fact is that we may specify a Z-basis of K K (N θ ) in terms of homogeneous bundles on the (finitely many) K-orbits in N θ and use this basis to express the associated cycle. Write O = K · e = K/K e and let τ ∈ (K e ) , where (K e ) is the set of irreducible algebraic representations of K e . Then the sheaf of sections of the homogeneous vector bundle K × An important point is that these "leading coefficients" n O,τ are independent of the choices of extensionsẼ O ′ (τ ′ ).
A second ingredient of the proof is a formula for extensionsẼ O (τ ). This is accomplished using a resolution of singularities of O. One obtains extensions in terms of virtual Harish-Chandra modules of discrete series representations (Prop. 4.3). The conjecture is then proved using a simple formula for the Dirac index of a discrete series representation (Prop. 3.4).
In Sections 6 and 7 we list (1) the groups G R for which the hypothesis of Theorem A holds and (2) the complex G-orbits O C corresponding to P K (λ) under the Springer correspondence. As an example we include the computation of the constants appearing in Theorem A in one classical case; the other cases will appear in [13] . A table with all constants is included for the exceptional groups; the computations were done using a computer.
Notation. We are concerned with Harish-Chandra (g, K)-modules. These form an abelian category that we denote by M(g, K). The corresponding Grothendieck group is denoted by K(g, K); it is the quotient of the free abelian group on the Harish-Chandra modules by the subgroup generated by all X −Y +Z when there is an exact sequence 0 → X → Y → Z → 0 in M(g, K). When X ∈ M(g, K) the corresponding element of K(g, K) is often denoted by [X] . Similarly, M(S(g), K) is the category of finitely generated (S(g), K)-modules, and K(S(g), K) denotes its Grothendieck group. For an algebraic group H (over C) we denote by Rep(H) the abelian group of virtual H-representations, i.e., the Grothendieck group of the category of algebraic representations of H. We refer to elements of K(g, K) (resp., Rep(H)) as virtual Harish-Chandra modules (resp., representations); they are integer combinations of (classes of) irreducibles.
The nilpotent cone in g * is denoted by N and is often identified with the nilpotent cone in g. Our group K is the fixed point group of an involution of G. This determines a (complexified) Cartan decomposition g = k + p. We write N θ for N ∩ (g/k) * , which may be identified with the cone of nilpotent elements in p.
The conjecture is for the cases where G and K have the same rank; under this assumption we choose a Cartan subalgebra h of g that is contained in k and consider the set ∆ = ∆(h, g) of h-roots in g. The set of h-roots in k (resp., in p) is denoted by ∆ c (resp., ∆ n ). We write W (resp., W K ) for the Weyl group of ∆ (resp., ∆ c ). Half the sum of the roots in some positive root system ∆ + (resp., ∆ + c , ∆ + n ) is denoted by ρ (resp., ρ c , ρ n ). When A is some set of roots, we write ρ(A) for half the sum of the roots in A.
Associated cycles and equivariant K-theory
Associated varieties and associated cycles of Harish-Chandra modules were defined in [21] . In this section we recall these definitions and describe how to extend the definitions to the Grothendieck group of Harish-Chandra modules. Such an extension of the definitions to K(g, K) is discussed in [22] ; details are given in this section and in the appendix.
First recall the definitions for Harish-Chandra modules. Let X be a Harish-Chandra module. Filter the enveloping algebra U (g) by degree, so gr(U (g)) is isomorphic to the symmetric algebra S(g) which may be identified with the algebra P (g * ) of polynomials on g * . Then there are 'good filtrations' {X n } ([21, equation (2.1)]) of X and for such a filtration, gr(X) is a finitely generated S(g)-module. The associated variety of X is the support of gr(X), which is the variety in g * defined by the ideal annihilating gr(X). Since a good filtration of X is K-stable, k acts trivially on gr(X), i.e., k ⊂ ann(gr(X)). It follows that AV (X) is a K-stable subset of (g/k) * . In fact, AV (X) ⊂ N θ , so is a union of (closures of) some K-orbits in N θ = N ∩ (g/k) * . We write
where the orbits in the expression are maximal in the sense that they are not contained in the closures of others that appear. If X is irreducible, then each
It is a fact that in this situation the associated variety of the annihilator of X is
The associated cycle of a Harish-Chandra module is a formal integer combination
where m k , the multiplicity of O k in AC(X), is the rank of gr(X) at a generic point in O k .
A thorough treatment of the definition and these facts is contained in [21] .
Our proof of Theorem A requires that the definition of the associated cycle be extended to the Grothendieck group K(g, K). This is not immediate since the associated cycle is not additive on exact sequences as the following example shows.
where X ± are the Harish-Chandra modules of the two discrete series representations of infinitesimal character ρ and Ind G R P (C) is the (normalized) principal series representation induced from the trivial representation of the minimal parabolic subgroup P . Then AC(C) = 1 · {0} and AC(Ind
where O ± are the two one-dimensional K-orbits in N θ . Thus, for example, the associated cycle of C cannot be recovered from the associated cycles of Ind
The definition of associated variety and associated cycle on K(g, K) will be in terms of the K-equivariant K-theory of N θ .
. This is the surjectivity of j * (more precisely, it is the fact that the sheaf extends to an actual sheaf). Note that this extension is not necessarily unique.
One easily shows, by induction on the number of orbits, that
In fact we have the the following.
A version of this is stated in [22, Lecture 7] in somewhat different language. We give the proof in the appendix. Now return to our pair (G, K) of simple group and fixed points of an involution. Then the action of K on N θ has a finite number of orbits O k = K · x k , k = 1, . . . , m, and the theorem gives a Z-basis of K K (N θ ).
We may now give a definition of associated variety and associated cycle of a virtual Harish-Chandra (g, K)-module as follows. Consider
the target being those finitely generated (S(g), K)-modules supported in N θ . This gives a map M(g, K) → K(S(g), K; N θ ) which can be shown to be additive on exact sequences (and independent of good filtration), and thus defines a homomorphism
In fact this map is surjective and its kernel is the subgroup of virtual modules having each K-type occurring with multiplicity zero ([22, Lecture 7] ). Coherent sheaves on an affine variety are precisely the finitely generated modules over the coordinate ring ([6, Ch. II, §5]). Taking into account the K-actions we get
(1.8) Definition 1.9. The associated variety and associated cycle of X ∈ K(g, K) are defined by:
By 'O k maximal' we mean that O k occurs in (1.8) with coefficient n kl = 0, for some l, and O k is not in the closure of another orbit that occurs in (1.8) (with a nonzero coefficient).
The fact that AV (X) and AC(X) are independent of the extensions used to define each E O k (τ kl ) is contained in Corollary A.9 of the appendix. When X is a Harish-Chandra module, this definition coincides with the original definition of [21] . Note that the multiplicity ofẼ O k (τ kl ) along O k coincides with that of E O k (τ kl ), which is the dimension of τ kl .
Dirac Index
The definition and numerous properties of the Dirac index of a Harish-Chandra module is contained in [12] . The Dirac index is related to the Dirac cohomology, but has some additional nice properties. For example, it is defined on virtual Harish-Chandra modules (i.e., on the Grothendieck group) and it is well-behaved with respect to tensoring by finite dimensional U (g)-modules. The Dirac index (as well as the Dirac cohomology) is a virtual K-module 1 . Here we review the definition and the most relevant properties.
Assume that rank(G) = rank(K) and fix a Cartan subalgebra h of g contained in k. In this case p is even dimensional, so the spin representation of Spin(p) decomposes into the direct sum of two subrepresentations S ± . Recall that S may be constructed by first choosing a maximal isotropic subspace V ⊂ p. Then the Clifford algebra C(p) acts on ∧(V ). Under this action the odd part of C(p) sends ∧ even (V ) to ∧ odd (V ), so the even part preserves both ∧ even (V ) and ∧ odd (V ). Since so(p) ⊂ C even (p), the spin representation of K decomposes into the sum of S + := ∧ even (V ) and
Typically one makes a choice of maximal isotropic subspace as follows. First choose a system of positive roots ∆ + ⊂ ∆(h, g) and let
the sum of the positive root spaces in p, is a maximal isotropic subspace of p. In this case the h-weights of S ± are
For a Harish-Chandra module X, the Dirac operator
where {ξ i } is any orthonormal basis of p and c(ξ i ) is clifford multiplication by ξ i . The Dirac cohomology is
1 K is the pullback of the double cover π : Spin(p) → SO(p) by the adjoint representation of K, that is
For ξ ∈ p, c(ξ) sends S ± to S ∓ , so (under our equal rank assumption) we also have the
One immediately has
Definition 2.3. If X is a Harish-Chandra module, then the Dirac index of X is
We now list some key properties of the Dirac index. Let X be a Harish-Chandra (g, K)-module.
Proposition 2.4. ( [7] ) If X has infinitesimal character of Harish-Chandra parameter λ, then each irreducible constituent of DI v (X) has infinitesimal character of the form w(λ), for some w ∈ W .
Therefore, the Dirac index depends only on the K-types of X.
The Dirac index is additive on exact sequences, so is well-defined on virtual modules, giving a homomorphism
Proposition 2.7. ([12, Prop. 5.2]) Let Λ be the weight lattice in h * and suppose that {X(λ)} λ∈λ 0 +Λ is a coherent family of virtual Harish-Chandra modules, then dim(DI v (X(λ))) is a W -harmonic polynomial in λ.
Suppose X has regular infinitesimal character of Harish-Chandra parameter W · λ 0 with λ 0 dominant. Then there is a unique coherent family {X(λ)} with X = X(λ 0 ) (see, for example, [20, Ch. 7 , §2]).
By the Weyl dimension formula, the Dirac index polynomial is homogeneous of degree #∆ + c .
Cohomological Induction
Cohomologically induced representations play an important role in the proof of Theorem A. In §4 extensions of the sheaves E O k (τ kl ) will be given a somewhat explicit form using cohomological induction. We will also use a formula for the Dirac index of discrete series representations.
Let q = l + u be a θ-stable parabolic subalgebra of g and Q = LU the corresponding parabolic subgroup of G. The cohomological induction functors (as defined in [20] and [8] ) will be denoted by R
. The following are a few of the most basic properties.
In the special case when q = b = h + n, a θ-stable Borel subalgebra, and rank(G) = rank(K), R s b (C λ ) is the Harish-Chandra module of a discrete series representation when λ is dominant (for ∆ + = ∆(n)) and analytically integral. In this case the irreducible representation E µ of K having highest weight µ = λ + 2ρ n (with respect to ∆ + c = ∆ c ∩ ∆(n)) occurs with multiplicity one as a K-type in R s b (C λ ). All other K-types have highest weights of the form λ + 2ρ n + β∈∆ + n n β β, n β ≥ 0. All discrete series representations occur in this way. (e) Since a short exact sequence in M(l, K ∩ L) gives a long exact sequence of the cohomologically induced representations, the alternating sum
We may therefore make the following definition.
is a coherent family of virtual (g, K)-modules. See [20, Cor 7.2.10].
Of particular importance to us is the Blattner formula for the K-decomposition of cohomologically induced representations. (See, for example, [20, Thm. 6.3.12] .) The Blattner formula may be expressed as follows. Suppose Z is a Harish-
(3.2) In this formula H s−q (K/K ∩ Q, F ) denotes the sheaf cohomology of the sheaf of sections of the homogeneous vector bundle on K/K ∩ Q defined by the K ∩ Q-representation F π (K ∩ U acting trivially). This is computed by the Borel-Weil Theorem. For example, if µ is dominant for a positive system ∆ + c containing ∆ c (u) and
the irreducible representation of K having highest weight µ − 2ρ c (u). We also observe that the alternating sum of cohomology is well-defined on the Grothendieck group Rep(
Consider a Borel subalgebra b = h + n (containing our compact Cartan subalgebra h) and set ∆ + = ∆(n). Define X b (λ) = R b (C λ−ρ ), giving the coherent family containing discrete series representations associated to b. By (3.2) the K-decomposition of discrete series representations is therefore given by
The Dirac index of discrete series representations may now be computed. Recall that we have defined the Weyl dimension polynomial by
.
The following well-known result is implicit in [14] and follows from the main result of [7] .
Proposition 3.4. Assume that S ± are defined (as in (2.1)) by the maximal isotropic subspace determined by
, where the positive system of compact roots appearing in the definition of
Proof. Writing B = HN , we have
Now the Koszul resolution
an exact sequence of B ∩ K-representations, says the right-hand side of (3.5) is C −ρn and we get
The Dirac index is
When λ is ∆ + c -dominant, this is the finite dimensional representation of K with highest weight λ − ρ c , which has dimension P K (λ). Therefore, the two polynomials P K (λ) and
Remark 3.8. If a different positive system ∆ + is used to define the maximal isotropic subspace n p determining S ± as in the discussion surrounding (2.1), then the Dirac index polynomial of X b (λ) will be ±P K (λ). The sign is determined as follows. If S ± denotes the choice determined by ∆ + , then
since the weight −ρ n occurs in S + if and only if #( ∆
The Blattner formula may be 'inverted' to give an expression for an irreducible Krepresentation as a virtual (g, K)-module. This will allow us (in §4) to give expressions for extensions of the sheaves E O (τ ). Proposition 3.9. Let b be a Borel subalgebra as above and let γ ∈ h * be analytically integral. Then
In particular, if γ is ∆ + c -dominant then the irreducible representation of K having highest weight γ may be written as
Proof. Using (3.3), the right-hand side of (3.10) is
Using the Koszul resolution (3.6), we have (as virtual H-representations)
and the statement follows. The formula for E γ follows from the Borel-Weil Theorem, when γ is ∆ + c -dominant.
An extension
In this section we give extensions, from O to N θ , of the coherent sheaves E O (τ ) for all K-orbits in N θ . These extensions will be constructed as pushforwards of vector bundles under a resolution of singularities of O.
We set p m = g m ∩p, the m-eigenspace in p. The grading gives a θ-stable parabolic subalgebra q = l + u, with l = g 0 and u = m≤−1 g m .
Note that ∆(u) = {α ∈ ∆ : α(h) < 0}. The corresponding parabolic subgroup in G and Levi decomposition are written as Q = LU .
There are two well-known facts that play an important role for us ( [9] ): (i) The stabilizer K x has a Levi decomposition with reductive part (
is stable under Ad(K ∩ Q) and the morphism
is a resolution of singularities.
The higher direct images R i µ * of the morphism µ give a homomorphism of K K groups:
, then each higher direct image R i µ * (S) is a coherent sheaf on O, as µ is proper. We view the right-hand side of (4.2) as in
; write S σ for its sheaf of algebraic sections.
The terms R q (σ⊗∧ j p * 1 ⊗C −2ρ(p∩u) ) of the sum in (2) requires some explanation. We view the (finite dimensional representations) σ ⊗ ∧ j p * 1 ⊗ C −2ρ(p∩u) as virtual (l, K ∩ L)-modules. This may be accomplished by using equation (3.11) of Proposition 3.9 applied to (l, K ∩ L)-modules.
Proof. In [1, §2] it is shown that µ * (S σ ) is an extension of [E O (σ| K x )]. The space of sections (as K-module) is computed in [1, §2] :
By the Koszul resolution,
By equation (3.2) , this is precisely the K-decomposition of
Part (2) of the proposition may be put into a more useful form for us. First, it suffices to assume σ is irreducible with highest weight λ σ . Then
where
by Lemma 3.9 applied to (l, K ∩ L).
(Note: any positive system for ∆(l) that contains ∆ c (l) + = ∆ + c ∩ ∆(l) may be used here.) Now substituting into the formula of Part (2) of Proposition 4.3 and using induction in stages for cohomological induction (R b = R q • R b∩l ) gives the following corollary.
Corollary 4.5. For S σ as above
We have not yet given an extension of E O (τ ) for an arbitrary τ ∈ (K x ) . We prove below that restriction
is a surjection. This is equivalent to saying the each irreducible representation τ of K x extends to a virtual representation of K ∩ Q. (It is typically not the case that τ extends to an honest representation of K ∩ Q.) Let τ ∈ (K x ) and write τ = j n j σ j | K x , with n j ∈ Z and σ j ∈ (K ∩ Q) . Now Corollary 4.5 tells us how to express an extension
in terms of discrete series representations.
Remark 4.6. This extension is not canonical since there seems to be no canonical way to extend τ to a virtual representation of K ∩ Q.
The following proposition gives the fact used above.
This follows from a more general fact.
Lemma 4.8. If (H, V ) is a prehomogeneous vector space and H · v is the open orbit, then restriction
is surjective.
Proof. Let j : H · v ֒→ V be the open embedding. Then
is surjective by (1.4). Making the identifications K H (V ) ≃ Rep(H) and K H (H · v) ≃ Rep(H v ), the map j * (= restriction of sheaves) corresponds to restriction of representations. This is because (σ,
Now Proposition 4.7 follows since (K ∩ Q, p[2]) is a prehomogeneous vector space with open orbit
K ∩ Q · x having stabilizer K x ∩ Q = K x .
Proof of the main theorem
Continue with the hypothesis that the complex groups G and K have equal rank. Recall that we have fixed (i) a Cartan subalgebra h of g that is contained in k and (ii) a positive system of roots ∆ + c in ∆(h, k). The Weyl dimension polynomial for K is
Consider the W -representation C[W ] · P K (λ) generated by P K (λ). The Weyl group W K acts on P K (λ) by the sign representation. No copy of the sign representation occurs in S(h) in degree less that #∆ + c = deg(P K (λ)). The sign representation of W K occurs with multiplicity exactly one in this degree, therefore C[W ] · P K (λ) is irreducible (e.g., [3, Prop.
11.2.3]).
The Springer correspondence associates an irreducible representation of W to each nilpotent G-orbit O C = G · x in N . To describe the Springer correspondence, we let B be the flag variety for G, B x = {b ∈ B : x ∈ b} (a 'Springer fiber') and A(x) = G x /(G x ) e (the 'component group' of the stabilizer of x). Then A(x) acts on B x , so also acts on the singular cohomology
, is constructed in [17] . This action commutes with the action of A(x), giving a representation of W on the subspace of A(x) invariants. The W -representation on H dx (B x )
A(x) is irreducible. This gives an assignment, which is in fact one-to-one, of an irreducible W -representation to each complex nilpotent orbit:
An irreducible representation of W is said to be Springer if it is equivalent to some π(O C , 1). It is an important fact that the symmetric algebra S(h) contains a W -subrepresentation equivalent to π(O C , 1) in degree d x and contains no such subrepresentation in lower degrees (see [10] ). The setting for our main theorem, Theorem 5.4 below, is a pair (G, K) for which 
the number of positive noncompact roots. For the remainder of the article we assume that (G, K) is one of the pairs on the tables and O C is the orbit satisfying 
Remark 5.6. For the proof of the theorem we do not need to make a choice for S ± . However, we will need to make some (arbitrary) choice when we compute the numerical values of the constants in §6 and §7.
To prove the theorem we may assume that X is irreducible. This is because the Dirac index is additive and, although the associated cycle is not additive, we have the following property. If AV (ann(X j )) ⊂ O C , j = 1, 2, 3 and 0
. We may also assume that AV (ann(X)) = O C , since AV (ann(X)) ⊂ O C O C implies both the Dirac index polynomial is zero (by Prop. 2.9) and m k (X) = 0.
We therefore assume that X is irreducible and AV (ann(X)) = O C . Write Gr(X) in terms of the basis (1.5):
Then since the Dirac index is defined on K K (N θ ) and vanishes
On the other hand
Therefore, Theorem 5.4 is a consequence of the following.
Theorem 5.7. With O 1 , . . . , O r as above, there are integers c k , k = 1, . . . , r so that
To prove this theorem we take an arbitrary O k = O = K · x and τ ∈ K x and extend τ to a virtual representation σ of K ∩ L. We may assume that σ is irreducible, then use the explicit extension given in Proposition 4.3. The formula for the Dirac index of the discrete series will then relate the two sides of (5.8).
Therefore it suffices to prove that for each K-orbit in N θ there is a constant c so that
Letting λ σ be the highest weight of σ, by Corollary 4.5 we need a constant c so that
Since the formula for the Dirac index polynomial of a discrete series representation is given by DI p (X b (λ)) = ±P K (λ) (by Prop. 3.4) and the sign depends on b (not on λ) by Remark 3.8, this becomes
The left-hand side of equation (5.9) may be viewed as a sequence of difference operators applied to P K (λ). Define these difference operators by
These difference operators each lower degree by at least one. The left-hand side of (5.9) is exactly (−1)
which therefore has degree at most deg(P K (λ)) − #∆ n (l) − #∆(p 1 ). Lemma 5.10 below tells us that this degree is at most deg(P K∩L (λ)) = #∆ + c (l). However, the left-hand side of (5.9) is alternating with respect to the action of W K∩L . The least degree of such a (nonzero) alternating polynomial is deg(P K∩L (λ)). Therefore, such a polynomial must be a multiple of P K∩L (λ). Thus there exists some constant c so that (5.9) holds.
The following Lemma now completes the proof that constants c k as in the theorem exist; the integrality of the constants holds, but this is to be established by computing the values of the constants; see sections 6 and 7 and [13] .
Proof. We have already noted that dim(O) = #∆
+ − #∆ + c . The resolution (4.1) gives dim(O) = dim(K/K ∩ Q) + dim(p[2]) = dim(u ∩ k) + dim(u ∩ p) − dim(p 1 ) = dim(u) − dim(p 1 ). (5.11) Therefore, #∆(u) − #∆(p 1 ) = #∆ + − #∆ + c , i.e., #∆ + c − #∆ + n (l) − #∆(p 1 ) = #∆ + c (l).
Computations: the classical cases
The computations of the constants are somewhat involved and details will appear in [13] . Here we first list (in Table 1 ) all of the classical real groups for which the conjecture applies. That is all groups with rank(G) = rank(K) and C[W ] · P K (λ) = π(O C , 1), as described in Section 5. We also give the orbit O C and the number of real forms (i.e., the number of constants). Then we give one 'sample' computation of the constants.
Recall that complex nilpotent orbits in classical Lie algebras are in one-to-one correspondence with certain partitions
The partitions satisfy the following Let σ K denote the W -representation generated by the Weyl dimension polynomial P K (λ) for K. To check whether σ K is a Springer representation for the classical groups, we proceed as follows (see [3, Chapters 11 and 13] ):
(i) we identify σ K as a Macdonald representation; (ii) we compute the symbol of σ K as in [3, Section 13.3]; (iii) we write down the partition associated with this symbol; (iv) we check whether the partition corresponds to a complex nilpotent orbit.
For example, when G R = SU (p, q), with q ≥ p ≥ 1, the Weyl group W is the symmetric group S p+q , and W K can be identified with the subgroup S p × S q . The representation σ K is parametrized, as a Macdonald representation, by the partition [2 p , 1 q−p ] (see [11] or Proposition 11.4.1 in [3] ). This partition corresponds to a 2pq-dimensional nilpotent orbit, so σ K is Springer. Note that when g is of type A n , there is no symbol to compute, and any irreducible representation of W is a Springer representation. This gives the first entry on our table.
When G R = Sp(p, q), with q ≥ p ≥ 1, the Weyl group W K is generated by a root subsystem of type C p × C q so that σ K is parametrized by the pair of partitions
In both cases, the partition of 2(p + q) associated with this symbol does not correspond to a complex nilpotent orbit for sp(2(p + q), C), i.e., σ K is not a Springer representation (see [10] or [3, Proposition 11.4.3 and Section 13.3 ]). Recall that our proof of Theorem 5.4 did not require a choice of S ± . However, to determine numerical values of the constants we do need to make a choice of S ± . This is done using the positive system ∆ + of the Dynkin diagram as in the discussion surrounding (2.2). This gives a ∆ + c , which in turn gives P K (λ), which we fix. We may choose ∆ + (l) = ∆(l)∩∆ + and set b = h + α∈∆ + (l) g (α) + u. Then b ⊂ q (as required in §4) and
(as in Rem. 3.8) . Observe that N is the number of positive roots that are positive on h. Note also that ∆ + (l) give the ρ n (l) in the formula (5.9).
As an example of the computation of the constants, we assume q ≥ p consider G R = SU (p, q) and
We let h be the diagonal Cartan subalgebra and write (a 1 , a 2 , · · · , a p+q ) instead of the diagonal matrix diag(a 1 , a 2 , · · · , a p+q ). As usual write the roots of h in g as ε i − ε j , i = j, where ε i (a 1 , . . . , a n ) = a i . The set of roots in k is ∆ c = {ε i − ε j :
The orbit O C corresponding to the partition [2 p , 1 q−p ] has p + 1 real forms O 1 , . . . , O p+1 . These may be described by signed tableau having k rows, k = 0, 1, . . . , p, beginning with + and p − k rows beginning with − :
or by the h's of the standard triple:
Since l = l k is built from roots that vanish on h k , we have that
It follows that for any
Furthermore, the set ∆(p 1 ) of noncompact roots that are 1 on h k is empty if q = p, and for q > p,
It follows that for any C ⊆ ∆(p 1 ),
Making the choice of S ± described above, equation (5.9) becomes (−1) 4) with N = kq+(p−k)(q−p+k)+(q−p)k. It turns out the computations below are somewhat easier if we make the following manipulation of (6.4) .
where we have replaced λ by λ − ρ n (l) (noting that ρ n (l) is orthogonal to roots in ∆ c (l)).
To determine c we evaluate both sides of (6.5) at
Note that P K∩L (λ 0 ) = 1, because λ 0 differs from ρ c (l) by a weight orthogonal to all roots in ∆ c (l). Set Λ = λ 0 − 2ρ(A) − 2ρ(C).
We see that Λ p+1 , . . . , Λ n are q integers lying between 1 and q. In particular, note that (6.2) and (6.3) imply that Λ 2p−k+l ≤ q − l + 1, l = 1, 2, . . . , q − p and (6.2) implies that all Λ 2p+j , j = 1, 2, . . . , p − k and Λ n−i , i = 1, 2, . . . , k , are at most p. If P K (Λ) = 0, then (Λ p+1 , . . . , Λ n ) must be a permutation of (1, . . . , q). If q > p, then the only possible way to get p + 1, . . . , q − 1, q is
It follows that e 1 = · · · = e q−p = k, and hence c 1 = · · · = c k = q − p, and d 1 = · · · = d p−k = 0. We conclude that for q > p there is exactly one C ⊆ ∆(p 1 ) for which P K (Λ) can be nonzero:
The corresponding 2ρ(C) is (q − p, . . . , q − p, 0, . . . , 0 | 0, . . . , 0, −k, . . . , −k, 0, . . . , 0), and #C = k(q − p). This also covers the case q = p; in that case, ∆(p 1 ) = ∅, so C = ∅ and 2ρ(C) = 0. It follows that
Note that P K (Λ) = 0 if and only if {Λ 1 , . . . , Λ p } and {Λ p+1 , . . . , Λ p−k , Λ n−k+1 , . . . , Λ n } are each a permutation of {1, 2, . . . , p}. To determine when this happens we may assume that p = q. Therefore we consider
By (6.2) and (6.3) the coordinates of Λ satisfy the following inequalities: 
Observe that for such an A,
and P K (Λ) = 0, and #A = k(p − k).
We prove that if P K (Λ) = 0 then there is such a shuffle by induction on p. If k = 0 or k = p this is immediate, since ∆ n (l) and A are empty. In particular the claim holds if p = 1.
Assume that p > 1 and 1 ≤ k ≤ p − 1. Since P K (Λ) = 0, the inequalities (6.6) require that Λ 1 = p or Λ k+1 = p.
Case 1: Λ 1 = p, i.e., a 1 = 0. This means that ε 1 − ε p+b / ∈ A, for b = 1, 2, . . . , p − k. It follows that for j = 1, 2, . . . , p − k,
Ignoring the coordinates Λ 1 = p and Λ 2p−k+1 = p we are left with
where 0 ≤ a ′′ i = a i − 1 ≤ k − 1 and the first p − 1 coordinates are a permutation of {1, 2, . . . , p − 1}, as are the last p − 1 coordinates. We are precisely in the p − 1 case with k replaced by k − 1. Induction says that (6.8) is
for some shuffle of p − 1, . . . 2, 1. This gives anÃ as in the claim (for p − 1), which along with ε k+b − ε 2p−k+1 , for b = 1, 2, . . . , p − k, corresponds to the shuffle
Case 2: Λ k+1 = p, i.e., a ′ 1 = 0. This case is essentially the same as Case 1. We see that Λ p+1 = p and ε a − ge p+1 ∈ A, a = 1, 2, . . . , k. A reduction to p − 1 and the same k gives Λ = λ 0 − 2ρ(A), with A defined by a shuffle
Thus, Λ arises from a shuffle when P K (Λ) = 0. Note that the two cases result in all possible shuffles. The claim is proved.
To compute c p,q k , it remains to compute P K (Λ) for the Λ as in (6.7). We have that P K (Λ) = ±1 for each such Λ, since P K (p, . . . , 2, 1 | q, . . . , 2, 1) = 1. To compute the sign, we first use (p − k)(q − p + k) transpositions to bring Λ to
Now the number of transpositions needed to bring the coordinates to the left of the bar to descending order is equal to the number of transpositions needed to bring the coordinates to the right of the bar to descending order. So the total number of transpositions we need at this step is even and so for each Λ as in 6.7 P K (Λ) = (−1) (p−k)(q−p+k) .
As we noted above, each relevant A has k(p − k) elements, and the only relevant set C has k(q − p) elements. The number of positive roots that are positive on h k is N = kq + (p − k)(q − p + k) + (q − p)k. Finally, the number of possible Λ is the number of (k, p − k)-shuffles, i.e., 
Therefore we have computed the constant for the k th real form.
Computation of the constants: the exceptional cases
The following table lists all of the pairs (G, K), with G an exceptional simple group, for which the W representation C[W ] · P K (λ) is Springer. The table gives the corresponding complex orbits O C in notation of [3, §13.3] . Also given are the number of real forms and the values of the constants in each case. The case of (F 4, Spin (9)) is the only pair with G exceptional (and K of equal rank) for which C[W ] · P K (λ) is not Springer.
The pairs appearing in the table and the complex orbits O C may be determined as follows. The representation C[W ] · P K (λ) occurs in homogeneous degree d = #∆ + c polynomials on h * . It occurs in no lower degree since it contains the sign representation of W K , which occurs in no lower degree. The tables in [3, §13.3] show that C[W ] · P K (λ) must be of the form φ m,d for some m. In most cases there is just one possibility and the table tells us this one possibility is Springer. The case of (F 4, Spin(9)) has two possibilities φ ′ 2,16 and φ ′′ 2,16 . Only φ ′ 2,16 contains the sign representation of W K (as given in [2] ). However, φ ′ 2,16 is not Springer (by [3] ).
The real forms are listed below by giving the associated labelled (extended) Dynkin diagram as in [5, Ch. 9] . Given a nilpotent orbit there is a normal triple {x, h, y} and a Dynkin diagram labelled with α(h) for each compact simple root. It may be arranged that each α(h) ≥ 0. In the diagrams below, γ is the highest root and the noncompact roots are blackened. Recall that the h determines q. The choice of S ± is made as described in 6.1.
The constants are computed by evaluating both sides of equation (5.9) at a convenient point (such as λ = ρ c (l)) by using a computer 2 . On Table 2 the constants correspond to the real forms below (and are listed in the same order as the real forms are listed).
(1) E6, e 6(2) , K = A5 × A1. Two real forms. 2 The computations for E8 are particularly long and were performed at the OSU High Performance
Computing Center at Oklahoma State University, supported in part through the National Science Foundation grant OCI-1126330. They were also carried out on the computer cluster of the Institut Elie Cartan de Lorraine (UMR 7502-CNRS). 
