In this paper, we describe a systematic approach to the lipreading of whole sentences. A vocabulary of elementary words is considered. Based on the vocabulary, we define a grammar that generates a set of legal sentences. Our lipreading approach is based on a combination of the grammar with hidden Markov models (HMMs). Two different experiments were conducted. In the first experiment a set of e-mail commands is considered, while the set of sentences in the second experiment is given by all English integer numbers up to one million. Both experiments showed promising results, regarding the difficulty of the considered task.
Introduction
In the challenging field of automatic speech recognition, there are two kinds of classification approaches. One is acoustic classification which obtains information from acoustic signals, while the other is visual classification which uses visual signals as input data. The history of research in acoustic classification spans five decades. The initial efforts were concentrated on isolated word recognition. Later connected word and continuous speech recognition became the focus of attention. By contrast, research on visual classification started only a decade ago [11] , and most works have considered only a small vocabulary, e.g., letters [3] , digits [10] , and sets consisting of a small number of words [6] . Only a few works were concerned with sentences [7] . Clearly, the recognition of whole sentences is more difficult than isolated word recognition, particularly because the number of possible sentences is much larger than the number of different words. For a general overview of the discipline of lipreading, see [16] .
Both acoustic and visual classifications have many difficulties in common, for example, the size of a vocabulary which varies inversely with the classification accuracy. More words introduce more confusion and require more processing time. Searching exhaustively a vocabulary of large size is typically unmanageable, and collecting sufficient training data 1 becomes more difficult as the dictionary grows. Therefore, researchers turn to smaller units which can be used to build up words in the vocabulary. In [7] , the authors applied phones as units for sentence recognition, without using any syntactic and semantic guidance. They trained HMMs on each phone of hand-segmented sentences and divided similar phone HMMs into viseme HMMs using a clustering algorithm. The advantage of using phones is that there is no restriction on the sentences to be tested. However, the absence of any high-level knowledge makes the recognition task so difficult that the recognition rate in the experiments was only 25.3% on a set of 150 test sentences. Therefore, in the process of building a sentence recognition system, one has to choose appropriate units. But also high-level knowledge to constrain possible sequences of units has to be found. One possible way to represent this kind of knowledge is by means of a grammar.
In this paper, we present a systematic approach to the lipreading of sentences. A set of basic words used as units is considered. Based on this set, we define a grammar that generates all legal sentences of the application domain. For each basic word, a hidden
Markov model (HMM) [12] is constructed. After training these HMMs, a complex HMM is obtained by concatenating the HMMs of the individual basic words according to the grammar. The complex HMM is able to recognize any sentence generated by the grammar.
Similar ideas were used in handwriting recognition previously [8] . In the work described in this paper, two different experiments were conducted. In the first experiment a set of email commands is considered, while the set of sentences in the second experiment is given by all English integer numbers up to one million. Both experiments showed promising results, regarding the difficulty of the considered task. In Section 2 of this paper we describe our method for the extraction of features from lip image sequences. A brief introduction to grammars and HMMs is provided in Section 3. We describe two different applications of sentence recognition in Section 4. After presentation of experimental results in Section 5 some conclusions are given in Section 6.
Feature extraction
In lipreading there are two kinds of approaches, model-based and image-based, to extracting features from a lip image. The model-based approaches obtain features from lip contours using, for example, deformable templates [18] or active shape models [10] .
The advantage of this kind of features is invariance under spatial translation, rotation, scaling, and change of the lighting conditions. However, perception of visible speech relies not only on observing lip movements but also on other visual cues widely disseminated across the speaker's face, such as the teeth, the tongue, and even the skin around the mouth [2, 17] . In model-based approaches this kind of information, which could be useful for recognition, is lost at an early stage. In addition, achieving good results of lip contour extraction heavily depends on the initialization since the typically iterative algorithms are prone to get trapped in local minima.
Image-based approaches to feature extraction are based on transformations with very little information reduction, letting the learning scheme find out the characteristic features. Examples are principal component analysis [4] and 2D-FFT [3] . In this kind of feature extraction no relevant information is lost.
In our work, we consider an area of interest (AOI) centered around the mouth. The AOI, which corresponds to 80 × 60 pixels, is transformed with 2D-FFT using
where M and N are width and height of the image, respectively, and
is the intensity of the image pixel at (k 1 , k 2 ). The 2D-FFT results in 80×60 coefficients. We use the magnitudes of the first n×n coefficients as features. Because 2D-FFT coefficients are symmetric with respect to the origin, only half of the number of coefficients are actually needed. Thus a feature vector of dimension n 2 /2 is obtained.
In the first experiment of e-mail command recognition, n was set to be 3, 4, . . . , 10, respectively, in order to investigate the influence of the number of coefficients. One wellknown advantage of 2D-FFT is its invariance under spatial translation. However, 2D-FFT invariance under spatial translation holds true only when the signal is periodic. Yet, in our case, because in the AOI the area around lips is not a periodic pattern, 2D-FFT coefficients vary as the AOI is shifted. Therefore, in order to investigate the influence of translation, the lip images in the testing data were vertically and horizontally translated by several pixels before the calculation of 2D-FFT coefficients took place. In addition, we also investigated the influence of lip rotation on recognition accuracy.
In the second experiment of integer number recognition, n was constantly set to be 10. Translation and rotation were not considered in this experiment. 
Grammar and hidden Markov model
There are two possible approaches to sentence lipreading. In the first approach, sentences are segmented into individual words, which are matched with models for the purpose of recognition. However, it is known that the task of segmentation is very difficult, if not impossible. Therefore, in the second approach, which is adopted in the work described in this paper, segmentation and recognition are integrated with each other. In our system for sentence lipreading we consider words as basic units. These basic units are recognized by means of HMMs. HMMs were successfully used in acoustic speech analysis [1, 14] , face identification [15] , and handwriting recognition [8] . In order to constrain the number of possible sequences of words, a grammar is used. I.e., the set of legal sentences from the underlying problem domain is given by the language generated by the grammar. Both the HMM and the grammar are integrated with each other such that the segmentation of a sentence into individual words is obtained as a byproduct of the recognition procedure.
In the following, a brief introduction to grammars and HMMs is given.
In formal language theory, a string-generating grammar G = (N, T, P, S) is defined by its finite sets of nonterminals N , terminals T , productions P , and the unique initial nonterminal S ∈ N . The terminals T are the basic words from which a sentence of the language can be constructed by concatenation, while the nonterminals N correspond to higher level concepts. The productions P describe how complete sentences of the language are built from simpler parts. L(G) is the language generated by G. For further details on formal language theory and its application to pattern recognition see [5] .
Example: A language L(G) that consists of the three integer numbers {twenty one, twenty two, twenty three } can be defined by the grammar G = (N, T, P, S), where N = {S, digit1, tys}, T = {one, two, three, twenty}, with the five productions presented in Table 1 . So the integer number twenty two, for example, is generated by applying the productions P1, P2, and P4. Figure 1 shows the syntax tree for this example.
For each word of the basic vocabulary, we build an HMM. A visual observation O of a word is represented by a sequence of feature vectors,
where o t is a feature vector observed at time t. An HMM with N states is defined by a parameter set
where A = {a ij } is an N × N matrix of state transition probabilities from state i to state j, B is a matrix of observation probabilities b j (o t ) for state j, and π is a vector of probabilities π i for the HMM initially being in state i. The observation probabilities are modeled as mixtures of Gaussian distributions,
where M is the number of mixture components, c jm is a mixture weight for state j and mixture m and N (.; µ, Σ) is a multivariate Gaussian with mean µ and covariance matrix Σ, that is where n is the dimensionality of o and prime denotes vector transpose.
In our work, each HMM corresponding to one of the basic words consists of six states, as shown in Figure 2 . These HMMs are trained using the forward-backward algorithm based on the Baum-Welch re-estimation formula, which maximizes the likelihood of model λ in definition (1) for having generated the observed sequence O. An excellent information source for HMM is [12, 13] . We have based our experimental work on the HTK software package [19] , to which the readers are referred for implemental details.
The HMMs of the individual basic words are concatenated according to the grammar G. Thus we obtain a complex HMM that is able to recognize any sentence generated by the grammar. Recognition is based on an alternative formulation of the Viterbi algorithm called the Token Passing Model [19] . In brief, it makes the concept of state alignment path explicit. Assume that a single large HMM is composed of basic word HMMs according to the grammar. Each state j of the HMM at time t has a single movable token which contains the partial log probability ϕ j (t). This token represents a partial match between the observation sequence o 1 , . . . , o t and the model subject to the constraint that the model is in state j at time t. The token passing algorithm is executed at each time frame t to obtain a path extension. When the best token reaches the end of the observation, the route it took is used to recover the recognized sequence of basic models.
Two applications of sentence recognition
In our experiments, we considered two different applications of sentence recognition. The first application is the recognition of e-mail commands, while the second is the recognition of integer numbers between 1 and 999'999.
For the recognition of e-mail commands we used grammar G e = (N e , T e , P e , S e ), where 
In P e , '[' and ']' denote options. A network corresponding to the grammar is shown in Figure 3 . The initial nonterminal of the grammar is commands. In Figure 3 , the boxes with sharp corners correspond to basic words, i.e. terminals, while the boxes with round corners represent nonterminals. The first dashed-line box corresponds to production (1), the second to production (2), a.s.o. There are 44 terminals and 9 nonterminals included in this grammar. Note that the number of sentences generated by this grammar is more than thirty thousand. Some of these sentences are:
• Show All New Messages,
• Display Message Number One,
• Save Previous Message In Folder Inbox,
• Help.
For integer recognition, the grammar G int = (N int , T int , P int , S int ) is given by 8
, tens, tys}; T int = {one, two, . . . , twenty, thirty, . . . , ninety, hundred, thousand};
where T int is a terminal set which contains 29 basic integer words. It can easily be verified that the language L(G int ), i.e. the set of sentences generated by the grammar, consists of all integer numbers between 1 and 999'999. A network representation of G int is shown in 
Experimental results
All experimental work described here is based on the HTK software package [19] . A person spoke a large number of sentences for both e-mail command and integer recognition. His face images with a size of 320 × 240 pixels and a grey level resolution of 8 bits per pixel were collected at a rate of 25 frames per second. An example is shown in Figure 5 . For each sentence, the mouth center of first and last image of a sequence were determined manually. Afterwards, using the average of these two centers, all images of the sentence were cropped into 80 × 60 pixel images centered around the mouth. For an example, see Figure 6 in which the person speaks integer five. We conducted two experiments on e-mail command and integer number recognition, respectively. The database for each experiment was divided into a training and a testing set.
There is much greater variability in continuous speech than in isolated words due to stronger coarticulation. In other words, a basic word occurring in a sentence is usually different from the same basic word spoken alone. Therefore, it is essential to include in the training set instances of each basic word occurring in a sentence. Consequently, in our experiments the training data for basic word models come from sentences rather than isolated words.
In the experiment concerned with e-mail command recognition, the training set consists of 444 sentences, which contain 1952 instances of the 44 basic words (terminals).
. . . That is, for each basic words there are approximately 40 instances on the average. All sentences in the training set were manually segmented into basic words. The HMMs were trained with these instances of basic words (see also Section 3).
The recognizer was created with trained HMMs using grammar G e described in Section 4. We tested the recognizer with a testing set which consists of 320 sentences. Examples of testing sentences are
• Display Previous Message,
• Reply Next Message,
• Forward Last Message,
• Delete Current Message,
• Jump To First,
• Go To Next,
• Save This To Folder Outbox,
• Export Message Number Four Two Two To Outbox.
We used half of the magnitudes of the first n × n coefficients (see Section 2), where n was set to be 3, 4, . . . , 10, respectively. The experimental results on the sentence level are shown in Table 2 . From the table, we can see that the recognition rate increases while n goes from 3 to 9, and it reaches the maximum for n = 9. 23.12 Table 3 : The recognition rates (%) for translations.
As mentioned in Section 2, in our case the 2D-FFT coefficients are not translation invariant. In order to investigate the sensitivity of 2D-FFT w.r.t. translation, we set n to be 9 and translate lip images of the testing set vertically and horizontally. The recognition results are displayed in Table 3 and examples of the corresponding translated lip images are shown in Figure 7 . Since lip images are horizontally symmetric, only horizontal translations to one side were considered. The results from Table 3 confirm that translation invariance of 2D-FFT does not hold true because the area around the lip is not a periodic pattern. However, the recognition performance doesn't deteriorate much under a small translation. In addition, we observe that the results from horizontal translation are better than those from vertical translation due to the shape of the lips.
The recognition rates are higher than 58% when translation is horizontally less than or equal to 10 pixels and vertically between -2 and 2 pixels.
In addition, we investigated the effect of rotations. in Table 4 and examples of the corresponding lip images are displayed in Figure 8 . In the data acquisition process (both in training and testing data), the speaker's head was accidentally rotated counterclockwisely by a few degrees in most of the testing images, see the middle image in Figure 8 . Therefore, recognition rates from clockwise rotation are better than those from counterclockwise rotation. And the recognition rate from a rotation of -2 degrees is even slightly better than that without rotation. From Table 4 we conclude that a slight rotation of the head does not significantly affect recognition results, although 2D-FFT is not rotation invariant.
Obviously, the grammar helps to increase the recognition rate. On one hand, although some basic words have similar visual lip movements, they were correctly recognized. For example, in the e-mail command recognition, two and to were never misrecognized, though they have very similar visual lip movements, since two is in the digit1 part in Figure 3 while to in part2, part3, and part4. On the other hand, if there is an or-relationship between two words in the productions, then the grammar can't help to disambiguate them. An example is next and this in production (6) . Although these words are quite dissimilar, they were confused a number of times.
In the experiment concerned with integer recognition, we used half of the magnitudes of the first 10 × 10 coefficients as features. The training set consists of 353 instances of integer numbers. These numbers are built up by totally 583 instances of the 29 basic integer words, i.e., there are about 20 instances for each basic word. In the training set, all integer numbers that consist of more than one basic word were manually segmented into their constituent basic words. These instances of the basic words were used for training the HMMs (see Section 3). After training, we fed the testing set, which consists of 81 integer words (see Figure 112  213  314  415  516  617  718  819  911   12  23  34  45  56  67  78  89  91   1  2  3  4  5  6  7  8  9   321  432  543  654  765  876  987  198  219   1234  2345  3456  4567  5678  6789  7890  8901  9012   3210  4320  5430  6540  7650  8760  9870  1980  2190   12345  23456  34567  45678  56789  67891  78912  89123  91234   32100  43200  54300  65400  76500  87600  98700  19800  21900   321000  432000  543000  654000  765000  876000  987000 198000 219000 Figure 9 : A testing set.
9), into the recognizer. The recognition rates at sentence level are given in Table 5 , i.e., the percentage of fully correctly recognized sentences. We observe from Table 5 that on the first rank nearly half of test samples shown in Figure 9 are recognized correctly. On the 5th rank the recognition rate reaches more than 80%. In our vocabulary, many words are very similar in terms of mouth movements, for example, thirteen and thirty, fourteen and forty, etc. Many of these ambiguous words are misrecognized, e.g. 415 is recognized as 450, 5430 as 5413, and 8 as 80, etc. If we don't count the misrecognition of an ambiguous word as an error, the rates on the first and second rank reach about 54%
and 74%, respectively. On the word level, our recognizer achieved an accuracy of 83%. It is computed by counting the number of correctly recognized words in the test sentences on the first rank. The results at word level indicate that many sentences incorrectly recognized have only one or two basic words which are misrecognized.
Conclusions
In this paper we presented a systematic approach to lipreading in case of a large number of classes to be distinguished. In the literature, the set of admissible words is usually small, typically between 10 and 26. By contrast, in our system the number of different classes under consideration is one million 1 in the integer recognition and more than thirty thousand in the e-mail command recognition application. In our approach a grammar is used to define the set of legal sentences of the underlying problem domain. The terminals of the grammar correspond to the basic vocabulary. Each word of the basic vocabulary is modeled by an HMM, and the individual HMMs are concatenated according to the rules of the grammar.
In this paper, two applications, namely e-mail command and integer number recogni-tion, have been considered. For both applications promising results have been obtained, regarding the difficulty of the considered tasks. In the experiment concerned with e-mail command recognition, the effects of translation and rotation were studied. Because the area around the lips is not a periodic pattern, 2D-FFT translation invariance does not hold. Nevertheless, the recognition rates are still more than 60% when the lip images of the testing set are translated by a small number of pixels. Similarly, a recognition rate of more than 69% was achieved when rotations are less than 3 degrees.
As the grammar and the HMMs are generic tools, the proposed approach can be used for other applications as well. The only condition is that the underlying (potentially large) lexicon can be built up from a smaller number of basic constituents.
There is potential for further improving the recognition performance of the system described in this paper, for example, by classifier combination. In [20] we described a classifier combination scheme for lipreading in case of small vocabularies. It turned out that even simple combination concepts can result in significant improvements of the recognition rate. Our present research focuses, among other topics, on the integration of similar techniques in the system described in this paper.
