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Abstract
W e stu d y th e p ro b lem o f fi nd ing th e minimal initial cap ital need ed in o rd er
to h ed g e w ith o u t risk a b arrier o p tio n w h en th e v ec to r o f p ro p o rtio ns o f w ealth
inv ested in each risk y asset is c o nstraint to lie in a c lo sed c o nv ex d o main. In
th e c o ntex t o f a Bro w nian d iff u sio n mo d el, w e p ro v id e a P D E ch arac terizatio n
o f th e su p er-h ed g ing p rice. Th is ex tend s th e resu lt o f Bro ad ie, C v itanic and
S o ner (1 9 9 8 ) and C v itanic , P h am and To u z i (1 9 9 9 ) w h ich w as o b tained fo r p lain
v anilla o p tio ns, and p ro v id es a natu ral nu merical p ro ced u re fo r c o mp u ting th e
c o rresp o nd ing su p er-h ed g ing p rice. A s a b y-p ro d u c t, w e o b tain a c o mp ariso n
th eo rem fo r a c lass o f p arab o lic P D E w ith relax ed D irich et c o nd itio ns inv o lv ing
a c o nstraint o n th e g rad ient.
Key words : S u p er-rep licatio n, b arrier o p tio ns, p o rtfo lio c o nstraints, v isc o sity so lu -
tio ns.
M S C C la ssifi c a tion (2 0 0 0 ): 9 1B2 8 , 4 9 L 2 5 , 3 5 B0 5 .
∗Th is w o rk w as p artly su p p o rted b y th e D eu tsch e F o rsch u ng sg emeinsch aft th ro u g h th e S F B 6 4 9
“ E c o nomic R isk ”
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1 Introduction
The problem of super-hedging under portfolio constraints has attracted a lot of attention
since the seminal w ork of C v itanic` and K aratzas [5 ]. O ne of the original motiv ations
came from the hedging of plain v anilla options w ith discontinuous pay off s, such as digital
options. F or such options the delta and gamma may tak e v ery large v alues w hen the
remaining maturity is small, w hich mak es them diffi cult to delta-hedge.
W ithin diff usion models, the remark able result of B roadie, C v itanic` and S oner [3 ] show s
that the optimal hedge under constraints is obtained by considering the B lack -S choles
ty pe hedging strategy of some modifi ed pay off . Thus, hedging the original claim under
constraints corresponds to hedging a modifi ed one w ithout constraints. This is the so-
called ’face-lifting’ procedure. W ithin the B lack -S choles model, this allow s to ex plicit
the optimal hedge. In more general M ark ov diff usion models, an ex plicit solution may
not be av ailable but the super-hedging price can still be characterized as the solution
of some H amilton-J acobi-B ellman eq uation, see C v itanic`, P ham and Touz i [6 ] and the
rev iew paper S oner and Touz i [1 2]. In the general semi-martingale case, no ex plicit so-
lution is av ailable but a general dual formulation w as obtained by F o¨llmer and K ramk ov
[7 ].
S imilar problems may appear for path-dependent options such as barrier options. F or
instance, the delta of k nock -out barrier options may ex plode w hen the maturity is
small and the underly ing asset is close to the barrier. This more diffi cult issue w as
recently considered by S hrev e, S chmock and W y stup [1 1 ]. In this paper, the authors
solv e the problem of hedging a k nock -out call option in a one dimensional B lack -S choles
model under a constraint on the short position, i.e. the proportion of w ealth inv ested
in the risk y asset is bounded from below . This result is obtained by ex tending the
dual formulation of C v itanic` and K aratzas [5 ] and by solv ing the associated stochastic
control problem.
The aim of the present paper is to prov ide a P D E characterisation of the super-hedging
price of barrier-ty pe options. O ur model is more general than the one studied in S hrev e,
S chmock and W y stup [1 1 ] in tw o aspects. F irst, w e consider general pay off s of the form
g(τ,X
τ
) w here τ is the fi rst ex it time of a d-dimensional price process X from a giv en
domain O. S econdly , our constraints on the proportions of w ealth inv ested in the risk y
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assets is described by a rather general closed convex set.
O u r derivation of the associated P D E relies on the du al form u lation of C vitanic` and
K aratzas [5 ] as in C vitanic`, P ham and T ou z i [6 ]. H ere, the m ain diffi cu lty com es from
the bou ndary condition on ∂O before m atu rity, a p roblem w hich does not ap p ear in the
above p ap er. A s in the vanilla op tion case, w e have to consider as bou ndary condition
a ’face-lifted’ p ay-off , bu t in the case of barrier op tions this is not su ffi cient. Indeed,
the exam p le considered in S hreve, S chm ock and W ystu p [1 1 ] show s that the bou ndary
condition on [0 ,T )× ∂O m ay not be assu m ed continu ou sly by the valu e fu nction, even
w hen the p ayoff is ’face-lifted’ (in their case g = 0 before T ). T his im p lies that this
bou ndary condition has to be considered in a w eak sense.
In this p ap er, w e give an ap p rop riate sense to the bou ndary condition and show that
the su p er-hedging p rice is a (discontinu ou s) viscosity solu tion of the corresp onding
H am ilton-J acobi-B ellm an eq u ation. W e also show that it can actu ally be fu rther char-
acterized as its sm allest viscosity su p ersolu tion. F inally, u nder m ild additional assu m p -
tions, w e p rove a com p arison theorem for the associated P D E w hich ensu res u niq u eness
of the solu tion and op ens the door to the im p lem entation of a nu m erical schem e. H ere,
the diffi cu lty com es from the constraint on the gradient of the valu e fu nction w hich also
ap p ears in the relaxed bou ndary condition. T o the best of ou r k now ledge, this is the
fi rst tim e that su ch an eq u ation is considered.
T he rest of the p ap er is organized as follow s. T he su p er-hedging p roblem and its du al
form u lation are p resented in S ection 2 . In S ection 3, w e describe the associated P D E
and state ou r m ain resu lts. A nu m erical ap p lication is p resented in S ection 4 . T he
rem aining sections contain the p roofs.
Notations: A ll elem ents x = (xi)i≤d of R
d are identifi ed w ith colu m n vectors w ith
E u clydian norm | · | and transp osed vector x′. T he p ositive orthant of Rd is denoted
by Rd
+
and the set of d × d m atrices by Md. W e w rite diag [x] to denote the diagonal
m atrix of Md w hose i-th diagonal elem ent is xi. If y ∈ Rd, w e w rite xy for (xiyi)i≤d, x
y
for
∏
i≤d(x
i)y
i
and xey for (xiey
i
)i≤d, w henever it is w ell defi ned. T he trace of M ∈ M
d
is denoted by T r[M ] and |M | denotes its E u clydian norm w hen view ed as an elem ent of
R
d2 . G iven a fam ily (aij )i,j≤d of real nu m bers, w e denote by [a
ij ]i,j the m atrix A w hose
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component (i, j) is g iv en b y aij. T h e closu re of a set E ⊂ Rd is d enoted b y E¯, ∂ E
sta nd s for its b ou nd a ry a nd int(E) for its interior. G iv en η > 0 , B(x, η) d enotes th e
open b a ll of ra d iu s η centered on x.
G iv en a smooth fu nction (t, x) ∈ [0 , T ] × Rd 7→ ϕ(t, x) ∈ R, w e d enote b y Dϕ its
(pa rtia l) J a cob ia n ma trix w ith respect to x a nd b y D2ϕ its (pa rtia l) H essia n ma trix
w ith respect to x. A ll ineq u a lities inv olv ing ra nd om v a ria b les h a v e to b e u nd erstood in
th e P− a .s. sense.
2 The super-hedging price under contraints and its
dual form ulation
In a ll th is pa per, T > 0 is a fi nite time h orizon a nd W = (Wt)t≤T is a d-d imensiona l
B row nia n motion d efi ned on a complete prob a b ility spa ce (Ω,F , P). W e a ssu me th a t
th e P-a u g mented fi ltra tion g enera ted b y W , F = (Ft)t≤T , sa tisfi es F0 = {Ω, ∅ } a nd
FT = F .
2.1 The b arrier option hedging prob lem
T h e fi na ncia l ma rk et is composed b y a non-risk y a sset B w ith price process norma lized
to u nity , i.e. Bt = 1 for a ll t ≤ T , a nd d risk y a ssets X = (X
1, . . . , Xd) w h ose d y na mics
is g iv en b y th e stoch a stic d iff erentia l eq u a tion
X(t) = X0 +
∫ t
0
d ia g [X(s)] σ(s, X(s))dWs , t ≤ T (2 .1 )
for some X0 ∈ (0 ,∞)
d. H ere, σ : [0 , T ]× Rd+ 7→ M
d is a ssu med to sa tisfy


(i) σ is continu ou s, b ou nd ed a nd inv ertib le w ith b ou nd ed inv erse.
(ii) T h e ma p (t, x) ∈ [0 , T ]× Rd+ 7→ d ia g [x] σ(t, x)
is L ipsch itz continu ou s in x, u niformly in t.
(2 .2 )
R em ark 2.1 A s u su a l th ere is no loss of g enera lity in a ssu ming th a t X is a loca l
ma rting a le since, u nd er mild a ssu mptions on th e orig ina l d y na mics, w e ca n a lw a y s
red u ce to th is ca se b y pa ssing to a n eq u iv a lent prob a b ility mea su re. T h e norma liz a tion
B = 1 mea ns th a t w e consid er d iscou nted processes, i.e. w e ta k e B a s a nu me´ra ire.
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A financial strategy is d e sc rib e d b y a d-d im e n sio n a l p re d ic ta b le p ro c e ss pi = (pi1,...,pid)
sa tisfy in g th e in te g ra b ility c o n d itio n
∫ T
0
|pit|
2dt < ∞ P− a .s. (2 .3 )
w h e re piit is th e p ro p o rtio n o f w e a lth in v e ste d a t tim e t in th e risk y a sse t X
i. T o a n in itia l
d o ta tio n y ∈ R a n d a fi n a n c ia l stra te g y pi, w e a sso c ia te th e in d u c e d w e a lth p ro c e ss Y piy
d e fi n e d a s th e so lu tio n o n [0, T ] o f
Y (t) = y +
∫ t
0
Y (s)pi′sd ia g [X(s)]
−1
dX(s) = y +
∫ t
0
Y (s)pi′sσ(s, X(s))dW s , (2 .4 )
w h e re ′ sta n d s fo r tra n sp o sitio n .
Remark 2.2 S in c e in o u r m o d e l th e fi n a n c ia l stra te g ie s a re d e sc rib e d b y th e p ro p o r-
tio n s o f to ta l w e a lth in v e ste d in e a ch risk y a sse t, th e n o -b a n k ru p tc y c o n d itio n a lw a y s
h o ld s p ro v id e d th a t th e in itia l d o ta tio n is n o n -n e g a tiv e . In d e e d , it is c le a r fro m (2 .4 )
th a t fo r y ≥ 0, th e in d u c e d w e a lth p ro c e ss sa tisfi e s Y piy (t) ≥ 0, fo r a ll t ∈ [0, T ], a .s.
T h e c o n stra in ts o n th e p o rtfo lio stra te g y is d e sc rib e d b y a c lo se d c o n v e x se t K ⊂ Rd.
W e sa y th a t a financial strategy pi is ad m issib le if it sa tisfi e s, in a d d itio n to th e c o n d itio n
(2 .3 ), th e c o n stra in t
pi ∈ K dt× dP− a .e . (2 .5)
a n d w e d e n o te b y K th e se t o f ad m issib le financial strategies. All o v e r th is p a p e r, w e
sh a ll a ssu m e th a t
0 ∈ K 6= Rd . (2 .6 )
T h e le ft h a n d -sid e c o n d itio n ju st m e a n s th a t 0 ∈ K w h ile th e in e q u a lity is n a tu ra l sin c e
o th e rw ise th e re w o u ld b e n o c o n stra in t o n th e p o rtfo lio .
T h e b arrier o p tio n is d e sc rib e d b y a m a p g d e fi n e d o n [0, T ]×Rd+ a n d a n o p e n d o m a in
O o f Rd su ch th a t
g ≥ 0 o n O¯ ∩ Rd+ a n d g = 0 o n [0, T ]× O¯
c , (2 .7 )
5
where O¯c := (0 ,∞)d \ O¯. T he b u y er o f the o p tio n receiv es the p a y m en t g(τ, X(τ)) a t
the (sto p p in g -) tim e τ d efi n ed a s the fi rst tim e when X ex ists O if this o c c u rs b efo re T
a n d T o therwise:
τ := in f{t ∈ [0 , T ] : X(t) /∈ O} ∧ T ,
with the u su a l c o n v en tio n in f ∅ = ∞. T he su p er-rep lic a tio n c o st u n d er c o n stra in t o f
the c la im g(τ, X(τ)) is thu s d efi n ed a s
v(0 , X0) := in f
{
y ∈ R+ : Y
pi
y (τ) ≥ g(τ, X(τ)) fo r so m e pi ∈ K
}
. (2.8 )
Remark 2.3 T he c o n d itio n g = 0 o n [0 , T ]× O¯c c a n b e seen a s a c o n v en tio n . In d eed ,
it is c lea r tha t v(0 , X0) d o es n o t d ep en d o n the v a lu e o f g o n this set when X0 ∈ O¯,
while fo r X0 ∈ O¯
c the p ro b lem ha s n o in terest.
H erea fter we p resen t ex a m p les o f b a rrier o p tio n which en ter in to o u r fra m ewo rk .
E x amp le 2.1 Up-and-out call : L et d = 1. T he p a y -o ff o f a n up-and-out call o n a
sin g le a sset X1, with strik e p rice κ a n d k nock -out b arrie r B is eq u a l to
(
X1(T )− κ
)+
1{m a x 0≤t≤T X1(t)< B} .
In o u r fra m ewo rk this c o rresp o n d s to : O = (−∞, B) a n d g(t, x) = (x− κ)+ 1{t=T ,x< B}.
E x amp le 2.2 D ow n-and-out b ask e t put option : A b a sk et o p tio n is a n o p tio n who se
p a y -o ff d ep en d s o n a weig hted a v era g e o f a set o f u n d erly in g s’ v a lu es. L et d = 2, we
co n sid er the dow n-and-out b a rrier o p tio n who se p a y o ff is g iv en b y
(
κ−
X1(T ) + X2(T )
2
)+
1{m in 0≤t≤T X1(t)+X2(t)>2B} .
In o u r fra m ewo rk this c o rrep o n d s to O = {x ∈ (0 ,∞)2 , x1 + x2 > 2B} a n d g(t, x) =(
κ− x
1+x2
2
)+
1{t=T ,x1+x2>2B} .
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2.2 The dual formulation
The dual formulation for hedging problems under general convex constraint was first
established by C vitanic` and K aratzas [5 ] in the diff usion case and then extended to the
semi-martingale case by F o¨llmer and K ramk ov [7], see also K aratzas and S hreve [9 ] and
the review paper S oner and Touz i [1 2 ].
To state the dual formulation, we first need the characterization of the closed convex
set K in terms of its support function δ. F or ρ ∈ Rd set
δ(ρ) = sup
γ∈K
γ′ρ ≥ 0 , (2 .9 )
where the last ineq uality follows from the left hand-side of (2 .6 ), and define
K˜ := {ρ ∈ Rd : δ(ρ) < ∞ } ,
the domain of δ. O bserve that the right hand-side of (2 .6 ) implies that K˜ 6= {0}.
M oreover, it is a standard result of convex analy sis, see e.g. [1 0], that K can be
characterized in terms of
K˜1 := {ρ ∈ K˜ : |ρ| = 1 }
by
γ ∈ K ⇔ H(1 , γ) ≥ 0 and γ ∈ int(K) ⇔ H(1 , γ) > 0 (2 .1 0)
where
H(u, p ) := inf{δ(ρ)u− ρ′p , ρ ∈ K˜1} for (u, p ) ∈ R× R
d .
R emark 2.4 A ssume for a while that 0 ∈ int(K). Then, there is cK > 0 such that
B(0, cK) ⊂ K. Thus, for all ρ ∈ K˜1, cKρ ∈ K and therefore
δ(ρ) ≥ cK > 0 .
The dual formulation is constructed as follows. L et us denote by K˜ the set of bounded
adapted processes ϑ tak ing values in K˜. To such a process, we associate the martingale
Mϑ defined on [0, T ] as the solution of
Mt := 1 +
∫ t
0
Ms
(
σ(s, X (s))−1ϑs
)
′
d W s ,
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recall (2.2). We then define the P-eq u iv alent p ro b ab ility m easu re Qϑ b y
dQϑ
dP
= MϑT .
It fo llo w s fro m G irsano v ’s T heo rem that the p ro cess W ϑ defined b y
W ϑt = Wt −
∫ t
0
σ(s,X (s))−1ϑsd s t ≤ T ,
is a B ro w nian m o tio n u nder Qϑ. In the fo llo w ing , w e shall deno te b y Eϑ the ex p ectatio n
o p erato r asso ciated to Qϑ.
T o ϑ ∈ K˜, w e finally asso ciate the p ro cess Eϑ defined b y
Eϑt := e
−
∫
t
0
δ(ϑs)d s t ≤ T .
Theorem 2.1 The following holds.
v(0 , X 0) = su p
ϑ∈K˜
Eϑ
[
Eϑτ g (τ,X (τ))
]
. (2.1 1 )
P roof. T he ab o v e resu lt is a direct co nseq u ence o f T heo rem 6 .2 and R em ark 6 .1 1 in
[9 ]. F o r the co nv enience o f the reader, w e p ro v ide here its sho rt p ro o f.
1 . F irst o b serv e that
v(0 , X 0) = inf
{
y ∈ R+ : Y
pi
y (T ) ≥ g(τ,X (τ)) fo r so m e pi ∈ K
}
.
Indeed, it fo llo w s fro m (2.4 ) and co nditio n (2.3 ) that, fo r all y ∈ R+ and pi ∈ K,
the p ro cess Y piy is a no n-neg ativ e lo cal P-m arting ale o n [t,T ]. H ence it is a su p er-
m arting ale and, b y tak ing co nditio nal ex p ectatio n, Y piy (T ) ≥ g(τ,X (τ)) im p lies Y
pi
y (τ) ≥
g(τ,X (τ)). F ro m this w e dedu ce the first ineq u ality :
v(0 , X 0) ≤ inf
{
y ∈ R+ : Y
pi
y (T ) ≥ g(τ,X (τ)) fo r so m e pi ∈ K
}
.
F o r the co nv erse ineq u ality , no tice that if Y piy (τ) ≥ g(τ,X (τ)), then Y
y,p˜i
T ≥ g(τ,X (τ))
w here p˜i = pi1[s,τ ] b elo ng s to K.
2. S ince g ≥ 0 , see (2.7 ), it fo llo w s fro m T heo rem 6 .2 and R em ark 6 .1 1 in [9 ] that
v(0 , X 0) = su p
ϑ∈K˜
Eϑ
[
EϑT g (τ,X (τ))
]
.
8
Observe that the process Eϑ is positive, n on -in creasin g in tim e an d recall that g ≥ 0 ,
then the last eq u ality lead s to (2 .1 1 ). 2
In ord er to d erive the P D E characterization of the su per-hed g in g price, w e shall u se a
stan d ard d y n am ic prog ram m in g prin ciple for the d u al form u lation of T heorem 2 .1 .
B efore to state it, w e n eed to ex ten d the d efi n ition of v to g en eral in itial con d i-
tion s (t, x ) ∈ [0 , T ] × (0 ,∞)d. F or (t, x ) ∈ [0 , T ] × (0 ,∞)d, y ∈ R+ an d pi ∈ K ,
w e d efi n e (Xt,x , Y
pi
t,x ,y ) as the solu tion of (2 .1 )-(2 .4 ) on [t, T ] w ith in itial con d ition
(Xt,x (t), Y
pi
t,x ,y (t)) = (x , y).
T he valu e fu n ction v is then d efi n ed on [0 , T ]× (0 ,∞)d by
v(t, x ) := in f
{
y ∈ R+ : Y
pi
t,x ,y (τt,x) ≥ g(τt,x , Xt,x (τt,x)) for som e pi ∈ K
}
, (2 .1 2 )
w here
τ
t,x
:= in f{s ∈ [t, T ] : Xt,x (s) /∈ O} ∧ T .
Remark 2.5 Observe that for (t, x ) ∈ ([0 , T ]×∂O)∪({T } ×O¯), w e have v(t, x ) = g(t, x )
by con stru ction .
In the seq u el, w e shall d en ote by Tt,T the set of all stoppin g tim es w ith valu es in [t, T ].
G iven ϑ ∈ K˜ an d t < T , w e also set
E t,ϑs := E
ϑ
s /E
ϑ
t for s ≥ t .
T he follow in g resu lt is a con seq u en ce of P roposition 6 .5 in [9].
P ro p o sitio n 2.1 For all (t, x ) ∈ [0 , T )×O an d θ ∈ Tt,T ,
v(t, x ) = su p
ϑ∈K˜
E
ϑ
[
E t,ϑθ v (θ, Xt,x (θ))1θ< τt,x + E
t,ϑ
τ
t,x
g
(
τ
t,x
, Xt,x (τt,x)
)
1θ≥τ
t,x
]
. (2 .1 3 )
P ro o f. It follow s from P roposition 6 .5 in [9] that
v(t, x ) = su p
ϑ∈K˜
E
ϑ
[
E t,ϑθ∧τ
t,x
v
(
θ ∧ τ
t,x
, Xt,x (θ ∧ τt,x)
)]
.
w here by d efi n ition of v, see R em ark 2 .5 , v
(
τ
t,x
, Xt,x (τt,x)
)
= g(τ
t,x
, Xt,x (τt,x)). T his
provid es the req u ired resu lt. 2
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3 The PDE characterization
Our main result consists in a PDE characterization of the value function v. B efore to
state it, w e d escrib e the PDE associated to v and ex p lain in w hich sense it has to b e
consid ered .
3.1 The associated PDE
S et O∗ = O ∩ (0 ,∞)d. In view of [6 ] and [13 ], it is natural to ex p ect that the value
function v is a viscosity solution on
D := [0 , T )×O∗
of the p artial d iff erential eq uation
min {−Lv , Hv} = 0 , (3 .1)
w here for a smooth function ϕ on [0 , T ]× Rd+, w e set
Hϕ(t, x) = inf
{
δ(ρ)ϕ(t, x)− ρ′d iag [x] Dϕ(t, x), ρ ∈ K˜1
}
,
Lϕ(t, x) =
∂
∂t
ϕ(t, x) +
1
2
T r
[
a(t, x)D2ϕ(t, x)
]
w ith a d efi ned on [0 , T ]× Rd+ b y
a(t, x) := d iag [x] σ(t, x)σ(t, x)′d iag [x] .
T he fi rst p art of the eq uation corresp ond s to the usual B lack -S choles eq uation, w hile
the second p art is d ue to the p ortfolio constraint. Ind eed , assuming that v is smooth,
p ositive, and w riting formally that the hed g ing p ortfolio satisfi es Y piy (t) = v(t, X(t)), w e
d ed uce from Itoˆ’s L emma that pit must coincid e w ith d iag [X(t)] Dv(t, X(t))/ v(t, X(t)).
S ince it has to b elong to K, the characterization of K g iven b y (2.10 ) imp lies that H(1,
d iag [X(t)] Dv(t, X(t))/ v(t, X(t))), or eq uivalently H(v(t, X(t)), d iag [X(t)] Dv(t, X(t))),
must b e non-neg ative.
In ord er to p rovid e a full characterization of v, it remains to d efi ne the b ound ary
cond itions on ∂xD
∗ := [0 , T )× ∂O∗ and ∂T D
∗ := {T} × O¯∗ w here
∂O∗ := ∂O ∩ (0 ,∞)d and O¯∗ := O¯ ∩ (0 ,∞)d .
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It is known from [6], see also [12] and [13], that the boundary condition on ∂T D
∗ has
to be written
v = gˆ (3.2)
where, for x ∈ (0 ,∞)d,
gˆ(T , x) = sup
ρ∈K˜
e−δ(ρ)g(T , xeρ) .
T his corresp onds to the ‘face-lifting ’ p rocedure which was already observ ed by [3]. T his
‘face-lifting ’ is due to the p ortfolio constraint, gˆ being the smallest function abov e g
which, in a sense, satisfi es Dgˆ/ gˆ ∈ K.
Remark 3.1 O bserv e that (2.7 ) allows to defi ne gˆ(T , ·) on (0 ,∞)d as
gˆ(T , x) = sup
ρ∈K˜(x,O¯)
e−δ(ρ)g(T , xeρ) , (3.3)
with the conv ention sup ∅ = 0 and
K˜(x, E) :=
{
ρ ∈ K˜ : xeρ ∈ E
}
for E ⊂ O¯ . (3.4 )
T he fact that v satisfy (3.1)-(3.2) in the v iscosity sense can be shown by following the
arg uments of [6] and is not diffi cult.
T he diffi culty comes from the boundary condition on ∂xD
∗. In this p ap er, we shall show
that g has also to be modifi ed on ∂xD
∗, i.e. rep laced by gˆ defi ned on [0 , T )× (0 ,∞)d by
gˆ(t, x) = sup
ρ∈K˜(x,∂ O)
e−δ(ρ)g(t, xeρ) , (3.5 )
with the conv ention sup ∅ = 0 . T his result is ex p ected and will be obtained under a
smoothness condition on O, see HO below.
B ut this is only a fi rst step in the deriv ation of the ap p rop riate boundary condition.
A ctually, [11] p rov ides an ex amp le of sup er-hedg ing p rice for up -and-out call op tion
for which gˆ(t, x) = 0 for t < T and v(t′, x′) does not conv erg e to 0 when (t′, x′) ∈ D
g oes to (t, x) ∈ ∂xD
∗. T his shows that the constraint on the p ortfolio may p rev ent the
v alue function to assume the boundary condition continuously and leads to the natural
formulation of a relax ed boundary condition on ∂xD
∗
min {v − gˆ , Hv} = 0 . (3.6)
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However, we shall see in Remark 6.1 below that the above equation has to be corrected
in order to admit a viscosity sup ersolution and therefore have a sense. G iven a smooth
function ϕ, we therefore defi ne
Hdϕ(t, x) = inf
{
δ(ρ)ϕ(t, x)− ρ′diag [x] Dϕ(t, x), ρ ∈ K˜1(x, O¯)
}
,
where, for x ∈ E ⊂ O¯,
K˜1(x, E) :=
{
ρ ∈ K˜1 : ∃ λ0 > 0 s.t. λρ ∈ K˜(x, E) for all λ ∈ [0 , λ0]
}
. (3 .7 )
T o sum up , we introduce the following op erators
Bϕ :=


min {−L ϕ , Hϕ} on D
min {ϕ− gˆ , Hϕ} on ∂xD
∗
ϕ− gˆ on ∂T D
∗
,
Bdϕ :=
{
Bϕ on D ∪ ∂T D
∗
min {ϕ− gˆ , Hdϕ} on ∂xD
∗
,
and we say that a locally bounded function w on D is a discontinuous viscosity solution
of
Bdϕ = 0 (3 .8 )
on D¯∗ := D¯ ∩ ([0 , T ]× (0 ,∞)d) if w∗ and w
∗ defi ned on D¯ as
w∗(t, x) := lim inf
(t˜,x˜)∈D , (t˜,x˜)→(t,x)
w(t˜, x˜) and w∗(t, x) := lim sup
(t˜,x˜)∈D , (t˜,x˜)→(t,x)
w(t˜, x˜)
are resp ectively viscosity sup er- and subsolution of Bdϕ = 0 and Bϕ = 0 on D¯
∗.
M ore g enerally , we shall say that w is a (discontinuous) viscosity sup ersolution (resp .
subsolution) of Bϕ = 0 on D¯∗ if w∗ is a sup ersolution of Bdϕ = 0 (resp . subsolution of
Bϕ = 0 ) on D¯∗.
Remark 3.2 A ssume that the conditions of T heorem 3 .1 below hold. L et us write
Bϕ(t, x) as B(t, x, ϕ(t, x), ∂
∂t
ϕ(t, x), Dϕ(t, x), D2ϕ(t, x)) and Bdϕ(t, x) similarly . T hen,
one easily checks that the up p er-semicontinuous envelop e of Bd as a map on D¯
∗ ×R×
R× Rd ×Md is g iven by
(Bd)+(t, x, ϕ(t, x),
∂
∂t
ϕ(t, x), Dϕ(t, x), D2ϕ(t, x))) = max {Bdϕ(t, x) ,
min {−L ϕ(t, x),Hϕ(t, x)} } ,
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and that its lower-semicontinuous envelope is
(Bd)−(t, x, ϕ(t, x),
∂
∂t
ϕ(t, x), Dϕ(t, x), D2ϕ(t, x))) = min {Bϕ(t, x) ,−L ϕ(t, x) } .
F rom the arg uments of the proof of P roposition 6 .3 and P roposition 6 .6 b elow, we
deduce that (Bd)+ϕ = 0 (resp. (Bd)−ϕ = 0 ) has the same supersolutions as Bdϕ = 0
(resp. sub solutions that Bϕ = 0 ) on D ∪ ∂xD
∗, for the terminal condition ϕ = gˆ
at T . In other words, Bd can b e viewed as b eing upper-semicontinuous with lower-
semicontinuous envelope g iven b y B. T his justifi es the ab ove defi nition of a viscosity
solution of Bdϕ = 0 , and shows that it is in accordance with D efi nition 7 .4 in [4 ]. T his
remark will b e used in the ex ample section to prove the converg ence of the discretization
scheme we shall consider for a particular ex ample.
3.2 Main results
In order to estab lish that v is a discontinuous viscosity solution of (3 .8 ), we shall appeal
to the following additional assumptions.
O ur fi rst condition concerns the convex set K describ ing the portfolio constraints. It is
stated in terms of K˜(x,O), recall (3 .4 ).
H
K˜
: (i) F or all x ∈ O, ρ ∈ K˜(x,O) implies λρ ∈ K˜(x,O) for all λ ∈ [0 , 1 ).
(ii) F or all x ∈ O, the closure of K˜(x,O) is eq ual to K˜(x, O¯).
(iii) If (xn)n is a seq uence in O such that xn → x ∈ ∂O and ρ ∈ K˜(x, O¯)
then there ex ists a seq uence ρn → ρ such that, up to a sub seq uence,
ρn ∈ K˜(xn, O¯) ∀ n ≥ 1 .
R em ark 3.3 T he conditions (i) and (ii) of H
K˜
are automatically satisfi ed whenever
the set ln(O) = {(ln(xi))i≤d, x ∈ O} is convex . Indeed, we easily check that in this case,
for all x ∈ O, K˜(x,O) is convex , and since 0 ∈ K˜(x,O), this provides (i). T he convex ity
of ln(O) also implies that if ρ ∈ K˜(x,O) and ρ¯ ∈ K˜(x, O¯), then λρ+ (1 −λ)ρ¯ ∈ K˜(x,O)
for all λ ∈ (0 , 1 ). S ince 0 ∈ K˜, this shows that for all x ∈ O the closure of K˜(x,O)
contains K˜(x, O¯), while the converse inclusion is ob vious.
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We shall also impose some regularity assumptions on g:
Hg : (i) g is low er semi-continuous on [0, T ]× ∂O
∗ and on {T} × O¯∗.
(ii) ∃ Cg > 0 and γ¯ ∈ K ∩ R
d
+ s.t. |g(·, x)| ≤ Cg (1 + x
γ¯) ∀ x ∈ O¯∗,
(iii) gˆ is upper semi-continuous on [0, T ]× (0,∞)d and has linear grow th.
U nd er HK˜ and (i)-(ii) of Hg, one can alread y d eriv e the follow ing q ualitativ e properties
of v.
P ro p o sitio n 3 .1 Assume that HK˜ an d (i)-(ii) o f Hg ho ld . T hen , fo r all (t, x) ∈ D,
w e have
v(t, x) ≥ 0 , (3 .9 )
an d there is a co n stan t C > 0, in d epen d en t o f (t, x), such that
|v(t, x)| ≤ C (1 + xγ¯) . (3 .1 0)
M o reo ver, fo r all (t, x) ∈ D¯,
v∗(t, x) = sup
ρ∈K˜(x,O¯)
e−δ(ρ)v∗(t, xe
ρ) . (3 .1 1 )
T he proof w ill b e prov id ed in S ection 5 .
In ord er to d eriv e the appropriate b ound ary cond ition on ∂xD
∗, w e shall also need some
regularity on the d omain O.
HO : T here ex ists a map d : (0,∞)
d 7→ R such that
(i) {x ∈ (0,∞)d : d(x) > 0} = O∗ .
(ii) {x ∈ (0,∞)d : d(x) = 0} = ∂O∗ .
(iii)∀ x ∈ ∂O∗, , ∃r > 0 s.t. d ∈ C2(B(x, r )) .
T his essentially amongs to say that O is C2, see [8 ].
U sing HK˜ , Hg and HO, w e can alread y characterize v not only as a d iscontinuous
solution of (3 .8 ) b ut also as its smallest supersolution.
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Theorem 3.1 Assume that HK˜, Hg an d HO ho ld . T hen ,
(i) v is a d isco n tin uo us visco sity so lutio n o f (3 .8 ),
(ii) v is lo w er-co n tin uo us o n D,
(iii) v∗ is the smallest superso lutio n o f (3 .8 ) in the class o f locally bo un d ed fun ctio n s
satisfy in g (3 .1 0 ).
F in a lly , u n d e r th e a d d itio n a l a ssu m p tio n s
H
′ : (i) E ith e r O¯ is b o u n d e d o r ∃ % > 1 s.t. %γ¯ ∈ K ∩ (0 ,∞)d,
(ii) in t(K) 6= ∅ a n d e ith e r 0 ∈ in t(K) o r O¯ ∩ ∂Rd+ = ∅,
(iii) ∀ x ∈ ∂O∗ ∃ ρ ∈ K˜1 s.t. Dd (x)
′
d ia g [x] ρ > 0 ,
w e w ill b e a b le in S e c tio n 7 to p ro v id e a c o m p a riso n th e o re m fo r (3 .8 ). It w ill im p ly
o u r la st re su lt w h ich ch a ra c te riz e s v a s th e u n iq u e so lu tio n o f (3 .8 ) in a su ita b le c la ss
o f fu n c tio n s.
Theorem 3.2 L et the co n d itio n s o f T heo rem 3 .1 ho ld an d assume further that H′ is
satisfi ed . T hen ,
(i) v∗ = v
∗ o n D¯∗,
(ii) v is co n tin uo us o n D,
(iii) v is the un ique d isco n tin uo us visco sity so lutio n o f (3 .8 ) in the class o f locally
bo un d ed fun ctio n satisfy in g (3 .1 0 ).
R ema rk 3.4 R e c a ll th e e x a m p le s o f b a rrie r o p tio n s o f S e c tio n 2 .
1 . If w e h e d g e th e u p -a n d -o u t c a ll o f th e E x a m p le 2 .1 w ith sh o rtsa le s c o n sta in ts, i.e .
K = [−α, +∞), w ith α > 0 , th e n it is e a sy to v e rify th a t a ll o f th e c o n d itio n s HK˜ , Hg,
HO a n d H
′ h o ld tru e .
2 . T h e se c o n d itio n s a re a lso sa tisfi e d w h e n w e h e d g e th e d o w n -a n d -o u t b a sk e t p u t o f
th e E x a m p le 2 .2 w ith b o u n d e d p o rtfo lio , i.e K =
2∏
i= 1
[−αi, α¯i], αi, α¯i > 0 fo r i = 1 , 2 .
R ema rk 3.5 T o c o n c lu d e th is se c tio n , le t u s c o m m e n t th e a ssu m p tio n H′. A s a lre a d y
m e n tio n e d , T h e o re m 3 .2 is b a se d o n a c o m p a riso n re su lt fo r (3 .8 ) sta te d in T h e o re m 7 .1
b e lo w . A fi rst d iffi c u lty in p ro v in g th is th e o re m c o m e s fro m th e g ro w th c o n d itio n (3 .1 0 )
w h ich is n o n -sta n d a rd . In th e c a se w h e re O¯ is n o t b o u n d e d , th e se c o n d a ssu m p tio n
in (i) is u se d to c o n stru c t a su ita b le p e n a lty fu n c tio n w h ich a llo w s u s to re d u c e to a
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bounded domain. The second difficulty comes from the term Hϕ ap p earing in Bϕ.
It is handled by using the fi rst assertion of (ii) under w hich w e can construct a strict
sup er-solution of Hϕ = 0. A third difficulty is due to the fact that the eq uation in
w ritten only on O¯ ∩ (0,∞)d. In the case w here O¯ ∩ ∂Rd+ 6= ∅, w e need to introduce an
other p enalty function w hich p ermits to reduce the analysis to (0,∞)d. W e then ap p eal
to the second assertion of (ii). F inally, a major difficulty comes from the boundary
condition on ∂xD
∗ w hich is w ritten in a w eak sense. It is treated by using the condition
(iii) w hich allow s to “ av oid” this boundary. W e refer to step 4 . of the p roof of Theorem
7 .1 below for a more detailed discussion of these assump tions (i) and (ii).
4 A numerical application
In this section, w e study a numerical scheme for the resolution of Bdϕ = 0 in the
simp le ex amp le considered in [11] : sup erhedg ing of a k nock -out call w ith a short-sale
constraint. The g eneral case w ill be discussed in the comp anion p ap er [2 ].
The model corresp onds to our g eneral framew ork w ith d = 1, σ(t, x) = σ > 0, a fi x ed
constant, O = (−∞, B), K = [−α ,∞) and g(t, x) = [x − κ]+1{t=T, x< B }, w ith α > 0,
B > κ > 0. In this case K˜ = (−∞, 0], the function gˆ(t, x) is eq ual to
gˆ(t, x) = e−α θ(x)[xe−θ(x) −K]+1t=T w ith θ(x) = [− ln(B/x)]
+ ,
and all the assump tions of Theorem 3 .2 are satisfi ed.
In order to solv e numerically the eq uation Bdϕ = 0, w e p rop ose the follow ing dis-
cretization. W e fi x a reg ular g rid pih = {ti := (irh) ∧ T, 0 ≤ i ≤ Ih} of [0, T ] and
Ξh := {xi := (ih) ∧ B, 0 ≤ i ≤ Nh} of [0, B]. H ere, h > 0 is a fi x ed p arameter,
Nh := inf{k ∈ N : k ≥ B/h} and Ih := inf{k ∈ N : k ≥ T/ rh} w ith rh = h
2. The
ap p rox imation vh of v is defi ned as follow s.
1. F or i = Ih, w e use the boundary condition at t = T to set : v
h(tIh , xj) = gˆ(tIh , xj),
j = 0, . . . , Nh.
2 . F or i = Ih − 1, . . . , 0, w e use the follow ing p rocedure :
2 .a. W e initialize : vh(ti, 0) = 0.
2 .b. Then, w e solv e on j = 1, . . . , Nh the system
vh(ti, xj) =
{
max
{
Ah(vh, i, j) ; Bh(vh, i, j)
}
if j 6= Nh
max
{
0 ; Bh(vh, i, j)
}
otherw ise
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with
Ah(vh, i, j ) :=
(rh)
−1vh(ti+ 1, xj) + (2h
2)−1σ2x2j(v
h(ti, xj+ 1) + v
h(ti, xj−1))
(rh)−1 + (h2)−1σ2x2j
Bh(vh, i, j ) :=
xj h
−1vh(ti, xj−1)
α + xj h−1
,
T he in itia liz a tio n o f ste p 2.a . is ju stifi e d b y the c o n tin u ity o f v a t 0 which is e a sily
che ck e d in this sim p le m o d e l b y u sin g the d u a l fo rm u la tio n o f T he o re m 2.1. T he sy ste m
g iv e n in 2.b . fo llows fro m the a p p ro x im a tio n o f H = Hd a n d L b y
Hh(ti, xj, v
h(ti, xj), v
h) = αvh(ti, xj) + xj
vh(ti, xj)− v
h(ti, xj−1)
h
,
Lh(ti, xj, v
h(ti, xj), v
h) =
vh(ti+ 1, xj)− v
h(ti, xj)
rh
+
1
2
σ2x2j
vh(ti, xj+ 1) + v
h(ti, xj−1)− 2v
h(ti, xj)
h2
.
O b se rv in g tha t vh is n o n -n e g a tiv e a n d u n ifo rm ly b o u n d e d fro m a b o v e b y B, the c o n -
v e rg e n c e o f the sche m e e a sily fo llows fro m R e m a rk 3 .2, T he o re m 3 .2, R e m a rk 7 .1 b e low
a n d [1].
F ig u re 1:
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In F ig u re 1, we p lo t the e stim a tio n o f v o b ta in e d with this sche m e fo r σ = 0.3 , κ = 10,
B = 20, T = 1 a n d fo r α ∈ { 0.1, 1, 10}. T he re la tiv e e rro r is c o m p u te d b y u sin g
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the closed form solution obtained in [11]. We took Nh = 2 0 0 . We observ e that the
estimation is v ery sharp w ith a relativ e error less than 1% in absolute v alue, ex cep t for
small v alues of X0 for w hich v is almost eq ual to 0 .
5 Growth and monotonicity properties
In this section, w e p rov ide the p roof of P rop osition 3 .1.
P roof of (3 .9 )-(3 .10 ). T he low er bound of (3 .9 ) is an immediate conseq uence of the
assump tion g ≥ 0 and the dual formulation (2 .11). We now p rov e (3 .10 ). L et pi ∈ K be
defi ned by pit = γ¯ for all t ≤ T . S ince σ is bounded, see (2 .2 ), one easily checks from
the dy namics of the p rocesses X
t,x
and Y pit,x ,1 that
1 +
d∏
i= 1
(X it,x (u))
γ¯i ≤ C
(
1 +
d∏
i= 1
(xi)γ¯
i
)
Y pit,x ,1(u) for all u ∈ [0 , T ], P− a.s. ,
w here C > 0 dep ends only on |γ¯| and the bound on |σ|. T hen, after p ossibly chang ing
the v alue of the constant C, Hg-(ii) imp lies
g(u, Xt,x (u)) ≤ C (1 + x
γ¯) Y pit,x ,1(u) for all u ∈ [0 , T ], P− a.s. ,
and since y Y pit,x ,1 = Y
pi
t,x ,y for y > 0 , w e deduce from the last ineq uality that v(t, x) ≤
C (1 + xγ¯). 2
P roof of (3 .11). S ince 0 ∈ K˜(x, O¯), w e only hav e to show that
v∗(t, x) ≥ sup
ρ∈K˜(x ,O¯)
e−δ(ρ)v∗(t, xe
ρ) .
1 . We fi rst consider the case w here (t, x) ∈ D. S ince by low er-semicontinuity of v∗ and
(ii) of HK˜
sup
ρ∈K˜(x ,O)
e−δ(ρ)v∗(t, xe
ρ) = sup
ρ∈K˜(x ,O¯)
e−δ(ρ)v∗(t, xe
ρ) ,
it suffi ces to show that
v∗(t, x) ≥ sup
ρ∈K˜(x ,O)
e−δ(ρ)v∗(t, xe
ρ) . (5 .1)
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Fix ρ ∈ K˜(x,O) a n d c o n sid e r th e se q u e n c e o f p ro c e sse s ϑn in K˜ d e fi n e d o n [t, T ] b y
ϑn := nρ1[t,tn] w ith tn := t + n
−1 fo r n la rg e e n o u g h so th a t tn < T . B y P ro p o sitio n 2 .1
v(t, x) ≥ Eϑ
n
[
e−nδ(ρ)(n
−1∧(τ
t,x
−t))
(
v (tn, Xt,x (tn))1tn< τt,x + g
(
τ
t,x
, Xt,x (τt,x )
)
1tn≥τt,x
) ]
.
(5 .2 )
L e t Xn b e th e so lu tio n o n [t, T ] o f
Xn(s) = x +
∫ s
t
d ia g [Xn(r)]ϑnr d r +
∫ s
t
d ia g [Xn(r)]σ(r, Xn(r))d W r
so th a t Xn(s) = βns H
n
s w ith
(Hns )
i := E
(
d∑
j= 1
∫ s
t
σij(r, Xn(r))d W jr
)
a n d βns := xe
∫
s
t
ϑnr dr ,
w h e re E d e n o te s th e D o le a n s-D a d e exp o n e n tia l. B y G irsa n o v ’s th e o re m , (5 .2 ) c a n b e
re w ritte n a s
v(t, x) ≥ E
[
e−nδ(ρ)(n
−1∧(τn−t)) (v (tn, X
n(tn))1tn< τn + g (τn, X
n(τn))1tn≥τn)
]
(5 .3 )
w h e re
τn := in f {s ∈ [t, T ] : X
n(s) /∈ O} ∧ T .
S in c e σ is b o u n d e d , se e (2 .2 ), Hnτn∧tn → (1 , . . . , 1 ) P − a .s., a fte r p o ssib ly p a ssin g to a
su b se q u e n c e . A lso o b se rv e th a t
βnτn∧tn = xe
ρ[(n(τn−t))∧1] .
B y HK˜ a n d th e a ssu m p tio n ρ ∈ K˜(x,O), it fo llo w s th a t, P − a .s., X
n
τn∧tn
∈ O a n d
th e re fo re tn < τn fo r la rg e v a lu e s o f n. In p a rtic u la r,
(Xn(tn),1tn< τn) −→ (xe
ρ, 1 ) P− a .s.
T h u s, p a ssin g to th e lim it in (5 .3 ) a n d a p p ly in g Fa to u ’s L e m m a sh o w s th e re q u ire d
re su lt, re c a ll (3 .9 ).
2 . W e n o w c o n sid e r th e c a se w h e re (t, x) ∈ ∂ D. L e t (tn, xn)n b e a se q u e n c e in D th a t
c o n v e rg e s to (t, x) su ch th a t v(tn, xn) → v∗(t, x). Fix ρ ∈ K˜(x, O¯). B y HK˜, th e re is
a se q u e n c e (ρn)n w ith v a lu e s in K˜(xn, O¯) su ch th a t ρn → ρ. U sin g 1 ., w e d e d u c e th a t
v(tn, xn) ≥ e
−δ(ρn)v∗(tn, xne
ρn). P a ssin g to th e lim it sh o w s th a t v∗(t, x) ≥ e
−δ(ρ)v∗(t, xe
ρ)
b y lo w e r-se m ic o n tin u ity o f v∗. 2
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Remark 5.1 Fix (t, x) ∈ D¯∗ a n d a ssu m e th a t (λ0, ρ0) ∈ R+×K˜ a re su ch th a t xe
λ0ρ0 ∈
O¯. B y (i) HK˜, th e m a p λ ∈ [0, λ0] 7→ e
−λδ (ρ0)v∗(t, xe
λρ0) is w e ll d e fi n e d a n d it fo llo w s
fro m (3 .1 1 ) th a t it is n o n -in c re a sin g .
6 T h e v isc o sity so lu tio n p ro p erty
In th is se c tio n , w e p ro v id e th e p ro o f o f T h e o re m 3 .1 . W e sta rt w ith th e su p e rso lu tio n
a n d su b so lu tio n p ro p e rtie s. T h e n , w e u se a n a p p ro xim a tio n a rg u m e n t c o m b in e d w ith
a c o m p a riso n th e o re m to p ro v e th a t v∗ is th e sm a lle st su p e rso lu tio n o f (3 .8 ).
6 .1 S u p erso lu tio n p ro p erty
In th is se c tio n , w e sh o w th a t v∗ is a su p e rso lu tio n o f (3 .8 ) o n D¯
∗. T h is is a c o n se q u e n c e
o f P ro p o sitio n 6 .1 , 6 .2 , 6 .3 a n d 6 .4 b e lo w .
P ro p o sitio n 6 .1 Assume that HK˜-Hg ho ld . L et (t0, x0) ∈ D¯
∗ an d ϕ ∈ C2(D¯∗) be such
that (t0, x0) is a local min imum o n D¯
∗ o f v∗ − ϕ satisfy in g (v∗ − ϕ)(t0, x0) = 0. T hen ,
Hdϕ(t0, x0) ≥ 0 .
P ro o f. B y (3 .1 1 ), fo r a ll ρ ∈ K˜1(x, O¯) a n d λ > 0 sm a ll e n o u g h , w e m u st h a v e
ϕ(t0, x0) = v∗(t0, x0) ≥ e
−λδ (ρ)v∗(t0, x0e
λρ) ≥ e−λδ (ρ)ϕ(t0, x0e
λρ) .
T h u s, d iv id in g b y λ a n d se n d in g λ to 0 le a d s to th e re q u ire d re su lt. 2
Remark 6 .1 A ssu m e th a t HO h o ld s a n d th a t fo r a ll (t0, x0) ∈ D¯
∗ a n d ϕ a s in P ro p o -
sitio n 6 .1 , w e h a v e
Hϕ(t0, x0) ≥ 0 .
L e t (t0, x0) a n d ϕ b e a s in P ro p o sitio n 6 .1 w ith x0 ∈ ∂O
∗. R e c a ll fro m HO th e d e fi n itio n
o f th e fu n c tio n d a n d o b se rv e th a t (t0, x0) is a lso a lo c a l m in im u m o f (v∗ − ϕ)(t, x) +
ε−1d(x) o n D¯∗ fo r a ll ε > 0. T h u s, if th e a b o v e a sse rtio n is tru e , ϕ− ε−1d m u st sa tisfy
δ(ρ)v∗(t0, x0)− ρ
′d ia g [x0]
(
Dϕ(t0, x0)− ε
−1Dd(x0)
)
≥ 0 fo r a ll ρ ∈ K˜1 .
2 0
Now observe that for ρ ∈ K˜1 \ K˜1(x0, O¯), there is a seq u en ce of p ositive p aram eters
λn → 0 su ch that d(x0e
λnρ) < 0 = d(x0) for all n, recall (3 .7 ). T his im p lies that
ρ′d iag [x0] Dd(x0) < 0. H en ce, sen d in g ε → 0 in the above in eq u ality lead s to a con tra-
d ic tion if K˜1 \ K˜1(x0, O¯) 6= ∅.
Proposition 6.2 Let (t0, x0) ∈ D a n d ϕ ∈ C
2(D¯∗) be su ch th a t (t0, x0) is a loca l
m in im u m o n D¯∗ o f v∗ − ϕ sa tisfy in g (v∗ − ϕ)(t0, x0) = 0. T h en ,
−Lϕ(t0, x0) ≥ 0 . (6 .1 )
Proof. T he p roof is stan d ard . L et V be a bou n d ed op en n eig hborhood of (t0, x0)
su ch that (t0, x0) is a m in im u m on V¯ ∩ D¯
∗ of v∗ − ϕ an d let (tn, xn)n be a seq u en ce in
V ∩D su ch that (tn, xn) → (t0, x0) an d v(tn, xn) → v∗(t0, x0). F or ease of n otation s we
write (τn, X
n) = (τtn,xn , X tn,xn). G iven a seq u en ce (ηn)n of p ositive n u m bers su ch that
tn + ηn < T for all n, we set
θn := in f {s ∈ [tn, T ] : (s, X
n(s)) /∈ V ∩D } ∧ (tn + ηn) .
S in ce 0 ∈ K˜, (2 .1 3 ), the assu m p tion g ≥ 0, see (2 .7 ), an d the in eq u ality v∗ ≥ ϕ on V
im p ly that
v(tn, xn) ≥ E
[
ϕ
(
θn, X
n
θn
)
1θn< τn
]
.
S et n := v(tn, xn) − ϕ(tn, xn) an d observe that n con verg es to 0 as n g oes to in fi n ity .
M oreover, it follows from Itoˆ’s L em m a that
n ≥ E
[∫ θn
tn
Lϕ(s, X n(s))ds 1θn< τn
]
. (6 .2 )
U sin g stan d ard estim ates, we then observe that
lim in f
n → ∞
E
[
η−1n
∫ θn
tn
Lϕ(s, X n(s))ds 1θn< τn
]
≥ Lϕ(t0, x0) ,
when ever ηn → 0. T hu s, choosin g (ηn)n su ch that n/ηn → 0 an d u sin g (6 .2 ) lead s to
the req u ired resu lt. 2
Proposition 6.3 A ssu m e th a t HK˜-Hg h o ld s. T h en , v∗ ≥ gˆ o n ∂xD
∗.
2 1
Proof. 1. We first prove that for all (t0, x 0) ∈ ∂xD
∗ an d ϕ ∈ C2(D¯∗) su ch that
0 = (v∗ − ϕ)(t0, x 0) = m in
D¯∗
(stric t)(v∗ − ϕ) ,
w e have
m ax {v∗(t0, x 0)− g(t0, x 0) ; − L ϕ(t0, x 0) } ≥ 0 . (6 .3 )
A ssu m e to the con trary that
m ax {ϕ(t0, x 0)− g(t0, x 0) ; − L ϕ(t0, x 0) } ≤ −2ε (6 .4 )
for som e ε > 0. L et (tn, x n)n b e a seq u en ce in D con verg in g to (t0, x 0) su ch that
v(tn, x n) → v∗(t0, x 0) .
B y (2.2) an d Hg, there is an open b all B cen tered on (t0, x 0) su ch that
−L ϕ ≤ 0 on B ∩ D¯∗ an d ϕ− g ≤ −ε on B ∩ ∂xD
∗ . (6 .5 )
O b viou sly , w e can assu m e that (tn, x n) ∈ B. S et (τn, X
n) = (τtn,xnXtn,xn) an d let θn b e
the first ex it tim e of (Xn(s))s≥tn from B. O b servin g that ξ := m in ∂ B ∩D¯(v∗ − ϕ) > 0,
u sin g Itoˆ’s L em m a an d (6 .5 ) on e ob tain s
ϕ(tn, x n) ≤ E [ϕ (τn ∧ θn, X
n(τn ∧ θn))]
≤ −(ε ∧ ξ) + E [g (τn, X
n(τn)))1τn≤θn + v (θn, X
n(θn))1τn> θn ] .
S in ce (ϕ(tn, x n)− v(tn, x n)) → 0 an d 0 ∈ K˜, this lead s to a con trad ic tion to (2.1 3 ) for
n larg e en ou g h.
2 . We n ow prove that v∗(t0, x 0) ≥ g(t0, x 0) for all (t0, x 0) ∈ ∂xD
∗. T o see this, w e
assu m e to the con trary that
v∗(t0, x 0) < g(t0, x 0) (6 .6 )
for som e (t0, x 0) ∈ ∂xD
∗ an d w ork tow ard a con trad ic tion to (6 .3 ). L et ϕ ∈ C2(D¯∗) b e
su ch that
0 = (v∗ − ϕ)(t0, x 0) = m in
D¯∗
(stric t)(v∗ − ϕ) .
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For ε > 0, d e fi n e φε on D¯∗ b y
φε(t, x) = ϕ(t, x)−
(
d(x)−
d(x)2
ε
)
,
w h e re d is d e fi n e d in HO. S in c e d(x) −
d(x)2
ε
> 0 w h e n 0 < d(x) < ε, it follow s th a t
(t0, x0) is a stric t loc a l m in im u m of (v∗ − φ
ε) for e a ch ε > 0. B y (6 .3 ) a n d (6 .6 ), w e
m u st th e re fore h a v e
−L ϕ(t0, x0) + T r
[
a(t0, x0)D
2d(x0)
]
−
1
ε
T r [a(t0, x0)Dd(x0)Dd(x0)
′] ≥ 0 ,
w h ich le a d s to a con tra d ic tion to (2 .2 ) w h e n ε te n d s to 0.
3 . In v ie w of 2 . a n d th e d e fi n ition of gˆ in (3 .5 ), (3 .11) con c lu d e s th e p roof. 2
P ro p o sitio n 6 .4 Assume that HK˜-Hg ho ld s. T hen , v∗(T, ·) ≥ gˆ(T, ·) o n O¯
∗.
P ro o f. Fix x0 ∈ O¯
∗ a n d le t (tn, xn)n b e a se q u e n c e in D con v e rg in g to (T, x0) su ch
th a t v(tn, xn) → v∗(T, x0). S e t (τn, X
n) = (τtn,xn , X tn,xn). S in c e σ is b ou n d e d , se e (i) of
(2 .2 ), on e e a sily ch e ck s th a t (τn, X
n(τn)) → (T, x0) P− a .s., a fte r p ossib ly p a ssin g to a
su b se q u e n c e . In v ie w of Hg, it follow s th a t
lim in f
n → ∞
(g(τn, X
n(τn))1τn< T + g(T, X
n(T ))1τn=T ) ≥ g(T, x0) .
S in c e g ≥ 0 b y a ssu m p tion a n d 0 ∈ K˜, it follow s from Fa tou ’s L e m m a a n d (2 .11) th a t
v∗(T, x0) ≥ g(T, x0). T h e p roof is con c lu d e d b y u sin g (3 .11) a n d re c a llin g th e d e fi n ition
of gˆ(T, ·) in (3 .3 ). 2
6 .2 S u b so lu tio n p ro p e rty
In v ie w of P rop osition 6 .1, 6 .2 , 6 .3 a n d 6 .4 , w e a lre a d y k n ow th a t v∗ is a su p e rsolu tion
of Bdϕ = 0 on D¯
∗. T o con c lu d e th e p roof of (i) of T h eore m 3 .1, it re m a in s to sh ow th a t
v∗ is a su b solu tion of Bϕ = 0 on D¯∗. T h is is a con se q u e n c e of P rop osition 6 .5 , 6 .6 a n d
6 .7 b e low .
P ro p o sitio n 6 .5 L et (t0, x0) ∈ D an d ϕ ∈ C
2(D¯∗) be such that (t0, x0) is a local
maximum o n D¯∗ o f v∗ − ϕ satisfy in g (v∗ − ϕ)(t0, x0) = 0. T hen ,
m in { −L ϕ(t0, x0) ; Hϕ(t0, x0) } ≤ 0 . (6 .7 )
2 3
Proof. The proof is standard. We assume that
G(t0, x0) := inf
ρ∈K˜
{−Lϕ(t0, x0) + δ(ρ)ϕ(t0, x0)− ρ
′diag [x0] Dϕ(t0, x0)} > 0 , (6 .8 )
and w ork tow ards a contradiction. If (6 .8 ) holds, then it follow s from (i) of (2 .2 ) that
there ex ists some α > 0 such that
G(t, x) > 0 for all (t, x) ∈ B0 := B(t0, α)× B(x0, α) ⊂ D . (6 .9 )
L et (tn, xn)n≥0 b e a seq uence in B0 such that (tn, xn) → (t0, x0) and v(tn, xn) →
v∗(t0, x0). O b serv e that βn := ϕ(tn, xn) − v(tn, xn) → 0. S et X
n = Xtn,xn and defi ne
the stopping times
θn := T ∧ inf {s ∈ [tn, T ] : (s, X
n(s)) 6∈ B0} .
L et ∂pB0 = [t0, t0 +α]× ∂B(x0, α) ∪ {t0 +α}× B¯(x0, α) denote the parab olic b oundary
of B0 and ob serv e that
0 > −ζ := sup
(t,x)∈∂pB0
(v∗ − ϕ)(t, x) .
Then, w e deduce from Itoˆ’s L emma applied on ϕ, (6 .9 ), G irsanov ’s Theorem, see the
discussion in S ection 2 .2 , and the ab ov e assertion that
v(tn, xn) + βn ≥ ζ + sup
ϑ∈K˜
E
ϑ
[
Eϑθnv(θn, X
n(θn))
]
.
S ince b y construction θn < τ tn,xn and βn → 0, w e ob tain a contradiction to (2 .1 3 ). 2
Prop osition 6 .6 Assume that HO-Hg ho ld s. L et (t0, x0) ∈ ∂xD
∗ an d ϕ ∈ C2(D¯∗) be
such that (t0, x0) is a local maximum o n D¯
∗ o f v∗ − ϕ satisfy in g (v∗ − ϕ)(t0, x0) = 0.
T hen ,
min {v∗(t0, x0)− gˆ(t0, x0) ; Hϕ(t0, x0)} ≤ 0 .
Proof. 1 . B y using similar arg uments as in the proof of P roposition 6 .5 , w e fi rst ob tain
that
min {v∗(t0, x0)− g(t0, x0) ; − Lϕ(t0, x0) ; Hϕ(t0, x0)} ≤ 0 . (6 .1 0)
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2. We now proceed by contradiction as in 2. of the proof of Proposition 6.3 to show
that
m in {v∗(t0, x0)− g(t0, x0) ; Hϕ(t0, x0) } ≤ 0 .
A s u su al, we can assu m e that (t0, x0) is a strict local m ax im u m of v
∗−ϕ on D¯∗. A ssu m e
that for som e η > 0,
m in
{
v∗(t0, x0)− g(t0, x0) ; inf
ρ∈K˜1
δ(ρ)v∗(t0, x0)− ρ
′diag [x0] Dϕ(t0, x0)
}
> η .
L et λ > 0 be a fi x ed param eter to be chosen later and for ε > 0 set on D¯∗
φε(t, x) = ϕ(t, x) + λ d(x)−
d2(x)
ε
where d is defi ned in HO. F or x ∈ O¯
∗ su ch that d(x) < ελ we hav e λ d(x) − d
2(x)
ε
≥ 0.
It follows that (t0, x0) is a local m ax im u m of v
∗ − φε. M oreov er,
m in
{
v∗(t0, x0)− g(t0, x0) ; inf
ρ∈K˜1
δ(ρ)v∗(t0, x0)− ρ
′diag [x0] Dφ
ε(t0, x0)
}
> 0 ,
for λ > 0 sm all enou g h since d(x0) = 0 and therefore Dφ
ε(t0, x0) = Dϕ(t0, x0) +
λ Dd(x0) − 2Dd(x0)d(x0)/ ε = Dϕ(t0, x0) + λ Dd(x0). T hu s, it follows from 1. that we
m u st hav e
−L (ϕ(t0, x0) + λ d(x0)) +
1
ε
T r [a(t0, x0)Dd(x0)Dd(x0)
′] ≤ 0 .
S ending ε → 0 leads to a contradiction to (i) of (2.2). 2
P ro p o sitio n 6 .7 Assume that Hg ho ld s. T hen , v
∗(T , ·) ≤ gˆ(T , ·) o n O¯∗.
P ro o f. 1. L et (tn, xn)n be a seq u ence in D which conv erg es to (T , x0) and su ch that
v(tn, xn) → v
∗(T , x0). S et (τn, X
n) = (τtn,xn , X tn,xn). B y the du al form u lation (2.11),
there is som e ϑn ∈ K˜ su ch that
v(tn, xn) ≤ E
ϑn
[
e−
∫
τn
tn
δ(ϑn
s
)ds g(τn, X
n(τn))
]
+ n−1 .
S ince K˜ is a conv ex cone, δ is su blinear and g ≥ 0, it follows that
e−
∫
τn
tn
δ(ϑn
s
)ds g(τn, X
n(τn)) ≤ e
−δ(
∫
τn
tn
ϑn
s
ds )g(τn, X
n(τn)) ≤ su p
tn≤t≤T
gˆ
(
t, X n(t)e−
∫
t
tn
ϑn
s
ds
)
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by definition of gˆ in (3 .3 )-(3 .5 ). In v iew of th e a bov e ineq u a lities a nd th e definition of
(tn, xn), it rem a ins to sh ow th a t
lim su p
n→∞
Eϑ
n
[
su p
tn≤t≤T
gˆ (t, Zn(t))
]
≤ gˆ(T, x0) , (6 .11)
w h ere Zn := Xne−
∫
·
tn
ϑns ds solv es on [tn, T ]
dZn(t) = dia g [Zn(t)] σ(t, Xn(t))d W nt , Z
n(tn) = xn ,
a nd W n is a sta nda rd B row nia n m otion u nder Qϑ
n
, rec a ll th e disc u ssion of S ection 2 .2 .
U sing th e bou ndedness a ssu m p tion on σ, see (2 .2 ), w e dedu ce from sta nda rd a rg u m ents
th a t th ere is a consta nt C > 0 indep endent of n su ch th a t
Eϑ
n
[
su p
tn≤t≤T
|Zn(t)− x0|
]
≤ C
(
|xn − x0|+ (T − tn)
1/2
)
.
W e sh a ll p rov e in 2 . th a t, for ea ch ε > 0 , th ere is a L ip sch itz fu nction Ψε su ch th a t
|gˆ(T, x0) − Ψε(T, x0)| ≤ ε a nd Ψε ≥ gˆ. It follow s th a t, for ea ch ε, w e c a n find som e
finite Kε > 0 su ch th a t
lim su p
n→∞
Eϑ
n
[
su p
tn≤t≤T
gˆ (t, Zn(t))
]
≤ lim su p
n→∞
Eϑ
n
[
su p
tn≤t≤T
Ψε (t, Z
n(t))
]
≤ Ψε(T, x0) + lim su p
n→∞
Kε
(
|xn − x0|+ (T − tn)
1/2
)
= Ψε(T, x0) .
B y definition of Ψε th is im p lies th a t
lim su p
n→∞
Eϑ
n
[
su p
tn≤t≤T
gˆ (t, Zn(t))
]
≤ gˆ(T, x0) + ε ,
a nd th e p roof of (6 .11) is conclu ded by sending ε to 0 .
2 . W e conc lu de th is p roof by constru c ting th e seq u ence of fu nctions (Ψε)ε> 0. F or
(t, x) ∈ [0 , T ]× (0 ,∞)d, w e define
Gk(t, x) = su p
(s ,z )∈[0,T ]×(0,∞)d
[gˆ(s, z)− k (|s− t|+ |z − x|)] , k ≥ 1 .
C lea rly, Gk ≥ gˆ a nd Gk is k-L ip sch itz . M oreov er, ta k ing k la rg e enou g h , it follow s
from th e linea r g row th a nd u p p er-sem icontinu ity a ssu m p tions on gˆ, see Hg, th a t, for
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all (t, x) ∈ [0 , T ] × (0 ,∞)d, th e m ax im u m is attain e d in th e ab o v e d e fi n itio n b y so m e
(tk(t, x), xk(t, x)). In p artic u lar,
Gk(t, x) = gˆ(tk(t, x), xk(t, x))− k (|tk(t, x)− t|+ |xk(t, x)− x|) ≥ gˆ(t, x) .
U sin g th e lin ear g ro w th o f gˆ ag ain , w e d e d u c e th at (tk(t, x), xk(t, x)) → (t, x) as k →∞
afte r p o ssib ly p assin g to a su b se q u e n c e . S in c e gˆ is u p p e r-se m ic o n tin u o u s, th is also
im p lie s th at
gˆ(T , x0) ≥ lim su p
k→∞
gˆ(tk(T , x0), xk(T , x0)) ≥ lim su p
k→∞
Gk(T , x0) ≥ gˆ(T , x0) .
W e can th e n ch o o se kε su ch th at |Gkε(T , x0)− gˆ(T , x0)| ≤ ε an d se t Ψ ε := Gkε . 2
6.3 Characterization of v∗ as the sm allest su p ersolu tion
In th is se c tio n , w e p ro v e th at v = v∗ o n D an d th at v∗ is th e sm alle st su p e rso lu tio n o f
(3 .8 ).
T o th is e n d , w e in tro d u c e a se q u e n c e o f ap p ro x im atin g c o n tro l p ro b le m s as fo llo w s. F o r
all η ≥ 1, w e d e fi n e K˜η as th e se t o f e le m e n ts ρ ∈ K˜ su ch th at |ρ| ≤ η an d K˜η as th e
se t o f e le m e n ts ϑ ∈ K˜ th at tak e v alu e s in K˜η. W e th e n d e fi n e o n D¯
∗
wη(t, x) = su p
ϑ∈K˜η
E
ϑ
[
Eϑτ g
(
τ
t ,x
, X t,x(τt ,x )
) ]
. (6 .12 )
It is c lear th at wη is a n o n -d e c reasin g se q u e n c e an d it fo llo w s d ire c tly fro m T h e o re m
2 .1 an d th e d e fi n itio n o f K˜ th at
lim
η→∞
↑ wη(t, x) = v(t, x) fo r all (t, x) ∈ D¯
∗ . (6 .13 )
F o r η ≥ 1, le t u s in tro d u c e th e o p e rato r Gη d e fi n e d fo r sm o o th fu n c tio n s b y
Gηϕ(t, x) := m in
ρ∈K˜η
{ −L ϕ(t, x) + δ(ρ)ϕ(t, x)− ρ′d iag [x] Dϕ(t, x)} .
P rop osition 6.8 Let the conditions Hg-HO hold. T hen, for a ll η ≥ 1, w
∗
η is a v iscosity
su bsolu tion on D of
Gηϕ(t0, x0) = 0 . (6 .14 )
M oreover, w∗η ≤ gˆ on ∂xD
∗ ∪ ∂T D
∗.
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Proof. The proof is standard. Set ϕ ∈ C2(D) and let (t0, x0) b e a stric t g lob al
m ax im izer of w∗η − ϕ on D¯
∗ su ch that (w∗η − ϕ)(t0, x0) = 0.
1 . If (t0, x0) ∈ D then the resu lt follow s from the sam e arg u m ents as in the proof of
P roposition 6 .5 .
2 . A rg u ing as in P roposition 6 .5 ag ain, w e dedu ce that
m in
{
w∗η(t0, x0)− gˆ(t0, x0) , Gηϕ(t0, x0)
}
≤ 0 ,
if (t0, x0) ∈ ∂xD
∗. The req u ired resu lt is then ob tained b y arg u ing as in 2 . of the proof
of P roposition 6 .6 .
3 . Since w∗η ≤ v
∗, the ineq u ality w∗η(T , ·) ≤ gˆ(T , ·) follow s from P roposition 6 .7 . 2
Prop osition 6 .9 Assume that Hg ho ld . L et u (resp . w) be a visco sity subso lutio n
(resp . superso lutio n ) o f (6 .1 4 ) o n D satisfy in g the gro w th co n d itio n (3 .1 0). If u ≤ w
o n ∂xD
∗ ∪ ∂T D
∗, then u ≤ w o n D¯∗.
Proof. 1 . G iv en κ > 0, w e set u˜(t, x) = eκ tu(t, x) and w˜(t, x) = eκ tw(t, x) so that u˜
and v˜ are respectiv ely su b - and su persolu tions of
G˜ηϕ(t, x) := m in
ρ∈K˜η
{(κ + δ(ρ))ϕ(t, x)− Lρϕ(t, x)} = 0 ,
w here for ρ ∈ K˜
Lρϕ(t, x) := Lϕ(t, x) + ρ′diag [x] Dϕ(t, x) .
R ecall the defi nition of γ¯ in Hg and set
γ = 2 γ¯ ∈ Rd+ , γ˜ = (2 , . . . , 2 ) ∈ (0,∞)
d . (6 .1 5 )
D efi ne on D¯∗
β(t, x) := eτ(T−t)
(
1 + xγ + xγ˜
)
O b serv ing that
∂
∂t
β(t, x) = −τ β(t, x) , diag [x] Dβ(t, x) = eτ(T−t)
(
xγγ + xγ˜ γ˜
)
Tr
[
a(t, x)D2β(t, x)
]
= eτ(T−t)
(
xγTr [σ σ ′(t, x)M ] + xγ˜Tr
[
σ σ ′(t, x)M˜
] )
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with M := [γi(γi − 1 )1i=j + γ
iγj1i 6=j]ij a n d M˜ d e fi n e d sim ila rly , it fo llows fro m (i) o f
(2.2) a n d the c o m p a c tn e ss o f K˜η tha t we c a n fi n d τ > 0 su ch tha t
G˜ηβ(t, x) ≥ 0 o n D¯
∗ . (6 .1 6 )
2 . W e n ow a rg u e b y c o n tra d ic tio n a n d a ssu m e tha t
su p
D¯∗
(u˜− w˜) > 0 .
2 .1. In v iew o f the g rowth co n d itio n o n u˜, w˜ a n d (6 .1 5 ), we the n ha v e
0 < 2m := su p
D¯∗
(u˜− w˜ − 2α β) <∞ (6 .1 7 )
fo r α > 0 sm a ll e n o u g h. F o r x ∈ D¯∗, se t
f(x) =
d∑
i=1
(xi)−2 . (6 .1 8 )
C o m b in in g the g rowth co n d itio n o n u˜, w˜ with (6 .1 5 ) a n d the d e fi n itio n o f f im p lie s
tha t, fo r e a ch ε > 0, the u p p e r-se m ic o n tin u o u s fu n c tio n
Φε := u˜− w˜ − 2(α β + εf)
a d m its a m a x im u m (tε, xε) o n D¯
∗. B y (6 .1 7 ), we c a n cho o se ε sm a ll e n o u g h so tha t
Φε(tε, xε) ≥ m > 0 . (6 .1 9 )
L e t (tε
0
, xε
0
) b e a se q u e n c e in D su ch tha t Φε(tε
0
, xε
0
) → 2m. B y (6 .1 7 ) a n d d e fi n itio n o f
(tε, xε), we ha v e
lim in f
ε→0
(2m− 2εf(xε)) ≥ lim in f
ε→0
(u˜− w˜ − 2(α β + εf))(tε, xε)
≥ lim
ε→0
(u˜− w˜ − 2(α β + εf))(tε
0
, xε
0
)
= 2m .
T his shows tha t
lim su p
ε→0
εf(xε) = lim su p
ε→0
ε
d∑
i=1
(xiε)
−2 = 0 ,
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which, by (i) of (2.2) and the compactness of K˜η, implies
lim su p
ε→0
su p
ρ∈K˜η
ε (|f(xε)|+ |L
ρf(xε)|) = 0 . (6 .20)
2.2. F or (t, x) ∈ [0, T ]× Rd, set Gε(t, x) = |t− tε|
4 + |x− xε|
4. G iv en n > 0, it follows
from similar arg u ments as abov e that the map
Φεn(t, x, y) := u˜(t, x)− w˜(t, y)−
n
2
|x− y|2 − α (β(t, x) + β(t, y))
− ε (f(x) + f(y) + Gε(t, x)) ,
also admits a max imu m point (tεn, x
ε
n, y
ε
n) ∈ D¯
∗ which necessarily satisfi es
Φεn(t
ε
n, x
ε
n, y
ε
n) ≥ Φ
ε
n(tε, xε, xε) = Φ
ε(tε, xε) ≥ m > 0 . (6 .21)
U sing the g rowth assu mption on u and w, (6 .15 ) and the defi nition of f ag ain, one
easily check s that this implies that the seq u ence (tεn, x
ε
n, y
ε
n)n is bou nded and therefore
conv erg es, after possibly passing to a su bseq u ence. M oreov er, (6 .21) implies that n|xεn−
yεn|
2 +εf(xεn) is bou nded. T hu s, there is (t¯ε, x¯ε) ∈ D¯
∗ su ch that (tεn, x
ε
n, y
ε
n) → (t¯ε, x¯ε, x¯ε)
and, by defi nition of (tε, xε) and (6 .21), we mu st hav e
Φε(tε, xε) ≥ Φ
ε(t¯ε, x¯ε)
≥ lim su p
n→∞
(
Φε(t¯ε, x¯ε)−
n
2
|xεn − y
ε
n|
2 − εGε(tεn, x
ε
n)
)
≥ Φε(tε, xε) .
T his shows that, u p to a su bseq u ence,
(tεn, x
ε
n) → (tε, xε) ∈ D¯
∗ , Φεn(t
ε
n, x
ε
n, y
ε
n) → Φ
ε(tε, xε) and n|x
ε
n − y
ε
n|
2 → 0 (6 .22)
as n → ∞ .
3 . S ince the u pper-semicontinu ou s fu nction u − w is non-positiv e on ∂xD
∗ ∪ ∂T D
∗,
it follows from (6 .19 ) that (tε, xε) ∈ D and that we may assu me that (t
ε
n, x
ε
n, y
ε
n) ∈
[0, T )× O 2 for each n > 0. U sing Ishii’s L emma and following standard arg u ments, see
T heorem 8 .3 and the discu ssion after T heorem 3 .2 in [4 ], we dedu ce from the v iscosity
property of u˜ and w˜ that for some ρˆεn in the compact set K˜η
0 ≤ (κ + δ(ρˆεn))(w˜(t
ε
n, y
ε
n)− u˜(t
ε
n, x
ε
n)) +
1
2
T r [a(tεn, x
ε
n)A
ε
n − a(t
ε
n, y
ε
n)B
ε
n]
+ (ρˆεn)
′diag [xεn − y
ε
n] q
ε
n +
{
Lρˆ
ε
n(αβ + ε[f + Gε])(tεn, x
ε
n) + L
ρˆεn(αβ + εf)(tεn, y
ε
n)
}
3 0
where
qεn := n(x
ε
n − y
ε
n) (6 .2 3)
a n d Aεn, B
ε
n a re two sy m m etric m a trices sa tisfy in g
−3n
(
Id 0
0 Id
)
≤
(
Aεn 0
0 −Bεn
)
≤ 3n
(
Id −Id
−Id Id
)
. (6 .2 4 )
U sin g (6 .1 6 ), (6 .2 1 ), (6 .2 2 ), (6 .2 3), (6 .2 4 ) a n d (i) o f (2 .2 ), we then d ed u ce tha t
0 ≤ −m(κ + δ(ρˆεn)) + C n|x
ε
n − y
ε
n|
2 − ε(κ + δ(ρˆεn)) {(f + G
ε)(tεn,x
ε
n) + f(y
ε
n)}
+ ε
{
Lρˆ
ε
n(f + Gε)(tεn,x
ε
n) + L
ρˆε
nf(yεn)
}
fo r so m e C > 0 in d ep en d en t o f n. S en d in g n to ∞, it fo llows fro m the c o m p a c tn ess o f
K˜η a n d (6 .2 2 ) tha t
0 ≤ −m(κ + δ(ρˆε)) + 2 ε
{
Lρˆ
ε
f(xε)− (κ + δ(ρˆ
ε))f(xε)
}
fo r so m e ρˆε ∈ K˜η. S en d in g ε to 0 a n d u sin g (6 .2 0) fi n a lly lea d s to a c o n tra d ic tio n sin ce
κ,m > 0 a n d δ ≥ 0 b y (2 .9 ). 2
W e n ow co n c lu d e the p ro o f o f T heo rem 3.1 .
Proof of (ii) and (iii) of Theorem 3.1. O b serv e tha t a su p erso lu tio n u o f Bdϕ = 0
o n D¯∗ is a lso a su p erso lu tio n o f (6 .1 4 ) o n D, a n d , b y P ro p o sitio n 6 .8 , sa tisfi es u ≥ wη
o n ∂xD
∗ ∪ ∂T D
∗ fo r a ll η ≥ 1 . In v iew o f P ro p o sitio n 6 .9 a n d (6 .1 3), it fo llows tha t
u ≥ lim η → ∞ ↑ wη = v o n D when ev er u sa tisfi es (3.1 0). In p a rtic u la r, sin ce v∗ is a
su p erso lu tio n o f (3.8 ) sa tisfy in g (3.1 0), see P ro p o sitio n 3.1 , we ha v e v∗ ≥ v so tha t
v∗ = v ≤ u o n D a n d v∗ ≤ u∗ o n D¯
∗. 2
7 A u niq u eness resu lt
W e n ow p ro ceed with the p ro o f o f T heo rem 3.2 . It is a n im m ed ia te c o n seq u en ce o f
P ro p o sitio n 3.1 , T heo rem 3.1 a n d the fo llowin g c o m p a riso n resu lt.
Theorem 7 .1 Assume that the conditions of Theorem 3.2 hold. Let u be an up per-
semicontinuous viscosity subsolution of Bϕ = 0 on D¯∗. Assume furthermore that u
satisfi es the grow th condition (3.1 0). Then, u ≤ v∗ on D¯
∗.
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Remark 7.1 1. It will be clear from the proof that the above Theorem can be stated
as follows. L et u and w be respectively su b- and su persolu tion of Bϕ = 0 and Bdϕ = 0
on D ∪ ∂xD
∗ satisfy ing the g rowth condition (3 .10). A ssu me fu rther that w satisfi es
C: ∀ (t, x) ∈ D ∪ ∂xD
∗ and ρ ∈ K˜1(x, O¯), ∃ λ0 > 0 s.t. λ ∈ [0, λ0] 7→ w(t, xe
λ ρ)e−λ δ (ρ)
is non-increasing .
Then, u ≤ w on ∂T D
∗ implies u ≤ w on D¯∗.
2. O ne can actu ally show that any su persolu tion of Hdϕ = 0 satisfi es the condition C.
S ince it is not u sefu l for ou r main resu lt, we do not provide the proof which is rather
long .
3 . C ombining the above assertions provides a g eneral comparison resu lt for su per- and
su bsolu tions of, respectively , Bdϕ = 0 and Bϕ = 0 on D ∪ ∂xD
∗.
In order to prove Theorem 7 .1, we need the following intermediate L emma.
L emma 7.1 Assume that HO ho ld s. F ix x0 ∈ ∂O
∗. If ρ ∈ K˜1 satisfi es
Dd(x0)
′
diag [x0] ρ > 0 ,
then there exists some po sitive parameters r0 an d λ0 such that xe
λ ρ ∈ O fo r all x ∈
B(x0, r0) ∩ O¯ an d λ ∈ (0, λ0).
P ro o f. R ecall from HO that the fu nction d is C
2 on a neig hbou rhood of x0. Thu s,
Dd(x0)
′
diag [x0] ρ > 0 implies that for some δ0, r0 > 0
Dd(x¯)
′
diag [x] ρ ≥ δ0 for all x¯, x ∈ B(x0, r0) . (7 .1)
G iven that xeλ ρ − x = λdiag [x] ρ + o(λ), we can fi x some λ0 > 0 su ch that, for all
x ∈ B(x0, r0/2) and λ ∈ (0, λ0)
[x, xeλ ρ] ⊂ B(x0, r0) and |xe
λ ρ − x− λdiag [x] ρ| <
λδ0/2
1 + max
x∈B¯(x0,r 0)
|Dd(x)|
. (7 .2)
L et x be in B(x0, r0/2) ∩ O¯, so that d(x) ≥ 0. S ince d is C
1, for each λ ∈ (0, λ0) there
ex ists x¯ ∈ [x, xeλ ρ] ⊂ B(x0, r0) su ch that
d(xeλ ρ) = d(x) + Dd(x¯)′
(
xeλ ρ − x
)
= d(x) + λDd(x¯)′diag [x] ρ + Dd(x¯)′
[
xeλ ρ − x− λdiag [x] ρ
]
≥ d(x) + λ
δ0
2
> 0 ,
3 2
where the last inequality follows from (7.1) and (7.2). This shows that xeλ ρ ∈ O. 2
Proof of Theorem 7.1: In order to av oid too many comp lications, we mak e the p roof
under the assump tion
H
′′ : (i) ∃ % > 1 s.t. %γ¯ ∈ K ∩ (0 ,∞)d,
(ii) 0 ∈ int(K),
(iii) ∀ x ∈ ∂O∗ ∃ ρ ∈ K˜1 s.t. Dd (x)
′
diag [x] ρ > 0 ,
in p lace of H′. W e shall ex p lain in the last step how to adap t this p roof when O¯ is
b ounded b ut (i) of H′′ does not hold, or 0 /∈ int(K) b ut O¯ ∩ ∂Rd+ = ∅ and int(K) 6= ∅.
1. G iv en some p ositiv e p arameter κ, we introduce the functions u˜(t, x) := eκ tu(t, x),
v˜(t, x) := eκ tv∗(t, x) and g˜(t, x) := e
κ tgˆ(t, x). O ne easily check s that the function u˜
(resp . v˜) is a v iscosity sub solution (resp . sup ersolution) of B˜ϕ = 0 (resp . B˜dϕ = 0 ),
where for a smooth function ϕ
B˜ϕ =


min
{
L˜ϕ , Hϕ
}
on D
min {ϕ− g˜ , Hϕ} on ∂xD
∗
ϕ− g˜ on ∂T D
∗
B˜dϕ =
{
B˜ϕ on D ∪ ∂T D
∗
min {ϕ− g˜ , Hdϕ} on ∂xD
∗
and
L˜ϕ := κϕ− Lϕ .
L et % ∈ R b e as in H′′, i.e.
γ := %γ¯ ∈ K ∩ (0 ,∞)d and % > 1 . (7.3 )
S ince 0 ∈ int(K) b y H′′, it follows from (2.9 ) and R emark 2.4 that the map defi ned b y
β(t, x) = eτ(T−t) (1 + xγ) on D¯∗ satisfi es
H (β(t, x), diag [x] Dβ(t, x)) ≥ cK > 0 for all (t, x) ∈ D¯
∗ . (7.4 )
M oreov er, b y the same comp utations as in the p roof of P rop osition 6 .9 , one easily check s
that we can choose τ larg e enoug h so that
L˜β ≥ 0 on D¯∗ . (7.5 )
3 3
2. We argue by contradiction. We assume that
sup
D¯∗
(u− v∗) > 0
and w ork tow ards a contradiction.
2.1 . In this step , w e follow the same construction as in the p roof of P rop osition 6 .9 .
B y the grow th condition on u˜, v˜ and (7 .3 ), w e deduce that
0 < 2m := sup
D¯∗
(u˜− v˜ − 2α β ) < ∞ (7 .6 )
for α > 0 small enough. F ix ε > 0 and let f be defi ned as in (6 .1 8 ). A rguing as in the
p roof of P rop osition 6 .9 , w e obtain that
Φε := u˜− v˜ − 2(α β + εf)
admits a max imum (tε, xε) on D¯
∗, w hich, for ε > 0 small enough, satisfi es
Φε(tε, xε) ≥ m > 0 . (7 .7 )
M oreov er, using the same arguments as in 2.1 of the p roof of P rop osition 6 .9 , w e obtain
that
lim sup
ε→0
sup
ρ∈K˜1
ε (|f(xε)|+ |diag [xε] Df(xε)|+ |L f(xε)|) = 0 . (7 .8 )
F inally, since β , f ≥ 0 and v∗(T , ·) ≥ u(T , ·), (7 .7 ) imp lies that tε < T , i.e.
(tε, xε) ∈ [0, T )× O¯
∗ . (7 .9 )
2.2. In the follow ing, w e fi x ρε ∈ K˜1 such that
ρε := 0 if xε ∈ O
Dd (xε)
′
diag [xε] ρε > 0 if xε ∈ ∂O
∗ ,
(7 .1 0)
see (iii) of H ′ ′ . B y L emma 7 .1 and (3 .1 1 ), w e can fi x rε, λε > 0, such that
xeλ ρε ∈ O and e−λ δ (ρε)v˜(t, xeλ ρε) ≤ v˜(t, x) (7 .1 1 )
for all t ∈ (tε − rε, tε + rε) ∩ [0, T ), x ∈ Bε := B(xε, rε) ∩ O¯ and λ ∈ (0, λε) .
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For n ≥ 1 a n d ζ ∈ (0, 1 ), w e th e n d e fi n e th e fu n c tion Ψεn,ζ on [0, T ]× (O¯
∗)2 b y
Ψεn,ζ(t, x, y) := Θ (t, x, y)− ε(f(x) + f(y))− ζ(|x− xε|
2 + |t− tε|
2)− n2|xe
ζ
n
ρε − y|2 ,
w h e re
Θ (t, x, y) := u˜(t, x)− v˜(t, y)− α (β(t, x) + β(t, y)) .
It follow s from (7 .3 ) a n d th e g row th con d ition (3 .1 0) sa tisfi e d b y v˜ a n d u˜ th a t Ψεn,ζ
a tta in s its m a x im u m a t som e (tεn, x
ε
n, y
ε
n) ∈ [0, T ]×(O¯
∗)2. T h e in e q u a lity Ψεn,ζ(t
ε
n, x
ε
n, y
ε
n)
≥ Ψεn,ζ(tε, xε, xεe
ζ
n
ρε) im p lie s th a t
Θ (tεn, x
ε
n, y
ε
n) ≥ Θ (tε, xε, xεe
ζ
n
ρε)− ε
(
f(xε) + f(xεe
ζ
n
ρε)
)
+ n2|xεne
ζ
n
ρε − yεn|
2 + ζ
(
|xεn − x
ε|2 + |tεn − tε|
2
)
+ ε (f(xεn) + f(y
ε
n)) ,
w h ich com b in e d w ith th e g row th con d ition (3 .1 0) a n d (7 .3 ) sh ow s th a t n2|xεne
ζ
n
ρε −
yεn|
2 + f(xεn) is b ou n d e d in n so th a t, u p to a su b se q u e n c e ,
(i) xεne
ζ
n
ρε , xεn, y
ε
n −−−→
n → ∞
x¯ε ∈ O¯∗ a n d tεn −−−→
n → ∞
t¯ε ∈ [0, T ] .
L e t n b e la rg e e n ou g h so th a t ζ
n
< λ ε. R e c a ll from (7 .1 1 ) th a t th is im p lie s th a t
v˜(tε, xεe
ζ
n
ρε) ≤ v˜(tε, xε)e
ζ
n
δ(ρε), w h ich com b in e d w ith th e p re v iou s in e q u a lity y ie ld s
Θ (tεn, x
ε
n, y
ε
n) ≥ u˜(tε, xε)− v˜(tε, xε)e
ζ
n
δ(ρε) − α
(
β(tε, xε) + β(tε, xεe
ζ
n
ρε)
)
− ε
(
f(xε) + f(xεe
ζ
n
ρε)
)
+ n2|xεne
ζ
n
ρε − yεn|
2 + ζ
(
|xεn − xε|
2 + |tεn − tε|
2
)
+ ε (f(xεn) + f(y
ε
n)) .
S e n d in g n → ∞ a n d u sin g th e m a x im u m p rop e rty of (tε, xε), w e g e t
0 ≥ Φε(t¯ε, x¯ε)− Φε(tε, xε)
≥ lim su p
n → ∞
(
n2|xεne
ζ
n
ρε − yεn|
2 + ζ
(
|xεn − xε|
2 + |tεn − tε|
2
))
.
R e c a llin g (7 .7 ) a n d (7 .9 ), th is sh ow s th a t
(ii) n2|xεne
ζ
n
ρε − yεn|
2 + ζ
(
|xεn − xε|
2 + |tεn − tε|
2
)
−−−→
n → ∞
0 ,
(iii) u˜(tεn, x
ε
n)− v˜(t
ε
n, y
ε
n) −−−→
n → ∞
(u˜− v˜) (tε, xε) ≥ m + 2αβ(tε, xε) + 2 εf(xε) ,
(iv ) (tεn, x
ε
n) ∈ [0, T )× O¯
∗ for n la rg e e n ou g h .
3 5
3. From Theorem 8.3 in [4], we deduce that, for each η > 0, there are real coeffi cients
bε1,n, b
ε
2,n and sy mmetric matrices X
ε,η
n and Y
ε,η
n such that(
bε1,n, p
ε
n,X
ε,η
n
)
∈ P¯+
O¯
u˜(tεn, x
ε
n) and
(
−bε2,n, q
ε
n,Y
ε,η
n
)
∈ P¯−
O¯
v˜(tεn, y
ε
n) ,
see [4] for the standard notations P¯+
O¯
and P¯−
O¯
, where
pεn := 2n
2(xεne
ζ
n
ρε − yεn)e
ζ
n
ρε + 2ζ(xεn − xε) + α D β(t
ε
n, x
ε
n) + ε D f(x
ε
n)
qεn := 2n
2(xεne
ζ
n
ρε − yεn)− α D β(t
ε
n, y
ε
n)− ε D f(y
ε
n) ,
and bε1,n, b
ε
2,n, X
ε,η
n and Y
ε,η
n satisfy

bε1,n + b
ε
2,n = 2ζ(t
ε
n − tε)− α τ (β(t
ε
n, x
ε
n) + β(t
ε
n, y
ε
n))(
X ε,ηn 0
0 −Yε,ηn
)
≤ (Aεn + B
ε
n) + η(A
ε
n + B
ε
n)
2
(7 .1 2)
with
Aεn :=
(
2n2 diag [e2
ζ
n
ρε ] + 2ζId −2n
2 diag [e
ζ
n
ρε ]
−2n2 diag [e
ζ
n
ρε ] 2n2Id
)
Bεn :=
(
α D 2β(tεn, x
ε
n) + ε D
2f(xεn) 0
0 α D 2β(tεn, y
ε
n) + ε D
2f(yεn)
)
.
3.1 . W e now show that, up to a sub seq uence,
yεn ∈ O . (7 .1 3)
In v iew of (ii), this is clearly true when xε ∈ O. In the case xε ∈ ∂O, we deduce from
(ii) that
yεn = x
ε
ne
ζ
n
ρε + o(n−1) = xεn +
ζ
n
diag [xεn] ρε + o(n
−1) .
This imp lies that, for some n → 0,
d(yεn) = d(x
ε
n) +
ζ
n
(D d(xεn)
′diag [xεn] ρε + n) ,
so that (7 .1 3) is a conseq uence of (7 .1 0), the continuity of D d and (ii).
3.2 . In this step , we show that there is a sub seq uence of (tεn, x
ε
n, y
ε
n) such that
xεn ∈ O and κu˜(t
ε
n, x
ε
n)− b
ε
1,n −
1
2
Tr [a(tεn, x
ε
n)X
ε,η
n ] ≤ 0 . (7 .1 4)
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First observe that we can not have xεn ∈ ∂O
∗ and u˜(tεn, x
ε
n) ≤ g˜(t
ε
n, x
ε
n) for all n. In view
of (ii), this is obviou s if xε ∈ O. If xε ∈ ∂O
∗, it follows from (7 .9 ) and the viscosity
p rop erty of v˜ that v˜(tε, xε) ≥ g˜(tε, xε). S ince g˜ is u p p er-sem icontinu ou s, see Hg, this
wou ld im p ly that u˜(tεn, x
ε
n) ≤ v˜(t
ε
n, y
ε
n) + m / 2 for n larg e enou g h, see (ii), thu s lead ing
to a contrad iction to (iii) since β, f ≥ 0. B y (iv) and the viscosity su bsolu tion p rop erty
of u˜, we then d ed u ce that either (7 .14 ) hold s or
H (u˜(tεn, x
ε
n), d iag [x
ε
n] p
ε
n) ≤ 0 . (7 .15 )
T hu s, it rem ains to p rove that the above ineq u ality lead s to a contrad iction. U sing the
su p ersolu tion p rop erty of v˜, (7 .13 ), (ii)-(iii) and (2.9 ), we observe that (7 .15 ) im p lies
0 ≥ H (u˜(tεn, x
ε
n), d iag [x
ε
n] p
ε
n)−H (v˜(t
ε
n, y
ε
n), d iag [y
ε
n] q
ε
n)
≥ α {H (β(tεn, x
ε
n), d iag [x
ε
n] Dβ(t
ε
n, x
ε
n)) + H (β(t
ε
n, y
ε
n), d iag [y
ε
n] Dβ(t
ε
n, y
ε
n))}
+ ε {H (f(xεn), d iag [x
ε
n] Df(x
ε
n)) + H (f(y
ε
n), d iag [y
ε
n] Df(y
ε
n))}
+ inf
ρ∈K˜1
δ(ρ) [Θ (tεn, x
ε
n, y
ε
n)− ε (f(x
ε
n) + f(y
ε
n))]
− su p
ρ∈K˜1
[
2n2ρ′d iag
[
xεne
ζ
n
ρε − yεn
] (
xεne
ζ
n
ρε − yεn
)
+ 2ζρ′d iag [xεn] (x
ε
n − xε)
]
≥ inf
ρ∈K˜1
δ(ρ)(m / 2) + 2αH(β(tε, xε), d iag [xε] Dβ(tε, xε))
+ n + ε {H (f(xε), d iag [xε] Df(xε)) + H (f(yε), d iag [yε] Df(yε))}
where n → 0 when n → ∞ , bu t d ep end on ε. R ecalling (7 .4 ) and (7 .8 ), we g et a
contrad iction for ε sm all and n larg e enou g h. T his conclu d es the p roof of (7 .14 ).
3 .3 . W e can now p rovid e the req u ired contrad iction and conclu d e the p roof. L et σ˜ be
d efi ned on D¯ by σ˜(t, x) = d iag [x] σ(t, x). B y the viscosity su p ersolu tion p rop erty of v˜,
(7 .13 ), (7 .14 ) and (7 .12), (tεn, x
ε
n, y
ε
n) m u st satisfy
κ (u˜(tεn, x
ε
n)− v˜(t
ε
n, y
ε
n)) ≤ b
ε
1,n + b
ε
2,n +
1
2
T r [a(tεn, x
ε
n)X
ε,η
n − a(t
ε
n, y
ε
n)Y
ε,η
n ]
≤ 2ζ(tεn − tε)− ατ (β(t
ε
n, x
ε
n) + β(t
ε
n, y
ε
n))
+
1
2
T r
[
Ξ (tεn, x
ε
n, y
ε
n)
(
Aεn + B
ε
n + η(A
ε
n + B
ε
n)
2
) ]
where
Ξ (tεn, x
ε
n, y
ε
n) :=
(
σ˜(tεn, x
ε
n)σ˜
′(tεn, x
ε
n) σ˜(t
ε
n, y
ε
n)σ˜
′(tεn, x
ε
n)
σ˜(tεn, x
ε
n)σ˜
′(tεn, y
ε
n) σ˜(t
ε
n, y
ε
n)σ˜
′(tεn, y
ε
n)
)
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is a non-negative symmetric matrix. Using (ii)-(iii), (7.5) and (7.8), it follows that for
ε small and n large enou gh
κ m / 2 ≤ κ (u˜(tε
n
, xε
n
)− v˜(tε
n
, yε
n
)− (α β + εf )(tε
n
, xε
n
)− (α β + εf )(tε
n
, yε
n
))
≤ 2ζ(tε
n
− tε) +
1
2
T r
[
Ξ (tε
n
, xε
n
, yε
n
)
(
Aε
n
+ η(Aε
n
+ Bε
n
)2
) ]
+ θ(ε, n)
where θ(ε, n) is indep endent of (η, ζ) and satisfi es
lim su p
ε→0
lim su p
n→∞
|θ(ε, n)| = 0 . (7.16 )
S ending η → 0 in the p reviou s ineq u ality p rovides
κ m / 2 ≤ 2ζ(tε
n
− tε) +
1
2
T r [Ξ (tε
n
, xε
n
, yε
n
)Aε
n
] + θ(ε, n) ,
so that
κ m / 2 ≤ 2ζ(tε
n
− tε) + ζT r [σ˜(t
ε
n
, xε
n
)σ˜′(tε
n
, xε
n
)]
+ n2
∣∣∣diag
[
xε
n
e
ζ
n
ρε
]
σ(tε
n
, xε
n
)− diag [yε
n
] σ(tε
n
, yε
n
)
∣∣∣
2
+ θ(ε, n) .
Using (2.2), we now ob serve that
∣∣∣diag
[
xε
n
e
ζ
n
ρε
] (
σ(tε
n
, xε
n
e
ζ
n
ρε)− σ(tε
n
, xε
n
)
)∣∣∣
≤
∣∣∣diag
[
xε
n
e
ζ
n
ρε
]
σ(tε
n
, xε
n
e
ζ
n
ρε)− diag [xε
n
] σ(tε
n
, xε
n
)
∣∣∣ +
∣∣∣diag
[
xε
n
e
ζ
n
ρε − xε
n
]
σ(tε
n
, xε
n
)
∣∣∣
≤ Cε
∣∣∣xεne
ζ
n
ρε − xε
n
∣∣∣
≤ ζCε n
−1 ,
and
∣∣∣diag
[
xε
n
e
ζ
n
ρε
]
σ(tε
n
, xε
n
e
ζ
n
ρε)− diag [yε
n
] σ(tε
n
, yε
n
)
∣∣∣
2
≤ Cε
∣∣∣xεne
ζ
n
ρε − yε
n
∣∣∣
2
where Cε > 0 denotes a generic constant indep endent of n and ζ. P lu gging this in the
p reviou s ineq u ality imp lies that there is some Cε > 0 indep endent of n and ζ for which
κ m / 2 ≤ 2ζ(tε
n
− tε) + ζT r [σ˜
′(tε
n
, xε
n
)σ˜(tε
n
, xε
n
)] + Cε
(
ζ + n2|xε
n
e
ζ
n
ρε − yε
n
|2
)
+ θ(ε, n) .
F inally, u sing (ii) and sending n to ∞ and then ζ to 0 in the last ineq u ality imp lies
κ m / 2 ≤ lim su p
n→∞
θ(ε, n) ,
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which by (7.16) provides the required contradiction and concludes the proof.
4. W e now ex plain how to adapt this proof to the alternative assum ptions of H′.
4.1 . O bserve that the penalty function β is introduced in order to obtain a fi nite
suprem um for u˜−v˜−2α β and ex istence of an optim um for Φ ε and Ψ εn ,ζ . If O¯ is bounded,
the introduction of such a penalty function is not required and we can reproduce the
sam e proof with β ≡ 0 whenever 0 ∈ int(K). Indeed, by R em ark 2.4 , infρ∈K˜1 δ(ρ) > 0
so that we still obtain a contradiction at the end of 3 .2. T he arg um ents of 3 .3 also work
with β ≡ 0. T he case where 0 /∈ int(K) is discussed below.
4.2 . S im ilarly, the m ap f is introduced only to prevent the diff erent m ax im a to tak e
values outside O¯∗. If O¯ ∩ ∂Rd+ = ∅, this penalty function is useless and can be fi x ed
to f ≡ 0. In this case, one can also fi x som e γ ∈ int(K), if non-em pty, and add
the term eτ(T−t)xγ in the defi nition of β. T hus, β becom es eτ(T−t) (1 + xγ + xγ) or
eτ(T−t) (1 + xγ) depending whether O¯ is bounded or not, see 4 .1. F or fi x ed ε > 0, we
deduce from R em ark 2.4 and the fact that γ ∈ int(K) that H(β(t, x), diag [x] D β(t, x))
> 0. S ince f = 0, there is no ε to send to 0 at the end of 3 .2 and 3 .3 , and we obtain
the sam e contradictions by sim ply sending n to ∞ and ζ to 0.
2
R e fe re n c e s
[1] B arles G . and P .E . S oug anidis (19 9 1). C onverg ence of approx im ation schem es
for fully nonlinear second order equations. Asymptotic analysis, 4 , 271-28 3 .
[2] B ouchard B . and I. B entahar (2006). N um erical resolution of the barrier option
pricing problem under constraints. F orthcom ing .
[3 ] B roadie M ., J . C vitanic` and M . S oner (19 9 8 ). O ptim al replication of conting ent
claim s under portfolio constraints. T h e R e v ie w of F inancial S tu d ie s, 11 (1), 5 9 -
79 .
[4 ] C randall M . G ., H . Ishii and P .-L . L ions (19 9 2). U ser’s g uide to viscosity solutions
of second order P artial D iff erential E quations. Amer. M ath . S oc., 27, 1-67.
3 9
[5] C v ita n i`c J . a n d I. K a ra tz a s (1 9 9 3 ). H e d g in g c o n tin g e n t c la im s w ith c o n stra in e d
p o rtfo lio s. Annals of Applied Probability, 3 , 6 52 -6 8 1 .
[6 ] C v ita n i`c J . , H . P h a m a n d N . T o u z i (1 9 9 9 ). S u p e r-re p lic a tio n in sto ch a stic
v o la tility m o d e ls w ith p o rtfo lio c o n stra in ts. J ou rnal of Applied Probability, 3 6 ,
52 3 -54 5.
[7 ] F o¨ llm e r H . a n d D . K ra m k o v (1 9 9 7 ). O p tio n a l d e c o m p o sitio n u n d e r c o n stra in ts.
Probability T h eory and R elated F ields, 1 0 9 , 1 -2 5.
[8 ] G ilb a rg D . a n d N . S . T ru d in g e r (1 9 7 7 ). E lliptic partial diff erential eq u ations of
second order. S p rin g e r-V e rla g .
[9 ] K a ra tz a s I. a n d S . E . S h re v e (1 9 9 8 ). M eth ods of m ath em atical fi nance. S p rin g e r-
V e rla g .
[1 0 ] R o ck a fe lla r R .T . (1 9 7 0 ). C onv ex Analysis. P rin c e to n U n iv e rsity P re ss, P rin c e to n ,
N J .
[1 1 ] S h re v e S . E ., U . S ch m o ck a n d U . W y stu p (2 0 0 2 ). V a lu a tio n o f e x o tic o p tio n s
u n d e r sh o rtse llin g c o n stra in ts. F inance and S toch astic s, 6 , 1 4 3 -1 7 2 .
[1 2 ] S o n e r H . M . a n d N . T o u z i (2 0 0 4 ). T h e p ro b le m o f su p e r-re p lic a tio n u n d e r c o n -
stra in ts. T o a p p e a r in Paris-Princeton L ectu res in M ath em atical F inance, L e c -
tu re N o te s in M a th e m a tic s, S p rin g e r-V e rla g .
[1 3 ] T o u z i N . (2 0 0 0 ). D ire c t ch a ra c te riz a tio n o f th e v a lu e o f su p e r-re p lic a tio n u n d e r
sto ch a stic v o la tility a n d p o rtfo lio c o n stra in ts. S toch astic Processes and th eir
Applications, 8 8 , 3 0 5-3 2 8 .
4 0
