Multiple imputation is a popular approach to handling missing data. Although it was originally motivated by survey nonresponse problems, it has been readily applied to other data settings. However, its general behavior still remains unclear when applied to survey data with complex sample designs, including clustering. Recently, Lewis et al. (2014) compared single-and multiple-imputation analyses for certain incomplete variables in the 2008 National Ambulatory Medicare Care Survey, which has a nationally representative, multistage, and clustered sampling design. Their study results suggested that the increase of the variance estimate due to multiple imputation compared with single imputation largely disappears for estimates with large design effects. We complement their empirical research by providing some theoretical reasoning. We consider data sampled from an equally weighted, single-stage cluster design and characterize the process using a balanced, one-way normal random-effects model. Assuming that the missingness is completely at random, we derive analytic expressions for the within-and between-multiple-imputation variance estimators for the mean estimator, and thus conveniently reveal the impact of design effects on these variance estimators. We propose approximations for the fraction of missing information in clustered samples, extending previous results for simple random samples. We discuss some generalizations of this research and its practical implications for data release by statistical agencies.
Introduction
Data collected for scientific research often contain missing values. For example, the National Ambulatory Medical Care Survey (NAMCS) has been conducted by the U.S. Centers for Disease Control and Prevention's National Center for Health Statistics (NCHS) since 1973. The survey aims to provide nationally representative data on officebased physician care. The ultimate sample unit is a doctor-patient encounter, drawn systematically from the terminus of a multistage, clustered sample design. However, NAMCS has considerable item nonresponse for race, one of the key demographics used in various analyses. These missing data, if inadequately accounted for, might lead to invalid inferences and misleading policy implications. characterize the data sampled from a clustered design. This model-based setup is convenient for studying the properties of MI inference. In Section 3, we derive formulae for the between-and within-imputation variance components of MI analysis for the mean estimate under this model. The variance increase due to MI is shown to decrease as clustering (design) effects increase. Approximations for the fraction of missing information are proposed. Finally, in Section 4, we propose topics for future research.
Method

Complete-Data Model
Complex survey designs (e.g., in NAMCS) often include multistage stratification and clustering. It is often difficult to characterize such a process using explicit models. For simplicity, we consider single-stage cluster sampling with clusters of equal sizes (Cochran 1977, chap. 9) . That is, a simple random sample of m clusters, each containing n elements, is drawn from M clusters in the population. We further consider a model-based representation of this sample as follows: for i ¼ 1, : : : , m, j ¼ 1, : : : , n, where y ij is the random variable, m is the (super) population mean, the a i s are between-cluster random effects, and the e ij s represent withincluster measurement error, and i.i.d. means "independent and identically distributed". Model (1) (a balanced, one-way normal random-effects model) and its variants are frequently used in the analysis of clustered surveys (Valliant et al. 2000, chap. 8 ). Here we use Model (1) as a basis to derive the corresponding MI variance estimators and relate them to the design effects (Kish 1965) used in survey sampling. Model (1) and its generalizations, the mixed-effects models, are also used in the emerging literature on conducting MI for clustered data not limited to surveys (e.g., see Andridge 2011 for clustered randomized trials and Schafer and Yucel 2002 for longitudinal data).
Under Model (1), Cov( y ij , y ij 0 ) ¼ t 2 for j -j 0 and j, j 0 [ (1, : : : , n), and Cov( y ij , . From the perspective of design-based inference, the factor 1 þ (n 2 1)r is the design effect, showing how much the variance is changed by the use of cluster sampling instead of SRS. We let deff com ¼ 1 þ (n 2 1)r, where deff denotes "design effect" as in survey statistics literature (e.g., Cochran 1977, 242; Valliant et al. 2013, 5) . This design effect can also be interpreted as a model-based mispecification effect (Skinner et al. 1989, chap. 2) . Note that Model (1) ignores other features in typical complex survey data such as stratification, unequal cluster sizes, as well as multistage sampling. However, the simple expression for the design effect is useful for illustrating its connection with MI variance estimation. The limitations of Model (1) are discussed in Section 4.
Missing Data
Suppose that missing data occur in the original sample. For ease of notation, we assume that within cluster i, the first r i out of the n observations are observed. That is, y ij s are observed for i ¼ 1, : : : , m, j ¼ 1, : : : , r i , r i , n and missing otherwise. Following Rubin and Schenker (1986) , we assume that the missingness is completely at random (MCAR) (Little and Rubin 2002) for this univariate missing data problem. This simplified assumption allows us to focus on the effect of clustering alone, excluding predictive covariates from Model (1). Under MCAR, E(r i ) ¼ r for i ¼ 1, : : : , m, also implying that the missingness is unrelated to the clustering factor. See Section 4 for discussion related to a more general assumption for the nonresponse mechanism such as missing at random (MAR).
For simplicity of derivation, we let r i ¼ r for i ¼ 1, : : : , r. The rate of missingness is therefore (n 2 r)/n. (1)). We further assume that the missingness is at random, which means that the probability of missingness is only related to fully observed variables or is some constant, the latter case being MCAR as a special case of MAR. According to Rubin (1987, chap. 3) and Little and Rubin (2002, sec. 10 (the average of Q evaluated using the completed datasets). Its variance is estimated by a weighted sum of the average withinimputation variance and the between-imputation variance. That is, The increase of variance due to the use of MI instead of SI (Lewis et al. 2014 ) can be alternatively quantified using the fraction of missing information (FMI) (Rubin 1987) , a key element of MI analysis output. FMI is approximately the ratio of betweenimputation variance to total variance; FMI < B/(B þ W), with the approximate equality approaching exact equality as D ! 1, also termed as the population fraction of missing information (Rubin 1987, 86 and 114) . It typically depends to some extent on the percent of missingness. It also depends on the analysis of interest and the extent to which the imputation model is predictive of the missing values. For example, for a univariate missing data problem with no covariate in the imputation model, the FMI for the mean estimator is approximately the rate of missingness (Rubin 1987, 114) . However, if the imputation model includes other predictive covariates, the FMI will tend to be smaller than the item nonresponse rate, reflecting the gain in precision by using these covariates.
For brevity and clarity, we mainly consider the scenario with an infinite number of imputations (D ! 1). We discuss relevant issues with a finite number of imputations in Section 4.
MI Variance Estimators under Model (1)
The Effect of Design Effects
We aim to relate the design effect to FMI in the scenario considered in Subsections 2.1 and 2.2. Let the imputed values from the dth imputation be y . The between-imputation variance estimator is
In the Appendix, we consider two MI scenarios, one in which t 2 and s 2 are known and the other in which they are unknown and require estimation that is embedded in the imputation. In both cases, it is shown that as
Under Model (1), the MI estimator is asymptotically equivalent to the complete-case estimator m obs (Subsection 2.2). This is expected because of the MCAR mechanism and no predictive covariate is included in the imputation model. This is also consistent with the case of SRS (Rubin and Schenker 1986 ). In addition, the expected within-imputation variance E(W) is asymptotically identical to Var(m com ) as if data were not missing (Subsection 2.1). This makes intuitive sense because under a correctly specified model, the imputations are expected to retain the features of the unobserved data. Therefore the completed-data statistics shall preserve the mean and variance structure of the original, complete data. One might reasonably question the necessity of MI in this case. However, the explicit expressions for E(B) and E(W) shed some light on the effect of clustering on MI variance estimation.
Note that as
. Plugging in r ¼ (deff obs 2 1)/(r 2 1) ¼ (deff com 2 1)/(n 2 1) and we can shown that, in the limit,
Let n ! 1 (so that r ! 1 for a fixed missingness rate). Then and similarly,
However, practical surveys might have more complicated designs than the one-stage cluster design that we consider. Thus it might be difficult to pinpoint n and r in those contexts. To make the derived relationship widely useful, we aim to obtain expressions that only involve the rate of missing data P mis ¼ n2r n À Á and design-effect estimates, both of which are readily available for general surveys. Therefore we consider the following simplifications:
and
where P mis quantifies the rate of missingness.
Note that Approximations (3) and (4) can be viewed as further approximations if deff obs p r and deff com p n (i.e., the design effects are much less than the cluster size). Otherwise we can treat them as upper bounds which are simple to calculate. We use Approximations (3) and (4) in the numerical illustrations (Subsection 3.2) and discuss their practical use.
Moreover, the approximations are derived for clustered data, including SRS as a special case. In the latter scenario, r ¼ 0 ) deff obs ¼ deff com ¼ 1, and thus FMI < P mis , matching the results stated in Rubin (1987, 114) . For data with a fixed missingness rate, Approximations (3) and (4) imply that FMI decreases as deff obs or deff com increases, explaining the phenomenon identified in Lewis et al. (2014) .
In the example considered in this section, the variance of the infinite -D MI estimator is a sum of the between-and within-cluster variance, that is, t 2 /m and s 2 /mr. When the intraclass correlation (or design effect) increases, the between-cluster variance dominates the within-cluster variance. Correspondingly in MI, the imputations from each cluster can be viewed as draws around the corresponding cluster average (i.e., y * ij :
, Nð y iÁ;obs ; ð1 þ 1=rÞs 2 Þ; see the Appendix). Thus the associated uncertainty, which is reflected by the between-imputation variance B, is only of the magnitude of the withincluster variance s 2 , implying that the between-imputation variance contributes little to the total variance. Although Approximations (3) and (4) are derived under the same Model (1), their uses in more general scenarios might yield different results. Practically, Approximation (3) can be calculated using the incomplete cases, while Approximation (4) can only be calculated using imputed data (because we do not have complete data), assuming that the imputation model adequately captures the complete-data structure and relationships. It is also plausible that the approximations do not always agree when both the design and missingness mechanisms of the survey data are more complicated than what we assume in Model (1).
Numerical Illustrations
Subsection 3.1 presents some theoretical derivations under a simple one-stage clustering design. As a follow-up study to Lewis et al. (2014) , we assess the practical applicability of our theoretical results (i.e., Approximations (3) and (4)) by comparing them with realstudy results of Lewis et al. (2014) . Since the NAMCS data have a more complicated sample design and nonresponse mechanism, we expect to see both agreements and disagreements. Lewis et al. (2014) estimated the ratio of the standard errors between MI and SI and used it as a metric to summarize the main findings. This ratio is a monotonic transformation of FMI as SEðm MI Þ=SEðm SI Þ ¼ 1= ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 1 2 FMI p . Figure 2 of Lewis et al. (2014) plots the standard error ratios against the rates of missingness for a collection of race estimates from the multiply imputed NAMCS data. Their discussion notes no clear trend in the plot, and attributes that to the variability of design effects across the different estimates. Our Figure 1 plots the ratios as a function of missingness rates across different design effects (deff com ) based on Approximation (4), but with a different plotting symbol for each designeffect (symbols A through F correspond to design effects 1, 2, 5, 10, 20, and 40, respectively). For a fixed design effect, the ratio increases as the rate of missingness increases. However, when the design effect is large, the rate of increase of ratios diminishes.
In addition, Figure 3 of Lewis et al. (2014) plots the ratios against the corresponding design effects of the same collection of estimates, clearly showing an inverse relationship between the ratios and design effects. Correspondingly, our Figure 2 plots the ratio as a function of design effect across various missingness rates based on Approximation (4) (symbols A through D correspond to 5%, 10%, 20%, 30% nonresponse rates, respectively). The pattern shown from the actual estimates (Figure 3 of Lewis et al. 2014 ) is well mimicked here in our Figure 2 : as the design effect increases, the ratios decrease and approach 1 across different missingness rates.
Approximations (3) and (4) are based on the simple Model (1) under MCAR, and we only consider the effect of intraclass correlation. The design effects from real complex surveys can be affected by other factors such as unequal weighting, stratification, and multistage sample selection. They can also be affected if the missingness mechanism is more complicated than MCAR. To assess how well the simple approximations work, we predict the ratio of standard errors using Approximations (3) and (4) and compare them with the actual estimates from the NAMCS 2008 data.
The Appendix of Lewis et al. (2014) lists the estimated standard error ratios and design effects from the MI analysis, as well as the nonresponse rates for a wide variety of race estimates. We plug the design effects and nonresponse rates into Approximation (4) and plot the predictions against the actual ratios in the left panel of Figure 3 , which also includes a 45-degree line. If the approximations work well, then we would expect to see points clustered around the 45-degree line. It appears that the prediction is reasonable overall and better with smaller standard-error ratios, which likely correspond to estimates with large design effects. On the other hand, Approximation (4) works less well with smaller design effects and tends to underpredict the actual ratios. We surmise that estimates with smaller design effects are likely associated with smaller intracluster correlations, and thus the effects of other factors on the design effect cannot be simply ignored, as they are in the derivation of Approximation (4). Furthermore, we obtain the design-effect estimates from the observed cases, plug them into Approximation (3), and plot the predicted standard error ratios against the actual ratios in the right panel of Figure 3 . As noted at the end of Subsection 3.1, Approximations (3) and (4) can behave differently in more complex situations than assumed in their 
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Practical Implications
From an analyst's/imputer's perspective, Approximations (3) and (4) have simple forms and therefore can be practically useful in exploratory analyses, given the fact that nonresponse rates are readily available and design effects from estimates in complex surveys can be easily estimated from survey statistical packages such as SUDAAN (www.rti.org). For example, before carrying out the combining step in an MI analysis, the analyst might use a singly imputed dataset to obtain point estimates for the estimands of interests and adjust their variance using Approximation (4). Even before conducting MI, an imputer might use Approximation (3) to assess the increase of variance due to MI using design-effect estimates obtained from the observed data. However, we emphasize that the use of these approximations cannot replace principled analyses of missing data (e.g., carefully planned MI and analyses as in Lewis et al. 2014 and other literature) .
From a statistical agency's perspective, we recommend releasing FMI estimates for variables with considerable missingness. This is in line with Wagner (2010) , which proposed to use FMI as an alternative to the nonresponse rate in data publishing. Despite the common belief that multiply imputed data should be released for public use, we note that releasing only singly imputed data still exists in practice. This might be due in part to limited resources for data production and maintenance, as well as challenges encountered in conveying the concepts of multiple imputation to practical data users (Lewis et al. 2014) . Even if multiply imputed data are released, the typical number of data copies (e.g., D ¼ 5 or 10) might not be suitable if the FMI is relatively high in certain scenarios (Graham et al. 2007 ). Therefore, one approach would be to release multiply imputed data with a manageable number of copies to minimize the burden on resources. To compensate for the fact that these numbers might be low in certain cases, the data release could be augmented with the FMI estimates, which are obtained from a much larger D to ensure their accuracy (Harel 2007) . The computational burden in obtaining such FMI estimates would be expected to be minimal with current MI software packages. Data users might be able to decide if the number of imputations released are adequate for their analyses of interest given the FMI estimate, for example, by using Rubin (1987, table 4 .1) and Graham et al. (2007) .
Discussion
In this article, we use a one-stage equal clustering sampling design and its model-based characterization to derive the variance components of the MI estimator for the mean estimand. We show that the increase in variance due to MI (or the fraction of missing information) is affected in opposite directions by the frequency of missingness and design effect. Our research is a complement to the empirical investigation in Lewis et al. (2014) , one of the first studies identifying such a pattern in practice. Approximations (3) and (4) might be used as simple rules of thumb to gauge the effect of design effects on MI variance estimation.
Approximations (3) and (4) are derived assuming the number of imputations D ! 1. With a finite D, we conjecture that the main pattern still holds. To see that, note that
where FMI D defines the fraction of missing information with a finite D; r D ¼ ð1 þ D 21 ÞB D = W D and v D denotes the degrees of freedom in MI analysis (Rubin 1987; Barnard and Rubin 1999) . As D ! 1, FMI D approaches FMI which is used in our derivation (Section 3). It could be cumbersome to plug the expressions for variance components (see Appendix) into Equation (5). On the other hand, we can gauge the impact of the design effect with finite D using a well-established large-sample result (Rubin 1987, 114) :
, which states that the efficiency of the finite-D repeated-imputation estimator relative to the fully efficient infinite-D repeated-imputation estimator is (1 þ FMI/D) 21/2 in units of standard errors. In our scenario, we show that
Therefore the behavior of V(Q D ) is expected to be similar to that V(Q 1 ) with an increasing design effect. In addition, one of the key assumptions behind the MI combining rules is that the variance of the within-imputation variance estimator is (asymptotically) much less than the between-imputation variance (Rubin 1987, 89, eq. 3.3 
where Ŵ (d ) is computed from the dth completed dataset. Note that in the scenario considered in this article, as the design effect increases, FMI ! 0, implying that E(B) ! 0. Therefore we believe that using a singly imputed dataset can reliably estimate the withinimputation variance with moderate or large sample size. Obviously using W ¼
(the average from multiply imputed datasets) would produce a more precise estimate for the within-imputation variance. However, this improvement might be minimal compared to the magnitude of the between-imputation variance. More importantly, the main need of multiply imputed data is to reliably estimate the between-imputation variance. There are several limitations to the current research. First, the derivation assumes MCAR, which can be unrealistic. As a follow-up study to Lewis et al. (2014) , the focus of this article is to elucidate the effect of clustering alone on MI variance estimation. More generally, this work can be treated as an extension of Rubin and Schenker (1986) , which also focused on MCAR, to clustered data. Assuming a more plausible MAR mechanism implies accounting for the effect of predictive covariates. It is usually believed that FMI would be reduced (i.e., be less than P mis ) if the imputation model contained predictive covariates. However, in our limited experience, an explicit formula/relationship has not been proposed and is presumably more complicated. We are currently working on this problem.
Secondly, we conduct the derivations under a rather simplified design (model). The original NAMCS sample design involves features such as stratification and multistage sampling, leading to variable analysis weights which can also affect the design effects (Valliant et al. 2013, sec. 14.4 .1 and references therein). In future research, we will study the effect of the design effect on MI estimator with unequal weighting schemes and other factors involved in complex surveys. For example, we might consider a population model (Valliant et al. 2013, 364) 
Pðh ¼ 1Þ ¼ P 1 ; : : : ; Pðh ¼ HÞ ¼ P H ;
where h indicates the hth stratum (or poststratum), i ¼ 1, : : : , n h indicates the sample selected from that stratum, and P h indicates the population fraction of the hth stratum. Under such a model, the population mean is u ¼ P H h¼1 P h m h . Unequal weighting occurs when the P h s are not all equal. We also aim to further extend our work to a more general scenario including both unequal weighting and clustering, understanding how they jointly affect the multiple-imputation variance estimation.
The current research only focuses on the population mean estimand, yet many other estimands such as regression coefficients (controlling for some covariates) are also of major interest in MI analyses. Design effects for regression coefficients have recently been studied (Lohr 2014) , and thus it is of interest to include regression analyses in future studies. Furthermore, we will consider extensions to noncontinuous variables, noting that in NAMCS 2008 race is a categorical variable.
Although MI was originally proposed to handle survey nonresponse problems and has been readily applied to a wide variety of data types, systematic methods studies are lacking for understanding its behavior when applied to data with complex survey designs. Together with Lewis et al. (2014) , this study can be viewed as a building block for research in this important area. In addition, further studies involving real data, such as that discussed in Lewis et al. (2014) , will be invaluable for suggesting theoretical research as well as calibrating it to the real world. 
Appendix
, and e *ðd1Þ ij
Secondly, we derive the forms of mean and variance estimates using Equations (1) and (3). For the dth completed dataset {y ij }; y (Gelman et al. 2004) .
The variance components and imputations are drawn from an integrated Gibbs sampling algorithm sketched as follows:
Step 1: Draw t *2 from p(t 2 jy obs , m i , s 2 );
Step 2: Draw s *2 from p(s 2 jy obs , m i , t 2 );
Step 3: Draw m * i from pðm * i jy obs ; t 2 ; s 2 Þ.
For a single imputation, we repeat Steps 1-3 until the Gibbs chain converges. We then draw e * ij , Nð0; s *2 Þ, and impute y * ij ¼ m * i þ e * ij for i ¼ 1, : : : , m and j ¼ r þ 1, : : : , n, where m * i and s *2 are the draws from the last iteration of the chain. We repeat this procedure independently D times to construct D completed datasets.
The posterior distributions of t 2 and s 2 under a common class of priors (including ours here) are very complicated (Box and Tiao 1973, chap. 6) , and therefore it is difficult to obtain their moments using explicit formulaes. Nevertheless, we can assess the MI variance estimators asymptotically. In a general scenario, as stated in (Gelman et al. 2004, 587) , the posterior distribution of a parameter u approaches normality with mean u 0 and variance [nJ(u 0 )] 21 as the sample size n ! 1 and subject to some regularity conditions,
