? (2) (3); (3; 2) = ? 11 The results which we present here can be seen as an extension of Markett's and Broadhurst's work. We are interested in a complete analogy of Euler's double sum results for triple sums. For what values of a + b + c is (a; b; c) reducible to double and single sums? Because of the relations between the double and single sums, there can be several seemingly di erent evaluations of any triple Euler sum. Our main goal is therefore not so much to nd the actual evaluations for the triple sums (although our methods also give us those and some are listed below), but rather to prove the following theorem.
Main Theorem. If n := a + b + c is even or less than or equal to 10, then (a; b; c) can be expressed as a rational linear combination of products of single and double Euler sums of weight n.
We de ne the weight of a product of Euler sums as the sum of the arguments appearing in the product. For example, (a) (b; c) has weight a+b+c, while (n) has weight n.
Our approach to realize this goal is similar to Markett's and Broadhurst's (we also used it in 4] for the double sums, and it in fact goes back to Euler): we derive linear equations connecting triple sums with products of double and single sums with the same weight. These equations have integer coe cients. We then show that the equations have a unique solution in the cases stated in the theorem, where we treat the triple sums as unknowns. Thus we then know that there is an evaluation of the triple sums in terms of rational linear combinations of the products of double and single sums. We will use the following two classes of equations. ? n k = ? n n?k remains valid for all integers n 0, k 2 Z Z.) This decomposition formula was given in a slightly more complicated form by Markett in 13] . In Theorem 1, below, we will see several other, di erent, decomposition formulas, but since (1) is quite accessible to our methods, we choose it as our main starting point. The attentive reader may by now be dying to point out that our Euler sums will be in nite whenever a = 1, a case we have so far not excluded. In fact, we explicitly want to use these sums and the equations containing them, because the full set of equations has a much nicer structure than the subset of the equations containing sums only with nite values. We will therefore at rst replace all -sums by their partial sums: We will then show that equations (1) and (2) hold with replaced by N , and with error terms e N (a; b; c) added to the right-hand sides, such that the error terms tend to 0 as N goes to in nity (in one case, e N tends to a product of two zeta functions). Since we can show that the equations have a unique solution (in the unknowns N (a; b; c)) in the cases given in the theorem above, we can infer that N (a; b; c) can be written as a linear combination of products of double and single N -sums and error terms. Finally,
we shall see that in this linear combination, the coe cients of N (1) and N (1; t) are 0 when a > 1. That means that we can take N to in nity and get (a; b; c) as a linear combination of products of double and single -sums. This linear combination is rational because the equations are; and its constituents have weight a + b + c, because the equations connect only quantities with the same weight. While we were developing these methods to prove our main theorem, Philippe Flajolet and Bruno Salvy informed us about some ongoing work of theirs ( 11] ) to evaluate Euler sums in an entirely di erent way, namely using contour integration and the residue theorem. In this way they manage to prove, for example, that the sums S(a; b; c) :
can be evaluated in terms of double and single sums whenever a + b + c is even. In view of Theorem 2 below, and with some work, this is equivalent to our main theorem. We have mentioned before that in this century Euler sums have time and again attracted considerable and independent interest. There seems to be some quality to these identities that propels researchers to hunt for more and more of them once they have started the process. So it should not come as a surprise that there are applications of these identities in other elds. In fact, as noted above, Euler sums occur in perturbative quantum eld theory when Feynman diagrams are evaluated in renormalized eld theories; the Euler sums appear in counterterms being introduced in the process of renormalization. The fact that some Euler sums reduce to simpler sums and some do not corresponds to the structure of counterterms to be introduced. (In 8] , Broadhurst and D. Kreimer identi ed (3; 5; 3) , the rst irreducible triple sum, as a counterterm associated with a 7 loop diagram; this was the rst time a triple sum entered quantum eld theory. After seeing the results of the present paper, Broadhurst has found many more such sums as the values of Feynman diagrams.) Through the Feynman diagrams of quantum eld theory there is even a \link" to knot theory: some Feynman diagrams can be associated to knots (see 12]), so that the values (Euler sums) of these Feynman diagrams are also associated to knots. All of this is currently ongoing research; the details are far from being worked out yet. An interesting result of that research could be a method to relate Euler sums directly to knots in such a way that reducible sums are associated with composite knots. However, we stress once more that all of this is very tentative at the present time; current results indicate that matters will not be so simple. (We mention that another link of Euler sums to knot invariants is sketched in 16].) David Broadhurst has been kind enough to supply us with a short summary about the connections between Euler sums, quantum eld theory and knot theory from which the preceding paragraph was condensed. We give the full text of that summary, which includes a long list of references, in Appendix 1, so that those readers interested in these connections can inform themselves directly from the experts and do not have to rely on our somewhat uninformed presentation.
Decomposition formulas
In this section we prove that equation (1) holds with replaced by N and error terms added. We need the following lemma. which tends to 0 as before if c > 1. k As mentioned in the introduction, we will need only Markett's decomposition formula (D 1 ). It would also be possible to use (D 0 ) or (D 2 ) as the starting point. In fact, we rst proved our main theorem with the use of (D 0 ). The rst step in our proof was to reduce the equations (D 0 ) to another set of equations which we thought had a structure better suited to our purposes. Only later did we realize that the reduced equations were just Markett's (D 1 ). We then also checked (D 2 ) and found that it is about as easy (or di cult) to use as (D 1 ). All three sets of equations are in fact equivalent: each can be expressed as a linear combination of the other two. We chose to give all three equations and their proofs here because we wanted to clarify the di erent possibilities for decomposing the triple sums. This may be also be of interest when attempting to treat quadruple or higher sums. We now formulate four identities between sums of the type N and sums of the type S N .
Permutation formulas
From these the formula (2) with replaced by N can be derived, as well as some other permutation formulas. (We call them permutation formulas because they give relations between di erent zeta sums with certain permutations of the arguments). 
The corresponding matrices (One should convince oneself that these numbers are indeed uniquely determined by the equations.)
Then the permutation matrix P(n), corresponding to the equations (2) Our aim is to show that the decomposition and the permutation equations together determine the unknowns uniquely if n is even. This would be proved if we could show that M(n) x = 0 and P(n) x = 0 implies x = 0 (4) for all 1 2 (n ? 1)(n ? 2)-vectors x if n is even.
The structure of the matrices M(n) and P(n) Our main reason for using the decomposition equatios (D 1 ) is that its corresponding matrix M(n) and the matrix P(n) have a similar structure. It is possible to show that M 2 1 = M 3 2 = (M 1 M 2 ) 2 = (M 2 M 1 ) 2 = Id and P 2 1 = P 3 2 = (P 1 P 2 ) 2 = (P 2 P 1 ) 2 = Id; but we will only need a subset of these identities.
Lemma 2. The following matrix identities hold.
(i) P 2 1 = Id, (ii) (P 2 P 1 ) 2 = Id, (iii) P 2 2 = P 1 P 2 P 1 .
Proof. These identities are easy to see if one interpretes P 1 ; P 2 as permutation matrices and looks at which rows or columns they permute. Here is a more formal proof anyway: k These identities imply that P 3 2 = P 2 P 1 P 2 P 1 = Id and that (P 1 P 2 ) 2 = P 1 P 2 P 1 P 2 = P 2 2 P 2 = Id.
Finally: The proof that the equations have a unique solution for even n Our goal is to show that condition (4) is satis ed; this entails analyzing the conditions M(n) x = 0 and P(n) x = 0. It is actually possible to show that M(n) x = 0 () M 2 M 1 x = x and (Id + M 2 + M 2 2 ) x = 0; P(n) x = 0 () P 2 P 1 x = x and (Id + P 2 + P 2 2 ) x = 0; but we need only the following.
Lemma 3. If P(n) x = 0 then P 2 P 1 x = x. Proof. Assume P(n) x = 0. Using the matrix identities (Lemma 2), this implies P 2 2 P(n) x = (P 2 2 +P 2 2 P 1 +Id) x = (P 1 P 2 P 1 +P 1 P 2 +P 1 P 1 ) x = 0. Since P 1 is invertible, we get (P 2 P 1 + P 2 + P 1 ) x = 0. Together with P(n) x = (Id + P 1 + P 2 ) x = 0, this implies P 2 P 1 x = x. k Our goal (4) is now proved if we can show that P 2 P 1 x = x and (Id + M 1 + M 2 ) x = 0 implies x = 0: (6) Let N 1 := M 1 P 2 P 1 , N 2 := M 2 P 2 P 1 and N := Id + N 1 + N 2 . Then (6) (5) Now multiplying the rst two generating functions and using the Cauchy product gives the left-hand side of (7), and expanding x +1 =(1?x) +1? via (8) gives the right-hand side of (7). Proof. (i): We use identity (9) (10) using identity (9) with m = n ? j ? t, k = t, = s ? 1: To prove the assertion we now use identity (9) with m = t, k = n ? t ? j, = s ? 1 and with m = n ? t ? v, k = 1, = n ? u ? s ? 1: (10) and identity (9) with m = t, k = n ? j ? t, = n ? j ? s ? 1: In principle, we could now let N tend to in nity, and conclude that (a; b; c) can be evaluated as a rational linear combination of the limits of the above terms, which are products of double and single zeta sums of weight n. There is a problem, however: the above terms include sums of the form N (1; : : :) which are unbounded when N tends to in nity. Such sums can (and will) appear in the evaluation of the (bounded) sum N (a; b; c) with a > 1. The combination of these sums in the evaluation of N (a; b; c) must tend to a nite limit (because N (a; b; c) does), but we still have to show that this limit is a combination of bounded zeta sums. For this purpose, we have to take a closer look at the unbounded terms which can occur, and then apply the double-sum permutation formula (3) Knowing this, we can divide equation (11) This leaves the case a + b + c 11, odd. This case is not included in our theorem, and in fact we strongly suspect that these sums can not be evaluated in terms of simpler sums. What happens here on the surface is that the equations do not have a unique solution. In fact, experimentally, the de ciencies of the full equation system (which includes all of the permutation equations) are 1; 2; 2; 4; 5; 6; 8; 10; 11; 14; 16; 18; for odd weights beginning at 11. This sequence seems to be given by dk 2 =12e ?1 with n = 2k+3 as the weight. Symbolic computation shows that the adjunction of (5; 3; 3) su ces to determine all solutions of weight 11. Similarly, (7; 3; 3) and (5; 5; 3) su ce for weight 13; (9; 3; 3) and (7; 5; 3) su ce for weight 15; while (11; 3; 3) ; (9; 5; 3) ; (7; 7; 3) and (7; 5; 5) . It in fact appears now that the whole universe of non-alternating plus alternating sums is much better behaved than the world of the non-alternating sums alone. This is somehat substantiated by recent work in 5]. How should one go about handling quadruple and higher sums? It is entirely possible that a straight-forward generalization of the methods presented here leads to a treatment of the general case. However, the equations and matrices one would have to handle there will be very unwieldy { perhaps to the point of exhaustion or total obscurity. A di erent approach is needed here; but we hope to have intrigued and excited the reader enough to convince him or her that this is a subject well worth further pursuit. and obtained, by methods similar to (but less systematic than) those presented here, explicit reduction to a basis comprising products of single sums, (5; 3), (7; 3) , and a single irreducible triple sum: (3; 5; 3) , in complete accord with the present ndings. Subsequently, there has been progress in understanding which transcendentals occur in the various calculations of pQFT A5, A7] . At low energies, where masses are important, there is a wide variety of polylogarithmic functions that may occur, such as Li 4 ( 1 2 ) A4], which lies outside the class of sums considered here. But from massless Feynman diagrams one is much more likely to generate Euler sums in the course of computing the perturbation expansion. Most signi cant, from the point of view of the present analysis, is the recent connection A8, A9] between knot theory and the counterterms that are introduced in the process of renormalizing a quantum eld theory. It is a prediction of this approach that one will encounter transcendentals in counterterms that are in correspondence with positive prime knots that result from applying the skein relation (now viewed as a renormalization procedure) to link diagrams that encode the intertwining of loop momenta in Feynman diagrams. This sets a premium on knowing which Euler sums are irreducible, since a minimal basis of these should correspond to positive knots more complex than the torus knots (2L ? 3; 2) associated with the appearance of (2L ? 3) in L-loop counterterms. In general, positive knots with up to 2L ? 3 crossings result from L-loop diagrams, though special circumstances, such as the existence of local gauge symmetry A11] may result in cancellations. Recent investigations A10, A12] have con rmed that the knots 8 19 and 10 124 correspond to the appearance of (5; 3) and (7; 3) in counterterms. Moreover there are only two positive prime knots with 11 crossings: one is associated with (11) , the other with (3; 5; 3) . The con rmation given here that the de ciency of triple sums with weight 11 is indeed 1 is thus in intriguing agreement with the connection between knot theory, eld theory, and number theory. Clearly work needs to be done to investigate the possibility of a direct connection between number theory and knot theory, independently of the eld theory that suggests it. In the meantime, the new data furnished here by the de ciency value 2, for triple sums of weight 13, informs eld theory A12].
