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Introduction and abstract
The works presented in this thesis address several topics from functional analysis and operatortheory. More precisely, it involves ideas and notions arising from the study of operators on
spaces of holomorphic functions, the theory of operator semigroups on Banach spaces, and the
theory of universal operators on Hilbert spaces. Before describing the interactions between these
diﬀerent domains, we introduce them speciﬁcally.
Spaces of holomorphic functions
Let D denote the open unit disk in the complex plane. The general framework for the study
of spaces of holomorphic functions is the Fréchet space (Hol(D), d). The distance d is described
by
∀f, g ∈ Hol(D), d(f, g) =
∑
n1
2−nmin
(
1, ‖f − g‖∞,Dn
)
where, for all n ∈ N∗, the set Dn is the closed disk of radius rn = 1− 1
n
and centered at 0.
We also investigate Banach spaces X of holomorphic functions for which the inclusion i :
X ↪→ Hol(D) is continuous.
In some cases, we also work in the speciﬁc case of Hilbert spaces of holomorphic functions.
We then study operators on weighted Dirichlet spaces, which are deﬁned as follows. Let α ∈ R+.
The weighted Dirichlet space Dα of parameter α is the space deﬁned by
Dα def=
⎧⎨⎩f ∈ Hol(D)
∣∣∣∣∣∣ ‖f‖2Dα def= |f(0)|2 +
∫
D
∣∣f ′(z)∣∣2 (1− |z|2)α dA(z)
π
< +∞
⎫⎬⎭ .
The spaces Dα are Hilbert spaces of holomorphic functions which are continuously embedded
in Hol(D). They are also endowed with a reproducing kernel structure. Note that for speciﬁc
values of α, we recognise some usual spaces of holomorphic functions : for α = 0, the space D0
is the Dirichlet space, whereas for α = 1, the space D1 is the classical Hardy space H2(D).
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Operators semigroups
We recall the deﬁnition of (strongly continuous) operator semigroups on Banach spaces.
Deﬁnition 1 Let X be a Banach space. A strongly continuous operator semigroup on X is a
family (Tt)t0 ∈ L(X )R
+
such that
(i) one has T0 = IdX ;
(ii) for all t, s ∈ R+, Ts+t = Ts ◦ Tt;
(iii) for every x ∈ X , one has Ttx t→0
+−−−→ x.
Universal operators
The notion of universal operator was ﬁrst introduced by Rota in the 60’s.
Deﬁnition 2 Let H be a Hilbert space. The operator U ∈ L(H) is universal if, for every T ∈
L(H), there exists a closed U -invariant subspace M of H, a constant λ ∈ C∗ and a continuous
isomorphism S : M → H such that
T = λ SU|MS−1.
Caradus has provided one of the most important results concerning universal operators.
Theorem 3 (Caradus) Let H be a Hilbert space. Let U ∈ L(H). Assume that Ker(U) is
inﬁnite-dimensional, and that U is onto. Then, U is a universal operator.
In this thesis, we combine concepts and results coming from the three theories above to address
the following general questions:
Problem 1 What are the properties of (semigroups of) composition operators on spaces of
holomorphic functions?
Problem 2 Does there exist universal semigroups of operators? If so, what are their properties?
These problem are obviously too large to ﬁnd exhaustive answers in this thesis. However, the
two main results that we prove in this work give signiﬁcant answers to these questions. The
ﬁrst one relates to the spectral properties of composition operators whose symbol is a Koenigs’s
symbol.
Theorem 4 Let ϕ : D → D be an holomorphic function such that ϕ(0) = 0 and ∣∣ϕ′(0)∣∣ ∈ (0; 1).
Then, Cϕ is a continuous operator on Hol(D) whose point spectrum is:
σp(Cϕ) =
{(
ϕ′(0)
)n ∣∣ n ∈ N}
and whose spectrum is σ(Cϕ) = σp(Cϕ) ∪ {0}.
Furthermore, if X ⊂ Hol(D) is an inﬁnite dimensional Banach space such that the inclusion
X ↪→ Hol(D) is continuous and Cϕ(X ) ⊂ X , then Cϕ induces a continuous operator T ∈ L(X )
and there exists J ⊂ N such that the point spectrum of T is
σp(T ) =
{(
ϕ′(0)
)n ∣∣ n ∈ J} .
5Moreover, let σ0 ⊂ σ(T ) be the connected component of 0 ∈ σ(T ). Then, the set σ0 is also
the essential spectrum of T . Furthermore, the spectrum of T is
σ(T ) = σ0 ∪
{(
ϕ′(0)
)n ∣∣ n ∈ J} .
The second principal result of this thesis concerns the existence of universal semigroups.
Though we cannot state a theorem solving the problem for every semigroup, we can ﬁnd ex-
amples of semigroups which modelise “large” classes of semigroups (we will deﬁne later in this
introduction the notion of “model” for an operator semigroup).
Theorem 5 Let H be an inﬁnitely dimensional separable Hilbert space on C. Then, the following
assertions hold:
1. there exists a uniformly continuous semigroup on H which modelises every uniformly con-
tinuous semigroup on H;
2. there exists a strongly continuous semigroup of isometries which modelises every quasicon-
tractive strongly continuous semigroup on H;
3. every strongly continuous semigroup of concave operators can be modelled by a semigroup
of multiplication operators on a space of vector-valued holomorphic functions.
Furthermore, each of these semigroups can be represented as a strongly continuous semigroup
of multiplication operators on a space of holomorphic functions.
We now give a more detailled presentation of the results and methods of proof presented in
this thesis.
Composition operators on spaces of holomorphic functions
First, we give a global overview of our results on composition operators and semigroups of
composition operators. These results are mainly addressed in Chapters 2 and 5.
General facts
Chapter 2 is dedicated to the study of composition operators in a general framework. On the
Fréchet space Hol(D), we get the following result.
Theorem 6 Let ϕ : D → D be holomorphic, and Cϕ : f 
→ f ◦ ϕ be the composition operator
associated with ϕ. Then, the following results hold:
1. the operator Cϕ is continuous on Hol(D);
2. the operator Cϕ is invertible in L(Hol(D)) if and only if ϕ is an automorphism of D;
3. the operator Cϕ is compact if and only if sup
z∈D
|ϕ(z)| < 1.
Furthermore, for every T ∈ L(Hol(D)), the operator T is a composition operator if and only
if it is a multiplicative non-zero operator.
We also detail the study of composition operators on weighted Dirichlet spaces Dα (for α  0).
We get an algebraic characterisation of composition operators which is similar to the one stated
above on Hol(D). Furthermore, when the symbol ϕ is one-to-one, we also get an explicit upper
bound of the norm of Cϕ ∈ L(Dα).
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Proposition 7 Let α ∈ R+. Let ϕ : D → D be holomorphic and univalent. Then, the composi-
tion operator Cϕ is bounded on Dα. Furthermore, there exist two constants Kα and Lα (which
can be expressed as functions of α and ϕ(0)) such that:
‖Cϕ‖2Dα  sup
x∈[0;1]
1 +Kαx+ 2
√
Lαx(1− x) .
Composition by a Koenigs’s symbol
First, we deﬁne the notion of Koenigs’s symbol.
Deﬁnition 8 Let ϕ : D → D be holomorphic. We say that ϕ is a Koenigs’s symbol if and only
if ϕ has a ﬁxed point α ∈ D and ∣∣ϕ′(α)∣∣ ∈ (0; 1).
In order to simplify the following statements and without loss of generality, we can assume
that α = 0.
Unsurprisingly, the notion of Koenigs’s symbol is related to a theorem proved by Koenigs in
the 1880s.
Theorem 9 (Koenigs) Let ϕ be a Koenigs’s symbol (with α = 0). Then, the point spectrum of
Cϕ ∈ L(Hol(D)) is
σp(Cϕ) =
{(
ϕ′(0)
)n ∣∣ n ∈ N} .
Furthermore, there exists a unique function ς ∈ Hol(D) such that ς ′(0) = 1 and, for every
λ = ϕ′(0)n ∈ σp(Cϕ),
Ker(λ Id−Cϕ) = C · ςn.
Using techniques from complex analysis, we are able to deﬁne “spectral projections” on
Hol(D).
Proposition 10 Let ϕ be a Koenigs’s symbol (with α = 0). Then, there exists a family (Pn)n∈N
of projections on Hol(D) such that:
(i) for all n ∈ N, the application Pn is a projection on C · ςn;
(ii) for all m,n ∈ N, if m = n, then Pm ◦ Pm = 0;
(iii) for all n ∈ N, we have Pn ◦ Cϕ = Cϕ ◦ Pn = λnPn.
Moreover, for every n ∈ N, the linear application deﬁned by Q = P0+· · ·+Pn is the projection
on Span
(
ςk
∣∣∣ 0  k  n) with respect to zn+1Hol(D).
We can then use these projections to get a description of the spectrum of a composition
operator on Hol(D), as well as on a general Banach space of holomorphic functions which is
continuously embedded in Hol(D).
Theorem 11 Let ϕ be a Koenigs’s symbol (with α = 0). Then, the spectrum of Cϕ ∈ L(Hol(D))
is σ(Cϕ) = σp(Cϕ) ∪ {0}.
Furthermore, if X ⊂ Hol(D) is an inﬁnite dimensional Banach space such that the inclusion
X ↪→ Hol(D) is continuous and Cϕ(X ) ⊂ X , then Cϕ induces a continuous operator T ∈ L(X )
and there exists J ⊂ N such that the point spectrum of T is
7σp(T ) =
{(
ϕ′(0)
)n ∣∣ n ∈ J} .
Moreover, let σ0 ⊂ σ(T ) be the connected component of 0 ∈ σ(T ). Then, the set σ0 is also
the essential spectrum of T and the spectrum of T is:
σ(T ) = σ0 ∪
{(
ϕ′(0)
)n ∣∣ n ∈ J} .
Towards a generalisation of the Nordgren-Rosenthal-Wintrobe’s theorem
In Chapter 5, we focus on the study of semigroups of composition operators on weighted
Dirichlet spaces Dα. Using the upper bound on the norm of composition operators that we
stated above, we get a result on the growth of such semigroups.
Proposition 12 Let (Cϕt)t0 be a strongly continuous semigroup of composition operators.
Then, (Cϕt)t0 is a quasi-constractive semigroup: there exists ω ∈ R such that, for every t ∈ R+,
we have ‖Tt‖  eω t.
We then study a theorem proved by Nordgren, Rosenthal and Wintrobe which relates to the
universality of composition operators whose symbol is a hyperbolic automorphism of D.
Theorem 13 (Nordgren-Rosenthal-Wintrobe) Let ϕ be a hyperbolic automorphism of D.
Then, for every λ ∈ σp(Cϕ), the operator Cϕ − λ Id is universal on D1 = H2(D).
In a recent article, Cowen and Gallardo gave a new proof of this theorem. This new proof
relies on semigroup theory: more precisely, after remarking that each composition operator Cϕ
(where ϕ is a hyperbolic automorphism) can be embedded in a strongly continuous semigroup of
composition operators (Cϕt)t0, they show that the semi-group (Cϕt)t0 is similar to a strongly
continuous semigroup of Toeplitz operators (M∗ψt)t0, which is simpler to study.
The ideas introduced in the proof given by Cowen and Gallardo can be extended to Dα spaces
with parameter α  1, except for one point: the isomorphism which appears in the proof is a
priori unbounded when α > 1. In other words, we get the following result.
Proposition 14 Let α  1. Let ϕ be a hyperbolic automorphism of D. Then, for every λ ∈
σp(Cϕ), there exists a universal operator U ∈ Dα and two (possibly unbounded) operators S and
T such that ST = TS = IdDα and Cϕ − λ Id = SUT .
Universality for operator semigroups
We now come to our quest for universal semigroups. From now on, we note by H an inﬁnite-
dimensional separable Hilbert space on C and all the operators we consider are deﬁned on H.
First, we deﬁne precisely the notion of “model” for a semigroup.
Deﬁnition 15 Let (Ut)t0 and (Tt)t0 be two strongly continuous semigroups on H. We say
that (Ut)t0 is a model for (Tt)t0 if there exists a closed subspace M ⊂ H invariant by (Ut)t0,
two constants λ ∈ C and μ ∈ R+∗, and a continuous isomorphism S : M → H such that
∀t  0, Tt = eλtSUμt|MS−1.
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Depending on the structure of the semigroup, we can state several results regarding its mod-
elisation. The general idea is the same in each case: we identify an operator which characterises
the semigroup (the generator or the cogenerator) and apply modelisation theorem to this oper-
ator.
Universality of uniformly continuous semigroups
In the case of uniformly continuous semigroups, the operator we use to modelise the semigroup
is the generator of the semigroup.
Deﬁnition 16 Let (Tt)t0 be a strongly continuous operator semigroup on H. Then, the domain
D(A) =
{
x ∈ H
∣∣∣∣ lim
h→0+
Tt x− x
h
exists
}
is dense in H and the operator
A :
⎧⎨⎩ D(A) ⊂ H −→ Hx 
−→ lim
h→0+
Tt x− x
h
is a closed operator, called the generator of the semigroup.
We say that (Tt)t0 is a uniformly continuous semigroup when A ∈ L(H) is bounded.
The result we use to modelise a uniformly continuous semigroup is a slight adaptation of
Caradus’s theorem (stated earlier). We deduce from it the following statement.
Theorem 17 Let (Tt)t0 be a uniformly continuous operator semigroup on H, and A be the
generator of (Tt)t0. Then, the following assertions are equivalent:
(i) the operator A is universal;
(ii) the semigroup (Tt)t0 modelises (with λ = 0) every uniformly continuous operator semi-
group.
Since the left shift operator on L2(R+) is a universal operator (according to Caradus’s theo-
rem), the semigroup it generates is a “universal” semigroup for uniformly continuous semigroup.
The semigroup in question can be explicitly computed thanks to Paley-Wiener’s theorem.
Theorem 18 (Paley-Wiener) Let Π+ ⊂ C be the open upper half-plane. Let
H2(Π+)
def
=
⎧⎨⎩F ∈ Hol (Π+)
∣∣∣∣∣∣ ‖F‖2H2(Π+) def= supy>0
∫
R
|f(x+ iy)|2 dx < +∞
⎫⎬⎭ .
Then, H2(Π+) is a Hilbert space of holomorphic functions and the Fourier transform F :
L2(R+) → H2(Π+) is a unitary isomorphism of Hilbert spaces.
Corollary 19 The semigroup (Vt)t0 described for all t ∈ R+ by
Vt :
{
H2(Π+) −→ H2(Π+)
F 
−→ (Z 
→ exp (teiZ)× F (Z)) ∈ L(H2(Π+))
is universal for uniformly continuous semigroups.
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The case of quasi-contractive semi-groups can be treated similarly to the case of uniformly
continuous semigroups, except we modelise the cogenerator rather than the generator of the
semigroup.
Deﬁnition 20 Let (Tt)t0 be a strongly continuous operator semigroup on H, and A be its
generator. Assume that 1 /∈ σ(A). The cogenerator of (Tt)t0 is the bounded operator
V = (A+ Id)(A− Id)−1 ∈ L(H).
Note that, although the generator is not necessarily a bounded operator, the cogenerator —
when it exists — is always bounded.
When the growth of the semi-group is “small enough”, the cogenerator exists, and one can
read on the cogenerator the properties of the semigroup.
Proposition 21 Let (Tt)t0 be a strongly continuous semigroup of contractions. Then, it ad-
mits a cogenerator V ∈ L(H), and V is a contraction. Moreover, the following assertions are
equivalent:
(i) for every x ∈ X and for every t > 0, we have Tnt x → 0 as n → +∞ ;
(ii) for every x ∈ X , we have V nx → 0 as n → +∞.
When the assertions above hold, we can modelise the cogenerator thanks to a theorem proved
by Nagy and Foias.
Theorem 22 (Nagy-Foias) Let V ∈ L(H). Assume that, for every x ∈ X , we have V nx → 0
as n → +∞. Then, the right shift operator on L2(R+) modelises V : there exists a closed subspace
M ⊂ H invariant by V ,and a continuous isomorphism S : M → H such that
V = SD|MD−1,
where D : f 
→ f(• − 1) ∈ L(L2(R+)) is the right shift operator.
We can use this result to modelise quasi-contractive semigroups. Once again, thanks to
Paley-Wiener’s theorem, we can compute an explicit example of a universal semigroup in the
quasi-contractive case.
Theorem 23 Let (Σt)t0 be the strongly continuous operators semigroup deﬁned for every t ∈
R+ by
Σt :
⎧⎨⎩
H2(Π+) −→ H2(Π+)
F 
−→
(
Z 
→ exp
(
t
eiZ + 1
eiZ − 1
)
× F (Z)
) ∈ L(H2(Π+)).
Then, (Σt)t0 is the semigroup whose cogenerator is D.
Furthermore, (Σt)t0 modelises (with μ = 1) every quasi-contractive strongly continuous
semigroup: for every quasi-contractive semigroup (Tt)t0, there exists a closed subspace M ⊂ H
invariant by (Σt)t0, a constant λ ∈ R, and a continuous isomorphism S : M → H such that
∀t  0, Tt = eλtSΣt|MS−1.
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Models for concave semigroups
The case of concave semigroups is close to the case of quasi-contractive semigroups, except
we have to change the theorem which modelises the cogenerator. For the sake of clarity, we
only study here semigroups which are concave and pure (we detail the study of general concave
semigroups in the thesis). We start by deﬁning concave operators.
Deﬁnition 24 Let T ∈ L(H). We say that T is concave if, for every x ∈ H, the sequence
(‖Tnx‖2)n∈N is concave.
When we have
⋂
n∈N
TnH = {0}, we say that T is pure.
The concavity and the purity of a semigroup can also be read on the cogenerator.
Proposition 25 Let (Tt)t0 be a strongly continuous semigroup such that, for every t > 0, the
operator Tt is concave and pure. Then, the semigroup (Tt)t0 admits a cogenerator V , and V is
concave and pure.
We can now apply a theorem proved by Shimorin which states that every concave and pure
operator can be modelised as a multiplication operator on a space of vector-valued holomorphic
functions.
Theorem 26 (Shimorin) Let T ∈ L(H) be concave and pure. Then, there exists a Hilbert
space E, a constant r > 0, a Hilbert space H ⊂ Hol (D(0; r); E) of holomorphic functions, and a
unitary isomorphism S : H → H such that the operator
Δ :
{
H → H
f 
→ (z 
→ z f(z)) ∈ L(H)
is unitarily equivalent (via S) to T .
Once again, we can compute explicitly the semigroup whose cogenerator is Δ.
Proposition 27 Let (Tt)t0 be a strongly continuous semigroup such that, for every t > 0, the
operator Tt is concave and pure. Then, there exists a Hilbert space E, a constant r > 0, a Hilbert
space H ⊂ Hol (D(0; r); E) of holomorphic functions, and a unitary isomorphism S : H → H
such that, for every t ∈ R+, the operator Tt is unitarily equivalent to the operator
Σt :
⎧⎨⎩ H −→ Hf 
−→ (z 
→ exp(t1 + z
1− z
)
f(z)
) ∈ L(H).
Outline
To complete this introduction, we now detail the general outline of this thesis. The ﬁrst part
of this thesis is dedicated to the study of operators. The second part of the thesis applies the
results of the ﬁrst part to the study of operator semigroups.
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The ﬁrst chapter (Chapter 1) sets up the general framework of our study. The ﬁrst part of this
chapter addresses the theory of holomorphic functions on the open unit disk. We recall there the
proofs of Denjoy-Wolﬀ’s and Koenigs’s theorems. In a second part, we describe several spaces
of holomorphic functions, ranging from general spaces (such as the Fréchet space Hol(D)) to
more speciﬁc examples (such as the weighted Dirichlet or Hardy spaces). We also investigate the
Hardy space of the upper half-plane, as well as reproducing kernel Hilbert spaces of vector-valued
holomorphic functions.
In Chapter 2, we focus on the study of composition operators. We study those operators in two
diﬀerent settings. The ﬁrst setting is the most general one: we study composition operators on
the Fréchet space Hol(D). We get characterisations for the continuity, inversibility or compacity
of composition operators, as well as an algebraic characterisation of composition operators. We
also investigate in detail the spectral properties of composition operators: when the symbol is a
Koenigs’s symbol, we can deﬁne on Hol(D) “spectral projections”, and use these projections to
compute the spectrum of a composition operator. We also apply these results to Banach spaces
of holomorphic functions which are continuously embedded in Hol(D). The second part of the
chapter stays in the setting of weighted Dirichlet spaces. In this context, we compute an upper
bound for the norm of a composition operator whose symbol is univalent, and also determine an
algebraic characterisation of composition operators.
In Chapter 3, we investigate in detail the diﬀerent techniques available to modelise an operator.
The ﬁrst technique we study is universality theory: we present a classical theorem proved by
Caradus and also investigate the notion of positive universality (which we prove to be equivalent
to universality). We then investigate the modelisation of operators close to isometries. The
main tool we develop in this context is what can be called a “Wold-type”-decomposition of
operators close to an isometry. We study more explicitely the case of concave operators. The
last technique presented in this chapter is developped by Nagy and Foias: it is a way to modelise
C0• contractions with the left shift operator on L2(R+).
The second part of the thesis is oriented towards the study of operator semigroups. In Chapter
4, we address the question of the universality of semigroups. In a ﬁrst part, we recall some notions
(such as the generator or the cogenerator of a semigroup) from elementary semigroup theory.
We also give examples of operator semigroups on spaces of holomorphic functions. In the second
part of the chapter, we show how we can apply the results of Chapter 3 to get some results for the
modelisation of semigroups. To do so, we study diﬀerent classes of operators semigroups (namely,
uniformly continuous semigroups, quasi-contractive semigroups, and concave semigroups). We
also show brieﬂy how we can extend these results to groups of operators.
The last chapter of this thesis (Chapter 5) concerns semigroups of composition operators on
weighted Dirichlet spaces. In a ﬁrst part, we give some elements of general theory: we introduce
the notion of semiﬂow associated with a semigroup of composition operators, and give general
properties of composition semigroups (for instance, we show that a semiﬂow always induces
a quasicontractive composition semigroup on the spaces Dα). We also study extensively an
example of a composition semigroup whose symbols are hyperbolic automorphisms. In a second
part, we try to generalise the proof given by Cowen and Gallardo for the Nordgren-Rosenthal-
Wintrobe theorem to weighted Dirichlet spaces. In particular, we study in detail a strongly
continuous semigroup of Toeplitz operators on Dα, and attempt to use these results to see what
are the diﬃculties encountered when we want to generalise the Nordgren-Rosenthal-Wintrobe’s
theorem.
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Introduction et résumé
Les travaux de cette thèse portent sur plusieurs aspects de l’analyse fonctionnelle et de lathéorie des opérateurs. Plus précisément, nous y développons des idées et concepts issus de
l’étude des opérateurs sur des espaces de fonctions holomorphes, de la théorie des semi-groupes
d’opérateurs sur des espaces de Banach ainsi que de la théorie de l’universalité des opérateurs
sur des espaces de Hilbert. Avant de décrire les interactions entre ces diﬀérents domaines, nous
les décrivons individuellement.
Espaces de fonctions holomorphes
Soit D le disque unité ouvert du plan complexe. Le cadre le plus général pour notre étude
des espaces de fonctions holomorphes est celui de l’espace de Fréchet (Hol(D), d) des fonctions
holomorphes sur D. La distance d peut être décrite par l’égalité
∀f, g ∈ Hol(D), d(f, g) =
∑
n1
2−nmin
(
1, ‖f − g‖∞,Dn
)
où, pour tout n ∈ N∗, l’ensemble Dn est le disque fermé centré en 0 et de rayon rn = 1− 1
n
.
Nous étudions également des espaces de Banach X de fonctions holomorphes tels que l’inclu-
sion i : X ↪→ Hol(D) est continue.
Dans certains cas particuliers, nous travaillons aussi sur des espaces de Hilbert de fonctions
holomorphes. C’est notamment le cas lorsque nous étudions les opérateurs sur des espaces de
Dirichlet pondérés. Ces espaces sont déﬁnis de la façon suivante. Soit α ∈ R+. L’espace de
Dirichlet pondéré de paramètre α est l’espace Dα déﬁni par
Dα def=
⎧⎨⎩f ∈ Hol(D)
∣∣∣∣∣∣ ‖f‖2Dα def= |f(0)|2 +
∫
D
∣∣f ′(z)∣∣2 (1− |z|2)α dA(z)
π
< +∞
⎫⎬⎭ .
Les espaces Dα sont des espaces de Hilbert de fonction holomorphes qui sont continûment
inclus dans Hol(D). Nous pouvons par ailleurs les munir d’une structure de noyaux reproduisants.
13
14 Introduction
Remarquons enﬁn que pour certaines valeurs spéciﬁques de α, nous reconnaissons des espaces
usuels de fonctions holomorphes : pour α = 0, l’espace D0 est l’espace de Dirichlet et pour α = 1,
l’espace D1 est l’espace de Hardy classique H2(D).
Semi-groupes d’opérateurs
Nous rappelons la déﬁnition des semi-groupes d’opérateurs sur un espace de Banach.
Déﬁnition 1 Soit X un espace de Banach. Un semi-groupe fortement continu d’opérateurs sur
X est une famille (Tt)t0 ∈ L(X )R
+
qui vériﬁe les conditions suivantes :
(i) on a T0 = IdX ;
(ii) pour tous t, s ∈ R+, on a Ts+t = Ts ◦ Tt ;
(iii) pour tout x ∈ X , on a Ttx t→0
+−−−→ x.
Opérateurs universels
La notion d’universalité pour un opérateur a été introduite par Rota dans les années 1960.
Déﬁnition 2 Soit H un espace de Hilbert. On dit que l’opérateur U ∈ L(H) est universel lorsque
pour tout T ∈ L(H), il existe un sous-espace fermé M ⊂ H invariant par U , une constante λ ∈ C∗
et un isomorphisme continu S : M → H tels que
T = λ SU|MS−1.
Caradus a démontré un des résultats principaux sur les opérateurs universels.
Théorème 3 (Caradus) Soit H un espace de Hilbert. Soit U ∈ L(H). On suppose que Ker(U)
est de dimension inﬁnie et que U est surjectif. Alors, l’opérateur U est universel.
Dans cette thèse, nous combinons des concepts et résultats issus des trois théories ci-dessus
pour étudier les questions générales suivantes.
Problème 1 Quelles sont les propriétés des (semi-groupes d’) opérateurs de composition sur
des espaces de fonctions holomorphes ?
Problème 2 Existe-t-il des semi-groupes universels d’opérateurs ? Le cas échéant, quelles sont
leurs propriétés ?
Ces problèmes sont de toute évidence trop larges pour être traités exhaustivement dans cette
thèse. Les deux résultats principaux que nous établissons dans ces travaux leur donnent cependant
des éléments de réponse consistants. Le premier de ces résultats porte sur les propriétés spectrales
des opérateurs de composition dont le symbole est un symbole de Koenigs.
Théorème 4 Soit ϕ : D → D une fonction holomorphe telle que ϕ(0) = 0 et ∣∣ϕ′(0)∣∣ ∈]0; 1[.
Alors, l’opérateur Cϕ est continu sur Hol(D). Son spectre ponctuel est
σp(Cϕ) =
{(
ϕ′(0)
)n ∣∣ n ∈ N}
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et son spectre est σ(Cϕ) = σp(Cϕ) ∪ {0}.
Soient X ⊂ Hol(D) un espace de Banach de dimension inﬁnie tel que l’inclusion X ↪→ Hol(D)
est continue et Cϕ(X ) ⊂ X . Alors, l’opérateur Cϕ induit un opérateur continu T ∈ L(X ) et il
existe J ⊂ N tel que le spectre ponctuel de T est
σp(T ) =
{(
ϕ′(0)
)n ∣∣ n ∈ J} .
De plus, en notant σ0 ⊂ σ(T ) la composante connexe de 0 dans σ(T ), l’ensemble σ0 est aussi le
spectre essentiel de T . Enﬁn, le spectre de T est
σ(T ) = σ0 ∪
{(
ϕ′(0)
)n ∣∣ n ∈ J} .
Le second résultat principal de cette thèse porte sur l’existence de semi-groupes universels.
Bien que nous ne puissions pas résoudre le problème en toute généralité, nous pouvons exhiber des
exemples de semi-groupes qui modélisent de « larges » classes de semi-groupes (nous déﬁnirons
ultérieurement dans cette introduction ce que nous entendons par « modélisation » pour un
semi-groupe d’opérateurs).
Théorème 5 Soit H un espace de Hilbert sur C qui est séparable et de dimension inﬁnie. Alors,
1. il existe un semi-groupe d’opérateurs uniformément continu qui modélise tous les semi-
groupes uniformément continus sur H ;
2. il existe un semi-groupe d’isométries fortement continu qui modélise tous les semi-groupes
d’opérateurs sur H qui sont fortement continus et quasi-contractifs ;
3. tout semi-groupe fortement continu d’opérateurs concaves peut être modélisé par un semi-
groupe d’opérateurs de multiplication sur un espace de fonctions holomorphes à valeurs
vectorielles.
De plus, chacun des semi-groupes ci-dessus peut être représenté par un semi-groupe d’opéra-
teurs de multiplication sur un espace de fonctions holomorphes.
Nous présentons maintenant de façon plus détaillé les résultats et méthode de preuve qui
interviennent dans cette thèse.
Opérateurs de composition sur des espaces de fonctions holomorphes
Nous commençons par donner un aperçu général de nos résultats portant sur les opérateurs
de composition et les semi-groupes d’opérateurs de composition. Ces résultats sont développés
dans les chapitres 2 et 5.
Généralités
Le chapitre 2 est dédié à l’étude des opérateurs de composition dans un contexte général. Sur
l’espace de Fréchet Hol(D), nous y démontrons le résultat suivant.
Théorème 6 Soient ϕ : D → D une fonction holomorphe et Cϕ : f 
→ f ◦ ϕ l’opérateur de
composition de symbole ϕ. Alors,
1. l’opérateur Cϕ est continu sur Hol(D) ;
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2. l’opérateur Cϕ est inversible dans L(Hol(D)) si et seulement si ϕ est un automorphisme de
D ;
3. l’opérateur Cϕ est compact si et seulement si sup
z∈D
|ϕ(z)| < 1.
De plus, pour tout T ∈ L(Hol(D)), l’opérateur T est un opérateur de composition si et seule-
ment si c’est un opérateur multiplicatif non nul.
Nous étudions ensuite en détail les opérateurs de composition sur des espaces de Dirichlet
pondérés (pour α  0). Nous obtenons une caractérisation algébrique des opérateurs de com-
position qui est similaire à celle énoncée ci-dessus sur Hol(D). Lorsqu’en plus le symbole ϕ est
injectif, nous obtenons une borne supérieure explicite sur la norme de Cϕ ∈ L(Dα).
Proposition 7 Soit α ∈ R+. Soit ϕ : D → D une fonction holomorphe univalente. Alors,
l’opérateur de composition Cϕ est borné sur Dα. De plus, il existe deux constantes Kα et Lα (que
l’on peut explicitement exprimer en fonction de α et ϕ(0)) telles que l’on a
‖Cϕ‖2Dα  sup
x∈[0;1]
1 +Kαx+ 2
√
Lαx(1− x) .
Opérateurs de composition par un symbole de Koenigs
Avant tout, nous introduisons la notion de « symbole de Koenigs ».
Déﬁnition 8 Soit ϕ : D → Dune fonction holomorphe. On dit que ϕ et un symbole de Koenigs
si ϕ a un point ﬁxe α ∈ D tel que ∣∣ϕ′(α)∣∣ ∈]0; 1[.
Sans perte de généralité, et dans le but de simpliﬁer les énoncés qui viennent, nous supposerons
par la suite que α = 0.
Le nom du symbole de Koenigs vient d’un théorème établi par Koenigs dans les années 1880.
Théorème 9 (Koenigs) Soit ϕ un symbole de Koenigs (avec α = 0). Alors, le spectre ponctuel
de Cϕ ∈ L(Hol(D)) est
σp(Cϕ) =
{(
ϕ′(0)
)n ∣∣ n ∈ N} .
De plus, il existe une unique fonction ς ∈ Hol(D) telle que ς ′(0) = 1 et, pour tout λ = ϕ′(0)n ∈
σp(Cϕ), on a
Ker(λ Id−Cϕ) = C · ςn.
Grâce à des outils d’analyse complexe, nous pouvons déﬁnir des « projections spectrales »
sur Hol(D).
Proposition 10 Soit ϕ un symbole de Koenigs (avec α = 0). Alors, il existe une famille (Pn)n∈N
d’applications linéaires sur Hol(D) qui vériﬁe les conditions suivantes :
(i) pour tout n ∈ N, l’application Pn est une projection d’image Im(Pn) = C · ςn ;
(ii) pour tous m,n ∈ N, si m = n, alors Pm ◦ Pm = 0 ;
(iii) pour tout n ∈ N, on a Pn ◦ Cϕ = Cϕ ◦ Pn = λnPn.
Enﬁn, pour tout n ∈ N, l’application linéaire déﬁnie par Q = P0 + · · ·+ Pn est la projection
sur Span
(
ςk
∣∣∣ 0  k  n) parallèlement à zn+1Hol(D).
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Nous pouvons alors utiliser ces projections pour obtenir une description du spectre d’un opé-
rateur de composition sur Hol(D), ainsi que sur des espaces de Banach de fonctions holomorphes
qui sont continûment inclus dans Hol(D).
Théorème 11 Soit ϕ un symbole de Koenigs (avec α = 0). Alors, le spectre de Cϕ ∈ L(Hol(D))
est σ(Cϕ) = σp(Cϕ) ∪ {0}.
Par ailleurs, si X ⊂ Hol(D) est un espace de Banach de dimension inﬁnie tel que l’inclu-
sion X ↪→ Hol(D) est continue et tel que Cϕ(X ) ⊂ X , alors Cϕ induit sur X un opérateur de
composition continu T ∈ L(X ) et il existe J ⊂ N tel que le spectre ponctuel de T est
σp(T ) =
{(
ϕ′(0)
)n ∣∣ n ∈ J} .
Notons alors σ0 ⊂ σ(T ) la composante connexe de 0 dans σ(T ). Alors, l’ensemble σ0 est
également le spectre essentiel de T . Le spectre de T est
σ(T ) = σ0 ∪
{(
ϕ′(0)
)n ∣∣ n ∈ J} .
Vers une généralisation du théorème de Nordgren-Rosenthal-Wintrobe
Dans le chapitre 5, nous étudions les semi-groupes d’opérateurs de composition sur des es-
paces de Dirichlet pondérés Dα. En utilisant la borne supérieure sur la norme des opérateurs
de composition que nous avons établie précédemment, nous pouvons contrôler la croissance des
semi-groupes d’opérateurs de composition.
Proposition 12 Soit (Cϕt)t0 un semi-groupe fortement continu d’opérateurs de composition.
Alors, la famille (Cϕt)t0 est un semi-groupe quasi-contractif : il existe ω ∈ R tel que, pour tout
t ∈ R+, on a ‖Tt‖  eω t.
Nous étudions ensuite un théorème prouvé par Nordgren, Rosenthal et Wintrobe qui traite de
l’universalité des opérateurs de composition dont le symbole est un automorphisme hyperbolique
de D.
Théorème 13 (Nordgren-Rosenthal-Wintrobe) Soit ϕ un automorphisme hyperbolique de
D. Alors, pour tout λ ∈ σp(Cϕ), l’opérateur Cϕ − λ Id est universel sur D1 = H2(D).
Dans un article récent, Cowen et Gallardo donnent une nouvelle preuve de ce résultat. Cette
nouvelle preuve repose sur la théorie des semi-groupes : plus précisément, après avoir remarque
que chaque opérateur de composition Cϕ par un automorphisme hyperbolique ϕ peut être plongé
dans un semi-groupe fortement continu d’opérateurs de composition (Cϕt)t0, ils montrent que le
semi-groupe (Cϕt)t0 est similaire à un semi-groupe fortement continu d’opérateurs de Toeplitz
(M∗ψt)t0, qui est plus simple à étudier.
Les idées présentées dans cette preuve par Cowen et Gallardo peuvent s’étendre aux espaces
de Dirichlet pondérés Dα avec α  1, à l’exception d’un point : l’isomorphisme qui réaliste la
similarité entre (Cϕt)t0 et (M
∗
ψt)t0 est a priori non continu pour α > 1. Nous obtenons alors
le résultat suivant.
Proposition 14 Soient α  1 et ϕ un automorphisme hyperbolique de D. Alors, pour tout
λ ∈ σp(Cϕ), il existe un opérateur universel U ∈ Dα et deux opérateurs (non bornés a priori) S
et T vériﬁant ST = TS = IdDα et tels que Cϕ − λ Id = SUT .
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Universalité des semi-groupes d’opérateurs
Nous décrivons maintenant nos travaux portant sur l’universalité des semi-groupes d’opéra-
teurs. Dans la suite, H désigne un espace de Hilbert sur C qui est séparable et de dimension
inﬁnie. Sauf mention explicite du contraire, les opérateurs que nous étudions sont tous déﬁnis
sur H (ou une partie dense de H s’ils ne sont pas bornés).
Dans un premier temps, nous déﬁnissons la notion de « modélisation » pour des semi-groupes
d’opérateurs.
Déﬁnition 15 Soient (Ut)t0 et (Tt)t0 deux semi-groupes fortement continus d’opérateurs sur
H. On dit que (Ut)t0 modélise (Tt)t0 s’il existe un sous-espace fermé M ⊂ H invariant par
(Ut)t0, deux constantes λ ∈ C et μ ∈ R+∗ ainsi qu’un isomorphisme continu S : M → H tels
que
∀t  0, Tt = eλtSUμt|MS−1.
Les résultats de modélisation des semi-groupes que nous présentons ici dépendent fortement
de la structure des semi-groupes en question. Le principe général reste en revanche similaire :
dans chaque cas, nous déterminons un opérateur qui caractérise entièrement le semi-groupe (en
l’occurence, le générateur ou le co-générateur), et nous appliquons à cet opérateur des résultats
de modélisation.
Universalité des semi-groupes uniformément continus
Pour traiter le cas des semi-groupes uniformément continus d’opérateurs, nous modélisons
leurs générateurs.
Déﬁnition 16 Soit (Tt)t0 une semi-groupe fortement continu d’opérateurs sur H. Alors, le
domaine
D(A) =
{
x ∈ H
∣∣∣∣ lim
h→0+
Tt x− x
h
exists
}
est dense dans H et l’opérateur
A :
⎧⎨⎩ D(A) ⊂ H −→ Hx 
−→ lim
h→0+
Tt x− x
h
est un opérateur fermé. On appelle A le générateur du semi-groupe (Tt)t0.
On dit que le semi-groupe (Tt)t0 est uniformément continu lorsque l’opérateur A ∈ L(H) est
borné.
Pour modéliser les semi-groupes uniformément continus, nous utilisons une adaptation du
théorème de Caradus. Nous pouvons alors montrer le résultat suivant.
Théorème 17 Soient (Tt)t0 un semi-groupe uniformément continu d’opérateurs sur H de gé-
nérateur A. Les assertions suivantes s’équivalent :
(i) l’opérateur A est universel ;
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(ii) le semi-groupe (Tt)t0 modélise (avec λ = 0) tous les semi-groupes uniformément continus
d’opérateurs.
D’après le théorème de Caradus, l’opérateur de décalage vers la gauche sur L2(R+) est un
opérateur universel. Le semi-groupe dont il est le générateur est donc « universel » pour les semi-
groupes uniformment continus. Ce semi-groupe peut être calculé explicitement grâce au théorème
de Paley-Wiener.
Théorème 18 (Paley-Wiener) Soit Π+ ⊂ C le demi-plan supérieur. Posons
H2(Π+)
def
=
⎧⎨⎩F ∈ Hol (Π+)
∣∣∣∣∣∣ ‖F‖2H2(Π+) def= supy>0
∫
R
|f(x+ iy)|2 dx < +∞
⎫⎬⎭ .
Alors, H2(Π+) est un espace de Hilbert de fonctions holomorphes. De plus, la transformée de
Fourier F : L2(R+) → H2(Π+) est un isomorphisme unitaire d’espaces de Hilbert.
Corollaire 19 Le semi-groupe (Vt)t0 déﬁni pour tout t ∈ R+ par
Vt :
{
H2(Π+) −→ H2(Π+)
F 
−→ (Z 
→ exp (teiZ)× F (Z)) ∈ L(H2(Π+))
est universel pour les semi-groupes uniformément continus.
Universalité des semi-groupes quasi-contractifs
Le cas des semi-groupes quasi-contractifs est similaire à celui des semi-groupes uniformément
continus, sauf que l’on modélise le co-générateur plutôt que le générateur du semi-groupe.
Déﬁnition 20 Soient (Tt)t0 un semi-groupe fortement continu d’opérateurs sur H et A son
générateur. Supposons que 1 /∈ σ(A). Le co-générateur de (Tt)t0 est l’opérateur borné
V = (A+ Id)(A− Id)−1 ∈ L(H).
Remarquons que, bien que le générateur ne soit pas nécessairement un opérateur borné, le
co-générateur — quand il existe — est toujours continu.
Quand la croissance du semi-groupe est « suﬃsamment petite », le co-générateur existe toujours
et l’on peut lire sur le co-générateur certaines propriétés du semi-groupe.
Proposition 21 Soit (Tt)t0 un semi-groupe fortement continu de contractions. Alors, il ad-
met un co-générateur V ∈ L(H) et V est une contraction. En outre, les assertions suivantes
s’équivalent :
(i) pour tout x ∈ X et pour tout t > 0, on a Tnt x → 0 lorsque n → +∞ ;
(ii) pour tout x ∈ X , on a V nx → 0 lorsque n → +∞.
Lorsque les conditions équivalentes ci-dessus échoient, on peut modéliser le co-générateur V
grâce à un théorème de Nagy-Foias.
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Théorème 22 (Nagy-Foias) Soit V ∈ L(H). Supposons que pour tout x ∈ X , on a V nx → 0
lorsque n → +∞. Alors, l’opérateur de décalage vers la droite sur L2(R+) modélise V : il existe
un sous-espace fermé M ⊂ H invariant par V , et un isomorphisme continu S : M → H tels que
V = SD|MD−1,
où D : f 
→ f(• − 1) ∈ L(L2(R+)) est l’opérateur de décalage vers la droite.
Nous pouvons utiliser ce résultat pour modéliser les semi-groupes quasi-contractifs. Une fois
encore, grâce au théorème de Paley-Wiener, nous pouvons calculer explicitement un exemple de
semi-groupe universel pour les semi-groupes quasi-contractifs.
Théorème 23 Soit (Σt)t0 le semi-groupe fortement continu d’opérateurs déﬁni pour tout t ∈
R+ par
Σt :
⎧⎨⎩
H2(Π+) −→ H2(Π+)
F 
−→
(
Z 
→ exp
(
t
eiZ + 1
eiZ − 1
)
× F (Z)
) ∈ L(H2(Π+)).
Alors, le semi-groupe (Σt)t0 a pour co-générateur l’opérateur D de décalage vers la droite.
En outre, le semi-groupe (Σt)t0 modélise (avec μ = 1) tous les semi-groupes fortement
continus et quasi-contractifs : pour tout semi-groupe (Tt)t0 quasi-contractif, il existe un sous-
espace fermé M ⊂ H invariant par (Σt)t0, une constante λ ∈ R et un isomorphisme continu
S : M → H tels que
∀t  0, Tt = eλtSΣt|MS−1.
Modélisation des semi-groupes concaves
Le cas des semi-groupes d’opérateurs concaves ressemble au cas des semi-groupes quasi-
contractifs, sauf qu’il nous faut changer le théorème qui permet de modéliser le cas du co-
générateur. Par souci de clarté, nous nous restreignons dans cette introduction à étudier le
cas des semi-groupes d’opérateurs concaves et purs (le cas général sera notamment détaillé au
chapitre 4). Commençons par déﬁnir les opérateurs concaves et pur.
Déﬁnition 24 Soit T ∈ L(H). On dit que T est concave si, pour tout x ∈ H, la suite (‖Tnx‖2)n∈N
est concave.
Quand en plus on a
⋂
n∈N
TnH = {0}, on dit que T est pur.
La concavité et la pureté d’un semi-groupe d’opérateurs peuvent se lire sur le co-générateur.
Proposition 25 Soit (Tt)t0 un semi-groupe fortement continu d’opérateurs tel que, pour tout
t > 0, l’opérateur Tt est concave et pur. Alors, le semi-groupe (Tt)t0 admet un co-générateur V
qui est concave et pur.
Nous pouvons alors appliquer un théorème de Shimorin selon lequel tout opérateur concave et
pur peut être modélisé par un opérateur de multiplication sur un espace de fonctions holomorphes
à valeurs vectorielles.
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Théorème 26 (Shimorin) Soit T ∈ L(H) un opérateur concave et pur. Alors, il existe un
espace de Hilbert E, une constante r > 0, un espace de Hilbert de fonctions holomorphes H ⊂
Hol (D(0; r); E) et un isomorphisme unitaire S : H → H tels que l’opérateur
Δ :
{
H → H
f 
→ (z 
→ z f(z)) ∈ L(H)
est unitairement équivalent ( via S) à T .
Là encore, nous pouvons calculer explicitement le semi-groupe d’opérateurs dont le co-
générateur est Δ.
Proposition 27 Soit (Tt)t0 un semi-groupe fortement continus d’opérateurs tel que, pour tout
t > 0, l’opérateur Tt est concave et pur. Alors, il existe un espace de Hilbert E, une constante
r > 0, un espace de Hilbert de fonctions holomorphes H ⊂ Hol (D(0; r); E) et un isomorphisme
unitaire S : H → H tels que, pour tout t ∈ R+, l’opérateur Tt est unitairement équivalent à
l’opérateur
Σt :
⎧⎨⎩ H −→ Hf 
−→ (z 
→ exp(t1 + z
1− z
)
f(z)
) ∈ L(H).
Plan
Pour achever ces prolégomènes, nous détaillons l’organisation générale de cette thèse. La
première partie de ces travaux est consacrée à l’étude des opérateurs. La seconde partie applique
ces résultats à l’étude des semi-groupes d’opérateurs.
Le premier chapitre (chapitre 1) met en place le cadre général de nos travaux. La première
partie de ce chapitre traite de la théorie des fonctions holomorphes sur le disque unité. Nous y
rappelons la preuve des théorèmes de Denjoy-Wolﬀ et de Koenigs. Dans une seconde partie, nous
décrivons plusieurs types d’espaces de fonctions holomorphes, d’un cadre général (comme celui
de l’espace de Fréchet Hol(D)) à des cas plus spéciﬁques (comme les espaces de Dirichlet ou de
Hardy pondérés). Nous mentionnons également l’espace de Hardy du demi-plan supérieur et les
espaces de Hilbert de fonctions holomorphes à valeurs vectorielles qui ont la propriété d’être à
noyaux reproduisants.
Dans le chapitre 2, nous étudions les opérateurs de composition dans deux cadres diﬀérents. Le
premier est le plus général : nous étudions les opérateurs de composition sur l’espace de Fréchet
Hol(D). Nous énonçons des caractérisations pour la continuité, l’inversibilité ou la compacité
des opérateurs de composition, ainsi qu’une caractérisation algébrique d’iceux. Nous étudions
aussi en détail les propriétés spectrales des opérateurs de composition : lorsque le symbole est un
symbole de Koenigs, nous déﬁnissons sur Hol(D) des « projections spectrales », et utilisons ces
projections pour déterminer le spectre d’un opérateur de composition. Nous appliquons ensuite
ces résultats aux espaces de Banach de fonctions holomorphes qui sont continûment inclus dans
Hol(D). Le deuxième cadre d’étude est celui des espaces de Dirichlet pondérés. Dans ce cas, nous
établissons une borne supérieure pour la norme d’un opérateur de composition dont le symbole
est univalent, et déterminons aussi une caractérisation algébrique des opérateurs de composition.
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Dans le chapitre 3, nous détaillons plusieurs techniques de modélisation d’un opérateur. La
première technique relève de la théorie de l’universalité : nous présentons un résultat classique
de Caradus et étudions la notion d’opérateurs positivement universels (nous montrons qu’elle
est équivalente à la notion d’universalité). Nous étudions ensuite la modélisation des opérateurs
presque isométriques. Le principal outil que nous développons à cet eﬀet est la décomposition
de Wold des presque isométries. Nous détaillons en particulier la modélisation des opérateurs
concaves. La dernière technique présentée dans ce chapitre est issue de travaux par Nagy et
Foias. Il s’agit d’une résultat de modélisation des contractions de classe C0• par l’opérateur de
décalage vers la gauche sur L2(R+).
La deuxième partie de cette thèse relève de l’étude des semi-groupes d’opérateurs. Dans le
chapitre 4, nous discutons la question de l’universalité des semi-groupes. Dans une première
partie, nous rappelons quelques notions de théorie élémentaire des semi-groupes (nous déﬁnissons
notamment le générateur et le co-générateur). Nous illustions ces notions par des exemples de
semi-groupes sur des espaces de fonctions holomorphes. Dans la seconde partie du chapitre, nous
montrons comment on peut appliquer les résultats du chapitre 3 pour obtenir des résultats de
modélisation des semi-groupes. À cette ﬁn, nous étudions plusieurs familles de semi-groupes
d’opérateurs (en l’occurence, les semi-groupes uniformément continus, les semi-groupes quasi-
contractifs et les semi-groupes d’opérateurs concaves). Nous montrons ensuite que l’on peut
étendre ces résultats à la modélisation des groupes d’opérateurs.
Le dernier chapitre de cette thèse (le chapitre 5) traite des semi-groupes d’opérateurs de com-
position sur des espaces de Dirichlet pondérés. Dans une première partie, nous nous consacrons
à une étude générale : nous introduisons la notion de semi-ﬂot associé à un semi-groupe d’opé-
rateurs de composition et donnons des propriétés des semi-groupes d’opérateurs de composition
(par exemple, nous montrons qu’un semi-ﬂot de fonctions holomorphes permet toujours de déﬁnir
un semi-groupe quasi-contractif d’opérateurs de composition sur les espaces Dα). Nous étudions
en détail le cas des semi-groupes d’opérateurs de composition dont les symboles sont des automor-
phismes hyperboliques de D. Dans une deuxième partie, nous tentons de généraliser la preuve par
Cowen et Gallardo du théorème de Nordgren-Rosenthal-Wintrobe au cas des espaces de Dirichlet
pondérés. En particulier, nous étudions en détail un semi-groupe fortement continu d’opérateurs
de Toeplitz sur Dα, et essayons d’utiliser cette étude pour voir quelles sont les diﬃcultés qui
apparaissent lorsque l’on veut généraliser le théorème de Nordgren-Rosenthal-Wintrobe.
Première partie
Opérateurs sur des espaces de fonctions
holomorphes
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Fonctions holomorphes sur le disque unité
Chapitre 1er
Ce chapitre a pour but de présenter quelques propriétés fondamentales des fonctions holo-morphes ainsi que des espaces de fonctions holomorphes. La première partie se consacre à
l’étude des fonctions holomorphes. Nous y détaillons les preuves du théorème de Denjoy-Wolﬀ
ainsi que du théorème de Koenigs, qui jouerons un rôle important dans l’étude des opérateurs de
composition. Dans une deuxième partie, nous présentons l’espace de Fréchet Hol(D), ainsi que
divers exemples d’espaces de Banach de fonctions holomorphes. Nous élargissons ensuite cette
présentation en mentionnant l’espace de Hardy du demi-plan supérieur H2(Π+), ainsi que l’étude
des multiplicateurs sur des espaces de Dirichlet pondérés.
A) Théorèmes de Denjoy-Wolﬀ et de Koenigs
Dans cette section, nous présentons quelques propriétés des fonctions holomorphes sur le disqueunité qui seront particulièrement utiles pour l’étude des opérateurs de composition. Nous
commençons par décrire quelques propriétés générales des fonctions holomorphes sur D. Nous
présentons ensuite deux résultats d’analyse complexe relatifs à la composition des fonctions
holomorphes de D dans lui-même : le théorème de Denjoy-Wolﬀ et le théorème de Koenigs.
A.1 — Homographies et automorphismes du disque unité
L’objectif de cette partie n’est pas d’exposer une théorie générale des fonctions holomorphes
sur le disque unité D, bon nombre d’ouvrages étant déjà dédiés à cette entreprise (citons par
exemple les livres de Rudin [57] ou Amar-Matheron [5]). Nous nous restreignons ici à présenter
les biholomorphismes de D vers le demi-plan de Poincaré, ainsi que les automorphismes de D, en
en proﬁtant pour préciser des notions et notations qui interviendront dans le reste de ce chapitre.
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En tant que surfaces de Riemann, le demi-plan de Poincaré Π+ = {z ∈ C | (z) > 0} et le
disque unité D sont isomorphes. Cela signiﬁe qu’il existe un biholomorphisme ϕ : D → Π+. Un
tel biholomorphisme induit une application de T dans R ∪ {∞}. Nous aurons besoin dans notre
preuve du théorème de Denjoy-Wolﬀ de trouver un tel biholomorphisme et de ﬁxer son action
sur des points de T. Nous utiliserons alors le résultat suivant :
Proposition 1.1 Soient b, c ∈ T deux points distincts. Alors, il existe une homographie h : D →
Π+ telle que h(b) = 0 et h(c) = ∞.
Une telle homographie est naturellement un biholomorphisme.
Intéressons-nous maintenant aux automorphismes de D. Nous pouvons vériﬁer le résultat sui-
vant, que nous utiliserons ultérieurement dans la preuve du lemme de Schwarz-Pick (1.12) :
Proposition 1.2 Soient λ ∈ T et α ∈ D. Alors, fλ,α(z) = λ z − α
1− αz déﬁnit un automorphisme
de D dans lui-même, d’inverse fλ,−αλ.
Réciproquement, tout automorphisme de D est de cette forme.
Remarquons que cela veut dire que tout automorphisme de D induit un automorphisme sur
PC1, qui stabilise le cercle unité T. Par la suite, nous identiﬁerons chaque automorphisme du
disque avec l’automorphisme de PC1 qu’il induit.
Ainsi, nous pouvons classiﬁer les automorphismes du disque. En eﬀet, si f est un auto-
morphisme de D (autre que l’identité), un calcul montre que f a deux points ﬁxes dans PC1
(comptés avec multiplicité) et que le produit de leurs modules vaut 1. On distingue alors trois
types d’automorphismes du disque unité.
Déﬁnition 1.3 Soit f un automorphisme de D autre que l’identité. On dit que f est :
— elliptique si l’un des points ﬁxes de f est dans D, et l’autre est à l’extérieur de D ;
— hyperbolique si les deux points ﬁxes de f sont de module 1 et distincts ;
— parabolique si f n’a qu’un point ﬁxe de module 1.
Par convention, l’identité de D sera un automorphisme elliptique.
Tout automorphisme elliptique ϕ est conjugué à une rotation centrée en 0 par l’automor-
phisme involutif de la forme f−1,α, où α ∈ D est le point ﬁxe de ϕ dans D.
A.2 — Théorème de Denjoy-Wolﬀ
A.2.a) — Distance pseudo-hyperbolique
Nous déﬁnissons ici une distance sur D qui sera utile pour notre démonstration : il s’agit de la
distance pseudo-hyperbolique. Nous nous attachons également à la description des cercles pour
cette distance et mettons en regard les cercles pseudo-hyperboliques avec les horocycles. Enﬁn,
nous décrivons le comportement des cercles et horocycles sous l’action des automorphismes de
D.
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Déﬁnition et proposition 1.4 L’application ρ déﬁnie par :
ρ(u, v) =
∣∣∣∣ u− v1− uv
∣∣∣∣
déﬁnit sur D une distance, appelée distance pseudo-hyperbolique
Comme v 
→ u− v
1− uv est une homographie, nous pouvons remarquer que les cercles pour
ρ sont des cercles euclidiens. Dans le cas particuliers des cercles passant par 0, nous avons la
description explicite suivante :
Proposition 1.5 Soit A ∈ D d’aﬃxe a eiθ. Soit Δ le disque pseudo-hyperbolique de centre A et
de rayon a. Alors, Δ est le disque euclidien de centre Ω =
a
1 + a2
eiθ et de rayon |Ω| = ω = a
1 + a2
.
Démonstration : Par invariance par rotation, il suﬃt de traiter le cas où A est d’aﬃxe
réelle positive. Nous savons déjà que Δ est aussi un cercle euclidien. Remarquons que, comme
ρ(z, a) = ρ(z, a) pour tout z ∈ D puisque a est réel, le centre euclidien de Δ est bien réel. En
notant B le point d’intersection entre Δ et l’axe réel qui est compris entre a et 1, on a alors
ω =
b
2
. On peut ensuite calculer b explicitement en résolvant l’équation ρ(a, b) = a, ce qui fournit
le résultat souhaité. 
Déﬁnition 1.6 Soient ξ ∈ T et k ∈ R+∗. On appelle horocycle de base ξ et de paramètre k le
lieu géométrique :
E(k, ξ) =
{
z ∈ C, |ξ − z|2  k (1− |z|2)}
Proposition 1.7 Soient ξ ∈ T et k ∈ R+∗. L’horocycle E(k, ξ) est le disque euclidien de centre
ξ
k + 1
et de rayon
k
k + 1
.
Remarquons en particulier que E(k, ξ) est inclus dans D et est tangent à D en ξ.
Démonstration : Quitte à eﬀectuer une rotation (z 
→ ξz), nous pouvons supposer que ξ = 1.
Notons alors D le disque euclidien de centre
1
k + 1
et de rayon
k
k + 1
. Alors,
z ∈ D ⇔
∣∣∣∣z − 1k + 1
∣∣∣∣2  k2(k + 1)2
⇔ (k + 1)2zz − (k + 1)(z + z) + 1− k2  0
⇔ (k + 1)zz − (z + z) + 1− k  0.
D’autre part, nous avons
z ∈ E(k, 1) ⇔ 1− (z + z) + zz  k − kzz
⇔ (1 + k)zz − (z + z) + 1− k  0.
Ceci prouve la proposition. 
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Corollaire 1.8 Si ϕ est un automorphisme de D, alors ϕ envoie un horocycle de base ξ sur un
horocycle de base ϕ(ξ).
Lemme 1.9 Soient α, β ∈ T deux points distincts. Alors, il existe kα et kβ ∈ R+∗ tels que les
horocycles E(kα, α) et E(kβ , β) sont tangents en un point ω ∈ D.
Démonstration : Quitte à composer par un automorphisme de D, on peut se ramener au cas
où α = 1 et β = −1. Il suﬃt alors de remarquer que les horocycles E(1,−1) et E(1, 1) sont
tangents en 0. 
Nous montrons maintenant la complétude du disque unité ouvert pour la distance pseudo-
hyperbolique.
Proposition 1.10 Le disque unité ouvert D muni de la distance ρ est un espace métrique com-
plet.
Démonstration : Soit (un)n une suite de Cauchy pour la distance ρ. Montrons que u converge
pour la distance ρ. D’abord, remarquons que pour tous u, v ∈ D, ρ(u, v)  1
2
|u − v|. Ainsi, la
suite (un)n est de Cauchy pour la norme euclidienne et donc converge vers un certain v ∈ D.
Montrons que v ∈ D. Nous allons suivre un raisonnement par contraposée. Pour cela, suppo-
sons que v = ei θ ∈ T. Montrons alors que la suite u n’est pas de Cauchy pour ρ. Soit n,m ∈ N.
En notant εn = v − un, nous obtenons :
ρ(un, um) =
∣∣∣∣ εm − εn1− (εn − e−iθ)(εm − eiθ)
∣∣∣∣
=
∣∣∣∣ εm − εnεme−iθ + εneiθ − εmεn
∣∣∣∣
Ainsi, pour m ﬁxé, on voit que ρ(un, um) → 1 lorsque n → +∞. On prend alors η = 1
2
. On ﬁxe
N ∈ N. D’après ce qui précède, il existe n  N tel que ρ(uN , un)  η. Ceci valant pour tout
N ∈ N, nous avons montré que la suite u n’est pas de Cauchy pour ρ.
En vertu de ce qui précède, nous pouvons maintenant supposer que v ∈ D. Comme un → v
pour la norme euclidienne, il existe R ∈]0; 1[ tel que |un|  R pour tout n ∈ N. Alors, il existe
M ∈ R+∗ telle que
∣∣∣∣ 11− unv
∣∣∣∣  M . Alors, pour tout n ∈ N , ρ(un, v)  M |un − v|. Comme u
converge pour la distance euclidienne, l’inégalité précédente montre que u converge vers v pour
la distance ρ. Ceci achève la preuve. 
A.2.b) — Lemmes de Schwarz-Pick et de Julia
Nous nous attachons ici à décrire le comportement des fonctions holomorphes de D dans lui-
même. Sauf mention explicite du contraire, on notera ϕ : D → D une telle application par la suite.
La première étape de cette description consiste en la description du comportement des cercles
hyperboliques et des horocycles. Nous commençons par traiter le cas des cercles hyperboliques.
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Lemme 1.11 (Schwarz) Soit ϕ : D → D une fonction holomorphe telle que ϕ(0) = 0. Alors,
pour tout z ∈ D, |ϕ(z)|  |z|.
De plus, les assertions suivantes s’équivalent :
(i) Il existe z0 ∈ D non nul tel que |ϕ(z0)| = |z0| ;
(ii) Pour tout z ∈ D, |ϕ(z)| = |z| ;
(iii) ϕ est une rotation de centre 0 ;
(iv) |ϕ′(0)| = 1.
Une conséquence de ce théorème qui nous sera utile par la suite est la suivante : si ϕ : D → D
est holomorphe, vériﬁe ϕ(0) = 0 mais n’est pas une rotation, alors |ϕ′(0)| < 1.
L’argument clef qui intervient dans la preuve de ce lemme est le principe du maximum.
Le lemme qui suit est une sorte d’analogue du lemme de Schwarz, où on a remplacé la distance
euclidienne par la distance hyperbolique. Vu le rôle primordial qu’il jouera dans la démonstration
du théorème de Denjoy-Wolﬀ, il sera démontré plus complètement.
Lemme 1.12 (Schwarz-Pick) Soit ϕ : D → D une fonction holomorphe. Alors, pour tous
w, z ∈ D, ρ(ϕ(w), ϕ(z))  ρ(w, z).
En outre, les assertions suivantes s’équivalent :
(i) il existe w = z tel que ρ(ϕ(w), ϕ(z)) = ρ(w, z) ;
(ii) pour tous w, z ∈ D, ρ(ϕ(w), ϕ(z)) = ρ(w, z) ;
(iii) ϕ est un automorphisme de D.
En particulier, les isométries pour la distance pseudo-hyperboliques sont exactement les au-
tomorphismes de D.
Remarquons que pour tout z ∈ D, ρ(z, 0) = |z|. Nous pouvons ainsi voir le lemme de Schwarz-
Pick comme une généralisation du lemme de Schwarz (1.11) à toute fonction holomorphe de D
dans lui-même (même si cette fonction n’a pas de point ﬁxe dans D).
Ce lemme nous dit que toute fonction holomorphe de D dans D est soit un automorphisme, soit
une contraction pour la distance hyperbolique. Il dit aussi que l’image d’un disque hyperbolique
est incluse dans un disque hyperbolique de rayon plus petit.
Dans le cas particulier où z0 ∈ D est un point ﬁxe de ϕ et où ϕ n’est pas un automorphisme
de D, alors ϕ est une contraction autour de z0 : ce résultat constitue une partie du théorème de
Denjoy-Wolﬀ.
Démonstration : Soit w ∈ D. Nous allons montrer que pour tout z ∈ D, ρ(ϕ(w), ϕ(z))  ρ(w, z).
Soit u = ϕ(w). Considérons alors les applications ψu et ψw déﬁnies sur D par
ψu(z) =
u− z
1− uz
et
ψw(z) =
w − z
1− wz .
On remarque que ψu (respectivement ψw) est un automorphisme du disque unité qui échange u
(resp. w) avec 0. Remarquons en outre que ψ−1w = ψw. On considère alors l’application Φ = ψu ◦
ϕ ◦ψw. Cette application est bien déﬁnie, puisque D est stable sous l’action des automorphismes
30 Chapitre 1er — Fonctions holomorphes sur D
ψu et ψw, mais aussi sous l’action de ϕ. Ainsi, Φ : D → D est une fonction holomorphe. De
plus, on a Φ(0) = 0. On peut donc appliquer le lemme de Schwarz à Φ : pour tout z ∈ D,
|Φ(z)|  |z|. Or, comme ψw est un automorphisme de D, on a aussi que pour tout Z ∈ D,
|ψu ◦ ϕ ◦ ψw ◦ ψw(Z)|  |ψw(Z)|. Or, ψw est son propre inverse, donc l’inégalité précédente
devient |ψu ◦ϕ(Z)|  |ψw(Z)|. Par déﬁnition de la distance hyperbolique, nous avons ﬁnalement
que pour tout Z ∈ D, ρ(u, ϕ(Z))  ρ(w,Z). Ceci prouve l’inégalité souhaitée.
Traitons le cas d’égalité. En supposant qu’il y a égalité pour w = z, alors la fonction Φ
étudiée ci-dessus vériﬁe le cas d’égalité du lemme de Schwarz. Alors, Φ est une rotation de
centre 0, et donc ϕ = ψ−1u ◦Φ◦ψ−1w est un automorphisme de D. Réciproquement, si ϕ est un au-
tomorphisme de D, alors ϕ est une isométrie pour ρ et donc l’égalité échoit pour tous w, z ∈ D. 
Nous allons maintenant démontrer un analogue du lemme de Schwarz-Pick, mais qui concerne
les horocycles. Toute la diﬃculté de ce lemme réside dans le fait que ϕ n’est pas nécessairement
déﬁnie sur le bord de D. Soit ξ ∈ T. Le comportement des horocycles ayant ξ pour point base va
dépendre de la dérivée angulaire de ϕ en ξ :
Déﬁnition 1.13 Soient ϕ : D → D une fonction holomorphe et ξ ∈ T. On appelle dérivée
angulaire de ϕ en ξ la quantité
d (ξ) = lim inf
z → ξ
z ∈ D
1− |ϕ(z)|
1− |z| .
L’objet des résultats suivants est de mieux comprendre cette quantité. En particulier, l’appel-
lation de « dérivée angulaire » sera justiﬁée par le théorème de Julia-Wolﬀ-Carathéodory (1.17).
Lemme 1.14 (Julia) Soit ξ ∈ T tel que d(ξ) est ﬁni. Soit (an)n une suite de points de D telle
que lim
n→+∞
1− |ϕ(an)|
1− |an| = d(ξ) et telle que la suite (ϕ(an))n converge vers η ∈ D.
Alors, η ∈ T et pour tout z ∈ D,
|η − ϕ(z)|2
1− |ϕ(z)|2  d(ξ)
|ξ − z|2
1− |z|2 .
De plus, l’égalité ci-dessus échoit si et seulement si ϕ est un automorphisme de D.
Avec les notations du lemme, nous pouvons poser (abusivement) ϕ(ξ) = η. Le lemme de Ju-
lia dit alors que l’image de l’horocycle E(k, ξ) est incluse dans l’horocycle E(d(ξ) k, ϕ(ξ)). C’est
en ce sens que l’on peut dire que le lemme de Julia est l’analogue du lemme de Schwarz-Pick
pour les horocycles.
Démonstration : Commençons par quelques remarques éclairantes. D’abord, nous n’avons pas
vraiment besoin de supposer que la suite (ϕ(an))n converge, puisque nous pourrions en extraire
une sous-suite convergente par compacité. Le fait que η soit de module 1 vient du fait que d(ξ)
est ﬁni.
Remarquons en outre que pour tous a, b ∈ D, on a l’égalité suivante :
1−
∣∣∣∣ a− b1− ab
∣∣∣∣2 = (1− |a|2) (1− |b|2)|1− ab|2 .
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Prenons maintenant z ∈ D et n ∈ N∗. D’après le lemme de Schwarz-Pick et l’équation ci-dessus,
nous obtenons : ∣∣∣∣∣ ϕ(z)− ϕ(an)1− ϕ(an)ϕ(z)
∣∣∣∣∣ 
∣∣∣∣ z − an1− anz
∣∣∣∣
1−
∣∣∣∣∣ ϕ(z)− ϕ(an)1− ϕ(an)ϕ(z)
∣∣∣∣∣
2
 1−
∣∣∣∣ z − an1− anz
∣∣∣∣2
(1− |ϕ(z)|2)(1− |ϕ(an)|2)
|1− ϕ(an)ϕ(z)|2
 (1− |z|
2)(1− |an|2)
|1− anz|2
(1− |ϕ(z)|2)
|1− ϕ(an)ϕ(z)|2
(
1− |ϕ(an)|
1− |an|
1 + |ϕ(an)|
1 + |an|
)
 (1− |z|
2)
|1− anz|2
En faisant tendre n → +∞ et en utilisant le fait que |η| = |ξ| = 1, nous obtenons l’inégalité
souhaitée.
Le cas d’égalité correspond au cas d’égalité dans le lemme de Schwarz-Pick, et le cas d’égalité
du lemme de Schwarz-Pick (1.12) correspond au cas où ϕ est un automorphisme. 
Penchons-nous sur la quantité d(ξ) = lim inf
z→ξ, z∈D
1− |ϕ(z)|
1− |z| . Nous l’avons appelée « dérivée
angulaire ». Nous allons voir en quoi cette appellation est justiﬁée. Commençons d’abord par
introduire la notion de convergence angulaire. Pour cela, nous commençons par poser une nota-
tion : pour α ∈ T et θ ∈
[
0;
π
2
[
, nous noterons Dα,θ le lieu géométrique formé des points de D
qui sont dans le secteur angulaire centré en α, de bissectrice le rayon joignant α à 0 et d’angle
total 2θ.
Déﬁnition 1.15 Soient α ∈ T et ϕ : D → C holomorphe. On dit que ϕ converge angulairement
vers L lorsque, pour tout θ ∈
[
0;
π
2
[
, la limite
lim
z∈Dα,θ
z→α
ϕ(z)
existe et que sa valeur ne dépend pas de θ. On note alors
ϕ
>−→ L ou encore ϕ(z) z
>−→α−−−−→ L.
Dans l’étude qui suit, pour simpliﬁer et sans perte de généralité, nous étudierons les limites
angulaires en α = 1.
Nous allons maintenant démontrer un résultat utile concernant les limites angulaires : si l’on
trouve une limite le long d’un chemin non tangentiel, alors la limite angulaire existe et vaut
la limite le long du chemin en question. Pour les deux théorèmes à venir, nous suivrons les
démonstrations présentées par Rudin dans [58].
Théorème 1.16 (Lindelöf) Soit f holomorphe et bornée sur D. Soit γ : [0; 1[→ D continue
telle que γ(t) t→1−−→ 1. On suppose que f(γ(t)) t→1−−→ L. Alors, f(z) >−→ L lorsque z >−→ 1.
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Démonstration : Sans perte de généralité, nous pouvons supposer que f est à valeurs dans D,
et que L = 0. Soit Σ la bande verticale Σ = {−1 < (z) < 1}. Soit Φ : D → Σ une représentation
conforme telle que Φ(0) = 0 et
(Φ(γ(t))) t→+∞−−−−→ +∞.
Soit Γ = Φ ◦ γ et F = f ◦ Φ−1. La fonction F est holomorphe et bornée par 1 sur Σ. De
plus, F (Γ(t)) t→1−−→ 0. Pour montrer que f(z) >−→ 0, il suﬃt de montrer que pour tout δ ∈]0; 1[,
F (z) → 0 lorsque z z∈Bδ−−−→ ∞ où Bδ est la bande Bδ = {−1 + δ < (z) < 1− δ}. Soit δ ∈]0; 1[.
Soit ε > 0. Soit y0 > (Γ(0)) tel que, pour tout t tel que (Γ(t))  y0, |F (Γ(t)| < ε. Il suﬃt de
démontrer que pour tout x ∈]− 1 + δ; 1− δ[ et pour tout y ∈]y0; +∞[,
|F (x+ iy)|  ε δ4 .
Soit t0 tel que (Γ(t0)) = y0 et, pour tout t > t0, (Γ(t)) > y0. Soit E = {Γ(t) | t  t0} et
E son symétrique par rapport à l’axe d’équation (z) = y0. Soit x0 = Γ(t0). Soit x ∈ R tel que
x0 < x  1− δ. Soit η > 0 et Gη la fonction déﬁnie sur Σ par
Gη(z) =
F (z)F (z)ε(
1+z
2
)
1 + η (1 + z)
.
La fonction Gη est une fonction holomorphe bornée sur Σ. En outre, pour tout z ∈ E ∪ E,
|Gη(z)|  ε (puisque |F |  ε sur E et |F |  ε sur E). Soit A > 0 tel que, si |(z)|  A, alors
|Gη(z)|  ε (un tel A existe puisque Gη(z) → 0 lorsque (z) → ±∞). En considérant alors un
ouvert Ω ad hoc contenant x, limité d’un côté par la courbe E ∪ E, de l’autre côté par le bord
de la bande Bδ, en haut par la ligne {(z) = A} et en bas par la ligne {(z) = −A}. D’après le
principe du maximum, pour tout z ∈ Ω, |Gη(z)|  ε. En faisant tendre η → 0, on obtient ﬁnale-
ment que |F (x)|2  ε δ2 , ce qui constitue le résultat souhaité et achève la preuve du théorème. 
Nous énonçons maintenant un théorème qui justiﬁera notamment l’appellation de « dérivée
angulaire » pour la quantité
d(ξ) = lim inf
z→ξ, z∈D
1− |ϕ(z)|
1− |z|
que nous avons introduite précédemment. Pour simpliﬁer, mais sans perte de généralité, nous
traiterons le cas où ξ = 1. Nous supposerons en outre que si (ai)i est une suite d’éléments de D
telle que
1− |ϕ(ai)|
1− |ai| → d(1) = L,
alors |ϕ(ai)| → 1 (dans le cas qui nous intéresse, cette limite est ﬁnie, donc ϕ(ai) converge (à
extraction près) vers un nombre complexe de module 1).
Théorème 1.17 (Julia, Wolﬀ, Carathéodory) Soit ϕ : D → D holomorphe telle que ϕ(0) =
0 et qui vériﬁe les simpliﬁcations ci-dessus. On suppose que L < +∞. Alors, 1− ϕ(z)
1− z
>−→ L et
ϕ′(z) >−→ L lorsque z >−→ 1.
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Démonstration : Commençons par montrer que
1− ϕ(z)
1− z
>−→ L. D’après le lemme de Julia
(1.14), pour x > 0, 1−|ϕ(x)|  L (1−x). D’après le lemme de Schwarz (1.11), 1+ |ϕ(x)|  1+x.
Ainsi,
1− |ϕ(x)|2  L (1− x2).
Ainsi,
1− |ϕ(x)|2
1− x2  L. Vu que L est déﬁnie comme limite inférieure, nous avons bien que
1− |ϕ(x)|2
1− x2 → L. D’après le lemme de Julia et le calcul ci-dessus,
|1− ϕ(x)|2
(1− x)2  L
1− |ϕ(x)|2
1− x2  L
2.
Donc,
|1− ϕ(x)|
1− x  L. On a donc :
L  |1− ϕ(x)|
1− x 
1− |ϕ(x)|
1− x 
1− |ϕ(x)|2
1− x2 → L.
Ainsi,
|1− ϕ(x)|
1− x → L et
1− |ϕ(x)|
1− x → L. On en déduit donc que
1− |ϕ(x)|
|1− ϕ(x)| → 1.
Ainsi,
1− ϕ(x)
1− x ∼
1− |ϕ(x)|
1− x → L.
Soit α > 1. D’après le lemme de Julia, si z est « suﬃsamment proche » de 1,
|1− ϕ(z)| < αL|1− z|.
Alors, ϕ est bornée sur chaque secteur angulaire de sommet 1. D’après le théorème de Lindelöf
(1.16), nous obtenons le résultat souhaité.
Pour déterminer la limite angulaire de ϕ′, nous commençons par appliquer la formule de
Cauchy. Pour θ ∈
[
0;
π
2
[
, on note Dθ = D1,θ le secteur angulaire de sommet 1, symétrique par
rapport à l’axe réel et dont l’angle d’ouverture total vaut 2θ. Soit un secteur angulaire ﬁxé Dθ.
Soit z ∈ Dθ et r tel que D(z, r) ⊂ Dθ. Alors,
ϕ′(z) =
1
2 i π
∫ π
−π
ϕ(z + reiθ)
−r2e2iθ i r e
iθ dθ
=
1
2π
∫ π
−π
1− ϕ(z + reiθ)
reiθ
dθ
=
1
2π
∫ π
−π
1− ϕ(z + reiθ)
1− (z + reiθ)
1− (z + reiθ)
reiθ
dθ
=
1
2π
∫ π
−π
1− ϕ(z + reiθ)
1− (z + reiθ)
(
1− z
reiθ
− 1
)
dθ.
Remarquons qu’il existe η > 0 et δ > 0 tels que, si l’on pose
r(z) = δ|1− z|,
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alors, pour tout z ∈ Dα, D(z, r(z)) ⊂ Dα+η. Ainsi, le second facteur du produit ci-dessus est
de module majoré par 1 +
1
δ
. Le premier facteur est uniformément borné sur Dα+η. Ainsi, nous
avons montré que l’intégrande est borné, uniformément par rapport à z ∈ Dα.
Concluons avec le théorème de Lindelöf (1.16). Pour x ∈ [0; 1], nous avons
1− 1− x
reiθ
= 1− e
−iθ
δ
.
De plus,
1− ϕ(x+ reiθr(x))
1− (x+ reiθr(x)) → L.
D’après le théorème de convergence dominée, nous obtenons ﬁnalement que ϕ′(x) x∈R−−→ L lorsque
x → 1, ce qui permet d’achever la preuve du théorème. 
Remarquons que l’hypothèse ϕ(0) = 0 que nous avons prise dans notre énoncé n’est pas
essentielle : on peut toujours se ramener au cas où ϕ(0) = 0 en composant par un automorphisme
de D.
A.2.c) — Théorème de Denjoy-Wolﬀ
Dans cette partie, nous démontrons le résultat suivant, généralement attribué à Denjoy et
Wolﬀ. Précisons quelques notations : pour ϕ : D → D et n ∈ N, nous noterons
ϕ[n] = ϕ ◦ ϕ ◦ · · · ◦ ϕ︸ ︷︷ ︸
n fois
la n-ème itération de ϕ. Par ailleurs, étant donné une suite de fonctions (fn)n et une fonction f
de D → C, nous noterons
fn
CVLU−−−−→ f
lorsque la suite de fonctions (fn)n converge vers f uniformément sur tout compact.
Théorème 1.18 (Denjoy-Wolﬀ) Soit ϕ : D → D une fonction holomorphe. On suppose que
ϕ n’est pas un automorphisme elliptique. Alors, il existe un unique α ∈ D tel que ϕ[n] CVLU−−−−→ α.
On appelle alors α le point de Denjoy-Wolﬀ de ϕ.
Lorsque ϕ a un point ﬁxe dans D, ce résultat découle du lemme de Schwarz-Pick (1.12). Dans
le cas où le point base ξ est un « point ﬁxe » de ϕ, le lemme de Julia va être particulièrement
utile : si on trouve un point ﬁxe ξ ∈ T tel que d(ξ)  1, alors ϕ sera une contraction vers le point
ξ, et ξ sera alors un « point attractif » (tout comme un point ﬁxe dans D est attractif d’après
le lemme de Schwarz-Pick). Précisons d’abord ce que nous entendons par « point ﬁxe » là où ϕ
n’est pas nécessairement déﬁnie.
Déﬁnition 1.19 On dit que ξ ∈ T est un point ﬁxe de ϕ si r 
→ ϕ(rξ) admet une limite pour
r → 1− et si
lim
r→1−
ϕ(rξ) = ξ.
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Nous disposons du résultat suivant sur les points ﬁxes de ϕ au bord du disque :
Lemme 1.20 (Wolﬀ) Soit ϕ : D → D holomorphe qui n’admet pas de point ﬁxe dans D. Alors,
il existe un unique point ﬁxe ξ ∈ T de ϕ tel que d(ξ)  1.
Dans ce cas, cet unique point ﬁxe sera un point ﬁxe attracteur (d’après le lemme de Julia
1.14), et sera le point de Denjoy-Wolﬀ qui apparaîtra dans notre démonstration de ce théorème.
Démonstration : Dans un premier temps, nous allons montrer l’unicité d’un tel point. Pour
cela, supposons par l’absurde qu’il y en a deux distincts : soient α et β ∈ T deux points ﬁxes de
ϕ tels que d(α)  1 et d(β)  1. Alors, il existe k1 et k2 tels que les horocycles H1 = E(k1, α)
et H2 = E(k2, β) soient tangents en un point ω ∈ D (lemme 1.9). Comme α est un point ﬁxe
et comme d(α)  1, le lemme de Julia (1.14) dit que l’image de H1 est incluse dans H1. Ainsi,
ϕ(ω) ∈ H1. D’autre part, on peut tenir le même raisonnement avec H2, donc ϕ(ω) ∈ H2. Fina-
lement, ϕ(ω) est dans l’intersection de H1 et H2, donc ϕ(ω) = ω avec ω ∈ D. Mais alors, ϕ a un
point ﬁxe dans D. Ceci fournit la contradiction souhaitée.
Montrons maintenant l’existence. Commençons par trouver un bon candidat pour notre point
ﬁxe. Soit (rn)n ∈ (R+∗)N une suite qui tend en croissant vers 1. Pour n ∈ N, considérons
ϕn : rnD → rnD la fonction déﬁnie par ϕn = rnϕ. Pour chaque n ∈ N, la fonction ϕn est conti-
nue sur un compact convexe de C. D’après le théorème de Brouwer, il existe alors αn ∈ rnD ⊂ D
tel que ϕn(αn) = αn. Quitte à extraire, nous pouvons supposer (par compacité de D) que la
suite (αn)n converge vers un α ∈ D. Nous allons montrer que α ∈ T. Pour cela, supposons par
l’absurde que α ∈ D. Alors, en faisant tendre n → +∞ dans l’égalité ϕn(αn) = αn et en utilisant
la continuité de ϕ en α, nous avons ϕ(α) = α. Donc ϕ a un point ﬁxe dans D. Ceci est absurde.
Donc α ∈ T.
Montrons que d(α)  1. Ceci vient du fait que :
d(α)  lim inf
n→+∞
1− |ϕ(αn)|
1− |αn|
 lim inf
n→+∞
1− |αnrn |
1− |αn|
 1.
Il reste donc à prouver que α est un point ﬁxe de ϕ. Toute la diﬃculté vient du fait que
notre déﬁnition (1.19) regarde la limite radiale de ϕ en α, mais la suite (αn)n ne tend pas
nécessairement vers α radialement. Fixons z ∈ D et appliquons le lemme de Schwarz-Pick (1.12)
à la fonction ϕn et aux points z et αn (où αn est un point ﬁxe de ϕn). On poursuit ensuite le
calcul d’une façon similaire au lemme de Julia (1.14) et on obtient :
∣∣∣∣ ϕn(z)− αn1− αnϕn(z)
∣∣∣∣  ∣∣∣∣ z − αn1− αnz
∣∣∣∣
(1− |ϕn(z)|2)(1− |αn|2)
|1− αnϕn(z)|2 
(1− |z|2)(1− |αn|2)
|1− αnz|2
On fait ensuite tendre n → +∞, ce qui donne (car |α| = 1) :
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(1− |ϕ(z)|2)
|1− αϕ(z)|2 
(1− |z|2)
|1− αz|2
(1− |ϕ(z)|2)
|α− ϕ(z)|2 
(1− |z|2)
|α− z|2
En appliquant ceci à z = rα avec r ∈ [0; 1[, nous avons :
|α− ϕ(rα)|2  (1− |ϕ(rα)|2) |α− rα|2
1− |rα|2
 1 1− r
1 + r
On fait alors tendre r → 1−, et on obtient que lim
r→1−
ϕ(rα) = α, ce qui prouve que α est un
point ﬁxe de ϕ. Ceci clôt la preuve du lemme de Wolﬀ. 
Le lemme de Wolﬀ traite le cas où ϕ n’a pas de point ﬁxe dans D. Dans le cas où ϕ a un
point ﬁxe dans D, on peut facilement montrer le résultat suivant :
Proposition 1.21 Soit ϕ : D → D qui n’est pas l’identité. Alors, ϕ a au plus un point ﬁxe dans
D.
Démonstration : Supposons que ϕ a deux points ﬁxes distincts α et β dans D. Alors, on a égalité
dans le lemme de Schwarz-Pick (1.12) puisque ρ(ϕ(α), ϕ(β)) = ρ(α, β). Donc, ϕ est un auto-
morphisme de D. Mais ϕ a deux points ﬁxes dans D, donc ϕ est l’identité, ce qui est impossible. 
Nous allons maintenant prouver le théorème de Denjoy-Wolﬀ. Pour cela, nous eﬀectuons une
disjonction de cas en traitant deux cas particuliers avant le cas général.
Démonstration : La technique générale de preuve repose sur une disjonction de cas :
— si ϕ est un automorphisme (hyperbolique ou parabolique) : en composant par une trans-
formation de Möbius adéquate, on se place sur le demi-plan supérieur Π+, et on peut alors
montrer le résultat directement ;
— si ϕ n’est pas un automorphisme et a un point ﬁxe α ∈ D, alors, d’après le lemme de
Schwarz-Pick, ϕ est une contraction (stricte) pour la distance hyperbolique et α est bien
un pojnt attractif ;
— si ϕ n’est pas un automorphisme et n’a pas de point ﬁxe dans D, alors il existe un unique
ξ ∈ T tel que d(ξ)  1 et alors ξ sera le point de Denjoy-Wolﬀ.
Cas d’un automorphisme hyperbolique On suppose dans cette partie que ϕ est un auto-
morphisme hyperbolique. On identiﬁe ϕ avec son prolongement à PC1. Notons b et c ∈ T les deux
points ﬁxes (distincts) de ϕ. On sait (proposition 1.1) qu’il existe une homographie h : D → Π+,
qui se prolonge en un automorphisme de PC1 qui envoie T sur R ∪ {∞} et tel que h(b) = 0 et
h(c) = ∞. On considère alors l’homographie ψ déﬁnie sur Π+ par ψ = h ◦ϕ ◦ h−1. On l’identiﬁe
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avec l’automorphisme de PC1 qui la prolonge. Alors, ψ est une homographie qui va de Π+ dans
lui-même, qui stabilise R ∪ {∞} et qui vériﬁe ψ(0) = 0 et ψ(∞) = ∞ (puisque b et c sont des
points ﬁxes de ϕ). Alors, ψ est une dilatation non triviale : il existe η ∈ R+∗ tel que, pour tout
z ∈ PC1, on a ψ(z) = ηz. En outre, comme ϕ n’est pas l’identité de D, ψ n’est pas l’identité de
Π+ et donc η = 1. On distingue alors deux cas. Si η > 1 (c’est-à-dire que ψ est une dilatation,
donc une « contraction à l’inﬁni ») , alors la suite des itérés ψ[n] converge uniformément vers ∞
sur tout compact de Π+ (car si K est un compact de Π+, il existe c > 0 telle que |z|  c pour
tout z ∈ K) ; et alors la suite ϕ[n] CVLU−−−−→ c. Si en revanche η < 1 (c’est-à-dire que ψ est une
contraction vers 0), alors la suite ψ[n] converge uniformément sur tout compact K de Π+ vers 0
(car tout compact de Π+ est borné) ; et alors la suite ϕ[n] CVLU−−−−→ b. Ceci prouve le résultat dans
le cas d’un automorphisme hyperbolique.
Cas d’un automorphisme parabolique On suppose ici que ϕ est un automorphisme pa-
rabolique. La preuve est relativement similaire au cas d’un automorphisme hyperbolique. Soit
c ∈ T l’unique point ﬁxe de ϕ. Il existe alors une homographie h : D → Π+ dont le prolongement
à PC1 qui envoie T sur R ∪ {∞} et tel que h(c) = ∞. Comme précédemment, nous considérons
ψ = h ◦ ϕ ◦ h−1 qui est une homographie qui va de Π+ dans lui-même, qui stabilise R ∪ {∞} et
qui vériﬁe ψ(∞) = ∞ (puisque c est un point ﬁxe de ϕ). Alors, il existe a et b des constantes
complexes telles que, pour tout z ∈ PC1, ψ(z) = az + b. Or comme ϕ est un automorphisme
parabolique, ψ admet un unique point ﬁxe dans PC1, qui est ∞. Donc a = 1 (sinon, b
a− 1 serait
un autre point ﬁxe de ψ). Donc ψ est une translation. Comme ϕ n’est pas l’identité, ψ n’est pas
non plus l’identité. Donc ψ[n] converge uniformément vers ∞ sur tous les compacts de Π+. Ceci
prouve que ϕ[n] CVLU−−−−→ c et clôt la preuve de ce cas particulier.
Cas général Pour traiter le cas général, nous allons utiliser les remarques que nous avons faites
dans la section précédente : les points ﬁxes que nous avons mis en évidence sont des candidats
naturels pour les points de Denjoy-Wolﬀ.
Nous supposons dans cette partie que ϕ n’est pas un automorphisme de D. Alors, nous avons
vu que l’un des deux cas ci-dessous échoit nécessairement :
Cas (i) la fonction ϕ admet un unique point ﬁxe dans D ;
Cas (ii) la fonction ϕ n’admet pas de point ﬁxe dans D et admet un unique point ﬁxe α ∈ T tel
que d(α)  1.
Nous allons traiter les deux cas séparément.
Cas (i) Quitte à conjuguer ϕ par un automorphisme de D, nous pouvons supposer que le
point ﬁxe de ϕ est 0. Dans ce cas, nous allons montrer que ϕ[n] CVLU−−−−→ 0 sur tout compact de D.
Pour montrer la convergence sur tout compact de D, il suﬃt de montrer qu’on a convergence
uniforme sur tout disque fermé de centre 0 inclus dans D. Soit r ∈ [0; 1[ et K le disque fermé de
centre 0 et de rayon r. Considérons la fonction Φ :
⎧⎪⎪⎨⎪⎪⎩
K → R+
z 
→
∣∣∣∣∣∣
|ϕ(z)|
|z| si z = 0
|ϕ′(0)| sinon
. La fonction
ϕ est continue sur le compact K, donc elle est bornée et atteint ses bornes. Soit z0 ∈ K tel que
Φ atteint son maximum en z0. Alors, comme ϕ n’est pas une rotation (puisque, par hypothèse,
ϕ n’est pas un automorphisme elliptique), Φ(z0) < 1. Ainsi, il existe une constante c < 1 telle
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que, pour tout z ∈ K, |ϕ(z)|  c |z|. Par récurrence immédiate, nous avons que pour tout n ∈ N,
‖ϕ[n]‖∞,K  cn r, donc ϕ[n] → 0 uniformément sur K lorsque n → +∞.
Cas (ii) Notons α l’unique point ﬁxe de ϕ sur T tel que d(α)  1.
D’abord, remarquons que la suite des itérés (ϕ[n])n admet une sous-suite qui converge unifor-
mément sur tout compact de D : comme ϕ est à valeurs dans D, la famille de fonctions
{
ϕ[n]
}
est (localement) uniformément bornée et donc est normale d’après le théorème de Montel. Re-
marquons que nous pouvons tenir le même raisonnement pour toute sous-famille de
{
ϕ[n]
}
.
Il suﬃt donc de montrer qu’une sous-suite de (ϕ[n])n qui converge localement uniformément
ne peut converger que vers α. Nous allons procéder en deux temps : d’abord, nous montrerons que
cette sous-suite converge vers une fonction constante ; ensuite que cette fonction constante vaut α.
Soit λ une extraction telle que la suite (ϕ[λ(k)])k converge localement uniformément vers
une fonction ρ. Supposons que ρ n’est pas une fonction constante. Alors, nous allons montrer
que ϕ est un automorphisme de D en jouant sur des extractions successives. Soit η déﬁnie par
η(k) = λ(k + 1) − λ(k) (remarquons que η n’est pas nécessairement une extraction). Il existe
une extraction μ et une fonction holomorphe ς telles que ϕ[η◦μ(j)] CVLU−−−−→ ς pour j → +∞. Mais
on a toujours ϕ[λ◦μ(j)] CVLU−−−−→ ρ. De plus, pour tout j ∈ N, on a ϕ[η◦μ(j)] ◦ ϕ[λ◦μ(j)] = ϕ[λ(μ(j)+1)].
En passant à la limite pour j → +∞, nous obtenons que ρ = ς ◦ ρ. Ainsi, ς et Id coïncident
sur l’image de ρ, qui contient au moins deux points distincts, puisque ρ n’est pas constante.
Alors, ς est une fonction holomorphe de D dans D qui a au moins deux points ﬁxes, donc
ς est l’identité de D (d’après la proposition 1.21). Considérons alors une extraction ν et une
fonction τ telles que, lorsque m → +∞, ϕ[η◦μ◦ν(m)−1] → τ . Mais alors, pour tout m ∈ N,
ϕ[η◦μ◦ν(m)] = ϕ[η◦μ◦ν(m)−1] ◦ ϕ = ϕ ◦ ϕ[η◦μ◦ν(m)−1]. En faisant tendre m → +∞, nous obtenons
que Id = τ ◦ ϕ = ϕ ◦ τ . Ceci prouve que ϕ est un automorphisme de D.
Soit λ une extraction et ρ : D → D holomorphe telles que ϕ[λ(k)] → ρ pour k → +∞. Comme
ϕ n’est pas un automorphisme de D, le point précédent nous montre que ρ est une fonction
constante égale à ω. Il suﬃt donc de montrer que ω = α. Soit k ∈ R+∗. Soit Hk l’horocycle
E(k, α). Comme α est un point ﬁxe de T tel que d(α)  1, le lemme de Julia (1.14) nous dit que
Hk est stable par ϕ. Soit z ∈ D∩Hk. Alors, ω est la limite de la suite (ϕ[n](z))n, qui est à valeurs
dans Hk. Donc ω ∈ Hk. Ceci valant pour tout k ∈ R+∗, nous obtenons que ω ∈
⋂
k∈R+∗
Hk = {α}.
Donc, ω = α. Ceci achève la preuve du cas (ii) et donc la preuve du théorème de Denjoy-Wolﬀ. 
A.3 — Théorème de Koenigs
Nous présentons ici un théorème généralement attribué à Koenigs ([43]). Ce théorème concerne
les solutions de l’équation de Schröder (appelée ainsi suite aux travaux de Schröder dans [60]).
Plus précisément, pour un symbole ϕ : D → D holomorphe (implicitement ﬁxé) et un paramètre
β ∈ C, l’équation de Schröder de paramètre β est l’équation fonctionnelle
Σ ◦ ϕ = β × Σ (Eβ)
d’inconnue la fonction holomorphe Σ : D → C.
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Dans la suite, et sauf mention explicite du contraire, ϕ désignera une fonction holomorphe
de D dans lui-même. Nous supposerons en outre que ϕ admet un point ﬁxe α ∈ D et que
0 <
∣∣ϕ′(α)∣∣ < 1. Dans un premier temps (pour simpliﬁer la preuve), nous supposerons en outre
que α = 0.
Commençons par préciser une convention.
Déﬁnition 1.22 Soit ϕ : D → D une fonction holomorphe qui admet un point ﬁxe α ∈ D. On
suppose que 0 <
∣∣ϕ′(α)∣∣ < 1. Soit β ∈ C. On dit que l’équation de Schröder (Eβ) de paramètre β
admet une solution s’il existe une fonction Σ : D → C holomorphe, non identiquement nulle et
telle que
∀z ∈ D, Σ ◦ ϕ(z) = β Σ(z).
Par convention, la fonction identiquement nulle n’est pas une solution de l’équation de Schrö-
der.
Nous pouvons maintenant énoncer le résultat principal de cette partie : le théorème de Koenigs
est un résultat portant sur l’existence et l’unicité des solutions de l’équation de Schröder. La dé-
monstration de ce résultat, que nous reproduisons ici par souci d’exhaustivité, suit les démarches
de preuve que l’on peut trouver dans la thèse de Schwartz ([62], pp. 72–76) ou dans le livre de
Carleson et Gamelin ([19], pp. 31–32).
Théorème 1.23 (Koenigs) Soit ϕ : D → D une fonction holomorphe. On suppose que ϕ(0) = 0
et que 0 <
∣∣ϕ′(0)∣∣ < 1. Notons, pour tout n ∈ N,
λn =
(
ϕ′(0)
)n
.
Notons également λ = λ1 = ϕ′(0).
Alors,
(i) l’équation (Eβ) admet une solution si et seulement s’il existe n ∈ N tel que β = λn ;
(ii) si l’équation (Eβ) admet une solution, celle-ci est unique à multiplication par une constante
non nulle près ;
(iii) la fonction ς : D → C déﬁnie par
ς(z) = lim
n→+∞
ϕ[n](z)
λn
(♠)
est l’unique solution de (Eλ) telle que ς ′(0) = 1 ;
(iv) pour tout n ∈ N, ςn est une solution de (Eλn).
Remarquons que si ϕ vériﬁe les hypothèses du théorème, alors 0 est le point de Denjoy-Wolﬀ
de ϕ : en eﬀet, 0 est un point ﬁxe de D et, comme
∣∣ϕ′(0)∣∣ < 1, ϕ n’est pas une rotation (et donc
ϕ n’est pas non plus un automorphisme elliptique).
Démonstration : Pour prouver ce théorème, nous procédons en plusieurs étapes. D’abord,
nous montrons que l’équation (♠) déﬁnit bien une fonction holomorphe sur D telle que ς ′(0) = 1.
Ensuite, nous raisonnons par analyse-synthèse pour déterminer toutes les solutions de l’équation
de Schröder.
40 Chapitre 1er — Fonctions holomorphes sur D
Première étape : Nous montrons que l’équation (♠) déﬁnit une fonction holomorphe sur D
telle que ς ′(0) = 1. Pour k ∈ N et z ∈ D, nous posons
ςk(z) =
ϕ[k](z)
λk
.
Convergence uniforme sur un compact : Nous commençons par montrer qu’il existe
δ > 0 tel que la suite (ςk)k converge uniformément sur le compact K = D(0; δ).
Soit δ′ ∈]0; 1[. Comme ϕ(0) = 0 et ϕ′(0) = λ, il existe C > 0 tel que,
∀ |z|  δ′, |ϕ(z)− λz|  C |z|2 .
Alors,
∀ |z|  δ′, |ϕ(z)|  (|λ|+ Cδ′) |z| . (♦)
Un raisonnement similaire à celui des lignes précédentes permet d’uniformiser la constante C
par rapport au paramètre δ′ :
∀ 0 < δ  δ′, ∀ |z|  δ, |ϕ(z)|  (|λ|+ Cδ) |z| .
En eﬀectuant un raisonnement par récurrence, on peut étendre ce contrôle aux itérés de ϕ :
∀ 0 < δ  δ′, ∀ k ∈ N∗, ∀ |z|  δ,
∣∣∣ϕ[k](z)∣∣∣  (|λ|+ Cδ)k |z| . (♥)
Fixons δ ∈]0; δ′[. Soit z ∈ D(0; δ). Soit n  1. D’après les inégalités précédentes
|ςn+1(z)− ςn(z)| =
∣∣∣∣∣ϕ[n+1](z)λn+1 − ϕ
[n](z)
λn
∣∣∣∣∣
=
1
|λ|n+1
∣∣∣ϕ(ϕ[n](z))− λϕ[n](z)∣∣∣
︸︷︷︸
d’après (♦)
1
|λ|n+1 × C
∣∣∣ϕ[n](z)∣∣∣2
︸︷︷︸
d’après (♥)
C
|λ|n+1 [(|λ|+ Cδ)
n |z|]2
 C δ
2
|λ| ×
(
(|λ|+ Cδ)2
|λ|
)n
.
Comme lim
δ→0
(|λ|+ Cδ)2
|λ| = |λ| < 1, on peut supposer (quitte à diminuer δ) que
(|λ|+ Cδ)2
|λ| <
1.
Considérons alors le compact K = D(0; δ) et notons ‖·‖∞,K la norme de la convergence
uniforme sur K. Les calculs qui précèdent montrent que,
∀n  1, ‖ςn+1 − ςn‖∞,K 
C δ2
|λ| ×
(
(|λ|+ Cδ)2
|λ|
)n
.
Ainsi, la série
∑
n0
(ςn+1 − ςn) converge normalement dans l’espace de Banach
(
C(K), ‖·‖∞,K
)
.
En particulier, (ςn)n converge uniformément sur K.
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Extension au disque unité Nous montrons maintenant que la suite (ςn)n converge point
par point.
Soit z ∈ D. D’après le théorème de Denjoy-Wolﬀ (1.18), ϕ[n](z) n→+∞−−−−−→ 0 (puisque 0 est le
point de Denjoy-Wolﬀ de ϕ). Ainsi, il existe n0 ∈ N tel que ϕ[n0](z) ∈ K. Alors, ς(ϕ[n0](z)) est
bien déﬁni et
ς(ϕ[n0](z))
λn0
= lim
n→+∞
ϕ[n](ϕ[n0](z))
λn0 × λn = limn→+∞
ϕ[n+n0](z)
λn+n0
.
En particulier, la suite (ςk(z))k converge, ce qui prouve que ς(z) est bien déﬁnie. Le raisonnement
ci-dessus permet en outre d’établir les égalités suivantes :
∀z ∈ D, ∀n, k ∈ N, ςn+k(z) = ςk(ϕ
[n](z))
λn
,
∀z ∈ D, ∀n ∈ N, ς(z) = ς(ϕ
[n](z))
λn
.
Convergence uniforme sur tout compact Nous savons déjà qu’il existe δ > 0 tel que
ςn → ς uniformément sur le compact K = D(0; δ). Nous montrons maintenant que ςn CVLU−−−−→ ς.
Soit L un compact de D. Nous montrons que ςn → ς uniformément sur L. D’après le théorème
de Denjoy-Wolﬀ (1.18), ϕ[n] → 0 uniformément sur L. En particulier, il existe n0 ∈ N tel que, pour
tout n  n0, ϕ[n](L) ⊂ K (rappellons que K est un compact de D tel que ςn → ς uniformément
sur K). Soit n  n0. Soit z ∈ L.
|ςn(z)− ς(z)| =
∣∣∣∣∣ ςn−n0(ϕ[n0](z))λn0 − ς(ϕ[n0](z))λn0
∣∣∣∣∣
=
1
λn0
∣∣∣ςn−n0(ϕ[n0](z))− ς(ϕ[n0](z))∣∣∣
 1
λn0
‖ςn−n0 − ς‖∞,K .
Ainsi, pour tout n  n0,
‖ςn − ς‖∞,L 
1
λn0
‖ςn−n0 − ς‖∞,K .
Comme ςn → ς uniformément sur K, nous avons bien montré que ςn → ς uniformément sur L.
Holomorphie et dérivée en 0 Nous terminons en montrant que ς est holomorphe, et que
ς ′(0) = 1.
D’après le théorème de Weierstrass (1.26), nous savons que ς est holomorphe et que
ς ′(0) = lim
n→+∞ ς
′
n(0).
Comme ϕ est holomorphe et vériﬁe ϕ(0) = 0, nous pouvons vériﬁer que, pour tout n ∈ N,
(ϕ[n])′(0) = (ϕ′(0))n. Ainsi, pour tout n ∈ N, ς ′n(0) = 1, et donc ς ′(0) = 1.
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Deuxième étape : Analyse Soit β ∈ C tel que l’équation (Eβ) admette une solution. Soit η
une solution de (Eβ). Nous eﬀectuons une disjonction de cas portant sur le paramètre β.
Premier cas Supposons que β = 1. Nous montrons alors que η est une fonction constante.
Pour β = 1, l’équation de Schröder devient
∀z ∈ D, η ◦ ϕ(z) = η(z).
Fixons z ∈ D. D’après ce qui précède, pour tout entier n ∈ N∗, η(ϕ[n](z)) = η(z). D’après le
théorème de Denjoy-Wolﬀ (1.18), ϕ[n](z) n→+∞−−−−−→ 0. En particulier, nous avons
lim
n→+∞ η(ϕ
[n](z)) = η(z) = η(0).
Ceci valant pour tout z ∈ D, nous avons montré que η est une fonction constante.
Second cas Supposons que β = 1. En évaluant en 0 l’équation de Schröder (Eβ), nous
avons
η(ϕ(0)) = βη(0).
Comme ϕ(0) = 0, nous en déduisons que η(0) = 0. Notons m ∈ N∗ l’ordre de 0 comme zéro de
η. Il existe une fonction holomorphe θ : D → C telle que{ ∀z ∈ D, η(z) = zmθ(z)
θ(0) = 0.
On a alors, pour tout z ∈ D,
ϕ(z)m θ(ϕ(z)) = βzmθ(z) ()
En particulier, pour tout z ∈ D tel que z = 0,[
ϕ(z)
z
]m
× θ(ϕ(z)) = βθ(z).
En faisant tendre z → 0, nous obtenons
λmθ(0) = βθ(0).
Comme θ(0) = 0, nous avons que β = λm. Il nous reste maintenant à prouver que η est égale à
ςm, à une constante multiplicative près. Nous utilisons pour cela le résultat suivant :
Lemme 1.24 Pour tout k ∈ N∗, pour tout z ∈ D,(
ϕ[k](z)
)m × θ (ϕ[k](z)) = λkmη(z).
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Démonstration : Nous prouvons ce lemme par récurrence sur k. Pour k = 1, comme nous
savons que β = λm, le résultat est exactement l’équation () ci-dessus.
Montrons maintenant l’hérédité. Soit k ∈ N∗ tel que, pour tout z ∈ D,(
ϕ[k](z)
)m × θ (ϕ[k](z)) = λkmη(z).
Soit z ∈ D. En appliquant l’égalité précédente à ϕ(z), il vient
(
ϕ[k+1](z)
)m × θ (ϕ[k+1](z)) = λkmη(ϕ(z))
= λkm × λm η(z)
= λ(k+1)mη(z),
ce qui achève la preuve du lemme. 
Fixons z ∈ D. D’après le lemme ci-dessus, pour tout k ∈ N∗,[
ϕ[k](z)
λk
]m
× θ(ϕ[k](z)) = η(z).
On fait alors tendre k → +∞. D’après le théorème de Denjoy-Wolﬀ (1.18), ϕ[k](z) → 0. De plus,
d’après la première étape de cette preuve,
ϕ[k](z)
λk
→ ς(z). Nous obtenons ﬁnalement
ς(z)m × θ(0) = η(z).
Ceci valant pour tout z ∈ D, nous avons bien que η = θ(0)× ςm, avec θ(0) = 0.
Troisième étape : Synthèse D’après les étapes précédentes de la preuve, il suﬃt de vériﬁer
que, pour tout n ∈ N∗, ςn est solution de l’équation de Schröder (Eλn) pour le paramètre λn.
Nous vériﬁons d’abord que ς est solution de (Eλ). Nous savons déjà que ς est une fonction
holomorphe non identiquement nulle. Fixons z ∈ D. Alors,
ς(ϕ(z)) = lim
n→+∞
ϕ[n](ϕ(z))
λn
= λ lim
n→+∞
ϕ[n+1](z)
λn+1
= λ ς(z).
Ceci valant pour tout z ∈ D, nous avons bien vériﬁé que ς est solution de (Eλ).
Soit n ∈ N∗. En élevant l’égalité ci-dessus à la puissance n-ème, nous vériﬁons directement que
ςn est solution de l’équation de Schröder (Eλn) pour le paramètre λn. Ceci achève la preuve du
théorème de Koenigs. 
Le théorème de Koenigs peut s’étendre aux fonctions dont le point de Denjoy-Wolﬀ est un
point α ∈ D qui n’est pas nécessairement 0.
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Corollaire 1.25 Soit ϕ : D → D une fonction holomorphe. On suppose qu’il existe α ∈ D tel
que ϕ(α) = α, et que 0 <
∣∣ϕ′(α)∣∣ < 1. Notons, pour tout n ∈ N,
λn =
(
ϕ′(α)
)n
.
Notons également λ = λ1 = ϕ′(α).
Soit ψ l’automorphisme de D déﬁni par ψ(z) =
α− z
1− αz .
Alors,
(i) l’équation (Eβ) admet une solution si et seulement s’il existe n ∈ N tel que β = λn ;
(ii) si l’équation (Eβ) admet une solution, celle-ci est unique à multiplication par une constante
non nulle près ;
(iii) la fonction ς : D → C déﬁnie par
ς(z) = lim
n→+∞
ψ
(
ϕ[n](z)
)
λn
est l’unique solution de (Eλ) telle que ς ′(α) = 1 ;
(iv) pour tout n ∈ N, ςn est une solution de (Eλn).
Démonstration : La fonction ψ est un automorphisme de D qui est son propre inverse. Elle
échange en outre 0 et α. Elle vériﬁe en particulier que
ψ′(0)× ψ′(α) = 1.
Notons ϕ˜ : D → C la fonction holomorphe déﬁnie par ϕ˜ = ψ ◦ ϕ ◦ ψ. On vériﬁe directement
que ϕ˜(0) = 0 et que ϕ˜′(0) = ϕ′(α). Pour β ∈ C, on notera (Eβ) l’équation de Schröder pour le
symbole ϕ et (E˜β) l’équation de Schröder pour le symbole ϕ˜. Enﬁn, pour une fonction τ : D → C
holomorphe, on note τ̂ : D → C la fonction holomorphe déﬁnie par τ̂ = τ ◦ ψ. On vériﬁe alors
que, pour toute fonction τ : D → C holomorphe, τ est solution de (Eβ) si et seulement si τ̂ est
solution de (E˜β) :
τ ◦ ϕ = λ τ ⇐⇒ τ ◦ ψ ◦ ϕ˜ ◦ ψ = λτ
⇐⇒ (τ ◦ ψ) ◦ ϕ˜ = λ(τ ◦ ψ)
⇐⇒ τ̂ ◦ ϕ˜ = λτ̂ .
Or, ϕ˜ vériﬁe bien les hypothèses du théorème de Koenigs 1.23. En appliquant ce théorème
à ϕ˜, nous avons bien le résultat que nous souhaitons. Il reste juste à déterminer la fonction ς
(c’est-à-dire l’unique solution de (Eβ) telle que ς ′(α) = 0). D’après ce qui précède, ς̂ est l’unique
solution de (E˜β) telle que ς̂ ′(0) = 0. Alors, pour tout z ∈ D,
ς̂(z) = lim
n→+∞
ϕ˜[n](z)
λn
ς (ψ(z)) = lim
n→+∞
ψ ◦ ϕ[n] ◦ ψ(z)
λn
Comme ψ est un automorphisme de D, nous obtenons bien
ς(z) = lim
n→+∞
ψ
(
ϕ[n](z)
)
λn
,
ce qui achève la preuve. 
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B) Espaces de fonctions holomorphes
Dans cette partie, nous décrivons diﬀérents types d’espaces de fonctions holomorphes sur ledisque unité. Nous commençons à nous intéresser aux espaces généraux (à savoir, l’espace
de Fréchet des fonctions holomorphes sur D, ainsi que les espaces de Banach de fonctions ho-
lomorphes). Ensuite, nous détaillons l’étude d’autres familles d’espaces de Hilbert de fonctions
holomorphes, en commençant d’abord par les espaces de Dirichlet pondérés (qui généralisent les
espaces de Dirichlet, de Hardy et de Bergman par exemple). Nous décrivons ensuite rapidement
les espaces de Bergman pondérés, ainsi que les espaces de Hardy pondérés. Enﬁn, nous ﬁnissons
par une rapide présentation d’espaces de fonctions holomorphes à valeurs vectorielles.
B.1 — Espaces de Fréchet et de Banach de fonctions holomorphes sur le disque
unité
Commençons par quelques observations sur l’espace des fonctions holomorphes sur D. Nous
noterons Hol(D) le C-espace vectoriel des fonctions holomorphes sur D et à valeurs dans C. Nous
munissons Hol(D) de la topologie de la convergence uniforme sur tout compact. Pour f ∈ Hol(D)
et K ⊂ D compact, nous notons
‖f‖∞,K = sup
z∈K
|f(z)| .
On dit alors qu’une suite de fonctions (fn)n ∈ Hol(D)N converge uniformément sur tout compact
(ou converge localement uniformément) vers f ∈ Hol(D) lorsque, pour tout compact K ⊂ C,
‖fn − f‖∞, K n→+∞−−−−−→ 0.
On note alors fn
CVLU−−−−→ f .
La topologie de la convergence uniforme sur tout compact est métrisable. Pour n ∈ N∗, notons
Dn ⊂ D le disque fermé de centre 0 et de rayon rn = 1 − 1
n
. Alors, la distance d déﬁnie sur
Hol(D) par
d(f, g) =
∑
n∈N∗
2−nmin (1, ‖f − g‖∞,Dn)
induit sur Hol(D) la topologie de la convergence uniforme sur tout compact. Dans la suite, et
sauf mention explicite du contraire, nous considérerons que Hol(D) est muni de cette distance.
Rappelons également un résultat dû à Weierstrass. Une preuve de ce résultat peut par exemple
être trouvée dans le livre de Rudin ([57], théorème 10.28).
Théorème 1.26 (Weierstrass) Soit (fn)n ∈ Hol(D)N une suite de fonctions holomorphes sur
D et f : D → C continue telle que fn CVLU−−−−→ f .
Alors f ∈ Hol(D) et, pour tout k ∈ N, f (k)n CVLU−−−−→ f (k).
Une conséquence importante de ce théorème est le résultat suivant :
Théorème 1.27 La distance d sur Hol(D) est complète. En particulier, (Hol(D), d) est un espace
de Fréchet.
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Rappelons que les espaces de Fréchet peuvent être vus comme des espaces généralisant les
espaces de Banach. En particulier, la complétude permet d’étendre aux espaces de Fréchet les
théorèmes de l’application ouverte, ou encore du graphe fermé. Une présentation plus générale
des espaces de Fréchet peut par exemple être trouvée dans les chapitres 1 et 2 du livre de Rudin
([56]),
Nous nous intéressons maintenant aux espaces de Banach de fonctions holomorphes dont la
norme est compatible avec la convergence uniforme sur tout compact. On peut obtenir une
caractérisation de tels espaces en étudiant la continuité des évaluations en un point.
Proposition et déﬁnition 1.28 Soit X ⊂ Hol(D) un espace de Banach de fonctions holo-
morphes. Pour tout ω ∈ D, on note
δω :
{ X → C
f 
→ f(ω)
l’application linéaire qui correspond à l’évaluation en ω.
Sont équivalentes :
(i) pour tout ω ∈ D, δω est continue ;
(ii) l’inclusion ι : X → Hol(D) est continue.
Lorsque ces conditions sont vériﬁées, on dit que X s’injecte continûment dans Hol(D), et on
note X ↪→ Hol(D).
Démonstration : Le sens (ii) ⇒ (i) vient directement du fait que, quel que soit ω ∈ D,
l’application linéaire δω : Hol(D) → C déﬁnie par δω(f) = f(ω) est continue (car la convergence
uniforme sur tout compact implique la convergence ponctuelle).
Montrons maintenant l’implication (i) ⇒ (ii). Soit K un compact de D. Considérons l’espace
de Banach (C(K), ‖ · ‖∞,K) des fonctions de K dans C qui sont continues ainsi que l’application
R :
{ X → C(K)
f 
→ f|K .
Nous savons que, pour tout ω ∈ K, l’application f 
→ f(ω) ∈ L(C(K); C) est continue. Pour
prouver l’implication souhaitée, il suﬃt alors de montrer que R est un opérateur continu. Nous
allons le montrer grâce au théorème du graphe fermé.
Soient (fn)n une suite de fonctions dans X , et deux fonctions g ∈ X et h ∈ C(K) telles que
fn|K → g dans X et fn → h dans C(K). Nous voulons montrer que h = g|K . Soit ω ∈ K. Comme
l’évaluation en ω est continue sur X , nous savons que fn(ω) → g(ω). D’autre part, la convergence
uniforme implique la convergence ponctuelle, ce qui signiﬁe que fn(ω) → h(ω). Ainsi, pour tout
ω ∈ K, g(ω) = h(ω), ce qui achève la preuve. 
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Cas des espaces de Hilbert : noyaux reproduisants
Dans le cas particulier où l’espace X ↪→ Hol(D) est muni d’une structure hilbertienne, on
peut en outre considérer la notion de noyaux reproduisants.
Déﬁnition 1.29 Soit H ↪→ Hol(D) un espace de Hilbert de fonctions holomorphes pour le pro-
duit hilbertien 〈· , ·〉. On dit que H est à noyaux reproduisants s’il existe une famille (Kω)ω∈D
d’applications linéaires continues de H → C telles que
∀ω ∈ D, ∀f ∈ H, 〈f, Kω〉 = f(ω).
Proposition 1.30 Si l’inclusion H ↪→ Hol(D), alors H est un espace à noyaux reproduisants.
Démonstration : Le résultat découle du fait que les évaluations ponctuelles sont continues
(proposition 1.28) et du théorème de représentation de Riesz. 
B.2 — Espaces de Dirichlet pondérés
Nous nous intéressons ici à un cas particulier d’espaces de Hilbert de fonctions holomorphes
continûment inclus dans Hol(D) : il s’agit des espaces de Dirichlet généralisés.
Déﬁnition 1.31 Soit w : [0; 1[→ R+∗ une fonction telle que r 
→ r w(r) ∈ L1([0; 1[). L’espace
Dw est l’ensemble des fonctions f holomorphes sur D et telles que la quantité∫
D
∣∣f ′(z)∣∣2w(|z|)dA(z)
π
est ﬁnie.
L’hypothèse portant sur la fonction w sera justiﬁée a posteriori par la proposition 1.35. Re-
marquons qu’elle est nécessairement satisfaite dans le cas où w est bornée.
Avant de détailler l’étude de ces espaces, mentionnons quelques exemples : pour w : r 
→ 1,
Dw est l’espace de Dirichlet ; pour w : r 
→ 1 − r ou w : r 
→ 1 − r2, on retrouve (à norme
équivalente près) l’espace de Hardy du disque H2(D). Ces espaces « usuels » seront décrits plus
en détail et spéciﬁquement après l’étude générale des espaces Dw.
Ces espaces peuvent être munis d’un produit hermitien.
Déﬁnition et proposition 1.32 Soit w : [0; 1[→ R+∗ une fonction telle que r 
→ r w(r) ∈
L1([0; 1[). On déﬁnit sur Dw une application
〈·, ·〉Dw :
⎧⎪⎨⎪⎩
Dw ×Dw → C
(f, g) 
→ f(0)g(0) +
∫
D
f ′(z)g′(z)w(|z|) dA(z)
π
.
Cette application munit Dw d’une structure d’espace préhilbertien.
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Lorsqu’il n’y a pas d’ambiguïté, on notera simplement 〈·, ·〉 pour 〈·, ·〉Dw .
Nous étudions maintenant les cas où un espace de Dirichlet pondéré peut être inclus dans un
autre.
Proposition 1.33 Soient v, w : [0; 1[→ R+∗ telles que r 
→ rv(r) et r 
→ rw(r) ∈ L1([0; 1[). On
suppose qu’il existe M > 0 tel que, pour presque tout r ∈ [0; 1[,
w(r) Mv(r).
Alors, Dv ⊂ Dw et l’inclusion Dv ↪→ Dw est continue.
Démonstration : Il suﬃt de montrer qu’il existe A > 0 tel que, pour toute f ∈ Dv, nous avons
f ∈ Dw et
‖f‖2Dw  A ‖f‖2Dv .
Fixons f ∈ Dw. Pour presque tout z ∈ D,∣∣f ′(z)∣∣2 w(r) M ∣∣f ′(z)∣∣2 v(r).
Par croissance de l’intégrale, nous obtenons∫
D
∣∣f ′(z)∣∣2w(r) dr M ∫
D
∣∣f ′(z)∣∣2w(r) dr
En ajoutant
∣∣f ′(0)∣∣2 de chaque côté, et en prenant une constante A > 0 tel que A  1 et A M ,
nous avons ﬁnalement
‖f‖2Dw  A ‖f‖2Dv ,
ce qui termine la preuve. 
En particulier, nous avons le corollaire suivant :
Corollaire 1.34 Soit w : [0; 1[→ R+∗ une fonction telle que r 
→ r w(r) ∈ L1([0; 1[). Soit
α : [0; 1[→ R+∗ telle qu’il existe m et M ∈ R+∗ vériﬁant, pour presque-tout r ∈ [0; 1[, 0 < m 
α(r) M < +∞.
Alors, les espaces vectoriels Dw et Dαw sont identiques, et les normes ‖ · ‖w et ‖ · ‖αw sont
équivalentes sur ces espaces.
Démonstration : On raisonne par double inclusion, en appliquant deux fois la proposition 1.33
précédente. 
Une propriété remarquable du produit hermitien sur Dw est de se décrire sous une autre
façon qui fait intervenir les coeﬃcients de Taylor des fonctions en question.
Proposition 1.35 Soit w : [0; 1[→ R+∗ une fonction telle que r 
→ r w(r) ∈ L1([0; 1[). Soient
f =
∑
n0
anz
n et g =
∑
n0
bnz
n deux fonctions de Dw.
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Pour n ∈ N∗, déﬁnissons wn = 2n2
∫ 1
0
r2n−1w(r) dr. Posons également w0 = 1.
Alors,
〈f, g〉Dw =
∑
n0
wn anbn.
Démonstration : Commençons par remarquer que les théorèmes de Fubini et Fubini-Tonelli per-
mettent de justiﬁer rigoureusement la validité des calculs (formels) suivants. Soit f =
∑
n∈N
an z
n ∈
Dw. Alors,
‖f‖2Dw = |f(0)|2 +
∫
D
(∑
n1
nanz
n−1
)(∑
m1
mam z
m−1
)
w(|z|) dA(z)
π
= |f(0)|2 +
∑
m,n1
∫
D
nanz
n−1mam zm−1w(|z|) dA(z)
π
= |f(0)|2 +
∑
m,n1
∫ 1
0
nman am r
n+m−2w(r)
(
1
π
∫ 2π
0
ei(n−m)θ dθ
)
r dr
= |f(0)|2 +
∑
n1
∫ 1
0
n2 |an|2 r2n−2w(r) 2r dr
= |f(0)|2 +
∑
n1
|an|2 2n2
∫ 1
0
r2n−1w(r) dr
Ceci achève la preuve. 
Notons en particulier le corollaire suivant.
Corollaire 1.36 Soit w : [0; 1[→ R+∗ une fonction bornée. Soit (wn)n la suite de coeﬃcients
donnée par la proposition 1.35. Alors, il existe M ∈ R+∗ tel que, pour tout n ∈ N∗,
‖en‖2Dw = wn M n.
Démonstration : Soit A ∈ R+∗ un majorant de w. Il découle alors directement de la proposition
précédente que wn  2n2A
∫ 1
0
r2n−1 dr = nA pour n ∈ N∗. Ceci fournit le résultat souhaité. 
Corollaire 1.37 Soit w : [0; 1[→ R+∗ une fonction telle que r 
→ r w(r) ∈ L1([0; 1[). On suppose
que, pour tout q ∈]0; 1], la suite
(
qn
wn
)
n∈N
est bornée. Alors, l’espace
(Dw, 〈· ·〉Dw) est un espace
de Hilbert.
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Démonstration : Soit (wn)n la suite de coeﬃcients donnée par la proposition 1.35. D’après la
proposition 1.35, l’application linéaire
U :
⎧⎨⎩ Dw → 
2(N, w)
f =
∑
n0
anz
n 
→ (an)n
est une isométrie.
Nous montrons maintenant que U est un isomorphisme. Comme nous savons déjà que U est
une isométrie, il suﬃt de montrer que U est surjectif. Soit (an)n ∈ 2(N, w). Cela signiﬁe que la
série
∑
n0
|an|2wn converge. Or, nous savons que wn = O
n→+∞ (n). Pour tout q ∈ [0; 1[, considérons
la série
∑
n0
|an| qn. Pour tout n ∈ N,
|an| qn 
(
1 + |an|2
)
qn  qn + |an|2 wn q
n
wn
,
et donc la série
∑
n0
|an| qn converge. Ceci prouve que la série entière
∑
n0
anz
n a un rayon de
convergence supérieur à 1. En notant alors f =
∑
n0
anz
n, on vériﬁe directement que f ∈ Dw et
que U(f) = (an)n.
Comme U est un isomorphisme isométrique, et comme 2(N, w) est un espace de Hilbert,
nous avons bien montré que Dw est un espace de Hilbert. 
La description du produit hermitien qui fait intervenir les coeﬃcients de Taylor permet de
démontrer un grand nombre de propriétés essentielles des espaces de Dirichlet pondérés.
Proposition 1.38 Soit w : [0; 1[→ R+∗ une fonction telle que r 
→ r w(r) ∈ L1([0; 1[). On
suppose que, pour tout q ∈]0; 1], la suite
(
qn
wn
)
n∈N
est bornée. Alors, C[z] est dense dans l’espace
Dw.
Démonstration : Soit f =
∑
n0
anz
n ∈ Dw. Pour N ∈ N, on considère PN (f) =
N∑
n=0
anz
n ∈ C[z].
On a alors, pour tout N ∈ N, ‖f − PN (f)‖2Dw =
∑
nN+1
|an|2wn, ce qui prouve que PN (f) → f
dans Dw lorsque N → +∞ et montre le résultat souhaité. 
Rappelons que pour ω ∈ D, nous notons δω : Dw → C la forme linéaire (non nécessairement
continue) correspondant à l’évaluation en ω. L’étude de ces formes linéaires (et, en particulier,
de leur continuité) nous permettra d’établir la continuité de l’inclusion Dw ⊂ Hol(D).
Proposition 1.39 Soit w : [0; 1[→ R+∗ une fonction telle que r 
→ r w(r) ∈ L1([0; 1[). On sup-
pose que, pour tout q ∈]0; 1], la suite
(
qn
wn
)
n∈N
est bornée. Alors, l’évaluation en 0 est continue
et ‖δ0‖ = 1.
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Démonstration : Il découle directement de l’expression de la norme hilbertienne sur Dw que
δ0 est continue et que ‖δ0‖  1. On montre ensuite aisément que ‖δ0‖ = 1 grâce à la fonction
constante et égale à 1. 
Proposition 1.40 Soit w : [0; 1[→ R+∗ une fonction telle que r 
→ r w(r) ∈ L1([0; 1[). Soit
(wn)n la suite de coeﬃcients associée à w (elle est donnée par la proposition 1.35). On suppose
que, pour tout q ∈]0; 1], la suite
(
qn
wn
)
n∈N
est bornée. Soit ω ∈ D.
Alors, la forme linéaire δω est continue et ‖δw‖ =
√√√√∑
n0
|ω|2n
wn
.
Démonstration : Comme la série
∑
n0
|ω|2n
wn
converge, nous avons Kω =
∑
n0
ωn
wn
zn ∈ Dw. Un
calcul direct montre alors que, pour tout f ∈ Dw, f(ω) = 〈f , Kω〉. Ainsi, l’évaluation en ω est
une forme linéaire continue et ‖δω‖ = ‖Kω‖. 
La preuve de ce résultat donne une caractérisation des noyaux reproduisants sur les espaces
Dw.
Proposition 1.41 Soit w : [0; 1[→ R+∗ une fonction telle que r 
→ r w(r) ∈ L1([0; 1[). Soit
(wn)n la suite de coeﬃcients associée à w (elle est donnée par la proposition 1.35). On suppose
que, pour tout q ∈]0; 1], la suite
(
qn
wn
)
n∈N
est bornée. Pour ω ∈ D, on déﬁnit une fonction
Kω : D → C par
∀z ∈ D, Kω(z) =
∑
n0
ωn
wn
zn.
Alors, pour tout ω ∈ D, Kω ∈ Dw. De plus, (Kω)ω∈D est un noyau reproduisant sur Dw.
En particulier, l’inclusion Dw ↪→ Hol(D) est alors continue.
Démonstration : La preuve est similaire à celle de la proposition 1.40. 
Notons les cas particuliers suivants :
Lemme 1.42 Soient α ∈ R+ et w : r 
→ (1 − r2)α. Alors, les coeﬃcients (wn)n donnés par la
proposition 1.35 qui décrivent le produit hermitien sur Dw sont bien tels que la série
∑
n0
|ω|2n
wn
converge pour tout ω ∈ D.
En particulier, l’inclusion Dw ↪→ Hol(D) est alors continue.
Ce cas particulier est traité spéciﬁquement et avec plus de détail ci-après : il s’agit du cas
des espaces Dα. Pour l’instant, nous poursuivons notre étude des espaces Dw.
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Corollaire 1.43 On suppose que w : [0; 1[→ R+∗ est une fonction telle que r 
→ rw(r) ∈
L1([0; 1[) et qu’il existe r0 ∈ [0; 1[, α ∈ R+ et C ∈ R+∗ tels que, pour tout r ∈ [r0; 1[,
w(r)  C(1− r)α.
Alors les coeﬃcients (wn)n donnés par la proposition 1.35 sont bien tels que
∑
n0
|ω|2n
wn
converge
pour tout ω ∈ D.
En particulier, l’inclusion Dw ↪→ Hol(D) est alors continue.
Terminons par un résultat sur les « évaluations en un point du bord ».
Lemme 1.44 Soit w : [0; 1[→ R+∗ une fonction bornée. Soit eiθ ∈ T.
Il n’existe pas d’opérateur T continu sur Dw et tel que, pour tout P ∈ C[z], on ait T (P ) =
P (eiθ).
Démonstration : Comme w est bornée, il découle de la déﬁnition des coeﬃcients (wn)n (voir le
corollaire 1.36) que wn = O(n) lorsque n → +∞. Pour n  1, posons alors fn = 1
n(1 + lnn)
3
4
e−i n θ
et considérons la fonction f =
∑
n1
fnz
n. Remarquons que f ∈ Dw. En eﬀet,
∑
n1
|fn|2wn =
∑
n1
wn
n2 (1 + lnn)
3
2
et
wn
n2 (1 + lnn)
3
2
= O
(
1
n (1 + lnn)
3
2
)
pour n → +∞.
D’autre part, pour N ∈ N, posons fN =
N∑
n=0
fnz
n. Alors, pour tout N ∈ N, fN ∈ C[z] et
fN (e
iθ) =
N∑
n=0
1
n(1 + lnn)
3
4
. Ainsi la suite fN (eiθ) → +∞ lorsque N → +∞, mais fN → f dans
Dw. Ceci achève la preuve. 
Cas particulier : espaces Dα
Nous étudions ici un cas particulier des espaces Dw, qui généralise dans un même cadre les
cas des espaces de Hardy, Dirichlet et Bergman : il s’agit des espaces Dw dans le cas où le poids
est de la forme w : r 
→ (1− r2)α pour un paramètre α ∈ R+.
Déﬁnition 1.45 Soit α ∈ R+. L’espace de Dirichlet pondéré Dα est l’espace vectoriel formé des
fonctions f holomorphes déﬁnies sur D et telles que la quantité
∫
D
∣∣f ′(z)∣∣2 (1− |z|2)α dA(z)
π
est
ﬁnie.
En d’autres termes, Dα est l’espace Dw pour la fonction w : r 
→ (1− r2)α.
Dans la suite, et sauf mention explicite du contraire, α désignera toujours un réel positif.
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Dans le cas des espaces Dα, on peut calculer explicitement les coeﬃcients qui interviennent
dans la description du produit hilbertien en fonction des coeﬃcients de Taylor (cf. la proposition
1.35).
Proposition 1.46 Soit α ∈ R+. Les coeﬃcients permettant de décrire le produit hermitien sur
Dα (déﬁnis à la proposition 1.35) sont donnés par⎧⎨⎩ w0 = 1∀n ∈ N∗, wn = n n!
(α+ 1) · · · (α+ n)
.
En particulier, si f ∈ Dα et si f =
∑
n∈N
an z
n est le développement en série entière de f au
voisinage de 0, alors
‖f‖2Dα = |f(0)|2 +
∑
n1
n
n!
(α+ 1) · · · (α+ n) |an|
2.
Démonstration : D’après la proposition 1.35, nous savons que w0 = 1 et que, pour tout n ∈ N∗,
wn = 2n
2
∫ 1
0
r2n−1w(r) dr
où w : r 
→ (1 − r2)α. On montre alors par récurrence sur n ∈ N (grâce à des intégrations par
parties successives) que ∫ 1
0
un (1− u)α du = n!
(α+ 1) · · · (α+ n+ 1) .
Ceci clôt la preuve. 
Les résultats de la sous-partie précédente s’appliquent en particulier aux espaces Dα. Mention-
nons en particulier les corollaires suivants (ce sont respectivement des corollaires des propositions
1.38, 1.40, 1.28 et 1.33).
Proposition 1.47 Soit α ∈ R+. Alors, C[z] est dense dans l’espace Dα.
Proposition 1.48 Pour tout α ∈ R+, pour tout ω ∈ D, δω est une forme linéaire continue sur
Dα.
Proposition 1.49 Soit α ∈ R+. La convergence dans Dα implique la convergence uniforme sur
tout compact. En d’autres termes, l’inclusion Dα ↪→ Hol(D) est continue.
Proposition 1.50 Soient α, β ∈ R+. Supposons que α  β. Alors, Dα est un sous-espace
vectoriel de Dβ.
Le cas où α = 0 est assez spéciﬁque et mérite d’être détaillé.
Déﬁnition 1.51 L’espace de Dirichlet D est l’espace de Dirichlet pondéré pour α = 0, c’est-à-
dire D0.
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L’espace de Dirichlet est un espace que l’on pourrait qualiﬁer de plus « habituel » que les
espaces Dα. À ce titre, l’étude de D et des opérateurs déﬁnis sur D fait l’objet d’un nombre
considérable de travaux. Le livre d’El-Fallah, Kellay, Mashregi et Ransford ([31]), ou encore l’ar-
ticle d’Arcozzi, Rochberg, Sawyer et Wick ([7]) permettent d’avoir un bon aperçu des résultats
connus sur D.
Sur cet espace particulier, nous pouvons par exemple expliciter les coeﬃcients qui inter-
viennent lorsque l’on décrit la norme à l’aide des coeﬃcients du développement en série entière,
ou encore calculer explicitement le noyau reproduisant sur cet espace.
Proposition 1.52 Les coeﬃcients permettant de décrire le produit hermitien sur D (déﬁnis à
la proposition 1.35) sont donnés par {
w0 = 1
∀n ∈ N∗, wn = n .
En particulier, si f ∈ D et si f =
∑
n∈N
an z
n est le développement en série entière de f au
voisinage de 0, alors
‖f‖2D = |f(0)|2 +
∑
n1
n |an|2.
Les noyaux reproduisants pour D sont donc donnés par
∀ω ∈ D, Kω : z 
→ 1 + log(1− ω¯z).
B.3 — Autres exemples d’espaces de Hilbert de fonctions holomorphes
Nous mentionnons ici deux autres types d’espaces de Hilbert de fonctions holomorphes sur le
disque unité. Il s’agit d’une part des espaces de Bergman généralisés et d’autre part des espaces
de Hardy pondérés. Nous décrivons également le lien qu’entretiennent ces espaces avec les espaces
de Dirichlet pondérés décrits précédemment.
B.3.a) — Espaces de Bergman généralisés
Les espaces de Bergman se déﬁnissent de façon similaire aux espaces de Dirichlet, sauf que
la dérivée est remplacée par la fonction de départ dans l’expression intégrale.
Déﬁnition 1.53 Soit α ∈ R+. L’espace de Bergman pondéré Bα est l’espace vectoriel formé des
fonctions f holomorphes déﬁnies sur D et telles que la quantité
∫
D
|f(z)|2 (1− |z|2)α dA(z)
π
est
ﬁnie.
Lorsque α = 0, l’espace B0 est parfois noté simplement B et est alors appelé l’espace de
Bergman.
D’une façon similaire à celle des espaces de Dirichlet, on peut voir la quantité précédente
comme découlant d’une norme hilbertienne.
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Déﬁnition et proposition 1.54 On déﬁnit sur Bα une application 〈·, ·〉Bα (ou simplement〈· , ·〉 s’il n’y a pas d’ambiguïté) par
〈f, g〉Bα =
∫
D
f(z)g(z)
(
1− |z|2)α dA(z)
π
.
L’application 〈·, ·〉Bα déﬁnit sur Bα un produit scalaire et Bα est un espace de Hilbert pour ce
produit scalaire.
Pour la norme induite par ce produit scalaire, l’inclusion Bα ↪→ Hol(D) est continue.
Les espaces de Bergman sont reliés aux espaces de Dirichlet de la façon suivante :
Proposition 1.55 Soit α ∈ R+. Alors,
(i) les espaces vectoriels Dα+2 et Bα sont les mêmes ;
(ii) les normes hilbertiennes sur Dα+2 et Bα sont équivalentes.
B.3.b) — Espaces de Hardy
Nous présentons ici une autre façon de déﬁnir des espaces de Hilbert de fonctions holo-
morphes sur D : il s’agit des espaces de Hardy pondérés, qui se déﬁnissent en faisant intervenir
les coeﬃcients de Taylor.
Déﬁnition 1.56 Soit β = (βn)n ∈ (R+∗)N une suite de poids. L’espace de Hardy pondéré par β
est l’espace vectoriel H2(β) des fonctions f holomorphes sur D et telles que, si f =
∑
n∈N
anz
n est
le développement en série entière de f en 0, la somme
∑
n∈N
βn |an|2 est ﬁnie.
Remarquons que pour α = 1, nous retrouvons l’espace de Hardy « usuel » (c’est-à-dire non
pondéré). On peut par exemple trouver une présentation détaillée de cet espace dans le livre de
Martínez-Avendaño et Rosenthal ([45], principalement le premier chapitre).
Ces espaces peuvent également être munis d’une structure hilbertienne.
Déﬁnition et proposition 1.57 Soit β un poids. On déﬁnit sur H2(β) une application 〈·, ·〉H2(β)
(ou 〈·, ·〉 s’il n’y a pas d’ambiguïté) par〈∑
n∈N
anz
n,
∑
n∈N
bnz
n
〉
H2(β)
=
∑
n∈N
βn anbn.
Cette application fait de H2(β) un espace de Hilbert.
De plus, pour cette norme, l’inclusion H2(β) ↪→ Hol(D) est continue.
Nous étudions maintenant deux cas particuliers qui nous permettent de voir les espaces de
Dirichlet pondérés Dα comme des espaces de Hardy pondérés. Nous présentons deux techniques
permettant ceci : d’abord, nous le faisons au moyen d’un isomorphisme continu ; ensuite, au
moyen d’un opérateur unitaire.
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Déﬁnition 1.58 Soit α ∈ R+. On déﬁnit l’espace de Hardy pondéré H2(α) comme étant l’espace
de Hardy pondéré pour les coeﬃcients βn = (n+ 1)1−α pour n ∈ N.
Théorème 1.59 Soit α ∈ R+. Alors,
(i) les espaces vectoriels Dα et H2(α) sont égaux ;
(ii) les normes hilbertiennes sur ces espaces sont équivalentes.
Démonstration : Soit f =
∑
n0
anz
n ∈ Hol(D). Comme
n
n!
(α+ 1) · · · (α+ n) ∼n→+∞ (n+ 1)
1−α,
il vient que la série
∑
n1
n
n!
(α+ 1) · · · (α+ n) |an|
2 converge si et seulement si la série
∑
n1
(n +
1)1−α|an|2 converge. La proposition 1.46 prouve alors le point (i) du théorème. Le point (ii) se
montre d’une façon similaire. 
Si on souhaite voir les espaces de Dirichlet généralisés Dα comme des espaces de Hardy avec
la même norme (et non seulement à norme équivalente près), il suﬃt de prendre la forme générale
des coeﬃcients donnée par la proposition 1.46.
Théorème 1.60 Soit α ∈ R+ et β la suite déﬁnie par β0 = 1 et βn =
√
n
n!
(α+ 1) · · · (α+ n)
pour n  1. Alors, l’application I :
{
H2(β) → Dα
f 
→ f est un isomorphisme unitaire d’espaces
de Hilbert.
Dans le cas où β est la suite associée à un certain α par le théorème ci-dessus, nous noterons
H2(β) = Dα (pour dire que les espaces sont égaux en tant qu’espaces hilbertiens (et non seule-
ment égaux en tant qu’espaces vectoriels avec deux normes équivalentes)).
B.3.c) — Espace H2(D)
Nous prenons le temps d’étudier un cas très particulier des espaces précédents : il s’agit de
l’espace de Hardy « standard », noté H2(D). Commençons par le déﬁnir.
Déﬁnition 1.61 L’espace de Hardy du disque unité est l’espace H2(β) pour la suite constante
β ≡ 1. On le note H2(D).
L’objectif principal de ce passage est de montrer comment on peut voir H2(D) comme un
sous-espace fermé de L2(T) en passant aux limites radiales. Avant de montrer ce résultat, nous
commençons par établir une nouvelle expression de la norme sur H2(D).
Proposition 1.62 Soit f ∈ Hol(D). Soit
ϕ :
⎧⎨⎩
]0; 1[ −→ R+
r 
−→
∫ 2π
0
∣∣∣f (reiθ)∣∣∣2 dθ
2π
.
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Alors, la fonction ϕ est bien déﬁnie, croissante et
lim
r→1−
ϕ(r) =
∑
n0
|an|2 ∈ R+ ∪ {+∞} .
Corollaire 1.63 L’espace H2(D) peut être décrit de la façon suivante :
H2(D) =
{
f ∈ Hol(D)
∣∣∣∣ sup
0<r<1
∫ 2π
0
∣∣∣f (reiθ)∣∣∣2 dθ
2π
< +∞
}
.
De plus, la norme hilbertienne sur H2(D) est décrite, pour toute f ∈ H2(D), par
‖f‖2H2(D) = sup
0<r<1
∫ 2π
0
∣∣∣f (reiθ)∣∣∣2 dθ
2π
=
∑
n0
|an|2 .
Nous prouvons la proposition 1.62.
Démonstration : Soit f =
∑
n0
anz
n ∈ Hol(D). Remarquons que, pour tout z = reiθ ∈ D, nous
avons
∣∣∣f(reiθ)∣∣∣2 = f(reiθ) f(reiθ)
=
(∑
n0
an z
n
)
×
(∑
m0
am zm
)
=
∑
m,n0
anamr
2nei(n−m)θ (d’après le théorème de Fubini-Tonelli)
Soit r ∈ [0; 1[. Pour tous m, n ∈ N, et pour tout eiθ ∈ T, la série
∑
n0
rn |an| est convergente
(car le rayon de convergence de f est supérieur ou égal à 1). Nous obtenons ainsi, d’après le
théorème de Fubini-Tonelli,
∑
m,n0
∣∣∣anamr2nei(n−m)θ∣∣∣ = ∑
m,n0
r2n |an| |am|
=
(
+∞∑
n=0
rn |an|
)(
+∞∑
m=0
rm |am|
)
< +∞.
Cette quantité étant indépendante de eiθ ∈ T, nous déduisons du théorème de Fubini-Tonelli
que la fonction
χ :
{
(N)2 × T → C(
(m, n), eiθ
)

→ r2nanamei(n−m)θ
est intégrable sur (N)2 × T. Nous pouvons alors appliquer le théorème de Fubini :
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∫ 2π
0
∣∣∣f (reiθ)∣∣∣2 dθ
2π
=
∑
m,n0
r2nanam
∫ 2π
0
ei(n−m)θ
2π
dθ︸ ︷︷ ︸
=
⎧⎨
⎩
0 si n = m
1 sinon
=
∑
n0
r2n |an|2 .
Ceci valant pour tout r ∈ [0; 1[, nous avons que la fonction ϕ est bien déﬁnie et croissante.
Remarquons par ailleurs que, pour tout n ∈ N, la fonction r 
→ r2n |an|2 est croissante. Le résul-
tat d’interversion de limite et somme découle alors du théorème de Beppo Levi. Ceci achève la
preuve. 
Avant de poursuivre notre étude de H2(D), nous montrons que les fonctions holomorphes et
bornées sont dans H2(D).
Déﬁnition et proposition 1.64 Soit
H∞(D) =
{
f ∈ Hol(D)
∣∣∣∣ ‖f‖∞,D def= sup
z∈D
|f(z)| < +∞
}
.
Alors,
(
H∞(D), ‖·‖∞,D
)
est un espace de Banach de fonctions holomorphes continûment inclus
dans Hol(D). De plus, H∞(D) ⊂ H2(D).
Démonstration : Nous voyons directement que
(
H∞(D), ‖·‖∞,D
)
est un espace de Banach de
fonctions holomorphes continûment inclus dans Hol(D). Nous nous restreignons donc à montrer
l’inclusion H∞(D) ⊂ H2(D).
Soit f ∈ H(D). Alors, pour tout r ∈]0; 1[, nous avons∫ 2π
0
∣∣∣f(reiθ)∣∣∣2 dθ
2π

∫ 2π
0
M2
dθ
2π
= M2.
Alors, d’après la description de la norme sur H2(D) donnée par le corollaire 1.63, nous avons
bien que f ∈ H2(D). Ceci achève la preuve. 
Nous montrons maintenant comment il est possible de voir l’espace H2(D) comme un sous-
espace fermé de L2(T). Pour cela, nous aurons besoin de considérer le noyau de Poisson, que
nous déﬁnissons de la façon suivante : pour tout r ∈ [0; 1[, posons
Pr :
⎧⎪⎨⎪⎩
R/2πZ → C
θ 
→
+∞∑
n=−∞
r|n|einθ =
1− r2
1− 2r cos(θ) + r2 = 
[
1 + reiθ
1− reiθ
]
.
Introduisons encore quelques notations : nous noterons  le produit de convolution usuel (on
pourra se rapporter au livre de Brezis [17], notamment la partie IV.4).
Pour f ∈ L2(T) et r ∈ [0; 1[, nous noterons
fr
def
= eiθ 
→ f  Pr(θ) ∈ L2(T).
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Nous noterons P [f ] : D → C la fonction déﬁnie pour tout z = reiθ ∈ D par
P [f ](reiθ) = fr(e
iθ) = (f  Pr)(e
iθ).
Par ailleurs, si f : D → C est bien déﬁnie, nous noterons f(r) la restriction de f au cercle de
centre 0 et de rayon r.
Enﬁn, rappelons que si f ∈ L2(T), nous noterons f̂ la transformée de Fourier de f , et(
f̂(n)
)
n∈Z
les coeﬃcients de Fourier.
Nous commençons par énoncer un lemme technique qui rappelle les propriétés du noyau de
Poisson. Nous ne prouvons pas le résultat en question, mais renvoyons au livre de Rudin ([57],
chapitre 11, théorèmes 11.7, 11.16 et 11.24) pour plus de détails.
Lemme 1.65 (admis) Soit f ∈ L2(T).
Alors, fr
r→1−−−→ f dans L2(T). De plus, la convergence radiale échoit presque sûrement : pour
presque tout eiθ ∈ T, fr(eiθ) → f(eiθ).
D’autre part, pour tout r ∈ [0; 1[, et pour tout n ∈ N, f̂r(n) = rnf̂(n).
Enﬁn, la fonction P [f ] est harmonique sur D et, pour tout r ∈ [0; 1[, (P [g])(r) = gr.
Nous allons maintenant utiliser le noyau de Poisson pour montrer que l’on peut voir H2(D)
comme un sous-espace fermé de L2(T). Nous suivons ici une approche classique, présentée par
exemple par Nikolski dans [46] (partie A, chapitre 3). Nous commençons par déﬁnir l’espace de
Hardy du cercle unité, qui sera l’analogue dans L2(T) de H2(D).
Déﬁnition et proposition 1.66 L’espace de Hardy du cercle unité est l’espace
H2(T) =
{
f ∈ L2(T)
∣∣∣ ∀n < 0, f̂(n) = 0} .
L’espace H2(T) est un sous-espace fermé de L2(T).
Remarquons que, pour toute f ∈ H2(T), l’écriture de f comme somme de sa série de Fourier
nous donne que f =
∑
n0
f̂(n)(eiθ)n, avec
∑
n0
∣∣∣f̂(n)∣∣∣2 < +∞.
L’objectif du théorème suivant est de préciser les liens entre les espaces H2(D) et H2(T),
notamment en montrant que l’on peut passer de l’un à l’autre en considérant des limites radiales.
Théorème 1.67 Soit f ∈ H2(D). Alors, f admet une limite radiale f∗ dans presque toutes les
directions : pour presque tout eiθ ∈ T, r 
→ f(reiθ) admet une limite f∗(eiθ) lorsque r → 1.
De plus, f∗ ∈ H2(T). Enﬁn, ‖f‖H2(D) = ‖f∗‖H2(T).
Réciproquement, si g ∈ H2(T), alors P [g] ∈ H2(D) et g = (P [g])∗.
En résumé,
U :
⎧⎪⎨⎪⎩
H2(D) −→ H2(T)
f 
−→ f∗ = eiθ 
→ lim
r→1
f(reiθ) presque partout
P [g] ←−  g
est un isomorphisme unitaire d’espaces de Hilbert.
Remarque Remarquons en particulier que, si f ∈ H2(D), alors f(r) → f∗ dans L2(T) lorsque
r → 1.
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Démonstration : Commençons par esquisser le plan de la preuve :
1. Nous commençons par montrer que, si f ∈ H2(D), alors il existe g ∈ L2(T) tel que f(r) ⇀ g
faiblement dans L2(T) et g ∈ H2(T)
2. Nous utilisons ensuite les propriétés du noyau de Poisson pour montrer que la convergence
est en fait une convergence dans L2 et radialement dans presque toutes les directions.
3. Nous terminons en vériﬁant le sens réciproque.
Première étape Soit f =
∑
n0
anz
n ∈ H2(D). Nous savons que, pour tout r ∈ [0; 1[, nous
avons
∥∥f(r)∥∥L2(T)  ‖f‖H2(D) (d’après la description de la norme sur H2(D) donnée par le
corollaire 1.63). Alors, d’après le théorème de Banach-Alaoglu (voir par exemple [17], théorème
III.27), il existe une suite (rk)k∈N ∈ [0; 1[N telle que rk → 1 et il existe g ∈ L2(T) telle que
frk ⇀ g faiblement dans L
2(T). Commençons par caractériser g par ses coeﬃcients de Fourier.
Soit n ∈ Z. Comme ϕ 
→ ϕ̂(n) est une fonctionnelle continue sur L2(T), nous avons bien que
f̂rk(n)
k→+∞−−−−→ ĝ(n). Or, pour tout r ∈ [0; 1[, nous avons que f̂rk(n) = rnan si n  0 et f̂rk(n) = 0
si n < 0. Ainsi, pour tout n ∈ Z,
ĝ(n) =
{
an si n  0
0 sinon .
En particulier, nous avons bien que g ∈ H2(T).
Deuxième étape Nous montrons maintenant que fr → g dans L2(T) et radialement dans
toutes les directions. Pour cela, il suﬃt de montrer que, pour tout r ∈ [0; 1[, nous avons f(r) =
gr = g  Pr. Fixons r ∈ [0; 1[ et calculons les coeﬃcients de Fourier de f(r) et gr. D’une part,
comme nous l’avons vu précédemment
f̂(r)(n) =
{
rnan si n  0
0 sinon .
D’autre part, vu les propriétés du noyau de Poisson (lemme 1.65), nous avons que
ĝr(n) = r
nĝ(n) =
{
rnan si n  0
0 sinon .
Ainsi, nous avons bien que f(r) = gr dans L2(T). Comme nous savons que gr → g dans L2 et
radialement dans presque toutes les directions, nous pouvons dire que fr → g des mêmes façons.
Comme fr → g dans L2(T), nous avons bien que ‖g‖L2(T) = limr→1
∥∥f(r)∥∥. Or, d’après le
corollaire 1.63, nous savons que lim
r→1
∥∥f(r)∥∥ = ‖f‖H2(D). Ainsi, nous avons bien que ‖g‖H2(T ) =
‖f‖H2(D).
Troisième étape Au vu des étapes précédentes, il nous suﬃt de prouver que, si g ∈ H2(T),
alors P [g] ∈ H2(D). Nous savons que, pour tout r ∈ [0; 1[ et pour tout n ∈ Z, ĝr(n) = r|n|ĝ(n).
En d’autres termes, pour tout r ∈ [0; 1[ et pour presque tout eiθ ∈ T, nous avons bien
P [g](reiθ) = gr(e
iθ) =
∑
n∈Z
ĝr(n)e
inθ =
∑
n∈Z
ĝ(n)r|n|einθ.
Or, comme g ∈ H2(T), pour tout n < 0, nous avons ĝ(n) = 0 et
∑
n0
|gn|2 = ‖g‖2 < +∞. Ainsi,
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P [g](reiθ) =
∑
n0
ĝ(n)r|n|einθ.
Ceci prouve que P [g] ∈ Hol(D) et que P [g] =
∑
n0
ĝ(n)zn est le développement en série entière
de P [g] en 0. Comme
∑
n0
|gn|2 < +∞, nous avons bien que P [g] ∈ H2(D). Nous pouvons alors
appliquer à P [g] les résultats des étapes précédentes pour conclure la preuve. 
B.4 — Espace de Hardy du demi-plan supérieur — Théorème de Paley-Wiener
Nous quittons momentanément le disque unité pour nous aventurer sur le demi-plan supé-
rieur : dans cette partie, nous présentons l’espace de Hardy du demi-plan supérieur H2(Π+).
Plus précisément, après l’avoir déﬁni, nous montrons des propriétés analogues à celles que nous
avons montrées sur H2(D), notamment en montrant que H2(Π+) s’injecte isométriquement dans
L2(R) en passant à la limite non tangentielle. Un des éléments clefs de cette présentation sera le
théorème de Paley-Wiener qui établit un isomorphisme unitaire entre H2(Π+) et L2(R+) via la
transformation de Fourier.
Commençons par une déﬁnition. Rappelons que l’on note Π+ le demi-plan supérieur ouvert.
Déﬁnition 1.68 On déﬁnit l’espace de Hardy du demi-plan supérieur de la façon suivante :
H2(Π+)
def
=
⎧⎨⎩F ∈ Hol (Π+)
∣∣∣∣∣∣ ‖F‖2H2(Π+) def= supy>0
∫
R
|f(x+ iy)|2 dx < +∞
⎫⎬⎭ .
L’espace H2(Π+) est un espace vectoriel, et ‖·‖H2(Π+) est une norme sur cet espace
Nous commençons par montrer un théorème attribué à Paley et Wiener ([49]). La preuve que
nous détaillons ici est inspirée de celle présentée par Rudin dans [57] (chap. 19, thm 19.2).
Théorème 1.69 (Paley-Wiener) Soit F ∈ H2(Π+). Alors, il existe une unique f ∈ L2(R+)
telle que, pour tout Z ∈ Π+,
F (Z) =
∫ +∞
0
f(t)eitZ dt,
et ‖F‖H2(Π+) = ‖f‖L2(R+).
Réciproquement, si f ∈ L2(R+), alors la relation précédente déﬁnit une fonction F ∈ H2(Π+)
telle que ‖F‖H2(Π+) = ‖f‖L2(R+).
En résumé, on dispose d’un isomorphisme isométrique
PW :
⎧⎨⎩
L2(R+) −→ H2(Π+)
f 
−→
(
Z 
→
∫ +∞
0
f(t)eitZ dt
)
.
Remarque Le théorème de Paley-Wiener est fortement lié à la transformation de Fourier : en
eﬀet, si y > 0 est ﬁxé, alors la fonction x 
→ F (x + iy) est la transformée de Fourier inverse de
la fonction ϕy : t 
→ f(t)e−ty ∈ L2(R). Le fait que f soit à support dans R+ peut être vu comme
une propriété découlant de l’holomorphie : l’analogue sur le disque unité serait de dire que la
transformée de Fourier de f ∈ H2(D) est à support dans N car f est holomorphe.
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Nous prouvons maintenant le théorème 1.69.
Démonstration : Nous commençons par montrer le sens direct. Soit F ∈ H2(Π+). Commençons
par donner une intuition de ce que l’on va faire. La relation que nous voulons montrer étant
intimement liée à la transformation de Fourier : nous pouvons voir F comme le prolongement
analytique de la transformée de Fourier inverse de f . Nous allons donc déﬁnir f à partir de
la transformée de Fourier de F . Pour cela, nous montrons que la transformée de Fourier de la
fonction fy : x 
→ F (x + iy) ∈ L2(R) ne dépend « pas trop » de y, ce qui nous permettra de
déﬁnir la fonction f .
Pour y > 0, notons fy : x 
→ F (x+ iy) ∈ L2(R). Nous montrons que
pour presque tout t ∈ R, etyf̂y(t) = etf̂1(t).
Rappelons que, d’après le théorème de Plancherel, lorsque α → +∞,∫ α
−α
F (x+ iy)e−itx
dx
2π
L2(R)−−−→ F(Fy),
et donc ∫ α
−α
F (x+ iy)e−it(x+iy)
dx
2π
L2(R)−−−→ (t 
→ etyF(Fy)(t)) .
Pour α et y ∈ R+∗, nous considérons le contour d’intégration rectangulaire suivant :
Γα,y
i×
iy×
×α×−α
Figure 1.1 – Contour d’intégration Γα
Comme la fonction z 
→ F (Z)e−itZ est holomorphe sur Π+, le théorème des résidus nous
donne que, pour tout α ∈ R+∗,
∫
Γα
F (Z)e−itZ dZ = 0. Nous avons donc
0 =
∫ α
−α
F (x+ i)e−it(x+i) dx︸ ︷︷ ︸
=(1)
+
∫ 1
y
F (α+ is)e−it(α+is) ds︸ ︷︷ ︸
=(2)
+ · · · ()
· · · −
∫ α
−α
F (x+ iy)e−it(x+iy) dx︸ ︷︷ ︸
=(3)
−
∫ 1
y
F (−α+ is)e−it(−α+is) ds︸ ︷︷ ︸
=(4)
.
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Fixons maintenant un t ∈ R. Nous étudions le comportement des termes (2) et (4) lorsque
α → +∞. Pour cela, remarquons que, pour tout α ∈ R, nous avons d’après l’inégalité de Cauchy-
Schwarz
∣∣∣∣∫ 1
y
F (α+ is)e−it(α+is) ds
∣∣∣∣2  (∫ 1
y
∣∣∣F (α+ is)e−it(α+is)∣∣∣ ds)2

∫ 1
y
|F (α+ is)|2 ds×
∫ 1
y
e2ts dt.
Pour α ∈ R, posons Λ(α) def=
∫ 1
y
|F (α+ is)|2 ds. Nous montrons que Λ ∈ L1(R). Ceci est
une conséquence du théorème de Fubini-Tonelli. En eﬀet,
∫ +∞
−∞
Λ(α) dα =
∫ +∞
−∞
∫ 1
y
|F (α+ is)|2 ds dα
=
∫ 1
y
∫ +∞
−∞
|F (α+ is)|2 dα ds
 |1− y| × ‖F‖2H2(Π+) .
Ainsi, Λ ∈ L1(R). En particulier, il existe une suite (αj)j∈N ∈ RN telle que αj → +∞ lorsque
j → +∞, et
lim
j→+∞
Λ(αj) + Λ(−αj) = 0.
Notons bien que, comme Λ ne dépend pas de t, la suite (αj)j ne dépend pas de t non plus. En
particulier, nous avons montré que, pour tout t ∈ R,
lim
j→+∞
∫ 1
y
F (αj + is)e
−it(α+is) ds = lim
j→+∞
∫ 1
y
F (αj + is)e
−it(α+is) ds = 0.
De plus, comme nous avons, d’après le théorème de Plancherel,(
t 
→
∫ αj
−αj
F (x+ i)e−it(x+i) dx
)
L2(R)−−−→ (t 
→ etF(F1)(t))
et (
t 
→
∫ αj
−αj
F (x+ iy)e−it(x+iy) dx
)
L2(R)−−−→ (t 
→ etyF(Fy)(t)) ,
il existe une extraction ϕ telle que
pour presque tout t ∈ R,
∫ αϕ(j)
−αϕ(j)
F (x+ i)e−it(x+i) dx j→+∞−−−−→ etF(F1)(t)
et
pour presque tout t ∈ R,
∫ αϕ(j)
−αϕ(j)
F (x+ iy)e−it(x+iy) dx j→+∞−−−−→ etyF(Fy)(t).
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Finalement, en passant à la limite dans l’égalité () obtenue avec le théorème des résidus, nous
avons bien obtenu que
etyF(Fy)(t) = etF(F1)(t).
Posons alors
pour presque tout t ∈ R, f(t) def= etF(F1)(t).
Nous montrons que f ∈ L2(R+). Nous commençons par montrer que, pour presque tout t < 0,
f(t) = 0. Pour cela, nous calculons
∫ +∞
−∞
e−ty |f(t)|2 dt =
∫ +∞
−∞
|F(Fy)(t)|2 dt
=
1
2π
∫ +∞
−∞
|f(x+ iy)|2 dx d’après la formule de Plancherel
 ‖F‖2H2(Π+) .
La majoration ci-dessus étant uniforme en y, nous pouvons appliquer le théorème de conver-
gence dominée.∫ +∞
−∞
lim
y→+∞ e
−ty |f(t)|2 dt = lim
y→+∞
∫ +∞
−∞
e−ty |f(t)|2 dt  ‖F‖2H2(Π+) .
Ainsi, pour presque tout t < 0,
lim
y→+∞ e
−ty |f(t)|2 < +∞.
Comme t < 0, nous avons ﬁnalement que f(t) = 0. Ainsi, pour presque tout t < 0, f(t) = 0.
Nous pouvons alors en déduire que, pour tout y > 0, F(Fy) ∈ L2(R+).
Pour montrer que f ∈ L2(R+), nous appliquons le théorème de convergence dominée dans le
même cadre que ci-dessus, mais en prenant la limite pour y → 0.
lim
y→0
∫ +∞
0
e−ty |f(t)|2 dt =
∫ +∞
0
|f(t)|2 dt  ‖F‖2H2(Π+) .
Ainsi, nous avons bien que f ∈ L2(R+). De plus, nous avons montré que ‖f‖L2(R+)  ‖F‖H2(Π+).
Nous montrons maintenant que, pour tout Z ∈ Π+, F (Z) =
∫ +∞
0
f(t)eitZ dt. Ceci découle
de la formule d’inversion de Fourier. Soit Z = x+ iy ∈ Π+. Pour appliquer la formule d’inversion
de Fourier, il nous faut vériﬁer que F(Fy) ∈ L1(R+). Ceci vient du fait que,
pour presque tout t ∈ R+, F(Fy)(t) = e−tyf(y).
Or t 
→ e−ty ∈ L2(R+) et f ∈ L2(R+). D’après l’inégalité de Hölder, nous avons bien montré que
F(Fy) ∈ L1(R+). Nous avons donc, pour tout x ∈ R,
fy(x) =
∫ +∞
−∞
f̂y(t)e
itx dt
F (x+ iy) =
∫ +∞
−∞
e−tyf(t)eitx dt
=
∫ +∞
−∞
f(t)eit(x+iy) dt.
Section 1.B — Espaces de fonctions holomorphes 65
Ceci prouve le résultat souhaité, et termine la preuve du sens direct. Nous montrons mainte-
nant le sens réciproque. Fixons f ∈ L2(R+). Pour tout Z ∈ Π+, t 
→ eitZ ∈ L2(R+). On déﬁnit
donc une fonction
F :
⎧⎨⎩ Π
+ → C
Z 
→
∫ +∞
0
f(t)eitZ dt
.
Il nous reste à montrer que F ∈ H2(Π+) et que ‖F‖H2(Π+)  ‖f‖L2(R+). Commençons par
montrer que F ∈ Hol(Π+). Pour cela, nous montrons que, pour tout y0 > 0, F est holomorphe
sur le demi-plan supérieur Π+y0 = {Z ∈ C | (Z) > y0 }. Soit y0 > 0. Alors :
— la fonction (t, Z) 
→ f(t)eitZ est mesurable sur R+ ×Π+y0 ;
— pour tout t ∈ R+, la fonction Z 
→ f(t)eitZ est holomorphe sur Π+y0 ;
— pour tout t ∈ R+, pour tout Z ∈ Π+y0 ,∣∣f(t)eitZ∣∣  |f(t)| e−ty0 ,
et t 
→ |f(t)| e−ty0 est intégrable sur R+.
D’après le théorème d’holomorphie sous l’intégrale, nous avons que F est holomorphe sur
Π+y0 . Ceci valant pour tout y0 > 0, nous avons bien que F est holomorphe sur Π
+.
Montrons maintenant que F ∈ H2(Π+). Soit y > 0. Notons ϕy : t 
→ f(t)e−ty. Alors, comme
ϕy est un produit de deux fonctions dans L2(R+), ϕy ∈ L1(R+). Par ailleurs, comme ϕy est
le produit d’une fonction dans L2(R+) par une fonction dans L∞(R+), ϕy ∈ L2(R+). Alors,
d’après le théorème de Plancherel, F(ϕy) ∈ L2(R) et ‖F(ϕy)‖L2(R) = ‖ϕy‖L2(R). Par ailleurs,
pour presque tout x ∈ R,
F(ϕy)(x) =
∫ +∞
−∞
ϕy(t)e
itx dx
=
∫ +∞
0
f(t)e−tyeitx dx
= F (x+ iy).
Ainsi, nous avons
∫ +∞
−∞
|F (x+ iy)|2 dx =
∫ +∞
−∞
|ϕy(t)|2 dt
=
∫ +∞
0
|f(t)|2 e−2ty dt

∫ +∞
0
|f(t)|2 dt = ‖f‖2L2(R+) .
Ceci valant pour tout y > 0, nous avons bien montré que F ∈ H2(Π+). Ce faisant, nous
avons également prouvé que ‖F‖H2(Π+)  ‖f‖L2(R+). Ceci achève la preuve du théorème. 
L’objectif des résultats qui suivent est de montrer que l’on peut voir H2(Π+) comme un sous-
espace fermé de L2(R). Ce résultat peut-être vu comme l’analogue sur le demi-plan supérieur du
résultat dont nous disposons sur le disque unité (proposition 1.67).
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Nous commençons par montrer (proposition 1.70) que toute fonction F ∈ H2(Π+) admet des
limites verticales en presque tout point x ∈ R. Le théorème de Paley-Wiener jouera un rôle clef
dans cette preuve. À partir de ce résultat et grâce à un changement de variable adéquat, nous
pourrons montrer le résultat que nous cherchons sur H2(Π+) en « transportant » le résultat que
nous connaissons sur H2(D) (proposition 1.72). Commençons par étudier l’existence des limites
verticales. Le résultat suivant est l’analogue sur le demi-plan supérieur du lemme 1.65.
Proposition et déﬁnition 1.70 (admis) Soit F ∈ H2(Π+). Pour tout y ∈ R+∗, considérons
la fonction Fy : x 
→ F (x+ iy) ∈ L2(R). Alors, la limite
F ∗ def= lim
y→0
Fy ∈ L2(R)
existe et l’application
L :
{
H2(Π+) −→ L2(R)
F 
−→ F ∗
est une isométrie.
De plus, pour presque tout x ∈ R, la limite lim
y→0
F (x+ iy) existe et
lim
y→0
F (x+ iy) = F ∗(x).
On pose H2(R) def= L(H2(Π+)).
Alors, L : H2(Π+) → H2(R) est un isomorphisme isométrique. En particulier, la norme sur
H2(Π+) est hilbertienne.
Nous énonçons maintenant un lemme technique qui décrit précisément le changement de
variable que nous utiliserons pour passer de L2(R) à L2(T), puis de H2(Π+) à H2(D).
Lemme 1.71 L’application
U :
⎧⎨⎩
L2(R) → L2(T)
F 
→
(
eiθ 
→ F
(
i
1 + eiθ
1− eiθ
)
× 2
√
π
1− eiθ
)
est un isomorphisme unitaire d’espaces de Hilbert. Son inverse est l’opérateur
U∗ :
⎧⎨⎩ L
2(T) → L2(R)
f 
→
(
x 
→ f
(
x− i
x+ i
)
× 1√
π(x+ i)
)
.
Démonstration : On considère la transformation de Möbius
ω :
⎧⎨⎩ T → Reiθ 
→ i 1 + eiθ
1− eiθ
,
dont l’inverse est décrit par
ω−1 :
⎧⎨⎩ R → Tx 
→ x− i
x+ i
.
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Remarquons par ailleurs que ω(D) = Π+.
Les changements de variable associés s’écrivent x = i
1 + eiθ
1− eiθ et e
iθ =
x− i
x+ i
. En particulier,
i eiθ dθ =
2i
(x+ i)2
dx,
d’où l’on tire
dθ =
2
x2 + 1
dx =
2
|x+ i|2 dx et dx =
−2eiθ
(1− eiθ)2 dθ.
Par ailleurs, on remarque que (1− eiθ)2 = −eiθ(1− eiθ)
(
1− e−iθ
)
et on obtient ﬁnalement
dx =
2
|1− eiθ|2
dθ
Il suﬃt alors d’appliquer les changements de variable précédents : si F ∈ L2(R),
+∞∫
−∞
|F (x)|2 dx =
2π∫
0
∣∣∣∣∣f(eiθ)
√
2
1− eiθ
∣∣∣∣∣
2
dθ
=
2π∫
0
∣∣∣∣f(eiθ) 2√π1− eiθ
∣∣∣∣2 dθ2π ,
où on a posé f(eiθ) = F
(
i
1 + eiθ
1− eiθ
)
. Réciproquement, si f ∈ L2(T),
2π∫
0
∣∣∣f(eiθ)∣∣∣2 dθ
2π
=
+∞∫
−∞
∣∣∣∣F (x) 1√π(x+ i)
∣∣∣∣2 dx,
où on a posé F (x) = f
(
i
1 + eiθ
1− eiθ
)
. Ceci achève la preuve. 
Nous montrons maintenant que U : L2(R) → L2(T) induit un isomorphisme unitaire de
H2(R) dans H2(T).
Proposition 1.72 Soit U : L2(R) → L2(T) l’isomorphisme unitaire déﬁni dans la proposition
1.71. Alors,
1. pour toute F ∗ ∈ H2(R), on a U(F ∗) ∈ H2(T), et ‖U(F ∗)‖H2(T) = ‖F ∗‖H2(R) ;
2. réciproquement, si f∗ ∈ H2(T), alors U−1(f∗) ∈ H2(R) et ∥∥U−1(f∗)∥∥
H2(R) = ‖f∗‖H2(T).
En d’autres termes, l’opérateur U˜ : H2(R) → H2(T) induit par U est un isomorphisme
unitaire.
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Démonstration : La preuve du point 1 découle des résultats précédents : soit F ∗ ∈ H2(R).
Rappelons que l’on dispose, d’après la proposition 1.70, d’un opérateur unitaire L : H2(Π+) →
H2(R). Alors, ‖U(F ∗)‖H2(T) =
∥∥L−1(F ∗)∥∥
H2(Π+)
= ‖F ∗‖H2(R).
Montrons maintenant le point 2. Soit f∗ ∈ H2(T). Posons F ∗ = U−1(f∗) ∈ L2(R). Rappelons
que l’on dispose d’un isomorphisme unitaire K : H2(D) → H2(T) tel que, pour toute f ∈ H2(D),
K(f) est la limite radiale non-tangentielle de f dans presque toutes les directions (cf. le théorème
1.67). Soit f = K−1(f∗) ∈ H2(D). On déﬁnit alors
F :
⎧⎨⎩ Π
+ −→ C
Z 
−→ 1√
π(Z + i)
× f
(
Z − i
Z + i
) ∈ Hol (Π+).
Admettons que l’on a prouvé que F ∈ H2(Π+). Alors, par le changement de variable détaillé
dans le lemme 1.71, nous aurons que U(L(F )) = f (car les limites non tangentielles passent
aux changements de variable conforme, d’après le théorème de Julia-Wolﬀ-Carathéodory 1.17).
Comme U et L sont des isométries, nous aurons bien le résultat souhaité.
Nous montrons alors que F ∈ H2(Π+). L’argument clef est de montrer que, comme f peut
être décrite comme la convolution par le noyau de Poisson sur le disque unité (lemme 1.65),
un résultat similaire est vrai pour F . Nous utiliserons alors cette expression pour montrer que
F ∈ H2(Π+).
Soit z = reiθ0 ∈ D. D’après les propriétés du noyau de Poisson (lemme 1.65), nous avons
f(reiθ) =
1
2π
2π∫
0
f∗(eiθ)
[
eiθ + z
eiθ − z
]
dθ.
On fait alors le même changement de variable que dans le lemme 1.71. Soit
Z = x+ iy = i
1 + +z
1− z ∈ Π
+,
et z =
Z − i
Z + i
∈ D. Alors,
f
(
Z − i
Z + i
)
= f(z) =
1
2π
+∞∫
−∞
f
(
t− i
t+ i
)

[
t−i
t+i +
Z−i
Z+i
t−i
t+i − Z−iZ+i
]
2 dt
1 + t2
.
Or,

[
t−i
t+i +
Z−i
Z+i
t−i
t+i − Z−iZ+i
]
= 
[
(t− i)(Z + i) + (Z − i)(t+ i)
(t− i)(Z + i) + (Z − i)(t+ i)
]
= 
[
Zt+ 1
i(t− Z)
]
= 
[
xt+ 1 + ity
y + i(t− x)
]
= 
[
y(1 + t2)
(t− x)2 + y2
]
=
y(1 + t2)
(t− x)2 + y2 .
Alors,
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f
(
Z − i
Z + i
)
=
1
2π
+∞∫
−∞
f
(
t− i
t+ i
)
y(1 + t2)
(t− x)2 + y2
2 dt
1 + t2
=
+∞∫
−∞
f
(
t− i
t+ i
)
y dt
π ((x− t)2 + y2) .
On déﬁnit alors le noyau de Poisson du demi-plan supérieur par
Py(x)
def
=
1
π
y
x2 + y2
.
Pour y > 0, notons Fy : x 
→ F (x+iy) et Φy : x 
→ F (x+iy)×
√
π(x+i(y+1)) = f
(
Z − i
Z + i
)
. Nous
voulons montrer que, pour tout y > 0, Fy ∈ L2(R). Comme pour tout x ∈ R, |Fy(x)|  |Φy(x)|,
il suﬃt de montrer que, pour tout y > 0, Φy ∈ L2(R).
Remarquons que, pour tout y > 0, Py ∈ L1(R) et
‖Py‖L1(R) =
1
π
+∞∫
−∞
y dx
x2 + y2
= 1.
Fixons maintenant y > 0. Nous montrons que Φy ∈ L2(R). D’après ce qui précède, nous
avons Φy = F ∗ Py. Comme F ∗ ∈ L2(R) et Py ∈ L1(R), les propriétés du produit de convolution
nous disent que Φy ∈ L2(R) et
‖Φy‖L2(R)  ‖F ∗‖L2(R) × 1.
En particulier, pour tout y > 0, ‖Fy‖L2(R)  π ‖f∗‖H2(T). La majoration étant uniforme en y,
nous avons bien prouvé que F ∈ H2(Π+). Ceci conclut la preuve. 
Nous pouvons combiner les résultats précédents pour obtenir le théorème suivant.
Théorème 1.73 L’application
I :
⎧⎪⎪⎨⎪⎪⎩
H2(Π+) −→ H2(R) ⊂ L2(R)
F 
−→
(
x 
→ lim
y→0
F (x+ iy)
)
(Z = x+ iy 
→ g  Py(x)) ←−  g
est un isomorphisme unitaire d’espaces de Hilbert, qui permet de voir H2(Π+) comme un sous-
espace fermé de L2(R)
Résumé : Le diagramme suivant commute et toutes les ﬂèches sont isométriques.
Notons bien que U est un changement de variable pondéré (cf. le lemme 1.71).
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H2(Π+)

Paley−Wiener


lim
>

  H2(D)

lim
>


Se´rie de Taylor
		
L2(R+)  F  

H2(R) 

H2(T)U  

 ̂  2(N) 

L2(R)  F  L2(R) L2(T)U  ̂  2(Z)
Figure 1.2 – Diﬀérentes versions de H2(Π+)
B.5 — Espaces de Hilbert de fonctions holomorphes à valeurs vectorielles
Nous terminons cette partie de présentation des espaces de fonctions holomorphes par quelques
notions sur les espaces de Hilbert de fonctions holomorphes à valeurs vectorielles. Plus précisé-
ment, pour la suite de nos travaux, nous avons besoin de préciser ce que l’on entend par « noyaux
reproduisants » dans le cadre de tels espaces.
Une présentation générale des fonctions holomorphes à valeurs vectorielles peut par exemple
être trouvée dans [38] (notamment la section 2 du chapitre III). Nous ne présentons ici qu’un
résumé de cette théorie.
Dans toute cette section, nous noterons E un espace de Hilbert. Pour simpliﬁer notre étude,
nous nous restreignons à considérer les fonctions holomorphes de D dans E (c’est uniquement dans
ce cadre que nous les utiliserons ultérieurement dans ces travaux, notamment pour le théorème
de Shimorin 3.54 et son application aux semi-groupes 4.40). Notons en particulier que l’on peut
sans peine remplacer le disque unité ouvert D par n’importe quel disque ouvert centré en 0 pour
obtenir des déﬁnitions analogues.
Déﬁnition et proposition 1.74 Soient E un espace de Hilbert et f : D → E. Les assertions
suivantes sont équivalentes :
(i) la fonction f est C-diﬀérentiable en tout point de D ;
(ii) pour tout e ∈ E, z 
→ 〈f(z), e〉E est holomorphe ;
(iii) la fonction f est développable en série entière en tout point de D.
Lorsque ces conditions équivalentes sont vériﬁées, on dit alors que f est une fonction ho-
lomorphe déﬁnie sur D est à valeurs dans E. On notera Hol (D; E) le C-espace vectoriel des
fonctions holomorphes de D → E.
Remarquons qu’on peut généraliser au cas des fonctions holomorphes à valeurs vectorielles la
plupart des résultats connus sur les fonctions holomorphes. On dispose ainsi, par exemple, d’un
analogue de la formule de Cauchy pour f et ses dérivées, ou encore d’un analogue du principe
des zéros isolés.
Nous nous intéressons maintenant aux sous-espaces de Hol (D; E) qui sont des espaces de
Hilbert. Plus précisément, nous pouvons généraliser dans ce contexte la notion de noyaux repro-
duisants.
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Déﬁnition 1.75 Soit E un espace de Hilbert. Soit H ⊂ Hol (D; E) un espace de Hilbert pour le
produit hermitien 〈·, ·〉H. On dit que H est à noyaux reproduisants s’il existe une application
k :
{
D× D −→ L(E)
(ω, z) 
−→ k(ω, z)
telle que
(i) pour tout ω ∈ D, pour tout e ∈ E, z 
→ k(ω, z) · e ∈ H ;
(ii) pour tout ω ∈ D, pour toute f ∈ H, pour tout e ∈ E,
〈f, k(ω, ·) · e〉H = 〈f(ω), e〉E .
Exemple Donnons un exemple qui généralise le cas de l’espace de Hardy. Considérons H2(D; E)
l’espace des fonctions f =
∑
n0
anz
n telles que
∑
n0
‖an‖2E < +∞. Alors, H2(D; E) est un espace
de Hilbert pour le produit hermitien décrit par〈∑
n0
anz
n,
∑
m0
bmz
m
〉
H2
=
∑
n0
〈an, bm〉E .
On peut le munir de noyaux reproduisants en posant
k :
⎧⎨⎩ D× D −→ L(E)(ω, z) 
−→ (e 
→ 1
1− ω¯z e
)
.
Vériﬁons que H2(D; E) est bien à noyaux reproduisants. Soit ω ∈ D et e ∈ E . Alors,
k(ω, ·) · e : z 
→ 1
1− ω¯z e =
∑
n0
ω¯nzn e,
et
∑
n0
|ω¯n| ‖e‖2E < +∞, donc la condition (i) de la déﬁnition précédente est vériﬁée. D’autre part,
pour toute fonction f =
∑
n0
anz
n ∈ H2(D; E),
〈f , k(ω, ·) · e〉H2 =
〈∑
n0
anz
n,
∑
m0
ω¯mzm e
〉
H2
=
∑
n0
〈an, ω¯ne〉E
=
∑
n0
ωn 〈an, e〉E
=
〈∑
n0
anω
n, e
〉
E
= 〈f(ω), e〉E .
Ceci montre la condition (ii) de la déﬁnition ci-dessus.
Remarquons également que, lorsque E = C, nous retrouvons bien la déﬁnition de l’espace de
Hardy H2(D).
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B.6 — Multiplicateurs de Dw
Nous consacrons quelques pages de ce manuscrit à l’étude des multiplicateurs pour des es-
paces de Dirichlet pondérés Dw. Nous suivons dans cette partie les travaux de [31] (notamment
ceux du chapitre 5) en les généralisant aux espaces Dw. Une étude générale des opérateurs de
multiplication peut aussi être trouvée dans [33] (voir notamment le théorème 6). Commençons
par ﬁxer une notation.
Dans cette partie, et sauf mention explicite du contraire, nous supposerons que w : [0; 1[→ R+∗
vériﬁe les conditions suivantes :
(i) la fonction w est continue et bornée ;
(ii) pour tout ω ∈ D, l’application Eω :
{ Dw → C
f 
→ f(ω) est une application linéaire continue.
Pour une fonction f ∈ Dw, nous noterons Dw(f) =
∫
D
∣∣f ′∣∣2w(|z|) dA(z)
π
.
Nous pouvons maintenant déﬁnir les multiplicateurs de l’espace Dw.
Déﬁnition 1.76 Soit h : D → C une fonction holomorphe. On dit que h est un multiplicateur
de Dw si, pour toute f ∈ Dw, h× f ∈ Dw.
On note Multw l’ensemble des des mutiplicateurs de Dw.
Nous nous intéressons maintenant à la caractérisation des multiplicateurs de Dw. Nous don-
nons des conditions suﬃsantes plutôt explicites, ainsi qu’une condition nécessaire et suﬃsante
mais moins directe. Enﬁn, nous étudions le cas particulier des espaces Dα pour α  1.
Proposition 1.77 C[z] ⊂ Multw.
Démonstration : Cela vient du fait que, pour tout f ∈ Dw, Dw(f) =
∑
n1
wn |an|2. Par linéarité,
il suﬃt de montrer que, pour tout k ∈ N, on a ek ∈ Multw. Alors, pour toute f =
∑
n0
anz
n ∈ Dw,
nous avons
Dw(zk × f) =
∑
n0
wn+k |an|2 .
Comme wn+k = O(wn) lorsque n → +∞, nous avons bien que ek × f ∈ Dw. Ceci achève la
preuve. 
Proposition 1.78 Soit h : D → C une fonction holomorphe. On suppose que h′ ∈ H∞. Alors,
h ∈ Multw.
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Démonstration : Remarquons d’abord que, comme h′ ∈ H∞, on a également h ∈ H∞. Mon-
trons maintenant que h ∈ Multw. Soit f ∈ Dw. Remarquons que (hf)′ = h′(zf)′ − f ′(h′z − h).
Comme f ∈ Dw, et comme C[z] ⊂ Multw, on sait que (zf) ∈ Dw. Ainsi,
Dw(hf)  2‖h‖2H∞Dw(zf) + 2‖h′z − h‖2H∞Dw(f) < +∞.
Alors, hf ∈ Dw. Ceci valant pour tout f , nous avons bien démontré que h ∈ Multw. 
Nous allons maintenant étudier la structure de l’ensemble Multw. Nous savons déjà que
(Multw,+,×) est une algèbre. Nous allons la munir d’une structure d’algèbre de Banach.
Proposition 1.79 Soit h ∈ Multw. L’opérateur Mh :
{ Dw → Dw
f 
→ hf est continu.
Démonstration : Utilisons le théorème du graphe fermé. Soit (fn)n ∈ DNw, f et g ∈ Dw telles
que fn
Dw−−→ f et Mhfn Dw−−→ g. Nous voulons montrer que g = hf . Soit z ∈ D. Comme l’éva-
luation en z est un opérateur continu, nous savons que fn(z) → f(z) et que h(z)fn(z) → g(z).
Or, h(z)fn(z) → h(z)f(z). Ainsi, pour tout z ∈ D, g(z) = h(z)f(z). Alors, g = hf . Le résultat
découle alors d’une application directe du théorème du graphe fermé. 
Déﬁnition et proposition 1.80 On déﬁnit une application
‖ · ‖Multw :
{
Multw → R+
h 
→ |Mh|L(Dw)
.
‖ · ‖Multw est une norme qui fait de (Multw, ‖ · ‖Multw) une algèbre de Banach.
Démonstration : Nous vériﬁons aisément que ‖ · ‖Multw est une norme sur Multw.
Nous montrons maintenant que toute suite de Cauchy dans Multw converge. Soit (hn)n une
suite de Cauchy dans Multw.
La suite (Mhn)n est une suite de Cauchy dans l’algèbre de Banach L(Dw). En particulier, il
existe T ∈ L(Dw) tel que Mhn
L(Dw)−−−−→ T . Posons g = T (e0). Remarquons en particulier que, pour
tout z ∈ D, hn(z) = Mhn(e0)(z) → T (e0)(z) = g(z).
Montrons que g ∈ Multw. Soit f ∈ Dw. On sait déjà que Mhn(f) Dw−−→ T (f) ∈ Dw. Or, pour
tout z ∈ D, Mhn(f)(z) = hn(z)f(z) → g(z)f(z). On en déduit donc que gf = T (f) ∈ Dw. Ceci
valant pour toute f ∈ Dw, nous avons que g ∈ Multw.
Montrons enﬁn que hn
Multw−−−−→ g. Cela vient du fait que ‖hn − g‖Multw = |Mhn−g|Dw =
|Mhn −Mg|Dw . Or, Mhn
B(Dw)−−−−→ Mg. Ceci conclut la preuve. 
Nous donnons maintenant une condition nécessaire pour qu’une fonction soit un multiplica-
teur de Dw. Rappelons que l’on note (Kz)z∈D les noyaux reproduisants pour l’espace Dw.
Proposition 1.81 1. Soit h ∈ Multw. Pour tout z ∈ D, Kz est un vecteur propre de M∗h
pour la valeur propre h(z).
2. Soit T ∈ B(Dw). On suppose que, pour tout z ∈ D, Kz est un vecteur propre de T ∗. Alors,
il existe h ∈ Multw telle que T = Mh.
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Démonstration :
1. Soit z ∈ D. Nous voulons montrer que M∗h(Kz) = h(z)Kz. Pour cela, nous montrons que,
pour toute f ∈ Dw, nous avons 〈f,M∗h(Kz)〉 =
〈
f, h(z)Kz
〉
. Soit f ∈ Dw. Alors,
〈f,M∗h(Kz)〉 = 〈Mh(f),Kz〉 = h(z)f(z) = h(z) 〈f,Kz〉 =
〈
f, h(z)Kz
〉
.
Ceci étant vrai pour toute f ∈ Dw, nous avons l’égalité souhaitée.
2. Pour z ∈ D, soit h(z) ∈ C tel que T ∗(Kz) = h(z)Kz. Nous montrons que T = Mh. Soient
f ∈ Dw et z ∈ D. Alors,
T (f)(z) = 〈T (f),Kz〉 = 〈f, T ∗(Kz)〉 =
〈
f, h(z)Kz
〉
= h(z) 〈f,Kz〉 = h(z)f(z).
Ceci valant pour tout ω ∈ D, nous avons que T (f) = hf . En particulier, hf ∈ Dw. Ceci
valant pour toute f ∈ Dw, nous avons que h ∈ Multw et que T = Mh
Ceci termine la preuve. 
Nous pouvons déduire de la proposition ci-dessus des conditions nécessaires pour qu’une
fonction soit un multiplicateur de Dw.
Corollaire 1.82 Si h ∈ Multw, alors h ∈ H∞ et ‖h‖H∞  ‖h‖Multw .
Démonstration : Soit h ∈ Multw. L’opérateur M∗h est borné et |M∗h | = |Mh| = ‖h‖Multw . En
particulier, les valeurs propres de M∗h sont bornées par |M∗h |. Il en suit que, pour tout z ∈ D,
|h(z)| =
∣∣∣h(z)∣∣∣  |M∗h |. Ceci termine la preuve. 
Nous avons en particulier le résultat suivant.
Corollaire 1.83 Multw ⊂ H∞ ∩ Dw.
Donnons maintenant une condition nécessaire et suﬃsante pour caractériser les multiplicateurs.
Proposition 1.84 Soit h ∈ Dw et μ la mesure sur D déﬁnie par dμ(z) =
∣∣h′(z)∣∣2w(|z|)dA(z)
π
.
Sont équivalentes :
(i) h ∈ Multw ;
(ii) h ∈ H∞ et il existe C ∈ R+∗ telle que, pour toute f ∈ Dw,
∫
D
|f |2 dμ  C‖f‖2Dw .
Démonstration : Commençons par prouver (i) ⇒ (ii). D’après les propositions précédentes,
nous savons déjà que h ∈ Dw ∩H∞. Soit f ∈ Dw. Alors,∫
D
|f |2 dμ =
∫
D
∣∣fh′(z)∣∣2w(|z|) dA(z)
π
 2
⎡⎣∫
D
∣∣(fh)′(z)∣∣2w(|z|) dA(z)
π
+
∫
D
∣∣hf ′(z)∣∣2w(|z|) dA(z)
π
⎤⎦
 2(‖hf‖2Dw + ‖h‖2H∞‖f‖2Dw)
 2(‖h‖2Multw + ‖h‖2H∞)‖f‖2Dw .
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En posant C = 2(‖h‖2Multw + ‖h‖2H∞), nous avons bien le résultat souhaité.
Montrons maintenant (ii) ⇒ (i). Pour cela, nous montrons que, pour toute f ∈ Dw, nous
avons hf ∈ Dw. Soit f ∈ Dw. Alors,
∫
D
∣∣(hf)′(z)∣∣2w(|z|) dA(z)
π
 2
⎡⎣∫
D
∣∣(hf ′)(z)∣∣2w(|z|) dA(z)
π
+
∫
D
∣∣(h′f)(z)∣∣2w(|z|) dA(z)
π
⎤⎦
 2
[‖h‖2H∞‖f‖2Dw + C‖f‖2Dw]
< +∞.
Ainsi, hf ∈ Dw. Ceci valant pour toute f ∈ Dw, nous avons bien que h ∈ Multw. Ceci achève
la preuve. 
Nous détaillons maintenant le cas spéciﬁque des espaces de la forme Dα avec α  1. Dans ce
cas, nous notons Multα l’espace des multiplicateurs sur Dα.
Proposition 1.85 Soit α ∈ R+ tel que α  1. Alors, Multα = H∞(D). De plus, pour toute
f ∈ Multα,
‖f‖Multα = ‖f‖H∞ .
Démonstration : Nous commençons par montrer l’inclusion H∞(D) ⊂ Multα. Soit g ∈ H∞(D).
D’après la proposition 1.64, nous savons que g ∈ H2(D), et donc que f ∈ Dα.
Nous commençons par montrer que g ∈ Mult1. Pour cela, il suﬃt de remarquer qu’en notant
U : H2(D) → H2(T) ⊂ L2(T) l’isomorphisme isométrique décrit au théorème 1.67, nous avons
que U(g) ∈ H2(T) ∩ L∞(T). En particulier, l’opérateur
M˜g :
{
L2(T) −→ L2(T)
f 
−→ f × U(g)
est un opérateur continu tel que
∥∥∥M˜g∥∥∥ = ‖U(g)‖L∞(T).
De plus, H2(T) est invariant par M˜g. En notant Mg ∈ L(H2(T)) l’opérateur continu induit
par M˜g sur H2(T), nous avons que ‖Mg‖L(H2(T))  ‖U(g)‖L∞(T).
Comme les fonction constantes sont dansH2(T), nous avons aussi ‖Mg‖L(H2(T))  ‖U(g)‖L∞(T).
Finalement, nous avons
‖Mg‖L(H2(T)) = ‖U(g)‖L∞(T) = ‖g‖H∞(D) .
Ceci montre que g ∈ Mult1.
Nous supposons maintenant que α > 1. Comme g est holomorphe, nous savons que la matrice
de Mg ∈ L(H2(D)) est triangulaire supérieure. D’après le théorème 2.41 que nous énonçons
ultérieurement 1, nous avons que Mg induit un opérateur continu sur Dα tel que
‖Mg‖Dα  ‖Mg‖H2(D) = ‖g‖H∞(D) .
1. Notons que la démonstration de ce théorème (que nous détaillons plus loin) n’utilise pas le résultat que
nous démontrons ici.
76 Chapitre 1er — Fonctions holomorphes sur D
Ceci prouve que g ∈ Multα, et que ‖g‖Multα  ‖g‖H∞(D).
L’inclusion Multα ⊂ Dα et l’inégalité ‖g‖H∞(D)  ‖g‖Multα découlent du corollaire 1.82. Ceci
achève la preuve. 
Notons en particulier le résultat suivant, qui nous servira ultérieurement. Pour μ ∈ C, nous
notons
gμ :
⎧⎨⎩ D −→ Cz 
→ (1 + z
1− z
)μ ∈ Hol(D).
Proposition 1.86 Soit α ∈ R+ tel que α  1. Soit s ∈ R. Alors, gis ∈ Multα.
De plus,
‖gis‖Multα  e
|s|π
2 .
Démonstration : Soit z ∈ D. Alors, on a 
(
1 + z
1− z
)
> 0. Ainsi, en posant x = ln
∣∣∣∣1 + z1− z
∣∣∣∣ ∈ R
et y = arg
(
1 + z
1− z
)
∈
]π
2
;
π
2
[
, on a
log
(
1 + z
1− z
)
= x+ i y.
Alors, ∣∣∣∣∣
(
1 + z
1− z
)is∣∣∣∣∣  e |s|π2 .
Il suﬃt d’appliquer la proposition 1.85 pour conclure la preuve. 
Opérateurs de composition sur des
espaces de fonctions holomorphes
Chapitre 2
Ce chapitre est consacré à l’étude des opérateurs de composition sur des espaces de fonctionsholomorphes. Dans un premier temps, nous étudions ces opérateurs sur l’espace de Fréchet
Hol(D), et déduisons des résultats obtenus des informations sur le spectre des opérateurs de
composition sur des espaces de Banach continûment inclus dans Hol(D). Dans un second temps,
nous étudions les opérateurs de composition dans le cadre des espaces de Dirichlet Dα.
A) Étude sur Hol(D)
Nous allons dans cette section étudier les opérateurs de composition sur l’espace de FréchetHol(D). Nous commençons par étudier la continuité de ces opérateurs. Ensuite, nous don-
nons une caractérisation algébrique des opérateurs de composition. Nous caractérisons ensuite la
compacité des opérateurs de composition en donnant une condition nécessaire et suﬃsante sur le
symbole. Après cela, nous focalisons notre étude sur les opérateurs de composition dont le sym-
bole est un symbole de Koenigs. Dans ce cas, nous donnons une description complète du spectre
et du spectre ponctuel d’un opérateur de composition. Ces preuves reposent sur la description
de « projections spectrales » associées sur Hol(D). Si X ↪→ Hol(D) est continûment inclus dans
Hol(D), nous déduisons de l’étude spectrale sur Hol(D) des résultats sur la forme générale du
spectre de l’opérateur de composition sur X . Ces résultats font l’objet d’une pré-publication
([8]).
Nous commençons par introduire quelques notations : dans cette partie, et sauf mention expli-
cite du contraire, nous désignerons par ϕ : D → D une fonction holomorphe telle que ϕ(D) ⊂ D
(dans l’étude spectrale, nous ferons des hypothèses supplémentaires sur ϕ, qui seront explicitées
le moment venu). Nous noterons alors
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Cϕ :
{
Hol(D) → Hol(D)
f 
→ f ◦ ϕ
l’opérateur de composition par ϕ.
Par ailleurs, si X ↪→ Hol(D) est un espace de Banach continûment inclus dans Hol(D) (voir
la déﬁnition 1.28) tel que Cϕ(X ) ⊂ X , nous noterons T|X (ou T s’il n’y a pas d’ambiguïté sur
l’espace considéré) l’application linéaire induite par Cϕ sur X .
A.1 — Continuité
La première question à se poser lorsque l’on étudie une application linéaire sur un espace de
Fréchet est naturellement celle de la continuité. Dans le cadre des opérateurs de composition sur
Hol(D), la continuité est automatique : ce fait est l’objet de la proposition suivante.
Proposition 2.1 Soit ϕ : D → D holomorphe. Alors, l’application linéaire
Cϕ :
{
Hol(D) −→ Hol(D)
f 
−→ f ◦ ϕ
est continue pour la structure d’espace de Fréchet sur Hol(D).
Démonstration : Soit (fn)n ∈ Hol(D)N et f ∈ Hol(D) tels que fn CVLU−−−−→ f . On montre que
fn ◦ ϕ CVLU−−−−→ f ◦ ϕ. Soit K un compact de D. Comme ϕ est continue, ϕ(K) est un compact de
K. Comme fn
CVLU−−−−→ f , nous avons que fn → f uniformément sur ϕ(K). Ceci revient à dire que
fn ◦ϕ → f ◦ϕ uniformément sur K. Ainsi, fn ◦ϕ → f ◦ϕ uniformément sur tout compact de D,
ce qui prouve le résultat souhaité. 
A.2 — Caractérisation algébrique
Commençons par expliciter la propriété élémentaire suivante :
« ∀f, g ∈ Hol(D), (f × g) ◦ ϕ = (f ◦ ϕ)× (g ◦ ϕ) ».
Nous allons montrer que cette propriété caractérise les opérateurs de composition. Nous en
déduirons ensuite une caractérisation des opérateurs de composition inversibles. Le théorème
suivant donne une caractérisation algébrique des opérateurs de composition.
Théorème 2.2 Soit T ∈ L(Hol(D)). Les assertions suivantes s’équivalent :
(i) l’opérateur T est un opérateur de composition : il existe ϕ : D → D holomorphe telle que,
pour toute f ∈ Hol(D), T (f) = f ◦ ϕ ;
(ii) l’opérateur T est un morphisme d’algèbres unifères : on a T (e0) = e0 et, pour toutes
f, g ∈ Hol(D), T (fg) = T (f)T (g) ;
(iii) pour tout n ∈ N, T (en) = (T (e1))n.
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Démonstration : La chaîne d’implications (i) ⇒ (ii) ⇒ (iii) est vraie. Nous détaillons la preuve
de l’implication (iii) ⇒ (i). Soit T ∈ L(Hol(D)) vériﬁant l’hypothèse (iii). Soit ϕ = T (e1). Nous
montrons que T est l’opérateur de composition de symbole ϕ.
Nous commençons par montrer que ϕ(D) ⊂ D. Supposons par l’absurde qu’il existe z0 ∈ D tel
que |ϕ(z0)|  1. Alors, pour tout n ∈ N,
|T (en)(z0)| = |(T (e1))n(z0)| = |ϕ(z0)|n  1.
Par ailleurs, dans Hol(D), en
CVLU−−−−→ 0 lorsque n → +∞. Ainsi, comme T est continu, T (en) CVLU−−−−→ 0.
En particulier, T (en)(z0) → 0, ce qui fournit la contradiction recherchée.
Comme ϕ(D) ⊂ D, nous pouvons considérer l’opérateur de composition Cϕ ∈ L(Hol(D)). Nous
montrons maintenant que T = Cϕ. Remarquons que la condition (iii) se réécrit
∀n ∈ N, T (en) = ϕn = en ◦ ϕ.
Comme T est linéaire, il découle directement de cette condition que, pour tout P ∈ C[z],
T (P ) = P ◦ ϕ. Ainsi, T et Cϕ coïncident sur C[z]. Or, C[z] est dense dans Hol(D). Comme
T et Cϕ sont continus sur Hol(D), nous avons bien que T = Cϕ. Ceci achève la preuve. 
Nous pouvons déduire du résultat précédent une caractérisation des opérateurs de composi-
tion inversibles : il s’agit exactement de ceux dont le symbole est un automorphisme de D.
Corollaire 2.3 Soit ϕ : D → D holomorphe, de sorte que Cϕ ∈ L(Hol(D)). Les assertions
suivantes s’équivalent :
(i) l’opérateur Cϕ est inversible dans L(Hol(D)) ;
(ii) la fonction ϕ est un automorphisme de D.
Démonstration : Commençons par prouver l’implication (ii) ⇒ (i). Supposons que ϕ est un
automorphisme de D. Alors, l’inverse ψ de ϕ est aussi un automorphisme de D. L’opérateur
Cψ ∈ L(Hol(D)) est donc bien déﬁni. On a alors que Cψ est l’inverse de Cϕ dans L(Hol(D)).
Montrons maintenant l’implication réciproque. Supposons que Cϕ est inversible dans L(Hol(D)).
Soit T ∈ L(Hol(D)) son inverse. Nous commençons par montrer que T est un opérateur de com-
position, en nous ramenant à leur caractérisation algébrique (théorème 2.2). Soit n ∈ N.
Cϕ ◦ T (en) = en
= (e1)
n
= (Cϕ ◦ T (e1))n
= Cϕ [(T (e1))
n]
(nous avons utilisé le fait que tout opérateur de composition est multiplicatif). Comme Cϕ
est inversible, nous avons ﬁnalement
∀n ∈ N, T (en) = (T (e1))n ,
ce qui prouve (d’après le théorème 2.2) que T est un opérateur de composition. 
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A.3 — Compacité
Nous étudions maintenant la compacité des opérateurs de composition sur Hol(D). La com-
pacité des opérateurs sur des espaces de Fréchet a notamment été étudiée par Randtke [51] et
Bonet-Lindstöm [16]. Notre résultat principal est une condition nécessaire et suﬃsante portant
sur ϕ pour que l’opérateur Cϕ ∈ L(Hol(D)) soit compact. Avant d’énoncer ce résultat, nous
rappelons la déﬁnition d’ « opérateur compact » sur un espace de Fréchet.
Déﬁnition et proposition 2.4 Soit F un espace de Fréchet. Soit T ∈ L(F). Les assertions
suivantes s’équivalent :
(i) il existe r > 0 tel que T (B(0, r)) est relativement compact ;
(ii) il existe un voisinage V de 0 tel que TV est compact.
Si de plus F est un espace de Banach, les assertions ci-dessus sont également équivalentes à
la condition
(iii) pour tout r > 0, l’ensemble T (B(0, r)) est relativement compact
Lorsque ces conditions sont vériﬁées, on dit que T est un opérateur compact.
Nous allons préciser cette déﬁnition dans le cas particulier de l’espace Hol(D). Pour cela, nous
allons décrire les voisinages de zéro. Introduisons une notation pour le reste de cette section. Pour
r ∈ [0; 1[ et pour ε > 0, nous noterons
Vr,ε def=
{
f ∈ Hol(D)
∣∣∣∣∣ sup|z|r |f(z)| < ε
}
.
Proposition 2.5 La famille (Vr,ε)r∈[0;1[, ε∈R+∗ est une base de voisinages de 0 dans Hol(D). Plus
précisément :
(i) pour toute boule ouverte B centrée en 0, il existe r ∈ [0; 1[ et ε ∈ R+∗ tels que Vr,ε ⊂ B ;
(ii) pour tous r ∈ [0; 1[ et ε ∈ R+∗, il existe une boule ouverte B centrée en 0 telle que B ⊂ Vr,ε.
Démonstration : Rappelons que la distance sur Hol(D) est décrite pour toute f ∈ Hol(D) par
d(f, 0) =
+∞∑
n=1
1
2n
min
(
1, sup
|z|1− 1
n
|f(z)|
)
.
Nous commençons par montrer le point (i). Pour cela, soient ρ > 0 et B = B(0, ρ) la boule
ouverte de centre 0 et de rayon ρ. Si ρ  1, alors B = Hol(D) et tous les ensembles Vr,ε
conviennent. Supposons maintenant que ρ < 1.
Soit N ∈ N∗ tel que 1
2N
 ρ
2
. Soit r = 1− 1
N
.
Soit ε > 0 tel que ε < 1 et ε
(
1− 1
2N
)
 ρ
2
.
Nous montrons que Vr,ε ⊂ B. Soit f ∈ Vr,ε. Nous avons
d(f, 0) 
N∑
n=1
1
2n
min
(
1, sup
|z|1− 1
n
|f(z)|
)
+
+∞∑
n=N+1
1
2n
.
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Soit n ∈ 1;N. Comme f ∈ Vr,ε,
sup
|z|1− 1
n
|f(z)|  sup
|z|1− 1
N
|f(z)|  ε < 1.
Ainsi, pour tout n ∈ 1;N,
min
(
1, sup
|z|1− 1
n
|f(z)|
)
 ε.
Il vient donc
d(f, 0) 
N∑
n=1
1
2n
ε+
+∞∑
n=N+1
1
2n
 ε
(
1− 1
2N
)
+
1
2N
 ρ
2
+
ρ
2
= ρ.
Ainsi, f ∈ B. Ceci valant pour toute f ∈ Vr,ε, nous avons bien montré que Vr,ε ⊂ B.
Nous montrons maintenant le point (ii). Soient r ∈ [0; 1[ et ε > 0. Sans perte de généralité,
nous pouvons supposer ε < 1. Soit N ∈ N∗ tel que 1− 1
N
> r. Soient ρ =
ε
2N
et B = B(0, ρ) la
boule ouverte de centre 0 et de rayon ρ. Nous montrons que B ⊂ Vr,ε. Soit f ∈ B. Nous avons
min
(
1, sup
|z|1− 1
N
|f(z)|
)
 2N d(f, 0)  2Nρ = ε.
En particulier, comme ε < 1, nous avons sup
|z|1− 1
N
|f(z)|  1 et donc
min
(
1, sup
|z|1− 1
N
|f(z)|
)
= sup
|z|1− 1
N
|f(z)|  ε.
Alors,
sup
|z|r
|f(z)|  sup
|z|1− 1
N
|f(z)|  ε.
Ceci prouve que f ∈ Vr,ε et donc que B ⊂ Vr,ε. La preuve est ainsi terminée. 
Nous énonçons ici une version spéciﬁque d’un théorème attribué à Runge. Ce théorème montre
comment on peut approximer une fonction holomorphe par une fonction rationnelle (ou, dans
notre cas spéciﬁque, une fonction polynomiale). Pour la preuve de ce résultat (dans un cadre
plus général), nous renvoyons au livre de Rudin ([57], théorèmes 13.6, 13.9 et surtout 13.7).
Théorème 2.6 (Runge) Soit K un compact de D tel que C−K est connexe. Soit Ω un ouvert
de D contenant K. Alors, pour tout ε > 0 et pour toute f ∈ Hol(Ω), il existe une fonction
polynomiale P ∈ C[z] telle que
sup
z∈K
|f(z)− P (z)|  ε.
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Nous pouvons maintenant énoncer notre résultat principal.
Théorème 2.7 Soit ϕ : D → D holomorphe et Cϕ ∈ L(Hol(D)) l’opérateur de composition
associé. Les assertions suivantes s’équivalent :
(i) on a sup
z∈D
|ϕ(z)| < 1 ;
(ii) l’opérateur Cϕ ∈ L(Hol(D)) est compact.
Remarque Sur certains espaces de Banach, la même caractérisation reste vraie : par exemple,
pour X = H∞(D), le résultat est attribué à Schwartz ([62]). Une étude plus détaillée du spectre
essentiel peut être trouvée dans l’article de Zheng ([67]). En revanche, sur d’autres espaces de
Banach, la situation est diﬀérente : par exemple, sur H2(D), on obtient une condition nécessaire
et suﬃsante pour la compacité des opérateurs de composition en étudiant la fonction de comptage
de Nevanlinna (voir par exemple [26], théorème 3.20).
Nous prouvons maintenant le théorème 2.7.
Démonstration : (i) ⇒ (ii) : commençons par prouver l’inclusion directe. Soit r0 = sup
z∈D
|ϕ(z)|.
On suppose que r0 < 1.
ϕ(D)
r0D
Remarquons que r0D est un compact de D tel que ϕ(D) ⊂ r0D.
Considérons alors le voisinage de 0 (cf. la proposition 2.5)
V = Vr0,1 =
{
f ∈ Hol(D)
∣∣∣∣∣ sup|z|r0 |f(z)| < 1
}
.
Alors, pour toute f ∈ V , sup
z∈D
|f ◦ ϕ(z)|  1. En d’autres termes, la famille de fonctions Cϕ(V)
est uniformément bornée. D’après le théorème de Montel (voir par exemple [57], théorème 14.6),
l’ensemble Cϕ(V) est relativement compact.
(ii) ⇒ (i) : nous prouvons maintenant l’inclusion réciproque. Pour ce faire, nous allons rai-
sonner par contraposée : supposons que sup
z∈D
|ϕ(z)| = 1. Nous allons montrer que Cϕ n’est pas
un opérateur compact. Pour ce faire, nous allons montrer que pour tout ε > 0 et pour tout
r0 ∈ [0; 1[, l’image du voisinage
Vr0,ε def=
{
f ∈ Hol(D)
∣∣∣∣∣ sup|z|r0 |f(z)| < ε
}
n’est pas relativement compacte.
ϕ(D)
·ω0r0D
Ω
Soit ε > 0 Sans perte de généralité, nous pouvons supposer que ε < 1.
Soit r0 ∈ [0; 1[. Comme r0 < 1, il existe z0 ∈ D tel que |ϕ(z0)| > r0. Posons
ω0
def
= ϕ(z0). Soit K = r0D ∪ {ω0}. Notons que K est un compact de
D. Soient ρ = min
( |ω0| − r0
3
,
1− |ω0|
2
)
et Ω = B (0, r0 + ρ) ∪B (ω0, ρ).
Remarquons que Ω est un ouvert de D contenant K.
Fixons maintenant n ∈ N. Nous déﬁnissons une fonction holomorphe sur
Ω en posant, pour tout z ∈ Ω,
hn(z) =
{
0 si z ∈ B (0, r0 + ρ)
n sinon .
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D’après le théorème de Runge (2.6), il existe une fonction polynomiale Pn ∈ C[z] telle que
‖hn − Pn‖∞,K < 1.
Comme Pn est polynomiale, Pn ∈ Hol(D). De plus, on vériﬁe bien que Pn ∈ Vr0,ε.
Nous montrons maintenant que Cϕ(Vr0,ε) n’est pas relativement compact. Nous savons que
pour tout n ∈ N, Pn◦ϕ ∈ Cϕ(Vr0,ε). De plus, comme hn(ω0) → +∞ lorsque n → +∞, nous avons
aussi |Pn ◦ ϕ(z0)| → +∞. Comme l’évaluation en z0 est une application continue sur Hol(D),
nous avons montré qu’aucune suite extraite de (Pn ◦ ϕ)n ne converge dans Hol(D). Ceci achève
la preuve. 
A.4 — Étude spectrale sur Hol(D)
Pour étudier le spectre des opérateurs de composition sur Hol(D), nous allons faire quelques
hypothèses sur le symbole ϕ : plus précisément, nous supposons que ϕ n’est pas un automorphisme
et que le point de Denjoy-Wolﬀ de ϕ (cf. le théorème 1.18) est dans D.
Déﬁnition 2.8 Soit ϕ : D → D une fonction holomorphe. Nous dirons que ϕ est un symbole de
Koenigs si elle vériﬁe les conditions suivantes :
(a) il existe α ∈ D tel que ϕ(α) = α ;
(b) on a 0 <
∣∣ϕ′(α)∣∣ < 1.
Cette déﬁnition doit être appréciée à l’aulne du théorème de Koenigs (théorèmes 1.25 ou
2.10).
Dans la suite, et sauf mention explicite du contraire, nous désignerons par ϕ un symbole de
Koenigs. Nous supposerons également dans un premier temps que le point de Denjoy-Wolﬀ de
ϕ est 0 (nous verrons ensuite que cette hypothèse n’est cependant que peu restrictive — cf. le
théorème 2.37).
L’objectif de cette section est de décrire le spectre et le spectre ponctuel de l’opérateur Cϕ ∈
L(Hol(D)). L’outil clef qui interviendra dans notre preuve sera la déﬁnition de « projections
spectrales » sur Hol(D) (cf. le théorème 2.14). Ces projections sont étudiées dans la première sous-
partie. La deuxième sous-partie est consacrée à l’utilisation de ces projections pour déterminer
le spectre de Cϕ. Par ailleurs, si X ↪→ Hol(D) est stable par Cϕ, alors nous pouvons déduire de la
forme du spectre de Cϕ ∈ L(Hol(D)) des informations sur la forme générale du spectre de Cϕ|X :
ce point fait l’objet de la troisième sous-partie. Nous terminons enﬁn notre étude spectrale en
discutant des cas plus généraux que ceux considérés ci-dessus (par exemple, des symboles tels
que ϕ′(0) = 0, ou dont le point de Denjoy-Wolﬀ n’est pas dans D).
Avant de nous lancer dans la déﬁnition des projections spectrales sur Hol(D)., nous énonçons
un lemme technique relatif aux dérivées d’ordre supérieur d’une fonction composée : il s’agit
de la formule attribuée à Faà di Bruno. Dans le cas particulier de la composition par ϕ, cette
formule nous fournit le résultat exposé dans le lemme ci-dessous.
Lemme 2.9 (Faà di Bruno) Soit ϕ un symbole de Koenigs dont le point de Denjoy-Wolﬀ est
0. Soit n ∈ N∗. Posons
Jn
def
= {m = (m1, · · · ,mn) ∈ Nn | m1 + 2m2 + · · ·+ nmn = n}
et Kn
def
= Jn \ {(n, 0, · · · , 0)}.
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Pour m ∈ Jn, notons |m| = m1 +m2 + · · ·+mn. Remarquons que m ∈ Kn si et seulement
si |m|  n− 1.
Pour m ∈ Jn, posons
Cnm
def
=
n!
m1!m2! · · ·mn!
n∏
j=1
(
ϕ(j)(0)
j!
)mj
∈ C.
Alors, pour toute f ∈ Hol(D),
(f ◦ ϕ)(n) (0) =
∑
m∈Jn
Cnmf
(|m|)(0)
=
(
ϕ′(0)
)n × f (n)(0) + ∑
n∈Kn
Cnmf
(|m|)(0).
Esquisse de démonstration : La preuve repose sur l’utilisation d’une formule de Faà di Bruno.
Cette formule a été originellement publiée en italien dans [30] et en français dans [29] (on peut
trouver une retranscription de ces articles dans [6]). On peut trouver des preuves de cette for-
mule dans [53] (avec des techniques d’analyse dite ombrale) ou dans [23] (pp. 137-139, avec des
techniques combinatoires). La formule de Faà di Bruno dit que, comme f et ϕ sont holomorphes,
nous avons, pour tous n ∈ N∗ et α ∈ D,
(f ◦ ϕ)(n) (α) =
∑
m∈Jn
n!
m1!m2! · · ·mn!
n∏
j=1
(
ϕ(j)(α)
j!
)mj
f (|m|)(ϕ(α)).
Le résultat recherché s’obtient alors directement, en remarquant que 0 est un point ﬁxe de ϕ.
Ceci achève la preuve. 
A.4.a) — Éléments propres et projections spectrales
Nous commençons notre étude spectrale de Cϕ par l’étude des éléments propres. Le théorème
de Koenigs (théorème 1.25), que nous avons déjà rencontré, peut s’interpréter en termes d’étude
spectrale : il fournit une description exhaustive des éléments propres de Cϕ ∈ L(Hol(D)).
Théorème 2.10 (rappel) Soit ϕ un symbole de Koenigs dont le point de Denjoy-Wolﬀ est zéro.
Pour n ∈ N, notons λn =
(
ϕ′(0)
)n. Alors, le spectre ponctuel de Cϕ est
σp(Cϕ) = {λn |n ∈ N} .
De plus, il existe une unique fonction ς ∈ Hol(D) telle que{
ς ′(0) = 1
∀n ∈ N, Eλn def= Ker(Cϕ − λn Id) = C · ςn
.
L’objectif de cette sous-partie est de déﬁnir l’analogue sur Hol(D) des projections spectrales.
Avant de le faire, nous commençons par rappeler ce que l’on entend par « projection spectrale »
sur un espace de Banach. Grâce à des résultats de calcul fonctionnel holomorphe (détaillés par
exemple dans l’annexe B), nous obtenons le résultat suivant.
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Proposition 2.11 (décomposition spectrale sur un espace de Banach) Soit X un espace
de Banach. Soit T ∈ L(X ). Supposons qu’il existe deux sous-ensembles σ0 et σ1 ⊂ σ(T ) qui sont
non vides, ouverts et fermés dans σ(T ).
Alors, il existe deux sous-espaces fermés X0 et X1 tels que
(a) on a la décomposition X = X0 ⊕X1 ;
(b) les espaces X0 et X1 sont invariants par T ;
(c) si T0 ∈ L(X0) est l’opérateur induit par T sur X0, alors son spectre est σ(T0) = σ0 ;
(d) si T1 ∈ L(X1) est l’opérateur induit par T sur X1, alors son spectre est σ(T1) = σ1.
De plus, l’application résolvante R : μ 
→ (μ Id−T )−1 ∈ L(X ) est holomorphe sur C− σ(T ).
Enﬁn, on peut calculer la projection P : X → X0 ∈ L(X ) sur X0 parallèlement à X1 par
calcul holomorphe : si Γ est une courbe de Jordan telle que Γ ∩ σ(T ) = ∅ et Int(Γ) ∩ σ(T ) = σ0,
alors
P =
1
2iπ
∫
Γ
(μ Id−T )−1 dμ ∈ L(X ).
Dans le cas particulier où λ ∈ σ(T ) est un point isolé, nous pouvons avec le résultat ci-dessus
déﬁnir la projection spectrale associée à λ.
Déﬁnition 2.12 Soit X un espace de Banach. Soit T ∈ L(X ). Supposons qu’il existe un point
λ ∈ σ(T ) qui est isolé dans σ(T ).
Alors, il existe deux sous-espaces fermés X0 et X1 tels que
(a) on a la décomposition X = X0 ⊕X1 ;
(b) les espaces X0 et X1 sont invariants par T ;
(c) si T0 ∈ L(X0) est l’opérateur induit par T sur X0, alors son spectre est σ(T0) = {λ} ;
(d) si T1 ∈ L(X1) est l’opérateur induit par T sur X1, alors son spectre est σ(T1) = σ(T )−{λ}.
La projection P sur X0 parallèlement à X1 est la projection spectrale associée à λ.
On dit que λ est un pôle simple de la résolvante si la fonction μ → (μ Id−T )−1 a un pôle
simple en λ. Ceci est équivalent à dire que dimX0 = 1.
L’objectif des résultats qui suivent est de déﬁnir sur Hol(D) des applications qui seront
l’analogue des projections spectrales (c’est l’objet du théorème 2.14). Nous commençons par
démontrer un petit lemme technique.
Lemme 2.13 Soit ϕ un symbole de Koenigs dont le point de Denjoy-Wolﬀ est 0. Soit ς la
fonction de Koenigs associée à ϕ ( cf. théorème 2.10). Alors, pour tout n ∈ N et pour tout
k ∈ 0;n,
(ςn)(k) (0) =
{
0 si k < n
n! si k=n .
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Démonstration : Si k < n, le résultat vient directement du fait que ς(0) = 0. Pour k = n, il
suﬃt de remarquer que l’on a le développement limité suivant :
(ςn)(n) (x) = (ςn)(n) (0) + o
x→0
(1),
qui donne, en intégrant n fois successivement,
ςn(x) =
(ςn)(n) (0)
n!
xn + o
x→0
(xn).
Or, ς(0) = 0 et ς ′(0) = 1. On obtient ainsi
ςn(x) =
(
x+ o
x→0
(x)
)n
= xn + o
x→0
(xn).
L’unicité du développement limité nous donne alors le résultat souhaité et conclut la preuve. 
Nous pouvons maintenant énoncer le résultat principal de cette sous-partie.
Théorème 2.14 Soit ϕ un symbole de Koenigs dont le point de Denjoy-Wolﬀ est 0. Pour n ∈ N,
notons λn =
(
ϕ′(0)
)n. Soit ς la fonction de Koenigs associée à ϕ ( cf. théorème 2.10).
On déﬁnit récursivement une famille d’applications (Pn)n∈N ∈ L(Hol(D))N en posant, pour
toute f ∈ D, ⎧⎪⎪⎨⎪⎪⎩
P0(f) = f(0) ς
0
∀n ∈ N∗, Pn(f) = 1
n!
×
[
f −
n−1∑
k=0
Pk(f)
](n)
(0)× ςn .
De plus, les applications (Pn)n vériﬁent les propriétés suivantes :
(i) pour tout n ∈ N, pour toute f ∈ Hol(D), pour tout l ∈ 0;n,
f (l)(0) =
(
n∑
k=0
Pk(f)
)(l)
(0);
(ii) pour tout n ∈ N, Pn ◦ Cϕ = Cϕ ◦ Pn = λnPn ;
(iii) il existe des coeﬃcients (cn,m)n,m∈N ∈ CN×N tels que, pour tout n ∈ N et pour toute
f ∈ Hol(D),
Pn(f) =
(
n∑
m=0
cn,mf
(m)(0)
)
ςn;
(iv) pour tous m,n ∈ N, Pn ◦ Pm = Pm ◦ Pn = δn,mPn.
En particulier, pour tout n ∈ N, Pn est une projection sur C · ςn.
Avant de prouver ce théorème, notons un résultat utile.
Corollaire 2.15 La famille (ςn)n est libre dans Hol(D).
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Démonstration : Soit n ∈ N Soient λ0, · · · , λn ∈ C tels que
λ0 ς
0 + λ1 ς
1 + · · ·+ λnςn = 0.
Soit k ∈ 0;n. En composant l’égalité ci-dessus par Pk et en remarquant que Pk(ςj) = δj,kςk,
nous obtenons que λkςk = 0. Comme ςk = 0, nous avons que λk = 0.
Ceci valant pour tout k ∈ 0;n et pour tout n ∈ N, nous avons bien montré que la famille
(ςn)n est libre. Ceci achève la preuve. 
Nous prouvons maintenant le théorème 2.14.
Démonstration : Commençons par remarquer que la déﬁnition de l’énoncé donne bien une fa-
mille d’opérateurs continus sur Hol(D) : ceci découle du fait que la dérivation déﬁnit un opérateur
continu sur Hol(D) (d’après le théorème de Weierstrass 1.26).
Preuve de (i) Commençons par montrer le point (i). Nous allons montrer par récurrence
sur n ∈ N la propriété
P(n) : « ∀f ∈ Hol(D), ∀l ∈ 0;n, f (l)(0) =
(
n∑
k=0
Pk(f)
)(l)
(0) ».
Initialisation : Soit f ∈ Hol(D). Alors, f (0)(0) = f(0). De plus,
(
0∑
k=0
Pk(f)
)(0)
(0) = f(0)e0(0) = f(0).
Donc P(0) est vraie.
Hérédité : Soit n ∈ N tel que P(n) est vraie. Montrons que P(n+1) est vraie. Soit f ∈ Hol(D).
Soit l ∈ 0;n+ 1. Nous distinguons deux cas.
Premier cas : Supposons que l = n+ 1.
(
n+1∑
k=0
Pk(f)
)(l)
(0) =
(
n∑
k=0
Pk(f)
)(l)
(0)︸ ︷︷ ︸
=f (l)(0) d’après P(n)
+ [Pn+1(f)]
(l) (0)
= f (l)(0) + c× (ςn+1)(l) (0)︸ ︷︷ ︸
=0 d’après le lemme 2.13
= f (l)(0).
Second cas : Traitons le cas où l = n+ 1.
88 Chapitre 2 — Opérateurs de composition
(
n+1∑
k=0
Pk(f)
)(n+1)
(0) =
(
n∑
k=0
Pk(f)
)(n+1)
(0) + [Pn+1(f)]
(n+1) (0)
=
(
n∑
k=0
Pk(f)
)(n+1)
(0) + · · ·
· · ·+ 1
(n+ 1)!
×
[
f −
n∑
k=0
Pk(f)
](n+1)
(0)× (ςn+1)(n+1)(0)︸ ︷︷ ︸
=(n+1)! d’après le lemme 2.13
=
(
n∑
k=0
Pk(f)
)(n+1)
(0) +
[
f −
n∑
k=0
Pk(f)
](n+1)
(0)
= f (n+1)(0)
Ceci prouve l’hérédité et termine la preuve du premier point.
Preuve de (ii) Nous commençons par montrer que, pour tout n ∈ N, Cϕ ◦ Pn = λnPn.
Soit f ∈ Hol(D). Si n = 0, nous avons Cϕ ◦P0(f) = f(0)× e0 ◦ϕ = f(0)e0 = λ0P0(f). Si n ∈ N∗,
nous avons, par déﬁnition de Pn,
Cϕ ◦ Pn(f) = 1
n!
×
[
f −
n−1∑
k=0
Pk(f)
](n)
(0)× (ςn ◦ ϕ)︸ ︷︷ ︸
=λnςn
= λnPn(f).
Ceci montre que Cϕ Pn = λnPn. Nous montrons maintenant par récurrence forte sur n ∈ N
la propriété
P(n) : « Pn ◦ Cϕ = λn Pn ».
Initalisation : soit f ∈ Hol(D). Alors,
P0 ◦ Cϕ(f) = f(ϕ(0))e0 = f(0)e0 = P0(f) = λ0P0(f).
Ceci prouve l’initialisation.
Hérédité : Soit n ∈ N tel que, pour tout k ∈ 0;n, Pk Cϕ = λkPk. Soit f ∈ Hol(D). Alors,
Pn+1(f ◦ ϕ) = 1
(n+ 1)!
(g˜)(n+1) (0) ςn+1, (Υ)
où
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g˜ = f ◦ ϕ−
n∑
k=0
Pk(f ◦ ϕ)
= f ◦ ϕ−
n∑
k=0
λkPk(f) (d’après l’hypothèse de récurrence P(k))
= f ◦ ϕ−
n∑
k=0
Pk(f) ◦ ϕ (car pour tout k, Pk ◦ Cϕ = λkPk)
=
(
f −
n∑
k=0
Pk(f)
)
︸ ︷︷ ︸
def
= g
◦ϕ
où g ∈ Hol(D) est une fonction telle que
Pn+1(f) =
1
(n+ 1)!
g(n+1)(0)× ςn+1.
Alors, d’après la formule de Faà di Bruno (lemme 2.9), nous avons
g˜(n+1)(0) = (g ◦ ϕ)(n+1) (0) = (ϕ′(0))n+1 g(n+1)(0) + ∑
m∈Kn+1
Cn+1m g
(|m|)(0).
Or, d’après le point (i) de ce théorème, nous avons que pour tout l ∈ 0;n, g(l)(0) = 0. Il vient
alors que
g˜(n+1)(0) = λn+1g
(n+1)(0).
En utilisant cette expression dans l’équation (Υ), nous avons
Pn+1(f ◦ ϕ) = λn+1 × 1
(n+ 1)!
g(n+1)(0) ςn+1 = λn+1Pn+1(f).
Ceci prouve l’hérédité et termine la preuve du point (ii).
Preuve de (iii) Nous allons montrer par récurrence forte que, pour tout n ∈ N, la propriété
P(n) : « ∃(cn,m)m∈N ∈ CN tels que, ∀f ∈ Hol(D), Pn(f) =
(
n∑
m=0
cn,mf
(m)(0)
)
ςn »
est vraie.
Initialisation : Pour c0,0 = 1, le résultat est vrai.
Hérédité : Soit n ∈ N tel que, pour tout k ∈ 0;n, la proriété P(n) est vraie. Montrons que
P(n+ 1) est vraie. Soit f ∈ Hol(D).
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Pn+1(f) =
1
(n+ 1)!
[
f −
n∑
k=0
Pk(f)
](n+1)
(0) ςn+1
=
1
(n+ 1)!
[
f (n+1)(0)−
n∑
k=0
(Pk(f))
(n+1) (0)
]
ςn+1
=
1
(n+ 1)!
⎡⎣f (n+1)(0)− n∑
k=0
((
k∑
m=0
ck,mf
(m)(0)
)
ςk
)(n+1)
(0)
⎤⎦ ςn+1
=
1
(n+ 1)!
⎡⎢⎢⎢⎢⎢⎢⎣f
(n+1)(0)−
n∑
m=0
(
n∑
k=m
ck,m
(
ςk
)(n+1)
(0)
)
︸ ︷︷ ︸
def
= cn+1,m
f (m)(0)
⎤⎥⎥⎥⎥⎥⎥⎦ ς
n+1.
Ceci prouve l’hérédité et achève la preuve du point (iii).
Preuve de (iv) Soient m,n ∈ N. Nous distinguons deux cas.
Premier cas : si m = n. Alors, comme Pn Cϕ = λn Pn, nous avons que
λmPn(ς
m) = Pn (λmς
m) = Pn (ς
m ◦ ϕ) = λnPn(ςm).
Or, λm = λn. Nous avons donc que Pn(ςm) = 0. Comme Im(Pm) = C · ςm, nous avons bien
Pn ◦ Pm = 0.
Second cas : Supposons que m = n. Comme Im(Pn) = C · ςn, il nous suﬃt de montrer que
Pn(ς
n) = ςn. Si n = 0, le résultat est direct. Si n ∈ N∗,
Pn(ς
n) =
1
n!
⎡⎣ςn − n−1∑
k=0
Pk(ς
n)︸ ︷︷ ︸
=0
⎤⎦(n) (0)× ςn
=
1
n!
[ςn](n) (0)︸ ︷︷ ︸
=n! d’après le lemme 2.13
×ςn
= ςn
Ceci achève la preuve du point (iv) et aussi la preuve du théorème. 
Les coeﬃcients cn,m apparaissant dans le théorème précédent (théorème 2.14) peuvent être
calculés récursivement. La preuve ci-dessus montre que ces coeﬃcients peuvent être calculés
récursivement en fonctions des valeurs [ςn](k) (0). Or, la fonction de Koenigs ς dépend uniquement
du symbole ϕ. Plus précisément, les dérivées [ςn](k) (0) peuvent être calculées en fonction des
dérivées de ϕ en 0. Le lemme ci-dessus détaille ce point.
Lemme 2.16 Soit n ∈ N. Les dérivées successives de ςn peuvent être déterminées explicitement
au moyen de la récurrence suivante :
∀k ∈ N, (ςn)(k) (0) =
⎧⎪⎪⎨⎪⎪⎩
0 si k < n
n! si k=n
1
λn − λk
∑
m∈Kk
Ckm (ς
n)(|m|) (0) sinon
.
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Démonstration : Si k  n, nous retrouvons le résultat du lemme 2.13. Supposons que k > n.
Nous savons que ςn ◦ ϕ = λnςn. Nous dérivons cette identité k fois grâce à la formule de Faà di
Bruno (lemme 2.9) et nous obtenons
λn (ς
n)(k) (0) = λk (ς
n)(k) (0) +
∑
m∈Kk
Ckm (ς
n)(|m|) (0).
Ceci achève la preuve. 
Le lemme ci-dessus nous permet de calculer récursivement les expressions des projections
spectrales uniquement en fonction des dérivées successives de ϕ en 0. À titre d’exemple, nous
détaillons dans la proposition suivante le calcul des projections P0 à P3.
Proposition 2.17 Pour toute f ∈ Hol(D), nous avons
P0(f) = f(0)× ς0
P1(f) = f
′(0)× ς
P2(f) =
1
2
[
f ′′(0) +
ϕ′′(0)
λ2 − λ1 f
′(0)
]
× ς2
P3(f) =
1
6
[
f (3)(0) +
3ϕ′′(0)
λ2 − λ1 f
′′(0) +
{
ϕ(3)(0)
λ3 − λ1 +
3(ϕ′′(0))2
(λ3 − λ1)(λ2 − λ1)
}
f ′(0)
]
× ς3
.
Démonstration : Soit f ∈ Hol(D). Le calcul de P0(f) est immédiat. Nous commençons par
calculer P1(f). Pour cela, nous remarquons que
P1(f) =
1
1!
[f − P0(f)]′ (0)× ς
= f ′(0)× ς.
Nous passons maintenant au calcul de P2(f).
P2(f) =
1
2
[f − P0(f)− P1(f)]′′ (0)× ς2
=
1
2
[
f ′′(0)− f(0)× (ς0)′′ (0)− f ′(0)× ς ′′(0)]× ς2
=
1
2
[
f ′′(0)− 0− f ′(0)× ς ′′(0)]× ς2
Nous déterminons maintenant ς ′′(0) en fonction des dérivées de ϕ en 0. Pour cela, nous
suivons la méthode du lemme 2.16. Nous savons que ς ◦ ϕ = λ ς. Grâce à la formule de Faà di
Bruno (proposition 2.9), nous avons
λ ς ′′(0) = (ς ◦ ϕ)′′ (0)
= ϕ′′(0)× ς ′ ◦ ϕ(0) + (ϕ′(0))× ς ′′(ϕ(0)).
Nous en déduisons que
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(λ1 − λ2)ς ′′(0) = ϕ′′(0)× ς ′(0) = ϕ′′(0).
Et nous obtenons ﬁnalement que
P2(f) =
1
2
[
f ′′(0) +
ϕ′′(0)
λ2 − λ1 f
′(0)
]
× ς2.
Passons maintenant au calcul de P3(f). Commençons par revenir à la déﬁnition de P3 :
P3(f) =
1
6
[f − P0(f)− P1(f)− P2(f)](3) (0)× ς3
=
1
6
[
f − f(0)× (ς0)(3)(0)− f ′(0)× ς(3)(0) + · · ·
· · · − 1
2
(
f ′′(0) +
ϕ′′(0)
λ2 − λ1 f
′(0)
)
× (ς2)(3)(0)
]
× ς3
Il nous reste donc à déterminer ς(3)(0) et (ς2)(3)(0), encore une fois en suivant la méthode du
lemme 2.16. Commençons par calculer ς(3)(0). D’après la formule de Faà di Bruno, nous avons
λς(3) = ϕ(3) × ς ′ ◦ ϕ+ 3ϕ′ϕ′′ × ς ′′ ◦ ϕ+ (ϕ′)3 × ς(3) ◦ ϕ
λς(3)(0) = ϕ(3)(0)× ς ′(0) + 3ϕ′(0)ϕ′′(0)× ς ′′(0) + (ϕ′(0))3 × ς(3)(0)
Ainsi,
(λ1 − λ3)ς(3)(0) = ϕ(3)(0) + 3ϕ′(0)ϕ′′(0)× ϕ
′′(0)
λ1 − λ2 ,
et donc
ς(3)(0) =
ϕ(3)(0)
λ1 − λ3 +
3ϕ′(0) (ϕ′′(0))2
(λ1 − λ3)(λ1 − λ2) .
Calculons maintenant (ς2)(3)(0). D’abord, souvenons-nous que, d’après le lemme 2.13, nous
avons que ς2(0) = 0, (ς2)′(0) = 0 et (ς2)′′(0) = 2. De plus, d’après la formule de Faà di Bruno,
nous avons
λ2(ς
2)(3) = (ς2 ◦ ϕ)(3)
= ϕ(3) × (ς2)′ ◦ ϕ+ 3ϕ′ϕ′′ × (ς2)′′ ◦ ϕ+ (ϕ′)3 × (ς2)(3) ◦ ϕ
λ2(ς
2)(3)(0) = ϕ(3)(0)× (ς2)′(0) + 3ϕ′(0)ϕ′′(0)× (ς2)′′(0) + (ϕ′(0))3 × (ς2)(3)(0).
Nous obtenons donc
(ς2)(3)(0) =
6ϕ′(0)ϕ′′(0)
λ2 − λ3 .
Il vient ﬁnalement
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P3(f) =
1
6
[
f − f(0)× (ς0)(3)(0)− f ′(0)×
(
ϕ(3)(0)
λ1 − λ3 +
3ϕ′(0) (ϕ′′(0))2
(λ1 − λ3)(λ1 − λ2)
)
+ · · ·
· · · − 1
2
(
f ′′(0) +
ϕ′′(0)
λ2 − λ1 f
′(0)
)
× 6ϕ
′(0)ϕ′′(0)
λ2 − λ3
]
× ς3
=
1
6
[
f (3)(0) +
3ϕ′(0)ϕ′′(0)
λ3 − λ2 f
′′(0) + · · ·
· · ·+
(
ϕ(3)(0)
λ3 − λ1 +
3ϕ′(0) (ϕ′′(0))2
(λ3 − λ2)(λ2 − λ1) −
3ϕ′(0) (ϕ′′(0))2
(λ3 − λ1)(λ2 − λ1)
)
f ′(0)
]
× ς3
=
1
6
[
f (3)(0) +
3ϕ′(0)ϕ′′(0)
λ3 − λ2 f
′′(0) + · · ·
· · ·+
(
ϕ(3)(0)
λ3 − λ1 +
3ϕ′(0) (ϕ′′(0))2
λ2 − λ1
{
1
λ3 − λ2 −
1
λ3 − λ1
})
f ′(0)
]
× ς3.
Or,
1
λ3 − λ2 −
1
λ3 − λ1 =
λ3 − λ1 − λ3 + λ2
(λ3 − λ2)(λ3 − λ1)
=
λ2 − λ1
λ(λ2 − λ1)(λ3 − λ1) =
1
ϕ′(0)(λ3 − λ1) .
Nous retrouvons alors le résultat recherché pour l’expression de P3(f). Ceci achève la preuve.

Nous étudions le comportement des applications Qn = P0 + P1 + · · ·+ Pn. Commençons par
un rappel d’algèbre linéaire élémentaire.
Lemme 2.18 (admis) Soient E un espace vectoriel, n ∈ N, et P0, P1, · · · , Pn des projections
telles que, pour tous i, j ∈ 0;n, Pi ◦ Pj = δi,j. Soit Qn = P0 + P1 + · · ·+ Pn.
L’application Qn est la projection sur Im(Qn) =
n⊕
k=0
Im(Pk) parallèlement à Ker(Qn) =
n⋂
k=0
Ker(Pk).
Introduisons une notation utile pour les démonstrations à venir : pour n ∈ N, nous considé-
rerons
Holn(D)
def
= zn+1 ×Hol(D) =
{
f ∈ Hol(D)
∣∣∣f(0) = f ′(0) = · · · = f (n)(0) = 0} .
Nous pouvons maintenant appliquer le lemme précédent aux projections spectrales sur Hol(D).
Proposition 2.19 Pour tout n ∈ N, soit
Qn = P0 + P1 + · · ·+ Pn ∈ L(Hol(D)).
Alors, Qn est la projection sur Vect(1, ς, · · · , ςn) parallèlement à Holn(D). En particulier,
Hol(D) = Vect(1, ς, · · · , ςn)⊕Holn(D).
De plus, ces deux espaces sont des sous-espaces fermés de Hol(D) qui sont stables par Cϕ.
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Démonstration : D’après la théorème 2.14, nous savons que, pour tous m,n ∈ N, Pm ◦ Pn =
δn,mPn. Alors, d’après le lemme 2.18, l’image de Qn est
Im(Qn) =
n⊕
k=0
Im(Pk) = Vect
(
ςk
∣∣∣ k ∈ 0;n) .
En particulier, Im(Qn) est de dimension ﬁnie et donc fermé.
Par ailleurs, le noyau de Qn est également fermé. Comme nous savons par ailleurs que, pour
tout k ∈ N, Cϕ ◦ Pk = Pk ◦ Cϕ, il vient que Cϕ commute avec Qn. En particulier, Im(Qn) et
Ker(Qn) sont des espaces invariants par Cϕ.
Il nous reste à montrer que Ker(Qn) = Holn(D).
Commençons par montrer que Ker(Qn) ⊂ Holn(D). Soit f ∈ Ker(Qn). Alors, pour tout
k ∈ 0;n, Pk(f) = 0. Soit l ∈ 0;n. D’après le point (i) du théorème 2.14,
f (l)(0) =
(
n∑
k=0
Pk(f)
)(l)
(0) = 0.
Ceci valant pour tout l ∈ 0;n, nous avons bien que f ∈ Holn(D).
Montrons maintenant que Holn(D) ⊂ Ker(Qn). Soit f ∈ Holn(D). Alors, pour tout k ∈ 0;n,
f (k)(0) = 0. Soit l ∈ 0;n. D’après le point (iii), nous avons
Pl(f) =
(
l∑
k=0
cl,k f
(k)(0)
)
× ςk = 0.
Donc f ∈ Ker(Pl). Ceci valant pour tout l ∈ 0;n, nous avons bien montré le résultat souhaité. 
A.4.b) — Étude spectrale sur Hol(D)
Nous allons maintenant appliquer les résultats précédents (et notamment la propriété 2.19)
pour déterminer le spectre de Cϕ ∈ L(Hol(D)). Avant d’énoncer notre résultat principal, nous
énonçons un résultat auxiliaire.
Lemme 2.20 Soient g ∈ Hol(D) et μ = 0. On suppose qu’il existe ε ∈]0; 1[ et f ∈ Hol (εD) tels
que, pour tout z ∈ εD,
μ f(z)− f(ϕ(z)) = g(z).
Alors, il existe une fonction f˜ ∈ Hol(D) telle que f˜|εD = f et, pour tout z ∈ D,
μ f˜(z)− f˜(ϕ(z)) = g(z).
Démonstration : Considérons
E
def
=
{
r ∈ [ε; 1]
∣∣∣ f admet une extension f˜r holomorphe sur rD} .
Remarquons que E est non vide (car ε ∈ E). Par ailleurs, E est naturellement un intervalle.
Enﬁn, l’unicité du prolongement holomorphe nous dit que, pour tous r < r′ ∈ E, nous avons que
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f˜r′
)
|rD
= f˜r ∈ Hol(rD). De plus, le même principe du prolongement holomorphe nous permet
d’aﬃrmer que
∀r ∈ E, ∀z ∈ rD, μf˜r(z)− f˜r(ϕ(z)) = g(z).
Notons ρ = supE. Comme E est un intervalle, nous avons que E = [ε, ρ] ou E = [ε, ρ[. Nous
montrons que ρ ∈ E et que ρ = 1.
Commençons par montrer que ρ ∈ E. Considérons une suite croissante (rn)n∈N ∈ EN telle
que rn → ρ. Soit z ∈ ρD. Par unicité du prolongement holomorphe, nous savons que, pour tous
m,n ∈ N tel que rn > |z| et rm > |z|, nous avons f˜rn(z) = f˜rm(z). On déﬁnit alors une fonction
f˜ :
{
ρD → C
z 
→ f˜rn(z) avec n tel que z ∈ rnD
.
Pour tout n ∈ N, la fonction f˜|rnD est holomorphe sur rnD. Nous avons donc que f˜ est une
fonction holomorphe sur ρD. C’est de plus un prolongement analytique de f . Ainsi ρ ∈ E.
Nous montrons maintenant que ρ = 1. Supposons par l’absurde que ce n’est pas le cas. Nous
commençons par montrer qu’il existe ρ′ ∈]ρ; 1] tel que ϕ(ρ′D) ⊂ ρD.
Supposons par l’absurde que, pour tout ρ′ > ρ, nous avons ϕ(ρ′D)  ρD : il existe alors une
suite (zn)n ∈ DN telle que |zn| → ρ et, pour tout n ∈ N, |ϕ(zn)|  ρ. De plus, d’après le lemme
de Schwarz, nous avons, pour tout n ∈ N, |ϕ(zn)|  |zn|. Ainsi, |ϕ(zn)| → ρ. De plus, il existe
une extraction α et Z ∈ D tels que zα(n) → Z. Ainsi, nous avons |Z| = ρ = |ϕ(Z)|. D’après le
lemme de Schwarz, nous avons que ϕ est une rotation. Ceci contredit le fait que ϕ est un symbole
de Koenigs. Ainsi, il existe bien ρ′ ∈]ρ; 1] tel que ϕ(ρ′D) ⊂ ρD.
Nous déﬁnissons alors une fonction
f˜ρ′ :
⎧⎨⎩
ρ′D → C
z 
→ f˜ρ(ϕ(z))− g(z)
μ
.
Comme ϕ(ρ′D) ⊂ ρD, nous avons bien f˜ρ′ ∈ Hol (ρ′D). De plus, comme ρ ∈ E, pour tout z ∈ ρD,
nous avons f˜ρ′(z) =
f˜ρ(ϕ(z))− g(z)
μ
= f(z). Ainsi, f˜ρ′ est un prolongement analytique de f . On
a donc ρ′ ∈ E avec ρ′ > ρ. Ceci contredit la maximalité de ρ. Nous avons donc ρ = 1 ∈ E. Ceci
achève la preuve. 
Nous pouvons maintenant énoncer le résultat principal de cette partie.
Théorème 2.21 Le spectre ponctuel de Cϕ ∈ L (Hol(D)) est
σp(Cϕ) = {λn | n ∈ N} ,
et le spectre de Cϕ ∈ L (Hol(D)) est
σ(Cϕ) = {0} ∪ σp(Cϕ).
Pour montrer le théorème 2.21, nous voulons déterminer quand (μ Id−Cϕ) ∈ L(Hol(D)) est
inversible. Pour cela, nous commençons par remarquer que, formellement, si g ∈ Hol(D),
(μ Id−Cϕ)−1g ≈ 1
μ
+∞∑
n=0
g ◦ ϕ[n]
μn
.
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Le lemme suivant précise des conditions sous lesquelles on peut assurer la convergence de la
série ci-dessus.
Lemme 2.22 Pour tout μ0 ∈ R+∗, il existe ε ∈]0; 1[, et N0 ∈ N tels que, pour tout μ ∈ C
tel que |μ| > μ0 et pour toute g ∈ HolN0(D), la série de terme général
∑
n0
g ◦ ϕ[n]
μn
converge
uniformément sur εD.
Démonstration : Soit ζ ∈ R+ tel que |λ| < ζ < 1. Il existe N0 ∈ N∗ tel que ζN0+1 < μ0.
Remarquons que
|ϕ(z)|
|z|
z→0−−−→ |λ|. Il existe donc ε > 0 tel que
∀z ∈ εD, |ϕ(z)|  ζ |z|  ε.
En particulier, ϕ(εD) ⊂ ϕ (εD) ⊂ εD. De plus, par récurrence sur n, nous avons que
∀n ∈ N, ∀z ∈ εD,
∣∣∣ϕ[n](z)∣∣∣  ζn |z|  ε.
Soit g ∈ HolN0(D). Il existe donc B > 0 tel que,
∀Z ∈ εD, |g(Z)|  B |Z|N0+1 .
Soient n ∈ N et z ∈ εD. Alors,
∣∣∣∣∣g ◦ ϕ[n](z)μn
∣∣∣∣∣  B|μ|n ∣∣∣ϕ[n](z)∣∣∣N0+1
 B|μ|n × (|ζ|
n ε)N0+1
 B εN0+1
(
|ζ|N0+1
|μ|
)n
.
Ainsi,
sup
z∈εD
∣∣∣∣∣g ◦ ϕ[n](z)μn
∣∣∣∣∣  B εN0+1
(
|ζ|N0+1
|μ|
)n
 B εN0+1
(
|ζ|N0+1
μ0
)n
.
Ainsi, la série
∑
n0
g ◦ ϕ[n]
μn
est normalement convergente dans
(
C0(εD,C), ‖·‖∞, εD
)
. Ceci achève
la preuve. 
Nous pouvons maintenant passer à la preuve du théorème 2.21.
Démonstration : Commençons par remarquer que σp(Cϕ) ⊂ σ(Cϕ). Ainsi, nous avons bien que
σp(Cϕ) = {λn | n ∈ N} ⊂ σ(Cϕ).
D’autre part, comme ϕ n’est pas un automorphisme de D, nous savons que Cϕ n’est pas inversible
(corollaire 2.3). En particulier, 0 ∈ σ(Cϕ).
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Nous prenons maintenant μ ∈ C− ({0} ∪ σ(Cϕ)). Nous montrons que μ /∈ σ(Cϕ), c’est-à-dire
que (μ Id−Cϕ) est inversible.
D’après le lemme 2.22, il existe N0 ∈ N∗ et ε > 0 tel que, pour tout g ∈ HolN0(D), la série de
terme général
∑
n0
g ◦ ϕ[n]
μn
converge uniformément sur εD. De plus, d’après la proposition 2.19,
nous avons la décomposition suivante
Hol(D) = Vect(1, ς, · · · , ςN0)⊕HolN0(D)
et il existe S ∈ L (Vect(1, ς, · · · , ςN0)) et T ∈ L(HolN0(D)) tels que
Cϕ =
(
S 0
0 T
)
sur
[
Vect(1, ς, · · · , ςN0)
HolN0(D)
]
.
Il nous suﬃt donc de montrer que les opérateurs μ Id−S ∈ L (Vect(1, ς, · · · , ςN0)) et μ Id−T ∈
L(HolN0(D)) sont inversibles.
Nous commençons par montrer que μ Id−S est inversible. Pour cela, rappelons que la famille
(ςk)0kn est une base de Vect(1, ς, · · · , ςN0) et que S est diagonal dans cette base :
Mat(1,ς,··· ,ςN0 )(S) =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
λ0 0 · · · · · · 0
0 λ1
. . .
...
...
. . . . . . . . .
...
...
. . . λN0−1 0
0 · · · · · · 0 λN0
⎞⎟⎟⎟⎟⎟⎟⎟⎠
.
Comme μ /∈ σp(Cϕ), pour tout n ∈ N, μ = λn. Ceci prouve que μ Id−S est inversible.
Nous prouvons maintenant que μ Id−T est inversible. D’après le théorème du graphe fermé,
il nous suﬃt de vériﬁer que T − μ Id est bijectif. Comme μ /∈ σp(Cϕ), nous savons que μ Id−T
est injectif. Nous montrons alors que μ Id−T ∈ L(HolN0(D)) est surjectif.
Soit g ∈ HolN0(D). D’après le lemme 2.22, la fonction
f =
1
μ
+∞∑
n=0
g ◦ ϕ[n]
μn
∈ Hol(εD)
est bien déﬁnie. De plus, pour tout z ∈ εD, nous avons
f ◦ ϕ(z)− μf(z) = −1
μ
+∞∑
n=1
g ◦ ϕ[n](z)
μn−1
+ μ× 1
μ
+∞∑
n=0
g ◦ ϕ[n](z)
μn
= −
+∞∑
n=1
g ◦ ϕ[n](z)
μn
+
+∞∑
n=0
g ◦ ϕ[n](z)
μn
= g(z).
Ainsi, d’après le lemme 2.20, il existe une fonction f˜ ∈ Hol(D) telle que
∀z ∈ D, f˜ ◦ ϕ(z)− μf˜(z) = g(z).
En d’autres termes, (μ Id−T )f = g. Ceci prouve que μ Id−T est surjectif et achève la preuve. 
Remarquons que la preuve du théorème 2.21 permet également de montrer le résultat suivant.
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Corollaire 2.23 Pour tout μ0 > 0, il existe ε ∈]0; 1] et N0 ∈ N tels que, pour toute g ∈ Hol(D),
il existe B′ > 0 et ζ ∈ B(0, μ0) tels que, pour tout μ ∈ C tel que |μ| > μ0, on a∣∣∣∣∣g ◦ ϕ[n](z)μn
∣∣∣∣∣  B′
(
|ζ|N+1
|μ|
)n
.
En particulier, sous les hypothèses ci-dessus,
(μ Id−Cϕ)−1(g)(z) = 1
μ
∑
n0
g ◦ ϕ[n](z)
μn
.
Par ailleurs, pour tout n ∈ N, pour tout μ ∈ C∗ tel que μ = λn,
(μ Id−Cϕ)−1(ςk) = 1
μ− λk ς
k.
Les estimations établies dans le corollaire jouent un rôle crucial dans la preuve du résultat qui
vient. Nous savons déjà que les applications (Pn)n jouent bien le rôle de projections spectrales,
dans la mesure où ce sont des projections sur des vecteurs propres et qu’elles commutent entre
elles. L’objectif du résultat qui suit est de montrer sur Hol(D) un analogue de la dernière partie
de la propriété 2.11, en montrant que l’on peut obtenir les projections (Pn)n grâce à un calcul
de résidu.
Théorème 2.24 Soient f ∈ Hol(D), z ∈ D et n ∈ N. Alors, les fonctions
Rf,z :
{
C− σ(Cϕ) −→ C
μ 
−→ ((μ Id−Cϕ)−1(f)) (z)
et
R˜f,z,n :
{
(C− σ(Cϕ)) ∪ {λn} −→ C
μ 
−→ ((μ Id−Cϕ)−1(f − Pn(f))) (z)
sont holomorphes.
De plus, si Γ est une courbe de Jordan choisie telle que λn ∈ Int(Γ) et Int(Γ)∩σ(Cϕ) = {λn},
alors ∫
Γ
(
(μ Id−Cϕ)−1(f)
)
(z) dμ =
1
2iπ
Pn(f)(z).
Démonstration : Nous commençons par montrer que la fonction Rf,z est holomorphe. Pour cela,
nous montrons que, pour tout η > 0, la fonction Rf,z est holomorphe sur C−
(
σ(Cϕ) ∪B(0, η)
)
.
Soit η > 0. Sans perte de généralité, nous pouvons supposer η < 1. Soient alors ε > 0 et N0 ∈ N
donnés par le corollaire technique 2.23. Sans perte de généralité, nous pouvons supposer que,
pour tout n ∈ N, si n > N0, alors |λn| < η.
Comme f ∈ Hol(D), d’après la proposition 2.19, il existe une unique fonction g ∈ HolN0(D)
telle que
f =
N0∑
k=0
Ck(f)ς
k + g.
Nous distinguons maintenant deux cas, selon la valeur de z.
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Premier cas : Supposons que z ∈ εD. Alors, d’après le corollaire 2.23, nous avons que,
pour tout μ ∈ C− σ(Cϕ) tel que |μ| > η,
(μ Id−Cϕ)−1(f)(z) =
N0∑
k=0
Ck(f)
μ− λk ς
k(z) +
1
μ
+∞∑
n=0
g ◦ ϕ[n](z)
μn
.
D’autre part, le même corollaire nous dit qu’il existe B′ et ζ ∈ C tel que |ζ| < η tels que, pour
tout μ ∈ C− σ(Cϕ) tel que |μ| > η,
∀n ∈ N,
∣∣∣∣∣g ◦ ϕ[n](z)μn
∣∣∣∣∣  B′
( |ζ|
|μ|
)n
 B′
( |ζ|
|η|
)n
.
Or, la série
∑
n0
B′
( |ζ|
|η|
)n
converge. On déduit donc du théorème d’holomorphie sous l’intégrale
que la fonction ⎧⎪⎨⎪⎩
C−B(0, η) −→ C
μ 
−→
+∞∑
n=0
g ◦ ϕ[n](z)
μn
est holomorphe. De plus, la fonction⎧⎪⎨⎪⎩
C− σ(Cϕ) −→ C
μ 
−→
N0∑
k=0
Ck(f)
μ− λk ς
k(z)
est également holomorphe. Ceci prouve le premier cas.
Second cas : Supposons que z /∈ εD. Comme ϕ n’est pas un automorphisme de D, il
découle du lemme de Schwarz qu’il existe m ∈ N∗ tel que ϕ[m](z) ∈ εD (nous avons détaillé cet
argument dans la preuve du lemme 2.20). Nous allons maintenant utiliser l’équation fonctionnelle
caractérisant les valeurs propres de Cϕ pour montrer le résultat que nous cherchons. Pour μ ∈
C − σ(Cϕ), notons gμ = (μ Id−Cϕ)−1(f) ∈ Hol(D). Commençons par ﬁxer μ ∈ C − σ(Cϕ) tel
que |μ| > η. Pour n ∈ N, considérons
gn(μ) : z 
−→ gμ ◦ ϕ
[n](z)
μn
+
n−1∑
k=0
f ◦ ϕ[k](z)
μk+1
∈ Hol(D).
Rappelons que, pour tout Z ∈ D,
μgμ(Z)− gμ ◦ ϕ(Z) = f(Z).
On peut donc montrer par une récurrence sur n ∈ N non détaillée ici que, pour tout n ∈ N,
gn(μ) = gμ(z).
Or, comme ϕ[m](z) ∈ εD, nous savons par le premier cas que la fonction⎧⎨⎩
C− (σ(Cϕ) ∪ B¯(0, η)) −→ C
μ 
−→ gμ ◦ ϕ
[m](z)
μm
est holomorphe. De plus, la fonction
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⎧⎪⎨⎪⎩
C∗ −→ C
μ 
−→
n−1∑
k=0
f ◦ ϕ[k](z)
μk+1
est bien holomorphe. Ceci achève la preuve du deuxième cas.
Nous nous intéressons maintenant aux calculs des résidus. Soit n ∈ N. Soit Γ une courbe de
Jordan telle que λn ∈ Int(Γ) et Int(Γ) ∩ σ(Cϕ) = {λn}. Sans perte de généralité, nous pouvons
supposer que Int(Γ)∩B(0, η) = ∅. Nous reprenons la même disjonction de cas que précédemment.
Premier cas : Supposons que z ∈ εD. Alors, d’après les résultats d’holomorphie établis
dans la première partie de la preuve,
∫
Γ
(
(μ Id−Cϕ)−1(f)
)
(z) dμ =
∫
Γ
[
N0∑
k=0
Ck(f)
μ− λk ς
k(z) +
1
μ
+∞∑
n=0
g ◦ ϕ[n](z)
μn
]
dμ
=
N0∑
k=0
∫
Γ
Ck(f)
μ− λk ς
k(z) dμ+
∫
Γ
1
μ
+∞∑
n=0
g ◦ ϕ[n](z)
μn
dμ
︸ ︷︷ ︸
=0
=
∫
Γ
Cn(f)
μ− λn ς
n(z) dμ+
N0∑
k=0
k =n
∫
Γ
Ck(f)
μ− λk ς
k(z) dμ
︸ ︷︷ ︸
=0
=
1
2iπ
Cn(f) ς
n(z)
=
1
2iπ
Pn(f)(z).
Second cas : Supposons que z /∈ εD. Notons gμ = (μ Id−Cϕ)−1(f) ∈ Hol(D). Alors, nous
avons vu dans cette preuve qu’il existe m ∈ N tel que ϕ[m](z) ∈ εD et
gm(μ) = gμ(z) =
gμ ◦ ϕ[m](z)
μm
+
m−1∑
k=0
f ◦ ϕ[k](z)
μk+1
.
Comme μ 
→ 1
μm
est holomorphe sur Int(Γ), nous avons
∫
Γ
gμ ◦ ϕ[m](z)
μm
gμ(z) =
(
1
λn
)m
×
∫
Γ
gμ ◦ ϕ[m](z) dμ.
En utilisant les résultats d’holomorphie démontrés dans la première partie de la preuve, et en
utilisant le premier cas (car ϕ[m](z) ∈ εD), nous avons ﬁnalement
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∫
Γ
gμ(z) dμ =
∫
Γ
gm(μ) dμ
=
∫
Γ
gμ ◦ ϕ[m](z)
μm
+
m−1∑
k=0
f ◦ ϕ[k](z)
μk+1
dμ
=
∫
Γ
gμ ◦ ϕ[m](z)
μm
dμ+
m−1∑
k=0
∫
Γ
f ◦ ϕ[k](z)
μk+1
dμ
︸ ︷︷ ︸
=0
=
(
1
λn
)m
×
∫
Γ
gμ ◦ ϕ[m](z) dμ
=
(
1
λn
)m
× 1
2iπ
Pn(g ◦ ϕ[m])(z)
=
(
1
λn
)m
× 1
2iπ
Pn ◦ Cmϕ (g)(z)
D’après le théorème 2.14, nous avons Pn ◦ Cϕ = λnPn. Nous obtenons ﬁnalement∫
Γ
gμ(z) dμ =
(
1
λn
)m
× (λn)m 1
2iπ
Pn(g)(z) =
1
2iπ
Pn(g)(z).
Pour terminer la preuve, il nous reste à vériﬁer que la fonction R˜f,z,n est holomorphe sur
(C− σ(Cϕ)) ∪ {λn}. Nous savons déjà qu’elle est holomorphe sur C − σ(Cϕ) (car Rf−Pn(f),z est
holomorphe sur C− σ(Cϕ)), et que l’ordre de λn en tant que pôle est nécessairement plus petit
que 1. Or, en calculant le résidu au point λn, nous obtenons∫
Γ
(μ Id−Cϕ)−1(f − Pn(f))(z) dμ =
∫
Γ
(μ Id−Cϕ)−1(f)(z) dμ−
∫
Γ
(μ Id−Cϕ)−1(Pn(f))(z) dμ
=
1
2iπ
Pn(f)(z)− 1
2iπ
Pn (Pn(f)) (z)
=
1
2iπ
Pn(f)(z)− 1
2iπ
Pn (f) (z)
= 0.
Ceci montre que R˜f,z,n est prolongeable par continuité en λn et achève donc la preuve. 
A.4.c) — Application : étude spectrale sur des espaces de Banach
Nous allons utiliser les résultats précédents pour étudier la forme générale du spectre d’un
opérateur de composition sur un espace de Banach. Commençons par rappeler ou ﬁxer quelques
notations.
Sauf mention explicite du contraire, ϕ est un symbole de Koenigs dont le point de Denjoy-
Wolﬀ est 0. L’espace X ↪→ Hol(D) est un espace de Banach de fonctions holomorphes qui est
continûment inclus dans Hol(D) (voir la déﬁnition 1.28). On suppose que Cϕ(X ) ⊂ X et on note
T : X → X l’opérateur induit par Cϕ sur X . D’après le théorème du graphe fermé, T ∈ L(X ).
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L’objectif des résultats qui suivent est de caractériser la forme générale du spectre de T . Nous
commençons par étudier le spectre ponctuel. Le résultat suivant est une conséquence directe du
théorème de Koenigs (théorème 2.10).
Lemme 2.25 On a σp(T ) ⊂ σp(Cϕ). De plus, pour tout n ∈ N, λn ∈ σp(T ) si et seulement si
ςn ∈ X .
Introduisons une notation qui nous servira par la suite. Pour tout n ∈ N, soit
Cn :
⎧⎪⎨⎪⎩
Hol(D) → C
f 
→ 1
n!
(
f −
n∑
k=0
Pk(f)
)(n)
(0)
∈ L(Hol(D),C).
Remarquons que, par déﬁnition de Cn,
∀f ∈ Hol(D), Pn(f) = Cn(f)× ςn.
On notera Dn = Cn|X ∈ L(X ,C) = X ′ la restriction de Cn à X .
En étudiant les applications Dn, nous pouvons obtenir des informations sur le spectre de T .
Proposition 2.26 Soit n ∈ N tel que Dn = 0. Alors, λn ∈ σ(T ).
Démonstration : Considérons l’opérateur dual de T , qui est l’opérateur
T ′ :
{ X ′ → X ′
ξ 
→ [f 
→ ξ (T (f))] ∈ L(X
′).
Nous montrons maintenant que λn ∈ σp(T ′). Pour cela, nous montrons que Dn est un vecteur
propre de T ′ pour la valeur propre λn. Soit f ∈ X . Comme Pn ◦ Cϕ = λnPn, nous avons aussi
que Cn ◦ Cϕ = λnCn.
T ′(Dn)(f) = Dn(T (f)) = Dn(f ◦ ϕ) = Cn ◦ Cϕ(f) = λnCn(f) = λnDn(f).
Ainsi, λn ∈ σp(T ′) ⊂ σ(T ). Ceci achève la preuve. 
Dans le cas où les polynômes sont dans X , nous déduisons de la proposition 2.26 le résultat
ci-après.
Corollaire 2.27 On suppose que C[z] ⊂ X . Alors, pour tout n ∈ N, λn ∈ σ(T ).
Démonstration : Soit n ∈ N. D’après la proposition 2.26, pour montrer que λn ∈ σ(T ), il suﬃt
de montrer que Dn = 0L(X ).
Supposons par l’absurde que, pour tout k ∈ N, on ait Cn(ek) = 0. Alors, pour toute f ∈
Hol(D), on a Cn(f) = 0 (car Cn est continu et l’espace des fonctions polynomiales est dense dans
Hol(D)). Comme Cn = 0, nous aboutissons à une contradiction. Ceci montre qu’il existe k0 ∈ N
tel que Cn(ek0) = 0.
Comme ek0 ∈ X , nous avons alors Dn(ek0) = Cn(ek0) = 0 et donc que Dn = 0L(X ). Ceci
achève la preuve. 
Nous énonçons maintenant un résultat énonçant des conditions nécessaires et suﬃsantes
portant sur σ(T ) pour que X soit de dimension ﬁnie.
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Théorème 2.28 Les assertions suivantes s’équivalent :
(i) on a 0 /∈ σ(T ) ;
(ii) l’ensemble
{
n ∈ N ∣∣ Dn = 0L(X )} est ﬁni ;
(iii) il existe un ensemble J ⊂ N ﬁni tel que X = Vect
(
ςk
∣∣∣ k ∈ J) ;
(iv) l’espace X est de dimension ﬁnie.
Avant de prouver le théorème 2.28, prouvons un petit lemme utile.
Lemme 2.29 Soit f ∈ Hol(D) telle que, pour tout n ∈ N, Cn(f) = 0. Alors f = 0.
Démonstration : D’après le point (i) du théorème 2.14, pour tout n ∈ N, nous avons
f (n)(0) =
(
n∑
k=0
Pk(f)
)(n)
(0) = 0.
Ainsi, f = 0. Ceci achève la preuve. 
Nous prouvons maintenant le théorème 2.28.
Démonstration : Nous prouvons la chaîne d’implications (i) ⇒ (ii) ⇒ (ii) ⇒ (iii) ⇒ (iv) ⇒
(i).
(i) ⇒ (ii) : Nous prouvons l’implication contraposée. Supposons que l’ensemble
J
def
=
{
n ∈ N ∣∣ Dn = 0L(X )}
est inﬁni. D’après la proposition 2.26, nous savons que pour tout n ∈ J , λn ∈ σ(T ). Or, λn → 0
pour n → +∞ et σ(T ) est fermé. Ainsi, 0 ∈ σ(T ). Ceci prouve le premier point.
(ii) ⇒ (iii) : Soient J def= {n ∈ N ∣∣ Dn = 0L(X )} et d ∈ N le nombre d’éléments de J . Nous
commençons par montrer que dimX  d. Soit
Γ :
{ X → Cd
f 
→ (Dn(f))n∈J
∈ L(X ,Cd).
Nous montrons que Γ est injective. Soit f ∈ Ker(Γ). Comme f ∈ Ker(Γ), pour tout n ∈ J ,
Dn(f) = Cn(f) = 0.
Par ailleurs, pour tout n ∈ N− J , Dn = 0L(X ). Ainsi, pour tout n ∈ N− J , Cn(f)) = 0.
Pour tout n ∈ N, nous avons donc Cn(f) = 0. D’après le lemme 2.29, nous avons f = 0.
Ainsi, Γ est injective.
Comme X est de dimension ﬁnie, nous savons que σ(T ) = σp(T ) est ﬁni et a au plus dimX  d
éléments. Or, d’après le lemme 2.26, nous savons que, pour tout n ∈ J , nous avons λn ∈ σ(T ).
Alors, comme les (λn)n∈J sont deux à deux distincts, σ(T ) a au moins d éléments. Ceci prouve
ﬁnalement que  σ(T ) = d et donc que
σ(T ) = {λn | n ∈ J} .
Ceci achève la preuve du deuxième point.
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(iii) ⇒ (iv) : Cette implication est immédiate.
(iv) ⇒ (i) : Comme X est de dimension ﬁnie, le spectre et le spectre ponctuel de T sont
confondus. Alors,
σ(T ) = σp(T ) ⊂ {λn | n ∈ N} ⊂ C− {0} .
Ainsi, 0 /∈ σ(T ). Ceci prouve le dernier point et achève la preuve. 
De la caractérisation des espaces de dimension ﬁnie (théorème 2.28), nous pouvons déduire
immédiatement le corollaire suivant.
Corollaire 2.30 Si la dimension de X est inﬁnie, alors l’ensemble {n ∈ N | λn ∈ σ(T )} est
inﬁni.
Nous supposons maintenant que X est de dimension ﬁnie.
Nous voulons montrer que le spectre de T se décompose en deux parties : une partie discrète,
nécessairement composée de valeurs propres, et une partie continue (que l’on peut voir à la
fois comme le spectre essentiel de T ou la composante connexe de 0 dans σ(T )). Commençons
par énoncer un résultat précis. Pour cela, nous avons besoin d’introduire quelques notations.
Considérons les ensembles
J
def
=
{
n ∈ N ∣∣ Dn = 0L(X )}
et
J0
def
= {n ∈ N | λn est un point isolé de σ(T )} .
Rappelons également la notion de spectre essentiel d’un opérateur. La preuve de l’énoncé qui
vient peut être trouvée dans le livre [27] de Dunford et Schwartz (on peut obtenir les projections
que l’on recherche par des techniques de calcul fonctionnel holomorphe, présenté notamment au
chapitre VII.3 de [27]).
Déﬁnition et proposition 2.31 Soient X un espace de Banach et T ∈ L(X ). Soit λ ∈ σ(T )
un point isolé dans σ(T ). Soit Pλ la projection spectrale associée à λ (voir la déﬁnition 2.12).
On dit que λ est un point de Riesz de T si les propriétés suivantes échoient :
(i) la projection Pλ est de rang ﬁni ;
(ii) l’opérateur (λ Id−Pλ)|KerPλ est inversible dans L(KerPλ).
Le spectre essentiel de T est l’ensemble
σe(T )
def
= {λ ∈ σ(T ) | λ n’est pas isolé dans σ(T ) ou λ n’est pas un point de Riesz} .
Si λ ∈ σ(T ), alors λ ∈ σe(T ) si et seulement si λ est isolé dans σ(T ) et l’ordre de λ comme
pôle de la fonction μ 
→ (μ Id−T )−1 est ﬁni.
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Le résultat principal de cette sous-partie est le suivant.
Théorème 2.32 Soit σ0(T ) la composante connexe de 0 dans σ(T ). Alors,
σ(T ) = σ0(T ) ∪ {λn | n ∈ J0} .
De plus, pour tout n ∈ J0, λn ∈ σp(T ).
Enﬁn, le spectre essentiel de T est σe(T ) = σ0(T ).
σ0
×0 •
•
•
•
•
•
· · · ·
··
······ ············ ••
Figure 2.1 – Forme générale du spectre d’un opérateur de composition
Pour prouver ce résultat, nous allons procéder en deux temps. D’abord, nous allons montrer
(lemme 2.33) que les points isolés de σ(T ) sont des valeurs propres de T (ce sont même des
pôles simples de la résolvante). Ensuite, nous montrerons (lemme 2.34) que l’ensemble des points
non isolés consiste exactement en la composante connexe de 0 dans σ(T ). Commençons par la
première de ces étapes.
Lemme 2.33 Soit μ un point isolé de σ(T ). Alors, μ est un pôle simple de T . De plus, il existe
n ∈ J tel que μ = λn. La projection spectrale associée à μ est alors la restriction Pn|X ∈ L(X )
de Pn à X .
Démonstration : Nous commençons par montrer qu’il existe n ∈ J tel que μ = λn. Supposons
par l’absurde que ce n’est pas le cas. Comme μ = 0 (car 0 n’est pas un point isolé de σ(T )
puisque J est inﬁni (d’après le corollaire 2.30)), il existe ε > 0 tel que
B(μ, 2ε) ∩ {λn | n ∈ N} = ∅.
Soit
Pμ
def
=
1
2iπ
∫
|λ−μ|=ε
(T − λ Id)−1 dλ ∈ L(X )
la projection spectrale associée à μ (voir la déﬁnition 2.11). Nous montrons que Pμ = 0.
Soit f ∈ X . Soit λ ∈ C tel que |λ− μ| = ε. Soit z ∈ D. Alors, λ /∈ σ(Cϕ). Donc,
(T − λ Id)−1(f)(z) = (Cϕ − λ Id)−1(f)(z).
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De plus, σ(Cϕ) ∩ B(μ, ε) = ∅. Comme λ 
→ (Cϕ − λ Id)−1(f)(z) est holomorphe sur C − σ(Cϕ)
(d’après le théorème 2.24), nous avons
1
2iπ
∫
|λ−μ|=ε
(Cϕ − λ Id)−1 (z) dλ = 0.
Ainsi, Pμ(f)(z) = 0, et ce pour tout z ∈ D et pour toute f ∈ X . Ceci fournit la contradiction
recherchée et montre qu’il existe n ∈ J tel que μ = λn.
Il nous reste à vériﬁer que la projection spectrale Pμ ∈ L(X ) associée à μ sur X est la
restriction à X de Pn : ceci se prouve par un raisonnement similaire à celui détaillé ci-dessus :
d’après le théorème 2.24, pour toute f ∈ X et pour tout z ∈ D,
1
2iπ
∫
|λ−μ|=ε
(T − λ Id)−1 (z) dλ = 1
2iπ
∫
|λ−μ|=ε
(Cϕ − λ Id)−1 (z) dλ = Pn(f)(z).
Nous avons donc bien Pμ = Pn|X . En particulier, Pμ est de rang 1. Ceci montre que μ est un
pôle simple et achève la preuve. 
Lemme 2.34 Soit σ1 ⊂ σ(T ) un ensemble ouvert et fermé dans σ(T ). Supposons que 0 /∈ σ1.
Alors, il existe un ensemble ﬁni J1 ⊂ J0 tel que
σ1 = {λn | n ∈ J1} .
Démonstration : Remarquons que 0 /∈ σ1 est le seul point d’accumulation de {λn | n ∈ N}.
Γ
·•
·
··
·
·
·
·
· · ·
·
·
·

·
·
·
· · · · ·
··
····· · · ··
·
Ainsi, il existe une courbe de Jordan Γ vériﬁant les propriétés
suivantes :
(a) on a σ1 ⊂ Int(Γ) ;
(b) pour tout n ∈ N, λn /∈ Γ ;
(c) pour tout n ∈ N, λn ∈ Int(Γ) si et seulement si λn ∈ σ1.
Soit Pσ1 ∈ L(X ) la projection spectrale associé à σ1. Soit
Y def= Im(Pσ1). D’après la proposition 2.11, nous savons que Y
est un sous-espace fermé de X stable par T . De plus, en notant
D = T|Y ∈ L(Y), nous avons que σ1 = σ(D).
Comme 0 /∈ σ1, 0 /∈ σ(D). D’après le théorème 2.28, Y est
de dimension ﬁnie et il existe un ensemble ﬁni J1 ⊂ N tel que
Y = Vect (ςn | n ∈ J1)
et
σ(D) = {λn | n ∈ J1} .
On a donc que σ1 = σ(D) = {λn | n ∈ J1}. Ceci achève la preuve. 
Nous pouvons maintenant passer à la preuve du théorème 2.32.
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Démonstration : D’après le lemme 2.33, nous avons
K
def
= σ(T )− {λ ∈ σ(T ) | λ n’est pas un point isolé dans σ(T )} = σ(T )− {λn | n ∈ J0} .
Comme σ(T ) est un compact de C, nous avons que K est également compact. De plus, 0 ∈ K.
Rappelons que, par déﬁnition, λ ∈ σe(T ) si et seulement si λ n’est pas un point isolé de σ(T )
tel que le résidu de la résolvante en λ est de rang ﬁni. Or, tout point isolé de σ(T ) est un pôle
simple de la résolvante (c’est l’objet du lemme 2.33). Pour prouver le théorème, il nous suﬃt
donc de montrer que K est connexe.
Soient σ0 et σ1 deux ensembles ouverts et fermés dans K tels que K = σ0unionsqσ1, et σ0∩σ1 = ∅.
Sans perte de généralité, nous pouvons supposer que 0 ∈ σ0. Nous montrons alors que σ1 = ∅.
Nous montrons que σ1 vériﬁe les hypothèses du lemme 2.34, c’est-à-dire que σ1 est ouvert
et fermé dans K et que 0 /∈ σ1. Comme 0 ∈ σ0 et comme σ0 et σ1 sont connexes, nous savons
que 0 /∈ σ1. De plus, σ1 est fermé dans K et K est fermé dans σ(T ). Ceci prouve que σ1 est un
sous-ensemble fermé de σ(T ).
Nous montrons maintenant que σ1 est ouvert dans σ(T ). Si σ1 = ∅, alors σ1 est bien un ouvert
de σ(T ). Supposons que σ1 = ∅. Soit z0 ∈ σ1. Alors, z0 = 0 et z0 ∈ K, donc z0 n’est pas un point
isolé de σ(T ). Il existe donc ε > 0 tel que, pour tout z ∈ B(z0, ε), z = 0 et z /∈ {λn | n ∈ J0}.
En particulier, U def= σ(T ) ∩B(z0, ε) est un ouvert de σ(T ) tel que
z0 ∈ σ(T ) ∈ U ⊂ σ1.
Ceci valant pour tout z0 ∈ σ1, nous en déduisons que σ1 est ouvert dans σ(T ).
Nous pouvons maintenant appliquer le lemme 2.34 : il existe un ensemble ﬁni J1 ⊂ J0 tel que
σ1 = {λn | n ∈ J1}. Or, σ1 ∩ {λn | n ∈ J0} = ∅. Ceci prouve que σ1 = ∅.
Nous avons donc bien montré que K est connexe. Ceci achève la preuve. 
Notons en particulier l’estimation suivante du rayon spectral essentiel de T .
Corollaire 2.35 Soit n0 ∈ N tel que λn0 ∈ σ(T ) mais ςn0 /∈ X .
Alors, λn0 ∈ σe(T ). En particulier, re(T )  |λn0 |.
Démonstration : D’après le lemme 2.33, nous savons que si m ∈ J0, alors λm est un pôle
simple de la résolvante. En particulier, ςm ∈ X . Comme ςn0 /∈ X , nous en déduisons que n0 /∈ J0.
D’après le théorème 2.32, nous avons alors que λn0 ∈ σe(T ). Ceci achève la preuve. 
A.4.d) — Comparaison avec d’autres cas
Dans cette section, nous montrons dans quelle mesure il est possible de généraliser les résultats
précédents (par exemple, au cas où ϕ′(0) = 0, ou encore au cas où 0 n’est pas le point de Denjoy-
Wolﬀ de ϕ). Nous présentons également quelques exemples et contre-exemples pour illustrer les
diﬀérentes propriétés que peut avoir le spectre d’un opérateur de composition sur X ↪→ Hol(D).
Cas où ϕ′(0) = 0 Le premier résultat que nous énonçons est l’étude du cas où 0 reste le point
de Denjoy-Wolﬀ de ϕ, mais où l’on a ϕ′(0) = 0.
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Proposition 2.36 Soit ϕ ∈ Hol(D) telle que ϕ(D) ⊂ D. On suppose que ϕ(0) = 0 et que
ϕ′(0) = 0. Alors, sur Hol(D),
σp(Cϕ) = {1}
et
σ(Cϕ) = {0; 1} .
Démonstration : Commençons par déterminer σp(Cϕ). Nous nous inspirons grandement de
notre preuve du théorème de Koenigs (théorème 1.25). En particulier de la deuxième partie
de cette preuve (où l’on prouve l’unicité — à constante multiplicative près — des solutions à
l’équation de Schröder). Nous commençons par montrer que 1 ∈ σp(Cϕ) : ceci est immédiat, car
la fonction constante z 
→ 1 est un vecteur propre pour la valeur propre 1.
Fixons maintenant λ ∈ C − {1}. Nous montrons que λ /∈ σp(Cϕ). Supposons par l’absurde
que λ est une valeur propre de Cϕ : il existe une fonction non nulle η telle que, pour tout z ∈ D,
η ◦ ϕ(z) = λη(z).
Alors, en suivant le même raisonnement que dans le second cas de la deuxième partie de la
preuve du théorème 1.25, nous avons β = 0. Ainsi, η s’annule sur ϕ(D). Si ϕ n’est pas constante,
alors le théorème de l’application ouverte (voir par exemple [57], théorème 10.32) nous dit que
ϕ(D) est ouvert. Par unicité du prolongement analytique, nous avons alors que η ≡ 0, ce qui
est impossible. Par ailleurs, si ϕ est constante, comme ϕ(0) = 0, ϕ est l’application nulle et
l’opérateur Cϕ ∈ L(Hol(D)) peut être décrit de la façon suivante :
∀f ∈ Hol(D), Cϕ(f) = f(0) e0.
Comme η est un vecteur propre de Cϕ, c’est donc nécessairement une fonction constante. Alors,
λ = 1, ce qui est impossible.
Nous arrivons donc bien à la contradiction souhaitée et avons prouvé que σp(Cϕ) = {1}.
Nous déterminons maintenant σ(Cϕ). Comme σp(Cϕ) ⊂ Cϕ, nous avons que 1 ∈ σ(Cϕ).
Par ailleurs, comme ϕ n’est pas un automorphisme de D, l’opérateur Cϕ n’est pas inversible
(corollaire 2.3). Nous avons que 0 ∈ σ(Cϕ).
Nous montrons maintenant l’inclusion σ(Cϕ) ⊂ {0; 1}. Soit λ ∈ C − {0; 1}. Nous montrons
que λ Id−Cϕ est surjectif, c’est-à-dire que, pour toute g ∈ Hol(D), il existe f ∈ Hol(D) telle
que (λ Id−Cϕ)(f) = g. Nous suivons pour cela une démarche très similaire à celle suivie dans la
preuve du théorème 2.21. Soient g ∈ Hol(D) et h = g − g(0) ∈ Hol(D).
Soient μ0 =
∣∣∣∣λ2
∣∣∣∣ et N0 = 0. Une adaptation directe de la preuve du lemme 2.22 nous permet
de montrer qu’il existe ε > 0 tel que, pour tout μ ∈ C tel que |μ| > 0 et pour tout h ∈ HolN0(D),
la série de terme général
∑
n0
h ◦ ϕ[n]
μn
converge normalement dans C(εD,C). Nous déﬁnissons alors
la fonction
f
def
=
g(0)
λ− 1 +
1
λ
+∞∑
n=0
h ◦ ϕ[n]
λn
∈ Hol(εD).
En adaptant légèrement le preuve du théorème 2.21, nous obtenons
∀z ∈ εD, f ◦ ϕ(z)− λf(z) = g(z).
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En remarquant que la preuve du lemme 2.20 reste vraie si ϕ′(0) = 0, nous savons qu’il existe une
fonction f˜ ∈ Hol(D) telle que
∀z ∈ D, f˜ ◦ ϕ(z)− λf˜(z) = g(z).
Ceci achève la preuve. 
Nous venons de voir que, dans le cas où ϕ′(0) = 0, l’étude spectrale sur Hol(D) reste similaire
à celle du cas où ϕ est un symbole de Koenigs. L’étude spectrale sur des espaces de Banach peut
en revanche être signiﬁcativement diﬀérente, comme en témoignent l’exemple qui suit.
Exemple Soit X = zH2(D) = {f ∈ H2(D) ∣∣ f(0) = 0} et ϕ : z 
→ z2 ∈ Hol(D). Remar-
quons que ϕ n’est pas un automorphisme de D. De plus, 0 est le point de Denjoy-Wolﬀ de ϕ, et
ϕ′(0) = 0. Alors, T = Cϕ|H2(D) est une isométrie non inversible, et donc (voir par exemple [10])
on a σ(Cϕ) = D. Par ailleurs, il découle de la propriété 2.36 que σp(T ) = ∅.
Cas où le point de Denjoy-Wolﬀ est α ∈ D. Nous étudions maintenant le cas où ϕ est
un symbole de Koenigs dont le point de Denjoy-Wolﬀ est dans D (mais non nécessairement 0).
Rappelons (proposition 1.2) qu’il existe un unique automorphisme ψα de D qui est involutif et
échange 0 est α. Nous pouvons utiliser l’automorphisme ψ pour « transporter » les résultats de
la section précédente au cas plus général énoncé ci-dessous.
Théorème 2.37 Soit ϕ un symbole de Koenigs et α ∈ D son point de Denjoy-Wolﬀ. On suppose
que ϕ′(α) = 0. Alors, le spectre ponctuel de Cϕ ∈ L (Hol(D)) est
σp(Cϕ) =
{
ϕ′(α)n | n ∈ N} ,
et le spectre de Cϕ ∈ L (Hol(D)) est
σ(Cϕ) = {0} ∪ σp(Cϕ).
Si de plus X ↪→ Hol(D) est un espace de Banach de dimension inﬁnie tel que ϕ(X ) ⊂ X et
ψα(X ) ⊂ X , en notant T = Cϕ|X ∈ L(X ) et σ0 la composante connexe de 0 dans σ(T ) et en
reprenant les notations du théorème 2.32,
σ(T ) = σ0(T ) ∪
{
ϕ′(α)n
∣∣ n ∈ J0} .
De plus, pour tout n ∈ J0, ϕ′(α)n ∈ σp(T ).
Enﬁn, le spectre essentiel de T est σe(T ) = σ0(T ).
Démonstration : Comme l’opérateur de composition Cψα ∈ L(Hol(D)) est inversible d’après le
corollaire 2.3, le résultat que nous cherchons découle des théorèmes 2.21 et 2.32, en composant
par ψα. Plus précisément, notons ϕ˜
def
= ψα ◦ ϕ ◦ ψα. Alors, ϕ˜ est un symbole de Koenigs dont le
point de Denjoy-Wolﬀ est 0 et on peut donc appliquer à ϕ˜ les théorèmes 2.21 et 2.32. Comme
Cϕ = Cψα ◦ Cϕ˜ ◦ Cψα ,
les opérateurs Cϕ et Cϕ˜ sont similaires et nous pouvons obtenir le résultat souhaité. Le même
raisonnement est valable pour l’opérateur T . Ceci achève la preuve. 
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Cas où le point de Denjoy-Wolﬀ est α ∈ T. Nous montrons ici, à travers un exemple
simple, que l’étude spectrale peut être radicalement diﬀérente dans le cas où le symbole ϕ a un
point de Denjoy-Wolﬀ dans T. Pour bien comprendre le résultat qui vient, rappelons que l’on a
déﬁni la notion d’ « automorphisme hyperbolique » à la déﬁnition 1.3.
Proposition 2.38 Soit ϕ un automorphisme hyperbolique de D. Supposons que 1 est le point de
Denjoy-Wolﬀ de ϕ et que −1 est l’autre point ﬁxe de ϕ. Alors, le spectre et le spectre ponctuel de
Cϕ ∈ L(Hol(D)) sont
σp(Cϕ) = σ(Cϕ) = C∗.
En outre, toute valeur propre λ ∈ C∗ est de multiplicité inﬁnie.
Démonstration : Comme ϕ est un automorphisme hyperbolique de D dont 1 est le point de
Denjoy-Wolﬀ et 0 est l’autre point ﬁxe, il existe r ∈]0; 1[ tel que, pour tout z ∈ D,
ϕ(z) =
z + r
1 + rz
.
Comme ϕ est un automorphisme de D, nous savons grâce au corollaire 2.3 que 0 /∈ σ(Cϕ) et donc
que 0 /∈ σp(Cϕ).
Soit λ ∈ C∗. Soit θ ∈ R tel que λ = |λ| eiθ. Nous montrons que λ est une valeur propre de
Cϕ de multiplicité inﬁnie. Commençons par un petit calcul. Pour μ ∈ C∗, soit
gμ : z 
−→
(
1 + z
1− z
)μ
∈ Hol(D).
Soit z ∈ D. Alors,
gμ ◦ ϕ(z) =
(
1 + z+r1+rz
1− z+r1+rz
)μ
=
(
1 + rz + r + z
1 + rz − r − z
)μ
=
(
(1 + r)(1 + z)
(1− r)(1− z)
)μ
=
(
1 + r
1− r
)μ
gμ(z).
En d’autres termes, gμ est un vecteur propre de Cϕ pour la valeur propre λμ
def
=
(
1 + r
1− r
)μ
.
Pour k ∈ Z, posons
μk =
1
ln
(
1+r
1−r
) [ln (|λ|) + i(θ + 2kπ)] .
Alors, la famille (gμk)k∈Z est libre dans Hol(D). De plus, si k ∈ Z, alors,
ln
(
1 + r
1− r
)
μk = ln (|λ|) + i(θ + 2kπ),
et donc
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(
1 + r
1− r
)μk
= exp ((|λ|) + i(θ + 2kπ))
= |λ| ei(θ+2kπ)
= |λ| eiθ = λ.
Ainsi, pour tout k ∈ Z, gμk est une valeur propre de Cϕ associée à la valeur propre λ. Ceci
achève la preuve. 
Existence de valeurs propres « cachées ». Dans cette partie, nous étudions l’existence
ou non de valeurs propres « cachées » : si T ∈ L(X ) est un opérateur de composition sur
X ↪→ Hol(D), et λ ∈∈ σ(Cϕ), nous dirons que λ est une valeur propre cachée de T lorsque
λ est une valeur propre de T telle que λ ∈ σe(T ). L’existence (ou non) de valeurs propres cachées
dépend fortement du choix de l’espace X .
Premier exemple Soit X = H2(D). Une présentation générale du spectre des opérateurs
de composition sur X peut être trouvée au chapitre 7 du livre de Cowen et Maccluer ([26]). Nous
mentionnons ici quelques résultats pertinents au regard de la description générale du spectre des
opérateurs de composition (théorème 2.32). Plus précisément, si ϕ est un symbole de Koenigs
injectif, nous avons les résultats suivants :
— le spectre essentiel de T ∈ L(X ) est un disque fermé centré en 0, éventuellement réduit à
un point (c’est le théorème 7.30 de [26]) ;
— la valeur propre 1 peut être une valeur propre cachée : si ϕ : z 
→ z z −
1
2
1− 12z
, alors T = Cϕ|X
est une isométrie non inversible (voir par exemple [10]), et donc σ(T ) = σe(T ) = D, et
1 ∈ σp(T ) ;
— si n ∈ N∗, alors λn ne peut pas être une valeur propre cachée : plus précisément, si λn ∈
σp(T ), alors re(T ) < |λn| (une preuve de ce fait peut être trouvée dans [8]).
Remarquons d’autre part que le rayon spectral n’est pas nécessairement l’un des (|λn|)n.
Second exemple Soient α ∈ R+ et X = Dα = H2(α) l’espace de Dirichlet pondéré étudié
précédemment.
Soit λ ∈]0; 1[. Nous considérons le symbole
ϕ : z 
→ λz
(λ− 1)z + 1 .
Remarquons que ϕ n’est pas un automorphisme de D, que ϕ(0) = 0 et que ϕ′(0) = λ. Ainsi,
ϕ est un symbole de Koenigs dont le point de Denjoy-Wolﬀ est zéro. D’autre part, T = Cϕ|Dα ∈
L(Dα) (nous prouverons ce résultat en détail dans la partie suivante, notamment au théorème
2.46). Par ailleurs, l’artice de Hurst [39] décrit explicitement le spectre de T . La proposition
suivante résume les théorèmes 9 et 10 de [39].
Proposition 2.39 Le spectre de T ∈ L(Dα) est
σ(T ) =
⎧⎪⎪⎨⎪⎪⎩
{
μ ∈ C
∣∣∣ |μ|  |λ| 2−α2 } ∪ {1} si 0 < α  1;
{
μ ∈ C
∣∣∣ |μ|  |λ|α2 } ∪ {λn | n ∈ N} sinon. .
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Par ailleurs, la fonction de Koenigs associée à ϕ est la fonction ς : z 
→ −z
z − 1 . En eﬀet, pour
tout z ∈ D,
ς(ϕ(z)) =
− λz(λ−1)z+1
λz
(λ−1)z+1 − 1
=
−λz
λz − (λz − z − 1) = λς(z).
De plus, pour tout k ∈ N∗, nous avons le développement en série entière de la série géométrique
dérivée nous donne :
ςk(z) = −
∑
n0
(n+ 1)(n+ 2) · · · (n+ k) zn.
En particulier, nous en déduisons que ςk ∈ Dα si et seulement si 2k < α. En d’autres termes, le
spectre ponctuel de T est
σp(T ) =
{
λn
∣∣∣ n < α
2
}
∪ {1} .
Signalons en particulier les cas suivants :
— Si α = 2 : alors, D2 = B est l’espace de Bergman. Le rayon spectral essentiel de T est alors
re(T ) = |λ|. Cependant, comme pour tout k ∈ N∗, ςk /∈ D2, il n’y a pas de valeur propre
cachée.
— Plus généralement, s’il existe k ∈ N∗ tel que α = 2k, alors le rayon spectral essentiel de T
est re(T ) = |λk|.
— En revanche, s’il existe k ∈ N∗ tel que 2k < α < 2k+2, alors le rayon spectral essentiel de
T vériﬁe
λk+1 < re(T ) < λk.
B) Étude sur des espaces de Dirichlet pondérés
Dans cette partie, nous présentons quelques éléments d’étude des opérateurs de compositionsur des espaces de type Dα. La majeure partie de notre étude est dédiée à l’étude de la
continuité et, le cas échéant, de la norme des opérateurs de composition. Dans un second temps,
nous montrons également que le résultat de caractérisation algébrique que nous avons obtenu au
théorème 2.2 possède un analogue sur les espaces Dα.
B.1 — Continuité
Dans cette section, nous étudions la continuité des opérateurs de composition sur les espaces
de Dirichlet pondérés. Nous procéderons en deux temps : d’abord, nous traiterons le cas par-
ticulier où le symbole ϕ vériﬁe ϕ(0) = 0 ; ensuite, nous traiterons le cas où le symbole est un
automorphisme. Nous pourrons alors déduire le cas général de ces deux cas particuliers.
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B.1.a) — Cas d’un symbole ﬁxant zéro
Commençons par remarquer que, dans ce cas, le comportement des opérateurs de composition
dont le symbole est injectif est connu sur l’espace de Dirichlet. Une preuve de ce résultat peut
par exemple être trouvée dans le livre d’El-Fallah, Kelley, Mashregi et Ransford ([31], sections
1.4 et 6.2).
Proposition 2.40 Soit ϕ : D → D holomorphe et injective. Alors l’opérateur de composition Cϕ
est un opérateur borné sur D et en notant L = ln
(
1
1− |ϕ(0)|2
)
, on a
‖Cϕ‖D 
√
L+ 2 +
√
L(L+ 4)
2
.
En particulier, si en outre ϕ(0) = 0, alors ‖Cϕ‖D  1.
Esquisse de démonstration : Il suﬃt d’eﬀectuer le changement de variable u = ϕ(z) dans le calcul
de la norme de Cϕ(f). 
L’idée est alors de « propager » le résultat sur D0 aux Dw. En eﬀet, nous disposons du résultat
suivant, présenté par Chalendar et Partington dans [22].
Théorème 2.41 (Chalendar, Partington) Soit T un opérateur borné sur l’espace de Hardy
H2(1) dont la matrice dans la base (zn)n∈N est triangulaire inférieure. Soit β une suite stricte-
ment décroissante de réels strictement positifs.
Alors, T déﬁnit un opérateur borné sur H2(β) et
‖T‖H2(β)  ‖T‖H2(1).
Ce résultat permet de « propager » des résultats de continuité d’opérateurs, mais uniquement
à partir de l’espace D1. Nous allons maintenant légèrement adapter sa preuve aﬁn de pouvoir
propager ces résultats à partir de l’espace de Dirichlet D0.
Proposition 2.42 Soient w : [0; 1[→ R+ une fonction telle que r 
→ rw(r) ∈ L1([0; 1[) et (wn)n
la suite de coeﬃcients associée au poids w (voir la proposition 1.35). Soit δ ∈ (R+∗)N une suite
strictement décroissante. Soit T un opérateur borné sur Dw = H2(w) dont la matrice dans la
base (zn)n est triangulaire inférieure.
Alors, T déﬁnit un opérateur borné sur H2(wδ) et sa norme vériﬁe
‖T‖H2(wδ)  ‖T‖H2(w).
Remarquons que ce résultat est presque une généralisation du théorème 2.41, dans la mesure
où on retrouverait le théorème 2.41 en considérant la suite constante wn = 1 pour tout n. La
preuve que nous présentons est une adaptation directe de la preuve présentée dans [22].
La preuve repose sur le résultat suivant.
Lemme 2.43 Soit X un espace de Banach (complexe) ayant pour base 1-inconditionnelle (xj)j∈N.
Soit A : X → X un opérateur borné dont la matrice dans la base (xj)j est triangulaire inférieure.
Soit D un opérateur (non nécessairement borné) diagonal dans la base (xj)j : pour j  0, notons
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dj ∈ C tel que Dxj = djxj. On suppose que (dj)j est une suite strictement croissante de réels
strictement positifs.
Alors, l’opérateur D−1AD est un opérateur borné sur X et sa norme vériﬁe
‖D−1AD‖  ‖A‖.
Ce résultat peut être attribué à Katsnelson (dans [42]). Une preuve de ce lemme peut égale-
ment être trouvée dans [22]. Nous en reproduisons ici la trame principale.
Esquisse de démonstration : Pour z ∈ C, nous posons Ω(z) = DzAD−z = (ωi,j)i,j0. Pour
N ∈ N, nous considérons ΩN = (ωi,j)1i,jN . L’hypothèse de décroissance de la suite (dj)j dit
que ΩN est bornée sur le demi-plan droit. Alors, en appliquant une généralisation du principe
du maximum, nous avons
sup

(z)>0
‖ΩN (z)‖  sup
y∈R
‖Ω(iy)‖ = ‖A‖ .
On spéciﬁe alors en z = 1 et on laisse tendre N → +∞. 
Nous pouvons maintenant prouver la proposition 2.42.
Démonstration : Plaçons-nous dans l’espace de Banach X = H2(wδ). Pour n ∈ N, notons en
la fonction z 
→ zn, de sorte que (en)n∈N soit une base 1-inconditionnelle de X . Considérons la
suite d déﬁnie par dn =
1
δn
, qui est strictement positive et strictement croissante. Déﬁnissons sur
X un opérateur diagonal D par D(en) = dnen. Soit A l’opérateur (non borné a priori) déﬁni sur
X par A = DTD−1.
Comme δ est décroissante, l’espace H2(w) est un sous espace de H2(wδ). Considérons l’opé-
rateur D˜, qui est la restriction à H2(w) de l’opérateur D. Alors, D˜ : H2(w) → H2(δw) est un
opérateur continu de norme 1. Nous allons montrer que c’est un opérateur unitaire en étudiant
son adjoint (D˜)∗. Soit x =
∑
n
xnen ∈ Dom (D˜)∗. Notons (D˜)∗x =
∑
n
ynen. Alors, pour tout
n ∈ N,
〈
D˜(en), x
〉
H2(δw)
=
〈
en, (D˜)
∗(x)
〉
H2(w)〈
(D˜)∗(x), en
〉
H2(w)
= 〈x, dnen〉H2(δw)〈
(D˜)∗(x), en
〉
H2(w)
= dn 〈x, en〉H2(δw)
wnyn = dn δ
2
nwnxn
yn =
1
dn
xn.
Ceci prouve que (D˜)∗ : H2(δw) → H2(w) est un opérateur diagonal, donné par (D˜)∗(en) =
1
dn
en. En particulier, D˜ est inversible et (D˜)−1 = (D˜)∗. Donc, D˜ est un opérateur unitaire.
En particulier, nous en déduisons que A est un opérateur borné sur X = H2(δw) et que
‖A‖H2(δw) = ‖T‖H2(w).
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Nous pouvons donc alors appliquer le lemme 2.43, qui nous permet de dire que D−1AD est
un opérateur borné de X dans X et que
‖D−1AD‖H2(δw)  ‖A‖H2(δw) .
Or, D−1AD n’est rien d’autre que le prolongement (continu) à H2(δw) de l’opérateur T (il est
continu vu ce qui précède et coïncide avec T sur H2(w)). Vu l’estimation que l’on a obtenue pour
la norme de l’opérateur A, nous avons ﬁnalement
‖T‖H2(δw)  ‖T‖H2(w) ,
ce qui achève la preuve. 
Nous pouvons appliquer ce résultat aux espaces de Dirichlet généralisés en choisissant une
suite δ adéquate.
Corollaire 2.44 Soit w : [0; 1[→ R+ une fonction telle que r 
→ rw(r) ∈ L1([0; 1[) et (wn)n
la suite de coeﬃcients associée au poids w (voir la proposition 1.35). On suppose que la suite(wn
n
)
n
est strictement décroissante. Soit T un opérateur borné sur D dont la matrice dans la
base (zn)n est triangulaire inférieure.
Alors, T déﬁnit un opérateur borné sur Dw et on a en outre
‖T‖Dw  ‖T‖D .
Démonstration : Vu la description du produit scalaire sur D, il suﬃt d’appliquer le résultat
précédent à la suite δ déﬁnie par {
δ0 = 1
δn =
wn
n
si n = 0 .
Le résultat découle alors de l’application de la proposition 2.42. 
Le résultat précédent est très utile pour étudier la continuité d’opérateurs sur les espaces de
Dirichlet pondérés, mais le prix à payer est que les opérateurs doivent être triangulaires inférieurs
dans la base (zn)n. C’est en particulier le cas des opérateurs de composition dont le symbole ﬁxe
0.
Proposition 2.45 Soit w : [0; 1[→ R+ une fonction telle que r 
→ rw(r) ∈ L1([0; 1[) et
ϕ : D → D holomorphe et telle que ϕ(0) = 0.
Alors, la matrice de l’opérateur de composition Cϕ (sur Dw) dans la base (zn)n est triangulaire
inférieure.
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Démonstration : Soit n ∈ N. Il suﬃt de montrer que Cϕ(zn) est de la forme znΦ(z) où
Φ est une fonction holomorphe sur D. Remarquons que Cϕ(zn) est la fonction z 
→ (ϕ(z))n.
Comme ϕ(0) = 0, il existe une fonction ψ holomorphe sur D telle que ϕ(z) = zψ(z). Alors,
(ϕ(z))n = zn (ψ(z))n. Ceci conclut la preuve. 
Nous pouvons maintenant énoncer le résultat principal de cette sous-partie.
Théorème 2.46 Soit ϕ : D → D holomorphe et injective telle que ϕ(0) = 0. Soit w : [0; 1[→ R+
une fonction telle que r 
→ rw(r) ∈ L1([0; 1[) et (wn)n la suite de coeﬃcients associée au poids
w (voir la proposition 1.35). On suppose que la suite
(wn
n
)
n
est strictement décroissante.
Alors, l’opérateur de composition Cϕ est un opérateur borné sur Dw et on a en outre
‖Cϕ‖Dw  1 .
Démonstration : Ce théorème se déduit facilement des résultats présentés précédemment, en
particulier du fait que le résultat soit vrai sur D0 (proposition 2.40) et du fait que l’on puisse
propager le résultat de D0 à Dα pour tout α ∈ R+ : la matrice de Cϕ dans la base (zn)n est tri-
angulaire inférieure (proposition 2.45) et on peut alors appliquer le théorème 2.44 pour propager
le résultat. 
Ce résultat est en particulier vrai pour les espaces Dα.
Corollaire 2.47 Soit ϕ : D → D holomorphe et injective telle que ϕ(0) = 0.
Alors, pour tout α ∈ R+, l’opérateur de composition Cϕ est un opérateur borné sur Dα et on
a en outre
‖Cϕ‖Dα  1 .
B.1.b) — Cas d’un automorphisme
Nous nous intéressons maintenant aux opérateurs de composition dont le symbole est un
automorphisme de D. Avec le cas particulier des opérateurs de composition dont le symbole ﬁxe
0, nous pourrons étudier le comportement d’opérateurs dont le symbole est plus général.
Rappelons la forme générale d’un automorphisme de D.
Proposition 2.48 Soit ψ un automorphisme de D. Alors, il existe u ∈ D et λ ∈ T tels que, pour
tout z ∈ D, ψ(z) = λ z + u
1 + uz
.
Commençons par un lemme technique.
Lemme 2.49 Pour tout x ∈ D, 1− |ψ
−1(x)|2
1− |x|2 
1 + |u|
1− |u| .
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Démonstration : Commençons par remarquer que, pour x ∈ D, ψ−1(x) = λ x− λu
1− λux . Ainsi,
1− |ψ−1(x)|2
1− |x|2 =
1
1− |x|2
(
(1− |x|2)(1− |λu|2
|1− λux|2
)
=
1− |u|2
|1− λux|2 .
Mais, sup
x∈D
1
|1− λux|2 =
1
(1− |u|)2 (le maximum serait atteint pour x =
|u|
λu
). Ainsi, on a bien
l’inégalité souhaitée. 
Les automorphismes de D étant bien connus, l’étude des opérateurs de composition dont
le symbole est un automorphisme peut se faire dans un cadre assez général : la démonstration
présentée ici est une adaptation au cas des espaces de Dirichlet pondérés d’une démonstration
plus générale que l’on peut trouver dans le livre de Cowen et Maccluer ([26], théorème 3.5).
Théorème 2.50 Soit ψ un automorphisme de D. Soit w : [0; 1[→ R+ un poids tel que la fonction
r 
→ rw(r) ∈ L1([0; 1[). On suppose que, pour tout q > 1, il existe une constante κ > 0 telle que,
pour tous s, t ∈ [0; 1[ tels que s  q t, w(1 − s)  κw(1 − t). Soit (wn)n la suite de coeﬃcients
décrivant la norme sur l’espace Dw (elle est donnée par la proposition 1.35).
Alors, l’opérateur de composition Cψ est un opérateur borné sur Dw.
Démonstration : Soient u ∈ D et λ ∈ T tels que ψ(z) = λ z + u
1 + uz
. Remarquons que ω = λu, de
sorte que |u| = |ω|.
Commençons par montrer que l’espace Dw est stable par composition par un automorphisme.
Soit f ∈ Dw. Montrons que f ◦ ψ ∈ Dw. En eﬀectuant le changement de variable x = ψ(z)
dans l’intégrale ci-dessous, nous obtenons :
∫
D
|(f ◦ ψ)′(z)|2w(|z|) dA(z)
π
=
∫
D
∣∣f ′(ψ(z))∣∣2w(|z|) |ψ′(z)|2 dA(z)
π
=
∫
ψ(D)
∣∣f ′(x)∣∣2w(∣∣ψ−1(x)∣∣) dA(x)
π
D’après le lemme 2.49 et l’hypothèse sur la fonction w, nous savons qu’il existe une constante
γ > 0 telle que, pour tout x ∈ D, w(∣∣ψ−1(x)∣∣)  γ w(|x|). Nous obtenons alors∫
D
|(f ◦ ψ)′(z)|2w(|z|) dA(z)
π
 γ
∫
D
∣∣f ′(x)∣∣2w(|x|) dA(x)
π
.
Comme f ∈ Dw, l’intégrale dans le dernier membre de droite est ﬁnie. L’intégrale du membre
de gauche est donc également ﬁnie. Donc f ◦ ψ ∈ Dw.
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Il reste maintenant à montrer que l’opérateur Cψ est continu. Soit f =
∑
n0
fn z
n ∈ Dw de
norme 1. Posons x =
∫
D
∣∣f ′(z)∣∣2w(|z|) dA(z)
π
= 1− |f(0)|2 (d’après le théorème de Pythagore).
‖f ◦ ψ‖2Dα = |f(ω)|2 +
∫
D
|(f ◦ ψ)′(z)|2w(|z|) dA(z)
π
 |f(ω)|2 + γ
∫
D
∣∣f ′(x)∣∣2w(|x|) dA(x)
π
 γ x+
∣∣∣∣∣f(0) +∑
n1
fn ω
n
∣∣∣∣∣
2
 γ x+
[
|f(0)|+
∣∣∣∣∣∑
n1
fn ω
n
∣∣∣∣∣
]2
 γ x+
⎡⎣√1− x+√∑
n1
wn |fn|2
√√√√∑
n1
|ω|2n
wn
⎤⎦2
Il existe donc des constantes K, L > 0 qui ne dépendent pas de f ni de x et telles que :
‖f ◦ ψ‖2Dα  γ x+
[√
1− x+√x
√
L
]2
 1 +Kx+ 2
√
Lx(1− x)
Comme x ∈ [0; 1], nous avons bien que
‖f ◦ ψ‖2Dw  sup
x∈[0;1]
1 +Kx+ 2
√
Lx(1− x) .
Cette inégalité étant valable pour toute f ∈ Dw de norme 1, nous en déduisons que l’opérateur
de composition Cψ est borné sur Dw, ce qui conclut la preuve. 
Dans le cas particulier des espaces Dα, nous pouvons aﬃner les estimations dans la preuve
précédente et obtenir une estimation plus précise pour la norme de l’opérateur de composition.
Théorème 2.51 Soit ψ un automorphisme de D. Soit ω = ψ(0). Soit α ∈ R+ et β la suite de
coeﬃcients telle que Dα = H2(β) (β est donnée par le théorème 1.35).
Soit L =
∑
n1
|ω|2n
βn
. Soit K = L+
(
1 + |ω|
1− |ω|
)α
− 1.
Alors, l’opérateur de composition Cψ est un opérateur borné sur Dα et sa norme vériﬁe
‖Cψ‖Dα  sup
x∈[0;1]
1 +Kx+ 2
√
Lx(1− x) .
Faisons quelques remarques :
— L’espace Dα = H2(β) est un espace à noyaux reproduisants (ce fait découle du théorème
1.35). On remarque alors que L = ‖evω‖2 − 1.
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— À ψ ﬁxé, on peut déterminer un majorant grâce à une petite étude de fonction résumée
dans le lemme suivant.
Lemme 2.52 Soit L ∈ R+ et K ∈ R.
sup
x∈[0;1]
1 +Kx+ 2
√
Lx(1− x) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
1 +
K
2
+
K
2
√
1
1 + 4
K2
+ 2
√
L
√
1
1 + 4L
K2
si K > 0
1 +
K
2
− K
2
√
1
1 + 4L
K2
+ 2
√
L
√
1
1 + 4L
K2
si K < 0
1 si K = 0
— Pour α = 0, K = L = ln
(
1
1− |ϕ(0)|2
)
, on retrouve bien la majoration établie par Martín
et Vukotić dans [44] (cette majoration est dans cet article démontrée pour tous les opé-
rateurs de composition dont le symbole est injectif, mais uniquement pour l’espace de
Dirichlet D).
La preuve du théorème 2.51 est une adaptation directe de la preuve du théorème 2.50 précé-
dent.
Démonstration : Il suﬃt de suivre la preuve du théorème 2.50 précédent, en explicitant les
constantes qui apparaissent dans la majoration. 
B.1.c) — Cas général
Pour obtenir un résultat le plus général possible, il suﬃt de combiner les résultats précédents.
Théorème 2.53 Soit w : [0; 1[→ R+ une fonction telle que r 
→ rw(r) ∈ L1([0; 1[) et (wn)n
la suite de coeﬃcients associée au poids w (voir la proposition 1.35). On suppose que la suite(wn
n
)
n
est strictement décroissante. On suppose que, pour tout q > 1, il existe une constante
κ > 0 telle que, pour tous s, t ∈ [0; 1[ tels que s  q t, w(1 − s)  κw(1 − t). Soit ϕ : D → D
holomorphe et injective.
Alors, l’opérateur de composition par ϕ est un opérateur continu sur l’espace Dw.
Démonstration : Notons ω = ϕ(0). Soit ψ l’automorphisme involutif de D qui échange 0 et
ω : il est donné par ψ(z) =
ω − z
1− ωz . Comme ψ ◦ ψ = Id, on a ψ ◦ (ψ ◦ ϕ) = ϕ. Alors, en tant
qu’opérateurs de composition sur Dα (non bornés a priori), Cϕ = Cψ · Cψ◦ϕ. On conclut ainsi
grâce aux théorèmes de composition par un symbole ﬁxant 0 (théorème 2.46) et par un auto-
morphisme (théorème 2.50). 
Le résultat précédent s’applique naturellement aux espaces Dα.
Théorème 2.54 Soit α ∈ R+ et β ∈ (R+∗)N la suite telle que Dα = H2(β). Soit ϕ : D → D une
fonction holomorphe et injective.
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Alors, l’opérateur Cϕ de composition par ϕ est un opérateur borné sur Dα.
En outre, en notant L =
∑
n1
|ϕ(0)|2n
β2n
et K = L+
(
1 + |ϕ(0)|
1− |ϕ(0)|
)α
− 1, on a la majoration :
‖Cϕ‖2Dα  sup
x∈[0;1]
1 +Kx+ 2
√
Lx(1− x) .
Démonstration : Notons ω = ϕ(0). Soit ψ l’automorphisme involutif de D qui échange 0 et
ω : il est donné par ψ(z) =
ω − z
1− ωz . Comme ψ ◦ ψ = Id, on a ψ ◦ (ψ ◦ ϕ) = ϕ. Alors, en tant
qu’opérateurs de composition sur Dα (non bornés a priori), Cϕ = Cψ · Cψ◦ϕ.
Or, comme ψ est un automorphisme, nous savons (théorème 2.51) que Cψ est un opérateur
borné sur Dα et que ‖Cψ‖2Dα  sup
x∈[0;1]
1 +Kx+ 2
√
Lx(1− x).
De plus, comme ϕ est injective, ψ ◦ ϕ est une fonction holomorphe injective de D dans D.
On a en outre que ψ ◦ ϕ(0) = ψ(ω) = 0. On peut donc appliquer à ψ ◦ ϕ le théorème 2.46. On
obtient alors que l’opérateur Cψ◦ϕ est borné sur Dα et que ‖Cψ◦ϕ‖  1.
Ainsi, Cϕ est un opérateur borné surDα et, en utilisant le fait que ‖Cϕ‖2Dα  ‖Cψ‖2Dα ‖Cψ◦ϕ‖2Dα ,
on obtient le résultat souhaité. 
B.2 — Caractérisation algébrique des opérateurs de composition
Nous déterminons maintenant une condition nécessaire et suﬃsante pour qu’un opérateur sur
Dw soit un opérateur de composition. Nous nous inspirons naturellement de la caractérisation
algébrique des opérateurs de composition sur Hol(D) (théorème 2.2). Commençons par le résultat
suivant.
Proposition 2.55 Soit X un espace de Banach de fonctions holomorphes tel que l’inclusion
X ↪→ Hol(D) est continue. Soit Cϕ l’opérateur de composition de symbole ϕ sur X . L’opérateur
(non nécessairement continu ni déﬁni partout) Cϕ est fermé sur son domaine maximal.
Démonstration : Soit (fn)n une suite de fonctions dans X et g ∈ X telles que pour tout n ∈ N,
fn ∈ dom(Cϕ), fn X−→ 0 et Cϕ(fn) → g. Nous voulons montrer que g = 0. Soit K un compact de
D. Comme fn → 0 sur tout compact de D (car l’inclusion X ↪→ Hol(D) est continue), fn ◦ϕ → 0
uniformément sur K, ce qui signiﬁe que g = 0 sur K. Ceci valant pour tout compact K de D,
g = 0 sur D. Ceci clôt la preuve. 
Nous énonçons maintenant des résultats permettant de caractériser un opérateur de compo-
sition au moyen d’une caractérisation algébrique. Commençons par un résultat général.
Théorème 2.56 Soit X un espace de fonctions holomorphes sur D. Supposons que l’inclusion
X ↪→ Hol(D) est continue et que l’algèbre C[z] est dense dans X . Soit T un opérateur continu
sur X . Les assertions suivantes sont équivalentes :
(i) l’opérateur T est un opérateur de composition ;
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(ii) T (e1)(D) ⊂ D et, pour tout n ∈ N, T (en) = (T (e1))n.
Faisons quelques remarques sur les hypothèses du théorème avant de passer à la preuve.
1. L’hypothèse de densité des polynômes est nécessaire : l’assertion (ii) décrit le comportement
de T sur C[z]. Pour en déduire le comportement de T partout, il est nécessaire d’utiliser
un argument de densité.
2. L’hypothèse concernant la continuité de l’inclusion X ↪→ Hol(D) est également nécessaire :
elle permet de dire que connaître un opérateur de composition sur une partie dense permet
de connaître l’opérateur de composition sur son domaine maximal : ce fait est l’objet de la
proposition 2.55 .
Démonstration : Nous supposons que l’espace X vériﬁe les hypothèses de l’énoncé. L’impli-
cation (i) ⇒ (ii) étant immédiate, nous prouvons uniquement l’implication réciproque. Soit T
un opérateur continu sur D tel que T (e1)(D) ⊂ D et, pour tout n ∈ N, T (en) = (T (e1))n. Soit
ϕ = T (e1) ∈ X . Nous considérons maintenant l’opérateur (non déﬁni partout a priori) de com-
position Cϕ de symbole ϕ. On sait déjà que Cϕ est déﬁni sur C[z] et qu’il y coïncide avec T .
De plus, l’opérateur T est continu et Cϕ est fermé sur son domaine maximal (proposition 2.55).
Ainsi, Cϕ est déﬁni partout et T = Cϕ. 
Dans le cas où la norme sur l’espace X peut s’écrire sous forme intégrale, il est possible de
modiﬁer l’assertion (ii) de l’équivalence. Par exemple, dans le cas où X est un espace de Hardy
Hp(D), Schwartz a montré ([62]) que l’on peut remplacer l’hypothèse (ii) par l’hypothèse
(ii)′ Pour tout n ∈ N, T (en) = (T (e1))n.
Nous allons montrer qu’en suivant une démarche similaire, nous pouvons obtenir le même
résultat sur les espaces Dα.
Théorème 2.57 Soit w : [0; 1[→ R+∗ une fonction telle que r 
→ r w(r) ∈ L1([0; 1[). On suppose
que w est continue et bornée. Soit T un opérateur continu sur Dw tel que, pour tout n ∈ N,
T (en) = (T (e1))
n. Alors, T (e1)(D) ⊂ D.
La preuve du théorème repose en partie sur le lemme 1.44, déjà rencontré précédemment.
Démonstration : Soit ϕ = T (e1) ∈ Dw. Remarquons d’abord que, pour tout n ∈ N, ϕn ∈ Dw
puisque ϕn = T (en) et que T est un opérateur continu de Dw dans lui-même. De plus, pour
tout n ∈ N∗, |ϕ(0)|n  ‖ϕn‖  ‖T‖ ‖en‖. Or, d’après le corollaire 1.36, ‖en‖ = O(n) lorsque
n → +∞. Nous en déduisons donc que |ϕ(0)|  1.
Supposons que ϕ est une fonction constante. D’après le lemme 1.44, nous avons nécessaire-
ment |ϕ(0)| < 1. Alors, ϕ(D) ⊂ D.
Supposons maintenant que ϕ n’est pas une fonction constante. Alors, pour tout n ∈ N∗,
∫
D
∣∣(ϕn)′(z)∣∣2 w(|z|) dA(z)
π
 ‖(T (e1))n‖
∫
D
n2
∣∣ϕ′(z)∣∣2 |ϕ(z)|2(n−1) w(|z|) dA(z)
π
 M n.
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Supposons par l’absurde qu’il existe z0 ∈ D tel que |ϕ(z0)| > 1. En remarquant que w est à
valeurs dans R+∗ et que les zéros de ϕ′ sont isolés, un argument de continuité nous permet de dire
qu’il existe η > 0, c > 0, r > 0 et z1 ∈ D tels que D(z1; r) ⊂ D et, pour tout z ∈ D(z1; r), |ϕ(z)| 
1+η et
∣∣ϕ′(z)∣∣2 w(|z|)  c. Alors, ∫
D(z1;r)
∣∣ϕ′(z)∣∣2 |ϕ(z)|2(n−1) w(|z|) dA(z)
π
 n2 c (1+η)2(n−1) r2.
En remarquant que
∫
D(z1;r)
n2
∣∣ϕ′(z)∣∣2 |ϕ(z)|2(n−1) w(|z|) dA(z)
π

∫
D
n2
∣∣ϕ′(z)∣∣2 |ϕ(z)|2(n−1) w(|z|) dA(z)
π
,
nous obtenons que n2c(1 + η)2(n−1)r2 M n pour n ∈ N∗. On obtient alors la contradiction re-
cherchée en faisant tendre n → +∞.
Ainsi, pour tout z ∈ D, |ϕ(z)|  1. Comme ϕ n’est pas une fonction constante, le principe
du maximum nous permet d’aﬃrmer que, pour tout z ∈ D, |ϕ(z)| < 1, ce qui clôt la preuve. 
Les théorèmes précédents (2.56 et 2.57) peuvent être résumés par le résultat suivant.
Théorème 2.58 Soit w : [0; 1[→ R+∗ une fonction continue, bornée et telle qu’il existe r0 ∈
[0; 1[, α ∈ R+ et C ∈ R+∗ tels que, pour tout r ∈ [r0; 1[, w(r)  C(1− r)α.
Soit T un opérateur continu sur Dw. Les assertions suivantes s’équivalent :
(i) l’opérateur T est un opérateur de composition ;
(ii) pour tout n ∈ N, T (en) = (T (e1))n.
Ce résultat s’applique au cas des espaces Dα.
Corollaire 2.59 Soit α  0. Soit T un opérateur continu sur Dα. Les assertions suivantes
s’équivalent :
(i) l’opérateur T est un opérateur de composition ;
(ii) pour tout n ∈ N, T (en) = (T (e1))n.
De la caractérisation algébrique précédente, nous pouvons déduire (de la même façon que
Schwartz dans [62]) une nouvelle caractérisation algébrique.
Déﬁnition 2.60 Soit X un espace de Banach de fonctions holomorphes sur D et T un opérateur
non nécessairement borné sur X . On dit que T est quasi-multiplicatif si, pour tous f et g dans
dom(T ) tels que fg ∈ dom(T ), T (fg) = T (f)T (g).
Théorème 2.61 Soit w : [0; 1[→ R+∗ une fonction continue, bornée et telle qu’il existe r0 ∈
[0; 1[, α ∈ R+ et C ∈ R+∗ tels que, pour tout r ∈ [r0; 1[, w(r)  C(1− r)α.
Soit T un opérateur continu sur Dw. Les assertions suivantes s’équivalent :
(i) l’opérateur T est un opérateur de composition ;
(ii) l’opérateur T est quasi-multiplicatif.
Démonstration : Si T est un opérateur de composition, il est quasi-multiplicatif. Il faut donc
prouver la réciproque. Supposons que T est un opérateur quasi-multiplicatif et continu sur Dw.
Soit ϕ = T (e1). Une récurrence immédiate sur n permet alors de montrer que, pour tout n ∈ N,
T (en) = (T (e1))
n. On peut alors conclure grâce à la proposition 2.58. 
Modélisation des opérateurs sur un espace
de Hilbert
Chapitre 3
L’objectif du chapitre est d’établir à quel point un opérateur T ∈ L(H) peut être vu commeun opérateur de décalage. Pour cela, nous présentons deux techniques de modélisation. En
premier lieu, nous présentons la théorie de l’universalité. Ensuite, nous présentons des techniques
liées à l’analyse des opérateurs presque isométriques (notamment autour de la décomposition de
Wold). Nous illustrons ces diﬀérentes techniques au moyen d’opérateurs de multiplication ou de
Toeplitz sur des espaces de fonctions holomorphes.
Rappelons avant tout une convention de notation : sauf mention explicite du contraire, H
désigne dans cette partie un C-espace de Hilbert séparable et de dimension inﬁnie et E un C-
espace de Hilbert séparable (mais non nécessairement de dimension ﬁnie).
A) Opérateurs universels
Nous commençons par étudier les opérateurs universels. Intuitivement, un opérateur est dituniversel s’il modélise tous les autres opérateurs. Commençons par préciser ce que l’on
entend par « modéliser ».
Déﬁnition 3.1 Soient U , T ∈ L(H). On dit que U modélise (resp. modélise positivement) l’opé-
rateur T s’il existe un sous-espace fermé M de H invariant par T , une constante λ ∈ C (resp.
λ ∈ R+) et un isomorphisme S : M → H tels que
T = λSU|MS−1.
Nous allons dans un premier temps étudier les opérateurs universels proprement dits, c’est-
à-dire ceux qui modélisent tous les autres. Ensuite, nous chercherons à préciser la constante λ
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intervenant dans la déﬁnition ci-dessus. Nous nous demanderons notamment sous quelles hypo-
thèses (portant sur l’opérateur modèle ou sur les opérateurs modélisés) on peut assurer λ ∈ R+
ou λ = 1.
Déﬁnition 3.2 Soit U ∈ L(H). On dit que l’opérateur U est universel si U modélise tous les
opérateurs sur H : pour tout T ∈ L(H), il existe un sous-espace fermé M de H invariant par T ,
une constante λ ∈ C et un isomorphisme S : M → H tels que
T = λSU|MS−1.
Cette notion fut introduite par Rota dans son article [54]. Nous énonçons maintenant un
théorème permettant de caractériser « facilement » l’universalité d’un opérateur. Ce théorème
est dû à Caradus (dans [18]).
Théorème 3.3 (Caradus, 1969) Soit U ∈ L(H). Supposons que U vériﬁe les conditions sui-
vantes :
(i) le noyau Ker(U) est de dimension inﬁnie ;
(ii) l’opérateur U : H → H est surjectif.
Alors, U est un opérateur universel.
Exemple Nous étudions une famille d’exemples particuliers : il s’agit des opérateurs de déca-
lage vers la gauche sur L2(R+).
t
f
Gt
Gt(f)
Figure 3.1 – Opérateur de décalage vers la
gauche.
Rappelons que L2(R+) désigne l’espace de
Hilbert des fonctions mesurables et de carré
intégrable sur R+. Pour t > 0, considérons
l’opérateur de translation vers la gauche
Gt :
{
L2(R+) −→ L2(R+)
f 
−→ f(•+ t) ∈ L(L
2(R+))
où, pour toute f ∈ L2(R+), on déﬁnit la fonc-
tion f(•+t) ∈ L2(R+) en posant, pour presque
tout x ∈ R+, f(•+ t)(x) = f(x+ t).
f
Dt
t
Dt(f)
Figure 3.2 – Opérateur de décalage vers la
droite.
Nous déﬁnissons également les opérateurs
de décalage vers la droite. Pour t > 0, nous
considérons l’opérateur
Dt :
{
L2(R+) −→ L2(R+)
f 
−→ f(• − t) ∈ L(L
2(R+))
où, pour toute f ∈ L2(R+), on déﬁnit la fonc-
tion f(•−t) ∈ L2(R+) en posant, pour presque
tout x ∈ R+,
f(• − t)(x) =
{
f(x− t) si x  t
0 sinon .
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Nous énonçons maintenant un résultat qui résume les principales propriétés des opérateurs de
décalage sur L2(R+).
Lemme 3.4 Soit t > 0. Alors,
1. pour tout t ∈ R+, on a G∗t = Dt ;
2. l’opérateur Dt est une isométrie ;
3. le noyau de Gt est KerGt = L2([0; t]) ;
4. l’opérateur Gt est surjectif.
Le théorème de Caradus permet alors de montrer que, pour tout t > 0, Gt est un opérateur
universel.
Nous prouvons maintenant le lemme précédent.
Démonstration :
1. Pour toutes f, g ∈ L2(R+), le changement de variable u = x− t donne∫
R+
f(x− t)g(x) dx =
∫
R+
f(u)g(u+ t) du,
ce qui prouve le premier point.
2. Pour toute f ∈ L2(R+), on a bien que Dt∗Dt(f) = GtDt(f) = f , ce qui prouve le deuxième
point.
3. Pour toute f ∈ L2(R+), nous avons
f ∈ Ker(Gt) ⇔ pour presque tout x ∈ R+, f(x+ t) = 0
⇔ pour presque tout u ∈ [t; +∞[, f(u) = 0
⇔ f ∈ L2([0; t]).
Ceci prouve le troisième point.
4. D’après le second point, Gt est inversible à gauche. En particulier, Gt est surjectif. Ceci
achève la preuve.

Avant la preuve du théorème de Caradus, mentionnons un corollaire qui nous sera utile dans
la suite (notamment pour étudier le cas des opérateurs « positivement universels » — voir par
exemple la proposition 3.8).
Corollaire 3.5 Soit U ∈ L(H) vériﬁant les conditions suivantes :
(i) le noyau Ker(U) est de dimension inﬁnie ;
(ii) l’opérateur U : H → H est surjectif.
Alors, pour tout α ∈ C∗, αU est un opérateur universel.
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Démonstration : Il suﬃt de remarquer que, pour tout α ∈ C∗, on peut appliquer le théorème
de Caradus 3.3 à l’opérateur αU . 
Nous prouvons maintenant le théorème de Caradus (3.3).
Démonstration : Soit U vériﬁant les hypothèses du théorème. Notons K = Ker(U).
Première étape : contexte général Nous montrons d’abord le résultat suivant :
Il existe V , W ∈ L(H) tels que UV = Id, UW = 0, Ker(W ) = {0}, Im(W ) = K et Im(V ) =
K⊥.
Soit U˜ = U|K⊥ : K⊥ 
→ H. D’après les hypothèses portant sur U , l’opérateur U˜ est inversible.
Ainsi, il existe un opérateur continu
V = U˜−1 : H → K⊥.
Notons que l’on peut voir V comme un opérateur continu sur H : on a bien V ∈ L(H).
D’autre part, comme H et K sont deux espaces de Hilbert de dimension inﬁnie et séparables,
il existe un isomorphisme isométrique W : H → K.
On peut alors vériﬁer les diﬀérentes relations que nous souhaitons avoir. Comme V = U˜−1,
nous avons bien que UV = Id. Comme ImW = K = Ker(U), on a bien UW = 0. Comme W est
une isométrie, W est injectif et donc Ker(W ) = {0}. En outre, comme W est un isomorphisme,
Im(W ) = K. Enﬁn, il vient directement de la déﬁnition de V que Im(V ) = K⊥.
Fixons maintenant T ∈ L(H). Nous allons montrer que U modélise T .
Deuxième étape : construction de l’isomorphisme Nous construisons ici un isomorphisme
J : H → Im(J) qui jouera le rôle de S−1.
Commençons par ﬁxer un paramètre λ ∈ C∗ tel que
|λ| ‖T‖ ‖V ‖ < 1. ()
On peut alors déﬁnir (comme limite d’une série normalement convergente dans l’espace com-
plet L(H)) l’opérateur
J
def
=
+∞∑
k=0
λk V kWT k ∈ L(H).
Notons que
W + λV JT = W +
+∞∑
k=0
λk+1 V k+1WT k+1 = J.
Alors, on a
W + λV JT = J. (♩)
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Ensuite, en composant à gauche par U , nous obtenons l’égalité
UJ = λJT. ()
Troisième étape : ﬁn de la preuve Nous posons maintenant M def= Im(J). Comme nous
avons la relation (), nous savons que M est un sous-espace invariant par U et il suﬃt alors de
montrer que M est fermé et que J : H → M est un isomorphisme.
Commençons par montrer que J est injectif. Soit x ∈ Ker(J). En appliquant la relation (♩),
nous avons Wx+ λV JT x = 0. Alors, d’une part, Wx ∈ Im(W ) = K. D’autre part,
Wx = −λV JTx ∈ Im(V ) = K⊥.
Ainsi, Wx = 0. Comme W est un isomorphisme, nous avons x = 0. Ceci prouve que J est injectif.
Nous avons donc que J : H → M est un isomorphisme bijectif. D’autre part, J : H → M
est continu. Pour montrer que J−1 est continu, il suﬃt de montrer que M est un espace de
Banach, c’est-à-dire que M est fermé dans H. Soit (yn)n∈N ∈ MN telle que yn n→+∞−−−−−→ y ∈ H.
Nous montrons que y ∈ M. Pour tout n ∈ N, yn ∈ M = Im(J), donc il existe xn ∈ H tel que
yn = Jxn. Nous voulons montrer que la suite (xn)n∈N converge. Pour cela, comme W est un
isomorphisme isométrique, il suﬃt de montrer que la suite (W xn)n∈N converge dans K. Notons
maintenant PK la projection orthogonale sur K. Pour tout n ∈ N,
PK(yn) = PK(W xn + λV JT xn).
Or, W xn ∈ Im(W ) = K et λV JT xn ∈ ImV = K⊥. Ainsi, pour tout n ∈ N,
PK(yn) = W xn.
Or, comme yn → y et comme PK est continue, PK(yn) → PK(y). Ainsi, la suite (Wxn)n∈N
converge. Il en va donc de même de la suite (xn)n∈N : il existe x ∈ H tel que xn → x. Comme J
est continu, Jxn → Jx. On a donc yn → Jx = y, et donc y ∈ Im J = M. Ceci prouve que M
est fermé et conclut donc la preuve du théorème. 
Nous cherchons maintenant à préciser la constante λ qui apparaît dans la déﬁnition de la
modélisation. Plus précisément, nous cherchons à trouver des conditions suﬃsantes pourtant sur
U ou sur T pour que l’opérateur U modélise une large classe d’opérateurs T avec λ ∈ R+ ou
λ = 1.
Nous commençons par étudier le cas où λ ∈ R+. L’objectif principal des résultats suivants
est de montrer qu’il n’y a pas de diﬀérence essentielle avec le cas où λ ∈ C. Commençons par
préciser ce que l’on entend par « opérateur positivement universel ».
Déﬁnition 3.6 Soit U ∈ L(H). On dit que l’opérateur U est positivement universel si U modélise
positivement tous les opérateurs sur H : pour tout T ∈ L(H), il existe un sous-espace fermé M
de H invariant par T , une constante λ ∈ R+ et un isomorphisme S : M → H tels que
T = λSU|MS−1.
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Commençons par remarquer que l’on peut facilement obtenir des exemples d’opérateurs po-
sitivement universels en adaptant légèrement les preuves du théorème de Caradus (3.3) et du
corollaire qui en découle (3.5).
Proposition 3.7 Soit U ∈ L(H). Supposons que U vériﬁe les conditions suivantes :
(i) le noyau Ker(U) est de dimension inﬁnie ;
(ii) l’opérateur U : H → H est surjectif.
Alors, pour tout α ∈ C∗, αU est un opérateur positivement universel.
Démonstration : Dans le cas où α = 1, la preuve est essentiellement la même que celle du
théorème de Caradus : il suﬃt de prendre un paramètre λ ∈ R+ qui vériﬁe la condition ().
La multiplication par une constante non nulle α se gère par le même raisonnement que dans la
preuve du corollaire 3.5. 
Exemple Pour t > 0, considérons l’opérateur (déjà rencontré) de translation vers la gauche
Gt :
{
L2(R+) −→ L2(R+)
f 
−→ f(•+ t) ∈ L(L
2(R+)).
Alors, pour tout t > 0, pour tout α ∈ C∗, l’opérateur αGt est positivement universel.
Nous étudions maintenant le lien entre les opérateurs universels et les opérateurs positivement
universels. Au vu de nos déﬁnitions, nous savons que tout opérateur positivement universel est
universel. Dans le résultat énoncé ci-dessous, nous montrons que la réciproque est vraie.
Proposition 3.8 Soit U ∈ L(H). Les assertions suivantes s’équivalent :
(i) l’opérateur U est universel ;
(ii) l’opérateur U est positivement universel.
Démonstration : L’implication (ii) ⇒ (i) découle directement des déﬁnitions. Nous montrons
donc l’implication (i) ⇒ (ii). Comme H est un espace de Hilbert de dimension ﬁnie séparable,
nous pouvons sans perte de généralité supposer que H = L2(R+). Notons R = G1 l’opérateur de
translation vers la gauche déﬁni dans les exemples précédents. Comme U est universel, il modélise
R : soient M un sous-espace fermé invariant par U , λ ∈ C et S : M → H un isomorphisme tels
que R = λSU|MS−1. Soit T ∈ L(H). D’après la proposition 3.7, l’opérateur
1
λ
R est positivement
universel : il existe α ∈ R+, un sous-espace fermé N invariant par R et un isomorphisme continu
S˜ : N → H tel que
T = α S˜
(
1
λ
R
)
|N
S˜−1.
Alors, l’espace S−1(N ) est un sous-espace fermé de H invariant par U , et on a
T = α S˜
(
1
λ
λSU|MS−1
)
|N
S˜−1
= αS˜SU|S−1(N )S−1S˜−1.
Ainsi, U modélise T avec un paramètre α ∈ R+. Ceci valant pour tout T ∈ L(H), nous avons
bien montré que U est positivement universel. Ceci termine la preuve. 
Section 3.A — Opérateurs universels 129
Nous passons maintenant à l’étude du cas où λ = 1. Nous énonçons ici un raﬃnement du
théorème de Caradus, dont la première mention peut être trouvée dans un article de Rota (dans
[55]). L’idée générale est de suivre à chaque étape la preuve du théorème de Caradus en prenant
un opérateur U spéciﬁque (choisi pour ressembler aux opérateurs Gt ∈ L(L2(R+))). On peut alors
suivre la preuve du théorème de Caradus en remarquant que si l’on veut assurer la convergence
de la série (en vériﬁant la condition ()) avec λ = 1, il suﬃt que le rayon spectral de T soit
suﬃsamment petit. Nous obtenons alors le résultat suivant.
Théorème 3.9 Soit U ∈ L(H). On suppose que U∗ est une isométrie telle que (ImU∗)⊥ =
Ker(U) est de dimension inﬁnie.
Alors, pour tout T ∈ L(H) tel que r(T ) < 1, l’opérateur U modélise T avec λ = 1 : il existe
un sous-espace fermé M de H invariant par T et un isomorphisme S : M → H tels que
T = SU|MS−1.
Exemple Pour t > 0, considérons encore l’opérateur de translation vers la gauche
Gt :
{
L2(R+) −→ L2(R+)
f 
−→ f(•+ t) ∈ L(L
2(R+)).
Pour tout t > 0, l’opérateur G∗t : f 
→ f(• − t) est un opérateur de translation vers la droite
et donc une isométrie surjective. De plus, Ker(U) = L2([0; t]) est bien de dimension inﬁnie. On
peut donc appliquer le résultat ci-dessus à Gt. Nous verrons ultérieurement que l’opérateur Gt
modélise en réalité (avec λ = 1) une classe plus large d’opérateurs (il s’agit en l’occurrence des
contractions de classe C0•, cf. le théorème 3.59.)
Nous prouvons maintenant le théorème 3.9.
Démonstration : Nous reprenons la démonstration du théorème de Caradus (théorème 3.3) en
l’adaptant à notre cas particulier. Nous notons toujours K = Ker(U).
Montrons que U˜ : K⊥ → H est un opérateur unitaire. Comme dans la preuve du théorème
de Caradus, nous savons que que U˜ est un isomorphisme. Nous montrons donc que c’est une
isométrie. D’abord, remarquons que K⊥ = Im(U∗) (car ImU∗ est fermée puisque U∗ est une
isométrie). Ainsi, il suﬃt de montrer que, pour tout x ∈ ImU∗,
∥∥∥U˜x∥∥∥ = ‖x‖. Fixons donc
x ∈ ImU∗, puis y ∈ H tel que x = U∗y. Alors, U˜x = Ux = UU∗y = y puisque UU∗ = Id.
De plus, comme U∗ est une isométrie, ‖y‖ = ‖U∗y‖ = ‖x‖. Nous avons donc bien montré que∥∥∥U˜x∥∥∥ = ‖x‖.
Alors, U˜ : K⊥ → H est un opérateur unitaire (c’est-à-dire un isomorphisme isométrique).
Ainsi, son inverse V : H → K⊥ est également unitaire. En particulier, pour tout k ∈ N,
∥∥∥V k∥∥∥ = 1.
Nous pouvons aﬃner la condition () qui apparaissait dans la preuve du théorème de Caradus :
en eﬀet, comme
∥∥∥T k∥∥∥ 1k k→+∞−−−−→ r(T ) < 1, il existe ε > 0 et K > 0 tels que
∀k  K,
∥∥∥T k∥∥∥  (1− ε)k.
Alors, la série
∑
k0
V kWT k converge normalement dans L(H). On termine alors la preuve comme
dans le cas du théorème de Caradus (3.3). 
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B) Opérateurs similaires à un opérateur de décalage
La théorie de l’universalité que nous venons de détailler nous permet, grosso modo, de voir toutopérateur continu sur H comme la restriction d’un opérateur de décalage unilatéral vers la
gauche (à isomorphisme et constante multiplicative près). Dans cette section, nous cherchons à
déterminer quels opérateurs peuvent être modélisés par un opérateur de décalage unilatéral vers
la droite.
Aﬁn d’alléger les énoncés suivants, et sauf mention explicite du contraire, nous sous-entendrons
systématiquement « unilatéral vers la droite » lorsque nous parlerons d’opérateurs de décalage.
Aﬁn de ne pas ﬁger l’expression dans un cadre trop rigide, nous nous garderons de déﬁnir
précisément ce que nous entendons par « opérateur de décalage » dans cette section. L’énoncé
suivant n’est donc pas la déﬁnition d’un opérateur de décalage, mais plutôt une tentative visant
à donner une approche heuristique de ce que recouvre cette expression.
Déﬁnition heuristique 3.10 Les opérateurs suivants sont des opérateurs de décalage :
(I) l’opérateur de décalage sur 2(N) décrit par
D :
{
2(N) −→ 2(N)
x = (x0, x1, · · · ) 
−→ (0, x0, x1, · · · ) ;
(II) un opérateur de décalage sur un espace de suites pondéré
D :
{
2(N, w) −→ 2(N, w)
x = (x0, x1, · · · ) 
−→ (0, x0, x1, · · · ) ;
(III) un opérateur de décalage sur un espace pondéré de suites à valeurs vectorielles : si E est un
espace de Hilbert, alors cet opérateur est décrit par
D :
{
2(N, w, E) −→ 2(N, w, E)
x = (x0, x1, · · · ) 
−→ (0, x0, x1, · · · ) ;
(IV) un opérateur de multiplication par e1 = z 
→ z sur un espace de Hilbert de fonctions
holomorphes ;
(V) un opérateur ayant la propriété du sous-espace ambulant (voir la déﬁnition 3.30) ;
(VI) etc.
L’objectif de cette partie est d’étudier les liens entre les diﬀérentes possibilités détaillées ci-
dessus. Pour cela, nous commençons par étudier les opérateurs presque isométriques (dans la
sous-partie 1). Après les avoir déﬁnis et avoir étudié leurs propriétés générales, nous présentons
quelques cas particuliers (notamment les opérateurs concaves ou les opérateurs de Shimorin), que
nous illustrons par des exemples sur des espaces de fonction holomorphes. Dans un deuxième
temps, nous présentons la décomposition de Wold d’opérateurs presque isométriques (dans la
sous-partie 2), ainsi que des notions associées (comme la partie complètement impure d’un opé-
rateur ou la propriété du sous-espace ambulant). Nous combinons ensuite ces résultats pour
modéliser les opérateurs concaves ainsi que les opérateurs de type Shimorin (notamment dans la
sous-partie 3).
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Nous terminons cette partie en présentant des résultats de modélisation pour une classe
spéciﬁque d’opérateurs de contractions (il s’agit des contractions de classe C0•, que nous étudions
dans la sous-partie 4). Les résultats obtenus sont similaires à ceux des sous-parties précédentes,
mais les techniques de preuve impliquées ressemblent plus à celles utilisées lors de l’étude des
opérateurs universels.
B.1 — Opérateurs presque isométriques
Dans cette sous-partie, nous nous intéressons à une classe d’opérateur qui généralise la classe
des isométries : il s’agit de la classe des opérateurs presque isométriques. Nous commençons par
déﬁnir ce qu’est une « presque isométrie ». Ensuite, nous présentons des familles d’opérateurs (par
exemple, les opérateurs 2-isométriques, concaves ou de Shimorin) qui sont des presque isométries
et nous étudions les liens qu’entretiennent ces diﬀérentes classes. Dans un second temps, nous
illustrons ces notions en étudiant les opérateurs de multiplication sur des espaces de fonctions
holomorphes de la forme H2(β).
B.1.a) — Généralités
Commençons par rappeler un résultat général de théorie des opérateurs. Ce résultat sera
implicitement et répétitivement utilisé dans cette partie.
Lemme 3.11 (admis) Soit T ∈ L(H). L’opérateur T ∗ est inversible si et seulement si T est
inversible. Dans ce cas, (T ∗)−1 = (T−1)∗.
Nous entrons maintenant dans le vif du sujet : le résultat ci-dessous énonce des conditions
équivalentes qui caractérisent les presque isométries.
Déﬁnition et proposition 3.12 Soit T ∈ L(H). Les assertions suivantes s’équivalent :
(i) l’opérateur T est inversible à gauche ;
(ii) l’opérateur T est borné inférieurement : il existe m > 0 tel que, pour tout x ∈ H, ‖Tx‖ 
m ‖x‖ ;
(iii) l’opérateur T est injectif et son image est fermée ;
(iv) l’opérateur T ∗T est inversible.
Lorsque ces conditions échoient, on dit que T est presque isométrique, ou que T est une
presque isométrie.
Démonstration : Nous allons montrer la chaîne d’implications (i) ⇒ (ii) ⇒ (iii) ⇒ (iv) ⇒ (i).
(i) ⇒ (ii) : Supposons que T est inversible à gauche et soit S ∈ L(H) l’inverse à gauche de T .
Posons m =
1
‖S‖ (on peut le faire car S = 0 puisque S est inversible à droite). Soit x ∈ H. On a
‖x‖ = ‖STx‖  m ‖Tx‖ .
Ceci valant pour tout x, nous avons bien montré l’inégalité souhaitée.
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(ii) ⇒ (iii) : Supposons que T est borné inférieurement.
Nous commençons par vériﬁer que T est injectif. Pour cela, nous montrons que KerT = {0}.
Soit x ∈ KerT . Alors, ‖x‖  1
m
‖Tx‖ = 0. Ainsi, x = 0. Ceci prouve que T est injectif.
Montrons maintenant que l’image de T est fermée. Soient (xn)n0 ∈ (ImT )N et x ∈ H tels
que xn
n→+∞−−−−−→ x. Montrons que x ∈ ImT . Comme T est injectif, c’est une bijection sur son
image : pour tout n ∈ N, il existe un unique antécédent yn de xn par T . Nous montrons que la
suite (yn)n converge. Pour cela, remarquons que, pour tous m,n ∈ N,
‖yn − ym‖  1
m
‖T yn − T ym‖ = 1
m
‖xn − xm‖ .
Comme la suite (xn)n converge, elle est de Cauchy. La suite (yn)n est donc également de Cauchy :
il existe y ∈ H tel que yn n→+∞−−−−−→ y. Alors, comme T est continu, Tyn → Ty. Or, pour tout
n ∈ N, Tyn = xn et xn → x. Par unicité de la limite, il vient que x = Ty ∈ ImT .
(iii) ⇒ (iv) : Supposons que T est injectif et que M = ImT est un sous-espace fermé de H.
Alors, l’opérateur T˜ :
{ H → M
x 
→ Tx est inversible et son inverse T˜
−1 : M → H est continu.
Notons que les opérateurs T˜ ∗ : M → H et (T˜ ∗)−1 = (T˜−1)∗ : H → M sont bien déﬁnis et
continus. Par ailleurs, pour tout m ∈ M, nous avons T˜ ∗m = T ∗m. Nous allons montrer que
T˜−1(T˜ ∗)−1 ∈ L(H) est l’inverse de T ∗T .
Commençons par vériﬁer que (T ∗T )
(
T˜−1(T˜ ∗)−1
)
= IdH. Soit x ∈ H.
T ∗T T˜−1(T˜ ∗)−1x = T ∗
[
T˜ T˜−1
]
(T˜ ∗)−1x
= T ∗ (T˜ ∗)−1x︸ ︷︷ ︸
∈M
= T˜ ∗(T˜ ∗)−1x
= x.
Ceci valant pour tout x ∈ H, nous avons bien montré que (T ∗T )
(
T˜−1(T˜ ∗)−1
)
= IdH.
Nous montrons maintenant que
(
T˜−1(T˜ ∗)−1
)
(T ∗T ) = IdH. La preuve est similaire au cas
précédent. Soit x ∈ H.
T˜−1(T˜ ∗)−1T ∗ Tx︸︷︷︸
∈M
= T˜−1(T˜ ∗)−1T˜ ∗Tx
= T˜−1T˜ x
= x
Ceci valant pour tout x ∈ H, nous avons bien montré que
(
T˜−1(T˜ ∗)−1
)
(T ∗T ) = IdH. Ainsi,
T ∗T est bien inversible.
(iv) ⇒ (i) : Supposons que T ∗T est inversible. Alors, (T ∗T )−1T ∗ est l’inverse à gauche de T .
En particulier, T est bien inversible à gauche. Ceci achève la preuve. 
Nous allons maintenant détailler l’étude de quelques cas particuliers d’opérateurs presque
isométriques. Pour un opérateur T ∈ L(H) et un vecteur x ∈ H, la suite
(
‖Tnx‖2
)
n
et ses
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dérivées discrètes vont jouer un rôle clef dans notre étude. Nous ne nous appesantissons pas ici
sur les propriétés générales de la dérivation discrète, icelles étant détaillées dans un vademecum
en annexe (voir l’annexe A). Nous commençons cependant par expliciter le résultat technique
suivant.
Lemme 3.13 Soit T ∈ L(H). Soit x ∈ H. Soit m ∈ N. La dérivée discrète d’ordre m de la suite(
‖Tnx‖2
)
n
est la suite (un)n∈N de terme général
un =
〈
m∑
k=0
(−1)m+k
(
n
k
)
T ∗n+kTn+kx, x
〉
.
Démonstration : Pour tout n ∈ N, nous avons ‖Tnx‖2 = 〈T ∗nTnx, x〉. Le résultat découle
alors de propriétés élémentaires de la dérivée m-ème détaillées en annexe (proposition A.1). 
Nous déﬁnissons maintenant diﬀérentes familles d’opérateurs presque isométriques. Commen-
çons pour cela par rappeler la déﬁnition d’une isométrie.
Déﬁnition et proposition 3.14 Soit T ∈ L(H). Les assertions suivantes s’équivalent :
(i) pour tout x ∈ H, ‖Tx‖ = ‖x‖ ;
(ii) pour tout x ∈ H, la suite (‖Tn x‖2)n∈N est constante ;
(iii) on a T ∗T − IdH = 0.
Lorsque ces conditions échoient, on dit que T est une isométrie.
Démonstration : L’équivalence entre les points (i) et (ii) est immédiate. L’équivalence entre
les points (ii) et (iii), relativement directe, sera par ailleurs établie dans un cadre plus général
ultérieurement (cf. la déﬁnition 3.15 ci-dessus d’une m-isométrie). 
Nous allons maintenant changer légèrement les conditions de la déﬁnition précédente pour
obtenir de nouvelles familles d’opérateurs.
Déﬁnition et proposition 3.15 Soit m ∈ N∗. Soit T ∈ L(H). Les assertions suivantes s’équi-
valent :
(i) pour tout x ∈ H, la suite (‖Tn x‖2)n∈N est (m− 1)-polynomiale ;
(ii) on a
m∑
k=0
(−1)m−k
(
m
k
)
(T ∗)kT k = 0.
Lorsque ces conditions sont vériﬁées, on dit que T est une m-isométrie.
Démonstration : Rappelons qu’une suite est (m− 1)-polynomiale si et seulement si sa dérivée
discrète d’ordre m est nulle (cf. la déﬁnition A.2 en annexe). L’implication (i) ⇒ (ii) découle
alors de l’expression explicite de la dérivée discrète d’ordre m établie au lemme 3.13. Pour prouver
l’implication réciproque, il suﬃt d’utiliser le fait que la condition (i) soit équivalente à la condition
(i)′ pour tout x ∈ H, pour tout k ∈ N, la suite
(∥∥∥Tn+kx∥∥∥2)
n0
est m-polynomiale.
Ceci achève la preuve. 
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Remarque Les isométries sont exactement les 1-isométries.
La série des trois articles d’Agler et Stankus ([2], [3] et [4]) est une très bonne présentation
des opérateurs m-isométriques.
Dans le cas particulier où m = 2, nous obtenons une famille d’opérateurs introduite par
Agler dans lkes années 1980 (par exemple dans [1]). L’article de Patel ([50]) fournit une bonne
présentation des 2-isométries.
Nous passons maintenant à l’étude des opérateurs concaves.
Déﬁnition et proposition 3.16 Soit m ∈ N∗. Soit T ∈ L(H). Les assertions suivantes s’équi-
valent :
(i) pour tout x ∈ H, la suite (‖Tn x‖2)n∈N est m-concave ;
(ii) on a
m∑
k=0
(−1)m−k
(
m
k
)
(T ∗)kT k  0.
Lorsque ces conditions échoient, on dit que T est m-concave.
Dans le cas où m = 2, on dira simplement que T est concave.
On peut trouver dans [41] une présentation des opérateurs concaves. La terminologie « m-
concave » est reprise de l’article de Shimorin [63].
Démonstration : La preuve est largement similaire à celle concernant la déﬁnition des m-
isométries. Rappelons qu’une suite est m-concave si et seulement si sa dérivée discrète d’ordre
m est négative ou nulle (cf. la déﬁnition A.4 en annexe). L’implication (i) ⇒ (ii) découle alors
de l’expression explicite de la dérivée discrète d’ordre m établie au lemme 3.13. Pour prouver
l’implication réciproque, il suﬃt d’utiliser le fait que la condition (i) soit équivalente à la condition
(i)′ pour tout x ∈ H, pour tout k ∈ N, la suite
(∥∥∥Tn+kx∥∥∥2)
n0
est m-concave.
Ceci achève la preuve. 
Nous pouvons ﬁnalement résumer les déﬁnitions précédentes dans le tableau ci-dessous.
Remarquons que, pour un opérateur concave, la croissance de la suite
(
‖Tnx‖2
)
n
est au plus
linéaire. Ce résultat fait l’objet de la proposition suivante.
Proposition 3.17 Soit T un opérateur concave. Alors, pour tout x ∈ H et pour tout n ∈ N,
‖x‖2  ‖Tnx‖2  ‖x‖2 + n
(
‖Tx‖2 − ‖x‖2
)
.
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(A)
(B) · · · = 0 · · ·  0
0e ordre 0H 0H
1er ordre isométrique contractif
2e ordre 2-isométrique concave
m-ème ordre m-isométrique m-concave
Table 3.1 – Si T est tel que, pour tout x, la dérivée d’ordre (A) de la suite (‖Tnx‖2)n a la
propriété (B), alors T est ...
Démonstration : Soit x ∈ H. Comme la suite
(
‖Tnx‖2
)
n
est concave, nous avons (d’après un
calcul détaillé en annexe à la proposition A.5) que, pour tout n ∈ N,
‖Tnx‖2  ‖x‖2 + n
(
‖Tx‖2 − ‖x‖2
)
.
Pour prouver l’autre égalité, nous raisonnons par l’absurde : s’il existe x ∈ H tel que
‖Tx‖ < ‖x‖ alors, d’après le raisonnement ci-dessus, nous avons que lim
n→+∞ ‖T
nx‖2 = −∞,
ce qui est manifestement absurde. Ainsi, pour tout x ∈ H, nous avons bien ‖Tx‖2  ‖x‖2. Ceci
achève la preuve. 
Mentionnons le corollaire suivant.
Corollaire 3.18 Soit T ∈ L(H) un opérateur concave. Alors, T est une presque isométrie.
Démonstration : D’après la proposition précédente, T est borné inférieurement. En particulier,
c’est bien une presque isométrie. 
Nous déﬁnissons maintenant une nouvelle famille d’opérateurs que nous appelons opérateurs
de Shimorin suite à leur étude par Shimorin dans [63].
Déﬁnition et proposition 3.19 Soit T ∈ L(H). Les assertions suivantes s’équivalent :
(i) pour tous x, y ∈ H, ‖Tx+ y‖2  2
(
‖x‖2 + ‖Ty‖2
)
;
(ii) l’opérateur T est presque isométrique et on a TT ∗ + (T ∗T )−1  2 Id.
Lorsque ces conditions échoient, on dit que T est un opérateur de Shimorin.
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Démonstration : (i) ⇒ (ii) : Supposons que T vériﬁe la condition (i). Nous commençons par
remarquer que, pour tout y ∈ H, ‖Ty‖ 
√
2
2
‖y‖ (en prenant x = 0 dans l’écriture de (i)).
Comme T est borné inférieurement, c’est bien une presque isométrie.
L’opérateur T ∗T étant auto-adjoint et inversible, son inverse l’est également. En particulier,
l’opérateur auto-adjoint (T ∗T )−
1
2 ∈ L(H) est bien déﬁni.
Soit V = T (T ∗T )−
1
2 ∈ L(H). Nous commençons par montrer que V est une isométrie. Pour
cela, il suﬃt de remarquer que V ∗ = (T ∗T )−
1
2T ∗. On a alors
V ∗V = (T ∗T )−
1
2T ∗T (T ∗T )−
1
2 = (T ∗T )−
1
2 (T ∗T )
1
2 (T ∗T )
1
2 (T ∗T )−
1
2 = Id .
Ainsi, V est bien une isométrie.
On considère maintenant l’opérateur
L :
{
H ⊥⊕H → H
(x, z) 
→ Tx+ (T ∗T )− 12 z
∈ L(H ⊥⊕H, H).
Son adjoint est l’opérateur
L∗ :
⎧⎨⎩ H → H
⊥⊕H
x 
→
(
T ∗x, (T ∗T )−
1
2x
) ∈ L(H, H ⊥⊕H).
Remarquons que LL∗ = TT ∗ + (T ∗T )−1 ∈ L(H). En particulier, la condition (ii) est équiva-
lente à la condition
(ii)′ : on a LL∗  2 Id .
Soit x ∈ H. Soit y = (T ∗T )− 12x, de sorte que Ty = V x. Ainsi, ‖Ty‖ = ‖x‖. De plus,
‖Tx+ y‖2  2
(
‖x‖2 + ‖Ty‖2
)
∥∥∥Tx+ (T ∗T )− 12x∥∥∥2  2(‖x‖2 + ‖Ty‖2)
‖L(x, x)‖2  2
∥∥∥∥(x, x)2H⊥⊕H
∥∥∥∥ .
En particulier, on en déduit que ‖L‖2  2. Comme ‖L∗‖ = ‖L‖, nous avons bien que LL∗  2 Id.
Ceci achève la preuve du sens direct.
(i) ⇒ (ii) : Montrons l’implication réciproque. Supposons que T vériﬁe la condition (ii), c’est-
à-dire que LL∗  2 Id. Soient x, y ∈ H. Soit z = (T ∗T ) 12 y.
‖Tx+ y‖2 − 2
(
‖x‖2 + ‖Ty‖2
)
=
∥∥∥Tx+ (T ∗T )− 12 z∥∥∥2 − 2(‖x‖2 + ∥∥∥T (T ∗T )− 12 z∥∥∥2)
= ‖L(x, z)‖2 − 2
(
‖x‖2 + ‖V z‖2
)
= ‖L(x, z)‖2 − 2
(
‖x‖2 + ‖z‖2
)
= ‖L(x, z)‖2 − 2 ‖(x, z)‖2
H⊥⊕H
=
(
‖L‖2 − 2
)
‖(x, z)‖2
H⊥⊕H
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Or, comme L∗L  2 Id, nous avons que
(
‖L‖2 − 2
)
 0. Ainsi, la condition (i) est bien
vériﬁée pour tous x, y ∈ H. Ceci achève la preuve. 
Les opérateurs de Shimorin appartiennent à la famille des opérateurs presque-isométriques.
Proposition 3.20 Soit T ∈ L(H) un opérateur de Shimorin. Alors, T est presque isométrique.
Démonstration : Il découle de la déﬁnition d’un opérateur de Shimorin que T est borné infé-
rieurement. Ainsi, T est une presque isométrie. 
Nous explicitons maintenant les liens qu’il existe entre les isométries, les 2-isométries, les
opérateurs concaves et les opérateurs de Shimorin.
Proposition 3.21 Soit T ∈ L(H).
1. Si T est une isométrie, alors T est une 2-isométrie.
2. Si T est une 2-isométrie, alors T est concave.
3. Si T est une isométrie, alors T est un opérateur de Shimorin.
Remarques
(a) Il existe des opérateurs de Shimorin qui ne sont pas concaves
(b) Il existe des opérateurs concaves qui ne sont pas de type Shimorin
(c) Il existe des 2-isométries qui ne sont pas des opérateurs de Shimorin
Des exemples de tels opérateurs seront décrits ci-après, lors de l’étude des exemples sur des
espaces de fonctions holomorphes (voir la proposition 3.28).
Nous prouvons maintenant la proposition 3.21.
Démonstration :
1. Supposons que T est une isométrie. Alors, pour tout x ∈ H, la suite
(
‖Tnx‖2
)
n
est
constante. En particulier, elle est aﬃne, donc T est une 2-isométrie.
2. Supposons que T est une 2-isométrie. Alors, pour tout x ∈ H, la suite
(
‖Tnx‖2
)
n
est
aﬃne. En particulier, elle est concave, donc T est concave.
3. Supposons que T est une isométrie. Alors, T ∗T = Id. En particulier, (T ∗T )−1 + T ∗T =
2 Id  2 Id. Ainsi, T est un opérateur de Shimorin.

B.1.b) — Exemples sur des espaces de fonctions holomorphes
Dans cette partie, nous considérons une suite β = (βn)n ∈ (R+)N et nous nous plaçons (sauf
mention explicite du contraire) sur l’espaceH2(β). Nous considérons l’opérateur de multiplication
D :
{
H2(β) → H2(β)
f 
→ z × f .
L’objectif est de déterminer les propriétés de D en fonction de celles de β.
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Proposition 3.22 On suppose que
1. on a sup
n0
βn+1
βn
< +∞ ;
2. on a inf
n0
βn+1
βn
> 0.
Alors, l’opérateur D est presque isométrique.
Démonstration : Pour n ∈ N, considérons le vecteur fn = en‖en‖ ∈ H
2(β), de sorte que la
famille (fn)n soit une base hilbertienne de H2(β). L’opérateur D peut alors être décrit par son
action sur les vecteurs de la base :
∀n ∈ N, D(fn) = ‖en+1‖‖en‖ fn+1.
Or, nous savons que ‖en‖ =
√
βn. Alors, comme sup
n0
βn+1
βn
< +∞, nous avons bien queD ∈ L(H).
Par ailleurs, comme inf
n0
βn+1
βn
> 0, nous avons que D est borné inférieurement. En particulier,
D est injectif et D est une presque isométrie. 
Pour étudier d’autres propriétés de D (comme le fait d’être un opérateur concave ou de
Shimorin), nous avons besoin de calculer son adjoint.
Proposition 3.23 L’opérateur adjoint de D est l’opérateur D∗ caractérisé par
D∗ :
⎧⎪⎪⎨⎪⎪⎩
H2(β) → H2(β)
e0 
→ 0
en 
→ βn
βn−1
en−1 pour tout n  1
.
Démonstration : Pour n ∈ N, considérons le vecteur fn = en‖en‖ ∈ H
2(β), de sorte que la
famille (fn)n soit une base hilbertienne de H2(β). Soient m,n ∈ N. Nous avons
〈D∗ fn, fm〉 = 〈fn, D fm〉
=
‖em+1‖
‖em‖ 〈fn, fm+1〉
=
⎧⎪⎨⎪⎩
√
βn
βn−1
si m = n− 1
0 sinon
Comme (fn)n est une base hilbertienne, les équations ci-dessus permettent de montrer que
D∗e0 = 0 et que, pour tout n ∈ N∗, D∗fn = ‖en‖‖en−1‖fn−1. On obtient alors le résultat souhaité
en remarquant que, pour tout n ∈ N∗,
D∗(en) =
‖en‖2
‖en−1‖2
en−1 =
βn
βn−1
en−1.
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Ceci achève la preuve. 
Étudions d’abord la concavité (et le caractère 2-isométrique) des opérateurs D.
Proposition 3.24 L’opérateur D est concave si et seulement si β est une suite concave.
Démonstration : Comme (en)n0 est une famille orthogonale qui engendre un sous-espace
dense, pour montrer que D est concave, il suﬃt de montrer que, pour tout n ∈ N, la suite(
‖Tmen‖2
)
m∈N
est concave. Comme pour tout n ∈ N, nous avons en = Tne0, il suﬃt donc
de montrer que la suite
(
‖Tme0‖2
)
m∈N
=
(
‖em‖2
)
m∈N
est concave. Or, pour tout m ∈ N,
‖em‖ =
√
βm. Ceci achève la preuve. 
En suivant une preuve similaire, nous pouvons montrer le résultat suivant.
Corollaire 3.25 L’opérateur D est une 2-isométrie si et seulement si β est une suite aﬃne.
Nous déterminons maintenant si les opérateurs D sont ou non des opérateurs de Shimorin.
Proposition 3.26 L’opérateur D est de Shimorin si et seulement si
1
β1
 2 et la suite
(
1
βn
)
n
est concave.
Démonstration : Comme nous connaissons les opérateurs D et D∗, nous pouvons calculer les
opérateurs
DD∗ :
⎧⎪⎪⎨⎪⎪⎩
H2(β) −→ H2(β)
e0 
−→ 0
en 
−→ βn
βn−1
en si n  1
et
D∗D :
⎧⎨⎩ H
2(β) −→ H2(β)
en 
−→ βn+1
βn
en
.
Nous en déduisons alors que l’inverse de D∗D peut être décrit par
(D∗D)−1 :
⎧⎨⎩ H
2(β) −→ H2(β)
en 
−→ βn
βn+1
en
.
Comme (en)n0 est une famille orthogonale qui engendre un sous-espace dense, pour montrer
que D est un opérateur de Shimorin, il suﬃt de montrer que, pour tout n ∈ N,〈(
DD∗ + (D∗D)−1 − 2 Id) en, en〉  0.
Commençons par traiter le cas où n = 0. Nous avons
(
DD∗ + (D∗D)−1 − 2 Id) e0 = ( 1
β1
− 2
)
e0.
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Ainsi,
〈(
DD∗ + (D∗D)−1 − 2 Id) e0, e0〉  0 si et seulement si 1
β1
 2.
Soit n ∈ N∗. Alors,
(
DD∗ + (D∗D)−1 − 2 Id) en = ((n+ 1
n
)1−α
+
(
n+ 1
n+ 2
)1−α
− 2
)
en.
Ainsi, nous avons
〈(
DD∗ + (D∗D)−1 − 2 Id) en, en〉  0 ⇔ βn
βn−1
+
βn
βn+1
− 2  0
⇔ 1
βn−1
+
1
βn+1
− 2
βn−1
 0
Ceci achève la preuve. 
Nous pouvons en particulier appliquer ces résultats aux espaces de la forme H2(α) où α ∈ R+.
Proposition 3.27 Soit α ∈ R+ et β = ((n+ 1)1−α)
n
, de sorte que H2(α) = H2(β). Alors,
1. l’opérateur D ∈ L(H2(α)) est presque isométrique ;
2. l’opérateur D ∈ L(H2(α)) est concave si et seulement si α ∈ [0; 1] ;
3. l’opérateur D ∈ L(H2(α)) est de type Shimorin si et seulement si α ∈ [1; 2] ;
4. si α = 0, D ∈ L(H2(0)) est une 2-isométrie ;
5. si α = 1, D ∈ L(H2(D)) est une isométrie.
Démonstration : Comme la suite (mβ)m est concave si et seulement si 0  β  1, il suﬃt
d’appliquer le résultat des propositions précédentes pour obtenir les quatre premiers résultats.
Le cinquième point est immédiat. 
En particulier, nous disposons des exemples suivants :
Proposition 3.28 (a) Il existe des opérateurs de Shimorin qui ne sont pas concaves.
(b) Il existe des opérateurs concaves qui ne sont pas de type Shimorin.
(c) Il existe des 2-isométries qui ne sont pas des opérateurs de Shimorin.
Démonstration :
(a) Prendre D ∈ L
(
H2
(
3
2
))
.
(b) Prendre D ∈ L
(
H2
(
1
2
))
.
(c) Prendre D ∈ L (H2 (0)).

Nous pouvons résumer ce résultat au moyen du schéma suivant :
Notons par ailleurs que ces exemples ne sont pas nécessairement conservés par changement
de norme, même si l’on considère une norme équivalente. Par exemple, avec notre convention,
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Isométries 2-isométriesConcaves
Shimorin
Presque isométries
Figure 3.3 – Diagramme de Venn des opérateurs presque isométriques.
D ∈ L(Dα) n’est concave pour aucun α ∈ R+. En eﬀet, soit α ∈ R+. Alors, ‖e0‖Dα = 1
et ‖e1‖Dα =
√∫ 1
0
(1− r2)α dr. En particulier, si α > 0, alors ‖e1‖ = ‖De0‖ < ‖e0‖. Donc
D ∈ L(Dα) n’est pas concave. Si α = 0, alors ‖e0‖ = 1, ‖De0‖ = ‖e1‖ = 1 et
∥∥D2e0∥∥ = ‖e2‖ = 2.
Donc D ∈ L(D) n’est pas concave.
B.2 — Décomposition de Wold
Nous étudions maintenant la décomposition de Wold des opérateurs presque isométriques.
Intuitivement, nous dirons qu’un opérateur admet une décomposition de Wold s’il peut s’écrire
comme la somme directe orthogonale d’un opérateur unitaire et d’un opérateur de décalage.
Le premier résultat de ce type (sur la décomposition de Wold des opérateurs isométriques)
a été prouvé par Wold dans sa thèse [66], où l’auteur présente le résultat dans un contexte
de mathématiques statistiques. Une des premières versions du point de vue de la théorie des
opérateurs a été formulée par Halmos dans [37]. Un certain nombre d’articles ont depuis été
dédiés (au moins partiellement) à l’étude de la décomposition de Wold des opérateurs proches
d’une isométrie. Mentionnons ici particulièrement ceux de Richter [52] ou Olofsson [48] pour les
2-isométries, ou encore l’article de Shimorin [63] et la pré-publication de Găvruţa [36] pour une
étude plus générale.
Pour étudier la décomposition de Wold, nous commençons dans un premier temps par préciser
le contexte général : ce moment est l’occasion de déﬁnir ce qu’est un opérateur qui a la propriété
du sous-espace ambulant, ou encore une presque isométrie complètement impure. Nous terminons
cette étude préliminaire en déﬁnissant ce qu’est une décomposition de Wold, et nous re-montrons
le théorème de Wold selon lequel une isométrie se décompose en une partie unitaire et une partie
de décalage unilatéral vers la droite. Dans un deuxième temps, nous introduisons la notion de
dual de Cauchy d’une presque isométrie et nous détaillons les liens entre la dualité de Cauchy
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et les décompositions de Wold. Nous terminons enﬁn en appliquant les résultats précédents à
l’étude des opérateurs concaves ou de Shimorin.
B.2.a) — Sous-espaces ambulants et opérateurs purs — Décomposition de Wold
Nous commençons ici par déﬁnir ce qu’est un sous-espace ambulant, puis un opérateur qui a
la propriété du sous-espace ambulant. Après avoir détaillé quelques propriétés élémentaires, nous
montrons que tout opérateur presque isométrique se décompose comme la somme orthogonale
d’une partie complètement impure et d’une partie ayant la propriété du sous-espace ambulant.
Nous terminons en appliquant ce résultat aux isométries, pour retrouver le théorème de Wold.
Commençons par déﬁnir ce que l’on entend par « sous-espace ambulant ».
Déﬁnition 3.29 Soit T ∈ L(H). Soit E un sous-espace fermé de H. On note
[E ]T = Vect {Tn E | n ∈ N}.
On dit que E est un sous-espace ambulant pour T lorsque les Tn E (pour n ∈ N) sont en
somme directe. En d’autres termes, E est ambulant pour T si et seulement si
[E ]T =
⊕
n∈N
Tn E .
Déﬁnition 3.30 Soient T ∈ L(H) et M un sous-espace fermé de H. On dit que (T, M) a la
propriété du sous-espace ambulant s’il existe un sous-espace fermé E ambulant tel que [E ]T = M.
En d’autres termes,
M =
⊕
n∈N
Tn E .
Si M = H, on dit simplement que T a la propriété du sous-espace ambulant.
Exemples Les opérateurs de décalage que nous avons déjà rencontrés fournissent des exemples
naturels d’opérateurs possédant la propriété du sous-espace ambulant.
1. Soit β ∈ (R+∗)N une suite et D ∈ L(H2(β)) l’opérateur de multiplication par e1. Alors,
pour E = C · e0, nous avons bien que D a la propriété du sous-espace ambulant.
2. Soit D1 : f 
→ f(• − 1) ∈ L(L2(R+)) l’opérateur de translation vers la droite. Alors, en
posant E = L2([0; 1]), nous avons bien que D1 a la propriété du sous-espace ambulant.
Nous énonçons maintenant une condition suﬃsante pour qu’un sous-espace soit ambulant.
Lemme 3.31 Soit T ∈ L(H) inversible à gauche. On suppose qu’il existe un sous-espace fermé
E de H tel que, pour tout n ∈ N∗, E ⊥ TnE.
Alors, l’espace E est un espace ambulant pour T .
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Démonstration : Nous voulons montrer que les espaces (Tn E)n∈N sont en somme directe. Pour
cela, il nous suﬃt de montrer que, pour tout N  2, la propriété
P(N) : « ∀(n1, · · · , nN ) ∈ NN tel que n1 < n2 < · · · < nN , la somme
N∑
k=1
Tnk E est directe »
est vraie. Nous la montrons par récurrence sur N .
Initialisation Soit n1 < n2. Nous montrons que la somme Tn1 E+Tn2 E est directe. Pour cela,
il suﬃt de montrer que Tn1 E ∩ Tn2 E = {0}. Soit x ∈ Tn1 E ∩ Tn2 . Alors, il existe y1 et y2 ∈ E
tels que
x = Tn1y1 = T
n2y2 = T
n1Tn2−n1y2.
Comme T est inversible à gauche, Tn1 l’est également et nous avons
y1 = T
n2−n1y2.
Donc y1 ∈ E ∩ Tn2−n1 E = {0} (car E et Tn2−n1 E sont orthogonaux). Ainsi, y1 = 0 et donc
x = 0. Ceci prouve que P(2) est vraie.
Hérédité Soit N  2 tel que P(N) est vraie. Nous montrons que P(N + 1) est vraie.
Soit (n1, · · · , nn+1) ∈ NN+1 tel que n1 < n2 < · · · < nN+1. Nous montrons que la somme
N+1∑
k=1
Tnk E est directe. Pour cela, nous prenons (x1, · · · , xN+1) ∈ HN+1 tels que, pour tout
k ∈ 1; N + 1, xk ∈ Tnk E et
x1 + · · ·+ xN+1 = 0. (☼)
Nous voulons montrer que, pour tout k ∈ 1; N + 1, xk = 0. En utilisant l’invertibilité à
gauche de Tn1 , nous allons montrer que x1 = 0. Pour montrer que x2 = x3 = · · · = xN+1 = 0,
nous utiliserons alors l’hypothèse de récurrence.
Soit k ∈ 1; N + 1. Comme xk ∈ Tnk E , il existe yk ∈ E tel que xk = Tnk yk. L’équation (☼)
devient alors
Tn1y1 + · · ·+ TNn+1yN+1 = 0.
Comme Tn1 est inversible à gauche, il vient que
y1 = −Tn2−n1y2 − · · · − TnN+1−n1yN+1.
En particulier,
‖y1‖2 = 〈y1, y1〉
=
〈
y1, −
N+1∑
k=2
Tnk−n1yk
〉
= −
N+1∑
k=2
〈
y1, T
nk−n1yk
〉︸ ︷︷ ︸
= 0
= 0
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En eﬀet, pour tout k ∈ 2;N + 1, E et Tnk−n1 E sont orthogonaux. Ainsi, ‖y1‖2 = 0. Donc
y1 = 0. Ceci prouve que x1 = 0.
Nous avons alors
x2 + · · ·+ xN+1 = 0,
où, pour tout k ∈ 2; N + 1, xk ∈ Tnk E . Or, d’après l’hypothèse de récurrence P(N), nous
savons que la somme
N+1⊕
k=2
Tnk E est directe. Ainsi, pour tout k ∈ 2; N +1, xk = 0. Ceci achève
la preuve. 
Le résultat suivant montre l’unicité (sous réserve d’existence) du sous-espace ambulant maxi-
mal.
Proposition 3.32 Soit T ∈ L(H). Soit M un sous-espace fermé de T . On suppose que (T,M)
a la propriété du sous-espace ambulant, c’est-à-dire qu’il existe un sous-espace fermé E ambulant
tel que [E ]T = M.
Alors, E = M! T M = (T M)⊥M .
Démonstration : Commençons par rappeler le résultat suivant d’analyse hilbertienne :
Lemme 3.33 (admis) Soient M un espace de Hilbert, E un sous-espace fermé de M et F un
sous-espace (non nécessairement fermé) de M tel que M = E ⊥⊕F .
Alors, E et F sont en somme directe orthogonale et M = E ⊥⊕F .
Prenons F =
⊕
n1
Tn E . Comme, pour tout n ∈ N∗, les espaces E et Tn E sont orthogonaux,
nous avons bien que E et F sont en somme directe orthogonale. De plus, comme (T,M) a la
propriété du sous-espace ambulant, nous savons que
M = E ⊥⊕
⊕
n1
Tn E = E ⊥⊕F .
D’après le lemme précédent, nous avons alors
M = E ⊥⊕F . ()
Nous montrons maintenant que T M = F . Par déﬁnition, nous avons
F =
⊕
n1
Tn E = T
⊕
n0
Tn E
Montrons d’abord que F ⊂ T M. Soit x ∈ F . Alors, il existe une suite (xk)k∈N ∈ MN
telle que, pour tout k ∈ N, xk ∈ T
(⊕
n0
Tn E
)
et xk
k→+∞−−−−→ x. De plus, pour tout k ∈ N,
xk ∈ T
(⊕
n0
Tn E
)
⊂ T M. Alors, x ∈ T M.
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Montrons maintenant l’inclusion réciproque. Soit x ∈ T M. Il existe une suite (xk)k ∈ MN
telle que xk
k→+∞−−−−→ +∞ et, pour tout k ∈ N, xk ∈ T M. Ainsi, pour tout k ∈ N, il existe yk ∈ M
tel que xk = T yk. Or, (T,M) a la propriété du sous-espace ambulant, que l’on peut reformuler
ainsi :
∀k ∈ N, ∃ zk ∈
⊕
n0
Tn E tel que ‖yk − zk‖  2−k.
Nous montrons maintenant que T zk
k→+∞−−−−→ x. Soit ε > 0. Comme xk → x, il existe K1 ∈ N
tel que, pour tout k  K1, ‖xk − x‖  ε. Par ailleurs, comme 2−k → 0, il existe K2 ∈ N tel que,
pour tout k  K2, ‖yk − zk‖  ε. Soit K0 = max (K1, K2). Soit k  K0.
‖T zk − x‖  ‖T zk − T yk‖+ ‖T yk − x‖
 ‖T‖ ‖zk − yk‖+ ‖xk − x‖
 (‖T‖+ 1) ε
Ceci prouve que T zk → x. Or, pour tout k ∈ N, zk ∈
⊕
n0
Tn E . Ainsi, x ∈
⊕
n0
Tn E . Ceci
achève la preuve de l’inclusion réciproque.
Notons maintenant G = M! T M = (T M)⊥M . Par déﬁnition de G, nous avons
M = G ⊥⊕ T M.
Or, T M = F . Nous avons donc
M = G ⊥⊕F .
Or, d’après l’équation (), nous avons par ailleurs
M = E ⊥⊕F
Ainsi,
(F)⊥M = E = G. Donc, E = G, ce qui achève la preuve. 
Nous montrons maintenant un résultat de décomposition des opérateurs presque isométriques,
qui nous permettra de déﬁnir la partie complètement impure d’une presque isométrie.
Théorème et déﬁnition 3.34 Soit T ∈ L(H) presque isométrique. Notons E = H!TH. Alors,
E est un sous-espace ambulant pour T . Notons
H∞(T ) def=
⋂
n0
TnH.
Alors, H∞(T ) est un sous-espace fermé de H et H∞(T )⊥ = [E ]T . De plus, H∞(T ) est un espace
réduisant pour T . En outre, il existe un opérateur U ∈ L(H∞(T )) tel que
⋂
n0
UnH∞(T ) =
H∞(T ), et un opérateur S ∈ L(H∞(T )⊥) possédant la propriété du sous-espace ambulant tels
que l’on a la décomposition orthogonale suivante :
T =
(
U 0
0 S
)
sur
[ H∞(T )
[E ]T
]
.
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On appelle partie pure de T l’opérateur S ∈ L(N⊥). On appelle partie complètement impure
de T l’opérateur U ∈ L(N ).
On étend de façon naturelle ces déﬁnitions aux opérateurs presque isométriques : on dit que
T est pur s’il est égal à sa partie pure et que T est complètement impur s’il est égal à sa partie
complètement impure. On dit enﬁn que T est impur si T n’est pas pur.
On peut reformuler le résultat précédent sous la forme suivante.
Corollaire 3.35 Soit T ∈ L(H) un opérateur presque isométrique. Alors, l’opérateur T est pur
si et seulement s’il a la propriété du sous-espace ambulant.
Nous prouvons maintenant l’énoncé 3.34.
Démonstration : Commençons par poser E = H ! TH (nous connaissons la forme que doit
avoir le sous-espace ambulant d’un opérateur ayant la propriété homonyme d’après la proposition
3.32).
Nous commençons par montrer que E est un sous-espace ambulant. D’après le lemme 3.31, il
suﬃt de vériﬁer que, pour tout n ∈ N∗, E ⊥ TnE . Soit n ∈ N∗. Nous savons que TnE ⊂ TH = E⊥.
Ainsi, TnE ⊥ E . Ceci valant pour tout n ∈ N∗, nous avons bien montré que E est un sous-espace
ambulant.
Détaillons maintenant un résultat intermédiaire.
Lemme 3.36 pour tout n ∈ N, on a la décomposition orthogonale
H =
⎛⎝ ⊕
0kn
T kE
⎞⎠⊕Tn+1H. ()
Démonstration : Ce résultat se prouve en sacriﬁant à une récurrence sur n ∈ N. Pour n = 0,
le résultat découle de la déﬁnition de E . Nous montrons donc l’hérédité. Soit n ∈ N tel que
H =
⎛⎝ ⊕
0kn
T kE
⎞⎠⊕Tn+1H.
Alors, comme Tn+1 est inversible à gauche, nous avons
H =
⎛⎝ ⊕
0kn
T kE
⎞⎠⊕Tn+1(E ⊥⊕ TH)
=
⎛⎝ ⊕
0kn
T kE
⎞⎠⊕Tn+1E⊕Tn+2H.
Ceci prouve l’hérédité et achève la preuve du lemme. 
Posons maintenant M = [E ]T = Vect {TnE | n ∈ N}. Rappelons que H∞(T ) =
⋂
n0
TnH.
Nous montrons que M⊥ = H∞(T ).
Section 3.B — Opérateurs similaires à un opérateur de décalage 147
Commençons par prouver que M⊥ ⊂ H∞(T ). Soit x ∈ M⊥. Nous avons donc que, pour
tout n ∈ N, x ∈ (TnE)⊥. Montrons que x ∈ H∞(T ). Soit n ∈ N. Nous savons que, pour tout
k ∈ 0;n, on a x ∈
(
T kE
)⊥
. D’après la décomposition orthogonale () ci-dessus, nous déduisons
que x ∈ Tn+1H, et ce pour tout n ∈ N. Par ailleurs, x ∈ T 0H = H. Ainsi, nous avons bien montré
que x ∈
⋂
n0
TnH = H∞(T ).
En suivant un raisonnement similaire, nous pouvons établir l’inclusion réciproque. Soit x ∈
H∞(T ). Pour montrer que x ∈ M⊥, il suﬃt de montrer que, pour tout n ∈ N, x ∈ (TnE)⊥. Soit
n ∈ N. Comme x ∈ Tn+1H, la décomposition orthogonale () ci-dessus montre que
x ∈
⎛⎝ ⊕
0kn
T kE
⎞⎠⊥ = ⋂
0kn
(
T kE
)⊥
.
En particulier, x ∈ (TnE)⊥. Ceci valant pour tout n ∈ N, nous avons bien que x ∈ M⊥.
Nous avons donc ﬁnalement la décomposition orthogonale H = H∞(T )
⊥⊕M. De plus, les
espaces N def= H∞(T ) et N⊥ def= M sont stables par T . Ils sont donc tous deux réduisants.
Soient U ∈ L(N ) l’opérateur induit par T sur N et S ∈ L(N⊥) l’opérateur induit par T sur
N⊥. Pour achever la preuve du théorème, il reste à prouver que S a la propriété du sous-espace
invariant et que U est tel que
⋂
n0
UnN = N .
Comme E est un espace ambulant pour S et comme on a bien N⊥ = [E ]S , nous avons que S
a bien la propriété du sous-espace invariant.
Comme T est inversible à gauche, nous avons que
U (N ) = T (N )
= T
(⋂
n0
TnH
)
=
⋂
n0
TTnH
=
⋂
n0
Tn+1H
=
⋂
n0
TnH
= N
Ainsi, UN = N . Par le truchement d’une récurrence immédiate, nous avons que UnN = N
pour tout n ∈ N∗. Ainsi, il vient que
⋂
n0
UnN = N . Ceci achève la preuve. 
Nous pouvons maintenant déﬁnir la notion de décomposition de Wold.
Déﬁnition 3.37 Soit T ∈ L(H) un opérateur presque isométrique. Soit E = H ! TH. On dit
que T admet une décomposition de Wold si la partie complètement impure de T est unitaire : cela
signiﬁe qu’il existe un opérateur unitaire U ∈ U(H∞(T )) et un opérateur S ∈ L([E ]T ) possédant
la propriété du sous-espace invariant tels que l’on a la décomposition orthogonale suivante :
T =
(
U 0
0 S
)
sur
[ H∞(T )
[E ]T
]
.
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Le résultat originel de Wold ([66]) est que toute isométrie admet une décomposition de Wold.
Ce résultat peut se déduire aisément des résultats précédents. Le point clef de la preuve est le
résultat suivant.
Proposition 3.38 Soit T ∈ L(H) une isométrie complètement impure. Alors, T est unitaire.
Démonstration : Nous avons vu dans la preuve du théorème 3.34 que la partie totalement
impure d’une presque isométrie est surjective. Ainsi, T est surjectif. Comme T est une isométrie,
c’est nécessairement un opérateur unitaire. 
Nous pouvons terminer cette partie sur ce résultat de décomposition des isométries.
Théorème 3.39 (Décomposition de Wold d’une isométrie) Soit T ∈ L(H) une isomé-
trie. Alors, T admet une décomposition de Wold.
Démonstration : D’après le théorème 3.34, nous savons déjà que T est la somme orthogonale
de sa partie pure — qui a la propriété du sous-espace ambulant — et de sa partie complètement
impure. Or, la proposition précédente (proposition 3.38) montre que la partie complètement im-
pure de T est unitaire. Ceci achève la preuve. 
B.2.b) — Dual de Cauchy
Nous introduisons et étudions à présent le dual de Cauchy d’un opérateur presque isomé-
trique. Après avoir déﬁni et étudié les premières propriétés du dual de Cauchy, nous étudions le
comportement des opérateurs purs sous la dualité de Cauchy. Commençons par une déﬁnition.
Déﬁnition 3.40 Soit T ∈ L(H) presque isométrique. Le dual de Cauchy de T est l’opérateur
T ′ = T (T ∗T )−1 ∈ L(H).
Exemples Donnons quelques exemples.
1. Si T est une isométrie, alors T ∗T = Id. En particulier, T ′ = T .
2. Soit β ∈ (R+∗)N et D ∈ L(H2(β)) l’opérateur de multiplication par e1. Alors, en reprenant
les calculs eﬀectués précédemment (dans le paragraphe b)), nous obtenons que le dual de
Cauchy de D est l’opérateur décrit par
D′ :
⎧⎨⎩ H
2(β) → H2(β)
en 
→ βn
βn+1
en+1
.
Remarquons par ailleurs que T ′∗ est l’inverse à gauche de T .
Lemme 3.41 Soit T ∈ L(H) presque isométrique. Alors, l’inverse à gauche de T est T ′∗.
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Démonstration : Nous avons T ′∗ = (T ∗T )−1T ∗ et donc T ∗T = Id. Ceci termine la courte
preuve. 
Nous étudions les propriétés élémentaires de la dualité de Cauchy.
Proposition 3.42 Soit T ∈ L(H) une presque isométrie. Alors, l’opérateur T ′ est presque iso-
métrique et T ′′ = T .
Remarque Il existe un opérateur T ∈ L(H) presque isométrique tel que T ∗ ne soit pas presque
isométrique : c’est le cas de l’opérateur de multiplication
Mz :
{
H2(D) → H2(D)
f 
→ (z 
→ z f(z)) ∈ L(H
2(1)).
En eﬀet, Mz est une isométrie, donc il est bien presque isométrique. Or, M∗z est la projection
orthogonale sur (C · e0)⊥. En particulier, M∗z n’est pas injectif. Donc M∗z n’est pas une presque
isométrie.
Nous prouvons maintenant la proposition 3.42 ci-dessus.
Démonstration : Commençons par montrer que
(
T ′
)∗
T ′ est inversible. Comme T ∗T est auto-
adjoint et inversible, nous savons que
(
(T ∗T )−1
)∗
= (T ∗T )−1. Alors,
(
T ′
)∗
= (T ∗T )−1 T ∗. Il
vient alors (
T ′
)∗
T ′ = (T ∗T )−1 T ∗ T (T ∗T )−1 = (T ∗T )−1.
Ainsi,
(
T ′
)∗
T ′ est inversible et donc T ′ est une presque isométrie. Nous pouvons alors calculer
son dual de Cauchy :
T ′′ = T ′
[(
T ′
)∗
T ′
]−1
= T (T ∗T )−1 T ∗T
= T.
Ceci achève la preuve. 
Lemme 3.43 Soit T ∈ L(H) presque isométrique. Soit L ∈ L(H) l’inverse à gauche de T . Alors,
P = Id−TL est la projection orthogonale sur E = (Im(T ))⊥.
Démonstration : D’abord, nous vériﬁons que P est une projection. Nous avons
P 2 = (Id−TL)2 = Id−2TL+ T LT︸︷︷︸
=Id
L = Id−TL = P.
Ainsi, P est bien une projection.
L’opérateur adjoint P ∗ est alors décrit par
P ∗ = (Id−TL)∗ = Id−L∗T ∗ = Id−T (T ∗T )−1T ∗ = Id−TL = P.
Ainsi, P est un opérateur auto-adjoint qui est aussi une projection. En d’autres termes, P est
une projection orthogonale. Nous montrons maintenant que KerP = ImT . Soit x ∈ H. Nous
avons les équivalences suivantes :
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x ∈ KerP ⇔ x = TLx
⇔ ∃y ∈ H, x = Ty
⇔ x ∈ ImT.
En eﬀet : pour tous x, y ∈ H, si x = Ty, alors Lx = LTy = y.
Nous avons donc bien établi que KerP = ImT . Comme P est une projection orthogonale, P
est bien la projection orthogonale sur (ImP )⊥. Ceci achève la preuve. 
L’objectif des propriétés suivantes et d’étudier les liens entre la décomposition de Wold d’un
opérateur et celle de son dual de Cauchy. Les résultats principaux que nous démontrons sont les
suivants.
Proposition 3.44 Soit T ∈ L(H) presque isométrique. Alors,
1. l’opérateur T est pur si et seulement si T ′ est pur ;
2. l’opérateur T est complètement impur si et seulement si T ′ est complètement impur.
Corollaire 3.45 Soit T ∈ L(H) presque isométrique. L’opérateur T admet une décomposition
de Wold si et seulement si l’opérateur T ′ admet une décomposition de Wold.
Introduisons quelques notations : dans les pages suivantes (jusqu’à la ﬁn de la preuve de
la proposition 3.44), et sauf mention explicite du contraire, nous désignerons par T ∈ L(H)
un opérateur presque isométrique. Nous noterons T ′ le dual de Cauchy de T . Nous noterons
E = (ImT )⊥ et E ′ = (Im(T ′))⊥. Nous noterons L l’inverse à gauche de T (comme dans le
lemme 3.43). Bien que T ou T ′ n’aient pas nécessairement de partie impure non triviale, nous
considérons encore les sous-espaces H∞(T ) et H∞(T ′), déﬁnis comme dans la déﬁnition 3.34.
Avant de prouver ces résultats, nous commençons par énoncer une série de lemmes plutôt
techniques.
Lemme 3.46 On a E = E ′.
Démonstration : Nous commençons par montrer que ImT ⊂ ImT ′. Soit x ∈ ImT . Alors, il
existe y ∈ H tel que x = Ty. Comme L = (T ∗T )−1T ∗ est un inverse à gauche de T , nous avons
Lx = LTy = y. Ainsi, x = TLx. Or, TL = T ′T ∗. Ainsi, x ∈ ImT ′. Comme T ′′ = T , la démons-
tration précédente montre que ImT ′ ⊂ ImT . On a donc ImT = ImT ′. Comme E = (ImT )⊥ et
E ′ = (ImT ′)⊥, nous avons bien E = E ′. Ceci achève la preuve. 
Lemme 3.47 Pour tout n ∈ N,
Ker(Ln+1) = Vect
(
T kE | 0  k  n
)
.
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Démonstration : Nous commençons par montrer que KerL = E . Soit x ∈ H. Nous avons les
équivalences suivantes
x ∈ KerL ⇔ Lx = 0 ⇔ TLx = 0
⇔ Px = x ⇔ x ∈ ImP = E
puisque P est la projection orthogonale sur E (d’après le lemme 3.43). Ceci montre bien que
KerL = E .
Nous ﬁxons maintenant n ∈ N. Nous commençons par montrer que
Vect
(
T kE | 0  k  n
)
⊂ KerLn+1.
Soit k ∈ 0;n. Soit x ∈ T kE . Soit e ∈ E tel que x = T ke. Alors,
Ln+1x = Ln+1−kLkT ke = Ln−kLe.
Or, e ∈ E = KerL. Alors, Ln+1x = 0. Ceci valant pour tout x et pour tout k, nous avons bien
démontré l’inclusion souhaitée.
Montrons maintenant l’inclusion réciproque. Soit x ∈ kerLn+1. Alors,
x = x− Tn+1Ln+1x
=
n∑
k=0
T kLkx− T k+1Lk+1x
=
n∑
k=0
T k (Id−TL)Lkx︸ ︷︷ ︸
∈E
∈ Vect
(
T kE | 0  k  n
)
car P = (Id−TL) est la projection orthogonale sur E . Ceci montre l’inclusion réciproque et
achève la preuve. 
Lemme 3.48 On a H∞(T ′)⊥ = [E ]T .
Démonstration : Rappelons que L = (T ′)∗ est l’inverse à gauche de T . Nous avons alors
H∞(T ′)⊥ =
[⋂
n0
T ′nH
]⊥
= Vect
(
[T ′nH]⊥ | n  0
)
= Vect
(
[T ′nH]⊥ | n  1
) (
car T ′0H = H
)
= Vect (Ker (T ′n)∗ | n  1)
= Vect (KerLn | n  1)
=
⊕
k0
T kE = [E ]T .
Nous avons utilisé le lemme 3.47 ci-dessus pour la dernière égalité. Ceci achève la preuve. 
Lemme 3.49 On a H∞(T )⊥ = [E ]T ′ .
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Démonstration : Ce résultat découle directement du résultat précédent, en utilisant la dualité
de Cauchy. Rappelons que, comme T est presque isométrique, T ′ l’est aussi. De plus, nous avons
que E = E ′. Le lemme précédent donne alors
H∞(T )⊥ = H∞(T ′′)⊥ =
[E ′]
T ′ = [E ]T ′ .
Ceci achève la preuve. 
Nous pouvons maintenant prouver la proposition 3.44.
Démonstration : Nous commençons par prouver le premier point. Supposons que T est pur,
c’est-à-dire que H∞(T ) = {0}. Alors, [E ]T ′ = H∞(T )⊥ = H. Comme E = E ′ est un sous-espace
ambulant pour T ′, nous en déduisons bien que T ′ a la propriété du sous-espace ambulant. Ainsi,
d’après le théorème 3.34, nous en déduisons que T ′ est pur. Comme T ′′ = T , nous avons éga-
lement l’implication réciproque. Ceci prouve le premier point. Pour le second point, il suﬃt de
remarquer que T est complètement impur si et seulement si E = {0} (d’après le théorème 3.34).
Alors, comme E = E ′, nous avons bien l’équivalence souhaitée. Ceci achève la preuve. 
Nous pouvons maintenant prouver le corollaire 3.45.
Démonstration : Comme T ′′ = T , il suﬃt de montrer que, si T admet une décomposition de
Wold, alors T ′ en admet une aussi. Posons N = [E ]T et N ′ = [E ]T ′ . D’après le théorème 3.34,
nous disposons des décompositions orthogonales suivantes :
T =
(
U 0
0 S
)
sur
[ H∞(T )
N
]
et
T ′ =
(
U ′ 0
0 S′
)
sur
[ H∞(T ′)
N ′
]
où U ∈ L(H∞) est unitaire (car U admet une décomposition de Wold), S ∈ L(N ) est pur,
U ′ est le dual de Cauchy de U et S′ est le dual de Caucy de S. Comme U est unitaire, U ′ = U
est aussi unitaire. Ceci prouve que T ′ admet une décomposition de Wold et achève la preuve. 
B.2.c) — Décomposition de Wold des opérateurs concaves ou de Shimorin
Nous appliquons maintenant les résultats précédents aux cas particuliers des opérateurs
concaves ou de Shimorin. Remarquons d’abord que ces deux types d’opérateurs sont liés par
la dualité de Cauchy de la façon suivante.
Proposition 3.50 Soit T ∈ L(H) un opérateur de Shimorin. Alors, T ′ est concave.
Remarque A priori, la réciproque n’est pas vraie : il peut exister des opérateurs de Shimorin
qui ne sont pas le dual de Cauchy d’un opérateur concave.
Prouvons la proposition 3.50.
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Démonstration : Montrons que T ′ est concave. Commençons par rappeler que
(
T ′
)∗
= (T ∗T )−1T ∗.
Alors, nous avons que (T ′)∗2T ′2 = (T ′)∗(T ∗T )−1T ′. Rappelons par ailleurs que (T ′)∗T = T ∗T ′ =
Id. Comme T est un opérateur de Shimorin, nous avons
TT ∗ + (T ∗T )−1  2 Id .
En multipliant à gauche par (T ′)∗ et à droite par T ′, nous obtenons
(T ′)∗TT ∗T ′ + (T ′)∗(T ∗T )−1T ′  2(T ′)∗T ′ ⇔ Id+(T ′)∗2T ′2  2(T ′)∗T ′.
Ceci prouve que T ′ est concave et achève la preuve. 
La proposition 3.50 pécédente nous fournit une stratégie de preuve : pour montrer que les
opérateurs de Shimorin ont une décomposition de Wold, il suﬃt de montrer que les opérateurs
concaves en ont une.
Nous commençons donc par montrer que les opérateurs concaves ont une décomposition de
Wold. Ceci découle du résultat ci-dessous.
Proposition 3.51 Soit T ∈ L(H) un opérateur concave complètement impur. Alors, T est uni-
taire.
Démonstration : D’après la proposition 3.38 (selon laquelle toute isométrie complètement im-
pure est unitaire), il suﬃt de montrer que T est une isométrie. Comme T est complètement
impur, nous avons que H =
⋂
n0
TnH. En particulier, T est surjectif. Comme T est une isométrie,
T est par ailleurs injectif. Alors, l’inverse à gauche L ∈ L(H) de T est aussi un inverse à droite
de T . De plus, T est une isométrie si et seulement si L est une isométrie. Nous montrons donc
que L est une isométrie.
Soit x ∈ H. Considérons la suite α déﬁnie par
∀n ∈ N, αn = ‖Lnx‖2 .
La suite α est positive : pour tout n ∈ N, αn  0.
Montrons que la suite α est décroissante. Soit n ∈ N. Alors, comme pour tout y ∈ H,
‖Ty‖  ‖y‖ (prop 3.17), nous avons
αn = ‖Lnx‖2 =
∥∥TLn+1∥∥2  ∥∥Ln+1x∥∥2 = αn+1.
Ceci prouve que la suite α est décroissante.
Nous montrons maintenant que la suite α est concave. Soit n ∈ N. Comme T est un opérateur
concave, on a
∥∥Ln+2x∥∥2 + ∥∥T 2Ln+2x∥∥2 − 2 ∥∥TLn+2x∥∥2  0 ⇔ ∥∥Ln+2x∥∥2 + ‖Lnx‖2 − 2 ∥∥Ln+1x∥∥2  0
⇔ αn+2 + αn − 2αn+1  0.
Ceci prouve que la suite α est concave.
Résumons : la suite α est positive, décroissante et concave. Elle est donc nécessairement
constante (voir la proposition A.6 détaillée en annexe). En particulier, ‖Lx‖2 = ‖x‖2. Ceci va-
lant pour tout x, nous avons bien montré le résultat souhaité. 
Le résultat suivant découle naturellement de la proposition ci-dessus.
Théorème 3.52 Si T ∈ L(H) est concave, alors T admet une décomposition de Wold.
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Démonstration : D’après le théorème 3.34, il suﬃt de montrer que la partie complètement
impure de T est unitaire. C’est chose faite, grâce à la proposition 3.51 ci-dessus. 
Grâce à la dualité de Cauchy, nous pouvons obtenir un résultat de décomposition pour les
opérateurs de Shimorin.
Théorème 3.53 Si T ∈ L(H) est un opérateur de Shimorin, alors T admet une décomposition
de Wold.
Démonstration : Comme T est un opérateur de Shimorin, son dual de Cauchy T ′ est un opé-
rateur concave (d’après la proposition 3.50). Alors, d’après le théorème ci-dessus, l’opérateur T ′
admet une décomposition de Wold. Ceci implique en particulier que T admet une décomposition
de Wold (d’après le corollaire 3.45) et conclut la preuve. 
B.3 — Modélisation des opérateurs concaves ou de Shimorin
Nous savons (grâce aux résultats de la partie précédente) que les opérateurs concaves et de
Shimorin admettent une décomposition de Wold. L’objectif de cette sous-partie est de montrer
que la partie pure de tels opérateurs peut être vue comme un opérateur de multiplication sur des
espaces de Hilbert de fonctions holomorphes. Ces résultats peuvent être vus comme généralisant
ceux sur les 2-isométries établis par Richter (dans [52]) ou Olofsson (dans [48]).
Nous commençons par énoncer un résultat de Shimorin (qui, bien que non explicitement
formulé, est démontré dans [63]) portant sur la modélisation des opérateurs presque isométriques
purs. Dans un second temps, nous appliquons ce résultat aux cas particuliers des opérateurs
concaves ou de Shimorin.
B.3.a) — Modélisation des opérateurs presque isométriques purs
Commençons par un résultat de Shimorin : selon le théorème suivant, tout opérateur presque
isométrique pur est un opérateur de multiplication sur un espace de Hilbert de fonctions holo-
morphes à noyaux reproduisants. Rappelons que de tels espaces ont été présentés antérieurement
(voir par exemple la déﬁnition 1.75).
Théorème 3.54 (Shimorin) Soit T ∈ L(H) presque isométrique. On suppose que T est pur.
Soit E = H ! T H = (ImT )⊥. Soit r = r(T ′) ∈ R+∗ le rayon spectral de T ′. Alors il existe un
espace de Hilbert H ⊂ Hol (D(0; r); E) de fonctions holomorphes à noyaux reproduisants (au sens
de la déﬁnition 1.75) et un opérateur unitaire S : H → H tels que l’opérateur
Δ :
{
H → H
f 
→ (z 
→ z f(z)) ∈ L(H)
est unitairement équivalent à T :
T = S−1ΔS.
De plus, les noyaux reproduisants vériﬁent
k(0, •) = (z 
→ IdE) .
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Remarque La condition supplémentaire portant sur les noyaux reproduisants signiﬁe que
l’on peut voir E comme l’ensemble des fonctions constantes de H.
Attaquons maintenant la preuve du théorème 3.54.
Démonstration : Nous procédons en plusieurs étapes : d’abord, nous construisons l’application
S. Nous déﬁnissons ensuite la structure hilbertienne sur H et montrons qu’elle vériﬁe les propriétés
que nous cherchons.
Première étape : déﬁnition de S Rappelons que nous notons T ′ le dual de Cauchy de
T , L =
(
T ′
)∗ l’inverse à gauche de T et P = Id−TL la projection orthogonale sur E . Nous
déﬁnissons une application linéaire en posant
S :
⎧⎪⎪⎨⎪⎪⎩
H −→ Hol (D(0; r); E)
x 
−→
⎛⎝z 
→∑
k0
(
PLk x
)
zn
⎞⎠ .
Notons que S est bien déﬁni, car r est le rayon spectral de l’opérateur L (un argument similaire
a été utilisé dans la preuve du théorème 3.9).
Deuxième étape : injectivité de S Nous montrons que S est injectif. Soit x ∈ KerS.
Alors, pour tout k ∈ N, PLk x = 0. Soit n ∈ N∗. Montrons que x ∈ Im(Tn). Nous avons
x = x− TnLnx+ TnLnx
=
n−1∑
k=0
(
T kLk x− T k+1Lk+1 x
)
+ TnLn x
=
n−1∑
k=0
T k (Id−TL)Lk x+ TnLn x
=
n−1∑
k=0
T k PLk x︸ ︷︷ ︸
=0
+TnLn x
= TnLn x ∈ Im(Tn).
Ainsi, x ∈ Im(Tn). Ceci valant pour tout n ∈ N∗, nous avons bien que x ∈
⋂
n0
TnH = {0}
(puisque T est pur). Ainsi, x = 0. On a donc bien montré que S est injectif.
Troisième étape : déﬁnition de la structure hilbertienne Notons H = Im(S) ⊂
Hol (D(0; r); E). Comme S est injectif, nous avons que S : H → H est un isomorphisme d’espaces
vectoriels. Nous déﬁnissons alors un produit hilbertien sur H de la façon suivante :
〈·, ·〉H :
{
H× H −→ C
(f, g) 
−→ 〈f, g〉H =
〈
S−1f, S−1g
〉
H
.
Ainsi, S : H → H est un isomorphisme unitaire d’espaces de Hilbert. Nous montrons maintenant
que
(
H, 〈·, ·〉H
)
est un espace de Hilbert à noyaux reproduisants au sens de la déﬁnition 1.75.
Commençons par calculer l’expression des noyaux reproduisants. Soient λ ∈ D(0; r), f ∈ H et
e ∈ E . Alors,
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〈f(λ), e〉E =
〈
(SS−1f)(λ), e
〉
E
=
〈∑
n0
(
PLnS−1(f)
)
λn, e
〉
E
=
〈∑
n0
(λL)n S−1(f), e
〉
E
car P est la projection orthogonale sur E
=
〈
(Id−λL)−1 S−1(f), e
〉
E
car ρ(λL) < 1)
=
〈
S−1(f), (Id−λL)−1∗e
〉
H
=
〈
S−1(f),
(
Id−λL∗)−1 e〉
H
=
〈
f, S
(
Id−λL∗)−1 e〉
H
car S est unitaire.
Nous nous attelons maintenant à calculer le membre de droite dans le produit hermitien ci-
dessus. Pour cela, considérons z ∈ D(0; r). Rappelons que S (Id−λL∗)−1 e ∈ H ⊂ Hol (D(0; r); E).
Alors, on peut calculer le vecteur de E suivant :
(
S
(
Id−λL∗)−1 e) (z) = ∑
n0
PLn
[(
Id−λL∗)−1 e] zn
= P
(∑
n0
(zL)n
[(
Id−λL∗)−1 e])
= P (Id−zL)−1 (Id−λL∗)−1 e.
On déﬁnit alors une application
k :
{
D(0; r)×D(0; r) −→ L(E)
(ω, z) 
−→ k(ω, z) = P (Id−zL)−1 (Id−λL∗)−1 .
Nous montrons maintenant que k est bien l’application décrivant les noyaux reproduisants
sur H.
(i) Soient ω ∈ D(0; r) et e ∈ E . Soit ϕ : D(0, r) → E déﬁnie pour tout z ∈ D(0, r) par
ϕ(z) = k(ω, z) · e.
Les calculs précédents montrent que ϕ = S
(
Id−λL∗)−1 e ∈ H.
(ii) Soient ω ∈ D(0; r), f ∈ H et e ∈ E . Alors, les calculs précédents et la déﬁnition de k nous
montrent que
〈f, k(ω, •) · e〉H = 〈f(ω), e〉E .
Ceci prouve bien que H est un espace de Hilbert de fonctions holomorphes à noyaux repro-
duisants, et que k est l’application décrivant lesdits noyaux.
Section 3.B — Opérateurs similaires à un opérateur de décalage 157
Quatrième étape : conjugaison unitaire entre T et Δ Nous montrons dans cette
dernière étape que les opérateurs T et Δ sont unitairement équivalents via l’opérateur S. Comme
nous savons que S : H → H est unitaire, il suﬃt de montrer que ST = ΔS. Soit x ∈ H. Alors,
STx ∈ H. Soit z ∈ D(0; r). Alors,
(STx) (z) =
∑
n0
(PLnTx) zn
=
∑
n1
(PLnTx) zn car Tx ∈ Im(T ) = E⊥ et P est la projection orthogonale sur E
= z
∑
n1
PLn−1LTxzn−1
= z
∑
n1
PLn−1xzn−1
= z (Sx)(z).
Ceci valant pour tout z ∈ D(0, r), nous avons bien STx = ΔSx. Ceci valant pour tout x ∈ H,
nous avons bien montré la relation recherchée. Ceci achève la preuve du théorème. 
Donnons maintenant quelques exemples pour illustrer le théorème de Shimorin 3.54.
Premier exemple Considérons l’opérateur
T :
{
2(N) → 2(N)
x = (x0, x1, x2, · · · ) 
→ (0, x0, x1, · · · ) .
L’opérateur T est une isométrie, donc en particulier une presque isométrie. Nous pouvons
donc lui appliquer le théorème de Shimorin (théorème 3.54). Dans ce cas, nous obtenons E = C,
r = 1 et H = H2(D). De plus, si on note fn = (0, · · · , 0, 1, 0, · · · ) — où le 1 est en n-ème position
—, alors l’opérateur unitaire S : 2(N) → H2(D) est décrit par S(fn) = en pour tout n ∈ N.
Second exemple Considérons les opérateurs de décalage G vers la gauche et D vers la droite
tels que
D = G∗ :
{
L2(R+) −→ L2(R+)
f 
−→ f(• − 1) ∈ L(L
2(R+)).
L’opérateur D est une isométrie, donc une presque isométrie. On peut y appliquer le théorème
de Shimorin. Nous avons alors Im(D) = L2([1;+∞[) et donc E = L2([0; 1]). L’espace H peut
alors être décrit ainsi :
H =
{
f =
∑
n0
anz
n ∈ Hol (D, L2([0; 1])) où (an)n ∈ (L2([0; 1]))N avec ∑
n0
‖an‖2L2([0;1]) < +∞
}
.
Notons que H = H2(D; E) est l’espace de Hardy généralisé que nous avons déjà étudié dans
ce manuscrit (juste après la déﬁnition 1.75 des espaces de Hilbert de fonctions holomorphes à
valeurs vectorielles, qui sont des espaces à noyaux reproduisants).
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B.3.b) — Bilan
Nous pouvons maintenant combiner plusieurs des résultats précédents pour obtenir un résul-
tat général de modélisation des opérateurs concaves ou de Shimorin.
Théorème 3.55 Soit T ∈ L(H) un opérateur concave ou de Shimorin. Soit E = H ! TH. Il
existe un opérateur unitaire U ∈ U(H∞(T )) et un opérateur S ∈ L(H∞(T )⊥) tels que l’on a la
décomposition orthogonale suivante :
T =
(
U 0
0 S
)
sur
[ H∞(T )
H∞(T )⊥
]
.
Par ailleurs, il existe un espace de Hilbert à noyaux reproduisants H ⊂ Hol (D(0, r); E) tel
que S est unitairement équivalent à l’opérateur de multiplication
Δ :
{
H −→ H
f 
→ (z 
→ z × f(z)) .
Démonstration : Comme T est concave ou de Shimorin, il admet une décomposition de Wold
(ce fait est l’objet des théorèmes 3.52 et 3.53). Alors, S est un opérateur concave pur et est donc
unitairement équivalent à Δ d’après le théorème de Shimorin (théorème 3.54). 
B.4 — Modélisation des contractions de classe C0•
Nous étudions dans cette sous-partie une nouvelle famille d’opérateurs : il s’agit des contrac-
tions de classe C0•. Nous montrons que ces opérateurs sont unitairement équivalents à la restric-
tion à un sous-espace invariant d’un opérateur de décalage vers la gauche adéquat. Commençons
par décrire les contractions de classe C0•.
Déﬁnition 3.56 Soit T ∈ L(H) . On dit que T est une contraction de classe C0• si T est une
contraction telle que, pour tout x ∈ H, on a ‖Tnx‖ n→+∞−−−−−→ 0.
Les propositions suivantes donnent des exemples de contractions de classe C0•.
Proposition 3.57 Soit β = (βn) ∈ R+∗ une suite et H2(β) l’espace de Hardy pondéré qui
y est associé. On suppose que β est décroissante et que lim
n→+∞βn = 0. Alors, l’opérateur de
multiplication
D :
{
H2(β) → H2(β)
f 
→ z × f
est une contraction de classe C0•.
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Démonstration : Nous commençons par vériﬁer que D est bien une contraction. Ceci vient du
fait que la suite β est décroissante. Soit x =
∑
n0
xn en ∈ H2(β). Alors, comme la famille (en)n
est orthogonale,
‖Tx‖2 =
∥∥∥∥∥∑
n0
xn en+1
∥∥∥∥∥
2
=
∑
n0
|xn|2 ‖en+1‖2︸ ︷︷ ︸
‖en‖2

∑
n0
|xn|2 ‖en‖2 = ‖x‖2 .
Ainsi, D est bien une contraction. Nous montrons maintenant que D est de classe C0•. Soient
x ∈ H et n ∈ N. Alors,
‖Tnx‖2 =
∥∥∥∥∥∥
∑
k0
xk ek+n
∥∥∥∥∥∥
2
=
∑
k0
|xk| ‖ek+n‖2 .
Comme pour tout k ∈ N,
(
|xk| ‖ek+n‖2
)
n
est décroissante, le théorème de convergence do-
minée nous dit que la suite (‖Tnx‖2)n converge et que l’on a
lim
n→+∞ ‖T
nx‖2 =
∑
k0
lim
n→+∞ |xk|βn = 0.
Ceci achève la preuve. 
En particulier, mentionnons les exemples suivants.
Corollaire 3.58 Soit α ∈ R+ et D ∈ L(H2(α)) l’opérateur de multiplication par e1. Alors, D
est une contraction de classe C0• si et seulement si α > 1.
Nous énonçons maintenant un résultat de modélisation des contractions de classe C0•.
Théorème 3.59 Soit U ∈ L(H). On suppose que U∗ est une isométrie telle que (ImU∗)⊥ =
Ker(U) est de dimension inﬁnie.
Alors, U modélise unitairement (avec λ = 1) toutes les contractions complètement non-
unitaires : quel que soit l’opérateur T ∈ L(H) de classe C0•, il existe un sous-espace fermé
M de H invariant par U et un isomorphisme unitaire S : M → H tels que
T = SU|MS−1.
Remarque Ce résultat peut être vu comme une généralisation du corollaire du théorème de
Caradus que nous avons vu précédemment (théorème 3.9). En eﬀet, tout opérateur T ∈ L(H)
tel que r(T ) < 1 est une contraction complètement non-unitaire.
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Exemple Considérons encore l’opérateur de translation vers la gauche
G :
{
L2(R+) −→ L2(R+)
f 
−→ f(•+ 1) ∈ L(L
2(R+)).
Nous avons vu précédemment que G vériﬁe les hypothèses du théorème précédent et modélise
ainsi unitairement toutes les contractions de classe C0•.
Nous prouvons le théorème 3.59. Pour ce faire, nous suivons la preuve présentée dans [21].
Démonstration : Comme U∗ est une isométrie, U∗ admet une décomposition de Wold (voir
le théorème 3.39). Quitte à remplacer U∗ par sa partie pure, nous pouvons supposer que U est
une isométrie pure. Alors, l’opérateur U∗ a la propriété du sous-espace ambulant : en notant
K = Ker(U) = H! U∗H, nous avons
H =
⊥⊕
n0
U∗nK.
Par ailleurs, comme K et H sont des espaces de Hilbert séparables de dimension inﬁnie, il
existe un isomorphisme unitaire J : H → K.
Enﬁn, comme T est une contraction, l’opérateur Id−T ∗T est un opérateur auto-adjoint déﬁni
positif. En particulier, sa racine carrée R = (Id−T ∗T ) 12 ∈ L(H) est bien déﬁnie.
Nous considérons maintenant l’opérateur (a priori non déﬁni partout)
W :
⎧⎪⎨⎪⎩
H −→ H
x 
−→ lim
n→+∞
n∑
k=0
U∗kJRT kx .
Commençons par montrer que W est bien déﬁni. Soit x ∈ H. Nous allons montrer que la
suite
(
n∑
k=0
U∗kJRT kx
)
n
est de Cauchy. Soient m,n ∈ N tels que m  n.
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∥∥∥∥∥
m∑
k=0
U∗kJRT kx−
n∑
k=0
U∗kJRT kx
∥∥∥∥∥ =
√√√√√
∥∥∥∥∥∥
m∑
k=n+1
U∗k JRT kx︸ ︷︷ ︸
∈K
∥∥∥∥∥∥
2
=
√√√√ m∑
k=n+1
∥∥U∗kJRT kx∥∥2 (d’après le théorème de Pythagore)
=
√√√√ m∑
k=n+1
‖RT kx‖2
=
√√√√ m∑
k=n+1
〈
T ∗kR∗RT k x, x
〉
=
√√√√ m∑
k=n+1
〈
T ∗k (Id−T ∗T )T k x, x〉
=
√√√√ m∑
k=n+1
〈
T ∗kT k x, x
〉− 〈T ∗k+1T k−1 x, x〉
=
√
‖Tn+1x‖2 − ‖Tm+1x‖2

∥∥Tn+1x∥∥ .
Or, comme T est complètement non-unitaire, nous avons
∥∥Tn+1x∥∥ n→+∞−−−−−→ 0 (et ce indépen-
damment de m). Ceci montre bien que la suite étudiée est de Cauchy. Elle est donc convergente
et W est bien déﬁni sur H tout entier.
Nous montrons maintenant que W est une isométrie. Soit x ∈ H. En reprenant le calcul qui
précède, nous avons que
‖Wx‖2 = lim
n→+∞
∥∥∥∥∥
n∑
k=0
U∗kJRT kx
∥∥∥∥∥
2
= lim
n→+∞ ‖x‖
2 − ∥∥Tn+1x∥∥2
= ‖x‖2
Ainsi, W est une isométrie.
Nous montrons maintenant que UW = WT . Rappelons que UU∗ = Id (puisque U∗ est une
isométrie) et que U∗J = 0 (puisque Im(J) = KerU). Soit x ∈ H.
UWx = lim
n→+∞
n∑
k=0
UU∗kJRT kx
= UJRx+ lim
n→+∞
n∑
k=1
UU∗kJRT kx
= 0 + lim
n→+∞
n∑
k=1
U∗k−1JRT k−1(Tx)
= WTx.
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Posons alors M def= Im(W ). Comme W est une isométrie, le sous-espace M est bien un sous-
espace fermé de H, et W : H → M est unitaire. Notons alors S = W ∗ = W−1 : M → H son
inverse. Alors, S est un opérateur unitaire tel que
U|MS−1 = S−1T.
Ceci achève la preuve. 
Deuxième partie
Applications aux semi-groupes
d’opérateurs
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Universalité des semi-groupes
d’opérateurs sur un espace de Hilbert
Chapitre 4
La question qui sous-tend ce chapitre est celle de l’universalité des semi-groupes d’opérateurssur un espace de Hilbert : nous y étudions comment élargir au cas des semi-groupes la théorie
de l’universalité que nous avons déjà mentionnée pour un opérateur.
La première partie de ce chapitre est consacrée à une description rapide de la théorie des
semi-groupes fortement continus d’opérateurs sur un espace de Banach. Nous y décrivons en
particulier les notions de générateur et de co-générateur et étudions les liens entre ces opérateurs
et le semi-groupe d’opérateur qu’ils caractérisent. Dans un second temps, nous nous consacrons
à l’étude proprement dite de l’universalité des opérateurs de composition. Nous montrons en
particulier comment construire des semi-groupes universels pour les semi-groupes uniformément
continus, les semi-groupes quasi-contractifs ou les semi-groupes concaves.
La plupart des résultats présentés dans ce chapitre sont extraits de l’article [20] (accepté pour
publication).
A) Semi-groupes d’opérateurs
Cette partie est consacrée à une description générale des semi-groupes d’opérateurs sur unespace de Banach. Cette présentation est largement inspirée de celles que l’on peut trouver
dans [38], [32], [64] (surtout pour l’étude du générateur et du type) ou encore [65] (surtout pour
la notion de co-générateur et l’étude des semi-groupes de contractions).
Dans un premier temps, nous déﬁnissons les notions de semi-groupe d’opérateurs (algébrique,
fortement continu ou uniformément continu). Nous montrons en particulier des estimations de
norme qui permettent de déﬁnir les semi-groupes quasi-contractifs. Dans un deuxième temps,
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nous présentons et étudions le générateur d’un semi-groupe fortement continu. Nous nous pen-
chons ensuite sur le co-générateur d’un semi-groupe (lorsqu’il est déﬁni) et montrons dans quelle
mesure nous pouvons lire sur le co-générateur des propriétés sur le semi-groupe qu’il détermine.
Enﬁn, nous détaillons plusieurs exemples de semi-groupes liés aux opérateurs de décalage.
Dans toute cette partie, sauf mention explicite du contraire, X désignera un espace de Banach
sur C.
A.1 — Déﬁnitions et généralités
Commençons par déﬁnir les semi-groupes algébriques d’opérateurs
Déﬁnition 4.1 On appelle semi-groupe algébrique (d’opérateurs) sur X tout morphisme de mo-
noïdes T : (R+,+) → (L(X ), ◦) ou, plus pragmatiquement, toute famille d’opérateurs
(Tt)t0 ∈ (L(X ))R
+
vériﬁant les propriétés suivantes :
(a) on a T0 = IdX ;
(b) pour tous t, s ∈ R+, on a Tt+s = Tt ◦ Ts.
Il est possible de rajouter des conditions de continuité dans la déﬁnition précédente.
Déﬁnition 4.2 Un semi-groupe fortement continu d’opérateurs est un semi-groupe algébrique
d’opérateurs qui est continu pour la topologie forte d’opérateurs sur L(X ), c’est-à-dire une famille
d’opérateurs (Tt)t0 ∈ (L(X ))R
+
vériﬁant les propriétés suivantes :
(a) on a T0 = IdX ;
(b) pour tous t, s ∈ R+, on a Tt+s = Tt ◦ Ts ;
(c) pour tout x ∈ X , l’application ϕx :
{
R+ → X
t 
→ Tt x est continue.
Remarque Les semi-groupes fortement continus d’opérateurs constituent le cadre naturel de
notre étude. Dans la suite de cette thèse, sauf mention explicite du contraire, nous utiliserons
les expressions « semi-groupe fortement continu », « semi-groupe continu », ou « semi-groupe »
pour désigner un semi-groupe fortement continu d’opérateurs lorsqu’il n’y aura pas d’ambiguïté.
Nous mentionnons maintenant un cas particulier de semi-groupes fortement continus : il s’agit
des semi-groupes uniformément continus.
Déﬁnition 4.3 Un semi-groupe uniformément continu (d’opérateurs) est un semi-groupe algé-
brique d’opérateurs qui est continu pour la topologie de la norme sur L(X ), c’est-à-dire une
famille d’opérateurs (Tt)t0 ∈ (L(X ))R
+
vériﬁant les propriétés suivantes :
(a) on a T0 = IdX ;
(b) pour tous t, s ∈ R+, on a Tt+s = Tt ◦ Ts ;
(c) pour tout x ∈ X , l’application Φ :
{
R+ → L(X )
t 
→ Tt est continue.
Remarque Tout semi-groupe uniformément continu d’opérateurs est nécessairement un semi-
groupe fortement continu d’opérateurs.
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Exemple Soit A ∈ L(X ). Rappelons que, pour tout t ∈ R+, nous pouvons déﬁnir
etA
def
=
+∞∑
n=0
tk Ak
k!
∈ L(X ).
La famille (etA)t0 est un semi-groupe uniformément continu (d’après un résultat de calcul
fonctionnel holomorphe, détaillé par exemple dans l’annexe B).
Nous verrons ultérieurement (par exemple à la proposition 4.26) des exemples de semi-groupes
fortement continus qui ne sont pas uniformément continus.
Énonçons un lemme technique qui nous sera utile pour l’étude des semi-groupes.
Lemme 4.4 Soient X un espace de Banach et K ⊂ R+ un ensemble compact. Soit F : K →
L(X ). Les assertions suivantes s’équivalent :
(i) la fonction F est continue pour la topologie forte d’opérateurs : pour tout x ∈ X , la fonction
fx :
{
K → X
t 
→ F (t)x est continue ;
(ii) la fonction F est bornée et il existe un domaine D ⊂ X dense dans X tel que, pour tout
x ∈ D, la fonction fx : t 
→ F (t)x est continue ;
(iii) la fonction F est continue pour la topologie de la convergence uniforme sur tout compact de
X : ceci veut dire que pour tout C ⊂ X compact, la fonction ΨC :
{
K → (C (C; X ) , ‖·‖∞)
t 
→ (x 
→ F (t)x)
est continue,
ou encore que pour tout C ⊂ X compact, la fonction ΦC :
{
K × C → X
(t, x) 
→ F (t)x est
uniformément continue.
Démonstration : Nous montrons la chaîne d’implications (iii) ⇒ (i) ⇒ (ii) ⇒ (iii).
(ii) ⇒ (i) : L’implication est directe, en considérant C = {x} pour tout x ∈ X .
(i) ⇒ (ii) : Soit x ∈ X . Alors, comme la fonction fx est continue et comme K est compact,
sup
t∈K
‖F (t)x‖ < +∞.
Ceci valant pour tout x ∈ X , le principe de la borne uniforme (voir par exemple [57], théorème
5.8 p. 127) nous dit qu’il existe M > 0 tel que
sup
t∈K
‖F (t)‖ < M.
En particulier, F est bornée. En prenant D = X , nous obtenons ﬁnalement le résultat souhaité.
(ii) ⇒ (iii) : Soit M > 0 tel que, pour tout t ∈ K, ‖F (t)‖  M . Soit C ⊂ X compact. Soit
ε > 0. Comme D est dense dans X ,
C ⊂
⋃
x∈D∩C
B(x, ε).
Comme C est compact, il existe N ∈ N∗ et x1, · · · , xN ∈ D ∩ C tels que
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C ⊂
N⋃
i=1
B (xi, ε) .
Soient t, t′ ∈ K. On a∥∥ΨC(t)−ΨC(t′)∥∥∞,C = sup
x∈C
∥∥(F (t)− F (t′)) x∥∥ .
Soit x ∈ C. Il existe i0 ∈ 1;N tel que x ∈ B(xi0 , ε). Alors,
∥∥F (t)x− F (t′)x∥∥ = ∥∥(F (t)− F (t′)) (x− xi0 + xi0)∥∥

∥∥F (t)− F (t′)∥∥ ‖x− xi0‖+ ∥∥(F (t)− F (t′)) (xi0)∥∥
 2M ε+
∥∥(F (t)− F (t′)) xi0∥∥ .
Ainsi, ∥∥ΨC(t)−ΨC(t′)∥∥∞,C  2M ε+ sup
i∈1;N
∥∥(F (t)− F (t′)) xi∥∥ .
Soit i ∈ 1;N. La fonction ϕxi : t 
→ F (t)xi est continue car x ∈ D. Comme K est
compact, elle est uniformément continue d’après le théorème de Heine (voir par exemple [59],
chap. 4, théorème 4.19). Il existe donc ηi > 0 tel que,
∀t, t′ ∈ K, (∣∣t− t′∣∣ < ηi)⇒ (∥∥(F (t)− F (t′)) xi∥∥ < ε) .
Soit η = min {ηi | i ∈ 1;N} > 0. Soient t, t′ ∈ K tels que
∣∣t− t′∣∣ < η. Alors,∥∥ΨC(t)−ΨC(t′)∥∥∞,C  2M ε+ ε.
Ceci prouve que ΨC est uniformément continue et achève la preuve du lemme. 
Nous énonçons maintenant un critère qui permet de déterminer si un semi-groupe algébrique
est un semi-groupe fortement continu.
Lemme 4.5 Soit (Tt)t0 un semi-groupe algébrique d’opérateurs. Les assertions suivantes s’équi-
valent :
(i) la famille (Tt)t0 est un semi-groupe fortement continu ;
(ii) pour tout x ∈ X , Tt x t→0
+−−−→ x ;
(iii) les deux conditions suivantes sont vériﬁées :
a) il existe δ > 0 et M > 0 tels que sup
0tδ
‖Tt‖ M ;
b) il existe D ⊂ X dense tel que pour tout x ∈ D, on a Tt x t→0
+−−−→ x.
Démonstration : Nous montrons la chaîne d’implications (i) ⇒ (iii) ⇒ (ii) ⇒ (i).
(i) ⇒ (iii) : pour D = X , le point b) est vériﬁé. Le point a) est une conséquence directe du
lemme précédent (lemme 4.4).
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(iii) ⇒ (ii) : supposons que (Tt)t0 vériﬁe le point (iii). Soit x ∈ X . Si x ∈ D, le résultat est
direct. Sinon, soit ε > 0. Soit y ∈ D tel que ‖x− y‖ < ε. Soit t ∈ [0; δ].
‖Tt x− x‖  ‖Tt x− Tt y‖+ ‖Tt y − y‖+ ‖y − x‖ .
Comme y ∈ D, il existe η > 0 tel que, pour tout t ∈ [0; η[, ‖Tt y − y‖ < ε. Soit t ∈ [0; η[.
Alors,
‖Tt x− x‖  ε+ (1 + ‖Tt‖) ‖y − x‖
 ε+ (1 +M) ε
Ceci montre que Tt x
t→0+−−−→ x.
(ii) ⇒ (i) : Supposons que (Tt)t0 vériﬁe la condition (ii). Soit x ∈ X . Nous voulons montrer
que, pour tout s ∈ R+, la fonction ϕx : t 
→ Tt x est continue en s. Pour s = 0, c’est le cas d’après
la condition (ii). Supposons que s ∈ R+∗. Nous allons montrer que Ts+t x → Ts x pour t → 0+
et t → 0−.
Pour t → 0+, c’est une conséquence directe de la condition (ii) et du fait que Ts ∈ L(X ).
Supposons maintenant que t → 0−. Nous pouvons supposer que τ = −t ∈ [0; s]. Alors,
‖Ts+τ x− Ts x‖  ‖Ts+τ‖ × ‖x− Tτ x‖ .
Or, d’après le lemme 4.4, il existe M > 0 tel que, pour tout t˜ ∈ [0; s], ∥∥Tt˜∥∥  M . Par ailleurs,
d’après le point (ii), Tτ x
t→0−−−−→ x. Ceci montre que Ts+t x t→0
−−−−→ Ts x et achève la preuve. 
Nous déduisons du lemme précédent un résultat important sur la vitesse de croissance des
semi-groupes.
Corollaire 4.6 Soit (Tt)t0 un semi-groupe fortement continu. Alors, il existe M > 0 et ω ∈ R
tels que
∀t  0, ‖Tt‖ M eωt. ( )
Démonstration : D’après le lemme 4.4, il existe M  1 tel que sup
0τ1
‖Tτ‖  M . Soit t ∈ R+.
Alors, en notant "t# la partie entière de t, nous avons
‖Tt‖ 
∥∥Tt∥∥ ∥∥Tt−t∥∥ M ‖T1‖t .
Or,
‖T1‖t M t ln(M) = et ln(M)  et ln(M).
Finalement, pour tout t ∈ R+, nous avons
‖Tt‖ M et ln(M).
Ceci achève la preuve. 
Les constantes telles que l’inégalité ( ) jouent un rôle clef dans l’étude des semi-groupes
fortement continus. Commençons par traiter le cas où l’on peut prendre M = 1.
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Déﬁnition 4.7 Soit (Tt)t0 un semi-groupe fortement continu d’opérateurs sur X .
On dit que (Tt)t0 est contractif si l’inégalité ( ) échoit pour M = 1 et ω = 0, c’est-à-dire si
pour tout t ∈ R+, l’opérateur Tt est une contraction.
On dit que (Tt)t0 est quasi-contractif si l’inégalité ( ) échoit pour M = 1, c’est-à-dire s’il
existe ω ∈ R tel que, pour tout t ∈ R+, ‖Tt‖  eωt.
Remarque On peut ramener un semi-groupe fortement continu quasi-contractif à un semi-
groupe contractif par changement d’échelle. Plus précisément, soient (Tt)t0 un semi-groupe
fortement continu quasi-contractif et ω ∈ R tel que, pour tout t ∈ R+, ‖Tt‖  eωt.
Pour t ∈ R+, déﬁnissons T˜t def= e−ωtTt ∈ L(X ). Remarquons que pour tout t ∈ R+, l’opéra-
teur T˜t est une contraction. Par ailleurs, comme (Tt)t0 est un semi-groupe fortement continu,
nous avons que
(
T˜t
)
t0
est également un semi-groupe fortement continu. Ainsi, le semi-groupe(
T˜t
)
t0
est un semi-groupe contractif déﬁni par changement d’échelle appliqué au semi-groupe
(Tt)t0.
Nous étudions maintenant le choix optimal de constante ω vériﬁant l’inégalité ( ).
Déﬁnition 4.8 Soit (Tt)t0 un semi-groupe fortement continu d’opérateurs sur X . Le type du
semi-groupe (Tt)t0 est l’inﬁmum ω0 des valeurs ω qui vériﬁent l’inégalité ( ), c’est-à-dire
ω0
def
= inf
{
w ∈ R ∣∣ ∃M > 0, ∀t  0, ‖Tt‖ M eωt} .
L’objet du résultat suivant est d’établir un lien entre les propriétés spectrales d’un semi-
groupe et son type. Rappelons que pour tout opérateur T ∈ L(X ), le rayon spectral de T est la
quantité
r(T )
def
= sup {|λ| | λ ∈ σ(A)} .
Proposition 4.9 Soit (Tt)t0 un semi-groupe fortement continu d’opérateurs de type ω0. Alors,
pour tout t0 > 0,
ω0 = inf
t>0
1
t
ln (‖Tt‖) = lim
t→+∞
1
t
ln (‖Tt‖) = 1
t0
ln (r(Tt0)) .
Avant de prouver ce résultat, nous abordons un lemme technique.
Lemme 4.10 Soit χ : R+ → R une fonction bornée sur tout compact et sous-additive. Alors,
la limite lim
t→+∞
χ(t)
t
existe et
inf
t>0
χ(t)
t
= lim
t→+∞
χ(t)
t
.
Démonstration : Soit t0 ∈ R+∗. Considérons les fonctions
k :
⎧⎨⎩ R
+ → N
t 
→
⌊
t
t0
⌋
et s :
{
R+ → [0; t0]
t 
→ t− t0k(t) ,
de sorte que, pour tout t ∈ R+, on a t = k(t) t0 + s(t).
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Soit t ∈ R+∗. Sans perte de généralité, nous pouvons supposer t  t0. Alors,
χ(t)
t
 χ(t)
k(t) t0
 k(t) χ(t0) + χ(s(t))
k(t) t0
 χ(t0)
t0
+
χ(s(t))
k(t) t0
.
Comme s(R+) ⊂ [0; t0], la fonction t 
→ χ(s(t)) est bornée sur R+. De plus, k(t) → +∞
lorsque t → +∞. Alors, en passant au supremum puis à la limite lorsque t → +∞, nous obtenons
lim sup
t→+∞
χ(t)
t
 χ(t0)
t0
.
Ceci valant pour tout t0 > 0, nous en déduisons
lim sup
t→+∞
χ(t)
t
 inf
t>0
χ(t)
t
.
Comme par ailleurs
inf
t>0
χ(t)
t
 lim inf
t>0
χ(t)
t
,
nous obtenons
lim sup
t→+∞
χ(t)
t
 inf
t>0
χ(t)
t
 lim inf
t>0
χ(t)
t
,
ce qui achève la preuve. 
Nous pouvons maintenant prouver la proposition 4.9.
Démonstration : Considérons la fonction χ :
{
R+ → R
t 
→ ln (‖Tt‖) . Comme (Tt)t0 est un
semi-groupe fortement continu d’opérateurs, nous pouvons déduire du corollaire 4.6 que χ vériﬁe
les hypothèses du lemme 4.10 précédent. Considérons alors
v
def
= inf
t>0
ln (‖Tt‖)
t
= lim
t→+∞
ln (‖Tt‖)
t
.
Par déﬁnition, pour tout t > 0, evt  ‖Tt‖. En particulier, v  ω0.
Nous montrons maintenant que ω0  v. Soit ω > v. Nous montrons que ω  ω0. Comme
ω > v, il existe t0 > 0 tel que
ln (‖Tt0‖)
t0
 ω.
D’après le corollaire 4.6, il existe M  1 tel que pour tout t ∈ [0; t0], on a ‖Tt‖  M . En
reprenant les notations du lemme précédent (lemme 4.10) pour les fonctions k et s, nous avons
que
∀t ∈ R+∗, ln (‖Tt‖)
t
 ln (‖Tt0‖)
t0
+
ln
(∥∥Ts(t)∥∥)
k(t) t0
 ω + M
t
.
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En d’autres termes, pour tout t ∈ R+∗, nous avons ‖Tt‖  eM eωt, donc ω  ω0. Nous avons
alors
ω0 = inf
t>0
1
t
ln (‖Tt‖) = lim
t→+∞
1
t
ln (‖Tt‖) .
Pour prouver la dernière inégalité, ﬁxons t0 > 0. Remarquons que
r(T0) = lim
n→+∞ ‖T
n‖ 1n = exp
(
lim
n→+∞
‖Tn t0‖
n t0
× t0
)
.
D’après ce qui précéde, lim
n→+∞
‖Tn t0‖
n t0
= ω0. Ceci achève la preuve. 
A.2 — Générateur
Commençons par quelques remarques préliminaires. Nous avons vu précédemment (déﬁnition
4.3) que si A ∈ L(X ), alors la famille (Tt)t0 def=
(
etA
)
t0 est un semi-groupe uniformément
continu.
La réciproque de ce résultat est vraie (nous n’en détaillons pas la preuve ici et nous contentons
de renvoyer à la proposition 4.15) : si (Tt)t0 est un semi-groupe uniformément continu, alors il
existe A ∈ L(X ) tel que, pour tout t ∈ R+, on a Tt = etA. Remarquons en particulier que le
semi-groupe (Tt)t0 est alors quasi-contractif et que son type ω0 vériﬁe ω0  ‖A‖.
Remarquons par ailleurs que pour tout x ∈ X , la fonction ϕx :
{
R+ → X
t 
→ Tt x est
dérivable sur R+ et que, pour tout t ∈ R+,
ϕ′(t) =
d
ds
[Tsx]|s=t = A Ttx.
En particulier, pour t = 0,
Ax =
d
ds
[Tsx]|s=0 .
L’objectif des paragraphes qui suivent est d’étudier une notion analogue mais pour les semi-
groupes fortement continus : nous allons montrer que, dans ce cas, il est possible de déﬁnir un
opérateur a priori non continu A qui vériﬁe des propriétés similaires. L’étude qui suit ne nécessite
pas de concepts ou résultats particulièrement avancés sur les opérateurs non bornés ; aussi, nous
ne détaillons pas ici une théorie générale d’iceux, mais nous nous contentons de renvoyer à [27]
(Partie I, chap. I, section C.11) ou à [38] (Partie I, chapitre II).
Dans le cas où A n’est pas borné, on ne pourra pas utiliser un résultat de calcul fonctionnel
pour dire que « Tt = etA ». En revanche, la relation de dérivation décrite ci-dessus va nous
permettre de caractériser l’opérateur A.
Déﬁnition 4.11 Soit (Tt)t0 un semi-groupe fortement continu. Posons
D(A)
def
=
{
x ∈ X
∣∣∣∣ lim
h→0+
1
h
[Th x− x] existe
}
.
On déﬁnit un opérateur ( a priori non borné)
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A :
⎧⎨⎩ D(A) ⊂ X −→ Xx 
−→ lim
h→0+
1
h
[Th x− x] .
L’opérateur A est appelé le générateur du semi-groupe (Tt)t0.
Nous énonçons dans le résultat qui vient les propriétés élémentaires du générateur d’un
semi-groupe. Nous y montrons notamment que le générateur caractérise le semi-groupe de façon
unique.
Avant d’énoncer le résultat, rappelons que, pour n ∈ N∗, le domaine de déﬁnition de l’opérateur
(non borné a priori) An est
D(An) =
{
x ∈ X ∣∣ x ∈ D(An−1) et An−1x ∈ D(A)}
(où D(A0) = X par convention). Notons que la suite d’ensembles (D(An))n est décroissante pour
l’inclusion. Nous noterons
D(A∞) def=
⋂
n∈N
D(An).
Proposition 4.12 Soient (Tt)t0 un semi-groupe fortement continu d’opérateurs sur X et A son
générateur. Alors,
(i) pour tout x ∈ X , pour tout t ∈ R+,
lim
h→0+
1
h
∫ t+h
t
Tτ x dτ = Tt x ;
(ii) pour tout x ∈ X , pour tous s, t ∈ R+ tels que s < t, on a
∫ t
s
Ttx ∈ D(A) et
A
∫ t
s
Tτ x dτ = Tt x− Ts x ;
(iii) pour tout x ∈ D(A), pour tout t ∈ R+, Tt x ∈ D(A) ; de plus, la fonction ϕx :
{
R+ → X
t 
→ Tt x
est de classe C1 et
∀t ∈ R+, ϕ′x(t) =
d
dτ
[Tτ x]|τ=t = ATtx = TtAx ;
(iv) pour tout x ∈ D(A), pour tous s, t ∈ R+ tels que s  t,
Tt x− Ts x = A
∫ t
s
Tτ x dτ =
∫ t
s
ATτx dτ ;
(v) pour tout n ∈ N∗, pour tout x ∈ D(An) et pour tout t ∈ R+, la fonction ϕx est de classe
Cn et, pour tout k ∈ 0;n,
∀t ∈ R+, ϕ(n)x (t) = AkTtAn−k x ;
(vi) l’opérateur A est fermé et D(A∞) est dense dans X ; de plus, pour tout x ∈ D(A∞), la
fonction ϕx est de classe C∞ ;
(vii) le générateur A caractérise uniquement le semi-groupe (Tt)t0 : si (St)t0 est un semi-
groupe fortement continu de générateur A, alors (St)t0 = (Tt)t0.
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Démonstration : Nous allons prouver les points ci-dessus dans l’ordre croissant.
(i) : Soit x ∈ X . Comme le semi-groupe (Tt)t0 est fortement continu, la fonction ϕx : τ 
→ Tτ x
est continue. Ceci prouve le résultat souhaité.
(ii) : Soient x ∈ X et s, t ∈ R+ tels que s < t. Soit
y
def
=
∫ t
s
Tτ x dτ.
Nous montrons que y ∈ D(A). Soit h > 0. Sans perte de généralité, nous pouvons supposer
h <
s− t
2
. Alors,
1
h
[Thy − y] = 1
h
[
Th
∫ t
s
Tτ x dτ −
∫ t
s
Tτ x dτ
]
=
1
h
[∫ t
s
Tτ+h x dτ −
∫ t
s
Tτ x dτ
]
=
1
h
[∫ t+h
s+h
Tτ x dτ −
∫ t
s
Tτ x dτ
]
=
1
h
∫ t+h
t
Tτ x dτ︸ ︷︷ ︸
h→0+−−−−→Tt x d’après (i)
− 1
h
∫ s+h
s
Tτ x dτ︸ ︷︷ ︸
h→0+−−−−→Ts x d’après (i)
.
Ainsi, lim
h→0+
1
h
[Thy − y] existe, donc y ∈ D(A). De plus, le calcul précédent montre
Ay = lim
h→0+
1
h
[Thy − y] = Tt x− Ts x.
Ceci prouve le point (ii).
(iii) : Soient x ∈ D(A) et t ∈ R+. Montrons que Tt x ∈ D(A). Soit h > 0. Alors,
1
h
[ThTt x− Tt x] = Tt
[
1
h
(Th x− x)
]
︸ ︷︷ ︸
h→0+−−−−→Ax car x∈D(A)
.
Comme Tt ∈ L(X ), nous avons bien que Tt x ∈ D(A) et ATt x = TtAx.
De plus, le calcul ci-dessus montre que la dérivée à droite de ϕx en t est ATt x.
Nous supposons maintenant que t > 0 et nous déterminons la dérivée à gauche de ϕx en t.
Soit h < 0. Sans perte de généralité, nous pouvons supposer h ∈ [−t; 0[. Alors,
1
h
[Tt+h x− Tt x] = Tt+h
[
1
h
(x− T−h x)
]
= Tt+h
[
1
h
(x− T−h x)−Ax
]
+ Tt+hAx
Or, d’après le corollaire 4.6, il existe M > 0 tel que, pour tout h ∈ [−t; 0[, ‖Tt+h‖  M .
Alors, pour tout h ∈ [−t; 0[,
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∥∥∥∥Tt+h [1h (x− T−h x)−Ax
]∥∥∥∥ M × ∥∥∥∥1h (x− T−h x)−Ax
∥∥∥∥︸ ︷︷ ︸
h→0−−−−−→0 car x∈D(A)
.
Donc Tt+h
[
1
h
(x− T−h x)−Ax
]
h→0−−−−−→ 0.
De plus, comme ϕAx est continue, nous avons que Tt+hAx
h→0−−−−−→ TtAx.
Ceci prouve que ϕx est dérivable à gauche en t et que la dérivée à gauche de ϕx en t est
TtAx. Comme les dérivées à gauche et à droite de ϕx coïncident et que ϕx est continue en t,
nous avons bien que ϕx est dérivable et que ϕ′x = ϕAx. Comme ϕAx est continue, nous également
montré que ϕx est de classe C1.
(iv) : Ce point est une conséquence directe du fait que, pour tout x ∈ D(A), la fonction ϕx
est de classe C1 d’après le point (iii).
(v) : Ce point se prouve par récurrence sur n ∈ N. Pour n = 1, le résultat est exactement le
point (iii). Soit n  1 tel que pour tout x ∈ D(An) et pour tout t ∈ R+, la fonction ϕx est de
classe Cn et, pour tout k ∈ 0;n,
∀t ∈ R+, ϕ(n)x (t) = AkTtAn−k x.
Soient x ∈ D(An+1) et t ∈ R+. Comme x ∈ D(An), nous avons Tt x ∈ D(An). D’après le
point (iii), comme Anx ∈ D(A), nous avons TtAn x = AnTt x ∈ D(A). Ainsi, Tt x ∈ D(An+1).
Soit k ∈ 0;n. D’après l’hypothèse de récurrence et le point (iii), nous avons que ϕx est
(n+ 1)-fois dérivable et, pour tout t ∈ R+,
ϕ(n+1)x (t) = A
k × d
dτ
[
TτA
n−k x
]
|τ=t
= Ak ×A× TtAn−k x
= Ak × Tt ×A×An−k x.
Ceci prouve le point (v).
(vi) : Commençons par montrer que A est fermé. Soient (xn)n∈N ∈ (D(A))N et x, y ∈ X tels
que, lorsque n → +∞, nous avons xn → x et yn def= Axn → y. Nous montrons que y ∈ D(A)
et que Ax = y. Soit h > 0. Sans perte de généralité, nous pouvons supposer h < 1. D’après le
point (iv), pour tout n ∈ N,
Th xn − xn =
∫ h
0
Tτ yn dτ. ( )
Comme Th ∈ L(X ), nous avons Th xn − xn n→+∞−−−−−→ Th x− x.
De plus, d’après le corollaire 4.6, il existe M > 0 tel que, pour tout τ ∈ [0; 1], on a ‖Tτ‖ M .
Par ailleurs, comme la suite (yn)n converge, elle est bornée : il existe M ′ > 0 tel que, pour tout
n ∈ N, on a ‖yn‖ M ′. Alors,
∀n ∈ N, ∀τ ∈ [0; 1], ‖Ttyn‖ MM ′.
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D’après le théorème de convergence dominée, nous avons
∫ h
0
Tt yn dτ
n→+∞−−−−−→
∫ h
0
Tτ y dτ .
En passant à la limite dans l’équation ( ), il vient
Th x− x =
∫ h
0
Tτ y dτ.
En d’autres termes,
∀h ∈]0; 1[, 1
h
[Th x− x] = 1
h
∫ h
0
Tτ y dτ.
D’après le point (i) de cette preuve, en passant à la limite pour h → 0+, nous avons que x ∈ D(A)
et Ax = y. Ceci montre que A est fermé.
Nous montrons maintenant que D(A∞) est dense dans X . Soit x ∈ X . Soit η : R → R+ une
fonction de classe C∞ à support compact dans ]0; 1[ et telle que
∫ 1
0
η(s) ds = 1. Pour k ∈ N∗,
nous déﬁnissons
xk
def
= k
∫ 1
0
η(ks) Ts x ds.
Nous commençons par montrer que xk
k→+∞−−−−→ x. Soit k ∈ N∗. En eﬀectuant le changement
de variable τ = ks, nous obtenons
xk =
∫ k
0
η(τ)T τ
k
x dτ =
∫ 1
0
η(τ)T τ
k
x dτ.
D’après le corollaire 4.6, il existe M > 0 tel que, pour tout τ ∈ [0; 1], on a ‖Tτ‖ M .
Alors, pour tout τ ∈ [0; 1] et pour tout k ∈ N∗,∥∥∥η(τ)T τ
k
x
∥∥∥  η(τ) M ‖x‖ .
Cette majoration étant indépendante de k, nous pouvons appliquer le théorème de convergence
dominée et nous obtenons
xk →
∫ 1
0
η(τ)× lim
k→+∞
T τ
k
x dτ
=
∫ 1
0
η(τ)x dτ = x.
Nous montrons maintenant que, pour tout k ∈ N∗, on a xk ∈ D(A∞). Soit k ∈ N∗. Nous
commençons par montrer que xk ∈ D(A). Soit h > 0.
1
h
[Th xk − xk] = k
h
∫ 1
0
η(ks) [Ts+h x− Tsx] ds
=
k
h
[∫ 1+h
h
η(k(s− h))Ts x ds−
∫ 1
0
η(ks) Ts x ds
]
=
k
h
[∫ 1+h
0
η(k(s− h))Ts x ds−
∫ 1+h
0
η(ks) Ts x ds
]
= k
∫ 1+h
0
1
h
[η(k(s− h))− η(ks)] Ts x ds.
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Comme η est une fonction de classe C∞ à support compact dans ]0; 1[, nous avons ﬁnalement
que la limite lim
h→0+
1
h
[Th xk − xk] existe et
lim
h→0+
1
h
[Th xk − xk] = −k2
∫ 1
0
η′(ks)Ts x ds.
Ainsi, xk ∈ D(A) et Axk = −k2
∫ 1
0
η′(ks)Ts x ds.
En répétant ce même raisonnement pour les dérivées successives de η, nous pouvons montrer
par récurrence sur m que
∀m ∈ N∗, Amxk = (−1)m+1km+1
∫ 1
0
η(m)(ks)Ts x ds.
Alors, il vient bien que xk ∈ D(A∞). La dernière partie de la preuve est alors une application
directe du point (v).
(vii) : Soit t ∈ R+. Si t = 0, alors T0 = IdX = S0. Supposons maintenant que t > 0. Nous
montrons que Tt = St.
Soit x ∈ D(A∞). Soit s ∈]0; t[. Déﬁnissons une fonction
ψx :
{
[0; t] → X
s 
→ Tt−sSs x .
Remarquons que ψx(0) = Tt x et ψx(t) = St x. Nous montrons maintenant que ψx est une
fonction constante en calculant sa dérivée première.
Soit s ∈ [0; t]. Nous allons déterminer le développement limité au premier ordre de ψx en s.
Dans tout ce qui suit, h est un réel « suﬃsamment petit ». D’après le point (iii) de cette preuve,
nous avons les développements limités suivants : pour tout τ ∈ R+∗ et pour tout y ∈ X ,
Ss+h x = Ss x+ h×ASs x+ o(h)
et
Tτ−h y = Tτ y − h×ATτ y + o(h).
En combinant ces deux estimations, nous obtenons
ψx(s+ h) = Tt−s−hSs+h x
= Tt−s−hSs x+ h× Tt−s−hASsx+ o(h)
= Tt−sSs x− h×ATt−sSs x+ o(h) + h× Tt−sASs x− h2 ×ATt−sASsx+ o(h2) + o(h)
= ψx(s) + h [Tt−sASs x−ATt−sSs x] + o(h).
Ainsi, ψx est dérivable en s et
ψ′x(s)− Tt−sASs x−ATt−sSs x.
D’après le point (iii) de cette preuve, nous avons ψ′x(s) = 0. Ceci valant pour tout s ∈ [0; t],
nous avons que la fonction ψx est constante, et donc Ttx = Stx.
Les opérateurs Tt et St sont continus et coïncident sur D(A∞), qui est dense dans X . Ceci
prouve que Tt = St. Ceci valant pour tout t ∈ R+, nous avons montré le point (vii). Ceci achève
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la preuve de la proposition. 
Le résultat suivant décrit les eﬀets d’un « changement d’échelle » pour le générateur d’un
semi-groupe.
Lemme 4.13 Soit (Tt)t0 un semi-groupe fortement continu d’opérateurs de générateur A. Soient
λ ∈ C et μ ∈ R+∗. Pour tout t ∈ R+, soit St def= eλtTμt.
Alors, la famille (St)t0 est un semi-groupe fortement continu d’opérateurs dont le générateur
est B def= μA+ λ Id.
Démonstration : Comme (Tt)t0 est un semi-groupe fortement continu, la famille (St)t0 est
aussi un semi-groupe fortement continu. Soit B son générateur. Soient x ∈ D(A) et ψx : x 
→
St x. Comme x ∈ D(A), la fonction ψx est dérivable sur R+ et, pour tout t ∈ R+,
ψ′x(t) = λe
λtTμt x+ μe
λtATμt x.
En évaluant en t = 0, nous avons que x ∈ D(B) et
B x = ψ′x(0) = λx+ μAx.
Ceci achève la preuve. 
Pour un semi-groupe fortement continu, le type du semi-groupe (déﬁni à la déﬁnition 4.8)
est lié aux propriétés spectrales du générateur. Ce fait est l’objet du résultat suivant.
Proposition 4.14 Soit (Tt)t0 un semi-groupe fortement continu d’opérateurs de générateur A
et de type ω0. Soit
s(A)
def
= sup {(λ) | λ ∈ σ(A)} ∈ R ∪ {−∞} .
Alors, on a
−∞  s(A)  ω0.
Démonstration : Soit λ ∈ C tel que (λ) > ω0. Nous montrons que λ /∈ σ(A). Pour t ∈ R+,
considérons l’opérateur St
def
= e−λtTt. D’après le lemme 4.13, la famille (St)t0 est un semi-groupe
fortement continu d’opérateur dont le générateur est B = A − λ Id. Nous voulons montrer que
λ /∈ σ(A). Nous allons donc montrer que 0 /∈ σ(B), c’est-à-dire que B est inversible et admet un
inverse continu.
Remarquons que le type du semi-groupe (St)t0 est ω1
def
= ω0 − λ < 0. En particulier, il
existe ω > 0 et M ∈ R+ tels que
∀t  0, ‖St‖ Me−ωt.
Notons en particulier que, pour tout x ∈ X , on a St x t→+∞−−−−→ 0, et ‖Stx‖ = Ot→+∞
(
e−ωt
)
.
Considérons alors l’application
C :
⎧⎨⎩ X −→ Xx 
−→ − ∫ +∞
0
Sτ x dτ
.
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Remarquons que, pour tout x ∈ X , l’intégrale déﬁnissant Cx converge normalement. En parti-
culier, Cx est bien déﬁni et
‖Cx‖ 
∫ +∞
0
‖Sτ‖ ‖x‖  M
ω
‖x‖ .
Ainsi, C est une application linéaire continue déﬁnie sur X tout entier. Nous allons montrer
que C est l’inverse de B.
Soit x ∈ X . D’après la proposition 4.12-(ii), nous avons, pour tout t  0,
St x− x︸ ︷︷ ︸
t→+∞−−−−→−x
= B
∫ t
0
Sτ x dτ︸ ︷︷ ︸
t→+∞−−−−→−Cx
.
Comme B est un opérateur fermé (d’après la proposition 4.12-(vi)), les limites ci-dessus nous
disent que Cx ∈ D(B) et BC x = x.
Soit maintenant x ∈ D(B). Alors, par déﬁnition de C Bx,
−
∫ t
0
Sτ Bx dτ
t→+∞−−−−→ CB x.
Or, d’après la proposition 4.12-(iv), pour tout t  0,
−
∫ t
0
Sτ Bx dτ = x− St x t→+∞−−−−→ x.
Ainsi, nous avons bien CB x = x.
Finalement, les opérateurs CB et BC coïncident avec Id sur D(B), qui est dense dans X
(d’après la proposition 4.12-(vi)). Ainsi, BC = CB = IdX ∈ L(X ). En particulier, B est inver-
sible. Ceci achève la preuve. 
Rappelons pour terminer un résultat sur le générateur des semi-groupes uniformément conti-
nus, que nous avons déjà croisé dans notre étude sans le mentionner explicitement. Nous ne le
prouvons pas dans ce document, et nous nous contentons de renvoyer à [28], théorème I.3.7, pour
une preuve complète.
Proposition 4.15 Soit (Tt)t0 un semi-groupe fortement continu d’opérateurs de générateur A.
Les assertions suivantes s’équivalent :
(i) le semi-groupe (Tt)t0 est uniformément continu ;
(ii) le générateur A est un opérateur borné.
A.3 — Co-générateur d’un semi-groupe
Le générateur d’un semi-groupe présente l’inconvénient non négligeable d’être un opérateur
a priori non borné. Nous allons déﬁnir un nouvel opérateur qui caractérise le semi-groupe et
qui est continu : il s’agit du co-générateur. Le prix à payer est une hypothèse spectrale sur le
générateur du semi-groupe. Commençons par déﬁnir le co-générateur.
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Déﬁnition et proposition 4.16 Soit (Tt)t0 un semi-groupe fortement continu d’opérateurs
de générateur A. On suppose que 1 /∈ σ(A).
Le cogénérateur de (Tt)t0 est alors l’opérateur
V = (A+ Id)(A− Id)−1 ∈ L(X ).
Remarquons que dans ce cas, on a 1 /∈ σp(V ) et A = (V + Id)(V − Id)−1.
Démonstration : Il suﬃt de vériﬁer que
V = (A+ Id)(A− Id)−1 = Id+2(A− Id)−1 ∈ L(X ).
Comme (A− Id)−1 ∈ L(X ), l’égalité précédente montre bien que 1 /∈ σp(V ) et que
(V − Id)−1 = 1
2
(A− Id).
Alors,
(V + Id)(V − Id)−1 = Id+2(V − Id)−1 = A.
Ceci achève la preuve. 
Nous commençons par prouver que, lorsqu’il existe, le co-générateur caractérise le semi-
groupe.
Proposition 4.17 Le co-générateur caractérise uniquement le semi-groupe : soient (Tt)t0 et
(St)t0 deux semi-groupes fortement continus qui admettent un co-générateur. Supposons que le
co-générateur de (Tt)t0 est le co-générateur de (St).
Alors, pour tout t ∈ R+, Tt = St.
Démonstration : Soient A le générateur de (Tt)t0 et B le générateur de (St)t0. Alors, en
reprenant la preuve de la déﬁnition et proposition précédente, nous avons que
A = (V + Id)(V − Id)−1 = B.
Ainsi, A = B. Comme le générateur détermine uniquement le semi-groupe (proposition 4.12-
(vii)), nous avons bien que (Tt)t0 = (St)t0. Ceci achève la preuve. 
La proposition suivante montre que si le semi-groupe est « assez petit », il admet nécessaire-
ment un co-générateur.
Proposition 4.18 Soit (Tt)t0 un semi-groupe d’opérateurs fortement continu de générateur A
et de type ω0. On suppose que ω0 < 1.
Alors, le semi-groupe (Tt)t0 admet un co-générateur.
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Démonstration : Comme ω0 < 1, nous déduisons de la proposition 4.14 que, pour tout
λ ∈ σ(A), on a (λ) < 1. En particulier, 1 /∈ σ(A). Ceci achève la preuve. 
Cette proposition s’applique naturellement aux semi-groupes de contractions.
Corollaire 4.19 Soit (Tt)t0 un semi-groupe fortement continu de contractions : pour tout t  0,
Tt est une contraction.
Alors, (Tt)t0 admet un co-générateur.
Démonstration : Pour tout t  0, ‖Tt‖  1. En particulier, en notant ω0 le type de (Tt)t0,
nous avons ω0  0. Le résultat est alors une conséquence directe de la proposition 4.18. 
Une étude complète des semi-groupes de contractions peut être trouvée dans le livre de Nagy
et Foias ([65], chapitre III, sections 8 et 9). Le résultat suivant est une séléction des résultats les
plus importants dans le cadre de notre étude.
Théorème 4.20 (Nagy-Foias, admis) 1. Soit (Tt)t0 un semi-groupe de contractions, et
V son co-générateur. L’opérateur V est une contraction telle que 1 /∈ σp(V ).
2. Soit V une contraction telle que 1 /∈ σp(V ). Alors, il existe un semi-groupe d’opérateurs
fortement continu dont le co-générateur est V .
3. Soient (Tt)t0 un semi-groupe fortement continu de contractions et V son co-générateur.
Alors,
(i) l’opérateur V est normal si et seulement si pour tout t ∈ R+, l’opérateur Tt est normal ;
(ii) l’opérateur V est auto-adjoint si et seulement si pour tout t ∈ R+, l’opérateur Tt est
auto-adjoint ;
(iii) l’opérateur V est unitaire si et seulement si pour tout t ∈ R+, l’opérateur Tt est
unitaire ;
(iv) l’opérateur V est une contraction de classe C0• si et seulement si pour tout t ∈ R+∗,
l’opérateur Tt est une contraction de classe C0•.
L’objectif des résultats qui viennent est de démontrer un résultat analogue pour les semi-
groupes d’opérateurs concaves. Remarquons avant tout que ce résultat est vrai pour les semi-
groupes d’opérateurs 2-isométriques (voir par exemple [34]), ou pour les m-isométries (voir [15]).
La preuve que nous suivons ici est une légère adaptation du cas des 2-hyper-contractions (ou,
avec la terminologie de ce manuscrit, des « contractions convexes ») que l’on peut trouver dans
[40].
À partir de maintenant, sauf mention explicite du contraire, les (semi-groupes d’)opérateurs
sont déﬁnis sur un espace de Hilbert H sur C, de dimension inﬁnie et séparable.
Nous commençons par établir l’existence d’un co-générateur pour les semi-groupes concaves.
Lemme 4.21 Soit (Tt)t0 un semi-groupe fortement continu d’opérateurs tel que T1 est concave.
Alors, le semi-groupe (Tt)t0 admet un co-générateur.
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Démonstration : Le type de (Tt)t0 est ω0 = ln(r(T1)) d’après la proposition 4.9. Or, comme
T est concave, d’après la proposition 3.17,
∀n ∈ N, ∀x ∈ X , ‖Tnx‖ 
√
‖x‖2 + n
(
‖Tx‖2 − ‖x‖2
)
.
Alors,
‖Tn1 ‖ 
√
1 + n
(
‖T1‖2 + 1
)
.
Alors, r(T1) = lim
n→+∞ ‖T
n‖ 1n  1. Nous en déduisons que ω0  0. Ainsi, (Tt)t0 admet un co-
générateur d’après la proposition 4.18. Ceci achève la preuve. 
Nous pouvons maintenant énoncer l’analogue du théorème 4.20 pour les semi-groupes concaves.
Proposition 4.22 Soit (Tt)t0 un semi-groupe d’opérateur fortement continu qui admet un co-
générateur V . Les assertions suivantes s’équivalent :
(i) pour tout t ∈ R+∗, l’opérateur Tt est concave ;
(ii) pour tout x ∈ H, la fonction ψx :
{
R+ → R
t 
→ ‖Tt x‖2 est concave ;
(iii) pour tout y ∈ D(A2),  (〈A2y, y〉)+ ‖Ay‖2  0 ;
(iv) l’opérateur V est concave.
Démonstration : Nous montrons successivement les équivalences suivantes : (i) ⇔ (ii), (ii) ⇔
(iii), et (iii) ⇔ (iv).
(i) ⇒ (ii) : Soit x ∈ H. Montrons que la fonction ψx est concave. Pour cela, comme ϕx : t 
→
Tt x est continue, la fonction ψx est aussi continue et il suﬃt de montrer que
∀t, t′ ∈ R+ tels que t  t′, 1
2
(
ψx(t) + ψx(t
′)
)
 ψx
(
t+ t′
2
)
.
Soient t, t′ ∈ R+ tels que t  t′, et τ = t
′ − t
2
. Comme l’opérateur Tτ est concave, nous avons∥∥T 2τ Tt x∥∥2 + ‖Tt x‖2  2 ‖TτTt x‖2 ,
c’est-à-dire
ψx(t+ 2τ) + ψx(t)  2ψx(t+ τ).
Ceci prouve le résultat recherché.
(ii) ⇒ (i) : Soient t ∈ R+ et x ∈ H. Comme la fonction ψx est concave, nous avons
ψx(2t) + ψx(0)  2ψx (t) ,
c’est-à-dire que ∥∥T 2t x∥∥2 + ‖x‖2  2 ‖Tt x‖2 .
Ceci valant pour tout x ∈ H, nous avons bien montré que Tt est concave.
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(ii) ⇒ (iii) : Soit y ∈ D(A2). Nous savons que la fonction ϕy : t 
→ Tt y est de classe C2
(d’après la proposition 4.12). Ainsi, la fonction ψy est également de classe C2 et, pour tout t  0,
ψ′′y (t) =
〈
A2Tty, Tty
〉
+ 2 〈ATty,ATt, y〉+
〈
Tty,A
2Tty
〉
= 2
(
 (〈A2Tty, Tty〉)+ ‖ATty‖2) .
En évaluant en t = 0, nous obtenons
ψ′′y (0) = 2
(
 (〈A2y, y〉)+ ‖Ay‖2) .
Comme ψy est concave, nous avons ψ′′y (0)  0. Ceci prouve l’implication.
(iii) ⇒ (ii) : Soit x ∈ H. Nous commençons par supposer que x ∈ D(A2). Alors, pour tout
t  0, on a Tt x ∈ D(A2) (d’après la proposition 4.12). Le même calcul que pour l’implication
(ii) ⇒ (iii) montre alors que, pour tout t  0, la fonction ψTt x est de classe C2 et
ψ′′x(t) = 2
(
 (〈A2Tty, Tty〉)+ ‖ATty‖2)  0.
Ainsi, ψx est concave.
Supposons maintenant que x /∈ D(A2). Comme D(A2) est dense dans H (d’après la propo-
sition 4.12), il existe une suite (xn)n∈N ∈ (D(A))N telle que xn → x lorsque n → +∞. Soient t,
t′ ∈ R+ et τ ∈ [0; 1]. Pour tout n ∈ N, la fonction ψxn est concave donc
∀n ∈ N, (1− τ) ‖Tt xn‖2 + τ ‖Ts xn‖2 
∥∥T(1−τ)t+τs xn∥∥2 .
Comme Tt, Ts et T(1−τ)t+τs sont continus, nous pouvons passer à la limite (pour n → +∞) dans
l’inégalité précédente et nous obtenons
(1− τ) ‖Tt x‖2 + τ ‖Tt′ x‖2 
∥∥T(1−τ)t+τt′ x∥∥2 .
Ceci prouve que ψx est concave.
(iii) ⇒ (iv) : Nous avons déjà montré que (iii) ⇒ (i). En particulier, si A désigne le générateur
de (Tt)t0, le lemme 4.21 nous dit que 1 /∈ σ(A).
Soit x ∈ H. Soit y def= (A− Id)−2x. Remarquons que y ∈ D(A2). Par ailleurs,
∥∥V 2x∥∥2 + ‖x‖2 − 2 ‖V x‖2 = ∥∥(A+ I)2y∥∥2 + ∥∥(A− I)2y∥∥2 − 2 ∥∥(A2 − I)y∥∥2
= 4
〈
A2y, y
〉
+ 8 〈Ay,Ay〉+ 4 〈y,A2y〉
= 8
(
 〈A2y, y〉+ ‖Ay‖2)
 0.
Ainsi, l’opérateur V est concave.
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(iv) ⇒ (iii) : Soit y ∈ D(A2). Soit x = A2y − 2Ay + y ∈ H, de sorte que y = (A − Id)−2x.
Alors, comme V est concave, le calcul détaillé dans la preuve de (iii) ⇒ (iv) fournit le résultat
souhaité.
Ceci achève la preuve. 
Nous énonçons maintenant un résultat qui porte sur les sous-espaces « invariants par un
semi-groupe ». Pour le prouver, nous suivons une méthode inspirée de [32] (chapitre II, section
10, théorème 10-9).
Proposition et déﬁnition 4.23 Soit (Tt)t0 un semi-groupe fortement continu de générateur
A dont le type vériﬁe ω0 < 1. Soient V le co-générateur de (Tt)t0 et M un sous-espace fermé
de X . Les assertions suivantes s’équivalent :
(i) pour tout t ∈ R+, le sous-espace M est invariant par Tt ;
(ii) le sous-espace M est invariant par V .
Lorsque ces assertions équivalentes sont vériﬁées, on dit que M est un sous-espace invariant
pour le semi-groupe (Tt)t0.
Démonstration : Montrons les implications successivement.
(i) ⇒ (ii) : En reprenant la preuve de la proposition 4.9 avec λ = 1, nous avons
∀x ∈ X , (A− Id)−1 x = −
∫ +∞
0
e−τTτ x dτ.
En particulier, le sous-espace M est un sous-espace invariant pour (A− Id)−1 ∈ L(X ). Comme
V = Id+2(A − Id)−1 (d’après la proposition 4.16), nous avons bien que M est un sous-espace
invariant pour V .
(ii) ⇒ (i) : Comme ω0 < 1, un argument de calcul fonctionnel holomorphe (détaillé par
exemple dans l’annexe B) nous donne que,
∀t ∈ R+, Tt = exp
(
t
V + Id
V − Id
)
.
En particulier, comme M est un sous-espace fermé invariant pour V , nous avons bien que, pour
tout t ∈ R+, le sous-espace M est invariant pour Tt. Ceci achève la preuve. 
A.4 — Exemples
Nous allons maintenant illustrer les diﬀérentes notions présentées précédemment par des
exemples rattachés aux opérateurs de décalage. Notons que ces exemples présentent aussi l’avan-
tage de jouer un rôle important dans notre étude de l’universalité des semi-groupes. Avant d’étu-
dier ces exemples particuliers, précisons quelques points.
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Rappels Nous rappelons ici le théorème de Paley-Wiener (théorème 1.69), à savoir que l’ap-
plication
PW :
⎧⎨⎩
L2(R+) −→ H2(Π+)
f 
−→
(
Z 
→
∫ +∞
0
f(t)eitZ dt
)
est un isomorphisme isométrique d’espaces de Hilbert.
Rappelons encore que pour tout t ∈ R+, nous considérons, comme au lemme 3.4, les opérateurs
de décalage vers la droite
Dt :
{
L2(R+) −→ L2(R+)
f 
−→ f(• − t) ∈ L(L
2(R+))
et vers la gauche
Gt :
{
L2(R+) −→ L2(R+)
f 
−→ f(•+ t) ∈ L(L
2(R+)).
Les deux lemmes qui viennent sont dédiés à l’étude des opérateurs Δt, déﬁnis comme les
images par l’isomorphisme de Paley-Wiener des opérateurs Dt.
Lemme 4.24 Soient t ∈ R+ et Δt def= PWDt PW∗ ∈ L(H2(Π+)). L’opérateur Δt est l’opéra-
teur de multiplication décrit par
Δt = MeitZ :
{
H2(Π+) −→ H2(Π+)
F 
−→ (Z 
→ eitZF (Z)) .
Démonstration : Commençons par remarquer que comme Dt est une isométrie et PW est
unitaire, l’opérateur Δt ∈ L(H2(Π+)) est bien déﬁni. Par ailleurs, comme L1(R+) ∩ L2(R+) est
dense dans L2(R+), pour montrer le lemme il suﬃt de montrer que
∀f ∈ L1(R+) ∩ L2(R+), Δt PW(f) = PWDt(f).
Soit f ∈ L1(R+) ∩ L2(R+). Soit Z ∈ Π+. Alors,
PWDt(f) (Z) =
∫ +∞
0
f(τ − t) eiτZ dτ
=
∫ +∞
t
f(τ − t) eiτZ dτ
= eitZ
∫ +∞
0
f(s) eisZ ds (en eﬀectuant le changement de variable s = τ − t)
= eitZ × (PW(F ) (Z))
= Δt PW(F ) (Z).
Ceci vaut pour tout Z ∈ Π+ et achève donc la preuve du lemme. 
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Lemme 4.25 Soit t ∈ R+∗. Soit Γt l’opérateur non borné sur H2(Π+) décrit par
Γt :
⎧⎨⎩
H2(Π+) −→ H2(Π+)
F 
−→
(
Z 
→
(
eitZ + 1
eitZ − 1
)
× F (Z)
)
.
Alors, Γt = (Δt + Id)(Δt − Id)−1.
Rappelons qu’avec les notations précédentes, pour tout t ∈ R+∗, nous avons 1 ∈ σ(Dt), mais
1 /∈ σp(Dt). Comme Dt et Δt sont unitairement équivalents, il en va de même pour Δt. En
particulier, (Δt − Id) est injectif. L’opérateur (Δt − Id)−1 doit alors être compris comme étant
l’opérateur déﬁni sur Im(Dt − Id) qui est l’inverse à gauche de Dt.
Démonstration : Pour prouver le lemme, il suﬃt de montrer que, pour toute F ∈ H2(Π+),
(Δt − Id)Γt(F ) = (Δt + Id)F (Z).
Soit Z ∈ Π+. On a
(Δt − Id) Γt(F ) (Z) = eitZ Γt(F ) (Z)− Γt(F ) (Z)
=
(
eitZ − 1)× (eitZ + 1
eitZ − 1
)
× F (Z)
=
(
eitZ + 1
)× F (Z)
= (Δt + Id)(F ) (Z).
Ceci achève la preuve. 
Nous détaillons maintenant l’étude de trois semi-groupes, tous liés aux opérateurs de décalage.
Il s’agit
— des semi-groupes d’opérateurs de décalage (Dt)t0 et (Gt)t0 ;
— du semi-groupe dont le générateur est D1 ;
— du semi-groupe dont le co-générateur est D1.
A.4.a) — Semi-groupe d’opérateurs de décalage
Nous commençons par étudier le semi-groupe d’opérateurs de décalage vers la droite (Dt)t0.
Proposition 4.26 La famille (Dt)t0 est un semi-groupe fortement continu d’isométries sur
L2(R+). Le générateur de ce semi-groupe est l’opérateur
A :
{
D(A) ⊂ L2(R+) → L2(R+)
f 
→ −f ′ .
Le co-générateur est unitairement équivalent (grâce à l’isomorphisme de théorème de Paley-
Wiener) à l’opérateur
V :
⎧⎨⎩ H
2(Π+) −→ H2(Π+)
F 
−→
(
Z 
→
(
iZ + 1
iZ − 1
)
× F (Z)
) ∈ L(H2(Π+)).
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Remarque Comme l’opérateur A n’est pas un opérateur continu sur L2(R+), le semi-groupe
(Dt)t0 est un exemple de semi-groupe fortement continu qui n’est pas un semi-groupe unifor-
mément continu (d’après la proposition 4.15).
Nous prouvons maintenant la proposition 4.26.
Démonstration : Commençons par remarquer que la famille (Dt)t0 est bien un semi-groupe
algébrique d’opérateurs sur X = L2(R+). En eﬀet,
(i) nous avons T0 = IdL2(R+) ;
(ii) pour tous t, s ∈ R+ et pour toute f ∈ L2(R+), Dt+s(f) = Dt ◦Ds(f).
Grâce au lemme 4.5, nous pouvons vériﬁer que (Dt)t0 est un semi-groupe fortement continu.
a) Remarquons que pour tout t ∈ R+, l’opérateur Dt est une isométrie. Alors, pour δ = 42 et
pour M = 1, nous avons bien sup
0tδ
‖Dt‖ M .
b) SoitD = C∞c (R+∗) l’ensemble des fonctions lisses à support compact dans R+∗. Nous savons
que D est dense dans L2(R+) (voir par exemple [17], corollaire IV.23). Nous montrons que,
pour toute ϕ ∈ D, on a Dt(ϕ) → ϕ lorsque t → 0+.
Soit ϕ ∈ C∞c (R+). Soit A > 0 tel que supp(ϕ) ⊂ [0;A]. Remarquons que ϕ′ ∈ C∞c (R+)
et que supp(ϕ′) ⊂ [0;A]. Par ailleurs, il existe M > 0 tel que, pour tout x ∈ R+, on a∣∣ϕ′(x)∣∣ M .
Soit t ∈ R+. Sans perte de généralité, nous pouvons supposer que t ∈ [0; 1].
‖Dt(ϕ)− ϕ‖2 =
∫ +∞
0
|ϕ(x)− ϕ(x− t)|2 dx
=
∫ A+1
0
∣∣∣∣∫ x
x−t
ϕ′(s) ds
∣∣∣∣2 dx

∫ A+1
0
(∫ x
x−t
∣∣ϕ′(s)∣∣ ds)2 dx (par croissance de l’intégrale).
Or, pour tout t ∈ [0; 1],
∫ x
x−t
∣∣ϕ′(s)∣∣ ds  t×M,
donc
0  ‖Dt(f)− f‖2 
∫ A+1
0
t2M2 dx = t2M2(A+ 1)
t→0+−−−→ 0.
Ceci montre le résultat souhaité.
Ainsi, d’après le lemme 4.5, le semi-groupe (Dt)t0 est un semi-groupe fortement continu
d’opérateurs.
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Calcul du générateur Pour montrer que A est le générateur de (Dt)t0, il suﬃt de montrer
que, pour toute ϕ ∈ C∞c (R+∗), nous avons ϕ ∈ D(A) et Aϕ = −ϕ′. Fixons donc ϕ ∈ C∞c (R+∗).
Soit x ∈ R+. Comme la fonction ϕ est dérivable en x, nous avons
lim
h→0+
1
h
[Thϕ− ϕ] (x) = lim
h→0
1
h
[ϕ(x− h)− ϕ(x)] = −ϕ′(x).
Ceci valant pour tout x ∈ R+, puis pour toute ϕ ∈ C∞c (R+∗), nous avons bien montré que A est
le générateur de (Dt)t0.
Calcul du co-générateur Pour calculer le co-générateur, nous allons transporter le pro-
blème dans H2(Π+) grâce à l’isomorphisme unitaire PW. Pour cela, commençons par remarquer
que, d’après le lemme 4.24, les semi-groupes (Dt)t0 et (Δt)t0 sont unitairement équivalents :
∀t  0, Δt = PWDt PW .
Alors, le générateur A de (Δt)t0 est l’opérateur A = PWAPW. Remarquons que nous pouvons
par ailleurs calculer directement l’opérateur A : en eﬀet, soient F ∈ D(A) et Z ∈ Π+. Alors,
lim
h→0+
1
h
[Δh(F )− F ] (Z) = lim
h→0+
1
h
[(
eihZ − 1
)
F (Z)
]
= iZ F (Z).
Ainsi, le générateur de (Δt)t0 est l’opérateur
A :
{
D(A) ⊂ H2(Π+) −→ H2(Π+)
F 
−→ (Z 
→ iZ F (Z)) .
Soit V l’opérateur introduit dans l’énoncé de la proposition. Nous montrons que V est le co-
générateur de (Δt)t0, c’est-à-dire que V = (A+ Id)(A− Id)−1. Soient F ∈ H2(Π+) et Z ∈ Π+.
Nous avons
(A− Id)V (F ) (Z) = (iZ − 1)× V (F ) (Z)
= (iZ − 1)×
[
iZ + 1
iZ − 1F (Z)
]
= (iZ + 1)× F (Z)
= (A+ Id)(F ) (Z).
Ceci achève la preuve du lemme. 
Nous pouvons étudier d’une façon similaire le semi-groupe d’opérateurs de décalage vers la
gauche.
Corollaire 4.27 La famille (Gt)t0 est un semi-groupe d’opérateurs fortement continu. Le gé-
nérateur de ce semi-groupe est l’opérateur
A :
{
D(A) ⊂ L2(R+) → L2(R+)
f 
→ f ′ .
Le co-générateur est unitairement équivalent (grâce à l’isomorphisme de théorème de Paley-
Wiener) à l’opérateur
V :
⎧⎨⎩ H
2(Π+) −→ H2(Π+)
F 
−→
(
Z 
→
(−iZ + 1
−iZ − 1
)
× F (Z)
) ∈ L(H2(Π+)).
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Esquisse de démonstration : Il suﬃt de reprendre la première partie de la preuve de la proposition
4.26 en l’adaptant au cas du décalage à gauche et non à droite. 
A.4.b) — Semi-groupe engendré par un opérateur de décalage
Nous étudions maintenant le semi-groupe dont le générateur est l’opérateur de décalage vers
la droite D = D1 ∈ L2(R+). Comme D1 est continu, nous savons qu’il engendre un semi-groupe
uniformément continu (proposition 4.15).
Proposition 4.28 Soit (Ut)t0 le semi-groupe uniformément continu dont le générateur est D1.
Alors, pour tout t ∈ R+, l’opérateur Ut est unitairement équivalent (par l’isomorphisme du théo-
rème de Paley-Wiener) à l’opérateur
Vt :
{
H2(Π+) −→ H2(Π+)
F 
−→ (Z 
→ exp (te−iZ)× F (Z)) ∈ L(H2(Π+)).
Remarque Reprenons les notations de la proposition ci-dessus. Comme 1 ∈ σ(D1), nous ne
pouvons pas déﬁnir le co-générateur du semi-groupe (Ut)t0.
Démonstration : Avant d’attaquer la démonstration, rappelons que l’on peut voir H2(Π+)
comme un sous-espace fermé de L2(R) (par passage à la limite non-tangentielle d’après la pro-
position 1.70), et que la convergence dans L2(R) d’une suite d’éléments de H2(Π+) entraîne la
convergence de la suite dans H2(Π+). Ainsi, dans toute cette preuve, nous assimilerons par abus
de langage les éléments F ∈ H2(Π+) et la limite non-tangentielle F ∗ ∈ L2(R). Nous commettrons
un abus de langage similaire pour les opérateurs continus sur H2(Π+).
Nous montrons que (Vt)t0 déﬁni comme dans l’énoncé est un semi-groupe fortement continu
d’opérateurs dont le générateur est Δ1. Alors, comme tout semi-groupe dont le générateur est
continu est un semi-groupe uniformément continu (proposition 4.15) et comme Δ1 et D1 sont
unitairement équivalents (lemme 4.24), nous avons montré le résultat souhaité.
Commençons par vériﬁer que (Vt)t0 est un semi-groupe fortement continu d’opérateurs. Il
découle directement de la déﬁnition de (Vt)t0 que cette famille est un semi-groupe algébrique
d’opérateur.
Soit F ∈ H2(Π+) ⊂ L2(R). Nous montrons que VtF t→0
+−−−→ F dans L2(R). Soit t ∈ R+. Sans
perte de généralité, nous pouvons supposer t  1.
‖VtF − F‖2L2(R) =
∫
R
|(VtF − F )(z)|2 dz
=
∫
R
∣∣(exp (te−iz)− 1) F (z)∣∣2 dz
Or, pour tout t ∈ [0; 1] et pour tout z ∈ R,∣∣exp (te−iz)∣∣  exp(t)  e.
Ainsi,
∀z ∈ R, ∀t ∈ [0; 1], ∣∣(exp (te−iz)− 1) F (z)∣∣2  e2 |F (z)|2 .
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Comme F ∈ L2(R+), nous pouvons appliquer le théorème de convergence dominée et nous
obtenons
lim
h→0+
‖VtF − F‖2L2(R) =
∫
R
0 dz = 0.
Ceci valant pour tout F ∈ H2(Π+), nous avons bien que (Vt)t0 est un semi-groupe continu
d’opérateurs (d’après le lemme 4.5).
Nous montrons maintenant que Δ1 est le générateur de (Vt)t0. Soit F ∈ H2(Π+). Commen-
çons par établir une majoration technique.
Soient z ∈ R et la fonction auxiliaire αz :
{
R+ → C
t 
→ exp (te−iz) . La fonction αz est
dérivable et, pour tout t ∈ R+,
α′z(t) = e
−iz exp
(
te−iz
)
.
Remarquons en particulier que l’on a
∀z ∈ R, ∀t ∈ [0; 1], ∣∣α′z(t)∣∣  exp(t)  e.
Alors, d’après l’inégalité des accroissements ﬁnis, nous avons
∀z ∈ R, ∀t ∈]0; 1],
∣∣∣∣∣exp
(
te−iz
)− 1
t
∣∣∣∣∣  e.
Nous en déduisons en particulier que l’on a
∀z ∈ R, ∀t ∈]0; 1],
∣∣∣∣∣
(
exp
(
te−iz
)− 1
t
− e−iz
)
F (z)
∣∣∣∣∣
2
 (1 + e)2 |F (z)|2 .
Nous pouvons maintenant utiliser cette majoration pour déterminer le générateur de (Vt)t0. En
eﬀet, pour tout t ∈]0; 1],
∥∥∥∥VtF − Ft −Δ1F
∥∥∥∥2
L2(R)
=
∫
R
∣∣∣∣∣
(
exp
(
te−iz
)− 1
t
− e−iz
)
F (z)
∣∣∣∣∣
2
dz.
Alors, d’après le théorème de convergence dominée, nous avons bien
lim
t→0+
∥∥∥∥VtF − Ft −Δ1F
∥∥∥∥2
L2(R)
=
∫
R
lim
t→0+
∣∣∣∣∣exp
(
te−iz
)− 1
t
− e−iz
∣∣∣∣∣
2
× |F (Z)|2 dz =
∫
R
0 dz = 0.
Ainsi, la fonction ϕF : t 
→ VtF est dérivable en 0+, donc F ∈ D(A) et
AF =
(
Z 
→ e−iz F (Z)) = Δ1F.
Ceci achève la preuve. 
Les mêmes arguments et techniques de preuve s’appliquent au cas du semi-groupe dont le
générateur est G1.
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Corollaire 4.29 (admis) Soit (Vt)t0 le semi-groupe dont les membres sont déﬁnis par
Vt :
{
H2(Π+) −→ H2(Π+)
F 
−→ (Z 
→ exp (teiZ)× F (Z)) ∈ L(H2(Π+)).
Alors, (Vt)t0 est un semi-groupe continu d’opérateurs dont le générateur est unitairement
équivalent à G1.
A.4.c) — Semi-groupes co-engendrés par un opérateur de décalage
Nous terminons notre série d’exemples en étudiant le semi-groupe dont le co-générateur est
D1.
Proposition 4.30 Pour t ∈ R+, soit
Σt :
⎧⎨⎩
H2(Π+) −→ H2(Π+)
F 
−→
(
Z 
→ exp
(
t
eiZ + 1
eiZ − 1
)
× F (Z)
) ∈ L(H2(Π+)).
La famille (Σt)t0 est un semi-groupe fortement continu d’opérateurs dont le générateur est
A :
⎧⎨⎩
H2(Π+) −→ H2(Π+)
F 
−→
(
Z 
→ e
iZ + 1
eiZ − 1 × F (Z)
)
.
et le co-générateur V = Δ1 est unitairement équivalent à D1.
Démonstration : Comme Δ1 ∈ L(H2(Π+)) est une contraction telle que 1 /∈ σp(Δ1), d’après
le théorème 4.20, il existe un semi-groupe fortement continu de contractions (Σ˜t)t0 dont le co-
générateur est Δ1. De plus, d’après le lemme 4.25, nous savons que le générateur de (Σ˜t)t0 est
l’opérateur non continu sur H2(Π+) décrit par
A
def
= Γ1 :
⎧⎨⎩
H2(Π+) −→ H2(Π+)
F 
−→
(
Z 
→
(
eiZ + 1
eiZ − 1
)
× F (Z)
)
.
Nous montrons maintenant que pour tout t ∈ R+, Σt = Σ˜t.
Soit F ∈ D(A). Soit Z ∈ Π+. Nous considérons la fonction
ϕF,Z :
{
R+ −→ C
t 
−→ Σ˜t(F ) (Z) .
Comme F ∈ D(A), d’après la proposition 4.12 et vu que l’évaluation eZ : F 
→ F (Z) est
continue, la fonction ϕF,Z est dérivable sur R+ et, pour tout t ∈ R+,
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ϕ′F,Z(t) = eZ
[(
d
dτ
(
τ 
→ Σ˜t(F )
))
|τ=t
]
= eZ
[
A Σ˜t(F )
]
=
(
eiZ + 1
eiZ − 1
)
Σ˜t(F ) (Z)
=
(
eiZ + 1
eiZ − 1
)
ϕF,Z(t).
En d’autres termes, la fonction ϕF,Z est une solution du problème de Cauchy
(P)
⎧⎨⎩ y′(t) =
(
eiZ + 1
eiZ − 1
)
y(t)
y(0) = F (Z)
.
Par unicité de la solution du problème de Cauchy ci-dessus, nous avons ﬁnalement
∀t ∈ R+, ϕF,Z = exp
(
t
eiZ + 1
eiZ − 1
)
× F (Z).
En d’autres termes, pour tout t ∈ R+ et pour toute F ∈ D(A), nous avons
∀Z ∈ Π+, Σ˜t(F ) (Z) = Σt(F ) (Z).
Ainsi, les opérateurs Σ˜t et Σt coïncident sur D(A). Comme Σ˜t est continu et comme D(A)
est dense dans H2(Π+) (d’après la proposition 4.12), nous avons que Σt est bien un opérateur
continu sur H2(Π+) et Σt = Σ˜t. Ceci vaut pour tout t  0 et achève donc la preuve. 
B) Universalité des semi-groupes d’opérateurs
Nous allons maintenant aborder la question de l’universalité des semi-groupes d’opérateurs.Plus précisément, nous commençons par préciser ce que l’on entend par « modélisation » ou
universalité pour des semi-groupes d’opérateurs. Nous montrons ensuite deux résultats d’univer-
salité partiels : le premier permet de modéliser les semi-groupes uniformément continus grâce au
semi-groupe dont le générateur est D1 ; le second permet de modéliser les semi-groupes quasi-
contractifs ou concaves grâce à un semi-groupe d’opérateurs dont le co-générateur est un opé-
rateur de décalage vers la droite de multiplicité inﬁnie. Enﬁn, nous étendons rapidement les
résultats de cette section à la modélisation des groupes d’opérateurs.
Dans toute cette partie, sauf mention explicite du contraire, nous considérerons que les opé-
rateurs agissent sur un espace de Hilbert complexe H, de dimension inﬁnie et séparable.
B.1 — Déﬁnition des semi-groupes universels
Commençons par préciser ce que l’on entend par « modélisation » pour les semi-groupes. La
déﬁnition est analogue à celle des opérateurs (déﬁnition 3.1), à ceci près que la multiplication
par une constante multiplicative devient un « changement d’échelle » (au sens du lemme 4.13).
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Déﬁnition 4.31 Soient (Tt)t0 et (Ut)t0 deux semi-groupes d’opérateurs fortement continus
sur H. On dit que le semi-groupe (Ut)t0 modélise le semi-groupe (Tt)t0 s’il existe un sous-
espace fermé M de H invariant par (Ut)t0, des constantes λ ∈ R et μ ∈ R+∗ ainsi qu’un
isomorphisme continu S : M → H tels que
∀t  0, Tt = S
(
eλtUμt
)
|M
S−1.
Nous allons chercher à étudier des semi-groupes universels : intuitivement, il s’agit de semi-
groupes qui modélisent de « larges » familles d’opérateurs.
Commençons par une remarque qui peut paraître contre-intuitive : ce n’est pas parce que
tous les opérateurs Tt pour t > 0 sont universels que le semi-groupe (Tt)t0 est universel. Le
contre-exemple ci-dessous détaille ce point.
Contre-exemple Considérons le semi-groupe (Gt)t0 d’opérateurs de décalage vers la gauche
sur L2(R+). Rappelons que pour tout t  0, l’opérateur Gt est décrit par
Gt :
{
L2(R+) −→ L2(R+)
f 
−→ f(•+ t) ∈ L(L
2(R+)).
Nous avons déjà vu que la famille (Gt)t0 est un semi-groupe fortement continu d’opérateurs
(corollaire 4.27). Par ailleurs, nous avons vu que, pour tout t > 0 l’opérateur Gt est universel
(d’après le théorème de Caradus, cf. le lemme 3.4).
Proposition 4.32 Soit F un sous-espace vectoriel fermé de L2(R+) de dimension supérieure à
2. Considérons le semi-groupe d’opérateurs (Tt)t0 déﬁni pour tout t ∈ R+ par
Tt =
(
e−t IdF 0
0 IdF⊥
)
sur
[ F
F⊥
]
.
Alors, le semi-groupe (Gt)t0 ne modélise pas le semi-groupe (Tt)t0.
Démonstration : La famille (Tt)t0 déﬁnit un semi-groupe uniformément continu de contrac-
tions sur L2(R+). Nous montrons que quels que soient λ ∈ C et μ ∈ R+∗, il n’existe ni un
sous-espace M invariant par (Gt)t0, ni un isomorphisme S : M → H tels que
∀t  0, Tt = S
(
eλtGμt
)
|M
S−1.
Soient λ ∈ C et μ ∈ R+∗. Supposons par l’absurde qu’il existe un sous-espace M invariant par
(Gt)t0 et un isomorphisme S : M → H vériﬁant l’égalité ci-dessus. Soit N = S−1(F). Comme
S est un isomorphisme continu, le sous-espace N est un sous-espace fermé de H, invariant par
(Gt)t0 et de dimension dim(N ) = dim(F)  2.
Le générateur du semi-groupe
(
Tt|F
)
est − IdF . Rappelons que (d’après le corollaire 4.27) le
générateur du semi-groupe (Gt)t0 est l’opérateur
A :
{
D(A) ⊂ L2(R+) → L2(R+)
f 
→ f ′ .
Soit B le générateur du semi-groupe
(
eλtGμt
)
t0
. D’après le lemme 4.13, nous avons
B = μA+ λ Id .
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Il existe donc un sous-espace fermé N de dimension supérieure à 2 tel que
B|N = (μA+ λ Id)|N = − IdN .
Alors,
A|N =
−λ− 1
μ
IdN .
En particulier, l’opérateur A a un sous-espace propre de dimension supérieure à deux. Ceci four-
nit la contradiction souhaitée et achève la preuve. 
B.2 — Cas des semi-groupes uniformément continus
Nous traitons dans cette partie la question de l’universalité des semi-groupes uniformément
continus. L’idée générale est d’appliquer le théorème de Caradus et la théorie des opérateurs
positivement universels (proposition 3.7) pour modéliser le générateur du semi-groupe.
Déﬁnition 4.33 Soit (Ut)t0 un semi-groupe d’opérateurs uniformément continu sur H. On dit
que (Ut)t0 est un semi-groupe uniformément continu universel s’il modélise tous les semi-groupes
uniformément continus sur H avec λ = 1 dans la déﬁnition 4.31, c’est-à-dire :
pour tout semi-groupe uniformément continu (Tt)t0, il existe un sous-espace fermé M de H
invariant par (Ut)t0, une constante μ ∈ R+∗ et un isomorphisme continu S : M → H tels que
∀t  0, Tt = S (Uμt)|M S−1.
Rappelons qu’un opérateur A ∈ L(H) est universel s’il modélise tous les opérateurs sur H
(voir la déﬁnition 3.2). Rappelons aussi que tout opérateur est universel si et seulement s’il est
positivement universel (proposition 3.8). Le résultat suivant énonce une condition nécessaire et
suﬃsante portant sur le générateur pour qu’un semi-groupe soit universel pour les semi-groupes
uniformément continus.
Théorème 4.34 Soient (Ut)t0 un semi-groupe uniformément continu d’opérateurs sur H et A
son générateur. Les assertions suivantes s’équivalent :
(i) le semi-groupe (Ut)t0 est un semi-groupe uniformément continu universel : il existe un
sous-espace fermé M de H invariant par (Ut)t0, une constante μ ∈ R+∗ et un isomor-
phisme continu S : M → H tels que
∀t  0, Tt = S (Uμt)|M S−1 ;
(ii) l’opérateur A est universel.
Démonstration : (i) ⇒ (ii) : Montrons que A est universel. Soit B ∈ L(H). Soit (Tt)t0 =(
etB
)
t0 le semi-groupe (uniformément continu) engendré par B. Comme (Ut)t0 est un semi-
groupe uniformément continu universel, il existe un sous-espace fermé M de H invariant par
(Ut)t0, une constante μ ∈ R+∗ et un isomorphisme continu S : M → H tels que
∀t  0, Tt = S (Uμt)|M S−1.
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Soit x ∈ H. D’après la proposition 4.12, les fonctions
ϕx :
{
R+ → X
t 
→ Tt x
et
ψx :
{
R+ → X
t 
→ St S−1x
sont dérivables sur R+ et, pour tout t ∈ R+, on a
ϕ′x(t) = S
(
μψ′x(t)
)
,
c’est-à-dire que Bx = μSAS−1x. Ceci valant pour tout x ∈ H, nous avons bien B = μ SA|MS−1.
Nous avons donc montré que A est universel.
(i) ⇒ (ii) : Soit (Tt)t0 un semi-groupe uniformément continu. D’après la proposition 4.15, le
générateur B de (Tt)t0 est continu. Comme A est positivement universel, il existe un sous-espace
fermé M de H invariant par A, une constante μ ∈ R+∗ et un isomorphisme continu S : M → H
tels que B = μ SA|MS−1. Par calcul fonctionnel holomorphe (détaillé par exemple dans l’annexe
B), il vient alors que
∀t  0, etB = S (eμ tA)|M S−1.
Ceci achève la preuve. 
Grâce aux exemples de semi-groupes que nous avons déjà décrits, nous pouvons donner un
exemple explicite de semi-groupe universel pour les semi-groupes uniformément continus.
Proposition 4.35 Soit (Vt)t0 le semi-groupe dont les membres sont déﬁnis par
Vt :
{
H2(Π+) −→ H2(Π+)
F 
−→ (Z 
→ exp (teiZ)× F (Z)) ∈ L(H2(Π+)).
Alors, (Vt)t0 est un semi-groupe uniformément continu universel : pour tout semi-groupe
uniformément continu (Tt)t0, il existe un sous-espace fermé M de H2(Π+) invariant par (Vt)t0,
une constante μ ∈ R+∗ et un isomorphisme continu S : M → H tels que
∀t  0, Tt = S (Vμt)|M S−1.
Démonstration : D’après le théorème de Caradus (3.3), l’opérateur G1 ∈ L(L2(R+)) est univer-
sel. Alors, d’après le théorème 4.34, le semi-groupe (Ut)t0 engendré par G1 est un semi-groupe
uniformément continu universel. On conclut alors avec le corollaire 4.29. 
B.3 — Cas des semi-groupes quasi-contractifs ou concaves
Nous traitons dans cette partie la question de l’universalité des semi-groupes quasi-contractifs
ou concaves. Comme rien ne garantit que le générateur soit un opérateur non borné, nous allons
plutôt tenter de modéliser le co-générateur de ces semi-groupes. En revanche, la modélisation
du co-générateur ne peut plus faire intervenir de constante multiplicative. C’est pourquoi nous
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utiliserons les théorèmes de Shimorin (théorème 3.54) ou de modélisation des contractions de
classe C0• (théorème 3.59) pour modéliser le co-générateur. Comme précédemment, nous donnons
également des exemples explicites sur des espaces de fonctions holomorphes.
B.3.a) — Cas des semi-groupes quasi-contractifs
Nous traitons d’abord le cas des semi-groupes quasi-contractifs.
Théorème 4.36 Soit (Σ˜t)t0 le semi-groupe fortement continu dont le co-générateur est D1.
Alors, le semi-groupe (Σ˜t)t0 est un semi-groupe d’isométries qui est universel pour les semi-
groupes quasi-contractifs :
pour tout semi-groupe fortement continu quasi-contractif (Tt)t0, il existe un sous-espace
fermé M de H invariant par (Σ˜t)t0, une constante λ ∈ R et un isomorphisme continu S :
M → H tels que
∀t  0, Tt = S
(
eλt Σ˜t
)
|M
S−1.
Démonstration : Soit (Tt)t0 un semi-groupe quasi-contractif. Soit ω0 le type de (Tt)t0. Soit
λ ∈ R+ tel que −λ < ω0. Alors, pour tout t ∈ R+∗, l’opérateur e−λt Tt est une contraction
de classe C0•. Par ailleurs, d’après le lemme 4.13, la famille
(
e−λt Tt
)
t0
est un semi-groupe
fortement continu d’opérateurs. D’après le théorème 4.20, le semi-groupe
(
e−λt Tt
)
t0
admet un
co-générateur V , qui est une contraction de classe C0•. Alors, d’après le théorème 3.59, il existe
un sous-espace fermé M de H invariant par D1 et un isomorphisme continu S : M → H tels que
V = S D1|MS−1.
D’après la proposition 4.23, le sous-espace M est invariant pour le semi-groupe (Σ˜t)t0 et
∀t  0, e−λt Tt = SΣ˜tS−1.
Ceci achève la preuve. 
Nous pouvons exhiber un exemple de semi-groupe universel pour les semi-groupes quasi-
contractifs grâce à l’espace H2(Π+).
Corollaire 4.37 Pour t ∈ R+, soit
Σt :
⎧⎨⎩
H2(Π+) −→ H2(Π+)
F 
−→
(
Z 
→ exp
(
t
eiZ + 1
eiZ − 1
)
× F (Z)
) ∈ L(H2(Π+)).
La famille (Σt)t0 est un semi-groupe fortement continu d’opérateurs qui est universel pour
les semi-groupes quasi-contractifs :
pour tout semi-groupe fortement continu quasi-contractif (Tt)t0, il existe un sous-espace
fermé M de H2(Π+) invariant par (Σt)t0, une constante λ ∈ R et un isomorphisme continu
S : M → H tels que
∀t  0, Tt = S
(
eλtΣt
)
|M
S−1.
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Démonstration : Ce résultat découle directement de la combinaison du théorème 4.36 et de la
proposition 4.30. 
B.3.b) — Cas des semi-groupes concaves
Nous traitons maintenant le cas des semi-groupes concaves. Les arguments et techniques que
nous employons sont très similaires à ceux utilisés dans l’étude du cas quasi-contractif, sauf que
l’on remplace l’espace H2(Π+) par un espace de Hilbert de fonctions holomorphes à valeurs
vectorielles à noyaux reproduisants (conformément à la déﬁnition 1.75). Les résultats principaux
auxquels nous ferons appel sont la décomposition de Wold des opérateurs concaves (théorème
3.55) et le théorème de Shimorin (théorème 3.54).
Nous commençons par décrire les semi-groupes engendrés par un opérateur de décalage sur
un espace de Hilbert de fonctions holomorphes à valeurs vectorielles.
Proposition 4.38 Soient r > 0, E un espace de Hilbert et H ⊂ Hol (D(0; r); E) un espace
de Hilbert de fonctions holomorphes à noyaux reproduisants (au sens de la déﬁnition 1.75).
Supposons que l’opérateur
D :
{
H −→ H
f 
−→ (z 
→ z × f(z)) ∈ L(H)
est le co-générateur d’un semi-groupe fortement continu d’opérateurs (Σt)t0. Alors, pour tout
t ∈ R+, l’opérateur Σt est décrit par
Σt :
⎧⎨⎩ H −→ Hf 
−→ (z 
→ exp(t1 + z
1− z
)
f(z)
) ∈ L(H).
Démonstration : Nous commençons par déterminer le générateur (non nécessairement borné)
du semi-groupe (Σt)t0. Plus précisément, nous montrons que ce générateur est l’opérateur
A :
⎧⎨⎩ D(A) ⊂ H −→ Hf 
−→ (z 
→ z + 1
z − 1 × f(z)
)
.
Soient f ∈ D(A) et z ∈ D(0; r). Alors,
(D− Id)A f (z) = (z − 1)× A(f) (z)
= (z − 1)×
(
z + 1
z − 1
)
× f(z)
= (z + 1) f(z)
= (Δ + Id)(f) (z).
Ceci valant pour tous z ∈ D(0; r) et pour toute f ∈ D(A), nous avons bien que (D− Id)A =
(D+ Id), c’est-à-dire que A = (D+ Id)(D− Id)−1. Ainsi, A est bien le générateur de (Σt)t0.
Nous déterminons maintenant les opérateurs Σt. Soient f ∈ D(A). Considérons la fonction
ϕf :
{
R+ → H
t 
→ Σt(f) .
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Comme f ∈ D(A), d’après la proposition 4.12, la fonction ϕf est diﬀérentiable et, pour tout
t ∈ R+, ϕ′f (t) = ATt f .
Soit z ∈ E . Nous voulons déterminer la valeur de ϕf (t)(z). Pour cela, nous allons montrer
que
∀e ∈ E , ∀t ∈ R+, 〈Σt(f)(z), e〉E =
〈
et
z+1
z−1 f(z), e
〉
E
.
Soit e ∈ E . Considérons alors la fonction
ψ = ψf,z,e :
{
R+ → C
t 
→ 〈Σt(f)(z), e〉E
.
Rappelons que l’on note k les noyaux reproduisants sur H (voir la déﬁnition 1.75). Alors, pour
tout t ∈ R+,
ψ(t) = 〈Σtf, k(z, ·) e〉H
= 〈ϕf (t), k(z, ·) e〉H .
Comme ϕf est dérivable sur R+, la fonction ψ l’est aussi et, pour tout t ∈ R+,
ψ′(t) =
〈
ϕ′f (t), k(z, ·) e
〉
H
= 〈Aϕf (t), k(z, ·) e〉H
= 〈Aϕf (t) (z), e〉E
=
〈
z + 1
z − 1 ϕf (t) (z), e
〉
E
=
z + 1
z − 1 〈ϕf (t) (z), e〉E
=
z + 1
z − 1ψ(t).
Par ailleurs, ψ(0) = 〈f(0) (z), e〉E . Ainsi, la fonction ϕ est solution du problème de Cauchy
(P)
⎧⎨⎩ y′(t) =
z + 1
z − 1 y(t)
y(0) = 〈f(0) (z), e〉E
.
Par unicité des solutions, nous obtenons alors
∀t ∈ R+, ψ(t) = 〈f(0) (z), e〉E exp
(
t
z + 1
z − 1
)
,
ce qui fournit le résultat recherché.
Ainsi, nous avons montré que pour toute f ∈ D(A),
Σt(f) =
(
z 
→ exp
(
t
1 + z
1− z
)
f(z)
)
.
Comme D(A) est dense (d’après la proposition 4.12) et comme Σt est continu, l’égalité ci-dessus
échoit pour toute f ∈ H. Ceci achève la preuve. 
Les semi-groupes décrits à la proposition précédente 4.38 modélisent les semi-groupes concaves
et purs.
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Théorème 4.39 Soit (Tt)t0 un semi-groupe fortement continu d’opérateurs tel que, pour tout
t ∈ R+∗, l’opérateur Tt est concave et pur.
Alors, il existe r > 0, un espace de Hilbert E et un espace de Hilbert de fonctions holomorphes
à noyaux reproduisants H ⊂ Hol (D(0; r); E) tels que, pour tout t ∈ R+, l’opérateur Tt est
unitairement équivalent à l’opérateur
Σt :
⎧⎨⎩ H −→ Hf 
−→ (z 
→ exp(t1 + z
1− z
)
f(z)
) ∈ L(H).
Démonstration : Comme (Tt)t0 est un semi-groupe constitué d’opérateurs concaves, il admet
un co-générateur V ∈ L(H) d’après le lemme 4.21. Alors, l’opérateur V est concave d’après la
proposition 4.22. Nous montrons maintenant que l’opérateur V est pur. Comme V est concave,
il admet une décomposition de Wold : il existe un opérateur unitaire V1 ∈ U(H∞(V )) et un
opérateur V2 ∈ L(H∞(T )⊥) tels que l’on ait la décomposition orthogonale suivante :
V =
(
V1 0
0 V2
)
sur
[ H∞(T )
H∞(T )⊥
]
.
Alors, d’après la proposition 4.23 et le théorème 4.20, le semi-groupe (Tt)t0 admet la même dé-
composition : soient (T1,t)t0 le semi-groupe fortement continu d’opérateurs unitaires sur H∞(T )
dont le co-générateur est V1, et (T2,t)t0 le semi-groupe fortement continu sur H∞(T )⊥ dont le
co-générateur est V2. Alors,
∀t ∈ R+, Tt =
(
T1,t 0
0 T2,t
)
sur
[ H∞(V )
H∞(V )⊥
]
.
Or, pour tout t > 0, Tt est pur. Cela signiﬁe en particulier que T1,42 = 0, et donc que H∞(V ) =
{0}. En d’autres termes, l’opérateur V est pur.
Ainsi, on peut modéliser V grâce au théorème 3.54 : Soit E = H ! T H = (ImT )⊥. Soit
r = r(T ′) le rayon spectral de T ′. Alors il existe un espace de Hilbert H ⊂ Hol (D(0; r); E) de
fonctions holomorphes à noyaux reproduisants tel que l’opérateur
D :
{
H → H
f 
→ (z 
→ z f(z)) ∈ L(H)
est unitairement équivalent à T . On peut alors appliquer la proposition 4.38, ce qui achève la
preuve. 
Dans le théorème qui suit, nous noterons
Σ˜t :
⎧⎨⎩
H2(Π+) −→ H2(Π+)
F 
−→
(
Z 
→ exp
(
t
eiZ + 1
eiZ − 1
)
× F (Z)
) ∈ L(H2(Π+))
les opérateurs qui interviennent dans le corollaire 4.37.
Le théorème 4.39 ci-dessus permet de décrire les semi-groupes d’opérateurs concaves et purs.
Nous pouvons en déduire une modélisation des semi-groupes d’opérateurs concaves.
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Théorème 4.40 Soit (Tt)t0 un semi-groupe fortement continu d’opérateurs tel que pour tout
t ∈ R+∗, l’opérateur Tt est concave.
Alors, il existe un sous-espace fermé N de H stable par (Tt)t0, un sous-espace fermé M
de H2(Π+) stable par (Σ˜t)t0, une constante λ ∈ R, un isomorphisme continu S : M → N ;
ainsi qu’un réel r > 0, un espace de Hilbert E et un espace de Hilbert de fonctions holomorphes
à noyaux reproduisants H ⊂ Hol (D(0; r); E) tels que l’on a la décomposition
∀t ∈ R+, Tt =
(
T1,t 0
0 T2,t
)
sur
[ N
N⊥
]
où, pour tout t ∈ R+, on a
T1,t = S
(
eλt Σ˜t
)
|M
S−1
et l’opérateur T2,t est unitairement équivalent à l’opérateur
Σt :
⎧⎨⎩ H −→ Hf 
−→ (z 
→ exp(t1 + z
1− z
)
f(z)
) ∈ L(H).
Démonstration : Comme (Tt)t0 est un semi-groupe constitué d’opérateurs concaves, il admet
un co-générateur V ∈ L(H) d’après le lemme 4.21. Alors, l’opérateur V est concave d’après la
proposition 4.22. D’après le théorème 3.55, l’opérateur V admet une décomposition de Wold : il
existe un opérateur unitaire V1 ∈ U(H∞(V )) et un opérateur V2 ∈ L(H∞(T )⊥) tels que l’on a la
décomposition orthogonale suivante :
V =
(
V1 0
0 V2
)
sur
[ H∞(T )
H∞(T )⊥
]
.
Par ailleurs, il existe r > 0, un espace de Hilbert E et un espace de Hilbert à noyaux reproduisants
H ⊂ Hol (D(0, r); E) tel que V2 est unitairement équivalent à l’opérateur de multiplication
D :
{
H −→ H
f 
→ (z 
→ z × f(z)) .
Alors, d’après la proposition 4.23 et le théorème 4.20, le semi-groupe (Tt)t0 admet la même dé-
composition : soient (T1,t)t0 le semi-groupe fortement continu d’opérateurs unitaires sur H∞(T )
dont le co-générateur est V1 et (T2,t)t0 le semi-groupe fortement continu sur H∞(T )⊥ dont le
co-générateur est V2.
Le semi-groupe (T1,t) étant borné, il peut être modélisé par un semi-groupe de multiplication
sur H2(Π+) d’après le corollaire 4.37 : il existe un sous-espace fermé M de H∞(T ) invariant par(
Σ˜t
)
t0
, une constante λ ∈ R et un isomorphisme continu S : M → H∞(T ) tels que
∀t  0, T1,t = S
(
eλt Σ˜t
)
|M
S−1.
Par ailleurs, comme (T2,t)t0 a pour co-générateur l’opérateur D, le théorème 4.39 nous dit que le
semi-groupe (T2,t)t0 est unitairement équivalent au semi-groupe (Σt)t0 où, pour tout t ∈ R+,
Σt :
⎧⎨⎩ H −→ Hf 
−→ (z 
→ exp(t1 + z
1− z
)
f(z)
) ∈ L(H).
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Ceci achève la preuve. 
B.4 — Extension au cas des groupes
Dans cette partie, nous montrons que les résultats de modélisation que nous avons présenté
ci-dessus s’étendent naturellement aux cas des groupes d’opérateurs. Ceci vient du fait que les
modèles que nous considérons (qu’ils soient uniformément continus, quasi-contractifs ou concaves)
sont la restriction à R+ de groupes d’opérateurs. Nous pouvons donc déduire des énoncés 4.35,
4.37 et 4.39 les propositions suivantes.
Proposition 4.41 Soit (Vt)t le groupe dont les membres sont déﬁnis pour tout t ∈ R par
Vt :
{
H2(Π+) −→ H2(Π+)
F 
−→ (Z 
→ exp (teiZ)× F (Z)) ∈ L(H2(Π+)).
Alors, (Vt)t est un groupe uniformément continu universel : pour tout groupe uniformément
continu (Tt)t, il existe un sous-espace fermé M de H2(Π+) invariant par (Vt)t, une constante
μ ∈ R+∗ et un isomorphisme continu S : M → H tels que
∀t ∈ R, Tt = S (Vμt)|M S−1.
Proposition 4.42 Pour t ∈ R, soit
Σt :
⎧⎨⎩
H2(Π+) −→ H2(Π+)
F 
−→
(
Z 
→ exp
(
t
eiZ + 1
eiZ − 1
)
× F (Z)
) ∈ L(H2(Π+)).
La famille (Σt)t0 est un groupe fortement continu d’opérateurs qui est universel pour les
groupes quasi-contractifs :
pour tout groupe fortement continu quasi-contractif (Tt)t, il existe un sous-espace fermé M
de H2(Π+) invariant par (Σt)t, une constante λ ∈ R et un isomorphisme continu S : M → H
tels que
∀t ∈ R, Tt = S
(
eλtΣt
)
|M
S−1.
Proposition 4.43 Soit (Tt)t un groupe fortement continu d’opérateurs tel que, pour tout t ∈ R∗,
l’opérateur Tt est concave et pur.
Alors, il existe r > 0, un espace de Hilbert E et un espace de Hilbert de fonctions holo-
morphes à noyaux reproduisants H ⊂ Hol (D(0; r); E) tels que, pour tout t ∈ R, l’opérateur Tt est
unitairement équivalent à l’opérateur
Σt :
⎧⎨⎩ H −→ Hf 
−→ (z 
→ exp(t1 + z
1− z
)
f(z)
) ∈ L(H).
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Semi-groupes d’opérateurs de composition
sur des espaces de Dirichlet pondérés
Chapitre 5
Dans ce chapitre, nous étudions les semi-groupes d’opérateurs de composition sur des espacesde Dirichlet pondérés Dα. Dans la première partie de ce chapitre, nous étudions ces semi-
groupes en toute généralité. Le résultat principal que nous prouvons est que pour tout α ∈ R+,
tout semi-ﬂot (ϕt)t0 de fonctions holomorphes sur D induit un semi-groupe fortement continu
d’opérateurs (Cϕt)t0 sur Dα.
Dans un second temps, nous utilisons la théorie des semi-groupes d’opérateurs de composition
pour obtenir des résultats d’universalité. Plus précisément, dans [47], Nordgren, Rosenthal et
Wintrobe ont montré que si ϕ ∈ Hol(D) est un automorphisme hyperbolique de D et si λ ∈ C
est dans le spectre ponctuel de Cϕ ∈ L(H2), alors l’opérateur Cϕ − λ Id est universel. Dans
[24], Cowen et Gallardo donnent une nouvelle preuve de ce résultat en utilisant la théorie des
semi-groupes d’opérateurs de composition. Dans cette partie, nous verrons dans quelle mesure
cette technique de preuve se généralise aux espaces Dα pour α  1.
A) Semi-groupes d’opérateurs de composition
Cette partie est dédiée à l’étude des semi-groupes (fortement continus) d’opérateurs de com-position sur des espaces Dα. Commençons par remarquer que si la famille (Cϕt)t0 est un
semi-groupe fortement continu d’opérateurs de composition, alors la famille de symboles (ϕt)t0
a des propriétés remarquables : l’étude de telles familles (appellées semi-ﬂots) constitue le premier
temps de notre étude.
Nous montrons ensuite un résultat général sur les semi-groupes d’opérateurs de composition :
pour tout α ∈ R+, tout semi-ﬂot (ϕt)t0 de fonctions holomorphes sur D induit un semi-groupe
fortement continu d’opérateurs (Cϕt)t0 sur Dα. La seconde sous-partie de cette section est dédiée
à la preuve de ce résultat.
Enﬁn, nous illustrons par un exemple les notions ci-dessus. Nous étudions ainsi en détail
un semi-groupe de composition par des automorphismes hyperboliques de D. En particulier,
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nous déterminons explicitement le générateur de ce semi-groupe, ainsi que le spectre, le spectre
ponctuel et les sous-espaces propres du générateur. Cet exemple jouera un rôle important dans
l’étude du théorème de Nordgren-Rosenthal-Wintrobe sur les espaces Dα.
A.1 — Semi-ﬂots de fonctions holomorphes
Nous commençons par étudier les semi-ﬂots de fonctions holomorphes sur le disque unité.
Ceux-ci sont déﬁnis dans l’énoncé suivant.
Déﬁnition 5.1 On appelle semi-ﬂot continu toute famille (ϕt)t∈R+ d’applications holomorphes
de D dans lui-même vériﬁant les conditions suivantes :
(i) on a ϕ0 = Id ;
(ii) pour tous t, s ∈ R+, ϕt+s = ϕt ◦ ϕs ;
(iii) pour t → 0, ϕt CVLU−−−−→ 0.
Remarquons que si (ϕt)t∈R+ est un semi-ﬂot et si n ∈ N, alors ϕn est bien l’itéré n fois de la
fonction ϕ1.
Si (ϕt)t  0 est un semi-ﬂot continu, nous notons
ϕ
def
=
{
R+ × D −→ C
(t, z) 
−→ ϕt(z) .
Commençons par noter une propriété intéressante des semi-ﬂots.
Proposition 5.2 Soit (ϕt)t0 un semi-ﬂot continu de fonctions holomorphes. Alors, pour tout
t ∈ R+, la fonction ϕt est injective.
Nous pouvons étendre aux semi-ﬂots la notion de point de Denjoy-Wolﬀ que nous avons
introduite pour une fonction au théorème 1.18.
Proposition et déﬁnition 5.3 Soit (ϕt)t∈R+ un semi-ﬂot holomorphe tel que ϕ n’est pas un
automorphisme elliptique de D. Soit α le point de Denjoy-Wolﬀ de ϕ1. Alors, pour tout t ∈ R+,
α est le point de Denjoy-Wolﬀ de ϕt.
On dit alors que α est le point de Denjoy-Wolﬀ du semi-ﬂot (ϕt)t∈R+ .
En s’inspirant de la théorie des semi-groupes d’opérateurs, nous pouvons déﬁnir le générateur
d’un semi-ﬂot.
Proposition et déﬁnition 5.4 Soit (ϕt)t∈R+ un semi-ﬂot continu de fonctions holomorphes.
Alors, il existe une unique application G ∈ Hol(D) telle que, pour tout z ∈ D, la fonction
ϕz : t 
→ ϕt(z) est dérivable à gauche en 0 et
∂
∂t |t=0+
(ϕt(z))
def
= G(z).
De plus, la fonction ϕz est dérivable sur R+ et, pour tout t0 ∈ R+,
∂
∂t |t=t0
(ϕt(z)) = G(ϕt0(z)).
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Esquisse de démonstration : Soit z ∈ D. Le fait que ϕz soit dérivable en 0+ est le théorème 1.1
de [14]. Dans le cas où t0 ∈ R+∗, on peut conclure par des arguments similaires, ou encore en
« transportant » le résultat par la fonction ϕt0 . 
Nous allons maintenant énoncer un résultat présenté par Berkson et Porta ([14]) qui carac-
térise les fonctions qui peuvent générer un semi-ﬂot de fonction holomorphes.
Notons P = {z ∈ C | (z) > 0} (c’est le demi-plan à droite de l’axe des ordonnées). Nous
énonçons et démontrons le résultat sur P, puid nous le transportons sur D au moyen d’une ho-
mographie. Remarquons qu’on peut adapter au cas de P la déﬁnition de semi-ﬂot de fonctions
holomorphes et l’existence du générateur d’un semi-ﬂot.
Théorème 5.5 (Berkson, Porta) Soit (ϕt)t∈R+ un semi-ﬂot continu de fonctions holomorphes
sur P de générateur G ∈ Hol(D). Alors, l’un des trois cas mutuellement exclusifs suivants échoit
nécessairement :
(i) on a (G)  0 ;
(ii) il existe b ∈ R et une fonction F : P → C holomorphe telle que (F )  0 et, pour tout
z ∈ P,
G(z) = −F (z)(z − ib)2;
(iii) Il existe ζ ∈ P et une fonction F : P → C holomorphe telle que (F )  0 et, pour tout
z ∈ P,
G(z) = F (z)(ζ + z)(ζ − z).
Réciproquement, si G est une fonction vériﬁant l’un des trois cas précédents, alors il existe
un semi-ﬂot de fonctions holomorphes dont G est le générateur.
En outre, lorsque l’équivalence ci-dessus échoit, on dispose selon les cas des propriétés sup-
plémentaires suivantes :
Cas (i) pour tout z ∈ P, lim
t→+∞ϕt(z) = ∞ ;
Cas (ii) pour tout z ∈ P, lim
t→+∞ϕt(z) = ib ;
Cas (iii) pour tout z ∈ P, lim
t→+∞ϕt(z) = ζ.
Nous pouvons alors « transporter » le résultat précédent sur D.
Corollaire 5.6 Soient g une fonction holomorphe sur D et α ∈ D le point de Denjoy-Wolﬀ. Les
assertions suivantes s’équivalent :
(i) la fonction g est le générateur d’un semi-ﬂot holomorphe de point de Denjoy-Wolﬀ α ;
(ii) il existe une fonction f holomorphe sur D telle que (f)  0 et, pour tout z ∈ D,
g(z) = (α− z)(1− αz)f(z).
Nous prouvons maintenant le théorème 5.5.
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Démonstration : Commençons par supposer que G vériﬁe l’un des trois cas (i), (ii) ou (iii).
Supposons queG vériﬁe la condition (iii). Grâce à une homographie, nous allons nous ramener
au cas du disque unité et montrer que G engendre un semi-ﬂot sur le disque unité. Soit
L :
⎧⎨⎩ P → DZ 
→ Z − ζ
Z + ζ
.
Remarquons que L(ζ) = 0 et L(∞) = 1. De plus, l’homographie réciproque de la fonction L est
donnée par L−1(z) =
ζz + ζ
1− z et la dérivée est donnée par L
′(Z) =
2(ζ)
(Z + ζ)2
.
Pour montrer que G engendre un semi-ﬂot, on cherche une solution ϕ : R+ × P → C du
problème {
∂ϕ
∂t
= G(ϕ)
ϕ(0, Z) = Z
.
Notons ψ : R+ × D → C l’application déﬁnie par ψ(t, z) def= L (ϕ(t, L−1(z))). Déterminons
alors l’équation vériﬁée par ψ. Commençons par calculer :
∂ψ
∂t
=
∂
∂t
[
ϕ(t, L−1(z))
]
L′
[
ϕ(t, L−1(z))
]
=
∂ϕ
∂t
(t, L−1(z))
2ζ
(ϕ(t, L−1(z)) + ζ)2
= G(ϕ(t, L−1(z)))
2ζ
(ϕ(t, L−1(z)) + ζ)2
= F (ϕ(t, L−1(z))) (ζ + L−1(ψ(t, z))) (ζ − L−1(ψ(t, z)) 2ζ
(ϕ(t, L−1(z)) + ζ)2
= F (ϕ(t, L−1(z))) 2ζ (ζ − L
−1(ψ(t, z))
ϕ(t, L−1(z)) + ζ
= −F (ϕ(t, L−1(z))) 2ζ L(L−1(ψ(t, z)))
= −ψ(t, z)×A (ψ(t, z))
où A est déﬁnie par A(w) def= 2ζ×F (L−1(w)). Il suﬃt maintenant de dire que, pour chaque
z ∈ D, le problème de Cauchy {
dy
dt
= −yA(y)
y(0) = z
admet une unique solution. Comme de plus (A)  0, pour chaque z ∈ D, l’unique solution du
problème ci-dessus est strictement décroissante en module. Alors, w(t) = ψ(t, z) t→+∞−−−−→ 0. En
particulier, la solution est déﬁnie sur R+ tout entier. En considérant la famille de ces solutions
pour z parcourant D, on construit un semi-ﬂot holomorphe ψ : R+ × D → D. Remarquons en
outre que 0 est alors le point de Denjoy-Wolﬀ de ce semi-ﬂot. En revenant à P, nous avons bien
un semi-ﬂot (ϕ(t, ·))t dont le point de Denjoy-Wolﬀ est ζ.
Supposons maintenant que G la condition (ii). Pour cette preuve, nous allons approcher le
point de Denjoy-Wolﬀ ib par une suite d’éléments ζn ∈ P. Nous obtenons alors le semi-ﬂot en-
gendré par G comme limite des semi-ﬂots associés aux ζn.
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Soit une suite d’éléments ζn ∈ P telle que ζn n→+∞−−−−−→ ib. Pour n ∈ N∗, nous déﬁnissons une
fonction Gn holomorphe sur P en posant Gn(z) def= F (z)(ζn+z)(ζn−z) pour tout z ∈ P. Alors,
pour chaque n ∈ N∗, la fonction Gn est holomorphe et vériﬁe la condition (iii). Elle engendre
donc un semi-ﬂot (ϕn(t, ·))t. D’après un argument de compacité, et vu que ζn → ib, il existe
une constante M ∈ R+ telle que, dès lors que |z − 1|  1
2
, et pour tout n ∈ N∗, nous avons
|Gn(z)|  M . Par le théorème des accroissements ﬁnis, nous avons alors pour tout n ∈ N∗ et
pour tout t ∈
[
0;
1
2M
]
la majoration :
|ϕn(t, 1)− 1|  1
2
.
Heuristiquement, elle signiﬁe que quel que soit n, la trajectoire partant de 1 sous l’action du
semi-ﬂot ϕn, reste proche de 1 pendant une durée
1
2M
.
Chaque ϕn(t, ·) pour n ∈ N∗ et t ∈
[
0;
1
2M
[
laisse P invariant. Ainsi, la famille
{
ϕn(t, ·) | n ∈ N∗, t ∈
[
0;
1
2M
[}
est normale (d’après le théorème de Montel). De plus, d’après l’équation ci-dessus et le théorème
de Hurwitz, toute fonction limite de fonctions de cette famille laisse P invariant.
Soit K un compact de P. La famille de fonctions {ϕ(n, ·) | n ∈ N∗} est équicontinue sur l’en-
semble compact
[
0;
1
2M
]
× K. D’après le théorème d’Ascoli, on peut en extraire une sous-suite
qui converge uniformément vers une fonction holomorphe ϕ. On vériﬁe alors (par passage à la
limite) que ϕ est un semi-ﬂot restreint à
[
0;
1
2M
]
×K.
Quitte à prendre une exhaustion de P par des compacts (et à eﬀectuer un procédé diagonal),
on dispose d’une fonction ϕ :
[
0;
1
2M
]
× P → C qui est solution du problème
{
∂ϕ
∂t
(t, z) = G(ϕ(t, z))
ϕ(0, z) = z
.
Enﬁn, remarquons que si l’on dispose d’une solution ϕ du problème ci-dessus déﬁnie sur
[0; t0] × P, alors on déﬁnit une solution du même problème sur [0; 2t0] × P en posant pour
t ∈ [t0; 2t0],
ϕ(t, z)
def
= ϕ(t− t0, ϕ(t0, z)).
En itérant ce procédé, on construit ﬁnalement une solution du problème sur R+×P, c’est-à-dire
un semi-ﬂot sur P dont le générateur est G.
Montrons maintenant que ib est le point de Denjoy-Wolﬀ du semi-ﬂot ainsi créé. Il suﬃt de
montrer que, pour tout z ∈ P, on a ϕ(t, z) t→+∞−−−−→ ib. Soit z0 ∈ P.
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d
dt
[
 1
ϕ(t, z0)− ib
]
= 
[
d
dt
(
1
ϕ(t, z0)− ib
)]
= 
[
d
dtϕ(t, z0)
(ϕ(t, z0)− ib)2
]
= 
[
G(ϕ(t, z0))
(ϕ(t, z0)− ib)2
]
=  [F (ϕ(t, z0))]
> 0
Ainsi, la fonction t 
→  1
ϕ(t, z0)− ib est croissante et, pour tout t ∈ R
+,
 1
ϕ(t, z0)− ib  
1
z0 − ib > 0.
On en déduit donc :
ϕ(t, z0) =  (ϕ(t, z0)− ib)
=  (ϕ(t, z0)− ib)
= 
( |ϕ(t, z0)− ib|2
ϕ(t, z0)− ib
)
 |ϕ(t, z0)− ib|2 
(
1
z0 − ib
)
.
Ainsi, pour montrer que ϕ(t, z0) → ib, il suﬃt de montrer que  [ϕ(t, z0)] → 0. Soit G˜ une
primitive de
1
G
sur P (une telle primitive existe puisque |F | > 0 sur P). Alors,
d
dt
(
G˜(ϕ(t, z0))
)
=
d
dt
ϕ(t, z0)× (G˜)′(ϕ(t, z0))
= G(ϕ(t, z0))
1
G(ϕ(t, z0))
= 1.
Ceci prouve que G˜(ϕ(t, z0)) = t+ G˜(z0).
Supposons maintenant par l’absurde que ϕ(t, z0)  0. Soit ε > 0 et tn une suite de réels
strictement croissante telle que tn → +∞ et (ϕ(tn, z0)  ε. D’après le théorème de Denjoy-
Wolﬀ, l’ensemble {ϕ(tn, z0) | n ∈ N∗} est relativement compact. Soit K un compact contenant
cet ensemble. Alors, G˜ est bornée sur K. Or, comme tn → +∞, G˜(ϕ(tn, z0)) = tn+ G˜(z0) → ∞.
Ceci fournit la contradiction souhaitée.
Supposons maintenant que G vériﬁe la condition (i). Remarquons qu’on peut voir le cas (i)
comme le cas (ii) où l’on aurait pris b = ∞. On va eﬀectuer le changement de variable z 
→ 1
z
pour se ramener au cas (ii) avec b = 0.
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Déﬁnissons sur P une fonction holomorphe H par H(z) = −z2G
(
1
z
)
. Comme H vériﬁe la
condition (ii), elle engendre un semi-ﬂot ψ tel que
∂ψ
∂t
= −ψ2(t, z)G
(
1
ψ(t, z)
)
. On pose alors,
pour tout t ∈ R+ et pour tout z ∈ D,
ϕ(t, z)
def
=
1
ψ(t, 1z )
.
Remarquons que ϕ est un semi-ﬂot. On a en outre :
∂ϕ
∂t
=
−∂ψ∂t (t, 1z )
ψ2(t, 1z )
= G
(
1
ψ(t, 1z )
)
= G(ϕ(t, z)).
Donc G est bien le générateur du semi-ﬂot ϕ.
Il reste maintenant à montrer que les générateurs d’un semi-ﬂot vériﬁent nécessairement l’une
des trois conditions de l’énoncé. Soit une fonction G qui engendre un semi-ﬂot ϕ. Nous allons
distinguer diﬀérents cas selon le point de Denjoy-Wolﬀ de ϕ.
Premier cas Supposons que ζ ∈ P est le point de Denjoy-Wolﬀ de ϕ. Nous allons montrer
que G vériﬁe alors la condition (iii). Comme dans la preuve du sens réciproque (traité précé-
demment), nous conjuguons par une homographie pour nous ramener au cas d’un semi-ﬂot ψ
sur le disque dont le point de Denjoy-Wolﬀ est 0. Le lemme de Schwarz (1.11) permet alors
de montrer que pour tout Z ∈ D, la fonction t 
→ |ψ(t, Z)| est décroissante. Alors, pour tout
z ∈ P, la fonction t 
→ |L(ϕ(t, z))|2 est également décroissante. Ainsi, pour tout z ∈ P , on a
∂
∂t
[|L(ϕ(t, z))|2]  0. En utilisant le fait que ∂
∂t
|f(t, z)|2 = 2(f ′(t)f(t)), nous obtenons :
∂
∂t
[|L(ϕ(t, z)|2] = 2 [ ∂ϕ∂t (t, z) (ϕ(t, z) + ζ)− (ϕ(t, z)− ζ)∂ϕ∂t (t, z)
(ϕ(t, z) + ζ)2
ϕ(t, z)− ζ
ϕ(t, z) + ζ
]
= 4(ζ) 
[
G(ϕ(t, z))
(ϕ(t, z) + ζ)2
ϕ(t, z)− ζ
ϕ(t, z) + ζ
]
.
En évaluant en t = 0 et vu que ζ ∈ P, nous obtenons ﬁnalement :

[
G(z)(z − ζ)
(z + ζ)
1
(z + ζ)(z + ζ)
]
 0

[
G(z)(z − ζ)
(z + ζ)
]
 0.
Soit F la fonction holomorphe sur P déﬁnie par F (z) = G(z)
(z + ζ)(ζ − z) . Nous voulons montrer
que F  0. Or, 
[
G(z)
z + ζ
(z − ζ)
]
= 
[
F (z)(ζ − z)(z − ζ)
]
 0. Comme (ζ − z)(z − ζ) ∈ R−∗,
nous obtenons (F (z)  0, ce qui prouve que G vériﬁe la condition (iii).
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Second cas Nous supposons maintenant que le point de Denjoy-Wolﬀ ζ du semi-ﬂot se
trouve iR ∪ {∞}. Considérons l’homographie L˜ : z 
→ z − 1
z + 1
. Remarquons que L˜ : P → D est
un biholomorphisme. On note ψ le semi-ﬂot sur D obtenu en conjuguant par L˜ le semi-ﬂot ϕ.
Comme ζ ∈ iR∪ {∞}, le point de Denjoy-Wolﬀ α de ψ est sur T. Remarquons que pour Z ∈ D,
on a 
(
α+ Z
α− Z
)
=
|α|2 − |Z|2
|α− Z|2 .
Soit Z ∈ D et t > 0. Le lemme de Julia (1.14) appliqué à la fonction ψ(t, ·), au point base α
et à Z nous donne :

[
α+ ψ(t, Z)
α− ψ(t, Z)
]
 
[
α+ Z
α− Z
]
.
En d’autres termes, pour tout Z ∈ D, t 
→ 
[
α+ ψ(t, Z)
α− ψ(t, Z)
]
est une fonction croissante. Nous
distinguons maintenant deux sous-cas : ζ ∈ iR (c’est-à-dire α = 1) et ζ = ∞ (c’est-à-dire α = 1).
Premier sous cas : ζ ∈ iR Rappelons que l’homographie inverse de L˜ est L˜−1 : Z 
→
Z + 1
Z − 1 . Soit z ∈ P et Z = L˜(z). Un calcul direct permet de montrer que
α+ ψ(t, Z)
α− ψ(t, Z) =
ibϕ(t, z)− 1
ϕ(t, z)− ib . Il découle alors des calculs précédents que la fonction t 
→ 
[
ibϕ(t, z)− 1
ϕ(t, z)− ib
]
. En
dérivant par rapport à t, nous avons :
d
dt
(

[
ibϕ(t, z)− 1
ϕ(t, z)− ib
])
 0

(
ibG(ϕ(t, z)) (ϕ(t, z)− ib)− (ibϕ(t, z)− 1)G(ϕ(t, z))
(ϕ(t, z)− ib)2
)
 0.
En évaluant en t = 0, nous obtenons :

(
ibG(z) (z − ib)− (ibz − 1)G(z)
(z − ib)2
)
 0

(
G(z)(b2 + 1)
(z − ib)2
)
 0

(
G(z)
(z − ib)2
)
 0.
Ceci prouve que G vériﬁe la condition (ii).
Second sous-cas Supposons que ζ = ∞. En appliquant (comme dans le sous-cas précé-
dant) le lemme de Julia, nous montrons que la fonction t 
→
[
1 + ψ(t, Z)
1− ψ(t, Z)
]
est croissante. Or,
pour tout z ∈ P, en posant Z = L˜(z), nous avons 1 + ψ(t, Z)
1− ψ(t, Z) = L˜(ψ(t, Z)) = ϕ(t, z). Donc, pour
tout z ∈ P, t 
→ (ϕ(t, z)) est une fonction croissante. En dérivant par rapport à t, nous obtenons
que pour tout z ∈ P , (G(ϕ(t, z))  0. En évaluant enﬁn en t = 0, nous avons (G(z))  0
pour tout z ∈ P. La fonction G vériﬁe bien la condition (i). Ceci achève la preuve du théorème. 
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A.2 — Semi-groupes d’opérateurs de composition
Nous étudions maintenant les semi-groupes d’opérateurs de composition sur des espaces de
fonctions holomorphes. Avant de commencer notre étude, nous présentons une application d’un
résultat déjà vu (le lemme 4.5) au contexte spéciﬁque des espaces de Banach de fonctions holo-
morphes.
Proposition 5.7 Soit X ↪→ Hol(D) un espace de Banach de fonctions holomorphes continûment
inclus dans Hol(D) et (Tt)t0 un semi-groupe algébrique sur X . Supposons que :
(i) l’espace des polynômes C[z] est dense dans X ;
(ii) il existe δ > 0 tel que sup
0<t<δ
‖Tt‖ < +∞ ;
(iii) pour tout P ∈ C[z], ‖Tt(P )− P‖X → 0 for t → 0.
Alors, (Tt)t0 est un semi-groupe fortement continu d’opérateurs.
Démonstration : C’est une application directe du lemme 4.5. 
Nous énonçons maintenant le résultat principal de cette partie.
Théorème 5.8 Soit (ϕt)t0 un semi-ﬂot continu de fonctions holomorphes sur D de générateur
G. Soit α ∈ R+. Alors, la famille (Cϕt)t0 est un semi-groupe fortement continu d’opérateurs
sur Dα dont le générateur est l’opérateur non borné
A :
{
D(A) ⊂ Dα −→ Dα
f 
−→ G× f ′. .
De plus, le semi-groupe (Cϕt)t0 est quasi-contractif.
Démonstration : Comme (ϕt)t est un semi-ﬂot, pour chaque t  0, la fonction ϕt est une
fonction holomorphe et injective de D dans lui-même. Alors, pour tout t  0, l’opérateur Cϕt
est borné sur Dα (d’après le théorème 2.54). De plus, la famille (Cϕt)t vériﬁe bien C0 = Id et
Cϕt ◦ Cϕs = Cϕt+s . C’est donc un semi-groupe algébrique sur Dα.
Il nous suﬃt de montrer que l’on peut appliquer la proposition 5.7. Commençons par prendre
pour espace X = Dα, qui est bien un espace de Hilbert constitué de fonctions holomorphes. Les
polynômes sont denses dans Dα. De plus, si α > 0, le développement limité eﬀectué durant la
preuve du théorème 2.54 nous montre qu’il existe M > 0 et δ > 0 tels que, pour tout t ∈ [0; δ[,
on a ‖Cϕt‖ M .
Il suﬃt donc de montrer que, pour tout polynôme P ∈ C[z], on a ‖Cϕt ◦ P − P‖ t→0−−→ 0. Par
linéarité de la composition à gauche par un polynôme, il suﬃt de le montrer dans le cas où P
est de la forme P (z) = zn avec n ∈ N. Si n = 0, le résultat est clairement vrai. Si n ∈ N∗, on
remarque que (ϕt(z))n − zn = (ϕt − z) ×
n−1∑
k=0
ϕt(z)
kzn−k−1. Ainsi, pour montrer par récurrence
sur n ∈ N∗ que ϕnt → zn dans Dα, il suﬃt de montrer que ϕt t→0−−→ Id dans Dα. Rappelons que
‖ϕt − Id ‖2Dα = |ϕt(0)|2 +
∫
D
∣∣ϕ′t(z)− 1∣∣2 (1− |z|2)αdA(z)π .
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Comme ϕt
CVLU−−−−→ Id, nous avons ϕt(0) → 0. De plus, le théorème de Hurwitz permet d’aﬃrmer
que nous avons ϕ′(t) → 1. Ainsi, le théorème de convergence dominée peut suﬃre pour conclure ;
il faut juste vériﬁer qu’il s’applique bien dans notre situation. Le paramètre α étant positif, il
suﬃt de montrer que l’intégrale
∫
D
∣∣ϕ′t(z)∣∣2 (1 − |z|2)αdA(z)π est uniformément majorée lorsque
t → 0. Fixons donc t ∈ R+. Comme ϕt est injective (proposition 5.2) et comme ϕt(D) ⊂ D, on
peut eﬀectuer le changement de variable ω = ϕt(z). On obtient alors :∫
D
∣∣ϕ′t(z)∣∣2 (1− |z|2)αdA(z)π =
∫
ϕt(D)
(1− ∣∣ϕ−1t (ω)∣∣2)αdA(ω)π

∫
ϕt(D)
dA(ω)
π

∫
D
dA(ω)
π
 1.
On peut donc appliquer le théorème de convergence dominée et on obtient que ϕt → Id dans
Dα. On a donc ﬁnalement montré l’hypothèse (iii). La démonstration du théorème est alors une
application directe du lemme intermédiaire.
Le semi-groupe est quasi-contractif Le cas α = 0 étant connu (voir [11]), nous nous restrei-
gnons au cas où α > 0. Notons que la preuve que nous présentons pour α > 0 est très similaire
à celle du cas où α = 0.
Il nous faut prouver que le semi-groupe (Cϕt)t est quasi-contractif. Pour cela, il suﬃt de
prouver qu’il existe une constante M telle que, pour t « petit », on a ‖Cϕt‖Dα  1 + M t.
Soit β ∈ (R+∗)N la suite telle que Dα = H2(β). Pour t ∈ R+, notons Lt =
∑
n1
(|ϕt(0)|2)n
β2n
et
Kt = Lt +
(
1 + |ϕt(0)|
1− |ϕt(0)|
)α
− 1. Nous allons faire un développement limité sur le majorant de
‖Cϕt‖Dα pour en déduire le résultat souhaité.
Nous commençons par faire un développement limité de sup
x∈[0;1]
1 + Kωx + 2
√
Lωx(1− x)
lorsque |ω| → 0, avec Lω =
∑
n1
|ω|2n
β2n
et Kω = Lω +
(
1 + |ω|
1− |ω|
)α
− 1.
D’abord,
Lω = (α+ 1)
2 |ω|2 +O(|ω|4)
et
Kω = 2α |ω|+O(|ω|2) .
Comme α > 0, il vient que Kω  0 dès lors que |ω| est « petit ». Supposons donc que c’est
le cas. Alors,
sup
x∈[0;1]
1 +Kωx+ 2
√
Lωx(1− x) = 1 + Kω
2
+
Kω
2
√
1
1 + 4Lω
K2ω
+ 2
√
Lω
√
1
1 + 4Lω
K2ω
= 1 + O(|ω|) .
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De plus, si G est le générateur du semi-ﬂot (ϕt)t, nous savons que |ϕt(0)| = |G(0)| t + O(t)
lorsque t → 0. Ainsi, il existe une constante M telle que
‖Cϕt‖Dα 
√
sup
x∈[0;1]
1 +Ktx+ 2
√
Ltx(1− x) = 1 + O(t) .
Ceci permet donc d’aﬃrmer qu’il existe une constante M ′ telle que ‖Cϕt‖Dα  1 +M ′t pour t
« suﬃsamment petit » et achève donc la preuve. 
Sur l’espace de Hardy du disque unité, nous disposons d’une condition nécessaire et suﬃsante
caractérisant les générateurs des semi-groupes d’opérateurs de composition. Le résultat qui suit
est dû à Avicou, Chalendar et Partington (il s’agit des théorèmes 3.9 et 4.3 de [12], et du théorème
2.8 de [13]).
Théorème 5.9 Soit X = H2(D) ou D. Soit G : D → C une fonction holomorphe. Soit A
l’opérateur (non nécessairement borné) sur X déﬁni par A(f) = G× f ′. Les assertions suivantes
s’équivalent :
(i) G engendre un semi-ﬂot de fonctions holomorphes sur D ;
(ii) ∀z ∈ D, 2(zG(z)) + (1− |z|2)(G′(z))  0 ;
(iii) A engendre un semi-groupe quasi-contractif ;
(iv) A engendre un semi-groupe d’opérateurs de composition.
En outre, si les conditions ci-dessus sont vériﬁées, alors le semi-groupe engendré par A est ana-
lytique.
Remarquons par ailleurs que Gallardo et Yakubovich d’une part (dans [35]) et Arendt et
Chalendar d’autre part (dans [9]) ont montré que l’hypothèse de quasi-contractivité dans (iii)
n’est pas nécessaire.
Théorème 5.10 Soit X = H2(D) ou D. Soit G : D → C une fonction holomorphe. Soit A
l’opérateur (non nécessairement borné) sur X déﬁni par A(f) = G× f ′. Les assertions suivantes
s’équivalent :
(i) G engendre un semi-ﬂot (ϕt)t0 de fonctions holomorphes sur D ;
(ii) A engendre un semi-groupe (Tt)t0 fortement continu.
En outre, si les conditions ci-dessus sont vériﬁées, alors, pour tout t ∈ R+, on a Tt = Cϕt ∈
L(X ). De plus, le semi-groupe (Tt)t0 est analytique et quasi-contractif.
A.3 — Exemple
Dans cette sous-partie, nous étudions en détail un exemple particulier de semi-groupe d’opé-
rateurs de composition qui jouera une rôle clef dans notre étude de la preuve du théorème de
Nordgren-Rosenthal-Wintrobe. Pour t ∈ R+, nous considérons l’application
ϕt :
⎧⎪⎨⎪⎩
D → D
z 
→ z +
1−e−t
1+e−t
1 + z 1−e−t
1+e−t
=
(1 + e−t)z + (1− e−t)
(1 + e−t) + z(1− e−t)
.
Remarquons que, pour tout t ∈ R+∗, la fonction ϕt est un automorphisme hyperbolique de D dont
le point de Denjoy-Wolﬀ est 1 et l’autre point ﬁxe est −1. Par ailleurs, si ψ est un automorphisme
hyperbolique de D ayant 1 pour point de Denjoy-Wolﬀ et −1 pour autre point ﬁxe, alors il existe
t ∈ R+ tel que ψ = ϕt.
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Nous pouvons appliquer à la famille (ϕt)t0 les résultats de la sous-partie qui précède.
Proposition 5.11 La famille (ϕt)t0 est un semi-ﬂot sur D de générateur G : z 
→ 1− z
2
2
.
En particulier, pour tout α ∈ R+, la famille (Cϕt)t0 est un semi-groupe fortement continu
d’opérateurs sur Dα. Le générateur de (Cϕt)t0 est l’opérateur non borné
H :
⎧⎨⎩
Dα −→ Dα
f 
−→ z 
→
(
1− z2
2
× f ′(z)
)
.
Démonstration : Nous montrons d’abord que la famille (ϕt)t0 est un semi-ﬂot de fonctions
holomorphes. Soient t, s ∈ R+ et z ∈ D. On a
ϕs ◦ ϕt(z) =
(1 + e−s) (1+e
−t)z+(1−e−t)
(1+e−t)+z(1−e−t) + (1− e−s)
(1 + e−s) + (1+e
−t)z+(1−e−t)
(1+e−t)+z(1−e−t)(1− e−s)
=
(1 + e−s)
[
(1 + e−t)z + (1− e−t)]+ (1− e−s) [(1 + e−t) + z(1− e−t)]
(1 + e−s) [(1 + e−t) + z(1− e−t)] + (1− e−s) [(1 + e−t)z + (1− e−t)]
=
(1 + e−t−s)z + (1− e−t−s)
(1 + e−t−s) + z(1− e−t−s)
= ϕt+s(z).
La famille (ϕt)t0 est donc un semi-ﬂot d’opérateurs. Alors, d’après le théorème 5.8, pour
tout α ∈ R+, la famille (Cϕt)t0 est un semi-groupe fortement continu d’opérateurs sur Dα.
Nous calculons le générateur G du semi-ﬂot (ϕt). Pour cela, il nous suﬃt de voir que, pour
tout z ∈ D,
d
dt
[ϕt(z)] =
2e−t
(1+e−t)2
(
1 + z 1−e
−t
1+e−t
)
−
(
z + 1−e
−t
1+e−t
)
× z 2e−t
(1+e−t)2(
1 + z 1−e−t
1+e−t
)2 .
En évaluant en t = 0, nous obtenons
G(z) =
1
2 − z × z 12
12
=
1− z2
2
.
Ceci achève la preuve. 
Nous étudions maintenant le spectre et le spectre ponctuel du semi-groupe (Cϕt)t0. Les
résultats qui suivent peuvent être trouvés par exemple dans [26] (notamment au lemme 7.3 et
au théorème 7.4). Pour μ ∈ C∗, rappelons que si nous notons
gμ :
⎧⎨⎩ D −→ Cz 
→ (1 + z
1− z
)μ ∈ Hol(D),
alors, d’après la proposition 2.38, nous avons
∀t ∈ R+, ∀μ ∈ C∗, gμ ◦ ϕt =
(
1 + ϕt(0)
1− ϕt(0)
)
gμ.
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De la description du spectre ponctuel de f 
→ f ◦ ϕt ∈ L(Hol(D)), nous pouvons déduire le
spectre ponctuel de Cϕ ∈ L(Dα). Commençons par établir un lemme intermédiaire.
Lemme 5.12 Soit α ∈ R+ tel que α  1. Alors, pour tout μ ∈ C, la fonction gμ ∈ Dα si et
seulement si |(μ)| < α
2
.
Démonstration : Soit μ ∈ C. D’après la proposition 1.86, les fonctions gi(μ) et g−i(μ) sont
des multiplicateurs sur Dα, donc gμ ∈ Dα si et seulement si g
(μ) ∈ Dα. Sans perte de généralité,
nous pouvons donc supposer que μ ∈ R.
Supposons que μ ∈ R+. Alors, la fonction z 
→ (1 + z)μ est un multiplicateur de Dα. Il nous
suﬃt donc d’étudier la fonction
ϕμ : z 
−→
(
1
1− z
)μ
=
∑
n0
Γ(n+ μ)
Γ(n+ 1) Γ(μ)
zn.
Ainsi, ψμ ∈ Multα si et seulement si la série de terme général
∑
n0
nΓ(n+ 1) Γ(α)
Γ(α+ n+ 1)
×
(
Γ(n+ μ)
Γ(n+ 1) Γ(μ)
)2
converge. Une application de la formule de Stirling montre que c’est le cas si et seulement si
2μ < 1.
Supposons maintenant que μ ∈ R−. Le raisonnement est similaire au cas précédent. Soit
ν = −μ. Alors, la fonction z 
→ (1− z)ν est un multiplicateur de Dα. Il nous suﬃt donc d’étudier
la fonction
ψμ : z 
−→ (1 + z)μ =
(
1
1 + z
)ν
=
∑
n0
Γ(n+ ν)
Γ(n+ 1) Γ(ν)
(−z)n.
Alors, ψμ ∈ Dα si et seulement si 2ν < 1, c’est-à-dire si 0  2μ > −1. Ceci achève la preuve. 
Nous déduisons du lemme 5.12 deux corollaires techniques.
Corollaire 5.13 Soient α ∈ R+ et ε > 0 tel que ε < 1
2
. Alors, l’intégrale∫
{z∈D | |1+z|<1}
(1− |z|2)α
|1 + z|1−2ε |1− z2|2 dA(z) ∈ R
+ ∪ {+∞}
est ﬁnie.
Démonstration : La preuve repose sur le fait que g 1
2
−ε ∈ Dα d’après le lemme 5.12. Rappelons
que, pour tout z ∈ D,
g′1
2
−ε(z) =
(
1
2
− ε
)
2
1− z2
(
1 + z
1− z
)ε− 1
2
.
Considérons l’ensemble D1 = {z ∈ D | |1 + z| < 1}. Alors, il existe η > 0 tel que, pour tout
z ∈ D1, |1− z|  η. Ainsi, pour tout z ∈ D1,
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∣∣∣∣∣
(
1
2
− ε
)
1
1− z2
(
1 + z
1− z
)ε− 1
2
∣∣∣∣∣
2
(1− |z|2)α =
(
1
2
− ε
)2 1
|1− z2|2
|1− z|1−2ε
|1 + z|1−2ε (1− |z|
2)α
 η1−2ε
(
1
2
− ε
)2 (1− |z|2)α
|1− z2|2 |1 + z|1−2ε .
Alors,
∫
D1
(1− |z|2)α
|1 + z|1−2ε |1− z2|2 dA(z) 
1
η1−2ε
(
1
2 − ε
)2 ∫
D1
∣∣∣∣∣
(
1
2
− ε
)
1
1− z2
(
1 + z
1− z
)ε− 1
2
∣∣∣∣∣
2
(1− |z|2)α dA(z)
π
=
1
4η1−2ε
(
1
2 − ε
)2 ∫
D1
∣∣∣g′1
2
−ε(z)
∣∣∣2 (1− |z|2)α dA(z)
π
 1
4η1−2ε
(
1
2 − ε
)2 ∫
D
∣∣∣g′1
2
−ε(z)
∣∣∣2 (1− |z|2)α dA(z)
π
 1
4η1−2ε
(
1
2 − ε
)2 ∥∥∥g 12−ε∥∥∥2Dα < +∞.
Comme g 1
2
−ε ∈ Dα d’après le lemme 5.12, toutes les intégrales ci-dessus sont ﬁnies. Ceci
achève la preuve. 
Corollaire 5.14 Soient α ∈ R+ et ε > 0 tel que ε < 1
2
. Alors, l’intégrale∫
{|1−z|<1}∩D
(1− |z|2)α
|1− z2|2 |1− z|1−2ε dA(z) ∈ R
+ ∪ {+∞}
est ﬁnie.
Démonstration : La preuve est naturellement similaire à celle du corollaire 5.13, sauf qu’elle
repose sur le fait que g− 1
2
+ε ∈ Dα. Rappelons que, pour tout z ∈ D,
g′− 1
2
+ε
(z) =
(
−1
2
+ ε
)
2
1− z2
(
1 + z
1− z
) 1
2
−ε
.
Considérons l’ensemble D2 = {z ∈ D | |1− z| < 1}. Alors, il existe η > 0 tel que, pour tout
z ∈ D2, |1 + z|  η. Ainsi, pour tout z ∈ D2,
∣∣∣∣∣
(
1
2
− ε
)
1
1− z2
(
1 + z
1− z
) 1
2
−ε∣∣∣∣∣
2
(1− |z|2)α =
(
1
2
− ε
)2 1
|1− z2|2
|1 + z|1−2ε
|1− z|1−2ε (1− |z|
2)α
 η1−2ε
(
1
2
− ε
)2 (1− |z|2)α
|1− z2|2 |1− z|1−2ε .
Alors,
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∫
D2
(1− |z|2)α
|1− z2|2 |1− z|1−2ε dA(z) 
1
η1−2ε
(
1
2 − ε
)2 ∫
D1
∣∣∣∣∣
(
1
2
− ε
)
1
1− z2
(
1 + z
1− z
)ε− 1
2
∣∣∣∣∣
2
(1− |z|2)α dA(z)
π
=
1
η1−2ε
(
412 − ε
)2 ∫
D1
∣∣∣g′− 1
2
+ε
(z)
∣∣∣2 (1− |z|2)α dA(z)
π
 1
4η1−2ε
(
1
2 − ε
)2 ∫
D
∣∣∣g′− 1
2
+ε
(z)
∣∣∣2 (1− |z|2)α dA(z)
π
 1
4η1−2ε
(
1
2 − ε
)2 ∥∥∥g− 12+ε∥∥∥2Dα < +∞.
Comme gε− 1
2
∈ Dα d’après le lemme 5.12, toutes les intégrales ci-dessus sont ﬁnies. Ceci
achève la preuve. 
Le résultat suivant est le lemme 7.2 de [26].
Lemme 5.15 Soit ϕ ∈ Hol(D) un automorphisme hyperbolique dont le point de Denjoy-Wolﬀ
est ω ∈ T. Soit α ∈ R+ tel que α  1. Alors, le rayon spectral de Cϕ ∈ L(Dα) vériﬁe
r(Cϕ)  ϕ′(ω)
−α
2 .
Nous en déduisons une caractérisation spectrale des opérateurs de composition par un auto-
morphisme hyperbolique.
Corollaire 5.16 Soit ϕ ∈ Hol(D) un automorphisme hyperbolique dont le point de Denjoy-Wolﬀ
est 1. Soit α ∈ R+ tel que α  1. Alors, en tant qu’opérateur sur Dα, l’opérateur Cϕ ∈ L(Dα) a
pour spectre
σ(Cϕ) =
{
λ ∈ C
∣∣∣ ϕ′(1)α2  |λ|  ϕ′(1)−α2 }
et pour spectre ponctuel
σp(Cϕ) =
{
μ ∈ C
∣∣∣ ϕ′(1)α2 < |μ| < ϕ′(1)−α2 } .
De plus, pour tout μ ∈ σp(Cϕ) et pour tout λ ∈ C tel que μ = eλ, le sous-espace propre associé
à μ est Eμ = Vect
[
gλ
∣∣∣∣∣ λ ∈ C tel que μ =
(
1 + ϕ(0)
1− ϕ(0)
)λ]
.
Démonstration : La description du spectre ponctuel et des sous-espaces propres découle direc-
tement des calculs eﬀectués à la proposition 2.38 et du résultat du lemme 5.12. En particulier,
comme le spectre de Cϕ est fermé et qu’il contient le spectre ponctuel, nous avons bien
σ(Cϕ) ⊃
{
λ ∈ C
∣∣∣ ϕ′(1)α2  |λ|  ϕ′(1)−α2 }
D’après le lemme 5.15, nous avons par ailleurs σ(Cϕ) ⊂
{
λ ∈ C
∣∣∣ |λ|  ϕ′(1)−α2 }. Nous établis-
sons maintenant la borne inférieure sur le spectre de Cϕ.
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Pour cela, remarquons que comme ϕ est un automorphisme hyperbolique, alors ϕ−1 est
également un automorphisme hyperbolique et en notant ω le point de Denjoy-Wolﬀ de ϕ−1, nous
avons ϕ′(ω) =
1
ϕ′(1)
. Alors, d’après le lemme 5.15,
σ(C−1ϕ ) ⊂
{
μ ∈ C
∣∣∣∣∣ |μ| 
(
1
ϕ′(1)
)−α
2
}
.
Or, comme Cϕ est inversible, nous avons
σ(Cϕ) =
{
1
μ
∣∣∣∣ μ ∈ σ(C−1ϕ )} .
Ceci montre que σ(Cϕ) ⊂
{
λ ∈ C
∣∣∣ |λ|  ϕ′(1)α2 } et achève la preuve. 
Nous étudions maintenant le générateur du semi-groupe (Cϕt)t0 sur Dα.
Proposition 5.17 Soit α ∈ R+ tel que α  1. Alors, le générateur du semi-groupe (Cϕt)t0 est
l’opérateur non borné
H :
⎧⎨⎩
Dα −→ Dα
f 
−→ z 
→
(
1− z2
2
× f ′(z)
)
.
Son spectre ponctuel est
σp(H) =
{
λ ∈ C
∣∣∣ |(λ)| < α
2
}
.
De plus, pour tout λ ∈ σp(H), le sous-espace propre associé à λ est Eλ(H) = C · gλ.
Démonstration : Le fait que (Cϕt)t0 soit un semi-groupe de générateur H découle directement
de la proposition 5.11.
Soit λ ∈ σp(H) une valeur propre et g ∈ Eλ(H) un vecteur propre non nul associé. Alors,
comme Eλ(H) est un sous-espace invariant de H, c’est aussi un sous-espace invariant pour le
semi-groupe (Cϕt)t0 et, pour tout t ∈ R+, nous avons
Cϕt(f) = e
λtg.
En particulier, eλt est une valeur propre de Cϕt , et g est un vecteur propre de Cϕt . Il existe donc
λ ∈
{
λ ∈ C
∣∣∣ |(λ)| < α
2
}
tel que g = gλ.
Il nous suﬃt donc de vériﬁer que, pour tout λ ∈
{
λ ∈ C
∣∣∣ |(λ)| < α
2
}
, la fonction gλ est un
vecteur propre de H. Fixons un tel λ. Alors, pour tout z ∈ D,
g′λ(z) = λ×
2
1− z2 gλ(z).
Ceci prouve que gλ ∈ Eλ(H) et achève donc la preuve. 
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B) Vers une généralisation du théorème de Nordgren, Rosenthal
et Wintrobe
Dans l’article [47], Nordgren, Rosenthal et Wintrobe démontrent un résultat sur l’universalitédes opérateurs de composition dont le symbole est un automorphisme hyperbolique.
Théorème 5.18 (NRW, Nordgren-Rosenthal-Wintrobe) Soient ϕ un automorphisme hy-
perbolique de D et λ une valeur propre de Cϕ ∈ L(H2). Alors, l’opérateur Cϕ−λ Id est universel.
Récemment, dans [24], Cowen et Gallardo ont donné une nouvelle preuve de ce résultat en
utilisant la théorie des semi-groupes. L’idée générale de leur approche est la suivante : d’abord,
sans perte de généralité, on peut se rapporter au cas où ϕ = ϕt pour un certain t ∈ R+. Alors,
un résultat de [25] permet de construire un isomorphisme continu S ∈ L(H2) tel que le semi-
groupe (Cϕt)t0 est équivalent via l’isomorphisme S à un semi-groupe d’opérateurs de Toeplitz
(ce fait repose sur l’observation selon laquelle les générateurs des semi-groupes en question ont
des propriétés spectrales similaires). On conclut alors en appliquant le théorème de Caradus
(théorème 3.3) aux opérateurs de Toeplitz (ce qui est plus simple que d’appliquer le théorème
de Caradus directement aux opérateurs de composition).
Dans cette partie, nous allons tenter de généraliser cette preuve aux espaces Dα pour α  1.
Nous montrons que l’approche de Cowen et Gallardo fonctionne presque complètement, sauf
pour établir la continuité de l’isomorphisme S.
B.1 — Un semi-groupe d’opérateurs de Toeplitz
Dans cette sous-partie, nous commençons par étudier le semi-groupe d’opérateurs de Toeplitz
qui servira de modèle au semi-groupe (Cϕt)t0. Commençons par une déﬁnition.
Déﬁnition 5.19 On appelle semi-groupe (continu multiplicatif de fonctions holomorphes) sur D
toute famille (ψt)t0 ∈ Hol(D)R+ vériﬁant les propriétés suivantes :
(i) on a ψ0 = (z 
→ 1) ;
(ii) pour tous s, t ∈ R+ et pour tout z ∈ D, ψs+t(z) = ψs(t)× ψt(z) ;
(iii) pour tout z ∈ D, la fonction Ψz :
{
R+ 
→ C
t 
→ ψt(z) est continue.
Exemple Pour t ∈ R+, nous déﬁnissons
ψt :
⎧⎪⎨⎪⎩
D →
{
μ ∈ C | e−αt2 < |μ| < eαt2
}
z 
→
(
1− z
1 + z
)αti
π ∈ Hol(D).
Proposition 5.20 La famille (ψt)t0 est un semi-groupe multiplicatif de fonctions holomorphes
sur D.
À partir de la famille (ψt)t0, nous pouvons construire un semi-groupe d’opérateurs de mul-
tiplication.
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Introduisons une notation. Pour t ∈ R+ et α  1, nous considérons l’opérateur (a priori non
borné) sur Dα déﬁni par
Mψt :
{
D (Mψt) ⊂ Dα −→ Dα
f 
−→ (z 
→ ψt(z)× f(z)) .
Nous commençons par montrer que les opérateurs Mψt sont continus.
Proposition 5.21 Soient α  1 et t ∈ R+. Alors, Mψt est un opérateur borné sur Dα . De plus,
il existe C > 0 tel que, pour tout t ∈ R+,
‖Mψt‖Dα  ‖ψt‖H∞(D) = e
αt
2 .
Démonstration : Il s’agit d’une application directe de la proposition 1.86. 
Nous pouvons maintenant montrer que la famille (Mψt)t0 est un semi-groupe.
Corollaire 5.22 Soit α ∈ R+ tel que α  1. Alors, la famille (Mψt)t0 est un semi-groupe
d’opérateurs fortement continu sur Dα.
Démonstration : Pour prouver ce résultat, nous allons appliquer le théorème 5.7. La famille
(Mψt)t0 est un semi-groupe algébrique d’opérateurs. D’après la proposition 5.21, il existe M > 0
tel que, pour tout t ∈ [0; 42], on a
‖Mψt‖  e
αt
2 M.
D’après la proposition 1.47, l’espace C[z] est dense dans Dα. Nous montrons maintenant que
pour tout P ∈ C[z], nous avons Mψt(P ) → P dans Dα lorsque t → 0. Comme la famille (en)n∈N
est orthonormale dans Dα, il nous suﬃt de montrer le résultat sur les monômes. Soit n ∈ N.
Alors,
‖Mψt(en)− en‖2Dα = |ψt(0)− 1|
2 1|n=0 +
∫
D
∣∣(ψt × en)′(z)∣∣2 (1− |z|2)α dA(z)
π

∫
D
(
|1− ψt(z)|2 n2
∣∣zn−1∣∣2 + ∣∣ψ′t(z)∣∣2 |zn|2)(1− |z|2)α dA(z)π .
De plus, pour tout t ∈ [0; 42] et pour tout z ∈ D,
ψ′t(z) =
αti
π
−2
1− z2
(
1 + z
1− z
)αti
π
.
Alors,
(
|1− ψt(z)|2 n2
∣∣zn−1∣∣2 + ∣∣ψ′t(z)∣∣2 |zn|2)(1− |z|2)α  n2(M+1)2+ α2 × 422π2 M2×
(
1− |z|2
)α
1− z2 .
Remarquons que pour tout z ∈ D, nous avons |1− z|  1 − |z|. Il existe donc une constante
C1 > 0 telle que
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∀z ∈ D, (z)  0 ⇒ (1− |z|
2)2
|1− z|2  C1.
Avec un argument similaire, nous pouvons montrer qu’il existe une constante C2 telle que
∀z ∈ D, (z)  0 ⇒ (1− |z|
2)2
|1− z|2  C2.
Ainsi, la fonction z 
→
(
1− |z|2
)α
1− z2 est bornée donc intégrable sur D. De plus, comme ψt → 1
uniformément sur tout compact de D, le théorème de Weierstrass (théorème 1.26) nous dit que,
pour tout z ∈ D, ψ′t(z) → 0 lorsque t → +∞. Finalement, d’après le théorème de convergence
dominée, nous avons
‖Mψt(en)− en‖2Dα
t→0−−→
∫
D
0 dA(z) = 0.
Ceci prouve que Mψt(en) → en dans Dα. Nous pouvons alors conclure la preuve en appliquant
le théorème 5.7. 
Nous déterminons maintenant le générateur du semi-groupe (Mψt)t0.
Proposition 5.23 Le générateur du semi-groupe (Mψt)t0 est l’opérateur non borné
G :
⎧⎨⎩ Dα −→ Dαf 
−→ (z 
→ αi
π
log
(
1− z
1 + z
)
× f(z)
)
.
Démonstration : Soit G le générateur de (Mψt)t0. Soient f ∈ D(G) et z ∈ D. D’après la
proposition 4.12 et comme l’évaluation en z est une forme linéaire continue sur Dα d’après la
proposition 1.48, la fonction ϕf,z : t 
→ Mψt(f)(z) est dérivable sur R+ et, pour tout t ∈ R+,
ϕ′f,z(t) = AMψt(f)(z).
Or, pour tout t ∈ R+,
ϕf,z(t) =
(
1− z
1 + z
)αti
π
× f(z),
et donc
ϕ′f,z(t) =
αi
π
log
(
1− z
1 + z
)(
1− z
1 + z
)αti
π
× f(z).
En évaluant en t = 0, il vient
ϕf,z(0) = A(f)(z) =
αi
π
log
(
1− z
1 + z
)
× f(z).
Ceci achève la preuve. 
Avant de poursuivre notre étude, nous énonçons un lemme utile. Considérons la fonction
222 Chapitre 5 — Semi-groupes d’opérateurs de composition
γ :
⎧⎪⎪⎨⎪⎪⎩
{
λ ∈ C
∣∣∣ |(λ)| < α
2
}
−→ D
λ 
−→ −i tan
(
λπ
2α
)
=
1− e iλπα
1 + ei
λπ
α
.
Lemme 5.24 La fonction γ est holomorphe et bijective. De plus, pour tout λ ∈ C tel que |(λ)| <
α
2
, on a
λ =
αi
π
log
(
1− γ(λ)
1 + γ(λ)
)
.
Démonstration : Il suﬃt de calculer. Soit λ ∈ C tel que |(λ)| < α
2
. Alors,
1− γ(λ)
1 + γ(λ)
=
1− 1−ei
λπ
α
1+ei
λπ
α
1 + 1−e
i λπα
1+ei
λπ
α
=
⎛⎜⎝1− 1−e
i λπα
1+ei
λπ
α
1 + 1−e
i λπα
1+ei
λπ
α
⎞⎟⎠
=
⎛⎝1 + eiλπα −
(
1− eiλπα
)
1 + ei
λπ
α +
(
1− eiλπα
)
⎞⎠
= ei
λπ
α = e
iλπ
α .
Nous en déduisons
αi
π
log
(
1− γ(λ)
1 + γ(λ)
)
=
αi
π
iλπ
α
= iiλ = λ.
Ceci achève la preuve. 
Nous pouvons maintenant passer à l’étude du semi-groupe d’opérateurs de Toeplitz
(
M∗ψt
)
t0.
Rappelons que nous notons (Kz)z∈D les noyaux reproduisants sur Dα. Nous introduisons une
nouvelle notation : pour tout λ ∈ C tel que |(λ)| < α
2
, nous notons
K˜λ
def
= Kγ(λ).
Proposition 5.25 Soit α ∈ R+ tel que α  1. La famille (M∗ψt) est un semi-groupe fortement
continu d’opérateurs sur Dα dont le générateur G∗ est l’adjoint de l’opérateur non borné
G∗∗ = G :
⎧⎨⎩ Dα −→ Dαf 
−→ (z 
→ αi
π
log
(
1− z
1 + z
)
× f(z)
)
.
De plus, le spectre ponctuel de G∗ est
σp(G
∗) =
{
∈ C
∣∣∣ |(λ)| < α
2
}
et, pour tout λ ∈ σp(G∗), le sous-espace propre associé à λ est Eλ(G∗) = C · K˜λ.
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Démonstration : Le fait que
(
M∗ψt
)
est un semi-groupe fortement continu d’opérateurs sur Dα
vient du corollaire 5.22. Le fait que le générateur de ce semi-groupe est l’opérateur G∗ vient de
la proposition 5.23.
Soit μ ∈ σp(G∗). Soit g ∈ Dα un vecteur propre non nul de G∗ associé à la valeur propre μ.
Alors, pour tout t ∈ R+, la fonction g est un vecteur propre de M∗ψt associé à la valeur propre
eμt. Ainsi, d’après la proposition 1.81, il existe λ ∈ C tel que |(μ)| < α
2
tel que g = K˜λ.
Réciproquement, soit λ ∈ C tel que |(λ)| < α
2
. D’après le théorème 1.81 et le lemme 5.24,
nous avons alors, pour tout t ∈ R+,
M∗ψtK˜λ = ψt(γ(λ))g
= exp
(
αi
π
log
(
1− γ(λ)
1 + γ(λ)
))
K˜λ
= exp(λt)K˜λ.
En dérivant par rapport à t, puis en évaluant en t = 0, nous avons bien que K˜λ est un vecteur
propre (non nul) pour la valeur propre λ. Ceci achève la preuve. 
B.2 — Vers une extension de NRW
Nous passons maintenant à l’étude de la preuve du théorème 5.18 proprement dite. Nous
commençons par un résultat sur l’universalité des opérateurs de Toeplitz que nous avons étudiés
dans la section précédente.
Théorème 5.26 Soit α ∈ R+ tel que α  1. Alors, pour tout t ∈ R+∗ et pour tout λ ∈ C tel que(
1− e−t
1 + e−t
)α
2
 |λ| 
(
1 + e−t
1− e−t
)α
2
,
l’opérateur M∗ψt − λ Id est un opérateur universel.
Démonstration : Soient t et λ vériﬁant les hypothèses du théorème. Nous montrons que M∗ψt −
λ Id est universel en appliquant le théorème de Caradus (théorème 3.3).
Nous commençons par montrer que Ker(M∗ψt − λ Id) = Eλ(M∗ψt) est de dimension inﬁnie.
Pour cela rappelons que d’après le théorème 1.81, nous avons
dimEλ(M
∗
ψt) = Card
{
z ∈ D
∣∣∣ ψt(z) = λ} .
Remarquons que l’application
η :
⎧⎪⎨⎪⎩
{
μ ∈ C
∣∣∣∣ |(μ)| < α2 ln
(
1 + e−t
1− e−t
)}
−→
{
 ∈ C
∣∣∣∣∣
(
1− e−t
1 + e−t
)α
2
 || 
(
1 + e−t
1− e−t
)α
2
}
μ 
−→ exp(μ)
.
est surjective et que, pour tout  ∈ Im(η), la pré-image η−1 ({}) est inﬁnie.
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Alors, pour tout z ∈ D,
ψt(z) = λ ⇔ exp
[
αti
π
log
(
1− z
1 + z
)]
= λ
⇔ ∃μ ∈ η−1 ({λ}) tel que αti
π
log
(
1− z
1 + z
)
= μ
⇔ ∃μ ∈ η−1 ({λ}) tel que z = μπ − iαt
μπ + iαt
.
Comme η−1 ({λ}) est inﬁni, nous avons bien montré que
{
z ∈ D
∣∣∣ ψt(z) = λ} est inﬁni.
Nous montrons maintenant que M∗ψt − λ Id est surjectif. Pour cela, il suﬃt de montrer qu’il
admet un inverse à droite (même si cet inverse n’est pas un opérateur borné). En passant à l’ad-
joint, il nous suﬃt de montrer que l’opérateur Mψt−λ Id admet un inverse à gauche. Considérons
alors l’opérateur non borné
N :
⎧⎨⎩
D(N) ⊂ Dα −→ Dα
f 
−→
(
z 
→ 1
ψt(z)− λ
f(z)
)
.
Comme (M∗ψt − λ Id)∗ = Mψt − λ Id est l’opérateur de multiplication
Mψt − λ Id :
{
D(N) ⊂ Dα −→ Dα
f 
−→ (z 
→ (ψt(z)− λ) f(z)) ,
nous avons Im
(
Mψt − λ Id
) ⊂ D(N) et, pour toute f ∈ Dα,
N
(
Mψt − λ Id
)
(f) = f.
Alors, l’opérateur non borné N∗ est un inverse à droite de M∗ψt , ce qui prouve que M
∗
ψt est
surjectif. Le résultat découle alors du théorème de Caradus (théorème 3.3). 
Nous énonçons maintenant une série de lemmes intermédiaires, dont l’objet est de déﬁnir
l’isomorphisme S qui va réaliser l’équivalence entre les semi-groupes (Cϕt)t0 et (M
∗
ψt)t0.
Lemme 5.27 Soit α ∈ R+ tel que α  1. Il existe des constantes c, C ∈ R+∗ et a, b ∈
[
0;
1
2
[
telles que, pour tous λ, μ ∈ [a; b],
0 < c
∣∣∣∣〈K˜λ , K˜μ〉Dα
∣∣∣∣  ∣∣∣〈gλ , gμ〉Dα∣∣∣  C
∣∣∣∣〈K˜λ , K˜μ〉Dα
∣∣∣∣ < +∞.
Démonstration : Remarquons que la fonction
K :
⎧⎪⎨⎪⎩
[−α
2
;
α
2
]2
−→ C
(λ, μ) 
−→
〈
K˜λ, K˜μ
〉
Dα
est continue car pour tout μ ∈
[−α
2
;
α
2
]
, la fonction K˜μ est un noyau reproduisant pour Dα.
Soit ε =
1
100
. Nous montrons maintenant que la fonction
Section 5.B — Vers une généralisation de NRW 225
G :
⎧⎨⎩
[−α
2
+ ε;
α
2
− ε
]2
−→ C
(λ, μ) 
−→ 〈gλ, gμ〉Dα
est continue. Considérons la fonction
ϕ :
⎧⎪⎪⎨⎪⎪⎩
[−α
2
+ ε;
α
2
− ε
]2
× D −→ C
(λ, μ, z) 
−→ 1
π
4λμ
(1− z2)2
(
1− z
1 + z
)λ(1− z
1 + z
)μ
(1− |z|2)α
,
de sorte que, pour tout (λ, μ) ∈
[−α
2
+ ε;
α
2
− ε
]2
, on a
G(λ, μ) =
∫
D
ϕ(λ, μ, z) dA(z).
Considérons les ensembles
D1 = {z ∈ D | |1 + z| < 1} ,
D2 = {z ∈ D | |1− z| < 1} ,
et D3 = D − (D1 ∪ D2). Alors, il existe c1, c2 et c3 ∈ R+∗ telles que, pour tous λ, μ ∈[−α
2
+ ε;
α
2
− ε
]
et pour tout z ∈ D,
|ϕ(λ, μ, z)|  c1 (1− |z|
2)α
|1 + z|1−2ε |1− z2|21|{z∈D1}+
c2 (1− |z|2)α |1− z|−1+2ε
|1− z2|2 1|{z∈D2}+c31|{z∈D3}
def
= ψ(z).
D’après les corollaires 5.13 et 5.14, la fonction ψ est intégrable sur D. De plus, pour tout z ∈ D,
la fonction (λ, μ) 
→ ϕ(λ, μ, z) est continue. D’après le théorème de convergence dominée, la
fonction G est donc bien continue.
Remarquons par ailleurs que K
(
1
4
,
1
4
)
=
∥∥∥K˜ 1
4
∥∥∥2
Dα
= 0 et que G
(
1
4
,
1
4
)
=
∥∥∥g 1
4
∥∥∥2
Dα
= 0.
Ainsi, il existe η > 0 tel que la fonction
H :
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
[
1
4
− η; 1
4
+ η
]2
−→ R+
(λ, μ) 
−→
∣∣∣∣∣∣∣
〈
K˜λ, K˜μ
〉
Dα
〈gλ, gμ〉Dα
∣∣∣∣∣∣∣
est bien déﬁnie. De plus, il existe c et C ∈ R+∗ tels que H est bornée inférieurement par c et
supérieurement par C. Ceci achève la preuve. 
Dans la suite, et sauf mention explicite du contraire, nous supposerons implicitement que les
constantes c, C, a et b vériﬁent la conclusion du lemme 5.27.
Lemme 5.28 Soit α ∈ R+ tel que α  1. Soient c, C, a et b des constantes vériﬁant les conclu-
sions du lemme 5.27. Alors, les familles
(
K˜λ
)
λ∈[a;b]
et (gλ)λ∈[a;b] sont libres dans Dα.
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Démonstration : D’après la proposition 5.25, pour tout λ ∈ [a, b], la fonction K˜λ est un vecteur
propre de G∗ pour la valeur propre λ. En particulier, la famille
(
K˜λ
)
λ∈[a;b]
est libre dans Dα.
De même, d’après la proposition 5.17, pour tout λ ∈ [a, b], la fonction gλ est un vecteur
propre de H pour la valeur propre λ. En particulier, la famille (gλ)λ∈[a;b] est libre dans Dα. Ceci
achève la preuve. 
Lemme 5.29 Soit α ∈ R+ tel que α  1. Soient a et b des constantes vériﬁant les conclusions
du lemme 5.27. Alors, le sous-espace Vect
(
K˜λ
∣∣∣ λ ∈ [a; b]) est dense dans Dα.
Démonstration : Nous montrons que
Vect
(
K˜λ
∣∣∣ λ ∈ [a; b])⊥ = {0} .
Soit f ∈ Vect
(
K˜λ
∣∣∣ λ ∈ [a; b])⊥. Alors, en considérant la fonction γ étudiée au lemme 5.24, nous
avons
∀λ ∈ [a, b], f(γ(λ)) =
〈
f, K˜λ
〉
Dα
= 0.
D’après le théorème des zéros isolés, nous avons f = 0. Ceci achève la preuve. 
Lemme 5.30 Soit α ∈ R+ tel que α  1. Soient a et b des constantes vériﬁant les conclusions
du lemme 5.27. Alors, le sous-espace Vect (gλ | λ ∈ [a; b]) est dense dans Dα.
Démonstration : Pour α = 1, le résultat est le lemme 1 de [25].
Nous supposons maintenant que α > 1. Commençons par rappeler que d’après la proposition
5.12, nous avons l’inclusion
Vect (gλ | λ ∈ [a; b]) ⊂ Dα.
En outre, d’après le théorème du graphe fermé, l’inclusion
I1, α :
{ D1 −→ Dα
f 
→ f
est continue : il existe M > 0 telle que, pour toute f ∈ D1, on a ‖f‖Dα M ‖f‖D1 .
Soit ε > 0. Soit f ∈ Dα. Comme C[z] est dense dans Dα (d’après la proposition 1.47), il
existe P ∈ C[z] tel que ‖f − P‖Dα < ε. Par ailleurs, comme le sous-espace Vect (gλ | λ ∈ [a; b])
est dense dans D1, il existe g ∈ Vect (gλ | λ ∈ [a; b]) tel que ‖P − g‖D1 < ε. Alors, g ∈ Dα et
‖f − g‖Dα  ‖f − P‖Dα + ‖P − g‖Dα  ε+M ‖P − g‖D1  (M + 1) ε.
Ceci achève la preuve. 
Nous pouvons combiner les lemmes qui précédent pour obtenir le résultat suivant.
Théorème 5.31 Soit α ∈ R+ tel que α  1. Alors, il existe deux opérateurs S et T (a priori
non bornés) denséments déﬁnis sur Dα et qui vériﬁent les propriétés suivantes :
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(i) l’espace Im(S) est dense et Im(S) ⊂ D(T ) ;
(ii) l’espace Im(T ) est dense et Im(T ) ⊂ D(S) ;
(iii) il existe a, b ∈
[
0;
1
2
[
tels que la famille (gλ)λ∈[a;b] ⊂ D(T ) engendre un sous-espace dense
dans Dα et il existe c, C ∈ R+∗ tels que, pour tous λ, μ ∈ [a; b],
c
∣∣∣〈T (gλ), T (gμ)〉Dα∣∣∣  ∣∣∣〈gλ, gμ〉Dα∣∣∣  ∣∣∣〈T (gλ), T (gμ)〉Dα∣∣∣ ;
(iv) il existe a, b ∈
[
0;
1
2
[
tels que la famille (K˜λ)λ∈[a;b] ⊂ D(S) engendre un sous-espace dense
dans Dα et il existe c, C ∈ R+∗ tels que, pour tous λ, μ ∈ [a; b],
c
∣∣∣∣〈S(K˜λ), S(K˜μ)〉Dα
∣∣∣∣  ∣∣∣∣〈K˜λ, K˜μ〉Dα
∣∣∣∣  ∣∣∣∣〈S(K˜λ), S(K˜μ)〉Dα
∣∣∣∣ ;
(v) pour toute f ∈ D(T ), ST (f) = f ;
(vi) pour toute f ∈ D(S), TS(f) = f .
Démonstration : Soient c, C, a et b des constantes vériﬁant les conclusions du lemme 5.27.
D’après le lemme 5.28, nous pouvons déﬁnir deux applications linéaires en posant
S :
{
Vect
(
K˜λ
∣∣∣ λ ∈ [a; b]) −→ Vect (gλ | λ ∈ [a; b])
K˜λ 
−→ gλ
et
T :
{
Vect (gλ | λ ∈ [a; b]) −→ Vect
(
K˜λ
∣∣∣ λ ∈ [a; b])
gλ 
−→ K˜λ
Le résultat découle alors des lemmes 5.27, 5.29 et 5.30. 
Nous pouvons maintenant utiliser le théorème ci-dessus pour étudier l’universalité de Cϕt −
λ Id.
Théorème 5.32 Soit α ∈ R+ tel que α  1. Alors, pour tout t ∈ R+∗ et pour tout λ ∈ C tel que(
1− e−t
1 + e−t
)α
2
 |λ| 
(
1 + e−t
1− e−t
)α
2
,
il existe deux opérateurs a priori non bornés S et T tels que ST = TS = IdDα et T (Cϕt −λ Id)S
est un opérateur universel sur Dα.
Démonstration : Soient S et T les applications données par le théorème 5.31. Soient a et b
deux constantes vériﬁant les conclusions du même théorème. Alors, d’après les propositions 5.17
et 5.25, on a pour tout λ ∈ [a; b] et pour tout t ∈ R+,
TCϕtS K˜λ = TCϕt gλ = e
λtT gλ = e
λtK˜λ = M
∗
ψt K˜λ
et
SM∗ψtT gλ = SM
∗
ψt K˜λ = e
λtS K˜λ = e
λtgλ = Cϕt gλ.
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Or, pour tous t et λ vériﬁant les hypothèses de l’énoncé, l’opérateur M∗ψt − λ Id est universel
(théorème 5.26). Ceci achève la preuve. 
Le résultat précédent s’étend naturellement à tous les automorphismes hyperboliques de D.
Théorème 5.33 Soit α ∈ R+ tel que α  1. Soit ϕ ∈ Hol(D) un automorphisme hyperbolique de
D. Alors, pour tout λ ∈ σp(Cϕ), il existe un opérateur universel U ∈ L(Dα) et deux opérateurs S
et T densément déﬁnis (mais non bornés a priori) tels que ST = TS = IdDα et Cϕ−λ Id = SUT .
Démonstration : Comme ϕ est un automorphisme hyperbolique, nous savons qu’il existe un
automorphisme ψ de D et t ∈ R+ tel que ϕ = ψ ◦ ϕt ◦ ψ−1. Or, d’après le théorème 2.51, nous
savons que Cψ et Cψ−1 sont des opérateurs continus sur Dα avec C−1ψ = Cψ. Comme l’opérateur
Cϕt vériﬁe le résultat que l’on cherche à montrer (d’après le théorème 5.32), il en va de même
pour l’opérateur Cϕ. Ceci achève la preuve. 
Remarquons que d’après les travaux de Cowen et Gallardo ([25] et [24]), si α = 1 (c’est-à-dire,
si Dα = H2 est l’espace de Hardy), alors les opérateurs S et T étudiés ci-dessus sont continus.
Conclusion et perspectives
Les travaux présentés dans cette thèse laissent ouvertes un certain nombre de questions. Enguise de conclusion à ces travaux, nous présentons ici quelques pistes de réﬂexion (à court
ou moyen terme) qui pourraient permettre de prolonger notre étude.
La première piste de réﬂexion s’inscrit dans le prolongement de nos travaux autour du théorème
de Nordgren-Rosenthal-Wintrobe. Plus précisément, nous aimerions montrer que les opérateurs a
priori non bornés S et T qui interviennent dans les théorèmes 5.32 ou 5.33 sont continus. Si c’était
le cas, alors nous pourrions généraliser le théorème de Nordgren-Rosenthal-Wintrobe aux espaces
de Dirichlet pondérés Dα (pour α  1). En utilisant des arguments « de réﬂexion » développés
par Schroderus et Tylli (dans [61] notamment), nous pourrions également obtenir l’universalité
d’opérateurs de la forme C∗ϕt − λ Id sur des espace de Dirichlet pondérés (qui correspondent aux
espaces Dα pour α  0).
Sur H2(D), Cowen et Gallardo prouvent la continuité de S et T en exhibant une relation
entre les quantités 〈gλ, gμ〉 et
〈
K˜λ, K˜μ
〉
. C’est cette relation qui n’est plus valide sur Dα pour
α > 1, et qui fait que leur preuve ne se généralise a priori pas totalement aux espaces Dα.
Une autre piste de réﬂexion serait de prolonger notre travail de modélisation des semi-groupes.
Par exemple, les techniques que nous utilisons pour modéliser les semi-groupes d’opérateurs
concaves semblent pouvoir s’étendre à d’autres familles de semi-groupes d’opérateurs presque iso-
métriques. Nous pouvons en particulier dans ce contexte penser au cas des m-isométries. D’après
[15], un semi-groupe fortement continu (Tt)t0 est constitué de m-isométries si et seulement si
son co-générateur est une m-isométrie. De plus, d’après [2], on peut modéliser les m-isométries
par des opérateurs de multiplication par eiθ sur des espaces de distributions sur T. Dans ce
contexte, nous pouvons nous attendre à obtenir des résultats de modélisation des semi-groupes
de m-isométries pures similaires aux résultats obtenus au théorème 4.39 pour les semi-groupes
d’opérateurs concaves purs.
Sur la modélisation des opérateurs et des semi-groupes, une autre piste de réﬂexion (peut-être
plus diﬀuse que la précédente) découle de la remarque suivante : nous avons vu que l’on peut
munir l’espace de Dirichlet D de deux normes équivalentes déﬁnies par
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‖f‖2D0 = |f(0)|2 +
∫
D
∣∣f ′(z)∣∣2 dA(z)
π
et ‖f‖2H2(0) =
∑
n0
(n+ 1) |an|2 .
Nous avons également vu que l’opérateur M : f 
→ z × f ∈ L(D) est concave pour la norme
‖·‖H2(0) mais pas pour la norme ‖·‖D0 . En d’autres termes, l’opérateur M ∈ L(D0) n’est pas
concave mais il est bien modélisé par l’opérateur M ∈ L(H2(0)) qui l’est (et il en va de même
pour les semi-groupes dont ils sont les co-générateurs). Il semble alors naturel de se demander
si la notion de concavité d’un opérateur — qui joue un rôle important dans notre étude — ne
pourrait pas être remplacée par une notion légèrement plus générale, mais qui serait invariante
par changement de norme équivalente.
À moyen terme, il pourrait être intéressant de poursuivre l’étude de la forme générale du
spectre des opérateurs de composition sur des espaces de Banach qui sont continûment inclus
dans Hol(D). Un exemple de problème que l’on pourrait étudier est celui de l’existence de valeurs
propres « cachées » : si ϕ est un symbole de Koenigs et si X ↪→ Hol(D) est un sous-espace de
Banach tel que l’opérateur de composition Cϕ ∈ L(X ) est continue, existe-t-il des valeurs propres
de Cϕ qui sont dans la composante connexe de 0 (ou dans l’intérieur de celle-ci) ?
D’une façon plus générale, si ϕ : D → D ∈ Hol(D) n’est pas un symbole de Koenigs, l’étude
des propriétés spectrales de Cϕ (sur Hol(D) ou sur des espaces de Banach généraux) est un
problème encore ouvert particulièrement digne d’intérêt.
Dérivation discrète des suites réelles
Annexe A
Dans cette annexe, nous précisons quelques propriétés de la dérivation discrète. Ces propriétéssont utilisées dans ce manuscrit pour la description des opérateurs m-isométriques et m-
concaves (voir la sous-partie 1 de la partie B du chapitre 3).
L’opérateur de dérivation discrète sur l’espace des suites réelles est l’application linéaire
Δ :
{
RN −→ RN
(un)n∈N 
−→ (un+1 − un)n∈N
.
Nous commençons par décrire le comportement de la dérivée discrète d’ordre m.
Proposition A.1 Soit m ∈ N. Alors, l’application Δm de dérivation discrète d’ordre m est
l’application linéaire
Δm :
⎧⎪⎨⎪⎩
RN −→ RN
(un)n∈N 
−→
(
n∑
k=0
(−1)m−k
(
n
k
)
um+n+k
)
n∈N
.
Démonstration : En notant
S :
{
RN −→ RN
(u0, u1, u2, · · · ) 
−→ (u1, u2, u3, · · · )
l’opérateur de décalage vers la gauche, nous avons Δ = S − Id. Comme les applications S
et Id commutent, le résultat souhaité découle directement de la formule du binôme de Newton. 
Nous étudions maintenant le cas particulier des suites polynomiales.
Déﬁnition A.2 Soit m ∈ N. On dit que la suite u ∈ RN est m-polynomiale s’il existe un
polynôme P ∈ R[X] de degré inférieur ou égal à m tel que, pour tout n ∈ N, on a un = P (n).
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Nous pouvons caractériser les suites m-polynomiales par leur dérivée discrète.
Proposition A.3 Soient m ∈ N et u ∈ RN. Les assertions suivantes s’équivalent :
(i) la suite u est m-polynomiale ;
(ii) la dérivée discrète (m+ 1)-ème de u est la suite nulle.
Esquisse de démonstration : Le résultat se prouve par récurrence sur m. L’observation clef à
utiliser pour l’hérédité est la suivante : pour tout m ∈ N∗, la suite u est m-polynomiale si et
seulement si la suite dérivée Δ(u) est (m− 1)-polynomiale. 
Nous pouvons également étudier le cas particulier des suites m-concaves.
Déﬁnition A.4 Soient m ∈ N et u ∈ RN. On dit que la suite u est m-concave lorsque sa dérivée
m-ème est négative : pour tout n ∈ N, on a (Δ(u))n  0.
Dans le cas où m = 2, on dit également que la suite est concave.
Remarquons qu’une suite est 0-concave si et seulement si tous ses termes sont négatifs. Par
ailleurs, une suite est 1-concave si et seulement si elle est décroissante.
Le cas particulier des suites concaves mérite d’être détaillé.
Proposition A.5 Soit u ∈ RN une suite concave. Alors, la suite v = Δ(u) est décroissante.
En particulier, pour tout k ∈ N, uk  u0 + k(u1 − u0).
Nous pouvons en déduire le corollaire suivant, que nous utilisons lors de notre étude des
opérateurs concaves.
Proposition A.6 Soit u ∈ RN une suite positive, décroissante et concave. Alors, la suite u est
constante.
Démonstration : Nous montrons que, pour tout k ∈ N, nous avons uk+1 = uk. Remarquons
d’abord que, quitte à « enlever » les k premiers termes de la suite u, nous pouvons supposer que
k = 0. Comme la suite u est décroissante, nous avons que u1 − u0  0. Supposons par l’absurde
que u1 < u0. Alors, d’après la proposition A.5, nous avons que uk → −∞ lorsque k → +∞.
Comme la suite u est positive, ceci fournit la contradiction souhaitée. Ainsi, nous avons bien
u0 = u1, ce qui achève la preuve. 
Calcul fonctionnel holomorphe et
projections spectrales
Annexe B
L’objectif de cette annexe est double : d’abord, nous énonçons explicitement un résultat« classique » de calcul fonctionnel holomorphe (qui est utilisé à plusieurs reprise dans ce
manuscrit). Ensuite, nous montrons comment il est possible d’appliquer ce résultat pour déﬁnir
des projections spectrales associées à un opérateur sur un espace de Banach (par exemple, dans
le cadres de la proposition 2.11 ou de la déﬁnition 2.12). Nous suivons ici l’approche de Dunford
et Schwartz (voir [27], chapitre VII, section 3).
Commençons par énoncer un résultat de calcul fonctionnel holomorphe.
Proposition B.1 (Calcul fonctionnel holomorphe) Soient X un espace de Banach et T ∈
L(X ). Alors la fonction résolvante
R :
{
C− σ(T ) −→ L(X )
λ 
−→ (λ Id−T )−1
est holomorphe. Considérons alors
Hol(T )
def
=
{
f : σ(T ) → C ∣∣ ∃ U ⊂ C ouvert, ∃g ∈ Hol(U) tels que f = g|U } .
L’application
Φ :
⎧⎪⎨⎪⎩
(Hol(T ),+,×) −→ (L(X ),+, ◦)
f 
−→ f(T ) def=
∫
Γ
f(λ) (λ Id−T )−1 dλ
est bien déﬁnie et est un morphisme d’algèbres :
(i) l’application Φ est une application C-linéaire ;
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(ii) pour toutes f, g ∈ Hol(T ), on a f × g ∈ Hol(T ) et Φ(f × g) = Φ(f) ◦ Φ(g).
De plus, Φ vériﬁe les propriétés suivantes :
(iii) pour toute f ∈ Hol(T ), on a f ∈ Hol(T ∗) et f(T )∗ = f (T ∗) ;
(iv) pour toute f ∈ Hol(T ), on a σ (f(T )) = f (σ(T )).
Nous pouvons en particulier déduire de ce résultat une façon de déﬁnir des projections spec-
trales. Le résultat qui suit est exactement la proposition 2.11.
Proposition B.2 (décomposition spectrale sur un espace de Banach) Soit X un espace
de Banach. Soit T ∈ L(X ). Supposons qu’il existe deux sous-ensembles σ0 et σ1 ⊂ σ(T ) qui sont
non vides, ouverts et fermés dans σ(T ).
Alors, il existe deux sous-espaces fermés X0 et X1 tels que
(a) on a la décomposition X = X0 ⊕X1 ;
(b) les espaces X0 et X1 sont invariants par T ;
(c) si T0 ∈ L(X0) est l’opérateur induit par T sur X0, alors son spectre est σ(T0) = σ0 ;
(d) si T1 ∈ L(X1) est l’opérateur induit par T sur X1, alors son spectre est σ(T1) = σ1.
De plus, l’application résolvante R : μ 
→ (μ Id−T )−1 ∈ L(X ) est holomorphe sur C− σ(T ).
Enﬁn, on peut calculer la projection P : X → X0 ∈ L(X ) sur X0 parallèlement à X1 par
calcul holomorphe : si Γ est une courbe de Jordan telle que Γ ∩ σ(T ) = ∅ et Int(Γ) ∩ σ(T ) = σ0,
alors
P =
1
2iπ
∫
Γ
(μ Id−T )−1 dμ ∈ L(X ).
Démonstration : En utilisant la proposition B.1, nous pouvons déﬁnir la projection P par
calcul fonctionnel holomorphe : en eﬀet, on a
f :
⎧⎨⎩
σ(T ) −→ C
z 
−→
∣∣∣∣ 1 si z ∈ σ00 si z ∈ σ1 ∈ Hol(T ).
On pose alors P def= f(T ). Il découle alors des propriétés du calcul fonctionnel holomorphe
(propriété (ii)) que P est une projection. On pose alors X0 def= Im(P ) et X1 def= Ker(P ). Le point
(a) de la proposition est donc démontré. Le point (b) se montre en remarquant que f×1 = 1×f ,
et en appliquant de nouveau les propriétés du calcul fonctionnel holomorphe (notamment la
propriété (ii)). Le point (c) découle directement de la propriété (iv) du calcul fonctionnel ho-
lomorphe. Le point (d) se prouve en remarquant que T1 = (1 − f)(T )|X1 , et en appliquant la
propriété (iv) du calcul fonctionnel holomorphe. 
Notations
Annexe C
Nous précisons ci-dessous quelques notations utilisées régulièrement dans ce manuscrit. Cesnotations sont ici classées par ordre alphabétique.
 C[z] est l’espace des fonctions polynomiales à coeﬃcients dans C.
 D ⊂ C est le disque unité ouvert de C. On note D le disque unité fermé. Plus généralement,
pour z0 ∈ C et r > 0, on note D(z0, r) le disque ouvert de C centré en z0 et de rayon r.
 Dw est l’espace de Dirichlet pondéré pour la fonction de poids w. Il est déﬁni ainsi :
Dw =
⎧⎨⎩f ∈ Hol(D)
∣∣∣∣∣∣ |f(0)|2 +
∫
D
∣∣f ′(z)∣∣2w (|z|) dA(z)
π
< +∞
⎫⎬⎭ .
Pour α ∈ R+ et w : r 
→ (1− r2)α, on obtient l’espace de Dirichlet pondéré Dα.
 en est la fonction polynomiale en : z 
→ zn (pour n ∈ N).
 f(•+ t) et f(• − t) : pour f ∈ L2(R+) et t ∈ R+, on a f(•+ t) : x 
→ f(x+ t) ∈ L2(R+)
et f(• − t) : x 
→ f(x− t) ∈ L2(R+).
 H est un espace de Hilbert séparable sur C. Sauf mention explicite du contraire, il est en
général de dimension inﬁnie.
 H2(β) est l’espace de Hardy du disque unité pondéré par la suite β ∈ (R+∗)N. Il est déﬁni
ainsi :
H2(β) =
{
f =
∑
n0
anz
n ∈ Hol(D)
∣∣∣∣∣
+∞∑
n=0
βn |an|2 < +∞
}
.
Dans le cas où β = (1)n, on note cet espace H2(D) ou H2.
 H∞(T ) : pour T ∈ L(X ), on note H∞(T ) =
⋂
n0
TnX .
 Hol(D) est le C-espace vectoriel des fonctions holomorphes sur D. Plus généralement, si Ω
est un ouvert de C, on note Hol(Ω) l’espace des fonctions holomorphes sur Ω. Si de plus E
est un espace de Hilbert, on note Hol(Ω, E) l’espace des fonctions holomorphes sur Ω et à
valeurs dans E .
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 2(N, w) est l’espace de suites pondéré par la suite de poids w = (wn)n ∈ (R+∗)N. Il est
déﬁni ainsi :
H2(β) =
{
(an)n ∈ CN
∣∣∣∣∣
+∞∑
n=0
wn |an|2 < +∞
}
.
Dans le cas où w = (1)n, on note cet espace 2(N).
 L(X ,Y) désigne l’ensemble des applications linéaires continues de X vers Y. Lorsque X =
Y, on note simplement L(X ).
 r(T ) est le rayon spectral de T ∈ L(X ). On note re(T ) le rayon spectral essentiel.
 σ(T ) est le spectre de l’opérateur T ∈ L(X ).
 σp(T ) est le spectre ponctuel de l’opérateur T ∈ L(X ).
 T est le cercle unité dans C.
 X est un espace de Banach sur C.
 X ↪→ Hol(D) signiﬁe que X est un espace de Banach de fonctions holomorphes sur D qui
est continûment inclus dans Hol(D) pur la structure d’espace de Fréchet.
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Opérateurs et semi-groupes d’opérateurs sur des espaces
de fonctions holomorphes — Applications à la théorie de
l’universalité
Résumé : Les travaux de cette thèse relèvent du domaine de la théorie des opérateurs, et se situent à l’interface
de l’analyse complexe, de la théorie des semi-groupes et de la théorie de l’universalité.
Le premier résultat principal de cette thèse relève de l’étude des opérateurs de composition sur des espaces de
fonctions holomorphes : nous déterminons le spectre d’un opérateur de composition par un symbole de Koenigs
sur l’espace des fonctions holomorphes sur le disque unité, et en déduisons des informations sur la forme générale
du spectre des opérateurs de composition par un symbole de Koenigs sur des espaces de Banach de fonctions
holomorphes. L’outil principal que nous développons pour notre étude est une description des projections spectrales
associées à ces opérateurs.
Le second résultat principal de cette thèse relève de la théorie de l’universalité : nous étendons aux semi-groupes
d’opérateurs la notion d’opérateur universel, et établissons l’existence d’un semi-groupe universel pour les semi-
groupes quasi-contractifs en exhibant un semi-groupe sur un espace de fonctions holomorphes. Nous élargissons
ensuite ce résultats aux semi-groupes d’opérateurs concaves.
Mots clefs : analyse complexe, espaces de fonctions holomorphes, semi-groupes d’opérateurs, semi-
groupes universels, opérateurs de composition, opérateurs universels.
Operators and operator semigroups on spaces of holomorphic func-
tions — Applications to the theory of universality
Abstract : The works in this thesis address topics from operator theory and involves ideas and notions arising
from complex analysis, the theory of operator semigroups and the theory of universality.
The ﬁrst main result of this thesis relates to the study of composition operators on spaces of holomorphic
functions: we compute the spectrum of an operator of composition by a Koenigs’s symbol acting on the space
of holomorphic functions on the open unit disk, and derive from it the general description of the spectrum of
composition operators on Banach spaces of holomorphic functions. The key tool we develop in this study is a
description of spectral projections associated with such operators.
The second main result of this thesis relates to the theory of universality: we extend to operator semigroups
the notion of universality. Then, we prove the existence of a universal semigroup for quasi-contractive operators
semigroups. We then show a similar result for concave semigroups.
Keywords: complex analysis, composition operators, operators semigroups, universal semigroups,
universal operators, spaces of holomorphic functions.
Image en couverture : Forme générale du spectre d’un opérateur de composition par un symbole de Koenigs.
