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Abstract
The linearized operator for non-radial oscillations of spherically sym-
metric self-gravitating gaseous stars is analyzed in view of the functional
analysis. The evolution of the star is supposed to be governed by the
Euler-Poisson equations under the equation of state of the ideal gas, and
the motion is supposed to be adiabatic. We consider the case of not
necessarily isentropic, that is, not barotropic motions. Basic theory of
self-adjoint realization of the linearized operator is established. Some
problems in the investigation of the concrete properties of the spectrum
of the linearized operator are proposed.
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1
1 Introduction
We consider the adiabatic hydrodynamic evolution of a self-gravitating gaseous
star governed by the Euler-Poisson equations
∂ρ
∂t
+
3∑
k=1
∂
∂xk
(ρvk) = 0, (1.1a)
ρ
(∂vj
∂t
+
3∑
k=1
vk
∂vj
∂xk
)
+
∂P
∂xj
+ ρ
∂Φ
∂xj
= 0, j = 1, 2, 3, (1.1b)
ρ
(∂S
∂t
+
3∑
k=1
vk
∂S
∂xk
)
= 0, (1.1c)
△Φ = 4πGρ. (1.1d)
Here t ≥ 0,x = (x1, x2, x3) ∈ R3. The unknowns ρ ≥ 0, P, S,Φ ∈ R are the
density, the pressure, the specific entropy, the gravitational potential, and v =
(v1, v2, v3) ∈ R3 is the velocity fields. G is a positive constant, the gravitation
constant.
In this article the pressure P is supposed to be a prescribed function of ρ, S.
But for the sake of simplicity, we assume the equation of state of the ideal fluid,
that is, we assume
Assumption 1 P is the function of (ρ, S) ∈ [0,+∞[×R given by
P = ργ exp
( S
CV
)
, (1.2)
where γ and CV are positive constants such that
1 < γ < 2. (1.3)
The constant γ is the adiabatic exponent and CV is the specific heat per
unit mass at constant volume.
Since we are concerned with compactly supported density distribution ρ
in this article, the Poisson equation (1.1d) will be replaced by the Newtonian
potential
Φ(t,x) = −4πGKρ(t, ·)(x), (1.4)
where
Kf(x) := 1
4π
∫
f(x′)
|x− x′|dx
′. (1.5)
We suppose that there is fixed a spherically symmetric equilibrium ρ¯, P¯ , S¯, Φ¯,
which satisfy (1.1a), (1.1b), (1.1c), (1.4), such that ρ¯(x) > 0 ⇔ r = |x| < R
with a finite positive number R, the radius of the equilibrium.
We consider the perturbation ξ = δx, δρ, δP, δS, δΦ at this fixed equilibrium.
We use the Lagrangian co-ordinate which will be dented by the diversion of the
2
letter x of the Eulerian co-ordinate. So, x runs on the fixed domain BR :=
{x ∈ R3|r = |x| < R}, while {ρ > 0} described by the Eulerian co-ordinate may
move along t.
Then the linearized equation which governs the perturbations turns out to
be
∂2ξ
∂t2
+ Lξ = 0, (1.6)
where
Lξ =
1
ρ¯
gradδP +
δρ
ρ¯
gradΦ¯ + gradδΦ
=
1
ρ¯
gradδP − δρ
ρ¯2
gradP¯ + gradδΦ. (1.7)
We have
δρ = −div(ρ¯ξ), (1.8)
δΦ = −4πGK(δρ). (1.9)
Here δ denotes the Eulerian perturbation, while ∆ will denote the Lagrangian
perturbation. Recall their definition
∆Q(t,x) = Q(t,ϕ(t,x)) − Q¯(x),
δQ(t,x) = Q(t,ϕ(t,x)) − Q¯(ϕ(t,x)),
where ϕ(t,x) = x+ ξ(t,x) is the steam line given by
∂
∂t
ϕ(t,x) = v(t,ϕ(t,x)), ϕ(0,x) = x.
Thus it holds that
∆Q = δQ+ (ξ|gradQ¯)
in the linearized approximation, for any quantity Q.
Supposing that the initial perturbation of the density vanishes, that is,
∆ρ|t=0 = 0, the equation (1.1a) implies ∆ρ = 0 always, which is (1.8). Suppos-
ing ∆S|t=0 = 0, the equation (1.1c) implies ∆S = 0 always, therefore
∆P =
γP
ρ
∆ρ.
This implies
δP =
γP
ρ
δρ+ γAP¯ (ξ|er). (1.10)
Here we denote by er the unit vector ∂/∂r and we define the ‘Schwarzschild’s
discriminant of convective stability’ A with the ‘Brunt-Va˝isa˝la˝ frequency’ N by
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Definition 1 We put
A :=
1
ρ
dρ
dr
− 1
γP
dP
dr
(
= − 1
γCV
dS¯
dr
)
(1.11)
and
N
2 := A
1
ρ
dP
dr
= −AdΦ
dr
. (1.12)
For the physical meaning of these quantities, see [17] or [6, Chapter III, Sec-
tion 17]. When dP/dr < 0, N is real if and only if A ≤ 0. The condition A < 0
is that of the convective stability.
Thus by (1.8), (1.9), (1.10) we can see the right-hand side of (1.7) is an
integro-differential operator acting on the unknown ξ, provided that the spher-
ically symmetric equilibrium (ρ¯, S¯, P¯ ) is fixed.
For the derivation of L, see e.g., [17], [6] or [24].
The purpose of this article is to clarify the functional analysis properties of
this integro-differential operator L.
Nonlinear evolution of spherically symmetric perturbations has been investi-
gated sufficiently well in [20] and [13]. In these studies spectral properties of the
linearized operator for spherically symmetric perturbations, which was estab-
lished by [2] and independently by [18], are fully presupposed. Its spectrum was
proved to be actually of the Sturm-Liouville type, and it was not obvious because
of the singularity of the coefficients, caused by the physical vacuum boundary
of the equilibrium. Therefore if we want to study nonlinear evolution of not
necessarily spherically symmetric perturbations around a spherically symmetric
equilibrium, we should prepare a sufficiently strong functional analysis study of
spectral properties of the linearized operator for general, not necessarily spher-
ically symmetric, perturbations. As for barotropic case, we have attacked this
task, and have gotten sufficiently strong results in [14]. Thus here we consider
the case of not necessarily barotropic motions. Unfortunately the results which
we have established is little bit weaker than the barotropic case. There remains
some open problems. But mathematically rigorous treatment of the problem is
quiet new.
This article is organized as follows.
In Section 2, we discuss on the existence of spherically symmetric equilibrium
for prescribed entropy distribution. The concept of the ‘admissible’ equilibrium
will play a crucial roˆle throughout the mathematically rigorous investigations of
this article. In Section 3, we prove the self-adjoint realization of the operator L
as the Friedrichs extension. Astrophysical texts lacked mathematically rigorous
proof. But such a strong assertion on the concrete form of the spectrum as that
of the barotropic case given in [14] is not yet obtained. In order to investigate
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the specified concrete form of the spectrum we investigate eigenfunctions repre-
sented by spherical harmonics in Section 4. The situation is clarified to be quite
different from the barotropic case. That is, it may be impossible to reduce the
problem to that of Sturm-Liouville type. But the justification of the self-adjoint
realization of the associated operator ~Ll for each degree l of the harmonics Ylm
can be done with success. A strong guess that the form of the spectrum of ~Ll
is quite different from that of the barotropic case is suggested by the so-called
‘g-modes’. Section 5 is devoted to the study of the ‘g-modes’ and ‘p-modes’
proposed by astrophysicists. Justification of the Sturm-Liouville properties of
the operators associated to ‘g-modes’, ‘p-modes’ can be done with success. But
it may be difficult to prove that the sequence of eigenvalues which accumulates
both to 0 and to +∞ give a good approximation of the real eigenvalues of the
original operators ~Ll. This is a task to be done in a future work. The last
Section 6 is devoted to examination of the arguments in the work [10] by J.
Eisenfeld. Besides the lack of the explicit announcement of the assumption that
1
γ − 1 be a rational number, because of the serious lack of proof of the identifi-
cation of the spectra and the eigenvalues, the argument of [10] does not succeed
to prove the completeness of eigenfunctions as claimed. Therefore there is an
open problem here concerning the proof of the absence of continuous spectrum.
We shall use the following notations:
Notation 1 We denote
BR := {x ∈ R3 | r = |x| < R}, (1.13a)
BR := {x ∈ R3 | r = |x| ≤ R}. (1.13b)
Notation 2 1) A function F on a subset of R3 is said to be spherically sym-
metric if there exists a function f on a subset of [0,+∞[ such that F (x) = f(|x|)
for ∀x in the domain of F . Then we shall denote f = F ♯.
2) For a function f on a subset of [0,+∞[, we shall denote by f ♭ the function
on a subset of R3 such that f ♭(x) = f(|x|) for ∀x such that r = |x| is in the
domain of f .
3) When it is expected that no confusion may occur, we shall divert the
symbols f or F instead of f ♭ or F ♯.
Here let us note the following lemma, which can be verified easily:
Lemma 1 If a function f defined on [0, R[ satisfies f ♭ ∈ Ck+2(BR), k = 0, 1, 2, · · · ,
then f ∈ Ck+2([0, R[), df
dr
∣∣∣
r=+0
= 0, and
1
r
df
dr
∈ Ck([0, R[).
Proof. We can show inductively that
Dkh(r) =
1
rk+1
∫ r
0
Dk+2f(s)skds
5
for h =
1
r
df
dr
. Therefore
Dkh(r)→ D
k+2f(0)
k + 1
as r → +0.

Notation 3 We denote the unit vectors
er =
∂
∂r
, eϑ =
1
r
∂
∂ϑ
, eφ =
1
r sinφ
∂
∂φ
(1.14)
for the spherical polar co-ordinates
x1 = r sinϑ cosφ,
x2 = r sinϑ sinφ,
x3 = r cosϑ. (1.15)
2 Existence of spherically symmetric equilibrium
for prescribed entropy distribution
In this section we establish the existence of spherically symmetric equilibria
which enjoy good properties used in the following consideration on L.
Let us put the following
Definition 2 A pair of t-independent spherically symmetric functions (ρ¯, S¯) ∈
C10 (R
3; [0,+∞[) × C1(R3;R) which satisfies (1.1a)(1.1b)(1.1c) with v = 0 and
Φ, P determined by (1.4), (1.2) is called an admissible spherically symmetric
equilibrium, if there is a finite positive number R such that
1) {ρ¯ > 0} = BR;
2) ρ¯γ−1, S¯ ∈ C∞(BR) ∩ C2,α(BR), α being a positive number such that
0 < α < min( γγ−1 − 2, 1) ;
3)
dρ¯♯
dr
,
dP ♯
dr
< 0 for 0 < r < R and
1
r
dρ¯♯
dr
∣∣∣
r=+0
< 0,
1
r
dP ♯
dr
∣∣∣
r=+0
< 0; (2.1)
4) The boundary ∂BR, on which ρ¯ = 0, is a physical vacuum boundary, that
is,
−∞ < d
dr
(ρ¯γ−1)♯
∣∣∣
r=R−0
< 0, (2.2)
which means
−∞ < d
dr
γP
ρ
♯∣∣∣
r=R−0
< 0,
where γP/ρ = (∂P/∂ρ)S=Const is the square of the sound speed.
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Note that γ < 2 implies 2 < γγ−1 , therefore such an α exists. Moreover we
see that ρ¯γ−1 ∈ C2,α(BR) implies ρ¯γ , P¯ , S¯ ∈ C2,α(BR). However ρ¯ ∈ C1,α(BR)
and ρ¯ 6∈ C2(BR) unless 1γ−1 ≥ 2⇔ γ ≤ 32 .
Note that 4) of Definition 2 is equivalent to
−∞ < 1
ρ¯♯
dP¯ ♯
dr
∣∣∣
r=R−0
< 0. (2.3)
In fact, we have
1
ρ
dP
dr
=
[ γ
γ − 1
d
dr
ργ−1 +
ργ−1
CV
dS
dr
]
exp
( S
CV
)
,
and ρ = ρ¯♯ → 0 as r → R− 0 and S = S¯ ∈ C1(B¯R).
We claim
Theorem 1 Let a smooth function Σ on R and a positive number ρO be given.
Assume that it holds, for η > 0, that
γ +
γ − 1
CV
η
d
dη
Σ(η) > 0. (2.4)
Either if
4
3
< γ < 2 or if
6
5
< γ ≤ 4
3
and ρO is sufficiently small, then
there exists an admissible spherically symmetric equilibrium (ρ¯, S¯) such that
S¯ = Σ(ρ¯γ−1) and ρ(O) = ρO.
Proof . Consider the functions fP , fu defined by
fP (ρ) := ργ exp
[Σ(ργ−1)
CV
]
, (2.5)
fu(ρ) :=
∫ ρ
0
DfP (ρ′)
ρ′
dρ′ (2.6)
for ρ > 0. Thanks to the assumption (2.4) we have
DfP (ρ) > 0
for ρ > 0, and there exists a smooth function Λ on R such that Λ(0) = 0 and
fP (ρ) = Aργ(1 + Λ(ργ−1)) (2.7)
for ρ > 0. Here A := exp(Σ(0)/CV ) is a positive constant. Then
u = fu(ρ) =
γA
γ − 1ρ
γ−1(1 + Λu(ργ−1)) (2.8)
7
and the inverse function fρ of fu
ρ = fρ(u) =
(γ − 1
γA
) 1
γ−1
u
1
γ−1 (1 + Λρ(u)) (2.9)
are given. Here Λu,Λρ are smooth functions on R such that Λu(0) = 0,Λρ(0) =
0.
Therefore the problem is reduced to that for barotropic case to solve
− 1
r2
d
dr
r2
du
dr
= 4πGfρ(u), u = uO +O(r
2) (r → +0)
by the shooting method. Here uO = f
u(ρO) is given. The proof of the asserted
result can be found in [19] and [22]. 
Remark 1 In the barotropic case, the quantity u means the specific enthalpy.
But in the general baroclinic case, u is not the specific enthalpy χ which should
be defined as
χ := CV T +
P
ρ
=
γ
γ − 1
P
ρ
,
T = P/((γ − 1)CV ρ) being the absolute temperature. In fact we have
d
dr
(u− χ) = − 1
CV
η
d
dη
Σ(η)
∣∣∣
η=ρ¯γ−1
P
ρ2
dρ
dr
does not vanish if Σ is not constant, that is, S¯ is not constant, for dρ¯/dr < 0.
Hereafter in this article we fix an admissible spherically symmetric equilib-
rium (ρ¯, S¯), and denote
ρO = ρ¯(O)(> 0), ρO1 = − lim
r→+0
1
r
dρ¯
dr
(> 0), PO1 = − lim
r→+0
1
r
dP
dr
(> 0).
(2.10)
As for the Schwarzschild’s discriminant, since A = − 1
γCV
dS¯
dr
and we are
assuming S¯ ∈ C2,α(BR), we have
A = O(r)
as r→ +0. (Recall Lemma 1.)
If S¯ = Σ(ρ¯γ−1), then we have
A = − 1
γCV
dS¯
dr
= − 1
γCV
d
dη
Σ(η)
∣∣∣
η=ρ¯γ−1
d
dr
ρ¯γ−1.
Therefore we have the following
8
Proposition 1 Suppose S¯ = Σ(ρ¯γ−1). If
d
dη
Σ(η) < 0 [(
d
dη
Σ(η) ≤ 0)]
for η ≥ 0, then it holds
A < 0 [(A ≤ 0)]
for 0 < r ≤ R.
3 Self-adjoint realization of L
We are considering the integro-differential operator
Lξ =
1
ρ
gradδP − δρ
ρ2
gradP + gradδΦ, (3.1)
where
δρ = −div(ρξ), (3.2a)
δP =
γP
ρ
δρ+ γAP (ξ|er), (3.2b)
δΦ = −4πGK(δρ). (3.2c)
Here and hereafter the bars to denote the quantities evaluated at the fixed equi-
librium are omitted, that is, ρ, P etc stand for ρ¯, P¯ etc.
Let us consider the operator L in the Hilbert space H = L2((BR, ρdx),C
3)
endowed with the norm ‖ξ‖H defined by
‖ξ‖2H =
∫
BR
|ξ(x)|2ρ(x)dx (3.3)
We shall use
Notation 4 For complex number z = x +
√−1y, x, y ∈ R, the complex conju-
gate is denoted by z∗ = x−√−1y. Thus, for ξ =
∑
ξk
∂
∂xk
, ξk ∈ C, we denote
ξ∗ =
∑
(ξk)∗
∂
∂xk
.
First we observe L restricted on C∞0 (BR,C
3). Let us write
Lξ = L0ξ + 4πGL1ξ, (3.4)
L0ξ = grad
(
− γP
ρ2
div(ρξ) +
γAP
ρ
(ξ|er)
)
+
+
γAP
ρ2
(
− div(ρξ) + dρ
dr
(ξ|er)
)
er, (3.5)
L1ξ = gradK(div(ρξ)). (3.6)
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Using this expression for ξ(µ) ∈ C∞0 (BR), µ = 1, 2, we have the following
formula by integration by parts:
(L0ξ(1)|ξ(2))H =
∫
γP
ρ2
div(ρξ(1))div(ρξ
∗
(2))+
+
∫
γAP
ρ
[
(ξ(1)|er) · div(ρξ∗(2))− div(ρξ(1)) · (ξ(2)|er)∗
]
+
+
∫
γAP
ρ
dρ
dr
(ξ(1)|er)(ξ(2)|er)∗,
(L1ξ(1)|ξ(2))H = −
∫
K(div(ρξ(1)) · div(ρξ∗(2)).
Thanks to the symmetry of K, we have
(Lξ(1)|ξ(2))H = (ξ(1)|Lξ(2))H,
that is, L restricted on C∞0 (BR) is a symmetric operator. Of course C
∞
0 (BR)
is dense in H.
Moreover we have
(L0ξ|ξ) =
∫
γP
ρ2
|div(ρξ)|2+
+ 2
√−1Im
[ ∫ γAP
ρ
(ξ|er) · div(ρξ∗)
]
+
∫
γAP
ρ
dρ
dr
|(ξ|er)|2.
Since A ∈ C1,α(BR), we have
|A|
√
γP
ρ
≤ C1
on 0 < r ≤ R, for P/ρ = O(R − r). Therefore
∣∣∣ ∫ γAP
ρ
(ξ|er)div(ρξ)∗
∣∣∣ ≤ C1
∫ √
γP
ρ
|(ξ|er)||div(ρξ)|
≤ C1
2
[1
ǫ
∫
ρ|(ξ|er)|2 + ǫ
∫
γP
ρ2
|div(ρξ)|2
]
≤ C1
2
[1
ǫ
‖ξ‖2H + ǫ
∫
γP
ρ2
|divρξ)|2
]
.
Since
P
ρ
dρ
dr
= O(ρ), we have
∣∣∣γAP
ρ
dρ
dr
∣∣∣ ≤ Cρ
Therefore we have ∣∣∣ ∫ γAP
ρ
dρ
dr
|(ξ|er)|2
∣∣∣ ≤ C2‖ξ‖2H.
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Thus
(L0ξ|ξ)H ≥
(
1− ǫC1
2
) ∫ γP
ρ2
|div(ρξ)|2 −
(C1
2ǫ
+ C2
)
‖ξ‖2H.
Taking ǫ so small that 1− ǫC12 ≥ 0, we get
(L0ξ|ξ)H ≥ −
(C1
2ǫ
+ C2
)
‖ξ‖2H.
On the other hand, it is known that
(L1ξ|ξ)H ≥ −ρO‖ξ‖2H.
For a proof , see [14, Proof of Proposition 2].
Summing up, L is bounded from below in H. Therefore, thanks to [15,
Chapter VI, Section 2.3], we have
Theorem 2 The integro-differential operator L on C∞0 (BR,C
3) admits the Friedrichs
extension, which is a self-adjoint operator, in H.
We want to clarify the spectral property of the self-adjoint operator L. But
this task has not yet been completely done.
At least we can claim that the spectrum of L cannot be of the Sturm-Liouville
type in the sense defined in [14], (that is, the spectrum σ(T ) of a self-adjoint
operator T in a Hilbert space X is said to be of the Sturm-Liouville type if σ(T )
consists of isolated eigenvalues with finite multiplicities,) since dimN(L) = ∞,
where N(L) denotes the kernel of L. In fact, if we consider a scalar field a on BR
given by a function a♯ : (r, ϑ, φ) 7→ a(x) which belongs to C∞0 (]0, R[×]0, π[×S1),
then the field
ξ =
1
sinϑ
∂a
∂φ
er − ∂a
∂ϑ
eφ
belongs to C∞0 (BR) and satisfies div(ρξ) = 0 and (ξ|er) = 0, therefore it belongs
to N(L). Since the dimension of spaces of such a♯ is infinite, we see dimN(L) =
∞.
In the work [14], we proved that, when S is constant so that A = 0, then the
spectrum of the operator L is {0} ∪ {λn, n = 1, 2, · · · }, where 0 is an essential
spectrum and λn are eigenvalues of finite multiplicities, λn → +∞ as n → ∞,
provided that L is considered in the Hilbert space
F = H ∩ {ξ|div(ρξ) ∈ G},
while
G = L2(BR,
1
ρ
dP
dρ
dx) ∩ {g|
∫
gdx = 0}.
So, we have the following
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Question 1 Even if A does not vanish somewhere, the spectrum of the operator
L considered in a suitable Hilbert space, e.g. F, or something like it, which is
dense in H and in which L is self-adjoint, is of the form {0} ∪ {λj}, λ1 ≤ λ2 ≤
· · · ≤ λn ≤→ +∞, where the multiplicities of λj are finite?
We guess that the answer is ‘No’ when S is not constant and A < 0 for
0 < r < R. In such a situation, it is expected that the so called g-modes may
appear, that is, there may exist a sequence of eigenvalues which accumulates to
0. See Section 6. But a rigorous mathematical justification of this observation
has not been found.
4 Solutions represented by spherical harmonics
In this section we consider the perturbation ξ of the particular form
ξ = V r(r)Ylm(ϑ, φ)er + V
h(r)∇sYlm + V v(r)∇⊥s Ylm. (4.1)
Here l,m ∈ Z, 0 ≤ l, |m| ≤ l, and Ylm is the spherical harmonics:
Ylm(ϑ, φ) =
√
2l+ 1
4π
(l −m)!
(l +m)!
Pml (cosϑ)e
√−1mφ,
Yl,−m = (−1)mY ∗lm
for m ≥ 0, while Pml is the associated Legendre function given by
Pml (ζ) =
(−1)m
2ll!
(1− ζ2)m/2
( d
dζ
)m+l
(ζ2 − 1)l.
See [12]. We use
Notation 5 We denote
∇sf := ∂f
∂ϑ
eϑ +
1
sinϑ
∂f
∂φ
eφ, (4.2a)
∇⊥s f :=
1
sinϑ
∂f
∂φ
eϑ − ∂f
∂ϑ
eφ. (4.2b)
Note that
div(ψ(r)Ylmer) =
( 1
r2
d
dr
r2
dψ
dr
)
Ylmer, (4.3a)
div(ψ(r)∇sYlm) = − l(l+ 1)
r
ψ(r)Ylmer, (4.3b)
div(ψ(r)∇⊥s Ylm) = 0. (4.3c)
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Then (1.8), (1.10), (1.9) read
δρ = δρˇ(r)Ylm(ϑ, φ), (4.4a)
δP = δPˇ (r)Ylm(ϑ, φ), (4.4b)
δΦ = δΦˇ(r)Ylm(ϑ, φ), (4.4c)
where
δρˇ = − 1
r2
d
dr
(r2ρV r) +
l(l+ 1)
r
ρV h, (4.5a)
δPˇ =
γP
ρ
δρˇ+ γAPV r
= − γP
r2ρ
d
dr
(r2ρV r) + γAPV r + l(l + 1)
γP
r
V h, (4.5b)
δΦˇ = −4πGHl(δρˇ)
= 4πGHl
( 1
r2
d
dr
(r2ρV r)− l(l + 1)
r
ρV h
)
. (4.5c)
Here the integral operator Hl is defined by
Definition 3 We put
Hlf(r) = 1
2l + 1
[ ∫ ∞
r
f(r′)
( r
r′
)l
r′dr′ +
∫ r
0
f(r′)
( r
r′
)−(l+1)
r′dr′
]
, (4.6)
provided that f ∈ L2([0,+∞[, r2dr) and f(r) = 0 for r ≥ R.
The equation (1.6) reads
∂2V r
∂t2
+ Lrl = 0,
∂2V h
∂t2
+ Lhl = 0,
∂2V v
∂t2
= 0, (4.7)
where
Lrl =
1
ρ
d
dr
δPˇ − 1
ρ2
dP
dr
δρˇ+
d
dr
δΦˇ, (4.8a)
Lhl =
1
r
(δPˇ
ρ
+ δΦˇ
)
. (4.8b)
We mean
L(V rYlmer + V
h∇sYlm + V v∇⊥s Ylm) = Lrl Ylmer + Lhl ∇sYlm. (4.9)
We are going to analyze the operator
~Ll =

Lrl
Lhl

 (4.10)
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which acts on
~V =
[
V r
V h
]
. (4.11)
Actually we can neglect the component V v(r), which should be an arbitrary
affine function of t in order to satisfy (4.7), and we are going to consider the
eigenvalue problem
~Ll~V = λ~V .
As for the integral operator Hl, we shall keep in mind the following lemma,
which is easy to prove:
Lemma 2 1) Let l = 0 and f ∈ L2([0,+∞[, r2dr), f(r) = 0 for r ≥ R. Then
H = H0f ∈ C1(]0,+∞[) and satisfies
H(r) = O(1),
d
dr
H(r) = O(r−
1
2 ) as r → +0,
H(r) =
C
r
as r ≥ R,
− 1
r2
d
dr
(
r2
dH
dr
)
= f. (4.12)
Here C is the constant given by
C =
∫ R
0
f(r)r2dr.
Conversely, if H is absolutely continuous and satisfies (4.12) on ]0,+∞[,
there exist constants C1, C2 such that
H = H0f + C1 + C2
r
,
therefore, H ∈ L∞([0,+∞[)and H → 0 as r → +∞ if and only if H = H0f .
2) Let l ≥ 1 and f ∈ L2([0,+∞[, r2dr), f(r) = 0 for r ≥ R. Then H =
Hlf ∈ C1(]0,+∞[) and satisfies
H(r) = O(r
1
2 ),
d
dr
H(r) = O(r−
1
2 ) as r → +0,
H(r) = Cr−(l+1) as r ≥ R,
− 1
r2
d
dr
(
r2
dH
dr
)
+
l(l + 1)
r2
H = f. (4.13)
Here C is the constant given by
C =
1
2l + 1
∫ R
0
f(r)rl+2dr.
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Conversely, if H is absolutely continuous and satisfies (4.13) on ]0,+∞[,
there exists constants C1, C2 such that
H = Hlf + C1rl + C2r−(l+1),
and H ∈ L2([0,+∞[) if and only if H = Hlf .
4.1 Case l = 0
First let us consider the case l = 0, when onlym = 0 is possible, and Y00 =
1√
4π
.
We are considering
ξ =
V (r)√
4π
er, (4.14)
where we write V instead of V r, while we need not consider V h.
We are concerned with the operator
L0 =
1
ρ
d
dr
δPˇ − 1
ρ2
dP
dr
δρˇ+
d
dr
δΦˇ (4.15)
with
δρˇ = − 1
r2
d
dr
(r2ρV ), (4.16a)
δPˇ =
γP
ρ
δρˇ+ γAPV
= − γP
r2ρ
d
dr
(r2ρV ) + γAPV, (4.16b)
δΦˇ = −4πGH0(δρˇ)
= 4πGH0
( 1
r2
d
dr
(r2ρV )
)
(4.16c)
so that
d
dr
δΦˇ = −4πGρV. (4.17)
We mean
L
( V√
4π
er
)
=
L0V√
4π
er.
Introducing the variable ψ by
V = rψ, (4.18)
and putting
Lssψ =
1
r
L0(rψ), (4.19)
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we analyze the differential operator operatorLss in the Hilbert space L2([0, R], ρr4dr),C),
since
‖ξ‖2H =
∫ R
0
|ψ(r)|2ρ(r)r4dr
for ξ =
rψ√
4π
er.
We claim
Theorem 3 The operator Lss on C∞0 (]0, R[) admits the Friedrichs extension, a
self-adjoint operator bounded from below in L2([0, R], ρr4dr), and its spectrum
consists of simple eigenvalues λss1 < λ
ss
2 < · · · < λssn < · · · → +∞.
Proof. First we write Lss as
Lssψ = − 1
r4ρ
d
dr
(
γr4P
dψ
dr
)
+ q00(r)ψ, (4.20)
where
q00(r) = −γP
ρ2
d2ρ
dr2
− γ − 1
ρ2
dP
dr
dρ
dr
+
γP
ρ3
(dρ
dr
)2
− γP
rρ2
dρ
dr
− 3(γ − 1)
rρ
dP
dr
+
1
rρ
d
dr
(γrAP )− 4πGρ. (4.21)
We see that
|q00(r)| ≤ C for 0 < r < R.
In fact, although each term in the first line of the right-hand side of (4.21) is
of order (R− r)−1, these singularities are canceled after the summation, which
turns out to be
− γ
γ − 1
[d2η
dr2
+
γ1
γCV
η
2−γ
γ−1
dS
dr
dη
dr
]
exp
( S
CV
)
= O(1),
where η := ργ−1 ∈ C2,α(BR).
So, we perform the Liouville transformation of Lssψ = λψ to
−d
2y
dx2
+ q0(x)y = λy,
where
x =
∫ √
c
a
dr, y = (ac)
1
4ψ,
q0 = q00 +
1
4
a
c
Q,
Q =
d2
dr2
log(ac)− 1
4
( d
dr
log(ac)
)2
+
( d
dr
log a
)( d
dr
log(ac)
)
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with
a = γr4P, c = r4ρ.
(See [3, p. 275, Theorem 6] or [26, p.110].)
Since √
c
a
=
√
ρ
γP
,
we can put
x =
∫ r
0
√
ρ
γP
(r′)dr′
so that x runs on the interval [0, x+], where x+ =
∫ R
0
√
ρ/γPdr. We have
x ∼
√
ρ
γP
∣∣∣
O
r as r → +0
x+ − x ∼ CR(R− r) 12 as r → R− 0
with a positive constant CR.
It can be verified that
q0 ∼ 2
x2
as x→ +0
q0 ∼ (γ + 1)(3− γ)
4(γ − 1)2
1
(x+ − x)2 as x→ x+ − 0.
Hence the assertion follows from [21, p.159, Theorem X.10]. 
4.2 Case l ≥ 1
Suppose l ≥ 1.
Let us consider the Hilbert space Xl of functions ~f = (f
r, fh)⊤ defined on
[0, R[ endowed with the norm ‖~f‖Xl given by
‖~f‖2Xl =
∫ R
0
(|f r(r)|2 + l(l + 1)|fh(r)|2)ρr2dr. (4.22)
Of course ~f = (f r, fh)⊤ ∈ Xl if and only if
ξ = ~f ♭/lm := f r(r)Ylmer + f
h(r)∇sYlm ∈ H
for |m| ≤ l, and
‖~f ♭/lm‖H =
√
4π‖~f‖Xl .
we consider the operator ~Ll in Xl. We claim
Theorem 4 The integro-differential operator ~Ll on C
∞
0 ([0, R[,C
2) admits the
Friedrichs extension, which is a self-adjoint operator bounded from below, in Xl.
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Proof. First we look at Lrl , L
h
l by writing them as
Lrl = −
γP
1
γ
ρ
d
dr
(P 1− 2γ
r2
d
dr
(r2P
1
γ V r)
)
+
A
ρ
dP
dr
V r+
+ l(l+ 1)
γP
1
γ
ρ
d
dr
(P 1− 1γ
r
V h
)
+
dΨ
dr
, (4.23a)
Lhl = −
γP 1−
1
γ
r3ρ
d
dr
(r2P
1
γ V r) +
l(l + 1)
r2
γP
ρ
V h +
Ψ
r
, (4.23b)
where
Ψ = δΦˇ = −4πGHl(δρˇ)
= 4πGHl
( 1
r2
d
dr
(r2ρV r)− l(l+ 1)
r
ρV h
)
. (4.24)
Using this expression, we see that the operator ~Ll restricted on C
∞
0 ([0, R[,C
2)
is symmetric and bounded from below in Xl.
In fact, if ~V(µ) ∈ C∞0 , µ = 1, 2, then the integration by parts leads us to
(~Ll~V(1)|~V(2))Xl = γ
∫
W(1)W
∗
(2)dr +
∫
A
dP
dr
V r(1)V
r∗
(2)r
2dr+
− 4πG
∫
Hl(δρˇ(1))(δρˇ(2))∗r2dr, (4.25)
where
W(µ) :=
P
1
2
− 1
γ
r
d
dr
(r2P
1
γ V r(µ))− l(l+ 1)P
1
2V h(µ). (4.26)
Since the integral operator Hl is symmetric, we see that the restriction of ~Ll
onto C∞0 is symmetric.
Let us estimate
(~Ll~V |~V )Xl = γ
∫
|W |2dr +
∫
A
dP
dr
|V r|2r2dr − 4πG
∫
Hl(δρˇ)(δρˇ)∗r2dr
from below for ~V ∈ C∞0 .
Since ∣∣∣AdP
dr
∣∣∣ ≤ C1ρ,
we have ∣∣∣ ∫ AdP
dr
|V r|2r2dr
∣∣∣ ≤ C1‖~V ‖2Xl .
On the other hand, we know
∣∣∣ ∫ Hl(δρˇ)(δρˇ)∗r2dr∣∣∣ ≤ ρO‖~V ‖2Xl .
18
For a proof, see [14, Section 5.2]. Therefore we have
(~Ll~V |~V )Xl ≥ γ
∫
|W |2dr − (C1 + 4πGρO)‖~V ‖2Xl ,
that is, ~Ll is bounded from below.
Therefore, thanks to [15, Chapter VI, Section 2.3], the restriction of ~Ll onto
C∞0 admits the Friedrichs extension. This completes the proof of Theorem 4. 
We see
W = − 1
γ
rP−
1
2 δPˇ (4.27)
by a direct calculation.
Hereafter we denote by ~Ll the self-adjoint operator in Xl.
Note that the domain D(~Ll) of the Friedrichs extension is given by
D(~Ll) =
◦
Wl ∩ {~V | ~Ll~V ∈ Xl in distribution sense }. (4.28)
Here
◦
Wl is the closure of C
∞
0 ([0, R[,C
2) in the Hilbert space Wl endowed with
the norm ‖ · ‖Wl given by
‖~V ‖2Wl = ‖~V ‖2Xl + ‖δρˇ‖2L2( γP
ρ2
r2dr)
, (4.29)
where
‖δρˇ‖2
L2( γP
ρ2
r2dr)
=
∫ R
0
∣∣∣− 1
r2
d
dr
(r2ρV r) +
l(l + 1)
r
ρV h
∣∣∣2 γP
ρ2
r2dr. (4.30)
Here let us note that we can claim
Proposition 2 If ~V ∈Wl satisfies |V r| ≤ C, then ~V belongs to
◦
Wl.
Proof can be done by taking ϕn ∈ C∞([0, R]) such that ϕn(r) = 1 for
0 ≤ r ≤ R− 1n , ϕn(r) = 0 for R− 12n ≤ r ≤ R, and 0 ≤ ϕn ≤ 1, |dϕn/dr| ≤ Cn,
and considering ϕn · ~V for ~V ∈Wl. Let us omit the details.
Now, actually (4.29) is equivalent to
‖~V ‖2Xl + γ
∫ R
0
|W |2dr
with
W =
P
1
2
− 1
γ
r
d
dr
(r2P
1
γ V r)− l(l + 1)P 12 V h = − 1
γ
rP−
1
2 δPˇ ,
that is, (4.29) is equivalent to ((~Ll+κ)~V |~V )Xl with a sufficiently large constant
κ.
On a parallel with the Question 1 we have
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Question 2 Let l ≥ 1. Even if S is not constant, the spectral properties of ~Ll
can be reduced to the study of an operator with spectrum of the Sturm-Liouville
type as discussion of [14, Section 5.2]?
We guess that the answer is ‘No’.
As for the dimension of the kernel of ~Ll, we have the following
Theorem 5 1) Let l ≥ 1. Suppose that A = 0 identically on ]0, R[. Then
dimN(~Ll) =∞.
2) Suppose that A < 0 everywhere on ]0, R[. Then dimN(~Ll) = 0 when l ≥ 2
and dimN(~L1) = 1 when l = 1.
Proof. 1) Let l ≥ 1 and suppose that A = 0 identically. Then, if
− 1
r2
d
dr
(r2ρV r) +
l(l + 1)
r
ρV h = 0, (4.31)
then δρˇ = δPˇ = δΦˇ = 0 by (4.5a), (4.5b), (4.5c), therefore Lrl = L
h
l = 0, that
is, ~V ∈ N(~Ll). But, if a ∈ C∞0 (]0, R[), then ~V = (V r, V h)T given by
V r(r) =
1
ρ
· l(l + 1)
r2
∫ r
0
a(r′)r′dr′, V h(r) =
1
ρ
a(r)
belongs to C∞0 (]0, R[) and satisfies (4.31) so that ~Ll~V = 0. Since a ∈ C∞0 is
arbitrary, we see dimN(~Ll) =∞.
2) Suppose that A < 0 everywhere. Let us consider ~V ∈ N(~Ll), l ≥ 1. Of
course ~V ∈ Xl, and moreover, since ~V ∈ D(~Ll), we have
W = − 1
γ
rP−
1
2 δPˇ ∈ L2([0, R], dr),
therefore δPˇ ∈ L2([0, R], P−1r2dr). It follows that
γP
ρ
δρˇ = δPˇ − γAPV r ∈ L2([0, R], P−1r2dr),
therefore
δρˇ ∈ L2([0, R], Pρ−2r2dr) ⊂ L2([0, R], r2dr),
since Pρ−2 ≥ 1/C. Thus δΦˇ = −4πGHl(δρˇ) enjoys the properties listed in
Lemma 2. Now ~V ∈ N(~Ll) means
1
ρ
d
dr
δPˇ − 1
ρ2
dP
dr
ρˇ+
d
dr
δΦˇ = 0, (4.32a)
δPˇ
ρ
+ δΦˇ = 0. (4.32b)
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It follows from (4.32a)(4.32b) that
Φ′δρˇ =
dρ
dr
δΦˇ, (4.33)
where we put
Φ′ :=
dΦ
dr
= −1
ρ
dP
dr
. (4.34)
On the other hand, δΦˇ = −4πGHl(δρˇ) implies[ 1
r2
d
dr
r2
d
dr
− l(l + 1)
r2
]
δΦˇ = 4πGδρˇ. (4.35)
Let us consider
X :=
δΦˇ
Φ′
, (4.36)
keeping in mind that
Φ′ =
dΦ
dr
=
4πG
r2
∫ r
0
ρ(r′)(r′)2dr′ > 0 for r > 0.
Then δΦˇ = Φ′X and (4.33) reads δρˇ =
dρ
dr
X . Thus, eliminating δρˇ from (4.33)
and (4.35), we can derive the equation
− d
dr
(
r2(Φ′)2
dX
dr
)
+ (l + 2)(l − 1)(Φ′)2X = 0, (4.37)
using
1
r2
d
dr
(
r2Φ′
)
= 4πGρ. We owe this trick to N. R. Lebovitz, [16], but
we are considering that the equation (4.37) holds for 0 < r < +∞ in view of
δρˇ = dρdr = 0 for r ≥ R so that we do not care the ‘boundary condition’ of δΦˇ
at r = R.
Let us multiply (4.37) by X and integrate it on [0,+∞[. We are going to
perform the integration by parts using the following observations: For r ≥ R
we have
Φ′ =
C0
r2
, C0 = Const. > 0,
δΦˇ =
C1
rl+1
, C1 = Const.,
X =
C1
C0
1
rl−1
,
and, on the other hand, as r → +0, we have
Φ′ = O(r),
dΦ′
dr
=
d2Φ
dr2
= O(1),
δΦˇ = O(r
1
2 ),
d
dr
δΦˇ = O(r−
1
2 ),
therefore
dX
dr
= O(r−
3
2 ), r2(Φ′)2
dX
dr
X = O(r2).
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Thus the contributions from the boundaries vanish, that is,
r2(Φ′)2
dX
dr
X → 0
both as r → +0 and as r → +∞. So the integration by parts gives∫ +∞
0
r2(Φ′)2
(dX
dr
)2
dr + (l + 2)(l − 1)
∫ +∞
0
(Φ′)2X2dr = 0. (4.38)
Let l ≥ 2, that is, (l + 2)(l − 1) > 0. Then (4.38) implies X = 0, therefore,
δΦˇ = δρˇ = δPˇ = 0. Then we have
γAPV r = δPˇ − γP
ρ
δρˇ = 0
by (4.5c). Since A 6= 0 everywhere, we have V r = 0. Since δρˇ = 0, this implies
V h = 0 in view of (4.5a). Thus ~V = ~0, and dimN(~Ll) = 0.
Let l = 1. Then
dX
dr
= 0, that is, X is a constant κ. Then we have
δΦˇ = −κ1
ρ
dP
dr
, δPˇ = κ
dP
dr
, δρˇ = κ
dρ
dr
,
which imply V r = V h = −κ. Conversely, if V r = V h = 1, then we have
δρˇ = −dρ
dr
, δPˇ = −dP
dr
, δΦˇ = 4πGH1
(
− dρ
dr
)
= −dΦ
dr
,
and Lr1 = L
h
1 = 0. But (1, 1)
⊤ ∈ D(~L1), since (1, 1)⊤ ∈Wl. Recall Proposition
2.
Summing up, we can claim dimN(~L1) = 1. This completes the proof. 
As noted in [16], the identity
Y10er +∇sY10 =
√
3
4π
∂
∂x3
leads us to the interpretation that the eigenfunction ~V = (1, 1)⊤ for l = 1 means
a uniform translation, and it can be eliminated by requiring that the center of
mass remains fixed in space, or, by requiring
∫
BR
(δρ)x3dx = 0.
5 Cowling approximation, g-modes, p-modes
We are considering the eigenvalue problem
~Ll~V = λ~V . (5.1)
In this section we suppose l ≥ 1 and consider the case λ 6= 0.
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5.1 Cowling approximation
The Cowling approximation is done by neglecting the gravitational perturba-
tions. Thus we consider the eigenvalue problem
~L[C]l~V = λ~V , (5.2)
where
~L[C]l =


Lr[C]l
Lh[C]l

 =


1
ρ
d
dr
δPˇ − 1
ρ2
dP
dr
δρˇ
1
rρ
δPˇ

 . (5.3)
We are going to rewrite the problem by introducing the variables
v = r2P
1
γ V r, w = P−
1
γ δPˇ . (5.4)
Then we have the following expressions:
V r =
1
r2
P−
1
γ v, (5.5a)
V h =
1
l(l + 1)
[1
r
P−
1
γ
dv
dr
+
1
γ
rP−1+
1
γw
]
, (5.5b)
δPˇ = P
1
γw, (5.5c)
δρˇ =
1
γ
ρP−1+
1
γw − 1
r2
AρP−
1
γ v, (5.5d)
d
dr
δPˇ − 1
ρ
dP
dr
δρˇ = P
1
γ
dw
dr
+
1
r2
AP−
1
γ
dP
dr
v. (5.5e)
Since we are considering the case in which λ 6= 0, using the expressions (5.5a)
- (5.5e), we can write the problem (5.2) as
dv
dr
=
(
S2l
λ
− 1
)r2B
c2
w, (5.6a)
dw
dr
= (λ−N2) 1
r2B
v. (5.6b)
Here we denote
B :=
P
2
γ
ρ
, (5.7)
and we use
Definition 4 We put
S
2
l :=
l(l + 1)
r2
γP
ρ
=
l(l + 1)c2
r2
, c2 :=
γP
ρ
. (5.8)
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Recall
N
2 =
A
ρ
dP
dr
.
Sl is called the Lamb frequency, and c =
√
γP
ρ
=
√
dP
dρ
is the speed of
sound when P ∝ ργ .
5.2 Eigenvalue problem for g-modes
Now, so called ‘g-modes’ are given by putting λ = 0 in (5.6b). Then we get the
approximation
dw
dr
+
N2
r2B
v = 0 (5.9)
Now let us assume
Assumption 2 There exists a positive numbers δ such that
1
r
dS¯
dr
≥ δ (5.10)
for 0 < r < R.
Note that, when S¯ = Σ(ρ¯γ−1), this Assumption 2 is fulfilled if
dΣ
dη
(ργ−1O ) < 0
for 0 ≤ η ≤ ργ−1O , thanks to (2.1) and (2.2).
The Assumption 2 implies A = − 1
CV
dS¯
dr
< 0 on BR \ {O}. So, we can take
N > 0 on BR \ {O}.
Under this assumption, which guarantees N2 > 0 for 0 < r < R, inserting
this (5.9) into (5.6a), we get the following eigenvalue problem for eigenvalue
1/λ:
− d
dr
(r2B
N2
dw
dr
)
+
r2ρ
γP
Bw =
1
λ
l(l+ 1)Bw. (5.11)
Let us consider the eigenvalue problem (5.11):
Lgw =
1
λ
w,
where
Lgw = − 1
l(l+ 1)B
d
dr
(r2B
N2
dw
dr
)
+
1
S2l
w. (5.12)
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First we note
Proposition 3 That there is a constant C such that
ρ
C
≤ B ≤ Cρ, (5.13)
and
r2
C
≤ N2 ≤ Cr2. (5.14)
Moreover B/ρ and r2/N2 as functions of r2 belong to C2([0, R]).
In fact, the estimate (5.13) is clear, since
B = ρ exp
[ 2S
γCV
]
,
and the estimate (5.14) can be shown by the expression
N
2 = − 1
γCV
dS
dr
1
ρ
dP
dr
=
1
γCV
dS
dr
dΦ
dr
under the Assumption 2♯ and the physical vacuum boundary condition (2.2).
Moreover recall Lemma 1.
We perform the Liouville transformation of (5.11) to
− d
2y
dx2
+ qgy =
1
λ
y, (5.15)
where
x =
∫ √
c
a
dr, y = (ac)
1
4w,
qg =
b
c
+
1
4
a
c
Q,
Q =
d2
dr2
log(ac)− 1
4
( d
dr
log(ac)
)2
+
( d
dr
log a
)( d
dr
log(ac)
)
,
with
a =
r2B
N2
, b =
r2ρB
γP
, c = l(l+ 1)B.
(See [3, p. 275, Theorem 6] or [26, p.110].)
Noting that
1
C
≤
√
c
a
=
√
l(l + 1)
N
r
≤ C,
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we can put
x =
∫ r
0
√
c
a
so that x runs on the finite interval [0, xg+], where x
g
+ :=
∫ R
0
√
c/a.
Look at
qg =
r2
l(l+ 1)
( ρ
γP
+
Q
4N2
)
,
Q =
d2
dr2
log
r2B2
N2
− 1
4
( d
dr
log
r2B2
N2
)2
+
( d
dr
log
r2B
N2
)( d
dr
log
r2B2
N2
)
.
It can be shown that
qg = O(1) as x→ +0,
keeping in mind that r2/N2 ∈ C2([0, R[).
On the other hand, we see
qg ∼ 2γ − 1
4(γ − 1)2
1
(xg+ − x)2
as x→ xg+ − 0.
Here, under the assumption 1 < γ < 2, we have
2γ − 1
4(γ − 1)2 > 0, and
2γ − 1
4(γ − 1)2 ≷
3
4
if and only if γ ≷
3
2
, when the boundary point xg+ is of limit point/circle type.
See [21, p.159, Theorem X.10].
Anyway there exists a constant C such that
qg ≥ −C for 0 < x < xg+. (5.16)
Hence we can claim that the operator − d
2
dx2
+ qg defined on C∞0 (]0, x
g
+[)
admits the Friedrichs extension, a self-adjoint operator in L2([0, xg+]), whose
spectrum consists of simple or double eigenvalues. In other words we can claim
the following
Theorem 6 The operator Lg defined on C∞0 (]0, R[) admits the Friedrichs ex-
tension, a self-adjoint operator in L2([0, R], l(l+1)Bdr), whose spectrum consists
of simple or double eigenvalues
1
λgn
, n = 1, 2, · · · : 1
λg1
≤ 1
λg2
≤ · · · ≤ 1
λgn
≤→
+∞. The eigenvalues are simple if γ > 3/2.
Note that 1/λg1 > 0. In fact, if y1 is an associated eigenfunction such that
‖y1‖L2([0,xg
+
]) = 1, then w1 = (ac)
− 1
4 y1 satisfies
∫ R
0
(
a(r)
∣∣∣dw1
dr
∣∣∣2 + b(r)|w1|2)dr = 1
λg1
∫ R
0
|w1|2c(r)dr = 1
λg1
.
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Since a = r2B/N2 > 0, b = r2ρB/γP > 0, we see 1/λg1 > 0. Thus
λg1 ≥ λg2 ≥ · · · ≥ λgn ≥ · · · → +0.
5.3 Eigenvalue problem for p-modes
So called ‘p-modes’ are given by putting 1/λ = 0 in (5.6a). Then we get the
approximation
dv
dr
+
r2ρ
γP
Bw = 0. (5.17)
Inserting this (5.17) into (5.6b), we get the following eigenvalue problem for
eigenvalue λ:
− d
dr
( γP
r2ρB
dv
dr
)
+
N
2
r2B
v = λ
1
r2B
v. (5.18)
Let us consider the eigenvalue problem (5.18):
Lpv = λv,
where
Lpv = −r2B d
dr
( γP
r2ρB
dv
dr
)
+N2v. (5.19)
We perform the Liouville transformation of (5.18) to
− d
2y
dx2
+ qpy = λy, (5.20)
where
x =
∫ √
c
a
dr, y = (ac)
1
4 v,
qp =
b
c
+
1
4
a
c
Q,
Q =
d2
dr2
log(ac)− 1
4
( d
dr
log(ac)
)2
+
( d
dr
log a
)( d
dr
log(ac)
)
,
with
a =
γP
r2ρB
=
γP 1−
2
γ
r2ρ
, b =
N2
r2B
=
N2
ρ
P−
2
γ ,
c = l(l + 1)
1
r2B
= l(l+ 1)
ρP−
2
γ
r2
.
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Noting that
√
c
a
=
√
ρ
γP
{
→ C0 =
√
ρ
γP (O) as r → +0
∼ C1(R− r)− 12 as r→ R − 0,
where C0, C1 are positive constants, we can put
x =
∫ r
0
√
c
a
so that x runs over the finite interval [0, xp+], where x
p
+ =
∫ R
0
√
c/a, and
x ∼ C0r as r → +0
xp+ − x ∼ 2C1(R− r)
1
2 as r → R− 0.
Look at
qp = N2 +
1
4
γP
ρ
Q,
Q =
d2
dr2
log
ρP 1−
4
γ
r4
− 1
4
( d
dr
log
ρP 1−
4
γ
r4
)2
+
( d
dr
log
P 1−
2
γ
r2
)( d
dr
log
ρP 1−
4
γ
r4
)
.
It can be shown that
qp ∼ 2
x2
as x→ +0
and
qp ∼ (3− γ)(γ + 1)
4(γ − 1)2
1
(xp+ − x)2
as x→ xp+ − 0.
Here note that
(3− γ)(γ + 1)
4(γ − 1)2 >
3
4
for 1 < γ < 2. Anyway there is a constant C such that
qp ≥ −C for 0 < x < xp+.
The boundary points 0, xp+ are of limit point type. Hence, thanks to [21, p.159,
Theorem X.10], we can claim that the operator− d
2
dx2
+qp defined on C∞0 (]0, x
p
+[)
admits the Friedrichs extension, a self-adjoint operator in L2([0, xp+]), whose
spectrum consists of simple eigenvalues. In other words we can claim the fol-
lowing
Theorem 7 The operator Lp defined on C∞0 (]0, R[) admits the Friedrichs ex-
tension, a self-adjoint operator in L2([0, R],
1
r2B
dr), whose spectrum consists of
simple eigenvalues λpn, n = 1, 2, · · · , : λp1 < λp2 < · · · < λpn < · · · → +∞.
Note that λp1 > 0, since a > 0, b > 0.
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5.4 Behavior of S2
l
and N2 as functions of r and related
speculations
Summing up the above discussions, we have two sequences of eigenvalues λgn
and λpn, of which the former accumulates to 0 and the latter accumulates to
+∞. Astrophysicists believe that they give, at least approximately, eigenvalues
of the problem (5.2): ~L[C]l~V = λ~V . See, e.g., [17], [6], and so on. The priority
of this observation may go back to the work by T. G. Cowling, [5], on November
3, 1941. So, we have the following
Question 3 Can we perform a mathematically rigorous justification of the ob-
servation that this sequence of eigenvalues which runs to two directions and
accumulates both to 0 and to +∞ gives a good landscape of the real eigenvalues
of ~Ll ?
Mathematically rigorous affirmative answer to the Question 3 has not yet
been found. But we guess that the Cowling approximation by ~L[C]l of ~Ll by
neglecting the gravitational perturbation may be relatively easily justified. How-
ever it may be not so easy to justify the approximation of the eigenvalue problem
(5.2) by the g-modes / p-modes argument.
Let us reconsider the way of approximations leading the g-modes and p-
modes.
5.4.1 Behavior of S2l and N
2
First let us consider the behavior of the quantity N2 as a function of r.
Here let us weaken the Assumption 2 as the following
Assumption 2♭ There exist positive numbers δ and r0(< R) such that
1
r
dS¯
dr
≥ δ (5.21)
for 0 < r ≤ r0.
Namely we do not require that dS¯/dr > 0 throughout 0 < r < R but admit
that dS¯/dr < 0 so that N2 < 0 for 0 < R− r ≪ 1 in accordance with the more
realistic view due to the helioseismology.
Let us recall how we derived the equation of g-modes. We put λ = 0 in
(5.6b). If N2 were a positive constant, N2 − λ could be replaced by N2 for very
small λ. But now N2 is a function of r. The limit N2O1 = lim
r→+0
1
r
dN2
dr
exists.
Since
N
2 = − 1
γCV
dS
dr
1
ρ
dP
dr
,
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the Assumption 2♭ and PO1 > 0 imply that N
2
O1 is positive. Thus N
2(r) is
strictly increasing on an interval ]0, δ0], δ0 ≪ 1 and N2 ∼ 12N2O1r2 as r → +0.
Therefore we have positive numbers λN and r
∗
N
with the following property: For
any λ ∈]0, λN] there is a unique rN(λ) ∈]0, r∗N[ such that, for r ∈]0, r∗N],
λ < N2(r) ⇔ rN(λ) < r.
Then N2 − λ changes the sign near 0. In other words, no matter how small
λ is, we still have N2(r) < λ for sufficiently small r. Thus the way of approxi-
mation is strongly doubtful.
However, since N2 is bounded on ]0, R[, we can generally claim at least
that there exists sufficiently large λ+
N
such that, for any λ ≥ λ+
N
, it holds that
N2(r) < λ for 0 < r < R.
On the other hand, let us consider the behavior of S2l as a function of r.
We see that, for λ > 0 fixed,
S2l
λ
− 1 > 0 for 0 < r ≪ 1 and S
2
l
λ
− 1 < 0 for
0 < R− r ≪ 1, since
S
2
l ∼
l(l + 1)γP (O)
ρO
1
r2
as r → +0,
and
S
2
l ∼ l(l + 1)C(R− r) as r → R− 0,
where C is a positive constant. Looking at
1
S2l
d
dr
S
2
l = ϕ(r) +
1
CV
dS
dr
,
where
ϕ(r) := −2
r
+ (γ − 1)1
ρ
dρ
dr
,
we see that ϕ(r) < 0 for 0 < r < R, ϕ(r) ∼ −2
r
as r → +0, and ϕ(r) ∼
−γ(γ − 1)
R− r as r→ R− 0. Therefore we have
d
dr
S
2
l < 0 for 0 < R− r ≪ 1, since
dS/dr is bounded. Hence there exists λS > 0 such that, for any 0 < λ ≤ λS,
there exists a unique rS(λ) ∈]0, R[ such that
S
2
l (r) < λ ⇔ rS(λ) < r.
Then
S2l
λ
− 1 changes the sign near the surface r = R.
On the other hand, since
d
dr
S
2
l < 0 for 0 < r ≪ 1 and S2l → +∞ as r → +0,
there exists sufficiently large λ+
S
such that, for any λ ≥ λ+
S
, there exists unique
rS(λ) ∈]0, R[ such that
S
2
l (r) > λ ⇔ r < rS(λ).
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Then
S
2
l
λ
− 1 changes the sign near the center r = 0.
Moreover, we can claim that S2l is monotone decreasing from +∞ to 0 as r
varies from 0 to R, provided that dS/dr is sufficiently small uniformly. In fact,
we see ϕ(r) < − 2
R
for 0 < r < R, and, if sup
0<r<R
dS
dr
≤ 2CV
R
, then
d
dr
S
2
l < 0 for
0 < r < R. Actually this can be the case if, 4/3 < γ < 2 and ρO being fixed,
we take S = Σ(ργ−1) = −εργ−1 with 0 < ε≪ 1.
Summing up, we can claim the following
Proposition 4 There exist sufficiently small positive numbers λ0 and r
∗
N
and
a sufficiently large positive number λ+, say, 0 < λ0 < λ
+ < +∞, such that
1) if 0 < λ ≤ λ0, then there exist rN(λ) and rS(λ), while 0 < rN(λ) < r∗N <
rS(λ) < R, such that, for 0 < r ≤ r∗N,
λ−N2(r) > 0 ⇔ 0 < r < rN(λ),
and
S2l (r)
λ
− 1 < 0 ⇔ rS(λ) < r < R;
2) if λ+ < λ, then
λ−N2(r) > 0 for 0 < r < R,
and there exists r+
S
(λ) ∈]0, R[ such that
S2l (r)
λ
− 1 > 0 ⇔ 0 < r < r+
S
(λ).
Moreover rN(λ)→ +0, rS(λ)→ R−0 as λ→ +0, r+S (λ)→ +0 as λ→ +∞,
and we can suppose
d
dr
N
2
∣∣∣
r=rN(λ)
> 0,
d
dr
S
2
l
∣∣∣
r=rS(λ)
< 0 for 0 < λ < λ0
and
d
dr
S
2
l
∣∣∣
r=r+
S
(λ)
< 0. for λ > λ+.
5.4.2 Analysis according to H. Shibahashi
Section 16 of [25] discusses the properties of oscillations precisely for various
modes by the asymptotic methods using Airy functions. Let us examine the
argument found there.
We are studying the system of equations (5.6a),(5.6b), which we write as
dv
dr
= G(r, λ)w, (5.22a)
dw
dr
= H(r, λ)v, (5.22b)
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where
G :=
(
S2l
λ
− 1
)r2B
c2
, (5.23a)
H := (λ−N2) 1
r2B
. (5.23b)
We put
k
2(r, λ) := −GH = 1
c2λ
(S2l − λ)(N2 − λ). (5.24)
By Proposition 4, when 0 < λ ≪ 1, G(r) changes the sign at rS(λ) and
H(r) changes the sign at rN(λ), and k
2(r) < 0 for 0 < r < rN(λ), k
2(r) > 0 for
rN(λ) < r < r
∗
N
and k2(r) < 0 for rS(λ) < r < r
∗
N
. On the other hand, when
1≪ λ, k2(r) < 0 for 0 < r < r+
S
(λ) and k2(r) > 0 for r+
S
(λ) < r < R.
The change of variables
v = |G| 12 y, w = |H | 12 z (5.25)
leads us to the equations
− d
2y
dr2
+ (F[G]− k2)y = 0, (5.26a)
− d
2z
dr2
+ (F[H ]− k2)z = 0. (5.26b)
Here the nonlinear differential operator F is defined by the following
Definition 5 For any function Q of r in an open interval, we put
F[Q](r) = |Q| 12 d
2
dr2
|Q|− 12
=
3
4
( 1
Q
dQ
dr
)2
− 1
2
1
Q
d2Q
dr2
(5.27)
for r ∈ I such that Q(r) 6= 0.
By Proposition 4, we see
F[G](r) ∼ 3
4
1
(r − rS(λ))2 as r → rS(λ),
F[H ](r) ∼ 3
4
1
(r − rN(λ))2 as r → rN(λ)
when 0 < λ≪ 1, and
F[G](r) ∼ 3
4
1
(r − r+
S
(λ))2
as r→ r+
S
(λ)
when 1≪ λ.
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From Line 8 from bottom of Page 133, [25] considers the case of λ ≫ 1,
and, to obtain the function z in the region containing the turning point r+
S
(λ),
introduces the transformation of variables (r, z) 7→ (ζ, Z) defined by
ζ =
(dr
dζ
)2
(k2 − F[H ]), (5.28a)
Z =
∣∣∣dr
dζ
∣∣∣− 12 z. (5.28b)
In view of [25, (16.22)], it seems that (5.28a) is replaced by
ζ =
(dr
dζ
)2
k
2 (5.29)
as a plausible approximation, in which F[H ] is neglected in comparison to k2.
If we adopt this approximation, the equation for Z turns out to be
d2Z
dζ2
+
(
ζ − F
[dr
dζ
])
Z = 0, (5.30)
provided that the equation (5.26b) is replaced by
− d
2z
dr2
− k2z = 0 (5.31)
in view of the approximation of neglecting F[H ] in comparison to k2. Moreover
again F
[dr
dζ
]
is neglected in comparison to ζ in (5.30). Then we are lead to the
equation
d2Z
dζ2
+ ζZ = 0 (5.32)
and its solutions can be written by the Airy functions. Thus [25] continues the
discussion of WBKJ asymptotic analysis.
However, it seems difficult to justify the approximation by k2 of k2 − F[H ]
near the turning point r+
S
(λ) by the following reason.
Note that Proposition 4 says
k
2 ∼ C(r − r+
S
(λ))
as r → r+
S
(λ), C being a positive constant, since
d
dr
S
2
l < 0 and N
2−λ > 0 near
the point r = r+
S
(λ). On the other hand, since H < 0 near the turning point,
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we have, at r = r+
S
(λ),
F[H ] =
1
2
(N2 − λ)−2
( d
dr
N
2
)2
− 1
2
(N2 − λ)−1 d
2
dr2
N
2+
− 1
2
1
r2
+
1
2
d
dr
( 1
B
dB
dr
)
+
+
{
− 1
2
(N2 − λ)−1 d
dr
N
2 +
1
2
1
r
+
1
2
1
B
dB
dr
}2
=
1
2
(N2 − S2l )−2
( d
dr
N
2
)2
− 1
2
(N2 − S2l )−1
d2
dr2
N
2+
− 1
2
1
r2
+
1
2
d
dr
( 1
B
dB
dr
)
+
+
{
− 1
2
(N2 − S2l )−1
d
dr
N
2 +
1
2
1
r
+
1
2
1
B
dB
dr
}2
∼ − 1
4r2
as r = r+
S
(λ)→ +0 for λ→ +∞, while N2 → +0, S2l → +∞. Thus we see that
−F[H ](r+
S
(λ)) ≫ 1, and it could not be neglected in comparison to k2 which
vanishes at r = r+
S
(λ). In other words, the approximation [25, (16.22)], that is,
ζ =
k
2(r)
|k2(r)|
∣∣∣3
2
∫ r
r+
S
(λ)
|k2(r′)| 12 dr′
∣∣∣ 23 , (5.33)
is strongly doubtful.
Question 4 Can repeating neglects of F[H ], two times, and F[dr/dζ] produce a
justifiable good approximation as the result by canceling errors in combination?
For trial let us observe the situation when we avoid the neglect of F[H ] in
comparison to k2. Even if we do not replace (5.28a) by (5.29) and if we do
not replace (5.26b) by (5.31), we get the same equation (5.30), that is, (5.30)
is the exact equation without approximation by neglecting F[H ] in comparison
to k2. But, if we use the exact (5.28a), we should use it only for r − r+
S
> 0
which should be mapped to ζ > 0, since, as we know, (k2 − F[H ])(r) > 0 for
|r − r+
S
| ≪ 1. Then instead of (5.33), we have, for 0 < r − r+
S
≪ 1,
ζ =
(3
2
∫ r
r+
S
√
k2 − F[H ](r′)dr′
) 2
3
. (5.34)
Therefore we can claim
ζ ∼
(3
2
) 2
3 |F[H ](r+
S
)| 13 (r − r+
S
)
2
3 ,
dr
dζ
∼ |F[H ](r+
S
)|− 12 ζ 12 ,
F
[dr
dζ
]
(ζ) ∼ 5
16
1
ζ2
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as ζ → +0. Thus the quantity F[dr/dζ] could not be neglected in comparison
to ζ. In other words, the approximation by (5.31) for the equation (5.30) is still
strongly doubtful.
Here let us remark that the corresponding argument of the first edition
[24] in its Section 15, which is the same as that of [23], considers the case of
0 < λ ≪ 1 to investigate the g-modes near the turning point rN(λ). However
the same difficulty can be observed also in this discussion. The transformation
(r, y) 7→ (ξ, Y ) is defined by
ξ =
(dr
dξ
)2
(k2 − F[G]), (5.35)
Y =
∣∣∣dr
dξ
∣∣∣− 12 y. (5.36)
The term F[G] is neglected in comparison to k2 at r = rN(λ) to deduce [24,
(15.22)] or [23, (15)], say,
ξ =
k
2(r)
|k2(r)|
∣∣∣3
2
∫ r
rN(λ)
|k2(r′)| 12 dr′
∣∣∣ 23 .
But k2 vanishes at r = rN(λ), while F[G](rN(λ)) ≫ 1, since we can show that,
at r = rN(λ),
F[G] ∼ 3
4
1
r2
as r = rN(λ) → +0 for λ → +0. Thus the approximation proposed here is
doubtful, too. Let us observe the situation by exact use of the equation (5.35).
Now, since k2 − F[G] < 0 near rN, (5.35) used for r > rN should give the
mapping of r > rN to ξ < 0. Therefore we have, for 0 < r − rN ≪ 1,
ξ = −
(3
2
∫ r
rN
√
F[G]− k2(r′)dr′
) 2
3
.
We have
ξ ∼ −
(3
2
) 2
3
(F[G](rN))
1
3 (r − rN) 23 ,
dr
dξ
∼ −(F[G](rN))− 12 |ξ| 12 ,
F
[dr
dξ
]
= F
[
− dr
dξ
]
∼ 5
16
1
|ξ|2
as ξ ր 0 (⇔ r ց rN). Thus the approximation by d
2Y
dξ2
+ ξY = 0 for the
equation
d2Y
dξ2
+
(
ξ − F
[dr
dξ
])
Y = 0
is doubtful, too.
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5.4.3 Analysis according to D. O. Gough
Another formulation for the asymptotic analysis of the eigenvalue problem (5.2)
is done by D. O. Gough [11]. Let us introduce it.
We start with the eigenvalue problem (5.2) under the Cowling approxima-
tion. Let us consider λ 6= 0. Then the system to be considered is
1
r2
d
dr
(r2V r)− g
c2
V r +
(
1− l(l + 1)c
2
λr2
) δPˇ
ρc2
= 0 (5.37a)
d
dr
δPˇ +
g2
c2
δPˇ + (N2 − λ)ρV r = 0. (5.37b)
Here we put
g := −1
ρ
dP
dr
=
dΦ
dr
, c2 =
γP
ρ
. (5.38)
Let us recall
N
2 = −gA = 1
CV
g
dS
dr
= g
( 1
H[ρ]
− g
c2
)
, (5.39)
where and hereafter we use the following
Definition 6 For any function Q of r in an open interval I, we put
1
H[g]
:= − 1
Q
dQ
dr
(5.40)
for r ∈ I such that Q(r) 6= 0.
H[Q] is called the ‘scale hight of the quantity Q’. We note the relation
F[Q] =
1
4H[Q]2
(
1− 2 d
dr
H[Q]
)
. (5.41)
Anyway the system for (ξ, η), where
ξ = V r, η = ∆Pˇ = δPˇ +
dP
dr
V r, (5.42)
reads
dξ
dr
+A11ξ +A12η = 0, (5.43a)
dη
dr
+A21ξ +A22η = 0 (5.43b)
with
A11 =
2
r
− l(l + 1)g
λr2
, A12 =
(
1− l(l+ 1)c
2
λr2
) 1
ρc2
,
A21 =
gρF
λr
, A22
l(l + 1)g
λr2
, (5.44)
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where we put
F = F (λ) := l(l + 1)
g
r
−
(
2 +
r
H[g]
)
λ− r
g
λ2. (5.45)
Now the system (5.43a)(5.43b) turns out to be the single second order equa-
tion for η:
d2η
dr2
+
1
H[Q]
dη
dr
+
[ 1
c2
(
λ+ g
( 1
H[g]
+
2
r
))
− l(l + 1)
r2
(
1− N
2
λ
)]
η = 0, (5.46)
where we put
Q :=
gρF
r3
, (5.47)
and
N2 := g
( 1
H[Q]
− g
c2
− 2
H[g]
− 4
r
) (
= N2 +
g
H[rF/g]
)
. (5.48)
The second order equation (5.46) is transformed to the standard form
− d
2Ψ
dr2
+V(r)Ψ = 0 (5.49)
by the change of variable
η = Q
1
2Ψ. (5.50)
It can be calculated that
V(r) =
1
c2
(λc − λ) + l(l + 1)
r2
(
1− N
2
λ
)
, (5.51)
where we put
λc :=
c
2
4H[Q]2
(
1− 2 d
dr
H[Q]
)
− g
( 1
H[g]
+
2
r
)
. (5.52)
So, D. O. Gough [11] performs asymptotic analysis of this equation (5.49),
which is [11, (5.4.7)], while K2 of [11] is nothing but −V(r) here.
The reduction of the problem to the above standard form is exact, and, in
order to perform the WKB analysis, D. O. Gough rewrites V(r) as
−λc2V(r) = λ(λ− λc)− S2l (λ −N2)
= (λ− λ+)(λ − λ−), (5.53)
where
λ± =
1
2
(
(S2l + λc)±
√
(S2l + λc)
2 − 4N2S2l
)
. (5.54)
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See [11, (5.5.1)(5.5.2)]. But we should note that λc and N depends not only on
r but also on λ. In fact, using the quantity F (λ) = F (r, λ), we can write
1
H[Q]
=
1
H[g]
+
1
H[ρ]
+
1
H[F (λ)]
+
3
r
=
1
H[ρ]
+
1
H[gF (λ)/r3]
, (5.55)
N2 = g
(
− 1
H[g]
+
1
H[ρ]
+
1
H[F (λ)]
− 1
r
− g
c2
)
= N2 +
g
H[rF (λ)/g]
. (5.56)
(Here let us note that g/r and r/g are bounded on 0 < r < R. ) So, it is not
clear whether the term 1/H[F (λ)] can be neglected or, at least, can be replaced
by a quantity independent of λ, or not, in order to perform the asymptotic
analysis to justify the existence of g-modes.
In fact, in the preceding review [7] by D. O. Gough himself and in the
later book [1] by C. Aerts, J. Christensen-Dalsgaard and D. W. Kurtz, the
approximation
H[Q] ≈ H[ρ], N2 ≈ N2, λc ≈ c
2
4H[ρ]
(
1− 2 d
dr
H[ρ]
)
is adopted. If we use this approximation, we can forget the dependence on λ of
N2 and λc. As D. O. Gough clarifies in [11, p. 440], this approximation is done
by ‘not taking the spherical geometry fully into account’. In other words, (5.48),
(5.52) ‘reduce to the above approximation if
1
H[g]
+
2
r
→ 0 and 1
H[Q]
→ 1
H[ρ]
’.
It is said that ‘ N2 and λc are approximated well except very close to the center
of the star’. So D. O.Gough calls this limits of λc and N
2 the ‘planer values’.
6 Formulation as a first order system of four
ordinary differential equations
Let us consider the eigenvalue problem
~Ll~V = λ~V (6.1)
for l ≥ 1. We consider λ 6= 0.
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According to [9], we introduce the variables
y1 =
V r
r
, (6.2a)
y2 = −λ
(1
ρ
dP
dr
)−1
V h, (6.2b)
y3 = −1
r
(1
ρ
dP
dr
)−1
δΦˇ, (6.2c)
y4 = −
(1
ρ
dP
dr
)−1 d
dr
δΦˇ. (6.2d)
Then the eigenvalue problem (6.1) reads
r
d~y
dr
= A(r, λ)~y, (6.3)
where
~y =


y1
y2
y3
y4

 , A(r, λ) =


a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44


with
a11 = −3− r
γP
dP
dr
, a12 =
(
1− S
2
l
λ
) r
γP
dP
dr
, a13 = − r
γP
dP
dr
, a14 = 0
a21 = (N
2 − λ)
( 1
rρ
dP
dr
)−1
, a22 = −
(dP
dr
)−1 d
dr
(
r
dP
dr
)
+
r
γP
dP
dr
,
a23 = rA, a24 = 0
a31 = 0, a32 = 0, a33 =
r2
ρ
dP
dr
d
dr
( r
ρ
dP
dr
)−1
, a34 = 1,
a41 = 4πGr
2ρ2
(dP
dr
)−1
A, a42 = 4πG
r2ρ2
γP
,
a43 = −4πGr
2ρ2
γP
+ l(l+ 1), a44 = −
( r
ρ
dP
dr
)−1 d
dr
(r2
ρ
dP
dr
)
. (6.4)
Here recall
A =
1
ρ
dρ
dr
− 1
γP
dP
dr
, N2 = A
1
ρ
dP
dr
, S2l =
l(l + 1)
r2
γP
ρ
. (6.5)
The boundary conditions at r = +0, which correspond to ~V ∈ Wl and
δΦˇ = −4πGHl(δρˇ), read∫ ǫ
0
|y1|2ρr4dr + l(l + 1)|λ|2
∫ ǫ
0
|y2|2 1
ρ
(dP
dr
)2
r2dr+
+
1
γ
∫ ǫ
0
|y2 − y3|2 1
P
(dP
dr
)2
r4dr <∞, (6.6a)
y3 = O(r
− 3
2 ), y4 = O(r
− 3
2 ) as r → +0. (6.6b)
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Here 0 < ǫ≪ 1.
On the other hand the boundary conditions at r = R− 0 read
∫ R
R−ǫ
|y1|2ρr4dr + l(1 + 1)|λ|2
∫ R
R−ǫ
|y2|2 1
ρ
(dP
dr
)2
r2dr+
+
1
γ
∫ R
R−ǫ
|y2 − y3|2 1
P
(dP
dr
)2
r4dr <∞, (6.7a)
y3(R) = lim
r→R−0
y3(r), y4(R) = lim
r→R−0
y4(r) exist and
y4(R) + (l + 1)y3(R) = 0. (6.7b)
Note that the condition (6.7b), which means
r
d
dr
δΦˇ = −(l+ 1)δΦˇ at r = R,
comes from that δΦˇ = −4πGHl(δρˇ) should satisfy
δΦˇ(r) =
C
rl+1
for r ≥ R.
Otherwise, the corresponding δΦˇ for which −r 1
ρ
dP
dρ
y3 is the candidate might
be equal to −4πGHl(δρˇ) + C′rl with C′ 6= 0.
Now let us suppose
Assumption 3 ρ and S are analytic functions of r2 near r = 0.
This assumption holds if S = Σ(ργ−1) with a function Σ(η) which is analytic
near η = ργ−1O .
Let us consider the system (6.3) at r = +0. Under the Assumption 3, we
see (6.3) reads
r
d~y
dr
=
(
K0 +
∑
m≥1
r2mKm
)
~y, (6.8)
where
K0 =


−3 l(l+1)βλ 0 0
λ
β −2 0 0
0 0 −2 1
0 0 l(l + 1) −3


and
∑
r2mKm is a convergent matrix-valued power series in r
2 with positive
radius of convergence. Here β = PO1/ρO with a positive number
PO1 := − lim
r→+0
1
r
dP
dr
. (6.9)
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The eigenvalues of K0 are l − 2,−(l+ 3), which are double.
Thus, putting
z = r2, ~y =


lβ 0 (l + 1)β 0
λ 0 −λ 0
0 1 0 1
0 l 0 −(l + 1)

 ~w, (6.10)
we have a system
z
d~w
dz
=
(
R+
∑
m≥0
zm+1Am
)
~w (6.11)
with
R = diag(ρ1, ρ1, ρ2, ρ2), (6.12)
where
ρ1 =
l − 2
2
, ρ2 = − l + 3
2
. (6.13)
Since ρ1 − ρ2 = l + 12 is not an integer, [4, Chapter 4, Theorem 4.1] gives a
fundamental matrix Φw of the system (6.11) of the form
Φw(z) =
(
I4 +
∑
m≥1
zmPm
)
zR, (6.14)
where
∑
zmPm is a convergent matrix-valued power series. Note that
zR = diag(zρ1 , zρ1 , zρ2 , zρ2).
As result, we have a fundamental system of solutions ~y = ϕ0j(r), j =
1, 2, 3, 4, of the system (6.8) of the form
ϕ01 =


lβ
λ
0
0

 rl−2(1 +O(r2)), (6.15a)
ϕ02 =


0
0
1
l

 rl−2(1 +O(r2)), (6.15b)
ϕ03 =


(l + 1)β
−λ
0
0

 r−(l+3)(1 +O(r2)), (6.15c)
ϕ04 =


0
0
1
−(l+ 1)

 r−(l+3)(1 +O(r2)). (6.15d)
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It is easy to see that only ϕ01,ϕ02 satisfy the boundary conditions. Therefore
we have
~y = C01ϕ01 + C02ϕ02, (6.16)
with constants C01, C02 in order that ~y gives ~V ∈Wl.
Let us consider the system (6.3) at the boundary point r = R− 0. Here we
suppose
Assumption 4 1) As r → R− 0, it holds that
ρ = C(R − r)ν
(
1 +
∑
k1+k2≥1
ak1k2(R − r)k1 (R− r)(ν+1)k2
)
, (6.17a)
S =
∑
k1+k2≥0
bk1k2(R − r)k1(R − r)(ν+1)k2 , (6.17b)
where C is a positive constant,
ν =
1
γ − 1 , (6.18)
and
∑
ak1k2X
k1
1 X
k2
2 ,
∑
bk1k2X
k1
1 X
k2
2 are double power series with positive radii
of convergence.
2) The index ν =
1
γ − 1 is a rational number.
The first part 1) of the Assumption 4 holds if S = Σ(ργ−1) with a function
Σ(η) which is analytic near near η = 0. For a proof, see Appendix.
Let ν = νN/νD, νN , νD being mutually prime natural numbers.
Putting
s = (R − r)1/νD , (6.19)
the Assumptions 4 gives that the system (6.3) reads
s
d~y
ds
=
(
KR0 +
∑
m≥1
smKRm
)
~y, (6.20)
where
KR0 =

−νN νN νN 00 0 0 0
0 0 0 0

 . (6.21)
So, putting
z = s, ~y =


1 1 0 1
1 0 0 0
0 1 0 0
0 0 1 0

 ~w, (6.22)
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we have a system
z
d~w
dz
=
(
RR +
∑
m≥0
zm+1ARm
)
~w, (6.23)
where
RR = diag(0, 0, 0,−νN). (6.24)
Here recall that νN is supposed to be an integer ≥ 2. Hence we should apply
the recipe prescribed in the proof of [4, Chapter 4, Theorem 4.2]. The result is
a fundamental matrix ΦRy (s) of (6.20) of the form
ΦRy (s) =


1 1 0 1
1 0 0 0
0 1 0 0
0 0 1 0


[
I3
∑νN
j=1 s
j−νN cj
0⊤ s−νN
]
(I4+
∑
m≥1
smPm)
[
I3 (log s)b
0⊤ 1
]
,
(6.25)
where
∑
smPm is a convergent matrix-valued power series, cj and b are 3-
vectors.
Thus we have solutions ~y = ϕRj , j = 1, 2, 3, 4 of the form
ϕR1 =


1
1
0
0

+O(s), (6.26a)
ϕR2 =


1
0
1
0

+O(s), (6.26b)
ϕR3 =


0
0
0
1

+O(s), (6.26c)
ϕR4 =


1
0
0
0

 s−νN (1 +O(s log s)). (6.26d)
By the boundary conditions, we have
~y = CR1ϕR1 + CR2(ϕR2 − (l + 1)ϕR3). (6.27)
Summing up, ~y should be
~y = C01ϕ01 + C02ϕ02 = CR1ϕR1 + CR2(ϕR2 − (l + 1)ϕR3) (6.28)
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in order that ~y gives ~V ∈ Wl. Conversely, if so, then the corresponding ~V
belongs to Wl and we see that V
r = ry1 is bounded, therefore, thanks to
Proposition 2, ~V belongs to
◦
Wl so to D(~Ll) as an eigenfunction.
The condition (6.28) reads
D(r, λ) := det(ϕ01(r, λ),ϕ02(r, λ),ϕR1(r, λ),ϕR2(r, λ) − (l + 1)ϕR3(r, λ)) = 0.
But the condition D(r, λ) = 0 is independent of r. So, fixing r0 ∈]0, R[, we
can consider f(λ) = D(r0, λ), which is a holomorphic function of λ ∈ C \ {0}.
Now we have that f(λ) = 0 if and only if λ is an eigenvalue of (6.1). Since
f(λ) 6= 0 for λ /∈ [−C,+∞[, which λ belongs to the resolvent set of ~Ll, f is not
an identical 0. Therefore the zeros of f cannot accumulate to a value in C\{0}.
Thus we can claim
Theorem 8 Suppose the Assumptions 3,4. If there exist eigenvalues to the
eigenvalue problem (6.3), then they are at most countably many eigenvalues
located on the real axis, and cannot accumulate to a value 6= 0.
Note that the above argument does not give the answer to the following
Question 5 Do exist actually eigenvalues to the problem (6.3)? In other words,
does the function f = D(r0, ·) actually attains zeros on R \ {0} ?
In order to answer to this Question 5 we should examine the connection
formula between the regular singular points r = 0, r = R as follows.
Since (ϕ01,ϕ02,ϕ03,ϕ04) is a fundamental matrix of solutions, there are
coefficients a1j(λ), a2j(λ), j = 1, 2, 3, 4, of the connection formula such that
ϕR1 =
4∑
j=1
a1jϕ0j ,
ϕR2 − (l + 1)ϕR3 =
4∑
j=1
a2jϕ0j .
Then we have
D(r, λ) = det
[
a13(λ) a23(λ)
a14(λ) a24(λ)
]
det(ϕ01,ϕ02,ϕ03,ϕ04).
Since det(ϕ01,ϕ02,ϕ03,ϕ04) 6= 0, we have
D(r, λ) = 0 ⇔ det
[
a13(λ) a23(λ)
a14(λ) a24(λ)
]
= 0,
which is the condition for that λ is an eigenvalue. Thus we should examine the
dependence of the coefficients a1j , a2j , j = 3, 4, of the global connection formula
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on λ. But this task seems not to be so easy.
Anyway, suppose the answer to the Question 5 is ‘Yes’, and let {λj} be the
eigenvalues, which are actually infinitely many. J. Eisenfeld [10] claims that the
spectrum σ(~Ll) of the self-adjoint operator ~Ll can be exhausted by them, that
is, σ(~Ll) \ {0} = {λj}. However the proof of [10] seems to be incomplete. Let
us examine it.
Let λ 6= 0 be not an eigenvalue. Then (~Ll − λ)−1 exists and the range
R(~Ll − λ) is dense in Xl, since the residual spectrum is empty for the self-
adjoint ~Ll. The problem is:
Question 6 Does it hold that R(~Ll − λ) = Xl? Or, is (~Ll − λ)−1 bounded with
respect to the norm ‖ · ‖Xl ?
If the answer is always ‘Yes’, then λ ∈ ̺(~Ll) for λ which is neither 0 nor an
eigenvalue,, and we can claim σ(~Ll) \ {0} = {λj} as J. Eisenfeld claims. Then
the answer to the following question is ‘Yes’:
Question 7 Do the eigenfunctions associated with the eigenvalues {λj} form a
complete orthonormal system of Xl ?
Actually J. Eisenfeld [10] claims the answer ‘Yes’ to the Question 7 by re-
ferring [8, p.905, Theorem X.3.4]. However, in order to apply (the unbounded
version of ) [8, Theorem X.3.4], it is necessary to prove that σ(~Ll) \ {0} = {λj},
that is, to prove the answer ‘Yes’ to the Question 6. So let us consider the
Question 6
Remark 2 Of course, if the Question 7 is affirmatively answered, it guarantees
the very existence of the eigenvalues, say affirmative answer to the Question 5.
But, for us, this is a kind of circular argument.
Remark 3 However, we should note that, maybe we should consider the spectral
property of the operator ~Ll in a suitable Hilbert space Y, e.g., Wl, which is not
equal to but dense in Xl such that the restriction of ~Ll to Y is self-adjoint.
Then we should consider the Questions 6, 7 in this situation. In fact, for the
barotropic case, according to [14], the spectral property of L has been clarified not
in H = L2(BR, ρdx) but in F = H∩{ξ|div(ρξ) ∈ G} with G = L2(BR, 1ρ dPdρ dx)∩
{g| ∫ gdx = 0} and the situation of ~Ll is the same. Thus maybe we should
modify the Questions 6, 7 by replacing Xl by this suitable Y.
In order to try to answer the Question 6, maybe we should look at a concrete
representation of the solution of the equation
~Ll~V − λ~V = ~f, (6.29)
where ~f = (f r, fh)⊤ is given in R(~Ll − λ). Here we suppose that λ 6= 0 and λ
is not an eigenvalue.
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It can be shown that (6.29) reads
r
d~y
dr
= A(r, λ)~y + ~h, (6.30)
where ~h = (h1, h2, h3, h4)
⊤ with
h1 =
rρ
γP
fh, (6.31a)
h2 =
(1
ρ
dP
dr
)−1[
− f r + r d
dr
fh + (1 + rA)fh
]
, (6.31b)
h3 =0, (6.31c)
h4 =4πGr
2 ρ
2
P
(1
ρ
dP
dρ
)−1
fh. (6.31d)
Put
Φ(r) = (ϕ01,ϕ02,ϕR1,ϕR2 − (l + 1)ϕR3). (6.32)
Since λ 6= 0 is not an eigenvalue, Φ(r) is non-singular, that is, detΦ(r) 6= 0.
The solution of (6.30) should be of the form
~y(r) = Φ(r)
∫ r
R/2
Φ(r′)−1~h(r′)
dr′
r′
+Φ(r)c,
where c is a suitable constant vector, which should be determined from ~h of ~f
so that the corresponding ~V to ~y belong to D(~Ll).
In [10, p.365] J. Eisenfeld claims that the constant vector c = (c1, c2, c3, c4)
⊤
should be chosen as
c1 = −
∫ R
R/2
k1(r)
dr
r
, c2 = −
∫ R
R/2
k2(r)
dr
r
,
c3 =
∫ R
0
k3(r)
dr
r
, c4 =
∫ R
0
k4(r)
dr
r
,
where kj = ki(r), i = 1, 2, 3, 4, is the i-th component of the vector Φ(r)
−1~h(r),
that is,
Φ(r)−1~h(r) =


k1
k2
k3
k4

 .
In other words, it is claimed that the solution ~y should be given as
~y(r) =
(
−
∫ R
r
k1(r
′)
dr′
r′
)
ϕ01(r) +
(
−
∫ R
r
k2(r
′)
dr′
r′
)
ϕ02(r)+
+
(∫ r
0
k3(r
′)
dr′
r′
)
ϕR1(r) +
(∫ r
0
k4(r
′)
dr′
r′
)
(ϕR2(r)− (l + 1)ϕR3(r)).
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However there we can find no persuasive argument on why the constants cj
should be chosen so ?, and why cj can be chosen so?, that is, why the definite in-
tegrals
∫ R
R/2
k1(r)
dr
r
,
∫ R
R/2
k2(r)
dr
r
,
∫ R
0
k3(r)
dr
r
,
∫ R
0
k4(r)
dr
r
are well-determined
as finite numbers?
In order to determine c, maybe we need asymptotic behaviors of Φ(r) and
Φ(r)−1 as r → +0 and as r → R − 0. Let us consider r → R − 0. Since Φ(r)
and
ΦR = (ϕR1,ϕR2,ϕR3,ϕR4)
are fundamental matrices of the homogeneous system, there exists a constant
matrix C = (cij)ij such that
Φ(r) = ΦR(r)C.
See [4, Chapter 1, Theorem 7.3]. Of course C is of the form
C =


c11 c12 1 0
c21 c22 0 1
c31 c32 0 −(l+ 1)
c41 c42 0 0

 .
We should determine cij , i = 1, 2, 3, 4, j = 1, 2. But J. Eisenfeld claims a relation
which can be interpreted as
ϕ01 = c31ϕR3 + c41ϕR4,
ϕ02 = c32ϕR3 + c42ϕR4
at [10, p. 366, line 7]. In other words it is claimed that cij = 0 for i, j = 1, 2.
However we cannot find its proof there. It seems to be doubtful. Thus the
asymptotic behaviors of the matrix given by [10, (5.11), (5.12)], which can be
interpreted as the asymptotic behaviors of Φ(r)−1 as r → +0 and as r → R−0,
seem to be not well-grounded.
As conclusion, the argument by J. Eisenfeld [10] is too weak to determine
the answer to the Question 6. The problem is still open.
Supplementary Remark
The same speculation can be done for the system of equations (5.6a), (5.6b)
under the Cowling approximation. Namely let us consider the system
dv
dr
=
1
λ
(S2l − λ)
r2B
c2
w (6.33a)
dw
dr
= (λ −N2) 1
r2B
v (6.33b)
for the variables
v = r2P
1
γ V r, w = P−
1
γ δPˇ . (6.34)
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Recall
B =
P
2
γ
ρ
, S2l =
l(l + 1)
r2
γP
ρ
, c2 =
γP
ρ
, (6.35)
N
2 =
A
ρ
dP
dρ
= − 1
γCV
dS
dr
1
ρ
dP
dρ
=
1
γCV
dS
dr
dΦ
dr
. (6.36)
The boundary conditions for (v, w) at the boundaries r = 0, r = R can be
derived from the condition that the corresponding ~V = (V r, V h)⊤ belong to
◦
Wl. It reads
‖~V ‖2Xl =
∫ R
0
|v|2 dr
B
+
1
l(l + 1)
∫ R
0
∣∣∣dv
dr
+
r2B
c2
w
∣∣∣2 dr
B
<∞,
and
γ
∫ R
0
|W |2dr =
∫ R
0
|w|2 r
2B
c2
dr <∞,
provided that r2P−
1
γ |v| is bounded on ]0, R[.
Let us consider the boundary r = 0. The system (6.33a),(6.33b) can be
written
r
d~u
dr
=
[
−1 1λ(S2l − λ) r
2
B
c2
λ−N2
B
0
]
~u,
where ~u = (u,w)⊤, u =
v
r
. Under the Assumption 3, we see
[
−1 1λ(S2l − λ) r
2
B
c2
λ−N2
B
0
]
=
[
−1 l(l+1)BOλ
λ
BO
0
]
+ [r2]1,
where BO = B
∣∣∣
r=0
= P
2
γ
O /ρO. Therefore there is a fundamental system of
solutions ~u01 = (u01, w01)
⊤, ~u02 = (u02, w02)⊤ such that
~u01 ∼
[
lBO
λ
]
rl, ~u02 ∼
[
(l + 1)BO
−λ
]
r−(l+1)
as r → +0. Put ϕ0j(r) = (ru0j(r), w0j(r))⊤, j = 1, 2. Clearly only ϕ01 is the
solution of (6.33a)(6.33b) which satisfies the boundary condition.
As for the boundary r = R, we consider the system
s
d~U
ds
=
[
−νN −νD
(
S
2
l
λ − 1
)
s−νN+νD r
2
B
c2
−νDsνN+νD (λ−N2) 1r2B 0
]
~U
for s = (R− r)1/νD , ~U = (U,w)⊤, U = s−νN v. Under the Assumptions 3 and 4,
we see[
−νN −νD
(
S
2
l
λ − 1
)
s−νN+νD r
2
B
c2
−νDsνN+νD (λ −N2) 1r2B 0
]
=
[−νN b
0 0
]
+ [s]1,
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where
b := lim
s→+0
νDs
−νN+νD r
2B
c2
∣∣∣
r=R−s
> 0
Thus there is a fundamental system of solutions ~URj = (URj , wRj)
⊤, j = 1, 2
such that
~UR1(r) ∼
[
b
νN
]
, ~UR2 ∼
[
1
0
]
s−νN
as s→ +0. Put ϕRj = ((R− r)νNURj , wRj)⊤, j = 1, 2. Clearly only ϕR1 is the
solution of (6.33a)(6.33b) which satisfies the boundary condition.
Therefore the eigenfunction, if exists, should be
ϕ = C1ϕ01 = C2ϕR1.
That is, if and only if
D(r, λ) = det(ϕ01(r, λ),ϕR1(r, λ)) = 0 for ∀/∃r ∈]0, R[,
λ is an eigenvalue. So, the question is
Question 8 Do there exist a sequence of infinitely many zeros of D(r0, ·) which
accumulates to 0 and +∞? To begin with, does D(r0, ·) admit at least one zero?
Of course there are determined the coefficients of connection of the two
regular singular points cj(λ), j = 1, 2 such that
ϕ01(r, λ) = c1(λ)ϕR1(r, λ) + c2(λ)ϕR2(r, λ),
and then we have
D(r0, λ) = 0 ⇔ c2(λ) = 0.
The dependence of the connection coefficient c2(λ) on λ is problematic. More-
over, if λ 6= 0 is not an eigenvalue, then
Question 9 Does it hold R(~L[C]l − λ) = Xl?
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Appendix
Let us consider a function f of the form
f(u) = Kuν(1 +
∑
k≥1
fku
k)
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as u→ +0, whereK is a positive constant, 1 < ν < +∞,∑ fkuk is a convergent
power series, while f(u) > 0 for u > 0. Suppose u = u(r), 0 < r < R, satisfies
u > 0, du/dr < 0,
d2u
dr2
+
2
r
du
dr
+ f(u) = 0
on 0 < r < R, u→ +0 as r→ R− 0, and the limit lim
r→R−0
du
dr
exists to be finite
and strictly negative.
Then we have the expansion
u = C
R− r
R
[
1+
∑
k1+k2+k3≥1
bk1k2k3
(R− r
R
)k1(
C′
(R− r
R
)ν+1)k2(
C
R− r
R
)k3]
,
where C is a positive constant, C′ = R2KCν−1, and
∑
bk1k2k3X
k1
1 X
k2
2 X
k3
3 is a
convergent triple power series.
Let us sketch the proof. First note that there is a convergent power series
G(u) =
∑
k≥1
Gku
k
such that
u
d
du
log f(u) = ν +G(u).
Putting
x1 = −
( r
u
du
dr
)−1
, x2 =
r2f(u)
u
( r
u
du
dr
)−2
, x3 = u,
we get the autonomous system
u
dx1
du
= (1 − x1 + x2)x1,
u
dx2
du
= (ν + 1− 4x1 + 2x2 +G(x3))x2,
u
dx3
du
= x3.
Here (x1, x2, x3) is considered as functions of u > 0, and we have (x1, x2, x3)→
(0, 0, 0) as u→ +0.
Then there is a transformation of variables (x1, x2, x3) ↔ (ξ1, ξ2, ξ3) of the
form
xj = ξj(1 + [ξ1, ξ2, ξ3]1), j = 1, 2, 3,
which reduce the system to
u
dξ1
du
= ξ1, u
dξ2
du
= (ν + 1)ξ2 u
dξ3
du
= ξ3.
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Here and hereafter [X1, X2, X3]1 generally stands for various convergent triple
power series of the form
∑
k1+k2+k3≥1 ak1k2k3X
k1
1 X
k2
2 X
k3
3 . Take a general solu-
tion
ξ1 = C1u, ξ2 = C2u
ν+1, ξ3 = u.
putting C = 1/C1, we get the desired expansion, since the integration of
−u
r
dr
du
= x1
gives
log
R
r
= − log
(
1− R− r
R
)
=
R− r
R
(
1 +
[R− r
R
]
1
)
= C1u(1 + [C1u,C2u
ν+1, u]1).
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