Abstract-We propose a randomized version of the non-local means (NLM) algorithm for large-scale image filtering. The new algorithm, called Monte Carlo non-local means (MCNLM), speeds up the classical NLM by computing a small subset of image patch distances, which are randomly selected according to a designed sampling pattern. We make two contributions. First, we analyze the performance of the MCNLM algorithm and show that, for large images or large external image databases, the random outcomes of MCNLM are tightly concentrated around the deterministic full NLM result. In particular, our error probability bounds show that, at any given sampling ratio, the probability for MCNLM to have a large deviation from the original NLM solution decays exponentially as the size of the image or database grows. Second, we derive explicit formulas for optimal sampling patterns that minimize the error probability bound by exploiting partial knowledge of the pairwise similarity weights. Numerical experiments show that MCNLM is competitive with other state-of-the-art fast NLM algorithms for single-image denoising. When applied to denoising images using an external database containing ten billion patches, MCNLM returns a randomized solution that is within 0.2 dB of the full NLM solution while reducing the runtime by three orders of magnitude.
I. INTRODUCTION

A. Background and Motivation
In recent years, the image processing community has witnessed a wave of research aimed at developing new image denoising algorithms that exploit similarities between nonlocal patches in natural images. Most of these can be traced back to the non-local means (NLM) denoising algorithm of Buades et al. [1] , [2] proposed in 2005. Although it is no longer the state-of-the-art method (see, e.g., [3] , [4] for some more recent leading algorithms), NLM remains one of the most influential algorithms in the current denoising literature.
Given a noisy image, the NLM algorithm uses two sets of image patches for denoising. The first is a set of noisy patches Y = {y 1 , . . . , y m }, where y i ∈ R d is a d-dimensional (i.e., d-pixel) patch centered at the ith pixel of the noisy image. The second set, X = {x 1 , . . . , x n }, contains patches that are obtained from some reference images. Conceptually, NLM simply replaces each ith noisy pixel with a weighted average of pixels in the reference set. Specifically, the filtered value at the ith pixel (for 1 ≤ i ≤ m) is given by
where x j denotes the value of the center pixel of the jth reference patch x j ∈ X , and the weights {w i,j } measure the similarities between the patches y i and x j . A standard choice for the weights is
where h r is a scalar parameter determined by the noise level, and · Λ is the weighted ℓ 2 -norm with a diagonal weight matrix Λ, i.e., y i − x j 2 Λ def = (y i − x j ) T Λ(y i − x j ).
In most implementations of NLM (see, e.g., [5] - [11] ), the denoising process is based on a single image: the reference patches X are the same as the noisy patches Y. We refer to this setting, when X = Y, as internal denoising. This is in contrast to the setting in which the set of reference patches X come from external image databases [12] - [14] , which we refer to as external denoising. For example, 15, 000 images (corresponding to a reference set of n ≈ 10 10 patches) were used in [13] , [14] . One theoretical argument for using largescale external denoising was provided in [13] : It is shown that, in the limit of large reference sets (i.e., when n → ∞), external NLM converges to the minimum mean squared error estimator of the underlying clean images.
Despite its strong performance, NLM has a limitation of high computational complexity. It is easy to see that computing all the weights {w i,j } requires O(mnd) arithmetic operations, where m, n, d are, respectively, the number of pixels in the noisy image, the number of reference patches used, and the patch dimension. Additionally, about O(mn) operations are needed to carry out the summations and multiplications in (1) for all pixels in the image. In the case of internal denoising, these numbers are nontrivial since current digital photographs can easily contain tens of millions of pixels (i.e., m = n ∼ 10 7 or greater). For external denoising with large reference sets (e.g., n ∼ 10 10 ), the complexity is even more of an issue, making it very challenging to fully utilize the vast number of images that are readily available online and potentially useful as external databases.
B. Related Work
The high complexity of NLM is a well-known challenge. Previous methods to speed up NLM can be roughly classified in the following categories:
1. Reducing the reference set X . If searching through a large set X is computationally intensive, one natural solution is to pre-select a subset of X and perform computation only on this subset [15] - [17] . For example, for internal denoising, a spatial weight w s i,j is often included so that w i,j = w 
A common choice of the spatial weight is
where d i,j and d ′ i,j are, respectively, the Euclidean distance and the ℓ ∞ distance between the spatial locations of the ith and jth pixels; I is the indicator function; and ρ is the width of the spatial search window. By tuning h s and ρ, one can adjust the size of X according to the heuristic that nearby patches are more likely to be similar.
Reducing dimension d.
The patch dimension d can be reduced by several methods. First, SVD projection [10] , [18] - [20] can be used to project the d-dimensional patches onto a lower dimensional space spanned by the principal components computed from X . Second, the integral image method [21] - [23] can be used to further speed up the computation of y i − x j 2 Λ . Third, by assuming a Gaussian model on the patch data, a probabilistic early termination scheme [24] can be used to stop computing the squared patch difference before going through all the pixels in the patches.
3. Optimizing data structures. The third class of methods embed the patches in X and Y in some form of optimized data structures. Some examples include the fast bilateral grid [25] , the fast Gaussian transform [26] , the Gaussian KD tree [27] , [28] , the adaptive manifold method [29] , and the edge patch dictionary [30] . The data structures used in these algorithms can significantly reduce the computational complexity of the NLM algorithm. However, building these data structures often requires a lengthy pre-processing stage, or require a large amount of memory, thereby placing limits on one's ability to use large reference patch sets X . For example, building a Gaussian KD tree requires the storage of O(nd) double precision numbers (see, e.g., [28] , [31] .)
C. Contributions
In this paper, we propose a randomized algorithm to reduce the computational complexity of NLM for both internal and external denoising. We call the method Monte Carlo NonLocal Means (MCNLM), and the basic idea is illustrated in Figure 1 for the case of internal denoising. For each pixel i in the noisy image, we randomly select a set of k reference pixels according to some sampling pattern and compute a k-subset of the weights {w i,j } n j=1 to form an approximated solution to (1) . The computational complexity of MCNLM is O(mkd), which can be significantly lower than the original complexity O(mnd) when only k ≪ n weights are computed. Fig. 1 : Illustration of the proposed MCNLM algorithm for internal denoising: We randomly select, according to a given sampling pattern, a set of k weights {w i,j1 , . . . , w i,j k }, and use these to compute an approximation of the full NLM result in (1) . The output of MCNLM is random. However, as the size of the problem (i.e., n) gets larger, these random estimates become tightly concentrated around the true result.
Furthermore, since there is no need to re-organize the data, the memory requirement of MCNLM is O(m + n). Therefore, MCNLM is scalable to large reference patch sets X , as we will demonstrate in Section V.
The two main contributions of this paper are as follows.
1. Performance guarantee. MCNLM is a randomized algorithm. It would not be a useful one if its random outcomes fluctuated widely in different executions on the same input data. In Section III, we address this concern by showing that, as the size of the reference set X increases, the randomized MCNLM solutions become tightly concentrated around the original NLM solution. In particular, we show in Theorem 1 (and Proposition 1) that, for any given sampling pattern, the probability of having a large deviation from the original NLM solution drops exponentially as the size of X grows.
2. Optimal sampling patterns. We derive optimal sampling patterns to minimize the approximation error probabilities established in our performance analysis. We show that seeking the optimal sampling pattern is equivalent to solving a variant of the classical water-filling problem, for which a closed-form expression can be found (see Theorem 2) . We also present two practical sampling pattern designs that exploit partial knowledge of the pairwise similarity weights.
The rest of the paper is organized as follows. After presenting the MCNLM algorithm and discuss its basic properties in Section II, we analyze the performance in Section III and derive the optimal sampling patterns in Section IV. Experimental results are given in Section V, and concluding remarks are given in Section VI.
II. MONTE CARLO NON-LOCAL MEANS
Notation: Throughout the paper, we use m to denote the number of pixels in the noisy image, and n the number patches in the reference set X . We use upper-case letters, such as X, Y, Z, to represent random variables, and lower-case letters, such as x, y, z, to represent deterministic variables. Vectors are represented by bold letters, and 1 denotes a constant vector of which all entries are one. Finally, for notational simplicity in presenting our theoretical analysis, we assume that all pixel intensity values have been normalized to the range [0, 1].
A. The Sampling Process
As discussed in Section I, computing all the weights {w i,j } 1≤i≤m,1≤j≤n is computationally prohibitive when m and n are large. To reduce the complexity, the basic idea of MCNLM is to randomly select a subset of k representatives of {w i,j } (referred to as samples) to approximate the sums in the numerator and denominator in (1) . The sampling process in the proposed algorithm is applied to each of the m pixels in the noisy image independently. Since the sampling step and subsequent computations have the same form for each pixel, we shall drop the pixel index i in {w i,j }, writing the weights as {w j } 1≤j≤n for notational simplicity.
The sampling process of MCNLM is determined by a sequence of independent random variables {I j } n j=1 that take the value 0 or 1 with the following probabilities
The jth weight w j is sampled if and only if I j = 1. In what follows, we assume that 0 < p j ≤ 1, and refer to the vector of all these probabilities p
T as the sampling pattern of the algorithm.
The ratio between the number of samples taken and the number of reference patches in X is a random variable
of which the expected value is
We refer to S n and ξ as the empirical sampling ratio and the average sampling ratio, respectively. ξ is an important parameter of the MCNLM algorithm. The original (or "full") NLM corresponds to the setting when ξ = 1: In this case,
T , so that all the samples are selected with probability one.
B. The MCNLM Algorithm
Given a set of random samples from X , we approximate the numerator and denominator in (1) by two random variables
where the argument p emphasizes the fact that the distributions of A and B are determined by the sampling pattern p.
It is easy to compute the expected values of A(p) and B(p) as
Thus, up to a common multiplicative constant 1/n, the two random variables A(p) and B(p) are unbiased estimates of the true numerator and denominator, respectively. Generate a random variable I j ∼ Bernoulli(p j ).
6:
If I j = 1, then compute the weight w j . 7: end for 8 The full NLM result z in (1) is then approximated by
In general,
E[B(p)] = z, and thus Z(p) is a biased estimate of z. However, we will show in Section III that the probability of having a large deviation in |Z(p) − z| drops exponentially as n → ∞. Thus, for a large n, the MCNLM solution (11) can still form a very accurate approximation of the original NLM solution (1) .
Algorithm 1 shows the pseudo-code of MCNLM for internal denoising. We note that, except for the Bernoulli sampling process, all other steps are identical to the original NLM. Therefore, MCNLM can be thought of as adding a complementary sampling process on top of the original NLM. The marginal cost of implementation is thus minimal.
Example 1: To empirically demonstrate the usefulness of the simple sampling mechanism of MCNLM, we apply the algorithm to a 1072 × 712 image shown in Figure 2(a) . Here, we use X = Y, with m = n ≈ 7.6 × 10 5 . In this experiment, we let the noise be i.i.d. Gaussian with zero mean and standard deviation σ = 15/255. The patch size is 5 × 5. In computing the similarity weights in (3) and (4), we set the parameters as follows: h r = 15/255, h s = ∞, ρ = ∞ (i.e., no spatial windowing) and Λ = T , for some sampling ratio 0 < ξ < 1.
The results of this experiment are shown in Figure 2 and Figure 3 . The peak signal-to-noise ratio (PSNR) curve detailed in Figure 3 shows that MCNLM converges to its limiting value rapidly as the sampling ratio ξ approaches 1. For example, at ξ = 0.1 (i.e., a roughly ten-fold reduction in computational complexity), MCNLM achieves a PSNR that is only 0.2dB away from the full NLM result. More numerical experiments will be presented in Section V.
III. PERFORMANCE ANALYSIS
One fundamental question about MCNLM is whether its random estimate Z(p) as defined in (11) will be a good approximation of the full NLM solution z, especially when the sampling ratio ξ is small. In this section, we answer this noisy (24.60 dB) ξ = 0.005 (27.58 dB) ξ = 0.1 (28.90 dB) 
A. Large Deviations Bounds
The mathematical tool we use to analyze the proposed MCNLM algorithm comes from the probabilistic large deviations theory [32] . This theory has been widely used to quantify the following phenomenon: A smooth function f (X 1 , . . . , X n ) of a large number of independent random variables X 1 , . . . , X n tends to concentrate very tightly around its mean E[f (X 1 , . . . , X n )]. Roughly speaking, this concentration phenomenon happens because, while X 1 , . . . , X n are individually random in nature, it is unlikely for many of them to work collaboratively to alter the overall system by a significant amount. Thus, for large n, the randomness of these variables tends to be "canceled out" and the function f (X 1 , . . . , X n ) stays roughly constant.
To gain insights from a concrete example, we first apply the large deviations theory to study the empirical sampling ratio S n as defined in (6) . Here, the independent random variables are the Bernoulli random variables {I j } 1≤j≤n introduced in (5) , and the smooth function f (·) computes their average.
It is well known from the law of large numbers (LLN) that the empirical mean S n of a large number of independent random variables stays very close to the true mean, which is equal to the average sampling ratio ξ in our case. In particular, by the standard Chebyshev inequality [33] , we know that
for every positive ε.
One drawback of the bound in (12) is that it is overly loose, providing only a linear rate of decay for the error probabilities as n → ∞. In contrast, the large deviations theory provides many powerful probability inequalities which often lead to much tighter bounds with exponential decays. In this work, we will use one particular inequality in the large deviations theory, due to S. Bernstein [34] :
Lemma 1 (Bernstein Inequality [34] ): Let X 1 , . . . , X n be a sequence of independent random variables. Suppose that l j ≤ X j ≤ u j for all j, where u j and l j are constants. Let S n = (1/n) n j=1 X j , and M = max 1≤j≤n (u j − l j )/2. Then for every positive ε,
To see how Bernstein's inequality can give us a better probability bound for the empirical sampling ratio S n , we note that X j = I j in our case. Thus, M = 1 and E[S n ] = ξ. Moreover, if the sampling pattern is uniform, i.e., p = [ξ, . . . , ξ] T , we have
. Substituting these numbers into (13) yields an exponential upper bound on the error probability, which is plotted and compared in Figure 4 against the LLN bound in (12) and against the true probabilities estimated by Monte Carlo simulations. It is clear that the exponential bound provided by Bernstein's inequality is much tighter than that provided by LLN.
B. General Error Probability Bound for MCNLM
We now derive a general bound for the error probabilities of MCNLM. Specifically, for any ε > 0 and any sampling pattern p satisfying the conditions that 0 < p j ≤ 1 and 1 n n j=1 p j = ξ, we want to study
where z is the full NLM result defined in (1) and Z(p) is the MCNLM estimate defined in (11) . Theorem 1: Assume that w j > 0 for all j. Then for every positive ε,
where µ B is the average similarity weights defined in (10),
, and
Proof: See Appendix A. Remark 1: In a preliminary version of our work [35] , we presented, based on the idea of martingales [36] , an error probability bound for the special case when the sampling pattern is uniform. The result of Theorem 1 is more general and applies to any sampling patterns. We also note that the bound in (15) quantifies the deviation of a ratio Z(p) = A(p)/B(p), where the numerator and denominator are both weighted sums of independent random variables. It is therefore more general than the typical concentration bounds seen in the literature (see, e.g., [37] , [38] ), where only a single weighted sum of random variables (i.e., either the numerator or the denominator) is considered.
Example 2: To illustrate the result of Theorem 1, we consider a one-dimensional signal as shown in Figure 5 (a). The signal {x j } n j=1 is a piecewise continuous function corrupted by i.i.d. Gaussian noise. The noise standard deviation is σ = 5/255 and the signal length is n = 10 4 . We use MCNLM to denoise the 5001-th pixel, and the sampling pattern is uniform with p j = ξ = 0.05 for all j. For ε = 0.01, we can compute that The error probability as a function of ε. In this plot, the "crosses" denote the true probabilities as estimated by 10 5 independent trials and the "circles" denote the analytical upper bound predicted by Theorem 1. For easy comparisons, we also provide a zoomed-in version of the plot in the insert.
of ε are shown in Figure 5 (b), where we compare the true error probability as estimated by Monte Carlo simulations with the analytical upper bound predicted by Theorem 1. We see from the "zoomed-in" portion of Figure 5 (b) that the analytical bound approaches the true probabilities for ε ≥ 0.005.
C. Special Case: Uniform Sampling Patterns
Since the error probability bound in (15) holds for all sampling patterns p, we will use (15) to design optimal nonuniform sampling patterns in Section IV. But before we discuss that, we first consider the special case where p is a uniform sampling pattern to provide a convenient and easily interpretable bound on the error probabilities.
Proposition 1 (Uniform Sampling): Assume that the sampling pattern is uniform, i.e., p = ξ1. Then for every ε > 0 and every 0 < ξ ≤ 1,
where
) . To interpret (16), we note that, for large n, the first term on the right-hand side of (16) is negligible. For example, when n = 10 4 and ξ = 0.01, we have e −nξ = 3.7 × 10 −44 . Thus, the error probability bound is dominated by the second term, whose negative exponent is determined by four factors:
1. The size of the reference set X . If all other parameters are kept fixed or strictly bounded below by some positive constants, the error probability goes to zero as an exponential function of n. This shows that the random estimates obtained by MCNLM can be very accurate, when the size of the image (for internal denoising) or the size of the dictionary (for external denoising) is large.
Sampling ratio ξ.
To reduce the sampling ratio ξ while still keeping the error probability small, a larger n, inversely proportional to ξ, is needed.
3. Precision ε. Note that the function f (ε) in (16) is of order O(ε 2 ) for small ε. Thus, with all other terms fixed, a k-fold reduction in ε requires a k 2 -fold increase in n or ξ.
Patch redundancy µ B .
Recall that µ B = 1 n n j=1 w j , with the weights {w j } measuring the similarities between a noisy patch y i and all patches {x j } n j=1 in the reference set X . Thus, µ B serves as an indirect measure of the number of patches in X that are similar to y i . If y i can find many similar (redundant) patches in X , its corresponding µ B will be large and so a relatively small n will be sufficient to make the probability small; and vice versa.
Using the simplified expression in (16), we derive in Appendix C the following upper bound on the mean squared error (MSE) of the MCNLM estimation:
Proposition 2 (MSE): Let the sampling pattern be uniform, with p = ξ1. Then for any 0 < ξ ≤ 1,
Remark 2: The above result indicates that, with a fixed average sampling ratio ξ and if the patch redundancy µ B is bounded from below by a positive constant, then the MSE of the MCNLM estimation converges to zero as n, the size of the reference set, goes to infinity.
Remark 3: We note that the MSE p stated in Proposition 2 is a measure of the deviation between the randomized solution Z(p) and the deterministic (full NLM) solution z. In other words, the expectation is taken over the different realizations of the sampling pattern, with the noise (and thus z) fixed. This is different from the standard MSE used in image processing (which we denote by MSE η ), where the expectation is taken over different noise realizations.
To make this point more precise, we define z * as the ground truth noise free image, Z(p, η) as the MCNLM solution using a random sampling pattern p for a particular noise realization η. Note that the full NLM result can be written as Z(1, η) (i.e. when the sampling pattern p is the all-one vector.) We consider the following two quantities:
and
The former is the MSE achieved by the full NLM, whereas the latter is the MSE achieved by the proposed MCNLM. While we do not have theoretical bounds linking MSE η to MSE η,p (as doing so would require the knowledge of the ground truth image z * ), we refer the reader to Table I in Sec. V, where numerical simulations show that, even for relatively small sampling ratios ξ, the MSE achieved by MCNLM stays fairly close to the MSE achieved by the full NLM.
IV. OPTIMAL SAMPLING PATTERNS While the uniform sampling scheme (i.e., p = ξ1) allows for easy analysis and provides useful insights, the performance of the proposed MCNLM algorithm can be significantly improved by using properly chosen nonuniform sampling patterns. We present the design of such patterns in this section.
A. Design Formulation
The starting point of seeking an optimal sampling pattern is the general probability bound provided by Theorem 1. A challenge in applying this probability bound in practice is that the right-hand side of (15) involves the complete set of weights {w j } and the full NLM result z. One can of course compute these values, but doing so will defeat the purpose of random sampling, which is to speed up NLM by not computing all the weights {w j }. To address this problem, we assume that
where the upper bounds {b j } are either known a priori or can be efficiently computed. We will provide concrete examples of such upper bounds in Section IV-B. For now, we assume that the bounds {b j } have already been obtained. Using (20) and noting that 0 ≤ x j , z ≤ 1 (and thus |x j − z| ≤ 1), we can see that the parameters {α j , β j } in (15) are bounded by
respectively. It then follows from (15) that
where + ε) ). Given the average sampling ratio ξ, we seek sampling patterns p to minimize the probability bound in (21) , so that the random MCNLM estimate Z(p) will be tightly concentrated around the full NLM result z. Equivalently, we solve the following optimization problem. 
b j , and the parameter τ is chosen so that j p j = nξ.
Remark 4:
It is easy to verify that the function
is a piecewise linear and monotonically increasing function. Moreover, g(+∞) = n(1 − ξ) > 0 and
Thus, τ can be uniquely determined as the root of g(τ ).
Remark 5:
The cost function of (P ) contains a quantity M = (µ B ε) /(6(1 + ε)). One potential issue is that the two parameters (µ B and ε) that are not necessarily known to the algorithm. However, as a remarkable property of the solution given in Theorem 2, the optimal sampling pattern p does not depend on M . Thus, only a single parameter, namely, the average sampling ratio ξ, will be needed to fully specify the optimal sampling pattern in practice.
B. Optimal Sampling Patterns
To construct the optimal sampling pattern prescribed by Theorem 2, we need to find {b j }, which are the upper bounds on the true similarity weights {w j }. At one extreme, the tightest upper bounds are b j = w j , but this oracle scheme is not realistic as it requires that we know all the weights {w j }. At the other extreme, we can use the trivial upper bound b j = 1. It is easy to verify that, under this setting, the sampling pattern in (40) becomes the uniform pattern, i.e., p j = ξ for all j. In what follows, we present two choices for the upper bounds that can be efficiently computed and that can utilize partial knowledge of w j .
1) Bounds from spatial information:
The first upper bound is designed for internal (i.e., single image) denoising where there is often a spatial term in the similarity weight, i.e.,
One example of the spatial weight can be found in (4). Since w r j ≤ 1, we always have w j ≤ w s j . Thus, a possible choice is to set b
The advantage of the above upper bound is that b s j is a function of the spatial distance d i,j between a pair of pixels, which is independent of the image data X and Y. Therefore, it can be pre-computed before running the MCNLM algorithm. Moreover, since {b j } is spatially invariant, they can be reused at all pixel locations.
2) Bounds from intensity information: For external image denoising, the patches in X and Y do not have any spatial relationship, as they can come from different images. In this case, the similarity weight w j is only due to the difference in pixel intensities (i.e., w j = w r j ), and thus we cannot use the spatial bounds given in (26) 
Setting u = y − x j , we then have
The vector v can be any nonzero vector. In practice, we choose v = 1 with Λ = diag {1/d, . . . , 1/d} and we find this choice effective in our numerical experiments. In this case, b
Remark 6:
To obtain the upper bound b r j in (27), we need to compute the terms y T s and x T j s, which are the projections of the vectors y and x j onto the one-dimensional space spanned by s. These projections can be efficiently computed by convolving the noisy image and the images in the reference set with a spatially-limited kernel corresponding to s. To further reduce the computational complexity, we also adopt a twostage importance sampling procedure in our implementation, which allows us to avoid the computation of the exact values of {b j } at most pixels. Details of our implementation are given in a supplementary technical report [39] .
Remark 7: Given the oracle sampling pattern, it is possible to improve the performance of NLM by deterministically choosing the weights according to the oracle sampling pattern. We refer the reader to [11] , where similar approaches based on spatial adaptations were proposed.
Example 3: To demonstrate the performance of the various sampling patterns presented above, we consider denoising one pixel of the Cameraman image as shown in Figure 6 (a). The similarity weights are in the form of (25) , consisting of both a spatial and a radiance-related part. Applying the result of Theorem 2, we derive four optimal sampling patterns, each associated with a different choice of the upper bound, namely, (e) show the resulting sampling patterns. As can be seen in the figures, various aspects of the oracle sampling pattern are reflected in the approximated patterns. For instance, the spatial approximation has more emphasis at the center than the peripherals whereas the intensity approximation has more emphasis on pixels that are similar to the target pixel.
To compare these sampling patterns quantitatively, we plot in Figure 7 the reconstruction relative error associated with different patterns as functions of the average sampling ratio ξ. Here, we set h r = 15/255 and h s = 50. For benchmark, we also show the performance of the uniform sampling pattern. It is clear from the figure that all the optimal sampling patterns outperform the uniform pattern. In particular, the pattern obtained by incorporating both the spatial and intensity information approaches the performance of the oracle scheme. 
V. EXPERIMENTAL RESULTS
In this section we present additional numerical experiments to evaluate the performance of the MCNLM algorithm and compare it with several other accelerated NLM algorithms.
A. Internal Denoising
A benchmark of ten standard test images are used for this experiment. For each image, we add zero-mean Gaussian noise with standard deviations equal to σ = to simulate noisy images at different PSNR levels. Two choices of the spatial search window size are used: 21×21 and 35×35, following the original configurations used in [1] .
The parameters of MCNLM are as follows: The patch size is 5 × 5 (i.e., d = 25) and Λ = I/d. For each choice of the spatial search window size (i.e., ρ = 21 or ρ = 35), we define h s = (⌊ρ/2⌋)/3 so that three standard deviations of the spatial Gaussian will be inside the spatial search window. The intensity parameter is set to h r = 1.3σ/255.
In this experiment, we use the spatial information bound (26) to compute the optimal sampling pattern in (40) . Incorporating additional intensity information as in (27) would further improve the performance, but we choose not to do so because the PSNR gains are found to be moderate in this case due to the relatively small size of the spatial search window. Five average sampling ratios, ξ = 0.05, 0.1, 0.2, 0.5, 1, are evaluated. We note that when ξ = 1, MCNLM is identical to the full NLM.
For comparisons, we test the Gaussian KD tree (GKD) algorithm [28] with a C++ implementation (ImageStack [40] ) and the adaptive manifold (AM) algorithm [29] with a MATLAB implementation provided by the authors. To create a meaningful common ground for comparison, we adapt MCNLM as follows: First, since both GKD and AM use SVD projection [20] to reduce the dimensionality of patches, we also use in MCNLM the same SVD projection method by computing the 10 leading singular values. The implementation of this SVD step is performed using an off-the-shelf MATLAB code [41] . We also tune the major parameters of GKD and AM for their best performance, e.g., for GKD we set h r = 1.3σ/255 and for AM we set h r = 2σ/255. Other parameters are kept at their default values as reported in [28] , [29] . For completeness, we also show the results of BM3D [3] . Table I and Table II summarize the results of the experiment. Additional results, with visual comparison of denoised images, can be found in the supplementary technical report [39] . Since MCNLM is a randomized algorithm, we report the average PSNR values of MCNLM over 24 independent runs using random sampling pattern and 20 independent noise realizations. The standard deviations of the PSNR values over the 24 random sampling patterns are shown in Table II . The results show that for the 10 images, even at a very low sampling ratio, e.g., ξ = 0.1, the averaged performance of MCNLM (over 10 testing images) is only about 0.35 dB to 0.7 dB away (depending on σ) from the full NLM solution. When the sampling ratio is further increased to ξ = 0.2, the PSNR values become very close (about a 0.09 dB to 0.2 dB drop depending on σ) to those of the full solution.
In Table III we report the runtime of MCNLM, GKD and AM. Since the three algorithms are implemented in different environments, namely, MCNLM in MATLAB/C++ (.mex), GKD in C++ with optimized library and data-structures, and AM in MATLAB (.m), we caution that Table III is only meant to provide some rough references on computational times. For MCNLM, its speed improvement over the full NLM can be reliably estimated by the average sampling ratio ξ.
We note that the classical NLM algorithm is no longer the state-of-the-art in image denoising. It has been outperformed by several more recent approaches, e.g., BM3D [3] (See Table  I and II) and global image denoising [4] . Thus, for internal (i.e., single-image) denoising, the contribution of MCNLM is mainly of a theoretical nature: It provides the theoretical foundation and a proof-of-concept demonstration to show the effectiveness of a simple random sampling scheme to accelerate the NLM algorithm. More work is needed to explore the application of similar ideas to more advanced image denoising algorithms.
As we will show in the following, the practical usefulness of the proposed MCNLM algorithm is more significant in the setting of external dictionary-based denoising, for which the classical NLM is still a leading algorithm enjoying theoretical optimality as the dictionary size grows to infinity [13] .
B. External Dictionary-based Image Denoising
To test MCNLM for external dictionary-based image denoising, we consider the dataset of Levin and Nadler [13] , which contains about 15,000 training images (about n ≈ 10 10 image patches) from the LabelMe dataset [42] . For testing, we use a separate set of 2000 noisy patches, which are mutually exclusive from the training images. The results are shown in Figure 8 .
Due to the massive size of the reference set, full evaluation of (1) requires about one week on a 100-CPU cluster, as TABLE I: Single image denoising by MCNLM, using the optimal Gaussian sampling pattern. The case when ξ = 1 is equivalent to the standard NLM [2] . GKD refers to [28] . AM refers to [29] . BM3D refers to [3] . Shown in the table are PSNR values (in dB). The results of MCNLM is averaged over 24 independent trials of using different sampling patterns, and over 20 independent noise realizations. reported in [13] . To demonstrate how MCNLM can be used to speed up the computation, we repeat the same experiment on a 12-CPU cluster. The testing conditions of the experiment are identical to those in [13] . [13] . The "crossed" line indicates the MCNLM result using uniform sampling pattern, and the "circled" line indicates the MCNLM result using the intensity approximated sampling pattern.
independent trials are performed and their average is recorded. Here, we show the results of the uniform sampling pattern and the optimal sampling pattern obtained using the upper bound in (27) . The results in Figure 8 indicate that MCNLM achieves a PSNR within 0.2dB of the full computation at a sampling ratio of 10 −3 , a speed-up of about 1000-fold.
VI. CONCLUSION
We proposed Monte Carlo non-local means (MCNLM), a randomized algorithm for large-scale patch-based image filtering. MCNLM randomly chooses a fraction of the similarity weights to generate an approximated result. At any fixed sampling ratio, the probability of having large approximation errors decays exponentially with the problem size, implying that the approximated solution of MCNLM is tightly concentrated around its limiting value. Additionally, our analysis allows deriving optimized sampling patterns that exploit partial knowledge of weights of the types that are readily available in both internal and external denoising applications. Experimentally, MCNLM is competitive with other state-of-the-art accelerated NLM algorithms for single-image denoising in standard tests. When denoising with a large external database of images, MCNLM returns an approximation close to the full solution with speed-up of three orders of magnitude, suggesting its utility for large-scale image processing.
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APPENDIX
A. Proof of Theorem 1
For notational simplicity, we shall drop the argument p in A(p), B(p) and Z(p), since the sampling pattern p remains fixed in our proof. We also define A/B = 1 for the case when B = 0. We observe that 
Here, (b1) holds because log(1 − p) ≤ −p for 0 ≤ p ≤ 1; and (b2) is due to the definition that ξ = 1 n n j=1 p j . Next, we provide an upper bound for Pr [|A − zB| > εB] in (28) by considering the two tail probabilities Pr [A − zB > εB] and Pr [A − zB < −εB] separately. Our goal here is to rewrite the two inequalities so that Bernstein's inequality in Lemma 1 can be applied. To this end, we define
We note that z = µ A /µ B , where µ A and µ B are defined in (9) and (10), respectively. It is easy to verify that
The random variables Y j are of zero-mean, with variance
Using Bernstein's inequality in Lemma 1, we can then bound the probability in (30) as
where the constant M ′ α can be determined as follows. Since
The other tail probability, i.e., Pr [A − zB < −εB], can be bounded similarly. In this case, we let
Then, following the same derivations as above, we can show that
Substituting (29), (31) and (32) into (28), and defining
B. Proof of Proposition 1
The goal of the proof is to simplify (15) by utilizing the fact that 0 ≤ x j ≤ 1, 0 ≤ z ≤ 1, 0 < w j ≤ 1 and p = ξ1. To this end, we first observe the following:
Consequently, M α is bounded as
where in (a) we used the fact that w j ≤ 1. Similarly,
Therefore, the two negative exponents in (15) are lower bounded by the following common quantity:
where in (b) we used the fact that 0 1+ε)(1+7ε/6) ) yields the desired result.
C. Proof of Proposition 2
The MSE can be computed as
where (a) is due to the "layer representation" of the expectations (See, e.g., [43, Chapter 5.6]), and (b) is due to the fact that |Z(p) − z| ≤ 1. Then, by (16), we have that
By the definition of f (ε), it is easy to verify f (
D. Proof of Theorem 2
By introducing an auxiliary variable t > 0, we rewrite (P ) as the following equivalent problem
Combining the first and the third constraint, (33) becomes
We note that the optimal solution of (P ) can be found by first minimizing (34) over p while keeping t fixed.
For fixed t, the lower bound b j /t in (34) is a constant with respect to p. Therefore, by applying Lemma 2 in Appendix E, we obtain that, for any fixed t, the solution of (34) is
where τ (t) is the unique solution of the following equation with respect to the variable x:
In order to make (34) feasible, we note that it is necessary to have
The first constraint is due to the fact that b j /t ≤ p j ≤ 1 for all j, and the second constraint is an immediate consequence by substituting the lower bound constraint b j /t ≤ p j into the equality constraint n j=1 p j = nξ. For t satisfying (36), Lemma 3 in Appendix E shows that τ t = τ * is a constant with respect to t. Therefore, (35) can be simplified as
where c j def = min(b j τ * , 1) is a constant in t. Substituting (37) into (34), the minimization of (34) 
Here, the inequality constraints follow from (36) . Finally, the two inequality constraints in (38) can be combined to yield
Since the function f (x) = max(c, x) is non-decreasing for any c ∈ R, it follows that max (c j , b j /t) ≤ max (c j , b j /t * ), and hence ϕ(t) ≥ ϕ (t * ). Therefore, the minimum of ϕ is attained at t = max
E. Auxiliary Results for Theorem 2 Lemma 2:
Consider the optimization problem
The solution to (P ′ ) is
where the parameter τ is chosen so that j p j = nξ.
T and ν are the Lagrange multipliers associated with the constraints p j ≤ 1, p j ≥ δ j and n j=1 p j = nξ, respectively. The first order optimality conditions imply the following:
• Primal feasibility: n j=1 p j = nξ, p j ≤ 1, and p j ≥ δ j .
• Dual feasibility: λ j ≥ 0, η j ≥ 0, and ν ≥ 0.
• Complementary slackness:
The first part of the complementary slackness implies that for each j, one of the following cases always holds: λ j = 0 or p j = 1. 
Substituting p j = δ j and λ j = 0 into the stationarity condition yields
Case 2: p j = 1. In this case, η j (δ j − p j ) = 0 implies that η j = 0 because p j = 1 > δ j . Substituting p j = 1, η j = 0 into the stationarity condition suggests that
Combining these two cases, we obtain
By defining τ = 1/ √ ν, we prove (40) .
It remains to determine ν. This can be done by using the primal feasibility condition that 1 n n j=1 p j = ξ. In particular, consider the function g(τ ) defined in (24) , where τ = 1/ √ ν. The desired value of ν can thus be obtained by finding the root of the equation g(τ ). Since g(τ ) is a monotonically increasing piecewise-linear function, the parameter ν is uniquely determined, so is p.
and for any fixed t, let τ t be the solution of the equation g t (x) = nξ. For any t ≥ t * , where t * is defined in (39), τ t = τ * for some constant τ * .
Proof: First, we claim that
To show the first case, we observe that
For the second case, since x > 1/t, it follows that b j /t < b j x. Also, because b j /t ≤ 1, we have b j /t ≤ min (b j x, 1). Thus,
Now, by assumption that t ≥ 1 nξ n j=1 b j , it follows from (42) that
Since g t (x) is a constant for x ≤ 1/t or x ≥ 1/ min j b j , the only possible range for g t (x) = nξ to have a solution is when 1/t < x < 1/ min j b j . In this case, g t (x) = n j=1 min (b j x, 1) is a strictly increasing function in x and so the solution is unique. Let τ * be the solution of g t (x) = nξ. Since n j=1 min (b j x, 1) does not involve t, it follows that τ * is a constant in t. 
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I. IMPLEMENTATION OF THEOREM 2 (GENERAL SAMPLING CASE)
The optimal sampling pattern presented in Theorem 2 of the main article is
where t = max 1 nξ n j=1 b j , max 1≤j≤n b j , and the parameter τ is the root of the function
It is easy to verify that g t (·) is piecewise linear and monotonically increasing for 1/t < τ < 1/ min j b j . Thus, the solution of g t (τ ) = 0 is unique. In this section, we discuss an efficient way to determine τ .
A. The Bisection Method
To determine the unique root τ , we apply the bisection method because of its efficiency and robustness. Gradientbased and Newton type of algorithms are not recommended because these algorithms require regions of convergence, which could be challenging to identify for the function g t (·) defined in (2) .
The bisection method is an iterative procedure that checks the signs of the two points τ a , τ b and their midpoint τ c = (τ a +τ b )/2. If τ c has the same sign as τ a , then τ c replaces τ a . Otherwise, τ c replaces τ b . The iteration continues until the residue |τ a − τ b | is less than a tolerance level, or when g t (τ c ) is sufficiently close to 0.
A piece of pseudo-code of the bisection method is shown in Algorithm 1. For a small ξ, we find that by setting τ a = 1/t and τ b = 1/ min j b j , the bisection method typically converges in 10 iterations with a precision |g t (τ c ) − 0| < 10 −1 , which is sufficient for our problem.
B. Cost Reduction by Quantization
The cost of evaluating the function g t (τ ) for a fixed τ is O(n): there are n multiplications of b j ·τ , n multiplications of b j · 1/t, and n minimum/maximum operations. To reduce the cost, we note that it is possible to quantize the weights b j by constructing a histogram of b j as follows.
Algorithm 1 The Bisection Method
Input:
while |τ a − τ b | > tol and |F c − 0| > tol do Define τ c = (τ a + τ b )/2, and evaluate F c = g t (τ c ). if F a < 0 and F c > 0 then Set τ b = τ c , and
Set τ a = τ c , and F a = F c .
end if end while
Let Q be a predefined integer denoting the number of bins of the histogram. We define two sequences {u q } Q q=1
and {l q } Q q=1 such that l q ≤ b q ≤ u q for some q, and for 1 ≤ j ≤ n. That is, u q and l q are the upper and lower bounds of the values in the q-th bin, respectively. Also, we let the center of each bin be
and we let the number of elements in the q-th bin be
Then, the value g t (τ ) can be approximated by
Essentially, the idea of quantization is to partition the weights {b j | j = 1, . . . , n} into Q bins, and approximate all weights in the same bin to a common value. The advantage of using (3) instead of (2) is that the cost of evaluating (3) is O(Q), which is significantly smaller than O(n).
II. IMPLEMENTATION OF UNIFORM SAMPLING PATTERNS
Uniform sampling is the fundamental building block of MCNLM's optimal sampling patterns. In this section, we discuss the implementation of uniform sampling for MCNLM. The techniques presented here will be used in other sections of this report.
For clarity we present the pseudo-codes using MATLAB language, although in practice the codes are implemented in C++.
A. Naive Implementation
To begin with, we consider the following naive implementation of uniform sampling:
if (rand(1)<xi) I(j) = 1; else I(j) = 0; end where rand(1) is the MATLAB command for generating a random number from Uniform[0, 1]. The output of the above procedure is a sequence of i.i.d. Bernoulli random variables {I j } n j=1 with probability ξ. The problem of this naive implementation is that the random number rand(1) has to be generated on-the-fly for n times. Then, the random numbers will be compared against a double precision number ξ for n times. Finally, this process is repeated for m times, where m is the number of pixels in the noisy image. Therefore, the naive implementation is computationally expensive, although it is theoretically valid.
Remark: In practice, the line I(j)=1 is replaced by the actual denoising steps, e.g. A = A + w(j) * x(j)/xi and B = B + w(j)/xi. This avoids the need of using another "IF I(j) == 1" statement when performing the denoising step.
B. Fast Implementation
Our implementation replaces the online Bernoulli sampling by a predefined (fixed) sequence of sampling indices. More precisely, we define k = round(xi * n); idx = randi(n,k,1); The command k = round(xi * n) returns the average number of samples to be picked, and the command idx = randi(n,k,1) returns a list of k random indices drawn uniformly from {1, . . . , n}. Different from the naive implementation, the indices idx are reused for denoising all m pixels, where m is the number of pixels in the noisy image. Therefore, the overall cost of the new implementation is O(k) (for generating the random indices), as compared with O(nm) operations in the naive implementation. The pseudo-code of the alternative implementation is shown in Algorithm 2.
Algorithm 2 Uniform Sampling
Input: xi,n. Determine k = round(xi * n). Construct idx = randi(n,k,1).
Compute w(j) and perform other steps of NLM.
end for end for
The sampling pattern produced by the new implementation is an approximation of the naive implementation, because a fixed sampling pattern is used for all m pixels. The potential problem of such implementation is that there will be correlation between the denoised pixels because of the shared sampling pattern. However, in practice, we find that the impact of this correlation is small to the denoising quality. One way to minimize the correlation is to define multiple sampling patterns and use different patterns within certain spatial neighborhood.
III. IMPLEMENTATION OF SPATIALLY APPROXIMATED SAMPLING PATTERNS (FOR INTERNAL DENOISING)
In this section we discuss the implementation of the spatially approximated sampling patterns presented in Section IV.B.1 of the main article. To begin with, we recall that the spatially approximated sampling pattern is derived from the spatial weight b
where d i,j is the Euclidean distance between the spatial locations of the i-th and j-th pixels. Since d i,j is the distance, without loss of generality we can set i = 0. Since b s j ≈ 0 when d i,j > 3h s , we set a cutoff ρ = 3h s so that any pixel j located at a position farther than ρ from the i-th pixel will be discarded. (See Section I.B.1 for the definition of ρ.) We let the number of nonzero elements of {b s j } be n s .
A. Pre-Defined Sampling Indices
The goal of the fast implementation is to generate a sequence of sampling indices j 1 , . . . , j k by exploiting {b s j }. To this end, we first compute the parameter τ using the bisection method: tau = bisection_method(bs, xi, n_s); where the limit n s is the number of non-zero {b s j }. The computed parameter τ determines the sampling pattern {p j }:
The sampling pattern thus returns a sequence of indices for denoising:
for j=1:n_s if (rand(1)<p(j)) I(j) = 1; end end Similar to the uniform sampling case, the random indices generated by the above procedure are reused.
B. Comparisons
The performance of the spatially approximated sampling pattern is useful for small h s . In Figure 1 and Figure 2 , we show two denoising examples of using the oracle sampling pattern, the uniform sampling pattern, and the spatially approximated sampling pattern. The algorithm is implemented on MATLAB/C++ (.mex), and supports multi-core processing. The run time shown in the figures are recorded based on a 4-CPU 3.5GHz PC. 
IV. IMPLEMENTATION OF INTENSITY APPROXIMATED SAMPLING PATTERNS (FOR EXTERNAL DENOISING)
The problem of the spatially approximated sampling pattern is that it is not applicable to external denoising, because patches in external databases do not necessarily have spatial correlations. In this case, the intensity approximated sampling pattern described in Section IV.B.2 can be used.
The idea of intensity approximated sampling is to realize that
where s = Λ1/( √ 2h r 1 Λ ). (See Section IV.B.2 for details.) The quantities x T j s and y T s can be effectively computed by projecting x j (and y) onto the one-dimensional space spanned by s. If {x j } are patches collected from an image, then x T j s can be computed through convolution [1] . An implementation challenge about the projection is that since the number of w j (i.e., n) is large for external denoising, it will be inefficient to compute projections x T j s and y T s for all j = 1, . . . , n. In this section, we present a fast method that implements the intensity approximated sampling pattern without computing all projections. 
A. Overview
The overall idea of the method is to use a two-stage importance sampling procedure [2] . The motivation is that if sampling a probability distribution p j (which is b r j in our problem) is difficult, we can first sample an easy-to-compute distribution r j such that
and then re-sample the already picked samples according to the probability pj rj . This two-stage sampling procedure is identical to the original sampling scheme. The reason is that for any Bernoulli random variable I j , the probability of getting I j = 1 is
Therefore, as long as r j is an upper bound of p j for all j, then the two-stage sampling procedure is valid. In what follows we discuss a procedure to find a valid and efficient upper bound r j .
B. Quantization of {x j }
For notational simplicity we define x j = x T j s, and y = y T s
as the projected signals. Then, we quantize the sequence {x j } n j=1 into a Q-bin histogram with bins B 1 , . . . , B Q . Each bin B q (q = 1, . . . , Q) contains a lower boundary l q and an upper boundary u q . In other words, B q is the set of indices such that
for q = 1, . . . , Q. To illustrate this idea pictorially, in Figure 3 we show a sorted sequence {x j }. The dotted horizontal lines are the bin boundaries. In this plot, there are Q = 16 bins. Remark: the quantization is independent of the denoising process. Therefore, it can be executed off-line when preparing the dataset.
C. Quantization of {b r j } Our next step is to determine an upper bound r j of p j using {B q } Q q=1 . First, we determine an index 1 ≤ q 0 ≤ Q such that the point y in contained in the bin B q0 : where l q and u q are the lower and upper boundaries of the histogram bins. This search procedure of finding q 0 can be done by sweeping through q 0 = 1, . . . , Q.
Then, for all j ∈ {1, . . . , n}, we define r j as
e −(y−uq) 2 , q ∈ {1, . . . , q 0 − 1}, and j ∈ B q , 1, j ∈ B q0 , e −(y−lq) 2 , q ∈ {q 0 + 1, . . . , Q}, and j ∈ B q .
A pictorial illustration of r j is shown in Figure 4 , where the red color piecewise constant is r j and the blur curve is b j . From both (8) and Figure 4 , it can be observed that
hence justifying the validity of the bound r j . 
D. Drawing Samples
Once r j is defined, the two-stage sampling procedure can be described as follows. We compute τ for the sequence {r j } to determine a probability distribution r j = r j τ.
Because r j is piecewise constant, r j is also piecewise constant. Therefore, drawing samples according to r j is equivalent to drawing uniformly random samples at a probability r j . Thus, the fast implementation presented in Section II.B above can be used. Since r j is an upper bound of b r j , the number of samples collected at the Stage-1 sampling is guaranteed to be more than nξ. However, an excessively large number of samples is undesirable as it requires more computation for Stage-2. In order to control the number of samples, we can choose an appropriate number of quantization levels Q. In our experiment, we find that a Q ranging from 8 to 64 is sufficient for most cases.
In 
for all j's that are picked in Stage-1. Then we define the probability
by computing an appropriate τ ′ . Finally, we pick the weights at a probability p j /r j = b r j τ ′ r j τ .
V. ADDITIONAL EXPERIMENTAL RESULTS
In this section we provide additional numerical results for Section V of the main article. The 10 testing images are shown in Figure 5 . Table I and II show additional results of Table I and II in the main article. In Table I , we show the PSNR values of the denoised images by using patches of size 7 × 7 and search window of size 35 × 35, both are larger than the one used in the main article. The results shown in Table I and II are averaged over 24 independent realizations of the random sampling patterns, and over 10 independent noise realizations (totally 240 independent trials). Comparing the results to that of the main article, we observe that the results are consistent. For example, MCNLM typically has a higher PSNR than GKD and AM at ξ = 0.1, and has lower PSNR than BM3D even at ξ = 1.
In Table II , we show the average PSNR and standard deviation of MCNLM over 24 random sampling patterns for a fixed noise realization. The result indicates that the fluctuation of MCNLM's result is small, which verifies the strong concentration behavior of MCNLM.
In Figure 6 , we show a visual comparison between MCNLM, NLM [3] , GKD [4] and AM [5] . In this experiment, we considered the image Man (512 × 512) corrupted with noise of standard deviation σ = 30/255. To denoise the TABLE I: Single image denoising by MCNLM, using the optimal Gaussian sampling pattern. Patch size is 7 × 7, window size is 35 × 35. The case when ξ = 1 is equivalent to the standard NLM [3] . GKD refers to [4] . AM refers to [5] . BM3D refers to [6] . Shown in the table are PSNR values (in dB). The results of MCNLM is averaged over 24 independent trials of using different sampling patterns, and over 10 independent noise realizations. image, we set search window size as 21 × 21, and patch size as 5 × 5. The sampling pattern used is the spatially approximated sampling pattern.
