Abstract. This article extends the classical Real Nullstellensatz of Dubois and Risler to left ideals in free * −algebras R x, x * with x = (x 1 , . . . , x n ).
Introduction
This article establishes analogs, in the setting of (some) * -algebras, of the classical real Nullstellensatz of Dubois and Risler. Accordingly, to state results, it is first necessary to discuss both noncommutative zero sets and real ideals and radicals. These topics are treated below in Subsections 1.1 and 1.2 respectively. The introduction concludes with a brief discussion of the main results in Subsection 1.3.
Our approach to Noncommutative Real Algebraic Geometry is motivated by [4] ; for alternative approaches see [12] and [7] .
1.1. Zero Sets in * -Algebras. Let F be either R or C with complex conjugation as involution. Let A be a unital associative F -algebra with involution * , or * -algebra for short. Let V be a pre-Hilbert space, i.e. an F -vector space with an inner product. A mapping π of A into the set of F -linear operators defined on V is said to be a (unital) * -representation of A on V if π(1) = 1 and it satisfies the familiar axioms:
for every a, a 1 , a 2 ∈ A, α 1 , α 2 ∈ F and v, v 1 , v 2 ∈ V . Let R be the class of all * -representations of the * -algebra A. Usually, we are only interested in some subclass of "well-behaved" * -representations, such as the subclass Π of all finite-dimensional * -representations. In the following let C be a fixed subclass of R. A C-point of A is an ordered pair (π, v) such that π ∈ C and v ∈ V π . Write pt C (A) for the set of all C-points of the * -algebra A. For every subset S of A write V C (S) := {(π, v) ∈ pt C (A) | π(s)v = 0 for every s ∈ S}.
Clearly, V C (S) = V R (S) ∩ pt C (A). For a subset T of pt R (A), let I(T ) := {a ∈ A | π(a)v = 0 for every (π, v) ∈ T }.
Note that I(T ) is always a left ideal.
Now we give three examples.
Example 1.1. Let F = F x, x * denote the free * -algebra on x = (x 1 , · · · , x g ). Given a g-tuple X = (X 1 , . . . , X g ) of same size square matrices over F , write π X (p) := p(X), where p(X) is the natural evaluation of p at X. It is evident that π X is a * -representation of F on the Hilbert space F N (N is the size of X) and is thus an element of the class Π. Conversely, every element π of Π is equal to π X for some g-tuple X (namely X j = π(x j )). Therefore, the Π-points of F can be identified with pairs (X, v) with v being in F N . For S ⊂ F we have V Π (S) = {(X, v) | p(X)v = 0 for every p ∈ S}.
For a subset T of pt Π (F) we have I(T ) = {p ∈ F | p(X)v = 0 for every (X, v) ∈ T }.
As we shall see, in the case of F, for many purposes Π is a well-behaved subclass of R. For a subset T of R g × F n we have
This example also makes sense for g = 0. In this case F [x] = F , so that M n (F [x]) = M n (F ). Moreover, R g = {0}, so the only element of E is Id : M n (F ) → M n (F ). Example 1.3. The polynomial algebra F [y], y = (y 1 , . . . , y g ), F ∈ {R, C}, with involution y * i = −y i for i = 1, . . . , g and α * =ᾱ for α ∈ F has a natural * -representation π 0 acting on the Schwartz space S(R g , F ) of rapidly decreasing functions. It assigns to each y i the partial derivative ∂ ∂t i so each π 0 (p) is the partial differential operator p(D). The set of {π 0 }-points is pt {π 0 } (W g ) = {π 0 } × S(R g , F ) which can be identified with S(R g , F ). For every S ⊆ R[y] we have V {π 0 } (S) = {ψ ∈ S(R g , F ) | π 0 (p)ψ = 0 for every p ∈ S} which is the set of all solutions of the partial differential equations from S. For a subset T of S(R g , F ) we have I(T ) = {p ∈ R[y] | π 0 (p)ψ = 0 for every ψ ∈ T } which is the set of all partial differential equations whose solution sets contain T . (We will not discuss this example in other sections but see [10] for a Nullstellensatz in the spirit of this paper. The definitions can also be extended to partial differential equations with non-constant coefficients but we are not aware of any results in this direction.) The radical C √ I is the smallest left ideal which contains I and has the left nullstellensatz property for C-points.
For every subset S of A,
where I S is the left ideal of A generated by S.
Proof. All claims are straightforward consequences of the following properties:
In addition to shedding light on the basic question of which ideals have the left nullstellensatz property for C-points, we would also like to find an algebraic description of the C-saturation similar to the notion of real radical in classical real algebraic geometry, see [5, Definition 6.4 and Theorems 6.5 and 6.7] or Example 6.1 below.
These considerations motivate the following definitions. A left ideal I of A is said to be real if for every a 1 , . . . , a r of A such that
we have that a 1 , . . . , a r ∈ I. An intersection of a family of real ideals is a real ideal. For a left ideal J of A we call the ideal If I has the left nullstellensatz property for C-points, then I is a real ideal.
The C-saturation of I contains the real radical of I.
Proof. To prove the first claim, suppose I has the left nullstellensatz property, each of a 1 , . . . , a r are in A, b, c are in I and a *
It follows that π(a j )v = 0 and therefore a j ∈ I(V R (I)). Hence, by the left nullstellensatz property, a j ∈ I and I is a real ideal.
To prove the second claim note that the first claim implies that the smallest left ideal which contains I and has left nullstellensatz property for C-points contains the smallest real left ideal which contains I. Now use the first claim of Lemma 1.4 and the definition of the real radical to finish the proof. Lemmas 1.4 and 1.5 imply that
for every representation class C and every left ideal I of A.
Summary of Results.
The main result of this paper is Theorem 1.6. A finitely generated left ideal I in F x, x * satisfies the left nullstellensatz property for Π-points if and only if I is real. Moreover,
In Section 2, we prove several technical results about the * -algebra F x, x * which are similar to Gröbner bases computations. In Section 3 we present an (implementable and effective) algorithm for computing the real radical of a finitely generated left ideal in F x, x * . Its theoretical importantance is in the fact that the result is always a finitely generated left ideal. Therefore, the second part of Theorem 1.6 follows from the first.
The first part of Theorem 1.6 is proved in Section 4. The idea is to show that every finitely generated real ideal in F x, x * is of the form {a ∈ F x, x * | L(a * a) = 0} for some positive functional L.
In Section 5 we shift our attention to general * -algebras. We prove a topological characterization of the R-saturation and develop a (noneffective) iterative procedure for computing the real radical.
In Section 6 we prove that all left ideals
The case of several variables remains open.
Ideals and their Complements
In this section we prove a collection of basic facts which constitute the backbone of the main results of this paper. We begin by stating an appealing theorem, Theorem 2.5, which underlies the success of our algorithm given in §3. In the course of its proof we lay out essentials for our main theorem. Recall that F is R or C and F = F x, x * . 
Example 2.3. Let x = (x 1 , x 2 ) and let W = F(x 1 x 1 +1). Each element of W is of the form a(x 1 x 1 + 1) for some a ∈ F. If a is nonzero, then the degree of a(x 1 x 1 + 1) is equal to 2 + deg(a). Therefore all elements of W of degree bounded by 3 are of the form
Therefore W 3 is the spanned by the basis
Definition 2.4. Let V be a vector space and let W 1 and W 2 be vector subspaces of
A main result of this section is Theorem 2.5. Let I ⊆ F be a finitely-generated left ideal. Suppose I is generated by polynomials p 1 , . . . , p k ∈ F with deg p i ≤ d for each i. Then the following are equivalent.
(1) I is a real ideal.
(2) If q 1 , . . . , q k are polynomials and
The proof of this theorem appears in § 2.1. An important corollary to Theorem 2.5 is the following. Corollary 2.6. Let I ⊆ F be a finitely-generated left ideal. Suppose I is generated by polynomials p 1 , . . . , p k ∈ F with deg p i ≤ d for each i. Then I is real if and only if whenever
Proof. Suppose q 1 , . . . , q ℓ have degree less than d and that
Decompose F d−1 as
and express each q i as
which implies that
By Theorem 2.5, I is real if and only if (2.1) implies that q i,V = 0 for each i. However, each q i ∈ I if and only if q i,V = 0. This proves the corollary. 
Definition 2.9. For each nonzero p ∈ F, the leading polynomial of p is the unique homogeneous polynomial 
The space spanned by all homogeneous degree two polynomials is
The leading polynomial of x 1 x 1 + 1 is x 1 x 1 and the leading polynomial of each zx 2 is itself, zx 2 , where
Definition 2.11. For every pair of subsets A and B of F we write AB for the set of all finite sums of elements of the form ab, a ∈ A, b ∈ B.
by Lemma 2.13.) Lemma 2.13. Let p 1 , . . . , p k ∈ F be linearly independent, homogeneous degree d polynomials. Then
for some polynomials q 1 , . . . , q k ∈ F if and only if each q i = 0.
for some polynomials q 1 , . . . , q k ∈ F. Let M be a finite set of monomials such that there exist scalars A m,i , for i = 1, . . . , k, such that
For each m ∈ M, . . , q k ∈ F such that at least one q i is nonzero and for every u ∈ F d−1 , the element
is nonzero, has degree d + e where e = max{deg(q i ) | i = 1, . . . , k} and its leading polynomial is q
Proof. Suppose that at least one q i is nonzero. Let e = max i {deg(q i )}.
By linear independence of the p .2) must be of degree less than d + e. Therefore, the leading polynomial of q is
Lemma 2.15. Let I ⊆ F be a left ideal generated by polynomials of degree bounded by d.
k are linearly independent, and I is equal to
Proof. First, I being generated by polynomials of degree bounded by d implies that I = FI d . To prove item (1), let p 1 , . . . , p k ∈ I be a maximal set of degree d polynomials in I such that the leading polynomials p ′ 1 , . . . , p ′ k are linearly independent. By Lemma 2.13, for any a 1 , . . . , a k ∈ F, not all equal to 0, we have
If q ∈ I is any other degree d polynomial, then by maximality its leading polynomial q ′ cannot be linearly independent from the set {p
This implies that the polynomial
is either 0 or of degree less than d. This implies that the set I d is equal to
It now suffices to show that
Proceed by induction on degree to show that for any monomial m one 
For item (2) , let q ∈ I be a degree D polynomial. By the first part,
where q 1 , . . . , q k ∈ F and u ∈ I d−1 . Since D ≥ d, at least one q i is nonzero. Therefore, by Lemma 2.14,
with e = max i {deg(q i )}. The converse is clear.
Item (2) of Lemma 2.15 says that for every left ideal I of F generated by elements of degree at most d and every D ≥ d we have
Proof. Suppose p ∈ I ∩FG. By assertion (1) of Lemma 2.15, there exist p 1 , . . . , p k ∈ I of degree d such that the set of leading terms, p
There also exist a linearly independent set v 1 , . . . , v l ∈ G and polynomials s 1 , . . . ,
By Lemma 2.14 it follows that each q i and each s j is 0. Hence p = s j v j = 0. The second equality follows from Example 2.12.
Lemma 2.17. Let I ⊆ F be a left ideal generated by polynomials 
The leading polynomial of p and −q * must therefore be in the space
Let the leading polynomial of p and −q * be equal to (2.6)
where each a ′ i is the leading polynomial of some a i ∈ I d , each c ′ i is the leading polynomial of some c i ∈ I d , and
which is a sum of something from I and something from I * , each of degree less than D ′ . Proceed inductively to reduce p + q * to a sum of polynomials of degree bounded by 2D. Now consider the case where deg(p), deg(q) ≤ 2D. By hypothesis, deg(p + q) = 2D, so at least one of p or q must be degree 2D. If deg(p) < 2D, then deg(q) = 2D and the leading polynomial of p + q * is the leading polynomial of q * , which, by Lemma 2.15, is an element
If deg(q) < 2D, then deg(p) = 2D and the leading polynomial of p + q * is the leading polynomial of p, which, by Lemma 2.15, is an element of
, then the leading polynomial of p + q * must be the sum of the leading polynomials of p and q * (which, by assumption, must be nonzero). This is in the space
In all cases, the leading polynomial of an element of I + I * is in the space (2.4). Proposition 2.18. Let I ⊆ F be a left ideal generated by polynomials with degree bounded by d.
(1) The space (I + I * ) 2d−1 is equal to
If {q 1 , . . . , q ℓ } is a basis for I d−1 , then the set (2.7)
Proof. Let p, q ∈ I with deg(p) ≥ 2d and deg(p + q * ) < 2d. This can only happen if deg(p) = deg(q) and the leading polynomials p ′ and q ′ of p and q respectively satisfy (p ′ ) * = −q ′ . As in (2.6, we see that
are the leading polynomials of some a i , c i ∈ I. Therefore
which is a sum of an element of I of degree less than deg(p) and an element of I * of degree less than deg(p). We proceed inductively to show that p + q * ∈ I 2d−1 + I * 2d−1 . Further, by Lemma 2.15 I 2d−1 is spanned by polynomials of the form mp i , with m a monomial and deg(mp i ) < 2d, together with the q j . A symmetric polynomial p ∈ I 2d−1 + I * 2d−1 is therefore equal to (2.8) Proof. Given that q 1 , . . . , q k are a basis for
Using Lemma 2.17,
Therefore the q * i q j span W H 2D . Further, by Lemma 2.13, the q * i q j must be linearly independent.
The reader who is only interested in the proof of Theorem 1.6 can skip from here to the next section.
Proposition 2.20. If I ⊆ F is a left ideal generated by polynomials of degree at most d, then there is a subspace V of F such that
(1)
and F e = I e ⊕ V e ∀e ≥ d − 1; and
Proof. To prove item (1), first choose a space Let h ∈ I d be such that the leading polynomial of h is h ′ so that h ′ − h ∈ F d−1 . Thus, ph ∈ I and pg ∈ FG and it follows that m = ph
Let V be equal to
The space FG has polynomials whose terms have degree at least d, whereas the space U has polynomials of degree less than d. Therefore U = V d−1 . Further, this implies that V 
where q j,W ∈ W for each space W used. This implies
Since (2.10) is in I + I * , this implies that 2.11 is in I + I * . Assume 
We see that (2.12) has degree less than 2D and that
Therefore the leading polynomial of (2.11) is
Since (2.11) is in the space I + I * , this implies that
By Lemma 2.17 and by the decomposition of F H D ′ in (2.5), this implies that
This implies that each v j = 0, which is a contradiction. Therefore each
With these lemmas, we proceed to prove Theorem 2.5.
Proof of Theorem 2.5.
Proof. The direction (1) ⇒ (2) follows by definition, and the direction (2) ⇒ (3) is clear. Assume (3). Decompose F d−1 as By Proposition 2.20, each q j ∈ I ⊕ V . Let each q i be equal to
where ι j ∈ I and v j ∈ V . Then
The line (2.13) is in I + I * , which implies that
, each v i must be equal to 0. Therefore q j = ι j ∈ I for each j. This implies (1).
An Algorithm for Computing
It is of interest to describe and to compute the real radical of a left ideal I, in part because of its close relation to the Π-saturation of I. This section gives an algorithm and theory which shows that the algorithm does indeed have very desirable properties. (k) + I (k) * such that for each j one has q j ∈ I and deg(q j ) < d. If such a sum of squares is not obvious, the following algorithm, which we will refer to as the SOS Algorithm, either computes such a sum of squares or proves that none exists. . . .
SOS Algorithm (a) Find a complementary space
for some Hermitian matrices A i ∈ F ℓ×ℓ . • To find the matrices A 1 , . . . , A m , one does the following. Find a basis ι 1 , . . . , ι p for the symmetric elements of
The set (2.7) in Proposition 2.18 gives a spanning set from which one can choose a maximal linearly independent subset. Solve the equation
This amounts to solving a system of linear equations in variables a ij and α j , which system is given by setting the coefficient of each monomial in (3.1) equal to zero. Project this set of solutions onto the coordinates a ij to get the set {A = (a ij ) 1≤i,j≤ℓ | ∃α 1 , . . . , α m : (3.1) holds}. . . .
• If this linear matrix inequality has no solution, then there exists no sum of squares
such that each q j ∈ I and deg q j < d. 
is again an ideal, and go to step 2. (4) If there exists no sum of squares n i=1 q * i q i ∈ I (k) + I (k) * such that each q j ∈ I and deg q j < d, then output I (k) and end the Algorithm.
The following theorem presents some appealing properties of the Real Algorithm. Proof.
(1) This is clear from the steps of the Algorithm. 
Since each I 
This implies that q i ∈ rr √ I for each i. Therefore
Continue this process until there is an I (k ′ ) ⊂ rr √ I such that there exists no such sum of squares. By Theorem 2.5, the left ideal I (k ′ ) is real, and hence equal to rr √ I. The algorithm also stops at this point, and so rr √ I is the output.
An Example of Applying the Algorithm.
We apply the Algorithm on the left ideal
x 4 is in I and is a sum of squares. We take q 1 = x * 1 x 1 + x 2 x 3 x * 3 x * 2 and q 2 = x 4 , which have degree less than 8, to form the ideal I
(1) equal to
. In I (1) there is a sum of squares
The ideal I (2) is constructed similarly and is
At this point it may not be obvious that whether or not there is a nontrivial sum of squares in I (2) + I (2) * . We turn to the SOS Algorithm to either find such a sum of squares or prove that one does not exist.
Since I (2) is generated by polynomials of degree bounded by two, let d = 2.
Step 2a . First we find a complementary space V (2) . The space I (2) 1 is the span I
Step 2b. Elements of I (2) + I (2) * are sums of monomials with the rightmost letters being x 1 , x * 3 x * 2 or x 4 , or the leftmost letters being
, the only such polynomials in the span of the v * i v j are polynomials of the form αx * 3 x * 2 + βx 2 x 3 , where α, β ∈ F . Consequently, the only symmetric elements of
Step 2c.
We then parameterize all elements of 
The linear matrix inequality 
Proof. Let I be generated by a set of polynomials with degree bounded by d. We will first construct a linear functional L on
Choose, by Proposition 2.20, a subspace V of F such that
for each e ≥ d − 1. Let q 1 , . . . , q k span V d−1 , and let q = (q 1 , . . . , q k ). Let M k (F ) h be the set of all hermitian k × k matrices with entries in F . (If F = R, then this is the set of symmetric matrices in M k (R).) The real vector space M k (F ) h carries the (real-valued) inner product C, D = Tr(CD).
Let B 1 , . . . , B k be an orthonormal basis for the subspace {B ∈ M k (F ) h | q * Bq ∈ I + I * } and let A 1 , . . . , A m be its completion to an orthonormal basis for
Since the A i and B j form a basis for
Therefore the set C defined by
is a nonempty convex set. Therefore the matrix B 0. This is a contradiction since I is real, but q * Bq is a sum of squares in I + I * of elements which are not in I. Therefore, 0 ∈ C, which implies that there exists
This A is the key to the construction of L. Note that A, B = 0 for every B ∈ M k (F ) h such that q * Bq ∈ I + I * . To show that if fact Tr(AB) = 0 whenever B ∈ M k (F ) and q * Bq ∈ I + I * , we consider two cases depending on the base field
Next, note that, using equation (4.1),
In particular, L((I + I * ) 2d−2 ) = {0}. If p can also be expressed as p =ι + q * B q, withι ∈ I 2d−2 + I * 2d−2 andB ∈ M k (F ), thenι − ι = q * (B −B)q ∈ I + I * . By the previous paragraph, Tr(A(B −B)) = 0, which implies that L is well-defined. Also, we see
Next we extend L inductively by degree. Suppose that L is defined on F 2D−2 , D ≥ d, and it satisfies properties (i)-(iii) with d replaced by D. We set about to extend L to F 2D . The extension will satisfy properties (i)-(iii) with d replaced by D + 1.
First we address degree 2D − 1. Write the disjoint decomposition of the space where we must define our extended L as 
is well-defined suppose that p ′ is also the leading polynomial of somep ∈ (I + I * ) 2D−1 . The polynomial p −p clearly belongs to
Next we extend L to degree 2D. As in the degree 2D − 1 case, L can be extended to (I + I * ) ℓ 2D to make L((I + I * ) 2D ) = {0}. By Lemma 2.17,
Let r k+1 , . . . , r n be a basis for V D−1 so that r 1 , . . . , r n is a basis for V D . Let r = (r 1 , . . . , r k ) andr = (r k+1 , . . . , r n ). If a ∈ F D \ I D , then a is of the form a = ι + α * r +ᾱ * r for some ι ∈ I, α ∈ F k ,ᾱ ∈ F n−k , and at least one of α andᾱ is nonzero. We see
where the ij th entry of S is L(r * k+i r k+j ) and the ij th entry of R is L(r * k+i r j ). Therefore L(a * a) > 0 for all a ∈ F D \ I D if and only if the matrix cI k R R * S is positive definite. Note that ifᾱ = 0, then from an induction hypothesis,
therefore is to pick c sufficiently large such that the matrix cI k R R * S is positive definite.
Relation between
We will show that
Recall that Π-points are, loosely speaking, finite-dimensional representations and R-points include infinite-dimensional representations.
Proof. Suppose q ∈ F x, x * , and let d = max{deg(p 1 ), . . . , deg(p k ), q}. Let (X, v) a representation on some pre-Hilbert space H. Define V to be the space
Since the space of polynomials with degree less than or equal to d is finite dimensional, it follows that V is also finite dimensional. Define
Note that (P V X j P V ) * = P V X * j P V . We claim that for each r ∈ F x, x * of degree at most d,
Proceed by induction on deg(r). If r is a constant, then r(X ′ )[v] = rv = r(X) [v] . Next, consider the case where r is monomial of degree j ≤ d. Let r be expressed as r = ym where y is a variable, i.e. deg(y) = 1, and where m is a monomial of degree j − 1. Assume inductively that m(
where y(X) denotes evaluating the polynomial y at the g-tuple X.
. By induction and by linearity, this implies that for any r ∈ F x, x * with deg(r) ≤ d, equation (4.2) holds.
Suppose q ∈ Π √ I. If
Since (X ′ , v) is a finite-dimensional representation, this implies that
Therefore, q ∈ R √ I.
4.3.
Proof of Theorem 1.6.
Proof. Let I be a finitely generated left ideal in F = F x, x * . Then I. Let A be a * -algebra. Write Σ A for the set of all finite sums of elements a * a, a ∈ A. We assume that A h is equipped with the finest locally convex topology, i.e., the finest vector space topology whose every neighborhood of zero contains a convex balanced absorbing set. Equivalently, it is the coarsest topology for which every seminorm on A h is continuous. In this case, every linear functional f on A h is continuous since |f | is a seminorm.
Suppose that C is a convex cone on A h . Write C ∨ for the set of all linear functionals f on A h such that f (C) ≥ 0 and write C ∨∨ for the set of all v ∈ A h such that f (v) ≥ 0 for every f ∈ C ∨ . By the Separation Theorem for convex sets [1, II.39, Corollary 5], C ∨∨ = C. It follows that for every elements a, b ∈ A h such that a + εb ∈ C for every real ε > 0, we have that a ∈ C.
Note that every Σ A -positive linear functional f on the real vector space A h extends uniquely to a positive hermitian F -linear functional on the * -algebra A (namely, takef (a) = 1 2 f (a+a
, hence by the GNS construction, see e.g. [11, Section 8.6] , there exists a * -representation π of A and v ∈ V π such that f (a) = π(a)v, v for every a ∈ A h . Theorem 5.1. Let I be a left ideal in * -algebra A and let Σ I be the set of all finite sums of elements u * u where u ∈ I. Then
Pick a ∈ A and recall that a ∈ Proposition 5.2. Let A be as above and let I be a left ideal of A generated by the set {p λ } λ∈Λ . Write S for the set {p *
Proof. Clearly, cone(S) ⊆ Σ I ⊆ I ∩ A h ⊆ (I + I * ) ∩ A h , which implies the claimed inclusions. To prove the equalities, it suffices to show that (Σ A + I + I * ) ∩ A h ⊆ Σ A − cone(S). Take any x ∈ (Σ A + I + I * ) ∩ A h and pick s ∈ Σ A , u, v ∈ I such that x = s + u + v * . It follows that
By the definition of generators, there exists a finite subset M of Λ and elements q µ ∈ A, µ ∈ M, such that w = µ∈M q µ p µ . For every ε > 0, we have that
It follows that x ∈ Σ A − cone(S).
Corollary 5.3 bears some resemblance to Theorem 7 in [4] . The closure in the finest locally convex topology, replaces the approximation and archimedean term appearing in that Theorem.
Corollary 5.3. For every left ideal
Worth mentioning is also
I. Corollary 5.3 suggests that for every left ideal I of a * -algebra A, the following set is relevant:
Note that
I by the definition of a real ideal. The remainder of this section is devoted to a discussion of when α √ I is an ideal. The next example shows that it need not be, even for a principal left ideal in a free * -algebra. I is always a left ideal. We say that a * -algebra A is centrally bounded if for every a ∈ A, there exists an element c in the center of A such that c * c − a * a ∈ Σ A .
Lemma 5.6. If I is a left ideal of an centrally bounded * -algebra A then the set α √ I is also a left ideal of A.
Therefore, a + b ∈ α √ I. Suppose now that a ∈ A and b ∈ α √ I. Since A is centrally bounded, there exists c in the center of A such that
Clearly, every commutative unital algebra in centrally bounded as well as every algebraically bounded * -algebra (in particular, every Banach * -algebra and every group algebra with standard involution g * = g −1 ). We would like to show that algebras of matrix polynomials are also centrally bounded. This follows from the following observation.
Lemma 5.7. If A is a centrally bounded * -algebra, then M n (A) is also a centrally bounded * -algebra for every n.
Proof. Every element P ∈ M n (A) can be written as P = n i,j=1 p ij E ij where E ij are matrix units. Since I − E * ij E ij = I − E jj = i =j E ii = i =j E * ii E ii , all matrix units are centrally bounded. By assumption, elements p ij I are also centrally bounded. Therefore it suffices to show that a sum and a product of two centrally bounded elements is a centrally bounded element. Suppose that c * i c i − P * i P i ∈ Σ A for i = 1, 2 where c i are central and P i are arbitrary elements of A. It follows that For commutative * -algebras, we have the following classical real Nullstellensatz:
Corollary 5.10. For every ideal I of a commutative * -algebra A we have that principal ideal.
(2) Reduction to the case where P is diagonal. (3) Induction on n. Steps (1) and (3) also work for several variables but step (2) does not.
Since F [x 1 ] is left noetherian so is M n (F [x 1 ]), see Proposition 1.2. in [8] . Therefore I = (P 1 , . . . , P k ) for some P 1 , . . . , P k ∈ M n (F [x 1 ]). Define P = P * 1 P 1 + . . . + P * k P k and note that (P ) ⊆ I ⊆ α (P ). It follows that rr √ I = rr (P ) and E √ I = E (P ), proving (1).
Let P = UDV be the Smith normal form of P , i.e. U and V are invertible in M n (F [x 1 ]) and D is diagonal. Since (P ) = (DV ), it suffices to prove that E (DV ) = E (D)V and rr (DV ) = rr (D)V . Clearly, R ∈ E (DV ) iff R(a)w = 0 for every a ∈ R and w ∈ F n such that D(a)V (a)w = 0 iff R(a)V (a) −1 z = 0 for every a ∈ R and z ∈ F 
