Using an algebraic framework we solve a problem posed in [5] and [7] about the axiomatizability of a type quantum computational logic related to fuzzy logic. A Hilbert-style calculus is developed obtaining an algebraic strong completeness theorem.
Introduction
In the 1980s, Richard Feynman suggested that a quantum computer based on quantum logic would evenly simulate quantum mechanical systems. His ideas have spawned an active area of research in physics which gave rise, in turn, to different logical approaches to quantum computation. Quantum systems can simulate all computations which can be done by classical systems; however, one of the main advantages of quantum computation and quantum algorithms is that they can speed up computations [25] .
Standard quantum computing is based on quantum systems with finite dimensional Hilbert spaces, specially C 2 , the two-dimensional state space of logic. In Section 2, we briefly resume basic physical notions of mathematical approaches to quantum computation, with emphases in the approach of "density operators -quantum operations". This formalism allows to build probabilistic models for quantum computational logics with mixed states and provides the formal connection between the IP-system and fuzzy logics based on continuous t-norms. In Section 3, algebraic structures associated to quantum computation are introduced. Specifically, we give an expansion of the equational class known as square root quasi M V -algebras, expansion that we call "square root quasi P M V -algebra" (or √ qP M V -algebra for short). In Section 4 we study a subvariety of √ qP M V -algebras called Irreversible Poincaré Alegebras. They constitute the algebraic framework for the IP-system. Finally, in Section 5 we give a Hilbert-style calculus based on probabilistic models related to the IP-system and we develop a "non standard" method of algebrization of this calculus which allows to obtain an algebraic strong completeness theorem.
satisfying the following equations:
MV1 A, ⊕, 0 is an abelian monoid, MV2 ¬¬x = x, MV3 x ⊕ ¬0 = ¬0, MV4 ¬(¬x ⊕ y) ⊕ y = ¬(¬y ⊕ x) ⊕ x.
We denote by MV the variety of M V -algebras. In agreement with the usual M V -algebraic operations we define
x ⊙ y = ¬(¬x ⊕ ¬y), x → y = ¬x ⊕ y,
x ∧ y = x ⊙ (x → y), x ∨ y = (x → y) → y,
= ¬0.
On each M V -algebra A we can define an order x ≤ y iff x → y = 1. This order turns A, ∧, ∨, 0, 1 in a distributive bounded lattice with 1 the greatest element and 0 the smallest element. Let A be an M V -algebra. We define for all a ∈ A, 1 a = a and n+1 a = ( n a) ⊙ a. An element a in A is called nilpotent iff there exists a natural number n such that n a = 0. Proposition 1.1 [6, Theorem 3.5.1] For every M V -algebra A, A is simple iff A is no trivial and for each element x < 1 in A, x is a nilpotent element.
2
A product M V -algebra [27, 28, 29] (for short: P M V -algebra) is an algebra A, ⊕, •, ¬, 0 of type 2, 2, 1, 0 satisfying the following: We denote by PMV the variety of P M V -algebras. In each P M Valgebra A we also define for all a ∈ A, a 1 = a and a n+1 = a n • a. Important example of P M V -algebra is [ 2. Let A be a P M V -algebra and let B be the underlying M V -algebra.
Then A and B have the same congruences. Therefore A is a simple P M V -algebra iff B is a simple M V -algebra [28 2 From physic to fuzzy logic
Quantum states
The notion of state of a physical system is familiar from its use in classical mechanics, where it is linked to the initial conditions (the initial values of position and momenta) which determine the solutions of the equation of motion of the system. For any value of time, the state is represented by a point in the phase space. In quantum mechanic the description of the state becomes substantially modified. In fact, in quantum mechanics the state embodies the specific history which preceded the instant to which the state refers. As a simple description we may say that:
A state is the result of a series of physical manipulations on the system which constitute the preparation of the state Quantum mechanics is founded in a set of simple postulates. The first postulate gives a mathematical description of the concept of state and sets up the framework in which quantum mechanics take places: the Hilbert space. In fact this postulate reads:
Postulate: A closed physical system is a system which is totally isolated from the rest of the world. Associated to any closed physical system is a complex Hilbert space known as the state space. The state of a closed physical system (or pure state) is wholly described by a unit vector in the state space.
In Dirac notation a pure state is denoted by |ϕ . A quantum bit or qbit, the fundamental concept of quantum computation, is a pure state in the Hilbert space C 2 . The standard orthonormal basis {|0 , |1 } of C 2 where |0 = (1, 0) and |1 = (0, 1) is called the logical basis. Thus, pure states |ϕ in C 2 are coherent superpositions of the the basis vectors with complex coefficients
Quantum mechanics reads out the information content of a pure state via the Born rule. By these means, a probability value is assigned to a qbit as follows: Definition 2.1 [7] , [5] Let |ψ = c 0 |0 + c 1 |1 be a qbit. Then its probability value is p(|ψ ) = |c 1 | 2
The quantum states of interest in quantum computation lie in the tensor product ⊗ n C 2 = C 2 ⊗ C 2 ⊗ . . . ⊗ C 2 (n times). The space ⊗ n C 2 is a 2 n -dimensional complex space. A special basis, called the 2 n -computational basis, is chosen for ⊗ n C 2 . More precisely, it consists of the 2 n orthogonal states |ι , 0 ≤ ι ≤ 2 n where ι is in binary representation and |ι can be seen as tensor product of states (Kronecker product) |ι = |ι 1 ⊗ |ι 2 ⊗ . . . ⊗ |ι n where ι j ∈ {0, 1}. A pure state |ψ ∈ ⊗ n C 2 is a superposition of the basis vectors |ψ = 2 n ι=1 c ι |ι with
In general, a quantum system is not in a pure state. This may be caused, for example, by the non complete efficiency in the preparation procedure and also by manipulations on the system as measurements over pure states, both of which produce statistical mixtures. Moreover, there are operations associated with partially tracing out some degrees of freedom, which give rise to proper mixtures. Besides, systems cannot be completely isolated from the environment, undergoing decoherence of their states. Non pure states, namely mixed states, are described by density operators. A density operator is represented on the 2 n -dimensional complex Hilbert space by an Hermitian (i.e ρ † = ρ) positive operator with unit trace, tr(ρ) = 1. In terms of density matrices, a pure state |ψ can be represented as a matrix product ρ = |ψ ψ|, where ψ| = |ψ † . As a particular case, we may relate to each vector of the logical basis of C 2 one of the very important density operators P 0 = |0 0| and P 1 = |1 1| that represent the falsity-property and the truth-property respectively. Due to the fact that the Pauli matrices:
where I = I (2) is the 2×2 identity matrix, are a basis for the set of operators over C 2 , an arbitrary density operator ρ for n-qbits may be represented in terms of tensor products of them in the following way:
where µ i ∈ {0, x, y, x} for each i = 1 . . . n. The real expansion coefficients P µ 1 ...µn are given by P µ 1 ...µn = T r(σ µ 1 ⊗ . . . ⊗ σ µn ρ). Since the eigenvalues of the Pauli matrices are ±1, the expansion coefficients satisfy |P µ 1 ...µn | ≤ 1. We denote by D(⊗ n C 2 ) the set of all density operators of ⊗ n C 2 , hence the set D = i∈N D(⊗ n C 2 ) will represent the set of all possible density operators. Moreover, we can identify in each space D(⊗ n C 2 ), the two special operators P
I n−1 ⊗ P 1 (where n is even and n ≥ 2) that represent in this framework, the falsityproperty and the truth-property respectively. By applying the Born rule, the probability to obtain the truth-property P (n) 1 for a system being in the state ρ is given by the following definition:
Note that, in the particular case in which ρ = |ψ ψ| where |ψ = c 0 |0 + c 1 |1 , we obtain that p(ρ) = |c 1 | 2 . This definition of probability allows to introduce a binary relation ≤ w on D in the following way:
One can easily see that D, ≤ w is a preorder and it will play an important role in the rest of the paper.
Probabilistic models for quantum computational logics with mixed states
In the usual representation of quantum computational processes, a quantum circuit is identified with an appropriate composition of quantum gates, i.e. unitary operators acting on pure states of a convenient (n-fold tensor product) Hilbert space ⊗ n C 2 [30] . Consequently, quantum gates represent time reversible evolutions of pure states of the system. But for many reasons this restriction is unduly. On the one hand, it does not encompass realistic physical states described by mixtures, as mentioned above. On the other hand, there are interesting processes that cannot be encoded in unitary evolutions, as measurements in middle of the process. Several authors [1] , [10] , [17] , [32] have paid attention to a more general model of quantum computational processes, where pure states and unitary operators are replaced by density operators and quantum operations, respectively. In this case, time evolution is no longer necessarily reversible.
Let H be a Hilbert space, L(H) be the vector space of all linear operators on H and D(H) be the set of density operators. A quantum operation [24] is a linear operator E :
where A i are operators satisfying i A † i A i = I (Kraus representation). It can be seen that a quantum operation maps density operators into density operators. Every unitary operator U on a Hilbert space H gives rise to a quantum operation
Thus quantum operations are a generalization of the model of quantum computation based on unitary operators.
Quantum computational logics with mixed states may be presented as a logic T erm, |= , where T erm is an absolute free algebra, whose natural universe of interpretation is D and connectives are naturally interpreted as certain quantum operations. More precisely, canonical interpretations are T erm-homomorphisms e : T erm → D. To define a relation of semantic consequence |= based on the probability assignment, it is necessary to introduce the notion of canonical valuations. In fact, canonical valuations are functions over the unitary real interval f : T erm → [0, 1] such that f can be factorized in the following way:
where p is the probability function in the sense of Definition 2.2. We will refer to these diagrams as probabilistic models. Then the semantical consequence |= related to D is given by:
where R ⊆ [0, 1] 2 provides a relation between f (α) and f (ϕ).
Connection with fuzzy logic
As a matter of fact, it can be shown [8] that for some systems of quantum operations (or quantum gates), this type of semantics does not need to con-sider density operators other than D(C 2 ) for canonical models. This result smooths things out to considerable extent for such systems, since density operators in C 2 are amenable to the well-known matrix representation
where r 1 , r 2 , r 3 are real numbers such that r 2 1 + r 2 2 + r 2 3 ≤ 1. When a density operator ρ ∈ D(C 2 ) represents a pure state, it can be identified with a point (r 1 , r 2 , r 3 ) on the sphere of radius 1 (Bloch sphere) and each ρ ∈ D(C 2 ) that represents a mixed state with a point in the interior of the Bloch sphere. We denote this identifications as ρ = (r 1 , r 2 , r 3 ). An interesting feature of density operators in D(C 2 ) is the following: any real number λ ∈ [0, 1], uniquely determines a density operator ρ λ given by
. Then we have:
2. If ρ = ρ λ for some λ ∈ [0, 1] then ρ = (0, 0, 1 − 2λ) and p(ρ λ ) = λ.
2
The connection between quantum computational logic with mixed states and fuzzy logic comes from the election of a system of quantum operations (or quantum gates) such that, when interpreted under probabilistic models, they turn out in some kind of operation in the real interval [0, 1] associated to fuzzy logic as continuous t-norms [20] , left-continuous t-norms [12] , etc.
The systems presented in [5] and [7] , precisely those that motivate our study, are of this kind as will become clear through the rest of the paper. It is not necessary to consider density operators other than D(C 2 ) for canonical models (see [8] ). This quantum gates system reduced to D(C 2 ) is the following:
We can see that quantum gates •, √ , ¬ are quantum operations. The Lukasiewicz quantum gate ⊕ is not a quantum operation but it can be probabilistically approximated in a uniform form by means of quantum operations [14] . Thus we may introduce the following algebraic system associated with the quantum gates known as the Poincaré irreversible quantum computational algebra (for short IP -algebra):
The following lemma provides the main properties of the IP -algebra that will be captured in an abstract algebraic framework. 
and let p be the probability function over D(C 2 ). Then we have:
Moreover if σ = (r 1 , r 2 , r 3 ) then
10.
Recalling that in our case the assignment of probability is done via a function p : D(C 2 ) → [0, 1], it is possible to establish the following equivalence relation in D(C 2 ):
It is clear that this equivalence is strongly related to the preorder ≤ w previously mentioned. Moreover it is not very hard to see that ≡ may be equivalently defined as
If we denote by [σ] the equivalence class of σ ∈ D(C 2 ), in view of Lemma 2.3 and Lemma 2.4, we can see that
Remark 2.5 It is important to remark that the notion of probability that seems to be alien to a IP -algebra, is indeed represented by terms of the algebra itself. More precisely, by x ⊕ P 0 or x • P 1 .
Thus, any algebraic abstract frame of the IP -algebra must be a class A of algebras A, ⊕, •, ¬, √ , 0, 1 2 , 1 of type 2, 2, 1, 1, 0, 0, 0 , such that it is able not only to represent in an abstract form the properties of Lemma 2.4 but also is able to establish a (⊕,
On the other hand, a logical calculus T erm A , |= interpreted in these algebraic generalization of the IP -algebra will take into account the following commutative diagrams as a generalizations of the probabilistic models
where e is a ⊕, •, ¬, √ , 0,
e an algebraic representation of the probability assignment) and the composition f = pe is called valuation. We will refer to these diagrams as P M V -models in A.
In this paper we develop a logical system whose logical consequence |= is based on the preservation of the probability value p(σ) = 1. More precisely, for each pair σ, τ ∈ D(C 2 ):
Consequently, the generalization of the logical consequence |= in the P M Vmodels becomes: α |= β iff f (α) = 1 implies that f (β) = 1 where α, β ∈ T erm A .
Remark 2.6
The fact that the logical consequence of these systems is related to functions f factorized through the P M V -models, does not allow to use standard methods of algebrization [3] to study the algebraic completeness of a Hilbert-style calculus.
Quantum computational algebras
The first and more basic algebraic structure associated to the Poincaré system was introduced in [26] for the reduced system ⊕, ¬, P 0 , P 1 . This is the quasi M V -algebra or qM V -algebra for short. A qM V -algebra is an algebra A, ⊕, ¬, 0, 1 of type 2, 1, 0, 0 satisfying the following equation:
From an intuitive point of view, a qM V -algebra can be seen as an M Valgebra which fails to satisfy the equation x ⊕ 0 = x. We denote by qMV the variety of qM V -algebras. We define the binary operations ⊙, ∨, ∧, → in the same way as we did for M V -algebras.
Lemma 3.1 ([26, Lemma 6])
The following equations are satisfied in each qM V -algebra:
In [16] , an abstract algebraic structure for the quantum gates system ⊕, ¬, √ , P 0 , ρ 1 2 , P 1 was introduced. These algebras are known as square
We denote by √ qMV the variety of √ qM V -algebras. In what follows we will extend the structure of √ qM V -algebras considering an algebraic framework for the IAN D gate.
We denote by √ qPMV the variety of √ qP M V -algebras. It is not very hard to see that the IP -algebra is a √ qP M V -algebra.
Let A be a √ qP M V -algebra. Then we define a binary relations ≤ on A:
It is clear that A, ≤ is a preorder. One can also easily prove that a ≤ b iff
Proposition 3.3 Let
A be a √ qP M V -algebra and a, b ∈ A. Then we have:
Items 6.,7. and 8. can be easily proved.
An element a ∈ A is regular iff a ⊕ 0 = a. We denote by R(A) the set of regular elements. Proposition 3.5 Let A be a √ qP M V -algebra. Then we have: 2) It is easy to see that ≡ is a ⊕, ¬ -congruence. For technical details see [26] . From Proposition 3.3-3, ≡ is compatible with •. For the second part it is clear that we only need to see that the class [1] is the identity in
In the same way we can prove that
Remark 3.6 From Proposition 3.5 we can see that the natural ⊕, •, ¬ -homomorphism A → A/ ≡ (equivalently represented as A → Reg(A) such that x → x ⊕ 0) is an abstract version of the notion of probability in the P M V -model as the remark 2.5 and the paragraph below it claim.
Consider the set S A = A × A with the following operations:
√ qP M V -algebra, and for each pair of
Proof: It is not very hard to see that the reduct A × A, ⊕, •, ¬, 0,
We only have to prove that S A satisfies axioms 6 and 7 of √ qP M V -algebras.
2 We denote by S 2 the class of algebras S A built in Proposition 3.7 where A is a P M V -chain.
Proposition 3.9 Let A be a √ qP M V -algebra and t = t(x 1 , . . . , x n ) be a √ qPMV-term.
If t contains a subterm of the form s
2. If A is a sub algebra of a S 2 -algebra and A |= t = 1 then there exists a √ qPMV-term t ′ such that √ qPMV |= t = t ′ ⊕ 0.
Proof: 1) Induction on the complexity of t. Since t contains at least an occurrence of ⊕, it cannot be an atomic term. Its minimum possible complexity is therefore represented by the case t = s 1 ⊕ s 2 where each s i is either a variable or constant, and our claim trivially follows form Axiom Q6. Now let our claim hold whenever the complexity of a term is less than n, and let t have complexity n.
By SQ3 we have to consider the case t = √ s. There are two possible sub-
In this case 0 = 1 and A is a trivial algebra.
Since complexity of ¬s 1 is n−1 we have that 1 = ¬s
2) Induction on the complexity of t again. If t is atomic then t = 1. Now let our claim hold whenever the complexity of a term is less than n, and let t have complexity n. If t = t 1 ⋆ t 2 such that ⋆ ∈ {⊕, •} we can consider t ′ = t. Suppose that t = √ s. In this case A |= t = 1 iff for any vectorā in A, s A [ā] = ( 2 ) in A. By SQ3 we have to suppose that s = √ s 1 . In this case t = √ s 1 . Therefore A |= t = 1 implies that A |= ¬s 1 = 1. Since ¬s 1 has a complexity n − 1, then there exists a √ qPMV-term t ′ such that √ qPMV |= ¬s 1 = t ′ ⊕ 0. Thus √ qPMV |= t = t ′ ⊕ 0.
4 The irreversible Poincaré structure
In this section we will introduce the algebraic framework for the Poincaré irreversible quantum computational system. In the precedent section we have seen that the √ qP M V -structure captures the basic properties of the
, P 1 but it is not able to express in an abstract form the relation between density operators σ = (r 1 , r 2 , r 3 ) and √ σ given in Lemma 2.4-10. This section is devoted to motivate and construct a structure able to capture the mentioned items of Lemma 2.4.
Irreversible Poincaré structure in the plane
The relation between σ = (r 1 , r 2 , r 3 ) and √ σ with respect to the probability values they may take depends on the relation between the components r 2 , r 3 given in Lemma 2.4-8. This fact suggests the analysis of an abstraction of the IP -algebra restricted to the Y − Z plane.
Proof: By definition of ⊕ and • it is clear that both are closed operations in D(C 2 ) y,z . By Lemma 2.4-8, ¬ and √ , are also closed in D(C 2 ) y,z .
For the constant terms, v and v ′ must coincide. If t is a variable such that v(t) = (r 1 , r 2 , r 3 ), we define v ′ (t) = (0, r 2 , r 3 ). Therefore, by Lemma 2.3 v(t) ⊕ P 0 = ρ 1−r 3 2 = v ′ (t) ⊕ P 0 . In the usual way we can extend v ′ to the set T erm. Now we use induction. If t is t 1 ⋆ t 2 such that ⋆ ∈ {⊕, •}, taking into account Proposition 3.
If t is ¬s, it follows from axiom Q5. If t is √ s, we must consider three cases:
Case 3: s is ¬s 1 or √ s 1 it is already included in the previous cases in view of Lemma 2.4-6 and 7. Thus, v(t) ⊕ P 0 = v ′ (t) ⊕ P 0 as is required.
Assume that D(C 2 ) y,z |= t = 1. Let v : T erm → D(C 2 ) be a valuation. By the claim, there exists a valuation v ′ : T erm → D(C 2 ) y,z such that v ′ (t) ⊕ P 0 = v(t) ⊕ P 0 and clearly v ′ (t) = P 1 = (0, 0, −1).
it is not very hard to see that 1.
2.
Proof: 1) We first note that that . Using Lagrange multipliers, we obtain the following equation system
It is equivalent to the system
and it is not very hard to see that
is a solution of this system, giving a maximum of To see the converse, assume that . But the maximum of (cos θ + sin θ) is given when
2) Immediate.
2 ) and (
. Thus the image of ϕ is contained in
Hence σ ∈ D(C 2 ) y,z , ϕ(σ) = (a, b) and ϕ is a surjective map. Now we prove that ϕ is a √ qPMV-homomorphism. Let σ = (0, r 2 , r 3 ) and τ = (0, s 2 , s 3 ). Using Lemma 2.3 and Lemma 2.4 2.4 we have that:
• ϕ( √ σ) = ϕ(0, −r 3 , r 2 ) = (
2 ) = (
2 ) = ϕ(σ).
• ϕ(P 1 ) = ϕ(0, 0, −1) = (1, Thus ϕ is √ qPMV-isomorphism. 
P MV -algebras with fix point of the negation
To obtain an algebraic structure able to generalize D [0, 1] it is necessary to represent the inequality
given in Lemma 4.2. Taking into account Lemma 1.3, we have that:
In terms of the language of √ qPMV, the second part of the above equivalence can be expressed through the following set of equations:
To represent this set of equations we need consider a subclass of the √ qP M V -algebras such that their regular elements have an isomorphic copy
). In this subsection we give an equational theory for the class P M V -algebras containing an isomorphic copy of
It is well known that a P M V -algebra has at most a fix point of the negation [ 
In that follows -algebras. It is clear that
) design the sub algebra of A generated by {0, 
Proof:
We first prove that G A ( 
is the unique fix point of the negation in 
Irreversible Poincaré algebras
In view of Theorem 4.6 now we can introduce a substructure of √ qPMV that allows to capture the relation between x and √ x given in Lemma 2.4-10.
Definition 4.8 An irreversible Poincaré algebra is a √ qP M V -algebra satisfying the following axioms:
It is clear that the Poincaré structure conforms a variety since Axiom P1 is satisfied by adding Ax 3, Ax 4 and Ax 5 of PMV 1 2 to √ qPMV.
We denote by IP the subvariety of √ qPMV conformed by the irreversible Poincaré algebras. should be understood as
). We consider the following partition in S A :
Since A is a chain it is clear that
Proposition 4.10 Let S A be a S 2 -algebra from the P M V 1 2 -chain A. Then D A is a sub-universe of S A and
is the largest irreversible Poincaré algebra contained in S A . Moreover Reg(D A ) is PMV-isomorphic to A.
Proof: We first note that (x,
. Thus if (x 1 , y 1 ) and (x 2 , y 2 ) are in D A and ⋆ ∈ {⊕, •} If (x, y) ∈ Q1 then ¬(x, y) = (¬x, ¬y) ∈ Q3 since
If (x, y) ∈ Q2 then ¬(x, y) = (¬x, ¬y) ∈ Q4 since (
If (x, y) ∈ Q3 then ¬(x, y) = (¬x, ¬y) ∈ Q1 since (
If (x, y) ∈ Q4 then ¬(x, y) = (¬x, ¬y) ∈ Q2 since (
If (x, y) ∈ Q1 then (x, y) = (y, ¬x) ∈ Q4 since (
If (x, y) ∈ Q2 then (x, y) = (y, ¬x) ∈ Q1 since (
If (x, y) ∈ Q3 then (x, y) = (y, ¬x) ∈ Q2 since (
If (x, y) ∈ Q4 then (x, y) = (y, ¬x) ∈ Q3 since (
Thus D A is a subalgebra of S A . We will see that D A is an irreversible Poincaré algebra. If (x, y) ∈ D A then (
2 ). Therefore we need to prove that (
then the inequality is valid. If (x, y) ∈ Q2 then x ≤ 1 2 ≤ ¬x. Therefore (
. Now we prove that D A is the largest irreversible Poincaré algebra contained in S A . Let B be an irreversible Poincaré algebra algebra contained in S A and let (x, y) ∈ B. 
2 ). In this case (
and (x, y) ∈ Q2.
3. Suppose that x ≤ 1 2 and y ≤ 1 2 . Since ¬(x, y) = (¬x, ¬y) ∈ B then
Thus (x, y) ∈ D A and B is a Poincaré sub algebra of D A . With the same argument used in Proposition 3.8 we can prove that Reg(D A ) is PMVisomorphic to A. 2 We denote by S • the class of algebras D A given in Proposition 4.10 where A is a P M V 1 2 -chain. For the sake of simplicity in the notation, in the next theorem we will use the following convention: S may be either S 2 or S • and we define the class of algebras A S as follows:
Proof: Let A be a √ qP M V -algebra. We consider the P M V -algebra Reg(A) of all regular elements. By Proposition 1.4 we can consider a subdirect representation β : Reg(A) ֒→ Π i∈I A i such that (A i ) i∈I is a family of P M V -chains. If x ∈ Reg(A) we write β(x) = (x i ) i∈I . Let p j the j-th projection p j : Π i∈I A i → A j . By Proposition 3.7, we consider the S 2 -algebra S Reg(A) and for each P M V -chain A i we consider the S 2 -algebra S A i and D A i , the S • sub algebra of S A i . Define the function
We need to prove that f is a √ qPMV-homomorphism.
• Let a ∈ {0, 1 2 , 1}. In this case a ∈ Reg(A) and
•
Thus f is a √ qPMV-homomorphism. For each i ∈ I we consider the func-
We will prove that β i is a √ qPMV-homomorphism for each i ∈ I. Let (x, y), (x 1 , y 1 ), (x 2 , y 2 ) ∈ S Reg(A)
• The cases (0, • Let ⋆ ∈ {⊕, •}.
Thus β i is a √ qPMV-homomorphism for each i ∈ I. Now we prove the theorem. =⇒) Immediate ⇐=) Assume that S |= t = 1. By Proposition 3.9 we can identify t with t ⊕ 0. Suppose that there exists A ∈ A S andā ∈ A n such that
) and this is a contradiction in the case S = S 2 . If S = S • then A ∈ IP. By Proposition 4.10,
) and this is also a contradiction. Hence A S |= t = 1. 2
Hilbert-style calculus for IP
In this section we build a Hilbert-style calculus founded on the irreversible Poincaré structure taking into account P M V -models whose logical consequence is based on the preservation of the probability value equal to 1.
Syntaxis and semantic
Consider the absolutely free algebra T erm IP built from the set of variables V = {x 1 , x 2 ...} as underling language for the calculus. In addition we introduce by definition the connective ⇐⇒ as follows:
Let A be an algebra in IP and p : A → A/ ≡ be the natural ⊕, •, ¬, 0, 1 2 , 1 -homomorphism. Then interpretations of the language T erm IP in A is any IP-homomorphism e : T erm IP → A, and the valuation associated to e is the composition e p = pe. Therefore the P M V -models in IP are established and for each α ∈ T erm IP , e p (α) = p(e(α)) represent in this framework the "probability value" of the term α.
Proposition 5.1 Let D A be the S • -algebra associated to the P M V 1 2 -chain A. If e, e ′ are two interpretations over D A such that for each atomic term α, e p (α) = e ′ p (α) and e p ( √ α) = e ′ p ( √ α) then we have that e = e ′ .
Proof: Let α be an atomic term. Suppose that e(α) = (x, y) and e ′ (α) = (x ′ , y ′ ). Using Proposition 3.8 we can identify p with the x − projection.
Using the hypothesis we have that x = x ′ and y = y ′ . Finally by an inductive argument on the complexity of terms, it results that e = e ′ . 2 Definition 5.2 An IP-term α is a tautology iff for each interpretation e we have that e p (α) = 1
Let T erm( Lukasiewicz axioms
The unique deduction rule is modus ponens {α, α → β} ⊢ β (MP).
A theory is any set T ⊆ T erm IP . A proof from T is a sequence of terms α 1 , ..., α n such that each member is either an axiom or a member of T or follows from preceding members of the sequence by modus ponens. T ⊢ α means that α is provable in T , that is, α is the last term of a proof from T . Thus the IP-calculus is conformed by the pair T erm IP , ⊢ . If T = ∅ we use the notation ⊢ α and we said that α is a theorem. T is inconsistent if and only T ⊢ α for each α ∈ T erm IP ; otherwise it is consistent. We note that axioms W1...W4, C1, C2 and MP conform the same propositional system as the infinite valued Lukasiewicz calculus [6, §4] .
Lemma 5.4 Let α, β ∈ T erm IP and T be a theory. Then the following items may be proved using only W1...W4, C1, C2, P1...P5 and MP.
Items 1...10 are follows from the fact that they are theorems (or meta theorem) in the infinite valued Lukasiewicz calculus given in [20] . We prove item 11:
An interpretation e is a model of a theory T if and only if e p (α) = 1 for each α ∈ T . In this case we will use the notation e p (T ) = 1. We use T |= α in case that e p (α) = 1 whenever e p (T ) = 1.
Proposition 5.5 Axioms of the IP-calculus are tautologies. Moreover if e is a model for the theory T and T ⊢ α then, e p (α) = 1.
Proof: The first part is trivial. The second assertion is easily verified from the fact that the modus ponens preserves valuations equal to 1. 
)-fragment
In T erm IP consider the absolutely free algebra T erm 
are denoted by the symbol
) . Note that, for all purposes, the P M V (
) is a P M V -calculus. Hence, the results of Lemma 5.4 continue to be valid in the fragment. Let A be a P M V 1 2 -algebra. Valuations of T erm
where √ x is tacked as a variable for each x ∈ V . A term α ∈ T erm Let T be a theory in T erm
. Then T is said to be complete iff, for each pair of terms α, β in T erm
, we have:
Lemma 5.6 Let T be a theory and α be a term, both in T erm
Suppose that T does not prove α in the P M V ( Theorem 5.7 Let T be a consistent theory in the P M V (
we consider the class
}. If we define the following operation in
-algebra. Moreover if T is a complete theory then L T is a totally order set.
Proof: We first must see that the operations are well defined on L T . In the cases ⊕, ¬, 0, We will refer to L T as the Lindenbaum algebra associated to the theory T ⊆ T erm for each c ∈ {0,
Completeness of the IP-calculus
for each binary connective ⋆, α ⋆ β t → α t ⋆ β t for each binary connective ⋆,
The P M V ( • By Lemma 5.4-6 we have that ⊢ ¬α ⇐⇒ ¬α t .
• Let ⋆ ∈ {⊕, •}. Then we have that:
By the same argument we can prove that
• If α is √ γ then we must consider three cases:
2 Taking into account the axiom sQ5, we define the following theory which plays an important role in relation to deductions on the IP-calculus with respect to deductions in the P M V ( Definition 5.10 We consider the following three groups of terms in T erm
Then we define:
Proposition 5.11 Let α ∈ T erm IP and s ∈ T erm(
We use induction on complexity of α. The case α ∈ V ∪ {0, 1 2 , 1} is immediate from T 1 . In particular if α is 1 then we have that (((
Therefore it is not very hard to see that:
By Axiom C3 and Lemma 5.4 it follows that ⊢ P M V (
) → s where β ∈ {α t , ¬α t }. Therefore we need to see that account that (α m → α) t is (α m ) t → α t , by MP we have T t ∪ T D ⊢ P M V (
) α t .
For the converse, suppose that T t ∪ T D ⊢ P M V (
) α t . Then there exist two subsets {β 1 , · · · , β n } ⊆ T and {γ 1 , · · · , γ m } ⊆ T D such that
Consequently {(β 1 ) t , · · · , (β n ) t , γ 1 , · · · , γ m } ⊢ α t . By Lemma 5.9 we have that ⊢ α ≡ α t and ⊢ β i ≡ (β i ) t for each i ∈ {1, · · · , n}. Moreover, by Axiom sQ5, it is not very hard to see that ⊢ γ j for each for each j ∈ {1, · · · , m}. Thus {β 1 , · · · , β n } ⊢ α and T ⊢ α. .
Then the assignment e → v e is a bijection E D A → V D such that e p (α) = v e (α t ).
Proof: We will see that e → v e is well defined in the sense that v e ∈ V D . Let α ∈ T D . Since T D ⊆ T erm Suppose that v e 1 = v e 2 . Let t be an atomic term in term IP . Then we have that e 1p (t) = v e 1 (t) = v e 2 (t) = e 2p (t) and e 1p ( √ t) = v e 1 ( √ t) = v e 2 ( √ t) = e 2p ( √ t). Therefore by Proposition 5.1, e 1 = e 2 and e → v e is injective. Now we will prove the surjectivity. Let v ∈ V D . For each atomic term t in T erm IP we define the interpretation e : T erm IP → D A : such that e(t) = (v(t), v( √ t)) for each atomic term t. By induction on complexity of terms we prove that v e = v. For atomic terms in IP it follows by definition of e. If t is an atomic terms then e( √ t) = (v( √ t), ¬v(t)) and we have that v e ( √ t) = v( √ t). That constitutes the base of the induction in the language T erm
. Now let our claim hold whenever the complexity of term is less than n and α have complexity n
is α 1 ⋆ α 2 where ⋆ ∈ {⊕, •} then we have that e(α) = e(α 1 ) ⋆ e(α 1 ) = (v(α 1 ) ⋆ v(α 2 ), • if α ∈ T erm
is ¬α 1 then we have that e(α) = ¬e(α 1 ) and v e (α) = ¬v e (α 1 ) = ¬v(α 1 ) = v(α).
Thus v = v e and e → v e is a bijection from E D A onto V D .
Let e ∈ E D A . By induction on complexity of terms we prove that for each α ∈ T erm IP , e p (α) = v e (α t ). Let α be an atomic term then e p (α) = e p (α t ) = v e (α t ). Now let our claim hold whenever the complexity of term is less than n and αhave complexity n. If α is α 1 ⋆ α 2 where ⋆ ∈ {⊕, •} or α is ¬α 1 , this case is routine. Suppose that α is √ α 1 . Let us consider the following cases:
• If α 1 is an atomic term. Then its follows from the fact that ( √ α 1 ) t = √ α 1 .
• α is √ ¬α 1 . Then e p (α) = e p ( √ ¬α 1 ) = ¬e p ( √ α 1 ) = ¬v e (( √ α 1 ) t ) = v e (¬( √ α 1 ) t ) = v e (( √ ¬α 1 ) t ) = v e (α t ).
• α is √ α 1 . Then e p (α) = e p ( √ α 1 ) = ¬e p (α 1 ) = ¬v e (α 1t ) = v e (¬α 1t ) = v e (( √ α 1 ) t ) = v e (α).
• α 1 is √ α 2 ⋆ α 3 where ⋆ ∈ {⊕, •}. Then e p (α) = e p ( √ α 2 ⋆ α 3 ) = Hence e p (α) = v e (α t ) for each α ∈ T erm IP . 2
Theorem 5.15 Let T be a theory and α be a term both in T erm IP then T |= α if f T ⊢ α Proof: We assume that T is consistent. Suppose that T |= α but T does not prove α. By Theorem 5.12 T t ∪ T D does not prove α t in the P M V ( Proposition 5.14, there exits an interpretation e : T erm IP → D L T ′ such that e p (α) = v(α t ) = 1 which is a contradiction since e p (T ) = 1. The converse is immediate.
Now we can establish a compactness theorem for the quantum gates logic Theorem 5.16 Let T be a theory and α be a term both in T erm IP . Then we have:
T |= α iff ∃ T 0 ⊆ T finite such that T 0 |= α Proof: If T |= α by Theorem 5.15 there exists a proof of α, α 1 , · · · α n , α from T . If we consider T 0 = {α k ∈ T : α k ∈ {α 1 , · · · α n }} then T 0 |= α. The converse is immediate. 2 "
