In this paper, we introduce the concept of a wide tensor category which is a special class of a tensor category initiated by the inverse braid monoids recently investigated by Easdown and Lavers [The Inverse Braid Monoid, Adv. in Math. 186 (2004) [438][439][440][441][442][443][444][445][446][447][448][449][450][451][452][453][454][455].
Introduction and preliminaries
For concepts and notations, the reader is referred to [3] . We assume that all functors in the sequel are covariant. It is well known that the tensor category is an important concept in many areas (see [3] ). The following are three important examples.
The first one is the symmetric category S in which the objects are finite sequences of +. We identify the finite sequence of length n by the integer n and the empty sequence is denoted by the integer 0. Henceforth, we consider the set N of non-negative integers as the set of objects of S and define the tensor product on S by n ⊗ m = n + m. In this ଁ The research project is supported by the Program for New Century Excellent Talents in University (no. 04-0522), the National Natural Science category, the set of morphisms consists of the permutations of the symmetric groups S n between two sequences of + with length n, that is, Hom(n, n) = S n and Hom(n, m) = ∅, for any n = m in N.
The second example is the braid category B in which the objects are all finite sequences of + which are denoted by non-negative integers equaling the lengths of the finite sequences. Define the tensor product on B by n ⊗ m = n + m. In B, the set of morphisms consists of all braids of the braid groups B n between two sequences of + with length n, that is, Hom(n, n) = B n and Hom(n, m) = ∅ for any n = m in N.
For a bialgebra H, the module category H-Mod is a tensor category equipped with the usual tensor product and constraints (see [3] ).
According to the comments above, symmetric groups, braid groups and homomorphisms of modules over bialgebras are unified in tensor categories.
On the other hand, it is well known that the symmetric group S n of all permutations of a set X with |X| = n has two analogues in semigroups. The first one is the full transformation semigroup T n consisting of all maps from X into X. The second one is the symmetric inverse semigroup C n (see [4] ) consisting of all charts (or say, partial one-one maps)
, that is, : D( ) −→ Im( ) is a one-one map whose domain D( ) and image Im( ) are subsets of X. It is known that C n is an inverse monoid (see [5] ). Since the permutations of X are special charts in C n , the symmetric group S n is a subgroup of C n .
We always regard C n as a generalization of S n , due to the contrast of the inverse braid monoid IB n which is a generalization of the braid groups B n in [2] .
Consider the usual coordinate system for R 3 . For the descriptive purposes, we assume that the z-axis is pointing downwards. Choose z 0 < z 1 and call the planes z = z 0 and z = z 1 the upper and lower planes, respectively. Mark by the upper sequence of n +'s the distinct points P 1 , . . . , P n on a line in the upper plane. Project them orthogonally onto the lower plane, thus yield the points P 1 , . . . , P n on a line. The + at i-position in the upper (resp. lower) plane is denoted by the point P i (resp. P i ). An arc is the image of an embedding from the unit interval [0, 1] into R 3 . For any n, a partial braid on n strings is a system = { 1 , . . . , m } of m arcs for some m n such that We may regard the object just defined as a usual (full-string) braid with (n − m) strings removed. When m = 0 we have the empty braid. The equivalence of two partial braids is similar to the usual braids.
Define the product or composite 1 2 of two braids 1 and 2 by:
(i) Translate 2 parallel to itself in its space so that the upper plane of 2 and the lower plane of 1 coincide (so that 2 hangs below 1 ); (ii) Keep the plane z = z 0 fixed, contract the resulting systems of arcs so that the translated lower plane of 2 moves into the position of the plane z = z 1 ; (iii) Remove any arcs which do not now join the upper and lower planes.
For example, if and have the following forms:
then 2 , , can be displayed as follows:
It is easy to see that the above operation is associative. Denote i = id
in the braid category B, where c 1,1 is a 2-braid:
Then it is well known (see [1] ) that the braid group B n is generated by 1 , 2 , . . . , n−1 ,
. . , n − 1 and i i+1 i = i+1 i i+1 for i n − 2. These relations are called the braid relations.
For any subset X = {i 1 , . . . , i m } of {1, . . . , n}, we denote the following braid by X , which consists of m straight arcs connecting P i j to P i j for j = 1 to m:
Denote i = {1,2,...,i} and = n−1 in IB n . As a generalization of the braid relations, it has been shown in [2] that IB n can be generated by 1 , 2 , . . . , n−1 ,
n−1 and n−1 = n−1 n−1 = n−1 n−1 . We will call these relations the partial braid relations. For the important theorem of the braid group B n due to Artin, we have the following result on the inverse braid monoid IB n : . The same conclusions can also be proved for other partial braid relations. Moreover, it can be easily verified that is well-defined as a mapping which maps IB n to M. And, by the definition of , we have (wv) = (w) (v) for any w, v ∈ IB n .Hence is a monoid morphism from IB n to M.
All definitions and notations above on partial braids and inverse braid monoids follows from [2] . We have just seen that the braid groups B n and the braid category B are the generalization of the symmetric groups S n and the category S. Consequently, the inverse braid monoids IB n can be regarded as a generalization of the symmetric inverse semigroups C n .
We now consider the following questions:
(1) How to describe the categorical structures of symmetric inverse semigroups C n and the inverse braid monoids IB n as a generalization of tensor categories in the "partial case"? (2) How to define a "partial algebra category" over a bialgebra H so that we can generalize the "partial structures" of symmetric inverse semigroups C n and inverse braid monoids IB n which are analogous to the relation between homomorphisms of modules over bialgebras and symmetric groups/braid groups? (3) How to construct the concept of a "partial" category as a generalization of tensor categories so that we can unify symmetric inverse semigroups, inverse braid monoids and "partial algebra categories"?
For these questions, we will find some suitable categories. In Definitions 2.1 and 2.2, we regard the class of wide tensor categories as a special class of tensor categories under the "partial" symmetric inverse semigroups, inverse braid monoids and the so-called "partial algebra categories". Moreover, we give some elementary properties of wide tensor categories. Our main result is Theorem 2.1 which says that for every strongly wide tensor category C, a strict wide tensor category C str can be constructed which is wide tensor equivalent to C with a wide tensor equivalence F.
Finally, as a generalization of the universal property of the braid category B, we will illustrate the wide tensor category through the study on the universality of the inverse braid category IB (e.g. Theorems 3.3 and 3.6, Corollary 3.4 and Proposition 3.7).
Wide tensor categories and elementary properties
We first discuss Question (1), i.e. how to construct the categories from symmetric inverse semigroups C n and inverse braid monoids IB n respectively?
Symmetric inverse category C: The objects in the category are finite sequences of +. One can identify such a finite sequence of length n with the integer n by convention that the empty sequence corresponds to the integer 0. Also, the set N of non-negative integers is regarded as the set of objects of C and the set of morphisms consists of charts of C n which are morphisms between two sequences of + of length n, that is, Hom(n, n) = C n and Hom(n, m) = ∅ for any n = m in N.
Partial braid category IB: The objects in this category are finite sequences of +. The set N of non-negative integers is the set of objects of IB. The set of morphisms of IB n are the partial braids between two sequences of + of length n, that is, Hom(n, n) = IB n and Hom(n, m) = ∅ for any n = m in N.
We note the following fact about C and IB. For n, m ∈ N , let ∈ IB n . Then is a partial braid from the upper sequence of +'s with length n to the lower sequence of +'s with length n. Clearly, we have
By the definition of a partial braid, we see that is also a partial braid from the upper sequence of +'s with length n + m to the lower sequence of +'s with length n + m. See the following figures:
Same as the morphisms in the categories these two , respectively, from the upper sequence of +'s with length n to the lower sequence of +'s with length n and from the upper sequence of +'s with length n + m to the lower sequence of +'s with length n + m are not equal to each other because their domains and images are different. It is clear that this phenomenon on "partial" morphisms does not exist in B and S.
It is easy to see that C and IB are indeed categories in which the compositions of morphisms are the multiplications in C n and IB n .
Similar to IB, C and the fact above, we can answer Question (2) . We now define a partial algebra category H-Palg as follows:
Let H be a bialgebra over a field k. Denote the category by H-Palg in which the objects are algebras and also H-modules. The morphisms and their compositions in this category are defined as follows:
For a field k, let A, A be two algebras over k and also regard them as H-modules, let W, W be subalgebras and also It is easy to see that the H-Palg becomes a category under the definition above. Because H is a bialgebra, according to Proposition 11.3.1. in [3] , the representative category H-Mod is a tensor category with the tensor product ⊗ whose the unit I = k, the associativity constraint a, the left unit constraint l and the right unit constraint r are as those of the category Vect(k) of all vector spaces. The H-module structure of k is given by a = (a) for any a ∈ H and ∈ k. For the left H-modules U and V, the H-module structure of U ⊗ V is given by
H-submodules of A and A , respectively. Denote Alg H (A, A ) the set of all H-linear homomorphisms of algebras from
Define a category H-Alg as a subcategory of H-Mod consisting of the subclass Ob(H -Alg) of Ob(H -Mod), i.e. the set of all algebras which are H-modules meanwhile, and of the subclass Hom(H -Alg) of Hom(H -Mod), i.e. the union of all Alg H (A, A ) for algebras A and A which are also H-modules. Clearly, H-Alg is also a tensor category with the tensor product ⊗ whose the unit I = k, the associativity constraint a, the left unit constraint l and the right unit constraint r are the same as those of the category H-Mod.
Clearly, the H-Alg is a subcategory of H-Palg with Ob(H -Alg) = Ob(H -Palg) and Hom(H -Alg) ⊂ Hom(H -Palg). Now, we want to show the following fact on H-Palg which is analogous to that on C and IB, that is, for the
In fact, by the definition of the morphisms in H-Palg, there exist W, W , V, V which are subalgebras and also 
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Due to the facts on C, IB and H-Palg, as an answer to Question (3), we can introduce the following definition, by using the "partial" concept to generalize the tensor categories. In particular, the statement of (i) follows from categorical equivalences on H-Palg. Denote by s(f ) and b(f ) the source and target of a morphism f. Then we have the following definition: Definition 2.1. Let C be a concrete category with a tensor product ⊗. For morphisms f from V to V and g from W to W , we assume that the following statements hold:
(i) there exist objects X and Y and isomorphisms V ⊗W from V ⊗ W to X and V ⊗W from Y to V ⊗ W , such that f and g are simultaneously morphisms from X to Y,
(ii) if f and g are morphisms such that
Then, the functor ⊗ is called the wide tensor product of the category C.
In the sequel, we always assume that C is a concrete category.
Remark. Since C is a concrete category, every morphism of C is a map of sets satisfying certain conditions due to the structure of the objects. Therefore, in Definition 2.1, up to isomorphisms, we can identify V ⊗ W (equivalently, X) and V ⊗ W (equivalently, Y) as the expansions of V, W and V , W , respectively through ⊗. Hence, f from X to Y is an extension of f from V to V and similarly, for g. So, in order to distinguish two f's (resp. two g's) in different domains in Definition 2.1, we may denote them by f V V and f X Y (resp. g W W and g X Y ) such that no ambiguity arises.
Same as the tensor product (see [3] ), we can similarly define an associativity constraint, the Pentagon Axiom, a left (resp. right) unit constraint and the Triangle Axiom for a wide tensor product, that is, we can make the following: (C, ⊗, I , a, l, r) be a tensor category C (see [3] ) which is equipped with an object I, an associativity constraint a, a left unit constraint l and a right unit constraint r with respect to I such that the Pentagon Axiom and the Triangle Axiom are satisfied. Suppose that the functor ⊗ : C × C → C is a wide tensor product of C. Then (C, ⊗, I, a, l, r) is called a wide tensor category. The object I here is called the unit of the wide tensor category C.
Definition 2.2. (i) Let
The wide tensor category C is said to be strict if C is strict as a tensor category, that is, its associativity and unit constraints a, l and r are all identities.
(ii) In Definition 2.1, if X = V ⊗ W , Y = V ⊗ W , and V ⊗W , V ⊗W are both identities, then we say that the wide tensor product ⊗ and the wide tensor category C are strongly wide.
Remark. (i) By the above definitions, every wide tensor category is a tensor category.
(ii) Let V 1 , . . . , V n , V 1 , . . . , V n be objects of a wide tensor category C. Suppose that f is a morphism originally
g. when C is strongly wide or some certain in Definition 1 are identities), then we denote the original f briefly by f {i,i+1,...,i+s−1} , for example, in the sequel, id V {1} and {1,...,n−1} in Lemma 3.2 and its proof, etc. If there is no confusion, we write f briefly as a morphism from V 1 ⊗ · · · ⊗ V n to V 1 ⊗ · · · ⊗ V n , see f and the composition (f ⊗ g ) • f in the proof of Example 2.2 below. Example 2.1. According to the mention above on the symmetric inverse category C and the partial braid category IB, we see that the categories C and IB are strict strongly wide tensor categories. 
. Clearly, W ⊗ V are the subalgebras and also the H-submodules of A ⊗ B .
Therefore, as the partial H-linear homomorphisms of algebras from
As a summary, ⊗ is a tensor product for H-Palg.
(b) Now, we verify the first equality of Definition 2.1(ii). The other three equalities can be proved similarly. We have known that f, f , f ⊗ g are H-linear homomorphisms of algebras, respectively, from
as well as partial H-linear homomorphisms of algebras from A ⊗ B
to A ⊗ B . Thus, the first equality holds.
Since a wide tensor product is a tensor category, it is natural to see that the any properties related with such tensor category (or, tensor product) holds for wide tensor category (or, a wide tensor product).
The following definition is similar to tensor categories: 
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(U, V ) : F (U) ⊗ F (V ) → F (U ⊗ V ) is a family of natural isomorphisms indexed by all couples (U, V ) of objects of
A natural wide tensor isomorphism is a natural wide tensor transformation which is also a natural isomorphism. (c) A wide tensor equivalence between wide tensor categories is a wide tensor functor F : C → D such that there exist a wide tensor functor F : D → C and natural tensor isomorphisms : id D → F F and : F F → id C .
Denote by Tens(C, D) (resp. Tens str (C, D) ) the category whose objects are the wide tensor functors (resp. the strict wide tensor functors) from C to D and whose morphisms are the natural wide tensor transformations.
We now show that for a strongly wide tensor category C, we can construct a strict wide tensor category C str . 
()=I , F ((V ))=V , F (S * (V ))=F (S)⊗V . In other words, F ((V
, where all opening parentheses are placed on the left-hand side of V 1 . Define a category C str whose objects are all elements of M, i.e. all finite sequences of objects of C and whose morphisms are given by Hom C str (S, S ) = Hom C (F (S), F (S )). It is trivial that the identities and composition of C str are taken from C.
Define a functor from C str ⊗ C str to C str satisfying S ⊗ S = S * S for any objects S and S of C str .
Let (S, S ) and (T , T ) be two pairs of objects of the category
Let f, g be morphisms, respectively, from S to T and from S to T . In order to define the wide tensor product of f and g, we first construct a natural isomorphism
(S, S ) : F (S) ⊗ F (S ) → F (S ⊗ S )
by using induction on the length of the sequence S . First, we set (, S) = l S and (S, ) = r S . Then, we define
By using similar argument as in Lemma 11.5.2 of [3] for a tensor category, we have
(S, S * S ) • (id S ⊗ (S, S )) • a F (S),F (S ),F (S ) = (S * S , S ) • ( (S, S ) ⊗ id S ).
Now we define the wide tensor product f * g in the category C str . By the definition of morphisms in C str , f and g are morphisms, respectively, from F (S) to F (T ) and from F (S ) to F (T ) in C, respectively. Define the wide tensor product f * g in C str by using the commutative square:
S,S T,T
We first verify that * is a tensor product in C * . Clearly, s(f * g)=S * S =s(f ) * s(g), b(f * g)=T * T =b(f ) * b(g). Now, let f , g be morphisms from T to P and from T to P , respectively. Then in C str , we have s(f ) = b(f ) = T and s(g ) = b(g) = T . Similarly, we have the commutative diagram:
T,T P,P
From the foregoing diagrams, we see that
We now show that * is a wide tensor product in C * . Let f, g be two morphisms from S to T and from S to T , respectively, in C str . Then, it is clear that they are morphisms from F (S) to F (T ) and from F (S ) to F (T ), respectively, in C. Since C is a strongly wide tensor category, f and g are both morphism from
Thus, f and g are both morphism from (F (S) ⊗ F (S )) to (F (T ) ⊗ F (T )) in C str . We have already known in C that F (S) ⊗ F (S ) is isomorphic to F (S * S ) with the isomorphism (S, S ), and F (T ) ⊗ F (T ) is isomorphic to F (T * T ) with the isomorphism (T , T ). Hence, in C str , (F (S) ⊗ F (S )) is isomorphic to S * S with the isomorphism (S, S ). Also, (F (T ) ⊗ F (T )) is isomorphic to T * T with the isomorphism (T , T ). Therefore, it follows that Definition 2.1(i) is satisfied with S * S = −1 (S, S ) and T * T = (T , T ).
In C, f, g, f , g are, respectively, the morphisms from F
(S) to F (T ), F (S ) to F (T ), F (T ) to F (P ) and F (T ) to F (P ).
Since C is strongly, we have (f ⊗ g )
In C str , we have (f * g )
.e. the first equation in Definition 2.1(ii) holds for C str . The other three equations in (ii) can be proved similarly.
Summing up the above discussion, we see that C str is indeed a strict wide tensor category with the wide tensor product * and the unit .
Let n m. Since C is strongly wide, f is a morphism from
Definition 2.4. (a) If V is an object of a wide tensor category (C, ⊗, I, a, l, r), then an automorphism of
where a = a V ,V ,V and id = id V . Note that (1) this formulate can be presented by the commutative dodecagon as in [3] ; (2) Also, we have the following proposition. Since its proof is similar to the result in the case of tensor categories (see Lemma 13.3.2. of [3] ), we omit the details. 
The universality of the inverse braid category
About the category YB(C) of all Yang-Baxter operators of a tensor category C, we know from [3] that the following result is the first universality property of B. Our aim is to find a subcategory of the category YB(C) of Yang-Baxter operators on a strongly wide tensor category. This subcategory can also be related to the category IB as the first universality property of IB.
Let C be a wide tensor category. Define a category SYB(C) which is the subcategory of the YB(C) whose objects are the pairs (V , ) ∈ Ob(YB(C)) satisfying
and the morphisms between (V , ) and (V , ) in SYB(C) are just all the morphisms between (V , ) and (V , ) as objects of YB(C). Trivially, SYB(C) is a full subcategory. For a wide tensor category C, if SYB(C) = YB(C) then we call the wide tensor category C normal. Trivially, the strict strongly wide tensor categories C and IB are normal.
Lemma 3.2. Let C be a strict wide tensor category and (V , ) an object of YB(C). Assume that for objects S, S , T, T in C satisfying Hom(S, T ) = , Hom(S , T ) = and for any morphism f from S to T, f must be a morphism from S ⊗ S to T ⊗ T . Then the following statements are equivalent:
(i) there exists a unique strict wide tensor functor K:
Proof. Set c i = id
, for 1 i n − 1, and = id ⊗(n−1) V as a morphism from V ⊗n to V ⊗n . Note that = {1,...,n} , by the remark of Definition 2.2.
If (i) holds, i.e. a functor K exists, then K(n) = V ⊗n and K( i ) = K(id
Note that since IB is a strongly wide tensor category, is a morphism from the object n to itself in IB. Thus, is a morphism from V ⊗n to V ⊗n , i.e. s(K( )) = K(s( )) and b(K( )) = K(b( )). This proves the uniqueness of K, by the fact that IB n is generated by 1 But, = id
⊗ . Substituting them to the relations above, we get
Hence, (V , ) ∈ Ob(SYB(C)).
Conversely, assume (ii) holds. Then, by = id 
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We now consider the product between and c i for any i. (H (1), H (1))H (c 1,1 ) 2 (H (1), H (1) ).
Proof. By Proposition 2.3 in [3] , it suffices to check that the functor is fully faithful and essentially surjective. The establishment of the fact that is fully faithful, is completely similar to that for tensor categories (see [3, pp. 325-326] ). In order to verify the essential surjectivity of , it is enough to note that, by Lemma 3.2 and the definition of normal wide tensor category, for any (V , ) ∈ YB(C), there exists a unique strict wide tensor functor (K, id, id) ∈ Ob(Tens(IB, C)) such that (K, id, id) = (K(1), K(c 1,1 )) = (V , ). 
(H (1), H (1))H (c 1,1 ) (H (1), H (1)).
Proof. According to the relation between C and C str mentioned above, they are wide tensor equivalent with the wide tensor functor (F, id, ) and the strict wide tensor functor (G, id, id) satisfying F G = id C and : GF → id C str via the natural isomorphism (S) = id 
S, S)¯ (S, S).
Proof.¯ is a Yang-Baxter operator on S of C str , i.e. (id S * ¯ )(¯ * id S )(id * ¯ ) = (¯ * id S )(id * ¯ )(¯ * id S ). But, by the definition of the wide tensor product * in C str , we have id S * ¯ = (S, S * S)(id F (S) ⊗¯ ) −1 (S, S * S) and¯ * id S = (S * S, S)(¯ ⊗ id F (S) ) −1 (S * S, S).
Then, we obtain that 
