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ABSTRACT OF THE DISSERTATION
Local Solvent Environment Can Define Solute Chemical Identity, Dynamics, and Reactivity
by
Devon Rose Widmer
Doctor of Philosophy in Chemistry
University of California, Los Angeles, 2020
Professor Benjamin Joel Schwartz, Chair
Is it acceptable to assume that when a molecule is placed in solution, it retains the chemical
identity and general behavior of its gas-phase counterpart? In this thesis, I explore this
question through mixed quantum classical (MQC) molecular dynamics (MD) simulations
of sodium dimer (Na2) and sodium dimer cation (Na+2 ) in liquid tetrahydrofuran (THF).
Although most chemical reactions, particularly those relevant to biological systems, take
place in the condensed phase, the solvent is generally thought of as a mere medium that
holds the reactants and allows them to encounter each other via diffusion. Of course, there
are scenarios where the solvent is known to influence the chemistry of the solute, but these
cases are usually straightforward and are only thought about for a small subset of chemical
reactions. However, no studies have yet described the local solvent environment as part of
the chemical identity of the solute. In this thesis, I show that when there are even modest
local specific interactions between a solute and solvent, the solvent controls the chemical
identity of the solute, entirely changing the types of chemistry that can take place.
In the specific case of an Na2 or Na+2 solute in liquid THF, I show that local solvent
molecules actually integrate as part of the the solute’s identity, thus, stabilizing the solute
in multiple states that differ only in the number of solvent molecules associated with the
ii
solute’s identity. These stable states, which can interconvert only by surmounting a large free
energy barrier, behave as chemical species distinct not only from their gas-phase counterpart
but also from each other. In addition, solvent interactions can also affect the dynamics of
chemical reactions, such as photodissociation. Because the lowest energy excited state of gas-
phase Na+2 is dissociative, this molecule makes an ideal basis for studies of photodissociation
in the condensed phase, an important probe for understanding complex reaction dynamics.
In this thesis, I show that when Na+2 is photoexcited in liquid THF, the initial shape of the
bonding electron is completely different than that of excited state Na+2 in the gas phase.
This means that unlike its gas-phase counterpart, upon photoexcitation, the bond of Na+2
solvated in liquid THF does not immediately break. Instead, the electron must dynamically
rotate into an orientation more favorable for dissociation.
To investigate the dynamics of this process, I first pose a question fundamental to theo-
retical studies of the condensed phase: can a nonequilibrium system be understood through
observation of the fluctuations of its equilibrium dynamics? This approximation, known as
linear response (LR), is commonly assumed for condensed phase systems, but in this thesis
I show that LR breaks down for the photodissociation of Na+2 in THF precisely because the
local solvent environment experienced by the molecule varies between the equilibrium and
nonequilibrium dynamics. In particular, I show that the solvent molecules associated with
the solute’s identity must shift from their preferred ground state positions to facilitate the
rotation of the solute bonding electron into the position favorable for dissociation. Further-
more, in THF, the chemical identity of the solute can change during dissociation via the
integration of new THF molecule’s into the solute’s identity. These processes consume most
of the solute’s dissociation energy, thus hindering its ability to fully dissociate.
Thus, one cannot simply assume that a solute’s chemical identity is retained in solution.
In fact, when there are even modest solute–solvent interactions present, the local solvent
environment actually controls the solute’s chemical identity, and thus also its dynamics and
reactivity.
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Chapter 1
Introduction
1.1 Solvent Effects on Condensed Phase Systems
Most chemical reactions, particularly those relevant to biological systems, take place in the
condensed phase, yet our understanding of the influence of different solvent environments
on solute behavior remains incomplete. Oftentimes, the condensed phase is approximated
as simply a perturbation to the gas phase with solvent molecules acting as spectators, a
medium to hold reactions in place but not a major participant in the reactivity or chemical
identity of the solute. For instance, when simulating the electronic states of a solute, the
condensed phase potential energy surfaces are often assumed to remain unchanged relative to
their gas phase counterparts with the exception of a shift in energy level spacing.[1] However,
through mixed quantum/classical (MQC) molecular dynamics (MD) simulations of simple
diatomics in the condensed phase, this thesis reveals that trying to extrapolate how a solute
will behave in the condensed phase based on that solute’s gas phase behavior at best misses
interesting chemical features and at worst gives entirely the wrong picture. In this thesis,
I will show that a thorough understand of a solute’s behavior in the condensed phase can
only be obtained by taking into account the specific local solvent environment around that
solute.
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There are, of course, several well studied cases where the solvent is known to have sig-
nificant effects on the solute’s electronic structure–for instance by stabilizing the electrons
of interest, thus creating the electronic states that are important to the solute’s condensed
phase behavior. One such example are solvated anions. In the gas phase, most anions have
no bound excited states. However, in the condensed phase, the solvent can induce a bound
excited state by local confinement.[2–5] This is also the case for solvated electrons, for which
the solvent creates both the ground and excited states, states that can vary dramatically
based on the specific solvent environment.[6–36] Those stabilized solvent-created electronic
states are necessary for processes like charge-transfer-to-solvent transitions, a simple reaction
where a solute electron is transferred to a cavity in the surrounding solvent.[2, 5, 26, 37–42]
For many condensed phase reactions, including electron transfer reactions, the solvent is
often the driving force that moves the electron from donor to acceptor.
Another important condensed phase effect on solute behavior is solvent caging, a concept
first described by Franck and Rabinowitch in 1934, where solvent molecules encapsulate the
solute.[43] Even for those diatomic molecules that smoothly dissociate in the gas phase, in
the condensed phase, this solvent ”cage” can trap the geminate atom pair, forcing the atoms
to recombine if they are unable to escape the solvent cage through random motions.[1] This
leaves the solute with three primary photodissociation/recombination pathways.[44, 45] The
fastest pathway occurs when the atoms lose enough energy after the initial collisions with
the solvent cage that they react back to form the original solute species. This process, which
is referred to as ”geminate” recombination since it was the original excited atom pair that
reformed the solute, takes place on a timescale of a several hundred femtoseconds. Second,
the atoms might escape the solvent cage, diffusing through the solution until they meet
each other again, thus recombining on a timescale of a few to several hundred picoseconds in
what is referred to as diffusive geminate recombination. The last pathway is ”non-geminante”
recombination where, after escaping the solvent cage, the atoms diffuse until they encounter
other excited fragments with which to combine, a process that occurs on the nanosecond
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to microsecond time scale. Clearly, the solvent plays a major role in the rates of many
condensed phase processes.[3–5, 44, 45]
In previous work, our group has also shown that a diatomic solute’s bonding electrons
are compressed through Pauli repulsion interactions with the solute’s first-shell solvent
molecules.[46] This decreases the average bond length while raising the vibrational frequency
of the bond. Meanwhile, collisions with solvent molecules shove the bonding electron den-
sity off axis, resulting in relatively large instantaneous dipole moments that induce infrared
activity, even in molecules that, in the gas phase, are perfectly symmetrical. However, al-
though the solvent is known to influence chemical reactivity in a wide variety of ways, in all
of these scenarios the solute is considered to retain its gas-phase chemical identity. In this
thesis, I will also show that in cases where the solute–solvent interactions are at least the
strength of a hydrogen bond, the bond dynamics, spectral signatures, electronic structure,
and reactivity of the solute is controlled by the local solvent environment. In other words,
the solvent creates a new chemical identity for the solute, one which can behave entirely
differently than the original gas-phase molecule.
1.2 Simple Diatomics Can Elucidate Complex Dynam-
ics
Although there are a wide variety of chemical systems that could be used to explore the
dynamics and reaction mechanics of solutes in the condensed phase, we have chosen for
these studies to focus on simple diatomic molecules in solution. Specifically, the studies
included in this thesis examine condensed phase systems where the solute is sodium dimer
(Na2) or sodium dimer cation (Na+2 ) and the solvent is argon (Ar) or tetrahydrofuran (THF).
The photodissociation and recombination of simple diatomic molecules in solution have
been studied for nearly ninety years now as a probe for understanding complex reaction dy-
namics in the condensed phase.[1, 43, 47–52] Many of these studies have focused on molecular
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iodine, I2.[53–71] Although there is still much that can be learned about the microscopic pro-
cesses involved in iodine dissociation and recombination, the timescales of I2 photoexcitation
have been shown to consist of fast dissociation followed by collision with the surrounding
cage of solvent molecules within approximately 5 ps that results in direct geminate recombi-
nation, temporary escape from the solvent cage followed by delayed geminate recombination,
or dissociation and eventual non-geminate recombination.[45]
Because I2 is stable in a variety of solvent environments, it makes for an ideal experimental
probe molecule. However, I2 has a complicated electronic structure with low-lying bound
and dissociative electronic states that cross. An ideal molecule for theoretical studies of
condensed phase dynamics and photodissociation must have a simple electronic structure,
ideally with an easily accessible state that is purely dissociative. With this in mind, we
chose the Na2 and Na+2 molecules due to the relative simplicity of their electronic structure,
with only two and one valence electrons respectively. The neutral dimer Na2 was chosen for
preliminary studies exploring solvent effects on the ground state of a simple diatomic solute.
However, experimental studies of Na2 in liquids would require fairly complex methods, such
as co-evaporating Na metal with a solvent to prepare solvated Na2 in low-temperature rare
gas matrices[72–78] or a glass-forming liquid.[79] Experimental studies of solvated Na+2 , on
the other hand, are potentially much more accessible. In fact, studies of room temperature
Na+2 prepared in bulk THF via pulse radiolysis of solutions containing high concentrations
of sodium salts are already underway and should prove an excellent opportunity to couple
experimental results with the theoretical studies contained in this thesis. Furthermore,
the lowest energy excited state of Na+2 is dissociative, making photodissociation studies
accessible. For these reasons, the Na+2 molecule was chosen for the majority of the work
discussed in this thesis.
With a solute of study in mind, the next step is to determine the most effective type
of simulation to describe a condensed phase system. Though computationally accessible,
traditional molecular dynamics simulations based on classical pairwise additive force fields
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are not able to take into account how the solute’s electronic structure is distorted by the local
solvent environment. One method to enhance these classical models is through the inclusion
of many-body polarization terms; however, even these improved simulations are not able to
capture the changes to the solute’s electronic structure which, as this thesis will show, are
integral to understanding the condensed phase dynamics and reactivity of a solute. On the
other extreme would be to use full quantum mechanics. Such simulations would, of course, be
the most ideal method as they would completely capture all of the intricate interactions of the
chemical system. However, even for a molecule with a relatively simple electronic structure,
like Na2 and Na+2 , performing all-quantum condensed phase molecular dynamics simulations
is simply not feasible due to the enormous computational cost of accounting for all of the
electrons contained in the system, which would include the valence and core electrons of
the solute as well as all of the electrons on each of a minimum of several hundred solvent
molecules. Regardless, the quantum mechanics of the electrons responsible for the chemical
bonding and the interactions of those electrons with the surrounding solvent molecules must
be accounted for at the Hamiltonian level. Although there have been some semiempirical
studies done to include solvent effects on the bonding electronic structure of I2 and I−2 in
simulations examining the photodissociation of diatomics in rare gas liquids/matrixes[80, 81]
and CO2 clusters,[82–84] we elected to utilize first-principles quantum mechanics but to
reserve use of the Schrödinger’s equation (SE) for the electron(s) involved in the chemical
bond of interest, here the Na2 or Na+2 bond.
Therefore, the studies included in this thesis were conducted using mixed quantum/classical
(MQC) molecular dynamics (MD) simulations in which the majority of the system is treated
classically while quantum mechanics is reserved only for the electron(s) involved in the
dimer’s bond, thus avoiding the formidable task of solving the SE for the thousands upon
thousands of electrons present in simulations with even just a few hundred solvent molecules.
This means that for simulations of Na+2 , we need only solve the SE once−for the single valence
electron involved in the Na+2 bond. This is the primary reason for choosing Na+2 as the solute
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molecule for the majority of the simulations in this thesis: the Na+2 molecule can be accu-
rately modeled with a single-electron description. Simulations of Na2 were more complicated
because we needed to find the electronic states of a pair of valence electrons, a problem that
we solved using our group’s two-electron Fourier grid (2EFG) method, which is described in
detail in previous group work.[46, 85, 86] In short, we represent the wave functions of the two
electrons on a six-dimensional real space grid. The SE is then solved variationally at every
time step of the simulation. We treat the bonding electrons using configuration-interaction-
with-singles-and-doubles (CISD), which, because there are only two explicit electrons, is
equivalent to full configuration interaction.[85]
Thus, for all of our MQC MD simulations, we think of the solute as two classical Na+
cores held together by one or two quantum mechanical valence bonding electrons. The
simulations also contain hundreds of classical solvent molecules. While the precise simu-
lation details for each study are provided in the relevant chapters, I will outline the ba-
sics of the interactions between the various simulation components here. The interactions
between the classical components are calculated using Lennard-Jones (LJ) potentials, ex-
cept where specified.[87] For the interactions between the classical components and the
quantum mechanical electron(s), we used Phillips-Kleinman (PK) based electron−Na and
electron−solvent pseudopotentials.[88] A pseudopotential is an effective potential that is
used in place of the explicit interactions between core and valence electrons. Oftentimes,
these pseudopotentials are constructed empirically by using adjustable parameters to repro-
duce an experimental observable, such as ionization energy. PK pseudopotentials, like the
ones developed by our group,[27, 33, 89] are instead rigorously derived using the core or-
bital wavefunctions generated from a Hartree-Fock calculation of the system of interest and
guarantee orthogonality between the core and valence electron wavefunctions. Of course, all
pseudopotentials are subject to approximations. For instance, because all pseudopotentials
are constructed from a single configuration of the molecule’s core electrons, if the wavefunc-
tion of those core electrons changes under certain situations, the pseudopotential will not
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take that change into account. This is known as the frozen core approximation (FCA), which
is examined in this thesis in relation to the Na+2 molecule at the end of Chapter 2. Neverthe-
less, the ability to describe the interactions between the classical and quantum components
of our system is what allows us to access the chemistry key to understanding solvent effects
on chemical bonds.
1.3 Of Jellybeans, Gumballs, and Gummy Bears: Tasty
Analogies for Solvent-Solute Interactions
The material in this thesis section is adapted and expanded upon based on a general scientific
interest article I wrote for the Royal Society of Chemistry’s Chemistry World magazine: D.
R. Widmer. Why Choice of Solvent Matters More Than You Think. Chemistry World
(May 2018). As such, the tone is more colloquial. However, despite the lighthearted candy
analogies, this section gives a solid overview of the important scientific questions asked and
answered in this thesis.
So far, I have established the importance of studying the dynamics and reactivity of
condensed phase systems and the utility of mixed quantum/classical molecular dynamics
simulations of simple diatomic in solution for exploring such systems. Now, let’s chew on
some mental sweets to think about the various solute—solvent interactions that will be
explored in this thesis.
Depending on the kinds of solute—solvent interactions present in a given condensed phase
system, the ways the solute’s dynamics and reactivity are effected by the solvent will differ
vastly. In cases where the solute and solvent do not strongly interact, we can think of the
condensed phase system as a solute jellybean in a jar of solvent gumballs. Shaking the jar
causes the gumballs to bash into the jellybean, jiggling it around the jar and smashing it into
new shapes. In such scenarios, even though the solute “jellybean” and solvent “gumballs”
do not strongly interact chemically, the solvent still has a strong influence on the solute’s
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behavior. For instance, just like nearest layer of gumballs works to trap the jellybean, solvent
molecules form a cage around the solute, compressing the solute’s electron density and,
for dimer molecules, causing the average bond length to decrease and thus the vibrational
frequency to increase. The collisions between the jellybean and nearby gumballs which lead
to the squishing and squashing of the jellybean also provide a nice analogy for the way the
solute’s electron density is distorted through Pauli repulsion interactions with the caging
solvent molecules. Such was the case in previous group studies of Na2 in liquid argon, where
the instantaneous dipole moments induced by the jostling of the electron density due to
nearby solvent molecules actually led to a large instantaneous dipole moment which made
the otherwise completely symmetric solute infrared active.[46]
The “jellybean in a jar of gum balls” model works well for condensed phase systems where
the solvent does not strongly interact with the solute, systems where knowledge of the all-
encompassing average is sufficient for understand the solute’s dynamics. In other words,
for such systems, a description of “jellybean in a jar of gum balls” is sufficient, and one
could then go on to study the jellybean in a jar of malted milk balls or jawbreakers, which
will each jostle and squish the jellybean to different extents. However, this simple analogy
breaks down for cases where the solute and solvent interact even relatively weakly, such as
with the strength of the hydrogen bonds present in liquid water. In such cases, we can
introduce a knew analogy: a jellybean in a jar of gooey gummy bears. Now, instead of
simple jostling and squishing the jellybean, the gummy bear “solvent” can actually latch on,
grabbing hold of the jellybean and forcing it to move according to their own specific motions.
Such interactions have the potential to pull, stretch, and contort the jellybean into a variety
of new shapes, each of which need not behave the same as the last.
Such is the case with Na2 and Na+2 in liquid THF. Although apolar argon does not interact
with the Na2 or Na+2 solute, negatively charged oxygen sites of the THF molecules are capable
of forming dative bonds with the positively charged sodium cores on each end of the solute
molecule. Even though these dative bonds are only about as strong as the hydrogen bonding
8
Figure 1.1: Cartoon depictions of the solvent’s influence on a simple diatomic solute. Panel
(a) shows a happy gas-phase dimer unperturbed by any pesky solvent molecules. However,
when that dimer is placed in the condensed phase, it becomes perturbed. Panel (b) shows
the ”jellybean in a jar of gum balls” scenario: the influence of a solvent that does not interact
with the solute, like Na2 and Na+2 in apolar liquid Ar. Instead, solvent molecules form a cage
around the dimer, compressing and jostling the solute’s electronic density. Finally, panel
(c) shows the ”jellybean in a jar of gooey gummy bears” scenario: a dimer that has been
stretched to a longer bond length while the interacting solvent molecules crowd each end of
the solute, squashing the bonding electron into an entirely new structure, like Na2 and Na+2
in polar liquid THF. The atoms of the dimer molecule are drawn as pink spheres while the
bonding electron is shown as a pale blue ”cloud.” Ar atoms are drawn as orange spheres and
THF as turquoise sticks with red oxygen atoms.
interactions in liquid water, they dramatically alter the condensed phase behavior of the
solute with which they interact. Just like gummy bears pulling on opposite sides of the
jellybean “solute” might cause it to elongate, the datively bound solvent stretches the Na2
and Na+2 bonds in liquid THF such that the solute ends up with an average bond length
that is significantly longer than in the gas phase—the exact opposite trend of the solute’s
interaction with argon solvent molecules. Furthermore, just as having different numbers of
gooey gummy bears on each end would change the way the solute jellybean is distorted,
having different numbers of dative bonds changes the behavior of the Na2 and Na+2 solute.
This leads to multiple stable coordination states for these molecules in liquid THF which
differ only in the specific local solvent environment.
Although the interactions between the THF and solute would not be conventionally consid-
ered chemical bonds, the coordination states must surmount relatively large energy barriers,
essentially undergoing a chemical reaction, in order to interconvert. Thus, these states act
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as discrete molecules that are not only distinct from the gas phase but also from each other.
In such a scenario, we can no longer describe the system as simple a “jellybean in a jar of
gummy bears” because the exact number of gummy bears around the “solute” jellybean at
a given moment influences how the jellybean will behave. In other words, the local solvent
environment is key to understanding the chemical identity of the solute, so we must consider
the system as multiple stable states in equilibrium or risk washing out the true solvent effects
with a deceptive average.
But does all this talk of jellybean solutes and gumball/gummy bear solvents matter beyond
these simulations of simple diatomic in solution? Of course it does! It is already well know
that the solvent in which a chemical process occurs can influence a chemical reaction, such
as my changing the reaction rate or stabilizing products. But additionally, many of the
biological processes necessary for life, such as the folding of a protein into its biologically
function form, are controlled by delicate chemical equilibria. Because so many of these
processes occur in the condensed phase, understanding the specific ways that the local solvent
environment influence the dynamics and reactivity of the solute is of critical importance.
This thesis shows that the solvent, far from a mere spectator in chemical processes, can
actually become a part of the chemical identity of a solute, changing the solute’s behavior
in unexpected and exciting ways.
1.4 Summary of Thesis Content
Understanding how the solvent influences the chemical identity and reactivity of a solute
is essential in understanding condensed phase dynamics. This thesis will delve into key
questions about how a solute interacts with its local solvent environment. In Chapter 2,
which was published in Nature Chemistry as ”Solvents can control solute molecular identity,”
we utilize MQC MD simulations of Na2 in THF to explore in detail how the chemical identity
of a solute can be influenced, and indeed defined, by its local solvent environment. In
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Chapter 3, we focus on the Na+2 molecule in the condensed phase with several aims: to show
through detailed comparisons to all classical simulations the necessity of treating the the Na+2
bonding electron explicitly quantum mechanically if we want to capture the condensed phase
dynamics of the solute, to compare to the results of Chapter 2 to understand the extent of the
solvent’s influence on the condensed phase dynamics of this molecule, and to introduce the
concept of stable gas-phase Na2(THF)+n coordinated clusters that have an electronic structure
completely different than that of gas phase Na+2 , which will have important influence on the
photodissociation dynamics of Na+2 in the condensed phase. Chapter 4 shows that the process
by which the Na+2 molecule dissociates both in liquid argon and liquid THF differs from the
linear response prediction and delves into the reasons for this linear response breakdown.
Finally, Chapter 5 gives an in depth analysis of the changes in the Na+2 electronic structure
as the molecule dissociates in THF.
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Chapter 2
Solvents Can Control Solute
Molecular Identity
Reprinted with permission from Widmer, Devon R., and Benjamin J. Schwartz. Solvents can
control solute molecular identity. Nature Chem. 10, 910-6(2018). Copyright 2018 Nature
Chemistry.
2.1 Abstract
For solution-phase chemical reactions, the solvent is often considered simply a medium to
allow the reactants to encounter each other by diffusion. Although examples of direct solvent
effects on molecular solutes exist, such as the compression of solute bonding electrons due to
Pauli repulsion interactions, the solvent has not yet been considered a part of the chemical
species of interest. We show using quantum simulations of Na2 that when local specific
interactions between a solute and solvent are energetically on the same order as a hydrogen
bond, the solvent controls not only the bond dynamics but also the chemical identity of
simple solutes. In tetrahydrofuran, dative bonding interactions between the solvent and Na
atoms lead to several unique coordination states which must cross a free energy barrier of ∼8
kBT, essentially undergoing a chemical reaction, to interconvert. Each coordination state has
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its own dynamics and spectroscopic signatures, highlighting the importance of considering
the local solvent environment in the identity of condensed-phase chemical systems.
2.2 Introduction
Although most chemical reactions take place in solution, the solvent is usually thought of as a
spectator, acting merely as a medium to hold the reactants and allow them to encounter each
other by diffusion. Of course, for a few special cases, such as solvated electrons[38] and the
charge-transfer-to-solvent transitions[2] of simple anions, the solvent creates the electronic
states that are of importance, primarily because the electrons of interest are not otherwise
bound without the stabilizing presence of the solvent. Moreover, in electron transfer and
related reactions, the reorganization of the surrounding solvent molecules is the driving
force to move the electron from the donor to the acceptor, and thus determines the reaction
rate.[3–5] Dielectric effects from collective solvent motions can lead to solvatochromic shifts
in the electronic absorption spectra of solutes,[90] and solvent molecules can provide viscous
drag that changes the dynamics and thus branching ratios of unimolecular isomerization
reactions.[91] In terms of more direct solvent effects on molecular solutes, in previous work
we showed that Pauli repulsion interactions from the electrons on the first-shell solvent
molecules can compress a solute’s bonding electrons, pushing the solute’s electron density
off axis and raising the bond’s vibrational frequency.[46] But even with these wide-ranging
ways in which solvents can affect chemical reactivity, in none of these cases is the solvent
thought of as being a part of the chemical species of interest.
In this work, we show using mixed quantum/classical (MQC) molecular dynamics (MD)
simulations that local specific interactions between a solute and solvent that are energetically
on the same order as a hydrogen bond not only alter solute molecular properties but also play
an important role as part of the molecular identity of the solute. By simulating the sodium
dimer (Na2) molecule in both liquid Ar and liquid tetrahydrofuran (THF), we show that Pauli
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repulsion interactions between the solvent molecules and the solute bonding electrons deform
the Na2 bonding electron density. This induces large dipole moments and creates infrared
activity in what in the gas phase is a symmetric diatomic solute with no infrared absorption.
In liquid THF, dative bonding interactions between the THF oxygen atoms and the sodium
cation core at the center of each Na atom create a series of distinct, chelated solvation states,
causing even further distortion of the bonding electrons and, in some cases, the induction of
permanent dipole moments. Furthermore, we find that distinct local THF solvation states
each have their own unique Na–Na bond length, bond dynamics and spectroscopic signatures,
and that these different chelation states are separated by barriers of many kBT in free energy.
Thus, to explain the behavior of Na2 in liquid THF, the different chelated solvation states,
which are distinguished only by the weak solute-solvent dative bonds, must be treated as
distinct chemical species.
We chose to study the Na2 molecule in this work because it can be well described in MQC
MD simulations; the molecule can be thought of as two classical Na+ cores that are held
together by two quantum mechanical valence bonding electrons.[46] In our simulations, we
treat the two quantum mechanical bonding electrons using configuration-interaction-with-
singles-and-doubles (CISD),[85] which is equivalent to full CI since only two explicit electrons
are involved. The interactions between the bonding electrons and the Na+ cores[39] and
the THF[27, 41, 86] or Ar[92] solvent molecules are described using previously-developed
pseudopotentials.[93] In this way, we can accurately calculate how immersion of Na2 in
solvents like liquid Ar or THF affects the molecular electronic and vibrational structure of
this relatively simple solute. Details of the potentials and computational methods we use
are given in the Supplementary Information (SI) but in general are similar to those in our
previous work.[46, 85, 86] We note that we used these same potentials and level of theory to
simulate the structure, spectroscopy and excited-state dynamics of the sodium anion (Na−)
in liquid THF, and obtained excellent agreement with experiment.[39, 41] The Na2/THF
system studied here is theoretically identical to our previously-studied Na−/THF system
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except for the presence of a second identically-theoretically-treated sodium nucleus.
2.3 Results and Discussion
Because there is relatively little exchange and correlation between the bonding electrons
and those in the Na+ core, our MQC description of the Na2 molecule in the gas phase
gives good agreement with high-level quantum chemistry calculations,[46, 94] as summarized
in Table 2.1. Figure 2.1a shows that the gas-phase Na2 valence electron density forms a
symmetric ovoid around the Na2 center of mass, as expected from the ideas of molecular-
orbital theory.[95, 96] When we insert the Na2 molecule into solution, however, interactions
between the solvent molecules and bonding electrons produce a valence electron density that
is deformed relative to that in the gas phase. Figure 2.1b shows that when Na2 is placed in
liquid Ar, Pauli repulsion interactions from the surrounding cage of Ar atoms, on average,
compress the solute’s bonding electronic density leading to a stiffer, tighter chemical bond
(Table 2.1). As we saw previously,[46] solvent fluctuations, even in apolar liquid argon, induce
relatively large instantaneous dipole moments µ (Table 2.1), even though the overall average
dipole moment remains zero since the instantaneous dipoles point in random directions.
THF molecules, on the other hand, are known to chelate Na+ in solution, with THF
oxygen sites forming metal-oxygen dative bonds with strength similar to that of a hydrogen
bond, about 5 kcal/mol. We have shown previously on the basis of both MQC simulations
and ultrafast spectroscopy experiments that when bare Na atoms are created in liquid THF,
THF molecules push the Na valence electron off-center to allow the formation of Na–THF
oxygen site dative bonds; in other words, the neutral atomic Na species in liquid THF is
best though of as a Na+–solvated electron tight-contact pair rather than a solvated atom.[86,
101] Indeed, when simulated with the same potentials and methods used here,[86, 101] the
calculated properties of sodium cation:electron contact pairs were found to be in excellent
agreement with experiment.[42, 102] Unlike what happens with bare Na atoms, the Na2
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System re (Å) ωe (cm-1) µ (e-Å)
Gas Phase Exp[97–100] 3.08 159.1 0.0
Gas Phase [CCSD(T)] 3.185 ± 0.004 149 ± 26 0.0
Gas Phase [MQC] 3.270 ± 0.004 136 ± 23 0.0
Argon 3.167 ± 0.005 161 ± 48 0.11 ± 0.05
THF (average) 3.617 ± 0.002 112 ± 15 0.6 ± 0.4
Na(THF)3–Na(THF)3 3.472 ± 0.008 119 ± 33 0.4 ± 0.2
Na(THF)2–Na(THF)4 3.66 ± 0.01 108 ± 20 1.2 ± 0.3
Na(THF)3–Na(THF)4 3.692 ± 0.007 113 ± 24 0.7 ± 0.2
Table 2.1: Average bond length (re), vibrational frequency (ωe), and instantaneous dipole
moment (µ) for Na2 in the gas phase and in various solution environments. re and ωe values
for our work were obtained from Harmonic fits to the well bottom of the potential energy
surface (gas phase) or potential of mean force (solution phase); cf. Fig. 2.4, below. The post-
Hartree-Fock gas phase fixed-point calculations were performed using coupled-cluster with
singles, doubles and perturbative (linearized) triples [CCSD(T)] with the 6-311+G(d,p) basis
set using GAUSSIAN 09. The gas-phase values calculated with our plane-wave-based CISD
method give good agreement with theory at a similar level using more standard basis sets.[94]
The quoted errors are the standard deviations calculated from the non-linear least-squares
fit.
molecule simulated here remains intact in liquid THF, but Figure 2.1c shows that, similar
to the Na+-solvated electron tight-contact pair, local interactions with the solvent displace
the solute valence electron density to expose part of each Na+ core for chelation by the THF
oxygen sites. The net effect of these dative interactions with the solvent is to cause the solute
valence electron density to spill out away from the bond axis, leading to instantaneous dipole
moments that are much larger than in liquid Ar. Also in contrast to the bond compression
seen in liquid Ar, the THF–Na+ interactions lead to a large increase in the Na–Na bond
length (Table 2.1).
To better understand the local interactions between Na2 and THF, the black curve in
Fig. 2.2 shows the Na+–THF oxygen site radial distribution function, g(r), averaged over
both Na+ cores. The large peak at 2.35 Å that dominates the g(r) corresponds to THF
oxygen sites that coordinate the Na+ core; this dative bond distance is the same as that
for solvation of both bare Na+ ions and Na+:solvated electron tight-contact pairs in liquid
THF.[86, 103] Although six THF molecules coordinate a bare Na+ and four coordinate the
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Figure 2.1: Representative simulation snapshots of Na2 reveal deformation of the bonding
electronic density in the condensed phase. The Na+ cores are plotted as black spheres (scaled
to their ionic radius) while the valence electrons’ density is represented as a transparent blue
surface with a blue wire mesh enclosing 90% of the charge density. The first solvation shell
of Ar atoms (with a cutout to enable viewing of the electron density) are plotted as pink
spheres (scaled to their van der Waals radius) and THF molecules are plotted as light-blue
sticks with red oxygen atoms. The dative bonds between Na+ and THF oxygen sites within
3.5 Å are drawn with thin black lines. For the sodium dimer in THF, the snapshot shown is
for the most commonly-occurring Na(THF)3–Na(THF)4 coordination state; representative
snapshots for other coordination states and further discussion is provided in the SI. In the
gas phase (a), the bonding electron density forms a symmetric ovoid around the dimer center
of mass. However, in liquid Ar (b), the electron density is compressed, resulting in a slightly
shorter average bond length, and in liquid THF (c), the Na+-THF oxygen site dative bonds
elongate the Na2 bond length and distort the electron density.
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neutral Na species,[86] integration of the g(r) for Na2 in THF reveals an average coordination
of 3.25 THF oxygens making dative bonds per Na atom.
To understand why the average coordination number is not an integer and why the THF-
solvated Na–Na bond length is longer than that in the gas phase or liquid Ar, we examined
the free energies involved in THF coordination of Na2. To do this, we introduce a continuous
coordination number nNa+ , defined as the number of THF oxygen sites that reside within
a certain distance of the atomic center (actually, the integrated number of THF oxygens
weighted by the function S(r), shown as the dashed green curve in Fig. 2.2; this is very
similar to the coordinate we used in our previous work on Na+:solvated electron tight-contact
pairs in liquid THF, and details are given below in the methods section). By examining the
distribution of nNa+ along our equilibrium Na2/THF trajectory, we were able to calculate the
free energy A, or potential of mean force, as a function of the coordination number coordinate
for each Na atom, which is shown in Fig. 2.3a. The figure shows clearly that there are only
a few stable Na2 coordination states, and that the minima in A occur precisely at integer
coordination numbers. The coordination states accessible at equilibrium are Na(THF)3–
Na(THF)3, Na(THF)2–Na(THF)4, and Na(THF)3–Na(THF)4 (referred to as (3,3), (2,4),
and (3,4) in the figures below), which occur at room temperature with relative populations
of roughly 50:17:54, respectively, explaining the average THF coordination number of 3.25.
The figure also shows that these stable coordination states interconvert along pathways where
nNa+ on one Na+ core remains fixed while the other Na+ core either gains or loses a single
coordinating THF.
Figures 2.3b and 2.3c also show one-dimensional slices along two of the coordination-state
conversion pathways, revealing relatively large potential energy barriers (∼8 kBT high) that
must be overcome to convert between coordination states. Indeed, we see that at equilib-
rium the typical interconversion time at room temperature for the Na(THF)3–Na(THF)4 →
Na(THF)3–Na(THF)3 reaction is ∼37 ps, and ∼32 ps for the reverse Na(THF)3–Na(THF)3
→ Na(THF)3–Na(THF)4 interconversion reaction while we see ∼38 ps for the Na(THF)3–
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Figure 2.2: Pair distribution function, g(r) (solid black curve), showing the chelation of the
Na+ cores in Na2 by THF, leading to the formation of metal-oxygen dative bonds. g(r)
is averaged over Na+–THF oxygen site distances for both Na+ cores. The dashed green
curve shows the smooth weighting function, S(r), used to define the THF coordination
number around the Na+ cores. The inset shows g(r) on an expanded scale, revealing the
full coordination of the Na+ cores by THF molecules at the 2.35 Å dative bond distance.
The error bars represent 95% confidence intervals. The sharp coordination peak at the 2.35
Å similar to that observed for the Na+:solvated electron tight-contact pairs formed from
bare sodium in liquid THF, reveals that THF molecules displace the Na2 bonding electron
density, exposing both Na+ cores for chelation.
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Figure 2.3: The stable coordination states of Na2 in liquid THF behave as distinct molecules.
a, The potential of mean force as a function of the Na+–THF solvent coordinate, nNa+
(generated by summing the number of THF oxygen atoms weighted by S(r) in Fig. 2.2),
for each Na+ core. The data clearly reveal multiple stable states with integer numbers
of coordinated THF molecules that are connected by conversion pathways in which the
coordination of one Na+ core changes by a single THF molecule. Slices along (b) the nNa1+
= 3 and (c) the nNa1+ = 4 conversion pathways reveal steep potential barriers of several
kBT that must be overcome to convert between the stable coordination states, much like
the energy barriers of a traditional chemical reaction coordinate. Error bars represent 95%
confidence intervals. For comparison, the results of fixed-point DFT calculations (see the SI
for details) using the range-separated hybrid ωB97M-V functional[104] with implicit solvent
are shown as the black asterisks.
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Na(THF)4→Na(THF)2–Na(THF)4 reaction and∼16 ps for the reverse Na(THF)2–Na(THF)4
→ Na(THF)3–Na(THF)4 reaction (see SI for details). These ‘reaction times’ observed during
the simulation trajectory match reasonably well with values predicted from transition state
theory, as shown in the SI, consistent with the assignment of the interconversion between
coordination states as chemical reactions. Clearly, the coordination states at each free energy
minimum can be thought of as distinct chemical species, with reactive pathways connecting
the different species in equilibrium. Thus, even though each Na+–THF dative bond has a
strength that is similar to that of a hydrogen bond, the collective interaction of the solute
with the solvent produces a variety of new chemical species that are in equilibrium, each of
which is distinguished only by the involvement of the solvent.
To verify that the solvent-induced changes in molecular identity we see make sense, we
used density functional theory (DFT) to calculate the relative energies of the different
Na2/THF coordination states extracted from our MQC simulations, performing calculations
on geometry-optimized configurations from our simulations extracted at both the free energy
minima and at the tops of the interconversion barriers. Since the coordination states involve
relatively weak dative interactions between the THF oxygen and sodium atoms, we used the
range-separated hybrid ωB97M-V functional, which includes non-local correlation;[104] the
details of how we performed these fixed-point calculations are given in the SI. Indeed, we
find, as summarized by the black asterisks in Figs. 2.3b and c, that the relative energetics
calculated both directly in the MQC simulations and by DFT, for both the different coordi-
nation states and the barriers for their interconversion, agree to within one or two kBT , an
amount that is well within the error of the DFT calculations.
How unique are the Na2 chemical species that differ only in their local coordination with
the solvent? In Fig. 2.4 we compare the potential energy of the gas-phase Na2 molecule
(black curve) to the potentials of mean force (PMFs) for the molecule in liquid Ar (orange
curve), in liquid THF on average (purple dotted curve), and for each of the stable THF-
solvated coordination states (red, green and blue curves) as a function of the Na–Na bond
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Figure 2.4: Different potentials of mean force for the Na2 molecule in various environments,
including with different local solvent coordination in liquid THF. The gas-phase potential
energy surface for Na2 calculated with our MQC model (as described in Glover et al.[46])
is plotted in black with the minimum set to zero for comparison with the condensed-phase
PMFs. The PMFs for each Na2 coordination state in liquid THF are plotted with minima set
to the coordination state energies from Fig. 2.3 to illustrate the relative probabilities. The
overall PMF in liquid THF (purple dotted line) is not smooth, most notably with wiggles
present in the curve bottom, where statistics ought to be high enough to preclude defects,
whereas the PMFs of the individual coordination states are quite smooth, highlighting the
necessity of thinking of the Na2/THF system as three discrete molecules in equilibrium rather
than an overall average. Error bars represent 95% confidence intervals.
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distance; these are the potential energy surfaces that govern how the two Na atoms move in
each of the respective environments. The figure shows clearly that the overall PMF for the
sodium dimer in liquid THF is not smooth; there are wiggles at the bottom of the well that
result from the presence of the different (and distinct) solvent coordination states. Thus,
it makes much more sense to think of the Na2/THF system as three different molecules in
equilibrium: as summarized in Table 2.1, each THF-coordination state has a different Na–
Na bond length (re, the position of the minimum in the PMF) and a different vibrational
frequency (ωe, the curvature of the PMF around the minimum), verifying that each is a
unique chemical species.
Figure 2.5a shows the vibrational motions of Na2 in the different environments, calculated
as power spectra (Fourier transforms of the bond velocity autocorrelation function, C(t) =
〈v(t) · v(0)〉; see the SI for details). The peak in the power spectrum in liquid Ar is blue
shifted from that in the gas phase because, on average, Pauli repulsion interactions from the
first-shell Ar solvent molecules compress the bonding electrons and shorten the overall bond
length, thus raising the Na2 vibrational frequency.[46] In liquid THF, however, the main Na–
Na vibrational peak is lowered in frequency; the purple dotted curve shows that on average
the Na atom motions in THF occur at a frequency more than 10 cm-1 below that predicted
by the curvature of the average PMF for the dimer in THF (Table 2.1). However, the
frequencies of the lowered Na–Na vibrational motions in THF match nearly perfectly with
those predicted by the curvatures of the individual coordination-state PMFs in (cf. Fig. 2.4
and Table 2.1). Figure 2.5a also shows the presence of a sharper blue-shifted-peak near
∼200 cm-1 that is nearly double that of the gas-phase vibrational frequency. This higher-
frequency motion corresponds to the stretching of the Na+–THF oxygen dative bonds, as
verified by tracking the bond velocities of the dative bonds during intervals where the dimer
remained in a single coordination state. Like the Na–Na vibrational peak, the dative bond
stretching peak shifts with coordination number, with less-coordinated Na+ cores holding the
datively-bound THFs more tightly, resulting in a slightly higher stretching frequency. This
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also explains the splitting of the high-frequency peak for the asymmetrically-coordinated
states, which have two types of solvent dative bonding interactions in a single molecule. The
net result is that the Na atoms move at multiple new frequencies when the dimer is placed in
liquid THF, and these frequencies can only be clearly resolved by considering the individual
coordination states.
In liquid Ar, we showed previously that solvent collisions push the bonding electrons in
Na2 off-center, creating randomly-oriented instantaneous dipole moments for the non-polar
molecule in the non-polar solvent that produce an infrared absorption spectrum.[46] In liquid
THF, we see in Table 2.1 that the symmetrically-coordinated Na(THF)3–Na(THF)3 species
behaves similarly to that in liquid Ar, although the average value of the instantaneous dipole
is somewhat larger in THF. But for the asymmetrically coordinated chelation states, the
average net displacement of the Na2 bonding electronic density from the more-coordinated
to the less-coordinated Na+ core gives rise to a permanent dipole. Thus, even though gas-
phase Na2 has no dipole and is completely IR inactive, in solution the molecule should be at
least weakly IR active, and should have a stronger IR absorption for chemical species such
as Na(THF)2–Na(THF)4 and Na(THF)3–Na(THF)4 that have permanent dipole moments.
Figure 2.5b shows the calculated IR spectra (Fourier transform of the dipole autocorre-
lation function; see SI) of Na2 in each of the various environments considered here. Each
spectrum shows a large peak at low frequencies (∼50 cm-1 in Ar and ∼20 cm-1 in THF),
resulting from intermolecular rattling motions of the entire coordinated dimer species in
the cage of surrounding solvent molecules, a motion that strongly modulates the molecular
dipole moment.[28, 46] In THF, the IR spectrum of each coordination state also shows a peak
at ∼200 cm-1, the stretching frequency of the Na+–THF oxygen site dative bonds; as the
dative bonds become slightly shorter or longer, this pushes (or pulls) the bonding electron
density away from (or toward) the Na–Na internuclear space, modulating the overall solute
dipole moment. Furthermore, each of the chelated species in THF shows a shoulder in their
IR spectrum at ∼60 cm-1, which is the vibrational frequency of the fully-chelated Na atoms
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Figure 2.5: Different Na2 coordination states are spectroscopically distinct. a, Vibrational
spectra of Na2 calculated from the Fourier transform of the bond velocity autocorrelation
function. The gas phase vibrational frequency is shown as a black line at 136 cm-1. The
spectrum in liquid Ar (orange curve) is blue shifted relative to the gas phase, as expected
from to the compression of the Na2 bonding electrons due to Pauli repulsion interactions
with the first-shell Ar solvent molecules. In liquid THF (purple dotted curve for overall
and blue, green and red curves for individual coordination states), however, the main Na–
Na vibrational peak is red-shifted due to elongation of the bond with a second, sharper
peak near 200 cm−1 from the motions of the Na+–THF oxygen dative bonds. b, Infrared
spectra of Na2 in different solution environments calculated from the Fourier transform of the
dipole moment autocorrelation function; the molecule has no IR spectrum in the gas phase.
Apart from the large peak at 50 cm−1 in Ar and 20 cm−1 in THF (intermolecular rattling
motions), more subtle features of the dipole motion modulation are present at 60 cm−1 for
THF coordination states (vibration of fully-chelated sodium atoms), 160 cm−1 for Na2 in
Ar (Na2 vibration), and 200 cm−1 for Na2 in THF (dative bond vibration). c, Calculated
electronic absorption spectra for the Na2 molecule in different environments. The gas phase
absorbance lines are plotted as vertical black lines scaled to their relative intensities. Similar
to the vibrational spectra (a), the Na2 absorption spectrum is blue-shifted in liquid Ar but
red-shifted in liquid THF. Error bars represent 95% confidence intervals.
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(including their coordinated solvent molecules) moving against each other, also modulating
the overall dipole moment. This shoulder does not appear when considering the overall IR
spectrum for the dimer in THF (purple dotted curve), indicating that the modulation of the
dipole of the sodium dimer in THF cannot be explained without isolating the behavior of
the specific individual coordination states.
Not only do the different Na2 solvent coordination states have different vibrational spectra,
they also have different predicted electronic absorptivity. Figure 2.5c shows the calculated
UV-Visible absorption spectra for Na2-based species in different environments; details of
how we calculated the spectra are given in the SI but are similar to those in our previous
work.[41, 46, 101] In apolar liquid Ar, the electronic absorption spectrum resembles that in
the gas phase, although it is somewhat blue shifted, as expected since the valence electrons
in Ar are more compressed than in the gas phase. In liquid THF, however, the absorption
spectra of the different coordination states are predicted to red shift relative to the gas
phase due to the elongation of the Na2 bond and the displacement of electron density away
from the Na+ cores. The magnitude of the red shift increases with increasing coordination.
The Na(THF)2–Na(THF)4 and Na(THF)3–Na(THF)3 states, each with a total coordination
number of 6, shift ∼0.4 eV to the red of the gas phase maximum while the Na(THF)3–
Na(THF)4 state, with a total coordination number of 7, shifts nearly twice as much. It is
worth noting that if one were to ignore the existence of the different coordination states and
examine only the average absorption spectrum of Na2 in THF (purple dotted curve), the
main peak would have an unusually broad width, and the presence of the secondary peak due
to transitions to higher excited states would be lost, potentially leading to a mis-assignment
of the observed spectral features.
Finally, we note that even though all these predictions of solvent control over molecular
identity have been made on the basis of computer simulations, it should be possible to verify
all of these predictions experimentally. Solvated Na2 molecules have already been prepared
in low-temperature rare gas matrices by co-evaporating Na metal with the solvent, and the
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Raman spectrum of the solvated dimers has been measured.[72–78] It should be feasible
to create Na2 in other good evaporatable glass-forming liquids, such as 2-methyl-THF,[79]
which ought to show all the same distinct IR and UV-Visible spectroscopic features predicted
here for unsubstituted THF. Moreover, if there is some way to prepare Na2 transiently at
room temperature, our simulations suggest that the different chelated species interconvert
on a time scale slow compared to the vibration time scale, so that ultrafast spectroscopy
techniques should be able to test our predictions. Furthermore, we have performed prelim-
inary simulations of the sodium dimer cation (Na+2 ) in liquid THF, and found that there
are similar coordination states, although with slightly higher average coordination numbers.
This opens the possibility for preparing mass-selected gas-phase Na+2 /THF clusters, whose
spectroscopy and properties could also be probed directly. Whether prepared as neutral
dimers or molecular cations, it should be possible to experimentally confirm the presence of
the different solvent-coordinated chemical species in equilibrium by vibrational or electronic
spectroscopy.
2.4 Conclusions
In summary, MQC MD simulations of Na2 in liquid THF reveal that the solvent plays an
intimate role in the bond dynamics, electronic properties and indeed, chemical identity of
simple solutes. Even though there are only relatively weak local specific interactions be-
tween Na atoms and liquid THF, we find that several unique coordination states of Na2
are stable under equilibrium conditions: Na(THF)2–Na(THF)4, Na(THF)3–Na(THF)3, and
Na(THF)3–Na(THF)4. There is no simple way to explain the average properties of Na2 in
THF except by thinking of each coordination state as a different molecule that undergoes
a series of equilibrium chemical reactions, crossing free energy barriers of ∼8 kBT to con-
vert from one stable coordination state to another. Indeed, the rates at which the different
coordination states interconvert are consistent with simple transition state theory, adding
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credence to their identity as separate chemical species. Moreover, each coordination species
has a unique bond length, distinct bond dynamics, and different IR and UV-Visible absorp-
tion spectra, providing an experimental handle to test the idea that interactions with the
solvent can induce changes in solute chemical identity. We close by reiterating that the local
specific interactions responsible for this behavior, the formation of Na–THF oxygen dative
bonds, are no stronger than the hydrogen bonds that help form the secondary structure of
peptides and proteins or lead to clathrate formation in aqueous solutions. This suggests
that the concept of solvent participation in chemical identity, with chemical reactions con-
verting between different local coordination states, is likely ubiquitous throughout solution
chemistry and biochemistry.
2.5 Methods
2.5.1 Overview of Simulation Details
Our MQC MD simulations consisted of classical solvent molecules, two classical Na+ cations,
and two fully quantum mechanical electrons. Interactions between the classical particles
and the quantum mechanical electrons were accounted for using Phillips Kleinmen (PK)
pseudopotentials,[88] modified with polarization potentials to correct for the frozen-core
approximation implicit in PK formalism.[27, 33, 89] An overview of the classical interactions
and pseudopotentials used is given in the SI as well as in our previous work.[27, 39, 41, 86]
Simulations in liquid Ar involved 1600 solvent molecules in a cubic simulation cell of side
length 43.8 Å, while those in liquid THF used 254 solvent molecules contained in a cubic
simulation cell with side length 32.5 Å. The simulation cell lengths were chosen to match
the experimental solvent densities at the simulation temperature (1.26 g/mL at 120 K for
the Ar simulations and 0.89 g/mL at 298 K for the THF simulations). Periodic boundary
conditions were implemented with minimum image convention[87] and all interactions were
tapered smoothly to zero at 16 Å over a 2 Å range using a center of mass-based switching
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function due to Steinhauser.[105]
We used our two-electron Fourier grid (2EFG) electronic structure algorithm[85] to solve
the time-independent Schrodinger equation for the electrons’ wave function at every time
step (5 fs in Ar and 4 fs in THF). The valence electrons’ eigenstates were expanded on a
six-dimensional real-space grid. For Ar, we used a basis of 16×16×16 over a 14 Å3 box, and
for THF, we used a basis of 20×20×20 over a 17.5 Å3 box, for a consistent grid spacing of
0.875 Å. These dimensions were chosen to keep the basis set as small as possible for each
system while still capturing both the spatial extent and the solvent-induced distortions of
electronic wave function. We centered the grid in the middle of the simulation cell and
shifted all classical particles relative to the grid every 500 fs to avoid leakage of the wave
function at the edges of the grid basis and so that the wave function was always located
roughly in the center of the simulation cell. The classical particles were shifted an integer
number of grid spaces to avoid discontinuities in the quantum energy that would prevent
total energy of simulation from being conserved. The Ar simulation was equilibrated at 120
K (within the liquid region of the phase diagram)[95, 106] and the THF simulation at 298
K before 500-ps production trajectories were run.
2.5.2 Definition of Coordination Coordinate
To develop the coordination coordinate used to construct our coordination PMF, we first
defined a continuous coordination number variable, nNa+ , as
nNa+ =
∑
i
S (|rO,i − rNa+|) , (2.1)
where i runs over every THF oxygen site and rNa+ and rO,i are the positions of the Na+
core and the ith oxygen site respectively. The Fermi function S(r) is defined as S(r) =
1
exp[κ(r−rc)]+1 , where rc is a cutoff radius that defines when a solvent molecule is coordinated
to the Na+ and κ−1 is the width of the transition region where the Fermi function switches
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from 1 to 0 around rc. For this work, we selected κ−1 = 0.2 Å and rc = 3.50 Å, corresponding
to the first minimum of the Na+-THF oxygen site g(r). These values are similar to those
used by our group for studies of sodium neutral in THF[86] but have been re-optimized for
the Na2 molecule. Equation 1 was evaluated for each Na+ core to generate the plots in
Figure 2.3.
2.5.3 Potential of Mean Force Calculations
All potential of mean force plots for coordination number were calculated based on the neg-
ative natural logarithm of the probabilities of each state. First, we binned up the number of
production run configurations in each state, assuming Poisson statistics such that the error
for each bin count was simply its square root. Next, we normalized the histogram results by
dividing by the maximum bin count. Finally, we generated the PMF free energy values, A,
in kBT by taking the negative natural logarithm of the normalized bin counts. The normal-
ization ensured that the most probable state is plotted at 0 kBT. The free energy error was
propagated according to σ = ±
√
bincount/maxbincount
bincount/maxbincount
. Because the proportion of configurations
in each Na2 coordination state accessed at equilibrium in THF are of similar amounts, we did
not need to use umbrella sampling to improve statistics (the relative population values for
the Na(THF)3-Na(THF)3, Na(THF)2-Na(THF)4, and Na(THF)3-Na(THF)4 were 50:17:54
respectively). We note that in our previous work on the related sodium cation:solvated
electron contact pairs, direct sampling of the different coordination states was in excellent
agreement with those determined by importance sampling.[101]
2.6 Supplemental Information
2.6.1 Mixed Quantum/Classical Model
In addition to classical solvent molecules, our mixed quantum/classical (MQC) molecular dy-
namics (MD) simulations, performed in the microcanonical ensemble, consisted two classical
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Na+ cations and two fully quantum mechanical electrons. For simulations in liquid Ar, we
used a simulation cell of side length 43.8 Å and 1600 solvent molecules, while our simulations
in liquid THF used a simulation cell of side length 32.5 Å and 254 solvent molecules. The
choice of cell size reproduced appropriate solvent densities at the simulation temperatures
(1.26 g/mL at 120 ± 2 K for Ar simulations and 0.89 g/mL at 298 ± 6 K for THF sim-
ulations). The THF molecules were treated as rigid, planar five-membered rings following
the work of Chandrasekar and Jorgensen.[103] The rigid planarity of the molecules was en-
forced using the RATTLE algorithm, as in our previous MQC MD work in this solvent.[86]
Periodic boundary conditions were implemented with minimum image convention[87] and
all interactions were tapered smoothly to zero at 16 Å over a 2 Å range with a center of
mass-based switching function due to Steinhauser.[105]
All interactions were taken to be pair-wise additive. Thus, the full Hamiltonian of the
system is Hˆ = Hcl + Hˆqm. In atomic units, the classical portion of the Hamiltonian is given
by
Hcl =
1
2
mNa+
2∑
i=1
v2Na+i +
1
2
msolv
nsolv∑
i=1
v2solvi + U
Na+−Na+(|RNa+1 −RNa+2|)
+
nsolv∑
i=1
nsolv∑
j>i
U solv−solv(|Rsolvi −Rsolvj |) +
2∑
i=1
nsolv∑
j=1
UNa
+−solv(|RNa+i −Rsolvj |) (2.2)
where vχi is the velocity of the ith sodium (χ = Na+) or solvent molecule (χ = solv) at
position Rχi and mass mχ and Uχ−γ is a classical potential between atom types χ and γ
(χ, γ = Na+ or solv). The quantum Hamiltonian is given by
Hˆqm =
2∑
i=1
pˆ2i
2
+
2∑
i=1
2∑
j=1
V Na
+
(|RNa+j − rˆi|) +
2∑
i=1
nsolv∑
j=1
V solv(|Rsolvj − rˆi|) + rˆ−112 (2.3)
where pˆi and rˆi are the momentum and position operators for electron i, respectively, V χ is
the pseudopotential representing the interaction between an electron and atom type χ, and
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rˆ−112 is the Coulomb operator for the two valence electrons.
We modeled the classical interactions between the two Na+ cations through a point-charge
Coulomb potential, UNa+−Na+(R) = 1/R, since the short-range repulsion between the cores
is negligible around the internuclear separation of Na2. The Na+-Ar interaction was taken
from a fit to the ab initio calculations of Ahmadi, Almlöf, and Røeggen[107]:
UNa
+−Ar(R) =
a1exp(−a2R)
R
− 2
1 + a1exp(a3/R)
(
C6
R6
+
C8
R8
)
(2.4)
where a1 = 242.32 Hartree, a2 = 1.67 bohr-1, a3 = 5.6 bohr, C6 = 255 bohr5, and C8 = 4410
bohr7. Following Gervais et al,[92] we have subtracted the charge-dipole term, which goes
as −0.5αAr/R4, where αAr is the dipole polarizability of Ar, since Ar is interacting with a
net neutral Na2 species. All other classical interactions were modeled with Lennard-Jones
potentials:[87]
uij(rij) =
1
4piϵ0
qiqj
rij
+ 4ϵij
[(
σij
rij
)12
−
(
σij
rij
)6]
(2.5)
where rij is the distance between the ith and jth solvent/Na+ site, qi is the charge on the ith
site, ϵij is the potential well depth, and σij is the finite distance at which the inter-particle
potential is zero. The Lennard-Jones parameters used in this study are listed in Table 2.2.
The standard Lorentz-Berthelot combining rules were used to calculate the solute-solvent
site and solvent site-solvent site interactions in THF.[87]
σ (Å) ϵ (kJ/mol) q (e)
Argon 3.405 0.996 0.0
THF-oxygen 3.0 0.71 –0.5
THF-α-methyl 3.8 0.49 +0.25
THF-β-methyl 3.905 0.49 0.0
Na+ 1.67 22.07 +1.0
Table 2.2: Lennard-Jones and coulomb potential parameters for Na2, Ar, and THF.
Interactions between the classical particles and the quantum mechanical electrons were
accounted for using Phillips Kleinman (PK) pseudopotentials[88] modified with polarization
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potentials to correct for the frozen-core approximation implicit in PK formalism.[27, 33, 89]
For the electron-argon interaction, V e−−Ar we used a modified version of the pseudopotential
developed by Gervais et al,[92] described in detail in our previous work.[46] For V e−−Na+ and
V e
−−THF, we used rigorously-derived psedopotentials previously developed by our group, the
details of which can be found in Refs. 39 and 27, respectively. The final pseudopotential fits
are presented here Tables 2.3 and 2.4.
i ci (a.u.) αi (a.u.)
1 -0.103 055 903 0.189 844 564
2 0.436 627 83 0.069 933
3 0.541 733 81 0.032 893
4 0.134 538 22 0.016 122
Table 2.3: Parameters used in the construction of the sodium-electron pseudopotential for
use in Na2 simulations, φ(r) =
∑4
i=1 cie
−αir2 . Further details of the sodium-electron pseu-
dopotential can be found in Ref 39.
2.6.2 Two-Electron Fourier Grid Method for Solving for the Va-
lence Electrons’ Wave function
The details of our two-electron Fourier grid (2EFG) method for solving for the valence
electrons’ wave function are described extensively in our previous work,[85] but are briefly
outlined here for completeness. In our 2EFG method, the valence electrons’ wave function
is expanded on a six-dimensional real-space grid according to
|Ψ〉 =
N3∑
i=1
N3∑
j=1
Ψi,j |rirj〉 (2.6)
where |rirj〉 is the basis point of the six-dimensional regular, real-space grid at 6-dimensional
position (ri, rj), N is the number of grid points in each dimension, and Ψi,j are the real-
valued expansion coefficients in this basis. We enforce spin-singlet symmetry in the expansion
coefficients by restricting Ψi,j = Ψj,i. Constructing the basis in this manner is advantageous
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Ufit(r) =

Uo + Ucα1 + Ucα2 + Ucβ1 + Ucβ2
+ Uhα1 + Uhα2 + Uhα3 + Uhα4 + Uhβ1
+ Uhβ2 + Uhβ3 + Uhβ4 + Uao + Uao
+ Uac + Uac + Uaa + Uaf
Uo(r− ro) =
(
o1(x− xo)4 + o2(y − yo)4 + o3(z − zo)4 − o4
)
× exp (− [o5(x− xo)2 + o6((y − yo)2 + (z − zo)2)])
+ o7
e−o8(r−ro)
2
|r−ro|
o1 = 2.8926 o2 = 0.1017 o3 = 1.9379 o4 = 4.1887
o5 = 1.0552 o6 = 1.2853 o7 = 9.4147 o8 = 23.4135
Ucα(r− rcα) =
cα1
[
(y − ycα) + cα2 (z − zcα)
]
× exp (− [cα3 (x− xcα)2 + cα4 ((y − ycα)2 + (z − zcα)2)])
− cα5 1|r−rcα| + c
α
6 exp
[−cα7 (r− rcα )4]
cα1 = 62.6462 c
α
2 = 0.1426 c
α
3 = 7.9044 c
α
4 = 7.9516
cα5 = 0.3147 c
α
6 = 6.3821 c
α
7 = 34.2773
Ucβ(r− rcβ) =
cβ1
[
(y − ycβ) + cβ2 (z − zcβ)
]
× exp
[
−
(
cβ3 (x− xcβ)2 + cβ4 ((y − ycβ)2 + (z − zcβ)2)
)]
− cβ5 1|r−rcβ | + c
β
6 e
−cβ7 (r−rcβ)4
cβ1 = 13.3107 c
β
2 = 1.3455 c
β
3 = 5.3624 c
β
4 = 4.4085
cβ5 = 0.3033 c
β
6 = 1.4495 c
β
7 = 7.8897
Uhα(r− rhα) = −hα1
exp[−hα2 (r−rhα)2]
|r−rhα| + h
α
3 exp
[−hα4 (r− rhα)2]
hα1 = 0.8357 h
α
2 = 0.8769 h
α
3 = 0.2657 h
α
4 = 0.0852
Uhβ(r− rhβ) = −hβ1
exp
[
−hβ2 (r−rhβ)2
]
|r−rhβ | + h
β
3 exp
[
−hβ4 (r− rhβ)2
]
hβ1 = 0.7861 h
β
2 = 0.9584 h
β
3 = 0.1362 h
β
4 = 0.0359
Uao(r− rao) = ao1exp
[− (ao2(x− xao)2 + ao3(y − yao)2 + ao4(z − zao)2)]
ao1 = 2.7673 a
o
2 = 1.0552 a
o
3 = 0.5211 a
o
4 = 0.7436
Uac(r− rac) = ac1exp
[− (ac2(x− xac)2 + ac3((y − yac)2 + (z − zac)2))]
ac1 = 0.9996 a
c
2 = 0.6810 a
c
3 = 0.3058
Uaa(r− raa) = a
a
1exp
[− (aa2(x− xaa)2 + aa3((y − yaa)2 + (z − zaa)2))]
− aa4exp
[− (aa5(x− xaa)2 + aa6((y − yaa)2 + (z − zaa)2))]
aa1 = 11.7043 a
a
2 = 0.5978 a
a
3 = 0.1703
aa4 = 10.7099 a
a
5 = 0.5994 a
a
6 = 0.1597
Uaf (r− raf ) = af1exp
[
−
(
af2 (x− xaf )2 + af3 (y − yaf )2 + af4 (z − zaf )2
)]
af1 = 0.4472 a
f
2 = 0.0443 a
f
3 = 0.0379 a
f
3 = 0.2579
Table 2.4: Functional form and parameters of the fit to the exact e−–THF effective poten-
tial. The 47-parameter fit has functional contributions centered on 19 different sites. The
functional and parameter notations are explained in Ref 27. For the parameters given here,
the distances are in Bohr radii and the energies are in Hartrees.
because all of the various potential energy operators have a diagonal matrix representation,
including the electron–electron Coulomb operator. Furthermore, transforming the real-space
wave function to reciprocal-space through fast Fourier transforms also gives the kinetic energy
operator a diagonal matrix representation, allowing for rapid construction of the quantum
Hamiltonian operator matrix.
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2.6.3 MQC Simulations of Na2 in the Condensed Phase
For simulations in liquid Ar, we used a basis of 16×16×16 grid points distributed over a
cubic box with 14 Å sides for the valence electrons, and for simulations in liquid THF, we
used a basis of 20×20×20 grid points distributed over a cubic box with 17.5 Å sides, giving
a consistent grid spacing of 0.875 Å. These dimensions were chosen to keep the basis set as
small as possible for each system while still capturing the spatial extent of electronic wave
function, which was larger in THF than Ar. We centered the grid in the middle of the
simulation cell and shifted all classical particles relative to the grid every 500 fs to avoid
leakage of the wave function off the edges of the grid basis, so that the wave function was
always located roughly in the center of the simulation cell. The classical particles were shifted
an integer number of grid spaces to avoid discontinuities in the quantum energy that would
prevent total energy of simulation from being conserved.[39] We used the velocity Verlet
algorithm[87] to propagate the classical degrees of freedom (vNa+i , vsolvi , RNa+i , and Rsolvi)
of the Hamiltonian in Eqs. 1 and 2 in the microcanonical (N, V,E) ensemble. We determined
the forces from the sum of the classical-classical and classical-quantum interactions described
above. We used the implicit restart Lanczos method to iteratively solve the TISE for the
ground state wavefunction at every time step (5 fs in Ar and 4 fs in THF).[108] The quantum
forces on the classical particles were then found using the Hellman-Feynman theorem:
FQi = −〈Ψ|∇RiHˆ |Ψ〉 (2.7)
where, FQi is the quantum force on classical particle i at position Ri. Because the wave
function is expanded in a basis that does not functionally depend on the position of the
classical particles, Eq. 6 is exact (in other words, there are no issues with Pulay forces from
the basis functions changing with time).[85]
For Ar, the initial conditions were taken from a classical simulation of LJ Ar at 120 ±2
K, yielding a reduced density of 0.75 that falls within the liquid region of the LJ phase
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diagram.[106] A solute cavity was carved out by two LJ spheres of an appropriate size to
represent the Na2 solute. The two classical Na+ cations were then placed in this cavity
and particles were shifted such that the Na+ cations and solute cavity was in the center of
the quantum grid. We propagated the MQC system for an equilibration period of 50 ps
during which the classical particle velocities were occasionally rescaled to adjust the average
temperature to 120 K before a 500-ps production run without velocity rescaling. For THF,
we first removed a solvent molecule from an equilibrated snapshot of our previous work with
Na- in THF to make room for the second Na+ core. We then propagated the MQC system
for several hundred picoseconds with velocity rescaling to adjust the average temperature to
298 K before the 500-ps production run.
2.6.4 Coordination Number Interconversion
We extracted interconversion times between coordination states from our THF simulation
trajectory by binning up the times the Na2 molecule spent in each coordination state before
converting to another. From this analysis, we determined conversion times of 32 ± 10 ps
and 37 ± 19 ps for the Na(THF)3–Na(THF)3 → Na(THF)3–Na(THF)4 and Na(THF)3–
Na(THF)4 → Na(THF)3–Na(THF)3 transitions and 16 ± 7 ps and 38 ± 18 ps for the
Na(THF)2–Na(THF)4 → Na(THF)3–Na(THF)4 and Na(THF)3–Na(THF)4 → Na(THF)2–
Na(THF)4 chemical reactions.
To further support the concept that these conversions occur as chemical reactions, we per-
formed an analysis of our data using transition state theory, similar to the method described
in our previous work,[101] briefly outlined here. According to transition state theory, in-
verse rates, τ , can be predicted according to τ = τ0exp
(
∆A‡
kBT
)
, where ∆A‡ is the free energy
barrier height for the interconversion and τ0 is an inverse attempt frequency. We took ∆A‡
to be the barrier height between coordination states, extracted from Fig. 2.3. With τ0 set
to 0.05 ps, conversion times of 32 ps and 35 ps for the Na(THF)3-Na(THF)3 → Na(THF)3-
Na(THF)4 and Na(THF)3-Na(THF)4 → Na(THF)3-Na(THF)3 transitions and 16 ps and
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40 ps for the Na(THF)2-Na(THF)4 → Na(THF)3-Na(THF)4 and Na(THF)3-Na(THF)4 →
Na(THF)2-Na(THF)4 chemical reactions. Presumably the free energy barriers to other co-
ordination states are too high to enable access during equilibrium dynamics but could be
explored using umbrella sampling.
2.6.5 Potential of Mean Force Calculations
All potential of mean force plots along the coordination number coordinate were calculated
as the negative natural logarithm of the occurance probability of each state. First, we binned
up the number of production run configurations in each state, assuming Poisson statistics
such that the error was simply its square root of the number of counts in each bin. Next, we
normalized the histogram results by dividing by the maximum bin count. Finally, we gener-
ated the PMF free energy values, A, in kBT by taking the negative natural logarithm of the
normalized bin counts. The normalization ensured that the most probable state is plotted
at 0 kBT. The free energy error was propagated according to σ = ±
√
bincount/maxbincount
bincount/maxbincount
. Be-
cause the number of configurations in each Na2 coordination state accessed at equilibrium in
THF were similar, we did not need to use umbrella sampling to improve statistics (the rela-
tive population values for the Na(THF)3-Na(THF)3, Na(THF)2-Na(THF)4, and Na(THF)3-
Na(THF)4 were 50:17:54 respectively). We also performed a similar analysis with bins along
a coordinate consisting of the Na+–Na+ for each solvated configuration state.
The results of this analysis for the Na2 coordination state and bond length are shown in
Figures 2.3 (coordination state) and 2.4 (bond length). The free energy values for Figure
2.4 were converted to eV for better comparison between the results in liquid Ar and THF
with the gas-phase potential energy surface. We also calculated PMFs for the dipole moment
magnitudes, angles, and projections along the bond axis for each Na2 condensed phase state
to further reveal the differences between each of these unique coordination states, shows in
Figs. 2.6–7 below.
37
00.1
0.2
0 0.5 1 1.5 2 2.5
A
 (
eV
)
Dipole Moment (e Å)
Ar
(3,3)
(2,4)
(3,4)
Figure 2.6: Potential of mean force for the magnitude of the dipole moment for Na2 in
various environments
Figure 2.6 shows that the asymmetrically-coordinated solvation states in THF have, on
average, higher dipole moments than symmetrically coordinated states, with the Na(THF)2–
Na(THF)4 state (green curve) producing the largest average dipole moment of 1.1 e-Å.
However, even the symmetrically coordinated Na(THF)3–Na(THF)3 state (red curve) has
significant instantaneous dipole moments, on average around 0.4 e-Å (which is significantly
larger than that seen in liquid Ar). And even though the average dipole values induced in
Na2 in liquid Ar are small compared to those in liquid THF, the dipole moment magnitudes
in liquid Ar are still significant compared to the gas phase.[46]
Figure 2.7 shows calculated PMFs of the angle the dipole moment makes with the Na2
bond axis, revealing that in liquid Ar, the dipole moments are truly randomly oriented, with
almost equal probability for the dipole to face in any direction. In liquid THF, however, we
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Figure 2.7: Potential of mean force for the angle between the dipole moment vector and the
bond axis for Na2 in various environments. A value of cos(θ) = 0 means the dipole moment
is oriented perpendicular to the bond axis while a value of ±1 means the dipole moment is
oriented along the bond axis.
see two vastly different scenarios. Asymmetrically-coordinated solvation states have dipole
moments that prefer to point nearly directly along the bond axis. Symmetrically-coordinated
solvation states, on the other hand, prefer to point nearly perpendicular to the bond axis,
likely because the presence of equal numbers of coordinating solvent molecules on each Na
atom make charge fluctuations along the bond axis less likely than those off-axis.
Perhaps most tellingly, Figure 2.8 shows PMFs of the dipole moment projected along the
bond axis, which reveal that asymmetrically coordinated Na2 in THF have permanent dipole
moments along the bond axis while symmetrically coordinated states and Na2 in Ar have no
permanent dipole moment, instead simply picking up instantaneous dipole moments around
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Figure 2.8: Potential of mean force for the projection of the dipole moment vector onto the
bond axis for Na2 in various environments
a zero average due to local solvent fluctuations.
2.6.6 Simulated Spectra Calculations
To produce calculated power and infrared (IR) spectra of Na2, we first investigated the time
dependence of the instantaneous bond velocity and dipole moment of Na2 by calculating
autocorrelation functions for each of these parameters, C(t) = 〈X(t) ·X(0)〉, where X(t) is
the bond velocity/dipole moment at time t. Since the Na2 molecule interconverts between
multiple stable coordination states in liquid THF, we selected segments from the equilibrium
trajectory where the Na2 remained in one coordination state for several picoseconds and
then averaged the autocorrelation functions for each unique coordination state to improve
statistics. The corresponding power/IR spectra were determined as the Fourier transform of
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C(t). Further details of these calculations can be found in Glover et al.[46]
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Figure 2.9: Energy eigenvalues for the ground state and first ten excited states of Na2 in the
gas phase and condensed phase environments.
Our 2EFG method was used to calculate the eigenstates for the ground state and first
ten electronic excited states for Na2 in the gas phase, in liquid Ar, and in each equilibrium
coordination state in liquid THF. Comparing the eigenvalues in these different environments,
Fig. 2.9 reveals the striking effects of the condensed phase on the electronic structure of Na2.
In Ar, the ground state is stabilized by almost 2 eV while the spacing between eigenstates is
increased due to the compression of the Na2 valence electrons by the cage of Ar atoms. The
ground state of Na2 in all THF environments is destabilized with an increasing destabilization
associated with increased coordination. Interestingly, the most stable Na2 coordination state
in THF (that with the lowest free energy), Na(THF)3–Na(THF)4, is the most electronically
destabilized of the equilibrium states. This indicates that the free energetic gain acquired
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from the addition of one more coordinating THF (relative to Na(THF)3–Na(THF)3 and
Na(THF)2–Na(THF)4) is sufficient to offset the electronic destabilization. Also of note is the
fact that the Na(THF)3–Na(THF)3 and Na(THF)2–Na(THF)4 species have similar degrees of
electronic destabilization and eigenvalue spacings. This explains why these two coordination
states have very similar absorption spectra, as seen in Figure 2.5c.
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Figure 2.10: Absorbance spectrum of the Na(THF)3-Na(THF)3 coordination state showing
the individual inhomogeneous contributions from the transitions from the ground state to
each of the first ten excited states.
By determining the transition dipoles between the Na2 valence electronic ground state
and the first ten excited states, we calculated the absorption spectrum of each coordination
state in the inhomogeneous broadening limit according to
I(E) ∝
〈∑
j
|µ0j|2∆E0,jδ (E −∆E0j)
〉
(2.8)
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where j runs over the excited states and ∆E0,j and µ0j are respectively the energy difference
and transition dipole between the ground and jth state.[86, 101] We used a histogram bin
width of 0.1 eV. An example of the individual contributions of the transition from the
ground to each excited state to the overall absorption spectrum is given in Figure 2.10 for
the Na(THF)3-Na(THF)3 coordination state.
2.6.7 Verification of Results with Density Functional Theory (DFT)
Calculations
As a means to verify the accuracy of our theoretical model (chosen pseudopotentials, CISD
grid solver, etc.), we performed DFT calculations on representative coordination states (and
some transition states) of Na2 in THF. First, we selected configurations of each coordina-
tion state at the minimum of its potential of mean force – i.e., its equilibrium bond distance.
Because our model uses planar THF with CH2 groups treated as a united atom, we first
explicitly added the hydrogen atoms and then optimized the overall structure with DFT
using the B3LYP functional with the 6-31+G* basis set as implemented in QCHEM 5.0.
With B3LYP, the optimized structures had Na–Na bond lengths of 3.68, 3.57, and 3.81
Å for the Na(THF)2–Na(THF)4, Na(THF)3–Na(THF)3, and Na(THF)3–Na(THF)4 states,
respectively. The Na–THF oxygen site dative bond length were, on average, 2.45 ± 0.03
Å. We then performed single-point calculations of each geometrically-relaxed coordination
state to determine the relative energies using the range-separated hybrid ωB97M-V func-
tional, which includes non-local correlation. To compare the energies of coordination states
with different total numbers of THF molecules (e.g., (3,4) vs. (3,3) and (2,4), we added
or subtracted the energy of an isolated THF molecule calculated at the same level of the-
ory. The ωB97M-V calculations predicted that, in agreement with our MQC calculations,
the Na(THF)3–Na(THF)4 was the most stable coordination state, with the Na(THF)3–
Na(THF)3 being next stable (110 meV or ∼4.3 kBT higher) and Na(THF)2-Na(THF)4 being
least stable (160 meV or ∼6.2 kBT higher). We then tested the barrier heights, approx-
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imated as the energy needed to pull one THF from Na(THF)3–Na(THF)4 to form either
Na(THF)3–Na(THF)3 or Na(THF)2–Na(THF)4. These values were 454 meV (∼17.7 kBT )
for the Na(THF)3–Na(THF)3 → Na(THF)3–Na(THF)4 transition and 291 meV (∼11.4 kBT )
for the Na(THF)2–Na(THF)4 → Na(THF)3–Na(THF)4 transition.
Interestingly, if B3LYP was used instead of ωB97M-V, Na(THF)3–Na(THF)3 was pre-
dicted to be the most stable state, Na(THF)3-Na(THF)4 next most stable (81 meV or ∼3.2
kBT higher) and Na(THF)2–Na(THF)4 the least stable (121 meV or ∼4.7 kBT higher).
The calculated energy barriers were 356 meV (∼13.9 kBT ) for the Na(THF)3–Na(THF)3 →
Na(THF)3–Na(THF)4 transition and 269 meV (∼10.5 kBT ) for the Na(THF)2–Na(THF)4
→ Na(THF)3–Na(THF)4 transition. This shows that the assumptions and details of the
DFT functional chosen has an effect on the prediction of the most stable coordination state
and the relative energies of each state. However, the more accurate ωB97M-V shows better
agreement with our MQC model.
Of course, our MQC model includes the presence of other THFs that help to solvate
the different coordination states. To account for this, we ran the ωB97M-V, calculations
with implicit THF solvent using a PCM dielectric continuum with THF’s dielectric constant
of 7.6. With the implicit solvent, all of the coordination-state energies stabilized slightly
and the energy barriers lowered relative to the energies of the coordination states. Again,
Na(THF)3–Na(THF)4 was the most stable species, followed by Na(THF)3–Na(THF)3 at just
47 meV (∼1.8 kBT ) and Na(THF)2–Na(THF)4 at 93 meV (∼3.6 kBT ). The energy barriers
were reduced to 218 meV (∼8.5 kBT ) for the Na(THF)3–Na(THF)3 → Na(THF)3–Na(THF)4
transition and 201 meV (∼7.8 kBT ) for the Na(THF)2–Na(THF)4 → Na(THF)3–Na(THF)4
transition. These values are all within one-to-two kBT of what we calculated in the MQC
simulations, and given the accuracy of DFT, we consider the agreement to be excellent. The
energy values for the latter calculations including implicit solvent are what is plotted as the
black asterisks in Figs. 2.3b and c.
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2.6.8 Representative Snapshots of Na2 in Liquid Tetrahydrofuran
Figure 2.1b and c of the main text show representative snapshots of the simulations of Na2
in liquid Ar and THF (in the (3,4) coordination state), respectively. Additional simulation
snapshots and discussion are provided here to give a more comprehensive picture of the
distortion of the Na2 valence electron cloud for each coordination state. The Na+ cores are
plotted as black spheres (scaled to their ionic radius) while the valence electrons’ density is
represented as a transparent blue surface with a blue wire mesh coating enclosing 90% of the
charge density. THF molecules are plotted as light-blue sticks with red oxygen atoms. The
dative bonds between Na+ and THF oxygen sites within 3.5 Å are drawn with thin black
lines.
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Figure 2.11: A representative snapshot of the Na(THF)3–Na(THF)3 coordination state at
its equilibrium bond length of 3.48 Å. Because the Na(THF)3–Na(THF)3 is a symmetrically
coordinated state, the electron density is not shoved dramatically more toward either Na+
cation core. Instead, the electron density primarily spills above and below the bonding
axis, and although instantaneous dipole moments along the bond axis can occur due to
interactions from uncoordinated solvent molecules, the average dipole moment is zero.
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Figure 2.12: A representative snapshot of the Na(THF)2–Na(THF)4 coordination state at
its equilibrium bond length of 3.65 Å Two THF molecules coordinate the left Na+ core while
four coordinate the right core. The electron density is highly distorted in this asymmetric
coordination state, with more density pushed toward the left, away from the more highly-
coordinated core, leading to a permanent average dipole moment. In addition, there is
clearly still some distortion of the electron density around the less coordinated Na+ as the
two coordinating THF molecules need to push electron density aside to form their dative
bonds to the core.
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Figure 2.13: A representative snapshot of the Na(THF)3–Na(THF)4 coordination state at its
equilibrium bond length of 3.70 Å. In this configuration, three THF molecules have formed
dative bonds with the left-hand Na+ cation core while four have formed dative bonds with
the right-hand core. Due to the crowding of so many THF molecules around each core, the
bonding electron density spills out significantly above and below the bonding axis. However,
slightly more density shifts toward the less coordinated core to compensate for the extra
crowding around the right-hand core, leading to a small permanent dipole moment for the
Na(THF)3–Na(THF)4 coordination state.
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Chapter 3
The Role of the Solvent in the
Condensed-Phase Dynamics and
Identity of Chemical Bonds: The Case
of the Sodium Dimer Cation in THF
3.1 Abstract
When a solute molecule is placed in solution, is it acceptable to presume that its electronic
structure is essentially the same as in the gas phase? In this paper, we address this ques-
tion from a simulation perspective for the case of the sodium dimer cation (Na+2 ) molecule
in both liquid Ar and liquid tetrahydrofuran (THF). In previous work, we showed that
when local specific interactions between a solute and solvent are energetically on the order
of a hydrogen bond, the solvent can become part of the chemical identity of the solute.
Here, using mixed quantum/classical molecular dynamics simulations, we see that for the
Na+2 molecule, solute–solvent interactions lead to two stable, chemically-distinct coordina-
tion states (Na(THF)4−Na(THF)+5 and Na(THF)5−Na(THF)+5 ) that are not only stable
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themselves as gas-phase molecules but that also have a completely new electronic struc-
ture with important implications for the excited-state photodissociation of this molecule
in the condensed phase. Furthermore, we show through comparative classical simulations
that treating the solute’s bonding electron explicitly quantum mechanically is necessary to
understand even the ground-state dynamics of this simple diatomic molecule.
3.2 Introduction
Solvent molecules, although usually assumed to be mere spectators in condensed-phase chem-
ical reactions, can not only dictate a solute’s bond dynamics, thus playing a key role in the
solute’s reactivity, but they are also capable of helping to form new chemical species that
are distinct both in behavior and reactivity compared to the original solute.[109] The effects
of solvent interactions on the electronic structure of solutes go beyond well-studied cases
where the solvent is known to create the solute’s electronic structure, such as for solvated
electrons[38] or the charge-transfer-to solvent transitions of simple anions.[2] For example,
in electron transfer reactions, the reorganization of the solvent is usually the driving force
that moves the electron from donor to acceptor.[3–5] And in photodissociation reactions,
the ‘cage’ of solvent molecules that surrounds around any given solute prevent the breaking
of a chemical bonds by trapping the geminate photofragment pair. This forces the bond to
re-form if the fragments are unable to escape the solvent cage.[1] In previous work, our group
showed that the solvent can affect chemical bonds in yet another way: Pauli repulsion inter-
actions from the surrounding solvent can compress a solute’s bonding electrons, decreasing
the bond length, increasing the bond vibrational frequency, blue-shifting the electronic ab-
sorption and inducing inducing relatively large instantaneous dipole moments, even without
electrostatic forces.[46]
Beyond these general solute-solvent interactions, when there are local specific interactions
between a solute and solvent that are energetically on the order of that of a hydrogen bond,
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an entirely new chemical effect can occur: solvent molecules can incorporate themselves as an
integral part of the solute’s chemical identity. We identified an example of this phenomenon
in a previous study of the sodium dimer (Na2) in liquid tetrahydrofuran (THF).[109] We
found that dative bonds formed between the sodium cation cores within the molecule and
the lone pairs on the THF oxygen atoms. These interactions produced three discrete new
solutes, Na(THF)2−Na(THF)4, Na(THF)3−Na(THF)3, and Na(THF)3−Na(THF)4, due to
different degrees of solvent coordination. These stable coordination states interconverted by
overcoming an energy barrier of ∼8 kBT . In other words, the equilibrium involving breaking
and/or formation of a Na+–THF dative bond constitutes a chemical reaction that converts
one unique chemical species into another.[109]
In this work, we have chosen to further explore how solvents with modest local specific
interactions influence the electronic structure and chemical identity of solutes by studying
the Na+2 molecule. We make this choice for several reasons. First, Na+2 has a relatively
simple electronic structure that can be well described in mixed quantum/classical (MQC)
molecular dynamics (MD) simulations. This provides an excellent point of comparison to
our previous work on the behavior of the solvated Na2 molecule,[109] allowing us to explore
what differences a single electron can make in terms of solvent interactions with solutes.
Second, unlike neutral Na2 in solution, solvated Na+2 could be created experimentally. Not
only should it be straightforward to prepare Na2(THF)+n clusters in mass-selected supersonic
expansions, but Na+2 could be prepared in bulk liquid THF at room temperature via pulse
radiolysis of solutions containing high concentrations of sodium salts. This will allow us to
make a series of predictions about solvent-induced changes in chemical identity that can be
directly tested experimentally. Finally, also unlike neutral Na2, for which the lowest several
excited states are bound, the first excited state of the Na+2 molecule is dissociative in the gas
phase.[110–113] Therefore, this study provides a launching point to understand the effects
of solvation on excited states, paving the way for future studies of the photodissociation
dynamics of the Na+2 species in a variety of solvent environments.
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Thus, this paper focuses on understanding solvent effects on the electronic structure of
Na+2 using MQC MD simulations. We find that when Na+2 is placed inside liquid argon,
Pauli repulsion interactions between argon atoms and the Na+2 bonding electron result in
distortion of the bonding electron density, an effect that induces infrared (IR) activity in
what would otherwise be a perfectly symmetric solute with no expected IR absorption. We
also see an increase in vibrational frequency and decrease in bond length as confinement of
the bonding electron by the surrounding solvent strengthens the Na–Na bond. In contrast, in
liquid THF, we find that the sodium dimer cation molecule forms two distinct coordination
states due to the dative bonding interactions between the Na atom cores of Na+2 and the
THF oxygen-sites. Both of these coordination states display opposite trends from Na+2 in
liquid Ar, with a dramatic lengthening of the bond and decrease in vibrational frequency.
By running all-classical simulations of the same system, we find that all of these features
are entirely quantum mechanical effects: although classical simulations do exhibit dative-
bonding interactions between the solute and the solvent, classical mechanics entirely misses
the decrease in vibrational frequency and lengthening of the Na+2 bond. Instead, classical
simulations of Na+2 in THF behave much like quantum simulations of Na+2 in Ar, emphasizing
the importance of a quantum treatment of the local specific interactions that can alter
chemical identity. When quantum mechanics is considered, even though the dative bonding
interactions are individually weak, the electronic structure of Na+2 is modified to such an
extent that each of the solvent-coordinated states should be described as unique molecules
with properties independent of the original Na+2 solute: each of the two stable coordination
states has a unique Na–Na bond length, vibrational frequency, spectroscopic signatures, and
electronic structure.
To isolate the effects of the weak solvent complexation that changes the chemical identity
from more typical solvation, we also show that the THF-coordinated species are stable in
the gas phase, highlighting the necessity of treating these species as discrete molecules. The
first excited state of the THF-coordinated species is dramatically altered compared to un-
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coordinated Na+2 in the gas phase or in liquid Ar. Gas-phase Na+2 has a first excited state
with a node perpendicular to the Na–Na bond (a σ* antibonding orbital), as expected from
molecular orbital theory.[95, 96] But the lowest excited state of the coordinated Na2(THF)+n
molecules places electron density above and below the bond axis, resembling a pi molecular
orbital. This means that the electronic properties and excited-dynamics of these complexes
are entirely different from the uncomplexed molecule: not only is the absorption spectrum of
the complexed molecule completely changed from the uncomplexed molecule, but photoex-
citation of the complexed molecule will not break the chemical bond in the same way as the
uncomplexed molecule. All of the results highlight the importance of including the solvent
as part of the chemical identity of the solute when there are local specific interactions that
are about the same strength as an H-bond in water.
3.3 Computational Methods
For our MQC MD simulations, we consider the Na+2 molecule as two classical Na+ cores
held together by a single quantum-mechanically-treated valence bonding electron. Thus, our
simulations consisted of hundreds of classical solvent molecules (either Ar or THF), two clas-
sical Na+ cations and one fully quantum mechanical bonding electron. For the interactions
between the classical particles and the quantum mechanical electron, we utilized Phillips-
Kleinman (PK) pseudopotentials,[88] modified with polarization potentials to correct for the
frozen-core approximation implicit in PK formalism; these are the same PK pseudopotentials
used in our previous work.[27, 39, 46, 89, 109] For our all-classical simulations, we approx-
imated the Na+2 molecule as two Na cores each carrying a half charge with Lennard-Jones
parameters intermediate between those of a Na+ and neutral Na. The Na–Na potential was
then constructed by fitting the gas phase Na–Na potential energy curve to a Morse potential
while the Na–THF interactions remained the same as in the MQC simulations, described
below.
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Our simulations of Na+2 in THF contained 254 solvent molecules inside a cubic simu-
lations cell with a side length of 32.5 Å. The length of the simulation cell was chosen to
match the experimental density of THF at the simulation temperature (0.89 g/mL at ∼298
K). The simulations were performed in the microcanonical ensemble and utilized periodic
boundary conditions[87] with the minimum image convention. The classical interactions
between the Na+ cations and the THF solvent molecules were modeled with Lennard-Jones
potentials. The THF molecules were treated as rigid, planar five-membered rings following
the work of Chandrasekar and Jorgensen.[103] The rigid planarity of the molecules was en-
forced using the RATTLE algorithm.[85] All interactions in the cells were tapered smoothly
to zero at 16 Å over a 2-Å range using a center-of-mass-based switching function devel-
oped by Steinhauser.[105] For the quantum mechanical electron, the electronic eigenstates
were expanded in a basis of 64 × 64 × 64 plane waves that spanned the cubic simulation
cell, and the single-electron Hamiltonian was diagonalized at every MD time step using the
implicitly-restarted Lanczos method as implemented in ARPACK.[108] The MD trajectory
was propagated adiabatically on the electronic ground-state surface using the velocity Verlet
algorithm[87] with a 4-fs time step. The simulation was subjected to velocity rescaling[87]
and then equilibrated for several ps at 298 K before running a 1-ns production trajectory.
Simulations of Na+2 in Ar were conducted in the same manner as those in THF with the
obvious exception of how the solvent was treated. The Na+–Ar interaction was taken from a
fit to the ab initio calculations of Ahmadi, Almlöf, and Røeggen.[107] The cubic simulation
cell for simulations in Ar had a side length of 43.8 Å and contained 1,600 solvent atoms to
match the experimental solvent density of Ar at 120 K (1.26 g/mL). For simulations in Ar,
the electronic eigenstates were expanded on a basis of 32 × 32 × 32 plane waves spread over
a 25-Å box and the MD trajectory was propagated with a 5-fs time step. The Ar simulation
state point is well within the liquid region of simulated Ar’s phase diagram.[106]
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3.4 Results and Discussion
Previous work from our group studying Na2 in liquid Ar found that all-classical simulations
failed to capture solvent-induced changes to the Na2 bonding electrons due to local Pauli
repulsion interactions and therefore could not reproduce the important features to the solute’s
dynamics in the condensed phase.[46] For instance, although the physical confinement of the
Na2 solute by the surrounding cage of Ar solvent atoms led to an increased vibrational
frequency in the all-classical simulations, the effect was underestimated by a factor of ∼4,
indicating that the solvent-induced quantum effects were a much more important factor in
determining the changes to a solute’s bond vibrational frequency.[46]
Since simulations of a symmetric dimer molecule solvated in an apolar solvent require
explicit quantum treatment of the solute’s bonding electron to capture the bond dynamics,
how well can all-classical simulations hope to capture the complex behavior of a solute in
an environment with locally-specific solute–solvent interactions? After all, it is well known
that ethers like THF readily chelate metal cations like Na+ in solution. For a bare Na+ in
THF, classical simulations predict that the oxygen atoms from six surrounding THFs form
dative bonds, with the THF molecules arranged roughly at the corners of an octahedron. In
previous work, we performed mixed quantum/classical simulations of neutral Na atoms in
THF, and found that the solvent pushes the quantum electron density off-center, so that the
neutral sodium species in THF solution is best thought of as a Na+–solvated electron tight
contact pair, with the cation end of the contact pair making dative bonds with four THFs
on average.[85] Similarly, in our previous studies of Na2 in THF, we observed that the Na2
molecule distorts to allow two-to-four THF oxygen-sites to chelate the Na+ cores on each
side of the molecule, for an average coordination of 3.25 THFs per Na+.[109]. In the next
section, we explore how well classical mechanics can do in describing these effects for the
Na+2 /THF system.
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3.4.1 Chelation of Na+2 by THF Oxygen-sites Gives Rise to Mul-
tiple Stable Coordination States: Comparison Between All-
Classical and MQC Simulations
We begin our exploration of the behavior of the Na+2 molecule in liquid THF by making
a direct comparison between simulations where the bonding electron is treated quantum
mechanically and those where the entire system is treated classically.
The most important difference between Na+2 dissolved in liquid Ar and dissolved in liquid
THF is the presence of Na+-core–THF dative bonds. The dative bonds between the THF
oxygen-sites and Na+ core(s) in THF-solvated Na+2 are most readily seen in the Na–O pair
distribution function, which is shown in Fig. 3.1 for both all-classical (dashed red curve) and
MQC (solid black curve) simulations of Na+2 in THF. For Na+2 , both the all-classical and
MQC pair distribution functions show a large, sharp peak indicative of the Na–THF oxygen
site dative bonding interaction. However, the height, width, and location of this peak varies
between the two simulations. For the MQC simulations, the sharp, narrow peak appears at
2.35 Å, which is the same position that the dative-bonding peak appears in MQC simulations
of THF-solvated Na+–e− tight-contact pairs[85] and THF-solvated Na2.[109] Integration of
the dative-bonding peak for Na+2 reveals an average of 4.88 dative bonds per Na+ core for
the MQC simulation and 4.46 for the all-classical simulation.
Despite having a similar average number of dative bonds, however, the all-classical sim-
ulations show a dative bonding peak that is broader and shallower, suggesting that the
coordinating THF molecules are held more loosely. This makes sense because each sodium
core in the all-classical simulation carries only half a positive charge rather than the full pos-
itive charge in the MQC simulation. Furthermore, the dative bond distance between each
Na+ core and the oxygen sites of the chelating THFs is larger for the all-classical simulation
because the sodium cores are larger to account for the extra half-electron assumed to reside
on each. In other words, the all-classical model has no polarizability of the bonding electron;
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Figure 3.1: The pair distribution function, g(r), shows the chelation of the Na+ cores in Na+2
by THF oxygen sites, leading to the formation of metal-oxygen dative bonds for both all-
classical (red dot-dashed curve) and mixed quantum/classical (black solid curve) simulations.
In both sets of simulations, g(r) is averaged over the Na+–THF oxygen site distances for
both Na+ cores. The smooth weighting functions, S(r) (dashed curves) were used to define
the solvent coordination number around each Na+ core, as plotted below in Figs. 3.2 and
3.3. The inset shows g(r) on an expanded scale to reveal the full peak at the ∼2.35 Å dative-
bonding distance in the MQC simulations. The error bars shown represent 95% confidence
intervals.
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it’s rigid, fixed electronic geometry is not reflective of the molecule when treated quantum
mechanically.
To analyze the coordination on each Na+ core for Na+2 in THF, we utilized a continuous
coordination number, which was defined for both the MQC and all-classical simulations by
counting the number of THF oxygen sites that reside within a given distance of the center of
each sodium core; see the SI for details. Using this coordinate, whose counting functions S(r)
are plotted in Fig. 3.1, we calculated the free energy, or potential of mean force (PMF) of
the system as a function of n, the number of coordinating solvent molecules on each sodium
core, labelled Na+a and Na+b , which is shown in Fig. 3.2a for the MQC simulation and Fig.
3.3a for the all-classical simulation.
For the MQC simulation in Fig. 3.2a, several energetic minima are apparent, all at in-
teger values of coordination, revealing two main stable coordination states: Na(THF)4-
Na(THF)+5 and Na(THF)5-Na(THF)+5 . Slices along the coordination PMF for restricted
values of either four (nNa+a = 4) or five (nNa+a = 5) THFs coordinated to one of the two
sodium cores for the MQC simulation are plotted in Figs. 3.2b and c, respectively. These
figures show that the stable energetic coordination minima are separated by energy bar-
riers of many kBT . The height of the barrier is larger than the direct strength of one of
the dative bonds (which is only ∼4 kcal/mol, about the strength of a typical H-bond) be-
cause of the solvent reorganization required to change the coordination number. This means
that to break or make a THF–Na core dative bond, i.e., to convert from one coordina-
tion state to another, the Na+2 molecule must undergo a chemical reaction. Analysis of
the 1-ns MQC Na+2 in THF trajectory reveals reaction times of approximately 32 ± 11 ps
for the Na(THF)5−Na(THF)+5 → Na(THF)4−Na(THF)+5 reaction and 15 ± 10 ps for the
Na(THF)4−Na(THF)+5 → Na(THF)5−Na(THF)+5 reaction, times that are consistent with
transition state theory, as shown in the SI. Thus, just as we saw with previous work of Na2
in THF, when Na+2 is placed in liquid THF, the solvent integrates as part of the chemical
identity of the solute.[109] Furthermore, the Na2(THF)+n complexes have higher coordination
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Figure 3.2: Potential of mean force as a function of the number of Na+ core–THF oxygen
dative bonds on each Na+ core for MQC simulations; since the Na+a and Na+b cores are
identical, the plot is symmetric around the diagonal. The number of dative bonds was de-
termined by summing THF oxygen atoms at each distance weighted by the S(r) function
plotted in Fig. 3.1 for each Na+ core. The energetic minima, shown as red/orange colors in
panel (a), occur at the integer values of four and five, revealing stable coordination states
that are connected by interconversion pathways where a single dative bond is made or bro-
ken. Slices along the nNa+b coordinate with nNa+a = 4, panel (b), and nNa+a = 5, panel (c),show more detail on the heights of the different minima and the barriers between them. A
barrier of several kBT must be surmounted to convert from one stable coordination state
to another, indicating that these states are different chemical species. A third coordination
state, Na(THF)4-Na(THF)+4 , also can be accessed, but its higher free energy minimum means
that it has little Boltzmann weight at equilibrium. The error bars represent 95% confidence
intervals.
59
 2  3  4  5  6
nNab
+
 2
 3
 4
 5
 6
n
N
a a+
 0
 2
 4
 6
 8
 10
a
Classical
 0
 2
 4
 6
 8
 4  4.5  5  5.5  6  6.5
Fr
ee
 E
ne
rg
y,
  A
 
(k B
T
)
 
b
nNaa
+
 = 4
 0
 2
 4
 6
 8
 3  3.5  4  4.5  5  5.5
 
nNab
+
c
nNaa
+
 = 5
Figure 3.3: Potential of mean force as a function of the number of Na+ core–THF oxygen
dative bonds on each Na+ core for all-classical simulations, calculated in the same manner
as with Fig. 3.2. Although classical mechanics still shows that Na+2 in liquid THF exhibits
energetic minima at integer values of coordination, the looser classical Na+–THF oxygen-site
dative-bonding interactions allow more coordination states to be accessed, and the individual
coordination states are energetically less stable. Panels (b) and (c) show slices along the nNa+b
coordinate with nNa+a = 4 in panel (b) and nNa+a = 5 in panel (c). The error bars shown
represent 95% confidence intervals.
numbers than the previously observed Na2(THF)n complexes, revealing that even though
the single electron of Na+2 is more tightly bond, it is easier to push a single electron out of
the way to expose the cation core for coordination than it was to distort the two electrons
of Na2.
The all-classical simulation captures some of the coordination effects seen in the MQC
simulation, as shown in Fig. 3.3a; however, due to the looser Na+–THF-oxygen-site dative
bonds, the degree of interaction fluctuates more wildly, accessing a wider variety of coordi-
nation states. The barriers between coordination states are also lower, so that the system
stays in an individual state for less time (about a picosecond versus a few tens of picosec-
onds for the MQC simulation, as consistent with transition state theory). Yet, the energetic
barriers between coordination states, shown in the energy slices in Figs. 3.3b and c, are still
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sufficiently large that the molecule prefers integer-valued coordination states, even though
the looser dative bonds allow the system to more frequently ‘slip’ off of the reaction path-
ways, as evidenced by the splotchy regions of lower free energy seen in Fig. 3.3a. Thus, even
though classical simulations can qualitatively capture some of the behavior of this system,
it’s clear that a quantum mechanical description is necessary for a complete understanding,
as we elaborate in the next section.
3.4.2 Quantum Treatment of the Bonding Electron is Essential to
Understand Condensed-Phase Bond Dynamics
To further assess the ability of classical simulations to capture the correct behavior of a
solute in an environment with locally-specific solute–solvent interactions, we compare several
key factors in the solute’s dynamics in a variety of environments in Figure 3.4. Table
3.1 summarizes the average bond length, vibrational frequency, and instantaneous dipole
moment for Na+2 in these various environments as well as the corresponding values for Na2
from our previous studies.[109]
The bonding electron of gas-phase Na+2 forms a cylindrically-symmetric ovoid around the
molecule’s center of mass, essentially a σ molecular orbital,[95, 96] as can be seen in panel
(a) of Fig. 3.4. However, when Na+2 is put in the condensed phase, interactions with solvent
molecules deform the bonding electron density. In liquid Ar, Fig. 3.4b, Pauli repulsion
interactions with the surrounding cage of argon atoms compress the electron density: the
normal exponential decay of the gas-phase wavefunction out to infinity is curtailed because of
Pauli repulsion from the nearby argons, confining the bonding electron via disorder-induced
localization. In other words, the bonding electron in liquid Ar is confined both by coulomb
attraction to the Na+ nuclei and by the irregular, dynamically changing box of the solvent
cage. The fact that this confinement produces increased electron density between the nuclei
explains the shorter average bond length and the higher vibrational frequency.
Furthermore, the fact that the surrounding solvent cage is asymmetric means that the
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System re Å ωe (cm-1) µ¯ (e-Å)
Gas-phase Na+2 3.841 ± 0.010 113 ± 29 none
Na+2 in Argon 3.747 ± 0.007 134 ± 29 0.31 ± 0.10
Na+2 in THFMQC 5.237 ± 0.008 42 ± 3 0.9 ± 0.4
Na+2 in THFCL 3.605 ± 0.003 154 ± 17 none
Na(THF)4−Na(THF)+5 THF 4.901 ± 0.013 68 ± 7 1.0 ± 0.4
Na(THF)5−Na(THF)+5 THF 5.65 ± 0.04 56 ± 5 0.8 ± 0.4
Na(THF)4−Na(THF)+5 Gas 4.95 ± 0.004 62 ± 6 0.9 ± 0.3
Na(THF)5−Na(THF)+5 Gas 5.702 ± 0.006 51 ± 4 0.7 ± 0.3
Gas-Phase Na2 3.270 ± 0.004 136 ± 23 none
Na2 in Argon 3.167 ± 0.005 161 ± 48 0.11 ± 0.05
Na2 in THFMQC 3.617 ± 0.002 112 ± 15 0.6 ± 0.4
Na(THF)3−Na(THF)3THF 3.472 ± 0.008 119 ± 33 0.4 ± 0.2
Na(THF)2−Na(THF)4THF 3.66 ± 0.01 108 ± 20 1.2 ± 0.3
Na(THF)3−Na(THF)4THF 3.692 ± 0.007 113 ± 24 0.7 ± 0.2
Table 3.1: Average bond length, vibrational frequency,and instantaneous dipole moment for
Na+2 and Na2 in the gas phase and in various solution environments. The data for Na2 is
taken from Ref. 109.
bonding electron density is not instantaneously centered on the Na–Na bond, creating a
fairly large average instantaneous dipole moment of ∼0.3 e-Å, nearly three times the value
of the instantaneous dipole moment of Na2 in Ar.[109][46] This shows that the single bonding
electron of Na+2 is much more polarizable in Ar than the two bonding electrons of Na2, likely
because the Na+2 bond is weaker and thus its electron has a larger surface area with which the
Ar solvent atoms can collide. The presence of an instantaneous dipole moment means that
even though Na+2 is a non-polar homonuclear diatomic molecule and Ar is an entirely apolar
solvent, the solvated molecule has a changing dipole moment and thus an infrared spectrum.
This is an entirely quantum mechanical effect that could not be properly described without
a wavefunction treatment of the bonding electron and its interaction with the surrounding
solvent atoms. Thus, even though the structure of the bonding electron for Na+2 solvated in
Ar bears a general resemblance to the gas-phase Na+2 , the quantum mechanical interactions
with the solvent cause chemically interesting changes to the molecule.
When Na+2 is dissolved in liquid THF, in contrast, Fig. 3.4c shows that the system now
behaves entirely differently from that in either the gas phase or liquid Ar. The bond length
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Figure 3.4: Representative simulation snapshots of Na+2 reveal how the presence of solvent
molecules deforms the bonding electron density in the condensed phase (b-c) relative to
the gas phase (a). The Na+ cores have been plotted as black spheres scaled to the Na+
ionic radius and the valence electron is displayed as a blue wire mesh which contains 90%
of the electron density. In panel (b), the nearest argon solvent atoms are plotted as pink
spheres scaled to argon’s van deer Waals radius (with a window to allow viewing of the Na+2
molecule) while in panel (c), the nearest THF solvent molecules are plotted as turquoise
sticks with red oxygen atoms. For THF, the specific configuration shown is in the (4,5)
dative bonding coordination state with four THF molecules forming dative bonds between
their oxygen sites and the left most Na+ core and five THF molecules forming dative bonds
with the right most Na+ core. These dative bonds are shown with black lines connecting the
THF oxygen site to the Na+ core. Note that one dative-bonding THF molecule is partially
behind each Na+ core. Panel (d) shows a snapshot of the all-classical simulation of Na+2
in THF. The additional radius used to account for the extra half valence electron on each
sodium core is plotted as a blue transparent sphere.
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increases significantly and the vibrational frequency decreases, showing that not all liquids
have the same general effect on the electronic structure of this solute. As with our previous
work on Na2 in liquid THF,[109] we see that the solvent forces a dramatic distortion of the
bonding electron wavefunction so as to expose the Na+ cores in the molecular interior. This
pushes the bonding electron density away from the ends of the internuclear axis, leading
to relatively large instantaneously induced dipole moments as well as a permanent molecu-
lar dipole moment for the asymmetrical coordinated state. Even though this distortion of
the bonding electron is energetically unfavorable in the gas phase, in the condensed phase
the distortion is driven by the fact that it allows for better solvation by the surrounding
THF molecules in two ways. First, the distortion allows for the creation of dative bonds
between the THF oxygen atoms and the cation cores on the molecule; Figure 3.4c shows
a configuration with four THFs datively bonded to one core and five to the other, labelled
Na(THF)4−Na(THF)+5 or simply (4,5). Second, the complexed molecule is asymmetric and
has a large dipole and quadrupole moment, providing a handle for the non-datively-bonded
THFs to use their dipoles to provide extra solvation stabilization. For Na2, this lead to a
bond length that was, on average, ∼0.35 Å longer than gas phase Na2. Without the extra
valence electron to help hold the molecule together, Na+2 in THF is stretched even further,
with an average bond length that is nearly 1.4 Å longer than gas-phase Na+2 .
Figure 3.4d shows that for Na+2 in THF, failure to treat the solute’s bonding electron
explicitly quantum mechanically leads to an entirely incorrect picture of the Na+2 bond
dynamics. In fact, the all-classical and MQC simulations have opposite predictions for the
Na+2 molecule in THF, with the all-classical simulation showing a decreased bond length and
increased bond vibrational frequency, much like the MQC simulations of Na+2 in Ar. This
is because in the classical simulation, the interactions that affect the Na+2 bond are those
of the solvent molecules with the half-charged sodium cores; it is not possible to distort the
bonding electron density or change the electronic structure of the molecule. In fact, without
electron density blocking solvent molecules from the center of the bond, THF molecules are
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sometimes able to ”bridge” the Na+2 molecule by forming dative bonds with each half-charged
sodium core, something that never happens when the quantum mechanical bonding electron
density occupies this region. Therefore, the predictions of the all-classical simulation are
simply unphysical for this particular system: classically, there’s little difference between Ar
and THF, even with the presence of dative bonds in THF. Quantum mechanically, the local
specific interactions between the THF oxygens and Na cation cores make all the difference
in the behavior and identity of the solute.
3.4.3 Na2(THF)+n Coordination States are Molecules with Distinct
Chemical Identity
The idea that the weakly-interacting solvent molecules have become part of the chemical
identity of the solute is more than just a semantic definition; it has real implications for
the behavior of the Na+2 molecule in liquid THF. To illustrate this, Fig. 3.5a compares
the potential energy surface (PES) along the Na–Na bond distance of the gas-phase Na+2
molecule (black curve) to the PMF along this coordinate for Na+2 in liquid Ar (orange curve)
and in liquid THF; the purple dashed curve shows the average behavior in THF, the green
and blue curves show the individual PMFs for the two stable coordination states, and the
red curve shows the PMF in THF for the all-classical simulation. The average PES of
the quantum-treated molecule in THF shows what appears to be unphysical behavior – an
imaginary vibrational frequency – in the region near the bottom of the potential well. This
behavior can be explained, however, by the fact that quantum Na+2 in THF is not a single
molecule but instead is made of two distinct chemical species that are in equilibrium with
each other: the average PES is simply the Boltzmann-weighted average of the surfaces of the
individual species. Each of these species differs only in the number of coordinating solvent
molecules, and it’s clear from Fig. 3.5a that each of the unique coordination states has its
own distinct bond length and vibrational frequency. Clearly, the coordination states must
be thought of as separate molecules for the average behavior to be properly understood.
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Figure 3.5: Different local solvent environments lead to different potentials of mean force
for the Na+2 molecule. In panel (a), the gas phase potential energy surface, as calculated
with our MQC model, is plotted in black with the minimum set to zero. The different
colored curves show the PMFs in different environments: orange for Na+2 in liquid argon,
dashed purple for the overall dynamics of Na+2 in THF, green for the Na(THF)4−Na(THF)+5
coordination state, blue for the Na(THF)5−Na(THF)+5 coordination state, and dashed red
for the all-classical simulation. Notably, the overall PMF in liquid THF is not smooth but
shows a small bump near the bottom of the energetic well where the statistics are highest.
This is because the Na+2 molecule exists in multiple interconverting coordination states in
THF; therefore, the full PMF is a Boltzmann-weighted average of the PMFs of the individual
coordination states. Panel (b) plots a comparison between the Na2(THF)+n states in the gas
and condensed phases, with the gas phase plotted as solid lines and liquid phase as dashed
lines. Clearly, the complexed molecules show only modest changes in their properties upon
solvation, similar to dissolving uncomplexed Na+2 in liquid Ar. The error bars represent 95%
confidence intervals.
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Unlike the case in Ar, where the shorter bond length and higher vibrational frequency of
Na+2 are readily explained by the solvent confinement of the bonding electron density due
to Pauli repulsion, the bond length of the molecule in THF is longer and the vibrational
frequency is lower than in the gas phase. This clearly is related to the dative bonding by
the complexed solvent molecules, but the changes in Na+2 bond structure in THF also pose
an important question: since the molecule has changed chemical identity in THF solution,
what is the best gas phase/condensed phase comparison? We believe that it makes more
sense to compare the condensed-phase behavior to a gas-phase species that includes the
THF molecules forming dative bonds to the sodium cores. Indeed, we find that Na2(THF)+n
species are stable in the gas phase. This allows us to make a direct comparison between the
gas-phase and condensed-phase coordinated species, which is shown in Fig. 3.5b.
We find that for the complexed species, solvation in the condensed phase produces only
a small decrease in the average bond length and small increase in vibrational frequency;
this means that the effects of solvating the datively-bonded complex in THF are similar
to those that take place when solvating the uncomplexed Na+2 in liquid Ar. However, the
differences observed between the gas- and condensed-phase Na2(THF)+n complexes are on
average less than those of Na+2 in the gas phase versus Na+2 solvated in liquid Ar. For
instance, the Na+2 bond length is compressed on average by 0.1 Å when the molecule is
solvated in argon but the bond of the Na2(THF)+n complexes are only compressed by half as
much when solvated in THF. This is because the datively-bonded THF molecules actually
shield the bonding electron from some of the bulk solvent effects, lessening the overall degree
of quantum solvation effects on the complexed molecule.
In addition to having distinct bond lengths and vibrational frequencies, the individual
coordinated species in THF also have their own spectroscopic signatures that would allow
them to be differentiated by experiment. Figure 3.6a shows the power spectra (Fourier
transform of the Na–Na bond velocity autocorrelation function) of Na+2 in different environ-
ments. In liquid argon (orange curve), a single peak is evident, corresponding to a molecular
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Figure 3.6: Vibrational spectra of Na+2 . (a) Power spectrum of Na+2 calculated from the
Fourier transform of the bond velocity autocorrelation function in different environments.
The gas-phase vibrational frequency is shown as the black line at 113 cm−1. The orange
curve shows the vibrational spectrum of Na+2 in liquid Ar. The spectrum is blue-shifted
relative to that in the gas phase due to the compression of the bonding electron from Pauli
repulsion interactions with the first-shell Ar solvent atoms. However, the spectra in liq-
uid THF (shown as a purple dotted curve for the overall dynamics, green solid curve for
Na(THF)4−Na(THF)+5 , blue solid curve for Na(THF)5−Na(THF)+5 , and dashed curves for
the Na2(THF)+n complexes in the gas phase) show that the main Na–Na vibration is red-
shifted. The second, sharper peak near 200 cm−1 corresponds to the vibration of the Na+–
THF oxygen site dative bonds. The all-classical spectrum, shown as the dashed red curve,
displays a broad dative bonding peak as well as a small feature at ∼150 cm−1 (indicated
by the red arrow) corresponding to the Na+2 classical vibrational frequency. (b) Infrared
spectrum of Na+2 calculated as the Fourier transform of the dipole moment autocorrelation
function. Although Na+2 has no IR spectrum in the gas phase, all of the condensed-phase
environments show strong IR absorption. The largest peaks (at ∼50 cm−1 in liquid Ar and
∼20 cm−1 in liquid THF) are due to intermolecular rattling motions in the solvent cage, but
specific features from the Na+2 vibrational motion are also apparent (∼130 cm−1 for the Na+2
vibration in Ar, ∼55 cm−1 for Na+2 in THF) as well as the ∼200 cm−1 dative-bond stretches
in THF).
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vibration that is blue shifted from that in the gas phase. However, for the power spec-
trum of Na+2 in THF (plotted as the purple dashed curve, with the green curve for the
Na(THF)4−Na(THF)+5 state and the blue curve for the Na(THF)5−Na(THF)+5 state), there
are two significant peaks for each coordination state: a large, sharp peak at about 200 cm−1
and a shallower, broader peak at about 55 cm−1. The shallower, lower frequency peak cor-
responds to the Na–Na vibrational frequency: this frequency is much lower than that in
the gas phase both because of the weaker bond and increased bond length, and because
the movement of the Na atoms also requires carrying along the heavy datively-bonded THF
molecules. The location of this peak only marginally shifts when the Na2(THF)+n complexes
are taken out of solution (plotted as the dashed green and blue curves), indicating that it
is the datively-bonded THF molecules that most strongly modulate this motion, with only
minor effects from the non-datively-bonded solvent molecules.
The second, sharper and higher-frequency peak observed in the power spectrum for the
coordinated species in THF corresponds to the dative-bond stretch between the Na cation
cores and the complexed THF oxygen atoms. The complexes with different numbers of
coordinating THFs have different vibrational frequencies for this dative-bond stretching mo-
tion: less-coordinated sodium cation cores hold onto their dative-bonding solvent molecules
more tightly, leading to a higher frequency vibration while more-coordinated cores hold their
dative-bonded THFs more loosely, leading to a lower frequency vibration. These dative-bond
vibrational peaks appear at the same ∼200 cm−1 location as previously observed for Na2 in
liquid THF,[109] indicating that this interaction is not strongly influenced by the number of
bonding electrons present in the molecule. It is therefore not surprising that the all-classical
simulation of Na2 in THF correctly predicts the location of this peak, albeit broader than the
MQC predictions due to the greater variety of coordination states accessed in the all-classical
simulation, which leads to more dative-bonding environments averaged into the dative bond
vibrations. However, the all-classical simulation completely misses the correct the Na–Na
vibrational frequency, instead predicting it to be even further blue-shifted relative to the gas
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phase than Na+2 in liquid Ar, as indicated by the red arrow in Fig. 3.6a.
The different power spectra strongly suggest that the infrared (IR) spectrum could be used
to experimentally investigate the bonding of the Na+2 species in different solvent environ-
ments. Thus, in Fig. 3.6b we show the IR spectra of Na+2 in each of the various environments,
calculated as the Fourier transform of the dipole autocorrelation function. Although the Na+2
molecule is not IR active in the gas phase, the fact that Pauli repulsion from the surround-
ing solvent atoms/molecules pushes bonding electron off center means that an instantaneous
dipole moment is induced. In all solvent environments, this fluctuating dipole gives rise to a
large IR absorption peak appears at low wavenumbers, which corresponds to the dynamics
of the solvent cage surrounding the molecule: essentially, this is the frequency of collisions
in liquid Ar or the frequency of non-complexed THF molecular rotations that push on the
Na+2 bonding electron to induce a net dipole. The calculated IR spectra also show a peak
corresponding to the vibrational frequency of the Na+2 molecule. This peak is weak in liquid
Ar, as the Na–Na stretching motion affects the molecular dipole only indirectly because
this motion helps modulate interactions with the surrounding solvent cage that breaks the
molecular symmetry. The peak is stronger in liquid THF, as the complexed molecule has a
permanent dipole induced by the datively-bonded solvents. The IR spectra for the gas-phase
Na2(THF)+n complexes lack the large peaks from intermolecular rattling but still show the
broad peak for the Na–Na stretching motion. For the THF–complexed molecules, both in
and out of solution, the dative bonding vibrational frequency is also observed in the IR as
the Na–THF-oxygen stretch also modulates the dipole of the complex. These observed IR
features showing that IR spectroscopy would provide a direct handle on the solvent-induced
changes in chemical identity.
Finally, we can also simulate the UV-visible absorption spectra for Na+2 in different envi-
ronments, as shown in Figure 3.7. For Na+2 in liquid Ar, the absorption spectrum strongly
resembles that in the gas phase, but with the electronic transitions blue-shifted and broad-
ened. The blue-shift results directly from the compression of the bonding electron by the
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Figure 3.7: The electronic absorption spectrum of Na+2 in various environments reveals the
dramatic change in electronic structure in THF as well as distinct spectral signatures of the
different coordination states. The gas-phase absorbance is plotted as vertical black lines
whose height represents their relative oscillator strengths. In liquid Ar (orange curve), the
Na+2 absorption spectrum is blue-shifted and broadened relative to that in the gas phase,
reflecting confinement of the bonding electron and the fluctuations of the surrounding solvent.
In liquid THF (purple dashed curve), however, the shape of the spectrum is red-shifted and
clearly different from that in the gas phase or in liquid Ar. This shows that the electronic
structure of THF-complexed Na+2 is entirely altered from that in the gas phase, and the
spectrum of the individual underlying coordination states are shown as the blue and green
solid curves (the corresponding spectra of the complexes in the gas phase are shown as the
blue and green dashed curves). The error bars shown represent 95% confidence intervals.
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caging solvent: the spectrum is now that of a particle in a box rather than just in a molecule,
and the confinement in the ‘box’ of the solvent cage raises the energy of the larger excited
state (see below) more than the ground state, blue-shifting the electronic transitions. In
liquid THF, on the other hand, the absorption spectra of the different coordination states
of the molecule have an entirely different, red-shifted structure. This is not surprising, as
the molecular identity is entirely different. The red shift observed here for Na+2 in THF
relative to gas-phase Na+2 is even larger than the one previously observed for Na2, indi-
cating that the electronic changes to the single electron are even greater than for the two
electrons of Na2. Since the change in electronic structure depends on the datively-bonded
THFs, the spectrum of the two different underlying complexes are also different, with the
Na(THF)4−Na(THF)+5 species absorbing to the blue of the Na(THF)5−Na(THF)+5 species.
Each Na2(THF)+n complex displays the expected blue shift relative to its own unique com-
plexed gas-phase counterparts (plotted as the dashed curves in Fig. 3.7) due to solvent
confinement of the bonding electron. Clearly, the two different complexed molecules have
distinct absorption spectra as well as distinct IR spectra.
The fact that the different complexed species in liquid THF have different electronic
absorption spectra means that the average absorption spectrum for Na+2 in THF is inhomo-
geneously broadened. This means that it should be possible to experimentally distinguish
the two species by transient spectroscopy. This is because one could selectively excite only
one of two predominate coordination species and then watch the effect on the absorption
spectrum as the two re-equilibrate, a classic transient hole-burning experiment.
We have simulated this transient hole-burning experiment, shown in Fig. 3.8, to demon-
strate precisely how these discrete coordination states could be probed experimentally. To
do this, we took our equilibrium trajectory for the Na+2 molecule in THF and calculated the
spectrum the molecule would have had following times when the energy gap was resonant
on the red edge of the absorption band: in other words, following selective excitation of the
Na(THF)5−Na(THF)+5 species with a pump of approximately 1.7 eV. The results show that
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Figure 3.8: Simulated transient hole-burning show that the underlying coordination states
could be readily distinguished experimentally because the underlying spectrum is inhomo-
geneously broadened. Panel (a) shows that following excitation at approximately 1.7 eV, a
spectral position where Na(THF)5−Na(THF)+5 absorbs strongly but Na(THF)4−Na(THF)+5
does not, there is a selective bleach of the Na(THF)5−Na(THF)+5 contribution to the total
spectrum. The interconversion between the complexed species that takes place on a tens-
of-ps time scale leads to spectral diffusion, so that eventually the entire band is bleached.
Panel (b) shows that excitation at approximately 2.0 eV similarly selectively bleaches only
the Na(THF)4−Na(THF)+5 species at early times; spectral diffusion to the full spectrum
takes place more quickly as this species is less stable and has a lower Boltzmann weight in
the equilibrium. These results show that transient hole-burning could probe the discrete co-
ordination states present in a bulk solution of Na+2 in THF. The error bars shown represent
95% confidence intervals.
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the bleached spectrum at early times resembles that of the solvated Na(THF)5−Na(THF)+5
species. However, over the approximately 30-ps coordination-state interconversion time, the
bleached spectrum undergoes spectral diffusion and broadens until it lies within error of
the calculated average spectrum of Na+2 in THF. Similarly, when a pump wavelength of
approximately 2.0 eV is used, we see that Na(THF)4−Na(THF)+5 is selectively bleached.
With a faster interconversion time of ∼15 ps, reflecting the fact that this coordination state
is less stable than the Na(THF)5−Na(THF)+5 state, the spectrum broadens until it again is
within error of the average spectrum. This suggest that transient hole-burning experiments
could be used to distinguish the discrete coordinated states of Na2(THF)+n and measure their
interconverstion time, either in mass-selected clusters in a supersonic expansion or in the
bulk room-temperature liquid.
3.4.4 Distortion of the Na+2 First Excited State in THF
In the gas phase, the first excited state of the Na+2 molecule is dissociative. This means
that this solute offers a unique chance to study condensed-phase photodissociation dynamics
and how those dynamics change when the chemical identity of the molecule is altered by
interactions with the solvent. Indeed, as shown in Fig. 3.9a, in the gas-phase first excited
state, the bonding electron density is equally distributed between the two sodium cores,
exactly as expected for an anti-bonding σ* orbital in molecular orbital theory:[95, 96] the
excited electron has a node that sits perpendicular to the bond axis. In liquid Ar, the same
basic electronic structure is observed, with some perturbations due to the surrounding cage
of Ar atoms; one can see that the reason the electronic absorption spectrum in liquid Ar is
blue-shifted relative to the gas phase is that the excited-state wavefunction is more strongly
confined in the liquid than the ground state wavefunction.
In stark contrast, when there are local specific interactions between THF molecules and
Na+2 , the electronic structure of the excited state is completely altered: the bonding density
is confined between the two nuclei rather than being pushed outside the nuclei, and there
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Figure 3.9: Snapshots of the lowest electronic excited state of Na+2 in different environments
reveal an entirely different electronic structure in THF than in the gas phase or liquid Ar.
In the gas phase (a), the electron density of the first excited state distributes equally be-
tween each Na+ core with a node perpendicular to the bond axis located at the center of
the molecule, much like the σ* antibonding orbital expected from molecular orbital theory.
In liquid Ar, the electron density distributes in a similar manner, with some perturbations
and additional confinement due to the surrounding cage of Ar atoms. However, in THF the
molecule’s first excited state has an entirely different structure: electron density is confined
to reside between the nuclei rather than outside them, with a node along the internuclear
axis, similar to a molecular pi bond. This suggests that although the Na+2 molecule pho-
todissociates in the first excited state in the gas phase and liquid Ar, the dynamics following
photoexcitation of Na+2 in THF will follow an entirely different pathway.
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is a node that is parallel to the bond axis rather than normal to it. Thus, the Na+2 THF-
coordinated species have a lowest-energy excited state that better resembles a molecular pi
orbital than a σ* orbital. This behavior holds true for the Na+2 coordinated states both
in and out of the condensed phase. This means that photoexcitation of a THF-complexed
Na+2 molecule would not lead to immediate photodissociation: the bond may weaken upon
Franck-Condon excitation, but there is no reason to expect a strong dissociative force along
the Na–Na bond distance coordinate as would take place in the gas phase or liquid Ar.
Moreover, the excited-state wavefunction also appears to interact with the datively-bonded
THFs in a different way than the ground state, so that photoexcitation may be coupled with
a possible change in the chemical identity of the molecule. We will explore the excited-state
molecular dynamics of Na+2 in all of these different environments in a future investigation.
The dramatically different excited-state electronic structure for what is nominally the
same Na+2 molecule is what give rise to the differences in the UV-Vis spectra shown above
in Fig. 3.7. The change in electronic structure with solution environment not only changes
the excited-state wavefunction in the Franck-Condon region, but also the entire equilibrium
potential energy surface of the molecule. Figure 3.10 shows the potential energy curves (PEC)
of the ground and first excited states of the gas-phase Na+2 molecule and for the gas-phase
coordinated Na(THF)4−Na(THF)+5 and Na(THF)5−Na(THF)+5 molecules; the latter curves
are calculated as room-temperature equilibrium averages along the ground state (PMFs).
The figure makes clear that when Na+2 is complexed by THF, the excited-state dynamics
will follow an entirely different pathway than the bare molecule in the gas phase because of
the large changes in the excited-state wavefunction induced by the presence of the datively-
bonded solvents. It is important to note that is clearly a quantum mechanical effect. This
also opens the interesting question as whether or not the actual dynamics will follow the PECs
shown in Fig. 3.10, which are linear response predictions, as the solvent motions (including
the datively-bonded THFs) might be entirely different on the ground and first excited states.
Clearly, the ways in which solvent molecules interact with the electronic structure of solutes
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Figure 3.10: Potential energy curves (PECs) of the ground and first excited state of gas-phase
Na+2 and the Na2(THF)+n coordinated structures in the gas phase. Clearly, the dynamics upon
photoexcitation would be very different for the Na+2 in the gas phase and when solvated in
liquid THF.
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are not negligible, and we must go beyond a ‘gas-phase potential surfaces transfer directly
to the liquid’ picture if we are to understand chemical bond dynamics in condensed phases.
3.5 Conclusions
In summary, comparative all-classical and MQC simulations of Na+2 in liquid Ar and liquid
THF reveal that treating the solute’s bonding electron explicitly quantum mechanically is
necessary to understand the condensed-phase dynamics of this or indeed any solute. Even
for simulations in apolar Ar, neglect of quantum effects of the solvent on the bonding elec-
tron density misses important features, such as the fluctuating dipole moment and thus IR
activity of Na+2 induced by Pauli repulsion forces in the condensed phase. For Na+2 in THF,
all-classical simulations not only miss these features but also predict changes in the bond
length and vibrational frequency of the molecule that are completely opposite to the correct
behavior, which can be properly described only quantum mechanically.
As we saw previously in studies of Na2 in THF,[109] Na+2 in THF exists in several stable,
interconverting coordination states that behave as discrete molecules with their own bond
dynamics and spectral signatures. All the changes in chemical identity we noted in our pre-
vious work[109] are magnified when one of the bonding electrons of the molecule is removed:
the solvent has an easier time altering the electronic structure of the sodium dimer cation
than the neutral sodium dimer simply because it’s easier to create dative bonds with the
sodium cation cores when there’s only one electron to push out of the way. For the sodium
dimer cation, we also have shown that these coordinated states are stable in the gas phase and
thus should be the ‘true’ gas-phase reference molecules for understanding the Na2(THF)+n
coordinated species in the condensed phase, even though the strength of an individual dative
bond is only ∼4 kcal/mol. Perhaps more importantly, we have predicted that these unique
chemical species not only have distinct bond lengths and IR spectra, but also that they can
be distinguished experimentally through transient hole-burning experiments by bleaching
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one of the primary species and watching the spectral diffusion that interconverts the stable
coordination states.
Finally, our MQC studies of Na+2 in THF also suggest that the electronic structure of the
solute is dramatically altered by the local solvent environment, as shown by the completely
different shape of the excited-state wavefunction and the correspondingly altered UV-Vis
spectra of the Na2(THF)+n complexes compared to the gas phase. The coordination states
also have potential energy surfaces that are qualitatively different from those of the gas-
phase molecule, which suggests that the basic chemical identity of the solute, including its
reactivity such as the breaking of the bond by photodissociation, will be entirely different
for the Na2(THF)+n coordinated structures than for Na+2 in other environments.
3.6 Supplemental Information
To avoid repetition, only the sections of the supplemental information for ”The Role of the
Solvent in the Condensed-Phase Dynamics and Identity of Chemical Bonds: The Case of
the Sodium Dimer Cation in THF” that differ from those given in Chapter 2 Section 6 are
included here. If not otherwise specified, the simulation and analysis methods used for the
work presented in this paper are the same as those used in ”Solvents Can Control Solute
Molecular Identity.”
3.6.1 Mixed Quantum/Classical and All-Classical Models
Our mixed quantum/classical (MQC) molecular dynamics (MD) simulations consisted of
two classical Na+ cations, one fully quantum mechanical electron, and hundreds of clas-
sical solvent molecules (254 solvent molecules for simulations in liquid THF and 1600 for
simulations in Ar). The simulation cell wide length was 32.5 Å for simulations in THF
and 43.8 Å for simulations in Ar, sizes chosen to reproduce appropriate solvent densities
at the simulation temperatures (0.89 g/mL at 298 ± 6 K for THF simulations and 1.26
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g/mL at 120 ± 2 K for Ar simulations, which is well within the liquid region of simulated
Ar’s phase diagram[106]). The THF molecules were treated as rigid, planar five-membered
rings following the work of Chandrasekar and Jorgensen.[103] This rigid planarity was en-
forced using the RATTLE algorithm, as in our previous MQC MD work.[86, 109] Periodic
boundary conditions were implemented with minimum image convention[87] and all interac-
tions were tapered smoothly to zero at 16 Å over a 2 Å range with a center of mass-based
switching function according to Steinhauser.[105] The all-classical simulations in THF were
constructed in the same manner as the MQC simulations in THF with the notable exception
of the quantum mechanical electron, which is instead accounted for by allocating -0.5 e to
each Na+ core, making the simulation consist of two classical Na+0.5 cores and 254 classical
solvent molecules. All simulations were performed in the microcanonical ensemble.
For the MQC studies, the classical interaction between the two Na+ cations was modeled
through a point-charge Coulomb potential, UNa+−Na+(R) = 1/R, since the short-range re-
pulsion between the cores is negligible around the internuclear separation of Na+2 . For the
all-classical studies, this was replaced with a Morse Potential fit to the gas phase potential
energy curve of Na+2 :
V (r) = De(1− e−a(r−re))2 (3.1)
where De is the well depth, r is the distance between the two sodium cores, re is the equilib-
rium bond distance, and the factor a influences the width of the potential. The parameters
for the Morse Potential used to model the Na+0.5-Na+0.5 surface are : De = 0.998889 eV, re
= 3.86209 Å, and α = 0.537616 Å−1.
All other classical interactions were modeled with Lennard-Jones potentials:[87]
uij(rij) =
1
4piϵ0
qiqj
rij
+ 4ϵij
[(
σij
rij
)12
−
(
σij
rij
)6]
(3.2)
where rij is the distance between the ith and jth solvent/Na+ site, qi is the charge on the ith
site, ϵij is the potential well depth, and σij is the finite distance at which the inter-particle
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potential is zero. The Lennard-Jones parameters used in this study are listed in Table 3.2.
The Lennard Jones parameters for the half-charged sodium cation cores used in the all-
classical simulations were calculated by combining the Lennard Jones parameters for Na+
and Na0 used in our previous studies[86, 109] as per Chandrasekhar and Jorgensen,[103]
using the Lorentz rule for σ and the Berthelot rule for ϵ. The standard Lorentz-Berthelot
combining rules were also used to calculate the solute-solvent site and solvent site-solvent
site interactions in THF.[87]
σ (Å) ϵ (kJ/mol) q (e)
Argon 3.405 0.996 0.0
THF-oxygen 3.0 0.71 –0.5
THF-α-methyl 3.8 0.49 +0.25
THF-β-methyl 3.905 0.49 0.0
Na+ 1.67 22.07 +1.0
Na+0.5 2.45 13.53 +0.5
Table 3.2: Lennard-Jones and coulomb potential parameters for Na+2 , Ar, and THF.
Phillips Kleinman (PK) pseudopotentials were used to account for the interactions between
the classical particles and the quantum mechanical electrons.[88] These PK potentials were
modified with polarization potentials to correct for the frozen core approximation implicit
in PK formalism.[27, 33, 89] For the electron-Ar interaction, V e−−Ar, we used a modified
version of the pseudopotential developed by Gervais et al,[92] described in detail in our
previous work.[46] For V e−−Na+ and V e−−THF, we used rigorously-derived psedopotentials
previously developed by our group, the details of which can be found in Refs. 89 and 27,
respectively. The final pseudopotential fits are presented here in Tables 3.3 and 3.4.
3.6.2 Simulation Setup
For the quantum mechanical valence electron in MQC simulations in THF, we used a basis
of 64×64×64 grid points distributed over the entire 32.5 Å simulation cell. For simulations
in liquid Ar, we used a basis of 32×32×32 grid points distributed over a cubic box with
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i ci (a.u.) αi (a.u.)
1 -16.3145 0.124293
2 0.0455219 0.0322129
3 16.3213 81 0.124181
Table 3.3: Parameters used in the construction of the sodium-electron pseudopotential for
use in Na+2 simulations, φ(r) =
∑3
i=1 cie
−αir2 . Further details of the sodium-electron pseu-
dopotential can be found in Ref 89.
25-Å. The grid size and number of grid points were increased from our previous studies to
accommodate future dissociation studies of Na+2 which will necessitate a larger grid. Still, the
dimensions were chosen to keep the basis set as small as possible for each system while still
capturing the spatial extent of electronic wave function, which was larger in THF than Ar.
We centered the grid in the middle of the simulation cell and shifted all classical particles
relative to the grid every 500 fs to avoid leakage of the wave function off the edges of
the grid basis, so that the wave function was always located roughly in the center of the
simulation cell. The classical particles were shifted an integer number of grid spaces to avoid
discontinuities in the quantum energy that would prevent total energy of simulation from
being conserved.[39] We used the velocity Verlet algorithm[87] to propagate the classical
degrees of freedom (vNa+i , vsolvi , RNa+i , and Rsolvi) of the Hamiltonian in Eqs. 1 and 2
in the microcanonical (N, V,E) ensemble. We determined the forces from the sum of the
classical-classical and classical-quantum interactions described above. We used the implicit
restart Lanczos method to iteratively solve the TISE for the ground state wavefunction at
every time step (5 fs in Ar and 4 fs in THF).[108] The quantum forces on the classical
particles were then found using the Hellman-Feynman theorem:
FQi = −〈Ψ|∇RiHˆ |Ψ〉 (3.3)
where, FQi is the quantum force on classical particle i at position Ri. Because the wave
function is expanded in a basis that does not functionally depend on the position of the
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classical particles, Eq. 6 is exact (in other words, there are no issues with Pulay forces from
the basis functions changing with time).[85]
Initial coordinates for these studies were taken from our previous MQC studies of Na2
in Ar and THF and then propogated for an equilibriation period of several hundred ps to
allow the system to adjust to the presence of only a single valence electron rather than
the two valence electrons of Na2. During equilibration, the classical particle velocities were
occasionally rescaled to adjust the average temperature to the desired temperature (120 K
for Ar and 298 K for THF) before a 1-ns production runs without velocity rescaling.
3.6.3 Coordination Number Interconversion
We extracted interconversion times between coordination states from our THF simulation
trajectory by binning up the times the Na+2 molecule spent in each coordination state
before converting to another. From this analysis, we determined conversion times of 15
± 10 ps and 32 ± 11 ps for the Na(THF)4−Na(THF)+5 → Na(THF)5−Na(THF)+5 and
Na(THF)5−Na(THF)+5 → Na(THF)4−Na(THF)+5 chemical reactions respectively.
To further support the concept that these conversions occur as chemical reactions, we
performed an analysis of our data using transition state theory, similar to the method de-
scribed in our previous work,[101, 109] briefly outlined here. According to transition state
theory, inverse rates, τ , can be predicted according to τ = τ0exp
(
∆A‡
kBT
)
, where ∆A‡ is the
free energy barrier height for the interconversion and τ0 is an inverse attempt frequency.
We took ∆A‡ to be the barrier height between coordination states, extracted from Fig. 3.2.
With τ0 set to 0.05 ps, conversion times of 16 ps and 35 ps for the Na(THF)4−Na(THF)+5 →
Na(THF)5−Na(THF)+5 and Na(THF)5−Na(THF)+5 → Na(THF)4−Na(THF)+5 transitions.
Presumably the free energy barriers to other coordination states are too high to enable
access during equilibrium dynamics but could be explored using umbrella sampling.
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3.6.4 Potential of Mean Force Calculations
All potential of mean force plots along the coordination number coordinate were calculated
as the negative natural logarithm of the occurance probability of each state. First, we binned
up the number of production run configurations in each state, assuming Poisson statistics
such that the error was simply its square root of the number of counts in each bin. Next,
we normalized the histogram results by dividing by the maximum bin count. Finally, we
generated the PMF free energy values, A, in kBT by taking the negative natural logarithm of
the normalized bin counts. The normalization ensured that the most probable state is plotted
at 0 kBT. The free energy error was propagated according to σ = ±
√
bincount/maxbincount
bincount/maxbincount
.
Because the number of configurations in each Na+2 coordination state accessed at equilibrium
in THF were similar, we did not need to use umbrella sampling to improve statistics (the
relative population values for the Na(THF)4−Na(THF)+5 , and Na(THF)5−Na(THF)+5 were
1:2 respectively). We also performed a similar analysis with bins along a coordinate consisting
of the Na+–Na+ for each solvated configuration state.
The results of this analysis for the Na+2 coordination state and bond length are shown in
the Figs. 3.2-3.3 (coordination state) and 3.5 (bond length). The free energy values for Fig
3.5 were converted to eV for better comparison between the results in liquid Ar and THF
with the gas-phase potential energy surface.
3.7 Going Beyond The Frozen Core Approximation:
Analysis of Na+2 in THF Utilizing a Coordinate-
Dependent Na2+2 Pseudopotential
In MQC simulations, the majority of the system is treated classically with quantum me-
chanics reserved for only a select few degrees of freedom. One way to determine this is by
distinguishing between the system’s valence electrons, which actively participate in the chem-
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ical processes of interest, and the core electrons, which remain relatively unaffected. The
interactions between the quantum mechanical valence electron(s) and the classical compo-
nents of the system can be implicitly accounted for by using effective potentials that replace
the explicit interactions between the core and valence electrons. These effective potentials
are call pseudopotentials.[93] For our MQC MD simulations, we utilize Phillips-Kleinman
(PK) based electron—Na+ and electron—solvent pseudopotentials derived using methods
that have been developed by our group.[27, 33, 89]
However, our pseudopotentials, like all pseudopotentials, are subject to the frozen core
approximation (FCA)[114, 115] because such potentials are developed from a single config-
uration of the core electrons. Thus, for any situations where the wave function(s) of the
core electron(s) change dynamically, the FCA pseudopotential will fail to capture the nu-
ances of the interactions. For instance, in our MQC studies, only the bonding electron(s) of
the simple diatomic molecule (Na2 or Na+2 ) are treated quantum mechanically. Thus, the
molecule’s pseudopotential must be equal to the sum of the individual Na+ pseudopoten-
tials at the dissociation limit since the atoms have no interaction at that point. However,
at shorter bond distances, simply summing the atomic pseudopotentials no longer correctly
describes the bonding because at short distances the core orbitals of each Na+ distort as the
core electrons on one atom are polarized by those of the other. Because the FCA pseudopo-
tential does not account for these changes to the core electrons, error is introduced into the
simulations. Of course, due to their straightforward structure, we would not expect the Na2
or Na+2 molecule to be strongly affected by the FCA. Likewise, for closed-shell solvents like
Ar and THF, the FCA ought to do a reasonable job, especially for the Ar pseudopotential
as we have added polarization terms to crudely account for the breakdown of the FCA at
least in a pairwise additive way. Nevertheless, it is worth exploring how strongly the FCA
influences the results of MQC MD simulations of Na+2 , particularly given the complexity of
this molecule’s condensed phase dynamics.
In previous work,[116] our group outlined a way to avoid this issue by keeping track of
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these core orbital changes and then calculating the pseudopotential as a function of the
internuclear spacing, thus resulting in a pseupotential that is accurate at any given bond
length. The coordinate-dependent pseudopotential thus constructed for Na+2 was found to
be as accurate as a full Hartree-Fock calculation at all internuclear distances for gas phase
Na+2 .[116] However, it remained unclear how much difference this coordinate-dependent pseu-
dopotential would make in condensed phase studies of Na+2 . Here are briefly outlined results
of MQC-MD simulations of Na+2 in THF utilizing the coordinate-dependent pseudopoten-
tial developed in [116] for comparison with the PK based pseudopotential used in the main
studies outlined in this chapter.
3.7.1 Methods
The methods used for this study were identical to those used in the previous sections of
this chapter with the exception of the use of the coordinate-dependent pseudopotential (as
outlined in [116]) instead of the fixed-coordinate FCA pseudopotential. After equilibration,
the MD trajectory (which contained 254 classical THF molecules, two classical Na+ cores,
and one quantum mechanical valence electron) was propagated adiabatically on the electronic
ground state with a 4-fs time step for a 500-ps production trajectory.
3.7.2 Results
Because the classical interaction between the THF solvent molecules and the Na+ cores is
unchanged in this simulation, we expect to see that same dative bonding peak in the Na–O
pair distribution function here as observed in the above studies of Na+2 in THF. Indeed,
as shown in Fig. 3.11, the g(r) for the simulation utilizing the coordinate-dependent pseu-
dopotential (dashed red curve, labeled as CD) is nearly identical to that of the g(r) for the
simulation using the pseudopotential subject to the FCA (black curve labeled FC), which
is the same curve shown in Fig. 3.1 above. For both simulations, the dative bonding peak
appears at 2.35 Å, just as it did for MQC simulations of THF-solvated Na+–e− tight-contact
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pairs[85] and THF-solvated Na2.[109] Although integration of the FCA dative-bonding peak
reveals an average of 4.88 dative bonds per Na+ core, the coordinate-dependent peak in-
tegrates to slightly less at 4.62 dative bonds per Na+ core. This indicates that although
the peak’s position and sharpness is nearly identical, the subtle influence of a coordinate-
dependent pseudopotential for the Na2+2 –valence electron interaction does lead to differences
in the observed behavior of Na+2 in THF.
Just as done previously for the simulations utilizing the FCA Na2+2 pseudopotential, we
used the counting function S(r) (plotted in Fig 3.1 and 3.11) to define a continuous coor-
dination number by counting the number of THF oxygen sites that reside within a given
distance of the center of each sodium core and then calculated the free energy, or potential
of mean force (PMF) of the system as a function of n, the number of coordinating solvent
molecules on each sodium core, labelled Na+a and Na+b , which is shown in Fig. 3.2a for the
simulation utilizing the FCA Na2+2 pseudopotential and Fig. 3.11 for the simulation using
the coordinate-dependent pseudopotential.
Fig. 3.12a shows the plot of this potential of mean force (PMF) as a function of the number
of Na+ core–THF oxygen dative bonds on each Na+ core, revealing energetic minima at the
same Na(THF)5−Na(THF)+5 and Na(THF)4−Na(THF)+5 states that are accessed in the
simulation utilizing the FCA Na2+2 pseudopotential as well as at the Na(THF)4−Na(THF)+4
state, as compared to Fig. 3.2a. As seen before, these states are connected via interconversion
pathways. However, unlike in Fig. 3.2a, in this case, interconversation pathways also reach
toward a few more coordination states (most notably the Na(THF)3−Na(THF)+5 state) that
are not energetically favored enough to retain the molecule. Slices along the coordination
PMF for restricted values of either four (nNa+a = 4) or five (nNa+a = 5) THFs coordinated to one
of the two sodium cores for the MQC simulation are plotted in Figs. 3.12b and c, respectively.
Like the studies utilizing the FCA Na2+2 pseudopotential, the stable coordination states are
separated by energetic barriers of many kBT , indicating that these states will likewise behave
as discrete molecules with solvent integrated as part of the chemical identity of the solute.
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Figure 3.11: The pair distribution function, g(r), shows near-identical Na+–THF oxygen site
chelation peaks for both the coordinate-dependent and FCA Na2+2 pseudopotentials. The
g(r) for the simulations using the FCA Na2+2 pseudopotential is plotted as a solid black curve
while the g(r) for the simulations using the coordinate-dependent Na2+2 pseudopotential is
plotted as red dashed line. In both sets of simulations, g(r) is averaged over the Na+–THF
oxygen site distances for both Na+ cores. The smooth weighting function, S(r) (dashed
purple curve) was used to define the solvent coordination number around each Na+core, as
plotted in Figs. 3.2 and 3.12. The inset shows g(r) on an expanded scale to reveal the full
peak at the 2.35 Ådative-bonding distance. The error bars shown represent 95% confidence
intervals.
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Figure 3.12: Potential of mean force as a function of the number of Na+ core–THF oxygen
dative bonds on each Na+ core for the simulation utilizing a coordinate-dependent Na2+2
pseudopotential calculated in the same manner as with Fig. 3.2. The energetic minima
(shown as red/orange colors in panel (a)) occur at integer values. As seen previously for the
simulation using the FCA Na2+2 pseudopotential, the most prominent minima are those with
four to five datively bond THF molecules per sodium core. However, here the Na(THF)4-
Na(THF)+4 state is fully accessed, along with pathways reaching toward but never quite
settling into other coordination states. Slices along then nNa+b coordinate with nNa+a , panel
(b), and nNa+a , panel(c), show more detail on the heights of the different minima and the
barriers between them, indicating that as with previous studies, the accessed coordination
states behave as discrete molecules. The only difference presented here is the accessing of
new coordination states.
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The energetic barriers depicted in Fig. 3.12b and c are shallower by about half a kBT than
those found when utilizing the fixed-coordinate FCA Na2+2 pseudopotential, which assists
the molecule in better accessing the Na(THF)4−Na(THF)+4 state.
Figure 3.13 shows the potential energy surfaces (PES) along the Na–Na bond distance for
the gas-phase Na+2 molecule both utilizing the FCA Na2+2 pseudopotential (black curve) and
the coordinate-dependent pseudopotential (grey curve). The most notable difference between
these two curves is the decreased average bond distance of Na+2 when using the coordinate-
dependent Na2+2 pseudopotential ∼3.5 Å compared with ∼3.8 Å), which is more in line with
the Hartree-Fock average Na+2 bond distance. For Na+2 in THF, the curves are plotted as
follows: blue for the Na(THF)5−Na(THF)+5 state (light blue for coordinate-dependent and
dark blue for FCA), green for the Na(THF)4−Na(THF)+5 state (light green for coordinate-
dependent and dark green for FCA), and pink for the Na(THF)4−Na(THF)+4 state (only
accessed for simulations utilizing the coordinate-dependent Na2+2 pseudopotential). The
overall curves for THF are plotted as dashed purple (light purple for coordinate-dependent
and dark purple for FCA). The apparent unphysical behavior of the overall surface in THF
is even more pronounced for the simulation using the coordinate-dependent Na2+2 pseudopo-
tential. This is because the Na+2 molecule exists in multiple interconverting coordination
states in THF; therefore, the full PMF is a Boltzmann-weighted average of the PMFs of the
individual coordination states. Since the simulation using the coordinate-dependent Na2+2
pseudopotential accesses the additional Na(THF)4−Na(THF)+4 , which has a lower average
bond length (4.0 Å) than the other two stable states, thus causing even more distortion to
the overall dynamics. This shows that in simulation using the coordinate-dependent Na2+2
pseudopotential, treating Na+2 as multiple chemical species in equilibrium, rather than a
single molecule in solution, is just as necessary, if not more so, than with the the simulation
using the FCA Na2+2 pseudopotential.
Overall, simulations of Na+2 in THF utilizing the coordinate-dependent Na2+2 pseudopo-
tential reveal similar results to those using the FCA Na2+2 pseudopotential. Because the
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Figure 3.13: Potential of mean force for the simulations using the coordinate-dependent Na2+2
pseudopotential reveal similarities to PMFs for simulations utilizing the FCA Na2+2 pseu-
dopotential with the notable exception of the contribution from the Na(THF)4−Na(THF)+4
state (pink curve). The presence of this additional state in the overall dynamics causes an
even greater broadening and distortion of the all-encompassing THF PMF. The gas phase
curves are plotted as black (FCA) and grey (coordinate-dependent) curves while the curves
in THF are plotted as blue for the Na(THF)5−Na(THF)+5 coordination state, green for the
Na(THF)4−Na(THF)+5 state and pink for the Na(THF)4−Na(THF)+4 states. The PMFs for
the overall dynamics in THF are plotted as dashed purple curves. The error bars represent
95% confidence intervals
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coordinate-dependent Na2+2 pseudopotential captures the details of changes to the valence
electron’s wavefunction when the two Na+ cores are close, the results should match more
closely with those that would be obtained by full Hartree-Fock analysis, if full quantum
simulations of such a complicated system were computationally feasible . However, several
downsides prevent the use of the coordinate-dependent Na2+2 pseudopotential for our current
studies of Na+2 in the THF. First, because the coordinate-dependent Na2+2 pseudopotential
must be calculated on the fly at each timestep of the simulation, it is computationally much
more expensive and time consuming than the fixed-coordinate FCA pseudopotential. Sec-
ond, the coordinate-dependent Na2+2 pseudopotential as described in [116] is tapered starting
at 5.0 Å to the correct asymptotic r−1 behavior. Although such tapering is appropriate for
the gas phase Na+2 molecule, it is not optimal for the Na2(THF)+n coordinated states because
the average bond distance of these states fall right around the tapering distance. Therefore,
if any minor irregularities are present in the pseudopotential at the onslaught of the tapering,
they will be magnified in the Na2(THF)+n dynamics. It is important to note that the rea-
son the Na(THF)4−Na(THF)+4 state becomes allowed when using the coordinate-dependent
pseudopotential is because the the Na–Na bond length for the Na(THF)4−Na(THF)+4 falls
within the the tapering region for the pseudopotential while the Na(THF)4−Na(THF)+5 lies
just at the edge of the tapering region and the Na(THF)5−Na(THF)+5 beyond it. This
means that it is expected for the Na(THF)4−Na(THF)+5 and Na(THF)5−Na(THF)+5 to be-
have quite similarly to their fixed-coordinate counterparts while the Na(THF)4−Na(THF)+4
state, which is within the region influenced by the coordinate dependence, behaves differ-
ently.
To rectify any inaccuracies caused by the early tapering of the coordinate-dependent pseu-
dopotential, a new coordinate-dependent pseudopotential would have to be developed using
the methods in [116]. However, because for this system the differences between the simula-
tion utilizing the coordinate-dependent Na2+2 pseudopotential and the FCA pseudopotential
are not qualitative–the behavior of the Na2(THF)+n species is the same in both simulations
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with the only difference the relative stabilities of the various coordination states–and the
computational cost of using the FCA pseudopotential is considerably less, we have chosen
to use the FCA Na2+2 pseudopotential for our further studies of Na+2 in THF.
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Chapter 4
Linear Response Breakdown in Liquid
Photodissociation: Caging and
Chemical Identity
4.1 Abstract
Although most chemical reactions take place in solution, there is not a unifying set of prin-
ciples for describing solution-phase chemistry. Typically, one assumes that solutes have the
same electronic structure and bonding properties as in the gas phase, and it is often assumed
that the equilibrium solvent fluctuations are enough to understand nonequilibrium chemical
reaction kinetics, the so-called linear response (LR) approximation. In this paper, we use
quantum simulation methods to show that neither of these assumptions holds during the
photodissociation of simple diatomic solutes in solution. By studying the photoexcitation of
Na+2 in both liquid Ar and liquid tetrahydrofuran, we show that LR not only breaks down,
but that the reason for the breakdown is different in the two solvents. In liquid Ar, caging
of the solute by the surrounding solvent molecules causes LR to fail because the solvent
fluctuations are slower than the time scale of the photodissociation reaction. In liquid THF,
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the breakdown of LR is more complicated, as the way both the electronic structure of the
Na–Na bond and the chemical identity of the molecule changes as the bond lengthens is
different at and away from equilibrium. Clearly, even simple reactions such as the breaking
of chemical bonds need to be treated at a realistic level when they take place in solution.
4.2 Introduction
Most chemical reactions, including photodissociation reactions that use light to break chemi-
cal bonds, take place in solution. Since solution-phase reactions are inherently more complex
than those in the gas phase, most studies of photodissociation and recombination dynamics
have focused on simple diatomic molecules to elucidate solvent effects on chemical reaction
dynamics,[1, 49–52, 64] with a particular emphasis on molecular iodine (I2).[59, 61, 63, 70,
71, 117] Photoexcitation of I2 and other solution-phase molecules results in fast dissocia-
tion followed by collision with the surrounding cage of solvent molecules that in turn results
in direct (geminate) recombination, delayed (geminate) recombination, or dissociation and
eventual non-geminate recombination.[1, 118]
How can one think about the solute and solvent motions involved in solution-phase pho-
todissociation? For the solute, the standard approach when considering solution-phase reac-
tions is to simply assume that the solute moves on the same potential energy surfaces as in the
gas phase.[1] We have shown in recent work, however, that the Pauli repulsion interactions
between the solvent and the solute’s bonding electrons can change the electronic structure
of a diatomic solute, inducing large instantaneous dipole moments and causing changes in
the vibrational frequency and dissociation energy.[46] Moreover, we also have found that
when there are local specific interactions between the solvent molecules and the solute that
only need to have a strength comparable to a hydrogen bond, the electronic structure and
even the chemical identity of the solute can be dramatically altered.[109, 119] Thus, the
way in which solutes and solvents interact needs to be described in detail to understand
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solution-phase chemical reactions.
For the solvent, the standard assumption made to understand solution dynamics is that of
linear response (LR): the idea of LR is that for small perturbations, a nonequilibrium system
should relax along a pathway identical to the regression of the spontaneous fluctuations of
the system at equilibrium.[120] This means that one only needs to study the solvent fluctu-
ations at equilibrium to understand nonequilibrium reaction dynamics, and the assumption
is often invoked even when the strength of the reactive perturbation is many kBT . In other
words, LR suggests that understanding equilibrium fluctuations is sufficient to be able to
predict the kinetics a system follows away from equilibrium. Indeed, LR is commonly as-
sumed in theories of electron transfer reactions.[4, 121, 122] However, LR has been shown
experimentally to fail for a simple electron transfer reaction[121, 122] and for the rotational
motions of photofragments produced following photodissociation;[123, 124] there is also ev-
idence that the breakdown of LR can sometimes be hidden.[122] Many workers also have
explored the failure of LR in solvation dynamics[121, 122, 125–127] and this breakdown has
been associated with the presence of non-Gaussian solvent fluctuations.[128, 129]
This leads to the key questions explored in this paper: how does one think about the solute
and solvent dynamics during a condensed-phase photodissociation reaction? Given that the
solvent can influence a solute’s dissociation pathway through effects like caging,[1, 52, 64] can
we expect solution-phase photodissociation reactions to obey the LR approximation? If LR
fails for such reactions, why? And what generalities about solution-phase photodissociation
reactions can be learned by studying model systems, especially when local specific solute-
solvent interactions can potentially alter the chemical identity of the solute?[109, 119] We
directly address all of these questions through mixed quantum/classical (MQC) molecular
dynamics (MD) simulations of the photodissociation of the Na+2 molecule in both liquid Ar
and liquid tetrahydrofuran (THF). We choose this system because it is straightforward to
model the appropriate quantum mechanical excited-state dynamics based on our previous
studies of Na2 in these solvents,[46, 109] and because unlike Na2, Na+2 dissociates in its lowest
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electronic excited state.[116] We find that not only does LR fail for the photodissociation
of this diatomic solute in the condensed phase, but that the reasons for the breakdown
can be entirely different depending on the specific solvent environment. In particular, by
introducing a ‘dynamical’ potential of mean force (PMF), we show that solvent caging is a
process that cannot be properly described with LR, and that changes in chemical identity
during photodissociation also can cause LR to fail by completely altering the course of the
excited-state dynamics.
4.3 Results and Discussion
To investigate how the linear response approximation breaks down in condensed-phase pho-
todissociation reactions, we must first understand the LR predictions of the system of in-
terest. We do this through a series of MQC MD simulations, the computational specifics of
which are summarized in the methods section below and detailed in the Supporting Informa-
tion (SI). Briefly, we treat the Na+2 molecule as two classical Na+ cores that are held together
by a single quantum mechanical valence bonding electron. We utilize previously-developed
pseudopotentials[93] to describe the interaction between the bonding electron and the Na+
cores[39] and 254 THF molecuels [27, 41, 86] or 1600 Ar[92] atoms, and solve the Schrodinger
equation for the electron in a basis of 323 grid points in Ar and 643 grid points in THF. This
methodology reproduces gas-phase quantum chemistry calculations quite well,[39, 116] and
also has successfully reproduced the experimental properties of sodium cation:solvated elec-
tron tight-contact pair.[86, 101] Here, we calculate the behavior of the Na+2 molecule in 120
K liquid Ar at a density of 1.26 g/mL, well in the liquid region of the phase diagram, and
at 298 K in liquid THF at the experimental density of 0.89 g/mL.
The LR approximation can be invoked in different ways. The simplest version says that the
solvent fluctuations are independent of the electronic state of the solute, so that the solvent
fluctuations at equilibrium with the solute’s ground state can be used to predict what will
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happen away from equilibrium even when the solute is placed on its electronic excited state.
A more strict definition says that one should use LR only with the fluctuations associated
with the solute electronic state of interest; that is, we need to examine the excited-state
equilibrium fluctuations to predict nonequilibrium behavior on the excited state.[123, 124,
126, 128]
To begin our investigation of LR, we examined the equilibrium solvent fluctuations on
both the electronic ground and first excited state of Na+2 in different liquid environments.
This was accomplished by holding the Na–Na bond length at fixed distances through the
application of an umbrella potential[87] centered at the distance of interest; we let the
condensed-phase system equilibrate at each distance, and then calculated the average energy
of both the ground and first electronic excited states. Stitching together these energies results
in potentials of mean force (PMFs),[130] which are shown in Fig. 4.1. The black curves
in Fig. 4.1 show the ground- and first excited-state potential energy surfaces of the Na+2
molecule in the gas phase calculated with our MQC methodology; the curves do an excellent
job reproducing the known surfaces of this molecule, including the ground state vibrational
frequency, bond dissociation energy, and lowest-energy electronic absorption.[116]
The solid, colored curves in Fig. 4.1 show the ground- (blue solid triangles) and first
excited-state (red solid diamonds) PMFs for Na+2 in Ar (panel a) and in THF (panel b)
calculated with the solvent at equilibrium with the solute occupying the state under inves-
tigation. The data in Fig. 4.1a show that on the Na+2 electronic ground state, compared
to the gas phase, interactions with liquid Ar lead to a shorter equilibrium bond length
(3.74 Å in Ar vs. 3.84 Å in the gas phase) and a higher Na–Na vibrational frequency (134
cm−1 in Ar vs. 113 cm−1 in the gas phase), much like we observed previously for the Na2
molecule.[46, 109, 119] The red solid diamonds show that when the molecule is placed on the
electronic excited state, the LR-predicted PMF is nearly identical to the potential energy
surface in the gas phase, indicating that the equilibrium excited-state solvent interactions
are small compared to the intrinsic gas-phase energy.
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The dashed, colored curves in Fig. 4.1a test whether LR holds in the simplest sense: can
PMFs for one solute state be predicted from equilibrium data when the solute resides in
a different electronic state? In other words, are the solvent fluctuations associated with
the two solute electronic states similar enough that the PMFs are independent of which
surface we choose? The blue open triangles show the LR prediction for the Na+2 first excited
state while the solvent is equilibrated with the electronic ground state; this prediction yields
a dissociative surface that is raised in energy relative to the gas phase because when the
solvent is equilibrated around the ground-state solute, it is in an unfavorable geometry for
solvating the solute excited state. The red open diamonds show that when the solvent is
equilibrated for the solute’s excited state, there is a significant de-solvation and thus increase
in energy and decreased vibrational frequency of the ground electronic state. Clearly, the
simple application of LR fails: we cannot accurately predict the excited-state PMF while
the solute resides in its electronic ground state because the way the solvent equilibrates
around one solute electronic state destabilizes the other electronic state. Therefore, for this
system, it makes more sense to use the stricter definition of LR: one should use the solvent
fluctuations associated with the solute electronic state of interest to predict nonequilibrium
dynamics.
Although the LR predictions for Na+2 in Ar are qualitatively similar to the gas-phase
potentials, the situation turns out to be completely different for Na+2 in liquid THF. In
previous work, we found that the oxygen atoms on THF make weak dative bonds with
the Na+ cores inside the Na+2 molecule.[109, 119] These dative bond interactions are only
about the same strength as a hydrogen bond (∼4 kcal/mol), but they cause the bonding
electron density to be pushed out of the internuclear region, leading to a significant increase
in bond length (increase from 3.84 Å in the gas phase to 5.24 Å in liquid THF) and a
decrease in both vibrational frequency (from 113 cm−1 to 42 cm−1) and bond dissociation
energy (from 0.92 eV in the gas phase to 0.23 eV in THF).[119] We also found that the
dative bonding interactions stabilize the Na+2 solute in two primary coordination states:
99
−1
−0.5
 0
 0.5
 1
 1.5
 2
E
 
(eV
)
Gas GS
Gas ES
GS
ES(from GS)
ES
GS(from ES)
a
Na2
+
 in Ar
−1
−0.5
 0
 0.5
 1
 1.5
 3  4  5  6  7  8  9
E
 
(eV
)
r (Å)
b
Na2
+
 in THF
Figure 4.1: Equilibrium, linear response potentials of mean force for the Na+2 molecule in
Ar and Na2(THF)+n in THF. The Na+2 gas-phase potential energy surfaces are plotted as
the black curves. The condensed-phase PMFs are plotted as follows: solid blue triangles
for the ground state, solid red diamonds for the excited state, dashed blue for the excited
state calculated while propagating the solvent dynamics on the ground state, and dashed
red for the ground state as calculated while propagating the solvent dynamics on the excited
state. Panel (a) shows the PMFs for Na+2 in Ar while panel (b) shows the results in THF. A
comparison of the solid and dashed curves shows that the solvent fluctuations are different on
the ground and excited electronic states. Thus, for the best comparison of the equilibrium,
LR prediction for the excited state to the nonequilibrium photodissociation dynamics, we
will focus on the excited-state PMF calculated with the solvent dynamics also run on the
excited state (solid red diamonds).
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Na(THF)4−Na(THF)+5 and Na(THF)5−Na(THF)+5 . These coordination states behave as
distinct molecules whose chemical identity is different both from gas-phase Na+2 and from
each other; the two coordination states are in equilibrium with each other and have to
surmount a barrier of ∼8 kBT to interconvert.[119] Each coordination state has its own bond
length, vibrational frequency and dissociation energy. In other words, in THF, the solvent
has integrated itself as part of the chemical identity of two different Na+2 -based solutes.[109]
Figure 4.1b shows that because of the change in chemical identity, the LR predictions
for the Na+2 molecule in THF are entirely different than those in the gas phase or in liquid
Ar. First, the PMFs shown in Fig. 4.1b must be understood as the combined result of the
behavior of multiple coordination states that interconvert; we will argue below that one of
the issues concerning breakdown of LR in this solvent is that the chemical identity actually
changes as a function of the Na–Na bond distance. The most prominent feature of Fig. 4.1b
is that the excited-state PMF for solvation on the ground state (open blue triangles) is
hardly dissociative in the Frank-Condon region relative to the gas phase, and has almost
no driving force for dissociation past a Na–Na distance of ∼7 Å. This trend is exacerbated
for the stricter LR definition with the PMF calculated with the solvent equilibrated with
the solute excited state (solid red diamonds), indicating that the local specific interactions
with the solvent completely change the electronic structure of the molecule. Moreover, the
LR prediction for the ground-state surface while propagating on the excited state (open red
diamonds) is completely destabilized and is not bound at all along the Na–Na coordinate.
Clearly, one cannot assume the solvent fluctuations are anywhere remotely similar on the
ground and electronic excited states of Na+2 in liquid THF, constituting a breakdown of the
simpler application of LR[126, 128, 129] from the outset. This again leads us to the question
of whether the stricter version of LR, using PMFs calculated with the solvent equilibrated
for each state, are at all meaningful in predicting the nonequilibrium dynamics of the Na+2
molecule following photoexcitation.
To test the stricter version of LR, we need a method to compare the LR predictions to the
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actual excited-state dissociation dynamics. We ran a series of 15 nonequilibrium trajectories
in Ar and 20 nonequlibrium trajectories in THF, starting from equilibrated configurations
near the PMF minimum in the Na+2 electronic ground state (∼3.7 Å in Ar; ∼5.4 Å in THF),
and then placing the molecule on the electronic excited state to simulate photoexcitation.
We then calculated the effective potential surface on which the excited Na+2 moved during
nonequilibrium dissociation by:
U(t) = −
∫ t
t0
F (t)v(t)dt, (4.1)
where F (t) is the total force (from the solute and solvent) on the Na nuclei along the bond
axis, v(t) is the bond velocity, and t0 is the time at which photoexcitation takes place. Since
we also know the trajectory that the dissociating molecule takes, r(t), we can parametrically
combine U(t) and r(t) to produce an effective potential surface followed during the dynamics,
U(r), as described in the SI. The time t in Eq. 4.4 is chosen to range up to ∼300 fs in
liquid Ar and to ∼1000 fs in liquid THF, which is long enough to have sampled all the
appropriate photodissociation dynamics but short enough to avoid diffusive recrossings that
occur at longer distances. We refer to the nonequilibrium U(r) curves as ‘dynamical PMFs’;
they show the effective potential the system moves on when away from equilibrium. The
dynamical PMFs and our analysis of it serve as parallels to the work presented by Zanuttini
et al where they connect solvent collisions to dissociation pathways.[52] The nonequilibrium
ensemble-averaged dynamical PMFs following photoexcitation of Na+2 in solution are shown
as the green curves in Fig. 4.2. The raw trajectory data used for the dynamical PMF
calculations are shown in the SI for reference.
Figure 4.2a shows that following the initial excitation, the nonequilibrium dynamical PMF
for Na+2 in liquid Ar has a slope that is quite similar to that in the gas phase, which is also
very similar to the strict LR prediction. This is in agreement with prior work studying
diatomic photodissociation in rare-gas solids,[52, 81, 117] and with the idea of early time
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‘inertial’ solvent motions in solvation dynamics following LR.[121, 122] But after the first
∼1 Å (∼60 fs) of separation, the dynamical PMF in liquid Ar shows a positive slope; this
occurs at exactly the internuclear distance at which the expanding Na+2 molecule collides
with the first-shell solvent; there is essentially always a collision with the first-shell solvent
that exerts a force on the expanding molecule back towards shorter bond distances. By ∼7
Å (∼200 fs), the slope of the dynamic PMF has decreased to roughly zero, indicating that
the dissociated solute has on average escaped the solvent cage and that the dynamics are
now governed more by diffusion than the electronic structure of Na+2 . Clearly, LR breaks
down for the photodissociation of Na+2 in Ar because even the strict LR definition does
not include solvent caging, which is clearly a nonequilibrium effect: there are no strong
directional collisions like this at equilibrium.
The green curve in Fig. 4.2b shows the dynamical PMF following photoexcitation of Na+2
in liquid THF. The dynamical PMF displays two main features: a small initial ‘dip,’ at an
internuclear separation of∼5.6 Å, followed by a general increase in energy at longer distances.
What this dynamical PMF shows is that following photoexcitation, the Na+2 species elongates
but does not dissociate due to a kinetic trap stemming from the dative bonds formed between
Na+ and THF. These effects are discussed later in Fig. 4.5. The dynamical PMF provides
a strong contrast to the gas-phase (black curve) potential surface and the solution-phase
LR predictions (red diamonds), both of which predict that the molecule would dissociate.
Thus, the breakdown of LR for photodissociation of Na+2 in liquid THF is strikingly different
than that in liquid Ar. It is perhaps not surprising that LR fails in both solvents, as
photodissociation represents an input of energy that is 20–40 times kBT , but Figure 4.2
shows clearly that the reasons for LR breakdown are highly dependent on the specifics of
the solvent environment for what is nominally the same molecule.
To understand why LR fails so differently for photodissociation of Na+2 in liquid Ar and
liquid THF, we next turn to exploring the nonequilbrium behavior in each solvent in more
detail. In liquid Ar, the failure of LR involves a strong interaction of the photofragments
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Figure 4.2: Dynamic potentials of mean force reveal the breakdown of linear response for the
photodissociation of Na+2 in solution. The potential energy surface for the first excited state
of gas-phase Na+2 (black crosses) and the PMF for the electronic excited state as predicted
from LR (red diamonds) are the same curves as in Fig. 4.1; the dynamic PMF calculated
from nonequilbrium trajectories using Eq. 1 (green triangles) is shown for Na+2 in Ar (panel
a) and in THF (panel b). The dynamic PMFs show clear nonequilibrium features of the
Na+2 dissociation reaction that are not predicted by LR at equilibrium. In Ar, the well at ∼
5 Å in the dynamic PMF is the result of nonequilibrium caging by the surrounding solvent,
as explored further in Fig. 4.3, below, while the gradual upward slope of the dynamic PMF
in THF comes from changes in the electronic structure and chemical identity of Na+2 in this
solvent, as detailed in Figs. 4.4 and 4.5, below.
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Figure 4.3: Dynamic potentials of mean force from nonequilibrium simulations of the pho-
todissociation of Na+2 in liquid Ar as a function of the Ar mass reveal that the magnitude
of the breakdown of linear response due to solvent caging is dependent on the time scale
of the solvent fluctuations. Panel (a) shows the results when the Ar mass is divided by
20 (purple squares) and increased by a factor of 5 (orange circles) but the intermolecular
potentials are left unchanged from the original simulations (green triangles, same curve as
in Fig. 4.2a) and the LR approximation (red diamonds, same curve as in Fig. 4.1a). When
the solvent mass is reduced to the point where fluctuations occur on a time scale comparable
to the Na+2 photodissociation dynamics, the dynamical PMF begins to resemble the LR pre-
diction. When the solvent mass is increased, however, the initial collision with the solvent
cage knocks the photofragments back with much greater force, dynamics that are not seen
at equilibrium. This leads to a temporary shortening of the Na–Na bond length before the
fragments ultimately escape the solvent, creating the loop in the dynamical PMF.
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with the Ar solvent cage that does not occur at equilibrium. This leads to the question of
whether equilibrium dynamics could ever capture this type of caging event. To explore this,
we tuned the time scale of the Ar solvent fluctuations by artificially changing the Ar mass
while leaving all the intermolecular potentials unchanged; this means that the equilibrium
solvation structures do not change, but the time scale for equilibration does. We then ran
nonequilibrium trajectories with the altered solvent mass. Figure 4.3 shows that when the
mass of the Ar atoms is reduced by a factor of 20 (purple squares), the dynamical PMF now
strongly resembles the LR prediction (red diamonds). The solvent is now so light that the
dissociating Na+2 molecule can easily push the nearby atoms aside, removing the ‘caging’
event that dominated the dynamics when the Ar had its full mass. In other words, the
artificially lighter Ar solvent can equilibrate on a time scale comparable to the time it takes
photoexcited Na+2 to dissociate, so that LR becomes a better predictor of the nonequilibrium
dynamics.
Figure 4.3 also explores the other extreme, where the mass of the Ar solvent atoms is
increased by a factor of 5 (orange curve). Now the ‘cage effect’ is exaggerated, as the
dynamical PMF shows not only a stronger reflection, but actually a small loop at internuclear
separations near 6 Å, the result of the fact that the dissociating Na+2 solute has to undergo
multiple bounces before being able to escape the surrounding solvent cage, as seen for I2 in
solid rare gas matrices.[70] Thus, even in a simple, non-interacting solvent like liquid Ar, LR
will fail to describe photodissociation reactions when the time scale of dissociation is faster
than the intrinsic time scale of the solvent fluctuations.
To better visualize solvent caging, Fig. 4.4 shows plots of the average solvent positions
around Na+2 in liquid Ar as a function of distance both at equilibrium, panel (a), and during
the nonequilibrium photodissociation dynamics, panel (b). The plots show an isosurface
at a distance about the van der Waals size of the solute molecule, ∼3.3 Å from each Na+
nucleus, and the color represents the cylindrically-averaged probability of finding a solvent
atom at that point on the surface relative to the bulk solvent density. The red color indicates
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that more Ar is present than the average density, white shows about an average amount of
solvent, while blue color shows a deficit of solvent at that position. The points are evenly
spaced so that the color density provides an accurate representation of the spatial density of
solvents.
The left-most plots compare the solvent distribution around Na+2 in Ar at equilibrium
in the excited state (panel a) and at equilibrium in the ground state (panel b, which has
a ground-state solvent configuration because it shows the Franck-Condon excited solute
before the solvent has had time to move). Clearly, the equilibrium ground and excited-state
solvation structures are different. When the Na–Na bond is separated by 3.5 Å and 5.5 Å at
equilibrium on the excited state (left and center plot in panel (a)), there is a clear preference
for the solvent to reside near the ‘neck’ of the molecule, as the excited-state electron density
has a node between the two atoms, causing the solvent to move into this region to maximize
ion-induced dipole interactions. During the nonequilibrium dynamics, however, the center
plot of panel (b) shows that there is a deficit of solvent in the neck region, and excess solvent
at the ends of the molecule as it encounters the solvent cage. The solvent has not had time
during the 180 fs since excitation to move into the neck region or away from the ends of
the dissociating molecule, showing the caging that explains the breakdown of LR. This
breakdown persists even as the molecule separates to 8 Å which is 260 fs after excitation, as
evidenced by the deficit of solvent on the inside of the bond in the right plot of panel (b)
compared to the excited-state equilibrium prediction in panel (a).
Unlike in liquid Ar, where LR can be largely recovered if the solvent can fluctuate on fast
time scales compared to the molecular dissociation, the LR breakdown for photodissociation
of Na+2 in liquid THF occurs because the chemical identity of the Na+2 molecule is intricately
linked with its local solvent environment, such that it is better thought of as Na2(THF)+n .[109,
119] To understand how the complexation by the solvent affects LR, we turn to Fig. 4.4 c
and d (left), which shows that when Na2(THF)+n is initially photoexcited to its lowest energy
excited state, the node in the electron density lies oriented along the bond axis: the electronic
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Figure 4.4: Representative solvent distributions around excited-state Na+2 at equilibrium,
panel (a), and during non-equilibrium dynamics, panel (b), in liquid Ar. Surfaces are drawn
∼3.3 Å from the Na+ core and colored to show either bulk solvent density (white), excess
solvent density (red), or solvent deficit (blue). Corresponding representative snapshots of
excited-state Na(THF)4−Na(THF)+5 in liquid THF are shown at equilibrium, panel (c), and
during the non-equilibrium dynamics, panel (d). Na+ cores are plotted as blue spheres and
THF as turquoise sticks with red O atoms. The bonding electron is drawn as a wire mesh
containing 75% of the charge density.
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structure resembles that of a molecular pi bonding orbital rather than the σ* antibonding
orbital seen with gas-phase Na+2 or Na+2 in liquid Ar (see SI).[119] This is a reflection of
the fact that the coordination complex in liquid THF is truly a different molecule with a
different chemical identity from the gas-phase Na+2 species.
If we start from a Na(THF)4−Na(THF)+5 configuration, the molecule begins its dissocia-
tion process from its equilibrium ground state distance of ∼4.8 Å.[119] Following photoex-
citation, the molecule’s Na–Na bond distance increases to ∼5.4 Å after approximately 100
fs, but the electronic structure at this time (Fig. 4.4d, center) is clearly very different than
the LR prediction at the same distance (Fig. 4.4c, center). The LR prediction when the
molecule reaches this distance has the node of the electronic wavefunction perpendicular to
the bond, creating a dissociative force. But the wavefunction during the nonequilibrium
dynamics is clearly unable to have its node fully rotate from parallel to perpendicular to
the Na–Na bond. This rotation of the excited-state node requires significant rearrangement
of the datively-bonded THF molecules; there is simply insufficient time for these THFs to
reach their equilibrium stable orientation. Finally, even 1.3 ps after photoexcitation, the
molecule is not able to dynamically reach distances past 8.5 Å; this is because there is signif-
icant electron density still between the nuclei, holding the molecule together. This is what is
responsible for the positive slope in the dynamical PMF at long distances seen in Fig. 4.2b:
even though the molecule would prefer to dissociate at equilibrium, there is no easy kinetic
pathway to achieve dissociation following the actual photoexcitation.
In addition to the inability of the excited-state wavefunction to achieve the correct config-
uration for dissociation, there is a second reason LR breaks down for photoexcitation of Na+2
in liquid THF: the chemical identity of the molecule changes differently during photodisso-
ciation than when the bond is stretched at equilibrium. At the Franck-Condon ground-state
equilibrium distance, the molecule prefers to reside in the Na(THF)4−Na(THF)+5 coordina-
tion state. As the Na–Na distance is increased at equilibrium on the excited state, Fig. 4.4c
shows that the coordination state changes to predominantly Na(THF)5−Na(THF)+5 by 5.4
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Å and to the Na(THF)5−Na(THF)+6 state by 8.5 Å, the result of the extra space available to
form additional dative bonds shown as yellow lines. During the photodissociation process,
however, Fig. 4.4d shows that there has been insufficient rearrangement of the coordination
complex to allow an additional dative bond to form when the Na–Na distance reaches 5.4
Å, and only a single additional dative bond can form by 8.5 Å instead of the two extra
dative bonds seen at equilibrium. The insertion of the last dative bond is what is critical
to allowing the molecule to fully dissociate, as this is what weakens the bonding electron’s
association with the more coordinated sodium.
To better visualize how the electronic structure and chemical identity explain the break-
down of LR for the photodissociation of Na+2 in THF, Fig. 4.5a plots the number of solvent
molecules forming dative bonds with each Na+ core as a function of the Na–Na bond dis-
tance both at equilibrium on the excited state (red curves) and during the nonequilibrium
dynamics (green curves). The dashed curves in this figure show the average number of THF
dative bonds to the lesser-coordinated sodium core (referred to as Naa) while the solid curves
show the number of dative bonds around the more-coordinated sodium core (referred to as
Nab). At equilibrium on the excited state, the LR prediction is that there are two transitions
to new coordination states, a Na(THF)4−Na(THF)+5 → Na(THF)5−Na(THF)+5 transition
around 5.5 Å and a Na(THF)5−Na(THF)+5 → Na(THF)5−Na(THF)+6 transition around 8.5
Å, as visualized in the snapshots in Fig. 4.4c. However, the photodissociation dynamics
shows only the first of these transitions (which is not complete until a distance of nearly 7
Å, in concordance with the snapshots shown in Fig. 4.4d.
Figure 4.5b provides a way to understand the changes in electronic structure that con-
tribute to the breakdown of LR. The plot shows the angle of the node in the excited electronic
wavefunction with respect to the Na–Na bond axis, calculated as an ensemble-averaged dot
product of the Franck-Condon excited state at the equilibrium distance with the LR (red
diamonds, equilibrated on the excited state) or dynamic (green triangles) excited state at
other Na–Na distances. As such, a ‘node orientation’ of zero indicates that the node is
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Figure 4.5: Changes in the Na2(THF)+n chemical identity (i.e., THF coordination number)
and the orientation of the bonding electron density explain the breakdown of linear response
for the photodissociation of Na+2 in THF. Panel (a) plots the THF dative bond coordination
number around each sodium core (more coordinated Na+, solid curves; less coordinated Na+,
dashed curves) as a function of Na–Na bond length for the LR equilibrium approximation
(red) and during the dynamic, nonequilibrium dissociation (green); there is insufficient time
for the coordination number to change during the nonequilibrium dynamics to match the
LR prediction. Panel (b) shows the orientation of the excited-state bonding electron’s node
for the LR equilibrium approximation (red) and the dynamic, nonequilibrium dissociation
(green) as a function of Na–Na bond length. Clearly, the node rotation is hindered during the
nonequilibrium dynamics. Together, the inability for the node to rotate and the coordination
number to change during the dynamics explains the breakdown of LR.
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perfectly parallel with the Na–Na bond axis while a value of one means that the node is
perfectly perpendicular to the Na–Na bond axis. Figure 4.5b shows that at equilibrium, the
node is able to rotate fully at a much lower Na–Na bond distances (∼5.5 Å) than following
dynamic photoexcitation (where the node doesn’t fully rotate until ∼7 Å), the result of the
fact that following photoexcitation the datively-bonded THFs don’t have time to move to
an appropriate position to allow the node to rotate.
The changes in the Na+2 chemical identity coupled with the changes in the electronic
structure of the bonding electron during the nonequilibrium dissociation of Na+2 in THF
explain the dramatic deviation of the dynamical PMF from the LR prediction shown in
Fig. 4.2b. The preliminary ‘dip’ in the dynamic PMF arises because upon photoexcitation,
the bonding electron’s wavefunction must orient on the fly from a pi-like to a σ*-like electronic
structure; in addition, the molecule must potentially change chemical identity through the
formation of new Na–THF oxygen-site dative bonds. However, these processes consume
the energy the molecule needs to form the final dative bond that at equilibrium takes the
loosely-bound Na(THF)5−Na(THF)+5 state to the Na(THF)5−Na(THF)+6 state allowing the
bond to break. This leaves the nonequilibrium molecule without an easy kinetic pathway to
dissociate until sufficient time has passed for equilibration to occur.
4.4 Conclusions
In summary, through MQC MD simulations of Na+2 in the condensed phase, we have shown
that LR breaks down for the photodissociation of Na+2 in both liquid Ar and in liquid THF
for very different reasons. In liquid Ar, the initial collision of the dissociating molecule
with the surrounding cage of Ar atoms is a nonequilibrium event that is not captured by
the LR approximation. This singular event, which is reminiscent of the single-collision that
causes breakdown of LR in photofragment rotational dynamics,[123, 124] is captured by the
dynamical PMF, which shows the strong restoring force provided by the surrounding solvent
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cage. The cage effect is clearly dynamical, as we showed that it depends on the magnitude
of the solvent’s mass: heavier masses amplify the bounce back of the photofragments upon
collision with the solvent cage, while sufficiently light masses lead to better agreement with
LR because the lighter solvent can equilibrate on the time scale of the dissociation dynamics.
We also showed that the LR approximation fails for the photodissociation of Na+2 in THF;
however, the reason for this LR breakdown arises not from solvent caging but from solvent-
induced changes in the Na+2 molecule’s chemical identity and electronic structure. During
dynamic, nonequilibrium dissociation, the solute is unable to re-orient its bonding electron
density from the pi-bonding-like state created initially upon photoexcitation to the more
σ*-like state that is needed for dissociation. In addition, photoexcitation does not provide
sufficient time for the molecule to undergo the change in chemical identity, via the creation
of new dative bonds with the solvent, that is also needed for the bond to fully break. This
leaves the molecule without a kinetically favorable path to dissociation, leading to a failure
of LR, which is unable to capture these important solvent-induced features. All of this work
shows that in solution environments, a detailed understanding of the coupling of solute and
solvent motions is needed even to understand the simplest of chemical reactions, such as the
breaking of a chemical bond.
4.5 Methods
4.5.1 Overview of Simulation Details
The work in this paper consists of mixed quantum classical (MQC) molecular dynamics (MD)
simulations of Na+2 in the condensed phase. In these simulations, which were performed in
the microcanonical ensemble, we treated the Na+2 molecule as two classical Na+ cores held
together by a single quantum-mechanically-treated valence bonding electron plus hundreds of
classical solvent molecules. The interactions between the classical particles and the quantum
mechanical electron were accounted for using Phillips-Kleinman (PK) pseudopotentials,[88]
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modified with polarization potentials to correct for the frozen-core approximation implicit
in the PK formalism. These pseudopotentials, which are identical to those used in our
previous studies,[27, 39, 46, 89, 109, 119] are described in more detail in the SI. The classical
interactions between the Na+ cations and the Ar and rigid OPLS THF solvent molecules
were modeled with the same potentials used in our earlier studies in these solvents[46, 119]
and are detailed in the SI.
The cubic simulation cells had a side length of 43.8 Å for simulations in Ar and 32.5 Å for
those in THF, which given the number of solvent molecules yielded densities of 1.26 g/mL at
120 K for Ar 0.89 g/mL at ∼298 K for THF. In Ar, we expanded the electronic eigenstates
of the quantum mechanical electron in a basis of 32 × 32 × 32 plane waves over a 25 Å3
box. Due to the diffuse nature of the valence electron’s excited state in THF, particularly
at larger Na–Na distances, we used 64 × 64 × 64 plane waves that spanned the entire
cubic simulation cell. For all simulations, we utilized periodic boundary conditions with the
minimum image convention.[87] All interactions in the cell were tapered smoothly to zero
at 16 Å over a 2-Å range using a center-of-mass-based switching function.[105] The single-
electron Hamiltonian, which is shown explicitely in the SI, was diagonalized at every MD time
step using the implicitly-restarted Lanczos method as implemented in ARPACK.[108] For
simulations in THF, the solvent molecules were treated as rigid, planar five-membered rings
following the work of Chandrasekar and Jorgensen.[103] All simulations were propagated
using the velocity Verlet algorithm[87] with a 4-fs time step, except for simulations with
light Ar in which case a 2-fs time step was used.
We performed both equilibrium umbrella sampling, where the Na+2 bond length was re-
strained and nonequilibrium dissociation trajectories where the molecule was placed into
the excited state from its equilibrium ground state configuration and allowed to propagate
adiabatically on its electronic excited state. For umbrella sampling in Ar, bins were set at
every 0.1 Å from 3.0 Å out to a dissociative distance of 9.0 Å. For umbrella sampling in
THF, bins were set every 0.1 Å from 4.0 Å out to a dissociative distance of 10.0 Å. Within
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each bin after appropriate equilibration, umbrella trajectories were run for 10 ps to ensure
ample statistics across the potential of mean force. Details of the umbrella sampling and
the process used to stitch the individual umbrella sampled windows together to create the
LR PMFs shown in Fig. 4.1 are given in the SI. For the nonequilibrium trajectories, the Na+2
molecule was placed in the first excited state starting from ground-state configurations taken
from an equilibrated ground-state trajectory; 15 nonequilibrium trajectories were run in Ar
and 20 nonequilibrium trajectories were run in THF to provide statistics for nonequlibrium
ensemble averages. Details of the initial configurations chosen for these studies as well as the
process used to construct the LR and dynamic PMFs shown in Fig. 4.1 and 2 are provided
in the SI.
4.6 Supplemental Information
To avoid repetition, only the sections of the supplemental information for ”Linear Response
Breakdown in Liquid Photodissociation: Caging and Chemical Identity” that differ from
those given in Chapter 2 Section 6 and Chapter 3 Section 6 are included here. If not
otherwise specified, the simulation and analysis methods used for the work presented in
this paper are the same as those used in ”The Role of the Solvent in the Condensed-Phase
Dynamics and Identity of Chemical Bonds: The Case of the Sodium Dimer Cation in THF.”
Mixed Quantum/Classical Model
Our mixed quantum/classical (MQC) molecular dynamics (MD) simulations consisted of
two classical Na+ cations, one fully quantum mechanical electron, and hundreds of classical
solvent molecules. Simulations in liquid argon (Ar) contained 1600 Ar atoms in a simulation
cell with a side length of 43.8 Å, and simulations in liquid tetrahydrofuran (THF) contained
254 THF molecules in a 32.5 Å simulation cell. The sizes of the simulation cells were chosen
to reproduce the appropriate solvent densities at the simulation temperatures (1.26 g/mL
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at 120 ± 2 K for Ar simulations, which is well within the liquid region of simulated Ar’s
phase diagram[106] and 0.89 g/mL at 298 ± 6 K for THF simulations). For simulations
in THF, the solvent molecules were treated as rigid, planar five-membered rings following
the work of Chandrasekar and Jorgensen.[103] This rigid planarity was enforced using the
RATTLE algorithm, as in our previous MQC MD work.[86, 109, 119] In all simulations,
periodic boundary conditions were implemented with minimum image convention[87] and
all interactions were tapered smoothly to zero at 16 Å over a 2 Å range with a center of
mass-based switching function according to Steinhauser.[105] All simulations were performed
in the microcanonical ensemble.
4.6.1 Simulation Setup
The eigenstates of the quantum mechanical valence bonding electron were expanded on
a three dimensional grid. For simulations in Ar, we used a basis of 32 × 32 × 32 grid
points distributed over a 25 Å3 box. Because the valence electron is more diffuse in THF,
for simulations in THF, we used a larger grid that spanned the entire simulation cell and
contained 64 × 64 × 64 grid points. These dimensions were chosen to keep the basis set
as small as possible for each system while still capturing the spatial extent of the electronic
wave function. We centered the grid in the middle of the simulation cell and shifted all
classical particles relative to the grid every 500 fs to avoid leakage of the wave function off
the edges of the grid. In this way, the wave function was always located roughly in the center
of the simulation cell. The classical particles were shifted an integer number of grid spaces to
avoid discontinuities in the quantum energy that would prevent total energy of the simulation
from being conserved.[39] We used the velocity Verlet algorithm[87] to propagate the classical
degrees of freedom (vNa+i , vsolvi , RNa+i , and Rsolvi) of the Hamiltonian in Eqs. 1 and 2 in the
microcanonical (N, V,E) ensemble. We determined the forces from the sum of the classical-
classical and classical-quantum interactions described above. We used the implicit restart
Lanczos method to iteratively solve the TISE for the ground state wavefunction at every 4
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fs time step.[108] The quantum forces on the classical particles were then found using the
Hellman-Feynman theorem:
FQi = −〈Ψ|∇RiHˆ |Ψ〉 (4.2)
where, FQi is the quantum force on classical particle i at position Ri. Because the wave
function is expanded in a basis that does not functionally depend on the position of the
classical particles, Eq. 5 is exact (in other words, there are no issues with Pulay forces from
the basis functions changing with time).[85]
For this paper, we collected data in two ways: 1) by holding the Na–Na bond length
at a fixed distance to collect equilibrium statistics on either the ground or first excited
state (umbrella sampling) and 2) by placing the Na+2 molecule into the first excited state
from an equilibrium ground state configuration and then allowing the molecule to propagate
adiabatically on its electronic excited state (dynamic dissociation). To conduct umbrella
sampling, we set bins at every 0.1 Å and spanned enough distance to adequately capture the
shape of both the ground and excited state electronic surfaces. Within each bin, 10 ps of
data was collected to ensure ample statistics at each point on the potential energy surface.
For dynamic dissociation, we selected starting configurations from simulations of Na+2 in
the ground state. We picked uncorrelated configurations where the Na+2 molecule was at
its ground state equilibrium bond length. For Na+2 in Ar, this meant a starting Na–Na
bond length of ∼3.7 Å. Because ground state Na+2 is stabilized in two primary coordination
states in THF, we selected starting configurations for each. For the Na(THF)4−Na(THF)+5
species, the equilibrium bond length is ∼4.8 Å and for the Na(THF)5−Na(THF)+5 species
the equilibrium bond length is ∼5.6 Å. Fifteen dissociation trajectories were run for Na+2 in
Ar and twenty for dissociation from each of the two Na2(THF)+n coordination states in THF.
In the next few sections, we will outline the details of various analysis methods used to
produce the results described in the paper, including how the umbrella sampling data was
used to calculated the equilibrium, linear response (LR) potentials of mean force (PMFs)
and the dissociation data was used to calculate the nonequilibrium, dynamic PMFs.
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4.6.2 Construction of Linear Response Potentials of Mean Force
As mentioned above, we utilized umbrella sampling to collect equilibrium statistics from the
condensed phase Na+2 molecule at a wide range of Na–Na bond lengths. Umbrella sampling is
a technique used to explore potential energy surface of a system, especially ones in which large
energetic barriers prevent adequate sampling of higher energy configurations during normal
equilibrium dynamics. Therefore, to force the system to remain in a specific configuration in
order to gather statistics, even if that configuration is energetically unfavorable, we define a
collective variable and then use a potential well at a target value. Because we want to apply
our biasing potential to the Na–Na bond coordinate, the umbrella potential took the form:
U(r) = 1
2
k(r− ζ)2 (4.3)
where, U(r) is the umbrella potential applied to the Na–Na bond coordinate, k is the force
constant, r is the Na–Na bond length, and ζ is the target bond length. Because we know
the form of the biasing potential, the statistics of the unbiased system can be recovered from
the biased statistics.
We then performed multiple simulations, differing only in the target bond length, such
that the statistics of neighboring umbrella sampled bins overlapped. These series of umbrella
sampled simulations were then stitched together via the multistate Bennet acceptance ratio
(MBAR) method[130] to produce the LR PMFs displayed in main text Fig. 4.1.
4.6.3 Construction of Dynamic Potentials of Mean Force
To compare the LR PMFs to our nonequilibrium, dissociation trajectories, we needed a way
to construct a dynamic PMF. To do this, we first calculated U(t) by taking advantage of the
relation:
U(t) = −
∫ t
t0
F (t)v(t)dt, (4.4)
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where F (t) is the total force (from the solute and solvent) on the Na nuclei along the bond
axis, v(t) is the bond velocity, and t0 is the time at which photoexcitation takes place.
Thus knowing the potential in terms of time, U(t), as well as the bond distance during
dissociation, r(t), we can parametrically combine the two to produce the effective potential
surface followed during the dynamics, U(r). The integration is calculated in reverse time so
that U following dissociation is set to zero.
Because the Na+2 molecule dissociates at different time scales in different solvents, the
value of t in Eq. 4.4 was chosen such that they were long enough to have sampled all the
appropriate photodissociation dynamics but short enough to avoid diffusive recrossings that
occur at longer distances. For simulations in liquid Ar, this time was ∼300 fs, while in THF
it was much longer at ∼1000 fs.
As mentioned previously, we ran 15 nonequilibrium, dissociation trajectories for Na+2 in
Ar and 20 from each of the two coordination states in THF. Uncorrelated starting configu-
rations were chosen from equilibrated ground state dynamics. These starting configurations
were selected to be at the equilibrium Na–Na bond length of the Na+2 electronic ground
state. In Ar, this meant selecting 15 initial configurations with a 3.7 Å Na–Na bond length.
In THF, this meant selecting 20 initial configurations in the Na(THF)4−Na(THF)+5 state
with a 4.8 Å Na–Na bond length and 20 in the Na(THF)5−Na(THF)+5 state with a 5.6
Å Na–Na bond length. The individual dynamic PMFs for the Na(THF)4−Na(THF)+5 and
Na(THF)5−Na(THF)+5 species are plotted below. The data shown in main text Fig. 4.2b for
the overall dynamic PMF in THF was produced by combining the individual PMFs accord-
ing to the Gaussian weighted ratio of the two coordination states from our previous ground
state studies of Na+2 in THF,[119] which means that the Na(THF)4−Na(THF)+5 trajectories
counted for about 30% and the Na(THF)5−Na(THF)+5 for 70%.
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4.6.4 Construction of Ar Heat Maps
To compare the Ar cage during dissociation to that at equilibrium, we needed to create
an ensemble average of the Ar positions relative to the Na+ cores. To do so, we created a
Fibonnaci sphere of radius 3.3 Å, which is the average Na0–Ar distance, around each Na+
core. The advantage of using a Fibonnaci sphere is that it creates any number of evenly
spaced points on a sphere. For each point, we then calculate the distance between it and
each Ar atom. If an Ar atom is within 1.7 Å, which is the Lennard-Jones radius of Ar, of
that point, then it is assigned a value of 1. If not, then it is assigned a value of 0. We then
average the spheres over 100+ configurations to get an ensemble picture of the Ar cage at
equilibrium.
To generate an ensemble picture of the Ar cage during dissociation, we duplicated each
trajectory six times with 60 degree rotations between each duplicate to enhance our statistics.
The rotations allow us to force cylindrical symmetry about the Na–Na bond axis. The
configurations were also rotated before created the spheres so that the initial Na–Ar collision
occurs on the same Na each time.
4.6.5 Additional Data
In the main text, we described how the LR approximation breaks down for the photodis-
sociation of Na+2 in Ar due to a single nonequilibrium event−the solute’s collision with the
surrounding cage of Ar atoms. Furthermore, we showed that this LR breakdown is depen-
dant on the mass of the solvent. With sufficiently light Ar atoms, the solvent fluctuations
occur on a similar time scale to the Na+2 photodissociation dynamics; thus, the LR behavior
can be recovered. On the other hand, with heavier solvent, the collision of the solute with
the solvent cage actually knocks the photofragments back toward each other, leading to a
temporary shortening of the Na–Na bond length before the fragments are able to eventually
escape the solvent cage. This manifests as a loop in the dynamical PMF, shown in main
text Fig. 4.3.
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Figure 4.6: Trajectories of the photodissociation of Na+2 in Ar of various mass show that
the magnitude of the breakdown of linear response due to solvent caging is dependent on
the time scale of the solvent fluctuations. The trajectories where Ar is at its normal mass
are plotted in green while those with five times heavier Ar are plotted in orange and those
with twenty times lighter Ar are plotted in purple. The average of each type of dissociation
trajectory is also included with green triangles form normal mass Ar, orange circles for 5x
mass Ar, and purple squares for 0.05x mass Ar.
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Here, in Figure 4.6, we plot the actual dissociation trajectories for these three scenarios:
Ar of normal mass (green), Ar 20 times lighter than normal (purple), and Ar 5 times heavier
than normal (orange). The average of each group of trajectory is also included with green
triangles for normal mass Ar, purple squares for the lighter Ar, and orange circles for the
heavier Ar. The influence of the solute’s nonequilibrium collision with the solvent cage are
evident in the average curves. For normal mass Ar, a change in slope is observed at the
same Na–Na bond distance that the photofragments first encounter the solvent cage. This
change in slope is not present for dynamic dissociation with lighter Ar atoms. Instead, the
photofragments simply blow through the solvent cage. Finally, with heavier Ar atoms, the
photofragments are actually knocked back, such that the Na–Na bond length temporarily
decreases, before escaping the solvent cage to continue dissociation.
These and other interesting solvent-induced effects are visible in snapshots from the Na+2
trajectories in Ar, as shown in Fig. 4.7, which includes snapshots from the equilibrium, LR
pathway (a) and from dynamic dissociation (b). In the LR approximation, the molecule is
able to smoothly pull apart from an initial Na–Na bond distance of 3.5 Å out to 5.5 Å, where
the electron collides with the solvent cage. During nonequilibrium dissociation, however, the
photofragments must work their way dynamically through the solvent cage. This is evident
when comparing the two snapshots at 5.5 Å. In dynamic dissociation, this is the point where
the solute encounters the cage of surrounding Ar atoms. This collision squishes the bonding
electron density and knocks the photofragments temporarily back. A direct collision between
the right-hand sodium and an Ar atom is even evident, shown with the red arrow. In the
LR prediction, however, we see a completely different scenario. Whereas there are no Ar
atoms in-between the two photofragments at this point during dynamic dissociation, in the
LR prediction, several Ar atoms are working to insert themselves between the sodiums. This
actually shoves electron density outward, facilitating dissociation.
Now we move on to a brief discussion of the dynamic Na+2 PMFs in liquid THF. Main
text Fig. 4.2b plots the dynamic PMF for the nonequilibrium photodissociation of Na+2
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t = 100 fs
Figure 4.7: Representative snapshots of excited-state Na+2 in Ar at equilibrium (panel (a))
and during the nonequilibrium photodissociation dynamics (panel (b)). The Na+ cores are
plotted black spheres at the size of the Na+ ionic radius, the Ar atoms as pink spheres, and
the THF molecules as turquoise sticks with red oxygen atoms. The electron is drawn as a
blue wire mesh containing 75% of the density.
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Figure 4.8: Dynamic potentials of mean force for Na+2 in THF. The PMFs are plotted
for Na(THF)4−Na(THF)+5 (purple squares), Na(THF)5−Na(THF)+5 (orange circles), and
Na2(THF)+n (green triangles).
in THF. However, we know from previous studies[119] that the Na+2 molecule exists in
THF not as a single species but as an equilibrium mixture of Na(THF)4−Na(THF)+5 and
Na(THF)5−Na(THF)+5 , each of which behaves as its own discrete molecule. Therefore, to
construct the overall dynamic PMF, we conducted twenty dissociation trajectories from each
of these stable coordination states. From those trajectories, we prepared dynamic PMFs as
outline above and in the main text. These dynamic PMFs for the Na(THF)4−Na(THF)+5
(purple squares) and Na(THF)5−Na(THF)+5 (orange circles) states are plotted here in Fig. 4.8
along with the overall Na+2 dynamic PMF in THF (green triangles). The overall dynamic
PMF was prepared by combining the dynamic PMFs of the individual coordination states
using their Gaussian weighted averages.
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As can be seen in Fig. 4.8, all three curves have the same main features: an initial ‘dip’ in
energy followed by a gradual increase in energy at longer distances. The initial dip arises for
three primary reasons. First, as we explored in the main text, in liquid THF, when the Na2+
is placed in the first excited state, the bonding electron density initially orients in a pi-like
state. This is a weakly bound electronic structure which drives the Na–Na bond to lengthen.
Second, the bonding electron density then rotates into a σ*-like position as the molecule
dissociates. Finally, the Na2(THF)+n species is capable of forming new Na–THF oxygen-site
dative bonds during dissociation. All of these factors combine to initially drive the molecule
longer bond lengths. However, after expending the energy needed to perform these processes,
the molecule has no more energy to escape the solvent cage. Thus, there is not a kinetically
favorable pathway to Na+2 to fully dissociate during dynamic photodissociation in THF.
Other wiggles are present in the dynamic PMfs on the gradually rising energetic tail. These
come from small shifts in the position of the electronic density as the molecule pulls apart
as well as the vibrations of the Na–THF oxygen-site dative bonds.
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Chapter 5
How Local Solvent Environment Can
Alter Solute Electronic Structure
During Photodissociation Dynamics
5.1 Abstract
If a molecule readily photodissociates in the gas phase, can we assume that it will follow
a similar dissociation pathway in the condensed phase? Through mixed quantum classical
(MQC) molecular dynamics (MD) simulations of sodium dimer cation (Na+2 ) in THF, we
show that when the solute–solvent interactions are energetically on the order of a hydrogen
bond, the solute’s electronic structure and thus dynamics and reactivity are controlled nearly
entirely by the local solvent environment. Thus, the molecule in solution can behave very
differently than its gas-phase counterpart. In the previous chapter, we saw that linear
response (LR), the assumption that a nonequilibrium system can be understood through
study of the fluctuations of its equilibrium dynamics, breaks down for the photodissociation
of this system, and in this chapter we are going to take apart precisely why. In particular,
we delve into the details of how changes in the local solvent environment facilitate changes
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in the electronic structure of the Na+2 bonding electron and how this process eventually leads
the Na+2 molecule, which dissociates in the gas phase and as gas phase Na2(THF)+n clusters,
to become trapped in full-condensed phase THF.
5.2 Introduction
The linear response (LR) approximation, a staple of models exploring how solvation influ-
ences chemical reactivity, predicts that, for a small perturbation, a nonequilibrium system
will relax along a pathway identical to the regression of the spontaneous fluctuations of the
system at equilibrium.[120] According to this approximation, study of solvent fluctuations
at equilibrium should be sufficient to understand nonequilibrium reaction dynamics.
In previous studies, we showed that LR breaks down for the photodissociation of Na+2 in
liquid Argon (Ar) as well as in liquid THF−but for very different reasons in each system.[131]
In Ar, the initial collision of the dissociating molecule with the surrounding cage of Ar atoms
knocks the photoexcited fragments back toward each other before they are able to make their
way through the solvent cage. We showed that this event was dependent on the relative
time scales of the solvent fluctuations and the dissociation event, such that changing the
fluctuation rate by changing the solvent mass could exacerbate or mitigate the breakdown
of LR. LR likewise fails for the photodissociation of Na+2 in THF; however, the reason for
this LR breakdown arises not from the solvent cage but from solvent-induced changes in the
Na+2 molecule’s electronic structure and chemical identity.[131]
We have shown previously that when solute-solvent interactions are energetically on the or-
der of a hydrogen bond, the solute molecule can undergo a change in chemical identity.[109,
119] Such is the case for Na+2 in THF, which, due to the dative-bonding interactions be-
tween THF oxygen-sites and the sodium atoms, is better thought of as the coordinated
structure Na2(THF)+n . These Na–THF oxygen-site dative-bonding interactions result in
two stable, chemically-distinct ground state coordination structures (Na(THF)4-Na(THF)+5
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and Na(THF)5-Na(THF)+5 ), which interconvert by surmounting an energy barrier of several
kBT .[119] These coordination states behave as discrete molecules with their own chemi-
cal identities that are distinct from that of gas phase Na+2 .[109, 119] Furthermore, each
Na2(THF)+n species is stable as its own gas-phase molecule with an electronic structures
that is completely different than that of gas-phase uncoordinated Na+2 .
In our previous studies of the excited-state dissociation dynamics of Na+2 in the gas and
condensed phase,[119, 131] we saw that when gas-phase Na+2 is placed in its first electronic
excited state, the molecule readily falls apart, the result of an electronic structure which
places the node of the excited state electron perpendicular to the Na–Na bond axis, much
like the σ* orbital one would expect based on molecular orbital theory.[95, 96] In liquid Ar,
the same basic excited state electronic structure is observed, with some minor perturbations
to the energies and wavefunction of the Na+2 bonding electron due to the surrounding cage of
Ar atoms.[119, 131] The first excited state of the Na2(THF)+n structures, on the other hand,
is initially completely different. It is simply not energetically favorable for the molecule to
place the bonding electron in the σ* position due to crowding from the coordinating THF
molecules, which take up all of the space on the backside of each Na+ core. Instead, for
these structures, the electron’s density initially resides above and below the molecule with a
node parallel to the Na–Na bond axis, similar to a pi bonding orbital.[119, 131]
In this paper, we utilize nonadiabatic mixed quantum/classical (MQC) molecular dy-
namics (MD) simulations to delve into the intricate link between the modest solute–solvent
interactions present between the Na+ cores and their dative-bonded THF molecules and
the rotation of the excited state bonding electron’s density from the pi bonding to σ*
position after photoexcitation of the Na2(THF)+n species. Through studies of gas-phase
Na(THF)4−Na(THF)+5 and Na(THF)5−Na(THF)+5 , we find that this pi bonding to σ* an-
tibonding electronic transition can only occur when the dative-bonded solvent molecules
shift out of their preferred ground state configurations in response to the new excited state
bonding electron structure. LR breaks down because the process of rotating the electron’s
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density into the dissociative position occurs at much shorter Na–Na bond lengths for the LR,
equilibrium prediction, where the solvent has plenty of time to move into the optimal posi-
tions, than during dynamic dissociation, where the solvent must move concurrently with the
dissociation of the molecule. This effect is compounded by the changing chemical identity of
the solute during dissociation in the full condensed phase, which is caused by the formation
of new Na–THF oxygen-site dative bonds as the molecule pulls apart: this dynamic change
in identity is a process that differs between equilibrium and dynamic dissociation, further
contributing to the breakdown of the LR approximation for the dissociation of Na2(THF)+n .
Overall, our work shows that even relatively modest interactions between a solute and solvent
can completely alter simple chemical dynamics between the gas phase and solution.
5.3 Computational Details
For the work in this paper, we conducted MQC MD simulations of the Na2(THF)+n coordina-
tion states both in the full condensed phase and as gas-phase molecules. In these simulations,
which were performed in the microcanonical ensemble, we treated the Na+2 molecule as two
classical Na+ cores held together by a single quantum-mechanically-treated valence bonding
electron. Our simulations also contained classical solvent molecules: 254 THF molecules for
full condensed phase simulations and the dative-bonded THF molecules (nine in total for
the Na(THF)4−Na(THF)+5 state and ten for the Na(THF)5−Na(THF)+5 state) for gas-phase
Na2(THF)+n simulations. Our THF molecules were treated as rigid, planar five-membered
rings following the work of Chandrasekar and Jorgensen.[103] The rigid planarity of the THF
molecules was enforced using the RATTLE algorithm.[85]
The interactions between the classical particles and the quantum mechanical electron were
accounted for using Phillips-Kleinman (PK) pseudopotentials,[88] modified with polarization
potentials to correct for the frozen-core approximation implicit in PK formalism. These are
the same pseudopotentials used in our previous studies.[27, 39, 46, 89, 109, 119, 131] The
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classical interactions between the Na+ cations and the THF solvent molecules were modeled
with the same Lennard-Jones potentials used in our earlier studies of Na+2 in THF.[119, 131]
Our cubic simulation cell had a side length of 32.5 Å, a length chosen to give the correct
density for the full condensed phase simulations (0.89 g/mL density at ∼298 K). We utilized
periodic boundary conditions with the minimum image convention.[87] All interactions in
the cell were tapered smoothly to zero at 16 Å over a 2 Å range using a Steinhauser center-of-
mass-based switching function.[105] We expanded the electronic eigenstates of the quantum
mechanical electron in a basis of 64 × 64 × 64 plane waves that spanned the cubic simulation
cell, and the single-electron Hamiltonian was diagonalized at every MD time step using the
implicitly-restarted Lanczos method as implemented in ARPACK.[108] All simulations were
propagated using the velocity Verlet algorithm[87] with a 4-fs time step.
We performed both umbrella sampling, where the Na+2 bond length was held at a fixed
distance to collect equilibrium statistics on the particular energetic state and local solvent
environment of Na+2 at various bond lengths, and nonequilibrium dissociation trajectories
where the molecule was placed into the excited state from its equilibrium ground state
configuration and allowed to propagate adiabatically on its electronic excited state. Data
was collected both for gas phase Na(THF)4−Na(THF)+5 and Na(THF)5−Na(THF)+5 as well
as Na2(THF)+n in liquid THF.
For umbrella sampling, bins were set at every 0.1 Å and ran from the lowest Na–Na bond
length achievable without disrupting the Na2(THF)+n structure, generally around 4.0 Å, out
to a dissociative distance of 10.0 Å. While the simulation box could accommodate larger
dissociation distances, due to the diffuseness of the Na+2 excited state, we chose the 10.0 Å
cut off as a safe distance to avoid self-interaction of the valence electron via electron density
spilling over the edge of the grid. Within each bin, 10 ps of data was collected to ensure
ample statistics across the potential energy surface.
For nonequilibrium trajectories, initial configurations were chosen where the molecule
was at it’s most stable bond distance (3.84 Å for gas phase Na+2 , 4.95 Å for gas phase
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Na(THF)4−Na(THF)+5 , and 5.70 Å for gas phase Na(THF)5−Na(THF)+5 . Twenty dissocia-
tion trajectories were collected for the dissociation of each of the Na2(THF)+n structures in
both the gas and condensed phase.
5.4 Results and discussion
Our previous studies of ground state Na+2 in THF have shown that the dative-bonding inter-
actions between the Na+ cores and THF oxygen-sites stabilize the molecule in discrete coor-
dination states which each behave as unique molecules distinct both from gas phase Na+2 and
from each other.[109, 119, 131] Indeed, these Na2(THF)+n states are even stable as gas-phase
molecules. We will thus begin our investigation into the shift of the Na2(THF)+n electronic
structure from the pi bonding position to the σ* anti-bonding position through simulations
of the photodissociation of gas-phase Na(THF)4−Na(THF)+5 and Na(THF)5−Na(THF)+5 (i.
e., the coordination complexes isolated in a vacuum as opposed to being immersed in liquid
THF). We do so because in the gas phase, these molecules are unable to form new Na–THF
oxygen-site dative bonds. Thus, they retain their structural chemical identity by remaining
in the same coordination state throughout dissociation. This presents the opportunity to
explore the exact motions of the dative-bonded solvent that allow for the rotation of the
bonding electron’s density.
5.4.1 Potential Energy Curves of the Gas-Phase Na2(THF)+n Low-
est Excited State Reveal a Shift in the Bonding Electron’s
Structure During Dissociation
We begin by establishing the LR approximations for the photodissociation pathways of the
gas-phase Na2(THF)+n species. Figure 5.1 shows the potential energy curves (PECs) of
the lowest energy excited state of gas-phase Na+2 (black curves) and the two stable gas-
phase Na2(THF)+n states: Na(THF)4−Na(THF)+5 (red triangles) and Na(THF)5−Na(THF)+5
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(purple circles). Note that the Na(THF)4−Na(THF)+5 state is labeled as (4,5) and the
Na(THF)5−Na(THF)+5 as (5,5) in all figures. As expected, the dissociative pathway of gas
phase Na+2 is smooth. LR predicts that, following excitation from the ground state to the
lowest energy excited state, the Na+2 molecule simply falls apart.
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Figure 5.1: Equilibrium, linear response potential energy curves of the first excited state of
the gas-phase Na2(THF)+n coordinated structures predict dissociation. Upon excitation from
the ground state to the lowest energy excited state, the Na+2 molecule falls apart following a
smooth dissociative surface (black curve). The LR prediction for the Na(THF)4−Na(THF)+5
(red triangles) and Na(THF)5−Na(THF)+5 (purple circles) also appears consistently disso-
ciative and relatively smooth, suggesting that the molecule will dissociate.
The LR predicted dissociation pathways for the gas-phase Na2(THF)+n species are actually
nearly identical to each other: when either of the Na2(THF)+n species is photoexcited to
the first excited state from its equilibrium ground state, LR predicts that the molecule
dissociates via a relatively smooth surface, similar to that of gas-phase Na+2 but shifted
toward higher Na–Na distances. However, we know from our previous studies of Na+2 that
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when propagating in ground state dynamics, the coordinated Na2(THF)+n species, whether
in the gas or condensed phase, orient the electron density of their first excited state like a
pi bonding orbital by placing electron density above and below the bond axis such that the
electron’s node resides along the bond axis.[119] This is entirely different than the electronic
structure of the first excited state of gas phase Na+2 , which distributes electron density equally
between both Na+ core with the node perpendicular to the bond axis in the ideal dissociation
structure of a σ* orbital.[119] However, if the valence electron of the Na2(THF)+n excited
state were to remain in this pi bonding position, the molecule would never fully dissociate;
yet the LR PECs shown in Fig 5.1 do indeed predict dissociation.
To investigate how the electronic structure of the Na2(THF)+n first excited state evolves
during LR dissociation, Fig 5.2 shows simulation snapshots of gas-phase Na+2 (a), gas-phase
Na(THF)4−Na(THF)+5 (b), and gas-phase Na(THF)5−Na(THF)+5 (c) in the ground state,
after initial excitation to the first excited state, and after the molecule has dissociated to
a bond distance of 8 Å. For bare Na+2 in the ground state, the electronic density forms a
symmetric ovoid around the two Na+ cores, much like a σ bonding orbital from molecular
orbital theory.[95, 96] Upon excitation at the equilibrium ground state Na–Na bond distance
(3.84 Å) to the first excited state, the electronic density distributes evenly between the two
Na+ cores with a node perpendicular to the bond axis just like a σ* orbital. Finally, by the
time the molecule has dissociated to a distance of 8 Å, the two lobes of electron density can
form symmetric spheres around each Na+ core.
The dissociation of the Na2(THF)+n coordination structures, however, follows a very dif-
ferent pathway, as shown in Fig. 2b and c. In the ground state, the electronic density is
distorted by the presence of the dative-bonded THF molecules which shove the electron aside
to expose the Na+ cores for chelation. This causes electronic density to spill out above and
below the bond axis, which in turn creates the pi-like structure of the first excited state,
as we observed in our preliminary studies of Na+2 in THF.[119] Because the coordinating
THF molecules block the backside of each Na+ core, the excited state electronic density
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Figure 5.2: Simulation snapshots of gas-phase Na+2 and Na2(THF)+n reveal how the excited
state electron density of the Na2(THF)+n states rotates from a pi bonding to a σ* orientation
during dissociation. Panel (a) shows the process of dissociation for Na+2 , starting with the
ground state structure at the equilibrium bonding distance of 3.84 Å, followed by the first
excited structure upon initial excitation, and ending with the electronic structure of the
molecule after it has dissociated to a bond distance of 8 Å. Panels (b-c) show the same for
the Na(THF)4−Na(THF)+5 (b) and Na(THF)5−Na(THF)+5 (c) coordinated structures, which
have equilibrium bonding distances of 4.95 Å and 5.70 Å respectively. In all snapshots, the
Na+ cores are plotted as black spheres scaled to the Na+ ionic radius. The valence electron is
displayed as a blue wire mesh which contains 90% of the electron density. The dative-bonded
THF molecules in panels (b-c) are plotted as turquoise sticks with red oxygen atoms. The
dative bonds themselves are shown with black lines connecting the THF oxygen site to the
Na+ core.
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cannot initially be accommodated in the σ* position while also retaining the necessary node
between the two lobes of electronic density. Therefore, when Na2(THF)+n is photoexcited
to its first excited state from the equilibrium ground state Na–Na distance (4.95 Å for
Na(THF)4−Na(THF)+5 and 5.70 Å for Na(THF)5−Na(THF)+5 ), the electron’s density goes
into the next most stable position: placing electron density above and below the bond while
the node lies parallel to the bond axis, essential a pi bond. This position is favored by both
the Na(THF)4−Na(THF)+5 and Na(THF)5−Na(THF)+5 state. However, as the bond length
increases and the coordinating THF molecules have time to react to the forces from the
newly excited electron, the structure shifts. By the time the molecule has dissociated to a
distance of 8 Å, the two lobes of the electron density have migrated to a σ* position with
the node aligned perpendicular to the bond axis. The Na2(THF)+n states are now in a fully
dissociative position.
To track the movement of the Na2(THF)+n electronic density from the pi bonding orien-
tation to the σ* orientation, we take a dot product of the overlap of the Franck-Condon
ground and excited states with the Na+2 bond axis. We refer to this as the ‘node angle’
as it tracks the orientation of the node between the two lobes of electronic density in the
excited state. Figure 5.3 plots the node angle of gas-phase Na+2 (black crosses) as well as the
gas-phase Na2(THF)+n states (red triangles for Na(THF)4−Na(THF)+5 and purple circles for
Na(THF)5−Na(THF)+5 ) at various bond lengths. Note that a node angle of zero indicates
that the node is aligned perfectly parallel to the bond axis while a node angle of one indicates
that the node is aligned perfectly perpendicular to the bond axis. For Na+2 , the node angle
remains in the ‘one’ position (perpendicular to the bond axis) regardless of bond length.
However, at low bond lengths, the Na2(THF)+n bonding electron prefers to remain in the pi
bonding structure. Then, as the Na–Na bond distance increases, the node can rotate to put
the electron in a σ* structure. As shown in Fig. 5.3, the Na2(THF)+n node achieves ∼75%
rotation around 5.5 Å for both the Na(THF)4−Na(THF)+5 and the Na(THF)5−Na(THF)+5
state.
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Figure 5.3: Orientation of the node of the Na+2 excited state rotates from along the bond
axis to perpendicular to the bond axis with increasing bond length. The dot product of the
Na+2 bond axis with the Frank-Condon ground/excited state overlap tracks the orientation
of the node between the two lobes of electron density in the Na+2 or Na2(THF)+n excited
state. We call this the node angle, which is here plotted on a scale from zero (node parallel
to the bond axis) to one (node perpendicular to the bond axis). For Na+2 , (black crosses)
the node angle remains perpendicular to the bond axis regardless of bond length. However,
for the Na2(THF)+n species, the node angle must rotate from a parallel pi bonding structure
to a perpendicular σ* structure. The error bars shown represent 95% confidence intervals.
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5.4.2 Rotation of the Na2(THF)+n Valence Electron’s Density is
Controlled by the Dative-Bonded THF Molecules
The reason the bonding electron is able to rotate from the pi-like to σ*-like position can
only lie with how the coordinated THF molecules respond to the excited state electron dif-
ferently than the ground state electron. For the ground state Na2(THF)+n species, most
of the electron’s density sits between the two Na+ cores, like a σ bonding orbital. This
means that in order for the coordinating THFs to form dative bonds with the Na+ cores,
they shove even more electron density to the center of the molecule. This causes the
Na+2 bond length to increase to accommodate the extra electron density, and any fur-
ther excess spills out above and below the bond. This results in coordination structures
around each Na+ core that resemble the square pyramidal (for the penta-coordinated Na+ of
Na(THF)4−Na(THF)+5 and Na(THF)5−Na(THF)+5 ) and seesaw (for the tetra-coordinated
Na+ of Na(THF)4−Na(THF)+5 ) molecular geometries from simple VSEPR theory.[132] Ta-
ble 5.1 shows the average O–O bond angles between the datively-bound THF molecules when
there are five THFs coordinating a Na+ core (penta-coordinated), regardless of whether that
core is part of the Na(THF)4−Na(THF)+5 or Na(THF)5−Na(THF)+5 molecular species, both
during ground state dynamics and when the molecule is held at a dissociative distance of
10.0 Å.
According to Table 5.1, during ground state dynamics, the THFs around a penta-
coordinated Na+ core take on angles similar to those of a square pyramidal molecular geom-
etry, which would predict two ∼180 degree angles while everything else is ∼90 degrees apart.
This makes sense because in the ground state, the electronic density lies primarily in-between
the two Na+ cores. Thus, each Na+ core sees approximately the full valence electron much
like a ‘lone pair’ from VSEPR theory.[132] However, after the molecule has dissociated, each
Na+ core sees only about half an electron. Thus, the coordinating THFs have more room to
spread out and begin to take on a hybrid square pyramidal/trigonal bipyramidal structure.
The main effects on the bond angles is a ∼25 degree decrease in the second largest angle and
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Ground State Dynamics Held at 10.0 Å Dissociation
170 ± 5 164 ± 8
162 ± 6 137 ± 7
102 ± 7 119 ± 7
98 ± 4 106 ± 5
94 ± 3 101 ± 5
91 ± 3 95 ± 3
88 ± 3 92 ± 3
85 ± 3 88 ± 3
82 ± 3 83 ± 3
79 ± 3 78 ± 5
Table 5.1: Average bond angles between datively-bound THF molecules of penta-coordinated
Na+ cores. During ground state dynamics, the orientation of the datively-bound THF
molecules resembles the square pyramidal geometry from VSEPR theory, which is perhaps
unsurprising because this Na+ structure has five equivalent bonds to THF oxygen sites and
sees approximately one whole electron at the center of the bond. The major differences be-
tween the average bond angles during ground state dynamics and when the molecule is held
at a dissociative distance of 10.0 Å is a ∼25 degree decrease in the second largest angle and a
∼17 degree increase in the third largest angle. This indicates a shift toward a hybrid square
pyramidal/trigonal bipyramidal structure since the Na+ core now sees only approximately
half an electron.
a ∼17 degree increase in the third largest angle, constituting a move away from the square
pyramidal structure of the ground state.
Ground State Dynamics Held at 10.0 ÅDissociation
156 ± 11 135 ± 12
115 ± 14 117 ± 7
98 ± 7 109 ± 5
89 ± 5 102 ± 5
83 ± 5 97 ± 5
77 ± 5 90 ± 6
Table 5.2: Average bond angles between datively-bound THF molecules of tetra-coordinated
Na+ cores. During ground state dynamics, the orientation of the datively bound THF
molecules resembles the seesaw geometry from VSEPR theory. This makes sense because
this Na+ structure has four equivalent bonds to THF oxygen sites and sees approximately
one whole electron at the center of the bond. The major differences between the average
bond angles during ground state dynamics and when the molecule is held at a dissociative
distance of 10.0 Å is a ∼21 degree decrease in the largest angle. This indicates a shift toward
a hybrid seesaw/tetrahedral structure since the Na+ core now sees only approximately half
an electron.
Table 5.2 shows the average O–O bond angles between the datively-bound THF molecules
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when there are four THFs coordinating a Na+ core (tetra-coordinated), which only occurs
for the Na(THF)4−Na(THF)+5 molecular species, both during ground state dynamics and
when the molecule is held at a dissociative distance of 10.0 Å. Four is also the expected
coordination of Na0 in THF, which our group has previously found must be understood
as an (Na+,e−) tight contact pair due to the valence electron being significantly displaced
from the sodium core by the four dative-bonded THF molecules.[86] During the ground state
dynamics, the THFs around the tetra-coordinated Na+ core arrange themselves with angles
similar to those of a seesaw molecular geometry, with one ∼180 degree angle, one ∼120
degree angle, and the rest ∼90 degrees apart. Again, this is because the tetra-coordinated
Na+ core sees approximately the full valence electron similar to how a ‘lone pair’ would be
seen by the central atom in VSEPR theory.[132] Once the molecule has dissociated, however,
the coordinating THFs respond to the reduced electronic density by spreading out to take on
a structure closer to a hybrid of seesaw and tetrahedral. Thus all of the O–O angles adjust
toward ∼109.5 degrees, with the biggest change being a ∼21 degree decrease in the largest
angle.
Now we know that the arrangement of the coordinating THF molecules around each Na+
core cause the breakdown in LR observed for the rotation of the Na2(THF)+n excited state
node shown in Fig 5.3 and that that node rotation is what gives rise to the ‘kink’ in the
PECs of Na2(THF)+n predicted from the ground state, as observed in Fig. 5.1.
Now we can move on to comparing the more rigorous definition of LR, the comparison of
equilibrium (umbrella-sampled) and nonequilibrium (dynamic) dissociation.
5.4.3 Linear Response Breakdown for the Nonequilibrium Disso-
ciation Dynamics of Gas Phase Na2(THF)+n Species
Now that we understand the LR approximation for the photodissociation of the gas-phase
Na2(THF)+n species and how the shift in molecular geometry around each sodium core allows
the bonding electron to rotate from the pi-like to σ*-like orientation, we can delve into the
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nonequilibrium dissociation dynamics of these molecules to explore how the datively-bound
THF molecules cause a breakdown of LR. It is important to note that all of the surfaces
shown in Fig. 5.1 are constructed by using umbrella sampling to hold the Na–Na bond at
fixed distances at equilibrium. This means that the system has plenty of time to achieve
the optimal arrangement of the coordinating solvent molecules at each bond distance. To
observe actual dissociation dynamics, the molecule was placed in the first excited state from
ground state configurations at the Na–Na equilibrium bond length. For gas-phase Na+2 , the
equilibrium bond length is 3.84 Å. For the gas-phase Na2(THF)+n species, the equilibrium
bond length is 4.95 Å for Na(THF)4−Na(THF)+5 and 5.70 Å for Na(THF)5−Na(THF)+5 .
The system must then reorganize dynamically in order to reach the appropriate dissociative
structure rather than following the smooth dissociative curve predicted from the LR excited
state curves in Fig. 5.1, which will effect how the system behaves during dissociation.
Figure 5.4 plots the average Na–Na bond distances (solid lines) and node angles (dashed
lines) during the dissociation of gas-phase Na+2 (panel (a), black lines) and the coordinated
Na2(THF)+n species (panel (b), red lines for the Na(THF)4−Na(THF)+5 state and purple for
the Na(THF)5−Na(THF)+5 state). As can be seen from Fig. 5.4a, the dissociation of gas-
phase Na+2 occurs smoothly, as expected from its excited state PEC. Upon excitation, the
two Na+ cores immediately begin dissociating, building up momentum until the cores are far
enough apart to no longer influence each other, after which the cores continue to move apart
with a fixed velocity. At time zero, the node angle is already at the one position, indicating
that the excited state electron’s node is perfectly perpendicular to the Na–Na bond axis, a
position which is retained throughout the entire dissociation trajectory.
However, in Figure 5.4b we can see that the Na2(THF)+n species take much longer to
dissociate (about 2000 fs to reach the same 10 Å separation that gas phase Na+2 achieved in
less than 200 fs). This is due to two primary factors. First, as discussed previously, although
the Na–Na bond of Na2(THF)+n is immediately weakened upon excitation, the electronic
density initially sits in a pi bonding position, indicated by a node angle of about 0.25, which
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Figure 5.4: Nonequilibrium dissociation dynamics of gas-phase Na+2 and Na2(THF)+n . Panel
(a) shows the bond length (solid black line) and node angle (dashed black line) during the
dissociation of gas phase Na+2 . In panel (b), the solid red curve shows the Na–Na bond
distance as a function of time for the Na(THF)4−Na(THF)+5 species while the purple curve
shows the same for Na(THF)5−Na(THF)+5 . Likewise, the dashed curves correspond to the
node angle of the same species.
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Figure 5.5: Node rotation correlates with the shift in the molecular geometry around each
coordinated Na+ core. The molecular geometry of each Na2(THF)+n molecule is defined by
treating the average ground state O–O angles around each Na+ core as the ‘zero’ state and
the average O–O angles around each core at dissociation as the ‘one’ state, with each O–O
angle weighted according to the magnitude of its shift from ground state to dissociation.
The solid lines indicate the molecular geometry of each Na2(THF)+n species, with a red line
for Na(THF)4−Na(THF)+5 and a purple line for Na(THF)5−Na(THF)+5 , while the dashed
lines indicate the node angles.
means that the excited state’s node lies nearly parallel to the bond axis. This means that
while the Na–Na bond is weakened, the molecule is not yet truly dissociative. While the
umbrella sampled dynamics gave the system enough time to form the optimal configuration
at each bond length, during dynamic dissociation, those rearrangements must take place
on the fly. This leads to the initial ‘hiccups’ in the Na–Na bond length and node angle
during the first few hundred femtoseconds of the dissociation trajectories, even though these
properties have been averaged over twenty dissociation trajectories per Na2(THF)+n state,
because the electronic density is trying to rotate into the dissociative position but must first
wait for the coordinating THF molecules to move out of the way.
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After about 250 fs, the node of the electronic density has rotated to an orientation of
about 0.75, which indicates a position much closer to the σ* orientation necessary for disso-
ciation. This corresponds with a boost in the Na–Na dissociation. However, even after the
Na2(THF)+n molecule has taken the optimal dissociation configuration, each Na+ core must
drag four to five THF molecules with it as it dissociates. Due to this increase in mass, the
molecule falls apart more slowly. Furthermore, based on Fig. 5.4, during dynamic dissocia-
tion, the node of the valence bonding electron does not rotate to 0.75 until about 5.7 Å for
the Na(THF)4−Na(THF)+5 state and 6.5 Å for the Na(THF)5−Na(THF)+5 state, later than
the LR prediction of about 5.5 Å for both states shown in Fig. 5.3. This shows that LR
fails for the photodissociation of the the Na2(THF)+n molecules: due to the need to account
for on-the-fly changes to the solute’s local solvent environment, it is only by propagating
dynamically that we can fully understand this photodissociation process.
As predicted in Tables 5.1 and 5.2, the node rotation plotted in Fig. 5.4b is entirely
controlled by the positions of the THF molecules coordinating each Na+ core. Figure 5.5
compares the node angle during the Na2(THF)+n dissociation trajectories (dashed red and
purple lines) with the shift in the molecular geometry around each Na+ core (solid red and
purple lines). The molecular geometry of the Na2(THF)+n molecule is defined by treating
the average ground state O–O angles around each Na+ core as the ‘zero’ state and the
average O–O angles around each core at dissociation as the ‘one’ state, with each O–O angle
weighted according to the magnitude of its shift from ground state to dissociation. Thus,
those angles that change most dramatically have the largest influence on the molecular
geometry coordinate whilst those with only a small shift have only a small effect.
As can be seen in Fig. 5.5, the rotation of the Na2(THF)+n electron density from the pi
bonding to the σ* orientations correlates perfectly with the shift in molecular geometry
around each Na+ core. Due to the large variation in O–O angles, the molecular geometry
never achieves a ‘perfect one’, but instead levels off around 0.75 at the precise point that the
node angle achieves full rotation. This occurs at about 500 fs into the dissociation dynamics.
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The ‘wiggles’ in the node angle/molecular geometry between ∼250 and ∼500 fs are due to
minor reorientation of the electronic density after the σ* orientation has been achieved.
5.4.4 Dissociation Dynamics of Na2(THF)+n Solvated in Liquid
THF are Further Complicated by Changing Chemical Iden-
tity
Now that we understand the dissociation dynamics of the gas-phase Na2(THF)+n species,
we turn our attention to Na+2 in full condensed phase THF. Exploring the dissociation
dynamics of the Na2(THF)+n species in THF becomes even more complicated because in
the full condensed phase, the coordination number on each Na+ core can fluctuate. As
we have seen previously, for Na2(THF)+n at equilibrium in full-condensed phase THF, the
ground-state solute spends about 30% of its time in the Na(THF)4−Na(THF)+5 state and
about 70% of its time in the Na(THF)5−Na(THF)+5 . This means that when we photoexcite
Na2(THF)+n in the full-condensed phase, we have a chance of starting on one of two primary
dissociation pathways, which could be easily selected by the choice of excitation wavelength.
This already indicates a new LR breakdown because equilibrium dynamics will wash out this
important distinction because the interconversion from one coordination state to the other
occurs on a time scale close enough to that of the dissociation dynamics that the two aren’t
fully separable.
To get a better sense of how the equilibrium LR and nonequilibrium dissociation dynamics
differ, Figure 5.6 plots the umbrella-sampled potential of mean force (PMF) for the LR
prediction of Na2(THF)+n dissociation in THF (blue diamonds) as compared to the PMFs
for nonequilibrium, dynamic dissociation beginning from both the equilibrium Na–Na bond
length of condensed phase Na(THF)4−Na(THF)+5 (4.8 Å, red triangles) and the equilibrium
Na–Na bond length of condensed phase Na(THF)5−Na(THF)+5 (5.6 Å, purple circles). These
dynamic PMFs were constructed in the same manner as we reported in previous work.[131]
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Figure 5.6: Comparison of the equilibrium, linear response prediction of Na2(THF)+n disso-
ciation in full-condensed phase THF to the molecule’s nonequilibrium dissociation dynamics
reveals that, while both the LR prediction (blue diamonds) and dynamic dissociation from
the Na(THF)4−Na(THF)+5 (red triangles) and Na(THF)5−Na(THF)+5 (purple circles) states
are shallower than the potential energy curve of gas-phase Na+2 , the dynamic curves show
a distinctly different process. Thus, linear response breaks down for the dissociation of
Na2(THF)+n in full-condensed phase THF just as it did for the Na2(THF)+n structures in the
gas phase.
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The gas-phase PEC of Na+2 is also included for comparison (black curve). Even the LR
prediction for the Na2(THF)+n condensed phase dissociation is far shallower than that of gas-
phase Na+2 , but the dynamic PMFs are virtually flat except for a few dips at lower Na–Na
bond lengths. This indicates that even though LR predicts Na2(THF)+n to be dissociative in
the full-condensed phase, in reality the molecule struggles to come apart. We have described
this process in general terms previously,[131] but will here go into more detail about the
specific features of these dynamic curves.
To do so, we delve into the nonequilibrium dissociation trajectories to examine several
key shifts in the Na2(THF)+n structure. We have already seen the dramatic rotation of the
bonding electron’s node that occurs during the dissociation of gas-phase Na2(THF)+n . This
same process occurs in the full condensed phase, but now it is complicated by the changing
chemical identity of the solute as it forms new Na–THF oxygen-site dative bonds while
dissociating. In particular, it is important to note that we would expect the photofragments
of Na+2 in THF when fully dissociated to be one Na+ cation solvated on average by six
THF molecules and one Na0 solvated on average by four THF molecules.[86] In the gas
phase, no particles outside of the Na2(THF)+n species exist to make a measurement on the
quantum mechanical valence electron. Thus, even at full dissociation, approximately half
of the electron continues to reside on each Na+ core. In the condensed phase, however, we
would expect the uncoordinated solvent molecules to make measurements on the quantum
mechanical electron, eventually forcing it to localize on one Na+ core and thus reach the
Na+/Na0 structure at full dissociation. The actual process, however, is complicated by the
changing chemical identity of the molecule.
Figure 5.7 plots the node orientation of the Na2(THF)+n molecule at various umbrella-
sampled bond lengths, both when residing on the ground state (a) and on the excited state
(b). Notably, when propagating on the ground state, the node angle (black diamonds)
never reaches one, instead leveling off around 0.5. This makes sense, however, when taking
into account the number of solvent molecules coordinating each Na+ core (nNa+), plotted
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Figure 5.7: Node angle and nNa+ coordinate differ when pulling the Na2(THF)+n molecule
apart in the ground and excited state. Panel (a) shows the node angle and coordination
number (nNa+) on each Na+ core at the various umbrella sampled bond lengths while panel
(b) shows the same for the Na2(THF)+n excited state. The node angle is plotted as black
diamonds while nNa+ is plotted in dashed blue and green to represent the coordination of the
two Na+ cores. For the ground state LR prediction, the electron eventually localizes as the
solute comes apart, allowing the expected geometries of hexa-coordinated Na+ and tetra-
coordinated Na0 at long distances. However, in the excited state prediction, the molecule
instead retains some electronic density on each sodium core within the Na–Na distances
studied, causing the molecule to remain in a Na(THF)5−Na(THF)+6 state.
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in Fig. 5.7a as dashed blue and green lines representing the coordination number of each
sodium. At about 8 Å, the same bond length where the node angle levels off at 0.5, the
electron localizes onto one of the Na+ cores, resulting in one Na0 with four coordinating THF
solvent molecules and one bare Na+ cation with six coordinating THF solvent molecules.
When propagating in the excited state (Fig. 5.7b), however, entirely different dynamics are
seen. First, the node rotates into a dissociative position even at low bond lengths, achieving
75% rotation at only a 4.5 Å Na–Na distance. Second, the coordination numbers of each Na+
core indicate that even though the electron localizes primarily on one Na+ core at long bond
distances, the molecule never splits into the hexa-coordinated Na+ and tetra-coordinated
Na0 components expected at full dissociation. Instead, the Na+ that carries the electron
prefers coordination by five THF molecules up to the distances we can accurately calculate
inside our simulation box. Again, this shows the breakdown of linear response between
propagation on the ground and excited state for the Na2(THF)+n species because the ground
state equilibrium dynamics are clearly insufficient to understand even the LR of the excited
state.
Finally, dissociation dynamics of Na+2 in THF reveal the difficulty the Na+2 molecule has
fully dissociating in the full-condensed phase. Twenty dissociation runs were conducted
from the equilibrium bond distance of each Na2(THF)+n state (Na(THF)4−Na(THF)+5 and
Na(THF)5−Na(THF)+5 ) and the averaged results for the bond length and node angle are
plotted in Fig. 5.8. The Na–Na bond distance over time (solid red curve for dissocia-
tion from the Na(THF)4−Na(THF)+5 state and solid purple curve for dissociation from the
Na(THF)5−Na(THF)+5 state) reveals that the initial dissociation of Na2(THF)+n in the con-
densed phase occurs quite similarly to that of gas-phase Na2(THF)+n : after an initial loosen-
ing of the bond due to the pi bonding positioning of the electronic density, the molecule must
then wait for the bonding electron to rotate into the dissociative σ* position before normal
dissociation dynamics can commence. The node angle for dissociation from each state (red
and purple dashed lines) rotates at approximately the same point, after about 250 fs, which
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Figure 5.8: Nonequilibrium dissociation dynamics of Na2(THF)+n in THF begin similar to
those of gas-phase Na2(THF)+n . During the first few hundred picoseconds, the electronic
density rotates from the pi bonding to σ* position, as evident by the jump in the node angle
(dashed red for dissociation from the Na(THF)4−Na(THF)+5 state and dashed purple for
dissociation from the Na(THF)5−Na(THF)+5 state) as well as the stall in the increase of the
Na–Na bond length (solid red and purple curves) before normal dissociation dynamics can
begin. However, around 7 Å, the molecule encounters the solvent cage of THF molecules
which attempt to trap the Na+2 molecule. Lacking sufficient energy to escape the solvent
cage, the molecule instead becomes trapped.
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matches the point where the molecule becomes truly dissociative.
The molecule has difficulty, however, dissociating past a distance of about 7 Å. It is
important to note when dissociating from the Na(THF)5−Na(THF)+5 state, the molecule
tends to remain in that state for the entire trajectory. However, when dissociating from the
Na(THF)4−Na(THF)+5 state, the molecule tended to convert to the Na(THF)5−Na(THF)+5
within the first few hundred picoseconds, meaning that by ∼7 Å the Na2(THF)+n molecule
behaves similarly regardless of the starting coordination as evidenced by the near overlap
of their average dissociation trajectory beyond that point. In the LR prediction, it is just
beyond that Na–Na bond distance of∼7 Å that the Na2(THF)+n molecule transitions from the
Na(THF)5−Na(THF)+5 to the Na(THF)5−Na(THF)+6 state, as shown in Fig. 5.7b. Because
the process of rotating the electron density from the pi-like to σ* orientation consumes a
large amount of energy, the solute now lacks sufficient energy to form the sixth dative bond
on one sodium that would allow dissociation to continue. Thus, the Na2(THF)+n molecule
becomes trapped during dissociation dynamics in full-condensed THF, a process that the
LR approximation fails to capture due to the way the local solvent environment influences
the electronic structure and chemical identity of the solute.
5.5 Conclusions
Through MQC MD simulations, we have explored the photodissociation of gas-phase Na+2 ,
gas-phase Na2(THF)+n , and Na2(THF)+n in liquid THF with particular investigation into
how the modest solute–solvent interactions present between the Na+ cores and their dative-
bonded THF molecules intricately connects with the rotation of the excited state bond-
ing electronic density from a pi bonding to a σ* position after photoexcitation of the
Na2(THF)+n species. We have described how this rotation of the valence electronic den-
sity is facilitated by a shift in the molecular geometry of the THF molecules datively-
bound to each sodium. Specifically, in the ground state, the tetra-coordinated sodium of
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Na(THF)4−Na(THF)+5 prefers a seesaw molecular geometry while the penta-coordinated
sodiums of Na(THF)4−Na(THF)+5 and Na(THF)5−Na(THF)+5 prefer square pyramidal.
However, the bonding electron density can only rotate when these geometries shift toward
tetrahedral and trigonal bipyramidal, respectively. This process leads to a breakdown of
LR. Because the LR approximation allows the local solvent structure to equilibrate, it fails
to predict the nonequilibrium dynamic behavior of the dative-bonded THFs during actual
dissociation dynamics.
Finally, dissociation of Na2(THF)+n in the full condensed phase becomes even more com-
plex due to the potential for the solute to change identity dynamically during dissociation,
thus further contributing to the breakdown of the LR approximation for this system. While
the bonding electron resides on the electronic ground state, the Na2(THF)+n molecule comes
apart in THF as a hexa-coordinated Na+ and a tetra-coordinated Na0, matching the ex-
pected equilibrium coordination of these fragments and indicating that the electron has fully
localized. However, if the process is repeated with the electron residing the excited state,
the molecule instead comes apart as a loosely bound Na(THF)5−Na(THF)+6 species and the
electron does not localize at the Na–Na bond lengths we can measure in our simulation. Fur-
thermore, during nonequilbrium, dynamic dissociation, we find that the Na2(THF)+n lacks
sufficient energy after the rotation of the electronic density to form the final dative bond
to achieve the Na(THF)5−Na(THF)+6 necessary to continue dissociation, instead becoming
trapped in the Na(THF)5−Na(THF)+5 after reaching a Na–Na bond length of ∼ 7.0 Å. In
sum, we have shown that when solute–solvent interactions of about the order of a hydrogen
bond are present in a condensed phase system, the solute’s electronic structure and thus
dynamics and reactivity are actually controlled by the local solvent environment.
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Appendix A
Source Code for Running Molecular
Dynamics Simulations
The source code used for this work can be found on the Schwartz Group Bitbucket, which is a
code repository located at https://bitbucket.org/. The code used for simulations of Na2 and
Na+2 in THF is located in the folder ”dimer_thf” while the code used for simulations of Na+2
in Argon is located in the folder ”na2cat-liquidar-jaypseudo”. All of the libraries needed to
compile the source code are located on my Hoffman2 home directory (/u/home/w/widmer)
in the folder ”libraries”. Likewise, the input files necessary to run the code are located on
my Hoffman2 home directory in the folder ”inputs”.
The input file ”param.input” contains various parameters that can be edited to influence
either the type of simulation run or the type of data output. Here, I will outline some of the
most important parameters and their functions:
• MAXSTEPS: how many time steps the simulation will run
• RESTART: if set to ”T” the simulation will look for a restart.out file to restart a
previously run simulation
• VRESCALE: if set to ”T” the simulation will rescale velocities to equilibrate at a
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specified temperature
• TEMP_TARGET: the target simulation temperature
• NSTEPDENS: determines how often to write out the electronic density as well as the
file ”density.cube” which can be used to create simulation snapshots in the program
VMD
• NSTEPDIP: determines how often to write out the Frank-Condon overlap between
the energy levels calculated which can be used to find the solute’s absorption spectrum
and node angle as discussed in chapter 5
• NCONFOUT: determines how often to write out the positions and velocities of all
atoms in the simulation
• R_CELL: the length of one side of the simulation box
• NELEC: how many valence electrons are present in the simulation–1 for Na+2 and 2
for Na2
• GRBXMX: how much of the simulation cell should the electronic grid span
• NGRID: how many grid points run along one side of the grid
• REFST: which electronic state will the system propagate on
• NSTATES: how many electronic states should the simulation calculate (note that this
must be equal to or greater than REFST)
• DOBUMB: set to ”T” to do umbrella sampling along the Na–Na bond axis
• BONDK: the force constant used for the Na–Na umbrella potential
• BONDZETA: the target Na–Na bond length
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• DOUMB: set to ”T” to do umbrella sampling of the coordination number around each
sodium
• COORDK: the force constant used for the coordination number umbrella potential
• COORDKAPPA: a parameter that controls the steepness of the coordination cutoff
• COORDZETA1: the target coordination number around sodium 1
• COORDZETA2: the target coordination number around sodium 2
• COORDCUT: the Na–O cutoff distance
• NOSOLVENT: set to ”T” to run a gas phase simulation
• NA_E_PP: determines which Na+ pseudopotential to utilize during the simulation
When run, the code outputs a variety of output files. Here, I will outline some of the most
important files:
• bondumb2.out: Na–Na bond length for use in calculating the umbrella sampled Na–Na
potential of mean force
• out.conf: positions and velocites of all atoms in the simulation
• out.densityN: the electronic density of the Nth calculated electronic state
• out.dip: Frank Condon overlap between the calculated electronic states
• out.e_comN: the electron center of mass of the Nth calculated electronic state
• out.energies_mf: the various energies of the simulation components
• out.na1_pos: the position of sodium 1
• out.na2_pos: the position of sodium 2
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• out.na1_vel: the velocity of sodium 1
• out.na2_vel: the velocity of sodium 2
• out.quanteN: the quantum energy of the Nth electronic state
• out.wavefunctionN: the wavefunction of the Nth electronic state
• restart.out: the information needed for the simulation to restart from the most recently
calculated time step
• umb2.out: the number of THF molecules coordinating each sodium for use in calcu-
lating the umbrella sampled coordination potential of mean force
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Appendix B
Analysis Scripts
The various codes used for analysis of the simulation trajectories are located on my Hoffman2
home directory in the folder ”utilities”. While not an exhaustive list, here, I will outline a
few of the most useful analysis scripts:
• bond_coordinate_calc.f95: calculates the Na–Na bond coordinate from the file
out.conf
• nodeangle.f95: calculates the orientation of the node of the lowest energy excited of
Na+2 from the file out.dip
• absorbance_prep.f95: calculates the solute’s absorption spectrum from the file out.dip
• closestArcube.f95: finds all argon atoms within a given radius of the solute and outputs
a cube file used to generate a simulation snapshot in the program VMD
• closestTHFcube.f95: finds all THF molecules within a given radius of the solute and
outputs a cube file used to generate a simulation snapshot in the program VMD
• na_coordinate_calc.f95: calculates the coordination coordinate around each sodium
from the file out.conf
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• bondvel.f95: calculates the bond velocity autocorrelation function from the files
out.na1_pos, out.na2_pos, out.na1_vel, and out.na2_vel–the fourier transfer of the
bond velocity autocorrelation then gives the power spectrum
• dipole_vector.f95: calculates the dipole moment and dipole moment autocorrelation
function from the files out.na1_pos, out.na2_pos, and out.e_com1–the fourier transfer
of the dipole autocorrelation then gives the infrared spectrum
• calculate_rdf.f95: calculates the Na–THF oxygen-site radial distribution function from
the file out.conf
• calc_solvent_angles.f95: calculates the oxygen–oxygen angles of dative-bonded THF
molcules
The mbar code used to calculate the potential of mean force from umbrella sampled data
is stored on the Schwartz Group Bitbucket in the folder ”util/umbrella-pmf.py”.
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