Background: Augmented reality (AR) surgery has not been successfully imple-
of bones and cartilage between femur and tibia to conduct surgery in affected areas. During the intraoperative phase, the surgeon is able to view the area where the artificial knee components need to be attached. This increases planning and processing time for the surgery and fails to provide exact navigation 3 for the replacement of the damaged knee bone and cartilage and placement of the artificial knee component. 1 Solving these issues through the addition of AR will positively impact on the current solutions for the treatment of such patients.
Surgery in the orthopaedic field has been greatly enhanced by a relatively new technology, augmented reality (AR) 4 . 5 AR has the capacity to superimpose the desired shape of a three-dimensional (3D) digital simulated image over the patient's knee during surgery, particularly important for knee replacement procedures where cartilage conditions and cutting angles for placing specific artificial components need to be identified at high levels of accuracy. Such patients generally suffer from severe wear of cartilage, and surgery has to be carried out to insert the corresponding prosthesis. This process is highly dependent on a precise cutting angle and orientation to insert the prosthesis to avoid that mechanical wear results in a negative effect on the patient's life. In this, AR supports navigation during the knee replacement as it superimposes the 3D model of the real organ onto the surgical area. 3 In video-based display, a virtually generated image is superimposed through a real-time video which then generates the AR view, see Figure 1 . For accurate surgical navigation, it is highly desirable to provide an accurate 3D model within the least possible operating time. In term of techniques, real-time marker-less registration 4 , 6 without fiducial marker, 3 has achieved accuracy and speed up real-time image registration. Research on the fiducial marker and bulky tracker has identified significant limitations in terms of errors and barriers to surgical setup. In order to overcome these, Wang 6 integrated 3D-2D shape matching into
Tracking Learning Detection algorithm (TLD) 4, 6, 7 for real-time registration with the Iterative Closet Point (ICP) 8 as the medium for further refinement of the overlaid model. With this TLD, this becomes the first to present marker-less registration for surgical navigation. 6 In projection-based display, the virtual image overlay onto the projector can be viewed by the surgeon. 9 From among the current studies of surgical navigation with AR, the best outcomes are an accuracy in terms of overlay error of 0.30 to 0.40 mm and 7 to 10 frames per second for processing time.
The purpose of this paper is to provide differential information, ie, to overlay only the remaining areas of surgery as the information to be used for cutting in the scheduled region. This research aims to decrease the cutting error thus limiting negative effects of mechanical wear, inappropriate load distribution, and chronic pain after knee replacement. This study proposes a new "point to plane" method in ICP error metrics 4, 8 for best alignment and faster iteration, thus improving video accuracy. In addition, the system includes a ray casting technique for calculating the distance of the deepest point from the volumetric space. To ensure maximum cutting precision in terms of other important structures around the surgical area, the colour transfer function is used to shift the pixel value to the image.
An intuitive AR system has provided for navigation of the resection plane: safe margin for bone tumour surgery and correct entry angles for the saw regardless of the complicated geometry of a tumour. A point-pair registration technique is used to compute the registration matrix on the 2D video frame, a 3D dilation technique for inflating the tumour model. 10 After computation of the resection plane and the minimum distance, a gap between an original tumour and its 3D dilated model is determined for safe operating. Suenaga 20 proposed a solution to develop a digital-based dental implant on maxilla and mandible. For dental implants, virtual guided surgery is helped by digital data derived from a variety of sources.
20
A Polaris optical tracking system is used to track the coordinates of the system for measuring the position and direction as the patient each moment in real time. Results were within less than 1 mm error delay in real time and provided five image frames per second, which enhanced the processing time. Therefore, these techniques do not provide further possibilities for improvement.
We proposed a new matching approach during the iteration of pairs point matching to minimise the error metric in ICP. This also reduces the number of iterations for pose refinement. We also included a volumetric analysis to add new features for calculating the remaining area to be cut. Additionally, we use a colour transfer function to precise navigation, where the remaining areas to be cut.
The remaining sections of the paper are organised as follows: The section "System Overview" describes the model of the stat of art method Murugesan, 4 and the details of the proposed model include the flowchart and pseudocode of the proposed formula. The section that followed, "Results," discusses the various testing techniques used in this algorithm with different samples on KRS areas. The last section "Discussion" describes the comparison between current and proposed system results and provides the conclusion for the paper.
| MATERIALS AND METHODS

| State of art
This part presents the features of the current system (highlighted inside blue broken line in Figure 2 ) and limitations (highlighted inside red broken line in Figure 2 ). 
| Pre-operative environment
Pre-operative planning for surgery starts from the CT scan report data from a patient. This CT data is segmented to obtain the accurate surgical area, and a model of the hierarchy or aspect graph is created offline as shown in Figure 2 . All the models in the hierarchy 4, 6 are computed based upon the camera parameter and teeth model. Collectively, these models will later be matched to the surgical area generated by a real-time video frame, and the best matched is aligned to that video frame.
| Intra-operative environment
In the intra-operative stage, two 2D cameras are used to take the realtime surgical video, and the hierarchical model creates a list of images, which is sent to TLD algorithm for tracking the location of the surgical area. TLD tracks the surgical area with a bounding box 4,9 which reduces the search area and removes the false results. Then, the result is matched with the segment of images from the offline or online matching 6 based upon a search from topmost to the lowest resolution image, continuing to the lowest level as the image in the aspect graph.
Then, the matched 2D image is overlaid onto the real-time video frame. This 2D image matching enhances the processing speed. During the initial alignment, Ulrich's method 4 automatically accomplishes initial registration, solving the problem of manual adjustment.
But with this model, there is no guiding information about the surgery in terms of direction, depth, remaining part from the bone to be cut, and the region that has been cut. It is always better to be informed of the work done and remaining work to be done, which is most useful during surgery. Without this information, it is difficult to detect misalignment and to understand which surgical areas need to be cut in real time. Even though the surgery is almost half complete, the total 3D model is overlaid, which lacks precise information of the remaining area to undergo surgery.
| Pose refinement
With the iterative process, the ICP refines the pose that is overlaid onto the surgical area. After initial registration, ICP leads to refinement for 3D. The RMaTV algorithm 4 increases the accuracy by removing the geometric error, limiting any geometric error due to translation matrix and rotational vector. With the help of a stereo camera, the surgical scene is projected onto a translucent mirror, 6 placed above the real However, still accuracy can be increased by the techniques for best alignment, and processing time can be reduced. Moving any point to a given direction is calculated by: V. Z i.
Error metric defines the objective function which is minimized in every iteration of the ICP algorithm in level 5 by the technique of point to point as shown in Equation 2. Actually, this slows down the system and is prone to error.
Model point set Q = {q1, q2, q3,.. qn}, Data point set P = {p1,p2, p3,..pn}, R is rotation matrix, T⃗ is translation vector.
| A proposed system
After reviewing a range of methods for AR guided surgery, we analysed the pros and cons of each method. Accuracy, processing time, image registration, depth perception, and occlusion and alignments were the main issues to be considered. From our collected list of methods in review, we select the best one, Murugesan et al, as
the basis for our proposed solution from the point to plane technique for ICP error metrics best alignment and faster iteration. Point to the plane calculates the sum of data points up to the tangent plane where matched model resides. Thus, point to plane minimization helps to slide flat regions. Estimated tangent normal at each model point will minimize the error metric function. 8 For instance, ⃗ ni can be used to denote the estimated tangent normal at the i th model point.
Along with this, the proposed solution with differential information 3 about target shape and current shape helps to detect alignment and makes it easier to understand which areas need to be cut. This is a completely new feature adapted from the second-best solution. This information reduces the cutting error by more than 1 mm and manages the history of cutting tool in volume while visualizing the remaining part to be cut in real-time images. 
| ICP algorithm
| Preoperative environment
Here, CT data are segmented to obtain the accurate surgical area, and a model of the hierarchy is created offline. 4, 6 All the models in the hierarchy are computed based on the camera parameters and the knee model. The surgical area is planned based on the CT image. This is the total area in which the surgical operation is to be conducted, see 
| Intra-operative environment
Stereo camera has two lenses that capture large image size. Therefore, the image-processing time will be very high through the system stages. While, the optical camera has standard quality and image size that needs to be maintained in the surgical area with less image processing time. Therefore, the optical camera has been used in our proposed solution that captures the real-time surgical video which is sent to the TLD where this algorithm tracks the surgical area with the help of a bounding box, see Figure 3 . Inside the bounding box, a 2D image is overlaid onto the video frame. 4, 6 An optical camera measures the history as the movement to the cutting tool, 9 re-examining the area that has been cut. 3 Through volume subtraction, the remaining area to be cut is calculated. With the differential map technique, the 2D
FIGURE 3
Block diagram of the proposed AR system for knee replacement surgeries using volume subtraction algorithm [the green borders refer to the new parts in our proposed system] image is generated by the volume rendering function of remaining area to cut. 
| Pose refinement
With the iterative process, the ICP refines the pose that is overlaid onto the surgical area. The RMaTV algorithm increases the accuracy by removing the geometric error, see Figure 3 . The surgical scene is projected onto a translucent mirror with the help of a stereo camera 5, 9 placed above the real surgical area and viewed by the surgeon during surgery.
| Proposed equation
The error metric defines the objective function which is minimized in every iteration of the ICP algorithm. Point to plane technique helps to bring best alignment to the model for registration stage. It is almost two times faster in providing accurate results compared with a point to point on the basis of the number of iterations. As this technique is used to point cloud, it removes outliers, and new points are formed for larger even point density to fill holes. 22 Error metric (E) is calculated in our proposed Equation 3:
Where, Model point set Q = {q1, q2, q3,.. qn}.
Data point set P = {p1, p2, p3,..pn}.
R is rotation matrix, T⃗ is translation vector.
where → ni denotes the estimated tangent normal at the i th model point.
The planned region of knee to cut is scheduled from the CT data, and the history of the cut is obtained from the optical camera.
Now the remaining area to cut is calculated by Equation 4,
B p is scheduled area to cut th is threshold δ is constant with the value where δ is defined as in Equation 5
R is radius of surgical drill, P d is the tip position, p is central location of voxel, and D is the length of diagonal line.
Where, B r is the region that is remaining to be cut, B p represent the region that is planned to cut, and B c represent the region that is to cut. With this input, remaining area to cut is calculated with the volume subtraction Equation 6.
Cutting label B c is used to generate differential map M (x, y). M is 2D image generated by volume rendering B r .
With ray casting technique, the distance of deepest point is calculated from volumetric space Br.
Depth calculations are presented in Equation 7 3 :
where d = calculated depth for using as pixel value in differential map, d2 is distance of deepest point, and d1 is distance of surface point.
The enhanced Equation 8 is used to get similarity between region to schedule to cut and already cut:
The quality of the real-time image is preserved by the colour transfer function 3 by shifting the pixel value of the image, calculated for images as our enhanced Equation 9a, and for pixel colour as in enhanced Equation 9b:
where C AR is an image after transferring colour of image C whereas M is a differential map.
TF is transfer function
H max is maximum hue value; and H min is minimum hue value of image C:
We proposed two equations. First, the error metric in ICP is the result of an attachment between matched point pairs during the iter- Additionally, colour transfer function is used for precise navigation, where the remaining areas to cut with a certain thickness in depth are shifted to the green-blue colour.
| Why volume subtraction?
With volumetric analysis to the history of the already cut area and the total planned area to be cut, the area remaining to be cut is calculated.
This proposed system can estimate the shape and visualize the target structure for accurate cutting in narrow spaces and different complex geometrical shaped bones. With the ray casting technique, the distance of the deepest point is calculated from the volumetric space.
In order to safeguard other important structures around the surgical area, the colour transfer function is used to shift the pixel value to the image. The state of art system does not provide guiding information of surgery in terms of direction, depth, remaining parts from the bone to be cut, and the region that has been cut.
Minimizing the error during cutting of target area limits negative effects of mechanical wear, inappropriate load distribution, and chronic pain after knee replacement. With the highlight of the scheduled area to cut, it navigates the surgical tools to be operated in the correct path. This guides in successful accomplishment of target area surgery. Thus, such information significantly enhances the body of information available for the surgeon, reducing the cutting errors by more than 1 mm. See Table 1 and Figure 4 .
As you see from the literature in this paper, the available solutions that applied AR in KRSs have used markers in real time. None of these solutions have considered the cutting errors. Our proposed solution has reduced the cutting errors using markerless. It also reduces the processing time by using the point to plane method instead of point to point in registration.
| RESULTS
Matlab R2017b was used in the implementation 23 
There are three components, ie, femoral, tibia, and kneecap, and these all three components have been tested, which are shown in Tables 2,   3 , 4, 5, and 6. The image quality depends on the compression algorithm used in the system. A higher quality image requires more bits to be stored, transmit, and processed. In our case, it is in accepted level to serve our purpose. The average accuracy and processing time for the state of art and proposed solutions are presented in Figures 5 and 6. During the intraoperative phase, the surgeon is able to view the area on which to perform the knee replacement, ie, where artificial knee components need to be attached. An optical camera that tracks the patient allows viewing of the deep surgical area in the intraoperative stage. See Figure 7 .
The result is compared with the segments of the images from preoperative CT images for the navigation of knee surgery from bone drilling to placement of prosthetic as shown in Figures 8A and 5B, respectively.
Samples were collected from various age groups from males and females who underwent knee surgery. Sample images and videos collected as online resources [24] [25] [26] [27] [28] [29] [30] [31] [32] were used in the algorithm simu- Additionally, a new feature minimizes the cutting error and increases the accuracy of surgery.
Along with this, the proposed solution with differential information about target shape and current shape helps to detect alignment and makes it easier to understand which areas need to be cut. This is a completely new feature adapted from the second-best solution. Along with this, the proposed solution with differential information about target shape and current shape helps to detect alignment and makes it easier to understand the areas that need to be cut. This helps to map the history of the cutting tool expressed as volume and visualizes the remaining part be cutting in real-time images.
| FUTURE RESEARCH
Instead of using CT data for 2D to 3D image registration, future research needs to use the updated remaining area to surgery for 2D
to 3D image registration with real-time learning of the remaining area for surgery. Furthermore, other stages of ICP including selection, matching, and rejection could be refined. This would lead to potentially more accurate samples that can be converted into 3D. 
