Abstract-In this correspondence, we present some novel multirate architectures based on multirate subsystems in feedback configuration for the realization of recursive (AR) filters with reduced multiplicative complexity. Included in this are composite architectures in which there are multiple multirate subsystems with different multirate factors. This can be extended to ARMA transfer functions in which multirate subsystems occur both in feedback and feedforward configuration. The tradeoffs between additive and multiplicative complexity in such architectures are discussed. A summary of results on the effects of coefficient perturbations in such architectures due to finite word length is presented. For exact analysis of such perturbed composite multirate systems, it is shown that these systems can be equivalently represented by a MIMO multirate system.
Correspondence. 
Some Novel Multirate Architectures for Filter

I. INTRODUCTION
One of the important applications of multirate systems is in realizing convolution algorithms with a reduced average number of multiplications per output sample with some compromise in the average number of additions per output sample [2] . As is well-known, multiplications are more cumbersome than additions, and reducing the multiplicative complexity of convolution with a reasonable compromise on additive complexity speedens it considerably. Such reduced multiplicative complexity algorithms for short convolutions are described in [1, chapter 3] . These algorithms have been translated into corresponding algorithms for running FIR filtering in [2] .
In using multirate architectures for running IIR filtering, however, one also needs to take into account the additional delay incurred in realization. The purpose of this correspondence is to explore some new multirate architectures based on multirate subsystems in both feedforward and feedback configurations for reduced multiplicative complexity realizations of IIR filters. The novelty in our architectures lies in two features that they possess: 1) Multirate subsystems are used in feedback as against traditional architectures where such subsystems occur only in feedforward configuration. 2) They use short convolution algorithms other than the one suggested in [2] for purely recursive filters to improve the multiplicative complexity even further. Simultaneously, we also discuss the tradeoffs involved between additive and multiplicative complexity as also the effect of coefficient perturbations due to finite word length. The results of our experiments with such architectures are summarized. Also, a theorem is presented for exact analysis of such composite multirate systems for the effect of coefficient perturbations. Such a theorem has not been explicitly enunciated in the literature available, for analyzing composite multirate systems like those suggested in this correspondence.
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II. NOTATION AND PRELIMINARIES
The term "multirate factor" is used in the sequel to denote the down-and up-sampling factor of a given multirate subsystem. For example, the multirate factor of the subsystem in Fig. 1 is 2 . The multiplicative complexity (MC) (resp. additive complexity (AC)) of a filter realization is defined to be the average number of multiplications (resp. additions) required per output sample.
Given a signal or transfer function H(z), its polyphase components of order M will be denoted by
. Normally, the superscript (Af) will be dropped whenever there is no ambiguity. {H(z))) ' will be interpreted to mean the ith M-fold polyphase component of H(z).
III. FEEDBACK-FEEDFORWARD MULTIRATE ARCHITECTURES FOR REDUCED MULTIPLICATIVE COMPLEXITY
In this section we present some novel multirate architectures for reducing the MC of IIR filters, with modest compromises in AC. These architectures are particularly useful for large denominator orders.
In realizing IIR transfer functions with large denominator order, an important consideration is the MC of the realization. In cascade form realization and in Direct Form II realization, the MC is equal to the number of coefficients in the transfer function [3] . As multiplications are normally more cumbersome than additions, it is of interest to consider architectures that reduce MC with some compromise in AC and hardware requirements. As shown in [2] , multirate systems provide a natural framework for reducing MC. However, [2] only suggested one approach to reducing the MC of recursive filters. In this section, we build upon the approach taken in [2] for running convolution algorithms in the realization of recursive filters. We illustrate our approach through a 3 x 3 convolution algorithm. Further, we shall make additional improvements by using multirate subsystems with more than one multirate factor. Shown in Fig. 1 
is a multirate architecture for an FIR filter H(z) which realizes z~! H(z).
A delay of one sample is thus incurred. Let the length of H(z) be L. Then the MC of the system of Fig. 1 is (3/4)L [2] . We shall refer to this multirate subsystem for realizing an FIR transfer function of the form of z~xH(z) as "a subsystem A/2" for brevity. ("2" in "M2" is being used as a mnemonic for the multirate factor of 2.) One may similarly construct architectures inspired by fast 3x3 convolution algorithms. Shown in Fig. 2 is a multirate architecture based upon a reduced MC 3x3 convolution algorithm (see p. 85 of [1] ), which employs six processing channels. By analyzing this subsystem, it is not difficult to show that it realizes ;he transfer function z~3H(z). The MC is now reduced to (2/3)1. Phis can be seen as follows: Each channel filter comprises linear combinations of polyphase components of order 3 of H(z), thus their length is about LIZ. There are six such channels operating at 1/3 of the input and output sampling rate, leading to a MC of
(1)
In the sequel, such a multirate subsystem will be referred to as "a subsystem Af3." It is clear that a subsystem M3 offers a saving of 1 multiply per output sample for every 12 coefficients over and above that offered by a subsystem M2. We now demonstrate how this subsystem can be incorporated into recursive filters. Let us consider an au :oregressive filter H(z) with large denominator order 
where A 3 (z) = E£=3«^~('~3 ) -
With this decomposition, it is immediately clear that H(z) may be realized as in Fig. 3 with the two "loose" multipliers a\ and a 2 . A multirate subsystem A/3 realizes z~3A 3 {z) in the feedback path. Such a decomposition is inevitable in the feedback subsystem. a(z) can be realized directly as the subsystem A/3. However, A/3 will actually realize z~3a(z) which will change the overall transfer function and therefore, is not tolerable.
To appreciate the improvement in MC, let us consider the case of JV = 20. For this N, the system of Fig. 3 has a MC of 14. Realizing the same system using a subsystem A/2 as in Fig. 4 as suggested in [2] would result in a MC of 15. For larger JV, the additional saving in MC increases. Larger order filters may be realized as cascades of stages of the form of Fig. 3 , and this results in an additional reduction of MC by 1 for every 20 poles.
A further reduction in MC by 0.5 can be attained by replacing the two loose multipliers a\ and a2 by a subsystem A/2. The resulting feedback configuration is shown in Fig. 5 .
An investigation of the compromises is now in order. The A/3 subsystems are more hardware-intensive. Table I gives a comparison of the configurations of Figs. 3 and 4 in terms of AC and MC for JV = 20. In computing the AC and MC, it is important to note that the additions and multiplications inside the multirate subsystems occur at lower rates than the ones external to the multirate subsystem. The A/3 based system is superior by 1 in MC and inferior by 0.5 in AC, which still makes it superior on the whole in terms of average computation required per output sample (1 multiply is equivalent to many adds). 
MULTIPLICATIVE COMPLEXITY
External to M3=2
Internal to M3=18x2/3=12
Total =14
(operate at 1/3 rate) 4x 1/2=2
Adds on channel (1/2 rate)= (20/2-l)x 3/2=13.5
Total=13.5+2+l=16.5
MULTIPLICATIVE COMPLEXITY
External to M2=0
Internal to M2=20x3/4=!5
Total =15
x(z) y(z) One may also employ n x n convolution algorithms for n > 3 using similar ideas as in the above, but the resulting compromise in hardware and/or AC may make this impractical.
IV. COEFFICIENT PERTURBATION EFFECTS AND AN EQUIVALENCE THEOREM
Coefficient perturbations occur in such systems when finite word lengths are used for coefficients. A major problem in clubbing many poles of a large order filter together in one stage is the possible instability of the resulting architecture in the presence of coefficient perturbations.
In our simulations of order 16 Chebyshev lowpass filters, with varying ripple factors (epsilon) using subsystems A/3 in a single stage with coefficient perturbations due to finite word length effects it was observed that it is necessary to use about 18-20 bit accuracy for coefficient representation to avoid instability. For order 8 filters, however, 10-12 bit accuracy suffices.
This suggests that an optimal approach would be a cascade realization with an optimal number of poles placed at every stage of the cascade to take advantage of MC, as well as to curtail instability without using an excessive number of bits at every stage. For example, an appropriate strategy for an order 32 filter would be to use four stages each realizing eight coefficients using an architecture of the form of Fig. 5. (Each of the stages is realized with reduced MC) .
To analyze systems as in Figs. 3-6 for coefficient perturbations due to finite word length effects, we need to solve the following problem:
Given an arbitrary combination of multirate subsystems in feedforward and feedback configuration, obtain an equivalent multirate system with a single multirate factor, and/or an equivalent multi-input, multi-output LTI system for the purpose of analysis.
We now state and prove a theorem for achieving this. Prior to the theorem, we state two lemmas which are well known properties of multirate systems [4] .
Lemma I: A multirate system with multirate factor M is equivalent to a linear-time-invariant (LTI) multichannel MIMO (vector) system in which a vector of polyphase components of the input signal of order M is processed by a matrix transfer function to obtain the vector of polyphase components of order M of the output signal.
Lemma 2: A multirate system with multirate factor M can be replaced by a multirate system with multirate factor ML, for any natural numbers M, L.
Theorem: Let a system with input signal x[n] and output signal y[n] comprise of multirate subsystems in feedforward and feedback paths. The multirate subsystems may have different multirate factors. The overall system may also contain linear time invariant systems. There exists an equivalent vector LTI system in which the g-fold polyphase components of the input form the input vector and the g-fold polyphase components of the output form the output vector, where g = lowest common multiple of all the (possibly different) multirate factors in the overall system.
Proof: Consider a general system of the nature described in the theorem, particular examples of which occur in Figs. 3-6 .
Let g be the lowest common multiple of the multirate factors of all the multirate systems that occur in feedforward as well as in feedback paths. From lemma 2, it is possible to replace each of them individually by a multirate system with multirate factor g. Indeed, let a particular multirate subsystem that occurs in the overall system have a multirate factor p. From the definition of g, there exists a natural number q subject to pq = g, and lemma 2 can now be invoked with
M = p,L = q.
Each linear time invariant system that occurs in the feedforward and feedback paths, can be replaced by a multirate system with multirate factor g. This can be seen as follows. The linear time invariant system can be considered as a multirate system with multirate factor 1. Using lemma 2, then, replacing it by a multirate system of multirate factor g is possible. In fact, in this case the system matrix will be found to be pseudocirculant [5] .
We now invoke lemma 1 to replace individual multirate systems in the overall system by their equivalent (polyphase component) gdimensional vector LTI systems. We have not, however taken care of summing nodes and constant multipliers. To do so, we make the observations
for any integers M, n, and i: 0 to M -1, and
for any constant a. From (4a) and (4b), a summing node may be replaced by a corresponding vector summing node in which the polyphase component vectors of the summed signals get summed. Similarly, a constant multiplier a gets replaced by the matrix operator al. This takes care of summing nodes that may occur and of any constant multipliers.
This completes the proof of the theorem and establishes the desired equivalence between an arbitrary interconnection of multirate systems with possibly different multirate factors and a vector processing LTI system with ^-dimensional vectors propagating along ihe various paths. Hence, the theorem is proved.
A brief discussion of the implications of the theorem is in order. The theorem tells us that there is an equivalent MIMO LTI system for such combinations of multirate subsystems. Invoking; Lemma 1 again, it is straightforward to show that there is also an equivalent multirate system with a single multirate factor g. Moreover, coefficient perturbations in systems of the form of Figs. 3-6 introduce a periodically time varying nature into the resulting system, which was originally LTI. In our experiments with simulating such architectures, we observed a periodically time varying noise-to-signal ratio (nsr) as the input impulse was applied at successive time instants. The nsr considered by us was nsr = (Total squared error in impulse response due to coefficient perturbation)/(squared h norm of ideal filter impulse response).
As an example, we cite our results of simulation of a Chebyshev lowpass filter of order 8 for epsilon = 0.9976 using a confi guration as in Fig. 3 with the feedback coefficients realized with three significant places of decimal (equivalent to 10-bit accuracy in floating point representation) and with the numerator realized without error. (These filters have very simple numerators which can actually be realized without any multiplications.) Our experiments indicated that there is a periodic variation with period 3 in nsr when the instant of application of the impulse is varied as n = 0,1,2,3 etc. The nsr observed for n = 0.1,2 was 4.7%, 5.1%, 2.3% respectively, and this sequence was subsequently repeated.
To verify the expected periodic time variance in nsr in composite systems with multiple subsystems of different multirate factors in feedforward and feedback configuration, as predicted by the theorem, the simulation of an order 8 Chebyshev lowpass filter (epsilon = 0.76478) was carried out, with a subsystem M3 in the feedback path and a subsystem Ml in the feedforward path with the equivalent of only 7-bit accuracy in coefficient representation. The resulting truncated "filters" were unstable and the nsr therefore grew with the length of the output considered. (This situation was considered on purpose to make the periodic time variation pronounced.) The nsr in each case was considered for 110 instants after applying the impulse, for the purpose of comparison. The nsr observed was as follows for the instant of application of the impulse varying from n -~ 0 to 12 The periodic time variation in nsr with period 6 is evident, and this confirms that the overall system behaves like a periodically time varying system with period 6, which is the least common multiple of 2 and 3.
V. CONCLUSION An improved realization for large order AR and ARMA transfer functions is proposed to reduce MC. The inherent compromises are highlighted. A theorem is presented to carry out exact analysis of such architectures for coefficient perturbation effects, and some preliminary observations regarding these effects are made based on our simulations of these structures.
Design of Arbitrary FIR Log Filters By Weighted Least Squares Technique
Soo-Chang Pei and Jong-Jy Shyu
Abstract-In this correspondence, an efficient method to design FIR filters with arbitrary log magnitude and phase responses is proposed. The method is based on an iterative weighted least squares (WLS) approach to obtain a nearly optimal approximation to the given log magnitude function in the least squares sense. The weighting function at each iteration is updated using the result of the previous iteration, which leads to an equiripple approximation in the log magnitude error. The method can be easily modified to approximate arbitrary log complex-valued frequency response, such as complex FIR log filters. Several examples are illustrated to show the effectiveness of the present approach.
I. INTRODUCTION
In some applications, such as channel equalization and speech synthesis filter design, it is desirable to minimize the approximation error to a given log magnitude response. For example, some relatively small speech formants should be synthesized as accurately as large ones. It would be better to approximate the speech synthesis filter in the log magnitude domain rather than the conventional linear one.
Recently, several approaches to log magnitude approximation have been proposed for IIR log filters using pole-zero decomposition or WLS techniques [l]- [3] . However, their practical applications are still limited by inherent stability problems, nonlinear phase characteristics, Manuscript received March 5, 1992 ; revised February 24, 1994. The associate editor coordinating the review of this paper and approving it for publication was Prof. Robert A. Gabel.
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