Visual search rate was used to assess attentional resources required for detection of opposing motions defined either by luminance or by modulations of texture contrast, flicker, or size. Though luminance-based targets were detected quickly, search through second-order motion was slow. Control experiments ruled out stimuli visibility, complexity, eccentricity sensitivity, and attributes of the carrier as possible accounts. Results suggest separate processing of the two types of stimuli: Luminance-based motion is detected by spatiotemporal filters, whereas second-order motion is likely processed by a capacity-limited, later stage. Rate-reducing effects of increased contrast and speed mirrored previous research suggesting that effortful feature tracking may be the mechanism.
INTRODUCTION
Motion of a visual target can be quickly and effortlessly seen whether it is surrounded by stationary items or items moving in the opposite direction. [1] [2] [3] From these demonstrations, motion was described as a primary feature of visual scene analysis, [4] [5] [6] suggesting that motion is computed simultaneously across the visual field. In other words, motion of many items is processed in parallel and does not require serial processing, in which each of the moving items is selected and processed one at a time. Visual motion is likely computed by a simple, low-level process that is not dependent on focused attention. This idea is further supported both by neuroscientific evidence revealing direction-selective neurons very early in the visual pathway 7, 8 and by spatiotemporal-filter models of motion detection that posit local, independent calculations that are well supported by psychophysics. [9] [10] [11] A fundamental characteristic of all this research was that the stimuli produced motion by using luminance differences, as with ordinary drifting sine-wave gratings. However, if stimuli are defined without luminance differences, an example being stimuli defined by higher-order statistics such as texture, it is possible that motion cannot be analyzed with the same process 12, 13 (although see Ref. 14) . Indeed, several investigations of these stimuli, called second-order stimuli, have shown that these stimuli yield motion perception that is different from luminance-defined motion perception. Two discoveries to note in this regard are that second-order motion perception is slower to come about 15 and has a more limited field of view because of its steep sensitivity fall-off with eccentricity 16, 17 (although see Refs. 18 and 19) . In addition, second-order stimuli are often better detected with a mechanism that tracks the position of stimulus features rather than one that extracts spatiotemporal energy in the form of velocity. [20] [21] [22] [23] These characteristics of secondorder motion perception suggest that parallel coding of motion may not be possible with these stimuli. Detection may require a higher-level, feature-tracking system in which selection capacity is limited and motion must be processed over small spatial regions at a time.
To gain insight into this discussion, we report a series of experiments in which we investigated second-order motion perception with a conventional visual search paradigm. Efficiency of processing is assessed in visual search by determining search time as a function of the number of distractors, known as the search slope. 4, 6 Assessment of search slope cannot lead to firm conclusions about the architecture that best explains the mechanism of search, 6, 24, 25 as in deciding between parallel and serial processing, because a hybrid model of both types of processing can account for differences in search slopes. However, regardless of the architecture, researchers generally agree on the relationship between search slope and capacity of attentional resources (for further discussion, see Refs. [26] [27] [28] . When the time required for detection of the target is independent of the number of distracting items, search is efficient 6 and visual detection requires few attentional resources, 28 whereas when reaction time increases with set size, search is inefficient, because more attentional resources are required. Here we use the same idea to provide clues to the nature of first-and second-order mechanisms. Efficient search is predicted if motion is detected by local spatiotemporal filters, as with previous research. [1] [2] [3] However, an inefficient serial search is expected if motion detection is based on a higher-order mechanism in which attention is required for tracking movements, such as feature-tracking.
In Experiment 1, search performance for first-and second-order motion were compared, with luminance and contrast modulated stimuli and naïve observers. In Experiment 2, naïve observers were tested with different stimuli to investigate the effects of the carrier properties and other alternative accounts. In Experiment 3, expert observers were tested extensively in a more controlled environment. In Experiment 4, the use of other types of second-order stimuli, defined by flicker or texture granularity, tested the generality of the results. Throughout these experiments, search through second-order stimuli was extremely slow and difficult, whereas search through luminance-defined motion was considerably easier and faster. The results will be discussed in terms of possible different mechanisms underlying the two types of motion stimuli.
EXPERIMENT 1: MOTION SEARCH FOR LUMINANCE-AND TEXTURE-DEFINED STIMULI
The purpose of Experiment 1 was to determine whether visual searches for luminance-based and for second-order stimuli were similarly fast and efficient. Observers viewed displays with a variable number of patches. Within each patch, luminance-defined or texture-defined gratings moved linearly at a steady rate. The target grating moved in the direction opposite to that of the distractors. Reaction time taken as a function of the number of items (search slope) was taken as an indication of search efficiency.
Additional conditions were tested to investigate similarity with previous work. Speed and contrast of the gratings were manipulated for comparison with the previous results that demonstrated that second-order motion is detected with a feature-tracking mechanism only at low contrast and speeds. 20, 21 If search performance is also qualitatively different at low contrast and speeds, results will support the notion that feature tracking of secondorder motion requires attentional resources.
A. Apparatus and Stimuli
A Power Macintosh 7500/100 generated the displays on an Apple 14-in. color monitor with a refresh rate of 67 Hz. Average luminance was 30 cd/m 2 . A 10-bit gray scale was available through a Radius video card. The luminance profile was linearized through a 10-bit lookup table. Observers viewed the screen binocularly from a distance of 0.57 m with the aid of a head-and-chin rest. The observers responded through the keyboard.
Luminance-based stimuli were simple sinusoidal gratings defined by luminance changes in horizontal or vertical orientation (to be referred to as LM). Second-order stimuli were contrast-modulated (CM) gratings; contrast of the carrier square-wave grating of 4.5 cycles per degree (c/deg) in a 45°orientation was modulated by a horizontal or vertical sinusoid.
The modulation function M was a sine function in either case, as given by
where f s is the spatial frequency (0.63 c/deg), f t is the temporal frequency (0.5 or 4.0 Hz), and p 0 is the initial phase that was randomly set for each sequence. To avoid complication, throughout this paper we describe the stimuli by local contrast c(x, y) that is defined by the mean luminance L m and the local luminance L(x, y) as
A vertical LM grating is defined as
where x is the horizontal location and m is the modulation contrast. The aperture function is not included in the equations, as it was a hard-cut circular window 3.2°in diameter. A vertical CM grating is defined as
where f c is the carrier spatial frequency in 45°orientation (4.5 c/deg). Sqw(2f c x) denotes a square-wave function of spatial frequency f c that takes a value of Ϫ1 or 1. The carrier phase (p c ) was randomized for each sequence. For both types of stimuli, replace M(x) with M(y) for a horizontal grating. Note that diagonal carriers were used here to equate stimuli with the orientation search control task (see Experiment 2.A), where independent carrier and modulation orientation were needed to prevent anticipation of the orientation of the modulation waves. We tested orthogonal carriers in a pilot experiment, and there was qualitatively no difference in the results. Modulation depth was always maximum; that is, the contrast was between zero and a variable maximum value, so this maximum value defined the contrast of this pattern. Spatial frequency of the modulation was always 0.63 c/deg. Orientation of the gratings was either horizontal or vertical. Static views of patches are illustrated in Fig. 1 .
Each visual search display consisted of circular patches, equally spaced around a central fixation mark at a radius of 5.0°. Gratings drifted within these patches smoothly. The field outside the patches was at the average luminance.
B. Threshold Measurements and Equiluminance
To equate the visibility of different types of stimuli, detection threshold for a centrally viewed patch drifting at 0.5 Hz was measured by a method of adjustment for each observer, averaged from six trials. Detection threshold rather than direction-discrimination threshold was used to equate conditions with the orientation search experiment (Experiment 2.A). Contrast thresholds were assessed at the fovea because preliminary experiments showed that observers needed to shift their eyes from the central point to the gratings in order to perform the task. Experiments 2 and 3 address this issue in more detail.
The equiluminance-setting procedure was the method of adjustment with use of minimum-motion technique. 30 A texture grating flickered in counterphase at 2 Hz super-imposed on a luminance grating, also counterphasing at 2 Hz, such that the two gratings were spatiotemporal quadrature. Such a display produces unidirectional motion perception in the combined stimulus whenever the texture grating deviates from equiluminance. The relative luminance of the high-contrast and low-contrast segments that produces the minimum perceived motion defined each observer's equiluminant point.
C. Visual Search Procedure
The visual search task was an odd-one-out task in which the target grating always drifted in the direction opposite to that of the distractors. The motion was randomly chosen to be in one of the four cardinal directions (up, down, left, or right). The target was present on half of the trials. Set size was 3, 6, or 12. All gratings were either LM or CM within a display, and grating type was mixed within a block of trials.
The observers initiated each trial by pressing a button, and they were requested to press a key to indicate whether there was a target or not, as quickly and as accurately as possible. The stimuli were on screen until they responded. Reaction time from stimulus onset was recorded by the computer. The fixation mark was always presented during the search. Each observer completed two sessions of 144 trials, after at least 24 trials for practice. Feedback was given at the end of every trial by a sound.
Two separate groups of subjects were used to test effects of increasing speed and increasing contrast. For the speed experiment, 14 observers were tested for stimuli at the speed of 0.5 Hz (0.75 deg/s) or 4.0 Hz (6.0 deg/s), at a contrast of 5 times the threshold. For the contrast experiment, 14 different observers were tested for stimuli at 5 times or 40 times their threshold contrast, at a speed of 0.5 Hz. Figure 2 shows the main results for Experiment 1. Search time from correct trials was averaged across observers and plotted against the set size. Search slopes are given for each condition with the numbers on the right side of the graphs. First note that LM stimuli yielded considerably efficient search. Consistent with previous studies, search for moving targets defined by luminance differences is fast and easy, [1] [2] [3] with low targetpresent slopes showing efficient processing [overall mean slope ϭ Ϫ0.4 ms/item, not significantly different from zero, t(13) ϭ Ϫ0.2, nonsignificant (NS)]. Target-absent slopes are somewhat high (mean slope ϭ 55 ms/item), likely because LM and CM displays were mixed in a block of trials leading observers to check items more conservatively when a target was not found (for a discussion of criterion effects in target-absent search rates, see Ref. 31) . Notice also that the slopes are negative in most targetpresent conditions (see values in Fig. 2 ). Because only one of these was significantly lower than zero (high-speed LM slope ϭ Ϫ11 ms/item, t(13) ϭ Ϫ2.35, p Ͻ 0.05, all others NS) this may be due just to variation of the data, but it also suggests that search of an odd item becomes easier with additional and denser distractors for LM stimuli. This is consistent with previous results of speed discrimination with the use of luminance-based motion 32, 33 and is strong evidence supporting the use of a parallel process in target detection. 27 Increasing the contrast of the LM stimulus decreased the rate of target detection from low, positive to a negative slope [t(13) ϭ Ϫ3.2, p Ͻ 0.01]. Increasing speed of the LM stimulus, however, did not significantly lower target search rates ͓t(13) ϭ 1.3,NS͔. For LM stimuli, error rate was always below 5%, regardless of speed, contrast, and set size. Thus, in all cases, search for the LM stimulus was quick and easy, consistent with previous research showing that motion of luminance edges is encoded efficiently.
D. Results and Discussion
CM stimuli yielded much less efficient search than LM stimuli, and the effects of speed and contrast were more pronounced [analysis-of-variance stimulus-bymanipulation interaction term for both F(1, 13) Ͼ 7.7, p Ͻ 0.05]. Slopes are higher for texture-based motion search than for luminance-based motion search for all conditions [all t(13) Ͼ 3.8, p Ͻ 0.005]. Error rate for CM stimuli was generally higher than for LM, mostly below 10%, but with more errors at low contrast. Percentage of missed targets was as high as 20% when the set size was largest, implying that observers may have been responding before scrutinizing all the patches at this set size and that this search time, and hence search slope, may be underestimated. Also, note that slightly different performances for the identical stimuli in the upper and lower panels are due solely to different groups of observers.
Previous research on visual search has suggested that a dwell time of around 50 ms per item is typical for inefficient or serial search. [34] [35] [36] This is a rather conservative estimate, similar to the search time through alphanumeric characters, while many other difficult searches have much higher slopes. 37 Slopes for the CM target were significantly higher than 50 ms/item when stimuli were low contrast [152 ms/item, t(13) ϭ 3.5, p Ͻ 0.005] and low speed [123 ms/item, t(13) ϭ 2.6, p Ͻ 0.05] but not at high contrast or high speed [both were nonsignificantly different than 50 ms/item, t(13) Ͻ 1.9, NS]. The decreases in search slope with increasing contrast and speed for CM stimuli are important because they mimic the previous results from a very different paradigm. By measuring the minimum-motion threshold, Seiffert and Cavanagh 20 found that texture-based motion is detected with a position-tracking mechanism when presented at low contrast and speed but with a process more similar to luminance-based motion at high contrast and speed. 21 Given this precedence, the slow search rate at low contrast and speed of CM stimuli may reflect the reliance on a position-tracking mechanism. We will discuss this idea formally in Subsection 4.B.
EXPERIMENT 2: CONTROL FOR TEXTURE-BASED-STIMULI STRUCTURE AND BALANCE
Control experiments were conducted (A) to assess whether extraction of second-order structure is resource demanding and (B) to test possible artifacts in the LM and CM stimuli. First, an orientation search task was tested to determine whether the difficulty observed in second-order motion search was due merely to poor discriminability of the CM patterns. The procedure was the same as in the motion experiment, but the stimuli were stationary and the target grating was in orientation orthogonal to that of the distractors (vertical or horizontal). For the CM stimulus, the orientation of the contrast modulation was the critical factor. The orientation of the carrier pattern was always the same for the targets and the distractors and was set at a 45°angle, so it could not be a cue to target detection. The conditions were otherwise identical to those in Experiment 1.
Second, in a separate study, we changed the stimuli to test specific hypotheses about the degree of luminance balance in the second-order stimulus and of complexity in the luminance stimulus. Note that the CM stimuli in Experiment 1 were not drift balanced, 13 and they actually comprised luminance-based motion signals along the diagonal lines of the carrier. To reject the possibility that these imperfections caused slow search, we tested contrast modulations of binary noise (CM-N), which were microbalanced for luminance components. 13 Note also that the LM stimuli were much simpler in structure than the CM stimuli, in that they did not contain stationary components. To test whether luminance-stimuli complexity mattered for search results, we tested luminance-defined gratings shown on top of stationary, binary noise (LM-N) to approximate more closely the complexity of texture stimuli.
Finally, we changed the method of establishing contrast threshold. In Experiment 1, pattern detection thresholds were determined at fixation, to allow for differences in visibility when the subject fixated the gratings during search. However, search through texture stimuli may have been inappropriately hindered by this procedure, because the eccentricity fall-off for visibility may be greater for texture-based stimuli 16 (although see Refs. 18 and 19) . Similarly, the use of detection thresholds rather than direction-discrimination thresholds may overestimate visibility, as it can with equiluminant color gratings presented in the periphery. 38, 39 For the gratings with binary noise, we measured the more appropriate direction-discrimination thresholds at 5°eccentricity to further ensure that the contrasts of the luminance and texture stimuli were close in visibility. In all other ways, the experimental procedure was the same as in Experiment 1.
A. Method

Experiment 2.A
The orientation search experiment used a procedure similar to that of Experiment 1 except that gratings were stationary and one grating (the target) was presented at the orientation opposite to that of the others (the distractors). Apparatus and stimulus generation were identical. The contrast was five times detection threshold (the same as the low value from Experiment 1). Eight observers participated.
Experiment 2.B
For the second control study, new stimuli were used. Luminance-based stimuli (LM-N) were luminance modulation of two-dimensional (2-D) binary noise fields B(x, y):
Texture-based stimuli (CM-N) were gratings made by contrast modulation of the same binary-noise fields:
For both stimulus types, carriers were 2-D noise of 50% contrast that consisted of single-pixel dots of 3 ϫ 3 minutes of a degree. The same as in the previous experiment, spatial frequency of the modulation was 0.63 c/deg, and the speed was 0.5 Hz or 4 Hz. Both vertical and horizontal gratings were tested. Contrast thresholds were determined for each observer at 5.0°eccentricity, with a direction-discrimination method of adjustment (average of ten trials). Thresholds were often above 30% (for the CM-N condition), so presenting stimuli at five times threshold would have exceeded the maximum. Therefore the modulation contrast was set at two times the threshold for each observer. The procedure was otherwise the same as in Experiment 1. Eight naïve observers participated.
B. Results and Discussion
Here we consider possible alternative accounts for the difference in search rates between LM and CM motion stimuli in Experiment 1. First, it is possible that search for CM motion targets was slow, because observers were unable to rapidly assess the CM stimulus pattern. Thus the slow search may not be attributable to motion perception but rather may be a reflection of poor visibility of CM textures. We tested this hypothesis with the first control experiment, in which observers searched the same LM and CM stimuli for an orientation difference rather than a motion difference. The left panel of Fig. 3 plots the results. Search was quite efficient for both stimulus types [LM target: present slope, Ϫ1 ms/item, NS from zero; CM target: present slope, 26 ms/item, lower than 50 at t(7) ϭ 6.0, p Ͻ 0.001].
Notably, CM target-present slopes were comparable to those for motion search of LM stimuli ͓t(20) ϭ 0.85,NS͔. The second-order structure defined by texture can be processed quite efficiently even at low contrast. Inefficient search for CM stimuli in motion must reflect a property of motion perception and not just of texture detection. The right panels of Fig. 3 plot the results of motion search with the LM-N and CM-N stimuli (with binary noise). Search for luminance-based motion was fairly fast and efficient [target:
present slope, LM-N ϭ 23 ms/item for 0.5 Hz and 2.7 ms/item for 4 Hz; neither significantly different from zero t(7) Ͻ 1.5, NS]. Though search rates were slower than those found in Experiment 1 (LM ϭ Ϫ2.3 ms/item and Ϫ11 ms/item), it is unclear whether this difference is due to the added binary noise or to lower contrast of the stimuli (two rather than five times threshold). Therefore adding complexity to the stimulus, by adding textured overlay, may have slowed search somewhat. It is important, however, that search through CM-N stimuli was still much worse than search through LM-N stimuli [t(7) ϭ 2.51, p Ͻ 0.05] even though they were matched for complexity. Search through CM-N was far from efficient at the slow motion speed [target: present slope, 66 ms/item, different from zero, t(7) ϭ Ϫ2.6, p Ͻ 0.05] but was significantly faster at the high speed [target: present slope, 24 ms/item, different from slow speed, t(7) ϭ 2.56, p Ͻ 0.05]. Thus the visual search results are qualitatively the same as those obtained with the linear carrier in Experiment 1. Neither alternative explanation based on the structure or on the balance of the texture stimulus can explain the slow search rate for motion defined by texture. Effects of carrier type in CM-N stimuli will be explored further in Experiment 3.
EXPERIMENT 3: EXPERT OBSERVERS FOR A MORE CONTROLLED PROCEDURE
Experiments 1 and 2 indicated that search performance is quite different for luminance-based and texture-based motion stimuli. There are, however, additional factors to be considered before conclusions can be drawn about the results: 1. Contrast-threshold measures for naïve observers were rather hastily acquired. Replication of the experiment with experienced psychophysical observers allows for more precise control of contrast equivalence.
2. The stimuli might have been presented too far from fixation, especially if sensitivity for second-order motion falls off quickly in the periphery 3. The stimulus patches had abrupt edges that might have caused some luminance artifacts.
4. An odd-one-out search required a comparison between patches, which might have emphasized the need for individuation as in serial search.
In Experiment 3, therefore, expert observers were used to ensure appropriate measurement of contrast thresholds. Stimuli were presented closer to the central fixation point (2.8°rather than 5.0°) so that eccentricity effects would be reduced. We used CM stimuli with dynamic, 2-D binary noise carriers (CM-N) within Gaussian windows to eliminate artifacts at the edges. Finally, the motion search target was completely specified (e.g., downward motion), so that observers did not need to compare items to determine target presence. With these conditions, we replicated the main results of Experiment 1.
A. Method
We used a Cambridge Research System VSG 2/3 framebuffer system and displayed the stimuli on a NANAO 17-in. CRT at a refresh rate of 100 Hz and an average luminance of 33 cd/m 2 . Luminance profile was linearized through a 15-bit look-up table. Luminance variation due to nonlinearity of adjacent pixels for a fine noise pattern was avoided by carefully adjusting the black/white ratio to ensure equal mean luminance of a noise pattern for the whole contrast range.
Stimuli were luminance-defined gratings added with either stationary binary noise (LM-SN) or dynamic binary noise (LM-DN) and texture-defined gratings with stationary or dynamic binary noise carriers (CM-SN and CM-DN, respectively) (see Fig. 4 ). In this experiment, the modulation function M(y) was given as
where m is the modulation depth, f e is the spatial frequency (1.0 c/deg), n is the frame number in temporal order, and p 0 is the initial phase that was randomly set for each sequence. Because n took integer values, motion was discontinuous and jumped by a quarter of one cycle with each frame. A 2-D Gaussian function was used for spatial windowing, which is described as G(x, y) in the following equations. Standard deviation was 1.3°, and the window was truncated at 1.75°radius. The LM-SN or LM-DN stimulus was defined as c͑x, y ͒ ϭ G͑x, y ͓͒M͑ y ͒ ϩ B n ͑ x, y ͔͒, and the CM-SN or CM-DN stimulus was defined as
where B n (x, y) is the 2-D binary noise of 50% contrast in frame n, taking values of 0.5 or Ϫ0.5. Each noise element consisted of single-pixel dots of 1.9 min ϫ 1.9 min. For static carriers, B n did not change through n. For dynamic carriers, B n was updated in every frame, but the same patterns were repeated for each motion cycle. The stimulus onset asynchrony (SOA) between each frame was 120 ms (yielding a discontinuous motion speed of 2.1 deg/s). In a preliminary test we confirmed that doubling the temporal sampling rate (8 frames/cycle) while keeping the same motion speed did not substantially affect the search performance.
Two trained observers were tested: HA was the author, and SA was naïve as to the detail of the purpose of the experiment.
Direction-discrimination thresholds were measured for each stimulus type by a staircase method (HA: 0.012 for LM-SN, 0.029 for LM-DN, 0.172 for CM-SN, and 0.199 for CM-DN; SA: 0.007 for LM-SN, 0.152 for CM-SN, and 0.150 for CM-DN). Even for the trained observers, eye movements were necessary during visual search to detect the target, so contrast thresholds were determined with central fixation. Two different modulation depths were tested: either twice the threshold or five times the threshold.
The target direction was always downward, so that observers did not need to compare multiple patches. Patches were presented 2.8°away from the center of the screen. The set size was 1, 2, or 4. The location of each was randomly chosen as the top, bottom, left, or right of Fig. 4 . Illustrations of the stimulus patches for Experiment 3. Static and dynamic carriers do not yield differences in one frame, so they are simply shown as LM and CM stimuli.
center, so the spacing of the patches was not always the same for the two-patch condition. The LM-xN and the CM-xN stimuli were tested in separate sessions. Static and dynamic stimuli were tested in a single session in randomized orders. For observer SA, dynamic LM-N stimuli were not tested. Error trials were repeated at the end of each session until all trials were correctly finished. When the error rate exceeded 20%, the whole session was repeated later. Figure 5 shows the results for the two expert observers. The LM stimuli were searched more efficiently than CM stimuli, replicating both of the earlier experiments in this study. The LM-SN slopes for observer SA are somewhat high (target-present slopeϭ128 ms/item for low modulation depth), but these slopes are carried entirely by the difference in reaction time between one and two patches. Observer SA was able to detect target presence as effectively for two patches as for four patches, suggesting that search time did not increase with the addition of distractors. The results from HA indicated that static and dynamic carriers did not have substantial effects for the luminance stimuli.
B. Results and Discussion
The CM stimuli were not searched efficiently regardless of the carrier type or of the modulation depth (on average, target-present slopeϭ548 ms/item for LM-SN, slope of 438 ms/item for LM-DN). The effect of the carrier type was not consistent across observers and conditions. Two types of carriers yielded very similar results for HA at twice threshold and SA at five times threshold, though there are some differences in the other conditions. It is notable that overall search time was shorter at higher modulation depth, which is consistent with the finding in Experiment 1 for the CM stimuli. However, despite the near-maximum modulation, the search was still far from efficient.
Two points are evident from these results. First, inefficient search is a general result for a wide range of modulation depths. Therefore the difference in the search performance for the LM and the CM stimuli cannot be ascribed to the mismatch of the modulation depth. Second, there was no remarkable difference between the static and the dynamic carriers. Therefore stationary signals due to the static carriers are not crucial for the inefficiency of search.
The inefficient search performance with the texturebased stimuli is rather robust. Replication of the results from Experiment 1 here show that contrast threshold measurement, eccentricity, grating windowing, and specification of target direction did not have fundamental effects on the finding. Opposing motions of texture-based stimuli are difficult to see and require more attentional resources than do similar motions of luminance-based stimuli.
EXPERIMENT 4: OTHER TYPES OF SECOND-ORDER STIMULI
To see whether inefficient search was a general result for second-order motion beyond the stimuli used so far, we examined four additional types of second-order stimuli: CM horizontal gratings (CM-HG), spatial beat made by adding two sinusoidal gratings (BT), flicker-defined gratings (FL) made by modulations in flicker rate of a binary noise 13, 40 (like a twinkling grating on a static background) and size-defined gratings (SZ) made by modulations in the texture granularity 40 (like a magnification drifting over a noise background). CM-HG and BT are often seen in the literature, though they are not drift balanced. SZ and FL are drift balanced. 13, 40 A. Method We used the same system for this experiment as in Experiment 3. The CM-HG grating was made by a horizontal contrast modulation of a horizontal carrier grating: 
The BT grating was defined as the sum of two gratings:
where f i and p i denote spatial frequencies (4.0 and 5.0 c/deg) and phases of the two components. A BT grating lacks a Fourier component at the carrier spatial frequency (4.5 Hz), and has a contrast-envelope shape different from that of a CM-HG grating. BT stimuli were tested at a speed of 1.0 deg/s. This stimulus was not tested at higher speeds because the second-order structure was almost invisible at 2.1 deg/s or faster.
In the FL grating, horizontal regions of a noise field were updated by a new uncorrelated noise to form a square-wave grating. In the SZ grating, the size of the noise dot was four times as large in horizontal regions to form a horizontal, square-wave grating. All dots had the same vertical size, and the dot patterns were not correlated between frames. Therefore the dot size did not yield first-order motion signals. In FL and SZ stimuli the modulation was square-wave, and the spatial frequency was 1.0 c/deg. The FL motion was tested at 1.0, 2.1, and 4.2 deg/s. The SZ motion was difficult to perceive at higher speeds and was tested only at 1.0 and 2.1 deg/s. The contrast of the noise was 0.9. Gaussian windows were used as in CM-HG and BT stimuli. Figure 6 illustrates these stimuli.
For all four types of stimuli, the gratings jumped by /4 (8 frames/cycle). The procedure was the same as in Experiment 2. Two trained observers participated for each stimulus type. Figure 7 shows the results. It is obvious in all the conditions that the search was slow and highly inefficient. There was a tendency that a higher speed yielded a more efficient search, though not in all cases. This agrees with the results in Experiment 1, but here the search slopes exceeded 200 ms/item in all cases, which indicates that efficient search was never achieved. This may be because the current experiment used stimuli with a slower speed owing to lower spatial frequency at the same temporal frequency.
B. Results and Discussion
It is evident that inefficient search is a quite general result, not specific to the CM stimuli. In other words, efficient parallel search is a special property of luminancebased motion. Of course, the results do not exclude the possibility that some other types of second-order motion, e.g., stereo-defined motion, may be searched efficiently, Fig. 6 . Illustrations of the stimulus patches for Experiment 3. FL stimulus cannot be resolved within a single frame.
but it is beyond the scope of this paper to find exceptions among almost infinite types of stimuli.
GENERAL DISCUSSION
The series of experiments demonstrated a striking contrast between motion perception of luminance-based and second-order stimuli. In all cases, observers were able to ascertain quickly the presence of opposing motions when luminance differences served as the cue. However, when luminance differences were balanced, either with contrast-modulated texture displays or other secondorder displays, observers had much more difficulty determining the presence of the odd-motion target. We have shown that this result does not occur because the pattern of the texture-based gratings were generally difficult to see (Experiment 2.A) not because luminance-based gratings were especially easy to see because they were less complex (Experiment 2.B). We have also shown that these results cannot be explained by spurious factors arising from the balance of luminance signals in the carrier, contrast-threshold definition (Experiment 3), or other specifics of the display, such as the type of second-order motion (Experiment 4). As a general conclusion, then, our results show that visual search for second-order motion is slow and difficult. We now consider the implication of the results for the underlying mechanism with respect to related results.
A. Mechanism for Second-Order Motion
The results can be taken to support the idea of a separate pathway for identification of second-order motion.
Clearly, the fast, efficient process of combining motion signals across the visual array, which is used for luminancebased motion, is not available for use on texture-based stimuli. The very slow time course of search also suggests that discrimination of second-order motion requires extensive attentional resources, most likely designed toward individual inspection of grating patches. This stands in direct contrast to observations of luminancebased motion perception, which has been shown to require very few attentional resources in various contexts. 2, 3 Both these characteristics indicate that there are separate detection mechanisms for the two types of motion.
The next question concerns the nature of the mechanism used for the detection of second-order motion. Two rivaling theories are local, spatiotemporal filtering and a higher-order mechanism, such as feature tracking. Spatiotemporal filtering predicts that few attentional resources will be required, because detection is supported by local, independent units that appear at early stages of analysis. In fact, the result that luminance-based motion gave rise to efficient search performance was taken as supportive evidence for the established idea of filtering.
1 Feature tracking, however, might predict high attentional demand if the tracking mechanism were based on individuating items with attention. 29 For the present case, inefficient search for second-order motion certainly indicates heavy demands on attentional resources, ruling out local, spatiotemporal filtering. However, we cannot deduce from the results where the attentional resources are being used and how the search is restricted. 
B. Attention in Motion Perception
There are two possible ways that attention may work here. First, detection of second-order motion itself may be attention demanding. 41 For example, research suggests that second-order motion is detected through feature tracking, 20, 22, 23 and this tracking may require attention. Support for this option is garnered from the result that slow search was found for the same stimulus conditions that led to feature tracking in an earlier study 21 and not for those conditions that did not. Second, despite rapid detections of local motion, the spatial integration or differentiation of second-order motion signals may not take place automatically. Supporting the lack of automatic grouping, Ref. 42 demonstrated that texture patterns in common movement are grouped and perceived as a movement of a single object, but such grouping breaks down when the patterns are isoluminant with the background, as with second-order motion. Additional studies have also reported that second-order signals are not effective for spatial segregation. 43, 44 We will consider both of these options in turn, starting with the second.
Automatic integration or differentiation of motion signals across space is a requirement for real-world object perception. 45 Nakayama and Joseph 28 suggested that efficient search or ''pop-out'' is a result of automatic object recognition that groups the distractors and differentiates them from the target to recognize the display as a whole. Rapid recognition of opposing motions, as with a figure moving across a background, is an excellent example. However, because second-order motion does not pop out of a visual array, we conclude that second-order motion signals do not serve this same purpose in object recognition. Several other observations of the characteristics of second-order motion perception support this notion. For example, it has been found that second-order motion does not support depth perception. 46, 47 Second-order signals are not likely to contribute to optic flow, as distortion of an expanding flow pattern is very hard to detect. 44 Such expanding or contracting patterns induce vection 48 only very weakly. Finally second-order motion does not support optokinetic nystagmus 49 nor contribute to postural control. 50 These demonstrations show that second-order signals do not provide useful motion cues for object recognition. The question remains, therefore, What is the process that is supporting second-order motion perception?
Previous work has shown that second-order stimuli are detected with a position-tracking mechanism, in which features of the stimulus pattern are followed over time such that changes across space are coded as motion. 20, 22 Thus second-order motion is supported by a detection process that is different from that for luminance-based motion, which relies on the velocity profile of the stimulus rather than the change in position. Interestingly, position tracking was found for second-order stimuli only at low contrasts and speeds. As either property increased, velocity sensitivity became the method of detection of second-order motion. 21 The results in Experiment 1 here mimic this finding. Using the same type of second-order stimuli as the previous studies, we also found slow and effortful visual search for second-order stimuli at low contrasts and speeds, but increasing either property yielded more efficient search. Supporting this idea, pedestal immunity 51 was found only with high-contrast carriers of second-order stimuli; a static pedestal component that disrupts feature tracking disturbed motion perception for low-contrast carriers but not for high-contrast carriers. 23 Note that only the conditions under which position tracking was implicated yielded search that was slow and attention demanding. These observations suggest that the highly visible features in second-order displays may be more optimal for the attentional tracking motion system, 29 and for segregation of motion signals based on attentional deployment, than are bottom-up object recognition systems.
The present results resemble those that revealed efficient and inefficient motion search depending on motion range 52, 53 on the basis of the distinction of short-and long-range motion. 54 Short-range motion is luminance based and is processed by spatiotemporal filters. For long-range motion, such filters are not supposed to work efficiently because of the long spatiotemporal distance or contrast reversal. 53 If a feature-tracking mechanism supports motion perception in these stimuli, it is possible that the same mechanism may also be used for secondorder motion stimuli.
C. Luminance Signals in Second-Order Stimuli
Remaining open is the interpretation of second-order motion perception at high contrast or speed, when visual search is easier and more efficient. Local, spatiotemporal filters that are tuned to second-order patterns may support these results. However, we find that the more plausible mechanism for detection of this motion is based on luminance-distortion products that are due to internal nonlinearity driving luminance-based motion sensors. In other words, luminance differences in the carrier pattern may be slightly unbalanced at threshold, providing a suprathreshold motion signal as the contrast or speed is increased. There are two lines of evidence supporting this idea. First, at high temporal frequencies (above 4 Hz), luminance and beat patterns show cross adaptation and very similar temporal contrast-sensitivity functions, suggesting the effects of distortion. 55 Second, the motion of contrast-modulated gratings can be nulled by an antiphase luminance grating for stimuli at high contrast or speed but not at low contrast or speed. 56 Our results also support this hypothesis, through the finding that speed and contrast had robust effects on search slope when second-order motion was defined with linear carriers (Experiment 1) but much less effect with binary-noise carriers (Experiments 2 and 3) and other types of second-order stimuli (Experiment 4), which are much less likely to have luminance-distortion products.
D. Effects of Eccentricity
One might be tempted to account for the differences in search performance between luminance and second-order stimuli with the differences in sensitivity fall-off with eccentricity. Although some studies show that secondorder motion has a narrower profile than luminancebased motion, 16 others showed that relative fall-offs of sensitivity are quite similar for first-and second-order motion. 18, 19 From our own observations, relative sensitivity differences in the periphery are not large enough to explain the differences in the search performances. In Experiment 2.B, we used contrast thresholds defined by an eccentric target and still found that search for CM stimuli was slower than for luminance-based stimuli. Similarly, in Experiment 3, variation of visibility did not affect the search performance drastically. We therefore consider that the difference in peripheral sensitivity cannot be the primary cause of the difference in search performance.
Another possible interpretation is that the receptive fields of second-order detectors may be too big in the periphery, causing a kind of crowding. If local, secondorder motion detectors suffer from lateral inhibition, then difficult motion perception would be expected at the higher set sizes, because these have higher density. However, in some pilot studies addressing this issue directly (done by the second author), we have found very little difference between the effects of crowding on luminance and texture-based motion under conditions comparable to those of these experiments. Note that if lateral interactions are having an inhibitory effect in secondorder motion, this is in striking contrast to the facilitatory effects that are found with luminance-based motion caused by spatial pooling. 57, 58 However, the absence of spatial pooling is the same assumption taken by the serial model of visual search: Individual elements must be scrutinized, because distractors cannot be rejected altogether when information between elements is not combined. Either inhibitory effect or absence of pooling gives the basis for why automatic grouping of distractors does not occur for second-order motion and supports the idea that a different mechanism is used for these stimuli than for luminance-based motion.
CONCLUSION
We have demonstrated that visual search through secondorder motion stimuli is slow and difficult, whereas that through luminance-based motion stimuli is fast and easy. The results indicate that second-order motion is processed through a pathway separate from that for luminance-based motion and that the second-order pathway is more capacity limited, as multiple motion signals are not efficiently processed. Together with some recent results, it is suggested that second-order motion may be detected through a feature-tracking mechanism that requires attentional resources.
