Abstract: The problem of extracting knowledge from decision tables in terms of
Introduction
In rough set theory, for the given consistent decision table 
{ }

A d ∪
, then the concept of reduct in DS is equivalent to the concept of a minimal set of the attribute d over R . Consequently, the problem of searching all reducts of a consistent decision table can be solved by using some results concerning the minimal sets of an attribute in relational database theory. In this paper we propose two algorithms. The first one is to find all reducts of a consistent decision table. The second is to infer functional dependencies from a consistent decision table. The second algorithm is based on the result of the first. The two algorithms are constructed based on some results about Sperner system and minimal sets of an attribute of J. D e m e t r o v i c s and V u D u c T h i [1, 2, 4] . We show that the time complexity of the two algorithms is exponential in the number of attributes in the worst case. However, the proposed algorithms are effective in some special cases.
The paper is structured as follows. Section 2 presents some basic concepts in relational database and rough set theory. Section 3 proposes an algorithm to search all reducts of a consistent decision table. Section 4 proposes an algorithm to construct a relation scheme from a consistent decision table based on the algorithm in Section 3. The conclusions are presented in the last section.
Basic concepts
Basic concepts of rough set theory
In this section we introduce some basic concepts in rough set theory [7, 8, 9 ].
An information system is a pair ( )
, where the set U denotes the universe of objects and A is the set of attributes, i.e., mappings of the form:
: 
One of the crucial concepts in rough set theory is reducts or decision reducts [8] . In general, reducts are minimal subsets (with respect to the set inclusion relation) of the attributes which contain a necessary portion of information about the set of all attributes.
If DS is a consistent decision table, it is known from the above definition that R is a reduct of A if R satisfies ( ) Recall that a family
is a Sperner system if for any
K . Let K be a Sperner system. We defined the set 1 − K , as follows:
It is easy to see that 1 − K is the set of subsets of A, which does not contain the elements of K and which is maximal for this property. Clearly,
Sperner system. For the given relation 
In the next content we introduce some definitions about the family of all minimal sets of an attribute over a relation and a relation scheme. Similarly, we define the family of minimal sets of an attribute over a relation It is known that
are Sperner systems over A.
In the relational database theory, two algorithms which are related to Sperner system have been proposed [1, 2] . K be a Sperner-system over A,
Step 1. We set ( )
Step i+1. We set ( ) 1
( 1)
otherwise. Output: .
K
Step 1. Using Algorithm 2, we construct 1
Step i+1. If there is a In the converse case we set
According to [2] , the time complexity of Algorithm 3 is ( ) 
Step 1. From R , we construct the equality system
Step 2. From r E , we construct
Step 3. Using Algorithm 3, we calculate K from ( )
Step 4. We set
According to the method to construct 
is the Sperner-system over R as the family of all minimal sets of the attribute d, so
Step 3, , , , , , , Table 1) . Step 1. We calculate
, , , , , , , , , , , , , , . 
Step 1. Using Algorithm 4 we obtain ( )
RED DS , , ..., .
t K K K =
It is easy to see that ( ) RED DS is a Spernersystem over A.
Step 2. For each
we construct the functional
is the result of Algorithm 5.
Consequently, K is a minimal set of the attribute d
(2) Conversely, assume that there exists
It is easy to see that for any 
Conclution
Based on some results of J. Demetrovics and Vu Duc Thi, concerning Sperner system and minimal sets of an attribute in relational database theory [1, 2, 4], we propose two algorithms on consistent decision tables in rough set theory. The first one is to find all reducts of a consistent decision table. The second is to construct a relation scheme from a consistent decision table. As Algorithm 3 [2] , the worst-case time of the two algorithms is exponential in the number of conditional attributes. However, both algorithms proposed are effective in many special cases. These results have significant contribution in extracting knowledge from data tables.
