A fast micromagnetic simulator (FastMag) for general problems is presented. FastMag solves the Landau-Lifshitz-Gilbert equation and can handle problems of a small or very large size with a high speed. The simulator derives its high performance from efficient methods for evaluating the effective field and from implementations on massively parallel Graphics Processing Unit (GPU) architectures. FastMag discretizes the computational domain into tetrahedral elements and therefore is highly flexible for general problems. The magnetostatic field is computed via the superposition principle for both volume and surface parts of the computational domain. This is accomplished by implementing efficient quadrature rules and analytical integration for overlapping elements in which the integral kernel is singular. Thus discretized superposition integrals are computed using a non-uniform grid interpolation method, which evaluates the field from N sources at N collocated observers in () ON operations. This approach allows handling any uniform or non-uniform shapes, allows easily calculating the field outside the magnetized domains, does not require solving linear system of equations, and requires little memory.
Introduction
Micromagnetic solvers for the Landau-Lifshitz-Gilbert equation have a significant predictive power and are important for our ability to analyze and design magnetic systems. Micromagnetic simulations of complex structures, however, may be very time consuming and their acceleration methods are of high importance. Currently available micromagnetic solvers are based on the finite-difference method (FDM) [1] [2] [3] or finite element method (FEM) [4] [5] [6] . FDMs can be efficient for problems of regular shapes discretized uniformly but they are less suited for general problems with complex geometrical and material compositions. FEMs provide flexible tools for micromagnetic simulations of complex general structures but their efficient implementations for large-scale structures may be complicated.
Due to the speed saturation of single-core computing systems, modern and future computational tools should rely on parallelization to allow for continued scaling of the computational power.
Several parallel implementations of FDMs and FEMs on CPU shared memory computers and
clusters exist [7] [8] [9] . However, current shared memory computers are limited in the number of available cores while large clusters are expensive, consume much power, and are available only as specialized facilities. New massively parallel Graphics Processing Unit (GPU) computer architectures have emerged, offering massive parallelization at a low cost. A simple desktop with a single GPU may offer the computational power matching or exceeding that of a CPU cluster but at a fraction of its cost. Multiple-GPU parallelization can lead to further significant computational power increases. The use of GPUs has been recently demonstrated for FDM-and FEM-based micromagnetic solvers with significant acceleration rates [10] [11] [12] . However, the currently reported solvers have several limitations. The FDM solvers cannot easily handle general geometries while FEM-based approaches do not parallelize the fast algorithm for the magnetostatic field evaluation and may reduce their performance for large problems due to the need to solve linear systems at each time step. 3 In this paper, we present a fast micromagnetic simulator, referred to as FastMag, that can handle problems of a small or very large size with a high speed. FastMag discretizes the computational domain into tetrahedral elements and, therefore, is highly flexible for problems of any geometry and material composition. The differential operators are implemented in an FEM-like manner.
The magnetostatic field is computed via the superposition principle for both volume and surface parts of the computational domain. The superposition integrals are discretized using an efficient approach and are computed via the non-uniform grid interpolation method (NGIM) in () V ON operations for a problem with V N degrees of freedom (e.g. mesh nodes) [10, [13] [14] [15] . FastMag has advantages of both FDM and FEM and offers additional benefits. It allows handling any uniform or non-uniform geometries, does not require solving a linear system of equations for magnetostatics, and requires little memory. FastMag is implemented on CPUs and GPUs with GPU-CPU speed-ups of two orders of magnitude, allowing for simulating structures meshed into over a hundred million tetrahedrons on inexpensive desktop computer and it has a potential for simulating much larger structure on larger computer systems. The efficiency of FastMag is demonstrated by simulating a large array of magnetic elements and a complex recording head fully discretized with the mesh edge size of the exchange length. FastMag and its extensions can be used to micromagnetically model general magnetic structures, such as uniform and nonuniform arrays of generally shapes magnetic dots, recording heads, and magnetic media, among others.
The paper is organized as follows. Section 2 formulates the problem. Section 3 presents the discretized formulation. Section 4 describes how the effective fields are computed. Section 5 discusses aspects of the code implementation on GPUs. Section 6 demonstrates the code performance via numerical results. Section 7 summarizes findings of the paper. Here, the anisotropy field is assumed to be uniaxial,
Problem formulation

K H is the anisotropy field,
A is the exchange constant, and the external field is a prescribed function of space and time. The magnetostatic field is given as a volume integral over the effective volume charges  M and surface integral over the effective surface charges   M n defined with respect to the normal to the computational domain surface  n . The superposition approach in Eq. (2) allows computing the magnetostatic field without a need for an iterative solver, which is an advantage over conventional FEM micromagnetic solvers. However, the evaluation of the magnetostatic field as in Eq. (2) may be slow unless it is implemented using fast techniques. An implementation of such a technique is presented in Sec. 4.
Magnetization representation
To solve the LLG equation accurately the magnetic structure of interest is discretized into a mesh of tetrahedrons. Tetrahedral elements are preferred over other elements, e.g. rectangular or prism 5 elements, because of their ability to accurately represent structures of arbitrary shape and aspect ratio. Several types of basis functions can be used to represent the fields. For example SWG basis functions used for electromagnetic integral equations can be used [16] . In this work we use standard scalar linear basis functions defined on the tetrahedral elements. This approach makes various parts of the developed codes compatible with other existing micromagnetic codes.
Let the total number of tetrahedral elements be T N , the total number of nodes (i. Computation of the exchange field can proceed as in conventional FEM/BEM methods. For example, the exchange field can be computed via the box method, as outlined in Ref. [17] . Since the exchange field is given by local differential operators, it can be represented in terms of sparse matrix-vector products with a computational cost of () V ON .
Magnetostatic field
The magnetostatic field is computed directly as the spatial superposition in Eq. (2). This approach, therefore, combines the generality of FEM/BEM and high speed of FDMs. Achieving high accuracy using this approach requires developing methods for fast and accurate evaluation of the superposition integrals on tetrahedral meshes. Approaches to accomplish this task are described next.
Discretization
The use of the linear basis functions leads to constant charge densities in the tetrahedrons and linear surface charge densities over the triangular surfaces. The volume and surface charge densities can be written as 
where the fields () ms e H r are magnetostatic fields that are constant over the domain of e -th elements for the linear interpolation functions chosen. The value of the magnetostatic field at a node is computed as the average of the fields in the surrounding tetrahedrons weighted by their volumes. 8 A critical part in this procedure is evaluating the integrals in Eq. (5) . In this paper, the integrals are evaluated numerically using a quadrature rule and singularity extraction procedure similar to the approaches used in the framework of electromagnetic integral equations [16] . The part of the potential at a node generated by charges in its adjacent elements is computed analytically. All other parts of the integrals are computed numerically via a quadrature rule [18] . We use a 4-point rule in which the quadrature points coincide with the nodes (vertices) defining the tetrahedral elements. Our numerical experiments demonstrate that such rules have a sufficiently high accuracy while resulting in a significantly reduced computational cost as compared to rules with quadrature points defined inside the element (see the discussion on accuracy in Sec. 6.1).
The entire procedure can be summarized in the following matrix form
Here, M is a column vector of length 3 
where ij R is the distance between the i -th and j -th node. This matrix represents the (long-range interaction) integral kernel in a canonical (point-to-point) form.
The representation in Eq. (8) is efficient and flexible in that it decouples the basis function representation from the integral kernel representation of the problem. In terms of the code developments it allows easily switching between different types of basis and testing functions or different types of the integral kernel. For example, SWG vector functions [19] , edge elements 9 [20] , or Voronoi tessellation can be used instead of the scalar hat function with the need to only update the sparse matrices. Other types of integral kernels, e.g. periodic kernels or layered substrate kernels [21] , can be used without a need to change the rest of the code. 
Non-uniform grid interpolation method for evaluating the dense interaction matrix
The multi-level NGIM divides the computational domain into a hierarchy of levels of boxes similar to other multi-level algorithms. At each level (except the coarsest and the finest levels) a box has one "parent" box and eight "child" boxes. This dividing process proceeds until boxes at the finest level contain less than a prescribed number of sources. The computational time and memory of the algorithm scale as () V ON . NGIM can be applied to uniform or non-uniform source-observer distributions. It can be automatically adaptive, e.g.
become faster, to reduced dimensionality geometries. It is also adaptive to sparse geometries, e.g.
geometries with empty spaces.
Implementation on Graphics Processing Units (GPUs)
The approaches discussed above are well suited to be implemented on GPUs. NVIDIA CUDA programming environment provides a convenient framework for such implementations [22] . global memory. The maximal speed of the global memory is high (e.g. 177 GBits/sec bandwidth for nVidia GeForce GTX 480), but it has a noticeable latency in handling every read or write instruction (e.g., 400-500 cycles for nVidia GeForce GTX 480). This latency can be overcome by a coalesced accessing scheme, where several reading or writing instructions are combined within one transaction. This faster scheme is triggered when threads in the same warp access a contiguous address. These features of the GPU architecture has to be carefully taken into account when implementing the methods described above [14] . In particular, the NGIM implementation on a CPU and a GPU has significant differences. Some of the key points allowing for efficient GPU implementations of NGIM are summarized next.
1) A key feature in the GPU codes is the layout of data structure. To allow for the coalesced accessing of the GPU global memory, all data belonging to a certain box is stored in contiguous physical addresses. Special patterns of storage are adopted to make one copy of source data, e.g. the arrays containing the coordinates and amplitudes of the 11 sources/observers are rearranged at all boxes at all levels. This leads to major improvements as compared to more random data arrangement or to using mapping matrixes as can be done on CPUs.
2) In all four far-field stages, only absolutely necessary data is stored. The interpolation coefficients for all NGs and CGs at all levels are constructed on-fly at every effective field call. This is unlike in the CPU code, where most repeated operations are tabulated in the preprocessing stage. This approach increases the total number of calculation but in fact leads to a better performance.
3) In all stages of the algorithm, we use "one thread per observer" approach. In this approach, one thread is allocated for calculating the field at one observer. In different stages, such "observers" can be of different nature, either actual observation points or intermediate observer such as NG or CG samples. Several threads handling the observers belongs to the same box are bundled to form a thread block. Benefitted from the shared memory, they only need to load and save one copy of data, which leads to major speedups in the memory and total performance.
The points above are outlined for the magnetostatics part of the implementation, which is the most complex part of the resulting code in terms of the data structure. Similar approaches are followed when implementing on GPUs the operations involving sparse matrix-vector products, required for computing the magnetostatic and exchange fields. Specifically, the sparse matrices are constructed once in the preprocessing stage running on a CPU and transferred to the GPU. To allow for coalesced access the non-zero elements of the sparse matrices are arranged in blocks of 16 (half-warp) with zero padding when needed.
Results
Accuracy and convergence
The procedure in Sec. The error of evaluating the magnetostatic field is due to the evaluation of the integrals in Eq. (5) and NGIM of Sec. 4.2.2 for evaluating dense matrix-vector product in Eq. (8) with (9) . The error of evaluating the integrals in Eq. (5) is determined by the quadrature rule. The chosen linear interpolation functions lead to a quadratic convergence with respect to the element size. An important point of achieving a proper convergence is the use of exact integrations for overlapping source and observation elements, for which the integrand is singular. The numerical integration is used for separated source and observation elements for which the integrand is smooth.
To confirm the accuracy and validity of the code we performed several tests. We computed the magnetic potential and field generated by charge distributions for which analytical solutions exist, e.g. for a magnetization given by ˆˆx y z    m x y z in a sphere of unit radius, evaluating the dense product in Eqs. (8)- (9) by direct superposition (without using NGIM). For a mesh of an average edge length of 0.1, 0.06, and 0.04 the potential error was 0.35%, 0.12%, 0.05%, respectively, confirming quadratic convergence. These potential errors corresponded to the field errors of 2.88%, 1.47%, 0.87%, respectively. The error of the NGIM used here was characterized in Ref. [14] . We extended the work in Ref. [14] to higher order (e.g. cubic) interpolations with faster convergence. Next, we tested the error of computing the magnetostatic field with known solutions as discussed above, including the NGIM for the dense matrix-vector product and confirmed that it is quadratic in the potential as in the computations using direct superposition (without NGIM) and it can be controlled. Next, the accuracy of the solver was validated against μMAG standard problems 3. With the discretization of 20 nodes per linear dimension, the transition between the flower and vortex states were obtained at the cube edge length , while other components were zero, which is in a good agreement with other reported results. Finally, we also ran many simulations, including reversal in magnetic particles and arrays, domain wall motion in wires or rings, and head 13 switching. In all the simulations the magnetization dynamics exhibited proper physical behavior and robustness with respect to the mesh density.
Computational performance
To demonstrate the code performance, results of simulations of large arrays of magnetic islands and a write head are then presented. Simulations were run on two computer systems. System 1 was a desktop with Intel Core i7-920 2.66GHz CPU with 12GB RAM and NVIDIA GeForce 480 GPU (with 480 cores and 1.5 GB global memory). On this system, all effective field components were run on the GPU. It had the fastest speed performance but it allowed simulations smaller problem (up to around 8.5 M tetrahedrons) due to the memory limit. The second system was a desktop workstation with Intel Xeon X5482 3.2GHz CPU with 32 GB RAM and NVIDIA TESLA C1060 GPU (with 240 cores and 4 GB global memory). On this system, the dense matrix-vector products using NGIM were run on the GPU while the sparse products for the magnetostatic and exchange fields were run on the CPU. These sparse products took about 50% of the computational time but it allowed running larger problems (up to about 150 million tetrahedrons). We used "lsodes" ODE solver [23] with Adams method of 12-th order. All computational times in the tables are given per time step of the LLG solver. The time step in all the simulations was around 0.1-0.5 ps. The preprocessing time, which is required for the NGIM tree and sparse matrix constructions varied from about 5 sec for problems of ~200 thousand tetrahedrons to about 20 min for problems with over 120 million tetrahedrons.
We first show the computational time and memory consumption of evaluating the magnetostatic potential via the NGIM on GPUs and CPUs. The results showing the time for different problem sizes are summarized in Table 1 for the case of using 64 samples in NGs with linear interpolation and 64 samples in CGs with cubic interpolation, which resulted in the RMS error around 1.8%. It is evident that the time scales linearly with the problem size for both CPU and GPU codes.
However, the GPU version is much faster with the GPU-CPU speed-ups in the range 30-75 for Tesla S1060 to 70-150 for GeForce GTX480. The memory consumption of the CPU code was around 60 times lower than that of the GPU one. The error was reduced to 0.5% using 256 NG samples, with almost unchanged computational time but 30% overall memory consumption increase. Using 256 NG samples, 64 CG samples, and cubic interpolations for NGs and CGs 14 resulted in a reduced RMS error of around 0.15%, with three times larger computational time (without an additional increase of memory consumption). Increasing the grid densities reduced the error at the second and fourth order rate for the linear and cubic interpolations, respectively.
We note that the computational time performance of our CPU code is on par with (and often faster than) other FMM-type codes (e.g. [24] [25] [26] [27] ), and hence the obtained GPU speed-ups are high not only with respect to our CPU results but also with respect to other results. We note, however, that making fair comparisons between CPU and GPU systems may be complicated since the CPU and GPU codes can be run under different parameters with possibly different performance, e.g. our CPU code could in principle be further optimized. The ultimate test of a code is its absolute performance. Therefore, the rest of the results show absolute times of the GPU accelerated version of FastMag without comparisons with our fully CPU-based code.
To demonstrate the computational scaling and verify performance of FastMag we ran simulations of large arrays of magnetic islands of hexagonal cylinder shape with material parameters and position distribution (see the simulation parameters in the caption to Table 1 and Fig. 1 ). This problem is relevant for a number of applications, such as magnetic recording (e.g. bit patterned media), tape recording (in which case the array would be 3D and more random), and any applications involving regular or irregular arrays of magnetic particles. The computational time results are independent of the shape of the islands, i.e. the times in Table 2 approximately apply to islands of any shape with the same number of mesh nodes. It should be noted that this problem is not easily accessible to currently available FFT-based FDMs due to the random fluctuations in the island position and the spacing between the islands (and possibly irregular island shape). It is also a complex problem for FEM/BEM due to the large proportion of the surface unknowns. Furthermore, for large array sizes and number of elements the problem is very computationally demanding.
Due to the introduced distributions and magnetostatic interactions not all islands reverse under the applied field. The resulting pattern for an 100 100  array is shown in Figure 1 . The total number of islands, discretization nodes, tetrahedral elements, and the computational time per iteration are given in Table 2 . It is evident that the computational time scales linearly with the number of elements starting from a small size. The absolute computational time is small and the 15 largest problem that can be handled is large, especially taking into account that the simulations were run on inexpensive desktops.
We note that System 2 allowed fitting larger problems, but it also had only around a third of the computational performance of System 1. The reduced performance was due to the use of CPUs for sparse products and the older generation GPU. For example, using a computer with a higherend Tesla C2070 GPU (with the performance of GeForce GTX 480 but a larger memory of 6 GB) and porting the sparse matrices to run on GPUs on-fly would result in a 3 fold reduction of the computational time for Mesh 2 and would allow running significantly larger meshes (estimated at 600 million tetrahedrons) on an inexpensive desktop computer with a single GPU.
This work is ongoing.
We have also considered a complex perpendicular recording head model with a soft underlayer similar to that reported in Ref. [28] , but with a more realistic size (of 5 μm 5 μm 3 μm ).
See the caption to Fig. 2 for details about the head model. This structure was chosen as it demonstrates several aspects of the FastMag performance, such as its speed and the ability to handle large problem sizes, non-uniform domains, and complex geometries. It is noted that it would be hard (or even impossible) to use any currently existing micromagnetic methods and solvers to model such a complex structure. In particular, FEM based approaches could have significant convergence and boundary integral complications. FDM approaches could have significant difficulties in resolving the complex and non-uniform geometries.
We have considered various meshes and show results for two specific meshes. The first mesh (Mesh 1) had the edge length of around 30 nm and about 4.7 million tetrahedrons. The second mesh was obtained as a refinement of Mesh 1 to make the edge length of around 10 nm in the entire head and SUL and it had over 126 million tetrahedrons. We note that we experienced difficulties in generating very large meshes (over 25 million tetrahedrons) with the mesher used.
These difficulties were overcome by generating smaller meshes determined by the geometry and writing a refinement code for producing finer meshes determined by the exchange length. This approach has an added benefit in that it does not require the entire dense mesh information, thus allowing significantly reducing the peak memory consumption. The simulations for Mesh 1 were 16 run on the fastest System 1 as they were sufficiently small to fit the memory. The simulations for Mesh 2 were run on System 2 having larger memory (but with around three times slower performance). ps after the switching current was applied. It is evident that the dynamics is different. This difference was found for all meshes not properly resolving the exchange length, indicating that proper discretization is important for simulating dynamics in such systems.
Summary
We presented FastMag, a fast micromagentic simulator for solving the LLG equation. 1) The solver has a high computational speed with computational time scaling linearly from small to very larger problems.
2) It allows handling very large computational sizes. The largest computational problem size that can be run on the used systems with 32 GB of CPU RAM and 4GB of GPU memory is about 150 million tetrahedrons. Increasing the system memory to 128 GB would allow 17 handling up to 0.6 billion tetrahedrons, which is sufficient to accurately model very complex structures (e.g. realistic recording heads or large arrays).
3) High speed is obtained for general geometries and meshes, e.g. for structured and unstructured meshes, for uniform and non-uniform meshes, for meshes with small or large ratios between the surface and volume unknowns, and for geometries with large empty spaces between magnetic domains distributed regularly or randomly. This makes
FastMag suitable for simulating a host of complex magnetic structures, such as media for magnetic recording with hard drives and tapes, recording heads, read heads, spin wave phenomena, arrays of magnetic particles, and magnetic wires, among others.
While the performance of FastMag already allows solving very complex problems, there is a number of ways the simulator can be enhanced. Implementing the construction of the sparse matrix-vector products on-fly on GPUs would significantly reduce the memory consumption, which is critical to fit large problem sizes and increase the speed. In particular, it would increase by around 3 times the speed of the head simulations with largest Mesh 2 shown in this paper. It also would increase by around 4 times the largest problem size that can be handled for a given memory. Using multi-GPU parallelization on shared memory computers, FastMag can be relatively easily accelerated additionally up to 4 times by simply performing independent operations on different GPUs in parallel (e.g. sparse products or near-and farfield components in the dense products). Using multi-GPU distributed memory clusters is also possible, with a potential to leads to orders of magnitude of further speed-ups and problem size increases. For example, our estimate is that a relatively inexpensive system with 4 nodes, each comprising 4 GPUs with 3-6 GB GPU memory, 1 quad or hex core CPU, and 128 GB CPU memory, would allow simulating problems of around 2 billion tetrahedrons. 
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