In this paper some second order necessary and sufficient conditions are given for unconstrained and constrained optimization problems involving C 1 functions. A generalized derivative is obtained by approximation with smooth functions and it collapses to Clarke's definition when C 1,1 data are assumed. Furthermore a generalized Taylor's formula is used to prove the conditions.
Introduction
Several authors have proposed notions of second order generalized derivatives and obtained necessary and sufficient optimality conditions with C 1,1 functions (that is differentiable with locally Lipschitzian gradient [3, 6, 7, 8, 9, 12, 13] ). A new approach to the problem, which offer the possibility of using less regularity assumptions on the involved functions, has been proposed in two works by Craven [4] and Ermoliev, Norkin and Wets [5] . These authors approximate a nondifferentiable problem by a sequence of differentiable problems and obtain first order optimality conditions passing to the limit of the classical first order condition of smooth Analysis. Moreover they prove their results are related to those by Clarke [2] and, somehow, generalize the latter. In this chapter second order conditions for optimization problems with C 1 data are developed, making use of a second order generalized derivative defined with similar tecniques as in [4, 5] . This derivative collapses to Clarke's derivative when C 1 sufficient conditions for unconstrained optimization and in Section 4 we consider the set, the inequality and the equality constraints.
Smooth approximations by mollifiers
We will make use of the following classical definitions and results of functional analysis (see e.g. [5] ):
Definition 2.1. A sequence of mollifiers is any sequence of functions {φ } : R n → R + , ↓ 0, such that:
where B is the unit ball in R n , clX means the closure of the set X and dx denotes Lebesgue measure.
In the sequel of this paper we will consider a generic mollifier sequence. Some examples of mollifier sequences are given in the following: (ii) The functions:
with C ∈ R such that R n φ (x)dx = 1, are called standard mollifiers.
It is easy to check that the second family of functions is of class C ∞ (R).
Definition 2.2.
[5] Given a locally integrable function f : R n → R and a sequence of bounded mollifiers, define the functions f (x) through the convolution:
The sequence f (x) is said a sequence of mollified functions.
Remark 2.1. There is no loss of generality in considering f : R n → R. The results in this paper remain true also if f is defined on an open subset of R n .
Proposition 2.1.
[5] Let f be a continuous function. Then f converges continuosly to f , i.e. f (x ) → f (x) for all x → x. In fact f converges uniformly to f on every compact subset of R n as ↓ 0.
Mollified functions have also some differentiability properties, under suitable regularity assumptions on f and the associated mollifiers, as stated in the following:
[?] Let f : R n → R be locally integrable. Whenever the mollifiers φ are of class C k , so are the associated mollified functions.
By means of mollified functions it is possible to define generalized directional derivatives for a nonsmooth function f . When f is of class C 0,1 this definition coincides with Clarke's generalized derivative. Such an approach has been deepened by several authors (see e.g. [4, 5] ) in the first order case.
Definition 2.3.
[5] Let f : R n → R be a locally integrable function, let n ↓ 0 as n → +∞ and consider the sequence {f n } of mollified functions with associated mollifiers φ n ∈ C 1 . The upper mollified derivative of f at x in the direction d ∈ R n , with respect to the mollifiers sequence φ n is defined as:
In [5] it has been defined also a generalized gradient w.r.t. the mollifier sequence φ n , in the following way:
i.e. the set of cluster points of all possible sequences {∇f n (x n )} such that x n → x. This generalized gradient has been used in [4] and [5] to prove first order necessary optimality conditions for nonsmooth optimization. The equivalence with the well known notions of nonsmooth analysis is contained in the following proposition:
coincides with Clarke's generalized gradient and f φ (x 0 ; d) coincides with Clarke's generalized derivative [2] (co A denotes the convex hull of the set A).
Remark 2.2. From the previous proposition, we deduce that, if f ∈ C 1 , then
As suggested in [5] , by requiring some more regularity of the mollifiers, it is possible to construct also second order necessary and sufficient conditions for optimization problems. To do this we introduce the following: Definition 2.4. Let f : R n → R be locally integrable, let n ↓ 0 and consider the sequence of mollified functions {f n }, obtained from a family of mollifiers φ n ∈ C 2 .
We define the second order upper mollified derivative of f at x in the direction d, w.r.t. to the mollifiers sequence φ n , as:
where Hf n (x) is the Hessian matrix of the function f n ∈ C 2 at the point x.
In a similar way we give the following:
Definition 2.5. Let f : R n → R be locally integrable, let n ↓ 0 and consider the sequence of mollified functions {f n }, obtained from a family of mollifiers φ n ∈ C 2 .
We define the second order lower mollified derivative of f at x in the direction d, w.r.t. the mollifiers sequence φ n , as:
Remark 2.3. As the first order case, when f is of class C 1,1 then the second order upper mollified derivative coincides with Clarke's generalized derivative.
Remark 2.4. It can be easily checked that:
Remark 2.5. Clearly the previous derivatives may be infinity. A sufficient condition for having a finite derivative is to require f ∈ C 1,1 . In fact, in this case it is easy to see that the first order mollified derivatives can be viewed as first order mollified derivatives of a locally Lipschitz function and thus Proposition 2.3 applies.
The following propositions (whose proofs are trivial) give some basic properties of second order mollified derivatives. Proposition 2.4. Let f : R n → R be locally integrable and λ > 0. Then:
Moreover, if λ < 0 we get:
Proposition 2.5. Let f : R n → R and g : R n → R be locally integrable. Then:
Proposition 2.6. Let f : R n → R be locally integrable and x ∈ X. Then:
Proof. i) Assume d ∈ R n is fixed. The property is obvious if f φ (x; d) = +∞. In the other cases, for all K > f φ (x; d) we can find a neighborhood U of x and a number n 0 ∈ N such that d T Hf n (x )d < K, for all x ∈ U and for all n > n 0 . Therefore, for each x ∈ U we have:
By means of these genealized derivatives, we may also introduce a generalized Taylor's expansion. Theorem 2.1 (Taylor's expansion). Let f : R n → R be of class C 1 , n ↓ 0 and let φ n ∈ C 2 be a sequence of mollifiers. Then, for each fixed direction d ∈ R n and t > 0, there exists ξ ∈ [x 0 , x 0 + td] such that:
Proof. We can clearly write Taylor's formula for each mollified function:
Without loss of generality we can think that
The left member in the previous inequality converges to:
as n → +∞. It follows that also the right member converges as n → +∞ and from the definition of f φ (x; d) we obtain:
In a similar way we prove the second part of the formula.
The proof of the following Corollary is enclosed in that of Theorem 2.1.
Corollary 2.1. Let f : R n → R be of class C 1 at x 0 , n ↓ 0 and let φ n ∈ C 2 be a sequence of mollifiers. Then, for each direction d ∈ R n and t > 0 there exist a point ξ ∈ [x 0 , x 0 + td] and a sequence ξ n → ξ such that d T Hf n (ξ n )d converges to a limit β (depending on x 0 , t and d) and it holds:
Unconstrained Optimization
In this section we wish to give second order necessary and sufficient conditions for unconstrained optimization problems of the form:
where f : R n → R and Ω ⊆ R n is an open set.
Some first order necessary optimality conditions have already been studied in [5] , under very weak hypotheses on f . Definition 3.1.
[5] A function f : R n → R is strongly lower semicontinuous at x, if it is lower semicontinuous at x and there exists a sequence x n → x, with f continuous at x n (for all n) such that f (x n ) → f (x).
Theorem 3.1.
[5] Let f : R n → R be strongly lower semicontinuous and locally integrable and assume that x 0 is a local minimizer for f . Then for any sequence of mollifiers, we have:
In the following we will require stronger regularity conditions than local integrability, but we will derive also second order optimality conditions. Theorem 3.2. Let x 0 be a local minimizer of f ∈ C 1 . Then the following conditions hold:
Proof. Condition i) is obvious. To prove condition ii) we have:
For t "small enough", since x 0 is a local minimum we obtain f (x 0 +td)−f (x 0 ) ≥ 0 and hence, using the upper semicontinuity of x → f φ (x; d):
so that condition ii) is proved.
Theorem 3.3. Let f ∈ C 1 and assume that the following conditions hold:
(ii) ∃α 0 > 0 such that f φ (x 0 + αd; d) > 0, ∀d ∈ S 1 and ∀α < α 0 .
Then x 0 is a (strict) local minimizer of f .
Proof. By contradiction, assume x 0 is not a local minimizer, i.e. there exists a sequence {x n } converging to x 0 , such that:
We can think that x n = x 0 + n d n , with n ↓ 0 and d n → d * ∈ S 1 . By Theorem 2.1, we have that:
where ξ n ∈ (x 0 , x n ). Dividing by 2 n and sending n to +∞, we contradict ii).
Constrained Optimization
In this section we give second order necessary and sufficient optimality conditions for constrained optimization problems. We begin considering the following problem:
where K ⊆ R n is a compact set. The following sets:
are called, respectively, cone of feasible directions and tangent cone at x 0 .
Proof. Condition i) is classical. To prove condition ii), let d ∈ F (K, x 0 ) be such that ∇f (x 0 )d = 0. Using Theorem 2.1, we have, for t > 0 "sufficiently small":
where ξ ∈ [x 0 , x 0 + td]. Taking lim sup for t ↓ 0 and using the upper semicontinuity of f φ (·; d), the thesis follows.
Theorem 4.2. Let f : R n → R be of class C 1 , x 0 ∈ K and assume that for any direction d ∈ T (K, x 0 ) ∩ S 1 one of the following condition holds:
Then x 0 is a (strict) local minimizer of f over K.
Proof. By contradiction, assume there exists a sequence of feasible points
where g(xn) αn → 0 as n → +∞, and taking the limit we get a contradiction. Assume now ∇f (x 0 )d = 0; then, using condition ii) and Theorem 2.1, we have:
where ξ n ∈ [x 0 , x 0 + α n d n ]. Then, for n "sufficiently large", we obtain a contradiction with condition ii).
Now we deal with the case of equality and inequality constraints. The following problem has been investigated by Craven [4] to develope first order necessary optimality conditions for locally Lipschitz functions:
where g : R n → R m and h : R n → R r (r < n).
Definition 4.1.
[4] Let h be locally Lipschitz at x and let ∂ C h(x) be Clarke's generalized Jacobian of h at x. We say that ∂ C h(x) has full rank when σ (∂ C h(x)) := {σ(M ), M ∈ ∂ C h(x)} is bounded, where M ∈ R r×n and σ (M ) denotes the minimum matrix norm M 0 for non-singualr r × r submatrices M 0 of M , if M has full rank and σ (M ) = +∞ otherwise.
Theorem 4.3.
[4] Let x 0 be a local solution of problem P 3 ), let the functions f , g and h be locally Lipschitz at x 0 and let ∂ C h(x 0 ) have full rank. Then, the following F. John type conditions hold: there exist Lagrange multipliers τ ≥ 0, λ ∈ R m + and µ ∈ R r , not all zero, such that:
We wish to investigate second order necessary and sufficient conditions for problem P 3 ). For notational simplicity, in the sequel we will denote the feasible set by: 
Theorem 4.4. Let f : R n → R, g : R n → R and h : R n → R r be of class C 1 . Let x 0 ∈ Γ be a local solution of problem P 3 ). Then there exists a vector of multipliers γ = (τ, λ, µ) with τ ≥ 0, λ ∈ R m + and µ ∈ R r such that:
where C(λ) := {x ∈ Γ | λg(x) = 0}.
Proof. The first condition needs no proof. Thus we prove only the second order condition. We can write the Taylor's expansion of the Lagrange function:
where t > 0 x = x 0 + td, d ∈ F (C(λ), x 0 ) and ξ ∈ [x 0 , x 0 + td]. Clearly x ∈ C(λ) for t "sufficiently small". Considering the analytical expression of L(x, γ), the lefthandside term of the previous inequality is equal to:
and for t "sufficiently small" reduces to τ f (x) − τ f (x 0 ). Thus, since x 0 is a local minimum, and condition i) holds, we have:
Finally, recalling the upper semicontinuity of L φ , we get the thesis.
We can finally prove a sufficient optimality condition for problem P 3 ). Then x 0 is a (strict) local minimizer of f over Γ.
Proof. By contradiction assume there exists a sequence x n ∈ Γ such that f (x n ) ≤ f (x 0 ). We can write x n = x 0 + α n d n , with α n ↓ 0 and d n → d, so that d ∈ T (Γ, x 0 ). Moreover, for n "sufficiently large", necessarily d n ∈ Z( , δ, Γ, x 0 ). From Theorem 2.1 we obtain, for the Lagrange function:
where ξ n ∈ [x 0 , x 0 + α n d n ]. By writing the analytical expression of the lefthandside and considering the hypotheses and the feasibility of x n , we get:
We just point out that, being x n feasible, g(x n ) ≤ 0 and thus λg(x n ) ≤ 0. Finally, if we consider n large enough, we get a contradiction, since ξ n is contained in the interval [x 0 , x 0 + α n d n ].
