Abstract. In this paper, we derive some identities involving special numbers and moments of random variables by using the generating functions of the moments of certain random variables. Here the related special numbers are Stirling numbers of the first and second kinds, degenerate Stirling numbers of the first and second kinds, derangement numbers, higher-order Bernoulli numbers and Bernoulli numbers of the second kind.
Introduction
As is well known, the Bernoulli polynomials of order r are defined by the generating function n (x) t n n! , (see [9, 10] ). n,λ (0) are called the degenerate Bernoulli number of order r. In particular, for r = 1, β (1) n,λ (x) = β n,λ (x) are the degenerate Bernoulli polynomials.
For n ∈ N, the falling factorial sequence is defined as (x) 0 = 1, (x) n = x(x − 1) · · · (x − n + 1), (n ≥ 1).
The Stirling numbers of the first kind are defined as S 1 (0, 0) = 1, (x) n = n l=0 S 1 (n, l)x l , (n ≥ 1), (see [5, 9] ).
The Stirling numbers of the second kind are given by
S 2 (n, l)(x) l , (n ≥ 0).
In [6] , the degenerate Stirling numbers of the first kind are introduced by the generating function 1 k! log(1 + λt)
From (1.3), we have (x) n,λ = n l=0 S 1,λ (n, l)x l , (n ≥ 0), (see [5, 6] ). (1.4) where (x) n,λ = x(x − λ) · · · (x − (n − 1)λ), (n ≥ 1), (x) 0,λ = 1. By (1.4), we get S 1,λ (n + 1, k) = S 1,λ (n, k − 1) − nλS 1,λ (n, k), (1 ≤ k ≤ n), (see [6] ). (1.5)
In [5] , the degenerate Stirling numbers of the second kind are defined by
and 8) where ∆f (x) = f (x + 1) − f (x), and 1 ≤ k ≤ n. Note that, letting λ → 0 gives us
The Bernoulli numbers of the second kind are defined as
, (see [3, 8, 9] ).
(1.9)
It is known that
, (see [9] ).
(1.10)
From (1.10), we note that
n (1), (n ≥ 0). A random variable X is a real-valued function defined on a sample space. We say that X is a continuous random variable if there exists a nonnegative function f (x), defined for all x ∈ (−∞, ∞), having the property that for any set B of real numbers
f (x)dx, (see [9] ).
(1.11)
The function f (x) is called the probability density function of the random variable X.
Let X be a uniform random variable on the interval (α, β). Then the probability density function of X is given by
A continuous random variable whose density function is given by
, if x ≥ 0, 0, if x < 0, (1.13) for some λ > 0, α > 0 is said to be the gamma random variable with parameter α, λ (see [9] ). If X is a continuous random variable having a probability density function f (x), then the expectation of X is defined by
(1.14)
Let X be continuous random variable with the probability density function f (x). For any real-valued function g, we have
(1.15)
The expected value of a random variable X, E[X], is also referred to as the mean or the first moment of X. The quantity E[X n ], n ≥ 1, is said to be the n-th moment of X. That is,
Another quantity of interest is the variance of random variable X which is defined by
We say that X and Y are jointly continuous if there exists a function f (x, y), defined for all x and y, having the property that for all sets A and B of real numbers
f (x, y)dxdy.
(1.18)
The function f (x, y) is called the joint probability density function of X and Y .
Let f X (x) be the probability density function of X. Then we have
f (x, y)dx, (see [9] ).
The random variables X and Y are independent if
Let X and Y be independent random variables. For any real-valued functions h and g, we have
( 1.20) and
Let X, Y have a joint probability density function f (x, y). Then the conditional probability density function of X, given that Y = y, is defined for all values of y such that f Y (y) > 0, by
The conditional expectation of X, given that Y = y, is defined for all values of y such that f Y (y) > 0, by
xf X|Y (x|y)dx, (see [9] ).
(1.23)
Then, we note that
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Explicit formulas arising from probabilistic representations
Let U 1 , U 2 , · · · , U k be uniformly independent random variables on (0,1). Then we have
On the other hand,
Therefore, by (2.1) and (2.2), we obtain the following theorem.
Let U be a uniform random variable on (0,1). Then we have
Thus, by (2.3) and (2.4), we easily get
Lemma 2.3. Let U be a uniform random variable on (0,1). For n, k ≥ 0, we have
Let X be a gamma random variable with parameters α = u(> 0) and λ = 1 and let U be a uniform random variable on (0,1). Assume that X and U are independent. Then we have
From (2.5), we note that
We observe that
Therefore, by (2.6) and (2.7), we obtain the following theorem.
Theorem 2.4. Let X be a gamma random variable with parameters α = u and λ = 1, and let U be a uniform random variable on (0,1). Assume that X and U are independent. For n ≥ 1, we have
Let X 1 , X 2 , · · · X k be independent gamma random variables with parameters 1,1, and let U 1 , U 2 · · · , U k be uniformly independent random variables on (0,1).
Assume that X i and U j are independent for all i, j. Then we have
Comparing the coefficients on both sides of (2.8), we obtain the following theorem.
Theorem 2.5. Let X 1 , X 2 , · · · , X k be independent gamma random variables with parameters 1,1, and let U 1 , · · · , U k be uniformly independent random variables on (0,1). Assume that X i and U j are independent for all i and j. For n, k ≥ 0 and n ≥ k, we have
Let X 1 , X 2 , · · · , X k be independent gamma random variables with parameters α = u, λ = 1 and U be a uniform random variable on (0,1). Assume that X i and U are independent for all i. From (2.5), we have
Therefore, by (2.9) and (2.10), we obtain the following theorem.
Theorem 2.6. Let X 1 , X 2 , · · · , X k be independent gamma random variables with parameters α = u, λ = 1, and let U be a uniform random variable on (0,1). Assume that X i and U are independent for all i. For n ≥ 0, we have
Assume that U 1 , U 2 , · · · , U k are uniformly independent random variables on (0,1). Then we observe that
From (2.11), we note that
(2.12) Thus, by (2.12), we get
Comparing the coefficients on both sides of (2.13), we obtain the following theorem.
Theorem 2.7. Let U 1 , U 2 , · · · , U k be uniformly independent random variables on (0,1). For n ∈ N with n ≥ k, we have
Now, we observe that
(2.14)
Thus, by (2.14), we get
From (2.15) and (2.16), we have
By replacing n by n − 1, we get
From Theorem 7 and (2.18), we have
(2.20)
From (2.18), (2.19) and (2.20), we have
Thus, by (2.21), we get
A derangement is a permutation with no fixed points. For example, (2,3,1) and (3,1,2) are derangements of (1,2,3), but (3,2,1) is not because 2 is a fixed point. The number of derangements of an n-element set is called the n-th derangement number and denoted by d n . This number satisfies the following recurrences:
n , (n ≥ 0), (see [3, 4, 7] 
From (2.23), we can derive the following generating function. [3, 4, 7] ).
(2.24)
Recently, the derangement polynomials are defined by the generating function
, (see [7] ). 
For k ∈ N, we have
Thus, by (2.27), we get
By (2.28), we get
Let X 1 , X 2 , · · · , X k be independent gamma random variables with parameters 1,1 . Then we have
Therefore, by (2.30) and (2.31), we obtain the following theorem.
Theorem 2.8. Let X 1 , X 2 , · · · , X k be independent gamma random variables with parameters 1,1 . For n ≥ 0, k ∈ N, we have
From (2.32), we have Therefore, by (2.30) and (2.34), we obtain the following theorem.
Theorem 2.9. Let X 1 , X 2 , · · · , X k be independent gamma random variables with parameters 1,1 . For n ≥ 0, k ∈ N, we have
Remark. From Theorem 8 and Theorem 9, we have 
