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A FRE´CHET LAW AND AN ERDO˝S-PHILIPP LAW FOR
MAXIMAL CUSPIDAL WINDINGS
JOHANNES JAERISCH, MARC KESSEBO¨HMER
AND BERND O. STRATMANN
Abstract. In this paper we establish a Fre´chet law for maximal cuspidal
windings of the geodesic flow on a Riemannian surface associated with an
arbitrary finitely generated, essentially free Fuchsian group with parabolic el-
ements. This result extends previous work by Galambos and Dolgopyat and is
obtained by applying Extreme Value Theory. Subsequently, we show that this
law gives rise to an Erdo˝s-Philipp law and to various generalised Khintchine-
type results for maximal cuspidal windings. These results strengthen previous
results by Sullivan, Stratmann and Velani for Kleinian groups, and extend ear-
lier work by Philipp on continued fractions, which was inspired by a conjecture
of Erdo˝s.
1. Introduction and Statements of Result
We establish a Fre´chet law and an Erdo˝s-Philipp law for maximal cuspidal wind-
ings of the geodesic flow on H/G, for a finitely generated, essentially free Fuchsian
group G acting on the upper half-space model (H, d) of 2-dimensional hyperbolic
space. Recall that to each ξ in the radial limit set Lr(G) of G one can associate an
infinite word expansion in the symmetric set G0 of generators of G. Namely, with F
referring to the Dirichlet fundamental domain of G at i ∈ H, the images of F under
G tesselate H and each side of each of the tiles is uniquely labeled by an element of
G0. The hyperbolic ray sξ from i towards ξ ∈ Lr(G) has to traverse infinitely many
of these tiles, and the infinite word expansion associated with ξ is then obtained
by progressively recording, starting at i, the generators of the sides at which sξ
exits the tiles. In this way we derive an infinite reduced word on the alphabet G0.
We then form blocks as follows. Each hyperbolic generator in this word has block
length 1. Further, if there is a block in which the same parabolic generator appears
n times and if there is no larger block of this parabolic generator containing that
block, then this block is of length n. This allows us to define the process (Xk)
by setting Xk to be equal to the length of the k-th block. By construction, such
a block of length n corresponds to the event that the projection of sξ onto H/G
spirals precisely n− 1 times around a cusp of H/G. The main results of this paper
will establish asymptotic estimates and strong distributional convergence for the
process (Yn), given by
Yn := max
k=1,...,n
Xk.
Theorem 1 (Fre´chet law for maximal cuspidal windings). For each essentially free,
finitely generated Fuchsian group G with parabolic elements and with exponent of
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convergence δ = δ(G), the following holds. For every s > 0 and for each probability
measure ν absolutely continuous with respect to the Patterson measure mδ of G, we
have that
lim
n→∞
ν
({
Y 2δ−1n /n ≤ s
})
= exp (−κ (G) /s) .
Here, the constant κ (G) is explicitly given by
κ(G) : =
∑
γ∈Γ0
(
Φ (pγ)w
−δ
γ
)2
/((2δ − 1) µδ ({X1 = 1})),
where Γ0 refers to the symmetric set of parabolic generators of G, pγ to the parabolic
fixed point and wγ to the width of the cusp associated with γ ∈ Γ0 (see the definition
prior to Lemma 2.5), µδ to the (up to a multiplicative constant) unique measure
absolutely continuous with respect to mδ which is invariant under the Bowen-Series
map (see Section 2.1 and Section 2.2), and Φ to a version of the Radon-Nikodym
derivative dµδ/dmδ (see (2.2) for the definition).
Let us remark that the above constant κ(G) is strictly positive, since by a result
of Beardon [Bea71] we have that if G has parabolic elements, then δ(G) > 1/2.
Also, note that Theorem 1 gives an answer to a question asked by Pollicott in
[Pol09], where he shows that a result by Galambos [Gal72, Gal73] can be rephrased
in terms of the modular group. The reader might like to recall that this result
of Galambos states that for all s > 0 and for each probability measure ν abso-
lutely continuous with respect to the Lebesgue measure on (0, 1), we have that
limn→∞ ν ({(maxk=1,...,n ak)/n ≤ s}) = exp (−1/(s log 2)) . Here, ak(x) refers to
the k-th entry in the regular continued fraction expansion of x ∈ (0, 1). Let us
remark that a straightforward adaptation of our proof of Theorem 1 gives an al-
ternative proof of this result of Galambos. Moreover, note that Dolgopyat studied
statistical properties of the geodesic flow on negatively curved cusped surfaces of
finite area. He shows that if these surfaces have constant negative curvature, then
the maximal cuspidal excursions satisfy a Fre´chet law with respect to Lebesgue
measure (see [Dol97, Section 4.2, Corollary 3]).
We will also give some interesting applications of the result in Theorem 1. These
include the following theorem, whose first assertion extends a result of Philipp
in [Phi76, Theorem 1], who showed that for Lebesgue almost every x ∈ (0, 1)
we have that lim infn→∞ maxk=1,...,n ak(x)(log logn)/n = 1/ log 2. This settled a
conjecture by Erdo˝s (see [Phi76]), who had previously conjectured that the above
Limes inferior is equal to 1. Also, note that the second assertion of Theorem 2
extends [Phi76, Corollary to Theorem 3].
Theorem 2 (Erdo˝s-Philipp law for maximal cuspidal windings). For G as above,
we have mδ almost everywhere that
lim inf
n→∞
Y 2δ−1n (log logn)/n = κ (G) .
Moreover, for each sequence (ℓn) of positive reals we have mδ almost everywhere
that
lim sup
n→∞
Yn/ℓn ∈ {0,∞} .
Theorem 2 has some further interesting consequences. Namely, it permits the
derivation of the following Khintchine-type results, where ξt denotes the unique
point on the hyperbolic ray from i ∈ H towards an element ξ ∈ Lr (G) such that
d (i, ξt) = t, for t ≥ 0.
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Corollary 1.1. For G as above, we have for mδ almost every ξ ∈ Lr (G) that
lim
n→∞
log Yn (ξ)
logn
=
1
2δ − 1
and lim
T→∞
max
0≤t≤T
d (ξt, G (i))
logT
=
1
2δ − 1
.
Note that in here the second assertion represents a significant strengthening of
the result that lim supt→∞ d (ξt, G (i)) / log t = (2δ−1)
−1 formδ almost everywhere
ξ, which was obtained in [SV95] for arbitrary geometrically finite Kleinian groups
with parabolic elements, generalising work of Sullivan for cofinite Kleinian groups
[Sul82b]. Let us point out that in this result the Limes superior cannot be replaced
by a Limes inferior. Also, let us remark that the first statement in the above
corollary is closely related to the well-known result by Khintchine for continued
fractions ([Khi64]), which asserts that Lebesgue almost everywhere, we have that
lim supn→∞ log an/ logn = 1. In fact, by using the Limsup-Max Principle stated
in (3.4), it immediately follows from Corollary 1.1 that for essentially free, finitely
generated Fuchsian groups with parabolic elements we have mδ almost everywhere
that lim supn→∞ logXn/ logn = (2δ − 1)
−1. Again, let us remark that in here the
Limes superior can not be replaced by a Limes inferior.
Further, we point out that the above mentioned results by Galambos, Philipp
and Dolgopyat exclusively concern dynamical systems for which the limit set is
either the unit interval or the whole boundary of hyperbolic space, and in these
situations the relevant measure is equal to the Lebesgue measure. In contrast to
this, the conformal dynamical systems which we consider have limit sets which are
of fractal nature. Hence, one of the novelties of our analysis is that we obtain
strong distributional convergence and asymptotic estimates for processes which are
defined on conformal attractors with parabolic elements and of Hausdorff dimension
strictly less than 1.
Finally, let us also remark that our results have their natural home in Extreme
Value Theory, which studies distributional properties of the sequence of maxima
max (Z1, . . . , Zn) for some stationary process (Zk). For independent and identically
distributed processes, classical Extreme Value Theory asserts that there are only
three types of non-trivial limiting distributions possible. Namely, one of the follow-
ing three distributions has to occur, where α > 0 denotes the shape parameter and
β > 0 the scale parameter:
Gumbel extreme value distribution: e−e
−y/β
for y ∈ R.
Fre´chet extreme value distribution:
{
0 for y ≤ 0
e−(β/y)
α
for y > 0.
Weibull extreme value distribution:
{
e−(−y/β)
α
for y ≤ 0
1 for y > 0.
This result goes back to Fisher and Tippett ([FT28]) and it was independently
proven and extended by Gnedenko ([Gne43], see also [Gum58]). Also, the Fre´chet
distribution was first obtained in [Fre´28]. Conditions under which the same classifi-
cation of limiting distributions holds for dependent random variables have been con-
sidered by various authors (see for instance [Wat54, Ber64, Loy65, Lea74, Dav79]).
Very recently, Extreme Value Theory has also been under investigation in the con-
text of dynamical systems (see for instance [BNN95, Col01, FF08, MFF08, FFT10,
Gup10, FFT11, GNO10, GHN11]). In [NN03] error bounds on the distributional
convergence and certain refinements are investigated in the general framework of
parabolic Markov fibered systems. In these studies, the authors also consider the
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Jacobi-Perron algorithm and derive asymptotic estimates for its rare events with
respect to the underlying invariant measure. These results are very much in the
spirit of the outcomes of Theorem 2. Therefore, in the terminology of Extreme
Value Theory, we can now say that Theorem 1 in particular shows that the ex-
treme value distribution of the process (Y 2δ−1n /n) is Fre´chet with shape parameter
equal to 1 and scale parameter equal to κ(G). Note that this result complements
a recent result of Ferguson [Fer11, Theorem 4.5], who studied topologically mixing
C1+α-maps on a compact Riemannian manifold and showed that the extreme value
distribution of the process obtained from the closest visit of orbits to some arbi-
trarily chosen point is Gumble with respect to the invariant probability measure
absolutely continuous with respect to the Lebesgue measure.
The paper is organised as follows. In Section 2 we collect the necessary prelim-
inaries of Ergodic Theory for Fuchsian groups and then give a brief discussion of
a result from Extreme Value Theory which is relevant for this paper. Finally, the
proofs of Theorem 1, Theorem 2 and Corollary 1.1 are given in Section 3.
Remark 1. It seems very likely that one can adapt the methods of this paper in
order to establish similar results in more general settings. For instance, this should
be possible for more general geometrically finite Kleinian groups with parabolic
elements of different ranks as well as for Hadamard manifolds with cusps, possibly
under some mild assumptions on the growth rate of their associated maximal para-
bolic subgroups. However, for ease of exposition and to guarantee that the methods
we use remain sufficiently transparent, we restrict the discussion in this paper to
essentially free, finitely generated Fuchsian group with parabolic elements.
2. Preliminaries
In this section we discuss some results from Ergodic Theory for Fuchsian groups
with parabolic elements and from Extreme Value Theory. In Section 2.1 we give a
brief account of the way the action of G on the boundary ∂H of H can be repre-
sented by a canonical Markov map, often referred to as the Bowen-Series map. In
Section 2.2 we recall some basics from Patterson measure theory. This will include
a discussion of the measure which is invariant under the Bowen-Series map and
which is absolutely continuous with respect to the Patterson measure. Here, we
also derive two lemmata which will be required in the proofs of the main results.
In Section 2.3 we summarise strong mixing properties for the induced dynamics of
the Bowen-Series map on the complement of some neighbourhood of the parabolic
fixed points of G. Further, we give two lemmata which will turn out to be useful
in Section 3. Finally, in Section 2.4, we recall a result from Extreme Value Theory
obtained in [LLR83]. This result will be crucial in the proof of Theorem 1.
2.1. The Canonical Markov Map. As already mentioned in the introduction,
throughout this paper we exclusively consider a finitely generated, essentially free
Fuchsian group G with parabolic elements. By definition (see [KS04]), a group of
this type can be written as a free product G = H ∗ Γ, where H = 〈h1, h
−1
1 〉 ∗ . . . ∗
〈hu, h−1u 〉 denotes the free product of finitely many elementary hyperbolic subgroups
of G, and Γ = 〈γ1, γ
−1
1 〉 ∗ . . . ∗ 〈γv, γ
−1
v 〉 denotes the free product of finitely many
elementary parabolic subgroups of G. Also, we let H0 := {h1, h
−1
1 , ..., hu, h
−1
u }
and Γ0 := {γ1, γ
−1
1 , ..., γv, γ
−1
v }, so that G0 = H0 ∪ Γ0 is the symmetric set of all
generators of G. Note that for each γ ∈ Γ0 we have that 〈γ, γ
−1〉 ∼= Z and that
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there exists a unique fixed point pγ ∈ ∂H such that γ±1(pγ) = pγ . Without loss
of generality, we always assume that {∞} ∈ ∂H is not contained in the limit set
L(G) of G. Also, note that, by construction, these Fuchsian groups do not have
any relations. Moreover, we can assume that G admits the choice of a Dirichlet
fundamental domain F at i, which is bounded within H by a finite set F of sides.
Let us now first recall from [SS05] the construction of the relevant coding map T
associated with G, which maps the radial limit set Lr(G) into itself. This construc-
tion parallels the construction of the well-known Bowen-Series map (see [BS79],
[Sta04]). For ξ, η ∈ Lr(G), let ℓξ,η : R → H denote the directed geodesic from η to
ξ such that ℓξ,η intersects the closure F of F in H, and normalised such that ℓξ,η(0)
is the summit of ℓξ,η. We then define the exit time eξ,η by
eξ,η := sup
{
s : ℓξ,η(s) ∈ F
}
.
Since ξ, η ∈ Lr(G), we clearly have that |eξ,η| < ∞. By Poincare´’s polyhedron
theorem (see [EP94]), we have that the set F carries an involution ι : F → F such
that for each s ∈ F there is a unique side-pairing transformation gs ∈ G0 for which
gs(F ) ∩ F = ι(s). We then let
Lr(G) := {(ξ, η) : ξ, η ∈ Lr(G), ξ 6= η and there exists t ∈ R such that ℓξ,η(t) ∈ F},
and define the map S : Lr(G)→ Lr(G), for all (ξ, η) ∈ Lr(G) such that ℓξ,η(eξ,η) ∈
s, for some s ∈ F , by
S(ξ, η) := (gs(ξ), gs(η)).
In order to show that the map S admits a Markov partition, we introduce the
following collection of subsets of the boundary ∂H of H. For s ∈ F , let Ags refer to
the open hyperbolic half-space for which F ⊂ H \Ags and s ⊂ ∂Ags . Moreover, let
Π : H → ∂H denote the shadow-projection given by Π(E) := {ξ ∈ ∂H : sξ∩E 6= ∅},
for E ⊂ H and where sξ denotes the hyperbolic ray from i towards ξ ∈ ∂H. We
then define the projection ags of the side s to ∂H by
ags := Int (Π(Ags)) .
Clearly, we have that ags ∩agt = ∅, for all s, t ∈ F , s 6= t. Hence, by convexity of F ,
we have that ℓξ,η(eξ,η) ∈ s if and only if ξ ∈ ags . In other words, S(ξ, η) = (gsξ, gsη)
for all ξ ∈ ags . This immediately gives that the projection map π : (ξ, η) 7→ ξ onto
the first coordinate of Lr(G) leads to a canonical factor T of S, that is, we obtain
the map
T : Lr(G)→ Lr(G), given by T |ags∩Lr(G) := gs.
Obviously, T satisfies π ◦ S = T ◦ π. Since T (ags) = gs(ags) = Int(∂H \ aι(s)),
it follows that T is a non-invertible Markov map with respect to the partition
{ags ∩ Lr(G) : s ∈ F}. For this so-obtained coding map T we then have the
following result.
Proposition 2.1 ([SS05, Proposition 2, Proposition 3]). The map T is a topo-
logically mixing Markov map with respect to the partition generated by α := {ag ∩
Lr(G) : g ∈ G0}. Moreover, the map S is the natural extension of T .
2.2. Patterson Measure Theory. In order to introduce the T -invariant measure
µδ supported on the limit set L(G) of G which will be relevant for our purposes, we
first briefly recall some of the highlights in connection with the Patterson measure
and the Patterson-Sullivan measure (for more detailed discussions of these measures
we refer to [Pat76, Sul79, Sul82a, Nic89, SV95]). By now it is folklore that, for a
6 JOHANNES JAERISCH, MARC KESSEBO¨HMER AND BERND O. STRATMANN
fixed given sequence (sn) of positive reals which tends to δ from above, a Patterson
measure is given by some weak limit of the sequence of probability measures
∑
g∈G
exp(−snd(i, g(i)))
−1∑
g∈G
exp
(
−snd(i, g(i)))δg(i)
) ,
where δx refers to the Dirac point measure supported on x. Clearly, such a Patter-
son measure is always a probability measure which is supported on L(G). For
finitely generated, essentially free Fuchsian groups it is well known that a so-
obtained limit measure is unique and non-atomic, and does not depend on the
particular choice of the sequence (sn). In the sequel, this unique Patterson mea-
sure will always be denoted by mδ. It is well-known that mδ has the property of
being δ-conformal, that is, for all g ∈ G and ξ ∈ L(G), we have that
(2.1)
d (mδ ◦ g)
dmδ
(ξ) = |g′ (ξ)|
δ
.
The δ-conformality of mδ is one of the key properties of the Patterson measure and
we will now briefly recall a very convenient geometrisation of this property. For
this, fix some r0 > 0 and let B(ξt) ⊂ H denote the hyperbolic disc centered at
ξt of hyperbolic radius r0. We then have the following generalisation of Sullivan’s
shadow lemma.
Proposition 2.2 ([Sul84, SV95]). There exists a constant C > 0 such that for each
ξ ∈ L(G) and t ≥ 0, we have that
C−1 exp ((1− δ)d(ξt, G(i)) − δt) ≤ mδ(Π(B(ξt))) ≤ C exp ((1 − δ)d(ξt, G(i))− δt) .
We continue our quick journey through Patterson measure theory by noting that
mδ gives rise to a measure m˜δ on (L(G)×L(G))\{diagonal}, which is ergodic with
respect to the action of G on (L(G)×L(G)) \ {diagonal}, where we recall that this
action is given by g((ξ, η)) = (g(ξ), g(η)). The measure m˜δ is usually referred to as
the Patterson-Sullivan measure and it is defined by
dm˜δ(ξ, η) :=
dmδ(ξ)dmδ(η)
|ξ − η|2δ
.
The (first) marginal measure of the Patterson-Sullivan measure, restricted to the
set
L(G) := {(ξ, η) : ξ, η ∈ L(G), ξ 6= η and there exists t ∈ R such that ℓξ,η(t) ∈ F},
then defines the measure µδ on L(G), which is given by
µδ := m˜δ
∣∣
L(G)
◦ π−1.
For the system (Lr(G), T, µδ) the following result has been obtained in [SS05].
Proposition 2.3 ([SS05]). The map T is measure preserving, conservative and
ergodic with respect to the infinite, σ-finite measure µδ.
We end this section by giving two slightly technical observations which will be
required in the proofs of our main results. In order to state these, we define the
function Φ : L(G)→ R by
(2.2) Φ (ξ) :=
∫
1L(G) (ξ, η) |ξ − η|
−2δ dmδ(η).
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Note that mδ almost everywhere we have that Φ = dµδ/dmδ. Furthermore, note
that for each g ∈ G0 and ξ ∈ ag \ {pγ : γ ∈ Γ0}, we have that
Φ (ξ) =
∫
∂H\ag
|ξ − η|−2δ dmδ(η),
whereas, for γ ∈ Γ0 one immediately verifies that
Φ (pγ) =
∫
∂H\(aγ ∪ aγ−1)
|pγ − η|
−2δ
dmδ(η).
Let us also remark that for g ∈ H0 and ξ ∈ ag, we obviously have that
lim
ω→ξ
sup
η∈∂H\ag
{∣∣∣|ω − η|−2δ − |ξ − η|−2δ∣∣∣} = 0.
Using this, one then immediately sees, that in this case the restriction Φ
∣∣
ag
of Φ to
ag is a continuous function which is bounded away from zero and infinity.
Let us now come to the first of our technical observations. This observation will
be required for the explicit computation of the constant κ(G) in Theorem 1.
Lemma 2.4. For each γ ∈ Γ0, we have that∑
g∈G0\{γ±1}
|g′ (pγ)|
δ
Φ (g (pγ)) = Φ (pγ) .
Proof. First note that, by definition of Φ, we have for each γ ∈ Γ0 that∑
g∈G0\{γ±1}
|g′ (pγ)|
δ
Φ (g (pγ)) =
∑
g∈G0\{γ±1}
|g′ (pγ)|
δ
∫
∂H\ag
|g (pγ)− η|
−2δ dmδ (η) .
Also, recall that |g (ξ1)− g (ξ2)|
2
= |g′ (ξ1)| |g′ (ξ2)| |ξ1 − ξ2|
2
, for each Mo¨bius trans-
formation g and for all ξ1, ξ2 ∈ R (see for instance [Bea95]). By setting ξ1 :=
pγ and ξ2 := g
−1 (η) and using the fact that by the chain rule we have that
g′
(
g−1 (η)
) (
g−1
)′
(η) = 1, it follows that
|g (pγ)− η|
2
= |g′ (pγ)|
∣∣∣(g−1)′ (η)∣∣∣−1 ∣∣pγ − g−1 (η)∣∣2 .
By combining these two observations and using the δ-conformality ofmδ, we obtain
that
∑
g∈G0\{γ±1}
|g′ (pγ)|
δ
Φ (g (pγ)) =
∑
g∈G0\{γ±1}
∫
∂H\ag
∣∣∣(g−1)′ (η)∣∣∣δ
|pγ − g−1 (η)|
2δ
dmδ (η) .
=
∑
g∈G0\{γ±1}
∫
∂H\ag
∣∣∣(g−1)′ (η)∣∣∣δ ∣∣pγ − g−1 (η)∣∣−2δ dmδ (η)
=
∑
g∈G0\{γ±1}
∫
∂H\ag
∣∣pγ − g−1 (η)∣∣−2δ d (mδ ◦ g−1) (η)
=
∑
g∈G0\{γ±1}
∫
1∂H\ag (g (η)) |pγ − η|
−2δ dmδ (η)
=
∑
g∈G0\{γ±1}
∫
ag−1
|pγ − η|
−2δ
dmδ (η) = Φ (pγ) .
8 JOHANNES JAERISCH, MARC KESSEBO¨HMER AND BERND O. STRATMANN

Our second technical observation gives an asymptotic estimate for the measure
µδ of the event {X1 = 1, X2 = n}. In here, we let wγ refer to the width of the
cusp associated with γ ∈ Γ0, that is, wγ is the unique real number such that γ
can be written as γ = τ−1γ ◦ σγ ◦ τγ , for τγ and σγ given by τγ(ξ) := ξ − pγ and
σγ(ξ) := ξ (1 + wγξ)
−1
.
Lemma 2.5.
lim
n→∞
n2δµδ ({X1 = 1, X2 = n}) =
∑
γ∈Γ0
(
Φ (pγ)w
−δ
γ
)2
.
Proof. First, note that for each n ∈ N, we have that
µδ ({X1 = 1, X2 = n}) = µδ
 ⋃
γ∈Γ0
⋃
g1,g2∈G0\{γ±1}
ag1γng2
 .
The aim is to show that for each g1 ∈ G0, γ ∈ Γ0 \
{
g±11
}
and g2 ∈ G0 \
{
γ±1
}
, we
have that
(2.3) lim
n→∞
n2δµδ (ag1γng2) = |g
′
1 (pγ)|
δ
w−2δγ Φ (g1 (pγ))
∫
ag2
|ξ − pγ |
−2δ
dmδ (ξ) .
Before we prove this, let us first see why this is sufficient for the assertion in the
lemma. For this, note that (2.3) implies that
lim
n→∞
n2δµδ ({X1 = 1, X2 = n})
=
∑
γ∈Γ0
g1,g2∈G0\{γ±1}
|g′1 (pγ)|
δ
w−2δγ Φ (g1 (pγ))
∫
ag2
|ξ − pγ |
−2δ
dmδ (ξ)
=
∑
γ∈Γ0
w−2δγ
∑
g1∈G0\{γ±1}
|g′1 (pγ)|
δ
Φ (g1 (pγ))
∑
g2∈G0\{γ±1}
∫
ag2
|ξ − pγ |
−2δ
dmδ (ξ) .
Using the fact that∑
g2∈G0\{γ±1}
∫
ag2
|ξ − pγ |
−2δ
dmδ (ξ) =
∫
(aγ ∪ aγ−1)
c
|ξ − pγ |
−2δ
dmδ (ξ) = Φ (pγ) ,
it then follows that
lim
n→∞
n2δµδ ({X1 = 1, X2 = n}) =
∑
γ∈Γ0
w−2δγ Φ (pγ)
∑
g1∈G0\{γ±1}
|g′1 (pγ)|
δ
Φ (g1 (pγ)) .
Finally, by combining this observation and Lemma 2.4, we obtain that
lim
n→∞
n2δµδ ({X1 = 1, X2 = n}) =
∑
γ∈Γ0
(
Φ (pγ)w
−δ
γ
)2
,
which finishes the proof of the lemma.
Therefore, it only remains to verify the asymptotic estimate in (2.3). For this,
let g1 ∈ G0, γ ∈ Γ0 \
{
g±11
}
and g2 ∈ G0 \
{
γ±1
}
be fixed. Using the δ-conformality
of mδ stated in (2.1), it follows that
µδ (ag1γng2) =
∫
1ag1γng2
Φ dmδ =
∫
ag2
∣∣(g1γn)′ (ξ)∣∣δ Φ (g1γn (ξ)) dmδ (ξ) .(2.4)
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For σγ as given in the definition of the width of the cusp associated with γ, stated
prior to the lemma, one immediately verifies that for the n-th iterate of σγ one has
that σnγ (ξ) = ξ/ (1 + nwγξ) and
(
σnγ
)′
(ξ) = 1/ (1 + nwγξ)
2
. Using this, it follows
that for all ξ ∈ R \ {pγ}, we have that
lim
n→∞
n2 (γn)
′
(ξ) = w−2γ (ξ − pγ)
−2
.
By combining this with the facts that limn→∞ supξ∈ag2 {|γ
n (ξ)− pγ |} = 0 and that
g′1 is continuous, we conclude that
(2.5) lim
n→∞
sup
ξ∈ag2
{
n2δ
∣∣(g1γn)′ (ξ)∣∣δ − |g′1 (pγ)|δ w−2δγ |ξ − pγ |−2δ} = 0.
Similarly, since Φ ◦ g1 is continuous in pγ , we have that
(2.6) lim
n→∞
sup
ξ∈ag2
{Φ (g1γ
n (ξ))− Φ (g1 (pγ))} = 0.
By combining the two observations in (2.5) and (2.6), we obtain that
lim
n→∞
sup
ξ∈ag2
{∣∣∣∣∣n2δ ∣∣(g1γn)′ (ξ)∣∣δ Φ (g1γn (ξ))− |g′1 (pγ)|δ Φ (g1 (pγ))w2δγ |ξ − pγ |2δ
∣∣∣∣∣
}
= 0,
which, together with (2.4), finishes the proof of (2.3). 
2.3. Inducing and Strong Mixing Properties. In this section we introduce a
certain induced system associated with (Lr(G), T, µδ). Subsequently, we will then
show that this system satisfies some strong mixing properties, which will be an
important ingredient in the proof of Theorem 1.
Let us begin by introducing the above-mentioned induced system. For this, we
define the set D ⊂ Lr(G) by
D := {X1 = 1} .
Note that the set D is a Darling-Kac set for T in the sense of [Aar97, page 123].
The next step is to introduce the induced transformation TD with respect to the
set D. This map is defined, for each ξ ∈ D, by
TD(ξ) := T
ρ(ξ)(ξ),
where ρ denotes the return time function, given by ρ(ξ) := min{n ∈ N : T n(ξ) ∈ D}.
This then also allows us to introduce the partition αD induced by α on D, that is,
αD is given by
αD :=
⋃
n∈N
D ∩ {ρ = n} ∩
n+1∨
k=0
T−k (α) .
Moreover, we let µδ,D refer to the restricted measure, given by µδ,D := µδ
∣∣
D
. The
induced system is now given by the triple (D, TD, µδ,D), and our next task will be
to establish a certain mixing property for this system. To that end, let us recall
the following definition of continued fraction mixing from [Aar97, page 124].
• A dynamical system (Ω, R, ν) is called continued fraction mixing with re-
spect to some partition α0 of the space Ω, if there exists l1 ∈ N and a
sequence (ǫn) of positive reals which tends to zero for n tending to infinity,
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such that for each k ∈ N, for every A ∈
∨k−1
m=0R
−m (α0) and for all Borel
set B ⊂ Ω, we have that
(1− ǫn) ν (A) ν (B) ≤ ν
(
A ∩R−(k+n) (B)
)
≤ (1 + ǫn) ν (A) ν (B) ,
where the first inequality has to hold for all n ∈ N such that n ≥ l1, whereas
the second inequality has to hold for all n ∈ N.
Proposition 2.6. The induced system (D, TD, µδ,D) is continued fraction mixing
with respect to the partition αD induced by D.
Proof. (Sketch) For the proof, note that in [SS05] it was shown that for the induced
system (D, TD, µδ,D) we have that there exist constants K > 0 and c ∈ (0, 1) such
that for all n,m ∈ N, and for every A ∈
∨n−1
k=0 T
−k
D (αD) and B ∈
∨m−1
k=0 T
−k
D (αD)
with B ⊂ T nD(A), we have for µδ,D almost all η, ξ ∈ B, that∣∣∣∣∣log dµδ,D ◦ T
−n
D,A
dµδ,D
(ξ)− log
dµδ,D ◦ T
−n
D,A
dµδ,D
(η)
∣∣∣∣∣ ≤ Kcm,
where T−nD,A denotes the inverse branch of T
n
D mapping T
n
D(A) bijectively to A.
(Note that the latter property is sometimes also referred to as the Gibbs-Markov
property of TD with respect to the measure µδ,D). The next step is to note that
this property of TD allows one to conclude that there exist K0 > 0 and C0 ∈ (0, 1)
such that for all ϕ ∈ L1(µδ,D) and n ∈ N, we have (see [Aar97, ADU93])
(2.7)
∥∥∥T̂ nDϕ− µδ,D(ϕ)∥∥∥
L
≤ K0C
n
0 ‖ϕ‖L.
Here, ‖ · ‖L refers to the uniform Lipschitz norm with respect to αD, which is given
by (see [ADU93, page 541])
‖f‖L := max
A∈αD
sup
x∈Int(A)
|f (x)|+ max
A∈αD
sup
x,y∈Int(A)
|f (x)− f (y)|
|x− y|
,
and T̂D denotes the dual operator of TD, which is given by
µδ,D(ϕ · (ψ ◦ TD)) = µδ,D(T̂D(ϕ) · ψ), for all ϕ ∈ L
1(µδ,D), ψ ∈ L
∞(µδ,D).
To finish the proof, we now employ an argument from [ADU93, page 500], which
guarantees that property (2.7) of the dual T̂D does indeed imply continued fraction
mixing of TD with respect to the partition αD. 
In the following, we let B denote the Borel σ-algebra on R. Also, a set B ∈ B
is called Γ-invariant if B = γ(B), for all γ ∈ Γ. Moreover, we define the normalised
measure µ˜δ,D := µδ,D/µδ,D (D).
Lemma 2.7. For every Γ-invariant set B ∈ B the following equivalence holds.
µ˜δ,D(B) = 1 if and only if mδ(B) = 1.
Proof. Clearly, the “if” part of the equivalence is trivial. Therefore, it is sufficient to
show that µ˜δ,D(B) = 1 implies mδ(B) = 1. For this, note that since µ˜δ,D(B
c) = 0
and γ−n(B) = B for all γ ∈ Γ, it follows that
∑
γ∈Γ µ˜δ,D ◦γ(B
c) = 0. Furthermore,
using the fact that Lr (G) =
⋃
γ∈Γ γ (D) and using δ-conformality of mδ, we have
that mδ =
∑
γ∈Γmδ|γ(D) is absolutely continuous with respect to
∑
γ∈Γ µ˜δ,D ◦ γ.
This implies that mδ(B
c) = 0 and hence finishes the proof of the lemma. 
A FRE´CHET LAW AND AN ERDO˝S-PHILIPP LAW 11
We end this section with the following lemma, which gives the relationship be-
tween the process (Xk) and the return time function ρ. This result will turn out
to be helpful in the proof of Theorem 1.
Lemma 2.8. For each ξ ∈ D and n ∈ N, we have that
Xn+1 (ξ) = ρ
(
T n−1D (ξ)
)
.
Proof. Let us first show that for each ξ ∈ D we have that the assertion of the
lemma holds for n = 1, that is, that we have X2 (ξ) = ρ (ξ) . In order to see this, it
is sufficient to consider the following two cases.
Case 1: If ξ is coded by
(
g1γ
kg2 . . .
)
, for some g1 ∈ G0, γ ∈ Γ0 \ {g
±1
1 }, g2 ∈
G0 \
{
γ±1
}
and k ∈ N, then we clearly have that X2 (ξ) = ρ (ξ) = k. This settles
the assertion in this case.
Case 2: If ξ is coded by (gh...), for some g ∈ G0 and h ∈ H0 \ {g±1}, then we have
that X2 (ξ) = ρ (ξ) = 1. This finishes the proof in this case.
We now proceed by induction as follows. Assume that Xk+1 (ξ) = ρ
(
T k−1D (ξ)
)
,
for each 1 ≤ k ≤ n and for some n ∈ N. By definition of TD, we then have
T nD(ξ) = T
∑n
k=1 ρ(T
k−1
D (ξ))(ξ) = T
∑n
k=1Xk+1(ξ)(ξ).
This shows that the first entry in the code of T nD(ξ) is equal to the last symbol of
the (n+1)-th block in the code of ξ. As in the case n = 1, we now have to consider
two cases, which both lead to Xn+2 (ξ) = ρ (T
n
D (ξ)). This finishes the proof of the
lemma. 
2.4. Extreme Value Theory. For the proof of Theorem 1, we also require the
following general result from Extreme Value Theory. Before stating this result, let
us recall the following distributional mixing conditions for a stationary real-valued
process (Zk) with respect to some sequence (un) of real numbers and with respect
to some probability measure P. Here, the set Jn,l is defined for each n, l ∈ N by
Jn,l : =
{
((ℓ1, . . . , ℓp) , (ℓp+1, . . . , ℓp+q)) : p, q, ℓk ∈ N, for 1 ≤ k ≤ p+ q,
1 ≤ ℓ1 < · · · < ℓp+q ≤ n, ℓp+1 − ℓp ≥ l
}
,
and Y˜(ℓ1,...,ℓm) is defined for m ∈ N and ℓk ∈ N, for 1 ≤ k ≤ m, by
Y˜(ℓ1,...,ℓm) := max
k=1,...,m
Zℓk .
Also, we write v ∗ w for the concatenation of two tupels v and w.
Condition D(un) ([LLR83, (3.2.1)]). We say that Condition D (un) holds
if there exists a sequence (ln) of positive integers such that limn ln/n = 0
and
lim
n→∞
sup
(v,w)∈Jn,ln
∣∣∣P({Y˜v∗w ≤ un})− P({Y˜v ≤ un})P({Y˜w ≤ un})∣∣∣ = 0.
Condition D′(un) ([LLR83, (3.4.3)]). We say that Condition D
′ (un)
holds if we have that
lim
k→∞
lim sup
n→∞
n
⌊n/k⌋∑
j=2
P ({Z1 > un, Zj > un}) = 0.
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Proposition 2.9. ([LLR83, Theorem 3.4.1]) Let (un) be a sequence such that
D (un) and D
′ (un) hold for the stationary real-valued process (Zk) with probability
measure P, and let 0 ≤ τ ≤ ∞. Then the following equivalence holds.
(2.8)
lim
n→∞
P
({
max
k=1,...,n
Zk ≤ un
})
= e−τ if and only if lim
n→∞
nP ({Z1 > un}) = τ.
3. Proofs of the Main Results
Proof of Theorem 1. The proof of Theorem 1 consists of verifying the following
three claims.
Claim 1.: The process (X2δ−1k+1 ) is stationary with respect to the probability
measure µ˜δ,D absolutely continuous with respect to mδ. Further, Condi-
tion D (vn (s)) and Condition D
′ (vn (s)) are satisfied with respect to the
sequence (vn(s)), given by vn (s) := (n+ 1) s, for all n ∈ N and s > 0.
Claim 2.: The right hand side of (2.8) in Proposition 2.9 is satisfied for the
stationary process (X2δ−1k+1 ) with respect to the sequence (vn (s)) given in
Claim 1.
Claim 3.: If the first assertion of the equivalence in (2.8) in Proposition 2.9
holds for some probability measure absolutely continuous with respect to
mδ, then it holds for all probability measures absolutely continuous with
respect to mδ.
Claim 1 : In order to show that (X2δ−1k+1 ) is a stationary process, note that it is well-
known that the T -invariance of µδ implies that µ˜δ,D is TD-invariant (see [Sch95,
Theorem 17.1.3]). Since by Lemma 2.8, we have for all k ∈ N and ξ ∈ D that
Xk+1 (ξ) = ρ
(
T k−1D (ξ)
)
, it follows that (X2δ−1k+1 ) is a stationary process. Next, we
verify that Condition D (vn (s)) and Condition D
′ (vn (s)) hold, for the sequence
(vn(s)) defined in Claim 1. Since the dynamical system (D, TD, µ˜δ,D) is continued
fraction mixing with respect to the induced partition αD, there exists a sequence
(ln) with limn ln/n = 0 such that ConditionD (vn (s)) holds for the process (X
2δ−1
k+1 )
with respect to µ˜δ,D. The next aim is to show that Condition D
′ (vn (s)) also holds
for this process, that is, that we have
(3.1) lim
k→∞
lim sup
n→∞
n
⌊n/k⌋∑
j=2
µ˜δ,D
({
X2δ−12 > vn(s), X
2δ−1
j+1 > vn(s)
})
= 0.
Using the fact that (D, TD, µ˜δ,D) is continued fraction mixing with respect to αD,
it follows that there exists a constant C > 0 such that
µ˜δ,D
({
X2δ−12 > vn(s), X
2δ−1
j+1 > vn(s)
})
≤ (1 + C) µ˜δ,D
({
X2δ−12 > vn(s)
})
µ˜δ,D
({
X2δ−1j+1 > vn(s)
})
.
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Combining this with the stationarity of (X2δ−1k+1 ), we obtain that
⌊n/k⌋∑
j=2
µ˜δ,D
({
X2δ−12 > vn(s), X
2δ−1
j+1 > vn(s)
})
≤ (1 + C)
⌊n/k⌋∑
j=2
µ˜δ,D
({
X2δ−12 > vn(s)
})
µ˜δ,D
({
X2δ−12 > vn(s)
})
≤ (1 + C)n/k
(
µ˜δ,D
({
X2δ−12 > vn(s)
}))2
.
Using (3.2), which will be obtained in Claim 2 below, we have that
lim sup
n→∞
n2/k µ˜δ,D
({
X2δ−12 > vn(s)
})2
= k−1
(
s−1κ (G)
)2
,
which tends to zero for k tending to infinity. This completes the proof of (3.1).
Claim 2 : The aim is to show that for each s > 0, we have that
(3.2) lim
n→∞
(
(n+ 1)µ˜δ,D
({
X2δ−12 > vn (s)
}))
= s−1κ (G) .
In order to prove this, let us first remark that
µ˜δ,D
({
X2 > vn(s)
1/(2δ−1)
})
=
∑
k≥⌈vn(s)1/(2δ−1)⌉
µ˜δ,D ({X1 = k}) .
By Lemma 2.5, we have, for n tending to infinity, that the asymptotic behaviour of∑
k≥⌈vn(s)1/(2δ−1)⌉
µ˜δ,D ({X2 = k})
coincides with the asymptotic behaviour of∑
k≥⌈vn(s)1/(2δ−1)⌉
µδ (D)
−1
k−2δ
∑
γ∈Γ0
(
Φ (pγ)w
−δ
γ
)2
,
where, by definition of κ (G), the latter sum is equal to∑
k≥⌈vn(s)1/(2δ−1)⌉
k−2δκ (G) (2δ − 1) .
Now, note that one immediately verifies, by using the integral test, that
lim
n→∞
∑
k≥⌈vn(s)1/(2δ−1)⌉
(n+ 1)k−2δ = ((2δ − 1)s)−1 .
By inserting this into the calculation above, the assertion in (3.2) follows. We can
now combine (3.2) and Proposition 2.9, which gives that for each s > 0, we have
lim
n→∞
µ˜δ,D
({
max
k=2,...,n+1
X2δ−1k /(n+ 1) ≤ s
})
= exp (−κ (G) /s) .
Finally, recall that µ˜δ,D is supported on {X1 = 1}, and hence, if we include X1
in the preceding expression, then this does not alter the maximum. Therefore, it
follows that
lim
n→∞
µ˜δ,D
({
Yn
2δ−1/n ≤ s
})
= exp (−κ (G) /s) .
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Claim 3 : The aim is to show that for each probability measure ν absolutely con-
tinuous with respect to mδ, we have that the following distributional convergence
holds:
(3.3)
1
n
(
Y 2δ−1n − Y
2δ−1
n ◦ T
) ν
−→ 0, for n tending to infinity.
This will be sufficient for the proof of Claim 3, since by combining (3.3) with Aaron-
son’s Compactness Theorem (see [Aar81, Proposition 0], [Tha98]), we have that if
(Y 2δ−1n /n) converges in distribution with respect to some particular probability
measure absolutely continuous with respect to mδ, then it converges in distribution
with respect to every probability measure absolutely continuous with respect to
mδ.
For the proof of (3.3), let us fix a probability measure ν absolutely continuous
with respect to mδ. For each ǫ > 0 and for all n > 1/ǫ, we then have that{∣∣Y 2δ−1n − Y 2δ−1n ◦ T ∣∣ > ǫn} ⊂ D ∩{∣∣∣∣ maxk=1,...,nX2δ−1k − maxk=2,...,n+1X2δ−1k
∣∣∣∣ > ǫn}
⊂ D ∩
{
X2δ−11 > ǫn ∨ X
2δ−1
n+1 > ǫn
}
= D ∩
{
X2δ−1n+1 > ǫn
}
.
Hence, it follows that
ν
({∣∣Y 2δ−1n − Y 2δ−1n ◦ T ∣∣ > ǫn}) ≤ ν (D ∩ {X2δ−1n+1 > ǫn}) .
In order to finish the proof, it remains to show that ν(D ∩ {X2δ−1n+1 > ǫn}) tends
to zero, for n tending to infinity. In order to see this, note that for ϕ := dν/dµδ ∈
L1 (µδ) we have, using Lemma 2.8, that
ν
(
D ∩
{
X2δ−1n+1 > ǫn
})
=
∫
1D∩{X2δ−1n+1 >ǫn}
· ϕ dµδ
=
∫
1{X2δ−1n+1 >ǫn}
· ϕ dµδ,D
=
∫ (
1{X2δ−12 >ǫn}
◦ T n−1D
)
· ϕ dµδ,D.
Since the set of Lipschitz continuous functions is dense in L1 (µδ,D), we have that for
each ǫ′ > 0 there exists a Lipschitz continuous function ψ such that ‖ψ−ϕ|D‖1 < ǫ
′.
By inserting this into the above calculation, we obtain that
ν
(
D ∩
{
X2δ−1n+1 > ǫn
})
≤ ǫ′ +
∫ (
1{X2δ−12 >ǫn}
◦ T n−1D
)
· ψ dµδ,D
= ǫ′ +
∫
1{X2δ−12 >ǫn}
· Tˆ n−1D (ψ) dµδ,D.
For the second summand in the latter expression, we then observe that, by (2.7) in
the proof of Proposition 2.6, we have that
lim sup
n→∞
∫
1{X2δ−12 >ǫn}
· Tˆ n−1D (ψ) dµδ,D
≤ lim sup
n→∞
µδ,D (ψ)
∫
1{X2δ−12 >ǫn−1}
dµδ,D = 0.
Note that in here, the second expression vanishes, since
(
{X2δ−12 > ǫn}
)
is a nested
sequence of sets which decreases to the empty set. Therefore, since ǫ′ > 0 was
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chosen to be arbitrary, the statement in (3.3) follows. This finishes the proof of
Claim 3 and hence, the proof of Theorem 1 is complete. 
Proof of Theorem 2. First, note that the sets considered in both assertions of The-
orem 2 are Γ-invariant. Hence, using Lemma 2.7, it is sufficient to prove the asser-
tions for µ˜δ,D instead of mδ. The proof of the first assertion in the theorem is a
straight-forward adaptation of the proof of [Phi76, Theorem 1]. The first necessary
modification of the proof in [Phi76] is to alter the definition of the process L (M,N)
considered in [Phi76]. Namely, instead of L (M,N), here we have to consider the
process
L˜ (M,N) := max
n=M,...,M+N
Y 2δ−1n , for M,N ∈ N.
The second modification is that instead of the normalising sequence (ψ (n)), intro-
duced by Philipp in [Phi76], we have to consider the normalising sequence (ψ˜ (n)),
given by
ψ˜ (n) := κ (G)n/ log logn, for n ∈ N.
Also, note that the type of mixing for the Gauss system, which is established
in [Phi76, Lemma 2] and which is vital in the proof of [Phi76, Theorem 1], cer-
tainly also holds for our induced system (D, TD, µ˜δ,D). This is an immediate
consequence of Proposition 2.6, which guarantees that (D, TD, µ˜δ,D) is continued
fraction mixing with respect to the partition αD. Let us now consider the sets
Ek :=
{
L˜
(
k2k, k2(k+1)
)
≤ ψ˜(k2(k+1))
}
. Since µ˜δ,D is TD-invariant, we have for
each k ∈ N that
µ˜δ,D(Ek) = µ˜δ,D
({
L˜
(
0, k2(k+1)
)
≤ ψ˜(k2(k+1))
})
.
Using Theorem 1, it follows that there is a constant C1 > 0 such that for each k > 1
we have
µ˜δ,D(Ek) ≥ C1 exp(− log log(k
2(k+1))) ≥ C1(4k log k)
−1.
Furthermore, note that Ek ∈
∨k2(k+1)+k2k
j=k2k T
−j
D (αD) and that limk→∞(k+1)
2(k+1)−
k(2(k+1) − k2k = ∞. Since the induced system (D, TD, µ˜δ,D) is continued fraction
mixing with respect to αD, we can now apply the second Borel-Cantelli Lemma
(see for instance [Spr69]), which gives that µ˜δ,D almost every ξ ∈ D is contained
in infinitely many of the sets Ek. Similarly, let us now consider the sets Fk :={
L˜
(
0, k2k
)
≥ ψ˜(k2(k+1))
}
. Note that that there exist constants C2, C3 > 0 such
that for each k ∈ N we have
µ˜δ,D(Fk) ≤
k2k∑
j=1
µ˜δ,D
({
X2δ−1j ≥ ψ˜(k
2(k+1))
})
= k2kµ˜δ,D
({
X2δ−12 ≥ ψ˜(k
2(k+1))
})
≤ C2k
2k
(
ψ˜(k2(k+1))
)−1
≤ C3k
−3/2.
Using the Borel-Cantelli Lemma, it follows that µ˜δ,D almost every ξ ∈ D is con-
tained in at most finitely many of the sets Fk. Combining these two observa-
tions and noting that Ek \ Fk =
{
L˜
(
0, k2k + k2(k+1)
)
≤ ψ˜(k2(k+1))
}
is a subset
of
{
L˜
(
0, k2(k+1)
)
≤ ψ˜(k2(k+1))
}
, we conclude that µ˜δ,D almost every ξ ∈ D is
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contained in infinitely many sets of the form
{
L˜
(
0, k2(k+1)
)
≤ ψ˜(k2(k+1))
}
. This
implies that µ˜δ,D almost everywhere we have that
lim inf
n→∞
Y 2δ−1n (log logn)/n ≤ κ (G) .
In order to prove that in here the reverse inequality also holds, consider the sets
Gk :=
{
L˜
(
0, ⌊rk⌋
)
≤ r−2ψ˜(⌊rk+1⌋)
}
, for some fixed r > 1. Since the convergence
in Theorem 1 is uniform in R, it follows that there exists a constant C4 > 0 such
that for each k ∈ N we have
µ˜δ,D(Gk) ≤ C4 exp(−r log log r
k) ≤ C4k
−r.
By employing the Borel-Cantelli Lemma once more, it follows that for µ˜δ,D almost
every ξ ∈ D there exists k0 ∈ N such that L˜
(
0, ⌊rk⌋
)
(ξ) > r−2ψ˜(⌊rk+1⌋), for all
k ≥ k0. Clearly, for each N > ⌊r
k0⌋ there is k ≥ k0 such that ⌊r
k⌋ ≤ N < rk+1.
Using this, it follows that L˜
(
0, ⌊rk⌋
)
(ξ) ≤ Y 2δ−1N (ξ) and that ψ˜(N) ≤ ψ˜(⌊r
k+1⌋).
This shows that Y 2δ−1N (ξ) > r
−2ψ˜(N), for each N > ⌊rk0⌋. Therefore, by letting r
tend to 1 from above, we can now conclude that µ˜δ,D almost everywhere we have
lim inf
n→∞
Y 2δ−1n (log logn)/n ≥ κ (G) .
This finishes the proof of the first assertion in Theorem 2.
For the proof of the second assertion in the theorem, note that Proposition 2.2
immediately implies that there exists a constant C5 > 0 such that
C−15 ℓ
−1
n ≤ mδ
({
X2δ−1n ≥ ℓn
})
≤ C5ℓ
−1
n .
Therefore, since µ˜δ,D and mδ are comparable on {X1 = 1} and since (D, TD, µ˜δ,D)
is continued fraction mixing with respect to the partition αD, we can once more
apply the Borel-Cantelli Lemma and the second Borel-Cantelli Lemma, which gives
µ˜δ,D
({
X2δ−1n ≥ ℓn for infinitely many n
})
=
{
0 if
∑
n∈N ℓ
−1
n converges
1 if
∑
n∈N ℓ
−1
n diverges.
We then proceed as follows. On the one hand, if
∑
n∈N ℓ
−1
n converges, then choose a
monotone increasing sequence (dn) which tends to infinity, for n tending to infinity,
such that
∑
n∈N dnℓ
−1
n still converges. In this situation, we then have
µ˜δ,D
({
X2δ−1n /ℓn < 1/dn for at most finitely many n
})
= 1,
which implies that µ˜δ,D almost everywhere we have
lim sup
n→∞
X2δ−1n /ℓn = 0.
On the other hand, if
∑
n∈N ℓ
−1
n diverges, then choose a monotone decreasing se-
quence (en) which tends to zero, for n tending to infinity, such that we still have
that
∑
n∈N enℓ
−1
n diverges. It then follows that
µ˜δ,D
({
X2δ−1n /ℓn ≥ 1/en for infinitely many n
})
= 1.
This implies that µ˜δ,D almost everywhere, we have
lim sup
n→∞
X2δ−1n /ℓn =∞.
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By combining these two observations and then using Lemma 2.7, it now follows
that mδ almost everywhere we have that
lim sup
n→∞
X2δ−1n /ℓn ∈ {0,∞}.
Now, the proof of the second assertion in Theorem 2 follows from the following
elementary observation.
Limsup-Max Principle. Let (pn) and (qn) be two arbitrary sequences of
positive real numbers such that (qn) is unbounded and non-decreasing. We
then have that
(3.4) lim sup
n→∞
pn
qn
= lim sup
n→∞
maxk=1,...,n pk
qn
.

Proof of Corollary 1.1. For the upper bound of the first assertion of the corollary,
observe that by Proposition 2.2, we have that for each ǫ > 0 there exists a constant
Cǫ > 0 such that for each n ∈ N, we have that
C−1ǫ n
−(1+ǫ) ≤ mδ
({
logXn
logn
≥
1 + ǫ
2δ − 1
})
≤ Cǫn
−(1+ǫ).
By applying the Borel-Cantelli Lemma and then letting ǫ tend to zero, we obtain
that mδ almost everywhere we have that
(3.5) lim sup
n→∞
logXn
logn
≤
1
2δ − 1
.
By employing the Limsup-Max Principle (3.4), it follows thatmδ almost everywhere
we have that
lim sup
n→∞
log Yn
log n
≤
1
2δ − 1
.
Clearly, the lower bound of the first assertion of the corollary is an immediate con-
sequence of Theorem 2. Therefore, we have now shown that mδ almost everywhere
we have that
lim
n→∞
log Yn
logn
=
1
2δ − 1
,
which finishes the proof of the first part of the corollary.
Finally, let us show how to derive the second assertion of the corollary from the
first. For this, recall that each ξ ∈ D can be coded by (g
X1(ξ)
1 g
X2(ξ)
2 ...), for some
uniquely determined g1, g2, ... ∈ G0. We then define the cocycle I∗ : D → R and its
Birkhoff sum tn with respect to TD, for all ξ ∈ D, by (see [KS04, 3.1.3])
I∗ (ξ) := − log
∣∣∣∣(gX1(ξ)1 )′ (g−X1(ξ)1 )∣∣∣∣ and tn (ξ) := n−1∑
k=0
I∗ ◦ T kD (ξ) .
Since (D, TD, µ˜δ,D) is ergodic, we have µ˜δ,D almost everywhere and for some con-
stant C > 0 that (see [KS04, (3.1.3)])
lim
n→∞
tn
n
=
∫
I∗ dµ˜δ,D ≤ C
∞∑
k=1
k−2δ log k <∞.
This implies that limn log tn(ξ)/ logn = 1, for µ˜δ,D almost every ξ ∈ D. More-
over, since limn log(n + 1)/ logn = 1, it follows that limn log t/ logn = 1, for all
t ∈ [tn (ξ) , tn+1 (ξ)]. Next, note that by elementary hyperbolic geometry (see for
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instance [Flo80, Str95]), we have that there exists a constant K > 0 such that for
all ξ ∈ D and n ∈ N we have
K−1Xn (ξ) ≤ exp
(
d
(
ξ(tn(ξ)+tn+1(ξ))/2, G (i)
))
≤ KXn (ξ) .
Combining these observations, it follows that for µ˜δ,D almost every ξ ∈ D we have
lim
T→∞
max
0≤t≤T
d (ξt, G (i))
logT
= lim
n→∞
max
k=1,...,n
d
(
ξ(tk(ξ)+tk+1(ξ))/2, G (i)
)
logn
= lim
n→∞
log Yn (ξ)
logn
.
Now, an application of Lemma 2.7 finishes the proof of the corollary. 
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