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Abstract
An oriented hypergraph is an oriented incidence structure that allows for the generalization of graph
theoretic concepts to integer matrices through its locally signed graphic substructure. The locally graphic
behaviors are formalized in the subobject classifier of incidence hypergraphs. Moreover, the injective envelope
is calculated and shown to contain the class of uniform hypergraphs — providing a combinatorial framework
for the entries of incidence matrices. A multivariable all-minors characteristic polynomial is obtained for
both the determinant and permanent of the oriented hypergraphic Laplacian and adjacency matrices arising
from any integer incidence matrix. The coefficients of each polynomial are shown to be submonic maps
from the same family into the injective envelope limited by the subobject classifier. These results provide
a unifying theorem for oriented hypergraphic matrix-tree-type and Sachs-coefficient-type theorems. Finally,
by specializing to bidirected graphs, the trivial subclasses for the degree-k monomials of the Laplacian are
shown to be in one-to-one correspondence with k-arborescences.
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1. Introduction and Background
1.1. Introduction
The Matrix-tree Theorem for graphs states that the first cofactor of the Laplacian matrix of a connected
graph G is equal to the tree-number of the graph, τ(G); this is equivalent to counting all rooted spanning
trees for each (vi, vi)-minor to determine the coefficient of the degree-1 term of the characteristic polynomial
of the Laplacian [31]. One common alternative presentation of the Matrix-tree Theorem are in terms of the
product of the non-zero eigenvalues as they satisfy ∣V ∣ ⋅ τ(G) = λ1λ2 . . . λn−1. Moreover, the kth minors count
k-arborescences, and provide a combinatorial interpretation for the coefficients of the other monomials of
the characteristic polynomials of the Laplacian — with the second minors able to provide a combinatorial
interpretation of Kirchhoff’s Laws [6, 31]. Sachs’ Coefficient Theorem determines the coefficients of the
characteristic polynomial of the adjacency matrix of a graph by counting reduced cycle-covers of the graph
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[12], and has applications rooted in molecular orbitals [16]. Generalizations of the Matrix-tree Theorem and
Sachs’ Coefficient Theorem to signed graphs appear in [7] and [3], respectively. Signed graphs are a graph
equipped with an edge signing function E → {+1,−1} and have their early roots in psychological balance
and matroids [1, 20, 21, 32]. Orientations of signed graphs, or bidirected graphs, appear in [15, 33] and have
applications in integer linear programs. Incidence orientations for hypergraphs allow for the study of integer
matrices through their locally signed-graphic substructure [17, 25, 30] and have applications in balanced
matrices [11, 10]. The spectral properties of oriented hypergraphs [14, 26, 28], as well as their characteristic
polynomials [8, 29] have received recent attention.
We provide a unifying interpretation of the Matrix-tree Theorem and Sachs’ Coefficient Theorem through
the incidence structure of oriented hypergraphs while generalizing them to integer matrices and multivariate
characteristic polynomials. This is accomplished by generalizing the work in [8, 29] and expanding on the
category of incidence hypergraphs introduced in [17] by identifying the subobject classifier (local graph
behaviour) and injective envelope (uniform hypergraphs). The incidence structure is required to unify the
study of the adjacency and Laplacian matrices as paths of half-integer length are crucial for the weak-walk
(vertex-to-edge walks) interpretation introduced in [9, 25]. An embedding of disjoint paths into the injective
envelope is constructed to admit all possible embeddings to produce a hypergraphic generalization of cycle-
covers to study integer matrices. We show that the coefficient of any given minor is the signed sum of
restricted cycle-cover analogs that exists in G. Moreover, the trivial sub-classes of these maps correspond to
k-arborescences when G is a graph.
The classical Matrix-tree Theorem and Sachs’ Coefficient Theorem are recalled in Subsection 1.2, and an
example is included to focus on the types of figures that will be unified by the weak-walk interpretation of
the Laplacian and adjacency matrices for oriented hypergraphs. The background for incidence and oriented
hypergraphs appear in Subsections 1.3 and 1.4. Section 2 builds on the categorical foundation for incidence
hypergraphs introduced in [17]. For the category of incidence hypergraphs we characterize (1) the partial
morphism representer, (2) the subobject classifier ΩR, (3) subobjects, (4) the power-object, (5) injectivity,
(6) essential monomorphisms, and (7) the injective envelope, where the injective envelope of an incidence-
simple hypergraph is the minimal uniform hypergraph that contains it. Uniform oriented hypergraphs have
been previously examined as alternatives to incidence duality and line graphs [27] and their connection to
Hadamard matrices [28].
Section 3 provides a characterization of oriented hypergraphic total-minor polynomials for both the
permanent and determinant of the adjacency and Laplacian matrices. A family of incidence-path maps,
introduced in [8], are used to form permutation clones that generalize the concept of a cycle-cover. The
signed images of these maps can be interpreted as subobjects within the injective envelope, and the subobject
classifier eliminates any that are not relevant to each minor calculation. In effect, this demonstrates that
restrictions of uniform hypergraphic results can obtain all hypergraphic results, provided it takes place in
the category of incidence hypergraphs. Tutte’s k-arborescence Theorem is an immediate specialization of the
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these results as the single-element mapping families resulting from k deletions in the pre-image are associated
to each degree-k monomial — this is a strengthening of the results in [29] which shows the single-element
activation classes for each for degree-1 monomials are in one-to-one correspondence with Tutte’s Matrix-Tree
Theorem.
1.2. The Matrix-tree and Sachs’ Theorems
The Matrix-tree Theorem for graphs uses the determinant of the first minors of the graph Laplacian to
count spanning trees [31]. It can be used to determine the coefficient of the degree-1 term of the characteristic
polynomial of the Laplacian by counting all rooted spanning trees for each (vi, vi)-minor.
Theorem 1.2.1 (Matrix-tree Theorem). Let G be a connected graph with Laplacian LG and ij-minor
Lij, then
det(Lij) = (−1)i+jτ(G).
Larger minors count k-arborescences, with the second minors able to provide a combinatorial interpre-
tation of Kirchhoff’s Laws [6].
Example 1.2.2. Consider K3, the complete graph on 3 vertices. It has the following Laplacian matrix and
characteristic polynomial.
LK3 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
2 −1 −1−1 2 −1−1 −1 2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
χ(LK3 , x) = x3 − 6x2 + 9x
The coefficients of χ(LK3 , x) are determined by k-arborescences — a disjoint collected of k rooted trees
that span G. Figure 1 depicts all the figures for each coefficient of χ(LK3 , x).
x3 x2 x
Figure 1: Rooted k-forests produce the coefficients of χ(LK3 , x).
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Sachs’ Theorem determines all the coefficients of the characteristic polynomial of the adjacency matrix
of a graph by counting reduced cycle-covers of the graph [12], and has its applications rooted in applications
to molecular orbitals [16]. A cycle-cover of a graph G is a disjoint collection of cycle-subgraphs, single edges,
and isolated vertices. Let Uk be the set of all cycle covers of G with exactly k isolated vertices. Let p(U)
denote the number of components of in cycle cover U , and c(U) denote the number of cycles in U .
Theorem 1.2.3 (Sachs’ Theorem). Given a graph G and adjacency matrix AG, the characteristic poly-
nomial is
χ(AG, x) = ∣V (G)∣∑
k=1
⎛⎝ ∑U∈Uk(−1)p(U)(2)c(U)⎞⎠xk.
Example 1.2.4. Again, consider the complete graph on 3 vertices K3. It has the following adjacency matrix
and characteristic polynomial.
AK3 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 1
1 0 1
1 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
χ(AK3 , x) = x3 − 3x − 2
The coefficients of χ(AK3 , x) are determined by cycle-covers. Figure 2 depicts all the figures for each
coefficient of χ(AK3 , x).
x3 x 1
Figure 2: Reduced cycle-covers with k isolated vertices.
The 3-cycles are grouped along the reorientation count (2)c(U) calculation. However, the 2-cycles are
actually a closed walk along a single edge and are equivalent to their own reversal, hence are only counted
once each.
1.3. Incidence Hypergraphs
The categorical foundation for incidence theory introduced in [17] demonstrated the deficiencies of other
graph-like categories [4, 13, 22], culminating with a characterization of (directed) graph exponentials as
homomorphisms in the category of incidence structures. A categorical description is critical for study of
(hyper)graph homomorphisms as the weak-walk interpretation of the adjacency and Laplacian matrices
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[25, 9] is a path homomorphism theorem which derives the combinatorial aspects of the adjacency and
Laplacian matrices. Moreover, traditional graph-theoretic or set-system hypergraphic approaches generally
fail due to a lack of exponential objects, subobject classifiers, and injective envelopes that do not represent
matrix algebra; the injective envelopes for graphs and set-systems are complete graphs and simplicial sets,
respectively [17, 18, 19].
An incidence hypergraph is a quintuple G = (Vˇ , Eˇ, I, ς, ω) consisting of a set of vertices Vˇ , a set of edges
Eˇ, a set of incidences I, and two incidence maps ς ∶ I → Vˇ and ω ∶ I → Eˇ. Note, this notation is from
[17], where it was demonstrated that the “vertex set” is a functor into Set relative to each category. The
set decorations distinguish between such functors; for example, Vˇ (G) is the set of vertices of an incidence
hypergraph, while V (G) is the set of vertices of a graph. While there is no appreciable difference on the
objects, the differences in the morphisms and adjoints are in [17].
i3
v1
v2v3
e3 e1
e2
G1
v2
e1
G2
i2
i4
i6
i5
i1
i1
i2i3
v1
v3
Figure 3: Example objects in the category of incidence hypergraphs: a K3 graph regarded as an incidence structure and a
single 3-edge.
Formally, an incidence hypergraph (from [17, p. 17]) is defined as follows: Let D be the finite category
0 2
yoo z // 1
and the category of incidence hypergraphs is R ∶= SetD with evaluation functors Set RVˇss
Eˇ
kk
I // Set
at 0, 1, and 2, respectively. As discussed in [17], the category of incidence hypergraphs R is most closely
related to the category of quivers Q, as there is an atomic geometric surjection between them. An object
G of R consists of the following: a set Vˇ (G), a set Eˇ(G), a set I(G), a function ςG ∶ I(G) → Vˇ (G), and
a function ωG ∶ I(G) → Eˇ(G). Note that the standard (v, e) incidence function ιG ∶ I(G) → Vˇ (G) × Eˇ(G)
used in [8, 29] is the unique factorization of ςG and ωG through the cartesian product.
A directed path of length n/2 is a non-repeating sequenceÐ→
P n/2 = (a0, i1, a1, i2, a2, i3, a3, ..., an−1, in, an)
of vertices, edges, and incidences, where {a`} is an alternating sequence of vertices and edges, and ij is an
incidence between aj−1 and aj . The tail of a path is a0 and the head of a path is an. In terms of paths, the
generators of R are the path of length zero consisting of a single vertex, the path of length zero consisting of
a single edge, and the 1-edge. The 1-edge generator is critical to the structure theorems as it is also terminal,
and allows for the formation of weak walks.
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A directed weak walk of G is the image of an incidence-preserving map of a directed path intoG. A backstep
of G is a non-incidence-monic map of
Ð→
P 1 into G; a loop of G is an incidence-monic map of
Ð→
P 1 into G that is
not vertex-monic; and a directed adjacency of G is a map of
Ð→
P 1 into G that is incidence-monic. Observe that
loops are considered adjacencies while backsteps are not, and can respectively be regarded as orientable and
non-orientable 1-cycles. A contributor of G is an incidence preserving map from a disjoint union of
Ð→
P 1’s with
tail t and head h into G defined by c ∶ ∐
v∈V
Ð→
P 1 → G such that c(tv) = v and {c(hv) ∣ v ∈ V } = V . A contributor
can be regarded as a permutation clone that lives in the incidence hypergraph, with backsteps and loops
playing the role of fixed points. Since there are often many contributors whose head-tail mapping produce
the same permutation, two contributors that correspond to the same permutation are called permutomorphic.
Let C(G) denote the set of contributors of G. A strong contributor is an incidence-monic contributor, and
let S(G) denote the set of strong contributors. Two contributors are said to be tail-equivalent is their tail
images agree.
Example 1.3.1. Figure 4 depicts the set of all contributors for both G1 and G2 from Figure 3. Backsteps
are depicted as a half-edge whose incidence is traversed twice. The backstep-free contributors are the strong
contributors, and are analogous to cycle-covers for the adjacency matrix. However, the set of all contributors
are analogous to cycle-covers for the Laplacian matrix.
Figure 4: Contributors of G1 and G2 from Figure 3, grouped by their tail-equivalent families.
The contributors are collected into their tail-equivalent classes, with the identity permutation clone as the
bottom element (containing only backsteps). The grouped elements are separated by a dashed line in the left
figure, while the right figure only has one class.
1.4. Oriented Hypergraphs
An orientation of an incidence hypergraph G is a signing function σ ∶ I → {+1,−1}. The sign of a weak
walk W is
sgn(W ) = (−1)⌊n/2⌋ n∏
h=1σ(ih),
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which is equivalent to taking the product of the signed adjacencies if W is a vertex-walk. Extro-
verted/introverted adjacencies are negative while two incidences that compatibly traverse an adjacency are
positive; see [15, 32, 33] for bidirected graphs as orientations of signed graphs.
(G2, σ1) (G2, σ2)
Figure 5: Two incidence orientations of the 3-edge graph G2 from Figure 3, with σ1 having all adjacencies negative.
The incidence matrix of an oriented hypergraph G is the V × E matrix HG where the (v, e)-entry is
the sum of σ(i) for each i ∈ I such that ς(i) = v and ω(i) = e. The adjacency matrix AG of an oriented
hypergraph G is the V × V matrix whose (u,w)-entry is the sum of sgn(q(Ð→P 1)) for all incidence monic
maps q ∶ Ð→P 1 → G with q(ς(i1)) = u and q(ς(i2)) = w. The degree matrix of an oriented hypergraph G is
the V × V diagonal matrix whose (v, v) -entry is the sum of all non-incidence-monic maps p ∶ Ð→P 1 → G with
p(ς(i1)) = p(ς(i2) = v. The Laplacian matrix of G is defined as LG ∶= HGHTG = DG − AG for all oriented
hypergraphs, see [25] for the result that the Laplacian is the 1-weak-walk matrix.
The Laplacians of the two oriented hypergraphs in Figure 5 are
L(G2,σ1) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1
1 1 1
1 1 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, L(G2,σ2) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 −1
1 1 −1−1 −1 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where introverted/extroverted adjacencies are regarded as negative, and σ1 corresponding the the signless
Laplacian. Since incidence hypergraphs can be regarded as an oriented hypergraph with a constant orienta-
tion functions, incidence hypergraphs alone naturally model the signless Laplacian, see [29].
Generalizations of Sachs’ Theorem and the permanental polynomial to signed graphs appear in [3], and
Theorem 1.4.1 below is from [8, Theorem 4.2.1] and generalizes these results to oriented hypergraphs and
integer matrices. Let χD(M, x) ∶= det(xI −M) be the determinant-based characteristic polynomial and
χP (M, x) ∶= perm(xI −M) be the permanent-based characteristic polynomial.
Theorem 1.4.1 ([8], Theorem 4.2.1). Let G be an oriented hypergraph with adjacency matrix AG and
Laplacian matrix LG, then
1. χP (AG, x) = ∣V ∣∑
k=0
⎛⎜⎝ ∑c∈Cˆ=k(G)(−1)oc(c)+nc(c)
⎞⎟⎠xk,
2. χD(AG, x) = ∣V ∣∑
k=0
⎛⎜⎝ ∑c∈Cˆ=k(G)(−1)pc(c)
⎞⎟⎠xk,
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3. χP (LG, x) = ∣V ∣∑
k=0
⎛⎜⎝ ∑c∈Cˆ≥k(G)(−1)nc(c)+bs(c)
⎞⎟⎠xk,
4. χD(LG, x) = ∣V ∣∑
k=0
⎛⎜⎝ ∑c∈Cˆ≥k(G)(−1)ec(c)+nc(c)+bs(c)
⎞⎟⎠xk.
Where bs(c) is the number of backsteps in contributor c, oc(c)/ec(c)/nc(c)/pc(c) is the number of
odd/even/posititve/negative circles in c, Cˆ=k(G) is the set of contributors with exactly k backsteps and k
removed, and Cˆ≥k(G) is the set of contributors with k or more backsteps and k removed.
We improve upon this theorem and prove a multivariate all-minor generalization that unifies Sachs’ theo-
rem and the Matrix-tree theorem to integer incidence matrices through the locally signed graphic contributors
of their associated oriented hypergraph. Moreover, we exhibit that these types of theorems are a result of
the category of incidence hypergraphs being a topos and tied intimately to the subobject classifier and the
injective envelope — leaving open the possibility of having a purely algebraic formulation of matrix-tree-like
theorems.
2. Subobjects & Injective Envelopes
2.1. Partial Morphism Representer
As a presheaf topos, R possesses many well-documented categorical properties: completeness, cocom-
pleteness [5, Corollary I.2.15.4], a subobject classifier [23, Lemma A1.6.6], and partial morphism representers
[23, Proposition A2.4.7]. Most important for this discussion will be the partial morphism representer, which
will be used to characterize injective objects and the injective envelope. Since the partial morphism repre-
senter is a generalization of the subobject classifier, both will be developed together.
The subobject classifier ΩR acts like a generalization of the 2-element set {0,1}, where 1 serves as “true”
and 0 as “false”. General constructions involve sieves [24, p. 37-39] or subfunctors [5, Example III.5.2.5],
but the following construction will be done concretely with sets. The first component of this structure is
the terminal object of the category, which will generates the “true” components for the subobject classifier.
Using the adjoints of I [17, p. 18], both the terminal and initial object can be identified immediately.
Definition 2.1.1 (Initial & terminal). Let 0R ∶= I◇(∅) and 1R ∶= I⋆ ({1}). As I◇ is cocontinuous and ∅
is initial in Set, 0R is initial in R. As I⋆ is continuous and {1} is terminal in Set, 1R is terminal in R.
Next, the partial morphism representer of an incidence hypergraph G will be built by extending the
structure of G. The original structure of G will serve as the “true” values, while the extended structure will
serve as the “false” values: a new vertex, a new edge, and new incidences between every vertex and edge.
This process is functorial, and application of this process to 1R produces the “false” components for the
subobject classifier.
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Definition 2.1.2 (Partial morphism representer construction). For an incidence hypergraph G, de-
fine an incidence hypergraph G˜ by
1. Vˇ (G˜) ∶= ({1} × Vˇ (G)) ∪ {(0,0)}, Eˇ (G˜) ∶= ({1} × Eˇ(G)) ∪ {(0,0)},
2. I (G˜) ∶= ({1} × I(G)) ∪ ({0} × Vˇ (G˜) × Eˇ (G˜)),
3. ςG˜(a) ∶= ⎧⎪⎪⎪⎨⎪⎪⎪⎩
(1, ςG(i)) , a = (1, i),
v, a = (0, v, e), ωG˜(a) ∶=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
(1, ωG(i)) , a = (1, i),
e, a = (0, v, e).
Define the incidence hypergraph homomorphism G
ηG // G˜ by Vˇ (ηG) (v) ∶= (1, v), Eˇ (ηG) (e) ∶= (1, e), and
I (ηG) (i) ∶= (1, i). Note that ηG is monic by [5, Corollary I.2.15.3].
Theorem 2.1.3 (Partial morphism representer characterization). If K Hoo
φoo ψ // G are in-
cidence hypergraph homomorphisms where φ is monic, there is a unique incidence hypergraph homomor-
phism K
ψˆ // G˜ such that K Hoo
φoo ψ // G is a pullback of K
ψˆ // G˜ Goo
ηGoo . Consequently, G˜
equipped with ηG is a partial morphism representer of G.
Proof. Define K
ψˆ // G˜ ∈R by
• Vˇ (ψˆ) (v) ∶= ⎧⎪⎪⎪⎨⎪⎪⎪⎩
(1, Vˇ (ψ)(w)) , v = Vˇ (φ)(w),(0,0) , otherwise, Eˇ (ψˆ) (e) ∶=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
(1, Eˇ(ψ)(f)) , e = Eˇ(φ)(f),(0,0) , otherwise,
• I (ψˆ) (i) ∶= ⎧⎪⎪⎪⎨⎪⎪⎪⎩
(1, I(ψ)(j)) , i = I(φ)(j),(0, Vˇ (ψˆ) (ςK(i)) , Eˇ (ψˆ) (ωK(i))) , otherwise.
As φ is monic, ψˆ is well-defined. Routine checks show the pullback condition and uniqueness of ψˆ. ◻
Corollary 2.1.4 (Functor ◻˜). If G φ // H is an incidence hypergraph homomorphism, then the inci-
dence hypergraph homomorphism G˜
φ˜ // H˜ is given by
1. Vˇ (φ˜) (n,x) ∶= ⎧⎪⎪⎪⎨⎪⎪⎪⎩
(1, Vˇ (φ)(x)) , n = 1,(0,0), n = 0, Eˇ (φ˜) (n, y) ∶=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
(1, Eˇ(φ)(y)) , n = 1,(0,0), n = 0,
2. I (φ˜) (n, z) ∶= ⎧⎪⎪⎪⎨⎪⎪⎪⎩
(1, I(φ)(z)) , n = 1,(0, Vˇ (φ˜) (ςG˜(z)) , Eˇ (φ˜) (ωG˜(z))) , n = 0.
Corollary 2.1.5 (Subobject classifier ΩR). The incidence hypergraph ΩR ∶= 1˜R equipped with tR ∶= η1R
is a subobject classifier for R.
Please note that {0,1} gives a binary choice between “true” and “false” for Set, but ΩR has many
different types of “true” and “false” for R. There is a unique “true” vertex, edge, and incidence indictated
by the 1’s above. However, while there is a “false” vertex and a “false” edge, there are four distinct “false”
incidences.
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(0, 0)
(1, 1)
(0, 0)
(1, 1)
(1, 1)
Figure 6: The subobject classifier ΩR, with all variants of “true” and “false” labelled.
2.2. Subobjects
This section takes a moment to develop the properties of ΩR further before proceeding to injectivity.
As its name implies, the subobject classifier ΩR characterizes substructures of an incidence hypergraph G
via homomorphisms from G into ΩR or, equivalently, as global elements of the exponential ΩR
G. For an
incidence hypergraph, a “global element” translates to an incidence of the hypergraph.
Lemma 2.2.1 (Global elements). For an incidence hypergraph G, the global elements of G correspond to
the elements of I(G).
Proof. From [17, p. 18], note that 1R = I⋆ ({1}) = I◇ ({1}). Thus,
R (1R,G) =R (I◇ ({1}) ,G) ≅ Set ({1}, I(G)) ≅ I(G).
◻
On the other hand, one has the natural notion of “subhypergraph,” which is defined formally in accordance
with “subgraph” and “subdigraph” [2, Definitions 1.3.1 & 2.2.3.1].
Definition 2.2.2 (Subhypergraph). Given an incidence hypergraph G, a subhypergraph of G is an in-
cidence hypergraph K such that the following conditions hold:
1. Vˇ (K) ⊆ Vˇ (G), Eˇ(K) ⊆ Eˇ(G), I(K) ⊆ I(G),
2. ςK(i) = ςG(i), ωK(i) = ωG(i) for all i ∈ I(K).
The canonical inclusion K
ιK // G is the incidence hypergraph homomorphism such that Vˇ (ιK), Eˇ (ιK),
and I (ιK) are the set-theoretic inclusions.
In order to connect subhypergraphs concretely to maps into ΩR, the following notion of generation is
lifted from abstract algebra. Recall that a subgroup can be generated from a collection of elements within
a group. For incidence hypergraphs, one can generate the least subhypergraph containing a collection of
components within an existing incidence hypergraph.
Definition 2.2.3 (Generated subhypergraph). Given an incidence hypergraph G, let S1 ⊆
Vˇ (G), S2 ⊆ Eˇ(G), and S3 ⊆ I(G). Let S1 j1 // Vˇ (G) , S2 j2 // Eˇ(G) , S3 j3 // I(G)
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be the set-theoretic inclusion maps. There are unique incidence hypergraph homomorphisms
Vˇ ◇ (S1) jˆ1 // G , Eˇ◇ (S2) jˆ2 // G , I◇ (S3) jˆ3 // G such that Vˇ (jˆ1) = j1, Eˇ (jˆ2) = j2, I (jˆ3) = j3.
Let $n be the canonical inclusions into Vˇ
◇ (S1)∐ Eˇ◇ (S2)∐ I◇ (S3) for n = 1,2,3. There is a unique
incidence hypergraph homomorphism Vˇ ◇ (S1)∐ Eˇ◇ (S2)∐ I◇ (S3) φ // G such that φ ○ $n = jˆn for
n = 1,2,3. Define the subhypergraph GenG (S1, S2, S3) of G by
1. Vˇ GenG (S1, S2, S3) ∶= ran (Vˇ (φ)),
2. EˇGenG (S1, S2, S3) ∶= ran (Eˇ(φ)),
3. IGenG (S1, S2, S3) ∶= ran (I(φ)).
When generating a subgroup from a subset of a group, more elements arise as products of the generating
elements and their inverses. Likewise for incidence hypergraphs, an incidence used for generation of a
subhypergraph forces its corresponding vertex and edge to appear.
Proposition 2.2.4 (Structure of generated subhypergraph). Given an incidence hypergraph G, let
S1 ⊆ Vˇ (G), S2 ⊆ Eˇ(G), and S3 ⊆ I(G). Then, one has
1. Vˇ GenG (S1, S2, S3) = S1 ∪P (ςG) (S3),
2. EˇGenG (S1, S2, S3) = S2 ∪P (ωG) (S3),
3. IGenG (S1, S2, S3) = S3.
Proof. Peeling away the universal constructions, the vertex set arises from the following calculation.
Vˇ GenG (S1, S2, S3) = ran (Vˇ (φ)) = PVˇ (φ) ({1} × S1) ∪ ∅ ∪PVˇ (φ) ({3} × S3)= PVˇ (φ ○$1) (S1) ∪PVˇ (φ ○$3) (S3) = PVˇ (jˆ1) (S1) ∪PVˇ (kˆ) (S3)= P (j1) (S1) ∪PVˇ (kˆ) (S3) = S1 ∪P (Vˇ (kˆ) ○ ςI◇(S3)) (S3) = S1 ∪P (ςG ○ I (kˆ)) (S3)= S1 ∪P (ςG ○ k) (S3) = S1 ∪P (ςG) (S3)
Similar calculations yield the edge and incidence sets. ◻
With this notion of generation in hand, the intuitional notion of “subhypergraph” captures the subobjects
in R via the unique characteristic map into ΩR.
Theorem 2.2.5 (Subobject characterization). For incidence hypergraph G, the subobjects of G corre-
spond precisely to subhypergraphs of G.
Proof. By [5, Proposition III.5.1.6], the subobjects of G correspond bijectively to the elements of the
following set:
I (ΩRG) ≅R (1R,ΩRG) ≅R (G∏1R,ΩR) ≅R (G,ΩR) .
Let S ∶= {K ∈ Ob(R) ∶K is a subhypergraph of G}. Given K ∈ S , then ιK is monic, so there is a unique
G
χK // ΩR ∈ R such that G K 1K //ιKoo 1R is a pullback of G χK // ΩR 1RtRoo . Define Φ ∶ S →
R (G,ΩR) by Φ(K) ∶= χK .
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Say K,L ∈ S satisfy that Φ(K) = Φ(L). Then, χK = χL, so both G K 1K //ιKoo 1R and
G L
1L //ιLoo 1R are pullbacks of G
χK=χL // ΩR 1RtRoo . There is a unique isomorphism
L
α // K ∈R such that ιK ○ α = ιL and 1K ○ α = 1L. For v ∈ Vˇ (L), one has
v = Vˇ (ιL) (v) = Vˇ (ιK) (Vˇ (α)(v)) = Vˇ (α)(v) ∈ Vˇ (K),
showing Vˇ (L) ⊆ Vˇ (K). A dual argument shows equality. Likewise, one has Eˇ(L) = Eˇ(K) and I(L) = I(K),
giving L =K.
Let χ ∈ R (G,ΩR). Define K ∶= GenG (Vˇ (χ)−1(1,1), Eˇ(χ)−1(1,1), I(χ)−1(1,1)). Then, K ∈ S , and a
calculation shows that Φ(K) = χ. ◻
To conclude this section, a concrete representation of the “power hypergraph” Pwr(G) ∶= ΩRG is estab-
lished. While the power hypergraph can be represented in terms of homomorphisms [17, Definition 3.43], the
following representation immediately and intuitively connects to notions of power objects and subobjects.
Observe that this power hypergraph is contravariant and is deeply connected to the preimage operation of
sets. Moreover, the “element” map of the adjunction encodes membership for subhypergraphs using the
different notions of “true” and “false” discussed in the previous section.
Definition 2.2.6 (Power hypergraph). Given an incidence hypergraph G, define the incidence hyper-
graph Pwr(G) by
1. Vˇ Pwr(G) ∶= PVˇ (G), Eˇ Pwr(G) ∶= PEˇ(G),
2. I Pwr(G) ∶= {K ∈ Ob(R) ∶K is a subhypergraph of G},
3. ςPwr(G)(K) ∶= Vˇ (K), ωPwr(G)(K) ∶= Eˇ(K).
Define the incidence hypergraph homomorphism G∏Pwr(G) elemG// ΩR by
1. Vˇ (elemG) (v,S) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
(1,1), v ∈ S,(0,0), v /∈ S, , Eˇ (elemG) (e, T ) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
(1,1), e ∈ T,(0,0), e /∈ T, ,
2. I (elemG) (i,K) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(1,1), i ∈ I(K),(0, (1,1), (1,1)) , i /∈ I(K), ςG(i) ∈ Vˇ (K), ωG(i) ∈ Eˇ(K),(0, (1,1), (0,0)) , ςG(i) ∈ Vˇ (K), ωG(i) /∈ Eˇ(K),(0, (0,0), (1,1)) , ςG(i) /∈ Vˇ (K), ωG(i) ∈ Eˇ(K),(0, (0,0), (0,0)) , ςG(i) /∈ Vˇ (K), ωG(i) /∈ Eˇ(K).
Theorem 2.2.7 (Power characterization). Given an incidence hypergraph homomorphism
G∏K φ // ΩR , there is a unique incidence hypergraph homomorphism K φˆ // Pwr(G) such
that elemG ○ (G∏ φˆ) = φ.
Proof. For i ∈ I(K), let Ti ∶= {j ∈ I(G) ∶ I(φ)(j, i) = (1,1)} and define K φˆ // Pwr(G) ∈R by
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• Vˇ (φˆ) (v) ∶= {w ∈ Vˇ (G) ∶ Vˇ (φ)(w, v) = (1,1)},
• Eˇ (φˆ) (e) ∶= {f ∈ Eˇ(G) ∶ Eˇ(φ)(f, e) = (1,1)},
• I (φˆ) (i) ∶= GenG (Vˇ (φˆ) (ςK(i)) , Eˇ (φˆ) (ωK(i)) , Ti).
The proof of the composition condition and uniqueness are routine. ◻
Corollary 2.2.8 (Power map). Let G
φ // H be an incidence hypergraph homomorphism. The power
map Pwr(H) Pwr(φ)// Pwr(G) is given by
1. Vˇ Pwr(φ)(S) = Vˇ (φ)−1(S), Eˇ Pwr(φ)(T ) = Eˇ(φ)−1(T ),
2. I Pwr(φ)(K) = GenG (Vˇ (φ)−1 (Vˇ (K)) , Eˇ(φ)−1 (Eˇ(K)) , I(φ)−1 (I(K))).
2.3. Injectivity
With understanding of the subhypergraphs and partial morphism representers, discussion returns to in-
jectivity. Using ◻˜, the injective objects of R can be readily identified, and manifest much like [18, Proposition
3.2.1]. An incidence hypergraph is injective essentially when every edge is incident to every vertex. To ease
the exposition, the following notation is introduced to refer to the set of incidences between a specified vertex
and edge.
Definition 2.3.1. If G is an incidence hypergraph, define incG(v, e) ∶= ς−1G (v) ∩ ω−1G (e) for v ∈ Vˇ (G), e ∈
Eˇ(G).
Proposition 2.3.2 (Injective incidence hypergraphs). An incidence hypergraph G is injective with re-
spect to monomorphisms in R if and only if the following conditions hold:
1. Vˇ (G) ≠ ∅; Eˇ(G) ≠ ∅;
2. incG(v, e) ≠ ∅ for all v ∈ Vˇ (G) and e ∈ Eˇ(G).
Proof. (⇒) As ηG is monic and G is injective, there is G˜ ψ // G ∈R such that ψ ○ ηG = idG.
G
G
idG
OO
ηG
// G˜
∃ψ__
A calculation shows the following for v ∈ Vˇ (G) and e ∈ Eˇ(G): Vˇ (ψ)(0,0) ∈ Vˇ (G), Eˇ(ψ)(0,0) ∈ Eˇ(G), and
I(ψ) (0, (1, v), (1, e)) ∈ incG(v, e).(⇐) Fix u0 ∈ Vˇ (G), g0 ∈ Eˇ(G), and kv,e ∈ incG(v, e) for v ∈ Vˇ (G) and e ∈ Eˇ(G). Define G˜ ψ // G ∈ R
by
• Vˇ (ψ)(w) ∶= ⎧⎪⎪⎪⎨⎪⎪⎪⎩
v, w = (1, v),
u0, w = (0,0), Eˇ(ψ)(f) ∶=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
e, f = (1, e),
g0, f = (0,0),
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• I(ψ)(j) ∶= ⎧⎪⎪⎪⎨⎪⎪⎪⎩
i, j = (1, i),
k(Vˇ (ψ)○ςG˜)(j),(Eˇ(ψ)○ωG˜)(j), otherwise.
A calculation shows that ψ ○ηG = idG, meaning that G is a retract of G˜, and G˜ is injective by [5, Proposition
III.5.6.1]. ◻
The category R has enough injectives as G
ηG // G˜ is a monomorphism into an injective object for every
incidence hypergraph G, but this will sadly not be a minimal injective embedding, i.e. the injective envelope.
To identify the injective envelope, the essential monomorphisms are characterized as in [18, Propositions 3.3.1
& 3.3.2]. Much like the quiver case, an essential monomorphism only appends vertices, edges, or incidences
if none already exist. By this characterization, ηG will only be essential in the trivial case when G = 0R.
Proposition 2.3.3 (Essential monic). An incidence hypergraph monomorphism G //
φ // H is essential
if and only if the following conditions hold:
1. if Vˇ (G) ≠ ∅, then Vˇ (φ) is bijective;
2. if Vˇ (G) = ∅, then card (Vˇ (H)) ≤ 1;
3. if Eˇ(G) ≠ ∅, then Eˇ(φ) is bijective;
4. if Eˇ(G) = ∅, then card (Eˇ(H)) ≤ 1;
5. if v ∈ Vˇ (G) and e ∈ Eˇ(G) satisfy incG(v, e) ≠ ∅, then
PI(φ) (incG(v, e)) = incH (Vˇ (φ)(v), Eˇ(φ)(e)) ;
6. if x ∈ Vˇ (H) and y ∈ Eˇ(H) satisfy
((ςH ○ I(φ)) (i), (ωH ○ I(φ)) (i)) ≠ (x, y)
for all i ∈ I(G), then card (incH(x, y)) ≤ 1.
Proof. (⇐) Say H α // K ∈R satisfies that α ○φ is monic. Then, all of Vˇ (α) ○ Vˇ (φ), Eˇ(α) ○ Eˇ(φ), and
I(α) ○ I(φ) are one-to-one.
If Vˇ (G) = ∅, then card (Vˇ (H)) ≤ 1, so Vˇ (α) is automatically one-to-one. If Vˇ (G) ≠ ∅, Vˇ (α) is one-to-one
as Vˇ (φ) is bijective. By a similar argument, Eˇ(α) is also one-to-one.
Say i, j ∈ I(H) satisfy that I(α)(i) = I(α)(j). Let v ∶= ςH(i) and e ∶= ωH(i). A calculation shows that
Vˇ (α)(v) = Vˇ (α) (ςH(j)) and Eˇ(α)(e) = Eˇ(α) (ωH(j)) .
As Vˇ (α) and Eˇ(α) are one-to-one, v = ςH(j) and e = ωH(j), giving i, j ∈ incH(v, e). If there is k ∈ I(G) such
that i = I(φ)(k), then a calculation shows
v = Vˇ (φ) (ςG(k)) , and e = Eˇ(φ) (ωG(k)) ,
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which gives that
j ∈ incH (Vˇ (φ) (ςG(k)) , Eˇ(φ) (ωG(k))) = PI(φ) (incG (ςG(k), ωG(k))) .
Then, there is l ∈ I(G) such that I(φ)(l) = j, so
I(α ○ φ)(k) = I(α) (i) = I(α) (j) = I(α ○ φ)(l).
As I(α ○ φ) is one-to-one, k = l, giving i = j.
Say i ≠ I(φ)(k) for all k ∈ I(G). If there was k ∈ I(G) such that ((ςH ○ I(φ)) (k), (ωH ○ I(φ)) (k)) = (v, e),
then a calculation shows
i ∈ incH ((ςH ○ I(φ)) (k), (ωH ○ I(φ)) (k)) = PI(φ) (incG (ςG(k), ωG(k))) ,
contradicting that i ≠ I(φ)(k) for all k ∈ I(G). Thus, ((ςH ○ I(φ)) (k), (ωH ○ I(φ)) (k)) ≠ (v, e) for all
k ∈ I(G). Thus, card ({i, j}) ≤ card (incH(v, e)) ≤ 1, so i = j. Therefore, I(α) is one-to-one.(¬⇐ ¬) In each case, an appropriate H α // K ∈ R is constructed such that α ○ φ is monic, but α is
not monic.
1. Choose w ∈ Vˇ (G) and z ∈ Vˇ (H) ∖ ran (Vˇ (φ)). Let ∼ be the equivalence relation on Vˇ (H) that
associates Vˇ (φ)(w) and z, and is equality otherwise. Let q ∶ Vˇ (H) → Vˇ (H)/ ∼ be the quotient map,
K ∶= (Vˇ (H)/ ∼, Eˇ(H), I(H), q ○ ςH , ωH), and α ∶= (q, idEˇ(H), idI(H)).
2. Assume Vˇ (G) = ∅ and card (Vˇ (H)) ≥ 2. Let x, y ∈ Vˇ (H) satisfy that x ≠ y. Let ∼ be the equivalence
relation on Vˇ (H) that associates x and y, and is equality otherwise. Let q ∶ Vˇ (H) → Vˇ (H)/ ∼ be the
quotient map, K ∶= (Vˇ (H)/ ∼, Eˇ(H), I(H), q ○ ςH , ωH), and α ∶= (q, idEˇ(H), idI(H)).
3. This case is dual to case 1.
4. This case is dual to case 2.
5. Assume there are v ∈ Vˇ (G), e ∈ Eˇ(G), j ∈ incG(v, e), and z ∈ incH (Vˇ (φ)(v), Eˇ(φ)(e)) ∖PI(φ) (incG(v, e)). Let ∼ be the equivalence relation on I(H) that associates j and z, and is equal-
ity otherwise. Let q ∶ I(H) → I(H)/ ∼ be the quotient map. Define ςK ∶ I(H)/ ∼→ Vˇ (H) and
ωK ∶ I(H)/ ∼→ Eˇ(H) by ςK(q(i)) ∶= ςH(i) and ωK(q(i)) ∶= ωH(i), which are well-defined by a quick
calculation. Let K ∶= (Vˇ (H), Eˇ(H), I(H)/ ∼, ςK , ωK) and α ∶= (idVˇ (H), idEˇ(H), q).
6. Assume that x ∈ Vˇ (H) and z ∈ Eˇ(H) satisfy that (x, z) ≠ ((ςH ○ I(φ)) (i), (ωH ○ I(φ)) (i)) for all
i ∈ I(G), but card (incH(x, z)) ≥ 2. Let g, h ∈ incH(x, z) satisfy that g ≠ h. Let ∼ be the equivalence
relation on I(H) that associates g and h, and is equality otherwise. Let q ∶ I(H)→ I(H)/ ∼ be the quo-
tient map. Define ςK ∶ I(H)/ ∼→ Vˇ (H) and ωK ∶ I(H)/ ∼→ Eˇ(H) by ςK(q(i)) ∶= ςH(i) and ωK(q(i)) ∶=
ωH(i), which are well-defined by a quick calculation. Let K ∶= (Vˇ (H), Eˇ(H), I(H)/ ∼, ςK , ωK) and
α ∶= (idVˇ (H), idEˇ(H), q). ◻
Corollary 2.3.4 (Essential ηG). For an incidence hypergraph G, ηG is essential if and only if G = 0R.
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Proof. (⇐) A quick check of the conditions in Proposition 2.3.3 proves this case.(¬⇐ ¬) If Vˇ (G) ≠ ∅, then Vˇ (ηG) is not bijective. Dually, if Eˇ(G) ≠ ∅, then Eˇ (ηG) is not bijective. ◻
Consequently, the construction of G˜ will be streamlined, much like [18, Definition 3.3.3], only adding
what is necessary to satisfy the criteria for injectivity. Equivalently, this construction uniquely isolates the
least injective subhypergraph of G˜ containing the image of G.
Definition 2.3.5 (Loading). Given an incidence hypergraph G, define the loading of G as the incidence
hypergraph LR(G) constructed as follows:
1. Vˇ LR(G) ∶= ⎧⎪⎪⎪⎨⎪⎪⎪⎩
Vˇ (G), Vˇ (G) ≠ ∅,{0}, Vˇ (G) = ∅; EˇLR(G) ∶=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
Eˇ(G), Eˇ(G) ≠ ∅,{0}, Eˇ(G) = ∅;
2. ILR(G) ∶= ({1} × I(G)) ∪ ({0} × {(v, e) ∶ incG(v, e) = ∅}) ,
3. ςLR(G)(a) ∶= ⎧⎪⎪⎪⎨⎪⎪⎪⎩
ςG(i), a = (1, i),
v, a = (0, v, e), ωLR(G)(a) ∶=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
ωG(i), a = (1, i),
e, a = (0, v, e).
Likewise, define an incidence hypergraph homomorphism G
jG // LR(G) by Vˇ (jG) (v) ∶= v, Eˇ (jG) (e) ∶= e,
and I (jG) (i) ∶= (1, i).
→
L(G)
v1
v2v3
e3
v1
v2v3
e2
v1
v2v3
e1
v1
v2v3
e3 e1
e2
G
Figure 7: The incidence loading of K3 to produce a uniform hypergraph. New incidences appear dashed within each hyperedge,
and the vertices are identified along the dotted vertical lines.
Theorem 2.3.6 (Injective envelope). For an incidence hypergraph G, jG is an essential monomorphism,
and LR(G) is injective with respect to incidence hypergraph monomorphisms. Thus, LR(G) equipped with jG
is an injective envelope of G. Moreover, LR(G) is isomorphic to the unique minimal injective subhypergraph
of G˜ containing the image of G under ηG.
Proof. A quick check shows that LR(G) satisfies Proposition 2.3.2, and that jG satisfies Proposition 2.3.3.
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As G˜ is injective and jG is monic, there is LR(G) ψ // G˜ ∈R such that ψ ○ jG = ηG.
G˜
G //
jG
//
ηG
OO
LR(G)
∃ψcc
As jG is essential monic and ηG is monic, ψ is monic. Thus, LR(G) equipped with ψ is a subobject of G˜.
By Theorem 2.2.5, LR(G) with ψ corresponds to a subhypergraph of G˜ via isomorphism. For v ∈ Vˇ (G),
e ∈ Eˇ(G), and i ∈ I(G), one has
• (1, v) = Vˇ (ηG) (v) = Vˇ (ψ ○ jG) (v) = Vˇ (ψ) (Vˇ (jG) (v)) = Vˇ (ψ) (v) ∈ Vˇ (ψ) (Vˇ (LR(G))),
• (1, e) = Eˇ (ηG) (e) = Eˇ (ψ ○ jG) (e) = Eˇ (ψ) (Eˇ (jG) (e)) = Eˇ (ψ) (e) ∈ Eˇ(ψ) (Eˇ (LR(G))),
• (1, i) = I (ηG) (i) = I (ψ ○ jG) (i) = I (ψ) (I (jG) (i)) = I (ψ) (1, i) ∈ I(ψ) (I (LR(G))).
Hence, the image of G under ηG is contained within the image of LR(G) under ψ. If Vˇ (G) = ∅, then
Vˇ (ψ)(0) = (0,0). Dually, Eˇ(ψ)(0) = (0,0) if Eˇ(G) = ∅. If v ∈ Vˇ LR(G) and e ∈ EˇLR(G) satisfy that
incG(v, e) = ∅, then,
• ςG˜ (I(ψ) (0, v, e)) = Vˇ (ψ) (ςLR(G) (0, v, e)) = Vˇ (ψ)(v),
• ωG˜ (I(ψ) (0, v, e)) = Eˇ(ψ) (ωLR(G) (0, v, e)) = Eˇ(ψ)(e).
A calculation shows incG˜ (Vˇ (ψ)(v), Eˇ(ψ)(e)) = {(0, Vˇ (ψ)(v), Eˇ(ψ)(e))}, which gives that I(ψ) (0, v, e) =(0, Vˇ (ψ)(v), Eˇ(ψ)(e)). Thus, ψ and, consequently, its image are uniquely determined. ◻
3. Oriented Hypergraphic Total Minor Polynomials
3.1. General Coefficient Theorems
We demonstrate an oriented hypergraphic generalization of Chaiken’s all-minors matrix-tree theorem
[7] to all integer matrices using the injective envelope of the underlying incidence hypergraph, and the
sign/monomial pair in the total minor polynomial generalizes Sachs’ theorem [3, 12]. This is a strengthening
of the results of [8] while simultaneously providing insight on the connection between the boolean ideals
of graph contributors and Tutte’s arborescence theorem discussed in [29]. On the other hand, a natural
unifying theorem is unlikely to exist for the traditional theory of set systems and simple graphs as they lack
two key qualities: (1) mapping within an edge (i.e. locally graphic behavior) and (2) an injective envelope
that forms a uniform hypergraph. The locally graphic property was key to the characterization given in
[25], and the uniform hypergraph structure will be used in the present work below. Since R possesses a
subobject classifier define δG(H) to be the G-subobject indicator that is 1 if H is a subobject of G and 0
otherwise. The 0-loading of an oriented hypergraph G is the oriented hypergraph L0(G) that is obtained by
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taking the loading of the underlying incidence hypergraph and extending the orientation function σ to σ0
where σ0∣I0 = 0, where I0 is the set of newly created incidence in the loading.
Let U,W ⊆ V such that ∣U ∣ = ∣W ∣, and consider two total orderings of U and W , denoted u and w. The
map ui → wi between these total orderings forms the [u,w]-equivalence-class of contributors, let C(G;u,w)
be the set of contributors in G where c(ui) = wi. Let Ĉ(G;u,w) be the set obtained by removing the u→w
mappings from C(G;u,w), the elements of Ĉ(G;u,w) are called the reduced [u,w]-equivalent contributors.
It is important to note some [u,w]-equivalency classes may be empty for a given oriented hypergraph G, this
is rectified in L0(G) where no class is empty, and the non-zero contributors correspond to the evaluations
of the subobject indicator.
v1 v2
v3v4
e1
e2
e3
e4
e5
v1
v2
v3
v4
e1
e2
e3
e4
e5
v1
v2
v3
v4
e1
e2
e3
e4
e5
Figure 8: Left: A graph G; Middle: The loading of G (0-incidences appear dashed); Right: An example where the contributor
for permutation (1243) only exists in the loading.
Reconstructing a reduced [u,w]-equivalent contributor to a contributor, while not unique, always pro-
duces a contributor associated to the same permutation.
Lemma 3.1.1. For each c ∈ Ĉ(G;u,w), the set of all cˇ ∈ C(G;u,w) formed by reintroducing u→w to c are
permutomorphic.
Let X be the V ×V matrix whose ij-entry is xij . Let χD(M,x) ∶= det(X −M) be the determinant-based
multivariable characteristic polynomial and χP (M, x) ∶= perm(X −M) be the permanent-based multivari-
able characteristic polynomial. Also, let ec(c), oc(c), pc(c) and nc(c) be the number of even, odd, positive,
and negative components in a (sub-)contributor c, respectively. While bs(c) denotes the number of backsteps
in contributor c. It is worth noting that backsteps are technically negative weak walks that do not arise
from adjacencies, but we choose to leave the count separate to illustrate the difference between Laplacian
and adjacency matrix formulations.
Theorem 3.1.2 (Total-minor Polynomial). Let G be an oriented hypergraph with adjacency matrix AG
and Laplacian matrix LG, then
18
1. χP (AG,x) = ∑[u,w]
⎛⎜⎜⎜⎝ ∑s∈Ŝ(L0(G);u,w)
sgn(s)≠0
(−1)oc(s)+nc(s)⎞⎟⎟⎟⎠∏i xui,wi ,
2. χD(AG,x) = ∑[u,w]
⎛⎜⎜⎜⎝ ∑s∈Ŝ(L0(G);u,w)
sgn(s)≠0
(−1)ec(sˇ)+oc(s)+nc(s)⎞⎟⎟⎟⎠∏i xui,wi ,
3. χP (LG,x) = ∑[u,w]
⎛⎜⎜⎜⎝ ∑c∈Ĉ(L0(G);u,w)
sgn(c)≠0
(−1)nc(c)+bs(c)⎞⎟⎟⎟⎠∏i xui,wi ,
4. χD(LG,x) = ∑[u,w]
⎛⎜⎜⎜⎝ ∑c∈Ĉ(L0(G);u,w)
sgn(c)≠0
(−1)ec(cˇ)+nc(c)+bs(c)⎞⎟⎟⎟⎠∏i xui,wi .
Proof. The first half of the proof is an adaptation of the author’s work in [8, Theorem 4.2.1], before utilizing
the injective closure and the zero-loading of the incidence hypergraph.
Let p ∶Ð→P 1 → G, and let q denote an incidence-monic map from Ð→P 1 → G. For a given permutation pi ∈ SV ,
let Ppi = {p ∣ p(t) = v and p(h) = pi(v)}, and Qpi be defined similarly for incidence monic maps.
Proof of 1. For a given permutation pi and vertex v let α ∶ v → ⎧⎪⎪⎨⎪⎪⎩xv,pi(v),− ∑q∈Qpi sgn(q(Ð→P 1))
⎫⎪⎪⎬⎪⎪⎭ be the
function that chooses either the variable or the value at coordinate (v, pi(v)). Let Api be the set of all α for
a given pi.
Thus, χP (AG,x) can be written as
χP (AG,x) = perm(X −AG)= ∑
pi∈SV ∏v∈V ∑α∈Api α(v).
Distributing we get = ∑
pi∈SV ∑β∈Bpi∏v∈V β(v),
where Bpi is the set of all functions β ∶ V → ⎧⎪⎪⎨⎪⎪⎩xv,pi(v),− ∑q∈Qpi sgn(q(Ð→P 1))
⎫⎪⎪⎬⎪⎪⎭. This can be recognized as passing
to the Set exponential. For each β ∈ Bpi let Uβ ⊆ V be the set of vertices mapped to an xv,pi(v).
This gives:
= ∑
pi∈SV ∑β∈Bpi
⎡⎢⎢⎢⎢⎢⎣
⎛⎜⎝ ∏u∈Uβ β(v)
⎞⎟⎠ ∏u∈Uβ xu,pi(u)
⎤⎥⎥⎥⎥⎥⎦ .
Evaluating β(v) we have:
= ∑
pi∈SV ∑β∈Bpi
⎡⎢⎢⎢⎢⎢⎣
⎛⎜⎝ ∏u∈Uβ ∑q∈Qpi(G∣Uβ)− sgn(q(Ð→P 1))
⎞⎟⎠ ∏u∈Uβ xu,pi(u)
⎤⎥⎥⎥⎥⎥⎦ .
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Where Qpi(G∣Uβ) is the set of maps q whose tail-set is Uβ and head-set is pi(Uβ). Distributing again
produces:
= ∑
pi∈SV ∑U⊆V
⎡⎢⎢⎢⎢⎣ ∑s∈Spi(G∣U))
⎛⎝∏
u∈U σ(s(iv))σ(s((jv))⎞⎠
⎤⎥⎥⎥⎥⎦∏u∈U xu,pi(u),
where Spi(G∣U) is the restricted set of strong contributors that correspond to permutation pi with tails at U .
Now pass to the injective envelope of the underlying incidence hypergraph and extend the incidence
orientation function σ to σL such that σL(i) = σ(i) for all i ∈ I(G) and the new incidence orientations are
assigned arbitrary. Using the G-subobject indicator δG the sum can be rewritten as:
= ∑
pi∈SV ∑U⊆V
⎡⎢⎢⎢⎢⎣ ∑s∈Spi(L(G)) δG(s∣U)
⎛⎝∏
u∈U σL(s(iv))σL(s((jv))⎞⎠
⎤⎥⎥⎥⎥⎦∏u∈U xu,pi(u).
The product of signs is evaluated by first factoring out a negative for each adjacency producing a value
of (−1)oc(s), and then factoring out a negative for each negative adjacency producing a value of (−1)nc(s)
— leaving behind only +1’s for all adjacencies, and reducing to a count of subcontributors of the underlying
incidence hypergraph,
= ∑
pi∈SV ∑U⊆V
⎡⎢⎢⎢⎢⎣ ∑s∈Spi(L(G)) δG(s∣U) ⋅ (−1)oc(s)+nc(s)
⎤⎥⎥⎥⎥⎦∏u∈U xu,pi(u).
Resolving δG and letting wi = pi(ui), we pass to the 0-loading L0(G) of the oriented hypergraph and combine
the first two sums.
= ∑[u,w]
⎛⎜⎜⎜⎝ ∑s∈Ŝ(L0(G);u,w)
sgn(s)≠0
(−1)oc(s)+nc(s)⎞⎟⎟⎟⎠∏i xui,wi .
Proof of 2. Proceeding as in part 1 with the inclusion of the sign of the permutation we get
χD(AG,x) = det(X −AG)
= ∑
pi∈SV (pi) ∑U⊆V
⎡⎢⎢⎢⎢⎣ ∑s∈Spi(L(G)) δG(s∣U) ⋅ (−1)oc(s)+nc(s)
⎤⎥⎥⎥⎥⎦∏u∈U xu,pi(u).
Using the fact that the sign of a permutation is equal to (−1)ec(pi), where ec(pi) is the number of even
algebraic cycles in pi, and each contributor is associated to a unique permutation we have
= ∑
pi∈SV ∑U⊆V
⎡⎢⎢⎢⎢⎣ ∑s∈Spi(L(G))(−1)ec(sˇ) ⋅ δG(s∣U) ⋅ (−1)oc(s)+nc(s)
⎤⎥⎥⎥⎥⎦∏u∈U xu,pi(u).
Again, resolve δG but this time observe that the (−1)oc(s)+nc(s) values are for subcontributors where
U → pi(U) is removed, while the value (−1)ec(s) remains unchanged as it is determined by a permutation.
Let sˇ be any maximal contributor obtained by extending the subcontributor s by U → pi(U), all such
contributors are permutomorphic by Lemma 3.1.1.
= ∑[u,w]
⎛⎜⎜⎜⎝ ∑s∈Ŝ(L0(G);u,w)
sgn(s)≠0
(−1)ec(sˇ)+oc(s)+nc(s)⎞⎟⎟⎟⎠∏i xui,wi .
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Proofs of 3. and 4. The proofs for the Laplacian are similar with the following modifications: (1) switch
from incidence-monic maps Qpi to arbitrary maps Ppi to allow backsteps and sum over contributors instead
of strong contributors; (2) since LG = DG −AG there is no need to factor out a −1 for each adjacency, and
instead factor out a −1 for each backstep. ◻
3.1.1. Examples
Example 3.1.3. Consider the K3 example from Subsection 1.2. This is the incidence graph G1 from Figure
3 with the 16 contributors appearing on the left of Figure 4. We know det(xI − A) = x3 − 3x − 2 and
perm(xI − A) = x3 + 3x − 2. There are two strong contributors, namely the two 3-cycles. These provide a
constant of −2 in the adjacency matrix for both the determinant and permanent characteristic polynomials
as each has no isolated vertices, both have odd parity, and neither is negative — thus each has a value of(−1)0+1. Moreover, the largest magnitude the constant could be is 2 as there are two strong contributors.
The sign difference on the x term is clear from the even parity inclusion from Theorem 3.1.2.
For the Laplacian we have det(xI − L) = x3 − 6x2 + 9x. The maximum magnitude for the Laplacian
constant is 16, the number of contributors. The actual Laplacian constant term is 0 as the contributors fall
into alternating signed Boolean lattices and sum to 0; see Figure 4 and [29] for more details.
Example 3.1.4. We now expand on our K3 example to determine χ
P (AG1 ,x). The constant term will
still be produced by the two 3-cycle strong contributors, however, in χP (AG1 ,x), the subcontributors also
contribute additional monomials shown in Figure 9.
x12x23x31
x12x23 x12x31 x23x31
x23 x31 x12
11
x32 x13 x21
x32x21 x13x21 x13x32
x13x32x21
v1
v2v3
e1
e2
e3
Figure 9: The two non-zero strong contributors of K3 and their subcontributors ordered by monomial division.
Thus, χP (AG1 ,x) would contain the following expression resulting from the strong contributor resulting
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from permutation (123):
x12x23x31 − x12x23 − x12x31 − x23x31 + x12 + x23 + x31 − 1
where the coefficients are determined by the formula (−1)oc(s)+nc(s) for each subcontributor. Here, there are
no negative edges, so the sign is determined by the odd parity only. Note, that in the determinant case the
value (−1)ec(sˇ) is determined by the maximal strong contributor corresponding to the constant coefficient.
Since Figure 9 contains all the restrictions of the strong subcontributors, the maximum magnitude of the
coefficients of the adjacency matrix of a signed K3 are 1 for the monomials listed, with the exception of 2
for the constant.
Example 3.1.5. Consider the oriented hypergraph (G2, σ2) from Figure 5 with contributors listed on the
right of Figure 4. We have
χD(L(G2,σ2),x) = det (X −L(G2,σ2)) = det
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
x11 − 1 x12 − 1 x13 + 1
x21 − 1 x22 − 1 x23 + 1
x31 + 1 x32 + 1 x33 − 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦= x11x22x33 − x11x23x32 − x13x22x31 − x12x21x33 + x12x23x31 + x13x21x32− x11x22 − x11x23 − x11x32 − x11x33 − x13x22 − x22x31 − x22x33 − x23x31 − x13x32+ x12x21 + x13x21 + x12x23 + x12x31 + x13x31 + x21x32 + x23x32 + x12x33 + x12x33
where the constant and linear terms all have coefficient zero. The non-zero coefficients are obtained via
restricted contributors from Figure 4 and the signing from Theorem 3.1.2
3.2. Bidirected Graphs and k-arborescences
Building on the work in [29], we group contributors of bidirected graphs into Boolean activation classes,
and show the single-element classes for a given degree-k monomial are in one-to-one correspondence with
Tutte’s k-arborescences. Moreover, the remaining elements in the activation class provide an upper bound
on absolute value of the coefficient for the associated monomial.
First we collect the relevant definitions from [29]. A pre-contributor of G is an incidence preserving
function p ∶ ∐
v∈V
Ð→
P 1 → G with p(tv) = v. For a pre-contributor p with p(tv) ≠ p(hv), define packing a directed
adjacency of a pre-contributor p into a backstep at vertex v to be a pre-contributor pv such that pv = p for
all u ∈ V ∖ v, and for vertex v
p((Ð→P 1)v) = (v, i, e, j,w), i ≠ j,
and pv((Ð→P 1)v) = (v, i, e, i, v).
Thus, the head-incidence and head-vertex of adjacency p((Ð→P 1)v) are identified to the tail-incidence and
tail-vertex. It is clear that this is equivalent to tail-equivalence. However, since all edges in a bidirected
graph have size equal to 2 there is a unique target for the head vertex to map to. Unpacking a backstep
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of a pre-contributor p into an adjacency out of vertex v is a pre-contributor pv defined analogously where,
for vertex v the head-incidence and head-vertex of backstep p((Ð→P 1)v) are identified to the unique incidence
and vertex that would complete the adjacency in bidirected graph G. Activating a circle of contributor c is
a minimal sequence of unpackings that results in a new contributor, and define the activation partial order≤a where c ≤a d if d is formed by a sequence of activations starting with c. This induces the activation
equivalence relation ∼awhere c ∼a d if c ≤a d or d ≤a c, and the elements of C(G)/ ∼a are called the activation
classes of G. Let A(u;w;G) denote the [u,w]-equivalent elements in activation class A, and let Aˆ(u;w;G)
be the elements of A(u;w;G) with the adjacency or backstep from ui to wi is removed for each i.
Lemma 3.2.1 ([29], Lemma 3.6). For a bidirected graph G, all activation classes of G are Boolean lat-
tices.
Lemma 3.2.2 ([29], Theorem 3.11). The elements of A(u;w;G) form a sub-Boolean lattice of A deter-
mined by sequential order ideals.
Lemma 3.2.3 ([29], Lemma 4.5). If G is a bidirected graph, then the set of elements in all single-elementAˆ≠0(u;w;G′) is unpacking equivalent to the set of spanning trees of G. Where G′ is the injective envelope
of G in the category of graphs (i.e. the completion of the underlying graph).
The total minor polynomials can be used to extend the results of Lemma 3.2.3.
Theorem 3.2.4. In a bidirected graph G the set of all elements in single-element Aˆ≠0(u;w;L(G)) is un-
packing equivalent to k-arborescences. Moreover, the ith component in the arborescence has sink ui, and the
vertices of each component are determined by the linking induced by c−1 between all ui ∈ U ∩W → U or
unpack into a vertex of a linking component.
Proof. Let Aˆ≠0(u;w;L(G)) contain a single element contributor, call it c. If c contains a circle, then
there would be a (u,w)-equivalent contributor d with d <a c such that there is a sequence of unpackings
that activates into c, and Aˆ≠0(u;w;L(G)) would contain more than one element. Moreover, c cannot
have any circle that can be activated, or there would be (u,w)-equivalent contributor d′ with c <a d′, andAˆ≠0(u;w;L(G)) would contain more than one element.
Additionally, since the single-element of Aˆ≠0(u;w;L(G)) is a non-zero contributor in L(G), the corre-
sponding totally unpacked pre-contributor p exists in G. Thus, p is circle-free with exactly ∣V ∣ vertices and∣V ∣ − k edges, so it is a k-arborescence.
By the Linking Lemma every U → W matching has an induced linking in the opposite direction. Let
ui ∈ U . If ui ∉ W , then both the entrant and salient edges are missing at ui, and ui is isolated before
unpacking. If ui ∈W , then only the salient edge is missing at ui. Since all remaining vertices can only posses
backsteps that unpack towards a vertex in the connected component containing a ui, each ui is the sink of
an inward-arborescence. Additionally, all vertices either are in the induced linking or unpack into one of the
components. ◻
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3.2.1. Example
Example 3.2.5. To determine the coefficient for x12x23 in χ
D(LG,x) for the graph (i.e. all edges positive)
in Figure 8 observe that the set U = {1,2} corresponding to all first subscript entries and the set W ={2,3} corresponding to all second subscript entries. The [(1,2), (2,3)]-equivalent contributors, their non-zero
reduced contributors, and the unpacking into an inward arborescence appear in Figure 10. Each component
in each arborescence has an element of U as a sink as well as the corresponding linking in the reduced
contributor. The remaining backsteps unpack into the linkings; hence, towards the sinks.
cˇ1
cˇ2
cˇ3
→
→
→
→
→
c1
c2
c3
Figure 10: The three [(1,2), (2,3)]-equivalent contributors, their reduced subcontributor in G with linking, and the unpacked
inward arborescence rooted at v1.
The signing function for the Laplacian determinant is (−1)ec(cˇ)+nc(c)+bs(c), where sgn(c1) = sgn(c2) =(−1)0+0+1 = −1 while sgn(c3) = (−1)1+0+0 = −1, thus the coefficient of x12x23 in χD(LG,x) is −3. Similarly,
the coefficient of x12x23 in χ
P (LG,x) is −1 using the signing function (−1)nc(c)+bs(c).
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