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Abstract
A central challenge in ad hoc networks is the de-
sign of routing protocols that can adapt their be-
havior to frequent and rapid changes at the net-
work level. Choosing between reactive, proac-
tive, or hybrid routing regimes and selecting ap-
propriate configuration parameters for a chosen
protocol are difficult tasks. This paper introduces
a framework, called TAF, for seamlessly adapt-
ing between proactive and reactive routing pro-
tocols. This general framework enables a proac-
tive and reactive protocol to coexist on the same
network, provides a low-overhead mechanism by
which these two routing strategies can be com-
bined at fine grain and proposes an analytical
model for automatically adjusting protocol pa-
rameters. Combined, this mechanism and model
enable a protocol within our framework to find a
near-optimal mix of proactive and reactive routing
strategies for the mobility rate and traffic patterns
observed on the network. We examine the appli-
cation of this temporal adaptation framework to
the construction of three specialized ad hoc rout-
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ing protocols. These protocols minimize packet
overhead, achieve a targeted loss rate, and min-
imize routing latency using the TAF framework.
In all three cases, hybrid protocols based on the
TAF framework perform as well as or better than
a proactive (TORA) and a reactive (AODV) proto-
col.
1 Introduction
Mobile networks are characterized by change[14].
Many of the diverse application areas for ad hoc
networks, including emergency relief operations,
battle-front applications and environmental data
collection, exhibit a high degree of temporal or
spatial variation. Nodes may join the network
at any time, get disconnected as they run out of
power and alter the physical network topology
by moving to a new location. Link characteris-
tics, such as bit error rates and bandwidth, might
change due to external factors such as interfer-
ence. And traffic patterns in the network might
shift drastically as applications modify their be-
havior and redistribute load within the network.
Consequently, a primary challenge in ad hoc net-
works is the design of routing protocols that can
adapt their behavior to rapid and frequent changes
seen at the network level.
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Many routing protocols have been proposed to
address these challenges. Ad hoc routing proto-
cols proposed to date fall between two extremes
based on their mode of operation. Proactive proto-
cols exchange routing information periodically be-
tween hosts, and constantly maintain a set of avail-
able routes for all nodes in the network. Reactive
protocols, on the other hand, delay route discovery
until a particular route is required, and propagate
routing information on demand in response to re-
quests. Both proactive and reactive protocols have
inherent advantages depending on the characteris-
tics of the network and the observed traffic pat-
terns. Proactive protocols can provide good relia-
bility and low latency in the presence of high mo-
bility in the network. However, they entail a high
overhead and scale poorly with increasing num-
bers of participating nodes. In contrast, reactive
protocols can achieve low routing overhead, but
may also lead to increased packet loss when the
topology changes frequently and may suffer from
increased latency due to on-demand route discov-
ery and route maintenance. Since the characteris-
tics of a real-world network vary dynamically with
time, choosing an appropriate routing protocol is
a difficult deployment decision. A protocol suited
for a given mobility rate and traffic pattern may
behave inefficiently as the mobility and commu-
nication patterns change. A fixed routing strategy
represents a brittle decision embodied in the net-
work, making it difficult to adapt to changing con-
ditions.
In this paper, we present TAF (Temporally
Adaptive Framework), a general, unified hy-
bridization framework for seamlessly switching
between proactive and reactive routing regimes.
TAF enables both a reactive and a proactive rout-
ing protocol to coexist on the same network. TAF
uses the proactive protocol to pre-calculate routes
for a common destination at all nodes within the
proactive zone of that host. The proactive zone
is simply the set of surrounding nodes that are
reachable within a given, and destination specific,
number of hops of the destination node. This
zone enables destinations to create an area around
them with constantly updated, available routes.
Nodes outside this zone use a traditional reactive
ad hoc routing algorithm to discover routes on de-
mand. Unlike traditional reactive protocols, how-
ever, route requests need not be propagated all the
way to a given destination under TAF. Any node
at the boundary of the destination’s proactive zone
can respond to a route request and curtail a costly
route request from propagating through the proac-
tive zone.
The central insight behind TAF is that judi-
cious adjustment of the proactive zone enables
TAF-based protocols to find near-optimal trade-
off between proactive route propagation and on-
demand route discovery in an ad hoc network.
This inherent trade-off is one of increased over-
head for proactive information dissemination ver-
sus reduced latencies and loss rates stemming
from pre-computed partial routes within a zone.
TAF provides a natural integration between proac-
tive and reactive regimes by adjusting the size of
the proactive zone. A proactive zone of size zero
corresponds naturally to a purely reactive proto-
col, while a zone whose radius equals the network
diameter corresponds to a purely proactive proto-
col. TAF provides an analytical model and a low-
overhead mechanism for determining the size of
this zone, and thus finds a near-optimal combina-
tion of proactive and reactive routing for the given
network topology, link characteristics, and traffic
pattern. It constantly measures these metrics, and
adapts the proactive zone of each node to reflect
the best trade-off.
Ideally, A framework for hybrid routing proto-
col construction would exhibit the following prop-
erties:
 General-purpose: The framework should
accommodate many different kinds of reac-
tive and proactive routing protocols. The
framework should enable the construction
of protocols for optimizing diverse network
metrics.
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 Effective: Protocols based on the hybridiza-
tion framework should perform as well as the
better of the reactive and proactive routing
protocols.
 Efficient: The framework should not re-
quire excessive communication overhead, la-
tency or power and bandwidth consumption.
The framework should enable nodes to make
decisions independently, without requiring
costly operations such as distributed consen-
sus.
 Adaptive: The framework should enable
protocols to adapt readily to changing net-
work topologies, link characteristics and traf-
fic patterns.
 Multiprotocol/Multimetric: Differ-
ent nodes in the network should be able to
pursue disparate goals. Each node should be
able to adjust the routing protocol optimiza-
tions to serve its service requirements.
 Backwards Compatible: The hybridiza-
tion framework should use well-studied, off-
the-shelf components wherever possible. It
should be compatible with existing standards.
This paper describes the TAF framework and
makes the following contributions. First, it pro-
vides a novel, general-purpose, adaptive technique
for hybridizing proactive and reactive routing al-
gorithms desirably over time. The framework
embodies a low-overhead mechanism for node
management, and an analytical model to guide
the fine-grain trade-off between competing rout-
ing regimes. It enables multiple nodes in the net-
work to pursue disparate goals of optimization at
the routing layer. Second, it describes the ap-
plication of this framework to the construction
of three separate protocols for minimizing packet
overhead, reducing latency and achieving a target
loss rate, while also optimizing other network pa-
rameters. Finally, it describes, through a simula-
tion study and analysis, that the resulting protocols
are as good as or better than both purely proactive
and purely reactive protocols. Overall, this paper
demonstrates the case for hybrid, adaptive rout-
ing protocols, quantitatively showing that the ideal
point for achieving an optimal packet overhead,
loss rate, and latency resides at a varying point
between fixed, purely reactive or purely proactive
protocols. It shows that protocols built on top of
the TAF framework perform well because they dy-
namically find configurations very close to that op-
timal.
The rest of this paper is organized as follows. In
the next section, we discuss related work on uni-
cast routing protocols, and place our hybridization
approach in context. Section 3 presents our frame-
work, outlines the analytical model that drives
adaptation in TAF, and describes three TAF-based
protocols for optimizing different, relevant met-
rics. Section 4 describes our implementation de-
cisions and any changes we had to make to off-
the-shelf protocols. Section 5 shows that the TAF
framework leads to hybrid protocols that can out-
perform the better of the fixed routing regimes. We
conclude in Section 7.
2 Related Work
While the vast majority of the routing protocols
proposed to-date for ad hoc networks are purely
reactive or purely proactive, some hybrid proto-
cols have been proposed. We provide a brief
overview below, and summarize how they differ
from our framework. Overall, while the other hy-
brid approaches combine proactive routing with
reactive routing, few attempt to explore the trade-
off between the two, or adapt their parameters to
best suit the observed mobility and traffic patterns
on the network.
CEDAR [15], Core-Extraction Distributed
Routing Algorithm, is a hybrid protocol that uses a
core-extraction algorithm to partition the network
spatially into neighborhoods around core nodes.
These core nodes perform the packet forwarding
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tasks in CEDAR, while they also maintain their
topology through periodic broadcasts. CEDAR
uses a QoS algorithm to compute the shortest
widest path between the set of core nodes on a
given path. CEDAR periodically invokes a sta-
ble distributed agreement algorithm to compute
the core, but the core is modified only in response
to topology changes.
ZRP [3], Zone Routing Protocol, is a hybrid
routing protocol that divides the network into
zones around each sender. Proactive routing is
used within zones, while a reactive routing algo-
rithm is used to propagate inter-zone packets. For-
warding in ZRP is performed via bordercasting,
where each node sends a packet to the nodes at the
boundary of its zone. Unlike CEDAR, ZRP nodes
are not spatially tiled; the zone decomposition is
root-directed (determined relative to senders) and
overlapping. Selection of the appropriate zone ra-
dius for optimal ZRP performance is a non-trivial
task [11].
ZHLS [6], Zone-based Heierarchical Link
State, is similar to ZRP in that it also is a hybrid
approach based on the notion of a zone. ZHLS re-
quires physical location information during zone
decomposition, keeps the zone connectivity infor-
mation in each node and once the protocol per-
forms zone assignments, zone sizes do not vary
dynamically.
HARP [9], Hybrid Ad-hoc Routing Protocol, is
a hybrid protocol that combines proactive and re-
active approaches. It relies on a distributed dy-
namic routing (DDR [8]) protocol for decompos-
ing the network into zones. A set of forwarding
nodes in each zone is responsible for communi-
cating with nodes in other zones. HARP uses its
own custom protocol for inter-zone routing, whose
main goal is to reduce delays through early path
maintenance.
ADV [1] is Adaptive Distance Vector algorithm
that exhibits on-demand characteristics by vary-
ing the frequency and size of routing updates.
While comparisons show that it performs better
than AODV and DSR under high mobility, its per-
formance characteristics have not been compared
to proactive protocols.
Some researchers [7] have examined supplant-
ing reactive protocols with timer-directed route
discoveries to produce backup routes prior to los-
ing the primary link. Their protocol uses a fixed
timer value across all nodes, which is determined
offline from a past history of link failure statistics.
TAF differs from these approaches in several
fundamental ways. First, TAF adapts in both
the temporal and spatial domain to changing net-
work conditions. In previous work, the regions
in which proactive and reactive protocols are exe-
cuted are specified once and for all at deployment,
or computed in a separate, costly topology cre-
ation phase. In contrast, TAF actively varies the
routing tradeoff in the temporal domain based on
current network measurements, obviating a sep-
arate tuning or self-calibration step. This varia-
tion enables TAF to explore the tradeoff between
proactive and reactive routing at fine granularity.
Second, TAF enables each destination node in the
network to pick its own parameters for optimiza-
tion, and select the tradeoff best suited for its own
needs. This support for multiple adaptive proto-
cols in the same network is quite versatile. For in-
stance, one TAF node can adapt the routing layer
for reduced latency of access while another targets
reliable delivery at a chosen loss rate. Third, pre-
vious work relies on explicit messaging for zone
construction. In contrast, TAF nodes base their
decisions on locally gathered information, and a
novel timeout-based zone control scheme allows
TAF zones to shrink and grow without excessive
control and synchronization overhead. Finally,
zone sizes are variable and dynamic in TAF, and
depend on network traffic, link characteristics and
amount of route reuse. These three metrics effec-
tively capture the benefit to be gained from mod-
ifying the zone size. Previous work uses inelas-
tic metrics, such as hop counts, in constructing
zones, which limits the responsiveness of the rout-
ing layer to changes in the mobility rate and traffic
pattern.
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3 Approach
In this section, we describe the TAF framework
for dynamic adaptation between proactive and re-
active protocols based on the characteristics of
the network. We discuss an analytical model that
provides the insight behind the operation of this
framework. We then describe three instances of
applying this framework to the construction of
specialized protocols. These protocols minimize
packet overhead, achieve a target loss rate and re-
duce network latency, respectively.
The TAF framework adapts between reactive
and proactive routing by dynamically varying the
amount of routing information shared proactively.
It does so by defining a proactive zone around each
node. All nodes within this zone maintain routes
proactively for a given destination. The node-
specific proactivity radius defines the number of
nodes in the proactive zone. Each neighbor at a
distance less than or equal to the proactivity radius
is a member of the proactive zone for that node.
All nodes not in the proactive zone of a given des-
tination use reactive routing protocols to establish
routes to that node. The tradeoff and amortiza-
tion opportunity rests on manipulating this radius
appropriately. By increasing the radius, TAF can
decrease the loss rate and the latency for route es-
tablishment, but will pay more in packet overhead
to keep routes fresh in a larger zone. By decreas-
ing the radius, TAF can reduce routing overhead as
fewer nodes need to be proactively updated; how-
ever, it may pay more in route finding latency and
experience higher loss rates. Using this tradeoff,
TAF can act as a completely reactive protocol by
setting the proactivity radius of all the nodes to
zero. Conversely, TAF can emulate a completely
proactive protocol by setting the radii to equal the
network diameter. In a typical application, TAF
would maintain proactive zones only around a few
hot destinations.
The primary challenge in the design of a hybrid
protocol is how to determine the optimal trade-
off between the components of the hybrid. Ide-
ally, a hybrid protocol would achieve fine-grained
control over this tradeoff, incur low overhead for
adaptation and exploit information locality for
maximum efficiency.
TAF achieves these goals by enabling each node
to determine its own proactivity radius based on
local information. Specifically, the proactivity ra-
dius in TAF is a function of the amount of data
traffic destined to that node and the mobility rate.
This function is determined locally by each node,
and updates to the radius are disseminated through
its proactive zone by piggy-backing them on peri-
odic messages.
Changing the proactivity radius in TAF entails
little overhead. Expanding the radius from  to  is
done by broadcasting a control (CTL) packet that
advertises the new radius with a time-to-live field
of  . The proactive zone is maintained implicitly
by piggybacking the current value of the radius
onto the periodic packets exchanged by the proac-
tive protocol. Nodes receiving this packet partic-
ipate in the proactive protocol. Shrinking the ra-
dius from  to  is done by broadcasting a different
CTL packet with a time-to-live field of  , and new
radius field of  . In response, nodes in the proac-
tive zone at a distance greater than r terminate their
proactive activity for this destination. Note that
this scheme exhibits graceful degradation without
need for costly reliable multicast services or dis-
tributed consensus protocols. If the control packet
is lost in the network, the nodes within  hops can
maintain their participation in the proactive proto-
col, while nodes between  and  hops will time
out and drop out of the proactive zone.
This mechanism based on proactivity radius
provides a virtual ’slider’ by which TAF can effi-
ciently control the trade-off between the proactive
and the reactive routing protocol at fine granular-
ity. The choice of the precise setting for the proac-
tivity radius depends on the goals of the system.
By varying the radius selection strategy, a TAF
node can try to optimize for different network met-
rics. In the rest of this section, we describe how we
applied the general TAF framework to create three
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different hybrid protocols optimized for overhead,
latency and loss rate. In all three of these pro-
tocols, the radii are determined independently by
destinations based on a common analytical model
of the network. This model captures the inherent
trade-offs between overhead, latency and loss rate
and is used by TAF to determine the optimal set-
ting for the proactivity radius.
3.1 Model
In this section, we outline the analytical model
that forms the foundation of the TAF framework
and enables an informed tradeoff between proac-
tive and reactive routing protocols.
Proactive routing relies on periodic transmis-
sion of route updates. Consequently, the cost of
proactive routing at each node is independent of
the communication patterns in the network. Let
the notation 	
 represent the number of nodes
in proactive zone of radius  around node A. If
the network topology has a uniform density, there
would be approximately same number of nodes in
the proactive zone throughout. Let the proactive
routing protocol send periodic packets with a fre-
quency  at each node. Then the cost, in number
of packets, of setting a proactive zone of radius
 around A is 
 pkts/sec. A proactive rout-
ing protocol running for  seconds would incur an
overhead of the order 
 packets. This cost
is independent of the number of data sources with
A as the destination.
Reactive routing protocols incur an overhead at
the time of route discovery. The overhead for node
B to discover a route of length  can be estimated
to be  packets, where 	 is the number of
nodes at distance at most  from B. This over-
head is incurred by the broadcast of route request
packets. Most reactive protocols use optimizations
to restrict the route discovery to a few hops be-
yond the actual distance. In a static network, this
would be the only overhead for reactive protocol.
However, mobility in the network causes routes to
break, requiring extra overhead to discover alter-
native routes. Consequently, the overhead of a re-
active routing protocol depends on the number of
link failures in the network as well as the route
lengths.
Let the parameter  define the average lifetime
of a link in the network. If the link breaks occur
independently and the link lifetime follows an ex-
ponential distribution, the mean lifetime of a route
of length  hops is defined by  . In practice, link
failures do not occur independently, making this
quantity an approximation. In Section 5, we show
that this formula approximates the observed val-
ues of average route lifetime quite closely. Thus,
running the reactive routing protocol for  sec-
onds generates approximately 


route-breaks
for each route if  is the average number of hops
of the routes found in this time.
The total overhead faced by a reactive routing
protocol can be estimated to be ﬀ


ﬁ

, where
h is the average length of the route and   is the
average number of nodes at that distance from B.
This expression gives the cost for route discov-
ery and maintenance of a single route. If there
are ﬂ sources routing packets to the same desti-
nation, then the overall cost can be expressed as
ﬃﬂ 




. This can be compared to the cost
 !"!

 of maintaining the routes using a proac-
tive routing protocol.
The foregoing discussion provides the intuition
behind the commonly held belief that reactive
routing protocols have low overhead when mobil-
ity is low and connections are sparse, while proac-
tive routing protocols are more efficient when mo-
bility and rate of route reuse are high. For equal
values of  and  , the cost of reactive routing
increases with the number of sources as well as
the mobility rate. Thus, the fixed cost of proac-
tive routing can be amortized across the multiple
sources that are sending packets to the same des-
tination, enabling it to outperform reactive rout-
ing. Similarly, when the mobility in the network
increases, the average link lifetime  decreases
in proportion, forcing reactive routing protocols
incur higher aggregate costs for route discovery.
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Thus, the model enables TAF to quantify the trade-
off between different routing regimes in terms of
overhead.
A similar tradeoff exists for reliability. Proac-
tive protocols maintain routes constantly. Con-
sequently, they incur low loss rates as they can
quickly find alternative routes in response to link
failures. In contrast, reactive protocols detect
route breaks by attempting to send packets and
hence suffer from packet loss whenever routes are
broken. Since the frequency of route breaks is
given by


, the loss rate of a reactive routing pro-
tocol can be expressed as

#ﬁ$

, where % is the rate at
which packets are sent by the source. Thus, when
the mobility in the network is high, reactive pro-
tocols might suffer much higher packet loss com-
pared to proactive protocols. Other factors, such
as congestion, also affect the loss rates, but in a
mobile environment, the impact of link breaks of-
ten surpasses other factors.
While the model presented here provides a
quantifiable metric that can guide how to modify
the proactive radius, it is an approximation. The
values it computes may diverge from the actual
behavior of the deployed routing protocols. Op-
timizations such as expanding-ring search, route
caches, local route repair, multiple routes would
impact the actual cost observed in the network.
However, we show in the evaluation section that
the model captures the overheads of routing pro-
tocols with sufficient accuracy and leads to the
construction of adaptive hybrid protocols that
outperform purely proactive and reactive routing
regimes.
In the next section, we discuss the application of
this framework to the construction of specialized
routing protocols. Since each node makes inde-
pendent decisions, further discussions in the paper
only describe adaptation at a single node. How-
ever, these protocols apply equally well to multi-
ple nodes, as the adaptation does not require any
consensus or communication between participat-
ing nodes.
3.2 Minimizing Packet Overhead
Routing overhead is a critical consideration when
choosing routing protocols. In mobile environ-
ments, nodes are typically limited by battery
power. Routing algorithms that require exces-
sive communication will experience greatly di-
minished system longevity.
We propose a protocol for minimizing the per-
packet overhead of routing algorithms based on
the TAF framework. Called TAF-PO, this proto-
col performs a dynamic adaptation between fixed,
high cost proactive routing protocols versus the
varying costs of reactive protocols in order to min-
imize routing overhead. The cost of proactive
routing shows little variation with mobility and
traffic patterns, and instead depends mostly on the
number of nodes in the proactive zone. However,
the cost of reactive routing protocol varies with the
number of sources communicating with a given
destination, as well as the mobility in the network.
Depending on the instantaneous values of these
parameters, there is an opportunity for optimiza-
tion by choosing one routing regime over another.
The goal of the TAF-PO protocol is to dynam-
ically find the values for proactive radii that opti-
mize the total cost. Using the model introduced
in Section 3, the expression



 describes the
cost of reactive component for each source, where
 is the number of hops along the route that uses
reactive routing protocol to forward packets and 
is the mean lifetime of a link. By increasing the
proactive radius, we can reduce the value of  and
decrease the cost of the reactive component. The
cost of the proactive component is given by the ex-
pression &' 
 , where  
 is the number of nodes
in the proactive zone. By keeping track of the val-
ues of  ,  ,   ,  
 , the destination can predict
whether an increase or decrease in the proactivity
radius would lead to an improvement in routing
overhead.
Keeping track of the metrics required for TAF-
PO is straightforward. The value of  , route
length, can be obtained from the time to live (TTL)
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value in the IP header of the data packet. The value
of  , mean link lifetime, is tracked at each node
within the proactive zone by measuring the aver-
age lifetime of each of the links. Each node ap-
pends the measured value of  and the number of
its upstream nodes to the periodic beacon packet
it uses to send updates. This information is aggre-
gated by the proactive nodes and the cumulative
results are passed on to the destination. Thus the
destination can obtain the values of  ,  , and  

for nodes and links in its proactive zone. It then
approximates the value for   based on the value
of  
 assuming that the node density is approxi-
mately the same around both regions. Estimation
of  
 poses a restriction that the proactive radius
under TAF must be greater than or equal to one,
but the impact of this restriction on the overall cost
of TAF-PO is small and conservative.
Under TAF-PO, the destination estimates the
cost benefits of increasing or decreasing the cur-
rent radius based on the measured parameters and
the analytical model. It then decides to increment
or decrement the radius if the estimated benefit is
beyond a threshold. We pick a threshold of (*) +
for expanding the proactive zone and a threshold
of ()-, for shrinking it. We picked these numbers
based on a set of simulations performed for differ-
ent values of thresholds. A more rigorous estab-
lishment of the threshold values is being explored.
A higher threshold is used for decrementing the
radius because a decrease in radius could invoke
link breaks and hence increase the overhead of the
reactive component.
3.3 Target Loss Rate
Loss rate is a critical parameter for a network-
layer routing protocol. Higher layer protocols
such as TCP are quite sensitive to the loss in the
underlying layers. A routing protocol that results
in a high loss rate will experience greatly dimin-
ished TCP throughput [4].
We used the TAF framework to construct a pro-
tocol, named TAF-TLR, for achieving a target loss
rate. The core operation of the protocol is to adjust
the proactive zone in response to perceived loss
at the destination such that the protocol does not
experience loss greater than the targeted rate. A
secondary goal of this protocol is to achieve the
targeted loss rate with the lowest possible routing
cost. Clearly, in the absence of such a restric-
tion, expanding the proactive radii to encompass
the network would trivially propagate routes to all
nodes. However, this approach is suboptimal due
to the excessive packet overhead and consequent
power consumption it would require. TAF-TLR
uses the TAF framework to pick the minimal suf-
ficient proactive radii to guarantee a targeted loss
rate without incurring excessive overhead.
TAF-TLR uses the perceived loss at each node
as the primary driving metric for adaptation. In
essence, high perceived loss will drive the proto-
col to expand a proactive zone, while low loss rates
will enable it to shrink the zone size. There are
many direct and indirect techniques for measuring
the loss rate at a node. For instance, it is often triv-
ial to extract this information from TCP sequence
numbers without any extra space or time overhead.
For simplicity, and in order to support any pro-
tocol on top of IP, we follow a more straightfor-
ward and conservative approach for measuring the
loss rate that requires slightly more space in each
packet. TAF-TLR attaches an IP option header
to each packet with the number of packets gener-
ated in the last few seconds. The destination node
records the number of packets it received in an in-
terval of the same length and uses the ratio to esti-
mate the current loss rate for the routing protocol.
While a production implementation would use im-
plicit data collection from higher layer protocols;
we note that the scheme represented here is gen-
eral and biases TAF-TLR performance towards the
conservative side.
Once a perceived loss rate metric is calculated,
TAF-TLR manipulates the proactivity radius to
achieve the target loss rate without excessive over-
head. TAF-TLR operates in epochs, each of which
consists of a measurement phase followed by an
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adjustment to the radius of proactivity. If the ex-
ponentially decaying average of loss rates mea-
sured in the last measurement phases is higher
than the target rate, TAF-TLR increments the ra-
dius of proactivity by one. If the perceived loss
rate is well below the target loss rate, the radius of
proactivity is lowered to reduce excessive routing
overhead. TAF-TLR thus hunts for the appropriate
zone radius setting in a similar manner to the TCP
congestion control mechanism[5].
3.4 Latency Optimization
The third protocol we constructed based on the
TAF framework is TAF-LO, a hybrid protocol for
minimizing network latencies while reducing rout-
ing overhead. Reactive routing protocols may en-
tail long perceived latencies, on the order of sev-
eral seconds, since they perform costly route dis-
covery operations on-demand. This route discov-
ery operation is repeated from scratch whenever
broken routes are detected. Thus the latency of re-
active routing protocols increase with greater mo-
bility in the network. In contrast, the latency of
proactive routing protocol typically depends only
on the distance between the source and the desti-
nation. Recovery from lost packets by transmit-
ting through an alternate route might increase the
overhead slightly when the network is highly mo-
bile. These differences between proactive and re-
active routing protocols make it possible to devise
a TAF-based adaptation for finding a combination
to miniimize latency versus packet overhead.
TAF-LO manipulates the proactivity radii in or-
der to achieve low latency with minimal routing
overhead. Like TAF-TLR, TAF-LO requires a
metric that captures the observed latency. Again,
such measurements may be performed implicitly
from information embodied in the transport layer
protocols. However, we pick a simple approach
and measure it directly from data embedded in
packets. This implementation decision is separa-
ble from the rest of the protocol. TAF-LO attaches
a packet origination time into each packet in an
IP option header. The latency is then estimated
at the destination. Since we are interested only in
the increase and decrease in latencies rather than
the actual values, the sender and receiver need not
be synchronized and their clocks may be skewed
by any arbitrary amount. We do, however, assume
that the clock drift between sender and receiver is
negligible compared to the round trip time.
TAF-LO operates in a manner analogous to
TAF-TLR, but with latency as the metric for op-
timization. In each epoch, the destination incre-
ments its proactivity radius by one. In the next
epoch, it observes any changes in the latency and
continues to increase the radius if the latency de-
creases beyond a threshold factor. If the latency
increases beyond a certain threshold, the desti-
nation shrinks the proactive zone, but waits for
two epochs before incrementing the radius again.
This exponential backoff stabilizes the sizes of
proactive zones and avoids frequent changes as the
TAF-LO protocol searches near the optimal value.
In our implementation, we use a threshold of 1.2
for increments, and 1.5 for decrements.
4 Implementation
In this subsection, we describe the details of the
adaptive routing protocols we built based on the
TAF framework.
TAF uses TORA and AODV as off-the-
shelf components of the hybridization frame-
work. TORA, Temporally Ordered Routing Algo-
rithm [10], is the proactive routing component in
TAF. TORA operates by maintaining a destination
rooted directed acyclic graph independently for
each destination node. The DAG is defined by a
five-tuple height computed for each node. TORA
performs routing by forwarding packets from high
nodes to lower nodes that are closer to the ultimate
destination. This height-based approach enables
TORA to have many alternative paths and thus
avoid excessive communication, as update mes-
sages need only be sent when a broken link is the
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last down stream edge to a destination. For the re-
active routing component in TAF, we use AODV,
Ad-hoc On-demand Distance Vector routing pro-
tocol [13]. An accompanying internet draft [12]
describes the detailed operation of AODV and how
to set its timeouts and parameters.
TAF adapts between these two routing regimes
by adjusting the proactivity radius as described in
the previous section. Since we need to restrict the
proactivity to a small zone around the destination,
we alter TORA to bound its range of operation.
Specifically, TAF adds a new component to the
height tuple denoting the distance from a given
destination. Only nodes with a distance value
less than or equal to the proactivity radius partic-
ipate in TORA. Participation requires sending pe-
riodic beacons with the height of the originating
node. TAF uses these periodic packets to detect
link breaks. We assume that a link is broken when
two consecutive periodic beacons are missed.
Whenever the last downstream link of a node is
broken, TORA sets the height of that node higher
than all its neighbors using a virtual clock to iden-
tify time of occurrence of the link break. Since
this operation changes the distance of that node
from the destination, we make the node guess
its distance to be 1 hop more than the neighbor
with smallest distance. This modification restricts
the proactivity to continuously remain within the
zone. In order to prevent a drift over time,
the destination broadcasts a control (CTL) packet
within the proactive zone periodically that resets
the height of all the nodes.
The CTL packets are also used to assert the cur-
rent radius of proactivity at the end of each epoch.
Each CTL packet carries a sequence number and
the value of the new radius. Nodes receiving CTL
packets for the first time join the proactive proto-
col based on their distance. This enables TAF to
effect an increase in the zone radius with overhead
proportional to the number of nodes being added
to the zone. TAF uses a similarly low-overhead
mechanism to shrink the proactive zone. When
the radius is decreased, the nodes at the edge of
the new proactive zone send update packets to the
nodes no longer in the current zone. We rely on
timeouts to obviate the need for reliable broad-
casts. If these update packets are dropped for
any reason, the nodes no longer in the new zone
would detect link breaks as other members of the
zone stop beaconing to them, and naturally prune
themselves out of the proactive zone. Overall, this
notification mechanism enables TAF to efficiently
manage the zone sizes without need for a reliable
multicast protocol.
Nodes use TORA to reach the destination if they
reside within its proactive zone. Otherwise, they
employ AODV to discover routes. If a cached
route is not available, AODV initiates a traditional
route request. Whenever an intermediate node in
the proactive zone for that destination receives a
route request, it replies back to the source without
further propagating the route requests. In case of
link breaks, TORA transparently calculates alter-
native routes based on node heights. If no down-
stream node can be found, TORA drops packets.
Whenever a TORA node drops packets, it sends
an AODV route error back to the source.
These low-overhead mechanisms for integrat-
ing AODV and TORA provide a natural, seamless
boundary between the two protocols. In the next
section, we evaluate their effectiveness and effi-
ciency.
5 Evaluation
We performed dynamic adaptation between reac-
tive and proactive routing protocols in a simula-
tion environment. We chose the three standard
parameters to measure performance routing pro-
tocols, routing cost, loss rate and latency as the
criteria for adaptation. In this section, we present
the results observed while adapting based on these
parameters.
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5.1 Simulation Setup
We evaluate the three specialized protocols based
on TAF using GloMoSim [16], a scalable packet-
level simulator.
As described in the previous section, we sim-
ulated a routing protocol that uses AODV as the
reactive routing protocol and TORA as the proac-
tive routing protocol. The operation of AODV
was implemented based on the internet draft [12].
Recently introduced optimizations such as gratu-
itous RREP and local error recovery were not in-
cluded in this simulation. We implemented TORA
as described in the internet draft [2] and made the
changes outlined in the previous section.
There are numerous protocol settings to which
the TAF framework is agnostic. We nevertheless
cite them for repeatability. The TORA periodic
packet interval was set to one second while the
CTL packet interval was set to five seconds. The
bandwidth of the physical channel was set to be
2 Mbps. The radio-layer employs a two-ray path
propagation model to simulate signal propagation.
The nominal transmission range of this model was
220m corresponding to the WaveLan radio hard-
ware. We used IEEE 802.11 as the MAC proto-
col. Since IEEE 802.11 guarantees reliable unicast
and notifies packet loss AODV neighbor discovery
mechanism is not employed to detect link breaks.
The topology in our simulations consisted of
160 nodes distributed randomly using a uniform
distribution in a square field of area (ﬁ.0/*/"1	(0.0/*/ .
Each simulation was run for duration of 360 sim-
ulated seconds. The mobility in the environment
was simulated using a random-waypoint mobility
model. According to this model, each node ran-
domly chooses a point in the field and moves to-
wards it at a randomly chosen velocity. The node
pauses for a specified period at the destination be-
fore continuing the same pattern of motion. In our
simulations, velocities range randomly between 0
m/s and 20 m/s, and wait times are 60 seconds. We
change the mobility rate by varying the number of
mobile nodes in the network. A mobility fraction
of 0 corresponds to all stationary nodes while a
mobility fraction of 1 corresponds to all nodes in
motion.
A constant bit rate (CBR) generator drives the
data traffic in our simulation. In each simulation
trial, 20 nodes attempt to send packets at a rate
of two packets per second to a single destination.
The sources and the destination were chosen ran-
domly. Packet sizes were set to 512 bytes. The
sources start transmitting from a time randomly
chosen between 50 seconds and 100 seconds of
the simulation, and terminate data transmission af-
ter 250 seconds, sending 500 packets. We repeated
each simulation 5 times changing the value of the
random seed. The results presented here are the
averages of these 5 trials.
5.2 Results
In the next few sections, we examine TAF-PO,
TAF-TLR, and TAF-LO, a family of TAF-based
protocols for minimizing packet overhead, opti-
mizing for a targeted loss rate, and reducing rout-
ing latency, respectively. We compare these pro-
tocols to purely reactive AODV and purely proac-
tive TORA, changing the experimental conditions
over a wide range that enables both types of rout-
ing regimes to excel. We show that the TAF-based
hybrid protocols outperform fixed, that is, purely
proactive or reactive, routing algorithms. That is,
TAF-based hybrid algorithms perform as well as
or better than the best of the proactive and reactive
routing protocols. The reason for this is that TAF-
based protocols adapt quickly and with low over-
head to locate the sweet spot that represents the
good tradeoff between the two routing regimes.
We present detailed measurements to provide
the intuition behind these results and demonstrate
the case for hybrid routing. We show that the opti-
mal routing strategy often lies somewhere between
purely reactive and purely proactive routing pro-
tocols. We demonstrate that TAF-based protocols
can operate in this realm between the two regimes.
We finally show that the model and approxima-
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tions employed by the TAF framework are suffi-
ciently accurate and effective.
5.3 Minimizing Packet Overhead
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Figure 1: Cost Adaptation: Average Routing
Overhead
Figure 1 shows the routing cost of AODV,
TORA and TAF-PO, our protocol for minimiz-
ing packet routing overhead. The graph shows
how much extra overhead the routing protocols ex-
tracted from the network on top of the data traffic
by plotting the ratio of the total number of con-
trol packets to the total number of data packets. A
high ratio indicates that the routing protocol ex-
tracted a large toll, wasting bandwidth and power,
introducing delay, and possibly leading to conges-
tion. As expected, the TORA overhead is indepen-
dent of the mobility rate, whereas the overhead of
AODV increases with increasing mobility and the
concomitant reduction in link lifetimes. Our adap-
tive protocol achieves a lower overhead than both
of the pure routing protocols. At very low mo-
bility the hybrid approach shows a slightly higher
overhead than AODV because of the restriction to
maintain a proactive radius of at least one.
Figure 2 provides the intuition behind why our
hybrid approach outperforms the proactive and re-
active routing algorithms. It plots the per-packet
overhead of different routing protocols as a func-
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Figure 2: Static Analysis: Average Routing Over-
head
tion of the size of the proactive zone. It ex-
amines six scenarios in which varying fractions
of nodes are mobile, where the 1.0 line corre-
sponds to the case where all the nodes are in mo-
tion. The right hand side of the graph corre-
sponds to a purely proactive algorithm (TORA),
and shows that its per-packet overhead is high,
but also largely independent of the mobility rate.
The left hand side corresponds to a purely reac-
tive algorithm (AODV), and shows that the pro-
tocol overhead increases with the amount of mo-
bility in the system. The intermediate nodes rep-
resent cases where the proactivity radius is stati-
cally set to the value shown on the x-axis. This
graph clearly demonstrates that no single point on
the graph accommodates a wide range of mobil-
ity rates. There is no silver bullet; a dynamically
adaptive algorithm is necessary to find the optimal
tradeoff. It is TAF’s temporal adaptation mecha-
nism that allows it to shift the protocol to the ap-
propriate location on the x-axis and realize reduc-
tions in packet overhead.
5.4 Achieving a Target Loss Rate
We next examine TAF-TLR, our hybrid protocol
for achieving a targeted loss rate with the low-
est possible overhead. Figure 3 examines the loss
rate characteristics of TORA, AODV and TAF-
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TLR as a function of mobility. In this graph, the
targeted loss rate is 5 2 . As expected, the loss
rate of AODV increases significantly with mobil-
ity. TORA, on the other hand, can achieve a loss
rate that does not vary much with the amount of
mobility in the network, but this reliability comes
at the expense of over-communication. TORA
propagates routes constantly and throughout the
entire network, and devotes extra bandwidth and
power to route maintenance. TAF-TLR, on the
other hand, uses just as much proactive routing as
is necessary to achieve the target loss rate. This
graph shows that TAF-TLR achieves the targeted
loss rate. Even in the presence of very high mo-
bility, the adaptive protocol achieves a maximum
loss rate of 4.89 2 .
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Figure 3: Loss Adaptation: Average Loss Rate
Figure 4 provides the intuition behind TAF-
TLR’s operation. The graph plots observed loss
rate as a function of the proactivity radius and con-
firms our earlier observation that the loss rate de-
creases as the amount of proactivity in the network
is increased. It also shows that the loss rate of
AODV (radius 0) increases with mobility. The
loss rate for TORA (radius 9) is quite low, and
the curves illustrate the operation of TAF-TLR. In
essence, TAF-TLR operates by sliding the hybrid
protocol sufficiently right to achieve the targeted
loss rate, but not too far right to avoid the exces-
sive overhead required by TORA.
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Figure 5: Loss Adaptation: Average Routing
Overhead
The hidden benefits of TAF-TLR are shown in
Figure 5, which plots the routing overhead as a
function of mobility. While TORA achieves low
loss rates, it expends excessive energy propagat-
ing unnecessary updates throughout the network
when mobility rates are low. AODV entails mini-
mal overhead in such static networks due to its on-
demand operation. Again, the TAF-based protocol
outperforms both AODV and TORA while achiev-
ing a given loss rate. This graph demonstrates
two related facts. First, no single, static parame-
ter setting is suitable for all scenarios. A beacon-
ing period suited for high mobility rates extracts
too much energy in static networks. Long bea-
coning intervals reduce overhead but increase loss
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rate. Second, the TAF framework enables adaptive
protocols that can achieve the target loss rate with
minimal routing overhead.
5.5 Optimizing Latency
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Figure 6: Latency Adaptation: Average Latency
Finally, we examine the latencies of AODV,
TORA and TAF-LO. Figure 6 shows how the av-
erage latencies observed by these protocols vary
with mobility. As expected, AODV latency in-
creases significantly with mobility. The latency
of TORA also shows an increase at high mobil-
ity as it tries to use alternate routes when a packet
drop is reported. TAF-LO achieves performance
that is comparable to a purely proactive protocol,
showing significant advantages over AODV. In ad-
dition, TAF-LO requires a fraction of the overhead
that TORA entails.
Figure 7 shows the variation of latency in static
simulations with no adaptation. The latency can
be seen to drop as the radius of proactivity is in-
creased. At lowers speeds, there is no significant
change in the latency with increase in radius. At
higher speeds there is a small increase in latency
when the radius of proactivity is very high. We
found that this increase is due to repeated attempts
by TORA to find alternate routes as the MAC layer
reports packet-loss events. This graph suggests
that an adaptive protocol would ideally like to be
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located at a radius in between the minimum and
maximum.
5.6 Analysis
We have shown that adaptive protocols based
on the TAF framework can achieve good perfor-
mance. These adaptive protocols are driven by the
model presented in section 3. Hence, it is impor-
tant to see how well the model is able to match the
observed values in the simulations.
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Figure 8 shows the variation of average link life-
time observed in the simulations. Figure 9 shows
average number of route discoveries performed by
AODV. It also shows the expected number of route
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discoveries computed from the observed values of
 , average link lifetime. The figure shows that the
expected values matches quite closely with the ac-
tual observed values except in the case of no mo-
bility. This is because  values of 3*4/*'5ﬁ687ﬁ9;:< is
used instead of = .
Figure 10 shows the routing overhead of the
cost adaptive routing protocol along with the min-
imum values observed from the simulations with
static values of proactive radius. The adaptive pro-
tocol closely follows the pattern of the static val-
ues even performing better since it is able to dy-
namically adapt and hence find a lower minimum.
This graph illustrates that performing cost adap-
tation based on the analytical model is quite effi-
cient.
6 Future Work
In this paper, we treat the adaptation for differ-
ent destinations independent of each other and do
not take advantage of commonality in the network.
In the presence of multiple destinations, the over-
head of maintaining proactive zones can be shared
wherever the zones overlap. Consequently, we
could achieve further minimization of the routing
overhead by coalescing packets. Further, the pe-
riodicity of the proactive protocol could itself be
adapted based on the mobility in the network. This
could further lower the cost of proactive routing
protocols and facilitate greater optimization. The
TAF framework provides a foundation for study-
ing such optimizations and adaptation strategies.
7 Conclusions
In this paper, we presented a framework for dy-
namic adaptation between proactive and reactive
protocols. Our quantitative measurements show
that there are many combinations of mobility and
traffic patterns where the optimal routing strat-
egy lies between purely proactive and purely re-
active protocols. Our framework enables the con-
struction of routing algorithms that can operate
between these two extremes. Our framework is
general, effective and efficient. It enables differ-
ent nodes on the same network to vary the combi-
nation of proactive and reactive routing protocols
according to entirely different metrics of their own
choice. We outlined the design of three specialized
protocols based on this framework and evaluated
their performance. In all cases, adaptive protocols
based on the TAF framework are as good as or bet-
ter than pure routing protocols. Overall, there is a
large spectrum of design points between proactive
and reactive protocols. The TAF framework en-
ables fine grain exploration of the full spectrum.
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