It is well known that a polynomial φ(X) ∈ Z[X] of given degree d factors into at most d factors in F p for any prime p. We prove in this paper the existence of infinitely many primes q so that the given polynomial φ(X) splits into exactly d linear factors in F q by using only elementary results in field theory and some elementary number theory by proving that φ splits in F q iff P has a root in F q for all sufficiently large primes q, where P ∈ Z[X] is any polynomial such that P has a root β ∈ C for which Q(β) is the splitting field of φ over Q. Furthermore, we prove that any such P splits in F r iff it has a root in F r , for all sufficiently large primes r. Existence of infinitely many such P for any given φ is also proven.
Introduction
In this paper, we will prove a generalization of Schur's Theorem in Number Theory by showing the existence of infinitely many primes q for a given polynomial φ(X) ∈ Z[X], so that φ splits in F q by using a modest amount of field theory and elementary number theory, another elementary proof of this statement can be found in [1] a and another proof can also be found in [2] b . Further, we will prove a converse of this theorem, the converse theorem's statement will put a necessary and sufficient condition on these primes q (a characterization of sorts). The statement of the converse will be clear after one has read the proof of the generalization. The theory of minimal polynomials of algebraic numbers over Q has been extensively used in proving both, the generalization and the converse theorems. The discussion on the theory of minimal polynomials in [3] c should be sufficient in order to understand the applications made in this paper.
2 Notations Notation 1. K(S) is the field or ring generated by elements of the set S over the field or ring K.
Notation 2. A polynomial H(X) is said to be a factor of another polynomial L(X) over a polynomial ring T[X] for some field/ring T iff ∃J(X) ∈ T[X] such that H(X) · J(X) = L(X).

Notation 3. Given ordered m-tuples A = (a i
Notation 4. Multiplicity of an element τ ∈ F with respect to a non zero polynomial V (X) ∈ F[X] is defined as a non negative integer m(τ ) so that (X −τ ) m(τ ) is a factor of V (X) and (X −τ ) m(τ )+1 is not a factor of V (X) over F[X] .
Preliminary Results
Results proven or stated below will be used in proving the aforementioned theorems.
Theorem. Primitive Element Theorem : Any finitely generated algebraic extension of Q is simple. That is, given any α 1 ,α 2 ,. . . ,α k ; α i is an algebraic number ∀i such that 1 ≤ i ≤ k, ∃ β so that β is algebraic over Q and Q(α 1 , α 2 , . . . , α k ) = Q(β) b The proof rests on the known connection between the densities of certain classes of prime divisors and the structure of the Galois group of φ(X) over the rationals considered as a permutation group.
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Proof. If we show that Q(ω 1 , ω 2 ) = Q(θ) whenever ω 1 ,ω 2 are algebraic numbers, for some θ, then done (trivial induction works). Let k and l be minimal polynomial of ω 1 and ω 2 over Q respectively. It is known that both these polynomials are having distinct roots.
(Q is a perfect field). Let {γ i | 1 ≤ i ≤ r} and {δ j | 1 ≤ j ≤ s} be roots of k and l respectively with ω 1 = γ 1 and ω 2 = δ 1 . As Q is infinite and roots of k and l are distinct, we can choose λ ∈ Q so that:
So, ψ and l have exactly one common root, which is δ 1 . Both these polynomials have coefficients in L. So, their gcd must be in L[X]. The gcd is (X − δ 1 ) as gcd must be monic and the only common root is
From this we now have that Q(ω 1 , ω 2 ) = Q(θ) and hence, done. The author found the proof given above in [?] d Lemma 1. Given polynomials R(X) and S(X) with integral coefficients and no common complex root, then ∃λ(R, S) ∈ N so that gcd(R(t), S(t)) | λ ∀ t ∈ Z.
Proof. As R(X), S(X) ∈ Q[X], with no common root, we get that ∃ A(X), B(X) ∈ Q[X] such that R(X).A(X) + S(X).B(X) = 1. As A, B have rational coefficients, ∃ λ ∈ N so that λ.A and λ.B both have integral coefficients. Let A 1 (X) = λ.A(X) and B 1 (X) = λ.B(X).
Theorem. Schur's Theorem : Given any non-constant polynomial P(X) ∈ Z[X], then P has infinitely many prime divisors. That is, if S = {p | p | P (m), for some m ∈ Z ,P (m) = 0, p is prime} then S has infinitely many elements.
We now prove the theorem by contradiction, suppose S is finite. Let
P (X) − P (M) has infinitely many roots. Hence, P (X) = P (M) or −P (M). But this is not true as P is nonconstant. Thus, we have proved Schur's theorem.
A detailed discussion on Schur's Theorem can be found in [3] . We now state Gauss's lemma without proof. A proof can be found in [4] . e Gauss's Lemma. The product of two primitive polynomials is primitive. (A polynomial is primitive if it has integral coefficients and the gcd of the coefficients is 1)
Proof. Let ζ(X) = 1 q T 1 (X) so that T 1 (X) has integral coefficients and q ∈ N. Let m be the content of T 1 (X), content is defined as T 1 has integral coefficients. So, ζ(X) = m q T (X) for some primitive polynomial T ; m, q ∈ N. Hence, taking α = m q works.
s for some rational number λ and some primitive polynomial g(X).
for some rational l and a primitive polynomial t(x), then l ∈ Z.
Proof. If l / ∈ Z, then s(X) = e f t(X) where f ∈ N, f > 1 and gcd(e, f ) = 1. It is easy to see that if this is the case, then f | h where h is the content of t, but this contradicts that t is primitive. Hence, we get the desired the contradiction.
Main results
We will first prove the following theorem which can be viewed as a generalization of Schur's Theorem. We will then prove another theorem that would be a converse of the generalization. Theorem 1. Given any non-constant polynomial φ(X) with integral coefficients, then there are infinitely many primes p so that φ(X) splits in F p .
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Proof. Let U = {α | α ∈ C, φ(α) = 0}, m(α) be the multiplicity of α with respect to φ(X) ∀α ∈ U. | U | is obviously finite and thus, by Primitive Element Theorem, we have that Q(U) = Q(β) for some β ∈ C, algebraic over Q. So, ∃ g α (X) ∈ Q[X], so that g α (β) = α ∀α ∈ U. Let ζ(X) be the minimal polynomial of β over Q. By claim 1, we get ζ(X) = λ. P (X) for some primitive polynomial P and some λ ∈ Q (It is easy to see that λ = 0 and if R(β) = 0 for some
. Also, (t α − t δ ) and P have no common root ∀ α, δ ∈ U with α = δ. So, by lemma 1,
. Thus, ∀ primes y so that y > t, if y γ | kψ(t α (n)) for some n∈ Z, γ ∈ N; we have y γ | φ(N * y t α (n)) where N * y is the inverse of N modulo y. By Schur's Theorem, ∃ infinitely many primes p so that p > t, for which ∃X p ∈ Z such that p | P (X p ), P (X p ) = 0. Let q be any such prime, we have q
. Thus, multiplicity of N * q t α (X q ) is at least m(α) ∀ α ∈ U (with respect to φ in F q [X]). Thus, we have that φ has at least α∈U m(α) = d roots in F q (counting multiplicity, by summing multiplicities of N * q t α (X q ) over all α ∈ U). But, φ can have at most d roots in F q as φ = 0 (mod q) by our choice of q (q > c where c is the leading coefficient of φ). So, φ splits in F q into exactly d linear factors for any such prime q. The infinitude of such primes q was proven previously and hence, done.
We will now prove a converse of the Generalized Schur's Theorem, we will inspect the primes for which φ(X) splits in their field of residues. One can notice in the previous theorem's proof, that all the primes (sufficiently large) for which P (X) has at least one root in their field of residues, are working. Theorem states that these are the only primes that work.
But prior to that, we need another lemma.
, is primitive; g 1 (X) ∈ Z[X] is another polynomial so that there is a nonzero integer θ such that Ω is a root of g 1 (X) iff Ω/θ is root of g(X) ∀ Ω ∈ C (Ω and Ω θ also have the same multiplicity with respect to g 1 (X) and g(X) respectively). If g(X) splits over F q for some prime q(> θ), then g 1 (X) also splits over F q .
Proof. Let g(X) ≡ m.(X − β 1 )...(X − β n ) (mod q). We have that g 1 (X) = sg(X/θ) for some s ∈ Q, by lemma 2, it is easy to see that s
where θ * is inverse of θ modulo q. Thus, g 1 also splits over F q .
We will now prove the promised converse.
Theorem 2. The primes p (sufficiently large) for which φ splits in F p , satisfy P (z) ≡ 0 (mod p) for some integer z (following the same definitions as done for Theorem 1).
Proof. We know from our proof of Primitive Element Theorem that β = α∈U λ α .α for some λ α ∈ Q, α ∈ U. As U is finite, ∃ T ∈ N so that T.β = α∈U γ α .α for some γ α ∈ Z ∀ α ∈ U. Let l α ∈ N be the smallest positive integer so that l α .α is an algebraic integer. Let l = α∈U l α . So, β(l.T ) = α∈U γ α .α * Let S α be the set of roots of the minimal polynomial of α * ∀ α ∈ U. Let S * α be a set of complex indeterminates (i.e. are elements of C) {X α 1 , ..., X αn α } where n α = | S α | ∀ α ∈ U. Consider the polynomial λ(X) = X αi ∈S * α ,α∈U (X − α∈U γ α .X αi ). λ(X) is a symmetric polynomial function with integral coefficients on elements of S * α ∀ α ∈ U. Thus, it is a polynomial function with integral coefficients on elements of T * α and {X}, where T * α is the ordered tuple of elementary symmetric functions of the elements of S * α (starting from the sum of the elements through the product) ∀ α ∈ U (That is, T * α = (a nα−1 , ..., a 0 ) where
is the ring generated by elements of T * α , α ∈ U). Let λ(X) = f (X, ∪ α∈U T * α ), it is easy to see that f is a well-defined polynomial function with integer coefficients by our discussion above and ordered property of T * α . Let φ α (X) be the minimal polynomial of α * ∀ α ∈ U (It can be seen that δ is a root of φ α (X) if f δ/k is a conjugate of α or α itself). It is easy to see that φ α (X) is monic and also has integral coefficients (α * is an algebraic integer ∀ α ∈ U). As, φ splits in F p , we have φ α (X) also splits in F p ∀ α ∈ U (If W α (X) is the minimal polynomial of α, then φ(X) = V α (X).E(X) for some E(X) ∈ Z[X] where V α (X) = W α (X).∆, for some ∆ ∈ Q, such that V α (X) is a primitive polynomial and if φ splits in F p , then so does V α and now by lemma 3, applying it to V α and φ α with θ = k, we have the above said conclusion).
We thus have T α ≡ T α * (mod p) ∀ α ∈ U, where T α is the ordered tuple of elementary symmetric functions of the conjugates of α * (including α * )(starting from the sum through the product as was done for T * α ), T α * is defined similarly for the elements of U α ∀ α ∈ U. Substituting elements of S α in place of elements of S * α in the polynomial expression for λ(X) ∀ α ∈ U(we can do this as both these sets have same number of elements, we also need not bother about order in which we substitute the elements, as λ is symmetric on the elements of the set S * α ).
Let the polynomial obtained after the substitution be λ U (X). Now
is the polynomial obtained after substitution of corresponding elements of T α * in place of T * α , in the polynomial f(X,∪ α∈U T * α ) ∀α ∈ U). Now, (l.T )β is a root of λ U (X) as (l.T )β = α∈U γ α .α * and α * ∈ S α . So, P(
) is the minimal polynomial of (β.l.T ), multiplied with a suitable non-zero integer, h is degree of P(X)).
If we show that f (X, ∪ α∈U T α * ) splits in F p , then for p > max{l, T, w}, we have that P(X.(l.T ) * ) also splits in F p where (l.T ) * is inverse of (l.T ) in F p . Hence, P(X) also splits in F p . So, enough to show that f (X, ∪ α∈U T α * ) splits over F p . But this is easy to see, f (X, ∪ α∈U T α * ) = α i ∈Uα,α∈U (X − α∈U γ α .α i ). Thus, P (
h splits in F p and as p > max{l, T }, we have that P (X) splits in F p and thus, ∃ z ∈ Z such that P (z) ≡ 0 (mod p).
Using the above proofs and theorems, we can derive the results given below. One should notice that we primarily used the existence of β so that Q(β) = Q(U), this is used again to derive Result 2, proving it using the theorems proven above is a trivial exercise and is left due to its simplicity.
Results
Result 1. Thus, we can conclude from the previous theorems that a polynomial φ(X) splits in F p iff P (X) ≡ 0 (mod p) has a solution z ∈ Z. P (X) being defined as above (provided p is sufficiently large).
Result 2. It is also evident from the proof of the converse theorem above, that if P (X) is irreducible over Q[X], P (X) ∈ Z[X], P has a root β ∈ C such that ∃ U = {α i | 1 ≤ i ≤ d} ⊂ C so that 1≤i≤d (X−α i ) ∈ Q[X] and Q(β) = Q(U), then given any sufficiently large prime p, P (z) ≡ 0 (mod p) has a solution iff P (X) splits over F p .
It is also easy to notice from our proof of the Primitive Element Theorem, that given any φ(X) ∈ Z[X], there are infinitely many β ∈ C so that Q(β) = Q(U) (Q(µ) = Q(U) ∀ µ ∈ C so that µ = 1≤i≤|U | λ i ·α i and λ i ≥ N ∀1 ≤ i ≤ |U| where N ∈ N is chosen such that N > α i −α j αm−α k ∀1 ≤ i, j, m, k ≤ |U| where i, j, m, k are mutually distinct and U = {α t | 1 ≤ t ≤ |U|}.) Hence, the set S U = {β | β ∈ C, Q(β) = Q(U)} is infinite. Thus, set of minimal polynomials of elements of S U is also infinite(every nonzero polynomial has finitely many roots).
