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Abstract 
Keyword spotting refers to the detection of a limited number of given keywords in speech utterances. In this paper, first we review one of the 
large margin based keyword spotting approach that uses a discriminative method for training the keyword spotter. Then, we evaluate the 
robustness of this approach in different noisy conditions. In addition; we compare the performance of this method with an HMM-based 
keyword spotter -which uses a generative training method- in the same noisy conditions. The experimental results show that the large-margin 
based keyword spotter is more robust than HMM-based system in noisy environments. 
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1. Introduction 
Keyword spotting refers to the detection of all occurrences of any given word in a speech utterance. Keyword spotting 
techniques can be divided into two main groups: generative and discriminative approaches. Generative or model based 
approaches learn a model of joint probability, p(x,y), of input signal  x and label keyword  y, and make their predictions by Bayes 
rules to calculate p(y|x) and then picking the most likely label y. The objective of discriminative approaches is to maximize the 
detection probability of target phoneme sequence based on features extracted from signal frames. They exploit a score called 
keyword spotter function for discriminating keywords from non keywords. During learning phase the parameters of keyword 
spotter function are adjusted to maximize the probability of keyword detection under a constant false alarm probability [5]. 
Generative or model based approaches for keyword spotting are mostly based on Hidden Markov Model (HMM). They are 
divided into three main groups that is whole-word modeling [1], phonetic-based approaches [2] and Large Vocabulary 
Continuous Speech Recognition (LVCSR) based approaches [3]. 
In whole-word modeling approach an HMM model is trained for each keyword and a garbage model (if is considered) is 
trained for non-keyword parts of the speech signal. In order to estimate the parameters of keyword models reliably, several 
recorded occurrences are required for training such models. Unfortunately, in most applications, such data are rarely provided for 
training, which yields the introduction of phonetic-based keyword spotters.  
In phonetic-based approaches, both the keyword model and the garbage model are built from phonemes (or triphones) sub-
models. Basically, the keyword model is a left-right HMM, resulting from the concatenation of the sub-models corresponding to 
the keyword phoneme sequences. The garbage model is an ergodic HMM, which fully connects all phonetic sub-models. Since 
this approach does not require several recorded occurrences of keywords, it solves the main limitation of the whole word 
modeling approach. However, the phonetic-based HMM has another drawback. In fact, the garbage model can intrinsically 
model any phoneme sequence, including the keyword itself, so it is possible to detect a keyword as garbage [2, 4].  
The third class of HMM based keyword spotting is defined based on LVCSR approaches. It is shown that use of additional 
linguistic constraints improves the keyword spotting performance. This approach has two important drawbacks. Firstly, a large 
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amount of labeled data is required to train LVCSR based keyword spotter. Secondly, the computational cost implied by large 
vocabulary decoding is high [4]. 
Fig. 1.The waveform of the spoken utterance ‘‘Two blue fish swam in a tank” taken from the TIMIT corpus 
Despite their popularity, HMM-based approaches have several known drawbacks such as convergence of the training 
algorithm (EM) to local maxima and considering conditional independence of observations given the state sequence. Another 
important weakness of HMMs for keyword spotting is that they do not aim at maximizing the detection rate of the keywords 
directly. 
Recent works have exploited discriminative approaches in order to overcome some of the inherent problems of HMM based 
approaches. The advantage of discriminative approaches stems from the fact that the objective function used during the learning 
phase is tightly coupled with the decision task one needs to perform [5]. Discriminative approaches for keyword spotting are 
divided into two main groups: Keyword spotting based on Neural Networks [6] and discriminative SVM approaches [5, 7]. In the 
first group the Neural Network used for keyword spotting is a recurrent network or a temporal network to model the temporal 
features of speech signal. The SVM discriminative approaches exploit SVM and keyword spotter functions as fitness functions or 
distance function. 
In this paper, first we study a discriminative approach for keyword spotting in section 2 and we evaluate the robustness of this 
approach for selected noisy utterances in section 3. Then an HMM-based keyword spotter is studied and applied on the same 
noisy utterances. Then a comparison between studied techniques is given for clean and noisy utterances.  Finally our conclusion 
is given in section 4. 
2. Discriminative keyword spotting [7] 
In this section, firstly, we introduce the keyword spotting problem in its mathematical form. After that, we review the 
discriminative approach presented in [7] for solving it. 
2.1. Problem setting 
Formally, a speech signal is presented as a sequence of acoustic feature vectors ),...,,( 21 TxxxX  .  Each  keyword  k  is  
composed of a sequence of phonemes ),...,,( 21 LpppP  . The timing sequence corresponding to the phoneme sequence P is a 
sequence of start-times and an end-time, ),,...,,( 21 LL esssS  where si is the start-time of phoneme pi and eL is the end-time of 
the last phoneme pL. An example of this notation is given in Fig. 1. 
The goal is to learn a keyword spotter, denoted f, which takes as input the pair (X,Pk) and returns a real value expressing the 
confidence that the targeted keyword k is uttered in x. the performance of a keyword spotter is often measured by the Receiver 
Operating Characteristics (ROC) curve, that is, a plot of the true positive (spotting a keyword correctly) rate as a function of the 
false positive rate (recognizing a non- keyword as a keyword) [8]. Assuming a set of all keyword spotting functions, it is 
appropriate to select the keyword spotter maximizes the averaged performance over all settings, which corresponds to the model 
maximizing the area under the ROC curve (AUC). Suppose that kX denotes  a  set  of  utterances  in  which  the  keyword  k  is  
uttered. Similarly, kX denotes a set of utterances in which the keyword k is not uttered. The AUC for a keyword k can be written 
in the form of the Wilcoxon–Mann–Whitney [9] statistic as: 
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Where T[.] is 1for true input argument and 0 for false input argument. The keyword spotter function can be determined in the 
following way [7]: 
)),,(.(max),( SPXwPXf k
S
k
w I (2) 
Where w is a weighted vector of feature functions ( ),,( SPX kI ) that is trained during an iterative algorithm [7]. The feature 
functions represent confidence prediction about the existence of the keyword k in the utterance X in the timing sequence S. For 
keyword spotting seven feature functions have been used [7] which is presented in the next sub section. 
2.2. Feature functions [7] 
The first four feature functions aim at capturing transitions between phonemes. These feature functions are the Euclidean 
distance between frames of the acoustic signal at both sides of phoneme boundaries as suggested by a timing sequence. If the 
estimated timing sequence is correct then distances between frames across the phoneme change points are likely to be large. In 
contrast, an incorrect phoneme start time sequence often results in small distances. 
The fifth feature function is built from kernel based frame-wise phoneme classifier described in [10]. Formally, for each 
phoneme event p and frame x, there is a confidence, denoted that the phoneme p is pronounced in the frame x. The resulting 
feature function measures the cumulative confidence of the complete speech signal given the phoneme sequence and their start-
times. 
Next feature function examines the length of each phoneme, as suggested by estimated timing sequence, compared to the 
typical length required to pronounce it. The last feature function exploits assumptions on the speaking rate of a speaker. 
3. Experimental results 
In this section, we present experimental results in order to evaluate robustness of the mentioned discriminative technique 
compared to context-independent HMM-based one. We exploited the source code in [11] for implementing discriminative 
keyword spotter. In this code, all the experiments were performed using the energy and MFCC features and their first and second 
derivatives. The training portion of TIMIT (excluding the SA1 and SA2 utterances) was divided into two disjoint parts 
containing 500, and 3196 utterances [7].  
The first part of the training set was used for training kernel based frame-wise phoneme classifier described in [10] which 
used to obtain the fifth feature function. The second set of 3196 utterances formed the training set for the keyword spotter. From 
this set 200 random keywords for training and 200 different keywords for validation were picked. The keywords were chosen to 
have  a  minimum length  of  at  least  six  phonemes.  For  each of  the  keywords  one  positive  utterance  in  which  the  keyword was  
uttered and one negative utterance in which the keyword was not uttered, were chosen [7].  
We trained a context-independent HMM phoneme recognizer from the entire TIMIT training portion using energy and MFCC 
features plus their first and second derivatives. The MFCC features were normalized using Cepstral Mean and Variance 
Normalization method (CMVN). In our setting each phoneme was represented by a simple left-to-right HMM of 3 states with 40 
Gaussian mixtures. All HMM experiments were done using the HTK package.  
The test set was composed of 80 randomly chosen keywords, distinct from the keywords of the training and validation sets. 
The keywords are selected from the TIMIT dictionary to have a minimal length of six phonemes. For each keyword, at most 20 
utterances in which the keyword was uttered and at most 20 utterances in which it was not uttered are randomly picked. Both 
keyword spotters are evaluated against the same test data.  Three different noises (white, babble, and factory) were added to the 
clean test corpora with two different Signal to Noise Ratios (SNRs) (0db and 10db) in order to obtain noisy utterances. Figures 2 
and 3 show the results of applying both keyword spotters on noisy speech signals for SNR value of 10db. 
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Fig. 2. Performance of HMM-based keyword spotter in noisy conditions with SNR equal to 10db 
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Fig. 3. Performance of discriminative keyword spotter in noisy conditions with SNR equal to 10db 
As figures 2 and 3 show, for discriminative keyword spotter, in false alarm rate equal to 2 FA/Kw/Hour (when the true 
detection rate of the clean curve becomes stable) the degradation in true detection rate of noisy curves is about 30%, in average. 
This value for the HMM-based system is obtained in false alarm rate equal to 2.2 FA/Kw/Hour and is about 65%. When true 
detection rate becomes constant we observe 0% and 55% degradation in true detection rate, for discriminative and HMM-based 
keyword spotters, respectively. In table 1 Figure of Merit (FOM) values are given. FOM is the average of true detection rates 
where we have less than 10 FA/Kw/Hour.
Table 1.FOM values for keyword spotters for different noise types 
FOM values for 
HMM-based 
Keyword 
spotter  
FOM values for 
Discriminative 
keyword spotter 
clean 69.66 99.78 
white 3.6 64.1 
babble 1.17 65.2 SNR= 0db 
factory 1.74 63.2 
Average of noisy results 2.18 64.14 
white 12.47 88.48 
babble 15.34 90.7 SNR= 10db 
factory 21.69 91.3 
Average of noisy results 16.5 90.2 
As we see in Table 1, the degradation of the FOM average values for discriminative keyword spotter at 0db and 10db SNR are 
less than that of the HMM-based one. Figures 4-7 show detection rates of our keyword spotters for various noise conditions in 
detail.  
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Fig. 4. Results of clean TIMIT for two discriminative and HMM based 
approaches 
Fig. 5.Results of noisy TIMIT (white 10 db) for two discriminative and 
HMM based approaches 
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Fig. 6. Results of noisy TIMIT (factory 10 db) for two discriminative and 
HMM based approaches 
Fig. 7. Results of noisy TIMIT (babble 10 db) for two discriminative and 
HMM based approaches 
4. Conclusion 
In this paper, we first studied a discriminative method for keyword spotting as in [7]. Then, we tested it under different noisy 
conditions. We compared the results with the results of an HMM-based keyword spotter tested under same conditions. The 
results indicate that the discriminative keyword spotter is more robust than HMM-based one for noisy conditions. Discriminative 
approaches are better situated for keyword spotting from robustness point of view in comparison to model based techniques. In 
effect noisy speech features are not considered in models but the discriminative techniques take it into account by scoring to both 
keyword and non keyword parts of speech before comparing them. 
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