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a b s t r a c t
Complex dynamical networkswith heterogeneous delays in both continuous- and discrete-
time domains are controlled by applying local feedback injections to a small fraction of
nodes in the whole network. Some generic stability criteria ensuring delay-independent
stability are derived for such controlled networks in terms of linear matrix inequalities
(LMI), which guarantee that by placing a small number of feedback controllers on some
nodes, the whole network can be pinned to its equilibrium. In some particular cases,
a single controller can achieve the control objective. Numerical simulations of various
representative networks, including a globally couplednetwork, a star-couplednetwork and
an Extended Barabási–Albert (EBA) scale-free network, are finally given for illustration and
verification.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Complex dynamical networks are ubiquitous in nature, in man-made systems, and in human societies [1–3], which have
become a focal subject in recent years. Research on complex dynamical networks is pervading all kinds of science today,
including physics, chemistry, biology, information technology, mathematics, and sociology, etc. In particular, the discovery
of some remarkable characteristics of complex networks, such as the celebrated small-world effect and scale-free property,
has led to dramatic advances in this active research area. Its impact on modern engineering and technology is prominent
and far-reaching.
Recently, the interplay between the complexity of the overall topology and the collective dynamics of complex networks
gives rise to a host of interesting effects. Especially, there are attempts to control the dynamic behaviour of a complex
network and guide it to a desired state such as an equilibrium point or a periodic orbit of the network. In manipulating
various networks, feedback pinning is a simple and cost-effective technique for control, stabilisation and synchronisation [4–
7]. Wang and Chen [4] introduced a uniformmodel of complex dynamical networks by considering dynamical elements of a
network as nodes and exploited a pinning control technique for scale-free chaotic dynamical networks, where local feedback
injections are applied to a small portion of nodes so as to control the entire network. In the sequel, Li et al. further studied
the control of complete random networks and scale-free networks by using specifically and randomly selective feedback
pinning schemes, applied also to only a tiny fraction of network nodes. [5] provides a clear explanation as towhy significantly
less local controllers are needed by the specifically selective pinning scheme, which pins the most highly connected nodes
in a scale-free network, than that required by the randomly pinning scheme, and why there is no significant difference
between the two schemes for controlling random-graph networks. In [6,7], the idea of pinning control was again used to
stabilise complex dynamical networks with nonlinear couplings onto some homogenous states. The common feature of
the work in [4–7] is that there are no coupling delays in the network. However, due to the limited speeds of transmission
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and spreading as well as traffic congestions, signals traveling through a network are often associated with time delays,
which are very common in biological and physical networks. In [8–11], homogeneous time-delay (i.e., all the delays are
the same) complex networks are considered; however, heterogeneous (i.e., unequal and non-commensurate) time-delay
complex networks are of practical importance and have some special difficulties technically.
Motivated by the above discussions, the important pinning control problem is revisited for a heterogeneous time-
delay complex dynamical network in both continuous- and discrete-time domains, where there is little research. The main
contribution of this paper is to develop a general approach to stabilise such a network onto some desired homogenous
stationary states by injecting only a small number of local feedback controllers. Some state feedback controllers are designed
and some generic stability criteria are derived for heterogeneous time-delay networks in both continuous- and discrete-
time settings, respectively. In particular, it is shown that the stabilisation of such networks is completely determined by
the dynamics of each uncoupled node, the coupling strength, the inner-coupling matrix, and the minimal eigenvalue of the
coupling configurationmatrix and the feedback gain matrix of the network, by using a decoupling technique. Also, the main
differences of the effect of the coupling strength on network stabilisation and destabilisation between networks both with
and without time delays are discussed in detail.
The rest of this paper is organised as follows. The design of local stabilising controllers of heterogeneous time-delay
dynamical networks in both continuous- and discrete-time domains are discussed in Section 2, with some stabilisability
conditions derived based on the Lyapunov stability theory and the LMI criterion. Some simulated examples for various
dynamical networks pinned by the specifically selective pinning scheme and randomly selective pinning scheme,
respectively, are compared for illustration and verification in Section 3. Finally, Section 4 concludes the investigation and
proposes some further work.
2. Pinning control of heterogeneous time-delay complex dynamical networks
In this section, the problem of how to pin a complex dynamical network with heterogeneous delays to its equilibrium is
investigated. Some stability criteria of such networks in both continuous- and discrete-time settings are presented.
2.1. Continuous-time networks
Consider a heterogeneous time-delay complex dynamical network consisting of N linearly coupled identical nodes with
a diffusive coupling, where each node is an m-dimensional dynamical system, described by
x˙i = f (xi)+ a
N∑
j=1
bijΓxj(t − τ), i = 1, . . . ,N, (1)
where xj(t − τ) = [xj1(t− τ1), . . . , xjm(t− τm)]T; τi > 0 (i = 1, . . . ,m) are the time delays. Here, all the nodes have the same
time-delay vectors; however, different delay entries of node ihavedifferent values. f (·) is a given continuously differentiable
function describing the dynamics of the nodes. xi = (xi1, . . . , xim)T ∈ Rm represents the state vector of the ith node, and the
constant coupling strength a is assumed to be positive; Γ = (γij) ∈ Rm×m is a constant matrix indicating the inner-coupling
between the elements of the node itself, while B = (bij) ∈ RN×N denotes the outer-coupling among the nodes of the whole
network. If there is a connection between node i and j (j 6= i), then bij = bji = 1; otherwise bij = bji = 0 (j 6= i). In this model,
it is required that the coupling coefficients satisfy
∑N
j=1 bij = 0. If the degree ki of the node i is defined to be the number of
its outreaching connections, then we have
N∑
j=1,j6=i
bij =
N∑
j=1,j6=i
bji = ki, bii = −ki, i = 1, . . . ,N.
Suppose that network (1) is connected in the sense of having no isolated clusters. In this case, B = BT is an irreducible
and real symmetric matrix. Then, we have the following properties about the negative semi-definite matrix B.
Lemma 1. If B = (bij) ∈ RN×N is a real symmetric and irreducible matrix satisfying the diffusive coupling condition, i.e., bij ≥
0 (j 6= i) and bii = −∑Nj=1,j6=i bij, then
(i) 0 is the largest eigenvalue of Bwith multiplicity 1 and [1, 1, . . . , 1]T is the corresponding eigenvector with identical nonzero
elements;
(ii) all the other eigenvalues of B are negative and real;
(iii) there exists a non-singular matrix
Φ = [φ1,φ2, . . . ,φN] ∈ RN×N,
such that
Bφk = λkφk, k = 1, . . . ,N,
where 0 = λ1 > λ2 ≥ λ3 ≥ · · · ≥ λN are the eigenvalues of B.
L. Xiang et al. / Computers and Mathematics with Applications 56 (2008) 1423–1433 1425
Lemma 1 can be easily proved by the Gerschgorin’s disk theorem and the Perron–Frobenius theory [12].
Lemma 2. If the matrix B is defined as in Lemma 1, and the nonzero diagonal matrix D is defined as
D = diag(d1, . . . , dN),
with di ≥ 0 (i = 1, . . . ,N), then C = B− D is negative definite.
A proof of Lemma 2 is given in the Appendix.
Lemma 3 ([13]). Suppose that a symmetric matrix H is partitioned as
H =
(
H1 H2
HT2 H3
)
,
where H1 and H3 are square. The matrix H is positive definite if and only if H1 > 0 and H3 − HT2H−11 H2 > 0.
Lemma 4. For two vectors a and b, and for any positive-definite matrix X, the following inequality holds:
−2aTb ≤ inf
X>0
{
aTXa+ bTX−1b
}
.
This lemma is a well known result in Linear Algebra.
The objective here is to stabilise network (1) onto a homogenous stationary state
x1(t), x2(t), . . . , xN(t) → x¯, as t →∞ (2)
where x¯ is an equilibrium point of an isolated node, satisfying f (x¯) = 0.
To achieve the goal (2), feedback pinning controllers are applied onto a small portion δ (0 < δ 1) of nodes in network
(1). Without loss of generality, let the first l nodes be selected to be pinned, where l is the integer part of the real number δN.
Thus, the controlled network can be described as
x˙i = f (xi)+ a
N∑
j=1
bijΓxj(t − τ)+ ui, i = 1, . . . ,N, (3)
with the local negative feedback controllers given by
ui = −adiΓ(xi(t − τ)− x¯), i = 1, . . . ,N, (4)
where di > 0 for i = 1, . . . , l and di = 0 for i = l+ 1, . . . ,N.
Let the errors be
ei(t) = xi(t)− x¯, i = 1, . . . ,N. (5)
Linearising the controlled network (3) at state x¯ leads to
E˙ = EJT(t)+ aCE(t − τ)Γ , (6)
where J(t) ∈ Rm×m is the Jacobian matrix of f evaluated at x¯,
ET = [e1, . . . , eN] ∈ Rm×N,
E(t − τ)T = [e1(t − τ), . . . , eN(t − τ)] ∈ Rm×N,
ej(t − τ) = [ej1(t − τ1), . . . , ejm(t − τm)]T,
and C = B− Dwith feedback gain matrix D = diag(d1, . . . , dN).
From Lemmas 1 and 2, it follows that C is symmetric and negative definite, so all of its eigenvalues are strictly negative,
and denoted in an increasing order as
λmin(C) = λN ≤ · · · ≤ λ2 ≤ λ1 < 0, (7)
with their corresponding (generalised) eigenvectors
Φ = [φ1,φ2, . . . ,φN] ∈ RN×N, (8)
satisfying
Cφk = λkφk, k = 1, 2, . . . ,N.
By expressing each column E on the basis {φ1,φ2, . . . ,φn}, we have
E = Φη. (9)
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Then, (6) can be expanded into the following equations:
η˙k = J(t)ηk + aλkΓηk(t − τ), k = 1, . . . ,N, (10)
where ηk(t) = [ηk1(t), . . . ,ηkm(t)]T ∈ Rm and ηk(t − τ) = [ηk1(t − τ1), . . . ,ηkm(t − τm)]T ∈ Rm.
To this end, the local stability problem of the (N × m)-dimensional system (3) is converted into the stability problem of
the N independent m-dimensional linear systems (10).
The following theorem characterises a sufficient condition for system (3) to be locally asymptotically stable about the
homogenous state x¯.
Theorem 1. If there exist two symmetric positive-definite matrix P ∈ Rm×m and Q = diag(q1, . . . , qm), qi > 0, i = 1, . . . ,m,
such that the following LMI holds:[
JT(t)P + PJ(t)+ Q aλNPΓ
aλNΓ
TP −Q
]
< 0, (11)
then the controlled network (3) is locally asymptotically stable in the sense of (3) for arbitrary constant time delay τi > 0 (i =
1, . . . ,m). Here, λN is the smallest eigenvalue of C.
Proof. Construct a Lyapunov–Krasovskii function
V(ηk(t)) = ηTk(t)Pηk(t)+
m∑
s=1
∫ t
t−τs
qsη
2
ks(µ)dµ, (12)
which is positive-definite.
The time derivative of V(ηk(t)) along the trajectories of the controlled network (3) is
V˙(ηk(t)) = η˙Tk(t)Pηk(t)+ ηTk(t)Pη˙k(t)+ ηTk(t)Qηk(t)− ηk(t − τ)
T
Qηk(t − τ)
= ηTk(t)[JT(t)P + PJ(t)+ Q]ηk(t)+ 2aλkηk(t − τ)
T
Γ TPηk(t)− ηk(t − τ)TQηk(t − τ). (13)
Let
ρ1 = −ηk(t − τ), (14)
ρ2 = aλkΓ TPηk(t), (15)
and X = Q > 0.
From Lemma 4, we have
−2ρT1ρ2 ≤ inf
Q>0
{
ρT1Qρ1 + ρT2Q−1ρ2
}
, (16)
implying that
2aλkηk(t − τ)TΓ TPηk(t) ≤ ηk(t − τ)TQηk(t − τ)+ a2λ2kηTk(t)PΓQ−1Γ TPηk(t). (17)
From (13) and (16), we have
V˙(ηk(t)) ≤ ηTk(t)[JT(t)P + PJ(t)+ Q + a2λ2kPΓQ−1Γ TP]ηk(t)
≤ ηTk(t)[JT(t)P + PJ(t)+ Q + a2λ2NPΓQ−1Γ TP]ηk(t). (18)
The Schur complements (Lemma 3) argument shows that the LMI (11) is equivalent to
JT(t)P + PJ(t)+ Q + a2λ2NPΓQ−1Γ TP < 0, (19)
so that V˙(ηk(t)) < 0. From the Lyapunov stability theory, the controlled network (3) is locally asymptotically stable in the
sense of (2). The proof is thus completed.
Theorem 1 gives a sufficient condition, (11), for the existence of P, Q ∈ Rm×m that can stabilise the controlled network
(3). By making some further simplifications, the following constructive corollary can be obtained.
Corollary 1. The controlled network (3) is locally asymptotically stable in the sense of (2) if there exists a symmetric positive-
definite matrix P ∈ Rm×m such that[
JT(t)P + PJ(t)+ I aλNPΓ
aλNΓ
TP −I
]
< 0, (20)
where I ∈ Rm×m is the identity matrix.
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Generally, the number of controllers is preferred to be very small compared with the entire network size N, namely,
l  N. According to Lemma 2, C is symmetric and negative if D 6= 0. Even if D has one nonzero element, appropriate values
of a and d can make the condition (11) hold. It is concluded that such a complex dynamical network can be pinned to its
equilibrium by using only one single controller.
Another heterogeneous time-delay complex network is considered as
x˙i = f (xi)+ a
N∑
j=1
bijΓxj(t − τj), i = 1, . . . ,N, (21)
where xj(t − τj) = [xj1(t− τj1), . . . , xjm(t− τjm)]T; f , xi, a, bij and Γ have the same meanings as those in network (1). The sole
difference is that in (21) a different node j has a different time-delay vector (τj1, . . . , τjm).
Use the following time-delay state feedback controllers:
ui = −adiΓ(xi(t − τi)− x¯), i = 1, . . . ,N, (22)
where di is the same as that in (4).
Then, the controlled network is
x˙i = f (xi)+ a
N∑
j=1
bijΓxj(t − τj)− adiΓ(xi(t − τi)− x¯) i = 1, . . . ,N, (23)
Let the errors be
ei(t) = xi(t)− x¯, i = 1, . . . ,N. (24)
Similar to (6)–(10), system (23) can be reformulated as
η˙k = J(t)ηk + aλkΓηk(t − τ), k = 1, . . . ,N, (25)
where
ηk(t − τ) = [ηk1(t − τk1), . . . ,ηkm(t − τkm)]T ∈ Rm.
Therefore, we can obtain the following stability result:
Theorem 2. If there exist two symmetric positive-definite matrix P ∈ Rm×m and Q = diag(q1, . . . , qm), qi > 0, i = 1, . . . ,m,
such that the following LMI holds:[
JT(t)P + PJ(t)+ Q aλNPΓ
aλNΓ
TP −Q
]
< 0. (26)
Then the controlled network (23) is locally asymptotically stable in the sense of (2) for any fixed delay τks > 0 (k = 1, . . . ,N; s =
1, . . . ,m), where all notations are as above.
Construct a Lyapunov–Krasovskii function
V(ηk(t)) = ηTk(t)Pηk(t)+
m∑
s=1
∫ t
t−τks
qsη
2
ks(µ)dµ, (27)
Theorem 2 can be easily proved in a way similar to Theorem 1.
Corollary 2. The controlled network (23) is locally asymptotically stable in the sense of (2) if there exists a symmetric positive-
definite matrix P ∈ Rm×m such that[
JT(t)P + PJ(t)+ I aλNPΓ
aλNΓ
TP −I
]
< 0. (28)
Then the controlled network (23) is locally asymptotically stable in the sense of (2) for any fixed delay τks > 0 (k = 1, . . . ,N; s =
1, . . . ,m), where all notations are as above.
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2.2. Discrete-time networks
In this subsection, the above-obtained results are extended to discrete-time networks of the form
xi(n+ 1) = f (xi(n))+ a
N∑
j=1
bijΓxj(n− τ), i = 1, . . . ,N, (29)
where xj(n− τ) = [xj1(n− τ1), . . . , xjm(n− τm)]T; f , xi, a, bij and Γ have the same meanings as those in network (1), with the
only difference that τi(i = 1, . . . ,m) is a positive integer here.
The objective, once again, is to stabilise network (29) onto a homogenous stationary state:
x1(n+ 1), x2(n+ 1), . . . , xN(n+ 1) → x¯, as n →∞ (30)
where x¯ is a fixed point, satisfying f (x¯(n)) = x¯.
Similarly, the pinning control strategy is applied on a small fraction of nodes in network (29). Suppose that the first l
nodes are selected to be pinned.
Design the local negative feedback controllers as
ui(n) = −adiΓ(xi(n− τ)− x¯). (31)
Here, similarly, di > 0 for i = 1, . . . , l and di = 0 for i = l+ 1, . . . ,N.
Then, the controlled network is
xi(n+ 1) = f (xi(n))+ a
N∑
j=1
bijΓxj(n− τ)− adiΓ(xi(n− τ)− x¯), i = 1, . . . ,N. (32)
Let
ei(n) = xi(n)− x¯, i = 1, . . . ,N, (33)
Linearising the controlled network (32) about x¯, we have
E(n+ 1) = E(n)[JT(n)] + aCE(n− τ)Γ , (34)
where J(n) ∈ Rm×m is the Jacobian matrix of f evaluated at x¯,
ET(n) = [e1(n), . . . , eN(n)] ∈ Rm×N,
E(n− τ)T = [e1(n− τ), . . . , eN(n− τ)] ∈ Rm×N,
ej(n− τ) = [ej1(n− τ1), . . . , ejm(n− τm)]T,
and C = B− Dwith D = diag(d1, . . . , dN).
Similarly, we can obtain
ηk(n+ 1) = J(n)ηk(n)+ aλkΓηk(n− τ), k = 1, . . . ,N, (35)
where E(n) = Φη(n) and Φ is defined in (8).
In the following, we give the stability condition for system (32).
Theorem 3. If there exist two symmetric positive-definite matrices P ∈ Rm×m and Q = diag(q1, . . . , qm), qi > 0, i = 1, . . . ,m,
such that the following LMI holds:[
JT(n)PJ(n)− P + Q aλNJT(n)PΓ
aλNΓ
TPJ(n) a2λ2NΓ
TPΓ − Q
]
< 0, (36)
then the controlled network (32) is locally asymptotically stable in the sense of (30) for arbitrary constant time delay τi > 0 (i =
1, . . . ,N). Here λN is the smallest eigenvalue of C.
Constructing a Lyapunov function
V(ηk(n)) = ηTk(n)Pηk(n)+
m∑
s=1
n−1∑
σ=n−τs
qsη
2
ks(σ),
where ηk(n) = [ηk1(n), . . . ,ηkm(n)]T, Theorem 3 can be easily proved in a way similar to Theorem 1.
Furthermore, we have the following constructive result:
Corollary 3. The controlled network (32) is locally asymptotically stable in the sense of (30) if there exists a symmetric positive-
definite matrix P ∈ Rm×m such that[
JT(n)PJ(n)− P + I aλNJT(n)PΓ
aλNΓ
TPJ(n) a2λ2NΓ
TPΓ − I
]
< 0, (37)
where I ∈ Rm×m is the identity matrix.
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3. Numerical results and discussion
As an application of the above-obtained theoretical criteria, the pinning control of a complex dynamical network
composed of a 3-dimensional nonlinear system is simulated and discussed in this section, where some typical networks,
such as globally coupled networks, star-coupled networks and EBA scale-free networks [14], are used to verify and visualise
the theoretical results.
Consider a complex dynamical network, in which each node is a 3-dimensional nonlinear system described byx˙1x˙2
x˙3
 =
−x1 + x1x2−2x2
−3x3
 , (38)
with one equilibrium point x¯ = [0, 0, 0]T.
Using Γ = diag(1, 1, 1), the whole dynamical network is described by
x˙i1x˙i2
x˙i3
 =

−xi1 + xi1xi2 + a
N∑
j=1
bijxj1(t − τ1)
−2xi2 + a
N∑
j=1
bijxj2(t − τ2)
−3xi3 + a
N∑
j=1
bijxj3(t − τ3)

, i = 1, . . . ,N. (39)
The objective is to stabilise the network (39) onto the originally equilibrium point x¯, by applying a local delayed linear
feedback pinning control to a small number of nodes.
The equations of the controlled network are
x˙i1x˙i2
x˙i3
 =

−xi1 + xi1xi2 + a
N∑
j=1
bijxj1(t − τ1)+ ui1
−2xi2 + a
N∑
j=1
bijxj2(t − τ2)+ ui2
−3xi3 + a
N∑
j=1
bijxj3(t − τ3)+ ui3

, i = 1, . . . ,N, (40)
where
uij =
{−adi(xij(t − τj)− x¯j), i = 1, 2, . . . , l; j = 1, 2, 3
0, otherwise. (41)
In the following, some simulation results of three types of different complex dynamical networks with delay vectors
[τ1, τ2, τ3]T = [2, 3, 4]T are presented, where the size of each network is 50 (i.e., N = 50) and the initial values of the nodes
are in the uniform distribution on the interval (−1, 1).
3.1. Globally coupled networks
In the global coupling configuration, every pair of nodes is connected directly. The corresponding coupling matrix is
B =

1− N 1 1 · · · 1
1 1− N 1 · · · 1
...
. . .
. . .
. . .
...
1 1 1 . . . 1
1 1 1 . . . 1− N
 ,
and the feedback gain matrix is picked to be as simple as
D = diag(d1, 0, . . . , 0) ∈ RN×N. (42)
Design the feedback gain d1 = 0.3 (only a single node to be pinned, i.e., 2% nodes are pinned), according to Corollary 1,
the coupling strength 0 < a < 0.02. Choose a = 0.01 and use the MATLAB LMI Toolbox. There exists a symmetric positive-
definite matrix,
P = diag(1.1231, 0.6268, 0.4202),
such that (20) holds.
Fig. 1 shows the process of controlling a globally coupled dynamical network with 50 nodes.
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Fig. 1. Specifically pinning the node of degree 49 in a 50-node globally coupled network with a single controller: (a)–(b) are phase trajectories with
different coupling strengths. (a) a = 0.01, d1 = 0.3. (b) a = 0.03, d1 = 0.3.
Fig. 2. Specifically pinning the ‘hub’ node of degree 49 in a 50-node star-coupled network with a single controller: (a)–(b) are phase trajectories with
different coupling strengths. (a) a = 0.01, d1 = 0.3. (b) a = 0.04, d1 = 0.3.
3.2. Star-coupled networks
In the star-coupling configuration, there exists a ‘hub’ node with degree N−1, which connects to all the other nodes. The
corresponding coupling matrix is
B =

1− N 1 1 · · · 1
1 −1 0 · · · 0
...
. . .
. . .
. . .
...
1 0 0 . . . 0
1 0 0 . . . −1
 ,
and the feedback gain matrix is designed to be the same as in (42). Fig. 2 shows the process of controlling a 50-node star-
coupled dynamical network. From Fig. 1(a) and Fig. 2(a), it is interesting to find that controlling the same degree node in a
globally coupled network is more difficult than that in a star-coupled network, which is opposite to the network without
delays.
3.3. Scale-free networks
Fig. 3 shows the process of controlling a 50-node EBA scale-free coupled network, in which only the “biggest” node is
pinned, which has degree 18. The algorithm of generating the network refers to [14].
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Fig. 3. Specifically pinning the biggest node of degree 18 in a 50-node EBA scale-free network with a single controller: (a)–(b) are phase trajectories with
different coupling strengths and feedback gains. (a) a = 0.01, d1 = 0.3. (b) a = 0.1, d1 = 0.3.
Design the feedback gain d1 = 0.3, according to Corollary 1, the coupling strength 0 < a < 0.051. Choose a = 0.01 and
use the MATLAB LMI Toolbox. There exists a positive-definite matrix,
P = diag(1.1291, 0.5986, 0.3968),
such that the condition (20) holds.
Fig. 4 is the counterpart yielded by randomly pinning in the same EBA scale-free network. In Fig. 4(a), only 2% nodes are
pinned,while in Fig. 4(c), 10% nodes are controlled. All the networks arewell stabilised if the coupling strength is appropriate
or satisfying the stability condition.
Remark. It is interesting to note that the stabilisation condition for complex delayed dynamical networks is quite different
from that for time-invariant continuous complex dynamical networks without delays. The main differences are twofold:
(i) For complex delayed dynamical networks, it differs from our intuition that a sufficiently strong coupling will lead a
network to stabilise; too strong a coupling may actually jeopardise the stability of the networks, as shown in Figs. 1(b),
2(b), 3(b) and 4(b). However, for a time-invariant continuous complex dynamical network without delays, it is simpler
to achieve stabilisation, where only a sufficiently large coupling strength is selected to satisfy the stability condition.
(ii) From the condition (11), it follows that the coupling strength has not only a lower bound but also an upper bound.
However, for a complex network without delays, the coupling strength ensuring the network stabilisation only has
a lower bound, which means that the coupling strength is required to be large enough. Therefore, the result that
significantly less local controllers are needed by the specifically selective pinning scheme than required by the randomly
pinning scheme for controlling scale-free time-invariant networks does not apply to the delayed networks. On the
other hand, one may obtain some hints from Figs. 1(b), 2(b), 3(b) and 4(b) about destabilisation. One way to achieve
destabilisation is to keep the network size constant, but to vary the coupling strength (e.g., increasing the coupling
strength), such that it does not satisfy the stabilisation condition.
4. Conclusion
In this paper, the stabilisation problem of complex dynamical networkswith heterogeneous delays has been investigated
by pinning a small fraction of nodes with delayed negative feedback controllers. The pinned nodes can control other nodes
through the networked connections dynamically. Here, the placement of the local controllers is affected by the delays, the
topology of the network particularly the coupling strength and the inner-coupling matrix. For this reason, some interesting
pinning phenomena have been explained, e.g. pinning one single node can achieve stabilisation to the homogeneous state
of the network.
Several delay-independent stability theorems have been established for heterogeneous time-delay network models
subject to pinning control, which have not been studied elsewhere before. For each controlled network, the decoupling
technique is used to convert the stabilisationproblemof thewhole network into the stabilisation of its sub-networks,making
the stability analysis much easier.
Moreover, in numerical simulations, it was found that too-large coupling strengths may lead to destabilisation instead.
This finding is useful in that it accelerates the desired stabilisation and/or destabilisation of a network, which is particularly
meaningful from an engineering point of view and useful for engineering design.
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Fig. 4. Randomly pinning some nodes in the same scale-free network: in (a)–(b), only one node of degree 3 is randomly selected for control, with d1 = 0.3,
a = 0.01 and 0.1 respectively; in (c), five nodes of degrees 3, 4, 3, 4, 3, respectively, are randomly selected for control, with a = 0.05 and di = 0.3
(i = 1, . . . , 5).
It can be foreseen that pinning the proposed heterogeneous time-delay complex dynamical networks will be useful for
the current studies of general complex dynamical networks. For convenience, it has been assumed in this paper that the
nodes in the network are coupled symmetrically or linearly with the same coupling strength. Network modelling with
nonlinear and asymmetric connections, as well as their pinning control and stabilisation, remains a technical challenge
for future research. Moreover, delay-dependent stabilisation criteria, which are less conservative than delay-independent
ones, and the effects of time delays on networks with different topologies deserve more attention in further studies.
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Appendix
A.1. Proof of Lemma 2
Proof. Let λ¯1, . . . , λ¯N be the eigenvalues of B in the decreasing order. By definition of B, λ¯1 = 0 and λ¯i < 0 for i = 2, . . . ,N.
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Denote ξ¯i, i = 1, . . . ,N are the N eigenvectors of B, with ξ¯1 = [1, 1, . . . , 1]T corresponding to λ¯1 = 0. Then any nonzero
vector Z ∈ Rn can be expressed by Z = ∑Ni=1 αiξ¯i for some constants αi, i = 1, . . . ,N. Additionally, D 6= 0. Without loss of
generality, assume dj > 0 for some j. It is clearly that ξ¯T1Dξ¯1 ≥ dj. Thus, in either the case when α1 6= 0, α2 = · · · = αN = 0 or
the case when αi 6= 0 for i = 2, . . . ,N, one always has
ZTCZ = ZTBZ − ZTDZ =
N∑
i=2
λ¯iα
2
i ξ¯
T
i ξ¯i − ZTDZ < 0,
for nonzero vector Z. The proof is thus completed. 
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