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ABSTRACT
Cryo-electron microscopy (EM) single particle reconstruction is an entirely general
technique for 3D structure determination of macromolecular complexes. However,
because the images are taken at low electron dose, it is extremely hard to visualize
the individual particle with low contrast and high noise level. In this thesis, we
propose a novel approach called multi-frequency vector diffusion maps (MFVDM)
to improve the efficiency and accuracy of cryo-EM 2D image classification and
denoising. This framework incorporates different irreducible representations of
the estimated alignment between similar images. In addition, we propose a graph
filtering scheme to denoise the images using the eigenvalues and eigenvectors of
the MFVDM matrices. Through both simulated and publicly available real data,
we demonstrate that our proposed method is efficient and robust to noise com-
pared with the state-of-the-art cryo-EM 2D class averaging and image restoration
algorithms.
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Scientific breakthroughs often build upon successful visualization of objects in-
visible to the human eye. The 2017 Nobel Prize in Chemistry was awarded for
the development of cryo-electron microscopy (cryo-EM) that allows us to image
biomolecules in their native functional states at high resolution. This method has
moved biochemistry into a new era. In cryo-EM experiments, the purified protein
particles are distributed evenly within the special sample grid holes assuming a
variety of random orientations (see Fig. 1.1). The single particle images are boxed
out during the particle picking step [1, 2]. Despite the recent progress, many
challenges remain for the current computational framework of cryo-EM single
particle reconstruction (SPR). For example, in its present form, the methodology
still cannot resolve high-resolution structures of small particles with molecular
weights below 50kDa due to low contrast and signal-to-noise ratio (SNR) [3].
ice






Figure 1.1: Illustration of image formation in cryo-EM: The electron beam
projects the randomly oriented particles. The projection image is modulated by the
contrast transfer function (CTF) and corrupted by noise with extremely low SNR.
To improve the image quality, a crucial step is the alignment and averaging of
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the 2D projection images, a procedure known as “2D class averaging.” The 2D
analysis of cryo-EM data is used to assess the data quality. They can be used
for direct observation to look for heterogeneity, discover symmetry, and separate
particles into subgroups for additional analysis. Better denoising also increases the
diversity of the selected particle views during particle picking, which is crucial for
3D reconstruction. The denoised images are used for common-lines based 3D ab
initio reconstruction [4]. A good initial model reduces the number of refinement
iterations and leads to a better reconstruction [5]. Alternative 3D ab initio modeling
uses higher-order moments of the 2D images, such as sample mean, covariance,
and triple correlation [6]. Moment estimation is sensitive to noise; therefore, better
image denoising is crucial for moment based 3D reconstruction. Accordingly, it is
important to have fast and accurate algorithms for the 2D analysis and denoising.
Many existing cryo-EM single particle reconstruction software packages [7, 8, 9]
contain algorithms for 2D class averaging. Most common methods use K-means
clustering with iterative rotational alignment and clustering. On the other hand,
the ASPIRE class averaging pipeline in [5] performs robust, rotationally invariant
nearest neighbor search and alignment estimation. It uses steerable principal
component analysis (sPCA) to efficiently denoise the large image dataset and uses
rotationally invariant features to identify images of similar views. For extremely
noisy images, the initial nearest neighbor classification has many outliers and it
uses vector diffusion maps (VDM) [10, 11] to further improve the nearest neighbor
classification by taking into account the consistency of in-plane rotations along
multiple paths that connect neighboring images through their common neighbors.
The improved nearest neighbors are aligned and averaged to form class averaged
images that enjoy higher SNR. However, VDM might fail at lower SNRs, and
generating class averages by rotational and shift alignment is time consuming and
prone to interpolation error.
In this thesis, we introduce a new algorithm called multi-frequency vector diffu-
sion maps (MFVDM) to improve the efficiency and accuracy of cryo-EM 2D image
classification and denoising. Based on the initial nearest neighbor identification and
alignment, we find that including different irreducible representations of SO(2) can
improve the nearest neighbor classification and alignment estimation. To denoise
the images, we use the eigenvalues and eigenvectors of the MFVDM matrices to
filter the Fourier-Bessel expansion coefficients of the images and reconstruct the
images from the denoised expansion coefficients. To demonstrate our method, we
perform comparisons with the state-of-the-art algorithms for denoising on two real
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experimental datasets and simulated datasets at different SNRs.
The rest of this thesis is organized as follows. Chapter 2 discusses the devel-
opment of cryo-EM 2D image analysis technique and state-of-the-art methods.
Chapter 3 provides technical details of cryo-EM images and our proposed method.
Specifically, Sec. 3.1 introduces the cryo-EM image formation model with its
geometric property and the challenge induced by noise. Sec. 3.2 presents phase
flipping and Fourier-Bessel expansion, which are necessary preprocessing steps
applied on raw images. Our denoising pipeline has two steps: (1) Sec. 3.3 proposes
multi-frequency vector diffusion maps used for identifying neighbor image and
rotational alignment. (2) Sec. 3.4 exhibits a graph filtering scheme for denoising
and CTF correction. Chapter 4 evaluates our method by presenting experimental
results on both synthetic and real datasets with various measurements. Lastly,





In this chapter we review the cryo-EM 2D class averaging and denoising methods.
Traditional 2D class averaging uses unsupervised classification methods, such
as K-means clustering and reference-free alignment [12]. However, since the
images can be in-plane rotated, they cannot be aligned well without being first
separated into distinct classes. On the other hand, it is hard to separate classes
when the images are not aligned well [13]. This leads to a ‘chicken and agg’
problem and approaches that iterate between alignment and classification [12] aim
to solve it, including maximum-likelihood (ML) estimation [14, 15, 16, 17] and
the neural network for kernel probability density estimator self-organizing map
(KerDenSOM) [18]. These methods share a drawback in their high sensitivity
to initialization. Therefore, to avoid this [5] introduced rotationally invariant
features to identify nearest neighbors and the corresponding alignments, it then
uses a nonlinear dimensionality reduction method called VDM [11] to improve
the nearest neighbor search. Images are denoised by a weighted average of their
aligned nearest neighbors.
Another type of approach aims to denoise EM images without 2D classification
and averaging and contains two main methods: (1) steerable PCA (sPCA) [19, 20]
and (2) covariance Wiener filtering (CWF) [21]. SPCA computes the covariance
matrices using the truncated expansion coefficients of the noisy images on steerable
basis [20, 22] and uses a Wiener-type filtering to denoise the coefficients. For
applications to real cryo-EM images, which are convolved by the point spread
function of the electron microscope lens, it requires a data preprocessing step
“phase flipping” [23] and does not correct for the phase amplitudes. The second
method CWF improves the sPCA by estimating the mean and covariance matrix of
the clean data without the lens effect, followed by denoising and deconvolution to
correct the Fourier phases and amplitudes of the images. However, neither sPCA
nor CWF take into account the geometric structure of the projection images, as
illustrated in Fig. 3.4.
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Recently, steerable graph Laplacian (SGL) [24] uses a kernel matrix defined
on pairs of images including all rotated versions. The eigenvectors of the kernel
matrix correspond to steerable manifold harmonics on the group-invariant data
manifold. The denoising step uses the truncated global basis to filter the steerable
coefficients of the cryo-EM images. Taking into account the nonlinear geometric
structure of the data improves the denoising performance compared to sPCA. The
assumption that the data lie close to a low-dimensional manifold was widely used
in natural image analysis and computer vision problems, and various global and
local filtering approaches have been proposed [25, 26, 27, 28, 29, 30, 31, 32] for




3.1 Image Formation Model and Challenges
In cryo-EM single particle experiments, macromolecule samples of the same type
are rapidly frozen in a thin ice layer at random unknown orientations. Then a large
collection (usually 104 to 105) of tomographic projections of the same molecule
is generated by the cryo-EM imaging process (see Fig. 1.1). Consequently, each
projection image (usually 100×100 pixels) contains a well-centered single particle
with an unknown orientation, which can be characterized by a 3× 3 orthogonal
rotation matrix R ∈ SO(3):
R =
 | | |R1 R2 R3
| | |
 , (3.1)
where the column vectors R1, R2 and R3 of R form an orthonormal basis to R3.
The rotation group SO(3) is the group of all rotations about the origin of three-
dimensional Euclidean space R3 under the operation of composition.
Excluding the effect of noise, each clean projection image I is formed as the
X-ray transform of the underlying 3D electron density of the macromolecule. The
intensity I(x, y) of the pixel located at (x, y) in the image plane corresponds to the





φ(xR1 + yR2 + zR3)dz, (3.2)
where φ : R3 7→ R represents the electric potential (i.e. 3D density map) of
the molecule in a fixed coordinate system. Eq. (3.2) is also known as the X-ray
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(a) Reference volume (b) Clean (c) w. CTFs
(d) SNR = 0.05 (e) SNR = 0.02 (f) SNR = 0.01
Figure 3.1: 3D density map of 70S ribosome and the corresponding simulated
projection images: (a) 3D density map of 70S ribosome. (b) Clean projection
images. (c) Clean images altered by contrast transfer functions (CTFs). (d) to (f)
Images contaminated by additive white Gaussian noise at SNR = 0.05, 0.02, 0.01.
transform [33]. See Figs. 3.1(a) and 3.1(b) for an example of a 3D density map
and its clean projections.
One important property of cryo-EM projection images lies in the geometry. For
each image I , its rotation matrix R can be divided into two parts: (1) The last
column R3 represents the imaging direction of the molecule, also known as the
viewing direction v = R3. For a generic volume without symmetry, it can be
uniquely realized as a point on S2 (2-dimensional unit sphere in R3), which is also
a 2-dimensional quotient manifoldM = SO(3)/SO(2). (2) The first two columns
R1i and R
2
i form a basis of the tangent plane TIM which corresponds to the image
plane of I . As a consequence, clean projection images with the same viewing
direction are identical up to some in-plane rotation α ∈ SO(2). In other words,
given a pair of images Ii and Ij with vi = vj , the rotation matrix R−1i Rj has the
following form:
R−1i Rj =
cosαij − sinαij 0sinαij cosαij 0
0 0 1
 , (3.3)






















Figure 3.2: Illustration of neighbor images rotational alignment: Given a
macromolecule, a collection of 4 neighbor projection images with similar viewing
directions is presented. The rotational alignments α12, α23, α34, α41 are estimated
based on their rotation matrices R1, R2, R3 and R4.
order to be aligned with Ii. We call αij the rotational alignment between Ii and Ij .
When the viewing directions vi and vj are close instead of identical (vi ≈ vj), Ii
and Ij can still be approximately aligned and the rotational alignment angle αij
is determined by Ri and Rj according to [5, Eqs. (4) and (5)]. In particular, we
call images with similar viewing directions neighbor images. See Fig. 3.2 for an
illustration.
In a real experiment, each projection image is corrupted by two phenomena: (1)
At perfect focus of the transmission electron microscopy, biological specimens
produce little contrast in vitreous ice. Hence the pictures are taken somewhat un-
derfocus to produce phase contrast. However, underfocusing leads to a systematic
alteration of the image data (see Figs. 3.1(b) and 3.1(c)) which is described as
the contrast transfer function (CTF) [34]. (2) Moreover, mainly due to shot noise
induced by the maximal allowed electron dose, each image is perturbed by noise
which is usually modeled as additive white Gaussian noise. This further results in
extremely low signal-to-noise ratio (SNR) (see Figs. 3.1(d) to 3.1(f)). Taking into
account the effects of CTFs and noise, the formation model of the ith projection
image, on the Fourier domain, is given by
F(Ii) = CiF(Xi) + εi, for i = 1, . . . , n, (3.4)
where F is the Fourier transform, Xi and Ii correspond to the underlying clean
projection and the noisy observation altered by CTF, and εi represents the additive
8
(a) Three CTF function examples
(b) Mean CTF
Figure 3.3: (a): The radial profile of three contrast transfer functions (CTF) and
(b): their averaged CTF.
white Gaussian noise. For Ci, it is an operator of the CTF function applied on
the image Fourier domain element-wise. Supposing the image is of size L by L,
then Xi, Ii and εi are column vectors with dimension L2, and Ci is an L2 by L2
diagonal matrix whose diagonal entries take values of the CTF function. Usually,
we assume CTF functions are all circularly symmetric on the Fourier domain. A
few examples of the radial profile of the CTFs are shown in Fig. 3.3(a).
Given a large collection of raw images, the cryo-EM single particle analysis
is to reconstruct the 3D volume of the macromolecule. In this thesis, we focus
on cryo-EM 2D image analysis as a intermediate step of the 3D reconstruction,
which is to restore the clean projection Xi from the noisy observation Ii. As
mentioned above, two factors—CTF and noise—need to be considered. To correct
the CTF effect, notice there are some zero crossings in the radial profile of CTFs,
which leads to missed information in the observation Ii (see Fig. 3.3(a)). This
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makes it impossible to perfectly recover Xi from Ii merely according to each
individual Ci. In other words, the inverse problem that solves Xi from Ii based on
Ci is ill-posed. Moreover, denoising in this case is intractable since images with
extremely low SNR are dominated by noise. Consequently, these two factors of
cryo-EM imaging make its analysis a huge challenge.
As a motivation of our method, an important technique called 2D class averaging
was proposed which has been widely used for a long time [12]. Firstly, it identifies
neighbor images with similar viewing directions and groups them into clusters, and
within each cluster it registers those images by their pairwise rotational alignment
and shifts (if particles are not centered). Then denoising is achieved by aligning, and
averaging images within each cluster results in ‘class average’. Denoised images
with higher SNR are used in later cryo-EM analysis procedures such as generating
an ab initio model [35], covariance estimation [6] and angular reconstitution [36]
that require better quality images. However, due to the high level of noise, obtaining
high quality class averages is challenging since it requires accurate neighbor image
identification and rotational alignment estimation.
Next, we investigate the noise effect on 2D class averaging. Given a collection
of n projection images {I1, . . . , In}, it is natural to define the rotationally invariant
distance (RID) dRID(i, j) between Ii and Ij as:
dRID(i, j) = min
α∈[0,2π)
‖Ii −RαIj‖ , (3.5)
where Rα is an operator that rotates image Ij clockwise by an angle α, and the
associated optimal in-plane rotational alignment is denoted by αij:
αij = arg min
α∈[0,2π)
‖Ii −RαIj‖ . (3.6)
In a noiseless world, clean images with similar viewing directions should result in
small distance dRID. Therefore, the 2D class averaging approach utilizes dRID as
the measurement of similarity and to identify neighbor images. However, in the
real case when images are extremely noisy, the distance dRID is largely perturbed
by noise. Explicitly, noise aligns well instead of the underlying signals; images
with distant viewing directions could have small dRID but images with close views
may lead to large dRID. This effect results in inaccurate neighbor identification and














































































































































































































































































































































































As we mentioned, each projection image Ii can be realized as a point on a
2-dimensional unit sphere S2 based on its viewing direction vi. Then we can
construct an undirected graph G = (V,E) where the vertices depict the viewing
directions, and the edges are connected based on the distances dRID(i, j) using
the ε neighborhood criterion, (i, j) ∈ E iff dRID(i, j) < ε, or κ nearest neighbor
criterion, (i, j) ∈ E iff j is one of the κ nearest neighbors of i. An example of the
resulting graph is shown in the middle panel of Fig. 3.4. Similar to the analysis
above, in the noiseless world, small dRID indicates that images have similar viewing
directions, i.e., (i, j) ∈ E means 〈vi, vj〉 ≈ 1. Therefore, connecting images with
small dRID (shown as green lines in Fig. 3.4) results in a neighborhood graph on
the sphere. However, the distance dRID of noisy images has estimation error caused
by noise, which leads to wrong edge connection called shortcut edges (shown as
orange lines in Fig. 3.4) that connect images with distant views. Therefore, in the
noisy case the graph we build is not a neighborhood graph anymore.
To address these challenges induced by noise, we introduce a graph based
method called multi-frequency vector diffusion maps to robustly learn the nonlinear
geometrical structure of the image data. The new pipeline combines multiple
irreducible representations of the compact alignment group with a random walk
executed on the graph G built above. We use the learned basis for local rota-
tional alignment and to generate robust group-invariant node embeddings, which
improves the accuracy of neighbor images identification. We further propose a
manifold filtering technique using the global basis learned from the data to directly
denoise the images and perform CTF correction.
3.2 Preprocessing: Phase Flipping, Fourier-Bessel
Expansion
As preprocessing, we perform on raw images a simple CTF correction method
called phase flipping [23] that does not affect the noise statistics and that corrects the
sign of the phases, but not the amplitude. Phase flipping is important for denoising
since it prevents the cancellation of the spectral components at some frequency
when summing and averaging the images as 2D class averaging. Furthermore, the
images can be modeled as discrete samples of an underlying continuous function
with bandlimit κ and assuming the particle is well concentrated within radius of
R. In the Fourier domain, the Fourier coefficients of each image Ii can be well
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approximated by the truncated expansion on Fourier-Bessel basis ψk,qκ (ξ, θ) [20]








κ (ξ, θ), (3.7)
where the settings for kmax and pk are sophisticated. An important property of
the coefficients aik,q is that they are steerable to rotation. That is, if we rotate Ii









−ıkαψk,qκ (ξ, θ). (3.8)
This property is useful for denoising later as we need to rotate images elegantly
and efficiently.
As initialization, given the expansion coefficients aik,q we apply the filtered
steerable PCA on raw images [20] to compute dRID and αij according to Eq. (3.5)
(see [5] for details), which can withstand a certain level of noise. Then we initially
build a graph connection based on the dRID and αij , on which our proposed method
is applied for further denoising and CTF correction.
3.3 Nearest Neighbor Search and Rotational
Alignment
Based on the initial graph G = (V,E) with the pairwise rotational alignment αij
on (i, j) ∈ E, we introduce multi-frequency vector diffusion maps (MFVDM) for
a robust identification of neighbor images and accurate estimation of rotational
alignment. The high-level idea is to combine different nonlinear embeddings of
the data points defined with multiple unitary irreducible representations of the
rotational alignments between neighbor points, resulting in a joint embedding
which is more robust to noise.
Intuitively, we start from inspecting the consistency of rotational alignments
along cycles in G. That is, for neighbor images whose edges connect in the form
of a loop, the sum of the transformation (i.e., rotational alignments) along the loop
should be approximately zero. For example, given three neighbor images Ii, Ij and
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Il with their rotational alignments αij, αjk and αkl, we have:
αij + αjk + αkl ≈ 0 mod 2π. (3.9)
Since our initial graph is noisy and it includes shortcut edges whose rotational
alignments are meaningless, Eq. (3.9) does not hold if the loop contains shortcut
edges. For instance, in the initial graph in the upper-middle panel of Fig. 3.4, each
image patch in the corner is formed by four projection images with similar viewing
directions, and the sums of rotational alignments within each patch are all close to
0. In the noisy graph below, such consistency does not exist if the loop contains
shortcut edges (shown as orange lines). In this way, the cycle consistency enables
us to check if there are shortcut edges included and further detect images with
similar viewing directions.
To further build our methods, it is more important to note that the sum of the
rotational alignments times any integer k is still approximately zero. That is:
k(αij + αjk + αkl) ≈ 0 mod 2π, ∀k ∈ Z. (3.10)
Recall that α is a representation of the rotation group SO(2), where kα is another
irreducible representation of SO(2). Therefore, Eq. (3.10) with different k is called
the cycle consistency across multiple irreducible representations. Comparing with
Eq. (3.9) which is a special case with k = 1, adding an integer k, at first glance
makes no difference since it does not provide more information than Eq. (3.9).
However, by combining the consistency with different k, this counter-intuitive
observation can surprisingly lead us to form a more robust identification of neighbor
images, which we explain in the following.
To systematically incorporate the alignment information and impose the consis-
tency of alignments, given the initial graph G = (V,E), we construct a set of n×n
affinity matrices Wk for k = 1, 2, . . . , kmax, where kmax is called the maximum
frequency (note this kmax has no relation with the kmax in Eq. (3.7)).
Wk(i, j) =
eıkαij (i, j) ∈ E,0 otherwise, (3.11)










where the degree is identical through all frequencies. We then define a diagonal
degree matrix D of size n× n, where the ith diagonal entry D(i, i) = deg(i).
For each frequency k we construct a normalized matrix Ak = D−1Wk. If it is
applied to a vector u of length n in the complex plane, this can be viewed as an







where it transports u from the tangent spaces TIjM to TIiM, for all neighbor
images Ij connecting Ii (i.e., (i, j) ∈ E), and then averages the transported vectors
in TIiM. This process, in a sense, is similar to the ‘2D class averaging’ as we
mentioned. From another perspective, suppose we apply a random walk on G, the
2tth power of Ak as A2tk is known as the transition operator of the random walk
with 2t steps, where |A2tk (i, j)| represents the probability of transporting i to j
with 2t steps. In this way, |A2tk (i, j)| provides us an affinity between i and j (or
say Ii and Ij), since it sums the transformation of all length-2t paths from i to j.
Intuitively, a large value of |A2tk (i, j)| should indicate the transformations of all
the paths are highly consistent, further indicating that Ii and Ij are neighbors with
high probability. As shown in Fig. 3.5, note that |A2tk (i, j)| not only includes the
strength of connection between Ii and Ij , but also the level of consistency in the
alignment along all connected paths.
For the sake of computational efficiency, we obtain the affinity of i and j by







where Sk ∼ Ak. Recall that the graph G is built upon the κ nearest neighbor crite-
rion or ε neighborhood criterion, under the assumption that the viewing direction
vi is uniformly distributed on the sphere S2, the degrees of all node are approxi-
mately same, and thereby Ak(i, j) ≈ Sk(i, j). Since Sk is Hermitian, it is easier to
compute the eigen-decomposition of Sk than Ak. Then we treat Sk as the affinity
matrix instead, which has a complete set of real eigenvalues λ(k)1 , λ
(k)




















Figure 3.5: Illustration of the affinity |A2tk (i, j)|: At each frequency k we average
the vectors transported along all paths l1, l2, . . . , ld of length 2 (t = 1) connecting i
and j. If the transformations along all the paths (represented by the red arrows) are
consistent, the nodes i and j have high affinity. This property holds for any
frequency k.
eigenvectors u(k)1 , u
(k)
2 , . . . , u
(k)




2 > . . . > λ
(k)
n . We can express
S2tk (i, j) in terms of the eigenvalues and eigenvectors of Sk:













Therefore the affinity of i and j at the kth frequency is rather given by




























which is expressed by an inner product between two vectors V (k)t (i), V
(k)
t (j) ∈ Cn
2
via the mapping V (k)t :
V
(k)















Figure 3.6: Illustration of multi-frequency mapping: Given a graph connection
G = (V,E), the edge weights wijeıkαij with multiple frequencies
k = 1, 2, . . . , kmax are assigned for each edge (i, j) ∈ E. Then the mapping is
computed for each frequency k and concatenated as our multi-frequency mapping.
The ⊕-operation denotes concatenation. Here we set wij = 1,∀(i, j) ∈ E.
We call this frequency-k-VDM (vector diffusion maps).
Truncated mapping: Notice the matrices I + Sk and I − Sk are both positive
semi-definite (PSD) due to the following property: ∀z ∈ Cn we have
z∗(I ± Sk)z = (3.18)∑
(i,j)∈E
wij




Therefore all eigenvalues {λ(k)i }ni=1 of Sk lie within the interval [−1, 1]. Conse-
quently, for large t, most (λ(k)l λ
(k)
r )2t terms in (3.16) are close to 0, and |S2tk (i, j)|2
can be well approximated by using only a few of the largest eigenvalues and their
corresponding eigenvectors. Hence, we truncate the frequency-k-VDM mapping
V
(k)
t using a cutoff mk for each frequency k:
V̂
(k)














The affinity of i and j at the frequency k after truncation is given by








≈ |S2tk (i, j)|2. (3.20)
Remark 1: The truncated mapping not only has the advantage of computational
efficiency, but also enhances the robustness to noise since the eigenvectors with
smaller eigenvalues are more oscillatory and sensitive to noise.
Multi-frequency mapping: Consider the affinity in (3.16) for k = 1, . . . , kmax;
if i and j are connected by multiple paths with consistent transformations, the
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affinity |Ŝ2tk (i, j)|2 should be large for all frequencies. Intuitively we can obtain a
more robust mapping by combining the truncated mapping V̂ (k)t with multiple ks.
Therefore, a straightforward way is to concatenate V̂ (k)t for all k = 1, 2, . . . , kmax
as:











which we call multi-frequency vector diffusion maps (MFVDM), see Fig. 3.6. We



















MFVDM systematically incorporates the cycle consistencies on the geometric
graph across multiple irreducible representations (i.e., k = 1, 2, kmax) of the trans-
formation group elements (in-plane rotational alignments in this case, see Fig. 3.6).
Using information from multiple irreducible group representations leads to a more
robust measure of the affinity between neighbor images.
Remark 2: Empirically, we find the normalized mapping i 7→ V̂t(i)‖V̂t(i)‖ to be more
robust to noise than V̂t(i). A similar phenomenon was discussed in VDM [11].










Nearest Neighbor Search: Based on the truncated mapping, for each image we
















Since we take into account various irreducible representations of SO(2) and the
consistency of the corresponding transformations over the graph, this new affinity
in Eq. (3.24) is able to avoid shortcuts, and is more robust to noise compared to
VDM.
Rotational Alignment: To estimate the in-plane rotational alignment angles for



































Figure 3.7: Illustration of rotational alignment: When two projection images Ii
and Ij have identical viewing directions (vi = vj), the tangent planes TIiM and
TIjM coincide and the eigenvectors of Sk satisfy Eq. (3.25). This property holds
approximately when vi ≈ vj .
information between neighboring nodes, as illustrated in Fig. 3.7. Assume that
two nodes i and j are located at the same base manifold point, for example, the
same point on S2, but their tangent bundle frames are oriented differently, with an
in-plane rotational angle αij . Then the corresponding entries of the eigenvectors
are vectors in the complex plane and the following holds:
u
(k)
l (i) = e
ıkαiju
(k)
l (j), ∀ l = 1, 2, . . . , n. (3.25)
When i and j are close but not identical, (3.25) holds approximately. Recalling
Remark 1, due to the existence of noise, for each frequency k we approximate
the alignment eıkαij using only top mk eigenvectors. We then use weighted least
19
Algorithm 1 MFVDM nearest neighbor search and alignment
1: Input: Initial noisy neighborhood graph G = (V,E) and the corresponding
initial rotational alignment αij defined on each edge (i, j) ∈ E
2: Output: κ nearest neighbor images for each projection image and the corre-
sponding rotational alignments α̂ij
3: for k = 1, . . . , kmax do
4: Construct the normalized affinity matrix Wk and Sk according to (3.11) and
(3.14)




2 ,≥, . . . ,≥ λ
(k)
mk of Sk and
the corresponding eigenvectors {u(k)l }
mk
l=1
6: Compute the truncated frequency-k embedding V̂ (k)t according to (3.19)
7: end for
8: Concatenate the truncated embedding {V̂ (k)t }kmaxk=1, compute the normalized
affinity by (3.23)
9: Identify κ nearest neighbor images for each image
10: Compute α̂ij for nearest neighbor pairs according to (3.26) by FFT.
squares to estimate αij , which can be written as the following optimization problem:




































To solve this, we define a sequence z and set z(k) for k = 1, 2, . . . , kmax to be













According to (3.27) and (3.26), the alignment angles α̂ij can be efficiently estimated
by using an fast Fourier transform (FFT) on zero-padded z and identifying its
peak. Due to usage of multiple unitary irreducible representations of SO(2), this
approximation is more accurate and robust to noise than VDM. The improvement
of the alignment estimation using higher order trigonometric moments is also
observed in the phase synchronization problem [37].
Parameter Setting: MFVDM has several tunable parameters such as the maxi-
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mum frequency kmax, the truncation of eigenvalues mk and the random walk steps
2t. The maximum frequency kmax is chosen to be as large as possible within our
computational budget. Because of an empirical observation that the performance
improves as kmax gets larger, but saturates once kmax becomes sufficiently large,
usually kmax=20 is efficient and effective. The number of eigenvectors mk is chosen
relatively small (≤ 50) for computational efficiency and to exclude the noise-
sensitive ‘high-frequency’ eigenvectors; also we set mk as a constant m for all ks.
For the random walk steps 2t, empirically we find the performance keeps stable
with a wide range of t from 1 to 100.
The MFVDM nearest neighbor search and alignment algorithm in Alg. 1 is very
efficient in terms of runtime and memory requirements, because it is based on the
computation of the top eigenvectors of several sparse Hermitian matrices, which
can be easily parallelized.
3.4 Denoising and CTF Correction
In this section we introduce our approach for denoising and CTF correction. Recall
that each raw image Ii has been expanded on the Fourier-Bessel basis ψk,qκ with
expansion coefficients aik,q as Eq. (3.7). Each coefficient a
i
k,q is steerable to rotation
such that it transfers to aik,qe
−ıkα if we rotate Ii by α. Since the 2D class averaging
process is to average the aligned images within each cluster, we can similarly
denoise each image by averaging all its aligned neighbors. Based on the nearest
neighbor search and the rotational alignment in the last section, we build an updated
graph G = (V,E), where (i, j) ∈ E if i is a neighbor of j or j is a neighbor of i.
















Let us denote A(k) as the matrix of expansion coefficients with angular frequency
k, obtained by putting aik,q for all i and all q into a matrix of size n× pk, where the
columns are indexed by the index q:
A(k) = [ak,1, ak,2, . . . , ak,pk ]. (3.29)
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Based on the updatedGwe construct a series of operatorsWk for k = 1, 2, . . . , kmax
as:
Wk(i, j) =
eıkαij (i, j) ∈ E,0 otherwise. (3.30)
Notice the kmax here depends on the expansion Eq. (3.7) and it is uncorrelated
with the maximum frequency in the last section, and Eq. (3.30) has the same form
as Eq. (3.11) but is built upon the updated graph. We denote D as the diagonal
degree matrix of G where D(i, i) = deg(i). In this way, applying Hk = D−1Wk




(k), k = 1, 2, . . . , kmax. (3.31)
However, the operator D−1Wk may not be optimal since it is approximated from
the noisy images and still contains noise effects on a certain level (inaccurate
neighbor identification and rotational alignment). Therefore, a more elaborate filter
is needed for further denoising.
We notice that applying Hk directly could over-smooth the underlying signal,
which makes the denoising result too blurry. Therefore, we follow John Tukey’s
method of twicing [38] which uses another filter as 2Hk − H2k . To motivate it,
given an input signal f , consider the residual signal r1 after denoising by Hk as:
r1 = f −Hkf = f − g1, g1 = Hkf. (3.32)
The residual signal r1 may still contain some useful info, which can therefore
be further denoised by Hk to recover that part, and add on g1. This leads to the
following result:
g2 = g1 +Hkr1 = Hkf +Hk(f −Hkf) = (2Hk −H2k)f. (3.33)
The idea of Eq. (3.33) is to add some roughness signal in the residual r1 to avoid
over-smoothing, but to include the noise as little as possible. Notice that:
g1 = Hkf = [I − (I −Hk)]f, (3.34)
g2 = (2Hk −H2k)f = [I − (I −Hk)2]f. (3.35)
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In general, we can iterate this process for t times and the resulting signal gt is given
as:
gt = [I − (I −Hk)t]f. (3.36)
When t goes to infinity (i.e. t → ∞) the iterates converge to the input signal
without any denoising effect (i.e. gt → f ); thus, the choice of t should be moderate
and keep the balance between signal and noise. In practice, we find t = 2 with the
filter 2Hk −H2k leads to a good performance.
Moreover, from the perspective of spectral graph theory [39], the columns of
A(k) can be seen as graph signals defined on the nodes of G. By defining the graph
Fourier transform, we can analyze such signals on the graph spectral domain,
which is to compute the eigen-decomposition of the normalized graph Laplacian
Lk = I −D−1Wk, and filter the graph signals in terms of the eigenvectors of Lk.
Notice the operator D−1Wk has the same eigenvectors as Lk; then we follow the


























where U∗ denotes the complex conjugate transpose of U . In this way, the filter
2Hk −H2k can be expressed as:






















Similar to the truncation mapping in the last section, we can further build a
truncated filter by only keeping its top mk eigenvalues as:





















There are two reasons for the truncation: First, recall that the eigenvectors of
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Algorithm 2 MFVDM denoising and CTF correction
1: Input: s-nearest neighbor list and the corresponding optimal alignment angles
α̂ij estimated from Alg. 1, image and absolute CTF expansion coefficients aik,q
and cik,q, for i = 1, . . . , n
2: Output: Denoised images Î1, . . . În
3: for k = 0, 1, . . . , kmax do
4: Construct the normalized affinity matrix W̃k according to Eqs. (3.11)
and (3.14)
5: Compute the top m eigenvectors {u(k)l }ml=1 and the corresponding eigenval-
ues λ(k)1 ≥ λ
(k)
2 ,≥, . . . ,≥ λ
(k)
m
6: Use the u(k)l and λ
(k)
l to filter the image expansion coefficients using
Eq. (3.42) and CTF expansion coefficients.
7: end for
8: Reconstruct Î1, . . . În using Eqs. (3.43) and (3.47).
D−1Wk with smaller eigenvalues are more oscillatory and easily perturbed by
noise, so it is necessary to remove such components. Second, in the graph setting
the eigenvalues and eigenvectors of the graph Laplacian represent a notion of
frequency similar to that of classical Fourier analysis, in which the eigenvectors
of D−1Wk with smaller eigenvalues represent high-frequency harmonics, which
oscillate more rapidly on the graph and tend to have dissimilar values across
connected nodes. In the clean case, our neighborhood graph is sparse with only
connections of neighbor images and such high-frequency components barely exist.
Hence, eliminating them can greatly reduce noise effect in the denoised image, as
we show in the ablation experiments.
In summary, the filtered expansion coefficients in our scheme are:























The filtering 2λ− λ2 and truncation mk help denoise the expansion coefficients,
which removes the high-frequency components and sharpens the low-frequency
part. In this way, the Fourier coefficients of the denoised image without CTF
correction are recovered from the denoised expansion coefficients Â(k) for k =
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κ (ξ1, ξ2), (3.43)
where (ξ1, ξ2) are located on the Cartesian grid points.
For CTF correction, similar to the Fourier-Bessel expansion as Eq. (3.7), we








κ (ξ, θ). (3.44)
Similar to A(k), we build the CTF coefficients matrix C(k) for each k. After
denoising, we can compute the effective ‘denoised’ CTFs if the same filtering
operations are applied to the C(k) and get the filtered effective CTF coefficients
Ĉ(k) according to Eq. (3.42):
Ĉ(k) = (2Hk −H2k)C(k). (3.45)












κ (ξ1, ξ2). (3.46)
Based on the effective CTF C̃i, we perform the following CTF correction to
estimate the underlying projection image Xi in Eq. (3.4), as we divide the denoised
image Ĩi by the corresponding effective CTf C̃i on the Fourier domain entry-wisely:







 (x, y). (3.47)
In practice, this CTF correction is computationally efficient and performs well.
Also, under the assumption that identified neighbor images are identical up to some
in-plane rotation, it can be proven that such correction is able to perfectly correct
the CTF effect.
Our approach has several advantages over other methods of cryo-EM 2D image
analysis. First, we outperform other state-of-the-art methods in the denoising
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quality, as we show in the experimental section. This benefits from not only the
improved nearest neighbor identification and rotational alignment, but also the
graph filter 2Λ−Λ2, which further denoises the graph and sharpens the over-smooth
signal. Second, our framework is extremely fast since the denoising pipeline only
runs one time, unlike other prevalent techniques [8, 7] which iteratively refine the
result. Also, comparing to the traditional 2D class averaging which explicitly aligns
images of similar views, using the Fourier-Bessel expansion is computationally
efficient and prone to fewer interpolation errors [20]. The denoising and CTF




We apply our method on three cryo-EM datasets to obtain denoised images: (1)
a simulated dataset with additive white Gaussian noise and altered by CTFs, (2)
two experimental datasets. All experiments were performed on a Linux system
with a 60-core Intel Xeon CPUs (12 cores were used), running at 2.3 GHz with
512 GB RAM in total. We compare with several state-of-the-art approaches:
(1) ASPIRE [5], (2) covariance Wiener filter (CWF) [21], (3) RELION [7], (4)
steerable graph Laplacian (SGL) [24].
Parameter Setting: In all experiments, for MFVDM we use 50 nearest neighbors
to build the graph; we set k̃ = 10, m = 50 and denoising filter h(λ) = 2λ − λ2.
In ASPIRE we also use 50 nearest neighbors to generate class averages, and
in RELION we set 200 classes with 25 iterations (50 particles per class has in
average). In SGL we follow the algorithms in [24], where we use K = 256 point
FFT and keep km = 50 smallest eigenvalues for each m. Empirically we find these
settings efficient and effective, and all these methods are insensitive to the choice
of parameters. More details are available in the appendix.
4.1 Simulated Dataset - 70S Ribosome
The simulated dataset is prepared from the 3D structure of 70S ribosome (see
Fig. 3.1(a)), the original volume of 70S ribosome is 129×129×129 voxels and the
volume is centered. Then n = 104 projection images with 129× 129 are generated
from uniformly distributed directions over SO(3). Moreover, the effects of contrast
transfer functions (CTFs) are included. 1 In addition, white Gaussian noise is added
with various noise levels as signal to noise ratio (SNR) = 0.05, 0.02, 0.01. Notably
1Here all images are divided into N = 20 different defocus groups and 1µm ≤ ∆z ≤ 4µm.
The electron beam energyE = 200 keV with corresponding wavelength λ = 0.025 Å and spherical
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Figure 4.1: Histograms of (left): angles between viewing directions of nearest
neighbors identified by different approaches; (right): rotational alignment errors by
different approaches. The horizontal axes are in degrees. Rows show different
noise levels SNR = 0.05, 0.02, 0.01. Lines of VDM and MFVDM overlap in the
top two rows.
these conditions are typical in real world problems. Sample images are shown in
Fig. 3.1(d) to 3.1(f). We evaluate our results on three aspects: (1) nearest neighbor
search, (2) rotational alignment, and (3) denoising.
Nearest Neighbor Search: We evaluate nearest neighbor search by inspecting
the distribution of angles between the viewing directions of nearest neighbor pairs,
defined as θij = arccos〈vi, vj〉. An accurate search means all θijs in the same group
should concentrate to 0 within a small spherical cap. Since the viewing direction of
each projection image is known, we plot the histograms of θij for nearest neighbor
lists identified by different approaches. Fig. 4.1 shows, at high SNR, MFVDM and
VDM have similar results. When SNR = 0.01, MFVDM identifies more nearest
neighbors that concentrate in the small spherical cap than other methods. This
indicates that MFVDM is more robust to noise.
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Table 4.1: Average MSE, PSNR and SSIM of denoised images on 70S ribosome.
The references are clean projection images without CTFs (see Fig. 3.1(a)).
SNR MFVDM MFVDM∗ SGL CWF ASPIRE
0.05
MSE 0.0177 0.0186 0.0193 0.0313 0.0376
PSNR 47.7 47.3 47.2 45.2 44.3
SSIM 0.966 0.965 0.963 0.943 0.950
0.02
MSE 0.0223 0.0267 0.0280 0.0487 0.0972
PSNR 46.7 46.0 45.6 43.2 40.2
SSIM 0.959 0.953 0.948 0.920 0.885
0.01
MSE 0.0383 0.0429 0.0527 0.0637 0.273
PSNR 44.6 43.3 43.1 42.0 35.6
SSIM 0.932 0.914 0.910 0.902 0.715
Rotational Alignment: We evaluate alignment by computing αij − α̂ij for all
pairs of nearest neighbors (i, j), where αij is ground truth and α̂ij is the estimate.
Fig. 4.1 shows the histograms of errors for all nearest neighbor pairs. Note that at
SNR = 0.01, MFVDM achieves more accurate estimation of in-plane rotational
alignment than other methods, which indicates, again, that MFVDM is more robust
to noise.
Denoising: Fig. 4.2 presents the denoising of CTF-affected image samples at
various SNR levels. To emphasize the significance of a denoised graph by MFVDM
(see Fig. 3.4), we use sPCA to build the noisy graph then denoise, which is denoted
as MFVDM∗. It can be seen that all methods perform well at high SNR = 0.05,
while at low SNR, MFVDM and RELION outperform SGL, CWF and ASPIRE,
whose results are blurry and have lost detailed information. In addition, MFVDM
outperforms MFVDM∗, especially for SNR = 0.01; this indicates the effects of
MFVDM neighbor search and alignment.
In Fig. 4.3 and Fig. 4.4 we present more denoising samples to compare the
results from MFVDM and RELION, at SNR = 0.05, 0.02, 0.01. The figures show
that at high SNR, e.g. SNR = 0.05, both methods achieve good performance,
while at lower SNR cases such as 0.02 or 0.01, RELION could fail to denoise on
some images, which are shown in chaos. Also a few images have been classified
incorrectly. However, MFVDM still almost works. Again, this shows the robustness
of MFVDM.
MSE, SSIM and PSNR: In Tab. 4.1 we present the average of mean squared error
(MSE), peak SNR (PSNR) and structural similarity index (SSIM) on the denoised
images. Notably MFVDM outperforms other approaches with the smallest MSE
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Table 4.2: The runtime (in minutes) of different methods on 70S ribosome, at
SNR = 0.01. RELION∗ represents RELION with GPU acceleration.
MFVDM RELION RELION∗ SGL CWF ASPIRE
12 465 117 12 11 15
Table 4.3: Error of covariance matrix estimation ‖Σ̂− Σ‖ from 104 denoised
images on 70S ribosome. The references are clean projection images without
CTFs. ‖Σ̂− Σ‖F and ‖Σ̂− Σ‖2 represent the Frobenius norm and the spectral
norm, respectively.
SNR MFVDM SGL CWF ASPIRE
0.05 ‖Σ̂− Σ‖F 0.0393 0.0436 0.0725 0.0609
‖Σ̂− Σ‖2 0.0121 0.0144 0.0274 0.0113
0.02 ‖Σ̂− Σ‖F 0.0454 0.0667 0.1431 0.1084
‖Σ̂− Σ‖2 0.0132 0.0267 0.0525 0.0186
0.01 ‖Σ̂− Σ‖F 0.0713 0.1143 0.1768 0.1894
‖Σ̂− Σ‖2 0.0229 0.0471 0.0669 0.0511
and largest PSNR and SSIM, at all SNR levels. For RELION, since its denoising
result includes unknown in-plane shifts, we are unable to fairly evaluate such
measurements on RELION.
Runtime: Tab. 4.2 compares the runtime of different approaches. We take
n = 104 noisy images with SNR = 0.01 as input, and output all denoised ones.
All methods use the same computational resources (12-core CPU). The MFVDM
denoising, by building a nearest neighbor graph and filtering it, runs much faster
than RELION which is an iterative procedure. Even with GPU implementation,
RELION still takes more time. The runtimes of SGL and ASPIRE are similar to
MFVDM due to their similar procedures. This demonstrates that MFVDM is more
efficient than other approaches.
3D Ab Initio Model: The goal of cryo-EM is to reconstruct the three-dimensional
structure of the molecule from projection images with unknown viewing directions.
The prevalent 3D reconstruction methods all fall into a procedure called iterative
refinement, which starts from an initial guess of the molecule. Then based on the
raw images, it alternates between refining the estimated viewing directions given
the molecule, and polishing the molecule given the viewing directions. In this way,
the procedure becomes solving a non-convex problem whose output quality and
convergence rate depend on the initialization. This dependence necessitates high-
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Figure 4.2: Image samples of simulated 70S ribosome dataset. Rows show
different noise levels, SNR = 0.05, 0.02, 0.01.
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Clean projection SNR = 0.05
SNR = 0.02 SNR = 0.01
Figure 4.3: More clean projection image samples and noisy image samples from
70S ribosome.
minimal errors, and such models can be used as the initial molecule or for validation.
Currently there are a few ab initio methods such as Kam’s method [40, 6, 41],
common-lines based algorithm [35] and the RELION package [7].
The 3D ab initio modeling could benefit from the improved denoising of 2D pro-
jection images. As in Kam’s method, the covariance matrix Σ of clean projection
images is estimated based on denoised images, so our method is suitable for an
accurate estimation. In Tab. 4.3, we compute the error of the estimated covariance
matrix Σ̂, measured by the Frobenius norm and the spectral norm. We observe
that our method has the lowest error among all SNR cases. This indicates that our
method can be a good tool for estimating the covariance matrix and generating the


















Figure 4.4: More sample images for denoising simulated projections from 70S




Figure 4.5: 3D reconstructions of 70S ribosome using 1000 denoised images as
shown in Fig. 4.2 at SNR = 0.01.
Table 4.4: The volume resolutions (lower is better) for 70S ribosome shown in
Fig. 4.5.
MFVDM RELION CWF SGL ASPIRE
14.8Å 25.4Å 44.4Å 39.5Å 17.7Å
We can also apply our denoised images to other 3D ab initio approaches. In
Fig. 4.5, for each denoising method, we show the 3D ab initio model of 70S
ribosome from 1000 denoised projection images (original SNR = 0.01) using the
common-lines based algorithm. The corresponding noisy images are the same for
each method. The figure shows that only MFVDM achieves a comparatively
accurate reconstruction and the results from other methods are noisy or lose
significant sub-structures. In addition to visual inspection, we use the Fourier
shell correlation (FSC) [12] between the reconstruction and the original volume
to quantify the resolution, which is determined by the 0.143 cutoff of FSC (see
Tab. 4.4).
4.2 Experimental Datasets
We test the performance of MFVDM on two public experimental datasets available
in the Electron Microscope Pilot Image Archive (EMPIAR) [42]: (1) TRPV1 ion
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Table 4.5: The runtime (in minutes) of different methods on TRPV1 and HIV-1
Nef datasets. RELION∗ represents RELION with GPU acceleration.
Dataset MFVDM RELION RELION∗ CWF SGL ASPIRE
TRPV1 43 366 284 82 51 63
HIV-1 Nef 32 308 127 71 36 49
channel [43] (for brevity, TRPV1), (2) HIV-1 Nef [44]. Noisy samples are shown
in the first column of Fig. 4.6. For each dataset we take n = 104 images as input to
perform each approach.
Colored Noise Whitening: Considering that the experimental cryo-EM images
are typically corrupted by colored noise, we need to first prewhiten the raw images:
We estimate the power spectrum of noise based on the corner pixel values, since
particles are contained in the middle of the images. Then we whiten each image
using the estimated noise power spectrum and perform CTF correction via phase
flipping. We perform nearest neighbor search, alignment, and denoising on the pre-
processed images. After denoising, we recolor the denoised images by multiplying
the estimated noise power spectrum in the Fourier domain and perform CTF
correction based on Eq. (3.47).
Denoising: The sample denoised images are displayed in Fig. 4.6. Here we
generated the clean template images from the reference map and estimated the
most similar template for each raw image. We used the 3D auto-refine tool in
RELION 2.1 to carry out the template matching (note that the closest projection
may not be the truth beneath the raw image due to the high level of noise). Visually,
MFVDM denoised images are cleaner than the results of other methods. We further
show more image samples in Fig. 4.7, Fig. 4.8 and Fig. 4.9.
Due to the lack of ground truths, i.e., particle orientations and clean images,
we cannot compare the classification and alignment results as before, and so we
provide the MSEs, SSIMs and PSNRs for the denoised images. To quantitatively
evaluate the methods for 2D image analysis, we evaluate the 3D ab initio models
constructed from those denoised images.
Runtime: In Tab. 4.5 we report the runtime of different approaches, for denoising
n = 104 images. Similar to the synthetic example, MFVDM denoising is the most












































































































































Figure 4.7: More raw projection image samples and corresponding closest
projections from TRPV1 and HIV-1 Nef datasets.
3D Ab Initio Model: In Fig. 4.10, we show the 3D ab initio models generated
from 1000 denoised images with identical underlying noisy images. The TRPV1
volumes are generated by RELION 3D Initial Model with 50 iterations. The HIV-1
Nef volumes are generated by common-lines algorithm [35]. Fig. 4.10 shows that
MFVDM and RELION are able to achieve good initial models that are similar
to the Gaussian filtered reference volumes. Other methods lose significant sub-
sructure. In addition, we compute the Fourier shell correlation (FSC) in Fig. 4.11.
The figure shows that the reconstruction based on the MFVDM denoised images
achieves the highest correlations and resolutions (see Tab. 4.6) for both datasets.
Our new pipeline outperforms the state-of-the-art methods and is able to efficiently
produce accurate initial models for cryo-EM.
Table 4.6: The volume resolutions (lower is better) for TRPV1 and HIV-1 Nef.
Dataset MFVDM RELION CWF SGL ASPIRE
TRPV1 15.88Å 15.88Å 16.93Å 19.54Å 21.16Å





Figure 4.8: More denoising samples from TRPV1 dataset. Closest projection:
the clean projection images from the reference map that have the highest
correlation with the noisy images estimated by RELION. MFVDM, RELION,





Figure 4.9: More denoising samples from HIV-1 Nef dataset. Closest projection:
the clean projection images from the reference map that have the highest
correlation with the noisy images estimated by RELION. MFVDM, RELION,
SGL, CWF, ASPIRE: the corresponding denoised images.
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Figure 4.10: 3D ab initio models of (left) TRPV1 and (right) HIV-1 Nef, with
denoised images from MFVDM, RELION 2D class averaging, CWF, SGL, and
ASPIRE 2D class averaging. Three views of the volumes are shown for each
dataset. ‘Ref.’ represents the reference volume, ‘Ref. Low Res.’ represents the
Gaussian filtered reference volume.
40






















Figure 4.11: Fourier shell correlation (FSC) between the reconstruction and the
Reference volume (high resolution). Blue dashed line is the 0.143 cut-off criterion.




Cryo-EM imaging will benefit from the cross fertilization of ideas with the com-
puter vision community. Here, we proposed a new framework for cryo-EM image
restoration by defining a new metric based on MFVDM to improve the rotation-
ally invariant nearest neighbor search among a large number of extremely noisy
images. This new metric takes into account the consistency of the irreducible
representations of the alignments along connected paths. The eigenvectors of the
MFVDM matrices contain alignment information for images of similar views and
are therefore used for optimal alignment estimation. The denoised graph structure
allows the computation of robust global basis on the data manifold. The resulting
graph filtering schemes are able to efficiently denoise the Fourier-Bessel expansion
coefficients of the images and perform CTF correction. Through the simulated and
experimental datasets, we demonstrated that our proposed methods outperform the
state-of-the-art 2D class averaging and image restoration algorithms.
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