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Abstract
Let hj : V → R, j = 1, . . . , n, be Hermitian forms on a inner product space over F = C
or H, and let h : V → Rn have j th component hj . We study path connectedness of the joint
zero set h−1(0) ∩ V1 and convexity of the joint range h(V1) for various values of n, where V1
is the unit sphere of V .
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1. Introduction
It is generally accepted that the study of numerical ranges of operators on complex
inner product spaces started with the classic papers of Toeplitz [20] and Hausdorff
[13]. It is not always appreciated, however, that the study of joint ranges of a general
number n of Hermitian forms also started with these papers. There have been many
investigations of the case n = 2 for complex scalars, corresponding to the above
numerical ranges, but joint ranges for further values of n and/or scalars in R or H (the
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quarternions) have also been discussed. See, for example, Brickman [8] (R), several
papers of Au-Yeung and collaborators e.g. [2,4,5] (R, C and H), Binding [6] (R, C
and H), Horn and Johnson [14, pp. 85, 86, 88] (R and C) and Lyubich and Markus
[17] (C). Applications of joint ranges (which are called also vectorial ranges, n-form
numerical ranges and n-dimensional fields of values) have been made to stability
of feedback control (see e.g. [9–11] and references there) and to multiparameter
spectral theory [1,7].
Hausdorff [13] obtained the first proof of the convexity of numerical ranges (i.e.,
of joint ranges of two Hermitian forms) as a corollary of the connectedness of the
zero set of a Hermitian form. This approach was continued in [17] where the connec-
tedness of the joint zero set of two Hermitian forms was proved, and as a corollary a
new proof of the convexity of the joint range of three Hermitian forms was obtained.
Lyubich [16] used the connectedness result from [17] to prove a general theorem
on the separation of roots of matrix and operator polynomials. Partial results in this
direction were obtained earlier in [18] with the help of the theorem on convexity of
joint ranges for three Hermitian forms [4,6].
To fix ideas, let V be an inner product space over F = R, C or H (see e.g. [15,
Chapter 13] for the case F = H). Noting that H is noncommutative, we multiply by
scalars on the left, so V is then a left vector space. As usual, we define the norm
in V by ‖x‖ = 〈x, x〉1/2 where 〈x, y〉 is the inner product. The set of x ∈ V with
positive norm, i.e., x /= 0 (resp. norm 1, i.e., the unit sphere) is denoted by V+ (resp.
V1). A form σ : V × V → F is sesquilinear if σ(x, y) is linear in x for each fixed
y and σ(y, x) = σ(x, y). A form h : V → R is Hermitian if h(x) = σ(x, x) for
some sesquilinear σ. If h : V → Rn has Hermitian components h, we call W1 =
h(V1) the joint range of the h. (This term is used for W+ = h(V+) in [12].) We call
Z1 = h−1(0) ∩ V1 = {x ∈ V1 : h(x) = 0} the joint zero set of the h. We shall also
consider Z = h−1(0) and Z+ = h−1(0) ∩V+ = {x /= 0 : h(x) = 0}.
In Sections 2 and 3 we study path connectedness of the joint zero set. This is
simple for Z, but more interesting for Z1 (and for Z+, where the property is equiv-
alent). Let d be the dimension of F, viewed as a real vector space, so d = 2 for
F = C and d = 4 for F = H. In Section 2 we show for F = C or H that Z+ is path
connected if n < d and in Section 3 we improve this to n  d provided dimV > 2.
These results are known for F = C [17] but our proof is simpler, and it seems to us
that the proof in [17] cannot easily be extended to F = H.
In Section 4 we consider convexity of the joint range W1. It will be seen that this
implies convexity of W+, but not conversely––see Corollary 4.3 and Remark 5.6(b).
In Lemma 4.1 we develop the approach of [13,17] and claim that every result about
connectedness of joint zero sets implies a corresponding result about convexity of
joint ranges, and in this passage the number of Hermitian forms may be increased by
one. Hence the results of Sections 2 and 3 imply that W1 is convex for n  d , and if
dimV > 2 even for n  d + 1. These convexity results are known ([4,6] for C, [6]
for H) but again our proof is more elementary than those in print. In Section 5 we
give examples showing optimality of our results.
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The case dimV = 1 is special, and may be treated via the identity
h(αx) = |α|2 h(x) (1.1)
for any Hermitian form h. Indeed, we have the obvious
Theorem 1.1. If V has basis x, then Z1 is empty if h(x) /= 0, or isomorphic to the
unit sphere of F if h(x) = 0, and hence is path connected if F = C or H. Moreover
W1 is a singleton, and hence is convex.
We have excluded F = R so far, even though most of our arguments apply. The
reason is that the unit sphere of R is not connected, and therefore Z1 need not be so
(even if dimV = 1, see Theorem 1.1). The case F = R is discussed in [8,17]. Most
of our reasoning also applies if F is the division algebra of octonions, but again a
critical property ((1.1) in this case) is missing, and we intend to pursue this situation
elsewhere.
Finally let us return to numerical ranges, this time over H. We call a linear
operator A : V → V Hermitian if x → 〈Ax, x〉 is a Hermitian form. If a linear op-
erator B admits a Hermitian decomposition B1 + iB2 + jB3 + kB4 (see Section 2
for notation), i.e., where each B is Hermitian, then the numerical range W(B) =
{〈Bx, x〉 : x ∈ V1} is isomorphic to the joint range W1 of four Hermitian forms, and
is thus convex by our results. On the other hand, W(B) need not be convex (even if
dimV = 1, see Section 5 for an example), so linear operators over H do not admit
Hermitian decomposition in general. For further discussion of numerical ranges over
H, we refer to [3,14, pp. 86–88;19] and the references there.
2. Preliminaries
From now on we assume F = C or H, although as indicated earlier, many of our
arguments hold more generally.
We start by developing some properties of quaternions that we shall need. Each
a ∈ H can be written b + cj where b, c ∈ C and j2 = −1. Thus
a = a1 + ia2 + ja3 + ka4
for
a = (a1, a2, a3, a4) ∈ R4 (2.1)
and k = ij. Noncommutativity comes from the relation ji = −k, and conjugacy is
defined by a¯ = a1 − ia2 − ja3 − ka4. Further constructions are extended from C
via Re a = a1 and |a|2 = aa¯ = a21 + · · · + a24, and we note that ab = b¯a¯.
We shall need the following result on simultaneous equations.
66 P. Binding, A. Markus / Linear Algebra and its Applications 385 (2004) 63–72
Lemma 2.1. If p, q, r, s ∈ H, the following are equivalent:
(a) p, q, r and s are linearly independent in R4––see (2.1),
(b) there exists nonzero a ∈ H such that
Re(ap) = Re(aq) = Re(ar) = Re(as) = 0, (2.2)
(c) for some t, u, v,w ∈ R, the system
Re(ap) = t, Re(aq) = u, Re(ar) = v, Re(as) = w (2.3)
has no solution for a ∈ H.
Proof. (2.2) and (2.3) are linear equations in a1, a2, a3 and a4 with coefficient
matrix
M =


p1 −p2 −p3 −p4
q1 −q2 −q3 −q4
r1 −r2 −r3 −r4
s1 −s2 −s3 −s4

 .
Evidently (a)–(c) are all equivalent to detM = 0. 
Remark 2.2. Similarly if p, q ∈ C then the following are equivalent:
(a) (Rep, Imp) and (Re q, Im q) are linearly dependent in R2,
(b) there exists nonzero a ∈ C so that
Re(ap) = Re(aq) = 0, (2.4)
(c) for some t, u ∈ R, the system Re(ap) = t, Re(aq) = u is insoluble for a ∈ C.
In discussing path connectedness of zero sets, we shall use the notation x ∼ y to
denote the existence of a path joining x to y within Z+, so f(0) = x, f(1) = y and
f : [0, 1] → Z+ is continuous. It will be unnecessary for us to have separate notation
for Z and Z1, in view of the following.
Lemma 2.3
(a) If x, y ∈ Z+ are linearly dependent then x ∼ y.
(b) If Z1 is path connected so is Z+, and conversely.
(c) Z is always path connected.
Proof. (a) Let x, y ∈ Z+ be linearly dependent, say x = py where 0 /= p ∈ F. Since
F+ := F\ {0} is path connected, we can join 1 to p within F+, and hence we can join
1y to py within Z+.
(b) This is proved for F = C in [17, Lemma 1.2] and the proof for F = H is
identical.
(c) By (1.2) we can join any x ∈ Z to 0 ∈ Z using the path f(t) = tx, 0  t  1.
Thus any x, y ∈ Z can be joined via 0. 
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The next step is to link equations like (2.2) to the equivalence relation ∼. Recall
that the h are generated by the sesquilinear forms σ,  = 1, . . . , n.
Lemma 2.4. If x, y ∈ Z+ and if there exists nonzero a ∈ F so that
Re(aσ(x, y)) = 0,  = 1, . . . , n, (2.5)
then x ∼ y.
Proof. If x and y are linearly dependent, then x ∼ y by Lemma 2.3(a), so assume x
and y to be linearly independent, and consider
f : [0, 1] → V : t → tax + (1 − t)y.
Evidently f(t) /= 0, and
h(f(t)) = t2h(ax)+ 2t (1 − t)Re(aσ(x, y))+ (1 − t)2h(y) = 0
by (1.1) and (2.5). Thus ax ∼ y, and x ∼ ax by Lemma 2.3(a). 
We are now in a position to establish a preliminary result on path connectedness
of Z+. Note that for F = C this result was proved already by Hausdorff [13].
Recall that d is the dimension of F considered as a vector space over R.
Theorem 2.5. If n < d then Z+ = {x /= 0 : h(x) = 0,  = 1, . . . , n} is path
connected.
Proof. Appending zero forms if necessary, we can assume that n = d − 1. Let
x, y ∈ Z+, p = σ1(x, y) and consider the Eq. (2.4) with q = 0 if F = C (resp. (2.2)
with q = σ2(x, y), r = σ3(x, y), s = 0 if F = H). Then Remark 2.2 (resp. Lemma
2.1) show that a nonzero a ∈ F exists satisfying (2.5). The result now follows from
Lemma 2.4. 
3. Path connectedness
In order to prove the main results of this section we need two lemmas. The first is
a simple consequence of the results of Section 2.
Lemma 3.1. Let x, y∈Z+. If σ(x, y), = 1, . . . , d, are linearly dependent (viewed
as elements of Rd) then x ∼ y.
Proof. By Lemma 2.1 (resp. Remark 2.2), the Eq. (2.2) (resp. (2.4)) have a nonzero
solution a ∈ F, and Lemma 2.4 completes the argument. 
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The second lemma is a parametrized version of the fact that d − 1 homogeneous
linear equations in d reals have a nontrivial solution (already used to prove Theorem
2.5). While it may be known, we have not seen it in print.
Lemma 3.2. If A(t) is a (d − 1)× d matrix whose entries are real polynomials in
t then the linear system A(t)g = 0 has a solution g = g(t) whose entries are real
polynomials satisfying∑d=1 g(t)2 /= 0 for all real t.
Proof. If A(t) ≡ 0 then we set g(t) ≡ 1 for  = 1, . . . , d . Otherwise let m (1)
be the maximal size of a subdeterminant of A(t) which does not vanish identically.
We can assume without loss that this corresponds to the first m rows and columns of
A(t).
Consider the determinant D(t) given by the first m+ 1 rows and columns of
A(t) (if m = d − 1 we append a row of zeros). Let γ(t) be the (m+ 1, ) cofactor
of D(t) for 1    m+ 1 and γ(t) = 0 for m+ 1 <   d . It is easy to see that
A(t)(t) = 0 (note that the (m+ )th row of A(t) for   1 is linearly dependent on
the first m rows) and ν(t) :=∑d=1 γ(t)2  γm+1(t)2 /≡ 0. Thus ν(t) is a nonzero
nonnegative polynomial with real roots tα of multiplicity 2mα, say. Defining
g(t) = γ(t)
∏
α
(t − tα)−mα
we see that the polynomials g have no common real roots, and hence
∑d
=1 g(t)2 /=
0 for all real t . 
We are now ready to improve Theorem 2.5 by allowing n = d, provided
dimV > 2.
Theorem 3.3. If dimV > 2 and n  d then Z+ is path connected.
Proof. In view of Theorem 2.5, we can assume that n = d .
Let x, y ∈ Z+. We wish to show x ∼ y, and by Lemma 2.3(a) we may assume
that x, y and some vector z form a basis of a three dimensional subspace L ⊂ V . We
claim that either x ∼ y or there exists nonzero w = ax + by + z satisfying
σd(w, x) = σd(w, y) = 0. (3.1)
If σd(x, y) = 0 then Lemma 3.1 gives x ∼ y so assume σd(x, y) /= 0. Thus (3.1)
holds provided a = −σd(z, y)/σd(x, y) and b = −σd(z, x)/σd(x, y), and our claim
is established. Note that
x, y,w also form a basis of L. (3.2)
Suppose first that w ∈ Z+. Then (3.1) and Lemma 3.1 show that w ∼ x and
similarly w ∼ y, so x ∼ y. Thus we may assume that w /∈Z+, i.e.
h(w) /= 0. (3.3)
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By Lemma 3.1 again we may assume that σ(x, y) for  = 1, . . . , d are linearly
independent (viewed as elements of Rd ). Thus, Lemma 2.1 and Remark 2.2 show
that the system
Re(aσ(x, y)) = − 12h(w),  = 1, . . . , d (3.4)
has a solution a ∈ F and by (3.3) we have a /= 0.
Writing x˜ = ax, we have x ∼ x˜ by Lemma 2.3(a), so it will suffice to prove x˜ ∼ y,
and to this end we consider
f(t) = t x˜ + (1 − t)y + g(t)w, (3.5)
where g : [0, 1] → F and g(0) = g(1) = 0. By (3.2), f(t) /= 0, so it remains to show
that h(f(t)) = 0, for all t ∈ [0, 1]. Using h(x) = h(y) = 0 we thus require
2t Re(g(t)σ(w, x˜))+ 2(1 − t) Re(g(t)σ(w, y))
+ 2t (1 − t) Re σ(˜x, y)+ |g(t)|2h(w) = 0
for  = 1, . . . , d. Setting
|g(t)| = t1/2(1 − t)1/2 (3.6)
and recalling (3.4), we therefore need
t Re(g(t)σ(w, x˜))+ (1 − t)Re(g(t)σ(w, y)) = 0,  = 1, . . . , d − 1
(3.7)
since by (3.1) the corresponding equation for  = d is automatically satisfied.
Writing g(t) for the element of Rd corresponding to g(t) ∈ F, we see that (3.7) is
a set of equations to which Lemma 3.2 applies. Viewing the corresponding solution
as an element of F and scaling it to satisfy (3.6), we can thus construct f(t) as in
(3.5), and the proof is complete. 
4. Convexity of joint ranges
In order to reduce our discussion to the results of the previous sections, we shall
use the following
Lemma 4.1. Suppose dimV <∞ and n ∈ N. If the set Z1 is connected for n− 1
arbitrary Hermitian forms over V then the setW1 is convex for n arbitrary Hermitian
forms over V.
Proof. Let u, v ∈ W1 ⊂ Rn and w = tu + (1 − t)v where 0 < t < 1. Choose p ∈
Rn and a real n× n orthogonal matrix Q so that Qu + p = αen, Qv + p = βen,
Qw + p = 0 where en is the nth coordinate vector in Rn and α < 0 < β. Writing
Qh(x)+ p ‖x‖2 = h˜(x), we see that for some x, y ∈ V1
h˜(x) = h˜(y) = 0,  = 1, . . . , n− 1
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and
h˜n(x) = α, h˜n(y) = β.
It follows that the continuous form h˜n takes both signs on Z1, the joint zero set for
h˜1, . . . , h˜n−1, and therefore h˜n(z) = 0 for some z ∈ Z1. Thus h˜(z) = 0 = Qw + p,
and hence w = h(z), i.e. w ∈ W1. 
We are now ready for convexity of joint ranges.
Theorem 4.2. W1 is convex if n  d, and if n  d + 1 provided dimV > 2.
Proof. Suppose first that dimV <∞. Then our conclusions follow from Theor-
ems 2.5, 3.3 and Lemmas 2.3(b) and 4.1. Now suppose that dimV = ∞, and let
u, v ∈ W1.This means that u = h(x), v = h(y) for some x, y ∈ V1. Choose a three
dimensional subspace L ⊂ V so that x, y ∈ L. By what has already been proved, the
segment tu + (1 − t)v, 0 < t < 1, is contained in the joint range for h|L, and hence
in the joint range W1 for h. 
Corollary 4.3. The results of Theorem 4.2 hold with W1 replaced by W+.
Proof. Let u = h(x), v = h(y) with x, y ∈ V+ and let w = tu + (1 − t)v, 0 < t <
1. By (1.1), u = ‖x‖2h(̂x) and v = ‖y‖2h(̂y) where x̂ = x/‖x‖, ŷ = y/‖y‖ ∈ V1.
Now write α = (t‖x‖2 + (1 − t)‖y‖2)1/2 and β = tα−2‖x‖2. By Theorem 4.2,
βh(̂x)+ (1 − β)h(̂y) = h(̂z) for some ẑ ∈ V1. Thus w = h(α̂z) ∈ W+. 
5. Examples
We now give some examples illustrating the ideas above. The first illustrates the
quaternionic numerical range for V = H with inner product 〈p, q〉 = pq¯.
Example 5.1. Let A : V → V : q → qi, so its numerical range is
W(A) = {qiq¯ : q ∈ H, |q| = 1} .
If |q| = 1 then |qiq¯| = 1, so W(A) ⊂ V1. Since 1i1¯ = i, jij¯ = −i and 0 /∈ V1, W(A)
is not convex.
Our second example illustrates the sharpness of Theorem 2.5.
Example 5.2. Let V =H2, n = d = 4; σ1(x, y) = x1y¯2 + x2y¯1, σ2(x, y) =
x2y¯1i − ix1y¯2, σ3(x, y) = x2y¯1j − jx1y¯2, σ4(x, y) = x2y¯1k − kx1y¯2, so h(x) =
2(Re(x1x¯2), −Re(ix1x¯2), −Re(jx1x¯2), −Re(kx1x¯2)).
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The corresponding quaternion h(x) = 2x1x¯2, so Z+ = h−1(0) ∩ V+ =
h−1(0) ∩ V+ = {x /= 0 : x1 = 0} ∪ {x /= 0 : x2 = 0} is disconnected.
We turn now to Theorem 4.2 for dimV = 2.
Example 5.3. As for Example 5.2, but with n = 5 and σ5(x, y) = x1y¯1 − x2y¯2.
Thus h5(x) = |x1|2 − |x2|2 and ‖h(x)‖2 = |x1|2 + |x2|2 = ‖x‖2, so ‖h(x)‖ = 1
for x ∈ V1, and hence 0 /∈ W1 = h(V1). Since h(1, 0) = e5, and h(0, 1) = −e5,
W1 is nonconvex.
To illustrate the sharpness of Theorem 3.3, we have
Example 5.4. Let V = H3, n = 5 and σ5(x, y) = x3y¯3 with σ as in Example 5.2
for  = 1, . . . , 4.
Then Z+ = {x /= 0 : x1 = x3 = 0} ∪ {x /= 0 : x2 = x3 = 0} is disconnected.
Finally, we exhibit sharpness of Theorem 4.2 for dimV = 3.
Example 5.5. Let V = H3, n = 6, σ as in Example 5.3 for  = 1, . . . , 5 and σ6 as
for σ5 in Example 5.4.
Thus h(1, 0, 0)= e5, h(0, 1, 0)=−e5 and we claim that 0 /∈W1. Indeed if h(x) =
0 then h6(x)= |x3|2 forces x3 = 0 , and 0 =∑5=1 h(x)2 = |x1|2 + |x2|2 shows
that x = 0. Thus W1 is not convex.
Remark 5.6
(a) By Lemma 4.1, optimality of Theorems 2.5 and 3.3 follows from Examples
5.3 and 5.5, but we felt it worthwhile to give the explicit Examples 5.2 and 5.4.
(b) It can be shown that in Example 5.3, W1 = S4 (the unit sphere in R5), and
in Example 5.5, W1 = S5. In particular, if we replace h5 in Example 5.3 by h5 + 1
then W1 becomes a (nonconvex) sphere of radius one centred at e5, but W+ becomes
a (convex) half space {x : x5 > 0} ∪ {0} .
(c) Examples similar to 5.4 and 5.5 may be easily constructed for Hm, 3 < m 
∞, where we define H∞ = 2H =
{
x = (xj )∞1 : xj ∈ H,
∑∞
1 |xj |2 <∞
}
.
(d) Examples similar to 5.2–5.5 may be easily constructed for F = C, and they
are well-known.
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