The concept of statistical convergence, which is related to the usual concept of convergence in probability, provides a regular summability method for abstract metric spaces. By using probabilistic tools, we provide some Tauberian theorems which have best possible order Tauberian conditions. Furthermore, these methods can be used to unify and improve the classical pointwise Tauberian theorems of summability theory for the random walk type methods as proved by Bingham, and Hausdorff methods as proved by Lorentz. ᮊ 1998 Academic Press
INTRODUCTION
In the language of classical summability theory, an infinite matrix w x A s a is called a regular summability method if for any sequence Toeplitz gives necessary and sufficient conditions under which A is a Ž w x w x. regular method see 7 or 3, p. 75 .
In contrast, over an abstract metric space we may define another type of Ä Ž . 4 summability method as follows. Let f n , n s 0, 1, 2, . . . be a sequence Ž . w x taking values in a metric space X, . Let A s a be a nonnegative nk Ž . Ž summability method. We will say that L is the A st-lim of f or that f is Ž .
. A -statistically convergent to L if for any ⑀ ) 0, we have lim a s 0.
Ž . We will denote this limit operation by A st-lim f s L. This is equivalent to saying that the A-transform of the characteristic function of the set Ä Ž Ž . . 4 k g ‫:ގ‬ f k , L G ⑀ has limit zero. This is a regular summability Ž . method over metric spaces having at least two points if and only if the Ž . columns of A go to zero see Remark 4.1 . This approach to regularity w x cannot be represented as or included by a matrix method 5, 6 . For the most part we will apply these concepts over some normed linear space Ž 5 5.
X, и . Much of the classical summability literature assumes that X is the real line ‫ޒ‬ or the complex plane ‫ރ‬ with the usual distance as the 5 5 metric. Throughout, the symbol f will denote the norm of f, and if f 5 5 should be complex or real valued then f will stand for the usual modulus Ž . or the absolute value. Similarly, f, L will denote the metric distance, and should X be real or complex, it will stand for the usual Euclidean distance.
Statistical convergence is closely related to the concept of convergence in probability. In fact, if each row of the matrix A has sum 1, then it coincides with convergence in probability to a constant, which is, of course, equivalent to convergence in distribution to the random variable taking the constant value with probability 1. This observation was directly proved by w x Schoenberg 17 for the special case when A is the Cesaro method. Here, by using probability results, we present some Tauberian theorems using this type of convergence as a method of summability and show that it is a useful tool to improve as well as unify many of the classical Tauberian theorems.
STATEMENTS OF RESULTS
Much of our discussion will revolve around the following types of summability methods. Let X , X , . . . be independent and identically 1 2 distributed nonnegative integer-valued random variables and let Y be another nonnegative integer-valued random variable independent of the X. Let S s Y and S s Y q X q X q иии qX , for n G 1, and define we get the Meyer-Konig method. Similar forms of the convolution method w x are known by different names, such as the random walk method 1 and w x Sonnenschein method 18 . We shall call C a convolution method and, when Y s 0 with probability 1, it will be called the random walk method. If Ž Ž . . both Y and X have finite variance and Var X ) 0 , we will say that 1 1 the method C has finite variance. Note that the identity matrix is a special Ž . Ž . convolution method for which Var Y s Var X s 0. The method C can 1 be extended easily to non-identically distributed random variables; however, it will serve our purpose adequately, as it is. 
In Theorem 2.1, when f is a real-valued sequence, we get a statistical analog of the principal Tauberian theorem and the most general form of Ž w the classical Tauberian theorem for the Borel method see 7, Theorems x. 156 and 241 and its various extensions culminating in the result for the Ž w x. random walk methods due to Bingham 1 obeying a local central limit theorem of the type
where and 2 are the mean and the variance of X and is the 1 standard normal density. When X has a finite third moment then this 1 Ž w x . local version of the central limit theorem holds. For this, see 10 . When f is a complex sequence, the corresponding result for random walk type w x methods is due to Tam 22 
A comparison between the classical and the statistical approaches can Ž . be made as follows. We will use the notation Af for the transformed Ž . sequence of f obtained by a summability method A. The nth term of Af Ž . Ž . will be denoted by Af . Further iterates will be denoted by BAf to n Ž Ž .. Ž mean B Af . It should be noted that the method BA, defined as the . matrix product, can be a different method from our iterative method. We will denote by C C the class of all convolution methods which have finite ‫ޒ‬ Ž . variance and for which the one-sided classical Tauberian theorem holds Ž . for sequences obeying the Tauberian condition 2.1 , and by C C those for X Ž 5 5. which the two-sided Tauberian theorem holds for X, и -valued se-Ž . quences obeying condition 2.2 .
We say that an X-valued sequence f is in the domain of the summability method C provided that
exists for each n s 0, 1, 2, . . . ; and if
5 5 we will say that f is in the domain of C.
For the proof of our next theorem, we will need the following proposition. 
C with finite¨ariance; 
. w x y f n s o n . As pointed out by Lorentz 13 , this cannot be improved Ž y1 . to O n without imposing some further conditions on the weight function of the Hausdorff method. Along this line, we have the following statistical analog. It shows that statistical Tauberian theorems need not be identical to the classical type.
THEOREM 2.4. Let f be a real sequence obeying the condition
Let H be a regular Hausdorff method for which * is nondecreasing. In
The above theorem contains the first Tauberian theorem of statistical Ž w x. Ž. type due to Fridy 5 when we take * r s r. The counterexample of Ž Ž . Lorentz which showed that o 1rn cannot be improved in the classical 1 2 . type involved a * which had jump discontinuities at and with jump applicable in the statistical convergence analogs. In fact, the following theorem shows that one gets a much better Tauberian condition when * has a jump discontinuity. This is our second departure from the analogy to the classical types of Tauberian theorems. 
VH f ª L for some summability method V, ha¨ing 2.3 as a n Tauberian condition.
Ž . w x In part i we get extensions of Landau's 11 version of the one-sided w x Tauberian theorem for the Cesaro family. Hardy 8 proved the first such theorem for the Cesaro method. And if we take V to be the Abel method Ž . in part ii we get extensions of the classic Hardy᎐Littlewood Tauberian w x theorem 19 , which in turn was an extension of the original theorem of w x Tauber 23 , which started the entire subject exactly 100 years ago. One Ž . should also note that we may replace H in part i by the Abel method, * provided we appropriately define statistical convergence by using a continuous limit converging up to 1. This is due to the fact that for sequences of zeros and ones, the Cesaro method is equivalent to the Abel method. Finally, extensions over normed linear spaces are also possible along the same lines. We omit the straightforward details.
By judiciously mixing up the convolution methods and Hausdorff methods, several classical Tauberian theorems can be captured. For instance, either of the three parts of the following theorem also improves Lorentz's general Tauberian theorem for regular Hausdorff methods. THEOREM 2.8. Let R , R , . . . , R g C C , and let f be a sequence satisfy- Tauberian condition. The concept of statistical convergence can also be used to produce ''comparison-type'' and ''gap-type'' theorems, which will be presented in separate papers.
PROOFS
We will need a few preliminary results. 
Ž . Proof. The fact that f k ¢ 0 gives some ⑀ ) 0 and a subsequence Ž .
Ž . Ž . n 1 -n 2 -n 3 -иии such that either 
.
'
This implies that if m g n q , n␦ n q , we have Ž .
Ž .
and all large values of q. Now just take ␥ s ⌬r2.
The proofs of the next three lemmas are virtually identical to the above and, therefore, are omitted. 
Ž . Since C is regular we must have E X s ) 0. For otherwise a nonneg-1 Ž .
Ž . ative random variable X having E X s 0 will imply that P X s 0 s 1. 
Ž . Ž .
'
Case a . Denote n␥ n q by y . Now consider the C-statistical Ž . sequence G k s yg k . Now following the same steps as in Case a , the Ž . result follows. The X-valued case is also similar to Case a . We omit the identical steps.
Proof of Theorem 2.2. We shall prove more than the statement of the theorem by providing an example of a sequence which shows that, in both the classical as well as the statistical Tauberian theorems, the order condition of the Tauberian theorems is the best possible. Suppose, to the contrary, that there exists another Tauberian condition given by a se-' Ž . quence r o 0 such that r n / O 1 . We shall construct a nonconvergent n n <Ž . < Ž . Ž . sequence f satisfying ⌬ f s r and C st-lim f s 0 as well as Cf ª 0.
The order condition implies that there exist increasing positive integers Ž . n q such that 2 'n q r ) 2 q , q s 1, 2, . . . .
Ž . nŽ q.
Using the given rate r , we construct a sequence f of nonnegative numbers n which equals zero over some intervals and in between these intervals of zeros it goes up to 1 and then comes down to zero using the rate provided by r . We place these isolated ''hills'' of height 1 so that the end point of n Ž . Ž . the ith hill is at n i , and call the starting point of the ith hill w i . Since w Ž . Ž .x r is decreasing, it is easy to see that the width of the interval w i , n i is .
The last term goes to zero as m goes to infinity, and the first term also goes to zero by the central limit theorem as shown below:
Now an identical argument as in Case a finishes the proof.
Ž .
Ž . Proof of Proposition 2.1. We prove the real cases in parts 1 and 2 .
Ž . The rest are proved by similar and somewhat easier steps, and therefore, we omit the duplication of details. For any c ) 0 we can find an N and a ␦ ) 0 so that for all k G N G 1 we have
'
Make N large enough so that ␦ N G 1. For k ) N, on intervals of size ␦ N the sequence does not go down by more than y2 c. This gives
< Ž .< This implies that the negative part of f is bounded by f N q 2 ck and is, therefore, in the domain of C. Since f is in the domain of C, it follows q y < < that the positive part, f s f q f , and hence f , is in the domain of C as well. Now we prove the second part. Let l be a positive integer such that
here we used T s X q иии qX . First consider the second term on . quently, since n q l g n, n q ␦ n , we have N y f k for k g 0, 1, . . . , N . Note that
w . Combining all these results in 3.1 , we have, for any l g 0, ␦ n ,
Ž .
This implies that, for any c ) 0,
Proof of Theorem 2.3. Consider the real case. The X-valued case being Ž . Ž . identical, it will be omitted. Let g n [ R f . When f obeys the m n < < Tauberian condition, by Proposition 2.1 we see that f is in the domain of Ž . R , and g again obeys condition 2.1 . Since g is in the domain of R , m my1
< < g must again be in the domain of R and so on. This implies that
Ž . we again have h n ª L since the Tauberian condition for V holds. Now repeated application of the fact that R g C C , i s 1, 2, . . . , m gives that
Proof of Theorem 2.4. Suppose there exists an f obeying condition 2.3 Ž . Ž .
Ž. By regularity, * 0 s * 0 s 0 and * 1 s 1. When * r is a conw x Ž . tinuous function, there must be a point x g 0, 1 so that * x q ⑀ y Ž . * x y ⑀ ) 0 for each ⑀ ) 0. Otherwise, we reach a contradiction. We will call such a point x, a point of strict increase. If the only such x is at x s 1, then H is the identity matrix. In this case, any Tauberian * condition is vacuously true. If x s 0 is the only point of strict increase then * must be discontinuous at r s 0, which contradicts the regularity of H . On the other hand, if * has a point of discontinuity, then that * point is a point of strict increase. Again such a point cannot be 0. And if 1 is the only such point then we get the identity matrix. So, we see that there w x Ž . always exists an interval a, b : 0, 1 , however small we like, so that Ž . Ž . * b y * a ) 0. Ž .
Ž . This contradicts the fact that H st-lim g s 0. Hence, g k s o 1 . To * w x show the second-last step, let r g a, b be fixed. Note that the definition Ž . w Ž .x of implies that y␥ -1 y r -0. Now we take m q s n q , and note that Ž . Now following the same reasoning as in Case a , the result follows. The Ž . X-valued case is similar to Case a and, therefore, is omitted. 
'
Case a . Let y s n␥ n q and consider the following:
Case b . This case as well as the X-valued case are very similar to the first case and, therefore, we omit the repetition of details.
The optimality of the Tauberian condition now follows from Theorem 2.2 by considering the Euler method E , which is obtained by taking
For some of our later results we need the following lemma. and apply the Lebesgue dominated convergence theorem to get the result. Ž . To prove part 3 , without loss of generality assume that is nondecreasing. Consider the expression as an integral of an expectation as we did in Ž . Ž . part 1 . For any fixed r g 0, 1 , by taking ⑀ s rr2, write ' ' 
Ž . Ž .
nFm-nq␦ n w . whenever n G N. Let n q l g n, n q ␦ n and consider
The following easily proved remark characterizes all statistically regular summability methods.
Ž . Remark 4.1. Over any metric space X, having at least two points, A is statistically regular if and only if the columns of A go to zero.
To see why this is the case, let the columns of A go to zero. Let
as n ª ϱ. Conversely, let x, L be two distinct points and take a positive
We should also remark that Schoenberg 17 proved that every bounded C -statistically convergent sequence is C -summable to the same limit. This is a special case of a more general result that we can state as follows. Note that, in the preceding lemma, it is not necessary to assume that A is regular. Actually, we can say more by using the concept of uniform integrability when the row sums of A equal 1. For such an A, we have the following remark. The above two remarks can be stated in much more abstract settings by using Borel measures; however, that does not suit our present purpose. Note that statistical convergence involves checking the summability to zero of a collection of 0, 1 sequences, namely, the characteristic sequence of the Ä < Ž . < 4 set k: f k y L G ⑀ for each ⑀ ) 0. A number of comparison results are available for the classical summability methods when dealing with sequences of zeros and ones. These results can be used to restate our earlier results using those summability methods. We should also mention the following comparison result for the concept of statistical convergence. 
