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Resumen. En este trabajo estudiaremos la buena colocacio´n local del problema de valor inicial
asociado al sistema de ecuaciones de KdV. Usando las estimaciones biliniales establecidas por Kenig,
Ponce y Vega en el espacio de restricciones de la transformada de Fourier probaremos el resultado
local para un dato inicial dado en un espacio de Sobolev de orden mayor que −3/4.
Palabras claves. Problema de Cauchy, buen planteamiento y existencia.
1. Introduccio´n. Las dos ecuaciones consideradas en el siguiente problema de
valor inicial (PVI)
(1.1)

ut + uxxx + a3vxxx + uux + a1vvx + a2(uv)x = 0, x, t ∈ R
b1vt + vxxx + b2a3uxxx + vvx + b2a2uux + b2a1(uv)x = 0,
u(x, 0) = φ(x),
v(x, 0) = η(x),
fueron derivadas por Gear y Grimshaw [11] como un modelo para describir la inter-
accio´n fuerte de dos ondas internas largas de gravedad en un fluido estratificado. En
la literatura, estas se conocen con el nombre de Sistema Acoplado de KdV o tambie´n
como Sistema G-G. En [5], Bona, Ponce, Saut y Tom, muestran que el PVI (1.1) es
globalmente bien colocado en Hs(R)×Hs(R) para s ≥ 1. Adema´s, Ash, Cohen y Wang
[2] probaron que (1.1) es localmente y globalmente bien colocado en L2(R)×L2(R).
Observemos la similitud del sistema acoplado de ecuaciones (1.1) con la conocida
ecuacio´n de KdV
ut + uxxx + uux = 0
estudiada en [7], la cual modela la propagacio´n de ondas en la direccio´n sobre la
superficie de un cuerpo de agua de poca profundidad. Por Bourgain [7], se sabe que
el resultado de buena colocacio´n para ella en Hs(R), con s > −3/4, es esencialmente
o´ptimo. Pero Tzvetkow [20] encontro´ que esta ecuacio´n de KdV esta´ localmente mal
colocada en Hs(R) para s < −3/4. Siguiendo este orden de ideas, se espera que el
PVI (1.1) esta´ mal colocado en Hs(R)×Hs(R) para s < −3/4 y bien colocado para
s > −3/4.
El objetivo principal de este trabajo es presentar la versio´n mejorada del resultado
dado en [2], probando la buena colocacio´n local para el PVI (1.1) en Hs(R)×Hs(R)
para s > −3/4, utilizando el me´todo inicado por Bourgain y luego desarrollado pos-
teriormente por Kenin, Ponce y Vega. Antes de presentar el principal resultado de
este trabajo, indiquemos algunas notaciones relacionadas con los espacios normados
de restricciones de Fourier que sera´n utilizadas en este trabajo.
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2Notaciones. Usamos Xs,b para denotar al espacio de Bourgain, siendo este un sub-
conjunto de S ′(R2) dotado de la norma
‖u‖Xs,b = ‖〈ξ〉s〈τ − ξ3〉b û ‖L2ξ,τ
donde û es la transformada de Fourier de u en ambas variables ξ y τ .
Para T > 0, Xs,b[−T, T ] = {u|[−T,T ] : u ∈ Xs,b} denota el espacio de restricciones de
Fourier, normado con
‖u‖Xs,b[−T,T ] = inf{‖u˜‖Xs,b : u = u˜|[−T,T ], u˜ ∈ Xs,b}
.
El principal resultado de este trabajo es
Teorema 1.1. Para (η, µ) ∈ Hs(R)×Hs(R) con s > −3/4 y b ∈ (1/2, 1), existe
T = T (‖η‖Hs , ‖µ‖Hs) > 0 y una u´nica solucio´n (u, v) en Xs,b[−T, T ]×Xs,b[−T, T ] de
la ecuacio´n integral
(1.2)
 u(t) = ψ1(t)U(t)η − ψ1(t)
∫ t
0
U(t− t′)ψδ(t′)F (u, v, ∂xu, ∂xv)(t′)dt′,
v(t) = ψ1(t)U(t)µ − ψ1(t)
∫ t
0
U(t− t′)ψδ(t′)G(u, v, ∂xu, ∂xv)(t′)dt′,
asociada al problema de Cauchy reducido obtenido del problema (1.1).
2. Ana´lisis y Discusio´n.
2.1. El problema reducido y el principio de Duhamel’s. Nuestro objetivo
de esta seccio´n es reemplazar el sistema de ecuaciones diferenciales (1.1) por un sistema
de ecuaciones integrales como el dado en (1.2). Para esto, transformaremos el sistema
de ecuaciones del PVI (1.1) como un par de ecuaciones de KdV acopladas so´lo en
los te´rminos no lineales. Es decir, diagonalizaremos la matriz de coeficientes de los
te´rminos dispersivos del siguiente sistema
(2.1)

ut + uxxx + a3vxxx + uux + a1vvx + a2(uv)x = 0, x, t ∈ R
vt +
1
b1
vxxx +
b2a3
b1
uxxx +
1
b1
vvx +
b2a2
b1
uux +
b2a1
b1
(uv)x = 0,
u(x, 0) = φ(x),
v(x, 0) = η(x),
usando la teor´ıa de autovalores y autovectores.
Para aplicar esta teor´ıa, sean
A =
(
1 a3
b2a3
b1
1
b1
)
y B(W ) =
(
u+ a2v a2u+ a1v
b2a2
b1
u+ b2a1b1 v
b2a1
b1
u+ 1b1 v
)
donde W = W (x, t) =
(
u(x, t)
v(x, t)
)
. Con esta eleccio´n de A y B(W ), y escribiendo
W0 = W (x, 0) =
(
φ
η
)
el sistema (1.1) se reescribe como
(2.2)
{
∂tW +A ∂
3
xW +B(W ) ∂xW = 0,
W (x, 0) = W0,
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donde A es la matriz a diagonalizar. Consideraremos dos casos.
Si a3 = 0, la matriz A es diagonal. Es decir, el sistema (2.1) esta´ desacoplado.
Antes de diagonalizar A para el caso a3 6= 0, veamos que definiendo para a23b2 6= 1 los
nu´meros α− y α+ como
α± =
1
2
(1 +
1
b1
± λ) donde λ =
√
(1− 1
b1
)2 +
4b2a23
b1
> 0
entonces el siguiente lema asegura que estos nu´meros nunca se anulan.
Lema 2.1. Si a23b2 6= 1, entonces α± 6= 0.
Prueba. Por el absurdo. La forma como esta´ definido λ y el absurdo supuesto (es
decir, α± = 0), se tiene
λ =
√
(1− 1
b1
)2 +
4b2a23
b1
= ∓(1 + 1
b1
).
En la u´ltima igualdad, elevamos al cuadrado y luego simplificamos para obtener la con-
tradiccio´n deseada a23b2 = 1. 
La diagonalizacio´n de A para a3 6= 0, la obtendremos del conocido resultado: una
matriz es diagonalizable si todas las ra´ıces de su polinomio caracteristico son reales
y distintas; siendo estas ra´ıces los autovalores distintos de A. En nuestro caso, el
polinomio caracteristico, p(α) = det(A− αI) = 0, es
α2 − (1 + 1
b1
) α+
1
b1
− b2a
2
3
b1
= 0.
De donde
α± =
1
2
{(1 + 1
b1
) ±
√
(1 +
1
b1
)2 − 4( 1
b1
− b2a
2
3
b1
).
Es decir,
α± =
1
2
{(1 + 1
b1
) ±
√
(1− 1
b1
)2 − 4b2a
2
3
b1
.
Luego, los dos nu´meros reales y diferentes definidos como
α± =
1
2
{(1 + 1
b1
) ± λ} donde λ =
√
(1− 1
b1
)2 +
4b2a23
b1
> 0
son las ra´ıces del polinomio caracteristico de A.
El siguiente lema utiliza la diagonalizacio´n de A para desacoplar los te´rminos
dispersivos del sistema (2,2).
Lema 2.2. Consideremos la ecuacio´n
(2.3) ∂tW +A ∂
3
xW +B(W ) ∂xW = 0,
donde
W =
(
u
v
)
, A =
(
1 a3
b2a3
b1
1
b1
)
y
4B(W ) =
(
u+ a2v a2u+ a1v
b2a2
b1
u+ b2a1b1 v
b2a1
b1
u+ 1b1 v
)
.
Si A es tal que a23b2 6= 1 entonces existe una matriz P∈GL(2) tal que el cambio de
variable W = PX con X(x, t) =
(
u˜(x, t)
v˜(x, t)
)
transforma a (2.3) en
(2.4) ∂tX + diag(α+, α−) ∂3xX + B˜(X) ∂xX = 0,
donde diag(α+, α−) = P−1AP con α+ y α− son las ra´ıces del polinomio caracteris-
tico de A y
B˜(X) = P−1B(PX)P
Prueba. Por ser A diagonalizable, existe P ∈ GL(2). En este caso podemos definir
el cambio de variables W = PX y, por tanto, los reemplazos de ∂tW = P∂tX,
∂xW = P∂xX y ∂xxxW = P∂xxxX en la ecuacio´n (2.3), la transforma en
P∂tX +AP∂
3
xX +B(PX)P∂xX = 0,
es decir,
∂tX + diag(α+, α−) ∂3xX + P
−1B(PX)P∂xX = 0.

El siguiente resultado desacopla los te´rminos dispersivos del sistema de ecuaciones
(1.1).
Proposicio´n 2.3. El cambio de escala X =
(
u˜(x, t)
v˜(x, t)
)
=
(
u(α
−1/3
+ x, t)
v(α
−1/3
− x, t)
)
transforma al sistema (2.4), donde B˜(X) es tomado como
B˜(X) =
(
a˜u˜+ c˜v˜ b˜v˜ + c˜u˜
d˜u˜+ f˜ v˜ e˜v˜ + f˜ u˜
)
,
en el siguiente sistema de KdV
∂t
(
u
v
)
+ ∂3x
(
u
v
)
+
(
au+ cv bv + cu
du+ fv ev + fu
)
∂x
(
u
v
)
=
(
0
0
)
Es decir,
(2.5)
(
ut
vt
)
+
(
uxxx
vxxx
)
+
(
auux + bvvx + c(uv)x
duux + evvx + f(uv)x
)
=
(
0
0
)
donde a = a˜, b = b˜, c = c˜, y d = d˜.
Prueba. Al reemplazar los siguientes ca´lculos
∂tX =
(
u˜t
v˜t
)
=
(
ut
vt
)
,
REVISTA MATEMA´TICA 5
diag(α+, α−) ∂3xX = diag(α+, α−)
(
u˜xxx
v˜xxx
)
= diag(α+, α−)
(
α−1+ uxxx
α−1− vxxx
)
=
(
uxxx
vxxx
)
y
B˜(X) ∂xX =
(
a˜u˜+ c˜v˜ b˜v˜ + c˜u˜
d˜u˜+ f˜ v˜ e˜v˜ + f˜ u˜
)
.
(
u˜x
v˜x
)
=
(
a˜u˜u˜x + b˜v˜v˜x + c˜(u˜v˜)x
d˜u˜u˜x + e˜v˜v˜x + f˜(u˜v˜)x
)
en la ecuacio´n (2.4), se sigue el resultado. 
Observemos que el problema de cauchy reducido obtenido del sistema (1.1) es el
sistema (2.5) de la proposicio´n anterior sujeto a condiciones iniciales especificas, es
decir,
(2.6)

ut + uxxx + auux + bvvx + c(uv)x = 0,
vt + vxxx + duux + evvx + f(uv)x = 0,
u(x, 0) = φ(x),
v(x, 0) = η(x).
Tambie´n notemos que las dos ecuaciones del sistema anterior se pueden escribir
como:
(2.7)
{
∂tu(t) + ∂
3
xu(t) = F (u, v, ∂xu, ∂xv),
∂tv(t) + ∂
3
xv(t) = G(u, v, ∂xu, ∂xv),
donde
(2.8) F (u, v, ∂xu, ∂xv) = −(a
2
(u2)x +
b
2
(v2)x + c(uv)x) y
(2.9) G(u, v, ∂xu, ∂xv) = −(d
2
(u2)x +
e
2
(v2)x + f(uv)x).
Te´rminamos la seccio´n proporcionando, en un ambiente funcional adecuado, el
principio de Duhamel’s que transforma el sistema (2.7) en un sistema de ecuaciones
integrales.
Proposicio´n 2.4. Las proposiciones siguientes son equivalentes:
(i) (u, v) ∈ (C(R, Hs+3) × C(R, Hs+3)) ∩ (C1(R, L2) × C1(R, L2)) es solucio´n
de (2.6), es decir, (u, v) ∈ C(R, Hs+3) × C(R, Hs+3) es solucio´n de (2.7) si
(u, v) ∈ C1(R, L2)× C1(R, L2) y
(2.10)
{
∂tu(t) + ∂
3
xu(t) = F (u, v, ∂xu, ∂xv)(t),
∂tv(t) + ∂
3
xv(t) = G(u, v, ∂xu, ∂xv)(t),
se cumplen para todo t.
6(ii) (u, v) ∈ C(R, Hs+3)× C(R, Hs+3) resuelve a
(2.11)
 u(t) = U(t)u(0) −
∫ t
0
U(t− t′)F (u, v, ∂xu, ∂xv)(t′)dt′,
v(t) = U(t)v(0) − ∫ t
0
U(t− t′)G(u, v, ∂xu, ∂xv)(t′)dt′,
Prueba. Aprovechando la simetr´ıa del sistema, se debe probar el principio de
Duhamel’s so´lo para una de las ecuaciones del sistema. Siendo esta prueba un argu-
mento estandar. 
Observemos que este principio de Duhamel’s puede adaptarse para problemas
de Cauchy, si imponemos a (2.10) dos condiciones iniciales y entonces en (2.11) las
expresiones u(0) y v(0) deben ser sustituidas por las condiciones impuestas.
2.2. Estimaciones preliminares. Ahora presentamos las estimaciones que sera´n
utilizadas para probar nuestro teorema principal de buena colocacio´n.
Consideremos el operador φ(D) definido como{
φ(D) = F−1φ(ξ) F
D(φ(D)) = {f ∈ Hs(R) : φ(ξ)F(f) ∈ Hs(R)}, s ∈ R.
con dominio D(φ(D)) ⊂ Hs(R) denso. Supongamos que la accio´n del grupo unitario
(Uφ(t))t∈R = (eitφ(D))t∈R
de operadores en L(Hs(R)) generado por φ(D) esta dada por
(2.12) F [Uφ(t)f ](ξ) = eitφ(ξ)f̂(ξ) con f ∈ Hs(R)
Entonces veamos algunas propiedades importantes que tiene este grupo unitario
Uφ(t). Si ψ1 ∈ C∞0 (R) tal que 0 ≤ ψ1(t) ≤ 1 es una funcio´n cut-off dada por
(2.13) ψ1(t) =
{
1 , si |t| < 1
0 , si |t| ≥ 2
y si definimos ψδ(t) = ψ1(t/δ) para 0 < δ ≤ 1 entonces tenemos
F [ψδ(t)Uφ(±t)f ](ξ, τ) = F [F{ψδ(t)Uφ(±t)f}(ξ)](τ)
= F [ψδ(t)F{Uφ(±t)f}(ξ)](τ)
= F [ψδ(t) e±itφ(ξ)f̂(ξ)](τ)
= F [e±itφ(ξ)ψδ(t)](τ)f̂(ξ)
(2.14) = ψ̂δ(τ ∓ φ(ξ))f̂(ξ).

Otra propiedad que se obtiene como consecuencia de la anterior es la siguiente.
‖ψδ(t)Uφ(−t)f‖Hs,b = ‖〈 ξ〉s〈 τ〉bF [ψδ(t)Uφ(−t)f ] ‖L2ξ,τ
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= ‖〈 ξ〉s〈 τ〉bψ̂δ(τ + φ(ξ))f̂(ξ)‖L2ξ,τ
= ‖〈 ξ〉s〈 τ − φ(ξ)〉b ψ̂δ(τ)f̂(ξ)‖L2ξ,τ
= ‖〈 ξ〉s〈 τ − φ(ξ)〉b ψ̂δf‖L2ξ,τ
= ‖ψδf‖Xs,b .

Ahora, si suponemos que u = u(x, t) es solucio´n de
(2.15) ∂tu(x, t)− iφ(D)u(x, t) = 0, u(x, 0) = f(x)
entonces aplicando la transformada de Fourier espacial a las dos igualdades anteriores
y luego multiplicando por e−itφ(ξ) solo a la primera igualdad tenemos
∂tû(ξ, t)e
−itφ(ξ) − iφ(ξ)û(ξ, t)e−itφ(ξ) = 0, û(ξ, 0) = f̂(ξ)
o ∂t(û(ξ, t)e
−itφ(ξ)) = 0, û(ξ, 0) = f̂(ξ)
o û(ξ, t)e−itφ(ξ) = f̂(ξ)
o û(ξ, t) = eitφ(ξ)f̂(ξ)
Luego, (2.12) implica
û(ξ, t) = F [Uφ(t)f ](ξ)

Tenemos, por tanto, otra propiedad relacionada con el problema de valor inicial
asociado al operador φ(D) y dato inicial f . La solucio´n de (2.15) es dada por u(x, t) =
Uφ(t)f(x), donde el grupo unitario Uφ(t) es definido por (2.12). Adema´s, la siguiente
proposicio´n nos brinda una estimacio´n para estas soluciones.
Proposicio´n 2.5. Si s ∈ R, b ∈ (1/2, 1) y δ ∈ (0, 1) entonces las soluciones
u(t) = Uφ(t)f del problema de Cauchy lineal homoge´neo
∂tu− iφ(D)u = 0, u(0) = f
verifican la siguiente estimacio´n
‖ψδ(t) Uφ(t)f‖Xs,b ≤ Cδ(1−2b)/2‖f‖Hs
donde ψδ(t) = ψ1(t/δ), para 0 < δ ≤ 1, y ψ1 es una funcio´n cut-off diferenciable que
verifica (2.13).
Prueba. Por (2.14),
‖ψδ(t) Uφ(t)f‖Xs,b = ‖〈ξ〉s〈τ − φ(ξ)〉bF [ψδ(t) Uφ(t)f ] ‖L2ξ,τ
8= ‖〈ξ〉s〈τ − φ(ξ)〉b ψ̂δ(τ − φ(ξ))f̂(ξ)‖L2ξ,τ
= ‖〈ξ〉s〈τ〉b ψ̂δ(τ)f̂(ξ)‖L2ξ,τ
= ‖〈ξ〉s〈τ〉b ψ̂δ(τ)f̂(ξ)‖L2ξ,τ
= ‖〈τ〉b ψ̂δ‖L2τ ‖〈ξ〉sf̂‖L2ξ,τ
= ‖ψδ‖Hb‖f‖Hs .
Luego, la estimacio´n deseada se sigue de ‖ψδ‖Hb ≤ Cδ(1−2b)/2‖ψ1‖Hb . 
Ahora, damos, en las siguientes proposiciones, otras estimaciones que sera´n usadas
para probar el resultado principal de buena colocacio´n.
Proposicio´n 2.6. Si s ∈ R, b ∈ (1/2, 1) y δ ∈ (0, 1) entonces para el problema
de Cauchy lineal no homoge´neo
∂tu(t)− iφ(D)u(t) = F (t), u(0) = 0
tenemos la estimacio´n
(2.16) ‖ψδ(t)
t∫
0
Uφ(t− t′)F (t′) dt′‖Xs,b ≤ Cδ(1−2b)/2‖F‖Xs,b−1
donde ψδ(t) = ψ1(t/δ), para 0 < δ ≤ 1, y ψ1 es una funcio´n cut-off diferenciable que
verifica (2.13).
Prueba. Se encuentra en [13, seccio´n 3], nosotros la demostraremos suponiendo que
la estimacio´n para Kg(t) = ψδ(t)
∫ t
0
g(t′)dt′ es
‖Kg‖Hs,b ≤ Cδ(1−2b)/2‖g‖Hs,b .
Para establecer (2.16), sea entonces g(t) = Uφ(−t)F (t). De esto se obtiene
‖ψδ(t)
t∫
0
Uφ(−t′)F (t′)dt′‖Hs,b ≤ Cδ(1−2b)/2‖Uφ(−t)F (t)‖Hs,b .
Observemos que podemos escribir Uφ(−t′) = Uφ(−t)Uφ(t − t′), tambie´n para h =
h(x, t) tenemos
‖ψδ(t) Uφ(−t)h(x, t)‖Hs,b = ‖ψh‖Xs,b
y similarmente
‖Uφ(−t)h(x, t)‖Hs,b = ‖h‖Xs,b .
Luego, entonces
‖ψδ(t)Uφ(−t)
t∫
0
Uφ(t− t′)F (t′)dt′‖Hs,b ≤ Cδ(1−2b)/2‖Uφ(−t)F (t)‖Hs,b
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‖ψδ(t)
t∫
0
Uφ(t− t′)F (t′)dt′‖Xs,b ≤ Cδ(1−2b)/2‖F‖Xs,b−1

Proposicio´n 2.7. Sea s ∈ R, b′, b ∈ (1/2, 1) con b′ < b y δ ∈ (0, 1) entonces
tenemos
(2.17) ‖ψδF‖Xs,b−1 ≤ Cδ(b−b
′)/8(1−b′)‖F‖|Xs,b−1
y
(2.18) ‖ψδ(t)
t∫
0
Uφ(t− t′)F (t′) dt′‖Hs ≤ Cδ(1−2b)/2‖F‖Xs,b−1
donde ψδ(t) = ψ1(t/δ), para 0 < δ ≤ 1, y ψ1 es una funcio´n cut-off diferenciable que
verifica (2.13).
Prueba. La prueba de este lema se encuentra en [13]. 
Proposicio´n 2.8. Si s > −3/4, entonces existe 1/2 < b < 1 tal que la siguiente
estimacio´n bilineal es valida
‖∂x(uv)‖Xs,b−1 ≤ C‖u‖Xs,b‖v‖Xs,b .
Prueba. Ver [13]. 
2.3. Prueba del resultado principal. El objetivo de esta seccio´n es dar la
prueba del teorema [1.1], utilizando los resultados presentados en las secciones ante-
riores.
Prueba. Dado el dato inicial (η, µ) en Hs(R)× Hs(R) con s > 1/2, definimos el
conjunto
Hηµ := {(u, v) ∈ Xs,b ×Xs,b : ‖u‖Xs,b ≤ 2C0‖η‖Hs , ‖v‖Xs,b ≤ 2C0‖µ‖Hs}
y la me´trica
‖(u, v)‖Hηµ := ‖u‖Xs,b + ‖v‖Xs,b
que hace a Hη,µ un espacio me´trico completo.
Estamos interesados en resolver localmente el sistema (2.7) sujeto a las condiciones
u(0) = η y v(0) = µ. Entonces, adaptando el principio de Duhamel’s (proposicio´n 2.4)
tanto a las condiciones iniciales asi como a los eapacios Xs,b, resulta adecuado buscar
soluciones en el espacio Hηµ. Definimos, por tanto, para (u, v) ∈ Hηµ la aplicacio´n
Φη ×Ψµ como Φη(u, v)(t) := ψ1(t)U(t)η − ψ1(t)
∫ t
0
U(t− t′)ψδ(t′)F (u, v, ∂xu, ∂xv)(t′)dt′,
Ψη(u, v)(t) := ψ1(t)U(t)µ − ψ1(t)
∫ t
0
U(t− t′)ψδ(t′)G(u, v, ∂xu, ∂xv)(t′)dt′.
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En lo que sigue, probaremos que Φη × Ψµ aplica Hηµ en Hηµ, es decir, el rango
de Φη ×Ψµ esta´ en Hηµ:
R(Φη ×Ψµ) = [Φη ×Ψµ](Hηµ) ⊆ Hηµ.
Aprovechando la simetr´ıa de las funciones componentes que definen a Φη ×Ψµ, esti-
maremos solo la primera componente de Φη ×Ψµ. Las estimaciones para la segunda
componente son similares. Usando las proposicio´nes 2.5 y 2.6, para el caso partic-
ular en que φ(D) = D3 = (−i∂x)3 y la condicio´n inicial en el problema de Cauhy
homge´neo tomada como u(0) = η, obtenemos de la primera componente de Φη ×Ψµ:
(2.19) ‖Φη(u, v)‖Xs,b ≤ C0‖η‖Hs + C‖ψδF (u, v, ∂xu, ∂xv)‖Xs,b−1
Ahora, usando la desigualdad (2.17), obtenemos de (2.19) para b′ < b y θ = b−b
′
8(1−b′) :
(2.20) ‖Φη(u, v)‖Xs,b ≤ C0‖η‖Hs + Cδθ‖F (u, v, ∂xu, ∂xv)‖Xs,b′−1
Uando la proposicio´n 2.8 y la igualdad (2.8), obtenemos de la estimacio´n (2.20):
(2.21) ‖Φη(u, v)‖Xs,b ≤ C0‖η‖Hs + C1δθ{‖u‖2Xs,b + ‖v‖2Xs,b + ‖u‖Xs,b‖v‖Xs,b}
Similarmente, por la simetria existente, obtenemos para la segunda componente
(2.22) ‖Ψµ(u, v)‖Xs,b ≤ C0‖µ‖Hs + C2δθ{‖u‖2Xs,b + ‖v‖2Xs,b + ‖u‖Xs,b‖v‖Xs,b}
Como (u, v) ∈ Hηµ, con una eleccio´n de M = 2C0‖η‖Hs y N = 2C0‖µ‖Hs ,
obtenemos de (2.21) y (2.22)
(2.23)
 ‖Φη(u, v)‖Xs,b ≤
M
2 + C1δ
θ{M2 +N2 +MN}
‖Ψη(u, v)‖Xs,b ≤ N2 + C2δθ{M2 +N2 +MN}.
Si elegimos δ tal que
δθ ≤ (2 max{C1, C2}(M +N)2)−1
entonces obtenemos de (2.23)
‖Φη(u, v)‖Xs,b ≤M = 2C0‖η‖Hs
y
‖Ψη(u, v)‖Xs,b ≤ N = 2C0‖µ‖Hs
Por tanto,
(Φη(u, v),Ψη(u, v)) ∈ Hηµ.
Ahora, mostraremos que Φη × Ψµ : (u, v) 7→ (Φη(u, v),Ψη(u, v)) es una con-
traccio´n. Esto se demuestra, analogamente, que para un δ tal que
δθ ≤ (4 max{C1, C2}(M +N)2)−1
se cumple
(2.24)
 ‖Φη(u, v)− Φη(u1, v1)‖Xs,b ≤
1
4 [ ‖u− u1‖Xs,b + ‖v − v1‖Xs,b ]
‖Ψη(u, v)−Ψη(u1, v1)‖Xs,b ≤ 14 [ ‖u− u1‖Xs,b + ‖v − v1‖Xs,b ].
Por tanto, la aplicacio´n Φη×Ψµ es una conytraccio´n y obtenemos un u´nico punto
fijo (u, v) que resuelve el problema de cauchy asociado al sistema (2.7) para t ∈ [−T, T ]
con T ≤ δ. El resto de la prueba sigue con un argumento estandar.
REVISTA MATEMA´TICA 11
3. Resultados. Luego de hacer un estudio detallado del tema de investigacio´n
titulado sobre el problema de Cauchy local para un Sistema Particular de ecuaciones
de KdV, se obtuvieron los siguientes resultados:
1. Desacoplar, con la ayuda de la teor´ıa de autovalores y autovectores, los
te´rminos dispersivos del sistema acoplado de ecuaciones de KdV. Obtenien-
dose entonces el problema reducido.
2. La teor´ıa de grupos de operadores lineales permitio´ enunciar el Principio
de Duhamel’s (o fo´rmula de variacio´n de parametros) para las soluciones el
problema reducido.
3. La nocio´n de estimativas lineales y bilineales permito´ mostrar que es una
contraccio´n la aplicacio´n definida con la ayuda del principio de Duhamel’s.
4. Utilizar te´cnicas modernas (como los espacios de Sobolev, teoria de distribu-
ciones, ter´ıa de grupos, etc) para el ana´lisis de ecuaciones.
4. Conclusiones. Al finalizar el presente trabajo, se infiere las siguientes con-
clusiones:
1. Se logro resolver el problema de valor inicial para el caso local en el producto
de espacios de Burgain, demostrandose con el principio de contraccio´n que el
problema esta´ bien puesto.
2. Los espacios de Burgain son un ambiente natural para analizar ciertas ecua-
ciones dipersivas no lineales.
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