In this paper, we prove that every local derivation on Witt algebras W n , W + n or W ++ n is a derivation for any n ∈ N. As a consequence we obtain that every local derivation on a centerless generalized Virasoro algebra of higher rank is a derivation.
Introduction
Let A a Banach (or associative) algebra, X be an A-bimodule. A linear mapping ∆ : A → X is said to be a local derivation if for every x in A there exists a derivation D x : A → X, depending on x, satisfying ∆(x) = D x (x). When X is taken to be A, such a local derivation is called a local derivation on A. The concept of local derivation for Banach (or associative) algebras was introduced by Kadison [11] , Larson and Sourour [12] in 1990. Since then there have been a lot of studies on local derivations on various algebras. See for example the recent papers [1] [2] [3] 13] and the references therein. Local derivations on various algebras are some kind of local properties for the algebras, which turn out to be very interesting. Kadison actually proved in [11] that each continuous local derivation of a von Neumann algebra M into a dual Banach Mbimodule is a derivation, he established the existence of local derivations on the algebra C(x) of rational functions which are not derivations and showed that any local derivation of the polynomial ring C[x 1 , · · · , x n ] is a derivation. Recently, several papers have been devoted to studying local derivations for Lie (super)algebras. In [3] , Ayupov and Kudaybergenov proved that every local derivation on a finite dimensional semisimple Lie algebra over an algebraically closed field of characteristic 0 is automatically a derivation, and gave examples of nilpotent Lie algebra (so-call filiform Lie algebras) which admit local derivations which are not derivations. In [15] and [4] Ayupov and Yusupov studied 2-local derivations on univariate Witt algebras. In [16] , we study 2-local derivations on multivariate Witt algebras. In the present paper we study local derivations on Witt algebras.
Let n ∈ N. The Witt algebra W n of vector fields on an n-dimensional torus is the derivation Lie algebra of the Laurent polynomial algebra A n = C[t ±1 1 , t ±1 2 , · · · , t ±1 n ]. Witt algebras were one of the four classes of Cartan type Lie algebras originally introduced in 1909 by Cartan [7] when he studied infinite dimensional simple Lie algebras. Over the last two decades, the representation theory of Witt algebras was extensively studied by many mathematicians and physicists; see for example [5, 6, 10] . Very recently, Billig and Futorny obtained the classification for all simple Harish-Chandra W n -modules in their remarkable paper [5] .
The present paper is arranged as follows. In Section 2 we recall some known results and establish some related properties concerning Witt algebras. In Section 3 we prove that every local derivation on Witt algebras W n is a derivation. As a consequence we obtain that every local derivation on a centerless generalized Virasoro algebra of higher rank is a derivation. The methods used in [3] for finite dimensional semisimple Lie algebras no longer work for Witt algebras since Witt algebras have very different algebraic structure with finite dimensional semisimple Lie algebras. We have to establish new methods in the proofs of this section. Finally, in Section 4 we show that the above methods and conclusions are applicable for Witt algebras W + n and W ++ n . Throughout this paper, we denote by Z, N, Z + and C the sets of all integers, positive integers, non-negative integers and complex numbers respectively. All algebras are over C.
The Witt algebras
In this section we recall definitions, symbols and some known results for later use in this paper.
A derivation on a Lie algebra L is a linear map D : L → L which satisfies the Leibniz law
The set of all derivations of L is a Lie algebra and is denoted by Der(L). Clearly derivations on L are local derivations, but the converse may not be true in general. For n ∈ N, let A n = C[t ±1 1 , t ±1 2 , · · · , t ±1 n ] be the Laurent polynomial algebra and W n = Der(A n ) be the Witt algebra of vector fields on an n-dimensional torus. Thus W n has a natural structure of a left A-module, which is free of rank n. Denote d 1 = t 1 ∂ ∂t 1 , . . . , d n = t n ∂ ∂tn , which form a basis of this A-module:
Denote t α = t α 1 1 · · · t αn n for α = (α 1 , . . . , α n ) ∈ Z n and let {ǫ 1 , . . . , ǫ n } be the standard basis of Z n . Then we can write the Lie bracket in W n as follows:
The subspace h spanned by d 1 , . . . , d n is the Cartan subalgebra of W n . We may write any nonzero element in W n as α∈S t α d α , where S is the finite subset consisting of all α ∈ Z n with d α ∈ h \ {0}. For d α = c 1 d 1 + · · · + c n d n ∈ h and β = (β 1 , β 2 , · · · , β n ) ∈ Z n , define (d α , β) = c 1 β 1 + · · · + c n β n .
Then we get the following formula
For convenience when we write
where c α,i ∈ C, the coefficient c α,i will be denoted by (X) t α d i . We make the convention that when X ∈ W n is written as in (2.1) we always assume that the sum is finite, i.e., there are only finitely many c α,i nonzero.
For a generic vector µ = (µ 1 , µ 2 , · · · , µ n ) ∈ C n let d µ = µ 1 d 1 + · · · + µ n d n . Then we have the Lie subalgebra of W n :
W n (µ) = A n d µ , which is called (centerless) generalized Virasoro algebra of rank n, see [14] .
From Proposition 4.1 and Theorem 4.3 in [8] we know that any derivation on W n is inner. Then for the Witt algebra W n , the above definition of the local derivation can be reformulated as follows. A linear map ∆ on W n is a local derivation on W n if for every elements x ∈ W n there exists an element a x ∈ W n such that ∆(x) = [a x , x].
Local derivations on W n
In this section we shall mainly prove the following result concerning local derivations on W n for n ∈ N.
Theorem 3.1. Every local derivation on the Witt algebra W n is a derivation.
Since the proof of this theorem is long, we first setup six lemmas as preparations. Let µ = (µ 1 , µ 2 , · · · , µ n ) be a fixed generic vector in C n and d µ = µ 1 d 1 + · · · + µ n d n . For a given α ∈ Z n , we define an equivalence relation
Let [γ] := {β ∈ Z n | γ α ∼ β} denote the equivalence class containing γ. The set of equivalence classes of Z n defined by α is denoted by Z n /α.
Let ∆ be a local derivation on W n with ∆(d µ ) = 0. For t α d µ with α = 0, since ∆ is a local derivation there is an element a = β∈Z n t β d ′′
where F is a finite subset of Z n /α and p γ ≤ q γ ∈ Z. It is clear that
Note that we have the same F in (3.1) and (3.3) .
Proof. We have assumed that α = 0. Suppose that d γ+pγα = 0 and d γ+qγα = 0,
. Comparing the right hand sides of (3.1) and (3.3) we see that
(3.4) Since (d µ , γ + kα) = 0 for k ∈ Z, eliminating d ′ γ+pγα , . . . , d ′ γ+(qγ −1)α in this order by substitution we see that
where * ∈ h are independent of x. We always find some x ∈ C * not satisfying (3.5), which is a contradiction. The lemma follows.
where p = p 0 , q = q 0 , p ′ = p ′ 0 , q ′ = q ′ 0 and we have assigned
Our destination is to prove that p = q = 1. Proof. To the contrary we assume that p ′ < 0. Then p ′ = p. If further q ′ ≥ −1, from (3.6) we obtain a set of (at least two) equations
(3.7)
If d 0 = 0, using the same arguments as for (3.4), the equations (3.7) makes contradictions. So we consider the case that d 0 = 0. From the last equation in (3.7) we see that d ′ −α = 0. We continue upwards in (3.7) in this manner to some step. We get d 0 = d −α = · · · = d lα = 0, d (l−1)α = 0, and d ′ −α = · · · = d ′ (l−1)α = 0.
(3.8)
Using the same arguments as for (3.4), the equations (3.8) makes contradictions. We need only to consider the case that p + 1 = l, i.e., l − 1 = p. In this case we have that
Then (q ′ − 1)α = 0, i.e., q ′ = 1, a contradiction. So q = q ′ + 1 and p < q. We obtain a set of (at least two) equations from (3.6)
(3.9)
Using the same arguments as for (3.4), the equations (3.9) makes contradictions. Hence
Lemma 3.4. Let ∆ be a local derivation on W n such that ∆(d µ ) = 0. Then
Proof. From Lemma 3.3, we know that q ≥ p ≥ 1. We need only to prove that q = 1 in (3.6). Otherwise we assume that q > 1, and then q ′ > 0.
Case 1: q ′ > 1.
In this case we can show that q = q ′ + 1 as in the above arguments. If p ′ ≥ 1, we see that p = p ′ and p < q. From (3.6) we obtain a set of (at least two) equations
(3.10)
Using the same arguments as for (3.4), the equation (3.10) makes contradictions. So p ′ = 0. Now we have p ′ = 0, p ≥ 1, q = q ′ + 1 > 2.
By (3.6) and (3.2) we have
Again from (3.6) we obtain a set of (at least two) equations
(3.13)
Using the same arguments again, (3.13) makes contradictions. So q ′ = 1. Now we have Case 2: q ′ = 1. We need only consider the case that q = 2. In this case we still have Equations (3.11) and (3.12) with d ′ 2α = 0. Equation (3.11) implies that d ′ α = cd µ , c ∈ C. Then Equation (3.12) implies that d 2α = 0 which is a contradiction.
Therefore p = q = 1 and ∆(t α d µ ) = t α d α = (d ′′ 0 , α)t α d µ by (3.2). The lemma follows.
Lemma 3.5. Let ∆ be a local derivation on W n such that ∆(d µ ) = ∆(t i d µ ) = 0 for a given 1 ≤ i ≤ n. Then ∆(t m i d µ ) = 0 for any m ∈ Z. Proof. We may assume that m = 0, 1. By Lemmas 3.4, there is c ∈ C and
where F is a finite subset of Z n /(m − 1)ǫ i and p γ ≤ q γ ∈ Z, d γ+k(m−1)ǫ i ∈ h, such that
(3.14) where we have assigned d (p 0 −1)(m−1)ǫ i = d (q 0 +1)(m−1)ǫ i = 0, and we have used the fact that
since it cannot contain elements from t m i h or eliminate any term in
We may assume that d p 0 (m−1)ǫ i = 0 and d q 0 (m−1)ǫ i = 0. Our destination is to prove that c = 0, To the contrary we assume that c = 0. Then p 0 ≤ 1, q 0 ≥ 0, and p 0 ≤ q 0 .
Claim 1. p 0 = 0 or 1. Suppose that p 0 < 0, by (3.14) we deduce that
Since (d µ , p 0 (m − 1)ǫ i ) = 0, we have d p 0 (m−1)ǫ i = c ′ d µ for some c ′ ∈ C * and furthermore
It follows that 1 − p 0 (m − 1) = 0, and thus p 0 = −1, m = 0, a contradiction. Hence p 0 = 0 or 1. Claim 2. q 0 = 0. Suppose that q 0 > 0, by (3.14) we deduce that
Since (d µ , q 0 (m − 1)ǫ i ) = 0, we have d q 0 (m−1)ǫ i = c ′ d µ for some c ′ ∈ C * and furthermore
It follows that m − q 0 (m − 1) = 0, and thus m = 2 and q 0 = 2. Now from (3.14) we deduce that Proof. From Lemma 3.5, we have
We may assume that n > 1 and α ∈ Z n \ ∪ 1≤i≤n Zǫ i . Take an fixed integer m > |α i | for any 1 ≤ i ≤ n. Define
If d 0 = 0, considering the highest (resp. lowest) degree term with respect to t i for i ∈ I (resp. i ∈ I ′ ) in (3.20) , we deduce that (d 0 , ǫ i ) = 0 for all 1 ≤ i ≤ n. Thus d 0 = 0. Claim 3 follows.
Suppose that there exists a nonzero term t γ d γ in the expression of x ′ with maximal degree with respect to some t i for i ∈ I. Then γ = 0, and the term [t γ d γ , t m i d µ ] is of maximal degree with respect to t i in the expression of
It is only possible that 0 = [t γ d γ , t m i d µ ] ∈ t α h by Claim 1. Then γ + mǫ i = α. We have 0 > γ j = α j ≥ 0, i = j ∈ I and 0 < γ j = α j < 0, i = j ∈ I ′ by (3.21), a contradiction. So x ′ = 0. Therefore ∆(t α d µ ) = 0. Proof. This is trivial for n = 1. Next we assume that n > 1. For a given i ∈ {1, . . . , n}, there is an element α∈Z n t α d
So we may suppose that
α,j . On the other hand, there is an element α∈Z n 1≤j≤n b α,j t α d j ∈ W n where b α,j ∈ C such that
We deduce that c α,j = 0. So
Now we are in the position to prove Theorem 3.1.
Proof of Theorem 3.1. Let ∆ be a local derivation on W n . We fix an arbitrary generic µ ∈ C n . There is an element a ∈ W n such that ∆(d µ ) = [a, d µ ]. Set ∆ 1 = ∆ − ad(a). Then ∆ 1 is a local derivation such that ∆ 1 (d µ ) = 0. From Lemma 3.7, we know that ∆ 1 (h) = 0. By Lemma 3.4, there are c i ∈ C such that
Then ∆ 2 is a local derivation such that ∆ 2 (h) = 0, and ∆ 2 (t i d µ ) = 0, ∀1 ≤ i ≤ n.
By Lemma 3.6, for any generic µ ∈ C n we have
For any generic λ ∈ C n that is not a multiple of µ since
We see that c α t α d λ = (d 0 , α)(d µ + d λ ), yielding that c α = 0. Thus for any generic vector λ, ∆ 2 (t α d λ ) = 0, ∀α ∈ Z n . Since the set {d λ : λ is generic} can span h we must have ∆ 2 = 0. Hence ∆ = ad(a) + n i=1 c i ad(d i ) is a derivation. The proof is completed. ✷ By Theorem 3.4 in [9] any derivation on the generalized Virasoro algebra W n (µ) can be seen as the restriction of a inner derivation on W n . All the proofs in this section with minor modifications are valid for the generalized Virasoro algebra W n (µ). Therefore we obtain the following consequence.
Corollary 3.8. Let n ∈ N, and let µ ∈ C n be generic. Then any local derivation on the generalized Virasoro algebra W n (µ) is a derivation.
Local derivations on W +
n and W ++ n For n ∈ N, we have the Witt algebra W + n = Der(C[t 1 , t 2 , · · · , t n ]) which is a subalgebra of W n . We use h to denote the Cartan subalgebra of W n which is also a Cartan subalgebra (not unique) of W + n . We know that
Furthermore W + n has a subalgebra W ++ n = α∈Z n + t α h.
It is well-known that W + n is a simple Lie algebra, but W ++ n is not. From Proposition 4.1 and Theorem 4.3 in [8] we know that any derivation on W + n is inner . Using same arguments as the proof of Proposition 3.3 in [9] we can show that any derivation on W ++ n is inner. Hence, the proofs and conclusions with slight modifications in Section 3 are applicable to W + n and W ++ n . It is routine to verify this. We omit the details and directly state the following theorem. Acknowledgements. This research is partially supported by NSFC (11871190) and NSERC (311907-2015).
