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Einleitung
Dynamische Systeme sind mathematische Objekte zur Beschreibung der Zeitentwick-
lung physikalischer, biologischer und anderer real existierender Systeme. Das Lang-
zeitverhalten des Systems wird durch asymptotische Grenzmengen charakterisiert,
an die sich die Bewegungen des Systems im Verlauf der Zeit immer mehr ann

ahern.
Asymptotische Grenzmengen sind invariant unter dem dynamischen System. Eine
komplizierte geometrische Struktur dieser Mengen, beschrieben durch verschiedene
nichtganzzahlige Dimensionen, ist oftmals auch Ausdruck einer chaotischen Dyna-
mik. Deshalb kommt Dimensionsuntersuchungen invarianter Mengen von dynami-
schen Systemen eine groe Bedeutung zu. Dabei ist die Hausdor-Dimension eine der
wichtigsten Dimensionsarten, die auch nichtganzzahlige Werte annehmen k

onnen.
Die exakte Bestimmung der Hausdor-Dimension von Attraktoren oder, allgemei-
ner, von invarianten Mengen dynamischer Systeme ist nur in Ausnahmesituationen
m

oglich. Dagegen lassen sich Oberschranken dieser Dimension f

ur die invarianten
Mengen vieler Klassen kontrahierender Systeme angeben. Zeigt man n

amlich, da das

auere Hausdorsche d-Ma der invarianten Menge unter dem dynamischen System
mit wachsender Zeit gegen Null geht, so ist die Hausdor-Dimension der invarianten
Menge nicht gr

oer als d.
Erste Ergebnisse in dieser Richtung f

ur C
1
-Abbildungen inR
n
stammen von J. Mallet-
Paret ([50]), A. Douady und J. Oesterle ([18]) und Yu. S. Il'yashenko und A. N. Che-
taev ([39]). Diese Ergebnisse wurden von R. Temam und P. Thieullen ([69, 70]) auf
Hilbert- und Banachr

aume und von A. Noack und V. Reitmann ([58]) sowie von
F. Ledrappier ([45]) auf Riemannsche Mannigfaltigkeiten erweitert. Die Verallgemei-
nerung auf Riemannsche Mannigfaltigkeiten schliet Ergebnisse von G. A. Leonov
und V. A. Boichenko ([46, 47]) unter Verwendung von Lyapunov-Funktionen mit ein.
Auf st

uckweise glatte Abbildungen wurden diese Aussagen von V. Reitmann und
U. Schnabel ([63]) erweitert. In allen diesen Arbeiten wird gezeigt, da sich lokal das

auere Hausdorsche d-Ma des Bildes einer

Uberdeckungskugel im Tangentialraum
unter der Tangentialabbildung verkleinert. In diese Kontraktionsbedingung gehen die
Singul

arwerte der Tangentialabbildung ein. Da die Abbildung somit in allen Punkten
der invarianten Menge kontrahierend wirken mu, ergibt sich eine globale Kontrak-
tionsbedingung f

ur das Hausdorsche d-Ma der gesamten Menge. F

ur invariante
Mengen von Dieomorphismen und Fl

ussen mit einer zus

atzlichen hyperbolischen
Struktur sind von A. Fathi und X. Gu ([22, 29]) globale Kontraktionsbedingungen f

ur
1
das

auere Hausdorsche d-Ma unter Verwendung globaler Lyapunov-Exponenten
und der topologischen Entropie entwickelt worden. Dabei wird die invariante Menge
durch sogenannte Bowen-Kugeln oder dynamische Kugeln

uberdeckt.
Untere Dimensionsabsch

atzungen, die auch nichtganzzahlige Werte liefern k

onnen,
basieren oftmals auf potentialtheoretischen Aussagen wie dem Lemma von Frostman
([20, 32, 61]), das die Existenz eines speziellen

aueren Maes, konzentriert auf der
invarianten Menge, ausnutzt. F

ur Mengen in R und R
2
ist von M. A. Shereshevskij
in [66] eine Methode der unteren Absch

atzung der Hausdor-Dimension vorgestellt
worden, die ohne Verwendung eines

aueren Maes auskommt.
Ziel der vorliegenden Arbeit ist es, f

ur obere Schranken der Hausdor-Dimension die
Kontraktionsbedingung f

ur das

auere Hausdorsche d-Ma unter Ausnutzung der
Nichtinjektivit

at der Abbildung, die das dynamische System erzeugt, abzuschw

achen.
Geht man, wie in den oben zitierten Arbeiten, von einer Kugel

uberdeckung der in-
varianten Menge aus und bildet jede dieser Kugeln durch die gegebene Abbildung
ab, dann gibt es bei nicht injektiven Abbildungen Regionen der invarianten Menge,
die mehrfach

uberdeckt werden. Dadurch kann die Abbildung kontrahierend auf das

auere Hausdorsche d-Ma der gesamten invarianten Menge wirken, auch wenn die
globale Kontraktionsbedingung in Punkten mit mehreren Urbildern nicht erf

ullt ist,
da dort die Anzahl der zur

Uberdeckung notwendigen Kugeln reduziert werden kann.
Gleichzeitig soll f

ur eine spezielle Klasse von nicht injektiven Abbildungen auf Rie-
mannschen Mannigfaltigkeiten eine untere Dimensionsabsch

atzung hergeleitet wer-
den.
Es sei bemerkt, da von B. R. Hunt in [37] f

ur C
1
-Abbildungen in R
n
die obere
Schranke f

ur die Hausdor-Dimension aus dem Satz von Douady und Oesterle sogar
f

ur die obere Kapazitive Dimension gezeigt wurde. Dabei wurde die Gitterstruktur des
R
n
ausgenutzt. Basierend auf einer Arbeit von Z.-M. Chen ([15]) kann man die obere
Kapazitive Dimension von invarianten Mengen von C
1
-Abbildungen auf allgemeinen
Riemannschen Mannigfaltigkeiten nach oben mit den Methoden von A. Douady und
J. Oesterle wie in [9] absch

atzen. Auf diese Weise lassen sich zu allen in dieser Arbeit
entwickelten oberen Absch

atzungen der Hausdor-Dimension analoge Schranken f

ur
die obere Kapazitive Dimension formulieren.
Geben wir nun einen kurzen

Uberblick

uber den Inhalt der vorliegenden Arbeit. In
Kapitel 1 werden einige der im weiteren ben

otigten Grundlagen der multilinearen
Algebra, der Riemannschen Geometrie, der Integrationstheorie sowie die Denitio-
nen der Hausdor-Dimension und der topologischen Entropie bereitgestellt. Bekannte
obere Dimensionsabsch

atzungen von A. Douady und J. Oesterle, A. Fathi und X. Gu
werden zitiert. In diesen Absch

atzungen werden globale Kontraktionsbedingungen f

ur
das

auere Hausdorsche d-Ma mittels der Singul

arwerte der Tangentialabbildung
oder f

ur hyperbolische Systeme mittels globaler Lyapunov-Exponenten und der topo-
logischen Entropie der Abbildung formuliert. F

ur die untere Dimensionsabsch

atzung
wird das Lemma von Frostman und ein Satz von Shereshevskij kurz dargestellt.
2
Die Kapitel 2 und 3 befassen sich mit allgemeinen nicht injektiven Abbildungen auf
RiemannschenMannigfaltigkeiten. Es wird gezeigt, wie durch Einbeziehung der Nicht-
injektivit

at die aus dem f

ur Riemannsche Mannigfaltigkeiten verallgemeinerten Satz
von Douady und Oesterle stammende Kontraktionsbedingung f

ur das

auere Haus-
dorsche d-Ma abgeschw

acht werden kann. In Kapitel 2 wird eine Klasse von Abbil-
dungen betrachtet, die expandierend bez

uglich des

aueren Hausdorschen d-Maes
wirkt. Der Expansionsfaktor a  1 kann dabei als
"
Grad der Nichtinjektivit

at\ inter-
pretiert werden. F

ur solche Abbildungen existiert n

amlich eine Folge von Teilmengen
fK
j
g
j2N
der invarianten Menge, deren

aueres Hausdorsches d-Ma jeweils um den
Faktor (1=a)
j
kleiner ist als das

auere Ma der gesamten Menge K. Nach j Iteratio-
nen der Abbildung stimmen die

aueren Hausdorschen d-Mae der Bilder von K
j
und K jedoch

uberein. Unter diesen Voraussetzungen kann man zeigen, da die obere
Schranke 1 an die Singul

arwertfunktion, die die Kontraktion des

aueren Hausdor-
schen d-Maes garantiert, auf a vergr

oert werden kann.
In Kapitel 3 wird die Vielfachheitsfunktion der Abbildung eingef

uhrt, die zu einem
beliebigen Punkt jeweils die Anzahl der Urbilder unter der Abbildung innerhalb einer
bestimmten Menge angibt. Wenn die zugrundeliegende Mannigfaltigkeit orientierbar
ist und die Determinante der Linearisierung der gegebenen Abbildung auf der gesam-
ten Menge positiv ist, stimmt die Vielfachheitsfunktion mit dem lokalen Abbildungs-
grad

uberein ([68]). F

ur kompakte TeilmengenRiemannscher Mannigfaltigkeiten ohne
kritische Punkte, d. h. ohne Punkte, in denen der Betrag der Determinante der Tan-
gentialabbildung verschwindet, werden die Eigenschaften der Vielfachheitsfunktion
analysiert, und es wird unter anderem gezeigt, da die Vielfachheitsfunktion immer
nach oben beschr

ankt ist.
Weiterhin werden, in Anlehnung an H. Wegmann ([73]),

auere Hausdor-Integrale
f

ur nichtnegative Funktionen deniert, die f

ur den Fall der Integration

uber charak-
teristische Funktionen den gewichteten Hausdor-Maen aus [36] entsprechen. Diese

aueren Integrale weisen wichtige Integraleigenschaften auf, sind aber im Gegensatz
zu Integralen nicht additiv, sondern nur subadditiv. In Anlehnung an Aussagen zum
Verhalten von Integralen unter Variablentransformationen werden Schrankens

atze f

ur
die Transformation der

aueren Hausdor-Integrale unter nicht notwendigerweise in-
jektiven Abbildungen entwickelt, die aufgrund der Subadditivit

at keine Gleichungen,
sondern nur Ungleichungen sind. Diese Schrankens

atze werden angewendet, um in die
obere Dimensionsabsch

atzung nach A. Douady und J. Oesterle die Vielfachheitsfunk-
tion der Abbildung mit einzubeziehen und so eine schw

achere Kontraktionsbedingung
zu erhalten. Da die Vielfachheitsfunktion der Abbildung vom jeweils betrachteten
Punkt der Menge abh

angt, erh

alt man anstelle der globalen Kontraktionsbedingung
f

ur die Singul

arwerte der Tangentialabbildung eine schw

achere lokale Bedingung. Im
Falle der Nichtbeachtung der Vielfachheit der Abbildung geht diese in die bekannte
Bedingung nach A. Douady und J. Oesterle

uber.
Kapitel 4 der Arbeit ist der Abschw

achung des Konzepts der hyperbolischen Men-
gen gewidmet. Es werden Mengen mit einer

aquivarianten Zerlegung des Tangen-
3
tialb

undels betrachtet, d. h. mit einer Zerlegung, die unter der Tangentialabbildung
invariant bleibt. Eine

aquivariante Zerlegung des Tangentialb

undels erm

oglicht die
Betrachtung der auf die jeweiligen Teilb

undel eingeschr

ankten Tangentialabbildung,
entweder in der urspr

unglichen Zeitrichtung oder in umgekehrter Zeitrichtung. Im Ge-
gensatz zu hyperbolischen Mengen werden hier aber keine Voraussetzungen bez

uglich
der Streckungs- und Stauchungseigenschaften der Tangentialabbildung in den Teil-
r

aumen gestellt. Unter diesen abgeschw

achten Bedingungen k

onnen f

ur invariante
Mengen von Dieomorphismen und Fl

ussen

ahnliche obere Dimensionsschranken wie
die von A. Fathi und X. Gu f

ur hyperbolische Mengen erreicht werden, die sowohl
in der Sprache der Singul

arwerte als auch der globalen Lyapunov-Exponenten der
Tangentialabbildung und der topologischen Entropie der Abbildung formuliert wer-
den k

onnen. Analog zu [22, 29] werden hier zur

Uberdeckung der invarianten Menge
Bowen-Kugeln herangezogen. Aufgrund einer im Vergleich zu [29] anderen Beweis-
technik kann die Glattheit der betrachteten Systeme von C
2
auf C
1
verringert wer-
den. Auerdem erweist sich die
"
pinching condition\, die die stetige Abh

angigkeit
der

aquivarianten Zerlegung des Tangentialb

undels vom Punkt der Mannigfaltigkeit
garantiert, als

uber

ussig.
Anschlieend wird gezeigt, da sich diese Beweistechnik auch auf k -1-Endomorphis-
men als eine spezielle Klasse nicht injektiver Abbildungen anwenden l

at. Bei diesen
in [54] eingef

uhrten k -1-Endomorphismen handelt es sich um Abbildungen, bei denen
jeder Punkt genau k Urbilder hat. Dann kann der Faktor k ausgenutzt werden, um
die Kontraktionsbedingungen f

ur das

auere Hausdorsche d-Ma im Vergleich zu
Dieomorphismen abzuschw

achen.
Kapitel 5 setzt die Untersuchung von k -1-Endomorphismen fort. Hier wird unter Aus-
nutzung der

Uberlegungen von M. A. Shereshevskij ([66]) gezeigt, da sich aufgrund
der speziellen Struktur der invarianten Menge eines k -1-Endomorphismus sogar eine
untere Schranke der Hausdor-Dimension ableiten l

at. Dazu wird die Vorgehenswei-
se von M. A. Shereshevskij, die urspr

unglich f

ur Mengen in R entwickelt wurde, auf
Teilmengen allgemeiner metrischer R

aume verallgemeinert.
Am Ende jedes Kapitel wird eine breite Palette von Beispielsystemen betrachtet,
um die Leistungsf

ahigkeit der entwickelten Dimensionsabsch

atzungen im Vergleich zu
bekannten Dimensionsschranken zu demonstrieren. Es werden Hufeisenabbildungen
und iterierte Funktionensysteme analysiert, die bei der Modellierung vieler real exi-
stierender Systeme auftreten. Einige Systeme aus der Phasensynchronisation werden
durch Belykh-Abbildungen beschrieben ([8]). Diese sind in ihrer Grundform injek-
tiv, k

onnen aber durch geeignete Faktorisierung in nicht invertierbare Abbildungen

uberf

uhrt werden, so da die Vielfachheitsfunktion gewinnbringend ausgenutzt wer-
den kann. An Julia-Mengen quadratischer Polynome in der komplexen Ebene l

at
sich sowohl die Verwendung der Vielfachheitsfunktion und einer

aquivarianten Zer-
legung des Tangentialb

undels als auch die Interpretation als 2-1-Endomorphismus
demonstrieren.
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Allgemeine Bezeichnungen
N bezeichne die Menge der nat

urlichen Zahlen f1; 2; 3; : : : g.
N
0
= N [ f0g.
Z bezeichne die Menge der ganzen Zahlen f: : : ; 2; 1; 0; 1; 2; : : : g.
Q sei die Menge der rationalen Zahlen.
R bezeichne die Menge der reellen Zahlen.
R
+
= fx 2 R j x > 0g.
R
0+
= fx 2 R j x  0g = R
+
[ f0g.
R bezeichne die Menge der erweitert reellen Zahlen R[ f 1;+1g. Dabei
gelten f

ur die uneigentlichen Zahlen  1 und +1 die Rechenregeln  +
(1) = 1 f

ur alle  2 R, (+1)+(+1) = +1, ( 1)+( 1) =  1,
  (1) = 1 f

ur  > 0,   (1) = 1 f

ur  < 0 und 0  (1) = 0.
Nicht erkl

art ist ( 1) + (+1). Die Relation < (bzw. ) wird auf R
ausgedehnt durch  1 <  < +1 f

ur alle  2 R.
R
+
= fx 2 R j x > 0g.
R
0+
= fx 2 R j x  0g.
C bezeichne die Menge der komplexen Zahlen.
M
n;m
(X) mit einer Menge X bezeichne die Menge aller nm-Matrizen, deren Ele-
mente aus X sind.
bdc bezeichne zu einer Zahl d 2 R die gr

ote ganze Zahl, die kleiner als d ist.
bdc bezeichne zu einer Zahl d 2 R die gr

ote ganze Zahl, die nicht gr

oer als
d ist.
dde bezeichne zu einer Zahl d 2 R die kleinste ganze Zahl, die nicht kleiner als
d ist.
5
Sind f : X
f
! Y
f
und g : X
g
! Y
g
zwei Abbildungen, dann bezeichne
f + g die Funktion x 7! f(x) + g(x), falls X
f
= X
g
und Y
f
= Y
g
= R,
fg die Funktion x 7! f(x)  g(x), falls X
f
= X
g
und Y
f
= Y
g
= R,
f  g die Abbildung x 7! f(g(x)), falls Y
g
= X
f
,
f
n
die Abbildung f  : : :  f f

ur n 2 N
0
, falls X
f
= Y
f
,
f
 n
das Urbild unter der Abbildung f
n
f

ur n 2 N, falls X
f
= Y
f
,
f()

die Funktion x 7! (f(x))

f

ur  2 R, falls Y
f
= R. F

ur (f(x))

wird dabei
k

urzer auch f(x)

geschrieben. Falls aus dem Kontext eindeutig  62 Zn f1g
hervorgeht, dann wird f

ur f()

k

urzer f

geschrieben.
f  g f

ur zwei Funktionen mit X
f
= X
g
und Y
f
= Y
g
= R bedeutet f(x)  g(x) f

ur
alle x 2 X
f
.
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Kapitel 1
Grundlagen
In diesemKapitel werden die in der weiteren Arbeit ben

otigten Hilfsmittel zusammen-
gestellt. Neben Elementen der multilinearen Algebra, der Riemannschen Geometrie,
der Ma- und Integrationstheorie, der Theorie dynamischer Systeme und der hy-
perbolischen Systeme werden Ergebnisse zur Dimensionsabsch

atzung zitiert, die im
Rahmen dieser Arbeit verallgemeinert werden.
1.1 Multilineare Algebra
In diesem Abschnitt sollen, in Anlehnung an [1, 40, 43], einige wichtige Begrie der
Tensoralgebra in Erinnerung gebracht werden.
Es sei V ein n-dimensionaler Vektorraum

uber R. Dann bezeichne V

den Dualraum
zu V , also den Raum der linearen Funktionale (Linearformen)

uber V . Ein Tensor
der kontravarianten Ordnung k und der kovarianten Ordnung h (auch kurz vom Typ
(k; h)) ist eine Multilinearform a : V

 : : :V

V  : : :V ! R (mit dem k-fachen
Produkt von V

und dem h-fachen Produkt von V ). Den Raum aller Tensoren vom
Typ (k; h) auf V bezeichnen wir mit T
k
h
(V ).
Ein Tensor a 2 T
0
h
(V ) heit symmetrisch, falls a(
(1)
; : : : ; 
(h)
) = a(
1
; : : : ; 
h
), und
antisymmetrisch, falls a(
(1)
; : : : ; 
(h)
) = sign()a(
1
; : : : ; 
h
) f

ur alle Permutationen
 2 
h
und beliebige 
1
; : : : ; 
h
2 V gilt. In analoger Weise ist die Symmetrie und
Antisymmetrie eines Tensors vom Typ (k; 0) erkl

art. Ein antisymmetrischer Tensor
vom Typ (0; h) heit auch h-Form auf V . Der Raum aller h-Formen auf V sei mit

h
V

bezeichnet. Eine Abbildung b : V  : : :V ! R
0+
(mit dem h-fachen Produkt
von V ), die als Betrag einer h-Form geschrieben werden kann, heit absolute h-Form.
Eine absolute n-Form wird auch als Dichte bezeichnet (siehe z. B. [40]). Die Menge
aller absoluten h-Formen auf V sei mit jj
h
V

bezeichnet.
Es seien nun V und W zwei n-dimensionale Vektorr

aume und L : V ! W eine
7
lineare Abbildung. Dann ist das Pullback L

a eines Tensors a 2 T
0
h
(V ) ein Element
aus T
0
h
(W ), das durch
L

a(
1
; : : : ; 
h
) := a(L
1
; : : : ; L
h
)
f

ur alle 
1
; : : : ; 
h
2 V deniert ist. In analoger Weise ist das Pullback einer absoluten
h-Form erkl

art. Die Abbildung L

: T
0
h
(V )! T
0
h
(W ) ist linear.
Wir betrachten nun den Spezialfall V = W und h = n. Der Raum 
n
V

ist eindi-
mensional. Die dadurch eindeutig bestimmte Konstante detL mit der Eigenschaft
L

a = (detL)a
f

ur alle a 2 
n
V

heit Determinante von L. Betrachten wir anstelle der n-Formen
absolute n-Formen, erhalten wir die Konstante jdetLj.
1.2 Singul

arwertfunktion einer Abbildung
Es seien E und E
0
zwei n-dimensionale Euklidische R

aume mit den Skalarprodukten
h; i
E
und h; i
E
0
, und es sei L : E ! E
0
ein linearer Operator. Dann bezeichne L

den zu L adjungierten Operator, d. h. den eindeutig bestimmten linearen Operator
L

: E
0
! E mit hLx; yi
E
0
= hx;L

yi
E
f

ur alle x 2 E, y 2 E
0
. Die Singul

arwerte von L
sind die Eigenwerte des positiv semi-deniten Operators
p
L

L : E ! E. Sie werden
mit 
1
(L)  : : :  
n
(L)  0 bezeichnet, wobei jeder Eigenwert entsprechend seiner
Vielfachheit gez

ahlt wird. F

ur d 2 [0; n] ist die Singul

arwertfunktion der Ordnung d
von L durch
!
d
(L) :=
8
>
>
<
>
:
1 f

ur d = 0;

1
(L)  : : :  
bdc
(L)
bdc+1
(L)
d bdc
f

ur d 2 (0; n]
deniert. F

ur E = E
0
stimmt der Wert !
n
(L) mit dem in Abschnitt 1.1 denierten
Ausdruck jdetLj

uberein. Wir wollen die Bezeichnung jdetLj deshalb im weiteren
auch f

ur lineare Abbildungen zwischen zwei verschiedenen Euklidischen R

aumen nut-
zen, da die Singul

arwertfunktion !
n
(L) auch f

ur eine solche Situation deniert ist.
Es bezeichne B(u; r) := fv 2 E j %(u; v) < rg zu einem Punkt u 2 E und einer Zahl
r 2 R
+
die oene Kugel um u mit Radius r, wobei % die Euklidische Metrik ist. Diese
Bezeichnung wollen wir im weiteren auch f

ur allgemeine metrische R

aume verwenden.
Nun sei u
1
; : : : ; u
n
eine orthonormale Basis in E, so da u
i
ein Eigenvektor von
p
L

L
zum Eigenwert 
i
(L) ist (i = 1; : : : ; n). Dann existiert in E
0
eine Orthonormalbasis
v
1
; : : : ; v
n
mit v
i
=
1

i
Lu
i
f

ur jedes i = 1; : : : ; nmit 
i
6= 0. Das Bild der Einheitskugel
8
B(0; 1)  E unter der Abbildung L ist die Menge
n
X
1in:
i
(L)6=0
a
i
v
i
2 E
0



X
1in:
i
(L)6=0

a
i

i
(L)

2
< 1
o
;
also ein Ellipsoid in E
0
mit den Halbachsenl

angen 
1
(L); : : : ; 
n
(L). Deshalb wird das
Konzept der Singul

arwertfunktion auf Ellipsoide ausgedehnt. Es sei E ein Ellipsoid in
einem n-dimensionalen Euklidischen Raum E, und 
1
(E)  : : :  
n
(E)  0 bezeich-
ne die L

angen der Halbachsen, d. h., es existiert eine orthonormale Basis u
1
; : : : ; u
n
in E, so da E = f
P
1in:
i
(E)6=0
a
i
u
i
2 E j
P
1in:
i
(E)6=0

a
i

i
(E)

2
< 1g gilt. Dann
denieren wir
!
d
(E) :=
8
>
>
<
>
>
:
1 f

ur d = 0;

1
(E)  : : :  
bdc
(E)
bdc
(E)
d bdc
f

ur d 2 (0; n]:
Die Funktion !
d
hat einige interessante Eigenschaften, die wir aus [9, 18] zitieren.
Die erste Aussage geht dabei auf [45, 56] zur

uck und wird auch als verallgemeinerte
Hornsche Ungleichung bezeichnet.
Lemma 1.2.1 Es seien E, E
0
und E
00
drei n-dimensionale Euklidische R

aume und
L : E ! E
0
und L
0
: E
0
! E
00
zwei lineare Abbildungen. Dann gilt f

ur alle d 2 [0; n]
die Beziehung
!
d
(L
0
 L)  !
d
(L)  !
d
(L
0
);
d. h., !
d
ist eine submultiplikative Funktion f

ur jedes d 2 [0; n].
Lemma 1.2.2 Es seien E ein n-dimensionaler Euklidischer Raum und k > 0, m > 0,
 > 0 und d 2 (0; n] Zahlen, die der Ungleichung k  m
d
gen

ugen. Weiterhin sei
E  E ein Ellipsoid mit 
1
(E)  m und !
d
(E)  k. Dann ist E + B(O; ) in einem
Ellipsoid E
0
 E enthalten, und es gilt
!
d
(E
0
) 
"
1 +

m
bdc
k

1=(d bdc)

#
d
k:
Die folgende Aussage zeigt, wie f

ur ein Ellipsoid E die Anzahl der zur

Uberdeckung
h

ochstens ben

otigten Kugeln von konstantem Radius r > 0 durch die Singul

arwert-
funktion abgesch

atzt werden kann (siehe [18, 33]):
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Lemma 1.2.3 Es seien E ein n-dimensionaler Euklidischer Raum, E  E ein El-
lipsoid und r > 0 eine Zahl. Dann kann E schon durch
j
2
l
!
l
(E)
r
l
k
Kugeln vom Radius
r
p
l + 1

uberdeckt werden, wobei l durch
l :=
8
>
>
>
>
>
<
>
>
>
>
>
>
:
0 f

ur r > 
1
(E);
m f

ur 
m+1
(E)  r  
m
(E);m 2 f1; : : : ; n  1g;
n f

ur r  
n
(E)
festgelegt ist.
Im weiteren sind in der Regel die betrachteten linearen Abbildungen Ableitungen
von C
1
-Abbildungen ' auf RiemannschenMannigfaltigkeiten (M;g), die entsprechen-
den Euklidischen R

aume sind also jeweils Tangentialr

aume. In Punkten u 2 M mit
jdet(d
u
')j > 0 ist die Abbildung ' lokal invertierbar, und die Singul

arwerte der Ab-
leitung d
'(u)
'
 1
der lokalen Umkehrfunktion sind die Reziproken der Singul

arwerte
von d
u
'. Deshalb ist es sinnvoll, eine inverse Singul

arwertfunktion einzuf

uhren.
Es seien E und E
0
zwei n-dimensionale Euklidische R

aume mit den Skalarprodukten
h; i
E
und h; i
E
0
, und L : E ! E
0
sei ein linearer Operator mit jdetLj > 0, d. h.,
L ist invertierbar. F

ur beliebiges d 2 [0; n] ist die inverse Singul

arwertfunktion der
Ordnung d von L durch
!
d
(L) :=
8
>
>
<
>
>
:
1 f

ur d = 0;

n
(L)  : : :  
n bdc+1
(L)
n bdc
(L)
d bdc
f

ur d 2 (0; n]
deniert. Diese Funktion entspricht der Inversen der Singul

arwertfunktion der Um-
kehrabbildung, d. h., es ist !
d
(L) =
1
!
d
(L
 1
)
. Damit gilt, analog zu Lemma 1.2.1, die
folgende Aussage:
Lemma 1.2.4 Es seien E, E
0
und E
00
drei n-dimensionale Euklidische R

aume und
L : E ! E
0
und L
0
: E
0
! E
00
zwei invertierbare lineare Abbildungen. Dann gilt f

ur
alle d 2 [0; n] die Beziehung
!
d
(L
0
 L)  !
d
(L)  !
d
(L
0
):
1.3 Riemannsche Mannigfaltigkeiten
Da in dieser Arbeit C
1
-Abbildungen auf glatten RiemannschenMannigfaltigkeiten be-
trachtet werden, soll auf die wichtigsten Elemente der Riemannschen Geometrie kurz
10
eingegangen werden. Riemannsche Mannigfaltigkeiten k

onnen allgemein

uber belie-
bigen Hilbert- oder Banachr

aumen erkl

art werden. Wir beschr

anken uns im weiteren
aber auf Riemannsche Mannigfaltigkeiten

uber dem R
n
. Alle in diesem Abschnitt
aufgef

uhrten Begrie sind [27, 34, 67] entnommen.
Es seien M eine beliebige nichtleere Menge und n 2 N beliebig. Eine n-dimensionale
Karte f

urM ist eine Bijektion x : D(x)! R(x)  R
n
, wobei R(x) oen in R
n
ist und
D(x) eine Teilmenge vonM ist. Ein n-dimensionaler Atlas der Klasse C
r
(r 2 N) von
M ist eine Familie A von n-dimensionalen Karten mit den folgenden Eigenschaften:
(A1)
[
x2A
D(x) =M .
(A2) F

ur alle x; y 2 A ist die Menge x(D(x) \D(y)) oen in R
n
.
(A3) F

ur alle x; y 2 A ist die Abbildung y  x
 1
: x(D(x)\D(y))! y(D(x)\D(y))
ein C
r
-Diffeomorphismus.
Eine beliebige n-dimensionale Karte x von M heit C
r
-vertr

aglich (r 2 N) mit dem
n-dimensionalen C
r
-Atlas A vonM , wenn A[fxg auch ein n-dimensionaler C
r
-Atlas
von M ist. Ein n-dimensionaler Atlas der Klasse C
r
heit maximal, wenn jede mit A
C
r
-vertr

agliche Karte zu A geh

ort. Es seien M eine beliebige Menge und A
max
ein
zugeh

origer maximaler Atlas der Klasse C
r
(r 2 N). Das Paar (M;A
max
) heit dann
n-dimensionale C
r
-Mannigfaltigkeit.
F

ur jede n-dimensionale C
r
-Mannigfaltigkeit (M;A
max
) bildet das Mengensystem
fD(x)g
x2A
max
die Basis f

ur eine Topologie, die kanonische Topologie der Mannig-
faltigkeit heit. Ein topologischer Raum heit hausdorsch, wenn es zu je zwei ver-
schiedenen Punkten stets disjunkte Umgebungen derselben gibt. Im weiteren seien al-
le betrachteten Mannigfaltigkeiten hausdorsch. F

ur die Mannigfaltigkeit (M;A
max
)
wird im weiteren kurz M geschrieben.
Es seien M und N zwei C
r
-Mannigfaltigkeiten (r 2 N) der Dimensionen n bzw. m,
und s  r sei eine beliebige nat

urliche Zahl. Die Abbildung f : M ! N heit C
s
-
dierenzierbar, wenn f

ur jede Karte x von M und jede Karte y von N die Abbildung
y  f  x
 1
: x(D(x) \ f
 1
(D(y))! R
n
eine C
s
-Abbildung ist. Die Abbildung f :M ! N heit C
s
-Dieomorphismus, wenn
f bijektiv ist und f und f
 1
jeweils C
s
-dierenzierbar sind.
F

ur eine n-dimensionale C
r
-Mannigfaltigkeit M (r 2 N) und einen beliebigen Punkt
u 2M deniert
(u; x; )  (u; y; ),  = (y  x
 1
)
0
(x(u))
eine

Aquivalenzrelation, wobei x und y beliebige Karten um u und ;  2 R
n
beliebige
Vektoren sind. Die so denierte

Aquivalenzklasse [u; x; ] := [(u; x; )] heit Tangen-
tialvektor in u. Es seien u 2 M ein beliebiger Punkt und x eine beliebige Karte um
11
u. Dann ist der Tangentialraum T
u
M an M in u die Menge aller Tangentialvektoren
f[u; x; ]g, versehen mit der linearen Struktur
[u; x; ] + [u; x; ] := [u; x;  + ] f

ur alle ;  2 R
n
;
[u; x; ] := [u; x; ] f

ur alle  2 R
n
und alle  2 R:
Man kann zeigen, da diese Denition korrekt, d. h. unabh

angig von der Wahl der
Karte x ist. Es seien e
1
; : : : ; e
n
die Standard-Basis des R
n
. Dann ist f

ur einen Punkt
u 2M und eine Karte x um u
@
1;x
(u) := [u; x; e
1
]; : : : ; @
n;x
(u) := [u; x; e
n
]
eine Basis in T
u
M , die als mobile Basis bezeichnet wird.
Die Vereinigung TM :=
S
u2M
T
u
M heit Tangentialb

undel von M . Der Zusammen-
hang zwischen TM und M ist durch die kanonische Projektion
 : TM !M; [u; x; ] 7! u
gegeben. Ist M eine n-dimensionale C
r
-Mannigfaltigkeit (r  2), so hat TM die
kanonische Struktur einer 2n-dimensionalen C
r 1
-Mannigfaltigkeit.
F

ur zwei C
r
-Mannigfaltigkeiten M und N der Dimensionen n bzw. m und eine C
s
-
Abbildung f : M ! N (1  s  r) ist das Dierential von f die Abbildung df :
TM ! TN , die durch
df([u; x; ]) := [f(u); y; (y  f  x
 1
)
0
(x(u))]
f

ur beliebiges u 2M , beliebige Karten x und y um u bzw. f(u) und beliebiges  2 R
n
deniert ist. Die lineare Abbildung d
u
f : T
u
M ! T
f(u)
N mit d
u
f := df j
T
u
M
heit
Tangentialabbildung von f in u.
Es sei I = (a; b), mit zwei reellen Zahlen a < b, ein oenes Intervall und M eine
n-dimensionale Riemannsche C
r
-Mannigfaltigkeit. Eine Abbildung  : I ! M heit
C
s
-Kurve, wenn  eine C
s
-Abbildung ist (1  s  r). F

ur eine C
s
-Kurve  : I !M
ist
_(t) := [(t); x; (x  )
0
(t)]
der Geschwindigkeitsvektor an  zur Zeit t 2 I, wobei x eine beliebige Karte um (t)
ist. Im weiteren sei mit I immer ein oenes Intervall in R bezeichnet.
Auf der n-dimensionalen C
r
-MannigfaltigkeitM (r 2 N) ist eine Riemannsche Metrik
g der Klasse C
r 1
gegeben, wenn g jedem Punkt u 2 M und jeder Karte x um
u eine symmetrische positiv denite Matrix G
x
(u) 2 M
n;n
(R) zuordnet, so da die
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Abbildung G
x
() : D(x) ! M
n;n
(R) eine C
r 1
-Abbildung ist und f

ur zwei beliebige
Karten x und y um u die Beziehung
(y  x
 1
)
0
(x(u))
T
G
y
(u)(y  x
 1
)
0
(x(u)) = G
x
(u)
gilt. Eine Riemannsche Mannigfaltigkeit (M;g) der Klasse C
r
ist eine zusammenh

an-
gende C
r
-MannigfaltigkeitM , versehen mit einer Riemannschen Metrik g der Klasse
C
r 1
.
Ein C
s
-Tensorfeld vom Typ (k; h) auf der C
r
-Mannigfaltigkeit M (s  r; r  2)
ist eine C
s
-Abbildung T : M !
S
u2M
T
k
h
T
u
M , f

ur die 
k
h
 T = id
M
gilt, wobei

k
h
:
S
u2M
T
k
h
T
u
M ! M die kanonische Projektion bezeichne und
S
u2M
T
k
h
T
u
M
als n
1+k+h
-dimensionale Mannigfaltigkeit der Klasse C
r 1
interpretiert wird. Eine
Riemannsche Metrik der Klasse C
r 1
ist also ein symmetrisches C
r 1
-Tensorfeld vom
Typ (0; 2).
Es sei x eine beliebige Karte um u 2M . Dann wird das Skalarprodukt in T
u
M durch
h[u; x; ]; [u; x; ]i
T
u
M
:= hG
x
(u); i
R
n
(;  2 R
n
)
deniert. Die Norm eines Vektors aus T
u
M ist durch
k[u; x; ]k
T
u
M
:=
p
h[u; x; ]; [u; x; ]i
T
u
M
gegeben. Im weiteren werden wir f

ur diese Norm k

urzer kvk schreiben, wenn aus dem
Kontext eindeutig hervorgeht, da v ein Vektor aus dem Tangentialraum T
u
M ist.
Es sei  : (a; b)!M eine C
1
-Kurve. Die L

ange von  ist
l() :=
Z
b
a
k _(t)k
T
(t)
M
dt:
Eine st

uckweise C
1
-Kurve auf M ist eine stetige Abbildung  : (a; b) ! M , f

ur die
eine endliche Anzahl von Punkten a = t
1
< t
2
< : : : < t
m
= b existiert, so da
j
(t
i
;t
i+1
)
eine C
1
-Kurve f

ur alle i = 1; : : : ;m   1 ist. Die L

ange dieser st

uckweisen
C
1
-Kurve ist
l() :=
m 1
X
i=1
l(j
(t
i
;t
i+1
)
):
Es bezeichne C
v
u
die Menge aller st

uckweisen C
1
-Kurven auf M von u nach v. Der
geod

atische Abstand auf M ist eine Funktion % :M M ! R, deniert durch
%(u; v) := inf
2C
v
u
l()
f

ur alle u; v 2 M . Der geod

atische Abstand ist eine Metrik auf M . Die durch sie
erzeugte metrische Topologie stimmt mit der kanonischen Topologie von M

uberein.
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Eine C
s
-Abbildung F : M ! TM mit   F = id
M
heit C
s
-Vektorfeld auf der C
r
-
Mannigfaltigkeit M (s < r  2). Ein C
s
-Vektorfeld ist also ein C
s
-Tensorfeld vom
Typ (0; 1). Eine C
1
-Kurve c : I ! M mit  2 I heit Integralkurve des Vektorfeldes
F mit Anfang u 2M zur Zeit t =  , falls sie L

osung des Cauchy-Problems
_c(t) = F (c(t)); c( ) = u (1.3.1)
ist. Das Cauchy-Problem (1.3.1) heit lokal eindeutig l

osbar, falls f

ur beliebige zwei
L

osungen c
1
und c
2
von (1.3.1) die Beziehung c
1
(t) = c
2
(t) f

ur eine hinreichend kleine
Umgebung von  gilt. Unter bestimmten Voraussetzungen an das Vektorfeld ist die
Existenz und Eindeutigkeit von Integralkurven gesichert (siehe [1, 52]):
Satz 1.3.1 Es seien M eine n-dimensionale C
r
-Mannigfaltigkeit (r  2) und F :
M ! TM ein C
s
-Vektorfeld (1  s < r). Dann ist f

ur jedes u 2 M das Cauchy-
Problem (1.3.1) lokal eindeutig l

osbar.
Wir bezeichnen eine L

osung des Cauchy-Problems (1.3.1) mit Anfang u 2M f

ur t = 0
mit '(; u) und schreiben '
t
(u) := '(t; u) f

ur beliebiges t 2 R, f

ur das die L

osung
existiert.
Satz 1.3.2 Es seien M eine n-dimensionale C
r
-Mannigfaltigkeit (r  2) und F :
M ! TM ein C
s
-Vektorfeld (1  s < r). Dann existieren f

ur jedes u 2 M und
jedes  2 R eine oene Umgebung U  M von u, ein " > 0 und eine C
s
-Abbildung
' : (   ";  + ") U !M mit den folgenden Eigenschaften:
(1) Die Abbildung '(; u) ist auf (   ";  + ") von der Glattheit C
s+1
.
(2) Die Abbildung '(; u) ist L

osung des Cauchy-Problems mit Anfang u zur Zeit
t =  :
_c(t) = F (c(t)); c( ) = u: (1.3.2)
(3) Das Cauchy-Problem (1.3.2) ist lokal eindeutig l

osbar.
Auerdem stimmen beliebige zwei Integralkurven c
1
: I
1
! M und c
2
: I
2
! M von
F mit  2 I
1
\ I
2
und c
1
( ) = c
2
( ) f

ur alle t 2 I
1
\ I
2

uberein.
F

ur die von F erzeugte Dierentialgleichung
_u = F (u) (1.3.3)
kann man mit Satz 1.3.2 zeigen, da f

ur jedes u 2 M die maximale Integralkurve
'
()
(u) : I(u)!M von (1.3.3) mit Anfang u zur Zeit t = 0 und mit dem maximalen
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Zeitintervall I(u) :=
S
I
c
existiert, wobei c : I
c
! M alle m

oglichen Integralkurven
von (1.3.3) durch u sind und '
()
(u)j
I
c
= c ist.
Ein lokaler C
s
-Flu auf M (0  s < r) ist eine C
s
-Abbildung ' : U ! M , (t; u) 7!
'
t
(u), wobei U eine oene Umgebung von f0gM in RM ist, so da die folgenden
Bedingungen erf

ullt sind:
(LF1) F

ur alle u 2M ist R fug \ U zusammenh

angend.
(LF2) Es gilt '
0
= id
M
.
(LF3) Es gilt '
t
1
+t
2
(u) = '
t
1
('
t
2
(u)), falls (t
2
; u); (t
1
+ t
2
; u); (t
1
; '
t
2
(u)) 2 U .
Ist U = RM , so heit ' : U ! M globaler C
s
-Flu. Ein globaler C
s
-Flu ist also
eine einparametrige Gruppe von C
s
-Dieomorphismen auf M .
Anhand von Satz 1.3.2 l

at sich zeigen, da jedem C
s
-Vektorfeld F : M ! TM
(1  s < r) durch die maximalen Intergalkurven eindeutig ein maximaler C
s
-Flu
zugeordnet ist, der jedoch nicht global sein mu. Das Vektorfeld F heit vollst

andig,
falls der zugeh

orige maximale Flu ein globaler Flu ist. Die folgende Aussage aus
[10] zeigt, da ein gegebenes C
s
-Vektorfeld durch geeignete Skalierung stets in ein
vollst

andiges Vektorfeld

uberf

uhrt werden kann, d. h., man kann sich auf die Be-
trachtung von globalen Fl

ussen beschr

anken.
Satz 1.3.3 Ist F : M ! TM ein C
s
-Vektorfeld auf der n-dimensionalen C
r
-Man-
nigfaltigkeit M (1  s < r), so existiert eine C
s 1
-Funktion p :M ! R
+
, f

ur die pF
ein vollst

andiges Vektorfeld auf M ist.
Die Vektorfelder F und pF haben dabei die gleichen Bilder der Integralkurven, sind
aber unter Umst

anden unterschiedlich parametrisiert.
Nun seien (M;g) eine n-dimensionale Riemannsche C
r
-Mannigfaltigkeit (r  3),
u 2 M ein Punkt und x eine Karte um u. Die durch den Metriktensor denierten
Matrizen G
x
(u) und G
x
(u)
 1
seien in der Form G
x
(u) = (g
ij
(u))
n
i;j=1
und G
x
(u)
 1
=
(g
jk
(u))
n
j;k=1
dargestellt. Dann heien die n
3
Funktionen  
k
ij
: D(x) ! R, deniert
durch
 
k
ij
(u) :=
1
2
n
X
s=1
g
ks
(u)
h
 
@(g
ij
x
 1
)
@x
s
(x(u)) +
@(g
js
x
 1
)
@x
i
(x(u)) +
@(g
si
x
 1
)
@x
j
(x(u))
i
(i; j; k = 1; : : : ; n), Christoel-Symbole 2. Art in der Karte x. Da diese Symbole
Ableitungen der Riemannschen Metrik enthalten und die Metrik von der Klasse C
r 1
war, sind die Christoel-Symbole nur noch von der Glattheit C
r 2
.
Ein C
s
-Vektorfeld auf M hat f

ur einen Punkt u 2 M und eine Karte x um u in der
mobilen Basis des Tangentialraumes die Darstellung F (u) =
P
n
i=1
f
i
(x(u))@
i;x
(u).
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F
ur v 2 T
u
M in der Form v =
P
n
i=1
a
i
@
i;x
(u) ist
r
v
F (u) :=
n
X
k=1
"
n
X
i=1
 
a
i
@f
k
@x
i
(u) + a
i
n
X
j=1
f
j
(u) 
k
ij
(u)
!#
@
k;x
(u)
die kovariante Ableitung des Vektorfeldes F in Richtung des Vektors v.
F

ur eine C
1
-Kurve  : I !M heit eine Abbildung F : I ! TM mit F (t) 2 T
(t)
M
f

ur alle t 2 I Vektorfeld l

angs . Das Vektorfeld F : I ! TM heit parallel l

angs ,
falls r
_(t)
F (t) = 0 f

ur alle t 2 I gilt. Ist  : I ! M eine C
1
-Kurve und v 2 T
(t
0
)
M
(t
0
2 I), dann gibt es genau ein Vektorfeld F
v
(T ) l

angs , das parallel l

angs  ist und
f

ur das F
v
(t
0
) = v gilt. F

ur t
1
> t
0
(t
0
; t
1
2 I) heit die Abbildung

(t
1
)
(t
0
)
: T
(t
0
)
M ! T
(t
1
)
M;
die jedem v 2 T
(t
0
)
M den Vektor F
v
(t
1
) zuordnet, Parallelverschiebung oder Paral-
leltransport entlang  aus (t
0
) in (t
1
). Diese Abbildung ist eine Isometrie zwischen
den Tangentialr

aumen T
(t
0
)
und T
(t
1
)
.
Eine C
1
-Kurve  : I ! M heit Geod

atische, falls das tangentielle Vektorfeld _(t)
parallel l

angs  ist, d. h., falls r
_(t)
_(t) = 0 f

ur alle t 2 I gilt. F

ur v 2 TM bezeichne

v
die maximale Geod

atische mit Anfang 
v
(0) = (v) und _
v
(0) = v 2 T
(v)
M . Lokal
ist eine Geod

atische 
v
L

osung des Dierentialgleichungssystems zweiter Ordnung
x
k
+
n
X
i;j=1
 
k
ij
_x
i
_x
j
= 0 (k = 1; : : : ; n):
Daraus folgt k _
v
k = kvk, also sind die Geod

atischen Kurven konstanter Geschwin-
digkeit.
Die Menge 
  TM sei die Menge aller Vektoren v, f

ur die 
v
(1) erkl

art ist. Die Ex-
ponentialabbildung exp : 
!M ist durch exp(v) := 
v
(1) f

ur alle v 2 
 deniert. Es
bezeichne exp
u
:= exp j
T
u
M\

f

ur alle u 2 M die Einschr

ankung der Exponentialab-
bildung auf den Tangentialraum T
u
M . Da in die Dierentialgleichung zur Denition
der Exponentialabbildung die Christoel-Symbole eingehen, ist die Glattheit von exp
nur noch C
r 2
. F

ur Riemannsche C
r
-Mannigfaltigkeiten (M;g) mit r  3 gelten f

ur
alle u 2M die folgenden beiden Aussagen:
(E1) Es existiert ein  > 0, so da exp
u
ein C
r 2
-Dieomorphismus von B(O
u
; ) auf
B(u; ) ist und %(exp
u
v; u) = kvk f

ur alle v 2 B(O
u
; ) gilt.
(Dabei ist B(O
u
; ) eine Kugel im Tangentialraum T
u
M und B(u; ) eine Kugel
in der Mannigfaltigkeit M .)
(E2) Die Ableitung der Abbildung exp
u
im Ursprung O
u
des Tangentialraumes T
u
M
stimmt mit der identischen Abbildung id
T
u
M
auf T
u
M

uberein.
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Mit der Exponentialabbildung kann man eine zur Taylor-Formel in R
n
analoge Aus-
sage zeigen (siehe [57]), die im weiteren auch als Taylor-Formel bezeichnet wird:
Satz 1.3.4 Es seien (M;g) eine n-dimensionale Riemannsche C
3
-Mannigfaltigkeit,
' : M ! M eine C
1
-Abbildung und K  M eine kompakte Menge. Dann existiert
ein "
0
> 0, so da f

ur alle " 2 (0; "
0
), alle u 2 K und alle v 2 B(u; ") die folgende
Ungleichung gilt:
k exp
 1
'(u)
('(v))  d
u
'(exp
 1
(v))k
T
'(u)
M

sup
w2B(u;")
k
'(u)
'(w)
 d
w
'  
w
u
  d
u
'k  k exp
 1
u
(v)k
T
u
M
:
Dabei ist mit k
'(u)
'(w)
 d
w
'  
w
u
  d
u
'k die Operatornorm des linearen Operators

'(u)
'(w)
 d
w
'  
w
u
  d
u
' : T
u
M ! T
'(u)
M gemeint.
F

ur eine Riemannsche C
r
-MannigfaltigkeitM (r  2) wird durch den Riemannschen
Metriktensor g ein C
r 2
-Tensorfeld R vom Typ (0; 3) erzeugt, das f

ur beliebige C
2
-
Vektorfelder F;G;H :M ! TM durch
R(F;G)H := r
F
r
G
H  r
G
r
F
H  r
[F;G]
H
deniert ist und Kr

ummungstensorfeld heit. Dabei bezeichnet [F;G] := r
F
G  
r
G
F die Lie-Klammer. F

ur beliebige Vektoren v
1
; v
2
; v
3
2 T
u
M schreibt man auch
R
u
(v
1
; v
2
)v
3
:= R
u
(F;G)H, falls F;G;H beliebige Vektorfelder mitF (u) = v
1
,G(u) =
v
2
undH(u) = v
3
sind. F

ur einen Punkt u 2M und zwei linear unabh

angige Vektoren
v
1
; v
2
2 T
u
M ist die Schnittkr

ummung in u bez

uglich des durch das Paar (v
1
; v
2
)
aufgespannten Unterraumes  die Zahl
R() :=
hR
u
(v
2
; v
1
)v
1
; v
2
i
hv
1
; v
1
ihv
2
; v
2
i   hv
1
; v
2
i
2
:
Diese ist von der Wahl des linear unabh

angigen Paares (v
1
; v
2
) aus  unabh

angig.
Sind v
1
und v
2
sogar orthonormal, dann vereinfacht sich der Ausdruck zu
R() = hR
u
(v
2
; v
1
)v
1
; v
2
i:
1.4 Elemente der Ma- und Integrationstheorie
In der vorliegenden Arbeit werden Dimensionsabsch

atzungen unter Ausnutzung von
subadditiven Integralen beschrieben. Deshalb werden in diesem Abschnitt, in Anleh-
nung an [7, 19, 30, 35, 42, 71], einige grundlegende matheoretische Begrie bereit-
gestellt.
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Es sei X eine beliebige Menge. Dann bezeichnet P(X) die Potenzmenge von X, also
das System aller Teilmengen von X. Eine Teilmenge A von P(X) heit -Algebra,
wenn
 X 2 A,
 f

ur alle A 2 A auch X nA 2 A gilt,
 f

ur jede Folge fA
i
g
i2N
von Mengen aus A auch
S
1
i=1
A
i
2 A gilt.
Ein wichtiges Beispiel ist die -Algebra B(X) der Borel-Mengen, die aus allen oenen
Teilmengen von X erzeugt wird, d. h., sie enth

alt alle oenen Teilmengen des R
n
und alle Mengen, die aus oenen Mengen durch Komplementbildung und abz

ahlbare
Vereinigung erzeugt werden k

onnen.
Eine Mengenfunktion  : A! R
0+
, deniert auf einer -Algebra von Teilmengen von
X, heit Ma auf X, falls
 (;) = 0,
 f

ur jede Folge fA
i
g
i2N
paarweise disjunkter Mengen aus A die Beziehung
 (
S
1
i=1
A
i
) =
P
1
i=1
(A
i
) gilt (-Additivit

at).
Ein Tripel (X;A; ), bestehend aus einer beliebigen Menge X, einer -Algebra A aus
Teilmengen von X und einem Ma  : A ! R
0+
, heit Maraum. Die Mengen aus A
werden dann auch als mebare Mengen bezeichnet. Eine Funktion f : X ! R heit
mebar bez

uglich der -Algebra A, wenn f

ur jedes  2 R die Menge aller Punkte
x 2 X mit f(x) < a in A liegt. Ein Ma auf der -Algebra B(X) der Borel-Mengen
heit Borel-Ma.
Ein wichtiges Beispiel eines Maes ist das Lebesgue-Ma 
L
in R
n
, das f

ur Quader der
Form [a
1
; b
1
) : : : [a
n
; b
n
) mit a
i
< b
i
(i = 1; : : : ; n) als 
L
([a
1
; b
1
) : : : [a
n
; b
n
)) =
Q
n
i=1
(b
i
  a
i
) deniert ist und auf die -Algebra B(R
n
) der Borel-Mengen fortgesetzt
wird, so da die Maeigenschaften erf

ullt sind.
Eine Mengenfunktion  : P(X)! R
0+
heit

aueres Ma auf X, falls
 (;) = 0,
 (A
1
)  (A
2
) f

ur A
1
 A
2
 X gilt (Monotonie),
 f

ur jede Folge fA
i
g
i2N
beliebiger Teilmengen vonX die Beziehung  (
S
1
i=1
A
i
) 
P
1
i=1
(A
i
) gilt (-Subadditivit

at).
Ein auf einem metrischen Raum (X; %) deniertes

aueres Ma  heit metrisches

aueres Ma, falls zus

atzlich (A
1
[ A
2
) = (A
1
) + (A
2
) f

ur beliebige nichtleere
Teilmengen A
1
und A
2
von X mit %(A
1
; A
2
) := inf
a
1
2A
1
;a
2
2A
2
%(a
1
; a
2
) > 0 gilt.
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Eine Menge A  X heit mebar bez

uglich des

aueren Maes  bzw. -mebar, falls
(A) = (A \ B) + (A n B) f

ur beliebige Mengen B  X ist. Oenbar bildet die
Menge aller -mebaren Mengen eine -Algebra A und j
A
ist ein Ma. Ein

aueres
Borel-Ma ist ein

aueres Ma, bez

uglich dem alle Borel-Mengen mebar sind. Man
kann zeigen ([21]), da jedes metrische

auere Ma ein

aueres Borel-Ma ist.
Ein Ma bzw.

aueres Ma  auf X heit endlich, wenn (X) <1 gilt. Es sei A eine
Teilmenge von X. Dann heit das Ma bzw.

auere Ma  auf A konzentriert, wenn
(B) = 0 f

ur alle B 2 A bzw. B 2 P(X) mit A \B = 0 gilt.
Ein Integral auf einemMaraum (X;A; ), deniert f

ur eine Klasse F von Funktionen
X ! R bzw. X ! R
0+
, ist ein Funktional
a) I : AF ! R oder
b) I : AF ! R
0+
mit folgenden Eigenschaften:
(I1) a) F

ur alle A 2 A, alle f 2 F und alle  2 R gilt I(A;f) = I(A; f), d. h., f

ur
alle A 2 A ist I(A; ) : F ! R homogen.
b) F

ur alle A 2 A, alle f 2 F und alle  2 R
0+
gilt I(A;f) = I(A; f), d. h.,
f

ur alle A 2 A ist I(A; ) : F ! R positiv homogen.
(I2) F

ur alle A 2 A und alle f; g 2 F mit fI(A; f); I(A; g)g 6= f 1;1g gilt I(A; f+
g) = I(A; f) + I(A; g), d. h., f

ur alle A 2 A ist I(A; ) additiv.
(I3) F

ur alle f 2 F und alle Folgen fA
i
g
i2N
 A paarweise disjunkter Mengen mit
f 1;1g 6 fI(A
i
; f)g
i2N
gilt I(
S
1
i=1
A
i
; f) =
P
1
i=1
I(A
i
; f), d. h., f

ur alle f 2 F
ist I(; f) -additiv.
(I4) F

ur alle A 2 A und alle f; g 2 F mit f  g gilt I(A; f)  I(A; g), d. h., f

ur alle
A 2 A ist I(A; ) monoton.
(I5) F

ur alle A 2 A gilt I(A;
A
) = (A), wobei 
A
die charakteristische Funktion
der Menge A bezeichne.
Dabei ist f

ur den entsprechenden Integralbegri die Funktionenklasse F von entschei-
dender Bedeutung. Betrachtet man zum Beispiel die -Algebra der Borel-Mengen

uber einem abgeschlossenen Intervall [a; b] 2 R, dann gelangt man zum Begri des
Riemann-Integrals f

ur F = ff : [a; b]! R j f stetigg und zum Begri des Lebesgue-
Integrals f

ur F = ff : [a; b]! R j f beschr

ankt und mebarg.
Betrachtet man anstelle eines Maraums eine MengeX, zusammenmit einem

aueren
Ma , und die zugeh

orige -Algebra A = P(X), so erh

alt man ein subadditives
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Integral I : A  F ! R bzw. I : A  F ! R
0+
, deniert f

ur eine Klasse F von
FunktionenX ! R bzw. X ! R
0+
, wenn man die Eigenschaften (I1) und (I4) fordert
und die Additivit

atseigenschaften (I2), (I3) und (I5) durch die folgenden Forderungen
ersetzt:
(I2') F

ur alleA 2 A und alle f; g 2 F mit fI(A; f); I(A; g)g 6= f 1;1g gilt I(A; f+
g)  I(A; f) + I(A; g), d. h., f

ur alle A 2 A ist I(A; ) subadditiv.
(I3') F

ur alle f 2 F und alle MengenA
1
; A
2
2 Amit fI(A
1
; f); I(A
2
; f)g 6= f 1;1g
gilt I(A
1
[A
2
; f)  I(A
1
; f)+I(A
2
; f), d. h., f

ur alle f 2 F ist I(; f) subadditiv.
(I5') F

ur alle A 2 A gilt I(A;
A
)  (A).
Der Zusammenhang zwischen subadditiven Integralen und Integralen ergibt sich, falls
F die Familie stetiger Funktionen ist, aus dem Satz von Hahn-Banach (siehe [14, 36]).
1.5 Integration von Dichten auf nicht orientierba-
ren Mannigfaltigkeiten
Die Integration auf n-dimensionalen Riemannschen Mannigfaltigkeiten wird mittels
Karten und der Zerlegung der Eins auf die Integration in R
n
zur

uckgef

uhrt (siehe
z. B. [1, 40, 68]). Die Integration wird dabei meist auf orientierbaren Mannigfaltig-
keiten als Integration

uber Dierentialformen eingef

uhrt.
Es sei (M;g) eine n-dimensionale Riemannsche C
r
-Mannigfaltigkeit (r  3). F

ur
ein beliebiges k 2 f1; : : : ; ng ist eine C
s
-glatte k-Form oder Dierentialform vom
Grade k auf M (s < r) eine C
s
-Zuordnung a, die jedem Punkt u 2 M ein Element
a(u) 2 
k
(T
u
M)

zuweist. Eine C
s
-Volumenform aufM ist eine C
s
-glatte n-Form auf
M , die nirgends verschwindet. Wenn es eine Volumenform auf M gibt, so impliziert
dies, da M orientierbar ist. Auf einer orientierbaren Riemannschen Mannigfaltigkeit
(M;g) der Glattheit C
r
ist durch den Metriktensor eine kanonische Volumenform dM
gegeben.
Auf nicht notwendigerweise orientierbaren Mannigfaltigkeiten kann man anstelle von
Volumenformen auch Dichten betrachten. Eine C
s
-Dichte auf einer n-dimensionalen
Mannigfaltigkeit M ist eine C
s
-glatte Zuordnung , die jedem Punkt u 2 M eine
Dichte (u) 2 jj
n
(T
u
M)

im Tangentialraum T
u
M zuweist, die nirgends verschwin-
det. Eine spezielle Dichte auf einer Riemannschen Mannigfaltigkeit ist die kanonische
absolute Volumenform jdM j.
Eine Dichte  auf einer n-dimensionalen MannigfaltigkeitM heit integrierbar, wenn
f

ur eine Zerlegung fA
i
g
i2N
vonM in abz

ahlbar viele disjunkte jeweils in einemKarten-
gebiet enthaltene Lebesgue-mebare Teilmengen und eine Folge fx
i
g
i2N
von Karten
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mit A
i
 D(x
i
) f

ur jedes i 2 N die Funktion
a
i
:= (@
1;x
i
; : : : ; @
n;x
i
)  x
 1
i
: R(x
i
)! R

uber x
i
(A
i
) Lebesgue-integrierbar ist. Der Wert
Z
M
 :=
1
X
i=1
Z
x
i
(A
i
)
a
i
(x)dx
heit dann Integral von 

uber M . Der Satz

uber die Zerlegung der Eins (siehe z. B.
[1]) stellt sicher, da dieser Wert unabh

angig von der betrachteten Zerlegung fA
i
g
i2N
von M ist.
F

ur eine Teilmenge A M kann eine eingeschr

ankte Dichte 
A
durch

A
(u) :=
8
>
>
<
>
>
:
(u) f

ur u 2 A;
0 sonst
deniert werden. Das Integral von 

uber A ist dann deniert als
Z
A
 :=
Z
M

A
;
falls 
A

uber M integrierbar ist. Integriert man zum Beispiel

uber die auf eine Menge
A M eingeschr

ankte absolute Volumenform jdM j
A
einer Riemannschen Mannigfal-
tigkeit, dann liefert
R
A
jdM j das kanonische Volumen V (A) der Menge A. Ist speziell
M = R
n
mit der Euklidischen Metrik, dann stimmt das kanonische Volumen mit dem
n-dimensionalen Lebesgue-Ma

uberein.
F

ur die Integration auf Mannigfaltigkeiten gibt es die folgende Transformationsformel,
die auch als Satz

uber die Variablentransformation bezeichnet wird. Ist ' : M ! N
ein C
1
-Dieomorphismus zwischen zwei n-dimensionalen C
3
-Mannigfaltigkeiten und
A  M , so ist eine Dichte  auf A genau dann integrierbar, wenn '

 auf '(A)
integrierbar ist, und es gilt dann
Z
A
 =
Z
'(A)
'

; (1.5.1)
wobei das Pullback '

f

ur Dichten auf Riemannschen Mannigfaltigkeiten durch
('

)(u)(v
1
; : : : ; v
n
) := ('(u))(d
u
'(v
1
); : : : ; d
u
'(v
n
))
f

ur alle u 2 M und alle v
1
; : : : ; v
n
2 T
u
M deniert ist. Betrachtet man speziell
die absolute Volumenform jdM j einer Riemannschen Mannigfaltigkeit, die durch den
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Riemannschen Metriktensor induziert wird, dann ist '

jdM j = jdet(d')jjdM j, also
ergibt sich
Z
'(A)
jdM j =
Z
A
jdet(d')jjdM j: (1.5.2)
W

ahrend das Integral einer Dierentialform

uber M also nur invariant bez

uglich
der Untergruppe der orientierungserhaltenden Dieomorphismen von M ist, ist das
Integral einer Dichte

uber M invariant bez

uglich der gesamten Gruppe der Dieo-
morphismen von M .
1.6 Dynamische Systeme
Ein dynamisches System ist ein mathematisches Objekt zur Beschreibung der Zeitent-
wicklung physikalischer, biologischer und anderer real existierender Systeme. Es wird,
in Anlehnung an [62], deniert durch einen Zustands- oder Phasenraum X, der zum
Beispiel ein metrischer Raum (X; %) oder allgemein ein topologischer Raum ist, und
eine einparametrige Familie '
()
() :  X ! X von Abbildungen '
t
, wobei t 2   der
Zeitparameter aus einer Zeitmenge   2 fN
0
;Z;R
0+
;Rg ist. Sind f

ur t nur ganzzahlige
Werte zugelassen, d. h.   = N
0
oder   = Z, so spricht man von einem zeitdiskre-
ten oder kurz diskreten dynamischen System. Im Falle beliebiger reeller Zeitwerte,
also   = R
0+
oder   = R, heit das dynamische System zeitkontinuierlich oder kurz
kontinuierlich. An die Familie von Abbildungen werden dabei folgende Bedingungen
gestellt:
(DS1) Es gilt '
0
(u) = u f

ur alle u 2 X, d. h., die Abbildung '
0
: X ! X ist die
identische Abbildung id
X
.
(DS2) Es gilt '
t
('
s
(u)) = '
t+s
(u) f

ur alle t; s 2   und alle u 2 X.
(DS3) a) Ist das System zeitkontinuierlich, so ist die Abbildung '
()
() :   X ! X
stetig.
b) Ist das System zeitdiskret, so ist f

ur jedes t 2   die Abbildung '
t
: X ! X
stetig.
Im Falle   2 fZ;Rg spricht man auch von einem invertierbaren dynamischen System,
denn f

ur s =  t ergibt sich aus der Eigenschaft (DS2) die Beziehung '
 t
= ('
t
)
 1
f

ur alle t 2  , jede Abbildung '
t
ist dann also invertierbar. Die Eigenschaft (DS2)
wird f

ur   2 fN
0
;R
0+
g auch Halbgruppeneigenschaft und f

ur   2 fZ;Rg Gruppenei-
genschaft genannt, denn sie garantiert, da die Familie von Abbildungen f'
t
g
t2 
eine
Halbgruppe bzw. Gruppe ist.

Uber die Stetigkeitseigenschaft (DS3) hinaus werden an ein dynamisches System auf
einer Riemannschen Mannigfaltigkeit (M;g), d. h. X  M , oft auch Glattheitsfor-
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derungen gestellt. Voraussetzung ist dabei im Fall X 6= M , da f

ur jedes t 2   die
Abbildung '
t
nicht nur aufX, sondern auf einer oenen Menge U
t
M , dieX enth

alt,
deniert ist, damit

uber die Dierenzierbarkeit in Punkten aus dem Phasenraum X
Aussagen gemacht werden k

onnen. Ein zeitkontinuierliches dynamisches System ist
von der Glattheit C
s
, wenn die Abbildung (t; u) 7! '
t
(u) mit (t; u) 2    X eine
C
s
-Abbildung ist. Ein diskretes dynamisches System heit C
s
-glatt, wenn f

ur jedes
t 2   die Abbildung '
t
: X ! X eine C
s
-Abbildung ist.
Eine Menge K  X heit invariant unter dem dynamischen System ' (oder kurz
'-invariant), wenn sie '
t
-invariant f

ur alle t 2   ist, d. h., wenn '
t
(K) = K f

ur
alle t 2   gilt. Im Falle eines diskreten dynamischen Systems reicht es dabei aus,
'
1
(K) = K zu fordern, denn daraus folgt '
t
(K) = K f

ur alle t 2 N
0
bzw. alle t 2Z.
Eine '-invariante Menge K  X heit maximal, wenn f

ur jede '-invariante Menge
e
K  X die Inklusion
e
K  K gilt. Eine Menge K  X heit positiv bzw. negativ
invariant unter dem dynamischen System ', wenn '
t
(K)  K bzw. K  '
t
(K) f

ur
alle positiven Zeiten t 2   gilt.
Betrachten wir als erstes diskrete dynamische Systeme genauer. Ein diskretes dy-
namisches System wird vollst

andig durch die Angabe einer stetigen Funktion '
1
auf
einem topologischen Raum und einer '
1
-invarianten Menge X beschrieben. Aufgrund
von Eigenschaft (DS2) ergeben sich daraus die Abbildungen '
t
f

ur t 2 N als t-fache
Hintereinanderausf

uhrung der Abbildung '
1
, und die Invarianz der Menge X garan-
tiert, da jede dieser Abbildungen auf ganz X deniert ist. Um (DS1) zu erf

ullen,
mu '
0
:= id
X
festgelegt werden. Eine stetige Abbildung auf einer invarianten Men-
ge X legt also immer ein dynamisches System mit Zeitmenge   = N
0
fest. Ist '
1
zus

atzlich ein Hom

oomorphismus, d. h. eine stetige und invertierbare Abbildung mit
stetiger Inverser, so l

at sich durch '
 t
:= ('
 1
)
t
das dynamische System sogar f

ur
die Zeitmenge   =Zdenieren und wird somit zu einem invertierbaren dynamischen
System. Ist die Abbildung '
1
von der Glattheit C
s
, dann erhalten wir ein C
s
-glattes
dynamisches System. Im weiteren wird im Falle diskreter dynamischer Systeme die
Abbildung '
1
auch kurz als ' bezeichnet, da diese das gesamte dynamische System
bestimmt.
Betrachten wir nun kontinuierliche dynamische Systeme. F

ur   = R wird ein solches
System auch als Flu und f

ur   = R
0+
als Halbu bezeichnet. Die in Abschnitt 1.3
aufgef

uhrten globalen Fl

usse, die durch ein C
s
-Vektorfeld auf einer Riemannschen
C
r
-Mannigfaltigkeit (M;g) (1  s < r) gegeben sind, sind spezielle kontinuierliche
dynamische Systeme, die sogar invertierbar sind. Damit ist die Bezeichnung Flu f

ur
diese Abbildungen also gerechtfertigt. Ein globaler C
s
-Flu ist ein C
s
-glattes konti-
nuierliches dynamisches System.
F

ur ein dynamisches System ' deniert f

ur festes u 2 X die Abbildung t 7! '
t
(u)
(t 2  ) eine Bewegung mit Anfang u zur Zeit t = 0. Das Bild einer Bewegung mit
Anfang u heit Orbit oder Trajektorie durch u und wird mit (u) bezeichnet. Es gilt
also (u) = f'
t
(u) j t 2  g. Ist das dynamische System invertierbar, wird zwischen
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dem positiven Semiorbit durch u, d. h. 
+
(u) = f'
t
(u) j t 2  ; t  0g, und dem
negativen Semiorbit durch u, d. h. 
 
(u) = f'
t
(u) j t 2  ; t  0g, unterschieden.
Die Bewegung durch u heit konstant, wenn '
t
(u) = u f

ur alle t 2   gilt. Der
zugeh

orige Orbit heit auch Ruhelage. Eine Ruhelage u heit anziehend, falls es eine
Umgebung U  X von u gibt, so da lim
t!1
'
t
(v) = u f

ur alle v 2 U gilt. Sie heit
abstoend, wenn es eine Umgebung U  X von u gibt, so da f

ur alle v 2 U n fug
ein t
v
> 0 aus   existiert mit '
t
(v) 62 U f

ur alle t > t
v
.
Eine Bewegung durch u bzw. ihr Orbit heit periodisch, wenn es ein T > 0 aus  
mit '
T
(u) = u gibt. Die kleinste Zahl T mit dieser Eigenschaft heit Periode der
Bewegung. Ruhelagen und periodische Orbits sind spezielle invariante Mengen des
dynamischen Systems. Ist das dynamische System diskret, dann ist ein periodischer
Orbit (u) mit Periode T > 0 anziehend bzw. abstoend, falls die Ruhelage u des
durch die Abbildung '
T
denierten dynamischen Systems anziehend bzw. abstoend
ist.
Betrachten wir nun nochmals speziell dynamische Systeme auf Riemannschen Man-
nigfaltigkeiten (M;g) mit einer Menge X M . Es sei  entweder das kanonische Vo-
lumen (siehe Abschnitt 1.5) oder ein

aueres Ma. Ein dynamisches System ' heit
konservativ bez

uglich  oder -erhaltend, wenn f

ur beliebige Teilmengen A  X, f

ur
die (A) erkl

art ist, die Beziehung ('
t
(A)) = (A) f

ur alle Zeiten t 2   gilt. Diese
Eigenschaft kann man im Fall  = V auch durch ('
t
)

jdM j = jdM j f

ur alle t 2   cha-
rakterisieren, wobei ('
t
)

das Pullback bezeichnet (siehe Abschnitt 1.5). Hinreichende
Bedingung f

ur diese Eigenschaft ist jdet d
u
'
t
j = 1 f

ur alle t 2  . Das dynamische Sy-
stem heit dissipativ bez

uglich  oder -schrumpfend (in positiver Zeitrichtung), wenn
('
t
(A)) < (A) gilt, und es heit expansiv bez

uglich  oder -expandierend (in po-
sitiver Zeitrichtung), wenn ('
t
(A)) > (A) gilt, wobei f

ur A alle Teilmengen von X,
f

ur die (A) erkl

art ist, und f

ur t alle positiven Zeiten t 2   betrachtet werden.
1.7 Hausdor-Dimension und Absch

atzung nach
Douady und Oesterle
Die Hausdor-Dimension ist f

ur beliebige Teilmengen A eines metrischen Raumes
(X; %) erkl

art. F

ur beliebige Zahlen " 2 R
+
und d 2 R
0+
wird ein

aueres Ma

H
(A; d; ") := inf
X
r
d
i
deniert, wobei das Inmum

uber alle abz

ahlbaren

Uberdeckungen vonA durch oene
Kugeln B(u
i
; r
i
) mit Radien r
i
 " genommen wird. Falls eine solche abz

ahlbare

Uberdeckung nicht existiert, wird 
H
(A; d; ") :=1 gesetzt. Dieses

auere Ma wird
als

aueres Hausdorsches (d; ")-Ma bezeichnet. Es ist f

ur kompakteMengenK  X
immer endlich.
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F
ur xiertes d und A ist die Funktion 
H
(A; d; ) monoton nichtwachsend, also exi-
stiert der Grenzwert

H
(A; d) := lim
"!0+0

H
(A; d; ")
in R
0+
. F

ur jedes d 2 R
0+
ist die Mengenfunktion 
H
(; d) ein metrisches

aueres
Ma, das

aueres Hausdorsches d-Ma genannt wird. F

ur jede Menge A existiert
ein kritischer Wert d

2 R
0+
mit

H
(A; d) =
8
>
>
<
>
>
:
1 f

ur d 2 R
0+
; d < d

;
0 f

ur d 2 R
0+
; d > d

:
Dieser kritische Wert ist die Hausdor-Dimension von A, die mit dim
H
(A) bezeichnet
wird.
Eine analoge Konstruktion, bei der

Uberdeckungen durch Kugeln mit konstantem
Radius " betrachtet werden, liefert f

ur lim sup
"!0+0
die obere Kapazitive Dimension
dim
C
(A) und f

ur lim inf
"!0+0
die untere Kapazitive Dimension dim
C
(A) der Menge
A. Stimmen der obere und der untere Dimensionswert

uberein, so spricht man von
der Kapazitiven Dimension dim
C
(A) = dim
C
(A) = dim
C
(A) der Menge A.
Zwischen der Hausdor-Dimension und der unteren und oberen Kapazitiven Dimen-
sion einer Menge A bestehen oensichtlich die Relationen
dim
H
(A)  dim
C
(A)  dim
C
(A):
Die Hausdor-Dimension hat auerdem folgende wichtige Eigenschaften, die wir aus
[62] zitieren:
Lemma 1.7.1 Es sei (X; %) ein beliebiger metrischer Raum. Dann gilt
(1) dim
H
(;) = 0,
(2) dim
H
(A)  dim
H
(B) f

ur beliebige Teilmengen A  B  X,
(3) dim
H
(
S
i=1;2;:::
A
i
) = sup
i=1;2;:::
dim
H
(A
i
) f

ur beliebige h

ochstens abz

ahlbar viele
Teilmengen A
i
 X (i = 1; 2; : : : ),
(4) dim
H
(A) = 0, falls A eine h

ochstens abz

ahlbare Menge A  X ist.
(5) Ist (X
0
; %
0
) ein weiterer metrischer Raum und ist f : X ! X
0
eine Lipschitz-
stetige Abbildung, d. h. eine stetige Abbildung, f

ur die es eine Konstante L > 0
mit %
0
(f(x); f(y))  L%(x; y) f

ur alle x; y 2 X gibt, dann gilt dim
H
(f(A)) 
dim
H
(A) f

ur beliebige A  X. Existiert die Umkehrabbildung f
 1
: X
0
! X
und ist diese ebenfalls Lipschitz-stetig, so gilt sogar dim
H
(f(A)) = dim
H
(A) f

ur
alle A  X.
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In [18] haben A. Douady und J. Oesterle f

ur kompakte negativ invariante Mengen
K von C
1
-Abbildungen ' : U  R
n
! R
n
eine obere Schranke f

ur die Hausdor-
Dimension hergeleitet, die in [58] f

ur Abbildungen auf Riemannschen Mannigfaltig-
keiten verallgemeinert wurde. Dazu wurde in [58] das Verhalten des

aueren Haus-
dorschen d-Maes unter der Abbildung analysiert:
Lemma 1.7.2 Es seien (M;g) eine n-dimensionale Riemannsche C
3
-Mannigfaltig-
keit, U M eine oene Menge und ' : U !M eine C
1
-Abbildung. Weiterhin seien
K und
e
K kompakte Mengen mit den Eigenschaften K 
e
K  U und '
j
(K) 
e
K f

ur
alle j 2 N. Dann gilt f

ur alle d 2 (0; n], alle l 2 R
+
mit
!
d
(d
u
') < l f

ur alle u 2
e
K (1.7.1)
und alle hinreichend kleinen Zahlen " > 0 die Beziehung

H
('(K); d; l
1
d
")  2
bdc
(bdc+ 1)
d
2
l
H
(K; d; "):
Auf dieser Aussage basiert auch die obere Dimensionsschranke aus [58], die hier nur f

ur
den Fall einer invarianten Menge zitiert wird. Eine analoge Aussage f

ur nur st

uckweise
dierenzierbare Abbildungen ndet sich in [63].
Satz 1.7.1 Es seien (M;g) eine n-dimensionale Riemannsche C
3
-Mannigfaltigkeit,
U M eine oene Menge, ' : U !M eine C
1
-Abbildung und K  U eine kompakte
'-invariante Menge. Falls es eine Zahl d 2 (0; n] gibt, so da
!
d
(d
u
') < 1 f

ur alle u 2 K (1.7.2)
gilt, dann ist dim
H
(K)  d.
Der Beweis basiert darauf, f

ur alle hinreichend kleinen Zahlen " > 0 eine Folge von

Uberdeckungen fU
p
g
p2N
von Kugeln mit Radien h

ochstens " zu konstruieren, so da
lim
p!1
P
B2U
p
r
d
B
= 0 gilt. Dabei wird von einer festen

Uberdeckung U
1
, bestehend
aus Kugeln mit hinreichend kleinen Radien, ausgegangen. Die Bilder der Kugeln un-
ter ' bilden wegen '(K) = K wieder eine

Uberdeckung von K. Diese Bilder sind, im
entsprechenden Tangentialraum betrachtet, n

aherungsweise Ellipsoide, die aus den
in den Tangentialraum isometrisch abgebildeten Kugeln durch die Tangentialabbil-
dung d' entstanden sind. Die Halbachsenl

angen dieser Ellipsoide entsprechen den
Singul

arwerten der Tangentialabbildung.

Uberdeckt man jedes Ellipsoid durch Ku-
geln und geht man vom Tangentialraum wieder auf die Mannigfaltigkeit, dann erh

alt
man eine neue Kugel

uberdeckung von K. Die Anzahl solcher Kugeln h

angt dabei
von den Singul

arwerten der Tangentialabbildung ab. Die Bedingung (1.7.2) stellt si-
cher, da f

ur die neue Kugel

uberdeckung U
2
die Summe der Radien zur Potenz d um
einen gewissen Faktor  2 (0; 1) kleiner als die entsprechende Summe der urspr

ungli-
chen

Uberdeckung U
1
ist und stellt damit eine Kontraktionsbedingung f

ur das

auere
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Hausdorsche d-Ma unter der Abbildung ' dar. Durch fortlaufende Wiederholung
desselben Verfahrens entsteht eine

Uberdeckungsfolge fU
p
g
p2N
mit der oben erw

ahn-
ten Eigenschaft.
Es sei bemerkt, da die Bedingung (1.7.2) f

ur ein d 2 (0; n] impliziert, da !
n
(d
u
') =
jdet(d
u
')j < 1 f

ur alle u 2 K gelten mu. Das durch die Abbildung ' auf K denierte
dynamische System mu also dissipativ bez

uglich des kanonischen Volumens sein
(siehe Abschnitt 1.6).
1.8 Topologische Entropie und Bowen-Kugeln
Die topologische Entropie als Ma f

ur die dynamische Komplexit

at eines diskreten
dynamischen Systems wurde in [2] eingef

uhrt. Sie mit f

ur wachsende p die Wachs-
tumsrate der Anzahl von verschiedenen Orbits der L

ange p, die sich um mehr als eine
Genauigkeitsschranke " > 0 voneinander unterscheiden. Das kommt in der folgenden
Charakterisierung der topologischen Entropie zum Ausdruck, die auf [12] zur

uckgeht.
Es seien (X; %) ein metrischer Raum, ' : X ! X eine stetige Abbildung, K  X eine
kompakte Teilmenge und p 2 N und " > 0 Zahlen. Eine TeilmengeG  K heit (p; ")-
aufspannend f

ur K in bezug auf ', wenn f

ur beliebiges u 2 K ein v 2 G existiert, so
da %('
j
(u); '
j
(v)) < " f

ur alle 0  j  p  1 gilt. Es bezeichne N
p
(K; ") die kleinste
M

achtigkeit einer Menge G, die (p; ")-aufspannend f

ur K ist. Da K kompakt ist, ist
N
p
(K; ") immer endlich. Falls die kompakte Menge K invariant unter der Abbildung
' ist, d. h., falls '(K) = K gilt, so ist
h
top
('j
K
) := lim
"!0+0
lim sup
p!1
1
p
lnN
"
(K; p)
die topologische Entropie von ' auf K. Diese Gr

oe ist immer nichtnegativ.
Es seien (X; %) und (X
0
; %
0
) zwei metrische R

aume und ' : X ! X und '
0
: X
0
! X
0
zwei stetige Abbildungen. Die Abbildungen ' und '
0
heien topologisch konjugiert
zueinander, wenn es einen Hom

oomorphismus h : X ! X
0
gibt, d. h. eine stetige
Bijektion mit stetiger Umkehrabbildung, so da '
0
= h  '  h
 1
gilt. F

ur eine '-
invariante Menge K und eine '
0
-invariante Menge K
0
mit K
0
= h(K) gilt unter
diesen Voraussetzungen h
top
('j
K
) = h
top
('
0
j
K
0
) (siehe z. B. [13]).
Die Denition der topologischen Entropie kann auf allgemeine dynamische Systeme
'
()
() :    K ! K auf einer kompakten Menge K ausgedehnt werden, indem die
topologische Entropie des dynamischen Systems ' als
h
top
('
()
()j
K
) := h
top
('
1
j
K
)
festgelegt wird. F

ur die topologische Entropie der Abbildungen '
t
(t 2  ) gilt dann
nach [62] die folgende Aussage:
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Lemma 1.8.1 Es seien (X; %) ein metrischer Raum, K  X eine kompakte Teil-
menge und '
()
() :   K ! K ein dynamisches System. Dann gilt f

ur alle Zahlen
t 2   die Beziehung
h
top
('
t
j
K
) = jtjh
top
('j
K
):
Gehen wir nun wieder zum urspr

unglich betrachteten Fall eines diskreten dynami-
schen Systems zur

uck, das durch eine stetige Abbildung ' : X ! X auf einem
metrischen Raum (X; %) und eine kompakte '-invariante Menge K  X festgelegt
ist. Zu jedem p 2 N kann man in X eine dynamische Metrik
%
p
(u; v) := max
j=0;::: ;p 1
%('
j
(u); '
j
(v))
einf

uhren. Dabei stimmt %
1
mit der urspr

unglichen Metrik %

uberein. Mit Hilfe der
Metrik %
p
l

at sich eine (p; ")-aufspannende Menge G  K f

ur eine kompakte Menge
K  X auch dadurch charakterisieren, da f

ur beliebiges u 2 K ein v 2 G existiert,
so da %
p
(u; v) < " ist. Im metrischen Raum (X; %
p
) ist also das Mengensystem
fB(v; ")g
v2G
eine

Uberdeckung von K. Die Anzahl N
p
(K; ") ist damit die kleinste
Anzahl der zur

Uberdeckung von K ben

otigten Kugeln vom Radius " im metrischen
Raum (X; %
p
).
Ist die Abbildung ' sogar invertierbar, so kann f

ur jedes p 2 N eine weitere Metrik
e%
p
(u; v) := max
j= p;::: ;p
%('
j
(u); '
j
(v)):
durch zus

atzliche Einbeziehung der Umkehrabbildung '
 1
gebildet werden. Die klein-
ste Anzahl von Kugeln vom Radius " im metrischen Raum (X; e%
p
), die zur

Uber-
deckung von K n

otig ist, ist dann N
2p+1
(K; "). Kugeln bez

uglich der Metrik e%
p
hei-
en dynamische Kugeln oder Bowen-Kugeln der Ordnung p. Sie werden mit B
p
(u; ")
bezeichnet, wobei u 2 X der Mittelpunkt der Bowen-Kugel und " > 0 der Radius in
der Metrik e%
p
ist. Eine Bowen-Kugel der Ordnung p um u 2 X mit Radius " > 0 ist
also durch
B
p
(u; ") := fv 2 X j %('
j
(u); '
j
(v)) < " (j =  p; : : : ; p)g
=
p
\
j= p
'
j
(B('
 q
(u); "))
(1.8.1)
deniert.
1.9 HyperbolischeMengen,Lyapunov-Exponenten
HyperbolischeMengen f

ur Dieomorphismen und Fl

usse wurden zum ersten Mal in [4]
eingef

uhrt. Wir wollen hier die Begrie allgemein f

ur dynamische Systeme denieren.
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Es seien (M;g) eine n-dimensionale Riemannsche C
1
-Mannigfaltigkeit, K  M eine
kompakte Menge,   2 fN
0
;Z;R
0+
;Rg eine Zeitmenge und '
()
() :   K ! K ein
C
1
-glattes dynamisches System auf K, so da die Menge K invariant unter ' ist.
Aufgrund der Glattheitsforderung an ' mu es dann f

ur jede Zeit t 2   eine oene
Umgebung U
t
M von K geben, so da '
t
auf U
t
als C
1
-Abbildung deniert ist.
Die Menge K besitzt eine

aquivariante Zerlegung des Tangentialb

undels T
K
M = E
1

: : :E
p
bez

uglich des dynamischen Systems ' in p Teilb

undel (p 2 N), wenn f

ur jedes
u 2 K und jedes j 2 f1; : : : ; pg der Raum E
j
u
:= E
j
\ T
u
M ein n
j
-dimensionaler
Teilraum von T
u
M ist und
d
u
'
t
(E
j
u
) = E
j
'
t
(u)
f

ur alle t 2   (1.9.1)
gilt. Dabei sind die Zahlen n
1
; : : : ; n
p
2 N
0
konstant f

ur alle Punkte u 2 K und
erf

ullen die Gleichung n
1
+ : : :+n
p
= n. Sie werden im weiteren auch als Dimensionen
der B

undel E
1
; : : : ; E
p
bezeichnet.

Aquivariante Zerlegungen des Tangentialraumes in Ebenen wurden zum Beispiel auch
in [59] betrachtet. Eine triviale

aquivariante Zerlegung des Tangentialb

undels besitzt
jede kompakte '-invariante MengeK ohne kritische Punkte, d. h. ohne Punkte u 2 K
mit jdet(d
u
')j = 0, wenn als ein B

undel der Zerlegung das gesamte Tangentialb

undel
gew

ahlt wird und die anderen B

undel jeweils das triviale B

undel fO
u
j u 2 Kg sind.
F

ur diskrete dynamische Systeme sei bemerkt, da es anstelle von (1.9.1) ausreichend
ist, d
u
'
1
(E
j
u
) = E
j
'
1
(u)
zu fordern, denn daraus ergibt sich dann induktiv die Eigen-
schaft (1.9.1).
Es sei nun '
()
() :  K ! K ein C
1
-glattes invertierbares dynamisches System auf
der kompakten '-invarianten Menge K M . Im Falle eines kontinuierlichen Systems
wird zus

atzlich gefordert, da K keine Ruhelagen des Systems enth

alt. Dann heit
die Menge K hyperbolisch f

ur ', falls es eine in bezug auf '

aquivariante Zerlegung
des Tangentialb

undels T
K
M = E
0
 E
s
 E
u
mit
lim
t!1
1
t
ln

max
u2K
kd
u
'
t
j
E
s
k

< 0;
lim
t!1
1
t
ln

max
u2K
kd
u
'
 t
j
E
u
k

< 0
gibt, wobei t 2   betrachtet wird. Das B

undel E
0
besteht dabei f

ur kontinuierliche
dynamische Systeme jeweils aus der Geraden in derRichtung tangential zur Flulinie,
die aufgrund der Forderung, da K keine Ruhelagen des Systems enthalten darf,
immer deniert ist. F

ur diskrete dynamische Systeme ist E
0
= fO
u
j u 2 Kg das
triviale B

undel, das jeweils nur den Ursprung jedes Tangentialraumes enth

alt. Dieses
B

undel kann deshalb in der Zerlegung auch weggelassen werden. Wir haben hier diese
Formulierung gew

ahlt, um diskrete und kontinuierliche Systeme gleichbehandeln zu
k

onnen. Es gilt damit n
0
= 1 im kontinuierlichen Fall und n
0
= 0 im diskreten Fall.
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Das B

undel E
s
wird auch als stabiles B

undel bezeichnet, da die Tangentialabbildung
auf diesem B

undel stauchend wirkt, und E
u
wird als instabiles B

undel bezeichnet, da
die inverse Tangentialabbildung auf diesem B

undel stauchend wirkt.
F

ur die so denierten hyperbolischen Mengen ist in [22] die folgende obere Schranke
der Hausdor-Dimension unter Verwendung der topologischen Entropie des dynami-
schen Systems angegeben worden:
Satz 1.9.1 Es seien (M;g) eine glatte n-dimensionale Riemannsche Mannigfaltig-
keit, K M eine kompakte Menge,   2 fZ;Rg eine Zeitmenge und '
()
() :  K !
K ein C
1
-glattes dynamisches System auf K, so da die Menge K hyperbolisch f

ur '
ist. Weiterhin sei die Zahl
 := max

lim
t!1
1
t
ln

max
u2K
kd
u
'
t
j
E
s
u
k

; lim
t!1
1
t
ln

max
u2K
kd
u
'
 t
j
E
u
u
k

deniert. Dann gilt dim
H
(K)  2
h
top
('j
K
)
jj
+ n
0
.
Diese obere Absch

atzung wurde in [29] dadurch verbessert, da anstelle der Zahl ,
die die maximale Streckung der Tangentialabbildung im stabilen B

undel bzw. der
inversen Tangentialabbildung im instabilen B

undel beschreibt, das gesamte Spek-
trum der globalen Lyapunov-Exponenten betrachtet wird. Die globalen Lyapunov-
Exponenten sind dabei

uber Grenzwerte der Singul

arwertfunktion deniert, wobei in
E
s
die Singul

arwerte der Tangentialabbildung in der urspr

unglichen Zeitrichtung und
in E
u
die Singul

arwerte der Tangentialabbildung in umgekehrter Zeitrichtung betrach-
tet werden. Wir wollen hier diese Singul

arwertfunktion und die globalen Lyapunov-
Exponenten nicht nur f

ur hyperbolische Mengen, sondern allgemein f

ur Mengen mit
einer

aquivarianten Zerlegung des Tangentialb

undels in drei Teilb

undel einf

uhren.
Es seien (M;g) eine n-dimensionale Riemannsche C
1
-Mannigfaltigkeit, U  M eine
oene Menge, ' : U ! M ein C
1
-Dieomorphismus und K  U eine kompakte '-
invariante Menge mit der bez

uglich '

aquivarianten Zerlegung T
K
M = E
1
E
2
E
3
,
wobei E
j
ein n
j
-dimensionales B

undel ist (j = 1; 2; 3; n
1
+ n
2
+ n
3
= n). F

ur be-
liebige Punkte u; v 2 K seien 
1
1
(u); : : : ; 
1
n
1
(u) die Singul

arwerte von d
u
'j
E
1
u
und

2
1
(v); : : : ; 
2
n
2
(v) die Singul

arwerte von d
v
'
 1
j
E
2
v
. Die Menge f
1
1
(u); : : : ; 
1
n
1
(u);

2
1
(v); : : : ; 
2
n
2
(v)g werde zu f
1
(u; v); : : : ; 
n
1
+n
2
(u; v)g mit 
1
(u; v)  : : : 

n
1
+n
2
(u; v) umgeordnet. F

ur eine Zahl d 2 [0; n   n
3
] ist die Singul

arwertfunktion
der Ordnung d von ' auf K bez

uglich der Zerlegung E
1
 E
2
 E
3
durch
!
E
1
;E
2
;E
3
d;K
(') :=
8
>
>
<
>
>
:
1 f

ur d = 0;
sup
u;v2K
[
1
(u; v)  : : :  
bdc
(u; v)
bdc+1
(u; v)
d bdc
] f

ur d2 (0; n n
3
]
deniert. Dabei sei bemerkt, da auf dem B

undel E
1
die Singul

arwerte der Tangen-
tialabbildung in der urspr

unglichen Zeitrichtung und auf E
2
die Singul

arwerte der
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Tangentialabbildung in umgekehrter Zeitrichtung betrachtet werden, wogegen das
B

undel E
3

uberhaupt keinen Anteil f

ur die Singul

arwertfunktion liefert. Kontrak-
tionsbedingungen, die eine obere Schranke der Hausdor-Dimension liefern, sind obere
Schranken an die Singul

arwertfunktion. Also soll die Singul

arwertfunktion m

oglichst
kleine Werte annehmen. F

ur hyperbolische Mengen ist es deshalb sinnvoll, E
1
= E
s
,
E
2
= E
u
und E
3
= E
0
zu w

ahlen. Im weiteren betrachten wir f

ur hyperbolische
Mengen immer diese Zerlegung des Tangentialb

undels.
F

ur invertierbare dynamische Systeme kann die Singul

arwertfunktion f

ur die Hinter-
einanderausf

uhrung zweier Abbildungen '
t
1
und '
t
2
(t
1
; t
2
2  ) betrachtet werden.
F

ur diese Hintereinanderausf

uhrung gilt, analog zur verallgemeinertenHornschen Un-
gleichung (siehe Lemma 1.2.1), die folgende Aussage:
Lemma 1.9.1 Es seien (M;g) eine n-dimensionale Riemannsche C
2
-Mannigfaltig-
keit, K  M eine kompakte Menge,   2 fZ;Rg eine Zeitmenge und '
()
() :   
K ! K ein C
1
-glattes dynamisches System auf K, so da f

ur K eine bez

uglich '

aquivariante Zerlegung des Tangentialb

undels T
K
M = E
1
 E
2
 E
3
existiert, wobei
E
j
ein n
j
-dimensionales B

undel ist (j = 1; 2; 3; n
1
+ n
2
+ n
3
= n). Dann gilt f

ur alle
d 2 [0; n  n
3
] und alle t
1
; t
2
2   die Beziehung
!
E
1
;E
2
;E
3
d;K
('
t
1
+t
2
)  !
E
1
;E
2
;E
3
d;K
('
t
1
)  !
E
1
;E
2
;E
3
d;K
('
t
2
):
Diese Eigenschaft bedeutet, da !
E
1
;E
2
;E
3
d;K
('
t
) in Abh

angigkeit von t 2   eine Subex-
ponentialfunktion ist. Nach [69] existiert damit der Grenzwert

d
:= lim
t!1
1
t
ln!
E
1
;E
2
;E
3
d;K
('
t
) (1.9.2)
f

ur alle d 2 [0; n  n
3
], der aufgrund der Eigenschaften einer Subexponentialfunktion
in R [ f 1g liegt. Wir wollen nun zeigen, da f

ur den vorliegenden Fall der Wert
 1 nicht m

oglich ist. Dazu f

uhren wir f

ur alle t 2   die Gr

oe

E
1
;E
2
;E
3
K
('
t
) := minfmin
u2K

n
1
(d
u
'
t
j
E
1
u
);min
v2K

n
2
(d
v
'
 t
j
E
2
v
)g
ein. Da '
t
auf einer oenen Umgebung U
t
der kompakten Menge K ein Dieomor-
phismus ist, gilt 
E
1
;E
2
;E
3
K
('
t
) > 0 f

ur alle t 2  . F

ur die Hintereinanderausf

uhrung
zweier Abbildungen '
t
1
und '
t
2
(t
1
; t
2
2  ) gilt

E
1
;E
2
;E
3
K
('
t
1
+t
2
)  
E
1
;E
2
;E
3
K
('
t
1
)  
E
1
;E
2
;E
3
K
('
t
2
):
Also existiert der Grenzwert

E
1
;E
2
;E
3
K
:= lim
t!1
1
t
ln 
E
1
;E
2
;E
3
K
('
t
) 2 R[ f1g:
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Aufgrund der Beziehung


E
1
;E
2
;E
3
K
('
t
)

i
 !
E
1
;E
2
;E
3
i;K
('
t
) f

ur alle i = 1; : : : ; n   n
3
gilt 
i



E
1
;E
2
;E
3
K

i
. Damit sind alle in (1.9.2) denierten Grenzwerte 
d
gr

oer als
 1 und somit s

amtlich aus R.
Aus diesen Grenzwerten k

onnen, analog zu [29], globale Lyapunov-Exponenten de-
niert werden. Dazu werden die Zahlen 
i
 
i 1
(i = 1; : : : ; n n
3
) der Gr

oe nach als

u
1
 
u
2
 : : :  
u
n n
3
angeordnet. Die Zahlen 
u
i
(i = 1; : : : ; n   n
3
) heien globale
Lyapunov-Exponenten des dynamischen Systems ' auf K bez

uglich der

aquivarian-
ten Zerlegung E
1
E
2
E
3
. Diese Lyapunov-Exponenten sind s

amtlich reell und im
Falle einer hyperbolischen Menge K sogar s

amtlich negativ. Das hochgestellte u in
der Bezeichnung der globalen Lyapunov-Exponenten geht dabei auf den englischen
Begri
"
uniform\ zur

uck.
Unter Verwendung dieser globalen Lyapunov-Exponenten wurde in [29] die folgende
obere Schranke f

ur die Hausdor-Dimension einer hyperbolischen Menge hergeleitet:
Satz 1.9.2 Es seien (M;g) eine n-dimensionale glatte Riemannsche Mannigfaltig-
keit, K M eine kompakte Menge,   2 fZ;Rg eine Zeitmenge und '
()
() :  K !
K ein C
2
-glattes dynamisches System auf K, so da die Menge K hyperbolisch f

ur '
ist. Weiterhin seien die Zahlen
A := lim
t!1
max

max
u2K
kd
u
'
t
k
1
t
;max
u2K
kd
u
'
 t
k
1
t

;
B := lim
t!1
max

max
u2K
kd
u
'
t
j
E
s
u
k
1
t
;max
u2K
kd
u
'
 t
j
E
u
u
k
1
t

deniert, und D 2 f0; : : : ; n  n
0
  1g sei die kleinste Zahl mit der Eigenschaft
2h
top
('j
K
) + 
u
1
+ : : :+ 
u
D
+ 
u
D+1
< 0:
Unter der Voraussetzung AB
2
< 1 gilt dim
H
(K)  D + n
0
+
2h
top
('j
K
)+
u
1
+:::+
u
D
j
u
D+1
j
.
Die Bedingung AB
2
< 1 wird auch als
"
pinching condition\ bezeichnet und stellt
sicher, da die

aquivariante Zerlegung des Tangentialb

undels im Fall K = M stetig
vom Punkt u 2 M abh

angt. In einigen Arbeiten sind an den Begri der hyperboli-
schen Menge st

arkere Voraussetzungen gestellt worden, so da sich diese Stetigkeit
automatisch ergibt (siehe z. B. [31]). Die
"
pinching condition\ wird in [29] auch da-
zu ben

otigt, im Beweis von Satz 1.9.2 die Kontraktion des

aueren Hausdorschen
d-Maes nachzuweisen.
Wir kommen nun nochmals auf die Singul

arwertfunktion bez

uglich einer

aquivarian-
ten Zerlegung des Tangentialb

undels zur

uck. Analog zu Abschnitt 1.2 kann auch dieses
Konzept auf Ellipsoide ausgedehnt werden. Da f

ur Mengen mit einer

aquivarianten
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Zerlegung des Tangentialb

undels die Tangentialabbildung jeweils eingeschr

ankt auf
einen Teilraum E
j
u
des Tangentialraumes T
u
M betrachtet wird, ergeben sich in jedem
Teilraum Ellipsoide, so da insgesamt direkte Summen von Ellipsoiden betrachtet
werden m

ussen. Es seien also n und p nat

urliche Zahlen und E
1
; : : : ; E
p
Euklidische
R

aume der Dimensionen n
1
; : : : ; n
p
(n
1
+ : : :+ n
p
= n). F

ur j = 1; : : : ; p sei E
j
 E
j
ein Ellipsoid mit den Halbachsenl

angen a
j
1
; : : : ; a
j
n
i
. Die Menge fa
1
1
; : : : ; a
1
n
1
; a
2
1
; : : : ;
a
2
n
2
; : : : ; a
p
1
; : : : ; a
p
n
p
g werde zu fa
1
; : : : ; a
n
g mit a
1
 : : :  a
n
umgeordnet. Dann
denieren wir
!
E
1
;::: ;E
p
d
(E
1
 : : : E
p
) :=
8
>
>
<
>
>
:
1 f

ur d = 0;
a
1
 : : :  a
bdc
a
d bdc
bdc+1
f

ur d 2 (0; n]:
F

ur solche direkten Summen von Ellipsoiden gilt die folgende Aussage, analog zu
Lemma 1.2.2:
Lemma 1.9.2 Es seien p und n nat

urliche Zahlen und E
1
; : : : ; E
p
Euklidische R

au-
me der Dimensionen n
1
; : : : ; n
p
(n
1
+ : : : ; n
p
= n). Weiterhin seien k > 0, m > 0,
 > 0 und d 2 (0; n] Zahlen, die der Ungleichung k  m
d
gen

ugen, und E
j
 E
j
(j = 1; : : : ; p) Ellipsoide mit 
1
(E
j
)  m und !
E
1
;::: ;E
p
d
(E
1
 : : :  E
p
)  k. Dann
existieren Ellipsoide E
0
j
 E
j
(j = 1; : : : ; p), so da die Menge (E
1
: : :E
p
)+B(O; )
in E
0
1
 : : : E
0
p
enthalten ist und
!
E
1
;::: ;E
p
d
(E
0
1
 : : : E
0
p
) 
"
1 +

m
bdc
k

1=(d bdc)

#
d
k
gilt.
1.10 Untere Dimensionsschranken nach Frostman
und Shereshevskij
Untere Dimensionsschranken, die nichtganzzahlige Werte liefern k

onnen, basieren oft-
mals auf dem Lemma von Frostman (siehe z. B. [61]). Hier zitieren wir eine modi-
zierte Variante aus [20]:
Lemma 1.10.1 Es seien (X; %) ein metrischer Raum, K  X eine Teilmenge und 
ein endliches

aueres Borel-Ma auf X, das auf K konzentriert ist. Weiterhin gelte
(K) > 0. Falls es Zahlen d  0, c > 0 und "
0
> 0 gibt, so da f

ur alle r 2 (0; "
0
]
und alle x 2 K die Beziehung (B(x; r))  cr
d
gilt, dann gilt dim
H
(K)  d.
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Das in Lemma 1.10.1 verwendete

auere Ma  ist bis auf einen Faktor c eine Mino-
rante f

ur das

auere Hausdorsche (d; ")-Ma f

ur alle " 2 (0; "
0
] und damit auch f

ur
das

auere Hausdorsche d-Ma. Da (K) > 0 vorausgesetzt wurde, mu damit auch

H
(K; d) > 0 gelten.
F

ur geometrische Konstruktionen auf der reellen Achse, die auch von L. Barreira
in [6] betrachtet wurden, hat M. A. Shereshevskij ([66]) eine untere Schranke f

ur
die Hausdor-Dimension zusammen mit einer oberen Schranke angegeben. Es sei
bemerkt, da die obere Schranke im weiteren keine Verwendung ndet, da sie im
Rahmen dieser Arbeit durch andere Absch

atzungen verbessert werden kann. Deshalb
wird hier nur die untere Absch

atzung zitiert:
Satz 1.10.1 Es sei k > 1 eine nat

urliche Zahl, und f

ur jedes p 2 N und jedes p-Tupel
(!
1
; : : : ; !
p
) 2 f1; : : : ; kg
p
existiere ein abgeschlossenes Intervall D
!
1
;::: ;!
p
 R mit
den folgenden Eigenschaften:
1) F

ur zwei p-Tupel (!
1
; : : : ; !
p
) 6= (!
0
1
; : : : ; !
0
p
) gilt D
!
1
;::: ;!
p
\D
!
0
1
;::: ;!
0
p
= ;.
2) F

ur jedes (!
1
; : : : ; !
p
; !
p+1
) 2 f1; : : : ; kg
p+1
gilt D
!
1
;::: ;!
p+1
 D
!
1
;::: ;!
p
.
Falls es Zahlen  > 0 und r 2 (0; 1) gibt, so da
jD
!
1
;::: ;!
p
j  r
p
f

ur alle p 2 N; (!
1
; : : : ; !
p
) 2 f1; : : : ; kg
p
gilt, dann kann die Hausdor-Dimension
der Menge
D =
1
\
p=1
[
(!
1
;::: ;!
p
)2f1;::: ;kg
p
D
!
1
;::: ;!
p
nach unten durch dim
H
(D)   
lnk
ln r
abgesch

atzt werden.
In dieser Absch

atzung mu kein

aueres Ma mit bestimmten Eigenschaften konstru-
iert werden. Es werden nur die Durchmesser von Teilmengen von D analysiert, also
Eigenschaften der Metrik verwendet. Nat

urlich setzt diese Vorgehensweise eine sehr
spezielle Struktur der betrachteten Menge voraus. M. A. Shereshevskij verwendet die-
se Absch

atzung in R, um f

ur Mengen im R
2
, die bei Bifurkationen entstehen, untere
Dimensionsschranken (zusammen mit oberen Absch

atzungen) herzuleiten.
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Kapitel 2
Hausdor-Ma-expandierende
Abbildungen
In diesem Kapitel wird eine Klasse von im allgemeinen nicht injektiven Abbildungen
betrachtet, die auf einer Teilmenge der invarianten Menge das

auere Hausdorsche
d-Ma pro Iteration um einen Faktor a  1 vergr

oert. Unter dieser Voraussetzung
kann die obere Schranke 1 an die Singul

arwertfunktion, die im Satz von Douady
und Oesterle eine Kontraktion des

aueren Hausdorschen d-Maes garantiert, auf a
vergr

oert werden. Die wesentlichen Ergebnisse dieses Kapitels sind Bestandteil der
Arbeit [9].
2.1 Eine Klasse von Hausdor-Ma-expandieren-
den Abbildungen
Als erstes m

ochten wir die Klasse der Abbildungen, die auf einer invarianten Menge
expandierend bez

uglich des

aueren Hausdorschen d-Maes mit Expansionsfaktor a
wirkt, denieren.
Denition 2.1.1 Es seien (M;g) eine n-dimensionale Riemannsche Mannigfaltig-
keit, U  M eine oene Menge, ' : U ! M eine Abbildung, K  U eine kompakte
Menge und a  1 und d 2 [0; n] reelle Zahlen. Die Abbildung ' heit 
H
(; d)-
expandierend mit dem Faktor a auf K, falls es eine Zahl j
0
2 N gibt, so da f

ur
alle nat

urlichen Zahlen j > j
0
eine Teilmenge K
j
 K mit den Eigenschaften
(AE1) a
j

H
(K
j
; d)  
H
(K; d),
(AE2) 
H
 
'
j
(K
j
); d

= 
H
('
j
(K); d)
existiert.
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Das

auere Hausdorsche d-Ma der Menge K
j
wird im Verh

altnis zum d-Ma der
Menge K unter der Abbildung '
j
mindestens um den Faktor a
j
vergr

oert. Das
entspricht einer mittleren Vergr

oerung um wenigstens den Faktor a pro Iteration
der Abbildung. Die einfachste M

oglichkeit, die Eigenschaft (AE2) zu erf

ullen, besteht
darin, Mengen K
j
mit '
j
(K
j
) = '
j
(K) zu w

ahlen.
Eine 
H
(; d)-expandierende Abbildung mit Faktor a ist auch 
H
(; d)-expandierend
mit Faktor ea f

ur alle ea 2 [1; a]. Da die Zahl a aber als obere Schranke an die Sin-
gul

arwertfunktion in Dimensionsabsch

atzungen nach A. Douady und J. Oesterle ein-
gehen soll, ist es sinnvoll, die Zahl a so gro wie m

oglich zu w

ahlen.
Beispiel 2.1.1 Betrachten wir als einfachsten Vertreter einer 
H
(; d)-expandieren-
den Abbildung eine Zeltabbildung in M = R. Diese Abbildung sei durch
'(x) =
8
>
>
<
>
>
:
3x f

ur x <
1
2
;
3   3x f

ur x 
1
2
:
deniert. Der Graph dieser Abbildung ist in Abb. 2.1 dargestellt.
'(u)
u
0
1
1



























B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
Abbildung 2.1: Zeltabbildung
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F
ur Punkte x < 0 oder x > 1 gilt lim
p!1
'
p
(x) =  1, also mu eine kompakte
invariante Menge dieser Abbildung in [0; 1] enthalten sein. Es bezeichne K die ma-
ximale kompakte invariante Menge von ', d. h. K :=
T
1
p=0
'
 p
([0; 1]) =
T
1
p=0
K
p
mit K
p
:=
T
p
i=0
'
 i
([0; 1]). Die Mengen K
p
haben dabei die Form K
0
= [0; 1],
K
1
= [0;
1
3
] [ [
2
3
; 1], K
2
= [0;
1
9
] [ [
2
9
;
1
3
] [ [
2
3
;
7
9
] [ [
8
9
; 1] und so weiter (siehe Abb. 2.2).
Die durch diesen Grenzproze entstehende Menge K wird auch als Standard-Cantor-
Menge bezeichnet.
K
0
0 1
K
1
0 1
1
3
2
3
K
2
0 1
1
3
2
3
1
9
2
9
7
9
8
9
K
3
0 1
1
3
2
3
1
9
2
9
7
9
8
9
1
27
2
27
7
27
8
27
19
27
20
27
25
27
26
27
K
4
Abbildung 2.2: Konstruktion der invarianten Menge
Es seien K
j
:= K \ [0;
1
3
j
] (j 2 N). Diese Mengen sind jeweils eine
"
lineare Kopie\
der Menge K mit dem Faktor
1
3
j
. Damit liefert f

ur jede Zahl " > 0 eine

Uberdeckung
der Menge K
j
durch Kugeln mit Radien h

ochstens " eine

Uberdeckung von K durch
Kugeln mit Radien h

ochstens 3
j
" und umgekehrt. Es sei bemerkt, da in diesem
eindimensionalen Fall Kugeln immer oene Intervalle sind. F

ur beliebiges d 2 [0; 1]
gilt damit f

ur das

auere Hausdorsche (d; ")-Ma von K
j
die Beziehung

H
(K
j
; d; ") =

1
3
j

d

H
(K; d; 3
j
"):
Durch Grenz

ubergang "! 0 + 0 erh

alt man daraus

H
(K
j
; d) =

1
3
d

j

H
(K; d):
Also gilt (AE1) f

ur beliebiges d 2 [0; 1] mit dem Faktor a = 3
d
. Auerdem ist '
j
(K
j
) =
'
j
(K) = K f

ur alle j 2 N, also ist (AE2) erf

ullt. Damit ist die Zeltabbildung ' f

ur
beliebiges d 2 [0; 1] eine 
H
(; d)-expandierende Abbildung auf der invarianten Menge
K mit dem Faktor 3
d
. 
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2.2 Obere Dimensionsschranken
Als erstes wollen wir, analog zur Vorgehensweise von [18], analysieren, wie sich das

auere Hausdorsche d-Ma f

ur kompakte, nicht notwendigerweise invariante Mengen
unter einer 
H
(; d)-expandierenden Abbildung verh

alt.
Satz 2.2.1 Es seien (M;g) eine n-dimensionale Riemannsche C
3
-Mannigfaltigkeit,
U  M eine oene Menge und ' : U ! M eine C
1
-Abbildung. Weiterhin seien K
und
e
K kompakte Mengen mit den Eigenschaften K 
e
K  U und '
j
(K) 
e
K f

ur alle
j 2 N und a  1 und d 2 (0; n] Zahlen, so da ' auf K eine 
H
(; d)-expandierende
Abbildung mit Faktor a ist und 
H
(K; d) <1 gilt. Unter der Voraussetzung
!
d
(d
u
') < a f

ur alle u 2
e
K (2.2.1)
gilt dann lim
j!1

H
('
j
(K); d) = 0.
Beweis Aufgrund der Eigenschaft '
j
(K) 
e
K f

ur alle j 2 N gilt mit Lemma 1.2.1
!
d
(d
v
'
j
) 
 
sup
u2
e
K
!
d
(d
u
')
!
j
f

ur alle v 2 K und alle j 2 N. Nun sei  > 0 eine beliebige Zahl. Aus (2.2.1) folgt
sup
u2
e
K
!
d
(d
u
')
a
< 1. Dann existiert ein j

2 N, das gr

oer als die durch Denition 2.1.1
festgelegte Zahl j
0
ist, so da
2
bdc
(bdc+ 1)
d
2

sup
u2
e
K
!
d
(d
u
')
a

j
 
f

ur alle j > j

gilt. Mit Lemma 1.7.2 und den Eigenschaften der 
H
(; d)-expandie-
renden Abbildung ' ergibt sich daraus

H
('
j
(K); d) = 
H
('
j
(K
j
); d)  2
bdc
(bdc+ 1)
d
2
 
sup
u2
e
K
!
d
(d
u
')

j

H
(K
j
; d)
 2
bdc
(bdc+ 1)
d
2

sup
u2
e
K
!
d
(d
u
')
a

j

H
(K; d)  
H
(K; d)
f

ur alle j > j

. Da  > 0 beliebig klein gew

ahlt werden kann, folgt daraus die Be-
hauptung. 
Um eine obere Schranke f

ur die Hausdor-Dimension der Menge K zu nden, k

onnen
wir nicht 
H
(K; d) < 1 wie in Satz 2.2.1 voraussetzen. Deshalb ist es notwendig,
anstelle des

aueren Hausdorschen d-Maes das (d; ")-Ma zu betrachten, da dieses
f

ur kompakte Mengen immer endlich ist. Deshalb mu f

ur die 
H
(; d)-expandierende
Abbildung ' zus

atzlich eine Bedingung gestellt werden, die beschreibt, wie sich das

auere Hausdorsche (d; ")-Ma unter der Abbildung verh

alt.
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Satz 2.2.2 Es seien (M;g) eine n-dimensionale Riemannsche C
3
-Mannigfaltigkeit,
U M eine oene Menge, ' : U !M eine C
1
-Abbildung und K  U eine kompakte
'-invariante Menge. Weiterhin seien a  1 und d 2 (0; n] Zahlen, so da
!
d
(d
u
') < a f

ur alle u 2 K (2.2.2)
gilt und auerdem Zahlen l 2 (sup
u2K
!
d
(d
u
'); a) und j
0
2 N existieren, so da es
f

ur alle nat

urlichen j > j
0
eine Menge K
j
 K und eine Zahl "
j
> 0 gibt mit
a
j

H

K
j
; d; (bdc+ 1)
 
1
2
l
 
j
d
"

 
H
(K; d; ") (2.2.3)
und

H
('
j
(K
j
); d; ") = 
H
('
j
(K); d; ") (2.2.4)
f

ur alle " 2 (0; "
j
]. Dann gilt dim
H
(K)  d.
Beweis Aufgrund von Lemma 1.2.1 gilt hier
sup
u2K
!
d
(d
u
'
j
) 

sup
u2K
!
d
(d
u
')

j
< l
j
f

ur alle j 2 N. Wegen
l
a
< 1 existiert f

ur beliebiges  > 0 eine nat

urliche Zahl j

> j
0
mit 2
bdc
(bdc + 1)
d
2
 
l
a

j
<  f

ur alle j > j

. F

ur hinreichend kleine Zahlen " 2 (0; "
j
)
folgt mit Lemma 1.7.2 und den Beziehungen (2.2.2), (2.2.3) und (2.2.4)

H
(K; d; ") = 
H
('
j
(K); d; ") = 
H
('
j
(K
j
); d; ")
 2
bdc
(bdc+ 1)
d
2
l
j

H
(K
j
; d; (bdc+ 1)
 
1
2
l
 
j
d
")
 2
bdc
(bdc+ 1)
d
2
 
l
a

j

H
(K; d; ")  
H
(K; d; "):
Da die Zahl  > 0 beliebig klein gew

ahlt werden kann, bedeutet das 
H
(K; d; ") = 0
f

ur alle hinreichend kleinen Zahlen " > 0 und damit 
H
(K; d) = 0. Daraus ergibt sich
dim
H
(K)  d. 
Bemerkung 2.2.1 Im Grenz

ubergang " ! 0 + 0 geht Bedingung (2.2.3) in (AE1)

uber, und aus (2.2.3) ergibt sich (AE2). Also sind die Abbildungen, die die Voraus-
setzungen des Satzes 2.2.2 erf

ullen, spezielle 
H
(; d)-expandierende Abbildungen mit
Faktor a.
In Anwendungsbeispielen erweist es sich als sehr schwierig, die Bedingung (2.2.3) zu

uberpr

ufen, besonders dann, wenn die Abbildung nicht st

uckweise linear ist. Deshalb
wollen wir nun st

arkere Bedingungen an die Abbildung formulieren, die sich aber
leichter

uberpr

ufen lassen.
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Folgerung 2.2.1 Es seien (M;g) eine n-dimensionale Riemannsche C
3
-Mannigfal-
tigkeit, U  M eine oene Menge, ' : U ! M eine C
1
-Abbildung und K  U eine
kompakte '-invariante Menge. Weiterhin seien a  1 und d 2 (0; n] Zahlen, so da
(2.2.2) erf

ullt ist und auerdem Zahlen l
0
> 0 und j
1
2 N existieren, so da es f

ur
alle j  j
1
eine kompakte Menge K
j
 K mit '
j
(K
j
) = K, eine nat

urliche Zahl N
j
und C
1
-Abbildungen f
i;j
: U !M (i = 1; : : : ; N
j
) mit folgenden Eigenschaften gibt:
K
j
=
N
j
[
i=1
f
i;j
(K); (2.2.5)
max
i=1;::: ;N
j
!
d
(d
u
f
i;j
) < l
j
0
f

ur alle u 2 K; (2.2.6)
N
j
< 2
 bdc
(bdc+ 1)
 
d
2
(al
0
)
 j
: (2.2.7)
Dann gilt dim
H
(K)  d.
Beweis Aus Lemma 1.7.2 und den Beziehungen (2.2.5) und (2.2.6) folgt, da es f

ur
jedes j 2 N mit j > j
1
eine Zahl "
j
> 0 mit

H
(K
j
; d; (bdc+ 1)
d
2
") 
N
j
X
i=1
2
bdc
(bdc+ 1)
d
2
l
j
0

H
(K; d; ")
= N
j
2
bdc
(bdc+ 1)
d
2
l
j
0

H
(K; d; ")
f

ur alle " 2 (0; "
j
] gibt. Mit (2.2.7) folgt daraus

H
(K
j
; d; (bdc+ 1)
1
2
l
j
d
0
")  a
 j

H
(K; d; "):
Wegen N
j
 1 folgt aus (2.2.7) die Ungleichung 2
 bdc
(bdc + 1)
 
d
2
(al
0
)
 j
 1 f

ur alle
j  j
1
. Aufgrund von (2.2.2) mu damit l
0
sup
u2K
!
d
(d
u
') < 1 gelten. Also existieren
Zahlen l 2 (sup
u2K
!
d
(d
u
'); a) und j
0
 j
1
, so da (l
0
l)
j
< (bdc+ 1)
 d
f

ur alle j > j
0
gilt. F

ur alle j > j
0
gilt damit

H
(K
j
; d; (bdc+ 1)
 
1
2
l
 
j
d
")  
H
(K
j
; d; (bdc+ 1)
1
2
l
j
d
0
")  a
 j

H
(K; d; "):
Damit sind alle Voraussetzungen von Satz 2.2.2 erf

ullt, und wir erhalten die Absch

at-
zung dim
H
(K)  d. 
2.3 Einbeziehung von Lyapunov-Funktionen
In [48] sind in die Dimensionsabsch

atzungen nach A. Douady und J. Oesterle f

ur
Abbildungen in R
n
Lyapunov-Funktionen mit einbezogen worden, um bessere Di-
mensionsschranken zu erhalten. Lyapunov-Funktionen sind dabei stetige reellwertige
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Hilfsfunktionen, die vorwiegend in der Stabilit

atstheorie Einsatz nden und hier dazu
verwendet werden, die Singul

arwertfunktion zu verkleinern und dadurch eine Kon-
traktionsbedingung f

ur das

auere Hausdor-Ma zu erhalten. Wir wollen hier diese
Vorgehensweise an den S

atzen aus Abschnitt 2.2 demonstrieren. Ist eine Lyapunov-
Funktionen hinreichend glatt, kann ihre Einf

uhrung als

Anderung des Metrik-Tensors
interpretiert werden.
Satz 2.3.1 Es seien (M;g) eine n-dimensionale Riemannsche C
3
-Mannigfaltigkeit,
U M eine oene Menge, ' : U !M eine C
1
-Abbildung und K  U eine kompakte
'-invariante Menge. Weiterhin seien p : K ! R
+
eine stetige Funktion und a  1
und d 2 (0; n] Zahlen, so da

p('(u))
p(u)
!
d
(d
u
')

< a f

ur alle u 2 K (2.3.1)
gilt und auerdem Zahlen l 2

sup
u2K

p('(u))
p(u)
!
d
(d
u
')

; a

und j
0
2 N existieren,
so da es f

ur alle nat

urlichen j > j
0
eine Menge K
j
 K und eine Zahl "
j
> 0 mit
folgenden Eigenschaften gibt:
a
j

H
 
K
j
; d; (bdc+ 1)
 
1
2
l
 
j
d

inf
u2K
p(u)
sup
u2K
p(u)

1
d
"
!
 
H
(K; d; ") (2.3.2)
und (2.2.4) f

ur alle " 2 (0; "
j
]. Dann gilt dim
H
(K)  d.
Beweis Wegen l 2

sup
u2K

p('(u))
p(u)
!
d
(d
u
')

; a

gilt !
d
(d
u
') < l
p(u)
p('(u))
f

ur alle
u 2 K. Damit gilt mit Lemma 1.7.2
!
d
(d
u
'
j
)  !
d
(d
'
j 1
(u)
') : : : !
d
(d
u
')  l
p('
j 1
(u))
p('
j
(u))
l : : :
p(u)
p('(u))
= l
j
p(u)
p('
j
(u))
 l
j
sup
u2K
p(u)
inf
u2K
p(u)
f

ur alle j 2 N und alle u 2 K. Nun sei  > 0 beliebig gew

ahlt. Aufgrund von
l
a
< 1
existiert eine Zahl j

> j
0
mit
2
bdc
(bdc+ 1)
d
2

l
a

j
sup
u2K
p(u)
inf
u2K
p(u)
 
f

ur alle j > j

. F

ur alle hinreichend kleinen Zahlen " 2 (0; "
j
) folgt mit Lemma 1.7.2
sowie den Beziehungen (2.3.1), (2.3.2) und (2.2.4)

H
(K; d; ") = 
H
('
j
(K); d; ") = 
H
('
j
(K
j
); d; ")
 2
bdc
(bdc+ 1)
d
2
l
j
sup
u2K
p(u)
inf
u2K
p(u)

H

K
j
; d; (bdc+ 1)
 
1
2
l
 
j
d

inf
u2K
p(u)
sup
u2K
p(u)

1
d
"

 2
bdc
(bdc+ 1)
d
2
 
l
a

j
sup
u2K
p(u)
inf
u2K
p(u)

H
(K; d; ")  
H
(K; d; "):
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Da die Zahl  > 0 beliebig klein gew

ahlt werden kann, bedeutet das 
H
(K; d; ") = 0
f

ur alle hinreichend kleinen Zahlen " > 0 und damit 
H
(K; d) = 0. Daraus ergibt sich
dim
H
(K)  d. 
Folgerung 2.3.1 Es seien (M;g) eine n-dimensionale Riemannsche C
3
-Mannigfal-
tigkeit, U  M eine oene Menge, ' : U ! M eine C
1
-Abbildung und K  U eine
kompakte '-invariante Menge. Weiterhin seien p : K ! R
+
eine stetige Funktion
und a  1 und d 2 (0; n] Zahlen, so da (2.3.1) erf

ullt ist und auerdem Zahlen
l
0
> 0 und j
1
2 N existieren, so da es f

ur alle j  j
1
eine kompakte Menge K
j

K mit '
j
(K
j
) = K, eine nat

urliche Zahl N
j
und C
1
-Abbildungen f
i;j
: U ! M
(i = 1; : : : ; N
j
) mit den Eigenschaften (2.2.5), (2.2.6) und (2.2.7) gibt. Dann gilt
dim
H
(K)  d.
Beweis Aus Lemma 1.7.2 und den Beziehungen (2.2.5) und (2.2.6) folgt, da es f

ur
jedes j 2 N mit j > j
1
eine Zahl "
j
> 0 mit

H

K
j
; d; (bdc+ 1)
d
2
"


N
j
X
i=1
2
bdc
(bdc+ 1)
d
2
l
j
0

H
(K; d; ")
= N
j
2
bdc
(bdc + 1)
d
2
l
j
0

H
(K; d; ")
f

ur alle " 2 (0; "
j
] gibt. Mit (2.2.7) folgt daraus

H

K
j
; d; (bdc + 1)
1
2
l
j
d
0
"

 a
 j

H
(K; d; "):
Wegen N
j
 1 folgt aus (2.2.7) die Ungleichung 2
 bdc
(bdc + 1)
 
d
2
(al
0
)
 j
 1 f

ur alle
j  j
1
. Aufgrund von (2.3.1) mu damit l
0
sup
u2K

p('(u))
p(u)
!
d
(d
u
')

< 1 gelten. Also
existieren Zahlen l 2

sup
u2K

p('(u))
p(u)
!
d
(d
u
')

; a

und j
0
 j
1
, so da (l
0
l)
j
<
(bdc+ 1)
 d
inf
u2K
p(u)
sup
u2K
p(u)
f

ur alle j > j
0
gilt. F

ur alle j > j
0
gilt damit

H
 
K
j
; d; (bdc+ 1)
 
1
2
l
 
j
d

inf
u2K
p(u)
sup
u2K
p(u)

1
d
"
!
 
H

K
j
; d; (bdc+ 1)
1
2
l
j
d
0
"

 a
 j

H
(K; d; "):
Somit sind alle Voraussetzungen von Satz 2.3.1 erf

ullt, und wir erhalten die Absch

at-
zung dim
H
(K)  d. 
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2.4 Anwendungsbeispiele
2.4.1 St

uckweise lineare Abbildungen in R
n
F

ur st

uckweise lineare Abbildungen lassen sich die Bedingungen der Dimensions-
absch

atzungen aus den Abschnitten 2.2 und 2.3 am einfachsten

uberpr

ufen, denn die
Singul

arwerte der Tangentialabbildung sind st

uckweise konstant und die invarianten
Mengen lassen sich oftmals als Cantor-Mengen konstruieren.
Wir betrachten als speziellen Vertreter einer st

uckweise linearen Abbildung in R die
in Beispiel 2.1.1 eingef

uhrte Zeltabbildung, deren invariante Menge K die Standard-
Cantor-Menge ist. Wie in Beispiel 2.1.1 erl

autert wurde, ist diese Abbildung 
H
(; d)-
expandierend auf K mit dem Faktor a = 3
d
f

ur alle d 2 [0; 1]. Da der einzige Sin-
gul

arwert dieser Abbildung 3 ist, stimmt hier a mit !
d

uberein, so da sich die Be-
dingung (2.2.2) nicht erf

ullen l

at. Bei konstanter Singul

arwertfunktion kann dieses
Problem auch nicht durch Einbeziehung einer Lyapunov-Funktion gel

ost werden. Wir
k

onnen diese Abbildung aber zu einer st

uckweise linearen Abbildung e' : R
2
! R
2
durch die Vorschrift
e'(x; y) = ('(x); y) f

ur alle (x; y) 2 R
2
fortsetzen, in der  2 (0; 1) ein Parameter ist. Dann ist die Menge
e
K = K  f0g
invariant unter der Abbildung e'. Es seien
e
K
j
:= K
j
 f0g mit den in Beispiel 2.1.1
denierten Mengen K
j
(j 2 N). Somit ergibt sich auch f

ur d 2 (1; 2] die Beziehung
3
dj

H

e
K
j
; d;
1
3
j
"

= 
H
(
e
K; d; ") (2.4.1)
f

ur alle " > 0. Auerdem gilt e'(
e
K
j
) =
e
K. Also ist e' auf
e
K eine 
H
(; d)-expandierende
Abbildung mit dem Faktor 3
d
f

ur d 2 (1; 2]. Auerdem gilt in diesem Bereich f

ur d die
Beziehung !
d
(d
u
e') = 3
d 1
f

ur alle u 2
e
K, damit ist die Bedingung (2.2.2) erf

ullt.
Wir betrachten nun eine beliebige Zahl l 2 (3
d 1
; 3
d
). Dann gibt es ein j
0
2 N mit
 
l
1
d
3
!
j
< (bdc+ 1)
 
1
2
f

ur alle j > j
0
und damit (bdc + 1)
 
1
2
l
 
j
d
>
1
3
j
. Zusammen mit (2.4.1) ergibt sich
daraus aufgrund der Monotonie von 
H
(
e
K
j
; d; ) die Ungleichung
3
dj

H

e
K
j
; d; (bdc+ 1)
 
1
2
l
 
j
d
"

 
H
(
e
K; d; "):
Damit sind alle Bedingungen von Satz 2.2.2 erf

ullt, und wir erhalten f

ur alle d 2 (1; 2]
die Absch

atzung dim
H
(
e
K)  d. Im Grenz

ubergang d! 1 heit das dim
H
(
e
K)  1.
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In [21] ist der exakte Dimensionswert der Standard-Cantor-Menge als dim
H
(
e
K) =
ln 2
ln3
 0; 631 angegeben worden, so da wir hier nur eine obere Schranke erhalten.
Im Vergleich zum Satz 1.7.1 sei bemerkt, da sich hier die Dimensionsschranke 1
f

ur beliebige Parameter  2 (0; 1) erreichen l

at, wogegen Satz 1.7.1 bei analoger
Vorgehensweise nur f

ur  <
1
3
anwendbar ist und in diesem Fall eine gr

oere Schranke
dim
H
(
e
K)  1  
ln 3
ln
liefert.
2.4.2 Modizierte Hufeisenabbildungen
Wir betrachten eine Klasse von Abbildungen ', deniert auf dem Einheitsw

urfel
Q = [0; 1]  : : :  [0; 1]  R
n
. Solch eine Abbildung ' soll Q in den ersten (n   1)
Koordinatenrichtungen x
1
; : : : ; x
n 1
mit einem Faktor  <
1
2
stauchen und in der
Koordinatenrichtung x
n
mit dem Faktor 
1
> 1 strecken, falls x
n
< h gilt, bzw. mit
dem Faktor 
2
> 
1
, falls x
n
> h gilt (0 < h < 1). Das entstehende Rechteck wird
anschlieend an der Hyperebene f(x
1
; : : : ; x
n
) 2 R
n
j x
n
= hg gefaltet und schlielich
zu einem n-dimensionalen Hufeisen gebogen. Abb. 2.3 illustriert solch eine Abbildung
im zweidimensionalen Fall.
D
D


 !  !  !

h
1
(1 h)
2
0
1
h
1
x
2
x
1

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 2.3: Eine modizierte Hufeisenabbildung
Weiterhin nehmen wir an, da diese Abbildung stetig dierenzierbar auf eine oene
Umgebung U  R
n
der Menge K =
T
1
i= 1
'
i
(Q) fortgesetzt werden kann.
Bis auf die Faltung entlang der Hyperebene f(x
1
; : : : ; x
n
) 2 R
n
j x
n
= hg geh

oren
solche Abbildungen zur Klasse der Hufeisenabbildungen, die in Abschnitt 3.5.5 ein-
gef

uhrt werden. Wir bezeichnen sie deshalb als modizierte Hufeisenabbildungen.
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Wir werden uns im weiteren auf den in Abb. 2.3 dargestellten zweidimensionalen Fall
beschr

anken und auerdem nur Parameterwerte 
2
 1 betrachten, denn in diesem
Fall ist das durch ' undK denierte dynamische System nicht dissipativ bez

uglich des
Lebesgue-Maes in R
2
, und somit ist der Satz 1.7.1 nicht anwendbar. Die Menge K ist
invariant unter der Abbildung '. Es sei K
1
:= f(x; y) 2 K j x < hg der Teil von K, in
dem der Streckungsfaktor von ' den kleinerenWert 
1
annimmt. F

ur diese Menge gilt
'(K
1
) = K. Iterativ denieren wir K
j
:= K
j 1
\ '
 1
(K
j 1
) (j  2). Induktiv kann
man '(K
j 1
) = K
j
zeigen, damit gilt '
j
(K
j
) = K = '
j
(K). Also ist die Bedingung
(2.2.4) f

ur beliebige Zahlen " > 0 und d 2 [0; 2] erf

ullt. Auerdem besteht jede
Menge K
j
aus 4
j
"
linearen Kopien\ von K, die durch horizontale Kontraktion mit
dem Faktor 
j
, durch vertikale Kontraktion mit dem Faktor

1

1

j
und entsprechende
Verschiebung erhalten werden. Die so erhaltenen 4
j
Teile von K
j
sind kompakt und
paarweise disjunkt und haben damit einen Mindestabstand 2"
j
> 0 zueinander. In
einer

Uberdeckung von K durch Kugeln mit Radien h

ochstens "
j
kann jede Kugel
Punkte aus h

ochstens einer der 4
j
Teilmengen von K
j
enthalten. Mit  = minf;
1

1
g
erhalten wir daraus f

ur alle " < "
j
und alle d 2 [0; 2] die Ungleichung

H
(K
j
; d; 
j
")  (4
d
)
j

H
(K; d; "): (2.4.2)
F

ur " ! 0 + 0 heit das, da ' auf K eine 
H
(; d)-expandierende Abbildung mit
dem Faktor
1
4
d
f

ur alle d 2 [0; 2] ist.
Wir wollen nun mit Hilfe von Satz 2.2.2 die Hausdor-Dimension von K nach oben
absch

atzen. Dazu betrachten wir als erstes die Bedingung (2.2.2). Da wir 
2
 1
vorausgesetzt hatten, l

at sich (2.2.2) f

ur d < 1 nicht erf

ullen. Wir k

onnen uns also
im weiteren auf den Fall d 2 [1; 2] beschr

anken. In diesem Fall hat (2.2.2) die Form

2

d 1
<
1
4
d
, das ist

aquivalent zu d >
ln ln(4
2
)
ln+ln
. F

ur jedes solche d sei eine Zahl
l 2


2

d 1
;
1
4
d

beliebig gew

ahlt. Dann gilt l
d
< 1, also existiert eine Zahl j
0
2 N
mit (l
1
d
)
j
< (bdc + 1)
 
1
2
f

ur alle j > j
0
. Zusammen mit (2.4.2) und der Monotonie
von 
H
(K
j
; d; ) heit das

1
4
d

j

H
(K
j
; d; (bdc+ 1)
 
1
2
l
 
j
d
")  
H
(K; d; ")
f

ur alle hinreichend kleinen " > 0. Damit sind alle Bedingungen von Satz 2.2.2 erf

ullt,
und wir erhalten dim
H
(K)  d f

ur alle d 2 (
ln ln(4
2
)
ln+ln 
; 2] und somit
dim
H
(K) 
ln   ln(4
2
)
ln + ln 
:
Beispielsweise ergibt sich f

ur die Parameter  =
1
3
, 
1
= 3 und 
2
= 5 die Absch

atzung
dim
H
(K) 
1
2
(
ln 20
ln3
+ 1)  1; 863.
Dieselbe obere Dimensionsschranke erhalten wir im Fall  =
1

1
=  mit Folge-
rung 2.2.1 mit wesentlich weniger Aufwand, da wir die Bedingung (2.2.3) dann nicht
45
uberpr

ufen m

ussen. Da f

ur jedes j 2 N die Menge K
j
jeweils aus 4
j
"
linearen Ko-
pien\ von K besteht, k

onnen wir die Abbildung f
i;j
jeweils als die lineare Abbil-
dung w

ahlen, die die Menge K auf den i-ten Teil von K
j
abbildet (i = 1; : : : ; 4
j
).
Dann gilt N
j
= 4
j
und !
d
(d
u
f
i;j
) = 
jd
f

ur d 2 [1; 2]. F

ur jede beliebige Zahl
a 2 [1;
1
4
d
) gilt (2.2.2). F

ur jede Zahl l
0
2 (
d
;
1
4a
) sind dann die Bedingungen von
Folgerung 2.2.1 erf

ullt, und wir erhalten im Grenz

ubergang a!
1
4
d
die Absch

atzung
dim
H
(K) 
ln ln(4
2
)
ln+ln
=
ln ln(4
2
)
2 ln
. Da die Bedingungen der Folgerung 2.2.1 st

arker
sind als die von Satz 2.2.2, ist an diesem Beispiel daran zu erkennen, da Folge-
rung 2.2.1 nur im Fall  =
1

1
die gleiche Absch

atzung wie Satz 2.2.2 liefert.
Da wir die hier betrachteten modizierten Hufeisenabbildungen so gew

ahlt haben,
da in der Koordinatenrichtung x
2
zwei verschiedene Streckungsfaktoren 
1
und 
2
wirken, l

at sich durch Verwendung einer Lyapunov-Funktion die obere Schranke f

ur
die Hausdor-Dimension verbessern. Da die Singul

arwertfunktion in K
1
und K nK
1
jeweils konstant ist, ist die einfachste Form einer sinnvollen Lyapunov-Funktion auch
konstant aufK
1
undKnK
1
. Zwei Lyapunov-Funktionen, die sich um einen konstanten
Faktor unterscheiden, liefern dieselbe Dimensionsabsch

atzung. Also k

onnen wir
p(u) =
8
>
>
<
>
>
:
1 f

ur alle u 2 K
1
;
P f

ur alle u 2 K nK
1
mit einer positiven Konstante P annehmen. Da K
1
und K nK
1
zwei disjunkte kom-
pakte Mengen sind, ist eine solche Funktion p stetig auf K. Die Konstante P mu
nun so gew

ahlt werden, da sup
u2K

p('(u))
p(u)
!
d
(d
u
')

minimal wird. F

ur d 2 [1; 2] gilt
p('(u))
p(u)
!
d
(d
u
') =
8
>
>
>
>
>
>
<
>
>
>
>
>
>
:
1
P

2

d 1
f

ur alle u 2 K nK
1
;
P
1

d 1
f

ur alle u 2 K;'(u) 2 K nK
1
;

1

d 1
f

ur alle u 2 K;'(u) 2 K
1
:
F

ur ein optimales P mu also
1
P

2
=
1
P

1
gelten und damit P =
q

2

1
. Mit der
so gew

ahlten Lyapunov-Funktion gilt sup
u2K

p('(u))
p(u)
!
d
(d
u
')

=
p

1

2

d 1
. Dieser
Wert ist kleiner als sup
u2K
!
d
(d
u
') = 
2

d 1
. F

ur jede Zahl d >
ln ln(4
p

1

2
)
ln+ln
sind
die Bedingungen von Satz 2.3.1 erf

ullt, und wir erhalten die verbesserte Absch

atzung
dim
H
(K) 
ln   ln(4
p

1

2
)
ln+ ln 
:
F

ur die Parameterwerte  =
1
3
, 
1
= 3 und 
2
= 5 zum Beispiel gilt somit dim
H
(K) 
1
2
(
ln(4
p
15)
ln3
+ 1)  1; 747.
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Kapitel 3
Dimensionsabsch

atzungen mit
Hilfe der Vielfachheitsfunktion
Dieses Kapitel befat sich mit allgemeinen nicht injektiven Abbildungen. Die Viel-
fachheitsfunktion einer Abbildung, die zu einem Punkt und einer Teilmenge des De-
nitionsbereiches jeweils die Anzahl der Urbilder in dieser Menge angibt, kann ge-
winnbringend in die Douady-Oesterle-Methode zur Dimensionsabsch

atzung einbezo-
gen werden und f

uhrt zur Abschw

achung der Kontraktionsbedingung f

ur die Sin-
gul

arwerte der Tangentialabbildung. Eine Kurzfassung dieser Vorgehensweise ist in
[25] dargestellt.
Die Beispiele zeigen, da sich auch eine Reihe injektiver Abbildungen, wie Hufeisenab-
bildungen oder Belykh-Abbildungen, auf nicht injektive Abbildungen zur

uckf

uhren
l

at, so da auch f

ur solche Abbildungen verbesserte Oberschranken der Hausdor-
Dimension der invarianten Menge erreicht werden k

onnen.
3.1 Die Vielfachheitsfunktion einer Abbildung
Die Vielfachheitsfunktion einer Abbildung wurde z. B. in [23] eingef

uhrt. Sie gibt
zu einem gegebenen Punkt u und einer gegebenen Menge K die Anzahl der in K
liegenden Urbilder von u unter der Abbildung ' an und ist damit ein Ma f

ur die
Nichtinjektivit

at.
Denition 3.1.1 Es seien M
1
und M
2
beliebige Mengen und ' : M
1
! M
2
eine
Abbildung. Die Vielfachheitsfunktion N(';K; u) der Abbildung ' bez

uglich einer
Teilmenge K  M
1
im Punkt u 2 M
2
ist deniert als die M

achtigkeit der Menge
fv 2 K j '(v) = ug.
Im weiteren werden wir C
1
-Abbildungen ' : M ! M auf hinreichend glatten n-
dimensionalen Riemannschen Mannigfaltigkeiten (M;g) betrachten. Wenn die zu-
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grundeliegende Mannigfaltigkeit orientierbar ist und die Determinante det d
u
' der Li-
nearisierung der gegebenen Abbildung auf der gesamten Menge positiv ist, stimmt die
Vielfachheitsfunktion mit dem lokalen Abbildungsgrad

uberein (siehe z. B. [16, 68]).
In dieser Arbeit soll die Einbeziehung der Vielfachheitsfunktion in Dimensionsab-
sch

atzungen invarianter Mengen von C
1
-Abbildungen auf Riemannschen Mannigfal-
tigkeiten demonstriert werden. Deshalb wird im folgenden die Vielfachheitsfunktion
von Abbildungen ' : U !M , deniert auf einer oenen Teilmenge U einer Riemann-
schen C
1
-Mannigfaltigkeit (M;g), genauer untersucht.
Bemerkung 3.1.1 Die Vielfachheitsfunktion einer Abbildung mu nicht unbedingt
endliche Werte liefern. Es kann aber gezeigt werden, da f

ur C
1
-Abbildungen ' ohne
kritische Punkte auf kompakten Teilmengen K von n-dimensionalen Riemannschen
Mannigfaltigkeiten eine obere Schranke f

ur die Vielfachheitsfunktion existiert. Wir
werden im weiteren immer voraussetzen, da jdet(d
u
')j > 0 f

ur alle Punkte u 2 K
gilt. Unter dieser Bedingung gibt es f

ur C
1
-Abbildungen in R
n
Zusatzbedingungen,
so da die Abbildung dann sogar ein C
1
-Dieomorphismus, also auch invertierbar ist.
In [53] wird zum Beispiel gezeigt, da f

ur eine C
1
-Abbildung ' : U ! R
n
, deniert
auf einer oenen Menge U  R
n
, und eine kompakte Menge K  U , die keine
kritischen Punkte enth

alt, unter der Voraussetzung, da ' auf dem Rand von K
injektiv ist, die Abbildung dann sogar auf ganz K injektiv ist. Wir m

ochten hier
bemerken, da Dimensionsabsch

atzungen nur dann sinnvoll sind, wenn die betrachtete
Menge keine inneren Punkte enth

alt, da Mengen mit inneren Punkten immer die
Dimension der zugrundeliegenden Mannigfaltigkeit besitzen. Also stimmt der Rand
von K in allen hier relevanten F

allen mit K

uberein. Die Einschr

ankung auf Mengen
ohne kritische Punkte ist damit nicht gleichbedeutend damit, da unter geringen
Zusatzvoraussetzungen an die Abbildung die Nichtinjektivit

at verloren geht.
Wir wollen nun die Vielfachheitsfunktion einer Abbildung ' auf kompakten Men-
gen ohne bez

uglich ' kritische Punkte analysieren. Dazu ben

otigen wir die folgende
Hilfsaussage:
Lemma 3.1.1 Es seien (M;g) eine n-dimensionale Riemannsche C
1
-Mannigfaltig-
keit, U  M eine oene Menge, ' : U ! M eine C
1
-Abbildung und K  U eine
kompakte Menge, so da jdet(d
u
')j > 0 f

ur alle u 2 K gilt. Dann existiert ein "
K
> 0,
so da f

ur alle u 2 K die eingeschr

ankte Abbildung 'j
B(u;"
K
)
ein C
1
-Dieomorphismus
ist.
Beweis Zun

achst sei " > 0 so klein gew

ahlt, da f

ur alle u 2 K die Kugel B(u; ")
vollst

andig in U enthalten ist. Wegen jdet(d
u
')j > 0 f

ur alle u 2 K liefert der Satz

uber die implizite Funktion (siehe z. B. [34]), da f

ur jedes u 2 K eine Zahl 0 < "
u
 "
existiert, so da 'j
B(u;"
u
)
ein C
1
-Dieomorphismus ist. Das Mengensystem fB(u; "
u
)g
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ist eine oene

Uberdeckung der kompakten Menge K. Also existiert eine endliche
Teil

uberdeckung fB(u
i
; "
u
i
)g
p
i=1
mit einer gewissen nat

urlichen Zahl p.
Nun zeigen wir indirekt, da ein "
K
> 0 existiert, so da f

ur alle u 2 K die Ku-
gel B(u; "
K
) vollst

andig in einer der Kugeln B(u
i
; "
u
i
) (i = 1; : : : ; p) enthalten ist.
Da 'j
B(u
i
;"
u
i
)
jeweils ein C
1
-Dieomorphismus ist, ist dann auch 'j
B(u;"
K
)
ein C
1
-
Dieomorphismus. Angenommen, es gibt kein solches "
K
> 0, dann existiert eine
Folge von Punkten fv
j
g
j2N
 K mit
max
i:v
j
2B(u
i
;"
u
i
)
("
u
i
  %(v
j
; u
i
))
j!1
 ! 0: (3.1.1)
Da der m

ogliche Bereich f

ur i endlich ist, enth

alt die Folge fv
j
g
j2N
eine Teilfolge
fv
j
k
g
k2N
, so da das Maximum immer f

ur ein festes i
0
angenommen wird, d. h.
("
u
i
0
  %(v
j
k
; u
i
0
))
k!1
 ! 0:
Da fv
j
k
g
k2N
 K gilt und K kompakt ist, enth

alt fv
j
k
g
k2N
eine konvergente Teilfolge
fv
j
k
l
g
l2N
, und f

ur den Grenzwert v 2 K dieser Folge gilt
"
u
i
0
  %(v; u
i
0
) = 0:
Somit ist v 62 B(u
i
0
; "
u
i
0
), also mu ein i
v
2 f1; : : : ; pg existieren mit i
v
6= i
0
und
v 2 B(u
i
v
; "
u
i
v
). Damit gilt %(v; u
i
v
) < "
u
i
v
, und f

ur die Folge fv
j
k
l
g
l2N
existiert
ein Index l
0
mit %(v; v
j
k
l
) <
"
u
i
v
 %(v;u
i
v
)
2
f

ur alle l > l
0
. F

ur diese l gilt dann auch
v
j
k
l
2 B(u
i
v
; "
u
i
v
) und
"
u
i
v
  %(v
j
k
l
; u
i
v
) 
"
u
i
v
  %(v; u
i
v
)
2
;
im Widerspruch zu (3.1.1). 
Lemma 3.1.2 Es seien (M;g) eine n-dimensionale Riemannsche C
1
-Mannigfaltig-
keit, U  M eine oene Menge, ' : U ! M eine C
1
-Abbildung und K  U eine
kompakte Menge, so da jdet(d
u
')j > 0 f

ur alle u 2 K gilt. Dann ist N(';K; v) auf
M nach oben beschr

ankt, d. h., es gibt eine Zahl k 2 N, so da N(';K; v)  k f

ur
alle v 2M gilt.
Beweis Nach Lemma 3.1.1 existiert eine Zahl "
K
> 0, so da 'j
B(u;"
K
)
ein C
1
-Diffeo-
morphismus f

ur alle u 2 K ist. Das Mengensystem fB(u; "
K
)g
u2K
ist eine oene

Uber-
deckung der kompakten Menge K und enth

alt somit eine endliche Teil

uberdeckung
fB(u
1
; "
K
); : : : ; B(u
k
; "
K
)g mit einer bestimmten Zahl k 2 N. Da 'j
B(u
i
;"
K
)
f

ur jedes
i = 1; : : : ; k ein Dieomorphismus ist, kann jeder Punkt v 2M in jeder der Mengen
B(u
i
; "
K
) (i = 1; : : : ; k) h

ochstens ein Urbild haben. Damit gilt N(';K; v)  k f

ur
jedes v 2M . 
49
Unter den Voraussetzungen von Lemma 3.1.2 ist damit N(';K; u) f

ur Punkte u 2
'(K) eine von Null verschiedene nat

urliche Zahl, also sind Ausdr

ucke der Form
1
N(';K;u)
sinnvoll. F

ur die Betrachtung von Iterierten einer gegebenen Abbildung ist
die folgende Aussage wichtig:
Lemma 3.1.3 Es seien (M;g) eine n-dimensionale Riemannsche C
1
-Mannigfaltig-
keit, U  M eine oene Menge, ' : U ! M eine C
1
-Abbildung und K  U eine
kompakte '-invariante Menge, so da jdet(d
u
')j > 0 f

ur alle u 2 K gilt. Dann gilt
f

ur jedes v 2 K und jedes p 2 N die Gleichung
X
u2K:'
p
(u)=v
 
p
Y
i=1
1
N(';K;'
i
(u))
!
= 1:
Beweis Diese Aussage kann durch vollst

andige Induktion bewiesen werden. F

ur
p = 1 gilt
X
u2K:'(u)=v
1
N(';K; v)
= N(';K; v)
1
N(';K; v)
= 1:
Wir nehmen nun an, da die Aussage f

ur ein p 2 N gilt. Dann erhalten wir f

ur p+ 1
X
u2K:'
p+1
(u)=v
 
p+1
Y
i=1
1
N(';K;'
i
(u))
!
=
X
u2K:'
p+1
(u)=v
 
1
N(';K; v)
p
Y
i=1
1
N(';K;'
i
(u))
!
=
1
N(';K; v)
X
w2K:'(w)=v
X
u2K:'
p
(u)=w
 
p
Y
i=1
1
N(';K;'
i
(u))
!
:
Da wir
P
u2K:'
p
(u)=w

Q
p
i=1
1
N(';K;'
i
(u))

= 1 vorausgesetzt hatten, gilt
X
u2K:'
p+1
(u)=v
 
p+1
Y
i=1
1
N(';K;'
i
(u))
!
=
1
N(';K; v)
N(';K; v) = 1:
Also ist die Behauptung auch f

ur p+ 1 erf

ullt. 
Obwohl die in dieser Arbeit betrachteten C
1
-Abbildungen ' als nicht injektive Ab-
bildungen im allgemeinen keine Dieomorphismen sind, sollen im weiteren auch Um-
kehrfunktionen betrachtet werden. Nach Lemma 3.1.1 ist das lokal immer m

oglich,
nur m

ussen in einem Punkt u 2 '(K) immer N(';K;'(u)) verschiedene Umkehrab-
bildungen betrachtet werden. Diese sind dann jeweils auf einer gewissen Umgebung
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des Punktes deniert. Wendet man diese Umkehrabbildungen auf eine gesamte Um-
gebung des Punktes an, dann ist im allgemeinen nicht garantiert, da alle Urbilder
dieser Umgebung unter der Abbildung ' erreicht werden. Ein Grund daf

ur ist unter
anderem, da die Vielfachheitsfunktion nicht unbedingt stetig ist, da es also in einer
Umgebung eines Punktes einen Punkt mit mehr Urbildern geben kann. Das folgende
Beispiel zeigt eine Abbildung mit unstetiger Vielfachheitsfunktion.
Beispiel 3.1.1 Wir betrachten als Mannigfaltigkeit R mit der Euklidischen Metrik
und die st

uckweise lineare Abbildung ' : R! R, deniert durch
'(u) =
8
>
>
<
>
>
:
2u f

ur u 
7
12
;
2u  
4
3
f

ur u >
7
12
:
Der Graph dieser Abbildung ist in Abb. 3.1 dargestellt. Auf jeder oenen Menge
'(u)
u
0
1
1
1
6
1
3
1
2
2
3
5
6
7
6
1
6
1
3
1
2
2
3
5
6










































Abbildung 3.1: Beispiel einer Abbildung mit unstetiger Vielfachheitsfunktion
U  R, die den Punkt
7
12
nicht enth

alt, ist ' eine C
1
-Abbildung. Es bezeichne K
die maximale invariante Menge dieser Abbildung im Intervall [0; 1]. Dann gilt K =
T
1
p=0
'
 p
([0; 1]) =
T
1
p=0
K
p
mit K
p
:=
T
p
j=0
'
 j
([0; 1]). Es ist K
0
= [0; 1], K
1
=
[0;
1
2
][[
2
3
; 1],K
2
= [0;
1
4
][[
1
3
;
1
2
][[
2
3
;
11
12
][f1g und so weiter. Dabei ergeben sich iterativ
K
p
\ [0;
1
2
] aus allen Punkten u 2 [0; 1], f

ur die 2u 2 K
p 1
gilt, und K
p
\ [
2
3
;
11
12
] aus
51
allen Punkten u 2 [0; 1], f

ur die (4u 
8
3
) 2 K
p 2
gilt (p = 2; 3; : : : ). Im Grenz

ubergang
p!1 erhalten wir daraus die Beziehungen
K \ [0;
1
2
] = fu 2 [0; 1] j 2u 2 Kg;
K \ [
2
3
;
11
12
] = fu 2 [0; 1] j (4u  
8
3
) 2 Kg;
K =
 
K \ [0;
1
2
]

[
 
K \ [
2
3
;
11
12
]

[ f1g:
Die MengeK entsteht also als eine Cantorartige Menge ausgehend vom Intervall [0; 1],
indem in jedem Schritt jedes Intervall [a; b] positiver L

ange durch

a;
a+ b
2

[

1
3
a+
2
3
b;
1
12
a+
11
12
b

[ fbg
ersetzt wird. Der Punkt
2
3
ist damit H

aufungspunkt von K. Es existiert eine Folge
fu
i
g
i2N
 K mit u
i
>
2
3
f

ur alle i 2 N und lim
i!1
u
i
=
2
3
. Der Punkt
2
3
hat, wie
aus Abb. 3.1 ersichtlich ist, zwei Urbilder
1
3
und 1, die beide in K liegen. Also ist
N(';K;
2
3
) = 2. F

ur alle u
i
gilt aber wegen u
i
>
2
3
oensichtlich N(';K; u
i
) = 1
(i 2 N). Damit ist die Vielfachheitsfunktion N(';K; ) von ' bez

uglich K im Punkt
2
3
nicht stetig. 
Abhilfe f

ur dieses Problem schat die Betrachtung einer oenen Menge
e
U , die K
enth

alt. Um trotzdem Aussagen f

ur kompakte Mengen anwenden zu k

onnen, wird
weiterhin gefordert, da cl(
e
U)  U kompakt ist, wobei cl() den Abschlu der ent-
sprechenden Menge bezeichne. Im weiteren werden die Eigenschaften der Vielfach-
heitsfunktion bez

uglich dieser Menge
e
U untersucht.
Betrachtet man die Anzahl der Urbilder in
e
U , dann hat unter der Zusatzforderung
'
 1
(
e
U) 
e
U jeder Punkt aus
e
U mindestens ein Urbild in
e
U . Deshalb sind Ausdr

ucke
der Form
1
N(';
e
U;u)
f

ur u 2
e
U sinnvoll. F

ur die Iteration der Abbildung ' betrachten
wir wieder Produkte dieser Ausdr

ucke.
Lemma 3.1.4 Es seien (M;g) eine n-dimensionale Riemannsche C
1
-Mannigfaltig-
keit, U  M eine oene Menge, ' : U ! M eine C
1
-Abbildung und
e
U eine oe-
ne Menge, so da cl(
e
U )  U kompakt ist, jdet(d
u
')j > 0 f

ur alle u 2 cl(
e
U ) und
'
 1
(
e
U) 
e
U gilt. Dann gilt f

ur jedes p 2 N und jedes v 2
e
U die Gleichung
X
u2
e
U;'
p
(u)=v
p
Y
i=1
1
N(';
e
U;'
i
(u))
= 1:
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Beweis Dieses Lemma kann analog zu Lemma 3.1.3 bewiesen werden, indemK durch
e
U ersetzt wird. Im Induktionsschritt ist zu beachten, da aufgrund von '
 1
(
e
U) 
e
U
jeder Punkt w mit '(w) = v (v 2
e
U ) auch in
e
U liegen mu. 
In einem Punkt u 2
e
U gibt es N(';
e
U; u) verschiedene Umkehrfunktionen zu ', die
im weiteren mit '
 1
u;j
(j = 1; : : : ; N(';
e
U; u)) bezeichnet werden. Das folgende Lemma
garantiert dann, da es eine vom Punkt u unabh

angige Zahl " gibt, so da diese
Umkehrfunktionen jeweils auf der Umgebung B(u; ") existieren.
Lemma 3.1.5 Es seien (M;g) eine n-dimensionale Riemannsche C
1
-Mannigfaltig-
keit, U  M eine oene Menge, ' : U ! M eine C
1
-Abbildung und
e
U eine oene
Menge, so da cl(
e
U )  U kompakt ist und jdet(d
u
')j > 0 f

ur alle u 2 cl(
e
U ) gilt.
Weiterhin sei  2
 
0; inf
u2
e
U

n
(d
u
')

beliebig. Dann existiert eine hinreichend kleine
Zahl " > 0 mit
B('(u); r)  '(B(u; r))
f

ur alle u 2
e
U und alle r 2 (0; "].
Beweis Da cl(
e
U ) kompakt ist und jdet(d
u
')j > 0 f

ur alle u 2 cl(
e
U ) gilt, ist
inf
u2
e
U

n
(d
u
') > 0 und somit das Intervall f

ur  nichtleer. Es sei 
0
:=inf
u2
e
U

n
(d
u
') 
 > 0, und " 2 (0; "
cl(
e
U)
) mit der in Lemma 3.1.1 denierten Zahl "
cl(
e
U)
sei hinreichend
klein gew

ahlt, so da es kleiner als das in Satz 1.3.4 eingef

uhrte "
0
ist und es eine
oene Menge V mit cl(
e
U)  V  U gibt, bez

uglich der
k
'(u)
'(v)
d
v
'
v
u
  d
u
'k  
0
f

ur alle u; v 2 V mit %(u; v)  " gilt und auerdem jede Kugel B(u; ") um einen
Punkt u 2
e
U vollst

andig in V enthalten ist. Dann ist die Abbildung ' f

ur alle u 2
e
U
jeweils auf der gesamten Kugel B(u; ") erkl

art. Aufgrund der Taylor-Formel (siehe
Satz 1.3.4) f

ur die dierenzierbare Abbildung ' gilt dann f

ur jedes u 2
e
U und jedes
v 2 B(u; ") die Ungleichung
k exp
 1
'(u)
'(v)  d
u
'(exp
 1
u
(v))k
 sup
w2B(u;")
k
'(u)
'(w)
d
w
'
w
u
  d
u
'k  k exp
 1
u
(v)k:
Damit ist f

ur jedes r 2 (0; "]
B(O
'(u)
; r)  exp
 1
'(u)
('(B(u; r)))
und somit
B('(u); r)  '(B(u; r))
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erf

ullt. 
Die folgende Aussage verdeutlicht die Notwendigkeit der Einf

uhrung der oenen Men-
ge
e
U , die die eigentlich interessierende Menge K enth

alt: Wenn wir in einem Punkt
u 2 '(
e
U) die lokalen Umkehrabbildungen '
 1
u;j
(j = 1; : : : ; N(';
e
U; u)) auf eine hin-
reichend kleine Kugel um u anwenden, dann sind mit den Bildern der Kugel unter
diesen Umkehrabbildungen auf jeden Fall alle Urbilder der Kugel unter der Abbildung
' in K

uberdeckt.
Lemma 3.1.6 Es seien (M;g) eine n-dimensionale Riemannsche C
1
-Mannigfaltig-
keit, U  M eine oene Menge, ' : U ! M eine C
1
-Abbildung, K  U eine
kompakte Menge und
e
U  K eine oene Menge, so da cl(
e
U)  U kompakt ist und
jdet(d
u
')j > 0 f

ur alle u 2 cl(
e
U ) gilt. Dann existiert eine hinreichend kleine Zahl
 > 0 mit
'
 1
(B(u; r)) \K 
N(';
e
U;u)
[
j=1
'
 1
u;j
(B(u; r))
f

ur alle u 2 '(
e
U) und alle r 2 (0; ).
Beweis Aufgrund von Lemma 3.1.5 gibt es Zahlen  > 0 und " > 0, so da f

ur jedes
v 2 K und jedes r 2 (0; ") die Beziehung
B('(v); r)  '(B(v; r))
gilt. Auerdem kann " so klein gew

ahlt werden, da " < "
cl(
e
U)
mit der in Lemma 3.1.1
denierten Zahl "
cl(
e
U)
und B('(v); ") 
e
U f

ur jedes v 2 K gilt. Nun setzen wir
 := " und w

ahlen einen beliebigen Punkt u 2 '(
e
U ), ein r = r mit r < " und einen
beliebigen Punkt v 2 '
 1
(B(u; r)) \ K. Dann mu wegen u 2 B('(v); r) eines der
in
e
U gelegenen Urbilder u
j
von u unter ' in der Kugel B(v; r) liegen. Aufgrund von
'(v) 2 B(u; r) und Lemma 3.1.5 ist '
 1
u;j
('(v)) 2 B(u
j
; "
cl(
e
U)
), und da 'j
B(u
j
;"
cl(
e
U)
)
wegen Lemma 3.1.1 ein Dieomorphismus ist, mu v = '
 1
u;j
('(v)) gelten. Also ist
v 2
S
N(';
e
U;u)
j=1
'
 1
u;j
(B(u; r)). 
Wie in Beispiel 3.1.1 erl

autert, ist die Vielfachheitsfunktion einer Abbildung bez

uglich
einer kompakten Menge K im allgemeinen nicht stetig. F

ur die Vielfachheitsfunktion
bez

uglich der oenen Menge
e
U gilt jedoch die folgende Aussage:
Lemma 3.1.7 Es seien (M;g) eine n-dimensionale Riemannsche C
1
-Mannigfaltig-
keit, U M eine oene Menge, ' : U !M eine C
1
-Abbildung, K  U eine kompakte
Menge und
e
U  K eine oene Menge, so da cl(
e
U)  U kompakt ist, jdet(d
u
')j > 0
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f
ur alle u 2 cl(
e
U), '(
e
U) 
e
U und '
p
(K) 
e
U f

ur alle p 2 N gilt. Dann gibt es f

ur
jedes p 2 N eine Zahl "
p
> 0, so da f

ur alle u 2
e
U mit '
p
(u) 2 '
p
(K) und alle
v 2 B(u; "
p
) mit '
p
(v) 2 '
p
(K) die Gleichung
p
Y
i=1
1
N(';
e
U;'
i
(v))
=
p
Y
i=1
1
N(';
e
U;'
i
(u))
gilt.
Beweis Dieses Lemma kann wieder durch vollst

andige Induktion bewiesen werden.
F

ur p = 1 ist N(';
e
U; v) = N(';
e
U; u) f

ur hinreichend nahe beieinander liegende
Punkte u; v 2 '
p
(K) zu zeigen. Wir betrachten einen beliebigen Punkt u 2 '
p
(K).
Dieser Punkt hat unter der Abbildung ' die Urbilder u
j
(j = 1; : : : ; N(';
e
U; u))
in
e
U . Nach Lemma 3.1.5 gibt es Zahlen ; " > 0 mit B(u; ")  '(B(u
j
; ")) (j =
1; : : : ; N(';
e
U; u)), und diese Zahlen k

onnen unabh

angig vom Punkt u so klein ge-
w

ahlt werden, da die Kugeln B(u; ") und B(u
j
; ") vollst

andig in
e
U liegen, die Ab-
bildung 'j
B(u
j
;")
jeweils ein Dieomorphismus ist und die Kugeln B(u
j
; ") paarweise
disjunkt sind. Dann hat jeder Punkt v 2 B(u; ") in jeder der Kugeln B(u
j
; ") genau
ein Urbild, das in
e
U liegt, also gilt N(';
e
U; v)  N(';
e
U; u) f

ur alle v 2 B(u; ").
Durch Vertauschung von u und v erh

alt man N(';
e
U; v)  N(';
e
U; u). Damit gilt die
Behauptung f

ur p = 1 mit "
1
= ".
Nun nehmen wir an, da die Behauptung f

ur ein p 2 N erf

ullt ist. F

ur p+1 betrachten
wir Punkte u; v 2
e
U mit '
p+1
(u); '
p+1
(v) 2 '
p+1
(K). Dann gilt
p+1
Y
i=1
1
N(';
e
U;'
i
(v))
=
1
N(';
e
U;'(v))

p+1
Y
i=2
1
N(';
e
U;'
i
(v))
:
Wegen '
 1
(
e
U) 
e
U liegen '(u) und '(v) in
e
U , da sie Urbilder von Punkten aus
'
p+1
(K) unter der Abbildung '
p
sind. Damit kann die Induktionsvoraussetzung auf
die Punkte '(u); '(v) angewendet werden. Somit erhalten wir
Q
p+1
i=2
1
N(';
e
U;'
i
(v))
=
Q
p+1
i=2
1
N(';
e
U;'
i
(u))
, falls '(v) 2 B('(u); "
p
) gilt. Da ' auf der kompakten Menge cl(
e
U)
eine C
1
-Abbildung ist, gibt es eine Zahl a > 0 mit %('(u); '(v))  a%(u; v). Damit
ist %('(u); '(v)) < "
p
f

ur %(u; v) <
"
p
a
garantiert.
Weiterhin liefert der Induktionsanfang eine Zahl "
1
, so da
1
N(';
e
U;'(v))
=
1
N(';
e
U;'(u))
f

ur alle v 2 B(u; "
1
) mit '(v) 2 '
 p
(K) gilt.
Damit gilt mit "
p+1
:= minf
"
p
a
; "
1
g f

ur alle v 2 B(u; "
p+1
) mit '
p+1
(v) 2 K sowohl
Q
p
i=1
1
N(';
e
U;'
i
(v))
=
Q
p
i=1
1
N(';
e
U;'
i
(u))
als auch
1
N(';
e
U;'
p+1
(v))
=
1
N(';
e
U;'
p+1
(u))
und damit
die Behauptung f

ur p+ 1. 
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Bemerkung 3.1.2 Die Vielfachheitsfunktion einer Abbildung geht in Transformati-
onsformeln f

ur Integrale ein, wenn es sich nicht wie in (1.5.1) und (1.5.2) um Dif-
feomorphismen, sondern um dierenzierbare Abbildungen handelt, die nicht not-
wendigerweise injektiv sind. Es seien (M;g) eine n-dimensionale Riemannsche C
1
-
Mannigfaltigkeit, U M eine oene Menge, ' : U !M eine C
1
-Abbildung, K  U
eine kompakte Menge ohne kritische Punkte bez

uglich ' und  eine Dichte auf M .
Dann ist nach [68] die Vielfachheitsfunktion N(';K; ) genau dann bez

uglich 

uber
'(K) integrierbar, wenn die Konstante 1 bez

uglich '



uberK integrierbar ist, und es
gilt, analog zu (1.5.1),
R
'(K)
N(';K; ) =
R
K
'

. Da es nach Lemma 3.1.2 eine Zahl
k 2 N mit N(';K; v)  k f

ur alle v 2 '(K) gibt, k

onnen wir die Menge K in end-
lich viele Teilmengen K
1
; : : : ;K
k
so zerlegen, da N(';K; v) = i f

ur alle v 2 '(K
i
)
(i = 1; : : : ; k) ist. F

ur jedes i 2 f1; : : : ; kg gilt dann N(';K
i
; v) = N(';K; v) = i
f

ur alle v 2 '(K
i
). Also ist 
i
:=

N(';K
i
;)
auf '(K
i
) eine Dichte. F

ur diese Dichte gilt
R
'(K
i
)
N(';K
i
; )
i
=
R
K
i
'


i
und damit
R
'(K
i
)
 =
R
K
i
1
N(';K
i
;'())
'

 (i = 1; : : : ; k),
vorausgesetzt, da alle diese Integrale existieren. Aus der Additivit

at des Integrals
folgt daraus
R
'(K)
 =
R
K
1
N(';K;'())
'

. Betrachtet man wieder speziell das Volumen-
element jdM j der Riemannschen Mannigfaltigkeit, so ergibt sich, analog zu (1.5.2),
Z
'(K)
jdM j =
Z
K
jdet(d')j
N(';K;'())
jdM j: (3.1.2)
Die Integration der Konstanten 1 bez

uglich jdM j

uber einer mebaren Menge liefert
das n-dimensionale Volumen oder Lebesgue-Ma V () dieser Menge. Falls es eine Zahl
 2 (0; 1) gibt, so da
jdet(d
u
')j
N(';K;'(u))
<  (3.1.3)
f

ur alle u 2 K ist, so gilt V ('(K))  V (K). Also ist (3.1.3) auf K eine Art Kontrak-
tionsbedingung f

ur das Volumen unter der Abbildung '. Falls K eine '-invariante
Menge ist, ist das durch ' auf K denierte dynamische System damit dissipativ
bez

uglich des Volumens V , und es gilt V (K) = 0.
3.2 Einf

uhrung subadditiver Integrale
Wesentliches Hilfsmittel der Dimensionsabsch

atzungen in diesem Kapitel sind

aue-
re Integrale, die in Anlehnung an [73] deniert werden k

onnen. Im Unterschied zu
[73] betrachten wir aber beliebige metrische R

aume (X; %), die nicht notwendiger-
weise ultrametrisch sind. Ein metrischer Raum (X; %) heit ultrametrisch, wenn die
versch

arfte Dreiecksungleichung
%(x; z)  maxf%(x; y); %(y; z)g (3.2.1)
f

ur alle x; y; z 2 X gilt. Auerdem beschr

anken wir uns auf Kugel

uberdeckungen der
betrachteten Mengen.
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Denition 3.2.1 Es seien (X; %) ein metrischer Raum und d 2 R
0+
und " 2 R
+
reelle Zahlen. F

ur beliebige Teilmengen A  X und alle nichtnegativen Funktionen
f : X ! R
0+
ist
I
H
(A; f; d; ") := inf
(
X
B2U
c
B
r
d
B
j 0  c
B
<1;
X
B2U
c
B

B
 f
A
)
das

auere Hausdorsche (d; ")-Integral der Funktion f auf A, wobei das
Inmum

uber alle abz

ahlbaren

Uberdeckungen U von A durch Kugeln B mit Radien
r
B
 " genommen wird. Existiert keine solche abz

ahlbare

Uberdeckung, dann wird
I
H
(A; f; d; ") :=1 gesetzt. Weiterhin ist
I
H
(A; f; d) := lim sup
"!0+0
I
H
(A; f; d; ")
das

auere Hausdorsche d-Integral der Funktion f auf A.
Die so denierten

aueren Integrale entsprechen den oberen Integralen bez

uglich des

aueren Hausdorschen (d; ")-Maes bzw. d-Maes, die in [23] eingef

uhrt wurden. F

ur
kompakte Mengen K und beschr

ankte Funktionen f ist I
H
(K; f; d; ") immer endlich.
F

ur die spezielle Funktion f  1 erh

alt man
I
H
(A; 1; d; ") = inf
(
X
B2U
c
B
r
d
B
j 0  c
B
<1;
X
B2U
c
B

B
 
A
)
:
Mengen von Paaren (c
i
; B
i
) mit nichtnegativen Zahlen c
i
und beliebigen Teilmengen
B
i
 X werden auch in [36] betrachtet und dort als gewichtete

Uberdeckungen einer
Menge A bezeichnet, falls
P
c
i

B
i
 
A
gilt. Gr

oen analog zu I
H
(A; 1; d; ") werden
dann mit allgemeinen Hausdor-Funktionen deniert und als gewichtete Hausdor-
Mae bezeichnet. F

ur stetige Funktionen f wird in [36] ein Funktional analog zu
I
H
(X; f; d; ") eingef

uhrt.
Die oben denierten Gr

oen I
H
(; ; d; ") und I
H
(; ; d) sind f

ur feste Zahlen d und "
Funktionale P(X)F ! R
0+
, wobei F die Menge aller nichtnegativen reellwertigen
Funktionen auf X bezeichnet. F

ur diese Funktionale weisen wir im weiteren die Ei-
genschaften (I1), (I2'), (I3'), (I4) und (I5') nach. Der Wertebereich der Funktionale
I
H
(; ; d; ") und I
H
(; ; d) ist R
0+
, d. h., f

ur die Eigenschaft (I1) ist der Teil b) zu
betrachten.
Lemma 3.2.1 Es seien (X; %) ein metrischer Raum, A  X eine beliebige Teilmen-
ge, f : X ! R
0+
eine nichtnegative Funktion und d;  2 R
0+
und " 2 R
+
beliebige
Zahlen. Dann gilt
I
H
(A;f; d; ") = I
H
(A; f; d; "):
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Beweis Falls keine abz

ahlbare

Uberdeckung von A durch Kugeln mit Radien h

och-
stens " existiert, ist I
H
(A;f; d; ") = 1 und I
H
(A; f; d; ") = 1, also ist die Be-
hauptung in diesem Fall erf

ullt. F

ur  = 0 gilt I
H
(A;f; d; ") = 0 und damit die
Behauptung. Also k

onnen wir uns im weiteren auf  > 0 und Mengen A  X, f

ur
die eine abz

ahlbare

Uberdeckung durch Kugeln mit Radien h

ochstens " existiert,
beschr

anken.
Wir betrachten nun eine beliebige abz

ahlbare

Uberdeckung U = fB(u
i
; r
i
)g
i2N
von A
durch Kugeln mit Radien r
i
 " und eine Folge nichtnegativer reeller Zahlen fc
i
g
i2N
,
so da
X
c
i

B(u
i
;r
i
)
 f
A
(3.2.2)
gilt. Dann sind ec
i
:= c
i
(i 2 N) nichtnegative Zahlen, die
X
ec
i

B(u
i
;r
i
)
 f
A
(3.2.3)
erf

ullen. F

ur diese Zahlen gilt
P
ec
i
r
d
i
= 
P
c
i
r
d
i
, damit ist das Inmumdieser Summe

uber alle m

oglichen

Uberdeckungen von A und alle m

oglichen Zahlenfolgen fec
i
g, die
(3.2.3) erf

ullen, kleiner oder h

ochstens gleich 
P
c
i
r
d
i
. Da dieses f

ur jede beliebige

Uberdeckung von A und jede beliebige Zahlenfolge fc
i
g, die (3.2.2) erf

ullt, gilt, folgt
daraus
I
H
(A;f; d; ")  I
H
(A; f; d; "):
Startet man mit einer beliebigen endlichen

Uberdeckung von A durch Kugeln mit
Radien h

ochstens " und einer beliebigen Zahlenfolge fec
i
g
i2N
, die (3.2.3) erf

ullt, folgt
analog die umgekehrte Ungleichung. 
Folgerung 3.2.1 Es seien (X; %) ein metrischer Raum, A  X eine beliebige Teil-
menge, f : X ! R
0+
eine nichtnegative Funktion und d;  2 R
0+
beliebige Zahlen.
Dann gilt
I
H
(A;f; d) = I
H
(A; f; d):
Lemma 3.2.2 Es seien (X; %) ein metrischer Raum, A  X eine beliebige Teilmen-
ge, f; g : X ! R
0+
zwei nichtnegative Funktionen und d 2 R
0+
und " 2 R
+
beliebige
Zahlen. Dann gilt
I
H
(A; f + g; d; ")  I
H
(A; f; d; ") + I
H
(A; g; d; "):
Beweis Falls keine abz

ahlbare

Uberdeckung von A durch Kugeln mit Radien h

och-
stens " existiert, ist I
H
(A; f + g; d; ") = I
H
(A; f; d; ") = I
H
(A; g; d; ") =1 und damit
die Behauptung erf

ullt. Es seien nun U = fB(u
i
; r
i
)g
i2N
und
e
U = fB(eu
i
;er
i
)g
i2N
zwei
58
Uberdeckungen von A durch Kugeln mit Radien r
i
; er
i
 " und fc
i
g
i2N
und fec
i
g
i2N
zwei Folgen nichtnegativer reeller Zahlen, so da (3.2.2) und
X
ec
i

B(eu
i
;er
i
)
 g
A
gilt. Dann ist U [
e
U eine

Uberdeckung von A durch Kugeln mit Radien h

ochstens ",
und es gilt
X
c
i

B(u
i
;r
i
)
+
X
ec
i

B(eu
i
;er
i
)
 (f + g)
A
:
Damit ist I
H
(A; f+g; d; ") 
P
c
i
r
d
i
+
P
ec
i
er
d
i
. Da dieses f

ur beliebige

Uberdeckungen
U und
e
U gilt, folgt daraus die Behauptung. 
Folgerung 3.2.2 Es seien (X; %) ein metrischer Raum, A  X eine beliebige Teil-
menge, f; g : X ! R
0+
zwei nichtnegative Funktionen und d 2 R
0+
eine beliebige
Zahl. Dann gilt
I
H
(A; f + g; d)  I
H
(A; f; d) + I
H
(A; g; d):
Lemma 3.2.3 Es seien (X; %) ein metrischer Raum, A
1
und A
2
zwei Teilmengen
von X, f : X ! R
0+
eine nichtnegative Funktion und d 2 R
0+
und " 2 R
+
beliebige
Zahlen. Dann gilt
I
H
(A
1
[A
2
; f; d; ")  I
H
(A
1
; f; d; ") + I
H
(A
2
; f; d; "):
Beweis Falls es f

ur A
1
oder A
2
keine abz

ahlbare

Uberdeckung durch Kugeln mit
Radien h

ochstens " gibt, ist I
H
(A
1
[ A
2
; f; d; ") = 1 und I
H
(A
1
; f; d; ") = 1 oder
I
H
(A
2
; f; d; ") = 1 und damit die Behauptung erf

ullt. F

ur i = 1; 2 sei nun U
i
=
fB(u
i;j
; r
i;j
)g
j2N
eine

Uberdeckung von A
i
und fc
i;j
g
j2N
eine Folge nichtnegativer
reeller Zahlen mit
X
j2N
c
i;j

B(u
i;j
;r
i;j
)
 f
A
i
: (3.2.4)
Dann ist U
1
[ U
2
eine

Uberdeckung von A
1
[ A
2
, und es gilt I
H
(A
1
[ A
2
; f; d; ") 
P
c
1;j
r
d
1;j
+
P
c
2;j
r
d
2;j
. Da diese Ungleichung f

ur je zwei beliebige

Uberdeckungen U
1
,
U
2
und Zahlenfolgen fc
1;j
g
j2N
, fc
2;j
g
j2N
mit (3.2.4) gilt, folgt I
H
(A
1
[ A
2
; f; d; ") 
I
H
(A
1
; f; d; ") + I
H
(A
2
; f; d; "). 
Folgerung 3.2.3 Es seien (X; %) ein metrischer Raum, A
1
und A
2
zwei Teilmengen
von X, f : X ! R
0+
eine nichtnegative Funktion und d 2 R
0+
eine beliebige Zahl.
Dann gilt
I
H
(A
1
[ A
2
; f; d)  I
H
(A
1
; f; d) + I
H
(A
2
; f; d):
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Bemerkung 3.2.1 F

ur kompakte disjunkte Teilmengen Riemannscher Mannigfal-
tigkeiten gilt in Folgerung 3.2.3 sogar die Gleichheit: Zwei kompakte disjunkte Teil-
mengen K
1
und K
2
einer Riemannschen Mannigfaltigkeit haben stets einen Min-
destabstand "
0
.

Uberdeckt man K
1
[ K
2
durch Kugeln mit Radien h

ochstens
"
0
2
,
dann kann eine solche

Uberdeckung in zwei disjunkte Mengensysteme zerlegt werden,
wovon eines die Menge K
1

uberdeckt und das andere die Menge K
2
. Auf diese Weise
kann I
H
(K
1
; f; d; ") + I
H
(K
2
; f; d; ")  I
H
(K
1
[ K
2
; f; d; ") f

ur alle " 2 (0;
"
0
2
) und
damit I
H
(K
1
; f; d) + I
H
(K
2
; f; d)  I
H
(K
1
[K
2
; f; d) gezeigt werden.
Lemma 3.2.4 Es seien (X; %) ein metrischer Raum, A  X eine beliebige Teilmen-
ge, f  g : X ! R
0+
zwei nichtnegative Funktionen und d 2 R
0+
und " 2 R
+
beliebige Zahlen. Dann gilt
I
H
(A; f; d; ")  I
H
(A; g; d; "):
Beweis Falls es keine abz

ahlbare

Uberdeckung von A durch Kugeln mit Radien
h

ochstens " gibt, gilt I
H
(A; f; d; ") = I
H
(A; g; d; ") = 1, damit ist die Behauptung
erf

ullt. Wir betrachten nun eine beliebige abz

ahlbare

Uberdeckung U = fB(u
i
; r
i
)g
i2N
von A durch Kugeln mit Radien r
i
 " und eine Folge nichtnegativer reeller Zahlen
fc
i
g
i2N
, so da
X
c
i

B(u
i
;r
i
)
 g
A
gilt. Dann ist aufgrund von f  g auch die Ungleichung
X
c
i

B(u
i
;r
i
)
 f
A
erf

ullt, aus der die Behauptung folgt. 
Folgerung 3.2.4 Es seien (X; %) ein metrischer Raum, A  X eine beliebige Teil-
menge, f  g : X ! R
0+
zwei nichtnegative Funktionen und d 2 R
0+
eine beliebige
Zahl. Dann gilt
I
H
(A; f; d)  I
H
(A; g; d):
Die von Wegmann in [73] angef

uhrte Gleichheit
I
H
(A; 1; d; ") = 
H
(A; d; "); (3.2.5)
die der Integraleigenschaft (I5) entspricht, l

at sich in allgemeinenmetrischenR

aumen
nicht so leicht nachweisen. Der Grund daf

ur ist, da die in [73] verwendete versch

arfte
Dreiecksungleichung (3.2.1) im allgemeinen nicht erf

ullt ist. In allgemeinenmetrischen
60
R
aumen ergibt sich aber f

ur I
H
und 
H
die Eigenschaft (I5') sofort aus der Denition
des

aueren Integrals I
H
.
Damit ist nachgewiesen, da es sich bei den

aueren Hausdorschen (d; ")-Integralen
und den

aueren Hausdorschen d-Integralen um subadditive Integrale im Sinne von
Abschnitt 1.4 handelt.
In Erg

anzung zu (I5') gelten f

ur das

auere Hausdorsche (d; ")-Integral und das

auere Ma 
H
(; d; ") auf kompakten Mengen K die folgenden Relationen, zu deren
Beweis wir auf eine Idee aus [51] zur

uckgreifen.
Lemma 3.2.5 Es seien (X; %) ein metrischer Raum, K  X eine kompakte Menge
und d 2 R
0+
sowie " 2 R
+
beliebige Zahlen. Dann gilt
I
H
(K; 1; d; 3")  
H
(K; d; 3")  3
d
I
H
(K; 1; d; "):
Beweis Die erste Ungleichung ist oensichtlich erf

ullt. Wir zeigen nun die zweite. Es
seien " > 0 eine beliebig xierte Zahl, U = fB(u
i
; r
i
)g
k
i=1
eine beliebige endliche

Uber-
deckung der Menge K durch Kugeln mit Radien r
i
 " und c
1
; : : : ; c
k
nichtnegative
Zahlen, so da
k
X
i=1
c
i

B(u
i
;r
i
)
 
K
(3.2.6)
gilt. Da es nur endlich viele Werte c
i
(i = 1; : : : ; k) gibt, k

onnen wir annehmen, da
alle c
i
rational sind, denn f

ur eine vorgegebene

Uberdeckung ist die Bestimmung der c
i
so, da (3.2.6) erf

ullt ist und
P
c
i
r
d
i
minimal wird, ein lineares Optimierungsproblem
der Form
r
T
c = min bei Ac  1
mit r = (r
d
1
; : : : ; r
d
k
), c = (c
1
; : : : ; c
k
) und A 2M
k;k
(f0; 1g). Da A nur rationale Zahlen
enth

alt, existiert f

ur dieses Problem auch eine rationale L

osung.
Kugeln mit Wichtungsfaktor c
i
= 0 k

onnen von vornherein weggelassen werden. Im
weiteren gelte also c
i
> 0 f

ur alle i = 1; : : : ; k. Es sei p 2 N der Hauptnenner der
rationalen Zahlen c
i
(i = 1; : : : ; k). Dann kann man (3.2.6) mit p multiplizieren und
erh

alt
P
pc
i

B(u
i
;r
i
)
 p
K
, wobei pc
i
2 N f

ur alle i = 1; : : : ; k gilt. F

ur pc
i
> 1
kann man die Kugel fB(u
i
; r
i
)g auch pc
i
-mal in der

Uberdeckung betrachten, wobei
jede mit dem Gewichtsfaktor 1 eingeht. Also k

onnen wir ohne Beschr

ankung der
Allgemeinheit annehmen, da pc
i
= 1 (i = 1; : : : ; k) gilt. Damit hat die Bedingung
(3.2.6) die Form
k
X
i=1

B(u
i
;r
i
)
 p
K
:
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Nun konstruieren wir ausgehend von der

Uberdeckung U = fB(u
i
; r
i
)g
k
i=1
insgesamt
p neue

Uberdeckungen U
1
; : : : ;U
p
mit Radien  3". Dazu sei I = f1; : : : ; kg und
I
1
= U
1
= ;. Solange I nichtleer ist, wird der Index i
1
2 I der Kugel mit maximalem
Radius zu I
1
und die Kugel B(u
i
1
; 3r
i
1
) zu U
1
dazugenommen. Diese Kugel enth

alt
alle Kugeln von U , die sich mit B(u
i
1
; r
i
1
) schneiden. Aus der Indexmenge I werden
alle Indizes i entfernt, f

ur die B(u
i
; r
i
) 
S
j2I
1
B(u
j
; 3r
j
) gilt. Da I zu Beginn endlich
war und in jedem Schritt wenigstens der Index i
1
aus I entfernt wird, ist nach endlich
vielen Schritten I = ; erreicht. Die Menge U
1
ist dann eine

Uberdeckung von K.
Wir setzen nun I = f1; : : : ; kg n I
1
. Die Kugeln B(u
i
; r
i
) mit i 2 I
1
sind paarweise
disjunkt. Deshalb gilt nun
X
i2I

B(u
i
;r
i
)
 (p   1)
K
;
so da f

ur p > 1 das Mengensystem fB(u
i
; r
i
)g
i2I
immer noch eine

Uberdeckung
von K ist. Deshalb kann das eben beschriebene Verfahren insgesamt p-mal angewen-
det werden, wobei zur Bestimmung der

Uberdeckung U
j
immer von der Indexmenge
I = f1; : : : ; kg n
S
j 1
i=1
I
i
ausgegangen wird (j = 2; : : : ; p). Wir erhalten dadurch p

Uberdeckungen U
1
; : : : ;U
p
von K, wobei die Indexmengen I
1
; : : : ; I
p
paarweise dis-
junkt sind. F

ur jede

Uberdeckung U
j
(j = 1; : : : ; p) gilt
P
i2I
j
(3r
i
)
d
 
H
(K; d; 3").
Damit erhalten wir

H
(K; d; 3") 
1
p
p
X
j=1
X
i2I
j
(3r
i
)
d

1
p
k
X
i=1
(3r
i
)
d
= 3
d
X
i=1
c
i
r
d
i
;
da wir ohne Beschr

ankung der Allgemeinheit pc
i
= 1, also c
i
=
1
p
f

ur alle i = 1; : : : ; k,
angenommen hatten. Da wir diese Ungleichung ausgehend von jeder beliebigen

Uber-
deckung U von K durch Kugeln mit Radien r
i
 " und jede beliebige Folge c
1
; : : : ; c
k
nichtnegativer Zahlen erhalten, ist damit die zweite Ungleichung der Behauptung
gezeigt. 
Folgerung 3.2.5 Es seien (X; %) ein metrischer Raum, K  X eine kompakte Teil-
menge und d 2 R
0+
eine beliebige Zahl. Dann gilt
I
H
(K; 1; d)  
H
(K; d)  3
d
I
H
(K; 1; d):
Aus der Folgerung 3.2.5 ergibt sich, da I
H
(K; 1; d) = 0 genau dann gilt, wenn

H
(K; d) = 0 ist. Auerdem ist I
H
(K; 1; d) = 1

aquivalent zu 
H
(K; d) = 1. F

ur
jede kompakte Teilmenge K  X existiert also f

ur I
H
(K; 1; ) ein kritischer Wert
d

I
2 R
0+
mit
I
H
(K; 1; d) =
8
>
>
<
>
>
:
1 f

ur d 2 R
0+
; d < d

I
;
0 f

ur d 2 R
0+
; d > d

I
;
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und dieser Wert d

I
stimmtmit dem kritischenWert d

f

ur 
H
(K; ) und damit mit der
Hausdor-Dimension von K

uberein. F

ur obere Hausdor-Dimensionsabsch

atzungen
k

onnen somit auch die

aueren Hausdorschen d-Integrale

uber die charakteristische
Funktion anstelle der

aueren Hausdorschen d-Mae verwendet werden. Zu Folge-
rung 3.2.5 analoge Aussagen sind auch in [23, 36] angef

uhrt.
3.3

Auere Integrale unter Transformationen
In diesem Abschnitt wird untersucht, wie sich die in Abschnitt 3.2 eingef

uhrten

aueren Integrale unter C
1
-Transformationen verhalten. Aufgrund der Subadditi-
vit

at dieser Integrale lassen sich keine zu (3.1.2) analogen Transformationsgleichun-
gen, sondern nur Ungleichungen erhalten. S

atze, die das Transformationsverhalten
der

aueren Integrale mittels Ungleichungen beschreiben, bezeichnen wir, analog zu
[44], als Schrankens

atze. Aus diesen Schrankens

atzen lassen sich zu (3.1.3) analoge
Kontraktionsbedingungen f

ur das

auere Ma 
H
(; d; ") bzw. f

ur das

auere Integral
I
H
(; 1; d; ") herleiten, die sich f

ur obere Absch

atzungen der Hausdor-Dimension ver-
wenden lassen.
Wie schon in Abschnitt 1.3 erw

ahnt wurde, ist die Exponentialabbildung f

ur eine
Riemannsche C
r
-Mannigfaltigkeit von der Glattheit C
r 2
. Da im weiteren eine C
1
-
Exponentialabbildung ben

otigt wird, mu die zugrundeliegende Mannigfaltigkeit we-
nigstens von der Glattheit C
3
sein.
Satz 3.3.1 Es seien (M;g) eine n-dimensionale Riemannsche C
3
-Mannigfaltigkeit,
U M eine oene Menge, ' : U !M eine C
1
-Abbildung und K  U eine kompakte
Menge, so da jdet(d
u
')j > 0 f

ur alle u 2 K gilt. Weiterhin sei f : K ! (0; 1] eine
nichtnegative Funktion, so da
X
v2K:'(v)=u
f(v)  1 f

ur alle u 2 '(K) (3.3.1)
erf

ullt ist. Dann gilt f

ur alle d 2 (0; n] und alle hinreichend kleinen Zahlen " > 0 die
Absch

atzung
I
H
('(K); 1; d; ")  16
n
n
n
I
H

K;max
n
f!
d
(d')
n
d
; f
d
n
!
d
(d')
o
; d; "

:
Beweis Es sei d 2 (0; n] eine beliebige, aber im weiteren festgehaltene Zahl. Da K
kompakt und ' stetig dierenzierbar ist, existiert eine hinreichend groe Zahl m > 0
mit
sup
u2K
!
d
(d
u
') < m
d
und sup
u2K
kd
u
'k  m; (3.3.2)
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wobei kd
u
'k die Operatornorm des linearen Operators d
u
' : T
u
M ! T
'(u)
M bezeich-
net. Nun sei  > 0 die L

osung der Gleichung
"
1 +

m
bdc
sup
u2K
!
d
(d
u
')

1=(d bdc)

#
n
= 2
n bdc
: (3.3.3)
Dabei sei bemerkt, da sich aus der Voraussetzung jdet(d
u
')j > 0 f

ur alle u 2 K die
Beziehung sup
u2K
!
d
(d
u
') > 0 ergibt und damit alle Ausdr

ucke in Gleichung (3.3.3)
wohldeniert sind. F

ur jedes u 2 K sei l
u
> 0 durch
l
u
:= 2
n bdc
!
d
(d
u
')
n
d
= !
d
(d
u
')
n
d
"
1 +

m
bdc
sup
v2K
!
d
(d
v
')

1=(d bdc)

#
n
(3.3.4)
deniert. Dann existiert f

ur jedes u 2 K eine Zahl 
u
2 (0; ] mit
l
u
= !
d
(d
u
')
n
d
"
1 +

m
bdc
!
d
(d
u
')

1=(d bdc)

u
#
n
: (3.3.5)
Da jdet(d
u
')j > 0 f

ur alle u 2 K vorausgesetzt wurde und ' aufK eineC
1
-Abbildung
ist, ist inf
u2K
!
d
(d
u
') > 0. Also gilt

u
 e :=

inf
v2K
!
d
(d
v
')
sup
v2K
!
d
(d
v
')

1=(d bdc)
 > 0
f

ur alle u 2 K. Nun sei r
1
> 0 so klein gew

ahlt, da es kleiner als das in Satz 1.3.4
eingef

uhrte "
0
ist und es eine oene Menge V mit K  V  U gibt, so da die
Ungleichung
k
'(u)
'(v)
d
v
'
v
u
  d
u
'k  e (3.3.6)
f

ur alle u; v 2 V mit %(u; v)  r
1
erf

ullt ist. Dabei bezeichnet  die in Abschnitt 1.3
eingef

uhrte Parallelverschiebung. Auerdem existiert eine Zahl r
2
> 0, die kleiner als
das in Lemma 3.1.1 denierte "
K
f

ur die Abbildung ' ist, so da jede Kugel B(u; r
2
)
mit Radius r
2
um einen Punkt u 2 V , die Punkte aus K enth

alt, vollst

andig in V
enthalten ist.
Aufgrund der in Abschnitt 1.3 zitierten Eigenschaft (E2) der Exponentialabbildung
gibt es f

ur jeden Punkt u 2 M eine Zahl r
u
> 0, so da kd
v
exp
u
k  2 f

ur jedes
v 2 B(O
u
; r
u
) erf

ullt ist, und diese Zahl r
u
h

angt stetig vom Punkt u 2M ab. Da K
kompakt ist, gibt es eine Zahl r
3
:= min
u2K
r
u
> 0 mit kd
v
exp
u
k  2 f

ur alle u 2 K
und alle v 2 B(O
u
; r
3
). Damit gilt
%(exp
u
v; exp
u
w)  2%(v;w) (3.3.7)
f

ur beliebiges u 2 K und alle v;w 2 B(O
u
; r
3
). Wir setzen
r
0
:= min
8
<
:
r
1
; r
2
;
 
1
2
+m
"
1 +

m
bdc
sup
u2K
!
d
(d
u
')

1=(d bdc)

#!
 1
r
3
9
=
;
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und betrachten ein festes " 2 (0;
r
0
2
). Es sei fB(eu
i
; r
i
)g
i2I
eine beliebige endliche

Uberdeckung von K durch Kugeln mit Radien r
i
 ", so da jede Kugel mindestens
einen Punkt aus K enth

alt. Weiter seien c
i
 0 (i 2 I) beliebige Zahlen mit der
Eigenschaft
X
i2I
c
i

B(eu
i
;r
i
)
 max
n
f!
d
(d')
n
d
; f
d
n
!
d
(d')
o

K
: (3.3.8)
Da !
d
(d') stetig auf K ist, gibt es f

ur jedes i 2 I einen Punkt u
i
2 cl(B(eu
i
; r
i
)) \K
mit
!
d
(d
u
i
') = inf
u2B(eu
i
;r
i
)\K
!
d
(d
u
'): (3.3.9)
Dann ist das Mengensystem fB(u
i
; 2r
i
)g
i2I
auch eine

Uberdeckung von K. Wegen
2r
i
 r
2
ist jede der Kugeln dieser neuen

Uberdeckung vollst

andig in V enthalten.
Das Mengensystem f'(B(u
i
; 2r
i
))g
i2I
ist eine

Uberdeckung von '(K). Wir betrachten
im weiteren eine beliebige, aber zun

achst festgehaltene Zahl i 2 I. Da 2r
i
 r
1
< "
0
gilt und ' eine C
1
-Abbildung ist, gilt f

ur jedes v 2 B(u
i
; 2r
i
) nach Satz 1.3.4 die
Ungleichung
k exp
 1
'(u
i
)
'(v)  d
u
i
'(exp
 1
u
i
(v))k
 sup
w2B(u
i
;2r
i
)
k
'(u
i
)
'(w)
d
w
'
w
u
i
  d
u
i
'k  k exp
 1
u
i
(v)k:
Daraus ergibt sich unter Nutzung von (3.3.6)
exp
 1
'(u
i
)
('(B(u
i
; 2r
i
)))  d
u
i
'(B(O
u
i
; 2r
i
)) +B(O
'(u
i
)
; 2er
i
)
 d
u
i
'(B(O
u
i
; 2r
i
)) +B(O
'(u
i
)
; 2
u
i
r
i
):
Die Menge d
u
i
'(B(O
u
i
; 2r
i
)) ist ein Ellipsoid in T
'(u
i
)
M . Wegen Lemma 1.2.2 so-
wie den Beziehungen (3.3.2) und (3.3.5) existiert ein Ellipsoid E
i
, das die Menge
exp
 1
'(u
i
)
('(B(u
i
; 2r
i
))) enth

alt und f

ur das
!
d
(E
i
)  (2r
i
)
d
l
d
n
u
i
(3.3.10)
gilt. Da in E
i
die Kugel B(O
'(u
i
)
; 2
u
i
r
i
) eingeht, sind alle Halbachsenl

angen, insbe-
sondere 
bdc+1
(E
i
), positiv. Aufgrund von Lemma 1.2.3 kann das Ellipsoid E
i
schon
durch
N
i
=

2
bdc
!
d
(E
i
)

bdc+1
(E
i
)
d

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Kugeln vom Radius 
bdc+1
(E
i
)
p
bdc+ 1

uberdeckt werden. Ist dieser Radius gr

oer als
r
i
2
, so kann jede Kugel durch
e
N
i
=

2
2n
n
n
2


bdc+1
(E
i
)
p
bdc+ 1
r
i

n

Kugeln vom Radius
r
i
2

uberdeckt werden. Dabei liegen alle Kugeln, die Punkte der
Menge exp
 1
'(u
i
)
('(B(u
i
; 2r
i
))) enthalten, innerhalb einer Kugel vom Radius
r
i
+ 2r
i
m
"
1 +

m
bdc
sup
u2K
!
d
(d
u
')

1=(d bdc)

#
< r
3
um O
u
i
. Aufgrund von (3.3.7) ist dann die Menge '(B(eu
i
; r
i
)) wieder durch Kugeln
vom Radius h

ochstens r
i

uberdeckt.
Wenn wir diese Vorgehensweise f

ur alle i 2 I anwenden, erhalten wir eine Kugel

uber-
deckung fB
j
g
j2J
von '(K) durch Kugeln mit Radien h

ochstens ". Dabei liefere die
Funktion i(j) zu jedem j 2 J jeweils den Index i 2 I der Kugel aus der

Uberdeckung
von K, aus der die Kugel B
j
entstanden ist. Wegen Lemma 3.1.1 und den Unglei-
chungen r
i
< r
2
(i 2 I) ist die Einschr

ankung der Abbildung ' auf die Kugel B(eu
i
; r
i
)
jeweils ein Dieomorphismus. Somit liegen Punkte mit gleichen Bildern unter ' in
verschiedenen Kugeln. Da jdet(d
u
')j > 0 f

ur alle u 2 K vorausgesetzt wurde, k

onnen
wir f

ur alle j 2 J Zahlen
ec
j
:= min
(
c
i(j)
!
d
(d
u
i(j)
')
n
d
;
c
i(j)
[sup
u2K
f(u)]
n d
n
!
d
(d
u
i(j)
')
)
denieren. Dann gilt aufgrund von (3.3.9) die Absch

atzung
X
j2J:u2B
j
ec
j

X
v2K:'(v)=u
X
i2I:v2B(eu
i
;r
i
)
min
(
c
i
!
d
(d
u
i
')
n
d
;
c
i
[sup
u2K
f(u)]
n d
n
!
d
(d
u
i
')
)

X
v2K:'(v)=u
X
i2I:v2B(eu
i
;r
i
)
min
(
c
i
!
d
(d
v
')
n
d
;
c
i
[sup
u2K
f(u)]
n d
n
!
d
(d
v
')
)
=
X
v2K:'(v)=u
0
@
min
(
1
!
d
(d
v
')
n
d
;
[sup
u2K
f(u)]
n d
n
!
d
(d
v
')
)
X
i2I:v2B(eu
i
;r
i
)
c
i
1
A
f

ur alle u 2 '(K). Wegen (3.3.8) gilt
X
i2I:v2B(eu
i
;r
i
)
c
i
 maxff(v)!
d
(d
v
')
n
d
; f
d
n
(v)!
d
(d
v
')g;
und da f

ur beliebige positive reelle Zahlen a
1
; a
2
; b
1
; b
2
die Beziehung
minfa
1
; a
2
gmaxfb
1
; b
2
g  minfa
1
b
1
; a
2
b
2
g
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erf

ullt ist, folgt mit (3.3.1)
X
j2J:u2B
j
ec
j

X
v2K:'(v)=u
min
(
f(v)!
d
(d
v
')
n
d
!
d
(d
v
')
n
d
;
f
d
n
(v)!
d
(d
v
')[sup
u2K
f(u)]
n d
n
!
d
(d
v
')
)

X
v2K:'(v)=u
f(v)
 1:
Das ist gleichbedeutend mit
P
j2J
ec
j

B
j
 
'(K)
. Damit gilt die Absch

atzung
I
H
('(K); 1; d; ")

X
i2I:
bdc+1
(E
i
)
p
bdc+1
r
i
2
N
i
min

c
i
!
d
(d
u
i
')
n
d
;
c
i
[sup
u2K
f(u)]
n d
n
!
d
(d
u
i
')

(2
bdc+1
(E
i
)
p
bdc+ 1)
d
+
X
i2I:
bdc+1
(E
i
)
p
bdc+1>
r
i
2
N
i
e
N
i
min

c
i
!
d
(d
u
i
')
n
d
;
c
i
[sup
u2K
f(u)]
n d
n
!
d
(d
u
i
')

r
d
i

X
i2I:
bdc+1
(E
i
)
p
bdc+1
r
i
2
c
i
[sup
u2K
f(u)]
n d
n
!
d
(d
u
i
')
2
bdc
!
d
(E
i
)

bdc+1
(E
i
)
d
(2
bdc+1
(E
i
)
p
bdc+ 1)
d
+
X
i2I:
bdc+1
(E
i
)
p
bdc+1>
r
i
2
c
i
!
d
(d
u
i
')
n
d
2
bdc
!
d
(E
i
)

bdc+1
(E
i
)
d
2
2n
n
n
2


bdc+1
(E
i
)
p
bdc+ 1
r
i

n
r
d
i
=
X
i2I:
bdc+1
(E
i
)
p
bdc+1
r
i
2
c
i
[sup
u2K
f(u)]
n d
n
!
d
(d
u
i
')
2
d+bdc
(bdc+ 1)
d
2
!
d
(E
i
)
+
X
i2I:
bdc+1
(E
i
)
p
bdc+1>
r
i
2
c
i
!
d
(d
u
i
')
n
d
2
2n+bdc
n
n
2
(bdc+ 1)
n
2
!
d
(E
i
)
bdc+1
(E
i
)
n d
r
n d
i
:
Mit (3.3.10) und der Beziehung 
bdc+1
(E
i
)  !
d
(E
i
)
1
d
f

ur alle i 2 I ergibt sich daraus
I
H
('(K); 1; d; ")

X
i2I:
bdc+1
(E
i
)
p
bdc+1
r
i
2
c
i
[sup
u2K
f(u)]
n d
n
!
d
(d
u
i
')
2
2d+bdc
(bdc+ 1)
d
2
l
d
n
u
i
r
d
i
+
X
i2I:
bdc+1
(E
i
)
p
bdc+1>
r
i
2
c
i
!
d
(d
u
i
')
n
d
2
3n+bdc
n
n
2
(bdc+ 1)
n
2
l
u
i
r
d
i
:
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Wegen sup
u2K
f(u)  1 und (3.3.4) folgt schlielich
I
H
('(K); 1; d; ") 
X
i2I:
bdc+1
(E
i
)
p
bdc+1
r
i
2
c
i
16
n
(bdc+ 1)
d
2
r
d
i
+
X
i2I:
bdc+1
(E
i
)
p
bdc+1>
r
i
2
c
i
16
n
n
n
2
(bdc+ 1)
n
2
r
d
i
 16
n
n
n
X
i2I
c
i
r
d
i
:
Da diese Absch

atzung f

ur jede beliebige

Uberdeckung fB(eu
i
; r
i
)g
i2I
von K durch
Kugeln mit Radien r
i
 " und jede beliebige Zahlenfolge fc
i
g
i2I
, die (3.3.8) erf

ullt,
gilt, liefert sie die Behauptung. 
Eine spezielle Funktion f : K ! (0; 1], die in den Voraussetzungen von Satz 3.3.1 die
Bedingung (3.3.1) erf

ullt, ist
1
N(';K;'())
. Mit ihrer Hilfe ergibt sich eine Folgerung aus
Satz 3.3.1:
Folgerung 3.3.1 Es seien (M;g) eine n-dimensionale Riemannsche C
3
-Mannigfal-
tigkeit, U  M eine oene Menge, ' : U ! M eine C
1
-Abbildung und K  U eine
kompakte Menge, so da jdet(d
u
')j > 0 f

ur alle u 2 K erf

ullt ist. Dann gilt f

ur jedes
d 2 (0; n] und alle hinreichend kleinen Zahlen " > 0 die Absch

atzung
I
H
('(K); 1; d; ")  16
n
n
n
I
H
 
K;max
(
!
d
(d')
n
d
N(';K;'())
;
!
d
(d')
N(';K;'())
d
n
)
; d; "
!
und demzufolge auch
I
H
('(K); 1; d)  16
n
n
n
I
H
 
K;max
(
!
d
(d')
n
d
N(';K;'())
;
!
d
(d')
N(';K;'())
d
n
)
; d
!
:
Bemerkung 3.3.1 Das

auere Hausdorsche n-Ma stimmt auf glatten Mannigfal-
tigkeiten bis auf Normierung mit dem Lebesgue-Ma oder n-dimensionalen Volumen
V

uberein. Folgerung 3.3.1 f

ur d = n liefert
I
H
('(K); 1; n)  16
n
n
n
I
H

K;
!
n
(d')
N(';K;'())
; n

: (3.3.11)
Diese Ungleichung l

at sich mit (3.1.2) vergleichen: Auf der linken Seite wird je-
weils die Konstante 1

uber die Menge '(K) integriert, und auf der rechten Seite
steht wegen !
n
(d') = jdet(d')j (siehe Abschnitt 1.2) jeweils das Integral der Funk-
tion
jdet(d')
N(';K;'())

uber die Menge K. Da das

auere Hausdor-Integral aber im Vergleich
68
zum Lebesgue-Integral nur ein subadditives Funktional ist und zwischen dem

aueren
Hausdor-Ma einer Menge und dem

aueren Hausdor-Integral

uber die charakteri-
stische Funktion dieser Menge nur eine Ungleichungsbeziehungmit Korrekturfaktoren
(siehe Lemma 3.2.5) und keine Gleichheit gilt, ergibt sich auch f

ur die Transformati-
on des

aueren Hausdor-Integrals unter einer C
1
-Abbildung im allgemeinen nur eine
Ungleichung mit zus

atzlichen Faktoren und keine Gleichheit.
Unter Verwendung lokaler Umkehrabbildungen f

ur die betrachtete Abbildung ' kann
noch ein weiterer Schrankensatz f

ur die Transformation der

aueren Hausdor-Inte-
grale abgeleitet werden:
Satz 3.3.2 Es seien (M;g) eine n-dimensionale Riemannsche C
3
-Mannigfaltigkeit,
U  M eine oene Menge, ' : U ! M eine C
1
-Abbildung, K  U eine kompakte
Menge und
e
U  K eine oene Menge, so da cl(
e
U)  U kompakt ist, jdet(d
u
')j > 0
f

ur alle u 2 cl(
e
U ) und '
 1
(
e
U ) 
e
U gilt. Weiterhin sei f :
e
U ! (0; 1] eine nichtnega-
tive Funktion, f

ur die es eine Zahl a > 0 gibt, so da
f(u) = f(v) f

ur alle u; v 2
e
U mit '(u); '(v) 2 '(K) und %(u; v) < a (3.3.12)
erf

ullt ist, und die der Beziehung
X
v2
e
U:'(v)=u
f(v)  1 f

ur alle u 2 '(K) (3.3.13)
gen

ugt. Dann gilt f

ur jedes d 2 (0; n] und alle hinreichend kleinen Zahlen " > 0 die
Absch

atzung
I
H
(K; f minf!
d
(d')
n
d
; !
d
(d')g; d; ")  16
n
n
n
I
H
('(K); 1; d; ") :
(Hierbei ist !
d
die in Abschnitt 1.2 denierte inverse Singul

arwertfunktion.)
Beweis Es sei d 2 (0; n] eine beliebige, aber im weiteren xierte Zahl. Da cl(
e
U)  U
eine kompakte Menge ist und ' stetig dierenzierbar mit jdet(d
u
')j > 0 f

ur alle
u 2 cl(
e
U) ist, existiert eine hinreichend groe Zahl m > 0 mit
inf
u2
e
U
!
d
(d
u
') >
1
m
d
und inf
u2
e
U

n
(d
u
') 
1
m
: (3.3.14)
Nun sei  > 0 so klein gew

ahlt, da
 <
1
m
und
"
1 +

m
bdc
inf
u2
e
U
!
d
(d
u
')

1=(d bdc)

#
n
 2
n bdc
(3.3.15)
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gelten. F

ur jedes u 2
e
U seien Zahlen l
u
> 0 durch
l
u
:=
h
1 +
 
m
bdc
inf
v2
e
U
!
d
(d
v
')

1=(d bdc)

i
n
!
d
(d
u
')
n
d
(3.3.16)
deniert. Wegen (3.3.14) ist dabei !
d
(d
u
') > 0. Dann existiert f

ur jedes u 2
e
U eine
Zahl 
u
2 (0; ] mit
l
u
=
h
1 +
 
m
bdc
!
d
(d
u
')

1=(d bdc)

u
i
n
!
d
(d
u
')
n
d
; (3.3.17)
und es gilt

u
 e :=

inf
v2
e
U
!
d
(d
v
')
sup
v2
e
U
!
d
(d
v
')

1=(d bdc)
 > 0
f

ur alle u 2
e
U .
F

ur jeden Punkt u 2 '(K) gibt es N(';
e
U; u) Urbilder u
j
(j = 1; : : : ; N(';
e
U; u))
unter der Abbildung ' in der Menge
e
U . Da cl(
e
U)  U kompakt ist, liefert Lem-
ma 3.1.1 eine Zahl "
cl(
e
U)
, so da '
u;j
:= 'j
B(u
j
;"
cl(
e
U)
)
ein C
1
-Dieomorphismus ist. Da-
bei kann "
cl(
e
U)
so klein gew

ahlt werden, da f

ur jedes u 2
e
U die Kugeln B(u
j
; "
cl(
e
U)
)
(j = 1; : : : ; N(';
e
U; u)) paarweise disjunkt sind und "
cl(
e
U)
< "
K
gilt. Auerdem ist
N(';
e
U; ) aufgrund von Lemma 3.1.2 nach oben beschr

ankt. Weiterhin gilt f

ur alle
u 2 '(K) die Ungleichung N(';
e
U; u) > 0, da jedes solche u wenigstens ein Urbild in
K 
e
U hat. F

ur jedes u 2 '(K) und jedes j 2 f1; : : : ; N(';
e
U; u)g ist die Abbildung
'
 1
u;j
auf '(B(u
j
; "
cl(
e
U)
)) als C
1
-Dieomorphismus erkl

art. Aufgrund der Ungleichun-
gen (3.3.14) und (3.3.15) ist  := inf
u2
e
U

n
(d
u
')  > 0. Nach Lemma 3.1.5 existiert
eine hinreichend kleine Zahl r 2 (0; "
cl(
e
U)
) mit
'(B(u; "
cl(
e
U)
))  '(B(u; r))  B('(u);  r) (3.3.18)
f

ur jedes u 2 '(K). Also ist f

ur jedes u 2 '(K) jede Umkehrabbildung '
 1
u;j
jeweils
auf B(u;  r) erkl

art. Auerdem gilt f

ur alle " 2 (0;  r) und alle u 2 '(K) aufgrund
von Lemma 3.1.6 die Beziehung
'
 1
(B(u; ")) \K 
N(';
e
U;u)
[
j=1
'
 1
u;j
(B(u; ")): (3.3.19)
Die Menge ' ist kompakt als Bild der kompakten Menge K unter der stetigen Abbil-
dung '. Es sei nun r
1
2 (0;
2
3
 r) so klein gew

ahlt, da es kleiner als das in Satz 1.3.4
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eingef

uhrte "
0
f

ur die Abbildungen '
 1
u;j
(u 2 K; j = 1; : : : ; N(';
e
U; u)) ist und es eine
oene Menge V mit '(K)  V  '(U) gibt, so da
k
'
 1
u;j
(u)
'
 1
u;j
(v)
d
v
'
 1
u;j

v
u
  d
u
'
 1
u;j
k  e (j = 1; : : : ; N(';
e
U; u)) (3.3.20)
f

ur alle u 2 '(K) und v 2 V mit %(u; v)  r
1
erf

ullt ist. Auerdem existiert eine Zahl
r
2
> 0, so da jede Kugel B(u; r
2
) mit Radius r
2
um einen Punkt u 2 V , die Punkte
aus '(K) enth

alt, vollst

andig in V enthalten ist. Die Zahl r
3
sei analog zum Beweis
von Satz 3.3.1 gew

ahlt. Wir setzen
r
0
:= min

r
1
; r
2
; r
3
;
a
inf
u2
e
U

n
(d
u
')

und betrachten ein festes " 2 (0;
r
0
2
). Es sei fB(eu
i
; r
i
)g
i2I
eine beliebige endliche

Uberdeckung von '(K) durch Kugeln mit Radien r
i
 ", so da jede Kugel mindestens
einen Punkt aus '(K) enth

alt, und c
i
 0 (i 2 I) seien beliebige Zahlen mit
X
i2I
c
i

B(eu
i
;r
i
)
 
'(K)
: (3.3.21)
Da ' stetig dierenzierbar ist, gibt es f

ur jedes i 2 I und jedes j = 1; : : : ; N(';
e
U; eu
i
)
einen Punkt u
i;j
2 cl(B(eu
i
; r
i
)) \ '(K) mit
!
d
(d
'
 1
fu
i
;j
(u
i;j
)
') = sup
v2B(eu
i
;r
i
)\'(K)
!
d
(d
'
 1
fu
i
;j
(v)
'): (3.3.22)
Wir betrachten ein zun

achst festgehaltenes i 2 I und die Kugeln B(u
i;j
; 2r
i
) (j 2
f1; : : : ; N(';
e
U; eu
i
)g). F

ur diese gilt B(eu
i
; r
i
)  B(u
i;j
; 2r
i
), und wegen 2r
i
 r
2
ist
jede dieser Kugeln vollst

andig in V enthalten. Auerdem ist B(u
i;j
; 2r
i
)  B(eu
i
; 3r
i
),
und wegen 3r
i
<
3
2
r
1
<  r sind die Abbildungen '
 1
eu
i
;j
jeweils auf der gesamten Kugel
B(u
i;j
; 2r
i
) deniert. Aufgrund der Taylor-Formel (Satz 1.3.4) f

ur die dierenzierbare
Abbildung '
 1
eu
i
;j
gilt f

ur jedes v 2 B(u
i;j
; 2r
i
) die Ungleichung
k exp
'
 1
eu
i
;j
(u
i;j
)
'
 1
eu
i
;j
(v)  d
u
i;j
'
 1
eu
i
;j
(exp
 1
u
i;j
(v))k
 sup
w2B(u
i;j
;2r
i
)
k
'
 1
eu
i
;j
(u
i;j
)
'
 1
eu
i
;j
(w)
d
w
'
 1
eu
i
;j

w
u
i;j
  d
u
i;j
'
 1
eu
i
;j
k  k exp
 1
u
i;j
(v)k:
Wegen 2r
i
< r
1
ergibt sich damit aufgrund von (3.3.20) die Inklusion
exp
'
 1
eu
i
;j
(u
i;j
)
('
 1
eu
i
;j
(B(u
i;j
; 2r
i
)))  d
u
i;j
'
 1
eu
i
;j
(B(O
u
i;j
; 2r
i
)) +B(O
'
 1
eu
i
;j
u
i;j
; 2
u
r
i
):
Da die Menge d
u
i;j
'
 1
eu
i
;j
(B(O
u
i;j
; 2r
i
)) ein Ellipsoid in T
'
 1
eu
i
;j
(u
i;j
)
M ist, gilt
!
d
(d
u
i;j
'
 1
eu
i
;j
(B(O
u
i;j
; 2r
i
))) = !
d
(d
u
i;j
'
 1
eu
i
;j
)(2r
i
)
d
=
1
!
d
(d
'
 1
eu
i
;j
(u
i;j
)
')
(2r
i
)
d
:
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Aufgrund von Lemma 1.2.2 und (3.3.17) ist also exp
'
 1
eu
i
;j
(u
i;j
)
('
 1
eu
i
;j
(B(u
i;j
; 2r
i
))) in
einem Ellipsoid E
i;j
mit
!
d
(E
i;j
)  (2r
i
)
d
l
d
n
'
 1
eu
i
;j
(u
i;j
)
(3.3.23)
enthalten. Analog zum Beweis von Satz 3.3.1

uberdecken wir nun jedes Ellipsoid E
i;j
mit Kugeln vom Radius 
bdc+1
(E
i;j
)
p
bdc+ 1 
r
i
2
bzw.
r
i
2
, falls 
bdc+1
(E
i;j
)
p
bdc+ 1 >
r
i
2
ist. Dazu ben

otigen wir h

ochstens
N
i;j
=

2
bdc
!
d
(E
i;j
)

bdc+1
(E
i;j
)
d

bzw.
N
i;j
e
N
i;j
=

2
2n+bdc
n
n
2
(bdc+ 1)
n
2
!
d
(E
i;j
)
bdc+1
(E
i;j
)
n d
r
n
i

(3.3.24)
solche Kugeln.
Da das Mengensystem f'
 1
eu
i
;j
(B(u
i;j
; 2r
i
))g
i2I;j2J
i
aufgrund von (3.3.19) eine

Uber-
deckung von K ist, erhalten wir auf diese Weise eine

Uberdeckung fB
l
g
l2L
von K
durch Kugeln mit Radien h

ochstens ". Dabei liefern die Funktionen i(l) und j(l) zu
jedem l 2 L jeweils den Index i 2 I der Kugel aus der

Uberdeckung von '(K) und
den Index j 2 f1; : : : ; N(';
e
U; eu
i
)g der Umkehrfunktion '
 1
eu
i
;j
, aus denen die Kugel
B
l
entstanden ist. Wir denieren nun die Wichtungsfaktoren
ec
l
:=c
i(l)
f('
 1
eu
i(l)
;j(l)
(u
i(l);j(l)
))minf!
d
(d
'
 1
eu
i(l)
;j(l)
(u
i(l);j(l)
)
')
n
d
; !
d
(d
'
 1
eu
i(l)
;j(l)
(u
i(l);j(l)
)
')g:
F

ur alle u 2 K und alle i 2 I mit '(u) 2 B(eu
i
; r
i
) gilt
%('(u); u
i;j
) < 2" < r
0

a
inf
u2
e
U

n
(d
u
')
und damit %(u; '
 1
eu
i
;j
(u
i;j
)) < a f

ur alle j = 1; : : : ; N(';
e
U; eu
i
). Also folgt wegen
(3.3.12), (3.3.21) und (3.3.22) f

ur alle u 2 K
X
l2L:u2B
l
ec
l
=
X
l2L:u2B
l
c
i(l)
f('
 1
eu
i(l)
;j(l)
(u
i(l);j(l)
))
minf!
d
(d
'
 1
eu
i(l)
;j(l)
(u
i(l);j(l)
)
')
n
d
; !
d
(d
'
 1
eu
i(l)
;j(l)
(u
i(l);j(l)
)
')g

X
i2I:'(u)2B(eu
i
;r
i
)
c
i
f(u)minf!
d
(d
u
')
n
d
; !
d
(d
u
')g
= f(u)minf!
d
(d
u
')
n
d
; !
d
(d
u
')g
X
i2I:'(u)2B(eu
i
;r
i
)
c
i
 f(u)minf!
d
(d
u
')
n
d
; !
d
(d
u
')g:
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Letzteres ist gleichbedeutend mit der Ungleichung
X
l2L
ec
l

B
l
 f minf!
d
(d')
n
d
; !
d
(d')g
K
:
Damit ergibt sich die Absch

atzung
I
H
(K; f minf!
d
(d')
n
d
; !
d
(d')g; d; ")

X
i2I:
bdc+1
(E
i;j
)
p
bdc+1
r
i
2
N
i;j
c
i
f('
 1
eu
i
;j
(u
i;j
))!
d
(d
'
 1
eu
i
;j
(u
i;j
)
')(2
bdc+1
(E
i;j
)
p
bdc+ 1)
d
+
X
i2I:
bdc+1
(E
i;j
)
p
bdc+1>
r
i
2
N
i;j
e
N
i;j
c
i
f('
 1
eu
i
;j
(u
i;j
))!
d
(d
'
 1
eu
i
;j
(u
i;j
)
')
n
d
r
d
i
:
Mit (3.3.16), (3.3.23), (3.3.24) und unter Ber

ucksichtigung von 
bdc+1
(E
i;j
)  !
1
d
d
(E
i;j
)
folgt daraus
I
H
(K; f minf!
n
d
d
(d'); !
d
(d')g; d; ")

X
i2I:
bdc+1
(E
i;j
)
p
bdc+1
r
i
2
c
i
f('
 1
eu
i
;j
(u
i;j
))!
d
(d
'
 1
eu
i
;j
(u
i;j
)
')2
2d+bdc
(bdc+1)
d
2
l
d
n
'
 1
eu
i
;j
(u
i;j
)
r
d
i
+
X
i2I:
bdc+1
(E
i;j
)
p
bdc+1>
r
i
2
c
i
f('
 1
eu
i
;j
(u
i;j
))!
d
(d
'
 1
eu
i
;j
(u
i;j
)
')
n
d
2
3n+bdc
n
n
2
(bdc+1)
n
2
l
'
 1
eu
i
;j
(u
i;j
)
r
d
i
=
X
i2I:
bdc+1
(E
i;j
)
p
bdc+1
r
i
2
c
i
f('
 1
eu
i
;j
(u
i;j
))2
2d+bdc+
n bdc
n
d
(bdc+1)
d
2
r
d
i
+
X
i2I:
bdc+1
(E
i;j
)
p
bdc+1>
r
i
2
c
i
f('
 1
eu
i
;j
(u
i;j
))16
n
n
n
2
(bdc+1)
n
2
r
d
i
 16
n
n
n
X
i2I
N(';
e
U;eu
i
)
X
j=1
c
i
f('
 1
eu
i
;j
(u
i;j
))r
d
i
:
Wegen (3.3.12) gilt f('
 1
eu
i
;j
(u
i;j
)) = f('
 1
eu
i
;j
(u
i;k
)) f

ur alle j; k 2 f1; : : : ; N(';
e
U; eu
i
)g.
Also ergibt sich mit (3.3.13) aus der vorangehenden Ungleichung
I
H
(K; f minf!
d
(d')
n
d
; !
d
(d')g; d; ")  16
n
n
n
X
i2I
N(';
e
U;eu
i
)
X
j=1
c
i
f('
 1
eu
i
;j
(u
i;1
))r
d
i
 16
n
n
n
X
i2I
c
i
r
d
i
:
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Da diese Absch

atzung f

ur jede beliebige

Uberdeckung fB(eu
i
; r
i
)g
i2I
von '(K) durch
Kugeln mit Radien r
i
 " und jede beliebige Zahlenfolge fc
i
g
i2I
, die (3.3.21) erf

ullt,
gilt, folgt daraus die Behauptung. 
Wird f

ur die Funktion f :
e
U ! (0; 1] aus Satz 3.3.2 speziell
1
N(';
e
U;'())
eingesetzt,
dann sind die Bedingungen (3.3.12) und (3.3.13) aufgrund von Lemma 3.1.4 und
Lemma 3.1.7 erf

ullt. Somit ergibt sich aus Satz 3.3.2 die folgende Aussage:
Folgerung 3.3.2 Es seien (M;g) eine n-dimensionale Riemannsche C
3
-Mannigfal-
tigkeit, U  M eine oene Menge, ' : U ! M eine C
1
-Abbildung, K  U eine
kompakte Menge und
e
U  K eine oene Menge, so da cl(
e
U )  U kompakt ist,
jdet(d
u
')j > 0 f

ur alle u 2 cl(
e
U) und '
 1
(
e
U) 
e
U gilt. Dann gilt f

ur alle d 2 (0; n]
und alle hinreichend kleinen Zahlen " > 0 die Absch

atzung
I
H
 
K;
minf!
d
(d')
n
d
; !
d
(d')g
N(';
e
U;'())
; d; "
!
 16
n
n
n
I
H
('(K); 1; d; ")
und demzufolge auch
I
H
 
K;
minf!
d
(d')
n
d
; !
d
(d')g
N(';
e
U;'())
; d
!
 16
n
n
n
I
H
('(K); 1; d):
3.4 Obere Dimensionsschranken
Der Schrankensatz 3.3.1 f

ur das Verhalten des

aueren Hausdorschen (d; ")-Integrals
unter Transformationen kann f

ur abbildungsinvariante Mengen zur oberen Absch

at-
zung der Hausdor-Dimension ausgenutzt werden.
Satz 3.4.1 Es seien (M;g) eine n-dimensionale Riemannsche C
3
-Mannigfaltigkeit,
U M eine oene Menge, ' : U !M eine C
1
-Abbildung und K  U eine kompakte
'-invariante Menge, so da jdet(d
u
')j > 0 f

ur alle u 2 K gilt. Falls es Zahlen
d 2 (0; n] und  2 (0; 1) gibt, so da
!
d
(d
u
')
1
d
 N(';K;'(u))
1
n
f

ur alle u 2 K (3.4.1)
gilt, dann ist dim
H
(K)  d.
Beweis Da  < 1 vorausgesetzt wurde, existiert eine hinreichend groe Zahl p 2 N
mit

p
<

1
16n

n
d
: (3.4.2)
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Dieses p werde im weiteren festgehalten. Dann gilt f

ur alle u 2 K aufgrund von
Lemma 1.2.1 und der Beziehung (3.4.1)
!
d
(d
u
'
p
) 
p
Y
j=1
!
d
(d
'
j 1
(u)
')

p
Y
j=1

d
N(';K;'
j
(u))
d
n
= 
pd
"
p
Y
j=1
N(';K;'
j
(u))
#
d
n
und damit
!
d
(d
u
'
p
)
n
d
Q
p
j=1
N(';K;'
j
(u))
 
pn
: (3.4.3)
Die Funktion
1
Q
p
j=1
N(';K;'
j
())
: K ! (0; 1] erf

ullt aufgrund von Lemma 3.1.3 die
Bedingung (3.3.1) bez

uglich der Abbildung '
p
. Damit k

onnen wir Satz 3.3.1 auf
die Abbildung '
p
anwenden und erhalten f

ur alle hinreichend kleinen " > 0 die
Ungleichung
I
H
('
p
(K); 1; d; ")
 16
n
n
n
I
H
 
K;max
(
!
d
(d'
p
)
n
d
Q
p
j=1
N(';K;'
j
(u))
;
!
d
(d'
p
)
[
Q
p
j=1
N(';K;'
j
(u))
]
d
n
)
d; "
!
:
Da K invariant unter der Abbildung ' ist, gilt auch '
p
(K) = K. Also erhalten wir
aus der letzten Beziehung
I
H
(K; 1; d; ")  16
n
n
n
I
H
 
K;max
(
!
d
(d'
p
)
n
d
Q
p
j=1
N(';K;'
j
(u))
;
!
d
(d'
p
)
[
Q
p
j=1
N(';K;'
j
(u))
]
d
n
)
d; "
!
:
Mit (3.4.3) folgt daraus aufgrund von Lemma 3.2.4
I
H
(K; 1; d; ")  16
n
n
n
I
H
(K; 
pd
; d; ")
f

ur alle hinreichend kleinen Zahlen " > 0. Daraus ergibt sich mit Lemma 3.2.1
I
H
(K; 1; d; ")  16
n
n
n

pd
I
H
(K; 1; d; "):
Da wegen (3.4.2) die Ungleichung 16
n
n
n

pd
< 1 gilt und I
H
(K; 1; d; ") aufgrund der
Kompaktheit von K endlich ist, folgt daraus I
H
(K; 1; d; ") = 0. Da letzteres f

ur alle
hinreichend kleinen " > 0 gilt, ergibt sich I
H
(K; 1; d) = 0 und somit dim
H
(K)  d. 
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Bemerkung 3.4.1 Die Bedingung (3.4.1) stellt eine Abschw

achung der Bedingung
(1.7.2) des Satzes 1.7.1 dar, denn die Vielfachheitsfunktion N(';K;'(u)) nimmt nur
Werte  1 an. Da zur Abschw

achung dieser Kontraktionsbedingung f

ur das

auere
Hausdorsche d-Ma aber Eigenschaften der Vielfachheitsfunktion verwendet wurden,
die aus der Forderung resultieren, da die invariante MengeK keine kritischen Punkte
enth

alt, mu hier zus

atzlich det jd
u
'j > 0 f

ur alle u 2 K gefordert werden.
Bemerkung 3.4.2 Im Unterschied zum verallgemeinerten Satz von Douady und
Oesterle (Satz 1.7.1) wird in der Singul

arwertbedingung (3.4.1) von Satz 3.4.1 der
Ausdruck !
d
(d
u
')
1
d
anstelle von !
d
(d
u
') betrachtet. Der Grund daf

ur ist, da eine
Bedingung an d, die zu dim
H
(K)  d f

uhrt, sinnvollerweise auch f

ur alle d
0
2 (d; n]
erf

ullt sein sollte, denn wenn d eine obere Schranke f

ur die Hausdor-Dimension von
K ist, dann ist auch jedes d
0
> d eine obere Schranke. Im Satz von Douady und Oe-
sterle ist das der Fall, denn aus !
d
(d
u
') < 1 f

ur ein festes u 2 K folgt, da !
d
0
(d
u
')
f

ur d
0
2 [d; n] streng monoton fallend ist, so da auch !
d
0
(d
u
') < 1 f

ur alle d
0
2 (d; n]
ist. Ziel der Einbeziehung der Vielfachheit war es, die obere Schranke f

ur !
d
(d
u
') zu
vergr

oern. Im Fall !
d
(d
u
') > 1 ist aber !
d
0
(d
u
') f

ur d
0
2 [d; n] nicht mehr notwendi-
gerweise monoton fallend, so da es vorkommen kann, da obwohl !
d
(d
u
') kleiner als
eine vorgegebene Schranke a > 1 ist, es Zahlen d
0
2 (d; n] mit !
d
0
(d
u
')  a gibt. In
Kapitel 2 ist solch eine Situation durch Zusatzbedingungen an die Abbildung und die
Menge K ausgeschlossen worden. Im Satz 3.4.1 ist dieses Problem durch den

Uber-
gang zu !
d
(d
u
')
1
d
gel

ost worden, denn diese Funktion ist bei festem u in Abh

angigkeit
von d im gesamten Intervall [0; n] monoton fallend. Die Bedingung (1.7.2) von Douady
und Oesterle kann auch in dieser Form als !
d
(d
u
')
1
d
< 1 angegeben werden.
Unter Verwendung der lokalen Umkehrabbildungen f

ur die betrachtete Abbildung '
ergibt sich aus Satz 3.3.2 die folgende Dimensionsabsch

atzung:
Satz 3.4.2 Es seien (M;g) eine n-dimensionale Riemannsche C
3
-Mannigfaltigkeit,
U  M eine oene Menge, ' : U ! M eine C
1
-Abbildung, K  U eine kompakte
Menge und
e
U  K eine oene Menge, so da cl(
e
U)  U kompakt ist, jdet(d
u
')j > 0
f

ur alle u 2 cl(
e
U ) ist und '
 1
(
e
U) 
e
U gilt. Falls es Zahlen d 2 (0; n] und  2 (0; 1)
gibt, so da
!
d
(d
u
')  N(';
e
U;'(u)) f

ur alle u 2 K (3.4.4)
gilt, dann ist dim
H
(K)  d.
Beweis Da  < 1 gilt, existiert eine hinreichend groe Zahl p 2 N mit

p
<

1
16n

n
: (3.4.5)
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Dieses p werde im weiteren festgehalten. Dann gilt f

ur alle u 2 K aufgrund von
Lemma 1.2.4 und der Beziehung (3.4.4)
!
d
(d
u
'
p
) 
p
Y
j=1
!
d
(d
'
j 1
(u)
') 
p
Y
j=1
N(';
e
U;'
j
(u))

=
1

p
p
Y
j=1
N(';
e
U;'
j
(u))
und damit
!
d
(d
u
'
p
)
Q
p
j=1
N(';
e
U;'
j
(u))

1

p
: (3.4.6)
Die Funktion
1
Q
p
j=1
N(';
e
U;'
j
())
:
e
U ! (0; 1] erf

ullt aufgrund von Lemma 3.1.7 die
Bedingung (3.3.12) und wegen Lemma 3.1.4 die Bedingung (3.3.13) bez

uglich der
Abbildung '
p
. Damit k

onnen wir Satz 3.3.2 auf die Abbildung '
p
anwenden und
erhalten f

ur alle hinreichend kleinen " > 0 die Beziehung
I
H
 
K;
minf!
d
(d'
p
)
n
d
; !
d
(d'
p
)g
Q
p
j=1
N(';
e
U;'
j
())
; d; "
!
 16
n
n
n
I
H
('
p
(K); 1; d; "):
Aus (3.4.6) folgt wegen  2 (0; 1) und N(';
e
U;'
j
(u))  1 f

ur alle u 2 K und alle
j = 1; : : : ; p die Ungleichung !
d
(d'
p
) > 1 und damit !
d
(d'
p
)
n
d
 !
d
(d'
p
). Da K
invariant unter der Abbildung ' ist, gilt auerdem '
p
(K) = K. Also ist die obige
Ungleichung gleichbedeutend mit
I
H
 
K;
!
d
(d'
p
)
Q
p
j=1
N(';
e
U;'
j
())
; d; "
!
 16
n
n
n
I
H
(K; 1; d; "): (3.4.7)
Aus (3.4.6) und Lemma 3.2.4 folgt
I
H
 
K;
!
d
(d'
p
)
Q
p
j=1
N(';
e
U;'
j
())
; d; "
!
 I
H
(K;
1

p
; d; "):
Mit Lemma 3.2.1 heit das
I
H
 
K;
!
d
(d'
p
)
Q
p
j=1
N(';
e
U;'
j
())
; d; "
!

1

p
I
H
(K; 1; d; "):
Zusammen mit (3.4.7) ergibt sich daraus
I
H
(K; 1; d; ")  16
n
n
n

p
I
H
(K; 1; d; "):
Da wegen (3.4.5) die Ungleichung 16
n
n
n

p
< 1 gilt und I
H
(K; 1; d; ") aufgrund der
Kompaktheit von K endlich ist, folgt daraus I
H
(K; 1; d; ") = 0. Da dieses f

ur alle
hinreichend kleinen " > 0 gilt, heit das I
H
(K; 1; d) = 0 und damit dim
H
(K)  d. 
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Bemerkung 3.4.3 Die S

atze 3.4.1 und 3.4.2 k

onnen nicht auf dieselbe Abbildung
angewendet werden, da sich die Bedingungen (3.4.1) und (3.4.4) gegenseitig ausschlie-
en: Falls (3.4.1) mit einem d 2 (0; n] erf

ullt ist, dann mu !
n
(d
u
') < N(';K;'(u))
f

ur alle u 2 K gelten, wogegen aus (3.4.4) !
n
(d
u
') > N(';K;'(u)) f

ur alle u 2 K
folgt. Damit erg

anzen sich die Anwendungsbereiche dieser beiden S

atze und

uber-
schneiden sich nicht. F

ur injektive Abbildungen ist Satz 3.4.1 im volumendissipativen
Fall und Satz 3.4.2 im volumenexpansiven Fall anwendbar.
3.5 Anwendungsbeispiele
3.5.1 St

uckweise lineare Abbildungen in R
n
Analog zum Satz von Douady und Oesterle gibt es f

ur Satz 3.4.1 keine nichttrivialen
eindimensionalen Beispiele, da im Eindimensionalen nur ein Singul

arwert existiert
und damit die Bedingung (3.4.1) die Form 
1
(d
u
')  N(';K;'(u)) hat, sie ist also
unabh

angig von d. Damit ist f

ur jede invariante Menge einer Abbildung im Eindimen-
sionalen, f

ur die die Bedingung (3.4.1) erf

ullt ist, die Hausdor-Dimension gleich Null.
Deshalb betrachten wir hier als einfachstes Beispiel eine st

uckweise lineare Abbildung
in R
2
, und zwar eine modizierte B

ackerabbildung. Es sei ' auf dem Einheitsquadrat
[0; 1] [0; 1] durch
'(x; y) =
8
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
:
(6x; y) f

ur 0  x <
1
6
;
(6x  1; y +
1
2
) f

ur
1
6
 x <
1
3
;
(6x  2; y) f

ur
1
3
 x <
1
2
;
(6x  3; y +
1
2
) f

ur
1
2
 x <
2
3
;
(6x  4; y) f

ur
2
3
 x <
5
6
;
(6x  5; y +
1
2
) f

ur
5
6
 x  1
deniert, wobei  2 (0;
1
2
) ein Parameter ist. Die maximale invariante Menge dieser
Abbildung ist K =
T
p2N
0
'
p
([0; 1]  [0; 1]). Dabei haben alle Punkte aus K jeweils
drei Urbilder in K, es gilt also N(';K; u) = 3 f

ur alle u 2 K. Die Menge K ist
das Kreuzprodukt aus dem Einheitsintervall mit einer gleichm

aigen Cantor-Menge
(siehe [21]), wie in Abb. 3.2 dargestellt ist. Deshalb gilt f

ur ihre Hausdor-Dimension
nach [21]
dim
H
(K) = 1 +
ln 2
  ln
:
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01
1
Abbildung 3.2: Struktur der invarianten Menge K f

ur  =
1
3
In R
2
ist die Abbildung ' nicht stetig. Wir k

onnen sie aber auf dem Torus T betrach-
ten, der durch die

Aquivalenzrelation
(x
1
; y
1
)  (x
2
; y
2
), x
2
= x
1
+ b; y
2
= y
1
+ a 
b
2
(a; b 2 Z)
deniert ist und mit der achen Metrik
%((x
1
; y
1
); (x
2
; y
2
)) = min
(u;v)(x
2
;y
2
)
p
(u  x
1
)
2
+ (v   x
2
)
2
versehen ist. Auf diesem Torus ist ' auf
e
K = (K) stetig dierenzierbar, wobei
 : R
2
! T die kanonische Projektion bezeichne. Da dim
H
(K) = dim
H
(
e
K) gilt,
k

onnen wir im weiteren auch die Menge
e
K betrachten.
Auf dem Torus T kann ' auf eine oene Umgebung U von
e
K als C
1
-Abbildung
fortgesetzt werden. Diese Fortsetzung sei mit e' bezeichnet. Die Singul

arwerte der
Tangentialabbildung d
u
e' sind 6 und , unabh

angig vom Punkt u 2
e
K . Die Bedingung
(3.4.1) kann damit f

ur d 2 (0; 1] nicht erf

ullt werden, f

ur d 2 (1; 2] hat sie aufgrund
von N(e';
e
K;u) = 3 f

ur alle u 2
e
K die Form
(6
d 1
)
1
d
<
p
3: (3.5.1)
Das ist gleichbedeutend mit d >
ln 6 ln
ln
p
3 ln
f

ur beliebiges  2 (0;
1
2
). Satz 3.4.1 kann
damit auf diese Abbildung angewendet werden und liefert
dim
H
(
e
K) = dim
H
(K) 
ln 6   ln
ln
p
3   ln
f

ur beliebiges  2

0;
1
2

:
Dieser Wert ist im Vergleich zur exakten Dimension dim
H
(K) = 1 +
ln 2
  ln
nur eine
obere Schranke. Satz 3.4.2 ist hier nicht anwendbar, da die Bedingung (3.4.4) nicht
erf

ullt werden kann, wenn die Bedingung (3.4.1) f

ur ein d 2 (0; n] gilt (siehe Bemer-
kung 3.4.3).
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F
ur diese Beispielabbildung kann f

ur geeignete Parameterwerte auch der Satz 1.7.1
angewendet werden. Die Bedingung (1.7.2) kann f

ur d 2 (0; 1] nicht erf

ullt werden, f

ur
d 2 (1; 2] hat sie die Form 6
d 1
< 1. Also ist Satz 1.7.1 f

ur Parameterwerte  2 (0;
1
6
)
anwendbar und liefert im Grenz

ubergang die Absch

atzung dim
H
(K)  1 +
ln 6
  ln
.
Damit ist Satz 3.4.1 in diesem Beispiel eine wesentliche Verbesserung der Dimen-
sionsabsch

atzung des Satzes 1.7.1, denn er ist auch f

ur Parameterwerte  2 [
1
6
;
1
2
)
anwendbar und liefert auerdem im Fall  2 (0;
1
6
) eine kleinere obere Schranke. Bei-
spielsweise erhalten wir f

ur  =
1
8
mit Satz 1.7.1 die obere Absch

atzung dim
H
(K) 
1 +
ln 6
ln8
 1; 862, wogegen Satz 3.4.1 den Wert dim
H
(K) 
ln 6+ln8
ln
p
3+ln 8
 1; 473 liefert,
der wesentlich n

aher am exakten Wert dim
H
(K) = 1 +
ln 2
ln8
= 1; 3 liegt.
3.5.2 St

uckweise lineare Abbildungen auf dem Zylinder
Als Beispiel einer Riemannschen Mannigfaltigkeit, die nicht trivialerweise der R
n
ist,
betrachten wir den achen Zylinder
Z = RR=
Z
= fu = (x; y) j x 2 R; y 2 [0; 1)g;
versehen mit dem konstanten Metriktensor, der die Metrik
%((x
1
; y
1
); (x
2
; y
2
)) =
q
(x
1
  x
2
)
2
+min
vy
2
f(v   x
2
)
2
g
liefert. Wir wollen hier eine spezielle st

uckweise lineare Abbildung ' betrachten, die
auf den Mengen A
1
:= f(x; y) 2 M j x 2 [0;
1
3
]g und A
2
:= f(x; y) 2 M j x 2 [
2
3
; 1]g
durch
'(x; y) =
8
>
>
<
>
>
:
(3x; y) f

ur (x; y) 2 A
1
;
(3x  2; y) f

ur (x; y) 2 A
2
:
deniert ist. Diese Abbildung kann stetig dierenzierbar auf eine oene Umgebung
U von A
1
[A
2
fortgesetzt werden. Diese Fortsetzung sei auch mit ' bezeichnet. Wie
auch die urspr

ungliche Abbildung ist diese Fortsetzung nicht injektiv. Es sei K :=
T
1
j=0
'
 j
(A
1
[A
2
) die maximale invariante Menge, K
1
:= K \A
1
und K
2
:= K \A
2
.
Dann hat jeder Punkt aus K in jeder der beiden Mengen K
1
;K
2
genau ein Urbild, es
gilt also N(';K;'()) = 2. Die Singul

arwerte der Tangentialabbildung sind konstant

1
= 3 und 
2
= 1.
Die Bedingung (3.4.1) aus Satz 3.4.1 l

at sich hier nicht erf

ullen. Die Bedingung
(3.4.4) kann f

ur d  1 ebenfalls nicht erf

ullt werden. F

ur d 2 (1; 2] hat sie die Form
3
d 1
> 2
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und ist damit

aquivalent zu d > 1 +
ln 2
ln3
. F

ur alle diese Werte liefert Satz 3.4.2 die
Absch

atzung dim
H
(K)  d. Im Grenz

ubergang d! 1 +
ln 2
ln3
heit das
dim
H
(K)  1 +
ln 2
ln 3
:
Diese Dimensionsabsch

atzung ist sogar scharf. Die invariante Menge K ist n

amlich
das Kreuzprodukt einer gleichm

aigen Cantor-Menge (siehe [21]) der Hausdor- und
Kapazitiven Dimension
ln 2
ln3
mit einer Kreislinie, so da dim
H
(K) = 1+
ln 2
ln 3
gilt (siehe
[21]).
Im Vergleich zum verallgemeinerten Satz von Douady und Oesterle (Satz 1.7.1) sei
bemerkt, da die Abbildung ' nicht volumendissipativ ist, so da Satz 1.7.1 nicht an-
wendbar ist. Eine Dimensionsabsch

atzung wird hier also erst durch die Einbeziehung
der Vielfachheitsfunktion m

oglich.
3.5.3 Julia-Mengen von Polynomen in der komplexen Ebene
Eine bekannte Klasse nicht injektiver Abbildungen sind Polynome in der komplexen
Ebene. Als Beispiel betrachten wir hier quadratische Polynome ' : C ! C der Form
'(z) = z
2
+ c;
wobei c 2 C ein Parameter ist. Der Abschlu K der Menge der abstoenden periodi-
schen Orbits dieser Abbildung wird als Julia-Menge bezeichnet (siehe z. B. [21, 64]).
Diese Menge ist kompakt, nichtleer und invariant unter der Abbildung '. Einige Bei-
spiele f

ur Julia-Mengen der Abbildung '(z) = z
2
+c f

ur verschiedene Parameterwerte
c sind in Abb. 3.3 dargestellt ([21]).
F

ur c = 0 ist die Julia-Menge die komplexe Einheitskreislinie. Ist c 6= 0 eine be-
tragsm

aig kleine komplexe Zahl, so hat ' eine anziehende Ruhelage nahe Null. F

ur
betragsm

aig kleine Zahlen z konvergiert die Folge f'
p
(z)g
p2N
f

ur p!1 gegen diese
Ruhelage. Wenn z betragsm

aig gro ist, divergiert dagegen die Folge fj'
p
(z)jg
p2N
f

ur p ! 1 gegen 1. Die Julia-Menge ist der Rand zwischen diesen beiden Ver-
haltenstypen (siehe z. B. Abb. 3.3 (a),(b)). Wenn c betragsm

aig gro ist, dann ist
die Julia-Menge total unzusammenh

angend (siehe Abb. 3.3 (g)). Dazwischen gibt
es Parameterbereiche, in denen anziehende periodische Orbits existieren (siehe Abb.
3.3 (c)-(f)). Spezielle Formen der Julia-Menge treten auf, wenn eine Iterierte des
kritischen Punktes z = 0 periodisch ist (siehe Abb. 3.3 (h)). Aufgrund dieser ver-
schiedenen M

oglichkeiten f

ur das Aussehen der Julia-Menge ist es interessant, ihre
Hausdor- Dimension zu untersuchen.
Betrachten wir C als zweidimensionale C
1
-Mannigfaltigkeit mit einem konstanten
Metriktensor, der die Metrik
%(z
1
; z
2
) = jz
1
  z
2
j =
p
(Re(z
1
)  Re(z
2
))
2
+ (Im(z
1
)  Im(z
2
))
2
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Abbildung 3.3: Julia-Mengen des quadratischen Polynoms '(z) = z
2
+ c f

ur
(a)c =  0; 1+ 0; 1i (b)c =  0; 5+ 0; 5i (c)c =  1 + 0; 5i (d)c =  0; 2 + 0; 75i
(e)c = 0; 25 + 0; 52i (f)c =  0; 5 + 0; 55i (g)c = 0; 66i (h)c =  i
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erzeugt, wobei Re und Im den Realteil bzw. Imagin

arteil der jeweiligen komplexen
Zahl bezeichnen. Dann berechnen sich die Singul

arwerte der Tangentialabbildung von
' im Punkt z als Singul

arwerte der Jacobi-Matrix der Abbildung
0
B
B
@
Re(z)
Im(z)
1
C
C
A
7!
0
B
B
@
Re(z)
2
  Im(z)
2
+Re(c)
2Re(z)Im(z) + Im(c)
1
C
C
A
;
d. h. als Eigenwerte der Matrix
p
J
T
z
J
z
=
v
u
u
u
u
u
t
0
B
B
@
2Re(z) 2Im(z)
 2Im(z) 2Re(z)
1
C
C
A
0
B
B
@
2Re(z)  2Im(z)
2Im(z) 2Re(z)
1
C
C
A
=
0
B
B
@
2
p
Re(z)
2
+ Im(z)
2
0
0 2
p
Re(z)
2
+ Im(z)
2
1
C
C
A
:
Eine direkte Rechnung ergibt

1
(d
z
') = 
2
(d
z
') = 2
p
Re(z)
2
+ Im(z)
2
= 2jzj:
Deshalb ist f

ur d 2 (0; 2] und beliebiges z 2 C
!
d
(d
z
') = !
d
(d
z
') = (2jzj)
d
:
F

ur die Vielfachheitsfunktion der Abbildung ' bez

uglichK und jeder beliebig gew

ahl-
ten oenen Umgebung
e
U von K gilt hier
N(';K;'(z)) = N(';
e
U;'(z)) = 2 f

ur alle z 2 K;
falls der Nullpunkt nicht in der Julia-Menge K enthalten ist.
Um die Hausdor-Dimension der Julia-Menge mit Hilfe der S

atze aus Abschnitt 3.4
absch

atzen zu k

onnen, m

ussen f

ur die Punkte der Julia-Menge obere und untere
Absch

atzungen des Betrages gefunden werden, d. h., die Julia-Menge mu in einen
Kreisring um den Koordinatenursprung eingeschlossen werden.
Betrachten wir zun

achst kleine Werte f

ur jcj, n

amlich jcj <
1
4
. In diesem Fall kann
man den Radius R
1
eines Kreises K
1
um den Koordinatenursprung angeben, f

ur den
'(K
1
)  K
1
gilt: Der gr

otm

ogliche Kreis mit dieser Eigenschaft mu die Gleichung
R
2
1
+ jcj = R
1
erf

ullen, die gr

ote L

osung dieser Gleichung ist R
1
=
1
2
+
q
1
4
  jcj.
Da R
1
< 1 gilt, ist f'
p
(K
1
)g
p2N
eine Folge von Kreisen, deren Radien R
p
1
gegen Null
konvergieren. Aufgrund von '(K
1
)  K
1
gilt '
p+1
(K
1
)  '
p
(K
1
) f

ur alle p 2 N,
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also besteht
T
p2N
'
p
(K
1
) aus genau einem Punkt. Alle Punkte aus K
1
konvergieren
unter der Abbildung ' gegen diesen Punkt, der eine anziehende Ruhelage ist. Damit
k

onnen Punkte aus K
1
nicht in der Julia-Menge liegen. Es gilt somit
jzj >
1
2
+
r
1
4
  jcj f

ur alle z 2 K: (3.5.2)
Analog kann man den Radius R
2
eines Kreises K
2
um den Koordinatenursprung
berechnen, f

ur den '(K
2
)  K
2
gilt: Der kleinste solche Radius mu die Gleichung
R
2
2
= R
2
+ jcj erf

ullen, diese Gleichung hat im Bereich der nichtnegativen reellen
Zahlen genau eine L

osung R
2
=
1
2
+
q
1
4
+ jcj. F

ur Punkte z 2 C mit jzj > R
2
ist
j'(z)j > jzj, damit ist die Folge fj'
p
(z)jg
p2N
streng monoton wachsend. Ein Punkt
z 2 C mit jzj > R
2
kann also nicht beliebig nah an einem periodischen Orbit liegen
und damit nicht zum Abschlu der Menge der abstoenden periodischen Orbits, also
zur Julia-Menge, geh

oren. Damit gilt
jzj 
1
2
+
r
1
4
+ jcj f

ur alle z 2 K: (3.5.3)
Mit den Absch

atzungen (3.5.2) und (3.5.3) kann nun

uberpr

uft werden, ob die Vor-
aussetzungen der S

atze aus Abschnitt 3.4 erf

ullt werden k

onnen. Da die Vielfach-
heitsfunktion konstant ist, kann auf die Zahl  in den Bedingungen (3.4.1) und (3.4.4)
verzichtet werden. Die Bedingung (3.4.1) aus Satz 3.4.1 hat damit die Form 2jzj <
p
2
f

ur alle z 2 K. Diese Eigenschaft kann mit der Absch

atzung (3.5.3) nicht nachgewie-
sen werden. Um Satz 3.4.2 anwenden zu k

onnen, sei bemerkt, da eine Umgebung
e
U
mit den geforderten Eigenschaften gefunden werden kann. Die Bedingung (3.4.4) hat
hier die Form (2jzj)
d
> 2 f

ur alle z 2 K. Aufgrund von (3.5.2) ist diese Bedingung
erf

ullt, wenn

1 +
p
1  4jcj

d
> 2
gilt. F

ur jcj <
p
2 1
2
ist diese Ungleichung f

ur Zahlen d < 2 wahr, n

amlich f

ur alle d >
ln 2
ln(1+
p
1 4jcj)
. F

ur alle solchen Zahlen d liefert Satz 3.4.2 die Absch

atzung dim
H
(K) 
d. Im Grenz

ubergang d!
ln 2
ln(1+
p
1 4jcj)
heit das
dim
H
(K) 
ln 2
ln(1 +
p
1   4jcj)
f

ur jcj <
p
2   1
2
:
Nun betrachten wir betragsm

aig groe Parameterwerte, n

amlich jcj > 2. In diesem
Fall ist im Beweis von Satz 14.5 aus [21] gezeigt worden, da
q
jcj  
p
j2cj  jzj 
q
jcj+
p
j2cj f

ur alle z 2 K (3.5.4)
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gilt. Die Bedingung (3.4.1) aus Satz 3.4.1 hat wieder die Form 2jzj <
p
2 f

ur alle
z 2 K, das ist aufgrund von (3.5.4) f

ur Parameterwerte jcj > 2 nicht erf

ullt. Die
Bedingung (3.4.4) aus Satz 3.4.2 in der Form (2jzj)
d
> 2 ist wegen (3.5.4) wahr, falls

2
q
jcj  
p
j2cj

d
> 2 (3.5.5)
gilt. Diese Ungleichung kann im Falle jcj >
3
2
+
p
2 f

ur Zahlen d < 2 erf

ullt wer-
den, n

amlich f

ur alle d >
ln 2
ln

2
q
jcj 
p
j2cj

. F

ur alle solchen Zahlen d erh

alt man mit
Satz 3.4.2 dim
H
(K)  d, also gilt
dim
H
(K) 
ln 2
ln

2
q
jcj  
p
j2cj

f

ur jcj >
3
2
+
p
2:
Das ist dieselbe obere Schranke f

ur die Hausdor-Dimension der Julia-Menge, die f

ur
einen etwas gr

oeren Parameterbereich jcj >
1
4
(5 + 2
p
6) auch in [21] erreicht wurde.
3.5.4 Iterierte Funktionensysteme
Iterierte Funktionensysteme wurden zum ersten Mal in [5] als allgemeine Konstruk-
tionsm

oglichkeit f

ur Fraktale beschrieben. Wichtige Aspekte solcher Funktionensyste-
me werden in [21, 38] dargestellt. So ist die im vorangegangenen Abschnitt hergeleitete
obere Schranke f

ur die Hausdor-Dimension von Julia-Mengen in [21] unter Betrach-
tung eines iterierten Funktionensystems abgeleitet worden. Ein iteriertes Funktionen-
system auf einem metrischen Raum (X; %) ist eine endliche Familie von Abbildungen
S = fS
i
: X ! Xg
k
i=1
. Eine Menge A  X heit S-invariant, wenn
A =
k
[
i=1
S
i
(A)
gilt. Falls das iterierte Funktionensystem nur aus einer einzigen Abbildung S
1
besteht,
ist S-invariant gleichbedeutend mit S
1
-invariant, in diesem Fall stimmt die Invarianz
bez

uglich eines iterierten Funktionensystems also mit dem in Abschnitt 1.6 eingef

uhr-
ten Begri

uberein. Setzt man voraus, da X vollst

andig ist und die Abbildungen S
i
Kontraktionen sind, dann existiert nach [38] eine eindeutig bestimmte kompakte in-
variante Menge K des iterierten Funktionensystems S = fS
i
g
k
i=1
, und diese ist der
Abschlu der Menge der Ruhelagen s
i
1
;::: ;i
p
endlicher Kompositionen S
i
1
 : : :S
i
p
von
Abbildungen aus S. Wir wollen im weiteren aber nicht notwendigerweise vorausset-
zen, da die Abbildungen S
i
Kontraktionen sind.
Wir betrachten nun iterierte Funktionensysteme S = fS
i
: M ! Mg
k
i=1
auf n-
dimensionalen Riemannschen C
3
-Mannigfaltigkeiten (M;g). Um f

ur invariante Men-
gen solcher iterierter Funktionensysteme Dimensionsabsch

atzungen aus Abschnitt 3.4
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anwenden zu k

onnen, mu das Funktionensystem auf eine einzige Abbildung zur

uck-
gef

uhrt werden, die auerdem noch stetig dierenzierbar ist. Das ist immer dann
m

oglich, wenn f

ur eine kompakte invariante Menge K eines iterierten Funktionensy-
stems S = fS
i
g
k
i=1
die folgende Bedingung erf

ullt ist:
(IF) Die Mengen S
i
(K) (i = 1; : : : ; k) sind paarweise disjunkt, und die Abbildungen
S
i
sind jeweils auf einer oenen Umgebung U
i
von K ein C
1
-Dieomorphismus.
Da unter der Bedingung (IF) die Mengen S
i
(K) kompakte disjunkte Mengen sind,
k

onnen die Umgebungen U
i
so klein gew

ahlt werden, da auch die Mengen S
i
(U
i
)
paarweise disjunkt sind. Die Menge U =
S
k
i=1
S
i
(U
i
) ist damit eine oene Umgebung
von K, und auf dieser Umgebung kann eine Abbildung ' : U !M durch
'(u) = S
 1
i(u)
(u) (3.5.6)
deniert werden, wobei i : U ! f1; : : : ; kg zu jedem Punkt u 2 U den eindeutig
bestimmten Index i mit u 2 S
i
(U
i
) liefert. Diese Abbildung ' ist damit eine C
1
-
Abbildung, deniert auf einer oenen Umgebung von K, und K ist invariant unter
'. F

ur alle Punkte u 2 K ist N(';K;'(u)) = k, und f

ur jede oene Menge
e
U mit
K 
e
U  U , f

ur die cl(
e
U) kompakt ist, gilt N(';
e
U;'(u)) = k. Also sind die in
den Voraussetzungen der S

atze in Abschnitt 3.4 benutzen Vielfachheitsfunktionen
jeweils konstant. Somit ergeben sich f

ur iterierte Funktionensysteme, analog zu Ab-
schnitt 3.5.3, globale Bedingungen an die Singul

arwerte der Abbildung '. F

ur Punkte
u 2 U gilt nach der Denition der inversen Singul

arwertfunktion in Abschnitt 1.2
!
d
(d
u
') =
1
!
d
(d
'(u)
S
i(u)
)
; !
d
(d
u
') =
1
!
d
(d
'(u)
S
i(u)
)
:
Die Bedingungen der S

atze aus Abschnitt 3.4 an die Abbildung ' k

onnen somit zu
Bedingungen an die Abbildungen aus S umformuliert werden. Damit ergeben sich als
Folgerungen aus den S

atzen aus Abschnitt 3.4 f

ur iterierte Funktionensysteme mit
der Eigenschaft (IF) die folgenden Dimensionsabsch

atzungen f

ur deren invariante
Mengen:
Folgerung 3.5.1 Es seien (M;g) eine n-dimensionale Riemannsche C
3
-Mannigfal-
tigkeit, S = fS
i
: M ! Mg
k
i=1
ein iteriertes Funktionensystem und K  M eine
kompakte S-invariante Menge, so da die Eigenschaft (IF) gilt. Falls es eine Zahl
d 2 (0; n] gibt, so da
!
d
(d
u
S
i
)
1
d
>

1
k

1
n
(3.5.7)
f

ur alle u 2 K und alle i 2 f1; : : : ; kg erf

ullt ist, dann gilt dim
H
(K)  d.
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Beweis Wir betrachten die oben eingef

uhrte Abbildung '. Diese ist auf der oenen
Menge U  M deniert, und K ist eine kompakte Teilmenge von U . Da K als S-
invariant vorausgesetzt wurde, ist K auch '-invariant. Aufgrund der Eigenschaft (IF)
ist jdet(d
u
')j > 0 f

ur alle u 2 U . Auerdem gilt
!
d
(d
u
') =
1
!
d
(d
'(u)
S
i(u)
)
f

ur alle u 2 U . Wegen (3.5.7) gilt damit f

ur alle u 2 K
!
d
(d
u
')
1
d
=
1
!
d
(d
'(u)
S
i(u)
)
1
d
< k
1
n
:
Da ' eine C
1
-Abbildung ist, ist !
d
(d') auf K stetig. Aufgrund der Kompaktheit von
K gibt es also eine Zahl  2 (0; 1) mit
!
d
(d
u
')
1
d
 k
1
n
:
Damit ist die Bedingung (3.4.1) f

ur die Abbildung ' erf

ullt, und Satz 3.4.1 liefert
dim
H
(K)  d. 
Folgerung 3.5.2 Es seien (M;g) eine n-dimensionale Riemannsche C
3
-Mannigfal-
tigkeit, S = fS
i
: M ! Mg
k
i=1
ein iteriertes Funktionensystem und K  M eine
kompakte S-invariante Menge, so da die Eigenschaft (IF) gilt. Falls es eine Zahl
d 2 (0; n] gibt, so da
!
d
(d
u
S
i
) <
1
k
(3.5.8)
f

ur alle u 2 K und alle i 2 f1; : : : ; kg erf

ullt ist, so gilt dim
H
(K)  d.
Beweis Unter den Bedingungen (IF) und (3.5.8) k

onnen die Abbildungen S
i
j
K
auch
so zu C
1
-Dieomorphismen
e
S
i
auf eine oene Umgebung
e
U
i
vonK fortgesetzt werden,
da die Mengen
e
S
i
(
e
U
i
) paarweise disjunkt sind und es eine oene Umgebung
e
U von
K gibt, so da cl(
e
U ) 
T
k
i=1
e
U
i
\

S
k
i=1
e
S
i
(
e
U
i
)

kompakt ist und
S
k
i=1
e
S
i
(
e
U ) 
e
U gilt.
Wir betrachten nun die Abbildung e' :
S
k
i=1
e
S
i
(
e
U
i
)!M , deniert durch
e'(u) =
e
S
 1
j(u)
(u);
wobei j :
S
k
i=1
e
S
i
(
e
U) ! f1; : : : ; kg zu jedem Punkt u 2
S
k
i=1
e
S
i
(
e
U
i
) den eindeu-
tig bestimmten Index j mit u 2
e
S
j
(
e
U
j
) liefert. Diese Abbildung e' ist damit eine
C
1
-Abbildung, deniert auf der oenen Umgebung
S
k
i=1
e
S
i
(
e
U
i
) von K, und K ist
invariant unter e'. Weiterhin ist
e
U 
S
k
i=1
e
S
i
(
e
U
i
) eine oene Umgebung von K, die
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die Bedingungen des Satzes 3.4.2 f

ur die Abbildung e' erf

ullt. F

ur alle u 2 K gilt
aufgrund von (3.5.8)
!
d
(d
u
e') =
1
!
d
(d
e'(u)
e
S
i(u)
)
=
1
!
d
(d
e'(u)
S
i(u)
)
> k:
Da e' stetig auf der kompakten Menge K ist, gibt es eine Zahl  2 (0; 1) mit
!
d
(d
u
e')  k
f

ur alle u 2 K. Damit ist die Bedingung (3.4.4) f

ur die Abbildung e' erf

ullt, und
Satz 3.4.2 liefert dim
H
(K)  d. 
Viele bekannte selbst

ahnliche Mengen lassen sich durch ein iteriertes Funktionen-
system beschreiben, bei dem die Abbildungen S
i
kontrahierende

Ahnlichkeitsabbil-
dungen sind (siehe z. B. [21]). Als einfaches Beispiel wollen wir hier die Standard-
Cantor-Menge C betrachten, die ausgehend vom Einheitsintervall [0; 1]  R dadurch
entsteht, da in jedem Schritt aus jedem Intervall das oene mittlere Drittel entfernt
wird, d. h., C entsteht als Durchschnitt von Mengen K
i
(i 2 N
0
) mit K
0
= [0; 1],
K
1
= [0;
1
3
][ [
2
3
; 1], K
2
= [0;
1
9
][ [
2
9
;
1
3
] [ [
2
3
;
7
9
] [ [
8
9
; 1] usw. und stimmt damit mit der
invarianten Menge K der in Beispiel 2.1.1 betracheten Zeltabbildung

uberein.
Die Standard-Cantor-Menge C kann als invariante Menge des iterierten Funktionen-
systems S = fS
1
; S
2
g beschrieben werden, wobei S
i
: R! R (i = 1; 2) durch
S
1
(x) =
1
3
x und S
2
(x) =
1
3
x+
2
3
(3.5.9)
deniert sind. Die Eigenschaft (IF) ist hier oensichtlich erf

ullt. Betrachtet man in R
die Euklidische Metrik, dann ist der einzige Singul

arwert der Tangentialabbildungen

1
=
1
3
f

ur alle Punkte aus R. Die Bedingung (3.5.7) hat damit die Form
1
3
>
1
2
,
das ist oensichtlich nicht erf

ullt. Also kann Folgerung 3.5.1 hier nicht angewendet
werden. Bedingung (3.5.8) lautet f

ur die Standard-Cantor-Menge

1
3

d
<
1
2
; (3.5.10)
dieses ist f

ur alle Zahlen d >
ln 2
ln3
erf

ullt. Im Grenz

ubergang d !
ln 2
ln3
liefert Folge-
rung 3.5.2 also
dim
H
(C) 
ln 2
ln 3
:
Bekanntlich gilt f

ur die Standard-Cantor-Menge dim
H
(C) =
ln 2
ln 3
, also erhalten wir
mit Folgerung 3.5.2 hier eine scharfe Absch

atzung.
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3.5.5 Hufeisenabbildungen
Durch Streckung, Kontraktion und Faltung k

onnen bei Fl

ussen invarianteMengen mit
einer sehr komplizierten geometrischen Struktur entstehen. Da Faltungen bei Fl

ussen
injektiv und meist auch dierenzierbar sind, k

onnen sie nur in Form von hufeisenar-
tigen Poincare-Abbildungen auftreten. Bei dreidimensionalen dynamischen Systemen
sind solche Hufeisenabbildungen schon nachgewiesen worden. ZumBeispiel untersuch-
te B. Deng in [17] das Faltungsverhalten dreidimensionaler Systeme und zeigte dabei,
da das R

ossler-System bei bestimmten Parameterwerten eine Hufeisenabbildung ge-
neriert. Auch aus diesem Grund ist es sinnvoll, die Dimension invarianter Mengen von
Hufeisen-Abbildungen abzusch

atzen. Die folgende Denition lehnt sich an [11] an.
Es bezeichne I  R das Einheitsintervall [0; 1] und I
m
= I  : : :  I  R
m
den
m-dimensionalen Einheitsw

urfel f

ur m 2 N. Eine Hufeisenabbildung in R
m+1
ist eine
injektive Abbildung f : I
m+1
! R
m+1
mit der folgenden Eigenschaft:
(H1) Es existiert eine Menge I

 I mit f
 1
(I
m+1
) = I

 I
m
, die die Vereinigung
endlich vieler nichtleerer disjunkter Intervalle I

=
S
k
i=1
I
i
(k  2) ist, so da f
in den Punkten (x; y) 2 I

 I
m
in der Form
f(x; y) = ('(x);  (x) + A(x)y)
mit einem Parameter  2 (0; 1) und C
1
-Abbildungen ' : I

! I,  : I

! I
m
und A : I

!M
m;m
(f 1; 1g) dargestellt werden kann. Dabei ist A(x) f

ur jedes
x 2 I

eine mm-Diagonalmatrix, deren Hauptdiagonale nur die Zahlen 1 und
 1 enth

alt.
Die x-Komponente stellt dabei die eindimensionale Streckungsrichtung dar, und in
der y-Komponente werden alle anderenm Raumrichtungen zusammengefat, in denen
eine Stauchung erfolgt. Da die Abbildung A stetig sein soll, muA auf jedem Intervall
I
i
(i = 1; : : : ; k) konstant sein.
Als Beispiel betrachten wir die in Abb. 3.4 dargestellte Abbildung in R
2
. Dabei wird
das Einheitsquadrat vertikal mit dem Faktor 3 gestreckt, horizontal mit dem Faktor
2
5
gestaucht und anschlieend zu einemHufeisen gebogen. Da in (H1) die x-Komponente
die Streckungsrichtung beschreibt, ist im Beispiel die x-Koordinate vertikal und dem-
zufolge die y-Koordinate horizontal, also genau entgegengesetzt zur

ublichen Bezeich-
nung. Die Menge I

besteht hier aus den zwei Intervallen I
1
= [0;
1
3
] und I
2
= [
5
6
; 1].
In den Punkten (x; y) 2 I

 I l

at sich die Abbildung als
f(x; y) =
8
>
>
<
>
>
:
(3x;
2
5
y) f

ur (x; y) 2 I
1
 I;
(
7
2
  3x; 1 
2
5
y) f

ur (x; y) 2 I
2
 I
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Abbildung 3.4: Beispiel einer Hufeisenabbildung
darstellen. Damit gilt hier  =
2
5
, und die Abbildungen ',  und A haben die Form
'(x) =
8
>
>
<
>
>
:
3x f

ur x 2 I
1
;
7
2
  3x f

ur x 2 I
2
;
 (x) =
8
>
>
<
>
>
:
0 f

ur x 2 I
1
;
1 f

ur x 2 I
2
;
und
A(x) =
8
>
>
<
>
>
:
1 f

ur x 2 I
1
;
 1 f

ur x 2 I
2
:
F

ur die Abbildung ' gilt hier '(I
1
) = I, '(I
2
)  I, und d
x
' hat in I
1
und I
2
jeweils
konstantes Vorzeichen. Die Abbildung  ist auf I
1
und I
2
jeweils konstant. Diese
Eigenschaften wollen wir allgemein f

ur die hier betrachteten Hufeisenabbildungen
voraussetzen:
(H2) Es gilt '(I
i
) = I f

ur i = 1; : : : ; k  1, '(I
k
)  I und d
x
' hat in jedem Intervall
I
i
(i = 1; : : : ; k) konstantes Vorzeichen.
In dieser Formulierung ist enthalten, da d
x
' 6= 0 f

ur alle x 2 I

gilt. Daraus ergibt
sich, da jeder Punkt aus I unter der Abbildung ' genau ein Urbild in jeder der
Mengen I
1
; : : : ; I
k 1
und h

ochstens ein Urbild in I
k
hat, wobei mindestens ein Punkt
aus I ein Urbild in I
k
hat. F

ur die Vielfachheitsfunktion gilt damit N('; I

; x) 2
fk   1; kg f

ur alle x 2 I.
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(H3) Die Abbildung  ist auf den Intervallen I
1
; : : : ; I
k
jeweils konstant.
Unter dieser Voraussetzung existieren Funktionen  
i
: I
m
! I
m
(i = 1; : : : ; k) mit
 
i
(y) =  (x) + A(x)y f

ur beliebiges x 2 I
i
und jedes y 2 I
m
. Jede Abbildung  
i
ist linear und invertierbar und kann damit zu einem C
1
-Dieomorphismus auf eine
oene Umgebung von I
m
fortgesetzt werden. Da f injektiv ist, gilt  
i
(I
m
)\ 
j
(I
m
) = ;
f

ur 1  i < j  k. Damit existiert eine Art Umkehrabbildung
e
 :
S
k
i=1
 
i
(I
m
) !
I
m
mit  j
 
i
(I
m
)
=  
 1
i
. Zum Beispiel ergibt sich f

ur die in Abb. 3.4 dargestellte
Hufeisenabbildung
e
 : [0;
2
5
] [ [
3
5
; 1]! [0; 1] in der Form
e
 (y) =
8
>
<
>
>
:
5
2
y f

ur y 2 [0;
2
5
];
5
2
 
5
2
y f

ur y 2 [
3
5
; 1]:
Die maximale invariante Menge K :=
T
1
p= 1
f
p
(I

 I
m
) der Hufeisenabbildung ist
in einer Menge
e
K enthalten, die sich als Kreuzprodukt
e
K =
1
\
p= 1
'
p
(I

)
1
\
p= 1
e
 
p
(I
m
) =
0
\
p= 1
'
p
(I

)
0
\
p= 1
e
 
p
(I
m
)
schreiben l

at. Da
e
K  K gilt, ist eine obere Schranke f

ur die Hausdor-Dimension
von
e
K auch eine obere Absch

atzung f

ur die Dimension von K. Es bezeichne
e
K
'
:=
T
0
p= 1
'
p
(I

) und
e
K
e
 
:=
T
0
p= 1
e
 
p
(I
m
). Dann ist
e
K
'
eine '-invariante Menge,
und
e
K
e
 
ist
e
 -invariant. Deshalb k

onnen die Dimensionen dieser Mengen separat ab-
gesch

atzt werden.
Betrachten wir zuerst die Abbildung '. Da diese Abbildung auf einer Teilmenge
der eindimensionalen Mannigfaltigkeit R wirkt, hat ihre Tangentialabbildung genau
einen Singul

arwert 
1
(d
x
') = jd
x
'j. Wie schon im Abschnitt 3.5.1 erw

ahnt wurde,
kann Satz 3.4.1 im Eindimensionalen nur im trivialen Fall einer nulldimensionalen
invarianten Menge angewendet werden. Deshalb betrachten wir hier Satz 3.4.2. Die
Abbildung ' ist eine C
1
-Abbildung auf der Vereinigung disjunkter abgeschlossener
Intervalle I

=
S
k
i=1
I
i
mit d
x
' 6= 0 f

ur alle x 2 I

, und jeder Punkt aus I hat
h

ochstens k Urbilder. Damit kann ' in geeigneter Weise auf eine oene Menge U  I

fortgesetzt werden, so da d
x
' 6= 0 f

ur alle x 2 U gilt und es eine oene Menge
e
U  I

gibt, so da cl(
e
U)  U kompakt ist und '
 1
(
e
U ) 
e
U und N(';
e
U; x)  k f

ur alle
x 2 '(
e
U) gilt. Bedingung (3.4.4) hat damit die Form
jd
x
'j
d
> k
f

ur alle x 2
e
K
'
, das ist f

ur alle d >
ln k
ln inf
x2
e
K
'
jd
x
'j
erf

ullt. Satz 3.4.2 liefert im
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Grenz

ubergang d!
lnk
ln inf
x2
e
K
'
jd
x
'j
also
dim
H
(
e
K
'
) 
ln k
ln inf
x2
e
K
'
jd
x
'j
: (3.5.11)
Dabei kann inf
x2
e
K
'
jd
x
'j durch inf
x2I

jd
x
'j ersetzt werden, falls
e
K
'
nicht explizit
bekannt ist, dadurch wird die obere Schranke nur vergr

obert. Voraussetzung f

ur diese
Absch

atzung ist inf
x2
e
K
'
jd
x
'j > k bzw. inf
x2I

jd
x
'j > k.
Bemerkung 3.5.1 In Spezialf

allen kann diese Absch

atzung f

ur die Hausdor-Di-
mension noch verbessert werden, wenn die Vielfachheitsfunktion N(';
e
U; ) nicht glo-
bal durch k abgesch

atzt wird, sondern genau ber

ucksichtigt wird, welche Punkte der
Menge
e
K
'
nur (k   1) Urbilder in
e
U haben. Das h

angt aber von der jeweiligen Kon-
struktion der Menge
e
U ab.
Nun betrachten wir die Menge
e
K
e
 
. Diese Menge besteht aus k
"
linearen Kopien\ von
sich selbst mit Kontraktionsfaktor . Damit gilt nach [21] f

ur ihre Dimensionswerte
dim
H
(
e
K
e
 
) = dim
C
(
e
K
e
 
) =
ln k
  ln
: (3.5.12)
F

ur die Hausdor-Dimension liefert Satz 3.4.2 denselben Wert als obere Schranke.
F

ur Kreuzprodukte beliebiger Mengen A  R, B  R
m
gilt nach [21] die Beziehung
dim
H
(AB)  dim
H
(A) + dim
C
(B): (3.5.13)
F

ur die invariante Menge K der Hufeisenabbildung als Teilmenge von
e
K =
e
K
'

e
K
e
 
ergibt sich damit aus (3.5.11) und (3.5.12)
dim
H
(K) 
ln k
  ln
+
ln k
ln inf
x2
e
K
'
jd
x
'j
:
Diese Absch

atzung kann auf die Beispielabbildung aus Abb. 3.4 angewendet werden.
Hier ist k = 2,  =
2
5
und inf
x2
e
K
'
jd
x
'j = 3. Damit ergibt sich f

ur die invariante
Menge der Beispielabbildung die obere Schranke
dim
H
(K) 
ln 2
ln 5   ln 2
+
ln 2
ln 3
 1; 387:
Dieser Wert ist hier der exakte Hausdor-Dimensionswert f

ur die Menge
e
K, aber nur
eine obere Schranke f

ur die Hausdor-Dimension der invarianten Menge K, die hier
eine echte Teilmenge von
e
K ist.
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3.5.6 Belykh-Abbildungen
In [8] werden Abbildungen g : R
2
! R
2
der Form
g('; y) = ('+ y   p(F (')  ); y(1   )  s(F (')  ));
'; y 2 R;
(3.5.14)
betrachtet, die aus dem Dierentialgleichungssystem
_' = y    (F (')  )
_y =  y   s(F (')  )
(3.5.15)
durch Diskretisierung nach dem Eulerverfahren entstehen. Im Dierentialgleichungs-
system (3.5.15), das ein System der Phasensynchronisation darstellt, sind p; s;  2 R
0+
Parameter und F : R! R ist eine 2-periodische Funktion. Die Zahl  > 0 in (3.5.14)
ist die Diskretisierungsschrittweite. Da ' eine Winkelvariable ist, kann die Abbildung
(3.5.14) auf einem durch Faktorisierung des R
2
entstandenen Zylinder betrachtet wer-
den. Durch Substitutionen
 := p;  := 
2
s;  := 1   ; y := y (3.5.16)
l

at sich die Abbildung (3.5.14) in die Form
g('; y) = (('+ y   (F (')  )) mod 2;y   (F (')  )) (3.5.17)
bringen. In [8] wurde f

ur F speziell die S

agezahnfunktion
F (') = 1 
'

(' mod 2); ' 2 R;
betrachtet (siehe Abb. 3.5).
F (')
'
0
1
 1

 
2
 2
Abbildung 3.5: S

agezahnfunktion
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Dann l

at sich die Abbildung (3.5.17) durch die weiteren Substitutionen
' :=
'  (1  )
2
; y :=
y
2
; c :=
1  
2
;  :=


+ 1;  :=


(3.5.18)
zur Abbildung
g('; y) = ('+ y; '+ y) (('+ c) mod 1) (3.5.19)
vereinfachen. Es seien a und ( b) die Nullstellen der Gleichung
x
2
+ (   )x   = 0: (3.5.20)
Beschr

anken wir uns im weiteren auf den Fall s > 0. Dann ergibt sich aus den Sub-
stitutionsvorschriften (3.5.16) und (3.5.18) die Beziehung  > 0. Somit sind die Null-
stellen der Gleichung (3.5.20) reell und haben verschiedenes Vorzeichen, also kann
a; b > 0 gew

ahlt werden. Durch die erneuten Substitutionen
u := ' 
y
a
; v := '+
y
b
;  :=   a;  :=  + b (3.5.21)
erh

alt man die Abbildung (3.5.19) in der kanonischen Form
g(u; v) = (u; v)

au+ bv
a+ b
+ c

mod 1

: (3.5.22)
Falls zus

atzlich     6= 0 vorausgesetzt wird, sind  und  ungleich Null. Die
Abbildung (3.5.22) wird im weiteren auch als Belykh-Abbildung bezeichnet. Eine etwas
modizierte Form dieser Abbildung wurde auch in [65] untersucht. Es sei bemerkt,
da die maximale invariante Menge K dieser Abbildung, an die sich die Bewegungen
des Systems mit wachsender Zeit immer mehr ann

ahern, im Fall  < 1 und  > 1 ein
quasihyperbolischer Attraktor im Sinne von [3] ist.
F

ur die Abbildung (3.5.22) wurden in der Literatur bisher nur im volumendissipativen
Fall obere Schranken f

ur die Hausdor-Dimension der Grenzmenge K angegeben. In
[8] wurde der Fall  < 1 mit  <
1
2
,   2 betrachtet und daf

ur die obere Schranke
dim
H
(K)  1  
ln 2
ln
ermittelt.
Wir betrachten nun die Faktorisierungsbedingung
 
au+bv
a+b
+ c

mod 1, die aus der Be-
trachtung von ' als Winkelvariable in (3.5.14) entstanden ist. Diese Bedingung be-
deutet, da die Abbildung (3.5.22) nur auf dem Streifen

(u; v) 2 R



 c(a+ b)  au
b
 v <
(1  c)(a+ b)  au
b

;
d. h. auf einem Zylinder Z, zu betrachten ist (siehe Abb. 3.6).
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(1 c)(a+b)
a
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b
 c(a+b)
a
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@
@
@
@
@
@
@
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@
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@
@
@
@
@
@
@
@
@
@
@
@
@
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Abbildung 3.6: Denitionsgebiet der Belykh-Abbildung
Durch diese Faktorisierung wird in R
2
die

Aquivalenzrelation
(u; v)  (u
0
; v
0
), u
0
= u+ k; v
0
= v + k; k 2Z (3.5.23)
induziert. Durch diese Faktorisierung wird aber nicht erreicht, da die Abbildung g auf
dem gesamten Zylinder Z stetig ist. Die Unstetigkeitsstellen liegen auf der Geraden
G := f(u; v) 2 Z j v =
 c(a+b) au
b
g.
Die invariante Menge der Belykh-Abbildung des in Abb. 3.6 dargestellten Streifens ist
nicht kompakt. Durch eine weitere Faktorisierung kann die zugrundeliegende Mannig-
faltigkeit aber kompaktiziert werden, indem vom Zylinder zum Torus

ubergegangen
wird. F

ur diese zweite Faktorisierung werden Zahlen d 6= e gesucht, f

ur die
g(u+ d; v + e)  g(u; v) f

ur alle u; v 2 R
mit der in (3.5.23) denierten

Aquivalenzrelation gilt. Die kleinstm

oglichen solchen
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Zahlen erh

alt man f

ur
g(u+ d; v + e) = ((u+ d); (v + e)) = (u+ 1; v + 1);
woraus sich d =
1

und e =
1

ergeben. Da a 6=  b vorausgesetzt wurde, ist  6= 
und folglich auch d 6= e. Diese Eigenschaft ist notwendig, damit durch die zus

atzliche
Faktorisierung wirklich ein Torus entsteht. Wir erhalten insgesamt also die

Aquiva-
lenzrelation
(u; v)  (u
0
; v
0
), u
0
= u+ k +
l

; v
0
= v + k +
l

; k; l 2Z (3.5.24)
in R
2
, die diesen Raum in einen Torus T

uberf

uhrt. Als Metrik auf T betrachten wir
die durch den R
2
induzierte ache Metrik
%([(u; v)]; [(w; x)]) = min
(u
0
;v
0
)(u;v)
p
jw   u
0
j
2
+ jx  v
0
j
2
:
Im weiteren werden Punkte [(u; v)] des Torus T auch kurz mit (u; v) bezeichnet.
Es bezeichne eg die durch g induzierte Abbildung auf dem Torus T . Aufgrund der
Auswahl von d und e gilt
(u; v)  (u
0
; v
0
)) g(u; v)  g(u
0
; v
0
);
so da eg wirklich als Abbildung auf dem Torus T betrachtet werden kann. Die Menge
K =
T
1
i=0
eg(T ) ist als abz

ahlbarer Durchschnitt kompakter Mengen wieder kompakt
und auerdem invariant unter der Abbildung g. Es bezeichne
e
K das Bild von K
unter der Inversen der kanonischen Projektion  : R
2
! T , eingeschr

ankt auf einen
maximalen Teil des in Abb. 3.6 Streifens, so da diese Einschr

ankung injektiv ist.
Dann ist
e
K beschr

ankt, aber nicht notwendigerweise abgeschlossen. Es gilt jedoch
dim
H
(
e
K) = dim
H
(K).
F

ur jede invariante Menge K
0
der urspr

unglichen Abbildung auf dem in Abb. 3.6
dargestellten Streifen gilt
K
0

[
l2Z

e
K +

l

;
l


:
Es sei K
l
=
e
K +

l

;
l


(l 2 Z), und d sei die Hausdor-Dimension von K. Dann
gilt dim
H
(K
l
) = d f

ur alle l 2 Z. Die Menge K
0
ist also in einer abz

ahlbaren Ver-
einigung von kompakten Mengen der Hausdor-Dimension d enthalten. Nach Lem-
ma 1.7.1 gilt somit dim
H
(K
0
)  d. Das bedeutet also, da eine obere Schranke f

ur
die maximale invariante Menge K der auf den Torus T eingeschr

ankten Belykh-
Abbildung immer auch eine obere Schranke f

ur jede invariante Menge der urspr

ung-
lichen Belykh-Abbildung ist. Deshalb werden wir nun die Hausdor-Dimension der
Menge K absch

atzen.
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Zur Anwendung der Dimensionsabsch

atzungen aus Abschnitt 3.4 auf diese Abbildung
mu die Anzahl der Urbilder abgesch

atzt werden. F

ur zwei Punkte (u; v) und (u
0
; v
0
)
des Torus gilt eg(u; v) = eg(u
0
; v
0
) genau dann, wenn
u
0
= u +
l

+ k und v
0
= v +
l

+ k
f

ur zwei Zahlen k; l 2 Zist. Das heit
u
0
  u =
l

2
+
k

und v
0
  v =
l

2
+
k

:
Dabei kann k = 0 gesetzt werden, da Punkte, die sich um

k

;
k


unterscheiden, nach
(3.5.24)

aquivalent sind, also dem gleichen Punkt des Torus entsprechen. Es bleibt
also noch zu untersuchen, wieviele verschiedene Punkte (u
0
; v
0
) des Torus existieren,
die sich von einem vorgegebenen Punkt (u; v) um

l

2
;
l

2

mit einer ganzen Zahl l
unterscheiden. Dazu kann man f

ur einen beliebigen Punkt (u; v) 2 R
2
die Gerade
G
0
:=
n
(u; v) + t

1

2
;
1

2




t 2 R
o
betrachten und bestimmen, welche L

ange das Geradenst

uck innerhalb des Streifens
(siehe Abb. 3.6) im Verh

altnis zum Vektor w =

1

2
;
1

2

hat. Die zwei Geraden, die
den Streifen begrenzen, sind
G =
n
 c(a+b)
a
; 0

+ t
 
 
1
a
;
1
b




t 2 R
o
und
e
G :=
n
(1 c)(a+b)
a
; 0

+ t
 
 
1
a
;
1
b




t 2 R
o
:
Ein senkrecht auf diesen Geraden stehender Vektor ist
 
1
b
;
1
a

. Einen Vektor in der-
selben Richtung, der genau die Streifenbreite als L

ange hat, erh

alt man mit Hilfe der
Gleichung

 c(a+ b)
a
; 0

+ t

1
b
;
1
a

=

(1  c)(a+ b)
a
; 0

+ s

 
1
a
;
1
b

;
d. h. mit Hilfe des Gleichungssystems
 c(a+ b)
a
+
t
b
=
(1  c)(a+ b)
a
 
s
a
;
t
a
=
s
b
;
dessen L

osung t =
ab(a+b)
a
2
+b
2
und s =
b
2
(a+b)
a
2
+b
2
ist. Der Vektor senkrecht zu G und
e
G,
dessen L

ange die Streifenbreite ist, lautet damit w
0
=

a(a+b)
a
2
+b
2
;
b(a+b)
a
2
+b
2

. Mit Hilfe dieses
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Vektors ergibt sich die L

ange des Geradenst

ucks von G
0
im Streifen imVerh

altnis zum
Vektor w einfach als
hw;w
0
i
R
2
kw
0
k
2
=
a(a+b)

2
(a
2
+b
2
)
+
b(a+b)

2
(a
2
+b
2
)
a
2
(a+b)
2
(a
2
+b
2
)
2
+
b
2
(a+b)
2
(a
2
+b
2
)
2
=
a

2
+
b

2
a+ b
:
Da a und ( b) Nullstellen der Gleichung (3.5.20) sind, gilt ab =  und b a =  .
Zusammen mit den Substitutionsvorschriften (3.5.21) ergibt sich
a

2
+
b

2
a+ b
=

2
+ 

2
+ 
2
:
Damit hat jeder Punkt des Torus T unter der Abbildung eg h

ochstens
l

2
+
2

2
+
m
Urbilder.
Eine analoge Absch

atzung der Vielfachheitsfunktion nach unten ist so einfach nicht
m

oglich, da daf

ur die invariante Menge K bekannt sein m

ute und Urbilder nur in
dieser Menge betrachtet werden d

urften. Wir k

onnen die Anzahl der Urbilder deshalb
nur durch 1 nach unten absch

atzen.
Auf dem Torus T ist die Abbildung eg in den Punkten der Linie (G) nicht stetig.
Deshalb k

onnen die S

atze aus Abschnitt 3.4 nicht angewendet werden. Wir k

onnen
aber auch f

ur die Abbildung eg, analog zu Abschnitt 3.3, Schrankenaussagen f

ur die
Transformation der

aueren Hausdor-Integrale herleiten. Die Abbildung eg ist links
und rechts der Linie (G) stetig und kann stetig dierenzierbar

uber die Linie (G)
hinaus fortgesetzt werden. Diese Fortsetzungen seien mit eg
l
und eg
r
bezeichnet. Auf
einer Kugel, die Punkte aus (G) enth

alt, sind somit beide Abbildungen eg
l
und eg
r
zu untersuchen. Auf jeder beliebigen Kugel sind also h

ochstens zwei Abbildungen zu
betrachten. Mit einer Funktion f : K ! (0; 1], die (3.3.1) erf

ullt, erhalten wir dann,
analog zu Satz 3.3.1, die Schrankenaussage
I
H
('(K); 1; d; ")  2  16
n
n
n
I
H

K;max
n
f!
d
(d')
n
d
; f
d
n
!
d
(d')
o
; d; "

:
f

ur alle d 2 (0; n] und alle hinreichend kleinen Zahlen " > 0. F

ur
e
U := T und eine
Funktion f : T ! (0; 1], die (3.3.12) und (3.3.13) erf

ullt, gilt, analog zu Satz 3.3.2,
I
H
(K; f minf!
d
(d')
n
d
; !
d
(d')g; d; ")  2  16
n
n
n
I
H
('(K); 1; d; ") :
f

ur alle d 2 (0; n] und alle hinreichend kleinen Zahlen " > 0. In die Beweise der S

atze
aus Abschnitt 3.4 gehen Iterierte der Abbildung ein. F

ur eg
p
sind dabei im ung

unstig-
sten Fall in jedem Iterationsschritt die zwei Abbildungen eg
l
und eg
r
einzubeziehen. F

ur
jede Kugel sind dabei zur Ermittlung ihres Bildes unter der Abbildung eg h

ochstens
2
p
verschiedene Abbildungen zu betrachten. Diese Anzahl l

at sich allerdings nicht
unabh

angig von der Zahl p nach oben absch

atzen, so da wir nicht analog zu [63] vor-
gehen k

onnen. Damit m

ussen die Bedingungen (3.4.1) und (3.4.4) in der vorliegenden
Situation durch
!
d
(d
u
')
1
d
<
1
2
N(eg;K;eg(u))
1
n
f

ur alle u 2 K (3.5.25)
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bzw.
!
d
(d
u
') > 2N(eg;
e
U;eg(u)) f

ur alle u 2 K (3.5.26)
ersetzt werden. Auf die Konstante  2 (0; 1) kann man verzichten, da die Singul

arwer-
te von eg sowie von eg
l
und eg
r
konstant  und  auf dem gesamten Torus sind.
Betrachten wir als erstes (3.5.25). Da wir N(eg;
e
U;eg(u)) nach unten nur durch 1
absch

atzen k

onnen, hat diese Bedingung die Form
1
2
>
8
>
>
<
>
>
:
 f

ur d 2 (0; 1];

1
d

1 
1
d
f

ur d 2 (1; 2]:
Diese Bedingung kann nur f

ur  <
1
2
erf

ullt werden und liefert in diesem Fall d >
ln ln
ln+ln2
. F

ur alle diese Zahlen d bekommen wir, analog zu Satz 3.4.1, die Absch

atzung
dim
H
(K)  d. Im Grenz

ubergang d!
ln ln
ln+ln 2
heit das
dim
H
(K) 
ln   ln
ln + ln 2
f

ur  <
1
2
:
Diese Schranke ist gr

oer als diejenige aus [8], da in dieser Situation die Vielfachheit
nicht ausgenutzt werden konnte.
Nun betrachten wir die Bedingung (3.5.26). Mit der obigen Absch

atzung der Viel-
fachheitsfunktion hat diese Bedingung die Form
2


2
+ 
2

2
+ 

<
8
>
>
<
>
>
:

d
f

ur d 2 (0; 1];

d 1
f

ur d 2 (1; 2]:
Damit erhalten wir, analog zu Satz 3.4.2, die Dimensionsabsch

atzung
dim
H
(K) 
8
>
>
>
<
>
>
>
:
ln

2


2
+
2

2
+

ln
f

ur  > 2
l

2
+
2

2
+
m
;
1 +
ln

2


2
+
2

2
+

 ln
ln
f

ur   2
l

2
+
2

2
+
m
< :
(3.5.27)
Beispielsweise ergibt sich f

ur die Parameterwerte  = 3,  = 5,  = 2 und die daraus
resultierenden Werte a = 1, b =  = 2,  = 5 die Absch

atzung der Vielfachheits-
funktion N(eg; T; ) 
l

2
+
2

2
+
m
= 4, so da 2
l

2
+
2

2
+
m
<  erf

ullt ist. Somit ergibt
sich
dim
H
(K)  1 +
ln
l

2
+
2

2
+
m
  ln
ln
= 1 +
ln 8  ln 2
ln 5
= 1 +
ln 4
ln 5
 1; 861:
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Es sei bemerkt, da die zu Satz 3.4.2 analoge Absch

atzung (3.5.27) der Hausdor-
Dimenion invarianter Mengen von Belykh-Abbildungen die Ergebnisse aus [8] erg

anzt,
da zur Anwendung von (3.5.27) immer   2 gelten mu, die Abbildung also volu-
menexpansiv sein mu.
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Kapitel 4
Dynamische Systeme mit einer

aquivarianten Zerlegung des
Tangentialb

undels
In diesem Kapitel werden zun

achst invertierbare dynamische Systeme betrachtet. Es
wird gezeigt, wie das Konzept der hyperbolischen Mengen f

ur Dieomorphismen und
Fl

usse f

ur den Zweck der Dimensionsabsch

atzung abgeschw

acht werden kann, indem
nur noch vorausgesetzt wird, da eine

aquivariante Zerlegung des Tangentialb

undels
existiert, wie sie in Abschnitt 1.9 eingef

uhrt wurde. Die in [72] betrachteten pseu-
dohyperbolischen Mengen sind zum Beispiel Mengen mit einer

aquivarianten Zerle-
gung des Tangentialb

undels, die nicht im klassischen Sinne hyperbolisch sind. F

ur
solche Mengen mit einer

aquivarianten Zerlegung des Tangentialb

undels sind in Ab-
schnitt 1.9, in Analogie zu hyperbolischen Mengen, eine Singul

arwertfunktion und
globale Lyapunov-Exponenten deniert worden, die nun im weiteren Verwendung
nden. Es wird gezeigt, wie unter diesen abgeschw

achten Voraussetzungen analoge
Dimensionsabsch

atzungen wie f

ur hyperbolische Mengen (siehe [29]) erreicht werden
k

onnen. Im zweiten Teil des Kapitels wird diese Vorgehensweise auf eine speziel-
le Klasse von nicht injektiven Abbildungen, die sogenannten k -1-Endomorphismen,
ausgeweitet. Der wesentliche Inhalt dieses Kapitels ist in [26] dargestellt.
4.1 Invertierbare dynamische Systeme
F

ur invariante Mengen invertierbarer dynamischer Systeme mit einer

aquivarianten
Zerlegung des Tangentialb

undels l

at sich die Hausdor-Dimension nach oben mit
Hilfe der Singul

arwertfunktion und der topologischen Entropie absch

atzen:
Satz 4.1.1 Es seien (M;g) eine n-dimensionale Riemannsche C
3
-Mannigfaltigkeit,
K  M eine kompakte Menge,   2 fZ;Rg eine Zeitmenge und '
()
() :   K ! K
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ein C
1
-glattes dynamisches System auf K, so da f

ur K eine

aquivariante Zerlegung
des Tangentialb

undels T
K
M = E
1
E
2
E
3
existiert, wobei E
j
ein n
j
-dimensionales
B

undel ist (j = 1; 2; 3; n
1
+ n
2
+ n
3
= n). Falls f

ur Zahlen d 2 (0; n   n
3
] und t 2  
die Ungleichung
!
E
1
;E
2
;E
3
d;K
('
t
) < e
 2h
top
('
t
j
K
)
; (4.1.1)
erf

ullt ist, so gilt dim
H
(K)  d+ n
3
.
Beweis Es bezeichne der K

urze halber  := h
top
('
t
j
K
) die topologische Entropie des
C
1
-Diffeomorphismus '
t
auf K. F

ur
~
l := !
E
1
;E
2
;E
3
d;K
('
t
) gilt also laut Voraussetzung
~
l < e
 2
, und da '
t
ein Dieomorphismus auf einer oenen Menge U
t
 K ist, ist
~
l > 0. Also existiert eine Zahl l mit
~
l < l < e
 2
. Nach Lemma 1.9.1 gilt dann
!
E
1
;E
2
;E
3
d;K
('
pt
) 
~
l
p
< l
p
f

ur alle p 2 N.
Nun sei p 2 N eine beliebige, aber festgehaltene Zahl. Dann existiert eine hinreichend
groe Zahl m > 1, so da die Ungleichungen
~
l
p
< m
d
; sup
u2K
kd
u
'
pt
k  m und sup
u2K
kd
u
'
 pt
k  m (4.1.2)
gelten, wobei kd
u
'
pt
k bzw. kd
u
'
 pt
k die Operatornorm des linearen Operators d
u
'
pt
:
T
u
M ! T
'
pt
(u)
bzw. d
u
'
 pt
: T
u
M ! T
'
 pt
(u)
bezeichne. Die Zahl  > 0 sei die L

osung
der Gleichung
"
1 +

m
bdc
~
l
p

1=(d bdc)

#
d
~
l
p
= l
p
: (4.1.3)
Weiterhin sei r
1
> 0 so klein gew

ahlt, da es kleiner als das in Satz 1.3.4 eingef

uhrte
"
0
f

ur die Abbildung '
pt
ist und es eine oene Menge V mit K  V  U
t
gibt, so da
k
'
pt
(u)
'
pt
(v)
d
v
'
pt

v
u
  d
u
'
pt
k   und k
'
 pt
(u)
'
 pt
(v)
d
v
'
 pt

v
u
  d
u
'
 pt
k   (4.1.4)
f

ur alle u; v 2 K mit %(u; v)  r
1
gelten. Analog zum Beweis von Satz 3.3.1 gibt es
Zahlen r
2
; r
3
> 0, so da jede Kugel B(u; r
2
) mit Radius r
2
um einen Punkt u 2 V ,
die Punkte aus K enth

alt, vollst

andig in V enthalten ist und
%(exp
u
v; exp
u
w)  2%(v;w) (4.1.5)
f

ur beliebiges u 2 K und alle v;w 2 B(O
u
; r
3
) gilt. Wir setzen
r
0
:= min

r
1
; r
2
;
r
3
6
p
bdc + 1 + 3m+ 

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und betrachten ein festes " 2 (0; r
0
). Es sei fB
p
(u
i
; r
i
)g
i2I
eine endliche

Uberdeckung
von K mit Bowen-Kugeln der Ordnung p bez

uglich der Abbildung '
t
um Punkte u
i
2
K und mit Radien r
i
 ". Aufgrund der Beziehung (1.8.1) gilt B
p
(u
i
; r
i
)  B(u
i
; r
i
)
und damit
exp
 1
u
i
(B
p
(u
i
; r
i
))  exp
 1
u
i
(B(u
i
; r
i
))
f

ur alle i 2 I. Wegen r
i
 r
2
ist f

ur alle i 2 I die Bowen-KugelB
p
(u
i
; r
i
) vollst

andig in
V enthalten.Weiterhin folgt aus (1.8.1) die InklusionB
p
(u
i
; r
i
)  '
pt
(B('
 pt
(u
i
); r
i
)),
und die Taylor-Formel (Satz 1.3.4), angewandt auf die dierenzierbare Abbildung '
pt
,
liefert
k exp
 1
u
i
'
pt
(v)  d
'
 pt
(u
i
)
'
pt
(exp
 1
'
 pt
(u
i
)
(v))k
 sup
w2B('
 pt
(u
i
);r
i
)
k
'
pt
(u
i
)
'
pt
(w)
d
w
'
pt

w
u
i
  d
u
i
'
pt
k  k exp
 1
'
 pt
(u
i
)
(w)k
f

ur alle v 2 B('
 pt
(u
i
); r
i
). Zusammen mit (4.1.4) ergibt sich daraus
exp
 1
u
i
(B
p
(u
i
; r
i
))  exp
 1
u
i
('
pt
(B('
 pt
(u
i
); r
i
)))
 d
'
 pt
(u
i
)
'
pt
(B(O
'
 pt
(u
i
)
; r
i
)) +B(O
u
i
; r
i
):
Analog gilt
exp
 1
u
i
(B
p
(u
i
; r
i
))  d
'
pt
(u
i
)
'
 pt
(B(O
'
pt
(u
i
)
; r
i
)) +B(O
u
i
; r
i
):
Also erhalten wir
exp
 1
u
i
(B
p
(u
i
; r
i
))

 
d
'
 pt
(u
i
)
'
pt
(B(O
'
 pt
(u
i
)
; r
i
)) \ d
'
pt
(u
i
)
'
 pt
(B(O
'
pt
(u
i
)
; r
i
)) \ exp
 1
u
i
(B(u
i
; r
i
))

+B(O
u
i
; r
i
)

 

1
 
d
'
 pt
(u
i
)
'
pt
(B(O
'
 pt
(u
i
)
; r
i
))

 
2
 
d
'
pt
(u
i
)
'
 pt
(B(O
'
pt
(u
i
)
; r
i
))


3
 
exp
 1
u
i
(B(u
i
; r
i
))

+B(O
u
i
; r
i
);
wobei 
j
die Projektion von T
K
M auf E
j
bezeichnet (j = 1; 2; 3). F

ur jedes i 2 I ist
die Menge
E
1
i
= 
1
 
d
'
 pt
(u
i
)
'
pt
(B(O
'
 pt
(u
i
)
; r
i
))

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als Projektion eines Ellipsoids auch ein Ellipsoid und liegt in E
1
u
i
. Analog ist
E
2
i
= 
2
 
d
'
pt
(u
i
)
'
 pt
(B(O
'
pt
(u
i
)
; r
i
))

ein Ellipsoid in E
2
u
i
, und
E
3
i
= 
3
 
exp
 1
u
i
(B(u
i
; r
i
))

ist eine Kugel vom Radius r
i
in E
3
u
i
, also kann diese Menge auch als Ellipsoid be-
trachtet werden. Aufgrund von !
E
1
;E
2
;E
3
d;K
('
pt
) 
~
l
p
gilt !
E
1
u
i
;E
2
u
i
d
(E
1
i
 E
2
i
) 
~
l
p
r
d
i
, und
wegen
e
l
p
< 1 ergibt sich daraus
!
E
1
u
i
;E
2
u
i
;E
3
u
i
d+n
3
(E
1
i
 E
2
i
 E
3
i
) 
~
l
p
r
d+n
3
i
:
Aus (4.1.2) folgt, da die L

angen der Halbachsen von E
1
i
, E
2
i
und E
3
i
h

ochstens mr
i
betragen. Aufgrund von Lemma 1.9.2 und der Beziehung (4.1.3) existieren Ellipsoide
E
1
0
i
 E
1
u
i
, E
2
0
i
 E
2
u
i
und E
3
0
i
 E
3
u
i
mit
exp
 1
u
i
(B
p
(u
i
; r
i
))  E
1
0
i
 E
2
0
i
 E
3
0
i
und
!
E
1
u
i
;E
2
u
i
;E
3
u
i
d+n
3
(E
1
0
i
 E
2
0
i
 E
3
0
i
)  l
p
r
d+n
3
i
: (4.1.6)
Die Anzahl der Bowen-Kugeln der Ordnung p, die zur

Uberdeckung von K notwendig
sind, ist gleich der kleinsten M

achtigkeit N
2p+1
(K; ") einer (2p+ 1; ")-aufspannenden
Menge f

ur K bez

uglich '
t
. Also kann K schon durch N
2p+1
(K; ") Mengen exp
u
i
(E
1
0
i

E
2
0
i
 E
3
0
i
) mit !
E
1
u
i
;E
2
u
i
;E
3
u
i
d
(E
1
0
i
 E
2
0
i
 E
3
0
i
)  l
p
r
d+n
3
i

uberdeckt werden, d. h. jIj 
N
2p+1
(K; ").
Wir betrachten nun ein festes i 2 I. Es seien a
j
1
 a
j
2
 : : :  a
j
n
j
die L

angen der
Halbachsen des Ellipsoids E
j
0
i
(j = 1; 2; 3). Da jedes dieser Ellipsoide eine Kugel vom
Radius r
i
enth

alt, sind alle Halbachsenl

angen positiv. Die Menge fa
1
1
; : : : ; a
1
n
1
; a
2
1
;
: : : ; a
2
n
2
; a
3
1
; : : : ; a
3
n
3
g werde zu fa
1
; : : : ; a
n
gmit a
1
 : : :  a
n
umgeordnet. Die Zahlen
d
1
; d
2
; d
3
m

ogen die Anzahl der Halbachsenl

angen aus fa
1
; : : : ; a
bdc+n
3
g bezeichnen,
die jeweils zu den Ellipsoiden E
1
0
i
, E
2
0
i
und E
3
0
i
geh

oren. Weiterhin sei  := a
bdc+n
3
+1
.
Mit (4.1.6) erhalten wir
 

!
E
1
u
i
;E
2
u
i
;E
3
u
i
d+n
3
(E
1
0
i
 E
2
0
i
 E
3
0
i
)

1
d+n
3
 (l
p
r
d+n
3
i
)
1
d+n
3
< r
i
 ": (4.1.7)
Aufgrund von Lemma 1.2.3 kann das Ellipsoid E
j
0
i
durch N
j
=
2
d
j
!
d
j
(E
j
0
i
)

d
j
Kugeln vom
Radius 
p
d
j
+ 1

uberdeckt werden (j = 1; 2; 3). Damit kann E
1
0
i
 E
2
0
i
 E
3
0
i
schon
durch N
1
N
2
N
3
Kugeln vom Radius 3
p
bdc+ 1

uberdeckt werden. Jede dieser Kugeln,
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die Punkte der Menge exp
 1
u
i
(B
p
(u
i
; r
i
)) enth

alt, liegt dabei innerhalb einer Kugel vom
Radius (6
p
bdc+ 1 + 3m + )" < r
3
um O
u
i
. Aus (4.1.5) folgt dann, da die Menge
B
p
(u
i
; r
i
) durch N
1
N
2
N
3
Kugeln vom Radius 6
p
bdc+ 1

uberdeckt werden kann. Mit
(4.1.7) folgt daraus

H
(B
p
(u
i
; r
i
); d+ n
3
; 6"
p
bdc + 1)
 N
1
N
2
N
3
(6
p
bdc+ 1)
d+n
3
=
2
d
1
!
d
1
(E
1
0
i
)

d
1
2
d
2
!
d
2
(E
2
0
i
)

d
2
2
d
3
!
d
3
(E
3
0
i
)

d
3
6
d+n
3

d+n
3
(bdc+ 1)
d+n
3
2
=
2
bdc+n
3
a
1
: : : a
bdc+n
3

bdc+n
3
6
d+n
3

d+n
3
(bdc + 1)
d+n
3
2
= 6
d+n
3
2
bdc+n
3
(bdc+ 1)
d+n
3
2
a
1
: : : a
bdc+n
3

s
= 6
d+n
3
2
bdc+n
3
(bdc+ 1)
d+n
3
2
!
E
1
u
i
;E
2
u
i
;E
3
u
i
d+n
3
(E
1
0
i
 E
2
0
i
 E
3
0
i
):
Unter Ausnutzung von (4.1.6) erh

alt man aus der letzten Beziehung

H
(B
p
(u
i
; r
i
); d+ n
3
; 6"
p
bdc + 1)
 6
d+n
3
2
bdc+n
3
(bdc+ 1)
d+n
3
2
l
p
r
d+n
3
i
 6
d+n
3
2
bdc+n
3
(bdc+ 1)
d+n
3
2
l
p
"
d+n
3
:
Da diese Ungleichung f

ur alle i 2 I gilt, ergibt sich

H
(K; d+ n
3
; 6"
p
bdc + 1)

X
i2I

H
(B
p
(u
i
; r
i
); d+ n
3
; 6"
p
bdc+ 1)
 N
2p+1
(K; ")6
d+n
3
2
bdc+n
3
(bdc+ 1)
d+n
3
2
l
p
"
d+n
3
:
Aufgrund der Denition der topologischen Entropie von '
t
aufK gibt es zu beliebigem
 > 0 Zahlen "
0
() > 0 und p
0
(; ") 2 N, so da
N
2p+1
(K; ") < e
p(2+)
f

ur 0 < " < "
0
() und p > p
0
(; ") gilt. Also ist

H
(K; d+ n
3
; 6"
p
bdc+ 1) < e
p(2+)
6
d+n
3
2
bdc+n
3
(bdc+ 1)
d+n
3
2
l
p
"
d+n
3
:
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Da wegen l < e
 2
auch 2+ ln l < 0 ist, k

onnen wir  > 0 so klein w

ahlen, da auch
2 + ln l +  < 0 gilt. Dann ist f

ur 0 < " < minfr
0
; "
0
()g und p > p
0
(; ")

H
(K; d+ n
3
; 6"
p
bdc+ 1) < e
p(2+ln l+)
6
d+n
3
2
bdc+n
3
(bdc+ 1)
d+n
3
2
"
d+n
3
:
F

ur p ! 1 geht die rechte Seite dieser Ungleichung gegen Null, so da sich daraus

H
(K; d + n
3
; 6"
p
bdc+ 1) = 0 und damit 
H
(K; d + n
3
) = 0 ergeben. Letzteres
bedeutet dim
H
(K)  d + n
3
. 
Betrachtet man das Langzeitverhalten des dynamischen Systems, so l

at sich eine zu
Satz 4.1.1 analoge Aussage in der Sprache der bez

uglich einer

aquivarianten Zerlegung
des Tangentialb

undels gebildeten globalen Lyapunov-Exponenten aus Abschnitt 1.9
formulieren:
Folgerung 4.1.1 Es seien (M;g) eine n-dimensionale Riemannsche C
3
-Mannigfal-
tigkeit, K  M eine kompakte Menge,   2 fZ;Rg eine Zeitmenge und '
()
() :
 K ! K ein C
1
-glattes dynamisches System auf K, so da f

ur K eine

aquivariante
Zerlegung des Tangentialb

undels T
K
M = E
1
 E
2
 E
3
existiert, wobei E
j
ein n
j
-
dimensionales B

undel ist (j = 1; 2; 3; n
1
+n
2
+n
3
= n). Weiterhin seien 
u
1
; : : : ; 
u
n n
3
die globalen Lyapunov-Exponenten von ' auf K bez

uglich der Zerlegung E
1
E
2
E
3
,
und D 2 f0; : : : ; n  n
3
  1g sei die kleinste Zahl mit der Eigenschaft
2h
top
('j
K
) + 
u
1
+ : : :+ 
u
D
+ 
u
D+1
< 0: (4.1.8)
Dann gilt dim
H
(K)  D + n
3
+
2h
top
('j
K
)+
u
1
+:::+
u
D
j
u
D+1
j
.
Beweis Wie in Abschnitt 1.9 bemerkt wurde, sind die dort denierten globalen
Lyapunov-Exponenten reelle Zahlen. Es sei wieder  := h
top
('j
K
). Wegen   0 folgt
aus Bedingung (4.1.8) 
u
D+1
< 0 und damit 
u
m
< 0 f

ur alle m = D + 1; : : : ; n   n
3
.
Nun sei d 2

D +
2+
u
1
+:::+
u
D
j
u
D+1
j
; n  n
3
i
eine beliebige Zahl. Dann gilt
2 + 
d
 2 + 
u
1
+ : : :+ 
u
bdc
+ s
u
bdc+1
< 0:
Also k

onnen wir eine Zahl " > 0 so klein w

ahlen, da 
d
+ " <  2 gilt. Wegen
(1.9.2) gibt es eine positive Zahl t 2   mit
1
t
ln!
E
1
;E
2
;E
3
d;K
('
t
) < 
d
+ ". F

ur dieses t
gilt demzufolge
!
E
1
;E
2
;E
3
d;K
('
t
) < e
t(
d
+")
< e
 2t
:
Aufgrund von Lemma 1.8.1 sind damit die Bedingungen von Satz 4.1.1 f

ur die Ab-
bildung '
t
erf

ullt, und wir erhalten f

ur jedes d 2

D +
2+
u
1
+:::+
u
D
j
u
D+1
j
; n  n
3
i
die
Absch

atzung dim
H
(K)  d + n
3
. Im Grenz

ubergang d ! D +
2+
u
1
+:::+
u
D
j
u
D+1
j
heit
das dim
H
(K)  D + n
3
+
2h
top
('j
K
)+
u
1
+:::+
u
D
j
u
D+1
j
. 
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Bemerkung 4.1.1 Die Folgerung 4.1.1 stellt eine zum Satz 1.9.2 aus [29] analoge
Dimensionsabsch

atzung dar. Im Unterschied zu [29] werden hier allerdings wesentlich
schw

achere Bedingungen an das dynamische System gestellt: Das dynamische System
mu nicht im strengen Sinne hyperbolisch sein, sondern es ist ausreichend, da eine

aquivariante Zerlegung des Tangentialb

undels existiert. Der Fall der hyperbolischen
Mengen ist f

ur E
1
= E
s
, E
2
= E
u
und E
3
= E
0
in der Folgerung 4.1.1 mit enthalten.
Aber auch f

ur streng hyperbolischeMengen ergeben sich in Folgerung 4.1.1 schw

achere
Voraussetzungen als in Satz 1.9.2. So kann aufgrund einer anderen Beweistechnik
auf die
"
pinching condition\ verzichtet werden. Da die Taylor-Formel im Beweis nur
bis zum Restglied erster Ordnung verwendet wird, ist es auerdem ausreichend, die
Glattheitsforderung C
1
an das dynamischen System ' zu stellen.
4.2 Die Klasse der k -1-Endomorphismen
Im weiteren Verlauf dieses Kapitels soll nun gezeigt werden, wie sich die Dimensions-
absch

atzung f

ur Mengen mit einer

aquivarianten Zerlegung des Tangentialb

undels
auch auf eine spezielle Klasse nicht invertierbarer dynamischer Systeme, die soge-
nannten k -1-Endomorphismen, anwenden l

at. Die Klasse der k -1-Endomorphismen
ist in [54] eingef

uhrt worden und in [24, 26, 55] weiter untersucht worden.
Denition 4.2.1 Es sei (M;g) eine n-dimensionale Riemannsche Mannigfaltigkeit.
Ein k -1-Endomorphismus-System (';K;K
1
; : : : ;K
k
) ist ein (k + 2)-Tupel (k 2
N), bestehend aus einer Abbildung ' : K ! M und (k + 1) kompakten Mengen
K  M , K
1
 M; : : : ;K
k
 M mit K =
S
k
i=1
K
i
, '(K
i
) = K f

ur alle i = 1; : : : ; k
und K
i
\ K
j
= ; f

ur alle 1  i < j  k. Die Abbildung ' heit dann k -1-
Endomorphismus.
Aus dieser Denition folgt '(K) = K, d. h., die Menge K ist invariant unter der
Abbildung '. Desweiteren hat jeder Punkt der Menge K mindestens k verschiedene
Urbilder, n

amlich jeweils mindestens eins in jeder der MengenK
i
(i = 1; : : : ; k). Diese
Eigenschaft ist ausschlaggebend f

ur die Bezeichnung k -1-Endomorphismus, denn k
verschiedene Punkte werden jeweils auf denselben Bildpunkt abgebildet. Falls die
Mannigfaltigkeit wenigstens C
1
-glatt ist, k

onnen wir f

ur ein k -1-Endomorphismus-
System die folgende Eigenschaft denieren, die sicherstellt, da jeder Punkt der Menge
K genau k Urbilder in K besitzt:
(C1) Jede Teilabbildung 'j
K
i
kann zu einem C
1
-Dieomorphismus '
i
auf eine oene
Umgebung U
i
M von K
i
fortgesetzt werden (i = 1; : : : ; k).
Da die Mengen K
1
; : : : ;K
k
kompakt und paarweise disjunkt sind, k

onnen die in (C1)
denierten Umgebungen U
1
; : : : ; U
k
auch paarweise disjunkt gew

ahlt werden. Damit
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kann die Abbildung ' zu einer C
1
-Abbildung auf der oenen Menge U =
S
k
i=1
U
i
fortgesetzt werden, die auf der Menge U
i
jeweils mit '
i

ubereinstimmt (i = 1; : : : ; k).
Diese Fortsetzung soll im weiteren auch mit ' bezeichnet werden. Da diese Fortset-
zung auf einer Umgebung von K eine C
1
-Abbildung ist, ist f

ur k -1-Endomorphismen
mit der Eigenschaft (C1) eine

aquivariante Zerlegung des Tangentialb

undels T
K
M
wie in Abschnitt 1.9 deniert.
Die folgenden Beispiele zeigen Vertreter der Klasse der k -1-Endomorphismen, f

ur die
eine

aquivariante Zerlegung des Tangentialb

undels existiert.
Beispiel 4.2.1 Betrachten wir als einfachsten Vertreter wieder die Zeltabbildung in
M = R aus Beispiel 2.1.1 mit der dort konstruierten invarianten Menge K.
Es seien K
1
:= K \ [0;
1
3
] und K
2
:= K \ [
2
3
; 1]. Als Durchschnitt zweier kompakter
Mengen sind diese Mengen auch kompakt. Sie sind disjunkt, bilden in ihrer Vereini-
gung die gesamte MengeK, und es gilt '(K
1
) = '(K
2
) = K. Damit ist (';K;K
1
;K
2
)
ein 2-1-Endomorphismus-System.
Jede Teilabbildung 'j
K
i
(i = 1; 2) ist linear und invertierbar und kann damit zu einem
C
1
-Dieomorphismus auf eine oene Umgebung von K
i
fortgesetzt werden. Damit ist
die Eigenschaft (C1) erf

ullt. Da die Mannigfaltigkeit M hier nur eindimensional ist,
ist nur eine triviale

aquivariante Zerlegung des Tangentialb

undels m

oglich, bei der
ein Teilb

undel das gesamte Tangentialb

undel ist und jedes weitere Teilb

undel jeweils
nur aus den Urspr

ungen O
u
(u 2 K) der Tangentialr

aume T
u
M besteht. 
Beispiel 4.2.2 Die in Beispiel 4.2.1 betrachtete Zeltabbildung ' kann zu einer Abbil-
dung e' in M = R
2
erweitert werden, so da eine nichttriviale

aquivariante Zerlegung
des Tangentialb

undels existiert. Wir betrachten dazu
e'(x; y) =
8
>
>
<
>
>
:
(3x; y) f

ur x <
1
2
;
(3  3x; y) f

ur x 
1
2
:
Die Menge
e
K = K [0; 1] (siehe Abb. 4.1) ist invariant unter der Abbildung e', wobei
K die '-invariante Menge aus Beispiel 2.1.1 und Beispiel 4.2.1 ist.
Mit
e
K
1
:= K
1
 [0; 1] und
e
K
2
:= K
2
 [0; 1] erhalten wir das 2-1-Endomorphismus-
System (e';
e
K;
e
K
1
;
e
K
2
), f

ur das die Eigenschaft (C1) erf

ullt ist. Hier k

onnen wir das
Tangentialb

undel T
K
M = f[u; v] j u 2
e
K; v 2 R
2
g

aquivariant in die zwei Teib

undel
f[u; (a; 0)] j u 2
e
K;a 2 Rg f[u; (0; b)] j u 2
e
K; b 2 Rg
zerlegen. 
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Abbildung 4.1: Struktur der invarianten Menge
e
K
Beispiel 4.2.3 Eine bekannte Abbildungsklasse, die jeweils k verschiedene Punkte
auf denselben Bildpunkt abbildet, sind Polynome vom Grad k in der zweidimensiona-
len Mannigfaltigkeit C . Wir wollen hier als spezielle Vertreter wie im Abschnitt 3.5.3
quadratische Polynome der Form
'(z) = z
2
+ c (4.2.1)
betrachten, wobei c 2 C ein Parameter ist. Wir betrachten als invariante Menge wie-
der die Julia-Menge K. Wir setzen im weiteren voraus, da der Koordinatenursprung
nicht in K enthalten ist. Da jeder Punkt aus K in diesem Fall genau zwei Urbilder
in K hat, k

onnen wir K immer in zwei disjunkte Mengen K
1
und K
2
so zerlegen,
da '(K
1
) = '(K
2
) = K gilt. Damit (';K;K
1
;K
2
) jedoch ein 2-1-Endomorphismus-
System ist, m

ussen die Mengen K
1
und K
2
auch kompakt sein. F

ur c = 0 kann
das zum Beispiel nicht erreicht werden, denn K ist in dem Falle die komplexe Ein-
heitskreislinie und K
1
und K
2
sind jeweils halboene H

alften dieser Kreislinie. F

ur
hinreichend groe c, n

amlich jcj > 2, ist aber im Beweis des Satzes 14.5 aus [21]
gezeigt worden, da die Mengen K
1
und K
2
so gew

ahlt werden k

onnen, da sie in dis-
junkten abgeschlossenen Kreisscheiben liegen und damit kompakt sein m

ussen. Diese
Kreisscheiben enthalten den Nullpunkt nicht. Somit ist unsere Voraussetzung, da
der Koordinatenursprung nicht in K enthalten ist, erf

ullt. Also ist im Falle jcj > 2
die Abbildung (4.2.1) auf der Julia-Menge K ein 2-1-Endomorphismus.
Auch im vorliegenden Beispiel ist die Eigenschaft (C1) erf

ullt, da auf jeder der Mengen
K
1
und K
2
die Abbildung ' invertierbar ist und der Nullpunkt in keiner der beiden
Mengen enthalten ist. Also ist die Ableitung von ' an jeder Stelle von K invertierbar.
Da die Ableitung von ' in jedem Punkt u 2 K jeweils zwei gleiche Singul

arwerte
besitzt (siehe Abschnitt 3.5.3), ist es hier sinnvoll, die triviale

aquivariante Zerlegung
des Tangentialb

undels zu betrachten, bei der ein Teilb

undel das gesamte Tangenti-
alb

undel T
K
M und die anderen Teilb

undel jeweils nur aus den Urspr

ungen O
u
(u 2 K)
der Tangentialr

aume T
u
M bestehen. 
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Der Begri der

aquivarianten Zerlegung ist in Abschnitt 1.9 f

ur C
1
-Abbildungen ein-
gef

uhrt worden und konnte deshalb f

ur invariante Mengen von k -1-Endomorphismen
einfach

ubernommen werden. Aber zur Denition der Singul

arwertfunktion bez

uglich
der Zerlegung und der daraus resultierenden Denition der globalen Lyapunov-Expo-
nenten in Abschnitt 1.9 mute ein C
1
-Dieomorphismus vorausgesetzt werden, da in
diese Denitionen die inversen Tangentialabbildungen eingehen. Ein k -1-Endomor-
phismus ist im allgemeinen kein Dieomorphismus, da er nicht injektiv sein kann (f

ur
k  2). Unter der Voraussetzung (C1) lassen sich jedoch f

ur k -1-Endomorphismen
analoge Gr

oen wie f

ur Dieomorphismen denieren.
Denition 4.2.2 Es seien (M;g) eine n-dimensionale Riemannsche C
1
-Mannigfal-
tigkeit und (';K;K
1
; : : : ;K
k
) ein k -1-Endomorphismus-System mit der Eigenschaft
(C1) und der

aquivarianten Zerlegung T
K
M = E
1
 E
2
 E
3
, in der jedes E
j
ein
n
j
-dimensionales B

undel ist (j = 1; 2; 3; n
1
+ n
2
+ n
3
= n). F

ur jede Zahl i =
1; : : : ; k und beliebige Punkte u; v 2 K seien 
1
1
(u); : : : ; 
1
n
1
(u) die Singul

arwerte
von d
u
'j
E
1
u
und 
2
1
(v; i); : : : ; 
2
n
2
(v; i) die Singul

arwerte von d
v
'
 1
i
j
E
2
v
. Die Menge
f
1
1
(u); : : : ; 
1
n
1
(u); 
2
1
(v; i); : : : ; 
2
n
2
(v; i)g werde zu f
1
(u; v; i); : : : ; 
n
1
+n
2
(u; v; i)g
mit 
1
(u; v; i)  : : :  
n
1
+n
2
(u; v; i) umgeordnet. F

ur jede Zahl d 2 [0; n   n
3
] ist
die Singul

arwertfunktion der Ordnung d von ' auf K bez

uglich der Zerlegung
E
1
 E
2
 E
3
durch
!
E
1
;E
2
;E
3
d;K
(') =
8
>
>
>
>
<
>
>
>
>
:
1 f

ur d = 0;
sup
u;v2K
i=1;::: ;k
[
1
(u; v; i)  : : :  
bdc+1
(u; v; i)
d bdc
] f

ur d 2 (0; n  n
3
]
deniert.
Nun wollen wir Iterierte von k -1-Endomorphismen betrachten. Es wird zun

achst ge-
zeigt, da die p-te Iterierte '
p
eines k -1-Endomorphismus ' f

ur jedes p 2 N ein
k
p
-1-Endomorphismus ist.
Bezeichnung F

ur jedes p 2 N bezeichnen wir die Teilmengen von K bez

uglich '
p
und die entsprechenden Teilabbildungen mit
K
i
1
;::: ;i
p
:= '
 (p 1)
(K
i
1
) \ : : : \ '
 1
(K
i
p 1
) \K
i
p
;
'
i
1
;::: ;i
p
:= '
p
j
K
i
1
;::: ;i
p
:
Lemma 4.2.1 Es seien (M;g) eine n-dimensionale Riemannsche C
1
-Mannigfaltig-
keit und (';K;K
1
; : : : ;K
k
) ein k -1-Endomorphismus-System mit der Eigenschaft
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(C1). Dann ist f

ur jedes p 2 N das (k
p
+ 2)-Tupel ('
p
;K; fK
i
1
;::: ;i
p
g
(i
1
;::: ;i
p
)2f1;:::;kg
p
)
ein k
p
-1-Endomorphismus-System mit der Eigenschaft (C1).
Beweis Dieses Lemma kann durch vollst

andige Induktion bewiesen werden. Of-
fensichtlich ist die Behauptung f

ur p = 1 erf

ullt. Wir nehmen nun an, da f

ur
ein beliebiges p 2 N das (k
p
+ 2)-Tupel ('
p
;K; fK
i
1
;::: ;i
p
g
(i
1
;::: ;i
p
)2f1;::: ;kg
p
) ein k
p
-1-
Endomorphismus-System ist, und wollen die Behauptung f

ur p + 1 zeigen. Dazu sei
(i
1
; : : : ; i
p
; i
p+1
) 2 f1; : : : ; kg
p+1
ein beliebiges (p+1)-Tupel. Die Menge '
 1
(K
i
1
;::: ;i
p
)
ist als Urbild der kompakten Menge K
i
1
;::: ;i
p
unter der stetigen Abbildung ' mit
kompaktem Denitionsbereich K auch kompakt. Weiterhin gilt
'
 1
(K
i
1
;::: ;i
p
) = '
 1
('
 p+1
(K
i
1
) \ : : : \K
i
p
) = '
 p
(K
i
1
) \ : : : \ '
 1
(K
i
p
):
Damit ist die Menge K
i
1
;::: ;i
p+1
als Durchschnitt der kompakten Mengen K
i
p+1
und
'
 1
(K
i
1
;::: ;i
p
) kompakt. Oensichtlich sind zwei Mengen K
i
1
;::: ;i
p+1
und K
j
1
;::: ;j
p+1
mit
(i
1
; : : : ; i
p+1
) 6= (j
1
; : : : ; j
p+1
) disjunkt. Auerdem gilt
[
(i
1
;::: ;i
p+1
)2f1;::: ;kg
p+1
K
i
1
;::: ;i
p+1
=
[
(i
1
;::: ;i
p+1
)2f1;:::;kg
p+1
 
'
 1
(K
i
1
;::: ;i
p
) \K
i
p+1

=
[
(i
1
;::: ;i
p
)2f1;::: ;kg
p
k
[
i
p+1
=1
 
'
 1
(K
i
1
;::: ;i
p
) \K
i
p+1

=
[
(i
1
;::: ;i
p
)2f1;::: ;kg
p
'
 1
(K
i
1
;::: ;i
p
)
= '
 1
0
@
[
(i
1
;::: ;i
p
)2f1;::: ;kg
p
K
i
1
;::: ;i
p
1
A
= '
 1
(K) = K:
Aus der Beziehung
'(K
i
1
;::: ;i
p+1
) = '
 
'
 1
(K
i
1
;::: ;i
p
) \K
i
p+1

= K
i
1
;::: ;i
p
\ '(K
i
p+1
)
= K
i
1
;::: ;i
p
\K = K
i
1
;::: ;i
p
und der Annahme '
p
(K
i
1
;::: ;i
p
) = K folgt die Gleichheit '
p+1
(K
i
1
;::: ;i
p+1
) = K. Damit
ist gezeigt, da ('
p+1
;K; fK
i
1
;::: ;i
p+1
g
(i
1
;::: ;i
p+1
)2f1;::: ;kg
p+1
) ein k
p+1
-1-Endomorphismus-
System ist.
Nun ist noch die Eigenschaft (C1) f

ur die Abbildung '
p+1
nachzuweisen. F

ur jede
Teilabbildung gilt
'
i
1
;::: ;i
p+1
= '
i
1
;::: ;i
p
 '
i
p+1
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auf der Menge K
i
1
;::: ;i
p+1
. Wegen (C1) f

ur die Abbildung ' kann '
i
p+1
zu einem C
1
-
Dieomorphismus auf eine oene Umgebung U
i
p+1
von K
i
p
+1
fortgesetzt werden. Das-
selbe gilt f

ur '
i
1
;::: ;i
p
und eine Umgebung U
i
1
;::: ;i
p
von K
i
1
;::: ;i
p
. Damit ist die Menge
U
i
1
;::: ;i
p+1
= U
i
p+1
\'
 1
i
p+1
(U
i
1
;::: ;i
p
) eine Umgebung von K
i
1
;::: ;i
p+1
, auf die die Abbildung
'
i
1
;::: ;i
p
;i
p+1
als C
1
-Dieomorphismus fortgesetzt werden kann.
Damit ist die Behauptung f

ur p+ 1 gezeigt und, nach dem Prinzip der vollst

andigen
Induktion, Lemma 4.2.1 f

ur alle p 2 N bewiesen. 
Aufgrund von Lemma 4.2.1 ist die in Denition 4.2.2 eingef

uhrte Singul

arwertfunktion
auch auf Iterierte von k -1-Endomorphismen anwendbar. F

ur die Singularwertfunktion
der Iterierten eines k -1-Endomorphismus gilt, analog zu Lemma 1.9.1, die folgende
Aussage.
Lemma 4.2.2 Es seien (M;g) eine n-dimensionale Riemannsche C
1
-Mannigfaltig-
keit und (';K;K
1
; : : : ;K
k
) ein k -1-Endomorphismus-System mit der Eigenschaft
(C1), f

ur das eine

aquivariante Zerlegung T
K
M = E
1
 E
2
 E
3
existiert, in der
jedes E
j
ein n
j
-dimensionales B

undel ist (j = 1; 2; 3; n
1
+ n
2
+ n
3
= n). Dann gilt
f

ur alle d 2 [0; n  n
3
] und alle t
1
; t
2
2 N die Beziehung
!
E
1
;E
2
;E
3
d;K
('
t
1
+t
2
)  !
E
1
;E
2
;E
3
d;K
('
t
1
)  !
E
1
;E
2
;E
3
d;K
('
t
2
):
Aufgrund von Lemma 4.2.2 existiert, analog zu (1.9.2), der Grenzwert

d
:= lim
t!1
1
t
ln!
E
1
;E
2
;E
3
d;K
('
t
) (4.2.2)
f

ur jedes d 2 [0; n n
3
], und es kann wieder, analog zu Abschnitt 1.9, gezeigt werden,
da dieser Grenzwert immer reell ist. Damit sind f

ur k -1-Endomorphismen globale
Lyapunov-Exponenten wie in Abschnitt 1.9 erkl

art:
Denition 4.2.3 Es seien (M;g) eine n-dimensionale Riemannsche C
1
-Mannigfal-
tigkeit und (';K;K
1
; : : : ;K
k
) ein k -1-Endomorphismus-System mit der Eigenschaft
(C1), f

ur das eine

aquivariante Zerlegung T
K
M = E
1
 E
2
 E
3
existiert, wobei E
j
ein n
j
-dimensionales B

undel ist (j = 1; 2; 3; n
1
+ n
2
+ n
3
= n). Die Zahlen 
i
  
i 1
(i = 1; : : : ; n   n
3
) seien der Gr

oe nach als 
u
1
 
u
2
 : : :  
u
n n
3
angeordnet.
Die Zahlen 
u
i
(i = 1; : : : ; n   n
3
) heien globale Lyapunov-Exponenten von
(';K;K
1
; : : : ;K
k
) bez

uglich der Zerlegung E
1
 E
2
 E
3
.
Die Dimensionsabsch

atzungen des Abschnitts 4.1 nutzen

Uberdeckungen der inva-
rianten Menge mit Bowen-Kugeln. Diese sind aber nur f

ur invertierbare Abbildungen
deniert (siehe Abschnitt 1.8). Deshalb m

ussen wir f

ur k -1-Endomorphismen spezielle
Bowen-Kugeln einf

uhren:
112
Denition 4.2.4 Es seien (M;g) eine n-dimensionale Riemannsche C
1
-Mannigfal-
tigkeit, % die durch g erzeugte Metrik, (';K;K
1
; : : : ;K
k
) ein k -1-Endomorphismus-
System mit der Eigenschaft (C1) und p 2 N eine Zahl. Dann ist f

ur jedes p-Tupel
(i
1
; : : : ; i
p
) 2 f1; : : : ; kg
p
und jeden Punkt u 2 K die Bowen-Kugel der Ordnung
(i
1
; : : : ; i
p
) vom Radius r > 0 um u durch
B
i
1
;::: ;i
p
(u; r) =

v 2M j %('
j
(u); '
j
(v)) < r (j = 0; : : : ; p);
%('
 1
i
1
;::: ;i
j
(u); '
 1
i
1
;::: ;i
j
(v)) < r (j = 1; : : : ; p)
	
deniert. Dabei werden nur Punkte aus M betrachtet, f

ur die die Abbildungen '
j
und
'
 1
i
1
;::: ;i
j
erkl

art sind.
Bezeichnung F

ur ein k -1-Endomorphismus-System (';K;K
1
; : : : ;K
k
) mit der Ei-
genschaft (C1), ein p-Tupel (i
1
; : : : ; i
p
) 2 f1; : : : ; kg
p
und eine Zahl " > 0 bezeichne
N
i
1
;::: ;i
p
(K; ")
die kleinste Anzahl von Bowen-Kugeln der Ordnung (i
1
; : : : ; i
p
) mit Radius " > 0 um
Punkte aus K, die zur

Uberdeckung von K notwendig sind.
Die Zahlen N
i
1
;::: ;i
p
(K; ") ((i
1
; : : : ; i
p
) 2 f1; : : : ; kg
p
) haben folgende Eigenschaft:
Lemma 4.2.3 Es seien (M;g) eine n-dimensionale Riemannsche C
1
-Mannigfaltig-
keit, (';K;K
1
; : : : ;K
k
) ein k -1-Endomorphismus-System mit der Eigenschaft (C1)
und p 2 N eine Zahl. Dann gilt f

ur alle " > 0 die Gleichung
X
(i
1
;::: ;i
p
)2f1;::: ;kg
p
N
i
1
;::: ;i
p
(K; ") = N
2p+1
(K; "):
Beweis F

ur ein festes " 2 (0; "
0
) w

ahlen wir zu jedem (i
1
; : : : ; i
p
) 2 f1; : : : ; kg
p
eine

Uberdeckung fB
i
1
;::: ;i
p
(u
i;i
1
;::: ;i
p
; ")g von K kleinster M

achtigkeit N
i
1
;::: ;i
p
(K; ")
mit Bowen-Kugeln der Ordnung (i
1
; : : : ; i
p
) vom Radius " um Punkte u
i;i
1
;::: ;i
p
2 K.
Da die Punkte '
 1
i
1
;::: ;i
p
(u
i;i
1
;::: ;i
p
) eine (2p + 1; ")-aufspannende Menge f

ur K bilden,
gilt
X
(i
1
;::: ;i
p
)2f1;::: ;kg
p
N
i
1
;::: ;i
p
(K; ")  N
2p+1
(K; "):
Andererseits k

onnen wir f

ur ein festes " 2 (0; "
0
) von einer (2p+ 1; ")-aufspannenden
Menge G f

ur K kleinster M

achtigkeit N
2p+1
(K; ") ausgehen. Es sei G
i
1
;::: ;i
p
:= G \
K
i
1
;::: ;i
p
. Dann ist f

ur jedes p-Tupel (i
1
; : : : ; i
p
) 2 f1; : : : ; kg
p
die Menge '
p
(G
i
1
;::: ;i
p
)
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eine (p + 1; ")-aufspannende Menge f

ur K und f

ur j = 0; : : : ; p   1 die Menge
'
j
(G
i
1
;::: ;i
p
) eine (2p  j; ")-aufspannende Menge f

ur K
i
1
;::: ;i
p j
, wobei f

ur Punkte u 2
G
i
1
;::: ;i
p
die Beziehung '
j
(u) = '
 1
i
1
;::: ;i
p j
('
p
(u)) gilt. Also ist B
i
1
;::: ;i
p
('
j
(G
i
1
;::: ;i
p
); ")
eine

Uberdeckung von K mit Bowen-Kugeln der Ordnung (i
1
; : : : ; i
p
). Somit gilt
X
(i
1
;::: ;i
p
)2f1;::: ;kg
p
N
i
1
;::: ;i
p
(K; ")  N
2p+1
(K; "):
Aus diesen beiden Ungleichungen folgt die Behauptung. 
F

ur k -1-Endomorphismen mit der Eigenschaft (C1) kann, wie das folgende Lemma
zeigt, die topologische Entropie nach unten abgesch

atzt werden.
Lemma 4.2.4 Es seien (M;g) eine n-dimensionale Riemannsche C
1
-Mannigfaltig-
keit und (';K;K
1
; : : : ;K
k
) ein k -1-Endomorphismus-System mit der Eigenschaft
(C1). Dann gilt
h
top
('j
K
)  ln k:
Beweis Es seien p > 1 eine nat

urliche Zahl, " > 0 eine reelle Zahl, die kleiner als
die H

alfte des minimalen Abstands zwischen zwei Mengen K
i
und K
j
(1  i < j 
k) ist, und G eine (p; ")-aufspannende Menge f

ur K in bezug auf ' mit minimaler
M

achtigkeit N
p
(K; "). Dann ist das Mengensystem ffv 2 M j %('
j
(u); '
j
(v)) 
"; j = 0; : : : ; p   1gg
u2G
eine

Uberdeckung von K. Es sei nun der K

urze halber
G
i
:= G\K
i
(i = 1; : : : ; k). Da '(K
i
) = K gilt und " hinreichend klein gew

ahlt wurde,
ist jedes Mengensystem ffv 2M j %('
j
(u); '
j
(v))  "; j = 0; : : : ; p   2gg
u2'(G
i
)
eine

Uberdeckung von K. Damit ist '(G
i
) jeweils eine (p  1; ")-aufspannende Menge f

ur
K bez

uglich '. Also gilt
N
"
(K; p)  kN
"
(K; p   1)
und damit
h
top
('j
K
) = lim
"!0+0
lim sup
p!1
1
p
lnN
p
(K; ")
 lim
"!0+0
lim sup
p!1
1
p
ln(k
p 1
N
1
(K; "))
= lim
"!0+0
lim sup
p!1

p  1
p
ln k +
1
p
N
1
(K; ")

= lim
"!0+0
ln k
= ln k: 
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4.3 Obere Dimensionsschranken f

ur k -1-Endomor-
phismen
Mit Hilfe der in Abschnitt 4.2 eingef

uhrten Begrie der Singul

arwertfunktion und
der globalen Lyapunov-Exponenten bez

uglich einer

aquivarianten Zerlegung des Tan-
gentialb

undels lassen sich f

ur k -1-Endomorphismen

ahnliche obere Schranken f

ur die
Hausdor-Dimension der invarianten Menge wie in Abschnitt 4.1 angeben. Im Unter-
schied zu Abschnitt 4.1 geht hier zus

atzlich die Zahl k mit in die Dimensionsschranke
ein.
Satz 4.3.1 Es seien (M;g) eine n-dimensionale Riemannsche C
3
-Mannigfaltigkeit
und (';K;K
1
; : : : ;K
k
) ein k -1-Endomorphismus-System mit der Eigenschaft (C1),
f

ur das eine

aquivariante Zerlegung T
K
M = E
1
 E
2
 E
3
existiert, in der jedes E
j
ein n
j
-dimensionales B

undel ist (j = 1; 2; 3; n
1
+ n
2
+ n
3
= n). Falls es eine Zahl
d 2 (0; n   n
3
] mit
!
E
1
;E
2
;E
3
d;K
(') < ke
 2h
top
('j
K
)
(4.3.1)
gibt, gilt dim
H
(K)  d + n
3
.
Beweis Es bezeichne  := h
top
('j
K
) wieder die topologische Entropie von ' auf K.
Da f

ur
e
l := !
E
1
;E
2
;E
3
d;K
(') die Ungleichungen 0 <
e
l < ke
 2
gelten, gibt es eine Zahl l
mit
e
l < l < ke
 2
. Nach Lemma 4.2.2 gilt dann !
E
1
;E
2
;E
3
d;K
('
p
) 
e
l
p
< l
p
f

ur alle p 2 N.
Nun sei p 2 N eine beliebige, aber festgehaltene Zahl. Da '
p
nach Lemma 4.2.1 einen
k
p
-1-Endomorphismus mit der Eigenschaft (C1) darstellt, ist '
p
auf einer oenen
Umgebung U =
S
(i
1
;::: ;i
p
)2f1;::: ;kg
p
U
i
1
;::: ;i
p
von K als C
1
-Abbildung deniert, so da
die Mengen U
i
1
;::: ;i
p
paarweise disjunkt sind. Nun werden die Zahlen m, , r
1
, r
2
, r
3
und r
0
und die Menge V wie im Beweis von Satz 4.1.1 so gew

ahlt, da (4.1.2), (4.1.3),
(4.1.4) und (4.1.5) f

ur die Abbildung '
p
anstelle von '
pt
erf

ullt sind. Aufgrund der
speziellen Struktur von U ist jede Kugel vom Radius r
2
, die Punkte aus K enth

alt,
vollst

andig in einer der Mengen U
i
1
;::: ;i
p
((i
1
; : : : ; i
p
) 2 f1; : : : ; kg
p
) enthalten.
Wir betrachten ein festes " 2 (0; r
0
) und zun

achst ein festgew

ahltes p-Tupel (i
1
; : : :; i
p
)
2 f1; : : : ; kg
p
. Es sei fB
i
1
;::: ;i
p
(u
i
; r
i
)g
i2I
eine endliche

Uberdeckung von K kleinster
M

achtigkeit jIj = N
i
1
;::: ;i
p
(K; ") mit Bowen-Kugeln der Ordnung (i
1
; : : : ; i
p
) um Punk-
te u
i
2 K und mit Radien r
i
 ". Es sei i 2 I zun

achst festgehalten. Aufgrund der
Denition 4.2.4 gilt
exp
 1
u
i
(B
i
1
;::: ;i
p
(u
i
; r
i
))  exp
 1
u
i
(B(u
i
; r
i
)):
Wegen r
i
 r
2
ist somit die Bowen-Kugel B
i
1
;::: ;i
p
(u
i
; r
i
) vollst

andig in V \ U
i
1
;::: ;i
p
enthalten. Auerdem gilt B
i
1
;::: ;i
p
(u
i
; r
i
)  '
p
(B('
 p
(u
i
); r
i
)), und die Anwendung
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der Taylor-Formel f

ur die dierenzierbare Abbildung '
p
liefert die Ungleichung
k exp
 1
u
i
'
p
(v)  d
'
 1
i
1
;::: ;i
p
(u
i
)
'
p
(exp
 1
'
 1
i
1
;::: ;i
p
(u
i
)
(v))k
 sup
w2B('
 1
i
1
;::: ;i
p
(u
i
);r
i
)
k
'
p
(u
i
)
'
p
(w)
d
w
'
p

w
u
i
  d
u
i
'
p
k  k exp
 1
'
 1
i
1
;::: ;i
p
(u
i
)
(w)k:
f

ur alle v 2 B('
 1
i
1
;::: ;i
p
(u
i
); r
i
). Zusammen mit (4.1.4) ergibt sich daraus
exp
 1
u
i
(B
i
1
;::: ;i
p
(u
i
; r
i
))  exp
 1
u
i
('
p
(B('
 1
i
1
;::: ;i
p
(u
i
); r
i
)))
 d
'
 1
i
1
;::: ;i
p
(u
i
)
'
p
(B(O
'
 1
i
1
;::: ;i
p
(u
i
)
; r
i
)) +B(O
u
i
; r
i
):
In analoger Weise erh

alt man
exp
 1
u
i
(B
i
1
;::: ;i
p
(u
i
; r
i
))  d
'
p
(u
i
)
'
 1
i
1
;::: ;i
p
(B(O
'
p
(u
i
)
; r
i
)) +B(O
u
i
; r
i
):
Also erhalten wir insgesamt die Inklusion
exp
 1
u
i
(B
i
1
;::: ;i
p
(u
i
; r
i
))

 
d
'
 1
i
1
;::: ;i
p
(u
i
)
'
p
(B(O
'
 1
i
1
;::: ;i
p
(u
i
)
; r
i
)) \ d
'
p
(u
i
)
'
 1
i
1
;::: ;i
p
(B(O
'
p
(u
i
)
; r
i
))
\ exp
 1
u
i
(B(u
i
; r
i
))

+B(O
u
i
; r
i
)
 (E
1
i
 E
2
i
 E
3
i
) +B(O
u
i
; r
i
);
wobei, analog zum Beweis von Satz 4.1.1, E
1
i
 E
1
u
i
, E
2
i
 E
2
u
i
und E
3
i
 E
3
u
i
die
Ellipsoide 
1
 
d
'
 1
i
1
;::: ;i
p
(u
i
)
'
p
(B(O
'
 1
i
1
;::: ;i
p
(u
i
)
; r
i
))

, 
2
 
d
'
p
(u
i
)
'
 1
i
1
;::: ;i
p
(B(O
'
p
(u
i
)
; r
i
))

und

3
 
exp
 1
u
i
(B(u
i
; r
i
))

und 
j
die Projektion von T
K
M auf E
j
bezeichnen (j = 1; 2; 3).
Aufgrund von !
E
1
;E
2
;E
3
d;K
('
p
) 
e
l
p
gilt !
E
1
u
i
;E
2
u
i
d
(E
1
i
 E
2
i
) 
e
l
p
r
d
i
, und wegen
e
l < 1 folgt
daraus
!
E
1
u
i
;E
2
u
i
;E
3
u
i
d+n
3
(E
1
i
 E
2
i
 E
3
i
) 
e
l
p
r
d+n
3
i
:
Aus (4.1.2) ergibt sich, da die L

angen der Halbachsen von E
1
i
, E
2
i
und E
3
i
h

ochstens
mr
i
betragen. Aufgrund von Lemma 1.9.2 und (4.1.3) existieren Ellipsoide E
1
0
i
 E
1
u
i
,
E
2
0
i
 E
2
u
i
und E
3
0
i
 E
3
u
i
mit den Eigenschaften
exp
 1
u
i
(B
p
(u
i
; r
i
))  E
1
0
i
 E
2
0
i
 E
3
0
i
und (4.1.6). Betrachten wir diese Inklusion f

ur alle i 2 I, so kann die Menge K durch
N
i
1
;::: ;i
p
(K; ") Mengen der Form exp
u
i
(E
1
0
i
E
2
0
i
E
3
0
i
) mit !
E
1
u
i
;E
2
u
i
;E
3
u
i
d
(E
1
0
i
E
2
0
i
E
3
0
i
) 
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lp
r
d+n
3
i

uberdeckt werden. F

ur einen festen Index i 2 I gilt dabei, analog zum Beweis
von Satz 4.1.1,

H
(B
i
1
;::: ;i
p
(u
i
; r
i
); d+ n
3
; 6"
p
bdc+ 1)  6
d+n
3
2
bdc+n
3
(bdc+ 1)
d+n
3
2
l
p
"
d+n
3
und damit

H
(K; d+ n
3
; 6"
p
bdc+ 1)  N
i
1
;::: ;i
p
(K; ")6
d+n
3
2
bdc+n
3
(bdc+ 1)
d+n
3
2
l
p
"
d+n
3
:
Da diese Ungleichung f

ur jedes p-Tupel (i
1
; : : : ; i
p
) 2 f1; : : : ; kg
p
gilt, folgt mit Lem-
ma 4.2.3
k
p

H
(K; d+ n
3
; 6"
p
bdc+ 1)  N
2p+1
(K; ")6
d+n
3
2
bdc+n
3
(bdc+ 1)
d+n
3
2
l
p
"
d+n
3
:
Aufgrund der Denition der topologischen Entropie von ' auf K gibt es zu beliebigem
 > 0 Zahlen "
0
() > 0 und p
0
(; ") 2 N, so da
N
2p+1
(K; ") < e
p(2+)
f

ur 0 < " < "
0
() und p > p
0
(; ") gilt. Also ist

H
(K; d+ n
3
; 6"
p
bdc+ 1) < k
 p
e
p(2+)
6
d+n
3
2
bdc+n
3
(bdc+ 1)
d+n
3
2
l
p
"
d+n
3
:
Wegen l < ke
 2
ist 2   ln k + ln l < 0. Also k

onnen wir ein  > 0 so klein w

ahlen,
da auch 2   ln k + ln l +  < 0 gilt. Dann ist f

ur 0 < " < minfr
0
; "
0
()g und
p > p
0
(; ") die Ungleichung

H
(K; d+ n
3
; 6"
p
bdc+ 1) < e
p(2 lnk+ln l+)
6
d+n
3
2
bdc+n
3
(bdc+ 1)
d+n
3
2
"
d+n
3
erf

ullt. Betrachten wir den Grenz

ubergang p ! 1, so ergibt sich aus der letzten
Ungleichung 
H
(K; d+n
3
; 6"
p
bdc+ 1) = 0 und damit 
H
(K; d+n
3
) = 0. Das bedeutet
dim
H
(K)  d + n
3
. 
Betrachtet man das Langzeitverhalten des durch die Abbildung ' denierten dyna-
mischen Systems, so l

at sich auch Satz 4.3.1 in der Sprache der globalen Lyapunov-
Exponenten formulieren:
Folgerung 4.3.1 Es seien (M;g) eine n-dimensionale Riemannsche C
3
-Mannigfal-
tigkeit und (';K;K
1
; : : : ;K
k
) ein k -1-Endomorphismus-System mit der Eigenschaft
(C1), f

ur das eine

aquivariante Zerlegung T
K
M = E
1
 E
2
 E
3
existiert, wobei
jedes E
j
ein n
j
-dimensionales B

undel ist (j = 1; 2; 3; n
1
+ n
2
+ n
3
= n). Es seien

u
1
; : : : ; 
u
n n
3
die globalen Lyapunov-Exponenten von ' auf K bez

uglich der Zerlegung
E
1
E
2
E
3
, und D 2 f0; : : : ; n  n
3
  1g sei die kleinste Zahl mit der Eigenschaft
2h
top
('j
K
)  ln k + 
u
1
+ : : :+ 
u
D
+ 
u
D+1
< 0: (4.3.2)
Dann gilt dim
H
(K)  D + n
3
+
2h
top
('j
K
) lnk+
u
1
+:::+
u
D
j
u
D+1
j
.
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Beweis Wie in Abschnitt 4.2 bemerkt wurde, sind f

ur einen k -1-Endomorphismus
mit der Eigenschaft (C1) alle globalen Lyapunov-Exponenten reelle Zahlen. Es be-
zeichne wiederum  := h
top
('j
K
). Wegen   0 und Lemma 4.2.4 folgt aus Bedin-
gung (4.3.2) 
u
D+1
< 0 und damit 
u
m
< 0 f

ur alle m = D + 1; : : : ; n   n
3
. Nun sei
d 2

D +
2+
u
1
+:::+
u
D
j
u
D+1
j
; n  n
3
i
eine beliebige Zahl. Dann gilt
2   ln k + 
d
 2   ln k + 
u
1
+ : : :+ 
u
bdc
+ (d   bdc)
u
bdc+1
< 0:
Wir w

ahlen eine Zahl " > 0 so klein, da 
d
+ " <  2+ ln k gilt. Wegen (4.2.2) gibt
es eine nat

urliche Zahl t mit
1
t
ln!
E
1
;E
2
;E
3
d;K
('
t
) < 
d
+ ". F

ur dieses t gilt
!
E
1
;E
2
;E
3
d;K
('
t
) < e
t(
d
+")
< k
t
e
 2t
:
Aufgrund von Lemma 1.8.1 und Lemma 4.2.1 sind damit die Bedingungen von
Satz 4.3.1 f

ur die Abbildung '
t
erf

ullt. Somit erhalten wir dim
H
(K)  d + n
3
f

ur
jedes d 2

D +
2+
u
1
+:::+
u
D
j
u
D+1
j
; n  n
3
i
. Im Grenz

ubergang d ! D +
2+
u
1
+:::+
u
D
j
u
D+1
j
folgt
die Behauptung. 
4.4 Anwendungsbeispiele
4.4.1 Hufeisenabbildungen
Als Beispiel eines diskreten invertierbaren dynamischen Systems betrachten wir er-
neut die in Abschnitt 3.5.5 eingef

uhrten Hufeisenabbildungen f : I
m+1
! R
m+1
mit
den Eigenschaften (H2) und (H3). Punkte aus I
m+1
werden wieder in der Form (x; y)
mit x 2 I und y 2 I
m
geschrieben. Da Hufeisenabbildungen als injektiv vorausgesetzt
wurden, folgt aus den Eigenschaften (H1) - (H3), da sie auf eine oene Umgebung der
maximalen invarianten MengeK als C
1
-Dieomorphismus fortgesetzt werden k

onnen.
F

ur Hufeisenabbildungen liegt nat

urlicherweise eine

aquivariante Zerlegung des Tan-
gentialb

undels T
K
M vor, n

amlich in das B

undel E
1
tangential an die Komponente
y 2 I
m
und in das B

undel E
2
tangential an die Komponente x 2 I

. Das B

undel E
3
sei das triviale B

undel, das nur aus den Urspr

ungen O
u
der Tangentialr

aume T
u
M
(u 2 K) besteht. Damit ist n
3
= 0. Die Singul

arwerte bez

uglich dieser Zerlegung
betragen
1
inf
(x;y)2K
jd
x
'j
und m-mal .
Da die Dimensionsabsch

atzung aus Abschnitt 4.1 durch Fallunterscheidungen be-
z

uglich der Gr

oenverh

altnisse von inf
(x;y)2K
jd
x
'j,  und h
top
(f j
K
) f

ur allgemeine
Hufeisenabbildungen sehr un

ubersichtlich w

urden, soll hier nur ein spezieller Vertreter
betrachtet werden, der in Abb. 4.2 dargestellt ist.
Dabei wird,

ahnlich wie in der in Abb. 3.4 dargestellten Abbildung, das Einheits-
quadrat vertikal mit dem Faktor 3 gestreckt, horizontal mit dem Faktor
2
5
gestaucht
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Abbildung 4.2: Beispiel einer Hufeisenabbildung
und anschlieend zu einem Hufeisen gebogen. Die Menge I

besteht dann aus den
Intervallen I
1
= [0;
1
3
] und I
2
= [
2
3
; 1], und in den Punkten (x; y) 2 I

 I l

at sich die
Abbildung als
f(x; y) =
8
>
>
<
>
>
:
(3x;
2
5
y) f

ur (x; y) 2 I
1
 I;
(3  3x; 1  
2
5
y) f

ur (x; y) 2 I
2
 I
darstellen. Damit gilt hier  =
2
5
, und die Abbildungen ',  und A haben die Form
'(x) =
8
>
>
<
>
>
:
3x f

ur x 2 I
1
;
3   3x f

ur x 2 I
2
;
 (x) =
8
>
>
<
>
>
:
0 f

ur x 2 I
1
;
1 f

ur x 2 I
2
;
und
A(x) =
8
>
>
<
>
>
:
1 f

ur x 2 I
1
;
 1 f

ur x 2 I
2
:
Diese Hufeisenabbildung erf

ullt die Eigenschaften (H2) und (H3), und die Funktion
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e : [0;
2
5
] [ [
3
5
; 1]! [0; 1] ergibt sich als
e
 (y) =
8
>
>
<
>
>
:
5
2
y f

ur y 2 [0;
2
5
];
5
2
 
5
2
y f

ur y 2 [
3
5
; 1]:
Die maximale invariante MengeK =
T
1
p= 1
f
p
(I

I) dieser Hufeisenabbildung ist in
Abb. 4.3 dargestellt. Sie stimmt hier sogar mit dem Kreuzprodukt
e
K
'

e
K
e
 

uberein,
wobei
e
K
'
und
e
K
e
 
wie in Abschnitt 3.5.5 deniert sind.
0
1
1
Abbildung 4.3: Invariante Menge K der Hufeisenabbildung
Die topologische Entropie der Hufeisenabbildung auf K betr

agt ln 2, da diese Abbil-
dung topologisch konjugiert zur Shiftabbildung im Raum der zweiseitig unendlichen
Folgen mit zwei Symbolen ist. Der Ausdruck e
 2h
top
('j
K
)
in der Bedingung (4.1.1) hat
damit den Wert
1
4
. Demzufolge kann Bedingung (4.1.1) f

ur Zahlen d  1 nicht erf

ullt
werden. F

ur d 2 (1; 2] hat sie die Form
2
5

1
3

d 1
<
1
4
;
was gleichbedeutend mit d > 1 +
ln 8 ln 5
ln 3
ist. F

ur alle diese Zahlen d liefert Satz 4.1.1
dim
H
(K)  d. Im Grenz

ubergang d! 1 +
ln 8 ln 5
ln3
ergibt sich daraus
dim
H
(K)  1 +
ln 8  ln 5
ln 3
 1; 428: (4.4.1)
Das gleiche Ergebnis wird mit Folgerung 4.1.1 erreicht, da hier die globalen Lyapunov-
Exponenten mit den Logarithmen der Singul

arwerte

ubereinstimmen.
In Abschnitt 3.5.5 ist gezeigt worden, da es f

ur Hufeisenabbildungen auch sinnvoll
sein kann, Methoden f

ur nicht injektive Abbildungen anzuwenden. Dazu betrachten
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wir hier die Darstellung der invarianten Menge als Kreuzprodukt
e
K
'

e
K
e
 
, wobei
die Menge
e
K
'
bzw.
e
K
e
 
invariant unter der Abbildung ' bzw.
e
 ist. Wie ebenfalls in
Abschnitt 3.5.5 erw

ahnt, gilt dim
H
(
e
K
e
 
) = dim
C
(
e
K
e
 
) =
lnk
  ln
=
ln 2
ln
5
2
. Die Abbildung
' ist genau die in den Beispielen 2.1.1 und 4.2.1 betrachtete Zeltabbildung, deren
invariante Menge
e
K
'
die Standard-Cantor-Menge ist. Mit K
1
:=
e
K
'
\ I
1
und K
2
:=
e
K
'
\I
2
ist (';
e
K
'
;K
1
;K
2
) ein 2-1-Endomorphismus-System, das die Eigenschaft (C1)
erf

ullt. Der einzige Singul

arwert der Tangentialabbildung betr

agt hier konstant 
1
=
3. Da 
1
> 1 gilt, ist es sinnvoll, den Tangentialraum T
e
K
'
M als B

undel E
2
in der

aquivarianten Zerlegung T
e
K
'
M = E
1
 E
2
 E
3
zu w

ahlen und die B

undel E
1
=
E
3
= fO
u
j u 2
e
K
'
g anzusetzen. Die Singul

arwertfunktion von ' auf
e
K
'
bez

uglich
dieser Zerlegung hat dann die Form
!
E
1
;E
2
;E
3
d;
e
K
'
(') =

1
3

d
f

ur alle d 2 [0; 1]. Die topologische Entropie dieser Abbildung ist ln 2, da die Zeltabbil-
dung topologisch konjugiert zur Shiftabbildung im Raum der zweiseitig unendlichen
Folgen mit zwei Symbolen ist. Damit hat die Bedingung (4.3.1) aus Satz 4.3.1 die
Form
 
1
3

d
< 2e
 2 ln2
, das ist

aquivalent zu d >
ln 2
ln3
. F

ur alle diese Zahlen d liefert
Satz 4.3.1 die Absch

atzung dim
H
(
e
K
'
)  d, im Grenz

ubergang also dim
H
(
e
K
'
) 
ln 2
ln3
.
Folgerung 4.3.1 liefert denselben Wert, da der einzige globale Lyapunov-Exponent mit
dem Logarithmus des Singul

arwerts

ubereinstimmt. Mit (3.5.13) erhalten wir damit
f

ur die invariante Menge K der Hufeisenabbildung dim
H
(K) 
ln 2
ln5 ln 2
+
ln 2
ln3
 1; 387,
also eine bessere Absch

atzung (4.4.1).
4.4.2 Geod

atische Fl

usse
Als Beispiel eines kontinuierlichen invertierbaren dynamischen Systems sollen hier
geod

atische Fl

usse auf glatten kompakten n-dimensionalen Riemannschen Mannig-
faltigkeiten (M;g) betrachtet werden. Geod

atische Fl

usse haben ein breites Anwen-
dungsspektrum, da jedes volumenkonservative mechanische System im Rahmen des
Lagrange-Formalismus als geod

atische Dierentialgleichung auf einer geeignet gew

ahl-
ten Mannigfaltigkeit betrachtet werden kann (siehe z. B. [43, 60]). Die Geod

atischen

v
(v 2 TM) auf einer Riemannschen Mannigfaltigkeit sind, wie in Abschnitt 1.3
erw

ahnt wurde, L

osungen der Dierentialgleichungr
_(t)
_(t) = 0 mit den Anfangsbe-
dingungen 
v
(0) = (v) und _
v
(0) = v. Der geod

atische Flu '
()
() : RTM ! TM ,
der wegen der Kompaktheit von M existiert, ist ein Flu auf dem Tangentialb

undel,
deniert durch (v; t) = _
v
(t). Da die Geod

atischen mit konstanter Geschwindig-
keit durchlaufen werden, kann der geod

atische Flu auf das Einheitstangentialb

undel
T
1
M = fv 2M j kvk = 1g eingeschr

ankt werden, er wirkt damit auf einer (2n  1)-
dimensionalen Mannigfaltigkeit.
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Es sei K  T
1
M eine kompakte invariante Menge des geod

atischen Flusses. Dann
existiert nach Proposition 3.2.1 aus [43] eine

aquivariante Zerlegung des Tangential-
b

undels T
K
T
1
M in ein eindimensionales Teilb

undel E
3
tangential zum Flu und ein
(2n   2)-dimensionales Teilb

undel transversal zum Flu.
Wir nehmen nun an, da alle zweidimensionalen Unterr

aume  von T
u
M (u 2 M)
eine negative Schnittkr

ummung R() besitzen. Da M glatt und K kompakt ist, gibt
es positive Konstanten k
1
; k
2
mit
 k
2
1
 R()   k
2
2
f

ur alle Ebenen   T
u
M (u 2 (K)). Dann existiert nach Theorem 3.2.17 aus [43]
eine

aquivariante Zerlegung des (2n 2)-dimensionalen Teilb

undels von T
K
T
1
M trans-
versal zum Flu in ein stabiles Teilb

undel E
1
und ein instabiles Teilb

undel E
2
, so da
in jedem Punkt u 2 K die Ungleichungen
k
2
k
1
kke
 k
1
t
 kd
u
'
t
()k 
k
1
k
2
kke
 k
2
t
f

ur alle  2 E
1
u
;
k
1
k
2
kke
k
1
t
 kd
u
'
t
()k 
k
2
k
1
kke
k
2
t
f

ur alle  2 E
2
u
erf

ullt sind. Mit dem zuvor eingef

uhrten B

undel E
3
ist E
1
E
2
E
3
eine

aquivariante
Zerlegung von T
K
M . Die globalen Lyapunov-Exponenten von ' auf K bez

uglich der
Zerlegung E
1
 E
2
 E
3
gen

ugen der Absch

atzung
 k
1
 
u
i
  k
2
(i = 1; : : : ; 2n  2):
Damit gilt f

ur alle nat

urlichen Zahlen D < 2n  3 die Ungleichung
2h
top
('j
K
) + 
u
1
+ : : :+ 
u
D
+ 
u
D+1
 2h
top
('j
K
)  (D + 1)k
2
: (4.4.2)
Wir nehmen nun an, da (n  1)k
2
> h
top
('j
K
) erf

ullt ist. Es sei D 2 f0; : : : ; 2n  3g
die kleinste Zahl mit (D+1)k
2
> 2h
top
('j
K
). Aus (4.4.2) folgt 2h
top
('j
K
)+
u
1
+ : : :+

u
D
+ 
u
D+1
< 0. Folgerung 4.1.1 liefert dann die Absch

atzung
dim
H
(K)  D + 1 +
2h
top
('j
K
) + 
u
1
+ : : :+ 
u
D
j
u
D+1
j
 D + 1 +
2h
top
('j
K
) Dk
2
k
1
= 1 +
2h
top
('j
K
)
k
1
+D

1 
k
2
k
1

f

ur (n   1)k
2
> h
top
('j
K
). Es sei bemerkt, da wir, im Vergleich zu Satz 1.9.2,
diese Absch

atzung unter schw

acheren Voraussetzungen erhalten haben, da an die
Kr

ummung der zugrundeliegenden Mannigfaltigkeit keine
"
pinching condition\ ge-
stellt werden mu.
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Falls die Schnittkr

ummung konstant  k
2
ist, erh

alt man aus der obigen Ungleichung
dim
H
(K)  1 +
2h
top
('j
K
)
k
;
falls (n 1)k > h
top
('j
K
) gilt. Das ist dieselbe Schranke, die in [22] mit Hilfe des dort
gezeigten Satzes 1.9.1 abgeleitet wurde.
4.4.3 St

uckweise lineare Abbildungen auf dem Zylinder
Wir betrachten wieder wie in Abschnitt 3.5.2 als Mannigfaltigkeit (M;g) den a-
chen Zylinder und die darauf denierte nicht injektive Abbildung '. Mit den in Ab-
schnitt 3.5.2 eingef

uhrten Mengen K;K
1
;K
2
ist (';K;K
1
;K
2
) ein 2-1-Endomorphis-
mus-System, f

ur das die Eigenschaft (C1) erf

ullt ist. Die Singul

arwerte der Tangen-
tialabbildung sind mit 
1
(d
u
') = 3 und 
2
(d
u
') = 1 konstant f

ur alle u 2 K.
F

ur jeden Punkt u 2 K bezeichne E
1
u
 T
u
M den Teilraum, der von den Ei-
genvektoren bez

uglich des Eigenwerts 
2
(d
u
') von
p
(d
u
')

d
u
' aufgespannt wird,
und E
2
u
 T
u
M den Teilraum, der von den Eigenvektoren bez

uglich des Eigenwerts

1
(d
u
') von
p
(d
u
')

d
u
' aufgespannt wird. Dann ist T
K
M = E
1
 E
2
 E
3
ei-
ne

aquivariante Zerlegung des Tangentialb

undels, wenn f

ur E
3
wieder das triviale
B

undel betrachtet wird, das nur aus den Urspr

ungen O
u
der Tangentialr

aume T
u
M
(u 2 K) besteht.
Die Singul

arwertfunktion von ' auf K bez

uglich dieser Zerlegung hat dann die Form
!
E
1
;E
2
;E
3
d;K
(') =
8
>
>
<
>
>
:
1 f

ur d 2 [0; 1];
 
1
3

d 1
f

ur d 2 (1; 2]:
Die topologische Entropie dieser Abbildung ist ln 2, da diese Abbildung wie die in Ab-
schnitt 4.4.1 betrachtete Hufeisenabbildung topologisch konjugiert zur Shiftabbildung
im Raum der zweiseitig unendlichen Folgen mit zwei Symbolen ist.
Die Bedingung (4.3.1) aus Satz 4.3.1 kann f

ur Zahlen d  1 nicht erf

ullt werden. F

ur
d 2 (1; 2] hat sie die Form
 
1
3

d 1
< 2e
 2 ln 2
=
1
2
, was gleichbedeutend mit d > 1+
ln 2
ln3
ist. F

ur alle diese Zahlen d liefert Satz 4.3.1 die Absch

atzung dim
H
(K)  d. Im
Grenz

ubergang d! 1 +
ln 2
ln3
heit das dim
H
(K)  1 +
ln 2
ln3
.
Folgerung 4.3.1 liefert hier dieselbe Absch

atzung, da die globalen Lyapunov-Expo-
nenten mit den Logarithmen der Singul

arwerte

ubereinstimmen.
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4.4.4 Julia-Mengen von Polynomen in der komplexen Ebene
Wie schon in Beispiel 4.2.3 untersucht wurde, sind Polynome der Form '(z) = z
2
+ c
f

ur Parameter c 2 C mit jcj > 2 auf ihrer Julia-Menge K  C jeweils ein 2-1-
Endomorphismus mit der Eigenschaft (C1). Die topologische Entropie von ' auf K
betr

agt ln 2 (siehe [28]). Als

aquivariante Zerlegung des Tangentialraumes in bezug
auf K betrachten wir die triviale Zerlegung T
K
M = E
1
 E
2
 E
3
mit E
1
= E
3
=
f0
u
j u 2 Kg und E
2
= T
K
M .
Die Singul

arwertfunktion der Ordnung d 2 [0; 2] von ' auf K bez

uglich der Zerlegung
T
K
M = E
1
E
2
 E
3
ist
!
E
1
;E
2
;E
3
d;K
(') =

1
2min
z2K
jzj

d
:
Mit der Absch

atzung (3.5.4) gilt
!
E
1
;E
2
;E
3
d;K
(') 
0
@
1
2
q
jcj  
p
j2cj
1
A
d
:
Die Bedingung (4.3.1) aus Satz 4.3.1 ist damit erf

ullt, falls
0
@
1
2
q
jcj  
p
j2cj
1
A
d
< 2e
 2 ln 2
=
1
2
gilt. Die letzte Ungleichung ist

aquivalent zu (3.5.5). Damit erhalten wir mit Satz 4.3.1
die gleiche Absch

atzung
dim
H
(K) 
ln 2
ln

2
q
jcj  
p
j2cj

f

ur jcj >
3
2
+
p
2
wie mit Satz 3.4.2 in Abschnitt 3.5.3.
Die

Ubereinstimmung des Ergebnisses mit dem aus Abschnitt 3.5.3 resultiert da-
her, da in der hier betrachteten

aquivarianten Zerlegung das B

undel E
2
das einzige
nichttriviale Teilb

undel ist. Damit werden jeweils auf dem gesamten Tangentialraum
nur die Tangentialabbildungen zu den Umkehrabbildungen '
 1
1
und '
 1
2
betrachtet.
Dieselben Abbildungen werden in die Anwendung von Satz 3.4.2 als Tangentialabbil-
dungen zu den lokalen Umkehrfunktionen einbezogen.
4.4.5 Iterierte Funktionensysteme
Die in Abschnitt 3.5.4 betrachteten iterierten Funktionensysteme mit der Eigenschaft
(IF) lassen sich auf eine Abbildung ', deniert durch (3.5.6), zur

uckf

uhren, die ein
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k -1-Endomorphismus mit der Eigenschaft (C1) ist. Die Mengen K
i
sind dabei durch
K
i
:= S
i
(K) (i = 1; : : : ; k)
deniert. Diese Mengen sind aufgrund von (IF) paarweise disjunkt und kompakt. We-
gen von (3.5.6) gilt '(K
i
) = K, und die Eigenschaft (C1) folgt aus (IF). Damit k

onnen
die Dimensionsabsch

atzungen aus Abschnitt 4.3 f

ur invariante Mengen von iterierten
Funktionensystemen angewendet werden, falls f

ur K bez

uglich ' eine

aquivariante
Zerlegung des Tangentialb

undels existiert.
Im Gegensatz zu Abschnitt 3.5.4 ist es hier nicht sinnvoll, die Bedingungen an die
Abbildung ' zu Bedingungen an die Abbildungen aus dem System S = fS
i
g
k
i=1
um-
zuformulieren. Singul

arwerte von ' k

onnen duch Singul

arwerte der Abbildungen S
i
dargestellt werden. In die S

atze aus Abschnitt 4.3 geht jedoch zus

atzlich die topologi-
sche Entropie mit ein, so da die Abbildung ' auf jeden Fall bestimmt werden mu,
um die topologische Entropie zu ermitteln.
Betrachten wir als Beispiel wieder das iterierte Funktionensystem (3.5.9), f

ur das die
Standard-Cantor-Menge C invariant ist. Die Abbildung ' hat hier die Form
'(x) =
8
>
>
<
>
>
:
3x f

ur x 2 C \ [0;
1
3
];
3x  2 f

ur x 2 C \ [
2
3
; 1]:
Da ' auf C, wie auch die in Abschnitt 4.4.1 betrachtete Hufeisenabbildung und
die in Abschnitt 4.4.3 analysierte st

uckweise lineare Abbildung auf dem Zylinder,
topologisch konjugiert zur Shiftabbildung im Raum der zweiseitig unendlichen Folgen
mit zwei Symbolen ist, gilt h
top
(') = ln 2. Die zugrundeliegende Mannigfaltigkeit R
ist eindimensional, somit kommt nur eine triviale Zerlegung des Tangentialb

undels in
Frage. Da die Abbildung streckend wirkt, ist es sinnvoll, E
2
= T
C
M und E
1
= E
3
=
fO
u
j u 2 Cg zu setzen. Bez

uglich dieser Zerlegung hat die Singul

arwertfuntkion die
Form
!
E
1
;E
2
;E
3
d;K
(') =

1
3

d
f

ur alle d 2 [0; 1]. Bedingung (4.3.1) geht in die Ungleichung

1
3

d
< 2e
 2 ln 2
=
1
2

uber, die f

ur alle d >
ln 2
ln 3
erf

ullt ist. Also liefert Satz 4.3.1 im Grenz

ubergang d!
ln 2
ln3
die Absch

atzung
dim
H
(C) 
ln 2
ln 3
:
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Die Folgerung 4.3.1 f

uhrt hier zum gleichen Ergebnis, da der einzige globale Lya-
punov-Exponent (  ln 3) betr

agt und somit mit dem Logarithmus des Singul

arwerts

ubereinstimmt.
Wie schon in Abschnitt 3.5.4 erw

ahnt, gilt f

ur die Standard-Cantor-Menge
dim
H
(C) =
ln 2
ln 3
;
so da wir hier eine scharfe Absch

atzung erhalten.
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Kapitel 5
Untere Dimensionsschranken f

ur
k -1-Endomorphismen
Im Vergleich zu oberen Absch

atzungen der Hausdor-Dimension sind untere Dimen-
sionsabsch

atzungen verh

altnism

aig schwer zu nden. Eine Zahl d ist eine obere
Schranke f

ur die Hausdor-Dimension einer Menge, wenn das

auere Hausdorsche
d-Ma dieser Menge gleich Null ist. Das kann, wie in den vorangegangenen Kapiteln,
dadurch gezeigt werden, da f

ur alle hinreichend kleinen " > 0 eine Folge fU
p
g
p2N
von

Uberdeckungen durch Kugeln mit Radien h

ochstens " konstruiert wird, so da
die Summe

uber alle Radien zur Potenz d gegen Null geht. Zu jedem hinreichend
kleinen " > 0 sind also nur abz

ahlbar viele Kugel

uberdeckungen zu betrachten, die
iterativ konstruiert werden k

onnen.
Dagegen ist eine Zahl d eine untere Schranke f

ur die Hausdor-Dimension einer Men-
ge, wenn das

auere Hausdorsche d-Ma dieser Menge gr

oer als Null ist. Damit
mu es eine Zahl  > 0 geben, so da f

ur jedes " > 0 das

auere Hausdorsche
(d; ")-Ma gr

oer als  ist. F

ur jede Kugel

uberdeckung der Menge durch Kugeln mit
Radien h

ochstens " mu also die Summe der Radien zur Potenz d gr

oer als  sein.
Es m

ussen daher zu jedem " alle m

oglichen Kugel

uberdeckungen betrachtet werden.
Aussagen

uber untere Schranken der Hausdor-Dimension f

ur invariante Mengen all-
gemeiner Abbildungen sind daher sehr selten. Eine Ausnahme bilden ganzzahlige
untere Schranken, die man

uber die Betrachtung von instabilen Mannigfaltigkeiten
von Ruhelagen oder periodischen Orbits erhalten kann ([49, 69]). Haben invariante
Mengen Zusatzeigenschaften wie Hyperbolizit

at oder Selbst

ahnlichkeit, sind Dimen-
sionsabsch

atzungen von unten h

auger ableitbar (siehe z. B. [41]).
Auch invariante Mengen von k -1-Endomorphismen haben eine sehr spezielle geo-
metrische Struktur. Deshalb kann f

ur diese Mengen eine im allgemeinen nichtganz-
zahlige untere Dimensionsschranke in Abh

angigkeit vom gr

oten Singul

arwert der
Tangentialabbildung angegeben werden. Zusammen mit den Absch

atzungen aus Ab-
schnitt 4.3 kann man damit den exakten Dimensionswert in ein Intervall einschlie-
en. Ist in diesem Intervall kein ganzzahliger Wert enthalten, so mu die Hausdor-
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Dimension der betrachteten Menge nichtganzzahlig sein, diese Menge hat dann also
eine komplizierte geometrische Struktur.
5.1 Untere Dimensionsabsch

atzung
F

ur abbildungsinvariante Mengen, f

ur die ein

aueres Borel-Ma mit den in Lem-
ma 1.10.1 vorausgesetzten Eigenschaften existiert, kann mit Hilfe des aus der Po-
tentialtheorie stammenden Lemmas von Frostman (Lemma 1.10.1) eine untere Ab-
sch

atzung der Hausdor-Dimension angegeben werden. In diesem Abschnitt wollen
wir zeigen, da eine untere Dimensionsschranke auch ohne Konstruktion eines solchen

aueren Maes erreicht werden kann. Dazu wollen wir

ahnlich wie M. A. Shereshevskij
im Beweis von Satz 1.10.1 in [66] vorgehen. Die Struktur der invarianten Menge K ei-
nes k -1-Endomorphismus ist

ahnlich wie die Struktur der MengeD in Satz 1.10.1: Die
Bedingungen 1) und 2) aus Satz 1.10.1 sind f

ur die Mengen K
i
1
;::: ;i
p
erf

ullt, wenn wir
die Reihenfolge der Indizes umkehren. Das eigentliche Problem besteht hier darin, da
wir f

ur die MengenK
i
1
;::: ;i
p
keine Gr

oe analog zur Intervall

ange jD
!
1
;::: ;!
p
j haben, die
im Beweis von Satz 1.10.1 in [66] dazu benutzt wird, die Anzahl der Mengen D
!
1
;::: ;!
p
abzusch

atzen, die h

ochstens von einer Kugel mit vorgegebenem Radius

uberdeckt
werden k

onnen. Das n-dimensionale Volumen V l

at sich anstelle der Intervall

ange
nicht verwenden, da im allgemeinen die Menge K eine Dimension kleiner als n hat
und damit das Volumen der Mengen K
i
1
;::: ;i
p
stets Null ist. Wir k

onnen aber in all-
gemeinen metrischen R

aumen eine Aussage analog zu Satz 1.10.1 zeigen, die anstelle
der Intervall

angen die Abst

ande der Teilmengen verwendet.
Satz 5.1.1 Es seien (X; %) ein metrischer Raum und k  2 eine nat

urliche Zahl. F

ur
jede Zahl p 2 N und jedes p-Tupel (!
1
; : : : ; !
p
) 2 f1; : : : ; kg
p
existiere eine nichtleere
kompakte Menge D
!
1
;::: ;!
p
 X mit den folgenden Eigenschaften:
1) F

ur zwei p-Tupel (!
1
; : : : ; !
p
) 6= (!
0
1
; : : : ; !
0
p
) gilt D
!
1
;::: ;!
p
\D
!
0
1
;::: ;!
0
p
= ;.
2) F

ur jedes (!
1
; : : : ; !
p
; !
p+1
) 2 f1; : : : ; kg
p+1
gilt D
!
1
;::: ;!
p+1
 D
!
1
;::: ;!
p
.
Falls es Zahlen  > 0 und r 2 (0; 1) gibt, so da
%(x; y)  r
p
(5.1.1)
f

ur alle x 2 D
!
1
;::: ;!
p
, alle y 2 D
!
0
1
;::: ;!
0
p
, alle p 2 N und alle p-Tupel (!
1
; : : : ; !
p
) 6=
(!
0
1
; : : : ; !
0
p
) 2 f1; : : : ; kg
p
gilt, so kann die Hausdor-Dimension der Menge
D =
1
\
p=1
[
(!
1
;::: ;!
p
)2f1;::: ;kg
p
D
!
1
;::: ;!
p
nach unten durch dim
H
(D)   
lnk
ln r
abgesch

atzt werden.
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Beweis F

ur jedes p 2 N seien die Mengen D
!
1
;::: ;!
p
((!
1
; : : : ; !
p
) 2 f1; : : : ; kg
p
) im
weiteren als Mengen vom Rang p bezeichnet. Mit d :=  
lnk
ln r
gilt die Beziehung
k = r
 d
: (5.1.2)
Es sei fB(u
i
; r
i
)g
i2
e
I
eine beliebige

Uberdeckung von D durch Kugeln mit Radien
r
i

r
2
, wobei
e
I eine beliebige Indexmenge ist. Die Menge D ist als abz

ahlbarer
Durschnitt kompakter Mengen auch kompakt. Also k

onnen wir eine endliche Menge
I 
e
I ausw

ahlen, so da fB(u
i
; r
i
)g
i2I
immer noch eine

Uberdeckung von D ist. F

ur
jedes i 2 I existiert eine Zahl p
i
2 N mit

2
r
p
i
+1
< r
i


2
r
p
i
:
Es sei P := max
i2I
p
i
, und N
p
:= jfi 2 I j p
i
= pgj (p = 1; : : : ; P ) sei die Anzahl der
Indizes aus I, f

ur die p
i
= p gilt. Dann ist
X
i2I
r
d
i
>
X
i2I


2
r
p
i
+1

d
=
P
X
p=1
N
p


2
r
p+1

d
=

r
2

d
P
X
p=1
N
p
r
pd
:
Mit (5.1.2) folgt daraus die Ungleichung
X
i2I
r
d
i
>

r
2

d
P
X
p=1
N
p
k
 p
: (5.1.3)
Wegen r
i


2
r
p
i
kann eine Kugel vom Radius r
i
Punkte aus h

ochstens einer Menge
vom Rang p
i

uberdecken. Jede Menge vom Rang p
i
besteht aus k
P p
i
Mengen vom
Rang P . Also kann eine Kugel vom Radius r
i
Punkte aus h

ochstens k
P p
i
Mengen
vomRang P

uberdecken. Da fB(u
i
; r
i
)g
i2I
eine

Uberdeckung vonD ist, m

ussen durch
fB(u
i
; r
i
)g
i2I
Punkte aus allen k
P
Mengen vom Rang P

uberdeckt werden, denn es
gilt D
!
1
;::: ;!
P
\D 6= ; f

ur alle P -Tupel (!
1
; : : : ; !
P
) 2 f1; : : : ; kg
P
. Also mu
X
i2I
k
P p
i
=
P
X
p=1
N
p
k
P p
 k
P
gelten. Diese Ungleichung ist

aquivalent zu
P
P
p=1
N
p
k
 p
 1. Zusammen mit (5.1.3)
folgt daraus
X
i2I
r
d
i
>

r
2

d
:
Da diese Beziehung f

ur jede beliebige

Uberdeckung von D mit Kugeln vom Radius
h

ochstens
r
2
gilt, heit das

H

D; d;
r
2



r
2

d
> 0:
129
Aufgrund der Monotonie von 
H
(D; d; ) folgt daraus 
H
(D; d) > 0 und somit
dim
H
(K)  d. 
Unter Nutzung von Satz 5.1.1 k

onnen wir nun die folgende untere Schranke der
Hausdor-Dimension f

ur invariante Mengen von k -1-Endomorphismen nachweisen:
Satz 5.1.2 Es seien (M;g) eine n-dimensionale Riemannsche C
3
-Mannigfaltigkeit
und (';K;K
1
; : : : ;K
k
) ein k -1-Endomorphismus-System mit k  2 und der Eigen-
schaft (C1) aus Abschnitt 4.2. Falls f

ur den gr

oten Singul

arwert von d
u
' die Un-
gleichung

1
(d
u
')  k
1
n
f

ur alle u 2 K (5.1.4)
gilt, dann kann die Hausdor-Dimension der invarianten Menge K nach unten durch
dim
H
(K) 
ln k
ln sup
u2K

1
(d
u
')
abgesch

atzt werden.
Beweis Wie schon bemerkt, erf

ullen die Mengen K
i
1
;::: ;i
p
((i
1
; : : : ; i
p
) 2 f1; : : : ; kg
p
;
p 2 N) die Bedingungen 1) und 2) von Satz 5.1.1, wenn wir die Reihenfolge der Indizes
umkehren. Um Satz 5.1.1 anwenden zu k

onnen, m

ussen wir nun noch die Eigenschaft
(5.1.1) nachweisen.
Es sei d 2

0;
lnk
ln sup
u2K

1
(d
u
')

eine beliebige Zahl. Da wir k  2 vorausgesetzt hatten,
ist dieses Intervall f

ur d nichtleer. Aus (5.1.4) und k  2 ergibt sich sup
u2K

1
(d
u
') >
1. Somit existiert eine Zahl  > sup
u2K

1
(d
u
') mit
k = 
d
: (5.1.5)
Dann gibt es eine oene Menge V mitK  V  U , so da 
1
(d
u
')   f

ur alle u 2 V
gilt. Es sei 
1
:= inff%(u
i
; u
j
) j u
i
2 K
i
; u
j
2 K
j
; 1  i < j  kg der Mindestabstand
zwischen den Mengen K
1
; : : : ;K
k
. Da die Mengen K
1
; : : : ;K
k
paarweise disjunkt
sind, gilt 
1
> 0. Weiterhin existiert eine Zahl 
2
> 0, so da jede Kugel vom Radius

2
, die Punkte aus K enth

alt, vollst

andig in V enthalten ist.
Es sei nun  2 (0;minf
1
; 
2
g) eine beliebige Zahl. Weiterhin seien p 2 N eine be-
liebige Zahl, (i
1
; : : : ; i
p
); (j
1
; : : : ; j
p
) 2 f1; : : : ; kg
p
zwei beliebige, aber voneinander
verschiedene p-Tupel und u 2 K
i
1
;::: ;i
p
und v 2 K
j
1
;::: ;j
p
zwei beliebige Punkte. In-
duktiv wollen wir zeigen, da dann %(u; v) > 
1 p
gilt. F

ur p = 1 ist das oen-
sichtlich erf

ullt. Wir nehmen nun an, da diese Behauptung f

ur ein p 2 N erf

ullt
ist und wollen sie f

ur p + 1 nachweisen. Dazu betrachten wir zwei F

alle. Im ersten
Fall sei i
p+1
6= j
p+1
. Dann ist u 2 K
i
p+1
und v 2 K
j
p+1
mit i
p+1
6= j
p+1
, also gilt
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%(u; v)  
1
> . Wegen  > 1 ist dann auch %(u; v) > 
 p
. Im zweiten Fall be-
trachten wir nun i
p+1
= j
p+1
. Dann mu (i
1
; : : : ; i
p
) 6= (j
1
; : : : ; j
p
) gelten. Wegen
'(u) 2 K
i
1
;::: ;i
p
und '(v) 2 K
j
1
;::: ;j
p
gilt dann aufgrund der Induktionsvoraussetzung
%('(u); '(v)) > 
1 p
. F

ur %(u; v) >  ist die Behauptung oensichtlich erf

ullt. Wir
betrachten deshalb im weiteren %(u; v)  . Dann gilt v 2 B(u; 
2
)  V  U , also
ist die Abbildung ' auf der gesamten Kugel B(u; 
2
), die v enth

alt, deniert. Da '
eine C
1
-Abbildung auf U ist, k

onnen wir die Taylor-Formel anwenden und erhalten
%('(u); '(v))  %(u; v). Also gilt %(u; v) > 
 1

1 p
= 
 p
.
Damit ist die Bedingung (5.1.1) in der Form %(u; v) > 
1 p
f

ur jedes p 2 N, be-
liebige voneinander verschiedene p-Tupel (i
1
; : : : ; i
p
); (j
1
; : : : ; j
p
) 2 f1; : : : ; kg
p
und
beliebige Punkte u 2 K
i
1
;::: ;i
p
und v 2 K
j
1
;::: ;j
p
erf

ullt. Daraus folgt mit Satz 5.1.1 die
Absch

atzung dim
H
(K) 
lnk
ln
= d. Im Grenz

ubergang d !
ln k
ln sup
u2K

1
(d
u
')
heit das
dim
H
(K) 
lnk
ln sup
u2K

1
(d
u
')
. 
Bemerkung 5.1.1 Die Bedingung (5.1.4) stellt keine echte Einschr

ankung dar, da
im Fall sup
u2K

1
(d
u
') < k
1
n
die Haudor-Dimension der invarianten Menge K ex-
plizit bekannt ist: Wir betrachten dazu die Abbildung ' als allgemeine nicht injektive
Abbildung. Die Menge K enth

alt wegen (C1) keine kritischen Punkte. Die Vielfach-
heitsfunktion dieser Abbildung ist konstant k. Im Fall sup
u2K

1
(d
u
') < k
1
n
sind
damit alle Voraussetzungen von Satz 3.4.1 f

ur beliebiges d 2 (0; 1] erf

ullt, und wir
erhalten dim
H
(K) = 0.
5.2 Anwendungsbeispiele
Wir wollen hier die untere Dimensionsabsch

atzung auf einige Beispielabbildungen aus
Abschnitt 4.4 anwenden, um die untere Dimensionsschranke mit der oberen Schranke
vergleichen zu k

onnen.
5.2.1 Zeltabbildung
Gegeben sei die in den Beispielen 2.1.1 und 4.2.1 sowie in Abschnitt 4.4.1 betrachtete
Zeltabbildung '. Eine invariante Menge K dieser Abbildung ist die Standard-Cantor-
Menge. Wie in Abschnitt 4.4.1 erw

ahnt wurde, ist (';K;K
1
;K
2
) mit K
1
= K \ [0;
1
3
]
undK
2
= K\[
2
3
; 1] ein 2-1-Endomorphismus-System, das die Eigenschaft (C1) erf

ullt.
Hier gilt 
1
(d
u
') = 3 unabh

angig vom Punkt u 2 K, also ist die Bedingung (5.1.4)
erf

ullt. Mit Satz 5.1.2 erhalten wir die untere Schranke dim
H
(K) 
ln 2
ln3
.
In Abschnitt 4.4.1 ist derselbe Wert als obere Schranke erhalten worden, also haben
wir damit sogar dim
H
(K) =
ln 2
ln3
nachgewiesen.
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5.2.2 St

uckweise lineare Abbildungen auf dem Zylinder
Wir betrachten erneut das 2-1-Endomorphismus-System (';K;K
1
;K
2
) aus den Ab-
schnitten 3.5.2 und 4.4.3 auf dem achen Zylinder. F

ur dieses System ist die Eigen-
schaft (C1) erf

ullt. Der gr

ote Singul

arwert der Tangentialabbildung ist 
1
(d
u
') = 3
unabh

angig vom Punkt u 2 K. Damit ist die Bedingung (5.1.4) aus Satz 5.1.2 erf

ullt,
und wir erhalten dim
H
(K) 
ln 2
ln3
.
Zusammen mit der oberen Absch

atzung aus Abschnitt 4.4.3 ergibt sich hier mit
dim
H
(K) 2

ln 2
ln3
; 1 +
ln 2
ln3

nur ein Intervall, in dem der Wert f

ur die Hausdor-
Dimension liegt.
Wie in Abschnitt 3.5.2 erw

ahnt wurde, stimmt die obere Schranke mit dem exakten
Dimensionswert

uberein, wobei die untere Schranke noch sehr weit vom tats

achli-
chen Wert entfernt ist. Der Grund daf

ur ist, da in die untere Absch

atzung nur der
gr

ote Singul

arwert eingeht, so da der Fehler um so gr

oer wird, je mehr sich die
Singul

arwerte voneinander unterscheiden.
5.2.3 Julia-Mengen
Betrachtet werden die Julia-Mengen quadratischer Polynome in der komplexen Ebene
aus den Abschnitten 3.5.3 und 4.4.4. Wie in Beispiel 4.2.3 gezeigt wurde, sind Poly-
nome der Form '(z) = z
2
+ c f

ur Parameter c 2 C mit jcj > 2 auf ihrer Julia-Menge
K  C jeweils ein 2-1-Endomorphismus mit der Eigenschaft (C1). Hier haben wir f

ur
jedes z 2 C die zwei

ubereinstimmenden Singul

arwerte

1
(d
z
') = 
2
(d
z
') = 2jzj:
Insbesondere gilt also sup
z2K

1
(d
z
') = 2 sup
z2K
jzj. Mit (3.5.4) folgt daraus
2
q
jcj  
p
j2cj  sup
z2K

1
(d
z
')  2
q
jcj+
p
j2cj:
Damit ist Bedingung (5.1.4) aus Satz 5.1.2 erf

ullt, falls 2
q
jcj  
p
j2cj 
p
2 gilt, d. h.
f

ur alle Parameter c mit jcj 
3
2
+
p
2. In diesem Fall kann Satz 5.1.2 angewendet
werden und liefert
dim
H
(K) 
ln 2
ln

2
q
jcj+
p
j2cj

f

ur jcj 
3
2
+
p
2:
Zusammen mit der unteren Absch

atzung aus Abschnitt 4.4.4 erhalten wir damit f

ur
die Hausdor-Dimension der Julia-Menge K der Abbildung '(z) = z
2
+ c die Ein-
schlieung
ln 2
ln

2
q
jcj+
p
j2cj

 dim
H
(K) 
ln 2
ln

2
q
jcj  
p
j2cj

f

ur jcj >
3
2
+
p
2:
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Dies sind dieselben oberen und unteren Schranken, die auch in [21] erhalten wurden.
F

ur betragsm

aig groe Parmeterwerte ergibt sich daraus das asymptotische Verhal-
ten dim
H
(K) 
2 ln2
ln jcj
(siehe auch [64]).
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