Abstract-This paper presents a method for the combination of different feature cues in a level set based moving object segmentation framework. To distinguish object from background, motion detection is firstly adopted to locate object position and obtain coarse shape prior. Moreover, the color and texture feature descriptors that represent object contour are designed in this dissertation. Then the finer segmentation solution based on the color and texture difference between the object and background is proposed, which avoids the invalid feature components to hamper segmentation and improves the accuracy. Extensive experiments have been carried out on surveillance video sequences to validate the proposed method.
I. INTRODUCTION
Moving object segmentation is a core component of computer vision [1, 2] , which aims at separating the image domain into entities/regions with consistent properties. Additionally, it provides detailed meta-data to higher level vision tasks, such as object tracking [3] , object recognition and event analysis [4] . The goal of this paper is to segment moving objects more accurately in videos via level set method.
Level set and variational methods have been proposed to solve the object segmentation or contour extraction problem over recent years [5] [6] [7] , as they provide an effective framework for modeling the shape and evolution of curves. A level set based method represents the curve as the zero level of a higher dimensional, Lipshitz continuous, embedding function, and handle curve topological changes easily and efficiently. But they come up against difficulties when dealing with challenges, for instance, the relative weight of different features and computation burden.
A fundamental model is Active Contour Model (ACM) which discussed comprehensively in [8] . The basic idea of ACM is to evolve a curve under some constraints to extract the desired object. According to the nature of constraints, the existing ACMs can be divided into two kinds: edge-based models [9] [10] [11] and region-based models [12, 13] . As the most popular edge-based model [11] , the Geodesic active contours (GAC) model utilizes image gradient to construct an edge stopping function (ESF) to stop the contour evolution on the object boundaries. However, for digital images the discrete gradients are bounded and then the ESF will never be zero on edges. In addition, the edge-based models are prone to local minimum, failing to detect the exterior and interior boundaries when the initial contour is far from the desired object boundary.
Region-based models have many advantages over edge-based ones. They utilize the statistical information to control the curve evolution, which are less sensitive to noise and the location of initial contour. As one of the most popular region-based model, the Chan-Vese (CV) model [14] assumes that interior and exterior are Gaussian distributions with the same variance, and can automatically detect all of the contours, no matter where the initial contour starts in the image. But, the models that only use intensity fail to handle the situation of noise, motion blur or highly inhomogeneous intensity distribution of both the object and the background. However, the intensity based models will fail to segment meaningful objects when some parts of them are in low contrast even missing. In fact, these situations always happen in practical applications. Hence, the shape priors should be fused in the contour extraction process. There are many works that combine shape prior with image energy in the literature. Based on GAC model, Chen et al. [15] proposed a variational model, and established the existence of the solution to the energy minimization. Moreover, Cremers et al. [16] proposed a variational approach in which, a new function called labelling function is introduced to indicate the regions in which shape priors should be enforced. Although such approaches usually turn out to be quite robust, they often lack generality. Relying on shape prior constraints, they are designed to tackle precisely defined problems. Moreover, they usually need a supervised learning stage, and their performance mainly depends on the quality of the learning shapes.
However, algorithms which do not incorporate both geometric and photometric information are more susceptible to noise, and often perform poorly in cluttered environments. Thus, shape information, photometric information, texture and motion should be fused in the segmentation process [see Fig. 1 ], especially in the farfield surveillance applications. One possibility is to create a feature vector from all the cues and run classical clustering algorithms in the feature space [17, 18] . In [17] , a feature space for image segmentation can be constructed from the texture and color cues. Then, an EM algorithm is employed to estimate the parameters of a Gaussian mixture in the corresponding Multi-Dimensions feature space. With the assumption of no correlation between cues, a global energy is defined by summing the log-likelihoods for each single cue. Auto adjustment of weights between different features has been proposed in the case of image segmentation and for visual tracking in [19] . However, despite the dimension reduction of tensor features, the computation burden of these methods is also greatly increased. In some cases, the dimension reduction can lose significant information of tensor features, thus resulting in failures of contour extraction. On the other hand, one can consider different cues successively instead of in parallel [20] . In [20] , the authors deal with color and texture images by first quantizing the image in the color space, and then introducing a spatial criterion to obtain the segmentation. As can be seen from Fig. 2 , the paper presents a level set based approach to segment the moving object using prior shape, color and texture information. The combination is to be designed such that if one cue is corrupted, the method can still rely on the remaining information. The main contributions of this paper are as follows. Firstly, the coarse contour and prior shape is introduced to constraint segmentation in the traditional level set method, and the prior shape can be obtained by moving object detection. Then, the adaptive weighted color and texture features which avoid the invalid feature components to hamper contour extraction are introduced into level set method to distinguish finer object from the background exactly. Finally, energy functional is proposed to model and solve the object segmentation and contour extraction problem.
The remainder of the paper is organized as follows. Section 2 describes the segment method using shape prior, color and texture, and the numerical solution of this method. Extensive experiments on the surveillance video sequences are presented in section 3; whereas the conclusions are drawn in section 4.
II. LEVEL SET BASED SEGMENTATION USING SHAPE PRIOR, COLOR AND TEXTURE

A. Shape Prior Extraction Based on Motion Detection
The paper obtains shape prior based on the results of motion detection, and uses the coarse shape information to constraint the segmentation. Motion detection can be viewed as a foreground extraction in the sequences. In this paper, Gaussian Mixture Model (GMM) is applied to model background and extract foreground regions. Each pixel in the video frame can be modeled by a mixture of k Gaussian distributions. The probability that a certain pixel i has a value of i x at time t can be defined as
where , 
The K distributions are ordered based on the value and the first B distributions are used as a model of the background of the frame where B is estimated as ,,
The threshold B is the minimum fraction of the background model. A pixel can be classified into background as long as it is more than 2.5 standard deviations away from any of the B distributions. The model needs to be continually updated to capture slow changes in the background, so each new pixel is checked if it matches the existing Gaussians distributions. The first Gaussian component that matches the test value can be updated by the following equations , 1
(1 )
where  is a learning rate and , k it M is a Boolean value indicating whether or not a match is found.
, ,
1, if
is the first match Gaussian component 0, otherwise
If none of the K distributions matches the pixel value, the least probable component is replaced by an initially high variance, a low weight parameter, and a distribution with the current value as its mean. While the background modeling yields relative reliable information for the coarse shape of the objects, combining color and texture can increase the segment accuracy in the following sections.
B. Color Feature Extraction
Here, we choose CIE-lab color space to represent the color information. As can be seen from Fig. 3 , because of the discriminate ability of the color channels to distinguish object from the background is significantly different, it is necessary to assign different weights to the color channels according to the discriminative abilities. Meanwhile, color feature descriptor should be able to represent the color changes in the interior and exterior of the contour, and the color difference between the interior and exterior.
The paper transforms the coarse object region I into the CIE-lab color space, and denotes three color channels L, a and b as 
where 0 ε is a small positive quantity to avoid the denominator vanishing; m is a regulatory exponent and 1 m> .
Finally, the weighted feature components for all color channels can be expressed by 
C. Texture Feature Extraction
As can been see from Fig. 4 , we present the texture extraction method using undecimated wavelet transform (UWT) [21] , because the UWT produces subbands of the same size as the input region. Object region I can be decomposed into one low frequency subband 
It is necessary to assign different weights to the texture feature components according to the discriminative abilities. The paper also introduces a homogeneity metric for p I , and let Ω be the whole region of p I . The closed curve Γ , which is introduced by the level set method, divides the region Ω into the interior 
The discriminative ability of texture component p can be measured by 01 0 00
According to the above analysis, the weighted texture feature components are expressed by 
D. Adaptive Weighted Feature Combination
Then, we obtain a feature vector consisting of 3 color channels and 3 texture feature components. It becomes important to combine this information in a way that allows for the simplification of the data, for dealing with outliers, and fusing the cues.
With the purpose to eliminate the luminance difference between color and texture components, we use stretching method to enhance the intensity of texture feature. Due to the potential range of the grey value or color channels is fixed (usually 
According to the normalized weights of color and texture, the descriptor that reflects the object contour can be built by following equation. Essentially, the curve  is a parametric curve in the object segmentation. Due to  does not have the topological adaptability in the solution of the partial differential equation, inspired by CV model, we translate  into level set function  , and add the curve length metric term () K  and the prior shape term shape E to the minimization term. The object contour can be expressed by: 
Hx is a discontinuous function at 0, we introduce first order smooth approximation function () Hx 
III. EXPERIMENTAL RESULTS
Here, extensive experiments are conducted to evaluate the performance of the proposed method on three challenging and different datasets [see Fig. 5 ]: i-Lids dataset, Highway dataset and PETS dataset. The video sequences which contain relative small objects, such as cars and pedestrians, were taken with a stationary camera. In this section, we compare the performance of the proposed method with the classical CV model [14] , active contours driven by local image fitting energy model (LIF) [22] , and our proposed model. Based on techniques of curve evolution and Mumford-Shah function, the CV Results comparison on rigid objects.
model is able to segment object whose contour is not necessarily defined by gradient. In the level set formulation, different with the classical active contour model, the stopping term of CV model depend on a particular segmentation of the image. By introducing the LIF energy to extract the local image information, LIF model can segment images with intensity in homogeneities. Moreover, a novel method based on Gaussian filtering for variational level set in LIF model is proposed to regularize the level set function. All methods were implemented in Matlab2010a on a personal computer with a Pentium IV 2.66GHz central processing unit. We set the initial curves using motion detection results, and reinitialize the level set function using the Euclidean-distance-transform algorithm [23] . Considering the object size in the surveillance video sequences relative smaller, so in the experiment, we generally choose the level set evolution (LSE) . The experiment results validates that the proposed method can achieve accuracy results of extract non-rigid and rigid objects contour from the videos. As Fig. 6 (a) and Fig. 7 (a) show the objects whose contour needs to be extracted, Fig. 6 (b) and Fig. 7 (b) show the initial contours and prior shape that obtained by motion detection. Fig. 6 (c) and Fig. 7 (c) show the evolved results of CV model, and they are undesired. Due to the model only makes use of local information and sensitive to local minima, it is difficult to deal with the unclear image with the weak boundaries of objects. It can be observed that parts of the background and foreground are mixed together. The corresponding results of LIF model are shown in Fig. 6 (d) and Fig. 7 (d) , which also fails to extract all the objects accurately, and parts of the objects are missing. Then Fig. 6 (e) and Fig. 7 (e) show the results of the proposed model, which successfully extracts boundaries of the objects, despite some parts of objects are in low contrast even missing.
Moreover, in order to perform objective and quantitative analysis, the success score presented in [24] was introduced to measure the accuracy of object segmentation. The success score defined as follows: number of pixels correctly segmented total number of pixels s 
Different methods were applied to segment objects from test datum. In order to get some insight on the experimental results, the test datum contain 140 objects that collected from the surveillance video. The average success scores of the methods in [14] and [22] were 0.81 and 0.75, respectively. Our method achieved a better average success score of 0.86.
IV. CONCLUSION
In this paper, we presente a level set based method to extract the moving object contours for video sequences. We concentrate on extracting and incorporating as much information from the given data as possible, such as prior shape, color, and texture information. We propose an adaptive weighting scheme to tune the weights of different feature components by their discriminative power, and introduced a novel energy functional into level set based method to model the object segment and contour extraction problem. Based on the model, an optimization numerical solution is developed to progressively segment object and extract contour. The experiments on a large surveillance video database demonstrate that the proposed method achieves encouraging accuracy of the moving object segment and contour extraction.
