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ON ZARISKI DECOMPOSITION
WITH AND WITHOUT SUPPORT
ROBERTO LAFACE
Abstract. In this paper we study Zariski Decomposition with
support in a negative definite cycle, a variation introduced by
Y.Miyaoka. We provide two extensions of the original statement,
which was originally meant for effective Q-divisors: we can either
state it for any Q-divisor, or we can take the support to be in any
cycle. Ultimately, we present a new approach to Zariski Decom-
position of pseudo-effective Q-divisors, which consists in iterating
Zariski Decomposition with support.
Introduction
In 1962, O. Zariski introduced Zariski Decomposition for effective
divisors in his paper [5]: given an effective divisor D on a nonsingular
projective surface X , we can write
D = P +N,
where P and N are effective, P is nef, N has negative definite intersec-
tion matrix, and P ⊥ N with respect to the intersection product. In
1979, T. Fujita [2] extended Zariski’s result to the slightly larger cone
of pseudo-effective divisors: the same result holds for pseudo-effective
divisors, but the nef part P is not necessarily effective anymore. Thirty
years later, Y.Miyaoka [4] introduced the concept of Zariski Decompo-
sition with support in a negative definite cycle, in a context which was
far from where the actual problem was born: given a negative definite
cycle G, any effective divisor D can be written as
D = PG +NG,
with the same properties as before, with an exception made for PG,
which now is G-nef only and is in general not effective. Meanwhile, in
the same year, T.Bauer provided a simpler proof of Zariski’s result,
which was based on a maximality argument relative to the nef part of
the given divisor, rather than on the sophisticated procedure Zariski
used to build the negative one.
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The aim of this paper is to connect the works we have presented in
this timeline. First of all, we recall Zariski Decomposition with support
in a negative definite cycle in the sense of Miyaoka ([4], Proposition 2.1),
and we use Bauer’s method [1] to give a new proof of this result, which
Miyaoka states only, referring instead to Zariski’s argument in [5] (The-
orem 1.8). Then, we doubly generalize Miyaoka’s result: on one hand,
we extend it to any divisor, once again using Bauer’s idea (Theorem
2.1), and on the other, we prove the result for pseudo-effective divi-
sors with the relaxed hypothesis that the support is in any cycle, not
necessarily negative definite (Theorem 2.6). These conditions cannot
be dropped at once, as an elementary counterexample shows (Remark
2.7). Finally, we will provide a new proof of Zariski Decomposition
of pseudo-effective divisors ([2], Theorem 1.12), which is obtained as
an application of Zariski Decomposition with support in a negative
definite cycle (Theorem 3.2).
1. A new proof of Zariski Decomposition
with support in a negative definite cycle
LetX be a surface, i.e. a 2-dimensional nonsingular projective variety
over an algebraically closed field k.
Definition 1.1. Given a divisor D =
∑n
i=1 diDi, where di ∈ Z and Di
is an irreducible curve, ∀i = 1, . . . , n, the matrix
µD :=

D1.D1 · · · D1.Dq... . . . ...
Dq.D1 · · · Dq.Dq


is called the intersection matrix of D.
As a consequence, the intersection matrix of a divisor is independent on
the coefficients of the irreducible components. Therefore, the definition
above can be obviously extended to divisors with rational (or real)
coefficients; divisors with rational coefficients are called Q-divisors, and
we denote their vector space by QDiv(X).
Notice also that every Q-divisor D =
∑n
i=1 diDi induces a quadratic
form ΦD on Qn through its intersection matrix.
ΦD : Q
n −→ Q
v 7−→ vTµDv
Definition 1.2. A finite sum G =
∑m
i=1Gi of irreducible curves Gi ⊂
X is said to be a negative definite cycle if the intersection matrix µG
is negative definite, meaning that the quadratic form ΦG induced by G
is negative definite.
ZARISKI DECOMPOSITIONS 3
Remark 1.3. From the definition, it follows that the components Gi
of a negative definite cycle must be distinct, i.e.G is reduced: if not,
the matrix µG would have 2 equal columns, hence the quadratic form
ΦG would not be negative definite.
Example 1.4. The f -exceptional locus of a surjective morphism of
surfaces f : X −→ Y (the union of the curves that f contracts to a
point) is a typical example of negative definite cycle.
Example 1.5. Consider any Q-divisor D ⊂ X and write its Zariski
Decomposition D = P + N , N =
∑
i νiNi; then Nred :=
∑
iNi is a
negative definite cycle.
Remark 1.6. Let D ∈ QDiv(X) be a divisor which is supported on a
negative definite cycle G =
∑m
i=1Gi, i.e. D =
∑m
i=1 diGi, di ∈ Q ∀i =
1, . . . , m. Then
D2 =
( m∑
i=1
diGi
)2
=
m∑
i,j=1
didj(Gi.Gj) =
(
d1 . . . dm
)
µG

d1...
dm

 ≤ 0,
and equality holds if and only if D = 0.
Definition 1.7. A Q-divisor D is G-nef (i.e. numerically effective on
G) if D.Gi ≥ 0 for every i.
Now, we introduce two new orderings:
(1) given C =
∑n
i=1 ciCi, D =
∑n
i=1 diCi ∈ QDiv(X), we set C ≤
D if and only if ci ≤ di ∀i = 1, . . . , n;
(2) given x = (x1, . . . , xn), y = (y1, . . . , yn) ∈ Qn, we put x ≤ y if
and only if xi ≤ yi ∀i = 1, . . . , n.
We will use these two orderings in the proof of the next result.
Theorem 1.8 (Zariski Decomposition with support in a negative def-
inite cycle, Proposition 2.1 of [4]). Let G =
∑m
i=1Gi ⊂ X be a negative
definite cycle and let D be an effective Q-divisor on X. Then there ex-
ists a unique decomposition D = P +N into Q-divisors which satisfies
the following conditions:
(a) both P and N are effective;
(b) N is supported on a subset of G, i.e. N =
∑
i νiGi, νi ≥ 0;
(c) P is G-nef;
(d) P and N are mutually orthogonal, i.e. P.N = 0 (hence D2 =
P 2+N2 and, in view of (c), P is numerically trivial on N , i.e.
P.Gi = 0 for each Gi ⊂ suppN).
Furthermore, P is the largest effective Q-subdivisor of D that is G-nef:
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(e) if a Q-divisor E with 0 ≤ E ≤ D is G-nef, then E ≤ P .
The so-obtained decomposition is called G-decomposition of D, P
is the G-nef part of D, while N is said to be the G-negative part.
Miyaoka’s paper [4] is lacking in any proof of this result, and rather it
refers to [5] for the proof. Instead, we will give a proof which provides
a concrete application of Bauer’s proof in [1], distancing itself from the
original idea of Zariski.
Proof. We start by proving the existence of such a decomposition. Let
D =
∑n
i=1 diDi, with Di irreducible curve and di ∈ Q>0, ∀i = 1, . . . , n.
Consider now A such that 0 ≤ A ≤ D, A =
∑n
i=1 xiDi, 0 ≤ xi ≤ di.
We now have that
A is G-nef ⇐⇒ A ·Gj ≥ 0 ∀j = 1, . . . , m
⇐⇒
n∑
i=1
xiDi ·Gj ≥ 0 ∀j = 1, . . . , m. (*)
Claim 1.9. This system of inequalities for the rational numbers xi
has a maximal solution (with respect to the ordering ≤) in the rational
cuboid [0, d1]× · · · × [0, dn] ⊂ Qn.
Proof. Indeed, the subset K of Qn described by these inequalities is
the intersection of finitely many half-spaces; notice that we always have
a solution (the vector x = 0). Consider the family of hyperplanes
Ht :=
{
(x1, . . . , xn) ∈ Q
n :
n∑
i=1
xi = t
n∑
i=1
di
}
;
then, there is a maximal t such that Ht intersects K (and the point of
intersection is a vertex of K). 
Now let P be a Q-divisor defined by a maximal solution to the system
of inequalities above, P =
∑n
i=1 biDi. Set N := D−P ; then conditions
(a) and (c) are satisfied by construction. We now prove (b) and (d):
notice that in case D = P , the last two conditions hold, and thus we
can assume that N is nonzero.
(b) Write N =
∑
i νiDi. For a fixed i, consider the intersections
Di.Gj , j = 1, . . . , m; ifDi.Gj ≥ 0 ∀j = 1, . . . , m, then P+εDi is
G-nef (for a suitable ε > 0), and this contradicts the maximality
of P . Thus there must exist a j = j(i) such that Di = Gj and
D2i = G
2
j < 0. Since this holds for every i, we get N =
∑
i νiGi
after rearranging indexes.
(d) By (b), N =
∑
i νiGi. If P.Gi > 0, with Gi ⊆ supp(N), then
P + εGi ≤ D and P + εGi is G-nef, for small enough ε > 0,
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contradicting the maximality of P . Then P.Gi = 0, because P
is G-nef, and P.N = 0.
Assume now that we are given a decomposition D = P +N .
Claim 1.10. P is a maximal G-nef subdivisors of D.
Proof. Indeed, given a G-nef divisor P ′ : P ≤ P ′ ≤ D = P +N , we
have that P ′ = P +
∑
i∈I yiGi, being
I := {k : Gk ⊆ supp(N)}.
G-nefness of P ′ and orthogonalilty between P and N imply that
0 ≤ P ′.Gj =
∑
i∈I
yi(Gi.Gj) ∀j ∈ I.
Then, by multiplying by yj, we get
∑
i∈I yiyj(Gi.Gj) ≥ 0 ∀j ∈ I, and
by summing over all j ∈ I, we get
0 ≤
∑
i,j∈I
yiyj(Gi.Gj) =
∑
i∈I
y2iG
2
i +
∑
i 6=j
yiyj(Gi.Gj) ≤
≤
∑
i∈I
y2iG
2
i + 2
∑
i 6=j
yiyj(Gi.Gj) =
(∑
i∈I
yiGi
)2
= ΦG(y),
where y ∈ Qm is the vector whose components are the coefficients of
the Gi’s (yi = 0 ∀i : i /∈ I). Since ΦG is negative definite, it can only
be ΦG(y) = 0, and this happens if and only if y = 0, yielding P
′ = P
and thus maximality of P . 
Now we are left to prove uniqueness. We show that a maximal G-nef
Q-subdivisor of D is in fact unique.
Lemma 1.11. If P ′ =
∑n
i=1 x
′
iDi and P
′′ =
∑n
i=1 x
′′
iDi are G-nef Q-
subdivisors of D, then so is P = max(P ′, P ′′) :=
∑n
i=1 xiDi, where
xi := max(x
′
i, x
′′
i ).
Proof. Showing that P is G-nef is equivalent to showing that it is
Gi-nef for every i = 1, . . . , m. If Gi * supp(P ), then
(P − P ′).Gi =
n∑
k=1
{max(x′k, x
′′
k)− x
′
k} (Dk.Gi)︸ ︷︷ ︸
≥0
≥ 0,
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and thus P.Gi = (P −P
′).Gi+P
′.Gi ≥ 0; otherwise, Gi = Dj for some
j. Without loss of generality we can assume that x′j ≥ x
′′
j ; now we get
(P − P ′).Gi = (P − P
′).Dj =
n∑
k=1
{max(x′k, x
′′
k)− x
′
k}(Dk.Dj) =
=
∑
k 6=j
max(x′k, x
′′
k)− x
′
k}(Dk.Dj) ≥ 0,
and thus
P.Gi = (P − P
′).Gi︸ ︷︷ ︸
≥0
+P ′.Gi︸ ︷︷ ︸
≥0
≥ 0,
i.e. P is Gi-nef. Since this holds for every i, we are done. 
By the lemma, P is the maximal G-nef subdivisor of D; hence (e) is
proven, and this concludes the proof of the theorem. 
Remark 1.12. Assume we are given a Zariski Decomposition D =
P + N with support in a negative cycle G; then the negative part
N =
∑
i νiGi has negative definite matrix because ΦN is the restriction
of ΦG to the subspace V of Qm defined by
V := {x ∈ Qm|xi = 0 ∀i : νi = 0}.
2. Two improvements of Miyaoka’s result
In this section we provide two generalizations of Theorem 1.8. We
first extend the original result to any Q-divisor on a surface.
Theorem 2.1 (Zariski Decomposition with support in negative definite
cycle for Q-divisors). Let G =
∑q
i=1Gi be a negative definite cycle and
let D be a Q-divisor on X. Then there exists a unique decomposition
D = P +N into Q-divisors which satisfies the following conditions:
(a) N is effective;
(b) N is supported on a subset of G, i.e. N =
∑
νiGi, νi ≥ 0;
(c) P is G-nef;
(d) P and N are mutually orthogonal, i.e. P.N = 0 (hence D2 =
P 2+N2 and, in view of (c), P is numerically trivial on N , i.e.
P.Gi = 0 for each Gi ⊂ suppN).
Furthermore, P is the largest effective Q-subdivisor of D that is nef on
G:
(e) if a Q-divisor E with 0 ≤ E ≤ D is nef on G, then E ≤ P .
The key lemma for proving the theorem is the following
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Lemma 2.2. Let D be a Q-divisor, and let G =
∑q
i=1Gi be a negative
definite cycle. Then there exists a subdivisor P ≤ D such that P is
G-nef.
Proof. If D is G-nef, we set P := D; otherwise, D is negative on some
of the Gi’s. Define
P ≡ P (x) := D −
q∑
i=1
xiGi,
where x = (x1, . . . , xq) ∈ Q
q
≥0. Then P is G-nef if and only if
P.Gj ≥ 0 ∀j = 1, . . . , q ⇐⇒
q∑
i=1
xi(Gi.Gj) ≤ D.Gj ∀j = 1, . . . , q
and the last condition is equivalent to the matrix inequality
G1.G1 · · · G1.Gq... . . . ...
Gq.G1 · · · Gq.Gq



x1...
xq

 ≤

D.G1...
D.Gq

 . (1)
The inequality (1) is equivalent to the following homogeneous one

−G1.G1 · · · −G1.Gq D.G1
...
. . .
...
...
−Gq.G1 · · · −Gq.Gq D.Gq
0 · · · 0 1




x1
...
xq
1

 ≥ 0; (2)
however (2) has a solution if and only if there exists a solution to the
system 

−G1.G1 · · · −G1.Gq D.G1
...
. . .
...
...
−Gq.G1 · · · −Gq.Gq D.Gq
0 · · · 0 1




x1
...
xq
t

 ≥ 0; (3)
In fact, it sufficies to divide or multiply by t a solution to one of the
two systems in order to get a solution to the other one; notice that if
we denote the matrix in (3) by M , then M is such that all principal
minors of M are nonnegative: for, notice that M is built out of −µG,
which is positive definite since µG is negative definite. The claim now
follows applying Laplace’s theorem for computing determinants to the
last row.
Finally, we get the result by applying
Fact 2.3 (Theorem 1 and Remark in [3]). Let A be an n×n real matrix.
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(i) If all the principal minors are positive, then the system{
x ≥ 0
Ax > 0
(4)
has a solution.
(ii) If all the principal minors are nonnegative, then the system{
x ≥ 0
Ax ≥ 0
(5)
has a solution.
Moreover, (4) has a solution if and only if the system{
x > 0
Ax > 0
(6)
has a solution.

Proof of Theorem 2.1. The lemma ensures the existence of a G-nef
subdivisor of D; now we can choose the solution x to be minimal with
respect to the ordering ≤ defined in Section 1. This leads to a maximal
subdivisor P of D, with respect to the property of being G-nef. Thus,
we can use the same maximality argument of Theorem 1.8 to get ex-
istence and uniqueness of the Zariski Decomposition with support in
G. 
A second extension of Miyaoka’s Theorem 1.8 holds for pseudo-
effective Q-divisors: this variation allows us to take support in any
cycle, not necessarily negative definite. The main idea is the following:
given a pseudo-effective Q-divisor, we fix its non-G-nefness step by step
by iterating Theorem 2.1.
We first recall some result we need to deal with pseudo-effective Q-
divisors.
Lemma 2.4 (Lemma 1.8 of [2]). Let {Ci}i=1,...,q be a family of integral
curves, and let E :=
∑q
i=1 aiCi be a Q-divisor. If D is a pseudo-
effective Q-divisor such that (D−E).Ci ≤ 0 ∀i = 1, . . . , q, then D−E
is pseudo-effective.
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Lemma 2.5 (Lemma 1.10 of [2]). Let {Ci}i=1,...,q be a family of integral
curves such that the matrix
C1.C1 · · · C1.Cr... . . . ...
Cr.C1 · · · Cr.Cr


is negative definite for some r < q. If D is a pseudo-effective Q-
divisor such that D.Ci ≤ 0 for every i = 1, . . . , q and D.Ci < 0 for
i = r + 1, . . . , q, then the matrix

C1.C1 · · · C1.Cr C1.Cr+1 · · · C1.Cq
...
. . .
...
...
. . .
...
Cr.C1 · · · Cr.Cr Cr.Cr+1 · · · Cr.Cq
Cr+1.C1 · · · Cr+1.Cr Cr+1.Cr+1 · · · Cr+1.Cq
...
. . .
...
...
. . .
...
Cq.C1 · · · Cq.Cr Cq.Cr+1 · · · Cq.Cq


is also negative definite.
We finally state and prove the following
Theorem 2.6 (Zariski Decomposition with support in a cycle for pseu-
do-effective Q-divisors). Let G =
∑m
i=1Gi ⊂ X be a cycle and let D
be a pseudo-effective Q-divisor on X. Then there exists a unique de-
composition D = P + N into Q-divisors which satisfies the following
conditions:
(a) N is effective;
(b) N is supported on a subset of G, i.e. N =
∑
i νiGi, νi ≥ 0;
(c) P is G-nef;
(d) P and N are mutually orthogonal, i.e. P.N = 0 (hence D2 =
P 2+N2 and, in view of (c), P is numerically trivial on N , i.e.
P.Gi = 0 for each Gi ⊂ suppN).
Furthermore, P is the largest effective Q-subdivisor of D that is G-nef:
(e) if a Q-divisor E with 0 ≤ E ≤ D is G-nef, then E ≤ P .
Proof. We proceed by iterating Theorem 2.1. If D is G-nef, then we
are done; otherwise, define
G(1) :=
q1∑
i=1
Gi,
where D.Gi < 0 ∀i = 1, . . . , q1; by Lemma 2.5, G
(1) is a negative
definite cycle (apply to the case r = 0). Hence, we can write the
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Zariski Decomposition with support in G(1) of D:
D = PG(1) +NG(1) .
If PG(1) is G-nef, then we are done; otherwise, we notice that PG(1) is
pseudo-effective by Lemma 2.4. Now, define
G(2) :=
q2∑
i=1
Gi,
where PG(1).Gi < 0 ∀i = q1+1, . . . , q2 (and PG(1).Gi = 0 ∀i = 1, . . . , q1);
again by Lemma 2.5, G(2) is a negative definite cycle. Write the Zariski
Decomposition with support in G(2)
PG(1) = PG(2) +NG(2) ,
and obtain the decomposition
D = PG(2) +
(
NG(1) +NG(2)
)
.
If PG(2) is G-nef, then we are done; otherwise we repeat this process,
which must come to an end since G is a finite sum of integral curves. 
Remark 2.7. Referring to Theorem 1.8, we cannot relax both the
hypothesis on the given divisor and the cycle at the same time.
There is an elementary counterexample in this regard: we can take
X = P2C, D = −H and G = H , H being the hyperplane divisor. Then,
−H.H = −1, and thus −H is not H-nef, but also H2 > 0, meaning
that H is not a negative definite cycle. Hence, there is no Zariski
Decomposition with support in H of −H .
3. A new approach to
Zariski Decomposition of pseudo-effective Q-divisors
In [2], Fujita generalized the idea of Zariski Decomposition to pseudo-
effective divisors. In this section, we show an alternative approach to
Fujita’s result. Before moving to the main result, we recall the following
Corollary 3.1 (Corollary 1.11 of [2]). Let D be a pseudo-effective Q-
divisor. Then there exists only a finite number of integral curves on
which D is negative, meaning that there are only finitely many integral
curves C such that D.C < 0.
Theorem 3.2 (Zariski Decomposition of pseudo-effective Q-divisors).
Let D be a pseudo-effective Q-divisor. Then there are uniquely deter-
mined Q-divisors P and N (called nef and negative part respectively)
with
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D = P +N
such that:
(i) P is nef;
(ii) N is effective
(iii) N is either zero or it has negative definite intersection matrix;
(iv) P.C = 0 for every irreducible component C of N .
Proof. If D is nef, then set P := D and N := 0. Otherwise, there are
integral curves on which D is negative, and these are in a finite number
by Corollary 3.1; let this family be C (1) := {C1, . . . , Cq1}. The matrix
C1.C1 · · · C1.Cq1... . . . ...
Cq1.C1 · · · Cq1.Cq1


is negative definite by Lemma 2.5 (apply to the case r = 0) and hence
G :=
q1∑
i=1
Ci
is a negative definite cycle; consequently, we can take the Zariski De-
composition of D with support in G
D = PG +NG.
Notice that Ci appears in NG with nonzero coefficient, ∀i = 1, . . . , q1:
indeed, if Ci * suppNG, then we get
0 > D.Ci = (PG +NG).Ci = PG.Ci︸ ︷︷ ︸
≥0
+NG.Ci︸ ︷︷ ︸
≥0
≥ 0,
which contradicts the negativity of D on Ci; moreover, PG.Ci = 0 for
every i = 1, . . . , q1, because of the properties of the Zariski Decompo-
sition with support. Now, if PG is nef, then we can put P := PG and
N := NG; otherwise, we notice that PG is pseudo-effective (Lemma
2.4). Hence, there are curves C (2) := {Cq1+1, . . . , Cq2} on which PG is
negative, and these are such that C (1) ∩ C (2) = ∅ because PG is G-nef.
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Lemma 2.5 implies that the matrix

C1.C1 · · · C1.Cq1 C1.Cq1+1 · · · C1.Cq2
...
. . .
...
...
. . .
...
Cq1.C1 · · · Cq1.Cq1 Cq1.Cq1+1 · · · Cq1.Cq2
Cq1+1.C1 · · · Cq1+1.Cq1 Cq1+1.Cq1+1 · · · Cq1+1.Cq2
...
. . .
...
...
. . .
...
Cq2.C1 · · · Cq2.Cq1 Cq2.Cq1+1 · · · Cq2.Cq2


is negative definite and
G′ := G+
q2∑
i=q1+1
Ci
is a negative definite cycle; now take the Zariski Decomposition of PG
with support in G′:
PG = PG′ +NG′.
Once again, if PG′ is nef, then we are done; otherwise, we continue
applying this process, which has to stop after finitely many step be-
cause dimN1(X)R < +∞. This concludes the proof of existence of the
Zariski Decomposition.
Assume we are given a Zariski Decomposition D = P + N as in the
statement, then
Claim 3.3. P is a maximal nef subdivisor of D.
Proof. For, assume that P ′ is a nef divisor such that
P ≤ P ′ ≤ D = P +N ;
then P ′ = P +
∑
k νkNk. By using nefness of P
′ and orthogonality of
P and N , we get
0 ≤ P ′.Nj =
∑
k
νk(Nj.Nk) ∀j.
By multiplying by νj , we have
0 ≤
∑
k
νjνk(Nj.Nk) ∀j,
and summing over all j’s we get
0 ≤
∑
j,k
νjνk(Nj .Nk) =
∑
k
ν2kN
2
k +
∑
j 6=k
νjνk(Nj .Nk) ≤
≤
∑
k
ν2kN
2
k + 2
∑
j 6=k
νjνk(Nj .Nk) = (
∑
k
νkNk)
2 = ΦN (ν).
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However, N has negative definite intersection matrix, hence ΦN (ν) = 0;
thus ν = 0 and P ′ = P , i.e.P is maximal. 
Uniqueness now follows by
Lemma 3.4. If P ′ =
∑n
i=1 x
′
iDi and P
′′ =
∑n
i=1 x
′′
iDi are nef Q-
subdivisors of D, then so is P =
∑n
i=1 xiDi, where xi := max(x
′
i, x
′′
i ).
Proof. P is of course a Q-subdivisor of D, so we only have to check
nefness. Showing that P is nef is equivalent to showing that it is C-nef
for every integral C. If C * supp(P ), then
(P − P ′).C =
n∑
k=1
{max(x′k, x
′′
k)− x
′
k} (Dk.C)︸ ︷︷ ︸
≥0
≥ 0,
and thus P.C = (P − P ′).C + P ′.C ≥ 0; otherwise, C = Dj for some
j. Without loss of generality we can assume that x′j ≥ x
′′
j ; now we get
(P − P ′).C = (P − P ′).Dj =
n∑
k=1
{max(x′k, x
′′
k)− x
′
k}(Dk.Dj) =
=
∑
k 6=j
max(x′k, x
′′
k)− x
′
k}(Dk.Dj) ≥ 0,
and thus
P.C = (P − P ′).C︸ ︷︷ ︸
≥0
+P ′.C︸︷︷︸
≥0
≥ 0,
i.e. P is C-nef. Since this holds for every C, we are done. 
The proof of the theorem is now complete. 
Remark 3.5. We notice that our procedure coincides with Fujita’s
at last: in fact, every divisor NG constructed in the proof via Zariski
Decomposition with support is such that NG.Gi = D.Gi, for all Gi ⊆
suppG (PG ⊥ NG), and this is exactly the condition Fujita used to
build the divisors in his proof (see [2]). Finally, there can only be one
such divisor, since the matrix µG is negative definite and thus invertible.
However, it is now clear how all the pieces are connected.
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