Monte Carlo simulation-based uncertainty analysis techniques have been applied successfully in hydrology for quantification of the model output uncertainty. They are flexible, conceptually simple and straightforward, but provide only average measures of uncertainty based on past data. However, if one needs to estimate uncertainty of a model in a particular hydro-meteorological situation in real time application of complex models, Monte Carlo simulation becomes impractical because of the large number of model runs required. This paper presents a novel approach to encapsulating and predicting parameter uncertainty of hydrological models using machine learning techniques.
INTRODUCTION
Hydrological models, in particular rainfall-runoff models, are simplified representations of reality and aggregate the complex, spatially and temporally distributed physical processes through relatively simple mathematical equations with parameters. The parameters of the rainfall-runoff models can be estimated in two ways ( Johnston & Pilgrim ) . First, they can be estimated from the available knowledge or measurements of the physical process, provided the model parameters realistically represent the measurable physical process. In the second approach, parameter values are estimated by calibration on the basis of the input and output measurements in situations when the parameters do not represent directly measurable entities or when it is too costly to measure them in the field. Conceptual rainfall-runoff models usually contain several parameters, which cannot be directly measured. Manual adjustment of the parameter values is labour intensive and its success is strongly dependent on the experience of the modeller. In the last two decades, a number of automated While considerable attention has been given to the development of calibration methods which aim to find a single best or Pareto set of values for the parameter vector, a realistic estimation of parameter uncertainty received special attention over the last few years. It is now being broadly recognised that proper consideration of uncertainty in hydrologic predictions is essential for purposes of both research and operational modelling (Wagener & Gupta ) . The value of hydrologic prediction for water resources-related decision-making processes is limited if reasonable estimates of the corresponding predictive uncertainty are not provided (Georgakakos et al. ) . The research community has done quite a great deal in moving towards the recognition of the necessity of complementing point forecasts of decision variables by the uncertainty estimates, and nowadays it is widely recognised that along the modelling per se, there is a need to (i) understand and identify sources of uncertainty, (ii) quantify uncertainty, (iii) evaluate the propagation of uncertainty through the models, and (iv) find means to reduce uncertainty. Incorporating uncertainty into deterministic forecasts helps to enhance the reliability and credibility of the model outputs.
One may observe a significant proliferation of uncertainty analysis methods published in the academic literature, trying to provide meaningful uncertainty bounds of the model predictions. Pappenberger et al. () provide a decision tree to find the appropriate method for a given situation. However, the methods to estimate and propagate this uncertainty have so far been limited in their ability to distinguish between different sources of uncertainty and in the use of the retrieved information to improve the model structure analysed. These methods range from analytical and approximation methods (see e.g. Tung ) to Monte Carlo (MC) sampling-based methods (e.g. Beven Due to complexities, or even impossibility of using analytical methods to propagate uncertainty from parameters to outputs for complex models, MC-based (sampling) techniques have been widely applied in studying uncertainty of hydrological models. A version of the MC simulation method was introduced under the term 'generalised likelihood uncertainty estimation' (GLUE) by Beven & Binley () . GLUE is one of the popular methods for analysing parameter uncertainty in hydrological modelling and has been widely used over the past 15 years to analyse and estimate predictive uncertainty, particularly in hydrological applications (see e.g. Freer et al. ; Beven & Freer ; Montanari ). Users of the GLUE (and actually of any MC method in general) are attracted by its simple understandable ideas, relative ease of implementation and use, and its ability to handle different error structures and models without major modifications to the method itself.
Despite its popularity, there are theoretical and practical issues related with the GLUE method reported in the literature. For instance, Mantovan & Todini () argue that GLUE is inconsistent with the Bayesian inference processes such that it leads to an overestimation of uncertainty, both for the parameter uncertainty estimation and the predictive uncertainty estimation. For the account of different views at the methodological correctness of GLUE, readers are referred to the citation above and the subsequent discus- Since MC-based methods require a large number of samples (or model runs), their applicability is sometimes limited to simple models. In the case of computationally intensive models, the time and resources required by these methods could be prohibitively expensive. Alternative One of the practical observations concerning the GLUE method is that in many cases the percentage of observations falling within the prediction limits provided by GLUE is smaller than the given confidence level used to produce these prediction limits (see e.g. Montanari ). Xiong & O'Connor () modified the GLUE method to somehow resolve this issue, so that the prediction limits would envelope the observations better.
There is, however, an issue which is not widely discussed in the literature, and this is the assessment of model uncertainty when it is used in operation, i.e. when the new input data are fed into the model, in other words, uncertainty prediction. The MC simulation provides only the averaged uncertainty estimates based on the past data, but in real time forecasting situations there may be simply little time to perform the MC simulations for the new input data in order to assess the model uncertainty for a new situation.
Recently, we proposed to use artificial neural network (ANN) to emulate the MC simulations results obtained for the past data, and named this method MLUEmachine learning in parameter uncertainty estimation (Shrestha et al. ) . The idea of this method is to use the data from MC simulations to train a statistical or machine learning model to (with specially selected inputs) predict the quantiles of the model error distribution. MLUE method needs only a single set of MC simulations in off line mode and allows one to predict the uncertainty bounds of the model prediction when the new input data are observed and fed into hydrological models (whereas the standard MC approach requires new multiple model runs for each new input).
In a comparison with previous study of Shrestha et al. 
MACHINE LEARNING METHODS
In this section, we introduce briefly the main notions of machine learning and the methods used. Major focus of machine learning is to automatically produce (induce) predictive models from data. A machine learning algorithm estimates an unknown mapping (or dependency) between the inputs (predictors) and outputs (predictands) of a physical system from the available data (Mitchell ) . As such a dependency (model) is discovered, it can be used to predict the future outputs of the system from the known input values. Machine learning techniques, based on 
where θ is the parameter vector of the model M. Similarly, each column of matrix Y, i.e. {y1 ,s ,…, yt ,s } T is one realisation of MC simulations corresponding to the parameter set θ s .
Note that Equation (1) uncertainty, i.e. P t (y|x t , θ). Estimating quantiles of the distribution of ŷor probability density P t (y|x t , θ) is not always practical in real time application (e.g. for computationally expensive environmental models). However, we can approximate P t (y|x t , θ) by estimating its quantiles using the MLUE method. Our intention is to build a regression (machine learning) model U which is relatively efficient (fast) and can encapsulate these uncertainty results in the following form:
is the input vector of the model U which is constructed from the forcing input variables x', model state s and possibly model output ŷ(all possibly combined, transformed and/or lagged). A way to construct the input space x is described in next section. To characterise the uncertainty of the model M prediction, the following uncertainty descriptors can be considered.
where y t,s is the mean of MC realisations at the time step t.
The prediction quantile
where w s is the weight given to the model output at simulation s, yt ,s is the value of model output at the time t simulated by the model M(x,θ s ). The use of weights is assumed in case of using GLUE framework.
3. The conditional prediction quantile Q t (p) corresponding to the pth quantile
If U in Equation (2) is treated as a quantile, the general equation for calculating the conditional prediction quantile (Equation (5)) can be presented as
where ξ is the error between the target quantile and the predicted quantile by the machine learning model. In particular, the two quantiles that represent the bounds of the PI (Equation (6)) can be calculated as follows:
Since these prediction quantiles are derived from the current value of the model output (Equation (5)), then the general model for the predictive quantile can be presented as
uncertainty descriptors in Equation (6) and it is assumed that there is an optimal (calibrated) model M. 
where y t is the observed model output at the time t.
2. Mean prediction interval (MPI). It measures the average width of the PIs (it gives an indication of how large the uncertainty is) and given by: parameters; however only nine parameters (see Table 1) are effective when there is no snowfall.
STUDY AREA
The MLUE approach has been tested to two contrasting catchments: Brue and Bagmati. The Brue catchment is located in South West of England (Figure 2 ). It has a drai- Table 1 ). We use the sum of the squared errors as the basis to calculate the generalised likelihood measure (see 
where L(θ s |D) is the generalised likelihood measure for the sth model (with parameter vector θ s ) conditioned on the observations D, σ 2 e is the associated error variance for the sth model, σ 2 obs is the observed variance for the period under consideration, λ is a user defined parameter. We set λ to 1, so Equation (13) is equivalent to the Nash-Sutcliffe coefficient of efficiency (CoE) (Nash & Sutcliffe ).
The threshold value of CoE ¼0 is selected to classify simulation as either behavioural or non-behavioural. The number of behavioural models is set to 25,000, which is based on the convergence analysis of MC simulations. Various uncertainty descriptors such as variance, quantiles, PIs and estimates of the probability distribution functions are computed from these 25,000 MC realisations. Note that these descriptors are computed using likelihood measure (Equation (13)) as weights w s in Equation (4). The model parameters ranges used for MC sampling are given in 
For the Bagmati catchment, since the resolution of data is daily (as opposed to hourly for the Brue), we do not consider the derivative (stepwise difference) of the flow as input to the model.
The same data sets used for calibration and verification of the HBV model are used for training and verification of model U, respectively. However, for proper training of the machine learning models, the calibration data set is segmented into the two subsets: 15% of data sets for crossvalidation (CV) and 85% for training per se. CV data set was used to identify the best structure of machine learning models.
Machine learning models
A multilayer perceptron neural network with one hidden layer is used; the Levenberg-Marquardt algorithm is employed for its training. The hyperbolic tangent function is used for the hidden layer, and the linear transfer functionfor the output layer. The maximum number of epochs is fixed to 1000. Trial and error method is adopted to find the optimal number of neurons in the hidden layer;
we tried the number of neurons ranging from 1 to 10. It was found that 7 and 8 neurons for lower and upper PI, 
Modelling the probability distribution function
In the previous study (Shrestha et al. ) , we estimate the 90% PIs by building only two models predicting the 5 and 95% quantiles. In this paper, the methodology is extended to predict several quantiles of the model outputs to estimate the distribution functions (CDF) of the model outputs generated by the MC simulations. The methodology applied to estimate only two quantiles can be extended to approximate the full distribution of the model outputs. The procedures to estimate the CDF of the model outputs consists of (i) deriving the CDF of the realisations of the MC simulations in the calibration data, (ii) selecting several quantiles of the CDF in such a way that these quantile can approximate the CDF, (iii) computing corresponding prediction quantiles using Equation (5), (iv) constructing and training separate machine learning models for each prediction quantiles, (v) using these models to predict the quantiles for the new input data vector, and (vi) constructing a CDF from these discrete quantiles by interpolation. This CDF will be approximation to the CDF of the MC simulations.
We select 19 quantiles from 5 to 95% with uniform interval of 5%, and then an individual machine learning model is constructed for each quantile using the same structure of the input data and the model that was used for modelling two quantiles. In principle, the optimal set of input data and the model structure could be different for each quantile, but we leave this investigation to future studies.
RESULTS
The HBV model is calibrated maximising CoE. CoE values of 0.96 and 0.83 are obtained for the calibration period in the Brue and Bagmati catchment, respectively. We also experimented with more sophisticated performance measures taking into account different temporal scales and using step-wise line search (Kuzmin et al. ) . The model is validated by simulating the flows for the independent verification data set, and CoE is 0.83 and 0.87 in the Brue and Bagmati catchments, respectively. HBV model is quite accurate for the Brue catchment but its error (uncertainty) is quite high during the peak flows. Note that for the Bagmati catchment, the standard deviation of the observed discharge in the verification period is 54% higher than that in the calibration period which apparently increases performance in the verification period. Figure 4 shows a comparison of the 90% prediction bounds estimated by the GLUE and the three machine learning models in the verification period for the Brue catchment.
One can see a noticeable difference among them for predicting the lower and upper bounds of PI. For example, in the second peak of Figure 4(a) , the upper bound of PI is underestimated by ANN compared to the MT and LWR. However, the lower bound is well approximated by the ANN compared to the other models. Furthermore, in Figure 4(b) , the ANN is overestimating two peaks, while the MT and LWR models underestimate them (Figure 4(d) and (f)). From Figure 4 , it can be seen that the results of the three models are comparable. They reproduce the MC simulations uncertainty bounds reasonably well except for some peaks, in spite of the low correlation of the input variables with the PIs. The predicted uncertainty bounds follow the general trend of the MC uncertainty bounds although some errors can be noticed and the model fails to capture the observed flow during one of the peak events (Figure 4(a) , (c), and (e)).
For the Bagmati catchment, it is found that only 49.79% of observed discharge data is inside the 90% prediction bounds computed by the GLUE method in the calibration period and 61.48% in the verification period. Therefore, we follow the modified GLUE method (denoted by mGLUE) (Xiong & O'Connor ) to improve the capacity of the prediction bounds to capture the observed runoff data. mGLUE method uses the bias corrected MC simulations to estimate the uncertainty bounds. Compared to the original GLUE method (Beven & Binley ) , the mGLUE method includes two more procedural steps.
Firstly, for each behavioural parameter set, a simulation bias curve is constructed on the basis of the simulation series that are obtained using the calibration data. Thus, for a number S of the behavioural parameter sets, there will be S different simulation bias curves. Secondly, at each time step, with the new data input, all the different prediction values for the same observation are corrected by dividing by a common median bias value, before the derivation of the prediction limits. Figure 5 presents the 90% prediction bounds estimated by the mGLUE and the three machine learning models in the verification period. With mGLUE method, the percentage of the observation falling inside the bounds is increased to 65.26 and 67.52% in the calibration and verification periods, respectively. The machine learning models are able to approximate the mGLUE simulation results reasonably well. The results of the three machine learning models are comparable; however one can see a noticeable difference between them when predicting the peaks. The highest peak in Figure 5(a) is overestimated by the ANN model, while the other two peaks in Figure 5 Table 3 . One can see that the time required to generate uncertainty results by MLUE methods in the verification period is significantly lower than that required by GLUE method. Table 4 shows linguistic variables to describe other factors mentioned above with parameters of machine learning models to be tuned. In ANN, we have only tuned one parameternumber of hidden neurons.
MT also contains one parameterpruning factor that has to be tuned. While in LWR, two parametersnumber Modelling the probability distribution function Figure 7 and Figure 8 show comparison of the CDFs for the peak events estimated by the three machine learning methods for the Brue and Bagmati catchment, respectively.
One can see that the CDFs estimated by the ANN, MT and LWR are comparable and are very close to the CDFs given by the GLUE simulations. It is observed that the CDFs estimated by the ANN, MT and LWR models deviate a little more near the middle of it for the peak event of 9 January 1996 in the Brue catchment (see Figure 7(b) ). The CDFs estimated by the ANN, MT and LWR deviate a bit more at the higher percentiles values for the peak event of 13 August 1995 in the Bagmati catchment (see Figure 8(b) ). Note: The time (hh:mm:ss) is based on prediction of two quantiles (5% and 95%) and also includes data analysis and preparation time in the calibration period except for GLUE. have not undertaken the full-fledged optimisation of the model and the input data structure of the machine learning models and there is a hope to improve the results. Since the machine learning technique is the core of the MLUE method, it may have a problem of extrapolation for extreme (rare) events. This means that the results are reliable only within the boundaries of the domain where the training data belong, and only a little beyond. In order to avoid the problem of extrapolation, an attempt should be made to ensure that the training data includes various possible combinations of the events including the extreme (such as extreme flood), however, this is not always possible since the extremes tend to be rather rare events. Like most of the uncertainty analysis methods, the MLUE method also presupposes the existence of a reasonably long, precise and relevant time series of measurements. As pointed out by
Hall & Anderson (), uncertainty in extreme or unrepeatable events is more important than in situations where there are historical data sets, and this may require different approaches towards uncertainty estimation. The lack of sufficient historical data makes the uncertainty results from the model unreliable. This is actually true for all MC-based methods that use past data to make judgements about the future uncertainty.
The MLUE method is applicable only to systems whose physical characteristics do not change considerably with time. The results will not be reliable if the physics of the catchment (e.g. land use) and hydro-meteorological We use three machines learning techniques, namely ANN, MT and LWR to predict several uncertainty descriptors of the rainfall-runoff model outputs. It is observed that the percentage of the observation discharge data falling within the prediction bounds generated by GLUE is much lower than the given certainty level used to produce these prediction bounds. Thus, we also apply mGLUE (Xiong & O'Connor ) method to improve the percentage of the observation falling within the prediction bounds.
On the two case studies we first demonstrate the application of the MLUE method to estimate the two quantiles (5 and 95%) forming the 90% PIs. Several performance indicators and visual inspection show that machine learning models are reasonably accurate to approximate the GLUE or mGLUE uncertainty bounds. It is also observed that the uncertainty bounds estimated by ANN, MT and LWR are comparable; however ANN is a bit better than the other two models. Second we extend the MLUE method to approximate the CDF of the model outputs, and the results demonstrate that the MLUE is performing quite well in estimating the CDF resulting from the GLUE (and mGLUE) methods.
It can be recommended to direct further studies at testing applicability of the MLUE approach with other sampling methods, ensuring compatibility of the models for multiple quantiles to achieve monotonicity of the resulting approximation of CDF, considering multiple sources of uncertainty, and testing the method on more complex models.
