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The aims of this paper are the following:
(1) to give a generalization of the results of Khosrovshahi-Levine-Payne [7] and Kalf-Kummar [5] (Theorem 1.1);
(2) to give a generalization of the result of Agmon [l] (Theorem 1.4); (3) to check that our results cover all the ones given by Uchiyama-Yamada [9] (Application 1.6).
We will apply our Theorem 0.2 to von Neumann-Wigner [8] We assume : here K=limsup{r\ V^GOI + I-SGO*!} (^K). Khosrovshahi-Levine-Payne [7] r-oo considered the case bj(x)=Q and gave under the condition M<4 (We remark that we correct the error in the representation of AKLP given in Khosrovshahi-Levine-Payne [?] and Kalf-Kumar [5] .) It is obvious that AKK = AEK under the assumption of Eastham-Kalf [3] and that AETL, AKLP, AKK and AAV reduce to AK or AA under the Kato's or Agmon's assumptions, respectively. After careful consideration, noting Remark 1.2, we can see 
we have
Remark 1.5. Agmon [l] showed the above result for £/00 = 0 and Fs(r) = 0 (, which means Q(r) = 0), under the above conditions (i), (iii) and the following more restricted conditions than ours
(v)-W did not relate to his problem. In the similar fashion as Remark 1.2, we can treat the case ¥3= Vk(x). In this case we can replace (v) and ^ij with the following (v)' and W.
ViU)) for r>R Q . Application 1.6. Here we refer to the results of Uchiyama-Yamada [9] . Though they treated more general second-order elliptic equations and we can show that our theory in [ So for M >0, we have 0</3i<2-2M and mn
f(t) is continuous in (0, 2), j(t) is decreasing in (0, to) and increasing in (to, 2).

Let us consider the case 0<M<1. Noting \imf(t)=\imf(t) = o°9 we apply the intermediate-value theorem. Then for any s^(f(to), oo) there uniquely exist some ti = ti(s)^(Q, to) and t 2 = t 2 (s)^(t 0 , 2) such that s=f(ti(s))=f(t 2 (s)).
We can see that t 2 (s) -t\(s) is a positive continuous increasing function of s( f(t 0 ), oo), Iim(t 2 (s)-ti(s)) = Q, Iim(t 2 (s)-ti(s)
)
Q<P<2-2M
By /(/? 1 )=/(/9i + 2Af) we have
Since for L>0
we have Next let us consider the case K=Q. In this case we have f(t) = Lt~l and inf (sup{/(OI/^^/? + 2M})
Now we give the proof of Theorem 1.1.
Proof of Theorem 1.1. Noting A >A by the condition (6) By the conditions (2), (3), (4) where in the last inequality we used (i). We put
Qi(x) = Vi(x)-A, q 2 (x) = V 2 (x)+ Vs(r).
Then the equation (1.2) coincides with (0.1). Our Assumptions (B)-(D) are satisfied. Let £2>0 and £s>0 be constants determined later and we put 
where <5« is Kronecker's delta. Let a,-= l + £2 (>1). By (3.5) and non-negativity of £i(r) we have a t r^2^Gi for any r>R 3 . Note that Q I -=4~1(^~<5';) = Q(7'') £ 3^2 . 
