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LOCAL HO¨LDER CONTINUITY FOR SOME DOUBLY
NONLINEAR PARABOLIC EQUATIONS IN MEASURE
SPACES
EURICA HENRIQUES AND ROJBIN LALEOGLU
Abstract. We establish the local Ho¨lder continuity for the nonnegative
weak solutions of certain doubly nonlinear parabolic equations possess-
ing a singularity in the time derivative part and a degeneracy in the
principal part. The proof involves the method of intrinsic scaling and
the setting is a measure space equipped with a doubling non-trivial Borel
measure supporting a Poincare´ inequality.
1. Introduction
We consider the regularity question for the nonnegative weak solutions of
the doubly nonlinear equation
∂(uq)
∂t
−∇ · (|∇u|p−2∇u) = 0, p > 2 and 0 < q < 1 (1.1)
which appears, together with some other similar ones, in the modeling of
turbulent filtration of non-Newtonian fluids through a porous media (see [8]).
We show that the nonnegative weak solutions are locally Ho¨lder continuous
in measure spaces assuming only the measure to be a doubling non-trivial
Borel measure supporting a Poincare´ inequality.
In the simpler case q = 1, the equation becomes the heat equation for p =
2 and the evolutionary p-Laplace equation for 1 < p 6= 2. For the indicated
ranges of p and q, in addition to the double nonlinearity, this equation
possesses a degeneracy, coming from the fact that its modulus of ellipticity
|∇u|p−2 vanishes at points where |∇u| = 0, and a singularity due to the term
uq−1, enclosed in the time derivative part, which blows up at points where
u = 0. The presence of the degeneracy and the singularity in (1.1) together
with the available literature (see [4, 7, 26]), suggest the use of the method of
intrinsic scaling to show that weak solutions are locally continuous. However,
in order to deal simultaneously with the double degradation of the parabolic
structure of (1.1) one needs to consider several new aspects in the argument,
(for other successful uses of intrinsic geometry, see also [1, 2, 5, 6, 14, 20]).
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A better understanding of the adopted procedure requires the comprehen-
sion of the dichotomy in the behaviour of weak solutions to equation (1.1):
for large scales, when the infimum is considerably smaller than the supre-
mum, the singularity in the time derivative part dominates; while for small
scales the equation becomes essentially the degenerate p-Laplace equation.
Although both cases are treated via the method of intrinsic scaling, each
one requires the construction of a suitable intrinsic geometry on its own.
A similar type of behaviour is displayed by the so-called Trudinger’s equa-
tion which agrees with (1.1) for q = p − 1. The local Ho¨lder continuity for
the weak solutions of so-called degenerate Trudinger’s equation was estab-
lished in [21] while the complementary case that corresponds to the singular
one was proven in [19]. Like (1.1), Trudinger’s equation becomes essentially
the degenerate (singular) p-Laplace equation when the solution is strictly
away from zero whereas the degeneracy (singularity) dominates otherwise
for p > 2 (1 < p < 2). Nevertheless, unlike (1.1), Trudinger’s equation is ho-
mogeneous of degree one and this favored feature brings some convenience
in the analysis since it creates some resemblance with the heat equation.
For example, similar to the heat equation, it admits a scale and location
invariant parabolic Harnack inequality (see [25, 17]) which plays a crucial
role in the proof of Ho¨lder continuity in the most involved case, namely in
the case when the infimum is considerably smaller than the supremum of
the solution. For equation (1.1) such a Harnack inequality is not available
(see [9, 10]) therefore, a new approach is required to deal with the singular-
ity in the time derivative part. Consequently, despite the similarities in the
analysis, the techniques employed are respectably different. We get through
the hitch by making use of logarithmic estimates in a modified setting and
defining the correct intrinsic geometry imposed by the energy estimates that
are highly inhomogeneous.
The problems concerning the continuity of the solutions of partial dif-
ferential equations presenting a double nonlinearity were also addressed by
Porzio and Vespri, Vespri and Ivanov, see [22, 27, 15], for equations that are
equivalent to (1.1) provided the solution is strictly away from zero, which is
not our case.
The paper is organized as follows. In section 2 we provide the basic defi-
nitions and facts on metric spaces which will be needed along the proof, and
we also present the main result. In section 3 we construct the iteration ar-
gument and the fundamental estimates, namely the energy and logarithmic
estimates; section 4 includes the implementation of the alternative argument
that will lead to the proof of the continuity of the nonnegative local weak
solutions of (1.1).
Pretending this work to be the most self-contained possible, there will be
natural repetitions of statements and results already published (which will
come together with their respective references). Meanwhile, we tried to keep
the paper mostly original and confined ourselves with just referring to the
corresponding references for some arguments and highlighted the novelties
of this work.
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2. Preliminary material and main result
Let µ be a Borel measure and U be an open set in Rd. The Sobolev space
H1,p(U ;µ) is defined to be the completion of C∞(U) with respect to the
Sobolev norm
‖u‖1,p,U =
(∫
U
(|u|p + |∇u|p) dµ
)1/p
.
A function u belongs to the local Sobolev space H1,ploc (U ;µ) if it belongs
to H1,p(Ω;µ) for every compactly contained subset Ω of U . Moreover, the
Sobolev space with zero boundary values H1,p0 (U ;µ) is defined as the com-
pletion of C∞0 (U) with respect to the Sobolev norm (see e.g. [13] for more
properties of Sobolev spaces).
The parabolic Sobolev space Lp(t1, t2;H
1,p(U ;µ)), with t1 < t2, is the
space of functions u(x, t) such that, for almost every t ∈ (t1, t2) the function
u(·, t) belongs to H1,p(U ;µ) and∫ t2
t1
∫
U
(|u|p + |∇u|p) dν <∞,
where we denote dν = dµ dt.
The space Lploc(t1, t2;H
1,p
loc (U ;µ)) is defined analogously.
Definition 2.1. A function u ∈ Lploc(τ1, τ2;H
1,p
loc (U ;µ)), where U is an open
and bounded subset of Rd, is a weak solution of equation (1.1) in U×(τ1, τ2)
if for any compact Ω ⊂ U and for almost every τ1 < t1 < t2 < τ2 it satisfies
the integral identity∫
Ω
[uq(x, t2)η(x, t2)− u
q(x, t1)η(x, t1)] dµ
+
∫ t2
t1
∫
Ω
(
|∇u|p−2∇u · ∇η − uq
∂η
∂t
)
dν = 0
(2.1)
for every η ∈ C∞0 (Ω× (τ1, τ2)).
Here the boundary terms are taken in the sense of limits∫
Ω
uq(x, t1)η(x, t1) dµ = lim
h→0
∫ t1+h
t1
∫
Ω
uq(x, t)η(x, t) dν
and ∫
Ω
uq(x, t2)η(x, t2) dµ = lim
h→0
∫ t2
t2−h
∫
Ω
uq(x, t)η(x, t) dν.
The following notion of weak solution given by the Steklov averages is tech-
nically more convenient to work with since it involves the discrete time
derivative of the solution and it is equivalent to the previous definition [4,
p. 101–102].
Definition 2.2. A weak solution of (1.1) is a measurable function u ∈
Lploc(τ1, τ2;H
1,p
loc (U ;µ)) satisfying∫
Ω×{t}
{
∂ (uq)h
∂t
η +
(
|∇u|p−2∇u
)
h
· ∇η
}
dµ = 0, (2.2)
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for every compact set Ω ⊂ U , for almost every τ1 < t < τ2 − h and for all
η ∈ C∞0 (Ω).
The following definitions and results can be found within the context of
analysis on metric measure spaces.
The measure µ is doubling if there is a universal constant D0 ≥ 1 such
that
µ(B(x, 2r)) ≤ D0µ(B(x, r)),
for every B(x, 2r) ⊂ Ω, denoting
B(x, r) :=
{
y ∈ Rd : |y − x| < r
}
the standard open ball in Rd with radius r and center x.
The dimension related to the doubling measure is dµ = log2D0; in the
particular case of the Lebesgue measure, L, one has dL = d.
Let 0 < r < R <∞. A simple iteration of the doubling condition implies
that
µ(B(x,R))
µ(B(x, r))
≤ C
(
R
r
)dµ
, (2.3)
where C depends only on the doubling constant D0.
For α ∈ (0, 1], we say that the measure µ satisfies the α-annular decay
property if there exists a constant c ≥ 1 such that
µ(B(x, r) \B(x, (1− δ)r)) ≤ cδαµ(B(x, r)), (2.4)
for all B(x, r) ⊂ Ω and for all δ ∈ (0, 1). Obviously, in our setting this prop-
erty holds since it is an immediate consequence of the doubling condition,
in particular of (2.3). Recall also that it was proven by Buckley [3] that
any length space, a metric space in which the distance between any pair of
points is the infimum of the lengths of rectifiable paths joining them, with
a doubling measure supports such an α-annular decay property for some
α ∈ (0, 1].
The measure is said to support a weak (q, p)-Poincare´ inequality if there
exist constants P0 > 0 and τ ≥ 1 such that(
−
∫
B(x,r)
|u− uB(x,r)|
q dµ
)1/q
≤ P0r
(
−
∫
B(x,τr)
|∇u|p dµ
)1/p
, (2.5)
for every u ∈ H1,ploc (Ω;µ) and B(x, τr) ⊂ Ω, where
uB(x,r) = −
∫
B(x,r)
u dµ =
1
µ(B(x, r))
∫
B(x,r)
u dµ.
Since the constant τ may be strictly greater than one, the inequality gains
the extra word ”weak”. It is known (see Theorem 3.4 in [12]) that in Rd
with a doubling measure, the weak (q, p)-Poincare´ inequality with some
τ ≥ 1 implies the (q, p)-Poincare´ inequality with τ = 1, therefore we can
consider τ = 1.
We will assume that the measure supports a weak (1, p)-Poincare´ inequal-
ity. The weak (1, p)-Poincare´ inequality together with the doubling condition
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imply a weak (κ, p)-Sobolev-Poincare´ inequality with
κ =


dµp
dµ − p
, 1 < p < dµ,
2p, p ≥ dµ,
(2.6)
where dµ is as above (the proof can be found in [12]).
For Sobolev functions with zero boundary values, we have the following
version of Sobolev’s inequality (see [18]): suppose that u ∈ H1,p0 (B(x, r);µ),
then (
−
∫
B(x,r)
|u|κ dµ
)1/κ
≤ Cr
(
−
∫
B(x,r)
|∇u|p dµ
)1/p
. (2.7)
Moreover, the weak (1, p)-Poincare´ inequality and the doubling condition
also imply the (1, q)-Poincare´ inequality for some q < p [16]. Consequently,
we also have the weak (κ, q)-Sobolev-Poincare´ inequality which implies, by
means of Ho¨lder’s inequality, the (q, q)-Poincare´ inequality for some q < p.
For more information on Sobolev-type inequalities see [23, 24].
We would like to highlight the fact that, even though we worked in subdo-
mains of Rd we constructed all our arguments so that they can be adjusted
to any other metric measure space with a doubling measure supporting a
Poincare´ inequality and an α-annular decay property for some α ∈ (0, 1]. As
mentioned before, the last property holds true for length spaces equipped
with a doubling measure. Moreover, the fact that the theory of Sobolev
spaces is based on the notion of weak derivatives brings about the need of
an alternative way of defining weak gradients in a general metric measure
space because the concept of direction is not always clear in such a context.
However, this can be overcome by employing the so-called upper gradients.
There are several recent contributions to the development of the theory of
Sobolev–type metric spaces. For further knowledge on the subject we re-
fer to the survey [11] and for examples of metric spaces equipped with a
doubling measure and satisfying a weak Poincare´ inequality we refer to [18].
Our main result is the following theorem.
Theorem 2.3. Let p > 2 and 0 < q < 1. Assume that the measure µ
is doubling and supports a weak (1, p)-Poincare´ inequality. Then any non-
negative bounded weak solution of equation (1.1) is locally Ho¨lder continuous.
Remark 2.4. Theorem 2.3 still holds for equations with a more general prin-
cipal part A
∂(vq)
∂t
− divA(x, t, v,∇v) = 0,
where the Carathe´odory function A satisfies the structure conditions
A(x, t, v, η) · η ≥ A0 |η|
p , (2.8)
A(x, t, v, η) ≤ A1 |η|
p−1 , (2.9)
for almost every (x, t) ∈ Rn×R and every (v, η) ∈ R×Rn, for some constants
A0,A1 > 0.
Along the text we will work with parabolic cylinders built upon balls
constructed as follows. Let (x0, t0) be a point in the space-time domain.
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The cylinder of radius r > 0 and height s > 0, with vertex at (x0, t0), is
defined as
Qx0,t0(s, r) := B(x0, r)× (t0 − s, t0).
We write Q (s, r) to denote Q0,0(s, r). Moreover, we shall use the notation
δQx0,t0(s, r) = Qx0,t0(δ
ps, δr) and δB(x0, r) = B(x0, δr).
In the sequel, we call data the set of a priori constants p, q, d, D0, and P0;
we will assume the weak solutions of equation (1.1) to be locally bounded
taking
‖u‖L∞(U×(τ1,τ2)) ≤M, for some M > 0. (2.10)
This assumption will be used without further comments hereafter.
To close this section of preliminary material we need to present the follow-
ing algebraic lemma, the so-called “lemma on fast geometric convergence”
(cf. [4]).
Lemma 2.5. Let (Yn)n be a sequence of positive numbers satisfying
Yn+1 ≤ Cb
nY 1+αn ,
where C, b > 1 and α > 0. Then (Yn)n converges to zero as n→∞ provided
Y0 ≤ C
−1/αb1−α
2
.
3. Accommodating the double nonlinearity and presenting the
logarithmic and energy estimates
Let u be a nonnegative weak solution of equation (1.1) in U × (τ1, τ2) and
let K be a compact subset of U×(τ1, τ2). As it is now a standard procedure,
the Ho¨lder continuity of u at a point (x0, t0) in K follows via an iteration
process applied in a sequence of nested and shrinking cylinders with vertex at
that point. In each step of the iteration process, we prove that the oscillation
of the solution reduces in a measurable way as we suitably decrease the size of
the cylinder. Ultimately, this will lead to the conclusion that the oscillation
converges to zero as the cylinders shrink to the point. Because it is always
possible to translate the equation, without loss of generality, we restrict the
study to the origin. Moreover, since we are focused on the local interior
regularity, it is enough for our purposes to assume K to be the cylinder
K := Q(R2, 2R), R > 0.
For the initial cylinder K, let
µ− ≤ ess inf
K
u and µ+ ≥ ess sup
K
u,
and define
ω := µ+ − µ−.
We choose µ− small enough so that
µ− ≤
ω
4
(3.1)
holds. We may assume that ω > 0, because otherwise there is nothing to
prove. We also assume that, without loss of generality, ω ≤ 1.
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For a suitably chosen sequence {Qi} of cylinders, we will construct a
nondecreasing sequence {µ−i } and a nonincreasing sequence {µ
+
i } so that
µ−i ≤ ess inf
Qi
u and µ+i ≥ ess sup
Qi
u. (3.2)
and
ωi := µ
+
i − µ
−
i = σ
iω, i = 0, 1, . . .
for some σ ∈ (0, 1). As a consequence of (3.2), we have
ess osc
Qi
u ≤ ωi.
The actual proof will proceed by induction. We will assume that in Qi the
two-sided bound (3.2) holds. Then we shall built the cylinder Qi+1 in such
a way that (3.2) is verified with i+ 1.
For δ > 0, sufficiently small, let
Ri = δ
iR, i = 0, 1, . . . . (3.3)
We will work with a sequence {Qi} of nested and shrinking cylinders of the
form
Qi := Q(ciR
p
i , Ri), ci = ω
q−1
i
(ωi
2λ
)2−p
, i = 0, 1, . . . ,
where λ > 1 is a constant to be fixed later depending only on the data.
In particular for the initial cylinder Q0 = Q(c0R
p, R) we choose µ±0 as
µ±0 = µ
± (3.4)
which immediately gives
ω0 = ω and c0 = ω
q−1
( ω
2λ
)2−p
.
We assume that
R < 2−λω1+
1−q
p−2 . (3.5)
Indeed, otherwise we would have ω ≤ 2λβRβ, with β = [1+(1−q)/(p−2)]−1,
but then the oscillation is comparable to the radius and there is nothing to
prove. Assumption (3.5) guarantees the inclusion
Q(c0R
p, R) ⊂ Q(R2, 2R)
and thus implies the starting relation
ess osc
Q0
u ≤ ω0 := ω.
In order to assure the inclusion Qi+1 ⊂ Qi, for all i ≥ 0, it is enough to as-
sume δ ≤ σ(p−q−1)/p. Along the proof of Theorem 4.9 we will determine this
parameter more precisely, we’ll take it as δ := σ(p−q−1)/p2−(3+(λ−1)(p−2)/p)
depending only on the data as λ will be determined in terms of the data
formerly.
Next we derive the fundamental estimates to prove our regularity result,
namely Theorem 2.3, starting with the energy estimates.
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Reasoning as in [19] and [21], we introduce the auxiliary function
J ((u−k)±) =±
∫ uq
kq
(
ξ1/q−k
)
±
dξ
=± q
∫ u
k
(ξ−k)± ξ
q−1 dξ
=q
∫ (u−k)±
0
(k ± ξ)q−1ξ dξ
for which
∂
∂t
J ((u−k)±) = ±
∂(uq)
∂t
(u−k)±. (3.6)
We will deduce the fundamental energy estimates over the cylinders Ω×
(t1, t2) ⊂ U × (τ1, τ2), written for J ((u−k)±) and (u−k)±.
Lemma 3.1. Let u ≥ 0 be a weak solution of (1.1) and let k ≥ 0. Then
there exists a constant C = C(p) > 0 such that
ess sup
t1<t<t2
∫
Ω
J ((u−k)±)ϕ
p dµ+
∫ t2
t1
∫
Ω
|∇(u−k)±ϕ|
p dν
≤ C
∫ t2
t1
∫
Ω
(u−k)p±|∇ϕ|
p dν + C
∫ t2
t1
∫
Ω
J ((u−k)±)ϕ
p−1
(
∂ϕ
∂t
)
+
dν,
(3.7)
for every nonnegative ϕ ∈ C∞0 (Ω× (t1, t2)).
Proof. We take η = ± (u¯h − k)± ϕ
p, where u¯h = [(u
q)h]
1/q, as a test function
in (2.2), which is in the Sobolev space H1,p0 (Ω) and only admissible after an
approximation, and integrate in time over (t1, t), for t ∈ (t1, t2) to obtain
0 =
t∫
t1
∫
Ω
[
∂((uq)h)
∂t
η +
(
|∇u|p−2∇u
)
h
· ∇η
]
dν.
The first term on the right hand side can be estimated from below by us-
ing (3.6), integrating by parts and finally letting h→ 0 as
t∫
t1
∫
Ω
∂(u¯h)
q
∂t
[±(u¯h − k)±ϕ
p] dν =
t∫
t1
∫
Ω
∂
∂t
(J ((u¯h − k)±))ϕ
p dν
−→
∫
Ω×{t}
J ((u− k)±)ϕ
p dµ − p
t∫
t1
∫
Ω
J ((u− k)±)ϕ
p−1
(
∂ϕ
∂t
)
+
dν.
Concerning the second integral on the right hand side we first let h→ 0 and
then use the estimate
|∇(u− k)±|
p−2(±∇(u− k)±) · ∇(±(u− k)±ϕ
p)
≥ |∇(u− k)±|
pϕp − p|∇(u− k)±|
p−1ϕp−1(u− k)±|∇ϕ|.
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The last term is estimated further by Young’s inequality as
− p|∇(u−k)±|
p−1ϕp−1(u−k)±|∇ϕ|
≥ −
1
2
|∇(u−k)±|
pϕp − C(u−k)p±|∇ϕ|
p.
Hence the estimation of the second integral on the right hand side reads as
t∫
t1
∫
Ω
(
|∇u|p−2∇u
)
h
· ∇η dν
≥
1
2
t∫
t1
∫
Ω
|∇(u− k)±ϕ|
p dν − C(p)
t∫
t1
∫
Ω
(u− k)p± |∇ϕ|
p dν.
Since t ∈ (t1, t2) is arbitrary we can combine both estimates to ob-
tain (3.7).

Whenever energy estimates are used we will need to get upper and lower
bounds for the auxiliary function J ((u−k)±). In what follows, we present
the plus and minus cases separately.
As for the upper case we have
J ((u−k)+) = q
∫ (u−k)+
0
(k + ξ)q−1ξ dξ
≤ q kq−1
∫ (u−k)+
0
ξdξ
= qkq−1
(u−k)2+
2
(3.8)
and for the lower case we get
J ((u−k)+) ≥ q u
q−1
∫ (u−k)+
0
ξ dξ
= q uq−1
(u−k)2+
2
.
(3.9)
Observe that in this case the upper and lower bounds obtained are exactly
the same as the ones in [19] for q = p−1. This meets our expectations since
both in (1.1) and in the equation treated in [19] the term related to the
time derivative has a negative exponent. Note further that for any strictly
positive level k both bounds are applicable because u is above that level in
the set {(u−k)+ > 0}.
On the other hand, for the minus case we obtain the following estimates
J ((u−k)−) = q
∫ (u−k)−
0
(k − ξ)q−1ξ dξ
≤ q (u−k)−
∫ (u−k)−
0
(k − ξ)q−1 dξ
≤ kq (u−k)−
(3.10)
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and
J ((u−k)−) ≥ q k
q−1
∫ (u−k)−
0
ξ dξ
= q kq−1
(u−k)2−
2
.
(3.11)
However, in the minus case we don’t get the same estimate as in [19] for
the upper case. Actually, we still can get the bound obtained in [19] (see
Subsection 4.3) however, it is not the adequate one to use since it blows up
at points where u = 0. Note that in [19], this very case is treated by virtue of
Harnack’s inequality which is not available in our context. As a consequence,
when working with inequalities obtained via energy estimates we will need
to deal simultaneously with the powers 1, 2 and p of the truncated function
(u−k)−.
The energy estimates will be used to prove some measure estimates for
distribution sets which imply an oscillation reduction in a subcylinder. Af-
terwards we shall need to forward this information in time since this par-
ticular subcylinder does not necessarily contain the origin. This forwarding
argument will be realized by logarithmic estimates.
For this purpose we introduce the function
ψ±(u) := Ψ(H
±
k , (u−k)±, c) =
(
ln
(
H±k
c+H±k − (u−k)±
))
+
.
from which we obtain the following logarithmic integral inequalities - these
inequalities will be derived in a formal fashion; an accurate justification
involves the use of Steklov averages (see [4, p. 101–102]).
Lemma 3.2. Let u ≥ 0 be a weak solution of equation (1.1). Then there
exists a constant C = C(p, q) > 0 such that, for p > 2 and 0 < q < 1, we
have
kq−1 ess sup
t1<t<t2
∫
Ω
ψ2−(u)(x, t)ϕ
p(x) dµ ≤
∫
Ω
uq−1ψ2−(u)(x, t1)ϕ
p(x) dµ
+ C
∫ t2
t1
∫
Ω
ψ−(u)|(ψ−)
′
(u)|2−p|∇ϕ|p dν
and
ess sup
t1<t<t2
∫
Ω
ψ2+(v)(x, t)ϕ
p(x) dµ ≤
∫
Ω
ψ2+(v)(x, t1)ϕ
p(x) dµ
+ C
∫ t2
t1
∫
Ω
v
(1−q)(p−1)
q ψ+(v)|(ψ+)
′
(v)|2−p|∇ϕ|p dν,
where ϕ ∈ C∞0 (Ω) is any time-independent test function and v = u
q. In the
plus case we assume that u is strictly away from zero.
Proof. We start with the minus case. Choose
η−(u) =
∂
∂u
(ψ2−(u))ϕ
p
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in the definition of weak solution and integrate in time over (t1, t) for t ∈
(t1, t2). Observe that
(ψ2−)
′′ = 2(1 + ψ−)(ψ
′
−)
2. (3.12)
The estimate of the parabolic term reads as
∫ t
t1
∫
Ω
∂uq
∂t
η−(u) dν =
∫ t
t1
∫
Ω
∂
∂t
∫ uq
kq
η−(s
1/q) ds dν
=
[∫
Ω
∫ uq
kq
η−(s
1/q) ds dµ
]t
t1
=
[∫
Ω
q
∫ u
k
η−(s)s
q−1 ds dµ
]t
t1
. (3.13)
Integrating by parts we obtain
∫ u
k
η−(s)s
q−1 ds =
∫ u
k
(ψ2−(s))
′
sq−1 dsϕp
=
[
ψ2−(s)s
q−1
]u
k
ϕp − (q − 1)
∫ u
k
ψ2−(s)s
q−2 dsϕp
= ψ2−(u)u
q−1ϕp − (1− q)
∫ k
u
ψ2−(s)s
q−2 dsϕp.
From the above equality we get∫ u
k
η−(s)s
q−1 ds ≥ ψ2−(u)k
q−1ϕp
and ∫ u
k
η−(s)s
q−1 ds ≤ ψ2−(u)u
q−1ϕp.
Using these estimates in (3.13) gives∫ t
t1
∫
Ω
∂uq
∂t
η−(u) dν ≥qk
q−1
∫
Ω
ψ2−(u)(x, t)ϕ
p(x) dµ
− q
∫
Ω
uq−1ψ2−(u)(x, t1)ϕ
p(x) dµ, (3.14)
for all t ∈ (t1, t2).
Concerning the remaining term, by using (3.12) together with Young’s
inequality, we obtain
|∇u|p−2∇u · ∇η− = |∇u|
p−2∇u · ∇((ψ2−(u))
′ϕp)
≥ 2|∇u|p(1 + ψ−)(ψ
′
−)
2ϕp − 2p|∇u|p−1ψ−|ψ
′
−|ϕ
p−1|∇ϕ|
≥ |∇u|p(ψ′−)
2ϕp − Cψ−|ψ
′
−|
2−p|∇ϕ|p,
almost everywhere. The claim for the minus case follows from the previous
estimate and (3.14).
In the plus case we choose
η+(v) =
∂
∂v
(ψ2+(v))ϕ
p,
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where v = uq. Notice that (3.12) continues to hold for this choice of test
function. After integrating in time over (t1, t) for t ∈ (t1, t2), the estimate
of the parabolic term follows as∫ t
t1
∫
Ω
∂v
∂t
η+(u
q) dν =
∫ t
t1
∫
Ω
∂v
∂t
∂
∂v
(ψ2+(v))ϕ
p dν
=
∫ t
t1
∫
Ω
∂
∂t
(ψ2+(v))ϕ
p dν
=
[∫
Ω
ψ2+(v)ϕ
pdµ
]t
t1
.
By using (3.12) together with Young’s inequality, we obtain
|∇u|p−2∇u · ∇η+ = |∇v
1/q|p−2∇v1/q · ∇((ψ2+(v))
′ϕp)
=
1
qp−1
v
(1−q)(p−1)
q |∇v|p
{
2(1 + ψ+)(ψ
′
+)
2ϕp
}
+
p
qp−1
v
(1−q)(p−1)
q |∇v|p−2∇v
{
2ψ+ψ
′
+∇ϕ
}
ϕp−1
≥ −C(p, q)v
(1−q)(p−1)
q ψ+(v)(ψ
′
+(v))
2−p|∇ϕ|pϕp−1
almost everywhere, from which the claim follows. Note that here we also
use the fact that f(x) = x1/q, 0 < q < 1, is Lipschitz for strictly positive
values of x. Since in this case we assume that u is strictly positive by the
chain rule we get
∇v1/q =
1
q
v
1−q
q ∇v.

Remark 3.3. The necessity of working with a logarithmic estimate written
for uq instead of u itself in the plus case is intrinsically related to Lemma
4.5.
4. Continuity analysis
Suppose that u ≥ 0 is a weak solution of (1.1) in Qi = Q (ciR
p
i , Ri) and
we have
µ−i ≤ ess inf
Qi
u ≤ ess sup
Qi
u ≤ µ+i , µ
+
i − µ
−
i =: ωi. (4.1)
Assume that µ±i satisfy
4µ−i ≤ ωi = µ
+
i − µ
−
i . (4.2)
The case where this assumption fails will be treated in Subsection 4.3.
Inside Qi, we consider subcylinders of smaller size
Qt∗ (diR
p
i , Ri) , di = ω
q−1
i
(ωi
2
)2−p
.
These cylinders are contained in Qi whenever
[2p−2 − 2λ(p−2)]Rpi /ω
(p−1−q)
i < t
∗ < 0. (4.3)
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Since λ can always be arranged so that Ni = ci/di = 2
(λ−1)(p−2) to be an
integer, Qi can be regarded as the union, up to a set of measure zero, of Ni
disjoint cylinders each congruent to Qt∗ (diR
p, R).
The reduction of the oscillation is based on the analysis of an alternative
(see [4, 26]). For a constant α0 ∈ (0, 1), that will be determined depending
only on the data, either
The First Alternative.
there is a cylinder of the type Qt∗(diR
p
i , Ri)
ν
({
(x, t) ∈ Qt∗(diR
p
i , Ri) : u(x, t) < µ
−
i + ωi/2
})
ν (Qt∗ (diR
p
i , Ri))
≤ α0, (4.4)
or, since µ+i −
ωi
2 = µ
−
i +
ωi
2
The Second Alternative.
for every cylinder Qt∗(diR
p
i , Ri) ⊂ Q
i, we have
ν
({
(x, t) ∈ Qt∗(diR
p
i , Ri) : u(x, t) > µ
+
i − ωi/2
})
ν (Qt∗ (diR
p
i , Ri))
< 1− α0. (4.5)
In both cases, we will prove that the essential oscillation of u within a smaller
cylinder decreases in a measurable way, measurable so that we can derive
a modulus of continuity. The constant α0 will be fixed in the course of the
proof of Lemma 4.1.
4.1. Reduction of the oscillation in the first alternative. Now we
assume that the first alternative holds.
Lemma 4.1. There exists a constant α0 ∈ (0, 1), depending only on the
data, such that if (4.4) holds for some t∗ as in (4.3), then
u(x, t) > µ−i +
ωi
4
a.e. in 12Qt∗ (diR
p
i , Ri) .
Proof. Define
Rn =
Ri
2
+
Ri
2n+1
, Qn = Bn × Tn = B(Rn)× (t
∗ − diR
p
n, t
∗)
and
kn = µ
−
i +
ωi
4
(
1 +
1
2n
)
for n = 0, 1, . . . . Observe that
ωi
4
≤ kn ≤ ωi. (4.6)
Here the first inequality is trivial and follows from the definition of kn while
the second one follows by assumption (4.2).
Choose cutoff functions ϕn ∈ C
∞(Qn), vanishing on the parabolic bound-
ary of Qn, and such that 0 ≤ ϕn ≤ 1, ϕn = 1 in Qn+1,
|∇ϕn| ≤
C2n
Ri
and
(
∂ϕn
∂t
)
+
≤
C2pn
diR
p
i
. (4.7)
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By Ho¨lder’s inequality and Sobolev’s inequality (2.7) together with the
doubling property of the measure, we have
−
∫
Qn+1
(u−kn)
2(1−p/κ)+p
− dν
≤
ν(Qn)
ν(Qn+1)
−
∫
Qn
(u−kn)
2(1−p/κ)+p
− ϕ
p(1−p/κ)+p
n dν
≤C−
∫
Tn
(
−
∫
Bn
(u−kn)
2
−ϕ
p
n dµ
)1−p/κ(
−
∫
Bn
((u−kn)−ϕn)
κ dµ
)p/κ
dt
≤CRpn
(
ess sup
Tn
−
∫
Bn
(u−kn)
2
−ϕ
p
n dµ
)1−p/κ
−
∫
Qn
|∇((u−kn)−ϕn)|
p dν,
(4.8)
where κ is the Sobolev exponent as in (2.6). Notice that this estimate
continues to hold for any function given in the appropriate Sobolev space
and it is independent of the choice of Qn, modulo a constant.
Taking into account (3.10) and (3.11) energy estimate (3.7) in the minus
case yields
kq−1n ess sup
Tn
−
∫
Bn
(u−kn)
2
−ϕ
p
n dµ + diR
p
n−
∫
Qn
|∇(u−kn)−ϕn|
p dν
≤ C diR
p
n−
∫
Qn
(u−kn)
p
− |∇ϕn|
p dν + C diR
p
n k
q
n−
∫
Qn
(u−kn)−ϕ
p−1
n
(
∂ϕn
∂t
)
+
dν.
Using (4.6) and (4.7) together with the fact that (u−kn)− ≤ ωi almost
everywhere the above inequality can be rewritten as
ωq−1i ess sup
Tn
−
∫
Bn
(u−kn)
2
−ϕ
p
n dµ + diR
p
n−
∫
Qn
|∇(u−kn)−ϕn|
p dν
≤ C2npdi
{(ωi
2
)p
+ ωqi
ωi
2
1
di
}
ν(An)
ν(Qn)
,
where
An = {(x, t) ∈ Qn : u(x, t) < kn} .
Thus, by using the definition of di, we conclude with
ess sup
Tn
−
∫
Bn
(u−kn)
2
−ϕ
p
n dµ ≤ C2
np
(ωi
2
)2 ν(An)
ν(Qn)
(4.9)
and
Rpn−
∫
Qn
|∇(u−kn)−ϕ|
p dν ≤ C2np
(ωi
2
)p ν(An)
ν(Qn)
. (4.10)
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To obtain an algebraic estimate, we need to estimate the left hand side of
(4.8) from below:
−
∫
Qn+1
(u− kn)
2(1−p/κ)+p
− dν
≥ −
∫
Qn+1
(u− kn)
2(1−p/κ)+p
− χ{(u−kn+1)−>0} dν
≥ |kn+1 − kn|
2(1−p/κ)+p
∫
Qn+1
χ{(u−kn+1)−>0} dν
≥
( ωi
2n+3
)2(1−p/κ)+p ν(An+1)
ν(Qn+1)
.
(4.11)
Inserting (4.9), (4.10) and (4.11) into (4.8) arrive at
ν(An+1)
ν(Qn+1)
≤ Cn+1
(
ν(An)
ν(Qn)
)2−p/κ
, n = 0, 1, 2, . . . . (4.12)
By setting
Yn =
ν(An)
ν(Qn)
we obtain the recursive relation
Yn+1 ≤ C
n+1Y 2−p/κn ,
for some constant C depending only on the data. We conclude, using
Lemma 2.5, that if
Y0 ≤ C
−1/(1−p/κ)+1−(1−p/κ)2 := α0
holds then Yn → 0, as n → ∞. But since this condition is precisely the
assumption of the first alternative (4.4) for the indicated choice of α0, the
result follows. 
Now we make use of the previous lemma to prove that the set where u is
close to its infimum can be made arbitrarily small within the time interval
−θ < t < 0, where
− θ := t∗ − di
(
Ri
2
)p
(4.13)
for some t∗ as in (4.3).
Lemma 4.2. Assume (4.4) holds for some t∗ satisfying (4.3) and let θ be
given as in (4.13). For every number α1 ∈ (0, 1), there exists s∗ ∈ N,
depending only on the data, such that
µ
({
x ∈ 14B (Ri) : u(x, t) < µ
−
i +
ωi
2s∗
})
≤ α1µ
(
1
4B (Ri)
)
, ∀t ∈ (−θ, 0).
Proof. In Lemma 3.2 consider the estimate written for the truncated func-
tion (u− k)− over the cylinder (1/2)Q (θR
p
i , Ri) with
k = µ−i +
ωi
4
, c =
ωi
2n+2
and H−k =
ωi
4
.
Here n ∈ N will be determined later depending on the data. Observe that,
since u(x,−θ) > k in (1/2)B (Ri) by Lemma 4.1, we have
ψ−(u)(x,−θ) = 0, x ∈
1
2B (Ri) .
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On the other hand, since (u− k)− ≤ ωi/4 we get
ψ−(u) ≤ ln
(
2−2ωi
2−(n+2)ωi
)
= n ln 2
and ∣∣∣(ψ−)′(u)∣∣∣2−p = (H−k − (u− k)− + c)p−2 ≤ (ωi2
)p−2
.
Take cutoff function ϕ ∈ C∞0 ((1/2)B (Ri)) independent of time with prop-
erties 0 ≤ ϕ ≤ 1, ϕ = 1 ∈ (1/4)B (Ri) and
|∇ϕ| ≤
C
Ri
.
In the set {
x ∈ 14B (Ri) : u < µ
−
i +
ωi
2n+2
}
ψ−(u) can be bounded from below as
ψ−(u) ≥ ln
(
2−2ωi
2−(n+2)ωi + 2−(n+2)ωi
)
≥ (n− 1) ln 2.
Gathering these estimates all together and recalling that k ≤ ωi/2, due
to (4.2), we arrive at
ωq−1i (n− 1)
2(ln 2)2µ
({
x ∈ 14B (Ri) : u < µ
−
i +
ωi
2n+2
})
≤ kq−1 ess sup
−θ<t<0
∫
1
2
B(Ri)
ψ2−(u)ϕdµ
≤ C
∫ 0
−θ
∫
1
2B(Ri)
ψ−(u)
∣∣∣(ψ−)′(u)∣∣∣2−p |∇ϕ|p dν
≤ C n (ln 2)
1
Rpi
θµ
(
1
2B (Ri)
)
≤ C n (ln 2)
(
1
2λ
)2−p
ωq−1i µ
(
1
4B (Ri)
)
.
In the last inequality we used the fact θ ≤ ciR
p
i and the doubling property
of the measure. A simplification in the above inequality gives
µ
({
x ∈ 14B (Ri) : u < µ
−
i +
ωi
2n+2
})
≤ C
n
(n− 1)2
2λ(p−2)µ
(
1
4B (Ri)
)
.
To conclude, we choose s∗ = n+ 2 with n > 1 +
2C
α1
2λ(p−2). 
The information of this lemma will be used to show that an estimate
similar to the conclusion of Lemma 4.1 holds in a full cylinder that includes
the origin.
Lemma 4.3. Assume (4.4) holds for some t∗ satisfying (4.3) and let θ be
given as in (4.13). There exists s1 ∈ N, depending only on the data, such
that
u(x, t) > µ−i +
ωi
2s1+1
, a.e. in Q
(
θ,
Ri
8
)
.
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Proof. Let
Rn =
Ri
8
+
Ri
2n+3
, Qn = Q (θ,Rn)
and
kn = µ
−
i +
ωi
2s1+1
(
1 +
1
2n
)
for n = 0, 1, . . . . Take cutoff functions ϕn(x) ∈ C
∞
0 (Bn), where Bn =
B(Rn), vanishing on the boundary of Bn, and such that 0 ≤ ϕn ≤ 1, ϕn = 1
in Bn+1,
|∇ϕn| ≤
C2n
Ri
.
Observe that kn ≤ ωi by assumption (4.2) and u(x,−θ) > µi+ωi/4 ≥ kn in
Bn ⊂ (1/2)B(Ri) by Lemma 4.1 which implies (u(x,−θ)− kn)− = 0 in Bn.
Using these estimates together with (3.10) and (3.11) in the energy estimate
(3.7) written for (u− kn)− we arrive at
ωq−1i ess sup
−θ<t<0
−
∫
Bn
(u−kn)
2
−ϕ
p
n dµ + θ−
∫
Qn
|∇(u−kn)−ϕ|
p dν
≤ C θ−
∫
Qn
(u−kn)
p
− |∇ϕn|
p dν.
We estimate further
(u− kn)− ≤
ωi
2s1
and θ ≤ ciR
p
i
and invoke the estimate on |∇ϕn| to arrive at
ess sup
−θ<t<0
−
∫
Bn
(u−kn)
2
−ϕ
p
n dµ ≤ C 2
np
( ωi
2s1
)2
2(λ−s1)(p−2)
ν (An)
ν (Qn)
and
Rpn−
∫
Qn
|∇(u−kn)−ϕ|
p dν ≤ C 2np
( ωi
2s1
)p ν (An)
ν (Qn)
,
where An = {(x, t) ∈ Qn : u(x, t) < kn}. Note that estimate (4.8) continues
to hold in the setting of this lemma and, by the same kind of reasoning as
in the proof of Lemma 4.1, the left hand side can be estimated from below
by
−
∫
Qn+1
(u− kn)
2(1−p/κ)+p
− dν ≥
( ωi
2s1+n+2
)2(1−p/κ)+p ν(An+1)
ν(Qn+1)
.
Substituting these last three estimates in (4.8) and assuming that s1 > λ,
we obtain
ν(An+1)
ν(Qn+1)
≤ Cn+1
(
ν (An)
ν (Qn)
)2−p/κ
.
We set
Yn =
ν(An)
ν(Qn)
,
as before, and rephrase the above inequality as
Yn+1 ≤ C
n+1Y 2−p/κn .
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By defining
α1 = C
−1/(1−p/κ)+1−(1−p/κ)2
we conclude, using Lemma 2.5, that if Y0 ≤ α1 holds then Yn → 0 as n→∞.
Now we apply Lemma 4.2 with such an α1 and conclude there exists s∗ =: s1,
depending only on the data, such that
µ
({
x ∈ 14B (Ri) : u(x, t) < µ
−
i +
ωi
2s1
})
≤ α1µ
(
1
4B (Ri)
)
, ∀t ∈ (−θ, 0),
which is exactly Y0 ≤ α1. The result is concluded since Yn → 0 as n → ∞
implies that An → 0 as n→∞. 
We finally reach the reduction of the oscillation of the weak solution in
the case of the first alternative.
Corollary 4.4. Suppose that (3.2) and (4.2) hold in Qi = Q(ciR
p
i , Ri).
Assume also that (4.4) is verified. Then there is a constant σI ∈ (0, 1),
depending only on the data, such that
ess osc
1
8
Q(diRpi ,Ri)
u ≤ σIωi. (4.14)
Proof. Observe that
di
(
Ri
8
)p
≤ θ = −t∗ + di
(
Ri
2
)p
since t∗ < 0. Therefore
ess inf
1
8
Q(diRpi ,Ri)
u ≥ ess inf
Q
(
θ,
Ri
8
)u ≥ µ−i +
ωi
2s1+1
.
Put
µ+i+1 = µ
+
i and µ
−
i+1 = µ
−
i +
ωi
2s1+1
.
Then we have
ess osc
1
8
Q(diRpi ,Ri)
u ≤ µ+i+1 − µ
−
i+1 =
(
1−
1
2s1+1
)
ωi
and the corollary follows with σI = 1−
1
2s1+1
∈ (3/4, 1). 
4.2. Reduction of the oscillation in the second alternative. Now we
analyze the second alternative. Assume (4.5) holds for all cylinders of the
type Qt∗ (diR
p
i , Ri), where t
∗ is as in (4.3).
Fix a cylinder Qt∗ (diR
p
i , Ri). We deduce from (4.5) that there exists a
time level t0 ∈
(
t∗ − diR
p
i , t
∗ − α02 diR
p
i
)
such that
µ
({
x ∈ B(Ri) : u(x, t
0) > µ+i − ωi/2
})
≤
(
1− α0
1− α0/2
)
µ(B(Ri)). (4.15)
In fact, if (4.15) is violated for all
(
t∗ − diR
p
i , t
∗ − α02 diR
p
i
)
we would get
ν
({
(x, t) ∈ Qt∗ (diR
p, Ri) : u(x, t) > µ
+
i − ωi/2
})
≥
∫ t∗−(α0/2)diRpi
t∗−diR
p
i
µ
({
x ∈ B(Ri) : u(x, t) > µ
+
i − ωi/2
})
dt
> (1− α0)ν(Q (diR
p
i , Ri)),
LOCAL HO¨LDER CONTINUITY FOR DNPE 19
which contradicts (4.5).
The next lemma asserts that a similar property still holds for all time
levels in an interval up to the origin.
Lemma 4.5. Assume (4.5) is verified. There exists s, depending only upon
the data, such that
µ
({
x ∈ B(Ri) : u(x, t) > µ
+
i − 2
−(s+so+1)ωi
})
≤
(
1−
α0
4
)
µ(B(Ri)),
for almost every t ∈ (−(ci/2)R
p
i , 0).
Proof. Set Q := B(Ri)× (t
0, t∗) and let
c =
( ωi
2s+so+1
)q
, k =
(
µ+i
)q
−
( ωi
2so
)q
, H+k =
( ωi
2so
)q
,
where so is such that (
µ+i
)q
−
( ωi
2so
)q
>
(
µ+i −
ωi
2
)q
.
We shall use Lemma 3.2 to forward the information involved in (4.15) in
time. Set v = uq and recall the definition
ψ+(v) = Ψ(H
+
k , (v−k)+, c) = ln
+
(
H+k
c+H+k − (v−k)+
)
.
From (v − k)+ ≤ (ωi/2
so)q ≡ H+k we obtain
ψ+(v) ≤ ln
(
ωi
2
)q(
ωi
2s+so+1
)q = (s+ so)q ln 2.
We continue with the estimate
|ψ′+(v)|
2−p ≤
(
H+k + c
)p−2
≤ C(p, q)
( ωi
2so
)q(p−2)
.
Denote B := B(Ri) and let ϕ ∈ C
∞
0 (B) be a time-independent cutoff func-
tion satisfying 0 ≤ ϕ ≤ 1, ϕ = 1 in (1− δ)B and
|∇ϕ| ≤
C
δRi
,
where 0 < δ < 1 is to be determined later. Define
S =
{
x ∈ (1− δ)B : v >
(
µ+i
)q
−
( ωi
2s+so+1
)q}
and
S′ =
{
x ∈ (1− δ)B : v >
(
µ+i −
ωi
2s+so+1
)q}
.
Observe that S′ ⊂ S, for q ∈ (0, 1).
In the set S we get
ψ+(v) ≥ ln
(
ωi
2so
)q
2
(
ωi
2s+so+1
)q ≥ ((s + 1)q − 1) ln 2.
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Now we apply Lemma 3.2 in the plus case with these choices to conclude
((s+ 1)q − 1)2(ln 2)2µ(S) ≤ ess sup
t0<t<t∗
∫
B
ψ2+(v)(x, t)ϕ
p(x) dµ
≤
∫
B
ψ2+(v)(x, t
0)ϕp(x) dµ
+ C
∫ t∗
t0
∫
B
v
(1−q)(p−1)
q ψ+(v)|(ψ+)
′(v)|2−p|∇ϕ|p dν
≤ ((s+ so)q)
2(ln 2)2
1− α0
1− α0/2
µ(B)
+ Cω
(1−q)(p−1)+q(p−2)
i
(s+ so)q ln 2
δpRpi
∣∣t∗ − t0∣∣µ(B),
for almost every t ∈ (t0, t∗). Here in the third inequality we used (4.15) and
v = uq ≤ (2ωi)
q
which follows from (4.2). Using the facts
∣∣t∗ − t0∣∣ ≤ diRpi and S′ ⊂ S we
reach the estimate
µ(S′) ≤ µ(S) ≤
((s+ so)q)
2
((s + 1)q − 1)2
1− α0
1− α0/2
µ(B) + C
(s+ so)q
((s + 1)q − 1)2
1
δp
µ(B).
On the other hand, by the annular decay property (2.4), we have
µ({x ∈ B : v(x, t) >
(
µ+i − 2
−(s+so+1)ωi
)q
})
≤ µ(B \ (1− δ)B) + µ({x ∈ (1− δ)B) : v(x, t) >
(
µ+i − 2
−(s+so+1)ωi
)q
})
≤ Cδαµ(B) + µ(S′),
for almost every t ∈ (t0, t∗). For the first term, we choose δ small enough so
that
Cδα <
α0
24
and for the second term we use the previous estimate. By choosing s large
enough so that
1− α0
1− α0/2
((s + so)q)
2
((s+ 1)q − 1)2
≤ 1−
α0
3
and
C(s+ so)q
δp((s + 1)q − 1)2
≤
α0
24
hold, we get
µ
({
x ∈ B : v(x, t) >
(
µ+i − 2
−(s+so+1)ωi
)q})
≤ 1−
α0
4
(4.16)
for almost every t ∈ (t0, t∗).
Since (4.15) holds for all cylinders of type Qt∗(diR
p
i , Ri), the conclu-
sion (4.16) holds for all time levels
t ≥ −(ci − di)R
p
i −
α0
2
diR
p
i .
By choosing
2(λ−1)(p−2) ≥ 2 (4.17)
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we get ci/di ≥ 2− α0, which implies
−(ci − di)R
p
i −
α0
2
diR
p
i ≤ −
ci
2
Rpi .

Next, by using the information of the previous lemma we will prove a
critical estimate which states that, within a cylinder around the origin, the
set where u is close to its supremum can be made arbitrarily small.
Lemma 4.6. For every α2 ∈ (0, 1) there exists s2 ≥ s+ so, depending only
on the data and α2, such that
ν
({
(x, t) ∈ Q ((ci/2)R
p
i , Ri) : u(x, t) > µ
+
i − 2
−s2ωi
})
ν (Q ((ci/2)R
p
i , Ri))
≤ α2.
Proof. Consider the levels
h = µ+i − 2
−(n+1)ωi
and
k = µ+i − 2
−nωi,
where n ≥ s+ so + 1 will be chosen large and s is as in Lemma 4.5. Taking
B = B(Ri), using Lemma 4.5 and the fact that n ≥ s + so + 1 we have for
almost every t ∈ (−(ci/2)R
p
i , 0)
µ({x ∈ B : w(x, t) = 0}) = µ({x ∈ B : u(x, t) ≤ k}) ≥
α0
4
µ(B),
where
w =


h− k, u ≥ h,
u− k, k < u < h,
0, u ≤ k.
Thus, we obtain
wB(t) = −
∫
B×{t}
w dµ ≤
(
1−
α0
4
)
(h− k)
and, consequently,
h− k − wB(t) ≥
α0
4
(h− k),
for almost every t ∈ (−(ci/2)R
p
i , 0). Let
An(t) =
{
x ∈ B(Ri) : u(x, t) > µ
+
i − 2
−nωi
}
and
An =
{
(x, t) ∈ Q
(
ci
2 R
p
i , Ri
)
: u(x, t) > µ+i − 2
−nωi
}
.
Using the (q, q)-Poincare´ inequality for some q < p (see (2.5) and the sub-
sequent remarks), yields
(h− k)qµ(An+1(t)) ≤
(
4
α0
)q ∫
B×{t}
|w − wB(t)|
q dµ
≤ CRqi
∫
2B×{t}
|∇w|q dµ
= CRqi
∫
2B×{t}∩[k<u<h]
|∇u|q dµ,
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for almost every t ∈ (−(ci/2)R
p
i , 0); and thereafter we integrate the above
inequality over time to get
(h− k)qν(An+1) ≤ CR
q
i
∫
Q(ciRpi ,2Ri)∩[k<u<h]
|∇u|qϕp dν,
ϕ being a cutoff function in C∞0 (Q (ciR
p
i , 2Ri)) such that 0 ≤ ϕ ≤ 1, ϕ = 1
in Q ((ci/2)R
p
i , Ri), ϕ vanishes on the parabolic boundary of Q (ciR
p
i , 2Ri),
and
|∇ϕ| ≤
C
Ri
and
(
∂ϕ
∂t
)
+
≤
C
ciR
p
i
.
Now, Ho¨lder’s inequality and the doubling condition give
(h− k)qν(An+1)
≤ C
(
Rpi
∫
Q(ciR
p
i ,2Ri)
|∇(u− k)+|
pϕp dν
)q/p
ν(An \ An+1)
1−q/p.
(4.18)
The first factor on the right hand side can be estimated by Lemma 3.1
written for the plus case as∫
Q(ciRpi ,2Ri)
|∇(u− k)+|
pϕp dν
≤ C
∫
Q(ciRpi ,2Ri)
{
(u− k)p+|∇ϕ|
p dν + kq−1(u− k)2+
(
∂ϕ
∂t
)
+
}
dν
≤
C
Rpi
((ωi
2n
)p
+
(ωi
2
)q−1 (ωi
2n
)2 (ωi
2λ
)p−2
ω1−qi
)
ν (Q (ciR
p
i , 2Ri))
≤
C
Rpi
(ωi
2n
)p {
1 + 2(n−λ)(p−2)
}
ν
(
Q
(
ci
2 R
p
i , Ri
))
≤
C
Rpi
(ωi
2n
)p
ν
(
Q
(
ci
2 R
p
i , Ri
))
.
Above, in the second inequality we have used (u−k)+ ≤ ωi/2
n and k ≥ ωi/2,
in the third one we used the doubling property of the measure ν and in the
forth one we assumed λ > n. Using this estimate in (4.18) we arrive at( ωi
2n+1
)q
ν(An+1) ≤ C
(ωi
2n
)q [
ν
(
Q
(
ci
2 R
p
i , Ri
))]q/p
ν(An \An+1)
1−q/p.
Finally, summing n over s+ so + 1, . . . , s2 − 1 gives
(s2 − s− so)ν(As2)
p/(p−q) ≤ C
[
ν
(
Q
(
ci
2 R
p
i , Ri
))]q/(p−q)
ν
(
Q
(
ci
2 R
p
i , Ri
))
= C
[
ν
(
Q
(
ci
2 R
p
i , Ri
))]p/(p−q)
,
and hence
ν(As2) ≤
C
(s2 − s− so)(p−q)/p
ν
(
Q
(
ci
2 R
p
i , Ri
))
.
Choosing s2 large enough finishes the proof. 
Now we prove the main lemma of this alternative and along the proof we
determine the lenght of the cylinder Qi by fixing λ and consequently ci.
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Lemma 4.7. Assume (4.5) holds. Then the choice of λ can be made so that
u(x, t) ≤ µ+i −
ωi
2λ+1
, a.e. in 12Q
(
ci
2 R
p
i , Ri
)
.
Proof. Define
Rn =
Ri
2
+
Ri
2n+1
, Qn = Q
(
ci
2 R
p
n, Rn
)
, Bn = B(Rn)
and
kn = µ
+
i −
ωi
2λ+1
(
1 +
1
2n
)
for n = 0, 1, . . . . Consider the energy estimate (3.7) written over the cylin-
ders Qn and for the test functions (u − kn)+ϕn, where ϕn ∈ C
∞
0 (Qn) van-
ishing on the parabolic boundary of Qn and such that 0 ≤ ϕn ≤ 1, ϕn = 1
in Qn+1,
|∇ϕn| ≤
C2n
Ri
and
(
∂ϕn
∂t
)
+
≤
C2pn
ciR
p
i
. (4.19)
Observe that when (u− kn)+ 6= 0,
ωi
2
≤ µ+i −
ωi
2
≤ kn ≤ u ≤ µ
+
i ≤ 2ωi
since µ+i = µ
−
i + ωi. Here the upper bound follows from assumption (4.2).
Therefore the energy estimate reads as
ωq−1i ess sup
−
ci
2
Rpn<t<0
−
∫
Bn
(u−kn)
2
+ϕ
p
n dµ +
ci
2
Rpn−
∫
Qn
|∇(u−kn)+ϕ|
p dν
≤ C
ci
2
Rpn

−
∫
Qn
(u−kn)
p
+ |∇ϕn|
p dν + Cωq−1i −
∫
Qn
(u−kn)
2
+ϕ
p−1
n
(
∂ϕn
∂t
)
+
dν

 .
(4.20)
Using (4.19) and the estimate (u− kn)+ ≤ 2
−λωi we arrive at
ess sup
−
ci
2
Rpn<t<0
−
∫
Bn
(u−kn)
2
+ϕ
p
n dµ ≤ C 2
np
(ωi
2λ
)2 ν (An)
ν (Qn)
and
Rpn−
∫
Qn
|∇(u−kn)+ϕ|
p dν ≤ C 2np
(ωi
2λ
)p ν (An)
ν (Qn)
,
where An = {(x, t) ∈ Qn : u(x, t) > kn}. Consider (4.8) and observe that it
still holds for truncated functions (u − kn)+ and for this sort of geometric
setting. In a similar way to that in the proof of Lemma 4.1, the left hand
side can be estimated from below as
−
∫
Qn+1
(u− kn)
2(1−p/κ)+p
+ dν ≥
( ωi
2λ+n+2
)2(1−p/κ)+p ν(An+1)
ν(Qn+1)
.
Substituting these last three estimates in (4.8), written in terms of (u−kn)+,
we obtain
ν(An+1)
ν(Qn+1)
≤ Cn+1
(
ν (An)
ν (Qn)
)2−p/κ
.
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By setting, as usual,
Yn =
ν(An)
ν(Qn)
we find
Yn+1 ≤ C
n+1Y 2−p/κn .
Defining
α2 = C
−1/(1−p/κ)+1−(1−p/κ)2
we conclude, using Lemma 2.5, that if Y0 ≤ α2 holds then Yn → 0, as
n→∞. Now we set
λ = max{1 +
1
p− 2
, s2}. (4.21)
The choice trivially satisfies (4.17) (and λ ≥ s2) and by the previous lemma
we conclude that λ can be chosen large enough so that ν(A0)/ν(Q0) is as
small as we please. Consequently, we reach the final result from the fact
that An → 0 as n→ 0. 
We obtain the reduction of the oscillation of the solution for the second
alternative as a corollary of the previous lemma.
Corollary 4.8. Assume that (3.2) holds in Qi = Q(ciR
p
i , Ri) and that (4.2)
is satisfied. Suppose further that (4.5) is verified. Then there exists a con-
stant σII ∈ (3/4, 1), depending only on the data, such that
ess osc
1
2
Q( ci2 R
p
i ,Ri)
u ≤ σIIωi. (4.22)
Proof. By the result of the previous lemma we have
ess sup
1
2
Q( ci2 R
p
i
,Ri)
u ≤ µ+i −
ωi
2λ+1
.
Set
µ+i+1 = µ
+
i −
ωi
2λ+1
and µ−i+1 = µ
−
i .
Then we have
ess osc
1
2
Q( ci2 R
p
i ,Ri)
u ≤ µ+i+1 − µ
−
i+1 =
(
1−
1
2λ+1
)
ωi
and the proof is complete with σII = 1−
1
2λ+1
∈ (3/4, 1). 
4.3. The case when (4.2) fails. If assumption (4.2) does not hold, which
can happen only for an index i0 ≥ 1 due to assumptions (3.1) and (3.4),
then we have
4µ−i0 > ωi0 ⇐⇒ µ
+
i0
< 5µ−i0 . (4.23)
This elliptic Harnack estimate implies that if this condition holds for an
index i0 then it continues to hold for all indices i ≥ i0. By means of (4.23)
we obtain (4µ−i0)
q−1 ≤ ωq−1i0 and this implies
Q
(
(4µ−i0)
q−1
(ωi0
2λ
)2−p
Rpi0 , Ri0
)
⊂ Qi0 .
By setting
R¯i0 =
Ri0
4(1−q)/p
≤ Ri0
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we have
Q¯i0 := Q
(
(µ−i0)
q−1
(ωi0
2λ
)2−p
R¯pi0 , R¯i0
)
⊂ Qi0 .
In this case we work with the following scalings factors
c¯i0 = (µ
−
i0
)q−1
(ωi0
2λ
)2−p
and d¯i0 = (µ
−
i0
)q−1
(ωi0
2
)2−p
and proceed in the same way as was done before - the only significant change
appears in the proof of Lemma 4.1. Now, instead of (3.10), we are allowed
to use the more favorable estimate
J ((u−k)−) = q
∫ (u−k)−
0
(k − ξ)q−1ξ dξ
≤ quq−1
∫ (u−k)−
0
ξ dξ
≤ quq−1
(u−k)2−
2
.
Observe that this estimate can be used in this case because, thanks to the
assumption (4.23), we have u ≥ µ−i > ωi/4, for i ≥ i0, which implies that
solution u is strictly away from zero.
4.4. Proving Theorem 2.3. We finally prove the Ho¨lder continuity of u
presented in Theorem 2.3 which is an immediate consequence of the following
theorem.
Theorem 4.9. Suppose that u is a nonnegative weak solution of equa-
tion (1.1) in Qx,t(R
2, 2R). Then there are positive constants C and α, both
depending only on the data, such that
ess osc
Qx,t(̺p,̺)
u ≤ C
( ̺
R
)α
ω,
for all 0 < ̺ < R.
Proof. After translation, we may assume that (x, t) ≡ (0, 0). Take σ :=
max{σI , σII} and δ := σ
(p−q−1)/p2−(3+(λ−1)(p−2)/p). Observe that this choice
of δ gives
ci+1 (δRi)
p ≤ di
(
Ri
8
)p
≤
ci
2
(
Ri
2
)p
.
Then, by Corollaries 4.4 and 4.8 we have
ess osc
Q(ci+1(δi+1R)p,δi+1R)
u ≤ ωi+1 := σ
i+1ω0 = σ
i+1ω, i = 0, 1, . . . .
Since ci ≥ 1 for all i = 0, 1, . . . , we finally obtain
ess osc
Q((δiR)p ,δiR)
u ≤ σiω, i = 0, 1, 2, . . . .
Let 0 < ̺ < R. Then there exists i ∈ N such that δi+1R ≤ ̺ ≤ δiR. Take
α =
lnσ
ln δ
.
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Therefore, we get
ess osc
Q((δiR)p,δiR)
u ≤ σiω =
1
σ
σi+1ω
= C
(
δi+1
)α
ω , for C = 1/σ
≤ C
( ̺
R
)α
ω.
This concludes the proof. 
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