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1 導入
判別分析では古くから多くの判別手法 (例えば,Fisher の線形判別 [5] や二次判別など)
が提案されており,近年でもサポートベクターマシン (SVM) やスパース判別分析 (SDA)
[1] などの高次元データや大規模データに対応した判別手法が提案されている.数多くあ
る判別手法を比較する際に最もよく用いられる指標が誤判別確率である.誤判別確率は
` 間違った母集団に判別してしまう確率’ で,2つの母集団  \Pi_{1},  \Pi_{2} の場合には,
 P(2|1)=Pr{  x\in\Pi_{1} を誤って  \Pi_{2} に判別する },
 P(1|2)=Pr{  x\in\Pi_{2} を誤って  \Pi_{1} に判別する },
と表せ,誤判別確率をより小さくする判別手法が良いことがわかる.しかしながら,誤判別
確率を正確に知ることは困難であり,何らかの手法で推定する必要がある.誤判別確率の
推定方法には大きく分けて ‘パラメトリックな手法” と ‘ノンパラメトリックな手法” の
2種類ある.パラメトリックな手法は [10] や[6] などの漸近理論を用いて近似式を導出す
る方法がよく知られており,近年でも [12] などで行われている.ノンパラメトリックな手







多くの場面で用いられているが,理論的な妥当性が乏し  \langle , [8] や[3] などでは,クロスバリ
デーションによる推定は漸近不偏性を持つと述べられているが,これは標本数が十分大き
い場合に限ってである.特に高次元データに対しては妥当性はほとんど分かっていない.
高次元データにも対応できる推定方法としては,[2] や[6] でFisher の線形判別などに











 \Pi_{1}:N_{p}(\mu_{1}, \Sigma), \Pi_{2}:N_{p}(\mu_{2}, \Sigma)
さらに2つの母集団に対する判別ルールを判別関数  d(\cdot) を用いて,次のように定義する.
 d(x)>c\Rightarrow x\in\Pi_{1},
 d(x)\leq c\Rightarrow x\in\Pi_{2}.
ここで,  c はカットオフポイントである.このとき,誤判別確率は,
 P(2|1)=Pr(d(x)\leq c|x\in\Pi_{1}) ,
 P(2|1)=Pr(d(x)>c|x\in\Pi_{2}) ,
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と表せる.ここで,  x_{k} は  \Pi_{k} の標本平均  (k=1,2) で,  S はプールされた分散共分散行列
である.さらに,本稿で扱う高次元大標本漸近理論を
 p,  N_{1},  N_{2}arrow\infty,   \frac{N}{N_{k}}=O(1)  (k=1,2),   \frac{p}{N}arrow c_{0}\in(0,1),  (N-p+2>0) ,
と定義する.ここで,  N=N_{1}+N_{2} である.このとき,クロスバリデーションによる推定
は以下のように表せる.
  \hat{P}_{CV}=N_{1}^{-1}\sum_{i={\imath}}^{N_{1}}1(d^{(-i)}(x_{1i})\leq c) ,
ここで,1  (\cdot) は定義関数で,  d^{(-}のは  x_{1i} を除いた判別関数である.そして,次の定理が成
り立つ.
定理2.1. 誤判別確率  P(2|1) に対して,
  P(2|1)=Q_{0}(\frac{p}{N_{1}}, \frac{p}{N_{2}})+\frac{1}{N}Q_{1}(\frac{p}{N_{1}
}, \frac{p}{N_{2}})+O_{2} , (1)
となる展開が与えられてると仮定する.ここで  Q_{0}(x_{1}, x_{2}) と  Q_{1}(x_{1}, x_{2}) は  (p/N_{1},p/N_{2})
周りで  C^{1} 級関数ある.このとき,バイアスは
 E[\hat{P}_{CV} (2  | 1)  ]-P(2|1)=O_{1},
となる.つまり,  \hat{P}_{CV}(2|1) は漸近的に不偏推定量である.ここで,  O_{k} は高次元大標本漸
近理論の枠組みで  (p^{-1}, N_{1}^{-1}, N_{2}^{-1}, N^{-1}) に関するオーダーとする.
次に平均二乗誤差 (MSE) の評価をみる.  \hat{P}(2|1) のMSE は次のように計算できる.
MSE  (\hat{P}_{CV}(2|1))= Bias  (\hat{P}_{CV}(2|1))^{2}+ Var  (\hat{P}_{CV}(2|1)) ,
Var  (\hat{P}_{CV}(2|1))
 =Pr(d^{(-1)}(x_{11})\leq c, d^{(-2)}(x_{12})\leq c)-Pr(d^{(-{\imath})}(x_{11})
\leq c)^{2}
 + \frac{1}{N_{1}}[Pr(d^{(-1)}(x_{11})\leq c)-Pr(d^{(-1)}(x_{{\imath} 1})\leq c,
d^{(-2)}(x_{12})\leq c)] .
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この計算から  d^{(-1)}(x_{11}) と  d^{(-2)}(x_{12}) が漸近的に独立であれば,  \hat{P}_{CV}(2|1) が一致性を持
つことがわかる.つまり,
 Pr(d^{(-1)}(x_{11})\leq c, d^{(-2)}(x_{12})\leq c)-Pr(d^{(-1)}(x_{11})\leq c)
^{2}arrow 0 , (2)





されている2つ抜きの CV を用いる方法”, ‘少しだけ残す CV の方法”, ‘カットオフ
ポイントをずらす方法” の3つの方法について紹介する.





 \hat{P}_{CV_{2}} (2  | 1)  = \frac{1}{N_{1}C_{2}}\sum\frac{1}{2}N_{1}   \sum 1  (d^{(-i,-j)}(x_{1k})\leq c) . i<j k\in\{i,j\}





 E[\hat{P}_{I} (2  | 1)  ]-P(2|1)=O_{2},
となる.また,3つ抜きの CV を用いるとさらにバイアス補正が可能になる.
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3.2 Method Il : 少しだけ抜く CV
本節ではクロスバリデーションを用いる際に1つ抜くのではなく,少しだけ残す方法
を考える.この方法は [14] と [15] で情報量規準のバイアス補正法として提案されてお
り,本稿ではこの方法を誤判別確率に対するクロスバリデーションに応用する.さらに,
高次元データにも対応できるようなバイアス補正法に改良する.  F_{N-1}^{(-i)} と瓦をそれぞれ
 x_{11} , ,  x_{1i-1},  x_{1i+1}\ldots,  x_{1N_{1}} と  x_{1i} の経験分布とする.このとき,判別関数  \hat{d}^{(-i;\lambda)} を
 (1-u_{\lambda})F_{N-1}^{(-i)}+u_{\lambda}現を用いて構成する.ここで  u_{\lambda}=(1-\lambda)/(N_{1}-\lambda) とする.例えば,
判別関数  d_{\theta} が  \theta によってパラメータ付されているとすると,  \theta の推定量を
  \hat{\theta}^{(-i;\lambda)}=\arg\max\theta\in\Theta\{\frac{1}{N_{1}-\lambda}
\sum_{k\neq i}^{N_{1}}\log f(x_{1k};\theta)+\frac{1-\lambda}{N_{1}-\lambda}\log 
f(x_{1i};\theta)\},
で与える.ここで  f は  x_{1i} の確率密度関数である.このとき  \hat{d}^{(-i;\lambda)}=d_{\hat{\theta}(-\iota;\lambda)} である.正






で与えられる.このとき,  \hat{d}^{(i;\lambda)} を用いて
 \hat{P}_{CV_{\lambda}} (2  | 1)  = \frac{1}{N_{1}}\sum_{i=1}^{N_{1}}1(\hat{d}^{(-i;\lambda)}(x_{1i})\leq c) ,
とすると,  \lambda をうまく選ぶことができればバイアスを補正することが可能になる.[9] では




また,この方法は  \lambda=1 の場合は通常のクロスバリデーションになる.
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3.3 Method  111 : カットオフポイントをずらす方法
判別分析ではカットオフポイント  c を変えることで誤判別確率が変化するため,本節で
はクロスバリデーションを行う際に
 \hat{P}_{CVc+c_{1}N-1/2} (2  | 1)  = \sum_{i=1}^{N_{1}}1(d^{(-i)}(x_{i1})\leq c+c_{1}N^{-1/2}) ,
のように  c をずらすことでバイアス補正を可能にする.Method II と同様に  c_{1} を選択す




















 Q_{T}NW の比較を行う.分布は正規分布と  t 分布 (自由度3) を用い,判別手法は Fisher
の線形判別を用いる.一般性を失うことなくパラメータを  \mu_{1}=\triangle(1, \ldots, 1)'/2\sqrt{p},  \mu_{2}=
 -\triangle(1, \ldots, 1)'/2\sqrt{p},  \Sigma=I_{p} と仮定できる.CV,  I , II, III, TNW をそれぞれクロスバリ
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デーション,Method  I , II, II,  Q\tau NW とする.  N_{1},  N_{2,p,\triangle} を  N_{1},  N_{2}=15,20,25,30,35,
 p/N=1/5,3/5,  \triangle=1.05,1.68,2.56,3.29 の場合でモンテカルロシミュレーションで比
較する.  \triangle は  \Phi(-\triangle/2) がそれぞれ0.30, 0.20, 0.10, 0.05となるようになる値である.
Methods II, IⅡには  \triangle の推定量が必要であるが,本稿では  \triangle^{2}\wedge を
  \triangle^{2}\wedge=\frac{n-p-3}{n}D^{2}-\frac{pN}{N_{1}N_{2}}.
で与える.ここで  D^{2}=(\overline{x}_{1}-\overline{x}_{2})^{T}S^{-1}(\overline{x}_{1}-
\overline{x}_{2}) である.  \triangle^{2}\wedge は  \triangle^{2} の正規分布の場合
に不偏推定量で一致推定量である [12].
4.1 正規分布
正規分布の場合は,図1, 2を見てもわかるように,全ての推定量が  0 に収束しているこ
とがわかる.さらに,第3節で提案されたバイアス補正法はどの場合おいても有効である
ことがわかる.さらに,QTNW よりもクロスバリデーションを用いた手法の方がバイアス
補正していることがわかる.しかしながら,図3, 4を見ると  Q_{TNW} がMSE を小さくし
ている.この結果からクロスバリデーションの推定量は分散が大きくなることがわかる.
さらに,Method Iは分散をクロスバリデーションより大きくすることがわかる.
4.2  t 分布
[9] では正規分布の場合のみに  \lambda と  c_{1} の値を決定しているが,非正規の場合がわかって
いない.本節では非正規の場合の精度を確かめるため  t‐分布で比較を行う.図5, 6を見る
と正規分布の場合で提案されている QTNW はバイアスが大きくなる場合がある.クロス
バリデーションは漸近的に  0 に近づいていることがわかる.また,Method Iはバイアス
補正ができている.Method II, IⅡは  \lambda と  c_{1} が十分ではないため,バイアス補正はできて
いるが,Method Iほどではない.しかし,MSE は正規性が崩れていたしても  Q_{TNW} が小
さいことがわかる.
5 まとめ




図1 Bias in the case of  p/N= 1/5(正規分布)
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図2 Bias in the case of p/N  = 3/5(正規分布)
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図4 MSE in the case of p/N  = 3/5(正規分布)
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図7 MSE in the case of  p/N=1/5(  t 分布)
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図8 MSE in the case of  p/N=3/5(  t 分布)
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