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Abstract
We investigate Independent Domination Problem within hereditary classes of graphs. Boliac and Lozin [Independent domination
in ﬁnitely deﬁned classes of graphs, Theoret. Comput. Sci. 301 (1–3) (2003) 271–284] proved some sufﬁcient conditions for
Independent Domination Problem to be NP-complete within ﬁnitely deﬁned hereditary classes of graphs. They posed a question
whether the conditions are also necessary. We show that the conditions are not necessary, since Independent Domination Problem
is NP-hard within 2P3-free graphs.
Moreover, we show that the problem remains NP-hard for a new hereditary class of graphs, called hereditary 3-satgraphs.
We characterize hereditary 3-satgraphs in terms of forbidden induced subgraph.As corollaries,we prove that IndependentDomination
Problem is NP-hard within the class of all 2P3-free perfect graphs and for K1,5-free weakly chordal graphs.
Finally, we compare complexity of Independent Domination Problem with that of Independent Set Problem for a hierarchy of
hereditary classes recently proposed by Hammer and Zverovich [Construction of maximal stable sets with k-extensions, Combin.
Probab. Comput. 13 (2004) 1–8]. For each class in the hierarchy, a maximum independent set can be found in polynomial time,
and the hierarchy covers all graphs. However, our characterization of hereditary 3-satgraphs implies that Independent Domination
Problem is NP-hard for almost all classes in the hierarchy. This fact supports a conjecture that Independent Domination is harder
than Independent Set Problem within hereditary classes.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Let G be a graph. A set S ⊆ V (G) is called an independent set or a stable set if no vertices in S are adjacent.
A set D ⊆ V (G) is a dominating set if each vertex u ∈ V (G) \ D is adjacent to a vertex of D. A set D ⊆ V (G) is
called an independent dominating set if D is independent and dominating. Equivalently, independent dominating sets
are exactly inclusion-wise maximal stable sets. The minimum cardinality of an independent dominating set in G, (G),
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Fig. 1. The graph Si,j,k .
is the independent domination number of G. The decision problem corresponding to computing (G) is known to be
NP-complete for many classes of graphs.
Decision Problem 1 (Independent Domination).
Instance: A graph G and an integer k.
Question: Is there an independent dominating set I ⊆ V (G) such that |I |k?
Let Si,j,k be the graph shown in Fig. 1, where i0, j0 and k0.
Deﬁnition 1. The class S consists of all graphs G such that each connected component in G is of the form Si,j,k , where
i0, j0 and k0 depend on a component.
Let Ti,j,k be the graph shown in Fig. 2, where i0, j0 and k0.
Deﬁnition 2. The class T consists of all graphs G such that each connected component in G is of the form Ti,j,k , where
i0, j0 and k0 depend on a component.
Since each of i, j, k may be zero, all paths belong to both S and T .
Let Z(P) denote the set of all minimal forbidden induced subgraphs for a hereditary class of graphs P . A graph F
is a minimal forbidden induced subgraph for a hereditary class P if ISub(F ) \ P = {F }, where ISub(F ) is the set of
all induced subgraphs of F. A hereditary class P is ﬁnitely deﬁned if Z(P) is a ﬁnite set. For a set Z of graphs, a graph
G is called Z-free if no induced subgraph of G is isomorphic to a graph in Z. In other words, Z-free graphs constitute a
hereditary class deﬁned by Z as a set of forbidden induced subgraphs.
Theorem 1 (Boliac and Lozin [5]). Let P be a ﬁnitely deﬁned hereditary class of graphs. If Z(P) ∩ S = ∅, then
Independent Domination is an NP-complete problem within P .
A similar condition was proved for the set T .
Theorem 2 (Boliac and Lozin [5]). Let P be a ﬁnitely deﬁned hereditary class of graphs. If Z(P) ∩ T = ∅, then
Independent Domination is an NP-complete problem within P .
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Fig. 2. The graph Ti,j,k . Fig. 3. The graphs 2P2 and 2P3.
Theorems 1 and 2 give sufﬁcient conditions for Independent Domination to be an NP-complete problem within a
ﬁnitely deﬁned hereditary class. “A natural question is whether those conditions are necessary as well. If the answer is
afﬁrmative, the only way to prove it is to develop polynomial time algorithms for graph classes that fail both conditions.
This problem seems to be much more difﬁcult”, Boliac and Lozin [5, p. 277]. We show that the conditions are not
necessary. For that, we construct a new class of graphs, give a ﬁnite forbidden induced subgraph characterization of
it, and show that the Independent Domination Problem is NP-complete within the class using a reduction from 3-SAT.
Originally, variants of bothTheorems 1 and 2were obtained byKorobitsyn [15] who dealt with theDomination Problem
in ﬁnitely deﬁned hereditary classes.
Decision Problem 2 (Domination).
Instance: A graph G and an integer k.
Question: Is there a dominating set D ⊆ V (G) such that |D|k?
Lemma 1 (Korobitsyn [15]). Let P be a ﬁnitely deﬁned hereditary class of graphs. If Z(P)∩S = ∅, then Domination
is an NP-complete problem within P .
Lemma 2 (Korobitsyn [15]). Let P be a ﬁnitely deﬁned hereditary class of graphs. IfZ(P)∩T = ∅, then Domination
is an NP-complete problem within P .
Korobitsyn [15] did not conjecture that the conditions of Lemmas 1 and 2 together are necessary for Domination
Problem to be NP-complete within a ﬁnitely deﬁned hereditary class. The reason is that the problem is NP-hard even
for split graphs, a subclass of 2P2-free graphs, see Bertossi [4]. Here 2P2 is the graph consisting of two vertex-disjoint
2-paths, see Fig. 3.
However, Independent Domination can be solved in polynomial time for 2P2-free graphs. Moreover, Balas andYu
[2] proved that, for each ﬁxed k, there are polynomially many maximal independent dominating sets in a kP2-free
graphs. This result was rediscovered two times, see Alekseev [1] and Prisner [16]. Using an algorithm to generate all
independent dominating sets [17], one can solve Independent Domination Problem for 2P2-free graphs in polynomial
time.
One of our results shows that Independent Domination Problem is NP-hard within satgraphs, a subclass of 2P3-free
graphs.
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Fig. 4. An example of the construction.
2. Independent domination and SAT
The following problem is NP-complete, see Cook [8] and Garey and Johnson [12].
Decision Problem 3 (SAT).
Instance: A collection C = {c1, c2, . . . , cm} of clauses over a set X = {x1, x2, . . . , xn} of 0–1 variables.
Question: Is there a truth assignment for X that satisﬁes all the clauses in C?
Theorem 3. Independent Domination Problem is NP-complete within the class of all 2P3-free graphs.
Proof. Clearly, the problem is in NP. We construct a polynomial-time reduction from SAT. Given an instance C =
{c1, c2, . . . , cm} and X = {x1, x2, . . . , xn} to SAT, we deﬁne a graph G as follows:
• V (G) = A ∪ B, where A = {a1, a2, . . . , am} and B = {b1, b′1, b2, b′2, . . . , bn, b′n} are disjoint sets, and• E(G) is deﬁned by the following:
• A induces a complete subgraph;
• B induces a matching {bib′i : i = 1, 2, . . . , n}; and• a vertex ai ∈ A is adjacent to a vertex bj ∈ B (respectively, b′j ∈ B) if and only if the clause ci involves xj
(respectively, xj ).
An illustration of this construction is shown in Fig. 4 for X = {x1, x2, x3, x4} and C = {c1 = (x1 ∨ x2 ∨ x3), c2 =
(x1 ∨ x2 ∨ x4), c3 = (x3 ∨ x4)}. The graph G can be constructed in linear time in m and n.
All minimal forbidden induced subgraphs for the arising class of graphs is given in Theorem 3, see also Fig. 6. They
are 2P3-free, since the graph 2P3 is forbidden, see the graph F5 in Fig. 6.
Without loss of generality we may assume that no clause involves a variable and its negation simultaneously, since
such a clause is identically true. It easily implies that each independent dominating set in G has cardinality either n or
n+ 1. We show that there exists a satisfying truth assignment for C if and only if G has an independent dominating set
of cardinality n = |X|.
Suppose that there exists a truth assignment x0 = (x01 , x02 , . . . , x0n) satisfying C. We deﬁne the corresponding
independent subset I 0 of B:
• if x0i = 1 then bi ∈ I 0;
• if x0i = 0 then b′i ∈ I 0.
Since x0 satisﬁes all the clauses in C, I 0 is an independent dominating set in G.
In a similar way, we can show that the existence of an independent dominating set I of cardinality n implies the
existence of truth assignment satisfyig C. Indeed, I ⊆ B and exactly one vertex in {bi, b′i} belongs to I. Thus, we can
deﬁne a literal to be true if and only if the corresponding vertex if B is in I. 
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Fig. 5. Minimal forbidden induced subgraphs for the class of (1, 2)-polar graphs.
The class P of all 2P3-free graphs is ﬁnitely deﬁned, and Z(P) ∩ S 	= ∅ and Z(P) ∩ T 	= ∅. Thus, Theorem 3
resolves the problem of Boliac and Lozin [5] negatively.
For a positive result on Independent Domination within F5-free graphs, see Zverovich and Zverovich [24].
3. Hereditary satgraphs
Recall that Kn and Pn denote a complete graph and a path of order n, respectively.
Deﬁnition 3 (Tyshkevich and Chernyak [18]). A graph G is called an (1, 2)-polar graph if there exists a partition
A ∪ B = V (G), called a (1, 2)-partition, such that A induces a complete subgraph, and B induces disjoint union of
some copies of complete graphs K2 and K1. Either of A, B may be empty.
Note that the part B of a (1, 2)-partition (A,B) induces a (P3,K3)-free graph.
A result of Zverovich [19] implies that the class of all (1, 2)-polar graphs has a ﬁnite forbidden induced subgraph
characterization. Theorem 4 gives such a characterization.
Theorem 4 (Gagarin and Metelsky [11]). The class of all (1, 2)-polar graphs coincides with the class of all
(G1,G2, . . . ,G18)-free graphs, see Fig. 5.
An interesting subclass of (1, 2)-polar graphs constitute hereditary satgraphs.
Deﬁnition 4 (Zverovich [21]). A (1, 2)-polar graph G is called a hereditary satgraph if there exists a (1, 2)-partition
A ∪ B = V (G) such that
(AB) : there are no triangles (a, b, b′), where a ∈ A and b, b′ ∈ B.
The partition (A,B) is called a satpartition.
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Fig. 6. Minimal forbidden induced subgraphs for the class of all hereditary satgraphs.
The class HSAT of all hereditary satgraphs can be characterized in terms of forbidden induced subgraphs.
Theorem 5 (Zverovich [21]). The class of all hereditary satgraphs coincides with the class of all (F1, F2, . . . , F21)-
free graphs, see Fig. 6.
Proof. We denote ZSAT = {F1, F2, . . . , F21}, see Fig. 6.
Necessity: It is easy to check that each graph in ZSAT is not a hereditary satgraph. Therefore, none of them can be
an induced subgraph of a hereditary satgraph.
Sufﬁciency: Let G be a minimal forbidden induced subgraph for the class HSAT . Suppose that the statement does
not hold, i.e., G is not isomorphic to any of F1, F2, . . . , F21. By minimality of G, none of F1, F2, . . . , F21 is an induced
subgraph of G.
Claim 1. G is a (1, 2)-polar graph.
Proof. By Theorem 4, it is sufﬁcient to show that G is a Z1,2-free graph, where Z1,2 = {G1,G2, . . . ,G18}, see Fig.
5. The graphs G11,G13 and G15 contain an induced F3. The graph G17 contains an induced F4. The other graphs in
Z1,2 are contained in ZSAT, see Fig. 6. Therefore, G is a Z1,2-free graph. 
Given a (1, 2)-polar partition A ∪ B, we deﬁne a forbidden triangle in A ∪ B as a set T = {a, b1, b2}, where the
vertices a ∈ A and b1, b2 ∈ B induce a triangle. The edge b1b2 is called the base of T. Clearly, a (1, 2)-polar partition
without forbidden triangles is a hereditary satpartition.
By Claim 1, there exists a (1, 2)-polar partition of G. We choose a (1, 2)-polar partition A ∪ B = V (G) of G.
Claim 2. All forbidden triangles in A ∪ B have the same base.
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Proof. Suppose that the statement does not hold, i.e., there are two forbidden triangles in A ∪ B, namely (a, b1, b2)
and (a′, b′1, b′2) with different bases b1b2 and b′1b′2.
Case 1: a = a′.
In this case the set {a, b1, b2, b′1, b′2} induces F3, a contradiction.
Case 2: a 	= a′.
In this case the sets {b1, b2} and {b′1, b′2} are disjoint. The vertex a is adjacent to at most one of b′1, b′2 (otherwise we
have essentially Case 1). Similarly, the vertex a′ is adjacent to at most one of b1, b2.
• If a is non-adjacent to both b′1 and b′2, and a′ is non-adjacent to both b1 and b2, then the set {a, a′, b1, b2, b′1, b′2}
induces F12, a contradiction.
• If a is non-adjacent to both b′1 and b′2, and a′ is adjacent to exactly one of b1, b2 (we may assume that a′ is adjacent
to b1), then the set {a, a′, b1, b′1, b′2} induces F3, a contradiction.• If a is adjacent to exactly one of b′1, b′2, and a′ is adjacent to exactly one of b1, b2, then the set {a, a′, b1, b2, b′1, b′2}
induces F17, a contradiction.
Thus, both cases are impossible. 
Now we ﬁx a forbidden triangle T = (a1, b1, b2) in A ∪ B.
Claim 3. There exist vertices a ∈ A and b ∈ {b1, b2} such that A′ ∪ B ′ is a (1, 2)-polar partition of G, where
A′ = (A \ {a}) ∪ {b} and B ′ = (B \ {b}) ∪ {a}.
Proof. Let Ni , i = 1, 2, denote the set of all vertices in A that are non-adjacent to the vertex bi . We show that either
N1 ⊆ N2 or N2 ⊆ N1. If it does not hold, there exist vertices a′1 ∈ N1 \ N2 and a′2 ∈ N2 \ N1. Then the set
{a1, a′1, a′2, b1, b2} induces F4, a contradiction. By symmetry, we may assume that N1 ⊆ N2. We put b = b1.
If a′1 and a′2 are two distinct vertices in N1, then the set {a1, a′1, a′2, b1, b2} induces F3, a contradiction. Therefore
|N1|1.
If N1 = ∅, then we can construct a new (1, 2)-polar partition (A ∪ {b1}) ∪ (B \ {b1}) of G. Claim 2 implies that it
is a hereditary satpartition of G, a contradiction. It follows that N1 = {a}, and the set A′ = (A \ {a}) ∪ {b} induces a
complete subgraph.
It remains to show that B ′ induces a (P3,K3)-free graph. Suppose it does not hold. Clearly, each induced P3 or K3
in G(B ′) must involve the vertex a and two vertices of B \ {b}. Claim 2 implies that G(B ′) cannot contain K3. Indeed,
otherwise there is a forbidden triangle (a, b3, b4) in A ∪ B with base b3b4 	= b1b2.
Since N1 ⊆ N2 and a ∈ N1, we have a ∈ N2, i.e., a is non-adjacent to b2. Hence we have two possibilities for an
induced P3 in G(B ′):
(a) P3 = (a, b3, b4) [with edges ab3 and b3b4], or
(b) P3 = (b3, a, b4) [with edges b3a and ab4].
In both cases, {b3, b4} ⊆ B \ {b1, b2}. By Claim 2, the vertex a1 can be adjacent at most one of b3, b4. It is
easy to check that G(a, a1, b1, b2, b3, b4) either is isomorphic to one of F9, F10, F13, or it contains an induced F3, a
contradiction. 
To obtain a ﬁnal contradiction, we show that the pair (A′, B ′) [Claim 3] is a hereditary satpartition of G. To see that,
suppose that the condition (AB) fails for some vertices a2 ∈ A′ and b3, b4 ∈ B ′. In other words, the set {a2, b3, b4}
induces a triangle T. Clearly, a2 	= b1. Claim 2 implies that a ∈ T . Therefore T = {a2, a, b3}, where b3 ∈ B \ {b1, b2}
[since a is not adjacent to b2]. Recall that b1 is non-adjacent to a.
Here are all possible variants.
• If a2 = a1, the set {a, a1, b1, b2, b3} induces F3, a contradiction. Therefore we may assume that a1 is non-adjacent
to b3, since a2 is adjacent to a.
• If a2 	= a1 and a2 is non-adjacent to b2, the set {a, a1, a2b1, b2, b3} induces F12.
• If a2 	= a1 and a2 is adjacent to b2, the set {a, a2, b1, b2, b3} induces F3.
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Thus, each of the variants produces a contradiction. 
We can strengthen Theorem 5 as follows.
Corollary 1. The Independent Domination Problem is NP-complete within the class of all hereditary satgraphs.
Proof. We consider the construction (C,X) → G in the proof of Theorem 5. Without loss of generality we may
assume that no clause in C contains a variable from X and its negation, since a clause ci containing both xi and xi is
always true. In terms of G, the assumption means that there are no triangles (ai, bj , b′j ), where ai ∈ A and bj , b′j ∈ B.
In other words, G is a hereditary satgraph. 
We can specify Corollary 1 for (1, 2)-polar graphs.
Corollary 2. The Independent Domination Problem is NP-complete within the class of all (1, 2)-polar graphs.
Corollary 1 and Theorem 5 together are much stronger than Theorem 5. To illustrate, we show that the Independent
Domination Problem is NP-complete within the class of all 2P3-free perfect graphs.
A clique in a graph is a vertex subset that induces a complete subgraph, not necessarily maximal. The clique number
of a graph G, (G), is the maximum cardinality of a clique in G. A (proper) k-coloring of a graph G is a partition
V1 ∪ V2 ∪ · · · ∪ Vk of V (G) into k independent sets, possibly, some Vi are empty. If G has a k-coloring then it is a
k-colorable graph. The chromatic number of G, (G), is the smallest k such that G is a k-colorable graph. A graph G
is a perfect graph if (H) = (H) for every induced subgraph H of G.
The Strong Perfect Graph Conjecture of Berge [3] was recently shown to be true. An odd hole in a graph is an
induced cycle C2n+1, n2. The complement of an odd hole is called an odd antihole. Let Odd Hole (respectively, Odd
Antihole) denote the set of all odd holes (respectively, odd antiholes).
Theorem 6 (Chudnovsky et al. [6,7]). A graph is perfect if and only if it is (Odd Hole, Odd Antihole)-free.
Now we compare the forbidden induced subgraph characterizations of Theorems 5 and 6. Below we refer to the
graphs Fi of Fig. 6.
• C5 = C5 = F1,
• C7 = F21,
• C2n+1 contains F5 as an induced subgraph for each n4, and
• C2n+1 contains F19 = P 6 as an induced subgraph for each n3.
Corollary 3. All hereditary satgraphs are perfect graphs.
Proof. As we have seen, each (F1, F2, . . . , F21)-free graph is also (Odd Hole, Odd Antihole)-free. Thus, the result
follows from Theorems 5 and 6. 
Now Corollaries 1 and 3 imply the following generalization of Theorem 5.
Corollary 4. The Independent Domination Problem is NP-complete within the class of all 2P3-free perfect graphs.
4. Hereditary 3-satgraphs
Now we deﬁne a subclass of hereditary satgraphs.
Deﬁnition 5. A hereditary satgraph G is called a hereditary 3-satgraph if there exists a satpartition A ∪ B = V (G)
such that each vertex of A is adjacent to at most three vertices of B. The partition (A,B) is called a 3-satpartition.
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Fig. 7. The graphs F22, F23, . . . , F30.
We characterize hereditary 3-satgraph in terms of forbidden induced subgraphs.
Theorem 7. The class of all hereditary 3-satgraphs coincides with the class of all (F1, F2, . . . , F30)-free graphs, see
Figs. 6 and 7.
Proof. The graphs F1, F2, . . . , F21 of Fig. 6 are minimal forbidden induced subgraphs for hereditary satgraphs, and
therefore for hereditary 3-satgraphs. The graphs F22, F23, . . . , F30 (Fig. 7) are hereditary satgraphs, but each of them
has no a hereditary 3-satpartition. Thus, all graphs Fi , i = 1, 2, . . . , 30, are forbidden induced subgraphs for hereditary
3-satgraphs. Also, it is easy to check that they are minimal.
Suppose that there exists a minimal forbidden induced subgraphH for hereditary satgraphs distinct fromF1, F2, . . . ,
F30. Minimality of H implies that none of F1, F2, . . . , F30 is an induced subgraph of H . According to Theorem 5, H
is a hereditary satgraph. We choose a satpartition of A ∪ B = V (H) such that A contains the largest possible number
of vertices. Since H is not a hereditary 3-satgraph, there exists a vertex a ∈ A that is adjacent to at least four vertices
b1, b2, b3, b4 ∈ B. The condition (AB) of Deﬁnition 4 implies that {b1, b2, b3, b4} is a stable set. The choice of (A,B)
implies that (A ∪ {b}, B \ {b}) is not a satpartition for each vertex b ∈ B. In particular, each vertex bi is non-adjacent
to a vertex ai ∈ A, i = 1, 2, 3, 4. Let X = {a, a1, a2, a3, a4, b1, b2, b3, b4} and Y = {a1, a2, a3, a4}.
• If |Y | = 1 then X induces F22.
• If |Y | = 2 then X induces one of F23, F24, F25, or F26.
• If |Y | = 3 then X induces one of F27, F28, or F29.
• If |Y | = 4 then X induces F30.
Thus, the set X induces one of the graphs F22, F23, . . . , F30, a contradiction. 
The following problem is NP-complete, see Cook [8] and Garey and Johnson [12].
Decision Problem 4 (3-SAT).
Instance: A collection C = {c1, c2, . . . , cm} of clauses over a set X = {x1, x2, . . . , xn} of 0–1 variables such that
|cj |3 for j = 1, 2, . . . , m.
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Question: Is there a truth assignment for X that satisﬁes all the clauses in C?
Using 3-SAT in the proof of Theorem 5, we can obtain the following result.
Corollary 5. Independent Domination Problem is NP-complete within the class of all hereditary 3-satgraphs.
Positive results on Independent Domination were obtained for strongly chordal graphs [9] and permutation graphs
[10]. Corollary 5 and Theorem 7 show that these results cannot be extended to weakly chordal graphs even if we
additionally forbid the star K1,5 [the graph F22 of Fig. 7]. Recall that a weakly chordal graph is deﬁned as a (Cn :
n5)-free graph, see Hayward [14].
Corollary 6. The Independent Domination Problem is NP-complete within the class of all K1,5-free weakly chordal
graphs.
Proof. As it follows from Theorem 5, each hereditary 3-satgraph is a K1,5-free weakly chordal graph. Now we can
use Corollary 5. 
5. A comparison with the Independent Set Problem
The IndependentDomination and the Independent Set Problemare dual in the following sense: they look forminimum
and maximum size of a maximal independent set, respectively.
Decision Problem 5 (Independent Set).
Instance: A graph G and an integer k.
Question: Is there an independent set I ⊆ V (G) such that |I |k?
Cook [8] proved that this problem is NP-complete, see also Garey and Johnson [12]. But for many hereditary classes
the Independent Set Problem is simpler than the Independent Domination Problem. To show that we use a general
result of Hammer and Zverovich [13], who constructed a hierarchy of hereditary classes of BMk-free graphs, deﬁned
below. They proved that in each of these classes a maximum independent set can be found in polynomial time. We use
the characterization of hereditary 3-satgraphs given in Theorem 7 to show that the Independent Domination Problem
is NP-hard for almost all classes in the hierarchy, see Corollary 7.
Deﬁnition 6 (Hammer and Zverovich [13]). A bipartite graphG is calledmatchable if there exists a bipartition I∪J =
V (G) such that G − v has a perfect matching for every vertex v ∈ J .
Clearly, |J | = |I | + 1. Thus, every matchable graph has an odd order. We denote by BMk , k1, the set of all
bipartite matchable graphs of order 2k + 1.
Theorem 8 (Hammer and Zverovich [13]). For each k1, the Independent Set Problem can be solved within the class
of all BMk-free graphs in polynomial time.
In particular, the Independent Set Problem can be solved in polynomial time for graphs without large connected
induced bipartite subgraphs, see another generalization in Zverovich and Zverovich [23].
Corollary 7. There exists k0486 such that the Independent Domination Problem is NP-complete within the class of
all BMk-free graphs whenever kk0.
Proof. We show that the class of all BMk-free graphs contains all hereditary 3-satgraphs for sufﬁciently large k. For
that, we show that each graph F ∈ BMk contains at least one of F1, F2, . . . , F30 as an induced subgraph, see Figs. 6
and 7. Hammer and Zverovich [13] noted that each graph in BMk is connected.
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If the maximum vertex degree (F ) of F is at least ﬁve, then F contains F22 = K1,5 as an induced subgraph. Indeed,
F is a triangle-free graph by Deﬁnition 6. Suppose that  = (F )4. For each vertex u ∈ V (F), there are at most
(−1)d−14(3d−1) vertices at distance d1 from u. If |V (F)| > 1+4(30)+4(31)+4(32)+4(33)+4(34) = 485,
then there exists a vertex at distance 6 from u, and therefore F contains F5 = 2P3 as an induced subgraph. Recall that
F is a connected graph. Thus, we may deﬁne k0 = 486.
Theorem 5 implies that, for each k486, the class of all BMk-free graphs contains all hereditary 3-satgraphs. Now
the result follows from Corollary 5. 
In conclusion, we propose the following related conjecture.
Conjecture 1. Let P be a hereditary class such that the Independent Set Problem is NP-hard within P . Then the
Independent Domination Problem is also NP-hard within P .
A similar conjecture concerning the Domination Problem and the Independent Set Problem was proposed in
Zverovich [22].
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