








































































































































































































































































































































− 3.320 .157ladjpincpwkhpˆ = 1 + 5  
                (0.082)   (0.008)   





















































: adjpincpl t| 76.27 .576| = 4 > 2  
: idm t| 5.76 .576| = 6 > 2  
: ighh t| 39.87.27 .576| = 1 > 2  
: pfn t| 5.01 .576| = 3 > 2  
: sf t| 1.42 .576| = 1 > 2  
: ifw t| 1.24 .576| = 4 > 2  
: gaspl t| 4.07 .576| = 4 > 2  
Additionally, we must test whether the independent variables added for the multiple 
regression are jointly significant.  An F test can be used to test the joint statistical significance of 
,  ,  ,  ,  , and  .  The unrestricted model will be the multiple regressionidm ighh pfn sf ifw gaspl  
(with   degrees of freedom), and the restricted model will be the simple regression (withn − k − 1  
 restrictions).  The F statistic for our regressions is calculated below.q  




F = (0.298−0.209)/6(1−0.298)/(1291290)  
7285.093  F = 2  
Since the critical value of the   distribution at a 1% significance level is 2.80F 6,   1291290  
and  , we can say that  ,  ,  ,  ,  , and   are jointly7285.093 .80F = 2 > 2 idm ighh pfn sf ifw gaspl  
significant at the 1% level. 
Although every independent variable in the model is statistically significant, it is 
important to discuss the practical and economic significance of the variable coefficients. All of 
the independent variables in the multiple regression had a statistically significant effect on usual 
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hours worked per week, and the variables added in after the simple regression were jointly 
significant. 
For each 1% increase in adjusted personal income, hours worked per week goes up by 
0.06804, using the simple regression.  This means that a 10% increase leads to a predicted 40.8 
more minutes of work per week, and we would expect someone whose salary is double that of 
their neighbor to work nearly 7 hours more.  This preliminary observation suggests that the 
substitution effect is stronger than the income effect in the overall population. 
However, the effect of income on work hours is not the same across all income levels. 
Someone of middle income ($20,600 ­ $104,096) is predicted to work over 2 hours less per week 
than a low income (< $20,600) individual who is otherwise the same.  The effect is even greater 
for high income (> ($104,096) individuals, who are predicted to work 7.574 hours less than an 
otherwise equal low earner.  This observation supports our hypothesis that as income increases, 
hours worked decreases.  
Each additional person in a worker’s family results in about 17.6 fewer predicted minutes 
of work per week.  A possible explanation for this is that as the number of children in a family 
increases, the amount of care and attention necessary for kids also increases, which would lower 
the amount of time spent working per week by the family’s primary earner.  Regardless of the 
explanation, the effect of just over a quarter of an hour per person is rather small. 
Someone receiving food stamp assistance is predicted to work a little over 24 minutes 
less per week than someone not receiving food stamps.  This could be explained by the fact that 
a worker receiving food stamps will aim to keep their income below the maximum threshold for 
food stamp assistance (if the worker’s income gets too high, they may lose food stamp benefits, 
resulting in greater loss of net income).  This effect is quite small.  
Each additional worker in a family leads to about 40 fewer predicted minutes of work per 
week per worker.  A possible reason for this result is that with more workers in a family, the 
overall family income increases.  When the total family income increases, each worker has less 
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of an obligation to work more hours, as the burden of earning additional income has been split 
among multiple earners. The effect of additional workers is somewhat small. 
Finally, a 1% increase in the price of gas utilities leads to a 0.00189 increase in predicted 
hours worked per week.  Thus, a 10% increase in gas price increases the predicted work time by 
just over a minute, and doubling gas prices raises predicted work time by less than 12 minutes. 
This effect is practically negligible. 
 
V. Conclusions  
The regression analysis is largely in agreement with economic theory and partially in line 
with our hypothesis. The substitution effect appears to be relevant because of the positive and 
significant effect of the log of adjusted income on usual hours worked per week.  This suggests 
that as workers earn more, they will tend to work more. This lines up with the substitution effect 
making leisure time more expensive to those earning high incomes.  Nevertheless, this effect 
appears to lessen in higher income brackets. According to our model, middle income workers 
work a predicted two hours less than low income workers, ceteris paribus. High income workers 
work a predicted seven and a half hours less than low income workers, ceteris paribus. This 
suggests the relevance of the income effect in causing workers to consume more leisure time as 
their income increases. While our hypothesis did not account for the importance of the 
substitution effect, the results of our regression analysis generally support economic theory. 
Possible shortcomings of the multiple regression model are violations of the 
Gauss­Markov assumptions, namely the zero conditional mean and homoscedasticity; however, 
these violations are not a serious concern, as the large number of observations allows us to 
assume normality.  Although the personal income variable only counts income for people age 15 
and older, age was not a variable  accounted for in the multiple regression.  It is possible that age 
would have an effect on whether the income effect or substitution effect is more significant.  In 
order to further the research in this area of economics, one could add independent variables 
describing the age and sex of the primary earner to this model.  
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Although the results of this study do not yield obvious policy prescriptions, the 
conclusions from the model confirm established labor market economic theory. The independent 
variables of the greatest practical and economic significance were the log of adjusted income and 
the binary variables for income level.  This suggests that, even when other variables are included 
in the analysis, income is still an important predictor of weekly work hours. 
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VII. Appendix 
 
Simple Regression STATA Output 
 
Multiple Regression STATA Output 
 
 
 
 
 
