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Computing with Subelds
M. DABERKOWy
Technische Universita¨t Berlin,Fachbereich 3, Sekr. Ma8-1,
Strae des 17. Juni 136, 10623 Berlin, Germany
The algorithms presented here make use of subeld information to improve computa-
tions. For the three problems we deal with in this paper, the solution of relative norm
equations, computation of independent units in the Galois closure of quartic elds and
the computation of relative integral bases in quadratic extensions of number elds, we
will outline the necessary algorithms that use subeld information and whenever possi-
ble we will compare the running time of each algorithm with the equivalent method not
using subeld information.
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1. Introduction
Algorithms which use information about subelds are becoming increasingly important
in the eld of algorithmic algebraic number theory. There are several reasons for this
development; two of which are worth mentioning:
(i) Algorithms using information about subelds are more ecient for computations
with elds of higher degrees (> 50).
(ii) There are many open questions concerning relative extensions that might be at-
tacked with the help of these types of algorithms.
The algorithms presented here deal with some of the major problems of constructive
algebraic number theory and the results of these algorithms are needed for other prob-
lems. For example if we want to compute the class group of an algebraic number eld K,
it is necessary to compute an integral basis and independent units of K, and it is also
very useful to be able to perform principal ideal tests for ideals in the maximal order
of K.
One idea of this paper is to show how algorithms which use relative extensions can
improve computation times. In each section we will compare the results of the algorithms
using relative extensions with algorithms not using subelds. Whenever possible, we will
give a complete description of the algorithms used.
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Although we restrict ourselves to the three algorithms mentioned in the abstract of
this paper, there are other existing algorithms dealing with subelds, e.g. algorithms for
normal representations of modules over Dedekind domains (Bosma and Pohst, 1991).
Our algorithms need to perform computations in algebraic number elds. For the
implementations the computer algebra package KANT V2 (Fachgruppe Computeralgebra
der GI, 1993), which is also a part of Magma (Bosma and Carnon, 1995), has been used.
A good description of the necessary algorithms can be found in Pohst and Zassenhaus
(1989), Pohst (1993) and Cohen (1991).
2. Relative Norm Equations
A (absolute) norm equation of an algebraic number eld K is given by an equa-
tion NK=Q(x) = k with a given k 2 Z>0. To prove that such an equation is solvable
or not in the ring of integers oK of K, e.g. if there exists a γ 2 oK such that NK=Q(γ) = k
holds, is an important calculation in algebraic number theory. Applications in construc-
tive number theory are, for example, the solution of Thue equations or the principal
ideal problem, e.g. is a given ideal a  oK principal or not. An algorithm to solve a norm
equation in an algebraic number eld has been given by Fincke and Pohst in (Fincke and
Pohst, 1983; Pohst and Zassenhaus, 1989). In this section we discuss the generalization
of this problem.
Throughout this section, let Q  F  E be algebraic number elds with
[F : Q] = n and [E : F ] = m:
We describe an algorithm which solves relative norm equations in / free oF modules
M  E , where oF is the ring of integers of F .
Let M = 1oF+   +moF be a free oF module in E and let  be an arbitrary element
in oF n f0g. The outlined algorithm solves the following problem.
Does there exist an element γ 2M such thatNE=F (γ) = jj? (2.1)
If we verify that there are solutions to this problem, then the algorithm can compute
all non-associated solutions, i.e. all solutions up to units from oE .
We call the elds E(j) in Figure 1 the conjugate elds of E . They are the images of E
under the nm dierent embeddings of E into C. For the algorithm, it is very important
that we can sort these conjugate elds of E in the way described in Figure 1. By doing
this, we immediately get n dierent equations (j)NE=F (γ) :=

mY
i=1
γ((j−1)m+i)
 = j(j)j (1  j  n) (2.2)
from equation (2.1). The algorithm tries to solve these n equations simultaneously. Cer-
tainly, this equation can be solved by an absolute norm equation, but this approach
becomes inadequate for elds of higher degrees. This will be illustrated by examples at
the end of this section.
The method for solving these equations is an analog of the Fincke/Pohst algorithm
(Fincke and Pohst, 1983; Pohst and Zassenhaus, 1989), which is used to nd elements of
given absolute norm in the maximal order oK = !1Z+   +!nZ of an algebraic number
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Figure 1. Sorted conjugates elds of E.
eld K, i.e. for given k 2 Z0 we are looking for  2 oK such thatNK=Q() = k: (2.3)
The algorithm for the solution of this problem involves two steps. In the rst step we
bound the size of the conjugates of a possible solution  = 1!1 +    + n!n of the
equation (2.3). Here it is necessary to have a system of independent units of oK. Once
we have bounds Sj on the conjugates (j) (1  j  n) of the possible solution  we can
nd bounds Cj on the coecients j (1  j  n) of . At this stage we have reduced
the problem of solving (2.3) to a nite problem, since we know that the coecient vector
(1; : : : ; n) of the possible solution  is contained in the set fx 2 Rn j jxij  Ci; 1  i 
ng\Zn. By enumerating all points in this box we can verify whether or not equation (2.3)
has a solution and in case such a solution exists, we are able to compute it. It is obvious
that this enumeration is neither clever nor fast. So the second step of the Fincke/Pohst
algorithm improves this enumeration process. It is clear that all solutions of (2.3) lie
on the norm surface fx 2 Rn j Qnj=1(Pni=1 xi!(j)i  = kg. The Fincke/Pohst algorithm
computes a number of ellipsoids to cover this norm surface. The enumeration of these
ellipsoids can be done in an ecient way. We utilize the fact that the map
T2 : oK ! R :  7!
nX
i=1
j(i)j2
induces a positive denite quadratic form on oK.
We end this short survey on the Fincke/Pohst method by showing how we can derive
the bounds Sj and Cj (1  j  n) from a system of independent units of oK.
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Let (r1; r2) be the signature of K. We dene the map
L : oK n f0g ! Rr1+r2 :  7! (c1 log j(1)j; : : : ; cr1+r2 log j(r1+r2)j)T;
where cj is 1 for 1  j  r1 and 2 otherwise. For a maximal number of independent
units 1; : : : ; r of oK (r = r1 + r2 − 1) a basis of Rr1+r2 is given by L(1); : : : ; L(r),
c = (c1; : : : ; cr1+r2)
T. Hence, for  2 oK n f0g there are x1; : : : ; xr1+r2 2 R such that
L() =
rX
i=1
xiL(i) + xr1+r2c:
With mi := bxi + 12c (1  i  r) we now dene
~ :=   −m11      −mrr :
Using i := xi−mi, we get log j~(j)j =
Pr
i=1 i log j(j)i j+ 1n log NK=Q() for 1  j  r1+r2
and therefore the conjugates of  satisfy
j(j)j  exp

1
2
rX
i=1
j log j(j)i jj+
1
n
log NK=Q()

:
A bound Sj for the jth conjugate of a possible solution  of (2.3) is therefore given by
Sj := exp
(
1
2
Pr
i=1 j log j(j)i jj+ k=n

.
Computing the bounds on the coecients of a possible solution  =
Pn
i=1 i!i is now
quite easy. If !1 ; : : : ; !

n 2 K is the dual basis of !1; : : : ; !n under the trace map TrK=Q(),
we have i = TrK=Q(!i ) (1  i  n). This leads to jij 
Pn
j=1 j(j)jj! (j)i j and hence
jij 
nX
j=1
Sj
! (j)i  =: Ci
for 1  i  n.
The generalization is based on the following lemma (Jurk, 1993), which enables us to
compute and enumerate ellipsoid coverings of the norm surfaces induced by the equations
given in (2.2):
Lemma 2.1. For x =
Pm
i=1 xii 2M and 1  j  n dene
T
(j)
E=F (x) :=
mX
l=1
jx((j−1)m+l)j2:
There exists a positive denite quadratic matrix Aj (1  j  n) with
T
(j)
E=F (x) =
(
x
(j)
1 ; : : : ; x
(j)
m

Aj
0BB@
x
(j)
1
...
x
(j)
m
1CCA:
Hence, Aj induces a quadratic form over the conjugate modules M (j) = 
((j−1)m+1)
1 oF(j)+
  + (jm)m oF(j) .
Since the functions T (j)E=F induce quadratic forms over M
(j) for 1  j  n, the ideas of
the Fincke/Pohst algorithm can be applied to solve the n norm equations (2.2).
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Before we state some examples of this algorithm, we make some remarks:
Remark 2.2.
(i) The algorithm was developed by Jurk (1993) as part of his thesis.
(ii) For the computation we need an independent system of units for the oF module M .
Such a system can be computed by algorithms described by Pohst and Zassenhaus
(1989), Pohst (1993) and Cohen (1993).
(iii) We have to exhibit a monomorphism from F into an appropriate conjugate of E.
This can be very time-consuming.
(iv) The algorithm can also be used to solve absolute norm equations. We rst try to
solve a suitable norm equation in a subeld and check if one of the solutions solves
the absolute norm equation. For [E : F ] small ( 4) this method is in general more
ecient than the absolute algorithm.
We now present several examples computed with the sketched algorithm. All computa-
tions were performed on a HP 9000/433s using the computer algebra system KANT V2
(Fachgruppe Computeralgebra der GI, 1993).
Example 2.3.
(i) Let F be Q() with 3 + 2 − 2 − 1 = 0 and let E be generated by  with 9 −
48 + 77 − 46 − 55 + 94 − 53 − 2 + 2− 1 = 0. We want to solve the norm
equation
NE=F (γ) =  := −33 + 14+ 182
in the oF module M := oF + oF+ oF2, which equals oE .
The equation has a solution:
γ = (−1 + 3+ 22) + (−4− 2)+ (−3 + 2+ 22)2;
and there are only two non-associated solutions to this norm equation.
One solution All solutions
[sec] [sec]
abs. method 240:1  5 850 936 000
rel. method 21:6 6 097
(ii) The second example involves the elds F := Q() with 2 − 17 = 0 and E := Q()
with 4 − 242 + 484 = 0.
We will examine the module M := oF + oF. Again, we have M = oE .
Our task is to solve the norm equation
NE=F (γ) =  := 20 + 11
1 + 
2
in M . This equation has no solution. The relative method took 4.6 seconds and the
absolute method took 118.9 seconds to determine this result.
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(iii) Finally, we consider the elds F := Q() with 4 − 2 − 1 = 0 and E := Q() with
8 − 106 + 474 − 1102 + 841 = 0. We examine the norm equation
NE=F (γ) =  := 32 + 23
in the module M := oF + oF. In this case, we have M 6= oE and the index of M
in oE is 16. The equation has a solution γ in M :
γ = (−+ 2)− :
One solution All solutions
[sec] [sec]
abs. method 19:3 21 547 080
rel. method 27:3 18 804
This norm equation has two non-associated solutions.
3. Units in the Galois Closure of Quartic Fields
We want to compute a maximal system of independent units in an algebraic number
eld E by lifting fundamental units from subelds of E into E . As usual, by the units
of E we mean the units of the maximal order oE of E , denoted by UE . The unit group
of each subeld will be computed by algorithms described by Pohst (1993), Pohst and
Zassenhaus (1989) and Cohen (1993).
We consider quartic number elds F and their Galois closures E , which have degrees
up to 24. This situation is of particular interest, since for a quartic eld the Galois closure
is still computable. In general, this is not the case for quintic elds at the moment.
The Galois group of F (or E resp.) is in the set fC4; V4; D4; A4; S4g, where C4 is the
cyclic group of order 4, V4 is the Klein 4 group and D4 the dihedral group of order 8.
We restrict ourselves to G(F=Q) 2 fD4; A4; S4g, since otherwise we have F = E and the
Galois group of F is in fC4; V4g. In the case of C4 we cannot expect to get a system
of independent units by collecting the units from the subelds in general, as the exam-
ple Q() with 4 +3−42−4+ 1 shows. This eld has unit rank 3, but it has only one
subeld and the unit rank of this subeld is 1. The case V4 is not of particular theoretical
interest, since a complete solution has been given by Kubota (1956).
For G(F=Q) 2 fD4; A4; S4g the following lemma holds (Holzberg, 1991):
Lemma 3.1. Let G be the Galois group of F (or E) and let G be in fD4; A4; S4g. To
construct an independent system U of units in E we need fundamental units from at most:
(i) 3 subelds when G 2 fD4; A4g,
(ii) 7 subelds when G = S4.
Letting r be the unit rank of E and UE the unit group of E we have [UE : U ] = 2k and an
upper bound for k is given by r (resp. 2r) for G 2 fD4; A4g (resp. G = S4).
We now will give algorithms to compute the Galois closure, independent units and the
index of these independent units in the unit group of the Galois closure E of F .
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Figure 2. Subeld lattice for D4.
We start with the case D4. Given a quartic number eld F with Galois group D4 the
subeld lattice of the Galois closure E of F with [E : Q] = 8 is given in Figure 2.
The eld F contains a unique quadratic subeld M1 with M1 = Q(
p
m) and F =
M1(p) for some  = e+f
p
m
2 integral in M1 and m; e; f 2 Z. Dening 0 = e−f
p
m
2 we
have the following representations:
1 E = Q(p+ 2p0),
2 F1 = Q(p), F2 = Q(
p
0),
3 F3 = Q(
p
m+
p
0),
4 F4 = Q(p+
p
0), F5 = Q(p−
p
0),
5 M1 = Q(
p
m), M2 = Q(
p
m
p
0), M3 = Q(
p
0).
Using these representations, we can immediately give an algorithm for the computation
of independent units of E arising from subelds of E and for the computation of the index
of these units in the full unit group UE .
Algorithm 3.2. (Computing units in the Galois closure E of a quartic eld F having
Galois group D4.)
Input: A quartic algebraic number eld F with Galois group D4.
Output: The Galois closure E of F together with fundamental units of E and the index
[UE : TUEUF1UF3UF5 ], where TUE is the torsion subgroup of the unit group of E and
UF1UF3UF5 is the unit group in E generated by the fundamental units of Fi i = 1; 2; 3
(F1;F2;F3 according to Figure 2).
Step 1 Compute m 2 Z n f1g squarefree such that Q(pm)  F .
Step 2 Compute e; f 2 Z such that F = Q(pm)
q
e+f
p
m
2

and dene n := e
2−mf2
4 .
Step 3 Compute f1(t) = t4 − et2 + n, f3(t) = t4 − 2(m + n)t2 + (n − m)2, f5(t) =
t4 − 2et2 +mf2.
Step 4 Dene Fi := Q(i) for fi(i) = 0, i = 1; 3; 5.
Step 5 Dene γ :=
p
e− 21 and E := F1(γ).
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Figure 3. Subeld lattice for A4.
Step 6 Dene :
’1 : F1 ! E : 1 7! 1;
’3 : F3 ! E : 3 7! 1γ + 2  
2
1 − e
f
;
’5 : F5 ! E : 5 7! 1 + γ:
Step 7 Compute fundamental units in Fi (i = 1; 3; 5).
Step 8 Compute the regulator R of the set of independent units U1;3;5 generated by the
set f’1(UF1)g [ f’3(UF3)g [ f’5(UF5)g
Step 9 Compute the regulator RE of E by computing fundamental units of E. Since the
index [UE : U1;3;5] is a power of 2, it is sucient to compute the 2-maximal
overgroup of U1;3;5 in UE .
Step 10 Return E, UE and R=RE .
We now consider the case A4. We will treat this case similarly to the preceding one.
Given a quartic number eld F with Galois group A4 we have the subeld lattice given
in Figure 3 of the Galois closure E of F with [E : Q] = 12.
Let F = F1 be generated by a root 1 of the polynomial f(t) 2 Z[t]. Then this
polynomial has three other roots 2; 3; 4. These roots are primitive elements of the
elds Fi (i = 2; 3; 4) given in Figure 3, i.e. Fi = Q(i) (i = 2; 3; 4) holds.
Using these denitions we have the following representations for E and its subelds:
(i) Fi = Q(i) (i = 1; 2; 3; 4),
(ii) K1 = Q(1 + 2), K2 = Q(1 + 3), K3 = Q(1 + 4),
(iii) M = Q(12 + 34),
(iv) E = Q(1 + k2) for a k 2 f2; 3; 4g.
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Using these generating elements for E and the subelds of E we can immediately give
an algorithm analogous to the one given in the D4 case.
We omit a complete description of the S4 case, since the Galois closure E of a quartic
eld with Galois group S4 contains already 28 subelds. We would however like to mention
that a representation of all subelds in analogy to the last cases can be given (Holzberg,
1991).
Remark 3.3.
1 Although a wide range of examples have been computed for G(E=Q) 2 fD4; A4g, the
index of the computed unit system never reached the theoretical upper bound of r
for the exponent k.
2 The computation of fundamental units of an algebraic number eld is one of the
basic problems in computational algebraic number theory. Algorithms for this prob-
lem are given in by Pohst and Zassenhaus (1989), Pohst (1993) and Cohen (1993).
We end this section with an example of the case A4.
Example 3.4. Let the quartic eld F = F (1) be generated by a root of the polynomial
f(t) = t4 − 2t3 − 7t2 + 3t+ 8:
The Galois group of this eld is A4, so that the Galois{closure E is a totally real eld of
degree 12 and is generated by a root of
g(t) = t12 + t11−28t10−40t9 +180t8 +426t7 +89t6−444t5−390t4−75t3 +27t2 +11t+1:
Moreover we have:
dF = 26 569;
dE = 498 311 414 318 121 121; RE = 99 922:0:
The subeld structure of E is given in Figure 3.
By lifting the fundamental units from F (1);F (2);F (3) and M we get an independent
system U1 of units with Reg(U1) = 25 580 013:018, and so the index of U1 in UE is 256. If
we take the fundamental units from the elds K(1);K(2);K(3) we compute a system U2 of
independent units in E with Reg(U2) = 12 790 015:623. Here the index of U2 in UE is 128.
We get the best estimate for UE if we lift the units from the elds K(1);K(2);F (1);F (3).
The unit group generated by the fundamental units from these elds has an index of 16
in the full unit group UE .
The theoretical upper bound for the index in this example is 211 = 2048.
4. Relative Integral Bases in Quadratic Extensions
The last section of this survey on algorithms using information about subelds de-
scribes an algorithm for determining relative integral bases in quadratic extensions of
number elds. We outline how to compute a minimal set of oF generators of oE for
quadratic extensions E=F . Knowing such a set enables us to write down an integral basis
of oE .
We consider a number eld F with an integral basis !1; : : : ; !n and a quadratic exten-
sion E = F(p) with a suitable integral element  in F . Without any loss of generality
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Figure 4. Structure of quadratic extension.
we can assume that  is not contained in }2 for any prime ideal } 2 PF containing 2, or
in other words
}(2) > 0 =) }() 2 f0; 1g: (4.1)
Here PF denotes the set of all non-zero prime ideals in oF .
It is our aim to nd elements 1; : : : ; l in oE such that
oE = 1oF +   + loF ;
whereby l is minimal with this property.
Lemma 4.1. There exists 1; 2; 3 in oE , such that
oE = 1oF + 2oF + 3oF ;
i.e. l  3. Moreover, if  is the index of oF [p] in oE , d(t2 − ) is the polynomial
discriminant of t2 −  and dE=F is the eld discriminant of E=F , i.e.
d(t2 − ) = 2  dE=F ;
the following relation holds:
l =
n 2 if  is principal
3 otherwise.
The fact that there are always three oF -generators for oE is a direct consequence of a
theorem which states that for a relative extension L=K of algebraic number elds, the
ring of integers oL of L is isomorphic to o[L:K]−1K  a for some ideal a in oK (Narkiewicz,
1990). Since oK is a Dedekind domain, the ideal a has a representation a = 1oK+2oK
for some 1; 2 2 oK.
In our special case of a quadratic extension, this leads to the conclusion that the number
of necessary oF generators for oE can be bounded by three. The additional statement in
the lemma on the precise number of generators is a result of Artin (1965), which is also
valid in general.
Using this lemma, we are able to prove the following proposition, which describes a
(minimal) set of oF generators for oE (Daberkow and Pohst, 1996).
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Proposition 4.2. Let  be the index of oF [
p
] in oE and let b = 1oF + 2oF =Pn
i=1
~iZ be an arbitrary integral ideal in oF , such that b is a principal ideal, i.e.
γoF = b:
Then, there exists a  in oF such that 2   mod gcd(; 2oF )2 and  lies in the (integral)
ideal   (gcd(; 2oF ))−1. Further
i := i
 +
p

γ
(i = 1; 2);
i := ~i
 +
p

γ
(i = 1; : : : ; n);
satisfy
(i) oE = [1; 1; 2]oF ,
(ii) oE = [!1; : : : ; !n; 1; : : : ; n]Z.
The proof of this proposition is based on Hasse’s local{global principle. By investigating
the local extensions EP=F}, where EP and F} are the }-adic completions of E and F
under the valuations induced by the prime ideals P and } with }oE  P, it can be shown
that the given elements are generators of the set of local integral elements in any such
local extension. Since oE is the intersection of all these local integral elements in E , this
proves the proposition. A complete proof has been given by Daberkow and Pohst (1996).
Remark 4.3.
(i) The discriminant dE=F , and hence the index , may be easily computed by solving
quadratic congruences in oF (Hasse, 1970). This will be shown in the following
algorithm in steps 1 to 7.
(ii) For determining a minimal set of generators Lemma 4:1 shows that it is necessary
to check whether or not the index  is a principal ideal. In the case that  is
principal, we can choose b = oF , and then, with 1 = 2 = 1, we obtain a relative
integral basis for oE .
As mentioned already in Section 2 on norm equations, we need to know a system
of independent units of oF to perform these computations, since a principal ideal
test reduces to solving a norm equation.
(iii) If we are only interested in an integral basis of oE the only thing we have to know
about oF is an integral basis, since only arithmetical operations in oF are necessary.
We will see this in the following algorithm. It improves the computation tremen-
dously.
Before we state a complete algorithm for the computation of oE as an oF{module, it
is necessary to point out, how we can compute oF=a for an ideal a  oF .
It is a well-known fact, that oF is free Z{module, e.g.
oF = !1Z+   + !nZ
for some !1; : : : ; !n 2 oF , called an integral basis of oF . Therefore an ideal a  oF is
also a free Z{module. That means there are elements 1; : : : ; n 2 oF , such that
a = 1Z+   + nZ:
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Since the elements 1; : : : ; n are expressible in terms of the integral basis !1; : : : ; !n,
there is a matrix A = (aij) 2 Znn such that
(1; : : : ; n) = (!1; : : : ; !n)A:
Without any loss of generality we can assume that A is in Hermite normal form. A
complete set of representatives of oF=a is then given by
Ra :=
(
nX
i=1
ri!i j −aii2  ri <
aii
2
; 1  i  n
)
:
Having this fact in mind, we can state the following algorithm:
Algorithm 4.4. (Computing invariants of a quadratic extension E=F of algebraic num-
ber elds.)
Input: An algebraic number eld F with integral basis !1; : : : ; !n and a generator  2 oF
satisfying (4.1) with E = F(p).
Output: The relative discriminant dE=F of the extension E=F and a set of oF{generators
of E together with an integral basis of oE .
Step 1 Compute M := f} 2 PF j 4 2 }g.
Step 2 Set M1 := f} 2 M j 2 2 } and  62 }g, M2 := f} 2 M j 2 2 } and  2 }g,
M3 := M n (M1 [M2).
Step 3 dE=F := oF .
Step 4 For } 2M3 set dE=F := dE=F  }.
Step 5 For } 2M2 set dE=F := dE=F  }2}(2)+1.
Step 6 For } 2M1 compute x} := maxf1  r  }(4) j 9 2 oF : 2   mod }rg by
using the set of representatives of oF=}r given above and dene
e} :=

2}(2)− x} + 1; x} < 2}(2)
0; x}  2}(2)
Step 7 For } 2M1 set dE=F := dE=F  }e} .
Step 8 Compute   oF such that 2dE=F = 4oF .
Step 9 Compute 2 := gcd(2oF ;),  :=   −12 .
Step 10 Compute  2 oF such that 2   mod 22 and  2 .
Step 11 Compute an ideal b  oF and γ 2 oF such that γoF = b.
Step 12 Compute 1; 2; ~1; : : : ; ~n 2 oF such that 1oF +2oF = ~1Z+   + ~nZ = b.
Step 13 Dene i := i
+
p

γ , i = 1; 2.
Step 14 Dene i := ~i
+
p

γ , i = 1; : : : ; n.
Step 15 Return dE=F and the sets f1; 1; 2g and f!1; : : : ; !n; 1; : : : ; ng.
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As in the two preceding sections, we end with some examples:
Example 4.5.
(i) Let F be generated by a root  of the polynomial f(t) = t4 − 176t2 + 4624. This
eld has class number 8 and eld discriminant 9 734 400. An integral basis is given
by
!1; : : : ; !4 = 1;
1
2
;
1
4
2;
34
7
+
1
136
3:
We now give the relative discriminant dE=F and a minimal set of oF generators of
oE for some extensions E:
(a) Dene E by F(p1 + !4). Then the algorithm yields
dE=F = 4836oF + (5778 + 4!2 − 2!3)oF ;
1 = 1;
2 = −!2 +
p
1 + !4;
3 =
−17− 18!2 + 5!3 + 51!4 − (3 + 2!2 + 3!3 + !4)
p
1 + !4
2
:
(b) Dene E by F(p3). This extension has a relative integral basis. In particular,
we get
dE=F = (53− 24!2 + 6!4)oF ;
1 = 1;
2 =
52 860 + 27 597!2 − 1470!3 − 10 920!4 + (139!2 − 55!4)
p
3
6
:
(ii) To end this section, we would like to compare this relative method with the Round-
2 algorithm for computing integral bases in algebraic number elds developed by
Zassenhaus (1965). Both algorithms have been implemented in the computer alge-
bra package KANT V2 (Fachgruppe Computeralgebra der GI, 1993), and all com-
putation times have been obtained on a PC-486 under Linux 0:95. The computation
times for the relative method include all necessary computations in the subeld (e.g.
the computation of an integral basis).
We consider three dierent elds Fi each generated by a root of the polynomial fi
(i = 1; 2; 3) with
f1(t) := t2 − 10;
f2(t) := t4 − 72t2 + 256;
f3(t) := t6 − 2t5 − 33t4 + 46t3 + 282t2 − 184t− 559:
Here are some computation times for extensions of Fi (i = 1; 2; 3) (Daberkow,
1993).
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eld degree Round-2 relative method
[sec] [sec]
F1(
p
881) 4 0:4 < 0:1
F2(
p
53) 8 21:5 0:6
F3(
p
5) 12 464 2:8
F3(
p
13) 12 313 2:9
F3(
p
17) 12 680 3:0
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