Introduction -motivation
Manufacturing systems, processes and data are expanding and becoming more complicated. Large and mid-range companies continuously log raw data; using powerful database systems they are able to manage and analyze this data ( Johansson et al., 2007) . Nowadays, the operations are, or tend to be computerized; all gather data on processes and tasks. The data can be used to provide useful information and knowledge to organizations such as patterns which are not otherwise easily discernable and can enhance tactical and operational decisions.
Today's powerful databases often house extremely large amounts of data that make it almost infeasible to manually process them for important decision-making information. Product design, manufacturing engineering and production management decisions along the product lifecycle include the consideration of various complex, co-dependent issues and variables that are too complicated for the human mind to deal with at one time (Leong et al., 2006) . Therefore, humans need support in their analysis ability. This increasing demand for automated extraction of valuable knowledge from enormously huge amounts of data has been broadly admitted, and as a consequence a large variety of automated analysis and discovery tools have been built.
According to Dhar (2013) , data science is the study of the generalizable extraction of knowledge from data. Data scientists solve complex data problems through employing deep expertise in some scientific discipline. Figure 1 illustrates data science as the intersection of computer science, mathematics and statistics and domain knowledge. The goal of data science tools is the extraction of useful information from a data set. Several tools cover the needs of data science's key disciplines (see Figure 1) , for the rest of this paper with the term "data science tools" we refer to statistical computing packages, data mining tools and business intelligence suites (BIS).
Over the last two years, interest in data science tools has markedly increased, according to Google Trends. A collection of search terms in the field was produced based on the key three disciplines. Using these in conjunction with Google Trends, a trend of the interest in data science tools over the last two years was established. It showed an increase in that period of time as indicated in Figure 2 . The frequency of "data science tools" as a web search term increased dramatically between the summer of 2012 and the summer of 2014.
Google Trends inform us that the numbers on the graph reflect how many searches have been done for a particular term, relative to the total number of searches done on Aug-12 Oct-12 Dec-12 Feb-13 Apr-13 Jun-13 Aug-13 Oct-13 Dec-13 Feb-14 Apr-14 Jun-14
Figure 2. Google Trends data on interest in "data science tools"
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Google over time. They do not represent absolute search volume numbers, because the data is normalized and presented on a scale from zero to 100.
Data mining or "Knowledge Discovery in Databases" is the process of discovering patterns in large data sets with artificial intelligence, machine learning, statistics and database systems. The overall goal of a data mining process is to extract information from a data set and transform it into an understandable structure for further use. Automated discovery tools have the capability to analyze the raw data and present the extracted high-level information to the analyst or decision-maker, rather than having the analyst finds it for himself or herself (Goebel and Gruenwald, 1999) .
The barriers to implementing widespread use of these tools in industry are both technical and economic. The cost of implementing and using these tools is high (Lei-da Chen and Frolick, 2000) . This has to do with the high cost of Commercial-Off-The-Shelf (COTS) packages and the time needed for companies to learn how to use them. Problems mostly appear when the user needs to modify the prefabricated objects that a COTS data science package provides or even develop completely new ones. For this reason companies ask for specific, tailored to their needs solutions.
According to a recent poll from KDNuggets (KDNuggets annual software poll, 2014), given the fact that RapidMiner just recently introduced a commercial version -it is still counted as free software for the poll, open source (OS) tools fight for the first place. Some interesting results from the poll were that 71 percent of voters used commercial software and 78 percent used free software. About 25 percent used only commercial software, down from 29 percent in 2013. About 28.5 percent used free software only, slightly down from 30 percent in 2013. In total, 49.5 percent used both free and commercial software, up from 41 percent in 2013.
Compared with COTS OS data science tools may have some advantages. First, OS tools are free. They may include new, experimental methods, may be some in prototype form, and may deal with rising problems sooner than commercial suites. Following the principles of OS, another advantage of such a developed tool is that of a big community working on it to enhance it. In addition a diverse set of methods ready to cope with a wide range of problems is offered. The ability to have direct access to code is very useful, mostly for researchers but also from some experienced data miners seeking to tailor functionality to their needs. Documentation on OS software is available in many forms and often has inputs like tutorials and use cases written from users of the community outside the development team. In most of the OS packages, user support is included apart from the documentation and the tutorials because the real meaning of OS is to help each other, whereas users of commercial packages are totally dependent on user's support department of the company. Finally, OS tools try to avoid the idea of "black box" usage that all of the commercial packages adopt for the sake of confidentiality and competitiveness in the market.
To our knowledge there is no paper that presents a survey specifically targeted at OS data science tools. This paper aims to provide insight about the current status of OS data science tools, reveal the state-of-the-art tools and provide a classification scheme that identifies important functionalities. Reading similar publications (Thomsen and Pedersen, 2005; Goebel and Gruenwald, 1999) we proposed a classification scheme, extended the existing ones, that could be used to study these tools. This scheme was based on the software's general characteristics, project activity, operational characteristics and data mining characteristics. We then applied our feature classification scheme to the already discovered tools.
The remainder of this paper is organized as follows: in the following section we describe the methodology we used in order to develop this survey. In Section 3 the criteria of the four different characteristics of the proposed classification scheme are introduced.
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In Section 4 we present the results, stemming from the employment of the classification scheme in the discovered OS data science tools, using graphs and plots. Section 5 is a discussion which is derived from the findings of the previous sections. We conclude the paper summing up our work and findings.
Methodological background
As it was stated also in the introduction, there is no, at least to our knowledge, previous literature review article focussed on OS data mining tools, statistical computing packages and BIS. Literature exists which has conducted analysis of commercial (COTS) and OS tools in combination under specific comparative criteria, such as Mikut and Reischl (2011), Goebel and Gruenwald (1999) , Giraud-Carrier and Povel (2003) , Zupan and Demsar (2008) , Agrawal and Agrawal (2014) . Using these studies we were able to extend them and develop the scheme applied in this paper which is particular to OS tools only by including a criterion specific to OS software evaluation. For the rest of the paper, we refer to the aforementioned tools, packages and suites as data science tools.
What follows is the method of identifying the in-scope tool list followed by the structure of the proposed classification scheme. Following this, the tools identified in the former were evaluated under the criteria of the four characteristic groups of the classification scheme which are defined below.
OS tool identification
In order to compare OS data science tools we first had to identify a search space of potential tools and criteria under which tools in the field could be deemed in-scope or not. In order to identify potential in-scope tools, three sources were pursued:
(1) a search of literature using selected keywords;
(2) the data mining community KDNuggets; and (3) identified state-of-the-art review papers in the data mining software field.
The search terms used were a Boolean combination of ("Open Source" OR "Open Source") AND ("Data Mining" OR "Business Intelligence" OR "Statistical computing" OR "Statistical") AND ("Tools" OR "Packages" OR "Suites"). Major databases were used to search for related articles, such as those provided by major publishers, Elsevier (www.sciencedirect.com), Emerald (www.emeraldinsight.com), Springer (www.springerlink.com), Wiley (www.wiley. com), Taylor & Francis Online (www.tandfonline.com) or library services (e.g. Google Scholar www.scholar.google.com and Scopus www.scopus.com).
In addition, the data mining community KDNuggets (www.kdnuggets.com/) produced a helpful list of OS data science tools.
In searching the literature, we identified two state-of-the-art surveys addressing functionalities of data mining tools (Mikut and Reischl, 2011; Goebel and Gruenwald, 1999) . Both surveys include COTS and OS tools but not to that extent as our survey that is focussed on OS tools. The idea of the classification scheme that identifies valuable features to study tools, was first introduced by Goebel and Gruenwald (1999) . Both surveys proposed and implemented criteria under which to categorize data mining tools based on chosen characteristics. Our work extends the aforementioned approach by introducing a criterion specifically focussed on the OS nature. Project activity is a critical factor in evaluating OS projects. As noted in Bonaccorsi and Rossi (2003) , a tool with a practicing OS community
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OS data science tools with active forums and mailing lists (ML) is considered to be healthy since it will have a greater chance of both remaining in use and growing and also of attracting external developers.
A further study-review of such kinds of tools was undertaken by Giraud-Carrier and Povel (2003) who provided a frame for the characterization of data mining software tools aimed at meeting the business requirements for such tools. Another study by Zupan and Demsar (2008) , presented seven state-of-the-art OS data mining suites and specifically focussed on their user interfaces. Thomsen and Pedersen (2005) reviewed OS tools for business intelligence; their survey was limited to Extract-Transform-Load (ETL) tools, On-Line Analytical Processing (OLAP) servers, OLAP clients and database management systems (DBMSs).
In total, 70 OS tools were revealed. The tool, RapidMiner was included in this analysis as at that time it was still an OS tool. Since then, a commercial version of the software has been introduced. This preliminary search enabled us to identify the types of tools to review and as a result, only data mining tools, statistical computing packages and BIS are considered in this paper.
Proposed classification scheme characteristics
Not all tools have the same characteristics. We propose a four-split classification based on the following:
(1) General characteristics such as the type, the domain, the language used to develop the tool, the license released and the operating system. These are characteristics that may affect a user's decision on what is the most appropriate tool for their needs.
(2) Project activity given that some packages may be more active having more frequent updates than others, provide more organized means of documentation than others, etc.
(3) Operational characteristics which define elements such as input data formats supported and manner of interaction as some may require or support more interaction with the user than the other others.
(4) Data mining characteristics different tools may execute different data mining tasks and use different data mining methods to achieve their goals.
We defined the classification scheme for conducting the survey in conjunction with criteria selection concluding in 64 criteria segregated into the above four categories. The selection of the criteria came from literature in the fields of data science tools and OS software. The selection was refined based on the data scientist perspective to adequately segregate and balance the criteria and category allocation. Subramaniam et al. (2009) provided determinants of OS software project success defining the time invariant OS software project characteristics using three criteria; OS license type, programming language (PL) and operating system. Both Crowston et al. (2003) and Subramaniam et al. (2009) stated that project or program activity is one of the most important factors for the general success of OS software. Goebel and Gruenwald (1999) included both the database connectivity and data mining characteristics in their review of data mining and knowledge discovery tools. We kept the data mining characteristics as is since the importance of the statistical tasks undertaken and methods of statistical data mining used in data science tools is obvious and we IJICC 8, 3 renamed the database connectivity to "imported data formats" inserting this criterion in the operational group characteristics category along with the interaction type between a user and a data science tool. We now define the proposed criteria under each of aforementioned group characteristics.
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3. Proposed classification scheme 3.1 General characteristics Product: name of the software. Type: according to Mikut and Reischl (2011) , data science tools can be broken down into the following eight categories:
(1) Data mining environments (DME) DME focus mostly on data mining and include a wide variety of data mining methods. The application emphasis is wide and not limited to a special field.
(2) BIS BIS are not at all focussed on data mining, they provide statistical analysis functionalities in business applications.
(3) Statistical computing and graphics packages (SC&G) Statistical packages have no special focus on data mining, but offer a wide variety of data mining algorithms and visualization practices.
(4) Data mining libraries (DMLIB) DMLIB consist of data mining algorithms executed as a variety of different functions. These functions can be used by other packages using an Application Programming Interface (API) for the interaction between the software tool and the data mining functions.
(5) Integration toolkits (INT) Integration toolkits are extendable packages offering a big selection of OS algorithms. These tool kits exist either as independent tools or as a kind of larger extension package for tools.
(6) Solutions (SOL) Solutions are tools that are tailored to narrow data mining applications field like text mining, image processing and analysis.
(7) Extensions (EXT) Extensions are smaller add-on features to other tools such as Excel, Matlab or R, for example. They provide useful, but limited scope, statistical functionality to the parent tool.
(8) Specialties (SPEC) Specialties are similar to DME but execute only one family of data mining methods, e.g. neural networks (NN).
Operating systems: denotes the operating systems for which run time version of the software can be obtained. The three available operating systems are Linux, MS (Microsoft Windows) and OS X (Apple). Needless to say that one tool may operate in more than one operating system. License: OS comes with a variety of license types (Pearson, 2000) . When a tool is distributed under GNU General Public License (GPL) (www.gnu.org/licenses/gpl.html) it is required that every software based on this must also be licensed as GPL (Ueda, 2005) .
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OS data science tools GNU Lesser General Public License (LGPL) (www.gnu.org/licenses/lgpl.html) on the other hand does not force this constraint. The Affero General Public License (AGPL) (www.gnu. org/licenses/agpl-3.0.html) that requires the complete source code be made available to any network user of the AGPL-licensed work. The Mozilla Public License (MPL) (www. mozilla.org/MPL/MPL-1.1.html) is also an OS license that requires the code for any distributed modified works to be made publicly available. Moreover, the Apache License (Apache) (www.apache.org/licenses/LICENSE-2.0) allows the code to be used both in OS, free programs and in commercial programs. It is also possible to modify the code and redistribute it under another license under certain conditions. Another licensing type is the Berkeley Software Distribution license (BSD) (http://opensource.org/licenses/BSD-2-Clause), which constitutes a family of permissive free software licenses, imposing minimal restrictions on the redistribution of covered software. This is in contrast to copyleft licenses, which have reciprocity share-alike requirements. Finally, some tools are licensed under versions of academic and/or research licenses or other types of license. We use the label "Other licenses" for those cases.
Programming language: the knowledge of which language is used may provide understanding for some general characteristics of the tool. A typical breakdown of language types would be static vs dynamic PLs. The former tends to have a better speed performance such as C++ whereas dynamic or scripting languages such as Python allow for faster coding, (Dawson, 2002) .
Domain: denotes the application in which the tool is focussed. This criterion is more specific than the "Type" since it defines the exact field that the tool specialises in. Offen (2002) stated that the domain is one of the most important characteristics that differentiate tools. Some tools are for generic use providing functionalities that cover the broad term of "Data Analytics" (data mining, machine learning and statistical methods), while others are mostly targeted to a specific field. The labels used in this criterion based on the intended domain of application of each tool are noted below; this could guide a user in choosing a tool appropriate to his needs. Web: the web link that one can find the software.
3.2 Project activity Documentation: the provision of a thorough documentation is always one of the strongest users' requests (Fogel, 2005 Appearance in scientific publications: another criterion to check a project's activity is the impact of its tool in the scientific community and research. A measure to identify this impact is the number of scientific publications. However it was difficult to quantify this criterion. Searching on Google Scholars (http://scholar.google.com/) the number of results that returns is deceptive since the publications may refer to something else. The approach we adopted was to search for the name of the tool adding the URL of its internet site or/and the keyword "data." This approach has faults, for example, the webpage of a project may have moved so the number provided may be mistaken. However, we have included this criterion to convey the volume of interest, by general frequency of appearance, in scientific and academic publications.
OS community: from a user's perspective if a tool has an OS community with active forums and ML it is considered to be an asset, because he can find answers, searching in forums or using the ML, to some of his possible queries or encountered problems using the software. For the existence of an OS community around the tool we use the labels F: Forum; ML: Mailing List; NF/NML: if no Forums or Mailing Lists were found. We should note that for several tools we found forums that held no discussions or they had only autogenerated topics. We considered these forums as non-existent.
Operational characteristics
Imported data formats: the comfort with which data and models can be imported among different software tools plays a crucial role in the functionality of data science tools. In business applications, interfaces to databases such as MS Access (ADT) or any database supporting the Structured Query Language (SQL) standard are the most common means of importing data. In the majority of the tools the imported data formats are text files (T), Excel sheets (E), database tables (DT), comma separated values (CSV), XML-based files (XML), rich text formats (RTF) and open document spreadsheets (S). Also, some tools support a standard called Open Database Connectivity (ODBC), which is a standard PL middleware API for accessing DBMSs. Another connectivity like the above that we found in some tools is the Java Database Connectivity ( JDBC), which is a Java-based data access technology ( Java Standard Edition platform), essentially an API for the Java programming language that defines how a client may access a database. Moreover, some software has proprietary binary or textual files, and exchange formats for data and models, e.g., the Attribute-Relation File Format (ARFF) in WEKA. Finally, for the cases where the imported data formats are not specified, we use the label (NS).
Interaction: there are generally three types of interaction between a user and a data science tool; pure textual interface (PL) using a PL, which is difficult to handle but easily automated, graphical interface with a menu structure (GIM), which is easy to control but not so easily automated and finally graphical user interface (GUI) where the user selects "function blocks" or algorithms from a palette of choices, defines parameters, places them in a work area and connects them to create complete data mining models or workflows.
Data mining characteristics
As previously noted, data mining or KDD revolves around discovering patterns in large data sets with artificial intelligence, machine learning, statistics and database systems with an overall goal to extract information from a data set and transform it into an understandable structure for further use. At the core of KDD processes are the data mining methods for extracting patterns from data. These methods are the means by which the 239 OS data science tools tasks are executed. The two "high-level" principals of data mining in practice are, prediction and description (Fayyad et al., 1996): (1) prediction involves using some variables or fields in the database to predict unknown or future values of other variables of interest; and (2) description focusses on finding human-interpretable patterns describing the data.
The relative importance of prediction and description for particular data mining applications can vary considerably. However, in the context of KDD, description tends to be more important than prediction (Fayyad et al., 1996) . This is in contrast to pattern recognition and machine learning applications where prediction is often the primary goal of the KDD process. Functionally data mining is comprised of tasks and the methods used to undertake these.
Data mining tasks. The definitions below are commonly accepted and used definitions in the data mining literature (Fayyad et al., 1996; Witten et al., 2011; Maimon and Rokach, 2005; Runkler, 2012) :
• Data pre-processing (Pre) Data pre-processing is the creation of a relevant data subset through data selection, as well as the finding of useful properties/attributes, generating new attributes, defining appropriate attribute values and/or value discretization. Data preparation involves a number of activities. These may include joining two or more data sets together, reducing data sets to only those variables that are interesting in a given data mining exercise, scrubbing data clean of anomalies such as outlier observations or missing data or reformatting data for consistency purposes.
• Classification (Cla) Classification is learning a function that maps (classifies) a data item into one of several predefined classes. For example, given classes of patients that corresponds to medical treatment responses; identify the form of treatment to which a new patient is most likely to respond.
• Regression (Regr) Regression is learning a function which maps a data item to a real-valued prediction variable. For example, given a data set of credit card transactions, build a model that can predict the likelihood of fraudulence for new transactions.
• Clustering (Clus) Clustering is a common descriptive task where one seeks to identify a finite set of categories or clusters to describe the data. Closely related to clustering is the task of probability density estimation which consists of techniques for estimating, from data, the joint multi-variate probability density function of all of the variables/fields in the database.
• Association rules (Ass) Association rules are a data mining task that seeks to find frequent connections between attributes in a data set. Association rules are very common when doing shopping basket analysis. When the tool finds attributes associated with the particular search attribute of the user, and that the association is sufficiently frequent in the data set, then that association might be considered to be a rule.
• Model visualization (Vis) Visualization plays a crucial role in making the found knowledge comprehensible and interpretable by humans. Besides, the human eye-brain system itself still remains the best pattern-recognition device known. Visualization techniques may range from simple scatter plots and histogram plots over parallel coordinates to 3D movies.
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• Image Processing (Ima) In imaging science, image processing is any form of signal processing for which the input is an image, such as a photograph or video frame; the output of image processing may be either an image or a set of characteristics or parameters related to the image. Most image-processing techniques involve treating the image as a two-dimensional signal and applying standard signal-processing techniques to it.
• Text mining (Txt) Text mining, also referred to as text data mining, roughly equivalent to text analytics, refers to the process of deriving high-quality information from text. High-quality information is typically derived through the devising of patterns and trends through means such as statistical pattern learning. Text mining usually involves the process of structuring the input text, deriving patterns within the structured data and finally evaluation and interpretation of the output.
Data mining methods. Data mining is not a single technique; any method that will help to get more information out of data is useful. Different methods satisfy different needs, each method offering its own pros and cons. The most used data mining methods are described below (Fayyad et al., 1996; Witten et al., 2011) :
• NN NN are learning algorithms that are inspired by how the human brain learns. As the human brain consists of millions of neurons that are interconnected by synapses, NN are formed from large numbers of simulated neurons, connected to each other in a manner similar to brain neurons. It is a methodology that can predict categories or classifications, finding the strength of connections between the attributes.
• Genetic Algorithm (GA) GA are part of a larger group of algorithms called evolutionary algorithms. Other parts are Genetic Programming, Classifier Systems, Evolution Strategies and Evolutionary Programming. Genetic algorithms mimic the process of natural selection. The algorithms constantly generate solutions to optimize problems using techniques inspired by natural evolution, such as inheritance, mutation, selection and crossover.
• Bayesian networks (BN) A BN is a graphical representation of uncertain knowledge that most people find easy to construct and interpret. In addition, the representation has formal probabilistic semantics, making it suitable for statistical manipulation.
• Statistical methods (Stat) Statistical methods are focussed mainly on testing of defined hypotheses and on fitting models to data. Statistical approaches usually rely on an explicit underlying probability model.
• Decision Trees (DT) A DT is a tree where each non-terminal node represents a test or decision on the considered data item. Depending on the outcome of the test, one chooses a certain branch. To classify a particular data item, we start at the root node and follow the assertions down until we reach a terminal node (or leaf). When a terminal node is reached, a decision is made.
• K-means algorithm (K-means) K-means algorithm is a method of vector quantization, originally from signal processing, that is popular for cluster analysis in data mining. K-means clustering aims to partition n observations into k clusters in which each observation belongs to the cluster with the nearest mean, serving as a prototype of the cluster.
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• Rule induction Rules state a statistical correlation between the occurrence of certain attributes in a data item, or between certain data items in a data set. Data from which rules are induced are usually presented in a form similar to a table in which cases (or examples) are labels (or names) for rows and variables are labeled as attributes and a decision.
• Fuzzy sets (FS) FS form a key methodology for representing and processing uncertainty. Uncertainty arises in many forms in today's databases: imprecision, non-specificity, inconsistency, vagueness, etc. FS exploit uncertainty in an attempt to make system complexity manageable.
• Rough sets (RS) A RS is defined by a lower and upper bound of a set. Every member of the lower bound is a certain member of the set. Every non-member of the upper bound is a certain nonmember of the set. The upper bound of a RS is the union between the lower bound and the so-called boundary region. A member of the boundary region is possibly (but not certainly) a member of the set.
• SVM SVM models with associated learning algorithms that analyze data and recognize patterns, used for classification and regression analysis. Given a set of training examples, each marked as belonging to one of two categories, an SVM training algorithm builds a model that assigns new examples into one category or the other, making it a nonprobabilistic binary linear classifier.
Classification scheme summary
In summary, Figure 3 depicts the proposed classification scheme which highlights the criteria in each of the four general groups. Also, the labels used in the different criteria are explained in the above four subsections. This proposed classification scheme was used to study the functionalities of the 70 OS data science tools discovered through the tool identification process. The results are tabulated in the appendices.
Results
In this section we present the results of our analysis. Allocation of the 70 tools under the classification criteria is tabulated the appendices. Figure 4 illustrates the breakdown of the general characteristic types. DMLIB constituted almost one quarter of the reviewed data science tools comprising the largest single OS tool type available. DME is the next most predominant tool. Both integrations and solutions tied as the next most prevalent tools. The fourth most frequent tool type is the BIS. Statistical computing and graphics packages followed next and in turn by specialty tool kits. Finally, extension type tools with only one tool identified completed the categorization.
In Figure 5 the number of different OS licenses in the set of the 70 tools is illustrated. The majority of the tools are released under GNU-GPL license. The second most dominant license type was "Other Licenses" which was the category comprised of a variety of academic and/or research licenses or other types of license. Next followed the Apache license type, then the GNU-LGPL license type and in turn the AGPL and BSD options. Finally, only one tool was issued under the MPL license. Figure 6 depicts the number of OS tools categorized by the PL that they are written in. The majority of the tools are developed based on the Java programming language. The miscellaneous "Other" category was the next most frequent language type with 
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OS data science tools considerably fewer tools. C++ was the next most singularly popular PL for OS data science tools after Java and remaining mostly combinations of four languages were used to develop the final ten tools. Figure 7 illustrates results in one of the project activity measures; community activity. We see that in the first position is the ML, next followed the NF/NML. In all, 13 tools appeared to have active Forums and 11 out of 70 with both Forum and ML. Figure 8 depicts the results in one measure of the operational characteristics group, the Interaction. The majority of the tools utilize a pure textual interface using a PL; ranking second is the GIM. Then with a difference of one tool are the combination of PL and GIM and the GUI. Finally, in the last position with just one tool each are the combinations of GUI and PL, and GIM and GUI. Figure 9 reflects the relative scientific and academic publication activity of the data science tools. Only the top ten most numerously referenced OS tools were shown. As previously noted, to capture papers across as wide a field as possible, Google Scholar was used which did not restrict the search by elements such as publisher, for example. The R project is by far the most frequently noted tool with publications either dedicated to the tool or where the tool is applied and cited. To highlight its dominance in this respite it is worthwhile stating that R has more references in this criterion than the sum of the second and third tools. Weka software and the Kepler package were the second and third most frequently appearing tools in the literature.
In addition to the academic popularity, we used Google Trends (www.google.com/ trends/) to determine recent topical interest in a selection of the tools which featured popularly in the KDNuggets 2014 survey. Our approach searched five key tools from July 2013 to June 2014, the results being depicted in Figure 10 . The Google Trends comparison graph presents relative popularity for a search over time. Therefore, Figure 10 indicates that of the five tools searched for in the last 12 months, NumPy was the tool with the greatest number of searches which occurred in two consecutive periods around 
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April 2014, its relative popularity over time before and after being less than these periods. Based on that peak, the relative popularity of the other tools was gauged. In the last year for these tools the search concluded that a sustained and stable ranking was evident.
Discussion
From the resultant classifications of the 70 OS tools reviewed we concluded that certain tools outweighed others due to the larger variety of services they offered. In particular there were five tools across the classification scheme which stood out among the others; RapidMiner, R, Weka and two Python libraries RPy2 and Scikit-learn. These tools offered the widest variety of data mining tasks and methods compared to others. In addition they exhibited good operational characteristics and remarkable project activity characteristics. It's interesting to note that RapidMiner incorporates R and Weka through extensions, providing learning schemes, models and algorithms from these two tools' scripts. From the annual software poll by KDNuggets we found that Python libraries are very popular among users. Python libraries were voted as the fourth most used tool behind RapidMiner, R and Microsoft Excel (commercial package). In our survey four Python tools stood out among the others, these were NumPy and SciPy as statistical computing packages and RPy2 and Scikit-learn as DMLIB. NumPy and SciPy are proven from the analysis in the previous section to be popular among the users not only according to the amount of scientific publications but also by the comparison in Google Trends (see Figure 10) . Alternatively, RPy2 and Scikit-learn were prominent because of the provided data mining functionalities. RPy2 is an interface between Python, which is a popular all-purpose scripting language, and R (an OS implementation of the S/Splus language) is a scripting language mostly popular for data analysis, statistics and graphics. Scikit-learn is a relatively new tool, the tool's first public release was in 2010 but since then new versions have been released. The identified drawback by a minority of users is that these Python libraries demand basic programming abilities in order to be used. However, the majority of users that follow the OS movement have basic programming abilities which reduce the impact of this drawback.
Of great interest from the results of this survey were both the popularity and the amount of scientific publications of the R project. Even though it does not have either a GUI or GIM, such as displayed by RapidMiner and Weka, its outstanding dominance is clearly demonstrated. RapidMiner, which was twice voted the most used tool according to (KDNuggets polls 2013 (KDNuggets polls -2014 , has an exceptional GUI that attracts users. It also holds the advantage that it incorporates both R's and Weka's functionalities. RapidMiner's recent decision to introduce a commercial product version is expected to divide users; as although an appreciated product itself it will now not be a member of the OS movement.
Weka is a state-of-the-art OS data mining tool and was developed at the University of Waikato in New Zealand; the name stands for Waikato Environment for Knowledge Analysis. It provides a uniform interface with several different machine learning algorithms, along with methods for pre-and post-processing.
Conclusions
The term "data science" has existed for over 50 years and was used firstly as an alternative for computer science by Peter Naur in 1960. Naur (1974) freely used the term data science in its survey of the contemporary data processing methods that were used in a wide range of applications. Over the last 50 years a number of developments occurred in the field of data science. With confidence we say that when Peter Naur first introduced the term "data science" he did not have in his mind anything about the OS movement and how much the development of OS software would enhance the field of data science. Witten et al. (2011) stated that there is no single machine scheme appropriate to all data mining problems. We believe that the same statement applies in data science tools, meaning that there is no single tool appropriate to all problems. The proposed classification scheme targeted the provision of means to help the selection of the most suitable OS data science tool based on one's problem needs.
The purpose of this survey was to offer insight about the current status of OS data science tools, reveal the state-of-the-art tools and provide a classification scheme that identified important functionalities. Our effort was to identify as many data science tools as possible and record their functionalities in the criteria of four groups of characteristics defined in the proposed classification scheme.
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According to a recent report from McKinsey Global Institute (MGI) "Game changers: Five opportunities for US growth and renewal," by 2018 the USA will experience a shortage of 190,000 skilled data scientists, and 1.5 million managers and analysts capable of reaping actionable insights from the big data deluge. This paper aspires to provide assistance to data scientists, researchers and industry in the process of studying the functionalities of tools and selecting the most appropriate OS data science tool based on their needs. As potential avenue of future research would be to produce a comparative study based on real data from users and their experiences with the tools this would allow for comparison of tools against each other and against developers' intent. In this paper we have presented criteria under which the tools can be categorized and differentiated based on the tool providers' intended general, operational, data mining and project activity characteristics. By approaching from user perspectives, additional learning could be obtained. 
