ABSTRACT The purpose of this paper is to solve an urgent problem about the selection of differential features under different emotional states. The fMRI data of positive and negative emotional (PNE) states were obtained through strict experimental design, and an improved GICA-IR method was proposed to extract the intrinsic prior information implied in fMRI data and decompose the corresponding functional independent component (IC) in the two states by integrating intrinsic prior information into constraint independent component analysis (CICA) method. The IC-fingerprints corresponding to the functional independent components of the above two states were also calculated, and then they were regarded as the classification features to accurately identify and classify PNE states by the ways of random sub-sampling and support vector machine. The experimental results showed that the presented method had a commendable effect on the classification of positive and negative emotions with an average classification rate of 99%. The proposed improved GICA-IR method was superior to the classical ICA method in terms of the source signal recovery from two aspects of spatial spectrum and power spectrum density, which provided a reliable basis for the good performance of the proposed method based on prior information IC-fingerprint in the emotional classification.
I. INTRODUCTION
Emotion exerts a significant part in interpersonal communication as an indispensable part of the brain. Comprehending the emotional operation mechanism of the brain is not only conducive to the diagnosis of neurological diseases such as Alzheimer's disease, Schizophrenia, and Depression etc. [1] - [4] , but also can help us to understand how the brain works. Functional magnetic resonance imaging (fMRI) is an emerging neuroimaging technology, which has the advantages of non-traumatic, non-invasive and non-radiological injuries for the subjects [5] , and it has been widely used in the field of cognition such as emotion.
For example, Wayne and Marcus found that emotional states might interfere with the mechanisms of cognitive processes [6] . Phan et al. found that different emotional states lead to different activation patterns corresponding to different brain regions [7] . Several fMRI emotional studies that rely
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on the strict design paradigm of emotional experiment have explored the relationship between brain functional structure, activation region and functional connection under different emotional states from the view of cognitive [8] - [11] . However, few studies used fMRI technology to explore the specificity of different kinds of emotions in the brain. Therefore, this study explores the differences of positive and negative emotions from the perspective of functional connectivity by obtaining the fMRI data of emotions under different experimental paradigms.
Many methods could be applied to the functional connectivity detection in the fMRI data analysis, such as independent component analysis (ICA) and constrained ICA (CICA) [12] - [14] . Compared with the classical ICA method, CICA has been verified to extract interesting independent component (IC) well in fMRI data, which has the characteristics of high quality and low time complexity by considering the biophysical knowledge in the fMRI signal [15] - [17] . For example, Shi et al. proposed a method named group ICA with intrinsic reference (GICA-IR) that has been proved effectively to perform the ICA analysis at the group-subjects level according to extracting the available prior information from the data of group-subjects [18] . However, GICA-IR cannot cover the internal information of each subject because of individual difference between subjects. In order to overcome this issue, the improved GICA-IR was proposed to excavate the prior information inherent from emotional data in our study.
In addition, the complexity of the model and the intrinsic information of data may have a great impact on the classification effect of positive and negative emotional states when using fMRI data to classify emotional states [19] - [23] , and considering that the extraction of IC-fingerprints can describe the multi-dimensional fMRI data and extract richer IC characteristics in spatial and temporal domains [24] . In this paper, we used the IC-fingerprints as the final features to classify positive and negative emotional state, where they included kurtosis, skewness, degree of clustering, spatial entropy, temporal entropy, one-lag serial autocorrelation and five different frequency bands of power spectrum. What's more, random sub-sampling was adopted to overcome the problem of small sample numbers, and support vector machine (SVM) was exploited to classify emotional data, which using the smallsample statistical theory is consistent with the purpose of machine learning through using kernel function to cut down the complexity of high-dimensional space compared with other methods [25] - [27] .
Furthermore, the results show that the improved GICA-IR method can not only improve the classification effect of emotional states, but also can effectively extract the intrinsic information from the fMRI emotional data. It is superior to the classical ICA method in terms of recovery of source signal from two aspects of spatial spectrum and power spectrum density. Moreover, it also authentically provides a reliable basis for the good performance of positive and negative emotion recognition in the emotional classification method based on prior information IC-fingerprints.
II. EXPERIMENTAL DESIGN AND ADTA ACQUISITION A. SELECTION OF PARTICIPANTS
Twelve subjects (6 males and 6 females) with an average age of 24 are recruited from Information Engineering College, Shanghai Maritime University, China. All participants were right-handed, normal or corrected to normal vision, with no history of neurological or psychiatric problems. Written informed consent is obtained from all subjects before the experiment. And this experiment did not violate the ethics.
B. SELECTION OF EXPERIMENT MATERIAL
As shown in Table 1 , the stimulating materials selected in the experiment are positive and negative emotional images that coincide with the requirements of the experiment in this paper. Positive emotions include happiness, pleasure, and gratitude etc. Negative emotions include disgust, terror and hatred [28] . These images with high arousal are from the International Affective Imaging System (IAPS) [29] .
C. DATA ACQUISITION
As shown in Fig.1 , in the positive and negative emotional stimulation experiment, the experimental paradigm is rest -positivity -rest -negativity -rest -positivity -restnegativity -rest -positivity -rest -negativity-rest, which is divided into 6 blocks, and each block lasts 40 seconds, including the task state of 20 seconds and the resting state of 20 seconds. In this way, both positive and negative emotional stimulation tasks are 120 seconds. During the positive or negative stimulation, the subjects were asked to look at the positive or negative images for 20 seconds. At rest, the subjects with no thinking lied flat and kept heads fixed. The fMRI data of twelve subjects were acquired using a single-shot sensitive-gradient echo planar imaging sequence with 33 slices, a sensitive acceleration factor of 2.0, TR = 2.0 seconds, scan resolution of 64 × 64, in-slice resolution of 3 mm×3 mm, slice thickness of 4 mm and slice interval of 1 mm.
FIGURE 2.
The PNE classification system guided by improved GICA-IR method comprises of the following subsystem: (1)the data acquisition and preprocessing subsystem, which includes rigorous experimental paradigm, random sub-sampling and four-step preprocessing, (2)the improved GICA-IR subsystem, which extracts the intrinsic prior information of positive and negative emotions and integrates it into CICA, (3)the feature extraction and feature selection subsystem, in which IC fingerprints were extracted and two-sample T test was performed, (4)the classification subsystem, in which SVM was used to classify PNE.
D. DATA PREPROCESSING
All methods are implemented on MATLAB (MATLAB, 2016a, math-works Inc., Sherborn, MA, USA) platform in this paper. The display and location of the functional connectivity network are assisted by MRIcro (http://www.mricro.com) and Resting-State fMRI Data Analysis Toolkit (http://restfmri.net/forum/index.php) respectively. The fMRI data preprocessing is performed using the Statistical Parametric Mapping (SPM8) (http://www.fil.ion. ucl.ac.uk/) software package, which mainly includes removing the first ten time points of the data for machine stability, slice timing, motion correction, spatial normalization and smoothing (FWHM = 8mm). In addition, CICA and the improved GICA-IR methods were used in this experiment. Among them, ICA was applied to fMRI data analysis at the single-subject level and group-subjects level, respectively, while the improved GICA-IR was only used for fMRI data analysis at the group-subjects level. Both of them used FastICA algorithm in the GIFT software (v3.0e) (http://mialab.mm.org/software/). Fig.2 systematically illustrates the method presented in this paper. Firstly, the fMRI data of 12 subjects were subsampled and preprocessed. Then, ICA was performed on the sub-sampled data. After extracting emotional network (an independent component) of each subject from decomposed components, the prior information from the emotional network of all subjects were extracted to drive the CICA method to obtain the interest independent components. Finally, the IC-fingerprints from each subject were extracted as features to classify positive and negative emotional states.
III. MATHODS

A. CONSTRAINT INDEPENDENT COMPONENT ANALYSIS
ICA is a blind source signal separation method, and its main purpose is to decompose the observed data into different components which also called source signals. It is generally assumed that the source signals are statistically independent of each other, and there is only one Gaussian signal at most.
Assuming that the observed signals are X = (x 1 , x 2 , . . . By constructing constraint conditions, CICA adds prior information to the comparison function of ICA, and then constrains the output of ICA to be the required ICs.
B. IMPROVED GICA-IR
Based on the GICA-IR proposed by Shi et al., this paper makes improvement and puts forward the improved GICA-IR. Suppose there are a total of K subjects in a set of fMRI data and the same time point in all subjects. ICA analysis at the single-subject level was performed first, which can be expressed as:
where each row of S i represents an independent component of subject i after ICA decomposition. In order to extract IC which is related to the emotional network from all the ICs of each subject, several components corresponding to the time courses with larger correlation coefficients were selected according to the correlation coefficient between the experimental paradigm block and the time course. Then, taking the amygdala or hippocampus as the region of interest (ROI), the desired ICs S i ni (i = 1, 2, . . . k) of emotional networks were obtained through selecting the network with the most voxels significantly activated in ROI. After finding the emotional network, the voxels located in the brain region of each subject is denoted as VLS i (i = 1, 2, . . . , k), and then the union set of the locations of all activated voxels in S i ni (i = 1, 2, . . . k) at the same threshold parameter is calculated, which is denoted as UAVLS.
Let V i ni (i = 1, 2, . . . k) represents the voxels from S i ni (i = 1, 2, . . . k) with regard to the index UAVLS.
Next, principal component analysis (PCA) is used to extract the implicit reference signal from the composed 59946 VOLUME 7, 2019 matrix R which is consisted of V i
Then the eigenvalues λ k (k = 1, 2, . . . k) of the covariance matrix C = [RR T ] are calculated. After finding the maximum eigenvalue and its corresponding eigenvector, the first principal component r = λ T max is obtained which is the intrinsic priori information we needed. Finally, the priori information is added to the CICA method.
C. EXTRACTION OF IC FINGERPRINT
IC-fingerprint is a special property that can be applied to describe the fMRI ICs of multidimensional parameters [24] . Since GICA analysis of fMRI data can be divided into temporal concatenation GICA and spatial concatenation GICA [30] - [32] , IC-fingerprints consist of two categories, one is the IC-fingerprints in the spatial domain and the other is the IC-fingerprints in the temporal domain. In this study, the IC-fingerprints of spatial domain include the kurtosis, skewness and spatial entropy, and the IC-fingerprints of temporal domain include the one-lag serial autocorrelation, time entropy and energy distribution, which are calculated as follows:
The spatial kurtosis measures the degree of sparse distribution. For each IC, the spatial kurtosis can be expressed as,
where Z ik represents the kth voxel value of the ith IC, and N denotes the number of voxels. The spatial skewness measures the degree of asymmetric distribution. For each IC, the spatial skewness can be expressed as,
where Z ik is the kth voxel value of the ith independent component, and N is the number of voxels. The spatial entropy measures the degree of information in spatial distribution. For each IC, the spatial entropy can be calculated as,
where hs i denotes the histogram voxels value of the ith IC in the family N b . The one-lag serial autocorrelation measures the degree of time structure. For each IC, the one-lag serial autocorrelation can be calculated as,
where a i is the time series of theith IC, and T is the number of time points.
The time entropy measures the information amount of an IC in time series, which can be expressed as,
where ht i represents the value of the time histogram of the ith IC in the family N b . The energy distribution is the power spectral density obtained by Fourier transform according to the corresponding time series of an IC.
D. CLASSIFICATION OF POSITIVE AND NEGATIVE EMOTION
In order to expand the sample size, random sub-sampling was adopted in our study. Specifically, let the sampling length N be equal to 40 time points with random sampling intervals. Then, the original single sample was expanded to 21 sample data through sub-sampling as well as 24 samples were expanded to 252 samples. The SVM with the tenfold cross-validation method is applied to train and test the IC fingerprints of the extracted positive and negative emotional network [33] . The kernel function is the radial basis function (RBF) with different parameter C (0.25, 0.5, 1, 2, 4) and parameter γ (0.5, 1, 2, 4, 8, 15) which is exploited to estimate the classification performance of our method. In this paper, the following three quantitative measurements are used to effectiveness of our method:
where TP is the number of positive subjects correctly classified, TN is the number of negative subjects correctly classified, FP is the number of negative subjects classified as positive, and FN is the number of positive subjects classified as negative subjects.
IV. RESULTS
In order to reflect the superiority of the new method proposed in this paper, we compare the difference between the improved GICA-IR method and the classical ICA method from the perspective of spatial map. The sensitivity of subjects to the image stimulation is different due to the individual specificity of subjects, which led to a varying level of activation in the brains of different subjects. In view of this, this study proposed an expansion and fusion approach (see formula 2) to extract the intrinsic priori information from the fMRI data of positive emotions and negative emotions, respectively. As shown in Fig.3 , the spatial regions detected by the improved GICA-IR method (as shown in Fig.3 (B) and Fig.3 (E) ) are greatly improved compared with that detected by FastICA (as shown in Fig.3 (A) and Fig.3 (D) ) in each case of positive and negative emotions. These regions are mainly concentrated in the occipital lobe, hippocampus, amygdala, [34] . In addition, we added positive and negative emotional network made by SPM software as the control group (as shown in Fig.3 (C) and Fig.3 (F) ). Compared with GICA-IR, although the SPM detected more activated areas and fuller activated blocks, most of the activated areas were concentrated in the visual brain area, which lead to a low degree of discrimination between positive and negative emotional networks. Therefore, the improved GICA-IR method was used to mine the intrinsic priori information in this paper. In the experiment of this study, the emotional stimulation paradigm is mainly used to induce the activation of emotion-related brain regions by asking subjects to look at different types of pictures, so the visual regions are also significantly activated when the emotional regions are activated. Furthermore, the visual and emotional brain regions detected by the improved GICA -IR method are better than these detected by the FastICA method, which demonstrates that the improved GICA-IR greatly reduces the interference of noise to the spatial source signal recovery. Furthermore, at the temporal domain level, we found significant differences in the power spectral density between the improved GICA-IR method and FastICA in the low frequency band [0.01, 0.08] with physiological significance [35] , [36] . As shown in Fig.4 (A) , the power spectrum of the improved GICA-IR method is much stronger than that of FastICA method at low frequency (0.01-0.08Hz) and much lower than that of FastICA method at high frequency (0.08-0.25Hz), which means that the spatial source signal of the improved GICA-IR method is more concentrated in the physiological lower frequency band (0.01Hz<f<0.08Hz). In general, the frequency band above 0.08Hz is mainly represented the physiological noise and physical noise. Therefore, the improved GICA-IR method has a better performance on the recovery of the meaningful source signal, although the total energy of the spatial source signal obtained by the improved GICA-IR and FastICA methods are the same. The results of Fig.4 (A) and Fig.4 (B) were calculated at the single-subject level, and all the subjects presented similar results to those of Fig.4 (A) and Fig.4 (B) .
In order to reflect the advantages of the new method more intuitively, the positive and negative classification features were calculated. But considering the degree of significance difference of the features, we carried out a two-sample T test. Fig.5 (A) shows the H-value and P-value of the twosample T test on the IC fingerprints between the positive and negative emotional networks with prior information at a confidence level of 95%. When H-value equals to 1, it means that there is a significant difference between these two samples. When H-value equals to 0, it means that there is no significant difference between these two samples. (B) -(F) intuitively shows the five characteristics with significant difference, includes kurtosis, skewness, spatial entropy, temporal entropy and the power in [0, 0.02].
In the study, random sub-sampling and SVM with different parameter C (0.25, 0.5, 1, 2, 4) and parameter γ (0.5, 1, 2, 4, 8, 15) are used to classify emotional data. As can be seen from Fig.6 , the average accuracy, sensitivity and specificity of the improved GICA -IR are significantly higher than those of FastICA through two-sample T test with a confidence of 95%, which are 99.1%, 97.9%, 98.1% and 86.3%, 83.3%, 84.9%, respectively. These results are calculated as the average results of 20 independent experiments.
V. CONCLUSION AND DISCUSSION
In this paper, we proposed a novel method of functional connectivity detection for positive and negative emotional classification, and the results showed its better classification performance. Firstly, the fMRI data of positive and negative emotional was obtained through a rigorous experimental paradigm. Next, an improved GICA-IR method was proposed by incorporating the intrinsic prior information of fMRI data into the CICA method, and extracting the interesting components. Finally, the IC fingerprint features of positive and negative emotional corresponding to the interesting components were calculated respectively, and then two-sample T test was used to screen out the fingerprint features with significant difference for SVM classification with the way of subsample. The experimental results demonstrated that the proposed method had obtained an average classification accuracy of 99% for positive and negative emotions.
In view of the superiority of the new method in the temporal and spatial domains, we combined the improved GICA-IR and IC fingerprints to extract the features, and two-sample T-test was used to select the features with significant difference for the positive and negative emotion classification. Fig.5 shows that the kurtosis, skewness, spatial entropy, temporal entropy and the power in [0, 0.02] have significant differences between positive and negative emotion through two-sample T-test, so that they can be used as the classification features. As shown in Fig.3 , the difference in the distribution of positive and negative emotion-activated brain regions leads to significant differences in spatial features such as kurtosis, skewness, and spatial entropy. Moreover, the signal intensity is discrepant due to the physiological responses of the subjects watching the positive and negative images, so there is a significant difference in the physiological low frequency power [0, 0.02].
After feature selection, we used SVM and random subsampling methods to classify positive and negative emotions. Random sub-sampling is mainly used to solve the problem of small sample size. In particular, the original single sample with 60 time points was randomly divided into 21 sample data according to the step size of 40 time points. The data of each sample after random sub-sampling does not change the characteristics of the original signal, and it is only equivalent to the artificial division in the physical sense, which has no great influence on the correctness of the experimental results and does not produce large errors. Fig.6 shows an average accuracy of 99% in the positive and negative emotion classification by using IC fingerprints based on prior information. Several reasons can be accounted for the better performance: firstly, the proposed method in this paper makes the signals more focused on the interested brain regions by extracting the intrinsic prior information from positive and negative emotions fMRI data, such as emotional network and visual network; secondly, it recedes the interference of other brain regions on the classification; lastly, the SVM with radial basis kernel function reduces the complexity of high-dimensional space and makes the classification of small samples more accurate.
In the future studies, we will further encapsulate and simplify this method to form a model that can assist in identifying positive and negative emotional states. In addition, we will find out the unique characteristics that can distinguish positive and negative emotional states based on prior information.
