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Kurzfassung 
Die Durchführung von Leistungstests zur Kompetenzmessung hat häufig das Problem eines sehr 
hohen Zeitaufwands. Als Folge werden Kompetenzen zwar in Forschungsprojekten umfänglich 
erhoben und untersucht, jedoch kaum zur Evaluation und inhaltlichen Sicherung der Lehrqualität 
an Hochschulen herangezogen. Computeradaptive Messverfahren ermöglichen eine weitaus effizi-
entere (das bedeutet bei gleicher Messgenauigkeit zeitlich kürzere) Messung und somit einen prak-
tikablen Einsatz von Leistungstests in Evaluationsszenarien. 
Im ersten Teil dieses Beitrags werden das Projekt ValiDiS sowie das dort eingesetzte Instrument 
zur Kompetenzmessung im Bereich naturwissenschaftlichen Denkens vorgestellt. Im Anschluss 
daran werden adaptive Testverfahren vorgestellt. Im dritten und vierten Teil werden die bereits er-
folgte Umsetzung eines computeradaptiven Multistage-Tests sowie die geplante Testerprobung 
skizziert. 
1. Einleitung
Im Projekt ValiDiS (Kompetenzmodellierung und -
erfassung: Validierungsstudie zum wissenschaftli-
chen Denken im naturwissenschaftlichen Studium) 
wird die Kompetenzentwicklung im Bereich natur-
wissenschaftlichen Denkens im Lehramtsstudium 
untersucht. Es schließt damit an das Projekt Ko-
WADiS (Hartmann et al., 2015a) an. Im Zuge beider 
Projekte wird naturwissenschaftliches Denken als 
eine Kompetenz aufgefasst, die sich im Bereich der 
Erkenntnisgewinnung verorten lässt. Zu beobachten 
ist diese Kompetenz demnach in wissenschaftlichen 
Untersuchungs- und Modellierungsprozessen 
(Straube, 2016). Naturwissenschaftliches Denken 
wird im verwendeten Kompetenzmodell in sieben 
Handlungsfacetten eingeteilt (Tab. 1), die aus der 
Kombination von bestehenden Modellen zu Er-
kenntnisgewinnungsprozessen (Mayer, 2007) und 
Modellierungsprozessen (Upmeier zu Belzen & 



















Tabelle 1: Handlungsfacetten naturwissenschaftlichen 
Denkens 
Für die Messung dieser Kompetenz wurde eigens ein 
Testinstrument entwickelt (Straube, 2016). Dabei 
handelt es sich um einen papierbasierten Leistungs-
test mit Multiple-Choice-Aufgabenformat. Der Auf-
gabenpool umfasst 63 Items, von denen in verschie-
denen Fragebogenversionen stets 21 bearbeitet wer-
den. Das Instrument befindet sich derzeit in der 
Validierungsphase.  
1.1 Aktuelle Validierungsstudien und Ergebnisse 
Um die Validität der Testwertinterpretation zu si-
chern, werden im Projekt ValiDiS eine Reihe ver-
schiedener Evidenzquellen genutzt. Dazu gehören 
unter anderem Längsschnittstudien, Interventionen, 
Known-Groups-Vergleiche sowie Untersuchungen 
zur Prognose in Bezug auf reale Problemsituationen. 
Im Folgenden werden lediglich die für diesen Bei-
trag relevanten Studien erwähnt. 
Im Längsschnitt wird das Instrument über den Ver-
lauf des Bachelor- und Masterstudiums eingesetzt. 
Dort wird eine EAP-Reliabilität von .544 (Hart-
mann, zu Belzen, Krüger & Pant, 2015b) erreicht1. 
Es handelt sich derzeit nur um vorläufige Ergebnis-
se; die Beobachtung im Längsschnitt ist noch nicht 
in allen Kohorten abgeschlossen. Endgültige Testda-
ten sowie die inhaltliche Auswertung der Längs-
schnittstudie stehen daher noch aus. Im Vergleich 
unterschiedlicher Kohorten im Querschnitt zeigt sich 
1 Dieser Wert ist, wenn man sich nach einschlägigen Faustregeln 
für die Güte von Testinstrumenten richtet, eher als niedrig einzu-
ordnen. Betrachtet man jedoch andere Leistungstests im Kompe-
tenzbereich Erkenntnisgewinnung, so entspricht er den erreichten 
Genauigkeiten ähnlicher Instrumente (vgl. z.B. Terzer, 2012 
Wellnitz, 2012; Woitkowski, 2015).  
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aber bereits ein erwartungskonformes Bild der Leis-
tungsverteilungen, so zum Beispiel ein Ansteigen 
der Leistung im fortschreitenden Studium (Straube, 
2016; Hartmann et al., 2015b).  
Auch in den noch andauernden Interventionsstudien 
ließen sich bisher theoretische Erwartungen bestäti-
gen. Die vorläufigen Ergebnisse lassen zudem auf 
eine ausreichende Sensitivität des Instruments hof-
fen, um Kompetenzverläufe im Rahmen von einzel-
nen Lehrveranstaltungen aufzulösen. Hiermit wird 
der zukünftige Einsatz des Tests in der Lehrevalua-
tion ermöglicht.  
Im Rahmen einer kompetenzorientierten Ausbildung 
an Hochschulen ist es wünschenswert, die eingesetz-
ten Lehrveranstaltungen im Hinblick auf die erreich-
te Kompetenzförderung zu untersuchen (Wissen-
schaftsrat, 2008) – nicht nur in Bezug zur strukturel-
len Güte oder zur Eignung des jeweiligen Lehrper-
sonals. Leider besteht im Bereich der Kompetenz-
messung nach wie vor ein Mangel an einsetzbaren 
und erprobten Instrumenten (Zlatkin-Troitschanskaia 
et al., 2015). Das im Projekt ValiDiS nun vorliegen-
de Instrument bietet die Gelegenheit, genau dies in 
den Naturwissenschaften fachübergreifend zu tun.  
1.2 Herausforderungen 
Für die Implementierung des Testinstruments in 
Evaluationsszenarien besteht derzeit eine praktische 
Hürde, die es zu bewältigen gilt: Der Zeitaufwand 
einer Messung liegt je nach Proband*innengruppe 
bei mind. 35 Minuten. Soll eine Veranstaltung in 
Bezug auf die erreichte Kompetenzförderung evalu-
iert werden, so müsste der Test in einem Prä-Post-
Design mindestens zweimal durchgeführt werden. 
Werden noch die bei solchen Erhebungen nötigen 
Zeiträume für die Informierung und Fragen zum 
ersten Zeitpunkt eingerechnet, so bewegt sich der 
Zeitaufwand im Bereich von 90 Minuten. Eine frei-
willige Teilnahme der Studierenden (zu Kosten ihrer 
Freizeit) erscheint in diesem Rahmen unwahrschein-
lich. Es ist also wünschenswert, den Zeitaufwand 
pro Messung zu verkürzen, um den Einsatz seitens 
der Hochschullehrenden ökonomischer und die Teil-
nahme wahrscheinlicher zu gestalten. 
Hierzu kann der Test aber nicht einfach verkürzt und 
als Kurzversion mit weniger Aufgaben verwendet 
werden. Wie zuvor erwähnt, fällt die bisher erreichte 
Messgenauigkeit dem Inhaltsbereich entsprechend 
aus, sollte aber in keinem Fall weiter gemindert 
werden. Um eine weiterhin akzeptable Genauigkeit 
der Messung zu gewährleisten, muss also die Testef-
fizienz gesteigert werden. 
2. Adaptive und klassische Testverfahren
Eine Möglichkeit, um Messinstrumente effizient zu 
gestalten, ist die Nutzung verschiedener Testverfah-
ren. Eine dieser Optionen sind adaptive, insbesonde-
re computeradaptive Testverfahren (CAT). Inwie-
weit diese eine Steigerung der Testeffizienz ermög-
lichen, soll im Folgenden skizziert werden. 
2.1 Lineare Testverfahren 
In klassischen Testverfahren, zum Beispiel bei pa-
pierbasierten Fragebögen, wird allen Befragten eine 
feste Anzahl von Aufgaben in einer festen Reihen-
folge präsentiert. Die Menge, Reihenfolge und auch 
die Auswahl der Aufgaben werden vor der Befra-
gung festgelegt und sind in den meisten Fällen auch 
für alle Befragten gleich. Werden die so gewonne-
nen Daten mittels der Item-Response-Theory aus-
gewertet, so tritt folgender Effekt auf: Im Aufgaben-
pool zeigt sich eine Spanne von unterschiedlichen 
Aufgabenschwierigkeiten. Je nach Art und Kon-
struktion der Fragen kann diese sehr breit sein – ob 
gewünscht oder nicht. Ebenso verhält es sich mit der 
Verteilung der Testleistungen (und damit der laten-
ten Fähigkeiten) aller Teilnehmer*innen. Einzelne 
Aufgaben geben aber nur ein hohes Maß an Infor-
mation über die einzelnen Personen, wenn Aufga-
benschwierigkeit und die Ausprägung der latenten 
Fähigkeit einander entsprechen. Um eine Befragung 
möglichst effizient zu gestalten, müssten dement-
sprechend allen Teilnehmer*innen die geeigneten 
Aufgaben zugewiesen werden. Im Umkehrschluss 
folgt daraus, dass in vielen klassischen Testformaten 
ausnahmslos alle Proband*innen eine ganze Reihe 
von Aufgaben lösen, die für sie wenig geeignet sind 
und nur wenig Information liefern.  
Abbildung 1: Beispielalgorithmen klassischer/linearer  
(links) und adaptiver (rechts) Testverfahren 
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2.2 Adaptive Testverfahren 
Das Problem der Passung zwischen Proband*in und 
Aufgabe soll und kann durch computeradaptive 
Tests (CAT) umgangen werden (SARI et al., 2016). 
Hier wird, nachdem von einem/r Proband*in eine 
Aufgabe bearbeitet wurde, die latente Fähigkeit 
dieser Person geschätzt. Meist geschieht dies mittels 
ein- bis dreiparametrischer Modelle der Item-
Response-Theory und auf Grundlage von zuvor 
normierten Aufgabenpools. Die so gewonnene 
Schätzung der Personenfähigkeit wird genutzt, um 
als nächstes die bestmöglich passende Aufgabe aus 
dem Pool zu ziehen (Frey, 2012).  
Durch mehrfache Anwendung des Algorithmus kann 
die Fähigkeitsschätzung im Laufe der Befragung 
immer genauer durchgeführt und die Auswahl der 
Aufgaben verfeinert werden (Abbildung 1). Sobald 
ein vorher definiertes Abschlusskriterium erfüllt 
wird, ist der Test beendet. Dies kann beispielsweise 
das Erreichen einer maximalen Testlänge oder einer 
erwünschten Schätzgenauigkeit sein. Das Instrument 
reagiert somit auf die einzelnen Personen und passt 
sich an – es ist adaptiv und maximiert die gewonne-
ne Information pro bearbeiteter Aufgabe. Ver-
gleichsstudien zwischen klassischen und adaptiven 
Versionen einzelner Instrumente zeigen, dass die 
adaptive Form auf diese Weise zu deutlichen Erhö-
hungen der Testeffizienz führt (Weiss, 1982). 
2.3 Multistage-Tests 
Wie häufig adaptive Tests Fähigkeitsschätzungen 
durchführen, ist von Instrument zu Instrument unter-
schiedlich. ‚Echte’ adaptive Tests, so wie sie ur-
sprünglich entwickelt wurden, führen nach jeder 
einzelnen Aufgabe eine Berechnung durch. Daneben 
gibt es aber auch Multistage-Tests oder kurz MSTs 
(Hendrickson, 2007).  
Solche Tests bestehen aus einer Reihe von Aufga-
benblöcken. Jeder Block besteht aus mehreren Auf-
gaben in einem bestimmten Schwierigkeitsbereich. 
Für jeden Bereich gibt es mindestens einen Aufga-
benblock, sodass die Blöcke als verschieden schwere 
Versionen des gesamten Tests agieren und zusam-
men alle möglichen Fähigkeitsbereiche abdecken. 
Die Fähigkeitsschätzung wird in solchen Tests nach 
dem Absolvieren eines einzelnen Blocks durchge-
führt, um danach zum nächsten Block weiterzulei-
ten.  
Das Abschlusskriterium wird auch hier nicht zwin-
gend immer gleich gewählt, richtet sich meist aber 
nach einer vorgesehenen Anzahl von absolvierten 
Aufgabenblöcken. 
Die Gesamtstruktur, also die Menge an Blöcken und 
die möglichen Pfade zwischen diesen, ist nicht per 
se festgelegt. Simulations- und Vergleichsstudien 
verweisen aber auf das sogenannte 1-3-3-Design 
(Abbildung 2) als eine bewährte Möglichkeit (Zheng 
& Chang, 2014). 
2.4 Vergleich der Testverfahren 
Die Entscheidung zwischen linearen Verfahren, 
CATs und MSTs ergibt sich je nach Anforderung. 
Im Grunde vereinen MSTs die Vorteile beider ande-
rer Verfahren (SARI et al., 2016): Sie ermöglichen 
wie lineare Tests die gleichzeitige Messung mehre-
rer Inhaltsbereiche, erlauben das Zurückspringen zu 
und Überarbeiten von vorherigen Antworten. Was 
Gesamtlänge und Messgenauigkeit betrifft, so sind 
sie eher im Bereich der CATs zu verordnen. Somit 
sind sie deutlich effizienter als lineare Verfahren. 
Der wohl größte Nachteil computeradaptiver Ver-
fahren gilt jedoch auch für MSTs: Es ist notwendig, 
eine umfassende Itemdatenbank zu generieren, die 
normiert und IRT-konform ist. Zudem muss je nach 
Komplexität des Tests und Algorithmus die entspre-
chend notwendige Infrastruktur aufgebaut werden. 
Die hierfür notwendigen Server stellen verglichen zu 
linearen Verfahren einen nicht unerheblichen Auf-
wand dar. Neben den noch eher geringen Material-
kosten ist besonders die Einrichtung und Wartung 
durch Fachpersonal kostspielig. Auch hier liegen 
MSTs im Bereich zwischen den anderen Formaten: 
Es sind weniger Berechnungen nötig als bei CATs, 
womit auch die entsprechende Rechenleistung ge-
ringer ausfällt. 
3. Umsetzung eines computeradaptiven Tests
Da für das Vorhaben im Projekt ValiDiS die Effi-
zienzsteigerung als dringend notwendig angesehen 
wird, überwiegen hier die Vorteile einer adaptiven 
Version die entsprechenden Nachteile.  
Abbildung 2: Multistage-Tests im 1-3-3 Design mit 
3 Stufen und 3 Schwierigkeitsbereichen 
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Es wurde daher beschlossen, eine solche Anpassung 
des Instruments umzusetzen.  
Die grundlegende Entwicklung wurde im Februar 
2018 abgeschlossen und erprobt. Die dafür notwen-
digen Arbeitsschritte und Designentscheidungen 
sollen im Folgenden dargelegt werden. Besonders 
anzumerken ist, dass die Problematik der notwendi-
gen Infrastruktur und technischen Wartung umgan-
gen werden konnte. Es war daher möglich, das neue 
Testformat in Form einer ‚Website’ zu realisieren 
(mehr dazu unter Punkt 3.6). 
3.1 Wahl des Testformats 
Die Entscheidung des Testformats wurde nach zwei 
praktischen Gesichtspunkten zu Gunsten eines 
MSTs getroffen. Zum einen ermöglicht dieser die 
Bearbeitung mehrerer inhaltlicher Facetten/ Fachbe-
reiche aus dem vorliegenden Itempool. Da das Kon-
strukt Naturwissenschaftliches Denken eindimensio-
nal modelliert wird (Straube, 2016), wäre dies nicht 
zwingend nötig gewesen. Es wurde trotzdem ent-
schieden, dass eine Fähigkeitsschätzung aufgrund 
mehrerer inhaltlicher Facetten valider erscheint.  
Zum anderen war zum Zeitpunkt der Testumsetzung 
keine ausreichende technische Infrastruktur vorhan-
den. Zum Zeitpunkt der Entscheidung wurde hier 
noch von einem nicht unerheblichen Aufwand in 
Ressourcen und Arbeitszeit ausgegangen. Um diesen 
zumindest einzugrenzen, erschien ein MST sinnvol-
ler. 
3.2 Wahl des Abschlusskriteriums 
Es wurden in Bezug auf den Zweck der Neugestal-
tung zwei mögliche Abschlusskriterien diskutiert: 
Der Abbruch nach einer definierten Testlänge sorgt 
dafür, dass bei der Messung von ganzen Gruppen die 
Zeit möglichst ökonomisch genutzt wird – die Pro-
band*innen benötigen bei gleicher Aufgabenzahl 
erfahrungsgemäß etwa gleich viel Zeit. Bricht der 
Test dagegen erst nach einer gewissen Genauigkeit 
der Schätzung ab, so kann dies vor allem bei Perso-
nen mit extremen Ausprägungen erheblich länger 
dauern. In den Randbereichen der Fähigkeitsvertei-
lung wird weniger Information pro Aufgabe gewon-
nen. Im vorliegenden Fall würde die resultierende 
Verlängerung der Befragung noch verstärkt, da gan-
ze Aufgabenblöcke nachgereicht würden. Dafür 
könnte so eine sehr hohe Genauigkeit für die Schät-
zung jeder einzelnen Person gesichert werden. Im 
Endeffekt wurde, wie meist bei MSTs, die Testlänge 
als Kriterium ausgesucht. Der Grund liegt in dem 
Fokus auf Gruppenmessung und -vergleich im Ge-
gensatz zur Einzeldiagnostik. 
3.3 Erstellung und Normierung des Aufgaben-
pools 
In den Projekten Ko-WADiS und ValiDiS wurden 
von Anfang an sämtliche Daten mittels IRT ausge-
wertet. Dementsprechend lag bereits ein vollständig 
IRT-konformer Aufgabenpool vor. Durch die in 
Längsschnittbefragungen aggregierten Daten ist 
zudem bereits eine sichere Normierung der Aufga-
ben möglich. Die bestehenden Daten werden von 
den getesteten Modellen (ein- bis dreiparametrisch) 
am besten durch ein 2PL-Modell beschrieben. Das 
Konstrukt wird dabei eindimensional betrachtet (s. 
o.). Da keine signifikanten Hintergrundvariablen 
identifiziert werden konnten, wird kein Hinter-
grundmodell verwendet. 
3.4 Festlegung der Teststruktur 
Die Testlänge richtet sich nach der angestrebten 
Messgenauigkeit. Adaptive Verfahren erreichen 
schon bei halber Testlänge oft die gleiche Mess-
genauigkeit wie die entsprechenden linearen Test-
versionen (Frey & Ehmke, 2008). Da MSTs bei der 
Effizienz im Vergleich zu CATs leichte Einbußen 
verzeichnen, wurde als Ausgangspunkt eine konser-
vativere Entscheidung getroffen und die Länge um 
etwa ein Viertel reduziert: Von bisher 21 auf 15 
Aufgaben. (Je nach Ergebnissen der Pilotierung wird 
die Testlänge später angepasst.) 
Die Pfadstruktur des Tests wurde genau wie die 
Testlänge anhand einer Recherche festgelegt. Ver-
gleichende Studien kommen zu dem Ergebnis, dass 
drei Schwierigkeitsbereiche mit drei Teststufen (1-3-
3 Format) für eine erfolgreiche Adaption ausrei-
chend sind (Hendrickson, 2007). Daher wurde diese 
Struktur ausgewählt.  
3.5 Konstruktion der Aufgabenblöcke 
Die Blockgröße wurde den vorigen beiden Punkten 
entsprechend auf fünf Aufgaben festgelegt. Die 
Aufgaben wurden den sieben benötigten Blöcken 
wie folgt zugewiesen:  
Die Schätzung der Aufgabenschwierigkeiten wurde 
anhand der bisher gesammelten Daten vorgenom-
men. Für die in den kommenden Befragungen ange-
peilte Zielgruppe (Physikstudierende) wurde danach 
aus den bisherigen Daten eine Vorhersage für die 
Fähigkeitsverteilung durchgeführt. Die Fähigkeits-
ausprägungen wurden in Terzile eingeteilt. Anhand 
dieser Grenzen wurde die Zuordnung der Aufgaben 
in einen leichten, mittleren und schweren Bereich 
entschieden (Abbildung 3).  
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Im nächsten Schritt wurden die einzelnen Blöcke aus 
den zur Verfügung stehenden Aufgaben so konstru-
iert, dass a) die Aufgabenschwierigkeiten innerhalb 
jeden Blockes möglichst gleichverteilt sind, b) in 
jedem Block alle Inhaltsbereiche (Physik, Chemie, 
Biologie) mindestens einmal vertreten sind und c) 
verschiedene Handlungsfacetten (Tabelle 1) ange-
sprochen werden. 
3.6 Implementierung des Testalgorithmus 
Ein besonderes Merkmal dieser Testumsetzung ist, 
dass die technischen Anforderungen stark vermin-
dert werden konnten. Normalerweise würden zwi-
schen den Stufen des Tests in Echtzeit Berechnun-
gen durchgeführt, um die Fähigkeit zu schätzen. 
Hierzu ist es notwendig, dem mathematischen Mo-
dell entsprechend Serverleistung zur Verfügung zu 
stellen. In diesem Fall jedoch ist die Anzahl der 
möglichen Testpfade überschaubar: Nach der Durch-
führung des zweiten Blocks, also zur zweiten und 
letzten Weiterleitung innerhalb des Tests, wurden 
zehn Fragen beantwortet. Es ergeben sich damit 
1024 mögliche Kombinationen aus richtigen oder 
falschen Antworten. Die resultierenden Fähigkeits-
schätzungen wurden nun für alle Kombinationen im 
Voraus berechnet und gespeichert. Während der 
tatsächlichen Messung müssen sie daher nur noch 
ausgelesen und nicht neu errechnet werden. Somit 
war es möglich, das adaptive Instrument als We-
bumgebung zu erstellen. Dies erfolgte mit Unterstüt-
zung der Applikation tetfolio (https://tetfolio.fu-
berlin.de/).  
3.7 Technische Erprobung 
Im Februar 2018 wurde eine erste technische Erpro-
bung des neuen Testformats durchgeführt. Ziel war 
die Sicherstellung eines technisch fehlerfreien Ab-
laufs der Befragung. Es nahmen 32 Physik-
Studierende im Mono- und Lehramtsstudium des 
Fachbereichs Physik am Standort FU Berlin teil. 
Eine statistische Auswertung der Daten war nicht 
Ziel dieser Erhebung (da die Schätzung eines IRT-
Modells mit 32 Datensätzen nicht sinnvoll ist). Die 
durchschnittliche Bearbeitungszeit lag bei 25 Minu-
ten. 
4. Ausblick
Nach der ersten technischen Umsetzung ist nun zu 
prüfen, ob das gesetzte Ziel im Projekt erreicht wer-
den kann. Dafür soll das adaptive Testinstrument 
pilotiert werden. Geplant ist eine einmalige Erhe-
bung von Lehramtsstudierenden der naturwissen-
schaftlichen Fächer. Die benötigte Stichprobe wird 
auf n=350 geschätzt. Bei einer etwa erwarteten 
Gleichverteilung auf die drei Schwierigkeitsebenen 
sollen damit mindestens 100 Bearbeitungen für jedes 
Item garantiert werden. Diese Grenze wird ange-
setzt, um eine sichere Schätzung aller Item- und 
Personenparameter durchzuführen. Die daraus ge-
wonnenen Informationen zur Reliabilität des eigen-
ständig eingesetzten Tests werden als Kriterium 
verwendet.  
Noch ist unklar, ob es sich bei der beschriebenen 
Version des Tests um die effizienteste Möglichkeit 
handelt. Wie unter 3.4 und 3.5 dargelegt, wurden 
Teststruktur und Aufgabenblöcke nach dem vorlie-
genden Stand internationaler Literatur zusammenge-
stellt. Es bleiben dennoch mehrere offene Punkte: 
a) Obwohl es in der Literatur am häufigsten zu
finden ist, müssen die Blöcke eines MSTs nicht
alle gleich lang gewählt werden. Der erste Block
kann auch zu Kosten der späteren verlängert
werden. Somit ist die erste Einordnung der Per-
sonen genauer, kann aber weniger gut nachge-
steuert werden. Hier muss je nach konkretem
Fall entschieden werden, wie zu verfahren ist.
b) Die Testlänge wurde sehr vorsichtig gewählt.
Sofern möglich, sollte sie noch weiter einge-
schränkt werden.
c) Je nach Fähigkeitsverteilung der Zielgruppe kann
es sein, dass Aufgaben an den Grenzen der fest-
gelegten Schwierigkeitsbereiche anders einge-
ordnet werden müssten. Es ist zu prüfen, ob
dadurch bei extremen Gruppen signifikante Ein-
bußen der Messgenauigkeit auftreten.
Um die Fragen zu beantworten, sind Vergleiche der 
alternativen Testzusammenstellungen notwendig. 
Durch die Vielzahl der möglichen Kombinationen 
würde dies bei Vergleichsstudien einen erheblichen 
Aufwand darstellen. Aus diesem Grund sollen statt-
dessen Simulationen eingesetzt werden. Der im 
Projekt vorliegende Datensatz wird als ausreichend 
angesehen, um für die verschiedenen denkbaren 
Strukturen Stichproben zu simulieren und einen 
Abbildung 3: Festlegung der Schwierigkeitsbereiche 
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Vergleich anzustellen. Dieses Vorgehen wird als 
weitaus ökonomischer und in Bezug auf die Belas-
tung der sonst nötigen Proband*innen als ethischer 
angesehen. 
Erste Ergebnisse werden im Herbst 2018 erwartet. 
Das Projekt ValiDiS wird im Rahmen des Pro-
gramms „Kompetenzen im Hochschulsektor“ (Ko-
KoHs) durch das BMBF gefördert. 
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