Abmacl -AD artificial neural nchvork coorrpt bas been dcvelopcd for h.ansformrr fault diagnosis using dissohed gas-in-oil analysis PGA). A new methodology for mapping the neural ncmork into P role-based inferrace system is described This mapping makes explicit the howledge implicitly captured by the ocurnl network during the learning stage, by tnnsfoorming it into P Fuzzy Iafcrenee System. Some stodics are reported, illostrntiag the good rcsolts obtained.
I"RODUCIl0N
The correct operation of power transformers is decisive to the secure functioning of a power system. Therefore, it is of greal importance to detect and eliminate transformer incipient faults before it deteriorates to a severe condition It is known that transformer faults, mainly in the form of overheating, arcing or partial discharge, develop certain gaseous hydrocarbons, which are retained by the insulating oil as dissolved gases. The concentration, relative proportion and generation rate of these gases have been extensively u&d for the estimation of the condition of a transformer. Methods such as Domenburg Ratios, Rogers Ratios and IEC Ratios are commonly used by utilities. However, the analysis of the gases and interpretation of their significance have been to some extent an art subject to variability. Therefore, the search for a more reliable method using the information on concentration of dissolved gases is still a hot topic.
Some studies have reported the efficiency and difficulties of using Artificial Neural Networks ( A N N s ) and Fuvy Logic 11-31 in transformer diagnosis. In Fuvy Systems, the proportion of gases has been fuuified to represent the vague nature of DGA. These fuzy systems were in general built according to DGA methods and the efficiency of the system depended on the completeness of the howledge of the specialist. Moreover, the rules could not be automatically adjusted through a self-learning process when new knowledge is acquired.
To overcome the fuzzy systems drawbacks, mificial neural networks have been proposed to deal with transformer fault diagnosis. Although ANNs have been recognized by their powerful capacity to express relationships between the variables of a problem, there is still much distrust in them for a number of reasons. One offen heard argument is that ANNs do not have explaining capability. In a number of ways, this is certainly true. In Adriana R Garcer Castm i s with INESC Pono, Pomgal, and also with NESGWPA (Federal Univcrsitv of Par& Bmll ( e d :
Vladimiro Miranda many cases, ANNs m sufficient and there is no real need to make knowledge explicit. But in some application areas this will be felt as a must. A good example would he in transformer fault diagnosis. Human understanding would he greatly enhanced if the relations between the variables were explicit, and engineers or technicians would also gain more confidence in the diagnoses produced.
Considering the abilities of neural networks to deal with classification problems, in this paper we propose a neural network based system for transformer fault diagnosis using dissolved gas-in-oil analysis. And to overcome the problem of the lack of explaining capabilities of a neural network, the knowledge hidden in its struchre will be uncovered using a new methodology that allows mapping an ANN into a rule-base system. This transformation will make explicit the knowledge implicitly captured by the neural network trained for transformer fault diagnostic and it will allow the human specialist to understand how the neural network arrives a particular result. Neural networks no longer will be seen as a "black-boxes". Moreover, the path to the discover of new knowledge becomes open.
The results presented correspond to an evolution of a prior attempt [4], which still did not exhibit the desired property of transparency of the rule base now achieved.
1l. N E W NETWORKS AND FUZZY SYSTEMS
An ANN is characterized by having in its architecture many low-level processing units with a high degree of interconnectivity via weighted connections. Among many ANN concepts, the most commonly used is the Multilayer Feedfonvard Neural Network ( Figure I ). For this ANN, each neuron in a hidden layer H calculates:
s, =f(f. .., +@,I
(1) 1=/ where x, is the i-11~ input to the net, wjj is the weight of the connection h m input neumn i to hidden neuron j , 8, is the bias of the j-r/t hidden neuron andx.) is the activation function of the neuron. 
where C', are fuzzy sets, x, is the input of the system. For the purpose of this paper consider the ANN in Figure 1 . This ANN has one neuron in output layer with a linear function as activation function and has only one hidden layer whose activation function for each neuron is the signtoidfunction, as shown in Figure 2 . This sigmoid function is defmed as follows: Therefore, applying the concept of f-duality to (I), without hiass,, where the activation functionfis now as defined in (6) and considering 2 x, wu t 0, then the output signal of the hidden neurons can also be calculated by:
Noticing that the functionf(x,ivJ would he considered in Fuzzy Systems as a membership function inlerpreted as "x, is greater than 2.3/w,", where f ( 2 . 3 / w v ) = 0 . 9 (the function , @ ) can reach 1 only asymptotically, thus we have set the a-cut for a4.9) and, that the operation in (7), considering f(x,w,) as a membership function, represent the well-known Algebraic Sum operator, qualified as a Snorm (union), then a neural network can he mapped into a rule-based system. In the next section the process to extract rules from ANN will he presented.
C. Extracting Rulesfionz AhrN
From ANN shown in Figure 1 , considering the hidden neurons without bias, C x,wu 2 0 and x,wq t 0, for each neumn in hidden layer, one rule can be extracted as:
where A is a furzy set whose membership function is the positive-sigmoid function.
And, according to (7) , rules as in (8) can he witlen as:
As the expression "xi wjj is A" might also he interpreted as 'k, is Ajj" (the fuzzy set A,, has as membership function p ( A , ) = f ( x , w , ) , with the weight w V as a scaling of the
slope of/()), and once the operation * is the Algebraic Sum operator (OR), let's rewrite (9) as: ~( A , , ) ) . . . ( l -p (~~
Finally, from the output neuron in Figure 1 , the output of the fuzzy system can be extracted as:
,-, and since s, = v, and a, = y, , the equation (12) can be rewritten in the following manner:
The inference system extracted previously from the neural net is similar to a zero-order Takagi-Sugeno model, with the difference that here the fuzzy logic operator used to calculate the firing strength of each rule is a S-norm (OR) and not a T-norm (AND).
However, for each S-norm there is a T-norm "associated" with it, where "associated" means that there exist a fuzzy complement such that the two together satisfy the DeMorgan's Law.
The T-norm associated with the Algebraic Sum
is the Algebraic where the firing strength for each R, rule is now calculated by the algebraic product operator (AND operator) and the system output is as follows:
, =, Rearranging (IS), the output of the fuzzy system is calculated by:
where, $, B, will be considered as the default value of the ~~JZZY system output.
If the bias is used in the hidden neuron then it will only change the consequent of the rule R, of a, to @,(1-/(8,)). and considering that the bias (Sa,) of the output neuron is also used. The output of the system will be changed to:
I with Ea, +e, , as the new default value of the le.
D. Conznzents

,.I
The process explained so far contains the basic idea to produce the mapping of ANNs into FIS. However, for the rule antecedents extracted from A N N s to make sense -to be meaningful and subject to interpretation -we have the following condition: The interpretation of this new set fuzzy is "smaller thanO.OO1lwq"and it will only make sense ifO_<O.OO1/wy 51, whichleadst~w~ tO.001.
This consideration appears as a result from the usual practice of baining an ANN with normalized inputs; therefore all memberships functions extracted have to be defined for the respective input interval. t 0 , the correct use of (7) is guaranteed since we will always have 
/-I Using this transformation, the new weight w'( = 0.001 +e'" will be always greater than 0.001 and the new bias 8', =es, will be greater than zero.
These transformations will not change the backpropagation algorithm commonly used for training the neural network. The algorithm will adjust normally ws and 0, between [-+-] and the restrictions will be guarantee through the exponentiation of wg and 0,
E. fitroction ofa Transparent F u z q System
The most important property of FIS, that distinguish them from other approaches such ANNs, is their capacity of explanation. In other words, FIS have the potential to express the behavior of real systems in a comprehensible manner. This property, known as transparency, enables the user to understand how each system parameter influences the output of the system. Fuzzy transparency is directly associated to the concept of linguist interpretability. However, in fuzzy systems, transparency and interpretability are distinct terms.
Interpretability is a property that exists by default being associated with linguistic rules and fuzzy sets, whereas transparency is tbe measure of how valid is the linguistic interpretation of the system and it is not a default properly.
Although the methodology presented so far provided the extraction of an interpretable rule-based system, these rules cannot be considered transparent. In order to provide such m p a r e n c y , an approximation process needs to be carried out on all membership extracted kom the ANN. In this work, this process is performed by using a combination of 5 membership functions, which results in a new rule-based system with a total number of rules equal to 5", where n is the number of inputs of the system. where f is the logistic function. In this case the linear discrimination is known in statistical literature as logistic discriminant function and (21) can be viewed as the a posteriori probability ofclass R, given a value ofx.
Usually, in the case of only two classes, the threshold for the class decision is chosen to be equal to zero, which is the median of the standardized logistic function, then: In ANN domain, the logistic discriminant can be realized hy the simple perceptmn and can be also extended to multilayer neural networks. In this case, the a posteriori probability is calculated by the output neuron of the ANN, according to (2) .
Considering the ANN as a logistic discriminant, all the process of the extraction of rules explained so far can be extended for the case when a logistic function is used in the output neuron. In this case, the extracted fuzzy system is considered as a linear discriminant. 7he Fuuy System gives the classification for the pattem presented in the input according to:
where y is the output of the extracted fuzzy system calculated by (17). Afterwards, the a posteriori probability of class Q, given a value of x is calculated usmg the logistic function: p ( R , / x ) = f ( y ) when y 2 0
The process is illusbated in Figure 6 . The detection of incipient faults on transformers follows, in general, the flow chart presented in figure 7 .
The process begins with the ohservation of the evolution rate of combustible gases that exceed "normal" quantities. If the evolution rate per day is greater than a determined level then, the transformer may have an active intemal fault. The possible fault is investigated by DGA methods. Some works have reDorted the use of ANN for transformer faults diagnosis. With Neural Network the fault diagnosis can be reduced to an association process of inputs (pattern gases concentration) and output (fault type) since it does not need a physical model. Neural networks are capable of acquiring experiences from training data and interpolate tiom it. However, for a proper training, the database has to be plentiful and consistent.
In this work, to take into account the ability of N e d Networks to automatically acquire experiences from training data, we propose its use for classification of transformer incipient fault.
The neural network tmined to this task receives as input dafa the percentage of concentration of the gases methane (CH,), ethylene (C&) and acetylene (C,Hz) and then classifies the fault as discharges or thermal fault. As far as the classification system is concerned, only these tree gases were necessruy as input for the ANN to give good results.
The database of faulty equipment inspected in service, used in Publication IEC 60599 [7] and presented in [8] ,
was used for training the ANN. Additionally, a database derived from the literature and also data obtained fkom CELPA (Power Stations of Par& SA -Brazil) were also used in the training.
The study reported in this paper touches only the development of an ANN able to distinguish between thermal faults or discharges, not separating partial discharges . In a following publication the authors plan to repon the behavior of a more complex diagnosis system taking in account all possible fault types. The example is completed with the extraction of rules from the ANN, allowing a human specialist to understand how a particular diagnosis may have been generated
B. ANA' Results
A neural network was trained for diagnosing between discharges or thermal faults. This ANN had 25 hidden neurons, 3 normalized inputs (gas concentration: C2H,, C,&, and C&) and one output (0 -Thermal fault and 1 -discharge fault). We have used 383 training pattems and 115 testing patlems. Table 1 shows the results of the ANN trained with the restrictions necessary for the rule extraction process, i.e., wn 2 0.001 and 0, 2 0 . The result presented corresponds to best one after some training realized. The table also shows, for comparison, the results for the IEC method.
One may observe that the IEC method fails to identify a certain percentage of faults, but these have all been correctly classified by the ANN. Also, the IEC method is not exempt of emr. Therefore, the ANN provided a more reliable classification of faults with a significant advantage. Given the ANN classifier, and given an input pa", one may associate a probability to the classification by adopting the logistic function method described. Associated with the ANN output neuron, this gives the a posteriori probability for a certain fault in accordance to the decision rule presented in (24) and (25). Thermal faults are represented by R, while discharges are represented by R2. Table 2 shows an example for the result in two cases, where the classification (Tor D) comes associated with a probability of correclness p.
C. Rule Ertractionfiom the h'eurol Network
Once the ANN is trained, the process of extraction of rules from the ANN can he initiated.
The exhacted FIS will have three normalized inputs (percentage of gases concentration: C2H2, C&, and C R ) and one output (fault); as the trained ANN has 25 neurons in its hidden layer, 25 rules will be extracted. Each rule extracted will he expressed as: The output of the Fuzzy system is calculated by (17), with,, = 25. By using the logistic function, the posteriori probability can be calculated according to figure 6.
To guarantee the transparency of the fuzzy systems, all membership extracted tiom the ANN were approximated hy the combination of the 5 membership functions showed in figure 5. With this combination, the number of the extracted rules will he now 5' -125, where each data input has 5 membership associated. The transformed rules will be now as: This transformation methodology was inspired on the concept of f-duality that allowed to fmd the equivalent mathematical operation for a hidden neuron, which can he considered the foundation for all process of extraction of rules.
We have demonstrated that the process of extraction can be applied when the ANN output neurons have a linear function as well as when the logistic function is used. In the latter case, the extracted fuzzy system is considered a linear discriminant and the logistic function gives an a posteriori probability.
It is important to emphasize that any method of rule extraction from ANN is valuable only to the degree to which the extracted rules are meaningful and comprehensible to a human expert. In this work, we have presented an approximation process that guaranteed the transparency of the extracted rule-based system. This approximation, depending on the number of inputs of the system, can lead to a system with a considerable number of rules, which can afiect the readability of the rule-base system. However, it seems that less readability is the price one has to pay for to guarantee the transparency of the system.
As far as a transformer fault diagnosis system is concemed, the results obtained with the ANN, as well as with the extracted fuzzy system, can be considered satisfactory.
' h e fuzzy system extracted will help the users to have more confidence in the fault diagnoses produced, giving a possibility to the specialist to interact more efficiently with the system understand why a diagnosis is formed and perhaps leam some unexpected rules that nevertheless emerge from a system with a good classification p e l f O~c C .
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