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2
1 Introduction
General relativity and quantum theory are often claimed as the two main chapters of modern physics.
General relativity and quantum theory describes perfectly all the natural phenomena we can observe.
Quantum theory, in the form of strong, weak interaction and ordinary quantum mechanics and QFT,
governs the range of observations from 10−19m up to a fraction of millimeter. General relativity provides
an accurate description of large scale phenomena from a millimeter to cosmological distances.
Analyzing the whole panorama from a wider prospective, it is far from obvious that the two chapters
are part of the same story: the requirement of a dynamical space-time with no preferred frame, the
main pillar of general relativity, clearly clashes with the quantum theory requisite of a fixed background
structure and a preferred time coordinate.
Despite more than a half century of research we don’t have a complete quantum theory of gravity. The
failure to quantize gravity rests only in part on technical difficulties: general relativity is a complicated
and highly nonlinear theory and only in 1986 it was finally shown that conventional QFT techniques
fail [1]. But the real problems are almost certainly deeper: quantum gravity requires a quantization of
spacetime itself, and at a fundamental level we do not know what that means.
When this thesis is completed still lacks a compelling argument that invalidates or supports any of
the present theories of quantum gravity. Even an observational evidence that point us in a particular
direction is still missing. Quantum gravity remains a theorists’ playground, an arena for “theoretical
experiments,” some of them quite adventurous, which may or may not stand the test of time.
1.1 Motivation for quantum gravity
The first natural objection one can rise against quantum gravity is “Why we need to quantize gravity?”.
The problems addressed by general relativity and those addressed by quantum theory typically arise at
very different length and energy scales, and there is not yet any direct experimental evidence that gravity
is quantized. What tells us that we have to quantize it?
The first argument is to mention the unity of physics. In fundamental physics unity has been certainly
an important guiding light that leads us i.e. to Maxwell’s unification of electromagnetism or to the
Weinberg-Salam electroweak model. But since such a historical argument is not entirely convincing we
must go further.
If we suppose gravitational field is not quantized we obtain a theory that could lead to a violation
of the uncertainty principle (studied by Eppley and Hannah (1977) [2] Squires and Pearle (1996)[3]),
using gravitational waves one could simultaneously determine the position and momentum of a particle
to arbitrary accuracy1.
There is a second line of argument for quantizing gravity, arising more from hope than necessity.
Both classical general relativity and quantum field theory have serious limitations, and there is some
reason to believe that quantum gravity may offer a cure.
While no one has proven that the quantization of gravity will eliminate singularities, this is the sort
of thing one might expect from a quantum theory. In particular we hope that quantum theory will
remove singularities of black holes and in Cosmology. A proper treatment of quantum gravity might
even determine initial conditions for the Universe, making cosmology a completely predictive science [4].
Also QFT has its own problems, in the form of the infinities that plague perturbation theory. From
the modern point of view, most quantum field theories are really “effective field theories,” in which the
divergences reflect our ignorance of physics at very high energies. It has long been speculated that the
1It has, however, been criticized that the gedanken experiments presented by Eppley and Hannah (1977) cannot even
be performed in principle, and even if they could, it does not necessarily follow that gravity must be quantized (Mattingly
2006).
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missing ingredient is quantum gravity, which has a natural length scale and might provide an automatic
cutoff at the Planck energy.
We thus approach quantum gravity with a mixture of hope and fear: hope that it can solve some
fundamental problems in general relativity and quantum field theory and perhaps offer us a unified
picture of physics, and fear that a failure will demonstrate underlying flaws in the physics we think we
now understand.
1.2 Different approaches to Quantum gravity
There are clearly two most popular approaches to quantum gravity: a major one, string theory, popular
among particle physicists, and a (distant) second, loop quantum gravity, popular among relativists.
String theory [5] can be seen as the natural outcome of the line of research that started with the
effort to go beyond the standard model, and went through grand unified theories, supersymmetry and
supergravity. Loop quantum gravity [22] can be seen as the natural outcome of the line of research that
started with Dirac’s interest in quantizing gravity, which led him to the development of the theory of the
quantization of constrained systems; and continued with the construction of canonical general relativity
String theory and loop quantum gravity are characterized by surprising similarities (both are based
on one-dimensional objects), but also by a surprising divergence in philosophy and results.
String theory defines a superb “low” energy theory, but finds difficulties in describing Planck scale
quantum spacetime directly. From the point of view of quantum gravity the main physical results of
string theory are two: the derivation of the Bekenstein-Hawking formula for the entropy of a black hole
as a function of the horizon area [7] and the indications that the spacetime continuum is meaningless
below the Planck length. In fact in order to probe smaller distances one needs higher energy, but at high
energy the string “opens up from being a particle to being a true string” which is spread over spacetime,
and there is no way of focusing a string’s collision within a small spacetime region. A more fashion
development of string theory is the so called AdS/CFT correspondence [6] that relates a quantum field
theory in one dimension to a theory in one higher dimension that includes gravity.
On the other hand the main difficulty with string theory is the lack of a complete nonperturbative
and background independent formulation of the theory.
Loop quantum gravity provides a beautiful and compelling account of Planck scale quantum space-
time, but finds difficulties in connecting to low energy physics. As string theory also loop quantum
gravity provides a computation of black hole entropy [8, 9, 10]. Moreover LQG provides also a notion
of quantum geometry: the leading result is discreteness of the spectra of geometric operators (area and
volume) [11] that leads to a granular interpretation of space; recently it has been proposed an interesting
characterization of these grains of space as superposition of flat polyhedra[51]. Another recent important
result is the asymptotic analysis of the EPRLS spin foam model (the most accredited model for LQG
dynamic) for some classes of geometrical boundary data: asymptotically this model seems to reproduce
Regge gravity. Finally LQG provides control of spacetime singularities, such as those in the interior of
black holes and the cosmological one. The application of loop quantum gravity to cosmology is one of
its most spectacular achievements.
Although LQG has a lot of interesting results, there are a lot of open problems and difficulties to
solve in order to obtain a complete physical theory. The main is how to define properly the semiclassical
limit in order to produce some prediction. Even if we begin to figure out what states correspond to
piecewise flat discontinuous geometries, how can a smooth geometry emerge from the full theory is still
not clear. Solving this problem has many facets: fully understand the dynamics of the theory, find how to
couple the theory to matter fields, realize what are the right variables needed to describe a perturbative
expansion. Although we have made many steps forward, the path is still long.
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Besides strings and loops, a number of other approaches are being investigated. A substantial amount
of energy has been recently devoted to the attempt of defining quantum gravity from a discretization
of general relativity, on the model of lattice QCD (Dynamical triangulations, quantum Regge calculus,
simplicial models).
We need to mention also a particular approach (called “asymptotic safety”) that uses renormalization
group techniques to define a non-gaussian fixed point.
A number of approaches (Euclidean quantum gravity, old perturbative quantum gravity, quantum
field theory on curved spacetime) aim at describing certain regimes of the quantum behavior of the
gravitational field in approximate form, without the ambition of providing the fundamental theory, even
if they previously had greater ambitions.
1.3 A snapshot of Loop Quantum Gravity
Before entering in the details we give a brief overview of the state of the theory up to date.
Loop quantum gravity is, in its original version, a canonical approach to quantum gravity. Nowadays,
a covariant formulation of the theory exists in the so called spin foam models. Loop quantum gravity is
background independent: his construction does not depend on fixed classical geometric structures and
this is the main distinct feature of the theory.
New techniques had to be developed for this, and the resulting Hilbert spaces look very different than
those in standard quantum field theory, with one dimensional excitations of the fields.
Background independence makes the contact with low energy physics a complicated endeavor. The
latter problem has attracted a considerable amount of work, but is still not completely solved. Another
(related) challenge is to fully understand the implementation of the dynamics. In loop quantum gravity
the question of finding quantum states that satisfy “quantum Einstein equations” is reformulated as
finding states that are annihilated by the quantum Hamilton constraint. The choices that go into the
definition of this constraint are poorly understood in physical terms. Moreover the constraint should be
implemented in an anomaly-free way, but what this entails in practice, and whether existing proposals
fulfill this requirement are still under debate. This is partially due to the lack of physical observables
with manageable quantum counterpart, to test the physical implication of the theory.
While these challenges remain, remarkable progress has happened over the last couple of years:
The master constraint program has brought new ideas to bear on the implementation of the dynamics.
Progress has been made in identifying observables for general relativity that can be used in the canonical
quantization. A revision of the vertex amplitudes used in spin foam models has brought them in much
more direct contact to loop quantum gravity.
Black holes are fascinating objects predicted by general relativity and, because of the singularities
within, they even point beyond the classical theory. Therefore they are a tempting subject of investigation
in any theory of quantum gravity. Loop quantum gravity was able to successfully describe black hole
horizons in the quantum theory: it is possible to identify degrees of freedom that carry the black hole
entropy, and prove, for a large class of black holes, the Bekenstein-Hawking area law.
And, last but not least, in loop quantum cosmology, the application of the quantization strategy of
loop quantum gravity to mini-superspace models has become a beautiful and productive laboratory for
the ideas of the full theory, in which the quantization program of loop quantum gravity can be tested,
and, in many cases, brought to completion.
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1.4 An overview of our results
One of the major open problem in LQG is understanding how to define the semiclassical limit. One useful
idea is to consider in the full theory states with support on a single graph. This truncation captures only
a finite number of degrees of freedom of the theory and corresponds to approximate a smooth geometry
with a discrete one.
If one wants to work with this approximation it’s really useful to have a geometric intuition of the
classical degrees of freedom contained. The Hilbert space of a single graph decomposes into a direct sum
of intertwiner spaces, one for each node. It is already known that a four-valent node can be interpreted
as a quantum tetrahedron. More precisely, the quantization of the space of shapes of a flat tetrahedron
in R3 with fixed areas is the space of four valent intertwiner.
Why we have to study polytopes (namely convex bounded polyhedra)? What’s their connection with
loop quantum gravity? If we want to extend the geometric intuition of quantum tetrahedron to the
generic intertwiner space, we have to find a geometrical object uniquely identified by an intertwiner.
This is exactly a polytope.
The main goal of this thesis is to investigate this correspondence. In a first part we focus on character-
izing classical polytopes in R3. We provide the necessary tools to speak about polytopes in the language
of LQG: we study how to reconstruct the solid figure and how to compute geometrical quantities (the
volume, the edge lengths) in terms of LQG variables. Using coherent states we explore the large spin
limit of the intertwiner space. Coherent intertwiners are basically labeled by a classical polytope but
this is not only an abstract correspondence, in fact they are also peaked on these discrete geometries.
In the last part of the thesis we discuss some applications. The first one is a technique that allows
us to promote a classical observables on the space of polytopes to a quantum operator, with the desired
semiclassical behavior, in a natural way. In particular we proposed a volume operator such as, in the
large spin limit, it reproduces the geometrical volume of a polytope. This operator is bounded and
positive semi-definite, but its main property is the cylindrically consistence: the operator defined on a
intertwiner space with a null spin is equivalent to the operator defined on the one less valent intertwiner
space without that spin. We also computed numerically its spectrum in some simple cases and we found
that a gap is present.
Finally we present some implications in the study of semiclassical limit of the dynamic of LQG. An
extension of the EPR spin foam model to generic valence has been proposed. No derivation of this model
are given. A lesson from the recent asymptotics studies of the EPR models is that the amplitude is
dominated by saddle points. When the boundary data are compatible with the existence of a (unique)
flat 4-simplex, then the amplitude is effectively given in terms of the Regge action for the 4-simplex. We
propose to study the large spin limit of this new model and to see if we obtain that under some condition
the amplitude is related to some “effective” Regge action where the cells are our polytopes.
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2 A path to loop quantum gravity
In order to motivate the loop approach, it is useful to begin with a review of the two main historical
paths to the quantization of general relativity: the covariant, or functional integral, approach, and
the canonical, or Hamiltonian, approach. Their partial successes and difficulties will shed light on the
problem of quantum gravity.
2.1 Covariant approach
The basic goal of the covariant approach is to define a functional integral for general relativity,∫
Dgµνe−iSEH(g), (1)
where
SEH(gµν) =
1
16piG
∫
d4x
√−g gµνRµν (Γ (g)) (2)
is the Einstein-Hilbert action. Here g is the determinant of the metric, and Γ(g) is the Levi-Civita
connection entering the covariant derivative of vectors and tensors,
∇µvν = ∂µvν + Γνρµ(g)vρ, Γνρµ(g) =
1
2
gνλ[∂ρgλµ + ∂µgλρ − ∂λgρµ]. (3)
From courses in QFT, we know how to properly define only the Gaussian integral∫
Dϕ exp
(
−
∫
1
2
ϕϕ
)
. (4)
This corresponds to a free theory. An interacting theory can be treated in perturbation theory from a
generating functional based on (4). However, there is no quadratic term in the Einstein-Hilbert action
(in fact, it is not even polynomial). This obstruction can be bypassed if one performs a perturbative
expansion of the metric. Consider the field redefinition
gµν = ηµν + hµν , (5)
where ηµν is fixed to be the Minkowski metric, and hµν the new dynamical field. The introduction
by hand of the background field ηµν is crucial: if we treat hµν as a small fluctuation, a perturbative
expansion of the action gives (in the De Donder gauge)
SEH(gµν) =
1
32piG
∫
d4xhµνh
µν + o(h3). (6)
The background metric can be also used to define the Wick rotation. This action is amenable to the
machinery of QFT. Among the main results of this background-dependent perturbative approach, let us
highlight the following ones:
1. The quanta of the gravitational field are interpreted as massless spin-2 particles (the “gravitons”).
2. In the low energy static limit, one can compute quantum corrections to the classical Newton
potential [13], recovering the classical relativistic correction o(G2) and a new, purely quantum one
o(~G2):
VN = −Gm1m2
r
(
1 +G
m1 +m2
r
− 127
30pi2
~G
r2
+ o(r−3)
)
(7)
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3. As for other quantum field theories, one can define the S-matrix to describe the fundamental
observables, and compute scattering amplitudes of gravitons with matter fields and with themselves
[14]
This brief list does not exhaust the interesting results obtained with this approach. On the other
hand, there is a fundamental difficulty with it. As for any quantum field theory, infinities appear when
considering the effects of arbitrarily small (“ultraviolet”) field fluctuations. These divergences are usually
dealt with via the procedure of renormalization. This technique, successful for λφ4 or gauge theories,
fails in the case of gravity. This can be expected from dimensional arguments, and the rigorous proof
that the perturbative quantization of general relativity fails because of non-renormalizable ultraviolet
divergences was obtained in the late eighties, by Goroff and Sagnotti [1].
This means that the theory constructed as sketched above can be used for low-energy calculations,
but it would be inconsistent if taken seriously at all energy scales. Heuristically, the inconsistence can be
explained as follows. The key field redefinition (5) assumes that we can quantize the field hµν , and that
its dynamics takes place on a fixed classical background ηµν . However, as we increase the energy of the
fluctuations its backreaction increases, and it becomes inconsistent to assume that the background stays
fixed, unperturbed. Although gravitons capture correctly the low-energy physics of the gravitational
field, they might not be the right quantities to describe the quanta of gravity at Planckian energies.
2.2 Canonical approach
The canonical formalism is based on second quantization, and describes the quantum theory in terms
of functionals of the fields, e.g. Ψ[φ] for a scalar field φ, like the familiar function of the configuration
variables ψ[x] in quantum mechanics. The dynamics is described by the quantum Hamiltonian Hˆ and
the Scho¨dinger equation
i~
∂
∂t
Ψ[φ] = Hˆ
(
φ,
δ
δφ
)
Ψ[φ] (8)
For the reader less familiar with this approach, see [15]. Given the overwhelming success of the functional
integral approach to the quantization of (non-gravitational) field theories, the canonical formalism is
often underappreciated in many courses, and a certain taste of “old fashion” is associated with it. It
was applied to general relativity by Arnowitt, Deser and Misner (ADM), Dirac, Wheeler and De Witt,
among many others. The loop approach is related to this original idea, which we will now review in some
details. For more on it, see e.g. [16].
2.2.1 ADM formalism
In order to put the Einstein-Hilbert action into canonical form one needs to identify the variables which
are canonically conjugated, and then perform the Legendre transform. To that end, we make the as-
sumption thatM has the topologyM∼= R×Σ where Σ is a fixed three-dimensional manifold of arbitrary
topology and spacelike signature. This poses no restrictions if we require thatM has no causally discon-
nected region (more precisely that M is globally hyperbolic). In fact by a theorem due to Geroch and
improved by Bernal and Sanchez [17, 18] if the space-time is globally hyperbolic then it is necessarily of
this kind of topology.
Having made this assumption, one knows thatM foliates into a one-parameter family of hypersurfaces
Σt = Xt(Σ) embeddings of Σ in M. The foliation allows us to identify the coordinate t ∈ R as a time
parameter. Notice however that this “time” should not be regarded as an absolute quantity, because of
the diffeomorphism invariance of the action. A diffeomorphism φ ∈ Diff (M) maps a foliation X into a
new one X ′ = X ◦ φ, with a new time parameter t′. Conversely, we can write a general diffeomorphism
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φ ∈ Diff (M) as composition of different foliations, φ = X ′ ◦ X−1. Hence, we can always work with a
chosen foliation, but the diffeomorphism invariance of the theory will guarantee that physical quantities
are independent of this choice. A theory of spacetime which unlike general relativity has a preferred
foliation and thus a preferred time, is a theory which breaks diffeomorphism invariance.
Given a foliation Xt and adapted ADM coordinates (t, x), we can define the time flow vector
τµ(x) ≡ ∂X
µ
t (x)
∂t
= (1, 0, 0, 0). (9)
This vector should not be confused with the unit normal vector to Σ, which we denote nµ. They are
both timelike, gµντ
µτν = g00 and gµνn
µnν = −1, but they are not parallel in general. Let us decompose
τµ into its normal and tangential parts,
τµ(x) = N(x)nµ(x) +Nµ(x). (10)
Σt
Σt+δt
X
µ
X
µ + δXµ
N
µ
δt
Nn
µ
δtτ
µ
It is convenient to parametrize nµ = (1/N,−Na/N), so that Nµ = (0, Na). N is called lapse function,
and Na shift vector. In terms of lapse and shift, we have
gµντ
µτν = g00 = −N2 + gabNaN b,
gµντ
µNν = g0bN
b = gµν(Nn
µ +Nµ) = gabN
aN b −→ g0a = gabN b ≡ Na.
Using these results, the metric tensor can be written as
ds2 = gµνdx
µdxν = − (N2 −NaNa)dt2 + 2Nadtdxa + gabdxadxb, (11)
where a = 1, 2, 3 are spatial indices and are contracted with the 3-dimensional metric gab.
Notice that the spatial part gab is not in general the intrinsic metric on Σt. The latter is given by
qµν = gµν − nµnν . (12)
Tensors on the spatial slide Σ, since their scalar product with n vanishes, can be equivalently contracted
with g or q. The quantity qµν = g
µρqρν acts as a projector on Σt, allowing us to define the tensorial
calculus on Σt from the one on M. An important quantity is the extrinsic curvature of Σt,
Kµν = q
µ′
µ q
ν′
ν ∇µ′nν′ . (13)
This tensor is symmetric and it is connected to the Lie derivative of the intrinsic metric Lnqµν = 2Kµν .
It enters the relation between the Riemann tensor of Σt (R) and that of M (R),
Rµνρσ = qµµ′qν
′
ν q
ρ′
ρ q
σ′
σ R
µ′
ν′ρ′σ′ −KνσKµρ −KνρKµσ (14)
This formula, proved in the Appendix and known as the Gauss-Codazzi equation, lets us rewrite the
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action (2) in the following form,2
S =
∫
dt
∫
Σ
d3x
√
qN
[R−K2 +Tr(KK)] . (15)
A key consequence of this analysis is the fact that time derivatives of N and Na do not enter in
the Lagrangian L. This implies that N and Na are Lagrange multipliers, with null conjugate momenta
δL/δN˙ = δL/δN˙a = 0. The true dynamical variables are the spatial components qab only, with conjugate
momenta
piab ≡ δL
δq˙ab
=
√
q
(
Kab −Kqab) . (16)
One can finally evaluate the Legendre transform, which after some calculations gives
SEH
(
qab, pi
ab, N,Na
)
=
1
16piG
∫
dt
∫
d3x
[
piabq˙ab −NaHa −NH
]
, (17)
where (the covariant derivative ∇ contains only spatial indexes)
Ha = −2√q∇b
(
piba√
q
)
(18)
and
H =
1√
q
Gabcdpi
abpicd −√qR, Gabcd = qacqbd + qadqbc − qabqcd. (19)
The quantity Gabcd is often called the supermetric, or DeWitt metric. The variation of the action (17)
with respect to the Lagrange multipliers gives the equations
Ha(q, pi) = 0, H(q, pi) = 0, (20)
which are called respectively vector, or space-diffeomorphism constraint, and scalar or Hamiltonian
constraint. In the following we will also use the compact notationHµ = (H,Ha). Physical configurations,
also called on-shell configurations with particle physics jargon, must satisfy these constraints.
From (17) we see that the Hamiltonian of general relativity is
H =
1
16piG
∫
d3x NaHa +NH. (21)
This Hamiltonian is peculiar, since it is proportional to the Lagrange multipliers and thus vanishes on-
shell. Hence, there is no dynamics and no physical evolution in the time t. This puzzling absence of a
physical Hamiltonian is in fact a consequence of what we discussed earlier: the diffeomorphism-invariance
of the theory tells us that t is a mere parameter devoid of an absolute physical meaning, thus there is
no physical dynamics in t. This is the root of the problem of time in general relativity. For discussions
of this problem, see [21] and [22].
2.2.2 Symplectic structure
From now on, we work in units 16piG = 1. The Hamiltonian formulation (17) allows us to study the
phase space of general relativity. It is parametrized by the pair (qab, pi
ab), with canonical Poisson brackets{
piab(t, x), qcd(t, x
′)
}
= δa(cδ
b
d)δ(x− x′). (22)
2We are assuming for simplicity of exposition that Σ has no boundary, the case with boundary is treated extensively in
[19] and [20].
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From there we can evaluate the following brackets among the constraints (for the explicit calculation see
in the Appendix)
{Ha(x), Hb(y)} = Ha(y)∂bδ(x− y)−Hb(x)∂′aδ(x − y)
{Ha(x), H(y)} = H(x)∂aδ(x− y) (23)
{H(x), H(y)} = Ha(y)∂aδ(x− y)−Ha(y)∂′aδ(x− y)
Notice that the right-hand sides vanish on the constraint surface (20). This means that the Poisson flows
generated by the constraints preserve the constraint hypersurface. Constraints with this characteristic
are said to be first class, as opposed to second class constraints whose Poisson brackets do not vanish
on-shell. First class constraints generate gauge transformations on the constraint surface (See e.g. [23]
for details).
To see what the gauge transformations look like in our case, consider the smearing of the constraints
H( ~N) =
∫
Σ
Ha(x)Na(x)d
3x, H(N) =
∫
Σ
H(x)N(x)d3x. (24)
An explicit computation (see Appendix) shows that{
H( ~N), qab
}
= L ~Nqab,
{
H( ~N), piab
}
= L ~Npiab (25)
which means that the vector constraint is the generator of space-diffeomorphism on Σ. The situation is
somewhat subtler for the Hamiltonian constraint. We now have (see Appendix)
{H(N), qab} = L~nNqab, (26){
H(N), piab
}
= L~nNpiab + 1
2
qabNH − 2N√qqc[aqb]dRcd (27)
The first bracket is the action of time diffeomorphisms on qab. The second bracket gives the action of
time diffeomorphisms on piab, but contains also two extra pieces. These vanish if H = 0 and Rcd = 0,
namely on the constraint surface and for physical solutions (recall that in vacuum Einstein’s equations
read Rµν = 0). Therefore, we conclude that the constraints H
µ are the generators of the spacetime
diffeomorphism group Diff(M) on physical configurations.
For general configurations, (23) defines the algebra of hypersurface deformations, often called Dirac
algebra or Bargmann-Komar algebra. A characteristic of this algebra is that it is not a Lie algebra. In
fact, let us look at the smeared Poisson bracket
{H(N1), H(N2)} = H
(
gab(N1∂bN2 −N2∂bN1)
)
. (28)
We see that outside the constraint surface, the “structure constants” on the right-hand side contain the
field gab itself. Hence they are not constants at all, and the algebra (23) is not a Lie algebra, unlike
Diff(M). Instead, (23) shows that when we introduce a foliation to define the canonical formalism, we
still have the symmetry of diffeomorphisms, which acts changing the foliation, and this new one, which
acts deforming it. The two symmetries coincide on physical configurations.
2.2.3 Constraints and physical degrees of freedom
A simple counting of the number of degrees of freedom of general relativity can be done in the covariant
perturbative approach described in Section 2.1. The structure of the linearized field equations shows
that only two components of hµν propagate, which correspond to the two helicities of a massless spin 2
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particle.
An advantage of the canonical formalism is that it allows us to confirm this counting in a more general
and robust way. Recall in fact that in classical physics each point in phase space (i.e. “initial position
and momentum”) characterizes a physical trajectory, and the number of degrees of freedom is defined to
be half the dimensionality of the phase space. In constrained theories, such as general relativity but also
gauge theories, one has to be careful with the constraints. To that end, it is customary to distinguish
a notion of kinematical phase space, and physical phase space. The kinematical phase space is the one
defined by the Poisson structure of the theory. In our case, the space
(
qab, pi
ab
)
, with Poisson brackets
(22). The dimension of this space is (6 + 6) · ∞3 = 12 · ∞3.
On this space, the constraints define a hypersurface where they are satisfied, i.e. the space of
(
qab, pi
ab
)
such that Hµ(q, pi) ≡ 0. We call this the constraint surface. Its dimensionality is (12− 4) · ∞3 = 8 · ∞3.
The fact that the algebra of constraints is first class guarantees that the gauge transformations generated
by the constraints preserve the constraint surface. We shall refer to the trajectories drawn by the gauge
transformations as orbits. Points along one orbit correspond to the same physical configuration, only
described in different coordinate systems. Hence, to select the physical degrees of freedom we have to
divide by the gauge orbits, in a manner identical to what happens in gauge theories. Since the orbits
span a dimension 4 manifold at each space point, dividing by the orbits gives (8 − 4) · ∞3 = 4 · ∞3.
This is the physical phase space. It has four dimensions per space point, namely the theory has two
physical degrees of freedom per space point (or simply two degrees of freedom, for brevity, with the space
dependence tacitly implied), a result consistent with the linearized analysis. See e.g. [23] or [25] for more
details.
H = Ha = 0
(
qab, pi
ab
)
= 12 · ∞
3
(
qab, pi
ab
)
= 8 · ∞
3
(
qab, pi
ab
)
phys
= 4 · ∞
3
This has far as the counting goes. However, in the case of the linearized analysis we are also able to
identify the 2 degrees of freedom as the two helicities, and associate a physical trajectory to each point
in phase space, thanks to the fact that we are able to solve the dynamics. Compare this to the mechanics
of a point particle: the dynamics is given by φ[φ0,p0](t), and the degree of freedom corresponds to varying
the initial conditions (φ0, p0), spanning in this way all possible physical evolutions.
Therefore, if we want to know what the two physical degrees of freedom of general relativity are, we
need to control the general solution of the theory. This is a formidable task due to the high non-linearity
of the equations, and in spite of the effort in this direction, still little is known. See [26] for a review of
some attempts.
There is a particular reformulation of the dynamics that plays a role in quantization. Let us go
back to the Gauss-Codazzi equation (14). A simple manipulation gives the so-called first Gauss-Codazzi
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identity,
R+K2 − Tr(KK) = 2nµnνGµν , (29)
where G is the Einstein tensor. One can show (but we will not do it here) that the left hand side
of (29) is equivalent to a linear combination of the constraints. This means that if gµν satisfies the
constraints H = Ha = 0 on any spacelike Cauchy hypersurface, than it also satisfy all ten Einstein
equations Gµν = 0. This is a crucial point: the whole dynamical content of general relativity is in those
four constraints.
2.2.4 Dirac’s quantization program
The fact that the constraints include the whole dynamics is at the heart of the theory. It is heavily
exploited by the approach to quantization proposed by Dirac, which is based on a definition of dynamical
physical states as the ones annihilated by the constraints. The procedure can be schematically divided
in three steps:
(i) Find a representation of the phase space variables of the theory as operators in an auxiliary “kine-
matical” Hilbert space Hkin, satisfying the standard commutations relations
{·, ·} −→ 1
i~
[·, ·] ; (30)
(ii) Promote the constraints to operators Hˆµ in Hkin;
(iii) Characterize the space of solutions of the constraints Hphys,
Hˆµψ = 0 ∀ψ ∈ Hphys. (31)
These steps should then be completed with an explicit knowledge of the scalar product in Hphys and a
physical interpretation of the quantum observables.
Dirac’s procedure is more general than gravity: it applies to any fully constrained system. Let us
now try to apply it to the ADM formulation of general relativity. We then look for a space of functionals
carrying a representation of the quantum Poisson algebra[
qˆab(x), pˆi
cd(y)
]
= i~δcd(ab)δ
3(x, y), (32)
[qˆab(x), gˆcd(y)] = 0,[
pˆiab(x), pˆicd(y)
]
= 0.
Formally, we can proceed by analogy with better known cases, such as a scalar field theory, and consider
a Schro¨dinger representation qˆab(x) = qab(x), pˆi
ab(x) = −i~ δδqab(x) , acting on wave functionals
ψ[qab(x)] (33)
of the 3-metric. This procedure, which works well for the scalar field [15], encounters a number of
difficulties when applied to the gravitational context. For instance, to define the (kinematical) Hilbert
space we need a scalar product, formally∫
dg ψ[g]ψ′[g] ≡ 〈ψ | ψ′〉 . (34)
13
However, there is no Lebesgue measure on the space of metrics modulo diffeomorphisms that we can use
to define dg. Without this, we can not even check that qˆab(x) and pˆi
ab(x) are hermitian, nor that qˆab(x)
has positive definite spectrum, as needed to be a spacelike metric.
Let us ignore these and other similar issues, and try to proceed formally assuming that a well-defined
Hkin exist. The next step is to promote the constraints (20) to operators, and characterize their space
of solutions. Let us proceed in two halves,
Hkin Hˆ
a = 0−−−−−−→ HDiff Hˆ = 0−−−−−−→ Hphys. (35)
Consider first the vector constraint. In the Schro¨dinger representation defined above, the smeared version
gives
Hˆ(Na)ψ[qab] = 2i~
∫
Σ
d3x∇bNa δψ
δqab
= 0, (36)
after an integration by parts. This implies straightforwardly that
ψ[qab + 2∇(aNb)] ≡ ψ[qab],
namely the solution of the vector constraint are those functionals of the metric invariants under diffeomor-
phism. This is very nice, as it realizes at the quantum level the correct action of the classical constraints.
However, the space of solutions HDiff is again ill-defined, since it inherits from the kinematical one the
lack of measure theory or other means of control over it.
For the Hamiltonian constraint we can write
Hˆψ[qab] =
[
−~
2
2
Gabcd :
1√
detgˆ
δ2
δqab(x)δqcd(x)
: −
√
detgˆR(gˆ)
]
ψ[qab], (37)
where the colon : means that an ordering of the operators needs to be prescribed. The situation is more
complicated for the Hamiltonian constraint, since it requires the definition of products of operators at
the same point, notoriously very singular objects. The formal expression (37) is known as the Wheeler-
DeWitt equation. Even if manage to give a suitable ordering prescription and regularize the differential
operator, the problem with the equation is that we do not have any characterization of the solutions,
not even formally as for the diffeo-constraints above. And of course, again no clue on the knowledge of
the physical Hilbert space and scalar product (see however minisuperspace models [4]).
Loop quantum gravity is an approach to the problem which improves significantly the situation,
and gives a number of answers to these open questions. The key to LQG and to such improvement is
surprisingly simple: instead of changing the gravitational theory or the quantization paradigm, we just
use different variables to describe gravity. After all, we are familiar with the fact that not all choices of
fundamentals variables work out as well when quantizing a classical theory. Consider for instance the
harmonic oscillator. Classically, the most elegant description of the system is in terms of action-angle
variables, which parametrize the phase space as {φ, J} = 1 instead of {q, p} = 1. However, it is more
convenient to quantize the system using the (q, p) variables than the action-angle ones, which require
extra care in constructing the operator algebra and dealing with unitarity.
We now introduce the variables that allows us to reformulate general relativity in a way more amenable
to Dirac’s quantization procedure.
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2.3 Appendix
In this Appendix we report some calculations which are used in the main text.
Proof of the Gauss-Codazzi equation. We start the computation from the characterization of R in terms of
covariant derivatives ∇˜ defined as the projection of ∇ on Σ via qµν
2∇˜[µ∇˜ν]wρ = −wρ′Rρ
′
ρµν (38)
∇˜µ∇˜νwρ = ∇˜µ
(
q
ν′
ν q
ρ′
ρ ∇ν′wρ′
)
= qµ
′
µ q
ν′′
ν q
ρ′′
ρ ∇µ′
(
q
ν′
ν′′q
ρ′
ρ′′
∇ν′wρ′
)
(39)
it’s useful to notice that
q
µ′
µ q
ν′
ν ∇µ′qρν′ = qµ
′
µ q
ν′
ν ∇µ′
(
g
ρ
ν′
+ nρnν′
)
= (40)
= qµ
′
µ q
ν′
ν ∇µ′gρν′ + qµ
′
µ q
ν′
ν nν′∇µ′nρ + qµ
′
µ q
ν′
ν n
ρ∇µ′nν′ = (41)
= nρqµ
′
µ q
ν′
ν ∇µ′nν′ = Kµνnρ (42)
we used the definition of extrinsic curvature, orthogonality (qν
′
ν nν′ = 0) and metric compatibility (∇µ′gρν′ = 0).
∇˜µ∇˜νwρ = qµ
′
µ q
ν′
ν q
ρ′
ρ ∇µ′∇ν′wρ′ + qρ
′
ρ n
ν′
Kµν∇ν′wρ′ + qν
′
ν Kµρn
ρ′∇ν′wρ′ (43)
in particular if we consider w ∈ Σ thus nρ′wρ′ = 0
n
ρ′∇ν′wρ′ = ∇ν′nρ
′
wρ′ −wρ′∇ν′nρ
′
= −wρ′∇ν′nρ
′
(44)
Antisymmetrizing in a,b
∇˜[µ∇˜ν]wρ = qµ
′
[µ q
ν′
ν] q
ρ′
ρ ∇µ′∇ν′wρ′ + qρ
′
ρ n
ν′
K[µν]∇ν′wρ′ − qν
′
[νKµ]ρwρ′∇ν′nρ
′
= (45)
= qµ
′
µ q
ν′
ν q
ρ′
ρ ∇[µ′∇ν′]wρ′ −Kρ
′
[νKµ]ρwρ′ = (46)
= −1
2
q
µ′
µ q
ν′
ν q
ρ′
ρ R
ρ′′
ρ′µ′ν′wρ′′ −Kρ
′
[νKµ]ρwρ′ (47)
or in terms of the Riemann tensor using (38)
Rρ′ρµνwρ′ =
(
q
µ′
µ q
ν′
ν q
ρ′′
ρ R
ρ′
ρ′′µ′ν′
+ 2Kρ
′
[νKµ]ρ
)
wρ′ (48)
this equation state for w ∈ Σ for make it true for all v ∈M it is sufficient to take wµ = qµ′µ vµ′
Rσρµν = qµ
′
µ q
ν′
ν q
ρ′
ρ q
σ
σ′R
σ′
ρ′µ′ν′ + 2K
σ
[νKµ]ρ (49)
Or equivalently
Rσρµν = qµ
′
µ q
ν′
ν q
ρ′
ρ q
σ′
σ Rσ′ρ′µ′ν′ + 2Kσ[νKµ]ρ (50)
R = qσµqνρqµ′µ qν
′
ν q
ρ′
ρ q
σ′
σ Rσ′ρ′µ′ν′ + q
σµ
q
νρ
KσνKµρ − qσµqνρKσµKνρ = (51)
= qσ
′µ′
q
ν′ρ′
Rσ′ρ′µ′ν′ + Tr(KK) −K2 = (52)
= R + 2nν
′
n
ρ′
Rρ′ν′ + n
σ′
n
µ′
n
ν′
n
ρ′
Rσ′ρ′µ′ν′ + Tr(KK) −K2 (53)
the term nσ
′
nµ
′
nν
′
nρ
′
Rσ′ρ′µ′ν′ vanishes because of the symmetries of the Riemann tensor, using the fact that
nν
′
nρ
′
gρ′ν′ = −1 we can write
R = 2nν′nρ′
(
Rρ′ν′ − gρ
′ν′
2
R
)
+ Tr(KK) −K2 (54)
That is the first Gauss-Codazzi equation.
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Constraint Algebra. We define the Poisson bracket as
{A(y),B(z)} =
∫
d3x
δA(y)
δqab(x)
δB(z)
δpiab(x)
− δB(z)
δqab(x)
δA(y)
δpiab(x)
(55)
We start the computation from the diffeomorphism constraint
H( ~N) =
∫
d3xN lHl (56)
we want to show that it generates infinitesimal spatial diffeomorphism (it’s sufficient to do it on the phase space
variables) {
qab(y),H( ~N)
}
=
∫
d3xN l
δHl(x)
δpiab(y)
= 2∇(aNb) = L ~Nqab (57)
in fact from the definition of the Lie derivatives
L ~Nqab = (∇aNc)qcb + (∇bNc)qac −Nc∇cqab︸ ︷︷ ︸
=0
= 2∇(aNb)
Note that the functional derivative is easy to compute with a by part integration. The last term vanishes for
metric compatibility and in the Lie derivative you can substitute ∂ with ∇.
{
pi
ab
,H( ~N)
}
=
∫
−N l δHl(x)
δqab(y)
= −2pica∇cNb +√q∇k
(
Nk√
q
pi
ab
)
=
= −2pica∇cNb
√
q√
q
+
√
q(∇kNk)pi
ab
√
q
+
√
qN
k∇k pi
ab
√
q
=
=
√
qL ~N
piab√
q
+
piab√
q
(∇kNk)√q =
=
√
qL ~N
piab√
q
+
piab√
q
L ~N
√
q ≡ L ~Npiab
Note that piab is a tensorial density so its lie derivative has to be defined as above. Given A an arbitrary function
of q and pi using Leibniz we can compute the Poisson bracket easily
{
A,H( ~N)
}
=
∫
δA
δqab
δH( ~N)
δpiab
− δH(
~N)
δqab
δA
δpiab
=
=
∫
δA
δqab
{
qab,H( ~N)
}
−
{
pi
ab
,H( ~N)
} δA
δpiab
=
=
∫
δA
δqab
L ~Nqab −L ~Npiab
δA
δpiab
= L ~NA
In particular for H and Ha as function of h and pi we deduce
L ~NHb =
√
qL ~N
Hb√
q
+
Hb√
q
L ~N
√
q =
=
√
qN
a
∂a
Hb√
q
+Ha∂bN
a +Hb∇aNa =
= Na∂aHb +N
a
Hb
√
q∂a
1√
q
+Ha∂bN
a +Hb∇aNa =
= Na∂aHb −NaHb∂a(√q) 1√
q
+Ha∂bN
a +Hb∇aNa =
= Na∂aHb +Ha∂bN
a +Hb(∇aNa − N
a
√
q
∂a
√
q) =
= Na∂aHb +Ha∂bN
a +Hb∂aN
a
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In fact
∇aNa = ∂aNa + ΓabaNb
Na√
q
∂a
√
q =
1
2
N
a
q
ab
∂aqab = Γ
a
baN
b
Where the last equality is due to metric compatibility. We can conclude that{∫
N
a
Ha,Hb
}
= −Na∂aHb −Ha∂bNa −Hb∂aNa (58)
That is the smeared version of
{Ha(x),Hb(y)} = Ha(y)∂bδ(x− y)−Hb(x)∂′aδ(x− y) (59)
Moreover also the second Poisson bracket is easy to compute using the fact that H( ~N) is the generator of
infinitesimal diffeomorphism along ~N .
L ~NH =
√
qL ~N
H√
q
+
H√
q
L ~N
√
q = (60)
=
√
qN
a
∂a
H√
q
+
H√
q
(
1
2
√
qq
cdL ~Nqcd) =
= Na∂aH +
√
qN
a
H∂a
1√
q
+
H√
q
2
√
q
2
q
cd
qca∇dNa =
= Na∂aH +H∂aN
a +
√
qN
a
H(
−1
2
)
1√
q
q
cd
∂aqcd +HΓ
a
baN
b =
= Na∂aH +H∂aN
a +
√
qN
a
H(
−1
2
)
1√
q
q
cd∇aqcd︸ ︷︷ ︸
=0
= Na∂aH +H∂aN
a
putting all together {∫
N
a
Ha, H
}
= −Na∂aH −H∂aNa (61)
that is equivalent to
{Ha(x),H(y)} = H∂aδ(x− y) (62)
To ultimate the computation of the second Poisson bracket we need some preliminary results. Given an
arbitrary function f(pi, h) {{
f,H( ~N1)
}
,H( ~N2)
}
= L ~N1L ~N2f (63)
using the Jacobi identity{
f,
{
H( ~N1),H( ~N2)
}}
=
{{
H( ~N2), f
}
,H( ~N1)
}
+
{{
f,H( ~N1)
}
,H( ~N2)
}
=
=
(
−L ~N1L ~N2 + L ~N2L ~N1
)
f =
[
L ~N2 ,L ~N1
]
f =
= L[ ~N2, ~N1]f =
{
f,
∫
[N2, N1]
a
Ha
}
If we smear the (61) we obtain: {∫
N
a
1Ha,
∫
NH
}
=
∫
L ~NNH (64){∫
N
a
1Ha,
∫
N
a
2Ha
}
=
∫
[N1, N2]
a
Ha (65)
Finally we compute the last Poisson bracket, if N 6= N ′ (if they are equal it vanish)
{
H(N),H(N ′)
}
=
∫
d3x
δH(N)
δqab(x)
δH(N ′)
δpiab(x)
− δH(N
′)
δqab(x)
δH(N)
δpiab(x)
(66)
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We notice that all the algebraical terms in q and pi simplify each other. In fact
δH(x)
δqab(y)
∣∣∣∣
algebraic
part
= fh(x)abδ(x− y) (67)
δH(x)
δpiab(y)
∣∣∣∣
algebraic
part
= fpi(x)
ab
δ(x− y) (68)
{
H(N)|algebraic
part
, H(N ′)
∣∣
algebraic
part
}
=
∫
d3xNfhabN
′
f
ab
pi −N ′fabpi Nfhab = 0 (69)
The non algebraic part in q are in R conversely the Hamiltonian constraint is algebraic in pi.
{
H(N),H(N ′)
}
=
∫
d3x
δH(N)
non
algebraic
term
δqab(x)
δH(N ′)
δpiab(x)
−
δH(N ′)
non
algebraic
term
δqab(x)
δH(N)
δpiab(x)
(70)
We compute (ignoring algebraic terms for simplicity)
δq
∫
NH = −
∫
N
√
qq
ab
δRab =
= −
∫
N
√
q
(
∇a∇bδqcdqacqbd − qcd∇b∇bδqcd
)
=
= −
∫
δqcd
√
q
(
∇c∇dN −∇2(Nqcd)
)
Substituting this variation in the Poisson bracket the first term becomes∫
δ
∫
NH
δqab
δ
∫
N ′H
δpiab
= −
∫ √
q
(
∇a∇bN −∇2(Nqab)
)
2N ′
(
piab√
q
− piqab√
q(3− 1)
)
=
= −2
∫
(∇a∇bN)piabN ′ − (∇2N)piN ′ − (∇2N)N ′ pi
3− 1 + (pi∇
2
N)
qabqab
3− 1 N
′ =
= 2
∫
(∇a∇bN)piabN ′ +
(
3
3− 1 −
1
3− 1 − 1
)
piN
′∇2N =
= −2
∫ √
q(∇a∇bN)piab√
q
N
′ = 2
∫ √
q∇bN∇a
(
piabN
′
√
q
)
(71)
summing also the second term
[70] = 2
∫ √
q
[
∇bN∇a
(
piabN
′
√
q
)
−∇bN ′∇a
(
piabN√
q
)]
= (72)
= 2
∫ √
q
[
∇bN∇aN ′ piab√
q
+N ′(∇bN)∇a
(
piab√
q
)
−∇bN ′∇aN piab√
q
+N(∇bN ′)∇a
(
piab√
q
)]
=
=
∫ (
−N ′∇bN +N∇bN ′
)
2
√
q∇a
(
piab√
q
)
=
∫ (
N∇bN ′ −N ′∇bN
)
Ha
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3 Tetrad formulation
A tetrad is a quadruple of 1-forms, eIµ(x), I = 0, 1, 2, 3 such that
gµν(x) = e
I
µ(x)e
J
ν (x)ηIJ . (73)
By its definition, it provides a local isomorphism between a general reference frame and an inertial one,
characterized by the flat metric ηIJ . A local inertial frame is defined up to a Lorentz transformation,
and in fact notice that the definition is invariant under
eIµ(x) −→ e˜Iµ(x) = ΛIJ(x)eJµ(x). (74)
This means that the “internal” index I carries a representation of the Lorentz group. Contracting
vectors and tensors in spacetime with the tetrad, we get objects that transform under the Lorentz
group, e.g. eIµn
µ = nI . The tetrad thus provides an isomorphism between the tangent bundle of M,
T (M) = ⋃ρ (ρ, Tρ(M)), and a Lorentz principal bundle F = (M, SO(3, 1)). On this bundle we have a
connection ωIJµ , that is a 1-form with values in the Lorentz algebra, which we can use to define covariant
differentiation of the fibers,
Dµv
I(x) = ∂µv
I(x) + ωIµJ (x)v
J (x). (75)
This is the analogue of the covariant derivative ∇µ = ∂µ + Γµ for vectors in T (M). We can also define
the derivative for objects with both indices, such as the tetrad,
DµeIν = ∂µeIν + ωIµJeJν − ΓρνµeIρ. (76)
As the Levi-Civita connection Γ(g) is metric-compatible, i.e. ∇µgνρ = 0, we require ωµ to be tetrad-
compatible, i.e. DµeIν ≡ 0, and call it spin connection. This implies
∂(µe
I
ν) + ω
I
(µJe
J
ν) = Γ
ρ
(νµ)e
I
ρ, ∂[µe
I
ν] + ω
I
[µJe
J
ν] = Γ
ρ
[νµ]e
I
ρ ≡ 0, (77)
where we separated the spacetime indices into their symmetric and antisymmetric combinations, and
used the fact that the Levi-Civita connection Γ(g) has no antisymmetric part.
From these equations we immediately obtain the following relation between the spin and Levi-Civita
connections,
ωIµJ = e
I
ν∇µeνJ , (78)
as well as the fact that the spin connection satisfies
dωe
I = deI + ωIJ ∧ eJ =
(
∂µe
I
ν + ω
I
µJe
J
ν
)
dxµ ∧ dxν = 0. (79)
This equation is known as Cartan’s first structure equation. Here we introduced the exterior calculus of
forms, with d the exterior derivative, dω the covariant exterior derivative, and ∧ the wedge product. See
[27] for an introduction to this formalism.
Given the connection, we define its curvature
F IJ = dωIJ + ωIK ∧ ωKJ , (80)
whose components are
F IJµν = ∂µω
IJ
ν − ∂νωIJµ + ωIKµωKJν − ωJKµωKIν . (81)
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Using the solution ω(e) given in (78), an explicit calculation gives
F IJµν (ω (e)) ≡ eIρeJσRµνρσ(e), (82)
where Rµνρσ(e) is the Riemann tensor constructed out of (the metric defined by) the tetrad e
I
µ. This
relation is known as Cartan second structure equation. It shows that general relativity is a gauge theory
whose local gauge group is the Lorentz group, and the Riemann tensor is nothing but the field-strength
of the spin connection.
Cartan second structure equation. Starting from the definition of F in (81) and inserting (78), we have
F
IJ
µν =∂µe
I
ρ∂νe
ρJ + ∂µe
I
ρΓ
ρ
σνe
σJ + eIρ∂µ (Γ
ρ
σν) e
σJ + eIρΓ
ρ
σν∂µe
σJ + eIρ∂µe
ρ
Ke
K
σ ∂νe
σJ+
+ eIρΓ
ρ
δµe
δ
Ke
K
σ ∂νe
σJ + eIρ∂µe
ρ
Ke
K
σ Γ
σ
δνe
δJ + eIρΓ
ρ
δµe
δ
Ke
K
σ Γ
σ
ηνe
ηJ − (µ↔ ν).
Next, we use eIρe
ρ
K = δ
I
K and e
I
ρ∂µe
ρ
K = −∂µ(eIρ)eρK to rewrite this expression as
F
IJ
µν = e
I
ρe
σJ
∂µ (Γ
ρ
σν) + e
I
ρe
σJΓρδµΓ
δ
σν + ∂mue
I
ρ∂νe
ρJ − ∂µeIρ∂νeρJ+
+ ∂µe
I
ρΓ
ρ
σνe
σJ − ∂µeIρΓρσνeσJ + eIρΓρσν∂µeσJ + eIρΓρσµ∂νeσJ − (µ↔ ν)
= 2eIρe
Jσ
(
∂(µΓ
ρ
σν) + Γ
ρ
δ(µΓ
δ
σν)
)
= eIρeσJRµνρσ .
Relation between the determinants. The determinant g of gµν is related to the determinant of the tetrad e by the
simple relation
g = −e2. (83)
This expression can be easily derived recalling Caley’s formula for the determinant of a matrix,
g = detgµν =
1
4!
ε
µνρσ
ε
αβγδ
gµαgνβgργgσδ. (84)
If we substitute the expression of gµν in terms of tetrads we get
g = det
(
e
I
µe
J
ν ηIJ
)
=
1
4!
ε
µνρσ
ε
αβγδ
e
I
µe
J
αηIJe
K
ν e
L
βηKLe
M
ρ e
N
γ ηMNe
O
σ e
P
δ ηOP =
=
1
4!
ε
µνρσ
e
I
µe
K
ν e
M
ρ e
O
σ ε
αβγδ
e
J
αe
L
β e
N
γ e
P
δ ηIJηKLηMNηOP =
=
1
4!
e
2
ε
IKMO
ε
JLNP
ηIJηKLηMNηOP = −e2
3.1 The action in terms of tetrads
The Einstein-Hilbert action can be rewritten as a functional of the tetrad in the following way (recall we
take units 16piG = 1),
SEH(e
I
µ) =
1
2
εIJKL
∫
eI ∧ eJ ∧ FKL (ω(e)) . (85)
On top of the invariance under diffeomorphism, this reformulation of the theory possesses an additional
gauge symmetry under local Lorentz transformations.
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Rewriting the actions in terms of tetrads. Explicitly using (82) and (83)
SEH(gµν(e)) =
∫
d4x
√−g gµνRµν =
∫
d4x e eµI e
νI
Rµρνσe
ρ
Je
σJ =
=
∫
d4xeeµI e
ρ
JF
IJ
µρ (ω(e)) =
∫
d4x
1
4
εIJKLε
µραβ
e
K
α e
L
βF
IJ
µρ (ω(e))
=
∫
1
2
εIJKLe
I ∧ eJ ∧ FKL (ω(e))
A fact which plays an important role in the following is that we can lift the connection to be an inde-
pendent variable, and consider the new action
S(eIµ, ω
IJ
µ ) =
1
2
εIJKL
∫
eI ∧ eJ ∧ FKL (ω) . (86)
Although it depends on extra fields, this action remarkably gives the same equations of motion as the
Einstein-Hilbert one (85). This happens because the extra field equations coming from varying the action
with respect to ω do not add anything new: they simply impose the form (78) of the spin connection,
and general relativity is thus recovered.
Deriving the fields equations. One first verifies the Palatini identity
δωF
KL (ω) = dωδω
KL
. (87)
Then, the variation gives
δωS =
1
2
εIJKL
∫
e
I ∧ eJ ∧ dωδωKL = −1
2
εIJKL
∫
dω
(
e
I ∧ eJ
)
∧ δωKL (88)
after an integration by part. Imposing the vanishing of the variation, we obtain the field equation
εIJKLe
I ∧ dωeJ = 0. (89)
If the tetrad is invertible this equation implies dωe
J = 0, which in turns implies (78) in terms of the Levi-Civita
connection of the metric associated with eIµ.
As it gives the same field equations, (87) can be used as the action of general relativity. Notice that
only first derivatives appears, thus it provides a first order formulation of general relativity. Furthermore,
the action is polynomial in the fields, a desirable property for quantization. On the other hand, there
are two non-trivial aspects to take into account:
• The equivalence with general relativity holds only if the tetrad is non-degenerate, i.e. invertible.
On the other hand, (87) is also defined for degenerate tetrads, since inverse tetrads never appear.
Compare the situation with the Einstein-Hilbert action, where the inverse metric appears explicitly.
Hence, the use of (87) leads naturally to an extension of general relativity where a sector with
degenerate tetrads, and thus degenerate metrics, exists.
• If we insist on the connection being an independent variable, there exists a second term that we
can add to the Lagrangian that is compatible with all the symmetries and has mass dimension 4:
δIJKLe
I ∧ eJ ∧ FKL(ω), (90)
where δIJKL ≡ δI[KδL]J . This term is not present in the ordinary second order metric, since when
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(78) holds,
δIJKLe
I ∧ eJ ∧ FKL(ω(e)) = µνρσRµνρσ(e) ≡ 0. (91)
Adding this second term to (87) with a coupling constant 1/γ leads to the so-called Holst action [28]
S (e, ω) =
(
1
2
εIJKL +
1
γ
δIJKL
)∫
eI ∧ eJ ∧ FKL (ω) . (92)
Assuming non-degenerate tetrads, this action leads to the same field equations of general relativity,
ωIJµ = e
I
ν∇µeJν , Gµν(e) = 0. (93)
This result is completely independent of the value of γ, which is thus a parameter irrelevant in classical
vacuum general relativity. It will however turn out to play a key role in the quantum theory, where it is
known as the Immirzi parameter.3
Deriving the fields equations for the Holst action. The vanishing of the variations give(
1
2
εIJKL +
1
γ
δIJKL
)
e
I ∧ dωeJ = 0, (94)(
1
2
εIJKL +
1
γ
δIJKL
)
e
J ∧ FKL (ω) = 0. (95)
For invertible tetrads, the first one is again uniquely solved by (78). Substituting this solution into the second
equation we get
e
Iν
G
α
ν +
1
γ
δIJKLε
µσδα
e
J
µF
KL
σδ = e
Iν
G
α
ν +
1
γ
δIJKLε
µσδα
e
J
µe
Kν
e
Lρ
Rσδνρ =
= eIνGαν +
1
2γ
ε
µσδα
(
e
Iν
δ
ρ
µ − eIρδνµ
)
Rσδνρ = e
Iν
G
α
ν − 1
γ
ε
σδµα
e
Iν
Rσδµν = e
Iν
G
α
ν = 0,
which is equivalent to Gµν = 0 thanks to the non-degeneracy of the tetrad. In the last step we used the first
Bianchi identity εσδµαRσδµν = 0.
3.2 Hamiltonian analysis of tetrad formulation
For the Hamiltonian formulation we proceed as before, assuming a 3 + 1 splitting of the space-time
(M∼= R× Σ) and coordinates (t, x). We introduce the lapse function and the shift vector (N , Na) and
the ADM decomposition of the metric (11). It is easy to see that a tetrad for the ADM metric is given
by
eI0 = e
I
µτ
µ = NnI +NaeIa, δije
i
ae
j
b = gab, i = 1, 2, 3. (96)
The “triad” eia is the spatial part of the tetrad. As before, we want to identify canonically conjugated
variables and perform the Legendre transform, but we now have two new features which complicate the
analysis. The first one is the tetrad formulation, which in particular has introduced a new symmetry
in the action: the invariance under local Lorentz transformations. As a consequence, we expect more
constraints to appear, corresponding to the generators of the new local symmetry. The second one is the
use of the tetrad and the connection as independent fields. Therefore, the conjugate variables are now
functions of both eIa and ω
IJ
a (and their time derivatives), as opposed to be functions of the metric gab
only.
3The Immirzi parameter becomes relevant also at the classical level if source of torsion are present [29, 30].
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The consequence of these novelties is a much more complicated structure than in the metric case.
In particular, the constraint algebra is second class. However, there is a particular choice of variables
which simplifies the analysis, making it possible to implement a part of the constraint and reducing the
remaining ones to first class again. These are the famous Ashtekar variables, which we now introduce.4
To simplify the discussion, it is customary to work in the “time gauge” eIµn
µ = δI0 , where
e0µ = (N, 0) −→ eI0 =
(
N,Naeia
)
. (97)
The crucial change of variables is the following: we define the densitized triad
Eai = ee
a
i =
1
2
εijkε
abcejbe
k
c , (98)
and the Ashtekar-Barbero connection
Aia = γω
0i
a +
1
2
εijkω
jk
a . (99)
These variables turns out to be conjugated. In fact, we can rewrite the action (92) in terms of the new
variables as [31, 24]
S(A,E,N,Na) =
1
γ
∫
dt
∫
Σ
d3x
[
A˙iaE
a
i −Ai0DaEai −NH −NaHa
]
, (100)
where
Gj ≡ DaEai = ∂aEaj + εjk`AjaEa`, (101)
Ha =
1
γ
F jabE
b
j −
1 + γ2
γ
KiaGi, (102)
H =
[
F jab −
(
γ2 + 1
)
εjmnK
m
a K
n
b
] εjk`EakEb`
detE
+
1 + γ2
γ
Gi∂a
Eai
detE
. (103)
The resulting action is similar to (17), with (A,E) as canonically conjugated variables, as opposed to
(q, pi). Lapse and shift are still Lagrange multipliers, and consistently we still refer to H(A,E) and
Ha(A,E) as the Hamiltonian and space-diffeomorphism constraints.
The algebra is still first class. The new formulation in terms of tetrads has introduced the extra
constraint (101). The reader familiar with gauge theories will recognize it as the Gauss constraint. Just
as the Hµ constraints generate diffeomorphisms, the Gauss constraint generates gauge transformations.
It is in fact easy to check that Ebj and A
i
a transform respectively as an SU(2) vector and as an SU(2)
connection under this transformation.
The algebra generated by the Gauss constraint. We define the smearing of the Gauss constraint
G (Λ) =
∫
d3xGi(x)Λ
i(x). (104)
Its Poisson bracket with the canonical variables give{∫
d3xΛj(x)Gj(x), E
a
i (y)
}
=
∫
d3xΛj(x)
{
∂bE
b
j + εmjnA
m
b E
bn
, E
a
i (y)
}
=
= γεmjnΛ
j(y)Ebn(y)δab δ
m
i = γεijnΛ
j(y)Ean(y),
4On the general analysis with the second class constraints see [31].
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{∫
d3xΛj(x)Gj(x),A
i
a(y)
}
=
∫
d3xΛj(x)
{
∂bE
b
j + εmjnA
m
b E
bn
, A
i
a(y)
}
=
= γ∂aΛ
i(y) + γεmjiΛ
j(y)Ama (y).
Hence, {
G(Λ), ∂aE
a
i (y) + εjikA
j
aE
ak(y)
}
=
= γεijn∂a
(
Λj(y)Ean(y)
)
− γεjikAja(y)εk`nΛ`(y)Ean(y)+
+ γεjikE
ak
(
∂aΛ
j(y) + εm`jΛ
`(y)Ama (y)
)
=
= γεijnΛ
j(y)∂aE
an(y) + γ (εijkε`nk − εinkε`jk)Λ`(y)Ean(y)Aja(y) =
= γεi`kΛ
`(y)∂aE
ak(y) + γεi`kΛ
`(y)εjknE
an(y)Aja(y) = γεi`kΛ
`(y)Gk(y).
Finally, smearing also the second term in the above bracket we get
{G(Λ1), G(Λ2)} = γ
2
G ([Λ1,Λ2]) , (105)
which we recognize as the su(2) algebra structure equations.
We should not be surprised of the appearance of this extra constraint. When we use the tetrad
formalism, we introduce a new symmetry in the theory, the invariance under local gauge transformation.
The Gauss constraint is there to enforce this invariance at the canonical level. On the other hand, it
might be more puzzling that although the local gauge invariance of the covariant action was the full
Lorentz group, the Legendre transform (100) is only invariant under SU(2).
The origin of this puzzle lies precisely in the change of variables (98-99). The Ashtekar-Barbero
connection is an SU(2) connection, not a Lorentz connection. In particular, it is not the pull-back of the
space-time Lorentz connection [32]. It should then be seen as an auxiliary variable, useful to recast the
algebra in a first class form.
Summarizing, in this formulation of General Relativity the theory is described by an extended phase
space of dimension 18 · ∞3 with the fundamental Poisson bracket{
Aia(x), E
b
j (y)
}
= γδbaδ
i
jδ
3(x, y) (106)
This new internal index i corresponds to the adjoint representation of SU(2), and we can recover the old
12 · ∞3 dimensional phase space on the constraint surface Gi = 0 dividing by gauge orbits generated by
G. This group SU(2) should be seen as an auxiliary local symmetry group, since the connection with
the original Lorentz group of the tetrad formulation is hidden in the change of variables (98-99). It is
only for the special case γ = i (which is the original one introduced by Ashtekar) that the relation is
manifest: in that case, the SU(2) corresponds to the self-dual subgroup of the Lorentz group. Notice
that this case also leads to a simplification of the Hamiltonian constraint (103). On the other hand,
the variables are now complex, and to recover general relativity one needs to impose reality conditions.
These are particularly difficult to deal with at the quantum level, and for this reason most developments
in LQG have focused on γ real. This is what we do also in this review.
3.3 Smearing of the algebra
The next step is to smear the algebra (106), as we did previously with the ADM variables. This is
needed in order to proceed with the quantization. At this stage, the different tensorial nature of Aa
and Ea plays a key role. If we were doing gauge theory on flat spacetime, we would not pay attention
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to the different indices, and just smear the connection and the electric field with the same type of test
functions. On the contrary, now that the non-trivial geometry of spacetime is our main goal, we have to
be careful. In fact, a brief look at (98) shows that the densitised triad is a 2-form. Hence, it is natural
to smear it on a surface,
Ei(S) ≡
∫
S
naE
a
i d
2σ, (107)
where na = εabc
∂xb
∂σ1
∂xc
∂σ2
is the normal to the surface. The quantity Ei(S) is the flux of E across S.
The connection on the other hand is a 1-form, so it is natural to smear it along a 1-dimensional
path. Recall that a connection defines a notion of parallel transport of the fiber over the base manifold.
Consider a path γ and a parametrization of it xa(s) : [0, 1]→ Σ. Given a connection Aia we can associate
to it an element of SU(2) Aa ≡ Aiaτi where τi are the generator of SU(2).
t0
t
γ
Then we can integrate Aa along γ as a line integral,
Aia −→
∫
γ
A ≡
∫ 1
0
dsAia(x(s))
dxa(s)
ds
τi. (108)
Next, we define the holonomy of A along γ to be
hγ = P exp
(∫
γ
A
)
, (109)
where P stands for the path-ordered product. That is,
hγ =
∞∑
n=0
∫∫∫
1>sn>···>s1>0
A(γ(s1)) · · ·A(γ(sn))ds1 · · · dsn (110)
where we parametrized the line with s ∈ [0, 1].
On the definition of the holonomy. More precisely, we call holonomy the solution of the differential equation
d
dt
hγ(t)− hγ(t)A(γ(t)) = 0, hγ(0) = 1. (111)
If we integrate the equation by iteration we have
hγ(t) = 1 +
∫ t
0
A(γ(s))hγ(s)ds = (112)
= 1 +
∫ t
0
A(γ(s1))hγ(s1)ds1 +
∫ t
0
∫ 1
s1
A(γ(s1))A(γ(s2))hγ(s2)ds1ds2 =
= . . .
therefore formally
hγ(t) =
∞∑
n=0
∫∫∫
t>s1>···>sn>0
A(γ(s1)) · · ·A(γ(sn))ds1 · · · dsn. (113)
To complete the proof, one needs to show that the series is well defined. Indeed, it converges with respect to sup
norm
||hγ || ≤
∞∑
n=0
∫∫∫
t>s1>···>sn>0
||A(γ(s1)) · · ·A(γ(sn))|| ds1 · · · dsn ≤
∞∑
n=0
||A||n t
n
n!
. (114)
For further reference, let us also notice that the terms of the series can be written as integrals over square domains
(s1, . . . , sn) ∈ [0, t]n, instead triangle domains t > s1 > · · · > sn > 0. This gives
hγ(t) = P exp
[∮
γ
A
]
=
∞∑
n=0
1
n!
∫∫∫

P (A(γ(s1)) · · ·A(γ(sn)) . (115)
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Let us list some useful properties of the holonomy.
• The holonomy of the composition of two paths is the product of the holonomies of each path,
hβα = hβhα. (116)
• Under a local gauge transformations g(x) ∈SU(2), the holonomy transforms as
hgγ = gs(γ) hγ g
−1
t(γ), (117)
where s(γ) and t(γ) are respectively the source and target points of the line γ.
• Under the action of diffeomorphism, the holonomy transforms as
hγ (φ
∗A) = hφ◦γ (A) . (118)
• The functional derivative with respect to the connection gives
δhγ [A]
δAia(x)
=

1
2 x˙
aδ(3)(γ(s), x) τihγ if x is the source of γ
1
2 x˙
aδ(3)(γ(s), x)hγτi if x is the target of γ
x˙aδ(3)(γ(s), x)hγ(0, s)τihγ(s, 1) if x is inside γ
(119)
Basic proofs. If not otherwise specified, we assume for simplicity that the source is t0 = 0. For two composable
paths α and β, we define the composition
βα =
{
β(t), if t ∈ [0, S]
α(t− S), if t ∈ [S, T + S] (120)
If we split the integrals as
∫ S+T
0
=
∫ S
0
+
∫ S+T
S
, (115) reads
∫∫∫

=
n∑
i=0
(
n
i
)∫ S
0
dt1 · · ·
∫ S
0
dti
∫ T
0
dti+1 · · ·
∫ T
0
dtn. (121)
This allows us to split the path ordering as follows,
P (A(βα(t1)) · · ·A(βα(tn))) = P (A(β(ti+1)) · · ·A(β(tn)))P (A(α(t1)) · · ·A(α(ti))) . (122)
Hence, the holonomy along the composite path is
hβα =
∞∑
n=0
n∑
i=0
1
i! (n− i)!
∫
(T )
P (A(β(ti+1)) · · ·A(β(tn)))
∫
(S)
P (A(α(t1)) · · ·A(α(ti)))
=
∞∑
i,q=0
1
q!
∫
(T )
P (A(β(t1)) · · ·A(β(tq))) (−1)
i
i!
∫
(S)
P (A(α(t1)) · · ·A(α(ti)))
= hβhα,
which proves (116). In the second step, we defined q = n− i.
To prove (117), let us introduce families of vectors u(t) and w(t) such that
w(t) = u(t)g(γ(t)) = hγ(t)g(γ(t))u(0). (123)
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w(t) satisfies the following differential equation,
d
dt
w(t) = hg˙u(0) + h˙gu(0) = hgg−1g˙u(0) + hgg−1Agu(0)
= hg
(
g
−1
g˙ + g−1Ag
)
u(0) =
(
gg˙
−1 + g−1Ag
)
ghu(0) = Agw(t),
which implies that w(t) = hgγ(t)w(0) = h
g
γ(t)g(γ(0))u(0). Comparing with (123) we find (117).
The action of a diffeomorphism φ on the line integral of the connection is given by∫
γ
φA =
∫ 1
0
Aµ (φ ◦ γ(t)) ∂νφµ (γ(t)) γ˙ν(t)dt =
∫ 1
0
Aµ (φ ◦ γ(t)) d
dt
(φ ◦ γ)µ (t)dt, (124)
which implies immediately
hγ (φA) = hφ◦γ (A) . (125)
Finally, to prove (119), let us compute the differential equation satisfied by
δhγ(t0,t)
δAia(x)
in the two cases of x
being inside the path or at one boundary. If x is inside γ, from (111) we get
d
dt
δhγ(t0, t)
δAia(x)
− δhγ(t0, t)
δAia(x)
A(γ(t)) = 0, (126)
which is solved by
δhγ (t0,t)
δAia(x)
= h(t0, s)τix˙
ah(s, t). Then, by the Leibniz rule we also know that
δhγ(t0, t)
δAia(x)
=
δhγ(t0, s)
δAia(x)
hγ(s, t) + hγ(t0, s)
δhγ(s, t)
δAia(x)
= h(t0, s)τix˙
a
h(s, t). (127)
From this we can argue that if x is at one boundary we must have
δhγ(t0, t)
δAia(x)
=
{
1
2
x˙aτihγ(t0, t) if x is the source of γ
1
2
x˙ahγ(t0, t)τi if x is the target of γ
(128)
3.4 Summary
In this section we have taken the two key steps needed to prepare general relativity for the loop quantiza-
tion. The first step was to reformulate the theory in terms of the tetrad field and an SU(2) independent
connection, the Ashtekar-Barbero connection (99). The second step was to regularize the resulting Pois-
son algebra using paths and surfaces, instead of the all of space as in traditional smearings (cf. what was
done in the ADM formulation). The resulting smeared algebra of hγ [A] and Ei(S) is called holonomy-
flux algebra. It provides the most natural regular (i.e. no delta functions appear) version of the Poisson
algebra (106).
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4 Loop quantum gravity: Kinematics
The formulation of General Relativity in terms of the Ashtekar-Barbero connection and the densitized
triad let us to talk about General Relativity in the language of a SU(2) gauge theory, with Poisson
brackets (106) and the three sets of constraints
Gi = 0 Gauss law
Ha = 0 Spatial diffeomorphism invariance
H = 0 Hamiltonian constraint
The difference with a gauge theory is of course in the dynamics: In gauge theory, after imposing the
Gauss law, we have a physical Hamiltonian. Here instead we still have a fully constrained system.
Let us first briefly review some basic steps in the quantization of gauge theories. In a nutshell, the
usual procedure goes along these lines:
• Use the Minkowski metric to define a Gaussian measure δA on the space of connections modulo
gauge-transformations.
• Consider the Hilbert space L2 (A, δA) 3 ψ[A] and define the Schro¨dinger representation
Aˆiaψ[A] = A
i
aψ[A], (129a)
Eˆai ψ[A] = −i~γ
δ
δAia
ψ[A], (129b)
which satisfies the canonical commutation relation,[
Aˆia(x), Eˆ
b
j (y)
]
= i~γδbaδ
i
jδ
3(x, y). (130)
• Impose the Gauss law constraint, Gˆiψ[A] = 0, which selects the gauge-invariant states.
• Study the dynamics with the physical Hamiltonian,
i∂tψ[A] = Hˆψ[A]. (131)
In practice, the easiest way to deal with the dynamics is to decompose A in plane waves and the
Hilbert space into a Fock space, L2(A, δA) = HFock =
⊕
nHn, the direct sum over n-particles
spaces.
The key difference in the case of general relativity is that we do not have a background metric at
disposal to define the integration measure, since now the metric is a fully dynamical quantity. Hence, we
need to define a measure on the space of connections without relying on any fixed background metric.
The key to do this is the notion of cylindrical functions, which we introduce next.
Commutator. [
Aˆ
i
a(x), Eˆ
b
j (y)
]
ψ[A] = −i~γAia(x) δ
δA
j
b(y)
ψ[A] + i~γ
δ
δA
j
b(y)
A
i
a(x)ψ[A]
= i~γ
δAia(x)
δA
j
b(y)
ψ[A] = i~γδbaδ
i
jδ
3(x, y)ψ[A]
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4.1 Cylindrical functions and the kinematical Hilbert space
Roughly speaking, a cylindrical function is a functional of a field that depends only on some subset of
components of the field itself. In the case at hand, the field is the connection, and the cylindrical functions
are functionals that depend on the connection only through the holonomies he[A] = P exp
(∫
e
A
)
along
some finite set of paths e. Consider a graph Γ, defined as a collection of oriented paths e ⊂ Σ (we will
call these paths the links of the graph) meeting at most at their endpoints. Given a graph Γ ⊂ Σ we
denote by L the total number of links that it contains. A cylindrical function is a couple (Γ, f) of a graph
and a a smooth function f : SU(2)L −→ C, and it is given by a functional of the connection defined as
〈A | Γ, f〉 = ψ(Γ,f)[A] = f(he1 [A], . . . , heL [A]) ∈ CylΓ (132)
where ei with i = 1, . . . , L are the links of the corresponding graph Γ.
Collection of paths Γ = {e1, . . . , en}
This space of functionals can be turned into an Hilbert space if we equip it with a scalar product. The
switch from the connection to the holonomy is crucial in this respect, because the holonomy is an element
of SU(2), and the integration over SU(2) is well-defined. In particular, there is a unique gauge-invariant
and normalized measure dh, called the Haar measure. Using L copies of the Haar measure, we define on
CylΓ the following scalar product,
〈
ψ(Γ,f) | ψ(Γ,f ′)
〉 ≡ ∫ ∏
e
dhef(he1 [A], . . . , heL [A])f
′(he1 [A], . . . , heL [A]). (133)
This turns CylΓ into an Hilbert space HΓ associated to a given graph Γ.
Next, we define the Hilbert space of all cylindrical functions for all graphs as the direct sum of Hilbert
spaces on a given graph,
Hkin = ⊕
Γ⊂Σ
HΓ. (134)
The scalar product on Hkin is easily induced from (133) in the following manner: if ψ and ψ′ share the
same graph, then (133) immediately applies. If they have different graphs, say Γ1 and Γ2, we consider a
further graph Γ3 ≡ Γ1 ∪ Γ2, we extend f1 and f2 trivially on Γ3, and define the scalar product as (133)
on Γ3: 〈
ψ(Γ1,f1) | ψ(Γ2,f2)
〉 ≡ 〈ψ(Γ1∪Γ2,f1) | ψ(Γ1∪Γ2,f2)〉 . (135)
The key result, due to Ashtekar and Lewandowski, is that (134) defines an Hilbert space over (suitably
generalized, see [35] for details) gauge connections A on Σ, i.e.
Hkin = L2[A, dµAL]. (136)
The integration measure dµAL over the space of connections is called the Ashtekar-Lewandowski measure.
What (136) means is that (135) can be seen as a scalar product between cylindrical functionals of the
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connection with respect to the Ashtekar-Lewandowski measure:∫
dµAL ψ(Γ1,f1)(A)ψ(Γ2,f2)(A) ≡
〈
ψ(Γ1,f1) | ψ(Γ2,f2)
〉
. (137)
Now that we have a candidate kinematical Hilbert space which does not require a background metric,
let us look for a representation of the holonomy-flux algebra on it. To that end, it is convenient to
introduce an orthogonal basis in the space. This can be done easily thanks to the Peter-Weyl theorem.
It states that a basis on the Hilbert space L2(G, dµHaar) of functions on a compact group G is given by
the matrix elements of the unitary irreducible representation of the group. For the case of SU(2),
f(g) =
∑
j
fˆ jmnD
(j)
mn(g)
j = 0, 12 , 1, . . .
m = −j, . . . , j (138)
where the Wigner matrices D
(j)
mn(g) give the spin-j irreducible matrix representation of the group element
g. This immediately applies to HΓ, since the latter is just a tensor product of L2(SU(2), dµHaar). That
is, the basis elements are
〈A | Γ; je,me, ne〉 ≡ D(j1)m1n1(he1) . . . D(jn)mnnn(hen), (139)
and a function ψ(Γ,f)[A] ∈ HΓ can be decomposed as
ψ(Γ,f)[A] =
∑
je,me,ne
fˆ j1,...,jnm1,...,mn,n1,...,nnD
(j1)
m1n1(he1 [A]) . . . D
(jn)
mnnn(hen [A]). (140)
On this basis, we can give a Schro¨dinger representation like (129) for the regularized holonomy-flux
version of the algebra. Consider for simplicity the fundamental representation, he ≡ D( 12 )(he). The
holonomy acts by multiplication,
hˆγ [A]he[A] = hγ [A]he[A], (141a)
and the flux through the derivative (119),
Eˆi(S)he[A] = −i~γ
∫
S
d2σna
δhe[A]
δAia(x(σ))
= ±i~γhe1 [A]τihe2 [A]. (141b)
Here e1 and e2 are the two new edges defined by the point at which the triad acts and the sign depends
on the relative orientation of e and S. The action vanishes, Eˆ[S]he1 [A] = 0, when e is tangential to S or
e ∩ S = 0.
Action of the Flux. In the case e ∪ S = p recalling (119) we have
Eˆi(S)he =− i~γ
∫
S
d2σna
∫ 1
0
dsx˙a(s)δ3(p, x(σ))he1τihe2 = (142)
− i~γ(−1)o(p)he(0, s)τihe(s, 1) (143)
where (−1)o(p) = ±1 depending if σ1, σ2, s is a right or left handed coordinates system∫
S
∫ 1
0
dσ1dσ2dsεabc
∂xa
∂σ1
∂xb
∂σ2
∂xc
∂s
δ
3(x(s), x(σ)) = ±
∫
d3xδ(x) = ±1 (144)
If there are no intersection the integration of the δ3(p, x(σ)) is 0. In the case of e tangent to S we can compute
the action of E as a limit of a double intersection. Because the two contributes have relative opposite sign the
limit is trivially 0.
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Consider now the action of the scalar product of two fluxes acting inside the link,
Eˆi(S)Eˆ
i(S)he[A] = −~2γ2 he1 [A]τ iτihe2 [A]. (145)
On the right hand side, we see the appearance of the scalar contraction of algebra generators, τ iτi ≡ C2.
This scalar product is known as the Casimir operator of the algebra. In the fundamental representation
considered here, C2 = − 3412. The Casimir clearly commutes with all group elements, thus (145) can be
written as
Eˆi(S)Eˆ
i(S)he[A] = −~2C2γ2 he1 [A]he2 [A] = −~2C2γhe[A]. (146)
This expression will be useful below.
On the other hand, if two consecutive fluxes act on one endpoint, say the target, we get
Eˆi(S)Eˆj(S)he[A] = −~2γ2 he[A]τiτj . (147)
From this result we immediately find that two flux operators do not commute,
[Eˆi(S), Eˆj(S)]he[A] = −~2γ2 he[A][τi, τj ] = −~2γ2ijk he[A]τk. (148)
The actions (141) of the holonomy-flux algebra trivially extends to a generic basis element D(j)(h).
The action (141a) is unchanged, and in the right hand side of (141b) one simply has to replace τi
by the generator Ji in the arbitrary irreducible j. Consequently, in (146) we have the Casimir C
2
j =
−j(j + 1)12j+1 on a generic irreducible representation,
Eˆi(S)Eˆ
i(S)D(j)(he) = ~
2γ2j(j + 1)D(j)(he). (149)
Finally, the action is extended by linearity over the whole Hkin. The remarkable fact is that this rep-
resentation of the holonomy-flux algebra on Hkin is unique, as proved by Fleischhack and Lewandowski,
Okolow, Sahlmann, Thiemann [33]. This uniqueness result can be compared to the Von Neumann the-
orem in quantum mechanics on the uniqueness of the Schro¨dinger representation. It is well-known that
the uniqueness does not extend to interacting field theories on flat spacetime. Remarkably, insisting on
background-independence reintroduces such uniqueness also for a field theory.
What we have accomplished with this construction is the definition of a well-behaved kinematical
Hilbert space for general relativity. It carries a representation of the canonical Poisson algebra, and as
a bonus, this representation is unique. Following Dirac, we now have a well-posed problem of reduction
by the constraints:
Hkin Gˆi = 0−−−−−→ H0kin Hˆ
a = 0−−−−−−→ HDiff Hˆ = 0−−−−−−→ Hphys. (150)
4.2 Gauge-invariant Hilbert space
The first step is to find the solutions of the quantum Gauss constraint. These are the states in Hkin
that are SU(2) gauge invariant. These solutions define a new Hilbert space, that we call H0kin where we
leave the subindex kin to keep in mind that there are still constraints to be solved before arriving to
Hphys. The action of the Gauss constraint is easily represented in Hkin. In fact, recall that under gauge
transformations
he −→ h′e = UˆGhe = gs(e)heg−1t(e). (151)
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Similarly, in a generic irrep j we have
D(j)(he) −→ D(j)(h′e) = D(j)(gs(e)heg−1t(e)) = D(j)(gs(e))D(j)(he)D(j)(g−1t(e)). (152)
From this it follows that gauge transformations act on the source and targets of the links, namely on
the nodes of a graph. Imposing gauge-invariance then means requiring the cylindrical function to be
invariant under action of the group at the nodes:
f0(h1, . . . , hL) ≡ f0(gs1h1gt1−1, . . . , gsLhLgtL−1) (153)
This property can be easily implemented via group averaging: given an arbitrary f ∈ CylΓ, the function
f0(h1, . . . , hL) ≡
∫ ∏
n
dgn f(gs1h1gt1
−1, . . . , gsLhLgtL
−1) (154)
clearly satisfies (153).
Example: The theta graph. To give a constructive example, let us consider the following graph,
j1
j2
j3
Γ
1
2
A generic cylindrical function can be expressed in terms of the orthonormal basis using (140). Since the gauge
transformations act only on the group elements, the gauge-invariant part is obtained looking at the gauge-invariant
part of the product of Wigner matrices,
finv(h1, . . . , h3) =
∑
jl,ml,nl
fˆ
j1,j2,j3
m1,m2,m3,n1,n2,n3
[
D
(j1)
m1n1(h1)D
(j2)
m2n2(h2)D
(j3)
m3n3(h3)
]
inv
.
Using the definition (154), the invariant part of the basis is[
D
(j1)
m1n1(h1)D
(j2)
m2n2(h2)D
(j3)
m3n3(h3)
]
inv
=
=
∫
dg1dg2D
(j1)
m1n1(g1h1g
−1
2 )D
(j2)
m2n2(g1h2g
−1
2 )D
(j3)
m3n3(g1h3g
−1
2 ) =
= Pm1m2m3α1α2α3Pβ1β2β3n1n2n3D(j1)α1β1(h1)D
(j2)
α2β2
(h2)D
(j3)
α3β3
(h3),
where Pm1m2m3α1α2α3 is the projector on the gauge invariant space,
Pm1m2m3α1α2α3 =
∫
dg1D
(j1)
m1α1(g1)D
(j2)
m2α2(g1)D
(j3)
m3α3(g1).
This projector can be written in terms of normalized Clebsch-Gordan coefficients, or Wigner’s 3j-m symbols, as
∫
dg1D
(j1)
m1α1(g1)D
(j2)
m2α2(g1)D
(j3)
m3α3(g1) =
(
j1 j2 j3
m1 m2 m3
)(
j1 j2 j3
α1 α2 α3
)
. (155)
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With this notation,[
D
(j1)
m1n1(h1)D
(j2)
m2n2(h2)D
(j3)
m3n3(h3)
]
inv
=
=
(
j1 j2 j3
m1 m2 m3
)(
j1 j2 j3
α1 α2 α3
)(
j1 j2 j3
β1 β2 β3
)(
j1 j2 j3
n1 n2 n3
)
D
(j1)
α1β1
(h1)D
(j2)
α2β2
(h2)D
(j3)
α3β3
(h3)
=
(
j1 j2 j3
m1 m2 m3
)(
j1 j2 j3
n1 n2 n3
)∏
e
D
(je)(he)
∏
n
in
where in is a short-hand notation for the 3j-m symbols. Notice that these are the invariant tensors in the space
of ⊗
e∈n
je of all the spins that enters in the node n. Finally, we have
finv =
∑
je
∏
e
D
(je)(he)
∏
n
in
∑
mene
fˆ
j1,j2,j3
m1,m2,m3,n1,n2,n3
(
j1 j2 j3
m1 m2 m3
)(
j1 j2 j3
n1 n2 n3
)
=
∑
je
fˆ
j1,j2,j3
∏
e
D
(je)(he)
∏
n
in, (156)
with the new coefficients fˆ j1,j2,j3 including the sums over the magnetic numbers me, ne.
The group averaging amounts to inserting on each node n the following projector,
P =
∫
dg
∏
e∈n
D(je)(g). (157)
Here the integrand is an element in the tensor product of SU(2) irreducible representations,∏
e
D(je)mene(he) ∈
⊗
e
V (je). (158)
As such, it transforms non-trivially under gauge transformation and is in general reducible,⊗
e
V (je) =
⊕
i
V (ji). (159)
Then, the integration in (157) selects the gauge invariant part of
⊗
e V
(je), namely the singlet space V (0),
if the latter exists. Since P is a projector, we can decompose it in terms of a basis of V (0). Denoting iα
a vector (“ket”) in this basis, α = 1, . . . , dimV (0), and i∗α the dual (“bra”),
P =
dimV (0)∑
α=1
iα i
∗
α. (160)
These invariants are called intertwiners. For the case of a 3-valent node as in the above example,
dimV (0) = 1 and the unique intertwiner i is given by Wigner’s 3j-m symbols (cf. (155)). More precisely
in the case of a three-valent node the space[
V (j1) ⊗ V (j2) ⊗ V (j3)
]
inv
is non-empty only when the following Clebsch-Gordan conditions hold,
|j2 − j3| ≤ j1 ≤ j2 + j3. (161)
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For an n-valent node, the space V (0) can have a larger dimension. To visualize the intertwiners, it is
convenient to add first two irreps only, then the third, and so on. This gives rise to a decomposition over
virtual links, which for n = 4 and n = 5 looks as follows:
j1
j2
j3
j4
k
j1
j2
j3
j4
j5
k2k1
The virtual spins ki label the intertwiners.
Brief proof that P is a projector. First we check that PP = P
PP =
∫
dg1dg2
∏
e∈n
D
(je)(g1)
∏
e∈n
D
(je)(g2) =
∫
dg1dg2
∏
e∈n
D
(je)(g1)D
(je)(g2) = (162)
=
∫
dg1dg2
∏
e∈n
D
(je)(g1g2) =
∫
dg2
∫
dg1
∏
e∈n
D
(je)(g1) = P (163)
than that is left and right invariant
∏
e∈n
D
(je)(g1)P =
∫
dg2
∏
e∈n
D
(je)(g1)D
(je)(g2) =
∫
dg2
∏
e∈n
D
(je)(g1g2) = P (164)
P
∏
e∈n
D
(je)(g1) =
∫
dg2
∏
e∈n
D
(je)(g2)D
(je)(g1) =
∫
dg2
∏
e∈n
D
(je)(g2g1) = P (165)
The facts that P acts only on the nodes of the graph that label the basis of Hkin and equation (160)
implies that the result of the action of P on elements of Hkin can be written as a linear combination of
products of representation matrices D(j)(he) contracted with intertwiners, generalizing the result (156).
The states labeled with a graph Γ, with an irreducible representation D(j)(h) of spin-j of the holonomy
h along each link, and with an element i of the intertwiner space Hn ≡ Inv[ ⊗
e∈n
V (je)] in each node, are
called spin network states, and are given by
ψ(Γ,je,in)[he] = ⊗
e
D(je)(he)⊗
n
in. (166)
Here the indices of the matrices and of the interwiners are hidden for simplicity of notation. Their
contraction pattern can be easily reconstructed from the connectivity of the graph.
j1
j2
j3
i1
j4
j5
i2
To complete the discussion, let us show that imposing the gauge-invariance amounts to solving the
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Gauss law constraint, Gˆiψ = 0. Consider a gauge invariant node n, and a surface S centered in n of
radius . The action of the total flux operator through S on n vanishes identically:
lim
→0
Eˆ(S) |n〉 = 0. (167)
In fact, using (141b) at each link one notices that (167) produces the infinitesimal gauge transformation
gα = 1− αiτ i ∈ SU(2) at the node, and because the node is gauge invariant such action vanishes.
Summarizing, spin network states (166) form a complete basis of the Hilbert space of solutions of the
quantum Gauss law, H0kin. The structure of this space is nicely organized by the spin networks basis. As
before, different graphs Γ select different orthogonal subspaces, thus H0kin decomposes as a direct sum
over spaces on a fixed graph,
H0kin = ⊕
Γ⊂Σ
H0Γ. (168)
Furthermore, the Hilbert space on a fixed graph decomposes as a sum over intertwiner spaces,
H0Γ = L2[SU(2)L/SU(2)N , dµHaar] = ⊕jl (⊗nHn) . (169)
These two equations are the analogue in loop gravity of the Fock decomposition of the Hilbert space of
a free field in Minkowski spacetime into a direct sum of n-particle states, and play an equally important
fundamental role.
4.3 Geometric operators
4.3.1 The area operator
The simplest geometric operator that can be constructed in loop quantum gravity is the area operator.
The area of a surface S can be given in terms of its normal na and the densitized triad E
a
i ,
A(S) =
∫
S
dσ1dσ2
√
Eai E
binanb (170)
The area at classical level. We start from the standard definition of area in terms of the metric,
A(S) =
∫
S
dσ1dσ2
√
det
(
gab
∂xa
∂σα
∂xb
∂σβ
)
α, β = 1, 2 (171)
using the notation ∂1x
a = ∂x
a
∂σ1
det
(
gab
∂xa
∂σα
∂xb
∂σβ
)
= gabgcd
[
∂1x
a
∂1x
b
∂2x
c
∂2x
d − ∂1xa∂2xb∂1xc∂2xd
]
= (172)
= gabgcd2∂1x
a
∂1x
[b
∂2x
c]
∂2x
d = 2ga[bgc]d∂1x
a
∂1x
b
∂2x
c
∂2x
d = (173)
= ggefnenf (174)
where we recognized that
ga[bgc]d =
1
2
εaceεbdfgg
ef
ne = εeab
∂xa
∂σ1
∂xb
∂σ2
(175)
Using the definition of tetrad and densitized tetrad we have
A(S) =
∫
S
dσ1dσ2
√
e2eei e
finenf =
∫
S
dσ1dσ2
√
EeiE
finenf (176)
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At the quantum level, we know from (141b) that the triad operators act as functional derivatives.
The action of the scalar product of two triads operator was also studied, see equation (149), for the case
of a surface intersected only once by the holonomy path. The case of a generic graph can be easily dealt
with if we regularize the expression for the area in the following way. We introduce a decomposition of
S in N two-dimensional cells, and write the integral as the limit of a Riemann sum,
A(S) = lim
N→∞
AN (S), (177)
where the Riemann sum can be expressed as
AN (S) =
N∑
I=1
√
Ei(SI)Ei(SI). (178)
Here N is the number of cells, and Ei(SI) is the flux of Ei through the I-th cell.
Checking the limit. In the limit of infinitesimal cells we have that
Ei(SI) ≡
∫
SI
naE
a
i d
2
σ =
∫
SI
E
a
i na ≈ Eai naSI (179)
In that limit the definition of the area
AN (S) =
N∑
I=1
√
Ei(SI)Ei(SI) ≈
N∑
I=1
√
Eai n
I
aSIE
binIbSI =
N∑
I=1
SI
√
Eai n
I
aE
binIb = (180)
=
∫
S
√
Eai E
binanb (181)
Accordingly, we define the area operator as
Aˆ(S) = lim
N→∞
AˆN (S), (182)
where in AN (S) we simply replace the classical flux Ei(SI) by the operator Eˆi(SI). This operator now
acts on a generic spin network state ψΓ, where the graph Γ is generic and can intersect S many times.
We already know that Eˆi(SI)Eˆ
i(SI) gives zero if SI is not intersected by any link of the graph. Therefore
once the decomposition is sufficiently fine so that each surface SI is punctured once and only once, taking
a further refinement has no consequences. Therefore, the limit amounts to simply sum the contributions
of the finite number of punctures p of S caused by the links of Γ. That is,
Aˆ(S)ψΓ = lim
N→∞
N∑
I=1
√
Eˆi(SI)Eˆi(SI)ψΓ =
∑
p∈S∪Γ
~
√
γ2jp(jp + 1)ψΓ. (183)
There are two key remarks to make to this formula: first of all, the spectrum of the area operator
is completely known5 and quantized : the area can only take up discrete values, with minimal excitation
being proportional to the squared Planck length `2P = ~G, restoring Newton’s constant. This result can
be compared with other celebrated quantizations, such as the radii of electron’s orbitals in atoms.
Second, the operator has a diagonal action on spin networks. Therefore, spin network states are
eigenstates of the area operator.
5In this expression, we assumed that each puncture is caused by a link crossing the surface. However, it could also
happen that S is puncture by a node of the graph. A closed expression for the area spectrum is known also in this general
case. See the literature for details [22, 24, 37].
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4.3.2 The volume operator
Given a region R ⊂ Σ classically we can define its volume as
V (R) =
∫
R
d3x
√
g =
∫
R
d3x
√∣∣∣∣ 13!εabcεijkEai EbjEck
∣∣∣∣, (184)
where the quantity in absolute value can be recognized as the determinant of the densitised triad, det
Eai .
Two distinct mathematically well-defined volume operators have been proposed in the literature. One
is due to Rovelli and Smolin, and the other to Ashtekar and Lewandowski. We will refer to them as RS
and AL respectively. Both of them act non-trivially only at the nodes of a spin network state. Let us
begin reviewing the construction by RS.
As we did for the area, we replace the integral over R by the limit of a Riemann sum. Specifically,
we consider a partition of the region in cubic cells CI so that R ⊂ ∪ICI , and the integral
∫
R
d3x can be
approximated from above by the sum
∑
I volume(CI). This partition allows us to rewrite (184) in terms
of fluxes. In fact, consider the following integral,
WI ≡ 1
48
∫
∂CI
d2σ1
∫
∂CI
d2σ2
∫
∂CI
d2σ3
∣∣εijkEai (σ1)na(σ1)Ebj (σ2)nb(σ2)Eck(σ3)nc(σ3)∣∣ .
In the continuum limit where we send the size of the cell  7→ 0 and we shrink the cell to a point x, we
obtain
WI =
1
48
abcnanbnc detE
a
i (x) 
6 ' detEai (x) 6 ' volume2(CI).
Hence, we have
V (R) = lim
 7→0
∑
I
√
WI . (185)
For the sake of notation, let us subdivide each ∂CI into surfaces S
α such that ∂CI = ∪αSαI . Then,
we can write WI as a sum of fluxes over three surfaces, and
V (R) = lim
 7→0
∑
I
√
1
48
∑
α,β,γ
∣∣∣εijkEi(SαI )Ej(SβI )Ek(SγI ).∣∣∣ (186)
Finally, we can simply turn the classical fluxes to operators,
Vˆ (R) = lim
 7→0
∑
I
√
1
48
∑
α,β,γ
∣∣∣εijkEˆi(SαI )Eˆj(SβI )Eˆk(SγI )∣∣∣. (187)
This is the Rovelli-Smolin volume operator.
As for the area operator, one finds that there exists an “optimal” subdivision, after which the result
stays unchanged with any further refinement, and so the limit can be safely taken. For the area, this
consisted in the small surfaces being punctured only once at most. Something similar happens for the
volume. The “optimal” partition is reached as follows. The nodes of Γ can fall only in the interior of
cells, and a cell CI contains at most one node. In case the cell contains no node, then we assume that
it contains at most one link. Moreover, we assume that the partition of the surfaces ∂CI in cells S
α
I is
refined so that links of Γ can intersect a cell SαI only in its interior and each cell S
α
I is punctured at most
by one link.
This said, let us now study the action of the operator. The first thing to notice is that the presence of
the epsilon tensor requires all three fluxes to be different: if two are the same, then their antisymmetric
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combination introduced by the epsilon vanishes. In particular, this means that the volume does not act
on links, since if no node is present, two of the SαI have to be the same. We thus obtain the important
result that the volume operator acts only on nodes of the graph.
Let us now focus on a single node, i.e. the I-th contribution to (187). We consider the cubic operator
Uˆ =
1
48
∑
α,β,γ
∣∣∣εijkEˆi(Sα)Eˆj(Sβ)Eˆk(Sγ)∣∣∣ . (188)
Let us restrict to gauge-invariant spin networks, where the Gauss law holds and each node is labeled by
an intertwiner. First of all, it is immediate to see that the action of (188) on a 3-valent node is zero. In
fact, the Gauss law tells us that the sum of the fluxes through a surface around a gauge invariant node
is zero. In the 3-valent case, only three Sα give non-zero fluxes, thus(
Eˆi(S
α) + Eˆi(S
β) + Eˆi(S
γ)
)
|i〉 = 0, (189)
which implies
Eˆi(S
α) |i〉 = −
(
Eˆi(S
β) + Eˆi(S
γ)
)
|i〉 . (190)
Using this result in (188) we get zero because two identical fluxes always appear,
εijkEˆi(S
α)Eˆj(S
β)Eˆk(S
γ) |i〉 = −εijk
(
Eˆi(S
β) + Eˆi(S
γ)
)
Eˆj(S
β)Eˆk(S
γ) |i〉 = 0.
Non-trivial contributions to the volume comes from nodes of valency 4 or higher. Notice that these
are the cases for which the intertwiner is not unique, but a genuine independent quantum number. Thus
the operator (188) probes precisely the degrees of freedom hidden in the intertwiners. Consider the
4-valent case. Of all the surface cells Sα, only four are punctured by the links. Hence, we have only four
contributions to the Gauss law, which we can then use to eliminate one flux in favor of the remaining
three,
Eˆi(S
4) = −Eˆi(S1)− Eˆi(S2)− Eˆi(S3). (191)
The sum over the Sα in (188) then reduces to the sole contributions from the four punctured surfaces.
Using (191) these contributions are all equal. A simple combinatorial shows that there are 48 terms, all
equal, thus
Uˆ =
∣∣∣εijkEˆi(S1)Eˆj(S2)Eˆk(S3)∣∣∣ = ~3 ∣∣γ3εijkJ1i J2j J3k ∣∣ . (192)
In the last step we have used the result (141b), which gives the action of the fluxes in terms of the
generators ~Ja in the spin ja representation. Notice that the orientation factors ± (between the edge and
the surface) are irrelevant because of the modulus.
This is a well-defined cubic operator, whose action spectrum is again discrete, with minimal excitation
proportional to (~G)3/2. The explicit formula is much more complicated than that of the area. We refer
the interested reader to the literature [39].
The alternative proposal by Ashtekar and Lewandowski has the extra property of being sensitive to
the differential structure of the graph at the node. The subdivision of the region R into cubic cells is
the same as above, the key difference is in how to choose the surfaces to smear the triad filed. Instead
of subdividing the boundary ∂CI into cells S
α, we now consider for each CI only three surfaces. We
assign a local coordinate system xa, and take the three surfaces to be any three surfaces SaI inside the
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cube and orthogonal to each other. The Ashtekar and Lewandowski volume operator is defined as
Vˆ (R) = lim
 7→0
∑
CI
√∣∣∣∣ 13!εijkεabcEˆi(SaI )Eˆj(SbI)Eˆk(ScI)
∣∣∣∣. (193)
Unlike (184), this expression is already written in terms of fluxes, so we do not need the manipulation
in terms of WI . We can directly use (141b) to write
1
3!
εijkεabcEˆ
i(SaI )Eˆ
j(SbI)Eˆ
k(ScI) =
~3
48
εijkεabc κaκbκc J
i
aJ
j
b J
k
c , (194)
where again J iea is the SU(2) generator in the spin ja representation, and κS is the relative orientation
between the cell SaI and the edge puncturing it, i.e.
κS(e) =

1 if e lies above S
−1 if e lies below S
0 otherwise
(195)
The operator (194) strongly depends on the choice of the triple of surfaces SaI . In order to define a volume
operator independent from the regulator, we average (194) on all the possible choices of orthogonal triples
SaI (see the [37] for the details). The result is a sum over the nodes n of the graph,
Vˆ (R) = ~3/2
∑
n∈Γ
√√√√√
∣∣∣∣∣∣κ048εijk
∑
e,e′,e′′
(e, e′, e′′)J i(e)Jj(e′)Jk(e′′)
∣∣∣∣∣∣, (196)
where e,e′,e′′ runs over the set of edges passing through the node n and  is the orientation function, which
equals 0 if the tangent directions of the three edges are linearly dependent and ±1 if they are linearly
independent and oriented positively or negative respect to the orientation of Σ. κ0 is an undetermined
constant introduced by the averaging procedure.
This alternative volume differs from (187) in two ways: firstly, it depends on an arbitrary constant,
κ0, unlike (187) which is unique. Secondly, the absolute value is outside the internal summation, unlike
(187) where it is inside. This second differences is what makes the AL operator sensible to the differential
structure of the graph: in fact, the action of (196) vanishes on nodes whose edges lie on a plane, because
in that case  ≡ 0.
On the other hand, both operators annihilate a 3-valent node, and coincide (up to a proportionality
constant) in the 4-valent case, where they are both proportional to εijkJ
1
i J
2
j J
3
k .
Summarizing, both volume operators act only on nodes of the graph. Their matrix elements vanish
between different intertwiner spaces, and since every intertwiner space is finite dimensional, their spectra
are discrete with minimal excitations proportional to the Planck length cube `3P .
Together with the discreteness of the area operator, these results show that in loop quantum gravity
the space geometry is discrete at the Plack scale. Each spin network describes a quantum geometry,
where each face dual to a link has an area proportional to the spin je, and each region around a node
has a volume determined by the intertwiner in as well as the spins of the link sharing the node.
It is important to stress that this is not a built-in discretization, as in lattice approaches to quantum
gravity. It is a result of the quantum theory, similar to the quantization of the energy levels of an
harmonic oscillator, or the radii of the atomic orbitals.
Thanks to this fundamental discreteness, where the minimal geometric excitations are proportional to
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the Planck length, the theory is expected not to have ultraviolet divergences, and to resolve the problem
of the classical singularities of general relativity at the big bang (e.g. [41]), or at the center of black holes
(e.g. [42]). Addressing these issues of course requires taking into account the dynamics of the theory, to
which we turn next.
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5 Loop quantum gravity: Dynamics
5.1 Solutions of the diffeomorphisms constraint
Spin network states ψ(Γ,je,in)[A] are in H0kin, i.e. Gˆiψ(Γ,je,in)[A] = 0. The next step in the Dirac
program (150) is to implement the spatial diffeomorphisms, namely to find gauge-invariant states such
that Hˆaψ[A] = 0.
To that end, consider a finite diffeomorphism φ. Its action on the holonomy, as in (118), naturally
induces an operator φˆ on the space of cylindrical functions. This operator maps CylΓ to Cylφ◦Γ, that is
φˆψΓ = ψφ◦Γ. Its action is well-defined and unitary, thanks to the fact that the Ashtekar-Lewandowski
measure is diffeomorphism invariant. On the other hand, CylΓ and Cylφ◦Γ are orthogonal Hilbert
spaces, regardless of what the diffeomorphism is. This means that we can not define the action of an
“infinitesimal” diffeomorphism diffeomorphisms are all finite, from the perspective of cylindrical func-
tions. Although this might appear as a restriction, it is not a real problem for the construction of HDiff .
We can proceed by group averaging as we did for the Gauss constraint, and construct HDiff from those
states invariant under finite diffeomorphisms.
However, there are a couple of subtle issues to take into account. The first one has to do with the
existence of symmetries of the graphs. Namely, for each graph there are always some diffeomorphisms
that act trivially on it, leaving it unchanged. Let us distinguish two cases: the diffeomorphisms that
exchange the links among themselves without changing Γ, call them GSΓ following [40], and those that
also preserve each link, and merely shuﬄe the points inside the link, call them TDiffΓ. The latter have to
be taken out, because their infinite-dimensional trivial action would spoil the group averaging procedure.
The second issue is that unlike imposing the Gauss law, imposing the invariance under diffeomorphism
will not result in a subspace of H0kin, since diffeomorphisms are a non-compact group. Think for instance
of ψ(x) ∈ L2[R, dx] required to be invariant under translations (a non-compact group): the result is
a constant function c, which is not in L2[R, dx] since it is not integrable. It defines however a linear
functional c : ψ ∈ L2[R, dx] 7→ C, since
∫
dx cψ(x) = c ψ˜(0), the Fourier transform of ψ evaluated in
zero. Similarly, solutions to the diffeomorphism constraint can be described in terms of linear functionals
on H0kin. Let us denote H0∗kin the space of linear functionals on H0kin. Then, η ∈ H0∗kin is a diffeomorphic-
invariant functional if
η(φˆψ) = η(ψ) ∀ψ ∈ H0kin. (197)
The space of such functionals is denoted H∗Diff , and the Hilbert space HDiff solution of the constraint
is constructed by duality. The condition (197) should remind the reader of the analogue condition of
gauge-invariance studied in the previous section. There, we were able to implement it via a simple group
averaging procedure. In the same manner, we would like to define a projector PDiff on HDiff such that
〈ψ|ψ′〉Diff ≡ 〈ψ|PDiff |ψ′〉 =
∑
φ∈Diff/TDiffΓ
〈φˆψ|ψ′〉, (198)
where the sum is over all the diffeomorphism mapping Γ into Γ′ except those corresponding to the trivial
ones TDiffΓ. See citeAshtekarReview for more details.
The result of this procedure are spin network states defined on equivalence classes of graphs under
diffeomorphisms. These equivalence classes are called knots, see Figure 1. The study of knots forms an
elegant branch of mathematics. The diff-invariant Hilbert space of loop quantum gravity is spanned by
knotted spin networks.
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Diffeo
Figure 1: Left panel. A diffeomorphism can change the way a graph is embedded in Σ, but not the
presence of knots within the graph. Right panel. The first few knots (without nodes), taken from
Wikipedia.
5.2 The Hamiltonian constraint
Finally, we approach the last step of Dirac’s program. On the space of knotted spin networks HDiff , we
want to define the Hamiltonian constraint, and study its solutions. The classical scalar constraint is
H(N) =
∫
d3xNijk
Eai E
b
j√
det(E)
(
F kab − 2
(
1 + γ2
)
Ki[aK
j
b]
)
= HE(N)− 2 (1 + γ2)T (N), (199)
where we introduced the shorthand notation HE(N) and T (N). As with the ADM Hamiltonian con-
straint (19), this expression is non-linear, which anticipates difficulties to turn it into an operator.
However, a trick due to Thiemann [43] allows us to rewrite (199) in a way amenable to quantization.
Denoting V =
∫ √
det(E) the volume of Σ, and
K¯ =
∫
KiaE
a
i , (200)
we can use the classical brackets (106) to establish the following identities,
Kia =
1
γ
(
Aia − Γia(E)
)
=
1
γ
{
Aia, K¯
}
, (201)
K¯ =
1
γ3/2
{HE(N ≡ 1), V } , (202)
Eai E
b
j√
det(E)
ijkabc =
4
γ
{
Aka, V
}
. (203)
Using these relations,
HE(N) =
∫
d3x NabcδijF
i
ab
{
Ajc, V
}
, (204)
T (N) =
∫
d3x
N
γ3
abcijk
{
Aia,
{
HE(1), V
}}{
Ajb,
{
HE(1), V
}}{
Akc , V
}
.
The advantage of this reformulation is that the non-linearity is mapped into Poisson brackets. The
next step is to rewrite these expressions in terms of holonomies and fluxes, so that we can turn them
into operators. Notice that we already know the volume operator, and its spectrum can be explicitly
computed. This is very promising towards the prospect of knowing the action of the Hamiltonian
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constraint. Next, the connection and curvature have to be written in terms of holonomies. This requires
a regularization procedure. We describe it only for the first term, HE , and refer the reader to the
literature [24] for T (N).
The connection can be easily expressed in terms of holonomies. Writing explicitly (110), we have
that for a path ea of length  along the x
a coordinate, hea [A] ' 1+ Aiaτi+O(2), therefore we also have
h−1ea {hea , V } = 
{
Aia, V
}
+O(2). (205)
For the curvature, consider an infinitesimal triangular loop αab, lying on the plane ab, and with coordinate
area 2. At lowest order in ,
hαab = 1 +
1
2
2F iabτ
i +O(4), (206)
thus
hαab − h−1αab = 2F iabτ i +O(4). (207)
At this point, we proceed as we did for the geometric operators in the previous section. We introduce a
cellular decomposition of Σ, and regularize the integral as a Riemann sum over the cells CI ,
HE = lim
→0
∑
I
NI 3
abcTr (Fab {Ac, V }) = (208)
= lim
→0
∑
I
NI
abcTr
((
hαab − h−1αab
)
h−1ec {hec , V }
)
. (209)
This time is more convenient to specify the cellular decomposition in terms of a triangulation, namely
a collection of tetrahedral cells. The loop αab can then be adapted to the triangular faces of this
decomposition, as in the following figure.
αab
ec
This expression can now be promoted to an operator in the quantum theory,
ĤE = lim
→0
∑
I
NI
abcTr
((
hˆαab − hˆ−1αab
)
hˆ−1ec
[
hˆec , Vˆ
])
. (210)
This is a well-defined operator, whose action is explicitly known. It inherits the property of the volume
operator of acting only on the nodes of the spin network. From the holonomies, it modifies the spin
network by creating new links carrying spin 1/2 around the node, see the following figure.
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Finally, its amplitude depends on the details of the action of the volume operator. See the literature
[22, 24, 40] for details.
Since the only dependence on  is on the position of the new link, in the Hilbert space HDiff where
the position of the link is irrelevant, the limit can be safely taken without affecting the result. Not only
this operator is well-defined, also the Dirac algebra (23) can be realized at the quantum level. To see
this, we need first to note that the new “exceptional” links added by (210) carry zero volume and are
thus invisible to a further action by (210). This crucial property requires the Ashtekar-Lewandowski
version of the volume quantum operator, because the new nodes at the junction of the new link with the
old ones are planar, and the AL volume operator vanishes on planar nodes. Thanks to this, Ĥ(N1) and
Ĥ(N2) commute on the space HDiff of diffeomorphic-invariant spin networks. Hence for diffeomorphism
invariant states 〈φ| ∈ HDiff ,
〈φ|
[
Ĥ(N1), Ĥ(N2)
]
|ψ〉 = 0 = 〈φ| H(N[1~∇N2]) |ψ〉 , ∀ψ ∈ Hkin. (211)
This is the correct commutator algebra on-shell. Thanks to this non-trivial property, the quantization
is said to be anomaly-free.
Another key result is that an infinite number of states solutions of Ĥ are known: any graph without
nodes is in the kernel of ĤE and T̂ . This result [12], together with the discreteness of the spectra [11],
started the whole interest in the loop quantum gravity approach. More in general, a formal solution of
the Hamiltonian constraint will be a particular linear combination (generally infinite) of spin networks
with an arbitrary number of exceptional links, whose coefficients depend on the details of the quantum
operator and on the spins carried by the spin network,
= + . . .+α ω + . . .
This construction defines a new spin network with a “dressed node” as the solution. However, this
procedure is only formal, and no explicit solutions are known in general.
In conclusion, we have a perfectly well-defined Hamiltonian constraint, whose action is explicitly
known and finite. An infinite number of states solutions of Ĥ are known, and the Dirac algebra is
anomaly-free on physical states. Compare this with the old-fashioned Wheeler-De Witt equation (37),
which was badly ill-defined, and we see the full force of the use of the Ashtekar variables to quantize
general relativity.
Nevertheless, the program of quantization is far from being complete: the complete characterization of
Hphys nor the full spectrum of Ĥ are known. In spite of the successes of this approach, some limitations
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need to be stressed. In particular, although well-defined, the Hamiltonian constraint is plagued by a
number of ambiguities:
• We can change the spin of the exceptional edges to an arbitrary value j. This change have significant
physical effects in loop quantum cosmology for example.
• We can regularize the connection and the curvature with different paths and still make a consistent
theory [40]. In particular, one can envisage a different construction in which the constraint acts on
more than one node simultaneously, as advocated in [44].
• Alternative orderings can be explored.
5.3 Current approaches
The effort to gain control over these ambiguities has flourished into two main lines of research. The
first one is the idea of the Master Constraint. There one defines a unique constraint implementing
simultaneously the diffeomorphisms and scalar constraints. The second one is the spin foam formalism.
There one abandons the canonical approach, and seeks a functional integral description of transition
amplitudes between spin network states. These two approaches have seen recent important developments,
and are the current state of the art of the field.
In the next chapter we will review the spin foam formalism but not the Master Constraint approach,
for a review on this one see references [24, 45].
To conclude, although the kinematics of loop quantum gravity is beautifully under control, the
dynamics is still work in progress.
We remark nonetheless that the key result on space discreteness, derived using kinematical states, is
expected to hold also for physical states [22].
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6 Spin Foam
The spinfoam formalism [56, 57, 59, 60, 61, 62] can ideally be viewed as the covariant version of canonical
loop quantum gravity (LQG) analyzed in previous chapters. This scenario is nicely realized in three
dimensions [63], and there are recent attempts to implement it in quantum cosmology [64, 65]. An
important step ahead towards the realization of this scenario in the complete four dimensional theory
has been taken with the recent introduction of two strictly related spin-foam models whose kinematics
appears to match the one of LQG rather well, which we refer to as the new model [66, 67, 68, 69] and
the Freidel-Krasnov-Livine-Speziale (FKLS) model [70, 71].closure
6.1 Preliminary operations
The starting point is the Holst action for general relativity
SH(e, A) =
1
2
∫
Σ×R
1
2
IJKLe
I ∧ eJ ∧ FKL + 1
γ
eI ∧ eJ ∧ FIJ , (212)
The theory can be interpreted as given by the action
S(E,A) =
∫
Σ×R
JIJ ∧ F IJ , (213)
with additional constraints
JIJ =
1
2
IJKLe
K ∧ eL + 1
2γ
eI ∧ eJ , (214)
In order to obtain the physical Hilbert space we quantize 213 and than we impose the constraints 214.
6.2 The physical Hilbert space
Consider a fixed 4-dimensional triangulation ∆, which is formed by oriented 4-simplices, tetrahedra,
triangles, segments and points6. The cellular complex ∆∗ dual to this triangulation ∆, is made by faces
f , edges e and vertices v, dual respectively to triangles f , tetrahedra t and 4-simplices v of ∆.
Given a 3-surface Σ intersecting no vertices of ∆∗, let Γ ≡ ∆∗ ∩ Σ. We start from the Hilbert space
associated with Σ [68, 69]:
HΣ = L
2
(
SL(2,C)L, dµ
)
, (215)
where µ is the Haar measure on the group SL(2,C), L denotes the number of links in Γ. We fix the
orientation such that the node n = e ∩Σ is the source of the link l = f ∩ Σ.
By Peter-Weyl theorem, HΣ can be decomposed as follows
HΣ =
⊕
χl
⊗
l
(
H∗χl ⊗Hχl
)
, (216)
where χl is an assignment of an SL(2,C) representation to each link l and Hχ is the carrier space of
the representation χ. The two Hilbert spaces associated to the link l are naturally associated to the two
nodes that bound the link l, because they transform under the action of a gauge transformation at one
end of the link. Regrouping the four Hilbert spaces associated to each node n, the last equation can be
6As we will see the boundary states of this spin foam model is not an arbitrary state of LQG, but only a state with
4-valent intertwiner. This restriction is due to the difficulties in dealing with a non simplicial cellation: a priori the cells
are not rigid, is not clear how to impose gluing constraints with cells of different shape. Our contribution that is discussed
in the second part of this thesis will help in clearing these difficulties.
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rewritten in the form
HΣ =
⊕
χl
⊗
n
Hn, Hn =
4⊗
a=1
Hχa , (217)
where Hn is the Hilbert space associated to a node and a runs here over the four links that join at the
node n (that is, the four faces of the boundary tetrahedron t), and we have identified the Hilbert space
carrying a representation and its dual.
Here the nodes n label the tetrahedra t in the boundary. We restrict our attention to a single
boundary tetrahedron, and its associated Hilbert space Hn, which we call simply H in the following.
Consider the irreducible unitary representations of the principal series of SL(2,C) (for details see
[74, 75]), Hn has the structure
H =
4⊗
a=1
H(ka,pa), (218)
with k a nonnegative integer and p real. The physical intertwiner state space Kph is a subspace of this
space, where the constraints hold in a suitable sense.
As a first step to give the physical boundary space, let us restrict the representations to the ones that
satisfy [72]
p = γ(k + 1) (219)
We call γ-simple the SL(2,C) representations that satisfy this relation. With this relation, the continuous
label p becomes quantized, because k is discrete. It is because of this fact that any continuous spectrum
depending on p comes out effectively discrete on the subspace satisfying the relation (219).
Next, fix an SU(2) subgroup of SL(2,C), then the (k, p) representation for the single component of
H associated with a single boundary face f splits into the irreducible representations Hj of the SU(2)
subgroup as
H(k,p) =
∞⊕
j=k
Hj , (220)
with j increasing in steps of 1. Consider the lowest spin term in each factor, where j in the decomposition
(220) is reduced to
j = k; (221)
this selects the “minimal” subspace
Hmin =
4⊗
a=1
Hka . (222)
The final physical intertwiner space Kph is given by the SU(2)-invariant subspace of Hmin:
Kph = InvSU(2)[Hmin]. (223)
The total physical boundary space Hph of the theory is then obtained as the span of spin-networks in
L2[SL(2,C)L/SL(2,C)N ] with γ-simple representations on edges and with intertwiners in the spaces
Kph at each node. In the next subsection, we will show this physical boundary space Hph solves all the
kinematic constraints in a suitable sense.
6.3 Kinematic constraints
Now let us come to introduce the kinematic constraints, including the simplicity constraints and the
closure constraint, and show all of them are satisfied on the physical boundary space Hph. On the fixed
oriented triangulation ∆, we restrict the metric to be a Regge one [76]: flat within each 4-simplex, with
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curvature on the triangles. We choose as the boundary variables sl(2,C)-valued variables JIJl associated
with the links l of the graph formed by the one-skeleton of the cellular complex dual to the boundary
triangulation. We also need constraints to restrict these variables to the gravity fields, it can be shown
[66, 67, 68] that (214) are equivalent to:
Simplicity constraints : CJl = nI
(
(∗Jl)IJ + 1
γ
JIJl
)
= 0, (224)
Closure constraints : GIJ =
4∑
a=1
JIJla = 0, (225)
where nI denotes the normal to the tetrahedron t, and ∗ stands for the Hodge dual in the internal indices;
the sum is over the four links that join at the node dual to the tetrahedron (or over the four triangles
bound the tetrahedron). These constraints will give the solution Bf =
∫
f
∗(e(t) ∧ e(t)), where e(t) is a
tetrad one-form covering the tetrahedron t, and Jf = Bf +
1
γ ∗Bf , with triangle f dual to the link l. In
particular, if we choose a “time” gauge where nI = (0, 0, 0, 1), the simplicity constraint (224) turns out
to be
Cil = J
0i
l + γ
∗J0il = 0, (226)
which leads to the key constraint of the new model
Cil = K
i
l + γ L
i
l = 0, (227)
where Lil ≡ 12ijkJjkl and Kil ≡ J0il are respectively the generators of the SU(2) subgroup that leaves
nI invariant, and the generators of the corresponding boosts. In terms of these generators, the closure
constraint (225) becomes
GiL =
4∑
a=1
Lil = 0 G
i
K =
4∑
a=1
Kil = 0. (228)
To quantize the constraints (227) (228), one just need to replace the generators with the associated
operators.
Generators on the canonical bases. Given a carrier space H(k,p), the canonical basis is given by the basis diago-
nalizing simultaneously the Casimir operators J ·J , ∗J ·J , L ·L and L3 , which is noted as |(k, p); j,m〉 or simply
as |j,m〉. On this canonical basis, the generators act in the following way:
L
3|j,m〉 =m|j,m〉, (229)
L
+|j,m〉 =
√
(j +m+ 1)(j −m)|j,m+ 1〉,
L
−|j,m〉 =
√
(j +m)(j −m+ 1)|j,m− 1〉,
K
3|j,m〉 =− α(j)
√
j2 −m2|j − 1, m〉 − β(j)m|j,m〉+ α(j+1)
√
(j + 1)2 −m2|j + 1,m〉,
K
+|j,m〉 =− α(j)
√
(j −m)(j −m− 1)|j − 1, m+ 1〉 − β(j)
√
(j −m)(j +m+ 1)|j,m+ 1〉
− α(j+1)
√
(j +m+ 1)(j +m+ 2)|j + 1, m+ 1〉,
K
−|j,m〉 =α(j)
√
(j +m)(j +m− 1)|j − 1, m− 1〉 − β(j)
√
(j +m)(j −m+ 1)|j,m− 1〉
+ α(j+1)
√
(j −m+ 1)(j −m+ 2)|j + 1, m− 1〉,
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where
L
± = L1 ± iL2, K± = K1 ± iK2,
α(j) =
i
j
√
(j2 − k2)(j2 + p2)
4j2 − 1 , β(j) =
kp
j(j + 1)
.
Now let us go to show the physical Hilbert space Hph derived last subsection solves indeed the
constraint operators associated to the simplicity constraints (227) and the closure constraints (228).
Namely, we will show
(i) the simplicity constraints (227) are satisfied in the “minimal” γ-simple representation Hmin,
(ii) the closure constraints (228) are satisfied in the intertwiner space Kph.
To show (i), let us consider the states in the “minimal” space Hmin in equation (222). For these lowest
spin states, equation (221) implies that the states are of the form |(k, p); k,m〉, or simply as |k,m〉. The
action (229) of the generators on these states reads:(
K3 + β(k)L
3
)|k,m〉 = α(k+1)√(k + 1)2 −m2|(k + 1,m)〉,(
K+ + β(k)L
+
)|k,m〉 = −α(k+1)√(k +m+ 1)(k +m+ 2)|(k + 1,m+ 1)〉,(
K− + β(k)L
−
)|k,m〉 = α(k+1)√(k −m+ 1)(k −m+ 2)|(k + 1,m− 1)〉.
It is straightforward to obtain
〈k,m′|(Ki + β(k)Li)|k,m〉 = 0. (230)
Using the relation (219), β(k) turns out to be the Barbero-Immirzi parameter γ and the matrix elements
of the l.h.s of (227) hence vanish on the “minimal” γ-simple space:
〈k,m′|Ci|k,m〉 = 〈k,m′|(Ki + γLi)|k,m〉 = 0. (231)
Notice that the slight difference of our relation (227) from the old one plays a key role here. Notice also
that what we obtain is that the matrix elements vanish exactly, and not just in the large spin limit.
To show (ii), observe that the l.h.s. of the right equation of (228) is the generator of SU(2)
transformations at the node and vanishes strongly on (223) by definition; the l.h.s. of the left equation
of (228) is proportional to the one the right equation of (228) by (231) and therefore vanishes weakly.
Thus Kph is the intertwiner space as a solution of all the constraints: all the constraints hold weakly.
Summarizing, we have introduced the kinematic constraints and shown that all of them are satisfied
on the physical boundary space Hph derived in the last subsection. Since we have not proven that the
physical Hilbert space considered is the maximal space where the constraints hold weakly, one might
worry that the physically correct quantization of the degrees of freedom of general relativity could need
a larger space. Also, it has been pointed out that imposing second class constraints weakly might lead
to inconsistencies in some cases [72]. In the present case, however, these worries are not relevant, since
the space obtained is directly related to the one of the canonical theory, which we can trust to capture
the degrees of freedom of gravity correctly.
6.4 Definition of the amplitude
In this subsection we want associate an amplitude W to each transition from a spin-network state to
another on the boundary of a spin foammodel. This amplitude is largely determined by general principles:
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superposition, locality, diffeomorphism invariance, crossing symmetries and Lorentz invariance. The
superposition principle require that the amplitude W can be expanded in a sum over “histories of states”
W =
∑
σ
W (σ) (232)
whereW (σ) is an amplitude associated to an appropriated sequence of states σ bounded by the considered
spin-network.
Because of the locality principle we expect that W (σ) decompose in terms of product of elementary
amplitudes Wv associated to local elementary processes
W (σ) ∼
∏
v
Wv (233)
the amplitude Wv will be interpreted as an elementary vertex in the same sense as two electrons one
photon vertex is the elementary amplitude of QED.
The diffeomorphism invariance requirement is intended in a very loose sense. Because the in the canonical
approach th Hamiltonian constraint is a density under diffeomorphism we expect that also in the covariant
formulation the evolution operator acts only on nodes of spin networks, and in particular that Wv is
associated to processes that transforms the nodes of the boundary states.
We also want that crossing symmetry holds. That is the well known property of standard QFT that the
vertex amplitude is independent on which states are interpreted as “in” or “out”.
The last but more important ingredient is the Lorentz invariance. Since classical general relativity has
a local Lorentz invariance we expect the individual Spin Foam vertex to be Lorentz invariant in some
sense. This enters deeply in the definition of Wv
Wv =
∫
SL(2,C)N
dg˜n
∏
`
∑
j
(2j + 1)Tr[D(j)(U`)Y
†
γD
(γj,j)(gs(`)g
−1
t(`))Yγ ] (234)
where dg˜n = δ(g1)dgn is a regularized SL(2,C)
N measure, the product over ` is the product over all the
faces that converge in the vertex, D(p,k) is the ρ, k unitary irreducible representation of SL(2,C) and
the Yγ is the injection map from the SU(2) spin j representation to the “minimal” subspace in γ-simple
representation (222)
Yγ : Hj → Hj ⊂ H(p=γ(j+1),k=j) (235)
By bringing all together we have the full amplitude associated to a boundary spin network state ψ. This
can be expressed as the “spinfoam sum”
〈W |ψ〉 =
∑
σ
∏
f
d(jf )
∏
v
Wv(σ). (236)
The sum is over spinfoams σ bounded by the spin network ψ. If we “cut a spinfoam with a 2d-surface”,
we obtain a spin network: the intersection of the edges e with the surface gives the nodes n of the spin
network and the intersection of the faces f with the surface gives the links l of the spin network, with
their respective colorings. The face amplitude is the dimension of the SU(2) representation coloring the
face d(jf ) = (2jf + 1)[73].
In particular, an S3 surface surrounding a vertex v of σ defines a spin network ψv. The vertex
amplitude of the vertex v of σ is defined to be
Wv(σ) ≡ 〈Wv|ψv〉. (237)
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This is “local”, in the sense that it depends only on the spins and intertwiners surrounding the vertex.
7 Approaching quantum geometry
Let us review what we have learned in Section 4. The golden tools of loop quantum gravity are the
spin network states. These form a basis in the kinematical Hilbert space, and diagonalize geometric
operators. In particular, the quantum numbers carried by a spin network, (Γ, je, in), define a notion
of quantum geometry,7 in the same way as the quantum number of an harmonic oscillator defines its
quantum state. These quantum numbers can be compared with the kinematical metric gab, defining the
classical geometry of space. We use the word kinematical to mean that gab is an arbitrary metric, not
necessarily a solution of Einstein’s equations, just like an arbitrary spin network spans the kinematical
Hilbert space, not necessarily solving the diffeomorphisms and Hamiltonian constraints. The quantum
geometry described by (Γ, je, in) is very different than a classical geometry gab. Specifically, it is largely
insufficient to reconstruct a metric gab. We can highlight three key differences:
(i) Quantized spectra: the spectra of geometric operators are discrete, as opposed to the continuum
values of their classical counterparts. This is a standard situation in quantum mechanics, think for
instance of the discretization of the energy levels of an harmonic oscillator.
(ii) Non-commutativity: not all geometric operators commute among themselves. This is a consequence
of the non-commutativity of the fluxes (148). This is also standard, like the incompatibility of
position and momentum observables.
(iii) Distributional nature: the states capture only a finite number of components of the original fields,
that is their values along paths (for the connection) and surfaces (for the triad). This is reminiscent
of what happens in lattice theories, where the continuum field theory is discretized on a fixed lattice
and only a finite number of degrees of freedom are captured.
In spite of these differences, if the theory is correct it must admit a semiclassical regime where a
smooth geometry emerges. And furthermore, the dynamics of this smooth geometry should be given by
general relativity, at least in some approximation. This is what we expect from any quantum theory:
that the ~ 7→ 0 limit is well-defined, and reproduces classical physics. The points (i-iii) show that this
limit might be non-trivial to obtain in loop quantum gravity. Although we started from genuine general
relativity and quantum mechanics, without any exotic ingredient, we ended up with a description in
terms of quantities, (Γ, je, in), which are very far from the original ones, gab. This is the problem of the
semiclassical limit.
In this Section, we would like to comment on the first part of this problem, namely the emergence
of a smooth geometry. This requires understanding the points (i-iii). The first point is easier to deal
with: also the orbitals of the hydrogen atoms are quantized, placed at distances labeled by an integer
n. The classical Keplerian behavior is recovered if we look at the large n limit. Similarly, continuum
spectra are recovered in the large spin limit jl 7→ ∞. Points (ii) and (iii) are more subtle. The key to
deal with them is the use of coherent states, namely linear superpositions of spin network states peaked
on a smooth geometry.
Recall that coherent states are peaked on a point in the classical phase space. For instance, the
coherent state |z〉 for an harmonic oscillator is peaked on the initial position q = Re(z) and momentum
p = Im(z). The phase space is the familiar cotangent bundle to the real line, (q, p) ∈ T ∗R. Analogously,
7Each face dual to a link has an area proportional to the spin je, and each region around a node has a volume determined
by the intertwiner in as well as the spins of the link sharing the node.
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coherent states for loop quantum gravity are peaked on a point (Aia(x), E
a
i (x)) in the classical phase
space, which defines an intrinsic (through the triad) and extrinsic (through the connection) 3-geometry.
Such coherent states for loop quantum gravity were introduced in [47]. These states minimize the
uncertainty of the flux operators, thus addressing (ii). In order to address (iii) and recover a smooth
geometry everywhere on Σ, the coherent states have support over an infinite number of graphs.
On the other hand, dealing with an infinite number of graphs is a formidable task, and for practical
purposes, one often needs to rely on approximations. A convenient one is to allow only states living on a
fixed finite graph Γ. The Hilbert space HΓ provides a truncation of the theory, which may be sufficient
to capture the physics of appropriate regimes. Within this truncation, one considers coherent states in
HΓ. However, in which sense one can assign a classical geometrical interpretation to these states? They
will be peaked on points in the phase space corresponding to H0Γ, which consists of classical holonomies
and fluxes on Γ. These quantities capture only a finite number of components of a continuum geometry.
To be able to interpret these truncated coherent states in a physical sense, we need to use these data to
approximate a continuum geometry. The problem is similar to approximating a continuous function f(x)
if we are given a finite number of its values, fn = f(xn). Various interpolating procedures are common.
We now describe a notion of interpolating geometry which emerges naturally. What follows is in part an
anticipation of the next sections where the full details are given. Now we do a summary that we think
is useful in order not to lose what’s our goal in the following sections.
The associated gauge-invariant Hilbert space on a fixed graph is a sum over intertwiner spaces Hn ≡
Inv[ ⊗
e∈n
V (je)] associated to the nodes (see (169)),
H0Γ =
⊕
jl
⊗
n
Hn. (238)
Just like L2(R, dx) is the quantization of the classical phase space T
∗R, this Hilbert space is the quan-
tization of a classical phase space8, denote it SΓ. The important result which is relevant for us is that
this phase space can be parametrized as follows [48],
SΓ = ×
l
T ∗S1 ×
n
SF (n). (239)
Here T ∗S1 is the cotangent bundle to a circle, F the valency of the node n, and SF is a 2(F − 3)-
dimensional phase space, introduced by Kapovich and Millson [49]. This parametrization mimics the
decomposition (238). In particular, the quantization of T ∗S1 gives the quantum number jl associated to
each link, and the quantization of SF (n) gives the F − 3 intertwiners associated to an F -valent node.
The parametrization defines a notion of interpolating geometry associated to a cellular decomposition
of Σ dual to Γ, called twisted geometry [48]. The key to the geometric interpretation of (239) is the node
space SF (n). Fix the spins jl on the links connected to the node, and consider F unit vectors nl in R3
constrained to satisfy the following closure condition,
C =
F∑
l=1
jlnl = 0. (240)
Because of the closure, the vectors jlnl span a polygon in R
3, see Figure 2. The space of all polygons
with fixed jl up to SO(3) rotations forms the phase space SF , called by Kapovich and Millson the space
of shapes of the polygon.
8Up to singular points, but this is not important for the following.
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Figure 2: A polygon in R3, with F sides of fixed lengths. Because of the closure condition, not all the
components of the normals are independent, but only 2F − 3. If we further consider the polygon up to
rotations, that is the space SF , this is only specified by 2F − 3 − 3 = 2(F − 3) numbers. These can be
taken to be the lengths of F − 3 diagonals and their conjugated dihedral angles (which measure the way
the polygon hinges on each diagonal).
Figure 3: A generic polytope with 100 faces. Notice that most faces are hexagons.
This means that we can interpret the intertwiners as “quantized polygons”. Such interpretation is
appealing, but not particularly useful for our purposes. More promising would be a description in terms
of polyhedra, rather than polygons: polyhedra can be glued together to approximate a smooth manifold,
and their geometry will induce a discrete metric of some sort.
The good news [51] is that this is precisely what happens! In fact, each (non-coplanar) configuration
of vectors nl describes also a unique polyhedron in R
3, with jl as the areas of the faces, and nl as their unit
normals. More precisely, a convex bounded polyhedron, which is usually referred to as a “polytope”. The
explicit reconstruction of the polytope geometry from holonomies and fluxes is studied in [51]. Therefore,
up to the degenerate configurations corresponding to coplanar normals, we can visualize SF as a polytope
with F faces.
Going back to (239), the T ∗S1 space on the links carries information needed to define the parallel
transport between adjacent polytopes. This unique correspondence between SF in (239) and polytopes
means that each (non-degenerate) classical holonomy-flux configuration on a fixed graph can be visualized
as a collection of adjacent polytopes, each one with its own frame, and with a notion of parallel transport
between any two polytopes. Since twisted geometries parametrize the classical phase space on a fixed
graph, coherent states on a fixed graph are peaked on the approximated smooth geometry described by
a twisted geometry, i.e. a collection of polytopes.
Twisted geometries have a peculiar characteristic which justifies their name: they define a metric
which is locally flat, but discontinuous. To understand this point, consider the link shared by two nodes.
Its dual face has area proportional to jl. However, its shape is determined independently by the data
around each node (the normals and the other areas), thus generic configurations will give different shapes.
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In other words, the reconstruction of two polytopes from holonomies and fluxes does not guarantee that
the shapes of shared faces match. Hence, the metric of twisted geometries is discontinuous in the sense
that the shape of a face “jumps” when going from one polytope to the next. See left panel of Figure 12.
Figure 4: Two high-valency nodes and the link connecting them. Left panel: In general, the two adjacent
polytopes, defined by holonomies and fluxes on the nodes, don’t glue well. Even if the area of a polygonal
face is the same because there is a unique spin associated with the link, the shapes will be different in
general. Right panel: in order for the shapes to match, one needs to impose appropriate conditions on
the polytopes such as the matching of the normals to the edge in the plane of the face. These conditions,
studied in [51], affect the global shape of the polytope.
Notice that one can also consider a special set of configurations for which the shapes match, see right
panel of Figure 4. This is a subset of SΓ which corresponds to piecewise flat and continuous metrics.
For the special case in which all the polytopes are tetrahedra, this is the set-up of Regge calculus, and
those holonomies and fluxes describe a 3d Regge geometry. The matching conditions in this case were
studied in [52]. For an arbitrary graph, the matching conditions are studied in [51], and the result would
be Regge calculus on generic cellular decompositions.
The relation between twisted geometry and Regge calculus implies that holonomies and fluxes carry
more information than the phase space of Regge calculus. We stress that this is not in contradiction with
the fact that the Regge variables and the LQG variables on a fixed graph both provide a truncation of
general relativity: simply, they define two distinct truncations of the full theory. See [53] for a discussion
of these aspects.
Summarizing, when we truncate the theory to a single graph, we capture only a finite number of
degrees of freedom of the geometry. This finite amount of information can be suitably interpolated
to give an approximate description of a smooth geometry. The reparametrization in terms of twisted
geometries achieves a prescription for this interpolation procedure: starting from holonomies and fluxes
on a graph, we can assign to them a specific twisted geometry, that is, a bunch of polytopes stuck
together.
These results offers on the one hand a new way to visualize the quantum geometry of loop quantum
gravity in terms of fuzzy polytopes. On the other hand, they open the door to new beautiful mathematical
ingredients, from the geometry of polytopes [50, 51], to twistors [54], to new emerging symmetries [55].
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8 Polytopes: definition and combinatorial classes
A polytope is a bounded convex polyhedron, namely the convex hull of a finite set of points. It can be
represented as the intersection of finitely many half-spaces as
P = {x ∈ R3 |ni · x ≤ hi, i = 1, . . . ,m} , (241)
where ni are m arbitrary vectors, and hi ∈ Rm. This definition is redundant: the minimal set of
inequalities corresponds to taking m = F the number of faces of the polytope. It is also abstract: the
polytope is characterized by a set of m arbitrary vectors ni and real numbers hi. We are interested in a
more geometric characterization in terms of a specific set of vectors and numbers: the unit normals and
areas of its faces. Consider then a set of unit vectors ni ∈ R3 and a set of positive real numbers Ai such
that
C ≡
F∑
i=1
Ai ni = 0. (242)
Each choice of areas and normals defines a polytope (241) as follows. For each vector consider the plane
orthogonal to ni at a distance hi from the origin of R
3. The intersections of the half-spaces defines the
polytope ni · x ≤ hi. We can then adjust the heights to hi = hi(A) such that the faces have areas Ai.
Remarkably, to each choice of areas and normals there corresponds a unique polytope. This is
established thanks to the following theorem (e.g. [50]):
Theorem (Minkowski)
(a) If n1, . . . , nF are non-coplanar unit vectors and A1, . . . , AF are positive numbers such that (242)
holds, than there exist a polytope whose faces have outwards normals ni and areas Ai.
(b) If each face of a polytope is equal in area to the corresponding face with parallel external normal of
a second polytope and conversely, then the two polytopes are congruent by translation.
This uniqueness will play an important role in the following. 9
8.1 Phase space structure
Let us put the polytopes aside for a moment, and consider the following space of closed vectors at fixed
norms,
PF =
{
ni ∈ (S2)F |C(Ai, ni) = 0
}
. (243)
The areas are seen as fixed external parameters. For each configuration of areas, the space has dimensions
2F − 3. Points in PF have a very simple geometric interpretation: the condition (242) makes the vectors
close on themselves, thus each configuration defines a polygon in R3 with side vectors Aini (see Fig.
5). We introduce the space of shapes, SF , of the polygon, as the space of closed unit normals modulo
rotations,
SF ≡ PF /SO(3). (244)
Each point in this space represents a polygon in R3 up to rotations. This 2(F − 3)-dimensional space
was shown by Kapovich and Millson [49] to be a symplectic manifold, up to a finite number of points
9The key property of this space is that to each (non-degenerate) point there corresponds a unique polytope. This is
established thanks to the following (e.g. [50]) Thanks to this theorem, a set of (non-coplanar) closed normals and areas
defines a unique polytope embedded in R3. The space PF contains also configurations where the vectors are coplanar,
which we dub degenerate since they only span a two dimensional space. These degenerate configurations do not define
a polytope, but rather a polygon. In fact, notice that (242) defines also a unique polygon in R3, with Aini as the side
vectors (see Fig.5). This definition is valid for any point in PF . For the dense subset of non-coplanar normals, Minkowski’s
theorem allows one to interpret the configuration also as a specific polyhedron.
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corresponding to configurations with one or more flat angles among the sides of the polygon. Action-
angle variables for (244) are (F − 3) pairs (µi, θi) with canonical Poisson brackets, {µi, θj} = δij . Here
µi is the length of i-th diagonal vector ~µi = A1n1+ . . .+Ai+1ni+1 (see Fig.5), and its conjugate variable
θi is a dihedral angle which measures the way the polygon hinges on the i-th diagonal. Because at fixed
areas the range of each µi is finite, this phase space has the topology of the Cartesian product of (F − 3)
cylinders, whose heights depend on Ai.
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Figure 5: A polygon with side vectors Aini and the (F−3) independent diagonals. The space of possible polygons
in R3 up to rotations is a 2(F − 3)-dimensional phase space, with action-angle variables the pairs (µi, θi) of the
diagonal lengths and dihedral angles. For non-coplanar normals, the same data defines also a unique polytope
thanks to Minkowski’s theorem.
Thanks to Minkowski’s theorem, we know that each point of non-coplanar normals represents also a
unique polytope, thus we can consistently identify polygons in R3 with polytopes. Let us call degenerate
the configurations with coplanar normals, since they only span a two dimensional space. Hence, we
will refer to (244) as the space of shapes of polytopes at fixed areas, with the caveat of the degenerate
configurations in mind.10
8.2 Classes of polytopes
We are interested in a classification of SF , thus we study polytopes as we keep the areas fixed, and vary
the normals. An important observation is the following: as we vary the normals, not only the intrinsic
geometry, but in general also the combinatorial structure of the polytope changes, that is the number of
boundary vertices and the valency of the polygonal faces. We refer to the combinatorial structure as the
class of the polytope. In other words, there are two components to the shape of a polytope: its class, and
the intrinsic shape, namely the intrinsic geometry (up to rotations) once the combinatorial structure is
fixed. Which classes is realized, depends on the specific values of the normals. This is a point we would
like to stress: one is not free to choose a class, and then assign the data. It is on the contrary the choice
of data to select the class. This is an immediate consequence of Minkowski’s theorem.
A useful tool to visualize polytopes and their classes are Schlegel diagrams [85, 50]. The Schlegel
diagram of a polytope is a planar graph obtained choosing a face f , and projecting all the other faces
on f as viewed from above. See Fig.6 for examples.
Figure 6: Some examples of Schlegel diagrams. From left to right, a tetrahedron, pyramid, cube and dodecahe-
dron.
10Concerning the sick configurations excluded from the genuine phase space, notice that they correspond to redundant
description of a polyhedron with lesser F , thus can be safely excluded from the description of the polytope.
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So the question is: given a (non-degenerate) point in SF , what polytope does it identify? In the case
F = 4, it is well-known that there is always a unique tetrahedron associated with four closed normals.
For F = 5 there are two possible classes: a triangular prism, and a pyramid, see Fig. 7. The two classes
Dominant: Codimension 1:
Figure 7: Polytopes with 5 faces: the two possible classes are the triangular prism (left panel) and the pyramid
(right panel).
have different polygonal faces: Two triangles and four romboids for the triangular prism, four triangles
and one romboid for the pyramid. The number of vertices changes as well, six for the prism, five for the
pyramid.
Minkowski’s theorem guarantees us that the same set (Ai, ni) cannot be associated to both classes:
each point in S5 corresponds to only one of the two. It is then interesting to map the phase space into
regions corresponding to different classes. One might at first think that both classes will generically
appear, but this is not the case. In fact, notice that the pyramid is just a special case of the prism,
obtained collapsing to a point one of the edges connecting two triangular faces. The existence of a
pyramid then requires a non-trivial condition, i.e. the presence of a 4-valent vertex. A moment of
reflection shows that this condition can be imposed via an algebraic equation on the variables. Hence
the shapes corresponding to pyramids span a codimension one surface in S5. Generic configurations of
areas and normals describe triangular prisms, and the pyramids are measure zero special cases. We call
dominant the class of maximal dimensionality, e.g. the triangular prism here.
Let us move to F = 6, a case of particular interest since regular graphs in R3 are six-valent. There are
seven different classes of polytopes, see Fig.8. The most familiar one is the cuboid (top left of Fig.8), with
its six romboidal faces. It is defined, up to rotations, by 12 numbers (e.g. the edge lengths). Although
this is precisely the dimension of S6, the cuboid class does not cover completely, by itself, the space of
shapes of six areas and closed normals: there is a second class with 12 edges and 8 three-valent vertices
also spanning a 12-dimensional space of intrinsic shapes. It is a “pentagonal wedge” with two triangles,
Dominant:
Codimension 1:
Codimension 2:
Codimension 3:
Figure 8: The seven classes of polytopes with 6 faces, grouped according to the dimensionality of their configu-
rations.
two romboids and two pentagons (to visualize it, imagine a triangular prism planed down on a corner,
so that a vertex is replaced by a triangle).
The remaining five classes are subdominant, because non-trivial conditions are required for their
existence. The first two are classes with 11 edges and codimension one, which require one 4-valent vertex.
These classes can be obtained from the dominant ones for configurations where a specific edge has zero
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length, as it can be easily seen from their Schlegel diagrams in Fig.8. From the cuboid, collapsing the
upper edge of the inner square gives the codimension-one polytope right below it. From the pentagonal
wedge, collapsing one of the two lateral sides gives the polytope right below it. The codimension-two
classes have 10 edges, and require either two four-valent vertices (the one on the left), or a single five-
valent vertex (the pentagonal pyramid, the one on the right). Again, they can be easily obtained from
those of codimension-one setting to zero a specific edge length.
Finally, there is also a class of codimension 3 with 9 edges. It has six triangular faces and three four-
valent vertices. This class is interesting in that it can be seen as two tetrahedra glued along a common
triangle. The shared triangle is the one with the four-valent vertices. Now, two arbitrary tetrahedra are
defined by 12 independent numbers. In order for them to glue consistently and generate this polytope,
the shape of the shared triangle has to match. This shape matching requires three conditions (for instance
matching of the edge lengths), thus we obtain a 9-dimensional space of shapes. That is, precisely the
codimension 3 subspace in S6 spanned by the class. Hence this class is a special case of two tetrahedra
where conditions are imposed for them to glue consistently.
Since all classes correspond to tessellations of the sphere with F faces, they must be connected by
Pachner moves [87] not changing the total number of faces. That is, the 2-2 move
 @
 @
7→ @
  @
  (245)
In order to obtain also the subdominant classes, we need to allow edges to collapse. Hence, we consider
also the move “frozen” in its intermediate position,
 @
 @
7→ @
 @
  (246)
Using these moves one can connect all classes of polytopes at fixed F . The amused reader can easily
find a sequence of (245) and (246) connecting all seven classes of Fig.8. To start, apply the move (245)
to the upper edge of the inner square of the cuboid to obtain the pentagonal wedge.
From the above analysis, we expect that the phase space S6 can then be divided into regions cor-
responding to the two dominant classes, separated by the subdominant ones. This is qualitatively
illustrated in Figure 9. Below in Section 9.4 we will have the right tools to confirm this expectation, and
turn the picture into a quantitative one.
Figure 9: Pictorial representation of the phase space: it can be mapped into regions corresponding to the
various dominant classes (two in the example). The subdominant classes separate the dominant ones and span
measure-zero subspaces. See Figure 11 below for concrete implementations of this picture.
After this brief survey of some specific examples, let us make some general statements.
• The phase space SF can be mapped in regions corresponding to different classes. The dominant
classes, generically more than one, cover it densely, whereas the subdominant ones span measure-
zero subspaces. Dominant classes in phase space correspond to polytopes with all three-valent
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vertices. This condition maximizes both the number of vertices, E = 2(F − 2), and edges, V =
3(F − 2). Subdominant classes are special configurations with lesser edges and vertices.
• All classes are connected by a finite sequence of 2-2 Pachner moves. The move (245) connects classes
with the same number of edges, whereas the move (246) permits to descend to a subdominant class.
• The lowest-dimensional class corresponds to a maximal number of triangular faces, a condition
which minimizes the number of vertices. When all the faces are triangular, the polytope can be
seen as a collection of tetrahedra glued together, and with matching conditions imposed along all
shared internal triangles.
8.3 Large F and the hexagonal dominance
The number of classes grows very fast with F (see for instance [81] for a tabulation). Thus far, we
have been able to characterize the class looking at how many faces have a certain valency. The valency
distribution is enough to identify the class at small F , however as we increase F we find classes with
the same valency distribution, but which differ in the way the faces are connected. To distinguish the
classes one needs to identify the complete combinatorial structure of the polytope. This information is
captured by the adjacency matrix, which codes the connectivity of the faces of the polytope. Below in
Section 9.3 we will show how this matrix can be explicitly built as a function of areas and normals, and
give some explicit examples.
An interesting question concerns the average valency of a face, defined as 〈p〉 = 2E/F . A simple
estimate can be given using the fact that the boundary of any polytope is a cellular decomposition
of the two-sphere, therefore by the Euler formula F − E + V = 2. For the dominant classes, which
are dual to triangulations, the additional relation 2E = 3V holds, hence E = 3(F − 2) and we get
〈p〉 = 6(1 − 2/F ). For large F , we expect the polytope to be dominated by hexagonal faces. This
expectation is immediately confirmed by a simple numerical experiment. A polytope with large number
of faces can be drawn using Wolfram’s Mathematica, and 〈p〉 can be evaluated.The specimen in Figure
10, for instance, has F = 100,normals uniformly distributed on a sphere, all areas equals,and 〈p〉 ∼ 5.88.
Notice also from the image that there are no triangular faces, consistently with the fact that they tend
to minimize the number of vertices and are thus highly non-generic configurations.
Figure 10: A generic polytope with F = 100. Most faces have valency 6. Triangles are nowhere to be seen.
59
9 Polytopes: reconstruction procedure and geometry
So far we have discussed how a point in SF specifies a unique polytope, and the existence of different
combinatorial structures. We now describe how the polytope can be explicitly reconstructed from areas
and normals. The reconstruction will allow us to identify its class through the adjacency matrix, and
evaluate completely its geometry, including the lengths of the edges and the volume.
Let us first give an overview of our strategy. From the definition (241), we know how to construct
a polytope as the (internal region to the) intersection of F planes, identified by their normals ni and
translated by hi from the origin. The contruction can be performed explicitly using an algorithm due to
Lasserre [86], which permits to compute the lengths `ij(h, n) of all the edges of the polytope defined by
hi and ni. Using this result, we derive a formula for the areas as Ai(h, n). Inverting this formula, we get
the heights hi(A, n) relative to a specific choice of areas and normals, and thus we can reconstruct the
polytope in terms of the data (A, n).
It is worth adding that the problem of computing the volume of a given polyhedron is a complex
and well studied topic in computational mathematics [111, 112], hence better procedures than the one
used here could in principle be found. However, the usual starting point for common algorithms is the
knowledge of the coordinates of vertices, or the system of inequalities (241). Therefore the methods need
to be adapted to obtain formulas in terms of areas and normals. We found Lasserre’s algorithm to be
the most compatible with this necessity.11
We now review and adapt to 3d Lasserre’s procedure.
9.1 Lasserre’s algorithm
The basic idea of the reconstruction algorithm is to compute the length of an edge as the length of an
interval in coordinates adapted to the edge. Consider the i-th face. From the defining inequalities (241),
we know that points on this face satisfy
ni · x = hi (247a)
nj · x ≤ hj , i 6= j. (247b)
We introduce coordinates yi adapted to the face, that is
ni · yi = 0, yi = x− (x · ni)ni. (248)
Using (247a) we get x = hini + yi, which inserted in (247b) gives
yi · nj ≤ rij , i 6= j , (249)
where we have defined
rij ≡ hj − (ni · nj)hi . (250)
Hence, the i-th face can characterized either in terms of the x or the yi coordinates,{
x · ni = hi
nj · x ≤ hj , i 6= j
−→
{
yi · ni = 0
yi · nj ≤ rij(h, n), i 6= j
(251)
11Numerical algorithms for the volume and shape reconstruction from areas and normals are developed in the study of
extended Gaussian images in informatics [113]. However there are no analytical results.
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Notice that rij/
√
1− (ni · nj)2 is the distance of the edge ij from the projection of the origin on the i-th
face.
The next step is to iterate this process and describe an edge in terms of its adapted coordinates. We
start from the i-th face again, and assume that it is connected to the face j, so that the two faces share
an edge. Points on the edge ij between the i-th and the j-th face satisfy
yi · ni = 0 (252)
yi · nj = rij (253)
yi · nk ≤ rik, k 6= i, j. (254)
As before, we introduce coordinates zij , adapted to the edge,
ni · zij = nj · zij = 0, zij = yi − [nj − (ni · nj)ni] yi · nj
1− (ni · nj)2 . (255)
Using (253) we get that for a point in the edge
yi = [nj − (ni · nj)ni] hj − hi(ni · nj)
1− (ni · nj)2 + zij . (256)
Plugging this in (254) gives
zij · nk ≤ bij,k, (257)
where we have defined
bij,k ≡ hk − (ni · nk)hi − (nj · nk)− (ni · nj)(ni · nk)
1− (ni · nj)2 [hj − hi(ni · nj)] . (258)
Summarizing as before, going to adapted coordinates the edge is defined by
yi · ni = 0
yi · nj = rij(h, n)
yi · nk ≤ rik(h, n), k 6= i, j.
−→

zij · ni = 0
zij · nj = 0
zij · nk ≤ bij,k(h, n), i 6= j 6= k
(259)
At this point we are ready to evaluate the length of each edge. To that end, we parametrize the zij
coordinate vector in terms of its norm, say λ, and its direction which is given by the wedge product of
the two normals,
zij = λ
ni ∧ nj√
1− (ni · nj)2
. (260)
If we define
aij,k ≡ ni ∧ nj · nk√
1− (ni · nj)2
, (261)
we can rewrite the inequalities in (259) as
λaij,k ≤ bij,k. (262)
Finally, the length of the edge is the length of the interval determined by the tightest set of inequalities,
i.e.
min
k|aij,k>0
{
bij,k
aij,k
}
− max
k|aij,k<0
{
bij,k
aij,k
}
. (263)
Here the minimum is taken over all the k’s such that aij,k is positive, and the maximum over all the k’s
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such that aij,k is negative. This quantity is symmetric [86] and well-defined.
12
Now comes a key fact: (263) can be defined for any pair of faces ij, not only if their intersection
defines an edge in the boundary of the polytope. However, it is negative every time the edge does not
belong to the polytope [86]. Thanks to this property, we can consistently define the edge lengths for any
pair of faces ij as
`ij(h, n) = max
k
{
0, min
k|aij,k>0
{
bij,k
aij,k
}
− max
k|aij,k<0
{
bij,k
aij,k
}}
. (264)
The result is a matrix whose entries are the edge lengths as a functions of the normals and the heights,
linear in the heights, and zero if the intersection is outside the polytope.
This formula completes Lasserre’s algorithm, and permits one to reconstruct the polytope from the
set (hi, ni). To achieve a description in terms of areas at the place of heights, we use (264) to compute
the areas of the faces. To do so, we use the projection of the origin on the face to divide it into triangles.
Recall the Lasserre’s procedure has provided us with the distance between an edge and the projected
origin, see (251). We thus can write
Ai =
1
2
F∑
j=1
j 6=i
rij√
1− (ni · nj)2
`ij . (265)
Notice that both rij(h, n) from (249) and `ij(h, n) from (264) are linear in the heights. Hence, the area
is a quadratic function,
Ai(h, n) =
F∑
j,k=1
M jki (n1, . . . , nF )hjhk, (266)
whereMi is a complicated matrix depending only on the normals. This quadratic system can be inverted
to obtain hi(A, n). The existence of a solution with hi > 0 ∀i is guaranteed by Minkowski’s theorem.
However, the solution is not unique: in fact, we have the freedom of moving the origin around inside the
polytope, thus changing the value of the heights without changing the shape of the polytope.
To our knowledge there are no systematical procedure that can be used to solve a generic quadratic
system.In order to invert it, we canfix an origin in such a way that we can put as much h to zero as
possible. One can be tempted to put the origin on a vertex or an edge but this is impossible to do
without knowing a priori the combinatorial structure of the polytope. We can at most put the origin on
a face and put to zero one h.
Finally, from the inverse we derive the lengths as functions of areas and normals, which with a slight
abuse of notation we still denote in the same way,
`ij(A, n) = `ij(h(A, n), n). (267)
These expressions are well-defined and can be computed explicitly.
9.2 Volume of a polytope
As discussed, a set of areas and normals that satisfy the closure condition fully determine the shape of
a polytope. Let us call P(Ai, ni) the convex subset of R3 corresponding to the polytope. Its volume is
simply the integral of the Euclidean volume density on this region:
V (Ai, ni) =
∫
P(Ai,ni)
d3~x . (268)
12It diverges if the normals are parallel, but this case is excluded since the two faces would not share an edge.
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An interesting question is how to compute efficiently the volume integral (268). The simplest way is to
use the algorithm described in the previous section: we chop the region P(Ai, ni) into pyramids with a
common vertex in its interior and bases given by the faces of the polytope. In this way the volume is
just the sum of the volumes of the pyramids, i.e.
V (Ai, ni) =
1
3
F∑
i=1
hiAi . (269)
Here hi = hi(A, n) are the heights of the pyramids expressed in terms of the areas and normals via
Lasserre’s algorithm. Notice that since the volume is manifestly invariant under rotations, it can also
be written directly as a function of the reduced variables (µk, θk). To do so, one only needs to use the
relation ni = ni(µk, θk), which is straightforward to derive once a reference frame is chosen.
The volume of the polytope as a function of areas and normals has a number of interesting properties
that we now discuss:
C1. Clearly, as a function of areas and normals, the volume is either positive or vanishing. In particular,
for given areas, it vanishes only when the normals ni lie in a plane. To be precise, Minkowski
theorem and the algorithm discussed in the previous section make sense only for non-coplanar
normals. However, the limit of coplanar normals exists and the volume tends to zero in this
limit13.
C2. For fixed areas Ai, the volume is a bounded function of the normals. We call Vmax(Ai) the volume
of the polytope with maximum volume14,
Vmax(Ai) ≡ sup
ni
V (Ai, ni) . (270)
In particular, Vmax(Ai) is smaller that the volume of the sphere that has the same surface area as
the polytope. Therefore we have the bound
0 ≤ V (Ai, ni) <
(∑
iAi
) 3
2
3
√
4pi
. (271)
C3. Face-consistency. Setting to zero the area of a face such that the result is still a non-degenerate
polytope, (269) automatically measures the volume of the reduced polytope with F − 1 faces.
In conclusion, a point in SF determines uniquely the whole geometry of a polytope and in particular
its edge-lengths lij (264) and its volume (269). Now we show how these data can be used to identify the
class of the polytope.
13In order to to see this we can exploit the property (C3) and notice that we can obtain a general F valent coplanar
configuration from a F +1 pyramid configuration in the limit of zero base’s area. Consider for example a cross shaped set
of four normals (two by two collinear and opposite and one set orthogonal to the other). Using the above construction we
take five normals that correspond to a square base pyramid and, if we call  the area of the base, we perform the limit
 → 0 keeping constant the area of the triangular faces. To keep the area of a triangle fixed to A in the limit process the
height has to be h =
√
A2

− 
4
≈ A/√. In this limit the configuration of the four remaining normals becomes planar (i)
and the volume associated to this configuration vanishes V = h
3
=
√

3
→ 0. One can be tempted to say that this result
comes trivially from (269) with all the heights equals to zero. This could be tricky, in fact (269) is not well defined for
degenerate configuration, but thanks to the above argument we can extend (269) also for degenerate configuration setting
all h to zero.
14Notice that there can be more than one polytope that attain maximum volume. For instance, in the case F = 4, there
are two parity related tetrahedra that have the maximum volume.
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9.3 Adjacency matrix
The adjacency matrix A of the polytope is defined as
Aij =
{
1 if the faces i and j are adjacent
0 otherwise
i, j = 1, . . . , F (272)
Notice that Aij coincides with the matrix `ij in (264) with all the non-zero entries normalized to 1: the
reconstruction algorithm gives us the adjacency matrix for free.
Aij contains information on the connectivity of the faces as well as on the valence of each face, thus
the class of the polytope can be identified uniquely from it. The valence pi of the face i can be extracted
taking the sum of the columns for each row,
pi =
F∑
j=1
Aij . (273)
For example, for the two classes with F = 5 of Fig.7 we have
−→ A =

0 0 1 1 1
0 0 1 1 1
1 1 0 1 1
1 1 1 0 1
1 1 1 1 0
 −→ p = (3, 3, 4, 4, 4)
−→ A =

0 1 1 1 1
1 0 1 0 1
1 1 0 1 0
1 0 1 0 1
1 1 0 1 0
 −→ p = (4, 3, 3, 3, 3)
From graph theory [114], we known that (272) has a number of interesting properties that can be
related to the geometrical parameters of the polytope. For instance, the number of walks from the face
i to the face j of length r is given by the matrix elements of the r-th power (Ar)ij . From this property
we deduce that the number E of edges of the polytope is
E =
1
2
TrA2 =
1
2
∑
i
pi. (274)
This expression generalizes the value E = 3(F − 2) valid for the dominant classes.
Higher traces are related to the number of loops of a given lengh. For instance, the number of closed
loops of length 3 is given by (1/6)TrA3.
9.4 Mapping the phase space
Now that we have a tool to distinguish the classes, we can go back to our initial program of mapping the
phase space, and do it in a quantitative way. This requires inverting (266), which we did numerically
with the help of Wolfram’s Mathematica. We subdivided the phase space into a regular grid, and had
Mathematica computing the adjacency matrix of the area-normal configurations lying at the vertices of
the grid. This associates a unique class to each cell of the phase space. This information can be colour-
coded, and the result for a specific example is shown in Fig.11. Notice that in this way we only realize an
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approximate mapping, where by construction we have measure-zero probability of hitting a subdominant
class, thus the latter are absent in the mapping. Furthermore, although (266) is always invertible, the
specific algorithm one uses might get in trouble on some specific configurations. Configurations for which
our numerical algorithm failed are holes in the pictures. This limitation can be easily improved with a
better algorithm inversions, or by choosing a configuration slightly off the vertex of the grid. However it
is irrelevant for us to improve it at this stage. What we care to show in this paper is that it is possible
to do the mapping in a quantitative way.
Φ
J
Figure 11: Mappings of subspaces of S6 at fixed external areas (respectively 9,10,11,12,13,13). Left panel: a
pair (J, φ) (the other phase space variables are fixed to J1 = 15, φ1 =
7
10
pi, J2 = 13, φ2 =
13
10
pi). Right panel:
the three angles φi for fixed Ji (respectively 15,13,17). The mappings have a finite resolution: each colored box
corresponds to a single configuration. The cuboids are in blue, the pentagonal wedges in red. The holes are
configurations for which our numerical algorithm to invert (266) failed.
9.5 Shape matching conditions
Knowing the complete geometry of the polytopes allows us also to address the following situation.
Suppose we are given two polytopes in terms of their areas and normals, and suppose we want to glue
them by a common face. Even if we choose the area of the common face to be the same, there is no
guarantee that the shape of the face will match: The two sets of data will in general induce different
shapes of the face. That is, the face has the same area but it can be two different polygons altogether.
In order to glue the polytopes nicely, one needs shape matching conditions guaranteeing that the shared
face has the same geometry in both polytopes.
If both polytopes are tetrahedra, the problem has been solved in [52]. One uses the fact that the
shape of the common triangle will match if two lengths, or two internal angles, are the same (only, two,
since the area is already matching). In particular, the internal angles α can be expressed in terms of the
3d dihedral angles of the tetrahedron as follows,
cosαijk =
cosφij + cosφik cosφjk
sinφik sinφjk
. (275)
Here the faces i, j and k all share a vertex, and αijk is the angle between the edge ij and the edge ik
inside the triangle i. See left panel of Figure 4. Consider now the adjacent tetrahedron. Its geometry
induces for the same angle the value
cosαij′k′ =
cosφ′ij′ + cosφ
′
ik′ cosφ
′
j′k′
sinφ′ik′ sinφ
′
jk′
. (276)
65
Hence, for the shape to match it is sufficient to require
Ckl,ij(φ) ≡ cosαijk − cosαij′k′ = 0 (277)
for two of the three angles of the triangle.
i
jk
k’ j’
i
Figure 12: The geometric meaning of equation (277): the 2d angle αij,kl belonging to the shaded triangle
can be expressed in terms of 3d angles associated the thick edges of the tetrahedron k, or equivalently of the
tetrahedron l.
The simplicity of the conditions (277) is a consequence of the fact that two triangles with the same
area are congruent if two angles match. For the general case, the face to glue is now a polygon and the
number of conditions greater. One needs to make sure that the valency p of the polygon is the same.
Then, the number of independent parameters of a polygon on the plane is 2p− 3, hence giving the edge
lengths is not enough, and p − 2 additional conditions are needed. A convenient procedure is then the
following. Consider the face with the matching area, and one polytope. First of all, we know all the edge
lengths `ij of the face viewed from the polytope. Then, for all the j such that `ij 6= 0, we consider the
face normals nj projected on the plane of the i-th face,
n˜j =
nj − (ni · nj)ni
|nj − (ni · nj)ni| =
nj − cosφijni
sinφij
. (278)
The set (`j , n˜j) defines a unique polygon in the plane identified by ni, thanks to a two-dimensional
version of Minkowski’s theorem. Next, we do the same with the second polytope, obtaining a second set
(`′j , n˜
′
j) living in the plane identified by n
′
i. Finally, the shape matching conditions consist of imposing
the equivalence of these two flat polygons up to rotations in three-dimensional space.
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10 Relation to loop quantum gravity
Thus far we have been discussing classical properties of polytopes. In the rest of the paper, we discuss
the relevance of polytopes for loop quantum gravity.
The relation between polytopes and loop quantum gravity comes from the key result that:
• intertwiners are the building blocks of spin-network states, an orthonormal basis of the Hilbert
space of loop quantum gravity, [12]
• intertwiners can be understood as the quantization of the phase space of polytopes with fixed areas,
i.e. of the Kapovich and Millson’s phase space SF [82, 102, 83] (see also [80, 84]). Notice that as
usual, constructing the quantum theory implies a quantization of some classical quantities, in this
case the areas.
Therefore an intertwiner can be seen as the state of a quantum polytope and spin-network states as a
collection of quantum polytopes with adjacency relations prescribed by the spin-network graph.
In this section we discuss the quantum polytope, semiclassical states and twisted geometries.
10.1 The quantum polytope
The intertwiner space HF = Inv
[⊗Fi=1 V (ji)] can be seen as the Hilbert space of a quantum polytope. In
this sense, our construction provides a generalization to arbitrary valence of the seminal work of Barbieri
[77] where the quantum tetrahedron was introduced (see also [78]). The correspondence between classical
quantities and their quantization is the following: up to a dimensionful constant, the generators Jˆi of
SU(2) acting on each representation space V (ji) are understood as the quantization of the vectors Aini,
i.e. of the normals to the faces of the polytope normalized to the area. In LQG the dimensionful constant
is chosen to be the Immirzi parameter times Planck’s area,
Aini −→ Eˆi = 8piγG~ Jˆi. (279)
The closure condition (242) for the polytope becomes the the definition of intertwiner∑
i
Eˆ = 0 , (280)
and corresponds to the Gauss constraint in classical General Relativity in Ashtekar-Barbero variables.
10.2 Coherent intertwiners and semiclassical polytopes
Coherent intertwiners for HF were introduced in [100] and developed in [102, 103]. They are defined as
||ji, ni〉 =
∫
dg D(j1)(g)|j1, n1〉 · · ·D(jF )(g)|jF , nF 〉, (281)
where |j, n〉 is an SU(2) Perelomov coherent state. Here, the unit-vectors ni are assumed to close,∑
i jini = 0. These states can be shown to be an overcomplete basis of the Hilbert space HF , this being
a consequence of Guillemin-Sternberg’s theorem that quantization commutes with reduction, as shown
in [102, 103].
As the states ||ji, ni〉 are invariant under rotation of the vectors ni, they can be label by the Kapovich
and Millson canonical variables (µk, θk): coherent intertwiners are labeled by a point in the phase space
SF , i.e. by a classical polytope.
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From the point of view of geometric quantization, a convenient parametrization of the phase space
SF is in terms of F − 3 complex numbers Zk [102]. They are defined as follows. Let us consider the
stereographic projection of a unit-vector n = (nx, ny, nz) into the complex plane,
z = −nx − iny
1− nz = − tan
θ
2
e−iφ, (282)
where θ and φ are the zenith and azimuth angles of S2, and we have chosen to project from the south
pole. The F − 3 complex variables Zk are defined in terms of the stereographic projection zi of the
normals ni as their cross-ratio
Zk =
(zk+3 − z1)(z2 − z3)
(zk+3 − z3)(z2 − z1) , k = 1, . . . , F − 3 . (283)
In the following we use Zk as labels for the coherent intertwiners,
|ji, Zk〉 = ||ji, ni(Zk)〉 . (284)
The variables Zk provide a complex polarization
15 of the phase space SF . The advantage of these
variables is that coherent states can be obtained in an elegant way through geometric quantization [102].
The states |ji, Zk〉 are holomorphic in Zk and the resolution of the identity is
1 =
∫
dµ(Z) |ji, Zk〉〈ji, Zk| , (285)
where the measure
dµ(Z) = 8pi2
(∏
i
2ji + 1
2pi
)
K(Zk, Z¯k)
∏
k
d2Zk (286)
is defined by an integration kernel K(Zk, Z¯k) that depends parametrically on the spins ji and is given
explicitly in [102].
These states are “minimally” overcomplete, since they achieve a parametrization of the phase space
in terms of reduced variables. The advantage is that each one of them now represents a coherent polytope
(including degenerate cases), thus (285) is truly a decomposition of the intertwiner space in terms of
polytopes. 16
The states |ji, Zk〉, provide coherent states for the space of intertwiners only,17 and should not be
confused with coherent states for loop quantum gravity. However, they do play a role. We now describe
how polytopes are relevant to the full theory.
15Notice that it is not of the form µk + iθk.
16Another use of the states |ji, Zk〉 is to define an holomorphic representation of the quantum algebra on functions
ψ(Zk) ≡ 〈ji, Z¯k|ψ〉, see [83]. We will not use this representation in this paper.
17Recently [115, 116, 117] attention has been given to a second space for which polytopes are relevant. This is a sum of
intertwiner spaces such that the total spin is fixed,
HJ = ⊕
j1..jF∑
i ji=J
Inv
[⊗Fi=1 V (ji)
]
. (287)
The interest in this space is that it is a representation of the unitary group U(F). Vectors in this space represent quantum
polytopes with fixed number of faces and fixed total area, but fuzzy individual areas as well as shapes as before. Coherent
states for (287) can be built using U(F) coherent states [116]. Like the LS states, these are also peaked on classical
polytopes. The study in this paper is thus relevant also for those.
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10.3 Coherent states on a fixed graph and twisted geometries
To relate polytopes to loop quantum gravity, consider a truncation of the theory to a single graph Γ,
with L links and N nodes. The associated gauge-invariant Hilbert space is HΓ = L2[SU(2)L/SU(2)N ],
which decomposes in terms of intertwiner spaces Hn ≡ Inv[⊗l∈nV (jl)] as
HΓ = ⊕jl (⊗nHn) . (288)
This Hilbert space is the quantization of a classical space SΓ = T
∗SU(2)L//SU(2)N , which corresponds to
(gauge-invariant) holonomies and fluxes associated with links and dual faces of the graph. The important
result which is relevant for us is that this space, a symplectic manifold up to singular points [94], admits
a decomposition analogue to (288). In fact, it can be parametrized as [79]
SΓ =×
l
T ∗S1×
n
SF (n), (289)
where T ∗S1 is the cotangent bundle to a circle, F the valency of the node n, and SF is the space of
shapes of Kapovich and Millson introduced earlier.
The parametrization is achieved through an isomorphism between holonomy-fluxes and a set of vari-
ables dubbed “twisted geometries”. These are the assignment of an area Al and an angle ξl to each link,
and of F normals nl, satisfying the closure condition (242), to each node. See [79, 53] for details and
discussions.
As we have seen in the previous Sections, each configuration of (non-degenerate) closed normals
defines a unique polytope with fixed external areas Al. Hence, the twisted geometry parametrization
of the phase space allows us to bridge from holonomy-fluxes to polytopes around each node. The
reconstruction can be done explicitly first mapping holonomies and fluxes to the variables of twisted
geometries, and then using areas and normals to reconstruct the polytopes as described in section 9.
The extra angles ξl carry information on the extrinsic geometry, needed to define the parallel transport
between adjacent polytopes.
The isomorphism (289) and the unique correspondence between closed normals and polytopes means
that each classical (non-degenerate) holonomy-flux configuration on a fixed graph can be visualized as
a collection of adjacent polytopes, each one with its own frame, and with a notion of parallel transport
between any two polytopes. Just as the intertwiners are the building blocks of the quantum geometry
of spin networks, polytopes are the building blocks of the classical phase space (289) in the twisted
geometries parametrization.
Now, what is the relevance of this geometric construction to loop quantum gravity? Coherent states
for loop quantum gravity have been introduced and extensively studied by Thiemann and collaborators
[93, 94, 95]. Although the states for the full theory have components on each graph, it is often convenient
to truncate the theory on a fixed graph. This truncation provides a useful computational tool, to be
compared to a perturbative expansion, and has found many applications, from the study of propagators
and n-point functions [128] to cosmology [127]. In many of these applications, control of the semiclassical
limit requires a notion of semiclassical states in the truncated space HΓ.
The truncation can only capture a finite number of degrees of freedom, thus such semiclassical states
can not be peaked on continuous, smooth geometries. On the other hand, it is useful to visualize them as
peaked on some discrete geometries, approximation of a smooth one on a cellular decomposition dual to
Γ. Twisted geometries implement this picture, therefore a semiclassical state can be seen as a collection
of polytopes glued together.18
18This interpretation is independent of the details of the semiclassical states. All that is required is that they are properly
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There are two subtleties with this geometric picture that should be kept in mind. The first one is
that the polyhedral picture is only valid for non-degenerate configurations, i.e. when the normals are
not coplanar. Degenerate configurations correspond instead to polygons living on the plane shared by
the normals. Holonomy-flux configurations leading to coplanar normals in one or more node describe a
discrete 3d geometry with degenerate regions.
The second subtlety is the fact that twisted geometries have a peculiar characteristic which justifies
their name: they define a metric which is locally flat, but discontinuous. To understand this point,
consider the link shared by two nodes. Its dual face has area proportional to Al. However, the shape
of the face is determined independently by the data around each node (i.e. the normals and the other
areas), thus generic configurations will give two different shapes. In other words, the reconstruction of
two polytopes from holonomies and fluxes does not guarantee that the shapes of shared faces match.
Hence, the metric of twisted geometries is discontinuous across the face. See left panel of Figure 12.
One can also consider a special set of configurations for which the shapes match, see right panel
of Figure 12. This is a subset of SΓ where the shape matching conditions, discussed earlier in Section
9.5, hold. This subset corresponds to piecewise flat and continuous metrics. For the special case in
which all the polytopes are tetrahedra, this is the set-up of Regge calculus, and those holonomies and
fluxes describe a 3d Regge geometry: the reduced twisted geometries amount to the edge lengths and 3d
dihedral angles. The relation between twisted geometry and Regge calculus implies that holonomies and
fluxes carry more information than the phase space of Regge calculus. This is not in contradiction with
the fact that the Regge variables and the LQG variables on a fixed graph both provide a truncation of
general relativity: simply, they define two distinct truncations of the full theory. See [53] for a discussion
of these aspects.
For an arbitrary graph, the shape-matching subset describes a generalization of Regge calculus on
arbitrary cellular decompositions. In this case however the variables are not equivalent any longer to edge
lengths, since as already discussed these do not specify uniquely the geometry of polytopes. Rather, such
cellular Regge calculus uses areas and normals as fundamental variables. This is the set up of area-angle
Regge calculus [106]. For the action, one can use the one of [106] adapted to the cellular decomposition,
and with the gluing conditions generalized as discussed here.
peaked on a point in phase space. For instance, the twisted geometries parametrization has been applied to Thiemann’s
coherent states in [96]. Alternative coherent states based on a different complex structure suggested by (289) appear in
[97]. These two papers also show how the coherent intertwiners enter the construction of complete coherent states.
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11 On the volume operator
At the classical level, the volume of a polytope is a well-defined quantity. In this section we investigate
the quantization of this quantity and its relation with the volume operators used in loop quantum gravity.
11.1 The volume of a quantum polytope
Let us consider the phase space SF of polytopes with F faces of given area. The volume of the polytope
is a well-defined function on this phase space, as discussed in Section 9.2. Coherent intertwiners provide
a natural tool to promote this quantity to an operator.
In the following we use the parametrization of the phase space SF in terms of the cross ratios Zk. In
particular, the F normals ni are understood as functions of the cross-ratios, ni(Zk). Accordingly we call
V (ji, Zk) the volume of a polytope with faces of area Ai(ji) and normals ni(Zk),
V (ji, Zk) ≡ V (A(ji), n(Zk)) . (290)
Let us consider now the Hilbert space of intertwiners HF associated to the phase space SF . The volume
of a quantum polytope can be defined in terms of coherent intertwiners |ji, Zk〉 and of the classical
volume as follows:
Vˆ =
∫
dµ(Zk) V (ji, Zk) |ji, Zk〉〈ji, Zk| . (291)
This integral representation of the operator in terms of its classical version19 is of the kind considered
originally by Glauber [122] and Sudarshan [123]. It has a number of interesting properties that we now
discuss:
Q1. The operator Vˆ is positive semi-definite, i.e.
〈ψ|Vˆ |ψ〉 =
∫
dµ(Zk) V (ji, Zk) |〈ji, Zk|ψ〉|2 ≥ 0 , (292)
for every |ψ〉 in H. This is a straightforward consequence of the fact that the classical volume is a
positive function, V (ji, Zk) ≥ 0.
Q2. Vˆ is a bounded operator in HF . Its norm ||Vˆ || = supψ〈ψ|Vˆ |ψ〉/〈ψ|ψ〉 is bounded from above by
the maximum value of the classical volume of a polytope with fixed areas,
〈ψ|Vˆ |ψ〉 =
∫
dµ(Zk) V (ji, Zk) |〈ji, Zk|ψ〉|2 ≤ sup
Zk
V (ji, Zk) ≡ Vmax(ji) . (293)
Q3. Spin j-consistency. Let us consider the operator Vˆ defined on the Hilbert space HF+1 associated to
spins j1, . . . , jF , jF+1, and the one defined on the Hilbert space HF associated to spins j1, . . . , jF .
When the spin jF+1 vanishes, the two operators coincide. This is a consequence of the fact that
the classical volume of a polytope with F + 1 faces coincides with the volume of a polytope with
F faces when one of the areas is sent to zero.
19In the literature [129], the classical function V (ji, Zk) is called the P -symbol of the operator Vˆ . On the other hand,
the expectation value of the operator Vˆ on a set of coherent states, i.e.
QV (ji, Zk) ≡ 〈ji, Zk|Vˆ |ji, Zk〉 ,
is called the Q-symbol. When the P -symbol and the Q-symbol of an operator exist, then the operator is fully determined by
either of them. The properties of these symbols and of the operator they define have been studied by Berezin in [130],[131]
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These three properties are the quantum version of C1, C2, C3 discussed in section 9.2. Moreover,
using the fact that for large spins the overlap of two coherent intertwiners tend to a delta-function,
|〈ji, Zk|ji, Z ′k〉|2 → δ(Zk, Z ′k) , (294)
we have that the expectation value 〈Vˆ 〉Zk of the volume operator on a coherent state |ji, Zk〉 reproduces
the volume of the classical polytope with shape (ji, Zk),
〈Vˆ 〉Zk ≡
〈ji, Zk|Vˆ |ji, Zk〉
〈ji, Zk|ji, Zk〉 ≈ V (Ai(ji), ni(Zk)) . (295)
This fact allows to estimate the largest eigenvalue of the volume: in the large spin limit, the largest
eigenvalue is given by Vmax(Ai), the volume of the largest polytope in SF .
The spectrum of the operator Vˆ that can be computed numerically. Let us focus on the case F = 4
for concreteness. The matrix elements of Vˆ in the conventional recoupling basis are given by20
Vkk′ = 〈ji, k|Vˆ |ji, k′〉 =
∫
dµ(Z)V (ji, Z) 〈ji, k|ji, Z〉〈ji, Z|ji, k′〉, (296)
The matrix Vkk′ can be diagonalized numerically to obtain its eigenvalues. We focused for simplicity on
the simplest case where all the four spins ji are equal. The results using Wolfram’s Mathematica are
shown in Fig.13 and confirm that the maximum eigenvalue is below the volume of the regular tetrahedron.
The spectrum has a gap. One of the interesting questions to investigate in the future is whether this
gap survives at higher valency, or it is dumped as for the standard volume operator [121].
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Figure 13: The spectrum of Vˆ , blue circles, compared with Barbieri and the classical equilateral volume. The
spectra are bounded from above by the classical maximal volume, that is the equilateral configuration. The red
dashed line is the equilateral volume with A =
√
j(j + 1), to which Barbieri’s asymptotes, whereas the blue
continuous line is the equilateral volume with A = j, to which Vˆ asymptotes.
It is interesting to notice that the volume operator introduced above commutes with the parity
20The overlap 〈j, k|ji, Z〉 = (−1)
2k
2j+k+1
(2j!)2
(2j+k)!(2j−k)!Lk(1− 2Z), where Lk is the k-th Legendre polynomial, was computed
in [102].
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operator. This is the operator that sends the normals to their opposite,
Pˆ|j, n〉 = |j,−n〉. (297)
In terms of the stereographic projection, the maps n 7→ −n amounts to z 7→ −1/z¯, thus its action on
coherent intertwiners labeled by the single cross-ratios Z is simply
Pˆ|ji, Z〉 = |ji, Z¯〉 . (298)
Notice that V (ji, Zk) = V (ji, Z¯k) thanks to the invariance of the classical volume under parity. Moreover
the measure dµ(Zk) is invariant under the transformation Zk → Z¯k. As a result, the operator (291)
commutes with parity since
Pˆ Vˆ Pˆ† =
∫
dµ(Z)V (ji, Z)|ji, Z¯〉〈ji, Z¯| =
∫
dµ(Z¯)V (ji, Z¯)|ji, Z〉〈ji, Z| = Vˆ . (299)
Clearly, there are other possible proposals for the volume of a quantum polytope. All of them share
the same classical limit, but can have a different spectrum for small eigenvalues. An interesting variant
to consider is the operator obtained as the square-root of the modulus of the oriented-volume square Uˆ
defined below
Uˆ =
∫
dµ(Zk) s(Zk)V
2(ji, Zk) |ji, Zk〉〈ji, Zk| , (300)
where s(Zk) is the parity of the polytope, i.e. s(Zk) = ±1 and s(Z¯k) = −s(Zk). The operator Uˆ now
anticommutes with the parity therefore, under the assumption that its spectrum is non-degenerate, we
have that its eigenvalues appear in pairs±u. In particular, when the Hilbert spaceHF is odd-dimensional,
a zero eigenvalue will be present. As a result, the spectrum of this alternate volume operator Vˆ =
√
|Uˆ |
has non-vanishing eigenvalues that are twice degenerate and eventually a non-degenerate zero eigenvalue
for in odd dimension. In Figure 13 , its spectrum is shown and compared to the spectrum of the volume
of a quantum tetrahedron introduced by Barbieri and defined as
√
|J1 · (J2 × J3)|.
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Figure 14: The spectrum of
√
|Uˆ |, blue circles, compared with Barbieri and the classical equilateral volume.
The spectra are bounded from above by the classical maximal volume, that is the equilateral configuration. The
red dashed line is the equilateral volume with A =
√
j(j + 1), to which Barbieri’s asymptotes, whereas the blue
continuous line is the equilateral volume with A = j, to which Vˆ asymptotes.
11.2 LQG volume operator(s) and the quantum polytope
Clearly, this operators is not simply related to cubic flux operators, as the traditional Rovelli-Smolin
and Ashtekar-Lewandowski ones. Furthermore, we do not know how to define them in the full theory,
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that is prior to the introduction of a graph. On the other hand, operators of this type could play a
role while studying approximations of the theory truncated on a given graph. Both operators are well-
defined, thanks to the boundedness of V (j, Z). We also remark that if we set one of the spins to zero,
we automatically get the corresponding volume for valence F − 1, a property inherited from the classical
volume function. In this sense, it can be considered “cylindrical consistent”.
The metric volume of a region R is a well-defined operator in loop gravity, corresponding to a
quantization of the classical formula V (R) =
∫
R
√
detE. It has been studied extensively (e.g. [120, 121]),
particularly because it enters Thiemann’s construction of the Hamiltonian constraint [43] and thus it is
relevant to understand the quantum dynamics of the theory. In particular, it was shown in [95] that
the volume operator fails to have the right semiclassical limit on a fixed graph, unless one uses special
coherent states defined only on 6-valent graphs. We would like here to review this result in the light of
the polytopical perspective built so far.
To construct the volume operator one needs to rewrite the classical formula, which involves a product
of triads, in terms of fluxes, which are the fundamental operators of the theory. The details of this
procedure are not relevant here; let us just recall that two proposals have appeared in the literature, the
original one by Rovelli and Smolin [11], and a more recent one by Ashtekar and Lewandowski [124], and
that the second one is preferred by the “triad test” proposed in [92]. What is important for us is that in
both cases one obtains a specific function of the fluxes, which is of the type of a square root of a triple
product of fluxes. Then, recall that on coherent states each flux is peaked21 on the vector Alnl associated
to a given link. In this way, the expectation value of the volume operator becomes a specific function of
areas and dihedral angles among the normals. To cut a long story short, in [95] it was realized that this
function gives the classical volume only when the states represent a parallelepipedoid.
This result should be now clearer in the light of the geometry of polytopes studied here. In fact, we
have seen already that the volume of a polytope is a much more complicate function of areas and normals,
than the triple product function appearing in [95]. If we consider the (unique) polytope defined by the
given areas and normals, the triple product of Alnl is proportional to its volume only in the case of a
tetrahedron, and not for a generic number of faces. The only exception is the case of a parallelepipedoid,
since this can be chopped in six tetrahedra of the same volume. Hence, no surprise that it only works
for parallelepipedoids as claimed in [95].22
What we have learned on the polytopes shows that it makes no sense to expect that an operator is
peaked on the volume of the polytope, because the type of polytope depends not only on the valency
of the node, but on the data themselves. Therefore, the volume operator of loop quantum gravity can
not be thought of as the volume of a quantum polytope. This is not a limitation of the operator per
se: in fact, adding the interpretation of a flat polytope is artificial, and there is no reason to enforce it,
especially since the theory is a continuum one.
On the other hand, the polytopical picture is interesting when one works with the truncation of the
theory, and wants a discrete geometry at disposal to use as an approximation. In that case, one might
be interested in a volume operator quantizing the classical formula for the polytope. This question can
be addressed exploiting the knowledge of the classical expression (269), and the fact that a mapping
between classical functions and quantum operators can be devised through the help of coherent states.
21The details of the peakedness depends on the specific coherent states chosen. However here we are interested only in
the expectation values and not on the variance, therefore we discard discussing these types of difference.
22They could have also claimed that it works for a tetrahedron. However this would require a different normalization of
the operator, normalization that the authors fix according to the “triad test” of [92].
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12 On dynamics and spin foams
Spin foam models for the dynamics of loop quantum gravity are usually built starting from a discretization
of the spacetime manifold in terms of a simplicial triangulation ∆. The study of semiclassical dynamics
can benefit from the interpretation of LQG variables in terms of areas and normals, because it allows
a direct relation to discrete general relativity on ∆. Specifically, it allows to compare the algebraic
transition amplitudes to exponentials of the Regge action [132, 128, 133, 103]. On the other hand,
complete transition amplitudes for LQG require the use of more general 2-complexes than those those
dual to simplicial manifolds. A direct construction of the path integral for arbitrary graph has not been
attempted so far. However Kaminski, Kisielowski and Lewandowski [125] have proposed an extension of
the EPR model to arbitrary boundary graphs, based on a direct extension of the algebraic structure of
the EPR model.
Just as Regge calculus is useful to study the semiclassical behavior on simplicial manifolds, a gen-
eralization to arbitrary cellular decompositions could be relevant to the theory, and allow us to test
whether models such as the KKL one can be related to it.At the end of Section 10.3 we discussed cellular
Regge calculus in 3d. More in general, the advantage in using n-simplexes in n dimensions is that they
are “rigid”, namely assigning their n(n + 1)/2 edge lenghts fixes a unique flat metric. n-simplexes are
polytopes with a minimal number of faces, F = n + 1. On the other hand, generic polytopes require
additional information, that is nF − n(n + 1)/2. Hence, if one wants to formulate Regge calculus on
polytopes, lengths can not be used as fundamental variables anymore. In 3d, they have to be replaced
by areas and angles. These are precisely the twisted geometries, therefore the boundary data of a generic
spin foam can still be interpreted in terms of twisted geometries, that is a collection of polytopes.
More subtle is the situation in the 4d bulk. A lesson from the recent asymptotics studies of the EPR
models is that the amplitude is dominated by saddle points. When the boundary data are compatible
with the existence of a (unique) flat 4-simplex, then the amplitude is effectively weighted the Regge
action for the 4-simplex.
An extension of this result can be envisaged to more general graphs (e.g. for graphs with nodes of
valence greater than four). Consider a graph that is dual to the boundary of a 4-polytope. Then a pos-
sibility would be that again the amplitude admits interesting saddle points at geometric configurations.
These are, this time, configurations for which generic 3-polytopes glue to form a unique flat 4-polytope.
We know the conditions to be satisfied: from Minkowski’s theorem, volume and closed 4-normals. This
translates into the fact that saddle points should exist (at least) when the boundary data defines uniquely
these data. Similarly to what happens in the 4-simplex, that saddle points exist when 4-simplex exists.
Then, the amplitude could be related to a form of the Regge action specialized to the 4-polytope.
Such action can be seen as an “effective” Regge action in which the internal edge lengths have been
integrated out using the field equations.
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13 Conclusion
The Hilbert space of loop quantum gravity is the direct sum of spaces associated to graphs Γ. A
convenient approximation is to restrict only to one of these spaces that, in turn, is decomposed in
intertwiner spaces. In this thesis we clarified details on the relation between polytopes and intertwiners,
and concluded that an intertwiner can be seen unambiguously as the state of a quantum polytope.
We investigated the following applications of the polytopical correspondence:
• We gave a geometrical interpretation of coherent states: they are peaked on classical polytopes. The
truncation of the theory only capture a finite number of degrees of freedom, thus semiclassical states
can not be peaked on continuous, smooth geometries. On the other hand, we can visualize them
as peaked on some discrete geometries, approximation of a smooth one on a cellular decomposition
dual to Γ. Therefore a semiclassical state can be seen as a collection of polytopes glued together.
This geometrical interpretation will be essential in the future development of the theory. In fact
coherent states are the main tool in the semiclassical analysis and visualize them in a geometrical
picture is a great advantage.
• We presented a new volume operator that in the large spin limit reproduce the volume of a classical
polytope. This operator is also “cylindrical consistent”, unlike the standard volume operators: if
we set one of the spins to zero, we automatically get the corresponding volume for one less valence,
a property inherited from the classical volume function. The technique used in the definition
of our volume operator can also be used to define the quantum counterpart of other geometrical
function on the space of polytopes. Moreover operators of this type could play a role while studying
approximations of the theory truncated on a given graph.
• We discussed how to apply the polytopical interpretation to the study of the semiclassical limit of
LQG, in particular commenting a connection between the quantum dynamics and a generalization
of Regge calculus on polytopes. We proposed to study the large spin limit of an extension of
EPR spin foam model. We expect that, under some condition, the amplitude is related to some
“effective” Regge action where the cells are our polytopes. In addition this interpretation will
play a key role, using a polytopical cellation of the spacetime manifold, in the derivation of the
generalized spin foam model.
In the end, we studied the relation between LQG and quantum polytope, providing important tools
that we hope will bring, in the future, new and useful insights in loop quantum gravity.
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