ABSTRACT The design space exploration (DSE) has become a major challenge in microprocessors design due to the increasing complexity of microprocessor architecture and the extremely time-consuming software simulation technology. To more effectively and efficiently perform DSE, recently machine learning techniques are widely explored to build predictive models with a small set of simulations. However, most previous models are supervised models and the training samples are randomly selected. Thus they still suffered from high simulation cost or low prediction accuracy. In order to minimize the simulation overhead for DSE, this paper proposes an efficient DSE method which combines Latin hypercube sampling and semisupervised ensemble learning technique. Latin hypercube sampling is first employed to select a small set of representative design points for simulation. Then a semi-supervised learning based AdaBoost model (SemiBoost) is proposed to predict the responses of the configurations that have not been simulated. We conduct extensive evaluations on the benchmarks of SPEC CPU2006 suite, and the experimental results demonstrate that the proposed SemiBoost model is superior to existing state-of-the-art models in terms of both efficiency and effectiveness.
I. INTRODUCTION
With the development of integrated circuit technology and the increasing complexity of microarchitecture, more and more parameters related to processor design made the design space increase exponentially. When architects design chips, they need to find the optimal design configuration from the design space that satisfies the required performance, power and other constraints, which is called design space exploration (DSE). Generally, software simulation technology is employed to simulate some representative workloads to evaluate the performance and power of the design configurations. However, due to the low speed of cycle-accurate simulator and the large workload, it is very time-consuming and infeasible to simulate all possible design parameter combinations in the design space.
In the past decades, processor DSE mainly focuses on the following three research lines: analytic model, fast simulation technology and constructing predictive model based on machine learning technology. Theoretically, the analytic model can be used to accurately represent the relationship between processor performance and various architectural parameters, and can even eliminate the need for simulation. However, the existing analytic models for processor DSE are based on several simplified assumptions and only model a small number of microarchitectural parameters [1] , [2] . Moreover, a lot of specialized domain knowledge is required to construct the analytic model which cannot be flexibly used in the processor design cycle. The fast simulation technology mainly accelerates the simulation by reducing the simulation instructions. The famous works are Simpoint [3] and SMARTS [4] , which can greatly accelerate the speed of a single simulation. But the number of configurations in DSE is too large, and the reduced simulation time is very limited by only speeding up individual simulation. In recent years, machine learning algorithms have been employed into the field of architectural design [5] - [13] . Firstly, a small number of configurations in design space are selected for simulation, the corresponding responses (e.g., performance or power response) obtained by simulation and the configurations constitute the training sample set. Then based on the training set, a predictive model is constructed via machine learning algorithm for predicting the performance or power of the configurations that are not simulated, thereby significantly reducing the simulation cost of DSE. This method has achieved some desirable experimental results, which is often combined with the fast simulation technology (e.g., SimPoint) to explore the design space. For example, the supervised predictive models based on artificial neural network (ANN) [7] , model tree (M5P) [9] and support vector machine (SVM) algorithms [8] are proposed to characterize the relationship between processor performance and parameters.
Due to the time-consuming simulation and the huge design space, the key of DSE is how to sample the minimum training dataset to construct a predictive model for accurately learning the relationship between the parameters and the responses. Thus, the sampling strategy of training dataset and the accuracy of predictive model are two critical components for DSE. Since most of the existing DSE methods randomly sample training datasets from the entire design space to train the regression models. The selected design points cannot represent the distribution of the entire design space. Although Chen et al. [13] proposed to combine active learning and semi-supervised learning to improve the prediction accuracy of the predictive model, the samples in the initial training set are randomly sampled and accounted for a large proportion (i.e., 75%) of the entire training set. Thus they suffered high simulation cost or low prediction accuracy.
In addition, most of the previous works employ supervised learning based predictive models, and usually a large number of simulations are required for constructing accurate predictive models. In order to reduce the number of simulations in DSE, an intuition is to use some configurations which are not simulated (i.e. unlabeled samples) in the design space based on the knowledge of a small amount of labeled samples, thereby enlarging the training dataset and improving the accuracy of the predictive model. This machine learning technology that utilizes the knowledge of labeled samples as well as the unlabeled samples is the so-called semisupervised learning. Besides, ensemble learning technology aims to improve the prediction accuracy of the model by combining a number of base learners. The key to the success of the ensemble learning is the diversity among base learners. Most of the traditional ensemble learning methods are under the supervised setting where base learners are trained only on labeled data, and achieve diversity by manipulating the training data, such as Bagging [14] and AdaBoost [15] . When the amount of the labeled data is too small, the diversity of the ensemble learner will be limited correspondingly. Moreover, it will be more beneficial to use more training data to boost accuracy than splitting them into subsets for diversity. The semi-supervised ensemble learning is a paradigm to learn from both labeled data and unlabeled data, and combining the semi-supervised learning and ensemble learning has become a promising direction recently. In semi-supervised ensemble learning method, we incrementally select the most confident pseudo-labeled data in the unlabeled set to add to the training set.
Based on the above discussion, the paper has two goals: 1) designing an efficient sampling strategy for selecting the representative samples that can evenly cover the entire design space for simulation; 2) proposing a more accurate predictive model based on only a few number of simulations. Therefore, this paper proposes a new DSE approach which combines the statistical sampling and semi-supervised ensemble learning algorithm to explore the processor design space.
To summarize, the paper makes the following contributions.
1) A Latin hypercube sampling method is proposed to select the configurations that can represent the distribution of the entire design space for simulation to constitute the initial training dataset.
2) A semi-supervised ensemble learning algorithm SemiBoost is proposed to learn a more robust and accurate predictive model. SemiBoost combines ensemble learning algorithm AdaBoost and semi-supervised learning technology to construct the DSE model. The unlabeled samples are used to augment the training dataset, thereby the prediction accuracy of the predictive model can be further improved.
3) The experimental results demonstrate that, comparing to the random sampling strategy and the traditional supervised learning methods, the proposed method can significantly reduce the number of simulations for DSE.
The remainder of this paper is organized as follows. Section II reviews related works. Section III presents the details of our approach. Section IV describes the experimental setup. The evaluation results are given in Section V and Section VI concludes.
II. RELATED WORK
In the recent decade, some statistical methods and machine learning based predictive model methods are widely used in the processor DSE. Yi et al. [16] employed P&B design to sample a small number of configurations for simulation, then calculated the significance of the design parameters on performance. Joseph et al. [17] proposed to use the linear models to characterize the relationship between processor performance and parameters. Nevertheless, in practice, the relationship between the processors response and the architectural design parameters is not a linear relationship. Later, Joseph et al. [5] introduced non-linear regression model based on radical basis function (RBF) to predict the processor performance. Lee and Brooks [6] employed spline function to describe the nonlinear relationship between the performance of the processor and the design parameters. Ïpek et al. [7] proposed a predictive model based on artificial neural network (ANN). To improve the comprehensibility of DSE, Guo et al. [9] proposed to use employ model tree algorithm (M5P) to construct the predictive model. Pang et al. [8] presented predictive model for DSE based on support vector machine (SVM) algorithm. Palermo et al. [18] combined experimental design and response surface model to identify the Pareto solution set for satisfying system level constraints. Later Xydis et al. [19] also proposed a spectralaware pareto iterative refinement for supervised high-level synthesis to find solution set satisfying multiple constraints. In order to further reduce the simulation cost, Chen et al. [13] proposed the COAL (CO-training regression tree with Active Learning) approach, which employ two learners iteratively label unlabeled instances for each other. At each iteration, COAL also simulates the most informative unlabeled instance on which the two learners exhibit the largest disagreement, which is inspired by active learning. To reduce the accuracy variability of design space modeling, Guo et al. [10] proposed a framework which built a metamodel above several distinct regression models to construct a robust predictive model. For the design of general-purpose processors, Khan et al. [11] and Dubach et al. [12] proposed cross-program predictive models for DSE.
However, most of the above methods utilized random sampling methods to select the training samples, but ignored that the sampling strategy has a significant impact on the accuracy of the predictive model. Meanwhile most of them didnot consider to use the knowledge of unlabeled samples and suffered high simulation overhead for DSE. The differences of our DSE method are twofold: 1) using the statistical sampling method based on LHS to sample the initial training samples; 2) a semi-supervised ensemble learning model SemiBoost is proposed. The two technologies can effectively employ just a small number of simulations to improve the accuracy of the predictive model, thereby efficiently accomplishing processor DSE.
III. DESIGN SPACE EXPLORATION VIA STATISTICAL SAMPLING AND SEMI-SUPERVISED ENSEMBLE LEARNING
In this section, we introduce the novel DSE framework which combines statistical sampling and semi-supervised ensemble learning, as shown in Fig. 1 . It includes two phases: the training dataset sampling phase and the predictive model phase. A good sampling strategy can sample a more informative training set with the minimum simulations. In the sampling phase, due to the representativeness and flexibility of Latin hypercube sampling, which is chosen as the sampling strategy to select some design points (i.e., design parameter combinations, e.g., the combinations of the number of cores, cache size and issue width etc.) for simulation. Based on these design configurations, the simulations are performed by simulators for some benchmarks. The corresponding performance responses (e.g. instruction per cycle) in the simulation results and the design parameters constitute the initial training dataset. In the predictive model phase, based on the training dataset, we employ the semi-supervised ensemble learning algorithm to construct the predictive model SemiBoost. The predictive model iteratively pseudo labels the unlabeled samples to augment the training dataset for more accurately predicting the performance of the configurations that have not been simulated.
A. LATIN HYPERCUBE SAMPLING
The efficient design of experiments (DoE) is the basis for studying the relationship between parameters and responses, and the sampling strategy is the key of the DoE. Therefore, how to choose the processor design points for performance simulation is the critical step for constructing an accurate predictive model. The sample set should include the points evenly distributed throughout the design space, that is, the selected samples should be representative of the entire design space. If some areas of the design space are not sampled, the prediction performance on these areas may be inaccurate. In addition, the size of the sample set should be as small as possible to reduce the simulation cost (i.e., the number of simulations). Therefore, a good sample strategy should be able to uniformly choose those representative design points in the entire design space, thereby facilitating the predictive model to capture the different performance response of different samples in the design space.
In the field of statistics, the widely used DoE methods include: the full factorial experimental design, random sampling design, Plackett-Burman design (PB design for short), orthogonal design, and Latin hypercube sampling. Here we make some brief introductions and comparisons of these methods. 1) In the full factorial design, the levels (values) of all the involved factors (parameters) are fully combined. Although this method can obtain the maximum information and accurately learn the relationship between the parameters and responses, it is infeasible to simulate all the possible configurations in the huge processor design space. 2) Traditional random sampling (sometimes called brute force) is just an ensemble of random numbers without any guarantees. New samples are generated without taking into account the previously generated samples. One does not necessarily need to know beforehand how many samples are VOLUME 6, 2018 needed. It is uncertain of selecting design points, which may be redundant or not so informative for training an accurate predictive model. Thus the random sampling may lead to high simulation cost.
3) The goal of PB design is that, the level combinations of any pair of factors appear the same times. However, each parameter can only take into account two levels, which is not suitable for the processor design space of multi parameters with multi levels. 4) Orthogonal design is to select a small number of representative, evenly covering the entire design space points for experiments according to orthogonal array (OA), thereby studying the impact of each parameter on the responses. However, in order to achieve the orthogonality and uniformity of the array, the sample size of orthogonal design is relatively fixed. With the increase of parameters and the levels of parameters, it is difficult to find the corresponding appropriate OA. Moreover, the sample size of OA is often very small and insufficient to help train an accurate predictive model. Due to the above limitations of OA, the processor architects cannot flexibly select an arbitrary number of representative and informative configurations for simulation.
Latin hypercube sampling (LHS) is a multidimensional stratified sampling method. When sampling M points from the design space, the range of each parameter is divided into M equally sized intervals. Then from each interval, one sample point is selected randomly as the representative point of the corresponding interval. Once the sample is chosen, no more sample will be selected from this interval. Its theory is that in the N-dimension space (i.e., including N param-
That is, we randomly select M points to ensure each level of each factor is studied for once from N dimension space. The Latin hypercube design can be denoted as M × N LHD. For example, suppose there are two parameters x 1 and x 2 , and 9 design points are required to be selected (i.e., N = 2, M = 9). Using LHS, as shown in Fig. 2 , we divide the domain of each parameter value into 9 intervals respectively, and in each interval one point is randomly selected as the representative point of this interval. In LHS, one must firstly determine how many samples needed to be selected, and one sample is chosen at a time remembering in which row and column.
The advantages of LHS are as follows: 1) Effective space filling capability. The number of experiments in LHS is equal to the number of levels of parameters. For example, a two-factor with 9 levels design space as shown in Fig. 2 , needs 81(= 9 × 9) points using the full factorial experimental design, while LHS just needs to study 9 points.
2) Compared to the orthogonal design, in LHS, the number of samples can be artificially determined. In addition, LHS has been shown to have better coverage as compared to a simple random selection of points in the design space [20] .
Therefore, the paper uses LHS to sample configurations from the design space. The values of the parameters for each sample is in decimal as the range of value for each parameter is divided into M intervals. While in our simulation experiments, the configurations are the combinations of some parameters with discrete integer value, thus the points sampled by LHS are needed to be preprocessed by rounding. We take the design space in Table 1 as an example, including 10 parameters, and every parameter has 2 to 8 values. Suppose 100 configurations are required to sample. Thus the range of each parameter should be divided into 100 intervals using LHS technology. For example, for the parameter ROB, the divided intervals are (64, 65.12), (65.12, 66.24), (66.24, 67.36),. . . , (173.76, 174.88), (174.88, 176). The ranges of other parameters are also divided into 100 intervals in the similar way. Then 100 sample points are randomly sampled from the 100 × 10 LHD. After that we round the points to the nearest level value of the ROB in design space, for example, we round the 60.5 of ROB to 64 and round the 72.5 of ROB to 80. In the DoE, the dataset is guaranteed to have points corresponding to all settings of a parameter, and the settings of each of the parameter are randomly combined. For the entire design space, the sampling points selected by the LHS are representative and uniformly distributed in the whole design space. Each parameter will be taken into account, and each value of the parameter will be chosen by the equal probability.
B. SEMI-SUPERVISED ENSEMBLE LEARNING FOR DSE
Semi-supervised learning and ensemble learning are two well-developed machine learning technologies. The former attempts to improve learning performance by exploiting the unlabeled data in addition to the labeled training data automatically; the latter attempts to achieve strong generalization performance by combining multiple learners. In this paper, we consider constructing a stronger predictive model by leveraging the unlabeled samples and the learner combination. The ensemble learning and semi-supervised learning can help each other. Firstly, the ensemble learner can improve the performance of the individual learners. Secondly, unlabeled samples can be exploited for constructing a strong ensemble learner in addition to labeled training set. It is well-known that the base learners should be accurate and diverse to construct a good ensemble learner. The unlabeled samples are helpful to increase the diversity of the base learners.
There are some studies of semi-supervised ensemble learning algorithms and they achieved promising results, but most of them are proposed for classification but not regression problem [21] - [23] . While in DSE, the relationship between the design parameters and performance can be characterized as the regressor. Considering the timeconsuming simulations, the number of simulations should be reduced as many as possible. We propose to build a stronger predictive model SemiBoost by leveraging the advantages of semi-supervised learning and ensemble learning. For SemiBoost, AdaBoost.RT [15] algorithm is taken as the ensemble learner, and then a semi-supervised learning algorithm is proposed.
1) ADABOOST.RT MODEL
the variant of AdaBoost, is an ensemble learning algorithm for regression problems. Here, R represents regression and T represents the threshold. Like other ensemble learning algorithms, multiple base learners are assembled to the stronger learner. Due to the outstanding prediction performance of Artificial Neural Network (ANN), it is used for training the base learner. AdaBoost.RT can boost multiple ANN based learners to a stronger predictive model, that is, it can improve the robustness and accuracy of ANN. It uses the relative error of the prediction results to evaluate the quality of the base learners and presets the relative error threshold φ.
AdaBoost.RT iteratively train multiple base learners h 1 , . . . , h T , and each of them is trained by the samples with the weight D t . The linear combination of all the base learners is the final predictive model H . Let L = {(x 1 , y 1 ), (x 2 , y 2 ) · · · (x m , y m )} be the training set, where x i is the i-th design configuration, and y i is the corresponding processor performance response. At the beginning of the algorithm, all the base learners are trained by the m training samples with the same weight D 1 (i) = 1/m. The performance of each base learner is evaluated by calculating the predictive error. And the error rates of the base learners are calculated according to the preset relative error threshold φ, which is used to distinguish the predictions are correct or false.
Specifically, if the prediction error, i.e., absolute relative error (ARE), is greater than the threshold value φ, the prediction will be recorded as a wrong prediction, or else it is correct. The amount of wrong predictions is used to calculate the error rate ε t of the t-th base learner, as shown in equation (1) .
Set β t = ε t n , where n denotes power factor (e.g., linear, square, or cubic). Then we calculate and update the weights of the samples (D t denotes the weight of all the training samples in the t-th iteration), and the samples with high error rate are set higher weight. As shown in equation (2), after the i-th iteration, AdaBoost.RT updates the distribution of each sample as D t+1 (i):
where Z t is a normalization factor. After the T iterations, as shown in equation (3), the final regression model H is obtained, and a response value H (x) is assigned for each input configuration x.
2) SEMI-SUPERVISED ENSEMBLE LEARNING
The models based on supervised learning usually require simulating a large number of configurations to construct an accurate predictive model, and the simulation cost is very high. In order to reduce the number of simulations, an intuition is that using a large number of existing design configurations that not have been simulated (i.e., unlabeled samples) to improve the prediction accuracy of the predictive model. That is, the semi-supervised learning technology can ''pseudo'' label the most confident unlabeled samples to enlarge the training dataset based on a small amount of labeled samples. Therefore, the paper proposes a new DSE model SemiBoost: Semi-Supervised Learning based AdaBoost Model. The basic idea is combining the advantages of semisupervised learning and ensemble learning. Specifically, ensemble learning technology (AdaBoost) is used for boosting multiple learners to a more accurate learner based on the labeled training set; then a self-training semi-supervised learning algorithm is proposed to pseudo label unlabeled samples with high confident predictions to enlarge the training dataset for further improving the prediction accuracy of the predictive model. In this method, SemiBoost incrementally selects the most confident pseudo-labeled samples in the unlabeled set to add to the training sets for retraining a more accurate predictive model. Fig. 3 shows the framework of this semi-supervised ensemble learning algorithm SemiBoost, which mainly includes five steps: (1) The labeled sample set L is used to train the AdaBoost predictive model;
(2) Some unlabeled samples are randomly selected from the unlabeled sample set U to fill the unlabeled sample pool P, and then AdaBoost is employed to predict the samples in P; (3) Estimate the confidence of each sample in P through the predictions of the base learners in AdaBoost. And the sample x n with the highest confidence is selected; (4) Label the most confident sample x n with the ''pseudo'' label (i.e., prediction) deduced by AdaBoost, and add it to training set L. Correspondingly, the sample is removed from the unlabeled sample pool P; (5) Iterate the above steps for K times, that is, the above learning process stops when the number of learning iterations K is reached.
The most confident unlabeled samples are selected to augment the training set, thereby improving the accuracy of the predictive model. In the semi-supervised learning technology, the most critical issue is how to estimate the labeling confidence of each unlabeled sample, then the most confident unlabeled sample can be selected to label [22] . The predictive confidence of the samples in semi-supervised regression learning is more difficult to estimate than that in semi-supervised classification learning. In classification issues the confidence of the unlabeled samples can be estimated by comparing the probabilities that the samples belong to the different classifications. Since the DSE model is a regression model for performance prediction, it is difficult to find such estimate probability. Thus, we proposed two predictive confidence estimation criterions to characterize the quality of the unlabeled samples.
1) The consistency criterion. The smaller the disagreement among the predictions of multiple base learners for the unlabeled sample is, the higher confidence the unlabeled sample owns. That is, the consistency of the predictions by the base learners on the unlabeled samples indicates that the samples are more likely to be the knowledge that has been learned by the learners. We use the coefficient of variation (C.V) of predictions as the metric for evaluating the consistency of the unlabeled samples. C.V is the ratio of the standard deviation to the mean value, and it reflects the dispersion of the data on the mean value. The samples with the lower prediction C.V values are more confident.
2) The error reduction criterion. We consider that the prediction error of the predictive model on the labeled data set should decrease most if the most confident unlabeled sample is labeled. The predictions for the most confident unlabeled samples by AdaBoost.RT is used to pseudo label the unlabeled samples. The pseudo-labeled samples are added into the training set and treated as the same as the labeled data. Then the AdaBoost.RT model is retrained and evaluate the prediction error on the labeled sample set. The pseudolabeled samples that can reduce the prediction error is set with higher confidence.
In other words, the most confidently labeled sample should be the one which can make the predictive model most consistent with the labeled dataset. The multiple base learners predict a configuration which has not been simulated (unlabeled sample) and get a consistent and very low disagreement prediction, then the prediction can be considered relatively stable, accurate and close to the real value. And meanwhile, the pseudo-labeled data that can improve the accuracy of the predictive model should be set with higher confidence.
Algorithm 1 presents the pseudo-code of SemiBoost. SemiBoost aims to augment the labeled data set iteratively and improve the accuracy of the predictive model. At each iteration of the training process, each learner predicts samples in the unlabeled samples pool and selects the most confident sample for the training data set. At the beginning, the AdaBoost.RT model H is initialized by the initial training set. Let h 1 , h 2 , · · · , h T denote the T ANNs of the model H . We use H to predict the labeled set L and record the prediction error E L . Since the ANNs of AdaBoost have different predictions on the unlabeled samples, the samples with smaller prediction C.V indicate that the ANNs are more consistent on the sample. The C.V of the i-th unlabeled configuration x i is calculated by equation (4),
where µ i denotes the mean value of predictions of all the ANNs for the i-th design configuration x i which has not been simulated, σ i denotes the standard deviation of all predictions, h j is the j-th ANN. We employ H to predict the samples in the unlabeled sample pool, and then sort them based on their C.V values. From the sample with the smallest C.V value, we pseudo label the sample with the prediction of model H for x i and add it to the training set, which is denoted as L . The predictive model H is updated with the new dataset L , which is denoted as H . We evaluate the prediction error of H on the original training set L and record the prediction error as E L . If E L < E L , the pseudo-labeled sample can reduce the prediction error of the model on the labeled samples, then we add it to the training set. Otherwise, we successively pseudo label the unlabeled samples with the next smallest H predicts each unlabeled configuration in P and obtain the prediction result h j (x i ) for each unlabeled sample x i ∈ P.
5:
Calculate the C.V of each unlabeled sample in p, and sort the samples in P based on C.V values
Use the model H to predict L and record the percent error E L on the labeled set L.
7:
for n = 1 to p do 8: Select the n-th sample x n based on the C.V ranking, and take the prediction y n = H (x n ) of x n as the pseudo label to the sample (x n , y n ), then add it into L to form the new set L ← L ∪ {(x n , y n )}. Retrain the AdaBoost model using L , which is denoted as H . Use H to predict L and record the percentage error E L .
9:
if E L < E L then 10: the sample x n is considered as the most confident sample, record π ← (x n , y n ) break; //Jump out of FOR loop 11: end if 12: end for 13: //update L and
Rebuild the AdaBoost model H using the new set L.
15:
Randomly select a sample from U to replenish P to make the pool size is p. 16: until iterNum = K . //Iterate K times 17: Output the prediction result: H (x) C.V value in the ranking sequence of the unlabeled samples, and we iterate over these operations until an unlabeled sample appears that can reduce the prediction error of the model. And the sample is considered as the most confident sample and add it to the training set. Using the updated training set, the AdaBoost model is rebuilt. And an unlabeled sample is randomly selected from the unlabeled design space to fill the unlabeled sample pool P, then the learning process proceeds into the next iteration. Note that the prediction error is calculated by using the relative mean absolute error (RMAE) as the metric. RMAE is defined as
where y i is the processor performance response of simulation results (e.g., IPC), y i is the predicted performance response value, n is the size of the labeled sample set (i.e., the number of configurations that have been simulated). Finally, the prediction results of H are output for all the configurations that have not been simulated. To sum up, through sorting the unlabeled samples based on the prediction consistency of all ANNs in AdaBoost, the samples that with the lowest C.V value and meanwhile can reduce the prediction error of the predictive model on the labeled sample set are selected as the most confident sample. The corresponding predictions of these samples can be considered very close to the real simulation values. These pseudo-labeled data are added to augment the training dataset, thereby improving the prediction accuracy of DSE model with lower simulation cost.
IV. EXPERIMENT SETUP A. SIMULATOR AND BENCHMARKS
This paper uses the widely used cycle-accurate simulator GEM5 [24] to simulate the performance of applications on a variety of processor configurations. We select 10 representative benchmarks from SPEC CPU2006 suite [25] for experiments, including bzip2, bwaves, gamess, leslie3d, gobmk, calculix, hmmer, libquantum, h264ref and sphinx3. Since the large amount of dynamic instructions are needed to simulate for the benchmarks, the paper employ the fast simulation technique SimPoint [3] to simulate 100 million representative instructions to save the simulation time for each simulation. The paper use the IPC (instruction per cycle) as the performance metric for the processor response. Table 1 shows the explored processor design space which involves 10 different parameters that have significant effect to the performance of the processor. It comprises about more than 4 million different configurations.
B. THE EXPLORED DESIGN SPACE
We employ LHS to sample 200 design configurations from the design space for simulation. In addition, we uniform randomly sample 2000 design configurations for simulation as the test dataset. The prediction error for predicting the test dataset by the predictive model is taken as the evaluation of the accuracy of the model.
V. EVALUATION A. EVALUATION METHODOLOGY
In order to evaluate the performance of the SemiBoost, we use RMAE and the mean squared error (MSE) as the evaluation metrics. MSE is defined by MSE = the RMAE and MSE demonstrate, the better the predictive model is.
B. COMPETITIVE METHODS
(1) ANN: the predictive model based on ANN which is proposed by Ïpek et al. [7] . Following the setting in [7] , the ANN adopts one 16-unit hidden layer and the learning rate of 0.001.
(2) SVM: the predictive model based on SVM which is proposed by Pang et al. [8] . Following the setting in [8] , we use the parameter selection tool provided in LIBSVM [26] to automatically search the optimal training parameters for SVM.
(3) COAL: the predictive model combining semisupervised learning and active learning which is proposed by Chen et al. [13] . Following the setting in [13] , M5P regression trees are used as the base learners. And in order to obtain two diverse M5P regression trees, the minimal numbers of instances in each leaf of the two trees are set to 4 and 10, respectively.
C. EVALUATION OF SEMI-SUPERVISED ENSEMBLE LEARNING
In order to evaluate the effectiveness of our proposed DSE method SemiBoost based on semi-supervised ensemble learning, this section mainly conduct the following three experiments for evaluation. 1) Evaluate the effectiveness of LHS by comparing the performance of the predictive models with two sampling methods separately: random sampling and LHS. SVM and ANN denote the predictive models based on SVM and ANN algorithm with the random sampling method, respectively. Correspondingly, SVM-LHS and ANN-LHS denote the predictive models with the sampling strategy of LHS.
2) Evaluate the effectiveness of the ensemble learning algorithm AdaBoost in SemiBoost by comparing to the performance of the ANN.
3) Evaluate the effectiveness of the semi-supervised learning algorithm in SemiBoost by comparing the performance of SemiBoost and AdaBoost model based on supervised learning. The predictive confidence estimation criterions proposed in this paper are the mainstream techniques in semi-supervised ensemble learning algorithms and widely used in [22] , [27] , and [28] . The predictions of the samples with the lower disagreement of the multiple base learners (ANNs) can be considered as the knowledge that has been learned by the predictive model, i.e., these unlabeled samples can be predicted more accurately [22] , [27] . The error reduction criterion is also commonly used for enlarging the training set in semi-supervised learning.
4) Compare the prediction performance of SemiBoost with the state-of-art DSE methods including the predictive models based on SVM, ANN and COAL. The base learners (ANNs) in SemiBoost are set double hidden layers with 8 neurons per layer, and the other parameters settings of the ANN are set the same as those in [7] . The number of base learners is set as 20. The number of semi-supervised iterations K is set as 100, that is, the training sample set is expanded to 300 by semi-supervised learning. Note that the training set for supervised AdaBoost and the initial training set for SemiBoost are sampled by LHS technology in Section III. That is, AdaBoost, SemiBoost, ANN-LHS and SVM-LHS share the training set based on the sampling strategy of LHS. For fairness, we consider that COAL should also exploit 200 labeled samples for training the predictive model. Thus for COAL, 150 samples are randomly sampled to constitute the initial training set, and the number of iterations in which semi-supervised learning and active learning is carried out is set to 50. In each iteration, COAL label one unlabeled sample by the processor simulation and pseudo label two unlabeled samples by the two M5P regression trees. It implies that 50 extra unlabeled design configurations will be selected in active learning process to be labeled by simulations and 100 unlabeled design configurations will be pseudo labeled in the semi-supervised learning process. Since the training sets for ANN and SVM, and the initial training set for COAL are random sampled, we conduct 10 times of experiments and take the average prediction error as the final prediction error for the models. Fig. 4 (a) and (b) respectively shows RMAE and MSE comparison of different DSE methods. As can be seen, SVM-LHS and ANN-LHS (i.e., SVM and ANN based predictive models with LHS sampling strategy) outperform ANN and SVM based predictive models with the random sampling strategy on all the 10 benchmarks. Specifically, SVM-LHS reduces RMAE from 11.0% of SVM to 9.3%, and reduce MSE from 0.039 of SVM to 0.034 on average. Similarly, ANN-LHS reduces RMAE from 9.0% of ANN to 7.9% and reduces MSE from 0.0311 of ANN to 0.026 on average. Therefore, LHS is more efficient than random sampling for sampling the training dataset. Fig. 4 (a) also shows that SemiBoost significantly outperforms SVM, SVM-LHS, ANN, ANN-LHS, COAL and AdaBoost, and it reduces the RMAE from 11.0% of SVM, 9.3% of SVM-LHS, 9.0% of ANN, 7.9% of ANN-LHS, 6.7% of COAL and 5.4% of AdaBoost to 4.3% on average. For some benchmarks that are hard to predict, the improvement of SemiBoost is more significant. For example, for the benchmark libquantum, the percentage error is reduced from 16.3% of SVM, 13.5% of SVM-LHS, 13% of ANN, 11.4% of ANN-LHS, 12.4% of COAL and 8.7% of AdaBoost to 6.5%. In Fig. 4 effectiveness of the ensemble learning algorithm AdaBoost. Simply speaking, SemiBoost is the AdaBoost model with combining semi-supervised learning, and SemiBoost is superior to AdaBoost. It demonstrates the effectiveness of semisupervised learning algorithm. SemiBoost not only takes advantage of the exact characterization of the individual sample in labeled sample set, but also plays an important role in the entire characterization of the unlabeled samples.
In order to evaluate the accuracy of SemiBoost during iterative process of semi-supervised learning, we take the benchmark leslie3d as an illustrative example. Figure 5 shows the predictive accuracy of SemiBoost with different number of training iterations (K ). One can see that MSE and RMAE decrease gradually as the number of iterations increases, especially when the number of iterations is greater than 5. However, when the number of iterations is greater than 40, the prediction error has a slight fluctuation and then the prediction error decreases at a relative flat speed. The reason is that the knowledge can be learned from the unlabeled set (i.e., the configurations that are not simulated) is limit and the outstanding unlabeled samples that can improve the accuracy of predictive model are gradually exhausted.
It is well known that semi-supervised learning does not always decrease the prediction error of the predictive model. That is, the pseudo-labels of unlabeled data provided by multiple learners may be inaccurate, which can disrupt the learning process. It is possible to develop a safe and wellperforming approach to achieve the maximal performance improvement based on the limited labeled samples in the future work. Besides, the number of iterations in the semisupervised learning algorithm is not the more the better. Currently in our proposed method, the number of iterations is set to 100 according to experience. However, how to accurately determine the number of iterations or when to stop the iterations will be studied for further improvement.
D. SIMULATION COST
From the previous section, with the same number of simulations, SemiBoost is superior to the other two methods ANN and SVM. In this section, we evaluate how many training samples (simulations) are required by ANN and SVM respectively to achieve the comparable level of prediction accuracy of SemiBoost. For each benchmark, we still use 200 training samples sampled by LHS to construct the SemiBoost model. ANN and SVM use 200 training samples by random sampling as the initial training set. We uniform random sample 300 samples from the test dataset with 2000 samples as the candidate training set for ANN and SVM. To be fair, the remaining 1700 (2000-300) samples are taken as the common test dataset for the three methods. Then from the candidate training set, we random select 10 samples to add into the training datasets of ANN and SVM. Based on the new training sets, we rebuild ANN and SVM and then compare the ANN and SVM models against SemiBoost (still trained on 200 samples). We repeat the process, i.e., 10 samples are used as the step size for incrementally enlarging the training sets of ANN and SVM, until ANN and SVM achieve the comparable level of prediction accuracy as SemiBoost, or until all the samples in the candidate training set are exhausted.
As can be seen in Table 2 , ANN and SVM require 421+ and 500+ simulated samples on average to achieve the comparable level of accuracy as SemiBoost with 200 simulated samples, respectively. The ''+'' means that for some benchmarks, ANN and SVM still cannot achieve the comparable level of prediction accuracy of SemiBoost even after exhausting all the training samples (300) in the candidate training set. This experiment demonstrates SemiBoost can save a large number of simulations. 
E. TIME COST OF DSE
In general, simulating 100 million instructions takes about 10 minutes on average. In addition, based on the dataset in the paper, the training time of SemiBoost ranges from half an hour to an hour which varies with the different benchmarks. Thus for each benchmark, SemiBoost needs about 34 hours for DSE including 33.3 hours for simulation (200 training samples). While ANN and SVM need more than 70 hours and 83 hours just for simulation respectively to achieve the comparable level of prediction accuracy. Although the training time of SemiBoost is longer than the training time of ANN and SVM (less than one minute), it can save more simulations and reduce a great amount of simulation time overhead. In the industrial practice, the number of the dynamic instructions of each program are usually billions or even tens of billions. In this case, comparing with the simulation time, the training time of SemiBoost is basically negligible. Thus reducing the number of simulations can dramatically reduce the DSE time. Therefore, the comparison of the number of simulations in the Section V-D also shows that SemiBoost is more efficient comparing to the baseline methods.
F. BETTER CONFIGURATION
Generally speaking, the optimal configuration cannot be obtained unless the configurations in the entire design space are all simulated, which is infeasible. A compromise can be made by comparing the promising configuration predicted by SemiBoost with these predicted by ANN, SVM and COAL. We proceed as follows. We randomly sampled 3000 configurations from the design space, and use the four methods to predict the performance response of all the 3000 configurations, thereby finding the promising configuration among them for each method. Then we simulate the promising configurations obtained by these methods and directly compare the corresponding actual performance responses (IPC). The benchmark leslie3d is taken as an illustrative example, and Table 3 shows the promising configurations deduced by different methods, the predicted responses and error, and the actual simulation responses. Note that the size of the training set of the three methods is 200. One can see that, comparing with the other three methods, the promising configuration found by SemiBoost is with the best actual performance and only 1.3% percentage error (RMAE). Thus SemiBoost is more effective and efficient on exploring the better configurations.
VI. CONCLUSION
The paper proposed a new effective and efficient processor DSE method that combines statistical sampling and semisupervised ensemble learning. The Latin hypercube sampling technology is used to sample the configurations from the design space for simulation to constitute the training dataset. On this basis, we proposed a new semi-supervised learning based AdaBoost model SemiBoost as the predictive model for DSE, which leveraged the advantages of ensemble learning and unlabeled samples. The experimental results show that SemiBoost can greatly reduce the simulation cost in DSE and improve the accuracy of the predictive model, and thus it is more efficient and accurate than the state-of-the-art DSE approaches based on ANN and SVM.
