The increased complexity of modern production systems requires sophisticated system control approaches to maintain high levels of flexibility. Furthermore, the request for customized production with the introduction of heterogeneous production resources, increases the diversity of manufacturing systems making their reconfiguration complex and time consuming.
Introduction
The increasing introduction of heterogeneous technologies in the production process makes such processes more complex and thus more difficult to control [1] . An integrated closed-loop control facilitating the interaction of real-world systems, with their digital supervisors, controllers, and operators is defined as a Cyber-Physical System (CPS) [2, 3] . The development of such closed-loop control can enable innovative and intelligent applications [4] such as the dynamic (re)allocation of resources [5] . For the application of CPS features in a manufacturing system it is imperative that consideration is paid to manufacturing principles in the design and operation of the CPS, which is defined as a Cyber-Physical Production system or CPPS [6] . A critical part of deploying CPS functionalities over public networks remains data security.
The purpose of this paper is to present an end-to-end approach for the advanced planning, supervisory control and reconfiguration of a small scale CPPS, via the adoption of container technologies, such as Docker, and IEC61499 compliant function blocks (FBs). The FBs, as defined in the IEC61499 automation standard, are used for distributed scheduling in manufacturing, using simpler scheduling algorithms distributed throughout a system and embedded in holons, could achieve better results to centralised scheduling. In [10] an agent based architecture is presented for enabling a reconfigurable and modular production system supporting product changes. An agent architecture using ontological knowledge is suggestd in [11] to facilitate integration of high level planning with distributed low level control. A system for vertical and cyber-physical integration of robots in manufacturing is propsed in [12] , for automated task planning validated in automotive kitting applications. To increase the modularity and flexibility of the production systems, new control strategies are required. In this context, decentralized control approaches on heterogeneous systems in the context of Industry 4.0, seems promising for enabling flexible control and intelligent automation of assembly lines [13] . Advanced flexibility on a CPPS can be achieved if all its building blocks become more flexible and reconfigurable, such as machines, legacy systems, and controllers [14, 15] .
Emerging technologies such as gateways, smart sensing devices, etc., provide new opportunities for increased digitization, improved automation levels and potentially flexibility, in the context of Industry 4.0 [16] . However, the modelling and management of such complex systems remains a challenge [17] . Making the transition from a free/ reduced control manufacturing state to a more controlled one, which can then be automated, is one of the most demanding tasks in manufacturing [18] . Moreover, this requirement is enhanced by the in-time supervision, coordination, and task reallocation to the different operating resources on the shop floor, as well as the management of subsidiary systems [13, [19] [20] [21] .
In the context of Industry 4.0, a factory is expected to include heterogeneous computimg devices. However, each device is associated with certain operational constraints, such as its compiler or operating system. Containerization technologies provide the means to create isolated environments within each device within which applications may be executed [22] . Software containers have emerged from the field of cloud computing and the need to manage large scale server clusters [23] . A generic architecture for CPSs, based on Docker containers, using the robot operating system as a middleware is presented in [24] . The modular architecture revealed the potential for better information flow among different network levels as well as increased modularity in the use of software components. The discussed decoupling can ease the concurrent development of the subsystems as well as their runtime control at operation time [25] .
Additionally, fog computing can be used to provide several advanced services, such as intelligent and adaptive control, fault detection as well as state analysis [26] . In the aforementioned study, the scheduling approach is based on Docker containers supporting better utilization of fog nodes towards reducing task delays. Fog computing [27] can be perceived as the extension of cloud computing to edge nodes of a network [28, 29] . Its purpose is to preserve the advantages of cloud computing, improving an integrated system's efficiency [30, 31] , security [32, 33] , and sustainability [34, 35] , while reducing the amount of data transported to the cloud for processing [36] . The distributed architecture of a fog network reduces the bandwidth needed for the back-and forth communication between field devices and the cloudbased central management and orchestration node(s) [37] . Fog nodes provide computation, storage and network resources to devices needing them [38] . Hence, distributed control of independently operating devices, providing local data storage, can be achieved. However, those resources are limited, making their effective management and utilization imperative for enabling advanced flexibility in a factory. In this context, a few approaches are seeking to improve upon more monolithic control and production paradigms via virtualization and modern sofware approachs, such as [39] , or [40] which also considers the connection to the legacy systems. Moreover, a prioritized scheduling algorithm is discussed in [41] using the fog layer to achieve shorter response times in the client side. The results demonstrate merit for combining fog computing solutions with cloud applications and scheduling algorithms. A workflow management and task modelling approach is discussed in [42] , in which low level robotic operations are executed by the ROS framework, for reducing the time to program and increasing component reconfigurability.
In this context, the IEC61499 standard can model and be used to develop distributed control systems and applications [7] , supporting multiple programming languages. It provides event triggered communication capabilities [43, 44] , supporting the notification of abnormal operations, which is valuable for detecting the loss of critical events. Furthermore, an event-driven model, such as the IEC61499 standard, can represent any execution control strategy, while the converse is not always true [44] . It provides a consistent model of applications in a system, allowing the reuse of functionalities and data types, while offering a standardized way of defining new data types and functionalities. As such, the standard provides a cost effective and efficient implementation for use in distributed real-time industrial process measurement and control systems, with a number of hardware platforms already compliant with it [45] . Hence, the IEC61499 standard as a data model can support both the representation of a reconfigurable control and communication logic while enabling extendability and scalability.
The contributions of this paper towards enabling advanced control of a CPPS, as presented in Fig. 1 , can be summarized as follows:
• A context-aware application to dynamically adapt to occurring events by evaluating FB triggered events during runtime in connection to a multi-criteria decision-making framework responsible for scheduling.
• A fog computing approach for the efficient deployment of software in factory via means of Docker containers wrapping IEC61499 function blocks.
• The implementation of a vertically integrated workflow for the holistic management and reconfiguration of the production logic of a CPPS.
Approach
This paper discusses an end-to-end framework supporting seamless reconfiguration of a CPPS aiming towards increased flexibility and scalability. The approach followed in this study is twofold. First, the analysis of the runtime data enables the dynamic reconfiguration of the current production plan in terms of dynamic planning and scheduling; secondly the management of the software packages that are deployed in the devices in the production environemnt. It includes the evaluation of working conditions to adapt the production schedule to newly introduced parameters, such as resources availability, system alarms and/ or failures, and production devices/hardware. This is achieved by adjusting their control logic via means of deploying new software releases at the edge devices through the deployment of Docker containers. A high-level representation of the overall approach is presented in (Fig. 1 ).
CPPS knowledge structure
In the presented approach, the manufacturing system's information is stored in a knowledge structure. The main difference to a simple database is that the former allows the addition of rules for reasoning, thus, allowing the creation of context. The proposed knowledge structure implements a model divided into five main entities with various internal variables, properties and sub-entities extending its information. The set of information stored in each entity is described below:
• Factoryrefers to the set of information representing the facility, structure of a production system, geometric characteristics, such as layout dimensions, and other static information. The factory entity can be broken down into smaller segments, such as departments, stations, etc., as per the organization of each facility creating a hierarchical representation.
• Resourcecaptures the characteristics and information of the production assets in charge of completing an order within a factory, such as human operators and robots. A resource is associated to one or more runtime systems, such as an information system providing instructions to operators, which aims to support its production operation.
• Orderis related to the production target of a facility which is carried out by a set of resources, orchestrated by a planning and scheduling system. This entity includes information related to the product variation, long-term to short-term production targets, associated to a factory and/or resource. The order includes a set of smaller production operations, referred to as jobs which can include several tasks. The level of granularity can be adapted to the associated structure of the factory entity.
• Running systemrefers to the production support systems, required for achieving the production targets, for example a dynamic collision avoidance system for the human robot interaction. The running systems are deployed into some factory computing devices, included in the factory entity, and which are being used by resources to fulfil an order. Information such as software environment requirements, deployment time, reconfiguration/calibration time, versioning, etc. are included in this entity. Hence, a factory "owns" its running systems.
• Runtime informationthis entity captures execution time information, mostly related to production context, such as production status, alarms of the entire CPPS, transitions of the operational condition of resources, devices and software/hardware systems. It serves as a historical record of the behaviour of the CPPS associating the individual behaviour of all other entities.
The presented structure associates, in a semantic way, planning time information, such as layout, departments, stations, resources, machines, equipment, etc., with runtime data, such as execution status, operational condition of installed software packages, hardware utilization, operators' feedback, alarms, etc. The status of the execution, as well as context information required for advanced planning and scheduling, can be perceived via the analysis of acquired data from shopfloor devices. A reasoning algorithm is used to generate context out of manufacturing domain information, by mapping shopfloor data to a predefined context, such as fitting location data to system availability context. Data is evaluated and then the relations between the entities of the model are updated. This analysis of the model's information enables a production context-aware application, where context is generated on top of stored information.
Planning and scheduling
The planning and scheduling application is based upon a multicriteria evaluation scheme for a heuristic algorithm based on a ranking technique [46] . Scheduling tasks are directly mapped to assembly features denoting the steps of the assembly process providing a bridge between production planning and scheduling, such as inserting a screw from point A to point B. Assembly features are extracted from the CAD model of the product model via the approach described in [47] . Each task can be executed by resources with or without the support of certain devices, such as screens or tools, such as grippers and/or support systems. A station can support more than one resource capable of being assigned more than one task.
The decision-making framework used for scheduling selects which resource will be assigned for the execution of a task based on the suitability of the resources. The alternative solutions selected by the decision-making framework are evaluated against multiple criteria to select a good solution for the selected criteria, within a short time frame. The selection criteria is based on the requirements and specifications of the user. The aforementioned framework, in this study, is adapted to integrate additional criteria for the evaluation of context information, such as correlating the location of a resource with its task execution suitability and a potential assembly table or machine. Additionally, runtime data from the deployment of docker containers at the edge devices, for example the latency time that is required for the set up of an application, could be evaluated as well. In that case, the scheduling component would generate a holistic production schedule based on actual working conditions and software/hardware requirements and capabilities and based on that either reconfigure the existing software infrastructure or update the production plan according to the physical constraints of a given manufacturing system.
IEC61499 FB distributed execution and control
The IEC61499 automation standard provides the basic tools for integrating the execution specification of manufacturing processes into a device interoperable structure. As a distributed system development standard, these FBs provide the means for modelling distributed control logic, supporting both interoperability as well as reusability.
A single FB provides a common interface model in terms of events and data I/O while hiding its internal logic which provides the specific execution behaviour. A group of FBs connected describe the execution behaviour of a control application and IEC61499 then provides a model for how these can be distributed over an appropriate set of devices. Different function blocks can be connected in a sequential, parallel, or mixed structure, enabling different assembly planning approaches. Each resource of a device provides the necessary interface to allow the function blocks to communicate with other function blocks forming a function block network.
The scheduling component provides the functionality to support the correct order of execution within the function block network. Each task includes the specific code and constraints for each device or resource to execute the task in an autonomous way after its assignment.
The function block network, which is a group of function blocks interconnected by event and data flows, forms a higher level of production control logic. This flow enables the control of the manufacturing process and the evaluation of its progress. The characterization of each entity's event in advance allows for the creation of a representative execution control chart for defining the control strategies of the CPPS (Fig. 2) . As a result, a holistic and centralized control strategy is enabled by monitoring the status of the running applications of the shop floor through the function blocks executing on the shop floor devices.
Additionally, the identification of critical systems, such as conveyors transporting the product to a table, allow for the implementation of flexible schedules prioritizing time critical aspects of a production process and with varying use of automation systems. This can be achieved by allocating more tasks to human resources or to robots. The software subsystems can be monitored by a periodic``heartbeat'' signal, specifying their operational mode. The initial condition is set to available for all the resources of a factory while the connected subsystems status is set to not available, indicating that their status cannot be known in advance and is assumed to be off. The status changes depending on the incoming events.
Deployment to the edge devices and reconfiguration
Considering that existing lines are set up to perform the same operations for several years, reconfiguring them and planning the software manually can be a time-consuming process. However, as factories tend towards demand driven lot size one manufacturing, the requirement for reconfiguration will become increasingly important, while preserving the stability and efficiency of the overall production system.
One approach that can be taken is for the devices themselves to directly support the IEC61499 standard. However, this limits each device to supporting function blocks which use those languages that the implementation is coded to handle. In practice this tends to be only a small number of standard engineering languages and a single computer programming language, which is the same as that which the system was built in. Hence, instead of requiring each device to support the standard directly, this paper approaches the dynamic deployment question using software containers.
Docker [48] is one of the most popular containerizations tools at present. While the use of a container architecture for the device management capability is investigated in this study, it is not stated that Docker will remain the best choice, but the authors believe that the container approach will remain a powerful tool. Docker itself, in addition to the basic properties of a container engine provides several other useful features and elements of its ecosystem as follows:
• Layered images: each container is a series of layers allowing for the sharing of common parts of a set of containers running on the same device, such as libraries or software components, though not runtime data. For example, if several containers use a specific Java version, this will only be downloaded once.
• Repositories: Docker has public repositories providing a rich library of base images to build upon. Additionally, it provides the repository technology itself as a container, allowing the creation of secure private repositories for managing local libraries.
• External API: Docker can be configured to provide its API openly as a REST service, with usernames or password systems as required. This can be used to allow a management system to instruct a device running Docker to download (or delete) specific images and activate downloaded images with specific configurations.
These capabilities of the Docker environment provide the support structure for the deployment, activation, and tear down requirements of the system. The Docker ecosystem already includes tools for managing multiple Docker enabled machines as a cluster, known as Docker Swarm. This is further supported by Docker-Compose, a tool that allows for a single definition of a potentially distributed application.
These tools have not been used in this work for two reasons. The first is that these tools are intended for use in the creation of scalable cloud services rather than the management of many single instances of smaller pieces of logic running on individual machines as is seen in factory control. The second is that these services, intended to be used today in cloud provision, intentionally hide details from the developer in order to speed their use and deployment. This is an issue in research where greater control over the tools is required to examine what is happening. Hence this work has implemented a new system, making direct use of the low level Docker API, to provide the link between the scheduled tasks from the top-level planning system, through to a deployed distributed control system running on the devices at the edge of the system (Fig. 3 ).
It should be noted that there are other cluster orchestration tools, similar to Docker Swarm [49] , such as Google Kubernetes [50] . At this time the full capabilities of each of these possible platforms have not been evaluated by this work.
Optimization of deployment
An optimization algorithm is adopted to provide an automated and effective assignment of the distributed logic to the devices. This algorithm is presented in detail in Section 4.6. In order to support the finegrained assignment of blocks to machines, supporting high speed communication, a detailed model of the control logic and the blocks' interaction is needed. IEC61499 provides such a model of the event connections between blocks. However, it would need additional annotation to highligh specific properties of connections that are of interest to a running application, for example if a specific connection is required to have low network latency. Additionally, a model of the network of devices is needed and information regarding how quickly signals can be communicated.
Implementation
The implementation of the approach presented in Section 3 resulted in a set of interconnected software components; both centralized and deployed at the edge. These components have been connected in a hierarchical structure, providing central planning, holistic control over the CPPS operations and distributed management of FBs deployment and their execution on field devices . A high-level representation of the overall architecture is presented in the following figure ( Fig. 4 ).
It should be noted that the contribution of this work is not the architecture itself, but discussing and presenting all the steps towards the end-to-end implementation of the proposed architecture in a real world situation.
The high-level business logic governing the behaviour of the CPPS has been integrated in a cloud-based platform. Its key functionalities include centralized task planning, scheduling, and holistic supervisory control. As a result, self-adaption of the high-level business logic of the CPPS is enabled, fulfilling a closed-loop control system. The implemented system has been designed and developed following a client server architecture. The client-side components are developed as plugins to a basic cloud-based platform whereas the server-side is developed as a web application, both using Java. Additionally, this makes the software hardware agnostic. The server-side has been deployed using Apache Tomcat and connected to a MySQL database. The low-level management and execution control of the CPPS is achieved by modules deployed at fog nodes executing the FBs wrapped in the docker images along with the required software environment. The specific requirements for each docker image are defined by the task requirements as encapsulated into its data structure and complemented by the specific requirements of each edge device.
High level planning and scheduling component
The corresponding platform along with its plugins support the planning and scheduling functionalities for the manufacturing process that needs to be executed on the shopfloor. These functionalities enable the planning and allocation of tasks to resources. Then the tasks are wrapped into device-specific function blocks and/or function block networks, wrapping the tasks to be executed. Additionally, devices and equipment are associated with resources for the execution of the assigned process.
Server-side
The scheduler component is responsible for making task-resource allocations based on product orders, available resources as well as the status of connected software systems, such as safety subsystems. It is integrated via a public API that offers the following functionalities:
• Schedule or reschedule tasks, based on available resources and production status; as inferred by the FB generated events through the supervisory control component.
• Set the production rate target in parts per hour • Set training mode for newcomers, prioritizing the assignments to less experienced operators (newcomers) regardless of the production cycle time.
Client-side
Assembly features are manually extracted from a product CAD model. Then the task planner enables the semi-automated processing of the aforementioned assembly features towards generating the corresponding assembly task sequence. It communicates with the server-side via RESTful APIs. It supports the following functionalities:
• List of product information (i.e. id, name, etc.) • Generate assembly tasks based on the product assembly features • Generate assembly and task sequences • Interact with the user for editing a selected task sequence • Save task sequence and dispatch for scheduling
The scheduler user interface facilitates access to the scheduler features on the server-side for task scheduling and is also responsible for visualizing task assignments to resources. It communicates with the server-side via RESTful APIs. It has the following functionalities:
• List of workstations (i.e. id, name) • Selection of product • Schedule calculation and assignments • Gantt chart visualization • Selection of production mode (training or meeting production rate)
Deployment service
The deployment services are responsible for taking the plan of a distributed control application (represented as a set of FBs and information about how they are connected) and turning this into a running application. The components of the application are expected to be executed on edge devices, which are all programmable devices running Docker. These devices are located on the factory floor close to the sensors and actuators that can be interacted with. Connecting logic may be placed either on the same devices or other intermediate devices depending upon the needs of the application and the availability of computing power. The proposed deployment plan includes the following steps, also presented in Fig. 5: 1 Be given the distributed application description 2 Identify the network of available programmable devices 3 Perform an assignment process, so that each FB is assigned to a device; more details are provided in Section 4.6. 4 Place the FBs in a location that can be accessed by all programmable devices for download 5 Instruct each device to download the correct set of FBs. The information about which FBs are supposed to be on which device is provided by the assignment process in step 3. The instructions are sent using the Docker remote API. 6 Once all devices have completed their download of blocks, activate each block of the distributed application.
Many parts of this process are supported by existing Docker tools and capabilities, this being part of the reason that it has been proposed that containers and Docker in particular should be used.
• Docker has existing infrastructure to support a Repository. This is a running piece of software that stores a number of container images, the package of information that is needed to be downloaded to make a working container. It makes this image set accessible and searchable from other services. This supports steps 4 and 5 in the sequence above.
• Docker can make the API accessible (with security and passwords) over an active network connection. Assuming each device makes this service accessible it is then possible to search a network for devices that can be contacted,``instruct'' a device to download software from a repository and``instruct'' a device to activate software with appropriate initialization parameters. This supports steps 2, 5 and 6 in the sequence above.
Hence the implemented deployment strategy includes an IEC61499 model of the distributed application, provided as Step 1 in the above list and the automated assignment of these FBs to devices in step 3.
The exact implementation details presented in this diagram are not prescribed by this paper. Many of these components could be combined into a single monolithic service running on a single machine, or provided as modules and services running either on one machine or many. In this study a modular service approach is presented.
• Repository: This part of the system is prescribed by our use of Docker. The component is a Docker container itself and provides upload and download services via an http interface. This http interface provides the download method used by individual machines and devices.
• Deploy service: The deploy service takes an assignment plan from the primary service, a list of which images should be on which devices (identified by IP address) and how they are to be connected. It uses the http-based Docker API to instruct each device to download a set of images, and then tells each device to create containers (Docker refers to this as running the image) based on those images. It is at this stage that the presented approach passes a connection configuration to each container as a startup parameter in the form of a JSON message.
• Scanning service: The scanning service looks for devices on the network that can be deployed to. A local application is placed on each machine which will respond to a UDP scan message from the scanning service. This application could also be used for running a latency connection scan on other machines to provide statistics on communication speeds between devices. All this information is gathered and collated by the scanning service to provide a model of the network of machines at any given time.
• Primary service: The primary service provides REST services and a web GUI for human interaction. It collects information from the scanning service and issues requests to the deploy service using REST requests. The assignment process has been included here as a part of this component, but that could be separated out later as a further modular service.
Application Execution
The application execution model follows the event driven approach used in the IEC61499 standard, which is used to model the distributed application logic. That is, each block accepts an input event with a set of parameters to set on its inputs, it runs some internal process for each event that arrives, and this can set zero or more output parameters and zero or more output events. Each output event is then propagated to the blocks that it has been connected to. It should be noted that this propagation of events is very similar to the publish/subscription approach taken in other frameworks like ROS.
However, and in comparison, to other implementations of IEC61499, a global sequence of events is not predefined or forced. Each block will maintain a queue of unprocessed events, and each event reaching the block will be added to the queue and these will then be processed in sequence, but blocks can run on any device and hence can run in parallel. In terms of implementation and execution, the expectation is that the act of receiving an event and adding it to the queue will be a very quick operation, hence not blocking the originating block for a significant period. Additionally, all data transmitted with an event goes to the same next block allowing data to be received from many N. Nikolakis, et al.
Robotics and Computer Integrated Manufacturing 64 (2020) 101919 possible sources (since it is directly linked to events) rather than only a single source. The advantage of using the IEC61499 model is that it provides fine grained expression of the control logic while also providing a clear description of the interface and communication channels in the system. It is expected that these function blocks match micro services which are then implemented as Docker containers, which could be called micro containers. These micro containers can act as device controllers, legacy connectors or provide other computation services such as database access, decision support or event filtering.
In keeping with the IEC61499 model the users can use the language of their choice, and this language will be transported with the block as part of the container image. The use of Docker container infrastructure supports this, where a container is created from a series of layers each layer building on those below. The language choice will provide the base layer, which could be a Java virtual machine or a Python runtime or compile a C program statically and only deliver the compiled C file to the container. The latest last would require more knowledge of the device where the FB would be sent in order to properly configure the parameters of the compiler.
To support the FB model of the logic blocks, a standard library implementation can be provided for each language, which the programmer will use to implement the logic required. This library carries the communication framework that is to be used for the incoming and outgoing events, including serialization formats and protocols. This library is provided as a separate layer in the container image which also allows it to be easily replaced by the server.
Hence, this infrastructure means the communication system is not prescribed by the framework but is provided by an interchangeable layer. This can then be exposed during the application design process, allowing the designer to request specific formats for specific communication channels, or even left to the deployment optimization process, though this has not yet been developed. In the current test system, the implemented communication system uses Zero Message Queue [51] and JSON serialization, for simplicity and readability by the developers.
The blocks being deployed can vary from generic components, to legacy connectors to device controllers and specialized code logic for the specific control application. Blocks describing the path information for robots at different stages in a specific process and the instructions for the human operators can be created in this way. These application specific blocks can then be included directly in the control logic and deployed to the edge of the network.
Where several pieces of control logic have been assigned to the same device, running on the same language and communication layers then rather than delivering several containers, a single merged container could be provided. Communication between the blocks within such a container need not go through the network stack and indeed in the future use of compilation techniques such as code fusion could be used to merge this modular control logic into single more efficient execution blocks. Such techniques can be seen in other branches of computer science such as functional programming where there has been a great deal of interest in the techniques of stream fusion in recent years [52] .
Control
The supervisory control has been implemented in a separate component, which is responsible for maintaining the state of each workstation. This includes the presence and status of resources, task execution progress, and issuing alerts about task, system, and resource failures. On the server-side, the supervisory control functionalities are realized by the context engine with the following services; Heartbeat monitor, Messaging and Event handling. Following a similar to the scheduler approach, these components expose public APIs as well.
Server side
The Event handling service manages the following events:
• The context engine provides the following functionalities:
• Add/remove/access tasks/resources (i.e. names, status) • Add/remove components for heartbeat monitoring • Add/remove components heartbeats • Add/remove task schedule • Updating context based on events
The messaging service consumes events and publishes messages to appropriate queues that will be monitored by the various modules of the platform.
Client side
The supervisory control user interface visualizes the status of a workstation. It provides information to the user about the resources, task execution, and alerts (e.g. task failure). This component follows a twofold approach for communicating with the server-side.
First, it may access the RESTful APIs that provide access to functionalities such as:
• List of workstations (i.e. id, name) • Workstation layout in SVG format • Initial status of the workstation (i.e. resources present and their status, deployed containers) and scheduling information (i.e. tasks scheduled, completed, failed, and ongoing) Furthermore, considering that not all components communicate via RESTful APIs, it can subscribe to messaging queues to intercept messages coming from shopfloor deployed systems monitoring its working conditions, such as:
• Status of resources • Presence of resources • Task execution (completed, failed, and ongoing) • Components going offline (e.g. safety system
The localization modules communicate with the cockpit server-side via RESTful APIs. The following functionalities are supported:
• Access/update/delete localization zones for each workstation • Dispatch 2D coordinates of sensor monitored shopfloor personnel
Connectors
The connectors for the system fall into two categories, the database connectors and 3rd party connectors, which includes legacy system connectors. The database connectors are based on an Object Relational Mapping [53] approach and includes data access objects and domain objects. The 3rd party connectors are implemented with IEC61499 interfaces and managed as Docker containers. Hence any language can be used to implement these connectors, or even legacy code directly where appropriate, however for the connectors Java have been used following the appropriate integration specification.
Planning the function block deployment
At present it is standard practice for engineers to assign the function blocks of a distributed application to specific devices [54] , considering real time constraints, location of sensors as well as actuators. The task of assigning the software components to distributed edge devices is an NP-Hard problem. Approaches to tackling it include using genetic algorithms such as in [55] where they use simulations to test the approach and Integer Linear Programming (ILP) such as this research in the field of telecomunications and virtual networks [56] .
Genetic algorithms are an incomplete search method and so cannot guarantee the optimiality of the solutions found, however they tend to produce better results on larger classes of problems where complete search methods cannot complete. ILP is a complete search method, relative to the model used and will give optimal solutions where it is possible.
For the example given in Section 5 ILP is used. This allows the description of constraints on the problem, the use of well understood modelling techniques, algorithms for optimizing the solution and methods for interpretation of answers. The use of ILP can also provide a baseline for the subsequent comparison of algorithms in the future.
Given the devices being used are relatively powerful relative to the complexity of the function blocks, at this stage the demonstration of this system will not consider the availability of the CPU or memory. The focus of the model will be on the networking as this is the key bottleneck.
The approach will be to take the set of machines and test the latency of IP connectivity between them. This allows an association of a cost to the action of communication between blocks placed on different machines. The model will represent the assignment of a block to a specific machine as a set of binary variables, where each block can be on any machine. These variables are then made exclusive using a constraint allowing only 1 to be set. This gives rise to a matrix of variables and constraints. The connections between the blocks are an additional matrix and these will be used for the objective function and additional constraints on performance of any given connection. This is a standard assignment problem model for ILP.
The template for the model can be automatically populated with data by a computer program, subsequently optimized and the solution read off. Thus this approach can automate the assignment process.
Case study
The implemented prototype has been tested against a case study coming from the automotive industry. The scenario involves the partial assembly of a vehicle mass balancing system (MBS) at a workstation, initially operated by two human operators and an industrial robot (Fig. 6) .
The evaluated scenario includes the assembly of two MBS products by the workstation available resources. This includes the assignment of a set of 22 assembly tasks, to one robot and two operators. The operators are assumed to have a similar skillset. The tasks for the assembly of the MBS product as well as the suitability of either resource and their expected time for completing an individual task are provided in Table 1 .
The initialization event is triggered by a pressure sensor at the arrival of a new item at the picking position on a conveyor. The arrival event is communicated through the local network to the scheduling tool, triggering the generation of a new schedule to fulfil the assembly requirements of the specific item, as included in its database. Triggered by the arrival event of the MBS parts to the robot picking position of the conveyor, the assembly tasks are then assigned to the resources under the constraint of minimizing the station cycle ( Fig. 7 ).
After the virtual task assignments by the scheduling tool, the FBs are created wrapping the task information with execution parameters depending on the specific device to be deployed to. The related information is also stored in the database of the scheduling tool through manual editing. Then, the FBs are dispatched to the containerization layer ( Fig. 4) .
For deployment, each FB must be implemented as a container, as described in Section 4.3, including all appropriate language, library, and networking support. A library of available blocks is stored in the repository component of the system, which also provides download access to the running devices. At present all blocks must be manually implemented, which involves the creation of a section of code describing the behaviour that will be within the top level of the container stack, but in the future this process could be further automated. The assignment process is then run to decide on which device each container should be run as seen in Section 4.6. The containers are then deployed and started in sequence creating the execution network. At runtime the blocks predominantly communicate by sending events directly between the edge devices using socket communication. Where the blocks need to report data to the central planning and control nodes, to allow for holistic workstation supervision and evaluation of status, then events are also sent directly to those systems. While a demonstration system that finds devices and deploys software to them has been created and tested on a small number of devices, it has only been tested using simple test networks, rather than tested with the more complex functionality that is required for this example. Despite this limitation the deployment process has been tested using a combination of a simulated network of devices and some practical tests of the deployment process of a code block using Docker. The simulated network was 5 devices including 1 device for each human that would interact with the system interaction and 1 device for the robot. One primary interface block was provided for the robot while a screen and button were provided for the human.
The schedule was translated into a control application using a number of standard code transformations. The first is the connection of a robot task to the robot control block, illustrated in Figs. 8-10 , show increasingly complex patterns for the code generation. It should also be noted that this is where the current approach diverges from the IEC61499 standard, in that it allows the input of data from several previous blocks. This is because the function block definition is treated as an interface definition and requires that data is always associated with an event.
The full schedule for the first case above resulted in a network of 29 blocks. The ILP algorithm completed in 3.64 s on our test machine.
Deployment time costs were as follows. To deploy the basic infrastructure of a given language (Python in this case) took on average 40 s. The deployment of a function block once the infrastructure was locally available was 1 s, including starting the block. Since these events happen in parallel on as many machines are as requested a worst-case time of 57 s (including optimisation) would be required for this example, without any pre-existing infrastructure. With the infrastructure in place and spread over several machines the process would be some number of seconds.
It must be noted that this all happens without the human engineer taking any part. The central planning and scheduling system defines the proposed plan of action, the deployment system selects where to place the code, Docker is then used to place and activate the code.
To investigate the potential reconfiguration capabilities it can offer to a CPPS, in a simulated environment, as well as the merit for a potential future application in a real-world situation, the departure of an operator at the workstation during the execution of the first MBS assembly is simulated. The event is communicated to the supervisory control component and through the context-engine, the event is translated to a resource unavailable. Then, the updated status is used from the scheduling component in the generation of a new schedule, considering the newly introduced working conditions.
In the presented case, the second operator leaves the workstation after starting to assemble the second MBS product, and after completing his/her first task. The resource absence is received by the planning and scheduling tool and interpreted by the context-engine to a resource unavailable triggering a new decision point for the scheduling service. As a result, a new schedule is generated based upon one human and one robot ( Fig. 11 ).
For redeployment each block must be stopped and follow the aforementioned approach. Some must be deleted, others deployed. The current research has not focused on this part of the process and so it is not optimized, however timing tests suggest it takes 10 s to stop and remove an existing block. Hence the process of full redeploy could take up to three minutes. However, given the saving in terms of reengineering, and if the system is not reconfigured too often, the presented approach remains practical.
The modified network was 26 nodes, for only 1 worker and 1 robot. The system was optimized for deployment in 2.85 s. A total time for the change to the CPPS is then estimated at 4.2 s for the high level planning component, 3 s for the deployment planning, 10 s to stop the existing system and 30 s to deploy a new set of functionality. This is 47.2 s in total, which is entirely automated and does not require the human engineer to act on the system. It is however still quite high and if carried out too frequently would be a practical problem. This presents room for further development in the future.
Evaluation of proposed CPPS properties
The assessment of the impact of the presented approach to a production system from a CPPS perspective is difficult to be performed in an objective way, since there are no standardized metrics or performance indicator to be considered. However, for completeness reasons, a set of performance indicators have been adopted using the evaluation approach discussed in [57] . Next, an evaluation of the state before and after the application of the proposed methods was performed in collaboration with technicians of the real use case presented in Section 5 and are presented in the following radar plot (Fig. 12) .
This evaluation shows, as expected, that the focus of this work has been the scheduling, the IT integration for the edge computing and the knowledge creation and reasoning for the support of the scheduling rather that in social/human interaction and perception. The increase on the social interaction and perception aspects are required to support the other capabilities but are not the focus of this work.
Discussion
The description in the previous sections has been focused on how the system works and where it has been trialed. There are however some limitations that require further thought.
First is the types of device that this can be used upon. While the concept of a container has the possibility of being generic we have made specific use of Docker containers at this time, allowing the software platforms of each component to be independent of each other. Docker itself is fairly multi-platform from an IT perspective, running on Apple, Linux and Windows devices, including some mobile devices. Since some PLCs have been seen using Linux or Windows internally as their operating system platform it is reasonable to suggest Docker could be run directly on these systems. However for devices that do not support Docker it would not be possible to directly deploy the software components as described here.
Two possible solutions for this issue exist. The first is that a secondary device that does support Docker could be attached to a more Fig. 7 . Views of the supervisory control and scheduling components regarding the assignments and task execution at the MBS assembly workstation. Fig. 8 . Standard code block for the connection of a robot task with a robot controller translating the task into a robotic movement. traditional or legacy machine, for example a device like a Raspberry Pi. This would then support Docker and the deployment of code, while handling the communication to the real machine. The second option is to see this as research towards future technology where more flexible containers are available for deploying code directly within the future factory and its edge devices. Another limitation that needs to be discussed is the use of ILP for modelling and optimising the deployment of software blocks to edge devices. While, as previously pointed out, the approach has been tried in the field of telecommunications [56] there are issues with it, stemming from its nature as a search process for combinatorial optimisation problems. This means that as the size of a problem rises the runtime will expand exponentially. Use of parallel processing is an option where problem sizes remain limited, but beyond that this issue can also be controlled by limiting the time it runs for and taking the best solution found, which will often be very good. A further alternative to the limited runtime is to switch to another approach that further research demonstrates to provide strong solutions though not guaranteeing finding the best solution, such as a Genetic Algorithm. These methods would allow the approach to be used on a larger scale.
Overall the presented CPPS platform cannot be shown to give optimal solutions to the planning problem due to the presense of two levels to the optimisation process. Even if both methods were complete in themselves the composition of the two stage process would impact the result. As it stands the task planning is not a complete optmisation algorithm and in a practical environment the software assignment process is not expected to be either.
Furthermore, while effective in its use the existing deployment implementation offers room for improvement such as reducing the time needed to shut down and remove running blocks, and optimizing decisions to move a block, involving the download towards another physical device. These steps would strengthen the system considerably.
Additionally, it is the feeling of the authors that a container system more specialized for industrial and edge computing environments is needed. This system would need to focus to a greater degree on security, reliability, and ease of access to physical resources.
While these limitations are of interest in further study the authors would like to emphasise that the main purpose of these studies was to investigate the possibility and benefit of a complete end to end example where many of the decisions were taken automatically, thus taking the load off the human engineers and allowing them to focus on the logic of the distributed applications. In this context good solutions found quickly and automatically are acceptable and will reduce the time required to implement, reconfigure and deploy new systems. 
Conclusion
In conclusion, this study has discussed an end-to-end implementation of a software framework, bridging the high level planning functionalities and the low level execution control in the context of a CPPS. This is achieved with the dynamic deployment of IEC61499 compliant FBs modelling manufacturing operations to be executed through docker containers. The use of containerisation technologies allow for horizontal scalability while the use of the industial standard faciliates control and vertical integration.
The proposed methods have been implemented into a set of software tools fulfilling the flow presented in Fig. 2 . Furthermore, the implemented set of tools have been tested in the context of an industrial use case stemming from the automotive industry.
The results from the case study support the use of a hierarchical control architecture such as the one presented in this study. Combined with function blocks and container technologies this can enable advanced control and flexibility in industry 4.0 with easier and more dynamic reconfiguration of the production process. Moreover, optimization in the deployment and execution of the production plan can be achieved more easily by means of the docker container platform as opposed to traditional methods. The use of docker also simplifies the management and integration of different programming technologies and underlying platforms, such as Java and Python, in a modular way, thus enabling greater flexibility for the developers. The system implemented and presented in this study can be extended to include more assets and gateways, hence enabling an extendable and scalable CPPS.
Future work will focus on automating the data gathering aspects as well as extending and further testing the proposed approach in different use cases. Additional reconfiguration scenarios will be used to validate and extend the implemented orchestration logic as well as investigate the optimization of the (re)deployment plan. In this context, keeping and analysing station metadata in the docker environment as well as virtual commisioning will be investigated. Considering that an assembly process is a strictly defined one with limited uncertainty, virtual commisionning would allow testing additional scenarios for different industrial sectors and companies. Hardware components like grippers and buttons will be introduced on the fly to test the capabilities of the implemented system. The decision-making framework of the high-level planning and scheduling tool will be extended to consider additional criteria and assets, such as AGVs, with a corresponding extension of the context engine and the events supported by the control tool. Since the current approach is based upon asynchronous IEC61499 based events, the proposed approach will also be investigated for mixed synchronous and asynchronous events.
As a concluding remark, a factor introducing uncertainty to a strictly defined process such as the production, is the human. The proposed approach aims towards automatically updating existing functionalities, introducing additional ones and reconfiguring the business and execution logic in an automated way, thus making the entire process more predictable. 
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