We present a detailed chemical composition analysis of 35 red giant stars in the globular cluster M22. High resolution spectra for this study were obtained at five observatories, and analyzed in a uniform manner. We have determined abundances of representative light proton-capture, α, Fe-peak and neutron-capture element groups. Our aim is to better understand the peculiar chemical enrichment history of this cluster, in which two stellar groups are characterized by a different content in iron, neutron capture elements Y, Zr and Ba, and α element Ca. The principal results of this study are: (i) substantial star-to-star metallicity scatter (−2.0 [Fe/H] −1.6); (ii) enhancement of s-process/r-process neutron-capture abundance ratios in a fraction of giants, positively correlated with metallicity; (iii) sharp separation between the s-process-rich and s-process-poor groups by [La/Eu] ratio; (iv) possible increase of [Cu/Fe] ratios with increasing [Fe/H], suggesting that this element also has a significant s-process component; and (v) presence of Na-O and C-N anticorrelations in both the stellar groups.
Introduction
In recent years, a large amount of observational evidence, both from high resolution spectroscopy and from photometry, has established that globular clusters (GC) can host more than one stellar population. Photometric evidence of multiple stellar populations has been recently observed in many GCs in the form of multiple main sequences (Bedin et al. 2004 , Piotto et al. 2007 , and Milone et al. 2010 , split sub-giant branches Piotto 2009) , and multiple red-giant branches (e.g. Marino et al. 2008 , Lind et al. 2011a .
Spectroscopic clues, often easy to detect simply by inspection of high-resolution spectra, arise in derived elemental abundance variations. Most GCs are mono-metallic (Carretta et al. 2009a) , i.e. they have no detectable dispersion in [Fe/H] .
1 But all clusters studied to date with substantial stellar samples exhibit star-to-star variations in the light elements C, N, O, Na, Mg, and Al. These variations do not occur randomly, but have obvious correlations and anticorrelations, which clearly point to the actions of high-temperature proton fusion cycles that have processed C and O into N, (unseen) Ne to Na, and Mg to Al.
Proton-capture reactions to effect Ne→Na conversion require fusion-region temperatures T 40 × 10 6 K, and Mg→Al conversion can only occur with even higher temperatures. Such conditions cannot be achieved in the H-fusion layers of the presently observed low-mass ( 0.8M ) GC stars. This suggests that the stars observed now were formed from cluster material that had been polluted in proton-capture products by a prior generation of cluster stars. Today, it is widely accepted that the observed variations in light elements provide strong evidence for the presence of different generations of stars in GCs, with the younger stars born in a medium enriched in the material ejected by earlier generation stars. However the debate on the possible polluters is still open (Ventura et al. 2001 , D'Antona & Ventura 2007 , Decressin et al. 2007 ).
The mono-metallicity of most GCs has excluded supernovae from being responsible for the chemical enrichment of the intracluster medium from which the second generation formed, because supernovae ejecta would be enriched in Fe-peak elements. We know of some exceptions, most notably ω Centauri. This most massive cluster is an anomaly among GCs because its Fe variations are huge, spanning more than 1 dex. However, there have been long-held suspicions that M22 has metallicity variations. A large number of photometric and spectroscopic studies have attempted to verify or disprove this idea. For example, Hesser et al. (1977) and Peterson & Cudworth (1994) showed a significant spread along the RGB in M22 in observed (B − V) and Strömgren colours. Norris & Freeman (1983) used lowresolution spectra of about 100 red giants (RGB) to demonstrate the existence of star-to-star variations in the strengths of the Ca II H&K lines, which they interpreted as a ∼0.30 dex spread in Ca abundances.
However, M22 lies nearly in the Milky Way plane, toward the Bulge ([(l, b) ∼ (10 • , 7
• )]). As such, it suffers significant dust extinction, with probable reddening variations across the face of the cluster. This has limited conclusions that could be drawn from the photometric and spectroscopic variations present in M22. Early spectroscopic studies claiming a spread in metallicity, with −1.4 < [Fe/H] < −1.9, included those of Pilachowski et al. (1982) , based on 6 stars, and Lehnert et al. (1991) , based on 4 stars. On the other hand, neither Cohen (1981) , nor Gratton (1982) found a significant M22 metallicity variation within the three stars that each analyzed. These early studies are not necessarily in contradiction because they all are conclusions from small sample sizes.
Recently, intrinsic Fe variations in M22 have been confirmed definitively by Marino et al. (2009, hereafter M09) and Da Costa et al. (2009, hereafter DC09) . In particular M09, from the analysis of high resolution UVES spectra of 17 stars, found that M22 shows a complex chemical pattern that resembles the extreme case of ω Cen (see also Da Costa & Marino 2010) . Stars in M22 show intrinsic variations in Fe, albeit significantly smaller than the ones observed in ω Cen, i.e. while the difference between the mean Fe abundances of different groups of stars is 0.14 dex (M09), stars in ω Cen span a range of ∼1.5 dex. Additionally, M09 argued for the presence of two different stellar populations in this cluster characterized by significant differences in neutroncapture (n-capture) elements Y, Ba, and Zr. Light proton-capture elements vary in M22 as they do in most clusters as described above, but their abundance variations are uncorrelated to those of the n-capture elements. The two M22 populations also appear to have different [Ca/Fe] ratios, but no linkage to the protoncapture elements is evident.
The multiple populations of M22 are now clearly manifest in a photometric split in the sub-giant branch (SGB) region revealed in Hubble Space Telescope images (M09; Piotto 2009 ). The split SGB points towards the presence of two stellar generations, which are likely related to chemical composition differences. However, M09 argued that evolutionary models cannot entirely reproduce the size of the split by considering only the metallicity spread (but see also DC09). Probably the origin of the split is more complex, and could involve also variations in the total CNO abundance, as proposed by Cassisi et al. (2008) and Ventura et al. (2009) for NGC 1851, in contrast to the usual assumption of constant C+N+O inside stars in a given GC.
Since the 1980's we have known that large CO band strength variations (Frogel, Persson & Cohen 1983 ) are present among M22 stars, and these are accompanied by often strong CN enhancements (Cohen 1981 , Norris & Freeman 1983 . More recently, Kayser et al. (2008) confirmed the presence of both CNweak and CN-strong stars in M22, with the majority of stars being CN-weak group. Their pager found no evidence for a CN-CH anticorrelation. Indeed, Norris & Freeman had noted that in M22, contrary to normal GCs, CN strengths are positively correlated with those of CH. They also found that CH and CN are correlated with Ca, with the correlation being tighter between CH and Ca. This suggests that a common source is responsible for the C and Ca enhancements, and a different mechanism is responsible for the N enhancements. This further argues that a simple conversion of C to N by CN cycling cannot be the unique cause of the spread in CN index. Brown, Wallerstein, & Oke (1990) studied CNO abundances in seven M22 RGB stars, and found evidence in two of the stars for a large overabundance of N, corresponding to a higher CNO total abundance. This behavior cannot be explained with enrichment from material that simply has undergone the complete CNO cycle.
The various chemical anomalies of M22 stars indicate that this GC has undergone a complex, and still unclear, chemical enrichment history. Similarly to ω Cen, Fe and Ca variations suggest that core-collapse supernovae have had a role in the pollution of the intra-cluster medium from which the present generation of slightly Fe-enriched stars formed. At the same time, the presence of two different groups in some n-capture elements suggests that at the same epoch a number of low mass AGB stars (∼3 M , Ventura et al. 2009 ) experienced the third dredge-up and polluted the intra-cluster medium with s-process and triple α products.
In this study we present a new high-resolution spectroscopic analysis of a larger sample of RGB stars in M22 than has been conducted to date. Altogether our sample now consists of 35 stars. Our aim is to study the chemical properties of different stellar populations in this cluster in order to re-construct its chemical enrichment history. The layout of this paper is as follows: §2 is a brief overview of the data set; §3 and §4 contain descriptions of model atmosphere parameter and abundance derivations; §5 presents the abundance results; §6 demonstrates the links between our abundances and spectroscopic/photometric indices of M22 giants; and §7 summarizes and discusses our findings.
DATA SOURCES
High-resolution spectra of M22 giants were obtained at five observatories. In Table 1 we summarize the properties of these instruments, giving their resolving powers, approximate spectral range coverage, typical signal-to-noise values per pixel for the reduced spectra, the number of observed stars and references to information on the instruments. Here are some notes about the observations and references to more detailed information.
-Anglo-Australian Telescope, University College London Echelle Spectrograph (hereafter called AAT): observations and reductions were described by Norris, Da Costa, & Tingay (1995) . The reductions were accomplished with a combination of tasks from the IRAF 2 and FIGARO 3 software packages. That paper also tabulates their equivalent widths, but we do not use those measurements in this paper; for uniformity in our analyses we re-measured equivalent widths from the original spectra. Comparison of our equivalent widths with those of Norris et al. shows good agreement, with a mean difference of −1.8 mÅ (σ = 4.5 mÅ) and no trend with line strength.
-Apache Point Observatory, 3.5m telescope, ARC Echelle Spectrograph (hereafter, APO): Observation and reduction procedures were identical to those described by Laws & Gonzalez (2003) . In particular, the data were reduced using standard routines in IRAF for flat fielding, wavelength calibration and background subtraction. -Lick Shane 3.0m Telescope, Hamilton Echelle (hereafter, LICK): We followed the procedures outlined in Ivans et al. (1999) . The reductions were carried out using the VISTA software package (Goodrich & Veilleux 1988 Equivalent widths (EWs) were measured by fitting Gaussian profiles to isolated stellar absorption lines. For each line, we selected a region of 10 Å centered on the line itself to estimate continuum placement. This value is a good compromise between having enough points to build reasonable statistics, and avoiding regions where the spectrum is not sufficiently flat. Then we built the histogram of the distribution of the flux where the peak is a rough estimation of the continuum. We refined this determination by fitting a parabolic curve to the peak and using the vertex as our continuum estimation. Finally, the continuum determination was revised by eye and corrected by hand if a clear discrepancy with the spectrum was found. We rejected the EW of a transition if any of the following problems were detected: non-Gaussian line profile; central observed wavelength mismatch with the expected line list wavelength; line breadth either substantially broader or narrower with respect to the mean FWHM. We verified that the Gaussian shape was a good approximation for our spectral lines, so no Lorentzian correction was applied.
In Table 2 we provide a list of basic data for each observed star, together with the instrument source. The different spectroscopic data sets were analyzed separately, but the results are combined in the abundance discussion. The table lists magnitudes and colours as observed (no corrections for dust extinction), and the adopted extinction A V for each star. The broadband V, B, and I magnitudes are from Stetson's photometric database 4 while the K magnitudes are from the 2MASS Point Source Catalog (Skrutskie et al. 2006) . The Strömgren colours b − y and m 1 are taken from Richter, Hilker, & Richtler (1999) .
We computed extinction values A V in the following manner. M22 has large mean reddening, E(B − V) = 0.34 (Harris 1996) . Additionally, there is evidence for differential reddening at a level of nearly a tenth of a magnitude in E(B − V) across the face of the cluster as evidenced by a spread in the colours and magnitudes of its evolutionary sequence. We corrected the cluster mean E(B − V) for differential reddening with a method that will be described by Milone et al. (2011) . This technique is similar to the ones adopted by Sarajedini et al. (2007) and Milone et al. (2009) . Briefly, we first defined the fiducial main sequence for the cluster. Then for each star we estimated how much other observed stars in its cluster spatial vicinity systematically lie to the red or the blue of the fiducial sequence. This systematic colour offset is indicative of the local differential reddening. We applied the M22 mean E(B − V) plus the differential correction to the observed (B − V) values of red giant(s) that occur near the same spatial location in the cluster. Finally, we adopted the Cardelli et al. (1989) recommended ratio of total to selective extinction, R V = 3.1, to convert E(B − V) to A V values. We also used the Cardelli et al. extinction curve to perform extinction corrections to the other colours.
MODEL ATMOSPHERE PARAMETERS
Our spectroscopic analysis of M22 giant stars was conducted with the local thermodynamic equilibrium (LTE) line analysis code MOOG (Sneden 1973) . In order to keep the present analysis consistent with that of M09, we used interpolated model atmospheres from the grid of Kurucz (1992) . Those models include convective overshooting, which is not part of subsequent grids in this series (e.g., Castelli & Kurucz 2004) . In §4.2 we will comment on the (small) effect of using these overshoot models in our analysis.
Atmospheric parameters for these models were estimated from Fe spectral lines. Effective temperatures T eff were derived by removing trends in Fe I abundances with excitation potential, and the microturbulent velocities ξ t were set by removing trends with EW. Gravities were determined by satisfying the ionization equilibrium between Fe I and Fe II abundances. This process was done iteratively until a final interpolated model was obtained. In this manner we specified model atmosphere parameters entirely based on the spectra; thus they are independent of photometric information. This is an important advantage when analyz- Marino et al. (2008) and M09. The adopted atmospheric parameters for the program stars, together with the telescope source of the spectra, are listed in Table 3 . By comparing the atmospheric parameters for the same stars observed with different sources, no evidence for systematic offsets have been found.
To investigate internal uncertainties related to the atmospheric parameters we applied the same procedure used in Marino et al. (2008) and M09 to which we refer the reader for a more detailed description. The procedure was applied separately for spectra taken with different instruments because of the different quality of the data. Briefly, first we calculated, for the stars, the errors associated with the slopes of the best least squares fit in the relations between Fe I abundance vs. E.P. The average of the errors corresponds to the typical error on the slope. Then, we selected, for each set of data observed at different telescopes, a star at intermediate temperature. For these stars, we fixed the other parameters and varied the temperature until the slope of the line that best fits the relation between abundances and E.P. became equal to the respective mean error. These differences in temperature represent an estimate of the error in temperature itself. A similar procedure was applied for ξ t , but using the relation between abundance and EWs. For gravities, determined by imposing the ionization equilibrium for iron, we considered the averaged uncertainties σ star [FeII/H] 
was satisfied. The resulting atmospheric parameter uncertainties for different data sets are listed in Table 4 together with the abundance uncertainties (see Sect. 4.2) .
In order to understand the uncertainties associated with our spectroscopically-derived temperatures and gravities, we first tested the assumption that RGB stars with the same photometric properties ought to have the same T eff and log g values. In Fig. 1 we plot our adopted T eff as a function of the (B − V) colour, and log g as a function of V. The mean trends were computed with linear least square regressions. The rms of the differences between individual points and the mean curve is quoted in each panels of Fig. 1 , and are not dissimilar from our estimated T eff and log g uncertainties. These values are an estimate of the differences that we expect in temperatures and gravities among stars with similar magnitude and colours.
In Fig. 2 we compare our spectroscopically-derived model atmosphere parameters with these quantities derived by other methods. In the upper-left panel we show the comparison of our effective temperatures, determined from Fe I excitation equilibrium (T eff ), with the ones obtained from photometry. Photometric temperatures T (V−K) have been derived from the colours (V −K) corrected for differential reddening (as explained in §2), by using the calibrations of Alonso et al. (1999 Alonso et al. ( , 2001 , assuming a mean reddening of E(B − V)=0.34 (Harris 1996) . The scatter of the points around the line of perfect agreement is ∼50 K, that is what we expect from observational errors. Since we used colours corrected for differential reddening, we have minimized this effect in the derivation of T (V−K) .
The upper-right panel shows our spectroscopic gravities determined from Fe I/Fe II ionization equilibrium (log g adopted ) as a function of gravities log g photometry that were obtained with standard relations by using T (V−K) , bolometric corrections from Alonso et al. (1999) , and a distance modulus of (m − M) V = 13.60 (Harris 1996) . The dispersion around the line of perfect agreement is ∼0.20 dex, and is in both axis, i.e. partly in (V − K) due to uncertain reddening (which is much more in (V − K) than (B − V)) and the uncertainty introduced by the NLTE effects in Fe I/Fe II as discussed by . Indeed, while there are good reasons to base [Fe/H] on the lines of Fe II our resolution limits the number of unblended Fe II lines so that it is necessary to base [Fe/H] on lines of Fe I. However, the scatter of points in the gravity plane in the upper panel of Fig. 2 from the line of perfect agreement exhibits no obvious T eff dependence. This is emphasized in the gravity difference plot in lower-right panel of the figure. Finally, in the lower-left panel we show our adopted spectroscopic log g values compared with estimates based on spectroscopic gravity calibrations of GCs provided by Kučinskas et al. (2006) .
These tests demonstrate that our estimates of the atmospheric parameters are quite reliable and that NLTE effects may not be important in determining these quantities. Of course, some offsets between the photometric and spectroscopic parameters may be present, as it seems for temperature with spectroscopic values ∼20-30 K higher than T V−K , but these offsets are comparable with our uncertainties.
ABUNDANCE DERIVATIONS
Using the model atmospheres and analysis code described in §3, we determined abundances for Fe, α elements (Mg, Si, Ca, Ti), Upper-right panel: Adopted gravities from ionization equilibrium (log g adopted ) as a function of gravities obtained from the estimated mass (log g photometry ), radius, and adopting a distance modulus of (m − M) V =13.60 (Harris 1996) . Lower-left panel: Adopted gravities versus the calibrated T eff -logg relation from Kučinskas et al. (2006) . The dashed line in these three panels indicates perfect agreement. The mean difference between the adopted values and the comparison ones has been quoted in each panel (as ∆(comparison-adopted)). Lower-right panel: Distances ∆(log g) of each point in the upper panel, in the log g photometrylog g adopted plane, from the line of perfect agreement, as a function of the adopted T eff .
p-capture elements (C, N, O, Na, and Al), Fe-peak elements Cu and Zn, and several n-capture elements (Y, Zr, Ba, La, Nd, Eu). To accomplish this we employed EWs for Fe, the α elements, Y, Ba, and Nd. For C, N, O, Na, Zr, La, Eu, Zn and Cu, because of significant atomic blends, isotopic/hyperfine structure issues, or weak molecular band (CN) contamination, we derived abundances by comparing synthetic and observed spectra. We list the results for light and heavy elements in Table 5 and Table 6 respectively. In this section we comment on the transitions that we used, and on uncertainties in the resulting abundances.
Spectral Features
Proton-capture elements: We determined Na abundances from spectral synthesis of the Na I doublets at 5680 Å and 6150 Å, and O abundances from the synthesis of the forbidden [O I] line at 6300 Å. Aluminum was determined from EWs of the doublet at 6667 Å. For the UVES data, the O, Na, and Al abundances are those reported in M09. We applied NLTE corrections from Lind et al. (2011b) to the Na abundances. These corrections are not available for gravities 1.00. However our Na I line strengths are relatively insensitive to gravity. We determined NLTE corrections for the lowest gravity stars using the Lind corrections for log g= 1.0, but future NLTE corrections for Na abundances will be welcome. In the following discussion both NLTE and LTE Na abundances will be presented.
For 14 (out of 35) stars we were able to determine C and N abundances. Carbon was measured from spectral synthesis of the CH G-band (A 2 ∆X 2 Π) heads near 4314 and 4323 Å. Nitrogen was derived from synthesis of the 2-0 band of the CN red system (A 2 Π − X 2 Σ) near 8005 Å (available for the MCD spectra), and from the CN blue system (B 2 Σ − X 2 Σ) bandhead at ∼4215 Å (for UVES data). The synthesis linelist for the blue CN band is described in Hill et al. (2002) . The linelists for the CH band and the CN red system were provided by B. Plez (CH band, private communication) , and V. Smith (CN band, private communication) . As an example of the molecular band calculations, in Fig. 3 we show synthetic/observed spectral matches of the CN red system for two stars IV-102 and III-3 that have nearly identical atmospheric parameters T eff , log g, and ξ t . Superimposed on the observed spectra are synthetic models at constant C, O, while varying N around the best fit value of ∆N=±0.20 dex. The star IV-102, similarly to some other stars in our sample, has very weak features of CN bands; hence we could estimate only an upper limit to its N abundance.
Of course, in the C abundance computations we used the previously-determined O contents of each star, and for N, both observed C and O abundances needed to be employed. Unfortunately we could measure C and N only for MCD and UVES data. Spectra obtained with several of the other instruments do not have sufficient S/N in the spectral region around the CH bands to determine meaningful values or limits for C. For UVES only a sub-sample of six stars have available data in the spectral range covering molecular bands of CN and CH.
Isotopic ratios 12 C/ 13 C were derived for the six MCD stars, since relatively strong and isolated features of 12 CN and 13 CN are available for the 2-0 band of the CN red system. First, several iterations of synthesis were done to obtain a satisfactory match to the strengths of the 12 CN features, after which syntheses were calculated with different values of the 12 C/ 13 C ratio. The isotopic ratio was derived from several 13 CN features, with the highest weight given to the blended triplet of lines at 8004.7 Å. Other features in the same "window" provide a check on the ratio.
α elements: We determined abundances from EWs of the same Si, Mg, Ca, and Ti (I and II) lines used in M09. We measured Ca and Ti from usually about 10 transitions, while for Mg and Si we had few lines, typically about four for Si, and one or two for Mg.
Heavy Fe-peak elements: We determined abundances for Cu from synthesis of the Cu I lines at 5105, 5218, and 5782 Å. Both hyperfine and isotopic splitting were included in the analysis, with well-studied spectral line component structure from the Kurucz (2009) 5 compendium. Solar-system isotopic fractions were assumed in the computations: f( 63 Cu) = 0.69 and f( 65 Cu) = 0.31. For Zn we analyzed the Zn I lines at 4722 and 4810 Å. These lines have no significant hyperfine or isotopic substructures, and were treated as single absorbers in our syntheses. However, the S/N of our spectra that extend down to 4722 Å is poor, thus yielding larger abundance uncertainties.
Neutron-capture elements: For UVES data, Y and Ba are from M09, to which we add new measurements for Zr, La, Nd, and Eu. Zirconium abundances for UVES data were calculated by M09 from EWs. Here we determine Zr from spectral synthesis of just the 5112 Å Zr II line. Hence, to homogeneously analyze our data, the UVES Zr abundances were re-determined with syntheses.
We determined Y, Ba, and Nd contents from EWs of isolated spectral lines. For Ba abundances we employed the 5853, 6141, and 6496 Å Ba II lines. Since these lines have (very narrow) hyperfine and isotopic substructures, and suffer blending by other atomic species to greater or lesser degrees, we used a blendedline EW analysis option in our synthesis code.
Lanthanum abundances were derived from spectral synthesis of the La II lines at 6262, 6390, and 6774 Å. Hyperfine splitting for the 6262 and 6390 Å lines was taken into account with the laboratory data from Lawler et al. (2001a) . Hyperfine data are not available for the 6774 Å line, but it is weak enough that no substantial abundance error results from treating the line as a single absorber. As examples of La syntheses, in Fig. 4 we show the 6262 and 6390 Å lines in the LICK spectrum of star III-14 (left panels) and in the UVES spectrum of star III-52 (right panels). These stars were chosen for display because they have nearly the same T eff and log g values, but have contrasting La line strengths.
For Eu we computed spectral syntheses of the Eu II line at 6645 Å, considering the hyperfine and isotopic splitting structure given in Lawler et al. (2001b) . We did not obtain Eu from AAT data since those spectra do not cover the 6645 Å spectral region. Due to the poor S/N (<30) and line crowding we could not obtain 5 Available at: http://kurucz.harvard.edu/ . Observed and synthetic spectra around the La lines at 6262 Å and 6390 Å for the s-poor star III-14 observed at LICK (left panels), and the s-rich star III-52 observed with UVES (right panels). In each panel the points represent the observed spectrum. The magenta line is the spectrum computed with no contribution from La II; the black line is the best-fitting synthesis (with the La abundance given in Table 6 ); and the red and blue lines are the syntheses computed with La abundances altered by ±0.2 dex from the best value. reliable abundances from stronger Eu II lines in the blue-violet region.
Abundance Uncertainties
Stars with repeated observations, for which we reported model atmospheres and abundances derived from different sources, suggest good agreement (within observational errors) of their results. For these stars, we will employ the averaged abundance results in subsequent discussions.
To verify how model atmosphere uncertainties influence the derived chemical compositions, we repeated the abundance derivations for one representative star at intermediate temperature for each set of data. For this exercise we changed only one atmospheric parameter each time. Results of these calculations are listed in Table 4 . Assuming that the atmospheric parameter uncertainties are uncorrelated, we estimate total sensitivities for absolute abundances to be typically ∼0.15-0.20. The abundance ratios [X/Fe] have sensitivities of ∼0.05-0.10 for LICK and MCD spectra, and slightly higher for APO and AAT data due to their lower resolution (see Table 4 ).
An additional source of abundance internal errors is the uncertainty in the EW measurements. In the case of Fe this contribution is small since a large number of transitions (typically N Fe 1 40) are available. The uncertainty can be estimated as σ EW / √ N Fe I − 1, which on average we estimated as ∼0.02 dex for all data sources. However, for those species with only few (or even one) transitions, such as Mg I and Si I, the error introduced by EWs measurements became important, ∼0.10 dex. Particular caution should also be noted for Ba abundances that have been measured from only strong and blended lines.
In Table 4 we do not list the sensitivities of either C or N on the atmospheric parameters. The dominant source of uncertainty for the abundances derived from molecular bands is the continuum placement. For C the values we obtained for the two CH bandheads generally agree with each other within ∼0.15 dex, and we adopted the average of the two measurements as our final C abundance. In the case of N, the continuum placement errors are not critical in the the CN red system available for MCD data. It could became important for the CN band at ∼4215 Å that we used for the UVES spectra, however the relatively high S/N (∼50-60) around the CN band of these data served to reduce such problems. Random uncertainties for [C/Fe] and [N/Fe] are estimated to be 0.10 and 0.20 dex, respectively.
Recall from §3 that we have used model atmospheres from the Kurucz (1992) grid, which include convective overshooting. To test the sensitivity of our abundances to this effect, we repeated the analysis using models without overshooting (Castelli & Kurucz 2004) As a final estimate of errors associated with each abundance measurement, we assume the rms of the abundances of stars with the same chemical properties. This error includes both the errors introduced by atmospheric uncertainties, and errors due to EW measurements. Further details on how the stars with the same chemical properties were selected are given in Sect. 5.
ABUNDANCE RESULTS
In this section, we consider our abundance results of n-capture, light, and α elements in M22, expanding on the discussion of M09.
For our entire 35-star sample, we obtain a mean metallicity of [Fe/H] = −1.76 ± 0.02 dex (σ = 0.10). However, this simple mean obscures the fact that the total metallicity spread is more than a factor of two: −1.57 ≥ [Fe/H] ≥ −1.97, a range that cannot be explained by observational/analytical uncertainties. This point was demonstrated previously in M09 and in DC09. There are four stars in common between this work and DC09, who used intermediate resolution spectra at the Ca II triplet to derive [Fe/H] values for 41 M22 red giants. For these stars the mean difference in [Fe/H] , in the sense of this paper minus DC09, is A summary of our results for the 18 non-Fe species is displayed in Fig. 6 , where we show relative abundances [X/Fe] as a function of [Fe/H]. The numerical ranges of both quantities are the same in all panels of this figure so that one can compare the variations of different elements with changing metallicity in M22. The figure organization differentiates between the "lighter" elements (Z < 26, shown in the two left-hand columns of panels), and the "heavier" elements (shown in the two righthand columns). We have represented stars belonging to two different metallicity groups in M22 with different symbols: blue crosses for more metal-poor stars, and red filled circles for less metal-poor stars. We will justify and expand this distinction in §5.1. The error bar in each panel (and in the next figures of this paper) is an estimate of the uncertainty associated with individual abundance measures, calculated as the rms of the abundances of stars in the same metallicity group (see Sect. 4.2). For this estimate we used values from the more metal-poor group only. Of course, this is an overestimate of the error if intrinsic abundance variations are present in each group. The light proton-capture elements (C, N, O, Na, and Al) exhibit intrinsic abundance variations within each metallicity group (see §5.4). For these elements, we calculated the rms for stars in metal-poor group that have [Na/Fe]<+0.2 dex.
Among the elements investigated in this paper, we found a small abundance trend with temparature for Cu, Zn, and Y relative to Fe. However, they affect in a similar way both M22 metallicity groups, and may possibly explain the some of the internal scatter of these abundances in the two groups, but they do not influence our basic results. In the next few subsections we consider the abundance trends among and between elements of different nucleosynthetic groups.
The Neutron-Capture Elements
As described in the previous section, we follow M09 in using different symbols in Fig. 6 and subsequent figures to segregate stars into two metallicity groups. But Fig. 6 clearly suggests that relative n-capture abundances also vary with metallicity. Abundances of just Y, Zr, and Ba were reported in our earlier work. The solar-system abundances of these three elements are due overwhelmingly to the s-process: Y 72%; Zr 81%, and Ba 85% (e.g., Table 10 This suggested link between n-capture-rich stars in M22 with the s-process is sensible but not definitive, because Y, Zr, Ba also can be synthesized in the r-process (e.g, see the review by Sneden et al. 2008 , which has references to individual r-process-rich stars).
Here we can make a cleaner test by comparing the abundances of elements with sharply contrasting solar-system s-process/r-process origins: La (75% s-process) and Eu (only 3% s-process). In We have employed spectrum syntheses to derive the La and Eu abundances, because the spectral features of both La II and Eu II have significant hyperfine substructure, and the Eu II lines also have isotopic splitting. However, the differences between the s-rich and s-poor groups as defined by M09 can be easily seen in the spectra without any detailed analyses. In [Nd/Eu] . Note the relatively large star-to-star scatter in Ba abundances compared to other elements. This is due to difficulties associated with deriving reliable abundances for this species which, as described in §4.1, is represented by three lines that have hyperfine and isotopic splitting and are general saturated in M22 giant star spectra.
For each star we have formed average s-process-element abundance ratios [s-process/Fe] and [s-process/Eu], where s-process here represents the five elements Y, Zr, Ba, La, and Nd in most cases. In some cases we were not able to derive abundances for one or more of the s-process-elements; their means were formed from the available abundances. In Table 7 As demonstrated in M09 (see their Fig. 12 ), due to the limits imposed by our observational errors, the relatively small difference in [Fe/H] between the two stellar groups in M22 is much more clearly recognizable by separating stars on the basis of Our focus in the rest of the present paper is to study the abundance behavior of different elements in stars belonging to the s-poor or s-rich groups, as defined by their [La/Eu] ratios. 
The Heavy Fe-Peak Elements
Copper is very underabundant in M22, just as it is in other low metallicity field stars (Sneden, Gratton, & Crocker 1991 , Mishenina et al. 2002 and globular clusters (Simmerer et al. 2003) . However, [Cu/Fe] appears to vary in concert with the s-process elements, being higher in the s-rich than the s-poor group by ∆ rich poor [Cu/Fe] = +0.15±0.04 (Table 7 ). In the top panel of Fig. 11 we illustrate the Cu distributions in the two groups, plotting them versus their s-process enrichment. The much larger spread in individual [Cu/Fe] values in the s-poor stars compared to the s-rich stars is worth noting. For each sgroup we represented the mean Cu abundance and the associated rms. The difference among the two groups is at 3σ level. Fig. 8 . Comparison of the spectra of La lines (top panels) and Eu lines (bottom panels) in two stars with similar atmospheric parameters but substantially different derived La abundances. The displayed data are taken from the MCD spectra. The spectrum in red is that of the s-rich star III-3, and the one in blue is that of the s-poor star IV-102. However, given the uncertainties associated with individual Cu abundance measurements, interpretation of this trend should be viewed with caution. Certainly the s-rich/s-poor [Cu/Fe] difference is much less than that observed for the s-process elements discussed in §5.1.
If the [Cu/Fe] trend is real, it could put some new constraints on scenarios for the origin of this element. The nucleosynthetic sites of copper have been discussed by Sneden et al. (1991) , who suggested that much of the Cu in metal-poor stars forms in the weak component of the s-process, at which time neutron captures on Fe-peak elements take place during the late stages of core He-burning (Couch, Schmiedekamp, & Arnett 1974; Raiteri et al. 1991) in massive stars. Because the weak component of the s-process is a secondary mechanism for nucleosyn- (Table 7) . The individual abundances are plotted versus s-process enrichment in the bottom panel of Fig. 11 . The s-poor and s-rich stars occupy the same [Zn/Fe] space in this figure. No observable difference in Zn between s-rich and s-poor groups would have been expected from theory. However the observational errors (represented by error bars in Fig. 11 ) are large enough to mask possible small abundance variations within the two groups. The small positive value of δ[Zn/Fe] probably illuminates the limit of our abundance set to provide meaningful nucleosynthesis scenarios for M22.
The α Elements
The observed α elements in M22 are Si, Ca, and Ti. We do not include O and Mg in this group because in globular clusters their abundances can be affected by proton capture nucleosynthesis, i.e. different stars in GCs can have lower O, and in some cases lower Mg. All α elements are overabundant in M22. From the data in Table 7 for the whole s-poor stars, within the abundance measurement uncertainties. The Ti I−Ti II abundance differences have a small trend with temperature, due almost entirely to a variation inTi I; the Ti II abundance distribution is constant with T eff . This behavior may reflect NLTE effects in the Ti I abundances. NLTE overionization of Ti I is likely to be occurring, for the average Ti II abundances are higher than Ti I ones. Probably Ti II abundances are more reliable than Ti I ones (see Bergemann 2011 for a detailed discussion).
From UVES spectra of 17 stars, M09 claimed that a small but statistically significant positive correlation existed between [Ca/Fe] (Table 7) .
The Proton-Capture Elements
We now consider the abundances for C, N, O, Na, Mg, and Al, all of which can be affected by proton capture reactions. In Fig. 13 we display the [X/Fe] values obtained for each of these elements as a function of the mean <[s-process/Eu]> abundance. As in previous figures, we use different symbols to represent the s-poor and s-rich groups. The means and the σ values obtained for each group are also shown. Since for 5 out 8 stars in the s-poor groups we were able to measure only upper limits for the N abundance, the plotted mean is of course also an upper limit.
Inspection of Fig. 13 suggests that s-rich stars have, on average, higher C and N contents, and from Table 7 we compute ∆ More illuminating are the abundance comparisons among the p-capture elements. As shown by M09, Na and O abundances are anticorrelated in M22 (see their Fig. 3 ) just as they are in all GCs that have been studied so far. In Fig. 14 we show the Na and O data for our larger sample, by using both the LTE Na values (right panel) and the NLTE ones (right panel). Our sample makes it clear that the NaO anticorrelation exists in both M22 populations, but in somewhat different domains of O-Na space. The s-rich and s-poor stars span a similar range in oxygen, −0.1 [O/Fe] +0.6, but not in sodium: −0.3 [Na/Fe] s-poor +0.5 and +0.0 [Na/Fe] s-rich +0.6. To better visualize the difference between the Na-O pattern in the two s-process groups, we have drawn by hand a fiducial line tracing the Na-O anticorrelation shape for s-poor stars, and superimpose this line to the s-rich stars (upper panels of Fig. 14) . With this aid, we estimate that at any [O/Fe] ratio, the [Na/Fe] ratio in an s-rich star is ∼0.2 dex larger than in an s-poor star. The different behavior of s-poor and s-rich stars in the Na-O anticorrelation, even if with some differences, recalls the one in ω Cen (see Johnson & Pilachowski 2010; Marino et al. 2011) .
Both M22 populations exhibit positive abundance correlations of Al with Na, as illustrated in the top panel of Fig. 15 . However, here also the s-poor and s-rich stars are distinguishable: only the s-poor stars have [Na or Al/Fe] < 0. No Mg variation with either Al or Na were discovered by M09, and our expanded sample confirms this result (see the left panel of Fig. 15 ). M09 suggested that an intrinsic Mg variation might be too small to be detected in the face of observational errors. For our complete 35-star sample, as well as the s-poor and s-rich subsamples, σ[Mg/Fe] 0.11−0.12 ( The lack of a clear Mg-Al anticorrelation does not necessarily mean that proton captures on Mg are ruled out. If we suppose that the higher observed Mg abundances are representative of "primordial" M22 material (that is, prior to any p-capture synthesis events), and if primordial Al is indicated by the lower observed Al abundances, then for this material [Mg/Al] ∼ +0.5, or log (Mg/Al) ∼ +1.6. Then if (for example) 10% of this Mg were to be converted to 27 Al by p-capture in the primordial material, the resulting Al would go up by a factor of four, nearly the range covered by our data. The 10% decrease in Mg would be nearly impossible to be detected. Additionally, if the ab initio abundance of Mg contains substantial amounts of 25 Mg and/or 26 Mg, then the final Al abundance would be even larger after p-captures.
In Fig. 16 we present correlations between C abundances and N, Na, O abundances. No trends among these elements are apparent if we consider our sample of stars as a whole. However, segregation of points into two different s-Fe groups provides evidence for unique C-N (left-hand panel) and C-Na (middle panel) anticorrelations within each group, as expected from CNO-cycle enrichment within each M22 population separately. However, we cannot discern any obvious nucleosynthetic signature in the C-O plot (right-hand panel), either from the whole sample or in the two populations individually.
In Fig Table 7 ), but note that we could measure only an upper limit to the N abundance for almost all the s-poor stars, suggesting that the real difference could be larger.
A final piece of evidence in the M22 abundance puzzle comes from our analysis of the 8000 Å region of six MCD stars for which we were able to derive 12 C/ 13 C ratios ( Table 5 ). Note that star IV-102 has very weak CN red-system bands at all wavelengths, and our derived 12 C/ 13 C value should be treated with caution. The APO and LICK spectra also cover the 8000 Å spectral region. However, neither of these data sets have sufficient resolving power and S/N to permit reliable carbon isotopic ratios.
Although the six stars with derived carbon isotopic ratios constitute only a small subset of our M22 giants, all of them have 3.0 < 12 C/ 13 C < 5.0 (Table 5) . Our low value for III-3 is supported by the earlier Brown et al. (1990) analysis of this star, for which they obtained 12 C/ 13 C = 4. Star IV-20, with no MCD data in the present study, also has a very low isotopic ratio according to Brown et al. : 12 C/ 13 C = 4. Finally, Smith & Suntzeff (1989) used low-resolution spectra of the CO infrared first-overtone vibration-rotation bands to derive 12 C/ 13 C estimates for five M22 stars. For three stars (III-3, III-12, and IV-102) their ratios are in excellent agreement with ours. However, for stars IV-97 and V8 (with no available values in our study) Smith & Suntzeff derived higher 12 C/ 13 C values: ≥10 and ≥40, respectively. In summary, the carbon isotopic values for most M22 giants appear to be very low, normal for the stars similar to the ones studied here, but a larger-sample study will be needed to determine if stars with substantially larger ratios are few in number or common. Norris & Freeman (1983) gathered low resolution blue spectra of 130 giants in M22, and from these data determined three absorption indices: S (3839), for the CN 3883 bandhead strength; A(Ca), for the Ca II H&K strength; and W(G), for the CH Gband strength. The CN and the Ca indices were corrected to first order for the natural changes in absorption strengths due to T eff and log g differences along the M22 giant branch. This was accomplished by first drawing fiducial lines to express the strength changes as functions of V magnitude, and then measuring offsets δS (3839) and δA(Ca) from these lines. Norris & Freeman showed that a positive correlation exists between δS (3839) and δA(Ca), as well as between W(G) and δA(Ca). In Fig 18 we In addition we have coupled our abundances to the Strömgren photometric data of Richter et al. (1999) . Those authors demonstrated the existence of a bimodal distribution in the m 1 index of M22 giants, which they associated with CN variations. Here we match our spectroscopic results with photometry in two different ways. In the top panels of Fig. 19 purely photometric data are displayed, combining the Strömgren colours with I magnitudes taken from Stetson's database, after correcting the data for differential reddening. Our stars, coded as in previous As the m 1 index is strongly affected by the blue CN bands and overall metallicity, we expected this bimodal distribution as a consequence of the higher mean abundance in both C and N of the s-rich stars, as shown in Fig. 13 . Hence, the s-rich stars populate the RGB sequence associated to the stars enriched in CN, and s-poor stars the branch associated to weaker CN band strengths (see Richter et al. 1999) .
M22 LOW RESOLUTION SPECTROSCOPY AND PHOTOMETRY
Of course, our sample of stars could be contaminated by AGB stars, but the presence of few AGB stars does not affect the results, as discussed also in M09. A visual inspection of the stars on the CMD on the right-upper panel of Fig. 19 , suggests that some AGB stars could be present among both the s-poor and the s-rich RGB. The AGB lies blueward of the RGB at a given luminosity. But identification of blue-offset stars in the I vs. b − y CMD (left-upper panel of Fig. 19 ) as probable members of the AGB could be misleading, because we also expect to find the slightly more metal-poor, s-poor stars on the blue side of the RGB. Unambiguous assignment of AGB stars in this manner is not easy.
On the other hand, systematically redder colours for the s-rich rich stars would lead to a low probability of being shifted by photometric errors into the AGB region. Indeed in M09, six out of seven probable AGB stars, belong to the s-poor group. Note that the possible presence of AGB stars in M09 was based only on a visual inspection of the stars in the I vs. (B − I) CMD, and doesn't necessarily mean that AGB stars preferentially belong to the s-poor group.
In any case, assuming that all the probable AGB stars in M09 are indeed true AGB members, their s-poor sample would include half RGB and half AGB stars, tracing the primordial composition of the cluster. The chemical s-element abundances of probable AGB belonging to the s-poor group of M22 could not reflect "in situ" phenomena, as the third dredge-up that would lead to enhanced s-process abundances in the atmosphere (and additionally is expected for much more massive AGB stars), but must reflect the primordial composition of the s-poor group. Moreover, we expect only a ∼10% contamination of giant population by AGB stars (Lloyd Evans 1975) , hence it is unlikely that the 50% of stars in the s-poor sample of M09 are real AGB. From this discussion we conclude that the presence of few AGB stars does not influence our results, so for the present study we consider all the sample as composed by RGB, with a small contamination by AGB stars, without identifying individual candidate AGB stars.
To illuminate the relation between the m 1 values of s-rich and s-poor stars and their average s-element contents, we used the following procedure. First,we drew a ridge line for the blue RGB, by putting a spline through the median m 1 found in successive short intervals of I magnitude, and obtained the dasheddotted line shown in the upper-right panel of Fig. 19 . We then calculated for each star its m 1 residuals from the ridge line (called here ∆m 1 ). We plotted the I magnitude versus ∆m 1 as illustrated in the lower-left panel of Fig. 19 . Finally, in the lowerright panel we show the average s-element abundance as a function of ∆m 1 . Clearly, the mean <[s/Fe]> increases with increasing ∆m 1 .
SUMMARY AND DISCUSSION
We have presented a high resolution spectroscopic analysis of 35 RGB stars in the GC M22 from an heterogeneous sample of data, homogeneously analyzed. We have confirmed and extended the results of M09 that M22 hosts two groups of stars whose mean [Fe/H] metallicities differ by 0.15 dex (see also in DC09). These two groups turn out to have different chemical properties. First, they show a different s/r abundance ratio. The two groups appear to be homogeneous in the r-process element Eu, that is ∆ rich poor [Eu/Fe] ∼0. However, the s/r distribution, clearly traced by the [La/Eu] abundance ratio, appears to be bimodal, with the s-rich stars having La/Eu ratios about 2.5 times larger than in the s-poor ones, or ∆ rich poor [La/Eu] ∼0.4. A bimodal split between the s-rich and s-poor of about the same amount with respect to Eu is observed also in the other s-process dominated species (Ba, Y, Nd, Zr). This demonstrates that the stars with higher metallicity are also more enriched in material processed through s processes.
Since the most obvious M22 abundance anomaly is the spread in s-process abundances, it is good to re-emphasize that [Eu/Fe] remains constant, within observational errors, independent of the Fe abundance. It is generally believed that massive stars are responsible for the Fe abundance and α elements. However, only a subset of these same stars appear to be responsible also for the production of r-process material. This can be seen in large-sample abundance surveys of metal-poor stars, which show relatively small star-to-star scatter in [α/Fe] ratios but an enormous range in [Eu/Fe] ratios (see the summary of many studies in Figure 14 of Sneden, Cowan, & Gallino 2008) . The constancy of [Eu/Fe] points M22 to a common ratio of r-process-donating massive stars to Fe and α-process stars in the ab initio IMF, irrespective of the Fe-metallicity of the two Norris & Freeman (1983) and Lehnert et al. (1991) Norris & Freeman (1983) and Lehnert et al. (1991) . This increase in [Ca/Fe] Among the light p-capture elements, M22 stars show the same sort of Na-O anticorrelation and Na-Al correlations that have been extensively cataloged in mono-metallic clusters (e.g. Carretta et al. 2009b ). This indicates that the Ne→Na and the Mg→Al conversions have been active in M22. The Na-O anticorrelation is present in each s-group, with s-rich and s-poor stars spanning a similar range in [O/Fe], but a different range in [Na/Fe], i.e. the average [Na/Fe] at a given [O/Fe] is higher in the s-rich stars than the s-poor by about 0.2 dex. Carbon and nitrogen reveal the typical anticorrelation expected from extensive CN-cycle processing, but this becomes apparent only when we separate stars in the two s-groups. On average, the s-rich stars have higher C, N, and Na abundances, while they have similar O and Mg. Hence, the average overall CNO abundance between the two s-groups differs by at least a factor of two.
The complexity of the chemical properties of M22 also reflects on the CMD. A double RGB is visible when using the m 1 Strömgren index, sensitive to the CN bands and to metallicity (Richter et al. 1999) : the lower [Fe/H] s-poor stars populate a sequence on the blue side, while the higher [Fe/H] s-rich ones obviously occupy a redder branch. A bimodal distribution is visible also on the SGB (Piotto 2009, M09) , likely associated with the double RGB. We thus expect (but cannot prove with our data) that M22 SGB stars have the same bimodality in s-process elements and Fe exhibited by the giants studied in this work. If true, the overall CNO differences will play the dominant role in producing the SGB split, since M09 demonstrated that simple Fe-peak metallicity variations are not sufficient to generate enough of the observed photometric breadth in this region of the colour-magnitude diagram. Cassisi et al. (2008) and Ventura et al. (2009) have suggested that a bulk CNO abundance difference can account for a similar SGB split in NGC1851 ). However, spectroscopic results for this cluster are contradictory, as evidence for CNO variations have been found by Yong et al. (2009) , but not by Villanova, Geisler, & Piotto (2010) .
Our work highlights the peculiarity of M22 among GCs. We consider "normal" GCs to be those that are: (i) essentially monometallic, i.e., all their stars appear to have the same [Fe/H]; (ii) chemically homogeneous in the heavy elements; but (iii) chemically inhomogeneous only in the light element abundances, as revealed by variations in the CH, CN, NH bands, and in the O, Na, Al, and Mg abundances. Nearly all GCs have these characteristics. However, in M22, in addition to the O-Na anticorrelation there is a spread in the heavier elements, a characteristic that is seen only in a small number of other systems. Such systems include ω Cen, where the range in heavy ele-ments is large and well established, the Galactic Bulge cluster Ter 5 (Ferraro et al. 2009 ), M54, the central star cluster of the Sagittarius dwarf (Sarajedini & Layden 1995 , Bellazzini et al. 2008 , Carretta et al. 2010a , the outer halo cluster NGC 2419 (Cohen et al. 2010) , and perhaps NGC 1851 (Carretta et al. 2010b) . The presence of heavy element abundance ranges in these systems necessarily means their nucleosynthetic history must be more complicated than for "normal" GCs, though whether it is an extension or a different process remains unclear. Current scenarios for explaining the abundance anomalies in "normal" GCs argue that polluters from a first stellar generation release into the intra-cluster medium large amounts of material from which a second generation could form. The candidate polluters are those expected to undergo the chemical processes responsible for the observed enrichment in Na/N/Al and depletions in O (and in some cases in Mg). It is difficult to fit M22's chemical properties into any of these cluster enrichment history proposals; its history has been more complicated than normal GCs. The pattern of differences in [Fe/H], in the s-process dominated elements, and in [Ca/Fe] in M22 resembles the case of ω Cen, albeit in M22 the range in [Fe/H] is more than a factor of 20 lower. However, the M22 s-process abundances apparently differ from those in ω Cen. In the latter, the s-process abundance ratios rise seemingly monotonically with [Fe/H] before reaching a plateau at constant [s-process/Fe] , Smith et al. 2000 , Stanford et al. 2010 , Johnson & Pilachowski 2010 . However, in M22, while the range in [s-process/Fe] is comparable to that in ω Cen, our results do not suggest a monotonic increase of [La/Fe] with [Fe/H] , rather there appears to be an overlap, possibly due to observational errors, in [Fe/H] values between the s-poor and s-rich groups, with the location of the metal-rich, s-poor star II-31 could being particularly striking. These differences may suggest different nucleosynthetic histories for the two clusters, and could contrast with that proposed by Da Costa & Marino (2010) who concluded that the s enrichment processes in ω Cen and M22 were similar, at least in the [Fe/H] range common to both clusters. Indeed, aside from the spread in [Fe/H] present in the two s-process groups, and their difference in [Ca/Fe] values, it appears, considering the [s-process/Fe] abundance ratios and those for other heavy elements in each group as constant, that two groups each behave separately in a similar way to normal mono-metallic GCs.
Interpretation of the M22 abundance pattern would be much easier without the need to account for the Ca, Fe and s-process variations. The presence of a group of stars with higher [Fe/H] that also have little change in Eu/Fe and most α/Fe ratios could simply argue that multiple episodes of core-collapse supernova (SNII) played a role in the evolution of M22. The larger [s-process/Fe] abundances in the higher metallicity M22 stars is a significant complication. In current self-enrichment models, the only ways to account for these observations is to consider an unique source for Fe and s-process elements, or a fine tuning in the times of accumulation of the material from which successive generations form or not evolving as an isolated system so that external gas flows can contribute to the enrichment processes.
In the Sun, the s-process contribution is mainly due to two components: (i) the "main" component attributed to low mass AGB stars (∼2-4 M ; Busso, Gallino, & Wasserburg 1999) , and (ii) the "weak" component attributed to massive stars (Raiteri et al. 1993 , and references therein). If the s-process enrichment in the s-rich stars in M22 is due to the main component, this would imply a relatively large difference in age among the s-rich and s-poor stars, since the low mass AGB stars evolve in times of the order of some Gyrs. Low mass AGB stars are also expected to increase the total CNO abundances, which would be consistent with our results. A major s-process contribution from the weak component would be consistent with a much faster evolution of the cluster, and with a smaller age difference between the s-groups. Note that the weak component mainly produces the lighter nuclei in the s-chain, like 58 Fe, 63 Cu, and 65 Cu. Since, as suggested by Sneden et al. (1991) , much of the Cu in metalpoor stars can be produced in the weak component of the sprocesses, a possible Cu increase with Fe qualitatively supports the idea that massive stars contribute to the pollution of the intracluster medium in M22. The advantage of this scenario is that the same stars can be the sources for increases in the metallicity and s-process elements. However, if this scenario is correct it would imply that massive stars also produce enough of the heavier s-process nuclei to quantitatively account for the observed Ba, La, and Nd abundances in the s-rich group of M22 stars. Simply following this scenario, after the evolution of massive stars belonging to the metal/s-process-poor group (possibly from both Na-poor/O-rich and Na-rich/O-poor populations), a second generation slightly enhanced in Fe, and enriched in s-process elements formed from the material created by these massive stars that end as SNII. Then, the Na-poor/O-rich stars from the s-rich stars form their own Na-O anticorrelation (and Al-Na correlations), similarly to normal GCs.
Instructive at this point, is again the comparison with ω Cen, and its constancy in [Cu/Fe] . In this extreme cluster the enormous elemental variations in n-capture have been interpreted as due to the contributions from low-mass AGB stars via s-process nucleosynthesis (e.g., , thus the observed constant values of [Cu/Fe] found by Cunha et al. (2002) do not fit a picture in which Cu is produced in AGB stars. This could mean that we shouldn't be looking to the mechanism that produces the s-process abundance difference between the two M22 groups to explain the [Cu/Fe]. In turn, this could suggest that in M22 we may well have evidence that weak-s in massive stars is contributing to the nucleosynthesis, and possibly is not in ω Cen. As previously said, we express caution with our results on [Cu/Fe] abundances as the associated observational errors are relatively large. However, the contribution from the weak-s component in M22 could be supported also by the lower [heavy-s/light-s] ratio, traced by the [La/Y] abundances, in the s-rich stars that have also higher [Cu/Fe] . Indeed, the weak-s component produces more light-s, than heavier s-process elements.
As an alternative scenario, we could suppose the following sequence of events: 1) SNII in the cluster explode and expel material far from the cluster center at high velocity; 2) intermediate AGB stars pollute the medium of material enriched in Na/N/Al and depleted in O, this material goes into the cluster central region via cooling flow (as predicted by D'Ercole et al. 2008) , hence a second generation of stars (Na-rich, O-poor) formed; 3) at the end, low mass AGB stars evolve and expelled material enriched in s-process-elements. A second cooling flow involves the material ejected from low mass AGB and the one expelled by the first SNII. The latter should need a longer time to be re-attracted towards the center of the cluster because it was ejected at higher velocity. The material from low mass AGB and SNII mix together in the center of the cluster, and another star formation event occurs forming stars enriched in s elements and Fe at the same time.
These evolutionary scenarios require special circumstances to occur for M22 but not for the vast majority of GCs. Another qualitative attempt to explain M22's abundance set is to suppose that the present M22 is composed of the merger of two originally clusters. Of course, in this hypothesis we are assuming that any spread is present in the [Fe/H] abundances in each s-process group, and hence the two s-groups being mono-metallic. This is attractive because it does not require now-departed members of the more metal-poor group to have been responsible for the creation of the more metal-rich group. This idea would probably fail immediately if no normal GCs could be found with the chemical mixes of M22's two stellar groups. However the wellstudied M5 (Ivans et al. 2001 , Ramírez & Cohen 2003 and M4 (Ivans et al. 1999 , Marino et al. 2008 ) have relative abundance mixes that resemble those of the lower and higher metallicity M22 groups, respectively. The mean literature values for Ba and La in M5 range from −0.08 to 0.18, and 0.02 to 0.18, respectively. On the other hand, M4 has substantially higher values of these abundance ratios: [La/Fe] = 0.45, [Ba/Fe] = 0.60 (Ivans et al. 1999) ; [Ba/Fe] = 0.41 (Marino et al. 2008 ); these are unusually high for GCs. Additionally, the [Fe/H] metallicity difference between M5 and M4 is about 0.1 dex, similar to the mean difference in the two M22 groups. However, that spread is not a requirement of the cluster merger scenario. Finally, the mean Na and Al abundances are slightly higher in M4 than in M5. A significant uncertainty for the cluster merging idea might be the unknown probability of such a merger to have happened early in our Galaxy's history. The merger probability of two GCs in the field halo is likely to be very small given the volume, but that may not true in a dwarf galaxy/merger object -there the clusters exist in a much smaller volume, the relative velocities are lower and maybe dynamical friction can bring two clusters together in the center, with the dwarf galaxy subsequently disrupted (see Bekki 2010 , and references therein).
Another GC has been recently interpreted in cluster merging hypothesis: NGC 1851 (Carretta et al. 2010b ). Like M22, there is a bimodality in s-process elements (Yong & Grundahl 2008) , a possible spread in [Fe/H] metallicity and [Ca/H], a segregation of stars in color-magnitude diagram quantities that correlates with abundance variations , Han et al. 2009 ).
Our findings show that M22 represents an important piece in the understanding of GC evolution. It shares similarities both with normal mono-metallic GCs and with the most extreme case of ω Cen, and thus may be a bridge to better understanding what has made ω Cen so unique. A full understanding of the M22 chemical evolution should be important in shedding light on the multiple stellar population phenomenon in GCs. (a) When available, we used the identification scheme of Arp & Melbourne (1959) or its extension by Lloyd-Evans (1975) , with Roman numerals I-IV for the quadrants and V for the center. If no other name is available, we used identifications from Cudworth (1986) , preceded by C. These names are entered into the SIMBAD database (http://simbad.u-strasbg.fr/simbad/) as 'NGC 6656 abbb", where "a" is the roman numeral and "bbb" is the number; for example, star IV-97 can be found as NGC 6656 4097 in SIMBAD. Richter et al. (1999) . (c) For the stars II-104, III-33, IV-68, IV-97, and IV-102, we were able to measure only upper limits for the nitrogen abundance. 
