Introduction
Consider the m × n matrix space C m×n with complex entries, and assume, without loss of generality, m ≥ n. A matrix norm · on C m×n is called a unitarily invariant norm if [1, 2, 4] 1. UXV = X for all X ∈ C m×n ; 2. X = X 2 , the spectral norm, for all X ∈ C m×n with rank(X) = 1.
Most commonly used unitarily invariant norms are the Frobenius norm X F , the spectral norm (2-norm) X 2 , and the Ky Fan k-norms X (k) for 1 ≤ k ≤ n.
We call a real-valued function Φ on R n a symmetric gauge function if 1. Φ is a vector norm on R n ; 2. Φ(P x) = Φ(x) for any n × n permutation matrix P ; 3. Φ(|x|) = Φ(x), where |x| is x taking entrywise absolute value; 4. Φ(e 1 ) = 1, where e 1 = [1, 0, . . . , 0]
T ∈ R n and the superscript "T" takes the transpose.
A well-known theorem of von Neumann [5] established a one-one correspondence between unitarily invariant norms · on C m×n and symmetric gauge functions Φ on R It is interesting to notice that not all singular values play equal roles in determining a given unitarily invariant norm. For example, X 2 depends only on σ 1 , the largest singular value of X, in the sense that X 2 remains the same under sufficiently tiny changes to any of the smaller singular values. On the other hand, X F depends on and increases with all singular values. Along this line, this paper investigates the monotonicity properties of unitarily invariant norms with respect to the singular values of their argument.
The same can be said about symmetric gauge functions. In fact, the equivalence between unitarily invariant norms and symmetric gauge functions by the von Neumann theorem makes any claim about one a corresponding claim for the other. For this reason, most of our investigations and results in what follows are about symmetric gauge functions.
Main results
The following lemma is a fundamental result of Ky Fan when it comes to comparing two unitarily invariant norms/symmetric gauge functions. [4, p. 86] 
Lemma 2.1 (Ky Fan's theorem). (See
for all symmetric gauge functions Φ if and
This lemma is a good example about what we mentioned in the previous section: any claim about one -symmetric gauge functions or unitarily invariant norms -leads to a corresponding claim for the other. From now on, all our results are stated in terms of symmetric gauge functions for convenience. By definition, no generality is lost if we restrict the argument of symmetric gauge functions on R n to the set
Denote by e i the ith column of the n × n identity matrix.
for any symmetric gauge function Φ and ε > 0.
Proof. If ξ 1 = 0, then ξ i = 0 for all i and thus x = 0. We have
The conclusion holds.
Suppose ξ 1 > 0. By the monotonicity of the symmetric gauge function [1, p. 85], we know Φ(x + εe 1 ) ≥ Φ(x). We have to prove that it is strict. Assume on the contrary that Φ(x + εe 1 ) = Φ(x) for some Φ and some ε > 0, i.e.,
Combine (2.2) and (2.3) to get
As all ε i > 0 are arbitrary so long as
by (2.4). On the other hand, since
. . , n, we also have
. . , ξ n ) which, together with (2.6), yields 
and f (t) is strictly monotonically increasing as t goes from α to ξ k .
Proof. Since f (t) so defined is nondecreasing in t, item 1 is obvious. For item 2, let
Since all symmetric gauge functions are continuous, f (t) is continuous and thus
. It remains to show that f (t) is strictly monotonically increasing as t goes from α to ξ k . To this end, let
as was to be shown. 2
+↓ , Theorem 2.1 says that every symmetric gauge function Φ(x) strictly increases with respect to ξ 1 . The same statement cannot be made about ξ 2 . For example, Φ (1) (x) does not increase if ξ 2 increases subject to ξ 2 < ξ 1 . In general Φ (k) (x) associated with the Ky Fan k-norm · (k) increases if any of the first k largest ξ i increases but remains the same if ξ k+1 increases subject to ξ k+1 < ξ k . This observation motivates us to make the following definition.
Definition 2.1. Given x ∈ R n +↓ , we define C k (x) to be the collection of those symmetric gauge functions Φ that satisfy
for sufficiently small ε > 0 and i > , where is the index such that
We also define
Any Φ ∈ C k is said to have the degree k of dependency.
Because of the one-one correspondence between unitarily invariant norms and symmetric gauge functions, we also use C k (X) for those unitarily invariant norms whose associated symmetric gauge functions are in C k (x), where x is the vector of the singular values of X. Evidently, C k does not distinguish unitarily invariant norms from symmetric gauge functions.
By Theorem 2.1, the spectral norm
Remark 2.1. In the case of (2.8), reordering ξ k , . . . , ξ does not change x; so Φ(x + εe i ) for k ≤ i ≤ should be thought of just the same as Φ(x + εe k ) which is required to be bigger than Φ(x) by the item 1 of Definition 2.1. Hence,
We emphasize that the class C k (x) is argument-dependent, i.e., for Φ ∈ C k (x) for a given x, possibly Φ ∈ C k (y) with k = k for a different y. Example 2.1 illustrates this point.
Example 2.1. Consider n = 2, and for any
and extend the domain of
This Φ is a symmetric gauge function which we will verify in a moment. It is not hard to see that
It remains to verify that Φ is a symmetric gauge function. For that purpose, it suffices to show that Φ satisfies the triangular inequality. Let
It is easy to see that 
In either case, we always have
This proves that Φ is a symmetric gauge function.
The next lemma is equivalent to [3, Theorem 2.1] in terms of a symmetric gauge function.
Lemma 2.2. (See [3, Theorem 2.1].) Given a symmetric gauge function
We make a few comments here.
1. The compact convex set A Φ depends on Φ, but not on the argument x. 2. The optimal c that gives Φ(x) = c T x may depend on x and may not be unique. This can be best seen by Example 2.1.
then c k > 0. This can be seen as follows. Suppose, on the contrary, c k = 0. Let be in the index determined by ξ k = · · · = ξ > ξ +1 , and let Despite Example 2.1, we have the following theorem. Note there is a subtle but fundamental difference between (2.11) which holds for just one particular argument x and (2.12) which holds for any argument.
Proof. First we prove (2.11). No proof is needed if
We claim ĉ i = 0 for i ≥ k + 1 and thus prove (2.11). Assume on the contrary that ĉ k+1 > 0. Now for any ε such that ξ k − ξ k+1 ≥ ε > 0, x + εe k+1 ∈ R n +↓ and thus
, then we have that (2.12) holds as a corollary of (2.11). Consider the case , ζ 2 , . . . , ζ k , 0, . . . , 0) . Letting ε → 0 + , we again obtain (2.12) since all symmetric gauge functions are continuous. 2
, and let
Proof. We have
By Theorem 2.3, we also have Φ(ξ 1 , . . . , ξ k , 0, . . . , 0) = Φ(x), and thus
(2.13)
Because Φ ∈ C k (x) and ξ k > ξ k+1 , for sufficiently small ε > 0
where the last equality is due to (2.13). Use (2.13) again to conclude that for sufficiently small ε > 0,
Similarly, for any i > k (automatically ξ k > ξ i ≥ ζ i ), we can show Φ(y + εe i ) = Φ(y) for sufficiently small ε > 0. This implies Φ ∈ C i 0 (y) for some i 0 ≤ k, as was to be shown. 2
Our next theorem says that i 0 in this lemma must be k.
By the proof of Lemma 2.3, we conclude that
Set τ i = 0 for k + 2 ≤ i ≤ n, but let τ k+1 vary from 0 to 1. Because of (2.14), there are two possible cases:
Later, we will prove that the case (2.16b) cannot happen by contradiction. For the case (2.16a), let τ k+1 be the infimum of such τ k+1 . Let
It can be seen that ζ k+1 ≤ σ k+1 ≤ ξ k+1 . We claim that for sufficiently small σ > 0 Φ ∈ C k (w + σe k+1 ), and (2.19a)
To see (2.19a), we note if σ k+1 < ξ k+1 , then for sufficiently small σ > 0,
Since τ k+1 is the infimum, we have (2.19a) by (2.15). If, on the other hand, σ k+1 = ξ k+1 , then the infimum τ k+1 is attainable because τ k+1 is the infimum of 0 ≤ τ k+1 ≤ 1 in (2.16a). Thus Φ ∈ C k (w). Since ξ k > ξ k+1 , by Definition 2.1 we still have (2.19a) for sufficiently small σ > 0. To see (2.19b), we notice that 0 < σ ≤ σ k+1 − ζ k+1 implies ζ k+1 ≤ σ k+1 − σ ≤ ξ k+1 and thus
Again since τ k+1 is the infimum for those 0 ≤ τ k+1 ≤ 1 that make j(t) = k, we have (2.19b) by (2.15). Consider first τ k+1 = 0. Note z(t) = w = y with τ k+1 =τ k+1 = 0. We claim that Φ ∈ C k (y). Suppose, on the contrary, Φ ∈ C (y) for some < k. For sufficiently tiny ε > 0 and δ > 0, let
. By (2.13), we have
But then
which is a contradiction. So Φ ∈ C k (y), as was to be shown. Now we show that τ k+1 > 0 cannot occur. Suppose, on the contrary, τ k+1 > 0 and let σ k+1 be as given by (2.17). We have ζ k+1 < σ k+1 ≤ ξ k+1 . For any sufficiently tiny σ > 0, we have (2.19a) which implies that for sufficiently small δ > 0, (2.20) where the last equality is by Theorem 2.3. Making also 0 < δ ≤ σ k+1 − ζ k+2 , we have (2.19b) which implies that for sufficiently small ε > 0,
Let x 1 = w + 3δe k+1 and x 2 = w − δe k+1 + 2εe k . We have, by (2.20) and (2.21),
On the other hand,
So by (2.19a) and (2.20)
contradicting (2.22) . What this means is that the situation τ k+1 > 0 cannot happen. Now we shall prove that the case (2.16b) cannot occur by contradiction. Consider the case (2.16b) which implies Φ ∈ C (ξ 1 , . . . , ξ k , ξ k+1 , ζ k+2 , . . . , ζ n ) for some < k.
(2.23)
Now set τ k+1 = 1 always and τ i = 0 for k + 3 ≤ i ≤ n, but let τ k+2 vary from 0 to 1. Because of (2.14), there are two possible cases:
For the case (2.24a), let τ k+2 be the infimum of such τ k+2 . Let
The case when τ k+2 = 0 can be ruled out by (2.23) and by using the similar argument to the proof above for the case when τ k+1 = 0. We claim that τ k+2 > 0 cannot happen, either, by the argument similar to what we had above for the case (2.16b) under τ k+1 > 0. For the case (2.24b) which implies
. . , ζ n ) for some < k, (2.25)
we repeat the process as above by, this time, setting τ k+1 = τ k+2 = 1 always and τ i = 0 for k + 4 ≤ i ≤ n, but letting τ k+3 vary from 0 to 1. Two possible cases again emerge and they can be handled analogously. The process may possibly go on until reaching Φ ∈ C (ξ 1 , . . . , ξ n−1 , ζ n ) for some < k. (2.26) At this point, we set τ i = 1 for k + 1 ≤ i ≤ n − 1 and let τ n go from 0 to 1. But now j(t) = k for some 0 < τ n ≤ 1 because of (2.14) and because j(t) = k when all τ i = 1 for k + 1 ≤ i ≤ n, by the assumption. The same argument as before will lead to a contradiction. In summary, the only valid case is the case (2.16a) above with τ k+1 = 0. The proof is completed. 2
Conclusions
Without loss of generality, we consider those x = [ξ i ] ∈ R n +↓ . We defined the set C k (x) of symmetric gauge functions Φ such that Φ(x + εe i ) > Φ(x) for any ε > 0 and 1 ≤ i ≤ k and Φ(x + εe i ) = Φ(x) for sufficiently small ε > 0 and those i > k with ξ k > ξ i . Also we defined
Note that C k (x) is argument-dependent, i.e., for Φ ∈ C k (x) for a given x, possibly Φ ∈ C k (y) with k = k for a different y, as shown in Example 2.1.
Our main results in this paper are:
• The spectral norm · 2 ∈ C 1 , or, equivalently, Φ (1) ∈ C 1 ; • If Φ ∈ C k (x) and if ξ k > ξ k+1 , then Φ(x) = Φ(ξ 1 , . . . , ξ k , 0, . . . , 0) ; Φ(ξ 1 , . . . , ξ k , 0, . . . , 0) for all x if Φ ∈ C k ; • If ξ k > ξ k+1 , then C k (x) ⊂ C k (y) for any y = [ξ 1 , . . . , ξ k , ζ k+1 , . . . , ζ n ] T with ζ k+1 ≥ · · · ≥ ζ n ≥ 0, and ξ i ≥ ζ i for i = k + 1, . . . , n.
