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Resumo
O desenvolvimento da robótica tende a ser cada vez mais significativo no meio agrícola, no-
meadamente no contexto de vinha de encosta. Contudo, este contexto pode não ser facilitador uma
vez que a localização no mesmo se baseia em sistemas de Odometria das rodas e/ou de posicio-
namento global por satélites. Estes sistemas tendem a falhar devido às encostas e inclinações do
terreno, afetando a qualidade do sinal de satélite e precisão da Odometria das rodas.
Recorrendo-se a tecnologias complementares é possível melhorar a precisão e auxiliar os algo-
ritmos de localização. O robô Agrob incorporado no projeto ROMOVI e desenvolvido no INES-
TEC utiliza câmaras para o tratamento e manutenção das videiras, podendo estas auxiliar na lo-
calização, através de Odometria Visual. O uso da lente olho de peixe aumenta o campo de visão
reforçando a estabilidade do sistema com maior captura de pontos característicos.
Através da captura e processamento de imagens é estimado o deslocamento entre imagens
que num fluxo de imagens resulta numa localização do robô. Desta forma, nesta dissertação é
desenvolvido um algoritmo de análise de imagens com objetivo de obter a translação e rotação
entre imagens que concatenadas originam a localização do robô.
Na presente dissertação foram realizados vários testes, tais como, estático, movimento linear,
rotação angular, movimento semiquadrangular e movimento quadrangular, de forma a verificar a
robustez do algoritmo.
Esta dissertação apresenta um algoritmo de localização desenvolvido em ROS e com câmara
com lente olho de peixe. Os testes realizados são ilustrados graficamente e comparados com a
Odometria das rodas do robô.
i
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Abstract
The development of robotics tends to be increasingly significant in the agricultural environ-
ment, particularly in the context of hillside vineyards. However, in this context may not be easy
since the localization it is based on global positioning systems by wheels’ odometry and / or sa-
tellites. These systems tend to fail due to terrain slopes and slopes, affecting the quality of the
satellite signal and the accuracy of the wheels’ odometry.
Using complementary technologies it is possible to improve accuracy and auxiliary localiza-
tion algorithms. The Agrob robot incorporated in the ROMOVI project and developed in INES-
TEC uses cameras for the treatment and maintenance of the vines, these can auxiliary the localiza-
tion through Visual Odometry. The use of the fisheye lens increases the field of vision reinforcing
the stability of the system with greater capture of characteristic points.
Through the capture and processing of images are estimated the displacement between images,
which in a flow of images results in a robot localization. In this way, is developed an algorithm to
analyze the images and obtain the translation and rotation matrix between images that through a
matrix concatenation is obtained the robot localization.
In the present dissertation several tests were performed, such as, static, linear movement, an-
gular rotation, semi-quadrangular movement and quadrangular movement in order to verify the
robustness of the algorithm.
This dissertation presents a localization algorithm developed in ROS and with a camera with
a fisheye lens. The tests performed are ilustrated graphically and compared with the wheels’
Odometry of robot.
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Capítulo 1
Introdução
Este capítulo levanta algumas questões a serem respondidas durante a dissertação e fornece
uma visualização dos objetivos e alcance do documento.
1.1 Enquadramento
A necessidade de uma maior eficiência nos trabalhos do quotidiano, levou a um desenvolvi-
mento da robótica, tornando os robôs mais autónomos e eficazes. Com o avanço da robótica é
possível aumentar o número de horas de trabalho sem perdas de eficiência e desgaste que um ser
humano teria, obtendo uma diminuição de custos.
Em Portugal a vinicultura tem vindo a ter um crescimento constante e com ela um aumento da
necessidade da robótica. A monitorização das vinhas é essencial para qualidade do produto final,
sendo esta, difícil de se realizar com eficácia. Assim, através da robótica essa eficácia pode ser
conseguida realizando trabalhos de maior dificuldade para o Homem a um custo mais reduzido,
tal como a monitorização dia e noite, 24h por dia, dos terrenos.
O projeto RoMoVi, desenvolvido pelo centro de Robótica do INESC-TEC, pretende desen-
volver um robô, no âmbito da robótica para a agricultura, capaz de podar, monitorizar e fertilizar
as encostas de vinhas inclinadas [1]. Este projeto tem disponíveis três plataformas: o AGROB
V16, AGROB V15, AGROB V14, sendo a presente dissertação desenvolvida no contexto do projeto
RoMoVi e linha de investigação apelidada de AGROB [2].
A precisão na localização de robôs é fundamental para a sua eficácia e funcionamento. Existem
vários tipos de sistemas de localização, tais como, Global Position System (GPS), Global Naviga-
tions Satellite System (GNSS), Inertial Navigation System (INS), Odometria das rodas, Odometria
de laser/ultrasónico e Odometria Visual (OV). Contudo, cada tecnologia tem as suas fraquezas.
Odometria das rodas é uma tecnologia simples para estimação da posição, mas a inclinação do ter-
reno e deslizamento das rodas no pavimento causa erros grandes. Odometria de laser/ultrassónico
deteta objetos e mede distâncias entre os sensores e os objetos, contudo estes sensores são muito
sensíveis ao ruído. INS é ótimo para a acumulação de deslizamento e têm grande precisão, mas em
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contrapartida é muito dispendiosa a nível monetário e não é eficaz em soluções comerciais. Ape-
sar de o GPS ser a solução mais comum para localização absoluta por causa da não acumulação
de erro, não é útil para este projeto devido ao fraco sinal dos satélites correspondente à inclinação
dos terrenos e existência de nebulosidade. Para além disso, a utilização de GPS também se torna
cara para a precisão em centímetros. [3]
Por último, OV é uma tecnologia que envolve um fluxo de imagens adquiridas através de uma
câmara e posteriormente analisadas permitindo obter a estimação da localização. É um método
económico e com grande precisão, que se enquadra neste projeto. As desvantagens desta locali-
zação passam pela necessidade de um bom processamento e a possibilidade de existência de erros
causados por movimentações e/ou sombras.
1.2 Motivação e Objetivos
Na presente dissertação pretende-se desenvolver um sistema de auxílio à localização que seja
de baixo custo e adequado à aplicação em contexto de vinha de encosta. Neste sentido será utili-
zada a Odometria Visual na qual resultará uma avaliação da precisão do método.
Com as dificuldades de localização já mencionadas na secção anterior, a OV é uma solução
vantajosa. Esta será implementada num raspberry pi com uma câmara com lente olho de peixe
para obter maiores ângulos de captura.
Assim, utilizando a câmara com lente de olho de peixe com um ângulo de cerca de 180o é
possível capturar um fluxo de imagens com mutia informação. Informação essa que será analisada
por um algoritmo implementado num raspberri pi, da qual resultará uma estimativa de localização.
A utilização de visão será sensível às condições de iluminação e reflexões. Com isto, o pro-
cessamento de imagem terá de ser rigoroso para que os erros sejam mínimos.
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Odometria Visual é um método de estimação da posição através de um fluxo de imagens de
uma câmara (Sistema monocular) ou várias câmaras (Sistema estéreo) [4]. OV foi durante muitos
anos um dos estudos pioneiros de Nister, Narodistsky and Bergen [5]. O trabalho deles resultou
num algoritmo que extrai pontos característicos de uma imagem, os cruza com os pontos caracte-
rísticos obtidos na imagem anterior e obtém, no fim, um deslocamento entre imagens, originando
uma estimação do movimento.
A implementação de OV em locais interiores resulta em bons resultados enquanto que em
locais exteriores são notórios alguns problemas. Alguns fatores, como sombras e objetos dinâmi-
cos, causam dificuldades de localização em locais exteriores. Para a OV funcionar eficazmente é
necessário iluminação suficiente e ambiente estático para permitir que o movimento seja extraído
corretamente.
OV tem uma ampla aplicação e foi implementada em diferentes campos eficazmente. Os
domínios de aplicação incluem robótica e automação. Os tipos de aplicação incluem sistemas
robóticos móveis, tais como terrestre, subaquáticos, aéreos e espaciais.
Em termos terrestres, a OV é usada para a navegação e deteção de objetos eficazmente. Quanto
aos sistemas robóticos móveis subaquáticos, a OV tem um papel significativo nos veículos autó-
nomos subaquáticos e sistemas de inspeção de recifes de corais [3]. A nível aéreo, a OV é aplicada
a drones (UAVs) para melhorar o desempenho de navegação autónoma. Por último, na exploração
espacial, a OV é usada, por exemplo, para estimar o movimento do robô NASA Mars [6].
Na indústria, OV desempenha um papel importante. É aplicada em sistemas de apoio à condu-
ção, tal como em sistema de travagem assistida baseados em visão. Em grande parte dos veículos
são utilizados sensores de visão para navegação e deteção de obstáculos devido ao sinal de GPS
ser fraco, ser de fácil implementação (em veículos pequenos é crucial) e ser suficientemente eficaz
para o baixo custo. Na agricultura é utilizada OV para estimação relativa em relação às cultu-
ras [1, 7].
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2.1 Contextualização
Nesta secção é feito um breve resumo da computação em sistemas de OV.
Na OV, um determinado agente ligado a um sistema de câmaras move-se num determinado
ambiente e captura imagens em instantes de tempo discreto k. [8] Caso o sistema seja composto
por visão monocular, o conjunto de imagens capturadas em intervalos de k é representado por I0:n
= {I0,..., In}. No caso de ter visão estéreo, então existem duas imagens (esquerda e direita) em
cada instante de tempo, representadas por Ie,0:n = {Ie,0,..., Ie,n} e Id,0:n = {Id,0,..., Id,n}. Na Figura
2.1 é apresentado uma ilustração deste cenário.
Figura 2.1: Ilustração do problema de OV para visão estéreo. [8]
Por simplificação, é assumido que o sistema de coordenadas da câmara coincide com o sistema
de coordenadas do agente. No caso de sistema estéreo, considera-se que o sistema de coordenadas
da câmara esquerda pode ser utilizado como origem.
As transformações de uma câmara em instantes de tempo adjacentes k-1 e k estão relacionadas
por uma transformação de corpo rígido Tk,k−1 ∈ R4x4 da seguinte forma:
Tk,k−1 =
[
Rk,k−1 tk,k−1
0 1
]
onde Rk,k−1 ∈ R3x3 é a matriz de rotação e tk,k−1 ∈ R3x1 é o vetor de translação. O conjunto T1:n = {
T1,0,..., Tn,n−1 } representa todos os movimentos sequenciais da câmara. Para simplificar a notação,
a partir de agora, Tk será usado em vez de Tk,k−1. Finalmente, o conjunto das transformações da
câmara C0:n = { C0,..., Cn } representam as transformações da câmara em relação às coordenadas do
instante inicial, k = 0. A posição atual Cn pode ser calculada concatenando todas a transformações
Tk ( k = 1... n ), e assim, Cn = Cn−1Tn, com C0 sendo a posição da câmara no instante k = 0, que
pode ser definida arbitrariamente pelo utilizador.
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A principal tarefa em um sistema OV é calcular a transformação relativa Tk a partir das imagens
Ik e Ik−1, e depois juntar as transformações para recuperar a trajetória completa C0:n da câmara.
Isto significa que o sistema consegue recuperar de forma incremental a trajetória, posição após
posição.
A fim de efetuar um sistema de OV é necessário realizar várias etapas. A Figura 2.2 ilustra
um diagrama de blocos com a procedimento a utilizar.
Figura 2.2: Etapas de um sistema de Odometria Visual.
Desta forma, a primeira etapa refere-se ao processo de captura de uma nova imagem Ik, ou um
par de imagens no caso de um sistema estéreo. Nesta mesma etapa é necessário o processamento
da imagem para remover possíveis deformações das imagens ou efeitos de lentes.
A segunda etapa apresenta vários métodos diferentes que consistem na procura de caracterís-
ticas 1 visuais salientes que possam corresponder noutras imagens.
A terceira etapa apresenta vários métodos diferentes para correlacionar características. Nesta
mesma etapa são aplicados algoritmos de correção para remover eventuais erros de correspondên-
cia. Uma solução para o problema é a utilização do algoritmo RANSAC.
A quarta etapa consiste no cálculo do movimento relativo Tk entre os instantes de tempo k - 1
e k. Após a obtenção do Tk então é possível calcular a posição da câmara Ck por concatenação do
Tk com a posição anterior Ck−1.
1Característica é uma região na imagem que difere da sua vizinhança em termos de intensidade, cor e textura.
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Finalmente, a última etapa descreve a aplicação do algoritmo de otimização local, Buldle
Adjustment, ao longo das últimas características com o objetivo de obter uma estimativa mais
precisa da trajetória local.
2.2 Parâmetros Intrínsecos
A formação de uma imagem em uma câmara ocorre com a entrada de feixes de luz através
de uma abertura na câmara e a projeção desses feixes em uma tela, também chamada de plano de
imagem.
Em uma câmara real, um ponto no mundo reflete diversos feixes de luz. Se todos os feixes
refletidos por esse ponto convergirem para um mesmo ponto no plano de imagem, então é dito que
a imagem está focada. O modelo de projeção perspetiva é uma simplificação da câmara real.
O modelo de projeção perspetiva [9] é apresentado na Figura 2.3. O centro de projeção O
é a origem do sistema de coordenadas da câmara e também o centro da câmara. O eixo-z do
sistema de coordenadas da câmara é chamado eixo-principal. O plano z = f é o plano de imagem
e a intersecção do plano de imagem com o eixo-principal é chamado ponto principal. Considere
X = [X ,Y,Z]T as coordenadas de um ponto no mundo referentes ao sistema de coordenadas da
câmara. A intersecção do plano de imagem com o segmento de reta ligando X e O é a projeção de
X e é referenciada como x. Por semelhança de triângulos observa-se que x = [f XZ , f
Y
Z , f] em relação
à câmara. Como a última coordenada de x será sempre f, ela será desconsiderada nas equações
daqui em diante.
Figura 2.3: Esquema do modelo de projeção perspetiva. [9]
Assim, o mapeamento do mundo 3-D para uma imagem 2-D é obtido através da equação de
projeção perspetiva:
λ
 uv
1
= KX =
 αu 0 u00 αv v0
0 0 1

 XY
Z
 ,
onde λ é o fator de profundidade, αu e αv são as distâncias focais, originando uma distância
focal geral, e u0 e v0 são as coordenadas centrais da projeção da imagem. Estes parâmetros são
conhecidos como parâmetros intrínsecos que dependem de câmara para câmara. Quando o campo
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de visão da câmara é superior a 45o, os efeitos da distorção radial são visíveis e causam erros
superiores.
Note que a última coordenada w é a escala da coordenada homogénea e não a distância fo-
cal f, que como já foi dito, é desconsiderada daqui em diante. Daqui em diante as coordenadas
homogéneas serão representadas por x e X
2.2.1 Imagem lente olho de peixe
Em câmaras com lentes olho de peixe os parâmetros intrínsecos são diferentes. Estes tipos
de lentes são similares à visão humana, onde a imagem resultante tem grande resolução central
e baixa resolução nos pontos mais distantes do centro. O modelo mais comum de lentes olho de
peixe é o modelo equiangular,
r = kθ ,
onde k é uma constante [10].
Figura 2.4: Projeção de um ponto no mundo no plano de imagem.
A Figura 2.4 representa as diferenças entre as representações do ponto P no plano de imagem.
Desta forma, o ponto p’ usa o modelo da projeção perspetiva e o ponto p o modelo equiangular
onde se visualiza a distorção da lente olho de peixe. [11, 12]
Assim, o algoritmo de construção da imagem com lente olho de peixe é descrito pela Figura
2.5
Passo 1:
PC = RPW+ t,
onde PC é o ponto capturado na imagem, PW é o ponto no mundo, R é a matriz de orientação e t
é o vetor da posição. Os parâmetros R e t são parâmetros extrínsecos.
Passo 2: O ponto PC é projetado com perspetiva de uma esfera resultando o ponto p
p =
PC
‖PC‖
= (sinφcosθ ,sinφsinθ ,cosφ)T .
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Figura 2.5: Algoritmo de construção da imagem com lente olho de peixe. [13]
Passo 3: O ponto p é mapeado para m no plano de imagem com distorção da lente da câmara
m = D(p),
onde m = (x,y) e D é o modelo de distorção da lente olho de peixe.
Passo 4: O ponto m é transformado em m’ usando a transformação de afinidade:
m′ = KA(m),
onde m’ = (u,v). A imagem obtida é a imagem atual da câmara com lente olho de peixe que é
igual:
m˜′ ′ = KAm˜′
onde m˜′ = (x,y,1)T e m˜′ ′ = (u,v,1)T e KA =
 r s u00 1 v0
0 0 1

Desta forma, constatamos que existem 12 parâmetros para as lentes olho de peixe: 4 parâ-
metros de transformação de afinidade, 4 radiais e 4 parâmetros de distorção tangencial. Estes
parâmetros são os parâmetros intrínsecos das lentes olho de peixe.
2.3 Parâmetros Extrínsecos
Em geral os pontos do mundo são descritos em relação a um sistema de coordenadas global.
A relação entre os dois sistemas é dada por uma transformação de corpo rígido do tipo
X = RXW+T,
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onde XW são as coordenadas do ponto X em relação ao sistema de coordenadas global. A matriz
R ∈ SO(3) é a rotação que alinha o sistema de coordenadas global com o sistema de coordenadas
da câmara e T ∈ R3 é o vetor de translação entre os dois sistemas de coordenadas. Os parâmetros
de R e T são chamados de parâmetros extrínsecos e a matriz
[R|T] =
 r11 r12 r13 t1r21 r22 r23 t2
r31 r32 r33 t3

é a matriz de parâmetros extrínsecos. A Figura 2.6 mostra a relação entre os dois sistemas de
coordenadas.
Figura 2.6: Parâmetros que definem a posição e orientação do sistema de coordenadas da câmara
com um sistema de coordenadas global.
2.4 Detetores de Características
A deteção de características é o processo responsável por determinar características numa
imagem. Uma característica pode ser uma região de uma cor específica, um determinado padrão
na imagem, um ponto onde ocorre a variação de cores ou outra informação que possa ser extraída
da imagem. Estas características devem ser escolhidas de forma a serem possíveis de encontrar e
recuperar futuramente.
Relativamente a sistemas de OV, foi descoberto que a distribuição de características numa
imagem afeta de uma forma considerável os resultados obtidos. Em particular, quanto mais carac-
terísticas forem encontradas mais estáveis são os resultados da estimação do movimento, mas o
tempo de processamento é maior e pode causar perdas de imagens importantes. As características
são procuradas numa imagem através de um detetor de características. Para ser um bom detetor
de características têm de obedecer às seguintes características [14]:
• Precisão na localização, tanto em posição como em escala.
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• Repetibilidade, garante que uma grande percentagem das características visíveis a duas ima-
gens serão identificadas em ambas as imagens.
• Eficiência computacional, está relacionada ao tempo que o algoritmo de deteção necessita
para identificar as características de uma imagem.
• Robustez ao ruído e desfocagem
• Diferenciação, de modo que as características possam ser correspondidas precisamente entre
imagens diferentes.
• Invariância à iluminação e mudanças geométricas, garante que a característica será identifi-
cada igualmente com ou sem a transformação.
Na área de OV os detetores de características, tais como cantos2 ou blobs3, são muito impor-
tantes porque é possível saber com precisão a sua posição numa imagem.
Entre estes dois tipos de detetores, os detetores de canto são computacionalmente mais rápidos
mas menos diferenciáveis. Adicionalmente, detetores de canto encontram-se melhores localizados
em posições de imagens mas são menos localizados em escala. Isto significa que os detetores de
canto podem não ser tão bem detetados que os detetores de blob quando existem grandes variações
de escala e pontos visíveis. Contudo, detetores de blob não são bons em certos ambientes [14].
2.4.1 Detetores de Cantos
Um canto em uma imagem é o ponto onde há uma grande variação de intensidade dos píxeis
em duas direções dominantes.
2.4.1.1 Harris
O detetor de cantos Harris [15] é um dos métodos mais recentes (1988). A ideia base no
algoritmo de Harris é analisar um ponto através das características e de uma pequena vizinhança.
Através da alteração da janela em várias direções do ponto, a média da intensidade da janela deve
alterar significativamente se o ponto for um canto. Os cenários possíveis são ilustrados na Figura
2.7
Desde que a janela seja alterada em várias direções, o algoritmo deve obter o mesmo resul-
tado mesmo que a imagem tenha sofrido uma rotação. O mesmo não acontece caso a imagem
seja ampliada, o algoritmo não fornece os mesmos resultados que a imagem original. Assim, o
algoritmo é não-invariante à escala. Além de ser computacionalmente pesado no cálculo da média
da intensidade da janela.
2Canto é definido como um ponto de intersecção de duas ou mais arestas.
3Blobs são regiões mais brilhantes (ou mais escuras) do que o meio circundante.
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Figura 2.7: Detetor de cantos Harris. [15]
2.4.1.2 FAST
O detetor de canto FAST (do inglês, Feature from Accelerated Segment Test) é um detetor
rápido. O algoritmo usa um círculo de 16 píxeis com um raio de 3 píxeis em volta do píxeis p, de
forma a detetar se p é um canto, ver Figura 2.8.
Figura 2.8: Detetor de canto FAST, círculo em volta do ponto p. [15]
Analisando a Figura 2.8, os pixeis 11-16 e 1-6 têm maior intensidade que o píxel a examinar,
píxel p. Isto significa que o píxel p é um canto. O teste realizado pode ser resumido a duas
condições:
1. Se existirem N pixeis adjacentes no anel na qual todos têm intensidade superior ao píxel p,
então p é um canto.
2. Se existirem N pixeis adjacentes no anel na qual todos têm intensidade inferior ao píxel p,
então p é um canto.
Assim se alguma condição for verdadeira, o píxel p é classificado como canto. O parâmetro N é
usualmente 12 de forma a obter uma deteção com alta qualidade. N pode ser 9 de forma à detenção
ser mais rápida. O algoritmo depende da intensidade de threshold, o qual em diferentes ambientes
deve originar diferentes resultados e o threshold deve ser ajustado para a melhor performance.
12 Revisão Bibliográfica
Desde que o algoritmo use um círculo de pixeis para determinar se o píxel examinado é um canto,
o algoritmo é invariante à escala e rotação.
2.4.2 Detectores de blobs
2.4.2.1 SIFT
A diferença de gaussianas (DoG, do inglês Diference of Gaussians) foi utilizada para identi-
ficar características invariantes à escala, rotação e parcialmente invariantes à variação na lumino-
sidade e transformações afins. O método SIFT (do inglês, Scale Invariant Feature Transform) é
composto por um detetor de blobs baseado em DoG.
O primeiro passo no algoritmo de SIFT é utilizar a função gaussiana sobre uma imagem com
escalas diferentes para gerar o espaço de escalas da imagem.
A função
L(x,y,σ) = G(x,y,σ)∗ Ix,y (2.1)
define o espaço de escalas da imagem Ix,y. Na equação 2.1 , o operador * define a convolução da
função gaussiana onde Ix,y é a imagem de entrada e o núcleo gaussiano G(x,y,σ) é igual a
G(x,y,σ) =
1
2piσ2
e−
x2+y2
2σ2 .
O passo é repetido com diferentes σ , escalados por um fator k.
D(x,y,σ) = L(x,y,kσ)−L(x,y,σ).
Desde que todas as DoG estão calculadas para a escala corrente, designada como oitava, a ima-
gem cujo valor de σ é duas vezes o valor de σ inicial na oitava é selecionada para ser reproduzida.
O processo é ilustrado na Figura 2.9.
Calculadas as DoGs, deseja-se obter os máximos e mínimos locais em todas as escalas de
D(x,y,σ). Para isso avalia-se cada ponto da primeira oitava com seus 26 vizinhos, 8 no mesmo
nível e 9 nos níveis superiores e inferiores de escala. A Figura 2.10 apresenta essa comparação.
Se o ponto for extremo nessa oitava, sua posição é estimada na oitava seguinte e o processo é
repetido para esse ponto. As informações referentes à escala e oitava alcançadas são guardadas e
farão parte da característica.
Uma vez obtido o ponto de extremo é refinada a posição para obter uma posição em subpixeis.
é utilizada uma expansão de Taylor em torno do ponto de extremo
D(x) = D+
∂DT
∂x
x+
1
2
xT
∂ 2D
∂x2
x (2.2)
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Figura 2.9: Computação da DoG. [15]
Figura 2.10: O píxel marcado com um x é avaliado em relação aos seus vizinhos no mesmo nível
e nos níveis superiores e inferiores. [15]
onde x é o deslocamento em torno do ponto de extremo. O ponto extremo xˆ é determinado deri-
vando a equação 2.2 em relação a x e igualando a zero. O resultado é dado por
xˆ =−∂
2D−1
∂ 2x2
∂D
∂x
. (2.3)
Se houver variação maior que 0.5 em qualquer uma das direções o ponto muda de píxel e o valor
de extremo é interpolado no novo ponto. O valor do ponto de extremo é refinado para remover
extremos com baixo contraste. Essa operação é feita substituindo a equação 2.3 na equação 2.2,
resultando em
D(xˆ) = D+
1
2
∂DT
∂x
xˆ.
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Outro filtro usa uma ideia semelhante para remover pontos de borda. A matriz Hessiana
H =
[
Dxx Dxy
Dxy Dyy
]
descreve a curvatura principal da imagem em torno do ponto de extremo. Analisando a relação
entre os valores próprios de H avalia-se que se o determinante de H é negativo o ponto é descartado.
Assim a avaliação é feita sobre a relação dos valores próprios, como mostra a seguinte equação:
Tr(H)2
Det(H)
=
(α+β )2
αβ
=
(rβ +β )2
rβ 2
=
(r+1)2
r
, (2.4)
onde α = rβ . Um valor extremo será descartado caso a relação
Tr(H)2
Det(H)
<
(τ+1)2
τ
,
para um limiar τ a ser definido.
Até este ponto foram obtidas localizações e escalas dos pontos de extremos e foram removidos
extremos com baixo contraste e em bordas. Resta obter uma orientação para o ponto. Para isso
escolhe-se em cada oitava a imagem gaussiana L cuja escala mais se aproxima da escala do ponto
de extremo. Para cada uma das imagens L(x,y) (note que o valor de σ não aparece pois é definido
como o mesmo do ponto de extremo) a magnitude m(x,y) e a orientação θ (x,y) são calculadas
usando
m(x,y) =
√
(L(x+1,y)−L(x−1,y))2+(L(x,y+1)−L(x,y−1))2
θ(x,y) = tan−1((L(x,y+1)−L(x,y−1))/(L(x+1,y)−L(x−1,y))).
Calcula-se as orientações em torno do ponto de extremo e um histograma é montado com 36
orientações possíveis para a característica, cada um respondendo por 10o dos 360o possíveis para
θ (x,y). Cada uma das orientações θ (x,y) é pesada utilizando a magnitude m(x,y) e uma janela
gaussiana com σ sendo 1.5 vezes a escala do ponto de extremo antes de ser adicionada à orientação
da característica.
Picos no histograma das orientações em torno do ponto de extremo correspondem a direções
dominantes do gradiente local. O maior pico de histograma é identificado e uma característica
é gerada com localização, escala a e orientação. Picos no histograma que sejam máximos locais
e cuja magnitude seja maior que 80% da do pico máximo também geram características com a
mesma localização e escala, mas com a orientação diferente. Por fim, para cada pico que gerou
uma característica, uma parábola é traçada pelo pico e os dois valores do histograma adjacentes
a ele. Para se obter maior precisão o pico máximo é então tomado como o máximo da parábola
gerada pela interpolação dos três picos.
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2.4.2.2 SURF
O detetor SURF (do inglês, Speeded Up Robust Features) é similar ao SIFT no sentido que
os passos são iguais, mas são feitos diferentemente. A imagem em análise é filtrada com janelas
baseada no método do integral da imagem, como uma aproximação gaussiana
IΣ(x,y) =
x
∑
i
y
∑
j
I(i, j). (2.5)
O benefício do uso deste método é a redução do número de cálculos e a diferença no tamanho da
janela que influenciam no tempo de cálculo. Uma adição e duas subtrações usando os pontos de
canto são requeridas para o cálculo da soma, Figura 2.11.
Figura 2.11: Ilustração do método do integral da imagem. [15]
A soma de todos os pixeis como visto na equação 2.5 é igual a I∑ = A - B - C + D, dado que
a origem da imagem original é no canto superior esquerdo. Deteção blob é usada e é realizada
usando a matriz Hessiana. Através de uma imagem I e um ponto x = (x,y) na imagem, a matriz
Hessian H(x,σ) é calculada. Onde σ é a escala atual.
H(x,σ) =
[
Lxx(x,σ) Lxy(x,σ)
Lxy(x,σ) Lyy(x,σ)
]
Lxx,xy,yy(x,σ) são as derivadas de segunda ordem no ponto x da imagem I. Estas derivadas
parciais são aproximadas usando filtros para diferentes escalas e oitavas. Depois de suavizar e
reduzir a amostragem da imagem para cada σ como no algoritmo SIFT, o algoritmo SURF au-
menta o tamanho do filtro. Uma vez que o Hessian é formado para o ponto x numa certa escala
σ , o determinante do Hessian é calculado e ponderado de forma a obter a melhor aproximação.
O determinante aproximado é guardado em um mapa de resposta para a escala atual. Uma vez
calculada a matriz Hessian para todas as oitavas, o algoritmo procura o máximo local e o máximo
detetado é guardado e interpolado na escala e no espaço da imagem.
Assim, o detetor de SURF têm pontos chaves: localização, escala e orientação.
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2.5 Descritor de Características
Como mencionado anteriormente, uma boa característica tem como propriedade a diferenci-
abilidade. A diferenciabilidade permite que a característica seja identificada de maneira única.
Porém se for utilizado somente o ponto de interesse onde se localiza a característica, a diferencia-
ção torna-se difícil, uma vez que existe pouca informação para gerar um identificador para aquele
ponto.
Desta forma, os descritores codificam uma área da imagem em torno do ponto característico,
para cada ponto característico. Ao fazer isto, os pontos característicos entre duas imagens são
comparáveis uns com os outros.
2.5.1 ORB
O descritor ORB (do inglês, Oriented FAST and Rotation-Aware BRIEF) precisa de pontos
característicos para serem detetados pelo detetor FAST. A deteção é realizada como descrita na
secção 2.4.1.2 com a adição da orientação do ponto característico. Isto é realizado calculando o
centroide de intensidade. Primeiro, o momento do patch é calculado como
mpq = σxpyqI(x,y), (2.6)
onde p e q são parâmetros dos pixeis em ordem do momento. E o centroide do patch é encontrado
com a seguinte equação
C = (
m10
m00
,
m01
m00
). (2.7)
Em seguida o vetor ~OC é construído do ponto central do ponto de característica, O, para o
centroide obtido anteriormente, C. O ângulo de ~OC é obtido com a orientação do patch.
θ = atan2(m01,m10). (2.8)
Uma vez atribuída uma orientação ao ponto característico, o descritor BRIEF (do inglês, Bi-
nary Robust Independent Elementary Features) realiza um teste binário, τ , da intensidade entre
pontos de um patch de imagem suavizada. O teste é definido como
σ(p;x,y) =
{
1, p(x)< p(y)
0, p(x)≥ p(y) , (2.9)
onde p é o patch de imagem que foi suavizada e (x,y) é o ponto de teste. O resultado da caracte-
rística é um vetor de 256 testes binários
f256 (p) = ∑
1 ≤ i ≤ 256
2i−1τ (p;xi,yi). (2.10)
De forma a realizar um descritor de recursos elementares independentes robustos binários
(BRIEF) invariantes à rotação, é orientado o descritor para a orientação θ dos pontos caraterísticos.
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Isto é feito construindo uma versão direcionada dos testes binários na localização do recurso
Sθ = RθS, (2.11)
onde Rθ é a matriz rotação e S é igual a:
S =
[
x1 ... x256
y1 ... y256
]
. (2.12)
Desta forma, o BRIEF dirigido é igual a:
gn(p,θ) = fn(p)|(xi,yi) ∈ Sθ . (2.13)
Uma desvantagem com o BRIEF dirigido é a baixa variação e alta correlação entre os testes
binários. Isso é reduzido pela busca entre os testes binários para testes com alta variação e não
correlação.
2.5.2 SIFT
Primeiro o gradiente e a orientação são analisados para os pontos numa janela que é centrada
pelo ponto característico. Esta matriz é dividida em 4 x 4 sub-regiões, onde o histograma baseado
na orientação é construído para cada região. Em seguida, as coordenadas desses pontos e orien-
tações do gradiente são rodadas de forma a incorporar a invariância rotacional. Os pontos são
futuramente aperfeiçoados por uma função gaussiana com peso σ = w2 , onde w é o tamanho da
janela do descritor. Como ilustra a Figura 2.12
Figura 2.12: Descritor SIFT. As setas designam a soma dos gradientes nas caixas individuais. O
círculo azul representa a região que é considerada na atuação do filtro gaussiano. [15]
2.5.3 SURF
Uma janela quadrada é centrada no ponto de característica, com a mesma orientação. O tama-
nho da janela é 20s x 20s, onde s é a escala onde o ponto característico foi detetado. De seguida,
a janela é dividida em sub-regiões 4 x 4. As respostas das ondas de Haar e seu valor absoluto são
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resumidas para direção horizontal e vertical em cada sub região. O descritor resultante consiste
em um vetor 4D que contém as quatro somas para cada sub-região.
2.6 Associação de Características
O processo de correspondência de características é um requisito para muitas aplicações relaci-
onadas com imagens, tais como, recuperação de uma imagem, deteção do movimento e reconstru-
ção da forma. Como mencionado no início da Secção 2.4, espera-se que uma boa característica
tenha como propriedade a diferenciabilidade. A diferenciabilidade permite que a característica
seja identificada (idealmente) de maneira única. As diferentes características determinadas pela
etapa anterior precisam ser correspondidas, ou seja, é preciso determinar quais características são
as mesmas em imagens distintas. Geralmente existem dois métodos diferentes para encontrar suas
correspondências: correspondência de características e seguimento de características.
2.6.1 Correspondência de Características
O método de correspondência de características consiste na deteção de características de ma-
neira independente em todas as imagens com um determinado detetor de características. Ideal-
mente, as correspondências detetadas representam a mesma informação nas imagens. Depois são
efetuadas as correspondências entre as características detetadas usando uma estratégia de compa-
ração baseada em medidas de semelhança. Este método é muito usado em ambientes exteriores de
grandes dimensões, em que as imagens são capturadas a partir de posições distantes entre si, com
a finalidade de limitar os problemas relacionados com desvio de movimento.
2.6.1.1 Brute force
O método Brute force compara um descritor de um conjunto de pontos característicos da pri-
meira imagem com todos os descritores dos pontos característicos da segunda imagem. Geral-
mente, o descritor com pequena distância Euclidiana é comparado com o descritor da primeira
imagem. A distância do descritor é limitada por um threshold de forma a tornar a comparação
válida. O tempo entre duas imagens devem ser pequenas de forma à comparação do descritor ser
correta.
2.6.2 Seguimento de Características
O método de seguimento de características, com alternativa, deteta características em apenas
uma imagem com um determinado detetor de características. Na próxima imagem a caracterís-
tica correspondente é procurada na área em torno da localização da característica detetada. Este
método de deteção e seguimento é muito usado em ambientes interiores de pequenas dimensões
e é adequado para aplicações de OV. Uma vez que as imagens são capturadas a partir de posições
próximas e a quantidade de movimentos entre imagens sucessivas geralmente é pequena.
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2.6.2.1 FLANN
O método FLANN (do inglês, Fast Library for Approximate Nearest Neighbours) é consi-
derado um algoritmo que procura correspondência dos descritores numa vizinhança próxima do
ponto característico. O OpenCV utiliza uma correspondência baseada no FLANN que utiliza a
estrutura de dados da árvore k-d e vizinhos próximos. K-d significa k dimensões, onde k é um
inteiro positivo. A ideia base é:
• Escolher uma dimensão k.
• Encontrar o valor mediano dessa dimensão.
• Dividir a dimensão em duas partes com base no valor mediano.
• Repetir, até k-1 atingir 0 e começar de novo com k original até que todos elementos no
conjunto de dados sejam examinados.
O processo é ilustrado na figura 2.13. Este exemplo inicia-se no ponto (7,2).
Figura 2.13: A imagem da esquerda ilustra a decomposição 2-d, note que as linhas vermelhas são
para o eixo x e as linhas azuis para o eixo y. A imagem da direita ilustra a árvore 2-d correspon-
dente.
Uma vez que a árvore k-d é formada, o próximo passo é usar pontos do segundo conjunto de
dados e ver em qual nó da árvore k-d que o ponto examinado está mais próximo. O procedimento
é chamado vizinho mais próximo (NN, do inglês, Nearest Neighbour). Começando no nó raiz
(7,2), como ilustrado, o algoritmo percorre a árvore 2-d construída recursivamente. Escolhe o nó
da esquerda ou direita se o ponto examinado tiver um valor maior ou menos que o nó atual na
dimensão atual, respetivamente. Uma vez que o algoritmo tenha atingido um nó final, o algoritmo
guarda esse nó como o melhor atualmente. A recursão é então finalizada e o algoritmo começa
a atravessar de volta ao nó raiz. A distância até ao ponto examinado é verificada em cada nó,
se a distância for menor então é atualizado o melhor valor. O algoritmo também verifica se o
hiperplano do outro lado da árvore está dentro do raio da menor distância atual, se não, esse
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hiperplano é descartado. Se estiver dentro, o algoritmo percorre esse ramo da árvore k-d também.
O procedimento pode ser visto na figura ilustrada 2.14.
Figura 2.14: Algoritmo de procura NN baseado nas árvores 2-d.
O ponto (2,8) é examinado para o seu vizinho mais próximo, marcado com uma estrela na fi-
gura. O algoritmo começa no nó raiz (7,2) e a distância, isto é, o raio do grande círculo centrado na
estrela cobre todos os hiperplanos. Isso significa que não podemos descartar nenhum hiperplano.
O algoritmo percorre a árvore, ignorando os hiperplanos roxos da figura. O nó da folha (4,7) é
definido como o melhor e o algoritmo começa a atravessar de volta para o nó raiz, verificando a
distância em cada nó. Desde que o raio do pequeno círculo centrado em torno da estrela é a me-
lhor combinação atual e não está se cruzando com os hiperplanos roxos, pode-se descartar esses
hiperplanos e o algoritmo não procura por eles. Uma vez no nó raiz, o algoritmo termina e (4,7)
era de fato o mais próximo vizinho.
2.7 Estimação do movimento
A etapa de estimação do movimento representa o núcleo da computação em um sistema de
OV. Ela efetua o cálculo do movimento da câmara entre a imagem atual e a imagem anterior. A
trajetória da câmara e do agente (assumindo que estão ligados rigidamente) pode ser recuperada
completamente através da concatenação de todos os movimentos individuais.
Esta secção explica como a transformação relativa Tk pode ser calculada entre duas imagens
Ik−1 e Ik a partir de dois conjuntos de pontos característicos correspondentes fk−1, fk nos ins-
tantes de tempo k - 1 e k, respetivamente. Existem três métodos diferentes para o cálculo do Tk
2.7 Estimação do movimento 21
dependendo se as correspondências dos pontos característicos são especificadas em três ou duas
dimensões. Os métodos referidos são:
• 2D-para-2D: Neste caso, ambos fk−1 e fk são especificados pelas coordenadas 2D da ima-
gem.
• 3D-para-3D: Neste caso, ambos fk−1 e fk são especificados pelas coordenadas 3D da ima-
gem. Para realizar esta ação, é necessário a triangulação de pontos 3D em cada instante de
tempo, isto pode ser feito a partir de um sistema com câmaras estéreo, por exemplo.
• 3D-para-2D: Neste caso, fk−1 são especificados em 3D e fk são as suas correspondentes re-
projeções em 2D na imagem Ik. No caso da utilização de um sistema monocular, a estrutura
3D necessita de triangular duas câmaras adjacentes (isto é Ik−2 e Ik−1) e assim a construção
da imagem 2D.
2.7.1 2D-para-2D
A relação geométrica entre duas imagens, Ik e Ik−1, da calibração da câmara é descrita pela
matriz essencial E. Esta contém os parâmetros de movimento da câmara para um fator de escala
desconhecido.
Ek ≈ tˆkRk
onde tk = [tx, ty, tz]T e
tˆk =
 0 −tz tytz 0 −tx
−ty tx 0
 .
A correspondência dos pontos característico, rotações e translações podem ser obtidos através
da matriz essencial. A principal propriedade da estimação de movimento através de 2D-para-2D
é a restrição epipolar, que determina a linha em cada ponto de característica correspondente em
outra imagem, como ilustrado na Figura 2.15.
Esta restrição pode ser formulada por p′T Ep = 0, onde p é um ponto característico numa
imagem e p′ é o correspondente ponto característico noutra imagem.
Através da estimação da matriz E, a rotação e translação pode ser extraída.
R =U(±W T )V T ,
tˆ =U(±W )SUT ,
onde
W T =
 0 ±1 0∓1 0 0
0 0 1

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Figura 2.15: Uma ilustração da restrição epipolar. [8]
e U, S, V são obtidas através do USV (do inglês, Singular Value Decomposityon)
E =USV T
Para recuperar a trajetória de uma sequência de imagens é necessário a concatenação das
diferentes transformações T0:n. Para isso é necessário uma escala relativa obtida através de:
r =
‖Xk−1,i−Xk−1, j‖
‖Xk,i−Xk, j‖
Desta forma, o algoritmo de OV com correspondência 2D-para-2D é sumariado de seguida:
1. Capturar uma imagem Ik.
2. Extrair e conjugar pontos característicos entre Ik−1 e Ik.
3. Obter a matriz essencial do par de imagens Ik−1, Ik.
4. Decompor a matriz essencial em Rk e tˆk.
5. Computorizar a escala relativa tˆk.
6. Concatenar a transformação Ck = Ck−1 Tk.
7. Repetir ciclo.
2.7.2 3D-para-3D
A estimação do movimento através da correspondência 3D-para-3D é usada em sistemas esté-
reo.
A solução geral é encontrar Tk que minimiza a distância L2 entre duas características 3D
argminTk ∑
i
∥∥X˜ ik−TkX˜ ik−1∥∥
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onde i é a característica e Xk,Xk−1 são as coordenadas homogéneas dos pontos 3D.
Como analisado anteriormente, o número mínimo de soluções são três correspondências não
colineares. Desta forma, se n ≥ 3, uma solução possível é realizar a diferença dos centroides das
características 3D e uma rotação usando SVD. A translação é dada por
tk = X¯k − RX¯k−1
onde - é a média aritmética.
A rotação é eficientemente calculada através do SVD como
Rk =VUT
onde USV T = svd((Xk−1 − X¯k−1)(Xk − X¯k)T ) e Xk corresponde ao ponto 3D.
O algoritmo de OV com correspondência 3D-para-3D é sumariado de seguida:
1. Capturar dois pares de imagens num sistema estéreo, Il,k−1,Ir,k−1 e Il,k,Ir,k
2. Extrair e conjugar pontos característicos entre Il,k−1 e Il,k
3. Triangular os pontos característicos conjugados para cada par de estéreo.
4. Computorizar Tk de pontos característicos 3D, Xk−1 e Xk
5. Concatenar a transformação Ck = Ck−1 Tk
6. Repetir ciclo.
2.7.3 3D-para-2D
A estimação do movimento de 3D-para-2D é mais precisa do que 3D-para-3D porque são
minimizados os erros de reprojeção. A transformação Tk é analisada num sistema estéreo através
do Xk−1 e pk. No caso de um sistema monocular é através da triangulação das medições de imagens
pk−1 e pk−2.
A fórmula geral neste caso é encontrar Tk que minimize o erro de reprojeção da imagem
argminTk ∑
i
∥∥pik− pˆik−1∥∥2
onde pk−1 é a reprojeção do ponto 3D X ik−1 na imagem Ik de acordo com a transformação Tk.
Como no problema da correspondência 3D-para-3D são necessários um número mínimo de
pontos. Com um número de pontos igual a 6, P é calculado através do uso de SVD e a rotação e
translação são obtidas através de Pk = [R|t].
Assim, a estimação através de 3D-para-2D assume que os pontos são obtidos de apenas uma
câmara. Desta forma, num sistema estéreo o ponto 2D é obtido através da junção da câmara
da esquerda com a câmara da direita. Obviamente a captura das imagens têm de ser no mesmo
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instante de tempo. Para o caso de um sistema monocular o algoritmo inicializa após a captura das
duas primeiras imagens, desta forma é necessário triangular duas imagens capturadas em instantes
diferentes para obter o ponto.
O algoritmo de OV com correspondência 3D-para-2D é sumariado de seguida:
1. Realizar na primeira vez:
1.1. Capturar duas imagens Ik−2,Ik−1
1.2. Extrair e conjugar pontos característicos entre eles
1.3. Triangular os pontos característicos Ik−2, Ik−1
2. Realizar a cada iteração:
2.1. Capturar nova imagem Ik
2.2. Extrair e conjugar pontos característicos com a imagem anterior Ik−1
2.3. Computorizar posição da câmara através do cálculo 3D-para-2D
2.4. Triangular todos os novos pontos característicos entre Ik e Ik−1
2.5. Voltar ao ponto 2.1
2.8 Métodos de ajuste de erros
A associação de pontos, usualmente, está contaminada por outliers4, isto é, associação de
dados errada. As possíveis causas de outliers são ruídos da imagem, exclusões, pouca nitidez,
alteração de posições e iluminação das quais os modelos matemáticos dos detetores de caracterís-
ticas não detetam.
Para a estimação da movimentação correta da câmara é importante que os outliers sejam re-
movidos.
2.8.1 Windowed bundle adjustment
O bundle adjustment é um algoritmo criado no campo da fotometria em meados da década de
1950 e tornou-se muito utilizado no campo da visão por computador, explicitamente na área de
reconstrução 3D.
A função principal é tentar otimizar ao mesmo tempo os parâmetros (intrínsecos e extrínsecos)
da câmara, bem como os parâmetros dos pontos 3D de referência. Ele é aplicado para os casos em
que as características detetadas numa imagem são procuradas em mais do que duas características.
Este algoritmo considera uma "janela"de n características da imagem e depois faz uma otimiza-
ção dos parâmetros das posições da câmara e dos pontos 3D de referência para este conjunto de
características da imagem.
4Outlier é um valor atípico, é uma observação que apresenta um grande afastamento das demais series ou é incon-
sistente.
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No bundle adjustment, a função de erro a minimizar é o erro de reprojeção da imagem.
argminX i,Ck∑
i,k
∥∥pik−g(X i,Ck)∥∥2,
onde pik é o i-ésimo ponto da imagem dos pontos 3D de referência X
1 medido na k-ésima imagem
e g(X i,Ck) é a sua imagem de reprojeção de acordo com a posição atual da câmara Ck. O erro de
reprojeção é uma função não-linear.
Para concluir, o principal objetivo do bundle adjustment em sistemas de OV é a redução do
desvio entre a trajetória estimada e a real.
2.8.2 RANSAC
Tal como referido anteriormente, uma das funções do algoritmo RANSAC é a remoção dos
outliers, que permite a estimação do movimento da câmara de uma forma mais precisa. A etapa
de rejeição dos outliers é a mais delicada em sistema de OV.
De uma forma geral, este algoritmo é utilizado quando se pretende estimar um modelo (por
exemplo os parâmetros de rotação e translação de uma câmara) na presença de outliers.
A ideia fundamental do RANSAC é calcular candidatos modelo a partir de amostras de con-
juntos de pontos de dados. A escolha das amostras é feita aleatoriamente. Posteriormente com os
outros dados é selecionada uma solução.
O esboço deste algoritmo é apresentado em seguida:
O número de iterações N necessário para garantir a solução correta é calculado pela equação
N =
log(1− p)
log(1− (1− ε)s)
o valor s representa o número de pontos de dados a partir do qual o modelo pode ser instanciado,
ε é a percentagem de outliers nos pontos de dados e p representa a probabilidade de sucesso
pretendida.
Notar que o algoritmo é um método iterativo e não determinístico de tal forma que calcula
uma diferente solução em cada execução. Contudo, a solução tende a estabilizar à medida que o
número de iterações aumenta.
2.9 Software e Hardware
Neste secção são apresentadas as ferramentas e hardware utilizados na dissertação. O software
utilizado é o ROS (Robot Operating System) e hardware é utilizada a Raspberry Pi e uma lente
olho de peixe.
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2.9.1 ROS
ROS é uma framework para desenvolvimento de software de robótica. ROS consiste num com-
pêndio de bibliotecas, ferramentas e outros recursos que visa facilitar a criação de comportamentos
complexos alcançando uma vasta gama de plataformas robóticas distintas.
O ROS fornece serviços idênticos a um sistema operativo, incluindo abstração de hardware,
baixo nível de controlo, implementação de funcionalidades e mensagens que são transmitidas entre
nós. Além disto, é constituído por bibliotecas e ferramentas para obter, criar, gravar e executar
código em vários computadores.
Desta forma, ROS é caracterizado por:
• Pacotes - O software desenvolvido em ROS organiza-se em pacotes. Os pacotes são mó-
dulos que podem conter nós, bibliotecas independentes, datasets, ficheiros de configuração,
elementos de softwares de terceiros, entre outros elementos que constituem o módulo. Os
pacotes constituem a unidade base de compilação.
• Nós - Os nós são processos em ROS que executam computação, funcionando como progra-
mas. Os nós comunicam entre si através da publicação e subscrição de mensagens, serviços
e através do Parameter Server. Um sistema robótico em execução utiliza um conjunto de
nós que cooperam para o seu funcionamento. A arquitetura distribuída de ROS permite que
os nós em execução não necessitem de operar no mesmo equipamento, possibilitando a sim-
biose de diferentes plataformas comunicando entre si. O nó mestre pertence ao conjunto de
nós lançados pelo roscore, e tem a função de possibilitar aos nós que se localizem uns aos
outros permitindo o estabelecimento de comunicações.
• Tópicos - Os tópicos são os recipientes através dos quais os nós trocam mensagens entre
si. Os tópicos utilizam um modelo de publicação/subscrição que separa a produção de in-
formação do seu consumo. Os nós não têm conhecimento de outros nós que publiquem
determinado tópico ou o subscrevam. Um nó apenas necessita de subscrever os dados es-
pecíficos a um tópico ou de publicar dados num tópico específico. A estrutura permite a
existência de múltiplos publicadores e subscritores associados a cada tópico.
• Serviços - A unidirecionalidade existente no modelo publicador/subscritor não possibilita
interações do tipo "pedido/resposta". Para possibilitar este tipo de interações existem os ser-
viços em ROS. Um serviço é composto por um par de mensagens, uma mensagem definida
para o pedido e outra para a resposta. Um nó pode oferecer um serviço ativado por um nó
cliente ao submeter a mensagem de pedido.
2.9.2 Raspberry Pi
O Raspberry Pi é um computador do tamanho de um cartão de crédito, em que todo o hardware
é integrado numa única placa. O principal objetivo é promover o ensino em Ciência da Computa-
ção básica em escolas, mas devido à sua excelente qualidade / preço é bastante usado em grandes
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projetos de robótica, programação e até aplicações industriais.
O modelo utilizado nesta dissertação é o Raspberry Pi 3 model B. Este modelo contém um
processador 1.2 GHz 64-bit quad-core ARMv8 CPU, 1 GB de RAM e Bluetooth 4.1. Além disto,
com este computador é possível utilizar ROS Kinetic e outros vários módulos, como a câmara com
lente olho de peixe.
Figura 2.16: Exemplar da Raspberry Pi 3 modelo B.
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2.9.3 Câmara com lente olho de peixe
A lente olho de peixe é uma lente grande-angular, como ilustrado na figura 2.17, uma vez que
alcança ângulos de visão extremamente amplos. Além disso, produz uma forte distorção visual
destinada a criar uma imagem panorâmica ou hemisférica ampla. Em vez de produzir imagens
com linhas retas de perspetiva, as lentes olho de peixe usam um mapeamento especial, que dá às
imagens uma aparência convexa não retilínea.
Figura 2.17: Câmara com lente grande angular.
Capítulo 3
Sistema de Odometria Visual
Neste capítulo serão apresentados os procedimentos implementados no algoritmo de Odome-
tria Visual e o métodos para a realização dos testes.
3.1 Nó VisodoAgro
Neste subcapítulo é descrito o algoritmo implementado num nó em ROS, que pode ser resu-
mido no diagrama de ação 3.1
No primeiro frame o algoritmo lê a imagem e transforma em escala de cinzas. De seguida,
calcula os pontos característicos da imagem. Visto que no primeiro frame não é possível realizar
uma correspondência com o frame anterior, devido à inexistência deste, o algoritmo avança para
o próximo frame. A partir do segundo frame os passos são sempre iguais. Assim, o algoritmo
obtêm o próximo frame e extraí a imagem em escala de cinzas. Seguidamente, caso se utilize o
método de brute force, explícito no capítulo 2.6.1.1, calcula-se os pontos característicos deste
frame que corresponderam aos pontos característicos do anterior. Caso o método seja FLANN,
explícito no capítulo 2.6.2.1, utiliza-se uma pequena região à volta dos pontos característicos do
frame anterior como forma de se encontrar o ponto característico do frame atual.
Obtida a matriz com as devidas correspondências é necessário calcular a matriz Fundamental.
Esta, é obtida através de um ciclo em que se escolhe um conjunto de correspondências aleatori-
amente de forma a calcular a matriz fundamental. De seguida testa-se a qualidade dessa matriz
Fundamental através do número de inliers 1, guardando o conjunto de correspondências com maior
número de inliers. No fim calcula-se a matriz Fundamental com o melhor conjunto de correspon-
dências.
Como representado na figura 3.2 o ponto x corresponde ao ponto no plano de imagem do
frame anterior, x’ corresponde ao ponto no plano de imagem do frame atual, correspondendo os
dois ao ponto X no mundo. Desta forma, Fx descreve uma linha (linha epipolar) na qual o ponto
correspondente x’ na outra imagem deve estar. Isto significa que, para todos os pares de pontos
1Inliers são pontos onde está a maior concentração de pontos.
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Figura 3.1: Diagrama de ação do nó implementado em ROS.
Figura 3.2: Representação da linha epipolar.
correspondentes:
x′T Fx = 0
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sendo,
F =
 f11 f12 f13f21 f22 f23
f31 f32 f33
 ,
x′ =
 u
′
v′
1
e x =
 uv
1
 .
Desenvolvendo, obtemos:
u′u f11+u′v f12+u′ f13+ v′u f21+ v′v f22+ v′ f23+u f31+ v f32+ f33 = 0
⇔ (u′u,u′v,u′,v′u,v′v,v′,u,v,1)

f11
f12
f13
f21
f22
f23
f31
f32
f33

= 0
Para todos os pontos característicos:

u′1u1 u
′
1v1 u
′
1 v
′
1u1 v
′
1v1 v
′
1 u1 v1 1
...
...
...
...
...
...
...
...
...
u′nun u′nvn u′n v′nun v′nvn v′n un vn 1


f11
f12
f13
f21
f22
f23
f31
f32
f33

= 0
⇔ AF = 0. (3.1)
Sendo a matriz A invertível, singular e o número de pontos característicos superior a 8, a
solução é obtida através da decomposição em valores singulares (SVD, do inglês singular value
decomposition).
F =UDV T .
Conseguida a matriz Fundamental e conhecida a matriz de parâmetros Intrínsecos, K, a matriz
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Essencial, que representa o plano epipolar na imagem 3.3, é obtida pela seguinte equação:
E = KT FK,
sendo K é a matriz de parâmetros intrínsecos e
E = R
[
t
]
x
,
onde R é a matriz rotação e t é a matriz translação.
Figura 3.3: Representação do plano epipolar. [14]
Sendo a matriz Essencial descrita desta forma, é possível obter os valores das matrizes rotação
e translação através da decomposição dos valores singulares (SVD). Sendo:
E =Udiag(1,1,0)V T
onde as duas soluções possíveis para a matriz rotação, R:
R =UWV T
R =UW TV T
e a matriz translação, t:
t =±u3
.
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Obtidas as matrizes rotação e translação existem 4 possíveis soluções, tal como verificado
anteriormente. Desta forma, é necessário escolher a solução certa. Para testar as hipóteses é
realizada a triangulação por regressão ortogonal e escolhida a solução mais consistente.
Assim, é possível verificar que existe uma relação entre os pontos correspondentes entre ima-
gens. Se um ponto desconhecido no mundo, X, representado na frame anterior como x e no frame
atual como x’, as coordenadas de X podem ser calculadas através da matriz Intrínseca e a matriz
Essencial entre frames.
A relação entre os pontos da imagem, x e x’ e o ponto no mundo X com os parâmetros da
câmara P é expressa
x = PX
x′ = P′X ,
onde P e P’ ε R3x4 é a multiplicação da matriz Intrínseca e Essencial do frame anterior e atual,
respetivamente.
Sendo,
x =
 uv
1
 ,x′ =
 u
′
v′
1
 ,X =

Xw
Yw
Zw
1
 ,
E =
 r11 r12 r13 txr21 r22 r23 ty
r31 r32 r33 tz
 ,K =
 fx 0 xc0 fy yc
0 0 1
 .
E considerando piT as linhas da matriz P e devido à estrutura da matriz Intrínseca, K, X é
expresso pela seguinte equação linear:
up3T − p1T
vp3T − p2T
u′p′3T − p′1T
v′p′3T − p′2T
X = 0. (3.2)
A equação 3.2 é resolvida através da decomposição em valores singulares como explícito
anteriormente na equação 3.1.
Desta forma,
X =UDV T .
Onde, X ε R1xn e n igual ao número de pontos característicos com correspondência. A matriz
X é utilizada na triangulação dos pontos com as combinações das matrizes Rotação e Translação
de forma a escolher a combinação com menor erro de triangulação.
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Desta forma, considerando a matriz rotação entre frames
R f =
 r11 r11 r11 t1r21 r22 r23 t2
r31 r32 r33 t3
=
 r1r2
r3

e a matriz translação entre frames
t f =
 txty
tz
 ,
onde a matriz rotação global
R = R∗R f
e a matriz translação global
t = t+R∗ (t f ∗ r).
Originando a matriz concatenação C, ilustrada na figura 3.4,
C = [R|t] =

r11 r11 r11 t1
r21 r22 r23 t2
r31 r32 r33 t3
0 0 0 1

Figura 3.4: Representação da transformação homogénea.
Os tópicos desenvolvidos no nó visodoAgro, foram criadas as seguintes mensagens customi-
zadas: "msgInfo", "msgTime" e "visodom", como representado na figura 3.5
O formato da mensagem "msgInfo" é representado pela figura 3.6
Esta mensagem é utilizada para publicar todos os dados importantes do algoritmo, para poste-
rior ser realizada uma análise em Matlab e uma representação dos resultados obtidos nesta disser-
tação. Nos campos prevImage e currImage são publicadas as imagens utilizadas para o cálculo
das matrizes rotação e transformação nesse instante. Estas matrizes são publicadas nos campos
3.1 Nó VisodoAgro 35
Figura 3.5: Representação dos tópicos elaborados no nó visodoAgro.
Figura 3.6: Formato da mensagem msgInfo.msg.
Rf e tf, respetivamente. O Campo C é usado para publicar a matriz concatenação, enquanto que
o campo p_match é utilizado para publicar as correspondências dos pontos característicos. Além
disso, existem ainda os inliers, pontos utilizados para o cálculo das matrizes resultantes, remo-
vendo as correspondências que provocavam erros nos resultados.
A mensagem "msgTime" é utilizada para comparar os tempos de execução, o número de
imagens perdidas entre o processamento e quantidade de imagens processadas por diferentes tipos
de algoritmos. Esta é representada pelos seguintes campos da figura 3.7
Figura 3.7: Conteúdo da mensagem msgTime.msg.
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Por fim, a mensagem "visodom" é utilizada para publicar a localização em relação ao primeiro
frame. Esta é constituída pelos seguintes parâmetros da figura 3.8
Figura 3.8: Constituição da mensagem visodom.msg.
As coordenadas x, y e z são publicadas nos parâmetros posex, posey, posez, respetivamente,
e a orientação alfa,beta e gama nos parâmetros orientx, orienty, orientz, respetivamente.
3.2 Desenvolvimento em Matlab
O Matlab é um software de alto desempenho desenvolvido para o cálculo numérico. Caracteriza-
se por implementar uma linguagem própria, que resulta de uma combinação de linguagens como
C, Java e Basic.
O código desenvolvido em Matlab teve como principal função o processamento dos dados
guardados nos rosbags. Estes rosbags contêm as mensagens publicadas para cada teste realizado.
Foram desenvolvidos scripts para filtrar os dados de interesse e gerar dados possíveis de analisar
e inferir conclusões.
3.3 Tipos de lentes
Este subcapítulo visa apresentar os tipos de lentes olho de peixe: circular e full-frame, sendo
que na presente dissertação foi utilizada a lente olho de peixe full-frame.
Os primeiros tipos de lentes olho de peixe desenvolvidos foram circulares. Estas apresentam
um ângulo de 180o de visão vertical, horizontal e diagonal e projetam um círculo no plano de
imagem.
As lentes olho de peixe full-frame ampliam o círculo da imagem para cobrir toda a estrutura
retangular, designado por "olho de peixe de moldura completa". Desta forma, as lentes têm um
ângulo de visão diagonal de 180o enquanto os ângulos vertical e horizontal de visão são menores.
A figura 3.9 representa as diferenças de plano de imagens obtidos com lente olho de peixe
circular, imagem de fundo, olho de peixe full-frame, imagem representada no retângulo vermelho,
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e sem lente, representada no retângulo verde. Desta forma é possível analisar as diferenças entre
ângulos de abertura.
A lente é aplicada num ambiente agrícola. Ao se utilizar a lente olho de peixe circular, esta
mostra-nos um maior plano de imagem, contudo contém informação desnecessária, como o céu.
Assim, torna-se mais vantajoso o uso da lente olho de peixe full-frame, uma vez que fornece mais
informação central e horizontal do campo de visão.
Figura 3.9: Diferença de ângulos de visão de câmaras com lentes olho de peixe e sem lentes.
A lente especificamente escolhida é a representada na figura 3.10a, com as seguintes espe-
cificações: 5 megapíxel, ângulo de abertura de 160 graus (câmaras têm tipicamente 72 graus),
resolução 1080p e com suporte para LED infravermelho para visão noturna.
(a) (b)
Figura 3.10: Câmaras adaptadas para a Raspberry Pi. a) com lente olho de peixe. b) sem lente.
38 Sistema de Odometria Visual
Capítulo 4
Resultados Experimentais
Os testes desta secção têm como objetivo encontrar o melhor detetor / descritor / matcher,
determinando a robustez do subsistema de localização para o ruído, iluminação variante e rotações.
Os parâmetros utilizados nos vários detetores, para limitar o número de pontos característicos,
são definidos com base no valor médio de intensidade da imagem. Desta forma, os detetores
trabalham sob várias condições de brilho.
Para obter resultados constantes, a plataforma ROS permite ao usuário reproduzir uma sequên-
cia de mensagens nas mesmas condições em que foram adquiridas. Esta funcionalidade permite
ao desenvolvedor resultados constantes, ou seja, diferentes combinações de parâmetros podem ser
testadas para a mesma entrada.
4.1 Calibração da câmara
Como mencionado anteriormente, no capítulo 2.2, as câmaras e lentes têm que ser calibradas
para não causar erros de distorção nos resultados finais.
Figura 4.1: Quadrado de xadrez para calibrar câmara.
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Desta forma, é usado o algoritmo desenvolvido em [16], que se baseia no uso de um quadrado
de xadrez, figura 4.1. Este é composto por quadrados com a mesma largura, que devido à sua es-
trutura em xadrez, facilita a determinação de pontos de interseção cruzamento. Com estes pontos
é possível criar linhas com tamanhos conhecidos e através destas obter os parâmetros intrínsecos
da câmara-lente.
A figura 4.2 ilustra a calibração da devida câmara do raspberry pi com uma lente olho de
peixe full-frame. O resultado final é a matriz de parâmetros intrínsecos composta por: 603.104 0 651.7670 601.316 337.810
0 0 1

e a matriz de parâmetros de distorção[
−0.308 0.0729 0.00208 −0.00157 0
]
Figura 4.2: Imagem da calibração dos parâmetros da câmara.
Desta forma, é possível retirar a distorção de uma imagem lente olho de peixe.
Como ilustrado na figura 4.3a a imagem possui a distorção de lente olho de peixe de uma
grande ocular. Removida a distorção da imagem é obtida a figura 4.3b, na qual é reduzido o
ângulo de abertura.
Quando removida a distorção da imagem o ângulo de abertura diminui, mas continua sendo
maior que o ângulo de uma câmara sem lente olho de peixe, como ilustrado na figura 4.4. Esta
foi capturada com a mesma câmara, sem lente olho de peixe, e à mesma distância do quadrado de
xadrez.
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(a) (b)
Figura 4.3: Diferença entre ângulos de abertura em imagem com e sem distorção.
Figura 4.4: Imagem sem lente olho de peixe.
4.2 Diferença entre detetores de características
Na presente dissertação, serão comparados 4 detetores de características (FAST, SIFT, SURF,
HARRIS), explícitos em 2.4. Os testes são realizados num ambiente agrícola para maior coerência
com a ambiente na qual a dissertação está envolvida, como ilustrado na figura 4.5.
De notar, que os pontos azuis são pontos de características que têm correspondências corretas
no próximo frame e os pontos vermelhos são outliers, pontos com correspondência de caracterís-
ticas erradas e/ou sem correspondências.
Os métodos têm as suas diferenças, desde logo a quantidade dos pontos com correspondência
no frame seguinte. Desta forma, o método HARRIS e o método SIFT, são pouco eficazes. O
primeiro pelo facto de apresentar poucas correspondências e o segundo devido a eliminar muitos
pontos característicos de curta distância. A distribuição dos pontos característicos é favorável
no método SURF, FAST e SIFT, sendo o primeiro o melhor. O método SURF apresenta maior
seleção de pontos nas videiras, sendo estes mais estáveis e recomendados, devido ao ambiente
vinculado. Em termos de quantidade de pontos, o método SIFT apresenta um elevado número,
o que implica maior tempo de processamento e maior número de frames perdidos entre ciclos.
Esta quantidade podia ser diminuída, mas em cenários mais precários o algoritmo fica sujeito a
encontrar um número reduzido de pontos característicos que impossibilitem o funcionamento do
algoritmo.
Assim, o método HARRIS é o menos eficaz, devido a fraca qualidade e distribuição dos pontos
característicos. O método SIFT tem um grande tempo de processamento, que caso a velocidade
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(a) FAST. (b) SURF.
(c) SIFT. (d) HARRIS.
Figura 4.5: Distribuição dos pontos característicos para os quatro detetores de características
do robô seja baixa é uma solução plausível, pelo facto ter uma elevada quantidade de pontos
característicos e uma boa distribuição. Por fim, o método FAST e SURF são os mais indicativos.
Sendo, o último com melhor distribuição dos pontos característicos.
4.3 Comparação das combinações
Como explicito no capítulo 2, existem vários detetores de características, descritores de ca-
racterísticas e métodos de associação de características. Nesta dissertação são usados 4 detetores
de características (FAST, HARRIS, SIFT e SURF ), 3 descritores de característica (ORB, SIFT
e SURF) e 2 métodos de associação de características (FLANN e Brute-Force) totalizando 24
combinações.
Os métodos são comparados pelos seguintes critérios:
• Imagens - número de imagens (frames) processadas.
• Tempo - mínimo, máximo e média de tempo nos ciclos de processamento, em segundos.
• Imagens perdidas (Lost Frames) - quantidade de imagens perdidas (não analisadas) entre
ciclos de processamento.
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• Número de pontos característicos - quantidade mínima, máxima e média de pontos carac-
terísticos nos ciclos de processamento.
De forma a obter resultados coerentes é utilizado sempre a mesma movimentação, ficheiro
bag, em todos os testes.
Tabela 4.1: Tabela de comparação das combinações dos métodos.
FEUP_jardim_frente_2.bag
TEMPO (s) IMAGENS PERDIDAS NÚMERO CARACTERÍSTICAS
IMAGENS
MIN MAX MÉDIA MIN MAX MÉDIA MIN MAX MÉDIA
FLANN 33 0,32161 0,50455 0,38236 2 5 5 238 789 441
ORB
Brute-Force - - - - - - - - - -
FLANN 27 0,38742 0,82033 0,45041 2 8 5 246 949 496
SIFT
Brute-Force - - - - - - - - - -
FLANN 32 0,32970 0,63913 0,39328 2 7 5 257 999 483
FAST
SURF
Brute-Force - - - - - - - - - -
FLANN 24 0,29596 1,62281 0,32311 2 19 5 162 406 269
ORB
Brute-Force 6 1,46739 1,52516 1,50374 21 26 24 259 280 272
FLANN 22 0,26623 1,70619 0,31482 2 19 4 96 493 258
SIFT
Brute-Force 8 1,61741 1,65778 1,64259 7 24 19 300 300 300
FLANN 17 0,30195 1,66072 0,32749 2 26 6 162 405 292
HARRIS
SURF
Brute-Force 8 1,51844 1,60151 1,56593 16 21 19 300 300 300
FLANN - - - - - - - - - -
ORB
Brute-Force - - - - - - - - - -
FLANN 22 0,31915 1,79668 0,37545 2 22 5 245 582 419
SIFT
Brute-Force 7 1,68539 1,76291 1,74433 9 24 22 500 501 500
FLANN 27 0,30361 1,42223 0,35846 2 14 5 202 710 382
SIFT
SURF
Brute-Force 10 1,22044 1,27926 1,26471 5 17 14 500 501 500
FLANN 32 0,30555 0,76352 0,34905 2 7 5 233 550 356
ORB
Brute-Force 16 0,57653 0,97567 0,95483 7 13 9 245 478 426
FLANN 26 0,31670 1,61984 0,35134 2 14 5 243 664 358
SIFT
Brute-Force 9 1,08626 1,99224 1,65027 9 22 16 321 500 436
FLANN 34 0,31244 1,05094 0,33764 2 9 5 244 659 311
SURF
SURF
Brute-Force 14 0,70223 1,23049 0,94099 5 16 10 271 500 433
A tabela 4.1 ilustra os resultados obtidos nos testes da bag FEUPjardim f rente2.bag, num
computador com as seguintes especificações:
• CPU: AMD A4-5150M, 2700 MHz
• GPU: Radeon(tm) HD Graphics
• RAM: 3GB
As combinações representadas pelo símbolo - expressam testes que resultaram em erros, de-
vido a um número baixo de características utilizadas ou poucas associações, durante um grande
período de ciclos de processamento. De forma a melhor interpretação da tabela os valores com
bons resultados estão coloridos de verde.
Na coluna Imagens um valor elevado significa que o algoritmo é melhor. Nas colunas mí-
nimos, máximo e médias do Tempo, Imagens Perdidas e número de pontos característicos
quanto menor o valor melhor os resultados.
Analisando a tabela, as combinações com o símbolo - ou sem células coloridas a verde são
soluções ineficazes. A associação Brute-Force não tem nenhuma solução, devido ao tempo de
processamento ser maior em relação ao método FLANN e, ainda, por apresentar menor coerência
de correspondência de pontos característicos. Relativamente, aos detetores de HARRIS e SIFT
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são visíveis algumas soluções possíveis de utilizar. Contudo, apresentam parâmetros fracos, como
a quantidade de imagens, tempo máximo e máxima quantidade de imagens perdidas. Quanto aos
restantes métodos, todas as combinações são razoáveis para se implementar, mas importa salientar
as combinações FAST/ORB/FLANN e SURF/ORB/FLANN pois tem os melhores parâmetros.
Assim, estas últimas serão as utilizadas nos restantes testes.
4.4 Testes
De forma a validar o algoritmo de localização, os testes requerem a quantificação do erro. O
erro é descrito como a diferença entre o valor real e o valor medido.
As coordenadas reais têm de ser obtidas através de um sensor externo, tal como, a laser baseado
em localização, Odometria do robô ou mesmo uma fita métrica. Assim, os testes serão realizados
no robô AgrobV16 e as coordenadas reais serão obtidas através da odometria das rodas, tópico
husky_velocity_controller/odom.
4.4.1 Cinemática do Agrob v16
A cinemática é a área da Física que estuda o movimento dos corpos. Em robótica móvel,
a cinemática estabelece relações entre o deslocamento (locomoção) do robô e a atuação a ele
imposta. O robô AgrobV16 é utilizado nos testes, realizados, de forma a conseguir obter uma
trajetória com maior precisão e ter uma variável de comparação, a odometria das rodas do robô,
designada Odometria das rodas, nomeada Odometria Husky.
A cinemática direta estabelece modelos que estimam o deslocamento do robô dada uma atu-
ação, por exemplo, velocidades impostas às suas rodas. A cinemática reversa estabelece modelos
que estimam a atuação necessária para que o robô realize o determinado deslocamento, por exem-
plo, percorrer uma trajetória. Os modelos cinemáticos são baseados em equações diferenciais
de primeira ordem não lineares. Tais modelos, são linearizados no tempo quando utilizados em
aplicações robóticas.
O modelo não tem em conta a inércia do robô, deformações em sua estrutura, forças oriundas
do deslocamento (atrito, escorregamento, etc.) e demais fatores internos e externos que possam
afetar a locomoção.
O robô AgrobV16, figura 4.6, possui 4 rodas com tração, mas a cinemática no centro de
massa é equivalente à cinemática de tração diferencial. Um robô diferencial possui 2 rodas com
tração independente e 1 ou mais pontos adicionais de contacto, usualmente proporcionados por
rodas sem tração. Por outo lado o AgrobV16 possui 4 rodas de tração mas a tração é aos pares,
resultando na equivalência de 2 rodas.
Desta forma, a única forma de atuação em um robô diferencial, é pela imposição de veloci-
dades independentes em cada roda. O robô diferencial possui estabilidade estática, mas não é um
robô omnidirecional, dado que é incapaz de se deslocar sobre o seu eixo transversal. Como ilus-
trado na figura 4.7, o centro de rotação do robô está localizado na intersecção dos eixos transversal
(YR) e longitudinal (XR).
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Figura 4.6: Robô AgrobV16.
Considerando:
• b a distância entre rodas.
• φr o raio da roda da direita.
• φl o raio da roda da esquerda.
• vr a velocidade da roda da direita.
• vl a velocidade da roda da esquerda.
• vm a velocidade linear do robô.
• ωm a velocidade angular do robô.
• θ o ângulo do robô, ângulo entre vm e eixo x.
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Figura 4.7: Modelo de Cinemática diferencial.
Obtemos: 
v1(t) = vm(t)cos(θ(t))
v2(t) = vm(t)sin(θ(t))
ω(t) = ωm(t)
Originando:
vm(t) =
v1(t)+ v2(t)
2
ωm(t) =
v1(t)− v2(t)
b
Em tempo discreto:
d(i) =
d1(t)+d2(t)
2
∆θ(i) =
d1(t)−d2(t)
b
Sendo a posição seguinte dependente da posição atual, mais o deslocamento do robô em rela-
ção à velocidade resulta:

x(i+1) = x(i)+d(i)cos(θ(i)+ ∆θ(i)2 )
y(i+1) = y(i)+d(i)sin(θ(i)+ ∆θ(i)2 )
θ(i+1) = θ(i)+∆θ(i)
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4.4.2 Setup do Agrobv16
Para a realização destes testes é necessário adaptar o robô Agrobv16, sendo adaptada uma
câmara com lente olho de peixe e uma raspberry pi ao robô, como ilustra a figura 4.8. No
retângulo vermelho encontra-se a raspberry pi conectada com fios de alimentação, cabo ethernet,
para comunicar com o ROS do robô (computador principal), e uma conexão à câmara, representada
no retângulo verde.
Figura 4.8: Setup no Agrobv16.
4.4.3 Percursos e ambiente de teste
Nesta subsecção são apresentados os percursos efetuados: estático, movimento em linha reta,
movimento em L (semiquadrado), percurso quadrangular e movimentos angulares de 90 graus. De
salientar, que os percursos foram realizados com velocidades baixas. Assim, a câmara consegue
extrair um maior número de características e consequentemente o erro da trajetória estimada será
menor.
O ambiente utilizado na realização dos testes foi no jardim da FEUP, como ilustra a figura 4.9.
O ambiente mais conveniente seria numa vinha, mas este não foi o possível tendo-se optado pelo
jardim da FEUP, ambiente mais propício para a realização dos testes.
Os testes foram todos realizados com o detetor de características SURF, descritor ORB e
utilizado o método FLANN para correspondência de características. A escolha destes métodos
é justificada na secção 4.3.
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Figura 4.9: Ambiente de testes na FEUP.
4.4.4 Estático
Com este teste é possível comprovar que o robô se encontra sempre na mesma posição, não
existindo alterações no movimento, coordenadas x y e z, nem nas rotações, ângulos α , β e γ .
A partir da figura 4.10 é possível analisar o posicionamento do robô, em que as coordenadas se
mantêm constantes, por ser um teste estático. Numa análise mais detalhada, verifica-se a existência
de uma ligeira variação das coordenadas, que é considerada nula, figura 4.11.
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Figura 4.10: Trajetória do robô no teste estático.
Em relação aos ângulos, estes também mantêm sempre o mesmo valor, figura 4.12. De sali-
entar, que na odometria das rodas, pelo tópico husky o robô tem ângulos iniciais de β igual a 0
graus, γ igual a -180 graus e α igual a 0 graus. Em relação aos ângulos da Odometria Visual é de
4.4 Testes 49
0 5 10 15 20
Ciclos
-0.01
-0.005
0
0.005
0.01
D
is
tâ
nc
ia
 (in
de
fen
ida
)
x
y
z
(a)
0 5 10 15 20
Ciclos
0
0.01
0.02
0.03
0.04
0.05
D
is
tâ
nc
ia
 (m
)
x
y
z
(b)
Figura 4.11: Coordenadas x, y e z do robô no teste estático. a) Odometria Visual e b) Odometria
das rodas do robô.
notar que o valor de α inicial é -23 graus, uma vez que não foi definida a posição inicial no início
da dissertação, mas que não tem influência no resultado deste teste.
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Figura 4.12: Ângulos α , β e γ do robô no teste estático. a) Odometria Visual e b) Odometria das
rodas do robô.
4.4.5 Movimento em linha reta
Com um movimento em linha reta é de esperar que a trajetória, apenas, varie uma coordenada
da sua posição e mantenha sempre as coordenadas angulares.
4.4.5.1 Frente
Neste teste o robô desloca-se cerca de 3 metros em frente, movimento na coordenada x. Atra-
vés da figura 4.13, é possível analisar a trajetória obtida, em que a Odometria das rodas do robô
indica que o robô se deslocou cerca de 3 metros na coordenada x e a Odometria Visual mostra que
o movimento foi até 32 numa escala indefinida.
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Figura 4.13: Trajetória do robô no movimento frente.
Analisando o movimento com maior precisão, ilustrado na figura 4.14 é possível comparar o
trajeto na evolução das coordenadas. Assim, verifica-se que a figura 4.14a é visualmente idêntica
à figura 4.14b, em que aumenta sempre de forma semelhante. De salientar, apenas, uma variação
pouco acentuada na coordenada x.
0 5 10 15 20 25 30 35 40
Ciclos
-5
0
5
10
15
20
25
30
35
D
is
tâ
nc
ia
 (in
de
fen
ida
)
x
y
z
(a)
0 5 10 15 20 25 30 35 40
Ciclos
-0.5
0
0.5
1
1.5
2
2.5
3
D
is
tâ
nc
ia
 (m
)
x
y
z
(b)
Figura 4.14: Coordenadas x, y e z do robô no movimento frente. a) Odometria Visual e b) Odo-
metria das rodas do robô.
Quanto aos ângulos, estes mantêm-se nulos com esperado, figura 4.15. De notar que na figura
4.15b a variação do ângulo γ se deve ao seu valor ser de 180 graus e o valor dos ângulos variar
entre -180 graus e 180 graus, variando assim para -180 gruas.
Para melhor interpretar os resultados obtidos foram realizados dois testes, para perceber a
diferença nas escalas e a indefinição da escala da Odometria Visual. Esses mesmo testes serão
realizados com igual distância percorridas, 10 centímetros, mas velocidades diferentes.
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Figura 4.15: Ângulos α , β e γ do robô no movimento frente. a) Odometria Visual e b) Odometria
das rodas do robô.
4.4.5.2 Movimento 10 centímetros
Para a realização deste teste é necessário um setup diferente do anterior. Assim, a câmara com
lente olho de peixe é incorporada numa tábua de madeira, para realizar o movimento mais suave
e sempre à mesma altura. Esta câmara é conectada a uma raspberry pi, para que se possa analisar
as imagens capturadas. Na frente da câmara encontra-se uma folha branca com um quadrado
preto para os detetores de características serem implementados. A figura 4.16 representa o setup
implementado.
Figura 4.16: Setup no movimento de 10 centímetros.
Primeiramente, analisar as diferenças entre os ângulos obtidos. E tal, como ilustrado na figura
4.17 não existe variação de ângulos no movimento.
De seguida, são analisadas as coordenadas obtidas, sendo de esperar à medida que existe
movimento em frente, a coordenada x aumente constantemente. Como ilustrado na figura 4.18 a
coordenada x aumenta constantemente mas com diferentes escalas. Tal, deve-se à velocidade em
que o movimento é realizado. Na figura 4.18a o movimento é lento causando um maior número de
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Figura 4.17: Ângulos α , β e γ do robô no movimento de 10 cm frente. a) Odometria Visual
movimento lento b) Odometria Visual movimento rápido.
análises de imagens e uma distância final maior visto que não se apresenta em metros. Por outro
lado, na figura 4.18b, o movimento é mais rápido e, consequentemente o número de imagens é
menor e a distância final também.
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Figura 4.18: Coordenadas x, y e z do robô no movimento de 10 cm frente. a) Odometria Visual
movimento lento b) Odometria Visual movimento rápido.
Numa análise de posição (x e y), a figura 4.19 ilustra o deslocamento efetuado e as diferenças
entre as velocidades do movimento. Numa representação 3D (x,y,z), figura 4.20, é notória a falta
de um fator escala entre ciclos para obter um valor real, em metros, do movimento. O mesmo pode
ser justificado pelo facto de num movimento mais rápido a diferença entre imagens capturadas são
superiores aos movimentos mais lento.
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Figura 4.19: Trajetória do robô no movimento de 10 cm frente. a) Odometria Visual movimento
lento b) Odometria Visual movimento rápido.
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Figura 4.20: Trajetória 3D do robô no movimento de 10 cm frente. a) Odometria Visual movi-
mento lento b) Odometria Visual movimento rápido.
Desta forma, nos próximos testes a escala obtida na Odometria Visual não têm unidade devido
ao movimento ter velocidades sempre diferentes, tanto no mesmo movimento como em movimen-
tos diferentes.
4.4.5.3 Frente e Trás
Neste teste o robô desloca-se cerca de 3 metros em frente e 2 metros para trás, movimento
na coordenada de x. A trajetória resultante é representada na figura 4.21, em que na Odometria
das rodas do robô a coordenada x evolui até aos 3 metros e de seguida diminui até ao 1 metro.
Por outro lado, na Odometria Visual esta evolui até um ponto 20 (escala indefinida) e de seguida
diminui até o ponto 5 (escala indefinida), como ilustrado na figura 4.22.
De realçar que o valor máximo da coordena x obtida foi 20 e a distância percorrida foram
3 metros tal e qual o teste anterior, subcapítulo 4.4.5.1. Esta diferença deve-se a diferença de
velocidades nos testes.
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Figura 4.21: Trajetória do robô no movimento frente e trás.
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Figura 4.22: Coordenadas x, y e z do robô no movimento frente e trás. a) Odometria Visual e b)
Odometria das rodas do robô.
Em relação aos ângulos, estes mantêm-se constantes e nulos, como ilustrado na figura 4.23.
As variações do ângulo γ já foram justificadas anteriormente.
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Figura 4.23: Ângulos α , β e γ do robô no movimento frente e tràs. a) Odometria Visual e b)
Odometria das rodas do robô.
4.4.6 Movimento angular
Neste teste o robô é sujeito a uma velocidade angular para rodar sobre si próprio. Desta forma,
pretende-se que o robô mantenha a sua posição e aumente o valor de um ângulo. O teste realizado
foi a rotação de 90 graus.
4.4.6.1 90 graus
Neste teste o robô realiza uma rotação sobre si próprio de 90 graus. Na figura 4.24 está
representada a trajetória resultante do movimento.
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Figura 4.24: Trajetória do robô no movimento angular de 90 gruas.
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Em análise mais detalhada, figura 4.25, a Odometria das rodas do robô apresenta uma variação
pequena da posição, praticamente nula, e a Odometria Visual mostra maior erro, causando grandes
variações na posição.
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Figura 4.25: Coordenadas x, y e z do robô no movimento angular de 90 gruas. a) Odometria
Visual e b) Odometria das rodas do robô.
Estes erros são originados por pequenos movimentos da câmara e/ou robô, que influenciam a
imagem e causam um erro na translação, como é ilustrado na figura 4.26. Esta, é composta pela
imagem anterior frame k-1 à esquerda e pela imagem atual frame k à direita. Cada imagem tem
representa a coordenada do ponto característico que é correspondente nas imagens. De notar que
as imagens estão concatenadas e por isso, os valores dos pixeis da segunda imagem estão afetados
pela largura da primeira imagem. Visto ter sido realizado um movimento angular um píxel na
imagem devia apenas se alterar na coordenada X e manter sempre o valor da coordenada Y, como
ilustrado na figura 4.27.
X: 1555
Y: 51.48
X: 209.9
Y: 67.97
Figura 4.26: Distribuição dos pontos característicos da imagem anterior k-1 e a atual k.
Em relação aos ângulos, representados na figura 4.28, não são afetados pelos pormenores
identificados em cima. De salientar, que o movimento realizado foi uma rotação de aproxima-
damente 15 graus, paragem na rotação (devido a problemas de comunicação entre o robô e o
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Figura 4.27: Distribuição dos pontos característicos da imagem anterior k-1 e a atual k.
comando) e rotação até cerca de 90 graus.
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Figura 4.28: Ângulos α , β e γ do robô no movimento angular de 90 gruas. a) Odometria Visual e
b) Odometria das rodas do robô.
O ângulo na Odometria das rodas do robô é representado na figura 4.28b e tem o comporta-
mento desejado. Em relação à figura 4.28a, Odometria Visual, evolui inicialmente como desejado,
mas perto do ciclo 25 é detetada uma variação errada que causa erros na solução final. Este erro é
causado pela errada correspondência de pontos característicos, como ilustrada a figura 4.29.
A figura 4.30 representa a diferença entre os ângulos α , θ e γ da Odometria das rodas do
robô e da Odometria Visual. Inicialmente, existe um pequeno erro em β e α . Em β devido a mal
correspondência, mas erro próximo de zero, enquanto em α desce ao tempo de processamento
que inicialmente causa essa diferença, mas depois ajusta. Na zona do ciclo 25, mais precisamente
no ciclo 27, a variação do erro é brusca em todos os ângulos, isto devido à situação explícita
anteriormente. De salientar, que o erro causado no ângulo α não foi significativo e desta forma o
erro consegue convergir para zero.
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Figura 4.29: Errada correspondência dos pontos característicos da imagem anterior k-1 e a atual k.
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Figura 4.30: Erro entre os ângulos da Odometria das rodas do robô e a Odometria Visual no
movimento angular de 90 gruas.
4.4.7 Movimento em L (semiquadrado)
O movimento em semiquadrado é composto pelo movimento em frente, neste teste 3 metros,
rotação de 90 graus sobre si próprio e outro movimento em frente, 1 metro.
A figura 4.31 ilustra o resultado do movimento deste teste. A azul é representado o movimento
do robô com base na Odometria das rodas e a amarelo é a Odometria Visual, sendo esta última
constituída por um erro na rotação, devido a fatores descritos no subcapítulo 4.4.6.1. Devido à
Odometria das rodas ter uma orientação dos eixos diferente da Odometria Visual faz com que a
rotação seja no sentido inverso e dessa forma o movimento em semiquadrado tenha representações
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diferentes.
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Figura 4.31: Trajetória do robô no movimento semi-quadrangular.
Analisando ao pormenor o deslocamento nas diferentes direções, como ilustrado na figura
4.32, conclui-se que os movimentos em x e y são semelhantes, sendo y o inverso na Odometria
Visual da Odometria das rodas devido às diferenças entre os eixos base. Em relação ao movimento
em z, este apresenta um pequeno erro no final causado pelos ângulos de rotação.
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Figura 4.32: Coordenadas x, y e z do robô no movimento semi-quadrangular. a) Odometria Visual
e b) Odometria das rodas do robô.
Como ilustrado na figura 4.33, o erro na variação dos ângulos, perto do ciclo 80, afeta a
trajetória final. Este erro é derivado de uma má correspondência de pontos característicos, pelo
facto de ter rotação da câmara ter sido muito brusca, causando uma grande distância angular entre
imagens consecutivas.
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Figura 4.33: Ângulos α , β e γ do robô no movimento semi-quadrangular. a) Odometria Visual e
b) Odometria das rodas do robô.
A figura 4.34 representa a imagem anterior e a corrente no instante de ciclo 73, precisamente
onde acontece o erro nos ângulos. Nesta imagem é possível observar uma diferença grande de
rotação, originando poucas correspondências de pontos característicos e pelo menos uma corres-
pondência errada, segmento de reta a preto.
Figura 4.34: Correspondência de pontos característicos com maior rotação do robô.
A figura 4.35 representa a trajetória 3D do robô. Esta tem representado os eixos de orientação
e o número correspondente a cada ciclo. O início é na posição (0,0,0) e o movimento inicial é sobre
o eixo x, eixo vermelho. Ao chegar perto do ponto de rotação os eixos efetuam a devida rotação e
de seguida prossegue o movimento em frente terminando a trajetória no ponto (21,-12,14).
Nesta figura é possível a análise do erro causado pelo ângulo z. Devido a este ter obtido um
valor diferente de nulo causa um movimento também no eixo do z.
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Figura 4.35: Trajetória 3D do robô no movimento semi-quadrangular.
4.4.8 Movimento quadrangular
Por último resta elaborar o teste do movimento quadrangular. Neste teste, pretende-se que o
robô realize um quadrado de 1 metro de largura e no final a sua posição seja igual à posição inicial.
Como ilustrado na figura 4.36, a azul está representada a trajetória do robô obtida pela Odo-
metria das rodas do robô, enquanto a amarelo é representada a Odometria Visual.
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Figura 4.36: Trajetória do robô no movimento em quadrangular.
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A Odometria Visual não realiza um quadrado perfeito, mas removendo as zonas de rotação é
de salientar os quatro movimentos realizados:
• movimento em frente, aumento da coordenada x inicialmente.
• movimento em frente com rotação de 90 graus, aumento da coordenada y.
• movimento em frente com rotação de 180 graus, diminui a coordenada x.
• movimento em frente com rotação de 270 graus, diminui a coordenada y.
Estes movimentos são ilustrados na figura 4.37a mas com alguns erros nas zonas de rotação.
Comparando as figuras ilustradas na figura 4.37, as diferenças são que o movimento y toma
valores negativos na Odometria das rodas do robô e na Odometria Visual valores positivos. Tal,
deve-se à definição dos referências iniciais, estando o eixo y oposto. Outra diferença é a quantidade
de erro existente na Odometria Visual nas rotações.
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Figura 4.37: Coordenadas x, y e z do robô no movimento em Frente e Trás. a) Odometria Visual
e b) Odometria das rodas do robô.
Em termos de ângulos, a figura 4.38 representa a evolução dos ângulos das diferentes Odome-
trias. O erro entre os ângulos é representado na figura 4.39. De analisar que o erro varia pouco,
havendo apenas picos de variação quando os ângulos atingem valores de 180 graus e -180 graus.
No final da trajetória é encontrado um obstáculo móvel, que resulta no erro da variação do ângulo
errado.
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Figura 4.38: Ângulos α , β e γ do robô no movimento quadrangular. a) Odometria Visual e b)
Odometria das rodas do robô.
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Figura 4.39: Erro dos ângulos α , β e γ entre a Odometria Visual e a Odometria das rodas do robô.
4.5 Análise Geral de Resultados
Nesta secção será apresentado um resumo dos resultados obtidos.
A calibração da câmara é essencial para remoção da distorção da imagem. Esta distorção afeta
a imagem e causa erros nas correspondências devido à falta de nitidez nas bermas da imagem,
zona de maior distorção. Desta forma, e com um script desenvolvido em Matlab é obtida a matriz
intrínseca e de parâmetros de distorção, utilizadas para remover a zona de maior distorção da
imagem e efeitos de olho de peixe. A imagem final obtida para análise é uma imagem com ângulo
4.5 Análise Geral de Resultados 65
de abertura entre a imagem sem lente e a imagem com lente olho de peixe full-frame.
Em termos dos detetores de características, nesta dissertação foram utilizados 4 dos quais
2, SIFT e HARRIS não são ideais para o meio envolvido e os outros 2, FAST e SURF são mais
indicados devido à sua boa distribuição dos pontos característicos pelas zonas de vinha, quantidade
e correspondência.
Em relação às combinações dos detetores, descritores e matchers foram comparados vários pa-
râmetros tais como tempo de ciclo, imagens processadas, imagens perdidas entre ciclos e número
de características de 24 combinações possíveis. Assim, as combinações SURF/ORB/FLANN e
FAST/ORB/FLANN são as que obtêm melhores resultados sendo a primeira combinação a utili-
zada nos testes realizados.
Relativamente aos testes realizados, estes comparam a Odometria Visual com a Odometria de
rodas do robô, obtida através de um tópico já desenvolvido no ROS do Agrobv16 com base na
cinemática diferencial. Os percursos realizados foram efetuados, em que o percurso seguinte é
baseado no percurso anterior com a adição de uma nova característica a testar. Desta forma, os
percursos realizados foram: estático, movimento em linha reta, movimento angular, movimento
em semi-quadrangular e movimento quadrangular.
O teste estático é realizado para comprovar que a posição e os ângulos do robô se mantêm
sempre estáticos. O movimento em linha reta prevê mostrar que num movimento em frente, apenas
se modifica uma coordenada da posição do robô, mantendo-se os ângulos. De forma a validar o
movimento oposto é realizado um teste de frente e tràs, demonstrando que a coordenada do robô
aumenta e diminui. E, ainda, que quando existe essa variação os ângulos se mantêm constantes.
No que diz respeito, ao movimento angular, este tem como objetivo mostrar que numa rotação
do robô sobre si próprio apenas varia o valor de um ângulo e robô mantêm a sua posição estável,
sem movimentos. Numa junção de testes anteriores é realizado o percurso semi-quadrangular de
forma, a variar 2 coordenadas de posição e o valor de um ângulo. Por fim, é testado o movimento
quadrangular com objetivo de o robô partir de um ponto inicial e terminar a trajetória nesse mesmo
ponto, realizando 4 movimentos lineares e 4 rotações.
Ao longo da realização dos testes foram detetados alguns erros que podem ser justificados por
várias situações. No teste do movimento linear não foi possível realizar uma comparação direta
entre Odometria Visual e de rodas do robô, uma vez que não foi possível produzir resultados em
metros tal como é ilustrativo em Odometria Visual.
Quanto ao movimento angular verificou-se alguns erros uma vez que o robô realiza um movi-
mento brusco que afeta a cabeça do robô (topo de robô). Além disso, o movimento brusco provoca
rotações muito rápidas rotações grandes entre imagens consecutivas provocando combinações er-
radas de pontos característicos entre imagens.
Na conjugação destes movimentos são obtidos erros dependentes dos anteriores, tais como, no
movimento em semi-quadrangular a rotação tem deslocamento que deveria de ser nulo, o que não
foi possível verificar. O mesmo acontece no movimento quadrangular.
Em suma, é possível analisar o movimento pretendido graficamente e rotações corretas quando
o movimento é constante. Quando este se torna rápido os resultados alteram-se originando erros.
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Capítulo 5
Conclusões e Trabalho Futuro
Neste capítulo serão apresentadas as conclusões sobre os resultados da dissertação e melhoria
do sistema desenvolvido.
5.1 Conclusões
Em suma, a presente dissertação demonstra a importância da Odometria Visual para as en-
costas da vinha. De salientar, logo em primeira vista que, a Odometria Visual no teste estático
apresenta vantagens que se tornam significativa para a localização. Exemplo disso é que quando
o robô patina, a Odometria das rodas obtém valores errados, o que não se verifica na Odometria
Visual.
Alem disso, quando o movimento não é estático os resultado são idênticos, ou seja, o desloca-
mento é igual. Contudo, são visíveis erros pelo facto da não existência de uma escala, que varia
consoante a velocidade de deslocamento para possíveis comparações.
Em relação às rotações estas têm resultados positivos obtendo erros mínimos comparados com
a Odometria das rodas do robô. De salientar, que o posicionamento do robô é afetado devido a
movimentos da cabeça do robô que originam erros nas imagens.
Existe ainda, outros tipos de erros que advém do contexto em que é realizado. Mas, em geral
a Odometria Visual tem vantagens nas encostas devido aos erros obtidos na Odometria das rodas
não afetarem a Odometria Visual.
5.2 Trabalho Futuro
De forma a colmatar erros existentes e visando a melhoria do projeto desenvolvido torna-
se essencial definir o fator de escala para diferentes velocidades de forma a obter resultados de
deslocamento em metros. Outro ponto a melhorar será a escolha dos pontos característicos de
forma a obter pontos mais concentrados no meio envolvido, nas vinhas para melhor precisão dos
cálculos de deslocamento. Por último seria útil o uso da Odometria Visual com a Odometria das
rodas de forma a obter uma conjugação eficaz, de maneira a se obter o melhor resultado de ambas.
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