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Abstract
Recently, Berthé and the author developed a method to construct a multi-dimensional Sturmian
word as a limit of a sequence of words on lattice domains. In the present paper, the reach of the
approach is studied in the special case of Rauzy substitutions.
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1. Introduction
In 1982, Rauzy [11] introduced a substitution on words consisting of three letters, 0,1,2
say, given by 0 → 01, 1 → 02, 2 → 0. If this substitution is applied inﬁnitely often
starting with 0 an inﬁnite limit word 01020100 . . . appears. Rauzy studied an induced two-
dimensional fractal. One of his results states that the shift on the symbolic dynamical system
generated by the Rauzy substitution corresponds to an exchange of three subdomains. Later,
the so-called Rauzy fractal was studied intensively, see e.g. [8,9,15,16]. The two letter
substitution 0 → 01, 1 → 0 leads to the well-known Fibonacci word [7,10]. The four letter
substitution 0 → 01, 1 → 02, 2 → 03, 3 → 0 occurs in Example 4 of [13].
In 1991, Arnoux and Rauzy [2] introduced three letter words which have been named
Arnoux–Rauzy words since. In the notation of the present paper they use the substitutions
Ri given by i → i and j → ji for j = i, i, j ∈ {0, 1, 2}. They noticed that the Rauzy
substitution applied thrice is equal to the reverse result of the substitution R0R1R2. Arnoux
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and Ito [1] studied periodic sequences (Rhn)∞n=1 with hn ∈ {0, 1, 2}. They called these
substitutions “generalised Rauzy substitutions” and proved that if all the substitutions occur
at least once, then the associated two-dimensional system is measurably isomorphic to a
translation on the torus T2. They also considered other substitutions such as the “modiﬁed
Rauzy substitution” 0 → 10, 1 → 02, 2 → 0. For the closely related episturmian words
and sequences, see e.g. Droubay et al. [6] and Richomme [12] and the references given
therein.
In this paper,we study a class of substitutionswhich covers all the substitutionsmentioned
above. Let k be a positive integer and i ∈ {0, 1, . . . , k}. We call a substitution Ri on k + 1
letters 0, 1, . . . , k aRauzy substitution if i → i and j → ij or ji for j = i (j = 0, 1, . . . , k).
In Section 2, we apply an arbitrary sequence of Rauzy substitutions (Rhn)∞n=1 starting from
the word 0 1 . . . k and study the limit distribution 0, 1, . . . , k of the fractions of the
numbers of letters originating from 0, 1, . . . , k, respectively. Hence,
∑k
j=0 j = 1. In
Theorem 2.1, it is stated that for any sequence (hn)∞n=1 the numbers 0, 1, . . . , k are well
deﬁned. It appears from Theorem 2.3 that all numbers i are positive if and only if (hn)∞n=1
is nonconstant. Theorem 2.4 says that the numbers 0, 1, . . . , k are linearly dependent
over Z if and only if at most k − 1 elements from {0, 1, . . . , k} occur inﬁnitely often in the
sequence (hn)∞n=1. The proofs apply rather elementary arguments from real analysis.
The effects of the insertions are studied in Section 3. Berthé and the author [3] have
introduced a method involving lattices (N) ⊂ Zk to construct a k-dimensional “colouring
function” (N) : Zk/ → {0, 1, . . . , k} corresponding to the sequence (hn)Nn=1. Depending
on the chosen insertions they deﬁned “roundwalks”w(N) consisting of one representative of
each coset of (N) such that w(N) ⊂ w(N+1) ⊂ w(N+2) ⊂ · · · and (N)(x) = (N+1)(x) =
(N+2)(x) = · · · provided that x ∈ w(N). Hence,  := limN→∞ (N) is a well-deﬁned
function on a subset of Zk . This process is described in Section 3.1 for canonical Rauzy
substitutions Ri given by i → i and j → ji for j = i, and for anti-canonical substitutions
Ri given by i → i and j → ij for j = i (cf. Fig. 2). These substitutions lead to fractals.
In Sections 3.3 and 3.4 a mixture of both substitutions is studied which also occurs in [14],
such that the resulting shapes are hexagonal in case k = 2 and “generalised hexagonal” for
k > 2. The rule for the substitutions is stated in Proposition 3.5(iii) (cf. Figs. 3 and 5).
In Theorem 3 of [3], it is shown that under a rather general but complicated condition
the limit function  exists and can be expressed in terms of 0, 1, . . . , k . The proof of
this result is based on a classical result from ergodic theory by Furstenberg. In the case
that (hn)∞n=1 is periodic, it sufﬁces that each of R0, R1, . . . , Rk occurs in the period and
the limit values 0, 1, . . . , k are linearly independent over the rationals. In this case, the
limit word turns out to be the k-dimensional Sturmian word given by
(x) = ((x1, . . . , xk)) = j ⇔ {x11 + . . . xkk} ∈ (j , j+1]
(j = 0, 1, . . . , k),
where {y} denotes the fractional part of the real number y and j := ∑j−1i=0 i for j =
0, 1, . . . , k + 1. Hence, 0 = 01 · · · k = 1. The word  is called Sturmian, since
1, . . . , k are linearly independent over Z. Such words were studied by Berthé and Vuillon
[4,5]. They generalise the classical Sturmian words which are obtained by taking k = 1.
For the classical Sturmian words I refer to Chapter 2 of [7]. In Theorem 4.1, we show that
in the case of Rauzy substitutions it sufﬁces that (hn)∞n=1 is not ultimately constant to have
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a limit word  : Zk → {0, 1, . . . , k} as described above. Proposition 4.3 and Theorem 2.4
imply that the word  is Sturmian if and only if at least k elements from 0, 1, . . . , k occur
inﬁnitely often in the sequence (hn)∞n=1.
All the results in the paper are proved by elementary arguments. For my convenience,
I have used a notation which is sometimes different from what is usual in the literature.
The present paper can be read independently of [3], but the latter paper contains a general
context not provided here.
2. Rauzy matrices
We study properties of products of incidence matrices of Rauzy substitutions.
2.1. Existence of limits
In this subsection, we show that if an inﬁnite sequence of Rauzy substitutions is applied to
starting letters 0, 1, . . . , k, then the lengths of the resulting words after n substitutions have
a limit distribution as n → ∞. Let k be a positive integer. We deﬁne the (k + 1) × (k + 1)
Rauzy matrix j as the matrix with 1’s both on the diagonal and in the jth column and
0’s elsewhere (j = 0, 1, . . . , k). Hence, j is the transpose of the incidence matrix of the
Rauzy substitution Rj ; the entry (l, m) with l, m = 0, 1, . . . , k of the matrix j indicates
how many letters l occur when the substitution Rj is applied to the letter m. Of course,
the incidence matrix is independent of the choice in the substitution Rj . Let (hn)∞n=1 be
an inﬁnite sequence of elements from {0, 1, . . . , k}. Put M(n) = h1h2 . . . hn for n =
0, 1, . . . . Hence, M(0) is the identity matrix and for n0 we obtain M(n+1) from M(n) by
substituting the row sums of M(n) into the hn+1th column and leaving all other columns
unchanged. It follows by induction that the transpose of M(n) is the incidence matrix of the
word obtained by applying the substitutionsRh1 , Rh2 , . . . , Rhn to the starting word 01. . . k.
Denote by c(n) = (c(n)0 , . . . , c(n)k ) the row vector of column sums of M(n) and by
r(n) = t(r(n)0 , . . . , r(n)k ) the column vector of row sums of M(n) where the left super-
script t indicates transposition of vectors or matrices. Let E ∈ Zk+1 be the column vector
with all entries equal to 1. Then
c(n) = t E M(n) and r(n) = M(n) E.
Example 1. Weconsider k = 2 and apply successivelyRauzy stepsR0, R1, R2,R1, R1, R2,
R0. This yields a sequence of matrices (M(n))7n=0 given by⎛
⎝ 1 0 00 1 0
0 0 1
⎞
⎠
⎛
⎝ 1 0 01 1 0
1 0 1
⎞
⎠
⎛
⎝ 1 1 01 2 0
1 2 1
⎞
⎠
⎛
⎝ 1 1 21 2 3
1 2 4
⎞
⎠
n = 0 n = 1 n = 2 n = 3⎛
⎝ 1 4 21 6 3
1 7 4
⎞
⎠
⎛
⎝ 1 7 21 10 3
1 12 4
⎞
⎠
⎛
⎝ 1 7 101 10 14
1 12 17
⎞
⎠
⎛
⎝ 18 7 1025 10 14
30 12 17
⎞
⎠
n = 4 n = 5 n = 6 n = 7
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Starting with the word 012 and applying the Rauzy substitution Ri with always the
canonical choice j → ji we obtain successively the so-called coding words
0|1|2, 0|10|20, 01|101|2101, 0212|120212|2120212,
0121121|1210121121|211210121121, . . . ,
where the symbol | is used to separate the respective word parts originating from the 0,1,2
of the starting word. The entry at place (l, m) of M(n) with l = 1, 2, 3; m = 0, 1, 2 denotes
how many m’s occur in the lth part of the nth word. The row sums r(n) denote the lengths
of the corresponding parts of the nth word, the column sums c(n) the frequencies of the
corresponding letters in the nth word.
Let f (n)i be the ith column vector of M(n) for i = 0, 1, . . . , k. Then f (n+1)hn+1 = r(n) and
r(n+1) = 2r(n) − f (n)hn+1 for n = 0, 1, . . . .
Let D(n) denote the sum of all entries of M(n), that is the sum of all the entries of c(n) as
well as the sum of all the entries of r(n). Example 5 in [3, Section 5] provides an instance
of an inﬁnite sequence of Rauzy matrices for which
lim
n→∞
r(n)
D(n)
=
(
2
(+ 1)2 ,
1
+ 1 ,

(+ 1)2
)
,
where  is the real root of the polynomial x3 − x2 − x − 1. The following theorem shows
that in the case of Rauzy matrices the limit limn→∞ r(n)/D(n) always exists.
Theorem 2.1. Let hn ∈ {0, 1, . . . , k} for n = 1, 2, . . . . Deﬁne r(n) and D(n) as above.
Then limn→∞ r(n)/D(n) exists.
Proof. Obviously, it sufﬁces to show that limn→∞ r(n)i /D(n) exists for i = 0, 1, . . . , k. For
r
(n)
i and D(n) we have the recurrence relations
r
(n+1)
i = 2r(n)i − M(n)i,hn+1 , D(n+1) = 2D(n) −
k∑
j=0
M
(n)
j,hn+1
for i = 0, 1, . . . , k and all n. Observe that M(n)i,hn = r
(n−1)
i =
∑n−1
j=0 M
(n−1)
i,j , c
(n)
hn
=
D(n−1) = ∑n−1j=0 c(n−1)j for i = 0, 1, . . . , k and n = 0, 1, . . . . To prove Theorem 2.1 it,
therefore, sufﬁces to prove the following lemma for a ﬁxed i ∈ {0, 1, . . . , k} with a(n)j =
M
(n)
i,j , b
(n)
j = c(n)j , An = M(n)i,hn, Bn = c
(n)
hn
for j ∈ {0, 1, . . . , k} and n = 0, 1, 2, . . . . 
Lemma 2.2. Let a(0)0 , a
(0)
1 , . . . , a
(0)
k be real numbers and let b
(0)
0 , b
(0)
1 , . . . , b
(0)
k be positive
real numbers. Let (hn)∞n=1 be a sequence of numbers chosen from {0, 1, . . . , k}. For every
positive integer n deﬁne
a
(n)
0 , a
(n)
1 , . . . , a
(n)
k , b
(n)
0 , b
(n)
1 , . . . , b
(n)
k
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by putting a(n)hn =
∑k
j=0 a
(n−1)
j , b
(n)
hn
= ∑kj=0 b(n−1)j and a(n)i = a(n−1)i , b(n)i = b(n−1)i for
all i = hn. Put An = a(n)hn , Bn = b
(n)
hn
. Then limn→∞ An/Bn exists.
Proof. Put xn = An/Bn and yn =∑kj=0 b(n)j (xn+1−a(n)j /b(n)j )2 for every n. The following
argument shows that yn−1 − yn0. Observe that∑kj=0 b(n)j (x − a(n)j /b(n)j )2 has a unique
minimum at x = xn+1. Therefore,
yn 
k∑
j=0
b
(n)
j
(
xn −
a
(n)
j
b
(n)
j
)2
=
k∑
j=0
b
(n−1)
j
(
xn −
a
(n−1)
j
b
(n−1)
j
)2
+ Bn
(
xn − An
Bn
)2
− b(n−1)hn
(
xn −
a
(n−1)
hn
b
(n−1)
hn
)2
= yn−1 − b(n−1)hn
(
xn −
a
(n−1)
hn
b
(n−1)
hn
)2
.
Hence,
yn−1 − ynb(n−1)hn
(
xn −
a
(n−1)
hn
b
(n−1)
hn
)2
0.
Since (yn)∞n=1 is monotonically nonincreasing, we have that
∑k
j=0 b
(n)
j (xn+1 −
a
(n)
j
b
(n)
j
)2 is
bounded, by C0 say. It implies that limn→∞ |xn+1 − a
(n)
j
b
(n)
j
| → 0 for every j for which
b
(n)
j → ∞ as n → ∞, that is, for every j for which hn = j has inﬁnitely many solutions n.
Taking j = hn, we see in particular, using that Bn → ∞ as n → ∞, that |xn+1 − xn | → 0
as n → ∞.
Now, suppose that lim infn→∞ An/Bn =:  <  := lim supn→∞ An/Bn. Put  := − .
Choose n0 so large that b(n0)j > 9C0−2 for every j ∈ J , where J denotes the set of terms
j occurring inﬁnitely often in the sequence (hn)∞n=1 and that no j /∈ J occurs in the tail
(hn)
∞
n=n0 . Hence, for such j and nn0,
9−2C0
(
xn+1 −
a
(n)
j
b
(n)
j
)2
b(n)j
(
xn+1 −
a
(n)
j
b
(n)
j
)2
C0
so that∣∣∣∣∣xn+1 −
a
(n)
j
b
(n)
j
∣∣∣∣∣  3
for nn0, j ∈ J . Choose n1 > n0 such that xn1+1 < + /6. Then a(n1)j /b(n1)j < + /2
for j ∈ J . Choose n2 as the minimal integer > n1 such that xn2+1 >  + /2. Since
474 R. Tijdeman / Theoretical Computer Science 346 (2005) 469–489
a
(n)
j /b
(n)
j = a(n−1)j /b(n−1)j can only happen if j = hn and xn = a(n)hn /b
(n)
hn
, we have
a
(n2)
j /b
(n2)
j  + /2 for j ∈ J whence xn2 = a(n2)hn2 /b
(n2)
hn2
 + /2 < xn2+1. For n > n2
we have
xn+1 =
a
(n+1)
hn+1
b
(n+1)
hn+1
=
∑k
j=0 a
(n)
j∑k
j=0 b
(n)
j
=
∑k
j=0 a
(n−1)
j + a(n)hn − a
(n−1)
hn−1∑k
j=0 b
(n−1)
j + b(n)hn − b
(n−1)
hn−1
= 2a
(n)
hn
− a(n−1)hn−1
2b(n)hn − b
(n−1)
hn−1
= 2An − An−1
2Bn − Bn−1 = xn +
Bn−1
2Bn − Bn−1 (xn − xn−1).
Since Bn > Bn−1 > 0, we obtain by induction on n that xn+1 > xn for n > n2. Thus,
+ 
2
< xn2+1 < xn2+2 < xn2+3 < · · · .
This contradicts lim infn→∞ xn = . 
Remark. The numbers 0, 1, . . . , k are the relative sizes of the parts of a Rauzy fractal
which are interchanged by a Rauzy substitution.
2.2. Positivity
The next theorem shows that, in general, all the entries 0, 1, . . . , k of limn→∞ r(n)/
D(n) are positive.
Theorem 2.3. Let hn ∈ {0, 1, . . . , k} for n = 1, 2, . . . . Deﬁne r(n) = (r(n)0 , . . . , r(n)k ) and
D(n) as above. Put i = limn→∞ r(n)i /D(n) for i = 0, 1, . . . , k. Then i = 0 for some
i ∈ {0, 1, . . . , k} if and only if hn = i for every n.
Proof. If (hn)∞n=1 is constant i, then r
(n)
i = 1 for all n. Since D(n) → ∞ as n → ∞, it
follows that i = 0. Furthermore, j = k−1 for j = i.
For the converse statement, suppose two distinct values, h and j say, have occurred
in (hn)Nn=1. Then the two columns fh and fj of M(N) contain only positive entries. Put
b
(n)
i,j =
∑k
h=0,h =j M
(n)
i,h and b(n)j = (b(n)0,j , b(n)1,j , . . . , b(n)k,j ) for i, j = 0, 1, . . . , k. Then each
of b(n)0 , b(n)1 , . . . , b(n)k has positive entries for nN . If hn = j , then b(n)h = b(n−1)h + b(n−1)j
for h = j and b(n)j = b(n−1)j for h, j = 0, 1, . . . , k and all n. Put b(n)j =
∑k
i=0 b
(n)
i,j for j =
0, 1, . . . , k, and (n)i =minj b(n)i,j /b(n)j and (n)i =maxj b(n)i,j /b(n)j . Hence, 0<(n)i b(n)i,j /b(n)j
(n)i <1 for i, j∈{0, 1, . . . , k} and nN . Since b(n)i,j /b(n)j = b(n−1)i,j /b(n−1)j if hn = j and
b
(n)
i,j /b
(n)
j = (b(n−1)i,j + b(n−1)i,hn )/(b
(n−1)
j + b(n−1)hn ), if hn = j , we have 
(n−1)
i 
(n)
i 
(n)
i
(n−1)i for n > N . By induction we obtain 0 < 
(N)
i b
(n)
i,j /b
(n)
j 
(N)
i < 1 for i, j ∈
{0, 1, . . . , k} and nN . Observe that r(n) = r(n−1) + b(n−1)hn , hence r
(n)
i = r(n−1)i + b(n−1)i,hn
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for i = 0, 1, . . . , k andD(n) = D(n−1)+∑ki=0 b(n−1)i,hn . Since (N)i b(n−1)i,hn /∑ki=0 b(n−1)i,hn 
(N)i for n > N and limn→∞ r
(n)
i /D
(n) exists by Theorem 2.1, we conclude that (N)i 
limn→∞ r(n)i /D(n)
(N)
i for i = 0, 1, . . . , k. Hence, 0 < (N)i i(N)i < 1 for i =
0, 1, . . . , k. 
2.3. Linear independence of the densities
Theorem 2.3 provided a criterion for the positivity of the numbers i . Similarly, the
following result gives a criterion for the linear dependence over Z of the numbers i .
Theorem 2.4. Deﬁne 0, 1, . . . , k as in Theorem 2.3. The numbers 0, 1, . . . , k are
linearly independent overZ if and only if at least k elements from 0, 1, . . . , k occur inﬁnitely
often in the sequence (hn)∞n=1.
The proof of Theorem 2.4 will be given in Section 4.2.
3. Roundwalks
In this section, we introduce k-dimensional words (presented as roundwalks) correspond-
ing to the one-dimensional codingwords fromSection 2. In fact, for every n theRauzymatrix
M(n) determines a lattice (n) in Zk+1 and a mapping (n) : Zk+1/(n) → {0, 1, . . . , k}.
The chosen Rauzy substitution determines a lattice domain V (n) of (n) on which the nth
word is deﬁned as the restriction of (n) to V (n). In Sections 3.1 and 3.3, we introduce the
roundwalks. Sections 3.2 and 3.4 describe what happens if a Rauzy substitution is applied
to go from level n to level n + 1.
3.1. Canonical and anti-canonical substitutions
In this subsection, we consider the words corresponding to applying consistently canoni-
cal Rauzy substitutions i → ij for i = j or consistently anti-canonical Rauzy substitutions
i → ji for i = j .
Let k + 1 vectors v0, v1, . . . , vk in Zk be given such that d0, d1, . . . , dk deﬁned by
d0 := det(v1, . . . , vk), di := det(v1, v2, . . . , vi−1,−v0, vi+1, . . . , vk)
are coprime positive integers. Then v1 − v0, . . . , vk − v0 are linearly independent vectors.
Let be the lattice Z(v1 − v0)+· · ·+Z(vk − v0). Then det() = d0 +d1 +· · ·+dk =: D
and d0v0 + d1v1 + · · · + dk vk = 0. Furthermore, v0, v1, . . . , vk are all in the same coset
of . Since v1, . . . , vk are linearly independent and d0, d1, . . . , dk are coprime, it follows
from a0v0 + · · · + ak vk = 0 for some a0, . . . , ak ∈ Z that ai = tdi for some integer t and
i = 0, 1, . . . , k. So, if b0v0 ∈  for some b0 ∈ Z, then
b0v0 = a1(v1 − v0) + · · · + ak(vk − v0) = (−a1 . . . − ak)v0 + a1v1 + · · · + ak vk
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162 102
32 202 142
130 72 12 182
170 112 52 222
40 210 151 91
80 21 191
121 61 01
Fig. 1. Roundwalk with jumps from {v0, v1, v2}.
for suitable a0, a1, . . . , ak ∈ Z. Hence, ai = tdi for i = 1, . . . , k and b0 + a1 + · · · + ak =
−td0 for some t ∈ Z. It follows that b0 = t (−d0−d1 . . .−dk)=−tD. Thus, iv0 (0 i< D)
form a complete set of representatives of Zk/.
By a roundwalk w through Zk/ we mean a sequence w0, w1, . . . , wD−1, wD = w0 of
elements from Zk such that wi+1 − wi ∈ {v0, v1, . . . , vk} for i = 0, 1, . . . , D − 1. Hence,
wm − mv0 ∈  for m = 0, 1, . . . , D. Since wD = w0, for j ∈ {0, 1, . . . , k} there are
exactly dj numbers i ∈ {0, 1, . . . , D − 1} such that wi+1 − wi = vj . The corresponding
coding word w = w0 . . . wD−1 of the roundwalk is deﬁned by wi = j if wi+1 − wi = vj
for 0 iD − 1. Given the vectors v0, v1, . . . , vk and the vector w0, the roundwalk w is
determined by its coding word w. In the sequel, we shall use the notation w both for the
sequence of vectors ( wi)Di=0 and for the set of vectors ( wi)D−1i=0 .
Example 2. We take k = 2, v0 = (3, 1), v1 = (1, 4), v2 = (−2,−3). Hence, d0 =
5, d1 = 7, d2 = 11,D = 23, = Z(−2, 3) + Z(−5,−4). We make a roundwalk
w0, w1, . . . , w23 = w0 through Z2/ where
wi+1 − wi =
⎧⎨
⎩
v0 for i = 4, 8, 13, 17, 21,
v1 for i = 0, 2, 6, 9, 12, 15, 19,
v2 for i = 1, 3, 5, 7, 10, 11, 14, 16, 18, 20, 22.
The corresponding coding word w of the roundwalk is given by
w = 1 2 1 2 0 2 1 2 0 1 2 2 1 0 2 1 2 0 2 1 2 0 2,
where j means that the next jump is vj . Note that there are d0 numbers 0, d1 numbers 1, d2
numbers 2 in the coding word indeed. The corresponding roundwalk is presented in Fig. 1,
where 0 indicates the origin and ij indicates the vector wi from where the next jump is vj ,
that means wi+1 − wi = vj .
3.2. Rauzy extensions
We shall now extend the roundwalk by a Rauzy step Rj for some j ∈ {0, 1, . . . , k}.
We indicate the values after the Rauzy step by a superscript R. Put vRi = vi − vj for i =
0, 1, . . . , k with i = j and vRj := vj . Then dRi = di for i = j , and dRj = d0+· · ·+dk = D.
Hence, DR = 2D−dj . PutR = Z(vR1 − vR0 )+· · ·+Z(vRk − vR0 ). Then vR0 , vR1 , . . . , vRk
are all in the same coset of R . We extend the roundwalk w0, w1, . . . , wD = w0 in Zk to
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a roundwalk wR0 , wR1 , . . . , wRDR = wR0 in Zk by inserting for every pair h, i with wh+1 −
wh = vi and i = j either wh + vRi or wh + vRj in between wh and wh+1. Doing so, we
obtain a roundwalk where wR0 , wR1 , . . . , wRDR−1 represent the DR cosets of R and wRi is
in the same coset of R as ivR0 . If wh + vRi is inserted, we say that the insertion is done in
the canonical way, in case wh + vRj is inserted, we speak of the anti-canonical way. The
corresponding coding word wR = wR0 wR1 . . . wRDR−1 of the new roundwalk is deﬁned by
the substitution i → ij for i = j in case of canonical insertion and by i → ji for i = j in
case of anti-canonical insertion.
Note that the only jumps which are not replaced with a pair of jumps when applying Rj
are jumps vj . Hence, these jumping places are places x, where x + vj already belongs to
the roundwalk. After applying anti-canonical insertion throughout, all the jumping places
x in the old roundwalk are followed by x + vj in the new roundwalk, since all images of
letters begin with j. After applying canonical insertion throughout, all the jumping places
x in the old roundwalk are preceded by x − vj in the new roundwalk, since all images of
letters end with j. Thus, if all the substitutions in the coding word are canonical, then the
range of the new roundwalk is the union of the range of the old roundwalk and the range
of the old roundwalk translated by −vj . If all the substitutions are anti-canonical, then the
corresponding property with −vj replaced with vj holds.
Example 2 (Continued). We apply the canonical Rauzy substitutionR1 to the coding word
in Example 2:
wR1 = 1 21 1 21 01 21 1 21 01 1 21 21 1 01 21 1 21 01 21 1 21 01 21.
We obtain vR0 = (2,−3), vR1 = (1, 4), vR2 = (−3,−7), dR0 = 5, dR1 = 23, dR2 =11,
DR = 39. There are d0 + d2 = 16 new points. The new roundwalk is given in
Fig. 2. The new roundwalk is obtained from the old roundwalk in Fig. 1 by replacing jumps
v0 = (3, 1) by two successive jumps vR0 = (2,−3), vR1 = (1, 4) and jumps v2 = (−2,−3)
by two successive jumps vR2 = (−3,−7), vR1 = (1, 4). We indicate the intermediate new
place by a hat. So the new roundwalk is given by
0, 1, 2ˆ, 2, 3, 4ˆ, 4, 5ˆ, 5, 6ˆ, 6, 7, 8ˆ, 8, 9ˆ, 9, 10, 1ˆ1, 11, 1ˆ2, 12, 13, 1ˆ4, 14, . . . , 0ˆ, 0,
where a new place is inserted after a subscript 0 or 2, but not after a subscript 1. Observe that
Fig. 2 can also be obtained fromFig. 1 by translating Fig. 1 over the vector−vR1 = (−1,−4),
replacing the numbers j at new places by jˆ with subscripts 1 and taking the union with
Fig. 1.
3.3. Generalised hexagonal domains
In the rest of the paper, we describe a mixed strategy of Rauzy substitutions leading
to more compact lattice domains which have the shape of a generalised hexagon. Such
domains were introduced by Simpson and Tijdeman [14]. First, we investigate the structure
of the domains themselves. The notation we use here is different from that used in [14], but
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162 102
32 202 142
130 72 12 182
170 112 52 222
40 210 151 91
80 21 191 220
121 61 01 1ˆ81
1ˆ71 1ˆ11 5ˆ1 2ˆ21
4ˆ1 2ˆ11 1ˆ51 9ˆ1
8ˆ1 2ˆ1 1ˆ91
1ˆ21 6ˆ1 0ˆ1
Fig. 2. Canonical Rauzy extension.
the arguments are similar. The proofs are shorter, since we have no case distinction between
0 and 1, 2, . . . , k anymore and since we assume that v0, . . . , vk generate Zk .
Let v0, v1, . . . , vk be deﬁned as in the previous section. Deﬁne the set W by
W = {	0v0 + · · · + 	k vk : 0	i1, 	i ∈ R for i = 0, . . . , k}.
Observe that, because of the unique relation d0v0 + · · · + dk vk = 0 with minimal positive
coefﬁcients, every element a of W has a unique expression of the above type with at least
one coefﬁcient equal to 0 and all other minimal. We call this the minimal representation of
a. We write W int for the interior of W, and, for j = 0, 1, . . . , k,
Wj := {	0v0 + · · · + 	k vk : 0	i < 1 for 0 i < j ; 	j = 0; 0
< 	i1 for j < ik}.
Lemma 3.1. W0,W1, . . . ,Wk are disjoint and W int ⊆ ⋃kj=0 Wj ⊆ W .
Proof. Suppose x ∈ W int. Write
x = 	0v0 + · · · + 	k vk with 0	i1 for i = 0, . . . , k (1)
and at least one 	i equal to 0. Let h be the largest index i with 	i = 0. We claim that x ∈ Wh.
By the deﬁnition of h we have 	j > 0 for j > h. Suppose 	i = 1 for some i < h. Then
we see from 	i = 1, 	h = 0 that representation (1) is unique and that x is a boundary point
of W contradicting the hypothesis that x belongs to the interior of W. Thus, 0	i < 1 for
0 < i < h, whence x ∈ Wh. Obviously, Wi ⊂ W for i = 0, . . . , k.
It remains to show that W0, . . . ,Wk are disjoint. Suppose x ∈ Wh ∩ Wj for some h, j
with 0h < jk. Then
x = 	0v0 + · · · + 	k vk = 	′0v0 + · · · + 	′k vk,
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Fig. 3. The sets V0 (closed circles), V1 (open circles) and V2 (+ signs) formed using v0 = (6, 4), v1 = (−5,−1)
and v2 = (−1,−4). Note that |V0| =
∣∣∣−5−1 −14
∣∣∣ = 19 is the number of closed circles, |V1| = ∣∣∣−1−4 64
∣∣∣ = 20 is
the number of open circles, |V2| =
∣∣∣ 64 −1−4
∣∣∣ = 14 is the number of +signs. In the roundwalk w points in Vi are
followed by a jump vi for i = 0, 1, 2. Performing all jumps yields a bijection which induces an “exchange of the
pieces” V0, V1, V2. Note that the surrounding hexagon is point-symmetric around (v0 + v1 + v2)/2 and has sides
parallel to v0, v1, v2.
with 0	i < 1 for 0 i < h; 	h = 0; 0 < 	i1 for h < ik and 0	′i < 1 for
0 i < j ; 	′j = 0; 0 < 	′i1 for j < ik. Obviously both representations are minimal,
but 	h = 0 and 	′h > 0. This yields a contradiction. 
We set Vi = Wi ∩Zk for i = 0, 1, . . . , k and V =⋃ki=0 Vi . The case k = 2 is illustrated
in Fig. 3.
We deﬁne a function 
 : V → V by 
(v) = v + vh if v ∈ Vh for h ∈ {0, 1, . . . , k}.
Lemma 3.2. 
 : V → V is a bijection.
Proof. Let h ∈ {0, 1, . . . , k}. For v ∈ Vh we have
(v) = 	0v0+· · ·+	k vk with 0	i < 1
for 0 i < h; 	h = 1; 0 < 	i1 for i > h. Rewrite
(v) as 	′0v0+· · ·+	′k vk with 0	′i1
for i = 0, . . . , k and 	′0 minimal. Then there is a largest j with 	′j = 0. Note that if 	′h = 1,
then 	′h = 	h + 1, whence 	′j = 	j and therefore j < h. Thus, 
(v) ∈ Vj and 
(V ) ⊆ V .
Next, we check that
 is injective. Suppose w = 
(u) = 
(v) for some u, v ∈ V, u = v.
Assume u ∈ Vh, v ∈ Vj with 0hjk. Then h = j . Furthermore,
w = 	0v0 + · · · + 	k vk = 	′0v0 + · · · + 	′k vk,
with 0	i < 1 for 0 i < h; 	h = 1; 0 < 	i1 for h < ik and 0	′i < 1 for
0 i < j ; 	′j = 1; 0 < 	′i1 for j < ik. By 	h = 1, 	′h < 1 we have 	0 > 	′0. From
	j 1, 	′j = 1 we obtain 	0	′0. This contradiction shows that 
 is injective.
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Since V is ﬁnite and 
 is injective, 
 is also surjective. 
We call u and v 
-adjacent if u = 
(v) or v = 
(u).
Lemma 3.3. If u, v ∈ V and v = u + vj for some j with 0jk, then u and v are

-adjacent.
Proof. Write u as 	0v0 + · · · + 	k vk with 0	i1 for i = 0, . . . , k and minimal coefﬁ-
cients. Since
v = 	0v0 + · · · + 	j−1vj−1 + (	j + 1)vj + 	j+1vj+1 + · · · + 	k vk ∈ V ⊂ W,
we have 	j = 0. It follows from u ∈ V that 	i < 1 for i < j and from v ∈ V that 	i > 0
for i > j . Thus, u ∈ Vj and v = 
(u). 
The next result shows that the elements of V form a cycle under iteration of 
 of length
D = d0 + · · · + dk . Since in case k = 2 the roundwalk ﬁlls a hexagon, we call this the
generalised hexagonal roundwalk through V.
Proposition 3.4. (i) If u, v ∈ V , then v = 
m(u) for some m with 0m < D.
(ii) If 0 ∈ V , then every v ∈ V can be represented by
v = a0v0 + a1v1 + · · · + ak vk with ai ∈ Z, 0aidi for i = 0, . . . , k.
Proof. By Lemma 3.2 and the ﬁniteness of V, for every v ∈ V there exists a minimal
positive integer n such that 
n(v) = v. Hence, by the deﬁnition of 
,
v = 
n(v) = v + b0v0 + b1v1 + · · · + bk vk,
with b0, . . . , bk ∈ Z0 and b0 + b1 + · · · + bk = n. Since the vectors v0, v1, . . . , vk with
any one among them omitted are linearly independent over Z, we have b0, . . . , bk > 0.
From b0v0 + · · ·+ bk vk = 0 we obtain that (b0, . . . , bk) = t (d0, . . . , dk) for some positive
integer t. On the other hand, |V | = D whence b0 + · · · + bkD. Thus, t = 1 and
bi = di for i = 0, . . . , k. This implies (ii). It follows that V = {v,
(v), . . . ,
D−1(v)} and

(D)(v) = v. This implies (i). 
3.4. Rauzy extensions of hexagonal domains
We investigate the hexagonal roundwalks when applying a suitable Rauzy substitution.
Note that the domainW is point-symmetric around the centre point vc := 12
∑k
h=0 vh, which
we assume to be inZk .WeputB = W−vc, Bi = Wi−vc, Ai = Bi∩Zk for i = 0, . . . , k and
A =⋃ki=0 Ai . Obviously, all the results derived in Section 3.3 for V, V0, . . . , Vk have their
analogues for A,A0, . . . , Ak . In particular, 
 : A → A given by 
(a) = a + vh whenever
a ∈ Ah, is a bijection on A such that A = {0,
(0), . . . ,
D−1(0)} and 
D(0) = 0.
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Fig. 4. Situation after canonical substitution R = R2 is applied to the situation in Fig. 3. The sets VR0 (closed
circles),VR1 (open circles) andVR2 (+ signs) are formedusing vR0 := v0−v2 = (7, 8), vR1 := v1−v2 = (−4, 3) and
vR2 := v2 = (−1,−4). Note that |VR0 | =
∣∣∣−43 −14
∣∣∣ = 19 is the number of closed circles, |VR1 | =
∣∣∣−1−4 78
∣∣∣ = 20
is the number of open circles, |VR2 | =
∣∣∣ 78 −43
∣∣∣ = 19+20+14 = 53 is the number of +signs. Performing all jumps
in the roundwalk wR yields a bijection of the points which induces an “exchange of the pieces” VR0 , V R1 , V R2 .
Note that the surrounding hexagon is still point-symmetric, but that no longer it has sides parallel to vR0 , vR1 , vR2 .
Anti-canonical substitutions lead to the same ﬁgure, but translated by vR2 .
From now on k = 2. Let j ∈ {0, 1, 2}. We apply a Rauzy step R = Rj to {v0, v1, v2}
(compare Figs. 4 and 5). Put again vRi = vi − vj for i = 0, 1, 2 with i = j and
vRj = vj . Set vRc = 12
∑2
h=0 vRh . Following Section 3.3 with vRi instead of vi we ob-
tain that  : AR → AR given by (a) = a + vRh for a ∈ ARh is a bijection on AR
such that AR = {0,(0), . . . ,DR−1(0)} and DR(0) = 0. We show that the roundwalk
0,(0), . . . ,DR(0) through AR is an extension of the roundwalk 0,
(0), . . . ,
D(0)
through A such that between any two places 
(i)(0),
(i+1)(0) of the roundwalk through A
at most one new place in the roundwalk through AR is inserted.
Proposition 3.5. Let k = 2. Suppose AR arises from A by a Rauzy step R = Rj . Then
(i) A ⊂ AR .
(ii) If b ∈ AR \ A, then −1(b) ∈ A and (b) ∈ A.
(iii) If a ∈ Ai with minimal representation 	0v0 + 	1v1 + 	2v2 − vc, then (a) = a + vRj
whenever 	0 + 	1 + 	21 and (a) = a + vRi whenever 	0 + 	1 + 	2 > 1.
(iv) Let a ∈ Ai . If i = j , then (a) = 
(a). If i = j , then 2(a) = a + vRi + vRj = 
(a).
Proof. (i) Let a ∈ A. Then a ∈ Aj for some j ∈ {0, 1, 2}. Hence, a ∈ Z2 and a =
	0v0 + 	1v1 + 	2v2 − vc with 0	i < 1 for 0 i < j ; 	j = 0; 0 < 	i1 for j < i2.
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Fig. 5. Situation after hexagonal substitution R = R2 is applied to the situation in Fig. 3. The sets VR0 (closed
circles), VR1 (open circles) and VR2 (+ signs) have the properties as described below Fig. 4. Performing all jumps
in the roundwalk wR yields a bijection of the points which induces an “exchange of the pieces” VR0 , V R1 , V R2 .
Note that the surrounding hexagon is point-symmetric, and that it has sides parallel to vR0 , vR1 , vR2 .
It follows that
a = 	0vR0 + · · · + 	j−1vRj−1 + (	0 + 	1 + 	2)vRj + 	j+1vRj+1 + · · · + 	2vR2 − vc
= 	0vR0 + · · · + 	j−1vRj−1 + (	0 + 	1 + 	2 − 1)vRj
+	j+1vRj+1 + · · · + 	2vR2 − vRc .
Let 	′0v0 + · · · + 	′2v2 − vc be the minimal representation of a. Then 	i − 	′i = udi for
i = j and (	0 + 	1 + 	2 − 1) − 	′j = u(d0 + d1 + d2) = uD for some real number u.
Note that 0	0 + 	1 + 	22. If 	0 + 	1 + 	2 < 1, then 	′j = 0, u = (	0 + 	1 + 	2 − 1)×
D−1 < 0 and, by di < D,
	′i = 	i − udi = 	i +
(1 − 	0 − 	1 − 	2)di
D
	i + (1 − 	i ) di
D
1,
and even < 1 if 	i = 1. If 	0 + 	1 + 	21, then u0 and 0	′i1 for i = 1, with 	′i = 1
if and only if u = 0 and 	i = 1. Furthermore, 0	′j 1 with 	′j = 1 if and only if u = 0
and 	0 +	1 +	2 = 2. Note that 	0 +	1 +	2 = 2 implies u > 0 hence 	′i < 1. We conclude
that 	′i = 1 if and only if 	i = 1 and u0. If 	i = 1 and u0, then i > j and 	h > 0
for j < h2. Let g be the maximal index with 	′g = 0. Then 	′i = 1 implies gj < i,
whence a ∈ ARg . Thus, a ∈ AR .
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(ii) Let b ∈ AR \ A. Choose j ∈ {0, 1, 2} such that b ∈ ARj . Write b = 	0vR0 + 	1vR1 +
	2vR2 − vRc with 0	i < 1 for 0 i < j ; 	j = 0; 0 < 	i1 for j < i2. Hence,
b = 	0v0 + · · · + 	j−1vj−1 + (1 − (	0 + 	1 + 	2))vj + 	j+1vj+1
+ · · · + 	2v2 − vc.
If 0	0 + 	1 + 	21, then b ∈ A which is excluded. Therefore, 	0 + 	1 + 	2 > 1. It
follows from 02− (	0 + 	1 + 	2) < 1 that b+ vRj = b+ vj ∈ Ai for some i ∈ {0, 1, 2}.
Since Ai ⊂ A ⊆ AR , it follows that b+ vRj = (b) and therefore (b) ∈ A. We know that
−1(b) ∈ AR . If −1(b) ∈ AR \ A, then b = (−1(b)) ∈ A. This contradiction shows
that −1(b) ∈ A.
(iii) Let a ∈ Ai . If i = j , then a ∈ Aj whence a + vj ∈ Aj . In this case, the assertion is
obvious. Let a ∈ Ai for some i ∈ {0, 1, 2} with i = j . Then the minimal representation of
a reads 	0v0 + 	1v1 + 	2v2 − vc with 	i = 0 and 0	h < 1 for 0h < i; 0 < 	h1 for
i < h2. Hence,
a = 	0vR0 + · · · + 	j−1vRj−1 + (	0 + 	1 + 	2 − 1)vRj
+	j+1vRj+1 + · · · + 	2vR2 − vRc .
If 	0 + 	1 + 	21 then a + vj ∈ AR and therefore (a) = a + vj . If 	0 + 	1 + 	2 > 1
then a ∈ ARi whence (a) = a + vRi .
(iv) If i = j , then vRi = vi and therefore (a) = 
(a). If i = j , then (a) = a + vRi
or (a) = a + vRj by (iii). Recall that vi = vRi + vRj and, by (i), a + vi ∈ AR . Hence,
a + vRi + vRj ∈ AR . Since every coset in R has only one representative in AR , we have
2(a) = a + vi = 
(a). 
Corollary. When applying a Rauzy step Rj to a hexagonal roundwalk through A, the
extended roundwalk is the hexagonal roundwalk through AR . In the extended roundwalk
a ∈ Ai is followed by a + vi if i = j and by either a + vRi or a + vRj and subsequently by
a + vRi + vRj if i = j . Whether the successor of a is a + vRi or a + vRj is determined by
Proposition 3.5(iii). It follows that in order to obtain the coding sequence of the extended
roundwalk every letter i in the original coding sequence should be replaced by ji if 	0 +
	1 + 	21 and by ij otherwise.
4. Limit words
In this section, we study the limit words  : V → {0, 1, . . . , k} which arise by applying
an inﬁnite number of Rauzy extensions. The limit words are restrictions to V of functions
 deﬁned on Zk . We characterise  in terms of 0, 1, . . . , k and give a necessary and
sufﬁcient condition for 0, 1, . . . , k to be linearly independent over Z. It is an open
question under which conditions V = Zk , but some insight is gained by our results.
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4.1. Characterisation of limit words
We show that a characterisation of limit words given in [3] in case of Rauzy substitutions
holds under much more general conditions than provided in the Corollary to Theorem 3 of
[3]. We use the notation introduced above, some with superscripts (n) with n a nonnegative
number. Let v(0)0 = e1, v(0)j = ej+1 − ej for j = 1, . . . , k − 1 and v(0)k = −ek , where
e1, . . . , ek are the unit vectors. Then v(0)0 + · · · + v(0)k = 0 and d(0)0 = d(0)1 = · · · = d(0)k =
1,D(0) = k+1. We start with the roundwalkw(0) = w(0)0 , w(0)1 , . . . , w(0)k+1 = w(0)0 given by0, e1, e2, . . . , ek, 0. Note that by deﬁnition wi+1 − wi ∈ {v0, . . . , vk} for i = 0, . . . , k. Let
(hn)
∞
n=1 be a sequence with elements from {0, . . . , k}. For any positive integer n let M(n)
be the corresponding product of Rauzy matrices h1h2 . . . hn . Furthermore, depending
on the way of insertion, by applying successively Rauzy steps Rh1 , Rh2 , . . . , Rhn to the
roundwalk w(0) we obtain a roundwalk w(n) = w(n)0 , w(n)1 , . . . , w(n)D(n) starting from and
ending at 0. By construction, we have w(0) ⊂ w(1) ⊂ w(2) . . . . Put w = ⋃∞n=1 w(n). The
vectors e1, . . . , ek occur in every roundwalk w(n). We shall express the index j for which
w(n)j = ei in terms of r(n)0 , . . . , r(n)k . Put s(n)j = r(n)0 + · · · + r(n)j−1 for j = 0, 1, . . . , k + 1.
Hence, s(n)0 = 0, s(n)k+1 = D(n). By induction the reader can check that
s
(n)
j (0) = w
s
(n)
j
= ej
for j = 1, . . . , k.
We introduce the colouring number (n) : w(n) → {0, 1, . . . , k} by (n)(v) = j if v =

s(0)with s(n)j s < s(n)j+1. In particular, (n)(0) = 0 and (n)(ej ) = j for j = 1, . . . , k and
all n. In fact, ej is the ﬁrst place in the roundwalk w(n) with (n)-value j. By the extension
rules (n)(v) = (n+1)(v) for every n for which v ∈ w(n). Thus, (v) := limn→∞ (n)(v)
is deﬁned for every v ∈ w. In this way, we obtain a function  : w → {0, 1, . . . , k}. The
following theorem shows that  is the restriction to w of a homogeneous linear mapping
modulo 1 deﬁned on Zk . Again {y} denotes the fractional part of y.
Theorem 4.1. Suppose (hn)∞n=1 is not ultimately constant. Let x = (x1, . . . , xk) ∈ w. Put
j = limn→∞ s(n)j /D(n) for j = 1, . . . , k and n = 1, 2, . . . . Then, for j = 0, 1, . . . , k,
(x) = j ⇐⇒ {x11 + · · · + xkk} ∈ [j−1, j ).
The proof of Theorem 4.1 depends on the following result the proof of which resembles
the proof of Theorem 2.3.
Proposition 4.2. If (hn)∞n=1 is not ultimately constant and for some n the representative of
the (n)-coset of x ∈ Zk occurs before the representative of the (n)-coset of y ∈ Zk in the
sequence w(n)0 , w(n)1 , . . . , w(n)D(n)−1 obtained by removing the jump from w
(n)
D(n)−1 to w
(n)
D(n)
from w(n), then
{x11 + · · · + xkk} < {y11 + · · · + ykk}.
Proof. Let x, y ∈ Zk . Let tn and un be integers with 0 tnD(n) and 0unD(n)
such that x ∈ Zk is in the same coset of (n) as wtn and y ∈ Zk is in the same coset
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of (n) as wun , where w(n) = w(n)0 w(n)1 . . . w(n)D(n) . Suppose that T is a positive integer
with tT <uT . Put M
(n)=hT+1hT+2 . . . hn for nT . Choose N > T so large that the
sequence hT+1, hT+2, . . . , hN is nonconstant. Put B(n)i,j =
∑k
h=0,h=j M
(n)
i,h and B(n)j =
(B
(n)
0,j , B
(n)
1,j , . . . , B
(n)
k,j ) for i, j = 0, 1, . . . , k. Then each of B(n)0 , B(n)1 , . . . , B(n)k has posi-
tive entries for nN . If hn = j , then B(n)h = B(n−1)h + B(n−1)j for h = j and B(n)j = B(n−1)j
for h, j = 0, 1, . . . , k and all n. Let B(n)j =
∑k
i=0 B
(n)
i,j for j = 0, 1, . . . , k. Put (n)i =
minj B(n)i,j /B
(n)
j and 
(n)
i = maxj B(n)i,j /B(n)j . Hence, 0 < (n)i B(n)i,j /B(n)j 
(n)
i < 1 for
i = 0, 1, . . . , k and nN . Since B(n)i,j /B(n)j = B(n−1)i,j /B(n−1)j if hn = j and B(n)i,j /B(n)j =
(B
(n−1)
i,j +B(n−1)i,hn )/(B
(n−1)
j +B(n−1)hn ) if hn = j , we have 
(n−1)
i  
(n)
i  
(n)
i  
(n−1)
i for
n > N . By induction, we obtain 0 < (N)i B
(n)
i,j /B
(n)
j 
(N)
i < 1 for i, j ∈ {0, 1, . . . , k}
and nN . Let v(T )i be a jump which is made to reach y = w(T )uT starting from x = w(T )tT fol-
lowing the roundwalk w(T ). For example, take w(T )tT +1 − w
(T )
tT
. Then we obtain by induction
on n that (un− tn)−(un−1− tn−1)B(n−1)i,hn for n > T . Furthermore,M(n) = M(T )M
(n) for
nT . Hence, D(n)D(T )D(n), where D(n) is the sum of all the entries of M(n). We have
D
(n) − D(n−1) = B(n−1)hn . Since 0 < 
(N)
i B
(n)
i,j /B
(n)
j  
(N)
i < 1 for nN , we obtain
un − tn
D(n)
 1
D(T )
un − tn
D
(n)
 1
D(T )
(un−1 − tn−1) + B(n−1)i,hn
D
(n−1) + B(n−1)hn
for n > N . Therefore,
lim inf
n→∞
un − tn
D(n)
 1
D(T )
lim inf
n→∞
B
(n−1)
i,hn
B
(n−1)
hn
 1
D(T )
(N)i > 0.
Thus, by Theorem 2.1,
lim
n→∞
un
D(n)
− lim
n→∞
tn
D(n)
> 0.
By applying the above argument with un = D(n) for all n, we see that limn→∞ tn/D(n) < 1
if x /∈ (T ) for some T. Since limn→∞ tn/D(n) = 0 if x ∈ (n) for all n, we may assume
that limn→∞ un/D(n) < 1 for all y ∈ Zk .
The number tn is in fact the number g(n)(x) deﬁned in [3, Section 4.1] as the number
g ∈ {0, 1, . . . , D(n)−1} such that x and gv(n)0 are in the same coset of(n). By the linearity
of g(n) we have
tn = g(n)(x) =
k∑
j=1
xjg
(n)(ej ) =
k∑
j=1
xj s
(n)
j (modD
(n)).
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Similarly, un = g(n)(y) = ∑kj=1 yj s(n)j (modD(n)). Hence,
lim
n→∞
un
D(n)
− lim
n→∞
tn
D(n)
= lim
n→∞
{
k∑
j=1
yj
s
(n)
j
D(n)
}
− lim
n→∞
{
k∑
j=1
yj
s
(n)
j
D(n)
}
= {y11 + · · · + ykk} − {x11 + · · · + xkk}.
We conclude that {y11 + · · · + ykk} − {x11 + · · · + xkk} > 0. 
Proof of Theorem 4.1. By Theorem 2.1 the numbers i , hence the numbers i , are well
deﬁned for i = 0, 1, . . . , k. Furthermore, (0) = 0 and (ej ) = j for j = 1, . . . , k. By
Proposition 1 of [3] we have
(n)(x) = i ⇐⇒ s
(n)
i
D(n)

{∑k
h=1 xhs
(n)
h
D(n)
}
<
s
(n)
i+1
D(n)
(i = 0, 1, . . . , k).
Let x ∈ w(T ) and (T )(x) = i. We have (n)(x) = (T )(x) for every nT . Hence, for every
nT ,
s
(n)
i
D(n)

{∑k
h=1 xhs
(n)
h
D(n)
}
<
s
(n)
i+1
D(n)
.
Thus, by letting n → ∞,
i{x11 + · · · + xkk}i+1.
Suppose {x11+ · · ·+xkk}=i+1.Weknow that there exists anN such that {∑kh=1 xh(s(n)h /
D(n))} < s(n)i+1/D(n) for nN . Hence, x and ei+1 are in different cosets of (N), and
the coset of x occurs before the coset of ei+1 in w(N). By Proposition 4.2 we have
{x11 + · · · + xkk} < i+1. 
4.2. Linear independence of the densities
We prove Theorem 2.4 which states that the relative frequencies of the letters of a Rauzy
word are linearly independent over Z if and only if each Rauzy substitution Rj occurs
inﬁnitely often.
Suppose x, y belong to the same coset of (n) for every n. Then x − y ∈ (n) for all n.
The following result provides a criterion for this phenomenon to happen.
Proposition 4.3. There exists a c ∈ Zk, c = 0 such that c ∈ (n) for n = 1, 2, . . . if and
only if at most k − 1 values from {0, 1, . . . , k} occur inﬁnitely often in (hn)∞n=1.
Proof. Suppose c ∈ (n) for all n and that at least k values from {0, 1, . . . , k} occur inﬁnitely
often in (hn)∞n=1. Without loss of generality, we may assume that the terms 1, 2, . . . , k occur
inﬁnitely often in (hn)∞n=1, and even, by the box principle, that there exist inﬁnitely many
intervals (ni, pi] (i = 1, 2, . . .) such that hni+1 = 1, the next hn with a different value is
2, the next hn with a value different from 1 and 2 is 3, . . ., the last new value is k and 0 does
not occur as a term in this ﬁnite sequence.
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Suppose c ∈ (n) for n = 1, 2, . . . . Write c = ∑kj=1 cj ej . Then, as in the previous
section,
g(n)(c) =
k∑
j=1
cj s
(n)
j (modD
(n)).
Since c and 0 are assumed to be in the same coset of (n), we obtain
0 ≡
k∑
j=1
cj
s
(n)
j
D(n)
≡
k∑
j=1
cj
j−1∑
i=0
r
(n)
i
D(n)
(mod 1) for n = 1, 2, . . . .
By Theorem 2.1 this implies q :=∑kj=1 cj ∑j−1i=0 i ∈ Z. Then there exists an N such that,
for nN ,
k∑
j=1
cj
s
(n)
j
D(n)
=
k∑
j=1
cj
j−1∑
i=0
r
(n)
i
D(n)
= q.
Hence, for nN ,
k∑
j=1
cj
(
s
(n+1)
j
D(n+1)
− s
(n)
j
D(n)
)
= 0.
This implies that for nN the vector (s(n+1)1 /D(n+1) − s(n)1 /D(n), . . . , s(n+1)k /D(n+1) −
s
(n)
k /D
(n)) is in the hyperplane
∑k
j=1 cj xj = 0 in the real (x1, . . . , xk)-space. We claim,
however, that the vectors (s(n+1)1 /D(n+1)−s(n)1 /D(n), . . . , s(n+1)k /D(n+1)−s(n)k /D(n)) gen-
erate a subspace of dimension k, i.e.Rk itself. This contradiction will prove the proposition.
Without loss of generality, we may assume that the above found integer N is a term of
the sequence (ni)∞i=1. Let (N, P ) = (ni, pi) for some i. Consider the integer matrices M(n)
introduced in Section 2.1. Since det(M(0)) = 1, we ﬁnd by induction on n that det(M(n)) =
1 for all n. Denote by f0, f1, . . . , fk the column vectors of M(N). Put F =∑kj=0 fj . Then
F, f1, . . . , fk are linearly independent over R. Let Fi = ( fi, E) be the sum of the entries
of fi for i = 0, 1, . . . , k. Then D(N) =∑ki=0 Fi . Write
r(n) = t (n) F − t (n)1 f1 . . . − t (n)k fk for n = N,N + 1, . . . .
Hence, t (N) = 1, t (N)i = 0 for i = 1, . . . , k. Recall that for every n > 0 there exists an m
such that r(n+1) = 2r(n) − r(m), where m is the largest integer < n with hm+1 = hn+1. By
construction fi = r(m), where m is the largest integer < n such that hm+1 = i. Hence, we
ﬁnd by induction on n for n > N that t (n)j = 0 if j is not among the terms hN+1, . . . , hn.
However, if n > N is the smallest integer such that hn+1 = j , then t (n+1)j = 1.
Write s(n)=(s(n)1 , . . . , s(n)k ). We want to show that the rank of the vectors (s(n+1)/D(n+1)
− s(n)/D(n))P−1n=N equals k. Since s(n)j+1 − s(n)j = r(n)j for j = 0, 1, . . . , k and n = 1, 2, . . . ,
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it is equivalent to show that the vectors(
r
(n+1)
0
D(n+1)
− r
(n)
0
D(n)
, . . . ,
r
(n+1)
k−1
D(n+1)
− r
(n)
k−1
D(n)
)
(n = N, . . . , P − 1)
generateRk . Since
∑k
j=0 r
(n)
j = D(n),we can showaswell that the vectors (r(n+1)/D(n+1)−
r(n)/D(n)) for n = N, . . . , P −1 generate the subspace of dimension k consisting of vectors
x ∈ Rk+1 with (x, E) = 0. It therefore sufﬁces to show that the vectors r(n)/D(n) (n =
N, . . . , P ) generate Rk+1. Of course, we can omit the constant D(n) in this statement.
We prove by induction that the vectors r(n) (n = N, . . . , P ) generate Rk+1. For
n = N , we have r(N) = F . By our assumption we have hN+1 = 1, hence r(N+1) =
2r(N) − f1 = 2 F − f1. Since F and f1 are R-linearly independent, r(N) and r(N+1) gener-
ate a subspace of dimension 2. Let i ∈ {1, 2, . . . , k} and let ni be the smallest integer N
such that hni+1 = i. Then we state as induction hypothesis that r(N), r(N+1), . . . , r(ni+1)
generate the (i + 1)-dimensional subspace R F + R f1 + · · · + R fi . This is true for
i = 1. Suppose it is true for i with i < k. Since rn+1 = 2r(n) − r(m) for nin <
ni+1, where r(m) ∈ {r(N), r(N+1), . . . , r(n−1)}, we deduce from the induction hypothe-
sis that r(N), r(N+1), . . . , r(n+1) generate the (i + 1)-dimensional subspace R F + R f1 +
· · · + R fi . However, r(ni+1+1) = 2r(ni+1) − fi+1 is not contained in this subspace, since
F, f0, f1, . . . , fi, fi+1 are linearly independent over R. Thus, r(N), r(N+1), . . . , r(ni+1+1)
generate the (i + 2)-dimensional subspace R F + R f1 + · · · + R fi+1 and the induction
step is made. We conclude that the vectors r(n) (n = N, . . . , P ) generate Rk+1. Thus, the
vectors (s(n+1)/D(n+1) − s(n)/D(n))∞n=N generate Rk and
k∑
j=1
cj
(
s
(n+1)
j
D(n+1)
− s
(n)
j
D(n)
)
= 0 (nN)
implies that c1 = · · · = ck = 0. Apparently, the assumption that k terms from {0, 1, . . . , k}
occur inﬁnitely often in (hn)∞n=1 is wrong.
Suppose at most k − 1 elements from {0, 1, . . . , k} occur inﬁnitely often in the sequence
(hn)
∞
n=1. It is no restriction to suppose that 0 and 1 do not occur in the tail (hn)∞n=N .
Then v(n)1 − v(n)0 = v(N)1 − v(N)0 ∈(N) for nN . Since t x ∈ (n) if D(n)|t , we have
D(1)D(2) . . . D(N)(v(N)1 − v(N)0 ) ∈ (n) for n = 1, 2, . . . . 
Proof of Theorem 2.4. Suppose at most k−1 elements from {0, 1, . . . , k} occur inﬁnitely
often in the sequence (hn)∞n=1. Then, byProposition 4.3, there exists a c = (c1, . . . , ck) ∈ Zk
such that c ∈ (n) for n = 1, 2, . . . . Hence, by Proposition 4.2,∑kj=1 cjj = q for some
c ∈ Z. Then 1, 1, . . . , k and, by 0 + 1 + · · · + k = 1, also 0, 1, . . . , k are linearly
dependent over Z.
Suppose the densities 0, 1, . . . , k are linearly independent over Z. Then 1, 1, . . . , k
are linearly independent over Z and there exist nontrivial integers c1, . . . , ck, c such that∑k
j=1 cjj = c. It follows from Proposition 4.2 that either (hn)∞n=1 is ultimately constant
or the representative of (c1, . . . , ck) is in the same coset of(n) as 0 for n = 1, 2, . . . . In the
former case, only one element from {0, 1, . . . , k} occurs inﬁnitely often in (hn)∞n=1. In the
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latter case, it follows from Proposition 4.3 that at most k − 1 elements from {0, 1, . . . , k}
occur inﬁnitely often in (hn)∞n=1. 
Remarks. If (w(n))∞n=1 is space-ﬁlling, that is for every x ∈ Zk there exists an n such
that x occurs in w(n), hence V = Zk , then by Proposition 4.3 at least k values from
{0, 1, . . . , k} occur inﬁnitely often. Hence, by Theorem 2.4, the numbers 0, 1, . . . , k are
linearly independent over Z. By Theorem 4.1, the limit word depends only on 1, . . . , k
and is independent of the way of insertion. We wonder which insertions lead to space-ﬁlling
roundwalks.
It is possible to apply the techniques from this paper to other substitutions than Rauzy
substitutions. Berthé and the author plan to publish such results in another paper.
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