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En esta publicacio´n se propone un me´todo formal para el chequeo de co-
rreccio´n de arquitecturas de referencia basadas en componentes de software.
Estos modelos son especiﬁcados por medio del ca´lculo− ρarq. Se hace uso
de dos herramientas formales; la primera, el concepto de Sistema de Tran-
sicio´n Rotulado ( STR, en adelante) ampliado con el concepto de transicio´n
condicionada para variables lo´gicas cuya resolucio´n podr´ıa obtenerse desde
un repositorio global de restricciones. La segunda, la teor´ıa de equivalencia
de observacio´n propuesta por Robin Milner y sus colaboradores en la Uni-
versidad de Cambridge.
Palabras claves: arquitectura de referencia, modelo de referencia,
ca´lculo− ρarq , me´todo formal, componentes de software, Sistema de Tran-
sicio´n Rotulado, chequeo de correccio´n, equivalencia de observacio´n.
Abstract
In this paper we describe a correctness checking formal method of ref-
erence architectures against reference models in a component-based soft-
ware development perspective. These models are speciﬁed by means of
ρarq− calculus. We use two formal tools; the ﬁrst, the concept of Labelled
Transition System (LTS) enhanced with the conditional-transition concept
for logical variables whose resolution may be obtained from a global store
of constraints. The second, the observation equivalence theory proposed
by Robin Milner and his collaborators in Cambridge University.
Keywords: Reference architecture, reference model, ρarq −Calculus, for-
mal method, software components, labelled transition systems, correctness
checking, observation equivalence
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Un modelo de referencia es una descripcio´n de las posibles
relaciones entre componentes de software para satisfacer los
requerimientos de un dominio de problema espec´ıﬁco. Una
arquitectura de referencia es un subconjunto de servicios
del modelo de referencia; dichos servicios pueden ser pro-
vistos por componentes de software conectados entre s´ı y
que han sido seleccionados para cumplir requerimientos es-
pec´ıﬁcos del sistema; una arquitectura de software es una
ejempliﬁcacio´n tecnolo´gica concreta de una arquitectura de
referencia [Len Bass and Kazman, 1998]. Es importante con-
tar con te´cnicas que permitan veriﬁcar que una arquitectura
de referencia es correcta frente a un modelo de referencia;
en otras palabras, la ejempliﬁcacio´n obtenida debe ser al-
tamente conforme con la abstraccio´n de la cual se obtuvo
.
Trabajos recientes en me´todos formales para la especiﬁ-
cacio´n y veriﬁcacio´n de ciertas propiedades en arquitecturas
de software son variados; Kaveh y Emmerich [Nima Kaveh
and Wolfgang Emmerich, 2003] proponen veriﬁcacio´n de co-
rreccio´n y ana´lisis de propiedades usando artefactos UML
estereotipados como ma´quinas de estado. Claus Pahl de-
sarrolla un ca´lculo de composicio´n y sustitucio´n de compo-
nentes, basado en el ca´lculo-π [Milner, 1999] con ligeras ex-
tensiones, para establecer un sistema de tipos de puerto y de
canal que permiten determinar si hay posibles acoplamientos
y sustitucio´n de unos componentes por otros [Pahl, 2001].
Inverardi y Tivoli [Inverardi and Tivoli, 2003] proponen dos
formas bisimilares de componer un sistema y luego anali-
zan abrazos mortales y recuperacio´n ante fallas junto con
pol´ıticas de coordinacio´n entre componentes ( Orquestacio´n)
usando lo´gica lineal temporal. Bertolino, Inverardi y Muc-
cini [Antonia Bertolino and Muccini, 2003] han propuesto un
enfoque para derivar pruebas de conformidad en arquitec-
turas de software usando STRs y procesos de estado ﬁnito.
Kramer, Magee y Uchitel [Jeﬀ Kramer and Uchitel, 2003]
[Jeﬀ Magee / and Kramer, 1995] presentan un enfoque para
el disen˜o y ana´lisis de sistemas complejos a nivel arquitec-
tural usando una herramienta de ana´lisis de STR. Garlan
y sus colaboradores [David Garlan / and Wile, 1997] for-
malizan un lenguaje para intercambio entre descripciones
arquitecturales denominado Acme. Lamsweerde aporta un
me´todo para mapear requerimientos a especiﬁcaciones arqui-
tecturales de software [van Lamsweerde, 2003]. Otros tra-
bajos se concentran en me´todos formales aplicados al ana´li-
sis de dependencia en arquitecturas de software ( [Judith A.
Staﬀord and Caporuscio, 2003] , [Issarny and Zarras, 2003])
y evaluacio´n de desempen˜o a nivel arquitectural [Simonneta
Balsamo and Simeoni, 2003].
Un to´pico de investigacio´n activo en la ingenier´ıa de softwa-
re es el chequeo de correccio´n a nivel arquitectural [Simon-
neta Balsamo and Simeoni, 2003, Nima Kaveh and Wolf-
gang Emmerich, 2003, Antonia Bertolino and Muccini, 2003,
Inverardi and Tivoli, 2003]. La veriﬁcacio´n de correccio´n de
una arquitectura de software frente a un modelo de referen-
cia es un reto que hoy se enfrenta en el a´rea de conocimiento
de arquitecturas de software y es el asunto principal de este
escrito. Inicialmente, se hace una revisio´n sucinta a la sin-
taxis y la sema´ntica operacional del ca´lculoρarq [Henry Diosa
; Juan F. Dı´az and Mauricio Gaona, 2005]; se presentan es-
tas secciones so´lo para aquellos lectores que no conocen este
formalismo. Luego se hace el empalme de este ca´lculo con
los sistemas de transicio´n rotulados y se propone la manera
de aplicar los conceptos de congruencia estructural, bisimi-
laridad y la teor´ıa de equivalencia de observacio´n propuesta
por Milner [Milner, 1999] [Sangiorgi and Walker, 2003] en el
nivel de abstraccio´n arquitectural. Finalmente, se precisa el
enfoque propuesto para veriﬁcar correccio´n y se referencia lo
efectuado para corroborar resultados de esta investigacio´n.
2. FUNDAMENTOS TEÓRICOS
El Ca´lculo−ρarq [Henry Diosa ; Juan F. Dı´az and Mauri-
cio Gaona, 2005] es un formalismo para especiﬁcar arquitec-
turas de software basadas en componentes, permite modelar
aspectos estructurales y dina´micos con la posibilidad de con-
trolar la ejecucio´n arquitectural por medio de guardas que
reducen a valores booleanos.
2.1 Sintaxis
Se presentan a continuacio´n las entidades sinta´cticas del
ca´lculo− ρarq desde la perspectiva del modelamiento arqui-
tectural de software; tales entidades esta´n compendiadas en
la Tabla 1.
• La expresio´n (Null) se equipara a un componente
nulo que no ejecuta accio´n alguna.
• La Composicio´n expresa ejecucio´n concurrente de E
y F . Esta expresio´n sera´ un instrumento poderoso
para modelar componentes que se ejecutan concurren-
temente en una arquitectura.
• La expresio´n E(int) permite representar la parte in-
terna o encapsulada de un componente. Esta entidad
sinta´ctica permite separar la parte pu´blica o externa (
Que permite alambrarlo con otros componentes para
lograr determinadas conﬁguraciones arquitecturales) y
la parte interna, que puede estar implementada en el
marco de un paradigma diferente y que solamente in-
teresa desde la perspectiva de ejecucio´n exitosa o no de
dicho cuerpo interno que puede ser activado por la ob-
tencio´n de valores de entrada a trave´s de las interfaces
pu´blicas de requerimiento de servicios.
• El Combinador de seleccio´n condicionada4 es
una generalizacio´n u´til del condicional y tiene la forma:
if (C1) · · · (Cn) else G
donde Ck ::= ∃x(φk then Ek) con k = 1 . . . n. Las
cla´usulas (C1) · · · (Cn) pueden pensarse como com-
putaciones en competencia, si la guarda de una cla´usula
es satisfecha se libera el cuerpo de la misma; si ocurre
lo contrario, e´sta es descartada. Si ninguna cla´usula
puede ser satisfecha se activa el argumento G del else,
esto u´ltimo es un camino para el manejo de fallas.
Cuando existe una so´la cla´usula no cuantiﬁcada, se
tiene el condicional convencional if φ then E else G fi;
por esta razo´n, no es necesario contarlo como entidad
sinta´ctica aparte.
4Esta representacio´n de ejecucio´n alternativa de compo-
nentes en el ca´lculo − ρarq es una derivacio´n de lo que se
denomino´ Combinador de Disyuncio´n Condicionada
o Vigilada propuesta en las primeras versiones extendidas
del ca´lculo− γ [Smolka, 1994a] [Smolka, 1994b].
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x, y, z variables
a, b, c nombres
u, v, w ::= x|a referencias
EXPRESIONES
E,F,G ::=  Null
| E ∧ F Composicio´n
| E(int) Parte interna o encapsulada del componente E
| if(C1 · · ·Cn) else G Combinador de seleccio´n condicionada
| x :: y/E Abstraccio´n
| xy/E Aplicacio´n
| τ/E Reaccio´n interna
| ∃wE Declaracio´n
| x : y/E Replicacio´n de abstraccio´n
| E Ejecucio´n exitosa del componente E
| E⊥ Ejecucio´n no exitosa del componente E
| OSO(E) do F else G On Success Of
| !OSO(E) do F else G Observacio´n repetida
φ, ψ ::= ˙ Verdad lo´gica
| ⊥ Falsedad lo´gica
| x = y Restriccio´n ecuacional
| φ∧˙ψ Conjuncio´n de restricciones
| ∃˙xφ Cuantiﬁcador existencial
Tabla 1: Sintaxis del ca´lculo− ρarq
Fuente: [Joachim Niehren and Martin Muller, 1995];[Smolka, 1994a] ; [Smolka, 1994b] ; [Milner, 1999] y este trabajo.
Esta entidad sinta´ctica introduce no determinismo cuando
se cuenta con ma´s de una cla´usula que puede ser satis-
fecha desde el contexto.
• La Abstraccio´n se puede interpretar como el compo-
nente E con entrada y a lo largo de x; es decir, recibir
una entidad simbo´lica a lo largo de x que podra´ reem-
plazar a y en el componente E, siempre y cuando esa
entidad simbo´lica recibida sea libre en el a´mbito del
componente E, donde es reemplazada.
• La Aplicacio´n xy/E se interpreta como enviar y a lo
largo de x y continuar con la ejecucio´n de E. Esta
entidad sinta´ctica se asimila al preﬁjo de salida usado
por Milner en el ca´lculo − π [Milner, 1999] y var´ıa
el concepto de aplicacio´n expresado en el ca´lculo − ρ
[Joachim Niehren and Martin Muller, 1995] al asociar
el env´ıo de un mensaje a lo largo de un canal asociado
a un componente, en este caso E. La expresio´n xy/
se abreviara´ con xy.
• UnaReaccio´n interna representada por τ/E no tiene
su contraparte expl´ıcita en el ca´lculo− ρ original; au´n
as´ı, desde la perspectiva de chequeo de modelos es im-
portante contar con esta entidad sinta´ctica para posi-
bles reducciones en el nu´mero de estados a abordar
en los ana´lisis de propiedades dina´micas, donde puede
requerirse especiﬁcar ciertas transiciones como reac-
ciones internas para reducir el nu´mero de reacciones
observables [Antonia Bertolino and Muccini, 2003].
• La Declaracio´n ∃wE introduce una referencia w con
alcance E.
• La Replicacio´n de abstraccio´n x : y/E se puede
expresar de la forma:
x : y/E ≡ x :: y/E ∧ x : y/E
que permite ejempliﬁcar componentes; es decir, se gene-
ra una nueva abstraccio´n lista para reaccionar y se
queda listo para replicar otra si es necesario.
No obstante, la deﬁnicio´n de las reglas de reduccio´n
en el ca´lculo− ρarq mostrara´n que una de ellas puede
reemplazar esta entidad sinta´ctica (Regla Aplicacio´n)
• Los te´rminos E y E⊥ permiten reﬂejar el e´xito o fallo
en la ejecucio´n de componentes de software, respecti-
vamente.
• La expresio´n OSO(E) do F else G permite resolver
la observacio´n de la ejecucio´n del componente E; si
el componente es exitoso en su ejecucio´n se resuelve
a la expresio´n arquitectural F , en caso contrario se
resuelve a G. Esta expresio´n puede permitir observa-
ciones sucesivas de e´xitos o fracasos en la ejecucio´n de
un componente si se expresa como !OSO(E) do F else G
Las dema´s expresiones tienen la misma sema´ntica del
Ca´lculoρ original.
3. SEMÁNTICA OPERACIONAL
El ca´lculo − ρarq permite modelar el comportamiento de
arquitecturas basadas en componentes a trave´s de su sema´n-
tica operacional. Se desarrolla en esta seccio´n la aplicacio´n
de los conceptos de congruencia estructural y sistemas de
transicio´n rotulados para el modelado comportamental con
propo´sitos de chequeo de correccio´n.
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3.1 La congruencia estructural
Debido a la presencia de restricciones son aplicables las
deﬁniciones propuestas por Niehren y Muller [Joachim Niehren
and Martin Muller, 1995].
La Tabla 2 presenta los axiomas de congruencia estruc-
tural; variables ligadas son introducidas como argumentos
formales de las abstracciones y por las declaraciones. 5
Los axiomas ACI ( Asociatividad, Conmutatividad e Iden-
tidad), Intercambio, Alcance y Equiv.Restricciones son los
convencionalmente propuestos en el ca´lculoρ original.
El axioma de Replicacio´n de observacio´n permite hacer
vistas sucesivas de la ejecucio´n de un componente (cuando
sea conveniente hacerlo).
La vista puramente observacional de los componentes en
una arquitectura de software, lleva a proponer el axioma
de E´xito/Fracaso Observacional que usa el combinador de
seleccio´n condicionada para modelar el posible resultado no-
determinista de efectuar reemplazos de las entradas en un
componente y luego ejecutarlo. En este caso se puede reducir
a una ejecucio´n exitosa del componente simbolizada por E
o a una ejecucio´n no exitosa del componente, simbolizada
por E⊥
Para los propo´sitos de hacer ma´s fa´cil la lectura de este
documento, se abusa de la notacio´n para reﬂejar el uso de
este axioma de aqu´ı en adelante:
[v/w]E(int)
suc(E)
≡ E ; que se puede interpretar como




≡ E⊥ ; que se puede interpretar como
ejecucio´n no exitosa de E al reemplazar w por v en e´ste
3.2 Reglas de reducción
La Tabla 3 presenta las reglas de reduccio´n que represen-
tan la sema´ntica operacional6.
Como se puede observar, las reglas Aρarq y Combρarq son
condicionadas por restricciones de contexto en φ, en cada
caso si se liberan las posibles reducciones internas se obten-
dr´ıa:
• En Aρarq ( aplicacio´n) se ejecutar´ıan concurrente-
mente una abstraccio´n con una replicacio´n que ejempli-
ﬁca una aplicacio´n; en este caso, se enviar´ıa z a lo largo
de x y se seguir´ıa ejecutando F , que reaccionar´ıa con
la abstraccio´n ejempliﬁcada, la cual recibe z a trave´s
de x, la replicacio´n queda lista para ejempliﬁcar ma´s
abstracciones y se da el reemplazo [z/y] en E. Desde
esta perspectiva, la regla de reduccio´n Aplicacio´n en
el ρarq incluye Replicacio´n y har´ıa innecesaria la en-
tidad sinta´ctica para este ﬁn. Esta regla de reduccio´n
puede modelar llamadas de procedimientos por pasar
para´metros actuales para reemplazar los formales. Ob-
viamente, las condiciones laterales establecen que la
restriccio´n determina el enlace que une un compo-
nente ( aplicacio´n) con otro ( abstraccio´n) y que se
5Las variables que no esta´n ligadas se denomina variables
libres. FV(E) y BV(E) se usan para denotar el conjunto de
variables libres y variables ligadas, respectivamente, en E
6El operador de reemplazo [z/y] requiere impl´ıcitamente que
z y y tengan la misma longitud y que y sea lineal, es decir,
que todos los elementos de y sean distintos entre s´ı.
debe cumplir la α− conversio´n.
• La regla de reduccio´n Cρarq merece especial atencio´n
porque restricciones a nivel global de la arquitectura
podr´ıan obtener ma´s informacio´n o ampliarse por este
medio ( Operador Tell, tal como se propone en el
modelo de computacio´n por restricciones [Saraswat,
1992]).
• La regla Combρarq dispara la ejecucio´n de un Ek si
la restriccio´n de contexto es suﬁcientemente fuerte y
permite deducir desde φ la guarda ψk del condicional
respectivo. Ahora, si existe simulta´neamente, en la
expresio´n del combinador, otra cla´usula con un ψj con
j = k deducible desde φ se presenta una situacio´n de
no-determinismo que debe ser manejada. Se puede
percibir en esta regla de reduccio´n la posibilidad de
escogencia de un componente de los posibles dentro
de un grupo, se debe usar un adecuado disen˜o de las
guardas de cla´usulas para evitar no-determinismos.
De otra parte, si la restriccio´n de contexto arquitec-
tural no es lo suﬁcientemente fuerte para deducir desde
e´sta alguno de las guardas de las cla´usulas, se genera-
r´ıa el comportamiento alterno general del componente
F , que en algunos casos podr´ıa ser el de manejo de fa-
llas o errores, esto es consecuencia de que algu´n ψk no
sea consistente con la restriccio´n de contexto φ. Estas
dos reglas de reduccio´n, desde la perspectiva arquitec-
tural, se pueden asociar a restricciones del contexto
global de la arquitectura de referencia que controlan
( si son suﬁcientemente fuertes) el comportamiento
de componentes/conectores de la misma en tiempo de
ejecucio´n.
• La propuesta de la regla Ejecτ o de e´xito/fracaso ob-
servacional se debe a que el intere´s de este trabajo
no va ma´s alla´ de especiﬁcar arquitecturas de software
como ensamble de componentes vistos como cajas ne-
gras con puertos de entrada y de salida; cualquier en-
trada a un componente que se hace efectiva mediante
el reemplazo de sus para´metros de entrada por valores
obtenidos como servicios provistos por otros compo-
nentes se expresan como [v/w]E(int) ( v que reem-
plaza a w en el componente E con v /∈ VF(E(int))
o alfaconversio´n), la representacio´n del e´xito o fracaso
de la ejecucio´n se hara´ usando la regla de reduccio´n
denominada Ejecτ o de E´xito/Fracaso Observa-
cional porque es producto de lo que ocurre interna-
mente en el componente y que no es visible al obser-
vador externo del mismo.
Como se puede observar, una expresio´n On Success
Of ( OSO) en composicio´n con un componente que
se ejecuta de manera exitosa reduce a la ejecucio´n de
una expresio´n arquitectural F , que puede representar
el caso exitoso del ﬂujo arquitectural en la conﬁgu-
racio´n; en otro sentido, si la observacio´n de la ejecucio´n
del componente resulta en un caso de fallo, se genera
la ejecucio´n del componente G que se puede asociar al
manejo de errores.
Los axiomas y esta nueva regla de reduccio´n permiten
especiﬁcar formalmente el avance en la ejecucio´n de
una arquitectura, como se vera´ ma´s adelante.
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(α− conversio´n) Cambio de referencias ligadas por referencias libres
(ACI) ∧ es asociativa, conmutativa y satisface E ∧  ≡ E
(Intercambio) ∃x∃yE ≡ ∃y∃xE
(Alcance) ∃x E ∧ F ≡ ∃x(E ∧ F ) si x /∈ FV(F )
(Equiv.Restricciones) φ ≡ ψ si φ |=|Δ ψ y FV(φ) = FV(ψ)
(Replicacio´n de observacio´n) !OSO(E) do F else G ≡ OSO(E) do F else G ∧ !OSO(E) do F else G
(E´xito/Fracaso Observacional) [v/w]E(int) ≡ ˙ ∧ if [ (˙ then E) ,
(˙ then E⊥) ]
else (  )
Fuente [Joachim Niehren and Martin Muller, 1995] y este trabajo
Tabla 2: Axiomas de congruencia estructural ca´lculo− ρarq
(Aρarq) φ ∧ x : y/E ∧ x
′z/F −→ φ ∧ x : y/E ∧ [z/y]E(int) ∧ F si φ |=Δ x = x
′,V(z) ∩ BV(E(int)) = ∅
(Cρarq ) φ1 ∧ φ2 −→ ψ si φ1 ∧˙ φ2 |=|Δ ψ
(Combρarq ) φ ∧ if (C1) . . . (Cn) else F fi −→
(
Ek, si φ |=Δ ψk
F, si φ |=Δ ¬ψk ;∀k = 1, 2, . . . , n
Con Ck ::= ∃x(ψk Then Ek) ; k = 1, 2, . . . , n
(Ejecτ )
(a) [OSO(E) do F else G] ∧ E −→ F, debido a que hay ejecucio´n exitosa del componente
(b) [OSO(E) do F else G] ∧ E⊥ −→ G, debido a que no hay ejecucio´n exitosa del componente
Fuente [Joachim Niehren and Martin Muller, 1995] y este trabajo
Tabla 3: Reglas de reduccio´n del ca´lculo− ρarq
3.3 Sistemas de Transición Rotulados
La Teor´ıa de Equivalencia de Observacio´n [Milner, 1999][San-
giorgi and Walker, 2003] usa el concepto de Sistemas de
Transicio´n Rotulados para representar la evolucio´n compor-
tamental de un sistema con procesos concurrentes interac-
tuantes. Esta teor´ıa es u´til para demostrar la equivalencia
comportamental entre sistemas conformados por auto´matas
que interactu´an. Las ra´ıces del ca´lculo−ρarq en el ca´lculo−π
permiten reutilizar esta concepcio´n para viabilizar la veriﬁ-
cacio´n de correccio´n entre una especiﬁcacio´n de un conjunto
de arquitecturas de software con caracter´ısticas comunes de
comportamiento ( modelo de referencia) y una arquitectura
de referencia particular.
El uso de variables lo´gicas en el ca´lculo−ρarq [Henry Diosa
; Juan F. Dı´az and Mauricio Gaona, 2005] permite expre-
sar restricciones de arquitecturas basadas en componentes
en tiempo de ejecucio´n, esto permitir´ıa en lenguajes de pro-
gramacio´n que incorporan el modelo de computacio´n por
restricciones utilizar el repositorio ( store) de restricciones
para controlar el ﬂujo de ejecucio´n arquitectural al resolver
guardas, basados en restricciones, que controlan la ejecucio´n
de componentes de manera concurrente. Esta incorporacio´n
de restricciones lleva a proponer Sistemas de Transicio´n Ro-
tulados Condicionados que agregan el concepto de restric-
cio´n o condicio´n tal como se usa en las ma´quinas de estado
propuestas por David Harel [Harel, 1987].
La actividad dentro de un sistema es descrita por la relacio´n
de reduccio´n[Sangiorgi and Walker, 2003]; es decir, las reglas
de la sema´ntica operacional ser´ıan las que determinar´ıan, al
ser aplicadas, a que´ nueva conﬁguracio´n puede evolucionar
una arquitectura de software. Un sistema de transicio´n ro-
tulado parte de una unidad conceptual ba´sica: la accio´n.
Una accio´n permite ﬂuir desde un estado a otro en un sis-
tema de transicio´n rotulado donde los ro´tulos corresponden
a acciones.
Definicio´n 1. Sistema de Transicio´n Rotulado[Milner,
1999]
Un sistema de transicio´n rotulado (STR) sobre un con-
junto de acciones Act es un par (Q, T ) consistente de :
• Un conjunto de estados Q
• Una relacio´n ternaria T ⊆ (Q × Act × Q) conocida como
una relacio´n de transicio´n
Si (q, α, q′) ∈ T se escribe q
α
−→ q′ y se denomina a q la




αn−→ qn se denomina a qn un derivado de q bajo la serie
de acciones α1α2 . . . αn.
3.4 Sistemas de Transición Rotulados Condi-
cionados ( STRC)
Definicio´n 2. Un Sistema de Transicio´n Rotulado Condi-
cionado(STRC) es un Sistema de Transicio´n Rotulado en el
que α ∈ Act puede ser una restriccio´n o guarda booleano y
acciones diferentes a restricciones pueden estar condicionadas
por restricciones o guardas booleanos.
Definicio´n 3. ca´lculo− ρarq y STRC’s
Un Sistema de Transicio´n Rotulado Condicionado puede
hacerse corresponder a expresiones del ca´lculo− ρarq as´ı:
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(a) φ ∧ if (C1) . . . (Cn) else F fi
ψk−→ Ek
(b) φ ∧ if (C1) . . . (Cn) else F fi
¬ψk−→ F ; ∀k = 1, 2, . . . , n
Con Ck ::= ∃x(ψk Then Ek) ; k = 1, 2, . . . , n
4. Regla de Transicio´n Observacional:
(a) [ OSO(E) do F else G ] ∧ [z/y]E
E
−→ F




x :: y/E ∧ xz/F
Aρarq (xz)
−→ [z/y]E ∧ F ; con V(z) ∩ BV(E) = ∅
Tabla 4: Reglas de transicio´n del ca´lculo− ρarq
Fuente[Este reporte]
1. Una expresio´n arquitectural o un conjunto de expresiones
arquitecturales que se reducen de manera concurrente son
estados en un STRC. Por consiguiente, una conﬁguracio´n
arquitectural de componentes puede modelarse con varias ex-
presiones arquitecturales que evolucionan o reducen concur-
rentemente a otras conﬁguraciones a trave´s de acciones ob-
servables y no observables, que se deﬁnira´n ma´s adelante.
2. La sema´ntica operacional en el ca´lculo− ρarq determina las
transiciones en un STRC. El repositorio ( store) de restric-
ciones podr´ıa resolver transiciones condicionadas. Las tran-
siciones no condicionadas respetan el concepto de composi-
cio´n entre componentes [Henry Diosa ; Juan F. Dı´az and
Mauricio Gaona, 2005].
3. El estado inicial se hace corresponder con el te´rmino expre-
sado por medio del ca´lculo− ρarq para este ﬁn.
4. La regla Ejecτ o de e´xito/fracaso observacional permitira´
modelar las posibles transiciones en cualquiera de los dos ca-
sos ( e´xito o fracaso de ejecucio´n de componentes) al aplicar
α− conversio´n.
3.5 Acciones en un STRC
Por consiguiente, se torna necesario deﬁnir las acciones
concebibles desde el ca´lculo− ρarq
7.
7NOTA IMPORTANTE: En este tratamiento teo´rico, con
el propo´sito de saturar menos al lector, se simpliﬁcara´




= ∃lE[(rE :: y/ylE) ∧ (lE :: iE/E
(int))]
Definicio´n 4. Acciones
Las acciones para un STRC podra´n ser:
α ::= xy | ψk | ¬ψk | E
 | E⊥ |Aρarq(xy)
En el mismo orden que se presenta en la deﬁnicio´n 4, se
describen a continuacio´n las posibles acciones:
• Enviar y v´ıa el nombre x.
• Desde un repositorio ( store, en el ingle´s) de restric-
ciones se deduce la condicio´n o guarda booleano ψk.
• Desde un repositorio ( store, en el ingle´s) de restric-
ciones no se puede deducir la condicio´n o guarda booleano
ψk.
• La ejecucio´n de un componente es exitosa, lo cual re-





= (rE :: y/ylE) ∧ (lE :: iE/E)
presentada en la propuesta ma´s actual y mejorada del ca´l-
culo formal.
Sin embargo, el concepto de alcance local del sitio lE y el
concepto de reemplazo en la parte interna de un compo-
nente, tal como se presento´ en la u´ltima socializacio´n del
ca´lculo, se mantiene. El propo´sito es meramente de facili-
dad sinta´ctica en la escritura de expresiones sin afectar la
sema´ntica establecida originalmente.
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• La ejecucio´n de un componente no es exitosa. Lo cual
reduce segu´n la regla Ejecτ de e´xito o fracaso obser-
vacional.
• Por u´ltimo, puede existir una reaccio´n ( conforme al
concepto en [Milner, 1999]) que se desprende de la con-
ﬁguracio´n arquitectural de los componentes, donde dos
de ellos pueden generar la aplicacio´n de la regla de re-
duccio´n Aρarq propia de la sema´ntica operacional del
ca´lculo− ρarq.
3.5.1 Reglas de transición en un STRC
Las acciones posibles para el ca´lculo− ρarq se relacionan
directamente con las reglas de reduccio´n de la sema´ntica
operacional y son las que se expresan a trave´s de las reglas
de transicio´n presentadas en la Tabla 4.
1. PREFrecibir. Esta regla de transicio´n establece que
un componente puede introducir parame´tricamente z
por medio del canal x y ejecutarse posteriormente.
2. PREFenviar. Esta regla de transicio´n establece que
un componente puede enviar y a lo largo de un canal
x y continuar su ejecucio´n.
3. ESCOGCombρarq . La regla de reduccio´n para la esco-
gencia condicionada combinada interroga el repositorio
( store) de restricciones para activar uno del conjunto
de componentes condicionados ( caso (a)) o ante una
respuesta con valor lo´gico falso para todos los com-
ponentes condicionados se ejecuta uno alternativo F (
caso (b)).
4. La regla de transicio´n observacional. La regla de
reduccio´n asociada a la ejecucio´n de un componente,
permite obtener un valor observacional de e´xito( caso
(a)) o de fracaso ( caso (b)) frente a la ejecucio´n del
mismo. Esta regla busca reducir a un te´rmino, que
permita a trave´s de los axiomas de congruencia es-
tructural, resolver si se activan conectores de salida
del componente en ejecucio´n.
5. Aρarq(xz). Esta regla respeta el concepto de reaccio´n
propuesto en el ca´lculo − π [Milner, 1999][Sangiorgi
and Walker, 2003] y reﬂejado en el ca´lculo− ρarq con
esta reduccio´n. No´tese que no hay control por medio
de una restriccio´n de la aplicacio´n; por consiguiente,
permite que dos componentes interactu´en en ausen-
cia de restricciones si su conﬁguracio´n por defecto les
permite reaccionar. Es de resaltar que se especiﬁca
parame´tricamente cua´l accio´n preﬁjo permite la inter-
accio´n entre dos componentes.
Se podr´ıa usar solo la accio´n preﬁjo, pues ser´ıa va´lida
tanto para el componente que env´ıa como para el que
recibe. Esta simpliﬁcacio´n podr´ıa permitir no tener en
cuenta a Aρarq(xz) como posible regla de transicio´n;
para indicar que ocurre una reaccio´n por conﬁguracio´n
por defecto se mantiene esta propuesta.
3.5.2 Algunos ejemplos
Ejemplo 1. Una expresio´n arquitectural que especiﬁca la
conﬁguracio´n ilustrada en la Figura 1, suponiendo que se
introduce al componente fuente datosin para reemplazar el
para´metro de entrada iF e iniciar la ejecucio´n arquitectural,
es:
S2 = {[datosin / iF ] F ∧ [ OSO(F ) do ( F ∧ CFE ∧
E ) else ( F ∧ CFM ∧M ) ] } ∧ { OSO(E) do ( CET ∧
T ) else ( CEM ∧M ) } ∧ {OSO(T ) do S2 = e´xito else ( CTM ∧
M ) }




= (pF : z/zsF ) ∧ (pFe : w/wsFe)
E
def




= (rM : y/ylM ) ∧ (lM : iM/M)
T
def
= (rT :: q/qlT ) ∧ (lT : iT /T ) ∧ (pTe : n/nsTe)
Una vista gra´ﬁca parcial del STRC que representa el com-
portamiento del sistema S2 se presenta en la Figura 2. Como
se puede observar en este STRC so´lo se usan la regla de
transicio´n observacional y Aρarq(xz) para ir de un estado
a otro de acuerdo a lo propuesto en la DEFINICIO´N 3.
La ejecucio´n de esta conﬁguracio´n arquitectural se inicia
desde el componente fuente(F ) que puede ser exitoso o no,
se establecen as´ı dos caminos posibles; cada vez que un com-
ponente se ejecuta se puede contar con e´xito o fracaso ob-
servacional, tal como se ha propuesto desde la presentacio´n
del ca´lculo−ρarq [Henry Diosa ; Juan F. Dı´az and Mauricio
Gaona, 2005]
Cuando un componente no es exitoso en su ejecucio´n, co-
munica al componente manejador de errores v´ıa una accio´n
Aρarq para que este se encargue de efectuar el tratamiento
adecuado del error de acuerdo a lo que entregue el compo-
nente no ejecutado exitosamente. Esto se puede observar
por el camino de la derecha que considera el caso en que el
componente F fracasa en su ejecucio´n inicial.
Ejemplo 2. La Figura 3 presenta una conﬁguracio´n ar-
quitectural donde un repositorio de restricciones puede con-
trolar la ejecucio´n alternativa de componentes. Este STRC
usa reglas de transicio´n del tipo ESCOGCombρarq para hacer
ﬂuir la ejecucio´n arquitectural. En esta conﬁguracio´n con-
side´rese al componente M como el encargado de manejar
los errores que comunica A en el proceso de ejecucio´n y que
provee a trave´s del puerto PAe a la interfaz con M .
La expresio´n en el ca´lculo− ρarq que representa esta con-
ﬁguracio´n, suponiendo que A es un componente fuente que
reemplaza el para´metro de entrada i por el dato d y que cada
componente alternativo se ejecuta exitosamente, es:
Salt
def
= [ d /i]A ∧ OSO(A) do { [ if ∃X((X = pS) then {S
 ∧
OSO(S) do [ rApS ∧ S ] else [Manejar error de S]}) , · · · ,
((X = pN) then { N
 ∧
OSO(N) do [ rApN ∧ N ] else [Manejar error de N ]})
else Manejar error ] ∧ A}
else [ rMpAe ∧ M ] ∧ A }
Como se puede observar, el contexto de ejecucio´n arqui-
tectural determinara´ el valor de X ( esto puede ser a trave´s
de un repositorio de restricciones que controla la ejecucio´n
arquitectural) y se correspondera´ con una regla de transi-
cio´n del tipo ESCOGCombρarq donde la restriccio´n ψk, co-
rrespondiente en este caso a la condicio´n de valor de X, se
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Figura 1: Ensamble complejo de componentes. Momento inicial: captura de datos exitosa
determina y genera diferentes ﬂujos alternativos de ejecu-
cio´n.
La especiﬁcacio´n formal de cada componente es:
A
def
= PROVA(pAe, sAe) ∧ REQA(rA, lA, iA) ≡ pAe :
y/ysAe ∧ rA :: y/ylA ∧ lA :: iA/A
S
def
= PROVS(pS, s) ≡ pS : x/xs
N
def
= PROVN (pN , s) ≡ pN : x/xs
M
def
= REQM(rM , lM , iM ) ≡ rM :: y/ylM ∧ lM :: iM/M
El STRC que se presenta en la Figura 4 reﬂeja la posible
actividad de Salt a partir del cumplimiento de los guardas
condicionales que se podr´ıan resolver desde un store de re-
stricciones. Como se puede observar cada ψk se representa
expresando la condicio´n o guarda booleano entre pare´ntesis
angulares y el ¬ψk esta´ representado por el [else].
4. CONGRUENCIA ESTRUCTURAL Y BI-
SIMILARIDAD
Aplicar la equivalencia de observacio´n [Milner, 1999] o
teor´ıa de observabilidad [Sangiorgi and Walker, 2003] para
veriﬁcar correccio´n entre una especiﬁcacio´n en el ca´lculo −
ρarq y una implementacio´n , en alguna tecnolog´ıa que per-
mita desarrollo basado en componentes, implica que se deben
introducir los conceptos de congruencia estructural y
bisimilaridad para este tipo de arquitecturas. Esta seccio´n
se ocupa de proponer el uso de STRC’s para veriﬁcar correc-
cio´n; el desarrollo de los conceptos aqu´ı abordados siguen el
patro´n de desarrollo propuesto por Milner [Milner, 1999] y
Walker/Sangiorgi [Sangiorgi and Walker, 2003] para el Ca´l-
culo de Sistemas de Comunicacio´n con procesos concurrentes
y el ca´lculo− π.
4.1 Contexto arquitectural
Definicio´n 5. Un contexto arquitectural Carq es una ex-
presio´n en el ca´lculo − ρarq que contiene un espacio donde
un componente puede incrustarse, representado por [ ]. Se
puede expresar formalmente:
Carq ::= [ ] | ∃x Carq | E ∧ Carq | Carq ∧ E | φ ∧
if (C1) . . . (Cn) else F fi ;
{Con Ck ::= ∃x(ψk Then Ek) ; k = 1, 2, . . . , n y algu´n
Ci ::= ∃x(ψi Then Carq) con i ∈ [1, . . . , n] }
Carq[F ] signiﬁca que se ha introducido el componente F
en el contexto Carq.
Carq = [ ] es el contexto identidad, en este caso
Carq[F ] = F .
4.2 Congruencia de expresiones arquitecturales
Definicio´n 6. Si ∼=arq es una relacio´n de equivalencia
sobre el conjunto E de expresiones que representan arquitec-
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{[(pF : z/zsF ) ∧ (pFe : w/wsFe)] ∧
[(pE : x/xsE) ∧ (pEe : v/vsEe) ∧ (˙)] }
∧ { CET ∧ T}
∧ {if T then S2 = e´xito else CTM ∧M}
∧ {OSO( E ) do ( CET ∧ T ) else ( CEM ∧M ) }
∧ {OSO ( T ) do ( S2 = e´xito ) else ( CTM ∧M ) }
∧ {OSO( E ) do ( CET ∧ T ) else ( CEM ∧M ) }
∧ {OSO ( T ) do ( S2 = e´xito ) else ( CTM ∧M ) } ∧ {OSO( E ) do ( CET ∧ T ) else ( CEM ∧M ) }
∧ {OSO ( T ) do ( S2 = e´xito ) else ( CTM ∧M ) }
∧ {OSO( E ) do ( CET ∧ T ) else ( CEM ∧M ) }
∧ {OSO ( T ) do ( S2 = e´xito ) else ( CTM ∧M ) }
∧ {OSO( E ) do ( CET ∧ T ) else ( CEM ∧M ) }
∧ {OSO ( T ) do ( S2 = e´xito ) else ( CTM ∧M ) }
∧ {OSO( E ) do ( CET ∧ T ) else ( CEM ∧M ) }
∧ {OSO ( T ) do ( S2 = e´xito ) else ( CTM ∧M ) }
∧ {OSO( E ) do ( CET ∧ T ) else ( CEM ∧M ) }
∧ {OSO ( T ) do ( S2 = e´xito ) else ( CTM ∧M ) }
{[(pF : z/zsF ) ∧ (pFe : w/wsFe)] ∧
∧ {if T then S2 = e´xito else CTM ∧M}
∧ { CEM ∧ M}
[(pE : x/xsE) ∧ (pEe : v/vsEe) ∧ ⊥] }
F F⊥
{[(pF : z/zsF ) ∧ (pFe : w/wsFe)] ∧











{[datosin / iF ] F ∧ [ OSO(F ) do ( F ∧ CFE ∧ E else F ∧ CFM ∧M}
∧ {OSO( E ) do ( CET ∧ T ) else ( CEM ∧M ) }
∧ {OSO ( T ) do ( S2 = e´xito ) else ( CTM ∧M ) }
{F ∧ CFE ∧ E }
{F ∧ CFM ∧M}
∧ {OSO( E ) do ( CET ∧ T ) else ( CEM ∧M ) }
∧ {OSO ( T ) do ( S2 = e´xito ) else ( CTM ∧M ) }
{[(pF : z/zsF ) ∧ (pFe : w/wsFe)] ∧
[(pE : x/xsE) ∧ (pF lE) ∧ (pEe : v/vsEe) ∧ (lE :: iE/E)] }
[(pE : x/xsE) ∧ (pF lE) ∧ (pEe : v/vsEe) ∧ (lE :: iE/E)] }
{[(pF : z/zsF ) ∧ (lEsF ) ∧ (pFe : w/wsFe)] ∧
[(rM : y/ylM) ∧ (lM : iM /M)]
{[(pF : z/zsF ) ∧ (pFe : w/wsF e)] ∧ lMsFe ∧
{[(pF : z/zsF ) ∧ (pFe : w/wsFe)] ∧
[(pE : x/xsE) ∧ (pEe : v/vsEe) ∧ ([sF /iE ]E)] } [(rM : y/ylM) ∧ (lM : iM /M) ∧ [sFe/iM ]M ]
{[(pF : z/zsF ) ∧ (pFe : w/wsF e)] ∧
...
Figura 2: Vista parcial de un STRC
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Figura 3: Conﬁguracio´n con componentes alternativos para proveer servicios
turas basadas en componentes, entonces ∼=arq es una con-
gruencia arquitectural. Si E ∼=arq F :
• ∃x E ∼=arq ∃x F
• E ∧ G ∼=arq F ∧ G
• G ∧ E ∼=arq G ∧ F
• φ ∧ if (C1) . . . (Cn) else M fi ∼=arq φ ∧ if (L1) . . . (Ln)
else M fi
{Con cada Ck ::= ∃x(ψk Then Ek) correspondiendo a un
Lk ::= ∃x(σk Then Fk) donde Ek ∼=arq Fk y ψk |=|Δσk;
k = 1, 2, . . . , n }
Esta deﬁnicio´n de congruencia de expresiones arquitec-
turales lo que hace es introducir componentes considerados
equivalentes en los denominados contextos elementales [Mil-
ner, 1999, chap. 4]:
∃x [ ] | E ∧ [ ] | [ ] ∧ E | φ ∧ (if ψ Then [ ] else M fi)
Como se puede observar, el contexto elemental φ ∧
(if ψ Then [ ] else M fi) se hace corresponder con la u´l-
tima expresio´n arquitectural de arriba respecto a que dicha
expresio´n es una combinacio´n para escogencia condicionada
de varios contextos elementales de este tipo. Es importante
recalcar aqu´ı, si en el conjunto de posibles condiciones ψk
existen dos o ma´s de ellas equivalentes lo´gicamente, se pre-
sentar´ıa no-determinismo en la ejecucio´n de componentes
alternativos.
4.3 Congruencia estructural de expresiones ar-
quitecturales
Definicio´n 7. La congruencia estructural ≡, es la con-
gruencia de expresiones arquitecturales sobre E que esta´ regida
por:
1. La introduccio´n de nombres a trave´s de la interfaz de requer-
imiento de servicios de un componente. Desde una perspec-
tiva de comportamiento interno del componente se produce
una alfa-conversio´n o reemplazo de nombres ligados local-
mente por los nombres entrantes.
2. El reordenamiento de cla´usulas en una expresio´n de esco-
gencia condicionada de componentes.
3. E ∧  ≡ E
4. ∃x  ≡ 
5. E ∧ G ≡ G ∧ E
6. E ∧ ( F ∧ G ) ≡ (E ∧ F ) ∧ G
7. ∃xy E ≡ ∃yx E
8. ∃ x (E ∧ F ) ≡ (E ∧ ∃ x F ) si x /∈ FV(E)
4.4 Simulación fuerte arquitectural
Dados los estados e ∈ E y f ∈ F en las conﬁguraciones
arquitecturales E y F respectivamente.
Definicio´n 8. Simulacio´n fuerte entre estados
f simula fuertemente a e si existiendo los STRC’s
{(E , T ), (F , T ′)} y una relacio´n binaria S aplicada entre e-
llos, cumplen que para cada relacio´n (e S f) establecida, si
(e, α1, e
′) ∈ T existe (f, α1, f
′) ∈ T ′ y e′ S f ′.
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{rMpAe} ∧ {rM :: y/ylM ∧ lM :: iM/M }







= [d / i]A ∧ [OSO(A) do { [ if ∃X((X = pS) then {S
 ∧ OSO(S) do [ rApS ∧ S ] else [Manejar error de S]}) , · · · ,
((X = pN ) then {N
 ∧ OSO(N) do [ rApN ∧ N ] else [Manejar error de N]})
else Manejar error ] ∧ A}





((X = pN ) then {N
 ∧ OSO(N) do [ rApN ∧ N ] else [Manejar error de N]})
else Manejar error ] ∧ A}
if ∃X((X = pS) then {S





rApS ∧ { pS : x/xs } ∧ [ {pAe : y/ysAe}

























































[X = pS ] [X = pN ]
rApN ∧ { pN : x/xs } ∧ [ {pAe : y/ysAe}
∧ {rA :: y/ylA ∧ lA :: iA/A} ]
Figura 4: Vista parcial de un STRC con escogencia alternativa de componentes que se ejecutan exitosamente
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Definicio´n 9. Simulacio´n fuerte arquitectural
Si para todo e ∈ E existe f ∈ F que cumple la deﬁnicio´n [8
] la conﬁguracio´n arquitectural F simula fuertemente
a la conﬁguracio´n arquitectural E.
4.5 Bisimilaridad fuerte arquitectural
Definicio´n 10. Bisimulacio´n o equivalencia fuerte entre
estados
Una relacio´n binaria S como la presentada en [8] es una
bisimulacio´n fuerte entre (E ,T ) y (F , T ′) si tanto S y su
inversa son simulaciones fuertes. Se dice entonces que los
estados e y f son fuertemente bisimilares o fuertemente
equivalentes, escrito como e ∼ f .
Definicio´n 11. Bisimulacio´n o equivalencia fuerte arqui-
tectural
Si ∀e ∈ E ∃f ∈ F y ∀f ∈ F ∃e ∈ E que cumplen
la deﬁnicio´n [10], la conﬁguracio´n arquitectural F es
fuertemente bisimilar o fuertemente equivalente a la
conﬁguracio´n arquitectural E, escrito como E ∼ F .
Es de anotar que la fuerte bisimulacio´n es una relacio´n de
equivalencia y que si E ≡ F entonces E ∼ F .[Milner,
1999, seccio´n 5.2]
5. LA TEORÍA DE EQUIVALENCIA DE OB-
SERVACIÓN
5.1 El concepto de observación
Debido al enfoque observacional del desarrollo basado en
componentes, esta teor´ıa se aplica partiendo de la premisa
que sistemas con diferente estructura interna y por lo tanto
diferente comportamiento interno pueden considerarse equi-
valentes.[Milner, 1999][Sangiorgi and Walker, 2003].
Por consiguiente, se denominara´ λ ∈ Act a toda accio´n ob-
servable como comportamiento externo de una arquitectura.
Un sistema conﬁgurado por defecto como ∃ x ( xb / E ∧ x ::
y / F ) podr´ıa reducir de manera no observable externa-
mente a: ∃ x ( E ∧ [b/y]F ); por consiguiente, aunque E y
F se observan mutuamente, para un componente externo a
su conﬁguracio´n por defecto no habr´ıa observacio´n sino una
reaccio´n interna.
5.2 Experimento
Un experimento exp se considera una secuencia exp =
λ1, . . . , λn de acciones observables sobre una arquitectura
basada en componentes y se representa cada accio´n obser-
vable como
λi−→. Los niveles de observabilidad pueden ser
controlados desde la deﬁnicio´n del conjunto de acciones que
permiten transiciones en STRC (esto se aclarara´ ma´s ade-
lante).
5.3 Relaciones experimento
Las relaciones =⇒ y
s
=⇒, con s = λ1, . . . , λn perteneciendo
al conjunto cerradura Act∗, se deﬁnen de la siguiente ma-
nera:
1. E =⇒ F signiﬁca que hay una secuencia de cero o ma´s
reacciones internas E −→ . . . −→ F .
2. Dado s, tal como se deﬁne arriba, entonces E
s
=⇒
F signiﬁca que E =⇒
λ1−→ E1 . . . =⇒




λ1−→=⇒ . . . =⇒
λn−→=⇒
5.3.1 Semántica de las relaciones
1.
λ
=⇒ es la observacio´n de
λ
−→ acompan˜ada antes y des-
pue´s con algu´n nu´mero de reacciones internas.
2.
τ
=⇒ signiﬁca al menos una reaccio´n interna.
3. =⇒ signiﬁca cero o ma´s reacciones internas.
4.
exp
=⇒ es el desarrollo de un experimento e, tal como
se ha deﬁnido arriba, es decir, como una secuencia de
observaciones λ1, . . . , λn, pueden existir reacciones in-
ternas entrelazadas con las observaciones. Ahora,

=⇒
corresponde al experimento vac´ıo, que se puede expre-
sar formalmente como:

=⇒ = =⇒. Lo anterior quiere
expresar que se pueden dar reacciones internas au´n sin
observar algo cuando exp = .
5.4 Simulación débil arquitectural
Dados los estados e ∈ E y f ∈ F en las conﬁguraciones
arquitecturales E y F respectivamente.
Definicio´n 12. Simulacio´n de´bil entre estados
f simula de´bilmente a e si existiendo los STRC’s
{(E , T ), (F , T ′)} y una relacio´n binaria (e S f), se cumple:
Si e
exp
=⇒ e′ ∈ T existe (f
exp
=⇒ f ′) ∈ T ′ y e′ S f ′.
Definicio´n 13. Simulacio´n de´bil arquitectural
Si para todo e ∈ E existe f ∈ F que cumple la DEFINICIO´N
12 la conﬁguracio´n arquitectural F simula de´bilmente
a la conﬁguracio´n arquitectural E.
5.5 Bisimulación o bisimilaridad débil arqui-
tectural
Definicio´n 14. Bisimulacio´n de´bil entre estados
Una relacio´n binaria S como la presentada en la DEFINI-
CIO´N 12 sobre los STRCs {(E ,T ), (F , T ′)} se denomina bisim
ulacio´n de´bil si tanto S como S−1 son simulaciones de´biles.
Definicio´n 15. Bisimulacio´n o bisimilaridad de´bil arqui-
tectural
Si ∀e ∈ E ∃f ∈ F y ∀f ∈ F ∃e ∈ E que cumplen
la DEFINICIO´N 14, las conﬁguraciones arquitecturales cuyos
STRCs se corresponden con {(E , T ), (F , T ′)} son de´bilmente
bisimilares, de´bilmente equivalentes o con observabil-
idad equivalente, lo cual se expresara´ como E ≈ F si E
y F son las conﬁguraciones arquitecturales correspondientes
a los STRCs mencionados.
6. VERIFICACIÓN DE CORRECCIÓN A
NIVEL ARQUITECTURAL
Antes de empalmar la teor´ıa desarrollada aqu´ı con la veri-
ﬁcacio´n de correccio´n a nivel arquitectural, se recordara´n
algunos conceptos de arquitecturas de software[Len Bass and
Kazman, 1998, ].
Definicio´n 16. Modelo de referencia arquitectural de soft-
ware basado en componentes.
Es una descomposicio´n esta´ndar de un problema conocido
en partes, estereotipadas como componentes, que trabajan
cooperativamente para solucionarlo. Esos modelos surgen
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del trabajo de campo que genera experiencia. Los modelos
de referencia caracterizan dominios maduros y son obtenidos
generalmente por medio del ana´lisis de dominio u otra ac-
tividad en equipo o grupal.
Un ejemplo de modelo de referencia puede referirse al que
se podr´ıa obtener en el dominio de problema de los ERPs
universitarios. Este modelo podr´ıa expresar las subarquitec-
turas ( posibles mo´dulos o subsistemas) con sus componentes
internos y su conﬁguracio´n de conexio´n como unidades com-
putacionales que interactu´an para lograr los objetivos pro-
pios de dichos sistemas. El modelo de referencia no esta´
amarrado ni describe tecnolog´ıas de implementacio´n.
Definicio´n 17. Arquitectura de referencia basada en com-
ponentes
Es un modelo de referencia traducido a componentes de
software( que implementan cooperativamente la funcionali-
dad deﬁnida en el modelo de referencia) y los ﬂujos de ser-
vicios entre los componentes. As´ı como el modelo de refe-
rencia divide la funcionalidad, una arquitectura de refe-
rencia es la traduccio´n de esta funcionalidad a la descom-
posicio´n de un sistema en componentes; este mapeo no es
necesariamente uno-a-uno. Se puede decir que la arquitec-
tura de referencia es una instancia arquitectural del modelo
de referencia.
Como tales, las arquitecturas de referencia representan
una divisio´n de funcionalidad de un sistema de software que
representa para el caso de servicios web, el ﬂujo de servicios
entre los componentes que la constituyen, en un modo de
interaccio´n basado en documentos o en un modo interaccio´n
de invocacio´n a procesos [?, cap´ıtulo 6].
Definicio´n 18. Arquitectura de software
Es la implementacio´n de una arquitectura de referencia
con una tecnolog´ıa o combinacio´n de tecnolog´ıas espec´ıﬁcas.
Por ejemplo, se podra´ tener un modelo de referencia de un
ERP universitario con arquitecturas de referencia implemen-
tadas sobre tecnolog´ıas de servicios web como las propues-
tas por SUN, Microsoft, Oracle o sobre un ORB conforme
CORBA u otras plataformas espec´ıﬁcas que soporten desa-
rrollo basado en componentes.
Como se puede observar, el modelo de referencia y la
arquitectura de referencia se generan en tiempo de disen˜o
mientras la arquitectura de software se da en tiempo de im-
plementacio´n y ejecucio´n.
Dado que una arquitectura de referencia es una ins-
tancia arquitectural de unmodelo de referencia y la primera
antecede la implementacio´n de la arquitectura de soft-
ware correspondiente; es de intere´s establecer si la arqui-
tectura de referencia es correcta frente a su especiﬁ-
cacio´n de ma´s alto nivel que es el modelo de referencia.
6.1 Corrección de una arquitectura de refe-
rencia frente a un modelo de referencia
Definicio´n 19. Correccio´n fuerte arquitectural
Una arquitectura de referencia es fuertemente correcta res-
pecto a un modelo de referencia arquitectural, si la especiﬁ-
cacio´n de las conﬁguraciones arquitecturales expresadas en
el ca´lculo− ρarq de los dos modelos son fuertemente bisimi-
lares arquitecturalmente.
Definicio´n 20. Correccio´n de´bil
Una arquitectura de referencia es de´bilmente correcta res-
pecto a un modelo de referencia arquitectural, si la especiﬁ-
cacio´n de las conﬁguraciones arquitecturales expresadas en el
ca´lculo− ρarq de los dos modelos son de´bilmente bisimilares
arquitecturalmente. Es decir, los comportamientos obser-
vables son equivalentes.
7. CORROBORACIÓN DE RESULTADOS
La teor´ıa aqu´ı expuesta se ha corroborado veriﬁcando la
correccio´n de una arquitectura de software de un sistema
simulado de ascensores frente a un modelo de referencia
de sistemas de este tipo. Para un mayor detalle consultar
[Diosa, 2008, Cap. 6].
La arquitectura de software fue ejempliﬁcada con com-
ponentes de software constru´ıdos en el lenguaje de progra-
macio´n Mozart [Roy and Haridi, 2004]. Este hecho abre
la posibilida de desarrollar con este lenguaje productos de
software dentro del paradigma de desarrollo basado en com-
ponentes, en un modelo de distribucio´n abierto que puede
estar acompan˜ado metodolo´gicamente de una serie de ac-
tividades de disen˜o, construccio´n y veriﬁcaco´n arquitectural
como las mostradas en la Figura 5.
8. CONCLUSIONES
1. Se ha logrado expresar conﬁguraciones arquitecturales
basadas en componentes de software que son traducibles
a sistemas de transicio´n rotulados condicionados. Es-
tos sistemas de transicio´n rotulados permiten mode-
lar el comportamiento de dichas conﬁguraciones ar-
quitecturales con componentes de software a los que
se pueden aplicar restricciones en tiempo de ejecucio´n.
2. Ajustar a nuestros propo´sitos la teor´ıa de equivalen-
cia de observacio´n propuesta por Milner y otros en
el π − calculus [Milner, 1999] [Sangiorgi and Walker,
2003] posibilito´ la veriﬁcacio´n de correccio´n a nivel ar-
quitectural como este trabajo de investigacio´n lo ha
ilustrado.
3. Se ha determinado que esta te´cnica de chequeo per-
mite diferenciar niveles de observabilidad en el com-
portamiento de una arquitectura basada en compo-
nentes de software. Estos niveles de observabilidad
pueden indicar correccio´n en los niveles ma´s gruesos o
menos granulares y, lo contrario, en niveles ma´s gran-
ulares o de observabilidad ma´s detallada.
9. TRABAJO FUTURO
1. Asociar herramientas de chequeo automa´tico de mo-
delos ( como Labelled Transition System Analyzer [De-
partment of Computing, Imperial College London, 2007])
da soporte al ana´lisis automatizado de aspectos dina´-
micos de arquitecturas de software.
2. Se ha establecido una primera relacio´n de expresiones
arquitecturales con modelos basados en componentes
conforme a UML 2.x [Object Management Group, 2007];
se ha asociado una representacio´n gra´ﬁca del ﬂujo de
la ejecucio´n arquitectural que es similar al ﬂujo com-
portamental representado por medio de redes de Petri
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[Murata, 1989][Girault and Ru¨diger, 2003]. Esta afor-
tunada coincidencia posibilita pensar en la traduccio´n
de expresiones arquitecturales en el ca´lculo−ρarq a no-
tacio´n de redes de Petri con el objetivo de veriﬁcar por
esta v´ıa otras propiedades dina´micas. Esta alternativa
es explorada actualmente.
3. El ca´lculo − ρarq no tiene incorporada la dimensio´n
temporal que permitir´ıa el chequeo de otras propiedades
como vivacidad y deteccio´n de abrazos mortales. Se
trabajara´ en ampliar la sintaxis y sema´ntica del for-
malismo para posibilitar el modelado a nivel arquite-
cural incluyendo tiempo.
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