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Abstract. The Internet has rapidly evolved from a network, connect-
ing a couple of dozens of computers, to a network containing billions
of devices. Furthermore, the current Internet is mostly used to deliver
complex services with increasingly stringent Quality of Service (QoS) re-
quirements. However, the underlying network model has remained the
same, making the Internet not well suited to optimally support the cur-
rent user trends and services. Currently, a lot of eﬀort is being made
in the area of network virtualization and Information-Centric Network-
ing (ICN) to support the evolution towards the QoS constraint distribu-
tion of large amounts of information. Even though both directions oﬀer a
lot of opportunities, multiple important challenges have to be faced when
managing the placement of content inside the network and guaranteeing
delivery eﬃciency. These challenges are further increased when a com-
bination of both trends is considered. This paper gives an overview of
these challenges and how this PhD will deal with the mutual inﬂuences
of network virtualization and ICN in an eﬃcient way.
1 Introduction
Since its emergence in the 70's, the Internet has known a fenomenal growth.
However, the fundamental principles have remained the same. In recent years,
Internet usage has shifted to a variety of complex services that require the distri-
bution of large amounts of information. These services include, amongst others,
the delivery of Video on Demand (VoD) and popular social media like Twitter
and Facebook. The delivery of these complex services is in strong contrast to
the traditional usage of the Internet. It is the information itself, and no longer
the communicating hosts, that plays a central role in the Internet. The source of
the information is of minor importance to the end-user, as long as the delivery
meets increasingly stringent Quality of Service (QoS) requirements.
These observations reveal multiple strong management challenges for the
future Internet. In this area, two novel research directions can be identiﬁed.
The development of Information-Centric Networking (ICN) architectures and
algorithms [1], where the information is decoupled from its location at the net-
work level, addresses the increasing importance of content distribution. This
allows content to be duplicated everywhere in the network, enabling in-network
caching [2]. Addressing individual data elements is in strong contrast to the
current host-based IP addressing scheme.
On the other hand, a lot of research eﬀort is being made in the area of net-
work virtualization [3]. Just as the virtualization of computing resources enabled
a lot of novel applications like cloud computing in data centers, network virtu-
alization may oﬀer similar perspectives in communication networks [4]. Network
virtualization allows the diﬀerentiation of distinct services over a shared phys-
ical network. Furthermore, decoupling a service from a ﬁxed physical location
allows services to be dynamically conﬁgured and reconﬁgured. As these services
are fully isolated, they can be managed individually. In this way, individual QoS
requirements can be imposed.
Although both research areas oﬀer a lot of new possibilities, multiple impor-
tant challenges have to be dealt with. A ﬁrst challenge can be found in ICN-based
routing. Next to the fact that the number of data objects is a level of magni-
tude bigger than the number of end systems, multiple duplicates of data objects,
spread across the network, further complicates the routing problem. Second, in-
network caching can strongly beneﬁt from eﬃcient caching strategies. Advanced
algorithms, considering pro-active content placement next to current reactive
caching strategies, can strongly increase the delivery performance in the net-
work. A third challenge can be found in ﬁnding the optimal resource allocation
scheme in the virtualized network [5]. This challenge increases even further when
reallocation in case of changing requirements or network conditions is considered.
2 Virtualized ICN Networks
This PhD research covers the design of an architecture and algorithms for the
eﬃcient management of virtualized information-centric networks. More speciﬁc,
we focus on the elastic allocation of virtual network resources and on pro-active
content placement. The remainder of this section will focus on the diﬀerent
algorithmic challenges of virtualized information-centric networks that will be
addressed in this PhD.
2.1 Static resource-allocation and content placement
In this research phase, algorithms will be developed to calculate the optimal
network conﬁguration that meets the speciﬁed QoS requirements while minimiz-
ing the related costs. The resulting conﬁguration will deﬁne both the content
placement and the allocation of virtual network slices. This process is illustrated
in Fig. 1. The system takes into account both the predicted requests and re-
lated QoS requirements for the service (A) and the physical network topology
(B). Based on this input, the algorithm deﬁnes the optimal content placement
in order to provide a cost-eﬃcient service delivery and allocates the virtual net-
work slices. The resulting solution satisﬁes both the service requirements and
the physical resource capacities.
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Fig. 1. Schematic overview of the static resource-allocation and content placement
process.
Both the allocation of virtual networks, taking into account physical resource
capacities, and the content placement problem are known to be NP-hard [5,
6]. Given the mutual inﬂuence between both problems, a combined approach
is required. Because of the algorithmic complexity of the individual problems,
an optimal solution can not be obtained in a scalable way. Therefore, we will
have to reside to heuristic approaches. During this PhD, multiple algorithms
will be developed, both using meta-heuristics and custom heuristics, tailored
to the speciﬁc problem. For this purpose, multiple existing heuristics, both for
the resource allocation problem (e.g. [7, 8]) and the content placement problem
(e.g. [9, 10]), will be investigated in depth.
Even though we stated in the previous paragraph that an optimal solution can
not be guaranteed in a scalable way, it will be very useful to model the problem
as an Integer Linear Programming (ILP) problem. Using this formulation, an
optimal solution can be calculated for problems of limited scale. These results
can then be used as a benchmark to evaluate the developed heuristics.
2.2 Elastic resource-allocation and content placement
Given the high algorithmic complexity of the algorithms introduced in Sec-
tion 2.1, the allocation of virtual network slices and the content placement can
only be executed periodically in an oﬀ-line way on a relative large timescale.
During the period in between two executions however, strong ﬂuctuations in
the request pattern can occur. Furthermore, requests for additional services can
cause the optimal network conﬁguration and content placement to change. For
this reason, it is crucial to monitor the conditions and optimize the conﬁguration
on a short timescale if needed. In this way, virtual networks can be scaled in an
elastic way by dynamically allocating more or less resources and moving content
inside the network, based on the perceived requirements, analogous to virtual
machines in cloud computing. It is important to note that these resources are
not limited to traditional hardware resources like CPU and bandwidth capacity,
but can additionally include higher level resources, e.g. the availability of speciﬁc
protocols.
The elastic approach is illustrated in Fig. 2. It is important to note that,
for reasons of clarity, the requirements are visualized in only one dimension. In
reality however, the problem is more complex. As illustrated in this example,
the allocated resources for the virtual network slice scale when the requirements
change signiﬁcantly. Furthermore, this reallocation could introduce a better con-
tent placement solution. In this way, the elastic network will be able to meet the
QoS requirements at any time, while minimizing the related costs.
Requirements are very likely to ﬂuctuate lightly during the monitoring pe-
riod. However, small ﬂuctuations do not necessarily cause the current conﬁg-
uration to be unsatisfactory. When the perceived requirements stay within a
speciﬁc range, reconﬁgurations are not required. To detect consistent anomalous
behaviour, anomaly detection techniques can be applied. Anomaly detection
identiﬁes patterns that do not correspond to the perceived normal behaviour.
When such anomalies are detected, the resource allocation and content place-
ment has to be reconﬁgured. A ﬁrst step in this area has been taken with the
implementation of a heuristic, dynamically adjusting the resource allocation of
virtual networks using reinforcement learning [11]. In this way, the heuristic can
adapt its behaviour based on the performance of previous decisions. Similar to
the static case described in Section 2.1, this problem will be modelled as an ILP



















Fig. 2. Simpliﬁed schematic overview of the elastic scaling of virtual network slices,
based on perceived requirements.
3 Conclusion
For the Internet to eﬃciently deal with the delivery of current complex services,
this paper proposed a combined approach to the problem of resource allocation in
network virtualization and the information-centric content placement problem. A
combined approach is crucial given the mutual inﬂuence between both problems.
As a ﬁrst step, heuristic approaches are proposed to deﬁne the optimal network
conﬁguration and content placement in a static way on a large time-scale. On
a shorter time-scale, self-learning heuristics are proposed to adapt the network
conﬁguration and content placement to perceived ﬂuctuations in the requests
and requirements patterns. Using this approach, the elastic network is able to
meet the QoS requirements in a cost-eﬃcient way at any time.
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