Abstract. The pseudospectral abscissa and the stability radius are well-established tools for quantifying the stability of a matrix under unstructured perturbations. Based on first-order eigenvalue expansions, Guglielmi and Overton [SIAM J. Matrix Anal. Appl., 32 (2011), pp. 1166-1192 recently proposed a linearly converging iterative method for computing the pseudospectral abscissa. In this paper, we propose to combine this method and its variants with subspace acceleration. Each extraction step computes the pseudospectral abscissa of a small rectangular matrix pencil, which is comparably cheap and guarantees monotonicity. We prove local quadratic convergence for one of the resulting subspace methods. Moreover, these methods extend naturally to computing the stability radius. A number of numerical experiments demonstrate the robustness and efficiency of the subspace methods.
1. Introduction. For a square matrix A ∈ C n×n , the pseudospectrum of A with respect to a perturbation level ε > 0 is defined as Λ ε (A) = z : z ∈ Λ(A + ε ) for some ∈ C n×n with ≤ 1 , where · denotes the matrix 2-norm and Λ(·) denotes the set of all eigenvalues. Equivalently [37] , Λ ε (A) = z ∈ C : σ min (A − zI) ≤ ε , (1.1)
where σ min (·) denotes the minimal singular value. While the pseudospectrum offers a rich picture of the behavior of eigenvalues under perturbations, it is sometimes more useful to supply a single quantity, like an indication of the stability of A under perturbations. Examples of such quantities include the pseudospectral abscissa and the stability radius. The ε-pseudospectral abscissa α ε (A) of A is defined as the real part of the rightmost point in the ε-pseudospectrum: α ε (A) := max Re z : z ∈ Λ ε (A) = max Re z : σ min (A − zI) ≤ ε , (1.2) where the latter follows from the singular value characterization (1.1); see Figure 1 .1 for an example. This and all subsequent figures have been generated by Eigtool [39] . In particular, α ε (A) < 0 implies that A remains stable (in the sense that all eigenvalues have negative real part) under perturbations of norm at most ε. The smallest ε for which this fails to hold is called the stability radius β(A) of A: β(A) := min{ε ∈ R : α ε (A) ≥ 0}.
Of course, this definition makes only sense if A itself is stable. In this case, we obtain β(A) = min{ε ∈ R : α ε (A) = 0} from the continuity of the pseudospectrum. In particular, the latter equality illustrates the close link between the stability radius and the H ∞ -norm of a continuous linear time-invariant system [23] .
Classical methods for computing the stability radius exploit that the intersection points of a vertical line with the boundary of Λ ε (A) can be characterized as the purely imaginary eigenvalues of a certain 2n × 2n Hamiltonian matrix [11, 22] . Based on this characterization, Byers [11] proposed and analyzed a bisection method. This bisection method has been extended to H ∞ computations in [5, 21] and, subsequently, turned into quadratically convergent algorithms by exploiting higher regularity near a local optimum [4, 6] . Being very reliable, these algorithms are at the core of existing software for stability radius and H ∞ computations, such as the Control System Toolbox in Matlab [31] and SLICOT [2] . However, the need for detecting all purely imaginary eigenvalues of a 2n × 2n Hamiltonian matrix in every iteration becomes computationally challenging for a large and possibly sparse matrix A, see, e.g., [26] for a discussion. According to [20] , this disadvantage can be partly avoided by using a locally convergent procedure to minimize σ min (A − zI) on the imaginary axis. The Hamiltonian eigenvalue problem then only needs to be solved to verify that the obtained local optimum is also a global minimum and to restart the local procedure if this is not the case. Recently, Freitag and Spence [13] have proposed an approach based on a similar principle but with a different local procedure. Eigenvalue continuation is employed to find a 2 × 2 Jordan block corresponding to a purely imaginary eigenvalue of the parameter-dependent Hamiltonian eigenvalue problem.
Algorithms for computing the ε-pseudospectral abscissa have been proposed only relatively recently. The criss-cross algorithm by Burke, Lewis, and Overton [9] uses the Hamiltonian characterization mentioned above to traverse the pseudospectrum horizontally and vertically in an alternating way (see also Section 5.2) . While this algorithm is very robust-it converges globally and locally quadratically-the need for solving Hamiltonian eigenvalue problems makes it again unsuitable for larger matrices. Guglielmi and Overton [18] have proposed an algorithm that is based on first-order eigenvalue expansions and only requires computing the right-most eigenvalue for a rank-one perturbation of A in every iteration; see Section 2 for more details. Although this algorithm is not guaranteed to converge to the global right-most point of the pseudospectrum, such a behavior has been observed for a large number of numerical examples in [18] . However, a disadvantage of the algorithm is that its convergence is only linear and may become quite slow in certain cases.
In this paper, we propose a subspace method to overcome the potentially slow convergence of the algorithm from [18] . The basic idea is to collect the essential information from all previous iterates in a subspace and obtain a more accurate iterate by extracting a quasi-best approximation from this subspace. Such an acceleration can be found in many subspace methods in numerical linear algebra, including Krylov subspace and Jacobi-Davidson methods for solving eigenvalue problems [1] . What may be unique about our subspace approach is that it provably turns a linearly converging iteration into a quadratically converging one. While this reminds of existing results for vector extrapolation techniques [14, 35] , it is important to note that subspace methods can generally not be viewed as vector extrapolation.
The rest of this paper is organized as follows. Section 2 provides a brief summary of the algorithm by Guglielmi and Overton. In Section 3, we develop the fundamental ideas behind our subspace method and prove monotonicity as well as stability of the extraction procedure. Two different variants of the subspace are proposed; their convergence is analyzed in Section 4. For one variant, local quadratic convergence is proven, while for the other we can only show local superlinear convergence. How to suitably combine these two variants and other implementation details, such as the computation of the pseudospectral abscissa for rectangular matrix pencils, are discussed in Section 5, along with several numerical experiments. Section 6 is concerned with extending our methods to the computation of the stability radius.
2. The algorithm by Guglielmi and Overton. In the following, we briefly summarize the basic algorithm in [18] together with some results.
The algorithm of Guglielmi and Overton aims to construct a sequence of unit norm perturbations 0 , 1 , 2 , . . . converging to such that the right-most eigenvalue of A + ε coincides with a right-most point µ α of the ε-pseudospectrum. Considering iteration k of the algorithm, suppose that the right-most eigenvalue µ k of A + ε k is simple. Let u k and v k denote unit-norm normalized left and right eigenvectors belonging to µ k . Since µ k is simple, we have u * k v k = 0 [24, Lemma 6.3.10] . In fact, by a suitable scaling of u k or v k , we can always assume that u k and v k are so-called RP-compatible.
Definition 2.1. Two vectors u, v ∈ C n are called RP-compatible if u = v = 1 and u * v is real and positive. To determine the next perturbation k+1 , it is desirable that the real part of the right-most eigenvalue µ k+1 of
is as large as possible. By a first-order eigenvalue expansion [24, Theorem 6.3 .12], we have
this choice also maximizes the first-order term in (2.1).
These considerations lead to Algorithm 1 below. Note that we call µ α ∈ ∂Λ ε (A) a locally right-most point of the ε-pseudospectrum if µ α is the right-most point of U ∩ Λ ε (A) for some open set U containing µ α . By choosing U sufficiently small, this right-most point is always unique, see [18, Lemma 2.5] .
In order to guarantee that Re(µ k ) increases monotonically, [18] proposes a number of modifications to this basic algorithm. Since our subspace variant of Algorithm 1 guarantees monotonicity automatically, we omit this discussion. 
The following assumption is crucial for the analysis and success of Algorithm 1. Assumption 1. Let µ α be a locally right-most point of Λ ε (A). Then σ min (A − µ α I) is simple.
Let v α be a right singular vector belonging to σ min (A − µ α I) = ε. Then the corresponding left singular vector u α is given by u α = 
Together with
this shows that −u α and v α are an RP-compatible pair of left/right eigenvectors for A − εu α v * α belonging to the eigenvalue µ α . Because of Assumption 1, this eigenvalue is simple.
In [18, Theorem 5.6] , it has been shown that Algorithm 1 converges locally and linearly to µ α , provided that
where σ n−1 (·) denotes the (n − 1)th singular value, and Assumption 1 is satisfied. Numerical experiments reported in [18] indicate a surprisingly robust global convergence behavior of Algorithm 1, even when (2.3) is not satisfied. In fact, for all practically relevant examples under consideration, Algorithm 1 converges to a point µ α that is not only locally but also globally a right-most point of Λ ε (A). In particular, this yields α (A) = Re(µ α ).
3. Basics of the subspace methods. The basic idea of the approach proposed in this paper is to collect the iterates v k produced by Algorithm 1 in a subspace V and locally approximate the pseudospectrum of A by its restriction to this subspace. More specifically, given an orthonormal basis V ∈ C n×k of V we consider the pseudospectrum of the (rectangular) matrix pencilÂ − zB := AV − zV . In analogy to (1.1), this can be defined as
see also [40] and [37, Chapter 46] . In contrast to the ε-pseudospectrum of a square matrix, the ε-pseudospectrum of a rectangular matrix pencil can be empty. We will address this issue in Section 5.2.
The following lemma presents a monotonicity result, similar to [40, Theorem 2.2] . Lemma 3.1. Let U and V be orthonormal bases of subspaces U and V in C n×n with U ⊂ V. Then
which implies z ∈ Λ ε (AV, V ) and thus shows the first inclusion. The second inclusion follows trivially from the first by noting that σ (A) = σ (A · I, I). Defining α ε (Â,B) as the maximal real part of the ε-pseudospectrum ofÂ − zB,
an important conclusion from Lemma 3.1 is that
The following result characterizes when we can expect equality. Lemma 3.2. Let A ∈ C n×n and V be an orthonormal basis of a subspace V of C n×n . Then α ε (AV, V ) = α ε (A) if and only if V contains a vector v α with the following property: v α is a right singular vector belonging to σ min (A − µ α I) for some µ α ∈ C with Re(µ α ) = α ε (A).
Proof. The existence of a vector v α with the described property implies that µ α ∈ Λ ε (AV, V ) and hence α ε (AV, V ) ≥ Re(µ α ) = α ε (A). Together with (3.3), this implies α ε (AV, V ) = α ε (A).
In the opposite direction, suppose that α ε (AV, V ) = α ε (A). By Lemma 3.1, this is only possible if Λ ε (AV, V ) and Λ ε (A) have a common right-most point µ α . Let x be a right singular vector belonging to σ min (AV − µ α V ). Then v α := V x is a right singular vector belonging to σ min (A − µ α I).
3.1. Stability of extraction procedure. Motivated by the result of Lemma 3.2, we aim at constructing a subspace V that contains a good approximation to v α in the sense that the distance
is small. The distance measure (3.4) will be central in our convergence proofs and is closely related to the notion of gaps between subspaces; see [25, Section 1.2]. Given a subspace V with orthonormal basis V we extract α ε (AV, V ) as an approximation to α ε (A). In this section, we prove the stability of this extraction procedure, that is, a small value for d(v α , V) implies that α ε (AV, V ) is a good approximation to α ε (A). We indeed show below that this approximation error is proportional to
2 , provided that Assumption 1 holds. However, for the convergence of subsequent iterates of our subspace method, it is important that not only the real parts but also the imaginary parts of the right-most points of Λ ε (AV, V ) and Λ ε (A) are close. There are two obstacles to this. First, there could be several (globally) right-most To describe the influence of the shape of ∂Λ ε (A), recall from [9, Corollary 4.5] that under Assumption 1 we can parametrize ∂Λ ε (A) locally around µ α as the curve µ : t → µ R (t) + iµ I (t) with
for some integer j ≥ 1. The curvature of ∂Λ ε (A) in the direction of the imaginary axis is equal to γ when j = 1 and zero otherwise. Since the slope of ∂Λ ε (A) at µ α is already vertical, a zero curvature increases the difficulty of linking the approximation of the imaginary part to the approximation of the real part. While the first obstacle from above can certainly be neglected once the approximation focuses on a particular part of the pseudospectrum, the second obstacle appears to be more severe. For convenience, we rule out both. Assumption 2. There is only one µ α ∈ ∂Λ ε (A) satisfying Re(µ α ) = α ε (A). Moreover, the curvature of ∂Λ ε (A) at µ α is not zero, that is, j = 1 in (3.5).
Note that this assumption is also required by other algorithms for computing α ε (A), for example, it is implicitly present in [13] . Also, there is numerical evidence that the convergence condition (2.3) for Algorithm 1 can only be satisfied if the curvature of ∂Λ ε (A) at µ α is not zero. A detailed investigation of this connection is, however, beyond the scope of this paper.
Theorem 3.3. Let µ α be a right-most point of Λ ε (A) and let v α be a right singular vector belonging to σ min (A − µ α I). Moreover, consider a subspace V with an orthonormal basis V . If Assumption 1 holds then
If in addition Assumption 2 holds then any right-most point µ V of Λ ε (AV, V ) satisfies
Proof. Because of
we may assume w.l.o.g. that µ α = 0 for the rest of the proof. By compactness, there exists v ∈ V with v = 1 such that d(v α , V) = v − v α = δ , where we set δ := v − v α . Inequality (3.3) and Lemma A.1 imply that
To prove the first part of the theorem, we need to compare the quantity on the right with α ε (A) = α ε (Av α , v α ) = 0. By a first-order expansion, it holds that
Assumption 1 implies that v * α Av α is real and negative, see (2.2). Consequently, we also have
Moreover,
where we used Av α = ε and
, we obtain
Plugging the derived relations into (3.8) and taking a Taylor expansion of the square root gives
which completes the proof of (3.6).
To prove the second part, we recall that Assumption 2 implies that the boundary of Λ (A) is asymptotically described by the parabola (3.5) with j = 1. For sufficiently small δ , µ V must be contained in this part of the ε-pseudospectrum and hence |Im(µ V )| ≤ |µ I (t)| = |t| with t satisfying
Combined with the result from the first part, this shows |Im(µ V )| = O(d(v α , V)) and this completes the proof of the second part. Remark 3.4. If the second part of Assumption 2 is not satisfied, the parametrization (3.5) holds for some integer j ≥ 2. A straightforward modification of the proof of Theorem 3.3 then leads to
3.2. Basic methods. Algorithm 2 realizes the subspace extraction discussed above. For the subspace expansion, we essentially perform one step of Algorithm 1 and add the obtained eigenvector to the subspace.
Algorithm 2 Basic subspace method with eigenvectors
Input: Matrix A ∈ C n×n , perturbation level ε > 0. Output: Approximation µ α to a locally right-most point of Λ ε (A).
Compute right-most eigenvalue λ 0 and normalized right eigenvectorv 0 of A.
Compute left/right singular vectors u k and v k belonging to σ min (A − µ k I). As we will see below, the use of both singular vectors and eigenvectors makes Algorithm 2 hard to analyze. In the following, we propose another algorithm that has a similar local convergence behavior without relying on eigenvectors. To this end, suppose that Algorithm 2 is close to convergence in the sense that
is small. Then, by Theorem 3.3, the real and imaginary parts of µ k − µ α are of order δ 2 k and δ k , respectively. Under Assumption 1, ε is a simple singular value of A − µ α I and hence a perturbation expansion [36, Theorem 3.4] yields
This implies
In other words, (µ k , v k ) is an approximate eigenpair of A − εu k v * k . Note that µ k is simple and under Assumption 2 it will be a good approximation to the right-most eigenvalue for sufficiently small δ k . In particular, this implies that the eigenvectorv k computed in Algorithm 2 satisfies
provided thatv k is suitably normalized. This suggests that replacingv k by v k in Algorithm 2 will have little effect on the local convergence. These considerations result in Algorithm 3.
Algorithm 3 Basic subspace method with singular vectors
Input: Matrix A ∈ C n×n , perturbation level ε > 0, starting value µ 0 ∈ C. Output: Approximation µ α to a locally right-most point of Λ ε (A).
Compute right singular vector v 0 belonging to σ min (A − µ 0 I). 4. Convergence analysis. In this section, we study the convergence properties of Algorithms 2 and 3.
4.1. Stagnation. Both subspace methods converge in at most n steps: either a basis V n ∈ C n×n of the full space C n is produced and hence µ n = µ α , or stagnation has occurred in an earlier step. Lemma 4.1 below characterizes the latter situation for Algorithm 3. Following [18] , we call a point µ ∈ ∂Λ ε (A) stationary if ∂Λ ε (A) is vertical 1 at µ. Clearly, every locally right-most point is stationary. However, also local minima and saddle points of Re(∂Λ ε (A)) are stationary.
Lemma 4.1. Let the right-most points µ 1 , µ 2 , . . . in Algorithm 3 be uniquely defined. Suppose that Algorithm 3 stagnates and let k < n denote the smallest integer such that µ k = µ k+1 . Then µ k is a boundary point of Λ ε (A) and 1. µ k is an isolated point of Λ ε (AV k , V k ); or 2. µ k is stationary. Proof. Suppose that µ k is not a boundary point, i.e., σ min (A−µ k I) < ε. Then the corresponding right singular vector v k satisfies Av k − (µ k + δ)v k ≤ ε for sufficiently small δ > 0. Hence, the pseudospectrum Λ ε (Av k , v k ) ⊂ Λ ε (AV k+1 , V k+1 ) contains points with real part larger than µ k . This contradicts stagnation.
Suppose now that µ k ∈ ∂Λ ε (A) but µ k is neither isolated nor stationary. Then ∂Λ ε (AV k , V k ) is not differentiable at µ k , because otherwise it would be vertical and intersect ∂Λ ε (A) at µ k , contradicting Λ ε (AV k , V k ) ⊂ Λ ε (A). This implies that the smallest singular value ε of AV k − µ k V k has multiplicity at least two. By dimension counting, there is a right singular vector
. By monotonicity and the uniqueness of µ k−1 , this implies µ k−1 = µ k and therefore contradicts the assumption.
Note that Lemma 4.1 only shows necessary conditions for stagnation. Because of the nonlocal nature of subspace methods, it seems to be difficult to provide sufficient conditions, except for trivial situations. For a similar reason, it seems to be difficult to characterize the stagnation of Algorithm 2.
Local convergence.
To discuss the local convergence of Algorithm 3, we first recall the definitions of Q-and R-quadratic convergence; see, e.g., [34, Chapter 9] or [33, Appendix A.2] . Let {x k } be a sequence that converges to x * . Then x k converges Q-quadratically if there exists a constant M > 0 such that
This is how local quadratic convergence is usually defined. On the other hand, x k converges R-quadratically if there is a sequence of nonnegative scalars {ν k } such that x k+1 − x * ≤ ν k , for all k, and {ν k } converges Q-quadratically to zero.
Equivalently, there exists a constant 0 < M < 1 such that
Obviously, R-quadratic convergence is a weaker notion than Q-quadratic convergence. Theorem 4.2. If Assumptions 1 and 2 are satisfied, Algorithm 3 converges locally R-quadratically to the right-most point µ α of Λ ε (A).
Proof. Algorithm 3 produces a sequence of points µ 0 , µ 1 , µ 2 , . . . ∈ C and a corresponding sequence of right singular vectors v 0 , v 1 , v 2 , . . . ∈ C n . Set δ k := |µ k − µ α |. We prove the statement of the theorem by showing that for sufficiently small δ 0 there exists a constant C (independent of δ 0 and k) with
Resolving this recursion gives
, which shows R-quadratic convergence for δ 0 < 1/C 2 . The inequality (4.1) will be shown by induction using the smoothness of singular vectors. Since σ min (A − µ α I) is simple, there exists a simply connected open set Ω ⊂ C containing µ α such that σ min (A − µI) remains simple for all µ ∈ Ω. Moreover, the analytic SVD of [7] guarantees an analytic continuation of the singular vectors to every µ ∈ Ω, and hence it follows from the monodromy theorem that there exists a vector-valued function v : Ω → C n such that 1) v(µ) is a right singular vector belonging to σ min (A − µI); and 2) v is holomorphic on Ω. In principle, computing such a v(µ) requires a suitable normalization of the right singular vector obtained from the SVD of A − µI. However, since Algorithm 3 is invariant under such a normalization, we may assume w.l.o.g. that the vectors are already suitably normalized and hence v k = v(µ k ).
The proof of (4.1) for k = 0 follows from
for some constants C 0 , C e . Note that the second implication is due to Theorem 3.3. For δ 0 sufficiently small, the closed ball U δ = {µ ∈ C : |µ − µ α | ≤ δ} with δ := max{1, C e C 0 } · δ 0 satisfies U δ ⊂ Ω. Consider now k ≥ 1 and suppose that µ 0 , . . . , µ k ∈ U δ . Let p : Ω → C n be the interpolating polynomial of degree k satisfying p(µ j ) = v(µ j ) for j = 0, . . . , k. Clearly,
By Hermite's formula [38] of the interpolation error, we have
where
and Γ ⊂ Ω is a contour around µ 0 , . . . , µ k , µ α .
Because Ω is open, there is a κ > 0 such that we can choose Γ := ∂U δ+κ . This choice implies |ω k (z)| < κ k for every z ∈ Γ and yields the following bound for the interpolation error (4.4):
By (4.3) and Theorem 3.3, we have |µ k+1 − µ α | ≤ C e v(µ α ) − p(µ α ) . Combined with (4.5), this shows (4.1), and µ k+1 ∈ U δ when δ 0 is sufficiently small. The proof of Algorithm 3 relied on an interpolation argument using the fact that the subspace is generated by a vector-valued function. As this is not the case for Algorithm 2, the proof technique only carries over when considering Algorithm 2 as a perturbation of Algorithm 3. Consequently, Theorem 4.3 below only yields superlinear instead of quadratic convergence, and relies on a more restrictive condition. Currently, it is not clear to us whether and how the result of this theorem could be improved. to µ α . Proof. The result is proven along the lines of the proof of Theorem 4.2, taking into account that the eigenvectorv k instead of the singular vector v k = v(µ k ) is added to the subspace in each iteration. In the th iteration, this yields the subspacê
The Lagrange form of the interpolation polynomial p(µ α ) in the proof of Theorem 4.2,
guides the selection of the vectorp ∈V :
The error resulting from the use of eigenvectors instead of singular vectors is therefore bounded by
where we used that (3.9) holds under Assumptions 1 and 2.
Without loss of generality, we suppose that the assumed linear convergence starts from the first iteration. Hence, there is β < 1 such that δ k ≤ βδ k−1 for every k = 1, . . . , . For 0 ≤ k, j ≤ with j = k we then obtain
Inserted into (4.6) and combined with the result (4.1) from the proof of Theorem 4.2, this shows
for a suitable constant C. Defining the Fibonacci(-like) sequences
the inequality (4.7) implies
both sequences grow asymptotically proportional to φ k . This shows the desired superlinear convergence when δ 0 < C.
Implementation details and numerical experiments.
In this section, we detail some implementation aspects of Algorithms 2 and 3 and report on numerical results for a suite of dense and sparse test problems. All experiments were done with Matlab version R2010b on an Intel Core2 2.66 GHz CPU.
Stopping condition.
We use the stopping condition from [18] : the iteration is stopped when k > 1 and
where η is a user-specified tolerance. For all experiments in this section, we use η = 10 −12 .
Pseudospectral abscissa for rectangular matrix pencils.
Each iteration of our subspace methods needs to determine the right-most point of Λ ε (AV k , V k ) for the rectangular matrix pencil AV k − zV k ∈ C n×k , that is,
Several additional complications may occur in the case of rectangular matrix pencils, for example, the pseudospectrum could be empty. Fortunately, in Algorithm 2, this situation is avoided since the eigenvectorv 0 of A is contained in all subspaces. Hence, the pseudospectrum Λ ε (Av 0 ,v 0 ), which is a ball of radius ε around λ 0 , is a subset of Λ ε (AV k , V k ) for all k.
As a first step to address (5.2), we reduce the size of the pencil AV k − zV k when n ≥ 2k by computing a reduced QR decomposition V k , AV k = Q B ,Ã . This results in the pencil with the property that Λ ε (AV k , V k ) = Λ ε (Ã,B); see also [40, 3] . To this reduced pencil, we apply a variant of the criss-cross algorithm from [9] .
Our variant of the criss-cross algorithm repeatedly performs a series of horizontal and vertical searches in the complex plane to find intersections z = x + iy with the boundary of Λ ε (Ã,B). By a straightforward generalization of Lemmas 2.1 and 2.5 in [9] , these intersections can be found by computing the imaginary eigenvalues of certain matrix pencils.
Lemma 5.1. The following equivalences hold:
Based on this lemma, a criss-cross algorithm for Λ ε (Ã,B) can be performed in virtually the same manner as in [9, Algorithm 3.1]. We omit the details but point out a difficulty related to rectangular matrix pencils.
To find the right-most point, the criss-cross algorithm needs to be started from a point inside the right-most component of Λ ε (Ã,B) . By the monotonicity of the pseudospectra Λ ε (AV k , V k ), the previous right-most point of Λ ε (AV k−1 , V k−1 ) is guaranteed to be in Λ ε (AV k , V k ). Unfortunately, this point may be in a component different from the right-most one. We therefore use a combined strategy, where we also consider the points
withÃ 1 ,B 1 from (5.3). Among these candidate points, we take the right-most one as the initial guess. This heuristic turns out to work well in our experiments. However, it may fail on difficult problems. Such a situation is depicted in Figure 5 .1.
A hybrid method.
Computing the smallest singular value can be significantly less expensive than computing the right-most eigenvalue of a matrix, in which case an iteration of Algorithm 3 is cheaper than an iteration of Algorithm 2. However, the global convergence of Algorithm 3 is unfavorable. This is illustrated in Figure 5 .2, where we have depicted typical paths of the iterates when applying Algorithms 2 and 3 to the Grcar matrix (for ε = 10 −4 ) and the Orr-Sommerfeld matrix (for ε = 10 −2 ), see also Section 5.4. The eigenvalue-based Algorithm 2 takes larger steps in the beginning and more quickly approaches the region of local convergence. Close to the right-most point, both algorithms exhibit essentially the same convergence behavior.
Inspired by the good global convergence behavior of Algorithm 2 and the usually cheaper cost per iteration of Algorithm 3, we propose in Algorithm 4 a hybrid strategy: In the beginning, as long as
with ρ > 0 a tolerance (we use ρ = 0.1 by default), we know that the reduced pseudospectrum Λ ε (AV k , V k ) is still far away from Λ ε (A). Hence, we start with Algorithm 2 and switch to Algorithm 3 when (5.5) does not hold. The next section demonstrates that such a hybrid approach can be considerably faster than using Algorithm 2 alone.
Algorithm 4 A hybrid strategy based on Algorithms 2 and 3
Compute right-most eigenvalue λ 0 and right eigenvectorv 0 of A.
Compute right singular vector v k belonging to σ min (A − µ k I). if condition (5.5) holds then Compute the left singular vector u k belonging to σ min (A − µ k I).
Compute right-most eigenvalue λ k and right eigenvectorv
Numerical experiments with small-scale problems. Our small-scale test problems essentially consist of the matrices from EigTool that are used in [18, Sec. 8] . We have omitted or modified examples of size up to 10, as using a subspace approach makes little sense for such small examples. All eigenvalue and SVD calculations were performed by calls to the Matlab commands eig and svd, respectively. First, we compare the eigenvalue-based approach (Algorithm 2) with the hybrid approach (Algorithm 4). Table 5 .1 gives a representative subset of the obtained computational results for matrices up to size 100 and for ε = 10 −2 . Note that the error of the obtained approximation µ k is reported as absolute error := |Re(µ k ) − α ε (A)| and relative error :
The reference value for α ε (A) is computed by the criss-cross algorithm [8] . All problems, except randomtri, were solved up to a relative error below 10 −12 which strongly indicates convergence to the global optimum. For randomtri, Algorithm 2 nearly stagnates but Algorithm 4 succeeds. From the table, we can clearly see that Algorithm 4 is always faster than Algorithm 2-most of the time by at least a factor of twowhile still being as reliable and accurate. Usually, three eigenvalue computations are sufficient before resorting to SVDs only. Table 5 .2 provides a comprehensive comparison between Algorithm 4, the crisscross algorithm, and the GO (Guglielmi and Overton) algorithm [18] . It can be seen that Algorithm 4 outperforms the two other methods for all problems except the Grcar matrix, where the criss-cross algorithm is slightly faster.
To investigate the dependence on the size of the problems, we enlarge the test set from Table 5 .2 by adding matrices of size 200 and 300 for all scalable examples. Figure 5 .3 displays the resulting logarithmic performance profile [12] . Algorithm 4 turns out to be the fastest for more than 80% of the test problems while being only slightly less reliable (95%) than the criss-cross algorithm (100%). A subset of these problems are reported in Table 5 .3. Not surprisingly, with increasing matrix sizes, the relative performance of the criss-cross algorithm becomes worse compared to the GO algorithm and Algorithm 4.
5.5.
Numerical experiments with large-scale problems. The subspace methods proposed in this paper can be applied to sparse large matrices. For this purpose, all eigenvalue and singular value computations need to be performed by an iterative method. For computing the right-most eigenvalue of a matrix, we use the software package ARPACK [28] available through eigs in Matlab. For computing the smallest singular value σ min (A − µI), we apply PROPACK [27] to (A − µI) −1 . The inverse is applied to a vector via a sparse LU factorization of A − µI using lu in Matlab. Our set of large-scale test problems consists of the matrices from EigTool used in [18, Sec. 9] and all the sparse matrices of the benchmark set COM P l e ib [29] . The obtained results are shown in Table 5 .4. For all examples but skewlap3d and sparserandom, our subspace methods are faster compared to the GO algorithm. For some examples, this is due to less iterations. However, there are also examples with essentially the same number of iterations, for which Algorithms 2 and 4 benefit from not having to compute left eigenvectors as in the GO algorithm. For the matrices skewlap3d and sparserandom the sparse LU factorization of A − µI is too costly and should be replaced by the use of an iterative method. Note that the failures for A performance profile can be found in Figure 5 .3. We also tested the obtained right-most points of the ε-pseudospectrum for all three methods and observed for all examples a relative difference between 10 −7 and 10 −15 , indicating convergence to the globally right-most point.
6. Extension to stability radius computation. The extension of the subspace methods to the computation of the stability radius β(A) of a stable matrix A is relatively straightforward and will be outlined in this section. Recall that β(A) = min{σ min (A − zI) : z ∈ iR}. An analogous quantity for a rectangular matrix pencilÂ − zB can be defined as
From Lemma 3.1, it follows that
for orthonormal bases U, V of subspaces U, V, respectively, such that U ⊂ V ⊂ C n . The following lemma extends Theorem 3.3 to the stability radius. Lemma 6.1. Let µ β ∈ iR such that β(A) = σ min (A − µ β I) and let v β be an associated right singular vector. Then for a subspace V with an orthonormal basis V it holds that β(AV, V ) − A − µ β I · d(v β , V) ≤ β(A) ≤ β(AV, V ).
Suppose that Assumptions 1 and 2 hold for ε = β(A). Then any µ V ∈ iR such that β(AV, V ) = σ min (AV − µ V V ) satisfies (v β , V) ). Combined with (6.2), this completes the proof of the second part by the triangular inequality.
Algorithm 5 Stability radius computation
Input: Matrix A ∈ C n×n . Output: Approximation to the stability radius β(A). Algorithm 5 is a suitable adaption of Algorithm 3 to stability radius computation. In each step, we have to compute the minimizer µ k corresponding to β(AV k , V k ). This is done by a variant of Byers' bisection method [11] , similar to the variants described When the right-most point of Λ β(A) (A) is real (which happens quite frequently for real matrices), Algorithm 5 usually converges in one iteration. For λ 0 ∈ R, it can be easily seen that µ 1 = 0 = µ β . This implies v β ∈ span(V k ) for all k ≥ 2. Combined with (6.1), this shows β(AV k , V k ) = β(A) for all k ≥ 2.
We refrain from giving a detailed presentation of numerical experiments; the observed results are quite similar to the ones for the ε-pseudospectral abscissa, see Section 5. An example illustrating the local quadratic convergence is given in Table 6.1.
Further extensions.
Based on the algorithms from [19, 32] , it is relatively straightforward to develop a subspace method for the computation of the pseudospectral radius. In contrast, it seems to be difficult to turn the method from [16] for computing the H ∞ norm into a subspace method. The major problem is to find a suitable replacement for the rectangular matrix pencils that played a major role in our developments. Similarly, the lack of efficient algorithms for computing right-most points of structured rectangular pseudospectra currently prevents the extension of our subspace methods to real or otherwise structured pseudospectra, see [10, 17] for some recent developments.
7. Conclusions. In this paper, we have proposed novel subspace methods for computing the ε-pseudospectral abscissa of a matrix. Supported by the numerical experiments, we recommend the use of these methods for matrices from size 100. The code is available on request from the authors and soon from http://anchp.epfl.ch.
