ABSTRACT. AHP has been successful in many cases but it has a major limitation: a larger number of alternatives requires a high number of judgements in the comparison matrices. In order to reduce this problem, we present a method with clusters and pivots. This method also helps with a further four problems of the Analytic Hierarchy Process. It enlarges the comparison scale, facilitates the construction of a consistent or near consistent matrix, eliminates the problem of the choice of the priorities derivation method and allows the use of incomparable alternatives.
INTRODUCTION
The Analytic Hierarchy Process (AHP) is a multi-criteria decision making method developed by Saaty (1977; 1980) . Since its inception, it has been applied successfully on numerous occasions: see for example the reviews (Zahedi, 1986; Golden & Wasil et al., 1989; Shim, 1989 The method is similar to the weighted sum model with the exception of the weight allocation process. AHP is a successive pairwise comparison process between each criterion and each alternative, rather than a simultaneous process like the weighted sum model. Psychologists have used this technique for a long time to compare affective alternatives (Yokoyama, 1921; Saaty & Ozdemir, 2003) . They argue it is easier and more accurate to express one's opinion on only two alternatives than simultaneously on all the alternatives. The absence of units is another advantage: a comparison is a relative value or a quotient a/b of two quantities a and b of the same kind. The decision maker does not need to give a numerical judgement; instead a relative verbal appreciation, more familiar in our daily lives, is sufficient. Saaty has proposed a comparison scale of nine levels (see Table 1 ). Saaty (1977; 1980 However Saaty's scale sometimes suffers from shortcomings (Dyer, 1990; Ho & Xu et al., 2010) . Some decision problems need a larger scale. AHP also suffers from other criticisms:
-the number of required comparisons could be very high,
-only consistent or near consistent comparison matrices can be used to calculate meaningful priorities which could often necessitate many reconsiderations of the entries,
-the priorities depend on the method used to derive them, -incomparable alternatives are not allowed.
This paper shows how clusters and pivots can solve these problems.
CLUSTERS AND PIVOTS

Description of the method
The clusters and pivots method is useful for application on matrices of high rank, when the number of pairwise comparison becomes overwhelming. It is based on four steps: a) For each criterion the alternatives are preordered. Each criterion produces another order otherwise all criteria would be a replicate of themselves and the problem would be mono-criterion.
b) Alternatives are divided into clusters.
The classical cluster analysis cannot be used in this case because we do not know a priori the scores of each alternatives on the criteria, which are often subjective to the decisionmaker (it is the task of AHP to calculate the local priorities). The decision-maker must evaluate which alternatives are close enough and therefore easy to compare. A heuristic way to construct the clusters is to compare the best ordered alternative successively with the next ones, from the second best to the worst, until:
-either the cluster contains 7 elements. Psychologists have observed that it is difficult to evaluate more than 7 elements (Saaty & Ozdemir, 2003) . Therefore, it is recommended to build clusters that do not contain more than 7 elements.
-or the entered comparison is 9. As no higher intensity of preference is available on the comparison scale (Table 1) , it is appropriate to close the cluster.
The last compared alternative becomes the pivot at the boundary of both clusters. The same process is repeated with the pivot until 7 elements are in the cluster or a comparison value of 9 is entered, or all entries are provided. In the Figure 1 , the alternative D is the pivot. In AHP all alternatives are compared with each other in a unique comparison matrix, which can be perceived as a one-cluster problem. In a scoring model, direct judgements are used. We can consider each element to be a separate cluster. The AHP and the scoring model represent the two extremes, where 1 or n clusters are used. Our model is the middle way between these two methods.
The next sections detail the advantages of clusters and pivots in AHP.
Comparison scale
Because the 1-9 scale sometimes suffers from shortcomings, has already proposed to use clusters and pivots to extend the comparison scale. The scale will be extended from 1-9 to 1-9 n , where n is the number of clusters.
The fundamental scale (Table 1) is based on the logarithmic law of stimulus response (Saaty, 1980) . In 1846, Weber found, for example, that people could distinguish two cups of tea with 2g and 4g of sugar but could not do so if the second has only 3g. At the same time, while they could not distinguish a tea with 10g and 12g of sugar, they could between 10g and 20g of sugar, and so on at higher levels. We need to increase a stimulus s by a s proportional to s in order to reach a point where our senses can discriminate between s and s + s. Therefore, it is more accurate to compare near alternatives gathered in a cluster.
Reduction of the number of entries
Central to the analysis stage of the Analytic Hierarchy Process (AHP) is a redundant pairwise comparison process for entering judgements among defined alternatives or criteria. For each local priority vector, (n 2 − n)/2 comparisons are required (where n is the dimension of the matrix). It is known that the total number of comparisons and the demands placed upon the decision maker can become excessive as the number of alternatives, criteria and hierarchical levels increase. For example, a simple hierarchy with nine alternatives and five criteria would require the decision maker to perform (5 2 − 5)/2 + 5 • (9 2 − 9)/2 = 190 paired comparisons. In problems with very large hierarchies, the total number of comparisons can number in the thousands. In group decisions, the problem is exacerbated since each comparison carries the potential for lengthy debate.
In fact, only the first n − 1 comparisons are actually necessary; the remaining comparisons are redundant but valuable to crosscheck judgments, measure consistency and increase accuracy. Realizing these facts, Harker (1987) developed a procedure for calculating AHP priorities with missing judgements, a gradient procedure for choosing the next comparison, and stopping rules after sufficient redundancy has been archived. However this method, allowing one to make fewer judgements, has a corresponding loss of accuracy (Forman, 1993).
We suggest subdividing a large number of alternatives into relatively homogenous groups for assessment. Clusters also considerably reduce the number of entries. For example, nine alternatives and five criteria, when working with two clusters of three criteria, two clusters of four alternatives and one cluster of three alternatives ( 
Consistency
A pairwise matrix is called consistent if the transitivity (1) and the reciprocity (2) rules are respected:
where i, j and k are any alternatives of the matrix.
The calculated priorities are plausible only if the comparison matrices are consistent or near consistent. Especially for high order matrices, consistency is difficult to reach because the number of transitive rules (1) to be satisfied increases quadratically.
To improve an inconsistent matrix, a user can be urged to reconsider pairwise comparisons until the consistency measure proves to be satisfactory (Harker, 1987) . Feedback after the completion of the comparison matrix is frustrating to the user, because it gives no hints as to what should be reconsidered in regard to the comparisons. In a previous paper (Ishizaka & Lusti, 2004) , an expert module intervening after each event where a pairwise comparison contradicts the comparisons made so far, then explaining it and suggesting consistent alternatives was presented. In such an approach, the user is guided through a sequence of four steps, which lead to a consistent or near consistent matrix. However helpful the method may be, it is difficult to improve the consistency for high order matrices. Often the user does not know which alternative to choose to improve the consistency.
Clusters and pivots split high-order matrices, which decreases the dimension. The consistency improvement is easier because fewer transitive rules have to be considered. For example, in two clusters of four alternatives, only 2 * 4 = 8 transitive rules (without considering reciprocal) have to be considered. Without cluster, the comparison matrix would be of dimension 7 with 35 transitive rules to be considered!
Derivation of priorities
Different methods have been developed to derive priorities. They can be divided into two groups: the eigenvalue approach and the methods minimizing the distance between the user-defined matrix and the nearest consistent matrix. Saaty (1977; 1980) proposes the principal eigenvector p as the desired priorities vector. It is derived from the following equation:
Eigenvalue approach
where A is the comparison matrix; p is the priorities vector; and λ is the maximal eigenvalue.
Saaty justifies the eigenvalue approach for slightly inconsistent matrices with the perturbation theory, which says that slight variations in a consistent matrix imply slight variations of the eigenvector and the eigenvalue. 
Geometric mean
The priorities are given by the geometric mean. The geometric mean minimizes the logarithmic error (Crawford & Williams, 1985) :
where a i j is the comparison between i and j; p i is the priority of i; and n is the dimension of the matrix.
This method is insensitive to an inversion of the scale: the geometric mean of the rows and the columns give the same ranking.
Other methods
Many other methods are proposed. Some minimise the Euclidian distance between the userdefined matrix and the nearest consistent matrix in different metrics. These methods are difficult to apply. In particular, the least squares method has several minima and makes the choice ambiguous. Saaty & Vargas give an example where the least squares method produces an illogical result.
Other methods (e.g. the mathematical mean of the row), who provides exactly the same priorities for consistent matrices than any other classical method, has been also used. However, their application on inconsistent matrices has not been yet mathematically justified. These methods are rather used for fast calculations.
Choice of the derivation method
A heated discussion has arisen over the "best" method. In fact, the right eigenvalue method, the left eigenvalue method and the geometric mean produce the same result for matrices of order three ). For matrices of order four, the ranking contradiction is rare (Ishizaka & Lusti, 2006). The use of clusters and pivots erases the problem of the choice of the derivation method if matrices are reduced at order to three or four, which provides same or similar results with all methods.
Incomparable alternatives
Sometimes, alternatives are not comparable because their differences are too high. For example, it is easy to compare the prestige of a BMW and a Mercedes because they are close. It is much more difficult to quantify precisely how many times a Mercedes is more prestigious than a Fiat because of the large difference. Typically, they do not belong to the same class of prestige.
To bypass this problem, we gather comparable alternatives in clusters -thus alternatives which cannot be compared are separated. To unify the clusters we use a common alternative, the pivot, for both clusters. The drawback of this process is to find a common alternative at the boundary of both clusters, which may not be trivial.
CASE STUDY: SUPPLIER SELECTION
Introduction
Suppliers are of tremendous importance to their clients. This importance is accentuated with the pressure to reduce the supply base (Ogden, 2006 only when the number of suppliers is small. In this case study, we will illustrate the use of clusters and pivots in AHP for the supplier selection problem among twelve candidates evaluated on the basis of their quality, on-time delivery and costs.
Quality
The twelve prospective suppliers A, B, C, D, E, F, G, H, I, J, K, L are preordered according to their quality. Then, A, the best supplier for quality, is compared successively with the next others until the entered comparison is 9 ( Table 2) . As the supplier A is 9 times better than F for its quality, the alternative F is declared the pivot: the last element in the first cluster and the first element in the second cluster. It can be noticed that the process requires 30 comparisons less than the classical AHP approach (in grey in Table 2 ).
Priorities are calculated for both clusters (Tables 3 and 4) . Results of the second clusters are linked to the first one by dividing them by the ratio of the scores of the pivot F in the two clusters: 0.311/0.029.
Costs
The twelve prospective suppliers are preordered according to the criterion costs: K, H, C, A, E, D, B, G, L, J, I, F. Three clusters are built with the alternatives C and B as pivots. The process requires 38 comparisons less than the classical AHP approach (in grey in Table 5 ). Priorities are calculated for the three clusters. Results of the second clusters (Table 7) are linked to the first one (Table 6 ) by dividing them by the ratio of the scores of the pivot B in the two clusters: 0.454/0.041. Results of the third clusters (Table 8) are converted by the ratio of the pivot C: 5.293/0.068. 
On-time delivery
The twelve prospective suppliers are preordered according to the criterion costs: E, H, C, K, I, L, D, A, G, J, F, B. Two clusters are built with the alternatives A as pivot. The process requires 28 comparisons less than the classical AHP approach (in grey in Table 9 ). Results of the second clusters (Table 11 ) are linked to the first one (Table 10) by dividing them by the ratio of the scores of the pivot B in the two clusters: 0.460/0.021. 
Criteria evaluation
The criteria quality, on-time delivery and costs are also evaluated in a pairwise matrix. 
Finally, the local priorities are aggregated ( Table 13 ). The best supplier is K, thanks especially to its low costs. 
CONCLUSION
Although AHP has been applied in numerous situations with impressive results, it can present certain problems. In particular, the high number of pairwise comparisons required may deter considering large number of alternatives. In fact in the reviewed papers applying AHP for suppliers' selection, the number of alternatives is small. In order to prevent an artificial early elimination of alternatives, we have presented in this paper a method with clusters and pivots. This technique, which can also be applied in other decision problems, has the following benefits:
-decreases the number of required comparisons, -enlarges the fundamental scale from 1-9 to 1-9 n , where n is the number of clusters, -facilitates the construction of consistent or near consistent matrices, -eliminates the problem of the choice of the derivation method because all methods provide the same result,
-gives the opportunity to avoid the evaluation of two alternatives, which are difficult to compare.
However, clusters and pivots should be used only when groups can be built so that the degree of association is strong between members of the same cluster and weak between members of different clusters. The pivot, which joins the two clusters, must be selected carefully because of its central role. Inaccuracies in comparisons involving the pivot will be propagated in all elements of the cluster. An abusive use of clusters will also reduce the property of redundancy and consistency check and therefore increase the inaccuracy.
Clusters and pivots help in five problems of AHP, but further research is needed to solve remaining problems of AHP: -A ratio scale is inappropriate when an absolute zero does not exist on the preference scale (Barzilai, 2005 ).
-The consistency check has been criticized because it allows contradictory judgements in matrices (Kwiesielewicz & 
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