Let P be a set of n points in the plane. A crossing-free structure on P is a straight-edge planar graph with vertex set in P. Examples of crossing-free structures include triangulations of P, and spanning cycles of P, also known as polygonalizations of P, among others. There has been a large amount of research trying to bound the number of such structures. In particular, bounding the number of triangulations spanned by P has received considerable attention. It is currently known that every set of n points has at most O(30 n ) and at least Ω(2.43 n ) triangulations. However, much less is known about the algorithmic problem of counting crossing-free structures of a given set P. For example, no algorithm for counting triangulations is known that, on all instances, performs faster than enumerating all triangulations. In this paper we develop a general technique for computing the number of crossing-free structures of an input set P. We apply the technique to obtain algorithms for computing the number of triangulations and spanning cycles of P. The running time of our algorithms is upper bounded by n O(k) , where k is the number of onion layers of P. In particular, we show that our algorithm for counting triangulations is not slower than O(3.1414 n ). Given that there are several well-studied configurations of points with at least Ω(3.464 n ) triangulations, and some even with Ω(8 n ) triangulations, our algorithm is the first to asymptotically outperform any enumeration algorithm for such instances. In fact, it is widely believed that any set of n points must have at least Ω(3.464 n ) triangulations. If this is true, then our algorithm is strictly sub-linear in the number of triangulations counted. We also show that our techniques are general enough to solve the restricted triangulation counting problem, which we prove to be W [2]-hard in the parameter k.
INTRODUCTION
Let P be a set of n points on the plane. A crossing-free structure defined by P, or on P, is a straight-edge planar graph whose vertex set is P. Examples of such crossing-free structures are triangulations, spanning cycles, matchings, spanning trees, etc. One can naturally ask: what are upper and lower bounds on the number of such structures over all possible sets of n points on the plane. Or given P, how can the number of such geometric objects be computed. The search for bounds has spawned a large amount of research over almost 30 years, starting with an upper bound of 10 13n on the number of crossing-free graphs on every set of n points, see [1] . This bound implies that the size of each class of crossingfree structures can be upper-bounded by c n , with c ∈ R depending on the particular class. Since then, research has focused on tightening the upper and lower bounds on c. For example, in the case of spanning cycles, it is currently known that 4.6 ≤ c ≤ 54.55, see [2] for the upper bound and [3] for the lower bound. Thus, every set of n points has at least Ω(4.6 n ) and at most O(54.55 n ) spanning cycles. For triangulations, [4] provides the bound c ≤ 30, and [5] provides c ≥ 2.4. The interested reader can visit [6, 7] for an up-to-date list of bounds on other classes of crossing-free structures. The references therein gather the modern history of all listed bounds.
The second question on crossing-free structures, which was mentioned above, is of algorithmic flavor since we consider the problem of computing the number of crossing-free structures of a particular class for a given input set P. This problem is closely related to that of sampling crossing-free structures of the class uniformly at random, that is, if P spans, say t spanning cycles, we want to sample every spanning cycle with probability 1/t. A first approach to the counting problem would be to produce all elements of the class, using methods for enumeration (see e.g. [14] ), and then simply count the number of elements. This has the obvious disadvantage that the total time spent will be, at best, linear in the number of elements counted. By the first part, this number is always exponential in the input size. Thus an important question is whether we can count crossing-free structures of a given class in time sub-linear in the number of elements counted. Only for the class of plane graphs this is known to be possible [15] , while for the class of all triangulations there are algorithms that are reported to be faster than enumeration [16, 13] , but that have no theoretical runtime guarantees.
In this paper we focus on counting the elements of two particular classes of crossing-free structures defined over a given set P. The first class, F T , is the class of triangulations of P. The second class, F C , is the class of spanning cycles of P, also known as polygonalizations of P.
To state the main results of our paper, we need to define the notion of an onion layer of P. The formal definition will be given in the next section, but intuitively, k onion layers mean k nested convex sets. Thus every point set has at least one onion layer, so k ≥ 1.
THEOREM 1. Let P be a set of n points with k onion layers. The number of triangulations of P can be computed in time
, where g (x) = ((x 3 + 3x 2 + 2x + 2)/2) As stated before, for every set of n points, |F T | can be lowerbounded by Ω(2.4 n ), but it is widely believed that this bound can
If this stronger bound is true, the algorithm of Thm. 1 would count triangulations in time O (3.1414 n ) = o(|F T |), thus answering one of the aforementioned open questions in the positive. The general layout of our algorithms is similar to the one found in [17] where these ideas have been used for optimization problems.
The running times of both algorithms can be stated as n f (k) , for some function f that does not depend on n. With regard to parameterized complexity, it is natural to ask if these runtimes can be improved to f (k) · n O (1) , thus proving that our problems belong to FPT , the class of fixed-parameter tractable problems. However, our techniques are general enough to solve harder problems, such as the restricted triangulation counting problem: Given P and a set of admissible edges E as input, count the triangulations of P that use only edges from E . We prove the following hardness result: THEOREM 3. The restricted triangulation counting problem is W [2] -hard if the parameter is considered to be k, the number of onion layers of P. This result even holds for the problem of deciding the existence of a restricted triangulation.
The book [9] is a standard reference for parameterized complexity theory and defines the classes FPT and W [2] . For now, it suffices to say that the separation FPT = W [2] is widely believed and indicates that we may have to exploit the particular structure of the problems in order to obtain fixed-parameter tractable algorithms for counting crossing-free structures.
The rest of the paper is organized as follows: In Section 2, we introduce our general framework. In Section 3 we will formally introduce the terminology and definitions needed to prove Thm. 1. In Sections 4 and 5, we prove Thm. 2 and 3. We finish in Section 6 with some conclusions.
GENERAL FRAMEWORK
In this section, we describe the central ideas of our counting algorithms. This section aims at an intuitive description and will thus abstain from technical details, which will be given in the next two sections, where the ideas are demonstrated with two concrete applications.
Let P be a set of n points and suppose that we want to count triangulations of P. A set S of non-crossing edges is called a separator if the union of edges in S splits conv(P) into at least two regions. Suppose that there exists a set of separators S with the following properties: (1) every triangulation T of P contains a unique separator S ∈ S, and (2) we can enumerate the members of S. With a set of separators S, the triangulations of P can be counted as follows: For each S ∈ S, let R , and the efficiency of the algorithm depends heavily on the choice of S. One well-known family of separators S for triangulations is the set of T-paths of a set of points, see [13] . In Section 3, we introduce another set of separators for counting triangulations.
For now, let us move on to a slightly more complicated counting problem. Suppose we want to count crossing-free matchings spanned by the point set. Since any matching can be completed to a triangulation by adding edges, we could try the technique used for counting triangulations. Take any set S of separators. For each S ∈ S, count the matchings in triangulations containing S, and finally add this up over all S ∈ S. In any matching M that can be completed to a triangulation containing S, each vertex in S is either unmatched, or it is matched to a vertex within some R S i , or it is matched to another vertex in S. We can annotate each separator S with this information. When counting, for each S ∈ S, we iterate over all annotations of S, and take care to be consistent with the current annotation when recursing into the subproblems.
This simple algorithm fails because some matchings M could contain several, say s M > 1, separators and would thus fool our algorithm to count M exactly s M times. This is no problem if s M = s were constant over all matchings, but we are not aware of any set of separators S with this property.
However, there is a different way to ensure that each matching is counted exactly once: we embed each matching M into a unique triangulation T ⊇ M. Given a family S of separators for the triangulations of P, we associate a unique S ∈ S to each matching. For concreteness, let us associate to each M the constrained delaunay triangulation (CDT) Δ M constrained to contain M. Under standard non-degeneracy assumptions, there is a unique CDT for any given set of mandatory edges. We revise our algorithm as follows: Whenever we recurse, in each subproblem we only count matchings M with S ⊆ Δ M . If this last condition can be satisfied locally in each subproblem, i.e., choices in one subproblem do not depend on choices in others, we are done. While not every S admits such a locality condition, some do as we will see later.
The annotations required for counting matchings are not very complicated, but for many other counting problems, they are. An example of more involved annotations is given in Section 4, where we consider the problem of counting spanning cycles.
The techniques we described are fairly general and can be applied to several counting problems. The choice of separator structures and annotations depends on the specific problem and affects the efficiency of the algorithm. We start now by demonstrating the technique for counting triangulations.
COUNTING TRIANGULATIONS
Let P be a set of n points on the plane. Let conv(P) denote the convex hull of P and let ∂conv(P) denote its boundary. We define the onion layers of P as follows: the first onion layer P (1) of P is P ∩ ∂conv(P). For i > 1, the i th onion layer
. By "number of onion layers of P", we mean the number of non-empty onion layers of P. For any p ∈ P, let (p) denote the index of the onion layer to which p belongs. Let us label the points p ∈ P with distinct labels in {1, ... , n} such that if (p) < (q) then p also receives a label smaller than q. This is clearly possible. Figure 1 shows the onion layers of a set of 17 points and the labels assigned to them. From now on we will refer to the points of P by their labels i.e., we will think of P as the set {1, ... , n} and when we say "p ∈ P", we will mean the point with label p. Let T be any triangulation of P. For p ∈ P \ P (1) , let sn T (p) be the smallest neighbor of p in T . Observe that any such point p has at least one neighbor q such that (q) < (p) and therefore sn T 
We denote by sn-path T (p) the unique path p = a0, a1, ... , am in T such that for each 0 ≤ i < m, we have that a i+1 = sn(a i ) and sn(a m ) = am. We will also direct this path from a0 towards am and call this the direction of descent since (·) decreases along the path. Note that any sn-path consists of at most one point from each onion layer and precisely one point from the first onion layer.
Let (p, q) be some edge in T and suppose that sn-path(p) ends at p ∈ P (1) and sn-path(q) ends in q ∈ P (1) . There are two paths in T from p to q along ∂conv(P), one in the clockwise direction and the other in the counter-clockwise direction. Each of these paths along with the edge (p, q) and the two sn-paths starting at p and q respectively, defines a region within conv(P). We call these two regions the sn-regions of (p, q). See Figure 2 . Given any snregion R, we refer to the number of triangles in any triangulation of R as the size of R. This is well defined since the number of triangles is the same regardless of the triangulation chosen.
Let ab be an edge on ∂conv(P). Observe that in any triangulation, conv(P) is one of the sn-regions of (a, b), the other region being empty. In any triangulation T of P, there is precisely one triangle apb that the edge ab belongs to. Let R ap be the sn-region of (a, p) that does not contain apb and similarly let R pb be the snregion of (p, b) that does not contain apb.
The algorithm
The main idea of our algorithm is as follows. We can easily enumerate all the points p such that the triangle apb appears in some triangulation. This is just the set Q of points p such that the triangle apb is free of other points of P. For every element p of Q, suppose that we can enumerate the sn-paths ρ of p over all triangulations of P. For ever pair (p, ρ), let T p,ρ be the set of triangulations that contain the triangle apb and in which ρ is the snpath of p. If, for each such pair that we can obtain, we can compute |T p,ρ|, then we are done, since each triangulation of P must contain precisely one pair (p, ρ), adding the numbers over all pairs gives us the total number of triangulations.
Let us fix a pair (p, ρ) for which we would like to compute |T p,ρ|. The pair already defines the regions R ap and R pb for all triangulations in T p,ρ. Observe that any triangulation in Tp,ρ contains a triangulation T ap of Rap and a triangulation T pb of R pb , each of which satisfy the following sn-constraint: for each edge (q, r ) in ρ there is no edge (q, s) in the triangulation (either T ap or T pb ) such that s < r . Furthermore, putting together any pair of triangulations T ap and T pb , each satisfying the constraint, and the triangle apb gives a triangulation in T p,ρ. This observation follows from the fact that ρ is an sn-path of p in any triangulation of T p,ρ and allows us to separately compute the number of (sn-constraint satisfying) triangulations N ap of Rap and N pb of R pb whose product gives |Tp,ρ|.
The numbers N ap and N pb are computed recursively. We will maintain that at any point in the recursion we are dealing with an sn-region of some edge. This is certainly true in the beginning since we start with an sn-region of the edge ab and also in the next step since we recurse on sn-regions defined by the edges (a, p) and (p, b) respectively. At any point, let us say that we are dealing with an sn-region R defined by an edge (x, y ) and let ρ x and ρy be the sn-paths starting at x and y respectively.
We recurse almost exactly as we did before: we enumerate the set of points z such that the triangle xzy lies within R and is free of other points of P contained in R, see Figure 2 . Furthermore, we ensure that if z happens to be a point in either ρ x or ρy , and (z, t) is an edge in that sn-path, then both x and y are bigger than t. This way, we do not violate the sn-constraint. For each such z, we enumerate the portions of sn-paths starting at z that lie within R. See Figure 2 . Each such path splits the region R into regions R xz and Rzy which are sn-regions defined by (x, z) and (z, y ) respectively. Each of the regions R xz and Rzy have sizes smaller than R. Recall that the size of a region is the number of triangles required to triangulate it. The recursion bottoms out when the size is ≤ 1 -in which case we know that there is exactly one triangulation. Note that even though we enumerate only the portions of the sn-paths of z that lie within R, these portions implicitly define the entire sn-path of z. This is because such a portion either ends at a point on the first onion layer in which case it is the entire sn-path, or at a point w on either ρ x or ρy . The direction of descent along that sn-path, starting at w , is then the remaining portion of the sn-path of z.
One detail is still missing. How do we enumerate the portions of the sn-paths of z that belong to at least one triangulation of R? Well, we will not do it, instead, we enumerate a superset of paths which are descending in the sense that they start at z and each successive point is in a strictly smaller layer (layer with a smaller index). Again, we only enumerate the portion of such paths that lie inside R since the rest is implicitly defined. For any descending path that does not really belong to any triangulation of R, at least one of the regions R xz or Rzy has no triangulations satisfying the sn-constraint. This will be detected somewhere down the recursion where we will not be able find any z satisfying the sn-constraint. At that point, we return 0 as the number of triangulations. Thus the algorithm still works. There is one other ingredient that we add for efficiency: memoization. Whenever we compute the number of triangulations of a certain sn-region that satisfy the sn-constraint dictated by the sn-paths defining the region, we store it in a hash table (or any other data structure). Consider a call graph in which each node represents an sn-region and there is a directed edge from a region R to a region R if from R we make a recursive call to R . The number of egdes in this graph is an upper bound on the running time of the algorithm since, because of memoization, no edge is traversed more than once.
We will now prove an upper bound on the number of edges in the call graph. Each call from a region R to a region R can be charged to a triple of descending paths -two defining R and a third that, along with a triangle, splits R into two regions, one of which is R . The triples (ρ1, ρ2, ρ3) that are produced in the algorithm have the property that once two paths merge in the direction of descent, they never split again. This is ensured by the fact that we only enumerate the portions of the third descending path within the region R and the rest is implicitly defined, as noted before. Let ρ 2 be the portion of ρ2 that does not have any point in common with ρ 1, and let ρ 3 be the portion of ρ3 that does not have any point in common with either ρ 1 or ρ2. The descending paths ρ1, ρ 2 and ρ 3 are vertex disjoint, and along with some additional information they completely describe ρ 1, ρ2 and ρ3. The additional information that is required is whether, and where, ρ 2 merges with ρ1, and whether, and where, ρ 3 merges with one of the other paths. If P has k onion layers, then each descending path has length at most k and therefore there are at most k ways that ρ 2 may merge with ρ1, and at most 2k ways ρ 3 may merge with one of ρ1 or ρ2. Therefore, if U is an upper bound on the number of triples of vertex disjoint descending paths, then 2k
2 U is an upper bound on the number of triples (ρ1, ρ2, ρ3) as described above, and hence also an upper bound on the running time of the algorithm.
Number of vertex-disjoint triples of descending paths
Each descending path uses at most one vertex from every onion layer. Let n i = |P (i) | be the size of the i th onion layer. Let us count how many ways there are for any triple of paths to use at most one vertex each from this layer. There is one way for each of the paths to skip this onion layer. There are n i ways of choosing one point among the n i which may then be used by any of the paths. This gives 3n i ways for the three paths. There are n i 2 ways to choose two points, and any two of the paths may use them. This gives 6 n i 2 ways for the three paths. Finally there are n i 3 ways of choosing three points, and there are three (not six) ways for the three paths to use one of these vertices. This is because these paths are noncrossing planar curves, and therefore the clockwise order of these paths along any ∂convP (i) that intersects all three of them is the same for each i. The overall number of ways in which at most three points can be used from the i th layer is therefore f (n i ), where f (x) = 1 + 3x + 6
x(x−1) 2 + 3
. The number of triples of vertex disjoint descending paths is therefore at most U = k i=1 f (n i ). Since each n i is a positive integer, and the function f (·) is log-concave, as can be checked, for x ≥ 1, the above product is maximized when each n i is equal to n/k. This give an upper bound of f (n/k)
is maximized for some value of x between 0 and 1 and is a decreasing function for x ≥ 1. Since each onion layer except the k th one must have at least three points, we
n ). The fact that the k th onion layer may have less than three points makes only a difference of a constant factor. Therefore the running time of our algorithm is O(
n ). This concludes the proof of Thm. 1. Often the number of onion layers can be much smaller than the maximum possible n/3 . For example, Dalal [10] has shown that if n points are chosen uniformly at random from a disk, then the expected number of onion layers of the resulting point set is Θ(n 2/3 ).
COUNTING SPANNING CYCLES
In this section we give an algorithm for counting crossing-free spanning cycles of a point set P. We start by defining a suitable family of separator.
Triangular Path
We assume again that P has k onion layers. For every point p ∈ P (on layer P (i) which is not the first layer) we fix in advance a ray ρ p which emanates from p and does not intersect the interior of conv(P (i) ). For any triangulation T of P there is a unique triangle Δ p = p, q 1, q2 adjacent to p and intersecting ρp. Let qp be the smaller of q 1 and q2. Clearly qp lies in a layer lower than the one containing p. Let p 0, p1, ... , pr be the sequence so that p0 = p, p i+1 = qp i , ∀ 0 ≤ i < k, and p r lies on the first layer. We call Pp(T ) := i Δp i the triangular path of p w.r.t. T and we call pr the last point of P p (T ). See Figure 3 .
P p (T ) is uniquely defined for any triangulation. Moreover, for distinct triangulations T 1 and T2, Pp(T1), Pp(T2) are either identical or they intersect properly: let i be the first position where Δ p i (T1) = Δp i (T2), then those two triangles intersect, as they both are adjacent to p, intersect ρ p and have interiors free of points in P.
Before we continue, we describe constrained Delaunay triangulations, which will be needed in our algorithm.
Constrained Delaunay Triangulation
A constrained Delaunay triangulation (CDT) Δ S of S is a Delaunay triangulation constrained to include a given set of mandatory edges S. More formally, it is the triangulation T containing S such that no edge e in T \ S is flippable in the following sense: let Δ 1, Δ2 be triangles sharing e. The edge e is flippable if and only if Δ = Δ1 ∪ Δ2 is convex, and replacing e with the other diagonal of Δ increases the smallest angle of the triangulation of Δ.
The CDT is unique if the points are non-cocircular, which is a reasonable assumption for counting crossing-free structures, as they do not change when perturbing the point set slightly.
We are now ready to describe our algorithm.
The Algorithm
Instead of counting spanning cycles, we count rooted and oriented spanning cycles. Given any cycle, we make it rooted by designating a starting vertex, and we make it oriented by assigning an orientation-clockwise or counter-clockwise. We then number the vertices in the cycle from 1 to n, beginning at the starting vertex, and continuing along the assigned direction. We also direct the edges along this direction. This way, each spanning cycle is counted exactly 2n times. At the end we divide by 2n to get the required number. In the remainder, we use the term HamCycle for rooted an oriented spanning cycles.
Given a HamCycle H let Δ H be the CDT of H. We annotate Δ H as follows:
• each vertex v of Δ H is annotated with (posv , prevv , nextv ), where pos v is the number assigned to v in H, prevv is the vertex lying immediately before v in H, and next v is the vertex lying immediately after v in H.
• each edge e in Δ H is annotated with a bit be that indicates whether e belongs to H or not. We say that an annotated constrained Delaunay triangulation is legal if and only if it is identical toΔ H , for some HamCycle H. Since there is a one-to-one correspondence between HamCycles and legal constrained Delaunay triangulations, our goal is to count the latter.
Our algorithm is essentially the same as for counting triangulations: instead of sn-paths we use annotated triangular paths. We start with an edge ab on ∂conv(P), and enumerate the set of points p such that the triangle apb is free of other points of P. For each such p, the triangle apb along with the triangular path starting at p forms a separator, see Figure 4 . We enumerate such separators and all possible annotations for each one of them. Each such annotated separator splits conv(P) into smaller regions in which we recurse. In each recursive sub-problem we count (legal) annotated constrained Delaunay triangulations consistent with the annotated separator.
The reason for which we use triangular paths instead of simple sn-paths is the following: no edge in a separator, formed by a triangular path, lies on the boundary of more than one sub-problem. This allows us to verify flippability of edges separately in each subproblem. If an edge belonged to more than one sub-problem, then the flippability of this edge would depend on the choices made in each sub-problem, thus introducing dependency between these subproblems.
As in the case for counting triangulations, we use memoization. The running time as before is dominated by the number of triples of
Figure 3: Triangular path Pp starting in onion layer P (4) . Onion layers are shown in dashed. P p can be extended to a triangulation T , in such a case P p will be unique for T . 
EXISTENCE OF RESTRICTED TRIANGULATIONS IS W[2]-HARD
Let P be a set of n points with k onion layers and let E be some set of "admissible" edges spanned by P. We say that a triangulation T of P is restricted w.r.t E if T ⊆ E . In this section, we consider the following restricted triangulation existence problem: On input (P, E ), decide whether there exists a triangulation of P that is restricted w.r.t. E . This also defines a counting problem in the natural way, and the existence problem is trivially reducible to the counting problem.
The restricted triangulation existence problem was proven to be NP-complete in [12, 11] . We observed that both reductions are actually parsimonious, implying #P-completeness of the restricted triangulation counting problem. So far all reductions involving restricted triangulations rely heavily on the ability to specify a particular set E as part of the input. If E is instead fixed to the set of all edges spanned by P, we obtain the problem of counting all tri- The or-gadget. The grey edges from W2 to W3 are "transfer edges". An analogous set of edges is also present from W 1 to W3, but suppressed in this figure to improve legibility.
angulations of P, which we believe to be #P-complete. Note that the corresponding existence problem is trivial in this case.
In this section, we parameterize the restricted triangulation counting/existence problems by k, the number of onion layers of P. Observe that the counting algorithm presented in Section 3 can be easily adapted to solve the counting problem, and thus the existence problem, in time n O(k) . This, along with Thm. 3, means that our algorithmic framework is general enough to solve a W [2]-hard problem and therefore does not admit a general improvement to runtimes of the form f (k)·n O(1) under the widely-believed assumption FPT = W [2] . Still, it might be possible to count crossing-free structures of particular classes (other than restricted triangulations) in time f (k) · n O(1) by exploiting the structure of the class. In the remainder of this section, we turn our attention to the parameterized existence problem to prove Thm. 3. Our proof is by reduction from the parameterized hitting set problem, which is proven to be W [2]-hard in [9] . An instance A of this problem is formed by numbers n, m, k ∈ N, along with sets S 1, ... , Sm ⊆ [n], where k is considered as a parameter, and [n] := {0, ... , n − 1}. The output to A is "yes" iff there is a set H ⊆ [n] of size at most k,
In our reduction, several gadgets are used to transform an instance A of the hitting set problem to an instance G A = (P, E ) of the restricted triangulation existence problem. The reduction is an fpt-reduction in the sense of [9] , that is, it maps every instance A with parameter k to an instance G A with O(k) onion layers. Each gadget is given by a set of points with O(1) onion layers, along with a set of admissible edges. The basic gadget is the pipe, shown in Next, we add completion edges
It is clear that in any triangulation T of a pipe Q, exactly one zig-zag L i , for i ∈ [n], is contained, since different zig-zags lines cross. If L i ⊆ T , we say that Q "carries" the value i in T . The edges of the sets S and F allow to complete a triangulation of a pipe once a zig-zag is chosen. Note that F ⊆ T holds for every valid triangulation T . The same is not true for S.
A pipe with n states will always be "horizontal", i.e., it will not turn in any other direction. This is required for the final point set to feature a bounded number of onion layers.
In our construction, we will also require vertical connections between pipes. These are obtained by wires, which are pipes with two states. Since they feature only two states, wires can be stretched by arbitrary factors, and bent by arbitrary angles, while increasing their length only by a constant additive term. This is shown in Fig. 5 . For wires, we relabel the values 0 and 1 by false and true respectively.
The remaining gadgets are specified and defined as follows:
An or-gadget is connected to input wires W 1, W2, and an output wire W 3, as shown in Fig. 6 . (1) As shown in Fig. 7b , V enters the crossing-gadget from the top. Between points q t and qt+1, a new point r is added. For all p u adjacent to qt+1 via some a-edge a i,u , the edge a i,u is replaced by a i,u = {pu, r } and {pu+1, r }. Latter edge is shown dashed in Fig. 7b .
In the area between a i,u and b i,u , the wire V is prolonged to W i , as shown in Fig. 7c for i = 0. All wires W i are stretched by a factor α. This α is chosen small enough to ensure that, for all i, the grey edges shown in Fig. 7c do not intersect  either a i,u or b 
Finally, the wires W0, ... , Wn−1 are connected to a chain of or-gadgets, as shown in Fig. 7b .
We now prove that each of the gadgets fulfills its specifications.
Or-gadget: (1) Assume wlog that W 2 carries true in some triangulation T . We construct a triangulation as follows: Add the transfer edges at W 2 to T , as shown in Fig. 6 Fig. 5 fails to be in a triangle.
Tester: (1) Assume Q carries i in some triangulation T : Since no grey edges in the tester intersect L i , they can be added to T , and W can thus be triangulated by L true .
(2) Given some triangulation T , in which W carries true, all grey edges must be present in T . But for all j = i, there is an edge c ∈ L j in Q that intersects both a i,t and b i,t and all grey edges, and A triangulation is also possible if V and W carry false: Assume Q carries i in T and would thus contain the edge a i,u = {p u , qt+1}, for some u, if the crossing were not present. Instead of a i,u , we include a i,u = {pu, r } and {pu+1, r } into T . This ensures that the parallelogram (p u , pu+1, qt+1, r ) has the diagonal {p u+1, r }, shown dashed in Fig. 7b and Fig. 7c .
To describe how the gadgets fit together, recall that an instance A of the parameterized hitting set problem is formed by numbers n, m, k ∈ N, along with sets S 1, ... , Sm ⊆ [n], where k is the parameter. We create, in polynomial time, an instance G A = (P, E ) of size poly (n, m) that has O(k) onion layers and admits a triangulation w.r.t. E iff A admits a hitting set of size ≤ k. The mapping A → G A will clearly be polynomial-time computable, and thus an fpt-reduction.
In the construction, we start with parallel pipes Q 1, ... , Q k of n states each, and of length polynomial in m and n, as shown in Fig. 8 . Pipe Q i lies above pipe Q i+1 . Let Q i be a pipe, 1 ≤ i ≤ k, and let S j = {s j,1 , ... s j,t } ⊆ [n] be a set of instance A. We define the stripe B i,j as a set of t testers attached to Q i that check if Q i carries any of the values of set S j . The stripe B i+1,j will lie in the same vertical slab as B i,j . The testers of B i,j are connected to a chain of or-gadgets that lies between pipes Q i , Q i+1 . For i < k, the output of the last or-gadget in B i,j is carried to B i+1,j by a crossinggadget, see Fig. 8 . For i = k, the last or-gadget in B i,j is connected to a terminal-gadget instead.
The block B j is the union of the stripes B 1,j , ... , B k,j . The blocks B 1, ... , Bm are arranged horizontally in such a way that the points in stripes B i,1 , ... , B i,m , with 1 ≤ i ≤ k, are aligned by their ycoordinates.
Finally, P is defined to be the set of points of all the gadgets involved. To define the set E of edges, we first include the admissible edges from all gadgets involved. Then, the empty spaces between gadgets are triangulated arbitrarily, and these edges are added to E . Setting G A = (P, E ), we can now complete the proof of Thm. Given a hitting set H = {x 1, ... , x k }, we construct a triangulation that uses only edges from E : For every i ≤ k, make Q i carry x i . For every j ≤ m, pick some h(j) ∈ {1, ... , k} with x h(j) ∈ S j . In stripe B h(j),j , triangulate the output wire of the tester for x h(j) to carry true. Triangulate all following or-gadgets to output true, possibly passing crossing gadgets, until the terminal of B t is reached, which can then be triangulated.
On the other hand, the values H = {x 1, ... , x k } carried by the pipes Q 1, ... , Q k in any valid triangulation of G A form a hitting set: Since every terminal is triangulated, the wire of every block B j must carry true at some place. Thus, the output of some or-gadget in B j must carry true. Consider the first or-gadget that fulfills this, and say it lies in stripe B h(j),j . It must be connected to a tester that outputs true. This implies x h(j) ∈ S j and H ∩ S j = ∅.
CONCLUSIONS
Some of the important open questions at this moment are: (1) is it true that every set of n points contains at least Ω(3.464 n ) triangulations? (2) Is it possible to compute the number of triangulations, and of spanning cycles, of a given point set P in polynomial time? These questions look at the moment very challenging.
It would be very interesting to practically compare our algorithm for counting triangulations with the ones presented in [13, 16] . While we suspect that our algorithm will be fast in practice, it remains to be verified experimentally.
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