Abstract. A numerical technique is presented for calculating the Taylor coefficients of the analytic function which maps the unit circle onto a region bounded by any smooth simply connected curve. The method involves a quadratically convergent outer iteration and a super-linearly convergent inner iteration. If N complex points are distributed equidistantly around the periphery of the unit circle, their images on the edge of the mapped region, together with approximations for the N/2 first Taylor coefficients, are obtained in O(Nlog N) operations. A calculation of time-dependent waves on deep water is discussed as an example of the potential applications of the method.
1. Introduction. A large number of numerical methods have been proposed for calculating approximations to the unique mapping which is described in the Riemann mapping theorem. We will consider the problem of finding the leading Taylor coefficients in a mapping from the unit circle to a given simply connected domain bounded by a smooth curve J.
A book by Gaier [3] gives detailed descriptions of the methods known in 1964. The introduction of the Fast Fourier Transform algorithm (FFT) shortly afterwards (Cooley and Tukey [2] , 1965) made possible dramatic increases in the efficiency of some of these methods (Henrici [7] ). The most important of the currently used methods seem to be different approximations of Theodorsen's integral equation (Henrici [7] , Gutknecht [4] , [5] ), Symm's method (Symm [10] , Henrici [7] , Hayes et al. [6] ), a method based on numerical solution of the Cauchy-Riemann equations in conjunction with optimization techniques (Chakravarthy and Anderson [1] ) and a method based on some new integral equations (Menikoff and Zemack [9] ). Theodorsen's method is limited to regions which have single-valued representations in polar coordinates. For almost all such regions, good performance also requires estimates for certain relaxation parameters. The position of the N points on a fixed curve J, which correspond to the N roots of unity in the mapping from the unit circle, can be found in O(Nlog N) operations. However, the proportionality constant depends strongly on the shape of J. Symm's method has a similar operation count for simple regions, but in addition, allows general regions with an increase in operation count to O(N 3) ( Hayes et al. [6] ). The method of Chakravarthy and Anderson [1] requires O(N3) operations if a Newton optimization technique is used, but may go somewhat faster with an alternative conjugate gradient procedure. The method by Menikoff and Zemach also costs O(N 3) operations, but it allows an arbitrary distribution of the computational points on the boundary.
Most of the methods address the problem of finding a mapping to or from a unit circle. They establish first the mapping of the boundaries. From this follows then the complete mapping function. The method we will present produces approximations to the Taylor coefficients in the mapping from the unit circle onto the given region at the same time as it finds the boundary correspondence. For this reason, we will describe it as a method to map the unit circle onto a given region rather than a method for the -ay-
(where g is a gravity constant) and the other one expresses the fact that fluid elements on the surface remain on the surface. Fig. 2 illustrates how, at any step in a numerical time marching, the wavy surface can be mapped to a flat one, leaving the form of (1) unchanged. The (8) g,-c, , c,+2v.
j----1 N can now be chosen so large that these errors for v= 1,2,..,N/2 are within our tolerance.
The discrete Fourier transform in (6) 
Hence, given the positions for the N points ,, we obtain all the coefficients g by applying one FFT. By choosing N sufficiently large, the values of g, v=-N/2 + ,0, become arbitrarily small, and those of g, v= 1,..., N/2 arbitrarily close to the corresponding c,. This leads us to consider the following approximate analogue of (9):
Here, the points 'k lie monotonically along J and represent guesses for the numbers k. We wish to move these points 'k on J in such a way that d, becomes equal to zero for v--N/2 + 1,...,0. With N free real parameters, we wish to make N/2 complex numbers zero. This count of equations and unknowns appears correct, but we have not yet prescribed a position to one of the points. It will transpire that the N equations we obtain after linearization will form a system with rank only N-1 (to within truncation errors).
We move the points 'k in a two-step process. Given the tangential directions (with [ek[ 1) at the points 'k on J, we can try to move these points in the tangential directions by distances t/, in such a way that d o, d_ 1,..-, d_ v/2 + become_ zero:
Afterwards, the points ', + t,ek are moved back to the curve J. Since J is smooth, the distance from the curve is O(ti). From this follows the quadratic convergence of this outer iteration.
By subtracting the vth equation in (11) from the vth equation in (10) We will now further investigate the eigenvalues of G and describe how the conjugate gradient method can be applied very efficiently to solve a modification of the system (18). (24) fl(x,y, a)=((x-.5)+(y-o))(1-(x-.5):-y)-.l=O.
For a= z, this defines a circle with center at x-.5, y=0. Fig. 4 shows the curves for some different values of a down to c.2746687749, at which point the region ceases to be simply connected. Fig. 5 illustrates, for different a, the distribution of the eigenvalues of G (and of the matrix G which we will introduce below).
In every example we have studied, the eigenvalues of the G show the same pattern. One eigenvalue is zero to truncation error accuracy and all others lie in a heavy cluster around X-1. A few double eigenvalues gradually move toward smaller values of X as the complexity of the curve increases. Increasing the number of points N for a fixed a made (to within truncation accuracy) no difference in this picture or in the positions of the eigenvalues pairs. All additional eigenvalues simply joined the cluster at X-1. In the case of extremely low values of N, such as N---4 or N 8, these eigenvalue properties fail to hold to within truncation accuracy. (In particular, the matrix G is no longer exactly singular.) This indicates that they are not exact properties of the discrete systems. These observations suggest that a smooth curve has some kind of spectrum with the same properties (but with a limit point) and that the discrete method provides exponentially accurate approximations to it for increasing values of N. We have not been able to find any theoretical support for these observations.
The previous discussion has suggested that we can require 0--0 and also consider one equation, for example, the first one, redundant. We write, therefore, (18)
This leaves us to solve (26)
The matrix G is positive semidefinite with only one eigenvalue equal to zero.
Therefore, G is strictly positive definite, again with a cluster at X 1. In the case in Example 1, ( has one eigenvalue equal to 1/N and all the others equal to one. Fig. 5 shows the eigenvalues of G corresponding to those of G described earlier in Example 2.
In every case we have studied, we have also noticed the same trend in the eigenvalues of G. As we mentioned above, G was found to have an eigenvalue l =0, i) To find the tangent directions at each point. ii) To move a point back to the curve after it has been moved in the tangential direction.
Any parameter representation of J can be used (for example polar coordinates if the region is "starshaped", spline representation between discrete points, etc.). For the test runs described below, we implemented the method assuming the curve J was given in the form Tests have to be made to determine the number of outer and inner iterations. The rules implemented to obtain an automatic code were as follows:
1. Number of outer iterations. Each time an outer iteration is started, a residual vector is obtained (which later forms the right-hand side of the linear system in the inner iteration). Outer iterations are stopped when the maximal element of this vector has not decreased by more than a factor of 2 since the last iteration. Since the outer iterations are quadratically convergent, an improvement by a factor less than two indicates that the rounding or truncation error level has been reached.
2. Number of inner iterations. The inner iterations use conjugate gradients to approximate the vector to; i.e., the distances the even-numbered points (apart from '0 which is held fixed) are to be moved. These iterations were performed until all elements of t o had settled to within .001 of the size of the maximal element of t 0. These tests can easily be improved. Since the outer iterations are quadratically convergent, the accuracy in the inner iterations ought to be increased correspondingly. Also, the last outer iteration gives only a small improvement (at most by a factor of two). For each special application, a test should be devised which allows this last iteration to be omitted. For example, in the case of solving a time-dependent problem in a slowly changing geometry, it may be possible to use just one outer iteration for each numerical time step in the main problem. 6 . Test results. In this section, the application of the mapping method to the following two one-parameter families of curves is described. Case 1.
f(x, y, a)=--((x .5)2+(y-a)2)(1--(x-.5)2-y) .1 =0. 
f(x, y,a)=((x+a)+y2)((x-a)-+y-) 1--0. Fig. 6 shows these curves for some values of a ranging from 0 to 1. In the case a 0, the curve becomes the unit circle. For a= 1, it ceases to be simply connected. The mapping function from the unit circle can in this case be found in closed form: 3.96
