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Abstract—In heterogeneous networks such as today’s Internet, the differ-
entiated services architecture promises to provide QoS guarantees through
scalable service differentiation. Traffic marking is an important component
of this framework. In this paper, we propose two new aggregate markers that
are stateless, scalable and fair. We leverage stateless Active Queue Manage-
ment (AQM) algorithms to enable fair and efficient token distribution among
individual flows of an aggregate. The first marker, Probabilistic Aggregate
Marker (PAM), uses the Token Bucket burst size to probabilistically mark in-
coming packets to ensure TCP-friendly and proportionally fair marking. The
second marker, Stateless Aggregate Fair Marker (F-SAM) approximates fair
queueing techniques to isolate flows while marking packets of the aggregate. It
distributes tokens evenly among the flows without maintaining per-flow state.
Our simulation results show that our marking strategies show upto 30% im-
provement over other commonly used markers while marking flow aggregates.
These improvements are in terms of better average throughput and fairness in-
dices, in scenarios containing heterogeneous traffic consisting of TCP (both
long lived elephants and short lived mice) and misbehaving UDP flows. As a
bonus, F-SAM helps the mice to win the war against elephants.
I. INTRODUCTION
The Differentiated Service architecture (Diffserv) [1] [2] ad-
dresses the issue of providing statisitical QoS guarantees within
IP by classifying and aggregating flows into different classes,
and providing service differentiation among the traffic aggre-
gates. The Diffserv approach does not suffer from the scalability
problems of IntServ [3] due to its stateless nature. Diffserv uses
fine grained, per-flow marking at the network edges to classify
flows into the various classes, and, then, applies coarser per-
class service differentiation (Per-Hop Behavior) at the network
core. There are two main types of Per-hop Behaviors(PHB) cur-
rently defined, the Expedited Forwarding(EF) PHB, and the As-
sured Forwarding(AF) PHB.
In this paper we focus on packet marking for an Assured For-
warding PHB domain [4]. Traffic is marked at the edge into dif-
ferent drop-priority classes, according to a service profile. The
network core uses simple AQM techniques to provide preferen-
tial packet dropping among the classes. For simplicity, we as-
sume that there are two AF classes, IN and OUT, and, the core
routers use RIO (RED with In/Out). Before Diffserv flows from
different edge domains enter the network core, they need to be
marked as IN or OUT at their respective edge networks based on
a traffic service profile on the basis of a service level agreements
(SLA) between the two domains (negotiated aproiri) This SLA
is typically modeled as a token bucket for each diffserv class (in
our case, a traffic specification for IN packets).
Since the SLA at an edge domain applies to the egress traf-
fic, we need to perform traffic marking on the aggregated traffic
at the edge. Using simple, popular token bucket based mark-
ers at the edge however, leaves no scope to distinguish between
flows within an aggregate. In particular, there is no way to pre-
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vent excessive token allocation to misbehaving, non-responsive
flows. Further, even within well-behaved TCP flows of an aggre-
gate, there is no provision for preventing long TCP flows from
squeezing out short duration web traffic. Token Bucket markers
tend to aggravate bursty behavior and increase packet drops, and
this can severely affect TCP performance.
Thus there is a need to ensure to develop a marker that al-
locates tokens fairly between responsive(TCP) and non respon-
sive(UDP) flows and between long and short TCP flows. We
also need to ensure that markers be TCP friendly and scalable
(as the number of flows increases).
Note that most of the aforementioned issues in marking are
also common to those in the design of Active Queue Manage-
ment [5] schemes. Well established work in active queue man-
agement such as RED [6], CHOKE [7] and CSFQ [8] have been
known to provide certain degrees of fairness to flows and/or bet-
ter throughput for TCP flows by active probabilistic dropping of
packets from the queue, without maintaining per-flow state. We
draw an analogy between Diffserv packet marking and queue
management to formulate our methods. In our work, we uti-
lize these AQM mechanisms to propose two alternate methods
of edge aggregate marking in diffserv edge routers for allocat-
ing tokens to an aggregate of incoming flows. We show through
extensive simulations that our methods achieve fairness in token
allocation between flows without maintaining per-flow state. In
addition, both the methods are probabilistic in nature. This helps
to decrease bursts of downgraded packets belonging to a single
flow, thus making the marked flows more TCP-friendly [9]. Fi-
nally we also show that one of our two markers, F-SAM, can
also provide a marked improvement in the performance of short
TCP flows in a loaded network scenario, and prevent short web
flows from getting unfairly squeezed out during bandwidth con-
tention with longer flows.
We are aware of marking techniques that individually address
some of the issues with aggregate edge marking which we high-
lighted earlier. But none of them address all these aforemen-
tioned issues simultaneously, or they are complex and need per-
flow processing. We conjecture that applying ideas from AQM
techniques can be promising in the diffserv packet marking area.
As we see in our simulation results, it turns out to be efficient
and scalable.
The rest of this document is outlined as follows. Section II
presents related work on markers. A brief background on traffic
marking is given in Section III and our first scheme, PAM, is
describes in Section IV. Section V details our second scheme,
F-SAM. Our simulation results are discussed in Section VI. Sec-
tion VII outlines future work and Section VIII concludes.
II. RELATED WORK
Packet marking is a well visited topic. Many current mark-
ers perform sophisticated per-flow marking. Many current ag-
gregate traffic markers mark individual packets of an aggregate
using simple tokenbucket-like schemes without looking at fair
token distribution among individual flows; a requirement we be-
lieve to be essential to providing fairness in QoS based on the
diffserv architecture. Also most traffic markers do not look at
TCP-friendly nature of their marking, or the treatment of short
web flows in the presence of long TCP flows.
There has been some work in aggregate marking, which do
not use per-flow state. They typically rely of metering the aver-
age rates and comparing them against a token traffic specifica-
tion [10], [11]. However these markers do not look at fairness
issues within an aggregate.
A sophisticated aggregated marker can be found in Fang. et.
al. [12]. It does probabilistic marking based on the average ag-
gregate rates, and in this respect is slightly similar to one of
our proposed markers. However instead of a RED-like transfer
function on the burst size, as in our case, they use the average in-
coming rate and not the burst size. Thus they do not take care to
remove burstiness of TCP flows. Further they too do not address
the bias against short-TCP flows while marking in a congested
network.
Maintaining individual, per-flow state can, of course solve our
fair aggregate marking problem. However, these schemes are
not scalable or even very feasible when the number of flows en-
tering a marker is varying and dynamic. Yeom and Reddy [13]
also looks at fair aggregate marking issues, but they assume that
the individual flows within the aggregate have already been pre-
allocated individual contract rate from the aggregate marker to-
kens. Also their algorithm is per flow based, and entails cal-
culating individual flow throughput information using a TCP
throughput model which requires Round Trip Time and Pack-
etSize information for each flow. Besides, it does not apply to
non-TCP flows.
In [14], the authors look specifically at the issue of sharing
excess network bandwidth among traffic aggregates. However,
they do not investigate the problem of fairly marking individual
flows within an aggregate, which is the problem we address in
this study. So their aggregate marker looks at inter-aggregate
fairness as opposed to intra-aggregate fairness in our case.
In [9] the authors aim to give preferential treatment to short-
lived TCP flows in an aggregate and perform a max-min fairness
on the remaining TCP flows. But they assume that their marker
has state about all the component TCP flows in the aggregate,
which might not be practical or scalable. Furthermore they only
address TCP flows which might not be adequate in todays het-
erogeneous networks.
In [15] the authors propose using an FRED algorithm to cre-
ate a fair aggregate traffic marker. However this require per-
active flow computation at the marker and is also more complex
to implement than either of our markers. Also, they do not ad-
dress the issues in fairness between long-lived and short-lived
TCP flows.
We are not aware of any previous work that aims to solve the
problem of fair token distribution among heterogeneous flows
within an aggregate without maintaining per-flow state, within
the diffserv framework. Besides, we are not aware of any mark-
ing techniques based on AQM techniques such as RED [6] and
CSFQ [8].
III. TRAFFIC MARKING
Traffic marking is an essential component of the diffserv ar-
chitecture. The traffic marker looks at the incoming packets and
compares it with a given traffic profile (for example, a token
bucket(TB) characterization of a SLA between two domains).
In-profile packets are marked with an identifier that indicates a
higher priority. If packets are out of profile, it is marked with a
lower priority.
The key issue here is an efficient way of distributing the al-
located tokens (specified in the SLA traffic specification of IN
packets) among individual flows of the edge network entering
the marker. One way of doing this is to apriori divide up the ag-
gregate SLA token distribution into smaller token traffic spec-
ifications for individual flows (or groups of flows), generated
by hosts in the domain, according to some administrative pol-
icy within the edge domain. In this case, the edge marker would
have knowledge of individual token bucket specifications for ev-
ery incoming flow. Thus the issue of fairness in distributing to-
kens among the flows(or groups of flows) in an aggregate, is now
handled by policy-driven distribution of tokens among flows at
the marker. Clearly, this approach, while trivially solving all
fairness issues in token distribution, is not very practical or scal-
able. The number and type of flows generated in a domain can
be dynamic and varying, and so it is not easy to micro-manage
token distribution to individual flows.
Note that this problem of aggregate marking is quite similar
to the issue of queue management and scheduling, which con-
sists of a queue with a finite set of buffers for storing incoming
packets and sending them out a limited bandwidth outgoing link.
The queue receives packets from various flows and has to decide
which packets from the incoming aggregate to buffer and which
to drop. Fairness and efficiency in throughput allocation among
individual flows being served by the queue is a key issue here.
We can therefore view a token bucket specification as a queue
with the TB Burst Size as the queue size and the token arrival
rate as the queue’s link bandwidth. Marking an arriving packet
as IN is similar to queueing a packet for transmission, and mark-
ing it as OUT is equivalent to dropping an incoming packet
from the queue. Both the average queue size and the average
token bucket size give an indication of the congestion level at
the queue/TB. However a small average queue size is equivalent
to a large average tokenbucket size and vice versa. The problem
of fair token distribution at a marker (using a Token Bucket traf-
fic specification) among packets of various incoming flows, can
be viewed as being equivalent to efficient buffer management
and scheduling of incoming packets at a queue to provide fair
bandwidth distribution among the flows arriving at the queue.
Active Queue Management techniques such as Random Early
Detection(RED) [6] proactively drop packets before a queue
overflow event, and allow for higher throughput and better fair-
ness by reducing synchronization effects, bursty packet losses
and biases against low bandwidth-bursty TCP flows. In addition,
queue management techniques like Core Stateless Fair Queue-
ing(CSFQ) [8], Flow Random Early Detection(FRED) [16],
CHOKE [7] and Fair Queueing [17] try to distribute link band-
width at the queue fairly among all flows of the aggregate.
We therefore try to apply two sample AQM techniques -
CSFQ and RED to aggregate diffserv packet marking using to-
ken bucket specifications We observe that these techniques are
superior to current markers in terms of throughput and fairness.
In the next section, we introduce our two stateless AQM based
marking schemes. The first one is based on RED and the second
one is based on CSFQ.
IV. PROBABILISTIC AGGREGATE MARKER
A simple aggregate token bucket marker (which includes sin-
gle rate TCM and a two rate TCM) behaves like a drop-tail
queue. As long as the token bucket has tokens, incoming pack-
ets will be marked as IN and once the token bucket is empty,
packets arriving at the marker will be marked as OUT. Many of
the problems related to drop-tail queues therefore also apply to
these types of markers. They are biased against low-bandwidth
and bursty flows and can cause consecutive packets of a single
TCP flow to be marked as OUT. They are not therefore very fair
or ”TCP-friendly” [9].
Our Probabilistic Aggregate Marker (PAM) is based on RED
(Random Early Detection) [6]. Intuitively, the idea is as follows.
The aggregate traffic will try to consume tokens from the token
bucket at a certain rate. We maintain an exponentially weighed
moving average (EWMA) of the number of tokens in the token
bucket. On every incoming packet, we look at this average token
bucket size. If this bucket size falls below a certain threshold
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, all packets are to be marked with a lower priority. If
the bucket size varies between    and  
	  , we mark the
packet as OUT based on a probability function that depends on
the instantaneous size of the token bucket. If the token bucket
size exceeds  	  , we mark the packet as IN. More formally,
our probability function of marking as OUT 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where  is the average size of the token bucket. Our probability
function for marking a packet as OUT, therefore a modification
of the RED probability function for accepting a packet into the
queue.
The rationale behind using a probabilistic RED-like approach
is that we want to apply aggregate stateless marking, maintain
more TCP-friendly and equitable marking among the flows of
the aggregate, without trying to explicitly identifying individ-
ual flows. Like RED, this marking scheme ensures proportional
marking, since every packet is marked as OUT with a certain
probability (based on the average token bucket size) once the to-
ken bucket starts getting depleted. Hence, the flow that pumps
more traffic into the edge will, on the average, have a greater
number of OUT packets, and hence will have more of its pack-
ets dropped if the core is congested. We believe that this scheme
will be fairer to TCP flows in the presence of a misbehaving
non-responsive flow than simple token bucket markers, since it
remarks packets of a flow proportionally to the number of pack-
ets being sent by the flow. Thus, a high-bandwidth misbehaving
flow will get a lower fraction of the IN tokens than in a simple
tokenbucket marker case.
We claim that performance of TCP flows in a congested net-
work using PAM will be better than that using a TB marker.
Also in case of a misbehaving UDP flow, PAM will ensure bet-
ter throughput to TCP flows than TB. We test our claims using
simulation and present the results in Section VI. One major ad-
vantage of this approach is that it is very simple to implement
and does not keep per-flow state.
V. FAIR STATELESS AGGREGATE MARKER
In this section, we propose a very efficient, stateless aggre-
gate fair marker F-SAM. This uses a max-min fairness crite-
ria [17], fair queueing to performs probabilistic marking and
ensure TCP-friendliness. The idea here is to apply approximate
fair queuing to the token bucket, while distributing the tokens
among the packets of the flows in the aggregate, but without
maintaining any per flow queue or state.
Stoica et al. [8] propose a Core Stateless Fair Queueing al-
gorithm to approximate max-min fairness while buffering in-
coming packets at a queue, by using a probabilistic dropping
function based on the average rate of a flow to which the packet
belongs. This rate information, instead of being calculated at the
queue using per-flow techniques is calculated near the source of
the flow and inserted in every packet header. We adapt the core
stateless fair queuing to aggregate packet marking. We maintain
the rate information of a flow in the packet header itself, and
use this to calculate a token allocate probability, on a per-packet
basis in the edge marker. The queue, output link speed and drop
probability in [8] a re replaced by the token bucket, token-bucket
rate and ( NPOQR SUTMV4W "	(XX T3Y 	 S  T [Z ). Packets which get through
the probabilistic dropping function based on their rate informa-
tion, and manage to get tokens from the token bucket are marked
as IN, while others are marked as OUT.
In F-SAM, the rate information in each packet header is cal-
culated and filled by the ingress node when the flow enters the
domain. Since each ingress node is responsible for maintaining
the rate of only the flow that enters through it, there is no scal-
ability issue involved in this per-flow rate calculation. At the
egress, the edge marker needs to calculate the fair rate, \ , allo-
cated to the flows, and then calculates the token allocation prob-
ability (marking probability) of a packet as   1N](^ _  , where
` is the rate of the corresponding flow. So the expected token
allocation rate to a packet belonging to a flow of rate ` , is then
 
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, which corresponds to the max-min fairness of fair-
queuing. The aggregate token allocation rate bcd\  will then
be egf  hi  ` f ]<\  . As in [8], the fair-rate \ , is calculated by
an iterative method based on the average aggregate arrival rate
of packets j , estimate of the aggregate token allocation rate of
packets blk , and the token bucket rate m .
The aggregate arrival rate and token allocation rate are expo-
nentially averaged at the egress marker. Note that the fair-rate
calculation algorithm does not need any other per-flow measure-
ments. Due to lack of space, we do not go into the specific algo-
rithm details (see [8] or [18] for more details.)
Thus, this scheme will ensure that tokens are allocated among
the various flows fairly, by approximating a max-min fairness
token allocation strategy, based on the rate information in the
packet headers.
We claim that F-SAM ensures fair token allocation. It is much
fairer than any of the standard token bucket schemes and even
our PAM marker of the previous section. For example, an aggre-
gate F-SAM marker marking packets containing multiple TCP
flows and UDP flows would try and allocate close to an equal
number of tokens to each individual flow. This ensures a fairer
division of the total throughput among all the flows, both TCP
and UDP. Note that even though the token distribution of IN
packets to all the TCP and UDP flows is equitable, this will
not translate to an exactly equal division of throughput at the
network core among a TCP and a UDP flow, if the core only
implements simple RIO queueing as in our simulations. This is
because the loss of any packet of a TCP flow would result in
its cutting back on its sending rate, while it does not affect the
sending rate of the UDP flow. However, preventing large UDP
flows from getting much more IN tokens than TCP flows would
significantly increase the throughput obtained by the TCP flows
in presence of misbehaving traffic. Since this is a probabilis-
tic marker, it will be more TCP-friendly in terms of removing
a bias against bursty flows. Thus, even in the case of all-TCP
aggregate traffic, the throughput and fairness obtained by indi-
vidual TCP flows will be much higher than simple token bucket
markers.
Another important property of F-SAM is that it can eliminate
bias against short TCP flows in aggregate traffic consisting of
both long and short TCP flows. This is an important property
and has been the subject of many papers. The reason for this
inherent bias in most queueing mechanisms is that short flows
do not get enough time to ramp up their sending rate and RTT
estimation, and any packet loss from short flows can be harmful.
[9] and [19] look at ways to remove this bias against short TCP
flows in the marking and queueing domains. However these pa-
pers use per-flow mechanisms to reduce this bias, while F-SAM
is a completely stateless marker which reduces this bias by the
very nature of its probabilistic marking based on average rate of
each flow. To provide a theoretical explanation of how F-SAM
preferentially treats short flows, one needs to keep in mind that
in the CSFQ algorithm the dropping probability is inversely pro-
portional to the flow rate specified in the packet header. Now, if
the rate estimation is an Exponentially Weighted Moving Aver-
age, then for short flows, the rate estimation calculation is lower
than the actual sending rate of the flow, since the initial rate
of the short flow is low and the EWMA does not have time to
ramp up before the flow ends. So since packets belonging to
short flows arriving at the F-SAM marker have a lower rate in
their header than their actual sending rate, the short flows gets
a slightly bigger proportion of IN packets than what they are
actually entitled to in a fair queueing scheme. This translates
into better throughput for the short flows, as we shall see in our
results.
We will highlight all these claims in our results section, by
comparing the throughput and fairness index of marked traffic
from different markers consisting of both a mix of long and short
flow TCP traffic and of UDP and TCP flows.
VI. RESULTS
In this section we evaluate the use of AQM strategies to de-
sign better traffic markers. In particular, we evaluate the two
markers presented in this paper. We investigate the validity of
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Fig. 1. Simulation scenario: A simple core with two edges. The   A inject traffic
of different classes into the network while the  A s are the sinks.
our claims in the previous sections using packet level network
simulation. First, we study scenarios with few flows to gain in-
sight into the marking schemes. Then we investigate scenarios
for many flows to compare our aggregate markers against the
standard aggregate markers such as TB and TSW2CM.
A. Experimental Setup
We simulated the design of our markers with the ns-2 [20]
network simulator 1. The topology used in our experiments is
depicted in Figure 1. The source nodes are  f and the destination
or sink nodes are  f . The source nodes are connected to the edge
node WN which inject traffic into the network core, Y . The core is
connected to the edge MW which is further connected to the sink
nodes  f s. The source node  is used to generate background
traffic in form of many TCP flows carrying bulk traffic. This
background traffic is marked with a separate DSCP (e.g.,  )
and is absorbed at 
	 .
B. Validating the marking process
TCP Flow 1 TCP Flow 2 Misbehaving UDP Flow
Marker IN pkts OUT pkts IN pkts OUT pkts IN pkts OUT pkts
TokenBucket 67 1261 76 1267 2423 7215
PAM 236 935 378 1456 2011 7607
F-SAM 740 882 748 835 1042 8254
Fig. 2. Detailed Packet Marking results with 2 TCP flows and 1 misbehaving
UDP flow. For every marker, we give the number of IN and OUT packets
obtained by each flow at the marker. The UDP flow has a rate of 2Mb/s.
UDP Flow 1 (1Mb/s) UDP Flow 2 (4Mb/s) UDP Flow 3 (2Mb/s)
Marker IN pkts OUT pkts IN pkts OUT pkts IN pkts OUT pkts
TokenBucket 13 748 805 2869 387 1593
PAM 245 695 695 2883 387 1593
F-SAM 497 620 413 2952 456 1571
Fig. 3. Detailed Packet Marking Results with three UDP flows of varying band-
widths. For every marker, we give the number of IN and OUT packets ob-
tained by each flow at the marker.
In this subsection, we study the behavior of our PAM and F-
SAM markers with respect to the distribution of tokens among
individual flows in an aggregate. We conduct simulations for
a mix of UDP and TCP flows and for a mix of UDP flows of
varying bandwidth. We verify that the proportion of packets
marked for each flow by an aggregate marker conforms to our

We used Nortel’s diff-serv patch for ns-2. To implement the two markers, we
have added our modules to the dsPolicy.cc and dsPolicy.h. Besides this, we have
added a new field to the IP packet header for storing the DSCP.
marker design. This result helps us to estimate the end-to-end
performance results. Due to lack of space, we present a very
brief summary. A detailed description can be found in [18].
Consider the table in Figure 2. This experiment had 2 TCP
flows multiplexed with 1 misbehaving UDP flow(2Mb/s) in-
jected into the core. For our markers, we used a committed in-
formation rate (CIR) of 500kb/s and a burst size of 100kb and
ran the simulation for 40 seconds in virtual time. We use back-
ground TCP traffic in the topology to prevent flow synchroniza-
tion. For each of the Tokenbucket, PAM and F-SAM markers,
we calculate the number of IN and OUT packets marked for
each flow. In the token bucket case, we see that the misbehav-
ing UDP flow squeezes the elastic TCP connections in terms of
obtaining IN tokens from the marker. However, a comparison of
the PAM results with the TB marker results shows that as we in-
crease the sending rate, PAM marks IN packets proportionately
i.e. the misbehaving flow gets penalized more (in terms of get-
ting lesser IN packets than in the TB case). In other words, with
PAM the ratio
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However we must note that in a PAM marker, a very large
misbehaving flow would take away some fraction of tokens from
other conforming flows, and consequently affect marking of all
other flows in an aggregate. F-SAM on the other hand, with its
max-min fairness approximation, shows a fairer token alloca-
tion. In the F-SAM case, we see that all the flows get approx-
imately similar share of tokens from the marker, in spite of the
large misbehaving UDP flow (which misappropriated most of
the tokens from the TCP flows in the case of the token bucket
marker). Thus we see, that the F-SAM marker effectively segre-
gates flows from each other, and does not let misbehaving flows
take away tokens from other well-behaved flows.
In the next experiment, we consider only three UDP flows
carrying CBR traffic, with varying transmission rates (1Mb/s,
4Mb/s, and 2Mb/s). Looking at Figure 3, we again see a similar
improvement of PAM and F-SAM over a TokenBucket Marker
in the fairness of token allocation among the three flows. With
PAM, the number of tokens allocated to each flow( number of
IN packets) is proportional to the total number of packets carried
by the flow, thus ensuring proportional fairness.
With F-SAM, the number of tokens allocated to each flow
is nearly the same, in spite of widely varying individual flows
rates. Comparing with the token bucket marker results , where
the larger flows gather most of the tokens, we see that the F-
SAM marker effectively isolates flows among the aggregates. It
also evenly distributes tokens among the individual flows in a
max-min fair manner, without maintaining any per-flow state.
C. End-to-end Performance
In this subsection, we compare the end-to-end performance of
PAM and F-SAM with the TB and the sophisticated TSW2CM
marker.
In all the experiments in this subsection, we use the topol-
ogy depicted by Figure 1. The CIR was 1Mb/s, the TB burst
size was 500Kb/s and there was no separate background traffic
as in the previous set of experiments. All the links except the
one between YGT ` W and W  had a bandwidth of 10Mb/s while the
bottleneck had 5Mb/s. The delays in all the links were 5ms. We
have used TCP Reno for all TCP agents and the short lived flows
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TCP flows are used between  
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were generated by the HTTP 1.0 model in ns-2. The parameters
for the RIO queues were the default ones in ns-2. We have got
better results by tweaking the RIO parameters but we have not
presented those results here.
First, we tested our markers with long lived bulk TCP flows
from  N to  N . The results are shown in Figure 4. We see that
F-SAM is around 10% better than TB and PAM too performs
better than TB (by 2-5%). Both PAM and F-SAM space out the
OUT packets probabilistically. Hence, under heavy load, when
OUT packets start getting dropped at the congested router, the
probability of two packets from the same flow being dropped
would become lower. It is interesting to note that both PAM
as well as F-SAM have a lesser standard deviation compared to
TB, which shows that our markers lead to a more fair bandwidth
allocation. The clear winner is F-SAM which has a much lesser
standard deviation for the per-flow bandwidth. This is expected
as we use a max-min fairness criteria to distribute the token at
the marker. Incidentally, TSW2CM performs worse than TB in
this scenario.
In the next experiment, we took several bulk TCP flows along
with several short lived TCP flows (with an average arrival rate
of 1 second and a payload size of 20KB) marked from the same
token bucket. We illustrate the results for the long flow and
short flows separately. Again, the average per-flow throughput
for long flows with PAM and F-SAM yielded higher throughput
and less standard deviation (Figure 5). We must note that the
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Fig. 6. Average throughput of short flows when both bulk as well as short lived
TCP flows are used between  
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Fig. 7. Average throughput of TCP flows when bulk TCP flows are used be-
tween  
fl
and 
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and a single misbehaving UDP flow with a rate of 1Mb/s
between    and

fl
F-SAM results have very low standard deviation (almost half of
that of the TB marker), which illustrate the fairness of F-SAM
marking.
Figure 6 depicts the bandwidth obtained by the short flow ag-
gregates. Again, F-SAM beats the competition by a large mar-
gin. This is important as we can use F-SAM to win the war
between mice and elephants[19] without maintaining per-flow
state. Note that we do not need to detect which flows are short
as our max-min fairness based F-SAM ensures fair token dis-
tribution. Also note that, the bandwidth obtained by mice is
almost constant unlike the other markers. Surprisingly, for the
short flows, we see that TB is better than PAM.
In the next set of experiments, we used a variable number of
bulk TCP flows. Besides, there was a single misbehaving UDP
flow generating CBR traffic at 1 Mb/s. The throughput results
for the TCP flows are depicted in Figures 7 As a result of our
marking, we see that the average bandwidth received by each
bulk TCP flows in F-SAM is the highest among all the mark-
ers(around 50% more than TB). PAM too is higher than TB by
around 30% and is marginally better than TSW2CM. We note
that the performance of TSW2CM is closer to PAM since prob-
abilistic rate based marking in TSW2CM too helps to check mis-
behaving UDP flows. The better TCP performance of F-SAM
is clearly due to an evenly distributed out-profile packets com-
pared to bursty out-profile packets in the case of the TB marker
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in presence of misbehaving UDP flows. This is also demon-
strated by Figure 8 shows the bandwidth obtained by the mis-
behaving UDP flow in the previous scenario. Clearly this result
correlates with the previous result (Figure 7, as we see F-SAM
(and PAM to a lesser extent) penalizing the UDP flow much
more than a TB marker. The fairer token distribution ensures
that bandwidth is taken away from the misbehaving flow and is
distributed amongst the TCP flows.
Figure 9 plots the fairness index using the throughput of the
TCP flows and the UDP flow. The fairness index [21] can be
written as
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where  f is the number of marked packets per flow or the per-
flow throughput. We see a marked increase in the fairness index
of F-SAM over all the other markers. PAM too exhibits a much
greater fairness index than TB.
The performance improvement for both F-SAM and PAM
continues as the bandwidth of the misbehaving flow is increased.
We have the complete set of results in [18] This demonstrates
the efficacy of our marking schemes. We should note that no
special tuning of queue parameters were required to get perfor-
mance improvement. In fact, we have obtained better perfor-
mance when we tuned the parameters of the PAM marker as
well as the RIO queues.
Thus, these experiments demonstrate that F-SAM does a very
good job of isolating misbehaving flows. We conjecture that
techniques such as F-SAM will give us the upper bound in ag-
gregate marking. PAM is a much less sophisticated marker and
has less dramatic gains. But it does well for all-TCP flows and
the implementation overheads are very small. It is easy to see
that the two markers provide a different set of benefits. One
needs to look at the design requirements and match it with the
performance trade-offs when deciding the best marker.
We must note that both our markers are very easily deploy-
able as they do not need any per flow state maintenance. Such
simple schemes are promising because their performance shows
a marked improvement over simplistic token bucket aggregate
markers, and in fact come closer to that of many sophisticated
per-flow marking schemes discussed in the related work section.
VII. FUTURE WORK
Each of the the traffic markers introduced needs some more
work. We need to explore the design space in more detail. That
will ensure it can deployed in a variety of scenarios. We are
currently adapting our techniques to segregate the UDP flows
early enough so that we can give better fairness guarantees to
TCP flows.
For PAM, we plan to incorporate marking schemes based on
concepts of PI controllers and try to dynamically auto-configure
the RED-like parameters based on the traffic pattern. In F-SAM,
we have not yet looked at the idea of weighted fair queuing
while distributing tokens among the flows. Allowing for dif-
ferent weights to individual flows of the aggregate is the next
logical step after approximating fair queuing. Another issue we
have to look at is that the rate estimation being performed at the
source leaf node might be incorrect by the time the flow reaches
the marker, and this could present some inaccuracies to the fair
queuing approximation algorithm.
One direction from this work is to generalize this aggregate
marking framework to provide application specific service dif-
ferentiation. For example, we are investigating how our tech-
niques can be applied to protect short term TCP flows by build-
ing a multilevel marker. This can help improve the performance
of web traffic. We are currently investigating the use of F-SAM
to achieve this. Finally, we want to explore how our markers
can be used to implement good, fair pricing schemes apart from
designing better architecture for ensuring QoS.
VIII. CONCLUSION
In this paper, we have proposed two aggregate markers that
ensure fairness amongst different flows in the aggregate without
maintaining per-flow state. This makes our approach unique.
Probabilistic Aggregate Marking (PAM) ensures fairness in a
proportional fashion and allocates tokens to packets with a prob-
ability transfer function that looks similar to the transfer func-
tion of RED. We also presented a more sophisticated marker
called Fair Stateless Aggregate Marker (F-SAM) which is based
on fair queueing using max-min fairness criteria. The promising
aspect of our work is F-SAM which can boost the performance
of short lived flows and also ensure fairer bandwidth allocation
between TCP and UDP flows.
The above markers are scalable and readily deployable. Our
hope is that markers like PAM and F-SAM will enable architec-
tures based on application level marking along with probabilistic
aggregate marking. Such architectures promise much more de-
ployable and scalable solution to the problem of traffic marking
in the differentiated services framework.
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