Introduction
Electron energy-loss spectroscopy (EELS) has now advanced to the level at which detection of single atoms in suitably thin specimens is becoming feasible. These developments include the availability of highly efficient detectors and more flexible approaches to the technique of spectrum-imaging, whereby entire spectra are acquired at each pixel to provide an elemental map of the specimen (Jeanguillaume & Colliex, 1989; Hunt & Williams, 1991; . It has already been possible to use EELS to map single heavy atoms such as uranium and thorium that are deposited on suitably thin carbon films (Mory & Colliex, 1989; Krivanek et al ., 1991) , or gadolinium metallofullerenes contained in single-wall carbon nanotubes (Suenaga et al ., 2000) . In such specimens, the atoms can be directly visualized by recording elastic darkfield images, and then they can be identified by their EELS coreedges provided the corresponding ionization cross-sections are sufficiently large, as for the U and Th O 45 edge and the Gd N 45 edge. By using a spectrometer equipped with a conventional photodiode array detector and by applying the spectrum-imaging approach, it was previously shown feasible to map the biologically important element phosphorus with a sensitivity of about three or four atoms but single atom detectability was not quite within reach (Leapman & Rizzo, 1999) . Owing to its much lower read-out noise and darkcurrent, the charge coupled device (CCD) detector offers a significantly higher detective quantum efficiency than does the photodiode array detector, particularly for low count rates (Tang et al ., 1994) . Here, new results are reported that were obtained with an efficient CCD detector (Gatan Enfina system), coupled to a VG Microscopes HB501 field-emission STEM (Hunt et al ., 2001) . Use is made of the spectrumimaging software package built into the Gatan Digital Micrograph program (Hunt & Harmon, 1998) . The aim is to determine whether the improved instrumentation can detect single atoms of calcium and iron bound to macromolecular assemblies. Such atoms are generally too light to be observed directly in dark-field images of biological structures and the only prospect for obtaining sufficient contrast is in the elemental map itself.
The rationale for needing atomic sensitivity in the analysis of macromolecular complexes is clearly not to solve their structure at anywhere near atomic spatial resolution. Because of radiation damage, high-resolution structure (< 1 or 2 nm) can only be achieved with low-dose cryo-electron microscopy and by using electron crystallography or single particle averaging techniques. Such frozen hydrated specimens are completely incompatible with elemental analysis by EELS, and even in the highest resolution experiments it is not feasible to identify specific atoms in a supramolecular structure.
On the other hand, dark-field STEM imaging at low electron dose is capable of determining the oligomeric arrangement of subunits, i.e. the quaternary protein structure, in dehydrated (freeze-dried) supramolecular assemblies at a resolution of about 2-5 nm, through the technique of mass-mapping (Engel, 1978; Wall & Hainfeld, 1986 ). Furthermore, it is possible to apply STEM-EELS to map the distribution of specific elements in the same structures. The electron dose required for EELS analysis is many orders of magnitude greater than that required for mass mapping, which inevitably results in extensive radiation damage (Isaacson, 1977) . Nevertheless, previous results have shown that a significant fraction of a protein's mass remains after EELS mapping (Leapman & Andrews, 1991 , 1992 . It is therefore reasonable to consider combining mass mapping at low dose with elemental analysis at high dose to characterize the oligomeric state of a protein assembly and then to measure how many atoms of a specific element are bound to the structure (Leapman & Andrews, 1992; Leapman et al ., 1997) . Such information can be important because a protein's function is often determined by binding of specific elements or chemical groups. Examples include: (1) metal ion transport through membrane proteins; (2) ion activation of receptor proteins in membranes; (3) functioning of metal storage proteins; (4) cofactors for enzyme activity; (5) stimulation and inhibition of proteins through calcium binding; and (6) regulation of protein function by phosphorylation and dephosphorylation. In each of these processes, small numbers of atoms (often one or sometimes a few) typically bind to each protein complex. In characterizing these structures, it would therefore be desirable to achieve single atom sensitivity.
In this study, EELS analyses are presented from two specimens selected to test the feasibility of mapping single atoms bound to protein molecules. The first specimen is a thin carbon film, onto which two iron-containing proteins, ferritin and haemoglobin, are adsorbed. Ferritin is an iron-storage protein, 10 nm in diameter, containing approximately 4000 iron atoms in a central ferric oxide/phosphate core surrounded by a protein shell with a molecular weight of 474 kDa (Thiel, 1987; Lawson et al ., 1991) . Haemoglobin is the major mammalian respiratory protein, approximately 6 nm in diameter, with a molecular weight of 65 kDa and consisting of two alpha subunits, two beta subunits as well as four heme groups with a diameter of approximately 1 nm, each containing one iron atom (Fermi et al ., 1984) . The second specimen is prepared by adsorbing a very dilute solution of a calcium salt onto a thin carbon film so single calcium atoms are dispersed on the surface. Before the EELS experiments on these samples are described, there is a discussion in the following section on the predicted detectability of single iron and calcium atoms, based on the cross-sections for core level excitations and the typical probe currents that are available in the STEM.
Detectability of single atoms
Detection limits for EELS analysis can be determined by considering the signal generated by an element and the noise level due to background scattering events, as originally described by Isaacson & Johnson (1975) . The core-edge signal generated in a spectrum-image by a single atom of element x and by a total number of incident electrons J delivered by a probe of diameter L is given approximately by
where, σ x ( β , ∆ ) is the core-edge cross-section for scattering angle β and energy window ∆ . For the estimation of detection limits, it is assumed that pixel size is smaller than or equal to the probe size so that under-sampling of the probe does not occur. In the present study element x is iron or calcium and only excitation of 2p electrons, i.e., the L 2,3 edges, are considered.
For relatively small proteins the spectral background intensity is mainly caused by the carbon support film rather than by the macromolecule being analysed. A carbon film of thickness 4 nm and a density 2 g cm − 3 is considered, which contains 400 atoms nm − 2 . The background intensity is then given by
where, σ C ( β , ∆ ) is the sum of the valence and carbon K-shell excitation cross-section for scattering angle β and energy window ∆ . Since the specimens are very thin, plural inelastic scattering can be neglected. The L 2,3 core-edges of iron and calcium both exhibit strong white-lines and these features can provide reliable quantitative information even when the elemental concentrations, i.e. signal-to-background ratios, are very low. Although the core-edge signal extends far above the Ca and Fe L 2,3 white lines, previous experience has shown that errors in the background estimation make it difficult to use this signal reliably when the signal is small compared with the background (Leapman & Newbury, 1993) . Quantification of iron and calcium is best performed by multiple linear least squares (MLS) fitting of the core-edge reference spectra (Shuman & Kruit, 1985; Shuman & Somlyo, 1987; Leapman & Hunt, 1991) . Because the specimens are thin and therefore produce negligible plural scattering, knowledge of edge shapes can be obtained by recording reference spectra from the elements of interest. Since there is a relatively wide region of the spectrum on either side of the white-line peak, the statistical uncertainty in the core edge signal is approximately equal to the square root of the background intensity. The signal-to-noise ratio is then given by (3) where ∆ is now taken to be the width of the Fe or Ca white line at the core-edge. Under these special conditions, it is not necessary to consider the factor introduced by Egerton (1982) , which takes into account noise amplification due to fitting the pre-edge background to an inverse power law of the energy loss, and extrapolating this background into the post-edge region of the spectrum. Thus, when the signal of interest is confined to a sharp white line feature at the core edge, a relatively broad fitting region is available on either side of the peak. Most of the noise is therefore due to the statistical uncertainty in the core edge feature itself and there is relatively low noise contribution due to statistical fluctuations in the background.
For a given signal-to-noise ratio, rearrangement of Eq. (3) shows that the required incident number of electrons is proportional to the fourth power of the probe size, (4) Cross-sections for excitation of C K, Ca L 2,3 and Fe L 2,3 shells, for 100 kV beam voltage and 20 mrad collection semiangle were obtained by recording experimental reference spectra from a pure evaporated carbon film, as well as from ferritin molecules and calcium tartrate salt dried onto a thin carbon film (see next section). The shape of each core edge was obtained by fitting the pre-edge background to an inverse power law and subtracting the extrapolated background in the spectral region above the edge (Egerton, 1975) . Values for the ionization cross-section were derived from the hydrogenic model modified for L edges (Egerton, 1979 (Egerton, , 1981 . Although the hydrogenic calculations cannot predict core edge features such as the L 2,3 white lines, they do provide reliable estimates for the partial L 2,3 ionization cross-sections integrated over a sufficient energy range above the edge threshold. The measured core edge intensity distributions were therefore scaled to the calculated hydrogenic energy-differential cross-section integrated over a 100 eV energy window above the edge as shown in Fig. 1 . Incorporating these cross-sections values into Eq. (3) gives the signal-to-noise ratio (SNR) for detecting a single atom of Ca or Fe as a function of probe size for total incident electron charges of 0.1 nC and 0.4 nC. These calculations are presented on a log-log plot in Fig. 2 . For a total incident electron charge of 0.4 nC into a probe size of 1.0 nm, the calculations predict that one atom of iron should be detectable with an SNR of 3 : 1 and that one atom of calcium should be detectable with an SNR of 7 : 1. It now remains to test this prediction experimentally.
Materials and methods

Specimen preparation
Thin films were evaporated from a carbon rod source onto freshly cleaved mica in an Edwards Auto 306 coating system. Suitably thin carbon films, light grey in colour, were carefully floated off in de-ionized water and picked up on lacy carbon films (EM Sciences) supported on 200-mesh copper grids. The grids were blotted, dried and cleaned in acetone vapour. The thin film covering the lace was characterized by means of an FEI/Philips CM120 electron microscope equipped with a Gatan GIF100 imaging filter (Krivanek et al ., 1995) . Inelastic dark-field plasmon images showed that the films were clean, continuous and homogeneous. Electron energyloss spectra recorded at 120 kV and a dispersion of 0.1 eV per channel gave a thickness of 0.035 ± 0.005 inelastic mean free paths, as determined from the logarithm of the ratio of total intensity to zero loss intensity (Leapman et al ., 1984) . Using a value of 120 nm for the carbon inelastic mean free path at 120 kV, extrapolated from measurements at 100 kV (Sun et al ., 1995; Egerton, 1996) , gives an estimated film thickness of 4.2 ± 0.6 nm. Carbon films were glow-discharged to produce a suitably hydrophilic surface and drops of protein solutions were applied and allowed to adsorb. The first specimen was prepared by applying a 5-µ L drop of Type 1 horse spleen ferritin (Sigma, St. Louis, MO, U.S.A.), diluted in de-ionized water to a concentration of approximately 1 mg mL − 1 . After allowing the protein to adsorb for 1 min, excess protein was blotted with filter paper and the grid washed by adding a drop of de-ionized water. A 5-µ L drop of bovine haemoglobin (Sigma), diluted in de-ionized water to a concentration of approximately 1 mg mL − 1 , was then applied to the same grid and allowed to adsorb for 1 min. The grid was again washed in de-ionized water and a drop of 1% uranyl acetate in aqueous solution was added for 1 min and blotted dry to obtain a negatively stained specimen suitable for bright-field imaging in the CM120 TEM. Another grid was prepared in the same way except no stain was added and the sample was dried in air; this specimen containing both ferritin and haemoglobin was suitable for analysis by STEM-EELS.
The second specimen was prepared by adsorbing ferritin as before but instead of adding haemoglobin, a 5-µ L drop of very dilute calcium tartrate solution, at a concentration of approximately 1 µ g mL − 1 , was applied to the grid. After adsorbing the calcium salt for 1 min the specimen was blotted carefully by applying filter paper to the edge of the grid.
Scanning transmission electron microscopy
Elemental mapping was performed using a VG Microscopes HB501 STEM coupled to a Gatan parallel-detection electron spectrometer (Krivanek et al ., 1987) , which had been modified into the Gatan UHV Enfina system to incorporate a cooled 1340 × 100-channel CCD detector (Brink et al ., 2000; Hunt et al ., 2001) . Specimens were cooled to − 160 ° C to minimize mass loss or contamination under electron irradiation. A cold-field emission electron source was operated at a beam voltage of 100 kV and provided a nanometre-sized probe with a current of ∼ 1 nA. During STEM analysis the vacuum was 2 × 10 − 11 mbar in the gun chamber and 5 × 10 − 9 mbar in the specimen chamber. The STEM and the electron spectrometer were controlled by the Gatan Digital Micrograph computer program (v. 3.3) with the spectrum-imaging module (Hunt & Harmon, 1998) . This system also allowed acquisition of annular dark-field images, which defined the specimen region to be analysed. Dark-field STEM also enabled compensation for specimen drift by collection of an image from a specified specimen region at the end of each scan line and by cross correlation with the image recorded at the end of the previous scan-line. The pixels of the CCD detector were binned by a factor of 10 in the y -direction, perpendicular to the energy dispersion ( x -direction), in order to optimize the read-out time and read-out noise. After correcting for channel gain variations and dark-current, the spectrum was projected in the y -direction. All 1340 channels were read out at each image pixel after integrating the spectrum intensity for 0.1 or 0.4 s. An energy dispersion of 0.3 eV per channel was selected to record spectrum images in the range 400-800 eV for iron and 200-600 eV for calcium. An EELS entrance aperture of 4 mm was selected, which on the VG HB501 STEM corresponds to a collection semiangle at the specimen of approximately 20 mrad. Typical acquisition times were in the range of 300-1000 s depending on the number of pixels in the spectrumimage. Using a known beam current to calibrate the read-out noise of the UHV-Enfina detector gave a value equivalent to ∼ 3 fast electrons per channel, which corresponds to a detective quantum efficiency that is close to unity under the present conditions where several hundred electrons are present in each energy channel. EELS spectra were quantified by using a multiple linear least-squares algorithm in the Gatan EL/P program to fit appropriate reference spectra. This program also provides an estimate of the standard deviation in the measurements. Other advantages of the Enfina EELS system include fast read-out of the detector, ability to correct spectra exactly for channel gain variations, and provision of a robust algorithm for specimen drift correction.
Results
Imaging iron in haemoglobin molecules
To test the limits for iron detectability a specimen was analysed that consisted of ferritin and haemoglobin adsorbed onto a thin carbon film. Both of these proteins are visible in a negatively stained preparation in Fig. 3(a) , where a ferritin molecule with a central iron-containing core is observed on the left of the TEM image and several haemoglobin molecules are evident on the right side. Beneath the micrograph, the known protein structures of ferritin and haemoglobin are represented. Figure 3(b) is an STEM dark-field image of similar but unstained specimen, showing a 20-nm × 40-nm region selected for spectrum-imaging as well as a 300-nm × 300-nm area that was used for spatial drift correction. The dense ferritin cores, each containing several thousand iron atoms, are easily seen in the elastic dark-field image, although the contrast in insufficient to observe the haemoglobin molecules directly in this preparation. Figure 3(c) shows the EELS spectrum from the core of a single ferritin molecule obtained by summing 25 pixels of the spectrum-image defined in Fig. 3(b) . The Fe L 2,3 edge extracted from a single ferritin molecule is strong enough to serve as a reference spectrum to quantify the much weaker iron signal from the haemoglobin. Spectrumimages were recorded with a pixel size of 1 nm and with an acquisition time of 0.4 s per pixel. Figure 3 (d,e) show iron maps from two specimen regions generated by extrapolating the background under the Fe L 2,3 edge according to an inverse power law, subtracting it from the intensity above the core edge, and integrating the intensity over a 10-eV energy window that includes the L 3 white line intensity. The lower part of the iron map in Fig. 3(d) is displayed with the intensity scale expanded by a factor of 25. A bright feature is visible extending over two pixels, as indicated by the arrow. The spectrumimage yielding the iron map in Fig. 3 (e) was recorded with a slightly larger pixel size of 1.2 nm. Expanding the intensity scale by a factor of 25 in the lower part of the image reveals several bright features (arrows). The spectrum in Fig. 3(f ) extracted from the feature marked by an arrow in Fig. 3(d) clearly shows the presence of the iron Fe L 2,3 white line at 710 eV, whereas iron is absent from the adjacent carbon support film as shown in Fig. 3(g) . By MLS fitting of the spectrum in Fig. 3(f ) with the Fe L 2,3 ferritin reference spectrum and modelling the background intensity as an inverse power law, it is possible to quantify the iron content. Spectra from 10 dense ferritin cores were averaged and the mean Fe L 2,3 signal was attributed to the presence of 4000 Fe atoms, which is the reported composition of a filled ferritin core (Thiel, 1987; Lawson et al ., 1991) . The Fe signal in the spectrum in Fig. 3(f ) is found to be 1100 ± 100 weaker than the iron signal from the ferritin molecule, consistent with the presence of 3.6 ± 0.4 iron atoms. The fact that the Fe signal from a single haemoglobin molecule appears to be contained within a ∼ 2-nmdiameter region, compared with the 6-nm diameter of the molecule, may reflect shrinkage of the protein and aggregation of the four heme iron atoms under electron irradiation. Nevertheless, the measurement confirms the capabilities of the EELS mapping technique to detect the four irons in a single haemoglobin molecule. As shown in Table 1 , the four iron atoms are detected with a signal-to-noise ratio of approximately 10 : 1, which implies that the signal-to-noise ratio for detecting a single iron atom would be approximately 2.5 : 1 under the present experimental conditions.
Imaging single atoms of calcium
Reference spectra for the C K and Ca L 2,3 edges were first acquired from a thin film of pure evaporated carbon (Fig. 4a) , and from a similar carbon film onto which a drop of ∼ 1 m m calcium tartrate solution had been applied (Fig. 4b) . To prepare a specimen that was suitable for mapping single atoms of Table 1 . Measured signal-to-noise ratio for detecting a single haemoglobin molecule that contains four Fe atoms using a 0.4-nC incident charge of 100-kV electrons delivered into a 1.0-nm probe.
Comparison is made with the predicted signal-to-noise ratio (SNR).
Measured SNR Predicted SNR
Four atoms of Fe (haemoglobin mol.) 9.9 12 One atom of Fe -3 Fig. 4 . EELS mapping of single calcium atoms. Reference spectra for (a) carbon K edge and (b) calcium L 2,3 edge recorded, respectively, from a thin evaporated carbon film and from calcium tartrate deposited onto a carbon film. (c) Calcium L 2,3 map extracted from spectrum-image of carbon film to which first ferritin and then a dilute solution of calcium tartrate had been applied. The ferritin molecules are seen to have accumulated relatively high levels of calcium whereas much lower levels of calcium are adsorbed to the film. Bright features extending over a few pixels are attributed to the presence of one or two calcium atoms, and some larger clusters are also evident. Bar = 10 nm. (d) Same image as in (c) but smoothed to enhance the visibility of weak features (arrows). (e) EELS extracted from spectrum-image for feature labelled '1' in Ca map together with MLS fitting of reference spectra (solid curve).
(f ) EELS extracted from spectrum-image for feature labelled '2' in Ca map together with MLS fitting of reference spectra (solid curve). Quantitative analysis of the signal from the Ca L 2,3 edge compared to that from the carbon K edge reveals that the features '1' and '2' correspond to the presence of only one and two calcium atoms, respectively.
calcium, a very dilute ∼ 1 µ m calcium tartrate solution was applied to a thin carbon film on which ferritin molecules had been adsorbed to serve as fiducial markers for drift correction. A square specimen region was selected to correct specimen drift during spectrum-image acquisition, as for the mapping of iron described above. A spectrum-image was collected in the energy range 200-600 eV, which includes the carbon K and calcium L 2,3 edges. The calcium map in Fig. 4 (c) was obtained by fitting the pre-edge background from 318 eV to 343 eV with an inverse power law, subtracting the extrapolated background in the region of the Ca L 2,3 white-line, and integrating the signal in the 10-eV energy window from 346 eV to 356 eV. It is evident that the protein shells of the ferritin molecules adsorb relatively high levels of calcium, and much lower levels of calcium are adsorbed onto the carbon support film between the ferritin molecules. Features containing between 1 and 5 pixels are evident in the calcium map and are enhanced by smoothing, as shown in Fig. 4(d) . Five calcium spots are marked with arrows, two of which are also numbered. Spectra extracted from two numbered features in the calcium map are shown in Fig. 4 (e) and Fig. 4(f) , respectively. Despite the presence of noise in the calcium map, the extracted spectra confirm that calcium is definitely present. The magnitude of the calcium signal was determined by MLS fitting of the Ca L 2,3 and C K reference spectra in the energy range 330-370 eV. The numbers of calcium atoms in the image features were then quantified by calculating the fraction of calcium to carbon atoms in the analytical volume. The absolute number of carbon atoms in the analytical volume was estimated by measuring the thickness of the support film from the low-loss spectrum. An estimate of the number of calcium atoms in the analytical volume could then be obtained by multiplying the atomic fraction of calcium by the total number of carbon atoms in the analytical volume. Analysis of the spectra in Fig. 4 (e) and Fig. 4 (f) reveals that the image features '1' and '2' from which they are extracted correspond to only one and two atoms of calcium, respectively. Table 2 shows the calculated number of calcium atoms obtained by extracting spectra from 10 different features in the elemental map, including those labelled '1' and '2' in Fig. 4(d) . Each of the 10 features corresponds to just one or two calcium atoms with a standard deviation estimated by MLS fitting of only 0.2 atoms. The fact that some of the features appear to contain less than one atom may be due to the spreading of the EELS signal into neighbouring pixels due to the tails of the ∼1-nm probe, or else to slight movements of the specimen during analysis.
Discussion
The measurements on the test specimens show that it is feasible to map single calcium atoms with a signal-to-noise ratio as Table 2 . Analyses of spectra extracted from regions of calcium map displaying bright features. The number of Ca atoms was estimated from the calcium to carbon ratio and the measured number of carbon atoms per unit area. Regions '1' and '2', containing one and two atoms of calcium, respectively, are indicated in Fig. 4 high as 5 : 1 using EELS imaging in the field-emission STEM operating with a probe current of 1 nA. Spectrum images were recorded with an acquisition time of 0.1 s per pixel and a 0.6-nm pixel size. These conditions can be considered as equivalent to an acquisition time of 0.4 s per pixel with a pixel size of 1.2 nm, since the width of the 1-nA STEM probe is limited to approximately 1.0 nm by the electron optics. The experimentally determined signal-to-noise ratio agrees quite well with the theoretical prediction of 7 : 1 in Fig. 2 , confirming that the EELS detector is operating at near optimal efficiency. Detectability for iron was found to be approximately half that for calcium, with an experimental signal-to-noise ratio of 10 : 1 for detecting the cluster of four iron atoms in a haemoglobin molecule. This signal-to-noise ratio corresponds to a value of 2.5 : 1 for mapping individual iron atoms, again consistent with Fig. 2 , which predicts a signal-to-noise ratio of 3 : 1 for detecting single iron atoms with a total incident electron charge of 0.4 nC into a 1.0-nm probe. These results probably represent the best performance that is currently available with the instrument, but it is interesting to speculate on the performance that might be achievable in the latest generation of STEM equipped with spherical aberration-corrector (Dellby et al., 2001; Batson et al., 2002) . Equation (3) indicates that the signal-to-noise ratio for detecting a single atom of an element varies as the inverse square of the probe size for a given probe current. Therefore, if the probe size were decreased by a factor of p while maintaining the same current, the signal-to-noise would improve by a factor of p 2 . However, the acquisition time for an elemental map will increase because more pixels are required to cover the specimen. To maintain the same current density, the acquisition time per pixel must be reduced by a factor of p 2 . Since the signal-to-noise ratio is proportional to the square root of the acquisition time, the net improvement in signal-to-noise will be proportional to p rather than to p 2 . Recent designs of spherical aberration correctors for the STEM suggest that it should be feasible to generate probe currents of 1 nA into a probe diameter of ∼0.3 nm (Krivanek et al., 2003) . This would correspond to a very substantial improvement by a factor of three in the attainable signal-to-noise ratio. However, it is not yet clear whether this advantage could be realized in practice due to beam-induced movement of atoms in the specimen.
The present experiments indicate that the electron dose required for detecting single atoms of iron and calcium is approximately 10 9 e nm −2 . Such a high dose severely degrades the structure of all biological molecules and limits the meaningful spatial resolution to which atomic positions can be localized. Although little structural information remains within a macromolecular assembly after irradiation it is still possible to determine precisely how many calcium and iron atoms are bound to it. In addition, some structural information can be obtained if STEM images are recorded at low electron dose prior to elemental mapping at high electron dose. This approach was demonstrated in a previous study to image the distribution of phosphorus in DNA and DNA-protein complexes, although the sensitivity in those experiments was not at the single atom level due to the use of a less efficient photodiode array detector (Leapman & Rizzo, 1999) . In that study, analysis was also performed at a dose of 10 9 e nm −2 but using a beam voltage of 40 kV because the specimens were found to undergo reduced mass loss than at 100 kV, which was attributed to reduced knock-on damage at the lower beam voltage (Isaacson, 1977) . In the present study, the specimens were sufficiently stable at a beam voltage of 100 kV, which might be due to the somewhat thicker carbon substrate or to the factor of approximately one-half in the equivalent electron dose. To obtain a given core loss signal at a beam voltage of 100 kV, approximately twice the electron dose is required than at 40 kV due to the reduced ionization cross-section at higher beam voltage. Nevertheless, it would be interesting to obtain measurements at lower beam voltage to determine whether even higher doses can be tolerated.
Potential applications of atomic level spectroscopy to the characterization of supramolecular assemblies include the study of enzyme complexes that bind specific numbers of calcium atoms as well as the study of metalloproteins. An example of an interesting supramolecular assembly that binds calcium is the enzyme Ca-calmodulin-dependent protein kinase II (CAM kinase II), a complex of molecular weight ∼0.5 MDa, which occurs at a high concentration in brain and plays an important role in memory and learning (Lisman et al., 2002) . An example of a metalloprotein that binds both iron and nickel is acetyl-CoA decarbonylase/synthase, a large complex of molecular weight ∼2 MDa, which occurs in methane-producing bacteria (Kocsis et al., 1999) . In both of these protein complexes, the EELS mapping technique could potentially provide information about the variation in the number of bound metal atoms in a population of molecules and would therefore complement chemical analyses of the bulk sample, which provides only an average metal atom content. In the future, it is anticipated that the atomic level EELS spectrumimaging technique will be able to characterize a variety of supramolecular assemblies whose function is governed by the binding of specific metal atoms.
