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ABSTRACT 
We formulate an age-period-cohort specification for discrete data. 
When ages and periods are evenly and equally spaced there is an identi-
fication problem •. We explain the problem. Sampling models are indicated 
and the minimal sufficient statistics are given. The iterative pro-
portional fitting and Newton-Raphson methods for maximum likelihood 
estimation are described for age-period-cohort specifications. Various 
formulations of discrete response variables are listed, and their special 
features explained. We also consider the identification problem when 
ages and periods_ are evenly spaced, with multiple age groups forming a 
span equal to that between successive periods. Degrees of freedom are 
provided for all models discussed. An extended analysis of an example 
illustrates the formal results of the paper. 
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INTRODUCTION 
This chapter discusses and resolves several issues arising out of 
a particular form of cohort analysis. The exposition is in terms of 
discrete data analysis, both because it may help those working with 
discrete data and because many of the general issues involved in the 
form of·cohort analysis which concerns us can be elucidated with special 
clarity in the discrete data context. 
The version-of cohort analysis we consider involves measurements on 
some dependent quantity conditional on the ages of the units of observa-
tion and the period at which the measurements were taken. We assume that 
replicated cross-sections are available, and, in general, that repeated 
measurements on the same units of observation across replications are 
not available. The dates of data collection define the periods, and 
for each cross-section, measurements on age, on the dependent quantity, 
and possibly on other variables, are available. Cohort membership is 
then defined by knowledge of age and the date or period at whicn that 
age was attained. The questions of interest for the analyst. are whether 
age, period, and cohort simult~neously determine the endogenous quantity, 
and if so, how. We assume that whatever the explanation of the effect 
of cohort on the endogenous variable, no more direct measurement of the 
explanans than cohort membership itself is available for immediate 
purposes. We make similar assumptions about age and period. If more 
direct measures of the phenomena presumed to underlie the effects of age 
or period or cohort are available, then the problems which concern us 
do not oc~ur. 
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For the methods we describe, we make no assumptions about the kind 
of phenomenon to be studied. The most important of the problems we 
discuss (identification) is formal, and has been encountered, explicitly 
or implicitly, in the analysis of the economic value of material 
objects (Hall, 1971), the study of the political proclivfties of humans 
(Knoke and Hout, 1974), in epidemiology_ (Greenberg, et al., 1950), in 
developmental psychology (Baltes et al., 1976; Schaie, 1977), and in 
other areas. I~deed, the main problem we study can be found in research 
settings in which the notion of cohorts does not concern the investi-
gators. In the social sciences, certain models for square occupational 
mobility tables (Goodman, 1972; Bishop, Fienberg and Holland, 1975, 
pp. 225-8, 320-4; Pullum, 1975) must resolve ~hat is formally the same 
identification problem faced in cohort analysis, as Goodman (1975a) 
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has observed. Models for the analys.is of status inconsistency (Blalock, '-' 
1966; Hope, 1971, 1975) are also essentially formally analogous to those 
for the age-period-cohort problem and again must overcome what amounts 
to the same under-identification. We suspect the problem recurs outside 
of the social sciences as well. Despite this pervasiveness of the formal 
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issue, fruitful.discussion of the complexities of cohort analysis depends .. 
somewhat on substantive considerations, for which purpose we shall 
focus on social phenomena. Hereafter age will refer to people's ages, 
period will refer to a time span during which data on the people were 
collected, and cohort will refer to a set of people born during a 
known time span. 
Our point of departure is the article of Mason et al. (1973) 
which considers the identification problem for situations in which 
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the dependent quantity is treated as a joint function of age, period. 
and cohort membership. That article considers the class of specifi-
cations 
(1) 
in which A. denotes the i-th of I ages, P. denotes the j-th of J 
1 J 
periods, and Ck denotes the k-th of K =(I+ J - 1) cohorts. Ex-
pression (1) allows the effect of age, period and cohort membership 
on Y to be arbitrary. Mason et al. consider whether expression (1) 
is estimable (identified) and conclude that it is only if certain 
kinds of restrictions are made. In particular, they point out that 
the model 
in which observations are scored on Y, by their age for A, by the spe-
cific point of measurement for P, and their year of birth for C, is not 
esti~ble if A, P and C have been scaled such that A= P - C for all 
observations. Mason et al. then go on to consider the more general 
situation in which the effects of age, period and cohort can take any 
functional form up to the inherent complexity allowed by the fineness 
of detail in the collected data. They do this by considering 
expression (1) as a multiple classification model (Yates, 1934) •. For 
this model they show that a single equality restriction on a pair of 
effects suffices to identify the model. While the choice of the pair 
of effects to be equated does not affect the fit of the model to the 
4 
data, it does-affect the estimates of all of the parameters. Mason 
et al. show t~at an additional pair of equated effects results in a 
unique fit to the data. Models with one pair of equated effects are 
just-identified; models with more than one pair of equated effects 
are over-identified. Since different just-identified models fit the 
same data identically, a choice between them must be made on the 
basis of a priori reasoning. A choice between over-identified models, 
or between over-identified and just-identified models, can be made 
on the basis of their relative fit to the data and a priori reasoning. 
Expression (1) is not general, because the effects of cohort 
membership are assumed constant over ages and periods. Equivalently, 
the effects of age are assumed constant over cohorts and periods, or 
the effects of period are assumed constant over ages and cohorts. 
That is, expression (1) assumes there are no age-period, age-cohort 
or cohort-period interactions affecting the endogenous quantity. 
This limitation of expression (1) has been discussed by Glenn (1976), 
Ma.son et al. (1976), and Knoke and Hout (1976). Glenn's view is 
that expression (1) is too restrictive for the useful analysis of 
most cohort problems as they are defined substantively in the social 
and behavioral sciences. For example, Glenn argues that it is often 
reasonable to suppose that the effects of cohort membership first 
increase and then decline as the individuals in a cohort age. 
Expression (1) does not allow for this or other more complex pos-
sibilities. The reason that it does not is that such complex 
effects are inestimable with the kind of data we have (replicated 
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cross-sections). Glenn (1976) does not provide formal specifications 
· for the more complex models he thinks are likely to be most appropriate. 
It may be that some of the effects he thinks are most reasonable to 
posit may be captured by an age-cohort model which excludes period, 
or that an age-period-cohort model reproduces the patterns he thinks 
it important to model, and does so in a fashion which pennits sub-
stantively useful explanation. Mason et al. .(1976) point out that 
for a given application expression (1) is a model, that models 
purposely simplify, and that they should not be discarded out of hand 
because they do so. There have been a number of seemingly helpful 
applications of expression (1) to substantive phenomena. The suit-
ability of a model for a particular application is determined by a 
variety of considerations. 
Methodological as,well as substantive progress with cohort analysis 
depends in large part on model specification and on the determination 
of the estimability of the parametric structure of the specification. 
If, given the kind of data typically available for use in cohort 
analyses certain specifications are not estimable, then knowledge of 
this result is useful. Attempts to estimate these specifications 
are ostensibly precluded, and attention can be directed to the 
generation of new forms of data which do support estimation of the 
desired model, or to the creation of more direct~ post facto 
measures of the phenomena that age, period, or cohort membership are 
presumed to measure in the substantive contexts under consideration. 
Our goals here are different. We accept a specification which 
requires the form of the relationship between the dependent quantity 
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and age, period, and cohort to be additive, and assume that the 
4ependent quantity is a discrete variable. We then reconsider problems 
of identification and interpretation and develop the discussion more 
fully than was done by Mason et al. (1973). In the process, we clarify 
a number of points emerging from their discussion. For example, we 
show that the inestimability of the linear effects of age, period, 
and cohort effects noted by Mason et al. (1973) is precisely the 
reason that the age, period, and cohort effects in the multiple 
classification model they consider are also inestimable, and 'that 
despite the inestimability of the linear effects, the higher order 
effects are always estimable. We also provide new results, some of 
which are specific to the analysis of discrete data. 
The remaining five sections are arranged as follows: (1) The 
Specification. This section deals with the basic specification and 
sampling models we wish to consider for discrete response variables. 
(2) The 3 x 3 x 2 Case. We first consider the special case of three 
age groups, three periods and a dichotomous response variable in 
order to develop the major points about identification, estimation 
and goodness-of-fit as clearly as possible before proceeding to more 
general cases. This section also illustrates for the 3 x 3 x 2 case 
how to arrange the data for computations with the two alternative 
algorithms (iterative proportional fitting and Newton-Raphson) dis-
cussed in the paper. (3) The Ix J x 2 Case. This section generalizes 
the discussion of the 3 x 3 x 2 case to arbitrarily many age groups 
and periods. (4) The I~ J x L Case. This section considers the 
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case in which the response variable is polytomous. One of the inter-
esting results of this section is that a polytomous response variable 
can sometimes be re-arranged into a series of asymptotically independent 
dichotomies, so that the data can be treated as a series of Ix J x 2 
problems. (5) Differently Spaced Age and Period Intervals. This 
section first considers the case µi which the age groups and periods 
are evenly spaced but there are multiple age groups per period interval. 
A new identification problem crops up in this·case. We indicate the 
solution to this problem, and generalize the earlier results for esti-
mation and degrees of freedom to this case. We then consider the case 
of unevenly spaced periods; there is no currently satisfactory way to 
estimate age-period-cohort models in this instance. (6) Example. We 
develop an empirical example in some detail to illustrate the results 
obtained in preceding sections and the general nature of reasoning ap-
propriate to the specification of age-period-cohort models. 'The example 
pertains to the educational attainment of white males, and uses data 
from the 1940, 1950, 1960 and 1970 U.S. Censuses. 
8 
THE SPECIFICATION 
Parameter Structure: The Basic Logistic 
Response Model 
We are interested in situations·involving survey data for each of 
J evenly spaced points in time, and where for each such period we 
have our data broken down by the age group of the respondent, e.g., 
20-24 years. We assume that the range in years covered by each age 
group equals the period interval, i.e., the interval in years between 
successive points in time for which we have data. Thus all those in 
a given age group, say i, at period j correspond to the same birth 
cohort as those in age group i + 1 at the subsequent period j + 1. 
If there are I age groups and J periods, then there are I+ J - 1 
cohorts. Note that within cohorts we do not necessarily follow the 
same individuals across time as in ·a panel study. 
We are concerned with the simultaneous effects of age, period, 
and cohort on a categorical response variable. For simplicity we begin 
with a dichotomous response. Let Pijkll denote the probability of a 
positive response given age i, period j, and cohort k = i - j + J, 
and let Pijkl 2 = 1 - Pijkll denote the corresponding probability of a 
negative response. We would like to represent some function of these 
response probabilities as being additive in the effects of interest. 
Because Pijkjl is a probability lying between O and 1, and because of 
the sampling schemes typically assumed to have been used to generate 
the data, a natural2 as well as a convenient model to adopt is the 
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linear logistic response model, which is based on the logarithm of 
the odds: 
Qijk = log(:~~::~)= log(l :i~:~~jl) 
= w + wl(i) + w2(j) + w3(i-j+J) , (2) 
where the subscripted .parameters in (2) are deviations3 from W, i.e., 
= I: w3(k) = o 
k 
{3) 
This model postulates simultaneous age, period, and cohort effects on 
the log-odds (or logit) of the probability of success. The notation· 
we use here is consistent with that in Bishop, Fienberg, and Holland 
(1975) and Fienberg (1977). The model can be expanded to include 
further explanatory variables (e.g., sex, race) as well as their 
interactive effects with age, period, and cohort. The model is 
directly analogous to the age-period-cohort model for quantitative 
response variates examined by Mason et al. (1973). 
The logistic response model of expressions (2) and (3) contains 
21 + 2J ~ 3 independent parameters, and we need to consider whether 
all of these parameters are estimable given the form of data. For 
model (2)-(3), as we point out below, some parameters cannot be estimated. 
In the cohort analysis literature this fact is known as the identifica-
tion (or estimability) problem, and has been a stumbling block for 
those who wish to analyze archival data using age, period, and cohort 
membership in the same model. 
10 
Sampling Models 
Two basic sampling models are appropriate for the estimation pro-
cedures we describe in this chapter. These are: (a) for each period 
we have survey data generated by a simple random sample of respondents; 
(b) for each period we have survey data generated by a stratified 
random sample. We could, of course, stratify by some other variable 
in addition to or in place of age, but then this variable would have 
to be formally included in our parametric structure and in the logistic 
response model of expressions (2)-(3). 
Since most samples are drawn from finite populations and the formal 
sampling models are based on infinite populations, we make the usual 
caveat that the population size is sufficiently large that the dif-
ference between sampling with and without replacement is unimportant 
(i.e., we do not need to correct for the finite size of the population). 
The sampling scheme appropriate for situation (a) is known as 
multinomial and that for situation (b) as product-multinomial. Bishop, 
Fienberg, and Holland (1975), Fienberg (1977), and Haberman (1974) 
all describe these two sampling schemes more formally and point out 
how they relate to each other mathematically, and for purposes of 
maximum likelihood estimation of parameters. 
Few if any large scale surveys, such as those conducted by the 
U.S. Bureau of the Census or by non-Government survey 
organizations, use simple random samples. For example, the National 
Assessment of Educational Progress used a complex four-stage sample 
design involving both clustering and stratification (National 
Assessment of Educational Progress, 1972). Thus, the standard 
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methods based on simple random sampling are not directly applicable, 
in part because they are insensitive to dependencies among sampling 
units. There have been several attempts to deal analytically with 
the analysis of discrete data from complex sample surveys (Altham, 
1976; Cohen, 1976; Koch et al., 1973; Schuster and Downing, 1976), 
but these methods are at least ~s complex as the designs themselves 
and are difficult to implement except in special cases. 
In complex sample surveys involving both clustering and stratifi-
cation, standard errors for parameter estimates based on simple random 
sample assumptions typically underestimate the true standard errors. 
Thus one way to cope with complex sample designs without going into 
the analytical complexities is to "adjust" the. overall sample size 
by a suitable fudge factor or "design effect," and then·proceed as 
if simple random sampling had been used. Kish and Frankel (1974) 
discuss some aspects of this problem,.and the use of design effects 
has been proposed for various large scale national surveys (Penick 
and Owens, 1976, p. 31). As a rough rule of thumb, practitioners 
often reduce the sample size by factors ranging from 10% to 50%. 
In the example we consider in the final section of this chapter, 
the data for some of the cross-sections come from a complete census, 
and for the remainder· the data come from 20% and 25% samples of the 
U.S. population. Clearly the assumption of simple random sampling 
makes no sense for the complete census, and the finite population 
correction cannot be ignored for the 20% and 25% samples. One way to 
resolve this difficulty is to think of the data as if they comprised 
12 
a random sample from some hyperpopulation. In the context of our 
example, we are interested only in the U.S. population and the hyper-
population p~oy is unhelpful. In view of this difficulty, we use 
methods appropriate for simple random samples (with replacement) in 
the context of population and 20% and 25% sample surveys for descrip-
tive purposes only, and thus, for example, we treat goodness-of-fit 
test statistics merely as indices of fit. 
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IDENTIFICATION, ESTIMATION, AND GOODNESS-OF-FIT: 
THE CASE OF 3 AGE GROUPS, 3 PERIODS AND 
A DICHOTOMOUS RESPONSE VARIABLE 
The basic methodological problem is most simply illustrated in 
the context of data from 3 periods in time with information on 3 
broad age groups, and for which the dependent variable is dichotomous. 
Corresponding to this structure are 5 birth cohorts. 
The Basic Data Array 
For the 3-age and 3-period case the basic data with which to 
assess the adequacy of model (2)-(3) would come from 3 surveys, 
one for each period. The data would consist of counts {xijki}, where 
1 = 1 corresponds to a positive response and 9., = 2 to a negative one, 
with the counts forming a 3 x 3 x 2 cross-classification with the 
marginal configurations {x+j++} (these are the. sample sizes for the 
· independent simple random samples for each of the periqds) fixed by 
design, as depicted in Table.I. The key thing to remember is that 
one of the first three subscripts is redundant since k = i - j + 3. 
Table 1 here 
Let {mijki} be the expected cell values corresponding to Table 1 
under the logistic response model (2)-(3), with 
(4) 
and 
(5) 
14 
Then the basic logistic response model can be written in terms of 
expected cell values as 
log (mijkl) = n.. = w 
mijk2. iJk + wl(i) + w2(j) + w3(i - j + J) , 
and analyses involving this model treat the marginal configuration 
{xijk+} as fixed, even though only the totals {x+j++}. are fixed by 
design. 
Alternate Data Displays 
If cohort effects in model (2)-(3) were absent, the data array 
(6) 
of Table 1 could still be used, ignoring the third subscript. Removing 
cohort effects simplifies the logistic response model to one with no 
second order interaction involving the joint effect of age and period 
on the response. This model corresponds to a standard loglinear 
model and can be handled in a straightforward manner by the techn~ques 
described in Bishop, Fienberg, and Holland (1975) or Fienberg (1977). 
One of the reasons we have trouble thinking about age, period,_ 
and cohort together is that we usually present data in the rectangular 
form of Table 1, i.e., as age by period. If in the analyst's view 
cohort effects are more important than age or period effects, then 
age by cohort or period by cohort tables may be preferable forms of 
display. Alternative forms of the positive response layer of the 
3 x 3 x 2 array in Table 1 are given in Table 2 (age by cohort) and in 
Table 3 (period by cohort). It is insufficient for the analyst 
to "eyeball" Tables 1-3 to decide the relative magnitudes of age, 
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period, anc cohort effects, but insights into their presence or absence 
can sometimes be gleaned from a simple inspection of these tables. 
Tables 2-3 here 
Tables 2 and 3 are incomplete contingency tables in which the dashes 
represent structural zeros--categories that are~ priori impossible 
given tr.e way in which the data. are collected and restructured. For 
example, it is impossible to observe individuals from certain cohorts 
in surveys taken at times before the individuals are born. 
I 
The practice of examining archival data using all three forms of 
display might be illuminating, especially if only two of age, period and 
cohort are present. The major differences among the displays stem from 
the asymmetric fashion in which they reveal the three underlying 
variables. In Table 1 cohort effects represent the interaction between 
age and period; in Table 2 period effects represent the interaction 
between age and cohort; and in Table 3 age effects represent the. 
interaction between period and cohort. 
When we measure the cohort effects in terms of interaction contrasts 
(for a definition of interaction contrasts, see Graybill (1976, p. 564)) 
we are forced to confront the fact that we cannot separate the cohort 
dimension from a specific form of interaction between age and period. 
This is a conceptual problem that cannot be dismissed by mathematical 
fiat or by statistical slight-of-hand. Moreover, by thinking of cohort 
effects as interaction effects we take the main effects associated with 
the rows and columns of an age by period table as marginal to the 
16 
interaction effects, i.e., the interaction effects are the residuals 
once we take out the main effects. 4 It turns out that when interaction 
is present in a cross-classification, interaction terms are easier to 
interpret than the main effects (Bishop, Fienberg, and Holland, 1975, 
p. 34). Thus it makes sense to examine. cohort effects in the form of 
inte~actions in an age by period table. Similarly, when we measure 
period and age effects in terms of interaction contrasts in Tables ·2 
and 3, respectively, we take the other two sets of effects as marginal 
to the ones of interest. 
The Identification Problem 
Because cohort is uniquely determined by age group and period, we 
must determine whether all of the age, period and cohort parameters are 
estimable, and if they are not all estimable, we must determine which 
ones are. In the additive model for quantitative response variables 
analogous to expressions (2)-(3), it is well-known (~lason et al., 
1973) that all of the parameters are not estimable. The same is the 
case for the logistic response model. 
For the 3-age and 3-period situation we might think we have, in 
model (2)-(3), 2 independent parameters for age, 2 for period, and 4 for 
cohort. Since there are 9 expected log-odds, {O .. k}, under the model 1J . 
and 8 independent parameters plus one for the constant we might expect 
to be able to estimate all of the parameters. To determine whether this 
is so we arrange the {O .. k} in three different ways~ First, we place 
1J 
them in an age by period array (corresponding to the layout of Table 1) 
and find that there appear to be 4 nonredundant interaction contrasts, 
involving 2 x 2 subtables of adjacent cells, for estimati~g cohort 
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contrasts. Second, we arrange the {n .. k} in an age by cohort array 
l.J 
(corresponding to the layout of Table 2) and find that there appear to be 
2 nonredundant interaction contrasts for estimating period effects. 
Third, we arrange the {n .. k} in a period by cohort array (corresponding 
l.J 
to the layout of Table 3) and find that there appear to be 2 nonredundant 
interaction contrasts for estimating age effects. But these superficial 
counts of interaction contrasts are deceiving, as we now show. 
There are 2 interaction contrasts for the period by cohort array. 
The first involves periods 1 and 2 crossed with cohorts 3 and 4, and the 
second involves periods 2 and 3 crossed with cohorts 2 and 3: 
(since Wl(l) + w1 ( 2) + Wl(J) = O), and 
The two interaction contrasts for the log-odds-ratios turn out to be 
the same contrast for the age effect parameters, Wl(Z), and this _is the 
only estimable age effect. Similarly, the two interaction contrasts 
for 2 x 2 subtables of adjacent cells in the age by cohort array also 
both reduce to the same contrast for the period effect parameters, 
WZ(Z)' and this is the only estimable period effect. 
Finally, for the age by period array the 4 interaction contrasts 
involving 2 x 2 subtables of adjacent cells are: 
-
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n113 - n122 - n214 + n223 = 2w3(3) - w3(2) - w3(4) (9) 
n122 - n131 - n223 + n232 = zw3(2) - w3(1) - w3(3) ' (10) 
n214 - r2223 ~ ~31s + n324 = zw3(4) - 1~3(3) - w3(5) ' (11) 
and 
0223 - 0232 - 0324 + r2333 = zw3(3) - w3(2) - w3(4) (12) 
Since expressions (9) and (12) involve the same contrast, there are only 
3 equations with which to estimate 4 independent cohort parameters. By 
taking linear combinations of expressions (9), (10) and (11) and using 
the basic constraint EkWJ(k) = 0, we find the estimable cohort effects 
to be w3{J)' w3(l) + w3(S)' and w3(l) + 2w3( 4). 
Note that we are one parameter short for each type of effect. The. 
difficulty here is the one alluded to in the preceding subsection; namely, 
interaction contrasts treat the main effects as marginal to the inter-
action effects. Thus in all three arrays, the interaction-space is of 
dimension one less than we naively expected. Geometrically, this loss 
of a single dimension results from one dimension of the interaction space 
lying completely within the margin subspaces. 
A.~other way to view this identification problem is also illuminating. 
Since ~ Wl(i) = 0, the estimable parameter Wl(Z) allows us to estimate 
the quadratic effect for age, Wl{l) - 2w1(2) + Wl(J). What we are 
unable to estimate is the linear effect, Wl(J) - Wl(l). We noted 
in the Introduction that a pure linear.age effect is 
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indistinguishable from period and cohort effects. In fact what we 
have seen here is that the linear component of the age effects 
is indistinguishable from the period and cohort effects. Similarily, 
the linear components of the period and cohort effects are indistinguish-
able from the age and cohort effects, and the age and period effects, 
respectively. Thus the linear components of the effect parameters are 
the cause of our identification problem, and fitting a model with, say, 
only linear and quadratic effects does not provide a solution. These 
coDUI1ents apply not only in the present context of discrete response 
variables but also in the case of a continuous response variable 
as considered by Mason et al. (1973). 
The identification problem complicates analysis, but is in many 
situations surmountable. In this connection there are a number of relevant 
considerations. First, the fit of an age-period-cohort model to data 
can be ascertained despite the inestimability of certain of the para-
meters, as is shown below. Second, by imposing an identification 
specification, that is, a restriction on a subset of the parameters, 
the remainder becomes estimable. As we show below, a restriction such 
as wl(l) = constant,- or wl(l) = w1 (2), or w2(l) = w2 (2)!..:·i;>~---w3:ci/= w3(Z) 
suffices to identify all parameters. Moreover, it turns out that if 
only a single such restriction is made, then the identification specifi-
cation is just-identifying and the estimated expected frequencies or 
log-odds are affected neither by the restriction nor its placement. 
Third, identification specifications can be ~-identifying, and are 
so if they contain more restrictions than needed to make all parameters 
·estimable. Models with over-identifying specifications can fit data 
·20 
no better than just-identified or under-identified models, and different 
over-identified models may fit the data differently. Thus, alternative 
over-identified specifications lead to effectively different models. 
It is generally possible to make over-identifying restrictions on the 
basis of prior knowledge and reasoning. We illustrate the use of over-
identifying restrictions in the analysis of the empirical example. 
Estimated Expected Cell Values 
Given the logistic response model· (2)-(3), and 3 independent simple 
random samples at 3 properly spaced points in time, we can compute maximum 
likelihood estimates of the expected values, {m .. kn}, corresponding 
.:lJ :,., 
to the observed counts in Table 1 using the general results for loglinear 
models (Fienberg, 1977; Haberman, 1974). These general results tell us 
that the minimal sufficient statistics for model (1)-(2) are given by 
the "marginal" totals 
{xijk+}, {xi++R.}, {x+j+!l.}, {x+rkt} ' (13) 
(where x_l__l_'.kn·· is :thEf· summati.ori· o·f x; •kr, over·;~ll ~i -~nd j such that 
"TT :,., . . . . 1.1 :,., . . . . 
,, 
i - j = k - 3). We include the totals {x .. k+} among the minimal sufficient 
:lJ . 
statistics even though they are formally treated as fixed by the analysis 
because when the logistic response model is viewed as a special case of 
a loglinear model these totals are not necessarily treated as fixed. 
The general theory next tells us that the likelihood equations are found 
by setting these minimal sufficient statistics equal to their _expected 
values: 
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~ 
mijk+ = xijk+, i = 1, 2, 3; j = 1, 2, 3; (i - j = k - 3) (14) 
mi++i = xi-++1, i = 1, 2, 3; 1 = 1, 2; (15) 
~ 
m+j+i = x+j+i, j = 1, 2, 3; 1 = 1, 2; (16) 
m++ki = x-H-ki, k = 1, 2, ••• , 5; 1 = 1, 2. (17) 
Note that equation (17) implies that for cohorts 1 and 5, 
(18) 
for 1 = 1, 2~ Furthermore, some algebraic manipulation 
(19) 
for 1 = 1, 2. Expression (19) is particular to the 3-age and 3-period 
case, whereas expression (18) is true in general. Both expressions will 
be used below, in the subsection on degrees of freedom and goodness of fit. 
Alternatives to maximum likelihood estimation are available for this 
problem, and others might choose to use the weighted least squares or 
minimum modified chi-square approach of Grizzle, Starmer, and Koch (1969), 
or generalized (iteratively reweighted) least squares (GLS). For the 
class of problems we consider here, GLS yields maximum likelihood 
estimates, and is equivalent to the method of scoring or the Newton-
Ra.phson method of solving the likelihood equations. 
22 
In the following subsections we discuss two methods for solving 
equations (14)-(17): iterative proportional fitting and Newton-Raphson. 
Iterative Proportional Fitting 
The likelihood equations are solved using the method of iterative 
proportional fitting, starting with initial values, mi~iR, = 1, and 
successively making multiplicative ad3ustments ·to ensure that equations 
(14), (15), (16), and (17), in turn, hold exactly. 
cycle of the iteration (v ~ 0) we compute 
A(4v+2) _ A(4v+l) 
mijki - mijki 
~(4v+4) A(4'V+3) 
mijki = mijki 
Thus, for the v-th 
(20) 
(21) 
(22) 
(23) 
for all i, j, k, and R.. This procedure converges to the MI.Es, 
{mijki}, and is based on the same idea as the use of iterative pro-
portional fitting for the model of quasi-independence in an unfolded 
three-dimensional table (with diagonals representing the third 
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dimension) as described in Bishop, Fienberg, and Holland (1975, pp. 
225-8) in the context of multiplicative models for social mobility 
tables. Following their prescription we convert the three-dimensional 
array in Table 1 into the four-dimensional array of Table 4 with the 
added dimension corresponding to the third subscript for cohorts. (This 
four-dimensional array contains a large number of structural zeros 
denoted by dashes in the table.) Unfolded tables not only have a 
conceptual and pedagogical value, but· they also allow use of standard 
iterative proportional fitting computer.programs (Fay and Goodman, '1973; 
Haberman, 1973) to estimate ~he expected frequencies of the age-period-
cohort model for given data. What makes the standard computer programs 
applicable here is that the totals in expression (13) become the marginal 
totals for the unfolded data in Table 4. 
Table 4 here 
The use of iterative proportional fitting as outlined in expressions 
(20)-(23) is identical to the fitting of a loglinear model to the in-
complete unfolded four-dimensional array. For under- or just-identified 
age-period-cohort models one fits the [APC] , [AR] , [PR] and [ CR] con-
figuration, whe~e A, P, C and R denote age, period, cohort and the 
5 
response variable, respectively. For over-identified age-period-cohort 
models it is necessary to partially collapse the unfolded array in 
accordance with the identifying restrictions. If these are, for example, 
Wl(l) = w1 ( 2) and w2(l) = w2(Z)' then one combines the first 2 rows 
and first 2 columns in each layer of Table 4. Although this does not 
24 
happen for all specifications, in this instance collapsing the first 
2 rows and 2 columns of each layer of Table 4 combines the frequencies 
x1131 and x2231 and combines x1132 and x2232 • Iterative proportional 
fitting of the age-period-cohort model for the partially collapsed array 
~ " then gives l\ = (x1131 + x2231) and M2 = (x1132 + x2232), whereas what 
we would like is m1131, m2231 , m1132 and m2232 • To obtain these four 
estimates we note that according to the model, 
" I' " 
~!<~ + M2) = ~1131l<m1131 ~ m1132) = m2231l<m2231 + m2232) 
with conditions 
xll31 + x1132 = mll31 + m1132 and x2231 + x2232 = m2231 + m2232 
" " Since we know all observed frequencies and }1i_ an~ M2, we can determine 
m1131, m1132 , m2231 and m2232 • Havi~g secured these four estimated 
expected frequencies we expand the estimated array back to the 
original unfolded dimensions, inserting the four estimated expected 
frequencies into the correct cells. It is important to be aware that 
there is actually one more degree of freedom than appears {spuriously) 
to be the case from the partially collapsed table, and that assessment 
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of goodness-of-fit from the partially collapsed table gives an incorrect ..,; 
answer. The array must be re-expanded. Thus, when nonstructural zero 
cells are lost because the identifying restrictions require the combining 
of nonstructural zero cells for iterative proportional fitting, a certain 
amount of additional calculation is necessary. Generalized iterative 
proportional fitting (Darroch and Ratcliffe, 1972) requires neither 
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unfolding the table nor combining of frequencies, and allows different 
kinds of restrictions on parameters than iterative proportional fitting 
does. The generalized algorithm is not yet rout~nely included in most 
general purpose programs.-
An additional problem with the iterative proportional fitting 
algorithm is that it can be slow to converge for unfolded tables. For 
example, using artificial data for the 4 x 4 x 2 case, unfolding the 
array and fitting just-identified age-period-cohort models required as 
few as 6 iterations and as many as 69 (using for all specifications the 
same criterion to terminate iterations)., depending on the-placement of 
the identifying specification. This slowness of convergence is a 
serious disadvantage of iterative proportional fitting, since not only 
unnecessary expense is incurred, but also undue rounding err9rs can be 
encountered. On the other hand, iterative proportional fitting does have 
' the advantage that it ·allows the fitting of under- and just-identified 
age-period-cohort models and the assessment of their fit without.our 
directly dealing with effect parameter estimates. 
Newton-Raphson Procedure 
Newton-Raphson and iterative proportional fitting are alternative 
methods of solving the likelihood equations. They differ in that 
iterative proportional fitting estimates cell frequencies from which 
parameter estimates are then derived, and Newton-Raphson estimates 
parameters from which estimated expected frequencies are then derived. 
The advantages of Newton-Raphson are that it converges more rapidly 
and that it produces estimated variances for the parameters in the model 
as a byproduct. Since the Newton-Raphson procedure estimates parameters 
26 
rather than expected frequencies, its use requires prior resolution of 
the identification problem. In addition, the arrangement of the data 
for Newton-Raphson computations differs from that of iterative propor-
tional fitting and resembles the arrangement for regression problems. 
Hence linear model treatments of identifiability carry over to the dis-
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crete context when the data are arranged for Newton-Raphson computations. ..J 
The remainder of this section illustrates the identification problem 1 1 
--
and its resolution for the 3 x 3 x 2 case when the data are set up in 
a regression format. 
We begin by rewriting expression (2) ~n the regression form 
n .. k; a+ Li8.Ai + L.y.P. + Lkokck, 1J . 1 J J J {24) 
where the Ai, Pj, and Ck are dummy variables denoting the i-th of 3 
age groups, the j-th of 3 periods and the k-th of 5 cohorts, respec-
tively. The 8., y. and ok are the parameters for age, period and 
1 J 
cohort respectively, and a-is a constant. 
ing as legits expected under the model. 
The n .. k retain their mean-
1J 
Expression (24) can be stated 
in matrix form as Q = XS (where " " denotes a vector or matrix), or 
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0 1 0 0 
0 0 1 0 
0 0 0 1 
0 1 0 0 
0 1 0 0 1 0 
~1 
0 
0 
1 
0 
0 
0 
1 
0 
0 
0 
1 
0 
0 
0 
1 
1 0 1 0 0 0 1 0 1 0 
1 0 0 1 1 0 0 0 0 0 
1 ·-o o 1 o 1 o o o o 
~4 · ~5 
0 0 
0 0 
0 () 
1 0 
0 0 
0 0 
0 1 
1 0 
1 0 0 1 0 0 1 0 0 1 0 0 
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where Q is the vector of logits expected under the model,~ is the design 
matrix comprised of vectors of dummy variables (with age, period and 
cohort category labels at the top) and a vector of ones(!) for the 
constant, and~ is the vector of effect ·parameters. 
Expression (24) requires a normalization, such as (3) which con-
strains the effects of each classification to sum to zero, for two 
reasons: First, there are 9 independent legits under the model, but 
·the design matrix! contains 12 column~, and thus the parameters of a 
are not identified. Second, and more importantly for larger dimension 
problems, Xis not of full column rank, since 
28 
~ = ~l + ~2 + ~3 = !1 + !2 + !3 = ~l + ~2 + ~3 + ~4 + ~5 ' 
which implies that x'x is not invertible. Estimation of the parameters 
by Newton-Raphson requires a full column rank matrix. 
One normalization in which the sums of the coefficients of age, 
period and cohort are zero is based on the transformed design matrix, 
X* = (l, ~l - ~3' ~2 - ~3' !1 - !3' !2 - :3' ~1 - ~5' ~2 - ~5' 
~3 - ~5' ~4 - ~5) (26) 
If 8* is the (column) vector of coefficients associated with X*, it 
- . -
follows that 
8*' = (a*, Bt = Bi - B3, B~ = B2 - B3, Yf = Y1 - Y3, Y~ = Y2 - Y3, 
ot = o1 - o5 , ol = o2 - o5 , o! = o3 - o5, ot = o4 - o5) , 
and we observe that for the age effects 
Bt<~1 - ~3) + B~<~2 - ~3) = Bf~1 + ~~~2 - (Sf~ 8!)~3' 
and so on for the period and cohort effects. ·Writing 
B~ = -(By + B~), 
y~ = -(Yf + y~), (27) 
o* =·-Co*+ o* + o* + o*) 5 1 2 3 4 ' 
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it follows that 6* is a set of contrasts based on 6 and that together 
-
with a~, y~ and o; the contrasts induced by (26) are symmetric> as in 
(3). With this normalization the model becomes 
Q = X*6* (28) 
- - -
with a~, y; and 0~ defined in (27). 
Imposition of a coefficient normalization does not solve the identi-
fication problem. The discussion of Mason et al. (1973) applies here, 
but it is also useful to reinforce the insight that it is the linear 
effects of age, period and cohort_which are not estimable. This point 
was made in an earlier section and also by Winsborough (1976}. That 
age, period and cohort categories are scalable with respect to time 
provides the basis for a simple explanation of the locus of the identi-
fication problem. In the 3 x 3 x ·2 case, the age, period and cohort 
model can be represented by ·· 
_ . . 2 : : . .,; _ .. ·: =- :. 2 "· 2 -· 3 · · 4 
nijk - to +. ;lA + ;2A~. + ~i.·.-::r==·f::4P- '::: ;SC + ;6~ _+_ ;7C t ;BC '·. (29) 
where A is age, Pis period and C is cohort, all variables.are scaled 
with respect to time (e.g., years), and the highest powers of age, 
period and.cohort in (29) are -exactly one less than the number of ages, 
periods and cohorts, respectively. In general, the effects of an 
I-category dimension in a (log)linear model can always be represented 
by a polynomial of degree I-1. Thus expressions (28) and (29) are 
equivalent. Therefore, some of the coefficients of (29), in particular 
30 
those of the linear terms, are not identified. Substitution of A= P - C 
into (29) gives ' 
_ 2 2 Qijk - a+ (~1 + ~3)P + <~2 + ~4)P + (~5 -- ~l)C + (~2 + ~6)C 
· 3 4 
+ ~7c + ~Sc ~ 2~2PC (30) 
and it is clear that all coefficients except ~l' ~3 and ; 5 are es~imable. 
Hence the linear effects of age, period and cohort are indistinguishable 
and all of the higher order effects of these dimensions~ distinguish-
able. 
Estimation of all coefficients in model (28), or equivalently model 
(29), requires an identification specification--a restriction wliich 
eliminates the linear dependence of age, period and cohort. Linear 
restrictions are simple and may often be appropriate. It may be most 
comformable with data and substantive theory and knowledge to equate 
the effects of two (or more) adjacent ages,' periods or cohorts. For 
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example, in the 3 x 3 x 2 case, one identification restriction is .-
Bf= 8!· Imposing this restriction on model (28) gives a design matrix 
which can be written as 
L = (l, ~1 + ~2 - ~3' !1 - :3' :2 - !3' ~1 - ~5' ~2 - ~5' ~3 - ~5' 
~4 - ~5) 
which has full column rank, and has an associated vector of co-
efficients 
B., = (a, bl' gl, g2, dl, d2, d3, d4) 
(31) 
(32) 
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Here a is the constant, and the rest of the coefficients are contrasts 
of the original B. In particular, 
b1 = 61 + 62 - 2~3 = 261 - 263 = 282 - 263 
according to the identifying restriction, and 
gl = Y1 - Y3, g2 = Y2 - Y3, 
dl = 01 - 05' d2 = 02 - 05' d3 = 03 - 05' d4 = 04 - 05, 
and because of the structure of L, 
bl = b2, b3 = -2bl , 
·g3 = -(gl + g2) ' 
ds = -<d1: ~2 + d3 + d4) ' 
so that the coefficients are still syunnetrica~ly normalized. 
If maximum likelihood estimates exist, the expression 
,. ,. 
Q = LB (33) 
,. 
can be arrived at by the Newton-Raphson procedure, where Q is the 
-
vector of estimated logits expected under the model, Lis as defined 
in (31) and Bis an estimate of B defined in (32). We note that 
-
B = <L ... L)-~--n (34) 
- -
32 
which indicates the reason for requiring~ to be full column rank. The 
~ 
vector of coefficients Bis arrived at by a process which is in fact 
a series of convergent regressions. This point is described in detail 
by Haberman (1978). Additional discussion of the Newton-Raphson pro-
cedure is available in Haberman (1974) and Bock (1975). The procedure 
has been programmed for discrete.data analysis by Bock and Yates (1973). 
Degrees of Freedom and Goodness-of-Fit 
From the discussion of identification in the 3 x 3 x 2 case using 
interaction contrasts we know that the total number of independent 
parameters corresponding to the age, period and cohort effects to be 
estimated from the logistic response model (2)-(3) is 7 rather than 8. 
Since there are 9 odds-ratios and 7 independent effect parameters plus 
a constant, W, we have one degree of freedom associated with the full 
model, and thus we cari assess its goodness-of-fit. 
The use of iterative proportional fitting or Newton-Raphson in this 
special case of a 3 x 3 x 2 table is equivalent to finding a unique 
quantity 6 satisfying certain constraints. To see this we first remove 
the (1,3,1,1), (3,1,5·,1) and (2,2,3,1) cells for 1 = 1,2 from Table 1 
since they are fitted exactly by maximum likelihood (see expressions 
(18) and (19)). Within each layer the likelihood equations_for-~?w~ 
reduce to 
m1131 + m1221 = x1131 + xl221 , (35) 
m2141 + m2321 = x2141 + x2321 , (36) 
m3241 + m3331 = x3241 + x3331' (37) 
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lllli 
1-, for columns they reduce to 
tai mll3i + m214i = x1131 + x2141' (38) 
~ ml22i + m324i = xl22t + x324t' (39) 
... 
m2131 + iii3331 = x2311 + x3331' (40) 
.. and for diagonals they reduce to 
... m1221 + m2321 = xl22t + x232t' (41) 
\a mll3t + m3331 = xll3t + x333t' (42) 
-
m214t + m3241 = x2141 + x324t. (43) 
A 
_, Now suppose we express m1131 as 
.. 
mll31 = ~ + xll31. 
- Then expressions (35), (38) and (42) imply that 
'-
ml221 = -~ + xl221' 
- m2141 = -~ + x2142' 
- m3331 = -~ + x3331' 
~ 
and expressions (41) and (43) imply that 
i_, 
few 
... 
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Equation (14) then yields similar expressions for the nega.tive 
response layer wfth I:>. replaced by -I:>. everywhere. Thus, solving the like-
lihood equations in this special case is equivalent to finding a unique 
quantity I:>. such that by adding the entries in Table 5 to those in Table 1 
we get positive expected values satisfying the logistic response model 
(2)-(3). The quantity A corresponds to the single degree of freedom 
associated with the model. (The approach taken here is similar to that 
of Bartlett (1935) for the no-second-order interaction model in a 
2 x 2 x 2 table. In Bartlett's case and ours there is a single degree 
of freedom and a single quantity A to be computed.) 
Table 5 here 
The ~s, {mijki}, found by solving the likelihood equations will 
all be strictly positive if all the observed counts are positive, or if 
there is exactly one observed zero count (with the 6 counts x1311 , 
x3151, and x2231 (i = 1, 2) all positive). When two or more such 
observed counts are zero they must correspond to cells in Table 5 having 
the same "sign" on the A; otherwise one will have estimated expected 
value A and the other -A. Since expected values are nonnegative this 
implies that A= 0, that the estimated expected values will be identical 
with the observed, and that there will be zero degrees of freedom. 
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Sporadic zero cell counts are less problematic when there are more age 
groups and more periods. With respect to zero cell counts in the special 
case considered here our analysis is again closely related to correspond-
ing considerations for the model of no-second-order interaction in a 
2 x 2 x 2 table (Haberman, 1976; Fienberg, 1977). 
Having computed the estimate4 expected cell values, we can test the 
goodness-of-fit of model (2)-(3) using either the Pearson statistic, 
2 (x. - m ·)2 X = L i1k1 ijk1 
~ 
(44) 
mijki 
or the likelihood ratio statistic, 
xijki 2 log~ G O 2 ~ xijki mijki (45) 
If the model is correct then either statistic is asymptotically distributed 
as a chi-square variate with one degree of freedom. If the model is 
incorrect the statistics have asymptotic non-central chi-square distri-
butions that are stochastically larger than the corresponding null 
distribution. 
Computing Effect Parameters Directly From Expected Values 
Given estimated expected cell values obtained by iterative propor-
tional fitting, it is possible to estimate the effect parameters. The 
difficulty in these computations stems from the nonorthogonality of the 
components in the design matrix associated with the logistic response 
36 
~ 
model, (2)-(3). In the 3-age, 3-period and 5-cohort situation the compu- -. 
tation of estimated effect parameters is relatively simple, but never-
theless it is dependent on the identification specification chosen. 
From our above investigation of which parameters are estimable, if 
m. ·kl A 11 ,. ) g = log ,. ' 
ijk ( mijk2 (46) 
then 
w1c2) = <0214 + n223 - fi113 - fi324)t 3 , (47) 
A A A ,_ A 
w2(2) = <0122·+ 0 223 - n113 - 0232> 13 ' (48) 
and 
A A A A A 
w3(3) = [<0113 + 0223 - 0214 - 0122> 
A A A A 
+ <0113 + 0333 - 0131 - 0315)1/5 ' (49) . 
A A A A A ,_ 
w3(1) + w3(5) = <0113 + 0223 - 0214 - 0122)<2l5) 
A A A A 
- <0113 + 0333 - 0131 - 0315><3l5) ' <50> 
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~ A A A A A 
w3(1) + zw3(4) = <n113 + n324 - n122 - n315> 
A A A A 
- cn113 + n223 - n214 - n122><2l5> 
A A A A 
- <0113 + 0333 - 0131 - 0315><2l5) • (Sl) 
As noted earlier, these estimates involve 2 x 2 tables of log-odds-ratios, 
and the constraints ~iven in expression (3). If the identification 
specification is just-identifying, and involves only the age parameters, 
A A 
for example, then Wl(l) and w1 (3) are directly computable (since 
Wl(l) + Wl(Z) + Wl(J) = 0). Having estimated the age effects we can 
estimate period and cohort effects by using th~ differences for pairs 
of log-odds-ratios in the same cohort and then in the same period, 
. respectively, since 
nijk - ni'j'k = wl(i) - wl(i') + w2(j)-- w2(j') (52) 
(for i Ii' and i - i' = j - j'), and 
nijk - ni'jk' = wl(i) - wl(i') + w3(k) - w3(k') (53) · 
(for i Ii' and i - i' = k - k') • 
If an over-identifying restriction is made, then estimated expected 
frequencies are obtained as described earlier, and the calculation of 
the estimated effect parameters follows along the lines just described, 
38 
modified only by the simplifications introduced by the additional 
restriction(s). 
Reduced Models 
If the full logistic response model with age, period and cohort 
effects, whether under-identified, just-identified or over-identified, 
provides an acceptable fit to the data, then it will usually be of· 
interest to explore whether we can set the effects of one or two of 
these dimensions to zero. Fitting age-period, age-cohort, cohort-period 
models, and even further reduced models, is a straightforward task 
with any computer program designed to fit standard loglinear models to 
multidimensional arrays. In particular, such reduced models pose no 
special identification problems because there is no way for the linear 
component of one type of effect to become confounded with the linear 
components of the other two types. 
To fit the model with only age and period effects, ·.using iterative . 
proportional fitting, we compute estimated expected cell values for 
Table 1 (ignoring the cohort subscript) under the model of no-second-
order interaction, basing the calculations· on equations (14)-(16). With 
Newton-Raphson, using, say, the normalized design matrix (26), one simply 
omits the columns pertaining to cohort contrasts·, and estimation proceeds 
as for the age-period-cohort model. The age-period model has· 4 degrees 
') . 
of freedom. --
To fit the age-cohort model, using iterative proportional fitting, 
we compute estimated expected cell values for the incomplete array, one 
layer of which is given in Table 2. Again we use the model of no-second-
39 
order interaction, this time basing the calculations on equations (14), 
(15) and (17), ignoring the period subscript, and using initial values 
of zero in the cells with structural zeros. With Newton-Raphson, again 
using the normalized design matrix (26), one omits the columns pertain-
ing to the period contrasts and estimation proceeds as before. This 
model has 2 degrees of freedom •. Similar comments apply to fitting the 
period-cohort model, for which the estimated expected cell values must 
satisfy equations (14), (16) and (17). The period-cohort model also 
has 2 degrees of· freedom. 
In addition we can fit reduced models with only one set of effect 
parameters. Table 1 arrays the frequencies conveniently for icera-
tive proportional fitting of the age or period models. Tables 2 
or 3 indicate convenient forms of data array for iterative proportional 
fitting of the cohort ~odel. With Newton-Raphson, the normalized 
design matrix (26) will exclude the period and cohort columns, t~e age 
and cohort columns, and the age and period columns for estimation of, 
respectively, the age, period and cohort models. 6 
If iterative proportional fitting is used, then for any full or 
reduced model we can compute the estimated effect parameters using the 
formulae given earlier for the age-period-cohort model. With Newton-
Raphson, the effect parameters are estimated directly. 
The fit of the reduced models can be assessed using the standard 
goodness-of-fit statistics, (44) and (45), and can be compared to the 
fit of the full model using the log-likelihood-ratio statistics for 
nested models, i.e., the conditional likelihood·ratio test for the fit 
of the reduced model given that the full model is correct. We advocate 
40 
the use of both the unconditional and the conditional goodness-of-fit 
statistics since both the reduced model and the full model can fit the 
data moderately well, but the conditional fit of the reduced model given 
the full one may be statistically significant at some prechosen level, 
e.g., 0.01 or 0.05. 
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I AGE GROUPS, J PERIODS AND A DICHOTOMOUS 
RESPONSE VARIABLE 
The results for the 3 x 3 x 2 case generalize directly to the I-age 
and j-period situation for which model (2)-(3) was defined. Correspond-
ing to the basic data arrays in Tables 1-3 there are three arrays: 
age by period by response, of dimension Ix J x 2; age by cohort by 
response, of dimension Ix (I+ J - 1) x 2; period by cohort by response, 
of dimension J x (I+ J ._ 1) x 2. There are structural zeros in the 
age-cohort-response and period-cohort~response arrays for those age-
cohort and period-cohort combinations which are logically impossible 
given the original structure of the data in the age-period-response 
array • 
The Identifieation Problem 
The full response model of (2)-(3) would seem to suggest that there 
are l - 1 independent age effects, J - 1 independent period effects and 
l + J - 2 independent cohort effects, for a total of 2(I + J - 2). Just 
as in the 3-age and 3-period situation, however, the linear component 
of any one set of effect parameters cannot be separated from the linear 
components of the other two sets of parameters. Thus there are actually 
2(1 + J - 3) independent estimable effe~t parameters, rather than the 
21 + 2J - 3 that appear in the logistic response model, and the identi-
fication problem is the same as in the 3 x 3 x 2 case. 
We can estimate I - 2 linear contrasts involving the age effect 
parameters, 
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wl(i) - 2w1(i+l) + wl(i+2) i = 1,2, ••• ,I-2, (54} 
by looking at interaction contrasts in 2 x 2 subtables from the J .x K 
(period by cohort) array of log-odds-ratios, {n .. k}. Si~larly we can 
1J 
estimate J - 2 linear contrasts involving period, 
w3(j) - 2w2(j+l) + w3(j+2) j = 1,2, ••• ,J-2, (55) 
by examining interaction contrasts in 2 x 2 subtables from the Ix K 
(age by cohort) ·array of log-odds-ratios,' and I + J · - 3 linear cot1:trasts 
involving cohort, 
w3(k) - zw3(k+l) + w3(k+2) k = 1,2, ••• ,I+J-3, (56) 
from 2 x 2 subtables of the Ix J (age by period) array. 
Expressions (54)~(56) measure local quadratic effects in the cor-
responding subscripts, and reinforce the notion that we cannot estimate 
the linear components without an iden·tification specification. As 
noted earlier, if the specification is just-identifying, e.g., 
Wl(l) = Wl(Z)' then it is just like any other assumption in a statistical 
model that is not capable of direct verification as part of an analysis. 
It must be grounded in substantive knowledge relating to the data in 
question or it must come from observations on and analyses of other 
data for related phenomena.7 If an over-identifying specification is 
made, then, conditional on the just-identifying restriction, it is 
possible to test this additional constraint. For example, if the just-
identifying specification is _wl(l) = Wl(Z)' and we over-identify with 
• I 
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Wl(l) = w1 ( 2) = Wl(J)' then comparison of the likelihood ratio statistics 
for the two estimated models will enable a test of the additional 
constraint. Over-identifying restrictions require no less defense than 
just-identifying restrictions. 
Estimated Expected Cell Values and Reduced Models 
The methods described for the 3-age and 3-period case generalize 
immediately to the I-age and· J-period ·situation. The minimal sufficient 
statistics are still given by expression (13) and the likelihood equations 
for the full age, period, and cohort model are identical to those in 
equations (14)-(17) except that the subscripts i, j, and know run from 
i = 1,2, ••• ,I; j = 1,2, ••• ,J; and k = 1;2, ••• ,I+J-l. We can still 
use the method of iterative proportional fitting (as described by 
(20)-(23)) to compute estimated expected cell values, and given an 
identification specification we can use the estimable contrasts in 
expressions (54)-(56) along with equations (52)-(53) to solve for the 
estimated effect parameters. Alternative~y, given an identification 
specification, we can estimate the parameters directly using Newton-
Raphson. And, as in the special case of 3-ages and 3-periods, we can 
calculate the estimated expected values and parameter estimates for 
reduced models. 
The only major changes in going from the 3-age and 3-period case 
to the general situation involve the degrees of freedom associated with 
the various models. For example, the full model has (I - 2)(J - 2) 
degrees of freedom associated with assessing its fit. Table 6 lists 
44 
the full model and the 7 possible reduced models, and the associated 
minimal sufficient statistics and degrees of freedom. To read the 
table for the Ix J x 2 case, set H = 1 and L = 2, and determine I and 
J from the data. Goodman (1975a) gives a special case of this table. 
Table 6 here 
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I AGE GROUPS, J PERIODS AND A POLYTOMOUS 
RESPONSE VARIABLE 
In preceding sections we dealt with logistic models measuring the 
effects of age, period, and cohort on a dichotomous response variable. 
Here we consider two extensions of these-models for polytomous response 
variables. Suppose the response variable has L categories, and the 
basic data arrays of interest are the Ix J x Lage-period-response 
table, the Ix (I+ J - ·1) x Lage-cohort-response table, and the 
J x (I+ J - 1) x L period-cohort-response table. As before, we label 
the counts in these arrays using four subscripts, i.e., {xi.kt} where 
J . 
now 1 = 1,2, ••• ,L, and we denote the corresponding expected cell values 
by {mijki}. For dichotomous response variables we considered a model 
for the single logit structure 
log ( mijkl ) • 
mijk2 
For polytomous response variables we can consider models for L - 1 different 
logit structures. Two possible (and quite different) ways to define these are: 
(57) 
and 
log for 1 = 1,2, •• _. ,L-1. (58) 
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If we would like to fit models with the same parametric structure 
to the L - 1 logits, and to have the models correspond as a group to a 
loglinear model for the {mijki}, then our choice would be expression 
(58). Note that expression (58), in such circumstances, is equivalent 
to models with the same parametric structure for the L - 1 logits 
log for i = 1,2, ••• ,L-1, (59) 
or any other set of L - 1 nonredundant logits for the logarithm of the 
odds involving pairs of expected values. The generalization of the 
logistic response model we would consider for expression (58) is 
with 
= ~ T.T(i) j '"'2(j) = I: w<1> = o 3(k) k (61) 
I 
1,,./ 
/I ~ 
~, 
~ 
.., 
I'-' 
(60) 
-
All of the 'results for the Ix J x 2 case carry over innnediately to this ~ 
set of models; however, the sunnnations involving the fourth subscript 
run up to L instead of 2. Degrees of freedom in Table 6 are read by 
setting H = 1, with I, J and L determined by the data. 
If the L response categories are ordered and it makes substantive 
sense to think of the effects linking the response variable to age, period, i..J 
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and cohort as increasing linearly with the category number (e.g., the 
category number represents some latent variable), then we may wish to 
test for the equality of various effect parameters, e.g., 
(1) - W* 
wl(i) - l(i) for i = 1,2, ••• ,L-l. (62) . 
Such reduced models can be handled without trouble using the methodology 
of loglinear models with ordered categories for some of the variables 
(Fienberg, 1977) • 
When the response categories have a natural order, e.g., educational 
attainment (grade- school, high school, college, graduate school), the 
other choice of logits, in expression (57) may be preferable. i1ie 
quantities 
:E mi • .,./m 1-->1 Jki ijki 
are often referred to as continuation odds~ and they are of substantive 
interest in various fields. 8 Expression (57) gives the negative logarithms 
of the continuation odds. There is also a technical reason for working 
with the logits in expression (57). Let Pijk(t be the probability of a 
response in category i given· age i and period j, where t 1Pijkli ~ 1. 
Then, when the {xijkl} consist of observations from IJ independent multi-
nomial variates with sample sizes {xijk+} and cell probabilities {Pijkli}, 
mijki = xijk+ pijkli' {63) 
so that 
· L mi ·kn ... i ... >i J ;,., 
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= (64) 
We can write the multinomial likelihood functions as products of L - 1 
binomial likelihoods, the i-th of which has sample size 
{ I: x. ·kn ... } 
R, ... ~R, 1J ;,., 
and cell probabilities 
Then, if we use the .method of maximum likelihood to estimate the para-
meters in the log!stic response models 
., 
r 
log ].] ;,., ( 
m. ·kn ) = w<R.) + w<R.) (R.) (R.) 
l(i) + w2{j) + w3(i-j+J)' 1 = 1, 2, ••• , L-1, 
subject to· (61), we can estimate each logit model separately using the 
methods described for the Ix J x 2 case, and can simply add individual 
chi-square statistics to get an overall goodness-of-fit statistic for 
the set of models. Moreover, the observed binomial proportions 
R. = 1, 2 , . . . , L-1, . (66) 
~ I 
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are asymptotically independent of each other so that the fit to the 
L·- 1 logit models and various associated reduced models can be assessed 
independently. In our analysis of the large scale example we use this 
continuation odds approach for a polytomous response structure. 
For the logistic response models in (65) it might be of substantive 
interest to explore the equality-of parameters across models as in 
expression (62). The estimated expected values for such a class of 
restricted models and the associated tests of fit can be handled by 
thinking in terms of a set of counts with 5 subscripts, {yijklt}, where 
xijk1 fort= 1 
yijkit -
L X 
1'">1 ijki"' fort= 2 
Now, if we let mtjklt be the expected value under mo~el (65) correspond-
ing to yijkit' then we fit the L - 1 models simultaneously by fitting a 
hierarchical loglinear model to the {yijki~} with minimal sufficient 
statistics: 
{yijk+t}, {yi+t-1t}, {y+j+it}, {y+rkit} 
If we restrict the model so that (62) holds we fit the loglinear model 
with minimal sufficient statistics: 
50 
{y~jk+t}, {yi+r~+}, {y+j+1t}, {y-H-kit}. 
Similarly we can handle other reduced models involving equality of 
period and cohort effects across the L - 1 logistic response· structures. 
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DIFFERENTLY SPACED AGE AND PERIOD INTERVALS 
To this point we have discussed the· identification and estimation 
of age-period-cohort m~dels under the assumption that age groups and 
period intervals are equal and constant in length. Data available for 
analysis often do not conform to this assumption. For example, many 
series constructed from U.S. Census data allow relatively detailed age 
groups, but limit period intervals to decades. As another example, 
researchers increasingly work with archived sa~ple survey data in which 
age is coded in great detail (single years) , while the surveys are 
available on a regular but sparser basis (e.g .• , four-year intervals for 
presidential election surveys). Moreover, sometimes there are gaps in 
archived survey series, so that intervals between successive surveys 
are irregular. In these circumstances it might be possible, and 
occasionally desirable on substantive grormds, to combine ages and/or 
periods so that the span of age groups is constant and equals a constant 
period interval; but this would entail incomplete use of information, 
might also be undesirable on substantive grounds, and in any case would 
not always be possible. What should be done? This section discusses 
the problem of differently spaced age groups and period intervals in 
two parts. We first address the common and important case in which age 
group spans are narrower than period intervals, but the spacing is constant 
and there are H ~ 2 contiguous age groups between successive periods. 
For this case we state the identification problem, indicate how estimation 
proceeds, and list degrees of freedom. Second, we discuss briefly the 
case in which period·intervals are variable in length. The problems 
associated with this case have not been completely resolved. 
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Unequally But Evenly Spaced Age Groups and 
Period Intervals 
The general array we deal with in this case is of size HI x J x L, 
since we assume that the data can be formed into I age groups each with 
span equal to the fixed period interval, but that each of the I age 
groups can in turn be partitioned into H ~ 2 subgroups of-identical 
span. For simplicity we begin by setting H-= 2 and considering a 6-age 
and 3-period array with a dichotomous response variable. This is the 
natural extension of the 3 x 3 x 2 case we presented earlier in detail. 
The data for the 6 x 3 x 2 case can be arrayed as in Table 7. 
Table 7 here 
The labels for age groups and cohorts in Table 7 illustrate the 
basic structure of the data: Individuals in a given cohort must age 
through two adjacent age categories to pass from one period to the 
next. There are 6 ordered age groups, {1, 1', 2, 2', 3, 3'}, and 10 
chronologically o~dered cohorts, {1~·1', 2, 2', 3, 3', 4, 4', 5, 5'}. 
Those cohorts labelled with primes appear only with age groups labelled 
with primes. Thus, except for ·the common periods, we can separate Table 
7 into two tables each resembling Table 1. 
Allowing for primes on the subscripts as.in Table 7, the basic 
age-period-cohort model of expressions (2)-(3) is applicable here: 
where i ~ k = j - J, 
(67) 
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with 
~wl(i) + ~,wi(i') = f2(j) = ~3(k) + ~,w3(k') = 0 , (68) 
and we have again to consider the estimability question. 
It might be supposed that with age groups half the length of the 
period intervals the age-period-cohort identification problem disappears. 
But not only does this identification problem remain, there is an ad-
ditional, age-cohort dependency. Inspection of interaction contrasts 
in 2 x 2 subtables, as described for the 3 x 3 x 2 case, determines 
the estimable contrasts. For age we can estimate the 3 linear contrasts 
w1(1, - 2w1(2) + wl(3) ' 
, , , 
w1(1') - 2w1(2') ~ w1(3') ' 
<w1(1) - w{c1')) - ~wl(3) - w{(3')) • 
For period we can estimate w2(Z)' as in the 3 x 3 x 2 case, because 
there are still only 3 periods. For cohort we can estimate the 7 . 
linear contrasts 
wJ(k) - zw3(k+l) + w3(k+2) fork= 1,2,3, 
w;(k~) - zw3(k'+l) + w3(k'+2) · fork'= 1',2',3', 
(W3(1) - w3(1')) - (W3(2) - w3(2')) 
(69) 
(70) 
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Thus, in the 6 x 3 x 2 case we can estimate only nonlinear effects 
in age, period and cohort, and an identification _specification is 
necessary. This time we are short two parameters for the age effects 
and cohort effects, and short one parameter for the period effects. 
As in the case with equally spaced age and period intervals, the identi-
fication problem can be resolved.by imposing linear restrictions on 
the effects. However, not just one, but two restrictions are necessary 
to identify all of the effects. Moreover, the two restrictions can not 
be placed arbitrarily. The possibilities are these: (a) Two restric-
tions can be placed on th~ age effects; (b) two restrictions can be 
placed on the cohort effects; (c) one restriction can be placed on 
each of two separate dimensions (e.g., one on age, the other on 
period). Placing two restrictions on perio4 effects does not identify 
all age and cohort effects. In the 6 x 3 x 2 case, one restriction 
on the period effects suffices to identify all of them, as in the 
3·x 3 x 2 case, and hence a second restriction on the period effects 
is wasted. Indeed, for the 6 x 3 x 2 case, two restrictions on period 
effects reduces the problem to that of fitting an age-cohort-response 
array. When the time spanned by two age groups equals the period 
intervals, however, there is a linear dependency between age and 
cohort apart from the age-period-cohort dependency; hence the 
necessity of two identifying restrictions and of placing one of them 
on age or cohort effects. Similarly, to identify all parameters in 
an age-cohort model when collapsing over period in the 6 x 3 x 2 
case, one identifying restriction must be made. 
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Estimation of expected cell values or parameters in the 6 x 3 x 2 
case introduces no new problems. To use iterative proportional fitting> 
(a) unfold the frequency table into a four-dimensional incomplete array 
allowing for 10 cohorts, 6 ages, 3 periods and a dichotomous response 
variable, and (b) estimate the parameters subject to the identification 
specification (which will be ove~-identifying if three or.more restric-
tions are made) following the general procedure illustrated previously 
for the 3 x 3 x 2 case. To use the Newton-Raphson algorithm first 
resolve the identification problem by employing two or more linear 
restrictions (placing at least one of them on age or cohort effects) 
and then form a design matrix to estimate the 15 (or fewer) free para-
meters, as described earlier for the 3 x 3 x 2 case • 
. 
Degrees of freedom are calculated by subtracting the number of free 
parameters from the number of log-odds on the response variable. For the· 
age-period-cohort model in the 6 x 3 x 2 case, 18 log-odds are fitted 
using 15 free parameters and there are 3 degrees of freedom for the just-
identified age-period-cohort model. Degrees of freedom for this model 
and various special cases can be read from Table 6, setting H = 2 = L. 
For H > 2 the identification problem is still two-fold. First, 
there is an age-period-cohort dependency which requires one identifica-
tion specification to resolve. Second, there is an age-cohort dependency 
which requires H - 1 identification specifications on age_ and/or cohort 
parameters to resolve. Estimation of estimated cell values and para-
meters in the general HI x J x L case encounters no special problems. 
Table 6 lists degrees of freedom for the full and reduced models. 
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Irregularly Spaced Periods 
When we have data for a categorical response variable broken down 
by age for several irregularly spaced periods we still might wish to 
separate ·the effects of age, period and cohort. While the determina-
tion of age and period is no problem here, cohorts become mixed up as 
we go from one period to another. To consider an example, suppose we 
have.four ten-year age groups and 3 surveys separated by 8 and 12 years 
respectively, as depicted in Figure 1. The cohorts in period 1 can be 
linked directly with those in period 3, but for period 2 they get mixed 
up. Thus, the cells for age group 2 and period 2 correspond to indi-
viduals who are in both cohorts 2 and 3. What we must do is allocate 
these individuals to_two cohorts. 
Figure 1 here 
This problem can be viewed as a generalization of the one studied 
by Chen and Fienberg (1976) involving totally mixed up frequencies in 
the analysis of contingency tables. Here it is not that the frequencies 
themselves are mixed up, but rather that we do not know which value the 
subscript for one of the parameters in our model takes, in certain cells. 
Dempster et al. (1977) propose a general approach to problems such as 
this one which assumes that the "mixing up" is at random, and'suggest 
the repeated application of a two-stage estimation procedure. The 
first stage involves the allocation of the mixed up data in order to 
estimate the complete-data sufficient statistics. The second 
stage involves the solution of a set of equations based on setting the 
estimated minimal sufficient statistics equal to their expected values. 
Such a procedure could be devised for the present problem. 
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Unfortunately, the mixing up of data from different cohorts has not 
taken place at random in our problem, because the oldest individuals 
from one cohort are mixed with the youngest ones from .the next cohort. 
As a result, the Dempster et al. approach is not really applicable, al-
though it may serve as a good first approximation. Further work needs 
to be done before the practitioner.can adequately be able to handle 
data with irregular age groups or irregularly spaced periods • 
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EXAMPLE 
This section illustrates the foregoing discussions of identification~ 
estimation, the nature of the response variable and model fitting, and it 
illustrates reasoning -in aid of model formulation, over-identifying 
restrictions and interpretation of the results.· 
The phenomenon we consider is the reported formal educational attain-
ment of cohorts of white males. The data are from the U.S. Census. We 
argue that education is nondecreasing with age. Were it not for popu-
lation dynamics, sampling and measurement errors, educational attainment 
as reported for.cohorts in the Decennial Censuses would be constant for 
most adults and would increase somewhat for the others; it would decrease 
for nobody. Inspection of Census data indicates that there is some 
variation over time in the reported educational attainment of cohorts. 
We provide reasons related to population dynamics, sampling and measure-
ment errors justifying the estimation of age-period-cohort models of 
educational attainment in order to secure the most accurate possible 
estimates of cohort educational differentials. Study of the estimated 
full models suggests that reduced models are appropriate for the data 
we consider. 
A number of points are worth noting at the outset. First, because 
educational attainment is constant for most individuals after early 
adulthood, the estimation of cohort contrasts is informative; differences 
between the educational attainments of cohorts do not fluctuate much 
over the lives of the individuals in them. Therefore, provided there 
are good reasons for including age and period, and good reasons for the 
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placement of the over-identifying restrictions, educational attainment 
is a highly appropriate phenomenon to have selected for illustrative 
purposes. This is not to say that possible fluctuations over time be-
tween cohorts rule out the use of age-period-cohort models or the 
interpretation of cohort contrasts estimated from reduced models. Rather, 
we have sought to use an example-for which the estimation of cohort 
contrasts is widely acceptable.· 
Second, it may be possible to incorporate formally the nondecreasing 
aspect of educational attainment into a model, with consequent changes 
in the form of the model, interpretation of its effects, goodness of 
fit, and degrees of freedom. We have not attempted. such a modelling 
effort, however, since our primary purpose is to illustrate the dis-
cussion of preceding sections. 
Third, as we shal~ see below, subsets of the data are about as 
consistent with an age-period ·model as with a cohort or ari age-period-
cohort model. We suspect this may.happen frequently in other substan-
tive contexts. Since our understanding of educational change is in 
terms of cohorts, we have no diff~culty in deciding which class of models 
to reject. This emphasizes, once again, the role of substantive con-
siderations in understanding data and models. 
Fourth, our use here of an age-period-cohort specification is akin. 
to estimating measurement models separately from structural models in 
the analysis of covariance structures (Joreskog, 1973). Ideally, both 
kinds of models are estimated simultaneously. Thus, if the goal is to 
model cohort educational differentials, that task may best be accomplished 
simultaneously with the estimation of educational attainment. In our 
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example no variables other than age, period and cohort determine educa-
tional attainment. We regard our limited effort as defensible, however, 
for two reasons: What we claim the age and period dimensions represent 
in our measurement model is probably orthogonal to the substantive 
factors which account for cohort educational differentials, so there 
would not be much gain in a join~ modelling effort. In addition, 
except as noted below, age and period effects turn out to be negligible, 
and knowing this should greatly simplify any effort to model cohort 
educational differentials substantively. 
Data 
The data for this example are from the Decennial Censuses of 1940, 
1950, 1960 and 1970, and pertain only to white males. Working from· 
published tabulations for each Decennial Census, we have constructed 
the education distribu'tion of the adult population conditional on age. 
This gives four age-specific education distributions. Thus, the _data 
are separated by decades, which are the period intervals in the models 
we apply to these data. We have specified age in five-year groups 
from 20-24 up to an open-ended 75+ category. This defines cohorts 
in five-year groups also, but there are only decennial readings on 
the cohorts. That the final age category is open-ended means there 
is minor confotmding of membership in some cohorts, but various 
analyses we have carried out in a different context suggest that the 
confounding has no appreciable effect on the results. Figure 2 gives 
the concordance of cohorts with ages and years. 
Figure 2 here 
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Formulation of the Dependent Quantity 
The form of the a~alysis, the hypotheses, and the conclusions all 
depend to some extent on the formulation of the dependent quantity--
educational attainment. Three strategies seem reasonable. First educa-
tional attainment can be scaled by number of grades completed. The 
second alternative is to treat eQucation as a polytomous variable. The 
third is to treat it as a series of continuation tatios. The latter 
pair of alternatives was discussed earlier in general terms. 
Scaling educational attainment by grades of school completed is 
felicitous for many purposes, but is perhaps too restrictive in the 
present context. The felicity is that scaling education allows it to be 
treated within the linear model framewQrk, using covariance-based 
methods of estimation. In the context of three-way cohort models, how-
ever, the scaling of education may be too restrictive for the nature of 
the effects to be·studied, because-it requires that all age effects, all 
period effects· and all cohort effects be present in the same way and same 
amount for each increment in the educational attainment sequence. (This 
same point also applies to models which treat education as ordinal, but 
fit only a single age-period-cohort function (Bock, 1975, pp. 541-6)). 
Such constancy may be present, but it is appropriate to determine this 
fact first, rather than simply to assume it. 
Treating education as a polytomous variable is attractive inasmuch 
as it requires no scaling assumptions. But this virtue is also a defect: 
Educational attainment is cumulative. Someone who has completed high 
school is generally conceded to have a greater quantity of education 
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than someone who has not completed high school, other things being equal. 
It is desirable to take this ordinality into account, in some fashion. 
Treating education as a polytomy does not do so, and it also fits only 
a single set of age, period and cohort effects to the educa.t-ion frequencies. 
Describing educational attainment as a series of continuation odds 
is the most useful of the three alternatives for sununarizing education, 
and the one we use here. We indicate why after describing the odds. 
We have partitioned the education distribution in each of the censai 
years into six categories: 
El: grammar school not completed; 
E2: grammar school completed; 
E3: high school not completed; 
E4: high school completed; 
ES: college not completed; 
E6: college (or more) completed. 
These categories are justified on the ground that they separate incre-
ments in education in accordance with the completion of levels of school-
ing recognized as socially important. From these categories the following 
continuation odds may be formed by summing frequencies from the indicated 
segments of the education distribution: 
(E + E + E + E + E6)/E = the odds of completing grammar school; 2 3 4 5 1 
= the odds of going to high school for those 
completing grammar school; 
~ the odds of completing high school for those 
entering; 
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the odds of entering college for those completing 
high school; 
E6/E5 == the odds of completing college for those entering. 
These odds are asymptotically independent. Therefore, it is possible 
to estimate separate three-way logit specifications for each of the odds 
allowing for differential age, period and cohort effects, for each 
increment in schooling. This is one advantage of using continuation 
ratios. A second advantage is that it focusses atten~ion on those odds 
which are substantively most important. For example, if education were 
treated as a polytomous variable and its ordinal property ignored, we 
might form ratios between specific categories, such as E2/E1 , E3/E2, 
E4/E3, E5/E4 and E6/E5• With the exception of the last ratio, these 
odds are not identical to, nor are they derivable from, the continuation 
odds. Moreover, they'are uninteresting ~ecause they are too 
restrictive: Knowing the odds of just completing grammar school is for 
some purposes not as helpful as knowing the odds of completing at least 
grammar school. Thus, forming continuation odds takes advantage of the 
ordinal nature of educational attainment in a way that forming odds on 
education as a nominal variable can not. In this example we model 
continuation log-odds. 
Arrangement of the Data 
We have compiled the data from the four decennial age-specific edu-
cation distributions in five tables. In each of these tables the 
education frequencies are dichotomized consistent with the continuation 
odds specified above, and are categorized by age and year. Using these 
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frequencies to compute conditional continuation proportions leads to 
Tables 8-12. We fit logistic response models which include age, period 
and cohort effects to the frequencies which underlie Tables 8-12. Below, 
we specify the form of the three-way model fitted. 
Tables 8-12 here. 
Age-Period-Cohort Specification-
We fit logistic response models to five continuation arrays, each of 
dimension 12 x 4 x 2, using the Newton-Raphson algorithm. Consistent 
with our discussion in the section on differently spaced age groups and 
period intervals, we note that each of the arrays breaks into two separate 
6 x 4 x 2 subarrays with shared periods. It.follows immediately that 
there are 12 ages, 4 periods, 18 cohorts and two so.urces of under-
identif ication--an age-period-cohort dependency and an age-cohort 
dependency. We resolve both identification.problems by equating the 
A • 
effects of age groups 30-34, 35-39, 40-44, 45-49, 50-54, 55-5_9, and we 
then estimate 6 independent age effects, 3 independent period 
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effects and 17 independent cohort effects. The model is over-identified \ 1_ 
and has (48 - 6 - 3 - 17 - 1) = 21 degrees of freedom. The. justification 
of this specification is as follows. 
Justification 
The most desirable modality for summarizing the distribution of edu-
cational attainments over time is the birth cohort (Duncan, 1968). 
Formal education takes place during childhood and adolescence, and for 
the vast majority of the population is complete by early adulthood. The 
quantity of education a person gains formally is irreversible. Thus, 
problems of procedure and error aside, measuring a person's educational 
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attainment at any point as an adult should suffice to determine that 
person's level of schooling. Most studies of cohort educational at-
tainment have done this; they have measured the level achieved by 
taking the results of a single sample survey or census, classifying 
respondents by age, and then imputing educational differences for the 
age groups to birth cohorts. T"nis procedure is sound if the errors 
in the data are randomly distributed, if there is no education-
mortality-age interaction, if the sample of each cohort is representa-
tive, and if the population is closed. We can gain some insight'into 
the soundness of the procedure by pooling data across censuses. (Of 
course, restricting our attention to censuses only, as we do here, 
means that our conclusions are largely limited to 'census-derived•; 
estimates of educational attainment.) The only way we can determine 
whether phenomena associated with the point at which data on 
educational attainment are collected affect attainment estimates is to 
obtain data which contain period variation. In addition, repeated 
cross-sections provide leverage for determining whether certain 
phenomena, hypothesized to be associated both with education and age, 
actually do affect cohort differentials in educational attainment. 
We have justified pooling the data and including cohorts in the specifica-
tion; we turn next to age and period. 
With respect to age we can apply the general argument that recall 
accuracy decays as a function of time, and that social desirability 
helps determine what is recalled, so that the older a cohort gets, the 
higher its education appears. By this argument, the lowest educational 
category will lose individuals and the highest will gain. The argument 
implies that for the first continuation odds (grammar school completion) 
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the age coefficients should increase for older age groups, controll~ng 
cohort. For the other continuation odds the argument is not decisive, 
but we would not be surprised to see age increases for high school and 
college graduation, because of heaping at these important levels of 
educational attainment. 
A second factor with implications for the age coefficients of a model 
which includes cohort (and period) is that there is an age-education-
mortality interaction for white males. For most of adult life, the more 
schooling you have, the less likely you are to die. However, the 
education differentials in mortality rates decline with increasing age, 
and for those ages 75 and over there is a slight reversal. Analysis of 
data presented by Kitagawa and Hauser (1973, p. 27) suggests that at 
least for the first four continuation levels (their data do not break 
out college completion) the age effects should increase through age 
group 70-74, and should decline for the last (75+) age group. 
A third reason .. for controlling age is that the data to be analyzed 
\ 
include young adults who have not completed their education. Particu-
larly for the continuation ratios associated with higher levels of 
education, we expect that controlling cohort will lead to increments in 
the age effects between ages 20-24 and 25-29. 
·other reasons can be advanced for controlling age, but the ones we 
have mentioned seem the most important. Taken together, the age-related 
hypotheses work in the same direction: For some if not all continuation 
levels.education should increase with age, controlling cohort. 
There are several reasons for controlling period. First, Census 
Bureau procedure has changed over time (Shryock and Siegel, 1973). In 
1940 educational attainment was a 100% item. In 1950 it was asked of a 
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20% sample, by direct enumeration. In 1960 enumerators left a question-
naire with a 25% sample, and those sampled mailed their questionnaires 
back (in the densely settled areas). In 1970 a mail-out and mail-back 
Questionnaire was used for the 20% sample from which ed~cation was as~er-
tained. These differences in the administration of the censuses could 
have an effect on the results obtained. Enumerators may introduce 
systematic biases into responses. A mailed questionnaire avoids this 
source of error, but may intreduce others. 
A second reason for controlling period is that the published education 
tabulations for 1940 and 1950 include persons for whom educational 
attainment was not reported. We have excluded these people from our 
tables. The 1960 and 1970 published tabulations contain allocated non-
respondents to the education question. This discrepancy in method could 
result _in period differences between 1940 and 1950 on one hand, and 
1960 and 1970 on the other·. To the extent that nonresponse· is distributed 
over the entire educational distribution, these period effects should 
be visible in all levels of continuation. 
The implications of these two reasons for controlling period are 
consistent with respect to specific years, but not wholly evident regard-
ing which continuat·ion odds should be affected. If the key procedural 
difference between censuses for the question we are concerned with is 
the switch to self-administered questionnaires,. and if the consequences 
of allocation are visible and affect the entire education distribution, 
then the period effects should be paired (1940, 1950) and (1960, 1970). 
Presumably self-administration of the education question reduces the 
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social desirability component and therefore reduces the likelihood of 
upward response bias. If so, the coefficients for 1960 and 1970 should 
be lower than those for 1940 and 1950, particularly for grammar school 
completion and perhaps also for high school and college completion. 
In addition, nonresponse is probably greater at the lower end of the 
education distribution. If the Census correction for nonresponse is 
valid, educational attainment in 1960 and 1970 should be lower than in 
1940 and 1950--years.in which nonresponses were excluded. The conse-
quence of the correction should reduce the 1960 and 1970 effects on 
grammar school completion; its impact on other continuation odds is 
less clear. 
The reasons for considering age and period effects given here do 
not make a catalogue. Other possibilities, such as coverage problems 
and the lack of a closed population, are known to us but have been· 
omitted. In addition, an age-period-cohort model is only one of a 
number of kinds of models which might be applied to the data which 
underlie Tables 8-12. The model we use specifies additive age, period 
and cohort effects on log-odds. It may be that there are plausible 
reasons not apparent to us for postulating some other kind of model. 
We_ equate the effects of ages 30-34, ••• , 55-59 in our age-
period-cohort specification. ~1hy? First, since education varies 
p~imarily by ~ohort we want no restrictions on the cohort coefficients. 
Second, we have~ priori grounds for interpreting age effects 
primarily at the tails of the age distribution. . Equating 
·· middle age group effects gains identification in a way most 
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consistent with our interests. Third, there is multicollinearity in 
any fairly unrestricted age-period-cohort model; li~ear restrictions 
reduce it. For these last two reasons we have over-identified the model. 
Since we can reasonably over-identify the age-period-cohort specifica-
tion using age effects, we have employed no restrictions on the period 
effects. 
Results 
To begin with, we have estimated five age-period-cohort models from 
the continuation data which underlie each of Tables 8-12. The age, 
period and cohort effects, respectively, are assembled for all continu-
ation levels in Tables 13-15. We present the effects in the form of 
increments and decrements to the log-odds of schooling continuation. 
Tables 13-15 here 
Turning to Table 13, we see cl~ar indication of a "completion" effect 
for the earliest ages, for college graduation. There is a similar but 
much smaller corresponding effect for college attendance, but there is 
no evidence to support either the conjecture of. increased upward bias 
·in educational reporting with age, or the age-education-mortality 
interaction described earlier. 
Considering the estimated period effects (Table 14) next, we note 
that those for high school attendance, high school graduat_ion and 
college attendance (columns 2-4) are perhaps farthest from the hypo-
thesized pattern, while those for grammar school completion and college 
completion are perhaps closest. In no obvious way are these effects as 
conjectured. These results provide no basis for supposing that the 
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introduction of mail-back or mail-out-mail-back questionnaires into 
Census Bureau procedure has had a systematic or marked effect on reported 
educational attainment. It is, however, noticeable that the 1970 
coefficients are with one exception larger than the 1960 coefficients. 
This could reflect a recent increase in adult education, but in the 
present context we refrain from pursuing this line of speculation. 
Table 15 presents the estimated cohort effects. As noted earlier 
in this section, the~ priori rationale for.the age-period-cohort 
specification is that it might provide a way of securing preferred 
estimates of cohort differentials in educational attainment. An attempt 
to explain these particular differentials would be premature, however, 
since the evidence thus far suggests that reduced models are more 
appropriate than age-period-cohort models for these data. Examination 
of the goodness-of-fi~ of reduced models and the over-identified 
age-period-cohort specification provides additional support for this 
conclusion. 
Table 16 describes the goodness-of-fit of ·a variety of models, 
including the over-identified age-period-cohort model we have been 
discussing. The first row of the table gives the likelihood ratio 
statistics for each continuation level, for the model we have selected 
as the baseline. This choice of baseline model is arbitrary but 
reasonable--we have chosen the simplest model as the basis for com-
parisons. This model can be described in two ways: In the legit 
specification it represents fitting the general mean, but not age, period 
or cohort effects. It also represents a model which fits the margin 
of the continuation frequencies and the age-period configuration, in 
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the five 12 x 4 x 2 frequency tables which underlie Tables 8-12. Suc-
cessive rmis of Table 16 list the proportionate reduction in the baseline 
likelihood ratio statistic due to the addition of the specified factors. 
For example, in the column for grammar school completion, in the row 
for the age-period-cohort model, we have 
2 2 · 2 . 
.999 = [G (Baseline).- G (A-P-C)]/[G (Baseline)], 
where G2 denotes the likelihood ratio statistic. Thus, all likelihood 
ratio statistics for the fitted models are derivable, and other baselines 
can be selected, from the information in the table. The degrees of 
freedom £or conditional tests are obtained by ·appropriate differencing 
of the degrees of freedom listed in the left-hand margin. For example, 
the degrees of freedom in the comparison of the age-period-cohort model 
with the baseline model are 47 - 21 = 26. We indicate degrees of freedom 
largely for illustrative purposes since, as noted in an earlier section, 
there is no point in carrying out formal significance tests with these 
data, and we use the information in Table 16 is-useful primarily for 
describing relative goodness-of-fit. 
Tab le 16 here 
The results presented in Table 16 suggest that reduced models fit 
the data well. The model which allows only for cohort differences ac-
counts for 99% of the lack of fit of the baseline model for grammar school 
completion and high school attendance, and accounts for 95% of the lack 
of fit of the baseline model for high school completion. We have already 
inspected the period and age effects in the age-period-cohort 
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specification for these continuation levels and found these effects neither 
to conform to the conjectured pattern nor to manifest any marked tendencies 
whatever. A similar conclusion holds for the cohort-period and cohort-
age models listed in Table 16, for the first three continuation ratios. 
Given the relatively good fit of the cohort-only specification and the 
inconsistency of the age and period effects with the patterns we con-
jectured, we consider the cohort-only model to be optimal for these 
data, regardless of what the conditional likelihood ratio statistics for 
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age and/or period effects ·would show. This conclusion, however, dpes not 1i 1 
,..; 
close the door on further attempts to model these data. In particular~ the 
fit of the cohort-only model, while good, can nonetheless be improved. 
Also, other analysts may be able to explain the· age and period effects 
or posit different models which include cohort and specific, substantively 
meaningful interactions. 
Turning next to the columns in Table 16 pertaining to the final two 
continuation levels, we see that the relative degree of fit of the 
cohort-only model deteriorates markedly. For the college attendance 
continuation ratio, the model accounts for 78% of the lack of fit_in the 
baseline model, and for the college completion continuation ratio, the 
model accounts for only 49% of the lack of fit of the baseline model. 
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ratios extremely well, accounting for 99% of the lack of fit of the base-
line model. However, we have already seen that ·the pattern of period 
effects does not conform to expectations and is not marked in any event. 
Moreover, inspection of the age P-ffects for these two continuation ratios 
showed that the only clear pattern was associated with a completion 
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effect for early adulthood. This suggests that a model somewhere be-
tween the cohort-only and age-period-cohort models in complexity may 
be optimal. In particular, a model which allows for cohort effects and 
for age effects between ages 20-24, 25-29, and 30+ might fit the data 
well. As may be seen in Table 16, such a model fits the data very well. 
For the college attendance continuation ratio, the model accounts for 
94% of the lack of fit in the baseline model, and for college graduation, 
this cohort and highly restricted age model accounts for 98% of the lack 
of fit of the baseline model. For the last continuation ratio, it is 
clear that allowing only for a completion effect due to age and for cohort 
differences fits the data just as well as the age-period-cohort model. 
For the college attendance continuation ratio, however, this model fits 
less well than the age-period-cohort model. If we were relying ex-
clusively on measures ~f fit, this result might suggest the need for 
including in the model more than just cohort plus two independent age 
effects. However, since we have already seen that the period and age 
effects (aside from the modest completion effect with age for this con-
tinuation ratio) are small and _run counter to our conjectures, we prefer 
to stop the fitting procedure at this point. Moreover, even if we allow 
age to enter into the-model in more detail and improve the fit slightly, 
we find a pattern to the age effects which we regard as uninterpretable. 
Thus, we conclude that for the last two continuation ratios the appropriate 
specification is one which allows for cohort differences and for a com-
pletion effect in early adulthood. 
From Table 16 it can be seen that an age-period model (i.e., ex-
cluding cohort) in some instances fits the.data quite well. This does 
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not necessarily mean that this model-is ever preferable to those 
we have settled on. Since it is through cohort replacement that education 
distributions change, it is essential to include the cohort classification 
in any analysis of these data. The:meaning of age and period effects 
can only be in terms such as those we have used, that is, as minor ad-
justments to the general pattern of cohort differentials. Thus, we 
reject the age-period model on conceptual grounds. 
We consider next the results of estimating the cohort-only model 
for the first three continuation ratios, and the age-cohort model (with 
equality restrictions on the coefficients of ages 3o+) for the last 
two continuation ratios. Tables 17-18 present the age and cohort effects 
estimated for these models. As before, the cohort effects for all con-
tinuation ratios are ~ollected in one table, and the age effects for the 
last ·two continuation ratios are presented in a single table. 
Tables 17 and 18 here 
As Table 17 shows, the age effects for the two highest continuation 
ratios are as hypothesized. The likelihood of continuing to a given 
educational level increases monotonically to age 30, and is thereafter 
constrained to be constant. As expected, and as seen originally ·in 
Table 13, the aging increment in early adulthood is greatest for college 
completion. 
The pattern of cohort effects presented in Table 18 is complex, 
and the explanation of it can not be the subject here of extended 
discussion. Major research on continuation ratios such as these is 
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currently under way (Mare, 1976). It will perhaps suffice for our 
purposes to note first that the patterns of the cohort contrasts are 
similar to those discussed by Duncan (1968). Since Duncan's presentation 
mode differs from ours, small discrepancies are to be expected. In 
addition, we would expect differences because we have obtained estimates 
of· cohort attainment using pooled cross-sections, whereas Duncan relies 
on single measures for each cohort, and uses Current Population Survey 
data as well as census data (Duncan, 1968, p. 655). 
Having commented on the parameters of the parsimonious models we 
consider most appropriate for the data, we assess overall goodness-of-
fit. As discussed in an earlier section, because of the asymptotic 
independence of the different levels of continuation odds we can add 
likelihood ratio statistics across levels of continuation to obtain 
an indication of overall fit. Doing so we find that the fit of the set 
of parsimonious models we have selected (listed in Tables 17-18) is good. 
The proportionate reduction in the lack of fit of the overall baseline 
model for all continuation ratios (which allows only for differences 
in rates across the continuation lev.els) by the set of parsimonious 
models is .985. This compares well with .998 for the proportionate 
reduction of the lack of fit of the overall baseline model by the overall 
age-period-cohort model (which does not constrain coefficients across 
levels of continuation). If we estimate an-age-period-cohort model 
which restricts the age, period, and cohort effects to be equal for all 
levels of continuation but allmvs for differences in the continuation 
rates between levels, we find that the proportionate reduction in the 
lack of fit of the overall baseline model is .595. This result reinforces 
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one of the initial premises of this analysis--that it is more informative ~ 
to allow the effects of age, period and cohort to vary across levels of 
education than to restrict them~ priori by the form of the dependent 
quantity, a point which inspection of the estimated coefficients has 
also made obvious. 
Discussion_ 
We have tried to illustrate the nature of the reasoning we think 
appropriate for use with age-period-cohor~ models, to follow through with 
a consistent data analysis, and to illustrate a number of results presented 
in earlier sections. There is nothing special about reasoning ~ith age-
period-cohort models; all it requires is plausible and presmnably non-
trivial ratiocination about the inclusion of age, period and cohorts; 
prior expectations about the nature of at least some of their effects; 
and an identification 'specificati~n. The prior r.easoning may be susceptible 
to varying degrees of-formalization, but the requirement that it exist 
is neither more nor less than for any other kind of modelling effort. 
The requirement of an identification specification is not unique to 
age-period-cohort models, and in other contexts linear restrictions 
are often made routinely (e.g., treating region of residence as South 
vs. other, marital status as currently married vs. other, race as white 
vs. other). Nonetheless, the identification specification does require 
justification. 
In our example we suggested that pooling data over cross-sections 
might lead to improved estimates of cohort differentials in educational 
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attainment and explained why, and- then went on to justify the age-period- ~ 
cohort specification, conjecturing certain age and period ef·fects • We 
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did not specify a pattern of cohort contrasts in advance since our concern 
was not to estimate a model explaining them, but rather to secure improved 
estimates of the differentials themselves. We made an over-identifying 
specification so that the model would_ have unique implications for fitting 
the data, and we defended our equality restrictions. We estimated the 
age-period-cohort specification,.concluded that the data did not support 
most of our conjectures about age and period effects, and settled on 
reduced models • 
It would be appropriate to explain the cohort contrasts estimated 
by the reduced models we selected. In so doing it might be desirable to 
incorporate the explanatory factors into the parsimonious models we stopped 
with, but a decisive judgment can not be reached separately from consider-
ations about the form of the explanatory model and data availability. 
We indicated the ·usefulness of forming contin~ation ratios for the 
study of educational attainment and partially demonstrated their value 
by showing that different levels of educational continuation require 
different models. Our example used 5-year age groups and 10-year period 
intervals, and we had to make an identification specification which took 
account of the age-cohort dependency as well as the age-period-cohort 
dependency. We summarized the goodness-of-fit of our models by computing 
a measure of overall relative goodness-of-fit, taking advantage ·of the 
separability of the models of the continuation odds. 
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FOOTNOTES 
1Goodman (1975) discusses the estimation of age, period, and cohort 
models for discrete data drawing largely on Goodman (1972), but does 
not cover as many topics as we do, and does not provide as much detail 
as we do on the points we all make. Our work on this chapter began in 
1974, with the recognition that most of the major points were already 
known (Fienberg, 1972; Mason et al., 1973), and we reported on it in 
abbreviated form in 1976 (Fienberg and Mason, 1976). 
2Each of the sampling models described below is of exponential 
family form, and the ·logarithms of the response probabilities or odds 
are technically referred to as the natural parameters for exponential-
family distributions (Andersen, 1974; Dempster, 1971). Since we are 
interested in the effects of age, period, and cohort on the response 
probabilities it then turns out to be convenient to deal with the 
diffe~ence log(Pijkll) - log(PiJk} 2), which is also known as the logit 
{Goodman, 1975b). 
3The basic structure for the probabilities in the Ix J array is 
I I 
I I 
I 
\ i 
I I 
I i 
\, ! 
wJ 
i I 
\ I 
: I 
unbalanced with respect to cohort, in that there is only one probability ',.J 
corresponding to cohorts 1 and I+ J - 1, two probabilities corresponding 
to cohorts 2 and I+ J - 2, etc. As a result of this imbalance, and 
the use of symmetric constraints in expression (3), the parameter Wis 
not the mean of the {n .. k}. Since the constraints in (3) are to a large 
l.J 
extent arbitrary, one might well choose to replace tkWJ(k) = 0 by the 
weighted constraint tk~w3(k) = 0, where the weight, wk' is proportional 
to the number of probabilities corresponding to the k-th cohort. The 
\ : 
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: 
i , 
._. 
-' 
.. 
~ 
.. 
-
-
.. 
\a! 
i. 
.... 
l-i 
~ 
\al 
-
.. 
-
_, 
la 
79 
use of the weighted constraint would allow us to interpret Was a grand 
mean, whereas the use of (3) implies only that Wis a normalization 
constant. Since we are interested in the effects of age, period, and 
cohort on the response variable, Wis merely a nuisance parameter and 
we use the symmetric constraints in (3) for simplicity. 
4The idea of marginality (Nelder, 1974) is crucial to a technical 
understanding of estimability of parameters and degrees of freedom for 
model fitting. It is related to the geometric representation of linear 
models, as opposed to the algebraic representation most often adopted 
in social science applications. 
5As Goodman. (1975a) notes, fitting [AP], [AC] or [PC] is equivalent 
to fitting [APC], for the age~period-cohort model. 
6rt is possible to estimate the expected frequencies directly for 
reduced models with only one set of effect parameters (Bishop, Fienberg 
and Holland, 1975, pp. 74-79). There is no practical advantage in 
exploiting this fact since the iterative proportional fitting algorithm 
applied to such reduced models will converge in one cycle. 
7Pullum (1978, pages forthcoming) asserts that "it is difficult to 
see how any researcher could.!_ priori argue for setting a particular pair 
of effects to exactly the same value." He proposes setting an effect 
equal to a nonzero constant, and indicates a method of empirically 
determining the value of the constant. Setting an effect equal to a 
constant is in general no more defensible than equating two effects. 
Moreover, the procedure Pullum outlines for determining the constant 
yields an acceptable value only insofar as the procedure can be justified 
I 
80 
on the basis of j!_ priori reasoning and knowledge in the specific context 
in which it is applied. 
8
continuation fractions are commonly presented as probabilities, 
E mi .k,, .... / E m .. k,,, in which form they are usually known as continuation 
R. .... >R. J Jv R. 1J Jv 
ratios. We discuss (the negative logarithms of) continuation odds 
instead of continuation ratios for the reasons given in our specifica-
tion of model (2)-(3). 
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Period 
1940 1948 
20-29 3 1&2 
Age 30-39 4 2&3 
Group 40-49 5 3&4 
50-59 ·6 4&5 
"' 
1960 
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Year 
1: 1940 2: 1950 3: 1960 4: 1970 
Age Cohort 
1: 20-24 7 5 3 1 
2: 25-29 8 6 4 2 
3: 30-34 9 7 5 3 
4: 35-39 10 8 6 4 
5: 40-44 11 9 7 5 
6: 45-49 12 10 8 6 
7: 50-54 13 11 9 7 
8: 55-59 14 12 10 8 
9: 60-64 15 13 11 9 
10: 65-69 16 14 12 10 
11: 70-74 17 15 13 11 
12: 75+ 18 16 14 12 
Figure 2. Layout for Estimating Schooling Continuation Logits as 
Functions of Age, Period and Cohort 
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TABLE 1 
Age by Period Display 
Positive Response 
Period 
1 2 3 
1 xll31. ~1221 xl311 1 
Age 2 
x2141 x2231 x2321 Age 2 
3 x3151 x3241 X3331 3 
Negative Response 
Period 
1 2 3 
x1132 x1222 xl312 
x2142 x2232 x2322 
x3152 x3242 x3332 
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i 
TABLE 2 
Age by Cohort Display (Positive Response) 
Cohort 
1 2 3 4 ·5 
1 x1311 xl221 xll31 
Age 2 - x2321 x2231 x2141 
3 - - x3331 x3241 x3151 
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~ 0 
f .s ~ 
TABLE 3 u 
Period by Cohort Display (Positive Response) 
u 
Cohort 
1 2 3 4 5 u 
1 - - x1131 x2141 X ·::3151 0 
Period 2 - x1221 x2231 x3241 
3 xl311 x2321 x3331 u 
D 
r-·,-
ti.i) 
u 
0 
·1 I 
la.I 
r-r 
'-,) 
u 
l I 
1--t 
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D 
u· 
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... TABLE 4 
Unfolded Four-Dimensional Data Array 
~ 
.. Cohort Positive Response Negative Response 
Period Period 
1 2 3 1 2 3 
-- 1 - - x1311 - - x1312 
.. 1 Age 2 
3 
~ 
1 - x1221 - - ~1222 .. 
2 Age 2 - - x2321 - - x2322 
~ 
3 
.. 
1 x1131 - - xll32 
,_. 3 Age 2 - x2231 - - x2232 
3 - - x3331 - - X3332 
.. 
1 
~ 
4 Age 2 x2141 - - x2142 
-
3 - x3241 - - x3242 
-
1 
5 Age 2 
... 
3 x3151 - - x3152 
--
-
... 
1 
Age 2 
3 
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TABLE 5 
Constraints Associated with the 3 x 3 x 2 Array 
Positive Response Negative Response 
Period Period 
1 2 3 1 2 3 
8 -8 0 1 -8 a 0 
-8 0 Ii Age 2 A 0 -I.!. 
0 8 -8 3 0 -11 a 
1» 
. . Ll 
t ,r , 
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TABLE 6 
Information Associate~ with Age-Period-Cohort 
Model and Various Reduced Models 
Subscripted Logistic 
Parameters in Minimal Sufficient· 
Model (2)-(3) Degrees of Freedom a Statisticsb 
None (HIJ - l)(L -.1)· {x+H-.2_} 
Age HI(J-l)(L-1) {xi+t-R.l 
Period J(HI-l)(L-1) {x+j+Jl.} 
Cohort H(I - l)(J - l)(L - 1) {x+rki} 
Age, Period (HI - l)(J - l)(L - 1) {xi+f-R,l, {x+j+Jl.} 
Age, Cohort H(I.- l)(J - 2)(L - 1) . {xi+.-Jl.}, {x++kR.} 
Period, Cohort (HI.- H - l)(J - l)(L - 1) {x+j+Jl.}, {xi+ki} 
Age, Period, Cohort (HI - H - l)(J - 2)(L - 1) {xi+H,}, {x +j +R.} , {x -H-kR.} 
aThe formulae assume the data can be formed into an Ix J x L array, with 
evenly and equally spaced age groups and period intervals. For this case 
set H = 1. If the I age groups have been broken into a fixed number of sub-
groups for each period interval, set H equal to this number~ See text for 
further discussion. 
bEach model always includes the totals, {xijk+}, implied by the logist~c structure, 
as well as the statistics included. 
1 
1' 
2 
Age 
2' 
3 
3 ... 
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TABLE 7 
Age by Period Display with Two Age Groups 
for Each Period Interval 
Positive Response Negat~ve Response 
Period Period 
1 2 3 1 . 2 3 
x1131 x1221 xl311 1 xl132 xl222 xl312 
xl,13'1 · x1'22'1 xl ... 31'1 l' Xl,13'2 x1'22'2 xl'31'2 
x2141 x2231 x2321 2 x2142 x2232 x2322 Age 
x2"'14"'1 x2"'23-"1 x2'32 ... 1 2 ... x2'14""2 x2 .. 23 ... 2 x2'32 ... 2 
x3151 x3241 x3331 3 x3152 x3242 x3332 
X3'15.-l x3 ... 24 ... l x3 ... 33""1 3"" x3 ... 15'2 X3""24.,.2 X3'33 ... 2 
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TABLE 8 
Proportion Completing Grammar School, by Age and Year, for 
White Males in the United States, 1940-1970 
Year 
Age 1940 1950 1960 1970 
20-24 .861 · .881 .929 .963 
25-29 .837 .879 .910 .954 
30-34 .806 .863 .892 .936 
35-39 • 758 .823 .884 .916 
40-44 .722 .789 .863 .903 
45-49 .667 .742 .820 .894 
50-54 .626 .704 .779 .875 
55-59 .605 .647 .720 .831 
60-64 .588 .596 .672 .786 
65-69 .558 .562 .601 .720 
70-74 .544 .539 .552 .676 
75+ .508 .516 .525 .599 
SOURCE: Sixteenth Census of the United States: 1940, Population, 
Volume IV, Characteristics by Age, Part 1, United States Summary, 
Table 18; U.S. Census of Population: 1950, Vol. II, Character-
istics of the Population, Part 1, United States Summary, Tables 
114, 115; U.S. Census of Population: 1960, Vol. 1, Character-
istics of the Population, Part 1, United States Summary, Tables 
168, 172, 173; Census of Population: 1970, Vol. I, Character-
istics of the Population, Part 1, United States Summary--Section 
2, Table 199. 
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TABLE 9 .. 
Proportion Attending High School, Conditional on Grammar I f 
School Completion, by Age and Year, for White _, 
Males in the United States, 1940-1970 
1' 
1 I 
'-it 
Year I I 
I 
Age 1940 1950 1960 1970 ..... 
20-24 .806 .873 .927 .970 
.. 
25-29 • 740 .864 .906 .956 
I I 
! 
30-34 .680 .825 .880 .938 
.... 
35-39 .596 .767 .870 .917 I 
i I 
40-44 .549 .713 .830 .893 ... 
45-49 .506 .640 .766 .881 I I 
.. 
50-54 • 465 .599 .712 .842 
55-59 .436 .561 .633 .781 
-
60-64 .412 • 524 .586 . .726 : I 
65-69 .378 .495 .544 .647 
--
70-74 .345 .472 .507 .612 l j 
-75+ .314 .437 .473 .568 
--
--SOURCE: See Table 8. I ( I 
.., 
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TABLE 10 
Proportion Completing High School, Conditional on High 
... School Attendance, by Age and Year, for White 
Males in the United States, 1940-1970 
-
Year 
~ Age 1940 1950 1960 1970 
20-24 .652 .694 .756 .864 
.. 
25-29 .629 .710 • 760 .837 
30-34 .603 .692 .716 .813 
tat 
35-39 .590 .660 .725 .798 
... 40-44 .594 .635 .100 .744 
45-49 .608 .627 .659 .740 
... 
50-54 .621 .634 .625 .711 
-
55-59 .629 .641 .611 .675 
60-64 .652 .644 .605 .646 
,.- 65-69 .660 .644 .610 .633 
~ ; 70-74 .671 .662 .621 .628 
.. 
75+ .685 .680 .645 .645 
-
SOURCE: See Table 8. 
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TABLE 11 ... 
Proportion Attending College, Conditional on High School ·, r ; ! 
Completion, by Age and Year, for White Males in ... 
the United States, 1940-1970 
... 
Year 
j i 
Age 1940 1950 1960 1970 -.I 
20-24 .316 .419 .432 .533 ' r 
I I 
.., 
25-29 .381 .411 .465 .499 
30-34 .452 .389 .480 .471 : I 
... 
35-39 • 490 .418 .442 .481 
! I 
40-44 • 487 .474 .412 .486 ... 
45-49 .493 .497 .436 .454 
I I 
1W 
50-54 .soo .489 .492 .417 
I 
55-59 .490 .489 .528 .434 ; '1 
--
60-64 .504 .495 .530 .481 
I I 
65-69 .519 .485 • 541 .510 .... 
70-74 .518 .499 .551 .501 '. ,! 
-75+ .518 .510 .542 .508 
... 
SOURCE: See Table 8. 
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TABLE 12 
Proportion Completing College, Conditional on College Attendance, 
by Age and Year, for White Males in the 
United States, 1940-1970 
Year 
Age 1940 1950 1960 1970 
20-24 .210 .215 .250 .244 
25-29 .507 .468 .536 .548 
30-34 .536 .504 .585 .586 
35-39 .544 .520 .568 .616 
40-44 .518 .536 .520 .603 
45-49 .521 .541 .511 .570 
50-54 .532 .520 .514 .524 
55-59 .533 .522 .510 .522 
60-64 .538 .538 .477 .527 
65-69 .536 .535 .468 .532 
70-74 .536 .542 .468 .506 
75+ .532 .541 .475 .sos 
SOURCE: See Tab le 8 • 
Age 
Group 
20-24 
25-29 
30-59 
60-64 
65-69 
70-74 
75+ 
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TABLE 13 
Age Effects for Schooling Continuation Legits, for White 
. Males, Based on Age-Period-Cohort Loglinear Modela 
Continuation Levels 
0-7 vs. 8+ 8 vs. 9+ 9-11 vs. 12+ 12 vs. 13+ 
-.032 -.023 -.093 -.125 
• ()69 -.003 -.021 .007 
.107 .014 .056 .062 
.043 .004 .030 .024 
-.018 -.005 .014 .029 
-.060 .016 -.015 .001 
-.110 -.003 .029 .003 
13-15 vs. 16+ 
-1.167 
-.024 
.236 
.247 
.233 
.219 
' 
+.230 
aThe model constrains the coefficients of age groups 30-34, ••• ,50-59 to be 
identical. 
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TABLE 14 
Period Effects for Schooling Continuation Legits for White 
Males, Based on Age-Period-Cohort Loglinear Modela 
Continuation Levels 
0-7 vs. 8+ 8 vs. 9+ 9-11 vs. 12+ 12 vs. 13+ 
.075 -.147 -.086 -.106 
-.023 .029 .012 -.033 
-.072 .008 -.022 .071 
.020 .109 .096 .069 
13-15 vs. 16+ 
.097 
-.051 
-.051 
.004 
~e model constrains the coefficients of age groups 30-34, ••• ,55-59 to be 
identical. 
Cohort 
Born: 
1946-50 
1941-45 
1936-40 
1931-35 
1926-30 
1921-25 
1916-20 
1911-15 
1906-10 
1901-05 
1896-1900 
1891-95 
1866-90 
1881-85 
1876-80 
1871-75 
1886-70 
-1865 
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TABLE 15 
Cohort Effects for Schooling Continuation Logits 
for White Males, Based on Age-Period-Cohort 
Loglinear Modela 
Continuation Levels 
0-7 vs. 8+ 8 vs. 9+ 9-11 vs. 12+ 12 vs. 13+ 13-15 vs. 16+ 
1.995 2.401 1.007 .263 .103 
1.647 1.977 .121 -.003 .283 
1.329 1.576 .442 -.158 .165 
1.002 1.271 .373 -.135 .282 
.792 .970 • 064 -.115 .167 
.693 .863 .076 -.262 .083 
.503 .559 -.063 -.415 -.059 
.186 .169 -.228 -.307 -.062 
-.052 -.122 -.364 -.011 -.073 
-.342 -.476 -.413 .050 -.057 
-.519 -.657 -.399 .047 -.155 
-.781 -.822 -.359 .065 -.154 
-.940 -.979 -.302 .121 -.110 
-1.018 -1.094 -.265 .088 -.114 
-1.050 '-1.189 -.156 .145 -.042 
-1.101 -1.310 -.113 .187 -.028 
-1.126 -1.507 -.021 .255 -.100 
-1.220 -1.630 -.004 .252 -.128 
~he model constrains the coefficients of age groups 30-34, ••• ,55-59 to be 
identical. 
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TABLE 16 
Baseline Likelihood Ratio Statistics, and Proportionate Change Thereto, for Various Logit 
Specifications on Schooling Continuation, for all Levels of Continuationa 
Continuation Level 
( 
Model 0-7 vs. 8+ 8 vs: 9+ 9-11 vs. 12+ 12 vs. 13+ 13-15 vs. 16+ 
Baseline (df = 47)b 17,220,464.0 20,598,402.0 3,215,005.0 724,218.0 2,039,637.0 
Period (df = 44) .207 .332 .445 .185 .012 
Age (df = 36) .666 .534 .286 .122 .943 
Cohort (df = 30) .988 .991 .948 .783 .491 
Period+ Age (df = 33) .972 .978 .822 .294 .967 
Period+ Cohort (df = 27) .995 .999 .986 .931 .618 
Age+ Cohort (df = 20)c .996 .998 .990 .972 .978 
Age+ Cohort (df = 24)d .996 .996 .985 .947 .977 
Age+ Cohort (df = 28)e .939 .976 
Age+ Period+ Cohort (df ~ 2l)d .999 1.000 .997 .986 .985 
. 2 
~roportionate imp~ovement is defined as follows. Le·t G (1) be the likelihood ratio statistic for the 
baseline model. Then the proportionate reduction of G2(1) due to a hierarchically more complex structure 
2 2 2 2 (any.model other than the baseline) is computed asp= [G (1) - G (2)]/(G (l)], where G (2) is the like-
lihood ratio statistic for the model with the more complex structure. 
-b . 
Fits general mean to logits. 
C 
of 30-34, 35-39 equated. Coefficients age groups 
d 
of 30-34, ••• ,55-59 equated. Coefficients age groups 
e 
of 30-34, ••• ,75+ equated. Coefficients age groups 
, I 
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TABLE 17 
Age Effects for Schooling Continuation Logits, for White Males 
College Attendance and College Completion 
Age 
20-24 
25-29 
30+ 
in a Parsimonious Loglinear Modela 
Continuation Level 
12 vs.· 13+ 
-.134 
-.001 
.135 
13-15 vs. 16+ 
-.858 
.288 
.570 
for 
aBased on a model of the legits which includes cohorts and the specified 
age effects, and excludes period effects. 
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TABLE 18 
Cohort Effects for Schooling Continuation Logits, for White 
Males, Over all Continuation Levels, Der~ved 
from Parsimonious Loglinear Modelsa 
Continuation Levels 
Cohort 0-7 vs. 8+ 8 vs. 9+ 9-11 vs. 12+ 12 vs. 13+ 13-15 vs. 16+ 
1946-50 1.941 2.493 .997 .420 .108 
1941-45 1.695 2.089 .789 .152 .286 
1936-40 1.~97 1.636 .447 -.045 .151 
1931-35 1.022 1.341 .414 -.022 .260 
1926-30 .787 1.027 .088 -.046 .141 
1921-25 .721 .925 .122 -.194 .053 
1916-20 .533 .564 -.059 -.386 -.069 
1911-15 .241 .178 -.207 -.281 -.064 
1906-10 -.ooo -.113 -.331 -.082 -.076 
1901-05 -.300 -.473 -.386 .042 -.061 
1896-1900 -.495 -.659 -.385 .021 -.162 
1891-95 -.786 -.825 -.337 .039 -.160 
1886-90 -.931 -1.015 -.321 .059 -.115 
1881-85 -1.056 -1.134 -.279 .034 -.126 
1876-80 -1.052 -1.254 -.203 .027 -.030 
1871-75 -1.175 , -1.375 -.143 .077 -.033 
1886-70 -1.151 -1.632 -.134 .093 -.043 
-1865 -1.294 -1. 774 -.073 .091 -.061 
aCohort effects for grammar school completion, high school attendance and 
high school completion are based on a model which fits only cohort effects 
to the continuation logits. The cohort effects for college attendance and 
college completion are based on a model which fits effects for age groups 
20-24, 25-29, 30-75+, as well as cohort effects. 
