Minimal triangulations and potential maximal cliques are the main ingredients for a number of polynomial time algorithms on different graph classes computing the treewidth of a graph. Potential maximal cliques are also the main engine of the fastest so far O(1.9601 n )-time exact treewidth algorithm. Based on the recent results of Mazoit, we define the structures that can be regarded as minimal triangulations and potential maximal cliques for branchwidth: efficient triangulations and blocks. We show how blocks can be used to construct an algorithm computing the branchwidth of a graph on n vertices in time (2 + √ 3) n · n O(1) .
Introduction
Treewidth is one of the most basic parameters in graph algorithms and it plays an important role in structural graph theory. Treewidth serves as the main tools in Robertson and Seymour's Graph Minors project [18] . It is well known that many intractable problems can be solved in polynomial (and very often in linear time) when the input is restricted to graphs of bounded treewidth. See [3] for a comprehensive survey.
The branchwidth is strongly related to treewidth. It is known that for any graph G, bw(G) ≤ tw(G) + 1 ≤ 1.5 · bw(G). Both bounds are tight and achievable on trees and complete graphs. Branchwidth was introduced by Robertson & Seymour and it appeared to be even more appropriate tool than treewidth for Graph Minor Theory. Since both parameters are so close, one can expect that the algorithmic behavior of the problems is also quite similar. However, this is not true. For example, on planar graphs branchwidth is solvable in polynomial time [21] while computing the treewidth of a planar graph in polynomial time is a long standing open problem. Even more striking example was observed by Kloks et al. in [14] : it appeared that computing branchwidth is NP hard even on split graphs. Note that the treewidth of a split graph can be found in linear time.
The last decade has led to much research in fast exponential-time algorithms. Examples of recently developed exponential algorithms are algorithms for Maximum Independent Set [13, 19] , (Maximum) Satisfiability [7, 12, 17, 20, 23] , Coloring [2, 5, 8] , and many others (see the recent survey written by Woeginger [24] for an overview). There are several relatively simple algorithms based on dynamic programming computing the treewidth of a graph on n vertices in time 2 n · n O (1) which with more careful analyze can be speed-up to O (1.9601 n ) [9] . No such algorithm is known for branchwidth. The only nontrivial algorithm for branchwidth we were aware can be obtained by using deep min-max theorems of Robertson & Seymour [18] relating branchwidth and tangles. Then by playing with tangle axioms one can reduce the search space and perform dynamic programming to construct optimal tangles in time 4 n · n O (1) . (We leave the details in this extended abstract.) Thus treewidth seems to be more simple problem for design of exponential time algorithms than branchwidth. The explanation to that can be that all known exact algorithms for treewidth exploit the relations between treewidth, minimal triangulations, minimal separators and potential maximal cliques. Mazoit in [15] observed that the branchwidth also can be seen as a triangulation problem. However, while for treewidth one can work only with minimal triangulations the situation with branchwidth is more complicated. Lucky enough we still can use some specific triangulations, which we call efficient triangulations. In this paper we adopt the techniques of Mazoit to discover the analogue of potential maximal cliques for branchwidth, we call these structures by blocks. Potential maximal cliques are extremely useful tools in work with treewidth [4, 9] . We believe that blocks can also be useful to work with branchwidth. To exemplify that we show how blocks can be used to compute branchwidth in time (2 + √ 3) n · n O (1) . Note that this is the fastest known exact algorithm for this problem.
Basic definitions
We denote by G = (V, E) a finite undirected and simple graph with |V | = n vertices and |E| = m edges. Throughout this paper we use a modified big-Oh notation that suppresses all polynomially bounded factors. For functions f and g we write A graph G is chordal if every cycle of G with at least four vertices has a chord, that is an edge between two non-consecutive vertices of the cycle. Consider an arbitrary graph G = (V, E), and a supergraph H = (V, F ) of G (i.e. E ⊆ F ). We say that H is a triangulation of G if H is chordal. Moreover, if no strict sub-graph of H is a triangulation of G, then H is called a minimal triangulation.
The notion of branchwidth is due to Robertson and Seymour [18] . A branch decomposition of a graph G = (V, E) is a pair (T, τ ) in which T = (V T , E T ) is a ternary tree (i.e. each node is of degree one or three) and τ is a function mapping each edge of G on a leaf of T . The vertices of T will be called nodes and its edges will be called branches. For any branch e ∈ E T , let T 1 (e) and T 2 (e) be the subtrees obtained from T by removing e. Let lab(e) be the set of vertices of G both incident to edges mapped on T 1 (e) and T 2 (e). The maximum of | lab(e)|, e ∈ E T , is called the width of the branch decomposition. The branchwidth of a graph G bw(G) is the minimum width over all branch decompositions of G. Note that the definitions of branch decomposition and branch-width also apply to hypergraphs. As pointed by Robertson and Seymour, the definition of branch decomposition can be relaxed. A relaxed branch decomposition of G = (V, E) is a couple (T, τ ) where T is an arbitrary tree and τ is an application mapping each edge of G to at least one leaf of T . The labels of the branches and the width of the decomposition are defined as before. From any relaxed branch decomposition we can construct a branch decomposition without increasing the width.
The branchwidth is strongly related to a well-known graph parameter introduced by Robertson and Seymour, namely the treewidth. One of the equivalent definitions for treewidth is tw(G) = min ω(H) − 1 | H is a triangulation of G . Robertson and Seymour show that the two parameters differ by at most a factor of 1.5. More precisely, for any graph G we have bw(G) ≤ tw(G) + 1 ≤ 1.5 bw(G). In particular, if G is a complete graph, its treewidth is n − 1, while its branchwidth is 2n/3 (see [18] ). Clearly, when comput-ing the treewidth of a graph we can restrict to minimal triangulations. This observation and the study of minimal triangulations of graphs led to several results about treewidth computation, including an exact algorithm in O * (1.961 n ) time. The branch decompositions of a graph can also be associated to triangulations. Indeed, given a branch decomposition (T, τ ) of G = (V, E), we can associate to each x ∈ V the subtree of T covering all the leaves of T containing edges incident to x. It is well-known that the intersection graph of the sub-trees of a tree is chordal [10] . Thus the intersection graph of the trees T x is a triangulation H(T, τ ) of G. Note that for each branch e ∈ E T , lab(e) is the set of vertices x such that e belongs to T x . In particular, lab(e) induces a clique in H(T, τ ), not necessarily maximal. (We shall point out later that, for each maximal clique
The first big difference with treewidth is that there exist examples of graphs for which any optimal branch decomposition leads to non-minimal triangulations [15] . Therefore the many existing tools about minimal triangulations are not sufficient in our case. The second important difference is that the branchwidth problem remains NP-hard even for a restricted class of chordal graphs, the split graphs [14] . Nevertheless, our technique for computing the branchwidth relies on a structural result stating that, for any graph G, there is an optimal branch decomposition (T, τ ) such that H(T, τ ) is an efficient triangulation of G. The efficient decomposition, defined in the next section, behave somehow similarily to minimal decompositions. In order to obtain our exact algorithm for branchwidth, we will combine this observation with an exponential algorithm computing the branchwidth of hyper-cliques. In particular, all the minimal triangulations of G are efficient [16] .
Branchwidth and efficient triangulations

Theorem 2 ([15]). There is an optimal branch decomposition (T, τ ) of G such that the chordal graph H(T, τ ) is an efficient triangulation of G. Moreover, each minimal separator of H is the label of some branch of T .
Definition 3. A set of vertices
• its neighborhood S i = N (C i ) is a minimal separator;
• B \ S i is non empty and contained in a connected component of G − S i .
We say that the minimal separators S i border the block B and we denote by S(B) the set of these separators.
Let B G denote the set of blocks of G. Note that V is a block with S(V ) = ∅. We prove that if H is an efficient triangulation of G, then any maximal clique K of H is a block of G. Note that the treewidth of a graph can be expressed by the following equation:
Lemma 4 ([4]). Let
The minimum can be taken over all minimal triangulations H of G. A similar formula can be obtained for branchwidth. Equivalently, bbw(B) is the branchwidth of the hypergraph obtained from the complete graph with vertex set B by adding a hyperedge S for each minimal separator S bordering B. The block-branchwidth allows us to express the branchwidth of G by a formula similar to Equation 1 (see Propositions 4.18 and 6.7 in [15] ). The proof of the theorem is given in the Appendix.
Definition 6 (block-branchwidth). Let
Theorem 7 ([15]).
A potential maximal clique of a graph G is a set of vertices Ω such that there is a minimal triangulation H of G in which Ω introduces a maximal clique [4] . Using the Equation 1, Bouchitté and Todinca show that, given a graph and all its potential maximal cliques, the treewidth of the graph can be computed in polynomial time. The result is refined in [9] , where the authors show the following:
Theorem 8. There is an algorithm that, given a graph G and the set Π G of its potential maximal cliques, computes the treewidth of G in O(nm|Π G |) time.
According to Lemma 5, a vertex subset Ω of G can be a maximal clique of an efficient triangulation H of G if and only if Ω is a block of G. Hence, in our case the blocks play the same role as the potential maximal cliques in Theorem 8.
Using Equation 2 instead of Equation 1 and blocks instead of potential maximal cliques, the algorithm cited in Theorem can be directly transformed into an algorithm taking G, the set B G of all its blocks and the block-branchwidth of each block B, and computing the branchwidth of G in O(nm|B G |) time. In the rest of this section we give, without proofs, the new algorithm and the main tools for obtaining it.
Given a minimal separator S of G and a connected component C of G − S, let R(S, C) denote the hypergraph obtained from G[S ∪ C] by adding the hyperedge S.
Lemma 9 (Similar to Corollary 4.5 in [4]). For any graph G,
bw(G) = min( 2n/3 , min S∈∆ G max C∈C(S)
bw(R(S, C)))
Moreover, the minimum can be taken over the inclusion-minimal separators of G.
The case when bw(G) = 2n/3 corresponds to the fact that, for an optimal decomposition (T, τ ) of G, the efficient triangulation H(T, τ ) is the complete graph.
Lemma 10 (Similar to Corollary 4.8 in [4]). Let S be a minimal separator of G and C be a component of G − S such that S = N (C). Then bw(R(S, C))
where C i are the components of G − Ω contained in C and S i = N (C i ).
The algorithm for computing the branchwidth of G is a straightforward translation of Lemmas 9 and 10, and very similar to the one of [9] . Proof. The proof is very similar to the proof for treewidth and potential maximal cliques in [9] and we omit it here.
Computing the block-branchwidth
The main result of this section is that the block-branchwidth of a block B of G can be computed in O * ( √ 3 n ) time. Computing the block-branchwidth is NP-hard, as it can be deduced directly from [14] . 
Lemma 12. bbw(B) ≤ p if and only if there is a partition of B into four parts
A 1 , A 2 , A 3 , D such that 1. |B \ A i | ≤ p, for all i ∈ {1, 2, 3};
for each minimal separator S ∈ S(B), S is contained in B \
Proof. Suppose that bbw(B) ≤ p and let (T, τ ) be an optimal branch decomposition of B respecting the block. Recall that this branch decomposition corresponds to the complete graph K(B) with vertex set B. For each x ∈ B let T x be the minimal sub-tree of T spanning all the leaves of T labeled with an edge incident to x. Let u represent B. Clearly u is a ternary node. Let e 1 , e 2 , e 3 be the branches of T incident to u. Let T (i) be the sub-tree of T rooted in u, containing the branch e i , for i ∈ {1, 2, 3}.
The three sets are pairwise disjoint by construction. Since for all x ∈ B, u ∈ T x , we have that x ∈ B i ∩ B j for distinct i, j ∈ {1, 2, 3}, so x is in one of the four sets A 1 , A 2 , A 3 or D. It remains to show that the partition satisfies the conditions of the theorem. Consider a separator S ∈ S(B) and a branch e in the decomposition with S ⊆ lab(e). Suppose w.l.o.g. that e ∈ T (i). Consequently lab(e) ⊆ B i , and since B i = B \ A i we have the second condition of the theorem. For proving the first condition, since
Conversely, suppose that such a partition exists and let us construct a branch decomposition of K(B) respecting the block B, of width at most p. n(B) three-partitions of B, it only remains to solve this last point. We say that two vertices x, y ∈ X are equivalent if there exist z ∈ A 1 and a minimal separator S bordering B such that x, y, z ∈ S. In particular, x ∼ y implies that x and y must be both in A 2 or both in A 3 . Let X 1 , . . . , X q be the equivalence classes of X. Then X can be partitioned into A 2 and A 3 as required if and only if {|X 1 |, . . . , |X q |} can be partitioned into two parts of sum at most p−|A 1 |−|D| vertices. Consider now the EXACT SUBSET-SUM problem, whose instance is a set of positive integers I = {i 1 , . . . , i q } and a number t, and the problem consists in finding a subset of I whose sum is exactly t. Though NP-hard in general, it becomes polynomial when t and the numbers i j are polynomially bounded in n (see e.g. the chapter on approximation algorithms, the subset-sum problem in the book of Cormen, Leiserson, Rivest [6] 
Open problems
Our algorithm is based on the enumeration of the blocks of a graph (in O * (2 n ) time) and on the computation of the block-branchwidth of a block (in O * ( √ 3 n ) time). It is natural to ask whether one of these steps can be improved.
Computing the block-branchwidth is the same problem as computing the branchwidth of a complete hypergraph with n vertices and s hyper-edges of cardinality at least three. Can we obtain an algorithm faster than our O(max(3 n , 3 s ))-time algorithm? Note that there exist graphs with n vertices having 2 n /n O(1) blocks. Indeed, consider the disjoint union of a clique K and an independent set I, both having n/2 vertices, and add a perfect matching between K and I. We obtain a graph G n such that for any I ⊆ I, G n −I is a block. Thus G n has at least n n/2 ≥ 2 n /n blocks. The interesting question here is if we can define a new class of triangulations, smaller than the efficient triangulations but also containing H(T, τ ) for some optimal branch decompositions of the graph.
