Purpose: To evaluate two commercial CT metal artifact reduction (MAR) algorithms for use in proton treatment planning in the head and neck (H&N) area. Methods: An anthropomorphic head phantom with removable metallic implants (dental fillings or neck implant) was CT-scanned to evaluate the O-MAR (Philips) and the iMAR (Siemens) algorithms. Reference images were acquired without any metallic implants in place. Water equivalent thickness (WET) was calculated for different path directions and compared between image sets. Images were also evaluated for use in proton treatment planning for parotid, tonsil, tongue base, and neck node targets. The beams were arranged so as to not traverse any metal prior to the target, enabling evaluation of the impact on dose calculation accuracy from artifacts surrounding the metal volume. Plans were compared based on c analysis (1 mm distanceto-agreement/1% difference in local dose) and dose volume histogram metrics for targets and organs at risk (OARs). Visual grading evaluation of 30 dental implant patient MAR images was performed by three radiation oncologists. Results: In the dental fillings images, DWET along a low-density streak was reduced from À17.0 to À4.3 mm with O-MAR and from À16.1 mm to À2.3 mm with iMAR, while for other directions the deviations were increased or approximately unchanged when the MAR algorithms were used. For the neck implant images, DWET was generally reduced with MAR but residual deviations remained (of up to À2.3 mm with O-MAR and of up to À1.5 mm with iMAR). The c analysis comparing proton dose distributions for uncorrected/MAR plans and corresponding reference plans showed passing rates >98% of the voxels for all phantom plans. However, substantial dose differences were seen in areas of most severe artifacts (c passing rates of down to 89% for some cases). MAR reduced the deviations in some cases, but not for all plans. For a single patient case dosimetrically evaluated, minor dose differences were seen between the uncorrected and MAR plans (c passing rate approximately 97%). The visual grading of patient images showed that MAR significantly improved image quality (P < 0.001). Conclusions: O-MAR and iMAR significantly improved image quality in terms of anatomical visualization for target and OAR delineation in dental implant patient images. WET calculations along several directions, all outside the metallic regions, showed that both uncorrected and MAR images contained metal artifacts which could potentially lead to unacceptable errors in proton treatment planning. DWET was reduced by MAR in some areas, while increased or unchanged deviations were seen for other path directions. The proton treatment plans created for the phantom images showed overall acceptable dose distributions differences when compared to the reference cases, both for the uncorrected and MAR images. However, substantial dose distribution differences in the areas of most severe artifacts were seen for some plans, which were reduced by MAR in some cases but not all. In conclusion, MAR could be beneficial to use for proton treatment planning; however, case-by-case evaluations of the metal artifact-degraded images are always recommended.
INTRODUCTION
X-ray computed tomography (CT) is currently the standard imaging modality used for external radiotherapy (RT) treatment planning. Degradation of CT images due to metallic implants is a common problem and might severely degrade the accuracy of the RT treatment planning results. CT-number errors in the form of bright and dark streaking artifacts hamper the delineation of the target and organs at risk (OARs) and yield erroneous mapping of beam interaction properties with subsequent errors in the calculated dose.
In a standard treatment planning system (TPS), the CT numbers, expressed in Hounsfield units (HU), are mapped to stopping power ratios relative to water (SPR) of the traversed materials to be used in proton dose calculations. This mapping of CT numbers to SPR is calibrated during system commissioning for specific CT scanners. [1] [2] [3] If artifacts are present in the images, the CT numbers will map to erroneous SPR values, which might lead to unacceptable errors in the calculated proton ranges and dose distributions. Errors in the estimation of proton ranges affect both target coverage and sparing of OARs. Thus, metal artifacts must be handled with particular care in treatment planning with protons. 4 A common mitigation technique is to manually override artifact regions with the same CT number as adjacent tissues.
There are several commercial methods available for metal artifact reduction (MAR) in CT imaging. 5 These MAR algorithms are mainly based on the use of projection interpolation algorithms and/or iterative reconstruction methods. 4 MAR through the creation of virtual monoenergetic reconstructions is another proposed method, but this is only possible with dual-energy CT imaging. 6 Some of the commercial MAR algorithms have previously been evaluated for use in RT planning. [7] [8] [9] [10] [11] [12] However, studies comparing different MAR methods in RT treatment planning are lacking and very few studies include treatment planning with protons. Andersson et al. 8 evaluated the O-MAR algorithm from Philips for use in proton treatment planning by evaluating water equivalent thickness (WET) differences in hip prosthesis phantom images and concluded that the use of the algorithm led to increased range calculation accuracy with O-MAR. Axente et al. 9 evaluated the iMAR algorithm from Siemens for RT treatment planning with photons mainly, but also performed a limited evaluation of a proton beam plan for a phantom with metallic rods. It was concluded that the results indicated reduced proton range uncertainties using iMAR, but further studies were suggested in order to comprehensively evaluate the impact on proton dose calculation accuracy.
The aim of this study was to study the impact of metal artifacts in proton RT treatment planning and to evaluate two commercial MAR algorithms, O-MAR and iMAR, for the head and neck (H&N) area. CT images of an anthropomorphic phantom with removable metal implants were acquired and analyzed by calculating WET deviations along different directions in the images and by proton treatment planning evaluations. Dental implant patient images were evaluated by visual grading analysis and one patient case was used for a limited proton treatment planning comparison.
MATERIALS AND METHODS

2.A. Metal artifact reduction algorithms
A Philips Brilliance Big Bore CT scanner equipped with the algorithm O-MAR (metal artifact reduction for orthopedic implants) (Philips Healthcare, Best, Netherlands) and a Siemens SOMATOM Definition AS Open with the algorithm iMAR (iterative metal artifact reduction) (Siemens Healthcare, Forchheim, Germany) were evaluated for applicability in RT treatment planning with protons.
2.A.1. O-MAR algorithm
The O-MAR algorithm 13 is an iterative projection modification method optimized for imaging of orthopedic devices. From the original CT image, which is used as input into an iterative loop, a tissue-classified image is created by segmentation into tissue and nontissue pixels. After forward projection, a sinogram for tissue-classified voxels is subtracted from the original sinogram. A metal-only sinogram, obtained from assigning a voxel value of 1 for metal and 0 elsewhere in the image, is used as a mask to remove nonmetal data from the difference sinogram. By back-projection of this masked sinogram, a correction image is obtained and subtracted from the original input image. The resulting corrected image is then used as the input image in the process, which is iterated until convergence.
2.A.2. iMAR algorithm
The iMAR algorithm 14 is also based on an iterative correction process of an original, input image by sinogram interpolation. 14 The algorithm uses a normalization MAR (NMAR) method 15 and a frequency-split MAR (FSMAR) technique. 16 The original image is used to create a prior image by assigning a CT number of 0 HU to metal and soft tissue pixels and leaving the bone, air, and lung pixels unchanged. The sinogram of the original image is divided by the prior sinogram and linear interpolation between nearby projection data is then performed on this normalized sinogram. After interpolation, the sinogram is denormalized by multiplication of the prior sinogram. This corrected sinogram is forward projected to obtain the final NMAR images, which then are used as input to the FSMAR algorithm. The FSMAR-corrected image is obtained by the weighted sum of the high frequencies of the uncorrected image and the high and low Medical Physics, 45 (10), October 2018 frequencies of the corrected image. The resulting metal artifact-corrected image is used as the input for the iterative process, where the NMAR and FSMAR operations are repeatedly performed up to six times. The user can select which type of implant the algorithm is used for, including, dental fillings, spinal implants, hip implants, etc. Several model parameters, such as number of iterations, CT-number thresholds, and filter parameters, are then set differently depending on the choice of implant. 9 2.B. Phantom study
2.B.1. Phantom imaging
The CIRS model 731-HN (Computerized Imaging Reference Systems, Inc., Norfolk, VA) was used as head phantom. This phantom is specifically designed for proton therapy dosimetry and was reconfigured by the vendor for our purposes, to enable the use of removable metallic implants (Fig. 1 ). This customized version was used for scanning with and without six dental filling substitutes made of tungsten and a titanium neck implant. The scans with and without metallic objects were possible to perform without any repositioning of the phantom. Images of the phantoms acquired with the metal objects replaced by the corresponding surrounding phantom material (reconstructed without MAR) are hereafter referred to as reference images.
The head phantom was scanned using the CT protocols routinely used for clinical proton therapy treatment planning of the head and for which calibration curves have been established by stoichiometric calibration [1] [2] [3] (see Section 2.B.2). For the Philips CT, the acquisition parameters were 120 kVp, 515 reference mAs, 16 9 0.75 mm collimation, 0.563 pitch, 0.75 s rotation time, 500 mm field of view (FOV), 2 mm slice thickness, and a brain reconstruction kernel (UB). The corresponding settings for the Siemens CT were 120 kVp, 350 reference mAs, 64 9 0.6 mm collimation, 0.55 pitch, 1 s rotation time, 500 mm FOV, 2 mm slice thickness, and a brain reconstruction kernel (H31s). For the iMAR reconstructions, the dental filling and spine implant settings were selected, respectively.
2.B.2. CT calibration
Calibration curves for head protocols of each CT scanner were established by stoichiometric calibration. The scanners used were located at different hospitals and different calibration models were used. The one-parameter model of Martinez et al. 2 was used for the Philips CT and the two-parameter model of Schneider et al. 3 was used for the Siemens CT. In the evaluation, images are only compared to images from the same CT scanner and therefore differences in CT calibration methods do not have any impact of the results of the study. A CIRS 062M phantom (Computerized Imaging Reference Systems, Inc.) consisting of plastic water was for both scanners scanned with nine inserts of known mass density and chemical composition (representing lung inhale/exhale, adipose, breast, muscle, liver, and three different bone densities) for the calibration.
From the CT-measurements, a relationship between CT number and material composition was established through the fitting procedures in accordance to the models described in the above references. relative proton range errors due to energy dependence of SPR of less than 0.5% and concluded that the uncertainties could be minimized using 100 MeV. A global fit of the HU and SPR data for the set of specified tissues was performed to obtain the final Look-Up- 
where t w and t m are the thicknesses of water and the medium corresponding to an equivalent energy loss of the incident protons, q w and q m are the mass densities of water and the medium, and ðS=qÞ w and ðS=qÞ m are the mass stopping power values for water and the medium, respectively. Differences in WET along lines directed both along and across streaks were calculated for the uncorrected and the MAR vs the reference images (DWET = WET test À WET ref ). The analysis was performed for the slice located in the area where most severe artifacts were seen in the uncorrected image. Calculations were performed using MATLAB (Version 8.5, MathWorks, Natick, MA). The Philips and Siemens images were registered using the SPM software package (Version 12.0) and the same locations were used in the analysis.
2.B.4. Dosimetric evaluation
The phantom images were further evaluated by creating clinically realistic proton treatment plans, using the Varian Eclipse TPS. A radiation oncologist delineated typical targets for parotid cancer, tonsil cancer, tongue base cancer, and unilateral neck nodes in the phantom CT scans. Several OARs were also delineated, including the oral cavity, larynx, esophagus, parotid glands, pharynx, submandibular glands, spinal cord, and brain stem. Proton treatment plans were optimized on both uncorrected and MAR images and then recalculated on the reference images, i.e., CT scans without metal present, from the corresponding CT scanner as to mimic a clinical workflow using available CT images and comparing these to reference images with no artifacts.
To enable evaluation of the impact of the metal artifacts alone, beam directions not traversing any metal prior to the target were chosen. For some plans, the beams traversed metal objects after intersecting the target, which could potentially affect low-dose areas located in surrounding tissue. To be able to evaluate the effect of metal artifacts alone on the surrounding tissue as well, the metallic objects were delineated by thresholding in the metal scan and these areas were in the reference images overwritten with the corresponding CT number (i.e., the highest possible CT number, i.e., 3071 HU, since the scale became saturated).
The clinical proton therapy system (Ion Beam Applications, Belgium) delivers scanned proton beams from 60 MeV to 226 MeV. Multifield optimization (MFO) with constraints on the planning target volume (PTV) and standard normal tissue objective were used. The Eclipse proton pencil beam dose calculation algorithm (Version 13.7.15) with grid size 0.25 cm was used for all calculations. The clinical calibration curves (previously described in Section 2.B.2) for the head CT protocols for respective CT scanner were used.
The dose distributions from the optimization on uncorrected and MAR images were compared to the recalculated dose of the reference images. The DVH (dose-volume histogram) metrics D 98% , i.e., the percentage of the prescribed dose covering at least 98% of the PTV, and D 2% , i.e., the near maximum dose of the PTV, were compared. Doses to OARs were analyzed by comparing D 2% to the spinal cord and the brain stem, and by comparing mean doses for the rest of the OARs.
Comparisons of dose distributions were also done by three-dimensional gamma analysis (c < 1, 1% distance-toagreement/1 mm difference) using a local difference setting and a cutoff dose of 10% of the prescribed dose. In addition, a "worst slices" c analysis was performed for three slices (i.e., volume of 6 mm height) located in the area where the most severe artifacts were seen in the uncorrected images. The dose distributions differences between the plans were considered clinically acceptable if the passing rate was over 95% of the voxels. This rather strict level of acceptance was chosen because the only parameter affecting the dose distributions in the investigation is the artifacts, and therefore a lower passing rate only due to these deviations would not be acceptable. The c analysis was conducted using the Medical Interactive Creative Environment (MICE) toolkit, version 0.4.0.94 (Department of Radiation Sciences, Ume a University, Ume a, Sweden).
2.C. Patient study
2.C.1. Visual grading evaluation
Visual grading evaluation of metal artifact-degraded patient CT images of the head was performed to evaluate image quality in terms of visualization of anatomical structures that are important for delineation of targets and OARs in RT planning. The regional research ethics board approved the study protocol and waived the informed consent requirement. The 15 most recently acquired patient cases degraded by metal artifacts were collected from each CT scanner. All patients with visible artifacts from dental implants were included, regardless of treatment site.
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For the Siemens CT scanners, the previously described protocol used for the head phantom imaging was used for acquiring the patient images. For the Philips CT patient images, some parameter settings differed compared to the phantom scanning: 250 reference mAs, 0.688 pitch, 585 mm FOV and a sharp reconstruction kernel (C) were used.
Three radiation oncologists independently graded the image quality of the axial MAR CT images as much worse (À2), worse (À1), equal (0), better (1), or much better (2) compared to the corresponding uncorrected images. The image quality was graded based on the following three criteria: (1) reproduction of the oral cavity, (2) visibility of the masseter muscle, and (3) contrast of soft tissues anterior to the masseter muscle. The images were presented in random order. It was known to the raters whether the image was reconstructed with or without MAR, but not from which CT scanner the image set came.
To determine if the image quality was statistically different compared to the uncorrected image quality, generalized regression analysis was used for the ordered outcomes. 20 Because the data overall were skewed in this evaluation, the ordinal probit regression (OPR) model was used. 21 Coefficients of the probability unit were estimated from the OPR model, by adjusting for patient, image quality criterion and radiologist. For the O-MAR data, because there was no negative score for these images, the sandwich estimator of variance was used in the OPR analysis to avoid abnormally large variance. 22 A positive coefficient indicates that a MAR image has a greater probability of receiving a higher image quality score than an uncorrected image, and a negative coefficient means that a MAR image has a lower probability of receiving a higher score than an uncorrected image. Scores for each criterion were included and every criterion was considered to be of equal importance in the analysis. Considering that there were two CT scanners tested, adjusted P-values were calculated for post hoc comparison using Bonferroni correction. A P-value of <0.05 was considered statistically significant. IBM SPSS Statistics for Windows, version 22 (IBM Corp., Armonk, NY, USA) was used to perform the statistical analysis.
2.C.2. Dosimetric evaluation of a patient case
Metal artifact-degraded CT images of an H&N patient with dental implants and a neck node metastasis target were used for proton treatment planning evaluation. Image data of the patient were available from both the Philips and Siemens CT scanners because the Philips CT data are used for treatment planning and the Siemens CT data are used for verification according to clinical routines at the study clinic. The two image sets were registered in the TPS, and the target and OARs were delineated on the Philips images and then copied onto the Siemens images. Retrospectively, new plans were optimized on the uncorrected images from both vendors using the same target and plan settings. The plans were recalculated on MAR images, and the D 98% and D 2% values were compared. The D 98% and D 2% of the CTV was used in this case because the plan was created based on robust optimization for the CTV and the spinal cord (equal priority). Doses to several OARs were also compared, including oral cavity, mandible, larynx, parotid glands, pharynx, submandibular glands, pharynx, submandibular glands, spinal cord, and brain stem.
The dose distribution based on the uncorrected image set was also compared to the recalculations on MAR-corrected images by three-dimensional gamma analysis (c < 1, 1% distance-to-agreement/1 mm difference in local dose) using a local difference setting and a cutoff dose of 10% of the prescribed dose. In the same way as for the phantom plans, a "worst slices" c analysis was performed for three slices located in the area where the most severe artifacts were present and the dose distributions differences between the plans were considered to be acceptable if the passing rate was over 95% of the voxels.
The same proton therapy system and TPS as previously described in Section 2.B.3 were used. The plan uncertainty parameters in the TPS were set to 3 mm isocenter shift in all three directions and 3.5% range uncertainty.
RESULTS
3.A. Phantom study
3.A.1. WET calculations
The SPR difference maps are shown for the dental filling phantom images in Fig. 2 and for the neck implant images in Fig. 3 . In Figs. 4 and 5, the WET deviations along several lines are shown for the dental filling phantom images and the neck implant images, respectively.
For the dental filling images, both O-MAR and iMAR reduced some streaks, but residual artifacts remained and new artifacts were also introduced in the images. The WET calculations showed that for the dental filling images, the use of the MAR algorithms improved the WET values for the line directed along a low-density streak (Line 1 in Fig. 4) . In this case, DWET in the end of the chosen path was reduced from À17.0 to À4.3 mm using O-MAR, and from À16.1 to À2.3 mm using iMAR.
For other line directions, the use of MAR instead increased the WET deviations in the dental filling phantom images. For the line directed across artifacts located close to the dental fillings (Line 4 in Fig. 4) , DWET in the end of the path was increased from À0.1 to 3.2 mm when O-MAR was used, and from À0.5 to 2.9 mm when iMAR was used. For the line that passed through the severe artifacts created in the central part of the simulated oral cavity (Line 2 in Fig. 4) , DWET was 9.5 mm for both Philips and Siemens and the deviations were approximately unchanged when MAR was used. These results suggest that the MAR algorithms might not improve the accuracy in the immediate proximity of the studied implants.
The use of the O-MAR algorithm on the neck implant images reduced the low-density streak originating in line with the implant screw, but it also resulted in an even larger artifact area surrounding the screw. It can also be seen from the images that O-MAR decreased the SPR value of the part of the vertebra closest to the screw. With the iMAR algorithm, the artifacts were generally decreased, but some errors in SPR values were still present in the close vicinity of the screw.
The WET calculations for the neck implant images showed reduced WET deviations when the MAR algorithms were applied. The largest WET deviations were seen for the line directed along a low-density streak in line with the screw (Line 1 in Fig. 5 ). In this case, DWET in the end of the path was decreased from À4.6 to À2.3 mm with O-MAR and from À6.7 to À1.5 mm with iMAR.
3.A.2. Dosimetric evaluation
The dose distributions for the optimization on the metal images and for the recalculations on the reference images are shown in Figs. 6-7 . The plans for each target are only shown for one vendor. The complete result of the dose distribution comparisons is given in Table I , where the D 98% and D 2% for all plans are shown for both vendors, together with the result of the c analysis.
The result showed small differences in DVH metrics between the dose distributions of the plans optimized on the metal images and the recalculations of dose on the reference images; maximally 0.2% for D 98% and 0.3% for D 2% . When c analysis was conducted for the whole volume, the passing rate was over 98% for all plans. For the "worst slices" c analysis, the lowest passing rate was 90.9% for the Philips O-MAR plans (tonsil target) and 89.3% for Siemens iMAR plans (tongue base target). In some cases, the use of MAR moderately improved the c analysis results, but in other cases MAR decreased the passing rate.
The evaluation of mean doses to OARs (D 2% in the case of spinal cord and brain stem) showed that for all considered organs, the dose deviation between the metal plans and the corresponding reference plans was less than 1% of the prescribed dose to the targets.
3.B. Patient study
3.B.1. Visual grading evaluation
The distribution of the scores from the visual grading evaluation is shown in Fig. 8 . Every MAR image was scored to be of equal or better image quality compared to the uncorrected image for all criteria, with the exception of a single image series for which one oncologist graded the iMAR reconstruction as worse based on criterion 3. The ordinal probit regression analysis showed that there is higher probability that a MAR image would receive a higher image quality score than the corresponding uncorrected image, for both iMAR (P < 0.001) and O-MAR (P < 0.001). Figure 9 shows the uncorrected and MAR images of the dental implant patient case, together with the corresponding proton dose distributions, and Table I shows the D 98% and D 2% values and the result of the c analysis. From the images, it could clearly be seen that the MAR algorithms visually reduced the artifacts from the dental implants. The c analysis showed passing rates of approximately 97% when the whole volume was analyzed. For the "worst slices" analysis, the passing rate was 94.4% for the comparison of the Philips images and 93.5% for Siemens. Further on, the D 98% and D 2% values were almost identical. Differences in mean doses to OARs (D 2% for spinal cord and brain stem) were less than 1% of the prescribed dose to the target.
3.B.2. Dosimetric evaluation of a patient case
DISCUSSION
Studies evaluating MAR methods for use in proton treatment planning are lacking in the literature. Because the effect of metal artifacts could potentially be large for proton plans as compared to photons, it is of particular interest to evaluate MAR for proton treatment planning. Effective MAR methods could eliminate the time-consuming and subjective process of manually over-riding the CT numbers in metal artifact regions. Increased margins are also often used for targets in artifact-degraded areas, but this will result in a larger volume of normal tissue being irradiated.
Previous studies have shown that the O-MAR algorithm improves CT-number accuracy and visualization of target and OARs, but that the algorithm does not have a significant impact on photon dose distributions. 7, 11, 12 Kwon et al. 11 concluded that O-MAR improved CT-number accuracy for H&N imaging, but that the dosimetric differences for closed-mouth patients treated with photon volumetric arc therapy were insignificant. Hansen et al. 12 also concluded insignificant photon dose differences with O-MAR for the majority of the H&N patients studied, with exception for a few cases where considerable differences were seen.
Axente et al. 9 showed that the iMAR algorithm improves CT-number accuracy and offers better conspicuity of anatomy, but moderately affects photon dosimetry. They also performed some dose calculations for double scattering proton beams based on imaging of a phantom with two metallic rods. From this evaluation, they concluded that proton dose calculations were affected more than photons, as expected, but pointed out that the data were limited and that further studies were needed. Our results show that the metal artifacts were reduced in some image areas using the tested MAR algorithms, but that residual artifacts remained in most cases and that the algorithms also introduced new artifacts, which agree with previous results. 9 In Table II , a summary of the results of the study is shown.
For the dental filling phantom images analyzed in this study, the use of MAR algorithms was shown to reduce severe WET deviations for a line directed along a low-density streak, but residual deviations of À4.3 mm with O-MAR and À2.3 mm with iMAR still remained. However, for some other line directions ΔWET in the end of the paths was increased by using the MAR algorithms. Consistent results where MAR solely leads to improvements, or deteriorations, were thus not found. For the neck implant images, the WET deviations were generally reduced using MAR; however, residual differences were still found (of maximally À2.3 mm with O-MAR and À1.5 mm with iMAR).
The WET concept has previously been used by Andersson et al. 8 to quantify calculated proton beam penetration for hip prosthesis phantom images. In that study, it was shown that large WET deviations up to 2.0 cm could be reduced to 0.4 cm when using O-MAR. The maximal WET deviations were obtained for the case of bilateral hip prostheses, for a path directed through the dark zone created between the two implants. The finding of residual WET deviations of several millimeters with O-MAR correlates with the results of the current study. Even though the WET calculations showed considerable deviations for both uncorrected and MAR-corrected images, the treatment planning evaluation showed that both the uncorrected and the MAR plans were overall considered to be acceptable when compared to the reference plans (c analysis passing rate >98% of the voxels when whole calculation volume considered). In the treatment plans, two or three beam directions were used for plans with clinically relevant target volumes, which averaged out some of the differences. However, in some cases substantial dose differences were seen locally, in regions where the most severe artifacts were present ("worst slices" c analysis showed passing rates down to 90.9% for Philips images and 89.0% for Siemens).
The results showed differences in D 98% of maximally 0.2% and in D 2% of maximally 0.3% between the uncorrected/MAR-corrected plans and the corresponding reference cases. The differences in mean doses to OARs (D 2% for spinal cord and brain stem) were also found to be small (less than 1% of the prescribed dose). The c analysis showed that for some plans the MAR algorithms increased the c analysis passing rates, but not in all cases. The use of O-MAR lead to increased passing rates in half of the cases (of 0.3-1.8%) and decreased passing rates for the rest (by up to 3.4%). The use of iMAR resulted in increased passing rates for most cases (of 0.1-3.9%), except from the "worst slices" c analysis of the tonsil target (decrease of 2.8%).
One limitation of this study is that only one case of dental filling configuration was evaluated. In the study by Hansen et al. 12 , it was pointed out that the effect of O-MAR on photon dose calculation accuracy varied largely between patients due to different amount of metallic implants. In the current study, phantoms were designed to simulate common clinical cases. For the dental filling case, the presence of more than the used six implants would obviously result in more severe artifacts and the impact on dose calculation accuracy could be larger. Further studies evaluating other types of dental implant situations would therefore be of interest, as well as evaluating more target locations. Moreover, different approaches for creating proton plans should also be studied, such as investigating metal artifacts effects using robust optimization treatment planning, 23 in which uncertainties related to patient setup and CT calibration is taken into account in the optimization process. In this study, the treatment plans were optimized on the metal artifact-degraded images and the • Artifacts reduced in some areas, but also residual and new streaks
• DWET decreased along low-density streak (from À17.0 to À4.3 mm)
• DWET unchanged or increased (from À0.1 to 3.2 mm)
for other directions
• Uncorrected and O-MAR plans showed overall acceptable dose differences compared to the reference cases, but local dose differences were seen (worst slices c analysis passing rate minimally 90.9% with O-MAR)
• Impact of O-MAR on treatment plans is case-specific (increased c passing rates for half of the cases)
• Artifacts reduced in some areas, but also residual and new streaks
• DWET decreased along low-density streak (from À16.1 to
À2.3 mm)
• DWET unchanged or increased (from À0.5 to 2.9 mm) for other directions
• Uncorrected and iMAR plans showed overall acceptable dose differences compared to the reference cases, but local dose differences were seen (worst slices c analysis passing rate minimally 89.3% with iMAR)
• Impact of iMAR on treatment plans is case-specific (increased c passing rates for all cases except one)
Neck implant phantom images
• Some artifacts reduced, but increased DSPR in other areas
• DWET generally reduced, but residual deviations (maximally À2.3 mm)
• Uncorrected and O-MAR plans showed overall acceptable dose differences compared to the reference cases, but local dose differences were seen (worst slices c analysis passing rate 91.3% with O-MAR)
• O-MAR slightly reduced c passing rates
• Artifacts generally decreased, but some residual DSPR close to the screw
• DWET generally reduced, but residual deviations (maximally À1.5 mm)
• Uncorrected and iMAR plans showed overall acceptable dose differences compared to the reference cases, but local dose differences were seen (worst slices c analysis passing rate 99.4% with iMAR)
• iMAR increased c passing rates
Dental implant patient images
• O-MAR significantly improved visualization of anatomical structures
• Comparison of uncorrected and O-MAR plans showed overall small dose differences for the patient case studied (c passing rate 97.4%), but some local differences were seen (worst slices c analysis passing rate 94.4%)
• iMAR significantly improved visualization of anatomical structures
• Comparison of uncorrected and iMAR plans showed overall small dose differences for the patient case studied (c passing rate 96.9%), but some local differences were seen (worst slices c analysis passing rate 93.5%)
dose distribution was then recalculated on the reference images, to simulate a normal clinical work flow. An alternative approach could have been to optimize the plan based on the reference images and then recalculate on the metal scans. Evaluating the impact of metal artifact on image quality offers a way to obtain "ground truth" images, i.e., without metal artifacts. Realistic anthropomorphic phantoms were used in this study, which makes it more reliable to generalize the results to corresponding real clinical cases. The evaluation of the H&N patient images with dental implants showed no substantial dose distribution differences for recalculation of dose on MAR images, which correlates with that overall moderate dose distribution differences were seen for the phantom plans. A limitation of the study is that only one patient case was used as basis for proton treatment planning and evaluations of a larger amount of patient data, and for different implants, would be of interest to firmly test these findings.
The visual grading evaluation showed that the MAR algorithms improve image quality, which agrees with previous studies. 9, 12 Only one iMAR image series was scored by one oncologist for one criterion to be of worse image quality compared to the uncorrected series. This worsening of image quality was motivated by the introduction of new artifacts, a finding that has previously been reported on. 5, 24 Even though the MAR algorithms overall are concluded to effectively improve the image quality, it is recommended to always reconstruct uncorrected CT images for comparison due to the potential risk for the introduction of additional artifacts.
CONCLUSIONS
Visual grading analysis of patient images with dental implants showed that the tested MAR algorithms improved visualization of anatomical structures important for delineation of the target and OARs. By WET calculations in head phantom metal artifact-degraded images, it was shown that both uncorrected and MAR-corrected contained artifacts which potentially could lead to unacceptable errors in proton treatment planning. The MAR algorithms reduced metal artifacts in some areas of dental filling phantom images, but with residual deviations remaining, while along other directions the WET deviations were even increased. For the neck implant phantom images evaluated, the WET values were generally improved, but also in this case residual differences were found. Proton treatment plans created based on the phantom images (using beams not traversing metal prior to the target) showed that the plans created on the metal artifact-degraded images overall showed acceptable dose distribution differences compared to the corresponding reference plans, with or without the use of MAR. However, substantial local dose distribution differences were seen in the regions of most severe artifacts. The use of MAR algorithms slightly reduced these dose differences in some situations, but not for all cases. In conclusion, MAR algorithms could be beneficial to use in proton treatment planning of the H&N area, but should be used with caution. Case-by-case evaluations are always recommended.
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