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Introduction
The application of high technology to the engineering system has significantly improved the performance of modern systems and at the same time greatly increased the complexity of the systems structure. Manufacture cost of these systems is too high. Once these systems fail, it will cause a great loss. Therefore, it will be extremely important to establish a fault diagnosis model based on their unique fault characteristics and develop a dynamic diagnosis strategy which can locate the fault component quickly and reduce the maintenance cost when these systems break down. Usually, fault diagnosis requires a large amount of historical fault data. However, in engineering practice, application of redundant technologies have improved the reliability of these systems, which raises some challenges in fault diagnosis. For one thing, the behaviours of components in these systems, such as failure priority, functional dependent failures, and sequentially dependent failures should be taken into account. For another, high reliability makes it extremely difficult to obtain complete fault data because these systems may still be in the early life cycle, which results in the epistemic uncertainty. Aiming at these challenges, many researchers have put forward a large number of efficient fault diagnosis methods over the last few decades. Johnson presented a sequential diagnostic method based on heuristic information search [10] , which constructed a sequential test procedure to locate the failure using information theory. However, the diagnostic result was not satisfied. A novel diagnosis strategy for multi-value attribute system was proposed based on rollout algorithm, and it obtained an optimal diagnostic sequence [9] . Based on these researches, Tian et al. proposed a fault diagnostic strategy of mul-sciENcE aNd tEchNology tivalued attribute system based on growing algorithm, which chose failure states and found an appropriate test set for these states [21] . This growing algorithm could avoid the backtracking approach of traditional algorithms and obtained good diagnostic results with a high efficiency. A real-time fault diagnosis approach was presented based on reliability analysis and Bayesian networks (BN) [6] . BN was used to calculate the system reliability, and the real-time system reliability was monitored and compared with the previous values. If the deviations exceeded the preset threshold, a heuristic algorithm was used to locate the failed component which had the greatest changes between the prior probability and posterior probability. In the literature [3] , a real-time fault diagnosis method for complex systems using object-oriented BN was proposed. It included an off-line BN construction phase and an on-line fault diagnosis phase. Nevertheless, these methods constructed the BN model based on the parameter learning algorithm, which needed a large amount of fault data and could not handle epistemic uncertainty. Chiremsel et al. proposed a probabilistic fault diagnosis method of safety instrumentation system using the fault tree and BN [4] . A static fault tree was used to construct the fault model of safety instrument system and was mapped into BN to calculate the importance measure which was used to design the diagnosis algorithm. Nevertheless, this method is unable to model the dynamic fault behaviours and deal with epistemic uncertainty.
For dynamic fault characteristics, Dugan introduced a DFT to model the dynamic fault behaviours and used diagnostic importance factor (DIF) to determine the diagnostic sequence [1] [2] . However, this method calculated DIF based on Markov chains which had a state space explosion problem and determined the diagnosis sequence only by components' DIF which is a single attribute decision making problem, thereby influencing the diagnosis efficiency. Besides, it assumed that the failure rates of the components are expressed in defined values describing their reliability characteristics and failed to cope with the epistemic uncertainty. Although some researchers put forward interval analysis [24] , the possibility theory [19, 22] , imprecise probability [12] , fuzzy set theory [5, 11] and evidence theory [25] , these theories were only used for the reliability analysis and risk assessment and were not further applied to the fault diagnosis. Therefore, Duan et al. presented a novel fault diagnosis method based on fuzzy set and DFT analysis [8] . The fuzzy information obtained by fuzzy set theory and domain expert was transformed into quantitative information to obtain the fuzzy failure rates of components. Discrete time Bayesian Networks was used to calculate some reliability results, and an efficient diagnosis algorithm was developed based on qualitative structural information and quantitative parameters. However, it is usually difficult to determine the corresponding membership function of each language value, and this diagnosis algorithm was also a single attribute decision making problem. To overcome these limitations, multiple attributes decision-making was used in [7, 20] . However, these methods usually used the attributes with defined values and could not make decisions under uncertainty. Besides, the proposed methods dealt with the decision problems regarding one particular type of values. It was more reasonable to express the different attributes in their appropriate data types. Only a few work took into consideration the heterogeneous information [13, 23] . However, there was litter work connected with the diagnostic strategy for complex systems. Furthermore, diagnostic algorithms failed to update the diagnostic decision table according to the previous diagnosis result.
Motivated by the problems mentioned above, this paper proposes a dynamic diagnostic strategy based on reliability analysis and distance-based VIKOR, a multi-criteria decision analysis method, with heterogeneous information considering epistemic uncertainty shown in Fig. 1 . A DFT is used to establish the system fault model to describe the dynamic fault characteristics. Interval numbers are used to describe the failure rate of components to deal with epistemic uncertainty. Furthermore, a DFT is converted into a DEN to obtain the reliability parameters such as DIF and risk achievement worth (RAW). In addition, DIF, RAW, test cost and previous diagnosis result are taken into account comprehensively to obtain the optimal diagnostic ranking order using a distance-based VIKOR with heterogeneous information. Finally, a train-ground wireless communication system is given to demonstrate the efficiency of this proposed method.
The remainder of this article is organized as follows. Section 2 presents the DFT model construction and quantitative analysis of DFT based on DEN. A novel dynamic diagnostic strategy based on reliability analysis and distance-based VIKOR with heterogeneous information considering the epistemic uncertainty is given in Section 3. Section 4 is devoted to a simple illustration example of the proposed approach. Some conclusions are given in the final section.
DFT analysis

Model Construction of DFT
Fault tree is a deductive method to decide the potential causes that may cause the occurrence of a predefined undesired event, generally denoted as the top event. DFT extends a static fault tree to describe the dynamic failure behaviours such as priorities of failure events, spares, and sequence-dependent events. Dynamic gates in DFT include the priority AND gate, the functional dependency gate (FDEP), the sequence enforcing gate, the cold, hot, and warm spare gates. The model construction of the fault tree usually requires an in depth knowledge of the system and its components. It includes the construction of a network topology and the failure rates estimation of components. The former can resort to fault mode and effect analysis and the latter needs to obtain lots of fault data, which is almost impossible to estimate precisely the failure rates of the basic events in the practical engineering application. In this paper, interval numbers are used to describe the failure rates of the basic events based on the expert elicitation and some data sheet at the design stage.
Quantitative analysis of DFT based on DEN
Traditional DFT assumes that the failure rates of the components are expressed in defined values is inadequate to deal with epistemic uncertainty. To this end, the failure rates of the basic events in DFT are considered as interval numbers in this paper and a new DFT solution is proposed to calculate the reliability results by mapping a DFT into a DEN. In evidence theory,
is the knowledge framework of the component i and the focal elements are defined by:
where {W i } and {F i } denote the working state and failure state respectively. The state of {W i , F i } corresponds to the epistemic uncertainty. Belief measure (Bel) defines the lower bound of the probabilities that the focal element exists, and plausibility measure (Pl) defines the upper bound of the probabilities that the focal element exists. The basic belief assignment on the system state expresses an epistemic uncertainty, where Bel and Pl measures are not equal and bound the system reliability. Therefore, the basic probability assignment (BPA) of component i can be computed as:
If a component i follows the exponential distribution with the interval failure rate [ , ] λλ, the interval failure probability of the component at a mission time T can be calculated as follows:
where ( ) Presumably, the upper and lower bounds of the component's failure probability is equivalent to the BPA of component i in the DEN:
Mapping a static logic gate into an DEN
Static logic gates mainly include three gates, AND gate, OR gate and voting gate. This section takes an OR gate as an example and provides the schemes to map an OR gate into a DEN. When any of the input components X i (i=1,…, n) of an OR gate fails, the output of the gate fails too. Fig. 2 shows an OR gate and the equivalent DEN. Table 1 gives the conditional probabilities of node A (T+ΔT) in the DEN. Equation (5) gives the conditional probabilities of output node E (T+ΔT). A more detailed description of this work can be found in [16] .
Mapping a dynamic logic gate into a DEN
Some dynamic logic gates are introduced to model the functional and sequential in the DFT. These logic gates include priority AND gate, the sequence enforcing gate, FDEP and spare gates. An FDEP gate will be used to describe how the dynamic logic gates are mapped into DEN. An FDEP gate includes a trigger event and some dependent basic events. The trigger event can be a basic event or an output of another gate in the DFT. The occurrence of a trigger event will force all basic events to occur, which means all basic events functionally depend upon the trigger event. Fig. 3 shows an FDEP gate and the equivalent DEN. Table 2 and Table 3 show the conditional probabilities of the node A(T+ΔT) and E(T+ΔT) respectively.
Table 1. The conditional probabilities of node A (T+ΔT)
A(T)
A(T+ΔT) sciENcE aNd tEchNology
Calculating reliability results
(1) DIF DIF is usually defined as the probability that a basic event has occurred given that the top event has also occurred [2] . The DIF of a component i is given by:
where i is a component in the system S; (| ) Pi S is the probability that the basic event i has occurred given the top event has occurred.
(2) RAW RAW, one of the most widely used importance measures, is defined as the ratio of the system unreliability if a component has failed over the system unreliability [17] . Traditionally, the definition of RAW does not take the uncertainties into account. An extension of RAW is introduced which allows us to deal with epistemic uncertainty. The interval RAW of a component i can be defined as follows under uncertainties. Pl F = = respectively denote the belief and plausibility measures that the system is in a failed state given that the component i has failed.
Dynamic diagnosis algorithm based on heterogeneous information
Multi-attribute decision-making problem description in the fault diagnosis
If a fault tree has m root nodes, each root node represents a diagnostic scheme. All diagnostic schemes can be expressed in root node set { , , , } m X X X X =  and each root node has n attributes to evaluate the performance. Evaluation attributes are expressed in attribute set . As for the complexity of decision problem in fault diagnosis and uncertainty, the evaluations for each attribute may be described in different types of values. For example, for precise information, defined value is used; otherwise, due to the epistemic uncertainty, some parameters can be evaluated by some experts. In this situation, the interval number, fuzzy number and linguistic term are more reasonable. be two interval numbers, the distance between A and B is defined as in 1-norm concept:
The larger the distance d (A,B) , the greater the degree of separation will be. In particular, when d(A,B) is 0, it means that A and B are equal.
Triangular fuzzy numbers
A triangular fuzzy number is usually given in the form A=(a,b,c), where b is the median value, a is the left distribution of the confidence interval and c is the right distribution of the confidence interval of the fuzzy number A. The membership function of A which associated with a real number in the interval [0, 1] can be defined as: = be two triangular fuzzy numbers, the distance between them is defined as in 1-norm concept:
Similarly, the larger the distance d (A,B) , the greater the degree of separation will be. In particular, if d(A,B) is 0, it means that A and B are equal.
VIKOR algorithm based on generalized distance aggregation function
Generalized distance aggregation function
In the decision making situations where the evaluation values are represented by more than two values types, it is necessary to deal with the heterogeneous information to make full use of this information as much as possible. The base for VIKOR approach is an aggregation function which measures the distance for multi-attributes to compromise ranking. Due to the different types of values for each attribute, a generalized distance aggregation function, G-L P [15, 23] , is used and is defined as follows: L ∞ (represented as S i ) is interpreted as a rule to satisfy minimum individual regret [23] . S i and R i are used to compromise ranking in group decision and they are calculated by the following equations:
The generalized distance aggregation function is used to eliminate the units of different attribute functions. Because d(x, y) is precise real number belonging to the interval [0,1], VIKOR algorithm with heterogeneous information is similar to the idea of traditional VIKOR. 
Determine the best value
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Calculate the weights of attributes based on the Entropy concept
There are several attributes in the multi-attribute decision making, and their weights may be unknown. Subjective evaluation method and objective evaluation method can be used to determine the weights of attributes. However, the former usually uses the subjective judgment of the decision maker to determine the weights of attributes and it has subjectivity and arbitrariness to a certain degree. Objective evaluation method uses some algorithms to calculate the weights of attributes according to the attributes information and it is more scientific. Entropy weight method [14] is widely used to determine the weights in practical engineering. Shannon Entropy is a measure of information uncertainty based on probability theory. It is very suitable for measuring the relative contrast intensities of attributes to represent the average intrinsic information transmitted to the decision makers. The smaller the entropy value of evaluation attribute v j is, the more the value of this attribute plays in the decision. That is to say, its weight is larger. The steps for determining the weights of attributes based on the entropy weight method are as follows:
Step 1: Normalize the normalized decision matrix and calculate the weighted proportion of the i th alternative on the j th attribute using the following equation. Step 2: Calculate the entropy H j value of the j th attribute as follows:
where 1 / ln ( 0,0 1)
Step 3: Calculate the value of α j defined as follows:
where α j is the divergence degree of the intrinsic information of the j th attribute. The greater the value of α j , the more important the attribute is in the decision making process.
Step 4: Calculate the weights of attributes using the following equation: 
Calculate the values i S , i R and i Q
A generalized distance aggregation function is used to obtain the optimal ranking in the decision making according to VIKOR algorithm. The optimal ranking should satisfy the maximum group utility and satisfy the minimum individual regret. i S , i R and i Q are defined as follows. is introduced as the weight for the strategy of maximum group utility, whereas 1-v is the weight of the individual regret. If v>0.5, it means that a decision making is based on the conditions agreed by the vast majority of policy makers. If v<0.5, the decision making is based on the circumstances refused by the vast majority of policy makers. Usually, v can take any value from 0 to 1 and the value of v is set to 0.5 in the paper. Finally, we can obtain the optimal diagnosis ranking by the value Q i in ascending order.
Updating the decision matrix using the previous diagnosis result
The component with a smaller Q i value should be diagnosed first. This assures a reduced number of system checks while bringing the system back to life. Nevertheless, this approach fails to update the reliability parameters in order to optimize the diagnosis process using the previous diagnosis result. That is to say, DIF and RAW are not updated by the previous diagnosis result, thereby having a significant effect on the diagnosis efficiency. When the component diagnosed at the present time works we should feed this evidence information to a DEN and obtain the updating DIF and RAW. In addition, the decision matrix should be updated too and the corresponding value of Q i can be calculated to determine the next optimal ranking. And so on, the final optimal diagnostic ranking can be obtained.
A case study
Train-ground wireless communication system, a vital subsystem of urban rail transit, is responsible for data transmission between vehicle equipment and ground equipment. To ensure safe operation, application of high technologies has been used to improve its reliability greatly. Once train-ground wireless communication system breaks down, it may decrease the operation performance and even causes a great loss. Therefore, an efficient diagnosis strategy should be taken to bring it back to life as soon as possible when it fails. Fig.4 shows the DFT model of a train-ground wireless communication system. It is assumed that all components have the exponential distribution and failure rates of components expressed in interval values are shown in Table 4 .
The DFT is mapped into a corresponding DEN for quantitative analysis using the method mentioned above. Assuming the task time T =1000 h, the probability of system failure can be obtained using the inference algorithm, and it is [0.08293, 0.10714]. In addition, the DIF and RAW of all components can be calculated shown in Table 5 and sciENcE aNd tEchNology Table 6 respectively. DIF enables us to discriminate between components by their importance from a diagnostic point of view. RAW is defined as the ratio of the system unreliability if a component has failed over the system unreliability and it plays an important role in the diagnostic sequence. Furthermore, test cost of the components has a significant impact on diagnostic strategy. However, test cost of all components is usually very difficult to express as defined values because of uncertainties. So the linguistic assessments are used for generating criteria and alternative ratings, which are transformed into triangular fuzzy numbers to describe test cost of all components. Table 7 and Table 8 show the linguistic assessment of the test cost and alternative ratings of all components. DIF, RAW and test cost are used to build a decision matrix. The former two, expressed in interval numbers, belong to the benefit attributes. The latter belongs to the cost attribute, which is expressed in a triangular fuzzy number. Table 9 and table 10 show the deci- 
X1≻X3≻X12(X13)≻X14(X15)≻X10(X11)≻X6(X7)≻X4(X5)≻X8(X9)
So we can draw a conclusion that the next component diagnosed is X1. If X1 fails, then diagnosis is over. Otherwise, we input this evidence information to the DEN and update the decision matrix again. These steps are repeated several times, and the final optimal diagnostic ranking can be obtained as follows.
X2≻X1≻X3>X12(X13)≻X10(X11)≻X4(X5)≻X14(X15)≻X6(X7)≻X8(X9)
Obviously, the diagnostic strategy which takes the previous diagnosis result into account is more reasonable and efficient because it can update the decision matrix dynamically. To avoid subjectivity and arbitrariness, the proposed method determines the weights of attributes based on the Entropy concept. Besides, the optimal ranking is obtained directly based on the original heterogeneous information without a transformation process using a generalized distance-based function, which can improve diagnosis efficiency and reduce information loss.
Conclusion
In this paper, a novel dynamic diagnostic strategy for complex systems is proposed based on reliability analysis and distance-based VIKOR with heterogeneous information, which aims to deal with two important issues that arise in engineering applications, such as failure dependency and epistemic uncertainty. For the challenge of the failure dependency, a DFT is used to describe the dynamic fault behaviours. For the challenge of the epistemic uncertainty, the failure rates of components in complex systems are expressed in interval numbers. Furthermore, DFT is converted into a DEN to calculate some reliability results and these parameters together with test cost constitute a decision matrix. In addition, a dynamic diagnostic strategy is developed based on an improved VIKOR algorithm and the previous diagnosis result. This diagnosis algorithm determines the weights of attributes based on the Entropy concept to avoid experts' subjectivity and obtains the optimal ranking directly on the original heterogeneous information without a transformation process, which can improve diagnosis efficiency and reduce information loss. Finally, a train-ground wireless communication system is given to demonstrate the efficiency of the proposed method. This method takes full advantages of DFT for modelling, DEN for the uncertainty inference and VIKOR for dynamic decision making, which is especially suitable to diagnose complex systems.
