After the first release of Hipparcos data, Feast & Catchpole gave a new value for the zeropoint of the visual Cepheid period±luminosity relation, based on trigonometric parallaxes. Because of the large uncertainties on these parallaxes, the way in which individual measurements are weighted is of crucial importance. We therefore conclude that the choice of the best weighting system can be aided by a Monte Carlo simulation. On the basis of such a simulation, it is shown that (i) a cut-off in p or in s p /p introduces a strong bias; (ii) the zero-point is more stable when only the brightest Cepheids are used; and (iii) the Feast & Catchpole weighting gives the best zero-point and the lowest dispersion. After correction, the adopted visual period±luminosity relation is kM V l 22X77 log P 2 1X44^0X05X Moreover, we extend this study to the photometric I band (Cousins) and obtain kM I l 23X05 log P 2 1X81^0X09X
1 from which the absolute magnitude kM V l can be determined just from the measurement of the period, provided that the slope d and the zero-point r are known.
The slope of the PL relation is very well-established from ground-based observations in the Large Magellanic Cloud (LMC), because the population incompleteness bias pointed out for more distant galaxies (Lanoix, Paturel & Garnier 1999a ) seems negligible in the LMC. The slope of the PL relation is easier to obtain from an external galaxy because, all Cepheids being at the same distance, it can be determined by using apparent magnitudes instead of absolute magnitudes. A reasonable value for the photometric V band is d 22X77^0X08 (see, for instance, Caldwell & Laney 1991 , Madore & Freedman 1991 , Tanvir 1997 and Gieren, Fouque Â & Go Âmez 1998 . In the present study we will adopt this value and will discuss further the effect of a change in it.
The establishment of the zero-point still remains a major goal. Today, thanks to the Hipparcos satellite, 1 the trigonometric parallaxes of Galactic Cepheids are accessible, allowing a new determination of r.
After the first release of Hipparcos data, a calibration of the Cepheid PL relation was published by Feast & Catchpole (1997, hereafter FC) . This work gave a distance for the LMC that was larger than the one generally assumed. However, some workers (Madore & Freedman 1998; Sandage & Tammann 1998) argued that this calibration is only brighter than previous ones at the level of # 0X1 magX An independent study of the calibration of the PL relation, based on the same data, also led to a long distance scale (Paturel et al. 1996) and to a large LMC distance modulus of 18.7 (Paturel et al. 1997) . All of these studies may be affected by statistical biases arising either from the cut-offs of the negative parallaxes or from the method used for bypassing these cut-offs. This justifies our desire to make a deeper analysis of these results. Hipparcos parallaxes p may have large standard deviations s p , sometimes leading to negative parallax so that the distance dpc 1ap cannot be calculated. In any case, it is a biased estimate of the true distance (Brown et al. 1997) . Thus it seems impossible to use it for a direct calculation of the zero-point. On the other hand, rejecting negative parallaxes generates a Lutz± Kelker bias type (Lutz & Kelker 1973) , while rejecting parallaxes with large s p /p generates another bias (Brown et al. 1997) . In order to bypass this problem, FC suggested calculating r from the weighted mean of the function 10 0X2r 0X01p10 0X2kV0l2d log P X 2
This treatment assumed that the exponent of a mean is identical to the mean of the exponents. FC justify this by saying that`the scatter about the PL(V) relation is relatively small'. They chose a weighting and computed the mean of 10 0.2r , from which they derived r. As a matter of fact, they used a period±colour (PC) relation to deredden their magnitudes. Because of the neardegeneracy of the reddening slope and the colour term in a period±luminosity±colour relation, this technique will have much the same narrowing effect on the PL relation as including a colour term would. For a Cepheid of known distance the scatter is reduced from 0.2 down to about 0.1. However since the Hipparcos parallaxes may have large errors, we see from equation (2) that the scatter in 10 0.2r could be increased in this manner. We would like to answer the following questions.
(i) Can we obtain a good result by rejecting poor parallaxes? (ii) Is the dispersion small enough to justify the calculation of r using the mean of 10 0.2r ? (iii) Is the final result biased or not? (iv) Is it possible to adopt another weighting than that of FC?
In Section 2 we use the Hipparcos sample of Cepheids to confirm that rejecting negative parallaxes or parallaxes with a poor s p /p gives a biased zero-point, and to test the FC method with different weighting systems. We make a simulated sample for which the zero-point is a priori known and then apply the same treatment to it.
In Section 3 we explain how the simulated sample is built in order to reproduce all the properties of the true Hipparcos sample. Then, in Section 4, we give the result of the FC method applied to the simulated sample with different weightings. This shows that the calculated zero-points and the associated standard deviations depend on the adopted weighting.
In Section 5, the results are discussed and explained, and the best zero-point is estimated from the Hipparcos Cepheid sample for both the V and I bands.
U S E O F T H E H I P PA R C O S C E P H E I D S A M P L E
The complete Cepheid sample is extracted from The Hipparcos Catalogue (1997). Among all variable stars, we keep only those labelled`DCEP' (classical d-type Cepheids) and`DCEPS' (firstovertone pulsators), and obtain a total of 247 Cepheids. The period of the 31 overtone pulsators is converted to the fundamental period P according to Alcock et al. (1995) :
The B and V photometry is available from the David Dunlap Observatory Galactic Cepheid Database (Fernie et al. 1995) , except for nine Cepheids (CK Cam, BB Gem, KZ Pup, W Car, DP Vel, BB Her, V733 Aql, KL Aql and V411 Lac) which were excluded from the present study. Therefore the final sample (Table 4 , later) is composed of 238 Cepheids (31 overtones).
The colour excess is then calculated using the FC method, i.e. calculation of the intrinsic colour kBl 0 2 kVl 0 from a linear relation, colour versus log P, according to Laney & Stobie (1994) :
We use the relation from Laney & Stobie (1993) to compute the V extinction:
R V 3X07 0X28kBl 0 2 kVl 0 0X04EB 2 VX 5 Fig. 1 shows how the quantity 10 0.2r varies with the apparent magnitude V. This quantity is used directly for the calculation of the zero-point r. Clearly, the dispersion increases with the magnitude, but the distribution is quite symmetrical around a given value.
If a cut-off is applied to the sample to reject negative parallaxes (filled triangles in Fig. 1 ), the mean of 10 0.2r is overestimated. If one uses only measurements with 0 , s p ap # 0X5 (open circles in Fig. 1 ), again, 10 0.2r is overestimated. Thus, as claimed by Brown et al. (1997) , a bias is clearly confirmed if one cuts the sample. We will no longer consider cut-offs involving parallaxes as a way of obtaining a valuable result. Fig. 1 does not exhibit a small dispersion, so we do not know if FC's procedure leads to the proper value of r. For the calculation of the mean of 10 0.2r they used individual weights taken as the reciprocal of the square of the standard error of the second term of equation (2). For a given Cepheid, the weight is given by v i < 10 22 s pi 10 0X2kV0 i l2d log Pi 22 6 because the error on the term 10 0X2kV0 i l2d log Pi is negligible as shown by FC. This weighting is mathematically the most rigorous. However, some other empirical weightings may be worthy of interest.
Since the error on r is mainly due to the large uncertainty s p , we will test a weight in s 22 pi and in (s p i /p i )
22
. Further, we will also use an unweighted mean because the dispersion looks quite symmetrical around a mean value and a V 22 weighting because the dispersion increases with V. We have repeated the FC tests as well as the other weightings, and find the results given in Table 1 .
From this table we see that, when all Cepheids are used, the calculated zero-point r strongly depends on the adopted weighting. The instability of this result can be explained by the q 1999 RAS, MNRAS 308, 969±978 very large dispersion at large V. This large dispersion quite justifies the second question of Section 1. According to the shape of Fig. 1 , we see that the dispersion can be reduced by cutting the sample at a given apparent magnitude. Table 1 shows that such a cut gives a more stable result. Moreover, the weighting adopted by FC gives the lowest dispersion. For instance, keeping the brightest 11 Cepheids, we obtain r 21X45 with a very small standard deviation of 0.05 V # 5X5X We also try to keep only stars with the highest weights (whatever the weighting system). However, that leads us to the same results with slightly higher dispersions.
In practice, we have no means of knowing if a bias has been introduced as long as the observed sample is used, because the true zero-point is not known. Only a simulated sample, with a zero-point a priori known, can provide the answer to the third question of Section 1. This justifies the construction of simulated samples.
To build a simulated sample only three quantities have to be drawn independently:
(i) the parallax p; (ii) the logarithm of the period log P; (iii) the column density of interstellar matter along the line of sight.
The simulated`true parameters'
Assuming a homogeneous three-dimensional distribution of Galactic Cepheids (this is justified owing to the relatively small depth of the Hipparcos survey relative to the depth of the Galactic disc), we draw at random the x, y, z coordinates over the range [22100, 2100] pc. We keep only Cepheids within a radius of 2100 pc and then deduce the true parallax:
250 true parallaxes are drawn in such a way. Each point will be a Cepheid in our simulated sample. Then, for each Cepheid we draw log P following a distribution that reproduces the observed distribution of periods (see Figs 2a and b). We then calculate the absolute magnitude kM V l from the relation
where d V 22X77 is the adopted slope as stated in the Introduction, r V 21X30 is the arbitrarily fixed zero-point and D is a Gaussian intrinsic dispersion [kDl 0; sD 0X2] which reflects the width of the instability strip. The absolute magnitude in the B band kM B l is calculated in the same way using the same intrinsic dispersion multiplied by 1.4. We reproduce in this manner the correlation of the residuals, as well as the dispersion of the true PC relation related to the colour variation across the instability strip. We choose d B d V 0X416 and r B r V 0X314Y so that it implies the relation between the intrinsic colour kBl 0 2 kVl 0 and log P from Laney & Stobie (1994) :
The true intrinsic colour kBl 0 2 kVl 0 is calculated from this linear relation. We then reduce the dispersion of the PL relation to 0.1 as already explained in the Introduction. The relation of EB 2 V versus the calculated photometric distances [adopting, for instance, distances from Fernie et al. (1995) ] shows ( Fig. 3 ) that the observed Cepheids are located in a sector. All line-of-sight directions have extinction (no points below the dashed line). In slightly obscured directions (dashed line) one can see stars up to < 5000 pc, while in very obscured regions (dotted line) the closest Cepheids are detected not farther away than < 1100 pcX
The slope EB 2 Vadistance is a measure of the density of the interstellar medium in a given direction. This density varies over a large range owing to the patchiness of the Galactic extinction, but, for a given line of sight, the extinction, and thus the colour excess, is assumed to be proportional to the distance. This figure is used to obtain the extinction for each Cepheid. We draw at random the slope EB 2 Vadistance over the range defined by the dashed and dotted lines (Fig. 3) . Using the true distance 1/p we then deduce the true colour excess EB 2 V, and the true extinctions:
with R V 3X3 and R B 4X3X
The simulated`observed parameters'
Now we calculate the parameters that would be observed. First, the apparent B and V magnitudes are simply
where e V and e B are two independent Gaussian variables which reproduce measurement uncertainties (the intrinsic scatter of the PL relation is already counted in kM V l and kM B l). We adopt, for both, kel 0X0 and s e 0X005X The parallax that would be observed is calculated from the true one and an associated s p obtained through Fig. 4 . This figure shows two populations: one below the dotted line; the other above the dotted line. First, we draw the membership from one of these families in the right proportion. Then, the linear relationships of the corresponding family and the V magnitude already computed, we calculate log s p (i.e. s p ). Finally, the observed p is obtained by drawing one occurrence from the Gaussian distribution (p, s p ).
The observed colour excess is simply deduced from the relation EB 2 V kBl 2 kVl 2 kBl 0 2 kVl 0 14 with kBl 0 2 kVl 0 deduced from the PC relation (9) as in Section 2. We also need to determine the observed value of the coefficient R V . We draw its value according to a Gaussian distribution centred on the chosen true value (3.3) with a dispersion of 0.05, so we suppose that the observed value has no systematic shift with respect to the true value.
Finally, in order to reproduce selection effects like the Malmquist bias (Malmquist 1920) , we reject the Cepheids that could not be observed owing to their apparent magnitudes (i.e. their probability of being detected). We draw a random parameter t [ 0Y 1 and compute the quantity
Whenever t # t 0 the star may be observed by Hipparcos and we q 1999 RAS, MNRAS 308, 969±978 Figure 4 . log s p versus V for Hipparcos data and for a simulated sample. We can see the two populations of Cepheids as described in the text. (4) and (14) respectively. keep it in our sample, and in the other case it will be rejected. We assume a 1 and kV lim l 12X5. Moreover, whenever kVl # 1X9, the Cepheid will be too bright (unrealistic apparent magnitude) and is rejected. The number of simulated Cepheids is then almost equal to the true one. In order to show that the simulated sample is comparable to the true Hipparcos one, we plot for one simulated sample the same figures (Figs 2 and 4 to 11) as those produced with the true Hipparcos sample. Note that the figures from the simulated sample are made from a single drawing which is not necessarily an optimal representation of the true sample.
R E S U LT S
The result may depend on the particular sample that we draw. In order to reduce the uncertainty arising this choice, we have made 1000 different random drawings (each of them with about 240 Cepheids) and adopted the mean result. We obtain the result shown in Table 2 (let us recall that the input zero-point is r V 21X30X
The simulation clearly confirms that the weighting in (s p i / p i ) 22 is meaningless. Again, it is confirmed that a cut-off in magnitude gives more stable results because the method of averaging 10 0.2r to get r is better justified with a small dispersion. This answers the second question of Section 1. The simulation also confirms that the FC weighting leads to the lowest dispersion and that the results are too low at only a 0.02-or 0.01-mag level.
In order to analyse the effect of the measurement errors, we progressively reduce the observational errors (but not the intrinsic dispersion) introduced in our simulation. The reduction is made from their realistic values down to zero. We compute the mean value of the distribution of r as we go along, and plot the results in Fig. 12 . It appears that the zero-point values come closer to the real value r 21X30. Moreover, the FC weighting clearly gives the more stable result. The trends of Fig. 12 (decreasing r with increasing errors) can be explained solely by errors on p i because they disappear when s p i is forced to zero.
Further, we have checked that removing both the measurement errors and the intrinsic dispersion removes the residual shift for all kinds of weighting and gives back the initial value r 21X30. This proves that our simulation procedure works well.
D I S C U S S I O N
The results of the previous section allow us to answer the questions of Section 1: a cut-off in apparent magnitude reduces the dispersion and gives reliable results because averaging 10 0.2r works better with small dispersion. Whatever the weighting adopted, the zero-point is not biased by more than 0.03 mag. The FC weighting gives the smallest standard deviation, and the systematic shift never exceeds 0.01 mag.
Let us analyse the main effects that are responsible for a shift. Two effects are present: the effect of averaging in 10 0.2r and the Malmquist effect. We will see that they work in opposite directions.
q 1999 RAS, MNRAS 308, 969±978 Figure 11 . The distribution of the exponent of the zero-points is plotted as a function of the apparent V-magnitude for both Hipparcos data and a simulated sample. Note that (a) is the same as Fig. 1 . Figure 10 . p versus log P for Hipparcos data and for a simulated sample. This shows that there is no correlation between these two quantities.
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Consider two Cepheids that are comparable in every respect, i.e. located at the same distance in two directions with the same interstellar absorption, measured with the same s p so that they have the same observed parallaxes, and both with the same periods, but one is located near one edge of the instability strip whereas the second is located at the opposite edge. Their absolute magnitudes would then be
where z is the actual value of the intrinsic dispersion (kDl 0; sD < 0X2) across the instability strip. When using these two Cepheids to compute the zero-point of the PL relation directly from the parallax, we would obtain r 1 kV 0 l z H 5 log p 2 10 2 d log PY 18 r 2 kV 0 l 2 z H 5 log p 2 10 2 d log PY 19
with z H # z because of the dereddening method. (Teerikorpi 1984) :
where kMl is the unbiased magnitude. This formula gives the global correction, not the correction for an individual Cepheid. Assuming a pessimistic value s 0X2 (once again, since the use of the PC relation has a narrowing effect, s is surely lower than this value), the shift would be at worst 20X055X Then the observed r diminishes. Finally, the net shift would be 20X04 or less. However, Fig. 12 , which reproduces both effects with realistic uncertainties, gives a shift of r observed r true 2 0X01 when the FC weighting is used. This shift takes into account these two effects. One can then apply it on the value deduced from the Hipparcos data.
We now investigate the effect of a change in the adopted slope. We have adopted d 22X77^0X08X What would be the change in the PL relation if the true slope were different from this value? In Table 3 we give the values of the mean kM V l deduced from our simulation, the input relation being
We note that the absolute magnitude at log P 1 (or log P 0X88) does not change very much (by less than 0.03) as long as log P does not change from the mean of the calibration Cepheids.
C O N C L U S I O N
Our conclusion is that the intrinsic dispersion (even Gaussian and symmetrical) of the instability strip is responsible for values of r that are too low, and may lead to a slightly biased result as long as the zero-point r is deduced by averaging 10 0.2r . However, it is compensated by the Malmquist bias, and, using a PC relation to deredden the individual Cepheids, the final effect is globally very small. Indeed, our simulation shows that it is almost negligible q 1999 RAS, MNRAS 308, 969±978 Table 2 . Values of r calculated using 1000 simulated samples. We use different weightings and different cuts in V magnitude as in the study made with the true sample. The standard deviation of each value is given in parentheses.
21X320X32 21X310X29 Table 3 . Effect of the chosen slope on the final magnitudes computed at the mean log P (0.88) and at log P 1X slope kM V l at log P mean kM V l at 10 d   22X60  23X76  24X07  22X70  23X75  24X08  22X77  23X75  24X08  22X80  23X75  24X08  22X90  23X74  24X09  23X00 23X74 24X10 Reference values 22X77 23X74 24X07 Figure 12 . Zero-point values for each weighting when the observational error is progressively reduced from its realistic value down to zero. Downloaded from https://academic.oup.com/mnras/article-abstract/308/4/969/1030435 by guest on 08 February 2020 (Fig. 12 ) even when we account for measurement errors. With realistic measurement errors the bias is about 20X01X A cut in apparent magnitude reduces the uncertainty on the zero-point. The best unbiased zero-point is obtained by cutting the sample at V # 5X5 magX The result is (after correction of the residual shift of 20X01) r 21X44^0X05 n 11 25 for a slope d V 22X77^0X08 and a weighted mean klog Pl 0X82X The adopted V-band PL relation is then
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A P P E N D I X A : I -B A N D C A L I B R AT I O N
So far, the Hubble Space Telescope has observed Cepheids in 19 galaxies [see Lanoix et al. (1999b) for an extensive compilation]. These observations are made in two bandpasses (V and I), so that we need a calibration of the PL relation in both V and I to apply a dereddening procedure (see Freedman et al. 1994, for instance) and compute the distance moduli of these galaxies.
With this aim in mind for a future paper, we perform the I calibration based on Hipparcos parallaxes in the light of our V calibration. The major problem is that there is no homogeneous I photometry available for each Cepheid of the calibration sample, and that a selection may induce a biased result. As a matter of fact, we have found I (Cousins) photometry for 174 Cepheids of the sample from Caldwell & Coulson (1987) . We apply to these values a tiny correction (0.03 mag) in order to convert them into intensity-averaged magnitudes. The I magnitudes of these stars are listed in Table A1 where available. Since the selection does not come from a rough cut in the Hipparcos sample, it will not necessarily lead us to a biased result. We then apply the same selection to the V sample and compute again the visual zero-point. From these 174 Cepheids we obtain
This result is almost identical to the one obtained with the complete sample (equation 25), so we conclude that this selection implies a small bias of 0.04 with respect to the complete sample and only 0.05 with respect to the adopted final value. We take this into account to determine the associated I zero-point. The residuals of the I and the V PL relations are correlated so that we apply the same procedure as for the V band and obtain the same narrowing effect of the instability strip. We then need the slope of the I PL relation as well as the I ratio of total to selective absorption. Regarding the slope that is well determined, we choose d I 23X05 (see Gieren et al. 1998 and Freedman 1991 , for instance). Let us recall that the influence of a variation in the slope is very weak. Regarding R I , we choose according to Caldwell & Coulson (1987) :
This leads to r I 21X84^0X09X A3 Fig. A1 shows that these 174 Cepheids still have an almost symmetrical distribution around a mean value, and that only faint stars with low weights have been rejected from the sample. That may explain why the result is only slightly biased.
Keeping in mind that the instability strip is narrower in I than in the V band, the bias owing to the selection of this sample should q 1999 RAS, MNRAS 308, 969±978 
for a slope d I 23X05X
A P P E N D I X B : B I N A R I T Y
We have also investigated the effect of binarity as pointed out by Szabados (1997) . We indeed find that the dispersion of the zeropoint is reduced when only non-binary Cepheids are used. However, we interpret this effect using the fact that confirmed non-binary Cepheids are brighter. Actually, using either nonbinary (Evans 1992) or binary (Szabados, private communication) Cepheids does not affect the value of the zero-point significantly.
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