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ALMOST STRUCTURAL COMPLETENESS;
AN ALGEBRAIC APPROACH
WOJCIECH DZIK AND MICHAŁ M. STRONKOWSKI
Abstract. A deductive system is structurally complete if its admissible in-
ference rules are derivable. For several important systems, like modal logic S5,
failure of structural completeness is caused only by the underivability of passive
rules, i.e. rules that can not be applied to theorems of the system. Neglecting
passive rules leads to the notion of almost structural completeness, that means,
derivablity of admissible non-passive rules. Almost structural completeness for
quasivarieties and varieties of general algebras is investigated here by purely
algebraic means. The results apply to all algebraizable deductive systems.
Firstly, various characterizations of almost structurally complete quasiva-
rieties are presented. Two of them are general: expressed with finitely pre-
sented algebras, and with subdirectly irreducible algebras. One is restricted
to quasivarieties with finite model property and equationally definable princi-
pal relative congruences, where the condition is verifiable on finite subdirectly
irreducible algebras.
Secondly, examples of almost structurally complete varieties are provided
Particular emphasis is put on varieties of closure algebras, that are known to
constitute adequate semantics for normal extensions of S4 modal logic.A cer-
tain infinite family of such almost structurally complete, but not structurally
complete, varieties is constructed. Every variety from this family has a finitely
presented unifiable algebra which does not embed into any free algebra for this
variety. Hence unification in it is not unitary. This shows that almost struc-
tural completeness is strictly weaker than projective unification for varieties of
closure algebras.
1. Introduction
In order to present motivation for the paper and for almost structural com-
pleteness let us recall basic notions from algebraic logic. Let L be a propositional
language, i.e., a set of logical connectives with ascribed arities, and let Form be
the algebra of formulas in L over a denumerable set of variables. An inference) rule
is a pair from P(Form)× Form, written as Φ/ϕ, where P(Form) is the powerset
of Form. By a deductive system we mean a pair S = (Form,⊢), where ⊢ is a
finitary structural (i.e. preserving substitutions) consequence relation, this is a set
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of rules satisfying appropriate postulates1 [18, 29, 30, 60, 64, 65, 72, 73]. (We drop
here most of definitions and keep such a level of formality that, allows the reader
to comprehend the main ideas.) Let Th(S) = {ϕ ∈ Form | ∅ ⊢ ϕ} be the set of
theorems of S. A basis or an axiomatization of S is a pair (A,R), where A ⊆ Th(S)
and R ⊆ ⊢ are such that Φ ⊢ ϕ iff there is a proof (derivation) form A∪Φ for ϕ by
means of rules from R.
Often, instead of a deductive system S, interest is put mainly on the set of its
theorems L = Th(S). The set L is then called a logic. It happens especially when
R is chosen in some default way. For instance, for intermediate logics R consists
of Modus Ponens and for normal modal logics R consists of Modus Ponens and
Necessitation rule. Given a basis A of a logic L, equipped with a default set of rules
R, a formula can be proved or derived from A. Proofs of theorems may be shorten
by allowing new rules. Such extension of R may be done in two ways:
(1) by adding derivable rules, i.e., those that are in ⊢,
(2) by adding admissible but non-derivable rules, i.e., under which the set of
theorems is closed but which are not derivable.
The admissibility is more elusive than the derivability. Its verification for a rule may
be a challenging task [68]. Deductive systems (and logics) for which all admissible
rules are derivable are called structurally complete (SC for short).
A rules Φ/ϕ is passive if for every substitution σ (i.e., an endomorphism of
Form) the set σ(Φ) is not contained in Th(S). Such a rule can not be applied
to theorems. There are important examples of deductive systems that are not SC
and in which admissible non-derivable rules are passive. Such systems are called
almost structurally complete (ASC for short). In this case a proof of any theorem
also cannot shortened by the method (2).
In the following example of modal logic an advantage of ASC over SC is par-
ticularly apparent. Let L be a modal normal logic with a basis A. Recall that L
has an adequate algebraic semantics given by a variety V of modal algebras (see
Section 7 for definitions of modal and closure algebras). A formula ϕ(x¯) holds in a
modal algebra M provided M |= (∀x¯)ϕ(x¯) ≈ 1, and, a rule ϕ1(x¯), . . . , ϕn(x¯)/ϕ(x¯)
(we adopt a common convention and drop the curly brackets) holds in M if the
quasi-identity (∀s¯)[ϕ1(x¯) ≈ 1 ∧ · · · ∧ ϕn(x¯) ≈ 1 → ϕ(x¯) ≈ 1] holds in M. Then
a formula belongs to L iff it holds in all algebras from V , and similarly a rule is
derivable iff it holds in all algebras from V .
Assume that algebras 2 and S2, depicted in Figure 1, belong to V . The algebras
2 and S2 are closure algebras with only the top and the bottom elements closed
(and open). Then L, which corresponds to V , cannot be SC. Indeed, the rule r
3p,3¬p / ⊥ .
is not valid in S2. Therefore it is not derivable. However, r is admissible, because
2 |= (∀y)[3y 6≈ 1 ∨ 3¬y 6≈ 1]. Hence 2 6|= (∀x¯)[3ϕ(x¯) ≈ 1 ∧ 3¬ϕ(x¯) ≈ 1] and,
1We adopt the definition form [30]. However it is also a common practice to use the term
“deductive system” for the basis of deductive system in our sense.
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Figure 1. The modal algebras 2 and S2.
consequently, {3ϕ(x¯),3¬ϕ(x¯)} 6⊆ L for every modal formula ϕ(x¯). Thus r is
passive and, therefore, admissible.
There are many normal modal logics of this kind which are ASC. One of them
is modal logic S5 (the logic of equivalence relations). An algebraic semantics for S5
is given by the variety of monadic algebras, at which we will look in Example 7.8.
The notion of ASC will be studied here by means of algebraic semantics. Recall
that every algebraizable deductive system S has an adequate semantics which is
a quasivariety Q of algebras [7]. In particular: logical connectives become basic
operations, formulas become terms, theorems of S correspond to identities true in
Q, and derivable rules of S correspond to quasi-identities true in Q. Therefore the
property of being ASC may be formulated for quasivarieties.
In the first part of the paper (Sections 3-6) we develop a general theory of
ASC for quasivarieties. We present various characterizations of ASC quasivarieties.
Two of them are general: expressed with finitely presented algebras (Theorem 3.1
Condition (5)), and with subdirectly irreducible algebras (Theorem 3.1 Condition
(3)). One is restricted to quasivarieties with finite model property and equationally
definable principal relative congruences where the condition is verifiable on finite
subdirectly irreducible algebras (Theorem 6.1). We would like to note that the con-
dition for being ASC with finitely presented algebras has connection to unification
theory, see Section 5). But the condition with subdirectly irreducible algebras is
purely algebraic and probably could not be discovered without algebraic tools.
In the second part of the paper (Sections 7 and 8) we illustrate theoretical con-
siderations by showing how our results may be used to establish ASC for particular
varieties. Until now the most common method for proving ASC was by an applica-
tion of projective unification see e.g. [24, 25, 27, 26], (see [56] for an exception). In
turn, we use algebraic tools like subdirectly irreducible algebras and free algebras.
We put an emphasis on varieties of closure algebras. They constitute adequate
semantics for transitive reflexive normal modal logics, i.e., for normal extensions
of S4 modal logic. The main result here is the description of an infinite family of
ASC, but not SC, varieties without unitary unification and with finitely presented
unifiable algebras not embeddable into free algebras (Theorem 8.11). Thus a veri-
fication of ASC for them could not be obtained by means of projective unification.
The idea behind the construction is the following one. We consider a variety U of
SC closure algebras without projective unification. We “spoil it a bit” by taking
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the varietal join U ∨W with a non-minimal variety W of monadic algebras. Non-
minimal varieties of monadic algebras are known to be ASC but not SC. In order to
prove that such join is still ASC we have to develop the theory of closure algebras.
In particular, on the way, we show that an ASC variety of closure algebras is SC iff
it satisfies McKinsey identity (Proposition 8.6). Moreover, we describe free algebras
for U ∨W by means of free algebras for U andW , where U is a variety of McKinsey
algebras and W is a variety of monadic algebras (Proposition 8.2). Finally, for U
we can take the smallest modal companions of Levin and Medvedev varieties of
Heyting algebras described in Example 7.11. These varieties characterize Levin or
Medvedev intermediate logics which are known to be SC [61] and not possessing
projective unification [22].
The results may be applied to the axiomatization problem for quasivarieties and
to find a basis of admissible rules of a deductive systems. Indeed, if ASC property
is established for a quasivariety Q (a deductive system S), then an axiomatization
of every of its subquasivariety containing all free algebras for Q (the extension of S
obtained by adding some admissible rules) may be obtained by adding passive quasi-
identities (rules). In particular, an axiomatization of the quasivariety generated by
all free algebras for Q (the extension of S obtained by adding all admissible rules)
may be obtained by adding all passive quasi-identities (all passive rules), see Section
4. This fact was used in [26], where the analysis of passive rules lead to a description
of the lattice of all deductive systems extending modal logic S4.3.
Historical notes. The notion of SC was introduced by Pogorzelski in [59] and
then investigated by many authors. The reader may consult the monograph [60]
and references therein for older results concerning SC property. Let us recall here
more recent works: [58] about varieties of positive Sugihara monoids, [57] about
substructural logics, [17] about fuzzy logics, [70] about some fragment of the intu-
itionistic logic, [46] about BCK logic, [14] for semisimple varieties and discriminator
varieties, and [62] which contains a general considerations from abstract algebraic
logic perspective and results for some non-algebraizable deductive systems. Al-
though SC property was often investigated algebraically, there are only few papers
about it for algebras not connected to logic. Among them the paper of Bergman
[3] deserve special attention. In particular, he formulated the condition for a qua-
sivariety Q to be SC. It says that Q must be generated by its free algebras. For
specific algebras, SC was investigated for lattices in [42] and for modules in [39].
ASC appeared for the first time, though under different name in [23] and [24] as
an application of projective unification. Projective unification and thus ASC was
established for some varieties and logics. Probably the most prominent examples are
discriminator varieties. This includes varieties of e.g. Boolean algebras, monadic
algebras, rings satisfying xm ≈ x for a finite m > 1, MVn-algebras, n-valued Post
algebras, cylindric algebras of dimension n, all for finite n [12, Theorem 3.1]. For
intuitionistic logic it was shown that every extension of Gödel-Dummmett logic LC
has projective unification [75]. For a normal extension L of S4 modal logics it was
proved that L has projective unification iff L is an extension of S4.3 [27, Corollary
3.19], see also [41, Theorem 5]. Projective unification was also verified for some
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others modal logics not extending S4 [23], for k-potent extensions of basic fuzzy
logic and hoops [24], and for some Fregean varieties [71].
A general investigations on ASC property was, independently from ours, under-
taken in [56]. In particular, Corollary 3.2 was published there for the first time.
Note however that, contrary to our paper, [56] is focused on a finitely generated
case. The main result there concerning ASC property is the algorithm (with an
applicable software) for deciding whether a given finite family of finite algebras (of
a small size) in a finite language generates an ASC quasivariety.
Several variants of “completeness” for deductive systems other than SC and ASC
were proposed, like maximality and Post completeness. Passive (or overflow) struc-
tural completeness [76] may be considered as complementary to ASC. A deductive
system is passively structurally complete (PSC) if every its admissible and passive
rule is derivable. Clearly, a deductive system is SC iff it is ASC and PSC. PSC
property was also investigated in the context of fuzzy logics [17].
Finally let us note that our reaserch belongs into an intensively investigated area
of admissibility of rules in general, see for instance, [40, 43, 68].
2. Concepts from quasivariety theory
Though most deductive systems we are interested in have algebraic semantics
given by varieties (they are strongly algebraizable), the right language to deal with
SC, ASC and admissability is quasivariety theory. This is so because we have to
work with quasi-identities anyway. Therefore we will formulate our main results
for quasivarieties. Let us here recall needed notions and facts from this theory.
Following [13, 35, 50] we call a first order sentence a quasi-identity if it is of the
form
(∀x¯) [s1(x¯) ≈ t1(x¯) ∧ · · · ∧ sn(x¯) ≈ tn(x¯)→ s(x¯) ≈ t(x¯)],
where n ∈ N. We allow n to be zero, and in such case we call the sentence an
identity. It will be convenient to have a more compact notation for quasi-identities,
and we will often write them in the form
(∀x¯) [ϕ(x¯)→ ψ(x¯)],
where ϕ is a conjunction of equations (i.e., atomic formulas) and ψ is an equation.
We call ϕ the premise and ψ the conclusion of a quasi-identity.
By a (quasi-)equational theory of a class K of algebras in the same language we
mean the set of (quasi-)identities true in K. A (quasi)variety is a class defined by
(quasi-)identities. Equivalently, a class of algebras in the same language is a quasi-
variety if it is closed under taking substructures, direct products and ultraproducts.
If it is additionally closed under taking homomorphic images, it is a variety. (We
tacitly assume that all considered classes contain algebras in the same language and
are closed under taking isomorphic images. Also all considered class operators are
assumed to be composed with isomorphic image class operator.) A (quasi)variety is
trivial if it consists of one-element algebras, and is minimal if it properly contains
only a trivial (quasi)variety. We say that a class is a (quasi)variety generated by a
class K if it is the smallest (quasi)variety containing K, i.e., the class defined by the
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(quasi-)equational theory of K. We denote such class by V(K) (Q(K) respectively).
In case when K = {A} we simplify the notation by writing V(A) (Q(A) respec-
tively). Note that V(K) = HSP(K) and Q(K) = SPPU(K), where H, S, P, PU are
homomorphic image, subalgebra, direct product and ultraprodut class operators
[13, Theorems II.9.5 and V.2.25].
LetQ be a quasivariety. A congruence α on an algebraA is called aQ-congruence
provided A/α ∈ Q. Note that A ∈ Q if and only if the equality relation on
A is a Q-congruence. The set ConQ(A) of all Q-congruences of A forms an al-
gebraic lattice which is a meet-subsemilattice of Con(A) of all congruences of A
[35, Corollary 1.4.11]. We say that a (quasi)variety Q is (relatively) congruence-
distributive if all lattices ConQ(A) are distributive.
A nontrivial algebra S is Q-simple if ConQ(S) has exactly two elements: the
equality relation idS on S and the total relation S
2 on S. A nontrivial algebra
S ∈ Q is Q-subdirectly irreducible if the equality relation on A is completely meet
irreducible in ConQ(A). (In case when Q is a variety we do drop the prefix “Q-”.)
Let us denote the class of all Q-subdirectly irreducible algebras by QSI . The
importance of QSI follows from the fact that this class determines Q. Indeed, in
an algebraic lattice each element is a meet of completely meet-irreducible elements.
Moreover, for A ∈ Q the lattice ConQ(A) is algebraic. Thus we have the following
fact.
Proposition 2.1 ([35, Theorem 3.1.1]). Every algebra in a quasivariety Q is iso-
morphic to a subdirect product of Q-subdirectly irreducible algebras. In particular,
Q is generated by QSI .
Let G ∈ Q and X ⊆ G. We say that G is free for Q over X , and is of rank |X |,
if G ∈ Q and it satisfies the following universal mapping property: every mapping
f : X → A, where A is a carrier of an algebra A in Q, is uniquely extendable
to a homomorphism f¯ : G → A. Elements of X are then called free generators
of G. If Q contains a nontrivial algebra, then it has free algebras over arbitrary
non-empty sets and, in fact, they coincide with free algebras for the variety V(Q).
(Note here that V(Q) is the class of all homomorphic images of algebras from Q.)
Let us fix a countably infinite set of variables V = {v0, v1, v2, . . .}. We denote a free
algebra for Q over V by F and the free algebra for Q over Vk = {v0, v1, . . . , vk−1}
by F(k). One may construct F and F(k) by taking the algebra of terms over V , or
Vk respectively, and divide it by the congruence identifying terms s(v¯), t(v¯) which
determine the same term operation on every algebra from Q (in other words, when
Q |= (∀x¯)[t(x¯) ≈ s(x¯)]). The algebra F is an union of a chain of subalgebras which
are isomorphic to F(k). It follows that the family of all free algebras for Q of finite
rank generates the quasivariety Q(F). We will notationally identify terms with
elements of F that they represent.
For an algebra A and a set H ⊆ A2 there exists the least Q-congruence θQ(H)
on A containing H . When H = {(a, b)} we just write θQ(a, b). (When Q is a
variety we also simplify the notation by dropping the subscript Q.) We say that an
algebra is Q-finitely presented if it is isomorphic the F(k)/θQ(H) for some natural
number k and some finite setH [35, Chapter 2]. The class of allQ-finitely presented
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algebras will be denoted by QFP . For a tuple x¯ = (x0, . . . , xk−1) of variables and
a conjunction of equations ϕ(x¯) = s1(x¯) ≈ t1(x¯) ∧ · · · ∧ sn(x¯) ≈ tn(x¯) let
Pϕ(x¯) = F(k)/θQ({(s1(v¯), t1(v¯)), . . . , (sn(v¯), tn(v¯))}),
where v¯ = (v0, . . . , vk−1). Note that every finitely presented algebra is isomorphic
to some Pϕ(x¯). Observe that Q satisfies a quasi-identity (∀x¯) [ϕ(x¯) → ψ(x¯)] iff
Pϕ(x¯) |= ψ(v¯) (we notationally identify variables from v¯ with their congruence
classes). In particular, Q satisfies an identity (∀x¯) [s(x¯) ≈ t(x¯)] iff s(v¯) = t(v¯) in
F(k). We say that a Q-finitely presented algebra P is unifiable (in Q) provided
that there exists a homomorphism from P into F. Every such homomorphism is
called an unifier for P. Finally, let as recall that QFP also generates Q. Strictly
we have the following fact.
Proposition 2.2 ([35, Proposition 2.1.18]). Every algebra in a quasivariety Q is
isomorphic to a direct limit of Q-finitely presented algebras.
We will use the following folklore fact.
Fact 2.3. Let Q be a quasivariety in a finite language. Then every finite algebra
in Q is Q-finitely presented.
Proof. Let P be a finite algebra in Q. Take a tuple a¯ = (a0, . . . , ak−1) such that
P = {a0, . . . , ak−1}. Let x¯ = (x0, . . . , xk−1) be the tuple of variables of length k.
Define the set Φ(x¯) consisting of all equations of the form ω(xi0 , . . . , xin−1) ≈ xin ,
where ω is an n-ary basic operation from the language of Q, variables are from
x¯, and ω(ai0 , . . . , ain−1) ≈ ain in P. Since P is finite and the number of basic
operations is finite, Φ(x¯) is finite. Let ϕ(x¯) =
∧
Φ(x¯). Then P ∼= Pϕ(x¯). In order
to see this let us consider a homomorphism h : F(k) → P satisfying h(x¯) = a¯. Its
existence follows from the universal mapping property. Now, since the kernel of h is
a Q-congruence and P |= ϕ(a¯), the definition of Pϕ(x¯) yields that h factors through
g : Pϕ(x¯) → P, where g(v¯) = a¯. Clearly, g is surjective. Moreover, the definition of
ϕ(x¯) implies that Pϕ(x¯) has at most k elements. Thus g must be also injective.
Actually, the proof may be slightly modified in order to obtain a stronger fact:
If l is the cardinality of a smallest generating set for P, then in a defining formula
ϕ(x¯) we need only l variables. 
3. General Characterizations and first observations
For a quasi-identity q = (∀x¯) [ϕ(x¯)→ ψ(x¯)] let
q∗ = (∀x¯) [¬ϕ(x¯)].
We partition the set of quasi-identities true in F into two sets: the set of Q-active
quasi-identities q for which q∗ does not hold in F, and the set of Q-passive quasi-
identities q for which q∗ holds in F. Equivalently, a quasi-identity q true in F is
Q-active if Pϕ(x¯) is unifiable and it is Q-passive if Pϕ(x¯) is not unifiable, where
ϕ(x¯) is the premise of q.
A quasivariety Q is structurally complete (SC for short) provided that every
quasi-identity which is true in F is also true in Q, in other words if Q = Q(F). A
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quasivariety Q is almost structurally complete (ASC for short2) provided that every
Q-active quasi-identity holds in Q. We will also use the abbreviation ASC\SC to
indicate that a considered quasivariety is ASC but is not SC.
Let us start considerations by providing various conditions for quasivarieties
equivalent to being ASC.
We will write A → B to code the supposition that there is a homomorphism
from A into B. In particular, for a Q-finitely presented algebra P, P → F means
that P is unifiable.
Theorem 3.1. The following conditions are equivalent:
(1) Q is ASC;
(2) For every A ∈ Q, A× F ∈ Q(F);
(3) For every S ∈ QSI , S× F ∈ Q(F);
(4) For every A ∈ Q, A→ F yields A ∈ Q(F);
(5) For every P ∈ QFP , P→ F yields P ∈ Q(F).
Proof. The implications (2)⇒(3) and (4)⇒(5) are obvious.
(1)⇒(2) Let A ∈ Q and consider a quasi-identity q true in F. We wish to show
that A×F |= q. If Q |= q, then it clearly holds since A×F ∈ Q. So suppose that
Q 6|= q. Then, by the definition of ASC, F |= q∗. Thus A × F |= q∗, and therefore
A× F |= q.
(2)⇒(1) Let q = (∀x¯) [ϕ(x¯) → ψ(x¯)] and assume that F |= q and Q 6|= q. Then
q is not valid in some A ∈ Q, i.e., there is a tuple a¯ of elements in A such that
A |= ϕ(a¯)∧¬ψ(a¯). We would like to show that q is Q-passive. Suppose that, on the
contrary, F 6|= q∗. This means that there is a tuple t¯ from F such that F |= ϕ(t¯).
Then A× F |= ϕ(d¯), where d¯ is the tuple of pairs of elements from a¯ and t¯ in the
respective order. By (2), A × F |= q, and hence A × F |= ψ(d¯). This yields that
A |= ψ(a¯), and we obtained a contradiction.
(3)⇒(2) Let A ∈ Q. By Proposition 2.1, A is isomorphic to a subdirect product
of Si ∈ QSI , i ∈ I. If I = ∅, then A is trivial and A × F ∼= F ∈ Q(F). So let us
assume that I 6= ∅. Then F is isomorphic with the diagonal of FI , and hence A×F
is isomorphic with a subalgebra of A × FI . Further, the latter is isomorphic to a
subalgebra of
(∏
i∈I Si
)
×FI ∼=
∏
i∈I(Si×F). Thus (3) yields that A×F ∈ Q(F).
(2)⇒(4) Assume that there is a homomorphism h from A ∈ Q into F. Let h be
the subalgebra of A×F with the carrier h. By (2) the algebra h belongs to Q(F).
Since A ∼= h, the algebra A also belongs to Q(F).
(4)⇒(2) It holds since there is a homomorphism from A × F into F, namely, the
second projection.
(5)⇒(4) Let A ∈ Q. By Proposition 2.2, we may assume that A is a direct limit
lim
−→
Pi of Q-finitely presented algebras Pi. Let ki : Pi → A be the associated
canonical homomorphisms. Assume that f : A→ F. Then f ◦ ki : Pi → F, and (5)
gives Pi ∈ Q(F). Since every quasivariety is closed under taking direct limits [35,
Theorem 1.2.12], A belongs to Q(F). 
2Maybe a better full form of ASC would be active structural completeness as Alexander Cytkin
privately suggested to us.
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The list of Conditions from Theorem 3.1 is not full but we consider them as
the most fundamental. In this section we will also formulate additional conditions
equivalent to ASC which will be used in our considerations.
Corollary 3.2. Let C be a subalgebra of F, e.g. F(1) or F(0) (if it exists). Then
Q is ASC if and only if one of the following conditions holds.
(2’) For every A ∈ Q, A×C ∈ Q(F);
(3’) For every S ∈ QSI , S×C ∈ Q(F).
Proof. For every algebra A we have A×C 6 A×F, and hence conditions (2) and
(3) from Theorem 3.1 yield (2’) and (3’), respectively. For proving the converse, let
us consider a homomorphism h : F → C 6 F. Its existence is guaranteed by the
universal mapping property. Then A×F embeds into A×C×F via the mapping
(a, t) 7→ (a, h(t), t). This shows that (2’) and (3’) yields (2) and (3) from Theorem
3.1, respectively. 
Remark 3.3. The equivalence of (2’) in Corollary 3.2 with ASC was independently
proved in [56, Theorem 18].
Corollary 3.4. A quasivariety Q is ASC if and only if the following condition
holds.
(5’) For every P ∈ QFP , P→ F yields P ∈ SP(F).
Proof. Clearly (5’) yields condition (5) from Theorem 3.1, and hence it implies
ASC. For the converse consider a Q-finitely presented algebra Pϕ(x¯) and assume
that it belongs to Q(F) = SPPU(F). We will show that P ∈ SP(F). Strictly, we
will prove that for each atomic formula ψ(x¯) such that Pϕ(x¯) 6|= ψ(v¯) there is a
homomorphism f : Pϕ(x¯) → F such that F 6|= ψ(f(v¯)). By what we assumed, there
is a homomorphism h : Pϕ(x¯) → F
I/U , for some ultrafilter U over some set I, such
that FI/U 6|= ψ(h(v¯)). This means that
F
I/U |= (∃x¯)[ϕ(x¯) ∧ ¬ψ(x¯)]
and, by the elementary equivalence of F with FI/U , there is a tuple of terms t¯ such
that F |= ϕ(t¯) ∧ ¬ψ(t¯). Thus we may take as a desired homomorphism f one for
which f(x¯) = t¯ holds. 
From Condition (4) in Theorem 3.1 we can deduce a supposition under which
ASC is equivalent to SC.
Corollary 3.5. Suppose that every nontrivial algebra from Q admits a homomor-
phism into F. Then Q is ASC if and only if it is SC.
Note that the assumption of Corollary 3.5 holds when F has an idempotent el-
ement, i.e., one element subalgebra. It includes cases of groups or lattices. But in
quasivarieties which provide algebraic semantics for particular deductive systems
we rarely have an idempotent element. This is due to the fact that for most en-
countered cases we have formulas for verum and falsum which correspond to two
distinct constants in free algebras. However, even then Corollary 3.5 is sometimes
applicable. It holds e.g. for quasivarieties of Heyting algebras (Fact 7.12) and
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McKinsey algebras, (Lemma 8.3). Note that the latter includes quasivarieties of
Grzegorczyk algebras. We will return to the problem when ASC is equivalent to
SC in Proposition 8.6 in the case of varieties of closure algebras.
4. ASC core
Let Q be a variety and F be its free algebra of denumerable rank. Let us
consider the interval [Q(F),Q] in the lattice of subquasivarieties of Q. Notice that
all quasivarieties from this interval have the same free algebras. We define the ASC
core of Q to be the quasivariety defined relative to Q by all Q-active quasi-identities
and denote it by ASCC(Q). It follows from the definition of ASC that ASCC(Q) is
the largest ASC quasivariety in [Q(F),Q]. Note that there does not have to exist
a larges ASC subquasivariety of Q, see Example 7.1.
Since ASC(Q) is defined relative toQ byQ-active quasi-identities, Q(F) is defined
relative to ASC(Q) by Q-passive quasi-identities. This fact has a logical interpre-
tation. Namely if a deductive system S is ASC, then as a basis of its admissible
rules relative to S we may take the set of S-passive rules.
Let us note that ASC(Q) may be defined also semantically.
Proposition 4.1. For every subalgebra C of F we have
ASCC(Q) = {A ∈ Q | A×C ∈ Q(F)}.
Moreover, a quasivariety R from the interval [Q(F),Q] is ASC if and only if R 6
ASCC(Q).
Proof. For the convenience in this proof let us put K = {A ∈ Q | A×C ∈ Q(F)}.
By Corollary 3.2, in order to prove that K = ASCC(Q) is is enough to show that
K ∈ [Q(F),Q]. This means that K is a quasivariety with F as a free algebra of
denumerable rank. To this end we will check its closeness under S,P and PU class
operators.
So assume first that B 6 A ∈ K. Then B × C 6 A × C ∈ Q(F), and hence
B ∈ K. Now assume thatAi ∈ K, for i ∈ I. Then, since Q(F) is closed under taking
direct product,
(∏
i∈I Ai
)
× CI ∼=
∏
i∈I(Ai × C) ∈ Q(F). Since
(∏
i∈I Ai
)
× C
embeds into
(∏
i∈I Ai
)
× CI , the algebra
(∏
i∈I Ai
)
× C also belongs to Q(F).
This proves that
∏
i∈I Ai ∈ K. For ultraproducts we argue similarly. Consider an
ultrafilter U on a set I. Then
(∏
i∈I Ai
/
U)×C embeds into
(∏
i∈I Ai/U
)
×CI/U ∼=∏
i∈I(Ai ×C)/U ∈ Q(F), and
∏
i∈I Ai/U ∈ K. In this way we proved that K is a
quasivariety.
Moreover, the containment F× F ∈ Q(F) shows that K has F as a free algebra
of denumerable rank.
Now the second statement of the proposition follows from the definition of ASC
core or from Corollary 3.2. 
5. Projective unification and discriminator varieties
ASC for varieties (or logics) which are not SC in many cases was established
by means of projective unification, see our historical notes in introduction. Let us
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look a bit closer at this property (for more details see for instance [32]). For an
equational theory E, an E-unifier for a finite set S(x¯) of equations is a substitution
u, i.e., an endomorphism of a term algebra, such that (∀x¯)u(s(x¯)) ≈ u(t(x¯)) belongs
to E for every equation s(x¯) ≈ t(x¯) form S(x¯). However, for our needs it will
be more convenient to employ S. Ghilardi algebraic approach [32]. Let V be the
variety defined by E. Instead of working with a finite set of equations S(x¯), we
will deal with the V-finitely presented algebra P∧S(x¯). Then an unifier of S(x¯)
may be identified with an unifier of P∧S(x¯) defined as in Section 2, i.e., as a
homomorphism from P∧S(x¯) into F. A variety V has projective unification if every
V-finitely presented unifiable algebra P is V-projective. In algebraic terms it means
that P is a retract of F. In particular, P is a subalgebra of F. A variety has unitary
unification if for every V-finitely presented unifiable algebra P there exists a most
general unifier, i.e., an unifier through which every unifier of P can be factorized.
Obviously, projective unification implies unitary unification. Note that projective
unifiers proved to be very useful in unification and admissibility of rules [32, 33, 34].
Corollary 5.1 ([25]). If V(Q) has projective unification, then Q is ASC.
Proof. It follows directly from Theorem 3.1 point (4) that V(Q) is ASC. Now Propo-
sition 4.1 yields that Q is ASC. 
Demonstrating of having projective unification in general has a syntactical na-
ture. However, having projective unification is a stronger property than ASC (see
Theorem 8.11 ), and it is not surprising that sometimes it may be established easier,
with the aid of semantical methods. We demonstrate this in Example 7.9.
Corollary 3.2 yields that if V is ASC and C 6 F, then every algebra of the form
A × C belongs to Q(F), where A ∈ V . On the other hand, if V has projective
unification, then every nontrivial V-finitely presented algebra P from Q(F) is of the
form B × C, where C 6 F, in a superficial way, i.e., with B trivial and C ∼= P.
Suppose that V has projective unification and F has a minimal subalgebra C.
Is it then true that every nontrivial (finitely generated or V-finitely presented or
just finite) algebra A in Q(F) have C as a direct factor? In general: no. We
demonstrate this in Example 7.10. Still, we have the following fact (see Example
7.9 for the definition of discriminator variety).
Proposition 5.2 ([1, Corollary 2.2]). Suppose V is a discriminator variety in a
finite language. If C is a finite homomorphic image of a finitely generated member
A of V, then C is a direct factor of A.
Corollary 5.3. Let V be a discriminator variety in a finite language. Assume
that there is a minimal finite subalgebra C of F. Then for every nontrivial V-
finitely presented algebra P the following equivalence holds: P ∈ Q(F) if and only
if P ∼= B×C for some B ∈ V.
Proof. By Corollary 5.1 and [12, Theorem 3.1], the backward implication holds.
For the verification take nontrivial V-finitely presented algebra Pϕ(x¯) from Q(F).
By [13, Theorems II.9.5], Pϕ(x¯) ∈ SPPU(F) this yields that for every pair of distinct
elements from Pϕ(x¯) there is a homomorphism from Pϕ(x¯) into some elementary
12 WOJCIECH DZIK AND MICHAŁ M. STRONKOWSKI
extension of F separating them. Since Pϕ(x¯) is nontrivial, there exists at least
one such homomorphism. Note that the algebra from V admits a homomorphism
from Pϕ(x¯) iff it satisfies the sentence (∃x¯)ϕ(x¯). Thus there is a homomorphism
h : Pϕ(x¯) → F.
Clearly, F admits a homomorphism g onto C. Since C does not have proper
subalgebra, g ◦ h maps Pϕ(x¯) onto C. Thus, by Proposition 5.2, C is a direct factor
of Pϕ(x¯). 
6. Striving for finiteness
In order to check the conditions from Theorem 3.1 it is possible that one has to
work on infinite algebras. The following question arises: Under what conditions can
we simplify verification of ASC by restricting condition (3) from Theorem 3.1 to
finite algebras? In this section we will propose a solution to this problem, namely
Theorem 6.1. In the next section we will show some of its applications.
Let us start with recalling needed notions. We say that a class K of algebras
has finite model property (FMP for short) if V(K) is generated, as a variety, by
finite members from K. Note that it may happen that a quasivariety does not
have FMP while the variety it generates does. A class K has strong finite model
property (SFMP for short) if Q(K) is generated, as a quasivariety, by finite members
from K. In particular, every locally finite (with all finitely generated algebras
being finite) quasivariety has SFMP. A quasivariety Q has equationally definable
principal relative congruences (EDPRC for short and EDPC for varieties) if there is
a finite family of equations sk(u, v, x, y) ≈ tk(u, v, x, y), k 6 n, such that for every
a, b, c, d ∈ A and A ∈ Q
(c, d) ∈ θQ(a, b) iff A |=
∧
k6n
sk(c, d, a, b) ≈ tk(c, d, a, b).
Theorem 6.1. Let Q be a quasivariety in a finite language with FMP and EDPRC.
Assume that F has a finite Q-simple subalgebra C. Then Q is ASC if and only if
for every finite Q-subdirectly irreducible algebra S we have
S 6 F or S×C 6 F.
Let us emphasize that the assumptions of Theorem 6.1 are very natural from
the perspective of logic. Indeed, assume that Q gives an algebraic semantics for
a deductive system S. Then having FMP by Q with a recursively enumerable
axiomatization of V(K) yield the decidability of the equational theory of K and
hence the decidability of Th(S) [51, Theorem 3]. Furthermore, having EDPRC
by Q corresponds to deduction-detachment theorem for S [9, Theorem 5.5], [18,
Theorem 4.6.13]. The algebra C may be often chosen as an algebra with elements
which correspond to verum and falsum.
Lemma 6.2. Assume that Q has SFMP and C is a subalgebra of F. If for every
finite S ∈ QSI , S×C ∈ Q(F), then Q is ASC.
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Proof. By Proposition 4.1, the class of finite Q-subdirectly irreducible algebras is
contained in ASCC(Q). Consequently, by Proposition 2.1, all finite algebras from Q
are in ASCC(Q). Thus, by SFMP, Q = ASCC(Q). This means that Q is ASC. 
For a congruence α of A and β of B let α×β be a congruence of A×B given by
{((a1, b1), (a2, b2)) ∈ (A×B)2 | (a1, b1) ∈ α and (a2, b2) ∈ β}. A quasivarietyQ has
Fraser-Horn property (FHP for short) if for every algebrasA,B each Q-congruence
of the product A ×B decomposes as α × β, where α is a Q-congruence of A and
β is a Q-congruence of B. Every relative congruence distributive quasivariety has
FHP but this notion is more general, see [19].
Lemma 6.3. Assume that Q is a quasivariety in a finite language which has FHP
and F has a finite Q-simple subalgebra C. If Q is ASC then for every finite S ∈ QSI
we have
S 6 F or S×C 6 F.
Proof. Let S be a finite Q-subdirectly irreducible algebra. By ASC, S × C ∈
Q(F) = SPPU(F). This means that for each pair of distinct elements in S × C
there is a homomorphism from S×C into an ultrapower of F that separates them.
Let (a, b) ∈ S2 be a pair which belongs to every Q-congruence of S that is not the
equality relation idS on S. Further, let c be an element of C. Let h : S ×C → G
be a homomorphism such that h(a, c) 6= h(b, c), where G is an ultrapower of F.
Then FHP yields that ker(h) = α× β, where α is a Q-congruence of S and β is a
Q-congruence of C. As h(a, c) 6= h(b, c), α equals idS and, by Q-simplicity of C,
β equals idC or C
2. Thus, either S or S ×C embeds into G. By the finiteness of
the language of Q and the finiteness of both algebras, at least one of them embeds
into F. 
We need two facts from the literature.
Proposition 6.4 ([10, Theorem 3.3]). For a quasivariety FMP and EDPRC yields
SFMP.
Proposition 6.5 ([9, Theorem 5.5], [18, Theorem Q.9.3]). A quasivariety with
EDPRC is relative congruence-distributive, and thus has FHP.
Proof of Theorem 6.1. For the backward direction combine Proposition 6.4 and
Lemma 6.2. For the forward direction combine Proposition 6.5 and Lemma 6.3. 
As a matter of fact, there is an analog of Theorem 6.1 for SC.
Corollary 6.6. Let Q be a quasivariety in a finite language with EDPRC. Then
Q is SC if and only if every finite Q-subdirectly irreducible algebra is a subalgebra
of F.
Proof. The backward direction follows from Proposition 6.4 and the fact that all
finite algebras from Q are in Q(F). This fact follows form Proposition 2.1 and
the assumption. The forward implication may be proved similarly, but easier, as
Lemma 6.3. 
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Remark 6.7. Corollary 6.6 was obtained in [68, Theorem 5.1.8] under some addi-
tional condition. But in the cases of intermediate logics and of normal extensions of
K4 modal logics [68, Corollary 5.1.10] the formulation presented there is the same
as ours.
Several forms of definability of relative principal congruences which are weaken-
ings of EDPRC were considered in the literature. They correspond to variants of
deduction-detachment theorem for deductive systems. Among them the property
of having equationally semi-definable principal relative congruences, corresponding
to contextual deduction-detachment theorem [63, Theorem 9.2], proves to be suffi-
cient for Theorem 6.1 to work. Indeed, having equationally semi-definable principal
relative congruences yields relative congruence-distributivity, and with FMP yields
SFMP [63, Theorem, 8.7, Corollary 3.7]
Problem 6.8. Is it possible to weaken the assumption of Theorem 6.1 of having
EDRPC to, having relative congruence extension property, corresponding to local
deduction-detachment theorem [8, Corollary 3.7], or to having parameterized equa-
tionally definable principal relative congruences, corresponding to parameterized
deduction-detachment theorem [18, Section 2.4]?
7. Examples
In this section we will give several examples of ASC varieties. The main objective
is to present varieties which characterize ASC\SC logics. The exception is given
by varieties of monounary algebras and varieties of bounded lattices. They are
intended to illustrate how one may apply Theorems 3.1 and 6.1 and the techniques
used in their proofs. Also the example of monounary algebras shows that there
does not have to to exists a largest ASC subquasivariety of a given quasivariety.
Moreover, the example of bounded lattices shows that some “plausible” condition
for ASC is actually strictly weaker than ASC.
We will use a nonstandard notation for operations in algebras and instead of
∨,∧,→,¬ we will write ∨ ,∧ ,⇒,¬ symbols. We do so in order to make a visible
distinction between a language and the meta-language.
Example 7.1. Monounary agebras. Let V be the class of all monounary al-
gebras. These are algebras with just one basic operation, denoted by f , which is
unary. We claim that ASCC(V) is defined by the quasi-identity
j = (∀x, y)[f(x) ≈ f(y)→ x ≈ y].
We may identify a free monounary algebra F(1) with (N, f : x 7→ x+1). Note that
F is isomorphic with a disjoint union of denumerable many copies of F(1). We
clearly have F |= j and F 6|= j∗. Hence ASCC(V) |= j. Now in order to prove our
claim it is enough to show that the quasivariety defined by j is ASC. To this end
one may use the condition (2’) from Corollary 3.2. Indeed, if A |= j, then A×F(1)
is a disjoint union of subalgebras generated by (a, n), a ∈ A, n ∈ N, where a 6∈ f(A)
or n = 0. Each of these subalgebras is isomorphic to F(1). Therefore A × F(1) is
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free for V and belongs to Q(F) (actually, all nontrivial members of Q(F) are free
for V).
Now consider a variety W defined by (∀x, y)[f(x) ≈ f(y)]. Then it has, up to
isomorphism, only one subdirectly irreducible algebra ({0, 1}, x 7→ min(1, x + 1)).
Moreover, this algebra embeds into every nontrivial member of W . Thus W is a
minimal quasivariety and is SC. But j is not valid in W and W 6⊆ ASCC(V). This
shows that there does not have to exist a largest (A)SC subquasivariety of a given
quasivariety. 
Example 7.2. Varieties of bounded lattices.
By a bounded lattice we mean an algebra L with a lattice reduct and with two
constants 0 and 1 which are the bottom and the top elements in L respectively.
Due to the lack of FMP, Theorem 6.1 does not apply to all varieties of bounded
lattices. (For instance the variety defined by modularity law does not have FMP.
In [31] an identity e was found that holds in all finite modular lattices, but does
not hold is some infinite one L. Clearly, e also holds in all finite bounded lattices,
and does not hold in the bounded expansion of L.) Still, the argument from the
proof may be used to show that there are only two ASC (SC in fact) varieties of
bounded lattices. Strictly, the proof of Lemma 6.3 yields also the following fact.
Lemma 7.3. Assume that Q is a quasivariety with FHP and that F has a finite
Q-simple subalgebra C. If Q is ASC then for every S ∈ QSI we have
S 6 G or S×C 6 G.
for some ultrapower G of F.
Here by 2 we denote the bounded lattice ({0, 1},∧ ,∨ , 0, 1). Note that 2 is free
of rank zero for every nontrivial variety of bounded lattices. The following lemmas
are folklore.
Lemma 7.4. Let S be a subdirectly irreducible bounded lattice not isomorphic to
2. Then 1 does not have the unique lower cover in S. In particular, if S is finite,
1 is join-reducible in S.
Proof. Assume that there is the unique lower cover 1∗ of 1 in S. Consider two
congruences of S
α = {1, 1∗}
2 ∪ idS ,
β = {a ∈ S | 0 6 a 6 1∗}
2 ∪ idS .
Then α > idS and α ∩ β = idS . Thus, by subdirect irreducibility, β = idS and S
must be isomorphic to 2. This leads us to a contradiction with our assumption. 
Lemma 7.5. Let V be a nontrivial variety of bounded lattices and G be an ultra-
power of F. Then 1 is join-irreducible in G.
Proof. Since the conclusion of the lemma is expressible by a first order sentence
and G is elementarily equivalent to F, it is enough to prove it for F.
Assume that 1 is join-reducible in F. Then there are p(v¯), q(v¯) ∈ F such that
p, q < 1 and p∨ q = 1 in F. This yields that V satisfies the identity pˆ∨ qˆ ≈ 1, where
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pˆ = p(0, . . . , 0), qˆ = q(0, . . . , 0) ∈ F (0) = {0, 1}. In particular, in F(0), which is
isomorphic to 2, we have pˆ∨ qˆ = 1. Thus at least one of pˆ, qˆ, say pˆ, equals 1. Since
in bounded lattices all term operations are monotone, pˆ 6 p. Hence p = 1 in F.
This gives a contradiction. 
Let N5 be a 5-element lattice in which non-top and non-bottom elements form
a disjoint union of an element with a two-element chain (exactly two among these
elements are comparable). Let M3 be a 5-element lattice in which non-top and non-
bottom elements form a three-element antichain (all of them are incomparable). Let
N
b
5 and M
b
3 be bounded lattices with the lattice reducts N5 and M3 respectively.
By distributivity law we mean the identity
(∀x, y, z) [x∧ (y∨ z) ≈ (x∧ y)∨ (x∧ z)].
Lemma 7.6. Let V be a variety of bounded lattices. Then the following conditions
are equivalent:
(1) V satisfies distributivity law,
(2) V = V(2) or V is the trivial variety,
(3) Nb5 6∈ V and M
b
3 6∈ V.
Proof.
(1)⇒ (2) It follows from Pristley duality [20, Theorem 11.23] that the class of
distributive bounded lattices coincide with SP(2). Thus, since 2 is distributive,
SP(2) = V(2). On the other hand, every nontrivial bounded lattice has a subalgebra
isomorphic to 2. Hence there are only two varieties of bounded lattices satisfying
distributivity law: V(2) and the trivial variety.
(2)⇒(1)⇒(3) It is routine.
(3)⇒ (1) Assume that in V there is a non-distributive bounded lattice L. Then
its lattice reduct has a sublattice K isomorphic to M3 or N5 [20, Theorem I4.10].
Let Kb be a bounded sublattice of L generated by K. Note that the lattice reduct
of Kb may differ from K only by having an additional element on the top and/or
having an additional element in the bottom. In either case, Kb has one of bounded
lattices Mb3, N
b
5 as a homomorphic image. Thus one of these algebras belongs to
V . 
Proposition 7.7. Let V be a variety of bounded lattices. Then the following con-
ditions are equivalent:
(1) V is SC,
(2) V is ASC,
(3) V satisfies distributivity law.
Proof.
(1)⇒ (2) It is obvious.
(2)⇒ (3) Assume that in V distributivity law does not hold. Then, by Lemma
7.6, at least one of Mb3, N
b
5 belongs to V . For convenience, let us denote it by S.
Clearly, S is finite, subdirectly irreducible and has the top element join-reducible.
Since in S× 2 the top element is also join-reducible, Lemma 7.5 yields that neither
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S nor S× 2 embeds into any ultrapower of F. Thus, by Lemma 7.3, V cannot be
ASC.
(3)⇒ (1) Lemma 7.6 tells us that there are only two varieties of distributive bounded
lattices: the trivial one, which is clearly SC, and the minimal one V(2). In fact
V(2) is minimal also as a quasivariety and as such must be also SC. 
We finish this example by one remark. Consider the condition for quasivarieties
obtained by syntactic mixing the conditions from Theorem 3.1.
(6) For every S ∈ QSI , S→ F yields S ∈ Q(F).
Theorem 3.1 shows that (6) follows from ASC. But is not equivalent to ASC. In
order to see this, let us consider the variety V generated by Mb3. By Proposition
7.7, V is not ASC. Let us check that nevertheless the condition (6) is fulfilled.
There are, up to isomorphism, exactly two subdirectly irreducible algebras in V : 2
and Mb3. Clearly 2 ∈ Q(F). Moreover, M
b
3 does not admit a homomorphism into
F. Indeed, since Mb3 is simple, a homomorphic image of M
b
3 would have just one
element, which is impossible since F does not have idempotents, or be isomorphic
to Mb3, which is also impossible as we showed in the proof of Proposition 7.7.
Note that the unbounded case is different. In particular, V(M3) is SC [42]. 
Let us move to examples that come from logic. We are mainly interested in
normal modal logics, and, in particular, in normal extensions of transitive and
reflexive modal logic S4. Every such extension has an adequate semantics given
by a variety of closure algebras [53], [21, Chapter 10]. An algebra M is a modal
algebra if it has a Boolean algebra reduct and beside Boolean operations one unary
operations 3 such that for all a, b ∈M
30 = 0, 3(a∨ b) = 3a∨3b.
If in addition for every a ∈M it satisfies
a 6 3a = 33a
we call it a closure algebra. Let 2x = ¬3¬x. Element a of a closure algebra is
closed (open) if a = 3a (a = 2a respectively). We picture a closure algebra M
by drawing the Hasse diagram of the ordered set (M,6), where 6 is given by the
lattice structure of M. We draw closed elements as 3, open as 2, open and closed
as 32, and others as ◦. The simplest nontrivial closure algebra, denoted by 2 and
depicted in Figure 1, has two elements and 3 operation acts on it identically. In
particular it is term equivalent to a two-element Boolean algebra. It is important
to note that 2 embeds into every nontrivial closure algebra. Moreover, 2 is free of
rank zero for every nontrivial variety of closure algebras.
Let us recall that congruences of a closure algebras M are with one to one
correspondence with open filters, i.e., Boolean filters which are additionally closed
under 2 operation. Strictly, for a congruence α its corresponding open filter is the
class 1/α. From this one can see that the variety of closure algebras is congruence-
distributive. Actually a stronger statement is true: every variety of closure algebras
has EDPC witnessed by the equation 2(x ⇔ y) ⇒ (u ⇔ v) ≈ 1. Note also that
each element a of a closure algebra M which is open and closed gives a direct
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product decomposition M ∼= M/α ×M/β, where α is a congruence generated by
(1, a) and β is a congruence generated by (1,¬a).
Example 7.8. Varieties of monadic algebras. A closure algebra M is a
monadic algebra if for all a ∈M we have
32a = 2a.
This means that all open elements in M are also closed. Recall that varieties
of monadic algebras form adequate semantics for normal extensions of transitive,
reflexive and symmetric S5 modal logic [53], [21, Chapter 10]. As we already noted
in the introduction, every variety of monadic algebras is a discriminator variety.
Hence it has projective unification and is ASC. Since the variety of monadic algebras
is for us a prototypical example of an ASC variety which is not SC, let us look at
it from an algebraic perspective. For this purpose we will need to recall basic facts
about monadic algebras.
For a positive integer l let Sl be the closure algebra with l atoms and with
0 and 1 as the only closed elements. The algebra S1, which is isomorphic to 2,
and the algebra S2 are depicted in Figure 1. Clearly, all Sl are monadic. Let V
be a variety of monadic algebras. Then V is semisimple, i.e., all its subdirectly
irreducible algebras are simple. Moreover, every finite simple closure algebra is
isomorphic to one of Sl [36, Lemma 8, Theorem 7], [45, Theorem 4.2]. This gives
that every finite monadic algebra M is isomorphic to a product of those Sl which
are its homomorphic images. Indeed, every maximal congruence α of a monadic
algebra M is generated by a pair (a, 1) where a is open, and hence also closed, in
M. Thus M is isomorphic to the product M/α ×M/β, where β is generated by
(¬a, 1). Since V is locally finite [2], this applies to F(k) for every finite k. So we
have
F(k) ∼=
m∏
l=1
S
dl
l
for some natural numbers m, d1, . . . , dm. Note also that if Sl ∈ V and k > l, then
Sl is a homomorphic image of F(k) and dl > 1. (An exact structure of FW(k) may
be deduced from [2, 37, 45] where free monadic algebras are described.)
Let us use Theorem 6.1 in order to show that V is ASC. As we already noted V
has EDPC and, since it is locally finite, it has FMP. Moreover a two-element closure
algebra 2 embeds into every nontrivial monadic algebra. Thus the assumptions of
Theorem 6.1 hold. Let us verify the condition from the theorem. For a trivial V it
vacuously holds. So assume that Sl ∈ V for some positive integer l. Take n > l.
Then, according to what we already wrote, F(n) ∼= Sl×M for some monadic algebra
M, and hence Sl × 2 embeds into F(n) (when M is nontrivial) or Sl embeds into
F(n) (when M is trivial).
Note that there are only two SC varieties of monadic algebras, namely the trivial
one and V(2) = SP(2). The latter one is actually term equivalent to the variety of
Boolean algebras. Indeed, all other varieties of monadic algebras contain S2. Thus,
as we indicated in the introduction and will prove in Proposition 8.6, they cannot
be SC. 
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Example 7.9. Locally finite discriminator varieties. Actually, the argument
for ASC from the previous example may be used in a more general setting. Recall
that a variety V is a discriminator variety if it is generated by a class K of algebras
for which there is a term t(x, y, z) such that for all a, b, c ∈ A, A ∈ K we have
t(a, b, c) =
{
a if a 6= b
c if a = b
.
Assume that V is a locally finite discriminator variety in a finite language and that
there exists an algebra C that embeds into every nontrivial member of V . Then
V has FMP and EDPC [6, Page 200]. These assumptions are met in e.g. in the
varieties of monadic algebras [45], of MVn-algebras [16], in locally finite varieties of
relation algebras [49] or diagonal free cylindric algebras [38]. By Proposition 5.2,
every subdirectly irreducible (which is actually here the same as simple) algebra S
in V is a direct factor of F(n) for n > |S|. Thus if S is not isomorphic to F(n), then
it is a proper direct factor of F(n) and then S × C embeds into F(n). Thus the
assumptions and the condition form Theorem 6.1 hold. Therefore V is ASC. 
Let us move to a more complicated examples, varieties of closure algebras which
are not discriminator.
Example 7.10. Varieties of S4.3-algebras. Let VS4.3 be the variety generated
by the closure algebras in which open elements form a chain. Alternatively one
may define VS4.3, relative to the variety of closure algebras, by
(∀x, y)[2(2x⇒ y)∨2(2y ⇒ x)].
Note that VS4.3 characterizes the modal logic S4.3, see e.g. [15]. Let V be a
subvariety of VS4.3. We already noted in the introduction that V is ASC. Let us
now argue for it without projective unification. By Bull theorem [11], V has FMP.
Thus the assumptions of Theorem 6.1 are satisfied for V . Moreover, the condition
from the theorem is verified in [67, Lemma 2]. Thus V is ASC. Note that Rybakov
in [67, Theorem 5] obtained the quasi-equational base for Q(F).
In Section 5 we formulated the problem whether all finite/finitely presented/finitely
generated nontrivial algebras in Q(F) have a minimal subalgebra of F as a direct
factor provided V is a variety with projective unification. To falsify this let us
consider the closure algebra M depicted in Figure 2 and the subvariety V of VS4.3
containing M. Then M has 2 as a homomorphic image. Thus, by Theorem 3.1
point (4), M ∈ Q(F). Nevertheless, 2 is not a direct factor of M. 
Now we will move to varieties of Heyting algebras. A Heyting algebra (called
sometimes a pseudo-Boolean algebra) H is a bounded lattice expanded by one
binary operation ⇒ such that for all a, b, c ∈ H
a∧ c 6 b iff c 6 a⇒ b.
Let ¬x = x ⇒ 0. Varieties of Heyting algebras constitute an adequate semantics
for intermediate logics. In particular, the class of all Heyting algebras, which turns
out to be a variety, characterizes intuitionistic logic [15, Chapter 7]. As in the case
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Figure 2. The algebra M from VS4.3.
of closure algebras, there is exactly one minimal (quasi)variety of Heyting algebras.
It is generated by a two-element Heyting algebras, again denoted as 2.
Corollary 3.5 and Fact 7.12 yield that for varieties of Heyting algebras SC is in
fact equivalent to ASC. Nevertheless, they are strongly connected to varieties of
closure algebras. In the next section we will show how to construct, starting from
an SC variety of Heyting Algebras, infinitely many varieties of closure algebras
which are ASC\SC.
Example 7.11. Levin and Medvedev varieties. Recall that with every ordered
set O, the Heyting algebra O+ of its up-directed subsets is associated. Then O,
treated as an intuitionistic frame, validates the intuitionistic formula t(x¯) iff O+
validates the identity (∀x¯)[t(x¯) ≈ 1], see e.g. [15, Chapter 7]. For a natural number
n let (2,6)n be the power of the ordered set (2,6) with 2 = {0, 1} and 0 6 1.
Let Levn be the ordered set obtained from (2,6)
n by removing the top element.
Since the algebra Lev+2 will be important in our investigations, we will use a more
intuitive notation 22 ⊕ 1 for it. Note that the logic characterized by all Levn is
Medvedev finite problems logic [54, 55], and an intermediate logic is one of Levin
logics [48] iff it is Medvedev logic or it is characterized by one of frames Levn
[69, Theorem 3.1].
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Figure 3. The Heyting algebra 22 ⊕ 1.
For n ∈ N let
VLevn = V(Lev
+
n )
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and VMed be their varietal join
VMed =
∨
n∈N
VLevn .
The following basic property of Heyting algebras, which may be deduced from
e.g. [65, Statement VI.6.5], will be needed.
Fact 7.12. Let H be a Heyting algebra and a its non-zero element. Then there is
homomorphism h : H→ 2 such that h(a) = 1.
Lemma 7.13. Let V be a nontrivial variety of Heyting algebras. Then 22 is a
V-finitely presented unifiable algebra.
Proof. Since the language of V is finite and 22 is a finite algebra belonging to V , Fact
2.3 yields that 22 is V-finitely presented. One can also show that 22 is isomorphic
to Px∨¬x≈1.
The unifiability follows from the existence of a projection from 22 onto 2. Note
that 2 is free for every nontrivial variety of bounded lattices. 
Lemma 7.14. Let V be a variety of Heyting algebras containing 22 ⊕ 1. Then 22
does not embed into F.
Proof. Striving for a contradiction, suppose that 22 embeds into F. Then there is
t ∈ F such that
0 < t < 1, 0 < ¬t < 1, t∨¬t = 1, t∧¬t = 0.
Note that neither t nor ¬t is a Boolean tautology. Indeed, by Fact 7.12, there
is a homomorphism k : F → 22 such that k(t) = (1, 0) and k(¬t) = (0, 1). The
Heyting algebra 22 ⊕ 1 has two atoms a = {(1, 0)}, ¬a = {(0, 1)}, and one coatom
a∨¬a = {(0, 1), (1, 0)}. Let g : V → 22 ⊕ 1 be a mapping given by
g(v) =


a if k(v) = (1, 0)
¬a if k(v) = (0, 1)
a∨¬a if k(v) = (1, 1)
0 if k(v) = (0, 0)
,
and g¯ : F → 22 ⊕ 1 be the homomorphic extension of g. Let h : 22 ⊕ 1 → 22 be
a surjective homomorphism that maps a∨¬a onto 1 and a onto (1, 0). Note that
h−1(1) = {1, a∨¬a} is the only its coset containing more than 1 element. We have
k|V = h◦g and hence, by the universal mapping property of F, k = h◦ g¯. Therefore
g¯(t) = a and g¯(¬t) = ¬a. Now we compute in 22 ⊕ 1
1 = g¯(1) = g¯(t∨¬t) = g¯(t)∨¬g¯(t) = a∨¬a < 1.
This leads to a contradiction. 
Note that if V is a variety of Heyting algebras containing a three-element algebra,
then 22 is not V-projective, see the last remark in [33].
Lemma 7.15. Let V be an ASC variety and P ∈ V be a V-finitely presented unifi-
able algebra that does not embed into F. Then V cannot have unitary unification.
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Proof. By Corollary 3.4, P ∈ SP(F). This means that there are unifiers ui : P→ F,
i ∈ I, such that
⋂
i∈I kerui is the identity relation on P . Thus, if there is a most
general unifier for P, its kernel is also the identity relation on P . But this would
mean that P actually embeds into F. 
Proposition 7.16. Let V be one of the varieties VMed, VLevn for n > 2. Then
(1) V is SC,
(2) there exists a V-finitely presented unifiable algebra which does not embed
into F,
(3) V does not have unitary (and hence projective) unification.
Proof.
(1) For VMed it was proved by Prucnal [61]. For VLevn a small modification of
Prucnal’s proof works [69, Lemma 3.2].
(2) It follows from Lemmas 7.13 and 7.14.
(3) It follows from (1), (2) and Lemma 7.15. 
In fact, point (3) of Proposition 7.16 follows from [33, Theorem 4.4] and also
from [22, Lemmas 3,4]. It was shown there that every variety of Heyting algebras
containing 22⊕1 cannot have unitary unification even without assuming SC. Indeed,
then the algebra 22 does not have a most general unifier.
In the next section, based on Example 7.11, we will construct ASC\SC varieties
of closure algebras for which points (2) and (3) in Proposition 7.16 will be also
valid 
8. More examples: ASC for varieties of closure algebras and
normal modal logics
In this section we will show that the varietal join V = U ∨W of an SC variety of
closure algebras U and a non-minimal variety of monadic algebras W is ASC\SC.
By Corollary 3.4, every V-finitely presented unifiable algebra is isomorphic to
a subalgebra of a power of F. Therefore such finite P is a subalgebra of a power
of some F(k). However in every known example of ASC\SC variety V of modal
algebras all V-finitely presented unifiable algebras actually embed into F. We claim
that this fact is connected with the limitation of the techniques used so far, not
with any intrinsic property of modal algebras. Indeed, a clue for it with varieties
of Heyting algebras was already presented in Proposition 7.16. We will prove in
Theorem 8.11 that if V is as in the previous paragraph and additionally U contains
the algebra B(22 ⊕ 1) shown in Figure 5, then there is a finite V-finitely presented
unifiable algebra which is not embeddable into F. Moreover, V does not have
unitary (and hence projective) unification. For such U we can take minimal modal
companions of Levin varieties from Example 7.11. To the best of our knowledge,
these are the first found examples of ASC\SC varieties of modal algebras without
projective unification.
8.1. Join of varieties of McKinsey algebras and of monadic algebras. Let
µ(x) = 23x⇒ 32x
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be the McKinsey term. A modal algebra M is a McKinsey algebra if it satisfies the
McKinsey identity
(∀x) µ(x) ≈ 1.
McKinsey algebras appeared in our investigations due to the fact that an ASC
variety of closure algebras is SC iff it satisfies McKinsey identity. Moreover, free
algebras of finite rank for the varietal join of a variety of McKinsey algebras and
of a variety of monadic algebras are products of McKinsey algebras and monadic
algebras. These facts will be used to verify that a varietal join of an SC variety of
closure algebras with a non-minimal variety of monadic algebras is ASC\SC. Now
we will present their proofs.
In what follows U will be a variety of McKinsey algebras,W will be a variety of
monadic algebras, and V = U ∨W = V(U ∪W) will be their varietal join. We will
add subscripts in the notation of free algebras denoting varieties for which these
algebras are free. For instance a free algebra for V of rank ℵ0, a previously denoted
F, now will be denoted by FV . Moreover, in this section 2 will again denote a
two-element closure algebra.
Recall from Example 7.8 that we may put
FW(k) = 2
d ×
m∏
l=1
Rl,
where all Rl are not necessarily distinct finite simple monadic algebras with more
than two elements, this means that they are in {Sl | l ∈ {2, 3, . . .}}, and d,m
are some natural numbers. Let w1, . . . , wk be free generators of FW(k). Let us
interpret them as mappings with the domain {0, . . . ,m} and w(0) ∈ 2d, w(l) ∈ Rl
for l ∈ {1, . . . ,m}. Define
GW(k) =
m∏
l=1
Rl.
What we need to know about free generators in FW(k) is just the following fact.
Lemma 8.1. For every index l ∈ {1, . . . ,m} there exists i ∈ {1, . . . , k} such that
wi(l) 6∈ {0, 1}.
Proof. Indeed, otherwise the subalgebra of FW(k) generated by w1, . . . , wk would
be a subalgebra of 2d ×
∏l−1
j=1Rj × 2×
∏m
j=l+1Rj . This would contradict the fact
that free generators generate the whole algebra FW(k). 
Proposition 8.2. Let U be a nontrivial variety of McKinsey algebras, W be a
variety of monadic algebras, and V = U ∨W be its varietal join. Then
FV(k) ∼= FU (k)×GW(k).
Proof. Let u1, . . . , uk be free generators of FU (k) and w1, . . . , wk be free gener-
ators of FW(k) interpreted as above. For i ∈ {1, . . . , k} let vi = (ui, w′i), where
w′i = wi|{1,...,m}. We will prove that v1, . . . , vk are free generators in FU (k)×GW(k)
for the variety V . The verification of the universal mapping property may be split
into the verification of the following two claims.
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Claim. The elements v1, . . . , vk generate FV(k)×GW(k).
Proof. The elements u1, . . . , uk generate FU (k) and w
′
1, . . . , w
′
k generate GW(k).
Thus every element from FV(k)×GW(k) is of the form (s(u¯), t(w¯′)) for some terms
s(x¯), t(x¯). Our aim is to find a term r(x¯) such that (s(u¯), t(w¯′)) = r(v¯). Define a
term
m(x¯) =
∧k
i=1
µ(xi).
Since U satisfies McKinsey identity, in FU (k) we have m(u¯) = 1. Let us compute
m(w¯′) inGW(k). A routine verification shows that if a is neither a top nor a bottom
element in Rl, then µ(a) = 0. Thus, by Lemma 8.1, for every l ∈ {1, . . . ,m} there
is i such that in Rl we have µ(wi(l)) = 0. Hence in GW(k) we have m(w¯
′) = 0.
Now for r(x¯) = (m(x¯)∧ s(x¯))∨ (¬m(x¯)∧ t(x¯)) we compute
r(v¯) = ((m(u¯)∧ s(u¯))∨ (¬m(u¯)∧ t(u¯), (m(w¯′)∧ s(w¯′))∨ (¬m(w¯′)∧ t(w¯′))
= ((1∧ s(u¯))∨ (0∧ t(u¯), (0∧ s(w¯′))∨ (1∧ t(w¯′)) = (s(u¯), t(w¯′)).

Claim. For every algebra M ∈ V and every mapping f : {v1, . . . , vk} → M there
is a homomorphism f¯ : FU(k)×GW(k)→M extending f .
Proof. First observe that we do not have to verify the assertion for all M ∈ V . It
is enough to show this for generators of V , see e.g. [47, Proposition 4.8.9]. We will
do it for algebras from U ∪W .
The case when M ∈ U is easy. Then for f¯ we just take the composition of the
first projection of FU(k) × GW(k) with the homomorphism from FU (k) into M
extending the mapping given by ui 7→ f(vi) for i ∈ {1, . . . , k}.
Let us move to the case when M ∈ W . Since we assumed that U is nontrivial,
2
d ∈ U . (Actually 2d is free for V(2) of rank k and d = 2k.) Thus there is a
homomorphism g : FU (k) → 2d such that g(ui) = wi(0) for i ∈ {1, . . . , k} (recall
that wi are free generators in FW(k)). Let
g′ : FU(k)×GW(k)→ FW(k); (s, t) 7→ (g(s), t).
and h : FW(k)→M be a homomorphism such that h(wi) = f(vi) for i ∈ {1, . . . , k}.
Then h ◦ g′ : FU (k)×GW(k)→M is a homomorphism extending f . 

In [27] it was proved that a variety of S4.3-algebras is SC iff it satisfies McKinsey
identity. However the proof presented there actually uses only the fact that a variety
of closure algebras under consideration is ASC. Let us formulate the reasoning in
algebraic terms. The following lemma will be used several times.
Lemma 8.3. For every closure McKinsey algebra M and every open element a ∈M
which does not equal 0 there is a homomorphism h : M→ 2 such that h(a) = 1.
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Proof. Let θ be a congruence of M generated by (a, 1). Since a is open, 0 6∈ 1/θ,
and therefore θ < M2. By Zorn lemma, θ can be extended to a maximal congruence
θ′ properly contained inM2. Then N = M/θ′ is simple. For closure algebras being
simple is equivalent to having exactly two open elements 0 and 1. The computation
shows that in N we have µ(c) = 0 for every element c ∈ N − {0, 1}. Thus the
inequality N 6= {0, 1} would contradict the satisfaction of McKinsey identity by N
(see also Proposition 8.4). Therefore N ∼= 2. 
Recall that the four-element simple closure algebras, depicted in Figure 1, was
denoted by S2. Note that V(S2) and the variety of McKinsey algebras is a splitting
pair for the lattice of varieties of closure algebras.
Proposition 8.4 ([4, Example III.3.9], [66, Example IV.5.4]). Let U be a variety
of closure algebras. Then S2 6∈ U if and only if U satisfies McKinsey identity.
Lemma 8.5. Every SC variety of closure algebras satisfies McKinsey identity.
Proof. On the contrary, assume that U does not satisfy McKinsey identity. Then,
by Proposition 8.4, S2 ∈ U . Let
q = (∀x)[3x∧3¬x ≈ 1→ 0 ≈ 1].
We have S2 6|= q, and hence U 6|= q. But q is V(2)-passive. Since FV(2) is a
homomorphic image of FU , the quasi-identity q is also U-passive, and therefore it
holds in FU . Thus U is not SC. 
Proposition 8.6. Let U be an ASC variety of closure algebras. Then the following
conditions are equivalent:
(1) U is SC,
(2) U satisfies McKinsey identity,
(3) S2 6∈ U .
Proof. The equivalence (2)⇔(3) follows from Proposition 8.4, the implication (1)⇒(2)
is given by Lemma 8.5 and the implication (2)⇒(1) follows from Corollary 3.5, and
Lemma 8.3. 
Now we may proceed to the main result of this section.
Theorem 8.7. Let U be an SC variety of closure algebras andW be a non-minimal
variety of monadic algebras. Then the varietal join U = V ∨W is ASC \SC.
Proof. In the case when U is trivial we have V = U and the statement of the
theorem was verified in Example 7.8. So we assume that U is nontrivial. Let us
start by proving the following fact.
Claim. The algebra FU(k) embeds into FV(k) for every natural number k. In
particular, Q(FU ) 6 Q(FV).
Proof. By Lemma 8.3, there is a homomorphism h : FU (k) → GW(k) with the
image isomorphic to 2. Then the homomorphism
g : FU (k)→ FU (k)×GW(k); t 7→ (t, h(t))
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embeds FU (k) into FU (k)×GW(k). By Propositions 8.2 and 8.6, the later algebra
is isomorphic to FV(k). 
In order to verify ASC for V let us check the condition (3’) from Corollary 3.2.
Since V is congruence distributive, every subdirectly irreducible algebra S from V
is in U ∪W [44, Corollary 4.2].
Case when S ∈ U . By the assumption that U is SC, S ∈ Q(FU ). Hence S × 2 ∈
Q(FU ), and by Claim, S× 2 ∈ Q(FV).
Case when S ∈ W. As explained in Example 7.8, for large enough k, S is a proper
direct factor of FW(k). Thus, by Proposition 8.2, S is a proper direct factor of
FV(k), and hence S× 2 embeds into FV(k).
Finally note that, since W is non-minimal, S2 ∈ V . Thus by Proposition 8.6, V
is not SC. 
8.2. ASC without projective unification; modal companions of Levin and
Medvedev varieties. .
Let us briefly review the translation of intuitionistic logics into transitive reflexive
normal modal logics in algebraic terms. Open elements of every closure algebra M
form the Heyting algebra O(M) with the order inherited from M. Moreover, if W
is a variety of closure algebras, then O(W) is a variety of Heyting algebras (O is
treated here as a class operator). The following fact was proved in [52, Section 1],
see also [4, Chapter 1] and [5, Theorem 2.2].
Proposition 8.8. For every Heyting algebra H there is a closure algebra B(H)
such that
(1) OB(H) = H;
(2) for every closure algebra M, if H 6 O(M), then B(H) is isomorphic to the
subalgebra of M generated by H,
The algebra B(H) is called the free Boolean extension of H.
For each variety Y of Heyting algebras there is a variety of closure algebras Y ′
such that O(Y ′) = Y. Every such Y ′ is called a modal companion of Y. In general,
there are many modal companions for a given variety of Heyting algebras. For
instance the variety of monadic algebras is the greatest modal companion, and the
variety V(2) is the smallest modal companion of the variety of Boolean algebras
treated as Heyting algebras. The smallest modal companion of a variety Y of
Heyting algebras is given by
σ(Y) = V{B(H) | H ∈ Y}
The importance of σ and O class operators follows from Blok-Esakia theorem. It
states that they are mutually inverse lattice isomorphisms between the subvariety
lattice of the variety of Heyting algebras and the subvariety lattice of the variety
of Grzegorczyk algebras [4, Theorem III.7.10][15, Theorem 9.66] [74] [28].
As in Example 7.11 we would like to find a V-finitely presented algebra that
does not embed into FV . But this time we cannot take 2
2. Indeed, Proposition
8.2 shows that this algebra in fact embeds into FV . But a bit more complicated
algebra will not embed. Let 4 be a four-element closure algebra depicted in Figure
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4 Note that V(4) and the variety of monadic algebras is a splitting pair for the
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Figure 4. The closure algebra 4.
lattice of varieties of closure algebras [5, Theorem 5.5]. We will not need this fact
in full strength, but only the observation that 4 embeds into B(22 ⊕ 1).
Lemma 8.9. Let V be a variety of closure algebras containing 4. Then 42 is a
V-finitely presented unifiable algebra.
Proof. Fact 2.3 yields that 42 is V-finitely presented. With some work one may
also show that 42 ∼= Pϕ(x), where
ϕ = (232v ≈ 32v) ∧ (32v∧ v ≈ 2v) ∧ (32v∨v ≈ 3v)
Moreover, there is a homomorphism from 4 onto 2. Hence 42 is unifiable. 
In our considerations the algebra B(22 ⊕ 1) depicted in Figure 5, which is the
free Boolean extension of the Heyting algebra 22 ⊕ 1, plays a crucial role. Note
that B(22 ⊕ 1) is a modal algebra which is dual to the ordered set Lev2 treated as
a modal frame.
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Figure 5. The closure algebra B(22 ⊕ 1).
Lemma 8.10. Let U be a variety of closure McKinsey algebras containing B(22⊕1),
W be a variety of monadic algebras and V = U ∨W be their varietal join. Then 42
does not embed into FV .
Proof. In order to obtain a contradiction, assume that 42 embeds into F. Then,
since 42 is finite, it embeds into FV(k) for some natural number k. Recall that, by
Theorem 8.7, FV(k) ∼= FU (k)×GW (k). The congruence lattice of 42 is isomorphic
to a product of two three-element chains. Let ρ be the congruence from the middle
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of this square, i.e., ρ is generated by ((a, a), (1, 1)). Now, if R is a simple algebra
in W and h : 42 → R is a homomorphism, then ρ 6 ker(h). Thus for every
homomorphism h : 42 → GW(k) we also have ρ 6 ker(h). Moreover, ρ ∩ α = id42
iff α = id42 for every congruence α of 4
2. These facts yield that 42 must embed
into FU (k). Since 2
2 6 42, 22 also embeds into FU (k).
The rest of the proof is very similar to the proof of Lemma 7.14. The generator
t of an isomorphic image of 22 in FV(k) satisfies
0 < t,¬t < 1 and 2t = t, 2¬t = ¬t.
Therefore, by Lemma 8.3, there exists a homomorphism f : FU → 22 such that
f(t) = (1, 0) and f(¬t) = (0, 1). Let a = {(1, 0)}, b = {(0, 1)} be the open atoms
and a∨ b = {(0, 1), (1, 0)} be the open coatom in B(22 ⊕ 1). Let g : V → B(22 ⊕ 1)
be a mapping given by
g(v) =


a if f(v) = (1, 0)
b if f(v) = (0, 1)
a∨ b if f(v) = (1, 1)
0 if f(v) = (0, 0)
,
and g¯ : F→ B(22 ⊕ 1) be the homomorphic extension of g. Let h : B(22 ⊕ 1)→ 22
be the surjective homomorphism such that h(a) = (1, 0) and h(b) = (0, 1). Then
f |V = h ◦ g. Thus, by the universal mapping property of FV(k), f = h ◦ g¯. We get
that g¯(t) ∈ h−1((1, 0)) = {a, a∨ c} and g¯(¬t) ∈ h−1((0, 1)) = {b, b∨c}, where c is
the third, closed atom of B(22 ⊕ 1). Therefore, since g¯ maps open elements onto
open element, g¯(t) = a and g¯(¬t) = b. Now we compute in B(22 ⊕ 1)
1 = g¯(1) = g¯(t∨¬t) = g¯(t)∨¬g¯(t) = a∨ b < 1,
and reach a contradiction.
We would like to finish this proof with one technical remark. In the earlier version
of this paper we dealt with σ(Y), where Y is a variety of Heyting algebras containing
2
2⊕ 1, instead of U . One would then wish to use Lemma 7.14 instead of repeating
the whole argumentation as we did here. But it does not give a correct proof.
It follows from the fact that in general FY(k) is not isomorphic to O(Fσ(Y)(k)).
Actually, FY(k) only embeds into O(Fσ(Y)(k)) and this embedding is proper even
in the simple case when Y = VLev2 . 
Theorem 8.11. Let U be an SC variety of closure algebras containing B(22 ⊕ 1),
for instance any of σ(VLev2), σ(VLev3 ), . . . , σ(VMed), W be a non-minimal variety
of monadic algebras and V = U ∨W be their varietal join. Then
(1) V is ASC \SC,
(2) there exists a V-finitely presented unifiable algebra which does not embed
into F,
(3) V does not have unitary (and hence projective) unification.
Proof.
(1) It is a consequence of Theorem 8.7. Notice that all varieties among σ(VLev2),
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σ(VLev3), . . ., σ(VMed) are SC. Indeed, it follows from Proposition 7.16 and the fact
that σ operator preserves SC [68, Theorem 5.4.7].
(2) Since, 4 embeds into B(22 ⊕ 1), 42 ∈ V . Thus it follows from Lemmas 8.9 and
8.10.
(3) It follows from (1), (2) and Lemma 7.15. This point was also proved in [22,
Lemmas 3,4], where it was shown that every variety of closure algebras, not neces-
sarily SC, containing B(22 ⊕ 1) cannot have unitary unification. Again, then 22 is
a V-finitely presented algebra without a most general unifier. 
Let us note that the mapping (U ,V) 7→ U ∨ V , where U and V are nontrivial
varieties satisfying the condition from Theorem 8.7, is injective. To see this assume
that V = U0 ∨ W0 = U1 ∨ W1, where U0,U1 and W0,W1 satisfies the same
conditions as U and W respectively. By [44, Corollary 4.2],
VSI = U
0
SI ∪W
0
SI = U
1
SI ∪W
1
SI .
Since U i are varieties of McKinsey algebras and Wj are varieties of Monadic alge-
bras, for i, j ∈ {0, 1}, we have
U i ∩ Vj = {2}.
This yields the equations U0SI = U
1
SI and V
0
SI = V
1
SI . Hence U
0 = U1 and V0 = V1.
Therefore, there are at least as many ASC\SC varieties of closure algebras as
there are SC varieties of closure algebras. However, we do not know exactly how
many of them there are. We know that there are at least ℵ0 (the number of Levin
varieties) and at most c (the number of varieties of closure algebras) members of
both families. Note that there are continuum many ASC varieties of modal algebras
[23, Corollary 14].
Problem 8.12. How many SC and ASC varieties of closure algebras are there?
Acknowledgement. We wish to thank Alex Citkin who suggested that ASC\SC
property might be detected among ASC varieties by possessing some simple algebra.
We confirmed this for varieties of closure algebras in Proposition 8.6.
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9. Appendix
Here we add some proof that are not needed to follow the paper. But they say
a bit more about considered algebras. Only the fact about presenting 42 is new.
9.1. Defining formulas for Heyting algebra 22 and closure algebra 42.
Fact 9.1 (cf. Lemma 7.13). Let V be a nontrivial variety of Heyting algebras. Then
2
2 is isomorphic to the V-finitely presented algebra Px∨¬x≈1.
Proof. It is known that the variety V(2), which is term equivalent to the variety
of Boolean algebras, is the only minimal variety of Heyting algebras and is defined
relative to V by the identity (∀x)[x∨¬x ≈ 1]. Moreover, 22 is free of rank one for
V(2). Thus the statement follows.
There also exists a less abstract argument for this. Namely, one may compute
that if H is a Heyting algebra generated by an element b and in which the equality
b∨¬b = 1 holds, then the set {0, 1, b,¬b} is closed under basic operations, and
hence equals H . (The less trivial part of this computation is the verification that
¬¬b = b.) 
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Fact 9.2 (cf. Lemma 8.9). Let V be a variety of closure algebras containing
4. Then the algebra 42 is a V-finitely presented algebra and is isomorphic to
P(232v≈32v)∧(32v∧v≈2v)∧(32v∨v≈3v).
Proof. Let α be the congruence of a free algebra FV(1) over {v} generated by the
pairs
e0 =(232v,32v),
e1 =(32v∧v,2v),
e2 =(32v∨v,3v).
The fact that e0 ∈ α guarantees that 32v/α is not just closed, but also an open
element in FV(1)/α. Thus FV(1)/α is isomorphic to a product M0 × M1 and
32a0 = 1 in M0, 32a1 = 0 in M1, where a0 and a1 are generators of M0 and M1
obtained by projecting v/α. Now e1 ∈ α yields that in M0
2a0 = 32a0∧a0 = a0,
3a0 = 32a0 = 1
and hence
2¬a0 = 0,
3¬a0 = ¬a0.
In particular, M0 = {0, 1, a0¬a0} and M0 is a homomorphic image of 4. No we
compute in M1. Since e1 ∈ α
2a1 = 32a1∧a1 = 0,
and since e2 ∈ α
3a1 = 32a1∨a1 = a1.
Hence
2¬a1 = a1,
3¬a1 = 0
and M1 is also a homomorphic image of 4. Thus FV(1)/α is a homomorphic
image of 42. Now let h : FU (1) → 4
2 be a surjective homomorphism such that
h(v) = (a,¬a), where a is the open and ¬a is the closed atom in 4. A routine
verification reveals that e0, e1, e2 ∈ ker(h). Thus FV(1)/α is isomorphic to 42.

9.2. Splittings for varieties McKinsey algebras and monadic algebras.
Fact 9.3 (Proposition 8.4 [4, Example III.3.9][66, Example IV.5.4]). Let U be a
variety of closure algebras. Then S2 6∈ U if and only if U satisfies McKinsey
identity.
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Proof. Since S2 does not satisfy McKinsey identity, the backward implication holds.
For the foreword implication assume that U does not satisfy McKinsey identity.
All modal algebras satisfies the identity
(∀x) [µ(x) ≈ ¬2(3x∧3¬x)].
Hence a modal algebra is a McKinsey algebra iff it satisfies
(∀x) 2(3x∧3¬x) ≈ 0.
Therefore there is an algebra M ∈ U and an element a ∈M such that
2(3a∧3¬a) > 0.
Because M is a closure algebra, the algebra M/θ is nontrivial, where θ is the
congruence of M generated by (3a∧3¬a, 1). Let N be the subalgebra of M/θ
generated by b = a/θ. Since 3b = 3¬b = 1, elements 0 and 1 are the only closed
elements in N, and thus N is isomorphic to S2 or to 2. But this equations also
yields that 0 < b < 1. Hence N must be isomorphic to S2. 
The next splitting is probably the most commonly known, see e.g. [47, Example
on p. 336]
Fact 9.4. For every variety V of closure algebras, 4 6∈ V if and only if V is a
variety of monadic algebras. In particular, if Y is a non-minimal variety of Heyting
algebras, then 4 ∈ σ(Y).
Proof. Recall that the variety of monadic algebras is defined relative to the variety
of closure algebras by the identity (∀x)[32x = 2x]. As 4 is not monadic, one
direction is clear. For the other direction assume that there is an algebra M ∈ V
and an element a ∈ M such that 32a > 2a. Note that a closure algebra N
has a subalgebra isomorphic to 4 iff it has an element d such that d < 3d = 1. If
232a > 2a, then for N we may takeM/θ, where θ is the congruence generated by
the pair (232a, 1), and as d the element 2a/θ. So let us assume that 232a = 2a.
This case is more difficult, but one may take the algebra B(22 ⊕ 1) from Figure 5
as a prototypical example (and actually only this example is needed in Theorem
8.11). Indeed, in B(22⊕1) we have 32a > 2a = a and a = 2a = 232a. However
the element a∨ b generates a subalgebra isomorphic to 4. In general, in M we may
take
d = ¬32a∨2a.
Indeed, Since 32a > 2a, we have d < 1. Moreover,
3d = 3¬32a∨32a = ¬232a∨32a = ¬2a∨32a > ¬2a∨2a = 1.

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