Introduction
The system of Euclidean dyadic cubes used in harmonic analysis can be generalized to more abstract spaces. In this text, we present Michael Christ's construction of dyadic cubes in a space of homogeneous type, i.e. a quasi-metric space with a doubling measure. The essential properties of the dyadic cubes are that they form a tree structure such that any two of them are either disjoint or one is contained in the other, and that each generation of cubes covers the whole space excluding a possible set of measure zero. In addition, dyadic cubes are not too far away from balls in the sense that they are bounded by balls of the same magnitude from inside and outside.
Christ's paper [3] is the only known piece of literature in which the construction of dyadic cubes is properly presented, and even it lacks several relevant steps and arguments in its proofs. This text follows the construction considered in Christ's paper without bringing out anything totally new. Instead, we have been aiming at presenting the construction more clearly, comprehensively and transparently. Especially, more steps and arguments have been written out in proofs, and the assumptions of lemmas are clearly stated. In addition, some new notation has been used to clarify the deductions made in proofs.
Spaces of homogeneous type
In this section, we introduce the space we are considering, and some tools needed for defining dyadic cubes. First, we need a quasi-metric. Definition 2.1 (Quasi-metric). A quasi-metric in the set X is a function ρ : X × X → [0, ∞) satisfying the following conditions for all x, y, z ∈ X:
ρ(x, y) = 0 if and only if x = y, (2.2) ρ(x, y) = ρ(y, x), (2.3) ρ(x, z) ≤ A 0 ρ(x, y) + A 0 ρ(y, z), (2.4) where A 0 ≥ 1 is a constant that does not depend on x, y and z.
Like a normal metric, quasi-metric defines balls, diameters of subsets of X and distances between subsets:
B(x, r) := {y ∈ X : ρ(x, y) < r}, x ∈ X, r > 0, diam(A) := sup In addition to a quasi-metric, we need a doubling measure that is consistent with the chosen quasi-metric. Definition 2.5 (Doubling measure). A doubling measure in the space (X, ρ) is a Borel regular measure µ such that the balls of (X, ρ) are µ-measurable sets and the following conditions hold for all x ∈ X, r > 0: (2.6) 0 < µ(B(x, r)) < ∞, (2.7) µ(B(x, 2r)) ≤ A 1 µ(B(x, r)),
where A 1 ≥ 1 is a constant that does not depend on x and r.
Now we can define a space of homogeneous type.
Definition 2.8 (Space of homogeneous type).
A space of homogeneous type is a triple (X, ρ, µ), where X is a non-empty set, ρ a quasi-metric in X such that all balls in the space (X, ρ) are open sets, and µ a doubling measure in the space (X, ρ).
Lebesgue's theorem on differentiation holds in spaces of homogeneous type.
Theorem 2.9 (Lebesgue's theorem on differentiation). Let f be locally integrable function in the space of homogeneous type (X, ρ, µ). Then lim r→0 1 µ(B(x, r)) B(x,r) f dµ = f (x)
for almost every x ∈ X.
We also need a property that a disperse subset in a space of homogeneous type cannot contain arbitralily many points in a ball. In the literature, such property is known as a finite Assouad dimension of the quasi-metric space (X, ρ).
Lemma 2.10. In the space of homogeneous type (X, ρ, µ), for each K > 0 there exists N ∈ N such that for each x ∈ X, for each r > 0 every set of the form A = {z 1 , z 2 , z 3 , . . . : ρ(z i , z j ) ≥ r, when i = j} ⊂ X contains at most N points in the ball B(x, Kr).
Dyadic cubes
Let (X, ρ, µ) be a space of homogeneous type with a quasi-triangle inequality constant A 0 and a doubling constant A 1 .
We start constructing dyadic cubes by fixing a reference point in each set corresponding a dyadic cube. Let δ ∈ (0, 1) be a small parameter to be determined later, and for each k ∈ Z, fix a maximal set Z k ⊂ X such that
In this context, maximality means that no new points of the set X can be added to the set Z k such that (3.1) remains valid. Thus, a maximal set is not unique here, but it exists. The set Z k can be finite or countably infinite depending on the space (X, ρ). Anyway, Z k is non-empty since X = ∅.
The index k determines the generation of a dyadic cube, and z k α ∈ Z k can be seen as the center of the corresponding dyadic cube Q k α which will be defined further on. The parameter δ, instead, determines the minimum distance between two centers in the same generation and the scaling between consecutive generations.
We label the points in the sets Z k , k ∈ Z, with an index set I k such that (3.2) α ∈ I k if and only if z
By maximality of the sets Z k , it holds (3.3) for each x ∈ X, for each k ∈ Z there exists α ∈ I k such that ρ(x, z k α ) < δ k .
When the reference points are fixed, they help us to construct a partial order in the set of index pairs formed by the reference points. Such partial order is needed to define the dyadic cubes.
Lemma 3.4. There exists a partial order in the set {(k, α) : k ∈ Z, α ∈ I k } satisfying the following conditions.
Proof. By (3.3), for each pair (k, α) there exists at least one
On the other hand, let us show that for the same pair there exists at most one
is another such point, then by the triangle inequality (2.4)
The partial order is constructed in the following way: for each (k, α) check, whether there exists an index β ∈ I k−1 such that ρ(z
Finally, extend by reflexivity, i.e. set (k, α) (k, α) for each (k, α), and by transitivity, i.e. if (k, α) (l, β) and (l, β) (m, γ), then set (k, α) (m, γ). Then becomes a partial order since the last property, antisymmetry, holds by the construction. All four claims (a)-(d) follow directly from the construction.
The claim (a) in Lemma 3.4 means that the partial order is naturally formed by generations. The claim (b) tells that each index pair (k, α) has a unique ancestor in the generation l. Together these claims imply that the partial order forms a tree structure. The claim (c) can be interpreted such that points corresponding to a parent and its child in the tree structure are close to each others, and the claim (d) such that a parent is close to no other children.
In order to define the dyadic cubes, let us fix a partial order satisfying the conditions in Lemma 3.4. The dyadic cubes consist of balls with those reference points as centers whose index pair is a descendant of the index pair of the cube in the tree structure. 
where a 0 ∈ (0, 1) is a parameter to be determined later.
Dyadic cubes form the dyadic family of each generation k
α ∈ I k } and the family of all dyadic cubes
The dyadic cubes in Definition 3.5 satisfy many same kinds of properties as the classic dyadic cubes of R n when the parameters δ and a 0 in their definitions are chosen to be small enough. Theorem 3.6 (Properties of dyadic cubes). For the family D, there exist constants δ ∈ (0, 1), a 0 ∈ (0, 1), η > 0, C 1 < ∞, C 2 < ∞ and N 0 ∈ N depending only on A 0 and A 1 such that the following claims hold.
The claims (b) and (c) in Theorem 3.6 tell that a dyadic cube contains a ball and, on the other hand, is contained in a ball whose radius is exponentially proportional to the index determining the generation of the cube. In other words, a dyadic cube is bounded by balls of the same magnitude both from inside and outside. Together with the property (2.6) of a doubling measure µ it implies that dyadic cubes have strictly positive and finite measure. The claims (d) and (e) mean that dyadic cubes form a natural tree structure determined by generations. The claim (f) tells that the number of children of dyadic cubes has a common upper bound in the family tree. The claim (g), instead, means that each generation of dyadic cubes covers the whole space excluding a set of measure zero, and the claim (h) that the measure of a dyadic cube is not accumulated close to its boundary. The last claim can be used mainly only when dealing with singular integral operators.
The values of parameters δ and a 0 affect the proof of Theorem 3.6 from its start to finish. Thus, they will not be fixed until the last claim of the theorem has been proved. However, the values are limited by constraints δ ∈ (0, δ ′ ) and a 0 ∈ (0, a ′ 0 ) during the proof, where δ ′ and a ′ 0 depend only on A 0 and A 1 . There will be finitely many such constraints, and thus the final upper bounds will be the minimums of the corresponding single ones. In most lemmas used in supporting the proof, we have to interpret that the lemmas hold providing that δ and a 0 are small enough even if it is not explicitly mentioned in the formulation of the lemmas.
We move to prove the claims in Theorem 3.6 one by one. The claim (a) follows directly from Definition 3. For the next claim, we need a weakened generalization of the property (3.4c) of the partial order , which gives an upper bound how far the center of a dyadic cube can be from the center of its ancestor.
by Lemma 3.4. By estimating with the triangle inequality (2.4) and the implication (3.4c), we get
where δ has been chosen to be smaller than
. This choice also ensures that the geometric series in the second line from the bottom converges.
Let us prove the claim (c) in Theorem 3.
In the first inequality, we have used the triangle inequality (2.4) three times. In the second one, we have used Lemma 3.7 and the information that x ∈ B(z l β , a 0 δ l ) and y ∈ B(z m γ , a 0 δ m ). In the last inequality, in turn, a 0 ≤ 1 and l, m ≥ k. By taking the supremum over the set {(x, y) :
Before proving the next claim, we need a lemma telling that free parameters can be restricted such that dyadic cubes of the same generation become disjoint.
Without loss of generality, we may assume m ≥ n. Then by the triangle inequality (2.4), we get
Let us consider two cases. If m = n the previous inequality (3.9) becomes ρ(z . This implies that γ = σ, i.e. (m, γ) = (n, σ), by the choice of Z n (3.1). Now the pairs (m, γ) and (n, σ) have the same unique ancestor in the generation k by the property (3.4b) of the partial order . Thus α = β.
On the other hand, if m > n there exists a unique z n+1 τ such that (m, γ) (n + 1, τ ) by the property (3.4b) of the partial order . By the triangle inequality (2.4), Lemma 3.7 and the inequality (3.9), we get
where we have chosen δ and a 0 to be smaller than
. Now, the property (3.4d) of the partial order implies (n + 1, τ ) (n, σ), and thus we get a chain
Because it also holds (m, γ) (k, α), we again deduce that α = β by the property (3.4b).
Next we prove the claim (e) in Theorem 3.6. Let l ≥ k and Q 
Thus, the claim (3.6e) has been proved. By combining Lemma 3.8 and the property (3.6e) of dyadic cubes just proved, we get a clear connection between the partial order and the dyadic family D.
Proof. We prove the claim (3.11) first. Suppose that Q 
holds exactly with that β by the part (3.11) of Lemma 3.10, which proves the claim (3.6d).
Next we prove the claim (f) in Theorem 3.6. Let us consider the dyadic cube
by its property (3.1). Thus, there exists a constant N 0 ∈ N such that Z k+1 contains at most N 0 points in the ball B(z 
and the claim (3.6d) has been proved.
Next we move to prove the claim (g) in Theorem 3.6. Fix k ∈ Z and denote
For any x ∈ X and n ∈ Z, there exists z n β ∈ Z n such that ρ(x, z n β ) < δ n by (3.3). When n ≥ k, there exists α ∈ I k such that (n, β) (k, α) by the property (3.6d) of dyadic cubes, and thus B(z n β , a 0 δ n ) ⊂ G by Definition 3.5. Let us show that it also holds B(z
, which together with the triangle inequality (2.4) implies
Hence y ∈ B(x, A 0 (1 + a 0 )δ n ).
Next we show that also the opposite relation holds for the measure µ, i.e.
where c > 0 is a constant depending only on A 0 and A 1 . By using the doubling property (2.7) d times, we get
Thus, by monotonicity and the doubling property of µ, we get
where the constant c depends only on A 0 and A 1 , as long as the parameter a 0 also depends only on them.
For the rest of the proof, denote A 0 (1+a 0 )δ n =: r n . By combining the inclusions
x, r n ) and monotonicity of µ, we get
By including also the inequality cµ(B(x, r n )) ≤ µ(B(z n β , a 0 δ n )) and noticing that the only thing we assumed about n was n ≥ k, it follows
By taking the limes inferior of both sides as n → ∞ and noticing that x ∈ X was arbitrary, we get
On the other hand, by choosing f to be the charachteristic function χ G in Lebesgue's theorem on differentiation 2.9, we get the equation
Combining the limit results (3.13) and (3.14) implies that for almost every x ∈ X it holds χ G (x) = 1. Thus µ(X \ G) = 0. Hence
for any k ∈ Z and the claim (3.6g) has been proved.
By the property (3.6g) of dyadic cubes just proved, the sets
are null sets, i.e. for every generation k the family of cubes D k covers the space X excluding a set of measure zero. Also µ( k∈Z N k ) = 0 by subadditivity of µ.
From now on, when we want to highlight that this null set has been excluded, we denoteX
Especially, it holds thatX ⊂ α∈I k Q k α for each k ∈ Z and µ(X \X) = 0.
Before proving the claim (h) in Theorem 3.6, we need several lemmas first. The first one is a stronger version of the property (3.6b) of dyadic cubes telling that dyadic cubes also contain a bigger ball, excluding a set of measure zero, though.
α , which implies x ∈ Q k β for some other β ∈ I k because x ∈X. Then there exists (l, γ) (k, β) such that x ∈ B(z l γ , a 0 δ l ) by Definition 3.5. The tree structure (3.4a-b) of the partial order implies that l ≥ k and (l, γ) (k, α). Let us consider two different cases separately. If l = k, using the triangle inequality (2.4) and the location of x implies
where a 0 has been chosen to be smaller than
. Because l = k, the derived inequality contradicts (3.1).
On the other hand, if l > k, there exists σ ∈ I k+1 such that (l, γ) (k + 1, σ) by the property (3.4b) of the partial order . Since
by the property (3.6c) of dyadic cubes. Then the triangle inequality (2.4) and the original assumption
. Now, (k + 1, σ) (k, α) by the property (3.4d) of the partial order , and thus (l, γ) (k, α) by transitivity. This is a contradiction since we have also deduced (l, γ) (k, α).
Next we move to consider the set in the claim (h) of Theorem 3.6 containing the points close to the boundary of a dyadic cube. We denote such set by
and call it the τ -boundary of the cube Q k α ∈ D. First, we show that the set X \ Q k α in the definition of τ -boundary can be controlled through the setX \ Q k α , which is easier to deal with. 
Proof. If X \ Q k α = ∅, then ρ(x, X \ Q k α ) = ∞ and the claim holds. So, let X \ Q k α = ∅ and y ∈ X \ Q k α . We show first that ρ(y,X \ Q k α ) = 0. Suppose that ρ(y,X \ Q k α ) = r > 0, and let z ∈ B(y, ε 1 ), where ε 1 > 0 is a parameter to be determined later. Then by the triangle inequality (2.4), we get
, from which we can solve On the other hand, because y ∈ X \ Q k α and X \ Q k α is an open set as the complement of a closed set, it contains some ball B(y, ε 2 ). Combining the derived deductions implies that there exists a ball B = B(y, min{ε 1 , ε 2 }) such that
≤ µ(X \X) = 0 by the property (2.6) and monotonicity of µ, which is a contradiction. Hence ρ(y,X \ Q k α ) = 0, and thus estimating with the triangle inequality (2.4) gives
The claim follows by taking the infimum over the set {y ∈ X \ Q k α } of the both sides.
We show next that descendants of a dyadic cube in an arbitrary generation cover its τ -boundary for small enough τ . Lemma 3.18. For each N ∈ N there exists τ ′ > 0 such that if τ ∈ (0, τ ′ ) and
for some σ ∈ I k+N with (k + N, σ) (k, α).
Proof. Fix N ∈ N and let x ∈ E k α (τ ), where τ > 0. Then x ∈ B(z l β , a 0 δ l ) for some (l, β) (k, α) by Definition 3.5. Because of Lemmas 3.15 and 3.10, we get
and thus
On the other hand, by Lemma 3.17, the triangle inequality (2.4) and the choice of x
By combining these two inequalities, we get (C 3 − A Now, when τ is chosen to be smaller than
Then choose σ ∈ I k+N such that (l, β) By Lemma 3.18 and the property (3.6d) of dyadic cubes, when τ > 0 is small enough, for each point x in E k α (τ ) there exists a unique chain from the generation k to the generation k + N such x belongs to every dyadic cube in the chain. Denote the corresponding chain of index pairs by (3.19 
where σ(x, j) ∈ I j such that σ(x, k) = α, x ∈ Q j σ(x,j) and 
Proof. Let τ ∈ (0, τ ′ ) to be determined later, where τ ′ is determined by N as in Lemma 3.18. Suppose that the claim does not hold, i.e. for each ε 1 > 0 we have
, where j < i. For consistency, denote σ k := σ(x, k) = α. Then Lemma 3.17, the triangle inequality (2.4) and the property (3.6c) of dyadic cubes imply
which holds for each ε 1 > 0 by our assumption and for each τ ∈ (0, τ ′ ) by Lemma 3.18. Choose ε 1 such that A 
Further, by Lemma 3.15 and the definition of the chain C N k (x), it holds
. Combining this with the inequality (3.21) implies
which is a contradiction since the distance between the center and the complement of the same ball can not be smaller than its radius. Thus, the claim has been proved.
Denote the centers of dyadic cubes in the chain (3.19) which are close to the τ -boundary (3.16) of the cube Q k α by
Lemma 3.23. There exists τ > 0, and ε 2 > 0 depending only on A 0 and A 1 such that
Proof. Choose τ to be the small number determined by Lemma 3.20. Fix indices i and j such that k ≤ j ≤ i ≤ k + N, and centers z ∈ S i (τ ), z ′ ∈ S j (τ ). If
by the property (3.6b) of dyadic cubes, and thus we can choose ε 2 ≤ a 0 . Hence the first case has been proved.
If z and z ′ , instead, belong to the same chain
. In this case, the strict inequality j < i must hold due to the assumption z = z ′ . This implies ρ(z, z ′ ) ≥ ε 1 δ j for some ε 1 > 0 by Lemma 3.20. On the other hand, if we assume that for each ε 2 > 0 there exists
, estimating with the triangle inequality (2.4) gives
where we have chosen
. In this case, we get a contradiction, and thus the claim has been proved.
The ratio of the measures of a τ -boundary and the corresponding cube becomes arbitrarily small when τ is chosen small enough.
Lemma 3.24. For each ε > 0 there exists τ > 0 such that
Proof. Fix ε > 0 and Q k α ∈ D. Let N ∈ N be a large number to be determined later. Let ε 2 be small enough determined by Lemma 3.23 and τ determined by N such that such ε 2 exists. First, we show that
Then by monotonicity, subadditivity and the doubling property (2.7) of µ,
where
Next, let k ≤ j ≤ k + N and denote z w to mean that (l, β) (m, γ) when z = z l β and w = z m γ are the centers of dyadic cubes. Because the partial order forms a tree structure and the balls B(z, ε 2 δ k+N ) and B(z ′ , ε 2 δ k+N ), z = z ′ , are disjoint by Lemma 3.23, we can split the sum in the above inequality as follows:
By the fact ε 2 ≤ a 0 , Definition 3.5 and the property (3.6c) of dyadic cubes, the balls in the sum satisfy
where Q j (w) ∈ D j is the cube whose center is w. On the other hand, the balls B(z, ε 2 δ k+N ) are disjoint by Lemma 3.23, and thus (3.27)
by additivity and monotonicity of the measure µ.
By combining the inequalities (3.25)-(3.27), applying the doubling condition again between C 1 and ε 2 and noticing that the balls B(w, ε 2 δ j ) are disjoint by Lemma 3.23, we get
Denote G j := z∈S j (τ ) B(z, ε 2 δ j ). Then the derived inequality becomes
The sets G j are subsets of the original cube Q k α by Definition 3.5 and the fact ε 2 ≤ a 0 . In addition, they are disjoint by Lemma 3.23. Therefore
by monotonicity and additivity of the measure µ. Choosing N to be greater than
, and thus the claim has been proved.
Denote the descendants of each Q k α ∈ D in the generation k + j that are close to its boundary as follows:
where C 4 is a large constant to be determined later. Denote
for the corresponding set of points. The set E j (Q . When C 4 is chosen large enough and τ and j have the connection
where C 6 is a constant independent of j and τ .
We start by showing the first inclusion of the claim. Take
by Lemma 3.18 and its proof. Thus, ρ(z k+j σ , x) ≤ C 1 δ k+j by the property (3.6c) of dyadic cubes, and by estimating with the triangle inequality (2.4), we get
By choosing C 4 to be the coefficient
Next, we show the latter inclusion of the claim. Take
β , and estimate with the triangle inequality (2.4) and the property (3.6c) of dyadic cubes
By taking the infimum over the set {y ∈ Q k+j β } of the both sides of the derived inequality, we get
where we know
Let us finally prove the claim (h) of Theorem 3.6. To prove the claim for small values of t, i.e.
it suffices to show that there exist C and η such that
Namely, if we assume that (3.29) holds, we can choose the relation
between j and t. Then the set {j ≥ 0} corresponds to the set {0 < t ≤ C 5 }, and by Lemma 3.28 and monotonicity of the measure µ, we get
where C 2 has been chosen to be greater than or equal to Cδ
To prove the claim (3.29), fix a large index J ∈ N for which
Such J exists since there exists τ > 0 such that
by Lemma 3.24, and further there exists an index J determined by τ such that
by Lemma 3.28.
Next, we construct new families of cubes
), when n ≥ 1.
The family F n (Q k α ) consists of cubes in the generation k + nJ, and its cubes are close to the boundary of the cube J generations above. Especially, it holds
which we can show by induction; The case n = 1 follows directly from the definition of the family
and thus also
where β is determined by the condition (k + (n + 1)J, γ) (k + nJ, β) (k, α). This means that Q
). On the other hand,
By combining the induction assumption
with the results derived above, we get
Because of the result (3.32), also
is the corresponding set of points
Because the cubes Q by their definition, the recursion (3.31) for F n (Q k α ) also offers a recursion for the measures of the sets
By applying the recursion (3.33) and the inequality (3.30) n times and noticing that the cubes in each
Combining this with the result (3.32) and monotonicity of µ implies
where we have chosen η such that δ ηJ = 1 2
. Next fix an index j ≥ 0 and represent it as j = nJ + m, where n ≥ 0 and 0 ≤ m ≤ J − 1. Then
) and the result (3.34). This proves the claim (3.29), i.e. the property (3.6h) of dyadic cubes for small t.
In the case when t is large, the property (3.6h) of dyadic cubes, i.e.
follows in a straightforward way: because E k α (t) ⊂ Q k α , it suffices to choose C 2 such that 1 ≤ C 2 t η when t > C 5 , which is achieved by choosing C 2 ≥ C −η 5 . Hence the whole claim (3.6h) has been proved, which also completes the proof of Theorem 3.6.
In the end of the section, we prove some additional useful properties for dyadic cubes following from Theorem 3.6. First of them tells that large cubes are equal to the whole space if the space is bounded. Proof. Suppose that (X, ρ) is bounded, i.e. diam(X) < ∞. Choose an index k ∈ Z such that a 0 δ k > diam(X), and let α ∈ I k . Then for any x ∈ X it holds ρ(z Dyadic cubes have a doubling property telling that there is an upper bound for the ratio of the measures of a dyadic cube and its child. Next, by estimating with the properties (3.6c), (3.6b) of dyadic cubes, the inclusion (3.37) and monotonicity and the doubling propety (2.7) of µ, we get The last property of dyadic cubes we will show tells that the boundaries of dyadic cubes have measure zero. The construction of dyadic cubes could be modified such that each generation of dyadic cubes would cover the whole space X instead of excluding a set of measure zero. This could be done by including also boundaries in dyadic cubes following a suitable logic. Such modification has been made, for example, in references [2] and [7] . However, the modification is usually not very useful since the most typical applications of dyadic cubes are related to integral operators, which are not affected by sets of measure zero.
