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For the iterative solution of linear systems of equations arising from finite element
discretization of elliptic problems there exist well-established techniques to construct
numerically efficient and computationally optimal preconditioners. Among those, most
often preferred choices are Multigrid methods (geometric or algebraic), Algebraic
MultiLevel Iteration (AMLI) methods, Domain Decomposition techniques.
In thiswork, themethod in focus is AMLI.We extend its construction and the underlying
theory over to systems arising from discretizations of parabolic problems, using non-
conforming finite element methods (FEM). The AMLI method is based on an approximated
block two-by-two factorization of the original system matrix. A key ingredient for the
efficiency of the AMLI preconditioners is the quality of the utilized block two-by-two
splitting, quantified by the so-called Cauchy–Bunyakowski–Schwarz (CBS) constant, which
measures the abstract angle between the two subspaces, associated with the two-by-two
block splitting of the matrix.
The particular choice of space discretization for the parabolic equations, used in this
paper, is Crouzeix–Raviart non-conforming elements on triangular meshes. We describe
a suitable splitting of the so-arising matrices and derive estimates for the associated CBS
constant. The estimates are uniformwith respect to discretization parameters in space and
time as well as with respect to coefficient and mesh anisotropy, thus providing robustness
of the method.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
We consider the second-order parabolic equation:
∂
∂t
u(x, t)−∇ · (a(x)∇u(x, t)) = f (x, t) inΩ × (0, T ],
u(x, 0) = u0 inΩ,
u(x, t) = uD on ΓD,
(a(x)∇u(x, t)) · n = uN on ΓN ,
(1)
where Ω is a polygonal domain in R2, f (x, t) ∈ L2(Ω) is a given function, n is the outward unit normal vector to the
boundary ∂Ω = Γ D ∪ Γ N , a(x) = {aij(x)}i,j∈{1,2} is a bounded, symmetric positive definite (SPD) matrix with piecewise
smooth functions aij(x) inΩ = Ω ∪ ∂Ω .
We aim at finding an approximate solution of (1) by using a non-conforming finite element method for the space
discretization of its weak formulation:
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Find u(x, t) ∈ H1D(Ω × (0, T ]) = {v(x, t) ∈ H1(Ω × (0, T ]) : v(x, t) = uD on ΓD, v(x, 0) = u0}, such that, for each
v(x, t) ∈ H1D(Ω × (0, T ]), satisfying homogeneous boundary condition on ΓD,
∂
∂t
∫
Ω
u(x, t)v(x, t)dx+
∫
Ω
a(x)∇u(x, t)∇v(x, t)dx =
∫
Ω
f (x, t)v(x, t)dx.
Consider the linear Crouzeix–Raviart triangular finite elements, Vh = {vh(x, t) ∈ L2(Ω×(0, T ]) : vh(x, t)|e ∈ P1(e) ∀e ∈
T , vh(x, t) — continuous at ∀mi,e ∈ Ω, vh(x, t) = uD ∀mi,e ∈ ΓD, vh(x, 0) = u0}, wheremi,e (i = 1, 2, 3) is the midpoint of
the i-th edge of element e. We seek a discrete approximation uh(x, t) ∈ Vh, which satisfies∑
e∈T
∂
∂t
∫
e
uh(x, t)vh(x, t)dx+
∑
e∈T
∫
e
a(e)∇uh(x, t)∇vh(x, t)dx =
∑
e∈T
∫
e
f (x, t)vh(x, t)dx.
LetT be a given triangulation ofΩ .We assume that it is alignedwith any discontinuities of the coefficient functions aij(x),
so that a(x) is smooth over each finite element triangle e ∈ T . We obtain a(e) as a piecewise constant coefficient matrix by
taking the integral averages of a(x) over each finite element. After discretization in space, the semi-discrete problem reads
as follows:
∂
∂t
Mu(t)+ Ku(t) = f(t),
u(0) = u0,
where M and K are the assembled global mass and stiffness matrices correspondingly. For the choice of Crouzeix–Raviart
finite elements,M is diagonal. The elements of the vectoru(t) are the unknown values of uh(x, t) for x in the set ofmidpoints
of the edges of the finite element triangles.
For the time discretization we use the classical θ-method,
M
u(t +1t)− u(t)
1t
+ (1− θ)Ku(t +1t)+ θKu(t) = (1− θ)f(t +1t)+ θ f(t),
where1t is the time step and 0 ≤ θ ≤ 1.
Thus, at each time step we need to solve a linear system of the form
(M +1t(1− θ)K)un+1 = g(un), (2)
for the unknown vector u at time t+1t with a right-hand side vector g that depends on the approximate solution at time t .
We note one straightforward advantage of using the proposed non-conforming discretization, compared to the
conforming methods, namely, the diagonal structure of the mass matrix. This, in the case of using explicit time-stepping
methods (θ = 1), makes the FEM discretization of parabolic problems comparable to that when using finite differences
(FD), in terms of computational cost.
Another important observation is that since the degrees of freedom are associated with element edges and belong to at
most two elements, non-conforming discretizations are potentially advantageous in parallel implementations.
In this paper the discrete system (2) is solved using AMLI preconditioned iterative solution method. The construction of
the AMLI preconditioner is based on recursive two-by-two block partitioning of the systemmatrix, either associated with a
nested sequence of discretization meshes or, more generally, with some hierarchical partitioning of the matrix graph. The
block partitioning of thematrix is characterized by the CBS constant γ . For 2-D problems and uniformmesh refinement, the
condition for optimality of the AMLI methods applying stabilization with a polynomial of degree ν is
1√
1− γ 2 < ν < 4.
Here, we limit our studies to the case of a sequence of nested mesh refinements, thus we assume that the triangulation
T = T` is obtained by applying ` uniform refinement steps to some initial triangulation T0 that is aligned with the
discontinuities of the coefficients in the system matrix. Numerical results of solving the parabolic problem (1) using the
AMLI framework have already been reported in [1]. There, however, standard conforming FEM discretization is used.
This paper is organized as follows. Section 2 outlines the AMLI preconditioning technique and its extension to handle
non-nested FEM discretizations. Section 3 presents the estimates for the CBS constants for a certain hierarchical splitting of
the Crouzeix–Raviart stiffness and mass matrices, defined by the so-called differences and aggregates (DA) transformation.
The numerical experiments, illustrating the performance of the so-constructed AMLI preconditioner for both the stationary
and the parabolic problems are presented and discussed in Section 4. Some conclusions are given in Section 5.
2. The AMLI algorithm
The optimal convergence rate, combined with an optimal computational complexity of the AMLI algorithm, shown for
matrices arising from discretizations of elliptic problems, makes it an attractive technique for constructing robust and
efficient preconditioners for linear systems of equations.
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The original AMLI construction technology utilizes a hierarchy of nested spaces. Since in this paper we apply the
framework for non-conforming FEM discretizations, which imply non-nested FEM spaces, associated with consecutive
nested mesh refinements, we briefly recollect the classical setting for which the AMLI is originally proposed and outline
some necessary upgrades to handle non-nested spaces.
Consider a linear system of equations
Au = b
with a large and sparse SPD matrix A. The system is going to be solved via the Preconditioned Conjugate Gradient (PCG)
method or, in the case of a variable preconditioner, via the Generalized Conjugate Gradient (GCG) method.
Assume that the given matrix is first split into a block two-by-two form as A =
[
A11 A12
A21 A22
]
. Then its exact block
factorization is as follows,
A =
[
A11 0
A21 SA
] [
I1 A−111 A12
0 I2
]
,
with SA = A22 − A21A−111 A12 being the Schur complement of A and I1, I2 being identity matrices of corresponding size.
The AMLI preconditioner is based on an approximation of the above exact block factorization. As a rule, the pivot block, or
its inverse, is replacedby some simpler sparse approximation. The quality of the pivot block approximation is very important,
sometimes even crucial for the overall performance of the preconditioner, for instance for very ill-conditioned problems.
The interested reader may find more details, e.g., in [2,3], and the references therein.
We consider more thorough the question how to approximate the Schur complement. Thematrix SA is in general a dense
matrix and may have large dimensions. Therefore, the problem of finding a good quality sparse approximation for it is not
an easy task. For the class of SPD matrices, the block A22 is a natural candidate to be used as an approximation of SA.
A classical approach to find a sparse approximation of the Schur complement is to discretize the problem using
hierarchical basis functions (HBF) on a sequence of nested discretization meshes. In the case of conforming finite elements
(FE), splitting the degrees of freedom into two parts, one corresponding to the points on a given coarse mesh and the other
corresponding to the newly added points on the next finer mesh, naturally imposes a two-by-two block splitting of the
so-arising finite element matrices. Furthermore, in the HBF framework, for conforming FEM and elliptic problems, the block
A22 turns out to be exactly the stiffness matrix associated with the coarse mesh, namely,
Âfine =
[
A11 Â12
Â21 Acoarse
] }fine mesh degrees of freedom only
}coarse mesh degrees of freedom. (3)
Here Â denotes the HBF matrix in contrast to A, which is the matrix associated with the standard FE nodal basis. It is well
known that the two matrices are related via a congruence transformation Âfine = JAJT where the transformation J has the
form
J =
[
I1 0
J21 I2
]
. (4)
We note also that the pivot blocks of A and Â (corresponding to the degrees of freedom associated with the grid points
belonging to the fine mesh only), as well as their Schur complements coincide.
It is shown, see e.g. [4], that in the HBF case Â22(≡ Acoarse) and SA are spectrally equivalent with very small spectral
equivalence constants, namely,
(1− γ 2)̂A22 ≤ SA ≤ Â22, (5)
where γ is the CBS constant, corresponding to the block two-by-two splitting (3).
Remark 2.1. Throughout the paper, the matrix relation B ≤ C should be understood in positive definite sense, i.e., B ≤ C
abbreviates vTBv ≤ vTCv for some positive definite matrices B, C , and a nonzero vector v of corresponding size.
For more details on HFB methods we refer to [5,6], and the references therein.
Since γ can be estimated locally (per macroelement), it is independent of the number of mesh refinements (respectively
from the mesh-size parameter h), discontinuities of the problem coefficients, aligned with the coarsest mesh elements,
shape of the boundary of the domain, etc. Based on (5), optimal condition number estimates of the corresponding two-level
preconditioning method have been derived, see, for example, [7].
Thus, provided that we can find a good approximation B11 to A11, the two-level block-factorized preconditioner
H˜ =
[
B11 Â12
Â21 Acoarse
] [
I1 B−111 Â12
0 I2
]
is spectrally equivalent to Â.
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Given the above, the multilevel formulation of the AMLI preconditioner is very natural. The extension of the two-level
construction to multilevel, combined with a certain polynomial stabilization, has led to the classical AMLI methods which
possess both optimal rate of convergence (independent of the problem size and problem parameters such as jumps in the
coefficients, anisotropies) and optimal computational complexity, linearly proportional to the number of degrees of freedom
on the finest mesh (cf. [8,9] or also [10]).
We briefly sketch the AMLI framework. Consider a sequence ofmatrices, A(`)(≡ A), A(`−1), . . . , A(0), where A(k) is of order
nk, which satisfies the following conditions:
• nk+1nk ≥ ρ > 1, i.e., the sizes of the matrices decrease in a geometric ratio;
• A(k) are sparse matrices;
• each matrix A(k) is split into a 2 × 2 block form and the corresponding Schur complement is spectrally equivalent to
A(k−1).
Then the full-length AMLI preconditioner is defined as follows, H(0) = A(0), and for k = 1, . . . , `,
H(k) =
[
B(k)11 0
A(k)21
[
S(k)
] ][I(k)1 B(k)−111 A(k)12
0 I(k)2
]
,
where
[
S(k)
]
denotes that certain stabilization technique is performed on some (or all) of the levels. The matrices A(k) may
be obtained in various ways. For instance, they may be associated with a certain partitioning of the matrix graph of A(k+1)
(cf., e.g. [11]), or could be the matrices obtained by the discretization of the underlying partial differential equation on a
sequences of nested meshes.
For the latter case, using conforming FEM and HBF, there exist transformationmatrices J (`), . . . , J (1), of the form (4), such
that
Â(k) ≡ J (k)A(k)J (k)T =
[̂
A(k)11 Â
(k)
12
Â(k)21 Â
(k)
22
]
,
Then we consider the AMLI preconditioner for Â(`) = J (`)A(`)J (`)T , implicitly solving the transformed system Â(`)y = b̂,
where b̂ = J (`)b. In this case the AMLI preconditioner takes the form
H(k) = J (k)−1
[̂
B(k)11 0
Â(k)21
[
S(k)
] ][I(k)1 (̂B(k)11 )−1̂A(k)12
0 I(k)2
]
J (k)
−T
. (6)
One particular stabilization is via a matrix polynomial, namely,[
S(k)
] ≡ S˜(k) = A(k−1) [I − Pkνk(H(k−1)−1A(k−1))]−1 . (7)
The solution of a system with H(`) for the AMLI preconditioner, defined in (6) is formalized in the following Procedure
AMLI , where besides solutions of systems with B̂(k)11 , only matrix×vector multiplications and vector updates occur.
Procedure AMLI: u(k) ← AMLI
(
b(k), k, νk, {p(k)j }νkj=0
)
;
(a) b(k) = J (k)b(k), [b(k)1 , b(k)2 ] ← b(k),
(b) B̂(k)11w
(k)
1 = b(k)1 ,
(c) w(k)2 = b(k)2 − Â(k)21 w(k)1 ,
(d) k = k− 1,
(f) if k = 0 then u(1)2 = A(0)−1w(1)2 , solve on the coarsest level exactly;
(g) else
(h) u(k+1)2 ← AMLI
(
p(k)νk w
(k+1)
2 , k, νk, {p(k)j }νkj=0
)
;
(i) for j = 1 to νk − 1:
(j) u(k+1)2 ← AMLI
(
A(k) u(k+1)2 + p(k)νk−jw(k+1)2 , k, (k)νk, {p(k)j }
νk
j=0
)
;
(l) endfor
(m) endif
(n) k = k+ 1,
(o) B̂(k)11 v1 = Â(k)12 u(k)2 , u(k)1 = w(k)1 − u1,
(p) u(k) ← [u(k)1 ,u(k)2 ], u(k) = J (k)Tu(k)
end Procedure AMLI
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Fig. 1. A Crouzeix–Raviart macroelement E consisting of four congruent elements {efine,i}4i=1 , obtained by uniform refinement of a coarse element
ecoarse ≡ E.
Remark 2.2. The implementation of the HBF framework and the related computational aspects when working with Â(`)
instead of A(`) are already fully discussed in earlier works, see e.g. [6].
Remark 2.3. The stabilization in the AMLImethod can be done in differentways. Besides the stabilizationwith a polynomial
of degree νk (lines (h)–(l) in Procedure AMLI), an alternative option, used in Section 4, is to apply νk inner iterations. In the
latter case, the solution process becomes nonlinear and, therefore, theGeneralized CG (GCG)method, described, for instance,
in [7], has to be used. One resulting method, referred to as the I-AMLI, is derived and analyzed in [3]. In this paper we use
nonlinear AMLI (NLAMLI) preconditioner (see e.g [12,13]). For further information regarding stabilization we refer to [10].
The particular stabilization technique, however, is not relevant to the theoretical considerations in this paper.
3. DA splitting for parabolic problems
In the case of non-conforming finite elements, the FE spaces V kh at refinement levels k = 0, . . . , ` are not nested. There
is no straightforward hierarchical decomposition and the construction of the transformations J (k) that would allow us to fit
into the AMLI framework is neither obvious nor unique.
Two possible approaches to construct the AMLI preconditioner for non-conforming FEM discretizations for elliptic
problems, the ‘differences and aggregates’ and the ‘first reduce’ (FR) approach, are shown first in [14,2], and then further
discussed in [15]. It is shown in [15] that for elliptic problems a preconditioner, based on FR has better convergence
properties than a preconditioner based on DA. In this work we present a theoretical analysis of the DA approach that shows
how it can be extended to enable the construction of the full-length recursive AMLI preconditioner for parabolic problems.
In general, the analysis technique is not directly applicable to the FR case (see e.g. [12]). However, numerical tests for both
DA and FR preconditioners are included in Section 4.
We consider a sequence of nested triangular discretization grids {Tk} with characteristic mesh sizes hk, k = 0, . . . , `,
obtained by regular refinements of some initial grid T0. As it was already noted, for the case of non-conforming
Crouzeix–Raviart linear elements, the degrees of freedomare associatedwith themid-edges of the triangles. By construction,
the corresponding Crouzeix–Raviart FEM spaces V kh are non-nested. The AMLImethod is then introduced by defining special
hierarchical transformation matrices J (k) on a per-macroelement basis. For a macroelement E with fine node numbering 1
to 9 shown in Fig. 1, the DA local (macroelement) transformation matrix J (k)E is defined as:
J (k)E =

1
1
1
1 −1
1 −1
1 −1
1 1 1
1 1 1
1 1 1

, (8)
The action of the DA transformation on the finite element space V kh is described in detail in [14]. Let us denote by
ϕ(k) = {φ(k)}nki=1 the vector of standard nodal basis functions. The global DA matrix J (k) transforms it to a hierarchical basis
ϕˆ(k) = {φˆ(k)}nki=1 = J (k)ϕ(k), where ϕˆ(k) = ϕˆ(k)1 ∪ ϕˆ(k)2 . We note that ϕˆ(k)1 = {φˆ(k)}nk−nk−1i=1 consists of two kinds of functions —
nodal basis functions corresponding to fine degrees of freedom that appear within coarse triangles, and differences of nodal
basis functions corresponding to pairs of fine degrees of freedom lying on the same coarse edge. The other group of the
hierarchical basis ϕˆ(k)2 = {φˆ(k)}nk−1i=1 consists of aggregates of nodal basis functions corresponding to fine degrees of freedom
associated with a coarse edge in the following way — nodal basis functions of the fine degrees of freedom that either lie on
the coarse edge, or are positioned opposite to it within the coarse triangles that share this coarse edge.
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We aim at solving the discretized problem (2) at the finest mesh T`. Let us denote by {M(k)E }E∈Tk and {K (k)E }E∈Tk the
macroelement mass and stiffness matrices, corresponding to the discretization of the original problem at discretization
level k, byM(k) and K (k) — the corresponding globally assembled mass and stiffness matrices. Then the systemmatrices A(k)
have the form A(k) = M(k) +1t(1− θ)K (k).
Consider K̂ (k) = J (k)K (k)J (k)T =∑E∈Tk J (k)E KE (k)J (k)TE and
K̂ (k) =
[
K̂ (k)11 K̂
(k)
12
K̂ (k)21 K̂
(k)
22
]
. (9)
It has been shown in [14] that
K̂ (k)22 = 4K (k−1), (10)
and the Schur complement Ŝ(k)K = K̂ (k)22 − K̂ (k)21 (K̂ (k)11 )−1K̂ (k)12 has the property (1 − γ 2K )K̂ (k)22 ≤ Ŝ(k)K ≤ K̂ (k)22 , where γK ≤
√
3
4 is
the CBS constant of the splitting (9). The latter result is independent of coefficients and mesh anisotropy, the discretization
(mesh) parameter and possible coefficient jumps aligned with the coarse finite element partitioning. Then it is easy to see
that
(1− γ 2K )4K (k−1) ≤ Ŝ(k)K ≤ 4K (k−1). (11)
Consider next the mass matrixM(k). We analyze the partitioning
M̂(k) =
[
M̂(k)11 M̂
(k)
12
M̂(k)21 M̂
(k)
22
]
, (12)
where M̂(k) = J (k)M(k)J (k)T =∑E∈Tk J (k)E ME (k)J (k)TE , and the corresponding Schur complement is Ŝ(k)M = M̂(k)22 −M̂(k)21 M̂(k)−111 M̂(k)12 .
In order to derive an estimate for the CBS constant γM of the splitting (12), we use local analysis. It is known that
γM ≤ maxE∈Tk{γM,E}where γM,E is the local CBS constant of the hierarchical two-by-two splitting of a macroelement mass
matrix M̂(k)E = J (k)E ME (k)J (k)
T
E (see e.g. [12]). A straightforward computation shows that an element mass Crouzeix–Raviart
matrixM(k)e , e ∈ Tk has the formM(k)e = (|e(k)|/3)I , where |e(k)| is the surface area of the element e. This follows, for instance,
from the fact, that the quadrature formula on a triangle with nodes in the midpoints of the edges is exact for polynomials
of up to second degree. Then for the macroelement matrices M(k)E and M̂
(k)
E of a macroelement with node numbering as in
Fig. 1 it holds that:
M(k)E =
|e(k)|
3

2
2
2
1
1
1
1
1
1

, M̂(k)E =
|e(k)|
3

2 2
2 2
2 2
2
2
2
2 4
2 4
2 4

.
We use the fact that γ 2M,E = 1− λ1, where λ1 is the minimal nonzero eigenvalue of the generalized eigenvalue problem
Ŝ(k)M,Ew = λM̂(k)E:22w, with M̂(k)E:22 being the lower diagonal block of M̂(k)E , ŜM,E — the macroelement Schur complement. Since
for any macroelement E ∈ Tk it holds that
Ŝ(k)M,E =
|e(k)|
3
[2
2
2
]
= 1
2
M̂(k)E:22,
we obtain the estimate
γM ≤
√
1
2
. (13)
It is also straightforward to see that
M̂(k)E:22 =
4|e(k)|
3
[1
1
1
]
= |e
(k−1)|
3
I = M(k−1)e ,
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thus
M̂(k)22 = M(k−1), (14)
and the following relations hold true:
(1− γ 2M)M(k−1) ≤ Ŝ(k)M ≤ M(k−1). (15)
We now examine Â(k) = J (k)A(k)J (k)T = J (k)M(k)J (k)T +1t(1− θ)J (k)K (k)J (k)T and the corresponding hierarchical two-by-
two partitioning
Â(k) =
[̂
A(k)11 Â
(k)
12
Â(k)21 Â
(k)
22
]
=
[
M̂(k)11 +1t(1− θ)K̂ (k)11 M̂(k)12 +1t(1− θ)K̂ (k)12
M̂(k)21 +1t(1− θ)K̂ (k)21 M̂(k)22 +1t(1− θ)K̂ (k)22
]
. (16)
Theorem 3.1. Consider the partitioning (16) for the ‘differences and aggregates’ (DA) hierarchical transformation (8). Then the
following spectral equivalence relation holds:
1
4
(M(k−1) +1t(1− θ)4K (k−1)) ≤ Ŝ(k)A ≤ (M(k−1) +1t(1− θ)4K (k−1)).
This result is uniform with respect to coefficient jumps and mesh and coefficient anisotropy.
Proof. From (10) and (14), and from the fact that all matrices and corresponding Schur complements are positive definite,
we have the trivial upper bound:
Ŝ(k)A = Â(k)22 − Â(k)21 (̂A(k)11 )−1̂A(k)12 ≤ M̂(k)22 +1t(1− θ)K̂ (k)22 = M(k−1) +1t(1− θ)4K (k−1). (17)
As Ŝ(k)A is a Schur complement of a sum of matrices, it holds that (see e.g. [16])
Ŝ(k)A ≥ Ŝ(k)M +1t(1− θ )̂S(k)K .
Then using (11) and (15), we find the following lower bound for Ŝ(k)A ,
Ŝ(k)A ≥ min{(1− γ 2M), (1− γ 2K )}(M(k−1) +1t(1− θ)4K (k−1)). (18)
We combine (17), (18), and the estimates for γK and γM to complete the proof. 
Corollary 3.2. The following spectral relation also holds independent of coefficient jumps and mesh and coefficient anisotropy:
1
2
A(k−1) ≤ Ŝ(k)A ≤ 4A(k−1).
Proof. AsM(k−1) is SPD, it follows from (17) that
Ŝ(k)A ≤ 4A(k−1).
Similarly to (18), it is straightforwardly seen that
Ŝ(k)A ≥ (1− γ 2M)M(k−1) + (1− γ 2K )1t(1− θ)4K (k−1) ≥ min
{
1
4
(1− γ 2M), (1− γ 2K )
}
4A(k−1). 
The performed analysis suggests two possible ways to construct the preconditioner. For one of them the current Schur
complement Ŝ(k)A is approximated using the modified matrix A¯
(k−1) = M(k−1)+ 4`−k+11t(1− θ)K (k−1). When a polynomial
stabilization is used, the AMLI preconditioner (6) can be defined in two ways. The Schur stabilization (7) can be done as
S˜(k) = A¯(k−1)
[
I − Pkνk(H(k−1)
−1
A¯(k−1)).
]−1
or by using the system matrix A(k−1) itself,
S˜(k) = A(k−1)
[
I − Pkνk(H(k−1)
−1
A(k−1)).
]−1
.
In some numerical tests not presented here, we have observed that the latter choice yields better convergence rates. For
the results presented in Section 4 we approximate the Schur complement using A(k−1). We find that this choice is in a way
more natural, as it does not induce scale differences among the magnitudes of the elements in the different blocks of the
multilevel preconditioner, corresponding to different levels of the refinement.
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4. Numerical results
We illustrate the derived theoretical results on the following set of test problems.
Problem 4.1 (Parabolic System on a Model Domain of Triangular Shape).We consider solving the system (2) resulting from
discretizing (1),
(M +1t(1− θ)K)u = g.
We assume a random exact solution u and a corresponding right-hand side g, computed as g = Au. The considered
domainΩ is of triangular shape.We choose a homogeneousDirichlet boundary condition on the edge of the domain opposite
to the angle α3, and homogeneous Newman boundary condition on the other two. We examine three cases of angles of the
triangular domain and the corresponding meshes, obtained by regular refinement of Ω . The angles of the domain Ω and
the resulting FE triangles are chosen as
4.1.(a) α1 = 90°, α2 = α3 = 45°.
4.1.(b) α1 = 156°, α2 = α3 = 12°.
4.1.(c) α1 = 177°, α2 = 2°, α3 = 1°.
In all cases the coefficient matrix from (1) is taken to be a(x) =
[
1 0
0 1
]
.We recall that, for linear triangular FE, the local
properties (related to the element matrices) of the standard Laplace operator on anisotropic mesh as in 4.1.(b) and 4.1.(c)
are equivalent to those of an anisotropic Laplace operator on right-angled isosceles triangles as in 4.1.(a), see e.g. [5].
Problem 4.2 (Heat Equation with a Discontinuous Initial Condition).We consider solving (1) in the unit squareΩ = [0, 1]2.
The right-hand side is f (x, t) = 1 and the boundary conditions are of homogeneous Dirichlet type on ΓD ≡ ∂Ω . The initial
condition u0 is equal to 1 within a central circle with radius 0.4 and 0 otherwise.
All numerical tests are done in Matlab. Implementations for both DA and FR preconditioning are tested. In both cases
we use pivot block preconditioning as suggested in [2]. For the sake of self-consistency of the presentation, we recall
the construction of the preconditioner for A11. First, the nodes that are internal with respect to the macroelements, are
eliminated locally. Then, the so-obtained local macroelement matrix is sparsified by deleting the smallest off-diagonal
entries, thus, preserving only links between nodes aligned with dominant anisotropy. The modified local matrices are
assembled and the resulting matrix is used to precondition A11. In [2] it is shown that this approach yields robust
preconditioner for the pivot block with optimal computational complexity. In the experiments, presented in Tables 1–3
and 5, the pivot block is solved by an inner PCG method with the above described preconditioner and not more than three
inner iterations are performed at each solve.
We perform numerical tests applying the AMLI preconditioner with no stabilization (the so-called V-cycle), and NLAMLI
with number of inner GCG iterations νk = 2 and 3 on each level k (referred to as the W-cycle and three-fold W-cycle).
The nonlinear AMLI is chosen based on the following considerations. One is that no multilevel estimate is available for the
CBS constant of FR splitting for the parabolic problem. However, in the case of elliptic problems it is shown (see e.g. [15])
that the FR approach has better convergence rate bounds than DA and it is reasonable to expect that such behavior should
be observed in the parabolic case as well. It should also be taken into account that the quality of the FR splittings tends to
improve when increasing the number of levels in the AMLI preconditioner. Based on Theorem 3.1, the DA preconditioner is
guaranteed to have robust optimal convergence rates for stabilization polynomial of degree three. In the results presented in
Tables 1–3 we also observe stabilization with only two inner iterations. Thus, a self-adapting variable step preconditioning
technique is preferable in order to take full advantage of the quality of the hierarchical splittings.
Remark 4.3. Numerical tests not included here show that, as described in [11], the stabilization may be performed only on
some levels.
The tests on Problem 4.1 aim to illustrate the effect of the mesh anisotropy on the performance of the proposed
preconditioner for the problem (2). In the presented experiments the coarsest mesh is obtained by three consecutive
refinements of the initial geometry. The largest number of fine degrees of freedom is 98,688. We assume zero initial guess.
We conduct three types of experiments. One is for the stationary problem, where we solve systems with the stiffness
matrix alone. The other two cases consider the discretized parabolic system (2) with two values of θ , θ = 0 and θ = 1/2.
The value θ = 0 corresponds to a fully implicit (backward Euler) time discretization scheme and θ = 1/2 corresponds to
the Crank–Nicholson scheme. In both cases the time step1t is taken as1t = h2` which balances discretization error in time
and space. The systems at the coarsest level are solved exactly using Cholesky factorization.
Tables 1–3 show the results of the experiments for Problem 4.1. Each row corresponds to a single PCG solve of the
corresponding system. The shown number of PCG iterations suffice to reduce the residual norm by a factor 10−6 for the
V-cycle (V), the W-cycle (W2), and the three-fold W-cycle (W3).
The stiffness matrix in the case of 4.1.(b) and 4.1.(b) is additionally ill-conditioned due to the anisotropy, introduced
by the shape of the triangular elements. The results in Table 1 clearly show the effect of this fact on the performance of
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Table 1
Problem 4.1: Number of PCG/GCG iterations for the stationary problem.
Number of refinements ` 4.1(a) 4.1(b) 4.1(c)
V W2 W3 V W2 W3 V W2 W3
DA variant of the preconditioner
1 8 11 11 10 14 14 7 10 9
2 12 13 12 19 15 14 14 18 17
3 15 13 12 34 16 14 26 22 17
4 19 13 11 62 18 14 51 26 16
5 26 13 12 114 18 14 102 25 16
FR variant of the preconditioner
1 8 8 8 9 9 9 6 7 6
2 11 8 8 15 10 9 10 7 6
3 14 8 8 20 10 9 16 7 6
4 16 8 7 25 9 9 21 6 6
5 20 8 8 29 9 9 19 6 6
Table 2
Problem 4.1: Number of PCG/GCG iterations, θ = 0, AMLI preconditioner.
Number of refinements ` 4.1(a) 4.1(b) 4.1(c)
V W2 W3 V W2 W3 V W2 W3
DA variant of the preconditioner
1 7 7 7 8 8 8 5 5 5
2 8 7 7 10 8 8 7 6 5
3 11 7 7 13 8 8 10 6 5
4 14 7 7 15 8 8 10 6 5
5 19 7 7 18 8 8 12 6 5
FR variant of the preconditioner
1 6 6 6 8 8 8 5 6 6
2 7 6 6 10 8 8 7 6 5
3 7 6 6 9 8 8 8 5 5
4 7 6 6 9 8 8 9 5 5
5 7 6 6 10 8 8 9 5 5
Table 3
Problem 4.1: Number of PCG/GCG iterations, θ = 1/2, AMLI preconditioner.
Number of refinements ` 4.1(a) 4.1(b) 4.1(c)
V W2 W3 V W2 W3 V W2 W3
DA variant of the preconditioner
1 6 7 7 7 7 7 6 5 5
2 8 7 7 9 7 7 8 6 6
3 11 7 7 11 7 7 9 6 6
4 14 7 7 13 7 7 10 6 6
5 19 7 7 16 7 7 11 6 6
FR variant of the preconditioner
1 6 6 6 7 7 7 6 5 6
2 6 6 6 9 7 7 7 6 5
3 6 6 6 9 7 7 8 5 5
4 6 6 6 9 7 7 9 5 5
5 6 6 6 9 7 7 9 5 5
the V-cycle. Confirming the theoretical estimates, the use of stabilization in the W-cycle and three-fold W-cycle, though,
counteracts to the effects of the ‘‘bad’’ mesh.
Since the mass matrix for Crouzeix–Raviart FE is diagonal, the matrix for the discretized parabolic problem is more
diagonally dominant than the stiffness matrix alone. A comparison between the results in Table 1 on the one hand, and
Tables 2 and 3 on the other hand, illustrate this effect. The W-cycle and three-fold W-cycle for the parabolic systems is
stabilized at smaller iteration counts. The V-cycle in the latter cases also behaves better. There is no big difference between
the performance of the preconditioner for the two choices of θ for the time step used, which also aligns with the theoretical
estimates. The comparison between DA and FR versions show that FR has the same or better convergence rates than DA in
the parabolic case. We observe optimal performance for both the three-fold and the standard W-cycles for both DA and FR.
An expected observation is that FR preconditioners for the parabolic problem have also optimal behavior.
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Table 4
Problem 4.1: Number of PCG iterations, θ = 1/2, AMG preconditioner.
Number of refinements ` Problem 4.1(a) Problem 4.1(b) Problem4.1(c)
AMG preconditioner
1 4 10 28
2 4 10 38
3 4 10 46
4 4 10 50
5 4 10 50
Table 5
Problem 4.2: Averaged number of PCG/GCG iterations and reduction factors.
Problem size n` Number of refinements ` V -cycle W -cycle
Av. number of iterations Av. reduction factor Av. number of iterations Av. reduction factor
FR variant of the preconditioner and discontinuous initial condition
800 1 6 0.261 5 0.212
3136 2 8 0.445 6 0.300
12,416 3 11 0.559 6 0.349
49,408 4 13 0.648 7 0.424
197,120 5 16 0.734 8 0.506
To put the performance of AMLI preconditioner with other optimal order methods we include numerical tests with PCG
preconditioned by an AlgebraicMultigrid (AMG)method.We consider θ = 1/2 and solve the corresponding systems for the
three cases 4.1.(a), 4.1.(b) and 4.1.(c). To construct an AMG preconditioner, we use the HSL_MI20 library routine (see [17])
as a black box with default settings. The results are presented in Table 4. The right-hand side, initial guess and stopping
criterion are the same as for DA and FR in Table 3. The advantage of NLAMLI for strongly anisotropic problems is clearly
seen.
We now examine Problem 4.2 and study the behavior of the proposed preconditioning techniques for the full time-
stepping approximate solution of the parabolic problem. It is known that for more difficult problems such as, for instance
with a discontinuous initial solution as considered here, the choice θ = 1/2 leads to unphysical oscillations in the beginning
of the time interval. Therefore we use the backward Euler scheme θ = 0. The time step is now taken to be 1t = h`. Ten
time steps are performed in all presented cases because this time period is long enough to cover the time span in which
the temperature is smoothed over the whole computational domain. We apply NAMLI as a stabilized preconditioner and
therefore we use GCG as an outer solver. Since the solution on the previous time step is used as an initial guess for the GCG
method on the next time level and, thus, the initial approximation improves from one time step to the next, the stopping
criterion for the GCG algorithm at each time step is chosen in a dynamicmanner. In the presented results, the GCG algorithm
is stopped either when the residual norm is reduced by a factor 10−6 or when the norm of the residual itself becomes less
than 10−6. The GCG iteration counts and reduction factors presented in Table 5 are averaged over all time steps. We use the
FR preconditioner with two inner iterations.
Fig. 2 shows the shape of the computed approximate solution. The initial condition, the solution at the first, second and
last time steps are presented. The results comply with the characteristics of the physical phenomenon. The smoothing of
the initial data, typical for the evolutionary equations, is clearly visible.
5. Concluding remarks
The main contributions of the present article are as follows. We provide a theoretical analysis of robust optimal order
AMLI methods to precondition matrices arising from discretization of parabolic problems discretized by Crouzeix–Raviart
non-conforming FEM. The theoretical results for the so-called ‘differences and aggregates’ (DA) approach with an
appropriate robust pivot block approximation are numerically exemplified by a representative set of test problems. We
perform numerical experiments for the ‘first reduce’ (FR) preconditioning approach as well. The numerical results confirm
the advantages of this approach in the NLAMLI setting, in particular for strongly anisotropic problems.
The spectral equivalence relations presented in Theorem 3.1 and Corollary 3.2 hold independently of the problem size
and problem parameters such as jumps in the coefficients and anisotropies. They are derived without special assumptions
on the magnitude of the time step1t or the choice of θ . Limitations on the choices of the latter are posed by considerations
for the accuracy of the time discretization scheme or its stability but not by the AMLI construction. Both theoretical and
numerical results show that the proposed preconditioning technique yields a robust AMLI method for parabolic systems.
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