We construct prior-free auctions with constant-factor approximation guarantees with ordered bidders, in both unlimited and limited supply settings. We compare the expected revenue of our auctions on a bid vector to the monotone price benchmark, the maximum revenue that can be obtained from a bid vector using supply-respecting prices that are nonincreasing in the bidder ordering and bounded above by the second-highest bid. As a consequence, our auctions are simultaneously near-optimal in a wide range of Bayesian multi-unit environments.
INTRODUCTION
The goal in prior-free auction design is to design auctions that have robust, input-byinput performance guarantees. Traditionally, auctions are evaluated using average-case or Bayesian analysis, and expected auction performance is optimized with respect to a prior distribution over inputs (i.e., bid vectors). The Bayesian versions of the problems we consider are completely solved [Myerson 1981 ]. Worst-case guarantees are desirable when, for example, good prior information is expensive or impossible to acquire, and when a single auction is to be re-used several times, in settings with different or not-yet-known input distributions.
Prior-free auctions were first studied in [Goldberg et al. 2006; Goldberg et al. 1999 ]. They focused on symmetric settings, where goods and bidders are identical, and sought auctions with expected revenue close to the fixed-price benchmark F (2) , defined as the maximum revenue that can be obtained from a given bid vector by offering every bidder a common posted price (i.e., take-it-or-leave-it offer) that is at most the second-highest bid. [Goldberg et al. 2006 ] showed that no auction has expected revenue more than a ≈ .42 fraction of F (2) for every bid vector, and constructed auctions with expected revenue at least a constant fraction of this benchmark on every input. See [Hartline and Karlin 2007] for a survey of further work in this vein. [Hartline and Roughgarden 2008] proposed a framework for defining meaningful performance benchmarks much more generally -when bidders or feasibility constraints are This research was supported in part by NSF grants IIS-0964560, CCF-0745761, CCF-1008065, CCF-1016885, and CCF-1215965, an ONR PECASE Award, an AFOSR MURI grant, Google Faculty Award 2012, EU FET project MULTIPLEX 317532, EU ERC project PAAI 259515. Permission to make digital or hardcopies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credits permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be requested from Publications Dept., ACM, Inc., 2 Penn Plaza, Suite 701, New York, NY 10121-0701 USA, fax +1 (212) 869-0481, or permissions@acm.org. EC'13, June 16-20, 2013 , Philadelphia, USA. Copyright c 2013 ACM 978-1-4503-1962 asymmetric, and for objective functions other than revenue. The first step of this framework is a "Bayesian thought experiment" -if bidders' valuations were drawn from a prior distribution in some class, what would the optimal auction be? The second step is to characterize the collection C of all optimal auctions that can arise, ranging over all permissible prior distributions. Finally, given a bid vector b, the performance benchmark is defined as the maximum objective function value obtained by an auction in C on the input b. This framework regenerates the F (2) benchmark (modulo the technically necessary upper bound on prices) and has been used for several other objective functions and asymmetric environments [Devanur and Hartline 2009; Hartline and Roughgarden 2008; Hartline and Yan 2011; Leonardi and Roughgarden 2012] . Every benchmark generated by this framework is automatically well motivated in the following sense: if the performance of an auction is within a constant factor of such a benchmark for every input, then in particular it is simultaneously near-optimal in every Bayesian environment with valuations drawn from one of the permissible prior distributions. 1 [Leonardi and Roughgarden 2012] studied the design and analysis of prior-free digital goods (i.e., unlimited supply) auctions with asymmetric bidders. They pointed out that the framework in [Hartline and Roughgarden 2008] can be applied successfully to non-identical bidders only if sufficient qualitative information about bidder asymmetry is publicly known. They proposed a model of ordered bidders. Earlier bidders are in some sense expected to have higher valuations. This information could be derived from, for example, zip codes, eBay bidding histories, credit history, previous transactions with the seller, and so on. [Leonardi and Roughgarden 2012] defined the monotone price benchmark M (2) (b) for every bid vector b as the maximum revenue obtainable via a monotone price vector -meaning prices are nonincreasing in the bidder ordering -in which every price is at most the second-highest bid. 2 The value of this benchmark is always at least that of the fixed-price benchmark F (2) , and can be a factor of Θ(log n) larger, where n is the number of bidders. Essentially by construction, a digital goods auction that always has revenue at least a constant fraction of M (2) is simultaneously near-optimal in every Bayesian environment with ordered distributions (where monopoly prices are nonincreasing in the bidder ordering), or when the valuation distribution of each bidder stochastically dominates that of the next one in the ordering (see [Leonardi and Roughgarden 2012] for details). Examples include uniform distributions with intervals [0, h i ] and nonincreasing h i 's; exponential distributions with nondecreasing rates; Gaussian distributions with nonincreasing means; and so on. The main result in [Leonardi and Roughgarden 2012 ] is a prior-free digital goods auction with ordered bidders with expected revenue Ω(M (2) (b)/ log * n) for every input b, where n is the number of bidders and log * n denotes the number of times that the log 2 operator can be applied to n before the result drops below a fixed constant. 3
Our Results
We give the first digital goods auction that is O(1)-competitive with the monotone price benchmark M (2) . Our auction is simple and natural. It follows the standard approach of randomly partitioning the bidders into two groups, using one group of bidders to set prices for the other. We restrict prices to be (essentially) all powers of 2, but otherwise our prices are simply the optimal monotone ones for the first bidder group. Finally, to handle inputs where the monotone price benchmark derives most of its revenue from a small number of bidders, with constant probability we invoke an auction that is O(1)-competitive with the fixed-price benchmark F (2) .
We extend our results to multi-unit auctions, where the number of items k can be less than the number of bidders. We consider the analog M (2,k) of the monotone price benchmark, which maximizes only over (monotone) price vectors that sell at most k units. We prove that every auction that is O(1)-competitive with the benchmark M (2,k) implies simultaneously near-optimal for a range of Bayesian multi-unit environments -roughly, those in which the (ironed) virtual valuation functions of the bidders form a pointwise total ordering. We also give a general reduction, showing how to build a limited-supply auction that is O(1)-competitive w.r.t. M (2,k) from an unlimited-supply auction that is O(1)-competitive w.r.t. M (2) .
PRELIMINARIES
In a multi-unit auction, there is one seller, n bidders, and k identical items. Each bidder wants only one good, and has a private -i.e., unknown to the seller -valuation v i . We call the special case where k = n unlimited supply or digital goods. We study direct-revelation auctions, in which the bidders report bids b to the seller, and the seller then decides who wins a good and at what price. 4 For a fixed (randomized) auction, we use X i (b) and P i (b) to denote the winning probability and expected payment of bidder i when the bid profile is b. As in previous works on prior-free auction design, we consider only auctions that are individually rational -meaning P i (b) ≤ v i · X i (b) for every i and b -and truthful, meaning that for each bidder i and fixed bids b −i by the other bidders, bidder i maximizes its quasi-linear utility
Since we consider only truthful auctions, from now on we use bids b and valuations v interchangeably.
Truthful and individually rational digital goods auctions have a nice canonical form: for every bidder i there is a (possibly randomized) function t i (v −i ) that, given the valuations v −i of the other bidders, gives bidder i a "take-it-or-leave-it offer" at the price t i (v −i ). This means that bidder i is given a good if and only if v i ≥ t i (v −i ), in which case it is charged the price t i (v −i ). It is clear that every choice (t 1 , . . . , t n ) of such functions defines a truthful, individually rational digital goods auction; conversely, every such auction is equivalent to a choice of (t 1 , . . . , t n ) [Goldberg et al. 2006 ]. A special case of such an auction is a price vector p, in which each t i is the constant function t i (v −i ) = p i . When the supply is limited (i.e., there are k < n copies of the good), truthful auctions induce functions (t 1 , . . . , t n ) with the property that, on every input, at most k bidders win.
The revenue of an auction on the valuation profile v is the sum of the payments collected from the winners. Let v (2) denote the second-highest valuation of a profile v. The fixed-price benchmark F (2) is defined, for each valuation profile v, as the maximum revenue that can be obtained from a constant price vector whose price is at most v (2) :
Now suppose there is a known ordering on the bidders, say 1, 2, . . . , n. The monotone-price benchmark M (2) is defined analogously to F (2) , except that non-constant monotone price vectors are also permitted:
The monotonicity and upper-bound constraints are enforced only in the computation of the benchmark M (2) . Auctions, while obviously not privy to the private valuations, can employ whatever prices they see fit. This is natural for prior-free auctions and also necessary for non-trivial results [Goldberg and Hartline 2003] .
Finally, when we say that an auction is α-competitive with or has approximation factor α for a benchmark, we mean that the auction's expected revenue is at least a 1/α fraction of the benchmark for every input v.
THE AUCTION FOR UNLIMITED SUPPLY OF ITEMS
Input: A valuation profile v for a totally ordered set N = {1, 2, . . . , n} of bidders.
With probability 1/2, run a digital goods auction on
. With the remaining probability, run the following steps.
2. Choose a subset A ⊆ N uniformly at random, and partition N into the two
Define v B in a similar way. Note that all three sequences v, v A , and v B have the same length.
3. Using dynamic programming, compute an optimal monotone M (2) price vector p for A with prices restricted to be discrete values in {2 t : t ∈ Z}.
Here, the symbol Z denotes the set of all integers.
4. Sell items to bidders in B only, applying prices p to v B . Let Rev A (p) denote the revenue extracted by the price vector p from the bidders in A. Similarly, define the notation Rev B (p). Let Rev(p) = Rev A (p) + Rev B (p). Note that:
We bound the expected revenue of our auction (see Figure 1 ) by considering two cases.
is at least some constant. Note that with probability 1/2, we execute an auction which is O(1)-competitive against F (2) . Hence, in this case, our revenue is clearly within a constant factor of M (2) .
Case 2. The ratio F (2) /M (2) is very small. If this is the case, then we prove that the expected value of Rev B (p) is within a constant factor of M (2) . Note that with probability 1/2, we run the general scheme whose revenue is given by Rev B (p). Hence, the auction's revenue remain O(1)-competitive against M (2) .
We introduce the following notations and terminologies.
Definition 3.1. For any integer l ≥ 0, the l-th price level is the price q in {2 t : t ∈ Z} which lies in the range:
Since the prices in the set {2 t : t ∈ Z} are powers of 2, the l-th price level is unique. Throughout the paper, we reserve the symbol p (l) for the l-th price level.
Definition 3.2. Fix any two bidders i < j, and any integer l ≥ 0. If both the bidders' valuations are at least p (l) , then we say that (i, j, l) is a level-l-triple.
The concept of a triple is linked with the ordering of the bidders. Thus, a bidder k ∈ N belongs to a triple (i, j, l) 
Definition 3.3. The set of winning bidders in a triple (i, j, l) is defined as:
A triple is balanced iff its winning bidders are evenly partitioned among A and B.
A triple is large if it contains sufficiently many winning bidders.
In Section 3.1, we show that certain important events occur with constant probability. In Section 3.2, we show that conditioned on these important events, our auction generates good revenue.
Important Events
We define the event E 1 where Rev(p) ≥ M (2) /6. Next, we define the event E 2 (l) where every large level-l-triple is balanced. Further, we define the event E 2 as follows.
We show that the events E 1 and E 2 occur simultaneously with constant probability. [Leonardi and Roughgarden 2012] ). Since p is the optimal monotone M (2) price vector for A with prices restricted to powers of 2, we get Rev A (p) ≥ Opt A /2. Now, the lemma follows from the observation that Rev(p) ≥ Rev A (p).
Claim 3.1. For every integer l ≥ 0, the number of level-l-triples is at most 2 2l+2 .
Proof. Consider a bidder k whose valuation v k is at least p (l) . Since p (l) > M (2) /2 l+1 , we infer that v k > M (2) /2 l+1 . Thus, there are at most 2 l+1 such bidders. Since a level-ltriple (i, j, l) is uniquely determined by two bidders i < j having valuations at least p (l) , we infer that there can be at most (2 l+1 ) 2 = 2 2l+2 level-l-triples.
We use the following version of the Chernoff bound. 
Proof. Fix any large level-l-triple (i, j, l). By definition, the number of winning bidders in (i, j, l) is at least 288l. Since each of these bidders is included in the set A independently and uniformly at random, Theorem 3.2 implies that the triple (i, j, l) is not balanced with probability at most 2/e 4l . By Claim 3.1, there are at most 2 2l+2 level-l-triples. Applying union bound, the probability that some level-l-triple is not balanced is at most 2 2l+2 × 2/e 4l ≤ 1/2 l , for l ≥ 24. Proof. Applying union-bound, we infer that
. 
Main Analysis
Let I l (p) denote the interval of bidders whose prices lie at the l-th level, under the price vector p. To be more specific, we define I l (p) = {j ∈ N : p j = p (l) }. Since the price vector p is monotone, the bidders in the set I l (p) are contiguous to one another.
Let W l (p) denote the set of winning bidders in I l (p). To be more precise, we have W l (p) = {j ∈ I l (p) : v j ≥ p (l) }. Let Rev l (p) denote the contribution towards Rev(p) by the interval I l (p). Note that Rev l (p) = |W l (p)| × p (l) , and Rev(p) = l≥0 Rev l (p).
Definition 3.6. A interval I l (p) is good if |W l (p)| ≥ 288l, and bad otherwise.
We show that the bad intervals I l (p), with l ≥ 24, contribute relatively little revenue. Claim 3.3. We have:
Proof. Fix any bad interval I l (p). Since |W l (p)| < 288l and p (l) ≤ M (2) /2 l , we have:
. Summing over all bad intervals I l (p) with l ≥ 24, we get:
Now, we are ready to prove the revenue guarantee.
Theorem 3.5. The expected revenue of the auction in Figure 1 is within a constant factor of the benchmark M (2) .
Proof. We shall consider two mutually exclusive and exhaustive cases.
With probability 1/2, we execute an auction that is O(1)-competitive against the benchmark F (2) . Hence, the expected revenue of our auction is at least F (2) /O (1) , which in turn, is at least M (2) /O (1) .
Here, we claim that the first few intervals contribute little revenue.
l=0
Rev l (p) ≤ M (2) /18
For the sake of contradiction, suppose that the above equation is not true. Then there is some interval I l * (p) with l * ∈ [0, 23] such that:
Consider the price vector p which offers the item at price p (l * ) to every bidder, so that we have p j = p (l * ) for all j ∈ N . Next, recall that p is a monotone M (2) price vector, and note that the set W l * (p) is non-empty. Thus, there should be at least two bidders in A whose valuations are at least p (l * ) . We infer that p is a uniform F (2) price vector, and:
This contradicts our assumption that 432 × F (2) < M (2) . Hence, equation (3) must hold.
For the rest of the proof, we condition on the event E 1 ∩ E 2 .
First, recall that under the event E 1 , we have Rev(p) ≥ M (2) /6. Combining this with Claim 3.3 and equation 3, we see that the latter good intervals give large revenue.
Fix any good interval I l (p) with l ≥ 24. Let the first (resp. last) bidder in W l (p) be denoted by i (resp. j), that is, for all k ∈ W l (p), we have i ≤ k ≤ j. Since p i = p j = p (l) and v i , v j ≥ p (l) , we infer that (i, j, l) is a level-l-triple. The number of winning bidders in this triple is |W l (p)| ≥ 288l. We conclude that the triple (i, j, l) is large. Since we condition on the event E 1 ∩ E 2 and l ≥ 24, it follows that the triple (i, j, l) is balanced. The bidders in W l (p) are evenly partitioned among the sets A and B, so that we have:
Thus, the revenue from the bidders in I l (p) ∩ B is at least (1/3) × Rev l (p). Summing over all good intervals I l (p) with l ≥ 24, and applying equation (4), we get:
To summarize, we recall that with probability 1/2, the expected revenue of our auction is exactly Rev B (p). Under this scenario, the event E 1 ∩ E 2 occurs with probability at least 1/32 (see Theorem 3.4) , and conditioned on this event, we have Rev B (p) ≥ M (2) /54 (see equation 5). Putting all these observations together, we find that the expected revenue of our auction is at least
MULTI-UNIT AUCTIONS
In this section we extend our results to multi-unit auctions with limited supply. To develop this theory, we extend the monotone price benchmark M (2) to the case of an arbitrary number k ≥ 2 of units for sale. We call a price vector p feasible for the valuation profile v and supply limit k if: (i) p 1 ≥ p 2 ≥ · · · ≥ p n ; (ii) all prices are at most the second-highest valuation of v; and (iii) there are at most k bidders i with v i > p i . We allow our benchmark to break ties in an optimal way. More precisely, the revenue earned by a feasible price vector is i : vi>pi p i plus, if there are items remaining, the sum of the prices offered to up to bidders i with v i = p i . We define the k-unit monotone price benchmark M (2,k) (v) as the maximum revenue obtained by a price vector that is feasible for v and k.
There are two main issues to address. The first issue is to identify a class of priors F i such that M (2,k) (v) is a meaningful benchmark for prior-free approximation, i.e., it simultaneously approximates all optimal auctions in multi-unit Bayesian settings with priors drawn from the class. The challenge, relative to the unlimited-supply setting introduced in [Leonardi and Roughgarden 2012] , is that limited-supply Bayesian optimal auctions exhibit more complex behavior than unlimited-supply ones. Section 4.1 shows, essentially, that the benchmark M (2,k) (v) is meaningful for any valuation distributions that have pointwise ordered ironed virtual valuations. The second issue is to design auctions competitive with the benchmark M (2,k) (v). We accomplish this through a general reduction, showing how to build a limited-supply auction that is O(1)-competitive w.r.t. M (2,k) (v) from a digital goods auction that is O(1)-competitive w.r.t. M (2) .
Justifying the k-Unit Monotone Price Benchmark
The goal of this section is to prove that every prior-free auction that is O(1)-competitive with the benchmark M (2,k) (v) has expected revenue at least a constant fraction of optimal in every Bayesian multi-unit environment with valuation distributions lying in a prescribed class. Making this precise requires some terminology and facts from the theory of Bayesian optimal auction design, as developed in [Myerson 1981 ]. See also the exposition in [Hartline 2012] .
Consider a bidder with valuation drawn from a prior distribution F with positive and continuous density f on some interval. The virtual value v at a point v in the support is defined as
For example, if F is the uniform distribution on [0, a], then the corresponding virtual valuation function is φ(v) = 2v − a.
For clarity, we first discuss the case of regular distributions, meaning distributions with nondecreasing virtual valuation functions. In this case, the Bayesian optimal auction awards items to the (at most k) bidders with the highest positive virtual valuations. The payment of a winning bidder is the minimum bid at which it would continue to win (keeping others' bids the same). That is, if the (k +1)th highest virtual valuation is z, then every winning bidder i pays φ −1 i (max{0, z}). For these prices to be related to the monotone price benchmark, we need to impose conditions on the φ −1 i (z)'s. This contrasts with unlimited-supply settings, where restricting the φ −1 i (0)'s -that is, the monopoly reserve prices -to be nonincreasing in i is enough to justify the monotone-price benchmark [Leonardi and Roughgarden 2012] . Since the (k + 1)th highest virtual valuation could be anything, the natural extension of the condition in [Leonardi and Roughgarden 2012] is to restrict φ −1 i (z) to be nonincreasing in i for every non-negative number z.
Accommodating irregular distributions, for which the optimal Bayesian auction is more complicated, presents additional complications. Each virtual valuation function φ i is replaced by the "nearest nondecreasing approximation", called the ironed virtual valuation functionφ i . The optimal auction awards the items to the (at most k) bidders with the highest positive ironed virtual valuations. Since ironed virtual valuation functions typically have non-trivial constant regions, ties can occur, and we assume that ties are broken randomly. That is, if there are k items, a group S of bidders with identical ironed virtual values z > 0, < k bidders with ironed virtual value greater than z, and + |S| > k, then k − winners from S are chosen uniformly at random.
We call valuation distributions F 1 , . . . , F n pointwise ordered ifφ −1 i (z) is nonincreasing in i for every non-negative z. 5 The motivating parametric examples discussed earlier -uniform distributions with intervals [0, h i ] and nonincreasing h i 's, exponential distributions with nondecreasing rates, and Gaussian distributions with nonincreasing means -are pointwise ordered in this sense.
We also require a second condition, which we inherit from the standard i.i.d. unlimitedsupply setting. The issue is that, with arbitrary irregular distributions, no prior-free auction can be simultaneously near-optimal in all Bayesian environments, even with i.i.d. bidders and unlimited supply. 6 Various mild conditions are sufficient to rule out this problem; see [Hartline and Roughgarden 2008] for a discussion. Here, for simplicity, we restrict attention to well-behaved Bayesian multi-unit environments, meaning that the Bayesian optimal auction derives at most a constant fraction (90%, say) of its revenue from outcomes in which some winner is charged a price higher than the second-highest valuation. (Such a winner is necessarily the bidder with the highest valuation.) Standard distributions always yield well-behaved environments. Even pathological distributions produce well-behaved environments provided the market is sufficiently large (e.g., there are enough bidders drawn i.i.d. from each of the distributions).
Our main result in this section is that approximating the k-unit monotone price benchmark guarantees simultaneous approximation of the optimal auction in all well-behaved Bayesian multi-unit environments with pointwise ordered distributions.
Theorem 4.1. If the expected revenue of the multi-unit auction A is at least a constant fraction of M (2,k) (v) on every input, then, in every well-behaved multi-unit Bayesian environment with pointwise ordered distributions, the expected revenue of A is at least a constant fraction of that of the optimal auction for the environment.
Proof. Fix an auction that is β-competitive with M (2,k) (v) on every input. Fix a well-behaved Bayesian multi-unit environment with pointwise ordered valuation distribu-5 Sinceφ i is continuous and nondecreasing,φ −1 i (z) is an interval. If the inverse image has multiple points, we defineφ −1 i (z) by the infimum. If the inverse image is empty, we defineφ −1 i (z) as the left or right endpoint of the distribution's support, as appropriate. 6 Informally, consider valuation distributions that take on only two values, one very large (say M ) and the other 0. Suppose the probability of having a very large valuation is very small (say 1/n 2 ). If the distribution is known, the optimal auction uses a reserve price of M for each bidder. Elementary arguments, as in [Hartline and Roughgarden 2008] , show that no single auction is near-optimal for all values of M .
tions F 1 , . . . , F n . Let A * be the optimal auction for this environment. We claim that, for every input v in which the revenue collected by A * from the bidder with the highest valuation is at most the second-highest valuation, the benchmark M (2,k) (v) is at least half the expected revenue of A * on v. This implies that the expected revenue of A is at least 1/2β times that of A * on this input. Since the environment is well behaved, the theorem follows.
To prove the claim, fix an input v, as above. Recall that A * , as a Bayesian optimal auction, awards items to the (at most k) bidders with the highest positive ironed virtual valuations, breaking ties randomly. The tricky case of the proof is when ties occur. Assume there are k items, a group S of bidders with common ironed virtual value z > 0, and a group T of ∈ (k − |S|, k) bidders with ironed virtual value greater than (so |S| > k − ). We next explicitly compute the payments collected by A * on this input, using the standard payment formula for incentive-compatible mechanisms (see [Myerson 1981] or [Hartline 2012] ). Let a i and b i denote the left and right endpoints, respectively, of the interval of values v that satisfyφ i (v) = z. Since the distributions are pointwise ordered, the a i 's and the b i 's are nonincreasing in i. Let q = (k − )/|S| denote the winning probability of a bidder in S. Define q = (k − + 1)/(|S| + 1) as the hypothetical winning probability of a bidder in T if it lowered its bid to the valueφ −1 i (z). The expected payment of a bidder i in S is qa i (i.e., a i in the event that it wins). The expected payment of a bidder i in T (who wins with certainty) is q a i + (1 − q )b i . To complete the proof, we argue that M (2,k) (v) is at least the expected revenue collected by A * from the bidders in S, and also at least that from the bidders in T .
Projecting onto a subset of bidders only decreases the value of the k-unit monotone price benchmark M (2,k) (v) (see Lemma A.1 for the formal argument). First, project onto the k bidders of S with the highest a i values. Consider charging each such bidder the price a i . This is a monotone price vector. By our assumption on the input v, all of these prices are at most the second-highest valuation in v. By the definitions, v i ≥ a i for every bidder i ∈ S so every offer will be accepted. The resulting revenue is at least the expected revenue earned by A * on v, and the value of the monotone price benchmark can only be higher. This shows that M (2,k) (v) is at least the expected revenue collected by A * from bidders in S.
Similarly, project onto the (at most k) bidders of T , and consider charging each such bidder i the price q a i + (1 − q )b i . Again, this is a monotone price vector with all prices bounded above by the second-highest valuation of v, and every offer will be accepted. The value of the monotone price benchmark can only be larger, so M (2,k) (v) is also at least the expected revenue collected by A * from bidders in T . The proof is complete.
Reduction from Limited to Unlimited Supply
Having justified the k-unit monotone price benchmark M (2,k) (v), we turn to designing auctions that approximate it well. We show that competing with this benchmark reduces to competing with the benchmark M (2) in unlimited-supply settings. The reduction from limited to unlimited supply for ordered bidders was given in [Aggarwal and Hartline 2006] for knapsack auction. This reduction is also a generalization of the one of [Goldberg et al. 2006 ] for identical bidders. The idea is to first identify the k "most valuable" bidders, and then run an unlimited-supply auction on them. Observe that the most valuable bidders with an ordering are not necessarily those with the highest valuations. For example, a highvaluation bidder late in the ordering need not be valuable, because extracting high revenue from it might necessitate excluding many moderate-valuation bidders earlier in the ordering. We report the "black-box reduction" of [Aggarwal and Hartline 2006 ], in Figure 2 .
Theorem 4.2. If A is a truthful unlimited-supply auction with ordered bidders that is β-competitive with M (2) , then the Black-Box Reduction (BBR) auction is a truthful limited-supply auction with ordered bidders that is 2β-competitive with M (2,k) (v).
