Abstract. Suppose that U is a U-statistic of degree two based on N random observations drawn without replacement from a nite population. For the distribution of a standardized version of U we construct an Edgeworth expansion with remainder O(N ?1 ) provided that the linear part of the statistic satis es a Cram er type condition.
Introduction and results
Let A denote a population of n elements a 1 ; : : :; a n and let H : A A ! R denote symmetric function of its two arguments. By X 1 ; : : :; X N , N n we denote random variables with values in A such that X = fX 1 ; : : :; X N g represents a random sample from A of size N drawn without replacement, i.e., PfX 2 Bg = ? n N ?1 for any subset B of A of size N. Assume that E H(X 1 ; X 2 ) = 0.
We shall investigate the asymptotic distribution of the statistic U = X 1 i<j N H(X i ; X j ):
We shall decompose the statistic as g 2 (X 1 ; X 2 ) j X 1 = x = 0; 8x 2 A; the random variables g 1 (X i ) and g 2 (X j ; X k ), 1 i N, 1 j < k N, (and thus the parts L and Q) are uncorrelated.
If the linear part dominates the statistic for large N, the distribution of U can be approximated by a Gaussian distribution using the Central Limit Theorem (CLT). The asymptotic normality of linear statistics based on samples drawn without replacement from nite populations has been studied by a number of authors. Erd os and R enyi (1959) proved the CLT under very mild conditions. The rate of convergence in the CLT was rst studied by Bikelis (1969) . Berry{Esseen bounds of order O(N ?1=2 ) were obtained by H oglund (1978) . Robinson (1978) proved the validity of an Edgeworth expansion with a remainder of order O(N ?3=2 ), see also Bickel and van Zwet (1978) . Nandi and Sen (1963) studied the behavior of nite population U-statistics and showed that under proper regularity conditions the sequence of distributions of normalized U-statistics converges to the standard normal distribution. The rate of this convergence was investigated by Chen (1987, 1990) , Weber (1990, 1991) and, as a particular case of the rate of convergence of general multivariate sampling statistics, by Bolthausen and G otze (1993) . In contrast to the case of independent and identically distributed observations where the second order asymptotic theory has been developed for U-statistics, see Bickel (1974 Bickel ( ), G otze (1979 , Callaert, Janssen and Veraverbeke (1980) , Bickel, G otze and van Zwet (1986) , and for more general asymptotically normal symmetric statistics, see Bentkus, G otze and van Zwet (1994) , there are only a few results concerned with higher order asymptotics of nonlinear nite population statistics. Babu and Singh (1985) proved the validity of an Edgeworth expansion with a remainder o(N ?1=2 ) for second order polynomials of variables X 1 ; : : :; X N . Kokic and Weber (1990) established one term Edgeworth expansion with the remainder o(N ?1=2 ) for nite population U-statistics of degree 2.
Assume that 2 = N Eg 2 1 (X 1 ) > 0:
The distribution function of the standardized statistic, F(x) = PfU x g; will be approximated by the one term Edgeworth expansion, Here ( Bentkus, G otze and van Zwet (1994) , BGZ] for short, introduced a local version of Cramer's condition (C), namely, ( 2^ 4 : Hence, Theorem 1.1 which yields this result as a special case may be regarded as a partial extension of the result of Bentkus, G otze and van Zwet (1994) to sampling models. These authors proved the validity of an Edgeworth expansion with the remainder O(N ?1 ) for general symmetric asymptotically normal statistics based on i.i.d. observations. In the case of U-statistics of degree two their result yields the estimate as in Corollary 1.3 but with the lower moment^ 3 =^ 3 instead of^ 4 =^ 4 in the remainder. An example given in Theorem 1.4 in BGZ] shows that a Cram er type condition on the linear part and the existence of moments of arbitrarily high order of the linear and quadratic parts of the statistic are not su cient to obtain an estimate similar to that in Corollary 1.3 for higher order Edgeworth expansions (up to an order o(N ?1 )). Hence, in this sense Corollary 1.3 and thus Theorem 1.1 are best possible. Let us compare our results with those of Robinson (1978) and Kokic and Weber (1990) . Robinson (1978) proved the validity of a two term Edgeworth expansion with the remainder O(N ?3=2 ) for linear statistics like L in (1.1) assuming the following Cram er type condition. This condition, rst used in Albers, Bickel and van Zwet (1976) , requires for a random variable Z that there exists an " > 0 such that
Here L = f2 r; r = 0; 1; 2; : : :g and B " denotes the " neighborhood of a set B R. Notice that " 1 " 2 implies Z (" 1 ; a; b) Z (" 2 ; a; b). Here fz 1 ; : : : ; z n g denotes the set of values of the r.v. Z. For a sequence of nite population linear statistics, say (L n ), Robinson's (1978) Theorem establish an Edgeworth expansion with the remainder O(N ?3=2 ) provided that 5 = 5 is bounded, p and q are bounded away from 0 and (1.7) holds with "; and C not depending on n as n ! 1. Robinson's (1978) result was used by Kokic and Weber (1990) to show = o(N ?1=2 ). Bounds for remainders in these papers involve constants (correspondent to A and B of the present paper) which implicitly depend on p. In Section 2 we compare conditions (c) and (1.5). It is shown there that these conditions are, in fact, equivalent. Proofs of the Theorems 1.1, 1.2 and the Corollary 1.3 are given in Sections 3 and 4. Our approach can be regarded as an extension of that given in BGZ] to the case where the sample is drawn without replacement from a nite population. Basic devices used in proofs are: the data depending smoothing technique, developed in BGZ], and the Erd os and R enyi formula for characteristic functions (Erd os and R enyi (1959) ). Auxiliary results are collected in Section 5.
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Smoothness conditions
Let Z n , n = 1; 2; : : :, be a sequence of random variables. Let (a n ) and (b n ) denote sequences of positive numbers. We shall show that the condition (2.1) there exists an " > 0 such that lim inf n Z n ("; a n ; b n ) > 0 implies (2.2) lim inf n Z n (a n ; b n ) > 0:
Furthermore, (2.2) implies (2.1). More speci cally, we show in Lemma 2.1 that given a random variable Z and numbers 0 < a < b, (1.5) implies Z ( ; a; b) > =4 and if (c) holds for some " > 0, then Z (a; b) > " 2 Z ("; a; b)= 2 . Hence, conditions (2.1) and (2.2) as well as (c) and (1.5) are equivalent. In order to check condition (c) one needs to minimize a bivariate function over the set (s; t) 2 ? ; ] fa jtj bg. Such a minimization problem can be di cult to solve numerically. A symmetrization argument suggests a version of condition (c) which is easier to check. Let Z 0 denote an independent copy of Z.
Let Z = Z ? Z 0 denote a symmetrization of Z. The condition (c ) there exists " > 0 such that Z ("; a; b) = 1? sup
requires to estimate the minimum of an univariate function only. Notice that " 1 < " 2 implies Z (" 2 ; a; b) Z (" 1 ; a; b). We show in Lemma 1 that conditions (c ) and (c) are, in fact, equivalent. Modi cations of Cramer's condition (C) that ensure the validity of Edgeworth expansions for sums of random variables assuming a nite number of values only were considered by Albers, Bickel and van Zwet (1976) , van Zwet (1982) , Does (1983) , Schneller (1989) , see also Bickel and Robinson (1982) .
Lemma 2.1. Let Z be a random variable. For 0 < a < b and 0 < " < write = Z (a; b); " = Z ("; a; b); " = Z ("; a; b); u = ?1 " " and v = ?1 " " : Data dependent smoothing. Let the conditional characteristic function of the probability distribution F 1 , given A m+1 ; : : : ; A N . An application of Prawitz's (1972) Now the second inequality of (3.11) follows from (3.13). Let us prove the rst inequality of (3.11 We obtain, EW 3 expf?2 p 1 q 1 (n?N +m)g thus completing the proof of (3.11).
Combining the inequality 1=PfBg m 1=2 , see (5.25), with (3.11) we get Notice that (3.1) implies that q 1 = 1 ? p 1 1=2. Hence, to get (3.9) it su ces to choose the constant in the de nition of m big enough so that the exponent in (3.14) is less that N ?3 . Since 1 is a function of A k+1 ; : : :; A N only and m < k, we have E 1 f 2 (t) = E 1 f 3 (t), where f 3 = E (eft Ug X k+1 ; : : :; X N ). Now we modify the sampling scheme. Let m 1 be an integer approximately equal to C 00 N t ?2 ln jtj. Here C 00 > 0 is a large absolute constant to be speci ed latter.
Notice, that k N=2. Hence, we can choose the constant C 0 so big that m 1 k and m 1 q N=10, for q ?1 C 0 jtj H 1 . Put J 3 = f1; : : :; m 1 g fN + 1; : : :; ng and let A 3 = fA k ; k 2 J 3 g. Let Consider I 10 . The argument that leads to (3.17) applies to I 10 as well and yields jI 10 j N ?3=2 ( 1=2 2 + 2 ). Indeed, just takef 3 = E (eft Ug X N?1 ; X N ) instead of f 3 and write g 2 (X N?1 ; X N ) instead of 1 in the proof of (3.17). We obtain jEI 4 ? I 9 j ?2 N ?1 ( 1=2 2 + 2 ).
In the next section we shall show jI 9 j N ?1 ( 4 =q + 4 ) thus completing the proof of the theorem.
Proof of Theorem 1.2. We again assume (without loss of generality) that 2 = 1.
For the linear statistic L, we have g 2 (x; y) = 0, for any x; y 2 A. Therefore the estimate of the theorem follows from (3.8).
Proof of Corollary 1.3. The corollary follows from Theorem 1.1, by the law of large numbers (LLN) for U-statistics, see, e.g., Ser ing (1980) . Given N, the function H and a sequence of i.i.d. observations X 1 ; X 2 ; : : :, introduce the sequence of nite populations A n = fX 1 ; : : :; X n g and the corresponding sequence of Ustatistics, (U n ). Given x 2 R, use the estimate of Theorem 1.1 applied to the sequence of probabilities P n fxg = PfU n xg, n=1,2, : : : . By LLN, we have lim n P n fxg = Pf b U xg. Furthermore, the moments of the linear and quadratic parts of U n in the expansion and in the remainder (in the estimate of Theorem 1.1) converge to the corresponding moments of the statistics b U thus proving Corollary 1.3.
Expansions
In this section we shall prove the inequality Observe, that the r. v. T k , k = 1; 2; ; n as well as Q k;l , 1 k < l n are identically distributed. h 1 = E efTg; h 2 = i 3 C 2 n E Q 1;2 T 1 T 2 efT (1;2) g:
In the proofs of Lemmas 4.1 and 4.2 we expand expfiŨg in powers of T k and Q k;l . In order to ensure the integrability (with respect to the measure ds dt=jtj) of the remainders of the expansion we split E expfiŨg into a product of two functions (di erent for di erent values of s and t) so that the rst one is the characteristic function of a sum of conditionally independent r. v. which vanishes su ciently fast as s and t tends to in nity. This type of approach has been used by Helmers and van Zwet (1982) , van Zwet (1984) and was extended in G otze and van Zwet (1991) . Since H 1 N 1=2 we have '(H 1 ; ) c=(n p). Therefore, by (4.5), m C 2 c. We choose C 2 large enough so that m(s; t) > 4. Furthermore, by (4.5), m n (2=e) C 2 =C 1 . Now choosing C 1 su ciently large we obtain m(s; t) < n. and jRj E 2 = t 2 m 2 (p q) 2 N ?3 2 . It is easy to show R q N ?1 2 . Therefore, R 0 and E efŨg f 1 + f 2 . The exponents in f 1 and f 2 consist of sums W +T + , where W andT are conditionally independent, given A 1 ; : : :; A n , and is stochastically negligible compared toT. Furthermore, given A 1 ; : : :; A n ,T is a sum of conditionally independent r.v. Therefore the conditional expectation of efTg vanishes rapidly as s and t tends to in nity.
We shall prove (4.3) in two steps. In the rst step we show that (4.6) f 1 ' h 3 ; h 3 = i 3 C 2 m E Q 1;2 T 1 T 2 efT (1;2) g:
In the second step we prove (4.7)
f 2 ' h 1 + h 4 ; h 4 = i 3 C 2 n ? C 2 m E Q 1;2 T 1 T 2 efT (1;2) g:
Step 1.
Expanding ef g = e (1;2) + ( 1 + 2 ) in powers of 1 + 2 one obtains f 1 = f 3 + f 4 + f 5 + f 6 , where f 3 = i E K, f 4 = 2i 2 E K 1 , f 5 = 2i 3 EK ef 1 ( 1 + 2 )g 2 1 (1 ? 1 ); f 6 = 2i 3 EK ef 1 ( 1 + 2 )g 1 2 (1 ? 1 ) and where K = C 2 m Q 1;2 e W +T + (1;2) . Let us show f 5 0 and f 6 0. We have jf 6 j m 2 E jQ 1;2 1 2 j = m 2 jtj 3 (p q) 2 E (A 1 ) (A 2 ) y 1;2 :
It follows from the inequalities 2 j (A 1 ) (A 2 )j 2 (A 1 ) + 2 (A 2 ) and E 2 (A 1 ) jy 1;2 j (n ? m) p q E y 2 1;n jy 1;2 j q N ?7=2 3 that jf 6 j q ' 2 jtj 3 N ?3=2 3 . Using jtj N ?1=2 one may easily show that f 6 q N ?1 3 . Hence, f 6 0. Let us show that f 5 0. First expanding the exponent in powers of 1 2 and then in powers of T 2 we get jf 5 j m 2 (R 1 + R 2 ), where R 1 = E jQ 1;2 2 j 2 1 and R 2 = E jQ 1;2 T 2 j 2 1 . Now consider R 1 . An application of a b 2 jaj 3 + jbj 3 yields R 1 = (p q) 2 t 4 Ejy 1;2 (A 2 )j 2 (A 1 ) (p q) 2 t 4 Ejy 1;2 j j (A 1 )j 3 :
It follows from (5.9) and the inequality a b 3 a 4 + b 4 that Ejy 1;2 j j (A 1 )j 3 q 3=2 N 3=2 E y 1;2 y 3 1;n q 3=2 N ?9=2 4 :
This inequality in combination with t 2 N gives m 2 R 1 q 3=2 t 2 ' 2 N ?3=2 4 and it is easy to show that m 2 R 1 q 3=2 N ?3=2 4 . Hence, m 2 R 1 0. Finally, consider R 2 . We have R 2 = (p q) 3 jtj 3 (n ? m) L; L = E y 1;2 y 2 1;n (t x 2 + s= ) :
It follows from the inequalities jy 1;2 x 2 j N y 2 1;2 + N ?1 x 2 2 and js= j c that L jtj N ?5 ( 4 + 2 ) + N ?9=2 3 . This inequality combined with jtj N 1=2 implies m 2 R 2 q ' 2 t 2 N ?1 ? 3 + 4 + 2 : Therefore, m 2 R 2 q N ?1 ( 2 + 4 ) and thus m 2 R 2 0. We obtain f 5 0. Therefore f 1 f 3 + f 4 .
Let us show f 4 ' 0. Expanding efTg = e T (2) + T 2 in powers of T 2 we obtain f 4 = 2 i 3 C 2 m E Q 1;2 1 T 2 e W +T (2) Now it is easy to show that R q 4 N ?3=2 ( 2 + 1) 2 . Hence, R 0. Let us show f 9 0. Expanding the exponent in powers of T n?1 and then in powers of T n , we obtain jf 9 j C 2 m C 2 n?m E V 4 T n?1 T n Q n?1;n Y D . By (5.14) and (5.15), jf 9 j F D m 2 n 2 E V 4 T n?1 T n Q n?1;n . Furthermore, the inequality E 1;2 jT n?1 T n Q n?1;n j E jT n?1 T n Q n?1;n j combined with (4.11) gives jf 9 j m 2 n 2 F D ? EjV 4 j 2 c q 4 N ?1 t 2 (t 4 + s 4 =q 2 ) F D ( 2 + 1) 2 :
It is easy to show that f 9 q 4 N ?1 ( 2 + 1) 2 . Hence, f 9 0. We obtain f 8 h 3 and this completes the proof of (4.6).
Step 2. Let us show f 2 f 10 + f 11 , where f 10 = E K, f 11 = i E K and where Hence, we need to show f 12 0. Clearly, it su ces to prove f 13 0 and f 14 Using (4.10) it is easy to show that R q 2 N ?1 ( 4 + 4 ). Therefore R 0 and we obtain f 11 f 19 . We shall complete the proof of (4.7) by showing that f 10 h 1 + f 20 ; f 20 = i 3 C 2 n?m E efT (1;2) g Q 1;2 T 1 T 2 :
Expanding the exponent in f 10 in powers ofQ we get f 10 = h 1 + f 20 + R, where jRj EQ 2 Y D and where D = f1; : : :; mg. We have EQ 2 Y D = C 2 n?m EQ 2 n?1;n Y D . By (5.14), (5.15), EQ 2 n?1;n Y D F D EQ 2 n?1;n . Therefore, jRj q 2 t 2 F D N ?1 2 .
Hence, R 0 and we obtain f 10 h 1 + f 20 which completes the proof. and where C 3 and C 4 are large, but absolute constants. As in proof of Lemma 4.1 we may and shall assume that 10 < m < n.
De ne W, ,T,Q, and f 1 , f 2 in the same way as in proof of Lemma 4.1. Then E efŨg = f 1 + f 2 + R, with jRj E 2 . We have E 2 q 2 t 2 ' 2 N ?1 2 . It is easy to show that N ?1 2 and we obtain E efŨg f 1 + f 2 .
We shall prove the estimate (4.18) for f 2 , see below. Expanding the exponent in powers of we obtain f 2 = f 3 + f 4 + R, where f 3 = E efW +Tg, f 4 = i E e W +T and jRj E 2 . We have E 2 q 2 t 2 ' N ?1 2 . It follows that EQ 2 Y B N ?1 2 and we obtain R 0. Hence, f 5 i E efTg 1 and similarly f 6 E efTg 2 . Therefore, f 4 i E efTg .
Expanding the exponent in f 3 in powers ofQ one obtains f 3 = h 1 +f 7 +R, where f 7 = i C 2 n?m E efTg Q 1;2 ; jRj EQ 2 Y C and C = f1; : : :; mg: Clearly, the bound (4.17) applies to EQ 2 Y C as well. Therefore, R 0. Hence, f 3 h 1 + f 7 and we obtain (4.18) f 2 h 1 + i ? C 2 n?m + m (n ? m) E efTg Q 1;2 : It remains to bound f 1 . Expanding f 1 in powers of one obtains f 1 = i E e W + T + R, where jRj E . Since jRj E 2 + E 2 and both expectations can be estimated as above, we have R 0. Furthermore, expanding the exponent in powers ofQ we get i E e W +T = i E efTg + R;
where jRj E Q :
The inequality ab a 2 '+b 2 ' ?1 with a =Q, b = gives jRj E ? ' ?1 2 +'Q 2 .
We have jRj q 2 t 2 ' N ?1 2 . It is easy to show that R N ?1 2 . Therefore, R 0. Hence, we obtain f 1 i E efTg . This relation in combination with (4.18) implies f 1 + f 2 h 1 + f 9 , where f 9 = i C 2 n E efTg Q 1;2 .
It remains to show f 9 h 2 . Expanding the exponent in in powers of T 1 and then in powers of T 2 one obtains f 10 = h 2 + R, with jRj n 2 E jQ 1;2 T 1 j T 2 2 Y B , where B = f3; : : :; ng. Let us show R 0. By (5.14), (5.15), we get jRj n 2 F B E jQ 1;2 T 1 j T 2 2 . Put T 1 = ( 2 ? p) t g 1 (A 2 ) and T 2 = ( 2 ? p)(s= ). The inequality T 2 2 2 T 2 1 + 2 T 2 2 gives E jQ 1;2 T 1 j T 2 2 2 (R 1 + R 2 ); R 1 = E jQ 1;2 T 1 j T 2 1 ; R 2 = E jQ 1;2 T 1 j T Furthermore, proceeding as in proof of Lemma 5.4 one may show that F B expf?c (t 2 q + s 2 )g, where c > 0 is an absolute constant. Therefore, F B t r s k c(r; k)=q (r+1)=2 , for r; k > 0, where the constant c(r; k) depends on r and k only. It follows that n 2 F B R 1 N ?1 ( 4 =q + 2 ) and n 2 F B R 2 N ?1 (1 + 1=2 2 + 2 ). Hence, we obtain R 0 thus completing the proof of the lemma. ? s + t g 1 (A k ) ; !( s ; t) = i 3 C 2 n Q 1;2 T 1 T 2 :
In order to prove f 1 ' 1 we shall show f 1 ? ' 3 ' 4 , where ' 3 = n (s) (t 2 =p); ' 4 = n (s) N ?1=2 (t 2 =p) t 3 (3) (0) 3 =(6 p):
Here ( ) = expf?p q =2g and ( ) = ( ) expfp q 2 =2g. Write = s 2 n + t 2 =p, y k = g 1 (a k ); k = 1; 2; : : :; n; and v(r) = see (5.27), yields jf 10 j (c 1 ) p q 2 t 2 s 4 n for a small, but absolute constant c 1 .
Hence, it follows that f 10 q ?1 N ?1 . We obtain f 10 0 which completes the proof of f 1 ' 1 .
Let us prove f 2 ' 2 . By (1.2), E !(s; t) = i 3 t 3 C 2 n (p q) 2 N ?5=2 . Hence (t 2 =p) E !(s; t) = (1 ? n ?1 )Ĝ 2 and therefore, (1 ? n ?1 ) ' 2 = ( ) n (s) E !(s; t). Put f 11 = ( ) v(n) E!(s; t). Notice that f 11 = E !(s; t) Q n 1 (s + t g 1 (A k ) ). Therefore, f 2 = f 11 + f 12 , where f 12 = E !(s; t) u 1 (1 ? u 2 ), The inequality (5.8) follows from E 1;2;3;4 jg 2 (A B ; A l )j 3 = E 1;2;3;4 jg 2 (5; A l )j 3 E jg 2 (A 5 ; A l )j 3 :
Since (5.10) is a corollary of (5.9) the proof of the lemma is complete.
Bounds for conditional characteristic functions.
Let m N, B f1; 2; : : :; mg. For t; s; x; 2 R and 0 < d < , write 1;B C ; thus proving the last inequality of (5.14). The second one follows from (5.18), since g B (t) 1. Finally, we shall prove (5.15). Given A j ; j = n?3; : : : ; n let b A denote a random variable which is uniformly distributed in the set A n fA j ; j = n ? This inequality in combination with the inequality 1 + x e x and (5.19) yields the rst inequality of (5.15). To prove the second inequality of (5.15) we directly apply Hoe ding's (1963) Theorem 4, i.e., instead of (5.19) we use E n?3;:::;n 2 B Theorem (Hoe ding (1963) 
