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Abstract
This paper addresses learning biases for language acquisition in a computational modeling approach for the task of learning
complex syntactic phenomena. Children have learning biases for acquisition of their language. Many generative linguists have 
argued that children have at least an innate, domain-specific bias (i.e., "Universal Grammar"(UG) hypothesis). This controversial 
hypothesis has been supported by studies on language acquisition and complex language phenomena, such as rules on long-
distance wh-dependencies, the so-called "Syntactic islands".  Some researchers have proposed probability-based computational
models that successfully learn syntactic islands. However, these models assume implausible biases. To overcome this problem, 
we propose a connectionist model using Jordan's recurrent network and demonstrate successful acquisition of syntactic islands by
this model, under a developmental processing limitation. Our model not only learns syntactic islands, but also simply assumes
more plausible and developmentally realistic biases than the probability-based models. These results suggest that the 
developmental processing limitation in the early period is necessary for acquisition of syntactic islands.
© 2013 The Authors. Published by Elsevier Ltd.
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1. Introduction
We are here concerned with learning biases for language acquisition. Children all learn their language in a short 
period. We can recognize from this fact that children have learning biases for language acquisition in advance. The
question is what biases children have, that is to say, language acquisition problem or "plato's problem". Many
generative linguists have argued that children have at least an innate and domain-specific bias, the so-called
"Universal grammar"(UG). The UG hypothesis has provoked  a controversy in cognitive science. However, studies
on language acquisition and complex syntactic phenomena, such as rules on long-distance wh-dependency, have
supported it.
Now, we will take a close look at the acceptability of wh-interrogative sentences. The acceptability do not
basically depend on the length of wh-dependency, namely, the distance between a wh-word and a gap. For example,
all the following sentences are acceptable, regardless of the length of wh-dependency.
(1)
a. What does Jack think ___ ?
b. What does Jack think that Lily said ___ ?
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c. What does Jack think that Lily said that Sarah heard ___ ? 
d. What does Jack think that Lily said that Sarah heard that David stole ___ ? 
In some cases, however, sentences involving long-distance wh-dependencies and particular structures such as  (2) 
are unacceptable. 
(2)   
a. * What did you make [the claim that Jack bought ___ ] ? (Complex NP islands) 
b. * What do you think [the joke about ___ ] offended Jack ? (Subject islands) 
c. * What do you wonder [whether Jack bought ___ ] ? (Whether islands) 
d. * What do you worry [if Jack buys ___ ] ? (Adjunct islands) 
 
in [1, 13]. While in [2, 3, 15] and the several similar 
theoretical studies have been made on these phenomena, we focus our attention on the psycholinguistic aspects of 
syntactic islands. 
Sprouse [16] studied the acceptability of syntactic islands. He examined the interaction of the two factors, i.e., 
the length of wh-dependency and island structure, using sentences involving (a) a short-disntance wh-depnedency 
and no island structure, (b) a long distance wh-dependency and no island structure, (c) a short-distance wh-
dependency and island structure, and (d) a long-distance wh-dependency and island structure, as illustrated in (3): 
(3)   
a. Who ___ claimed that Lily forgot the necklace? 
b. What did the teacher claim that Lily forgot ___ ? 
c. Who ___ made the claim that Lily forgot the necklace? 
d. * What did the teacher make the claim that Lily forgot ___ ? 
 
He then argued that the acceptability lowering effects of both the long-distance wh-dependency and island 
structure are superadditive effects as shown in Figure 1, and not linear additive effects as shown in Figure 2. 
Although it seems reasonable to assume that the acceptability lowering effect by the length of wh-dependency is 
identical between island and non-island structre, the results he obtained are different. 
On the other hand, in the previous computational approaches for the task of learning syntactic rules, few studies 
pay much more attention to complex syntactic phenomena such as syntactic islands. Pearl and Sprouse [12, 13] have 
proposed probability-based computational models for acquisition of syntactic islands. The models are built up with 
child-directed speech, adult-directed speech and adult-directed text corpora. Pearl and Sprouse [13] parse 
interrogative sentences in every corpus into phrase structure trees and characterize wh-dependencies as container 
node sequences, in the way shown in (4). 
(4)  
a. [CP Who [IP ___[VP claimed [CP that [IP Lily [VP forgot [NP the necklace]]]]]]] ? 
           (start)     IP (end) 
-IP-end 
b. [CP What did [IP the  teacher [VP claimed [CP that [IP Lily [VP forgot ___]]]]]]? 
(start)            IP                     VP              CPthat   IP        VP           (end) 
-IP-VP-CPthat-IP-VP-end 
They then track trigrams of every container node sequence and assign the smoothed occurrence probability to the 
trigrams. Finally, they compute the acceptability of the container node sequence A(S) as the logarithm of the product 
 
         (5) 
where S is a set of trigrams of container node sequences, t is a trigram in S, and p(t) is a probability assigned to the 
trigram t. According to [12, 13], due to the minor difference of products between container node sequences, the 
logarithm function is used. The model as Equation (5) successfully demonstrates the superadditivity of acceptability 
lowering effects for all syntactic islands shown in (2). Their probability-based acquisition model assumes the four 
biases which are summarized in Table 1. 
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Fig. 1. Linear additivity of acceptability lowering effects 
 
Fig. 2. Super additivity of acceptability lowering effects 
Table 1. Classification of the learning biases required by the acquisition process in [12] 
Description of proess Domain-specifi Domain-general Innate Derived 
Parse utterance into a phrase structure tree *  ? ? 
Characterize dependency as a container node sequence *  ? ? 
Identify trigrams and update their probability  * *  
  * *  
 
Out of them, however, two biases  i.e., tracking trigrams of container nodes and computing their probabilities 
 are complex and psychologically implausible. Needless to say, the more innate biases are supposed, the more 
difficult it is to explain a variety of syntactic islands across languages. For instance, [17] demonstrated through 
psychological experiments that the acceptability lowering effects in Japanese are different from that in English. 
From this viewpoint, one may say that it is psychologically more plausible to assume less innate biases. 
To overcome this problem, we propose a connectionist model that assumes more plausible and psychologically 
realistic biases and demonstrate acceptability lowering effects of syntactic islands.  
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2. Connectionist model 
An SRN is a recurrent network that can learn sequential patterns. There are so many previous studies using an 
SRN for cognitive modeling [6, 7, 10, 11] that we also use an SRN for the task of learning syntactic islands. 
2.1. Jordan Network 
We use Jordan's recurrent network (Jordan network, [10]). The Jordan network contains four layers including an 
input layer. An input layer and a state layer connect to a hidden layer. The hidden layer connects to an output layer. 
All output node's activations are saved in the state layer with reduced activations of the units in the state layer. The 
entire structure are shown in Figure 3. 
The Jordan network infers the next input with the given inputs. As a result, The Jordan network can learn 
sequential patterns. 
3. Experiment 
We conduct a simulation experiment of acquisition of syntactic islands. We train a Jordan network with almost 
the same dataset as used by [12, 13] and whether the Jordan network demonstrates the superadditivity of 
acceptability lowering effects for all syntactic islands shown in (2). 
3.1. Materials 
The data used in this paper consists of three datasets. Every dataset contains about 30 container node sequences 
extracted from three speech corpora. They are the same materials as used by [12, 13]. We encode these container 
node sequences to an array of binary vectors for a Jordan network. These binary vectors are input to the input layer, 
and each element of the vectors corresponds to every category of a container node. For example, a container node 
sequence start-IP-VP-CPthat-IP-VP-end is encoded into the sequence of vectors as follows: 
100000000000 
000000001000 
000000100000 
001000000000 
000000100000 
000000001000 
000000000001 
The entire encoding list is shown in Table 2. 
3.2. Training 
In training a Jordan network, we use the following methods. 
 The Jordan network contains four layers. The input layer, state layer and output layer consist of 12 nodes. 
The hidden layer consists of 16 nodes. An activation of a node in the state layer is computed by 
          (6) 
where j ranges over the outputs, and  are a current and previous activation of the node j in the state layer, 
corresponds to the computed value of the node j, m denotes the output layer. The initial activation of is 
0.0. The reducing rate in the state layer is 0.67. 
 As an activation function, we use the following logistic activation function.  
           (7) 
 The quadratic cost function and backpropagation algorithm. Equation (8) is used as a cost function,  
         (8) 
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Fig. 3. Jordan Network 
Table 2. Encoding list of container nodes 
container node vector 
Start 100000000000 
CPnull 010000000000 
CPthat 001000000000 
CPfor 000100000000 
CPwhether 000010000000 
CPif 000001000000 
IP 000000100000 
NP 000000010000 
VP 000000001000 
PP 000000000100 
AdjP 000000000010 
End 000000000001 
 
where  corresponds to the desired output value of the node j. The change in a weight  between a node i 
in the k-th layer and a node j in the (k-1)-th layer is derived by Equation (9).  
           (9) 
The learning rate  will be defined in the next item. Subject to the logistic activation function (7), d is derived by 
equation (10). 
        (10) 
 Learnging rate scheduling used by [5] is employed to make convergence fast. The learning rate  is 
defined as follows: 
          (11) 
where is an initial learning rate,   is learning time, and  is a constant. We use . 
 Bias nodes in the input and hidden layers. They have a value . 
 Network weights are initialized by uniformly distributed random numbers in the range of -)L to 
)L. The value )Lis the fan-in of node i used by [9]. 
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3.2.1. Developmental processing limitation  
We assume a developmental processing limitation in the early learning period according to [7] and [14]. The 
training data at the first stage are 10,000 sets of sequences data at the second 
stage are 2,000 sets of sequences consisting of three o IP-VP-  data 
at the final stage are 1,000 sets of about 30 sequences. The order of container node sequences in the training set are 
randomly determined. 
3.3. Test 
We tested our models using a target pair of sentences and a control pair of sentences. A pair of sentences 
involving no island structure such as (3a) and (3b) constitutes a control pair, while a pair of sentences involving 
island structures like (3c) and (3d) constitutes a target pair. All test pairs are shown below: 
 
Complex NP islands : 
control : start-IP-end & start-IP-VP-CPthat-IP-VP-end 
target : start-IP-end & start-IP-VP-NP-CPthat-IP-VP-end 
Subject islands : 
control : start-IP-end & start-IP-VP-CPnull-IP-end 
target : start-IP-end & start-IP-VP-CPnull-IP-NP-PP-end 
Whether islands : 
control : start-IP-end & start-IP-VP-CPthat-IP-VP-end 
target : start-IP-end & start-IP-VP-CPwhether-IP-VP-end 
Adjunct islands : 
control : start-IP-end & start-IP-VP-CPthat-IP-VP-end 
target : start-IP-end & start-IP-VP-CPif-IP-VP-end 
 
We then input container node sequences represented as binary vectors to the Jordan network and observe every 
activation of end node. Every container node sequence is encoded in the same way as training materials. We treat 
the activation of the end node as the acceptability of the sentences. Finally, we confirm the superadditivity of 
lowering effects between the control pair and the target pair. Due to the same short-distance dependency in control 
and target pairs, the difference in activation of a end node between a long-distance control sentence and a long-
distance target sentence means the superadditivity. 
4. Result 
We use the set of random weights that achieves the best performance for Whether and Adjunct islands among 
100 random weight sets. The results are shown in Table 3. From the difference of activation between control and 
target long-distance wh-dependences, we can recognize that the proposed model demonstrates the superadditivity of 
acceptability lowering effects. The Figures 4-9 show that our model correctly simulates the superadditivity of 
acceptability lowering effects. The superadditivity in the case of the Whether islands and Adjunct islands is 
relatively subtle as compared to Complex NP and Subject islands. According to [16], however, his psychological 
experiment demonstrated that the superadditivity in those islands are also relatively subtle, which is consistent with 
our results. 
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Table 3. Activation of a end node for wh-dependencies in every corpus 
  Child-directed speech Adult-directed speech Adult-directed text 
Grammatical dependencies Activation 
matrix subject IP 0.19380 0.20041 0.21724 
embedded object IP-VP-CPthat-IP-VP 0.17582 0.17701 0.19655 
embedded subject IP-VP-CPnull-IP 0.18098 0.18143 0.19882 
Island-spanning dependencies Activation(difference) 
Complex NP IP-VP-NP-CPthat-IP-VP 0.17490 (0.00092) 0.17572 (0.00129) 0.19529 (0.00126) 
Subject IP-VP-CPnull-IP-VP-PP 0.17355 (0.00743) 0.17770 (0.00372) 0.19469 (0.00412) 
Whether IP-VP-CPwhether-IP-VP 0.17574 (0.00008) 0.17699 (0.00002) 0.19654 (0.00001) 
Adjunct IP-VP-CPif-IP-VP 0.17571 (0.00011) 0.17703 (0.00001) 0.19647 (0.00008) 
 
Table 4. Classification of the learning biases required by the proposed acquisition process 
Description of proess Domain-specific Domain-general Innate Derived 
Parse utterance into a phrase structure tree *  ? ? 
Characterize dependency as a container node sequence *  ? ? 
 sequence *   * 
5. Discussion 
The learning biases required by the proposed acquisition model are listed in Table 4 . Although an SRN seems to 
be a more complex model than probability-based models, the description of process is simple compared with those 
of [12] listed in Table 1. Instead of two biases(i.e., identification of trigrams and calculation of probability), we use 
just one bias. The learning bias newly required by the proposed model, namely 
simpler than them. According to [8], the capacity of an SRN is derived by the architecture of it and not an innate 
bias. It was pointed out in the section of introduction that less innate biases give a better account of the variety of 
syntactic islands across languages. From what has been discussed above, we can conclude that our bias(i.e., 
 plausible and developmentally realistic than the biases assumed 
by [12, 13]. We assume the processing limitation in the early learning period. This is necessary for our model to 
demonstrate the superadditivity of acceptability lowering effects in syntactic islands. Therefore, it seems reasonable 
to assume that the developmental processing limitation in early period plays a major role in acquisition of syntactic 
islands. However, it is open to discuss whether the island phenomena involve UG factors. In recent years, some 
generative linguists such as [4] and [1] claim the possibility that island phenomena are mainly raised by non-UG 
factors. The first and second biases in Tables 1 and 4 remain as a matter to be discussed further. 
6. Conclusion 
Through the computational modeling of acquisition for syntactic islands, we proposed a connectionist model that 
assumes more plausible and developmentally realistic biases than the probability-based models in [12, 13] to learn 
syntactic islands. The results suggest that the processing limitation in early period is necessary for successful 
acquisition of syntactic islands. It would be fruitful for further work to develop a model to learn syntactic islands in 
other language and other syntactic phenomena investigated in linguistics, assuming plausible, developmentally 
realistic, and minimum biases. 
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