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This paper discusses the following viability problem of a differential inclusion, 
x’(t)+Ax(t)EF(x(t)) 
x(0)=xoEK 
Vt>O, x(t)e K. 
where K is a compact subset of a Banach space X, -A is the infinitesimal generator 
of a compact differentiable semigroup of bounded linear operators on X, and 
F: K 2 X is upper semicontinuous with compact convex values. We show that a 
natural tanegential condition is necessary and sufficient for the existence of a global 
solution to this problem. ‘C’ 1989 Academic Press, Inc. 
1. INTRODUCTION 
A viability problem is stated as follows (see Aubin and Cellina [2]): 
Let X be a Banach space and Kc X, which is said to be the viability 
subset. If a trajectory t + x(t), t E [0, r], satisfies 
VtE co, n x(t)EK, (1.1) 
then we say that this is a viable trajectory. The viability problem is to 
characterize the relations between the viability subset K and the set-valued 
map F which allow the differential inclusion 
x’(t) E F(x(t)) 
x(O)=x,,e K 
(1.2) 
to have a viable trajectory for all x0 E K. This problem was solved by the 
following Haddad viability theorem: 
THEOREM H (Haddad [ 51, Aubin and Cellina [2, p. 1801). Let K be a 
subset of a Banach space X and let F: K 2 X be a proper upper hemi- 
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continuous map from K to X with compact convex values. If the tangential 
condition 
VXE K, Fb)n T&)+0 
holds, where TK(x) is the contingent cone to K at x, then 
(1.3) 
(a) Assume that K is locally compact. Then for all x0 E K, there exists 
T,Y,>O such that the differential inclusion (1.2) has a viable (absolutely 
continuous) trajectory defined on [0, T,,]. 
(b) Assume that either K is compact or that K is closed, X is finite- 
dimensional, and F(K) is bounded. Then for all x,, E K, there exists a viable 
trajectory of the differential inclusion (1.2) defined on [0, a~ [. 
We can notice that in Theorem H, some assumption of compactness 
about K is always needed. It is natural, because in infinite-dimensional 
Banach spaces, Peano’s existence theorem for a differential equation, i.e., 
for a differential inclusion with a single-valued map F, is not true, if there 
is no restriction to the directional vector field of trajectories. 
Shi Shuzhong [ 11, 121 and Aubin [l] have considered the viability 
problem of the form 
x’(t) + Ax(t) E F(x( t)) 
zc(O)=x,~K (1.4) 
VtE CO, Tl, x(t)E K, 
where A is an unbounded linear operator on X. The following viability 
theorem is due to Aubin [l]. 
THEOREM A. Assume that 
(i) V and H are two Hilbert spaces such that 
VcH=H*cV* 
and the injection from X to H is compact. 
(ii) A E L( V, V*) and the domain D,(A*) of the adjoint of A, defined 
by 
D,(A*) := {XE V( ACHE H}, 
is dense in V. 
(iii) KC V is bounded in V and closed in H. 
(iv) F: K 2 V* is upper hemicontinuous with bounded closed convex 
values, when K is supplied with the topology induced by H. 
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[f the tangential condition 
V-u E K, Ax E F(x) - T;*(x) (1.5) 
holds, where T;‘(x) is the contingent cone to K at x in V*, then for all 
x, E K, there exists 
s(.)E WE(C’, V*):= {x(.)EL~(O, co; V))X’(.)EL~(O, co; V*)} (1.6) 
such that 
x’(t)+Ax(r)eF(x(t)), Va.e. t20 
x(0) = x0 E K (1.7) 
Vt>O, .v(t)E K. 
When K is convex, it was a result of Shi Shuzhong [ 11, 123. We also 
notice that assumption (iii) of Theorem A is an assumption of compactness 
about the viability domain K; i.e., from (iii), K must be compact in H and 
then in V* too. 
This paper also considers the viability problem of form (1.4) or (1.7) 
where we assume that -A is the inlinitesimal generator of a compact dif- 
ferentiable semigroup of bounded linear operators on X (for the definition, 
see Sect. 2). If X is finite-dimensional, then we can take A = 0 and our 
results give back a part of Theorem H. It also provides Theorem A when 
-A is the infinitesimal generator of a compact differential semigroup. 
THEOREM 1. Assume that 
(i ) X is a reflexive Banach space. 
(ii) S(t): X + X, t 2 0, is a compact differentiable semigroup of 
bounded linear operators on X. 
(iii) -A is the infinitesimal generator of S( t). 
(iv) KC X is a compact subset of X. 
(v) F: K =: X is a proper upper semicontinuous set-valued map with 
compact convex values. 
Then, the viability problem 
x’(t) + Ax(t) E F(x(t)), Va.e. t > 0 
x(x) = x0 E K 
Vt 2 0, x(t)E K 
(1.7) 
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has a solution 
x( .) E WT(K, A’) := (x( .) E L’=(O, U-L; K))x’(.)+Ax( .)EL’“(O, 00; X)) 
(1.8) 
for all x0 E K if and only tf the tangential condition 
QXE K, F(x) n T;(x) # 0, (1.9) 
holds. where 
T;(X) := u E XI linl$f 
d( S( h )x + hv, K) = o 
h 
(1.10) 
and 
d( y, K) := j!f llz - ~11. (1.11) 
Remark 1. When KcD(A), domain of A, (1.9) is equivalent to 
QXE K, Ax E F(x) - T,(x) (1.12) 
(see Sect. 2, (2.18)). 
THEOREM 2. Assume that (i)-(iv) hold and 
(v)’ F: K 2 X is a proper upper hemicontinuous set-valued map with 
bounded closed convex values. 
Then, the viability problem (1.7) has a solution (1.8) for all x,, E K if and 
only if the tangential condition 
QxeK,Qt>O, s(t) W) n T&,,dS(t)-~) Z 0 (1.13) 
holds; it is equivalent to (see (2.18)) 
QXE K, Qt>O, AS(t)xcS(t) F(x)- TS,&S(t)x). (1.14) 
Remark 2. Obviously, (v) * (v)’ and it is easy to show 
s(t) T%) c T&W)x)~ (1.15) 
so that ( 1.9) implies ( 1.13). Therefore, ( 1.9) is also a sufficient condition in 
the case of Theorem 2 and (1.13) or (1.14) is also a necessary and sufficient 
condition in the case of Theorem 1. However, we do not know the necessity 
of (1.9) in the case of Theorem 2. 
236 SHI SHUZHONG 
Remark 3. When X is finite-dimensional, Theorems 1 and 2 yield the 
last part of Theorem H by taking S(T) = I, the identity operator on X, and 
A = 0. As to Theorem A, we can take V* = X and suppose that -A is the 
infinitesimal generator of a compact differentiable semigroup of bounded 
linear operators on V* with D(A)= V. Then, (i)-(iv) of Theorem 1 hold. 
Since K is a compact subset of H in Theorem A and, from (i) of 
Theorem A, the injection from H to V* is continuous, it follows that the 
topology on K, induced by H, is the same as that induced by V* =X. 
Hence, (v)’ holds, and thus we can obtain a similar conclusion as in 
Theorem A by using Theorems 1 and 2. 
Notice that there is a difference between WX( V, V*) = W”‘(D(A), X) in 
(1.6) and W,“(K, X) in (1.8). However, if K is bounded in D(A)= V, sup- 
plied with the graph norm of A, then we have W:(K, X) c W”(D(A), X). 
This means that Theorems 1 and 2 give a result stronger than that of 
Theorem A when -A is the infinitesimal generator of a compact differen- 
tiable semigroup of bounded linear operators. 
As an applicable example, Aubin [ 1 ] has taken 
V := H;(Q) Sobolev space for a bounded open set Q t R” 
with a regular boundary, (1.16) 
V* := H-‘(Q), H := L’(Q) 
and 
-A :=A, Laplacian in Sz. 
Then, by using Theorem A, we deduce that 
COROLLARY 1. Assume 
(i) (1.16), 
(ii) f: R x L’(Q) + R is continuou.s, 
(iii) U: L*(Q) 2 L*(Q), defined by 
U(x) := { y e L*(Q) 1 Va.e. 0 E 52, ~(0) E W(w, x(o))}, 
where W: Q x I!2 2 L’(Q) is upper semicontinuous from L*(B) to a bounded 
subset of L*(Q) with weakly compact values. 
(iv) Kc HA(Q) is bounded in HA(B) and closed in L’(Q). 
(v) VXEK, 
F(x) := (f(x, u)},, u,xj is convex. 
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If the tangential condition 
Vxe K, -AXEF(X)- Tpyx) 
holds, then for all x0 E K there exists 
x( .) E W’m(H,(i-2), H-‘(Q)) 
:= {X(.)EL”(O, co; H;(Q))1 x’( .) G L”(0, ccl; H-l(Q))} 
such that 
(1.17) 
(1.18) 
$(t, co)-Ax(t, oJ)=f(x(t,O),u(t,O)) 
Va.e. t>,O, Va.e. oEQ, 46 0) E VW +v(t, 0)) 
Va.e.oESZ, x(0, 0) = XJO) 
vtao, x(t, .) E K. 
(1.19) 
Remark 4. In fact, Theorem A implies a stronger result. Under the 
hypotheses of Corollary 1, for all x0 E K there exists a solution (1.18) of 
(1.19) if and only if 
where 
VXE K, -Ax E F(x) - T;(x), (1.20) 
Z := (H;(Q) n H’(Q))* = H-‘(Q) + (H2(Q))*, * means the dual, 
(1.21) 
and T;(x) is the contingent cone to K at x in Z. 
Since the Laplacian is the infinitesimal generator of a compact differen- 
tiable (even analytical) semigroup, we can use Theorems 1 and 2 for this 
case. There are two possibilities: 
COROLLARY 2. Assume (i), (ii), (iii), (v) of Corollary 1 and 
(iv)’ Kc H-‘(Q) is compact in H-‘(Q). 
Then, for all x0 E K, (1.19) has a solution 
x( .) E WY, (K, H-‘(Q)) 
:= {X(.)ELm(O, LOX,; K)Ix’(.)-Ax(-)EL”(O, co; H-‘(Q))} 
if and only if 
VXEK, F(x) n Ty’yx) # 0, 
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where 
h-O+ h 
and S(t), t 2 0, is the semigroup of bounded linear operators on H-‘(Q) 
generated by Laplacian A. 
COROLLARY 3. Assume (i), (ii), (iii), (v) of Corollary 1 and 
(iv)” Kc L’(n) is compact in L*(G). 
Then, for all .x0 E K, ( 1.19) has a solution 
x( .) E W3cd(K, L’(Q)) 
:= {x( .)E L”(0, 00; K))x’(.) - Ax( .)E L”(0, ocj; L’(Q))} 
if and only if 
VXE K, F(x) n T$L”R’(~) # 0, 
where 
DE L’(Q)l$nEf d,q,,(Wb + hu, K) = o 
h 
and S(t), t 20, is the semigroup of bounded linear operators on L’(Q), 
generated by Laplacian A. 
In Section 2, we shall provide preliminaries, and Section 3 will give the 
proof of Theorems 1 and 2. Section 4 will be devoted to the generalizations 
and discussions of these two theorems. 
2. PRELIMINARIES 
Let X and Y be two Hausdorff locally convex spaces, let X* and Y* be 
their duals, respectively, and Kc X. A set-valued map F: K Z Y is said to 
be proper if its domain Dom( F) := {x E KI F(x) # 0) is nonempty, and 
to be upper hemicontinuous if for every PE Y*, the function 
.Y + a(F(x), p) := supL.EFC-(x, ( p, ~7) is upper semicontinuous on K. Any 
upper semicontinuous map from K to Y supplied with the weak topology 
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is upper hemicontinuous [2, p. 601, and conversely, any upper hemicon- 
tinuous map with weakly compact convex values is upper semicontinuous 
for the weak topology of Y [2, p. 621. 
The following theorem concerning a proper hemicontinuous map is 
essential in our proof of Theorems 1 and 2: 
CONVERGENCE THEOREM [2, p. 601. Let F: K =: Y be a proper hemicon- 
tinuous map from a subset K of a Hausdorff locally convex space X to a 
Banach space Y with closed convex values. Let I be an interval of R and let 
{-U.)) and I,yA.)) b e two sequences of measurable functions from I to X 
and Y, respectively, satisfying 
for almost all t E I, for every neighborhood -1” of 0 in Xx Y, 
there exists k, := k,(t, A”) such that 
Vk > k,. (xk( t), yk(t))e graph (F) + ..4*. 
(2.1) 
If 
(i) xk(. ) converges almost everywhere to a function x(. ) 
from I to K, 
(ii) yk(. ) belongs to L’(I, X) and converges weakfy to y(. ) in 
(2.2) 
L’(I, X), 
then 
for almost every t E I, 
(x(t), y(t)) E gwW’h i.e., y(t) E F(dt)j. 
(2.31 
Remark 5. In [2], this theorem is proved for the case where Y is sup- 
plied with the norm topology. But we can find that if Y is supplied with the 
weak topology, then the theorem also holds after a little modification of the 
proof. We shall apply the Convergence theorem in both cases. 
We also need the following consequence of the Ascoli-Arzela and 
Alaoglu theorems: 
COMPACTNESS THEOREM [2, p. 133. Let {xk( .)} be a sequence of 
absolutely continuous functions from an interval I of [w to a Banach space X 
satisfying 
(ij Vtcl, {x,(t)}, is a relatively compact subset of X. 
(ii) there exists a positive function c( .) E L’(f) such that for 
(2.4) 
almost every t fz I, Ilx;( t)ll d c(t). 
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Then there exists a subsequence (again denoted by) {xk(. )} converging to an 
absolutely continuous function x( . ) from I to X in the sense that 
(i) xk( .) converges uniformly to x( ‘) over compact subsets 
of I. 
(ii) XL(.) converges weakly to x’(.) in L’(I, X). 
(2.5) 
For x E Kc X, the subset of the Banach space X 
ci(x+hv, WC0 h 
is said to be the contingent cone to K at x, where d( y, K) := infZEK I( y - ~(1. 
This is one of the possible generalizations of the concept of tangent space. 
Other generalizations are the Clarke tangent cone, the Dubovitski- 
Miljutine cone, the hypertangent cone, etc. (see, for instance, [3,4]), which 
are not needed in this paper. However, we shall use the intermediate cone, 
defined by 
d(x + hu, K) = 
h 
o 
(2.7) 
Obviously, we have 
) = TAX). (2.8) 
It will be convenient to introduce the more general contingent and inter- 
mediate cones to K at x associated with a semigroup of bounded linear 
operators on X, S(t), t 2 0, as follows: 
T&x, := vExlliminf 4W )x + ho, K) = o) 
h-.0+ h I 
and 
Z;(x) := v E XI hliy - + 
(2.9) 
(2.10) 
A one parameter family S(t), I >, 0, of bounded linear operators from X 
to X is said to be a semigroup when 
(i) S(0) = I, identity operator on X. 
(2.11) 
(ii) S(t+s)=S(t)S(s),Vs, t>O. 
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If 
VXEX, lim S( t )x = x, (2.12) 
r-0+ 
then S(t), t >/ 0, is said to be a Co semigroup; if for a Co semigroup S(t), 
t30, 
vxEX,vtto, 
,im at + h)x - S(t)-v exists 
h 
(2.13) 
h-0 
then S(t), t >, 0, is said to be a differentiable semigroup and if 
vt>o, S( t ) is compact, (2.14) 
then S(t), t >, 0, is said to be a compact semigroup. 
For a Co semigroup S(t), t >/ 0, the linear operator A’ defined by 
VXED(A’) := xEXI,Jy+ 
i 
S(t)-x - x exists 
t 
I3 
A’x := lim 
S(t)x-x 
(2.15) 
r-o+ t 
is said to be the infinitesimal generator of the semigroup S(t), t >, 0. In 
general, A’ is unbounded and closed, and D(A’) is dense in A’. In this 
paper, we take the notation -A as the infinitesimal generator of the semi- 
group S(t), t > 0. If S(t), t > 0, is a differentiable semigroup, then we have 
vt>O,v.~uE,S(t)XED(A) and 
lim S(t+h)x-S(t)x 
h-0 h 
= -AS(t)x; 
(2.16) 
moreover, 
vt>0, AS(t) Eun i.e., AS(t) is bounded. (2.17) 
(See [lo, p. 523.) 
If x E D(A ), then 
lim inf 4S(h)x + ho, W = Iim inf d(S(h)x -x + hAx + x + h(v - Ax), K) 
h-O+ h h-O+ h 
= Iim inf 4,~ + h(L) - A-u), W 
h-O+ h ’ 
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Thus, when x E D(A) n K, we have 
T;(X) = T&Y) + Ax, (2.18) 
as well as 
Z”,(x) = Z,(x) + Ax. (2.19) 
3. PROOF OF THE MAIN THEOREMS 
Proof of the Necessity of (1.9).for Theorem 1. Let x0 E K. By hypothesis 
there is x(. ) E W: (K, x) satisfying ( 1.7). Let 
g(.):=x’(.)+Ax(.)EL’=(O, ;o;X). 
Then 
Va.e. t 2 0, g(t) E W(t)) 
and 
(3.1) 
(3.2) 
Vh>O, x(h)=S(h)x,+i);S(h-s)g(s)dsEK. 
To prove (1.9), we must show that 
VXOE K, 3 w E F(xo), lim inf d(S(hbo + hw K) = o, 
h-O+ h 
Set h, > 0, h, -+ 0, and 
1 
s 
hn 
)I’, := - 
hn 0 
g(s) 4 
where g( .) is defined by (3.1)-(3.3). Then, from (3.2), 
w, E m F(K). 
(3.3) 
(3.4) 
(3.5) 
(3.6) 
Since K is compact and F is upper semicontinuous with compact values, 
F(K) is compact, and then, W F(K) is compact too. Hence, {w,> posseses 
a convergent subsequence. Without loss of generality, suppose that ~1, + )Y. 
We show that M, satisfies (3.4). 
Indeed, since t + x(r) is continuous and F is upper semicontinuous, it is 
easy to show that for all E > 0, there exists 6 > 0 such that 
tJ[E co, a17 F(x(t)) c F(x,) + d, (3.7) 
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where B is the closed unit ball of X, and then, from (3.2) and (3.5), for a 
sufficiently small h,, we have 
U’, E F( x0) + EB (3.8) 
because F(x,) + EB is a closed convex subset. Therefore, as the limit of 
{WV,,}, for all E > 0, WE F(x,) + EB, and thus, w E F(x,). 
On the other hand, since F(K) is compact, we have that t -+ S(t)r for 
J’ E F(K) is equicontinuous at t = 0, i.e., 
Vy~F(K),v&>0,3~>O,Vt~[O,r]], /S(t)y-1’11<&. (3.9) 
Then, from (3.7), when h is sufficiently small, it follows 
h [S(h-s) g(s)-g(s)] ds <hE. 
II 
(3.10) 
Thus, from (3.3), (3.5), and (3.10), we obtain that 
; d(S(h,)x, + h 
n 
i.e., (3.4) holds. 1 
Remark 6. If F(x) = {f(x)} is single-valued, then (3.7) can be 
strengthened as 
‘ix, E K, f(xo) E G(.~o) (3.11) 
or 
‘dxO~ K, lim d(S(hbo + W-(x,), W = o 
h-O+ h 
(3.12) 
In fact, now, in the proof above, w=~(x~) is independent of {h,}, and 
then, for all h, > 0, h, + 0, we have 
lim d(W,bo + hn f-(x,), K) = o 
h.-O+ h 
i.e., (3.11) or (3.12) holds. 
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Proof of the Necessity of (1.13) for Theorem 2. We have to prove that 
lim inf4-W) S(t)xo + hwu S(t)K) = o. 
h-O+ h 
(3.13) 
In fact, from (3.3), we have that 
Vh>,O,Vt>O, 
.S(t)x(h)=S(h)S(t)x,+j;S(h-s)S(t)g(s)kS(t)K, 
(3.14) 
where, from (3.2) 
Va.e.s20, g,(s) := S(t) dS)E S(t) F(x(s)). (3.15) 
Set h, > 0, h, + 0, and 
(3.16) 
Then, from (3.16) 
W,( E w S( t ) F(K). (3.17) 
Since K is compact and F is upper hemicontinuous with weakly compact 
convex values (because X is reflexive), F(K) is weakly compact. Moreover, 
S(t), t > 0, is compact, and it follows that S(t) F(K) is compact and so, its 
closed convex hull CG ,S(t) F(K) is compact too. Without loss of generality, 
we can suppose that u’,, + w,. We show that w, satisfies (3.13). 
Indeed, s + S(t) F(x(s)), s 2 0, is obviously upper hemicontinuous with 
closed convex values. Then, for any p E X* and any E > 0, there exists r] > 0 
such that 
vs E lx, VI, dS(t) W(s)), P) G o(S(t)F(xo), P) + E. 
From (3.16) and (3.17), it follows that 
Vh, E CO, ~1, (w,t, P> G 4S(t) Ox,), P) + E. 
Letting ?I+ cc and E + 0, we obtain that 
VPEX (w,, P> G dS(t) F(xo), PI (3.18) 
and then, ~1~ E S(t) F(x,), because S(t) F(x,) is a closed convex subset. 
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Since S(t) F(K) is compact, by the same way as in the above proof, we 
can prove the last part of (3.13). 1 
Remark 7. In both these proofs of the necessity, we merely use the 
compactness or weak compactness (even relative weak compactness) of 
F(K), which is weaker than the compactness of K. 
We now have to prove the sufficiency of (1.9) and (1.13). As we observed 
in Remark 2, it is enough to show the sufftciency of (1.13). Here, we 
propose a more general theorem. 
THEOREM 3. Assume (i), (ii), (iii) of Theorem 1 and 
(iv)” KC X is a weakly compact subset of X. 
(v)” F: K 2 X is a proper map with bounded closed convex values, 
satisfiing 
(a) F(K) is bounded. 
(b) There exists 6 >O such that for all t E [0, S], the map 
S(t)0 FnS(t)-‘: S(t)K 3 X is upper hemicontinuous. 
(c) The map G: [0, S] 3 Xx XH., defined 64 
G(t):=graph[S(t)cFoS(t))‘] 
is upper semicontinuous at t = 0, where X, is X supplied with the weak 
topology. 
Then, the viability problem (1.7) has a solution (1.8) for all x0 E K if and 
onlJ1 if 
VxEK,VtE[O,6], AS(t)xES(t) F(x)- Ts&S(t)x). (1.14)’ 
As we noted in Remark 7, we need not prove the necessity of (1.14)‘, 
because from (v)“(a), F(K) is relatively weakly compact. Before we 
prove the sufficiency of (1.14)’ for Theorem 3, we show that (iv), 
(v)’ = (iv)“, (v)“, and then, we shall deduce Theorem 2 from Theorem 3. 
Proof of Theorem 2 from Theorem 3. (iv), (v)‘* (iv)‘, (v)“(a) is 
obvious. To show (v)“(b), (c), we recall that a set-valued map from a 
Hausdorff topological space to a compact space, whose graph is closed, is 
upper semicontinuous [2, p. 421. 
For (v)“(b), since [S(t)~FoS(t))‘](S(t)K)=S(t) F(K) is weakly com- 
pact (even compact, if t > 0), we have to show that for all t >O, 
graph [S(t) c Fo S(t)-‘] is closed, where the image space is supplied with 
the weak topology. Suppose that {.v ,,)cS(t)Kand y,,ES(t)oFoS(t)-‘(x,,) 
such that x, + .U and yn + ?, (weakly in X). Then, there exist {z,,} c K such 
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that x, = S(t)z, and yn E S(r) F(z,), n = 1, 2, . . . . But K is compact, and 
thus, we can extract a subsequence of {zn}, denoted again by {zn}, 
which converges to 5. Obviously, X = S(t)?, and, from the upper hemi- 
continuity of S(t)& 1;~ S(r) F(Z). Therefore, YE S(t)2 Fc S(t)-‘(?r), i.e., 
graph[S(t)oFoS(t)-‘1 is closed. 
For (v)“(c), since G( [0, S]) c S( [0, 6])(Kx F(K)) is compact in Xx X,,, 
we have to show that graph(G) is closed. Suppose that t, E [0,6], t, + i 
x, E S( t,,) K, x,, + X, and y, E S( t,) 0 Fo S( t,) ~ ‘xn, y, --) v. Then, there exist 
{z,!} c K such that x,, = S(t,,)z,, W, E F(z,), and y,, = S( t,) MT,,. By the com- 
pactness of K and the weak compactness of F(K), we can suppose that 
z,~ + 5 and N’, + b?. Obviously, X = S(i)Z. On the other hand, for all E > 0, 
we have that 
S(&))‘,+S(E)j and S(E)W, + S(E)E, 
because S(E) is compact. Thus, we obtain 
V&>O, S(E))‘= lim S(.c)y,=!imz S(t,)S(a)W,=S(7)S(E)M’. ,I - cx 
Hence, j = S(I) b??;, i.e., j E S(T) 0 Fo S(7)-‘(?), and then, graph(G) is closed 
in [0, S] x (XxX,). 1 
Proof of the Sufficiency of (1.14)’ for Theorem 3. As we have seen, 
(1.14)’ is equivalent to 
VXEK, b’t~]O, S], 3f,(x)ES(t) F(x), 
lim inf d(W)S(r)-r+ hf,(x), S(r)K) = o 
h-O+ h 
(3.19) 
Then, we have also 
t/x E K, Vr E IO, 61, iif, E S(t) F(x), 
lim inf d(W) S(tb + 1; S(s) f,(x) ds, S(r)K) 
h-O+ h 
< lirn infd(S(h) S(t)x+hf,(s), S(t)K) 
. h-O+ h 
+ lim 
h-O+ 
Take {tn} c 10, S], t, +O, and set 
(3.20) 
VJE K, :=S(t,)K, F,(y) :=S(t,)~F~S(r,)-L(y). (3.21) 
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Then, from (3.20), we have that 
VYEKl, 3fn(Y)EFn(Y), 
lim inf4W)~ + j; W)frr(~) & KJzo 
h-+0+ h 
(3.22) 
Since K is weakly compact, A’ is reflexive, and S(t,) is compact, it follows 
that 
K,, := S( t,,)K is compact. (3.23) 
Let us consider the approximate viability problem of (1.7): 
-d(t) + fkl(~)E ~n(Tz(~)), Va.e. t E [0, T] 
x,(O) = .K,,~ := S(t,)x,~ K,,, 
VtE co, z-1, -I E K,,. 
(3.24) 
From (3.22), we have that for all k E N, 
V~EK,,,f,(y)EF,(y),h,.E 0,: , 1 1 
S(h,)y+Soh’S(s)~~(~)dy,K, h, ‘ii. 
We introduce the subsets 
(3.25) 
VYEK,, S(h,,).-+Soh~S(S)~~(y)dy, K, 
(3.26) 
which are open and contain y. Hence, there exist balls 
B(y,‘IJ:={zEXl IkYllqJ~NY) with q,,~ 0, i . 1 1 (3.27) 
From (3.23), there exist q such balls B( ,;, @ which converge to K,. We 
set 
h,(k) := min h!,. (3.28) j= 1. y 
Now, for x,,~ = S( t,)x, E K,,, we can find ho E [h,(k), l/k] and L~~E 
I.1 I, . . . . y,} such that 
S(h,).u,,, + j-” S(s) fn(zo) ds, K, 
> 
< $ and IL~no - 
0 
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Then, there exists 
x n, := S(h,) x,0 + s 
ho 
S(s) L&o) ds + ho PO E K with II p. II d l/k. 
0 
In general, there exist 
x ,,~:=S(~,-,)X,.~-~+ Fh’-‘S(~)fn(~,~~,)ds+h,~-,~~-I~K,, (3.29) 
JO 
with 
h /- I E [h,(k), WI, lb,. I- L - zIpL II < l/k and II P/- 1 II < l/k 
We take an integer m such that 
h,+h, + ... +h,,p,<T<ho+ . ..+h.,-,+h, 
and set 
I= 1, 2, . . . . 
(3.30) 
(3.31) 
to = 0, l, = ho + . . + h,- , , I = 1, . . . . m, t, + , = T. (3.32) 
We define an “approximate solution” x,J .): [0, T] + X as follows: 
VtE Cfr- I, t/r, 
x,dt) := wt - f/L 1 )X,&L 
J 
, + S(r - 3) L(z,- ,) ds + (f - t/- ,) P/- 1, 
II- I 
Z=l,2 ,..., m+l. (3.33) 
It follows that 
x,(t):=S(t)~,+‘~~J-‘,-‘S(t-~)f,(2~)ds 
j=O 9 
I 
I 
+ S(t-s)L(z,-,)ds 
II- I 
/-2 
+ 1 h,S(t-t,)pj+(t--,-,)p,-,, 
j=O 
I= 1,2, . . . . m+ 1. (3.34) 
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Let us define the functions u,,~ and g,, by 
V’tE It,- Lr t,C, z&k(f) := Z[- , and 
/-2 
gnktt):= 1 hjS(r~f~j)Pj+(f~fl-~)Pl-I~ I= 1,2, . . . . m+ 1. 
j=O 
Then, we obtain 
(3.35) 
Vt E co, Tl, (3.36) 
where gtlk is absolutely continuous and 
VfE lx, n II g,,At)ll GMT/k with A42 1 + sup IlS(t)(l. (3.37) 
fECO.7l 
We would deduce from the Compactness theorem and the Convergence 
theorem that the limit of {x,,,( .)}, is a solution of (3.24) as in the proof 
of Theorem H. But here, we cannot apply these two theorems to the same 
sequence of functions. 
1. We apply the Compactness theorem to { x,,J . ) }k. To do this, we 
have to verify that 
Vte CO, Tl, {x,,(t)}, is relatively compact (3.38) 
and that 
V a.e. t E [0, T], Il$z/A~)ll d c(t) with c( .) E L’(0, T, A’). (3.39) 
In fact, from (3.36), 
xn!At) =S(t,) [ s(?)-y, + j; s(t -cnu,&)) q + gnk(f), 
where 
fn(u,,(s)) = s(tn) JLn(Unk(~)) 
But 
+ TlI4QIO 
and S(t,) is compact, joining up with (3.37), and (3.38) is shown. On the 
other hand, from (3.33), we have that 
Vte Et,-,, rrc, 
&At)= -AS(t-t,-,h,,-I +S(t--/-,)f,(z,-,)+p/-I 
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and then, from (3.21), (3.22), and (3.30), we obtain that 
Va.e. f o [O, r], II-L(t)ll d WII~~(~,)ll . lI4l + IIs F(JaI I+ l/k 
i.e., (3.39) holds for a constant c( .), which is only dependent on n. Thus, 
the Compactness theorem follows and 
(i) s,,J -) converges uniformly to an absolutely continuous 
function x,( .) on [0, T], 
(ii) .&( .) converges weakly to xi(.) in L’(0, T; X). 
(3.40) 
2. We now apply the Convergence theorem. But we cannot 
immediately use this theorem on { (x,,( .), xAk( .) + Ax,,( .))},, because we 
have neither the convergence of (Ax,,( .)}, nor the estimation of the 
distance between (x,,( .), xLk( .) + Ax,,( ‘)) and graph(F,,). Hence, we 
introduce X,J .) as follows: 
vt E Cl,- 1, r,L 
x.*(r):=S(I-f,~,)x”,,~,+~’ s(t-S)f,(Z[-,)ds, 
11-I 
+S’ s(t-s)f,(zrL,)b II- I 
I= 1, 2, . . . . m+ 1. 
Then, 
sup Il%,,c(~) - ~At)ll = sup Ik- 1 P/- 1 II G l/k2 + 0, 
IE [O.Tl 1</<WI+-l 
and so, from (3.40)(i), we have also 
X,J .) converges uniformly to x,( .) on [0, T]. 
Moreover, from (3.32), we have that 
VrE If,-,, r,C, 
-&(f)= -AS(t-t,~,)x,.,~,+S(t-r,~,)f,(z,~,)=x~,(t)-p/-,. 
Then, from (3.30), 
Va.e. t E [0, T], Il.Mt) x GAt)ll G l/k + 0, 
and so. we have also 
Xkk( .) converges weakly to xi( .) in L’(0, T; X). 
(3.41) 
(3.42) 
(3.43) 
(3.44) 
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On the other hand, from (3.41). 
vte Ct,- L. t,C, 
AX,,L(t)=AS(t-t,-,)X ,,., p,+A j’ s(t-S)f,,(Z,-,)ds 
II- I 
=AS(t,) s(t-t,&“&,+jr 
[ 
S(t-s)yJz,&,)ds , (3.45) 
II- I 1 
where 
L./L , E K and f,,(z,-- ,) E F(K). 
Then, 
V,tE co, Tl, IlA-?,dt)ll d llA.Vt,,)ll . WlKll + T llF(K)ll ), 
i.e., 
{.4.?,,J .)}k is bounded in L”(0, T; X). 
Without loss of generality, we can suppose that 
A?C,J .) converges weakly to A.u,( .) in L’(0, T; X). (3.46) 
We now have to estimate the distance between {(2,,Jt), &(t)+ 
“%k(W,,k and graph(F,). In fact, we have 
vt E Ct,- L, ttC7 
II-~,k(t)-=/&,I/ G II-~,.,-, -Z/-L II + lI~~~-~l-L~~~,,,I-I-~~,,/-,II 
S(t-s).f,i=,-,)ds =&,(k)+O as k-,x’, 
where the second term tends to 0 because ?I,,,~~, belongs to the compact 
subset S( t,) K and 
lim sup IIS( t)s - 111 = 0. 
r-o+ .rGS(r.lK 
Moreover, from (3.43) and (3.45), we have that 
VtE It,-- ,r trC, 
+ ‘A Ii j ’ S(t-s)fn(rlm ,)ds as k-cc r,- I 
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because f,(z,- ,) belongs to the relatively compact subset S( t,) F(K) and 
lim sup IIS(r)x-xll =o; 
r-o+ rcS(r,)F((K1 
in addition 
Thus, we obtain that 
Va.e. t E [0, T], 
(X,Jt), X~k(t)+AX,k(t))~graph(F,)+~,(k) EXE,(~)& 
(3.47) 
where B is the closed unit ball of X. From (v)“(b), (3.42), (3.44), (3.46), 
and (3.47), and by using the Convergence theorem, we conclude that 
I,,( .) is a solution of (3.24), (3.48) 
and obviously, 
x,(.)EL=(O, r;S(r,)K) and 
-~(.)+A-x,(.)EL~(O, r;s(t,)F’(K)). 
(3.49) 
Finally, we have to show that as n + cc, x,( .), or at least its 
subsequence, converges to a solution of (1.4). We must again use the 
Convergence theorem, but in which Y will be supplied with the weak 
topology (see Remark 5). 
Since Il%t,) F(K)II ,< M ll4W, without loss of generality, we have that, 
at first, 
g,( .) := xL( .) + Ax,( .) converges weakly to g( .) in L’(0, T; X). (3.50) 
On the other hand, from (3.48), we have that 
VZE CO, Tl, ~~,(t)=S(r)x”,+~~S(r-s) g,(s)ds. (3.51) 
Since xno = .!j(t,,)x, + x0 and y -+ l& s(t - s) J(S) ds is a bounded linear 
functional on L’(0, T; X), noting (3.50), we obtain that 
VIE CO, Z-1, x,(t) +K(I)=S(~)X~+~~S(I--)g(s)ds. (3.52) 
0 
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Furthermore, from (v)“(c), for any neighborhood of 0 in Xx Xw, A”, there 
exist HUE N such that 
Vn>%J, 
graph (F,,) = graph [S( t,,) 0 FO S( t,) ~ ‘1 c graph (F) + ,V‘. 
But from (3.48), 
Va.e. t E [0, r], b-,(r), g,(r)) E wph(F,). 
(3.53 
(3.54) 
Therefore, from (3.50)-(3.54), and by again using the Convergence 
theorem, we conclude 
Va.e. f E [0, r], (4th s(r))Egrwh(F) 
and 
vre co, n x(t)=S(t)xrJ+ ‘S(t-s)g(s)ds, s 0 
i.e., x( .) is a solution of (1.4); in addition, obviously, 
x(.)ELr(O, T;K) and x’( .) + Ax-( .) E L”(0, T; F(K)). 
Since T is arbitrary, we can prolong x( .) into WT(K, X), and we complete 
our proof. 1 
4. GENERALIZATIONS AND DISCUSSION 
We shall generalize our results to the time-dependent case. The viability 
problem for the time-dependent case is posed as follows: 
x’(t) + Ax(t) E F(t, x(t)), 
x(0) = x0 E K(O), 
tJ[E co, n x(x) E K(r). 
(4.1) 
By a standard transformation, this problem can be reduced into the 
time-independent case. In fact, set 
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and define P:k 3 Iw, xX by 
P(=ct, x) := (1, F(t, X)) 
and a:D(A)ctQ+ xX+Xby 
A(& x) := (0, Ax), 
which is the infinitesimal generator of the semigroup of bounded linear 
operators on iw + x X 
S(T) := (1, S(?)). 
Then, setting y := (t, x), (4.1) will be equivalent to 
J”(T) + &(T) E p( J’(T)) 
y(0) = (0, x0) E R (4.2) 
VT E co, T], J’(T) E k 
Recall that the contingent derivative DF(x,, yO) of a set-valued map 
F: KC X =: Y from a subset K of Banach space X to another Banach space 
Y at (-x0, yO) E graph (F) is a set-valued map from X to Y, defined by 
VUEX, DF(x,, L,)(U) := {LIE YI (w 0)~ Tgrapi,(F,(x,,, v,,}. (4.3) 
Perhaps, at least as a notation, we could introduce the “contingent 
derivative with a semigroup” DsF(x,, y,,) of F as 
VUEX, D’J’h, Y,)(U) := {UE Yl (u, Q)E &,~~&,,, y,,}, (4.4) 
where $ I) : Xx Y + Xx Y, t 2 0, is a semigroup of bounded linear 
operators on Xx Y. 
Thus, as consequences of Theorems 1 and 2, we have the following two 
theorems: 
THEOREM 4. Assume that 
(i) X is a reflexive Banach space. 
(ii ) S( t ) : X + X, t B 0, is a compact dgferentiable semigroup of boun- 
ded linear operators on X. 
(iii) -A is the infinitesimal generator of S(t). 
(iv) K: [0, T] 2 X has a compact graph. 
(v) F: graph(K) 2 X is a proper upper semicontimrous map with 
compact cont’ex values. 
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Then, the viability problem 
x’(t) + Ax(t) E F( t, .x(t)), Va.e. t E [0, T], 
x(0) = x0 E K(0) 
Vte CO, Z-1, X(?)E K(t) 
has a solution 
x(.)6 WT(O, T;X) := (.Y(.)EL’~(O, T;X)IX’(.)+AX(.)EL”(O, T,X)} 
(4.5 ) 
for all x0 E K(0) if and only if the tangential condition 
V?E [0, T],VxuE(t), F( t, x) n D3K( t, x)( 1) # 0, 
i.e., 
(4.6 ‘) 
VIE [0, T],VxeK(t), 3f(t,x)~F(t,x), 
lim infd(W)-~ + hf(t, ~1, K(t + 11)) = o 
h-O+ h 
(4.7 1 
holds. 
THEOREM 5. Assume (it(iv) of Theorem 4 and (v)’ F: graph(K) 3 X is 
a proper upper hemicontinuous map with bounded closed convex values. 
Then, the viability problem (4.1) has a solution (4.5) for all x0 E K(0) if 
and only if the tangential condition 
i.e.. 
Vte[O, T],V-YEK(~),VT>O,~~(~,X)EF(~,X), 
,iminfd(~(h)S(T)-~+hWf(tAS(T)K(t+h))=O (4.9) 
/f-o+ h 
When F(t, x)= {f(r, x)} is single-values, there were some results on 
(4.1) such as Martin [6, 71, Pave1 [S, 93, etc.... To compare our results, we 
quote the following Pave1 theorem [S] (with a little improvement; in [S], 
K is independent of t): 
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PAVEL THEOREM. Assume that 
(Pi) X is a Banach space. 
(Pii) S( t ) : X -+ X, t 2 0, is a compact C,-semigroup of bounded linear 
operators on X. 
(Piii) -A is the infinitesimal generator of S(t). 
(Piv ) K: [0, T] 2 X has a local closed graph. 
(Pv) f: graph K -+ X is continuous. 
Then, the %iability problem” 
x’(t)+ Ax(t)=f(t, x(t)) 
x(0) =x0 E K(0) (4.10) 
VtE co, t,,l, x(t)eK(t) 
has a local (i.e., t, > 0 is dependent of x0) mild solution 
x(t)=S(t)x,+ ‘S(t-s)f(s,x(s))ds~C(O, t,,; X) J (4.11) 0 
for all x0 E K( 0) if and only’ if 
VtE [0, T], VsEK(t), ,iminfd(S(h)x+hf(t,x),K(r+h))=O 
h 
3 (4.12) 
h-O+ 
or 
VtE [0, T], ‘dx~K(t), lim CW)x+hf(t,x), W+h))=O 
h 
(4.13) 
h-O+ 
Because of the multivaluedness of F, our result cannot include this 
theorem as a particular case. As we showed in Remark 6, in the multi- 
valued case, we do not have the condition of type (4.13) as a necessary 
condition. Although we have added several hypotheses for the multivalued 
case such as reflexivity of X, differentiability of S(t), compactness of K, 
etc..., as a reward, we obtain existence theorems for a global strong solu- 
tion. Even for the single-valued case, our theorems are not consequences of 
known results. 
Another generalization of Theorem 1 and 2 is as follows: 
THEOREM 6. Assume (i)-(v) of Theorem 1 and 
(vi) P: K 3 K is a lower semicontinuous map with closed graph 
satzfiing 
(a) VXE K, XE P(x). 
(b) VXEK, Vy~p(x), P(y)cP(x). 
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Then, the uiability problem (1.7) has a “monotone trajectory” ( 1.8) such that 
Vt,sER+, s > t => x(s) E P(t), (4.14) 
for all x0 E K if and only if 
VXE K, F(x) n TS,,,,W # 0. 
THEOREM 7. Assume (i)-(vi) of Theorem 1, (v)’ of Theorem 2, and (vi) 
of Theorem 6. Then, the viability problem (1.7) has a “monotone trajectory” 
satisfying (4.14) for all x,, E K if and only if 
V.YEK,V~>O, S(t)G) n T&.,,(~(fb) Z 0. 
Comparing the proof of Theorem 3 in Aubin and Cellina [2, pp. 
183-1851, we can find that the proof of Theorems 6 and 7 will be almost 
the same as that of Theorems 1 and 2. 
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