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ABSTRACT
This note presents the results of several observa-
tions of the the Burroughs 86700 twin-processor
system in use at the Computing Center of the
University of Helsinki and the development of
queueing network models of this system. The use
of system data to parameterize and calibrate the
models is also discussed.
Introduction
Queueing network models of computers have been
developed to the point that it ought to be possible to accu-
rately portray, using such a model, the performance of
almost any specific system. In this note, the system being
modeled is the Burroughs 86700 system running the standard
Burroughs Master Control program (MCP) operating system, in
use at the main computing center of the University of Hel-
sinki. As will be seen, a model can be developed which
meets these goals.
It is assumed that the reader is familiar with queueing
network models (e.g. [DeBu7Bl) but is not familiar with the
B6700. Thus, the note begins with a brief introduction to
this system and discusses how it can be modeled. The
remainder of the note deals with data gathering, preliminary
analysis including an investigation into system bottlenecks,
and models of this system based on queueing networks.
Suggestions for future investigations are included. The
major emphasis of this report is on the analysis of eleven
sets of measurement data, gathered during the fall 1979
period of operation of the 86700. These sets of data, or
"runs", are of interest because they illustrate three dif-
ferent environments. The models of all of these environ-
ments are seen to match the actual system fairly closely.
The 86700 System
The Burroughs 86700 system (both the hardware and the
MCP operating system) is described in manuals provided by
the manufacturer and in the excellent book by Organick
[Orga73]. In this section, only the major components of the
system which are used by jobs and tasks are described. A
schematic of the system at the university of Helsinki is

















Schematic of Burroughs 86700
channels. Observation of this system revealed that there
were never more than seven I/O requests being processed
simultaneously; thus these channels are neglected in all
future discussion. It is important to notice that, because
of the configuration of the tape drives with only one equip-
ment controller, only one tape operation can be in progress
at any point in time. Similarly, there can be only two
operations with the eight disk-pack drives (pk devices) in
prog ress.
The r/o devices in this system can be grouped according
to their use or function. Furthermore, as the system can be
easily reconfigured, these uses of specific devices can be
changed. These function and device relationships are shown
in Figure 2. These functional groupings, also called dev-





































dk32, dk128 or pkB5
pk89, 81, 82, 83, 84
Ipll, 12
Func9ional Uses of Devices
,
(read in from a remotel card reader), or a CANDE job (jobs
submitted from CANDE terminals). CANDE is the timesharing
subsystem which controls remote consoles and allows users of
these consoles to create and edit files, to execute interac-
tive jobs, to submit jobs to batch queues, and to examine
output files. Every job causes one or more tasks to be
activated; these tasks plus those tasks created by the sys-
tem itself are the entities which request and then use the
resources of the system.
The 86700 hardware implements a segmented, virtual
memory system. Task activation normally causes an initial
set of segments (both code and data segments) to be loaded
into main memory. As a loaded tasks executes (uses the CPU
and the I/O devices), it may reference other segments which
are not currently loaded into main memory. The MCP detects
these segment" faul ts" and either loads the missing segments
into main memory (this is called an overlay operation) or
deactivates the task, depending on demands for memory being
made by other concurrently active tasks.
Jobs which make small demands for system resources can
be executed in a special "swapll space. The swap space is a
dedicated block of main memory in which complete task images
are executed. The "swapper" manages this space by loading
and removing task images using a special swap file. This
type of memory management is designed to allow small jobs to
be completed very quickly. Many of the jobs from CANDE
users run in the swap space.
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The on-line, rotating mass storage devices, which are
the head-pee-track disk drives (dk32 and dk128) and the disk
pack drives (pk80-pk87), are used for system libraries, user
files, overlay files and swap files. Normally, the dk dev-
ices are used for the overlay files and the SYSPK device
(e.g·. pkB5) for the swap files. However, because of prob-
lems caused by the growing number of user jobs, it became
necessary to interchange the locations of these files during
the fall of 1979 and later to change them back. Data gath-
ered from these altered configurations is included in a
later section.
The remaining classes of I/O devices which are of
importance when discussing execution of most system and user
tasks are the magnetic tape units and the line printers.
The primary use of magnetic tapes is for saving and restor-
ing user files (the user files on some of the disk drives
are considered to be of a semi-permanent status; only when
one of these files is "saved" onto a backup tape does it
become a permanent file). The other use of magnetic tape is
by user tasks, as normal I/O devices. The line printers are
used only by system tasks, normally to print user-generated
output files, after a job has released them for printing or
after the job has terminated.
In summary, it can be seen that the functional uses
described in Figure 2 and the above discussion actually
form sets of psuedo-devices (one set per functional class).
It can also be seen that the tasks normally present in the
system can be described in terms of their usage of a CPU and
these psuedo-devices. It would be desirable, in fact, to
define three or four classes of tasks (e.g. based on the
origin of each job) and then to describe the demands for use
-of resources as is done in Figure 3. Unfortunately, the
current version of the data gathering facility (see next
section) does not provide enough information about the types
of tasks using system resources to permit this.
Data Gathering
The 86700 MCP includes as a standard feature the sys-
tems Performance Analysis Review Kit (SPARK)~ Two of the
SPARK programs are SAMPLER and SAMPLEANALYZER [Burr}, which
can be invoked to gather measurement data from a functioning
system and then to subsequently process this data, producing
a number of reports on the usage of system resources and the
flow of jobs and tasks through the system. While a large
number of different reports from one set of data are avail-
ab"le, the reports describing the usage of system resources
(mainly the CPU's and the I/O devices) are used in this
study.
Recent research has led to the development of opera-








































analyzing data and predicting the performance of computer
systems. This approach requires the number of operations
and the total busy or usage time for each resource (denoted
Ci and Bi for the i-th device, respectively). Given these
plus the length of the period of observation (elapsed time,
denoted T), it is very straightforward to calculate several
performance parameters, as shown in Figure 4. In Figure 4,
the subscript i, with i > 0, refers to the i-th resource,
and the subscript 0 refers to a completed tasks. Notice
that for a multi-server resource (e.g. a two CPU system
could be said to have single CPU resource with two servers),
the utilization can exceed 1.0. If the total waiting time,
Wi, (the sum of the busy time plus the delay or queueing
time for each task at the i-th resource) is available, then
the additional performance parameters describing the queue-
ing characteristics of the system can be calculated, as
shown in Figure 5. The data from the SAMPLEANALYZER reports
includes the elapsed time, T, the number of completed tasks,
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Given CO, T, Ci and Bi (for resource i) ,
Ui = 8i/T device util i zation
Xi = Ci/T throughput rate
Si = Bi/Ci mean service time
Ui = XiSi throughput law
XO = COlT task throughput rate
Figure 4
operational Parameters
Given Ci, Wi and T for resource i
ni = WilT mean queue length
Xi = Ci/T throught rate (again)
Ri = Wi/Ci mean ,response time
ni = XiWi Little's Law
Figure 5
Additional Operational Parameters
CO, and for each device, i, the number of visits by tasks,
Ci, the total busy time, Bi, and the mean number of tasks
(also called mean queue length) at the device, ni. Some
sections of- these reports for a 2037 second period of obser-
vation starting at 12:59 on November 9, 1979, are shown in
Appendix A. The data in Figure 8.14 (see Appendix B) were
obtained from these reports. An explanation of how some of
these data were obtained is required. The first item, CO,
is the sum of the number of jobs and tasks. The total
amount of CPU time, BI, is the total logged CPU time for the
interval of observation minus the idle times. The number of
CPU requests, CI, is the sum of CO,C2,C3, ••• ,C12 (the number
of tasks plus the number of I/O operations) • Some of the
I/O devices were excluded, as they were judged to have lit-
tle effect on the tasks of interest. The columns under the
total heading in Figure A.3 were used to obtain the counts
and busy times for all of the disk devices (this includes
seek operations), while the columns under the normal heading













devices evidently includes error conditions which
ignored in this study). The data describing use of the
netic tape drives were most eff~cted by this selection.
were
mag-
ofThe mean queue length for the CPU's (n1) is the sum
the CPU utilization (Ul) and the mean ready queue depth in
Figure A.4. The mean queue lengths for the I/O devices (ni,
i > 1) are obtained from the average unit queue depth data
in Figure A.5.
One additional feature of operational analysis is pro-
ducing a description of the demands for system resources
made by an "average" task, in the statistical sense. This
description is in terms of the number of visits per task to
each resource (Vi) and the total time spent at each resource
(ViSi) • It can be shown that under heavy load the
throughput rate of tasks flowing through the system is lim-
ited by the throughput of the slowest resource. The maximum
task processing rate of any device is the number of servers
(Ki) divided by the total usage per task - Ki/viSi. The
resource with the minimum ratio, Ki/ViSi, is the slowest
resource and is called the bottleneck resource. All of the
data describing the average task for the November 9 run are
shown in Figure B.14. It can be seen that the CPU is the
bottleneck resource.
Additional analysis shows that the CPU time can be sub-
divided into three major components: MCP time, user time,
and non-loggable time, and these can be tabulated as both
absolute times and as percentages of the elapsed times.
This was done in Figure 6. It can be seen that a large por-












Appendix B contains a summary of the data
eleven different periods of observation
el~ven runs portray three different operating
as described in Figure 7.
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Runs Conf ig urat ion
1 3,4,13,14 overlay file on dk devices
production load
2 5,6,7,10 swap file on dk devices
production load
3 8,9,11 swap file on dk devices
Qenchmark load
Fig ure 7
Breakdown of Eleven Runs
A Model of the B6700
While the previous analysis of the data from the 11
runs has shed some light on the performance of the system,
some sort of model of the system is required, if predictions
about system performance in altered environments are to be
made. In this section, a queueing network model of the
86700 is described and validated. In the next section, a
model using the device classes is developed.
This first model represents each device in the system
as a queue in a network of queues. A schematic diagram of
this model is shown in Figure 8. In this model, tasks are
represented as tokens which visit, in turn, the CPU resource
(actually a two-server queue) and one of 11 I/O devices or
exit as completed tasks. The probability of visiting the
i-th device is pi, and the probability of exiting is pO.
These probabilities can be calculated from the data, as the
ratio of the number of visits to i-th device and the number
of visits to the CPU (pi = Ci/Cl).
Each device is modeled as a queueing facility; an
arriving task either seizes a server at the facility, if one
is available, or joins a queue of waiting tasks. Waiting
tasks are granted access to a free server in first-come,
first served order. In this model, the CPU has two servers
and each of the I/O devices, except the line printer device,
has one server. The line printer is modeled as either a one
or a two-server facility, depending on the configuration of
the system. The service time per visit at the i-th device
is drawn from a negative exponential probability distribu-
tion, with a mean service interval of si. The number of
simultaneously active tasks (denoted N in the following
reports) is constant for each solution of the model. Thus,
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Figure 8
Schematic Diagram of B6700 Model
a statistically identical task.
The model being described statisfies all of the condi-
tions required to obtain a steady-state solution; that is, a
set of equations can be solved to yield the device utiliza-
tions (Ui), device throughput rates (Xi), the mean number of
tasks at each device (ni), and the system throughput rate
(XO) for any number of active tasks (level of multiprogram-
ming) [Buze73l. A program was written which used the Mean
Value Analysis technique of Reiser and Lavenberg [ReLa78l to
obtain these solutions in an efficient manner. The parame-
ters for the model (the branching probabilities, pi, and the
mean service times, Si) were readily obtained from the data
presented earlier. In fact, eleven sets of parameters were
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obtained, one set corresponding to each of the eleven runs.
Choosing the level of roul tiprog ramming for each run
turned out to be the biggest problem. This problem was also
noted by Rose [Rose78]. In the current study, two different
approaches were possible. One approach is to use the sum of
the mean number of tasks at all of the devices (ni) as the
correct number of active tasks. The other approach is to
solve the model for several possible levels of multiprogram-
ming, and then to select the one which most closely fits
some observed parameter from the data. Figure 9 summarizes
the results obtained using both approaches, where the system
throughput rate is the selection parameter. A summary of
the observed values of the performance variables (Ui, Xi and
nil from the data and the values for the same variables from
the model, using as the level of mUltiprogramming the "best
fit" choice, is given as Appendix C. In Appendix C, it can
be seen that the agreement between the values from the data
and the model is very close, particularly for the device
utilizations and throughput rates. For the mean number of
tasks at each device, the agreement is not as good, but in
most cases is fairly close. Some of this error is probably
caused by the problem of selecting the level of multipro-
gramming.
Level of MUltiprogramming for Model Data
Run 7 B 9 10 11 12 13 14 15 N XO
3 .162 .169 .173 .176 .179 .1BO .181 B.9 .161
4 .163 .171 .177 .lB1 .lB4 .lB6 .1BB 10.5 .171
5 .173 .1BO .lB5 .1BB .190 .192 .193 11.5 .182
6 .lB7 .194 .199 .203 .205 .206 .207 11.0 .199
7 .127 .130 .132 .134 .136 .137 12.4 .133
8 .239 .244 .24B .251 .254 .256 13.2 .252
9 .213 .217 .220 .223 .225 11. 4 .227
10 .207 .211 .215 .217 .219 .220 13.1 .212
11 .262 .268 .272 .275 .27B • 2B 1 14.6 .2B5
13 .166 .171 .175 .179 .lB1 .lB4 9.3 .175
14 .140 .147 .152 .155 .15B .160 .161 B.9 .151
Fig ure 9
System Throughput Rates - All Devices
This problem of selecting the level of mUltiprogramming
and matching the mean of tasks at each device led to the
formulation of a second model, which is described in the
next section. Examination of Figure 9 shows that the level
of multiprogramming as seen in the data (the sum of the mean
number of tasks at each device - N in Figure 9) tends to
over estimate the level of multiprogramming as selected by
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the best match for the system throughput rate (XO). One
source of this error could be that there is some inaccuracy
is estimating the level of multiprogramming or system
throughput rate from the data, e.g. tasks could possibly be
stuck at some device, thereby contributing to the level of
multiprogramming, but not to the system activity. Another
possibility is that somehow, tasks are flowing through the
model faster than in the real system. For example, the
presence of only two disk controllers means that only two
disk requests can be in progress simultaneously (excluding
seeks). In the model, upto to seven requests could possibly
be in progress at one time. The model in the next section
addresses this type of error.
A Second Model of the 66700
An alternative to the model preceding section is to
represent of the each class or group of I/O devices as a
single resource, with multiple servers. For example, the
seven disk-pack devices could be represented as a two-server
facility, in an attempt to limit the number of concurrent
pack operations, as is done in the real system. A schematic
diagram of this model is shown in Figure 10. The parameters
for this model are obtained from the data by adding together
visit counts and busy tImes for devices in the same group
and then proceding as before. A comparison of the results
of this model and the system data for the eleven runs is
presented in Appendix D. Again, the problem of selecting
the "correct" level of multiprogramming arises. The data in
Figure 11 is similar to the data in Figure 9, except that
the 1 evel s 0 f mul ti prog ramming selected by the two












Schematic Diagram of Second Model
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Level of Multiprogramming for Model Data
Run 7 8 9 10 11 12 13 14 15 N XO
3 .154 .160 .165 .168 .171 .174 .175 8.9 .161
4 .170 .177 .182 .185 .187 .188 .189 10.5 .171
5 .166 .172 .176 .179 .181 .183 .185 11.5 .182
6 .182 .189 .193 .197 .199 .201 .203 11.0 .199
7 .133 .136 .137 .138 .139 .140 12·4 .133
8 .241 .246 .249 .252 .255 .257 13.2 .252
9 .215 .219 .222 .224 .226 .228 11. 4 .227
10 .210 .214 .216 .218 .220 .221 13 .1 .212
11 .265 .269 .273 .276 .279 .281 14.6 .285
13 .159 .165 .170 .174 .178 .180 .182 9.3 .175
14 .145 .150 .154 .157 .159 .161 .162 8.9 .150
Figure 11
system Throughputs - Device Classes
The results in Appendix D also exhibit some unexplain-
able phenomena. For example, in some of the runs, a much
better agreement was obtained with a· three-server disk pack
resource, than with a two-server resource. These cases were
always those runs with high disk-pack usage and could possi-
bly be due to the effects of overlapped seek operations.
perhaps, in those cases with lower di~k-pack utilization
(e.g. U4 less than 1.7), few seek operations can be over-
lapped with other operations, while with higher device util-
ization, more seek operations are in progress, causing the
facility to behave as if an extra server were present.
The dk devices were modeled as a single two-server
facility. This also presented a problem in those cases when
the usage of dk32 and dkl28 were not fairly evenly balanced.
In cases of unbalanced usage, a single-server facility in
the model produced more accurate results. This phenomenon
suggests that other forms of a model may be more suitable
representations of the system, e.g. a model with dk32 and
dkl28 as separate facilities.
Discussion of Results
The analysis of the data shows that in every run,
except Run 8, the CPU was the bottleneck device. The break-
down of CPU time for Run 14, shown in Figure 6, was typical
of most of the runs and shows that a sizeable amount of the
total CPU time was being used by MCP, most likely to process
segment faul ts. The plans of the Computing Center to add
additional main memory, thereby reducing the number of seg-




Two questions which could be asked are (1) what is the
effect of moving the OSOV files from the dk devices to the
pk devices, and (2) how does the load imposed by the set of
benchmark jobs compare to the load imposed by jobs in the
normal production environment. Figure 12 shows the task
processing rate and the average CPU demand per task,
arranged in order of the three different operating environ-
ments.
Run XO VISl Environment
3 .162 10.B
4 .171 10.3 production
13 .175 10.2 OSOV on dk32, dk12B
14 .152 12.0
5 .1Bl 10.4
6 .199 9.5 production
7 .133 14.1 OSOV on pk86, pkB7
10 .212 B.B
B .252 6.9 benchmarks
9 .227 7.B osov on pk86, pkB7
11 .2B5 6.4
Figure 12
Comparison of Three operating Environments
The most obvious observation is that the average demand
for CPU service for the benchmark tasks is appreciably less
than the demand seen in the production load. As a result,
the task processing rate is higher. Also, the task process-
ing rate when the disk pack devices (pk) are used to contain
the OSOV files, is more erratic than when the head-per-track
devices (dk) are used. However, system performance does not
seem to be adversely effected.
The next step in the analysis could be to try to use
the models· to predict performance in altered operating
environments, e.g. with three disk controllers instead of
two. While this is a fairly straightforward type of predic-
tion (using the second version of the model), time did not
permit this. Other types of predictions are more difficult
to make. For example, it we try to predict performance with
an increased amount of main memory, not only is more CPU
time available for user tasks, but the number of I/O opera-
tions due to loading missing segments is decreased. The
relationships of these factors is not obvious and compli-
cates the analysis.
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predicting the performance of the system, with more
remote terminals would also be of great interest. Unfor-
tunately this requires knowledge about the number of active
terminals and the demands for resources made by these termi-
nal. In the current version of SAMPLEANALYZER, this infor-
mation was not available. If this type of predictions are
to be made, then the data gathering facility will have to be
extended so that useage of system resources can be attri-
buted to various classes of tasks. The problem of determin-
ing the mean number of active tasks, mentioned earlier, also
suggests additions to the data gathering facility.
This note has shown that accurate models of a specific
system can be constructed. In order to be successful, the
experimenter must have access to detailed information about
the system. Many assumptions about the structure of the
system and the relationships betweem system components are
required, if tractable models are to be constructed. A
major benefit of this type of analysis is that not only are
predictive models developed, but an improved insight into
the operation of the system is obtained.
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Appendix A
Appendix A contains a set
PLEANALYZER, for the run made on
Run 14 in subsequent appendices.
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DKO 32 ( 03) O.R
PK035 (O~) 0.8
LPll12 (02 ) 0.5
LPOll (02 ) 0.':-
PKiJS4 (05) 0.4
HT002 ( 01 ) 0.3
SC061t (04) 0.2
PKOa 3 (05) o•\
Pl'\080 (05) 0.1
Ptt;Q·37 (05 ) o• \
SCOb5 ( 041 ) 0.1
HTOO 5 ( 01 ) o.1
HTOOl ( 01 ) 0.0
PKOB6 (O~) 0.0
HTil5 ( 07 ) 0.0
HT097 (00 ) 0.0
IH004 ( 01 ) 0.0
C.R 0 10 (02 ) 0.0
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Appendix B
Appendix 8 contains summaries of the data gathered in
eleven different periods of observation.
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Appendix C compares the data and the output of the net-
work of queues model, using all of the individual devices,
for each of the eleven runs.
Data Model (N = 7)
i name Ui Xi ni Ui Xi ni
0 tasks .161 .162
1 CPU(2) 1. 744 58.445 3.8 1. 766 58.856 3.4
2 mt .086 .357 .6 .087 .359 . 1
3 dk32 .304 8.802 .6 .310 8.864 .4
4 dk128 .415 12.582 .7 .418 12.670 .7
5 pk86
6 pk87
7 pk85 .295 7.169 • 5 .296 7.219 .4
8 pk81 .100 3.535 • 1 .100 3.560 .1
9 pk82 .138 5.845 • 2 .141 5.886 .2
10 pk83 .097 3.280 · 1 .096 3.304 .1
11 pk84 .230 7.351 • 3 .229 7.403 .3
12 prtr .621 9.362 2.0 .622 9.427 1.3
total 8.9 7.0
Fig ure C.3
Comparison for Run 3
Data Model (N = 8)
i name Ui Xi ni Ui xi ni
0 tasks .171 .171
1 CPU (2) 1. 763 71. 339 4.2 1. 791 71. 636 3.7
2 mt .065 .232 • 2 .069 .233 .1
3 dk32 .500 15.294 1.2 .507 15.357 · 9
4 dk128 .472 14.351 1.1 .476 14.411 .8
5 pk86
6 pk87
7 pk80 .280 7.159 • 4 .280 7.189 • 4
8 pk81 .068 2.366 • 1 .069 2.376 • 1
9 pk82 .102 3.517 .2 .102 3.532 • 1
10 pk83 .118 4.198 • 2 .118 4.215 · 1
11 pk84 .258 7.970 .3 .256 8.003 .3
12 prU(2) L097 16.083 2.6 1.098 16.150 1.4
total 10.5 8.0
Figure C.4
Comparison for Run 4
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Data Model(N = 8)
i name Ui xi ni Ui Xi ni
0 tasks .182 .180
1 CPU (2) 1.898 81.491 5.4 1.859 80.841 4.2
2 rot .008 .026 .0 .008 .026 .0
3 dk32 .246 5.208 .4 .243 5.166 .3
4 dk128 .179 2.144 • 3 .179 2.127 • 2
5 pk86 .490 21. 938 1.4 .470 21.762 .9
6 pk87 .388 16.344 .9 .389 16.213 .6
7 pk80 .094 5.880 .2 .093 5.833 .1
8 pk81 .132 4.594 • 2 .132 4.557 .2
9 pk82 .128 4.7244 · 2 .127 4.686 .1
10 pk83 .157 5.586 • 2 .155 5.542 .2
11 pk84 .259 7.928 .4 .260 7.864 .3
12 prtr .501 6.937 1.9 .496 6.882 .9
total 11.5 8.0
Fig ure C.5
Comparison for Run 5
Data Model (N=9)
i name Ui Xi ni Ui Xi ni
0 tasks .199 .199
1 CPU (2) 1.882 79.862 4.7 1. 922 80.069 5.0
2 rot .199 .760 • 3 .200 .761 .2
3 dk32
4 dk128 .186 2.502 • 3 .186 2.509 .2
5 pk86 .410 19.915 .9 .419 19.967 .7
6 pk87 .298 13.135 .7 .303 13.169 .4
7 pk85 .325 13.632 .4 .328 13.668 .5
8 pk80 .082 2.936 • 1 .082 2.934 • 1
9 pk81 .057 2.060 .1 .058 2.066 .1
10 pk83 .088 3.291 • 1 .089 3.300 • 1
11 pk84 .249 8.138 .4 .253 8.159 .3
12 prtr(2) 1. 016 13.294 3.0 1.013 13.328 1.3
total 11.0 9.0
Fig ure C.6








i name Ui Xi ni Ui Xi ni
0 tasks .133 .132
1 CPU(2) 1.875 77.668 4.8 1.857 77.365 5.4
2 mt .042 .131 • 1 .042 .131 .0
3 dk32
4 dk128 .209 3.627 • 4 .210 3.613 · 3
5 pk86 .708 26.773 2.6 .692 26.629 2.0
6 pk87 .613 21. 483 2.1 .621 21. 399 1.5
7 pk85 .173 5.529 .2 .171 5.507 .2
8 pk80 .076 2.348 • 1 .075 2.339 • 1
9 pk81 .083 2.597 • 1 .083 2.586 .1
10 pk83 .069 2.071 • 1 .068 2.063 • 1
11 pk84 .201 5.592 · 3 .201 5.570 .2
12 prtr .713 7.424 1.6 .710 7.395 2.1
total 12.4 12.0
Fig ure C.7
Comparison for Run 7
Data Model (N=13)
i name Ui Xi ni Ui Xi ni
0 tasks .252 .251
1 CPU(2) 1. 741 95.483 4.1 1.712 95.110 4.3
2 mt .044 .338 .0 .044 .337 .0
3 dk32
4 dk128
5 pk86 .280 14.637 .5 .277 14.580 • 4
6 pk87 .185 5.053 · 2 .186 5.033 • 2
7 pk85 .056 3.198 .0 .057 3.185 • 1
8 pk80 .218 7.917 .4 .221 7.886 .3
9 pk81 .249 8.624 • 5 .249 8.590 · 3
10 pk83 .377 13.716 1.1 .369 13.662 .6
11 pk84 .531 18.266 1.1 .528 18.194 1.1
12 prtr 1.857 23.482 5.3 1.848 23.390 5.7
total 13.2 13.0
Fig ure C.8
Comparison for Run 8
- 32 -
Data Model(N=14)
i name Ui Xi ni Ui Xi ni
0 tasks .227 .225
1 CPU(2) 1.778 83.974 4.0 1.752 83.450 5.0
2 mt .116 .443 .3 .115 .441 • 1
3 dk32
4 dk128 .296 3.361 • 5 .294 3.340 .4
5 pk86 .423 19.368 .9 .423 18.542 .7
6 pk87 .332 14.005 .7 .334 13.918 .5
7 pk85 .076 3.584 .1 .075 3.561 .1
8 pk80 .177 6.114 .4 .176 6.075 .2
9 pk81 .208 6.882 .4 .205 6.840 .3
10 pk83 .196 6.574 .3 .196 6.332 .2
11 pk84 .367 11.365 .6 .361 11.294 .6
12 prtr .942 12.052 3.2 .934 11.977 5.9
total 11.4 14.0
Figure C.9
Comparison for Run 9
Data Model (N=ll)
i name Ui Xi ni Ui Xi ni
0 tasks .212 .211
1 CPU 1.862 89.364 4.8 1.872 89.141 5.3
2 mt .050 .429 · 1 .050 .428 • 1
3 dk32
4 dk128 .188 4.256 • 3 .187 4.246 .2
5 pk86 .598 25.896 1.7 .594 25.831 1.3
6 pk87 .438 17.381 1.1 .433 17.337 .7
7 pk85 .195 7.074 • 3 .198 7.056 .2
8 pk80 .157 5.217 • 2 .156 5.203 .2
9 pk81 .158 5.549 • 3 .161 5.535 .2
10 pk83 .107 3.413 • 1 .106 3.404 • 1
11 pk84 .324 9.628 • 5 .327 9.604 .5
12 prtr .719 10.309 3.7 .720 10.563 2.1
total 13.1 11.0
Fig ure C.I0
Comparison of Run 10
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Data Model (N=15)
i name Ui xi ni Ui xi ni
0 tasks .285 .281
1 CPU(2) 1.840 89.474 6.3 1.848 88.011 6.4
2 mt .066 .406 .0 .065 .400 • 1
3 dk32
4 dk128 .034 .098 • 0 .033 .096 • 0
5 pk86 .424 19.409 1.1 .420 19.092
.7
6 pk87 .223 9.535 .5 .216 9.379
.3
7 pk85 .064 3.298 · 1 .065 3.244
.1
8 pk80 .287 9.845 • 6 .281 9.685 • 4
9 pk81 .309 10.200 .7 .301 10.033 .4
10 pk83 .232 7.860 .5 .232 7.732 • 3
11 pk84 .522 16.298 • 9 .513 16.032 1.0
12 prtr .913 12.238 3.9 .903 12.038 5.3
total 14 .6 15.0
Figure C.ll
Comparison for Run 11
- 34 -
Data Model (N=9)
i name Ui Xi ni Ui Xi ni
0 tasks .151 .152
1 CPU(2) 1. 812 49.447 4.4 1. 838 49.683 4.4
2 mt .045 .350 • 4 .045 .351 .0
3 dk32 .422 8.738 .8 .421 8.780 .7
4 dk128 .446 9.951 .9 .450 9.999 .8
5 pk86 .041 .210 .0 .041 .211 .0
6 pk87 .103 .336 • 1 ·.104 .338 • 1
7 pk85 .466 11. 70 5 .8 .470 11.761 .8
8 pk80 .106 2.747 .1 .105 2.760 • 1
9 pk81
10 pk83 .102 2.341 • 1 .101 2.352 .1
11 pk84 .299 7.127 • 4 .301 7.161 .4
12 prtr .628 5.792 .9 .634 5.819 1.5
total 8.9 9.0
Figure C.14
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Appendix D
the data and the output of the net-
using the device classes as the
Data Model (N=B)
i name Ui Xi ni Ui Xi ni
0 tasks .161 .160
1 CPU(2) 1.744 58.445 3.8 1.739 57.983
3.6
2 mt .086 .357 .6 .086 .354 . 1
3 dk .720 21.385 1.3 .721 21.215 1.9
4 d sk ( 2) .860 27.181 1.2 .863 26.966 1.0
5 prtr .621 9.362 2.0 .613 9.288 1.4
total 8.9 8.0
Figure D.3
Comparison for Run 3
Data Model (N=7)
i name Ui Xi ni ui Xi ni
0 tasks .171 .170
1 CPU(2) 1. 763 71. 339 4.2 1. 781 71. 256 3. 4
2 mt .065 .232 .2 .065 .232 . 1
3 dk (2) .972 29.645 2.3 .977 29.610 1.2
4 dsk(2) .826 25.209 1.2 .831 25.180 1.0
5 prtr (2) 1. 097 16.083 2. 6 1. 092 16.064 1.4
total 10.5 7.0
Figure 0.4
Comparison for Run 4
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Data Model (N=ll)
i name Ui Xi ni Ui Xi ni
0 tasks .182 .181
:11 CPU(2) 1.898 81.491 5.4 1.869 81. 268 5.7
2 mt .008 .026 .0 .008 .026 .0
I3 d k (2) .426 7.352 .7 .425 7.332 .4
4 d sk ( 2) 1.648 66.994 3.5 1. 670 66.810 3.9 i
5 prte .501 6.937 1.9 .498 6.918 1.0
.,
total 11. 5 11. 0
!,
Fig ure D.5
Comparison for Run 5
Data Model (N=ll)




1 CPU(2) 1. 882 79.862 4.7 1.920 80.002 6.2
2 mt .199 .760 .3 .199 .761 .2
3 dk .186 2.502 • 3 .185 2.506 .2
4 dsk(2) 1. 509 63.107 2.7 1. 517 63.217 3.0
5 prtr(2) 1. 016 13.294 3.0 1. 012 13.317 1.3
total 11.0 11. 0
Figure 0.6
Comparison for Run 6
- 37 -
Data Model(N=lOl
i name Ui Xi ni Ui xi ni
0 tasks .133 .133
1 CPU(2) 1. 875 77.668 4.8 1.873 78.048 5.1
2 rot .042 .131 . 1 .042 .132 .0
3 dk .209 3.627 .4 .211 3.645 .3
4 dsk(3) 1. 923 66.353 5. 5 1. 934 66.677 2.5
5 prtr .713 7.424 1.6 .716 7.460 2.1
total 12.4 10.0
Figure D.7
Comparison for Run 7
Data Model (N=13)
i name Ui Xi ni Ui Xi ni
0 tasks .252 .252
1 CPU(2) 1. 741 95.482 4 • 1 1. 719 95.491 4.5
2 rot .044 .338 .0 .044 .338 .0
3 dk
4 dsk(3) 1.896 71.410 3.8 1. 928 71.417 2.5
5 prtr (2) 1.857 23.482 5.3 1.855 23.484 5.9
total 13.2 13.0
Figure D.8
Comparison for Run 8
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Data Model (N=14)
i name Ui xi ni Ui Xi ni
0 tasks .227 .226
1 CPU(2) 1. 77B B3.974 4.0 1. 75B B3.719 5.1
2 mt .1l6 .443 · 3 .1l6 .442 • 1
3 dk .296 3.361 • 5 .295 3.351 .4
4 dsk (3) 1.779 67.B91 3.4 1.760 67.6B5 2.2
5 prtr .942 12.052 3.2 .937 12.015 6.2
total 1l.4 14.0
Figure D.9
Comparison for Run 9
Data Model (N=ll)
i name Ui Xi ni Ui Xi ni
0 tasks .212 .214
1 CPU (2) 1. B62 B9.364 4.B 1. B94 90.179 5.B
2 mt .050 .429 · 1 .051 .433 .1
3 dk .IBB 4.256 .3 .IB9 4.295 • 2
4 dsk(3) 1.977 74.157 4.2 2.021 74.B34 2.7
5 prtr .719 10.309 3.7 .72B 10.403 2.2
total 13.1 11.0
Fig ure 0.10
Comparison for Run 10
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Data Model (N=15)
i name Ui xi ni ui Xi ni
0 tasks .285 .281
1 CPU (2) 1.840 89.474 6.3 1. 851 88.126 6.6
2 rot .066 .406 .0 .065 .400 • 1
3 dk .034 .098 .0 .033 .096 .0
4 dsk(3) 2.062 76.447 4.4 2.033 75.295 2.9
5 prtr .913 12.338 3.9 .904 12.054 5.5
total 14.8 15.0
Figure 0.11
Comparison for Run 11
Data Model (N=10)
i name Ui Xi ni Ui Xi ni
0 tasks .175 .174
1 CPU(2) 1. 786 64.883 4.1 1. 807 64.543 4.5
2 rot .006 .024 .0 .006 .024 .0
3 dk .555 17.350 1.0 .539 16.835 1.1
4 dsk (2) 1. 270 40.814 2. 5 1. 259 40.601 1.9
5 prtr .764 6.539 1.7 .761 6.505 2.4
total 9.2 10.0
Figure 0.13
Comparison for Run 13
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Data Model (N=8. 0)
i name Ui Xi ni ui Xi· ni
0 tasks .151 .150
1 CPU (2) 1.812 49.447 4.4 1. 823 49.269 4.0
2 mt .045 .350 .4 .045 .348 .0
3 dk (2) .868 18.689 1.7 .857 18.622 1.0
4 dsk(2) 1.115 24.466 1.5 1.121 24.378 1.5
5 prtr .628 5.792 .9 .629 5.771 1.5
total 8.9 8.0
Fig ure D.14
Comparison for Run 14
