Abstract Five models of risk adjusters were tested as a (proxy) measure for health status with data from a large German sickness fund. The first two models use standard demographic and socio-demographic variables. One model incorporates a simple binary indicator for hospitalization and the last two are based on the hierarchical coexisting conditions (HCCs: DxCG Ò Risk Adjustment Software Release 6.1) using in-patient diagnoses. Special investigations were done on the subgroups of insurees who left, joined or stayed with the fund over the observation period. Age and gender grouping accounted for 3.2% of the variation in total expenditure for concurrent as well as prospective models. The current German risk adjusters age, sex, and invalidity status account for 5.1 and 4.5% of the variance in the concurrent and prospective models, respectively. Age, gender, invalidity status and in-patient HCC covariates explain about 37% of the variations of the total expenditures in a concurrent model and roughly 12% of the variations of total expenditures in a prospective model. Only modest improvement can be achieved with the longterm-care (LTC) indicator. For high-risk (cost) groups, substantial under-prediction remains; conversely, for the low-risk group, represented by enrolees who did not show any health care expense in the base year, all of the models over-predict expenditure. Special investigations were done on the subgroups of insurees who left, joined or stayed with the fund over the observation period.
Introduction
In 1993, Germany adopted new Statutory Health Insurance (SHI) legislation to grant all enrolees free choice of health insurer and promote competition among sickness funds. At the same time a risk adjustment scheme was introduced: sickness funds pay an income-related solidarity contribution (for the terminology see [1] ) into the risk adjustment mechanism, and in return they receive a risk-adjusted premium subsidy from that pool.
The premium subsidy that the risk adjustment pool pays to the sickness funds is primarily adjusted for age, sex and an invalidity status indicator (i.e., the drawing of disability benefits). 1 International research indeed shows risk adjustment models that include utilization of health services as a (proxy) measure for health status-diagnoses, procedures, and prescriptions from administrative claims data for instance-perform much better than systems based on demographics or sociodemographics alone. 2 In Germany this has also been shown by a study published in 2004 [9] . In this paper we report on the application of an binary hospital utilization indicator and the application and adaptation of the diagnostic cost group/hierarchical condition category (DCG/HCC) model, a major US system of risk assessment, to an SHI population of North-Eastern Germany's proxies for morbidity. We also pay special attention to insurees who leave or join the sickness fund.
Data and methods

Data
This study used administrative data files of a population of about 800,000 individuals of all ages who were insured with a regional sickness fund operating in North-Eastern Germany at any time during a period of two consecutive years, 1997 and 1998.
Available socio-demographic information consisted of date of birth, gender, an indicator for the receipt of an invalidity pension, the length of entitlement to longterm-care insurance benefits, and the time span of enrolment per calendar year, including an indicator for death when applicable. For the concurrent analyses of this article, all persons with any cover in 1997 were retained, i.e., a population of 788,130 individuals. Out of the 755,926 individuals with any cover in 1998, a sample of 733,378 individuals had been insured with the same fund in 1997; this sample was retained for the prospective analyses (see Table 1 ).
A claims history file for all hospitalizations ending in 1997 and 1998 provided data on the length of stay and the principal three-or four-digit International Classification of Diseases, 9th revision (ICD-9) diagnostic code on discharge, which was transformed to US ICD-9-CM codes using a crossover itemized in [3] . Total expenditure for each insuree for each year used in this study was calculated as the sum of sickness fund's annual per-person payments for hospital care, ambulatory care (provided by both general practitioners and specialists), prescription drugs, dental care, ancillary services, durable medical equipment, and home health.
Methods
The following five models were specified and evaluated for this study:
• Demographic model: AGE and GENDER broken down by 13 · 2 age-gender groups from age 0-5 up to ‡81.
• Demographic + invalidity model: a binary indicator for INVALIDITY was added. Insurees who did not draw an invalidity pension were assigned to one of the 26 age-gender groups described above. Recipients of an invalidity pension-entitlement to such a pension is possible from age 18 to 65-were in turn assigned to 14 age-gender groups from age £35 up to 61-65 years.
• Hospitalization model: a binary indicator HOSP for hospitalization (of any length) in the risk year is added to age, gender, and invalidity status. Interactions between age/gender/invalidity and hospitalization are accounted for.
• Offered weights DCG/HCC model: hierarchical condition categories (HCCs) with age, gender, and invalidity status: preliminary analyses showed that accounting for interactions between age-gender and invalidity did not add substantially to the predictive performance of the diagnosis-based risk assessment model; hence the model adopts a simple additive relationship between age-gender, invalidity, and multiple diagnostic categories, where insurees are categorized into disease groups according to the DCG/HCC classification methodology.
• In addition to a matrix of dichotomous diagnostic categories, the grouping software produces predicted expenditure scores, i.e., relative risk weights (RRWs) that have been normalized to have a weighted mean of 1.0 in the original US benchmark sample on which they were developed, 3 which are used in this offered weights model.
• Reparameterized DCG/HCC model: in this model instead of applying the offered weights version of the RRWs of the DCG/HCC model to the German sickness fund data, we fully reparameterized the model, using the software-calculated RRWs for our 1 Since 2003 being registered/ not registered in an accredited disease management programme is an additional risk adjuster. For a detailed analysis of the existing risk adjustment mechanism in Germany see [2] . 2 For an overview see [1] .
sample plus the age-gender groupings and the invalidity indicator as classifying variables.
• Insurees' diagnostic classification in this study was implemented by D x CG Ò Risk Adjustment Software, Release 6.1. This DCG/HCC grouping software version maps the ICD-9-CM diagnosis codes to 781 clinically homogenous groups (DxGroups), which are in turn grouped into 183 clinically related and resource homogenous condition categories (CCs). To exclude the fact that minor diagnoses add to expenditure predictions, CCs are arrayed in hierarchies of related CCs, the HCCs. Within each hierarchy, individuals are only assigned to the group, which stands for their worst, i.e., their most expensive diagnosis. We grouped insured people in HCC categories with fewer than eight cases in 1997 into a residual risk category to enhance statistical stability.
A series of multivariable linear regressions was constructed to examine the ability of each of the risk assessment models in predicting year 1 and year 2 expenditure respectively. Specifically, year 1 (concurrent framework) or year 2 (prospective framework) annual expenditure was regressed on insurees' year 1 classifying variables that define the respective models. 4 All independent variables apart from the RRWs offered by the grouping software in the offered weights model were entered as class rather than continuous variables. The analyses presented in this article focused on the models' predictive performance and did not dwell on the statistical significance of the included classifying variables. The specification of each model was forced; potential negative parameter estimates remained and were not set to 0.
To predict per-insuree per-year (PIPY) expenditure and accommodate partial-year insurance coverage in the prediction year-year 1 in the concurrent framework, year 2 in the prospective framework-a weighting algorithm was used; the total per-person expenditure in the prediction year was annualized by dividing the actual expenditure by the fraction of the prediction year that an individual had been insured. In subsequent calculations of means and regressions, each insuree's annualized expenditure was weighted by this same fraction.
In order to mitigate the possibility of overfitting and to avoid estimates of predictive accuracy that are upwardly biased, a 10-fold cross-validation approach was used: the data were randomly split into ten disjoint sets of nearly equal size that define 10 different splits into calibration and validation sets, one-tenth of the data being the 1st,...,10th validation set and the remainder of the data the 1st,...,10th calibration set. 5 Calculation required 10 model calibrations; for each of the 10 splits, measures of predictive accuracy were derived by computing expenditure estimates from the 90% calibration set (within sample estimates) and applying them on the respective 10% validation set as expenditure predictions (out of sample predictions). Predictive accuracy was then computed as the mean of the estimates of predictive accuracy for the ten validation 4 The single-equation WLS regressions that were constructed were in the form of Y it = X it ß i + U i and Y it = X it-1 ß i + U i in concurrent and prospective modeling respectively, where Y it are annualized health care expenditures for the ith person in year t (t = year 1 in the concurrent framework, and t = year 2 in the prospective framework), X it and X it-1 are the (socio)demographic and diagnostic characteristics for the ith person in year t (t = year 1 in the concurrent framework) or t-1 (t = year 1 in the prospective framework), ß i are the coefficients associated with each of the demographic and diagnostic characteristics and U i is a disturbance term. 5 Practical experience with K-fold cross-validation suggests that a good strategy is to take K = min(n 1/2 ,10), on the grounds that taking K > 10 may be computationally too intensive when the prediction rule is complicated, while taking groups of size at least n 1/2 should perturb the data sufficiently to give small variance of the estimate.
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data sets. A separate calibration-validation analysis was performed for each model in the concurrent and prospective applications [4] . Several descriptive measures on the individual and group level were computed to gauge the models' relative predictive performance:
Individual-adjusted R-squared (R 2 ) R 2 , the conventional regression-computed measure used to estimate model fit, describes the proportion of the variance in actual expenditure that is explained by a model.
Mean absolute prediction error (MAPE) MAPE is defined as the mean of the absolute difference between actual and predicted expenditures across all individuals [5] .
Cumming's prediction measure (CPM) This measure, developed by Cumming et al. [5] , uses the absolute value of the prediction errors rather than the square of the prediction errors as with R 2 . It arose from concern about the sensitivity of R 2 to large prediction errors.
Predictive ratio (PR) of expenditure quintiles The PR is a group measure and can be calculated as the ratio of the aggregate predicted year 1 or year 2 expenditure for a given group of insurees divided by the aggregate actual year 1 or year 2 expenditure for the same group. Risk assessment models may generate predictions of differing accuracy for various ranges of the expenditure distribution; the study thus calculated PRs for groups of insurees defined by quintiles of (nonannualized) actual expenditure, assessing the strength of each model to predict expenditure for relatively high-and low-expenditure subjects.
To simulate the effects of outlier risk-sharing on the models' predictive performance, two different approaches of truncating actual expenditure were applied: the truncation of expenditure at a prespecified threshold, i.e., cases exceeding e 20,000 in actual, non-annualized expenditure were top-coded at that amount. The application of a variable truncation threshold in that actual expenditure was truncated at a e 10,000 deductible above the non-annualized predicted expenditure.
This study evaluated the concurrent findings for both study years, 1997 and 1998, for some of the following three groups and their subgroups, which play a special role in the German health policy discussions:
The leavers: individuals with any insurance cover in year 1997 but not in year 1998 consisting of two subgroups, the dead (those, who died in 1997) and the switchers, those, who opted out of the fund. The joiners: individuals with any insurance cover in year 1998 but not in year 1997, consisting of two subgroups, the newborn of 1998 and the switchers, who entered the fund in 1998 and were alive at the end of 1998. The stayers: individuals, who were in the fund in both study years, consisting of the newborn of 1997, those, who died in 1998 and the non-switchers, those older insurees who were still alive at the end of 1998.
The investigations on leavers and joiners were performed using the overall concurrent and prospective samples without reserving portions for validation. The DCG/HCC model using offered weights was no longer used, since it was found to be inferior in predictive performance to the reparameterized DCG/HCC model.
We also calculated three models in which we added a long-term-care (LTC) indicator to the demographic + invalidity model, the hospitalization model, and the reparameterized DCG/HCC model. The LTC variable is a binary variable. It indicates whether the insured were recipients of benefits of long-term-care insurance, a separate social health insurance system in Germany.
SAS (version 8.2) was used for all analyses.
Results
Descriptive statistics
Descriptive statistics for the retrospective and prospective study samples are provided in Table 1 . Annual health care expenditure in these samples, as elsewhere, was highly skewed. The 1% of insurees whose expenditure was highest in any year used up about 20% of that year's total health care resources in the sickness fund.
Between 16 and 17% of insurees were hospitalized in any study year, with in-patient expenditure comprising the largest portion (45-47%) of total reported expenditure. All insurees ever hospitalized were assigned to at least one HCC, if they hold a valid diagnosis code.
Predictive performance Tabel 2) .
Prospective approach The prospective findings in Table 2 show the same rankings of the models' predictive performance as the concurrent results. As expected, when changing from the concurrent to the prospective application, the health-status-based risk assessment models predicted much less of the variation in year 2 expenditure than the concurrent models did for year 1, whereas the difference is almost negligible for the demographic and demographic/invalidity model.
Group-level predictive performance The relative rankings of the models remained unchanged when their concurrent and prospective predictive performances for groups of insurees with relatively low and relatively high expenditure were evaluated. Table 3 displays the predicive ratio (PR) results for insurees grouped by quintiles of (non-annualized) actual expenditure. Quintile 1 (Q-1) represents the 20% of the population that had the lowest expenditure and quintile 5 (Q-5) represents the 20% of the population that had the highest expenditure (data for the other quintiles not shown).
Not surprisingly, the age and gender model is grossly overpaying for the low-expenditure quintile Q1, giving a PR of 24 (concurrent) and 23 (prospective) for this group of insured; on the other hand it is grossly underpaying for the high-expenditure quintile Q5, giving a PR of 0.3 (both, concurrent and prospective). In comparison to that, all other models perform better. However, even the best performing model, the reparameterized DCG/HCC model still produces large over-payment for the low-expenditure insured (with a PR of 8.8 concurrent and 17.7 prospective) and significant under-payment for the high-expenditure insured (with a PR of 0.8 in concurrent and 0.5 in the prospective application).
Additional investigations
Truncation of expenditure
The results in Tables 4 and 5 show that expenditure truncation induced an increase in the adjusted R 2 and CPM values, a decrease in the MAPE values, and tended to bring the PRs closer to 1.0. The improvement in performance is somewhat larger with the variable truncation threshold approach.
Leavers versus joiners versus stayers
The leavers and the joiners are expected to present specific concerns with respect to risk assessment and adjustment. The main concern is that the switchers may represent unique socio-demographic and health statuses relative to non-switchers and that they are, on average, much healthier and less expensive than the non-switchers. This lays the basis for potentially severe selection problems.
Leavers account for approximately 7% of the insured in 1997, and joiners for about 3% of the insured in 1998. The mean expenditure for the leavers was roughly 2.5 times as high as that for the stayers-due to the high expenditure in last year of life of those who died in 1997-whereas the mean expenditure for the joiners was about 15% lower than that of the stayers. The switchers, on average, were younger, healthier and only half as expensive as the non-switchers: the differences in expenditure ranged from e 657 PIPY for leaving switchers to e 760 PIPY for joining switchers. Figure 1 depicts the differences between predicted mean expenditure and actual mean expenditure under each risk assessment model for the three sub-groups of the non-switchers, the switchers among the leavers (switchers: out), and the switchers among the joiners (switchers: in). From a sickness fund perspective a positive difference can be seen as a predictable gain for the respective subgroup, and a negative difference as a predictable loss: the predicted mean expenditure can be understood as premium subsidy. In a concurrent risk adjustment scheme based on the demographic model, switchers represented good risks insofar as their mean predicted expenditure was higher than their actual mean expenditure and even higher than the mean predicted expenditure for the non-switchers. Adding invalidity as a risk adjuster, reduced mean predictable gain of 1997 in the demographic model for the leaving switchers (e 198) and 1998 for the joining switchers (e 262) by roughly 60%. The hospitalization model converted the switchers, on average, to bad risks: the mean predictable loss ranged from -e 74 (1997) to -e 8 (1998), respectively. The DCG/HCC model further increased the predictable loss to -e 87 PIPY (1997) for the leaving switchers and to -e 35 PIPY (1998) for the joining switchers. As for the non-switchers, the more health information the risk assessment model incorporated, the better the mean predictions matched the actual mean expenditure.
Long-term-care indicator
Adding the long-term-care (LTC) variable to the other models brought only modest improvement to the predictions. R 2 for the demographic + invalidity model increased from 5.1 to 6.3% in the concurrent and from 4.6 to 5.3% in the prospective application. Adding the LTC variable to the hospitalization model even reduced the adjusted R 2 in the concurrent application. Adding it to the reparameterized DCG/HCC model had almost no influence on the performance of the predictions (Table 6 ).
Discussion
Discussion of findings
Effective risk adjustment is a crucial aspect of competitive health insurance system with non-risk related premiums. This study explores the use of a US diagnosis-based risk assessment approach on data of a German sickness fund population and compares its performance to that of models with socio-demographic variables alone or in combination with an indicator for use of in-patient services as indirect markers for health status.
The results of this study indicate that, at the individual level, each of the utilization-based risk assessment models is able to explain a much greater proportion of the variance in total health expenditures than the socio-demographic model currently in use. Van de Ven and Ellis argue that 20% is approximately the lower bound on the upper bound of the proportion of variance in expenditures that is potentially predictable in prospective risk modelling [2] . If this is the case, the DCG/HCC model we tested explained about one half of what could be maximally predicted, which is likely to be related to the fact that we only had the single primary in-patient diagnoses available to predict total expenditure. The DCG/HCC system has also been independently evaluated in a number of other studies that use data from populations other than the original development populations. Duckett and Agius . Based on in-patient diagnostic information, age, gender, socio-economic status and HCCs explained around 46% of variation in concurrent-year log-transformed expenditures [6] . With prospective (subsequent) year modelling, explanatory power was weaker, explaining about 18% of the variation in the total log-transformed expenditures. Based on both inpatient and ambulatory diagnostic information, about 45 and 23% of variation in concurrent and subsequent year log-transformed expenditures, respectively, were explained. Especially the use of the logarithm of expenditures complicates the comparison of the Australian results with ours. According to Van de Ven and Ellis, using a log transformation inflates the conventional R 2 by about 100%. Also, sample sizes were relatively small and predictions were only made for a population with any services utilization. Rosen et al. [7] examined the feasibility of adapting the DCG/HCC model (release 4.2) to the population covered by the US Department of Veterans Affairs (VA) who had some health service use during a 12-month sample period. The dependent variables in this study were utilization-based rather than expenditures. Predictive power for concurrent off-the-shelf prediction of ambulatory provider encounters was 7.7%; a combined in-patient and ambulatory visit measure was higher, at 19.4% of variance explained. Reparameterization of the DCG/HCC model enhanced performance considerably, to 24.4% for predicting ambulatory provider encounters and 31.4% for service days' prediction. Overall, given the social, epidemiological and economic differences in the populations studied as well as the distinctions in the organization and financing of their respective health care systems, the international comparability and generalizability of predictive power across studies is limited.
In this study we presented results also an switchers and non-switchers of the sickness fund. Switchers are of special interest for the regulator, because if they switch to efficient health insurers they provide an essential function to a competitive health insurance system. If they only switch, however, to exploit a rent from a poor risk adjustment system they may destabilize the health insurance system without any gains in efficiency. In this study we can confirm the hypothesis that at least in the year of switching, switchers have good health status and are therefore good risks in a demographic risk adjustment model. Including morbidity information in the risk adjustment model turns, on average, the picture around. Including health status in the model makes self selection of healthy people in sickness funds which exploit a poor risk adjustment system therefore less likely.
Limitations
In this study, only the principal in-patient diagnosis for each hospital stay was available to estimate total sickness fund expenditure for its insurees. Although inpatient diagnoses-based risk assessment represents a substantial improvement over socio-demographic assessment alone, many insurees-also particularly ill and high-expenditure subsets of insurees-are not hospitalized in a given year, so that their condition histories remain unknown and are not used for upwards adjustment in the in-patient diagnosis-based model. We found that only 16% of our sample had had at least one in-patient stay in the base year, but that 95% in total had encountered the health care system at some time. Thus, in the absence of ambulatory information-for instance diagnoses from outpatient provider encounters or anatomical therapeutic chemical (ATC) codes for prescribed drugs-the number of persons able to be classified to discriminating risk adjustment categories is substantially reduced. An additional outpatient or pharmaceutical grouper would undoubtedly improve measures of enrolee health risk.
Beyond the inclusion of only in-patient diagnostic information, this study has some other limitations that should be considered when interpreting its results. First, there may be limits to the generalizability of our findings. Though our study sample comprised a diverse group of non-elderly and elderly SHI individuals, we did not have data from other sickness fund populations or from private health-insurance companies. Second, we used a version of the DxCG with ICD-9-CM codes and had to rely on crossovers between the German ICD-9/10 version and the US coding version. Also, the lack of coded secondary diagnoses and the use of lessspecific three-digit ICD-9 codes may bias in favour of lower-acuity HCC assignments. Third, the investigation of the complex practical issues that partial-year enrolees represent was beyond the scope of this study. Limiting the sample frame in the prospective analyses to enrolees eligible during all or part of 1997 and enrolled during part or all of 1998 means that babies born in the prediction year were not included in the analysis. Infants with severe birth defects and neonates who were born prematurely can be substantially more expensive to care for than infants without such problems. Correction by incorporating newborns' expenditures with those of their mothers was not possible in this study.
In conclusion, risk adjustment based on sociodemographic factors is inadequate in predicting resource use, so that health status risk assessment and adjustment should continue to play an important role in Germany's health care reform strategies. The primary shortcoming of an in-patient diagnosis-based model such as the one explored in this study is its failure to account for conditions treated in ambulatory settings that predict expense. This shortcoming results in systematic over-payments for healthy enrolees and under-payments for enrolees with serious conditions who were not hospitalized in the same or previous year. In this way incentives were set to move treatment from the outpatient to the in-patient sector. A multiple-site model requires much more data than does an in-patient diagnosis-based model, raising concerns about coding practice, data collection and processing, incentive structures, implementation, and cost that will challenge German sickness funds, providers, scientists, and politicians.
