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ABSTRACT
Mejoras en el transporte intermodal: optimizacio´n en tiempo real del
acarreo terrestre
Doctor por la Universidad de Sevilla
by Alejandro Escudero Santana
Road transport has always been prevalent in the movement of freight. However,
the increasing road congestion and the necessity to find more sustainable means of trans-
port have encouraged different governments to promote intermodality as an alternative.
This combines the cost effectiveness of railways or ships with the flexibility of trucks.
However, intermodal transport has several difficulties to overcome in order to become
viable. One of them is a high fixed cost, which is why intermodality is unsuitable for
trips shorter than a certain threshold distance.
In an intermodal transport chain, the initial and final trips, also called draya-
ge operations, represent 40 % of total transport costs. The proper planning of drayage
operations has the potential to reduce the threshold distance, thus it raises the viability
of intermodal transport. The intermodal transport chain can become more efficient by
means of a good organization of drayage movements; the main objective is normally the
assignment of transportation tasks to the different vehicles, often with the presence of
time windows. This scheduling has traditionally been done once a day and, under these
conditions, any unexpected event could cause timetable delays. This thesis proposes to
use the real-time knowledge about vehicle position to solve this problem, which perma-
nently allows the planner to reassign tasks in case the problem conditions change. This
exact knowledge of the position of the vehicles is possible due to the use of a geographic
positioning system by satellite (GPS, Galileo, Glonass). The results show that these
additional data can be used to dynamically improve the solution.
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RESUMEN
Mejoras en el transporte intermodal: optimizacio´n en tiempo real del
acarreo terrestre
Doctor por la Universidad de Sevilla
por Alejandro Escudero Santana
El transporte por carretera ha sido l´ıder en el movimiento de mercanc´ıas. Sin
embargo, el incremento de la congestio´n y la necesidad de buscar modos ma´s sostenibles
ha animado a las diferentes instituciones a promover la intermodalidad como alterna-
tiva; que combina la eficiencia del transporte ferroviario o mar´ıtimo con la flexibilidad
del transporte por carretera. Sin embargo, el transporte intermodal presenta varias di-
ficultades para llegar a ser viable. Uno de ellos es un alto coste fijo, que hace a la
intermodalidad ineficiente en trayectos cortos, por debajo de una distancia umbral.
En la cadena intermodal, los trayectos iniciales y finales realizados por carretera
son llamados acarreo terrestre, y representan el 40 % de los costes totales. La adecuada
planificacio´n del acarreo presenta un gran potencial para reducir los costes intermodales y
reducir la distancia a partir de la cual la intermodalidad es rentable; el principal objetivo
es la asignacio´n de tareas de transporte a veh´ıculos, a veces en presencia de restricciones
temporales. Esta asignacio´n ha sido tradicionalmente realizada una vez al comienzo del
d´ıa, de modo que ante cualquier suceso inesperado podr´ıan producirse retrasos. Esta
tesis propone el uso de informacio´n en tiempo real relativa a la posicio´n de los veh´ıculos
para una solucio´n dina´mica del problema, donde el planificador esta´ siempre habilitado
a rehacer la programacio´n en el caso de que las condiciones cambien. Este conocimiento
de la posicio´n de los veh´ıculos es posible gracias al uso de sistemas de posicionamiento
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Capı´tulo1
Introduccio´n
Los europeos disfrutan de un grado sin precedentes de movilidad personal, y
las mercanc´ıas se env´ıan ra´pida y eficazmente desde las fa´bricas a los clientes, a menudo
en distintos pa´ıses. La Unio´n Europea ha estimulado esta libertad abriendo los merca-
dos nacionales y eliminando las barreras f´ısicas y te´cnicas. Sin embargo, los modelos de
transporte y las tasas de crecimiento actuales son insostenibles. Desplazar mercanc´ıas de
manera ra´pida, eficaz y econo´mica es un elemento central del objetivo de una economı´a
dina´mica y una sociedad con ma´s cohesio´n en la UE, pero el constante crecimiento de
la movilidad somete los sistemas de transporte a una gran presio´n. Uno de los princi-
pales condicionantes de un sistema de transporte saturado ha sido el desequilibrio entre
los distintos modos de transporte, principalmente llevado a cabo por el transporte por
carretera, que ha agravado los problemas existentes. El resultado es la congestio´n del
tra´fico, que converge en una menor eficacia econo´mica, una mayor contaminacio´n at-
mosfe´rica y acu´stica, un aumento en el consumo de combustible, y un incremento en la
accidentalidad.
En este sentido, el objetivo de la pol´ıtica comu´n de transportes de la UE, refle-
jada en el Libro Blanco, es promover la movilidad sostenible, es decir, promover servicios
de transporte eficiente, adecuados en costes, seguros, ambientalmente limpios y social-
mente aceptados. Pero, ¿existen alternativas al transporte por carretera?, ¿Es posible
reducir la congestio´n y las emisiones atmosfe´ricas de CO2? A pesar de la existencia de
modos de transporte menos contaminantes y ma´s eficientes econo´micamente (transporte
ferroviario y mar´ıtimo), el transporte por carretera presenta una flexibilidad y una ca-
pacidad puerta a puerta dif´ıcilmente alcanzable por otros modos. Por tanto, es necesario
disen˜ar un sistema de transporte que, adema´s de satisfacer las reclamaciones de soste-
nibilidad que la sociedad actual reclama, pueda tambie´n hacer frente a las exigencias de
sus usuarios.
La Unio´n Europea ha sen˜alado a la intermodalidad como principal modo para
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solucionar los problemas existentes en la red transeuropea de transporte (RTE-T), pero
¿es realmente la intermodalidad la solucio´n? Intermodalidad, en el sentido amplio de
la palabra, implica el movimiento de mercanc´ıas haciendo uso de diferentes modos de
transporte. De esta forma, es posible favorecerse de las benevolencias de cada modo, y
hacer uso en cada tramo del transporte ma´s adecuado para el mismo. Sin embargo, la
transferencias y transbordos suponen un handicap que implica costes, tiempo, y perdida
de fiabilidad.
Definir bajo que´ condiciones es la intermodalidad operativa actualmente, que´ po-
tencial podr´ıa tener la misma en los an˜os venideros y proponer mejoras en todos los ni-
veles del sistema de forma que mejorara su rendimiento y, por tanto, aumentara su nicho
de mercado, es uno de los principales objetivos de la comunidad cient´ıfica especializada.
1.1. Antecedentes y motivacio´n de la tesis
El origen de esta tesis se encuentra dentro de las investigaciones desarrolladas y
la informacio´n adquirida en el a´mbito del proyecto INTERNODAL (Mejoras para la ac-
cesibilidad y eficiencia de los centros de intercambio modal y plataformas log´ısticas) con
financiacio´n del Centro de Estudios y Experimentacio´n de Obras Pu´blicas del Ministerio
de Fomento (CEDEX) y del proyecto europeo GALILEO DRAYAGE, perteneciente al
programa Era Star Regions del 6o Programa Marco de la Unio´n Europea.
El proyecto INTERNODAL ten´ıa por objetivo la mejora de las condiciones
de accesibilidad a los centros de intercambio modal y plataformas log´ısticas, pu´blicas
y privadas, con el fin de superar los cuellos de botella y falta de integracio´n entre los
agentes participantes, y as´ı lograr un transporte intermodal puerta a puerta ma´s fluido,
ra´pido, flexible y sostenible. El proyecto part´ıa del ana´lisis de problema´ticas actuales de
la accesibilidad y capacidad de los centros intermodales, para posteriormente abordar la
elaboracio´n de unos criterios comunes que permitieran optimizar la accesibilidad.
Junto al proceso de transferencia de modo, la accesibilidad al nodo log´ıstico
supone uno de los puntos cr´ıticos de la cadena log´ıstica intermodal. Para que e´sta sea
eficiente debe facilitar el flujo de mercanc´ıas eliminando tiempos de espera y optimizando
movimientos. Las lineas de accio´n del proyecto fueron: el establecimiento de la localiza-
cio´n o´ptima y la dimensio´n de las terminales, los medios e infraestructuras tecnolo´gicas
necesarios, y el desarrollo de esta´ndares de comunicacio´n e integracio´n de procesos y
sistemas de informacio´n entre los agentes de la cadena.
Los resultados obtenidos de los estudios y simulaciones planteadas fueron apli-
cados en una experiencias piloto llevada a cabo en el Puerto Seco de Coslada, en la que
participaron empresas pu´blicas y privadas.
El proyecto GALILEO DRAYAGE centro´ sus investigaciones en la mejora del
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acarreo terrestre, drayage, a trave´s de un sistema centralizado de control que har´ıa
uso de informacio´n en tiempo real proveniente del sistema de navegacio´n por sate´lite
GALILEO. El proyecto comprend´ıa tanto la definicio´n de dicho sistema centralizado,
como el desarrollo de los algoritmos necesarios que hicieran uso de tal informacio´n.
Condicio´nsine qua non para el correcto funcionamiento del sistema era la premisa de
velocidad de ejecucio´n que deber´ıan cumplir los algoritmos que fueron desarrollados.
1.2. Objetivos y alcance de la tesis
El objetivo principal de esta tesis es contribuir a la mejora de la eficiencia en
el transporte intermodal de mercanc´ıas a trave´s del uso de las nuevas tecnolog´ıas. Para
ello, se han desarrollados modelos y algoritmos que ayudan a una gestio´n automa´tica
de una flota de veh´ıculos encargados de los movimientos de los contenedores en el el
hinterland de una terminal.
Este objetivo central se ha desagregado en una serie de objetivos subordinados
que han permitido identificar las lineas de accio´n de la tesis:
Caracterizacio´n y ana´lisis de la situacio´n del transporte intermodal en la Unio´n
Europea y en Espan˜a.
Estudio de la literatura cient´ıfica existente para el desarrollo del transporte inter-
modal, y especialmente en el caso del acarreo terrestre.
Estudio de los factores determinantes para el e´xito del transporte intermodal en
Espan˜a.
Disen˜o de modelos de optimizacio´n para la mejora del acarreo terrestre
Desarrollo de un entorno de simulacio´n para los problemas del acarreo terrestre.
Validacio´n de los modelos propuestos en el entorno de simulacio´n
1.3. Estructura de la tesis
Tras este primer cap´ıtulo introductorio, encargado de definir los conceptos esen-
ciales, motivar el estudio que se presenta y definir los objetivos del mismo, se encuentra
el Cap´ıtulo 2, que versa sobre la situacio´n actual del transporte de mercanc´ıas y su ten-
dencia de futuro. Dicho cap´ıtulo muestra cuantitativamente las problema´ticas actuales
del transporte de mercanc´ıas y expone las pol´ıticas y programas que desde la UE se
esta´n planteando para solucionarlas.
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Seguidamente, aparece un bloque centrado en el transporte intermodal de mer-
canc´ıas y formado por tres cap´ıtulos. El Cap´ıtulo 3 define los conceptos de transporte
intermodal, hace una breve introduccio´n a la cadena log´ıstica que este tipo de transporte
involucra y expone los motivos por los cuales la intermodalidad puede ser considerado
una alternativa. Una vez definida la intermodalidad como alternativa, es interesante ver
que motivos determinan la eleccio´n de un modo de transporte u otro por parte de los
usuarios; esto se realiza dentro del Cap´ıtulo 4 que adema´s desarrolla un modelo ma-
tema´tico de eleccio´n modal as´ı como un sistema de ayuda a la decisio´n; de ese modo
es posible determinar que nicho de mercado tiene la intermodalidad en Espan˜a, con las
condiciones actuales. Una vez visto el actual mercado que la intermodalidad tiene, se
hace necesario proponer l´ıneas de mejora que puedan aumentar el mismo y hacer a la
intermodalidad ma´s atractiva y competitiva.
La optimizacio´n del acarreo terrestre fue seleccionada como la l´ınea de mejora
del transporte intermodal a estudiar; esto se desarrolla en el siguiente bloque, el cual
esta´ formado por cinco cap´ıtulos. El Cap´ıtulo 5 plantea el problema del daily drayage
problem with time windows realizando su formulacio´n y haciendo un estudio del estado
del arte. El Cap´ıtulo 6 es el eje central de la tesis, dado que plantea un sistema de
asignacio´n dina´mica de las tareas de acarreo en tiempo real, me´todo novedoso y no en-
contrado en las referencias estudiadas. Los Cap´ıtulos 7 y 8 plantean y estudian una serie
de algoritmos que se encuentran incrustados dentro del sistema planteado en el cap´ıtulo
anterior. El Cap´ıtulo 9 muestras los resultados de testear los algoritmos anteriormente
propuestos en un entorno de simulacio´n disen˜ado para tal fin.
Por u´ltimo el se exponen las conclusiones alcanzadas en la tesis, se enumeran
las aportaciones de la misma y futuras l´ıneas de investigacio´n. Adema´s se enumeran las
publicaciones que han salido de este trabajo y posibles publicaciones futuras que podr´ıan
realizarse.
El documento incluye tambie´n una serie de ape´ndices; el Ape´ndice A muestra
el entorno de simulacio´n creado y los test que se han realizado; el Ape´ndice B expone
una metodolog´ıa matricial para el calculo del coste de una ruta, dicha metodolog´ıa es
usada como parte de algunos algoritmos de los Cap´ıtulos 7 y 8; por u´ltimo, el Ape´ndice
C presenta un compendio de la nomenclatura matema´tica usada en la tesis.
Adema´s de las conclusiones finales, cada uno de los cap´ıtulos de la tesis se
cierra con una serie de conclusiones del cap´ıtulo que son de intere´s para el desarrollo de
esta´ investigacio´n.
Parte I





Antecedentes del transporte de
mercanc´ıas
El transporte es uno de los elementos fundamentales en las economı´as modernas.
En el actual mundo globalizado, un transporte eficaz resulta necesario. En el presente
cap´ıtulo se pretende dar una visio´n global de la situacio´n en la que se encuentra el
transporte de mercanc´ıas en Europa y en Espan˜a.
En el primer ep´ıgrafe, se muestra la estrecha relacio´n existente entre desarrollo
econo´mico y transporte. Se considerara´n datos econo´micos relacionados con dicho sector,
tanto en pasajeros como en mercanc´ıas, y la evolucio´n que estos han experimentado en las
u´ltimas de´cadas. Adema´s, se mostrara´n datos que reflejan claramente el desequilibrado
reparto modal que existe en la actualidad. En el ep´ıgrafe segundo, se hablara´ de las
problema´ticas asociadas al aumento de volumen de transporte, y al desequilibrio entre
modos. En el tercer ep´ıgrafe se comentara´ la evolucio´n de las pol´ıticas europeas de
transporte, y los objetivos de futuro de las mismas. Por u´ltimo, se mostrara´n los planes
y programas existentes en relacio´n con este sector, reflejo fiel de las pol´ıticas actuales.
Una visio´n de conjunto de todo el cap´ıtulo permitira´ comprender por que´ el
transporte es un elemento clave para el desarrollo regional, estatal y comunitario, motivo
por el cual recibe tantas atenciones desde las distintas administraciones.
2.1. El transporte de la Unio´n Europea en cifras
El transporte es sin lugar a dudas uno de los sectores ma´s importantes dentro de
la Unio´n Europea (UE) y de los que mayor aumento han experimentado. Tomando datos
de diferentes manuales publicados por la Comisio´n Europea (European Commission,
2009, 2010a) y de la oficina de estad´ıstica Eurostat (European Commission, 2012), en el
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an˜o 2010 la Unio´n Europea de los 27 (UE-27) supero´ la barrera de los 500 millones de
habitantes, la mayor´ıa de los cuales hacen uso del transporte en su vida diaria. Segu´n
datos del an˜o 20081, la media de desplazamiento por habitante y d´ıa fue 35,9 km, siendo
26,0 km de estos llevados a cabo en coche; en referencia al transporte de mercanc´ıas, por
cada habitante una tonelada de bienes fue transportada diariamente una media de 22,5
km. Ese mismo an˜o, el sector de los servicios de transporte genero´ 491.536 millones de
euros, suponiendo el 13,4 % del consumo de los hogares comunitarios, y adema´s empleo
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Figura 2.1: Crecimiento del tra´fico de pasajeros y mercanc´ıas en la UE-27 comparado
con el PIB
La tendencia de crecimiento del transporte ha sido tal, especialmente en el
transporte de mercanc´ıas, que incluso ha superado al crecimiento del PIB en ciertos
periodos (ver Figura 2.1). Mientras que en el periodo 1995-2007, el PIB tubo un incre-
mento medio anual a una tasa de 2,5 %, el transporte de mercanc´ıas crecio´ un 2,6 %
de media (tomando toneladas·kilometros como indicador). Este significativo incremento
de la demanda del transporte de mercanc´ıas durante dicho periodo fue debido a varios
factores (Ponce y Prida, 2006); en primer lugar, los cambios en los procesos de produc-
cio´n industrial, con tendencias a producciones ma´s ajustadas y a inventarios reducidos,
como en el caso de la produccio´n Just in Time y la filosof´ıa Lean Manufacturing ; en
segundo lugar, los nuevos sistemas de distribucio´n; y en u´ltimo lugar, los ha´bitos de
consumos de los clientes actuales. La tendencia al alza del crecimiento del transporte de
mercanc´ıas ha sido truncada a partir del an˜o 2007, motivado principalmente por la gran
crisis econo´mica acontecida. Un resumen del crecimiento del transporte comparado con
el PIB en diferentes periodos, es mostrado en la Tabla 2.1.
1U´ltimos datos disponibles
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Tabla 2.1: Ratio de crecimiento anual ( %). UE-27
Intervalo PIB Transporte de Transporte de
mercanc´ıas pasajeros
1995-2007 2,5 2,6 1,7
2000-2007 2,2 2,6 1,4
2007-2008 0,7 -2,1 -0,3
1995-2008 2,3 2,3 1,6
2000-2008 2,0 2,0 1,2
Los datos mostrados con anterioridad son claro reflejo de la importancia de
la movilidad y el transporte dentro de Europa. La UE sen˜ala a la movilidad como un
derecho esencial de los ciudadanos, y al transporte de bienes como un componente de
la competitividad de las industrias y los servicios europeos. Un transporte eficiente es
esencial para el correcto desarrollo de la UE. Uno de los objetivos fundamentales de las
pol´ıticas de transporte de la UE, segu´n sen˜ala el Libro Blanco del transporte (Commis-
sion of the European Communities, 2001), es “mantener a Europa en movimiento”. El
transporte se establece como un elemento crucial en el Mercado Comu´n, cuyas pol´ıticas
hacen posible el libre mercado de bienes y personas.
El transporte de Espan˜a en cifras
El transporte de Espan˜a sigue pautas similares a la de otros Estados miembros,
influido por la creciente integracio´n de las economı´as europeas. Segu´n datos del Instituto
Nacional de Estad´ıstica (2012) y del anuario estad´ıstico presentado por el Ministerio de
Fomento (2010), el valor an˜adido que el transporte supuso para Espan˜a en el an˜o 2.0072
fue de unos 43.296 millones de euros, ma´s del 4,5 % de su PIB. Ese mismo an˜o el sector
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Figura 2.2: Evolucio´n del PIB en Espan˜a
2U´ltimos datos reales disponibles
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Las Figuras 2.23 y 2.3 muestran la evolucio´n de estos datos a lo largo de la
u´ltima de´cada, pudiendo observarse claramente como la crisis existente en los u´ltimos
an˜os ha tenido efectos significativamente negativos tanto en los datos globales del estado






























































Población	  Ac7va	   Población	  Parada	   Población	  Ocupada	  
































































Población	  Parada	   Población	  Ocupada	  



































































Total	   Transporte	  
(c) Indice de Paro
Figura 2.3: Evolucio´n del Empleo en el Sector del Transporte
2.2. Desequilibrado reparto modal
El crecimiento experimentado en Europa en el transporte no ha sido ecua´nime
entre todos los modos de transporte. Sin lugar a dudas, el transporte por carretera ha
sido el que mayor crecimiento ha experimentado. Este aumento viene explicado princi-
palmente por dos razones: en primer lugar, por el incremento de la motorizacio´n por
parte de la poblacio´n; en segundo lugar, por el crecimiento en el transporte de mer-
canc´ıas. En 2008, el transporte de pasajeros por carretera acaparaba el 72,4 % del total
de los desplazamientos, mientras que en el transporte de mercanc´ıas su cuota de merca-
do alcanzaba el 45,9 %. En el caso de las mercanc´ıas, so´lo el Short Sea Shipping4 (SSS)
ha alcanzado una porcio´n de mercado interior parecida, situa´ndose en el 36,6 %. de los
desplazamientos. En la Figura 2.4 se puede observar el reparto modal completo tanto
del transporte de pasajeros como de mercanc´ıas.
3Los datos de 2008, 2009 y 2010 son provisionales
4Cabotaje o transporte mar´ıtimo intracomunitario











Metro	  y	  tranvías	  
Aerolíneas	  
Marí?mo	  
(a) Transporte de pasajeros
45,9	  	  	  
10,8	  	  	  
3,6	  	  	  
3,0	  	  	  
36,6	  	  	  







(b) Transporte de mercanc´ıas
Figura 2.4: Reparto modal del transporte en la UE-27, an˜o 2008 (Fuente: Eurostat)
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Figura 2.5: Evolucio´n del transporte de mercanc´ıas por modo en UE-27 (Fuente:
Eurostat)
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Con objeto de clarificar au´n ma´s los desajustes modales, la Figura 2.5 mues-
tra una evolucio´n del crecimiento de los diferentes modos de transporte de mercanc´ıas
intracomunitarios desde el an˜o 1995. En la misma se puede observar que el transporte
por carretera ha ido an˜o a an˜o aumentando el nu´mero de bienes transportados (medidos
en toneladas·kilometro), solamente acompan˜ado por el transporte mar´ıtimo intracomu-
nitario. Sin embargo, el resto de posibles modos han permanecido estancados.
La Comisio´n Europea de Transporte y Energ´ıa destaca que, adema´s de la ma-
yor adaptacio´n de algunos modos de transporte a las condiciones de mercado actuales,
el desequilibrado crecimiento es debido a la exclusio´n, en muchos casos, de los costes
externos en el precio del transporte, el alto incumplimiento de las normas sociales y de
seguridad en el caso del transporte por carretera, y las propias pol´ıticas de transporte
implantadas en la UE.
Atendiendo al u´ltimo de los motivos planteados, las inversiones reales de trans-
porte llevadas a cabo en los u´ltimos an˜os distan en muchas ocasiones de las pol´ıticas
teo´ricas promulgadas. Es importante sen˜alar que el destino final de buena parte de los
Fondos de Cohesio´n y de los pre´stamos del Banco Europea de Inversiones, a instancias
de los mismos Estados miembros, han favorecido ma´s al transporte por carretera que a
otros modos, como puede observarse en la Tabla 2.2. Todo esto hace entender con mayor
facilidad la evolucio´n de los diferentes modos de la Figura 2.5.
Tabla 2.2: Longitud de las principales redes de transporte, EU-27 (Fuente: Eurostat)
An˜o Carreteraa Autopistas L´ıneas Ferroviarias Canales Navegables Total
1990 4.051.756 41.885 234.602 39.952 4.397.867
2005 4.164.433 61.565 219.550 40.986 4.520.013
Incremento ( %) 3 47 -6 3 3
aExcluyendo Autopistas
Reparto modal en Espan˜a
El caso de Espan˜a no difiere de la situacio´n Europea, de hecho se encuentra
agudizado. Segu´n datos proporcionados por el Ministerio de fomento para el an˜o 2008,
en el transporte internacional de mercanc´ıas con la UE los desplazamientos se realizan
por transporte mar´ıtimo o carretera (53 % y 43 % respectivamente). El desarrollo del
cabotaje compensa la carencia de posibilidades de transporte fluvial y el limitad´ısimo
desarrollo del ferrocarril, que acapara un escaso 4,5 % de reparto modal frente a una me-
dia europea que ronda el 10 %. Mucho tiene que ver en esta´ cuestio´n la problema´tica que
plantean los Pirineos y los distintos anchos de v´ıas. En el caso del comercio internacional
con terceros pa´ıses el tra´fico mar´ıtimo representa el 96 %.
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En el transporte interior la carretera continu´a siendo el u´nico modo de trans-
porte capaz de cubrir pra´cticamente cualquier tipo de demanda, por lo que no es de
extran˜ar que represente el 85 % de las toneladas·kilo´metro transportadas. El cabotaje, a
pesar de su importancia, se encuentra muy especializado en ciertos tipos de cargas y de
desplazamientos, como el transporte con la Espan˜a no peninsular, y representa alrededor
del 10 % de los desplazamientos.
Analizando los desplazamientos terrestres por separado, el transporte por ca-
rretera representa el 93 % de los desplazamientos, siendo el transporte ferroviario de so´lo
un 4 %.
2.3. Problema´ticas actuales del transporte
Actualmente, el desequilibrado sistema de transporte de la UE ha tra´ıdo ligada
una serie de feno´menos negativos que pueden poner en juego su sostenibilidad. Entre
todos estos feno´menos destacan el aumento de la congestio´n, la accidentalidad y el
impacto ambiental.
Las causas de esta situacio´n son diversas, y han sido comentadas del algu´n modo
en los ep´ıgrafes anteriores. En primer lugar, el aumento experimentado en la demanda del
transporte de la UE, el cual se ha producido de una forma desigual. En segundo lugar, el
hecho de que los usuarios de los transportes no pagan todos los gastos que generan, ya que
la estructura de precios no refleja los costes derivados de la infraestructura necesaria,
de la posible congestio´n, de los efectos perjudiciales para el medio ambiente y de los
accidentes. Por u´ltimo, la cada vez ma´s evidente deficiente organizacio´n del sistema de
movilidad europeo y una utilizacio´n insuficiente de ciertos modos de transporte, as´ı como
de las nuevas tecnolog´ıas aplicadas al mismo.
Esto ha ocasionado que el transporte tenga ligado importantes costes externos5.
La Figura 2.6 recoge cifras de un estudio sobre los costes externos del transporte en la
UE-17 para diferentes modos de transporte (Schreyer et al., 2004). Estos costes externos
(excluida la congestio´n que no aparece reflejada en al figura) supusieron ma´s de 650 mil
millones de euros en el an˜o 2000, lo que representaba el 7,3 % del PIB total del conjunto
de pa´ıses de la UE en dicho an˜o (UE-17). El cambio clima´tico es el componente que
mayor coste supone, con un 30 % del total, seguidos de la contaminacio´n atmosfe´rica y
la accidentalidad que rondan el 25 %. El modo que ma´s impacto provoca es la carretera,
que origina el 83,7 % del coste total.
El Libro Blanco del Transporte (Commission of the European Communities,
2001), inclu´ıa un estudio de similares caracter´ısticas pero relativo al an˜o 1995. Una
5Coste generado por la actividad del transporte que no es abonado por el correspondiente usuario
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(d) Transporte de mercanc´ıas. Costes medios
Figura 2.6: Costes externos de diferentes modos de transporte (an˜o 2000)
comparativa entre ambos demuestran que los costes externos totales aumentaron un
12,1 % en dicho lustro.
Dar un valor monetario a los costes externos generados por el transporte no
resulta sencillo y sus valores pueden resultar objeto de pole´micas, dado que los datos
que se muestren dependera´n en gran medida de las consideraciones que se tengan en
cuenta. A pesar de esto, los estudios desarrollados por Schreyer et al. (2004) y por la
European Conference of Ministers of Transport (1998) obtienen datos bastante parecidos.
El primero de los estudios mencionados concluye con un valor del coste externo del
transporte por carretera para pasajeros de 32,4 euros/1000 via·km, siendo en el caso
del transporte de mercanc´ıas por carretera de 7,6 euros/1000 T·km. El estudio realizado
por la EMCT en el an˜o 1998, cifra estos datos en 33 euros/1000 via·km y 21 euros/1000
T·km; lo cual se pueden considerar cifras muy similares.
Un manual realizado por CE Delft (Maibach et al., 2008) sobre costes externos
en el transporte analiza diferentes metodolog´ıas para el calculo de los diferentes conceptos
de costes externos, del mismo modo que hace una revisio´n los proyectos de investigacio´n
realizados en dicho a´mbito.
A continuacio´n se explicara´n con algo ma´s de detalles los tres principales proble-
Cap´ıtulo 2 Antecedentes del transporte de mercanc´ıas 15
mas externos que viene ocasionando el transporte. En este punto es importante resen˜ar
que estos problemas son ocasionados indistintamente por el transporte tanto de pasajeros
como de mercanc´ıas, siendo en muchas ocasiones dif´ıcil desagregar la informacio´n.
2.3.1. Congestio´n
En los an˜os 90 surgieron en Europa feno´menos de congestio´n en determinadas
regiones y ejes concretos. Estos feno´menos de congestio´n siguen amenazando todav´ıa
hoy la competitividad econo´mica de algunos Estados miembros de la UE y de la propia
UE de cara a terceros pa´ıses.
La mayor congestio´n se produce en las a´reas urbanas. Ya es habitual observar
iniciativas por parte de las administraciones locales que intentan paliar estos feno´menos,
como ejemplo se encuentra las restricciones al acceso al centro de algunas ciudades, el
fomento de los carriles bici. . . Sin embargo, ya es una realidad que la red transeuropea
de transporte de carreteras sufre estos feno´menos. Ya en el an˜o 2000 ma´s del 10 % de la
dicha red sufre problemas de congestio´n o son cuellos de botella, lo que suponen unos
7500 km.
El coste externo derivado de la congestio´n en el transporte por carretera repre-
sento´ aproximadamente el 0.5 % del PIB del an˜o 2000 en la UE , con estimaciones de que
pudiera alcanzar el 1 % del mismo (Commission of the European Communities, 2001).
Como se ha mencionado con anterioridad, dar un valor monetario a la problema´tica de
la congestio´n no resulta sencillo (Schreyer et al., 2004), este coste dependera´ en gran
medida de las consideraciones que se contemplen, tales como: la perdida de la eficiencia,
los ingresos necesarios para la internalizacio´n de dichos costes, o la estimacio´n de los
costes por retraso. A pesar de todo, sin profundizar en la cuantificacio´n exacta de dichos
estudios, es un hecho el perjuicio que tal feno´meno esta´ teniendo sobre el transporte de
mercanc´ıas, que a pesar de so´lo suponer el 20 % del tra´fico, sus costes de congestio´n se
aproximan al total de los veh´ıculos de viajeros.
2.3.2. Seguridad
Como refleja la Tabla 2.3 el transporte por carretera acapara la gran mayor´ıa de
los accidentes mortales en el transporte de la UE. Mientras que en el an˜o 2008 murieron
38.875 personas en las carreteras de los 27 Estados miembros, so´lo algo ma´s de 300
personas perdieron la vida en otros modos de transporte.
La seguridad en el transporte por carretera es por tanto un tema de especial
importancia. So´lo es necesario fijarse en las distintas campan˜as de la Direccio´n General de
Tra´fico para ser conscientes de las atenciones que recibe. El resto de modos de transporte,
a pesar de su bajo indice de mortalidad, tambie´n recibe atenciones al respecto; es prueba
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Tabla 2.3: Siniestralidad de diferentes modos de transporte (An˜o 2008)





de ello la elaboracio´n de listas negras de compan˜´ıas segu´n su accidentalidad, en el caso
del transporte ae´reo, o el gran nu´mero de esta´ndares comunes de seguridad que han sido
fomentados a trave´s de diferentes agencias de seguridad, tales como: European Road
Safety Observatory (ERSO), European Railway Agency (ERA), European Maritime
Safety Agency (EMSA) y European Aviation Safety Agency (EASA)
Pese a las abrumadoras cifras comparativas, el mayor progreso en cuanto a
seguridad se refiere se ha logrado en el transporte por carretera. La siniestralidad ha
bajado un 31,1 % en las carreteras europeas en el periodo comprendido entre el an˜o 2000
y el 2008, y un 48,8 % si es referido a datos del an˜o 1990 (Ver Figura 2.7). Esto ha sido
debido en gran parte al aumento de la seguridad en los coches, a una mayor conciencia




















Figura 2.7: Siniestralidad del transporte por carretera en la UE-27
2.3.3. Consumo energe´tico y efectos medioambientales
El consumo energe´tico y los efectos medioambientales son las otras dos grandes
problema´ticas del sistema de transporte actual. De hecho, consumo energe´tico y polucio´n
suelen ir muy ligados en el a´mbito del transporte (Maibach et al., 2008). Es de sobra
conocidos los efectos que dichas emisiones tienen sobre la salud humana y sobre el cambio
clima´tico.
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Segu´n datos mostrados por Eurostat en un manual sobre energ´ıa, transporte
y medio ambiente (European Commission, 2011), el transporte consumio´ el 31,9 % de
la energ´ıa de toda la UE-27, un total de 374.269 ktoe6. Sin embargo, el reparto de este
consumo no es equitativo entre modos, siendo el transporte por carretera el que acapara
el 81,5 % del consumo total. Del resto de modos so´lo el transporte ae´reo tiene un consumo
representativo que corresponde a un 14,4 % del mismo.
El consumo energe´tico del transporte ha aumentado desde los 330 millones
de toe en el an˜o 1998 hasta los 374 millones de toe del an˜o 2008, lo que supone un
incremento anual del 1,3 % aproximadamente. Sin embargo, esta tasa de crecimiento es
considerablemente inferior a la tasa de crecimiento del mercando del transporte, que
segu´ıa una tendencia del 2,6 %. Este crecimiento no igualitario se debe en gran medida
a dos factores: el desarrollo de un marco legal y a los avances tecnolo´gicos.
En el caso de las emisiones de gases contaminantes, el nu´mero de millones de
toneladas de equivalentes de CO2 emitidas a la atmo´sfera ha pasado de 5.567 en el an˜o
1990 a 4.940 en el an˜o 2008; lo que ha supuesto una reduccio´n del 11,2 %. Sin embargo,
en el caso del transporte ha incrementado sus emisiones de las 778 toneladas a las 992
toneladas, siendo la u´nica fuente que ha incrementado su valor en este periodo en lugar
de reducirlo. Del total de emisiones el transporte por carretera ha acaparado el 93,1 %.
A pesar de todo, la tasa de crecimiento de las emisiones provocadas por el transporte
ha sido inferior que la del mercado del transporte en s´ı.
Existen otra serie de factores medioambientales, de las que no se ha hablado
en profundidad pero que merecen la pena ser mencionadas: el ruido, que tiene efectos
negativos sobre la salud humana y repercute en el precio del suelo; los efectos sobre el
paisaje, con costes de reparacio´n de dan˜os; los efectos urbanos o las emisiones prove-
nientes de la de produccio´n y mantenimiento de infraestructuras y veh´ıculos, o de la
produccio´n de energ´ıa para el transporte ferroviario.
2.4. Pol´ıticas Europeas de Transporte
La pol´ıtica de transportes es una de las principales preocupaciones de la Unio´n
Europea. Desde la entrada en vigor del Tratado de Roma en 1958, esta pol´ıtica se ha
centrado en el objetivo de eliminar los obsta´culos en las fronteras entre los Estados
miembros para contribuir a la libre circulacio´n de las personas y de los bienes. En estos
primeros andares de la Unio´n la pol´ıtica comu´n de transportes estaba orientada en
el transporte terrestre y mar´ıtimo. No ser´ıa hasta los an˜os 70, cuando la pol´ıtica de
transportes se amplio al transporte ae´reo.
6Tonne of oil equivalent: se trata de una unidad de equivalencia estandarizada definida sobre la base
de una tonelada de petro´leo con un poder calor´ıfico global de 41.868 KJ/Kg
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En el an˜o 1992, el Tratado de Maastricht recogio´ nuevos objetivos en la pol´ıtica
de transportes que iban ma´s alla´ de la simple pol´ıtica de movilidad. Entre los nuevos
objetivos cabe destacar la preocupacio´n por temas relacionados con la seguridad en el
transporte y la proteccio´n del medio ambiente. Adema´s, en dicho tratado aparec´ıo por
primera vez el te´rmino de Red Transeuropea (ver ep´ıgrafe 2.5), el cual sera´ vital en
el posterior desarrollo de la UE. Siguiendo esta linea, el Libro Blanco “Crecimiento,
competitividad, empleo - Retos y pistas para entrar en el siglo XXI” (Commission of the
European Communities, 1993), hizo hincapie´ en la apertura del mercado del transporte
y en la importancia de las redes transeuropeas.
En este contexto, la Comisio´n Europea adopto´ el 12 de septiembre de 2001
un nuevo Libro Blanco, espec´ıfico del Transporte, bajo el t´ıtulo “La pol´ıtica europea
de transportes de cara al 2010: la hora de la verdad” (Commission of the European
Communities, 2001), donde recoge las iniciativas y propuestas legislativas que preve´ıa
adoptar para desarrollar la pol´ıtica comu´n de transportes durante el periodo 2000-2010.
Los tres mensajes principales de dicho libro eran:
La necesidad de un equilibrio de los diferentes modos de transporte para garantizar
la movilidad de una Europa ampliada.
La necesidad de luchar contra la congestio´n y los efectos medioambientales.
La necesidad de orientar la pol´ıtica de transportes a los ciudadanos, que exigen
ma´s seguridad, ma´s calidad y ma´s proteccio´n en sus desplazamientos.
El objetivo de dicho Libro Blanco era establecer las medidas necesarias para
orientar Europa hacia una movilidad sostenible, exponiendo los instrumentos pol´ıticos
y legislativos para conseguirla. El documento se compone de un programa de accio´n con
medidas escalonadas que tendr´ıan que adoptarse antes del 2010 e incluye 60 medidas
concretas con cuya aplicacio´n se conseguir´ıa separar el crecimiento de la movilidad y el
crecimiento econo´mico de los efectos perjudiciales de estos, sin tener que restringir la
movilidad de las personas y de los bienes. Las medidas propuestas pueden agruparse en
los siguientes temas:
1. Revitalizacio´n del ferrocarril.
2. Promocio´n del transporte mar´ıtimo (Short Sea Shipping) y de las v´ıas navegables
interiores, creando verdaderas autopistas del mar.
3. Hacer realidad la intermodalidad.
4. Mejorar la calidad del sector del transporte por carretera.
5. Mejorar la seguridad del transporte por carretera.
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6. Revisio´n de la red transeuropea de transporte (Transeuropean transport network).
7. Equilibrar el crecimiento del transporte ae´reo y preservacio´n del medio ambiente.
8. Decidir una pol´ıtica de tarificacio´n eficaz de los transportes.
9. Reconocimiento de los derechos y deberes de los usuarios.
10. Desarrollar un transporte urbano de calidad.
11. Poner la investigacio´n y la tecnolog´ıa al servicio de un transporte sostenible y
eficaz.
12. Control de los efectos de la globalizacio´n del transporte.
13. Desarrollar los objetivos medioambientales a medio y largo plazo para un sistema
de transporte sostenible.
En un comunicado de la Comisio´n al Consejo y al Parlamento Europeo (Com-
mission of the European Communities, 2006a), se realiza una revisio´n intermedia del
Libro Blanco sobre la pol´ıtica de transportes y se redefinen los nuevos pilares para la
pol´ıtica de transporte: la movilidad, la proteccio´n del medio ambiente, la innovacio´n y
la actuacio´n a escala internacional. Este comunicado deja de manifiesto que las medi-
das contempladas por la comisio´n en el an˜o 2001 hab´ıan logrado muchos avances, pero
sin embargo, no hab´ıan bastado para alcanzar los objetivos iniciales, por lo que ser´ıa
necesario un abanico ma´s amplio y flexible de instrumentos de accio´n.
Debido a esto se publica un nuevo Libro Blanco sobre el transporte “Hoja
de ruta hacia un espacio u´nico europeo de transporte: por una pol´ıtica de transportes
competitiva y sostenible” (Commission of the European Communities, 2011) cuyos ideas
van dirigidas a un Espacio Europeo U´nico de Transporte que facilite los movimientos
de los ciudadanos y del transporte de mercanc´ıas, apoya´ndose en un desarrollo de las
infraestructuras y de las nuevas tecnolog´ıas, a la vez se hace un especial llamamiento
a la necesidad de la reduccio´n de la dependencia del petro´leo y la disminucio´n de las
emisiones de gases de efectos invernadero.
La pol´ıtica de transporte es un pilar fundamental en el fortalecimiento de la
cohesio´n econo´mica y social de la UE. Contribuye a reducir las disparidades regionales,
mejorando el acceso a las regiones insulares y perife´ricas. El objetivo de la actual pol´ıtica
de transportes es garantizar la movilidad de las personas y mercanc´ıas en el mercado
europeo y con terceros pa´ıses, as´ı como aprovechar al ma´ximo los dispositivos te´cnicos
y de organizacio´n para facilitar el transporte de personas y de mercanc´ıas, respetando
el medio ambiente. Estos objetivos tienen que conseguirse mediante la mejora de la
seguridad, la reduccio´n de ruidos y contaminacio´n y la promocio´n de la proteccio´n del
medio ambiente. Los temas prioritarios en la actual pol´ıtica de transportes son:
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Las redes transeuropeas.
La Europa del ferrocarril.
El transporte mar´ıtimo de la UE.




Seguridad en el transporte.
Sistemas de transporte inteligente, principalmente el proyecto GALILEO.
2.5. Las Redes Transeuropeas de Transporte
Fue en el Tratado de Maastricht, 1992, donde se introduce por primera vez el
concepto de red transeuropea. Estas han sido definidas en relacio´n a las infraestructu-
ras del transporte, de las telecomunicaciones y de la energ´ıa. En el caso particular de
la red transeuropea de transporte (RTE-T), esta esta´ compuesta por infraestructuras
(carreteras, v´ıas fe´rreas y navegables, puertos, aeropuertos, medios de navegacio´n, pla-
taformas intermodales, canalizaciones de productos, etc. . . ) y por los servicios necesarios
para el funcionamiento de esas infraestructuras. Un resumen de las diferentes redes de
transporte es mostrado en la Tabla 2.4.
De acuerdo con la Commission of the European Communities (1993), las redes
transeuropeas constituyen un elemento esencial para reforzar el mercado interior y el
crecimiento econo´mico, as´ı como la cohesio´n econo´mica y social de la UE. Es propo´sito
de las RTE-T facilitar la movilidad entre los diferentes Estados, as´ı como la interopera-
tividad de los diferentes modos de transporte, ofreciendo los servicios necesarios tanto
para viajeros como para mercanc´ıas.
El Consejo Europeo de Essen, 1994, aprobo´ los proyectos prioritarios de las
redes transeuropeas que pod´ıan recibir financiacio´n comunitaria y que deb´ıan empezar
antes del an˜o 2010. La mayor´ıa de catorce proyectos prioritarios que fueron definidos en
el a´mbito del transporte ten´ıan relacio´n con la integracio´n de los distintos modos, con la
interoperatividad y con la creacio´n de una red europea de ferrocarriles de alta velocidad.
Esto quedo reflejado en la Decisio´n no1692/96/EC del parlamento y del Consejo Europeo,
de 23 de julio de 1996, sobre las orientaciones comunitarias para el desarrollo de la red
transeuropea de transporte.
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Tabla 2.4: Redes Transeuropeas de Transporte
RTE Descripcio´n
Carretera Compuesta por autopistas y carreteras de alta calidad.
Ferroviaria Compuesta por la red de alta velocidad y por las l´ıneas convencio-
nales, as´ı como por las infraestructuras necesarias para facilitar la
interoperatividad del ferrocarril con otros modos.
Vı´as Navegables Compuesta por r´ıos, canales, y por las conexiones existentes entre
ellos, as´ı como por los puertos y las infraestructuras portuarias. Los
puertos constituyen la interconexio´n entre el transporte mar´ıtimo
y los dema´s modos de transporte.
Aeroportuaria Compuesta por los aeropuertos de intere´s comu´n situados en el
territorio comunitario y abiertos a la circulacio´n ae´rea comercial.
Combinado Formada por v´ıas navegables y ferroviarias con eventuales rutas
viarias iniciales o terminales. Incluye, adema´s, instalaciones de
transbordo entre las distintas redes.
El Libro Blanco para el transporte (Commission of the European Communities,
2001) propone la revisio´n de la Decisio´n no1692/96/EC, debido principalmente a los
retrasos experimentados en algunos proyectos de la “Lista de Essen”7, a la congestio´n
de algunos ejes concretos de la RTE-T y sus consecuencias para la contaminacio´n.
Fue en el an˜o 2004 cuando en la Decisio´n n◦ 884/2004/CE del Parlamento Eu-
ropeo y del Consejo, de 29 de abril de 2004, se modifica la Decisio´n no1692/96/EC. Esta
decisio´n tiene en cuenta las recomendaciones que el Sr. Kare Van Miert, perteneciente
al Grupo de Alto Nivel de la RTE-T, puso a disposicio´n de la Comisio´n Europea en
el an˜o 2003. Se establecio´ una nueva lista de 30 ejes prioritarios (Ver Figura 2.8) que
debera´n iniciarse antes del an˜o 2020, con un coste previsto total de 225.000 millones de
euros, con el fin de acelerar la realizacio´n de los tramos fronterizos. Esta lista integra
plenamente la dimensio´n de la nueva ampliacio´n y su objetivo es establecer esquemas
de movilidad ma´s sostenibles, concentrando las inversiones en el transporte ferroviario
y en las v´ıas navegables.
Entre los 30 ejes prioritarios de la RTE-T se encuentran las autopistas del mar,
gran asignatura pendiente de la pol´ıtica europea de transportes, las cuales constituyen
itinerarios alternativos que deber´ıan contribuir a la reduccio´n de los cuellos de botella
terrestres. Se invita a los Estados miembros a crear conjuntamente enlaces mar´ıtimos
transnacionales mediante concurso (Commission of the European Communities, 2006b).
Parte del dinero destinado al desarrollo de estos ejes prioritarios, ira´ destinado
7Nombre con los que se conoce a los catorce proyectos prioritarios definidos en dicho consejo
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Figura 2.8: Proyectos prioritarios de la RTE-T
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al desarrollo de sistemas de gestio´n del tra´fico (Traffic Management Systems, TMS).
Estos sistemas plantean el uso de las TICs en el sector del transporte; a trave´s de los
TMS el transporte puede hacerse ma´s seguro, barato, limpio y fiable. Actualmente se
esta´n financiando proyectos relacionados con:
Intelligent Transport Systems - (ITS)
GALILEO - European global navigation satellite system (GNSS)
European Rail Traffic Management System (ERTMS)
Single European Sky ATM Research (SESAR)
River Information Services (RIS)
En el an˜o 2009, la Comisio´n Europea a trave´s del Libro Verde “RTE-T: Revi-
sio´n de la pol´ıtica - Hacia una red Transeuropea de transporte mejor integrada al servicio
de la pol´ıtica comu´n de transportes” (Commission of the European Communities, 2009)
establecio´ un proceso general de revisio´n de las directrices de dicha pol´ıtica. Esta nece-
sidad de revisio´n ten´ıa como punto de partida la escasa relevancia con que esta pol´ıtica
era percibida por los ciudadanos europeos. En el Libro Verde se resumen las reflexiones
de la Comisio´n Europea e invita a aportar contribuciones, antes de presentar posibles
propuestas legislativas y de otro tipo.
Para este proceso de revisio´n se constituyeron seis grupos de expertos, los cuales
redactaron un informe (European Commission, 2010c). A esto se le an˜adio´ ma´s de 300
respuestas que distintas entidades formularon sobre los planteamientos del Libro Verde
(European Commission, 2010b), las cuales fueron presentadas en junio de 2010, durante
las jornadas TEN-T Days celebradas en Zaragoza con motivo de la presidencia de turno
espan˜ola de la UE.
Basa´ndose en European Commission (2010c) y European Commission (2010b)
la Comisio´n Europea tomo´ la Decisio´n no 661/2010/UE del Parlamento Europeo y del
Consejo, de 7 de julio de 2010, sobre las orientaciones de la Unio´n para el desarrollo de
la red transeuropea de transporte. En la actualidad la RTE-T ya transporta la mitad
de las mercanc´ıas y personas de la UE.
2.5.1. Las Redes de Transporte Nacional
Desde mediados de los an˜os 80 hasta hace pocos an˜os Espan˜a realizo´, ayudada
por los fondos europeos, un esfuerzo considerable en superar las carencias que presentaba
en infraestructuras de transporte. En dicha e´poca se situo´, junto con Alemania, en el
primer puesto en la Unio´n Europea en cuanto al porcentaje del PIB dedicado a la
inversio´n en infraestructuras de transporte. Desde el umbral del 0,5-0,6 % del PIB de
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mediados de los ochenta se llego´ a valores en torno al 1,7-1,8 % del PIB en los an˜os
previos a la crisis, con oscilaciones fuertemente vinculadas al ciclo econo´mico. De esta
manera las inversiones en infraestructuras de transporte en Espan˜a duplicaban la media
de la Unio´n Europea (entre el 1,0 y 0,85 % del PIB), hecho que ha permitido a Espan˜a
contar actualmente con una notable, aunque mejorable, red de transportes.
La actual red de carreteras espan˜olas (Ver Figura 2.9) cuenta con un total
de 165.787 km8; de los cuales 15.965 km pertenecen a v´ıas de gran capacidad como
autopistas, autov´ıas y v´ıas de doble calzada; 11.240 km pertenecen a la Red de Carreteras
del Estado y 3.642 km a las Comunidades Auto´nomas. La red estructurante de carreteras
del territorio peninsular esta´ constituida por 25.733 km totales de la Red de Carreteras
del Estado y por 3.642 km ma´s pertenecientes a la red de autov´ıas y autopistas de las
Comunidades Auto´nomas.
Dicha red presenta varias caracter´ısticas que es interesante destacar: el cara´cter
acusadamente radial, aunque se ha iniciado el mallado de la red; en de´ficit de accesi-
bilidad a algunas partes del territorio, que es necesario corregir; y la obsolescencia e
inadecuacio´n a para´metros de seguridad de partes significativas de la red.
La red ferroviaria de intere´s del Estado en servicio (Ver Figuras 2.10 y 2.11)
tiene una longitud de 15.214 kilo´metros (13.945 gestionados por ADIF), de los que ma´s
de 2.099 kilo´metros corresponden a l´ıneas de alta velocidad de ancho internacional UIC.
Espan˜a es el segundo pa´ıs del mundo en cuanto a kilo´metros de alta velocidad, con
2.849 kilo´metros9 en servicio; y es el l´ıder europeo en l´ıneas equipadas con el sistema
automa´tico de proteccio´n ERTMS, operando en 1.712 kilo´metros. La red doble electri-
ficada se encuentra extendida por ma´s de 5.000 kilo´metros, mientras que son ma´s de
6.000 kilo´metros los servicios prestados sobre una red u´nica y sin electrificar.
Algunos de los elementos ma´s relevantes de la situacio´n actual de la red son:
las notables diferencias de niveles de dotacio´n, en te´rminos de calidad y seguridad, entre
las l´ıneas de la red; la existencia de tramos y l´ıneas con tra´fico de´bil; las dificultades de
integracio´n de la red en el marco internacional, siendo la diferencia de ancho de v´ıa uno
de los principales motivos, aunque no el u´nico; y el importante desarrollo experimentado
por las redes y servicios de cercan´ıas en las grandes a´reas urbanas.
El sistema portuario espan˜ol (Ver Figura 2.12) de titularidad estatal esta´ in-
tegrado por 46 puertos de intere´s general, gestionados por 28 Autoridades Portuarias,
cuya coordinacio´n y control de eficiencia corresponde al Organismo Pu´blico Puertos del
Estado. El sistema portuario de Espan˜a, que es el pa´ıs de la UE con mayor longitud de
costa (8.000 km), constituye la principal v´ıa de entrada y salida de las mercanc´ıas que
nuestro pa´ıs importa o exporta, por ellos pasan el cerca del 60 % de las exportaciones
8Datos del an˜o 2010
9Incluye l´ıneas de la red convencional que cumplen las condiciones del apartado 4 del art´ıculo 3 del
Reglamento del Sector Ferroviario.
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y el 85 % de las importaciones, lo que representa el 53 % del comercio exterior espan˜ol
con la Unio´n Europea y el 96 % con terceros pa´ıses.
Es importante sen˜alar que ma´s que la capacidad de las infraestructuras mar´ıti-
mas, los principales condicionantes para el desarrollo de la actividad portuaria son: la
necesidad de adaptar sus instalaciones y servicios a las circunstancias cambiantes de la
demanda; y la dotacio´n de accesos terrestres por carretera y ferrocarril, que permitan la
interconexio´n de las diferentes redes.
Los aeropuertos de intere´s general (Ver Figura 2.13), gestionados por Aero-
puertos Espan˜oles y Navegacio´n Ae´rea (AENA), son 47, siendo 6 ma´s los aeropuertos
de gestio´n privada; sin embargo, la actividad se concentra en un corto nu´mero de aero-
puertos.
Aunque la red de transportes espan˜olas es bastante extensa, presenta sus caren-
cias, y prueba de ello es que cuatro de los los 30 ejes prioritarios de la RTE-T esta´ ı´nti-
mamente relacionados con Espan˜a (sin considerar las autopistas del mar, relacionadas
con todos los pa´ıses costeros):
Eje ferroviario de alta velocidad del sureste de Europa: El proyecto com-
prende la construccio´n de una l´ınea que una Madrid con Dax v´ıa Vitoria donde
conectara´ con la red ferroviaria francesa. El ramal mediterra´neo discurre entre Ma-
drid, v´ıa Zaragoza y Barcelona, hasta Perpignan con una posible extensio´n hasta
Nimes donde conectar´ıa con la red mediterra´nea francesa de alta velocidad. Con
estos proyectos Espan˜a quedar´ıa conectada la red ferroviaria europea a trave´s de
la l´ınea ferroviaria francesa.
Eje ferroviario de mercanc´ıas Sines-Madrid-Par´ıs: comprende la creacio´n
de una l´ınea ferroviaria de alta capacidad a trave´s de los Pirineos que conectara´ las
redes espan˜ola y francesa. Esta nueva l´ınea estara´ destinada al transporte de mer-
canc´ıas e incluira´ la construccio´n de un tu´nel de larga distancia. En la actualidad
esta´n en estudio distintos proyectos con origen en Zaragoza.
Eje multimodal Portugal/Espan˜a con el resto de Europa: persigue el re-
fuerzo de tres importantes corredores multimodales que conectara´n Espan˜a con
Portugal, adema´s de conectar a ambos con el resto de Europa e incluye la mejora
de las rutas a trave´s de la frontera hispano-portuguesa, uniendo ciudades como
Sevilla o Vigo con los principales puertos, aeropuertos y centros urbanos de Por-
tugal.
Interoperatividad de la red ferroviaria de alta velocidad de la pen´ınsula
ibe´rica.
Actualmente, debido a la crisis econo´mica que sufre Espan˜a, el ritmo de inver-
sio´n y de desarrollo de infraestructuras de transporte es mucho menor que el experi-
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mentado en las u´ltimas de´cadas. En muchos ocasiones han llegado a pararse o aplazarse
temporalmente proyectos que iban a comenzar o estaban en desarrollo. Por ese motivo
es fundamental las conexiones que la UE considere parte de la red ba´sica de la RTE-T,
dado que sera´n cofinanciadas por las arcas comunitarias. Espan˜a llevo´ a Bruselas en
el an˜o 2011 cinco ejes ferroviarios para el transporte de mercanc´ıas, siendo los cinco
declarados de intere´s por la Unio´n Europea aunque la comisio´n declaro´ prioritarios el
corredor mediterra´neo y el eje atla´ntico.
El corredor mediterra´neo se convertira´ en la puerta de las mercanc´ıas asia´ticas
para toda la Unio´n Europea; estas llegan al Mediterra´neo por el canal de Suez pero
hasta ahora, debido a las malas comunicaciones de los puertos espan˜oles, en su mayor´ıa
segu´ıan su camino por el estrecho de Gibraltar y se iban hacia los puertos del norte de
Europa. El atla´ntico sera´ la salida de Portugal a Francia.
El 15 de Febrero de 2012, la ministra de Fomento presento´ una nueva propuesta
de desarrollo de la RTE-T en Espan˜a siendo la misma la presentada en las Figuras 2.9,
2.10, 2.11, 2.12, 2.13 y 2.14.
CARRETERAS
Figura 2.9: Red de carreteras espan˜olas (Actual y propuesta)
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Figura 2.10: Red ferroviaria de viajeros en Espan˜a (actual y propuesta)
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Figura 2.11: Red ferroviaria de mercanc´ıas en Espan˜a(actual y propuesta)
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Figura 2.12: Red de puertos del Estado
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Figura 2.13: Red aeroportuaria espan˜ola
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Figura 2.14: Red de plataformas multimodales
2.6. Planes y Programas del Transporte en Europa
Como se ha podido comprobar con anterioridad, el transporte de mercanc´ıas es
un pilar fundamental de las distintas pol´ıticas europeas, nacionales y autono´micas; todo
el conjunto de las administraciones coincide en la necesidad de un cambio de rumbo
hacia transportes ma´s sostenibles. Toda esta preocupacio´n por el medio ambiente, la
congestio´n y la seguridad se esta´ traduciendo en una enorme cantidad de inversiones
que se esta´n realizando tanto en infraestructuras de transporte como en I+D+i, aunque
en los u´ltimos an˜os haya existido un paro´n importante. La UE cuenta con una serie de
programas de financiacio´n para la consecucio´n de los objetivos marcados por la pol´ıtica
europea de transportes.
El programa Marco Polo (que ya va por su segunda fase: Marco Polo II) es
consecuencia de la necesidad de conseguir acabar con la congestio´n que actualmente
caracteriza alguno de los modos y ejes de transporte de la RTE-T. En este sentido, la
finalidad de este programa es el fomento decidido de los proyectos de transferencia entre
modos, a todos los niveles de mercado del transporte de mercanc´ıas. De la misma manera,
Marco Polo estara´ en disposicio´n de financiar y apoyar todos aquellos proyectos que
apuesten por la intermodalidad incluso en el marco geogra´fico de los Estados Candidatos
a la integracio´n.
Marco Polo va dirigido a la promocio´n de servicios comerciales en el a´mbito
del mercado de transporte de mercanc´ıas. Lo que centrara´ la principal atencio´n en el
programa no son las investigaciones y el desarrollo, ni siquiera las medidas en materia
30 Cap´ıtulo 2 Antecedentes del transporte de mercanc´ıas
de infraestructuras, sino el fomento decidido de un paquete de servicios comerciales de
cara al mercado del transporte.
Otro programa comunitario es el programa Marco, dirigido a la I+D, que en la
actualidad se encuentra en su se´ptima edicio´n. Uno de los principales objetivos del Se´pti-
mo Programa Marco es conseguir que Europa se convierta en el primer polo cient´ıfico y
tecnolo´gico del mundo. Es con este fin con el que el Programa Espec´ıfico de Cooperacio´n
viene a apoyar la cooperacio´n entre universidades, industrias, centros de investigacio´n y
poderes pu´blicos tanto dentro de la Unio´n Europea (UE) como con el resto del mundo.
El Programa Espec´ıfico presenta nueve temas que corresponden a los grandes
campos del conocimiento y de la tecnolog´ıa donde es preciso impulsar la cooperacio´n
transnacional para poder hacer frente a los retos actuales en los a´mbitos social, econo´mi-
co, medioambiental o industrial. Uno de estos temas se corresponde con el transporte.
En materia de transportes, el objetivo primordial es crear estructuras que sean no so´lo
ma´s competitivas, sino tambie´n ma´s seguras y ma´s ecolo´gicas.
Con el enfoque que da a este tema el Programa, la prioridad sera´ elaborar y
aplicar nuevas pol´ıticas que pongan los avances tecnolo´gicos al servicio de unos trans-
portes europeos sostenibles. Para ello, el sistema europeo de navegacio´n mundial por
sate´lite, que engloba a Galileo y EGNOS, ofrece numerosas posibilidades que debera´n
aprovecharse.
Otra de las iniciativas comunitarias favorecedoras del transporte es el programa
Interreg, actualmente Interreg IV, relativa a la cooperacio´n transeuropea destinada a
favorecer un desarrollo armonioso y equilibrado del territorio europeo. Este Programa
se ha estructurado en cinco ejes prioritarios, siendo uno de ellos el Desarrollo de los
transportes y comunicaciones, sociedad de la informacio´n e I+D.
El Fondo Europeo de Desarrollo Regional (FEDER), destinado a reducir las
diferencias existentes entre los niveles de desarrollo de las regiones europeas, considera
al transporte como un a´mbito de aplicacio´n de sus objetivos de Convergencia
2.6.1. Planes nacionales
A nivel Estatal dos son los planes que tienen grandes orientaciones a la mejora
de la intermodalidad en el transporte de mercanc´ıas: PEIT y PETRA.
El Plan Estrate´gico de Infraestructuras y Transporte (PEIT), aprobado por
Acuerdo del Consejo de Ministros de 15 de julio de 2005, constituye un conjunto de me-
didas y actuaciones orientadas a lograr un sistema de transportes ma´s integrado, seguro,
eficiente y respetuoso con el entorno. El Plan define las directrices ba´sicas de la actua-
cio´n en infraestructuras y transporte de competencia estatal con un horizonte a medio
y largo plazo (2005-2020). El Plan esta´ inspirado en la preocupacio´n por el desarrollo
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sostenible, y por una gran sensibilidad de cara´cter medioambiental. Los modos ma´s po-
tenciados por el PEIT son precisamente los que ma´s contribuyen a la sostenibilidad del
transporte, ejemplo el transporte ferroviario.
Las actuaciones ferroviarias concentran ma´s del 48 % de las inversiones totales
del plan. La potenciacio´n del ferrocarril se inscribe en el marco de la implantacio´n de
un sistema intermodal integrado de transporte, tanto de mercanc´ıas como de viajeros,
en el que los restantes modos tambie´n desempen˜an un papel fundamental. Por ello, las
inversiones en los modos de transporte por carretera, mar´ıtimo y ae´reo se mantienen en
los niveles apropiados para dar satisfaccio´n, en condiciones de calidad y seguridad, a los
aumentos esperados de demanda, muy importantes en algunos casos, y para contribuir
proporcionadamente al cumplimiento de los objetivos globales del Plan.
El desarrollo ido´neo del transporte intermodal de mercanc´ıas necesita no so´lo
de unas infraestructuras suficientes en cada uno de los modos concurrentes, sino que
adema´s impone unas exigencias propias a las infraestructuras y requiere de plataformas
espec´ıficas donde se realice el intercambio modal. Asimismo, requiere unos servicios
espec´ıficos de operadores de la red intermodal y de manipulacio´n de estas cargas. Este
Plan Intermodal del Transporte de Mercanc´ıas se encuentra integrado dentro del PEIT,
y contempla simulta´neamente:
Las actuaciones infraestructurales: nodos y corredores.
El marco de prestacio´n de los servicios
El otro gran plan nacional, el Plan Estrate´gico para el Transporte de Mercanc´ıas
por carretera (PETRA) contempla un amplio abanico de medidas cuyo objetivo final es
la modernizacio´n y la consecucio´n de una mayor eficiencia de las empresas de transporte
por carretera.
Entre las principales l´ıneas de actuacio´n que contempla PETRA se encuentran:
infraestructuras e intermodalidad. El desarrollo de redes de transporte que respondan
a las necesidades de movilidad de mercanc´ıas de una manera integral, facilitando la
interconexio´n entre cada uno de los modos de transporte, es uno de los elementos clave
en el desarrollo del sector.
2.7. Resultados de intere´s para el desarrollo de la tesis
En este cap´ıtulo se ha presentado una visio´n general de la evolucio´n del trans-
porte en Europa y se han identificado los problemas actuales a los que se enfrenta el
mismo debido al ra´pido crecimiento que ha experimentado.
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Las problema´ticas expuestas suponen un reto para el conjunto de las institucio-
nes europeas, tanto pu´blicas como privadas, por lo que se han enumerado las pol´ıticas
que vienen desarrolla´ndose en materia de transporte, as´ı como los planes y programas
que sustentan a las mismas econo´micamente.
El transporte necesita un cambio de rumbo, comprender cua´les son los proble-
mas reales a los que se enfrenta y que´ lineas de accio´n se esta´n financiando es vital para
poder dirigir los esfuerzos de una manera eficiente.
Capı´tulo3
La Intermodalidad como alternativa
En el cap´ıtulo anteriores, se ha analizado los antecedentes y la situacio´n del
transporte en la Unio´n Europea y en Espan˜a; mostra´ndose lo vital que es el sector en
el d´ıa a d´ıa de todos los ciudadanos. Sin embargo, los datos reflejan que su situacio´n es
insostenible, ya que presenta unos elevados indices de costes externos.
En el caso particular del transporte de mercanc´ıas, las consecuencias ma´s evi-
dentes son los ruidos, la polucio´n, el elevado consumo de combustible, la accidentalidad
y la congestio´n de las carreteras; debido principalmente al reparto desigual entre los
distintos modos de transporte.
Desde la UE se buscan alternativas, transportes ma´s sostenibles que pudieran
ayudar a paliar los efectos perjudiciales que el transporte por carretera conlleva. La pre-
gunta a plantearse ser´ıa: ¿existen alternativas al transporte por carretera?, ¿es posible
reducir la congestio´n y las emisiones atmosfe´ricas de CO2? Ya desde el Libro Blanco de
la Unio´n Europea sobre pol´ıtica de transporte (Commission of the European Communi-
ties, 2001) se sen˜alo´ a la intermodalidad como alternativa al transporte por carretera y
solucio´n a los problemas que este trae ligados. Sus posteriores revisiones y las pol´ıticas
particulares de los distintos estados miembros han seguido sen˜alando a la intermodalidad
como el elemento necesario para un cambio de paradigma en el transporte.
En el presente cap´ıtulo se definira´ el concepto de transporte intermodal, ex-
plica´ndose las diferentes formas y posibles variantes de llevarlo a cabo. Adema´s, se
enumerara´n los diferentes actores que aparecen en la cadena log´ıstica intermodal, resu-
mie´ndose las diferentes partes de la misma y el flujo de informacio´n necesario. Por u´ltimo
se enumerara´n los motivos por los que se sen˜ala a la intermodalidad como la alternativa
al transporte unimodal.
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3.1. Definicio´n de transporte Intermodal de mercanc´ıas
El transporte de mercanc´ıas aparece por la necesidad de mover bienes desde
un punto de origen, donde se recoge la mercanc´ıa, hasta otro punto designado para la
entrega de la misma, al cual se llamara´ destino. Cuando el transporte es llevado a cabo
por un solo modo de transporte se habla de transporte unimodal. Se entendera´ como
modo de transporte al conjunto de te´cnicas de transporte que utilizan v´ıas de transporte
de la misma naturaleza1, por tanto, en la actualidad se pueden considerar los siguientes
modos: navegacio´n mar´ıtima y fluvial, transporte ae´reo, carretera y ferrocarril, adema´s
de las tuber´ıas. La Figura 3.1 muestra un ejemplo de transporte unimodal llevado a cabo
por un camio´n entre los puntos A y B.
!" #"
Figura 3.1: Esquema del transporte unimodal de mercanc´ıas
Cuando el transporte es llevado a cabo por varios modos de transporte a lo
largo de su recorrido se comenzara´ a hablar de transporte multimodal o intermodal.
En la bibliograf´ıa revisada existen muchas definiciones de Transporte Intermodal de
Mercanc´ıas (TIM); un resumen de algunas de ellas se muestran en la Tabla 3.1.
Tabla 3.1: Definiciones de transporte intermodal
Autor Definicio´n
Jones et al. (2000) Env´ıo de mercanc´ıas y el movimiento de personas envueltas
en ma´s de un modo de transporte durante un viaje simple
y sin fisuras.
Southworth y Peterson (2000) Transporte en el que dos o ma´s modos son unidos de princi-
pio a fin con el objetivo de transportar mercanc´ıas o personas
de un punto de origen a un punto de destino.
Van˜Duin y van Ham (1998) Movimiento de bienes en una misma unidad de carga o
veh´ıculo, que usa sucesivamente varios modos de transporte
sin manejo de los bienes en los cambios de modos.
Min (1991) Movimiento de productos desde el origen al destino usando
la combinacio´n de varios modos de transporte tales como ai-
re, l´ıneas ocea´nicas, navegacio´n de interior, tren o carretera.
Nozick y Morlok (1997) Movimiento de camiones o contenedores sobre vagones de
tren, con transporte por carretera en los tramos finales.
A pesar de haber muchas ma´s definiciones de las mostradas en la Tabla 3.1,
esta seleccio´n es suficiente para remarcar la existencia de diferencias y matices en las
1Vı´as fe´rreas, carreteras, v´ıas fluviales, v´ıas mar´ıtimas, v´ıas ae´reas
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definiciones de los diferentes autores. En esta tesis se va a realizar una distincio´n en-
tre transporte multimodal y transporte intermodal. Como Transporte Multimodal de
Mercanc´ıas (TMM) se entendera´ el transporte de mercanc´ıas que hace uso de varios
modos de transporte, mientras que como Transporte Intermodal de Mercanc´ıas (TIM)
se tomara´ la definicio´n adoptada por la European Conference of Ministers of Transport
(1993), y por la European Commission (1997):
((Movimiento de bienes en una misma unidad de carga o veh´ıculo, que usa
sucesivamente varios modos de transporte sin manejo de los bienes en los
cambios de modos))
Esta definicio´n resalta las principales caracter´ısticas del TIM, que son:
El uso de sucesivos modos de transporte, normalmente compuesto por un tramo
inicial y/o final por carretera, y un tramo intermedio en el cual se hace uso de un
modo de transporte diferente: barco, avio´n, ferrocarril,. . .
La utilizacio´n de Unidades de Carga (UC) que permanecen inalteradas durante
todo el trayecto; es decir, no existe manipulacio´n de la mercanc´ıa en los cambios
de modo. Como UC se entiende un conjunto formado por la caja, medio mo´vil uti-
lizado para el soporte de la mercanc´ıa, y su contenido, la mercanc´ıa. Las unidades
de carga suelen ser contenedores, Swap Bodies2 y trailers.
La diferencia entre TMM y TIM radica principalmente en la consolidacio´n de
la carga. Aunque a priori pudiera parecer un detalle sin importancia, el hecho que la
carga este consolidada en UC puede influir enormemente en la competitividad del TIM
frente a otros modos de transporte. En los transbordos entre modos, donde se gasta una
parte importante del tiempo total del viaje, si la carga esta´ consolidada el transbordo
podra´ realizarse en menor tiempo y a menor coste, y por tanto aumentara´ la eficiencia to-
tal de la cadena de transporte. Adema´s, el menor consumo de tiempo en la transferencia
de la mercanc´ıa entre modos aumentara´ la velocidad percibida del transporte.
El transporte intermodal intenta aprovechar la sinergia entre los modos de
transporte involucrados. Por un lado, se usa un modo de transporte con gran flexibilidad,
usualmente la carretera, que llevara´ a cabo los trayectos inicial y final. La operativa de
recogida y entrega del contenedor entre terminal y clientes finales suele definirse como
remolcado, acarreo o drayage. Para el trayecto intermedio, line-haul, suelen usarse modos
que presenten una mayor economı´a de escala, por ejemplo el ferroviario o mar´ıtimo. Este
trayecto intermedio suele ser un porcentaje muy elevado de la distancia total recorrida
en el env´ıo.
2Unidad concebida para el transporte de mercanc´ıas y adaptada de forma o´ptima a la dimensio´n de
los veh´ıculos terrestres y equipada con dispositivos adecuados para el transbordo entre nodos
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Un esquema ba´sico del transporte intermodal es presentado en la Figura 3.2.
Aunque la infraestructura de carretera permita un env´ıo directo de mercanc´ıas entre el
cargador A y el destinatario B, el transporte carretera-ferrocarril permite otra alternativa
donde un contenedor, semirremolque o caja mo´vil sale del almace´n del remitente hacia
la estacio´n intermodal A’. En la estacio´n A’ la carga es transferida o transbordada,
sin manipulacio´n, a una plataforma ferroviaria. A partir de aqu´ı, se inicia el trayecto
ferroviario hasta una estacio´n B’, donde la carga pasa de un modo ferroviario a la




Figura 3.2: Esquema del transporte Intermodal de mercanc´ıas
Formas de transporte intermodal
El transporte intermodal es un concepto lo suficientemente amplio como para
recoger dentro del mismo diversas formas y variaciones. Terminolog´ıa ampliamente usada
de diferentes formas de transporte intermodal son por ejemplo:
El transporte intermodal carretera-ferrocarril o rail-road transport donde se com-
binan el transporte por carretera y el ferrocarril, existiendo una transferencia de
la unidad de carga entre ambos modos.
El ferroutage o piggyback traffic que designa el conjunto de te´cnicas que permiten
cargar camiones completos sobre un tren
El transporte intermodal mar´ıtimo donde la distancia principal es llevada a cabo
a trave´s de v´ıas fluviales, canales o el mar
El cabotaje, transporte mar´ıtimo de corta distancia o short sea shipping (SSS),
que designa el transporte de mercanc´ıas por mar entre puertos europeos y puertos
de pa´ıses riberen˜os de los mares cerrados que sirven de frontera a Europa.
El transporte intermodal ae´reo donde el trayecto principal de la cadena intermodal
es llevado a cabo en avio´n.
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3.2. La cadena log´ıstica del transporte intemodal
Todas las diferentes formas de TIM vistas con anterioridad, aunque difieren en
el modo de transporte que lleva a cabo el trayecto principal, suelen compartir la mayor
parte de la problema´tica log´ıstica asociada. Es importante por tanto conocer la cadena
log´ıstica del transporte intermodal (CLTI), que representa la secuencia de modos y nodos
de transporte que facilitan el movimiento de una carga desde su origen a su destino.
La log´ıstica del transporte intermodal debe asegurar en todo momento el env´ıo
de la mercanc´ıa. Para ello, los modos se conectan entre s´ı a trave´s de los nodos en tres
niveles ba´sicos:
Nivel f´ısico o infraestructural, por el cual se dota de capacidad a espacios, in-
fraestructuras e instalaciones para acoger distintos tipos de tra´ficos de material
mo´vil.
Nivel funcional, por el cual se compatibilizan servicios con sus propios costes,
tiempos, frecuencias y modelos de gestio´n y organizacio´n.
Nivel de conocimiento, por el cual se ordena, genera y difunde la informacio´n
asociada a la cadena y su entorno.
Cada uno de los eslabones de la CLTI, que abarcan tanto a los modos que llevan
a cabo los diferentes trayectos como a las transbordos entre modos, es responsabilidad
de uno o varias actores. Estas actores sera´n, por tanto, responsables del correcto funcio-
namiento de cada uno de los eslabones de la cadena y/o de la coordinacio´n de la cadena
entera.
A continuacio´n se mostrara´n los diferentes actores que aparecen en la CLTI,
para posteriormente realizar un breve resumen los procedimientos llevados a cabo cada
uno de los eslabones.
3.2.1. Actores de la cadena intermodal
Los diferentes trayectos que componen el transporte intermodal pueden ser
gestionados directamente por el cargador, contactando directamente con operadores y
organizando el transporte y las operaciones de almacenamiento. Sin embargo, en la
mayor´ıa de los casos estas operaciones requieren demasiado esfuerzo para pequen˜as y
medianas compan˜´ıas. Por tanto, la opcio´n preferida a veces es la subcontratacio´n a
diferentes actores que manejara´n el proceso entero.
Los diferentes actores que suelen tomar parte en el proceso intermodal son:
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Cargador (shipper): persona o compan˜´ıa que conf´ıa a terceros (agencia, transitorio,
operador de transportes, transportista) el “cuidado” de las mercanc´ıas hasta ser
entregadas al destinatario.
Mandante (principal): persona f´ısica o jur´ıdica que conf´ıa a un tercero la realizacio´n
de ciertas actuaciones.
Destinatario o consignatario (consignee): persona responsable de recoger la mer-
canc´ıa.
Transportista (carrier): compan˜´ıa o persona responsable del movimiento de mer-
canc´ıas, ya sea directamente o a trave´s de una tercera parte.
Subcontratista (subcontractor): tercera parte a la que el transportista ha encar-
gado la ejecucio´n del transporte, o un trayecto del mismo.
Armador (shipowner): propietario real del buque, el cual puede hacer uso del buque
para su propio beneficio o alquilarlo para un uso externo.
Fletador (chartering agent): persona f´ısica o jur´ıdica que alquila (fleta) un buque
para su explotacio´n, en la manera que estime conveniente. El fletador y el propie-
tario real del buque establecen los oportunos contratos que convierten al fletador
en el transportista efectivo ante los cargadores.
Agente mar´ıtimo o consignatario (shipping agency): responsable del armador o
del fletador del buque en el puerto. Realiza todas las gestiones necesarias para el
despacho documental frente a las autoridades locales, da atencio´n a la tripulacio´n y
al buque, y gestiona los suministros que se precisen. El consignatario, por cuenta del
armador, negocia, gestiona, liquida los fletes y gastos ocasionador por la mercanc´ıa
y firma los documentos de embarque (Bill of lading) de la mercanc´ıa de exportacio´n
y recibe los documentos canjeables por las mercanc´ıas descargadas de importacio´n.
Las responsabilidades del consignatario son limitadas en cuanto se refiere al in-
cumplimiento de sus representados, siempre y cuando actu´e con diligencia en su
gestio´n, mostrando la informacio´n y cuentas adecuadas. Tambie´n puede negociar
por cuenta del armador con empresas estibadoras las tarifas correspondientes a la
manipulacio´n de mercanc´ıas en el puerto y la carga/descarga del buque.
Estibador (stovedoring): empresa o persona que realiza las operaciones de manipu-
lacio´n de la mercanc´ıa en tierra. Se encarga de la carga y descarga de los buques.
Normalmente es contratada por los agentes del armador/fletador.
Transitario (forwarding agent): es el intermediario que toma las disposiciones nece-
sarias y/o proporciona servicios complementarios para el transporte de mercanc´ıas
y otros servicios en representacio´n del cargador. Coordina y organiza todas las ope-
raciones del transporte, tratando las mercanc´ıas como si fuera su duen˜o.
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El transitario establece contacto con todos los proveedores de servicios vinculados
a la actividad del transporte. Es tambie´n agente de aduanas. La intervencio´n del
transitario es bastante u´til en el caso de operaciones complejas. Se trata de un
especialista del transporte que realizara´ un control exhaustivo de la operativa
seguida y de los costes vinculados a la operacio´n
La imagen del transitario esta´ oficialmente regulada en la mayor´ıa de los pa´ıses. Sus
funciones esta´n claramente definidas en el comercio internacional y se agrupan en
la FIATA (Fe´de´ration Internationale des Asociatons de Transitaires et Assimile´s).
Agencia de Transportes (transport agency): intervienen en la contratacio´n del
transporte internacional realizando la gestio´n y contratacio´n del mismo. Pueden
desarrollar su actividad contratando los medios de transporte que necesiten, ya que
no disponer de veh´ıculos propios es condicio´n indispensable para efectuar esta ges-
tio´n. Actu´a como transportista frente al exportador/importador y como cargador
frente a los transportistas cuando contrata sus servicios.
Operador de transporte multimodal (multimodal transport operador). El trans-
porte multimodal ha dado paso a esta figura, que puede ser una persona f´ısica
o jur´ıdica, una compan˜´ıa naviera, un operador de ferrocarril o un transitario es-
pecializado que adquiere el compromiso frente al cargador o destinatario como
transportista principal y es el emisor del documento unificado de todos los me-
dios y modos de transporte utilizados y asume todas las responsabilidades de la
ejecucio´n del contrato.
Agente de Aduanas (customs agent): es la persona f´ısica o jur´ıdica facultada por
la direccio´n de aduanas para tramitar la documentacio´n necesaria en el despacho
de exportaciones e importacio´n de las mercanc´ıas as´ı como efectuar los pagos de
aranceles, impuestos, obtencio´n de licencias, certificados, frente a las autoridades
aduaneras por cuenta del usuario, exportador o importador.
3.2.2. Etapas de la cadena intermodal
Como ya se ha mencionado en varias ocasiones, la CLTI esta´ compuesta por
varios trayectos que sera´n llevados a cabos por diversos modos de transporte. La trans-
ferencia de mercanc´ıa entre trayectos sera´ efectuada en distintos tipos de terminales.
Toda esta cadena log´ıstica requiere de una enorme cantidad de pasos a efectuar por los
distintos actores involucrados, con el fin de asegurar el transporte. Una explicacio´n de
distintos eslabones de la cadena es mostrada a continuacio´n.
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3.2.2.1. Recepcio´n, verificacio´n y confirmacio´n del servicio de transporte
La cadena comienza en el departamento comercial de la empresa que vaya a
gestionar el env´ıo intermodal, donde tiene lugar el inicio de la relacio´n cliente-empresa
y todo lo que esto conlleva. La empresa de transporte, o el actor de la cadena que
corresponda, recibira´ una peticio´n de servicio de transporte.
Una vez han sido recogidos los datos sobre la peticio´n de servicio de transporte,
el jefe de tra´fico debera´ examinar la disponibilidad de llevar a cabo el mismo dependiendo
de las exigencias del cliente y de las condiciones negociadas del transporte. Al tratarse
de un transporte intermodal, el jefe de tra´fico tendra´ que coordinar los distintos medios
de transportes que van a participar en la secuencia intermodal hasta que el env´ıo llegue
al punto de destino. Por lo tanto, el jefe de tra´fico necesita confirmar la disponibilidad
de todos los medios que sean necesarios para la realizacio´n del transporte.
Si es posible realizar el transporte se confirma al cliente la aceptacio´n del servicio
y se contrata el mismo.
3.2.2.2. Proceso de contratacion e Incoterm
En el departamento comercial comienza el proceso de contratacio´n. El Contrato
de Transporte consiste en un acuerdo de voluntades entre un operador de transporte y
un usuario del servicio de transporte, por el cual el primero se compromete a transportar
la carga desde un determinado lugar de origen hasta el destino final que se le indique, a
cambio de un precio determinado o flete.
El contrato debe consignar:
Lugar y fecha de su celebracio´n.
Nombre y direccio´n del operador de transporte, del embarcador y del consignatario.
Lugar y fecha en que fue recibida la mercanc´ıa por el operador de transporte, y
lugar de destino donde debera´ ser entregada.
Descripcio´n de la carga (tipo, naturaleza, cantidad, volumen, peso bruto y neto,
embalaje, marcas especiales, tipo de unitarizacio´n y valor declarado de la mer-
canc´ıa).
Costes de transporte y movimiento de los intereses por demora en la entrega.
Instrucciones del embarcador al operador de transporte con relacio´n a la carga.
Lista de documentos entregados al operador de transporte.
Instrucciones y datos espec´ıficos de cada modo de transporte.
Obligaciones del comprador y vendedor, y transferencia de costes y riesgos.
Todos los contratos de transporte esta´n regidos por normas nacionales e interna-
cionales y se formalizan en documentos cuyo formato var´ıa segu´n el modo de transporte.
Cap´ıtulo 3 La Intermodalidad como alternativa 41
Dentro del proceso de contratacio´n tendra´n un papel clave los Incoterms, nor-
mas acerca de las condiciones de entrega de las mercanc´ıas. Los Incoterms son unos
te´rminos publicados por la Ca´mara de Comercio Internacional (CCI) que definen cua´les
son las condiciones de entrega de la mercanc´ıa en las operaciones de compraventa in-
ternacional. Son reglas de aceptacio´n voluntaria por cada una de las partes y pueden
ser incluidas en el contrato de compraventa internacional. Desde el 1 de enero de 2011,
esta´n en vigor los Incoterms 2010.
Mediante la utilizacio´n de los Incoterms, en caso de conflicto quedan claramente
establecido el l´ımite de responsabilidades y obligaciones de las partes que intervienen en
la operacio´n. Tienen como finalidad la delimitacio´n de:
Quie´n asume los diferentes gastos y costes que se generan en el env´ıo de la mer-
canc´ıa desde la fa´brica o almace´n del vendedor hasta las instalaciones del compra-
dor.
El lugar do´nde se produce la entrega, puesta o disposicio´n de la mercanc´ıa.
El responsable de los te´rminos administrativos y aduaneros de la operacio´n de
exportacio´n o importacio´n.
Quie´n debe aceptar el riesgo de deterioro o dan˜o del env´ıo y hasta que´ momento.
3.2.2.3. El acarreo terrestre
Una vez establecidos los te´rminos del contrato se solicitara´ al expedidor de la
mercanc´ıa, que puede coincidir con el cargador o no, la documentacio´n necesaria que
requiera de antemano cada modo que participe en la cadena intermodal.
En la mayor´ıa de los casos, el primero de los modos sera´ el acarreo terrestre,
que consistira´ en el traslado por parte del transportista de la mercanc´ıa desde el origen
a la terminal. De igual modo este modo de transporte tambie´n suele ser el u´ltimo, y
ocupara el transporte desde la terminal al destino.
Los operadores ferroviarios, mar´ıtimos y ae´reos pueden ofrecer al cargador el
servicio de realizar el acarreo terrestre, ocupa´ndose del transporte de la mercanc´ıa desde
que entra en su terminal hasta el destino final, o desde el origen a la terminal. En estos
casos estos servicios suelen realizarse a trave´s de subcontratas.
La compan˜´ıa de transportes debera´ organizar y programar el orden en el que
tendra´n lugar los distintos servicios que tenga que realizar. De hecho, una buena plani-
ficacio´n del acarreo o drayage podra´ reducir considerablemente los costes (Ver Cap´ıtulo
5)
Los conductores que realizara´n el transporte pueden ser: conductores asalaria-
dos que forman parte de la plantilla de la empresa; socios conductores que forman parte
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de una empresa, normalmente una cooperativa, y que pueden tener cho´feres asalariados
que trabajen para ellos; o proveedores de servicios de transporte, terceros o subcontra-
tados, que pueden ser auto´nomos o una empresa de transportes.
Una vez asignado veh´ıculo y conductor, se le dan todas las instrucciones de
carga y descarga pertinentes, as´ı como la documentacio´n necesaria para realizar el trans-
porte. La orden de carga no tiene un modelo espec´ıfico
La empresa de transportes debera´ confirmar que el conductor va en la fecha
indicada dentro del horario de carga de las instalaciones. Una vez que el conductor llega
al punto de carga, solicita la carga de la mercanc´ıa y entrega la autorizacio´n de carga.
La carga del veh´ıculo podra´ ser efectuada por los operarios de la instalacio´n o por el
conductor del veh´ıculo.
Una vez cargado, se le entrega al conductor la documentacio´n de la carga:
albara´n y carta de porte. En el caso de tratarse de mercanc´ıa peligrosa tambie´n se le
entregara´ una ficha de seguridad y declaracio´n de mercanc´ıas peligrosas. De la carta de
porte se expedira´n tres copias originales, firmadas por el remitente y el transportista;
una copia para cada una de las partes involucradas y una tercera copia que acompan˜ara´ a
la mercanc´ıa hasta su punto de destino. El veh´ıculo cargado, antes de efectuar su salida
hacia la terminal, ha de ser pesado para comprobar que su peso bruto esta´ dentro de los
indices permitidos.
3.2.2.4. Transbordo en terminales y trayecto principal
Una vez que la mercanc´ıa llega a la terminal, el proceso a seguir dependera´ del
tipo de terminal.
Terminales ferroviarias
La mercanc´ıa al llegar a la terminal ferroviaria es pasada por la ba´scula; en
ese momento se entrega al operador ferroviario la documentacio´n que es portada por el
conductor y este recibe un albara´n de recepcio´n de la mercanc´ıa por parte del operador
ferroviario, para que pueda justificar la entrega de la mercanc´ıa en la terminal.
A continuacio´n se procede al transbordo del contenedor al vago´n correspon-
diente. En caso de que no queden vagones que puedan ser usados, el contenedor pasara´ a
la playa de la terminal ferroviaria, donde permanecera´ a la espera de ser trasladado a
un vago´n cuando corresponda.
Una vez el contenedor haya sido depositado en el tren, se comenzara´ el trans-
porte ferroviario hasta la terminal ferroviaria de destino. El contenedor ira´ siempre
acompan˜ado por la documentacio´n que corresponda.
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Cuando el contenedor llega a la estacio´n de destino, la persona o empresa
encargada del acarreo terrestre debera´ comunicar por fax a la estacio´n de destino la
solicitud de entrega del contenedor para que el transportista pueda retirarlo. El acarreo
terrestre puede ser contratado con el operador ferroviario o un transportista, o bien
puede ser realizado por un transportista propio.
En el momento que corresponda se procede a la retirada del contenedor y se
realiza el transporte terrestre hacia el punto de destino, donde se descargara´ la mercanc´ıa
y se sellara´ el albara´n que acompan˜a a la carga, siendo enviado a la empresa de transporte
(por carretera) para confirmar que la carga ha llegado a su destino.
Puede darse el caso que al llegar a la terminal ferroviaria de destino, el siguiente
trayecto de la cadena intermodal no corresponda a un acarreo por carretera. En este caso,
se procedera´ segu´n corresponda con el modo de transporte que venga a continuacio´n.
Terminales mar´ıtimas
Los actores que normalmente intervienen en la actividad portuaria son el ar-
mador, el fletador, el transitario, el agente de aduanas, el consignatario y la empresa
estibadora. La secuencia de acontecimientos que tienen lugar en una terminal mar´ıtima
sera´ descrita a continuacio´n.
Una vez llega el veh´ıculo a la terminal portuaria, el transportista entrega la
documentacio´n pertinente. En caso de tratarse de una terminal de contenedores, la
documentacio´n sera´ entregada en el control de acceso a la entrada del puerto.
Tras pasar el control de acceso, la mercanc´ıa se dirige a ba´scula en el caso de
tratarse de mercanc´ıa general. Si la mercanc´ıa transportada es considerada mercanc´ıa
peligrosa, la empresa de transporte debe comunicar con 48 horas de antelacio´n al em-
barque la llegada del veh´ıculo, para que la autoridad portuaria le permita el acceso al
puerto. La autorizacio´n de manipulacio´n de mercanc´ıa peligrosa dependera´ del muelle.
Tras descargar la mercanc´ıa en la terminal, debe identificarse al propietario de
la mercanc´ıa o a su representante a trave´s de la nota de embarque donde se especifica
el nombre del consignatario.
Una vez que el veh´ıculo pasa por ba´scula, el transportista traslada la carga al
recinto de la playa del estibador correspondiente entrega´ndosela a e´ste. Previamente, el
agente consignatario de la naviera encargada de realizar el transporte mar´ıtimo entrega
al estibador informacio´n sobre los medios de descarga del buque para que pueda prever
la necesidad de gru´as y personal. Tambie´n le entregara´ en nombre del armador, y co-
mo depositario de la mercanc´ıa, el documento denominado entre´guese, imprescindible
para que la Terminal Portuaria de destino entregue el contenedor al transportista de-
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signado. Dicho documento so´lo se facilita una vez han sido satisfechos todos los gastos
relacionados con el transporte y manipulacio´n de la mercanc´ıa.
Una vez que la mercanc´ıa pasa a manos de los estibadores, comienzan las acti-
vidades propias del grupaje mar´ıtimo3. Despue´s, los contenedores debera´n ser transpor-
tados a la zona aduanera para realizar el despacho de aduanas, finalizado el mismo la
mercanc´ıa podra´ salir del recinto aduanero y sera´ trasladada hasta la zona portuaria de
gru´as donde se procedera´ al embarque y la trinca del contenedor en el buque asignado.
Cuando el buque llega al puerto de destino, se realizan exactamente las mismas
actividades que se realizaron en el puerto de origen, pero en sentido inverso. Un cambio
que se produce, es que el despacho aduanero es realizado ahora por el agente contratado
por el destinatario de la mercanc´ıa.
Finalizado todo, el transportista terrestre designado traslada la mercanc´ıa al
punto de destino. Una vez realizada la descarga, el transportista traslada el contenedor
de vuelta al puerto, donde previamente se le ha enviado por fax el documento admı´tase,
para poder realizar el posterior retorno del contenedor vac´ıo a la terminal o al depo´sito
de contenedores.
La terminal portuaria debera´ sellar el certificado para que la empresa de trans-
porte por carretera pueda enviarlo de nuevo al puerto de origen poder repetir la rotacio´n
del contenedor.
Terminales ae´reas
La terminal de carga ae´rea funciona de un modo parecido al resto de terminales
que se han comentado con anterioridad.
Si interviene el transporte ae´reo, el cargador de la mercanc´ıa se pone en contac-
to con la compan˜´ıa ae´rea. La comunicacio´n se realiza por tele´fono, dando la informacio´n
sobre los kilos, nu´mero de bultos (para ver si hay espacio en la aeronave), y destino. El ti-
po de servicio contratado dependera´ tambie´n de la urgencia del transporte repercutiendo
directamente en el precio.
La compan˜´ıa ae´rea, o bien un agente IATA autorizado, le proporciona al cliente
el nu´mero de conocimiento ae´reo o carta de porte. Las funciones ba´sicas de e´ste son la
de prueba de contrato del transporte, acuse de recibo de las condiciones en las que se
recibio´ la mercanc´ıa, declaracio´n del despacho aduanero, gu´ıa de instrucciones para el
transportista y certificado de seguro (opcional). Son tres copias originales del documento,
y entre 6 y 12 copias adicionales para uso interno. Dentro de la terminal de carga ae´rea
se realizan diversas operaciones: operaciones a nivel informa´tico, contacto con el avio´n,
3Consolidacio´n en contenedores de la carga de varios consignatarios
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combustible, realizacio´n de la hoja de carga, distribucio´n de la carga (sorting), escaneado
de la carga (realizado por los agentes de carga, que miden e introducen los datos) y
posterior centrado del avio´n. Tambie´n se realiza un control de vuelo.
Cuando la mercanc´ıa viene como unidades completas de carga, pasan directa-
mente al interior de los contenedores ae´reos sin pasar por almace´n. Si no es as´ı debera´n
pasar antes por e´ste. Una vez llenos todos los contenedores, pasan a la rampa de atencio´n
de contenedores para ser embarcados en el avio´n.
Al igual que en los modos anteriores, la mercanc´ıa debe pasar un despacho de
aduanas antes de poder ser embarcada.
3.3. ¿Es la intermodalidad la solucio´n?
Actualmente, y como se vio en el cap´ıtulo 2 el desequilibrado sistema de trans-
porte de la UE supone unos importantes efectos externos negativos, siendo el ma´s visible
la congestio´n de las carreteras; y es que el incremento que el transporte de mercanc´ıas
ha experimentado en las ultimas de´cadas ha sido absorbido casi en su totalidad por el
transporte por carretera.
Adema´s de la congestio´n, existen otras importantes razones para buscar alter-
nativas al transporte de mercanc´ıas por la carretera. Una de las razones ser´ıa, segu´n
datos de la UE, que el mantenimiento de las autopistas se reducir´ıa a un sexto de los
costes actuales si so´lo fueran usadas para el transporte de viajeros. Otras razones intere-
santes son las debidas a temas medioambientales y de accidentalidad; basta con mirar
el ep´ıgrafe 2.3.3 para darse cuenta de esta necesidad.
En este sentido, el objetivo de la pol´ıtica comu´n de transportes de la UE es
promover la movilidad sostenible, es decir, promover servicios de transporte eficiente,
adecuados en costes, seguros, ambientalmente limpios y socialmente aceptados. Los ob-
jetivos actuales de la pol´ıtica europea de transporte (Ver ep´ıgrafe 2.4) van dirigidos
a equilibrar el actual reparto entre de los modos de transporte, para transferir cierto
volumen de tra´fico por carretera a modos alternativos de transporte y de este modo:
Descongestionar las carreteras.
Reducir el consumo energe´tico.
Proteger el me´dio ambiente.
Aumentar la seguridad.
La UE ha sen˜alado a la intermodalidad como principal modo para solucionar los
problemas existentes en la RTE-T, pero ¿por que´ sen˜ala la CE a la intermodalidad como
solucio´n a la sostenibilidad del transporte?¿es realmente la intermodalidad la solucio´n?
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En este cap´ıtulo se ha comentado con detalle que significa transporte intermodal
y como se lleva a cabo la CLTI, de este modo se puede tener un mayor conocimiento si
realmente es la intemodalidad la solucio´n a la problema´tica existente en el transporte
de mercanc´ıas.
La UE no pretende potenciar un modo en concreto, sino potenciar un repar-
to ma´s equitativo. Existen tres razones principales por la cuales la intermodalidad se
presenta como solucio´n: por necesidad, por eficacia, y por intere´s social.
Por necesidad dado la imposibilidad de transportar mercanc´ıas entre dos pun-
tos cualesquiera del planeta usando solamente un modo de transporte; debido a la can-
tidad de barreras tanto geogra´ficas como de infraestructuras. Esto se hace claramente
evidente cuando se trata de transportes transocea´nicos o intercontinentales. El TIM
tiene la capacidad de transportar la mercanc´ıa puerta a puerta (door-to-door).
Por eficacia al tratar de potenciar, buscando sinergias, la colaboracio´n entre
modos como alternativa a la competencia entre ellos. Es una cuestio´n de comercio y de
movilidad en la que cada modo de transporte contribuye a hacer o´ptimo el conjunto del
sistema de transporte. Se trata de potenciar las ventajas y reducir los inconvenientes en
cada modo. De esta forma, en un transporte carretera-ferrocarril, se busca la flexibilidad
del camio´n frente al ahorro econo´mico del ferrocarril (Morlok y Spasovic, 1995).
La intermodalidad aprovecha enormemente las economı´as de escala, su pro-
pia red suele estar configurada para potenciar este factor presentando usualmente la
configuracio´n hub & spoke (Bontekoning, 2006).
Por ejemplo, para los grandes buques ocea´nicos (mother vessel) de contene-
dores, no produce ninguna beneficio econo´mico escalar en una multitud de puertos y
operar en cada uno de ellos una cantidad pequen˜a del total de contenedores que llevan
a bordo. Es ma´s operativo hacer uso de buques alimentadores que suministran desde los
grandes puertos ocea´nicos a puertos de sus alrededores. Esto suele ser llamado servicio
de aporte.
Y por u´ltimo, por intere´s social al presentar una serie de caracter´ısticas que
la hacen muy atrayente desde una mira pol´ıtica y de la ciudadan´ıa. La intermodalidad
puede contribuir en gran parte a la reduccio´n de la congestio´n (Van Schijndel y Din-
woodie, 2000) y accidentalidad que presentan nuestras carreteras. De la misma manera
puede ayudar a la disminucio´n de la contaminacio´n atmosfe´rica (Kreutzberger et al.,
2003; Liao et al., 2009).
Que la intermodalidad puede llegar a ser una realidad se pone de manifiesto
al examinar casos reales de e´xito llevados a cabo por diferentes empresas europeas.
Kraft, BASF, Siemens, IKEA, etc. ya han introducido el transporte intermodal en sus
respectivas cadenas de suministro (European Commission, 2000)
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3.4. Resultados de intere´s para el desarrollo de la tesis
En este cap´ıtulo se ha definido el concepto de transporte intermodal, detalla´ndo-
se los distintos eslabones de su cadena log´ıstica. El transporte intermodal supone pasar
de las tradicionales pol´ıticas unimodales, que consideran cada modo de transporte de
forma individualizada, a una concepcio´n integral del sistema de transportes. Se busca
potenciar cada uno de los modos y el transporte en conjunto.
Conocer el funcionamiento de la cadena log´ıstica intermodal es imprescindible
para saber cuales son las fortalezas y debilidades que este tipo de transporte presenta.
Y de este modo poder justificar la necesidad del mismo.

Capı´tulo4
El mercado actual del transporte
intermodal y l´ıneas para su mejora
En los cap´ıtulos anteriores se ha visto la insostenible situacio´n por la que atra-
viesa el transporte de mercanc´ıas en toda la Unio´n Europea y en Espan˜a, as´ı como la
propuesta de las distintas instituciones que sen˜alan a la intermodalidad como el catali-
zador clave en el cambio de paradigma que esta cuestio´n necesita.
La intermodalidad surge como respuesta a la bu´squeda de un modo alternativo
al transporte por carretera. Aunque la intermodalidad resulta ser ventajosa en conjunto,
muchas de estas ventajas no siempre pueden ser percibidas por los usuarios finales, de
modo que no afectan directamente al nivel de mercado que este modo de transporte es
capaz de captar. Es necesario por tanto analizar que potencial real tiene la intermoda-
lidad como alternativa de transporte. Conocer que´ tipos de mercanc´ıas son susceptibles
de ser transportadas, que´ condiciones de servicio deben darse, que´ estrategia de pre-
cios seguir, etc. es fundamental para poder conocer los posibles nichos de mercado y la
demanda de los mismos.
De igual modo es necesario conocer que atributos (coste, seguridad, tiempo,
puntualidad, etc.) del transporte han influido en la eleccio´n de los usuarios, de modo
que una vez analizados, puedan servir para adaptar el servicio a las necesidades reales
de sus usuarios y aumentar por tanto la competitividad del transporte intermodal de
mercanc´ıas con respecto a otros modos de transporte.
Este cap´ıtulo intentara´ dar respuesta a las preguntas planteadas anteriormente.
Primero, se revisara´n los estudios que se han realizado en los u´ltimos an˜os sobre la de-
manda y mercado del transporte intermodal de mercanc´ıas, y se analizara´n los atributos
clave a la hora de realizar una eleccio´n modal y los factores que influyen en estos. Segui-
damente, se propondra´ un modelo matema´tico de eleccio´n modal que sera´ aplicado a un
caso particular en Espan˜a, establecie´ndose as´ı los limites de la viabilidad del transporte
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intermodal en este caso particularizado. De este modo, uniendo ambas cosas, se podra´n
sacar conclusiones sobre el actual reparto modal y sobre los cambios necesarios para la
atraccio´n de un mayor mercado. Posibles l´ıneas de mejora en el transporte intermodal,
que puedan potenciar su situacio´n actual, son mostradas en el u´ltimo ep´ıgrafe de este
cap´ıtulo.
4.1. Las claves de la eleccio´n modal y su influencia sobre
el mercado intermodal
La determinacio´n de la demanda que un determinado servicio de transporte
puede alcanzar ha sido un tema de estudio desde hace an˜os (Winston, 1983; Allen, 1977).
Generalmente el usuario de un modo de transporte busca en e´l una serie de propiedades,
atributos, que lo diferencie de sus competidores. Entonces, ¿cua´les son las propiedades
que influyen en la eleccio´n modal?.
Existe una amplia literatura en relacio´n a esta importante cuestio´n, la mayor´ıa
de los cuales realizan sus estudios entre diferentes modos de transporte, diferentes agen-
tes y diferentes productos. Harper y Evers (1993) sen˜alan como atributos de especial
importancia la disponibilidad del servicio, la calidad del mismo, el coste y la percepcio´n
que los consumidores tienen del mismo. Continuacio´n del anterior estudio, Evers et al.
(1996) miden la percepcio´n que los consignadores ten´ıan de distintos modos (ferrocarril,
carretera y transporte intermodal) a trave´s de la realizacio´n de una serie de encuestas
para valorar la importancia de distintos elementos; siendo el tiempo, la disponibilidad
del servicio, el contacto con la firma responsable del servicio, la restitucio´n en caso de
perdida y el coste los atributos analizados. Danielis et al. (2005) analizan el coste, el
tiempo de viaje, la puntualidad y la posibilidad de dan˜os y perdidas a trave´s de un
estudio de preferencias declaradas. A trave´s de otro estudio de preferencias declaradas,
Norojono y Young (2003) comparan el transporte ferroviario y el transporte por carre-
tera, donde los principales atributos analizados son el coste, el tiempo medio de entrega,
la calidad del servicio (fiabilidad del tiempo de tra´nsito, seguridad y tiempo de acceso a
las terminales) y la flexibilidad del servicio (frecuencia del mismo y horario de salida).
Shinghal y Fowkes (2002) usan the leeds adaptive stated preference software (Fowkes
y Shinghal, 2001) para presentar unos resultados emp´ıricos sobre eleccio´n modal en la
India.
Resumiendo lo expuesto en la literatura existente, las propiedades ma´s repetidas
en los ana´lisis de eleccio´n modal son el coste, el tiempo de realizacio´n del servicio, la
puntualidad, la flexibilidad y la seguridad.
En general los consignatarios dan un menor mercado a la intermodalidad que
al transporte por carretera (Evers et al., 1996; Danielis et al., 2005; Norojono y Young,
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2003), pero una mayor ventaja a este que al transporte por ferrocarril puro, debido
principalmente a su posibilidad de transporte puerta a puerta.
El principal mercado del transporte de mercanc´ıas intermodal se cin˜e a los
usuarios del transporte que dan mayor importancia al coste (Tsamboulas y Kapros,
2000), habie´ndose realizado diferentes estudios que determinan bajo que condiciones es
realmente rentable la intermodalidad (Morlok y Spasovic, 1994; Spasovic y Morlok, 1993;
Fowkes et al., 1991; Nierat, 1997; Janic, 2007).
Aunque el coste es un atributo fundamental, en muchas ocasiones se suele dar
especial importancia a atributos relacionados con la calidad como son el tiempo de
tra´nsito y la disponibilidad (McGinnis, 1990; Shinghal y Fowkes, 2002). Esto es debido
principalmente a restricciones temporales o bien de las mercanc´ıas, o bien de los plazos
de entrega. Estas restricciones temporales en algunas ocasiones pueden ser salvadas a
trave´s de la correcta planificacio´n del transporte (Kiesmuller et al., 2005).
Las prioridades respecto a cada uno de los atributos del transporte anteriormen-
te mencionados sera´ ma´s acentuadas dependiendo del tipo de mercanc´ıa a transportar.
Hay que ser conscientes que no todos los tipos de mercanc´ıas son susceptibles de ser
transportadas en las condiciones actuales de mercado a trave´s del transporte intermo-
dal. Diferentes estudios analizan que´ tipos de mercanc´ıas o que´ caracter´ısticas deben
presentar e´stas para ser potencialmente transportadas a trave´s del transporte intermo-
dal (Morash et al., 1977; Nierat, 1997; Shinghal y Fowkes, 2002; Beuthe et al., 2001).
El mercando estara´ influenciado tambie´n por la tecnolog´ıa usada para realizar
el transporte intermodal y por los modos de transporte que en el participan. Excluyendo
los casos en los que aparece la intermodalidad por una estricta necesidad, dado que es
imposible realizar el transporte de otro modo, el mercado podra´ variar de transportar
so´lo contenedores o trailers enteros (Beier y Frick, 1978; Morash et al., 1977), o si el
mismo se realiza por ferrocarril, por cabotaje, o a trave´s de transporte fluvial (Konings
y Ludema, 2000).
Es necesario en este punto hacer e´nfasis en una cuestio´n de gran importancia;
la intermodalidad surge en gran parte como modo alternativo al transporte por carretera
que trata de paliar los efectos negativos que e´ste presenta: congestio´n, efectos perjudi-
ciales para el medio ambiente, aumento de la accidentalidad, etc. Sin embargo, ninguna
de estas cuestiones suele influir en la decisio´n sobre el modo de transporte a utilizar;
al menos mientras los usuarios de transporte no paguen todos los costes que realmente
generan, ya que la estructura de precios no refleja ni estos costes externos, ni otros como
el coste de las estructuras necesarias. Incluir estos costes provocar´ıa un gran aumento
de la rentabilidad econo´mica del transporte intermodal, y por lo tanto un aumento de
su mercado.
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4.2. Diferentes atributos del transporte intermodal
En el anterior apartado, se comento´ que el coste, el tiempo de tra´nsito, la
puntualidad, la flexibilidad y la seguridad eran los principales atributos tenidos en cuenta
por los usuarios del transporte a la hora de realizar una eleccio´n modal. En este ep´ıgrafe
se pretende extender la informacio´n con respecto a cada uno de ellos, explicando de que
factores dependen, y como pueden influir en la eleccio´n del transporte.
4.2.1. Los costes
La estimacio´n del coste en el transporte es fundamental tanto para las com-
pan˜´ıas como para las instituciones pu´blicas. Se trata de uno de los principales meca-
nismos que se posee para el establecimiento de precios, tipo y frecuencia de servicios,
taman˜o de veh´ıculos, nivel de inversio´n, estructura de red, alianza entre empresas, etc.
Un completo estudio sobre los costes del transporte intermodal se muestra en Ricci y
Black (2005), que analizan tanto costes internos costes externos.
Intimamente ligado a los costes esta´ el establecimiento de los precios del ser-
vicio. Hay que ser conscientes de la diferencia entre costes y precios. El coste es el
conjunto de gastos necesarios para la produccio´n del servicio de transporte intermodal;
conside´rense carburantes, personal, amortizacio´n de los bienes necesarios para la reali-
zacio´n del servicio, etc. El precio es el valor monetario exigido como contraprestacio´n
del servicio de transporte. El ana´lisis de costes es interesante desde el punto de vista de
la empresa que realiza el servicio, que necesita conocer el gasto que incurre al prestar
determinado servicio de forma que, una vez an˜adido a este el margen de beneficio que
se considere oportuno, pueda informar de su tarifa al cliente que se la reclame. El precio
es interesante desde las miras del usuario del transporte.
Una gran parte de los problemas de competitividad del TIM es la determinacio´n
de tarifas correctas, lo que es llamado estrategias de precios. La determinacio´n de las
tarifas se puede enfocar de dos formas distintas: o bien existe una estrategia de precios
para cada uno de los eslabones de la cadena intermodal (Horn, 1981; Yan et al., 1995;
Spasovic y Morlok, 1993); o bien se establece una estrategia de precios determinada
como un todo, para un servicio intermodal puerta a puerta (Tsai et al., 1994; Li y
Tayur, 2005).
4.2.1.1. Distancia de ruptura
Una de los atributos ma´s llamativos del transporte intermodal es su menor coste
respecto a otros modos de transporte. Sin embargo, la propia estructura organizativa
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del TIM, vista en el Cap´ıtulo 3, hace que esta caracter´ıstica no sea cierta bajo cualquier
circunstancia.
El TIM necesita de una transferencia de la mercanc´ıa de un modo a otro,
lo cual supone un coste de operacio´n durante el cual la mercanc´ıa no se desplaza. El
incremento del coste debido a los transbordos hace que el TIM parta en desventaja
respecto a otros modos; presentando este unos costes fijos ma´s elevados que el transporte
por carretera. Sin embargo, existe cierta distancia, denominada distancia de ruptura, a
partir de la cual la economı´a de escala existente en el ferrocarril o en la navegacio´n
hace que el transporte intermodal llegue a ser ma´s conveniente desde el punto de vista
econo´mico que el transporte por carretera. Como se observa en la Figura 4.1, para
distancias cortas, inferiores a la distancia de ruptura, el transporte por carretera sigue
siendo ma´s competitivo que la intermodalidad, mientras que para distancias superiores





Unimodal	  (Carretera)	   Intermodalidad	  
Figura 4.1: Distancia de ruptura del TIM
El establecimiento de dicha distancia, puede llevarse a cabo o bien a trave´s de
la comparacio´n directa de la funcio´n de costes de los modos transportes bajo ana´lisis
(Janic, 2007), o bien siguiendo me´todos algo ma´s elaborados (Fowkes et al., 1991; Nierat,
1997).
Nierat (1997) para conocer la rentabilidad del transporte intermodal desarro-
lla la teor´ıa del a´rea de mercado; segu´n la cual se realiza una comparacio´n de costes
entre dos modos de transporte, transporte por carretera y piggyback, para establecer
posteriormente fronteras de eleccio´n segu´n la conveniencia econo´mica.
Nierat compara, dado un origen A desde el cual se desea enviar la mercanc´ıa
hasta un destino B (ver Figura 4.2), los costes de realizar el env´ıo directamente y de
enviarlos a trave´s del transporte intermodal. Para el caso del env´ıo por carretera, evalu´a
unos costes fijos y unos costes variables dependientes de la distancia eucl´ıdea entre A y
el destino B. En el caso del transporte intermodal, el problema es analizado, en lugar de
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Figura 4.2: Posibles elecciones en el enfoque de Nierat
desde A, desde la terminal B’. Los costes de la expedicio´n desde A hasta B’ se consideran
costes fijos. Sin embargo, los costes desde B’ hasta B dependera´ de la localizacio´n del
destino y sera´n por lo tanto variables dependiendo nuevamente de la distancia eucl´ıdea.
En ambos casos, se considera el coste como la suma de una parte fija y otra variable, la
cual dependera´ linealmente de la distancia recorrida por carretera.
Para determinar el a´rea de mercado del transporte intermodal se presentan los
costes variables de las dos formas de transportes como dos conos invertidos cuyos ve´rtices
reposan sobre la parte fija del coste unitario (ver Figura 4.3). Se puede observar que en
el caso del transporte por carretera, dicho cono se situ´a sobre el origen A, donde a un
pequen˜o coste unitario fijo, hA, se an˜ade el coste unitario por kilo´metro recorrido. En el
caso del transporte combinado, el cono se situ´a en la terminal B’, donde el componente
fijo del coste unitario, hB’, es la suma de unos costes fijos mayores. La proyeccio´n en el
plano de la interseccio´n de ambos conos delimita el a´rea alrededor de la terminal para la
cual resulta ma´s econo´mico el uso de la intermodalidad que el transporte por carretera
(Ver la parte sombreada de la Figura 4.3).
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unos costes fijos y unos costes variables dependientes de la distancia eucl´ıdea entre A y
el destino B. En el caso del transporte intermodal, el problema s analizado, en lugar de
desde A, desde la terminal B’. Los costes de la expedicio´n desde A hasta B’ se consideran
costes fijos. Sin embargo, los costes desde B’ hasta B dependera´ de la localizacio´n del
destino y sera´n por lo tanto variables dependiendo nuevamente de la distancia eucl´ıdea.
En ambos casos, se considera el coste como l suma e una parte fija y otra v riable, la
cual dependera´ linealmente de la distancia recorrida por carretera.
Para determinar el a´rea de mercado del transporte intermodal se presentan
los costes variables de las dos formas de transportes como dos conos invertidos, cuyos
ve´rtices reposan sobre la parte fija del coste unitario (Ver Figura 4.3). Se puede observar
que en el caso del transporte por carretera, dicho cono se situ´a sobre el origen A, donde a
un pequen˜o coste unitario fijo, hA, se an˜ade el coste unitario por kilo´metro recorrido. En
el caso del transporte combinado, el cono se situ´a en la terminal B’, donde el componente
fijo del coste unitario, hB’, es la suma de unos costes fijos mayores. La proyeccio´n en el
plano de la interseccio´n de ambos conos delimita el a´rea alrededor de la terminal para la
cual resulta ma´s econo´mico el uso de la intermodalidad que el transporte por carretera











Figura 4.3: A´rea de mercado del transporte intermodal
Esta figura he de cambiar la nomenclatura
Fowkes et al. (1991) realizan un estudio de la influencia de la posicio´n rela-
tiva de terminales respecto al origen y destino. Definen un modelo espacial para ver
que´ distancias hacen competitivo en te´rminos de costes el transporte intermodal frente
al transporte por carretera, y utilizan dicho modelo para validar su estudio de prefe-
rencias. Calculan la distancia por carretera, D1 entre un origen O y un destino D, que
pueden ser conectados intermodalmente por dos terminales de ferrocarril T1 y T2 (ver
Figura 4.4) La distancia D1 puede ser estimada trigonome´tricamente segu´n la ecuacio´n
4.1.
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unos costes fijos y unos costes variables dependientes de la ist ncia eucl´ıdea entre A y
el destino B. En el caso del transporte intermodal, el problema es an lizad , en lugar de
desde A, desde la terminal B’. Los costes de la expedicio´n desde A hasta B’ se consideran
costes fijos. Sin embargo, los costes desde B’ hast B dependera´ de la loc liza io´n del
destino y sera´n por lo tanto variables dependiendo nu vamente de la distancia eucl´ıdea.
En ambos casos, se considera el coste como la suma de una parte fija y otra variable, la
cual dependera´ linealmente de la distancia recorrida por carretera.
Para determinar el a´rea de mercado del transporte intermodal se presentan
los costes variables de las dos formas de transport s como dos conos invertidos, cuyos
ve´rtices reposan sobre la parte fija del coste unitario (Ver Figura 4.3). Se puede observar
que en el caso del transporte por carretera, dicho con se situ´a sobre el rige A, donde a
un pequen˜o coste unitario fijo, hA, se an˜ade el coste unitario por kilo´metro recorrido. En
el caso del transporte combinado, el cono se situ´a e la termi al B’, d de el componente
fijo del coste unitario, hB’, es la suma de unos ostes fijos mayores. La pr yeccio´n en el
plano de la interseccio´n de ambos conos delimita el a´rea lr dedor de la terminal para la
cual resulta ma´s econo´mico el uso de la intermodalidad que el transporte por carretera











Figura 4.3: A´rea de mercado del transporte intermodal
Esta figura he de cambiar la nomenclatura
Fowkes et al. (1991) realizan un estudio e l influencia de la posici´n rela-
tiva de terminales respecto al origen y destino. Definen un modelo esp cial para ver
que´ distancias hacen competitivo en te´rminos d costes el transporte intermodal frente
al transporte por carretera, y utilizan dicho modelo para validar su estudio e prefe-
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Figura 4.4) La distancia D1 puede ser estimada trigonome´tricamente segu´n la ecuacio´n
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unos costes fijos y unos costes variables dependientes de la distancia eucl´ıdea entre A y
el destino B. En el caso del tr nsporte intermoda , el problema es analizado, en lugar de
desde A, desde la terminal B’. Los costes de la expedicio´n desde A hasta B’ se consideran
costes fijos. Sin embargo, los costes desde B’ hasta B dependera´ de la localizacio´n del
destino y sera´n por lo tanto variables dependiendo nuevamente de la distancia eucl´ıdea.
En ambos casos, se considera el coste como la suma de una parte fija y otra variable, la
cual dependera´ linealmente de la distancia recorrida por carretera.
Para determinar el a´rea de mercado del transporte intermodal se presentan
los costes variables de las dos formas de transportes como dos conos invertidos, cuyos
ve´rtices reposan sobre la parte fija del coste unitario (Ver Figura 4.3). Se puede observar
que en el caso del transporte por carretera, dicho cono se situ´a sobre el origen A, donde a
un pequen˜o coste unitario fijo, hA, se an˜ade el coste unitario por kilo´metro recorrido. En
el caso del transporte combinado, el cono se situ´a en la terminal B’, donde el componente
fijo del coste unitario, hB’, es la suma de unos costes fijos mayores. La proyeccio´n en el
plano de la interseccio´n de ambos conos delimita el a´rea alrededor de la terminal para la
cual resulta ma´s econo´mico el uso de la intermodalidad que el transporte por carretera
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Esta figura he de cambiar la nomenclatura
Fowkes et al. (1991) realizan un estudio de la influencia de la posicio´n rela-
tiva de terminales respecto al origen y destino. Definen un modelo espacial para ver
que´ distancias hacen competitivo en te´rminos de costes el transporte intermodal frente
al transporte por carretera, y utilizan dicho modelo para validar su estudio de prefe-
rencias. Calculan la distancia por carretera, D1 entre un origen O y un destino D, que
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unos coste fijos y unos costes variables dependientes de la distancia euclıdea entre A y
el destino B. En el caso del transporte intermodal, el problema es analizado, en lugar de
desde A, desde la terminal B’. Los costes de la expedicio´n desde A hasta B’ se consideran
costes fijos. Sin embargo, los costes desde B’ hasta B dependera´ de la localizacio´n del
destino y sera´n por lo tanto variables depe diendo nuevamente de la distancia eucl´ıdea.
En ambos casos, se considera el coste como la suma de una parte fija y otra variable, la
cual dependera´ linealmente de la distancia recorrida por carretera.
Para determinar el a´rea de mercado del transporte intermodal se presentan
los costes variables de las dos formas de transportes como dos conos invertidos, cuyos
ve´rtices reposan sobre la parte fija del coste unitario (Ver Figura 4.3). Se puede observar
que en el caso del transporte por carretera, dicho cono se situ´a sobre el origen A, donde a
un pequen˜o coste unitario fijo, hA, se an˜ade el coste unitario por kilo´metro recorrido. En
el caso del transporte combinado, el cono se situ´a en la terminal B’, donde el componente
fijo del coste unitario, hB’, es la suma de unos costes fijos mayores. La proyeccio´n en el
plano de la interseccio´n de ambos conos delimita el a´rea alrededor de la terminal para la
cual resulta ma´s econo´mico el uso de la intermodalidad que el transporte por carretera











Figura 4.3: A´rea de mercado del transporte intermodal
Esta figura he de cambiar la nomenclatura
Fowkes et al. (1991) realizan un estudio de la influencia de la posicio´n rela-
tiva de terminales respecto al origen y destino. Definen un odelo espacial para ver
que´ distancias hacen competitivo en te´rminos de costes el transporte intermodal frente
al transporte por carretera, y utilizan dicho modelo para validar su estudio de prefe-
rencias. Calculan la distancia por carretera, D1 entre un origen O y un destino D, que
pueden ser conectados intermodalmente por dos terminales de ferrocarril T1 y T2 (ver
Figura 4.4) La distancia D1 puede ser estimada trigonome´tricamente segu´n la ecuacio´n
4.1.
Figura 4.3: A´rea de mercado del transporte intermodal
Fowkes et al. (1991) realizan un estudio de la influencia de la posicio´n rela-
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tiva de terminales respecto al origen y destino. Definen un modelo espacial para ver
que´ distancias hacen competitivo en te´rminos de costes el transporte intermodal frente
al transporte por carretera, y utilizan dicho modelo para validar su estudio de prefe-
rencias. Calculan la distancia por carretera, D1 entre un origen O y un destino D, que
pueden ser conectados intermodalmente por dos terminales de ferrocarril T1 y T2 (ver




[D2 · sin(A2)−D3 · sin(A1)]2 + [TT +D2 · cos(A2)−D3 · cos(A1)]2 (4.1)
Comparando los costes por carretera, CCARR, obtenidas a trave´s de ecuaciones
de regresio´n semilogar´ıtmicas del tipo log(CCARR) = a + b · D1, con los costes del













Figura 4.4: A´rea de mercado del transporte intermodal
Es lo´gico deducir que el valor de dicha distancia estara´ influenciado por una serie
de factores. Sin embargo, de un modo orientativo la mayor´ıa de los autores establecen
como valor l´ımite de competitividad para la intermodalidad una distancia que se mueve
en una horquilla de 600-900 Km (Morlok y Spasovic, 1994; Spasovic y Morlok, 1993;
Fowkes et al., 1991; Nierat, 1997; Janic, 2007).
4.2.1.2. Factores que influyentes en los costes
Como se comento´ con anterioridad existe una serie de factores que pueden
alterar considerablemente los costes del transporte intermodal, afectando o bien a los
costes fijos del transporte o bien a la pendiente de los costes variable.
Nierat (1997) considera tres factores clave atendiendo a la rentabilidad del
transporte intermodal: los servicios de acarreo en la terminal, el trayecto long-haul, y el
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tipo de mercanc´ıa.
Los servicios de acarreo estara´n marcados por dos para´metros: el nu´mero de
operaciones diarias por conductor y la proporcio´n de camiones en vac´ıo. Atendiendo a
la Figura 4.3, el nu´mero de operaciones realizadas por un conductor al d´ıa influye en los
costes fijos del transporte, lo que causa un cambio en la altura del cono en la terminal;
sin embargo, la proporcio´n de camiones que realizan trayectos en vac´ıo influye en la
rentabilidad de la terminal cambiando la pendiente del cono, y por lo tanto, cambiando
la forma del a´rea de influencia de la terminal.
El tipo de mercanc´ıas esta principalmente determinado por el peso de las mer-
canc´ıas y la asimetr´ıa en el tra´fico a larga distancia. Segu´n Nierat (1997) su influencia
se debe principalmente a la estructura de precios propuestas por los operadores de TIM,
proporcionales al peso bruto de los veh´ıculos cargados y con precios especiales para
veh´ıculos vac´ıos; mientras que en el transporte por carretera la diferencia de costes res-
pecto a la carga es mı´nima. Por tanto, considera que el TIM es ma´s atractivo para
cargas ligeras y flujos asime´tricos, mientras que el transporte por carretera lo es ma´s
para cargas pesadas y flujos equilibrados.
Como ya se menciono´ al principio del ep´ıgrafe uno de los factores ma´s influ-
yentes en la rentabilidad del TIM es la distancia entre origen y destino; siendo el TIM
so´lo rentable a partir de una determinada distancia de ruptura, por tanto, la distancia
del trayecto principal sera´ algo determinante.
Fowkes et al. (1991) comparan el transporte por carretera con varios sistemas
intermodales. Consideran que factores como el tipo de contenedor (ISO, swap bodies,
etc.), la localizacio´n de las terminales, o la longitud de los trenes, influyen en los costes
intermodales. Por ejemplo, estiman que trenes de longitud cortas (45 TEUs) son ma´s
rentables en distancias cortas, mientras que los trenes de gran capacidad (90 TEUs) son
ma´s rentables a mayores distancias.
Morlok y Spasovic (1995) sen˜alan la planificacio´n del acarreo terrestre como el
principal motivo de gastos del transporte intermodal e identifican diferentes factores que
influyen en dicha planificacio´n. De dichos factores son destacable los siguientes: (a) el
factor de utilidad conductor/tractor, influenciado por el nu´mero de horas de conduccio´n
y por el tipo de contrato de los conductores (Morlok y Spasovic, 1994); (b) el factor
de carga, a mayor porcentaje de carga mayor porcentaje de movimientos en lleno y por
tanto mayor rentabilidad; (c) la distancia, que influira´ de manera lineal en el coste; (d) la
velocidad de la carretera, que determinara´ en gran medida la localizacio´n de la terminal
intermodal; (e) el plan de operaciones, stay with o drop&pick, que influira´ tanto en el
factor de carga como en el nu´mero de operaciones por conductor; (f) el retraso en los
accesos a las operaciones; (g) y otros costes como son la amortizacio´n de los camiones
y contenedores y las indemnizaciones por retrasos en en las entregas, especialmente en
bienes perecederos.
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Recompilando todo lo expuesto se pueden clasificar los factores de los que de-
pende el coste del TIM en cuatro grandes grupos: factores geogra´ficos, la mercanc´ıa,
factores organizativos y factores tecnolo´gicos:
Los factores geogra´ficos hacen referencia a cuestiones tales como la ubicacio´n de
las terminales, distancias entre las mismas, localizacio´n de los destinatarios finales,
etc.
El tipo de mercanc´ıa (productos perecederos, piensos, tuber´ıas, metalurgia, pro-
ductos qu´ımicos, textiles, etc.) influira´ en la clase de contenedor a usar; y su volu-
men y densidad, en la carga ma´xima que los contenedores podra´n acometer.
Los factores organizativos y de operaciones de la compan˜´ıa hacen mencio´n princi-
palmente a la organizacio´n del acarreo (el plan de operacio´n, la determinacio´n del
factor de carga y forma de pago a los conductores), a la asignacio´n de terminales,
al equilibrado de las cargas, a las pol´ıticas de descuento y a la estructura organi-
zativa del tramo de ferrocarril (si se trata de l´ıneas directas o son hub&spoke, la
longitud de los trenes, etc.)
Y como factores tecnolo´gicos se puede hacer referencia a dos cuestiones. Una pri-
mera cuestio´n relativa tanto a la tecnolog´ıa existente en el tramo de ferrocarril
como al tipo de contenedores a usar (piggyback, ISOcontainer,. . . ). Y una segun-
da cuestio´n referente a la aplicacio´n de las nuevas tecnolog´ıas de la informacio´n y
las comunicaciones (TICs) en el TIM.
Tabla 4.1: Factores influyentes en el coste del TIM
Tipo de Factor Factor Observacio´n Nivel
Estrate´gico Ta´ctico Operacional
Geome´trico O - D   
Terminales La localizacio´n 
Mercanc´ıa Volumen  
Densidad  
Tipo Contenedor a usar  
Organizativos y Plan de Operacio´n stay with o drop&pick   
de operacio´n Forma de pago a conductores  
de la compan˜´ıa Asignacio´n de terminales a cargas  
Equilibrado de las cargar 
Estructura del trayecto principal Lineal o hub&spoke 
Longitud de trenes  
Tecnolo´gico Tipo de Contenedor   
TICs 
En la Tabla 4.1 se muestra un resumen de los principales factores de los que
dependen los costes del TIM segu´n la clasificacio´n anterior. La u´ltima columna de la
tabla esta´ relacionada con el alcance que pueden tener las decisiones sobre dicho factor.
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4.2.2. El tiempo de tra´nsito
En muchos casos los usuarios de un determinado transporte dan mayor priori-
dad a los tiempos de servicio que al coste (McGinnis, 1990; Shinghal y Fowkes, 2002).
Diferente estudios han realizado estimaciones sobre la valoracio´n que los usuarios real-
mente dan a este atributo (Wigan et al., 2000; De˜Jong et al., 1995; Fowkes et al.,
1989).
Cuando se desea realizar un env´ıo por carretera, el tiempo total que transcurre
ser´ıa la suma del tiempo de carga en el origen, el tiempo de descarga en el destino
y el tiempo de tra´nsito en camio´n. Este tiempo de tra´nsito estar´ıa compuesto por los
tiempos de conduccio´n ma´s los tiempos de parada. En estas paradas se considerara´n los
descansos obligatorios por ley, las pernoctas, los reportajes, etc. Siguiendo la notacio´n









En el caso del transporte intermodal, ecuacio´n (4.3), el total del tiempo de
tra´nsito ser´ıa la suma de los tiempos de carga y descarga ma´s el tiempo de tra´nsito
de la mercanc´ıa. Ahora este tiempo de tra´nsito de la mercanc´ıa esta compuesto por los
tiempos de acarreo, los tiempos de espera en terminales intermodales, los tiempos de
transbordo entre modos y los tiempos de tra´nsito del trayecto principal.
tintermodal = t
load





+ ttransshipmentB′ + t
wait




La propia estructura del TIM hace necesaria una serie de transbordos entre mo-
dos que tiene como consecuencia lo´gica, un aumento de los tiempos de viaje, y por tanto
una disminucio´n de la velocidad percibida del servicio. Este aumento del tiempo de via-
je, sera´ menos importante cuanto mayor sea el trayecto entre terminales, de manera que
para trayectos muy largos este inconveniente pueda llegar a ser eclipsado. Sin embargo,
para trayectos relativamente cortos los tiempos en las terminales aumentan porcentual-
mente el tiempo total del viaje, haciendo que la intermodalidad rara vez pueda competir
en estos te´rminos con el transporte por carretera. Hay que considerar tambie´n que la
ecuacio´n (4.3) muestra el caso de una cadena intermodal en la que participan dos modos
diferentes, si se tratara de una cadena intermodal Carretera-Barco-Tren-Carretera, la
complejidad y tiempos de espera y transbordo aumentar´ıan. Lo mismo ocurrir´ıa en el
caso de cadenas log´ısticas con diferentes transbordos entre hubs.
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Para tratar de disminuir este inconveniente, dado el aumento de la complejidad
log´ıstica, es necesaria una correcta planificacio´n de toda la cadena intermodal, de modo
que los tiempos de espera y transbordos entre modos sean minimizados. En algunas
ocasiones es ma´s importante una cadencia de entrega regular que el propio tiempo de
entrega en s´ı, este hecho permite que a trave´s de la adecuada planificacio´n log´ıstica se
puedan atraer nichos de mercanc´ıas que a priori parec´ıan descartados (Kiesmuller et al.,
2005).
4.2.3. Flexibilidad y frecuencia de servicio
Al igual que el tiempo de servicio, otros atributos fundamental para mucho
usuarios es la flexibilidad de operacio´n y la frecuencia de servicio (Shinghal y Fowkes,
2002).
El transporte intermodal, si se analiza desde un punto de vista geogra´fico,
presenta la misma flexibilidad de servicios que el transporte por carretera, ya que en los
tramos finales hacen uso del transporte por carretera poder realizar un servicio puerta
a puerta.
En el caso de analizar la frecuencia de servicio, en el transporte por carretera los
env´ıos pueden ser llevados a cabo casi a cualquier hora; en la mayor´ıa de los casos, una
vez que la mercanc´ıa esta´ lista esta puede salir directamente a su destino, dependiendo
so´lo de si la flota es propia o subcontratada o del convenio al que se llegue con la
empresa transportista. En el caso del transporte intermodal, existen horarios prefijados
en los tramos realizados o bien por barco o bien por tren, por lo que el usuario del
transporte tiene que adaptar sus env´ıos al d´ıa y hora de salida de estos medios. El
transporte intermodal, en este caso, incorpora las deficiencias del transporte mar´ıtimo
o ferroviario.
Particularizando en el transporte intermodal tren-carretera, ni siquiera los clien-
tes que disponen de servicios ad-hoc, normalmente grandes empresas que fletan trenes
en su totalidad (como podr´ıa ser el caso de Mercadona), pueden hacer uso de ellos en
cualquier momento, ya que estos clientes contratan unos env´ıos semanales a los cuales
se tienen que adaptar, y estos servicios van ligados a unos surcos horarios.
4.2.4. Puntualidad
La puntualidad es una de las ma´s importantes variables a la hora de tomar
una decisio´n respecto al modo de transporte (Bhat y Sardesai, 2006; Allen et al., 1985;
Wigan et al., 2000; Beuthe et al., 2001), y es que los usuarios dan incluso mayor valor
a la incertidumbre sobre el tiempo de tra´nsito esperado, que al propio tiempo medio
esperado. De acuerdo con el estudio de mercado desarrollado por Hertenstein y Kaplan
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(1991): “un 1 % de mejora en la fiabilidad del tiempo de entrega de mercanc´ıas podr´ıa
alcanzar un incremento del 5 % de los beneficios del mercado”.
La actual congestio´n en las carreteras europeas podr´ıa parecer motivo suficiente
para activar un flujo de usuarios del transporte por carretera al transporte intermodal,
sin embargo muchas veces los usuarios han preferido alternativas como la conduccio´n
en horarios nocturnos antes que la alternativa intermodal (Van Schijndel y Dinwoodie,
2000)
Pare entender esta decisio´n es necesario conocer los mecanismos de generacio´n
de retrasos en la cadena intermodal. El cliente intermodal dispone de varias alternativas
paralelas antes de pactar un servicio determinado, e´ste puede decidir la compan˜´ıa con
la que realizara´ el servicio y las terminales implicadas en los transbordos. Ahora bien,
una vez realizada la contratacio´n de un determinado servicio intermodal, los distintos
eslabones de la cadena intermodal actu´an en serie. Esto implica que dentro de la cade-
na intermodal existira´n tres elementos fundamentales en la generacio´n de retrasos: los
trayectos por carretera, los transbordos, y el trayecto principal del transporte.
Mientras que en el transporte por carretera, un retraso puntual en una deter-
minada v´ıa puede ser compensado a lo largo del recorrido, en el caso del transporte
intermodal, un retraso en el primer tramo por carretera podr´ıa ocasionar la perdida del
transporte destinado al trayecto principal y por tanto ocasionar un gran retraso. Este es
el principal riesgo de retraso en este tipo de transporte, ya que en el long-haul los datos
demuestran que no suelen existir demasiados desfases; esto es debido principalmente a
las holguras temporales con las que trabajan este tipo de transportes, a la baja acciden-
talidad de los mismos, y en el caso particular del transporte ferroviario, a los niveles de
puntualidad alcanzados.
Los retrasos en las terminales pueden estar ligados a esperas debidas a retrasos
en otra parte de la cadena log´ıstica o a retrasos internos por una mala planificacio´n
de los recursos. Innumerables estudios de diferentes aspectos pueden ser encontrados
en la literatura (Steenken et al., 2004; Stahlbock y Voß, 2008), tales como reglas de
priorizacio´n de descargas en puertos, log´ıstica de almacenamiento de contenedores,etc.
4.2.5. Seguridad
Se entendera´ por seguridad la probabilidad que la mercanc´ıa llegue a su destino
en las condiciones esperadas. Dos son los motivos principales para que este hecho no
ocurra as´ı, por un lado la probabilidad de pe´rdida y por otro la probabilidad de dan˜o o
rotura.
Si se considera la seguridad como probabilidad de perdida de la mercanc´ıa,
el transporte por carretera debe presentar una mejor valoracio´n. Considerando que la
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probabilidad de perdida en el origen es la misma para cualquier modo de transporte,
la intermodalidad presentara´ peores ı´ndices a lo largo del resto de la cadena de trans-
portes. Este hecho es claramente demostrable al presentar la intermodalidad un mayor
nu´mero de manipulaciones de la mercanc´ıa. Sin embargo, los ı´ndices de perdida son
pra´cticamente nulos tanto en la carretera como en el transporte intermodal.
Ahora bien, si la seguridad es considerada como la probabilidad de dan˜o o ro-
tura de la mercanc´ıa, varios aspectos han de ser tenidos en consideracio´n. El incremento
de las manipulaciones de la mercanc´ıa en el transporte intermodal podr´ıa incrementar
la probabilidad de que la mercanc´ıa resultara dan˜ada. Sin embargo, si son miradas las
estad´ısticas sobre accidentalidad en los distintos modos de transporte (European Com-
mission, 2009), la siniestralidad en el transporte ferroviario o en el transporte mar´ıtimo
es considerablemente ma´s baja que en el transporte por carretera. Es decir, a lo largo
del trayecto el transporte intermodal presenta menor riesgo de dan˜os en ese sentido.
Una cuestio´n muy importante se escapa de la mayor´ıa de los estudios: la pro-
babilidad que la mercanc´ıa sufra dan˜os durante el transporte sin haber existido ningu´n
incidente notable. Cuando se realizan estudios sobre la resistencia de las mercanc´ıas
paletizadas, estos estudios suelen estar centrados en el transporte por carretera, y to-
das las pruebas que se realizan tienden a caracterizar los movimientos y golpes que
sufre la mercanc´ıa en el remolque de un camio´n. Cuando la mercanc´ıa paletizada de
forma ido´nea para el transporte por carretera es cargada en un tren, esta sufre una
serie de impactos para los cuales no fue probada. Durante el transporte, la mercanc´ıa
sufre principalmente tres tipos de movimientos; el lateral, provocado por la fuerza cen-
trifuga al coger las curvas; el vertical, provocado por los efectos de la amortiguacio´n;
y el longitudinal, provocado principalmente por las aceleraciones y desaceleraciones del
veh´ıculo tractor. Los dos movimientos primeros pueden ser considerados similares tanto
para el transporte ferroviario como para el transporte por carretera. Sin embargo, en el
movimiento longitudinal el transporte ferroviario presenta una diferencia notable; el mo-
vimiento longitudinal sufrido por la mercanc´ıa en un vago´n de tren es radicalmente ma´s
brusco que en transporte por carretera, debido a los choques existentes entre vagones, y
por tanto, la mercanc´ıa transportada que no ha sido sometida a las pruebas oportunas
podr´ıa sufrir dan˜os.
4.3. Modelo matema´tico de eleccio´n modal
La cadena intermodal conecta un origen y un destino a trave´s de una serie de
enlaces. Entre estos enlaces existen una serie de nodos, algunos de los cuales son nodos
de decisio´n. Decisiones tomadas en el sentido de eleccio´n del modo de transporte y actor
implicado en el enlace en cuestio´n.
Todo lo expuesto con anterioridad se modelara´ considerando un gra´fo donde los
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nodos representan distintos or´ıgenes, destinos y/o estaciones intermodales, G = (N,A).
Un env´ıo intermodal podra´ ser efectuado entre un origen, o ∈ N , y un destino, d ∈ N ,









Figura 4.5: Modelo red intermodal
El objetivo del modelo, ecuacio´n (4.4), es enviar un flujo de mercanc´ıa a cos-
te mı´nimo. En cada trayecto, la mercanc´ıa puede ser mandada a trave´s de diferentes
modos de transportes, k ∈ K. Cada enlace tiene un coste fijo, fijk, y un coste variable
dependiente del flujo de mercanc´ıas que se env´ıe, cijk. El coste de una determinada ruta
sera´ la suma de los costes fijos de los distintos enlaces que esta´n operativos, yijk, ma´s
los costes variables de los enlaces por el flujo que los atraviesa, xijk. Estos costes pueden
ser considerados costes generalizados y computar por tanto el coste del tiempo y de la




















γ si j = o
0 si j 6= o, j 6= d
−γ si j = d
∀j ∈ N (4.5)
xijk ≤ Qijk ∀(i, j) ∈ A, ∀k ∈ K (4.6)
xijk ≤M · yijk ∀(i, j) ∈ A, ∀k ∈ K (4.7)
yijk ∈ {0, 1} ∀(i, j) ∈ A, ∀k ∈ K (4.8)
xijk ≥ 0 ∀(i, j) ∈ A, ∀k ∈ K (4.9)
El modelo esta´ sujeto a una serie de restricciones. La ecuacio´n (4.5) es una
ecuacio´n de continuidad donde D(j) son los descendientes del nodo j y P (j) son los
antecesores de dicho nodo. En dicha ecuacio´n se impone que todo lo que entra en un
nodo salga de e´l, a menos que e´ste sea el origen o destino de la carga. La ecuacio´n
(4.6) se trata una restriccio´n de capacidad, impidiendo que pase por un enlace ma´s flujo
que la capacidad del mismo. Esta capacidad permitira´ modelar la existencia o no de
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un determinado modo de transporte; la no existencia de un modo de transporte en un
enlace se asimila a asignarle capacidad cero. En la ecuacio´n (4.7) M es un nu´mero de
valor muy elevado, obligando de esta manera a que si pasa flujo por el enlace (i, j) este
este´ abierto. Las restricciones (4.8) y (4.9) definen el tipo de variables del modelo.
Como en el caso del transporte intermodal tambie´n se incurre en gastos en los
nodos, sera´ necesario transformar los nodos en arcos a la hora de caracterizar la red
(ver Figura 4.6). Cada nodo es desagregado en tantos nodos ficticios como enlaces tenga
con el resto de nodos de la red, y entre cada par de nodos ficticios existira´ un enlace
que determinara´ el coste en el interior del nodo (terminal). De este modo, se puede
caracterizar los distintos gastos de transbordo; en el caso de que no exista transbordo
de algu´n tipo, el enlace entre el par de nodos ficticios tomara´ capacidad cero (ver enlace
g de la Figura 4.6). Puede darse el caso que el modo de entrada y de salida del nodo
sea exactamente ide´ntico, pero s´ı se realice transbordo; por ejemplo, el transbordo entre
























Figura 4.6: Modelo nodo desagregado
4.4. Modelo de ayuda a la decisio´n en el transporte inter-
modal
Para facilitar la resolucio´n del modelo anterior, se han desarrollado tres a´rboles
de ayuda a la decisio´n, cuyo principal objetivo es presentar todas las posibles alternativas
que existen a la hora de realizar el transporte intermodal. Los tres a´rboles implementados
corresponden con los tres actores que pueden llegar a tomar decisiones en la construccio´n
de la cadena intermodal:
El cargador.
El transitario.
La empresa de transportes.
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En cada a´rbol se muestran las diferentes opciones que se le pueden presentar al
actor correspondiente. En el caso del cargador (ver Figura 4.7) , este puede subcontratar
las operaciones de transporte o llevarlas a cabo e´l mismo con sus propios medios. En
el caso de subcontratarlo, el proceso depende de las conexiones por mar, tierra y aire
existentes entre el origen y el destino. Para cada caso, el cargador necesita decidir entre
las diferentes opciones de cada trayecto. Los modos de transporte considerados en el
modelo son el ferrocarril, la carretera y el barco; el transporte ae´reo sera´ excluido debido
a que tiene caracter´ısticas totalmente diferentes en el transporte de mercanc´ıas, y a
que rara vez se muestra competitivo con el resto de modos. Los operadores log´ısticos
considerados sera´n: las empresas de transporte, el transitario, el operador ferroviario
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Figura 4.7: A´rbol de ayuda a la decisio´n para un cargador de la cadena intermodal
Los a´rboles de ayuda a la decisio´n para el transitario y para las empresas de
transportes se muestran respectivamente en las Figuras 4.8 y 4.9.
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Figura 4.9: A´rbol de ayuda a la decisio´n para una empresa de transportes de la cadena
intermodal
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4.4.1. Aplicacio´n al transporte intermodal de Espan˜a
A modo de ejemplo, se aplico´ el modelo de eleccio´n intermodal a un caso con-
creto: el ana´lisis de rutas de transporte desde Sevilla al resto de Espan˜a. Como hipo´te-
sis de partida se considerara´n ma´rgenes de ganancia de un 10 % para las empresas de
transporte por carretera sobre el coste del observatorio, otro 10 % de ganancia para los
transitarios, las tarifas de tren multicliente de Renfe (suponiendo contenedores de 40
pies) y una distancia media a la terminal ferroviaria de 60km. Los datos que se usaron
pueden consultarse en Escudero et al. (2007).
Los resultados alcanzados se muestran en la Figura 4.10. Estos resultados con-
firman una distancia de ruptura cercana a la presentada por otros autores, fija´ndose en
este caso entorno a los 500-600 km. El estudio permite adema´s analizar un caso muy
interesante, como es el transporte entre Sevilla y el Levante espan˜ol, donde resulta ma´s
rentable el uso de transporte por carretera, a pesar de la distancia que los separa. Este
hecho es debido a la inexistencia de servicios ferroviarios directos, siendo necesario el
paso por Madrid, mientras que existen grandes autopistas por la costa.
Figura 4.10: Mapa del mercando intermodal en Espan˜a
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4.5. Posibles l´ıneas de mejoras en el transporte intermodal
Como se ha visto en los cap´ıtulos anteriores la intermodalidad presenta una serie
de caracter´ısticas que la hacen sumamente atractiva como alternativa al transporte por
carretera desde la visio´n de las diferentes instituciones gubernamentales. Sin embargo,
esta visio´n es no es del todo percibida por los usuarios del transporte. Como se ha
visto a lo largo de este cap´ıtulo, la intermodalidad presenta actualmente una serie de
deficiencias para presentarse como competencia real del transporte por carretera; en
muchas ocasiones estas deficiencias eclipsan otra ser´ıe de propiedades que resultar´ıan
atrayentes para los usuarios.
Este ep´ıgrafe pretende ser un resumen de posibles lineas de mejora que han
sido propuestas en la literatura existente para potenciar la intermodalidad como una
realidad factible. No se pretende hacer un ana´lisis exhaustivo de toda las referencias
existentes, sino ma´s bien marcar las posibles lineas y las soluciones que actualmente se
esta´n planteando. Estas l´ıneas de mejora se dividira´n en dos grandes grupos ı´ntimamente
interrelacionados: (a) mejoras que afectan a la cadena intermodal como conjunto y (b)
posibles mejoras en cada uno de los eslabones de cadena intermodal.
4.5.1. Mejora globales de la cadena intermodal
La intermodalidad en muchas ocasiones se ha mostrado como un conjunto de
redes de transporte interconectadas f´ısicamente, donde los cambios entre modos de trans-
porte equivalen ma´s a un cambio de sistema que a un mero transbordo te´cnico. A veces
la intermodalidad no es ma´s que el uso de una red detra´s de otra, sin que exista un
tra´fico fluido dentro de la misma. Esto presenta un grave inconveniente, dado que en tal
caso la intermodalidad captar´ıa todas las deficiencias de gestio´n de cada una de las redes
y an˜adir´ıa los costes de friccio´n entre redes, en lugar de buscar la interoperatividad de
las redes. La Unio´n Europea sen˜ala que esta visio´n desacoplada de la intermodalidad se
traduce en:
precios ma´s elevados
trayectos ma´s largos, mayores retrasos y plazos menos fiables
menor disponibilidad de servicios de calidad
restricciones del tipo de mercanc´ıas
un mayor riesgo de dan˜os en la carga
procedimientos administrativos ma´s complicados
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Se hace necesario gestionar el transporte intermodal como una cadena global
(Panayides, 2002; Meixell y Gargeya, 2005); una cadena donde la informacio´n fluye
en beneficio del transporte. Existen una serie de objetivos estrate´gicos que permitir´ıan
el adecuado desarrollo de la intermodalidad en el contexto de la pol´ıtica comu´n de
transportes, haciendo posible una reduccio´n de los efectos anteriormente mencionados:
una estrategia comu´n en infraestructuras.
un u´nico mercado de transporte
la identificacio´n y eliminacio´n de obsta´culos, que eliminen costes de friccio´n entre
modos
la implementacio´n de la sociedad de la informacio´n en el transporte intermodal
La consecucio´n de estos objetivos vendr´ıa ligada al desarrollo de una serie de
acciones puntuales, que de un modo u otro afectar´ıa a cada uno de ellos. A continuacio´n
se comentara´n alguna de dichas acciones.
Para poner en relieve la intermodalidad es necesario que la estrategia comu´n
de infraestructuras este´ centrada en un disen˜o intermodal de la RTE-T. Para ello es
conveniente estudiar que´ configuraciones de la red son ma´s adecuadas, como por ejemplo
la configuracio´n en Hub (Imai et al., 2006; Rotter, 2004; Groothedde et al., 2005); ver el
lugar ma´s conveniente donde colocar las terminales intermodales (Arnold et al., 2004; van
Klink y van Den˜Berg, 1998); estudiar el equipamiento de las mismas (Ballis y Golias,
2004; Abacoumkin y Ballis, 2004; Kozan, 2006); y ver que´ conexiones son necesarias para
facilitar el acceso a las terminales intermodales, dado que a veces la falta de determinados
tramos de infraestructuras suponen un aumento de los costes de transferencia entre
modos.
Con acciones como las anteriores se resolver´ıan problemas de conexio´n f´ısica
de la red; el desarrollo de un mercado de transporte u´nico requerir´ıa adema´s limar las
conexiones funcionales de la red. Se hace necesario aumentar la interoperatividad entre
modos e incluso entre fronteras (Mataix et al., 2006), eliminando las barreras existen-
tes como los distintos sistemas de sen˜alizacio´n ferroviaria. El disen˜o de los distintos
para´metros de funcionalidad de cada una de las subredes que componen un transpor-
te intermodal no se puede realizar aisladamente, es necesario un planteamiento global
(Van˜Duin y van Ham, 1998; Southworth y Peterson, 2000; Trip y Bontekoning, 2002),
es necesario por ejemplo que los horarios de los diferentes modos de transporte este´n
armonizados (Erera et al., 2005; Jula et al., 2006; Shintani et al., 2007; Choong et al.,
2002). En este camino tiene un especial papel la bu´squeda de alianzas, que pueden fa-
vorecer enormemente la percepcio´n del transporte intermodal (Zhang et al., 2007); es
importante sen˜alar que las alianzas globales traen ligada una serie de medidas a tomar
localmente, como puede ser el desarrollo de las terminales (McCalla, 1999). Adema´s es
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necesario implementar unos procedimientos administrativos que fomenten la competiti-
vidad del transporte intermodal, ahorra´ndose el usuario tramites en el proceso y donde
quede claramente determinado la responsabilidad del transporte.
Incluso con las infraestructuras necesarias y con una mayor integracio´n entre
modos existen una serie de obsta´culos que pueden ocasionar unos costes de friccio´n entre
modos; considera´ndose dichos costes como costes adicionales debido a la dificultad de
transferencias entre modos. Se hace necesario por tanto armonizar los esta´ndares de
transporte; un tema crucial hace referencia a las distintas unidades de carga.
Por u´ltimo es necesario fomentar el flujo de informacio´n en tiempo real del
transporte intermodal a todos los niveles (Giannopoulos, 2004; Bontekoning y Priemus,
2004). La intermodalidad no puede permitirse adoptar la burocracia individualizada de
cada uno de los modos que la componen; es necesario simplificar el flujo burocra´tico de
informacio´n, estableciendo procedimientos normalizados (Panayides, 2002). Esto no so´lo
debe limitarse a la propia tramitacio´n burocra´tica, una adecuada trazabilidad puede
permitir optimizar la planificacio´n de las operaciones, disminuyendo los costes de espera
entre modos. Por tanto utilizar comunicaciones como los sate´lites (Mintsis et al., 2004)
o la redes de telefon´ıa mo´vil para el correcto seguimiento y localizacio´n de las cargas
abre importantes puertas a un mayor rendimiento del transporte intermodal (Fancello
et al., 2011; Zhao y Goodchild, 2011).
4.5.2. Mejora en cada etapa de la cadena intermodal
Como se ha comentado en el punto anterior la eficiencia de la cadena de trans-
porte intermodal depende en gran medida globales de mejoras en el funcionamiento de
las diferentes etapas como conjunto; es decir, en una mayor integracio´n entre los di-
ferentes modos. Sin embargo, este hecho no excluye que mejoras en cada una de las
etapas del transporte intermodal puedan influir positivamente en la percepcio´n de todo
el transporte como conjunto, llegando a ser incluso determinantes.
Este trabajo no va a entrar en definir cada una de las mejoras en los diferentes
etapas, dado que en la literatura se ha hablado ampliamente de ello; pero s´ı se van a refe-
renciar algunos estudios que previamente han realizado dicho trabajo y se ejemplificara´n
algunos casos. Importantes revisiones bibliogra´ficas al respecto pueden encontrarse en
Macharis y Bontekoning (2004), Bontekoning et al. (2004) y Caris et al. (2008).
En el caso del acarreo terrestre una de las principales lineas de mejora es una
gestio´n centralizada del mismo (Morlok y Spasovic, 1995), que aumentar´ıa el factor de
carga y por tanto permitir´ıa disminuir los costes. El uso de tecnolog´ıas de la informacio´n
y la comunicacio´n abrir´ıa un abanico de posibilidades como: la deteccio´n automa´tica de
matr´ıculas, para evitar retrasos en la entrada de las terminales; el seguimiento v´ıa sate´lite
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de la flota, para evitar retrasos inesperados y costes debido al almacenamiento extraor-
dinarios en la terminal; la comunicacio´n permanente entre la flota y los consignatarios,
que permitir´ıa la adicio´n de tareas on line; etce´tera.
En el trayecto principal nuevamente aparecen lineas de mejora como puede
ser: el uso de trenes de mayor longitud (Janic, 2008), el disen˜o de mejores l´ıneas que
eviten excesivas paradas, la creacio´n de nuevas infraestructuras, o la normalizacio´n de
procedimientos ferroviarios.
Igualmente es especialmente determinante el disen˜o de las terminales de conte-
nedores. Los estudios presentados por Stahlbock y Voß (2008) y Steenken et al. (2004)
hacen una revisio´n de todos los aspectos a tener en cuenta dentro de las mismas, y
realizan una revisio´n de los estudios existentes.
4.6. Resultados de intere´s para el desarrollo de la tesis
Este cap´ıtulo ha puesto de manifiesto una serie de estudios que permiten vis-
lumbrar los motivos por los cuales la intermodalidad no esta´ siendo una realidad todav´ıa.
A pesar de que por parte de la instituciones se sen˜ala a la intermodalidad como el modelo
a seguir, sus ventajas no son del todo vistas para los posibles usuarios de la misma.
La principal fortaleza de la intermodalidad, segu´n la percepcio´n de los usuarios,
es su economı´a de escala, la posibilidad de ahorrar en costes. Este ahorro so´lo se produce
a partir de una distancia llamada distancia de ruptura; e´sta se ha estudiado para un
ejemplo particular, el cual corrobora los estudios anteriormente realizados por otros
autores.
Para que la intermodalidad tenga realmente e´xito es necesario mejorar la per-
cepcio´n que los usuarios tienen de ella; esta mejora so´lo puede ser realizada a partir de
conocer sus posibles deficiencias, las cuales han sido mostradas a lo largo del cap´ıtulo.
A partir de ellas, se han presentado a grandes rasgos una serie de l´ıneas de mejoras que
podr´ıan plantearse dentro de la intermodalidad para hacer a este tipo de transporte ma´s
atractivo. Resumiendo, se necesitan tomar acciones que hagan que la intermodalidad
baje en costes, especialmente a corta distancia, y que mejore su respuesta temporal; de
este modo podr´ıa captar una mayor diversidad de productos.
De todos los lineas de accio´n, esta tesis va a centrarse en la gestio´n centralizada
del acarreo terrestre, haciendo uso de nuevas tecnolog´ıas. El motivo por el cual se ha
optado por optimizar el drayage parte de la situacio´n econo´mica actual. Muchas de las
acciones propuestas requieren de grandes inversiones; sin embargo, el planteamiento que
se desarrollara´ en los pro´ximos cap´ıtulos requiere de una inversio´n mucho menor. Y a
pesar de esta menor inversio´n su influencia puede ser percibida por todo el conjunto de
la cadena intermodal. Unir una gestio´n centralizada del acarreo terrestre con el uso de
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El problema del acarreo terrestre
El acarreo terrestre es el conjunto de movimientos pertenecientes al transpor-
te intermodal, que usan como modo de transporte la carretera y son llevados a cabo
dentro del hinterland de una terminal intermodal. Este es nombrado en la literatura
de diferentes maneras: remolcado, pick-up&delivery, pre-&end- haulage y drayage; sin
embargo siempre hace referencia a la misma cuestio´n. Se trata de uno de los eslabones
fundamentales de la cadena de transporte intermodal, ya que lo dota de la flexibilidad
necesaria para hacerlo atrayente de cara a los usuarios del sistema.
Como se ha comentado en varios cap´ıtulos anteriores, el acarreo terrestre acu-
mula un gran porcentaje de los gastos generados en toda la cadena de transporte, siendo
por tanto un foco de posibles mejoras. Una reduccio´n en los costes imputados a estos
tramos provocar´ıa una disminucio´n en los gastos de toda la cadena de transporte y su-
pondr´ıa una mayor competitividad de la intermodalidad; adema´s posibilitar´ıa el uso de
la misma en trayectos ma´s cortos que los comentados en el Cap´ıtulo 4.
En este cap´ıtulo se va a realizar una descripcio´n detallada del problema del aca-
rreo terrestre y se realizara´ una minuciosa revisio´n bibliogra´fica de la cuestio´n. Adema´s,
se realizara´ una formulacio´n matema´tica del problema, tanto en su versio´n determinista
como en su versio´n con tiempo de tra´nsito estoca´stico.
5.1. Las operaciones de acarreo
El drayage o acarreo terrestre conlleva la realizacio´n de los trayectos inicial y
final del transporte intermodal de mercanc´ıas. En una regio´n determinada, abarca el
movimiento de contenedores y trailers1 entre los clientes, la terminal y el depo´sito. En
ocasiones, los movimientos de acarreo pueden cubrir ma´s de una terminal intermodal en
1En adelante so´lo se mencionara´ el te´rmino contenedor como gene´rico de cualquier unidad de carga
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el caso que estas se encuentren lo suficientemente cerca unas de otras. Del mismo modo
los depo´sitos puede encontrarse relativamente cerca de la terminal intermodal o incluso
dentro de la misma. Un resumen completo de todos los movimientos posibles dentro del
acarreo intermodal es mostrado en la Figura 5.1.
Cargador	  
Depósito	   Terminal	  Intermodal	  
Des4natario	  
Figura 5.1: Diferentes movimientos en las operaciones de drayage
El movimiento de un contenedor conllevara´ la realizacio´n de una serie de ope-
raciones. Las dos operaciones fundamentales son la recogida en el origen (pick-up), P ,
y entrega en el destino (delivery), D, de contenedores. Estas operaciones a su vez pue-
den referirse a contenedores llenos o vac´ıos, y esta´n siempre enmarcadas dentro de una
instalacio´n (terminal, depo´sito, cliente, etc.) en particular.
Una peticio´n de movimiento de un contenedor conllevara´ como mı´nimo la rea-
lizacio´n de dos operaciones consecutivas: una operacio´n de recogida, P , y una operacio´n
de entrega, D. Al binomio PD se le llamara´ tarea de acarreo.
La esencia del transporte de mercanc´ıas es el movimiento de bienes, y por tanto,
las tareas principales suelen suponer el movimiento de un contenedor cargado, o bien
desde un cargador a la terminal o bien desde la terminal al destinatario.
Adema´s de las tareas que conllevan el movimiento de contenedores cargados,
como los mencionados anteriormente, existe otra serie de tareas que contempla el mo-
vimiento de contenedores vac´ıos. Si bien lo ideal ser´ıa reducir al ma´ximo este tipo de
tareas, para aumentar de este modo el factor de carga del transporte, el movimiento de
contenedores vac´ıos parte de la necesidad de disponer de los recursos en el momento y
sitio adecuado, ante situaciones de tra´fico no equilibrado. Otro de los motivos para el
movimiento de contenedores vac´ıos es la distinta propiedad de los mismos, que pueden
pertenecer a cualquiera de los actores implicados en el transporte intermodal. Normal-
mente el propietario suele ser el cargador, el destinatario, o la empresa encargada de
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realizar el tramo principal del transporte; dependiendo de quie´n sea, el tratamiento del
contenedor vac´ıo puede ser distinto.
En caso de que el contenedor vac´ıo pertenezca al cargador, este posiblemente
tenga que ser devueltos a la terminal, de modo que sean enviados a su lugar de proce-
dencia o a donde su propietario haya considerado oportuno. De igual modo, puede que
haya que recoger contenedores vac´ıos en la terminal, provenientes de otro lugar y que se
encuentren en el proceso de retorno.
Los contenedores vac´ıos tambie´n pueden permanecer en la hinterland de la
terminal a la espera de ser usados cuando sea necesario a trave´s de su almacenamiento en
depo´sitos e incluso pueden ser transferidos directamente entre distintos clientes, bypass,
como muestra el movimiento sen˜alado por la l´ınea discontinua de la Figura 5.1. Este
u´ltimo caso supondr´ıa un ahorro en el desplazamiento en vac´ıo del camio´n.
A las tareas de acarreo que conllevan el movimiento de un contenedor desde la
terminal al destinatario, se les llamara´ tareas de importacio´n. En el caso de movimientos
entre el cargador y la terminal, se estara´ hablando de tareas de exportacio´n.
Mientras que en las tareas de importacio´n y exportacio´n de contenedores el
origen y destino de las tareas, lugares donde se llevara´n a cabo las operaciones de pick-
up y delivery, son conocidas inequ´ıvocamente; en el caso del movimiento de contenedores
vac´ıos dentro de la misma hinterland existe cierta flexibilidad en la realizacio´n de los
mismos. Si el cliente reclama un contenedor vac´ıo para poder realizar el transporte
de unos determinados bienes, puede que le sea indiferente la procedencia del mismo.
Pudiendo este provenir o bien del depo´sito, o directamente de otro usuario que lo ha
dejado vac´ıo. Se estara´ hablando por tanto de tareas bien definidas o de tareas flexibles,
respectivamente.
Las operaciones de recogida y entrega descritas anteriormente son operaciones
de acarreo ba´sicas, y por tanto dan lugar a tareas de acarreo ba´sicas. La unio´n en la
misma instalacio´n de varias operaciones ba´sicas puede dan lugar a operaciones ma´s com-
plejas, en las que dos operaciones han de realizarse consecutivamente. Estas operaciones
suelen atender a situaciones en las que el cliente no dispone del contenedor necesario para
realizar el env´ıo y necesita que previamente se le suministre uno, o situaciones donde el
cliente no tiene capacidad de almacenamiento de contenedores y una vez que ha recibido
y descargado el mismo, necesita que lo retiren en la mayor brevedad posible. Esto puede
resolverse de dos maneras diferentes: o bien el conductor permanece junto al contenedor
durante toda la operacio´n, stay-with2 (SW ), o bien el conductor deja el contenedor y
se dedica a realizar otras operaciones mientras el cliente maneja el mismo, drop&pick3
(D&P ). En este u´ltimo caso, una vez que el cliente finaliza la carga o descarga se ha de
volver a recoger el contenedor, ya sea el mismo conductor u otro.
2Tambie´n puede encontrarse en la literatura como live
3Drop&hook en el caso de trailers
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(a) Load (b) Dead-Head (c) Bobtail
Figura 5.2: Cargas
La Tabla 5.1 contiene todas las posibles operaciones, tanto simples como com-
plejas, que pueden llevarse a cabo en una localizacio´n determinada. Las dos u´ltimas co-
lumnas muestran la situacio´n de carga en la que se encuentra el camio´n antes de llegar
y una vez que sale del lugar donde se realiza la misma. Los camiones puede encontrarse
en tres estados de carga diferentes (ver Figura 5.2):
Load: cuando el camio´n lleva un contenedor cargado o cuando la cabeza tractora
y el trailer esta´n unidas, y el trailer va cargado
Dead- Head: cuando el camio´n lleva un contenedor vac´ıo o cuando la cabeza trac-
tora y el trailer esta´n unidas, pero el trailer va descargado.
Bobtail: cuando el camio´n no lleva contenedor alguno o cuando la cabeza tractora
esta´ desacoplada del trailer
Las tareas tanto ba´sicas como complejas son la unio´n de varias de estas ope-
raciones, en la cual el camio´n ha de empezar en estado Bobtail y terminal en el mismo
estado. Las operaciones se pueden realizar consecutivamente siempre y cuando el estado
en que termina una sea el mismo en el que empieza la siguiente.
Tabla 5.1: Resumen de las operaciones de acarreo
Tipo Descripcio´n Estado del camio´n
Pre Post
Dl Entrega de contenedor lleno Load Bobtail
P l Recogida de contenedor lleno Bobtail Load
De Entrega de contenedor vac´ıo Dea-head Bobtail
P e Recogida de contenedor vac´ıo Dead-head Load
De&P lD&P Entrega vac´ıo y recogida cargado Dead-head Load
Dl&P eD&P Entrega lleno y recogido vac´ıo Load Dead-head
Dl&P lD&P Entrega lleno y recogido lleno Load Load
De&P lSW Entrega vac´ıo y recogida cargado Dead-head Load
Dl&P eSW Entrega lleno y recogido vac´ıo Load Dead-head
Dl&P lSW Entrega lleno y recogido lleno Load Load
Como se ha comentado anteriormente, las operaciones de acarreo son requeri-
mientos de recogida o entregas de contenedores y la reubicacio´n de contenedores vac´ıos
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con el fin de poder facilitar la posterior carga de contenedores. En la mayor´ıa de los ca-
sos, las empresas que contratan los servicios de acarreo, as´ı como las propias terminales
intermodales, necesitan que dichas tareas sean llevadas a cabo dentro de unos estrictos
l´ımites temporales.
En el caso de tareas de exportacio´n, existe una limitacio´n temporal referente
a la hora programada de salida del tren o barco. Existira´ una hora l´ımite de llegada a
la terminal, a partir de la cual el contenedor que se entregara tendr´ıa que esperar al
siguiente barco o tren, lo cual podr´ıa tardar d´ıas o incluso semanas, con su correspon-
diente coste de almacenaje. En el caso de tareas de importacio´n la restriccio´n es justo
la contraria. Existira´ una hora antes de la cual no tiene sentido ir a la terminal debido
a que el contenedor todav´ıa no estara´ disponible.
Adema´s de estas restricciones impl´ıcitamente ligadas a la llegada o partida del
medio de transporte que realiza el trayecto principal del transporte intermodal, la ter-
minal puede imponer otra serie de restricciones destinadas a mejorar el funcionamiento
de la misma. Es usual que la terminal facilite una ventana temporal dentro de la cual no
se incurrira´ en costes extras. Si el contenedor es entregado en la terminal antes de dicha
hora, en el caso de tareas de exportacio´n, o retirado despue´s de la misma, en el caso de
tareas de importacio´n, la terminal cargara´ unos costes en concepto de almacenamiento.
5.2. Revisio´n bibliogra´fica
En los u´ltimos an˜os, un gran nu´mero de referencias bibliogra´ficas han surgido
alrededor del transporte intermodal. Una idea de la creciente atencio´n en dicho campo
se puede encontrar en los trabajos presentados por Macharis y Bontekoning (2004) y por
Bontekoning et al. (2004). Ambos trabajos analizan los estudios realizados en los u´ltimos
an˜os clasificados segu´n el horizonte de planificacio´n: estrate´gico, ta´ctico y operacional; y
el agente que este´ involucrado. Macharis y Bontekoning (2004) analiza las oportunidades
de la investigacio´n de operaciones en el desarrollo del transporte intermodal. Bontekoning
et al. (2004) esta´ centrado en el transporte rail-truck.
El acarreo terrestre, como eslabo´n fundamental del sistema de transportes in-
termodal, tambie´n ha visto incrementado el intere´s por parte de la comunidad cient´ıfica.
Este ep´ıgrafe presenta un exhaustivo estudio de los diferentes trabajos relacionados con
el acarreo del transporte intermodal de mercanc´ıas. Primero, se vera´n estudios que han
mostrado resultados de cara´cter estrate´gico o ta´ctico, para luego mostrar los estudios
centrados en un horizonte operacional. Dentro de este segundo grupo, se mostrara´n tanto
estudios que expl´ıcitamente versan sobre el acarreo terrestre como estudios que, si bien
no tratan de forma directa el acarreo intermodal, pueden adaptarse al problema bajo
estudio.
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5.2.1. Enfoque estrate´gico-ta´ctico
Los estudios que analizan el acarreo desde una perspectiva estrate´gico-ta´cti-
ca van destinados principalmente al ana´lisis de los beneficios globales que tendr´ıa una
gestio´n centralizada del acarreo. Adema´s estudian la influencia que determinadas medi-
das, regulaciones o decisiones podr´ıan tener sobre el conjunto del transporte, tanto en
cuestio´n de costes como de calidad de servicio.
Morlok y Spasovic (1995) estudian detalladamente todos los factores que influ-
yen en el coste de las operaciones de drayage, estableciendo una serie de estrategias para
la reduccio´n de los mismos. Estas estrate´gicas, destinadas tanto al sector pu´blico como al
sector privado, se basan principalmente en las siguientes lineas: una gestio´n centralizada,
el uso de nuevas tecnolog´ıas, un correcto marketing y eleccio´n de precios, el aumento de
la capacidad de las terminales y una mejora de sus conexiones, y un disen˜o adecuado de
las pol´ıticas de uso del suelo.
En estudios previos, Morlok y Spasovic (1994) hab´ıan analizado el impacto
de una planificacio´n centralizada de las tareas de acarreo sobre la calidad de servicio
y los costes. Desarrollan un modelo lineal entero para la optimizacio´n de las tareas
de acarreo, y concluyen que una correcta planificacio´n de los recursos puede disminuir
el nu´mero de horas necesarias para la realizacio´n de las tareas, as´ı como el total de
kilo´metros a recorrer, mejorando de esta forma los costes totales entre el 44 % y el
63 % dependiendo del plan de pagos de los conductores. Ayuda´ndose del mismo modelo
lineal, que proporciona costes marginales de las tareas de acarreo, proponen una serie
de estrategias de precios para las operaciones de acarreo (Spasovic y Morlok, 1993).
Una correcta planificacio´n de las tareas de acarreo tendr´ıa ligada, adema´s de la
ya comentada reduccio´n de los costes, un aumento del hinterland de la terminal. Como
sen˜ala Nierat (1997), un aumento en el factor de ocupacio´n de los camiones o en el
nu´mero de tareas diarias realizadas por conductor, provocar´ıa el aumento del a´rea de
mercado de la intermodalidad.
Otro factor de gran importancia ta´ctica en las operaciones de acarreo es la elec-
cio´n de la terminal. Fowkes et al. (1991) examinan la importancia que tiene la posicio´n
relativa del origen y el destino respecto a las terminales intermodales en la rentabilidad
del transporte intermodal. Taylor et al. (2002) examina dos metodolog´ıas de eleccio´n de
la terminal de transbordo de mercanc´ıas con el objetivo de aumentar la viabilidad y la
eficacia del transporte intermodal.
Como ya sen˜alaron Morlok y Spasovic (1995), determinadas regularizaciones
pueden influir enormemente en los costes finales del acarreo terrestre. Un caso muy
particular es estudiado por Cheung et al. (2008) que analizan la influencia de diferentes
pol´ıticas reguladoras que histo´ricamente ha impuesto el gobierno de Hong Kong en
el acarreo con China. Por una parte se estudia la pol´ıtica 4up-4down impuesta por
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el gobierno, donde conductor, cabeza tractora, chasis y contenedor forman un todo
indivisible que ha de realizar tanto el viaje de ida como el de vuelta, frente a pol´ıticas
ma´s flexibles como 2up-2down, donde el conjunto indivisible es solamente la cabeza
tractora y el conductor, o la pol´ıtica de total libertad. Por otra parte, estudia la exigencia
gubernamental de asignacio´n inequ´ıvoca entre conductor y cabezas tractoras, de forma
que so´lo un conductor puede hacer uso de un determinado coche, frente a la libertad de
usos por parte de los conductores de cualquier veh´ıculo de la flota. El estudio concluye
que existen pe´rdidas de beneficios por la aplicacio´n de tales restricciones y sugiere una
relajacio´n de las pol´ıticas.
5.2.2. Enfoque operativo
La literatura revisada con un enfoque a nivel operacional del acarreo terrestre se
centra en resolver el problema del acarreo terrestre diario, daily drayage problem (DDP).
Dicho problema tiene por objetivo minimizar los costes de todas las operaciones de
acarreo que son llevadas a cabo por una empresa, o consorcio de empresas, en una regio´n
determinada a lo largo de una jornada laboral, teniendo en cuenta unos recursos limitados
y una serie de restricciones a cumplir. Cuando una de las restricciones atiende a la
realizacio´n de las tareas a desarrollar dentro de una ventana temporal, se estara´ hablando
del daily drayage problem with time windows (DDPTW).
El DDPTW puede ser considerado un caso espec´ıfico de cla´sico problema del
rutado de veh´ıculos con ventanas temporales, vehicle routing problem with time windows
(VRPTW), donde la componente capacidad es de cara´cter binaria, o bien el veh´ıculo se
encuentra en carga, o bien el veh´ıculo se encuentra en vac´ıo; o bien lleva contenedor o bien
no lo lleva. Parecer´ıa lo´gico, por tanto, resolver el DDPTW aplicando las mismas te´cnicas
usadas para la resolucio´n del VRPTW (Bodin et al., 1983; Solomon, 1987; Desrochers
et al., 1992; Desrosiers et al., 1995); sin embargo, resultados experimentales demuestran
que buenas metodolog´ıas de resolucio´n para el VRPTW no tienen por que´ ser las ido´neas
en casos particulares del mismo. Este hecho lo pone de manifiesto el estudio desarrollado
por Dumas et al. (1995) que sen˜ala que: ((incluso aunque el TSPTW es un caso especial
del VRPTW, el mejor me´todo conocido de este u´ltimo problema (Desrochers et al.,
1992) no es el que mejores soluciones proporciona al TSPTW )). Esto ha propiciado que
numerosas investigaciones hayan sido focalizadas en casos particulares del VRPTW,
tales como el pickup and delivery problem with time windows (PDPTW) (Dumas et
al., 1991; Nanry y Barnes, 2000; Landrieu et al., 2001; Lu y Dessouky, 2006; Bent y
Hentenryck, 2006; Gronalt et al., 2003; Currie y Salhi, 2003, 2004; Imai et al., 2007) o el
traveling salesman problem with time windows (TSPTW) (Wang y Regan, 2002; Dumas
et al., 1995; Focacci et al., 2002; Gendreau et al., 1998; Calvo, 2000). Dichos problemas
siguen siendo problemas de complejidad NP-Hard (Savelsbergh y Sol, 1995) a pesar de
tratarse de casos particulares.
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Diferentes metodolog´ıas de resolucio´n han sido aplicadas a dichos problemas
(TSPTW y PDPTW), pudiendo encontrarse en la literatura te´cnicas exactas (Dumas
et al., 1991, 1995; Currie y Salhi, 2003), heur´ısticas (Gendreau et al., 1998; Calvo, 2000;
Currie y Salhi, 2003; Imai et al., 2007) y metaheur´ısticas (Currie y Salhi, 2004).
Dado que el DDPTW puede ser formulado en te´rminos de un TSPTW o un
PDPTW, las conclusiones alcanzadas anteriormente son de enorme importancia. Exac-
tamente, el DDPTW puede ser formulado o bien como un asymetric multi-traveling
salesman problem with time windows (am-TSPTW) (De Meulemeester et al., 1997;
Bodin et al., 2000; Jula et al., 2005; Smilowitz, 2006; Francis et al., 2007; Zhang et
al., 2009)4, o bien como un full-load pickup and delivery problem with time windows
(FLPDPTW) (Gronalt et al., 2003; Currie y Salhi, 2003, 2004; Imai et al., 2007; Caris y
Janssens, 2009). En el am-TSPTW las tareas serian representadas a trave´s de los nodos
del grafo, luego ser´ıa una formulacio´n basada en nodos. En el caso del FLPDPTW, las
tareas ser´ıan representadas por arcos de carga 1, teniendo el resto de arcos carga 0, por
lo que se tratar´ıa de una resolucio´n basada en arcos. Jula et al. (2005) y Wang y Regan
(2002) muestran que el FTPDPTW puede ser transformado en un am-TSPTW.
Muchos de los estudios se identifican con el movimiento de contenedores dentro
de una terminal donde el origen y el destino de las tareas a realizar son perfectamente
conocidos. Gronalt et al. (2003) desarrollan cuatro heur´ısticas basadas en el ahorro para
resolver el FTPDPTW. El mismo problema pero en el entorno de una terminal es resuelto
por Imai et al. (2007) a trave´s de una heur´ıstica basada en una relajacio´n lagrangiana.
Caris y Janssens (2009) modelan el problema FTPDPTW y utilizan una metodolog´ıa con
dos fases: primero una heur´ıstica de insercio´n es propuesta para encontrar una solucio´n
inicial, la cual es mejorada a trave´s de una bu´squeda local con tres vecindades. So´lo
consideran tareas desde y hacia la terminal. En un trabajo posterior (Caris y Janssens,
2010) se propone un algoritmo de recocido determinista. Jula et al. (2005) modela el
problema del movimiento de contenedores con ventanas temporales en origen y destino
como un am-TSPTW, comparando tres metodolog´ıas para resolver el mismo: (a) un
me´todo exacto en dos fases basado en la programacio´n dina´mica, (b) una metodolog´ıa
h´ıbrida que conjuga programacio´n dina´mica y un algoritmo gene´tico, y (c) una heur´ıstica
de insercio´n. Namboothiri y Erera (2008) estudian la influencia de introducir un punto
de control en el acceso de las terminales sobre la eficiencia en las operaciones de acarreo.
Especial atencio´n es prestada por algunos trabajos a la importancia de la re-
localizacio´n de los contenedores vac´ıos. Smilowitz (2006) modela el problema como un
am-TSPTW con tareas flexibles, donde las tareas flexibles son usadas para modelar los
viajes en vac´ıo. Para limitar el nu´mero de posibles realizaciones de las tareas flexibles,
define una regio´n geogra´fica de posibles ejecuciones, basado en una distancia fija al nodo.
El objetivo es encontrar las rutas que minimicen el tiempo de tra´nsito y el nu´mero de
veh´ıculos, resolvie´ndose de forma conjunta la definicio´n de los movimientos en vac´ıo y
4De Meulemeester et al. (1997) y Bodin et al. (2000) no presentan ventanas temporales
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el rutado de los veh´ıculos. Resuelven el modelo haciendo uso de una heur´ıstica Branch
and Bound usando generacio´n de columnas en cada nodo. El estudio es mejorado en
Francis et al. (2007) al considerar variable la regio´n geogra´fica de posibles ejecuciones
de las tareas flexibles. La regio´n se fija atendiendo a la densidad de posibles ejecuciones
dentro de la misma y no mediante un taman˜o umbral previamente definido. Otro me´to-
do basado en generacio´n de columnas embebido en un Branch and Bound es propuesto
por Ileri et al. (2006). Consideran diferentes tipos de conductores, pudiendo los mismos
partir desde diferentes lugares. Las tareas de acarreo descritas son de mayor compleji-
dad, pudiendo estar formadas por varias operaciones de acarreo. Braekers et al. (2012)
continua en esa linea de investigacio´n de Caris y Janssens (2010) considerando tambie´n
el movimiento de contenedores vac´ıos, proponiendo dos metodolog´ıas: una secuencial y
otra integrada. Zhang et al. (2009) formulan el am-TSPTW con mu´ltiples depo´sitos y
una sola terminal donde una bu´squeda tabu´ reactiva es propuesta como metodolog´ıa.
Este problema es ampliado a mu´ltiples terminales en Zhang et al. (2010) y solucionado a
trave´s de una metodolog´ıa basada en la particio´n de ventanas (windows-partition based
method, WPB) inspirada en Wang y Regan (2002). Zhang et al. (2011b) analizan el
problema de un simple depo´sito y una sola terminal pero con limitacio´n de contenedores
vac´ıos en el depo´sito, una bu´squeda tabu´ reactiva vuelve a ser usada.
Las variantes esta´ticas del DDP han sido definidas en Erera y Smilowitz (2008),
pero las versiones estoca´sticas del problema esta´n empezando a tener un intere´s crecien-
te. Cheung y Hang (2003) realizan una formulacio´n del problema con incertidumbre en
el tiempo de servicio de las tareas, e implementan un procedimiento basado en ventanas
deslizantes es implementado. Ma´hr et al. (2010) realizan una comparativa de un me´todo
on-line y otro basado en agentes para solucionar el DDPTW con incertidumbre. Dos
tipos de incertidumbres son analizadas, incertidumbre en el tiempo de servicio y incer-
tidumbre en el tiempo de llegada. Zhang et al. (2011a) sen˜alan que so´lo un porcentaje
de las tareas a realizar en un d´ıa son conocidas al principio de la jornada, de modo que
desarrollan una metodolog´ıa dina´mica de asignacio´n de tareas. Escudero et al. (2011)
an˜ade incertidumbre en el tiempo de tra´nsito, resolviendo el problema a trave´s de una
metodolog´ıa de re-optimizacio´n dina´mica, en la que la localizacio´n de los veh´ıculos es
conocida en todo momento. Escudero et al. (2013) mejoran el trabajo previo a trave´s
de un estudio ma´s profundo de los instantes en los cuales han de lanzarse las reopti-
mizaciones y de la priorizacio´n de determinadas tareas, las tareas que so´lo pueden ser
realizadas por un veh´ıculo son declaradas prioritarias.
Analizando los diferentes me´todos de resolucio´n mencionados, es importante
sen˜alar que las te´cnicas exactas so´lo son adecuadas para pequen˜as instancias, dado que
para instancias de mayor taman˜o su tiempo computacional las har´ıa inviables (Jula et
al., 2005).
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5.3. Descripcio´n del problema: Daily Drayage Problem
with Time Windows
Como ya se adelanto´ en el ep´ıgrafe anterior, los problemas DDP y DDPTW
pueden ser formulados en te´rminos de un am-TSPTW (asymmetric multi-vehicle trave-
ling salesman problem with time windows). El problema tendr´ıa como objetivo optimizar
las rutas de las tareas de acarreo llevadas a cabo dentro del hinterland de una terminal
intermodal. El problema consistir´ıa en asignar tareas, i ∈ T , a veh´ıculos, v ∈ V, de modo
que se minimicen los costes de servir todas ellas.
Los costes incluira´n tanto costes fijos, por veh´ıculo usado, como costes variables,
por trayecto. Dichos costes fijos incluyen, por ejemplo, la depreciacio´n de los veh´ıculos,
el sueldo de los conductores, el coste de alquiler en caso de que fuese necesario, etc.
Los costes variables sera´n la suma de costes debidos a la distancia recorrida, los cuales
incluira´n costes de combustible, costes de mantenimiento prorrateado por kilo´metro, etc.
Existira´n tambie´n otro tipo de costes, los costes de penalizacio´n, que sera´n debidos al
incumplimiento de alguna de las restricciones del problema, lo cual podr´ıa provocar el
pago de algu´n tipo de indemnizacio´n.
Una serie de simplificaciones han sido asumidas con el objetivo de facilitar la
formulacio´n del problema:
Los veh´ıculos son similares en cuanto a caracter´ısticas y capacidades, y los conte-
nedores son homoge´neos en taman˜o y tipo. En el caso de eliminacio´n de esta sim-
plificacio´n la formulacio´n deber´ıa adaptarse a un a-VRPTW, donde dependiendo
de la capacidad del veh´ıculo y del taman˜o del contenedor se ir´ıan completando las
rutas.
Los costes fijos de todos los veh´ıculos son iguales y los costes variables son propor-
cionales al tiempo en ruta o a la distancia recorrida. En el caso que la estructura de
costes de los veh´ıculos no fuera homoge´nea, habr´ıa que analizar la conveniencia de
usar un veh´ıculo u otro, e ir introducie´ndolos en las rutas de menor a mayor coste.
Costes proporcionales a la distancia recorrida es una simplificacio´n comu´nmente
aceptada en la bibliograf´ıa.
Existira´ un so´lo depo´sito, el cual se encuentra dentro de las mismas instalacio-
nes que la terminal; esto es comu´nmente aceptable debido a que este, si bien no
esta´ exactamente en la misma localizacio´n que la terminal, suele estar cerca por
una cuestio´n de eficiencia.
So´lo se realizara´n tareas de importacio´n y exportacio´n5; lo cual limita el movi-
miento de contenedores a movimientos entre clientes y terminal, excluyendo de
5Aunque esta tesis no entrara´ en la optimizacio´n de la reposicio´n de contenedores vac´ıos, su formu-
lacio´n puede verse en el ep´ıgrafe 5.3.3
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este modo las operaciones de bypass. So´lo se consideran tareas simples, sin embar-
go, como las tareas compuestas no dejan de ser una composicio´n de tareas simples
no se perdera´ generalidad.
Cla´sicamente, el DDPTW se ha resuelto con una simplificacio´n ma´s: entornos
deterministas. Esta simplificacio´n permit´ıa resolver el problema desde una perspectiva
esta´tica dado que se conoce a priori y con total certeza todas las variables del problema,
entre ellas la velocidad de circulacio´n de cada veh´ıculo por cada v´ıa. De este modo, se
resuelve la asignacio´n tarea-veh´ıculo una sola vez, implementa´ndose las rutas segu´n las
previsiones existentes al principio de la jornada.
Sin embargo, la realidad se aleja en la mayor´ıa de las ocasiones de dicha sim-
plificacio´n, y la hipo´tesis de tiempos de tra´nsito conocidos con exactitud se desvanece
ante cualquier imprevisto como un atasco, congestio´n de la v´ıa, aver´ıa, etc.
Este trabajo elimina dicha simplificacio´n, asumiendo tiempos de tra´nsito es-
toca´sticos. Se plantea la hipo´tesis de que soluciones cla´sicas del problema, encontradas
bajo un prisma esta´tico-determinista, pueden alejarse de la solucio´n o´ptima real. De
este modo, una vez asumido que el entorno en el que se lleva a cabo el transporte es
estoca´stico, y por tanto, los tiempos de tra´nsito no son valores conocidos exactamente a
priori, se busca la mejor metodolog´ıa para la resolucio´n del problema en entornos reales.
La formulacio´n que se lleva a cabo en este ep´ıgrafe va destinada a poder resolver
el problema desde cuatro posibles enfoques de resolucio´n, los cuales se caracterizan por
las consideraciones en el tiempo de tra´nsito y el instante de optimizacio´n de las tareas:
Enfoque esta´tico-determinista: el problema es resuelto una sola vez, y se considera
como tiempo de tra´nsito el tiempo medio esperado. Se trata de la forma cla´sica de
resolver el problema, mencionada con anterioridad. Se resolvera´ para poder tener
un patro´n de comparacio´n.
Enfoque dina´mico-determinista: se tomara´ como tiempo de viaje el tiempo medio
esperado, pero se realizara´n re-optimizaciones a lo largo del d´ıa de modo que
puedan corregirse en tiempo real posibles desajustes con la realidad.
Enfoque esta´tico-estoca´stico: se considerara´ una sola optimizacio´n pero introdu-
ciendo los valores probabil´ısticos de los tiempos de tra´nsito.
Enfoque dina´mico-estoca´stico: suma de las dos anteriores, donde se an˜ade toda la
informacio´n posible y adema´s se permiten re-optimizaciones.
5.3.1. Formulacio´n del problema con tiempo de tra´nsito determinista
El DDPTW determinista es definido sobre un grafo, G = (T , A), donde T
representa al conjunto de tareas y A representa los arcos entre tareas.
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Sea i ∈ T una tarea. E´sta abarcara´ la recogida del contenedor en el origen
de la tarea, Oi, y su entrega en el destino, Di. La distancia eucl´ıdea entre origen y
destino proporcionara´ la distancia recorrida durante la realizacio´n de la tarea, di, y el
tiempo esperado de desplazamiento, ti. Los tiempos de servicio en origen y destino, s
O
i
y sDi , son conocidos y representara´n los tiempos de carga y descarga del contenedor. Las
tareas sera´n clasificadas en tareas de importacio´n de contenedores, T I , y en tareas de
exportacio´n de contenedores, T E . Las tareas de importacio´n conllevan la recogida de un
contenedor de la terminal y entrega en un cliente final, por tanto el origen de la tarea es
la terminal y el destino es el cliente. Sin embargo, en las tareas de exportacio´n el origen
se encuentra en el cliente y el destino es la terminal. En la formulacio´n so´lo han sido
consideradas tareas bien definidas.
Las tareas estara´n caracterizadas por unas ventanas temporales en origen y
destino. Estas ventanas reflejan los tiempos entre los cuales debe comenzarse a realizar
la carga del contenedor en el origen, [EOi , L
O
i ], y los tiempos entre los que debe empezar
a descargarse la carga en el destino, [EDi , L
D
i ]. Aunque los tiempos en los cuales se puede
llevar a cabo la realizacio´n de una determinada tarea pueden venir definidos tanto por
el cliente como por la terminal, en el caso de tiempos de tra´nsito determinista no es
necesario tener definidas ambas ventanas temporales, de inicio y fin de la tarea; segu´n el
procedimiento llevado a cabo por Jula et al. (2005) se pueden redefinir las restricciones
de ambas ventanas en una sola, [Ei, Li].
Por conveniencia, se definira´n las ventanas en la terminal, dado que es el ele-
mento ma´s restrictivo de la cadena. Por tanto, en el caso de tareas de importacio´n, T I ,
la ventana temporal estara´ definida en el origen, [EOi , L
O
i ], y en el caso de tareas de
exportacio´n, T E , la ventana temporal estara´ definida en el destino, [EDi , LDi ].
Ante el incumplimiento de estas ventanas temporales se considerara´ una re-
lajacio´n de las mismas en las situaciones de entrega o recogida tard´ıa de contenedores
en la terminal; aunque, eso s´ı, se imputara´n unos costes de penalizacio´n. En el caso de
recogida tard´ıa, se tendra´ que pagar un coste por hora debido al tiempo extra que el
contenedor ha permanecido en la terminal, cwait. En el caso de un retraso en la entrega
del contenedor en la terminal la situacio´n se agrava, dado que el modo de transporte que
realizara´ el trayecto principal de la cadena intermodal podr´ıa haber efectuado su salida,
incurrie´ndose en unos costes de penalizacio´n por perdidas del servicio, cmiss. De hecho,
en este u´ltimo caso, el contenedor previsiblemente permanecer´ıa en la playa o almacenes
de la terminal hasta la llegada de un nuevo servicio que pudiera llevarlo a la terminal
de destino. La Figura 5.3 muestra la forma de las ventanas resultantes.
La jornada laboral tambie´n estara´ marcada por una ventana temporal, de modo
que todos los veh´ıculos debera´n volver al depo´sito antes del final de la jornada. Por
simplicidad, y como se comento´ con anterioridad, se considerara´n al depo´sito y a la
terminal en la misma localizacio´n.
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6.3.1. Formulacio´n del problema con tiempo de transito determinista
El DDPTW determinista es definido sobre un grafo, G = (T , A), donde T
representa al conjunto de tareas y A representa los arcos entre tareas.
Sea i ∈ T una tarea. Esto envolvera´ la recogida del contenedor en el origen
de la tarea, Oi, y su entrega en el destino, Di. La distancia eucl´ıdea entre origen y
destino proporcionara´ la distancia recorrid durante l realizacio´n de la tarea, di, y el
tiempo necesario de desplazamiento, ti. Los tiempos de servicio en origen y destino, s
O
i
y sDi , son conocidos y representara´n los tiempos de carga y descarga del contenedor. Las
tareas sera´n clasificadas en tareas de importacio´n de contenedores, T I , y en tareas de
exportacio´n de contenedores, T E . Las tareas de importacio´n conllevan la recogida de un
contenedor de la terminal y entrega en un cliente final, por tanto, el origen de la tarea es
la terminal y el destino es el cliente. Sin embargo, en las tareas de exportacio´n el origen
se encuentra en el cliente y el destino es la terminal. En la formulacio´n so´lo han sido
consideradas tareas bien definidas.
Las tareas estara´n caracterizadas por unas ventanas temporales en origen y
destino. Estas ventanas reflejan los tiempos entre los que debe comenzarse a realizar la
carga del contenedor en el origen, [EOi , L
O
i ], y los tiempos entre los que debe empezar a
descargarse la carga en el destino, [EDi , L
D
i ]. Aunque los tiempos en los cuales se puede
llevar a cabo la realizacio´n de una determinada tarea pueden venir definidos tanto por
el cliente como por la terminal. En el caso de tiempos de transito determinista no es
necesario tener definidas ambas ventanas temporales, de inicio y fin de la tarea. Segu´n el
procedimiento llevado a cabo por Jula et al. (2005), se pueden redefinir las restricciones
de ambas ventanas en una sola, [Ei, Li].
Por conveniencia, se definira´n las ventanas en el origen de la terminal, dado
que es el elemento ma´s restrictivo de la cadena. Por tanto, en el caso de tareas de
importacio´n, T I , la ventana temporal estara´ definida en el origen, [EOi , LOi ], y en tareas
de exportacio´n, T E , la ventana temporal estara´ definida en el destino, [EOi , LOi ].
En el caso de situaciones de incumplimiento de estas ventanas temporales se
considerara´n una relajacio´n de las mismas en los por entrega o recogida tard´ıa de con-
tenedores en la terminal, aunque se imputara´ unos costes de penalizacio´n. En el caso de
recogida tard´ıa, se tendra´ que pagar un coste por hora debido al tiempo extra que el
contenedor ha permanecido en la terminal, cwait. En el caso de un retraso en la entrega
del contenedor en la terminal la situacio´n se agrava, dado que el modo de transporte que
realizara´ el trayecto principal de la cadena intermodal podr´ıa haber efectuado su salida,
incurrie´ndose en unos costes de penalizacio´n por perdidas del servicio, cmiss. De hecho,
en este u´ltimo caso el contenedor previsiblemente permanecer´ıa en la playa o almacenes
de la terminal hasta la llegada de un nuevo servicio que pudiera llevarlo a la terminal
de destino.
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6.3.1. F rmulacio´n del pr blema con tiempo de transito determinista
El DDPTW det rminista es definido sobre un grafo, G = (T , A), donde T
representa al conjunto de tareas y A representa los arcos entre tareas.
Sea i ∈ T una tarea. Esto envolvera´ la recogida del co t nedor en el origen
de la tarea, Oi, y su entrega en el destino, Di. La distancia eucl´ıdea entre origen y
destin p oporcion ra´ la distancia recorrida durante la r alizacio´n de la tarea, di, y el
tiempo nec ario de desplazamien o, ti. Los tiempos de se vicio en origen y destino, s
O
i
y sDi , s n conocidos y representara´n los tiempos carga y descarga del contenedor. Las
tare sera´n clasificadas en tareas de importacio´ e contenedores, T I , y en tareas de
exportacio´ e contenedores, T E . Las tareas de importacio´n conllevan la recogida de un
contenedor de la termin l y entrega en u cliente fi al por tanto, l origen de la tarea es
la terminal y el dest no s el cliente. Sin embargo, en las tareas de exportacio´n el origen
se cuentra en el clien e y l des ino es a terminal. En la formulacio´n so´lo han sido
consideradas tareas bien definidas.
Las tareas estara´n caracte izadas por unas ventan s temporales en origen y
de tino. Estas ventanas reflejan los iempos entr los que debe com nzarse realizar la
carga del co t nedor en el origen, [EOi , L
O
i ], y los iempos entr los que debe empezar a
descargars la carga en el destino, [EDi , L
D
i ]. Aunque los tiempos n los cuales se puede
llev r a cabo la realizacio´n de u determinada tarea pueden venir definid s tanto por
el cliente como por a termin l. En el caso de tiempos de trans to determinista no es
necesario tener definidas ambas ventanas temporales, de inicio y fin de la tarea. Segu´n el
pr cedimiento llevad a cabo por Jula et al. (2005), s pueden redefinir las restricciones
de ambas vent nas en una sola, [Ei, Li].
Por conv ni ncia, se definira´n las ventanas en el origen de a terminal, dado
que s el elemento ma´s restrictivo de la cade a. Por tanto, en el caso tareas de
importacio´n, T I , la ventana temporal est ra´ d finida en el origen, [EOi , LOi ], y en tareas
de exportacio´n, T E , la ventana temporal est ra´ d finida en el destino, [EOi , LOi ].
En el caso d situaciones de ncumplimiento de estas ventanas temporales se
conside ar´n una r lajacio´n de las mi mas los p r entrega o recogida tard´ıa de con-
tenedo es en la terminal, aunque se imputara´ unos costes de penalizacio´n. En el caso de
recogida ar ı´ , se tendra´ que pagar un c ste por hora d bid al tiempo xtra que el
contenedor ha permanecido en la terminal, cwait. En el caso de u retraso en la entrega
del co tenedor en la terminal la situacio´n se agrava, dado que el modo de transporte que
realizara´ el trayecto prin ipal de la caden intermod l podr´ıa haber efectuado su salida,
incurrie´ dose en unos costes de penalizacio´n por perdidas del servicio, cmiss. De hecho,
en este u´ltimo caso el contenedor previsible ente permanecer´ıa en la playa o almacenes
de a terminal hast la llegada de un nuevo servicio que pudiera llevarlo a a terminal
de destino.
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cv: Coste fijo por veh´ıculo. Incluido para penalizar el uso de veh´ıculos adicionales.
ckm: Coste por unidad de distancia recorrida en vac´ıo.
cmiss: Coste de penalizacio´n fijo por perdida del trayecto principal.
cwait: Coste por unidad de tiempo debido a situaciones de espera en terminal.
cdepot: C st por unidad tiempo debido a retrasos en el retorno al deposito.
La variables de decisio´n consideradas en la formulacio´n son:
xij =
￿
1 si la tarea i y la tarea j son servidos consecutivamente,
0 en cualquier otro caso.
nvi =
￿
1 si el veh´ıculo i es usado6por primera vez,
0 en cualquier otro caso.
lOi =
￿
1 si existen retrasos al servir la tarea i en el origen,
0 en cualquier otro caso.
lDj =
￿
1 si existen retrasos al servir la tarea j en el destino,
0 en cualquier otro caso.
ldepoti =
￿
1 si el veh´ıculo representado por la tarea i llega con retraso al depo´sito,
0 en cualquier otro caso.
sti: tiempo en el que comienza a ser servida la tarea i.
fti: tiempo de finalizacio´n de la tarea i.
Atendiendo a todas las variables y para´metros expuestos anteriormente, las
siguientes l´ıneas detallan la formulacio´n del problema. La funcio´n objetivo minimiza
el coste total de servir todas las tareas llevadas a cabo en una jornada laboral (Ver
ecuacio´n 6.1). Las restricciones (6.23) y (6.24) garantizan que cada tarea es realizada
una sola vez. La restriccio´n (6.25) asegura la conservacio´n del flujo. Las limitaciones en
las ventanas temporales es llevada a cabo a trave´s de las restricciones (6.26) y (6.27).
La consistencia de las variables temporales sti y fti es forzada por las restricciones
(6.28) y (6.29). La expresio´n (6.30) indica que veh´ıculos son usados por primera vez. Las
expresiones (6.10), (6.11), y (6.12) sen˜alan que tareas son servidas con retraso, siendo M
un nu´mero de elevado valor. Finalmente, (6.31)-(6.19) definen el dominio de las variables
del problema.



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































88 Cap´ıtulo 6 El problema del acarreo terrestre
cv: Coste fijo por veh´ıculo. Incluido para penalizar el uso de veh´ıculos adicionales.
ckm: Coste por unidad de distancia recorrida en vac´ıo.
cmiss: Coste de penalizacio´n fijo por perdida del trayecto principal.
cwait: Coste por unidad de tiempo debido a situaciones de espera en terminal.
cdepot: Coste por unidad de tiempo debido a retrasos en el retorno al deposito.
La variables de decisio´n consideradas en la formulacio´n son:
xij =
￿
1 si la tar a i y la tarea j son servidos consecutivamente,
0 en cualquier otro caso.
nvi =
￿
1 si el veh´ıculo i es usado6por primera vez,
0 en cualquier otro caso.
lOi =
￿
1 si existen retrasos al servir la tarea i en el origen,
0 en cualquier otro caso.
lDj =
￿
1 si existen retrasos al servir la tarea j en el destino,
0 en cualquier otro caso.
ldepoti =
￿
1 si el veh´ıculo representado por la tarea i llega con retraso al depo´sito,
0 en cualquier otro caso.
ti: tiempo en el que comienza a ser servida la tarea i.
fti: tiempo de finalizacio´n de la tarea i.
Atendiendo a todas las variables y para´metros expuestos anteriormente, las
siguientes l´ıneas detallan la formulacio´n del problema. La funcio´n objetivo minimiza
el coste total de servir todas las tareas llevadas a cabo en una jornada laboral (Ver
ecuacio´n 6.1). Las restricciones (6.23) y (6.24) garantizan que cada tarea es realizada
una sola vez. La restriccio´n (6.25) asegura la conservacio´n del flujo. Las limitaciones en
las ventanas temporales es llevada a cabo a trave´s de las restricciones (6.26) y (6.27).
La consistencia de las va iables temporales sti y fti es f rzada por las restricciones
(6.28) y (6.29). La expresio´n (6.30) indica que veh´ıculos son usados por primera vez. Las
expresiones (6.10), (6.11), y (6.12) sen˜alan que tareas son servidas con retraso, siendo M
un nu´mero de elevado valor. Finalmente, (6.31)-(6.19) definen el dominio de las variables
del problema.
6En el caso de formulacio´n puramente esta´tica se considerara´n todos los veh´ıculos usados
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cv: Coste fijo por veh´ıculo. Incluido para penalizar el us de v h´ıculos dicionales.
ckm: Coste por unidad de distancia recorrida en vac´ıo.
cmiss: Coste de penalizacio´n fijo por perdida del trayect principal.
cw it: Coste por unidad de tiempo debido a situaciones de espera en terminal.
cdepot: Coste por unidad de tiempo debido a retrasos en el retorno al deposito.
La variables de decisio´n consideradas en la formulacio´n son:
xij =
￿
1 si la tarea i y la tarea j son s rvidos consecutivamente,
0 en cualquier otro caso.
nvi =
￿
1 si el veh´ıculo i es usado6por primera vez,
0 en cualquier otro caso.
lOi =
￿
1 si existen re rasos al servir la t rea i e el origen,
0 en cu lquier otro caso.
lDj =
￿
1 si existen retrasos al servir l tarea j en el destino,
0 en cualquier otro cas .
ldepoti =
￿
1 si el veh´ıculo representado p r la tarea i llega c n retraso al depo´sito,
0 en cualquier otro c so.
sti: tiempo en el que comienza a ser servida la tarea i.
fti: tiempo de finalizacio´n de la tarea i.
Atendiend a todas l s v riables y para´metro xpuestos anteriormente, las
igui nt s l´ıneas detallan l formula io´n del probl ma. La fun i´n objetivo minimiza
el c ste to l d servir todas l s eas llevadas a cabo una jor ada laboral (Ver
ecuacio´n 6.1). Las restricciones (6.23) y (6.24) g tizan qu cada tarea es realizada
una sola vez. La restriccio´n (6.25) asegura la conservacio´n del flujo. Las limitaciones en
las ventanas temporales es llevada a cabo a trave´s de las restricciones (6.26) y (6.27).
La consistencia de las variables temporales sti y fti es forzada por las restricciones
(6.28) y (6.29). La expresio´n (6.30) indica que veh´ıculos son usados por primera vez. Las
expresiones (6.10), (6.11), y (6.12) sen˜alan que tareas son servidas con retraso, siendo M
un nu´mero de elevado valor. Finalmente, (6.31)-(6.19) definen el dominio de las variables
del problema.




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































88 Cap´ıtulo 6 El problema del acarreo terrestre
cv: Coste fijo por veh´ıculo. Incluido para penalizar el uso de veh´ıculos adicionales.
ckm: Coste por unidad de distancia recorrida en vac´ıo.
cmiss: Coste de penalizacio´n fijo por perdida del trayecto principal.
cwait: Coste por unidad de tiempo debido a situaciones de espera en terminal.
cdepot: Coste por unidad de tiempo debido a retrasos en el retorno al deposito.
La variables de decisio´n consideradas en la formulacio´n son:
xij =
￿
1 si la tarea i y la tarea j son servidos consecutivamente,
0 en cualquier otro caso.
nvi =
￿
1 si el veh´ıculo i es usado6por primera vez,
0 en cualquier otro caso.
lOi =
￿
1 si existen retrasos al servir la tarea i en el origen,
0 en cualquier otro caso.
lDj =
￿
1 si existen retrasos al servir la tarea j en el destino,
0 en cualquier otro caso.
ldepoti =
￿
1 si el veh´ıculo representado por la tarea i llega con retraso al depo´sito,
0 en cualquier otro caso.
sti: tiempo en el que comienza a ser servida la tarea i.
fti: tiempo de finalizacio´n de la tarea i.
Ate diendo a odas las variables y para´metros expuestos anteriormente, las
siguie tes l´ıneas detallan la formulacio´n del problema. La funcio´n objetivo minimiza
el coste t tal e servir todas las tareas llevadas a cabo en una jornada laboral (Ver
ecuacio´n 6.1). L s restricciones (6.23) y (6.24) garantizan que cada tarea es realizada
una sola vez. La restriccio´n (6.25) asegura la conservacio´n del flujo. Las limitaciones en
las ventanas temporales es llevada a cabo a trave´s de las restricciones (6.26) y (6.27).
La consistenci de las variables temporales sti y fti es forzada por las restricciones
(6.28) y (6.29). La expr sio´n (6.30) indica que veh´ıculos son usados por primera vez. Las
expresiones (6.10), (6.11), y (6.12) sen˜alan que tareas son servidas con retraso, siendo M
un nu´mero de elevado valor. Finalmente, (6.31)-(6.19) definen el dominio de las variables
del problema.
6En el caso de formulacio´n puramente esta´tica se considerara´n todos los veh´ıculos usados
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cv: Coste fijo por veh´ıculo. Incluido para p nalizar el uso de veh´ıculos dicionales.
ckm: Coste por unidad de distancia recorrida en vac´ıo.
cmiss: Coste e penalizacio´n fij por perdida d l trayecto principal.
cw it: Coste por unid d de tiempo debido a situaciones de espera en terminal.
cdepot: Cost por unidad de tiempo debido a retrasos en el retorno al deposito.
La variables de decisio´n consideradas en la formul cio´n son:
xij =
￿
1 si la tarea i y la tarea j son s rvidos consecutivamente,
0 en cualquier otro caso.
nvi =
￿
1 si el veh´ıculo i es usado6por primera vez,
0 en cualquier otro caso.
lOi =
￿
1 si existen retrasos al servir la tarea i en el origen,
0 en cualquier otro caso.
lDj =
￿
1 si xisten retrasos al servir la tarea j en el destino,
0 en cualquier otro caso.
ldepoti =
￿
1 si el veh´ıculo representado por la tarea i llega con retraso al depo´sito,
0 en cualquier tro caso.
sti: tiempo en el que comienza a ser servida la tarea i.
fti: tiempo de finalizacio´n de la tar a i
Ate iendo a odas las variables y para´metros expuestos anteriormente, las
siguie es l´ı eas detallan la formulacio´n del problema. La funcio´n objetivo minimiza
el coste t tal de servir todas las tareas llevadas a cabo en una jornada laboral (Ver
ecuacio´n 6.1). L s restricciones (6.23) y (6.24) garantizan que cada tarea es realizada
una sola vez. La restriccio´n (6.25) asegura la conservacio´n del flujo. Las limitaciones en
las ventanas temporales es llevada a cabo a trave´s de las restricciones (6.26) y (6.27).
La consistenci de las variables temporales sti y fti es forzada por las restricciones
(6.28) y (6.29). La expr sio´n (6.30) indica que veh´ıculos son usados por primera vez. Las
expresiones (6.10), (6.11), y (6.12) se˜alan que tareas son servidas con retraso, siendo M
un nu´mero de el vado valor. Finalmente, (6.31)-(6.19) definen el dominio de las variables
del problema.
6En el caso de formulacio´n puramente esta´tica se considerara´n todos los veh´ıculos usados
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cv: Coste fijo por veh´ıculo. Incluido para penaliz r el uso de veh´ıculos dicionales.
ckm: Coste por unidad de dist ncia recorrida en vac´ıo.
cmiss: Coste de penalizacio´ fijo por perdida del trayecto principal.
cwait: Coste por unidad de tiempo debido a situaciones de espera en terminal.
cd pot: Cost por uni ad de tiem o d bido a retr sos n el r torno al deposito.
La variables de decisio´n consideradas en la formulacio´n son:
xij =
￿
1 si la tarea i y la tarea j son servidos consecutivamente,
0 en cualquier otro caso.
nvi =
￿
1 si el veh´ıculo i es usado6por primera vez,
0 en cualquier otro caso.
lOi =
￿
1 si existen r trasos al servir la tarea i en el origen,
0 e cualquier otro caso.
lDj =
￿
1 si existen retrasos al servir la tarea j en el destino,
0 en cualquier otro caso.
ldepoti =
￿
1 si el eh´ıculo representado por la tarea i llega con retraso al depo´sito,
0 en cualquier otro caso.
sti: tiempo en el que comienza a ser servida la tarea i.
fti: tiempo de finalizacio´n de la tarea i.
Atendiendo a todas las variables y para´metros expuestos anteriormente, las
siguientes l´ıneas detallan la formulacio´n del problema. La funcio´n objetivo minimiza
el coste total de servir todas las tareas llevadas a cabo en una jornada laboral (Ver
ecuacio´n 6.1). Las restricciones (6.23) y (6.24) garantizan que cada tarea es realizada
una sola vez. La restriccio´n (6.25) asegura la conservacio´n del flujo. Las limitaciones en
las ventanas temporales es llevada a cabo a trave´s de las restricciones (6.26) y (6.27).
La consistencia de las variables temporales sti y fti es forzada por las restricciones
(6.28) y (6.29). La expresio´n (6.30) indica que veh´ıculos son usados por primera vez. Las
expresiones (6.10), (6.11), y (6.12) sen˜alan que tareas son servidas con retraso, siendo M
un nu´mero de elevado valor. Finalmente, (6.31)-(6.19) definen el dominio de las variables
del problema.
6En el caso de formulacio´n puramente esta´tica se considerara´n todos los veh´ıculos usados
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6.3.1. Formulacio´n del problema con tiempo de transito determinista
El DDPTW determinista es definido sobre un grafo, G = (T , A), donde T
representa al conjunto de tareas y A representa los arcos entre tareas.
Sea i ∈ T una tarea. Esto envolvera´ la recogida del cont nedor en el origen
de la tarea, Oi, y su entrega en el destino, Di. La distancia eucl´ıdea entre origen y
destino proporcionara´ la distancia recorrida durante la realizacio´n de la tarea, di, y el
tiempo esperado de desplazamiento, ti. Los tiempos de servicio en origen y destino, s
O
i
y sDi , so conocidos y representara´n los tiempos de carga y descarga del contenedor. Las
tareas sera´n clasificadas en tareas de importacio´n de contenedores, T I , y en tareas de
exportacio´n de contenedor s, T E . Las tareas de importacio´n conllevan la ecogida de un
contenedor de la termi al y entrega en un cliente final, por tanto, el origen de la tarea es
la terminal y el destino es el cliente. Sin embargo, en las tareas de exportacio´n el origen
e encuentra en el cliente y el destino es la t rminal. En la formulacio´n so´lo han sido
consideradas tareas bien definidas.
Las tarea estara´n aracterizad s por unas vent nas temporales en origen y
destino. Est s v ntanas reflejan l s tiempos e tr os cuales debe comenzarse a realizar
la carga del contened r en el orig , [EOi , L
O
i ], y los tiempos entre los que debe empeza
descargarse la carga en el estino, [EDi , L
D
i ]. Aunque los tiempos en los cuales se puede
llevar a cabo la realiza io´n de una determinada tarea pueden venir definidos tanto por
el cliente como por l terminal, en el caso de tiempos de transito determinista no es
necesario en r de idas ambas ventan s emporales, inicio y fin de la tarea; segu´n el
proced miento llevado cabo por Jul t l. (2005) se pueden redefinir las restricciones
amba ven a as en un sola, [Ei, Li].
Por conveniencia, se definira´n las ventanas en el origen de la terminal, dado
que es el elemento ma´s restricti o de la cadena. Por tanto, en el caso de tareas de
importacio´n, T I , la ventana temporal stara´ defin d en el origen, [EOi , LOi ], y en tareas
de exportacio´n, T E , la venta a e ral estara´ d finid en el destino, [EDi , LDi ].
Ante el incumplimiento de estas ventanas temporales se considerara´n una re-
lajacio´n de las mismas en las situaciones de entrega o recogida tard´ıa de contenedores
en la terminal; aunque, eso s´ı, se imputara´ unos costes de penalizacio´n. En el caso de
recogida tard´ıa, se tendra´ que pagar un coste por hora d bido al tiemp extra que el
contenedor ha permanecido en la termi al, cwait. En el caso de un retraso en la entrega
del contenedor en la terminal la situacio´n se agrava, dado que el modo de transporte que
real z ra´ el trayecto ri cip l de la cadena i term dal podr´ı h ber efectuado su salida,
incurri´ndose en unos ostes de penaliz cio´ por p rdidas del ervicio, cmiss. De hecho,
en este u´l imo c so, el conte e or pr visibl mente perman c ı´a en l playa o lmacenes
d la erminal hasta la llegada de nuevo servicio que pudiera llevarlo a la termi al
de destino. La Figura ?? muestra la f rma de l s venta a resultantes.
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6.3.1. Formulaci´n del problema con tiempo de transito determinis a
El DDPTW determinista s definido sobre un grafo, G = (T A), onde T
representa al conjunto de tareas y A representa los arcos entre tareas.
Sea i ∈ T una tarea. Esto envolvera´ la recogida del contenedor n el origen
de la tarea, Oi, y su entrega en el destino, Di. La dist nci eucl´ıdea entre orige y
destino proporci nara´ la dist ncia recorrida durante la realizacio´n de la tarea, di, y el
tiempo esperado de desplazamiento, ti. Los tiempos de servicio n o igen y destino, s
O
i
y sDi , son conocid s y representa a´n los tie pos de g y desc ga d l cont nedor. Las
tareas sera´n clasific das en tare de importacio´n de conte edores, T I , y n tareas de
exportacio´n de c te e s, T E . Las ta e s de i por acio´n conll v l recogida de un
contenedor e la termina y ntreg en un cliente fi al, por ta to, el origen d la tarea es
la termina y l destino s el cl t . Sin embargo, en las tareas de exportac o´n el origen
se encue ra e el cliente y el destino es la ermina . En la formulacio´n so´lo han sido
consideradas tar as bien d finidas.
Las ta a stara´n caracterizad s po una ventan s emp l s en ig n y
destin . Est s ven as reflej los tiempos entr los cuales debe comenzarse a realizar
la carg del contened r e l rigen, [EOi , L
O
i ], y los tiempos entre los que d be empezar
a descargarse la carga n el stino, [EDi , L
D
i ]. Aunque los ti mpos en los cu l s se puede
llevar a bo la realiz cio´n de una determina a tarea pueden venir fi idos tanto p r
el cliente com por l terminal, en el so de tiempos de transito eterminista no es
necesario t er defi idas ambas ventan s temp al s, inicio y fin de la tarea; segu´n el
proce imi o ll vado a cabo p r Jula t al. (2005) se pueden r definir las r str cciones
de ambas v a as en una so , [Ei, Li].
Por conveniencia, s definira´n las ventanas en el origen de la t rminal, dado
que es el lem to ma´s estricti o de l cadena. Por tanto, en el caso de tareas
importacio´n, T I , la ventana temporal stara´ d finid en l origen, [EOi , LOi ], y en tareas
de exportacio´n, T E , la ventana temp ral stara´ definida en l destino, [EDi , LDi ].
Ante el incumplimiento de estas ventanas tempor les se c nsiderara´n una re-
lajacio´n de las mismas en las situaciones de entr ga o recogida tard´ıa e contenedores
en la termi a ; aunque, eso s´ı, s imputara´ unos costes de penalizacio´n. En el caso de
recogida tard´ıa, se en ra´ que pag r un coste por h ra debido al tiemp ex ra que l
contenedor ha permanecido en la termi a , cwait. En el caso de un retraso e la entrega
del contenedor e la termina la situacio´n se agrava, dado que el m do de transporte que
realizara´ el trayecto princip l de la cadena i term dal pod ı´ h ber efectu su salida,
incu rie´ndose en unos c stes de pen liz cio´ por perdidas d l ervicio, cmiss. De hecho,
en este u´l im caso, el c nte e or previsibl mente per cer´ıa en la play o alm cen s
de la e mina hast la legad de un nuevo servicio que pudi a levarlo a te mina
de destino. La Figura ?? muestra la forma las vent nas ulta tes.
(b) Exportacio´n
Figura 5.3: Venta as emporales de las tareas
La duracio´n de l jor ada temporal de cada veh´ıculo, su posicio´n al comienzo
del d´ıa y destino final, as´ı como los horarios d apertur de l erminal int rmodal se ´n
model dos como t eas fic ic as. De ste modo, d tare ficticias ser´n creadas para
cada veh´ıculo, una de inicio de la jornada y otra de fin lizacio´n de la misma, T inif y
T endf . En el caso esta´tico y sin perdida de gen r lidad, el origen y destino de todas estas
tareas ficticias sera´ la terminal, por lo que el tie po de tra´nsito, la distancia recorrida
y, d igu l modo, el tiempo d servicio s ´n iguales a cero. Las ventanas temporales de
estas tareas reflejara´n las limitaciones temporales de la terminal y de los veh´ıculos. En
caso de incumplimien o n la llegada a t rminal se penalizara´ con un coste por unidad
d tiempo, cdepot
La inclusio´n de estas tareas ficticias, si bien no supone un beneficio aparente
en el caso de una formulacio´n esta´tica, es fundamental para facilitar la formulacio´n y
codificacio´n en el caso dina´mico. Aunque s explicara´ con mayo detalle en el C p´ıtulo
6, se puede ya adelantar que estas tareas permiten reflejar las diferentes situaciones en
las que puede encontrarse cada veh´ıculo de la flota.
Resumiendo, el conjunto de tareas T estara´ formado por dos grandes subcon-
juntos, las tareas reales, Tr, que englobara´n el conjunto de ordenes de acarreo a realizar
en una jornada, y las tareas ficticias, Tf , que han sido creadas de un modo artificial para
crear las limitaciones temporales de la terminal y los veh´ıculos.
T = Tr ∪ Tf
Tr = T I ∪ T E
Tf = T inif ∪ T endf
T I ∩ T E = ∅
El conjunto A es definido como el conjunto de arcos que unen a los nodos T
del grafo G = (T , A). Dado que el conjunto de nodos representa las tareas a realizar en
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un horizonte temporal dado y no una posicio´n fija en el espacio, el arco (i, j) ∈ A es un
arco que une el destino de la tarea i ∈ T con el origen de la tarea j ∈ T , el cual es en
principio diferente al arco (j, i); por lo tanto, el conjunto de arcos A es asime´trico. Cada
arco (i, j) ∈ A estara´ caracterizado por un tiempo de tra´nsito tij y una distancia dij .
Como se ha ido indicando a lo largo del ep´ıgrafe, los costes asociados a una
determinada solucio´n sera´n:
cv: coste fijo por veh´ıculo incluido para penalizar el uso de veh´ıculos adicionales.
ckm: coste por unidad de distancia recorrida en vac´ıo.
cmiss: coste fijo de penalizacio´n por perdida del trayecto principal.
cwait: coste por unidad de tiempo debido a situaciones de espera en la terminal.
cdepot: coste por unidad de tiempo debido a retrasos en el retorno al depo´sito.
La variables de decisio´n consideradas en la formulacio´n son:
xij =
{
1 si la tarea i y la tarea j son servidos consecutivamente,
0 en cualquier otro caso.
nvi =
{
1 si el veh´ıculo i es usado6 por primera vez,
0 en cualquier otro caso.
lOi =
{
1 si existen retrasos al servir la tarea i en el origen,
0 en cualquier otro caso.
lDj =
{
1 si existen retrasos al servir la tarea j en el destino,
0 en cualquier otro caso.
ldepoti =
{
1 si el veh´ıculo representado por la tarea i llega con retraso al depo´sito,
0 en cualquier otro caso.
stOi : instante de comienzo de la carga del contenedor en el origen de la tarea i.
stDi : instante de comienzo de la descarga del contenedor en el destino de i.
Atendiendo a todas las variables y para´metros expuestos anteriormente, las
siguientes l´ıneas detallan la formulacio´n del problema. La funcio´n objetivo minimiza el
coste total de servir todas las tareas llevadas a cabo en una jornada laboral (ver ecuacio´n
5.1). Las restricciones (5.2) y (5.3) garantizan que cada tarea es realizada una sola vez.
La restriccio´n (5.4) asegura la conservacio´n del flujo. Las limitaciones en las ventanas
6En el caso de una formulacio´n puramente esta´tica todos los veh´ıculos se consideran usados por
primera vez
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temporales es llevada a cabo a trave´s de las restricciones (5.5) y (5.6). La consistencia
de las variables temporales stOi y st
O
i es forzada por las restricciones (5.7) y (5.8). La
expresio´n (5.9) indica que veh´ıculos son usados por primera vez, uvi es un dato del
problema que indica si el veh´ıculo ya hab´ıa sido usado. Las expresiones (5.10), (5.11),
y (5.12) sen˜alan que´ tareas son servidas con retraso, siendo M un nu´mero de elevado
























xij = 1 ∀j ∈ Tr ∪ T endf , (5.2)
∑
j∈Tr∪T endf






xji = 0 ∀j ∈ Tr, (5.4)
stOi ≥ EOi ∀i ∈ T , (5.5)
stDi ≥ EDi ∀i ∈ T , (5.6)





i + tij − stOj ) ≤ 0 ∀i, j ∈ T , (5.8)∑
j∈Tr
xij
− uvi ≤ nvi ∀i ∈ T inif , (5.9)
stOi − LOi ≤M · lOi ∀i ∈ T I , (5.10)
stDj − LDj ≤M · lDj ∀j ∈ T E , (5.11)
stOi − LOi ≤M · ldepoti ∀i ∈ T endf , (5.12)
stOi ≥ 0 ∀i ∈ T , (5.13)
stDi ≥ 0 ∀i ∈ T , (5.14)
xij ∈ 0, 1 ∀i ∈ T inif ∪ T I , j ∈ T E ∪ T endf , (5.15)
nvi ∈ 0, 1 ∀i ∈ T inif , (5.16)
lOi ∈ 0, 1 ∀i ∈ T I , (5.17)
lDj ∈ 0, 1 ∀j ∈ T E , (5.18)
ldepoti ∈ 0, 1 ∀i ∈ T endf , (5.19)
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Existen otras variables del problema que, si bien no son necesarias para la
formulacio´n dado que son derivadas de las anteriores, pueden facilitar la notacio´n de las
heur´ısticas que se planteara´n en el Cap´ıtulo 7. Se trata de:
atOi : instante de llegada del contenedor al origen de la tarea i.
atDi : instante de llegada del contenedor al destino de la tarea i.
Estas variables esta´n ligadas con las anteriores a trave´s de las ecuaciones (5.20)










i + ti (5.21)
5.3.2. Formulacio´n del problema con tiempo de tra´nsito estoca´stico
Cuando el tiempo de tra´nsito es una variable estoca´stica, es necesario llevar a
cabo algunas transformaciones en la formulacio´n del problema.
Lo primero es considerar el tiempo de tra´nsito como una variable aleatoria que
sigue una determinada funcio´n de distribucio´n. Por tanto, el tiempo de tra´nsito entre las
tareas (i, j) sera´ representado a trave´s de la variable aleatoria tij , cuya media tij coincide
con el tiempo medio usado en la anterior formulacio´n. De igual modo esto sucede con
los tiempos entre origen y destino de una tarea, ti, donde en este caso el tiempo medio
sera´ ti. Se denotara´ por T el conjunto de todas estas variables.
Ahora algunas variables del problema se redefinen ligeramente:
stOi : instante a partir del cual podr´ıa comenzar la carga del contenedor en el origen
de la tarea i.
stDi : instante a partir del cual podr´ıa comenzar la descarga del contenedor de la
tarea i en el destino.
Una solucio´n del problema [X,ST], proporciona una probabilidad de llegada
al origen y al destino de una tarea i en el instante t, simbolizado por pOi (t) y p
D
i (t). X
y ST denotan el conjunto de todas las variables del problema.
Si en la formulacio´n determinista se conoc´ıa el coste del incumplimiento de
las restricciones temporales de las tareas, en este caso se tratara´ de un valor esperado,
dependiente de las funciones de distribucio´n de los tiempos de tra´nsito, de la solucio´n
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de rutado seleccionada, y de la estructura de las ventanas temporales. Si se identifica
cOi (t) y c
D
i (t) como el coste de llegar al origen y destino, respectivamente, de una tarea
i en el instante t, el coste esperado debido a incumplimientos en la llegada al origen o
destino de una tarea se identificara´ con las siguiente funciones:
CDi (X,ST,T) =
∫
cDi (t) · pDi (t,X,ST,T) dt (5.22)
COj (X,ST,T) =
∫
cOj (t) · pOj (t,X,ST,T) dt (5.23)
El resto de variables y para´metros coincide con las del caso determinista, siendo






















xij = 1 ∀j ∈ Tr ∪ T endf , (5.25)
∑
j∈Tr∪T endf






xji = 0 ∀j ∈ Tr, (5.27)
stOi ≥ EOi ∀i ∈ T , (5.28)
stDi ≥ EDi ∀i ∈ T , (5.29)





i + tij − stOj ) ≤ 0 ∀i, j ∈ T , (5.31)∑
j∈Tr
xij
− uvi ≤ nvi ∀i ∈ T inif , (5.32)
stOi ≥ 0 ∀i ∈ T , (5.33)
stDi ≥ 0 ∀i ∈ T , (5.34)
xij ∈ 0, 1 ∀i ∈ T inif ∪ T I , j ∈ T E ∪ T endf , (5.35)
nvi ∈ 0, 1 ∀i ∈ T inif , (5.36)
(5.37)
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5.3.3. Consideraciones sobre tareas flexibles
No considerar tareas flexibles es una de las simplificaciones realizadas en este
trabajo. Aunque posteriormente no se considerara´n en los algoritmos desarrollados, si
se considera importante explicar que´ matizaciones habr´ıa que realizar en la formulacio´n
desarrollada para la inclusio´n de este tipo de tareas, las cuales fueron introducidas por
Smilowitz (2006).
El conjunto de tareas reales, Tr, ser´ıa dividido entre el conjunto de tareas reales
bien definidas, T WDr , y el de tareas reales flexibles, T Fr . Se definira´ tambie´n el conjunto
de posibles realizaciones de una tarea flexible i ∈ T Fr , el cual se nombrara´ como Υi.
A la hora de realizar la formulacio´n, la principal diferencia ser´ıa la posibilidad de
escoger cualquiera de las posibles realizaciones, Υi, de una tarea ficticia. So´lo se podr´ıa
escoger una de las posibles realizaciones, lo cual se impone a trave´s de la restriccio´n





xie = 1 ∀j ∈ T Fr , (5.38)
5.4. Resultados de intere´s para el desarrollo de la tesis
De todas las posibles l´ıneas de mejora del transporte intermodal de mercanc´ıas,
esta tesis se ha centrado en la optimizacio´n del acarreo terrestre.
Este cap´ıtulo ha definido ampliamente el problema a resolver y analizado toda la
bibliograf´ıa especifica existente hasta la fecha. Una vez estudiada la misma, ha realizado
una formulacio´n del problema desde un prisma totalmente diferente a los planteados
hasta el momento.
La formulacio´n que se ha planteado esta´ enfocada a poder integrar en la re-
solucio´n del problema las nuevas tecnolog´ıas de la informacio´n y la comunicacio´n, que
permitir´ıan disponer de una mayor informacio´n en tiempo real. Para ello se ha planteado
una formulacio´n que resuelve una instanta´nea de un problema de acarreo, donde cada
tarea o veh´ıculo puede encontrarse en un estado diferente. Para resolver es problema´tica
se han creado unas tareas ficticias, que recogen informacio´n sobre el veh´ıculo y la tarea
que este´n realizando en ese momento.
Se ha realizado una formulacio´n tanto determinista como estoca´stica, disen˜ada
de tal modo que pueda ser aplicada tanto en entornos esta´ticos como dina´micos. Adema´s,
aunque en un principio so´lo se han considerado tareas bien definidas de importacio´n y
exportacio´n, se han descrito los cambios necesarios para incluir tareas flexibles.
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Como ya se ha comentado en varias ocasiones, el principal objetivo de esta tesis
es demostrar que los procesos actuales de optimizacio´n de rutas de veh´ıculos no son todo
lo eficientes que se desear´ıa cuando se desarrollan en entornos reales donde diferentes
elementos de incertidumbre aparecen.
La forma cla´sica de optimizar estos procesos se ha desarrollado desde una pers-
pectiva esta´tica; al principio de la jornada, el decisor presenta las rutas que los diferentes
veh´ıculos debera´n desarrollar durante la jornada. Si se presenta algu´n tipo de incidente
en el trafico de los veh´ıculos, puede que las rutas planteadas al principio de la jornada
no puedan llevarse a cabo segu´n las restricciones temporales comprometidas.
Mu´ltiples estudios ponen de manifiesto la importancia del valor de la informa-
cio´n a la hora de elegir rutas por los usuarios (Levinson, 2003; Chorus et al., 2006). Sin
embargo esa obviedad no hab´ıa sido llevada a la forma de optimizacio´n de las rutas.
Adbdel-Aty et al. (1997) sen˜alan que esta informacio´n puede ahorrar tiempo. Estudiar
la forma y el momento en el que esta informacio´n es suministrada es importante para
que esta sea realmente u´til (Koutsopoulos y Xu, 1993).
La forma propuesta en esta tesis plantea la optimizacio´n de la jornada desde
una perspectiva dina´mica, de manera que la solucio´n va evolucionando a lo largo de
la jornada, adapta´ndose a las circunstancias que vayan aconteciendo. Esto proceso se
realiza ayudado por el conocimiento en tiempo real de la posicio´n de los veh´ıculos. Nume-
rosos estudios sobre problemas de rutado dina´mico pueden encontrarse en la literatura
(Psaraftis, 1995; Pillac et al., 2012), estos suelen estar centrados en la incertidumbre que
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presentan que un determinado cliente requiera el servicio, y no en la incertidumbre en
el tiempo de tra´nsito.
El presente cap´ıtulo comienza presentando la estructura del sistema planteado,
definiendo cada una de sus partes. Seguidamente se enumeran posibles eventos que
pueden llevar al lanzamiento de una reoptimizacio´n. Luego se explica co´mo se guarda
la informacio´n en tiempo real que es suministrada al sistema, de forma que pueda ser
fa´cilmente interpretada por los algoritmos de optimizacio´n. Por u´ltimo, se hace una
breve exposicio´n de las tecnolog´ıas actualmente existentes que nos llevan a plantear la
propuesta como realista.
6.1. Estructura global del sistema de planificacio´n de ta-
reas de acarreo
Desde esta tesis se propone una optimizacio´n dina´mica del DDPTW. Para com-
prender el proceso de asignacio´n dina´mica que se describira´ posteriormente es necesario
conocer el sistema global en el que tendra´ lugar el tratamiento de la nueva informacio´n
adquirida. Es por eso que en este ep´ıgrafe se describe la estructura global del sistema de
planificacio´n.
La Figura 6.1 muestra, de modo esquema´tico, la arquitectura prevista del sis-
tema. Este sistema recibir´ıa diversos tipos de informaciones, que ser´ıan posteriormente
utilizadas como datos para la ejecucio´n del algoritmo dina´mico de asignacio´n:
Solicitudes de tareas, que podr´ıan ser directamente incorporadas al sistema por
parte de los clientes del mismo.
Informacio´n sobre la posicio´n de los veh´ıculos en el viario. Esta´ posicio´n puede
ser determinada segu´n diferentes tecnolog´ıas existentes, como podra´ verse en el
ep´ıgrafe 6.6. En la figura se ejemplifica a trave´s de dos posibles sistemas: GPS o
Galileo.
Informacio´n sobre la complecio´n de tareas, proporcionada por los conductores de
los veh´ıculos al sistema a trave´s del correspondiente interfaz de comunicaciones.
Por u´ltimo, y de manera opcional, el sistema podr´ıa contar con informacio´n ac-
tualizada sobre el estado del viario (fundamentalmente el grado de congestio´n y la
velocidad media en los diferentes tramos del mismo), en caso de que esta informa-
cio´n estuviera disponible. De esta manera, el sistema, adema´s de reorganizar las
rutas asociadas a las tareas basa´ndose en estimaciones de las velocidades medias
en el viario, podr´ıa recalcular las rutas atendiendo a valores mucho ma´s cercanos
a la realidad.
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Figura 6.1: Sistema global de optimizacio´n dina´mica
La comunicacio´n entre los interfaces y el sistema, o entre los clientes y el sistema,
se realizar´ıa a trave´s de internet mo´vil, lo que hace necesaria la existencia de interfaces
de comunicaciones con los veh´ıculos y con la informacio´n en tiempo real sobre el viario.
Adema´s, queda reflejada la ubicacio´n del algoritmo de optimizacio´n dina´mico dentro de
la arquitectura global, como el encargado de asignar en tiempo real tareas pendientes a
veh´ıculos.
6.2. Metodolog´ıa dina´mica de optimizacio´n
La metodolog´ıa dina´mica que se plantea va mejorando la solucio´n iterativa-
mente. Al principio de la jornada, se lanza una optimizacio´n inicial al problema, que
permitira´ poseer una solucio´n de partida. Sin embargo, dado que el tiempo de tra´nsito
es incierto, se hace imposible conocer a priori el tiempo exacto requerido para completar
una tarea; y por lo tanto, aparecen desajustes entre la realidad y lo esperado segu´n la
solucio´n planteada al principio.
Para corregir dichos desajustes se ha planteado una metodolog´ıa dina´mica de
optimizacio´n. En ciertos momentos se lanzan reoptimizaciones en bu´squeda de una solu-
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cio´n que se adapte mejor a las circunstancias reales existentes, y que pueden corregir los
previsibles retrasos, o incluso adelantos, en la ejecucio´n de las tareas. Esta reoptimiza-
cio´n habra´ tenido en cuenta las circunstancias reales que acontecen y so´lo considerara´ las
tareas pendientes de ejecutar. La nueva solucio´n podra´ cambiar la asignacio´n de tareas
a veh´ıculos, teniendo en cuenta que los veh´ıculos que se encuentran ejecutando tareas en
ese momento debera´n terminarlas antes de poder empezar con una nueva. Para ayudar
a solventar toda la casu´ıstica en la que pueden encontrarse los veh´ıculos se han definido
unas tareas ficticias, ver ep´ıgrafe 6.4, que contienen informacio´n sobre la posicio´n de los












Estado de los vehículos
Localización
FREE | ASSIGNED | BUSY
DEPOTVEH | NOMDEPOTVEH
USEDVEH | NONUSEDVEH
Estado de las tareas
PENDING | IN PROCESS | FINISHED
Estado de la red
Distribución de la velocidad por áreas
SEGUIMIENTO
DINÁMICO SOLUCIÓN
Figura 6.2: Esquema del seguimiento dina´mico
Un esquema de todo este proceso es representado en la Figura 6.2, donde se
aprecia que el sistema siempre esta´ informado de la posicio´n en la que se encuentran los
veh´ıculos.
Como ejemplo se puede considerar un caso con dos veh´ıculos y seis tareas;
cuatro de dichas tareas se tratan de tareas de exportacio´n y dos de ellas son tareas
de importacio´n. Los veh´ıculos comienzan la jornada en el depo´sito y deben completar
todas las tareas, retornando nuevamente al depo´sito. Con la informacio´n de la que se
dispone al principio de la jornada, el sistema considera como mejor solucio´n la mostrada
a continuacio´n y tambie´n en la Figura 6.3a; la misma se encuentra atendiendo a las
restricciones temporales mostradas en la Tabla 6.1 y los tiempos de desplazamientos
esperados, que pueden verse en los enlaces de la Figura 6.3.
VEH 1: Ini(Depot) → 1→ 2→ 4→ 6→ End(Depot)
VEH 2: Ini(Depot) → 3→ 5→ End(Depot)
En el caso que los tiempos de desplazamiento a lo largo de la ruta coincidieran
con los tiempos esperados1, las distintas tareas ser´ıan atendidas en los instantes que se
muestran en la Tabla 6.2.
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Tabla 6.1: Ventanas temporales en veh´ıculos del ejemplo
Tarea E L O/D
1 0 30 O
2 50 80 D
3 60 90 D
4 60 90 O
5 120 150 D



























































(c) Nueva asignacio´n de tareas
Figura 6.3: Ejemplos de reoptimizacio´n
98
Cap´ıtulo 6 Asignacio´n dina´mica a trave´s del conocimiento en tiempo real de la
posicio´n de la flota
Tabla 6.2: Tiempos de ejecucio´n de las tareas del ejemplo - sin retrasos
Tarea Veh´ıculo Llegada Origen Llegada destino ¿Cumple TW?
1 1 0 30 S´ı
2 1 45 75 S´ı
3 2 30 60 S´ı
4 1 75 105 S´ı
5 2 75 90 S´ı
6 1 120 150 S´ı
Entonces, supo´ngase que cuando la primera reoptimizacio´n es llevada a cabo
(en el minuto 25, por ejemplo), el primer veh´ıculo esta´ realizando la tarea 1 y el segundo
veh´ıculo e´sta todav´ıa viajando hacia el origen de la tercera tarea, luego esta´ no ha
comenzado a realizarse todav´ıa; como se muestra en la Figura 6.3b. Sin embargo, las
condiciones de tra´fico han sido distintas de las esperadas y el primer veh´ıculo se encuentra
retrasado (sobre 20 minutos) sobre su localizacio´n esperada. En este caso, los nuevos
tiempos de llegada a las diferentes tareas se muestran en la Tabla 6.3. Como se puede
comprobar, si se sigue con la misma planificacio´n varias tareas no puedan ser llevadas a
cabo dentro de sus restricciones temporales.
Tabla 6.3: Tiempos de ejecucio´n de las tareas del ejemplo - con retrasos
Tarea Veh´ıculo Llegada Origen Llegada destino ¿Cumple TW?
1 1 0 50 S´ı
2 1 65 95 No
3 2 30 60 S´ı
4 1 95 125 No
5 2 75 90 S´ı
6 1 140 165 No
Si existiera la posibilidad de una optimizacio´n dina´mica, el sistema podr´ıa su-
gerir cambiar la programacio´n a una que se adapte mejor a las circunstancias, como es
la mostrada en la Figura 6.3c.
VEH 1: Ini(Tarea 1 in process) → 3→ 5→ End(Depot)
VEH 2: Ini(*) → 2→ 4→ 6→ End(Depot)
Ahora, la asignacio´n de tareas a veh´ıculos ha cambiado pasando el primer
veh´ıculo a realizar la tarea 3 cuando termine con la 1, y el segundo veh´ıculo se diri-
gira´ a la tarea 2. Adaptando dicha solucio´n, los veh´ıculos servir´ıan las tareas en los
1Se ha considerado tiempos de servicio nulos
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instantes presentados en la Tabla 6.4. Como se puede comprobar todas las restricciones
temporales vuelven a cumplirse.
Tabla 6.4: Tiempos de ejecucio´n de las tareas del ejemplo - Reoptimizacio´n
Tarea Veh´ıculo Llegada Origen Llegada destino ¿Cumple TW?
1 1 0 50 S´ı
2 2 35 65 S´ı
3 1 75 105 S´ı
4 2 65 95 S´ı
5 1 120 135 S´ı
6 2 110 140 S´ı
6.3. Eventos de reoptimizacio´n
Las reoptimizaciones comentadas se lanzan cuando ocurren algunas circunstan-
cias destacables, llamadas eventos de reoptimizacio´n. Cuatro eventos distintos han sido
propuestos:
Un tiempo fijo.
Al terminar una tarea.
Cuando un veh´ıculo se desv´ıa de su posicio´n deseable un determinado factor.
En un instante cr´ıtico.
El procedimiento iterativo de mejora no tiene por que´ tener en cuenta todos
los eventos de reoptimizacio´n sen˜alados; sera´ necesario establecer una solucio´n de com-
promiso entre capacidad de adaptacio´n y el nu´mero de reoptimizaciones.
Los dos primeros eventos son sencillos de comprender. En el primero la reopti-
mizacio´n se lanza cada cierto tiempo, cuando ha transcurrido un tiempo desde la anterior
reoptimizacio´n. Este tiempo es fijado a priori, por ejemplo 15 minutos. En el segundo
tipo de evento la reoptimizacio´n se lanza al concluir la ejecucio´n de una tarea; de ese
modo, antes que el conductor que acaba de terminar la tarea se dirija a la siguiente ta-
rea, se examina si las condiciones del entorno han cambiado, y por tanto pueden existir
mejores alternativas.
El tercer evento de reoptimizacio´n lanza la misma cuando los veh´ıculos se retra-
san de las posiciones esperadas, intentando buscar soluciones que no tengan dificultades
en alcanzar determinadas tareas. Una explicacio´n del lanzamiento puede verse en la Fi-
gura 6.4. La Figura 6.4a muestra la asignacio´n inmediata de un determinado veh´ıculo,
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Figura 6.4: Reoptimizacio´n por desviacio´n de la posicio´n esperada
tareas 1 y 2; y la Figura 6.4b muestra el esquema espacio-temporal para el cumplimiento
de las ventanas temporales de las dos tareas que el veh´ıculo tiene asignadas a priori. Si
un veh´ıculo se encuentra dentro de las franjas marcadas por lineas discontinuas para
una determinada ventana temporal, entonces se encuentra dentro de una posicio´n espe-
rada para completar la tarea a tiempo; si el mismo se encuentra por encima de la linea
discontinua superior y por debajo de la l´ınea continua entonces el veh´ıculo se encuentra
retrasado respecto a su situacio´n esperada, pero su desviacio´n respecto a la posicio´n
esperada esta´ dentro de un factor de tolerancia; si el veh´ıculo se encuentra por encima
de dicha l´ınea continua, se hace necesaria una reoptimizacio´n, en bu´squeda de soluciones
ma´s fiables. Las tareas que se analizara´n de las asignadas al veh´ıculo sera´n las que se
encuentran dentro de una distancia de ana´lisis. Siguiendo con el ejemplo de la Figura
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6.4b un veh´ıculo en la situacio´n de a se encuentra dentro de su posicio´n esperada para
cumplir a tiempo la tarea 1 y la tarea 2; si el mismo se encontrara en la situacio´n de
b podr´ıa cumplir las restricciones temporales de la tarea 1, sin embargo es previsible
que tenga dificultades para cumplir las restricciones temporales de la tarea 2, por lo que
atendiendo a la distancia de ana´lisis se lanzar´ıa una reoptimizacio´n; en la situacio´n c el
veh´ıculo se encuentra en una situacio´n esperada para desarrollar la tarea 2; un veh´ıculo
en d se habr´ıa desviado y estar´ıa algo retrasado, pero se encontrar´ıa dentro la ventana
de tolerancia; por u´ltimo, un veh´ıculo en la situacio´n e estar´ıa retrasado para poder
completar a tiempo la tarea 2, y se producir´ıa una reoptimizacio´n, con la espera de
poder encontrar una solucio´n mejor del problema.
El u´ltimo de los eventos indicados lanza una reoptimizacio´n cuando se alcanza
el instante cr´ıtico de una determinada tarea. Este instante se define como el momento
en el que un veh´ıculo necesitar´ıa salir del depo´sito para poder realizar a tiempo la tarea
correspondiente. Por ejemplo, la tarea 6 del ejemplo de la Tabla 6.1 necesita ser servida
antes del minuto 160, tarda´ndose en el trayecto de ida y vuelta desde el depo´sito 60
minutos; ser´ıa interesante lanzar una reoptimizacio´n antes del minuto 100, de modo
que si esta´ sucediendo algo que impide a los veh´ıculos que esta´n fuera del depo´sito
servir dicha tarea a tiempo, se pueda poner en servicio un nuevo veh´ıculo que se dirija
inmediatamente a servir la tarea 6. Este tipo de evento de reoptimizacio´n sera´ siempre
un complemento de los anteriores, y nunca el algoritmo dina´mico funcionara´ con el so´lo.
6.4. Estado de las tareas y veh´ıculos
Cuando una reoptimizacio´n tiene lugar, se toma una instanta´nea de todo el
sistema. Esta proporcionara´ informacio´n sobre la localizacio´n de los veh´ıculos, el estado
en el que se encuentran los mismos, y el nivel de desarrollo de las tareas. Sera´ esta
instanta´nea la que trate de optimizar el modelo matema´tico propuesto en el anterior
cap´ıtulo.
Los veh´ıculos pueden encontrarse en varios estados: FREE, BUSY y ASSIG-
NED. Un veh´ıculo se considera BUSY, ocupado, si esta´ llevando a cabo una tarea; se
considera ASSIGNED, asignado, si se esta´ desplaza´ndose hacia el origen de una tarea;
y se considera FREE, libre, si no tiene ninguna tarea asignada en ese momento; en ese
caso el veh´ıculo puede encontrarse en el depo´sito o dirigie´ndose al mismo. El sistema
tambie´n posee informacio´n de que´ veh´ıculos se encuentran en el depo´sito, DEPOTVEH,
y cua´les no. De igual modo posee informacio´n sobre los veh´ıculos que han sido usados,
USEDVEH, y los que no, NONUSEDVEH. Esta u´ltima informacio´n es especialmente
u´til debido a la estructura de costes del problema mostrada en el cap´ıtulo anterior.
Las tareas pueden pueden encontrarse en tres posibles estados: PENDING, IN
PROCESS y FINISHED. Una tarea se considera PENDING, pendiente, si todav´ıa no
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: Destination of a importation task
: Origin of a exportation task
: loaded trip
: empty trip
: Real-time vehicle position
Figura 6.5: Tareas ficticias
ha sido llevada a cabo; cuando un veh´ıculo esta´ lleva´ndola a cabo se considera una tarea
IN PROCESS, en proceso; siendo las tareas FINISHED, finalizadas, las que ya han sido
completadas.
La informacio´n de los veh´ıculos y de las tareas en proceso, que por lo tanto
debera´n ser completadas por el veh´ıculo que las lleva a cabo, se encuentra almacenada
gracias a unas tareas ficticias. La Figura 6.5 muestra la informacio´n que contendr´ıa estas
tareas ficticias, representadas por o´valos grises. En el caso de veh´ıculos que se encuen-
tran en un estado FREE o ASSIGNED, la informacio´n que contendr´ıa estas tareas ser´ıa
la posicio´n del veh´ıculo tanto para el origen como para el destino de la tarea, siendo el
tiempo de servicio igual a cero, y estando sus ventanas temporales definidas respecto al
instante en el cual se produce la reoptimizacio´n. De ese modo tras la reoptimizacio´n el
sistema fuerza al veh´ıculo a seguir sin interrupcio´n. En el caso de veh´ıculos que se en-
cuentran BUSY, y por tanto rindiendo una tarea IN PROCESS la tarea ficticia contiene
informacio´n sobre todo lo que queda por realizar de la tarea, y sobre la localizacio´n del
veh´ıculo; el origen de la tarea ficticia ser´ıa la localizacio´n del veh´ıculo, su ventana tem-
poral en el origen ser´ıa el instante en el que se produce la reoptimizacio´n, mientras que
el destino y ventana temporal del mismo ser´ıa la de la tarea original que se encuentra
en proceso.
Toda la casu´ıstica que puede producirse en las tareas ficticias de un veh´ıculo
v se muestra en la Tabla 6.5, donde vienen definidos el origen y destino de la tarea,
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el tiempo de servicio y las ventanas temporales. La posicio´n en la que se encuentra el
veh´ıculo en el momento de la reoptimizacio´n es marcada con el s´ımbolo *, y el instante
en el que la reoptimizacio´n es llevada a cabo se define como time. En todas las tareas
ficticias el origen de la misma coincide con la posicio´n en la que se encuentra el veh´ıculo
y su ventana temporal de inicio se define como [time, time], forzando de ese modo la
inmediata puesta a punto de la tarea.
En el caso de veh´ıculos BUSY, que se encuentran realizando una tarea i, se
usa la Figura 6.6 como apoyo para su entendimiento, mostrando que´ tres situaciones
diferentes pueden encontrarse. Si el veh´ıculo se encuentra cargando el contenedor de la
tarea i, caso BUSYa, entonces su tarea ficticia, fv, sera´ como la tarea i pero al tiempo
de servicio en el origen hay que restarle el tiempo ya llevado a cabo. En el caso que el
veh´ıculo se encuentra en un punto entre el origen y el destino de la tarea i, caso BUSYb,
la tarea ficticia fv tiene los mismos para´metros en el destino que la tarea i, sin embargo
su origen es la posicio´n actual y no se considera tiempo de servicio en el mismo. Cuando
el veh´ıculo ya se encuentra descargando el contenedor en el destino, caso BUSYc, es
importante almacenar el tiempo de servicio en el destino que queda pendiente.
Tabla 6.5: Casu´ıstica de tareas ficticias










FREE * * 0 0 [time, time] [time, time]
ASSIGNED * * 0 0 [time, time] [time, time]
BUSYa O D sOi − ta sDi [time, time] [EDi , LDi ]





BUSYc D D 0 sDi − tb [time, time] [time, time]
6.5. Pseudoco´digo de la metodolog´ıa dina´mica
Segu´n todo lo descrito anteriormente, el Algoritmo 1 muestra el procedimiento
de mejora continua de la solucio´n. El algoritmo continuamente esta´ procesando la entrada
de nueva informacio´n mientras la jornada no haya terminado. Este hecho se denota por
el cumplimiento de dos condiciones: se deben haber terminado todas las tareas y todos
los veh´ıculos deben estar de vuelta en el depo´sito. En caso de que alguna de dichas
condiciones no se cumpla el algoritmo seguira´ iterando (L´ınea 5).
En cada iteracio´n, lo primero que realiza el sistema es la actualizacio´n sobre los
datos que necesita conocer del entorno, es decir, la posicio´n de los veh´ıculos, el tra´fico,
y la descripcio´n de las tareas, (L´ıneas 6, 7 y 8, respectivamente).
Una vez obtenida dicha informacio´n, se comprueba el estado en que se encuen-
tran los veh´ıculos (L´ınea 9) y las tareas (L´ınea 10); estos estados son los descritos en el
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Figura 6.6: Posibles situaciones de veh´ıculos BUSY
ep´ıgrafe 6.4. A trave´s de toda la informacio´n recopilada es fa´cil comprobar la existencia
de algu´n evento que de´ lugar a la reoptimizacio´n (L´ınea 11), los cuales han sido descritos
en ep´ıgrafe 6.3. Las variable uvv fue usada en la formulacio´n mostrada en el Cap´ıtulo 5,
e indica si el veh´ıculo v ha sido usado previamente.
En caso de existir tal evento, se llamara´ a la funcio´n que realizara´ la re-
optimizacio´n de la asignacio´n de tareas a veh´ıculos (L´ınea 13), en el caso que fuera
necesario. En el Cap´ıtulo 7 se exponen algunas propuestas de implementacio´n de tal
algoritmo de asignacio´n, las cuales usara´n toda la informacio´n que se va recopilando y
actualizando a lo largo de este proceso dina´mico.
6.6. Tecnolog´ıas existentes para el desarrollo de la meto-
dolog´ıa
La metodolog´ıa de optimizacio´n propuesta se basa principalmente en el conoci-
miento en tiempo real de la posicio´n de los veh´ıculos y de modo opcional, como posible
puerta a una mayor mejora, en el conocimiento del estado del tra´fico. Estas dos supo-
siciones, que hace so´lo algunos an˜os podr´ıan considerarse una quimera, son hoy en d´ıa
una realidad gracias al desarrollo de las TICs. Giannopoulos (2004) examina las posibi-
lidades que las tecnolog´ıas de la informacio´n tienen dentro del transporte, donde sen˜ala
que la informacio´n extra que pueden proporcionar podr´ıa reducir la incertidumbre en
los tiempos de viaje y la construccio´n de rutas en tiempo real que permitan evitar la
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Algoritmo 1 Metodolog´ıa dina´mica
1: vposv ← DEPOTVEH
2: tstatet ← UNFINISHED
3: assign← ∅
4: procedure RealTimeOptimization(vposv, tstatet, assign)
5: while [(∃tstatet 6= FINISHED) ∧ (∃vposv 6= DEPOTVEH)] ∀v ∈ V, t ∈ T do
6: vposv ←VehiclePositionRead( ) ∀v ∈ V
7: T ←TasksRead( )
8: traffic←TrafficRead( )
9: vstatev, uvv ←VehicleStateCheck(vposv, assign, T ) ∀v ∈ V
10: tstatet ←TaskStateCheck(vposv, assign, T ) ∀v ∈ V
11: event←ReOptEventCheck(time,vposv,T ,tstatet,vstatev,assign)
12: if event = TRUE then





Conocer la posicio´n en tiempo real de una flota de veh´ıculos es hoy en d´ıa una
realidad gracias a los sistemas globales de navegacio´n por sate´lite, GNSS, y a los sistemas
de informacio´n geogra´ficas, GIS (Sadoun y Al-Bayari, 2007); adema´s, otras posibilidades
de posicionamiento menos precisas son posibles gracias a la triangulacio´n en las redes
de telefon´ıa mo´vil.
Los GNSS, a trave´s de una constelacio´n de sate´lites, permiten la determinacio´n
de las coordenadas geogra´ficas de un determinado dispositivo. En la actualidad existen
dos sistemas en funcionamiento, NAVSTAR-GPS y GLONASS, y algunos ma´s en desa-
rrollo, entre los que destaca el europeo Galileo. Mintsis et al. (2004) y el Libro Verde de
la European Commission (2006) analizan las “aplicaciones de la navegacio´n por sate´li-
te”, identificando algunos de sus usos dentro del mundo del transporte y la log´ıstica;
sen˜alando que:
“Los sistemas GNSS proporcionan instrumentos que permiten la introduccio´n
de mejoras en el a´mbito log´ıstico. Al permitir un seguimiento y rastreo preci-
so y continuo de las cajas, contenedores o pallets, el GNSS, complementado
con otras tecnolog´ıas tales como los dispositivos de identificacio´n de frecuen-
cias, esta´ mejorando la gestio´n de las cadenas de abastecimiento y la gestio´n
de las flotas de todos los modos de transporte, tanto en zonas urbanas como
en viajes de larga distancia. Por otro lado, en el contexto de las aplicacio-
nes multimodales, la utilizacio´n de sellos electro´nicos y de otros dispositivos
sensibles a la localizacio´n puede mejorar las condiciones de seguridad.”
Los GIS permiten almacenar una ingentes cantidad de informacio´n relativa
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a una zona geogra´fica, la cual puede ser usada para optimizar los procesos log´ısticos
que en dicha zona se desarrollan (Tarantilis et al., 2004; Rodr´ıguez, 2007). Si estos
sistemas se encuentran comunicados con los centros de informacio´n del tra´fico, podr´ıan
proporcionar informacio´n del tra´fico en tiempo real (Wahle et al., 2001). Casos reales
pueden encontrarse en diferentes ciudades, como los sistemas VICS (Vehicle Information
and Communication System) puestos en servicio en Japo´n (Qureshi et al., 2012) o el
proyecto Mobile Millennium que a trave´s de un software incluido en telefonos moviles,
y de la localizacio´n de los mismos por sate´lite es capaz de establecer el nivel del tra´fico
en tiempo real (Herrera et al., 2010).
Estos sistemas necesitan de la transferencia de informacio´n entre los diferentes
actores involucrados, para que de ese modo puedan tener acceso real a la informacio´n
necesaria. Gracias a los dispositivos mo´viles existentes esa problema´tica esta´ tecnolo´gi-
camente resuelta. Du¨rr y Giannopoulos (2003) realizan el intercambio de informacio´n a
trave´s de datos representados como eXtended Marked Language (XML) en un sistema
que intenta integrar la informacio´n existente en un sistema intermodal.
6.7. Resultados de intere´s para la tesis
El presente cap´ıtulo, que es el eje central de la tesis, ha planteado un sistema
para optimizar el acarreo terrestre haciendo uso de informacio´n en tiempo real. En e´l se
ha explicado detalladamente que´ informacio´n es suministrada al sistema y co´mo ser´ıa
tratada la misma para que posteriormente pueda ser usada por las diferentes heur´ısticas
y algoritmos de optimizacio´n que puedan plantearse.
Dicha informacio´n es suministrada al sistema en unos instantes llamados even-
tos de reoptimizacio´n, los cuales se han explicado y definido detalladamente.
Adema´s, se ha justificado la viabilidad del sistema planteado atendiendo a las
tecnolog´ıas que actualmente existen.
Capı´tulo7
Mo´dulo de optimizacio´n de tareas de
acarreo - heur´ısticas
En el Cap´ıtulo 6 se ha descrito el sistema dina´mico de mejora del acarreo
terrestre, el cual tiene como nu´cleo central el mo´dulo de optimizacio´n. Dicho mo´dulo,
tomando la informacio´n actualizada proporcionada por el sistema, propone el scheduling
ma´s adecuado para ejecutar las tareas que han de ser llevadas a cabo.
Este planteamiento dina´mico esta´ basado en la reoptimizacio´n, buscando so-
luciones mejor adaptadas cuando las circunstancias cambian. Podr´ıa plantearse como
solucio´n trivial del mo´dulo de optimizacio´n usar las mismas heur´ısticas que ven´ıan em-
plea´ndose para la resolucio´n de problemas esta´ticos, como las citadas en la revisio´n
bibliogra´fica del cap´ıtulo anterior. Sin embargo, la realidad se muestra contraria a esta
idea debido a las muchas diferencias en el planteamiento de ambos problemas: por un
lado, una metodolog´ıa dina´mica requiere de una velocidad de respuesta ma´s elevada que
las metodolog´ıas esta´ticas, los usuarios del sistema no pueden permanecer esperando
una respuesta excesivo tiempo; por otro lado, en un planteamiento dina´mico el proble-
ma a resolver va evolucionando, lo que hace que los algoritmos tengan que considerar la
posibilidad de tareas a medio ejecutar, veh´ıculos en tra´nsito, etc.
Este cap´ıtulo planteara´ una serie de heur´ısticas que pueden ser incluidas en el
mo´dulo de optimizacio´n; aunque tienen fundamentos similares a heur´ısticas empleadas en
entornos esta´ticos, han sido adaptadas a entornos dina´micos. Todas ellas son analizadas
y parametrizadas con el objeto de conocer cua´l es la que mejor adaptacio´n presenta al
problema. Para poder testear las diferentes heur´ısticas propuestas se ha desarrollado un
entorno de simulacio´n (Ver Ape´ndice A). Todas las heur´ısticas sera´n en un primer paso
testeadas en un entorno determinista, para poder contemplar el rendimiento de cada una
de ellas en el entorno ma´s simple; se parte de la premisa que la heur´ıstica seleccionada
debera´ no so´lo funcionar en situaciones que requieran cambiar la asignacio´n de veh´ıculos
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a lo largo de la jornada, sino tambie´n en los casos en los que todo ocurre segu´n lo
esperado.
7.1. Heur´ıstica de ahorro en costes
La primera heur´ıstica que se propone es una adaptacio´n a problemas dina´micos
de la heur´ıstica originalmente propuesta por Clarke y Wright (1964). Dicha heur´ıstica
busca ahorrar costes a trave´s del solape de las diferentes rutas.
Siguiendo el trabajo de Solomon (1987) para el VRPTW, la heur´ıstica comienza
con n rutas distintas en las que cada veh´ıculo servira´ una tarea real distinta; luego dichas
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con mejor rendimiento, poder estudiarla dentro del sistema completo en un entorno ma´s
complejo.
El entorno de simulacio´n presenta algunas simplificaciones de la realidad para
que el problema pueda ser testeado sin la necesidad de resolucio´n de otros problemas
previos.
El cap´ıtulo se estructura del siguiente modo: comienza describiendo posibles
heur´ısticas que pueden ser usadas; luego describir mecanismos de mejoras de las mismas,
bien sean bu´squedas locales o otro tipo de algoritmos como pueden ser los algoritmos
gene´ticos; por ultimo se muestra un resumen de los resultados alcanzados en el cap´ıtulo.
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Figura 8.1: Ejemplo de inicializacio´n de la heur´ıstica de ahorro en costes
Dado el cara´cter dina´mico del problema a resolver, se han de considerar algunas
particularidades en la iniciacio´n de las rutas. Cada ruta sera´ iniciadas con un par de
tareas ficticias de inicio y fin; si al veh´ıculo que representan dichas tareas ficticias se
encuentra en el depo´sito, la ruta podra´ adema´s contener una tarea real. Un ejemplo de
lo expuesto anteriormente se muestra en la Figura 8.1, donde cada cuadro representa
una tarea, ya sea real o ficticia; los cuadros con leyenda vinii y v
end
i , con i ∈ (1, 2, 3, 4, 5),
representan tareas ficticias. Las tareas sombreadas son indicador de que los veh´ıculos se
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con mejor rendimiento, poder estudiarla dentro d l siste a completo e un entorno ma´s
complejo.
El entorno de simulacio´n presenta lgunas simplificaciones de a realidad para
que el problema pueda er testeado sin la necesidad de resolucio´n de otros problemas
previos.
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Figura 8.1: Ejemplo de ini alizacio´n de la heur´ıstica de ahorr en costes
Dado el cara´ ter dina´mico de problema res lver, se han de considerar lgunas
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con mejor rendimiento, poder estudiarla dentro del sistema completo en un entorno ma´s
complejo.
El ntorno de sim l cio´n presenta alguna simplificaciones de la realidad para
que el pro lema pueda ser testeado sin la nece idad de r solucio´n de otr pr ble a
previos.
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bien sean bu´squedas locales o otro tipo de algoritmos como pueden ser los algoritmos
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con mejor rendimiento, poder estudiarla dentro del sistema completo en un entorno ma´s
complejo.
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Dado el cara´ ter dina´mico del problema resolver, se han de considerar algunas
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previos.
El cap´ıtulo se estructura del s guiente modo: comienza d scribi ndo posibles
heur´ısticas que pueden ser usadas; lu go describir mecani mos de mejoras de las mismas,
bie sean bu´squed s locales o otro tipo de alg ritmos como pueden ser los alg ritmos
gene´ticos; por ultimo s muestra un resum n e los result dos alcanzados en el cap´ıtulo.
















La heur´ıstica que se propone es una daptacio´n a problemas dina´micos de la
heur´ıstica originalmente propuesta por Clarke y Wright (1964). Dicha heur´ıstica busca
horrar costes a trave´s del solape de las diferentes rutas.
Sigui nd el trabaj de Solomon (1987) para el VRPTW, la heur´ıstica comienza
con n rutas disti tas en las que cada veh´ıculo servira´ un tarea real distinta, luego dichas














Figura 8.1: Ejemplo de inicializaci´n de la heur´ıstica d ahorr en costes
Dado el ra´cter dina´mico del problema a r solver, se han e consider r lgun
particularid des e la iniciacio´n de las ut s. C d ruta sera´ iniciadas con un par de
tareas ficticias de in cio y fin; si al veh´ıc lo que representan dichas tareas ficticias
enc entr n el depo´sito, la ruta po ra´ dema´s conte er una tarea real. Un ejemplo de
lo ex uesto teriormen e se mu s ra en la Figura 8.1, don e ada cuadro representa
un tarea, ya sea real o ficticia; los cuadros co leyenda vinii y v
end
i , con i ∈ (1, 2, 3, 4, 5),
representan tareas ficticias. Las tareas sombreadas son indicador de que los veh´ıculos se
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con mejor rendimiento, poder estudiarla dentro del sistema completo en un entorno ma´s
complejo.
El ent rno de simul i´ presenta alguna simplific ciones de l realidad para
que el problema pueda ser testeado sin la necesidad de resolucio´n de otros problemas
previos.
El cap´ıtul se estructura del siguiente modo: comienza describiendo posibles
heur´ısticas que pueden ser usa as; luego describir mecanismos de mejoras de las mismas,
bien sean bu´squedas locales o otro tipo de algoritmos como pueden ser los algoritmos
ge e´ticos; por ultimo se muestra u r sum e los resultados lcanzados en el cap´ıtulo.
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Figura 8.1: Ejemplo de i icial zacio´n de la heur´ıstica de ahorro e costes
Dado el cara´cter dina´mico del problema a resolver, se han de considerar algunas
particularidades en la iniciacio´n de las rutas. Cada ruta sera´ iniciadas co un par
tareas ficticias de inicio y fin; si al veh´ıculo que repr sentan dichas tareas ficticias se
encuentra en el depo´sito, la ruta podra´ adema´s contener u tar r al. Un ejemplo de
lo expuesto anteriormente se muestra en la Figura 8.1, d nde cada cuad o epresenta
una tarea, ya sea real o ficticia; los cuadros con leyend vinii y v
end
i , con i ∈ (1, 2, 3, 4, 5),
representan tareas ficticias. Las tareas sombreadas son indicador d que los veh´ıculos s
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con mejor rendimiento, poder estudiarla dentro del sistema completo en un entor o ma´s
complejo.
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previos.
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heur´ısticas que pueden ser usadas; luego describir mecanismos de mejoras de las mis as,
bien sean bu´squedas locales o otro tipo de lgoritmos como puede ser los algoritmos
gene´ticos; por ultimo se muestra un resumen de los resultados alcanzados en el capı ul .
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Dado el cara´cter dina´mico del problema a resolver, se han de considera l s
particularidades en la iniciacio´n de las rutas. Cada ruta sera´ iniciadas con un par de
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Figura 8.1: Ejemplo de i icializacio´n de la heur´ıstica de ahorro e costes
Dado el cara´cter dina´mico del problema a resolver, se han e considerar lgunas
particularidades en la iniciacio´n de las rutas. Cada ruta sera´ iniciadas con un p r de
tareas ficticias de inicio y fin; si al veh´ıculo que representan dichas tareas ficticias s
encuentra en el depo´sito, la ruta podra´ adema´s contener una tarea real. Un ejemplo d
lo expuesto anteriormente se muestra en la Figura 8.1, donde cada cuadro r pres a
una tarea, ya sea real o ficticia; los cuadros con leyenda vinii y v
end
i , con i ∈ (1, 2, 3, 4, 5),
representan tareas ficticias. Las tareas sombreadas son indicador de que los v h´ıculos se
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con mejor rendimiento, poder estudiarla dentro del sistema completo n un entorn ma´s
complejo.
El entorno de simulacio´n presenta algunas simplificaciones de la realidad para
que el problema pueda ser testeado sin la necesidad de resolucio´n de otros problemas
previos.
El cap´ıtulo se estructura del siguiente modo: comienza describiendo posibl s
heur´ısticas que pueden ser usadas; luego describir mecanismos de mejor s de las mismas,
bien sean bu´squedas locales o otro tipo de algoritmos como pueden ser los algoritmo
gene´ticos; por ultimo se muestra un resumen de l s esultados alcanz dos en el cap´ıtul .
















La heur´ıstica que se propone es una adapt cio´n a problemas dina´micos de l
heur´ıstica originalmente propuesta por Clarke y Wright (1964). Dicha h ur´ıstica busca
ahorrar costes a trave´s del solape de las diferentes rutas.
Siguiendo el trabajo de Solomon (1987) para el VRPTW, la heur´ıstica comienza
con n rutas distintas en las que cada veh´ıculo servir´ una tarea real distinta, luego dichas














Figura 8.1: Ejemplo de icializacio´n de la heur´ıstica de ahorro e costes
Dado el cara´cter dina´mico del problema a resolver, se han de considerar algunas
particularidades en la iniciacio´n de las rut s. Cada ruta sera´ iniciadas con un par de
tareas ficticias de inicio y fin; si al veh´ıculo que representan dichas tareas ficticias se
encuentra en el depo´sito, la ruta podra´ adema´s cont er una tarea real. U ej mplo de
lo expuesto anteriormente se muestra en la Fig ra 8.1, donde cada cuadro repre ent
una tarea, ya sea real o ficticia; los cuadros con leyend vinii y v
end
i , con i ∈ (1, 2, 3, 4, 5),
representan tareas ficticias. Las tareas sombreadas son indicador de que los v h´ıculos s
Figura 7.1: Ejemplo de inicializacio´n e la heur´ıstic d ahorro en costes
Dado el cara´cter dina´mico del problema a resolver, se han de considerar algunas
particularidades en la inicializacio´n de las rutas. Cada ruta sera´ iniciada con un par de
tareas ficticias d inicio y fin; si el veh´ıculo al que representa ichas tareas ficticias se
encuentra en el depo´sito, la ruta podra´ adema´s contener una tarea real. Un ejemplo de
lo expuesto anteriormente se muestra en la Figura 7.1, donde cada cuadro representa
una tarea, ya sea real o ficticia; los cuadros con leyenda f inivi y f
end
vi , con i ∈ (1, 2, 3, 4, 5),
representan tareas ficticias. Se han sombreado algunas tareas como i dica or de que los
veh´ıculos se encuentran fuera del depo´sito; por tanto en la iniciacio´n de la ruta ri no
se puede agregar ninguna tarea extra, apa te de las ficticias, como ocurre en r1, r2, y
r3. Las tareas ficticias no sombreadas representan a veh´ıculos en el depo´sito y, como se
mue tra en las rutas r4 y r5, se les ha agregado una tarea real.
Dichas ruta s ir´n uni ndo tend endo a aque las nion qu produz an
m yor horro; el solape or la unio´n de dos rutas ri y rj se car cte iz ra´ por ncorporar
d spue´s de todas las t reas re les de la ruta ri las tareas e les de la ruta rj . El ahorro
producido por la unio´n de dos rutas ri y rj est ra´ caracterizado por la ecuacio´n (7.1).
Cap´ıtulo 7 Mo´dulo de optimizacio´n de tareas de acarreo - heur´ısticas 109
Diferentes escenarios se muestran en la Figura 7.2, que servira´n de apoyo en la explicacio´n
de la ecuacio´n (7.1).
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con mejor rendimiento, poder estudiarla dentro del sistema completo en un entorno ma´s
complejo.
El entorno de simulacio´n presenta algunas simplificaciones de la realidad para
que el problema pueda ser testeado sin la necesidad de resolucio´n de otros problemas
previos.
El cap´ıtulo se estructura del siguiente modo: comienza describiendo posibles
heur´ısticas que pueden ser usadas; luego describir mecanismos de mejoras de las mismas,
bien sean bu´squedas locales o otro tipo de algoritmos como pueden ser los algoritmos
gene´ticos; por ultimo se muestra un resumen de los resultados alcanzados en el cap´ıtulo.
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Figura 8.1: Ejemplo de inicializacio´n de la heur´ıstica de ahorro en costes
Dado el cara´cter dina´mico del problema a resolver, se han de considerar algunas
particularidades en la iniciacio´n de las rutas. Cada ruta sera´ iniciadas con un par de
tareas ficticias de inicio y fin; si al veh´ıculo que representan dichas tareas ficticias se
encuentra en el depo´sito, la ruta podra´ adema´s contener una tarea real. Un ejemplo de
lo expuesto anteriormente se muestra en la Figura 8.1, donde cada cuadro representa
una tarea, ya sea real o ficticia; los cuadros con leyenda vinii y v
end
i , con i ∈ (1, 2, 3, 4, 5),
representan tareas ficticias. Las tareas sombreadas son indicador de que los veh´ıculos se
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con mejor rendimiento, poder estudiarla dentro del sistema completo en un entorno ma´
complejo.
El entorno de simulacio´n presenta algunas simplificaciones de la realidad para
que el problema pueda ser testeado sin la necesidad de resolucio´n de otros problemas
previos.
El cap´ıtulo se estructura del siguiente modo: comienza describiendo posibles
heur´ısticas que pueden ser usadas; luego describir mecanismos de mejoras de las mismas,
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gene´ticos; por ultimo se muestra un resumen de los resultados alcanzados en el cap´ıtulo.
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Figura 8.1: Ejemplo de inicializacio´n de la heur´ıstica de ahorro en costes
Dado el cara´cter dina´mico del problema a resolver, se han de considerar algunas
particularidades en la iniciacio´n de las rutas. Cada ruta sera´ iniciadas con un par de
tareas ficticias de inicio y fin; si al veh´ıculo que representan dichas tareas ficticias se
encuentra en el depo´sito, la ruta podra´ adema´s contener una tarea real. Un ejemplo de
lo expuesto anteriormente se muestra en la Figura 8.1, donde cada cuadro representa
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con mejor rendimiento, poder estudiarla dentro del sistema completo en un entorno ma´s
complejo.
El entorno de simulacio´n presenta algunas simplificaciones de la realidad para
que el problema pueda s r testeado sin la necesidad de resol cio´n de otros problemas
previos.
El cap´ıtulo se estructura del siguiente modo: comienza describiendo posibles
heur´ısticas que pueden ser usadas; luego describir mecanismos de mejoras de las mismas,
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Figura 8.1: Ejemplo de inicializacio´n de la heur´ıstica de ahorro en costes
Dado l cara´cter dina´mic del problema a resolver, se han de consider r algunas
particularidades en la iniciacio´n de las rutas. Cada ruta sera´ iniciadas con un par de
tare s ficticias de inicio y fin; si al veh´ıculo que representan dichas tareas ficticias se
encuentra en el depo´sito, la ruta podra´ adema´s contener una tarea real. Un ejemplo de
lo expuesto anteriormente se muestra en la Figura 8.1, donde cada cuadro representa
una tarea, ya sea real o ficticia; los cuadros con leyenda vinii y v
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representan tareas ficticias. Las tareas sombreadas son indicador de que los veh´ıculos se
108 Cap´ıtulo 8 Mo´dulo de optimizacio´n de tareas de acarreo
con mejor rendimiento, poder estudiarla dentro del sistema completo en un entorno ma´s
complejo.
El entorno de simulacio´n presenta algunas simplificaciones de la realidad para
que el problema pueda ser testeado sin la necesidad de resolucio´n de otros problemas
previos.
El cap´ıtulo se estructura del siguiente odo: comienza describiendo posible
heur´ısticas que pueden ser usadas; luego describir mecanismos de mejoras de la mismas,
bien sean bu´squedas locales o otro tipo de algoritmos como pueden ser los algoritmos
gene´ticos; por ultimo se muestra un resu en de los resultados alcanzados en el cap´ıtulo.
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Figura 8.1: Ejemplo de inicializacio´n de la heur´ıstica de ahorro en costes
Dado l cara´cter dina´mic del problema a resolver, se han de considerar algunas
particularidades en la iniciacio´n de las rutas. Cada ruta sera´ iniciadas con un par de
tareas ficticias de inicio y fin; si al veh´ıculo que representan dichas tareas ficticias se
encuentra en el depo´sito, la ruta podra´ adema´s contener una tarea real. Un ejemplo de
lo expuesto anteriormente se muestra en la Figura 8.1, donde cada cuadro representa
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con m jor rendimiento, poder estudiarla dentro d l siste a completo en un entorno ma´s
complejo.
El entorno de simulacio´n presenta lgunas simplificaciones d la realidad para
que el problema pu da er testeado sin la necesidad de resolucio´n de ot s problemas
previos.
El cap´ıtulo s est ctur l sigui nte modo: comienza describie do posibles
heur´ısticas que pu den ser usadas; lu go describir mecanismos de mejoras de l s mismas,
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Figura 8.1: Ejemplo de ni ializacio´n de la heur´ıstica de ahorr en costes
Dado el cara´ ter dina´mico del problema res lver, se han de considerar lgunas
part cularidades e la iniciacio´n de las rut s. Cad ruta sera´ iniciadas con un par de
tareas ficticias de inicio y fin; si al veh´ıc lo que r presentan dichas tareas ficticias se
encuentra en el depo´sito, la ruta po ra´ dema´s conte er una tarea real. Un ejemplo de
lo expues o anteriormente se muestra en la Figura 8.1, don e ada cuadro r presenta
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end
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presentan tareas ficticias. Las tareas sombread s son indica or de que los veh´ıculos se
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end
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El entorno de simulacio´n presenta algunas simplificaciones de la realid d para
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previos.
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Dad el ca ´cter din´mico del problem a resolv r, se ha de considerar algunas
pa ticular dades e la iniciacio´n de las rutas. Cada ruta sera´ iniciadas con un par de
tareas ficticias de ini io y fin; si al veh´ıculo que representan dichas tareas ficticias se
encuentr en l depo´sito, la ruta podra´ adema´s contener una tarea real. Un ejemplo de
lo expuesto anteri rmente se muestra en la Figura 8.1, donde cada cuadro representa
una tarea, ya sea real o ficticia; los cuadros con leyenda vinii y v
end
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encuentr en el d po´sito, la ruta podra´ adema´s contener una tarea real. Un ejemplo de
lo expuesto anteri rmente se muestra en la Figura 8.1, donde cada cuadro representa
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ahorrar costes a trave´s del solape de las diferentes rutas.
Siguiendo el tr bajo de Solomon (1987) para el VRPTW, la heur´ıstica comienza
con n rutas d stintas en las que cada veh´ıculo servira´ una tarea real distinta, luego dichas














Figura 8.1: Ejemplo de inici lizacio´n de la heur´ıstica de ahorro en costes
Dad el ca ´cter dina´mico del problema a resolver, se han de considerar algunas
particular dades e la iniciacio´n de las rutas. Cada ruta sera´ iniciadas con un par de
tareas ficticias de ini io y fin; si al veh´ıculo que representan dichas tareas ficticias se
encuentr e el dep´sito, la ruta podra´ adema´s contener una tarea real. Un ejemplo de
o expuesto ante i rmente se muestr en la Figura 8.1, donde cada cu dro representa
na tarea, y se real o fictici ; los cuadros c leyenda vinii y v
end
i , con ∈ (1, 2, 3, 4, 5),
epresen n tare s ficti ias. Las tareas sombread s s n indicador de qu los veh´ıculos se
108 Cap´ıtul 8 Mo´dulo de opt mizacio´n de tare s de acarreo
con ejor rendimi , poder estu iarla dentro del siste a completo un entorno ma´
compl jo.
El ntorno de simul cio´n presenta algunas simplificaciones de la realid d para
que e probl ma pu d s r testeado sin la necesidad de resoluci´n de otros problemas
previos.
El ap´ıtulo s e tructura del siguiente m do: comienza d scribiendo posibles
heur´ısticas qu pu den ser usadas; luego describir mecanismos de mejor de l s mismas,
bien sean bu´squedas l cales o otro tipo de algoritmos como pu den ser l s algoritmos
gene´tic s; por ulti o se muestra n resumen d los resultados lcanzados en el cap´ıtulo.








La heur´ı tica que se propone es una adapt cio´n a problem s dina´micos de la
heur´ıstica o igi lmente propuesta por Clarke y Wright (1964). Dicha heur´ısti busca
ahorrar costes a trave´s del solape e las diferentes rutas.
Siguiendo el tr bajo e Solomon (1987) para el VRPTW, la heur´ıstica comienza
con n ru as d stint en las que cada veh´ıculo servira´ una tarea real distinta, luego dichas














Figu 8.1: Ejempl de inicializacio´n de la heur´ıstica de h ro n costes
Dad el c ´ct r di a´mico del problema a resolver, se han e considerar algunas
p ticular dades e l niciacio´n de l rutas. Ca a ruta ser´ iniciadas con un par d
tareas ficticias de ini io y fin; si al veh´ıculo qu representan dichas tareas ficticias s
encu tr e el dep´sito, la ruta podra´ adema´s c ntener un tarea real. Un ejemplo de
lo expuesto ant i rm nte se muestr en la Figura 8.1, donde cada cuad o representa
una tarea, ya sea real o ficticia; los cuadros con leyenda i i y vendi , con i ∈ (1, 2, 3, 4, 5),
epresentan tareas ficti ias. Las tareas sombreadas son indicador de qu los veh´ıculos se
108 Cap´ıtulo 8 o´dulo de optimizacio´n de tareas de acarreo
con mejor rendimiento, poder estudiarla dentro del sistema completo en un entorno ma´s
complejo.
El entorno e simulacio´n presenta algunas simplificacion s e la realida para
que el problema pueda ser testeado sin la necesidad de resolucio´n de otros problemas
previos.
El cap´ıtul se estructura del siguiente modo: comienza describiendo posibles
heur´ısticas que pueden ser usadas; luego describir mecanism s de mejoras de las mismas,
bien s an bu´squed s locales o otro tipo de algoritmos como pueden ser los algoritmos
gene´ticos; por ultimo se muestra un resumen de los resultados alcanzados en el cap´ıtulo.
















L heurıst a qu se propone es una adaptacio´n a problemas dina´micos de la
heur´ıstica originalmente propuesta por Clarke y right (1964). Dicha heur´ıstica busca
ahorrar costes a trave´s del solape de las diferentes rutas.
Sig iendo el trabajo de Solomon (1987) para el VRPT , la heur´ıstica comienza
con n ruta distintas en las que cada veh´ıculo servira´ un tarea real d stint , luego dichas














Figura 8.1: Ejemplo de inicializacio´n d la heur´ıstica de ahorro en costes
Dado el cara´ ter d n mico del probl ma resolver, se han de considerar algunas
particulari des en la iniciacio´n de las rutas. Cada ruta sera´ iniciadas con un par de
reas fictici s de inicio y fin; si al veh´ıculo que representan dichas tareas ficticias se
encuentra en el depo´sito, la ruta podra´ adema´s contener una tarea real. Un ejemplo de
lo expuesto anterior ente se muestr en la Figura 8.1, don cada cuadro representa
una tarea, ya sea real o ficticia; los cuadros con leyenda vinii y v
end
i , con i ∈ (1, 2, 3, 4, 5),
representan tareas ficticia . Las tareas sombreadas son indicador de que los veh´ıculos se
108 Cap´ıtulo 8 Mo´dulo de optimizacio´n de tare s de acarreo
con mejo rendimiento, po er estudiarla dentro del istema completo en un entorno ma´s
complejo.
El entorno e simulacio´n present alguna simplificaci nes de l realidad para
que l probl ma pueda ser testeado sin la necesidad de r so uci´n de otros problemas
previos.
El cap´ıtul se est uctura del sigui n m do: mi za scribi o sibl s
heur´ısti as que pueden s r usadas; luego describir ecanis os de m joras de l s mis s,
bien s an bu´squed s locales o tro tipo de algorit os como pueden ser los algoritmos
gene´ticos; por ultimo se muestra un resumen de los result dos alcanzados en el cap´ıtulo.
















L h urıst a qu se prop e s un a aptaci´n problemas dina´micos de la
heur´ıstic originalment pro uesta por Clarke y Wright (1964). Dicha heur´ıstica busca
ahorrar costes a trave´s d l sol pe d las diferentes rutas.
Sig iendo el trabaj d S lomon (1987) para el VRPTW, la heur´ıstic comienza
con n ruta distintas en l s qu cada veh´ıculo servira´ una tarea real distinta, luego dichas














Figura 8.1: Ejemplo de i cial zacio´n de la heur´ıstica de ahorro e costes
D do el cara´ct r dina´mic d l problem a resolver, se ha onsi rar algunas
particulari des la i iciaci´n de las rut s. C da ruta s r´ i ici a con un par de
reas fictici s d inicio y fin; si al veh´ıculo que represent dichas t re s ficticias s
encuentra en el depo´sit , l ruta podr adema´s conten r una tarea r al. Un jemplo de
lo expu st a teriorm nt se muestra en l Figur 8.1, donde c c ro r pr senta
un ar , y sea r al o ficti ia; los uadros con leyenda vinii y v
end
i , on i ∈ (1, 2, 3, 4, 5),
rep sentan tareas fict a . Las tarea sombr ada son indicador de que los veh´ı ulo s
108 Cap´ıtulo 8 Mo´dulo de optimizacio´n de tareas de acarr o
con mejor rendimiento, poder estudiar a den ro del si ema completo e un e t rno ´s
complejo.
El entorno e simulacio´n presenta algunas simplificaciones d la realidad ara
que el problema pueda ser t steado sin la necesidad e r solucio´ de otro problema
previos.
El cap´ıtul se estructura del siguiente modo: comienza describ endo p sibles
heur´ısticas que pueden ser usadas; l ego d cribir m ca ismos de mejoras las mis as,
bien s an bu´squed s locales o ot o tipo de algoritmos c mo pueden ser los
gene´ticos; por ultimo se muestra un resumen de los resultados alcanzados en el cap´ıtulo.
















L heurıst a qu se propone es na adap acio´n a pr blemas dina´micos de l
heur´ıstica originalmente prop esta por Clarke y Wrigh (1964). Dich h ur´ıstica busca
ahorrar costes a trave´s del solape de las difer nt rutas.
Sig iendo el trabajo de Solomon (1987) para el VRPTW, la heur´ıstica comienza
con n ruta distintas en las que cada veh´ıculo servira´ una t rea real istinta, luego dich s














Figura 8.1: Ejemplo de i icial zacio´n de l h ur´ıstica de ahorro en costes
D do el c ra´cter di a´mico del pr b a a res lv , se h n de consider r lgu as
particulari des en l inici cio´n de la rutas. C da rut era´ i iciadas con un par de
fictici s de inicio y fi ; i l veh´ıculo que repr en n dich s t reas ficticias s
encuentra en el depo´sito, la ruta podra´ adema´s contene una tare real. Un ejemplo de
lo expuesto anteriormente se muestra en la Figu a 8.1, donde cada cuadro epresenta
una tarea, ya sea real o ficticia; los cuadros con leyenda vinii y v
end
i , c n i ∈ (1, 2, 3, 4, 5),
representan tareas ficticia . Las tareas sombre das son ndicador de que l s veh´ıculo se
108 Cap´ıtulo 8 Mo´dulo de optimizaci´n de tareas e acarreo
con mejor rendimiento, poder estudiarl dentro del si tema completo e un entorno a´s
complejo.
El entorno de simulacio´n pres nta algu as simplific es de la re lidad par
que el problema pueda ser testead sin la necesidad de resolucio´n de otros problemas
previos.
El cap´ıtul se estructura del siguiente m do: comienza describiendo posibles
heur´ısticas que pueden er usadas; luego describir meca is os e mejoras de las m a ,
bien sean bu´squed s locales o otro tipo d lgoritmos pueden ser los algorit s
gene´ticos; por ultimo se muestra resumen de los re ult do alca zados en el cap´ıtulo.















L heur´ıst a que se propone s una daptacio´n a problemas din´micos de la
heur´ıstica originalmente propuesta por Cl rke y Wright (1964). Dicha heu ı´stica busca
ahorrar costes a trave´s del s lape de la diferentes rutas.
Sig iendo el trabajo de Solomon (1987) par el VRPTW, la heur´ıstica comienza
con n rutas distintas en las que cad veh´ıculo ervira´ u a t re r l distinta, luego di has














Figura 8.1: Ej mplo de inicializ cio´n de l heu ıs ahorro n ste
Dado el cara´cter dina´mico del problema a resolver, se han de conside ar algunas
particularidades en la inici cio´n de l s rut s. Cada ruta sera´ iniciadas con un p r de
reas fictici s de inicio y fin; si al veh´ıculo que represent d chas tareas ficticias s
encuentra en el depo´sito, la r ta podra´ ad ma c ntener una tare re l. Un ej mplo d
lo expuesto anteriormente s m ra en la Figura 8.1, donde cada cuadro representa
una tarea, ya sea real o ficticia; los cu dros con ley nda vinii y v
end
i , con i ∈ (1, 2, 3, 4, 5),






108 C p´ıtulo 8 Mo´dulo de opt miz cio´n d tareas carreo
con mejor rend mien , p der e tudiarl de tro del sistema completo e un en rno ma´s
complejo.
El ento no d sim lacio´n resent algun s simplificaci nes de l re lid d para
que l proble a pueda ser testeado sin la necesidad de resolucio´n de otros problemas
previ s.
El cap´ıtulo s estructura del sig iente modo: co ie z desc ibi ndo p sibl s
heur´ıstic s que pueden s r usadas; luego des ribir mec nismos de mejora de las mismas,
bien sean bu´squed s locales o otro tipo de algoritmos como pueden ser los algoritmos
gene´ticos; por ultimo se muestra un resumen de los resultados alcanzados en el cap´ıtulo.








La heur´ıstica que se propone es una adaptacio´n a problemas dina´micos de la
heur´ıstica originalmente propuesta por Clarke y Wright (1964). Dicha heur´ıstica busca
ahorra costes a trave´s del solape de las diferentes rutas.
Siguiendo el trabajo de Solomon (1987) para el VRPTW, la heur´ıstica comienza
con n rutas distintas en las que cada veh´ıculo servira´ una tarea real distinta, luego dichas














Figura 8.1: Ejemplo de inicializacio´n de la heur´ıstica de ahorro en costes
Dado el cara´cter dina´mico del problema a resolver, se han de considerar algunas
particularidades en la iniciacio´n de las rutas. Cada ruta sera´ iniciadas con un par de
tareas ficticias de inicio y fin; si al veh´ıculo que representan dichas tareas ficticias se
encuentra en el depo´sito, la ruta podra´ adema´s contener una tarea real. Un ejemplo de
lo expuesto anteriormente se muestra en la Figura 8.1, donde cada cuadro representa
una tarea, ya sea real o ficticia; los cuadros con leyenda vinii y v
end
i , con i ∈ (1, 2, 3, 4, 5),
representan tareas ficticias. Las tareas sombreadas son indicador de que los veh´ıculos se
108 Cap´ıtul 8 Mo´dul e pti izacio´n d tareas de acarreo
con mejor rendimiento, pod r estudi rl dentro d sist ma c m leto en u entorn mas
complejo.
El entorno de simulacio´n presen algunas simplificaciones de la reali ad p ra
que el problema pueda ser testeado sin la necesidad de resolucio´n e otros problemas
previos.
El cap´ıtulo s e tr ctu a del sigui nte odo: comienza describiendo posibles
heur´ısticas que pueden ser usadas; l ego describir mecanismos de mejoras e las mismas,
bien sean bu´squedas locales o otro tipo de algoritmos como pueden ser los algoritmos
gene´ticos; por ultimo se muestra un resumen de los resultados alcanzados en el cap´ıtulo.








La heur´ıstica que se propone es una a aptaci´n a problemas dina´micos de l
heur´ıstica originalmente propuest p r Clarke y Wrigh (1964). Dich heurıst a busca
ahorrar costes a tr ve´s del sol pe de las diferentes rutas.
Siguie do el trabajo de Sol mon (1987) para el VRPTW, l heur´ıstica comienza
con n rutas distintas en las que cada veh´ıculo servira´ una tarea real distinta, luego dichas














Figura 8.1: Ejemplo de inicializacio´n de la heur´ıstica de ahorro en costes
Dado el cara´cter dina´mico del problema a resolver, se han de considerar algunas
particularidades en la iniciacio´n de las rutas. Cada ruta sera´ iniciadas con un par de
tareas ficticias de inicio y fin; si al veh´ıculo que representan dichas tareas ficticias se
encuentra en el depo´sito, la ruta podra´ adema´s contener una tarea real. Un ejemplo de
lo expuesto anteriormente se muestra en la Figura 8.1, donde cada cuadro representa
una tarea, ya sea real o ficticia; los cuadros con leyenda vinii y v
end
i , con i ∈ (1, 2, 3, 4, 5),
representan tareas ficticias. Las tareas sombreadas son indicador de que los veh´ıculos se
108 Cap´ıtulo 8 Mo´dulo de optimizacio´n de tareas de acarreo
c n mejor rendimiento, poder estudiarl dentro del sist ma o pleto en u entor a´s
complej .
El ntorn de simul cio´ prese t algunas simplificaci nes de la realidad ara
que el probl ma da ser t steado sin la necesidad de resolucion de otros blemas
p e ios.
El cap´ıtul se estruc ur del siguiente modo: comienza describie do posibles
heur´ısticas que pueden ser usadas; luego de cribi me ismos de m j r de l mism s,
bie se bu´squedas l cales ot tipo de alg itm s como pueden ser los algoritmos
gene´ticos; por ulti o se muestra un resumen e los resultados alcanzados en el cap´ıtulo.








La heur´ıstica que se propo e es una adapt c o´n a problemas d ´mi os de la
heur´ıst ca orig lmente propuesta por Cl ke y Wright (1964). Dicha heur´ıstica busca
ahorra co tes a trave´s de sol p de la difere t s ruta .
Siguiendo el trabajo de Solomon (1987) para el VRPTW, la heur´ıstica comienza
con n rutas distintas en las que cada veh´ıculo servira´ una tarea real distinta, luego dichas














Figura 8.1: Ejemplo de inicializacio´n de la heur´ıstica de ahorro en costes
Dado el cara´cter dina´mico del problem a resolver, se han de considerar algunas
parti ularidades en la iniciacio´ de las rutas. Cada ruta sera´ iniciadas con un par de
tare fictici s de inicio y fin; si al veh´ıculo que repres ntan dichas tareas ficticias se
encuentra en el depo´sito, la ruta podra´ adema´s contener una tarea real. Un ejemplo de
lo expuesto anteriormente se muestra en la Figura 8.1, donde cada cuadro representa
una tarea, ya sea real o ficticia; los cuadros con leyenda vinii y v
end
i , con i ∈ (1, 2, 3, 4, 5),
representan tareas ficticias. Las tareas sombreadas son indicador de que los veh´ıculos se
108 C p´ıtulo 8 Mo´dulo de optimizacio´n de tareas de acarreo
con mejor rendimiento, poder estudiarla dentro del sistema completo en un entorno a´s
complejo.
El entorno de simul cio´n presenta algun s simplificaci nes de la realidad para
que el problema pued ser test ad sin la necesidad de resolucio´n de otros problemas
previos.
El cap´ı ulo se estructura del siguiente mo o: comienza describiendo pos bles
heur´ısticas que pueden ser usa as; luego describir meca ismos de mejoras de as mism s,
bien ean bu´squedas locales o otro tipo de algoritmos como pueden ser los algoritmos
gene´ticos; por ultimo se muestra un resumen de los resultados alcanzados en el cap´ıtulo.








La heur´ıstica que se propone es una daptacio´n a problemas dina´micos de la
heur´ıstica originalmente pr puesta por Clarke y Wright (1964). Dicha heur´ıstica busca
ahorrar costes a trave´s del solape de las diferentes rutas.
Siguiendo el trabajo de Solomon (1987) para el VRPTW, la heur´ıstica comienza
con n rutas distintas e las que ca a eh´ıculo servira´ una tarea real distinta, luego dichas














Figura 8.1: Ejemplo de inicializacio´n de la heur´ıstica de ahorro en costes
Dado el cara´cter ina´mi del problema a resolv r, se han d considerar algunas
particularidades en la iniciacio´n de las rutas. Cada ruta sera´ iniciadas con un par de
tareas ficticias de inicio y fin; si al veh´ıculo que representan dichas tareas ficticias se
encuentra en el depo´sito, la ruta podra´ adema´s contener una tarea real. Un ejemplo de
lo expuesto anteriormente se muestra en la F gura 8.1, onde cada uadro repr senta
una tarea, ya sea real o ficticia; los cuadros con leyenda vinii y v
end
i , con i ∈ (1, 2, 3, 4, 5),
repr sentan tareas ficticias. Las ta eas sombreadas son indicador de que los veh´ıculos se
108 Cap´ıtulo 8 Mo´dulo de optimizacio´n de tareas de acarreo
con mejor rendimie to, p d estudiarl ntro del sistem completo en un ntor o ma´s
complejo.
El entorno de simulacio´n pres nta algunas simplificaciones de la reali ad p r
que el problema p da ser teste do sin la necesidad de resolu io´n de otros problem
previos.
El cap´ıtulo se estructura del siguie te modo: comie za describiendo posibles
heur´ısticas que pueden ser usadas; l ego d scribir mecanismos de mejoras e las mismas,
bien sean bu´squedas locales o ot o tipo de algoritmos c mo pueden ser l s algoritmos
gene´ticos; por ultimo se muestra un resume de los resultados alcanzados en el c p´ıtulo.








La heur´ıstic que se prop e s una adaptacio´n a problem s di ´micos de l
heu ı´stic originalmente propuest p r Clarke y Wright (1964). D ha ur´ıstica busca
ahorr r costes a tra ´s del solape de las iferentes rutas.
Siguiendo el trabajo de Solomon (1987) para el VRPTW, la heur´ıstica comienza
con n rutas distintas en las que cada veh´ıculo servira´ una tarea r al disti ta, luego dichas














Figura 8.1: Ejemplo de inicializacio´n de la heur´ıstica de ahorro en costes
Dado el cara´ ter dina´mico del problem res lver, se han de considerar algunas
particularidades en la iniciacio´n d las rutas. Ca ruta sera´ iniciadas con un par de
tareas ficticias de inicio y fin; si al veh´ıculo que representan dichas tareas ficticias se
encuentra en el d po´sito, la ruta podra´ adema´s contener una t rea real. Un ejemplo de
lo expuesto anteri rmente se mu stra en la Figura 8.1, donde cada cuadro representa
una tarea, ya sea real o fictici ; los cuadros con leyenda vinii y v
end
i , con i ∈ (1, 2, 3, 4, 5),
representan tareas ficticias. Las tareas sombreadas son indicador de que los veh´ıculos se
108 Cap´ıtulo 8 Mo´dulo e optimizacio´n de tareas de acarreo
con mejor r ndimiento, poder estudiarla dentro del sist a co pleto en un entorno ma´s
complejo.
El entorno de imulacio´n presenta algun s simplifi aciones de la r a idad para
que el problema pued r te teado sin la necesidad de esolucio´n de otros pr blemas
previos.
El cap´ıtulo se estructu a l siguiente modo: comienza describ endo posible
heur´ısticas que pu den ser usa as; luego d scribir mecanismos de mejor s de las mismas,
bien sea bu´squedas oc les o o o tipo de algoritm s como pueden se lo algoritm s
gene´ticos; por ultimo se muestra un resumen de los resultados lcanzados en el cap´ıtulo.








La heurıstic que se propone es na a aptacio´n a problemas dina´micos de la
heur´ıstica or ginalmente propuesta por Clarke y Wright (1964). Dicha heur´ıstica busca
ahorr r costes a rave´s del olape de las diferentes ru as.
Siguiendo l trabajo de S lomon (1987) para el VRPTW, la heur´ıstica comienza
con n rutas distinta e las que cada h´ıculo servira´ u a tare real distinta, luego dichas














Figura 8.1: Ejemplo de i icial za io´n de la heur´ıstica de ahorro en c stes
Dado el cara´cter dina´mico del problema a e olver, se han de nsiderar algun s
particular dades en la i iciacio´n de las rutas. C da rut sera´ iniciadas con un par de
tareas ficticias de inicio y fin; si al veh´ıculo q e representan dichas tareas ficticias se
encuentra en el depo´sito, la ruta podra´ a em´s contener u a tarea real. Un ejemplo de
lo expuesto an eriormente se muestra n la Figura 8.1, donde ca a uadro representa
una tare , ya sea real o ficticia; los cuadros con leye da vinii y v
end
i , con i ∈ (1, 2, 3, 4, 5),
epresentan tareas ficticias. Las tareas sombread s son i dicador de que los veh´ıculos se
108 Cap´ıtulo 8 Mo´dulo e ptimizacio´n de tarea car eo
con mejor r ndimi nt , poder e tudiarl d n o del si tema comp et en un entor o ma´
complejo.
El entorn d si ulacio´n presenta algun s simplificac o es de l r alidad para
que el problema pueda s r testeado sin la ecesidad de resolucio´n de otros p blemas
previos.
El cap´ıtul se ructu el sig iente odo: comienza describiendo p sibles
heur´ısticas que pueden ser usadas; lu go d scribir mecanismos de mejoras de las mismas,
bien sea bu´squedas locales o otr tip de algoritm s como pueden ser los algoritm s
gene´ticos; por ultimo se muestra un resum n de los resultados lcanzados en el cap´ıtulo.








La heur´ıstica que se propone es una adaptacio´n a problemas dina´m cos de la
heur´ıstica originalmente propuesta por Cla ke y Wright (1964). Dicha heur´ıstica busca
ahorr r costes a trave´s del olape de las dife e t s rutas.
Siguiendo l trabajo de Solom n (1987) para el VRPTW, la heur´ıstica comienza
con n rutas distintas en las que cada veh´ıculo servira´ una tarea real distinta, luego dichas














Figura 8.1: Ejemplo de inici lizacion de la h ur´ıstica de ahorro en c stes
Dado el cara´cte dina´m co del problema a resolv r, se han de considerar algun s
particularidades en la iniciacio´n de las rutas. C da rut ser´ iniciadas con un par de
tareas ficticias de inicio y fin; si al veh´ıculo q e repres ntan dichas tareas ficticias se
encuentra en el depo´sito, la rut podra´ a em´s contener u a tarea real. Un ejemplo de
lo expuesto an eriormente se mu str en l Figu a 8.1, don ca a cu dro repres nta
una tarea, ya se real o fictici ; los cu ros con leyenda vinii y v
end
i , con ∈ (1, 2, 3, 4, 5)
repres n n tareas ficticias. L s tareas sombreadas s n indicador de que los v h´ıculos se
108 C p´ıtul 8 M´dulo de opti iz cio´n de tare s d acarr o
con mejor rendimiento, poder est ia la ntro d siste a omplet un ent o ma´
complejo.
El entorn d simulacio´n presenta algunas simplificaciones de la realid d para
que el problema pueda s r testeado sin la necesidad de resoluci´n de otros problemas
previos.
El cap´ıtulo se estructur el sig iente m do: co ienza scribiendo p ibles
heur´ısticas qu pu den ser usadas; luego desc ibir ecanismos de mejor s de las misma ,
bien sean bu´squedas locales o otro tipo de algoritmos como pu den ser l s algoritmos
gene´ticos; por ulti o se muestra n resumen d los resultados lcanzados en el cap´ıtulo.








L heur´ısti a que se pr p es u a ad pt cio´n a probl m s din´mico de l
heur´ıstica origi alm t propuest p Clarke y Wright (1964). Dich heur´ısti busca
ahorrar cost a trave´ l solape e las diferent s rutas.
Siguiendo el trabajo de Solomon (1987) para l VRPTW, la heur´ısti comienz
con n rutas distint s en las que cada veh´ıculo servira´ una tarea real distinta, luego dichas














Figura 8.1: Ejemplo de inicializacio´n de la heur´ıstica de ahorro en ostes
Dado el c a´cter dina´mico del problema a resolver, se han e considerar algunas
p rticularidades en l iniciacio´ de l s rutas. Cada ruta ser´ iniciadas con u par de
tareas ficticias de inicio y fin; si al veh´ıcul qu representan dichas tareas ficticias se
encu tra en el depo´sito, la ruta podra´ adem´s con ener un t rea real. Un ejemplo de
lo expuesto ant riorm nte se muestr en la Figura 8.1, donde cada cu ro representa
una tarea, ya sea real o ficticia; los cuadros con leyenda i ii y v
end
i , con i ∈ (1, 2, 3, 4, 5),
representan tareas ficticias. Las tareas sombreadas son indicador de qu los veh´ıculos se
108 Cap´ıtulo 8 Mo´ ulo de optimizacio´ de tareas de acarreo
con mejor rendimiento, pod r estudiarla dentro del sistema completo en un entorno ma´s
complejo.
El entorno de imulacio´n p es nta algunas simplificacione de la r alid par
que el problema pueda ser test do sin la neces dad de resolucio´n e ot os pr ble as
previos.
El cap´ıtulo se estructura del siguiente modo: comienza describi ndo osibles
heur´ısticas que pueden ser usadas; luego describir mecanismos d mejoras de las mismas,
bien sean bu´squedas locales o otro tipo de algoritmos como pueden ser los algoritmos
gene´ticos; por ultimo se muestra un resu en de los resultados alcanzados en el cap´ıtulo.
















La heur´ıstica que se p opone es una a apt cio´n a problemas di a´micos de la
heur´ıstica originalmente p opuesta por Clarke y W ight (1964). Dich heur´ıs ica b sc
ahorrar costes a trave´s del solape de las difere tes rutas.
Siguiendo el trabajo de Solomon (1987) para el VRPTW, la heur´ıstica comienza
con n rutas distintas en las que cada veh´ıculo servira´ una tarea real distint , lu go dichas














Figura 8.1: Ejemplo de inicializacio´n de la heur´ıstica de ahorro en costes
Dado el cara´cter dina´mico del problema a resolver, se han de considerar algu as
particularidades en la iniciacio´n de las rutas. Cada ruta sera´ iniciadas con un par de
tareas ficticias de inicio y fin; si al veh´ıculo que representan dichas tareas ficticias se
encuentra en el depo´sito, la ruta podra´ adema´s contener una tarea real. Un ejemplo de
lo expuesto anteriormente se muestra en la Figura 8.1, donde cada cuadro repres nta
una tarea, ya sea real o ficticia; los cuadros con leyenda vinii y v
end
i , con i ∈ (1, 2, 3, 4, 5),
representan tareas ficticias. Las tareas sombreadas son indicador de que los veh´ıculos se
108 Cap´ıtulo 8 Mo´dul de optimizacio´n de tar as de ca r o
con ejor endimiento, poder estudiarla dentr del sistema o pleto en no ma´s
complejo.
El entorno de simulacio´n presenta algunas simplificaciones de la reali ad par
que el problema pueda ser testeado sin la necesidad de resolucio´n d tros proble a
previos.
El cap´ıtulo se estructura del siguiente modo: comienza des ribiendo p ibles
heur´ısticas que pu den ser usadas; l ego describir mecanismos d mejora e las mis as,
bien sean bu´squedas locales o otro tipo de algoritmos como pu den er lo algoritmos
gene´ticos; por ultimo se muestra un resumen de los resultados alcanzados en el cap´ıtulo.
















La heur´ıstica que se propone es una adaptacio´n a problemas dina´micos de la
heur´ıstica originalmente propuesta por Clarke y Wright (1964). Dicha heur´ıstica busca
ahorrar costes a trave´s del solape de las diferentes rutas.
Siguiendo el trabajo de Solomon (1987) para el VRPTW, la heur´ıstica comienza
con n rutas distintas en las que cada veh´ıculo servira´ una tarea real distinta, luego dichas














Figura 8.1: Ejemplo de i icial zacio´n de la heur´ıstica de ahorro e costes
Dado el cara´cter dina´mico del problema a resolver, se han de c nsi e r algunas
particularidades en la iniciacio´n de las rutas. Cada ruta sera´ inic ad s co un par de
tareas ficticias de inicio y fin; si al veh´ıculo que representan dichas tareas fi ticias se
encuentra en el depo´sito, la ruta podra´ adema´s contener una tare real. Un ejemplo de
lo expuesto anteriormente se muestra en la Figura 8.1, donde cada cuadr r prese ta
una tarea, ya sea real o ficticia; los cuadros con leyenda vinii y v
end
i , con i ∈ (1, 2, 3, 4, 5),
representan tareas ficticias. Las tareas sombreadas son indicador d que los veh´ı ulos se
108 Cap´ıtulo 8 Mo´dulo de optimizacio´n de tareas de acarreo
con mejor rendimiento, poder estudiarla dentro del sistema completo en un entorno ma´s
complejo.
El entorno de simulacio´n presenta algunas simplificaciones de la realidad para
que el problema pueda ser testeado sin la necesidad de resolucio´n de ot os problemas
previos.
El cap´ıtulo se estructur del siguiente modo: comienza describiendo posibl s
heur´ısti as que pued n ser usadas; luego escribir mecanismos de mejora de l s mismas,
bien sean bu´squedas locales o otro tipo de algoritmos com pueden ser los algoritmos
gene´ticos; por ultimo se muestra un resumen de los resultados alcanzados en el cap´ıtulo.
















La heur´ıstica que se propone es una ad ptacio´n a problem s dina´micos d l
heur´ıstica originalmente propuesta por Clarke y Wright (1964). Dicha heur´ıstica bu ca
ahorrar costes a trave´s del solape de las diferentes rutas.
Siguiendo el trabajo de Solomon (1987) para el VRPTW, la heur´ıstica comienza
con n rutas distintas en las que cada veh´ıculo servira´ una tarea real distinta, luego dichas














Figura 8.1: Ejemplo de inicializacio´n de la heur´ıstica de ahorro en costes
Dado el cara´cter dina´mico del problema a resolver, se han de considerar algunas
particularidades en la iniciacio´n de las rutas. Cada ruta sera´ iniciadas con un par de
tareas ficticias de inicio y fin; si al veh´ıculo que representan dichas tareas ficticias se
encuentra en el depo´sito, la ruta podra´ adema´s contener una tarea real. Un ejemplo de
lo expuesto anteriormente se muestra en la Figura 8.1, donde cada cuadro representa
una tarea, ya sea real o ficticia; los cuadros con leyenda vinii y v
end
i , con i ∈ (1, 2, 3, 4, 5),
representan tareas ficticias. Las tareas sombreadas son indicador de que los veh´ıculos se
108 Cap´ıtulo 8 Mo´dulo de optimizacio´n de tareas de acarreo
con mejor rendimiento, poder estudiarla dentro del sistema completo en un entorno ma´s
complejo.
El entorno de simul cio´n pres nta lgunas simplificaciones de l realidad para
que el problema pueda ser testeado sin la necesidad de resolucio´n de otros problemas
previos.
El cap´ı ulo se estructura del siguiente modo: comienza describiend posibles
heur´ısticas que pueden ser usadas; luego describir mecanismos de mejoras de las mismas,
bien sean bu´squedas locales o otro tipo de algoritmos como pueden ser los algoritmos
gene´ticos; por ultimo se muestra un resumen de los resultados alcanzados en el cap´ıtulo.
















La heur´ıstica que se propone es una adaptacio´n problemas dina´micos de la
heur´ıstica originalmente propuesta por Clarke y Wright (1964). Dicha heur´ıstica busca
ahorrar costes a trave´s del solape de las dif rentes rutas.
Siguiendo el trabajo de Solomon (1987) para el VRPTW, la heur´ıstica comienza
con n rutas distintas en las que cada veh´ıculo servira´ una tarea real distinta, luego dichas














Figura 8.1: Ejemplo de inicializacio´n de la heur´ıstica de ahorro en costes
Dado el cara´cter dina´mico del problem a resolver, e h n de con iderar lgunas
particularidades en la iniciacio´n de las rutas. Cada ruta sera´ iniciadas con un par de
tareas ficticias de inicio y fin; si al veh´ıculo que representan dichas tareas ficticias se
encuentra en el depo´sito, la ruta podra´ adema´s contener una tarea real. Un ejemplo de
lo expuesto anteriormente se muestra en la Figura 8.1, donde cada cuadro representa
una tarea, ya sea real o ficticia; los cuadros con leyenda vinii y v
end
i , con i ∈ (1, 2, 3, 4, 5),







108 Cap´ıtulo 8 Mo´dulo de optimizacio´n de tareas de acarreo
j r rendim ento, poder studiarla dentro del sistema completo en un entorno ma´s
compl jo.
El entorno de simulacio´n presenta algunas simplificaciones de la realidad para
que el problema pueda ser testeado sin la necesidad de resolucio´n e otros problemas
p evios.
El cap´ıtulo se estructura del siguiente modo: comienza describiendo posibles
heur´ısticas que pueden ser usadas; luego describir mecanismos de mejoras de las mismas,
bien sea bu´squedas locale o otro tipo de algoritmos como pueden ser los algoritmos
gene´ticos; por ultimo se muestra un resumen de los resultados alcanzados en el cap´ıtulo.








L h ur´ısti a q e se pr pone es una adapta io´n a p obl mas dina´m cos de a
h ur´ısti orig n lmente pro uesta por Cl rke y Wright (1964). Dicha heur´ıstica busc
horr costes a trave´s del ol pe de las diferentes r tas.
Siguiendo el trabajo de Solomon (1987) para el VRPTW, la heur´ıstica comienza
con rutas istintas en las que cada veh´ıculo servira´ una tarea real distinta, luego dichas














Figura 8.1: Ejemplo de inicializacio´n de la heur´ıstica de ahorro en costes
Dado el c r´ct r dina´mico del problema a resolver, se han de considerar algunas
particul ridades en la iniciacio´n de las rutas. Cada ruta sera´ iniciadas con un par de
tareas ficticias de in o y fin; si al veh´ıculo que representan dichas tareas ficticias se
encuentra en el d po´sito, la ruta podra´ adema´s contener una tarea real. Un ejemplo de
lo xpuesto nteriormente se muestra en la Figura 8.1, donde cada cuadro representa
una tarea, ya sea real o ficticia; los cuadros con leyenda vinii y v
end
i , con i ∈ (1, 2, 3, 4, 5),
representan tareas fi ticias. Las tareas sombreadas son indicador de que los veh´ıculos se
108 Ca ı´tulo 8 Mo´dulo de optimizacio´n de tareas de acarr o
n m j r r n imie to, poder est diarla dentro del sistema complet en un ent rno ma´s
complejo.
El ent no e i ulacio´n presenta algunas simplificaciones de la realidad para
que el problema pueda ser testeado sin la necesidad de resolucio´n de otros problemas
previos.
El cap´ıtul e estructura d l siguiente modo: comienza describiendo posibles
heur´ısticas que pue n ser u a as; luego describir mecanismos de mejoras de las mismas,
bien sea bu´squ das locale o tro tipo de algoritmos como pueden ser los algoritmos
gene´ticos; p r ultimo s muestra un resumen de los resultados alcanzados en el cap´ıtulo.








La heur´ıstic que se propone es una adaptacio´n a problemas dina´micos de la
eur´ısti a originalmente propuesta por Clarke y Wright (1964). Dicha heur´ıstica busca
horrar costes a trave´s del solape de las diferentes rutas.
Siguiendo el trabajo de Solomon (1987) para el VRPTW, la heur´ıstica comienza
con n rutas distintas en las que cada veh´ıculo servira´ una tarea real distinta, luego dichas














Figura 8.1: Ejemplo de inicializ cio´n de la heur´ıstica de ahorro en costes
Da o el c a´cte dina´mico del problema a resolver, se han de considerar algunas
part cularidades en la iniciacio´n de las rutas. Cada ruta sera´ iniciadas con un par de
tareas fict i s de in o y fin; i al veh´ıculo que representan dichas tareas ficticias se
enc entr n el d po´sito, la ruta podra´ adema´s contener una tarea real. Un ejemplo de
lo x u to te iorm nte se m estr en la Figura 8.1, donde cada cu dro representa
una ea, ya sea real o fictici ; los cuadros con leyenda vinii y v
end
i , con i ∈ (1, 2, 3, 4, 5),
r pr sent n tare s fi ticias. Las t r as sombreadas s n indicador de que los veh´ıculos se
108 Cap´ıtulo 8 Mo´ ul de opti iz cio´n de tar as de acarreo
n m j r rendi i t , der studiarl dentro del istema complet en u ent rno ma´s
complejo.
El entor o de simulacio´n presenta lgu as simpl ficaciones d la realidad para
q e el problema pu da ser testeado si la necesidad de resolucio´n de ot s problemas
previos.
El cap´ıtulo e est uctura del sig iente modo: comienza describiendo posibles
heur´ısticas que puede ser us das; lu go describir mecanismos de mejoras de las mismas,
bi a bu´squedas locale otr tipo de alg ritmos como pueden ser los alg ritmos
gene´ticos; p r ultimo se muestra un r sumen de los result dos alcanzados en el cap´ıtulo.








L heur´ıstica que se propone es una adaptacio´n a problemas d na´micos de la
heur´ısti a originalmente propuesta po Clarke y Wright (1964). Dicha heur´ıstica busca
horrar costes a trave´ del solape de las if rentes rutas.
S gui ndo el trabajo de S lomon (1987) para el VRPTW, la heur´ıstica comienza
con n rutas distintas en las que cada veh´ıculo servira´ una tarea real distinta, luego dichas














Figura 8.1: Ejemplo de i icializacio´n d la heur´ıstica de ahorr en costes
Dado el c a´cter d na´mico del problema a r solver, se han de considerar lgunas
part cularidades en la iniciacio´n de las rut s. Cad rut sera´ iniciadas con un par de
tareas ficticias de in o y fin; si al veh´ıc lo que r presentan dichas tareas ficticias se
encuentra en l d po´sito, l ruta po ra´ dema´s conte er una tarea real. Un ejemplo de
lo xp es nteriorm nte s muestra en a Figura 8.1, don e cada cuadro r presenta
una t rea, y sea real o ficticia; los cuadros con leyenda vinii y v
end
i , con i ∈ (1, 2, 3 4, 5),
r pres tan t as fi tici s. Las tareas sombreadas son indicador de que los veh´ıculos se
108 C p´ı ulo 8 Mo´dulo de ptimizacio´n de tareas de acarreo
n m j r rendi iento, p der u iarla dentro del sistema completo en u entorno ma´s
complejo.
El entorno d simulacio´n pr enta algunas sim lificaciones d la realidad para
que el problema pueda ser testeado sin la necesidad de resolucio´n de otros problemas
previos.
El cap´ıtulo se e t uctura d l siguient modo: comie za describiendo posibles
heur´ısticas qu pueden ser sadas; luego describir mecanismos de mejoras de las mismas,
bien sea bu´squedas locale o otro tipo de algoritmos co o pu den ser los algoritmos
gene´ticos; por ultimo se muestra un resumen de los resultados alcanzados en el cap´ıtulo.








L h ur´ıstic q e p opone es una adaptacio´n a prob ema dina´micos de la
heur´ıst originalmente pr esta o Clark y Wright (1964). Dicha heur´ıstica busca
aho rar co tes trave´s del sol pe de la diferent s rutas.
Sig iend el tr bajo de Solom n (1987) para el VRPTW, la heur´ıstica comienza
con n rutas distintas en las que c da veh´ıculo servira´ una tarea real distinta, luego dichas














Figura 8.1: Ejemplo d ini ializ cio´n d la heur´ıstica de horr en costes
Dado el c r´ct r dina´mico el problem a resolv r, se ha de considerar algunas
particul ridades en la iniciacio´ de las rutas. Cada ruta sera´ iniciadas con un par de
tar as ficticias de in o y fin; si al veh´ıculo que representan dichas tareas ficticias se
encue tra en el d po´sito, l ruta podra´ adema´s contener una tarea real. Un ejemplo de
lo xpu sto nteriormente s muestra n la Figura 8.1, donde cada cuadro representa
una tarea, ya sea real o ficticia; los cuadros con leyenda vinii y v
end
i , con i ∈ (1, 2, 3, 4, 5),
representan tareas fi ticias. La tareas sombreadas son indicador de que los veh´ıculos se
108 Cap´ıtulo 8 Mo´dulo de optimizacio´n de tareas de acarreo
m j r ren imi nto, oder estudiarl d ntro del sistema co pleto en un entorno ma´s
comp jo.
El entorno d simulacio´n present algunas si plificaciones de la realid d para
qu el problema pueda ser testeado sin la necesidad de resolucio´n de otros problemas
previo .
El cap´ıtulo se structura del siguiente modo: comienza describiendo posibles
heur´ıst as qu pueden ser usadas; luego describir mec nismos de mejoras de las mismas,
bien sea bu´squedas locale o otro tipo d lgoritmos c m pueden ser los algoritmos
gene´tic s; p ulti o se muestra un resumen de los resultados alcanzados en el cap´ıtulo.








L heur´ıstic que se prop ne es un a aptacio´n problemas dina´micos de la
heur´ısti originalmente propuesta por Clarke y Wright (1964). Dicha heur´ıstica busca
ahorrar costes trave´s del solape d las diferente rutas.
Siguiendo el trabajo de Solomon (1987) para el VRPTW, la heur´ıstica comienza
con n rutas distintas en las que cada veh´ıculo servira´ una tarea real distinta, luego dichas














Figur 8.1: Ejemplo de inicializacio´n de la heur´ıstica de ahorro en costes
Dado el c a´cter dina´mico l problem a resolver, se han de considerar algunas
part ularid es en la iniciacio´ de las rutas. Cada ruta sera´ iniciadas con un par de
t re fictici s de in o y fin; si al veh´ıculo que r pres ntan dichas tareas ficticias se
encuentra en el d po´sito, la ruta podr´ adema´s conten r una tarea real. Un ejemplo de
lo xpuesto nteriorm nte se muestra en la Figura 8.1, donde cada cuadro representa
una tare , ya sea real o ficticia; los cuadros con leyenda vinii y v
end
i , con i ∈ (1, 2, 3, 4, 5),
representan tareas fi ticias. Las tare s sombreadas son indicador de que los veh´ıculos se
108 C p´ıtulo 8 Mo´dulo de ptimizacio´n de tareas de acarreo
n m j r rendimiento, poder estudiarla dentro del sistema completo en un entorno ma´s
complejo.
El entorno e simulacio´n presenta lgunas simplificaciones de la realidad para
que l p blem pueda ser testeado sin la necesi ad de resolucio´n de otros problemas
previos.
El ca ı´tul structur l siguiente modo: comienza desc ibie do posibles
heu ı´stica que pue n er u a as; luego describir mecanismos de mejoras de las mismas,
bie sea bu´squedas locale o otro tipo de algoritmos como pueden ser los algoritmos
gene´ticos; por ultimo se muestra un resumen de los resultados alcanzados en el cap´ıtulo.








La heur´ıstic que se propone es un adaptacio´n a problemas ina´micos de la
heur´ıst originalmente propuesta por Clarke Wright (1964). Dicha heur´ıstica busca
ahorrar costes a trave´s del solape de las difer ntes rutas.
Siguiendo el trabajo de Solomon (1987) para el VRPTW, la heur´ıstica comienza
con n rutas distintas en las qu cada veh´ıculo servira´ una tarea real distinta, luego dichas














Figura 8.1: Ejemplo de inicializacio´n de la heur´ıstica de ahorro en costes
Dado el c r´ ter dinami del p oblema resolve , se han d considerar algunas
particul ridades en la iniciacio´n de las rutas. Cada ruta sera´ iniciadas con un par de
tareas ficticias de in o y fin; si al veh´ıculo que representan dichas tareas ficticias se
ncuentra en l d po´sito, la ruta podra´ adema´s contener una tarea real. Un ejemplo de
lo xpuest nterio m te s muestra en la F gura 8.1, onde cada cuadro repr senta
una tarea, ya sea real o ficticia; los cuadros con leyenda vinii y v
end
i , con i ∈ (1, 2, 3, 4, 5),
repr sentan tareas fi ticias. Las ta eas sombreadas son indicador de que los veh´ıculos se
108 Cap´ıtulo 8 M´dulo de ptimizacio´n de tare s e carreo
c n m jor rendimiento, p der estudiarla dentro del sist ma co pleto en un torno ma´s
complejo.
El ntorno s mulacio´n presenta lgunas si plific ciones de la realidad para
que l prob em pu da ser t stead sin la necesidad de resolucio´n de otros problemas
previos.
El c p´ıt l se estruct r del siguient modo: c mienza describi ndo posi les
heur´ısticas qu puede r usada ; luego describir mecanismos de mejoras de l mismas,
bien sea bu´squedas loc les o otro tipo de algoritmos como pueden ser los alg ritmos
gene´ticos; p r ultimo se ues ra un es men de los r sultados alcanz dos en el cap´ıtulo.








La heur´ıst c que e propone es una adapt cio´n problemas in´micos de la
heur´ıstic rigi alme te prop esta por Clarke Wright (1964). Dicha heur´ıstica busca
ahorrar costes a trave´s del solape de las diferentes ru a .
Siguiendo el tr bajo de S lomon (1987) para el VRPTW, la heur´ıstica comienza
con n rutas distinta e l que da veh´ıculo servira´ una tare real distinta, luego dichas














Figura 8.1: Ejemplo de in cializa io´n de la h ur´ıstica de ahorro en costes
Dado el c a´ct r d n´m o del prob ma a re olver, se han de considerar algunas
part cul r dades en la i ici cio´n de las rut . Cada ruta sera´ inici das con un par de
tar as ficticias de inic o y fin; si al veh´ıculo que repr sentan dichas tareas ficticias se
encuentra el depo´sito, la ruta podra´ adema´s contener una tare real. Un ejemplo de
l xpuesto nteriorm nte s muestra n l Figura 8.1, donde cada c adro rep esenta
una tare , ya sea real o ficticia; los cuadros con leye da vinii y
end
i , con i ∈ (1, 2, 3, 4, 5),
epresentan tareas ficticias. La tareas sombreadas son indicador de que los v h´ıculos se
108 Cap´ıtulo 8 o´dulo de optimizaci´n de ta s de ac reo
n m j r rendimiento, poder estudiarla dentro del sistema c mpleto en un entorno ma´s
complejo.
El torno de si lacio´n presenta algunas implificaciones de la ealidad p r
que l p oblema pueda ser esteado sin la necesidad d r solucio´ de t os problemas
previ .
El cap´ıtul se estr ctur del siguiente modo: comienz de cribiendo posibles
heur´ı ti a que pued n s r usadas; luego scribir mec nismos de mejoras de las mismas,
bien sea bu´squedas locale o otro tipo de algoritmos como pueden ser los algoritmos
gene´ticos; p r ultimo se mue tra un resu en e los resultados alcanzados e el c p´ıt lo.















L heurı tic qu se prop ne es a pt cio´n problemas dina´mico e la
h ur´ı tica origin lm nte propuest p r Clarke y ig t (1964). Dicha heur´ıstica busca
ahorrar costes a trave´s del solape de las diferentes rutas.
Siguiendo el trabajo de Solomon (1987) para el VRPT , la heur´ıstica comienza
con n rutas distintas en las que cada veh´ıculo servira´ u a tarea real distinta, luego dichas














Figura 8.1: Ejemplo de i icializacio´n de la heur´ıstica de ahorro en costes
Dado el c a´ct r dina´mi o del problema a resolver, se han d considerar algu as
part cularidades en la iniciacio´n de las rutas. Cada ruta sera´ iniciadas con un par de
tareas ficticias de inicio y fi ; si al veh´ıculo que representan dichas tareas ficticias se
encuentra en el d po´sito, la ruta podra´ adema´s contener una tarea real. Un ejemplo de
lo xpuesto nteriorm nte se muestr e la Figura 8.1, donde cada cuadro repres nta
una tarea, ya sea real o ficticia; los cuadros con leyenda vinii y v
end
i , co i ∈ (1, 2, 3, 4, 5),
representan tareas ficticias. Las tareas sombreadas son indicador de que los veh´ıculos se
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n j r rendimiento, poder st diarla dentro del sist ma co pleto en u rno ma´s
complejo.
El ent n de simulacio´n pr sent algunas simplifi aciones de la reali ad p r
qu el problema pueda ser test ado sin la n cesi a de r solucio´n d tr s probl mas
previos.
El cap´ıtul se estruc ra d l siguient modo: comie za de r biendo po ibles
heur´ısticas que pu en ser us das; luego descr bir mecanismos de mejoras de las mis as,
bien sea bu´sq edas locale otr tipo de algor tmos com pu den ser los algoritmos
g ne´ticos; p r ultimo se muestra un resumen de los resultados alc nz dos en l cap´ıtulo.
















La heur´ıstica que s pro on es un dapt cio´n a problemas dina´micos de la
heur´ıstica originalment pro uesta por Clarke y Wright (1964). Dicha eur´ıstica busca
ahor ar costes a trave´s del solape d las dif rent s rutas.
Siguiendo el tr bajo de S lom n (1987) p ra el VRPTW, la heur´ıstica comienza
co n rutas distintas en las que c da veh´ıculo servira´ una tare real dist nta, luego dichas














Figura 8.1: Ejemplo de i ic al z cio´n de la heur´ıstica de ahorro e costes
Dado el c a´cter dina´mico del problem a resolver, se han de c nsi e r algunas
part culari ades n la nicia io´n de las rutas. C da ruta sera´ nic d s co un par de
tare s ficticias de nicio y fin; si al veh´ıculo que r pr senta dichas tare s ficticia se
encuentra en l d po´sito, la ruta podr´ adema´s cont er una t re real. Un ejemplo de
lo xpuesto nt riorm nt s muestra en la Figur 8.1, donde da cuadr r pr sent
una t re , ya sea real o ficticia; los cuadros con l yenda vinii y v
end
i , co i ∈ (1 2 3 4, 5),
repr senta tare s fictici s. Las tare s sombre das son indicador d que lo veh´ı ulos se
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n m j r rendimiento, poder est diarla dentro del sist ma completo n un entorno ma´s
complejo.
El entorno de simulacio´n prese ta algunas si plificaciones de la re lidad para
que el problema pueda ser testeado sin la necesidad de resolucio´n de otr s problem s
previos.
El cap´ıtulo s estructur del siguiente odo: comienz describiendo posibles
eu ı´sticas que pueden s r us d s; luego describir m canism s d mejoras de las mism ,
bien sea bu´squeda locale o otro tipo de algoritmos com pued ser los algorit os
gene´ticos; por ultimo se muestra un resumen de los resultados alcanzados en el cap´ıtulo.
















L heurıstica qu se propone es u a d ptacio´n problemas d namic s d la
heur´ıst a riginalmente propuesta por Clarke y Wright (1964). Di ha heur´ıstica busca
ahorrar costes a trave´s del solape de las diferentes rut .
Siguiendo el trabajo de Solo on (1987) para el VRPTW, la h ur´ıstica comienza
con n rutas distintas en las que cada veh´ıculo servira´ una tarea real distinta, luego dichas














Figura 8.1: Ejemplo de inicializacio´n de la heu ı´stica de ahorro en costes
Dado el c r´cter dina´mico d l probl m resolver, se han d conside ar algunas
particul ridades en la iniciacio´ de las rutas. Cada ruta sera´ iniciadas con un par de
tareas ficticias de in o y fin; si al veh´ıculo que representan dichas tareas ficticias se
encuentra en el d po´sito, la ruta podra´ adema´s contener una tarea real. Un ejemplo de
lo xpuesto nteriormente se muestra en la Figura 8.1, donde cada cuadro representa
una tarea, ya sea real o ficticia; los cuadros con leyenda vinii y v
end
i , con i ∈ (1, 2, 3, 4, 5),
representan tareas fi ticias. Las tareas sombreadas son indicador de que los veh´ıculos se
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n m j r rendim o, p er estudiarla ntr del sistema c le o en un orno ma´s
complejo.
El ent rno de imulacio´n pr senta algu as implific cio es d la re lida p ra
que el problema pueda ser test a o sin la n cesida de es lucio´n de otros problemas
previos.
El cap´ıtulo se estructura del sig iente modo: comienz d scr bi ndo posibl s
heur´ısticas que pueden ser usadas; luego d scribir m c nis os de m j as de las is s,
bien sea bu´squedas locale o otro tipo de alg itmos co o pueden ser los algoritmos
gene´ticos; por ultimo se muestra un resumen de los r sultados lcanzados el cap´ıtulo.
















La heur´ıstica que se p opon e un dapt cio´n p oblema din´mi os d l
heur´ıst a rigina mente propuest por Cl k y Wright (1964). Dicha h u ı´ tica busc
ahorrar costes traves del solape d las dif rent s r tas.
Siguiendo el trabajo de Solomon (1987) para el VRPTW, a heur´ıstic comienz
con n rutas distintas en las que ada veh´ıculo rvira´ una tarea real distinta, lu go dich s
utas se ira´n solapando entre aq ella que pro uzcan mayor horro.
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Figura 8.1: Ejemplo de inicializacio´n de l heu ı´stic de ahorr en oste
Dado el c r´cter di a´mico el problema a solver, han e consid r r lgu as
particul ridades en la iniciacio´n de las utas. Cada ruta sera iniciadas con un p r de
tareas ficticias de in o y fin; si al veh´ıculo qu representan dichas tareas ficticias se
encuentra en el d po´sito, la ruta podra´ ma´s contener una rea real. Un ejemplo de
lo xpuesto nteriormente se muestra n la Figura 8.1, donde cada cuadro repre e t
una tarea, ya sea real o ficticia; los cuadros con leyend vinii y v
end
i , con i ∈ (1, 2, 3, 4, 5),
representan tareas fi ticias. Las tar as sombreadas son ndicador d que los veh´ıculos se
(d) Caso d
Figu 7.2: Ejemplo e solape e tre rutas l h ur´ısti a e ahorro en ost s
savij = dil0 + d0jf − diljf − djl0 + vehsavij − violcostij (7.1)
Los valores dil0, d0jf , diljf y djl0 repres nt n esp c iv m e: l distancia entre
el destino de la u´ltima tarea real de la ruta ri y el depo´sito, la distancia entre el depo´sito
y el origen d la p mera tarea real d la ruta rj , la di tancia entre el origen y destino
m ncio dos nt r ormen e, y l distancia e t e l tino de l tar a ficticia e inicio e
la ruta rj y el dep´sito. Estos cuatro primeros elementos de la ecu cio´ (7.1) contabilizan
el ahorro total en la distancia recorrida debido a la unio´n de las dos rutas. De ellos, los
tres primeros elementos representa el ahorro al realizar conjuntamente las tares reales
d l s ru as ri y rj
1, mientra qu el cuart l m to repr l cost de la vuelta
al depo´s to del veh´ıculo de l ruta que q e vac´ıa. Supo´ngase el caso c de la Figura
7.2; en tal caso el valor de jl0 sera´ cero dado que el veh´ıculo se encuentra en el propio
depo´sit , algo que no ocurre en e caso d.
1La Figura 7.8 muestra el porque´ del ahorro
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La funcio´n vehsavij representa el ahorro por el uso de un veh´ıculo menos, cv, el
cual so´lo sera´ considerado si el veh´ıculo no ha sido usado previamente. La informacio´n
sobre el uso previo del veh´ıculo vendr´ıa recogida en la variable uv; dicha variable ha
sido comentada en el Cap´ıtulo 5. Por ejemplo, en los casos b y c de la Figura 7.2 se
producir´ıa ahorro por el uso de un veh´ıculo menos, mientras que en los casos a y d no
se producir´ıan tal ahorro.
La funcio´n violcostij representa el incremento de los costes por incumplimiento
de ventanas temporales, el cual ha sido usado para priorizar el ma´ximo cumplimiento
posible de las ventanas temporales. Mientras Solomon (1987) obliga al estricto cum-
plimiento de una serie de ventanas temporales, el cara´cter estoca´stico del problema a
resolver implica que este algoritmo no obliga al cumplimento de las mismas pero penaliza
su incumplimiento. violcostij sera´ la diferencia entre los costes de incumplimiento de las
ventanas temporales antes de la unio´n de las rutas y despue´s de la unio´n; debido al in-
cremento del nu´mero de tareas a realizar en la nueva ruta creada, las tareas incrementan
su probabilidad de ser realizadas con retraso 2.
Tras conocer los componentes de la funcio´n savij , se analizara´n nuevamente los
cuatro casos representados en la Figura 7.2 de modo que sirvan de ayuda para el perfecto
entendimiento de la heur´ıstica; las rutas existentes antes de la unio´n se representan como
ri y las rutas despue´s de la unio´n se representan como r
∗
i . El caso a representa a dos
veh´ıculos fuera del depo´sito y sin tareas pendientes aparte de las que puedan estar
sirviendo en ese momento, en tal caso el solape no producir´ıa ningu´n cambio. En los
casos b y c el veh´ıculo que esta´ realizando la ruta r1 asumir´ıa todas las tareas de la ruta
r2; como el veh´ıculo que esta u´ltima ruta todav´ıa no hab´ıa sido puesto en servicio, se
producira´ el ahorro por usar un veh´ıculo menos. El caso d es parecido al caso c pero con
la diferencia que el veh´ıculo de la ruta r2 s´ı estaba puesto en servicio; por lo tanto no se
producira´ el ahorro por el uso de un veh´ıculo menos, y adema´s se debera´ contabilizar el
gasto de que este vuelva al depo´sito.
Debido a la existencia de ventanas temporales, adema´s de los costes debido a
violaciones de las mismas otra consideracio´n ha de ser tenida en cuenta; puede que la
espera entre tareas sea tan elevada que perjudique a la solucio´n propuesta, incremen-
tando el nu´mero de veh´ıculos necesarios para realizar la misma. Para minimizar dicho
perjuicio, se ha limitado el tiempo de espera ma´ximo entre tareas, MAXWAITING. Di-
cha restriccio´n se lleva a cabo a trave´s de la imposicio´n de la ecuacio´n (7.2), donde Wij
representa el tiempo de espera entre la u´ltima tarea de la ruta ri y la primera tarea de
la ruta rj expresado a trave´s de la ecuacio´n (7.3). La Figura 7.3 muestra gra´ficamente
el tiempo de espera entre tareas.
Wij ≤ MAXWAITING (7.2)
2El Ape´ndice B recoge un procedimiento matricial para el ca´lculo de dicha violacio´n de las ventanas
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Wij =
{
ma´x(0, EOj − (stDil + sDil + tiljf )) si j ∈ T I
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Debido a la existencia de ventanas temporales, adema´s de los costes debido a
violaciones de las mismas otra consideracio´n ha de ser tenida en cuenta; puede que la
espera entre tareas sea tan elevada que perjudique a la solucio´n propuesta, incremen-
tando el nu´mero de veh´ıculos necesarios para realizar la misma. Para minimizar dicho
perjuicio, se ha limitado el tiempo de espera ma´ximo entre tareas, MAXWAITING. Di-
cha restriccio´n se lleva a cabo a trave´s de la imposicio´n de la ecuacio´n (8.2), donde Wij
representa el tiempo de espera entre la u´ltima tarea de la ruta ri y la primera tarea de
la ruta rj expresado a trave´s de la ecuacio´n (8.3). La Figura 8.3 muestra gra´ficamente
el tiempo de espera entre tareas.
Wij ≤ MAXWAITING (8.2)
Wij =
￿
ma´x(0, EOj − (stDil + sDil + tiljf )) si j ∈ T I
ma´x(0, EDj − (stDil + sDil + tiljf + sDjf + tjf )) si j ∈ T I
(8.3)
La heur´ıstica de ahorro en costes en un entorno dina´mico se muestra en el
Algoritmo 2. En la l´ınea 2 se llama a la funcio´n InitialRoutes que inicializa las rutas,
R, segu´n el procedimiento explic do en el ejemplo de la Figura 8.1. Una vez inicializada
las rutas, se entra en el bucle que intentara´ solapar todas las rutas posibles; en este
bucle se iterara´ mientras haya ma´s rutas que veh´ıculos, |R| ≥ |V|, o mientras exista
posibilidad de ahorro (como se muestra en la l´ınea 4). Dentro de dicho bucle: se calcula
el ahorro de todas las combinaciones de ruta (L´ınea 7); se analiza que grupo de dichas
uniones, WC, cumplen la condicio´n de ma´ximo tiempo de espera (L´ınea 8); y se elige
las rutas a concatenar (L´ıneas 12, 14 y 12), eligiendo preferentemente las que producen
mayor ahorro dentro de las que cumplen la condicio´n de espera. Por u´ltimo, se realiza
la unio´n llamando a la funcio´n MergingRoutes (19).
Las Tablas 8.1, 8.2 y 8.3 y la Figura 8.4 muestran como se comporta el algo-
ritmo frente a diferentes valores de MAXWAITING. El algoritmo ha sido testado en un
problema esta´tico del tipo R1.13, para tres poblaciones de tareas (25, 50, y 100). En las
diferentes tablas la primera columna representa el tiempo ma´ximo de espera propues-
to; la segunda columna se trata de la distancia recorrida; la tercera columna muestra
el nu´mero de veh´ıculos necesarios para la solucio´n encontrada; las columnas cuarta y
quinta hacen referencia a la ruptura de ventanas temporales en el origen, siendo res-
pectivamente el coste debido a rupturas y el nu´mero de rupturas; las columnas sexta y
se´ptima representan lo mismo que las dos anteriores pero para ventanas temporales en
el destino; la columna octava ser´ıa el coste total de la solucio´n encontrada; y por u´ltimo,
la columna novena mostrar´ıa el tiempo de computacio´n en segundos.
Los resultados muestran que imponer un tiempo de espera ma´ximo entre tareas
3Ver Ape´ndice A
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Debido a la existencia de ventanas temporales, adema´s de los costes debido a
violaciones de las mismas otra consideracio´n ha de ser tenida en cuenta; puede que la
espera entre tareas sea tan elevada que perjudique a la solucio´n propuesta, incremen-
tando el nu´mero de veh´ıculos necesarios para realizar la misma. Para minimizar dicho
perjuicio, se ha limitado l tiempo de espera ma´ximo entre tareas, MAXWAITING. Di-
cha restriccio´n se lleva a cabo a trave´s de la imposicio´n de la ecuacio´n (8.2), donde Wij
representa el tiempo de espera entre la u´ltima tarea de la ruta ri y la primera tarea de
la ruta rj expresado a trave´s de la ecuacio´n (8.3). La Figura 8.3 muestra gra´ficamente
el tiempo de espera entre tareas.
Wij ≤ MAXWAITING (8.2
Wij =
￿
ma´x(0, EOj − (stDil + sDil + tiljf )) si j ∈ T I
ma´x(0, EDj − (stDil + sDil + tiljf + sDjf + tjf )) si j ∈ T I
(8.3)
La heur´ıstica de ahorro en costes en un entorno dina´mico se muestra en el
Algoritmo 2. En la l´ınea 2 se llama a la funcio´n InitialRoutes que inicializa las rutas,
R, segu´n el procedimiento explicado en el ejemplo de la Figura 8.1. Una vez inicializada
las rutas, se entra en el bucle que intentara´ solapar todas las rutas posibles; en este
bucle se iterara´ mientras haya ma´s rutas que veh´ıculos, |R| ≥ |V|, o mientras exista
posibilidad de ahorro (como se muestra en la l´ınea 4). Dentro de dicho bucle: se calcula
el ahorro de todas las combinaciones de ruta (L´ınea 7); se analiza que grupo de dichas
uniones, WC, cumplen la condicio´n de ma´ximo tiempo de espera (L´ınea 8); y se elige
las rutas a concatenar (L´ıneas 12, 14 y 12), eligiendo preferentemente las que producen
mayor ahorro dentro de las que cumplen la condicio´n de espera. Por u´ltimo, se realiza
la unio´n llamando a la funcio´n MergingRoutes (19).
Las Tablas 8.1, 8.2 y 8.3 y la Figura 8.4 muestran como se comporta el algo-
ritmo frente a diferentes valores de MAXWAITING. El algoritmo ha sido testado en un
problema esta´tico del tipo R1.13, para tres poblaciones de tareas (25, 50, y 100). En las
diferentes tablas la primera columna representa el tiempo ma´ximo de espera propues-
to; la segunda columna se trata de la distancia recorrida; la tercera columna muestra
el nu´mero de veh´ıculos necesarios para la solucio´n encontrada; las columnas cuarta y
quinta hacen referencia a la ruptura de ventanas temporales en el origen, siendo res-
pectivamente el coste debido a rupturas y el nu´mero de rupturas; las columnas sexta y
se´ptima representan lo mismo que las dos anteriores pero para ventanas temporales en
el destino; la columna octava ser´ıa el coste otal de la solucio´n encontrada; y por u´ltimo,
la columna novena mostrar´ıa el tiempo de computacio´n en segundos.
Los resultados muestran que imponer un tiempo de espera ma´ximo entre tareas
3Ver Ape´ndice A
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Debido a la existencia de ventanas temporales, adema´s de los costes debido a
violaciones de las mismas otra consideracio´n h de s r teni a en cuenta; puede que l
espera entre tareas sea tan elevada que perjudique a l solucio´n propuesta, incremen-
tando el nu´mero de veh´ıculos necesarios para realizar la misma. Para minimizar dicho
perjuicio, se ha limitado el tiempo de espera ma´ximo entre tareas, MAXWAITING. Di-
cha restriccio´n se lleva a cabo a trave´s de la imposicio´n de la ecuacio´n (8.2), donde Wij
representa el tiempo de espera entre la u´ltima tarea de la ruta ri y la primera tarea de
la ruta rj expresado a trave´s de la ecuacio´n (8.3). La Figur 8.3 muestra gra´ficamente
el tiempo de espera entre tareas.
Wij ≤ MAXWAITING (8.2)
Wij =
￿
ma´x(0, EOj − (stDil + sDil + tiljf )) si j ∈ T I
ma´x(0, EDj − (stDil + sDil + tiljf + sDjf + tjf )) si j ∈ T I
(8.3)
La heur´ıstica de ahorro en costes en un entorn dina´mico se muestra en el
Algoritmo 2. En la l´ınea 2 se llama a la funcio´n Ini ialRoutes que inicializa las rutas,
R, segu´n el procedimiento explicado en el ej mplo de la Figura 8.1. Una vez inici lizada
las rutas, se entra en el bucle que intentara´ solapar todas las rutas posibles; en est
bucle se iterara´ mientras haya ma´s rut s que veh´ıculos, |R| ≥ |V|, o mientras exista
posibilidad de ahorro (como se muestra en la l´ınea 4). Dentro de dicho bucle: se calcula
el ahorro de todas las combinaciones de ruta (L´ınea 7); se analiza que grupo de dichas
uniones, WC, cumplen la condicio´n de ma´ximo tiempo de espera (L´ınea 8); y se elige
las rutas a concatenar (L´ıneas 12, 14 y 12), eligiendo preferentemente las que producen
mayor ahorro dentro de las que cumplen la condicio´n de espera. Por u´ltimo, se realiza
la unio´n llamando a la funcio´n MergingRoutes (19).
Las Tablas 8.1, 8.2 y 8.3 y la Figura 8.4 mu stran como e c m o ta el algo-
ritmo frente a diferentes valores de MAXWAITING. El algoritmo ha sido testado en un
problema esta´tico del tipo R1.13, para tres poblaciones de tar as (25, 50, y 100). En las
diferentes tablas la primera columna r resenta el tiempo ma´ximo de spera propues-
to; la segunda columna se trata de la distancia recorrida; la tercera columna muestra
el nu´mero de veh´ıculos necesarios para la solucio´ encontrada; las colu nas cuarta y
quinta hacen referencia a la ruptura de ventanas temporales en el origen, siendo res-
pectivamente el coste debido a rupturas y el nu´mero de rupturas; las columnas sexta y
se´ptima representan lo mismo que las dos anteriores pero para ventanas temporales en
el destino; la columna octava ser´ıa el coste otal de la solucio´n encontra a; y por u´ltimo,
la columna novena mostrar´ıa el tiempo de computacio´n en segundos.
Los resultados muestran que imponer un tiempo de espera ma´ximo entre tareas
3Ver Ape´ndice A
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Debido a la existencia de vent n s temporales, adem´s de los costes debido a
violaciones de as ismas otra onsideracio´n ha de ser tenida en cuenta; puede que l
espera entre tareas sea tan elevada que perjudique a la solucio´n propuesta, incremen-
tando el nu´me o de veh´ıculos necesarios para r alizar la misma. P ra minimizar dicho
perjuicio, s ha limitado el tiempo de espera maxi o entre tareas, MAXWAITING. Di-
cha restriccio´n se lleva a cabo a trave´s de la imp sicio´n de l ecuacio´n (8.2), donde Wij
representa l tiempo de esp ra ntre la u´ltima tarea de la ruta ri y la primera tarea de
la ruta rj expresado a trave´s de la ecuacio´n (8.3). La Figura 8.3 muestra gra´ficamente
el tiempo de espera entre tareas.
Wij ≤ MAXWAITING (8.2)
Wij =
￿
ma´x(0, EOj − (stDil + sDil + tiljf )) si j ∈ T I
ma´x(0, EDj − (stDil + sDil + tiljf + sDjf + tjf )) si j ∈ T I
(8.3)
La heur´ıstica de ahorr en costes en un entorno dina´mico se muestra en el
Algoritmo 2. En la l´ınea 2 se llama a la funcio´n InitialRoutes que inicializa la rutas,
R, segu´n e procedimiento explicado en el ejemplo de la Figura 8.1. Una vez inicializada
las rutas, se entra en el bucle que intentara´ solapar todas las rutas posibles; en este
bucle s itera a´ mientr haya a´s rutas que veh´ıculos, |R| ≥ |V|, o mientras exista
posibilidad d ahorro (como se muestra en la l´ıne 4). Dentro de dicho bucle: se calcula
el ahorro de od s las combinacione de ruta (L´ınea 7); se analiza qu grupo de dichas
uniones, WC, cumplen la condicio´n d ma´ximo tiempo de esp ra (L´ınea 8); y se elig
las rutas a concaten r (L´ıne s 12, 14 y 12), eligiendo preferentemente las que producen
mayor ahorro dentro de las que cumplen la condicio´n de esp ra. Por u´ltimo, se realiza
la unio´n llamando a la funcio´n MergingRou es (19).
Las Tablas 8.1, 8.2 y 8.3 y la Figura 8.4 muestra como se comporta el algo-
ritmo frente a diferentes valores de MAXWAITING. El algoritmo ha sido testado n un
problema esta´tico del tipo R1.13, para tres poblaciones d tareas (25, 50, y 100). E las
diferentes tablas la primera columna epresenta el tiempo ma´ximo de espera propues-
to; la segunda columna s tr ta de la dist ncia recorrida; la te cera columna mue tra
el nu´mero de veh´ıculos nec sarios p ra la solucio´n encontra a; las columnas c art y
quinta hacen ref rencia la ruptura de ventanas temporales en el origen, siendo res-
pectivamente el coste debido a rupturas y el nu´mero de r pturas; las columnas sexta y
se´ptima represe ta lo mis o que las dos anteriores pero para ventanas temporales en
el destino; la columna octava ser´ıa el coste total de la solucio´n encontrada; y por u´ltimo,
la columna novena mostrar´ıa el tiempo de computacio´n en segundos.
Los resultados muestran que imponer un tiempo de espera ma´ximo entre tareas
3Ver Ape´ndice A
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Debido a l xist nci d ventana temporales, adema´s de los costes debido a
violaciones de las mismas otra consideracio´n ha de ser tenida en cuenta; puede que la
espera entre tareas sea an elevada qu perjudique a la solucio´n propuesta, incremen-
tando el nu´mero de veh´ıculos necesarios para r alizar la mis a. Para minimizar dicho
perjuicio, se h limitado el tiempo de espera ma´ximo entre tareas, MAXWAITING. Di-
cha restriccio´n se lleva a cabo a trave´s de la imposic o´n de la ecuacio´n (8.2), donde Wij
repr senta el ti mpo de espera entre la u´ltima tarea de la ruta ri y la primera tarea de
l ruta rj expresa o a trave´s de la ecu cio´n (8.3). La Figura 8.3 muestra gra´ficamente
el tiempo de espera entre s.
Wij ≤ MAXWAITING (8.2)
Wij =
￿
ma´x(0, EOj − (stDil + sDil + tiljf )) si j ∈ T I
ma´x(0, EDj − (stDil + sDil + tiljf + sOjf + tjf )) si j ∈ T I
(8.3)
La heur´ıstica de ahorro en costes en un entorno dina´mico se muestra en el
Algoritmo 2. En la l´ınea 2 se llama a la funcio´n InitialRoutes que inicializa las rutas,
R, segu´n el procedimiento explicado en el ejemplo de la Figura 8.1. Una vez inicializada
las rutas, se entr e el bucle que intentara´ solapar tod las rutas posibles; en este
bucle se iterara´ mientras haya ma´s rutas que veh´ıculos, |R| ≥ |V|, o mientras exista
posibilidad de ahorro (como se muestra en la l´ınea 4). Dentro de dicho bucle: se calcula
el horro de todas las combina io es de ruta (L´ınea 7); se analiz que grupo de dichas
uni nes, WC, cumple la condicio´n de ma´ximo tiempo d esper (L´ınea 8); y se elige
las rutas concatenar (L´ıneas 12, 14 y 12), eligiendo referentemente las que producen
mayor ahorr dentro de las que cumpl n la condicio´n de e pera. Por u´ltimo, se realiza
la unio´n llamando a la funcio´n MergingRoutes (19).
Las Tablas 8.1, 8.2 y 8.3 y la Figura 8.4 uestran como se co orta el algo-
ritmo frente a diferentes valores de MAXWAITING. El algoritmo ha sido testado en un
problema esta´tico del tipo R1.13, par tres pobla iones de tareas (25, 50, y 100). En las
diferentes tablas la primera columna representa el tiempo ma´ximo de espera propues-
to; la segunda columna se trata de la istancia recorrida; la tercera columna muestra
el nu´mer de veh´ıculo ecesar os ara la solucio´n encontrada; las columnas cuarta y
quinta h cen referencia a la rupt r de v ntanas te porales en el origen, siendo res-
pectivamente el coste debido a rupturas y el nu´mero de ruptur s; las columnas sexta y
se´ptim e resentan lo mismo que las dos anteriores pero para ventanas temporales en
el destino; la columna octava ser´ıa el coste total de la solucio´n encontrada; y por u´ltimo,
a colu na novena mostra ı´a l ti mpo de computacio´n en segundos.
Los resultados muestran que imponer un tiempo de espera ma´ximo entre tareas
3Ver Ape´ndice A
Cap´ıtu o 8 Mo´dulo de optimiz cio´n d t r s e aca re - heurısticas 111
D bido a la existencia de ventanas tem o les, adema´s d los costes debido
violaciones de las m sm s tra consi eracio´n ha de ser tenida en cuenta; puede que la
espera entre tareas sea tan elevada que pe judiqu a la solucio´n p opuesta, incre n-
tando el nu´mero de veh´ıculos necesarios p ra real zar la misma. Pa minimizar dicho
perjuici , s ha limitado el tiempo de spera ma´ximo entre tareas, MAXWAITING. Di-
cha restriccio´n se ll va a abo a trave´s de la imposicio´n d la ecu cio´n (8.2), donde Wij
representa el tiempo de espera entre la u´ltima tarea de la ruta ri y la primera tarea de
la ruta rj expresado a trave´s de la ecuacio´n (8.3). La Figura 8.3 muestra gra´ficamente
el tiempo de espera entre tareas.





Wij ≤ MAXWAITING (8.2)
Wij =
￿
ma´x(0, EOj − (stDil + sDil + tiljf )) si j ∈ T I
ma´x(0, EDj − (stDil + Dil + tiljf + sOjf + tjf )) si j ∈ T I
(8.3)
La heur´ıstica de ahorro en costes n un entorno di a´mico se muestr en el
Algoritmo 2. En la l´ınea 2 se llama a la fu cio´n I itialRoutes que inicializa las rut s,
R, segu´n el proce imi nto explicado en el ejemplo de la Figura 8.1. Una vez ini ializ da
las rutas, se entra en el bucle qu intentara´ solapar tod s las ru as posibl s; en este
buc e se iterara´ mie tras haya ma´s rutas que veh´ıculos, |R| ≥ |V|, o mientras exis
posibilidad de ahorro (como se muestra en la l´ınea 4). Dentro de dicho bucl : se calcula
el ahorro de todas las combinaciones de ruta (L´ınea 7); se ana iza que grupo de dichas
uniones, WC, cumplen la condicio´n de ma´ximo tie po de es e (L´ınea 8); y se elige
l s rutas a concat nar (L´ıneas 12, 14 y 12), eligiendo preferen nt las que producen
mayor ahorro dentro de l s que cumpl la condicio´ de es era. Por u´ltimo, se realiza
la unio´n lla ando a la funcio´n Me gingRoutes (19).
Las Tablas 8.1, 8.2 y 8.3 y Figur 8.4 muestra como se comporta el go-
rit o fre te a diferentes valores de MAXWAITING. El algoritmo ha sido testado en un
problema esta´tic del tipo R1.13, para tr s poblaciones de tare s (25, 50, y 100). En las
d ferentes tablas la prim a columna repres nta e tiempo ma´ximo de espera propues-
to; l segu da c lumn se trata de la distancia recorrida; la tercera columna muestra
el nu´mero de veh´ıculos necesarios para la solucio´n encontrada; las columnas cuarta y
quinta hacen refere cia a la ruptura de ventanas temporales en el origen, siendo res-
pectivamente el coste debido a rupturas y el nu´mero de rupturas; las columnas sexta y
se´ptima representan lo mismo que las dos anteriores pero para ventanas temporales en
3Ver Ape´ndice A
Cap´ıtul 8 Mo´dul de ptimiz cio´n de tareas de carreo - heur´ısticas 111
Deb do a la xistencia de ve tan s temporales, dema´s de l s costes debido a
violacione d l s mismas otra consid r ci´n ha de s r enida en c nta; puede que la
spera entre tar s sea ta elev da que pe j dique a l solucio´n propuesta, incremen-
tando l n´m ro d veh´ıcu os necesarios para realiz la mis a. Para mini izar dicho
perjuici , se ha limitado el tie po de espera ma´ximo entre tareas, MAXWAITING. Di-
cha restriccio´n se lle a a c bo a trave´s de la imposi i de la ecuacio´n (8.2), donde Wij
representa el tiempo de espera entre la u´ tima tarea de la ruta ri y la primera tarea de
la ruta rj expresado a trave´s de la ecuac o´n (8.3). La Figura 8.3 uestra gra´ficamente
el tiempo de espera entre tareas.





Wij ≤ MAXWAITING (8.2)
Wij =
￿
ma´x(0, EOj − (stDil + sDil + tiljf )) si j ∈ T I
ma´x(0, EDj − (stDil + sDil + tiljf + sOjf + tjf )) si j ∈ T I
(8.3)
La u ı´stica de ahorro en c stes en n entorno dina´mico se muestra en el
A goritmo 2. En la l´ıne 2 se llama a l funcio´n InitialRoutes que inici liza las rutas,
R, segu´ el procedimi to xplicado n el jemp o de la Figura 8.1. Una vez inicializada
las rutas, se entra e el bucle que intentara´ s lapar t das a rutas posibles; en es
bucl se iter r´ ientras haya ma´s r tas que veh´ıcul s, |R| ≥ |V|, o mientras exista
posibilid d e ahorro (como se muest en la l´ın a 4). Dentro d dich bucle: se calcula
el ahorro d toda l combinacio de rut (L´ınea 7); se analiza que grupo de dichas
nion s, WC, c plen la condicio´n de m´xi o tiempo de espera (L´ın a 8); y se elige
s rutas a concaten r (L´ıneas 12, 14 y 12), ligiend preferentem nt l que pr ducen
mayor horro d ntro de l s que cumplen la c ndicio´n de esp a. Por u´lti o, se realiza
la unio´n llama do a la funci´n MergingR ute (19).
Las Tablas 8.1, 8.2 y 8.3 y la Figura 8.4 muestr com se c mporta el algo-
r tmo frente a dif ente valor s de MAXWAITING. El algori m ha sid t stado en un
proble a esta´tico el ti R1.13, ar tres pobl cione de tareas (25, 50, y 100). En las
diferentes t blas la primera columna representa el tiem m´ximo d espera propues-
t ; la segunda columna se trata d la distancia ecorrida; la tercera columna muestra
el nu´mero d veh´ıculos necesarios para la solucio´n encontrada; las columnas cuarta y
quinta hacen referencia a la ruptura de ventanas empor les el origen, siendo res-
pectivamente el coste debido a rupturas y el nu´mero de r pturas; las columnas sexta y
se´ptima representan lo mi mo que las dos anteriores pero para ventanas temporales en
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Debido a la existencia de ventanas temporales, ademas de los costes debido a
violaciones de las mismas otra consideracio´n ha de ser tenida en cuenta; puede que la
espera entre tareas sea tan elevada que perjudique a la solucio´n propuesta, incremen-
tando el nu´mero de veh´ıculos necesarios p ra realiz l misma. Par mi im z r dicho
perjuicio, se ha limitado el tiem o de esp ra m´ximo entre tareas, MAXWAITING. Di-
cha restriccio´n se llev a cabo trav´s de l imposicio´n de la uacio´n (8.2), donde Wij
representa el tiempo de espera entre la u´ltima tar a d la ruta ri y la prim ra tarea de
la ruta rj expre a o rave´s de la ecua i (8.3). L Figur 8.3 muest gra´ficamente
l ti mpo de espera e tre tar as.





Wij ≤ MAXWAITING (8.2)
Wij =
￿
ma´x(0, EOj − (stDil + sDil + tiljf )) si j ∈ T I
ma´x(0, EDj − (stDil + sDil + tiljf + sOjf + tjf )) si j ∈ T I
(8.3)
La heur´ıstica de ahorro en costes en un entorno dina´mico se muestra en el
Algoritmo 2. En la l´ınea 2 se llama a la funcio´n InitialRoutes que inicializa las rutas,
R, segu´n el procedimiento explicado en el ejemplo de la Figura 8.1. Una vez inicializada
las rutas, s entra en el bucle que int ntara´ solapar todas l s rutas posibles; ste
bucle se iterara´ mientra haya ma´s r tas que veh´ıculos, |R| ≥ |V|, o mientras exista
posibilidad de ahorro (como se mu stra n la l´ınea 4). entro de dicho bucle: se c lcula
el ahorro d todas las combinaciones de uta (L´ınea 7); e naliz que grupo de dichas
uniones, WC, cumplen la condicio´n de ma´ximo tiempo de espera (L´ınea 8); y se elige
las rut s a concatenar (L´ıneas 12, 14 y 12), eligiendo preferentemente las qu producen
mayor ahorro dentro de las que cumplen la co dicio´ de esper . Por u´l imo, se real za
la unio´n llamando a la funcio´n MergingRoutes (19).
Las Tablas 8.1, 8.2 y 8.3 y la Figura 8.4 muestran como se comporta el algo-
rit o frente a diferentes valores de MAXWAITING. El algoritmo ha sido testad en un
problema esta´tico del tipo R1.13, para tres poblaciones de tareas (25, 50, y 100). En las
diferentes tablas l prim ra c lumna rep esenta el tiempo ma´ximo de espera propues-
to; la segu da columna se trat de la distancia recorrida; la tercera c lumna muest a
el nu´mero d veh´ıcul s necesarios p a la solucio´n encont ada; las columnas cuarta y
qui ta hacen referencia la ruptura de ventanas temporales en el orig n, sie do res-
pectivamente el coste d bido ruptura y el nu´me o e rup u s; las co umnas sext y
se´ptima representan lo mismo que las do nteriores p p ra vent nas temporale en
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Debido a la existencia de ventanas temporales, adema´s de los costes debido a
violaciones de las mismas otra consideracio´n ha de ser tenida en cuenta; puede que la
espera entre tareas sea tan elevada que perjudique a la solucio´n propuesta, incremen-
tando el nu´mero de veh´ıculos necesarios para realizar la misma. Para minimizar dicho
perjuicio, se ha limitado el tiempo de espera ma´ximo entre tareas, MAXWAITING. Di-
cha restriccio´n se lleva a cabo a trave´s de la imposicio´n de la ecuacio´n (8.2), donde Wij
representa el tiempo de espera entre la u´ltima tarea de la ruta ri y la primera tarea de
la ruta rj expresado a trave´s de la ecuacio´n (8.3). La Figura 8.3 muestra gra´ficamente
el tiempo de espera entre tareas.
Wij ≤ MAXWAITING (8.2)
Wij =
￿
ma´x(0, EOj − (stDil + sDil + tiljf )) si j ∈ T I
ma´x(0, EDj − (stDil + sDil + tiljf + sDjf + tjf )) si j ∈ T I
(8.3)
La heur´ıstica de ahorro en costes en un entorno dina´mico se muestra en el
Algoritmo 2. En la l´ınea 2 se llama a la funcio´n InitialRoutes que inicializa las rutas,
R, segu´n el procedimiento explicado en el ejemplo de la Figura 8.1. Una vez inicializada
las rutas, se entra en el bucle que intentara´ solapar todas las rutas posibles; en este
bucle se iterara´ mientras haya ma´s rutas que veh´ıculos, |R| ≥ |V|, o mientras exista
posibilidad de ahorro (como se muestra en la l´ınea 4). Dentro de dicho bucle: se calcula
el ahorro de todas las combinaciones de ruta (L´ınea 7); se analiza que grupo de dichas
uniones, WC, cumplen la condicio´n de ma´ximo tiempo de espera (L´ınea 8); y se elige
las rutas a concatenar (L´ıneas 12, 14 y 12), eligiendo preferentemente las que producen
mayor ahorro dentro de las que cumplen la condicio´n de espera. Por u´ltimo, se realiza
la unio´n llamando a la funcio´n MergingRoutes (19).
Las Tablas 8.1, 8.2 y 8.3 y la Figura 8.4 muestran como se comporta el algo-
ritmo frente a diferentes valores de MAXWAITING. El algoritmo ha sido testado en un
problema esta´tico del tipo R1.13, para tres poblaciones de tareas (25, 50, y 100). En las
diferentes tablas la primera columna representa el tiempo ma´ximo de espera propues-
to; la segunda columna se trata de la distancia recorrida; la tercera columna muestra
el nu´mero de veh´ıculos necesarios para la solucio´n encontrada; las columnas cuarta y
quinta hacen referencia a la ruptura de ventanas temporales en el origen, siendo res-
pectivamente el coste debido a rupturas y el nu´mero de rupturas; las columnas sexta y
se´ptima representan lo mismo que las dos anteriores pero para ventanas temporales en
el destino; la columna octava ser´ıa el coste total de la solucio´n encontrada; y por u´ltimo,
la columna novena mostrar´ıa el tiempo de computacio´n en segundos.
Lo resultados muestran que imponer un tiempo de espera ma´ximo entre tareas
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Debido a la existencia de ventanas temporales, adema´s de los costes debido a
violaciones de las mismas otra consideracio´n ha de ser tenida en cuenta; puede que la
espera entre tareas sea tan elevada que perjudique a la solucio´n propuesta, incremen-
tando el nu´mero de veh´ıculos necesarios para realizar la misma. Para minimizar dicho
perjuicio, se ha limitado el tiempo de espera ma´ximo entre tareas, MAXWAITING. Di-
cha restriccio´n se lleva a cabo a trave´s de la imposicio´n de la ecuacio´n (8.2), donde Wij
representa el tiempo de espera entre la u´ltima tarea de la ruta ri y la primera tarea de
la ruta rj expresado a trave´s de la ecuacio´n (8.3). La Figura 8.3 muestra gra´ficamente
el tiempo de espera entre tareas.
Wij ≤ MAXWAITING (8.2)
Wij =
￿
ma´x(0, EOj − (stDil + sDil + tiljf )) si j ∈ T I
ma´x(0, EDj − (stDil + sDil + tiljf + sDjf + tjf )) si j ∈ T I
(8.3)
La heur´ıstica de ahorro en costes en un entorno dina´mico se muestra en el
Algoritmo 2. En la l´ınea 2 se llama a la funcio´n InitialRoutes que inicializa las rutas,
R, segu´n el procedimiento explicado en el ejemplo de la Figura 8.1. Una vez inicializada
las rutas, se entra en el bucle que intentara´ solapar todas las rutas posibles; en este
bucle se iterara´ mientras haya ma´s rutas que veh´ıculos, |R| ≥ |V|, o mientras exista
posibilidad de ahorro (como se muestra en la l´ınea 4). Dentro de dicho bucle: se calcula
el ahorro de todas las combinaciones de ruta (L´ınea 7); se analiza que grupo de dichas
uniones, WC, cumplen la condicio´n de ma´ximo tiempo de espera (L´ınea 8); y se elige
las rutas a concatenar (L´ıneas 12, 14 y 12), eligiendo preferentemente las que producen
mayor ahorro dentro de las que cumplen la condicio´n de espera. Por u´ltimo, se realiza
la unio´n llamando a la funcio´n MergingRoutes (19).
Las Tablas 8.1, 8.2 y 8.3 y la Figura 8.4 muestran como se comporta el algo-
ritmo frente a diferentes valores de MAXWAITING. El algoritmo ha sido testado en un
problema esta´tico del tipo R1.13, para tres poblaciones de tareas (25, 50, y 100). En las
diferentes tablas la primera columna representa el tiempo ma´ximo de espera propues-
to; la segunda columna se trata de la distancia recorrida; la tercera columna muestra
el nu´mero de veh´ıculos necesarios para la solucio´n encontrada; las columnas cuarta y
quinta hacen referencia a la ruptura de ventanas temporales en el origen, siendo res-
pectivamente el coste debido a rupturas y el nu´mero de rupturas; las columnas sexta y
se´ptima representan lo mismo que las dos anteriores pero para ventanas temporales en
el destino; la columna octava ser´ıa el coste total de la solucio´n encontrada; y por u´ltimo,
la columna novena mostrar´ıa el tiempo de computacio´n en segundos.
Los resultados muestran que imponer un tiempo de espera ma´ximo entre tareas
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Debido a la exist ncia de ventanas temporales, adema´s de los costes debido a
violaciones de las mismas otra conside acio´n ha de ser tenida en cuenta; puede que la
spera entre area s a tan elevada que perjudique a la solucio´n propuesta, incremen-
tando l nu´mero d veh´ıculos necesarios para realizar la misma. Para minimizar dicho
perjuicio, se ha limitado el tiempo de espera ma´ximo entre tareas, MAX AITING. Di-
cha restriccio´n se lleva a cabo a trave´s de la imposicio´n de la ecuacio´n (8.2), donde Wij
representa el tiempo de espera entre la u´ltima tarea de la ruta ri y la primera tarea de
la ruta rj expresado a trave´s de la ecuacio´n (8.3). La Figura 8.3 muestra gra´ficamente
el tiempo de espera entre tareas.
Wij ≤ MAXWAITING (8.2)
Wij =
￿
ma´x(0, EOj − (stDil + sDil + tiljf )) si j ∈ T I
ma´x(0, EDj − (stDil + sDil + tiljf + sDjf + tjf )) si j ∈ T I
(8.3)
La heur´ıstica d ahorro en costes en un entorno dina´mico se muestra en el
Alg ritmo 2. En la l´ınea 2 se llam a la funcio´n InitialRoutes que inicializa las rutas,
R, segu´n el procedimiento explicado en el ejemplo de la Figura 8.1. Una vez inicializada
las rutas, se entra en el bucle qu intentara´ solapar todas las rutas posibles; en este
bucle se iterara´ mientras haya ma´s rutas qu veh´ıculos, |R| ≥ |V|, o mientras exista
posibilid d de ahorro (como se muestra en la l´ınea 4). Dentro de dicho bucle: s calcula
el ahorro de todas las combinaciones de ruta (L´ınea 7); se analiza que grupo de dichas
uniones, WC, cumplen la condicio´n de ma´ximo tiempo de espera (L´ınea 8); y se elig
las rutas a concatenar (L´ıneas 12, 14 y 12), eligiendo preferen emente las que producen
mayor ahorro dentro de las que cumplen l c ndicio´n de espera. Por u´ltimo, se realiza
la unio´n ll mando a la funcio´n MergingRoutes (19).
Las Tablas 8.1, 8.2 y 8.3 y la Figura 8.4 muestran co o e comporta el algo-
ritmo fr nte dife ntes v lores de MAXWAITING. El alg itmo ha sido t tado en un
roblema sta´tico l ti o R1.13, para tre poblacione de tareas (25, 50, y 100). En las
dif r es tablas la primera c lumna representa el tiempo ma´xi o de esp ra propues-
to; la segunda column se trata de la distancia recorrida; la tercera columna muestra
el nu´mero de veh´ıculos necesarios para la solucio´n e contrada; las colu nas cuarta y
quinta hacen referencia a la ruptura de ventanas temporales en el origen, siendo res-
pectivamente el coste debido a rupturas y el nu´mero de rupturas; las columnas sexta y
se´ptima representan lo mis o que las dos anteriores pero para ventanas temporales en
el destino; la colu na octava ser´ıa el coste total de la solucio´n encontrada; y por u´ltimo,
la columna novena mostrar´ıa el tiempo de computacio´n en segundos.
Los resultados ue tran qu impo er un ti mpo de esp ra ma´ximo entre tareas
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D bido a la existencia de ventanas temporales, adema´s de los costes debido a
violaciones de las mismas otra consideracio´n ha de ser tenida en cuenta; puede que la
esper entre tareas sea tan elevada que perjudique a la solucio´n propuesta, incremen-
t ndo el nu´ ero de veh´ıculos necesarios para realizar la misma. Para minimizar dicho
perjuicio, se h limitado el tiempo de espera ma´ximo entre tareas, MAXWAITING. Di-
cha restriccio´n se lleva a cabo trave´s de la imposicio´n de la ecuacio´n (8.2), donde Wij
presenta el tiempo de espera entre la u´ltima tarea de la ruta ri y la primera tarea de
la ruta rj expresado a trave´s de la ecuacio´n (8.3). La Figura 8.3 muestra gra´ficamente
el tiempo de espera entre tareas.
Wij ≤ MAXWAITING (8.2)
Wi =
￿
ma´x(0, EOj − (stDil + sDil + tiljf )) si j ∈ T I
ma´x(0, EDj − (stDil + sDil + tiljf + sDjf + tjf )) si j ∈ T I
(8.3)
La heur´ıstic de aho ro e costes en un entorno dina´mico se muestra en el
Algoritmo 2. En la l´ı ea 2 s lama la funcio´n InitialRoutes que inicializa las rutas,
R, segu´n l proc dimiento expl cado en l ejemplo de la Figura 8.1. U a vez inicializada
las utas, se entra en l cle qu intentar´ solapar todas las rutas posibles; en este
bu le se iterara´ mientr s hay ma´s rutas que veh´ıculos, |R| ≥ |V|, o mientras exista
posibilidad d ahorr (como muestra en la l´ınea 4). Dentro de dicho bucle: se calcula
el h rro d tod s l s combi acio s de ruta (L´ınea 7); se analiza que grupo de dichas
uniones, WC, mplen l cond ci´n de ma´ximo tiempo de espera (L´ınea 8); y se elige
rutas a concaten r (L´ı e s 12, 14 y 12), elig endo preferent mente las que producen
mayor ahor o dentro de las que cumplen la condicio´ de espera. Por u´ltimo, se realiza
la unio´n llamando a la f ncio´n MergingRoutes (19).
Las T bl s 8.1, 8.2 y 8.3 y la Figura 8.4 mue tran como s comporta el algo-
ritmo f ente a difer ntes valor s de MAXWAITING. El algoritmo ha sido testado en un
pr bl ma est´tico del tipo R1.13, par tr s poblaciones de tareas (25, 50, y 100). En las
difer ntes t blas l primera columna representa el tiempo ma´ximo de espera propues-
to; la segunda columna se trata de l distancia recorrida; la tercera columna muestra
el nu´mero de veh´ıc los nec sarios para la solucio´n encontrada; las columnas cuarta y
quinta hac n referenc a a la ruptu a de ventanas temporales en el origen, siendo res-
pectiva en e el cost debido a rupturas y el n´mer de rupturas; las columnas sexta y
se´ptima r p es tan lo mismo qu las dos anteriores pero para ventanas temporales en
l de tino; la column octava ser´ı el cost total de la solucio´n encontrada; y por u´ltimo,
la olum a novena mostrar´ıa el tiempo de co putacio´n en segundos.
Los resultados mu s an que imponer un tiempo de espera ma´ximo entre tareas
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Debido a la existencia de ventanas temp rales, adem´s de los costes debido a
violaciones de las mismas otra consideracio´n ha de ser tenida en cuenta; puede que la
espera entre tareas sea tan el va a que perjudique a la solucio´n propuesta, incremen-
tando el nu´mero de veh´ıculos necesarios p ra realizar la misma. P ra minimizar dicho
perjuici , se ha limita el tiempo de esp ra ma´ximo entre tarea , MAXWAITING. Di-
cha restriccio´n se lleva a cabo a trave´s de la imposicio´n de la ec acio´n (8.2), donde Wij
represent el tiempo d espera entre la u´ltima tarea de la ruta ri y la primera tarea de
la ruta rj expresado a trave´s de la ecuacio´n (8.3). La Figura 8.3 muestra gra´ficamente
el tie po de esp ra entre tareas.
Wij ≤ MAXWAITING (8.2)
Wij =
￿
ma´x(0, EOj − (stDil + sDil + tiljf )) si j ∈ T I
ma´x(0, EDj − (stDil + sDil + tiljf + sOjf + tjf )) si j ∈ T I
(8.3)
La heur´ıstica de ahorro en costes en un entorno dina´mico se muestra en el
Algoritm 2. En la l´ınea 2 se llama a la funcio´n InitialRoutes que inicializa las rutas,
R, eg´n el procedi iento explicado en el ejemplo de la Figura 8.1. Una vez inicializad
las rutas, se entra en el bucle que intentara´ solapar todas las rutas posibles; en este
bucle se iterara´ mientras haya ma´s rutas que vehıcul s, |R| ≥ |V|, o mientras exista
posibilidad de ho ro (como se muestra en la l´ıne 4). Dentro de dicho bucle: se calcula
el ahorro de todas l s combinaciones ruta (Lı ea 7); se anal za que grupo de dichas
u iones, WC, cumplen la condicio´n de ma´ximo tiempo de e pera (L´ın a 8); y se elige
las rutas a concatenar (L´ın as 12, 14 y 12), eligiendo preferentemente las que producen
m yor ahorro dentro de l s que cumplen la condicio´n de espera. Por u´ltimo, se realiza
la un o´n llamand a la funcio´n MergingRoutes (19).
Las Tablas 8.1, 8.2 y 8.3 y la Figura 8.4 muestran como se comporta el algo-
ritmo frente a diferentes valores de MAXWAITING. El algoritmo ha sido testado en un
problem esta´tico del tipo R1.13, para tres pobl ciones de tareas (25, 50, y 100). En las
diferentes tablas la primera columna representa el tiempo ma´ximo e espera propues-
to; la egunda columna se trata de la distancia rec rrida; l tercera c lumna muestra
el nu´ ero de veh´ıculos ecesarios para la soluc o´n encontrada; las columnas cuarta y
qu nta hacen referenci la ruptura de ventanas temporales en el origen, siendo res-
pectivament el ste d bido a rupturas y el nu´mero de rupturas; las columnas sexta y
se´ptim repr sent n lo mismo que las dos anterior s pero para ventanas temporales en
l destin ; l columna octava ser´ıa el coste t tal de la solucio´n encontrad ; y por u´ltimo,
la colu n novena mostrar´ıa l iempo de c mputacio´n en s gundos.
Los res lt dos muestran que imponer un tiempo de espera ma´ximo entre tareas
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Debido a la existen ia de ventanas t mporales, adema´s de los costes debido a
violaci nes d las mismas otra con ideracio´n ha de ser tenida en cuenta; puede que la
espera e tre tareas sea t n l v da que p rjudique a la solucio´n ropuesta, incremen-
tando el nu´ ero de v h´ıculos nec sarios par realizar la misma. P ra minimizar dicho
perjuici , s h lim t o el tiempo de esp ra ma´xi o entre tareas, MAXWAITING. Di-
cha restriccio´n se lev a cabo a trave´s de la imposicio´n de la ecuacio´n (8.2), donde Wij
e r sent l tiempo de esper ntre la u´lt a tarea de l ruta ri y la primera tarea e
l rut j xpres do trav´s de a ecuacio´n (8.3). La Figura 8.3 ues ra gra´ficamente
el ti mpo espera entre t reas.
Wij ≤ MAX AITING (8.2)
Wij =
￿
m´x(0, EOj − (stDil + sDil + tiljf )) si j ∈ T I
ma´x(0, EDj − (stDil + sDil + tiljf + sOjf + tjf )) si j ∈ T I
(8.3)
La heur´ıstica de ahorro en costes en un entorno dina´mico se muestra en el
lgoritmo 2. En la l´ınea 2 se llama a la funcio´n I itialRoutes que inicializa las rutas,
R, segu´n el procedimiento explicado e el ejemplo de la Figura 8.1. Un vez inicializada
las rutas, se ra en el bucle qu intentara´ solapa todas las rutas pos bles; en este
bucle se iterara´ mi tras haya m´s rutas qu veh´ıculos, |R| ≥ |V|, o mientras exista
posibilid d de ahorro (como se m estra en la ı´nea 4). Dentro de dicho bucle: se calcula
el ahorro d todas la combin ciones d ruta (L´ı ea 7); se analiz que grupo de dichas
uniones, WC, u pl n la con icio´n de m´xim tiempo d espera (L´ın a 8); y se elige
las rutas a co catenar (Lın as 12, 14 y 12), eligiendo r ferentemente la que producen
ay r ahor o de tro d la qu cumplen la condicio´ de esper . Por u´ltimo, se realiza
la unio´n llamando a la func o´ Mergi gR utes (19).
Las Tablas 8.1, 8.2 y 8.3 y la Figura 8.4 muestran como se comporta el algo-
ritmo fr nte if rentes valores de MAXWAITING. E algoritmo ha sido t s ado en un
problema sta´tico d l tipo R1.13, para tres pob ci ne d t reas (25, 50, y 100). En las
diferent tabl la primer colum a representa el ti mpo ma´ximo de espera propues-
t ; la segunda colum a se tra a de la di tanci recorrid ; la t rcera columna muestra
el u´ ero de v h´ıculos necesarios par la olucio´n encont da; l columnas cuarta y
quint hacen fer nci a la uptu de vent nas t porale en el origen, siendo res-
pectiva ente l c ste d bido a rupturas y l nu´mero d r turas; la columnas sexta y
s´ ima represent lo mismo que las dos nteriores pero par ventanas temporales en
l es in ; la colum a octav ser´ıa el co te total de l solucio´n encontra a; y por u´ltimo,
l columna noven mostrar´ıa el tiempo comp tacio´n en segundos.
Los resu tados muestran que imponer un tie de spera ma´ximo entre tareas
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Debido l exist n i de vent nas temporales, adema´s de los costes debido a
violaciones d l s is as o ra consid racio´n ha de ser tenida en cuenta; puede que la
spera entre t reas sea tan el vada que perjudiqu a la soluci´n propuesta, incremen-
tando el nu´ ro de veh´ıculos n cesar os para re lizar la isma. Para minimizar dicho
perjuicio, se ha li itado el tiempo de espera ma´xi o entre tareas, MAX AITING. Di-
c a restriccio´n se llev cabo tr ve´s de la imposicio´n de la e uacio´n (8.2), donde Wij
representa el tiem o de espera entre la u´ltima tarea de la ruta ri y la primera tarea de
la ruta rj expr a o trave´ de la cuacio´n (8.3). La Figura 8.3 muestra gra´ficamente
el tiempo de esp ra en re tareas.
W j ≤ MAXWAITING (8.2)
i =
￿
ma´x(0, EOj − (stDil + sDil + tiljf )) si j ∈ T I
ma´x(0, EDj − (stDil + sDil + tiljf + sOjf + tjf )) si j ∈ T I
(8.3)
L heur´ı tica de ahorro en costes n u n orno dina´mico se muestra en el
Alg ritmo 2. En la l´ınea 2 se llama a la funcio´n Init alRoutes que inicializa las rutas,
R, segu´n el proc dimiento xplica o en el ej mplo de la Figur 8.1. Una vez inicializada
s rutas, se entra e el bucle que intentara´ sol p r todas las rutas posibles; en este
bucle se iterara´ mientras haya ma´s r t s que veh´ıculos, |R| ≥ |V|, o mientras exista
posi ilidad de ahorr (como se u tra en la l´ınea 4). Dentro de dicho bucle: se calcula
el ah rro de t d s las combinaciones de ruta (L´ın 7); se analiza que grupo de dich s
union s, WC, cumplen la condicio´n de ma´ximo tiempo de esper (L´ınea 8); y se elige
las rutas a conc t nar (L´ıneas 12, 14 y 12), eligi ndo ref rentemente las que producen
mayor ahorro dentro de las que cumplen la condicio´n de esp ra. Por u´lti o, s realiza
la unio´n llamando a la funcio´n MergingRou s (19).
La Tablas 8.1, 8.2 y 8.3 y la Figu 8.4 uestran como se comporta el algo-
ritmo f ente diferentes valores de MAXWAITING. El algoritmo ha sido testado en un
probl m st´ti o del tipo R1.13, p ra tres poblaciones de tareas (25, 50, y 100). En las
dife nt s tabl la ime columna epr senta el ti mpo ma´ximo de espera propues-
to; la segun c lumna se trat de la dist ci recorrid ; la tercera columna muestra
l nu´mero de veh´ıculos n c sarios p r la solucio´n encon rada; las columnas cuarta y
quinta hacen referencia a la ruptura de ventanas te porales en el origen, siendo res-
pectiv mente el coste debid a ruptu s y el nu´mero de rupturas; las columnas sexta y
se´ptima re res ntan lo mismo que las dos anteriores pero para ventanas temporales en
el destin ; la co umna octava ser´ıa el coste tot l d a solucio´n encontrada; y por u´ltimo,
l columna nov a mos rar´ıa el tiem o de computacio´n en segundos.
Los resultados muestran que impo er un tiempo de espera ma´ximo entre tareas
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D bido a a exi tencia de ventana t mp r les, adema´s de los costes debido a
violaciones de las mismas otra consi eracio´n ha de ser tenida en cuenta; puede que la
esper entre tareas sea tan elevada que p rjudiqu a la solucio´n propuesta, incremen-
tand el nu´ ro de veh´ıculos necesarios para realizar la misma. Para minimizar dicho
perjuicio, se h limitado el tiempo de espera ma´ximo entre tareas, MAXWAITING. Di-
cha restriccio´n se lleva a cabo a trave´s de la imposicio´n de l ecuacio´n (8.2), d nde Wij
r presenta el tiempo de espera entre la u´ltima tarea de la ruta ri y la primera t re de
la r ta rj expresado a trave´s de la ecuacio´n (8.3). La Figura 8.3 muestra gra´ficament
el tiempo de espera entre tareas.





Wij ≤ MAXWAITING (8.2)
Wij =
￿
ma´x(0, EOj − (stDil + sDil + tiljf )) si j ∈ T I
ma´x(0, EDj − (stDil + sDil + tiljf + sOjf + tjf )) si j ∈ T I
(8.3)
La heur´ıstica e aho ro en costes u ntorno dina´mico se muestr en el
Algoritmo 2. E la l´ı e 2 s ll ma la funcio´n InitialRoutes que inicializa las rutas,
R, s gu´ l procedimi nto explicado en el ejemplo e la Figura 8.1. Una vez ini ializada
las ruta , se entr en el ucle qu i tentara´ olapar tod s las ru as posibl s; en este
bu le se iter ´ mientras haya ma´s rut que veh´ıculos, |R| ≥ |V|, o mientras exista
posibilidad de ho r (como s uestr n la l´ınea 4). Dentro de dicho bucle: se calcula
el ahor o d tod s las ombinaciones de ruta (L´ıne 7); se analiza que grupo de dichas
u iones, WC, c p en la co di io´n de ma´xim tiemp d espera (L´ınea 8); y se elige
las rut s a concaten (L´ın as 12, 14 y 12), eligiendo preferente ente las que producen
m yor horro dentro d la que cumplen la con icio´n de espera. Por u´ltimo, se realiz
l uni´n llam n a la funcio´n MergingRout s (19).
Las T blas 8.1, 8.2 y 8.3 y la Figura 8.4 muestran como se comporta el algo-
ritmo f e te a difere tes valores de MAXWAITING. El algoritmo ha sido testado en un
roblema esta´tic del tipo R1.13, ara tres poblaciones de tareas (25, 50, y 100). En las
difer ntes tablas la primera columna representa el tiempo ma´ximo de espera propues-
to; la segund column se tr ta de l dist ncia recor ida; la tercera columna muestra
el nu´mero de veh´ıcul s necesarios para la sol cio´n encontrada; las columnas cuarta y
quinta hac n r fe cia la rupt ra de ventanas temporales e el origen, siendo res-
ctivam nte el c ste debido a rupturas y el nu´mero de rupturas; las columnas sexta y
se´ptima representan lo mismo qu las dos anteriores pero para ventanas temporales en
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D bido a a existencia de ventan s tempora e , adema´s de l s costes debido a
violaciones de las mismas otra consid acio´n ha de s r tenida en c enta; puede que la
es era n re tareas se tan elevada que perj dique a la soluc o´n propuesta, incremen-
tando l ´ ro veh´ıculos necesarios para realiz r la m sma. Para minimizar dicho
perjuici , se h limitado el tie po de spera ma´ximo entre tareas, MAXWAITING. Di-
cha restri cio´n se lle a a cab a trave´s de la imposicio´n de la ecuacio´ (8.2), do de Wij
representa l tiempo de esper entre la u´ltima tarea de l rut ri y la primera tarea de
la r t rj expresado a traves de la ecuacio´n (8.3). La Figura 8.3 uestra gra´ficamente
el tiempo de espera entre tareas.





Wij ≤ MAXWAITING (8.2)
Wij =
￿
ma´x(0, EOj − (stDil + sDil + tiljf )) si j ∈ T I
ma´x(0, EDj − (stDil + sDil + tiljf + sOjf + tjf )) si j ∈ T I
(8.3)
L ur´ıstica de aho ro en costes en un entorno na´mico se muestra en el
Algoritmo 2. En la l´ınea 2 se llama la funcio´n I iti lRoutes que inicializa las rutas,
R, segu´ el procedimie to xpl ado n el jemplo d la Figura 8.1. Un vez inicializada
las rut s, se entr en l ucle qu intent ra´ solapar todas las rutas posibles; en este
b cl e ter r´ i n as haya ma´ rutas que veh´ıcul , |R| ≥ |V|, o mientras exista
p sibilid de ahor o (como se muest en la l´ın a 4). Dentro d dicho bucle: se calcula
el ahorro de t as l combin cio s de r t (L´ıne 7); se analiza que grupo de dichas
uniones, WC, cumplen l condicio´n de ma´ximo ti mpo de espera (L´ınea 8); y e elige
l s rut a concaten r (L´ı as 12, 14 y 12), ligien o preferentem nt las que producen
ma r ahor o d nt o de l s que cumplen la ndici´n de espera. Por u´lti o, se realiza
l unio´ ll mando a f ncio´n MergingR ut s (19).
Las Tabl s 8.1, 8.2 y 8.3 y la Figura 8.4 muestran como se comporta el algo-
ritmo f ente if rent valores de MAXWAITING. El algori mo ha sido testado en un
proble a est´tico d l tipo R1.13, para tres poblaciones de tareas (25, 50, y 100). En las
diferentes t blas la prime a columna representa el tiempo m´ximo de espera propues-
t ; la s g nda columna se trat d la distancia recorrida; la tercera columna muestra
l n´mero veh´ıculos necesarios para la solucio´n encontrada; l s columnas cuarta y
quinta h c n ef re cia a la ruptura de ventanas t mporale el origen, siendo res-
pectivamente el cos e debido a rupturas y el nu´mero de r pturas; las columnas sexta y
s´ptima r p esentan lo mism que las dos anteriores pero para ventanas temporales en
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D bi o a la existencia de ventan s tempora e , adema´s de l s costes debido a
vi laciones de las mismas otra co sid acio´n ha de s r tenida en c enta; puede que la
espera nt tareas se tan elevada que perj diqu a la soluc o´n propuesta, incremen-
ando l ´mero veh´ıculos necesarios para re liz r la m sma. Para minimizar dicho
perjuici , se ha limitado el tie po de spera ma´ximo entre tareas, MAXWAITING. Di-
cha restri cio´n se lle a a cabo a tr ve´s de la imposicio´ de la ecuacio´n (8.2), donde Wij
r presenta el tiempo de esper entre u´lti a tarea de r t ri y la primera tarea de
la rut rj expresado a trave´s de la ecuacio´n (8.3). La Figura 8.3 uestr gra´fic mente
el tiempo de espera entre tareas.





Wij ≤ MAXWAITING (8.2)
Wij =
￿
ma´x(0, EOj − (stDl + sDil + tiljf )) si j ∈ T I
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+ tjf )) si j ∈ T I
(8.3)
La ur´ıstica de ahorro en co tes en un torno dina´mico se muestra en el
Algoritmo 2. E la l´ın a 2 se llama a la func o´n InitialRoutes que inicializa las rutas,
R, segu´n el procedimie to xplic el ejemplo de la Figura 8.1. Un vez inicializada
l s rutas, se entr n el bucle que intent ra´ solapar odas las rutas posibles; en este
bucle se er r´ entras haya ma´s r tas que veh´ıcul s, |R| ≥ |V|, o mientras exista
p sibilidad de horro (como se muestra en la l´ın a 4). Dentro d dicho bucle: se calcula
el ahorro d odas la combinacio s d rut (L´ınea 7); se analiza que grupo de dichas
i nes, WC, cumplen la co dicio´n de m´ximo ti mpo de espera (L´ınea 8); y se elige
l ruta a concat ar (L´ı as 12, 14 y 12), ligien o preferentemente las que producen
may r ho ro d ntro de l que cumplen la condici´n de espera. Por u´ltimo, se realiza
a u io´n ll do a la f ncio´n Merg ngRo tes (19).
Las Tabl s 8.1, 8.2 y 8.3 y la Figura 8.4 muestran como se comporta el algo-
ritmo frente dif rent s val es de MAXWAITING. El algori mo ha sido testado en un
problema ta´tico del tipo R1.13, para tres poblacio es de tareas (25, 50, y 100). En las
difer ntes t blas la pri e a columna r pres nta el tiempo m´ximo de espera propues-
t ; la egunda columna se tr t d l distanci rec rrida; l tercera columna muestra
l n´mero d veh´ıculos necesarios para la solucio´n encontrada; l s columnas cuarta y
quint hacen eferencia a l ruptura de ventanas temporale el origen, siendo res-
p ctivament el cos e debido a upturas y el u´mero de r pturas; las columnas sexta y
se´ptima r presentan lo mismo que las do anteriores pero para ventanas temporales en
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Debido a la existencia de ventanas temporales, adema´s de los costes debido a
violaciones de las mismas otra consideracio´n ha de ser tenid en cuenta; puede que la
espera entre tareas sea t n eleva a que perjudique a la solucio´n propu sta, increme -
tando el nu´mero de v h´ıculos neces io para realizar l misma. Para minimizar dicho
perjuicio, se ha limitado el tiempo de espera ma´ximo ntre tareas, MAXWAITING. Di-
cha restriccio´n se lleva a cabo a trave´s de la imposicio´n la ecuacio´n (8.2), donde Wij
representa el tiempo de espera entre la u´ltima tarea de la ruta ri y la primera tarea de
la ruta rj expresado a trav´s de la ecuacio´n (8.3). La Figura 8.3 muestr gra´ficamente
el ti mpo de espera entre reas.





Wij ≤ MAXWAITING (8.2)
ij =
￿
ma´x(0, EOj − (stDil + sDil + tiljf )) si j ∈ T I
ma´x(0, EDj − (stDil + sDil + tiljf + sOjf + tjf )) si j ∈ T I
(8.3)
La heur´ıstica de ahorro en costes en un entorno dina´mico se muestra en el
Algoritmo 2. En la l´ın a 2 se llama a la funcio´n Ini ialRoutes que inicializa las rutas,
R, segu´n el procedimiento explic do en el ejemplo de la Figura 8.1. Un vez inicializada
las rutas, se ntra e el bucle qu intentara´ solap r todas las rut s posibles; en este
bucle se it ra ´ mientras haya ma´s rutas que veh´ıculos, |R| ≥ |V|, mientras exista
posibilidad de ahorro (como se mues ra en la l´ınea 4). Dentro de dicho bucle: s calcula
el ahorro d todas las co binaciones de ruta (L´ınea 7); se analiza que grupo de dichas
iones, WC, cumplen la co dicio´n de ma´ximo tiempo de espera (L´ınea 8); y se elige
las rutas a concat ar (L´ı eas 12, 14 y 12), eligiend pref rentement las que producen
m yor h rro dent o de l que cumplen la co icio´n de espera. Por u´ltimo, se realiza
la unio´n llama d a la funcio´n M rgingR utes (19).
Las T blas 8.1, 8.2 y 8.3 y la Fi ura 8.4 muestran como se comporta el algo-
ritmo frent a dif rentes valor s de MAXWAITING. El algoritmo ha sido testado en un
pr l ma esta´tico del tipo R1.13, para res poblaciones de tareas (25, 50, y 100). En las
dif r ntes tablas la primera col mna re resenta el tiempo a´ximo de espera propues-
to; l segunda colu na se trata d la distancia re rrida; la tercera columna muestra
l n´mer d v h´ıculos necesarios p r l solucio´n encon rada; las columnas cuarta y
qui t hacen referencia a la ruptura v ntanas temporales e el origen, siendo res-
p ctivament el coste debido a rupturas y el u´mero de upturas; las columnas sexta y
se´pti a re ent n lo ismo que las dos a teriores pero para ventanas temporales en
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(b) T r a Ta ea j ∈ T E
Figur 7.3: Tiempo de espera tre dos tare s
La heurıstica de ah rro e co es (SCH) en un entorno dina´mico se uestra
en el Algoritmo 2. En la l´ı e 2 s lla la funcio´n I itia Ro tes qu i i ializa
las rutas, R, segu´n el pro e imient xplic o en l ej m lo d l Figura 7.1. Una v z
inicializadas las rut , se nt n e bucl qu i t n a olapar tod s l rut posible ;
en este bucle se iterara´ i n ras haya a´s r t s que veh´ıcu os, |R| ≥ |V|, o mientras
exista posibilidad de ahorro (como se muestra e la ı´ne 4). Dentro de dicho bu le: se
calcul l ahorro de todas l s c bin ciones de ruta (L´ı a 7); se naliza q e´ grupo
de dichas uniones, WC, umplen la condicio´n de ma´ximo tiempo de espera (L´ınea 8); y
se lige la rut s a conc te ar (L´ı e s 12, 14 y 16), eligi ndo pref entement las que
producen may aho ro dent o de l que cumpl n la co dicio´n de espera. Por u´ltimo,
se realiza la unio´n ll mando a l funcio´n M rgingRoute (19).
L s T blas 7.1, 7.2 y 7.3 y l Figu a 7.4 m es r o´mo se c mp rta el algorit-
mo fre te a dif re tes valores de MAXWAITING. El algoritmo ha sido teste do en un
problema esta´tico del tipo R1.13, para tres poblaciones de tareas (25, 50, y 100). En las
diferentes tablas la primera columna re rese ta el ti mp ma´ximo de espera p o ues-
to; la segunda columna se trata de la distancia recorrida; la tercera columna muestra
el nu´mero de veh´ıculos necesarios para la solucio´n encontrada; las columnas cuarta y
quinta hacen referencia a la ruptura de ventanas temporales en el origen, siendo res-
pectivamente el coste debido a rupturas y el nu´mero de rupturas; las columnas sexta y
se´ptima representan lo mismo que las dos anteriores pero para ventanas temporales en
el destino; la columna octava ser´ıa el coste total de la solucio´n encontrada; y por u´ltimo,
3Ver Ape´ndice A
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Algoritmo 2 Heur´ıstica dina´mica de ahorro en costes
1: procedure SCH(T , vstate, tstate, vpos, time, traffic)
2: R ←InitialRoutes(T , vstate) . R conjunto de rutas
3: possiblesaving ← 1
4: while |R| ≥ |V| ∨ possiblesavings do
5: for i = 1 : |R| do
6: for j = 1 : |R| do
7: savij ←Sav(R, T ) . Ecuacio´n (7.1)
8: [Wij ,WC]←WaitCond(R, T ) . Ecuaciones (7.2) y (7.3)
9: end for
10: end for
11: if ∃(i, j) ∈ WC, i 6= j : savij > 0 then
12: ∃(i∗, j∗) ∈ WC | savi∗,j∗ ≥ savij , ∀i 6= i∗, j 6= j∗
13: else if ∃i ∈ R, j ∈ R, i 6= j : savij > 0 then
14: ∃i∗ ∈ R, j∗ ∈ R | savi∗,j∗ ≥ savij , ∀i 6= i∗, j 6= j∗
15: else
16: ∃i∗ ∈ R, j∗ ∈ R | savi∗,j∗ ≥ savij , ∀i 6= i∗, j 6= j∗
17: possiblesaving ← 0
18: end if
19: R ←MergingRoutes(R, i∗, j∗) . Unio´n de rutas
20: end while
21: end procedure
22: function InitialRoutes(T , vstate)
23: Tu = Tr . Tu Conjunto de tareas no asignadas
24: v ← 1
25: i← 1
26: repeat
27: if vstatev = NODEPOT then
28: rv ← (f iniv , fendv ),
29: else
30: rv ← (f iniv , taski, fendv )
31: Tu ← Tu \ taski
32: i← i+ 1
33: end if
34: v ← v + 1
35: until |Tu| = ∅
36: end function
37: function MergingRoutes(R, i∗, j∗)
38: ri∗ ← (f iniri∗ , task1ri∗ , . . . , tasknri∗ , task1rj∗ , . . . , taskmrj∗ , fendri∗ )
39: rj∗ ← (f inirj∗ , fendrj∗ )
40: if vstatevrj∗ = NOUSED then
41: R ← R \ rj∗
42: end if
43: end function
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la columna novena mostrar´ıa el tiempo de computacio´n en segundos.
Los resultados muestran que imponer un tiempo de espera ma´ximo entre tareas
beneficia la bu´squeda de soluciones ma´s apropiadas que la libertad total en dicho aspecto.
Un limite alrededor de los 65 minutos optimiza los resultados medios alcanzados por el




























Figura 7.4: Heur´ıstica de ma´ximo ahorro con tiempo de espera ma´ximo (Test R1.1)
Tabla 7.1: Heur´ıstica de ma´ximo ahorro con tiempo de espera ma´ximo - 25 tareas
(Test R1.1)
MAXWAITING dist nV cLO nLO cLD nLD TC Time
15 1079,29 10 9,33 2 0 0 1188,62 0,23
20 1079,29 10 9,33 2 0 0 1188,62 0,23
25 1068,04 11 0,50 1 0 0 1178,53 0,23
30 1028,66 10 2,50 1 0 0 1131,16 0,23
35 1024,26 11 0,00 0 0 0 1134,26 0,22
40 990,30 10 2,50 1 0 0 1092,80 0,25
45 990,30 10 2,50 1 0 0 1092,80 0,23
50 990,30 10 2,50 1 0 0 1092,80 0,31
55 990,30 10 2,50 1 0 0 1092,80 0,24
60 984,40 9 12,00 2 0 0 1086,40 0,24
65 984,40 9 12,00 2 0 0 1086,40 0,24
70 990,86 10 12,00 2 0 0 1102,86 0,24
75 990,86 10 12,00 2 0 0 1102,86 0,23
80 978,08 10 12,00 2 0 0 1090,08 0,23
85 978,08 10 12,00 2 0 0 1090,08 0,23
90 978,08 10 12,00 2 0 0 1090,08 0,27
95 978,08 10 12,00 2 0 0 1090,08 0,23
100 978,08 10 12,00 2 0 0 1090,08 0,23
105 978,08 10 12,00 2 0 0 1090,08 0,23
110 978,08 10 12,00 2 0 0 1090,08 0,22
115 978,08 10 12,00 2 0 0 1090,08 0,23
120 978,08 10 12,00 2 0 0 1090,08 0,25
125 978,08 10 12,00 2 0 0 1090,08 0,23
130 978,08 10 12,00 2 0 0 1090,08 0,23
135 978,92 11 3,17 1 0 0 1092,08 0,22
140 978,92 11 3,17 1 0 0 1092,08 0,22
145 978,92 11 3,17 1 0 0 1092,08 0,22
150 978,92 11 3,17 1 0 0 1092,08 0,22
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Tabla 7.2: Heur´ıstica de ma´ximo ahorro con tiempo de espera ma´ximo - 50 tareas
(Test R1.1)
MAXWAITING dist nV cLO nLO cLD nLD TC Time
15 2032,92 20 0,50 1 0 0 2233,42 1,63
20 2011,24 20 0,50 1 0 0 2211,73 1,63
25 1992,33 20 0,00 0 0 0 2192,33 1,63
30 1971,66 20 0,00 0 0 0 2171,66 1,64
35 1958,10 20 0,00 0 0 0 2158,10 1,64
40 1950,01 20 0,00 0 0 0 2150,01 1,64
45 1932,86 20 0,00 0 0 0 2132,86 1,63
50 1928,97 20 4,17 1 0 0 2133,14 1,63
55 1920,22 20 4,17 1 0 0 2124,39 1,63
60 1914,33 20 4,17 1 0 0 2118,49 1,63
65 1905,13 20 4,17 1 0 0 2109,29 1,63
70 1906,21 20 8,94 1 0 0 2115,15 1,63
75 1906,21 20 8,94 1 0 0 2115,15 1,63
80 1896,98 20 8,94 1 0 0 2105,92 1,63
85 1871,42 21 4,17 1 0 0 2085,58 1,61
90 1871,42 21 4,17 1 0 0 2085,58 1,61
95 1871,42 21 4,17 1 0 0 2085,58 1,61
100 1871,42 21 4,17 1 0 0 2085,58 1,62
105 1879,68 21 8,94 1 0 0 2098,63 1,62
110 1879,68 21 8,94 1 0 0 2098,63 1,62
115 1879,68 21 8,94 1 0 0 2098,63 1,62
120 1876,66 22 0,00 0 0 0 2096,66 1,60
125 1916,19 22 3,27 1 0 0 2139,46 1,59
130 1916,19 22 3,27 1 0 0 2139,46 1,60
135 1915,87 22 3,27 1 0 0 2139,14 1,59
140 1915,87 22 3,27 1 0 0 2139,14 1,59
145 1915,87 22 3,27 1 0 0 2139,14 1,59
150 1915,87 22 3,27 1 0 0 2139,14 1,59
Tabla 7.3: Heur´ıstica de ma´ximo ahorro con tiempo de espera ma´ximo - 100 tareas
(Test R1.1)
MAXWAITING dist nV cLO nLO cLD nLD TC Time
15 3864,47 41 13,83 2 0 0 4288,30 12,66
20 3812,87 38 19,55 3 0 0 4212,43 12,84
25 3795,85 38 19,55 3 0 0 4195,41 12,85
30 3753,23 37 14,22 3 0 0 4137,46 12,86
35 3715,18 37 14,22 3 0 0 4099,40 12,87
40 3722,93 38 9,97 2 0 0 4112,89 12,86
45 3722,93 38 9,97 2 0 0 4112,89 12,82
50 3671,64 38 9,97 2 0 0 4061,61 12,81
55 3652,79 38 12,80 3 0 0 4045,59 12,82
60 3594,42 37 22,30 4 0 0 3986,72 12,85
65 3578,95 36 30,80 5 0 0 3969,75 12,90
70 3578,95 36 30,80 5 0 0 3969,75 12,94
75 3596,06 37 26,97 4 0 0 3993,03 12,88
80 3626,51 38 26,66 4 0 0 4033,18 12,81
85 3627,56 38 26,66 4 0 0 4034,23 12,82
90 3627,56 38 26,66 4 0 0 4034,23 12,80
95 3615,96 38 26,66 4 0 0 4022,62 12,82
100 3601,30 38 26,66 4 0 0 4007,96 12,81
105 3576,63 37 33,83 5 0 0 3980,46 12,91
110 3576,63 37 33,83 5 0 0 3980,46 12,88
115 3576,63 37 33,83 5 0 0 3980,46 12,91
120 3558,86 38 27,50 5 0 0 3966,36 12,86
125 3546,84 38 31,66 6 0 0 3958,51 13,46
130 3546,84 38 31,66 6 0 0 3958,51 13,18
135 3546,84 38 31,66 6 0 0 3958,51 13,18
140 3554,37 38 33,84 6 0 0 3968,21 13,16
145 3554,37 38 33,84 6 0 0 3968,21 12,99
150 3554,37 38 33,84 6 0 0 3968,21 12,82
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7.2. Heur´ıstica de vecino ma´s cercano
La segunda heur´ıstica propuesta identifica entre el conjunto de tareas todav´ıa
no servidas, Tu, la tarea que se encuentra ma´s cerca de las ya insertadas; de ah´ı que dicha
heur´ıstica sea nombrada como heur´ıstica del vecino ma´s cercano (NNH). La cercan´ıa de
una tarea j a una ruta ri puede evaluarse a trave´s de la funcio´n Pij , expresada segu´n la
ecuacio´n (7.4). Un valor bajo de dicha funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (7.4)
Al igual que en la anterior heur´ıstica, dilj corresponde a la distancia entre el
destino de la u´ltima tarea de la ruta ri y el origen de la tarea j.
Wij es la espera mı´nima necesaria para poder comenzar las tarea j tras terminar
la u´ltima tarea de la ruta ri; su expresio´n viene detallada en la ecuacio´n (7.3) y se
representaen la Figura 7.3.
Hij es la holgura existente o urgencia en realizar dicha tarea; su valor se toma
de la ecuacio´n (7.5), siendo la Figura 7.5 una ayuda para su entendimiento.
Hij =
{
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I
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8.2. Heur´ıstica de vecino ma´s cercano
La heur´ıstica propuesta identifica entre el conjunto de tareas todav´ıa no ser-
vidas, Tu, la tarea q e se encuentra ma´s c rca de las ya insertadas; de hay que dicha
heur´ıstica sea nombrada como heur´ıstica del vecino ma´s cercano. La cercan´ıa de una
tarea j a una ruta ri puede evaluarse a trave´s de la funcio´n Pij ; expresada segu´n la
ecuacio´n (1.4). Un valor bajo de dicha funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que en la anterior heur´ıstica, dilj corresponde a la distancia entre el
destino de la u´ltima tarea de la ruta ri y el origen de la tarea j.
Wij es la espera mı´nima necesaria para poder comenzar las tarea j tras terminar
la u´ltima tarea de la ruta ri; su expresio´n viene detallada en la ecuacio´n (1.3) y se
representaen la Figura 1.3.
Hij es la holgura existente o urgencia en realizar dicha tarea; su valor se toma
de la ecuacio´n (1.5), siendo la Figura 1.5 una ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I



























(b) Tarea j ∈ T E
Figura 8.5: Holgura entre tareas
V Iij y V
E
ij son el coste debido a la ruptura de las ventanas temporales impuestas,
es decir, a la violacio´n de las restricciones temporales contempladas en la terminal. Se
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8.2. Heur´ıstica de vecino ma´s cercan
La heur´ıstica propuesta identifica entre el conjunto de tareas todav´ıa no ser-
vidas, Tu, la tarea que se encuentra ma´s cerca de las ya insertadas; de hay que dicha
heur´ıstica sea nombrada como heur´ıstica del vecino ma´s cercano. La cercan´ıa de una
tarea j a una ruta ri puede evaluarse a trave´s de la funcio´n Pij ; expresada segu´n la
ecuacio´n (1.4). Un valor bajo de dicha funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igu l que en la anterior heur´ı tica, dilj corresponde a la distancia entr el
destino de la u´ltima tarea de la ruta ri y el origen de la tarea j.
Wij es la espera mı´nima necesaria para poder comenzar las tarea j tras terminar
la u´ltima tarea de la ruta ri; su expresio´n viene detallada en la ecuacio´n (1.3) y se
representaen la Figura 1.3.
Hij es la holgura existente o urgencia en realizar dicha tarea; su valor se toma
de la ecuacio´n (1.5), siendo la Figura 1.5 una ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I
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Figura 8.5: Holgura entre tareas
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ij son el coste debido a la ruptura de las ventanas temporales impuestas,
es decir, a la violacio´n de las restricciones temporales contempladas en la terminal. Se
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Debido a la existencia de ventanas temporales, adema´s de los costes debido a
violaciones de las mismas otra consideracio´n ha de ser tenida en cuenta; puede que la
espera entre tareas sea tan elevada que perjudique a la solucio´n propuesta, incremen-
tando el nu´mero de veh´ıculos necesarios para realizar la misma. Para minimizar dicho
perjuicio, se ha limitado el tiempo de espera ma´ximo entre tareas, MAXWAITING. Di-
cha restriccio´n se lleva a cabo a trave´s de la imposicio´n de la ecuacio´n (1.2), donde Wij
representa el tiempo de espera entre la u´ltima tarea de la ruta ri y la primera tarea de
la ruta rj expresado a trave´s de la ecuacio´n (1.3). La Figura 1.3 muestra gra´ficamente
el tiempo de espera entre tareas.
Wij ≤ MAXWAITING (8.2)
Wij =
￿
ma´x(0, EOj − (stDil + sDil + tiljf )) si j ∈ T I
ma´x(0, EDj − (stDil + sDil + tiljf + sOjf + tjf )) si j ∈ T E
(8.3)
La heur´ıstica de ahorro en costes en un entorno dina´mico se muestra en el
Algoritmo 1. En la l´ınea 2 se llama a la funcio´n InitialRoutes que inicializa las rutas,
R, segu´n el procedimiento explicado en el ejemplo de la Figura 1.1. Una vez inicializada
las rutas, se entra en el bucle que intentara´ solapar todas las rutas posibles; en este
bucle se iterara´ mientras haya ma´s rutas que veh´ıculos, |R| ≥ |V|, o mientras exista
posibilidad de ahorro (como se muestra en la l´ınea 4). Dentro de dicho bucle: se calcula
el ahorro de todas las combinaciones de ruta (L´ınea 7); se analiza que grupo de dichas
uniones, WC, cumplen la condicio´n de ma´ximo tiempo de esp ra (L´ınea 8); y se elige
las rutas a concatenar (L´ıneas 12, 14 y 12), eligiendo preferentemente las que producen
mayor ahorro dentro de las que cumplen la condicio´n de espera. Por u´ltimo, se realiza
la unio´n llamando a la funcio´n MergingRoutes (19).
Las Tablas 1.1, 1.2 y 1.3 y la Figura 1.4 muestran como se comporta el algo-
ritmo frente a diferentes valores de MAXWAITING. El algoritmo ha sido testado en un
problema esta´tico del tipo R1.13, para tres poblaciones de tareas (25, 50, y 100). En las
diferentes tablas la primera columna representa el tiempo ma´ximo de espera propues-
to; la segunda columna se trata de la distancia recorrida; la tercera columna muestra
el nu´mero de veh´ıculos necesarios para la solucio´n encontrada; las columnas cuarta y
quinta hacen referencia a la ruptura de ventanas temporales en el origen, siendo res-
pectivamente el coste debido a rupturas y el nu´mero de rupturas; las columnas sexta y
se´ptima representan lo mismo que las dos anteriores pero para ventanas temporales en
el destino; la columna octava ser´ıa el coste total de la solucio´n encontrada; y por u´ltimo,
la columna novena mostrar´ıa el tiempo de computacio´n en segundos.
Los resultados muestran que imponer un tiempo de espera ma´ximo entre tareas
3Ver Ape´ndice A
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8.2. Heur´ıstica de vecino ma´s cerc no
La heur´ıstica propuesta identifica entre el conjunto de tareas todav´ıa no ser-
vidas, Tu, la tarea que se encuentra ma´s cerca de las ya insertadas; de hay que dicha
heur´ıstica sea nombrada como heur´ıstica del vecino ma´s cercano. La cercan´ıa de una
tarea j a una ruta ri puede evaluarse a trave´s de la funcio´n Pij ; expresada segu´n la
ecuacio´n (8.4). Un valor bajo de dicha funcio´n es sino´nimo de una mayo cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que en la anterior heur´ıstica, ilj corresponde a la distancia entre el
destino de la u´ltima tarea de la ruta ri y el origen de la tarea j.
Wij es la espera mı´nima necesaria para poder comenzar las tarea j tras terminar
la u´ltima tarea de la ruta ri; su expresio´n viene detallada en la ecuacio´n (8.3) y se
representaen la Figura 8.3.
Hij es la holgura existente o urgencia en realizar dicha tarea; su valor se toma
de la ecuacio´n (8.5), siendo la Figura 8.5 una ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I



























(b) Tarea j ∈ T E
Figura 8.5: Holgura entre tareas
V Iij y V
E
ij son el coste debido a la ruptura de las ventanas temporales impuestas,
es decir, a la violacio´n de las restricciones temporales contempladas en la terminal. Se
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8.2. Heur´ıstica de vecino ma´s cercano
La heur´ıstica propuesta identifica entre el conjunto de tareas todav´ıa no ser-
vidas, Tu, la tarea que se encuentra ma´s ce ca de las ya insert d s; de hay que dich
heur´ıstica sea nombrada como heur´ıstica del vecino ma´s ce c no. La cercan´ıa de una
tarea j a una ruta ri puede evaluarse a trave´s de la funcio´n Pij ; expresada segu´n la
ecuacio´n (8.4). Un valor bajo de dicha funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que en la anterior heur´ıstica, dilj c rresponde a distancia entre el
destino de la u´ltima tarea de la ruta ri y el origen de la area j.
Wij es la espera mı´nima necesaria para poder comenzar las tarea j tras terminar
la u´ltima tarea de la ruta ri; su expresio´n viene detallada en la ecuacio´n (8.3) y se
representaen la Figura 8.3.
Hij es la holgura existente o urgencia en realizar dicha tarea; su valor se toma
de la ecuacio´n (8.5), siendo la Figura 8.5 una ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I
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Figura 8.5: Holgura ent areas
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8.2. Heur´ıstica de vecino ma´s cercan
La heur´ıstica propuesta identifica entre el conjunto de tareas todav´ıa no ser-
vidas, Tu, la tarea que se encuentra ma´s cerca de las ya insertadas; de hay que dicha
heur´ıstica sea nombrada como heur´ıstica del vecino ma´s cercano. La cercan´ıa de una
tarea j a una ruta ri puede evaluarse a trave´s de la funcio´n Pij ; expresada segu´n la
ecuacio´n (8.4). Un valor bajo de dicha funcion es sino´nimo d una mayor cerc n´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que en la anterior heur´ıst ca, dilj co responde a la distancia en re el
destino de la u´ltima tarea de la ruta ri y el origen de la tarea j.
Wij es la espera mı´nima necesaria para poder comenzar las tarea j tras terminar
la u´ltima tarea de la ruta ri; su expresio´n viene detallada en la ecu cio´n (8.3) y se
representaen la Figura 8.3.
Hij es la holgura existente o urgencia en realizar dicha tarea; su valor se toma
de la ecuacio´n (8.5), siendo la Figura 8.5 una ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tare j ∈ T I
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8.2. Heur´ıstica de vecino ma´s cercano
La heur´ıstica propuesta identifica entre el conjunto de tareas tod v´ıa no ser-
vidas, Tu, la tarea que se encuentra m´s cerca de las ya ins rtadas; de hay que dicha
heur´ıstica sea nombrada como heur´ıstica del vecino m´s cercano. La cerca ı´a de una
tarea j a una ruta ri puede evaluarse a trave´s de la funcio´n Pij ; expresada segu´n la
ecuacio´n (8.4). Un valor bajo de dicha funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que en la anterior heur´ıstica, dilj corr sponde a la dist ncia entre el
destino de la u´ltima tarea de la ruta ri y el origen de la tarea j.
Wij es la espera mı´nima necesaria p ra poder comenzar las ta a j tras termin r
la u´ltima tarea de la ruta ri; su expresion vien detallad n l ecuacio´ (8.3) y s
representaen la Figura 8.3.
Hij es la holgura existente o urgencia en realizar dicha tarea; su valor se toma
de la ecuacio´n (8.5), siendo la Figura 8.5 una ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tar a j ∈ T I
ma´x(0, LDj − (stDil + sDil + tilj + sOj + tj)) si tareaj ∈ T E
(8.5)
Di Dj Oj
V Iij y V
E
ij son el coste debido a la ruptura de las ventanas temporales impuestas,
es decir, a la violacio´n de las restricciones temporales contempladas en la terminal. Se
realiza una distincio´n entre los tareas de importacio´n, 8.6, y de exportacio´n, 8.7, dado




cwait ·ma´x(0, (ftil + sDil + tiljf )− LOj ) si j tarea tipo I
0 si j tarea tipo E
(8.6)
4Por simplificar, las penalizaciones por llegada tard´ıa al depo´sito han sido equiparadas a tareas de
importacio´n
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8.2. Heur´ıstica de vecino a´s cercano
La heur´ıstica propuesta id tifica entre el conjunto de tareas t dav´ıa no ser-
vid s, Tu, la tar a que se encuentra ma´s cerca de las ya insertad s; de hay que dicha
heur´ıstica se nombrada como heur´ıstica del veci o ma´s cercano. La cerca ı´a de una
tarea j a una r ta ri puede v luars a trave´s de la funcio´n Pij ; expresada segu´n la
ecuacio´n (8.4). Un valor bajo de dicha funci es sino´nim una may r cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que en la anterior heu ı´stica, dilj c rresponde a la distancia entre el
destino de la u´ltima t rea de la ruta i y el origen de la tarea j.
Wij s la esper ı´nima necesaria para poder comenzar las t rea j tras terminar
la u´ltima tarea de la r ta ri; su expresio´n viene detallada en la ecuacio´ (8.3) y se
representaen la Figura 8.3.
Hij es l holgura existente o urgencia en realizar dicha tarea; su valor se toma
de la ecuacio´n (8.5), siendo la Figur 8.5 una yuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I
ma´x(0, LDj − (stDil + sDil + tilj + sOj + tj)) si tareaj ∈ T E
(8.5)
Di Dj Oj
V Iij y V
E
ij son el coste debido a l ruptura de las ventanas t mporales impuestas,
es decir, la violacio´n de las restricciones t mporales contempladas en l terminal. Se
realiza una distincio´n entr los tareas de importacio´n, 8.6, y de exportacio´n, 8.7, dado




cwait ·ma´x(0, (ftil + sDil + tiljf )− LOj ) si j tarea tipo I
0 si j tarea tipo E
(8.6)
4Por simplificar, las penalizaciones por llegada tard´ıa al depo´sito han sido equiparadas a tareas de
importacio´n
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8.2. Heur´ıstica de vecino ma´s cercano
La heur´ıstica propuesta ide tifica entre el conjunto de tareas todav´ıa no ser-
vidas, Tu, la tarea que se encuentra ma´s cerca de las ya insertadas; de hay que dicha
heur´ıstica sea nombrada como heur´ıstica del vecino ma´s cercano. La cercan´ıa de una
tarea j a una ruta ri puede evaluarse a trave´s de la funcio´n Pij ; expresada segu´n la
ecuacio´n (1.4). Un valor bajo de dicha funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que en la anterior heur´ıstica, dilj corresponde a la distancia entre el
destino de la u´ltima tarea de la ruta ri y el origen de la tarea j.
Wij es la espera mı´nima necesaria para poder comenzar las tarea j tras terminar
la u´ltima tarea de la ruta ri; su expresio´n viene detallada en la ecuacio´n (1.3) y se
representaen la Figura 1.3.
Hij es la holgura existente o urgencia en realizar dicha tarea; su valor se toma
de la ecuacio´n (1.5), siendo la Figura 1.5 una ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I



























(b) Tarea j ∈ T E
Figura 8.5: Holgura entre tareas
V Iij y V
E
ij son el coste debido a la ruptura de las ventanas temporales impuestas,
es decir, a la violacio´n de las restricciones temporales contempladas en la terminal. Se
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8.2. Heur´ıstica de vecino ma´s cercano
La heur´ıstica propuesta identifica entre el conjunto de tareas todav´ıa no ser-
vidas, Tu, la tarea que se encuentra m s cerca de las ya insertadas; de hay que dicha
heur´ıstica sea nombrada como heur´ıstica del vecino ma´s cercano. La cercan´ıa de una
tarea j a una ruta ri puede evaluarse a trave´s de la funcio´n Pij ; expresada segu´n la
ecuacio´n (1.4). Un valor bajo de dicha funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que en la anterior heur´ıstica, dilj corresponde a la distancia entre el
destino de la u´ltima tarea de la ruta ri y el origen de la tarea j.
Wij es la espera mı´nima necesaria para poder comenzar las tarea j tras terminar
la u´ltima tarea de la ruta ri; su expresio´n viene detallada en la ecuacio´n (1.3) y se
representaen la Figura 1.3.
Hij es la holgura existente o urgencia en realizar dicha tarea; su valor se toma
de la ecuacio´n (1.5), siendo la Figura 1.5 una ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I



























(b) Tarea j ∈ T E
Figura 8.5: Holgura entre tareas
V Iij y V
E
ij son el coste debido a la ruptura de las ventanas temporales impuestas,
es decir, a la violacio´n de las restricciones temporales contempladas en la terminal. Se
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Debido a la existencia de ventanas temporales, adema´s de los costes debido a
violaciones de las mismas otra consideracio´n ha de ser tenida en cuen ; puede qu la
espera entre tareas sea t n elevada qu erjudique a la solucio´n propu st , ncremen-
tando el nu´mero de veh´ıculos necesarios para realizar la misma. Para minimizar dicho
perjuicio, se ha limitado el tie po de espera ma´ximo entre tareas, MAXWAITING. Di-
cha restriccio´n se lleva a cabo a trave´s de la imposicio´n de la ecuacio´n (1.2), donde Wij
representa el tiempo de espera entre la u´ltima tarea de la ruta ri y la primera tarea de
la ruta rj expresado a trave´s de la ecuacio´n (1.3). La Figura 1.3 muestra gra´ficamente
el tiempo de espera entre tareas.
Wij ≤ MAXWAITING (8.2)
Wij =
￿
ma´x(0, EOj − (stDil + sDil + tiljf )) si j ∈ T I
ma´x(0, EDj − (stDil + sDil + tiljf + sOjf + tjf )) si j ∈ T E
(8.3)
La heur´ıstica de ahorro en costes en un entorno dina´mico se muestra en el
Algoritmo 1. En la l´ınea 2 se llama a la funcio´n InitialRoutes que inicializa las rutas,
R, segu´n el procedimiento explicado en el ejemplo de la Figura 1.1. Una vez inicializada
las rutas, se entra en el bucle que intentara´ solapar todas las rutas posibles; en este
bucle se iterara´ mientras haya ma´s rutas que veh´ıculos, |R| ≥ |V|, o mientras exista
posibilidad de ahorro (como se muestra en la l´ınea 4). Dentro de dicho bucle: se calcula
el ahorro de todas las combinaciones de ruta (L´ınea 7); se analiza que grupo de dichas
uniones, WC, cumplen la condicio´n de ma´ximo tiempo de espera (L´ınea 8); y se elige
las rutas a concatenar (L´ıneas 12, 14 y 12), eligiendo preferentemente las que producen
mayor ahorro dentro de las que cumplen la condicio´n de espera. Por u´ltimo, se realiza
la unio´n llamando a la funcio´n MergingRoutes (19).
Las Tablas 1.1, 1.2 y 1.3 y la Figura 1.4 muestran como se comporta el algo-
ritmo frente a diferentes valores de MAXWAITING. El algoritmo ha sido testado en un
problema esta´tico del tipo R1.13, para tres poblaciones de tareas (25, 50, y 100). En las
diferentes tablas la primera columna representa el tiempo ma´ximo de espera propues-
to; la s gunda columna se trata de la distancia recorrida; la tercera columna muestra
el nu´mero de veh´ıculos necesarios para la solucio´n encontrada; las columnas cuarta y
quinta hacen referencia a la ruptura de ventanas temporales en el origen, siendo res-
pectivamente el coste debido a rupturas y el nu´mero de rupturas; las columnas sexta y
se´ptima representan lo mismo que las dos anteriores pero para ventanas temporales en
el destino; la columna octava ser´ıa el coste total de la solucio´n encontrada; y por u´ltimo,
la columna novena mostrar´ıa el tiempo de computacio´n en segundos.
Los resultados muestran que imponer un tiempo de espera ma´ximo entre tareas
3Ver Ape´ndice A
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8.2. H ur´ıs ica de v cino ma´s cercano
La h ur´ıstica propu s a identifica entr el conjunto de tareas todav´ıa no ser-
vidas, Tu, la tar a que se encuentra ma´s cerca de las ya insertadas; de hay que dicha
heur´ıstic sea nomb ada como heu ı´stic del vecino ma´s ercano. La cercan´ıa de una
tarea j a una ruta ri puede valuarse a trave´s de la funcio´n Pij ; expresada segu´n la
ecuacio´n (8.4). Un valor bajo dicha funcio´n es sino´nimo de u a mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
A igual que en la anterior heu ı´ tica, dilj corresponde la distancia entre el
destino de la u´ tima tarea de la ruta ri y el origen de la tarea j.
Wij es l esp r mı´nima nec saria par poder comenzar l s tarea j tr s terminar
la u´ltima tarea de la ruta ri; su expresio´n viene d tallada en la ecuacio´n (8.3) y se
representaen la Figura 8.3.
Hij es la holgura xistente o urgencia en realizar dicha tarea; su valor se toma
de la ecuacio´n (8.5), siendo l Figur 8.5 una ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I



























(b) Tarea j ∈ T E
Figura 8.5: Holgura entre tareas
V Iij y V
E
ij son el coste debido a la ruptura de las ventanas temporales impuestas,
es decir, a la violacio´n de las restricciones temporales contempladas en la terminal. Se
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8.2. Heur´ısti a de vecino ma´s erc no
La heur´ıstica propuesta identifica entre el conjunt de tareas todav´ıa no s r-
vidas, Tu, la tarea que se encuentr ma´s cerca de las ya insertadas; de hay que dicha
heur´ıstica sea nombrada como heur´ıstica del vecino ma´s cercano. La cercan´ıa de una
tare j a una ruta ri puede evalu rse a trav´ l funcio´n Pij ; expresad segu´n la
ecuacio´n (8.4). Un valor bajo de dicha funcio es sino´nimo de una m yor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igua que en la anterior heur´ıstica, dilj corresponde a la distancia e tre el
stino de la u´ltima t r a de la ruta ri y el origen de la tarea j.
Wij es la spera mı´nima ecesaria para poder comenzar las tarea j tras terminar
la u´ltima tarea de l ruta ri; su expresio´n viene detallada en la ecuacio´n (8.3) y se
representaen la Figura 8.3.
Hij es la holgura existente o urgencia en realizar dicha tarea; su valor se toma
de l ecuacio´n (8.5), siendo la Figura 8.5 un ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I



























(b) Tarea j ∈ T E
Figura 8.5: Holgura entre tareas
V Iij y V
E
ij son el cost debido a l ruptur de las ventanas temporales impuestas,
es decir, a la violacio´n e las restricciones temporales contempladas en la terminal. Se
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8.2. Heur´ıstica de v ci a´s cerc no
La heur´ıstica propuesta identifica entre el conjunt de tareas todav´ı no ser-
vidas, Tu, la tarea que se encuentra a´s ce ca de las ya insert das; de hay qu dich
heur´ıstica sea nombrada como heur´ıstica del vecino ma´s cercano. L cercan´ıa de una
tarea j a una ruta ri puede evaluarse a trave´s de la funcio´n Pij ; expresada segu´n la
ecuacio´n (8.4). Un valor bajo de dicha funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual q e en la nte ior heur´ıstica, dilj corresponde a l distancia ntre el
desti o d la u´ltima tarea de la r ta ri y el origen de la tarea j.
Wij es la espera mı´nima ecesaria para poder comenzar las tarea j tras terminar
la u´ltima tarea de l ruta ri; su expresio´n viene detallada en la ecuacio´n (8.3) y se
representaen la Figura 8.3.
Hij es la holgura existente o urgencia en realizar dicha area; su valor s toma
de l ecuacio´n (8.5), siendo la Figura 8.5 una ayuda para su entendimiento.
Hi =
￿
ma´x(0, LOj − (stDil + sDil + ilj)) si tarea j ∈ T I



























(b) Tarea j ∈ T E
Figur 8.5: Holgura ent ar as
V Iij y V
E
ij son el coste debido a la ruptura de las vent nas temporales impuestas,
es decir, a la violacio´n de las estricciones temporales contempladas en la terminal. Se
Cap´ıtulo 8 Mo´dulo de optimizacio´n de tareas de acarreo - heur´ısticas 115
8.2. Heur´ıstica d vecin m´s c cano
La heur´ıstica propuesta identifica entre el conjunto de tareas todav´ıa no ser-
vidas, Tu, la tarea que se encuentra ma´s cerca de las ya insertadas; de hay que dicha
heur´ıstica sea nombrada como heur´ıstica del vecino ma´s cercano. La cercan´ıa de una
tarea j a una ruta ri puede evaluarse a trave´s de la funcio´n Pij ; expresada segu´n la
ecuacio´ (8.4). Un valor bajo de dicha funcio´n es in´ imo de una mayor cercan´ıa.
Pi = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que en la anterior heur´ıstica, dilj corresponde a la distancia entre el
estino de la u´ltima tarea de la ruta ri y el origen de la tarea j.
Wij es la espera mı´nima ecesaria para poder comenzar las tarea j tras terminar
la u´ltim tare de la ruta ri; su expresio´n viene detallada en la ecuacio´n (8.3) y se
representaen la Figura 8.3.
Hij es la holgura existente o urgencia en realizar dicha tarea; su valor se toma
de la ec acio´n (8.5), siendo la Figura 8.5 una ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I



























(b) Tarea j ∈ T E
Figura 8.5: Holgura entre tareas
V Iij y V
E
ij s n el coste debido a la ruptura de las ventanas temporales impuestas,
es decir, a la violacio´n d las restricciones temporales contempladas en la terminal. Se
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8.2. Heur´ıstica de vecino ma´s cercano
La heur´ıstica propuesta identifica entre el conjunto de tareas todav´ıa no ser-
vidas, Tu, la tarea que se encuentra ma´s cerca de las ya insertadas; de hay que dicha
heur´ıstica sea nombrada co o heur´ıstica del vecino a´s cercano. La cercan´ıa de una
tarea j a una ruta ri puede evaluarse a trave´s de la funcio´n Pi ; expresada segu´n la
ecuacio´n (8.4). Un valor bajo de dicha funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que en la anterior heur´ıstica, dilj corresponde a la distanci entre el
destino de l u´ltim t r de l ruta ri y el origen de la tarea j.
Wij es la espera mı´nima neces ria para poder comenzar las tarea j tras terminar
la u´ltima tarea de la ruta ri; su expresio´n viene detallada en la ecuacio´n (8.3) y se
repr sentae la Fig a 8.3.
Hij s l holgura existente o urgencia en realizar dicha tarea; su valor se toma
de la ecuacio´n (8.5), s endo la Figura 8.5 una yuda para su ntendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si t rea j ∈ T I



























(b) Tarea j ∈ T E
Figura 8.5: Holgura entre tareas
V Iij y V
E
ij son el coste debido a la ruptura de las ventanas temporales impuestas,
es decir, a la violacio´n de las restricciones temporales contempladas en la terminal. Se
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8.2. Heur´ısti a de vecino ma´s cerca o
La heur´ıstica propuesta identifica entr el conjunto de tareas todav´ıa no ser-
vidas, Tu, la tarea que se encuentra ma´s cerca de las ya insertadas; de hay que dicha
heur´ıstica sea nombrada como heur´ıstic del vecino ma´s cerca o. La cercan´ıa de una
tarea j a una ruta ri puede evaluarse a trave´s de la funcio´n Pij ; expresada segu´n la
ecuacio´n (8.4). Un valor baj de dicha funcio´n es sino´nimo de a mayor cercan´ıa.
= δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que en l nter or heur´ıstica, dilj corresponde a la distancia entre el
des in l u´ltima tarea de la rut ri y el origen d la tarea j.
Wij es la espera ı´nima nec saria p ra poder comenzar las tarea j tras t rminar
u´ltima t re de a uta ri; su exp esio´n viene det llada en la ecuacio´n (8.3) y se
repre entaen la Figura 8.3.
Hij es la olgu a existente o urgencia en realizar dicha tarea; su valor se toma
de l ecu cio´n (8.5), siendo la Figura 8.5 u a ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I
ma´x(0, LDj − (stDil + sDil + tilj + sOj + tj)) si tareaj ∈ T E
(8.5)
Di Dj Oj
V Iij y V
E
ij s n el coste d b do a la ruptura de las ventanas temporales impuestas,
es deci , a la violacio´n d las rest icciones temporales contempladas en la terminal. Se
realiza una distincio´n entre los t reas de importacio´n, 8.6, y de export cio´n, 8.7, dado




cwait ·ma´x(0, (ftil + sDil + tiljf )− LOj ) si j tarea tipo I
0 si j tarea tipo E
(8.6)
4Por sim lificar, las penaliz cion s por llegada tard´ıa al depo´sito ha sido equiparadas a t re s de
importacio´n
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8.2. Heur´ıstica de veci o ma´s cercano
La heur´ıstica propuesta identifica entre el conjunto de tareas todav´ıa no ser-
vidas, Tu, la tarea que se encuentra ma´s cerca de las ya insertadas; de hay que dicha
he r´ıstic sea nombrada c mo heur´ıstica del vecino ma´s cercano. L cercan´ıa de u a
tarea j a una ruta ri puede valuarse a trave´s de la funcio´n Pij ; expresada segu´n la
ecuacio´n (8.4). Un valor bajo de dicha fu cio´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que en la anterior heur´ıstica, dilj corresponde a la distancia entre el
destin d la u´ltim ta ea de la ruta i y el origen de la tare j.
Wij s la esper mı´nima necesaria par poder comenzar la tarea j tras terminar
la ultim tarea d l ru ri; expre io´n vi ne detallada en la ecuacio´n (8.3) y se
representaen la Figura 8.3.
Hij es la holgura existente o u gencia en realizar dicha tarea; su valor se toma
de la ecuacio´n (8.5), si do la Figura 8.5 una ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I
ma´x(0, LDj − ( tDil + sDil + t lj + sOj + tj)) si tareaj ∈ T E
(8.5)
Di Dj Oj
V Iij y V
E
ij son el coste debido a la r ptura de las ventanas temporales impuestas,
es decir, a l violacio´n de l s r stricciones temporales contempladas en la terminal. Se
realiza un distincio´n entr los areas de importacio´n, 8.6, y de exportacio´n, 8.7, dado




cwait ·ma´x(0, (ftil + sDil + tiljf )− LOj ) si j tarea tipo I
0 si j tarea tipo E
(8.6)
4Por simplificar, las penalizacion s por lleg da tard´ı al depo´sito han sido equiparadas tareas de
importacio´n
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8.2. Heu ı´stica de vecino a´s cer no
La heur´ıstica propuesta identifica ent e el conjunto de tareas todav´ıa no ser-
vidas, Tu, la tarea que se encuentra ma´s cerca de las y i ertad s; de hay qu dicha
heur´ıstica sea nombrada co o heur´ıstica del vecino ma´s cercano. La cercan´ıa de un
t rea j a una ruta ri puede ev lu rse a tr ve´s de la funcio´n Pij ; expr s da segu´n la
ecuacio´n (8.4). Un valor b jo de di ha func o´n es sin´nimo de una ayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que en a anterior heur´ıstica, dilj cor espon e a la distancia entre el
d stino d l u´ltim tarea de uta i y el o ig n d la area j.
Wij es la espera mı´nim neces ria pa a oder co zar las rea j tr s terminar
l u´ltim tarea d l ru a ri; su expr sio´n viene detall da en la ecuacio´n (8.3) y se
representaen l Figura 8.3.
Hij es la holgur xistente o urgenci en realiz r d cha area; su valor se tom
e l ecuacio´n (8.5), siendo l Fig ra 8.5 una ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si area j ∈ T I
ma´x(0, Lj − (stDil + sDil + tilj + sOj + tj)) si tareaj ∈ T E
(8.5)
i Dj Oj
V Iij y V
E
ij son e co te d bido a la ruptura de las ventanas temporal impu stas,
es decir, a la violacio´ de las r tricciones temp rales con empladas e la terminal. Se
realiza u a disti cio´n entre los t reas de importacio´n, 8.6, y de exportacio´n, 8.7, dado




cwait ·ma´x(0, (ftil + sDil + tiljf )− LOj ) si j tarea tipo I
0 si j tarea ti o E
(8.6)
4Por simplific r, las e alizaciones por lleg d tardıa al d po´ to han sido quipar d tareas de
mportacio´n
(b) Tarea j ∈ T E
Figura 7.5: Ho gur entre tare s
V Iij y V
E
ij son costes debidos a la ruptura de las ven anas temporales, es decir,
a la violacio´n de l s restricciones tempor les cont mpladas en la terminal. Se re liza
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una distincio´n entre los tareas de importacio´n, (7.6), y de exportacio´n, (7.7), dado que
las consecuencias de penalizacio´n son diferentes4. La funcio´n sgn se trata de la funcio´n











si j ∈ T I
















+ tilj + s
O
j + tj)− LDj
))]
si j ∈ T E (7.7)
sgn(x) =

1 si x > 0
0 si x = 0
−1 si x < 0
(7.8)
Por u´ltimo, uvi contiene informacio´n sobre el uso previo del veh´ıculo; en caso de
que la ruta ri no hubiera sido previamente puesta en circulacio´n ser´ıa necesario an˜adir
un sobrecoste, cveh.
Dos variaciones del algoritmo han sido testeadas: una variante serie, donde las
tareas se van asignando veh´ıculo a veh´ıculo hasta que este no puede admitir ma´s tareas;
y otra donde el vecino ma´s cercano se busca para todos los veh´ıculos existentes a la vez,
a la cual se le ha llamado solucio´n paralela. En ambos casos, para elegir los para´metros
δ ma´s adecuados, se han realizados experimentos con el test R1.1 y 3 taman˜os de tareas
a realizar.
7.2.1. Variante serie
En el caso serie, el uso de veh´ıculos se har´ıa de modo secuencial, introduciendo
nuevos veh´ıculos en la solucio´n a medida que son necesarios; el valor δ6, que penaliza el
uso de nuevos veh´ıculos, no tendr´ıa cabida. El uso de un nuevo veh´ıculo se determina
cuando no existen ma´s tareas factibles de ser insertadas en la ruta actual. Tres opciones
se han estudiado a la hora de determinar cuando una tarea no es factible de an˜adirse a
la ruta en vigor:
A: Existe ruptura de la ventana temporal en el destino de la tarea, lo que implicar´ıa
que se perder´ıa el transporte principal para el caso de tareas de exportacio´n.
4Por simplificar, las penalizaciones por llegada tard´ıa al depo´sito han sido equiparadas a tareas de
importacio´n
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B: Existe ruptura de la ventana temporal ya sea en el origen o en el destino.
C: El coste debido a violaciones de las ventanas temporales supera un cierto valor.
El Algoritmo 3 muestra la heur´ıstica en su variante serie. Primero inicializa las
rutas ya existentes (L´ıneas 2 a 4), debida a los coches que han sido previamente usados.
Despue´s, se analizan el valor de Pij para cada una de las tareas pendientes de asignar,
Tu, con la ruta actualmente en vigor (L´ınea 9), comproba´ndose si dichas tareas cumplen
con la condicio´n de factibilidad (L´ınea 10); dicha condicio´n sera´ una de las anteriormente
comentadas. Mientras existan tareas factibles (L´ınea 12), se ira´n insertando al ruta en
vigor atendiendo a el valor de Pij (L´ıneas 13 y 14). Cuando no existen tareas factibles
de ser insertadas en la ruta actual se pasa a la siguiente ruta (L´ınea 17), genera´ndose
una nueva si fuese necesario (L´ınea 19).
Algoritmo 3 Heur´ıstica dina´mica de vecino ma´s cercano - serie
1: procedure sNNH(T , vstate, tstate, vpos, time, traffic)
2: for v ∈ UV do . Inicializacio´n de rutas
3: ri ← (f inivi , fendvi ),
4: end for
5: Tu = Tr
6: repeat
7: i← 1
8: for j ∈ Tu do
9: Pij ← P (i, j)
10: FT ←FactibleTask(ri, j, T ) . FT conjunto de rutas factibles
11: end for
12: if ∃j ∈ FT then
13: ∃j∗ ∈ FT | Pi,j∗ ≤ Pij , ∀j 6= j∗
14: ri ←InsertTask(ri, j∗)
15: Tu ← Tu \ taskj∗
16: else
17: i← i+ 1
18: if ri = ∅ then
19: ri ← (f inivi , fendvi ),
20: end if
21: end if
22: until |Tu| = ∅
23: end procedure
24: function InsertTask(ri, j
∗)
25: ri∗ ← (f inivi , task1ri , . . . , tasknri , taskj∗ , fendvi )
26: end function
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La heur´ıstica ha sido testeada para diferentes pesos de δ en la funcio´n Pij
y para las tres posibles condiciones de factibilidad en la insercio´n de las tareas, las
cuales determinan bajo que´ circunstancia se an˜ade un nuevo veh´ıculo a la solucio´n.
Los resultados se muestra en la Tabla 7.4. En el caso C se considero´ un coste ma´ximo
por ruptura de ventanas temporales de 10, siendo el mismo determinado a trave´s de
un experimento que se muestra en la Figura 7.6. De los experimentos realizados se
deduce que el coste ma´ximo de violacio´n permitido debe estar relacionado con el coste
de introducir un nuevo veh´ıculo; por eso se obtiene un valor entorno a 10.
Los resultados muestran que el caso C con unos para´metros δ que le den mayor
peso a la distancia recorrida son los que mejores resultados obtienen. La Tabla 7.5 realiza
el estudio del caso C para 3 taman˜os de tareas.
Tabla 7.4: Ana´lisis de para´metros y adiccio´n de veh´ıculos en la heur´ıstica NNH Serie
(Test R1.1 - 100 Tareas)
Infactibilidad δ1 δ2 δ3 δ4 δ5 Distancia Veh´ıculos cLO nLO cLD nLD TC Time
A 1 1 1 1 1 4247,94 29 581,11 37 0 0 5119,04 0,23
5 1 1 1 1 4133,64 28 494,37 36 0 0 4908,00 0,24
10 1 1 1 1 3908,99 29 434,99 35 0 0 4633,98 0,24
10 3 1 1 1 4019,73 28 471,19 36 0 0 4770,92 0,23
10 3 3 1 1 4132,77 28 463,60 37 0 0 4876,36 0,23
10 1 1 3 3 3961,96 29 452,06 32 0 0 4704,02 0,23
10 3 3 3 3 4135,23 28 458,87 37 0 0 4874,09 0,24
10 1 1 5 5 3919,41 29 460,91 29 0 0 4670,32 0,24
10 1 1 5 10 3919,41 29 460,91 29 0 0 4670,32 0,23
10 1 1 10 10 3951,54 30 462,62 26 0 0 4714,16 0,23
10 1 1 5 10 3919,41 29 460,91 29 0 0 4670,32 0,24
B 1 1 1 1 1 4260,03 40 0 0 0 0 4660,03 0,26
5 1 1 1 1 4168,89 42 0 0 0 0 4588,89 0,23
10 1 1 1 1 4058,79 44 0 0 0 0 4498,79 0,25
10 3 1 1 1 4102,92 42 0 0 0 0 4522,92 0,27
10 3 3 1 1 4213,49 41 0 0 0 0 4623,49 0,26
10 1 1 3 3 4058,79 44 0 0 0 0 4498,79 0,24
10 3 3 3 3 4213,49 41 0 0 0 0 4623,49 0,24
10 1 1 5 5 4058,79 44 0 0 0 0 4498,79 0,25
10 1 1 5 10 4058,79 44 0 0 0 0 4498,79 0,23
10 1 1 10 10 4058,79 44 0 0 0 0 4498,79 0,23
10 1 1 5 10 4058,79 44 0 0 0 0 4498,79 0,26
C 1 1 1 1 1 4138,03 33 79,01 31 0 0 4547,04 0,23
5 1 1 1 1 4003,72 36 82,85 28 0 0 4446,57 0,24
10 1 1 1 1 3808,04 36 62,62 23 0 0 4230,66 0,23
10 3 1 1 1 3914,36 35 89,88 28 0 0 4354,24 0,24
10 3 3 1 1 4041,91 33 92,52 32 0 0 4464,43 0,23
10 1 1 3 3 3893,36 36 92,99 24 0 0 4346,35 0,24
10 3 3 3 3 4004,11 34 77,42 30 0 0 4421,53 0,23
10 1 1 5 5 3808,61 37 54,89 19 0 0 4233,50 0,23
10 1 1 5 10 3808,61 37 54,89 19 0 0 4233,50 0,23
10 1 1 10 10 3828,98 37 71,55 19 0 0 4270,53 0,24
10 1 1 5 10 3808,61 37 54,89 19 0 0 4233,50 0,24
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Figura 7.6: Variacio´n de los costes totales respecto al coste ma´ximo de ruptura de
ventana permitido
Tabla 7.5: Ana´lisis de para´metros en la heur´ıstica NNH Serie Tipo C (Test R1.1)
Tareas δ1 δ2 δ3 δ4 δ5 Distancia Veh´ıculos cLO nLO cLD nLD TC Time
25 1 1 1 1 1 1115,51 11 17,01 7 0 0 1242,52 0,03
5 1 1 1 1 1048,20 9 19,33 5 0 0 1157,54 0,03
10 1 1 1 1 1048,20 10 19,33 5 0 0 1167,54 0,03
10 3 1 1 1 1048,20 9 19,33 5 0 0 1157,54 0,03
10 3 3 1 1 1055,89 11 14,44 7 0 0 1180,33 0,03
10 1 1 3 3 1048,20 10 19,33 5 0 0 1167,54 0,03
10 3 3 3 3 1055,89 11 14,44 7 0 0 1180,33 0,03
10 1 1 5 5 1048,20 10 19,33 5 0 0 1167,54 0,03
10 1 1 5 10 1048,20 10 19,33 5 0 0 1167,54 0,03
10 1 1 10 10 1041,44 10 20,04 5 0 0 1161,47 0,03
10 1 1 5 10 1048,20 10 19,33 5 0 0 1167,54 0,03
50 1 1 1 1 1 2202,54 19 43,54 13 0 0 2436,08 0,07
5 1 1 1 1 2174,08 18 49,49 11 0 0 2403,57 0,07
10 1 1 1 1 2184,14 20 40,26 10 0 0 2424,40 0,07
10 3 1 1 1 2174,08 18 49,49 11 0 0 2403,57 0,07
10 3 3 1 1 2170,44 19 31,26 13 0 0 2391,70 0,07
10 1 1 3 3 2169,24 20 44,46 10 0 0 2413,70 0,07
10 3 3 3 3 2170,44 19 31,26 13 0 0 2391,70 0,07
10 1 1 5 5 2169,24 20 44,46 10 0 0 2413,70 0,07
10 1 1 5 10 2169,24 20 44,46 10 0 0 2413,70 0,07
10 1 1 10 10 2221,42 21 22,13 7 0 0 2453,55 0,07
10 1 1 5 10 2169,24 20 44,46 10 0 0 2413,70 0,07
100 1 1 1 1 1 4138,03 33 79,01 31 0 0 4547,04 0,23
5 1 1 1 1 4003,72 36 82,85 28 0 0 4446,57 0,24
10 1 1 1 1 3808,04 36 62,62 23 0 0 4230,66 0,23
10 3 1 1 1 3914,36 35 89,88 28 0 0 4354,24 0,24
10 3 3 1 1 4041,91 33 92,52 32 0 0 4464,43 0,23
10 1 1 3 3 3893,36 36 92,99 24 0 0 4346,35 0,24
10 3 3 3 3 4004,11 34 77,42 30 0 0 4421,53 0,23
10 1 1 5 5 3808,61 37 54,89 19 0 0 4233,50 0,23
10 1 1 5 10 3808,61 37 54,89 19 0 0 4233,50 0,23
10 1 1 10 10 3828,98 37 71,55 19 0 0 4270,53 0,24
10 1 1 5 10 3808,61 37 54,89 19 0 0 4233,50 0,24
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7.2.2. Variante paralelo
El caso paralelo difiere del anterior en que busca paralelamente el individuo
ma´s cercano a algunas de las rutas ya existentes. Se considerara´ tambie´n como ruta
existente una ruta vac´ıa, asignada a un veh´ıculo que esta´ en el depo´sito; de este modo se
puede seleccionar como ruta ma´s cercana la creacio´n de una ruta nueva, poner un nuevo
veh´ıculo en servicio.
El algoritmo 4 muestra la heur´ıstica en su variante paralela. Primero, se inizia-
lizan las rutas ya existentes (Lineas 2 a 4), as´ı como una ruta vac´ıa, que sera´ asignada a
un veh´ıculo del depo´sito. Despue´s, se analiza la funcio´n Pij para todas las combinaciones
de rutas y tareas (L´ınea 9), y se escoge la combinacio´n con un menor valor (L´ınea 12).
La tarea escogida es entonces insertada al final de la ruta seleccionada (L´ınea 13).
Algoritmo 4 Heur´ıstica dina´mica de vecino ma´s cercano - serie
1: procedure pNNH(T , vstate, tstate, vpos, time, traffic)
2: for |UV|+ 1 do . Inicializacio´n de rutas
3: ri ← (f inivi , fendvi ),
4: end for
5: Tu = Tr
6: repeat
7: for j ∈ R do
8: for j ∈ Tu do
9: Pij ← P (i, j)
10: end for
11: end for
12: ∃i∗ ∈ R, j∗ ∈ Tu | Pi∗,j∗ ≤ Pij , ∀i 6= i∗, j 6= j∗
13: ri∗ ←InsertTask(ri∗ , j∗)
14: Tu ← Tu \ taskj∗
15: until |Tu| = ∅
16: end procedure
La Tabla 7.6 muestra los resultados para los tres taman˜os de poblacio´n y
para diferentes pesos de los para´metros δ. Los mejores resultados se alcanzan con
δ = [10 1 1 5 10 10] para el caso de 25 y 100 tareas, y δ = [10 1 1 5 10 7] para el
caso de 50 tareas. Los resultados determinan que se le ha de dar un mayor peso a la
distancia y a las posibles violaciones de las ventanas temporales.
En este punto es importante sen˜alar que la versio´n en paralelo de la heur´ıstica
presenta mejores prestaciones que la versio´n serie, aunque ve incrementado ligeramente
su tiempo de computacio´n.
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Tabla 7.6: Ana´lisis parametros de NNH - Paralelo (Test R1.1)
Clientes δ1 δ2 δ3 δ4 δ5 δ6 Distancia Veh´ıculos cLO nLO cLD nLD TC Time
25 1 1 1 1 1 1 1115,51 11 17,01 7 0 0 1242,52 0,04
5 1 1 1 1 1 1048,20 9 19,33 5 0 0 1157,54 0,04
10 1 1 1 1 1 1040,38 11 13,57 4 0 0 1163,95 0,03
10 3 1 1 1 1 1048,20 9 19,33 5 0 0 1157,54 0,04
10 3 3 1 1 1 1055,89 11 14,44 7 0 0 1180,33 0,04
10 1 1 3 3 1 1040,38 11 13,57 4 0 0 1163,95 0,04
10 3 3 3 3 1 1055,89 11 14,44 7 0 0 1180,33 0,04
10 3 3 3 3 3 1055,89 11 14,44 7 0 0 1180,33 0,04
10 1 1 5 5 1 1040,38 11 13,57 4 0 0 1163,95 0,04
10 1 1 5 10 1 1040,38 11 13,57 4 0 0 1163,95 0,04
10 1 1 10 10 1 1040,38 11 13,57 4 0 0 1163,95 0,04
10 1 1 5 10 3 1040,38 11 13,57 4 0 0 1163,95 0,04
10 1 1 5 10 5 1040,38 10 16,04 5 0 0 1156,42 0,04
10 1 1 5 10 7 998,86 10 17,31 5 0 0 1116,17 0,04
10 1 1 5 10 10 998,86 10 17,31 5 0 0 1116,17 0,04
50 1 1 1 1 1 1 2202,54 19 43,54 13 0 0 2436,08 0,08
5 1 1 1 1 1 2174,08 18 49,49 11 0 0 2403,57 0,08
10 1 1 1 1 1 2074,41 20 41,68 11 0 0 2316,10 0,08
10 3 1 1 1 1 2133,61 18 49,49 11 0 0 2363,10 0,08
10 3 3 1 1 1 2170,44 19 31,26 13 0 0 2391,70 0,08
10 1 1 3 3 1 2124,11 20 36,50 10 0 0 2360,61 0,08
10 3 3 3 3 1 2170,44 19 31,26 13 0 0 2391,70 0,08
10 3 3 3 3 3 2170,44 19 31,26 13 0 0 2391,70 0,08
10 1 1 5 5 1 2124,11 20 36,50 10 0 0 2360,61 0,08
10 1 1 5 10 1 2124,11 20 36,50 10 0 0 2360,61 0,08
10 1 1 10 10 1 2162,34 21 18,37 9 0 0 2390,70 0,08
10 1 1 5 10 3 2013,93 21 39,79 10 0 0 2263,72 0,08
10 1 1 5 10 5 2077,49 21 34,88 9 0 0 2322,37 0,08
10 1 1 5 10 7 2024,88 21 39,07 9 0 0 2273,95 0,08
10 1 1 5 10 10 2024,88 21 39,07 9 0 0 2273,95 0,08
100 1 1 1 1 1 1 4138,03 33 79,01 31 0 0 4547,04 0,26
5 1 1 1 1 1 4013,07 35 101,60 30 0 0 4464,67 0,26
10 1 1 1 1 1 3866,80 36 83,68 25 0 0 4310,48 0,27
10 3 1 1 1 1 3924,89 34 108,72 29 0 0 4373,61 0,26
10 3 3 1 1 1 4125,14 33 98,02 32 0 0 4553,15 0,26
10 1 1 3 3 1 3882,03 37 59,03 21 0 0 4311,06 0,27
10 3 3 3 3 1 4085,49 33 90,82 31 0 0 4506,31 0,26
10 3 3 3 3 3 4085,49 33 90,82 31 0 0 4506,31 0,29
10 1 1 5 5 1 3843,80 37 63,41 20 0 0 4277,21 0,29
10 1 1 5 10 1 3843,80 37 63,41 20 0 0 4277,21 0,26
10 1 1 10 10 1 3843,80 37 61,75 19 0 0 4275,54 0,26
10 1 1 5 10 3 3844,48 37 62,06 20 0 0 4276,54 0,26
10 1 1 5 10 5 3851,59 37 52,89 19 0 0 4274,49 0,27
10 1 1 5 10 7 3851,59 37 54,06 20 0 0 4275,65 0,26
10 1 1 5 10 10 3800,30 37 46,32 18 0 0 4216,62 0,26
7.3. Heur´ıstica de insercio´n
La heur´ıstica de insercio´n (IH) se basa en buscar el mejor lugar, dentro del
grupo de rutas existentes, R, donde insertar cada una de las tareas pendientes de asig-
nacio´n Tu. Para una tarea u ∈ Tu implicar´ıa buscar en que´ ruta rv ∈ R encajar´ıa mejor
y en que´ orden ha de ser servida la tarea dentro de la misma.
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Definida una ruta, rv, como rv = {i1, i2, i3, . . . , imv}, donde mv es la longitud
actual de la ruta, existira´ un coste de insertar la tarea u entre dos tareas de la misma;
de forma gene´rica este coste podra´ venir representado por la funcio´n (7.9).
c1(rv, ip, u, ip+1) (7.9)
Para cada ruta rv existira´ al menos un lugar donde el coste de insertar la tarea
u sea mı´nimo; dicha posicio´n, purv , debe de cumplir la ecuacio´n (7.10).
c1(rv, ipurv , u, ipurv+1) = min[c1(rv, ip, u, jp+1)], ∀p = 1, . . . ,mv − 1. (7.10)
Existira´ adema´s una ruta ruv que optimiza la insercio´n de la tarea u; dicha ruta







+1) = min[c1(rv, ip, u, ip+1)], ∀p = 1, . . . ,mv − 1; ∀rv ∈ R (7.11)
Una vez determinado cua´l es el lugar donde insertar cada una de las tareas
pendientes a un menor coste c1, el siguiente paso es seleccionar cual de todas las tareas
no insertadas, u∗, debe ser seleccionada para su insercio´n. Dicha tarea sera´ la tarea que

















+1)], ∀u ∈ Tu (7.12)
Siguiendo los estudios de Solomon (1987), diferentes funciones c1(rv, ip, u, ip+1)
y c2(rv, ip, u, ip+1) ha sido analizadas. En este trabajo se han considerado ide´nticas ambas
funciones aunque se han testeado tres opciones diferentes.
OPCIO´N A: mostrada en la ecuacio´n (7.13), recoge las relaciones del incremen-
to de la distancia recorrida (ecuacio´n (7.14)), el aumento del coste por ruptura
de ventanas temporales (ecuacio´n (7.15)) y el uso de nuevos veh´ıculos (ecuacio´n
(7.16)).
ca1(rv, ip, u, ip+1) = c
a
2(rv, ip, u, ip+1) =
= α1 · c11(rv, ip, u, ip+1) + α2 · c12(rv, ip, u, ip+1) + α3 · c13(rv, ip, u, ip+1)
(7.13)
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siendo
c11(rv, ip, u, ip+1) = diu + duj − dij (7.14)
c12(rv, ip, u, ip+1) = ∆Viuj (7.15)
c13(rv, ip, u, ip+1) = NViuj (7.16)
OPCIO´N B: adema´s de incluir la ecuacio´n (7.13), incluye un te´rmino que trata
de minimizar el tiempo de espera entre u y las tareas entre las que se inserta
(ecuacio´n (7.18)). De este modo se busca no acaparar los espacios libres entre
tareas colindantes, para as´ı poder insertar otra posteriormente.
cb1(rv, ip, u, ip+1) = c
b
2(rv, ip, u, ip+1) =
= ca1(rv, ip, u, ip+1) + β · c14(rv, ip, u, ip+1)
(7.17)
siendo
c14(rv, ip, u, ip+1) =
= mı´n
(
ma´x(stOu − atOu , stDu − atDu ),ma´x(stOip+1 − atOip+1 , stDip+1 − atDip+1)
) (7.18)
OPCIO´N C: adema´s de incluir la ecuacio´n (7.13) incluye la holgura existente en la
tarea insertada (ecuacio´n (7.20)). Se trata de dar prioridad a las tareas que esta´n
al limite de no poder cumplir sus restricciones temporales.
cb1(rv, ip, u, ip+1) = c
b
2(rv, ip, u, ip+1) =
= ca1(rv, ip, u, ip+1) + γ · c15(rv, ip, u, ip+1)
(7.19)
siendo
c15(rv, ip, u, ip+1) = mı´n(L
O
u − atOu , LDu − atDu ) (7.20)
Es importante considerar que la insercio´n de una tarea, u, en la ruta alterara´ las
previsiones de llegada a las tareas posteriores; por tanto la probabilidad de ruptura de
ventanas temporales y el coste esperado debido a violaciones de las mismas podr´ıan verse
alterados, de ah´ı el termino c12(rv, ip, u, ip+1). El calculo de la influencia de la insercio´n
de la tarea u puede realizarse atendiendo al me´todo matricial expresado en el Ape´ndice
B.
El Algoritmo 7.3 muestra la heur´ıstica de insercio´n de un modo ma´s completo.
Primero, se inicializan las rutas existentes (L´ınea 2) y se an˜ade una ruta extra vac´ıa
en el caso de que existan veh´ıculos disponibles (L´ınea 4). Seguidamente (L´ınea 8), para
cada tarea no insertada u, se busca a trave´s de la funcio´n C1 el mejor lugar donde
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podr´ıa estar insertada, para luego escoger una de dichas tareas a trave´s de la funcio´n
C2 (L´ınea 9). La tarea escogida es insertada en la ruta seleccionada (Linea 10). Si la
ruta escogida fuera la ruta vac´ıa inicial se crear´ıa una nueva ruta vac´ıa, siempre que
quedara´n veh´ıculos libres (L´ınea 11); de ese modo cada tarea se compara la opcio´n de
hacerla en una ruta nueva frente a insertarla en las ya existentes.
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Algoritmo 5 Heur´ıstica de insercio´n
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Como se ha venido haciendo hasta ahora, el algoritmo de insercio´n ha sido tes-
teado y parametrizado a trave´s de la instancia R1-1. La Tabla 7.7 muestra los resultados
para diferentes pesos de α en la opcio´n A; de ella se puede deducir que es interesante
dar un mayor peso al incremento de los costes de violacio´n de las ventanas temporales
que a los otros dos te´rminos de la funcio´n, y en cualquier caso debiendo ser el peso del
incremento de veh´ıculos el menor. Para los pesos de α que resultaron mas interesantes se
simularon las opciones B y C, variando los para´metros β y γ; los resultados se muestran
en las Tablas 7.8 y 7.9, respectivamente.
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se explica atendiendo al propo´sito del termino que pondera. c14(rv, ip, u, ip+1) trata de
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tiempo suficiente para poder realizar otra tarea. Por tanto, se trata de penalizar esto
pero de un modo que no eclipse el rendimiento del algoritmo.
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0: pu ← p





36: b stcost ı´nf
37: fo u ∈ T do
38: cost← c2(ru, ipu , u, ipu+1)
39: f cost < bestcost then
40: bestcost← cost
1: u∗ ← u
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Algorithm 5 Heur´ıstica de insercio´n (I)
1: proced re I(T, , time, speeds)
2: rv ← (f iniv , f endv ), ∀v ∈ |V U |
3: if |V U | < |V | then
4: r|V U |+1 ← (f ini|V U |+1, fend|V U |+1)
5: end if
6: Tu ← Tr
7: while Tu ￿= ∅ do
8: ru, pu ← C1(u) ∀u ∈ |TU |
9: u∗, ru∗ , pu∗ ← C2(Tu)
10: ru∗ = (f
ini




11: if V STATE(ru∗) = NOUSED then
12: V STATE(ru∗)← USED
13: R← R ∪ ru∗
14: |V U | ← |V U | + 1
15: if |V U | < |V | then
16: r|V U |+1 ← (f ini|V U |+1, f end|V U |+1)
17: end if
18: end if
19: Tu ← Tu/(u∗)




24: for rv ∈ R do
25: for p = 1 : |rv| do
26: cost← c1(rv, ip, u, ip+1)
27: if cost < bestcost then
28: bestcost← cost
29: ru ← rv
30: pu ← p
31: end if
32: end for
33: e d for
34: end functio
35: function C (Tu)
36: bestcost← ı´nf
37: for u ∈ Tu do
38: cost← c2(ru, ipu , u, ipu+1)
39: if cost < bestcost then
40: bestcost← cost
41: u∗ ← u
42: ru∗ ← ru
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Algorith 5 Heur´ıstica de insercio´n (I)
1: procedure I(T, V, time, speeds)
2: v ← (f iniv , f endv ), ∀v ∈ |V U |
3: f |V U | < |V | then
4: r|V U |+1 ← (f ini|V U |+1, fend|V U |+1)
5: end if
6: Tu Tr
7: while u ￿= ∅ do
8: ru, pu ← C1(u ∀u ∈ |TU |
9: u∗, ru∗ , pu∗ ← C2(Tu)
10: ru∗ = (f
ini




11: STATE(ru∗) = NOUSED then
12: V STATE(ru∗)← USED
13: R← R ∪ ru∗
14: |V U | ← |V U | + 1
15: if |V U | < |V | then
16: r|V U |+1 ← (f ini|V U |+1, f end|V U |+1)
17: end if
18: end if





24: for rv ∈ R do
25: for p = 1 : |rv| do
26: cost← c1(rv, ip, u, ip+1)
27: if cost < bestcost then
28: bestcost← cost
29: ru ← rv





35: functi n C2(Tu)
36: bestcost← ı´nf
37: for u ∈ Tu do
38: cost← c2(ru, ipu , u, ipu+1)
39: if cost < bestcost then
40: bestcost← cost
41: u∗ ← u
42: ru∗ ← ru







Figura 7.7 Desperdicios en la insercio´n
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Tabla 7.7: Ana´lisis para´metros para IH - Caso A (Test R1.1)
Clientes α1 α2 α3 Distancia Veh´ıculos cLO nLO cLD nLD TC Time
25 1 1 1 1055,04 10 18,88 3 0 0 1173,92 0,97
1 1 5 1129,53 8 105,33 7 0 0 1314,86 0,69
1 1 10 1018,93 7 101,66 7 300 3 1490,58 0,68
1 5 1 1055,04 10 18,88 3 0 0 1173,92 0,72
1 10 1 1055,04 10 18,88 3 0 0 1173,92 0,72
5 1 1 916,00 10 40,14 3 400 4 1456,14 0,71
5 5 1 1077,04 9 40,46 6 0 0 1207,50 0,71
5 10 1 1077,04 9 40,46 6 0 0 1207,50 0,72
10 1 1 910,02 11 15,50 1 500 5 1535,52 0,74
10 10 1 1077,04 9 40,46 6 0 0 1207,50 0,70
50 1 1 1 2119,81 18 65,04 9 100 1 2464,84 5,11
1 1 5 2184,41 13 243,71 15 200 2 2758,12 4,90
1 1 10 2067,96 12 283,52 17 600 6 3071,48 4,82
1 5 1 2196,20 19 65,04 9 0 0 2451,23 5,05
1 10 1 2196,20 19 65,04 9 0 0 2451,23 5,09
5 1 1 1753,81 15 135,76 11 1300 13 3339,57 5,01
5 5 1 2126,51 19 71,54 10 0 0 2388,04 5,13
5 10 1 2126,51 19 71,54 10 0 0 2388,04 5,16
10 1 1 1823,50 16 94,70 9 1300 13 3378,20 5,05
10 10 1 2126,51 19 71,54 10 0 0 2388,04 5,17
100 1 1 1 4085,14 31 160,04 24 0 0 4555,18 37,52
1 1 5 3843,09 25 374,62 30 500 5 4967,71 37,00
1 1 10 3649,32 22 501,55 32 900 9 5270,87 36,59
1 5 1 4085,14 31 160,04 24 0 0 4555,18 37,67
1 10 1 4085,14 31 160,04 24 0 0 4555,18 37,70
5 1 1 3219,45 30 290,82 21 2200 22 6010,26 38,49
5 5 1 4007,82 33 238,68 26 0 0 4576,50 38,79
5 10 1 4007,82 33 238,68 26 0 0 4576,50 38,84
10 1 1 3114,69 28 351,33 23 2500 25 6246,03 38,64
10 10 1 4004,90 33 239,91 25 0 0 4574,81 45,53
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Tabla 7.8: Ana´lisis para´metros para IH - Caso B (Test R1.1)
Clientes α1 α2 α3 β Distancia Veh´ıculos cLO nLO cLD nLD TC Time
25 1 1 1 0,01 1055,04 10 18,49 3 0 0 1173,53 0,79
1 1 1 0,04 1001,84 10 14,08 3 0 0 1115,92 0,71
1 1 1 0,07 1048,10 9 26,51 5 0 0 1164,61 0,71
1 1 1 0,10 1121,84 8 77,50 7 0 0 1279,34 0,70
1 5 1 0,01 1055,04 10 18,49 3 0 0 1173,53 0,71
1 5 1 0,04 1001,84 10 14,08 3 0 0 1115,92 0,71
1 5 1 0,07 1048,10 9 26,51 5 0 0 1164,61 0,71
1 5 1 0,10 1121,84 8 77,50 7 0 0 1279,34 0,70
1 10 1 0,01 1055,04 10 18,49 3 0 0 1173,53 0,71
1 10 1 0,04 1001,84 10 14,08 3 0 0 1115,92 0,70
1 10 1 0,07 1048,10 9 26,51 5 0 0 1164,61 0,75
1 10 1 0,10 1121,84 8 77,50 7 0 0 1279,34 0,84
5 10 1 0,01 1077,04 9 40,46 6 0 0 1207,50 0,82
5 10 1 0,04 1068,44 9 48,17 7 0 0 1206,61 0,78
5 10 1 0,07 1068,44 9 48,17 7 0 0 1206,61 0,75
5 10 1 0,10 1068,44 9 48,17 7 0 0 1206,61 0,71
50 1 1 1 0,01 2158,12 18 80,54 9 0 0 2418,66 5,06
1 1 1 0,04 2232,45 18 54,09 8 100 1 2566,55 5,02
1 1 1 0,07 2269,57 17 115,30 12 0 0 2554,86 5,02
1 1 1 0,10 2301,85 17 100,77 14 0 0 2572,62 4,99
1 5 1 0,01 2158,12 18 80,54 9 0 0 2418,66 5,00
1 5 1 0,04 2308,84 19 54,09 8 0 0 2552,93 5,04
1 5 1 0,07 2269,57 17 115,30 12 0 0 2554,86 4,98
1 5 1 0,10 2301,85 17 100,77 14 0 0 2572,62 5,06
1 10 1 0,01 2158,12 18 80,54 9 0 0 2418,66 5,11
1 10 1 0,04 2308,84 19 54,09 8 0 0 2552,93 5,06
1 10 1 0,07 2269,57 17 115,30 12 0 0 2554,86 5,05
1 10 1 0,10 2301,85 17 100,77 14 0 0 2572,62 5,01
5 10 1 0,01 2119,37 19 67,61 7 0 0 2376,97 5,12
5 10 1 0,04 2176,90 18 87,65 9 0 0 2444,56 5,04
5 10 1 0,07 2176,90 18 94,15 10 0 0 2451,06 5,01
5 10 1 0,10 2204,65 18 105,99 10 0 0 2490,64 5,05
100 1 1 1 0,01 4111,29 30 178,28 28 0 0 4589,57 36,74
1 1 1 0,04 4169,19 30 221,06 26 0 0 4690,25 36,96
1 1 1 0,07 4169,74 30 185,87 26 0 0 4655,61 37,31
1 1 1 0,10 4230,95 30 192,99 28 0 0 4723,94 36,61
1 5 1 0,01 4111,29 30 178,28 28 0 0 4589,57 37,34
1 5 1 0,04 4169,19 30 221,06 26 0 0 4690,25 37,29
1 5 1 0,07 4169,74 30 185,87 26 0 0 4655,61 36,68
1 5 1 0,10 4230,95 30 192,99 28 0 0 4723,94 36,69
1 10 1 0,01 4111,29 30 178,28 28 0 0 4589,57 37,29
1 10 1 0,04 4169,19 30 221,06 26 0 0 4690,25 37,47
1 10 1 0,07 4169,74 30 185,87 26 0 0 4655,61 37,22
1 10 1 0,10 4230,95 30 192,99 28 0 0 4723,94 37,13
5 10 1 0,01 3867,54 31 257,77 27 0 0 4435,30 38,10
5 10 1 0,04 4131,04 31 221,37 28 0 0 4662,41 38,91
5 10 1 0,07 4152,78 30 273,56 29 0 0 4726,33 37,40
5 10 1 0,10 4178,78 30 254,73 29 0 0 4733,50 37,26
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Tabla 7.9: Ana´lisis para´metros para IH - Caso C (Test R1.1)
Clientes α1 α2 α3 γ Distancia Veh´ıculos cLO nLO cLD nLD TC Time
25 1 1 1 1,0E-03 1055,04 10 18,49 3 0 0 1173,53 0,72
1 1 1 4,0E-03 1111,96 10 23,37 4 0 0 1235,32 0,71
1 1 1 7,0E-03 1154,69 10 27,14 5 0 0 1281,84 0,71
1 1 1 1,0E-02 1154,69 10 27,14 5 0 0 1281,84 0,70
1 5 1 1,0E-03 1055,04 10 18,49 3 0 0 1173,53 0,71
1 5 1 4,0E-03 1111,96 10 23,37 4 0 0 1235,32 0,71
1 5 1 7,0E-03 1154,69 10 27,14 5 0 0 1281,84 0,71
1 5 1 1,0E-02 1154,69 10 27,14 5 0 0 1281,84 0,71
1 10 1 1,0E-03 1055,04 10 18,49 3 0 0 1173,53 0,72
1 10 1 4,0E-03 1111,96 10 23,37 4 0 0 1235,32 0,71
1 10 1 7,0E-03 1154,69 10 27,14 5 0 0 1281,84 0,71
1 10 1 1,0E-02 1154,69 10 27,14 5 0 0 1281,84 0,71
5 10 1 1,0E-03 1077,04 9 40,46 6 0 0 1207,50 0,71
5 10 1 4,0E-03 1077,04 9 40,46 6 0 0 1207,50 0,71
5 10 1 7,0E-03 1077,04 9 40,46 6 0 0 1207,50 0,72
5 10 1 1,0E-02 1077,04 9 40,46 6 0 0 1207,50 0,71
50 1 1 1 1,0E-03 2073,04 18 65,40 9 100 1 2418,43 5,02
1 1 1 4,0E-03 2072,73 18 72,22 10 100 1 2424,95 5,04
1 1 1 7,0E-03 2072,73 18 72,22 10 100 1 2424,95 5,08
1 1 1 1,0E-02 2072,73 18 72,22 10 100 1 2424,95 5,05
1 5 1 1,0E-03 2149,42 19 65,40 9 0 0 2404,82 5,05
1 5 1 4,0E-03 2149,12 19 72,22 10 0 0 2411,34 5,12
1 5 1 7,0E-03 2149,12 19 72,22 10 0 0 2411,34 5,13
1 5 1 1,0E-02 2149,12 19 72,22 10 0 0 2411,34 5,07
1 10 1 1,0E-03 2149,42 19 65,40 9 0 0 2404,82 5,18
1 10 1 4,0E-03 2149,12 19 72,22 10 0 0 2411,34 5,13
1 10 1 7,0E-03 2149,12 19 72,22 10 0 0 2411,34 5,32
1 10 1 1,0E-02 2149,12 19 72,22 10 0 0 2411,34 5,54
5 10 1 1,0E-03 2160,00 19 61,86 9 0 0 2411,87 5,42
5 10 1 4,0E-03 2160,00 19 61,86 9 0 0 2411,87 5,34
5 10 1 7,0E-03 2124,14 20 55,08 8 0 0 2379,22 5,34
5 10 1 1,0E-02 2137,92 19 71,15 9 0 0 2399,07 5,29
100 1 1 1 1,0E-03 4085,14 30 174,08 25 0 0 4559,23 37,61
1 1 1 4,0E-03 4018,14 31 159,68 26 100 1 4587,82 37,67
1 1 1 7,0E-03 4018,14 31 153,53 26 100 1 4581,67 37,33
1 1 1 1,0E-02 4020,62 31 149,43 26 100 1 4580,04 37,58
1 5 1 1,0E-03 4085,14 30 174,08 25 0 0 4559,23 38,05
1 5 1 4,0E-03 4094,53 31 167,24 27 0 0 4571,77 37,95
1 5 1 7,0E-03 4094,53 31 168,42 27 0 0 4572,95 40,62
1 5 1 1,0E-02 4097,01 32 149,43 26 0 0 4566,43 39,31
1 10 1 1,0E-03 4085,14 30 174,08 25 0 0 4559,23 42,95
1 10 1 4,0E-03 4094,53 31 167,24 27 0 0 4571,77 46,80
1 10 1 7,0E-03 4094,53 31 168,42 27 0 0 4572,95 39,22
1 10 1 1,0E-02 4097,01 32 149,43 26 0 0 4566,43 37,68
5 10 1 1,0E-03 4065,49 33 226,71 24 0 0 4622,19 38,71
5 10 1 4,0E-03 4065,49 33 226,71 24 0 0 4622,19 39,31
5 10 1 7,0E-03 4044,56 33 186,93 23 0 0 4561,49 40,09
5 10 1 1,0E-02 4065,59 33 177,05 22 0 0 4572,64 38,39
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7.4. Heur´ıstica de insercio´n en dos fases
La heur´ıstica de insercio´n en dos fases (I2PH) propuesta por Caris y Janssens
(2009) ha sido adaptada para el problema dina´mico propuesto en esta tesis.
Este procedimiento heur´ıstico esta´ basado en el ahorro de costes a trave´s de la
unio´n de tareas simples de importacio´n y exportacio´n. El principio es sencillo; si una
tarea es completada individualmente, el 50 % del viaje sera´ empleado en movimientos
en vac´ıo, como muestra la figura 7.8a. Sin embargo, la adecuada combinacio´n de tareas
de importacio´n y exportacio´n podr´ıa permitirnos una ahorro significativo en la distancia
total del viaje, como se muestra en la Figura 7.8b. Dado que en el problema bajo estudio
la asignacio´n de tareas a veh´ıculos es dina´mica, los veh´ıculos podr´ıan encontrarse en
cualquier lugar. Como ya se ha comentado en varias ocasiones esta problema´tica ha sido
resuelta con la inclusio´n de tareas ficticias, que au´nan informacio´n sobre la situacio´n del
veh´ıculo y, si fuera pertinente, sobre la tarea que en ese momento este´ realizando. En
el caso de unio´n de tareas donde este´n involucradas tareas ficticias no todos los casos
producen ahorro. En la Figura 7.8c se analizan tres situaciones diferentes: el primer caso
muestra la unio´n de una tarea ficticia, que representa un veh´ıculo que esta´ en proceso
de realizar una tarea de importacio´n con una tarea de exportacio´n; el segundo caso
muestra la unio´n la tarea ficticia de un veh´ıculo que no esta´ rindiendo ninguna tarea con
una tarea de importacio´n; y el tercer caso muestra la unio´n de una tarea ficticia de un
veh´ıculo, que se encuentra en la misma situacio´n que el del caso segundo, con una tarea
de exportacio´n. Observando dicha figura se puede concluir que en la unio´n de tareas
ficticias con otras tareas el ahorro so´lo se alcanzara´ si se unen con tareas de exportacio´n.
: Depósito
: Destino de una tarea de importación
: Origen de una tarea de exportación
: viajes en carga
: viajes en vacío




Tareas Individuales Unión de tareas Unión de tareas ficticias y reales
(a1) (a2) (b) (c1) (c2) (c3)
Figura 7.8: Unio´n de tareas simples
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Como su propio nombre indica, la heur´ıstica esta´ dividida en dos fases. En
una primera fase, todas las combinaciones posibles entre tareas, incluyendo las ficticias,
son analizadas, y las mejores combinaciones son seleccionadas. En una segunda fase, las
tareas combinadas son insertadas dentro de rutas.
Siguiendo el pseudoco´digo 6, la primera fase estar´ıa desglosada en las funciones:
FeasibilityMergedTasks (L´ınea 2), que analiza el conjunto de tareas viables a la
hora de unirlas, P; Evaluation (L´ınea 3), que evalu´a el ahorro de cada una de las
uniones posibles; y Selection (L´ınea 4), que selecciona los pares que cubrira´n todas las
tareas a realizar, S, tratando de maximizar el ahorro. La segunda fase ser´ıa la funcio´n
Construction (L´ınea 6), que ir´ıa insertando en rutas las tareas seleccionadas. La
funcio´n Description (L´ınea 5) simplemente analiza una serie de caracter´ısticas de los
pares seleccionados para tener la informacio´n necesaria a la hora de construir la ruta.
Los siguientes ep´ıgrafes explicara´n con mayor detalle cada una de estas funcio-
nes.
Algoritmo 6 Heur´ıstica de insercio´n en dos fases
1: procedure I2PH(T , vstate, tstate, vpos, time, traffic)
2: P ←FeasibilityMergedTasks(time,T )
3: savpij ← Evaluation(pij) ∀pij ∈ P
4: S ←Selection(P,savpij )
5: Eij , Lij , RSij ←Description(pij) ∀pij ∈ S
6: R ←Construction(S,Eij ,Lij ,RSij)
7: end procedure
7.4.1. Emparejamiento de tareas simples
Como se muestra en la Figura 7.8, la combinacio´n de dos tareas simples en una
ma´s compleja podr´ıa suponer un gran ahorro en costes. Estos pares de tareas estara´n
formados por una tarea perteneciente al grupo de tareas ficticias de inicio o tareas de
importacio´n, i ∈ T I ∪T inif , y otra tarea perteneciente al grupo de tareas de exportacio´n
o tareas ficticias de finalizacio´n, j ∈ T E ∪ T endf . Cualquier otra combinacio´n de tareas
no supondr´ıa ahorro alguno.
Pero no todos los pares de tareas (i, j), formados por una tarea de cada uno de
los grupos descritos anteriormente, pueden ser combinados en tareas complejas factibles.
Por un lado, debido a la existencia de ventanas temporales, es imprescindible que las
restricciones temporales de la segunda tarea permitan realizarla despue´s de ejecutar la
primera. La segunda tarea, j, debe poder realizarse despue´s de realizar la primera tarea
del par, i, teniendo en cuenta el tiempo que se tarda en llegar a ella. Observando la Figura
7.9, el caso a es viable, dado que el par de tareas (i, j) pueden servirse consecutivamente,
sin embargo, en el caso b es imposible llegar a tiempo a la segunda tarea del par.
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8.2. Heur´ıstica de vecino ma´s cercano
La heur´ıstica propuesta identifica entre el conjunto de tareas todav´ıa no ser-
vidas, Tu, la tarea que se encuentra ma´s cerca de las ya insertadas; de hay que dicha
heur´ıstica sea nombrada como heur´ıstica del vecino ma´s cercano. La cercan´ıa de una
tarea j a una ruta ri puede evaluarse a trave´s de la funcio´n Pij ; expresada segu´n la
ecuacio´n (1.4). Un valor bajo de dicha funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que en la anterior heur´ıstica, dilj corresponde a la distancia entre el
destino de la u´ltima tarea de la ruta ri y el origen de la tarea j.
Wij es la espera mı´nima necesaria para poder comenzar las tarea j tras terminar
la u´ltima tarea de la ruta ri; su expresio´n viene detallada en la ecuacio´n (1.3) y se
representaen la Figura 1.3.
Hij es la holgura exist nte o urgencia en realizar dicha tarea; su valor se toma
de la ecuacio´n (1.5), siendo la Figura 1.5 una ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I



























(b) Tarea j ∈ T E
Figura 8.5: Holgura entre tareas
V Iij y V
E
ij son el coste debido a la ruptura de las ventanas temporales impuestas,
es decir, a la violacio´n de las restricciones temporales contempladas en la terminal. Se
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Debido a la existencia de ventanas temporales, adema´s de los costes debido a
violaciones de las mismas otra consideracio´n ha de ser tenida en cuen ; puede qu la
espera entre tareas sea t n elevada qu erjudique a la solucio´n propu st , ncremen-
tando el nu´mero de veh´ıculos necesarios para realizar la misma. Para minimizar dicho
perjuicio, se ha limitado el tiempo de espera ma´ximo entre tareas, MAXWAITING. Di-
cha restriccio´n se lleva a cabo a trave´s de la imposicio´n de la ecuacio´n (1.2), donde Wij
representa el tiempo de espera entre la u´ltima tarea de la ruta ri y la primera tarea de
la ruta rj expresado a trave´s de la ecuacio´n (1.3). La Figura 1.3 muestra gra´ficamente
el tiempo de espera entre tareas.
Wij ≤ MAXWAITING (8.2)
Wij =
￿
ma´x(0, EOj − (stDil + sDil + tiljf )) si j ∈ T I
ma´x(0, EDj − (stDil + sDil + tiljf + sOjf + tjf )) si j ∈ T E
(8.3)
La heur´ıstica de ahorro en costes en un entorno dina´mico se muestra en el
Algoritmo 1. En la l´ınea 2 se llama a la funcio´n InitialRoutes que inicializa las rutas,
R, segu´n el procedimiento explicado en el ejemplo de la Figura 1.1. Una vez inicializada
las rutas, se entra en el bucle que intentara´ solapar todas las rutas posibles; en este
bucle se iterara´ mientras haya ma´s rutas que veh´ıculos, |R| ≥ |V|, o mientras exista
posibilidad de ahorro (como se muestra en la l´ınea 4). Dentro de dicho bucle: se calcula
el ahorro de todas las combinaciones de ruta (L´ınea 7); se analiza que grupo de dichas
uniones, WC, cumplen la condicio´n de ma´ximo tiempo de espera (L´ınea 8); y se elige
las rutas a concatenar (L´ıneas 12, 14 y 12), eligiendo preferentemente las que producen
mayor ahorro dentro de las que cumplen la condicio´n de espera. Por u´ltimo, se realiza
la unio´n llamando a la funcio´n MergingRoutes (19).
Las Tablas 1.1, 1.2 y 1.3 y la Figura 1.4 muestran como se comporta el algo-
ritmo frente a diferentes valores de MAXWAITING. El algoritmo ha sido testado en un
problema esta´tico del tipo R1.13, para tres poblaciones de tareas (25, 50, y 100). En las
diferentes tablas la primera columna representa el tiempo ma´ximo de espera propues-
to; la segunda columna se trata de la distancia recorrida; la tercera columna muestra
el nu´mero de veh´ıculos necesarios para la solucio´n encontrada; las columnas cuarta y
quinta hacen referencia a la ruptura de ventanas temporales en el origen, siendo res-
pectivamente el coste debido a rupturas y el nu´mero de rupturas; las columnas sexta y
se´ptima representan lo mismo que las dos anteriores pero para ventanas temporales en
el destino; la columna octava ser´ıa el coste total de la solucio´n encontrada; y por u´ltimo,
la columna novena mostrar´ıa el tiempo de computacio´n en segundos.
Los resultados muestran que imponer un tiempo de espera ma´ximo entre tareas
3Ver Ape´ndice A
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8.2. Heur´ıstica de vecino ma´s cercano
La heur´ıstica propuesta identifica entre el conjunto de tareas todav´ıa no ser-
vidas, Tu, la tarea que se encuentra ma´s cerca de las ya insertadas; de hay que dicha
heur´ıstica sea nombrada como heur´ıstica del vecino ma´s cercano. La cercan´ıa de una
tarea j a una ruta ri puede evaluarse a trave´s de la funcio´n Pij ; expresada segu´n la
ecuacio´n (8.4). Un valor bajo de dicha funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que en la anterior heur´ıstica, dilj corresponde a la distancia entre el
destino de la u´ltima tarea de la ruta ri y el origen de la tarea j.
Wij es la espera mı´nima necesaria para poder comenzar las tarea j tras terminar
la u´ltima tarea de la ruta ri; su expresio´n viene detallada en la ecuacio´n (8.3) y se
representaen la Figura 8.3.
Hij es la holgura existente o urgencia en realizar dicha tarea; su valor se toma
de la ecuacio´n (8.5), siendo la Figura 8.5 una ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I



























(b) Tarea j ∈ T E
Figura 8.5: Holgura entre tareas
V Iij y V
E
ij son el coste debido a la ruptura de las ventanas temporales impuestas,
es decir, a la violacio´n de las restricciones temporales contempladas en la terminal. Se
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8.2. Heur´ıstica de vecino ma´s cercano
La heur´ıstica propuesta identifica entre el conjunto de tareas todav´ıa no ser-
vidas, Tu, la tarea que se encuentra ma´s cerca de las ya insertadas; de hay que dicha
heur´ıstica sea nombrada como heur´ıstica del vecino ma´s cercano. La cercan´ıa de una
tarea j a una ruta ri puede evaluarse a trave´s de la funcio´n Pij ; expresada segu´n la
ecuacio´n (8.4). Un valor bajo de dicha funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que en la anterior heur´ıstica, dilj corresponde a la distancia entre el
destino de la u´ltima tarea de la ruta ri y el origen de la tarea j.
Wij es la espera mı´nima necesaria para poder comenzar las tarea j tras terminar
la u´ltima tarea de la ruta ri; su expresio´n viene detallada en la ecuacio´n (8.3) y se
representaen la Figura 8.3.
Hij es la holgura existente o urgencia en realizar dicha tarea; su valor se toma
de la ecuacio´n (8.5), siendo la Figura 8.5 una ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I
ma´x(0, LDj − (stDil + sDil + tilj + sOj + tj)) si tareaj ∈ T E
(8.5)
Di Dj Oj
V Iij y V
E
ij son el coste debido a la ruptura de las venta as t mporales i uest s,
es decir, a la violacio´n de las restricciones temporales contemplad s en la terminal. Se
realiza una distincio´n entre los tareas de importacio´n, 8.6, y de exportacio´n, 8.7, d do




cwait ·ma´x(0, (ftil + sDil + tiljf )− LOj ) si j tarea tipo I
0 si j tarea tipo E
(8.6)
4Por simplificar, las penalizaciones por llegada tard´ıa al depo´sito han sido equiparadas a tareas de
importacio´n
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8.2. Heur´ıstica de vecino ma´s cercano
La heur´ıstica propuesta identifica ntre el conjunto de tareas todav´ıa no ser-
vidas, Tu, l tarea que se encuentra ma´s cerca de las ya nsertadas; de hay que dicha
heur´ısti a sea nombrada como heur´ıstica del vecino ma´s cercano. La cercan´ıa de una
tarea j a una ruta ri puede evaluarse a trave´s de la funcio´n Pij ; expresada segu´n la
ecuacio´n (8.4). Un valor bajo de dich funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que n la anterior heur´ıstica, ilj corresponde a l distanci entre el
d stino de la u´ltima tarea de la ruta ri y el origen de la tarea j.
Wij es la espera mı´nima necesaria para poder comenzar las tarea j tras terminar
la u´ltima tarea de la ruta ri; su expresio´n viene detallada en la ecuacio´n (8.3) y se
representaen la Figura 8.3.
Hij es la holgur xistente urgenci en realizar dicha tarea; su valor se toma
de l ec acio´n (8.5), siendo la Figura 8.5 una ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I
ma´x(0, LDj − (stDil + sDil + tilj + sOj + tj)) si tareaj ∈ T E
(8.5)
Di Dj Oj
V Iij y V
E
ij son el coste debido a la ruptura e las ventanas temporales impuest s,
s decir, a la vi lacio´n de las restricciones temporales contempladas en la terminal. Se
realiza una distincio´n ntre l s tareas de imp rtacio´n, 8.6, y de exportacio´n, 8.7, dado




cwait ·m´x(0, (ftil + sDil + tiljf )− LOj ) si j tarea tipo I
0 si j tarea tipo E
(8.6)
4Por simplificar, las penalizaciones por llegada tard´ıa al depo´sito han sido equiparadas a tareas de
importacio´n
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8.2. Heur´ıstica de vecino m´s cercano
La heur´ıstica propuesta identific e tre el conjunto de t re s todav´ıa no ser-
vidas, Tu, la tarea q se encuentra ma´s cerca de las ya i sertad s; de hay que dicha
heur´ıstica sea nombrada como heur´ıstica del vecino ma´s cer ano. La c rcan´ıa de una
tarea j una ruta ri p ede ev lu rse a tr ve´s de la f ncio´n Pij ; expresad segu´n la
ecuacio´ (8.4). Un valor bajo d dicha funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = 1 · dilj + δ2 ·Wij δ3 ·Hi 4 I 5 V Eij + δ6 · uvi (8.4)
Al igual que en la anterior heur´ıstica, dilj correspo de a l dis ancia entre el
destino de la u´ltima ta ea de la ruta ri y el origen de la tarea j.
Wij es la espera mı´nim necesaria para poder co e z r las tar a j tr s terminar
la u´ltima t rea de la ruta ri; su expresio´n vien detall da en la ecuacio´n (8.3) y se
r presentaen la Figura 8.3.
Hij es la holgura existente o urg ncia en realiz dicha t rea; su valor se toma
de la ecuacio´n (8.5), siendo la Figura 8.5 una ayuda para su tendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I
ma´x(0, LDj − (stDil + sDil + tilj + sOj + tj)) si tareaj ∈ T E
(8.5)
Di Dj Oj
V Iij y V
E
ij son el coste debido a la ruptura de l ventan s te orales impu st s,
es decir, a la viol cio´n de las r tric iones temporales contemplad s e la termin l. Se
real za una distinci´n entre los tareas de importacio´n, 8.6, y de expo tacio´ , 8.7, dado




cwait ·ma´x(0, (ftil + sDil + tiljf )− LOj ) si j tarea tipo I
0 si j tarea ti o E
(8.6)
4Po simplificar, las p nalizaciones por lleg da tard´ıa al depo´sito han sido equipar das a tareas de
importacio´n
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8.2. Heur´ıstica de vecino ma´s cercano
La heur´ıstica propuesta identifica entre el conjunto de tareas todav´ıa no ser-
vidas, Tu, la tarea que se encuentra ma´s cerca de las ya insertadas; de hay que dicha
heur´ıstica sea nombrada como heur´ıstica del vecino ma´s cercano. La cercan´ıa de una
tarea j a una ruta ri puede evaluarse a trave´s de la funcio´n Pij ; expresada segu´n la
ecuacio´n (8.4). Un valor bajo de dicha funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que en la anterior heur´ıstica, dilj corresponde a la distancia entre el
destino de la u´ltima tarea de la ruta ri y el origen de la tarea j.
Wij es la espera mı´nima necesaria para p der comenzar las tarea j tras terminar
la u´ltima tarea de la ruta ri; su expresio´n viene detallada en la ecuacio´n (8.3) y se
representaen la Figura 8.3.
Hij es la holgura existente o urgencia en realizar dicha tarea; su valor se toma
de la ecuacio´n (8.5), siendo la Figura 8.5 una ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si t rea j ∈ T I



























(b) Tarea j ∈ T E
Figura 8.5: Holgura entre tareas
V Iij y V
E
ij son el coste debido a la ruptura de las ventanas temporales impuestas,
es decir, a la violacio´n de las restricciones temporales contempladas en l termi al. Se
































(b) Caso no viable
Figura 8.9: Viabilidad de unio´n de tareas atendiendo a las restricciones temporales
Por otro lado, el tiempo ma´ximo de espera entre tareas ha sido limitado por
motivos de eficiencia. Cualquier par cuyo tiempo mı´nimo de espera entre tareas sea
mayor que un valor dado, sera´ descartado a priori. Este l´ımite tempor l ha sido intro-
ducido debido a la ineficienci d l rgos tiempos de espera entre tare s; si un veh´ıc lo
debe esperar demasiado tiempo entre la realizacio´n de una tarea y la siguiente, este
estara´ desperdiciando tiempo de su d´ıa de trabajo, incrementando la necesidad de ma´s
veh´ıculos en la flota.
ma´x(time,EOi ) + s
O
i + ti + s
D
i + tij + s
O
j + tj ≤ LDi (8.20)
MINWAITij ≤MAXWAIT (8.21)
Estas dos restricciones se consiguen imponiendo el cumplimiento de las ecua-
ciones 8.20, relativa a las restricciones debido a las ventanas temporales, y 8.21, relativa
al ma´ximo tiempo de espera. En la ecuacio´n 8.20 se fuerza que un veh´ıculo que sale
de la tarea i, lo ma´s temprano posible, pueda alcanzar la tarea j antes del cierre de su
ventana temporal. En la la ecuacio´n 8.21, se fuerza que el mı´nimo tiempo posible de
espera entre las dos tareas del par (i, j), definido como MINWAITij , sea menor que
un tiempo ma´ximo permitido, MAXWAIT . Donde MINWAITij se define segu´n la
ecuacio´n 8.22, y simboliza el tiempo que tiene que esperar un veh´ıculo que sale de la
tarea i lo ma´s tarde posible antes de pode comenzar realizar la tarea j (Ver Figur
8.10)
MINWAITij = ma´x(0, E
D
j − (m´x(time, LOi ) + sOi + ti + sDi + tij + sOj + tj)) (8.22)
Una vez que las pares de tareas viables son identificadas, estas son ordenadas
atendiendo al ahorro en la distancia recorrida con respecto a realizar las tareas por
































(b) Caso no viable
Figura 8.9: Viabilidad de unio´n de tareas atendiendo a las restricciones temporales
P r otro lado, el tiempo ma´ximo de espera entre tar as ha sid limitado por
motivos de ficiencia. Cualquier par cuyo ti mpo mı´nimo de e p ra en e t e s sea
mayor que n valor dado, ser´ desca tad a prior . Est l´ımite temporal ha sido i tro-
ducido debido a la i eficiencia de largos tiempos de espera entre tareas; si un veh´ıculo
debe esperar demasiado tiempo entre la realizacio´n de una tarea y la siguiente, este
estara´ desperdiciando tiempo de su d´ıa de trabajo, incrementando la necesidad de ma´s
veh´ıculos en la flota.
ma´x(time,EOi ) + s
O
i + ti + s
D
i + tij + s
O
j + tj ≤ LDi (8.20)
MINWAIT j ≤MAXWAIT (8.21)
Estas dos restricciones se consiguen imponiendo el cumplimi nto de las ecua-
ciones 8.20, relativa a las restricciones debido a las ventanas temporales, y 8.21, relativa
al ma´ximo tiempo de espera. En la ecuacio´n 8.20 se fuerza que un veh´ıculo que sale
de la tarea i, lo ma´s temprano posibl , p eda a canzar l rea j a tes d l cierr de
ventana temporal. E la ecuac o´n 8.21, se fuerz que l mı´nimo ti mpo posible d
spera e tre l s d s tareas del pa (i, j), d fini o como MINWAITij , s a menor que
un tiempo ma´xim p rmitido, MAXWAIT . Donde MINWAITij se d fine segu´n la
ecuacio´n 8.22, y simboliza el tiempo que tiene que esperar un veh´ıculo que sale de la
tarea i lo ma´s tarde posible antes de poder comenzar a realizar la tarea j (Ver Figura
8.10)
MINWAITij = ma´x(0, E
D
j − (ma´x(time, LOi ) + sOi + ti + sDi + tij + sOj + tj)) (8.22)
Una vez que las pares de tareas viables son identificadas, estas son ordenadas
atendiendo al ahorro en la distancia recorrida con respecto a realizar las tareas por
































(b) Caso no viabl
Figura 8.9: Viabilidad de unio´n de tareas atendiendo a las restricciones temporales
Por ot o lado, el tiempo ma´ximo de espera entre tareas ha si o limitado por
motivos de eficiencia. Cualquier par cuyo tiempo mı´nimo de espera entre tareas sea
mayor que un valor dado, sera´ descartado a priori. E te l´ımite temporal ha sido intro-
ducido debido a la ineficiencia de largos tiempos de espera entre tareas; si un veh´ıculo
debe esperar demasiado tiempo entre la realizacio´n de una tarea y la siguiente, este
estara´ desperdiciando tiempo de su d´ıa de trabajo, incrementando la necesidad de ma´s
veh´ıculos en la flota.
ma´x(time,EOi ) + s
O
i + ti + s
D
i + tij + s
O
j + tj ≤ LDi (8.20)
MINWAITij ≤MAXWAIT (8.21)
Esta dos restricciones se consiguen imponi ndo el cumplimiento de las ecua-
ciones 8.20, relativa a las rest icciones debido a las ventana temporales, y 8.21, relativa
al ma´ximo tiempo de spera. En la ecuacio´n 8.20 fuerza que un veh´ıculo que sale
d la area i, lo ma´s temprano posible, pueda alcanzar la tarea j antes del cierre de su
vent na temporal. En la la ecuacio´n 8.21, s fuerza que e mı´nimo tiempo posible de
espera entr las dos tareas del par (i, j), definido como MINWAITij , sea menor que
un tiempo ma´ximo permitido, MAXWAIT . Donde MINWAITij se define segu´n la
ecuacio´n 8.22, y simbo iza el tiempo que tiene qu esperar un veh´ıculo que s le de la
tarea lo ma´s tarde posib e antes de poder comenzar a realizar la tarea j (V Figura
8.10)
MINWAITij = ma´x(0, E
D
j − (ma´x(time, LOi ) + sOi + ti + sDi + tij + sOj + tj)) (8.22)
Una vez que las pares de tareas viables son identificadas, estas son ordenadas
atendiendo al ahorro en la distancia recorrida con respecto a realizar las tareas por
































(b) Caso no viable
Figura 8.9: Viabilidad de unio´n de tareas atendiendo a las restricciones temporales
Por otro lado, el tiempo ma´ximo de esper entre tar a ha sido limi ado por
motivos de eficiencia. Cualquier par cuyo tiempo mı´nimo de espera entre s sea
mayor que un valor da o, s a´ descartado a priori. Este l´ımite temporal ha sido intro-
ducido debido a la ineficiencia de l rgos tiempos de espera entre tareas; si un veh´ıculo
debe esperar demasiado tiempo entre la realizacio´n de una tarea y la siguiente, este
estara´ desperdiciando tiempo de su d´ıa de trabajo, incrementando la necesidad de ma´s
veh´ıculos en la flota.
ma´x(time,EOi ) + s
O
i + ti + s
D
i + tij + s
O
j + tj ≤ LDi (8.20)
MINWAITij ≤MAXWAIT (8.21)
Estas dos res ricciones se consiguen imponien o el cumplimiento de las ecu -
ciones 8.20, relativa a las r stricciones debido a l s ventanas t mporales, y 8.21, rel tiva
al ma´ximo tiempo de espera. En l ecuacio´n 8.20 se fuerza que un veh´ı ul que sale
de la tarea i, lo ma´s te prano posible, pueda alc nzar la tarea j a t s del cierre de s
ventana temporal. En la la ecuacio´ 8.21, se fuerza que el mı´nimo tiempo posible de
espera entre las dos tareas del par (i, j), d finido como MINWAITij , sea menor que
un tiempo ma´ximo permitido, MAXWAIT . Donde MINWAITij se define segu´n la
ecuacio´n 8.22, y simboliza el tiempo que tiene que esperar un veh´ıculo que sale de la
tarea i lo ma´s tarde posible antes d poder comenzar a realizar la tarea j (Ver Figura
8.10)
MINWAITij = ma´x(0, E
D
j − (ma´x(time, LOi ) + sOi + ti + sDi + tij + sOj + tj)) (8.22)
Una vez que las pares de tareas viables son identificadas, estas son ordenadas
atendiendo al ahorro en la distancia recorrida con respecto a realizar las tareas por
































(b) Caso no vi ble
Figura 8.9: Viabilidad de unio´n de tareas atendiendo a las restricciones temporales
Por otro lado, el tiempo ma´ximo de espera entre tareas ha sido limitado por
motivos de eficiencia. Cualquier par cuyo tiempo mı´nimo de espera entre tareas sea
mayor que un valor dado, sera´ descartado a priori. Este l´ımite temporal ha sido intro-
ducido debido a la ineficiencia de largos tiempos de espera entre tareas; si un veh´ıculo
debe esperar demasiado tie po entre la realizacio´n de una tarea y la siguiente, este
estara´ desperdiciando tiempo de su d´ıa de trabajo, incrementando la necesidad de ma´s
veh´ıculos en la flota.
ma´x(time,EOi ) + s
O
i + ti + s
D
i + tij + s
O
j + tj ≤ LDi (8.20)
MINWAITij ≤MAXWAIT (8.21)
Estas dos restricciones se consiguen imponiendo el cumplimiento de las ecua-
ciones 8.20, relativa a las restricciones debido a las ventanas temporales, y 8.21, relativa
al ma´ximo tiempo de espera. En la ecuacio´n 8.20 se fuerza que un veh´ıculo que sale
de la tarea i, lo ma´s temprano posible, pueda alcanzar la tarea j antes del cierre de su
ventana temporal. En la la ecuacio´n 8.21, se fuerza que el mı´nimo tiempo posible de
espera entre las dos tareas del par (i, j), definido como MINWAITij , sea menor que
un tiempo ma´ximo permitido, MAXWAIT . Donde MINWAITij se define segu´n la
ecuacio´n 8.22, y simboliza el tiempo que tiene que esperar un veh´ıculo que sale de la
tarea i lo ma´s tarde posible antes de poder comenzar a realizar la tarea j (Ver Figura
8.10)
MINWAITij = ma´x(0, E
D
j − (ma´x(time, LOi ) + sOi + ti + sDi + tij + sOj + tj)) (8.22)
Una vez que las pares de tareas viables son identificadas, estas son ordenadas
atendiendo al ahorro en la distancia recorrida con respecto a realizar las tareas por

















Figura 8.10: Tiempo de espera mı´nimo en la unio´n de tareas
separado, siendo la expresio´n d dicho ahorro la mostrada en l Ecuacio´n 8.23.
di + dj − d j . (8.23)
Caris y Janssens (2009) u a el ahorro en el tiempo de viaje, este trabajo ha
elegido el ahorro en distancia ya que el tiempo de v aje tiene un factor aleatorio en el
problema que resolvemos, y por lo tanto no depender´ su valor absoluto de un correcto
algoritmo, sino de las circunstancias del entorno.
A cada uno de estos pares tiene definidos un de inici ma´s tempr no,
Eij , un tiempo de inicio ma´s tard´ıo, Lij , y ma´s tard´ıo, y un tie po de ejecucio´n d l p r
RSij .
El tiemp de inicio ma´s temprano Eij es definido como el tiempo m´s temprano
que puede comenzar a completar el pa (i, j) sin ti mpo de espera inn esario tre l s
tareas i y j; su valor puede conocerse a tr ve´s de la ecu cio´ 8.24, sirviend l Figura










E∗ = EDj − sOi − ti − sDi − tij − Oj − tj (8.25)
El tiempo de inicio ma´s tard´ıo, Lij , sera´ definido como el u´ltimo instante en
que pueden empezar a completarse los pares (i, j) de modo que si el par se empieza a
llevar a cabo ma´s tarde entonces ambas tareas no podra ser realizadas en tiempo; su
valor viene expresado en la ecuacio´n 8.26.
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Como su propio nombre indica, la heur´ıstica esta´ dividida en dos fases. En
una primera fase, todas las combinaciones posibles entre tareas, incluyendo las ficticias,
son analizadas; y las mejores combinaciones son seleccionadas. En una segunda fase, las
tareas combinadas son insertadas dentro de rutas.
Siguiendo el pseudoco´digo 6 la primera fase estar´ıa desglosada en las funciones:
FeasibilityMergedTasks (L´ınea 2) que analiza el conjunto de tareas viables a la
hora de unirlas, P; Evaluation (L´ınea 3) que evalu´a el ahorro de cada una de las
uniones posibles; y Selection (L´ınea 4) que selecciona los pares que cubrira´n todas las
tareas a realizar, S, tratando de maximizar el ahorro. La segun a fa e ser´ıa la funcio´n
Construction (L´ınea 6), q e ir´ıa insertand en rutas las t reas s leccion das. L
funcio´n Description (L´ınea 5) simplemente analiz una serie de caract r´ısticas lo
pares selecciona s para t ner la inform cio´n necesaria a la hora e construir l ruta.
Los siguientes ep´ıgrafes explicara´n con mayor detalle cada una de estas funcio-
nes.
Algoritmo 6 Heur´ıstica de insercio´n en dos fases
1: procedure I2PH(T , vstate, tstate, vp s, time, traffic)
2: P ←FeasibilityMergedTasks(time,T )
3: savpij ← Evaluation(pij) ∀pij ∈ P
4: S ←Selection(P,savpij )
5: Eij , Lij , RSij ←Description(pij) ∀pij ∈ S
6: R←Construction(S,Eij ,Lij ,RSij)
7: end procedure
8.4.1. Emparejamient de areas simples
Como se m estr en l Figura 8.8, la combi ci´n de do tarea si les en un
ma´s compleja podr´ıa suponer u gran ahorro en costes. Estos a es de tareas estara´
formados por una t ea perteneciente al grupo de tareas ficticias de inicio o tareas d
importacio´n, i ∈ T I ∪T inif , y tra tarea perteneciente l grupo d tareas e exportacio´n
o tareas ficti ias d finalizacio´n, j ∈ T E ∪ T endf . Cualquier otra combinacio´n de tareas
no supondr´ıa ahorro alguno.
Oi
Pero no todos los pares de tareas (i, j), formados por una tarea de cada uno de
los grupos descritos anteriormente, pueden ser combi ados e tareas complejas factibles.
Por un lado, debido a la existencia de ventanas tempor les, e imprescindibl que las
restricciones temp ral s de la segunda tarea p rmitan realizarla despue´s de ejecutar la
primera. La segunda tarea, j, debe poder realizarse despue´s de re lizar la prim ra tarea
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8.2. Heur´ı ic e v cino ma´s cercano
La heur´ıstica propuesta identifica entre el conjunto de tareas todav´ıa no ser-
vidas, Tu, la tarea que se encuentra ma´s cerca de las ya in ertad s; de hay que dicha
h u ı´stica sea no brada como heur´ı tica del vecino ma´s cercano. La cercan´ıa de una
tarea j a una ruta i puede evaluarse a trave´s de la funcio´n Pij ; expresada segu´n la
cuacio´n (1.4). Un va r bajo de dicha funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que en la anterior heu ı´stica, dilj corresponde a la distancia entre el
destino de la u´ltima tarea de la ruta ri y el origen de la tarea j.
Wij es la espera mı´nima necesaria para poder comenzar las tarea j tras terminar
la u´ltima tarea de la ruta ri; su expres o´n viene detallada en la ecuacio´n (1.3) y se
representaen la Figura 1.3.
Hij es la holgura existente o urgencia en realizar dicha tarea; su valor se toma
de la ecuacio´n (1.5), siendo la Figura 1.5 una ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I



























(b) Tarea j ∈ T E
Figura 8.5: Holgura entre tareas
V Iij y V
E
ij son el coste debido a la ruptura de las ventanas temporales impuestas,
es decir, a la violacio´n de las restricciones temporales contempladas en la terminal. Se
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Debido a la existencia de ventanas temporales, adema´s de los costes debido a
violaciones de las mismas otra consideracio´n ha de ser tenida en cuen ; puede qu la
espera entre tareas sea t n elevada qu erjudique a la solucio´n propu st , ncremen-
tando el nu´mero de veh´ıculos necesarios para realizar la misma. Para minimizar dicho
perjuicio, se ha li it do el tiempo de espera a´ximo entre tareas, MAXWAITING. Di-
cha restriccio´n se lleva a cabo a trave´s de la imposicio´n de la ecuacio´n (1.2), donde Wij
representa el tiempo de espera entre la u´ltima tarea de la ruta ri y la pri era tarea de
la ruta rj expresado a trave´s de la ecuacio´n (1.3). La Figura 1.3 muestra gra´ficamente
el tiempo de espera entre tareas.
Wij ≤ MAXWAITING (8.2)
Wij =
￿
ma´x(0, EOj − (stDil + sDil + tiljf )) si j ∈ T I
ma´x(0, EDj − (stDil + sDil + tiljf + sOjf + tjf )) si j ∈ T E
(8.3)
La heur´ıstica de ahorro en costes en un entorno dina´mico se muestra en el
Algoritmo 1. En la l´ınea 2 se llama a la funcio´n InitialRoutes que inicializa las rutas,
R, segu´n el procedimiento explicado en el ejemplo de la Figura 1.1. Una vez inicializada
las rutas, se entra en el bucle que intentara´ solapar todas las rutas posibles; en este
bucle se iterara´ mientras haya ma´s rutas que veh´ıculos, |R| ≥ |V|, o mientras exista
posibilidad de ahorro (como se muestra en la l´ınea 4). Dentro de dicho bucle: se calcula
el ahorro de todas las combinaciones de ruta (L´ınea 7); se analiza que grupo de dichas
uniones, WC, cumplen la condicio´n de ma´ximo tiempo de espera (L´ınea 8); y se elige
las rutas a concatenar (L´ıneas 12, 14 y 12), eligiendo preferentemente las que producen
mayor ahorro dentro de las que cumplen la condicio´n de espera. Por u´ltimo, se realiza
la unio´n llamando a la funcio´n MergingRoutes (19).
Las Tablas 1.1, 1.2 y 1.3 y la Figura 1.4 muestran como se comporta el algo-
ritmo frente a diferentes valores de MAXWAITING. El algoritmo ha sido testado en un
problema esta´tico del tipo R1.13, para tres poblaciones de tareas (25, 50, y 100). En las
diferentes tablas la primera columna representa el tiempo ma´ximo de espera propues-
to; la segunda columna se trata de la distancia recorrida; la tercera columna muestra
el nu´mero de veh´ıculos necesarios para la solucio´n encontrada; las columnas cuarta y
quinta hacen referencia a la ruptura de ventanas temporales en el origen, siendo res-
pectivamente el coste debido a rupturas y el nu´mero de rupturas; las columnas sexta y
se´ptima representan lo mismo que las dos anteriores pero para ventanas temporales en
el destino; la columna octava ser´ıa el coste total de la solucio´n encontrada; y por u´ltimo,
la columna novena mostrar´ıa el tiempo de computacio´n en segundos.
Los resultados muestran que imponer un tiempo de espera ma´ximo entre tareas
3Ver Ape´ndice A
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8.2. Heur´ıstica de vecino ma´s cerc no
La heur´ıstica propuesta identifica entre el conjunto de tareas todav´ıa no ser-
vidas, Tu, la tarea que se encuentra ma´s cerca de las ya insertadas; de hay que dicha
h ur´ıstica sea nombra a heur´ıstica del vecino ma´s cercano. La cercan´ıa de una
tarea j a una ru a ri pued eva arse a t ave´s de func o´n Pij ; xp sada segu´n la
e uacio´n (8.4). Un val r bajo e dicha fu c o´n es sino´nimo de un mayor cerc ı´ .
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que en la anterior heur´ıstica, dilj corresponde a la dist ncia entre l
d stino de la u´ltima tarea de la ruta ri y el origen de la tarea j.
ij es la espera mı´nim ecesari para po er com nzar las tarea j tras terminar
la u´ltima tarea de la rut ri; su xpresi´n vie e detallada en la ecuacio´n (8.3) y se
repr sentaen la Figura 8 3.
Hij es la holgura existente o u ge cia e r alizar dicha ta ea; su valor se toma
d la ecuacio´ (8.5), s ndo a Figura 8.5 u a yu a para t dimie to.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I



























(b) Tarea j ∈ T E
Figura 8.5: Holgura entre tareas
V Iij y V
E
ij son el coste debido a la ruptura de las ventanas temporales impuestas,
es decir, a la violacio´n de las restricciones temporales contempladas en la terminal. Se
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8.2. Heur´ıst ca de v cino ma´s cerca o
La heur´ısti propuesta identifica entre l conjunto de tare s todav´ı no ser-
vidas, Tu, la t rea que se encuentra ma´s cerca de las ya insertadas; de hay que dicha
heur´ıstica s a n mbrada como heur´ıstica del vecino m´s cerca o. La cercan´ıa de una
tarea j a una ruta ri puede ev luarse a trave´s e l funcio´n Pij ; expresada segu´n la
ecu cio´n (8.4). Un valor bajo de dicha funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que en la anterior heur´ıstica, ilj corresponde a la distancia entre el
destino d la u´ltima tarea de la ruta ri y el origen de la tarea j.
Wij es l espera mı´nima necesaria para poder com nzar las tarea j tras terminar
la u´ltim area e la ruta ri; su expresi´n viene de llada en la ecuacio´n (8.3) y s
representaen la Figura 8.3.
Hij es la holgura existente o urgencia en realizar dicha tarea; su valor se toma
de la ecuacio´n (8.5), siendo la Figura 8.5 una ayuda para su entendimiento.
Hij =
￿
m´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I
ma´x(0, LDj − (stDil + sDil + tilj + sOj + tj)) si tareaj ∈ T E
(8.5)
Di Dj Oj
V Iij y V
E
ij son el coste debido a la ruptura de las ventanas temporales impue tas,
es decir, a la violacio´n de las restricciones temporales contempladas en la terminal. Se
realiza una distincio´n entre los tareas de importacio´n, 8.6, y de exportacio´n, 8.7, d do




cwait ·ma´x(0, (ftil + sDil + tiljf )− LOj ) si j tarea tipo I
0 si j tarea tipo E
(8.6)
4Por simplificar, las penalizaciones por llegada tard´ıa al depo´sito han sido equiparadas a tareas de
importacio´n
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8.2. Heur´ıs ica de vecino a´s cercano
La heur´ıstica propuesta identifica ntre el conjunto de tareas todav´ıa no ser-
vidas, Tu, l t rea que s encuentra ma´s cerca de las ya insertadas; de hay que dicha
heur´ıs i a sea nombrada como heur´ıstica del vecino ma´s cercano. La cercan´ıa de una
tar a j a una ruta ri pu de evaluarse a trave´s de la funcio´n Pij ; expresada segu´n la
ecuacio´n (8.4). Un valor ba o de dich funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 · ij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que n la anterior heur´ıstica, dilj corresponde a la distancia entre el
d stino de la u´ltima tarea de la ruta ri y el origen de la tarea j.
Wij es la esper ı´nima necesaria para poder comenzar las tarea j tras terminar
l u´lti a tarea de la ruta ri; su expresio´n viene detallada en la ecuacio´n (8.3) y se
represen aen la Figura 8.3.
Hij es la holgur xis nte urgenci en realizar dicha tarea; su valor se toma
de l ec acio´n (8.5 , siendo la Figu a 8.5 una ayuda para su ntendimie to.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I
ma´x(0, LDj − (stDil + sDil + tilj + sOj + tj)) si tareaj ∈ T E
(8.5)
Di Dj Oj
V Iij y V
E
ij so el coste debido a la rupt ra de las ventanas temporales impuestas,
s decir, a la vi lacio´n d las restricciones temporales contempladas en la terminal. Se
realiza una distincio´n ntre los tareas de imp rtacio´n, 8.6, y de exportacio´n, 8.7, d do




cwait ·m´x(0, (ftil + sDil + tiljf )− LOj ) si j t rea tipo I
0 si j tarea tipo E
(8.6)
4Por simplificar, las penalizaciones por llegada tard´ıa al depo´sito han sido equiparadas a tareas de
importacio´n
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8.2. Heur´ıst ca de vecino m´s cercano
La heur´ıstica propuesta identific e tre el co ju to d t re s todav´ıa no ser-
vidas, Tu, la tarea q se ncu ntra ma´s cerca de las ya i sertad s; de hay que dicha
heur´ıstica sea nombrada como heur´ıstica del vecino ma´s cer ano. La c rcan´ıa de una
tarea j una ruta ri p ede ev lu rse a tr ve´s de la f ncio´n Pij ; expresad segu´n la
ecuacio´ (8.4). Un valor bajo d dicha funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = 1 · dilj + δ2 ·Wij δ3 ·Hi 4 I 5 V Eij + δ6 · uvi (8.4)
Al igual que en l an erior heur´ıstic , dilj correspo de a l dis ancia entre el
tin de la u´lti a ta ea de la ruta ri y el origen d la tarea j.
Wij es la espera mı´nim necesaria para poder co e z r las tar a j tr s terminar
la u´ltima t rea de la uta ri; su expr sio´n vi n detall da en la ecuacio´n (8.3) y se
r presentaen la Figura 8.3.
Hij es la holgura existente o urg ncia en realiz dicha t rea; su valor se toma
de la ecua io´n (8.5), siendo a Figura 8.5 una ayuda para su tendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I
ma´x(0, LDj − (stDil + sDil + tilj + sOj + tj)) si tareaj ∈ T E
(8.5)
Di Dj Oj
V Iij y V
E
ij son el coste debido a la ruptura de l ventan s temporales impu st s,
es decir, a la viol cio´n de las r tric iones temporales c ntempladas e la termin l. Se
real za una distinci´n entre los tareas de importacio´n, 8.6 y de export cio´ , 8.7, dado




cwait ·ma´x(0, (ftil + sDil + tiljf )− LOj ) si j tarea tipo I
0 si j tarea tipo E
(8.6)
4Po simplificar, las p nalizaciones por lleg da tard´ıa al depo´sito han sido equipar das a tareas de
importacio´n
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8.2. Heur´ısti a de v c no ma´s c rcano
La h ur´ıstica propuesta i tifica entre el c njunto de tareas todav´ıa no ser-
vidas, Tu, la tarea que se encuentra ma´s cerca de las ya insertadas; de hay que dicha
heur´ıstica sea nombrada como heur´ıstica del vecino ma´s cercano. La cercan´ıa de una
tarea j a una ruta ri puede eva uarse a trave´s de la funcio´n Pij ; expresada segu´n la
ecuacio´n (8.4). Un valor bajo de dicha func o´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que en la anterior heur´ıstica, dilj corresponde a la distancia entre el
destino d la u´ltima tarea de la ruta ri y el origen de la tarea j.
Wij es la e pera mı´nima necesaria para p der comenzar las tarea j s terminar
la u´ltima tarea de la ruta ri; su expresio´n viene detall d en la ecuacio´n (8.3) y se
representaen la Figura 8.3.
Hij s la holgura existente urgencia en realizar dicha t rea; su valor se toma
e la ecuacio´n (8.5), siendo la Figura 8.5 na ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) tarea j ∈ T I



























(b) Tarea j ∈ T E
Figura 8.5: Holgura entre tareas
V Iij y V
E
ij son el coste debido a la ruptura de las ventanas temporales impuestas,
es decir, a la violacio´n de las restricciones temporales contempladas en la terminal. Se
































(b) Caso no viable
Figura 8.9: Viabilidad de unio´n de tareas atendiendo a las restricciones temporales
Por otro lado, el tiempo ma´xi o d esp ra entre tar as ha si o limit o p r
motivos de eficiencia. Cualquier par cuy tiempo mı´nimo de esp ra ntr tareas ea
mayor que un valor dado, sera´ descartad a priori. Este l´ımite tempor l ha sido i tro-
ducido debido a la ineficienci d l rgos tiempos e espera entre tare ; si un veh´ıc lo
debe esperar de asiado tiempo entre la reali cio´n de una tarea y la siguiente, este
estara´ desperdiciando iempo de su d´ı e trabajo, i crem ntando la n cesid d de ma´s
veh´ıculos en la flota.
ma´x(time,EOi ) + s
O
i + ti + s
D
i + tij + s
O
j + tj ≤ LDi (8.20)
MINWAITij ≤MAXWAIT (8.21)
Estas dos restricciones se consiguen imponiendo el cumplimiento de las ecua-
ciones 8.20, relativa a las restricciones debido a las ventanas temporales, y 8.21, relativa
al ma´ximo tiempo de espera. En la ecuacio´n 8.20 se fuerza que un veh´ıculo que sale
de la tarea i, lo ma´s temprano posible, pueda alcanzar la tarea j antes del cierre de su
ventana temporal. En la la ecuacio´n 8.21, se fuerza que el mı´nimo tiempo posible de
espera entre las dos tareas del par (i, j), definido como MINWAITij , sea menor que
un tiempo ma´ximo permitido, MAXWAIT . Donde MINWAITij se define segu´n la
ecuacio´n 8.22, y simboliza el tiempo que tiene que esperar un veh´ıculo que sale de la
tarea i lo ma´s tarde posible antes de pode comenzar realizar la tarea j (Ver Figur
8.10)
MINWAITij = ma´x(0, E
D
j − (m´x(time, LOi ) + sOi + ti + sDi + tij + sOj + tj)) (8.22)
Una vez que las pares de tareas viables son identificadas, estas son ordenadas
atendiendo al ahorro en la distancia recorrida con respecto a realizar las tareas por
































(b) Ca o n viable
Figura 8.9: Viabilidad de unio´n de tareas atendiendo a las restricciones temporales
P r tro lado, el tiem ma´ximo de espera entre tareas ha i limitado por
motivos de ficiencia. Cu lquier par c yo ti mp mı´nimo de e p ra en e t e s sea
mayor que n val r dad , ser´ desca tado a pri r . Este l´ımite temporal ha sido i tro-
ducido debido a la i eficiencia de largos tie pos e espera entre tareas; si un veh´ıculo
debe esperar demasiado ti mpo entre la r alizacio´n d u tar a y la siguiente, este
estara´ esperdici ndo tiempo d su d´ıa trabajo, increment n o l cesidad de m´s
veh´ıculos en la flota.
ma´x(time,EOi ) + s
O
i + ti + s
D
i + tij + s
O
j + tj ≤ LDi (8.20)
MINWAIT j ≤MAXWAIT (8.21)
Estas dos restricciones se consiguen imponiendo el cumplimient de las ecua-
ciones 8.20, relativa a las restricciones debido a las ventanas temporales, y 8.21, relativa
al ma´ximo tiempo de espera. En la ecuacio´n 8.20 se fuerza que un veh´ıculo que sale
de la tarea i, lo ma´s temprano posibl , p eda a canzar l rea j a tes d l cierre de
ventana temporal. E la ecuac o´n 8.21, se fuerz que l mı´nim ti mpo posible de
spera e tre l s d s tareas del pa (i, j), d fini o como MINWAITij , s a enor que
un tiempo ma´xim p rmitido, MAXWAIT . Donde MINWAITij se d fin segu´n la
ecuacio´n 8.22, y simboliza el tiempo que tiene que esperar un veh´ıculo que sale de la
tarea i lo ma´s tarde posible antes de poder comenzar a realizar la tarea j (Ver Figura
8.10)
MINWAITij = ma´x(0, E
D
j − (ma´x(time, LOi ) + sOi + ti + sDi + tij + sOj + tj)) (8.22)
Una vez que las pares de tareas viables son identificadas, estas son ordenadas
atendiendo al ahorro en la distancia recorrida con respecto a realizar las tareas por
































(b) Caso no viabl
Figura 8.9: Viabilidad de unio´n de tareas atendiendo a las restric i nes temporales
P r ot o lado, el tiempo ma´xim de esp ra ntre tareas h si o limitad por
motiv s de fici nc a. Cualquier par cuyo po mı´nimo de esp ra entre tareas s a
mayor que un valo dad , sera´ descartad a priori. Este l´ımit temporal ha sido intro-
ducido debido a la ineficiencia de largos tiempos de espera e tre tareas; si un vehıculo
debe esper r demasiado tiempo ntre la realizacio´n de una tare y l siguiente, este
estara´ despe dici ndo tiempo de su d´ıa de trab jo, inc ementando la necesidad d a´s
veh´ıculos en la flota.
ma´x(time,EOi ) + s
O
i + ti + s
D
i + tij + s
O
j + tj ≤ LDi (8.20)
MINWAITij ≤MAXWAIT (8.21)
Estas dos restricciones se consiguen imponiendo el cumpli iento de las ecua-
ciones 8.20, relativa a las restricciones debido a las ventana temporales, y 8.21, relativa
al ma´ximo tiempo de espera. En la ecuacio´n 8.20 fuerza que un veh´ıculo que sale
de la tarea i, lo ma´s temprano posible, pueda alcanzar la tarea j antes del cierre de su
vent na temporal. En la la ecuacio´n 8.21, s fuerza que el mı´nimo tiempo posible de
espera entr las d s tareas del par (i, j), definido como MINWAITij , sea menor que
un tiempo ma´ximo permitido, MAXWAIT . Donde MINWAITij se define segu´n la
ecuacio´n 8.22, y simbo iza el tiempo que tiene qu esperar un veh´ıculo que sale de la
tarea lo ma´s tarde posib e antes de poder comenzar a realizar la tarea j (Ver Figura
8.10)
MINWAITij = ma´x(0, E
D
j − (ma´x(time, LOi ) + sOi + ti + sDi + tij + sOj + tj)) (8.22)
Una vez que las pares de tareas viables son identificadas, estas son ordenadas
atendiendo al ahorro en la distancia recorrida con respecto a realizar las tareas por
































(b) Caso no viable
Figura 8.9: Viabilidad de u io´n de tareas atendiendo a las restricciones temporales
Por otro , el tiempo ma´xi o de espera entre tareas ha ido l mi ado por
motivos de eficienci . Cualquier par cuyo tiempo mı´nimo de espera entre s sea
may r que un valor da s a´ descartado a priori. Este l´ımite t mporal ha sido intro-
ducido debido a la ineficiencia de l rgos tiempos d espera ntre tareas; si un veh´ıculo
debe esper demasiado ti mpo entre la realizacio´n de una tarea y la sigu ente, este
estara´ desperdiciando tiempo de su dıa de trabajo, incre ntando la necesidad de ma´s
veh´ıculos n la flota.
ma´x(time,EOi ) + s
O
i + ti s
D
i tij + s
O
j + tj ≤ LDi (8.20)
MINWAITij ≤MAXWAIT (8.21)
Estas dos res ricciones se consiguen imponien o l cumplimiento de las ecu -
ciones 8.20, relativa l s restricciones debido a l s ventanas t mporales, y 8.21, r lativa
al ma´ximo tiempo de espera. En l ecuacio´n 8.20 se fu rza q e u veh´ı ulo que sale
de la tarea i, lo ma´s temprano posible, pued alcanzar la tarea j antes del cierr de
ventana temporal. En la la ecuacio´ 8.21, se fuerza que el mı´nimo tiempo posible de
espera entre las dos tareas del par (i, j), d finido como MINWAITij , sea menor que
un tiempo ma´ximo permitido, MAXWAIT . Donde MINWAITij se define segu´n la
ecuacio´n 8.22, y simboliza el tiempo que tiene que esperar un veh´ıculo que sale de la
tarea i lo ma´s tarde posible antes d poder comenzar a realizar la tarea j Ver Figura
8.10)
MINWAITij = ma´x(0, E
D
j − (ma´x(time, LOi ) + sOi + ti + sDi + tij + sOj + tj)) (8.22)
Una vez que las pares de tareas viables son identificadas, estas son ordenadas
atendiendo al ahorro en la distancia recorrida con respecto a realizar las tareas por
































(b) Caso no viable
Figura 8.9: Via ilidad de unio´n de tareas tendi ndo a l s restricciones tempor l s
Por otro lado, el iempo ma´ximo de espera entre tareas ha sido l mitado por
motivos de eficiencia. Cualquier par cuyo tiempo mı´nimo de espera entre tareas sea
mayor que u valor dado, sera´ d scartad a priori. Este l´ımite temporal ha sido intro-
ducido d bido a l ineficiencia d largos tiempos de espera entre tareas; si un veh´ıculo
debe esperar demasiado tie po entre la realizacio´n de una tarea y la siguiente, este
estara´ desperdiciando tiempo de su d´ıa de tr b jo, incrementando a necesidad de m
veh´ıculos en la flota.
ma´x(time,EOi ) + s
O
i + ti + s
D
i + tij + s
O
j + tj ≤ LDi (8.20)
MINWAITij ≤MAXWAIT (8.21)
Estas dos restricciones se consiguen imponiendo el cumplimiento de las ecua-
ciones 8.20, relativa a las restricciones debido a las ventanas temporales, y 8.21, relativa
al ma´ximo tiempo de espera. En la ecuacio´n 8.20 se fuerza que un veh´ıculo que sale
de la tarea i, lo ma´s temprano posible, pueda alcanzar la tarea j antes del cierre de su
ventana temporal. En la la ecuacio´n 8.21, se fuerza que el mı´nimo tiempo posible de
espera entre las dos tareas del par (i, j), definido co o MINWAITij , sea menor que
un tiempo ma´ximo permitido, MAXWAIT . Donde MINWAITij se define segu´n la
ecuacio´n 8.22, y simboliza el tiempo que tiene que esperar un veh´ıculo que sale de la
tarea i lo ma´s tarde posible antes de poder comenzar a realizar la tarea j (Ver Figura
8.10)
MINWAITij = ma´x(0, E
D
j − (ma´x(time, LOi ) + sOi + ti + sDi + tij + sOj + tj)) (8.22)
Una vez que las pares de tareas viables son identificadas, estas son ordenadas
atendiendo al ahorro en la distancia recorrida con respecto a realizar las tareas por

















Figura 8.10: Tiempo de espera mı´nimo en la unio´n de tareas
separado, siendo la expr sio´n de dicho aho ro la mostrada en l E uacio´ 8.23.
di + dj − d j . (8.23)
Caris y Janssens (2009) u a el ahorro en el tiempo de viaje, este trabajo ha
elegido el ahorro en distancia ya que el tiempo de v aje tiene un factor aleatorio en el
problema que resolvemos, y por lo tanto no depender´ su valor absoluto de un correcto
algoritmo, si de las circunstancias del entorn .
A cada uno de estos p res tiene definidos un de inicio m´s t mpr no,
Eij , un tie po de inicio ma´s tard´ı , Lij , y ma´s t rd´ıo, y n tie po de ejecucio´n d l p r
RSij .
El tiempo de inicio ma´s temprano Eij es definido como el tiempo ma´s temprano
que puede comenzar a completar el par (i, j) sin tiempo de espera inne esario tre las
tareas i y j; su valor puede conocerse a trave´s de la ecu cio´ 8.24, s rviendo l Figura










E∗ = EDj − sOi − ti − sDi − tij − sOj − tj (8.25)
El tiempo de inicio ma´s tard´ıo, Lij , sera´ definido como el u´ltimo instante en
que pueden empezar a completarse los pares (i, j) de modo que si el par se empieza a
llevar a cabo ma´s tarde entonces ambas tareas no podra ser realizadas en tiempo; su
valor viene expresado en la ecuacio´n 8.26.
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Como su propio nombre indica, la heur´ıstica esta´ dividida en dos fases. E
una primera fase, todas las combinacion s posibles en re tareas, incl yen o las ficticias,
son analizadas; y las mejores c mbinaciones son seleccionadas. En una s gunda fase, las
tareas co binadas son insert das dentro de rutas.
Siguiendo l pseudoco´digo 6 la primer f s tar´ıa d sglos da n las funciones:
FeasibilityMergedTasks (L´ınea 2) que n iza el conjunto de tareas ables a la
hora de unirlas, P; Evalua i n (L´ınea 3) que va u´a el horro de cada u a de las
uniones posibles; y Selection (L´ınea 4) que s lecc ona los pares que cub ir´n todas las
tareas a realizar, S, tratando de maximizar el ahorro. La segun a fa e ser´ıa l funcio´n
Construction (L´ınea 6), q e irıa ins rtan en rutas las t reas eleccion das. L
funcio´n Description (L´ınea 5) simplemente analiz una serie de caracterıstic s lo
pares selecciona s para tener l inform ci´n necesaria a la hora construir l ruta.
Los siguientes ep´ıgrafes explicara´n co mayor detalle cada una de estas funcio-
nes.
Algoritm 6 Heur´ıstic de insercio´n en d s fases
1: procedure I2PH(T , vstate, tstate, vpos, time, traffic)
2: P ←FeasibilityMergedTasks(time,T )
3: savp j ← Evaluation(pij) ∀pij ∈ P
4: S ←Selection(P,savpij )
5: Eij , Lij , RSij ←Desc iption(pij) ∀pij ∈ S
6: R←Construction(S,Eij ,Lij ,RSij)
7: nd procedure
8.4.1. Emparej mient de are s simples
Como se m estr en l Figura 8.8, l combi ci´n de do tarea si les e n
ma´s compleja podr´ıa suponer u gran ahorro en costes. Estos a es de tareas estara´
formados por una t ea perteneciente al grupo de tareas ficticias de inicio o tareas d
importacio´n, i ∈ T I ∪T inif , y tra tarea erteneciente l gru o d tare s e exportaci n
o tareas ficti ias d finalizacio´n, j ∈ T E ∪ T endf . Cualquier otra combinacio´n de tareas
no supondr´ıa ahorro alguno.
Oi
Pero no todos los pares de tareas (i, j), forma os por una tarea de cad uno de
los grupos descritos anteriormente, pueden ser combinados en tareas complejas factibles.
Por un lado, debido a la existencia de ventanas temporales, e imprescindible que las
restricciones temporales de la segunda tarea permitan realizarla despue´s de ejecutar la
primera. La segunda tarea, j, debe poder realizarse despue´s de realizar la primera tarea
del par, i, teniendo en cuenta el tiempo que se tarda en llegar a ella. Observando la Figura
(b) Caso no viable
Figura 7.9: Viabilidad d unio´n de tar as atendiendo a las restricciones temporales
Por otro lad , el tie o ma´ximo d espera entre tareas ha sid limitado por
motivos de eficiencia. Cualquier par cuyo tiempo mı´nimo de espera entre tareas sea
mayor que un valor dado sera´ descartado priori. Este l´ımite temporal ha sido intro-
ducido debido a la ineficiencia de largos tiempos de espera entre tareas; si un veh´ıculo
debe esperar demasiado tiempo entre l realizacio´n de una tarea y la siguiente, este
estara´ desperdiciando tiempo de su d´ıa de trabajo, incrementa do l necesidad de ma´s
veh´ıculos en la flota.
ma´x(time,EOi ) + s
O
i + ti + s
D
i + tij + s
O
j + tj ≤ LDi (7.21)
MINWAITij ≤ MAXWAIT (7.22)
MINWAITij = ma´x(0, E
D
j − (ma´x(time, LOi ) + sOi + ti + sDi + tij + sOj + tj)) (7.23)
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Estas dos restricciones se consiguen imponiendo el cumplimiento de las ecua-
ciones 7.21, relativa a las restricciones debido a las ventanas temporales, y 7.22, relativa
al ma´ximo tiempo de espera. En la ecuacio´n 7.21 se fuerza que un veh´ıculo que sale de la
tarea i lo ma´s temprano posible pueda alcanzar la tarea j antes del cierre de su ventana
temporal. En la la ecuacio´n 7.22, se fuerza que el mı´nimo tiempo posible de espera entre
las dos tareas del par (i, j), MINWAITij , sea menor que un tiempo ma´ximo permitido,
MAXWAIT. MINWAITij se define segu´n la ecuacio´n 7.23, y simboliza el tiempo que
tiene que esperar un veh´ıculo que sale de la tarea i lo ma´s tarde posible antes de poder
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8.2. Heur´ıstica de vecino ma´s cercano
La heur´ıstica propuesta identifica entre el conjunto de tareas todav´ıa no ser-
vidas, Tu, la tarea que se encuentra ma´s cerca de las ya insertadas; de hay que dicha
heur´ıstica sea nombrada como heur´ıstica del vecino ma´s cercano. La cercan´ıa de una
tarea j a una ruta ri puede evaluarse a trave´s de la funcio´n Pij ; expresada segu´n la
ecuacio´n (1.4). Un valor bajo de dicha funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que en la anterior heur´ıstica, dilj corresponde a la distancia entre el
destino de la u´ltima tarea de la ruta ri y el origen de la tarea j.
Wij es la espera mı´nima necesaria para poder comenzar las tarea j tras terminar
la u´ltima tarea de la ruta ri; su expresio´n viene detallada en la ecuacio´n (1.3) y se
represe taen la Figura 1.3.
Hij es la holgura existente o urgencia en realizar dicha tarea; su valor se toma
de l ecu cio´n (1.5), siendo la Figura 1.5 una ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I



























(b) Tarea j ∈ T E
Figura 8.5: Holgura entre tareas
V Iij y V
E
ij son el coste debido a la ruptura de las ventanas temporales impuestas,
es decir, a la violacio´n de las restricciones temporales contempladas en la terminal. Se
Cap´ıtulo 8 Mo´dulo de optimizacio´n de tareas de acarreo - heur´ısticas 111
Debido a la existencia de ventanas temporales, adema´s de los costes debido a
violaciones de las mismas otra consideracio´n ha de ser tenida en cuen ; puede qu la
espera entre tareas sea t n elevada qu erjudique a la solucio´n propu st , ncremen-
tando el nu´mero de veh´ıculos necesarios para realizar la misma. Para minimizar dicho
perjuicio, se ha limitado el tiempo de espera ma´ximo entre tareas, MAXWAITING. Di-
cha restriccio´n se lleva a cabo a trave´s de la imposicio´n de la ecuacio´n (1.2), donde Wij
representa el tiempo de espera entre la u´ltima tarea de la ruta ri y la primera tarea de
la ruta rj expresado a trave´s de la ecuacio´n (1.3). La Figura 1.3 muestra gra´ficamente
el tiempo de espera entre tareas.
Wij ≤ MAXWAITING (8.2)
Wij =
￿
ma´x(0, EOj − (stDil + sDil + tiljf )) si j ∈ T I
ma´x(0, EDj − (stDil + sDil + tiljf + sOjf + tjf )) si j ∈ T E
(8.3)
La heur´ıstica de ahorro en costes en un entorno dina´mico se muestra en el
Algoritmo 1. En la l´ınea 2 se llama a la funcio´n InitialRoutes que inicializa las rutas,
R, segu´n el procedimiento explicado en el ejemplo de la Figura 1.1. Una vez inicializada
las rutas, se entra en el bucle que intentara´ solapar todas las rutas posibles; en este
bucle se iterara´ mientras haya ma´s rutas que veh´ıculos, |R| ≥ |V|, o mientras exista
posibilidad de ahorro (como se muestra en la l´ınea 4). Dentro de dicho bucle: se calcula
el ahorro de todas las combinaciones de ruta (L´ınea 7); se analiza que grupo de dichas
uniones, WC, cumplen la condicio´n de ma´ximo tiempo de espera (L´ınea 8); y se elige
las rutas a concatenar (L´ıneas 12, 14 y 12), eligiendo preferentemente las que producen
mayor ahorro dentro de las que cumplen la condicio´n de espera. Por u´ltimo, se realiza
la unio´n llamando a la funcio´n MergingRoutes (19).
Las Tablas 1.1, 1.2 y 1.3 y la Figura 1.4 muestran como se comporta el algo-
ritmo frente a diferentes valores de MAXWAITING. El algoritmo ha sido testado en un
problema esta´tico del tipo R1.13, para tres poblaciones de tareas (25, 50, y 100). En las
diferentes tablas la primera columna representa el tiempo ma´ximo de espera propues-
to; la segunda columna se trata de la distancia recorrida; la tercera columna muestra
el nu´mero de veh´ıculos necesarios para la solucio´n encontrada; las columnas cuarta y
quinta hacen referencia a la ruptura de ventanas temporales en el origen, siendo res-
pectivamente el coste debido a rupturas y el nu´mero de rupturas; las columnas sexta y
se´ptima representan lo mismo que las dos anteriores pero para ventanas temporales en
el destino; la columna octava ser´ıa el coste total de la solucio´n encontrada; y por u´ltimo,
la columna novena mostrar´ıa el tiempo de computacio´n en segundos.
Los resultados muestran que imponer un tiempo de espera ma´ximo entre tareas
3Ver Ape´ndice A
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8.2. Heur´ıstica de vecino ma´s cercano
La heur´ıstica propuesta identifica entre el conjunto de tareas todav´ıa no ser-
vidas, Tu, la tarea que se encuentra ma´s cerca de las ya insertadas; de hay que dicha
heur´ıstica sea nombrada como heur´ıstic del vecino ma´s cercano. La cercan´ıa de una
tarea j a una ruta ri puede evaluarse a trave´s de la funcio´n Pij ; expresada segu´n la
ecuacio´n (8.4). Un valor bajo de dicha funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que en la anterior heur´ıstica, dilj corresponde a la distancia entre el
destino de la u´ltima tarea de la ruta ri y el origen de la tarea j.
Wij es la espera mı´nima necesaria para poder comenzar las tarea j tras terminar
la u´ltima tarea de la ruta ri; su expresio´n viene detallada en la ecuacio´n (8.3) y se
representaen la Figura 8.3.
Hij es la holgura existente o urgencia en realizar dicha tarea; su valor se toma
de la ecuacio´n (8.5), siendo la Figura 8.5 una ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si area j ∈ T I



























(b) Tarea j ∈ T E
Figura 8.5: Holgura entre tareas
V Iij y V
E
ij son el coste debido a la ruptura de las ventanas temporales impuestas,
es decir, a la violacio´n de las restricciones temporales contempladas en la terminal. Se
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8.2. Heur´ıstica de vecino ma´s cercan
La heur´ıstica propuesta identifica entre el conjunto de tareas todav´ıa no ser-
vidas, Tu, la tarea que se encuentra ma´s cerca de las ya insertadas; de hay que dicha
heur´ıstica sea nombrada como heur´ıstica del vecino ma´s cercano. La cercan´ıa de una
tarea j a una ruta ri puede evaluarse a trave´s de la funcio´n Pij ; expresada segu´n la
ecuacio´n (8.4). Un valor bajo de dicha funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que en la anterior heur´ıstica, dilj corresponde a la istancia entre el
destino de la u´ltima tarea de la ruta ri y el origen de la tarea j.
Wij es la espera mı´nima necesaria para poder comenzar las tarea j tras terminar
la u´ltima tarea de la ruta ri; su expresio´n viene detallada en la ecuacio´n (8.3) y se
representaen la Figura 8.3.
Hij es la holgura existente o urgencia en realizar dicha tarea; su valor se toma
de la ecuacio´n (8.5), siendo la Figura 8.5 una ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I
ma´x(0, LDj − (stDil + sDil + tilj + sOj + tj)) si tareaj ∈ T E
(8.5)
Di Dj Oj
V Iij y V
E
ij son el coste debido a la ruptura de las ventanas temporales impuestas,
es decir, a la violacio´n de las restricciones temporales contempladas en la terminal. Se
realiza una distincio´n entre los tareas de importacio´n, 8.6, y de exportacio´n, 8.7, dado




cwait ·ma´x(0, (ftil + sDil + tiljf )− LOj ) si j tarea tipo I
0 si j tarea tipo E
(8.6)
4Por simplificar, las penalizaciones por llegada tard´ıa al depo´sito han sido equiparadas a tareas de
importacio´n
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8.2. Heurıstic de vecino m´ cercano
La heur´ıstica propuesta identifica ntre el conjunto de tareas todav´ıa no ser-
vidas, Tu, l tarea que se encuentra m´s cerca d las ya insertadas; de hay que dicha
heur´ısti se nombrada como heur´ıstica del vecino ma´s cercano. L cercan´ıa de u a
tarea j a una ruta ri pued evaluarse a trave´s de la funcio´n Pij ; expresada segu´n la
ecuacio´n (8.4). Un valor bajo de dich funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que en la anterior heur´ıstica, dilj corresponde a la distancia entre el
d stino de la u´ltima tarea de la ruta ri y el origen de la tarea j.
Wij es la espera mı´nima necesaria para poder comenzar las tarea j tras terminar
la u´ltima tare de la ruta ri; su expresio´n viene detallada en la ecuacio´n (8.3) y se
representaen la Figura 8.3.
Hij es la holgur xistente urgenci en realizar dicha tarea; u valor se toma
de l ec acio´n (8.5), siendo la Figura 8.5 una ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I
ma´x(0, LDj − (stDil + sDil + tilj + sOj + tj)) si tareaj ∈ T E
(8.5)
Di Dj Oj
V Iij y V
E
ij son el coste debido a la ruptura de las ventanas temporales impuestas,
s decir, a la vi lacio´n de las restricciones temporales contempladas en la terminal. Se
realiza una distincio´n ntre los tareas de imp rtacio´n, 8.6, y de exportacio´n, 8.7, dado




cwait ·m´x(0, (ftil + sDil + tiljf )− LOj ) si j tarea tipo I
0 si j tarea tipo E
(8.6)
4Por simplificar, las penalizaciones por llegada tard´ıa al depo´sito han sido equiparadas a tareas de
importacio´n
Capıtulo 8 M´dulo de optimiza io´n de tar as e acarr o - heur´ısticas 115
8.2. Heur´ıstica e veci o ma´ cercan
La heur´ıstica propuesta identific e tre el conjunto de t re s todav´ıa no ser-
vidas, Tu, la tarea q se encuentra ma´s cerca de las ya i sertad s; de hay que dicha
heur´ıstica sea nombrada como heur´ıstica del vecino ma´s cercano. L c rcan´ıa de una
tarea j a una ruta ri p ede ev lu rse a tr ve´s de la f ncio´n Pij ; expresad segu´n la
ecuacio´n (8.4). Un valor bajo d dicha funcio´n es sino´nimo de una m yor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij δ3 ·Hi 4 I 5 V Eij + δ6 · uvi (8.4)
Al igual que n la anterior heur´ıstic , dilj correspo de a la dis ancia entre el
destino de la u´ltima ta ea de la ruta ri y el origen de la tarea j.
Wij es la espera mı´nim necesaria para poder co e zar las tar a j tr s terminar
la u´ltima t rea de la ruta ri; su expresio´n vien deta l da en la ecuacio´n (8.3) y se
r presentaen la Figura 8.3.
Hij es la holgura existente o urgenc a en realiz r dicha t rea; su valor se toma
de la ecuacio´n (8.5), siendo la Figura 8.5 una ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I
ma´x(0, LDj − (stDil + sDil + tilj + sOj + tj)) si tareaj ∈ T E
(8.5)
Di Dj Oj
V Iij y V
E
ij son l coste debido a la ruptura de l v ntanas temporales impu st s,
es decir, a la violacio´n de las r tric iones temporales contempl das e la termin l. Se
real za una distincio´n entre los tareas de importacio´n, 8.6, y de exportacio´n, 8.7, dado




cwait ·ma´x(0, (ftil + sDil + tiljf )− LOj ) si j tarea tipo I
0 si j tarea tipo E
(8.6)
4Po simplific r, las p nalizaciones por lleg da tard´ıa al depo´sito han sido equipar das a tareas de
importacio´n
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8.2. Heur´ıstica de vecino ma´s cercano
La heur´ıstica propuesta identifica entre el conjunto de tareas todav´ıa no ser-
vidas, Tu, la tarea que se encue tra ma´s cerca de las ya insertadas; de hay que dicha
heur´ıstica sea nombrada como heur´ıstica del vecino ma´s cercano. La cercan´ıa de una
tarea j a una ruta ri puede evaluarse a trave´s de la funcio´n Pij ; expresada segu´n la
ecuacio´n (8.4). Un valor bajo de dicha funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que en la anterior heur´ıstica, dilj corresponde a la distancia ntre el
destino de la u´ltima tarea de la ruta ri y el origen de la tarea j.
Wij es la espera mı´nima necesaria para p der come zar las t rea j tras terminar
la u´ltima tarea de la ruta ri; su expresio´n viene detallada en la ecuacio´n (8.3) y se
representaen la Figura 8.3.
Hij es la holgura existente o urgencia en realizar dicha tarea; su valor se toma
de la ecuacio´n (8.5), siendo la Figura 8.5 una ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I



























(b) Tarea j ∈ T E
Figura 8.5: Holgura entr t reas
V Iij y V
E
ij son el coste debido la ruptura de las ve tanas t mp r les impu st s,
es decir, a la violaci´ de las restriccio es t mporales cont mpla as la terminal. Se
































(b) Caso no viable
Figura 8.9: Viabilidad de unio´n de tareas atendiendo a las restricciones temporales
Por otro lado, el tiempo ma´ximo de espera entre tareas ha sido limitado por
motivos de eficiencia. Cualquier par cuyo tiempo mı´nimo de espera entre tareas sea
mayor que un valor dado, sera´ descartado a priori. Este l´ımite tempor l ha sido intro-
ducido debido a la ineficienci de l rgos tiempos de espera ntre tare s; si un veh´ıc lo
debe esperar demasia o tiempo entre la realizacio´n d una tarea y la siguiente, ste
estara´ desperdiciando tiempo de su d´ıa de trabajo, incrementando la necesidad de ma´s
veh´ıculos en la flota.
ma´x(time,EOi ) + s
O
i + ti + s
D
i + tij + s
O
j + tj ≤ LDi (8.20)
MINWAITij ≤MAXWAIT (8.21)
Estas dos restricciones se consiguen imponiendo el cumplimiento de las ecua-
ciones 8.20, relativa a las restricciones debido a las ventanas temporales, y 8.21, relativa
al ma´ximo tiempo de espera. En la ecuacio´n 8.20 se fuerza que un veh´ıculo que sale
de la tarea i, lo ma´s temprano posible, pueda alcanzar la tarea j antes del cierre de su
ventana temporal. En la la ecuacio´n 8.21, se fuerza que el mı´nimo tiempo posible de
espera entre las dos tareas del par (i, j), definido como MINWAITij , sea menor que
un tiempo ma´ximo permitido, MAXWAIT . Donde MINWAITij se define segu´n la
ecuacio´n 8.22, y simboliza el tiempo que tiene que esperar un veh´ıculo que sale de la
tarea i lo ma´s tarde posible antes de pode comenzar re lizar la t rea j ( er Figur
8.10)
MINWAITij = ma´x(0, E
D
j − (m´x(time, LOi ) + sOi + ti + sDi + tij + sOj + tj)) (8.22)
Una vez que las pares de tareas viables son identificadas, estas son ordenadas
atendiendo al ahorro en la distancia recorrida con respecto a realizar las tareas por
































(b) Caso no viable
Figura 8.9: Viabilidad de unio´n de tareas atendiendo a las restricciones temporales
P r otro lado, el tiempo ma´ximo de espera entre tar as ha sid limitado por
motivos de eficiencia. Cualquier par cuyo tiempo mı´nimo de espera entre tareas sea
mayor que un valor dado, sera´ descartado a priori. Este l´ımite temporal ha sido intro-
ducido debido a la ineficiencia de largos tiempos de espera entre tareas; si un veh´ıculo
debe esperar demasiado tiempo entre la realizacio´n de una tarea y la siguiente, este
estara´ desperdiciando tiempo de su d´ıa de trabajo, incrementando la necesidad de ma´s
veh´ıculos en la flota.
ma´x(time,EOi ) + s
O
i + ti + s
D
i + tij + s
O
j + tj ≤ LDi (8.20)
MINWAITij ≤MAXWAIT (8.21)
Estas dos restricciones se consiguen imponiendo el cumplim ento de las ecua-
ciones 8.20, relativa a las restricciones debido a las ventanas temporales, y 8.21, relativa
al ma´ximo tiempo de espera. En la ecuacio´n 8.20 se fuerza que un veh´ıculo que sale
de la tarea i, lo ma´s temprano posible, pueda alcanzar la tarea j antes del cierre de su
ventana temporal. En la la ecuacio´n 8.21, se fuerza que el mı´nimo tiempo posible de
espera entre las dos tareas del par (i, j), definido como MINWAITij , sea menor que
un tiempo ma´ximo permitido, MAXWAIT . Donde MINWAITij se define segu´n la
ecuacio´n 8.22, y simboliza el tiempo que tiene que esperar un veh´ıculo que sale de la
tarea i lo ma´s tarde posible antes de poder comenzar a realizar la tarea j (Ver Figura
8.10)
MINWAITij = ma´x(0, E
D
j − (ma´x(time, LOi ) + sOi + ti + sDi + tij + sOj + tj)) (8.22)
Una vez que las pares de tareas viables son identificadas, estas son or enadas
atendiendo al ahorro en la distancia recorrida con respecto a realizar las tareas por
































(b) Caso no viabl
Figura 8.9: Viabilidad de unio´n de tareas atendiendo a las restricciones temporales
Por ot o lado, el tiempo m´ximo de espe a entr tareas ha si o limita o por
motivos eficienci . Cu lquier p r cu o tiempo mı´nimo de espera entre tareas sea
mayor que un valor dado, sera´ descartado a priori. E te l´ımite temporal ha sido intro-
ducido debido a la ineficiencia de largos tiempos de esper entre tareas; si un veh´ıculo
debe esperar de asiado tiempo entre la realizacio´n d una tarea y la iguient , este
estara´ desperdiciando tiempo de su d´ıa de trabajo, incrementando la necesidad de ma´s
veh´ıculos en la flota.
ma´x(time,EOi ) + s
O
i + t + s
D
i + tij + s
O
j + tj ≤ LDi (8.20)
MINWAITij ≤MAXWAIT (8.21)
Esta dos restricciones se consiguen imponi ndo el cumplimiento de las ecua-
ciones 8.20, relativa a las rest icciones debido a las ventana temporales, y 8.21, relativa
al ma´ximo tiempo de spera. En la ecuacio´n 8.20 fuerza que un veh´ıculo que sale
d la area i, lo ma´s temprano posible, pueda alcanzar la tarea j antes del cierre de su
vent na temporal. En la la ecuacio´n 8.21, s fuerza que e mı´nimo tiempo posible de
espera entr las dos tareas del par (i, j), definido como MINWAITij , sea menor que
un tiempo ma´ximo permitido, MAXWAIT . Do de MINWAITij se define segu´n la
ecuacio´n 8.22, y simbo iza el tiempo que tiene q es erar u veh´ıculo que sale de la
tarea lo ma´s tarde posib e a tes de poder comenzar a r alizar la tare j (Ver Figura
8.10)
MINWAITij = ma´x(0, E
D
j − (ma´x(time, LOi ) + sOi + ti + sDi + tij + sOj + tj)) (8.22)
Una vez que las pares de tareas viables son identificadas, estas on orden das
atendiendo al ahorro en la distancia recorrida con respecto a realizar las tareas por
































(b) Caso no viable
Figura 8.9: Viabilidad de unio´n de tareas atendiendo a las restricciones temporales
Por otro lado, el tiempo ma´ximo de esper entre tarea ha sido limi ado por
motivos de eficiencia. Cualquier par cuyo tiempo mı´nimo de espera entre s sea
mayor que un valor da o, s a´ descartado a priori. Este l´ımite temporal ha sido intro-
ducido debido a la ineficiencia de l rgos tiempos de espera entre tareas; si un veh´ıculo
debe esperar demasiado tiempo entre la realizacio´n de una tarea y la siguiente, este
estara´ desperdiciando tiempo de su d´ıa de trabajo, increment ndo la nec sidad de ma´s
veh´ıculos en la flota.
ma´x(time,EOi ) + s
O
i + ti + s
D
i + tij + s
O
j + tj ≤ LDi (8.20)
MINWAITij ≤MAXWAIT (8.21)
Estas dos res ricciones se consiguen imponiendo el cumplimiento de las ecua-
ciones 8.20, relativa a las r stricciones debido a l s ventanas t mporales, y 8.21, relativa
al ma´ximo tiempo de espera. En la ecuacio´n 8.20 se fuerza que un veh´ıculo que sale
de la tarea i, lo ma´s te prano posible, pueda alcanzar la tarea j antes del cierre de su
ventana temporal. En la la ecuacio´n 8.21, se fuerza que el mı´nimo tiempo posible de
espera entre las dos tareas del par (i, j), d finido como MINWAITij , sea menor que
un tiempo ma´ximo permitido, MAXWAIT . Donde MINWAITij se define segu´n la
ecuacio´n 8.22, y simboliza el tiempo que tiene que esperar un veh´ıculo que sale de la
tarea i lo ma´s tarde posible antes d poder comenzar a realizar la tarea j (Ver Figura
8.10)
MINWAITij = ma´x(0, E
D
j − (ma´x(time, LOi ) + sOi + ti + sDi + tij + sOj + tj)) (8.22)
Una vez que las pares de tareas viables son identificadas, estas son ordenadas
atendiendo al ahorro en la distancia recorrida con respecto a realizar las tareas por
































(b) Caso no viable
Figura 8.9: Viabilidad de nio´n de tareas atendi ndo a las restricciones temporal s
Por otro lado, el tiempo ma´ximo de espera entre tareas ha sido limitado por
motivos de eficiencia. Cualquier par cuyo tiempo mı´nimo de espera entre tareas sea
mayor que un valor dado, sera´ descartado a priori. Este l´ımite temporal ha sido intro-
ducido debido a la ineficiencia de largos tiempos de espera entre tareas; si un veh´ıculo
debe esperar demasiado tiempo ntre la real zacio´n de una tarea y la siguiente, este
estara´ despe diciando tiempo de su d´ıa de trabajo, incrementand la necesidad de ma´s
veh´ıculos en la flota.
ma´x(time,EOi ) +
O
i + ti + s
D
i + tij + s
O
j + tj ≤ LDi (8.20)
MINWAITij ≤MAXWAIT (8.21)
Estas dos restricciones se consiguen imponiendo el cumplimiento de las ecua-
ciones 8.20, relativa a l s restricciones debido a las ventanas tempora es, y 8.21, relativa
al ma´ximo tiempo de espera. En la ecuacio´n 8.20 se fuerza que un veh´ıculo que sale
de la tarea i, lo ma´s temprano posible, pueda alcanzar la tarea j antes del cierre de su
ventana temporal. En la la ecuacion 8.21, se fuerza que el mı´nimo iempo posible de
espera entre las dos tareas del par (i, j), definido como MINWAITij , sea menor que
un tiempo ma´ximo permitido, MAXWAIT . Donde MINWAITij se define segu´n la
ecuacio´n 8.22, y simboliza el tiempo que tiene que esperar un veh´ıculo que sale de la
tarea i lo ma´s tarde posible antes de poder comenzar a realizar la tarea j (Ver Figura
8.10)
MINWAITij = ma´x(0, E
D
j − (ma´x(time, LOi ) + sOi + ti + sDi + tij + sOj + tj)) (8.22)
Una vez que las pares de tareas viables son identificadas, estas son ordenadas
atendiendo al ahorro en la distancia recorrida con respecto a realizar las tareas por

















Figura 8.10: Tiempo de espera mı´nimo en la unio´n de tareas
separado, siendo la expresio´n de dicho horro l mostrada n a Ecu cio´n 8.23.
di + dj − dij . (8.23)
Caris y Janssens (2009) usa el ahorro en el tiempo de vi j , es trabajo ha
elegido el ahorro en distancia ya que el tiempo de v aje tiene un factor aleatorio en el
problema que resolvemos, y por lo tanto no d pendera´ su valor absoluto d un correcto
algoritmo, sino de las circunstancias d l entor o.
A ca a uno de est s pares tiene definidos un tiempo de i icio ma´s temprano,
Eij , un tiemp de inicio ma´s tard´ıo, Lij , y m´s tard´ıo, y un tie po de e uci´n del p r
RSij .
El tiempo de inicio a´s temprano Eij es definido como el ti mpo m´s temprano
que puede comenzar a completar el par (i, j) in tiempo de sp ra inn c s rio entre la
tareas i y j; su valor puede conoc rse a trave´s de la ecuacio´n 8.24, sirviendo la Figura










E∗ = EDj − sOi − ti − sDi − tij − sOj − tj (8.25)
El t empo de inicio ma´s tard´ıo, Lij , ser´ definido como el u´ltimo i stante n
que pueden empezar a completarse l s p res (i, j) de m do que si el par se empieza a
llevar a cabo ma´s tarde entonces ambas tareas podra´n ser realizadas n ti mpo; su
valor viene expresado en la cuacio´n 8.26.
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Como su propio nombre indica, la heur´ıstica esta´ dividida en dos fases. En
una primera fase, todas las combinaciones posibles entre tareas, incluyendo las ficticias,
son analizadas; y las mejores combinaciones son seleccionadas. En una segunda fase, as
tareas combinadas son insertad s dentro de rutas.
Siguiendo el pseudoco´digo 6 la primera f se estar´ıa desglosada n las funciones:
FeasibilityMergedTasks (L´ınea 2) que analiza el conjunto de tareas viables a la
hora de unirlas, P; Evaluation (L´ınea 3) que evalu´a el ahorro de cada una de las
uniones posibles; y Selection (L´ınea 4) que selecciona los pares que cubrira´n todas las
tareas a realizar, S, tratando de maximizar el ahorro. La segun a fa e ser´ıa la funcio´n
Construction (L´ınea 6), que ir´ıa insertando en rutas las tar as s leccion das. L
funcio´n Description (L´ınea 5) simplemente analiz una serie de caracterısticas lo
pares seleccionados para tener la inform ci´n necesaria l hor construir l ruta.
Los siguientes ep´ıgrafes explicara´n con mayor detalle cada u de estas funcio-
nes.
Algoritmo 6 Heur´ıstica de insercio´n en dos fases
1: procedure I2PH(T , vstate, tstat , vpos, time, traffic)
2: P ←FeasibilityMergedTasks(time,T )
3: savpij ← Evaluation(pij) ∀pij ∈ P
4: S ←Selection(P,savpij )
5: Eij , Lij , RSij ←Descrip i n( ij) ∀pij ∈ S
6: R←Construction(S,Eij ,Lij ,RSij)
7: end proced re
8.4.1. Emparejamiento de tare s simples
Como se muestra en la Figura 8.8, la combi aci´n de dos tareas si ples e un
ma´s compleja podr´ıa suponer un gran ahorro en costes. Estos pares de tareas estara´n
formados por una tarea pe teneciente al grupo de tareas ficticias de inicio o tareas de
importa i´ , i ∈ T I ∪T inif , y otra tarea perteneciente l grupo de tareas de exportacio´n
o tareas ficticias de finalizacio´n, j ∈ T E ∪ T endf . Cualquier otra combinacio´ d tareas
no supondr´ı ahorro alguno.
Oi
Pero no todos los pares de tareas (i, j), formados por una tarea de cada uno de
los grupos descritos n riorm nte, pueden ser o inado en tare s compl jas factibles.
Por un lado, debido a la existencia de ventan s temporales, imprescindibl que la
restricciones temporales de la segunda tarea permitan realizarla despue´s de ejecutar la
primera. La s g nda tarea, j, debe poder realizarse despu´s de r alizar la primera tarea
del par, i, teniendo en cuenta el ti mpo que se tar a en ll gar a ella. Observando Figura
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8.2. Heur´ıstica de vecino ma´s cercano
La heur´ıstica propuesta identifica entre el conjunto de tareas todav´ıa no ser-
vidas, Tu, la tarea que se encuentra ma´s cerca de las ya insertadas; de hay que dicha
heur´ıstica sea nombrada como heur´ıstica del vecino ma´s cercano. La cercan´ıa de una
tarea j a una ruta ri puede evaluarse a trave´s de la funcio´n Pij ; expresada segu´n la
ecuacio´n (1.4). Un valor bajo de dicha funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que en la anterior heur´ıstica, dilj corresponde a la distancia entre el
destino de la u´ltima tarea de la ruta ri y el origen de la tarea j.
Wij es la espera mı´nima necesaria para poder comenzar las tarea j tras terminar
la u´ltima tarea de la ruta ri; su expresio´n viene detallada en la ecuacio´n (1.3) y se
representaen la Figura 1.3.
Hij e la holgura existente o urgencia en realizar dicha tarea; su valor se toma
de la ecuacio´n (1.5), siendo la Figura 1.5 una ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I



























(b) Tarea j ∈ T E
Figura 8.5: Holgura entre tareas
V Iij y V
E
ij son el coste debido a la ruptura de las ventanas temporales impuestas,
es decir, a la violacio´n de las restricciones temporales contempladas en la terminal. Se
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Debido a la existencia de ventanas temporales, adema´s de los costes debido a
violaciones de las mismas otra consideracio´n ha de ser tenida en cuen ; puede qu la
espera entre tareas sea t n elevada qu erjudique a la solucio´n propu st , ncremen-
tando el nu´mero de veh´ıculos necesarios para realizar la misma. Para minimizar dicho
perjuicio, se ha limitado el tiempo de espera ma´ximo entre tareas, MAXWAITING. Di-
cha restriccio´n se lleva a cabo a trave´s de la imposicio´n de la ecuacio´n (1.2), donde Wij
representa el tiempo de espera entre la u´ltima tarea de la ruta ri y la primera tarea de
la ruta rj expresado a trave´s de la ecuacio´n (1.3). La Figura 1.3 muestra gra´ficamente
el tiempo de espera entre tareas.
Wij ≤ MAXWAITING (8.2)
Wij =
￿
ma´x(0, EOj − (stDil + sDil + tiljf )) si j ∈ T I
ma´x(0, EDj − (stDil + sDil + tiljf + sOjf + tjf )) si j ∈ T E
(8.3)
La heur´ıstica de ahorro en costes en un entorno dina´mico se muestra en el
Algoritmo 1. En la l´ınea 2 se llama a la funcio´n InitialRoutes que inicializa las rutas,
R, segu´n el procedimiento explicado en el ejemplo de la Figura 1.1. Una vez inicializada
las rutas, se entra en el bucle que intentara´ solapar todas las rutas posibles; en este
bucle se iterara´ mientras haya ma´s rutas que veh´ıculos, |R| ≥ |V|, o mientras exista
po ibilidad de ahorro (como se muestr en la l´ınea 4). Dentro de dicho bucle: se calcula
el ahorro de todas las combinaciones de ruta (L´ınea 7); se analiza que grupo de dichas
uniones, WC, cumplen la condicio´n de ma´ximo tiempo de espera (L´ınea 8); y se elige
las rutas a concatenar (L´ıneas 12, 14 y 12), eligi ndo preferentemente l s que producen
mayor ahorro dentro de las que cumplen la condicio´n de espera. Por u´ltimo, se realiza
la unio´n llamando a la funcio´n MergingRoutes (19).
Las Tablas 1.1, 1.2 y 1.3 y la Figura 1.4 muestra como se comporta el lgo-
ritmo frente a diferentes valores de MAXWAITING. El algoritmo ha sido testado en un
problema esta´tico del tipo R1.13, para tres poblaciones de tareas (25, 50, y 100). En las
diferentes tablas la primera columna representa el tiempo ma´ximo de espera propues-
to; la segunda columna se trata de la distancia recorrida; la tercera columna muestra
el nu´mero de veh´ıculos necesarios para la solucio´n encontrada; las columnas cuarta y
quinta hacen referencia a la ruptura de ventanas temporales en el origen, siendo res-
pectivamente el coste debido a rupturas y el nu´mero de rupturas; las columnas sexta y
se´ptima representan lo mismo que las dos anteriores pero para ventanas temporales en
el destino; la columna octava ser´ıa el coste total de la solucio´n encontrada; y por u´ltimo,
la columna noven mostrar´ıa el tiempo de computacio´n en segundos.
Los resultados muestran que i poner un tiempo de espera ma´ximo entre tareas
3Ver Ape´ndice A
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8.2. Heur´ıstica de vecino ma´s cercano
La heur´ıstica propuesta identifica entre el conjunto de tareas todav´ıa no ser-
vidas, Tu, la tarea que se encuentra ma´s cerca de las ya insertadas; de hay que dicha
heur´ıstica sea nombrada como heur´ıstica del vecino ma´s cercano. La cercan´ıa de una
tarea j a una ruta ri puede evaluarse a trave´s de la funcio´n Pij ; expresada segu´n la
ecuacio´n (8.4). Un valor bajo de dicha funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que en la anterior heur´ıstica, dilj corresponde a la distancia entre el
destino de la u´ltima tarea de la ruta ri y el origen de la tarea j.
Wij es la espera mı´nima necesaria para poder comenzar las tarea j tras terminar
la u´ltima tarea de la ruta ri; su expresio´n viene detallada en la ecuacio´n (8.3) y se
representaen la Figura 8.3.
Hij es la holgura existente o urgencia en realizar dicha tarea; su valor se toma
de la ecuacio´n (8.5), siendo la Figura 8.5 una ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I



























(b) Tarea j ∈ T E
Figura 8.5: Holgura entre tareas
V Iij y V
E
ij son el coste debido a la ruptura de las ventanas temporales impuestas,
es decir, a la violacio´n de las restricci nes temporales contempladas en la terminal. Se
Cap´ıtulo 8 Mo´dulo de optimizacio´n de tareas de acarreo - heur´ısticas 115
8.2. Heur´ıstica de vecino ma´s cercano
La heur´ıstica propuesta identifica entre el conjunto de tareas todav´ıa no ser-
vidas, Tu, la tarea que se encuentra ma´s cerca de las ya insertadas; de hay que dicha
heur´ıstica sea nombrada como heur´ıstica del vecino ma´s cercano. La cercan´ıa de una
tarea j a una ruta ri puede evaluarse a trave´s de la funcio´n Pij ; expresada segu´n la
ecuacio´n (8.4). Un valor bajo de dicha funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que en la anterior heur´ıstica, dilj corresponde a la distancia entre el
destino de la u´ltima tarea de la ruta ri y el origen de la tarea j.
Wij es la espera mı´nima necesaria para poder comenzar las tarea j tras terminar
la u´ltima tarea de la ruta ri; su expresio´n viene detallada en la ecuacio´n (8.3) y se
representaen la Figura 8.3.
Hij es la holgura existente o urgencia en realizar dicha tarea; su valor se toma
de la ecuacio´n (8.5), siendo la Figura 8.5 una ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I
ma´x(0, LDj − (stDil + sDil + tilj + sOj + tj)) si tareaj ∈ T E
(8.5)
Di Dj Oj
V Iij y V
E
ij son el coste debido a la ruptura de las venta as t mporales i uest s,
es decir, a la violacio´n de las restricciones temporales contemplad s en la terminal. Se
realiza una distincio´n entre los tareas de importacio´n, 8.6, y de exportacio´n, 8.7, d do




cwait ·ma´x(0, (ftil + sDil + tiljf )− LOj ) si j tarea tipo I
0 si j tarea tipo E
(8.6)
4Por simplificar, las penalizaciones por llegada tard´ıa al depo´sito han sido equiparadas a tareas de
importacio´n
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8.2. Heur´ıstica de vecino ma´s cercano
La heur´ıstica propuesta identifica ntre el conjunto de tareas todav´ıa no ser-
vidas, Tu, l tarea que se encuentra ma´s cerca de las ya nsertadas; de hay que dicha
heur´ısti a sea nombrada como heur´ıstica del vecino ma´s cercano. La cercan´ıa de una
tarea j a una ruta ri puede evaluarse a trave´s de la funcio´n Pij ; expresada segu´n la
ecuacio´n (8.4). Un valor bajo de dich funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que n la anterior heur´ıstica, ilj corresponde a l distanci entre el
d stino de la u´ltima tarea de la ruta ri y el origen de la tarea j.
Wij es la espera mı´nima necesaria para poder comenzar las tarea j tras terminar
la u´ltima tarea de la ruta ri; su expresio´n viene detallada en la ecuacio´n (8.3) y se
representaen la Figura 8.3.
Hij es la holgur xistente urgenci en realizar dicha tarea; su valor se toma
de l ec acio´n (8.5), siendo la Figura 8.5 una ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I
ma´x(0, LDj − (stDil + sDil + tilj + sOj + tj)) si tareaj ∈ T E
(8.5)
Di Dj Oj
V Iij y V
E
ij son el coste debido a la ruptura e las ventanas temporales impuest s,
s decir, a la vi lacio´n de l s restricciones temporales ont mpladas en la terminal. S
realiza una distincio´n ntre l s tareas de imp rtacio´n, 8.6, y de exportacio´n, 8.7, dado




cwait ·m´x(0, (ftil + sDil + tiljf )− LOj ) si j tarea tipo I
0 si j tarea tipo E
(8.6)
4Por simplificar, las penalizaciones por llegada tard´ıa al depo´sito han sido equiparadas a tareas de
importacio´n
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8.2. Heur´ıstica de vecino m´s cercano
La heur´ıstica propuesta identific e tre el conjunto de t re s todav´ıa no ser-
vidas, Tu, la tarea q se encuentra ma´s cerca de las ya i sertad s; de hay que dicha
heur´ıstica sea nombrada como heur´ıstica del vecino ma´s cer ano. La c rcan´ıa de una
tarea j una ruta ri p ede ev lu rse a tr ve´s de la f ncio´n Pij ; expresad segu´n la
ecuacio´ (8.4). Un valor bajo d dicha funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = 1 · dilj + δ2 ·Wij δ3 ·Hi 4 I 5 V Eij + δ6 · uvi (8.4)
Al igual que en la anterior heur´ıstica, dilj correspo de a l dis ancia entre el
destino de la u´ltima ta ea de la ruta ri y el origen de la tarea j.
Wij es la espera mı´nim necesaria para poder co e z r las tar a j tr s terminar
la u´ltima t rea de la ruta ri; su expresio´n vien detall da en la ecuacio´n (8.3) y se
r presentaen la Figura 8.3.
Hij es la holgura existente o urg ncia en realiz dicha t rea; su valor se toma
de la ecuacio´n (8.5), siendo la Figura 8.5 una ayuda para su tendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I
ma´x(0, LDj − (stDil + sDil + tilj + sOj + tj)) si tareaj ∈ T E
(8.5)
Di Dj Oj
V Iij y V
E
ij son el coste debido a la ruptura de l ventan s te orales impu st s,
es decir, a la viol cio´n de las r tric iones temporales contemplad s e la termin l. Se
real za una distinci´n entre los tareas de importacio´n, 8.6, y de expo tacio´ , 8.7, dado




cwait ·ma´x(0, (ftil + sDil + tiljf )− LOj ) si j tarea tipo I
0 si j tarea ti o E
(8.6)
4Po simplificar, las p nalizaciones por lleg da tard´ıa al depo´sito han sido equipar das a tareas de
importacio´n
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8.2. Heur´ıstica de vecino ma´s cercano
La heur´ıstica propuesta identifica entre el conjunto de tareas todav´ıa no ser-
vidas, Tu, la tarea que se encuentra ma´s cerca de las ya insertadas; de hay que dicha
heur´ıstica sea nombrada como heur´ıstica del vecino ma´s cercano. La cercan´ıa de una
tarea j a una ruta ri puede evaluarse a trave´s de la funcio´n Pij ; expresada segu´n la
ecuacio´n (8.4). Un valor bajo de dicha funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que en la anterior heur´ıstica, dilj corresponde a la distancia entre el
destino de la u´ltima tarea de la ruta ri y el origen de la tarea j.
Wij es la espera mı´nima necesaria para p der comenzar las tarea j tras terminar
la u´ltima tarea de la ruta ri; su expresio´n viene detallada en la ecuacio´n (8.3) y se
representaen la Figura 8.3.
Hij es la holgura existente o urgencia en realizar dicha tarea; su valor se toma
de la ecuacio´n (8.5), siendo la Figura 8.5 una ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si t rea j ∈ T I



























(b) Tarea j ∈ T E
Figura 8.5: Holgura entre tareas
V Iij y V
E
ij son el coste debido a la ruptura de las ventanas temporales impuestas,
es decir, a la violacio´n de las restricciones temporales contempladas en l termi al. Se
































(b) Caso no viable
Figura 8.9: Viabilidad de unio´n de tareas atendiendo a las restricciones temporales
Por otro lado, el tiempo ma´ximo de espera entre tareas ha sido limitado por
motivos de eficiencia. Cualquier par cuyo tiempo mı´nimo de espera entre tareas sea
mayor que un valor dado, sera´ descartado a priori. Este l´ımite tempor l ha sido intro-
ducido debido a la ineficienci d l rgos tiempos de espera entre tare s; si un veh´ıc lo
debe esperar demasiado tiempo entre la realizacio´n de una tarea y la siguiente, este
estara´ desperdiciando tiempo de su d´ıa de trabajo, incrementando la necesidad de ma´s
veh´ıculos en la flota.
ma´x(time,EOi ) + s
O
i + ti + s
D
i + tij + s
O
j + tj ≤ LDi (8.20)
MINWAITij ≤MAXWAIT (8.21)
Estas dos restricciones se consiguen imponiendo el cumplimiento de las ecua-
ciones 8.20, relativa a las restricciones debido a las ventanas temporales, y 8.21, relativa
al ma´ximo tiempo de espera. En la ecuacio´n 8.20 se fuerza que un veh´ıculo que sale
de la tarea i, lo ma´s temprano posible, pueda alcanzar la tarea j antes del cierre de su
ventana temporal. En la la ecuacio´n 8.21, se fuerza que el mı´nimo tiempo posible de
espera entre las dos tareas del par (i, j), definido como MINWAITij , sea menor que
un tiempo ma´ximo permitido, MAXWAIT . Donde MINWAITij se define segu´n la
ecuacio´n 8.22, y simboliza el tiempo que tiene que esperar un veh´ıculo que sale de la
tarea i lo ma´s tarde posible antes de pode comenzar realizar la tarea j (Ver Figur
8.10)
MINWAITij = ma´x(0, E
D
j − (m´x(time, LOi ) + sOi + ti + sDi + tij + sOj + tj)) (8.22)
Una vez que las pares de tareas viables son identificadas, estas son ordenadas
atendiendo al ahorro en la distancia recorrida con respecto a realizar las tareas por
































(b) Caso no viable
Figura 8.9: Viabilidad de unio´n de tareas tendien o a las restricciones temporales
P r otro lado, el tiempo ma´ximo de espera entre tar as ha sid limitado por
motivos de ficiencia. Cualquier par cuyo ti mpo mı´nimo de e p ra en e t e s sea
mayor que n valor dado, ser´ desca tad a prior . Est l´ımite temporal ha sido i tro-
ducido debido a la i eficiencia de largos tiempos de espera entre tareas; si un veh´ıculo
debe esperar demasiado tiempo entre la realizacio´n de una tarea y la siguiente, este
estara´ desperdiciando tiempo de su d´ıa de trabajo, incrementando la necesidad de ma´s
veh´ıculos en la flota.
ma´x(time,EOi ) + s
O
i + ti + s
D
i + tij + s
O
j + tj ≤ LDi (8.20)
MINWAIT j ≤MAXWAIT (8.21)
Estas dos restricciones se consiguen imponiendo el cumplimi nto de las ecua-
ciones 8.20, relativa a las restricciones debido a las ventanas temporales, y 8.21, relativa
al ma´ximo tiempo de espera. En la ecuacio´n 8.20 se fuerza que un veh´ıculo que sale
de la tarea i, lo ma´s temprano posibl , p eda a canzar l rea j a tes d l cierr de
ventana temporal. E la ecuac o´n 8.21, se fuerz que l mı´nimo ti mpo posible d
spera e tre l s d s tareas del pa (i, j), d fini o como MINWAITij , s a menor que
un tiempo ma´xim p rmitido, MAXWAIT . Donde MINWAITij se d fine segu´n la
ecuacio´n 8.22, y simboliza el tiempo que tiene que esperar un veh´ıculo que sale de la
tarea i lo ma´s tarde posible antes de poder comenzar a realizar la tarea j (Ver Figura
8.10)
MINWAITij = ma´x(0, E
D
j − (ma´x(time, LOi ) + sOi + ti + sDi + tij + sOj + tj)) (8.22)
Una vez que las pares de tareas viables son identificadas, estas son ordenadas
atendiendo al ahorro en la distancia recorrida con respecto a realizar las tareas por
































(b) Caso no viabl
Figura 8.9: Viabilidad de unio´n de tareas atendiendo a las restricciones temporales
Por ot o lado, el tiempo ma´ximo de espera entre tareas ha si o limitado por
motivos de eficiencia. Cualquier par cuyo tiempo mı´nimo de espera entre tareas sea
mayor que un valor dado, sera´ descartado a priori. E te l´ımite temporal ha sido intro-
ducido debido a la ineficiencia de largos tiempos de espera entre tareas; si un veh´ıculo
debe esperar demasiado tiempo entre la realizacio´n de una tarea y la siguiente, este
estara´ desperdiciando tiempo de su d´ıa de trabajo, incrementando la necesidad de ma´s
veh´ıculos en la flota.
ma´x(time,EOi ) + s
O
i + ti + s
D
i + tij + s
O
j + tj ≤ LDi (8.20)
MINWAITij ≤MAXWAIT (8.21)
Esta dos restricciones se consiguen imponi ndo el cumplimiento de las ecua-
ciones 8.20, relativa a las rest icciones debido a las ventana temporales, y 8.21, relativa
al ma´ximo tiempo de spera. En la ecuacio´n 8.20 fuerza que un veh´ıculo que sale
d la area i, lo ma´s temprano posible, pueda alcanzar la tarea j antes del cierre de su
vent na temporal. En la la ecuacio´n 8.21, s fuerza que e mı´nimo tiempo posible de
espera entr las dos tareas del par (i, j), definido como MINWAITij , sea menor que
un tiempo ma´ximo pe mitido, MAXWAIT . Donde MINWAITij se define segu´n la
ecuacio´n 8.22, y simbo iza el tiempo que tiene qu esperar un veh´ıculo que s le de la
tarea lo ma´s t rde posib e antes de poder comenzar a realizar la tarea j (V Figura
8.10)
MINWAITij = ma´x(0, E
D
j − (ma´x(time, LOi ) + sOi + ti + sDi + tij + sOj + tj)) (8.22)
Una vez que las pares de tareas viables son identificadas, estas son ordenadas
atendiendo al ahorro en la dista cia recorrida con respecto a realizar las tareas por
































(b) Caso no viable
Figura 8.9: Viabilidad de unio´n de tareas atendiendo a las restricciones temporales
Por otro lado, el tiempo ma´ximo de esper entre tar a ha sido limi ado por
motivos de eficiencia. Cualquier par cuyo tiempo mı´nimo de espera entre s sea
mayor que un valor da o, s a´ descartado a priori. Este l´ımite temporal ha sido intro-
ducido debido a la ineficiencia de l rgos tiempos de espera entre tareas; si un veh´ıculo
debe esperar demasiado tiempo entre la realizacio´n de una tarea y la siguiente, este
estara´ desperdiciando tiempo de su d´ıa de trabajo, incrementando la necesidad de ma´s
veh´ıculos en la flota.
ma´x(time,EOi ) + s
O
i + ti + s
D
i + tij + s
O
j + tj ≤ LDi (8.20)
MINWAITij ≤MAXWAIT (8.21)
Estas dos res ricciones se consiguen imponien o el cumplimiento de las ecu -
ciones 8.20, relativa a las r stricciones debido a l s ventanas t mporales, y 8.21, rel tiva
al ma´ximo tiempo de espera. En l ecuacio´n 8.20 se fuerza que un veh´ı ul que sale
de la tarea i, lo ma´s te prano posible, pueda alc nzar la tarea j a t s del cierre de s
ventana temporal. En la la ecuacio´ 8.21, se fuerza que el mı´nimo tiempo posi le de
espera entre las dos tareas del par (i, j), d finido como MINWAITij , sea menor que
un tiempo ma´ximo permitido, MAXWAIT . Donde MINWAITij se define segu´n la
ecuacio´n 8.22, y simboliza el tiempo que tiene que esperar un veh´ıculo que sale de la
tarea i lo ma´s tarde posible antes d poder comenzar a realizar la tarea j (Ver Figura
8.10)
MINWAITij = ma´x(0, E
D
j − (ma´x(time, LOi ) + sOi + ti + sDi + tij + sOj + tj)) (8.22)
Una vez que las pares de tare viables son identificadas, estas son ordenadas
atendiendo al ahorro en la distancia recorrida con respecto a realizar las tare s po
































(b) Caso no vi ble
Figura 8.9: Viabilidad de unio´n de tareas atendiendo a las restricciones temporales
Por otro lado, el tiempo ma´ximo de espera entre tareas ha sido limitado por
motivos de eficiencia. Cualquier par cuyo tiempo mı´nimo de espera entre tareas sea
mayor que un valor dado, sera´ descartado a priori. Este l´ımite temporal ha sido intro-
ducido debido a la ineficiencia de largos tiempos de espera entre tareas; si un veh´ıculo
debe esperar demasiado tie po entre la realizacio´n de una tarea y la siguiente, este
estara´ desperdiciando tiempo de su d´ıa de trabajo, incrementando la necesidad de ma´s
veh´ıculos en la flota.
ma´x(time,EOi ) + s
O
i + ti + s
D
i + tij + s
O
j + tj ≤ LDi (8.20)
MINWAITij ≤MAXWAIT (8.21)
Estas dos restricciones se consiguen imponiendo el cumplimiento de las ecua-
ciones 8.20, relativa a las restricciones debido a las ventanas temporales, y 8.21, relativa
al ma´ximo tiempo de espera. En la ecuacio´n 8.20 se fuerza que un veh´ıculo que sale
de la tarea i, lo ma´s temprano posible, pueda alcanzar la tarea j antes del cierre de su
ventana tempor l. En l la ecuacio´n 8.21, se fuerza que el mı´nimo tiempo posible de
espera entre las dos tareas del par (i, j), definido como MINWAITij , sea menor que
un tiempo ma´ximo permitido, MAXWAIT . Donde MINWAITij se define segu´ la
ecuacio´n 8.22, y simboliza el tiempo que tiene que esperar un veh´ıculo que sale de la
tarea i lo ma´s tarde posible antes de poder comenzar a realizar la tarea j (Ver Figura
8.10)
MINWAITij = ma´x(0, E
D
j − (ma´x(time, LOi ) + sOi + ti + sDi + tij + sOj + tj)) (8.22)
Una vez que las pares de tareas viables son identificadas, estas son ordenadas
atendiendo al ahorro en la distancia recorrida con respecto a realizar las t re s por

















Figura 8.10: Tiempo de espera mı´nimo en la unio´n de tareas
separado, siendo la expresio´n d dicho ahorro la mostrada en l Ecuacio´n 8.23.
di + dj − d j . (8.23)
Caris y Janssens (2009) u a el ahorro en el tiempo de viaje, este trabajo ha
elegido el ahorro en distancia ya que el tiempo de v aje tiene un factor aleatorio en el
problema que resolvemos, y por lo tanto n depender´ su v lor absoluto de un corr cto
algoritmo, sino de las circunstancias del entorno.
A cada uno de estos pares tiene definidos un de inici ma´s tempr no,
Eij , un tiempo de inicio ma´s tard´ıo, Lij , y ma´s tard´ıo, y un tie po de ejecucio´n d l p r
RSij .
El tiemp de inicio ma´s temprano Eij es definido como el tiempo m´s temprano
que puede comenzar a completar el pa (i, j) sin ti mpo de espera inn esario tre l s
tareas i y j; su valor puede conocerse a tr ve´s de la ecu cio´ 8.24, sirviend l Figura










E∗ = EDj − sOi − ti − sDi − tij − Oj − tj (8.25)
El tiempo de inicio ma´s tard´ıo, Lij , sera´ definido como el u´ltimo instante en
que pueden empezar a completarse los pares (i, j) de modo que si el par se empieza a
llevar a cabo ma´s tarde entonces ambas tareas no podra ser realizadas en tiempo; su
valor viene expresado en la ecuacio´n 8.26.
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Como su propio nombre indica, la heur´ıstica esta´ dividida en dos fases. En
una primera fase, todas las combinaciones posibles entre tareas, incluyendo las ficticias,
son analizadas; y las mejores combinaciones son seleccionadas. En una segunda fase, las
tareas combinadas son insertadas dentro de rutas.
Siguiendo el pseudoco´digo 6 la primera fase estar´ıa desglosada en las funciones:
FeasibilityMergedTasks (L´ınea 2) que analiza el conjunto de tareas viables a la
hora de unirlas, P; Evaluation (L´ınea 3) que evalu´a el ahorro de cada una de las
uniones posibles; y Selection (L´ınea 4) que selecciona los pares que cubrira´n todas las
tareas a realizar, S, tratando de maximizar el ahorro. La segun a fa e ser´ıa la funcio´n
Construction (L´ınea 6), q e ir´ıa insertand en rutas las t reas s leccion das. L
funcio´n Description (L´ınea 5) simplemente analiz una serie de caract r´ısticas lo
pares selecciona s para t ner la inform cio´n necesaria a la hora e construir l ruta.
Los siguientes ep´ıgrafes explicara´n con mayor detalle cada una de estas funcio-
nes.
Algoritmo 6 Heur´ıstica de insercio´n en dos fases
1: procedure I2PH(T , vstate, tstate, vp s, time, traffic)
2: P ←FeasibilityMergedTasks(time,T )
3: savpij ← Evaluation(pij) ∀pij ∈ P
4: S ←Selection(P,savpij )
5: Eij , Lij , RSij ←Description(pij) ∀pij ∈ S
6: R←Construction(S,Eij ,Lij ,RSij)
7: end procedure
8.4.1. Emparejamient de areas simples
Como se m estr en l Figura 8.8, la combi ci´n de do tarea si les en un
ma´s compleja podr´ıa suponer u gran ahorro en costes. Estos a es de tareas estara´
formados por una t ea perteneciente al grupo de tareas ficticias de inicio o tareas d
importacio´n, i ∈ T I ∪T inif , y tra tarea perteneciente l grupo d tareas e exportacio´n
o tareas ficti ias d finalizacio´n, j ∈ T E ∪ T endf . Cualquier otra combinacio´n de tareas
no supondr´ıa ahorro alguno.
Oi
Pero no todos los pares de tareas (i, j), formados por una tarea de cada uno de
los grupos descritos anteriormente, pueden ser combi ados e tareas complejas factibles.
Por un lado, debido a la existencia de ventanas tempor les, e imprescindibl que las
restricciones temp ral s de la segunda tarea p rmitan realizarla despue´s de ejecutar la
primera. La segunda tarea, j, debe poder realizarse despue´s de re lizar la prim ra tarea
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8.2. Heur´ıstica e vecino ma´s cercano
La heur´ıstica propuesta identifica entre el conjunto de tareas todav´ıa no ser-
vidas, Tu, la tarea que se encuentra ma´s cerca de las ya insertadas; de hay que dicha
heur´ıstica sea no brada como heur´ıstica del vecino ma´s cercano. La cercan´ıa de una
tarea j a una ruta ri puede evaluarse a trave´s de la funcio´n Pij ; expresada segu´n la
cu cio´n (1.4). Un valor bajo de dicha funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que en la anterior heur´ıstica, dilj corresponde a la distancia entre el
destino de la u´ltima tarea de la ruta ri y el origen de la tarea j.
Wij es la espera mı´nima necesaria para poder comenzar las tarea j tras terminar
la u´ltima tarea d la ruta ri; su expresio´n viene detallada en la ecuacio´n (1.3) y se
r presentaen la Figura 1.3.
Hij es la holgura existente o urgencia en realizar dicha tarea; su valor se toma
d la ecuacio´n (1.5), siendo la Figura 1.5 una ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I



























(b) Tarea j ∈ T E
Figura 8.5: Holgura entre tareas
V Iij y V
E
ij son el coste debido a la ruptura de las ventanas temporales impuestas,
es decir, a la violacio´n de las restricciones temporales contempladas en la terminal. Se
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Debido a la existencia de ventanas temporales, adema´s de los costes debido a
viol ciones de las mismas otra consideracio´n ha de ser tenida en cuen ; puede qu la
espera entre tareas sea t n elevada qu erjudique a la solucio´n propu st , ncremen-
tando el nu´mero de veh´ıculos necesarios para realizar la misma. Para minimizar dicho
perj icio, se ha limitado el tiempo de espera ma´ximo entre tareas, MAXWAITING. Di-
ch restriccio´n se lleva a cabo a trave´s de la imposicio´n de la ecuacio´n (1.2), donde Wij
representa el tiempo de espera entre la u´ltima tarea de la ruta ri y la primera tarea de
la ruta rj expresado a trave´s de la ecuacio´n (1.3). La Figura 1.3 muestra gra´ficamente
el tiempo de espera entre tareas.
Wij ≤ MAXWAITING (8.2)
Wij =
￿
ma´x(0, EOj − (stDil + sDil + tiljf )) si j ∈ T I
a´x(0, EDj − (stDi + sDil + tiljf + sOjf + tjf )) si j ∈ T E
(8.3)
La heur´ıstica de horro en costes en un entorno dina´mico se muestra en el
Algoritmo 1. En la l´ınea 2 se llama a la funcio´n InitialRoutes que inicializa las rutas,
R, segu´n el proced miento explicado en l ejemplo de la Figu a 1.1. Una vez inicializada
las rutas, se entra en el bucle que intentara´ solapar todas las rutas posibles; en este
bucle se iterara´ mientras haya ma´s rutas que veh´ıculos, |R| ≥ |V|, o mientras exista
posibilidad de ahorro (como se muestra en la l´ınea 4). Dentro de dicho bucle: se calcul
l aho ro de todas las combinaciones de ruta (L´ınea 7); se analiza que grupo de dichas
uni nes, WC, cumpl n la condicio´n de ma´ximo tiempo de espera (L´ınea 8); y se elige
las rutas a concatenar (L´ıneas 12, 14 y 12), eligiendo preferentemente las que producen
mayor ahorro dentr de las que cumplen la condicio´n de espera. or u´lti o, se realiza
la unio´n llamando a la funcio´n MergingRoutes (19).
L s Tablas 1.1, 1.2 y 1.3 y la Figura 1.4 muestran como se comporta el algo-
ritmo frente a diferentes valores de MAXWAITING. El algoritmo ha sido testado en un
problema esta´tico del tipo R1.13, para tres poblaciones de tareas (25, 50, y 100). En las
difere tes tablas la primera columna representa el tiempo ma´ximo de espera propues-
to; la segunda columna se trata de la distancia recorrida; la tercera columna muestra
el nu´mero de veh´ıculos necesar os para la solucio´n encontrada; las columnas cuarta y
quinta hacen referencia a la ruptura de ventanas temporales en el origen, siendo res-
pectivamente el coste debido a rupturas y el nu´mero de rupturas; las columnas sexta y
s´p ima representan lo mismo que las dos anteriores pero para ventanas temporales en
el destino; la columna octava ser´ıa el coste total de la solucio´n encontrada; y por u´ltimo,
la columna novena mostrar´ıa el tiempo de computacio´n en segundos.
Los resul ados muestran que imponer un tiempo de espera ma´ximo entre tareas
3Ver Ape´ndice A
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8.2. Heur´ıstica de vecino ma´s cercano
L h ur´ıstica propuesta identifica entre el conjun o de tareas todav´ıa ser-
vidas, Tu, l re qu se encuentra ma´s cerca d las ya insertad s; de hay que dicha
heur´ıstica s a nombrada como heur´ıstic del vecino ma´s ce c no. La cercan´ıa de una
tarea j a una ruta ri pue evalu rs a tr ve´s de funcio´n Pij ; xpresada segun la
ec acio´ (8.4). Un valor bajo de dicha funcio´n es sino´nimo de un ayor cerca ı´ .
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que en la anterior heur´ıstica, dilj corresponde a la dist ncia entre l
destino de la u´ltima tarea de la ruta ri y el origen de la tarea j.
Wij es la espera mı´nima necesaria para poder comenzar las tarea j tras terminar
la u´ltima tarea de la ruta ri; su expresio´n vie e etallada en la ecuacio´n (8.3) y se
repres taen la Figura 8.3.
Hij e la holgura existente o urg cia e realizar dicha tarea; su valor se toma
de la ecuacio´n (8.5), siendo la Figura 8.5 una ayuda para su ente dimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I
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Figura 8.5: Holgura entre tareas
V Iij y V
E
ij son l coste ebido a la ruptura de las ventanas temporales impuestas,
es decir, a la violacio´n de las restricciones temporales contempladas en la terminal. Se
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8.2. Heur´ıstica de v cino ma´s cerca o
La heur´ısti propuesta identifica en re l conjunto de tareas todav´ıa no ser-
vidas, Tu, la t rea que se encuentra ma´s cerca de las ya insertadas; de hay que dicha
heur´ıstica s a n mbrada como heur´ıstica del vecino m´s cerca o. La cercan´ıa de una
tarea j a una ruta ri puede ev luarse a trave´s e funcio´n Pij ; expresada segu´n la
ecu cio´n (8.4). Un valor bajo de dicha funcio´n es sino´nimo de una mayor c rcan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que en la anterior heur´ıstica, ilj corresponde a la distancia entre el
destino de la u´ltima tarea de la ruta ri y el origen de la tarea j.
Wij es la espera mı´nima nec saria p ra poder omenzar l s tar a j tras termi ar
la u´ltima tarea de la rut ri; su expresio´n viene tallada en la ecuacio´n (8.3) y se
r presentaen la Figura 8.3.
Hij es la holgura exist nte o urgencia en re liza dich tare ; su valor se om
de la ecuacio´n (8.5), siendo la F gura 8.5 una ayuda para su entendimi n o.
Hij =
￿
max(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I
ma´x(0, LDj − (stDil + sDil + tilj + sOj + tj)) si tareaj ∈ T E
(8.5)
Di Dj Oj
V Iij y V
E
ij so el coste debido a la ruptur de las ventanas temporales impuestas,
s decir, a la violacio´n de las restri cio s t mporales contempladas en la terminal. Se
realiza una distincio´n entre los tareas de importacio´n, 8.6, y de exportacio´n, 8.7, d do




cwait · a´x(0, (ftil + sDil + tiljf )− LOj ) si j ta ea tipo I
0 si j tarea tipo E
(8.6)
4Por simplificar, las penalizaciones por llegada tard´ıa al depo´sito han sido equiparadas a tareas de
importacio´n
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8.2. Heur´ıstica de vecino a´s cercano
La heur´ıstica propuesta identifica ntre el conjunto de tareas todav´ıa no ser-
vidas, Tu, l tarea que se encu ntra ma´s cerca de las ya insertadas; de hay que dicha
heur´ısti a sea nombrada como heur´ıstica del vecino ma´s cercano. La cercan´ıa de una
tarea j a una ruta ri puede evaluarse a trave´s de la funcio´n Pij ; expresada segu´n la
ecuacio´n (8.4). Un valor bajo de dich funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 · ij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual qu n la anterior h ur´ıstica dilj corresponde a la distancia entre el
d s no d la u´ltima tarea de la ruta i y e origen de la tarea j.
Wij es esper mı´nima necesaria para poder comenzar las tarea j tras terminar
la u´lti a tarea de la ruta ri; su expresio´n viene d talla a en la ec acio´n (8.3) y se
represen en la Figura 8.3.
Hij es la holgur xis nte urgenci en realizar dicha tarea; su valor se toma
de l ec acio´n (8.5), siendo la Figura 8.5 una ayuda para su ntendimie to.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I
ma´x(0, LDj − (stDil + sDil + tilj + sOj + tj)) si tareaj ∈ T E
(8.5)
Di Dj Oj
V Iij y V
E
ij so el cost debido a la ruptura de las ve t nas temporales impuestas,
es decir, a la vi lacio´n d las restricciones temporales contempladas en la terminal. Se
realiza una distincio´n ntre los tareas de imp rtacio´n, 8.6, y de exportacio´n, 8.7, d do




cwait ·m´x(0, (ftil + sDil + tiljf )− LOj ) si j t rea tipo I
0 si j tarea tipo E
(8.6)
4Por simplificar, las penalizaciones por llegada tard´ıa al depo´sito han sido equiparad s a tareas de
importacio´n
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8.2. Heur´ıstica de vecino m´s cercano
La heur´ıstica p opuesta identific e tre el co ju o de t re s todav´ıa no ser-
vidas, Tu, la tarea q se ncu ntra ma´s cerca de las ya i sertad s; de hay que dicha
heur´ıstica sea nombrada como heur´ıstica del vec no ma´s cer ano. La c rcan´ıa de una
tarea j una ruta ri p ede ev lu rse a tr ve´s de la f ncio´n Pij ; expresad segu´n la
ecuacio´ (8.4). Un valor bajo d dicha funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = 1 · dilj + δ2 ·Wij δ3 ·Hi 4 I 5 V Eij + δ6 · uvi (8.4)
Al igual que en l an erior heur´ıstica, dilj correspo de a l dis ancia entre el
stino de la u´lti a ta ea de la ruta ri y el origen de la tarea j.
Wij es la espera mı´nim n cesaria para pod r co e z r las tar a j tr s ter inar
la u´ltima t re de la ruta ri; su expr io´n vien detall da en la ecuacio´n (8.3) y se
presentaen la Figur 8.3.
Hij e la holgura xisten urg nci en realiz dich t rea; su valor se toma
de la ecua io´n (8.5), siendo a Figura 8.5 una ayuda para su e endimi n o.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I
ma´x(0, LDj − (stDil + sDil + tilj + sOj + tj)) si tareaj ∈ T E
(8.5)
Di Dj Oj
V Iij y V
E
ij son el coste debido a la ruptura e l ventan s temporales impu st s,
es de ir, a la viol cio´ de l s r tric iones temporales c ntempladas e la termin l. Se
r al a una distinci´n entre los tareas d i portacio´n, 8.6 y de export cio´ , 8.7, dado




cwait ·ma´x(0, (ftil + sDil + tiljf )− LOj ) si j tarea tipo I
0 si j tarea tipo E
(8.6)
4Po simplificar, las p nalizacio es p r lleg da tard´ıa al depo´sito han sido equipar das a tareas de
importacio´n
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8.2. H ur´ısti a de v c no ma´s c rcano
La heur´ıstica pr p esta identifica entre el conjunt de tareas todav´ıa no ser-
vidas, Tu, la t rea que s encuentra ma´s cerc de l y inse t das; de hay que dicha
heur´ıstica sea nombrad com heur´ıstica del vecino ma´s cercano. L cercan´ı de una
tarea j a una rut ri puede evaluarse a tr ve´s de la funcio´n Pij ; expresada segu´ la
ec aci´n (8.4). Un valor bajo de dicha funcio´n es sino´nimo d una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que en la nterior heur´ıs ica, dilj corresponde a la distancia entre el
destino de la u´ltima tarea de la ruta ri y el origen de la tarea j.
Wij es la espera mı´nima necesaria para p der comenzar las tarea j tras terminar
la u´ltima tarea de la ruta ri; su expresio´n viene detallada en la ecuacio´n (8.3) y se
representaen la Figura 8.3.
Hij la holgur existente urgencia en realizar dicha t rea; su valor se toma
de la ecuacio´ (8.5), s end la Figura 8.5 una ayuda par su n endimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si t rea j ∈ T I



























(b) Tarea j ∈ T E
Figura 8.5: Holgura entre tareas
V Iij y V
E
ij son el coste debido a la ruptura de l s ventan s temporal s impuestas,
es deci , a la violacio´n de las restricciones temporales contempladas en la terminal. Se
































(b) Caso no viable
Figura 8.9: Viabilidad de unio´n de tareas atendiendo a las restricciones temporales
Por otro lad , l tiempo ma´xi o d spera entre tareas ha si o limi a p r
motivos d eficiencia. Cualquie r cuyo tiemp mı´nimo d e p ra ntr t reas sea
mayor que un valor dado, sera´ desc rt do a riori. Este l´ımite tempor l ha s do i tro-
ducido debido a la in ficienci d l rgos tiem os e espera entre tare s; si un veh´ıc lo
debe esperar de asiado tiempo entre la reali cio´n de una tarea y la siguiente, este
estara´ desperdiciando iempo de su d´ı e trabajo, i crem ntando la n cesid d de ma´s
veh´ıculos en la flota.
ma´x(time,EOi ) + s
O
i + ti + s
D
i + tij + s
O
j + tj ≤ LDi (8.20)
MINWAITij ≤MAXWAIT (8.21)
Estas dos restricciones se consiguen imponiendo el cumplimiento de las ecua-
ciones 8.20, relativa a las restricciones debido a l s ventanas temporales, y 8.21, rel tiva
al ma´ximo tiempo de espera. En la ecuacio´ 8.20 e fuerza qu un v h´ıculo que sale
de la tarea i, lo ma´s temprano posible, pueda alcanzar la tarea j antes del cierre de su
ventana temporal. En la la ecu cio´n 8.21, se fuerza q e el mı´nimo tiempo po ible de
espera entre las dos tareas del par (i, j), definido como MINWAITij , sea menor que
un tiempo ma´ximo permitido, MAXWAIT . Donde MINWAITij se define segu´n la
ecuacio´n 8.22, y simboliza el tiempo que tiene que esperar un veh´ıculo que sale de la
tarea i lo ma´s tarde posible antes de pode comenzar realizar la tarea j (Ver Figur
8.10)
MINWAITij = ma´x(0, E
D
j − (m´x(time, LOi ) + sOi + t + sDi + tij + sOj + tj)) (8.22)
Una vez que las pares de tareas viables son identificadas, estas son ordenadas
atendiendo al ahorro en la distancia recorrida con respecto a realizar las tareas por
































(b) Caso n viable
Figura 8.9: Viabilidad de unio´n de tareas atendiendo a las restricciones temporales
P r otro lado, el ti mpo m´ximo de espera entre tareas ha sid limitado por
motivos de fici ncia. Cualquie par cuyo ti mpo mı´nimo de e p ra en e t e s sea
mayo que n valor dado, s r´ desca t d a prior . Est l´ımit temporal ha sido i tro-
ducido debido a la i eficiencia de largos tie p s de espera entr tareas; si un veh´ıculo
debe esperar demasiado tiempo entre la realizacio´n de u a tar a y la siguiente, este
estara´ esperdiciando tiempo de su d´ıa de trabajo, incr m ntando la necesidad e ma´s
veh´ıculos en la flota.
ma´x(time,EOi ) + s
O + ti +
D
i + tij + s
O
j + tj ≤ LDi (8.20)
MINWAIT j ≤MAXWAIT (8.21)
Estas dos restricciones se consiguen imponiendo el cumplimient de las ecua-
ciones 8.20, lativ l s restricciones bido l ventanas temporale , y 8.21, relativa
al ma´ximo tiempo de espera. En la ecuacio´ 8.20 se fuerza que un veh´ıculo que sale
de la tarea i, lo ma´s temprano posibl , p eda a canzar l rea j a tes d l cierre de
ventan t mp ral. E la ecuac o´n 8.21, se fuerz que l mı´nim ti mpo posible de
pera e tre l s d s tareas del pa (i, j), d fini o como MINWAITij , s a enor que
n tiempo ma´xim p rmitido, MAXWAIT . Donde MINWAITij se d fin segu´n la
ecuacio´n 8.22, y simboliza el tiempo que ti ne que sper r un veh´ıcu que sal de la
tarea i lo ma´s tarde posible antes de poder comenzar a realizar la tarea j (Ver Figura
8.10)
MINWAITij = ma´x(0, E
D
j − (ma´x(time, LOi ) + sOi + ti + sDi + tij + sOj + tj)) (8.22)
Una vez que las pares de tareas viables son identificadas, estas son ordenadas
atendiendo al ahorro en la distancia recorrida con respecto a realizar las tareas por
































(b) Caso no viabl
Figura 8.9: Viabilidad e unio´n de tareas atendiendo a las restric i nes temporales
Po ot o lado, el tiempo ma´ximo de spera entr tar as ha si o limitad por
motivos de fi i n ia. Cualquier par cuyo tie po mı´nimo de e pera entre tareas sea
mayor que un valor dad , sera´ descartad a priori. Este l´ımite temporal ha sido intro-
ducido debido a la ineficiencia de largos tiempos de espera e tre tareas; si un vehıculo
debe esper r demasiado tiempo entr la ealizacio´n de una tarea y la siguiente, este
estara´ desperdiciando tiempo de su d´ıa de trab jo, inc mentando la necesidad de ma´s
veh´ıculos en la flota.
ma´x(time,EOi ) + s
O
i + ti + s
D
i + tij + s
O
j + tj ≤ LDi (8.20)
MINWAITij ≤MAXWAIT (8.21)
Estas dos restricciones se consiguen imponiendo el cumpli iento de las ecua-
ciones 8.20, relativa a las restricciones debido a las ventana temporales, y 8.21, relativa
al ma´ximo tiempo de espera. En la ecuacio´n 8.20 fuerza que un veh´ıculo que sale
de la tarea i, lo ma´s temprano posible, pueda alcanzar la tarea j antes del cierre de su
vent na temporal. En la la ecuacio´n 8.21, s fuerza que el mı´nimo tiempo posible de
espera entr las d s tareas del par (i, j), definido como MINWAITij , sea menor que
u tiempo ma´ximo permitido, MAXWAIT . Donde MINWAITij se defi e segu´n la
ecuacio´n 8.22, y simbo iza el tiempo q e tiene qu esperar un veh´ıculo que sale e la
tar a lo ma´s tarde posib e antes de poder comenzar a realizar la tarea j (Ver Figura
8.10)
MINWAITij = ma´x(0, E
D
j − (ma´x(time, LOi ) + sOi + ti + sDi + tij + sOj + tj)) (8.22)
Una vez que las pares de tareas viables son identificadas, estas son ordenadas
atendiendo al ahorro en la distancia recorrida con respecto a realizar las tareas por
































(b) Caso no viable
Figura 8.9: Viabilidad de unio´ de tareas atendi ndo a l s re tricc o es temp ral s
Por otro la , el tiempo ma´ximo de espera entre tareas ha ido limi ado por
motivos de eficienci . Cualquier par cuyo tiempo mı´nimo de espera ntre s sea
may r que un valor da , s a´ d scartado priori. Este l´ımite t mporal ha sido intr -
ducido debido a la ineficiencia de l rgos tiempos d espera ntre tareas; si un veh´ıculo
debe esper demasiado ti mpo entre la realizacio´n de una tarea y la siguiente, este
estara´ desperdiciando tiemp de su d´ıa de trabajo, incre entando la necesidad de ma´s
veh´ıculos en la flota.
ma´x(time,EOi ) + s
O
i + ti +
D
i + tij + s
O
j + tj ≤ LDi (8.20)
MINWAITij ≤MAXWAIT (8.21)
Estas dos r s ricciones se consiguen imponien o l cumplimiento d las ecu -
ciones 8.20, relativa las r st icciones debido a l s ventanas t mporales, y 8.21, rel tiva
al ma´ximo tiempo de espera. En l ecuacio´n 8.20 se fu rza q e u veh´ı ulo que sale
de la tarea i, lo ma´s temprano posible, pued alcanzar la tarea j antes del cierr de
ventana temporal. n la la ecuacio´ 8.21, se fuerza qu el mı´ni o tiempo posible de
espera entre las dos tareas del par (i, j), d finido como MINWAITij , sea menor que
un tiempo ma´ximo permitido, MAXWAIT . Donde MINWAITij se d fine egu´n la
ecuacio´n 8.22, y simboliza el tiempo que tiene que esperar un veh´ıculo que sale de la
tarea i lo ma´s tarde posible antes d poder comenzar a realizar la tarea j Ver Figura
8.10)
MINWAITij = ma´x(0, E
D
j − (ma´x(time, LOi ) + sOi + ti + sDi + t + sOj + tj)) (8.22)
Una vez que las pares de tareas viables son identificadas, estas son ordenadas
at ndiendo al ahorro en la distancia recorrida con respecto a realizar las tareas por
































(b) Ca o no v abl
Figura 8.9: Via ilidad de unio´n de tareas tendi ndo a l s restricciones tempor l s
Por otro lado, el tiempo ma´xi o de espera entre tareas ha sido limitado por
motivos de eficiencia. Cualquier par cuyo tiempo mı´nimo de espera entre tareas sea
mayor que un valor dado, sera´ descartado pri ri. Este lımite temporal ha sido intro-
ducido debido a la ineficiencia de largos tiempos de espera entre tareas; si un veh´ıculo
debe esperar demasiado tie po entre la realizacio´n de una tarea y la siguiente, este
estara´ desperdiciando tiempo de su d´ıa de trabajo, increment ndo la necesidad de m´s
veh´ıculos en la flota.
ma´x(time,EOi ) + s
O
i + ti + s
D
i + tij + s
O
j + tj ≤ LDi (8.20)
MINWAITij ≤MAXWAIT (8.21)
Estas dos restricciones se consiguen imponiendo el cumplimiento de las ecua-
ciones 8.20, relativa a las restricciones debi o a l s ventanas temporales, y 8.21, relativa
al ma´ximo tiempo de espera. En la ecuacio´n 8.20 se fuerza qu un veh´ıculo que sale
e la tarea i, lo ma´s temprano posible, pueda alcanzar la tarea j antes del cierre de su
ventana temporal. En l la ecuacio´n 8.21, se fue za que el mı´nimo tiempo posible de
espera entre las dos tareas del par (i, j), definido co o MINWAITij , sea menor que
un tiempo ma´ximo permitido, MAXWAIT . Donde MINWAITij se define segu´n la
ecuacion 8.22, y simboliza e tiempo que tiene que esperar un veh´ıculo que sale de la
tarea i lo ma´s tarde posible antes de poder comenzar a realizar la tarea j (Ver Figura
8.10)
MINWAITij = ma´x(0, E
D
j − (ma´x(time, LOi ) + sOi + ti + sDi + tij + sOj + tj)) (8.22)
Una vez que las pares de tareas viables son identificadas, estas son ordenadas
atendiendo al ahorro en la distancia recorrida con r specto a realizar las tareas p r

















Figura 8.10: Tiempo de espera mı´nim en la unio´ d t reas
separado, siendo la expr sio´n de dicho aho ro la mostrada en l Ecuacio´ 8.23.
di + dj − d j . (8.23)
Caris y Janssens (2009) u a el horro en el tiempo de viaje, ste trabajo ha
elegido el ahorro en distancia ya que el ti mpo de v aj iene un factor aleatorio n el
problema que resolvemos, y por lo tanto no depender´ su valor absol to de un correcto
algoritmo, sino de las circunstancias del ent rn .
A cada uno de stos pa t ene definidos un de inicio ma´s t mprano,
Eij , un tie po de inicio ma´s tard´ı , Lij , y ma´s t rd´ıo, y un tie po de ejecucio´n d l par
RSij .
El tiempo de inicio ma´s temprano Eij es definido como el tiempo ma´s t mprano
que puede comenzar a completar el par (i, j) sin tiempo de pera inne esario tre las
tareas i y j; su valor puede conocerse a trave´s de la ecu cio´ 8.24, s rviendo l Figura










E∗ = EDj − sO − ti − sDi − t j − sOj − tj (8.25)
El tiempo de inicio ma´s tard´ıo, Lij , sera´ definido como el u´ltimo instante en
que pu den empezar a completarse los pares (i, j) de modo que si el par se empieza a
llevar a cabo ma´s tarde entonces ambas tareas no podra ser realizadas en tiempo; su
valor viene expresado en la ecuacio´n 8.26.
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Como su propio nombre indica, la heur´ıstica esta´ dividida en dos fases. En
una primera fase, todas las combinacion s posibles entre tareas, incluyendo las ficticias,
son analizadas; y las mejores combinaciones son seleccionadas. E una segunda fase, l s
tareas co binadas son insertadas dentro de rutas.
Siguiendo el pseudoco´digo 6 la primera fase estar´ıa desglosada en las funciones:
Feas bilityMergedTasks (L´ınea 2) que an liza el conjunto de tareas v ables a la
hora de unirlas, P; Evalua i n (L´ınea 3) que evalu´a el horro de cada u a de l s
uniones posibles; y Selection (L´ınea 4) que selecciona los pares que cubrir´n todas las
tareas a realizar, S, tratando de maximizar el ahor o. La segun a fa ser´ıa l funcio´n
Construction (L´ınea 6), q e irıa insertan en rutas las t r as leccion das. L
funcio´n Description (L´ınea 5) si plemente analiz una serie de caracterıs ic s o
pares selecciona s para t ner l inform ci´n necesaria a la hora onstruir l ruta.
Los s guientes ep´ıgrafes explicara´n con mayor detalle c da una de estas funcio-
es.
Algoritm 6 Heur´ıstic de insercio´n en d s fases
1: procedure I2PH(T , vstate, tstate, vpos, time, traffic)
2: P ←FeasibilityMergedTasks(time,T )
3: savp j ← Evaluation(pij) ∀pij ∈ P
4: S ←Selection(P,savpij )
5: Eij , Lij , RSij ←Desc ip ion(pij) ∀pij ∈ S
6: R←Construct on(S,Eij ,Lij ,RSij)
7: end procedure
8.4.1. Emparejamient de areas simples
Como se m str en l Figur 8.8, l combi ci´n de do t rea si les e un
ma´s compleja podr´ıa suponer u gran ahorro en costes. Estos a es de tareas estara´
formados por una t ea perteneciente al grupo de tareas ficticias de inicio o tareas d
import cio´n, i ∈ T I ∪T inif , y ra tarea perteneciente l grupo d tare s e exportacio´n
o tareas ficti ias d finalizacio´n, j ∈ T E ∪ T endf . Cualquier otra combinacio´n de tareas
no supondr´ıa ahorro alguno.
Oi
Pero no todos los pares de tareas (i, j), forma os por una tarea de cada uno de
los grupos descritos anteriormente, pueden ser combinados en tareas complejas factibles.
Por un lado, debido la existencia de ventanas tempor les, e imprescindible que las
restricciones temporales de la segunda tarea permitan realizarla despue´s de ejecutar la
primera. La segunda tarea, j, debe poder realizars despue´s de realizar la primera tar a
del par, i, tenie do en cuenta el tiempo que se tarda en llegar a ella. Observando la Figura
(b) C so no viabl
F gur 8.9: Vi bilidad de unio´n de tareas atendiendo a las restricciones temporales
Por otro lado, el tiemp ma´ximo d spe a ntre tareas ha sido li it do o
motivos de efi i ncia. Cua qui r p r c yo tiempo mı´ imo de spera entre tareas sea
ayor que un valor dado, sera´ descartado a priori. Est l´ımite emporal ha sido intro-
ducido debido a la ineficiencia de largos tiempos de espera entre tareas; si un veh´ıculo
debe esperar demasiado tiempo entre la realizacio´n de n tarea y l siguiente, este
estara´ desp rdiciando tie po de su d´ıa de rabajo, incre e tando la necesidad de ma´s
veh´ıculos n la fl ta.
ma´x(time,EOi ) + s
O
i + ti + s
D
i + tij + s
O
j + tj ≤ LDi (8.20)
MINWAITij ≤ MAXWAIT (8.21)
MINWAITij = ma´x(0, E
D
j − (ma´x(time, LOi ) + sOi + ti + sDi + tij + Oj + tj)) (8.22)
Estas dos restricciones se consiguen imponiendo el cumplimiento de las ecua-
Figura 7.10: Tiempo de espera mı´nimo e la unio´n de tareas
Una vez qu l s pares de t reas viabl s so identificadas, estos son ordenados
atendiend al ahor o el tiempo e perado p a su ejecucio´n. El ahorro se expresa segu´n
la ecuacio´n 7.24, que contabiliz la diferencia entre realiz r as tare s por separado y
realizarl s conjuntame te.
ti + tj − tij . (7.24)
Caris y Janssens (2009) usan el ahorro en el tiempo de viaje. Este trabajo
ha elegido el ahorro en el tiempo esperado ya que l tiempo de viaje tiene un factor
aleatorio en el problema que se resuelve, y por lo tanto no dependera´ en valor absoluto
de n cor cto lgoritmo, sino de las circunstancias del entorno. Otra posibilidad era
usar la distancia recorrida pero eso ocasionar´ıa que se valorar´ıan positivamente rutas
que ahorran mucha distancia, incluso a sabiendas de la posibilidad de grandes niveles
de congestio´n en la zona.
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Cada uno de estos pares tiene definidos un tiempo de inicio ma´s temprano, Eij ,
un tiempo de inicio ma´s tard´ıo, Lij , y un tiempo de ejecucio´n del par RSij .
El tiempo de inicio ma´s temprano Eij es definido como el instante ma´s temprano
en el que puede comenzarse a completar el par (i, j) sin tiempo de espera innecesario
entre las tareas i y j; su valor puede conocerse a trave´s de la ecuacio´n 7.25, sirviendo la
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Cada uno de estos pares tiene definidos un tiempo de inicio ma´s temprano, Eij ,
un tiempo de inicio ma´s tard´ıo, Lij , y ma´s tard´ıo, y un tiempo de ejecucio´n del par RSij .
El tiempo de inicio ma´s temprano Eij es definido como el tiempo ma´s temprano
que puede comenzar a completar el par (i, j) sin tiempo de espera innecesario entre las
tareas i y j; su valor puede conocerse a trave´s de la ecuacio´n 8.24, sirviendo la Figura































siO - ti - siD - tij - sjO - tj









siO - ti - siD - tij - sjO - tj
(c) EOi
Figura 8.11: Tiempo de inicio ma´s temprano de un par (i, j)
El tiempo de inicio ma´s tard´ıo, Lij , sera´ definido como el u´ltimo instante en
que pueden empezar a completarse los pares (i, j) de modo que si el par se empieza a
llevar a cabo ma´s tarde entonces ambas tareas no podra´n ser realizadas en tiempo; su





j − sOi − ti − sDi − tij − sOj − tj) (8.26)
El tiempo necesario para completar las tareas pertenecientes a un par, RSij es
la suma de los tiempos de viaje, tiempos de servicio y del mı´nimo tiempo de espera entre




i + ti + s
D
i + tij + s
O
j + tj + s
D
j +MINWAITij (8.27)
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8.2. Heur´ıstica de vecino ma´s cercano
La heur´ıstica propuesta identifica entre el conjunto de tareas todav´ıa no ser-
vidas, Tu, la tarea que se encuentra ma´s cerca de las ya insertadas; de hay que dicha
heur´ıstica sea nombrada como heur´ıstica del vecino ma´s cercano. La cercan´ıa de una
tarea j a una ruta ri puede evaluarse a trave´s de la funcio´n Pij ; expresada segu´n la
ecuacio´n (8.4). Un valor bajo de dicha funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que en la anterior heur´ıstica, dilj corresponde a la distancia entre el
destino de la u´ltima tarea de la ruta ri y el origen de la tarea j.
Wij es la espera mı´nima necesaria para poder comenzar las tarea j tras terminar
la u´ltima tarea de la ruta ri; su expresio´n viene detallada en la ecuacio´n (8.3) y se
representaen la Figura 8.3.
Hij es la holgura existente o urgencia en realizar dicha tarea; su valor se toma
de la ecuacio´n (8.5), siendo la Figura 8.5 una ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I
ma´x(0, LDj − (stDil + sDil + tilj + sOj + tj)) si tareaj ∈ T E
(8.5)
Di Dj Oj
V Iij y V
E
ij son el coste debido a la ruptura de las ventanas temporales impuestas,
es decir, a la violacio´n de las restricciones temporales contempladas en la terminal. Se
realiza una distincio´n entre los tareas de importacio´n, 8.6, y de exportacio´n, 8.7, dado




cwait ·ma´x(0, (ftil + sDil + tiljf )− LOj ) si j tarea tipo I
0 si j tarea tipo E
(8.6)
4Por simplificar, las penalizaciones por llegada tard´ıa al depo´sito han sido equiparadas a tareas de
importacio´n
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8.2. Heur´ıstica de ve ino ma´s cercano
La heur´ıstica propuesta ide tifica entre l conjunto de tareas todav´ıa no ser-
vidas, Tu, la tare que se encu ntra ma´s c c de las y insertadas; de hay que dicha
heur´ısti a sea nombrada como heur´ıstica del vecino ma´s cercano. La cercan´ıa de una
ta ea j a una r ta ri pued evalu rse a trave´s d la funcio´n Pij ; expresada segu´n la
ecuacio´n (8.4). Un valor bajo de dicha funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual qu en la anterior h ur´ıstica, dilj corresponde a la distancia entre el
destino de la u´ltima tar a de la ruta ri y l origen de la tarea j.
Wij es la pera mı´nima necesaria para poder comenza las tarea j tras terminar
la u´ltima tarea de la ruta ri; su xpresio´n viene detallada en la ecuacio´n (8.3) y se
representaen la Figura 8.3.
Hij s la holgura existente o urgencia en realizar dicha tare ; su valor se toma
de la ecuacio´n (8.5), siendo la Figur 8.5 una ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I
ma´x(0, LDj − (stDil + sDil + tilj + sOj + tj)) si tareaj ∈ T E
(8.5)
Di Dj Oj
V Iij y V
E
ij son el coste debido a la ruptura de las ventanas temporales impuestas,
es decir, la viola ´ de las restricci es temporales conte pl das en la terminal. Se
realiza una distincio´n entre los tareas de importacio´n, 8.6, y de exp rtacio´n, 8.7, dado




cwait ·ma´x(0, (ftil + sDil + tiljf )− LOj ) si j tarea tipo I
0 si j tarea tipo E
(8.6)
4Por simplificar, las pen liz ciones por llegada tard´ıa al depo´sito han sido equiparadas a tareas de
importacio´n
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8.2 Heur´ıstica de vecino m´s cercano
La heur´ıstica propuesta identifi entre l conjun o de tare s todav´ı no ser-
vidas, Tu, la t re que s encuentr ma´s cer a de las y insertad s; de ha que dicha
heur´ıstica sea nombrad com heur´ıstica del vecino ma´s cer ano. La cer an´ı de una
tare j a una ruta ri puede evalu rse a trav´s d l funcio´n Pij ; expresad segu´n la
ecuacio´n (8.4) Un valor bajo de icha funcio´n es sino´ mo de una mayor cer an´ı .
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que en la anterio heur´ıstica, dilj corresponde a l distancia entr el
destino de la u´ltima t re de la ruta ri y el origen de la t re j.
Wij es la espera mı´nima n cesari p ra poder comenzar l s tare j tras termin r
la u´ltima tare de la r ta ri; su expresio´n viene detall d en la cuacio´n (8.3) y se
representaen la Figura 8.3.
Hij es la holgura existente o urgenci n realizar dicha t re ; su valor se tom
de la ecuacio´n (8.5), siendo la F gura 8.5 una ayuda para su ente dim ento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tare j ∈ T I
ma´x(0, LDj − (stDil + sDil + tilj + sOj + tj)) si tare j ∈ T E
(8.5)
Di Dj Oj
V Iij y V
E
ij son el coste d bido a l ruptura de las vent n s temporale impuesta ,
es decir, a l violacio´n las restricc ones temporales contemplad s en a terminal. Se
realiza una distincio´n e tre los tare s de importacio´n, 8.6, y de exportacio´n, 8.7, a o




cwait ·ma´x(0, (ftil + sDil + tiljf )− LOj ) si j tare tipo I
0 si j tare tipo E
(8.6)
4Por simplificar, las penaliz ciones por llegada t rd´ıa al depo´sit h n sido equiparadas t re de
importacio´n
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Como su propio nombre indica, la heur´ıstica esta´ dividida en dos fases. En
una primera fase, todas las combinaciones posibles entre tareas, incluyendo las ficticias,
son analizadas; y las mejores combinaciones son seleccionadas. En una segunda fase, las
tareas combinadas son insertadas dentro de rutas.
Siguiendo el pseudoco´digo 6 la primera fase estar´ıa desglosada en las funciones:
FeasibilityMergedTasks (L´ınea 2) que analiza el conjunto de tareas viables a la
hora de unirlas, P; Evaluation (L´ınea 3) que evalu´a el ahorro de cada una de las
uniones posibles; y Selection (L´ınea 4) que selecciona los pares que cubrira´n todas las
tareas a realizar, S, tratando de maximizar l orro. La s gu da f se ser´ıa l funcio´n
Construction (L´ınea 6), que ir´ı in ertando e rutas las tareas seleccio adas. La
funcio´n Description (L´ın 5) simplemente analiza una s rie de caracter´ısticas de los
pares seleccionados para te er la inform cio´n necesari a la hora de construir la ruta.
Los siguientes ep´ıgrafes explicara´n con mayor detalle cada una de estas funcio-
nes.
Algoritmo 6 Heur´ıstica de insercio´ en dos fases
1: procedure I2PH(T , vstate, tstate, vpos, time, traffic)
2: P ←FeasibilityMergedTasks(time,T )
3: savpij ← Eval ation(pij) ∀pij ∈ P
4: S ←Selection(P,savpij )
5: Eij , Lij , RSij ←Description(pij) ∀pij ∈ S
6: R←Construction(S,Eij ,Lij ,RSij)
7: end procedure
8.4.1. Emparejamiento de tareas simples
Como se muestra en la Figura 8.8, la combinacio´n de dos tareas simples en una
ma´s compleja podr´ıa suponer un gran ahorro en costes. Estos pares de tareas estara´n
formados por una tarea perteneciente al grupo de tareas ficticias de inicio o tareas de
importacio´n, i ∈ T I ∪T inif , y otra tarea perteneciente al grupo de tareas de exportacio´n
o tareas ficticias de finalizacio´n, j ∈ T E ∪ T endf . Cualquier otra combinacio´n de tar as
no supondr´ıa ahorro alguno.
Oi
Pero no todos los pares de tareas (i, j), formados por una tarea de cada uno de
los grupos descritos anteriormente, pueden ser combinados en tareas complejas factibles.
Por un lado, debido a la existencia de ventanas temporales, es imprescindible que las
restricciones temporales de la segunda tarea permitan realizarla despue´s de ejecutar la
primera. La segunda tarea, j, debe poder realizarse despue´s de realizar la primera tarea
del par, i, teniendo en cuenta el tiempo que se tarda en llegar a ella. Observando la Figura
































(b) Caso no viable
Figura 8.9: Viabilidad de unio´n de tareas atendiendo a las restricciones temporales
Por otro lado, el tiempo ma´ximo de espera entre tareas ha sido limitado por
motivos de eficiencia. Cualquier par cuyo tiempo mı´nimo de espera entre tareas sea
mayor que un valor dado, sera´ descartado a priori. Este l´ımite temporal ha sido intro-
ducido debido a la ineficiencia de largos tiempos de espera entre tareas; si un veh´ıculo
debe esperar demasiado tiempo entre la realizacio´n de una tarea y la siguiente, este
estara´ desperd c ando tiempo de su d´ıa de trabajo, incrementando la necesidad de ma´s
veh´ıculos en la flota.
ma´x(time,EOi ) + s
O
i + ti + s
D
i + tij + s
O
j + tj ≤ LDi (8.20)
MINWAITij ≤MAXWAIT (8.21)
Estas dos restr cciones se consiguen imponiendo el cumplimiento de las ecua-
ciones 8.20, relativa a las restricciones debido a las ventanas temporales, y 8.21, relativa
al ma´ximo tiempo de espera. En la ecuacio´n 8.20 se fuerza que un veh´ıculo que sale
de la tarea i, lo ma´s temprano posible, pueda alcanzar la tarea j antes del cierre de su
ventana temporal. En la la ecuacio´n 8.21, se fuerza que el mı´nimo tiempo posible de
espera entre las dos tareas del par (i, j), definido como MINWAITij , sea menor que
un tiempo ma´ximo permitido, MAXWAIT . Donde MINWAITij se define segu´n la
ecuacio´n 8.22, y simboliza el tiempo que tiene que esperar un veh´ıculo que sale de la
tarea i lo ma´s tarde posible antes de poder comenzar a realizar la tarea j (Ver Figura
8.10)
MINWAITij = ma´x(0, E
D
j − (ma´x(time, LOi ) + sOi + ti + sDi + tij + sOj + tj)) (8.22)
Una vez que las pares de tareas viables son identificadas, estas son ordenadas
atendiendo al ahorro en la distancia recorrida con respecto a realizar las tareas por

















Figura 8.10: Tiempo de esper mı´nimo en la unio´n d tar as
separado, siendo la expresio´n de dicho ahorro la mostrada en la Ecuacio´n 8.23.
di + dj − dij . (8.23)
Caris y Janssens (2009) usa el ahorro en el tiempo de viaje, este trabajo ha
elegido el ahorro en distancia ya que el tiempo de v aje tiene un factor aleatorio en el
problema que resolvemos, y por lo tanto no dependera´ su valor absoluto de un correcto
algoritmo, sino de las circunstancias del entorn .
A cada uno de estos pares tiene definidos un tiempo de inicio ma´s temprano,
Eij , un tiempo de inicio ma´s tard´ıo, Lij , y ma´s tard´ıo, y un tiempo de ejecucio´n del par
RSij .
El tiempo de i icio ma´s temprano Eij es definido como el tiempo ma´s temprano
que puede comenzar a completar el par (i, j) sin tiempo de espera innecesario entre las
tareas i y j; u valor pu de conocerse a trave´s de la ecuacio´n 8.24, irviendo la Figura










E∗ = EDj − sOi − ti − sDi − tij − sOj − tj (8.25)
El tiempo de inicio ma´s tard´ıo, Lij , sera´ definido como l u´ltimo i stante en
que pueden emp za completarse los pare (i, j) de modo que i l par se e i z
llevar a cabo ma´s tarde ento es ambas tareas no p ra´ s r realizadas n ti mpo; su
valor viene expres do e la ec acio´n 8.26.
Cap´ıtulo 8 Mo´dulo de optimizacio´n de tareas de acarreo - heur´ısticas 115
8.2. Heur´ıstica de vecino ma´s cercano
La heur´ıstica propuesta identifica entre el conjunto de tareas todav´ıa no ser-
vidas, Tu, la tarea que se encuentra ma´s cerca de las ya insertadas; de hay que dicha
heur´ıstica sea nombrada como heur´ıstica del vecino ma´s cercano. La cercan´ıa de una
tarea j a una ruta ri puede evaluarse a trave´s de la funcio´n Pij ; expresada segu´n la
ecuacio´n (1.4). Un valor bajo de dicha funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que en la nt ior h ur´ıstic , dilj corresponde a la distancia entre el
destino e la u´ltima tar e r ta ri y el origen de la tarea j.
Wij es la espera mı´nima necesaria para poder comenzar las tarea j tras terminar
la u´ltima tarea de la ruta ri; su expresio´n viene detallada en la ecuacio´n (1.3) y se
representaen la Figura 1.3.
Hij es l holgura existente o urgencia en realizar dicha tarea; su valor se toma
de la ecuacio´n (1.5), siendo la Figura 1.5 una ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I



























(b) Tarea j ∈ T E
Figura 8.5: Holgura entre tareas
V Iij y V
E
ij son el oste debido a la ruptura de las ventanas temporales impuestas,
es decir, a la violacio´n de las stricciones temporales contempladas en la terminal. Se
Cap´ıtulo 8 Mo´dulo de optimizacio´n de tareas de acarreo - heur´ısticas 111
Debido a la existencia de ventanas temporales, adema´s de los costes debido a
vi laciones de las mismas otra consideracio´n ha de ser tenida en cuenta; puede que la
espera entre tareas sea tan elevada que perjudique a la solucio´n propuesta, incremen-
tando el nu´mero de veh´ıculos ne esario para ealizar la misma. Para minimizar dicho
perjuicio, se ha limitado el tiempo de espera ma´ximo entre tareas, MAXWAITING. Di-
cha restriccio´n se lleva a cabo a trave´s de la imposicio´n de la ecuacio´n (1.2), donde Wij
representa el tiempo de espera entre la u´ltima tarea de la ruta ri y la primera tarea de
la ruta rj expresado a trave´s de la ecuacio´n (1.3). La Figura 1.3 muestra gra´ficamente
el tiempo de espera entre tareas.
Wij ≤ MAXWAITING (8.2)
Wij =
￿
ma´x(0, EOj − (stDil + sDil + tiljf )) si j ∈ T I
ma´x(0, EDj − (stDil + sDil + tiljf + sOjf + tjf )) si j ∈ T E
(8.3)
La heur´ıstica de ahorro en costes en un entorno dina´mico se muestra en el
Algoritmo 1. En l l´ınea 2 se llama a la funcio´n InitialRoutes que inicializa las rutas,
R, segu´ el procedimiento explicado en el ejemplo de la Figura 1.1. Una vez inicializada
las rutas, se entra en el bucle que intentara´ solapar todas las rutas posibles; en este
bucle se iterara´ mientras haya ma´s rutas que veh´ıculos, |R| ≥ |V|, o mientras exista
posibilidad de ahorro (como se muestra en la l´ınea 4). Dentro de dicho bucle: se calcula
el ahorro de todas las comb naciones de ruta (L´ınea 7); se analiza que grupo de dichas
uniones, WC, cumplen la condicio´n de ma´ximo tiempo de espera (L´ınea 8); y se elige
las rutas a concaten (L´ıneas 12, 14 y 12), eligiendo preferentemente las que producen
mayor ahorro dentro de las qu cumplen la condicio´n de espera. Por u´ltimo, se realiza
la unio´n llamand a la funcio´n Mergi gRout s (19).
Las T blas 1.1, 1.2 y 1.3 y la Figura 1.4 muestran como se comporta el algo-
ritmo frente a diferentes valores de MAXWAITING. El algoritmo ha sido testado en un
problema esta´tico del tipo R1.13, para tres poblaciones de tareas (25, 50, y 100). En las
diferentes tablas la primera columna representa el tiempo ma´ximo de espera propues-
to; la segunda columna se tra de la di tancia recorrida; la tercera columna muestra
el nu´mero de veh´ıculos nec sarios para l solucio´n encontrada; las columnas cuarta y
quinta hacen referencia a la ruptura de ventanas temporales en el origen, siendo res-
pectivamente el coste debido a rupturas y el nu´mero de rupturas; las columnas sexta y
se´ptima representan lo mismo que las dos anteriores pero para ventanas temporales en
el destino; la columna octava ser´ıa el coste total de la solucio´n encontrada; y por u´ltimo,
la columna novena mostrar´ıa el tiempo de computacio´n en segundos.
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C da uno de stos p res tiene definidos un tiempo de inicio ma´s temprano, Eij ,
un tiempo de nicio ma´s t rd´ıo, Lij , y a´s tard´ıo, y un tiempo de ejecucio´n del par RSij .
El tiempo de inicio ma´s temprano Eij es definido como el tiempo ma´s temprano
que puede comenzar a completar el par (i, j) sin tiempo de espera innecesario entre las
tareas i y j; su valor puede conocerse a trave´s de la ecuacio´n 8.24, sirviendo la Figura































siO - ti - siD - tij - sjO - tj









siO - ti - siD - tij - sjO - tj
(c) EOi
Figura 8.11: Tie po de inicio ma´s temprano de un par (i, j)
El tiempo de inicio ma´s tard´ıo, Lij , sera´ definido como el u´ltimo instante en
que pueden empezar a completarse los pares (i, j) de modo que si el par se empieza a
llevar a cabo ma´s tarde entonces ambas tareas no podra´n ser realizadas en tiempo; su





j − sOi − ti − sDi − tij − sOj − tj) (8.26)
El tiempo necesario para completar las tareas pertenecientes a un par, RSij es
la suma de los tiempos de viaje, tiempos de servicio y del mı´nimo tiempo de espera entre




i + ti + s
D
i + tij + s
O
j + tj + s
D
j +MINWAITij (8.27)
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8.2. Heur´ıstica de vecino ma´s cercano
La heurıstica propuesta identifica entre el conjunto de tareas todav´ıa no ser-
vi , Tu, l tarea que se encuentra ma´s cerca de las ya insertadas; de hay que dicha
h ur´ıst c s a nombrada como heu ı´stica l vecino ma´s cercano. La cercan´ıa de una
tarea j a una ruta ri pu de v lu rse a tr ve´s de la funcio´n Pij ; expresada segu´n la
c acio´n (8.4). Un v lor b jo de dicha funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que n la an erior heu ı´stica, dilj corresponde a la distancia entre el
destino de la u´ltima tarea de la ruta ri y el origen de la tarea j.
ij e la espera mı´nima necesaria para poder comenzar las tarea j tras terminar
la u´ltim tare de la ruta ri; su expresio´n viene detallada en la ecuacio´n (8.3) y se
representaen la Figura 8.3.
Hij es la h lgu a existente o urgencia en realizar dicha tarea; su valor se toma
de l ecuacio´n (8.5), siendo la Figura 8.5 una ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I
ma´x(0, LDj − (stDil + sDil + tilj + sOj + tj)) si tareaj ∈ T E
(8.5)
Di Dj Oj
V Iij y V
E
ij son el coste debido a la ruptura de las ventanas temporales impuestas,
es decir, a la violac o´n de las res ricc ones t mporales contempladas en la terminal. Se
realiza una d stincio´n ntre los tareas de importacio´n, 8.6, y de exportacio´n, 8.7, dado




cwait ·ma´x(0, (ftil + sDil + tiljf )− LOj ) i j tarea tipo I
0 si j tarea tipo E
(8.6)
4P r sim lificar, l s p nalizaciones por llegada tard´ıa al depo´sito han sido equiparadas a tareas de
importacio´n
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8.2. Heur´ıstica de ve ino ma´s cercano
La heurıstica propuesta ide tifica entre l conjunto de tareas todav´ıa no ser-
vid s, Tu, la tare que e encu ntra ma´s c c de las y insertadas; de hay que dicha
he r´ısti s a nombrada como heur´ıstica del vecino ma´s cercano. La cercan´ıa de una
ta ea j a una r ta ri pued evalu rse a trave´s d la funcio´n Pij ; expresada segu´n la
c acio´n (8.4). Un v lor bajo de dicha funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual qu en la anterior h ur´ıstica, dilj corresponde a la distancia entre el
destino de la u´ltima tar a de la ruta ri y l origen de la tarea j.
Wij es la pera mı´nima necesaria para poder comenza las tarea j tras terminar
la u´ltima tarea de la ruta ri; su xpresio´n viene detallada en la ecuacio´n (8.3) y se
representaen la Figura 8.3.
Hij s la holgura existente o urgencia en realizar dicha tare ; su valor se toma
de la ecuacio´n (8.5), siendo la Figur 8.5 una ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDl + sDil + tilj)) si tarea j ∈ T I
ma´x(0, LDj − (stDil + sDil + tilj + sOj + tj)) si tareaj ∈ T E
(8.5)
Di Dj Oj
V Ij y V
E
ij son el coste debido a la ruptura de las ventanas temporales impuestas,
es decir, la viola ´ de las restricci es temporales conte pl das en la terminal. Se
realiz una d stincio´n entre los tareas de importacio´n, 8.6, y de exp rtacio´n, 8.7, dado




cwait ·ma´x(0, (ftil + sDil + tiljf )− LOj ) si j tarea tipo I
0 si j tarea tipo E
(8.6)
4P r sim lificar, las p n liz ciones por llegada tard´ıa al depo´sito han sido equiparadas a tareas de
importacio´n
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8.2 Heur´ıstica de vecino m´s cercano
La heurıstica propuesta i entifi entre l conjun o de tare s todav´ı no ser-
vid s, Tu, la tare e s encu ntr ma´s cer de las y insertad s; de ha que dicha
he r´ıstic a nombra com heur´ıstica del vecino ma´s er a o. La cer an´ı de una
tare j un p ede evalu rse a trav´s d l funcio´n Pij ; expresad segu´n la
c acio´n (8.4) Un v lor bajo de icha funcio´n es sino´ mo de una mayor cer an´ı .
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que e la nterio heur´ıstica, dilj corresponde a l distancia entr el
destino de la u´ltima t re de la ruta ri y el origen de la t re j.
Wij es la spera mı´nim n ce ari p r poder comenzar l s tare j tras termin r
la u´ltima tare de la r t ri; su expresio´n viene detall d en la cuacio´n (8.3) y se
representaen la Figura 8.3.
Hij es la holgura existente o urgenci n realizar dicha t re ; su valor se tom
de la ecuacio´n (8.5), siendo la F gura 8.5 una ayuda para su ente dim ento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tare j ∈ T I
ma´x(0, LDj − (stDil + sDil + tilj + sOj + tj)) si tare j ∈ T E
(8.5)
Di Dj Oj
V Iij y V
E
ij son el coste d bido a l ruptu a de las vent n s temporale impuesta ,
e d ir, a l violac o´n las restricc ones temporales contemplad s en a terminal. Se
realiza una d st ncio´n e tre los tare s de importacio´n, 8.6, y de exportacio´n, 8.7, a o




cwait ·ma´x(0, (ftil + sDil + tiljf )− LOj ) si j t re tipo I
0 si j tare tipo E
(8.6)
4P r sim lificar, l p naliz ciones por llegada t r ı´a al depo´sit h n sido equiparadas t re de
importacio´n
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Como u propio nombre indica, la heur´ıstica esta´ dividida en dos fases. En
una primera fase, todas las combinaciones posibles entre tareas, incluyen o l s ficticias,
on analiz d s; y las m jores combinacion s son seleccionadas. En una segunda fase, las
ta eas combi adas son insertadas dentro e rutas.
Siguiendo el pseudoco´digo 6 la primera fase estar´ıa desglosada en las funciones:
FeasibilityMergedTasks (L´ınea 2) que analiza el conjunto de tareas viables a la
hora de unirl s, P; Evaluation (L´ınea 3) que evalu´a el ahorro de cada una de las
uniones posibles; y Selection (L´ınea 4) que selecciona los pares que cubrira´n todas las
ta as a r alizar, S, trata do de maximiz r l orro. La s gu da f se ser´ıa l funcio´n
Co struction (L´ınea 6), que ir´ı in ertan o e rutas las tareas seleccio adas. La
fun o´n De cription (L´ı 5) simplemente analiza una s ri de caracter´ısticas de los
p es seleccionados par t er l inform cio´n necesari la hora de construir la ruta.
Los siguientes ep´ıgrafes explicara´n con mayor d talle cada una de es as fu cio-
nes.
Algoritmo 6 Heur´ıstica de insercio´n en dos fases
1: pr cedure I2PH(T , vstat , tstate, vpos, time, traffic)
2: P ←FeasibilityMergedTask (ti e,T )
3: savpij ← Evaluation(pij) ∀pij ∈ P
4: S ←Selec ion(P, avpij )
5: Eij , Lij , RSij ←Description(pij) ∀pij ∈ S
6: R←Construction(S,Eij ,Lij ,RSij)
7: end procedur
8.4.1. Empareja ient de tareas simples
Como se muestra en la Figura 8.8, la combinacio´n de dos tareas simples en una
ma´s compl ja podr´ıa suponer un gran ahorro en costes. Estos pares de tareas estara´n
forma os por una tarea perteneciente al grupo de tareas ficticias de inicio o tareas de
importacio´n, i ∈ T I ∪T inif , y otra tarea perteneciente al grupo de tareas de exportacio´n
o tareas ficti as de finalizacio´n, j ∈ T E ∪ T endf . Cualquier otra combinacio´n de tareas
no supondr´ıa ahorro alguno.
Oi
Pero no todos los pares de tareas (i, j), formados por una tarea de cada uno de
los grupos descritos anteriormente, pueden ser combinados en tareas complejas factibles.
Por un lado, e ido a la existencia de ventanas temporales, es imprescindible que las
restriccion temporales de la segunda tarea permitan realizarla despue´s de ejecutar la
primera. La segunda tarea, j, debe poder realizarse despue´s de realizar la primera tarea
d l par, i, teniendo en cuenta el tiempo que se tarda en llegar a ella. Observando la Figura
































(b) Caso no viable
Figura 8.9: Viabilidad de unio´n de tareas atendiendo a las restricciones temporales
Por otro lado, el tiempo ma´ximo de espera entre tareas ha sido limitado por
motivos de eficiencia. Cualquier par cuyo tiem o ı i o de spera entre ta eas s a
mayor qu n valor dado, s ra des artado a riori. Est l´ımite temporal ha sid ntro-
ducido debido l i eficiencia d largos tiempos de espera entre tareas; si un veh´ıculo
debe esperar demasiado tiempo entre la realizacio´n de una tarea y la siguiente, este
estara´ desperdiciando tiempo de su d´ıa de trabajo, incrementando la necesidad de ma´s
veh´ıculos en la flota.
ma´x(time,EOi ) + s
O
i + ti + s
D
i + tij + s
O
j + tj ≤ LDi (8.20)
MINWAIT j ≤MAXWAIT (8.21)
Estas dos restricciones se consiguen i poniendo el cumplimiento de las ecua-
ciones 8.20, relativa a las restricciones debido a las ventanas temporales, y 8.21, relativa
al ma´ximo tiempo de espera. En la ecuacio´n 8.20 se fuerza que un veh´ıculo que sale
e l ta ea i, lo ma´s t rano po ible, pueda a canzar l t rea j tes del ci rr de su
ve t a t po al. En la la ecuacio´n 8.21, se fuerza que l mı´ imo ti po ible de
espera en r l s dos tareas l pa (i, j), d fini o c mo MINWAITij , s a me or que
un tiempo maxim permiti o, MAXWAIT . Donde MINWAITij se d fine gu´n l
ecuacio´n 8.22, y simboliza el t empo que tiene que esperar un veh´ıculo que sale de la
tarea i lo ma´s tarde posible antes de poder comenzar a realizar la tarea j (Ver Figura
8.10)
MINWAITij = ma´x(0, E
D
j − (ma´x(time, LOi ) + Oi + ti + sDi + tij + sOj + tj)) (8.22)
Un v z que la pares de tareas viabl s s identificadas, estas son ordenadas
atendiendo al ahorro en la distancia recorrida con respecto a realizar las tareas por

















Figura 8.10: Tiempo de espera mı´nimo en la unio´n de tareas
separado, siendo la expresio´n de dicho ahorro la mostrada en la Ecuacio´n 8.23.
di + dj − dij . (8.23)
Caris y Janssens (2009) usa el ahorro e el tiempo de viaje, este trabajo ha
elegido el ahorro en distancia ya que el tiempo de v aje tiene un factor aleatorio en el
problema que res lvemos, y por lo tanto no dependera´ su valor absoluto de un correcto
algoritmo, si o de las circu stancias del entor o.
A c da uno de stos ares tiene defi idos un tiempo de inicio ma´s temprano,
Eij , un tiempo de inicio ma´s tard´ıo, Lij , y ma´s tard´ıo, y un tiempo de ejecucio´n del par
RSij .
El tiempo de inicio ma´s temprano Eij es definido como el tiempo ma´s temprano
que puede comenzar a completar el par (i, j) sin iempo de espera innecesario entre las
tareas i y j; su valor puede conocerse a trave´s de la ecuacio´n 8.24, sirviendo la Figura
8.11 de apoyo a su entendimiento.
Eij =

LO si E∗ > LOi





E∗ = EDj − sOi − ti − sDi − tij − sOj − tj (8.25)
El tiempo de inicio ma´s tard´ıo, Lij , sera´ definido como el u´ltimo instante en
que pueden empezar a completarse los pares (i, j) de modo que si el par se emp eza a
llevar a cabo ma´s tarde entonces ambas tareas no podra´n ser realizadas en tiempo; su
valor vi ne expresad en la ecuacio´n 8.26.
Cap´ıtulo 8 Mo´dulo de optimizacio´n de tareas de acarreo - heur´ısticas 115
8.2. Heur´ıstica de vecino ma´s cercano
La heur´ıstica propuesta identifica entre el conjunto de tareas todav´ıa no ser-
vidas, Tu, la ta e que se encuentra ma´s cerca de las ya insertadas; de hay que dicha
heur´ıstica sea no brada como heur´ıstica del vecino ma´s cercano. La cercan´ıa de una
tarea j a una ruta ri puede evaluarse a trave´s de la funcio´n Pij ; expresada segu´n la
ecuacio´n (1.4). Un valor bajo de dicha funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que en la anterior heur´ıstica, dilj corresponde a la distancia entre el
destino de la u´ltima tarea de la ruta ri y el origen de la tarea j.
ij es la espera mı´nima necesaria para poder comenzar las tarea j tras terminar
la u´ltima tarea de la ruta ri; su expresio´n viene detallada en la ecuacio´n (1.3) y se
representaen la Figura 1.3.
Hij es la holgura existente o urgencia en realizar dicha tarea; su valor se toma
de la ecuacio´n (1.5), si ndo la Figura 1.5 una ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I



























(b) Tarea j ∈ T E
Figura 8.5: Holgura entre tareas
V Iij y Vij son el coste debido a la ruptura de las ventanas temporales impuestas,
es decir, a la violacio´n de las restricciones temporales contempladas en la terminal. Se
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Debid a la existencia de ventanas temporales, adema´s de los costes debido a
violaciones de las mismas otra consideracio´n ha de ser tenida en cuenta; puede que la
espera e tre tareas sea tan elevada que perjudique a la solucio´n propuesta, incremen-
ndo e nu´mero de v h´ıculos ne esario para ealizar la misma. Para minimizar dicho
perjuicio, se ha limitado el tiempo de espera ma´ximo entre tareas, MAXWAITING. Di-
cha restriccio´n se lleva a cabo a trave´s de la imposicio´n de la ecuacio´n (1.2), donde Wij
representa el tiempo de espera entre la u´ltima tarea de la ruta ri y la primera tarea de
la ruta rj expresado a trave´s de la ecuacio´n (1.3). La Figura 1.3 muestra gra´ficamente
el tiempo de espera entre tareas.
Wij ≤ MAXWAITING (8.2)
Wij =
￿
ma´x(0, EOj − (stDil + sDil + tiljf )) si j ∈ T I
m´x(0, EDj − (stDil + sDil + tiljf + sOjf + tjf )) si j ∈ T E
(8.3)
La heur´ıstica de ahorro en costes en un entorno dina´mico se muestra en el
Algoritm 1. E la l´ınea 2 se llama a la funcio´n InitialRoutes que inicializa las rutas,
R, segu´n el procedimiento explicado en el ejemplo de la Figura 1.1. Una vez inicializada
las rutas, se entra en el bucle que intentara´ solapar todas las rutas posibles; en este
bucle se it rara´ ientras haya ma´s rutas que veh´ıculos, |R| ≥ |V|, o mientras exista
posibilidad de ahor (como se muestra en la l´ınea 4). Dentro de dicho bucle: se calcula
el horro de toda las comb nacion s de ruta (L´ınea 7); se analiza que grupo de dichas
u iones, WC, cumplen l condicio´n de ma´ximo tiempo de espera (L´ınea 8); y se elige
las rutas c caten (L´ıneas 12, 14 y 12), eligiendo preferentemente las que producen
mayor ahorro dentro de las que cumplen la condicio´n de espera. Por u´ltimo, se realiza
la unio´n llamando a la funcio´n MergingRoutes (19).
Las T blas 1.1, 1.2 y 1.3 y la Figura 1.4 muestran como se comporta el algo-
ri mo frente a diferent v lores de MAXWAITING. El algoritmo ha sido testado en un
prob ema esta´tico del tipo R1.13, para tres poblaciones de tareas (25, 50, y 100). En las
dif rentes tablas la primera columna representa el tiempo ma´ximo de espera propues-
to; la segunda columna se trata de la distancia recorrida; la tercera columna muestra
el nu´mero de veh´ıculos necesarios para la solucio´n encontrada; las columnas cuarta y
quinta h cen referencia la ruptura de ventanas temporales en el origen, siendo res-
pectivam nt el cost debido a rupturas y el nu´mero de rupturas; las columnas sexta y
se´ptima representan lo mismo que las dos anteriores pero para ventanas temporales en
el destino; la columna octava ser´ıa el coste total de la solucio´n encontrada; y por u´ltimo,
la columna novena mostrar´ıa el tiempo de computacio´n en segundos.
Los resultados muestran que imponer un tiempo de espera ma´ximo entre tareas
3Ver Ape´ndice A
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C da uno de estos pares tiene definidos un tiemp de inicio ma´s temprano, Eij ,
un tiempo de inicio ma´s tard´ıo, Lij , y ma´s tard´ıo, y un tiempo de ejecucio´n del par RSij .
El tie po de inicio ma´s temprano Eij es definido como el tiempo ma´s temprano
que puede comenzar a completar el par (i, j) sin tiempo de espera innecesario entre las
tareas i y j; su valor puede conocerse a trave´s de la ecuacio´n 8.24, sirviendo la Figura































siO - ti - siD - tij - sjO - tj









siO - ti - siD - tij - sjO - tj
(c) EOi
Figura 8.11: Tiempo de inicio ma´s temprano de un par (i, j)
El tiempo de inicio ma´s tard´ıo, Lij , sera´ definido como el u´ltimo instante en
que pueden emp zar a completarse los pares (i, j) de modo que si el par se empieza a
ll var a c bo ma´s tarde entonces ambas tareas no podra´n ser realizadas en tiempo; su





j − sOi − ti − sDi − tij − sOj − tj) (8.26)
El tiem o necesario para completar las tareas pertenecientes a un par, RSij es
la suma de l s tiempos de viaje, tiempos de servicio y del mı´nimo tiempo de espera entre




i + ti + s
D
i + tij + s
O
j + tj + s
D
j +MINWAITij (8.27)
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8.2. Heur´ıstica de vecino ma´s cercano
La heur´ıstica propuesta identifica entre el conjunto de tareas todav´ıa no ser-
vidas, Tu, la tarea que se encuentra ma´s cerca de las ya insertadas; de hay que dicha
heur´ıstica sea nombrada como heur´ıstica del vecino ma´s cercano. La cercan´ıa de una
tarea j a una ruta ri puede evaluarse a trave´s de la funcio´n Pij ; expresada segu´n la
ecuacio´n (8.4). Un valor bajo de dicha funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual qu en la anterior heur´ıstica, dilj corresponde a la distancia entre el
destino l u´ltima tarea de la ruta ri y el origen de la tarea j.
Wij es la espera mı´nima necesaria para poder comenzar las tarea j tras terminar
la u´ltima tare de la ruta ri; su expresio´n viene detallada en la ecuacio´n (8.3) y se
representaen la Figura 8.3.
Hij es la lgu a existente o urgencia en realizar dicha tarea; su valor se toma
de la ecuacio´n (8.5), siendo la Figura 8.5 una ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDl + tilj)) si tarea j ∈ T I
ma´x(0, LDj − (stDil + sDil + tilj + sOj + tj)) si tareaj ∈ T E
(8.5)
Di Dj Oj
V Iij y V
E
ij son el coste d bido a la ruptura de las ventanas temporales impuestas,
es deci , a la viol cio´n de las restricc ones temporales cont mpladas en la terminal. Se
r aliz una distincio´n ntre los tareas d importacio´n, 8.6, y de exportacio´n, 8.7, dado




cwait ·ma´x(0, (ftil + sDil + tiljf )− LOj ) si j tarea tipo I
0 si j tarea tipo E
(8.6)
4Por sim lific r, las p nalizaciones por llegada tard´ıa al depo´sito han sido equiparadas a tareas de
importacio´n
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8.2. Heur´ıstica de ve ino ma´s cercano
La heur´ıstica propuesta ide tifica entre l conjunto de tareas todav´ıa no ser-
vidas, Tu, la tare que se encu ntra ma´s c c de las y insertadas; de hay que dicha
heur´ısti a sea nombrada como heur´ıstica del vecino ma´s cercano. La cercan´ıa de una
ta ea j a una r ta ri pued evalu rse a trave´s d la funcio´n Pij ; expresada segu´n la
ecuacio´n (8.4). Un valor bajo de dicha funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual qu en la anterior h ur´ıstica, dilj corresponde a la distancia entre el
destino de la u´ltima tar a de la ruta ri y l origen de la tarea j.
Wij es la pera mı´nima necesaria para poder comenza las tarea j tras terminar
la u´ltima tarea de la ruta ri; su xpresio´n viene detallada en la ecuacio´n (8.3) y se
representaen la Figura 8.3.
Hij s la holgura existente o urgencia en realizar dicha tare ; su valor se toma
de la ecuacio´n (8.5), siendo la Figur 8.5 una ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I
ma´x(0, LDj − (stDil + sDil + tilj + sOj + tj)) si tareaj ∈ T E
(8.5)
Di Dj Oj
V Iij y V
E
ij son el coste debido a la ruptura de las ventanas temporales impuestas,
es decir, la viola i´ de las restricci es t mporales conte pl das en la terminal. Se
re liza una distincio´n entr los tareas de importacio´n, 8.6, y de exp rtacio´n, 8.7, dado




cwait ·ma´x(0, (f il + sDil + tiljf )− LOj ) si j tarea tipo I
0 si j tarea tipo E
(8.6)
4P r simplificar, las p n liz ciones por llegada tard´ıa al depo´sito han sido equiparadas a tareas de
importacio´n
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8.2 Heur´ıstica de vecino m´s cercano
La heur´ıstica propuesta i entifi entre l conjun o de tare s todav´ı no ser-
vidas, Tu, la t re s encu ntr ma´s cer de las y insertad s; de ha que dicha
h ur´ıstica sea nombra com heur´ıstica del vecino ma´s cer ano. La cer an´ı de una
tare a un r ta ri p ed evalu rse a trav´s d l funcio´n Pij ; expresad segu´n la
ecuacio´n (8.4) Un valor bajo de icha funcio´n es sino´ mo de una mayor cer an´ı .
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igu l que en la nterio heur´ıstica, dilj corresponde a l distancia entr el
d stino de la u´ltima t re de la ruta ri y el origen de la t re j.
Wij s la p a mı´nim n ce ari p ra poder comenzar l s tare j tras termin r
la u´ltim tare de la r t ri; su expresio´n viene detall d en la cuacio´n (8.3) y se
representaen la Figura 8.3.
Hij es l holgura existente o urgenci n realizar dicha t re ; su valor se tom
de l cuacio´n (8 5), siendo la F gura 8.5 una ayuda para su ente dim ento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tare j ∈ T I
ma´x(0, LDj − (stDil + sDil + tilj + sOj + tj)) si tare j ∈ T E
(8.5)
Di Dj Oj
V Iij y V
E
ij son el cost d bido a l ruptura de las vent n s temporale impuesta ,
d ir, a l vi lacion las restricc ones temporales contemplad s en a terminal. Se
realiza una distincio´n tr los tar s de i portacio´n, 8.6, y de exportacio´n, 8.7, a o




cwait ·ma´x(0, (ftil + sDil + tiljf )− LOj ) si j tare tipo I
0 si j tare tipo E
(8.6)
4Por simplific r, las p naliz ciones por llegada t rd´ıa al depo´sit h n sido equiparadas t re de
importacio´n
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Como su propio nombre indica, la heur´ıstica esta´ dividida en dos fases. En
una primera fase, todas las combinaciones posibles entre tareas, incluyendo las ficticias,
son analizadas; y las mejores combinaciones son seleccionadas. En una segunda fase, las
tareas combinadas son insertadas dentro de rutas.
Siguiendo el pseudoco´digo 6 la primera fase estar´ıa desglosada en las funciones:
FeasibilityMergedTasks (L´ınea 2) que analiza el conjunto de tareas viables a la
hora de unirlas, P; Evaluation (L´ınea 3) que evalu´a el ahorro de cada una de las
uniones posibles; y Selection (L´ınea 4) que selecciona los pares que cubrira´n todas las
tarea realizar, S, tratando de maximiza l orro. La s gu da f se ser´ıa l funcio´n
Co struction (L´ınea 6), que ir´ı in ert n o e rutas las tareas seleccio adas. La
funci´n De cripti (L´ı 5) simpleme te analiza una s rie de caracter´ısticas de los
par seleccionad s para te er l inform cio´n necesari a la hora de construir la ruta.
Los sigui tes ep´ıgrafes explicara´n con mayor detalle cada una de estas funcio-
es.
Algoritmo 6 Heur´ıstica de insercio´n en dos fases
1: proce ure I2PH(T , vstate, tstate, vpos, time, traffic)
2: P ←FeasibilityMergedTasks(tim ,T )
3: savpij ← Evaluation(pij) ∀pij ∈ P
4: S ←S lec ion(P, avpij )
5: Eij , Lij , RSij ←Descripti n(pij) ∀pij ∈ S
6: R←Construction(S,Eij ,Lij ,RSij)
7: nd procedu e
8.4.1. Emparejamiento de tareas simples
Como se muestra en la Figura 8.8, la combinacio´n de dos tareas simples en una
ma´s compleja podr´ıa suponer un gran ahorro en cos es. Estos pares de tareas estara´n
forma os por una tarea perteneciente al grupo de tareas ficticias de inicio o tareas de
importacio´n, i ∈ T I ∪T inif , y otra tarea perteneciente al grupo de tareas de exportacio´n
o tareas ficticias finalizacio´n, j ∈ T E ∪ T endf . Cualquier otra combinacio´n de tareas
no supondr´ıa ahorro alguno.
Oi
Pero no todos los pares de tareas (i, j), formados por una tarea de cada uno de
los grup s descritos anteriormente, pueden ser combinados en tareas complejas factibles.
Por un lado, ebido a la existencia de ventanas temporales, es imprescindible que las
restricciones t mporales de la segunda tarea permitan realizarla despue´s de ejecutar la
primera. L segund , j, debe poder realizarse despue´s de realizar la primera tarea
del par, i, teniendo en c enta el tiempo que se tarda en llegar a ella. Observando la Figura
































(b) Caso no viable
Figura 8.9: Viabilidad de u io´n de tareas atendiendo a las restricciones temporales
Por otro lado, el tiempo ma´ximo de espera entre tareas ha sido limitado por
motivos de eficiencia. Cualquier par cuyo tiempo mı´nimo de espera entre tareas sea
mayor que un valor dado, sera´ descartado a priori. Este l´ımite temporal ha sido intro-
ducido debido a la ineficiencia de largos tiempos de espera entre tareas; si un veh´ıculo
debe esperar demasiado tiempo entre la realizacio´n de una tarea y la siguiente, este
estara´ desperdiciando tiempo de su d´ıa de trabajo, incrementando la necesidad de ma´s
veh´ıculos en la flota.
ma´x(time,EOi ) + s
O
i + ti + s
D
i + tij + s
O
j + tj ≤ LDi (8.20)
MINWAITij ≤MAXWAIT (8.21)
Es s d s r tricciones se consiguen imponien o l cumplimien o de las cu -
ciones 8.20, r l tiva a las restriccio es deb do a as vent n s temporales, y 8.21, rela iv
l ma´xim ie p de esp ra. En l ecuacio´n 8.20 se fuerza que un veh´ıculo que sale
de l tare i, lo ma´ tempr n posible, pued alcanzar la are j a tes del cierre de s
ventana tempor . En la ecuac o´ 8.21, se fuerza que el mı´nimo tiempo posible de
espera entre las dos ta eas del par (i, j), definido como MINWAITij , sea menor que
un tiempo ma´ximo permitido, MAXWAIT . Donde MINWAITij se define segu´n la
ecuacio´n 8.22, y simboliza el tiempo que tiene que esperar un veh´ıculo que sale de la
tarea i lo ma´s tarde posible antes de poder comenzar a realizar la tarea j (Ver Figura
8.10)
MINWAITij = ma´x(0, E
D
j − (ma´x(time, LOi ) + sOi + ti + sDi + tij + sOj + tj)) (8.22)
Una vez que las pares de tareas viables son identificadas, estas son ordenadas
atendiendo al ahorro en la distancia recorrida con respecto a realizar las tareas por

















Figura 8.10: Tiempo de espera mı´nimo en la unio´n de tareas
separado, siendo la expresio´n de dicho ahorro la mostrada en la Ecuacio´n 8.23.
di + dj − dij . (8.23)
Caris y Janss ns (2009) usa el ahorro en el tiempo de viaje, este trabajo ha
elegido el ahorro en distancia ya que el tie po de v aje tiene un factor aleatorio en el
problema que resolvemos, y por lo tanto no dependera´ su valor absoluto de un correcto
algoritmo, sino de las circunstancias del entorn .
A cada uno de estos pares ti ne definidos un tiempo de inicio ma´s te prano,
Eij , un tiempo de inicio ma´s tard´ıo, Lij , y a´s tard´ıo, y un tiempo de ejecucio´n del par
RSij .
El tiempo de inicio ma´s temprano Eij es definido como el tiempo ma´s temprano
que puede comenzar a completar el par (i, j) sin tiempo de espera innecesario entre las
tareas i y j; su valor puede conocerse a trave´s de la ecuacio´n 8.24, sirviendo la Figura










E∗ = EDj − sOi − ti − sDi − tij − sOj − tj (8.25)
El tiemp inicio ma´s tard´ıo, Lij , ser´ definido como el u´ltimo instante en
q e pued n empezar a completarse los pares (i, j) de modo que si el p r se empieza a
llevar a cabo ma´s tarde entonces ambas tareas no podra´n er realizadas en tiempo; su
valor vien xp es do n la ec acio´n 8.26.
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8.2. Heur´ıstica de vecino ma´s cercano
La heur´ıstica propuesta identifica entre el conjunto de tareas todav´ıa no ser-
vidas, Tu, la tarea que se encuentra ma´s cerca de las ya insertadas; de hay que dicha
heur´ıstica sea no brada como heur´ıstica del vecino ma´s cercano. La cercan´ıa de una
tarea j a una ruta ri puede evaluarse a trave´s de la funcio´n Pij ; expresada segu´n la
ecuacio´n (1.4). Un valor bajo de dicha funcio´n es sino´nimo de una mayor cercan´ıa.
Pij = δ1 · dilj + δ2 ·Wij + δ3 ·Hij + δ4 · V Iij + δ5 · V Eij + δ6 · uvi (8.4)
Al igual que en la anterior heur´ıstica, dilj corresponde a la distancia entre el
destino de la u´ltima tarea de la ruta ri y el origen de la tarea j.
ij es la espera mı´nima necesaria para poder comenzar las tarea j tras terminar
la u´lti a tare de la ruta ri; su expresio´n viene detallada en la ecuacio´n (1.3) y se
representaen la Figura 1.3.
Hij es la holgura existente o urgencia en realizar dicha tarea; su valor se toma
de la ecuacio´n (1.5), siendo la Figura 1.5 una ayuda para su entendimiento.
Hij =
￿
ma´x(0, LOj − (stDil + sDil + tilj)) si tarea j ∈ T I



























(b) Tarea j ∈ T E
Figura 8.5: Holgura entre tareas
V Iij y V
E
ij son el coste debido a la ruptura de las ventanas temporales impuestas,
es decir, a la violacio´n de las restricciones temporales contempladas en la terminal. Se
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Debido a la existencia de ventanas temporales, adema´s de los costes debido a
violaciones e las mismas otra consideracio´n ha de ser tenida en cuenta; puede que la
espera entre t reas se t n elevada que perjudique a la solucio´n propuesta, incremen-
tando el nu´mero de veh´ıc los ne esario para ealizar la misma. Para minimizar dicho
p rjuicio, se ha limitado el tiempo de espera ma´ximo entre tareas, MAXWAITING. Di-
cha restriccio´n se lleva a cabo a trave´s de la imposicio´n de la ecuacio´n (1.2), donde Wij
representa el tiempo de espera entre la u´ltima tarea de la ruta ri y la primera tarea de
la ruta rj expresado a trave´s de la ecuacio´n (1.3). La Figura 1.3 muestra gra´ficamente
el tiempo de espera entre tareas.
Wij ≤ MAXWAITING (8.2)
Wij =
￿
ma´x(0, EOj − (stDil + sDil + tiljf )) si j ∈ T I
m´x(0, EDj − (stDil + sDil + tiljf + sOjf + tjf )) si j ∈ T E
(8.3)
La he r´ıstica de ahorro en costes en un entorno dina´mico se muestra en el
Algoritmo 1. En la l´ınea 2 se llama a la funcio´n InitialRoutes que inicializa las rutas,
R, segu´n el procedimiento explicado en el ejemplo de la Figura 1.1. Una vez inicializada
, se entra l bucle que intentara´ solapar todas las rutas posibles; en este
bucle se iterara´ mientras haya ma´s rutas que veh´ıculos, |R| ≥ |V|, o mientras exista
posibilidad de ahorro ( omo se muestra en la l´ınea 4). Dentro de dicho bucle: se calcula
el ahorro de todas las omb nacion s de ruta (L´ınea 7); se analiza que grupo de dichas
uniones, WC, cumpl n l condicio´n de ma´ximo tiempo de espera (L´ınea 8); y se elige
las rutas c caten (L´ı eas 12, 14 y 12), eligiendo preferentemente las que producen
mayor ahorro dentro de l s que cumplen la condicio´n de espera. Por u´ltimo, se realiza
la unio´n llamando a la funcio´n MergingRoutes (19).
Las T blas 1.1, 1.2 y 1.3 y la Figura 1.4 muestran como se comporta el algo-
ritmo frente a diferente valores de MAXWAITING. El algoritmo ha sido testado en un
problema esta´tico del tipo R1.13, para tres poblaciones de tareas (25, 50, y 100). En las
diferentes tablas la primera columna representa el tiempo ma´ximo de espera propues-
to; la segunda colu na se trata de la distancia recorrida; la tercera columna muestra
el nu´mer de veh´ı los necesarios para la solucio´n encontrada; las columnas cuarta y
qui ta hacen referencia a la ruptura de ventanas temporales en el origen, siendo res-
pectivamente el cost debido a rupturas y el nu´mero de rupturas; las columnas sexta y
se´ptima representan lo mismo que las dos anteriores pero para ventanas temporales en
el destino; l column octava er´ıa el coste total de la solucio´n encontrada; y por u´ltimo,
la columna novena mostrar´ıa el tiempo de computacio´n en segundos.
Los resultados muestran que imponer un tiempo de espera ma´ximo entre tareas
3Ver Ape´ndice A
(c) EO
Figura 7.11: Ti mp de inicio ma´s tem ano d un par ( , j)
El tiempo de inici ma´s ardıo, Lij sera´ d finido com el u´lt mo i stante en
que pueden empezar a mpletars l s pares (i, j) de m do que si el par se empie a a
llevar cabo a´s tarde entonces ambas tareas no podra´n ser realizadas a tiempo; su





j − sOi − ti − sDi − tij − sOj − tj) (7.27)
El tiempo necesario para completar las tareas pertenecientes a un par, RSij es
la suma de los tiempos de viaje, tiempos de servicio y del mı´nimo tiempo de espera entre




i + ti + s
D
i + tij + s
O
j + tj + s
D
j +MINWAITij (7.28)
El Algoritmo 7 recoge las distintas funciones que se realizan en la primera fase
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de la heur´ıstica. Dichas funciones hacen uso de las diferentes ecuaciones mostradas a lo
largo del ep´ıgrafe.
Algoritmo 7 Heur´ıstica dina´mica de insercio´n en dos fases - 1a Fase
1: function FeasibilityMergedTasks(time,T )
2: P ← ∅
3: for i ∈ T inif ∪ T Ir do
4: for j ∈ T endf ∪ T Er do
5: if Eq. 7.21 ∧ Eq. 7.22 then






12: savpij ←Eq. 7.24
13: end function
14: function Selection(P,savpij )
15: S 6= ∅
16: while P 6= ∅ do
17: ∃i∗ ∈ T , j∗ ∈ T | savpi∗j∗ ≥ savpij , ∀i 6= i∗, j 6= j∗
18: S ← S ∪ pi∗j∗
19: P ← P/pi∗j ∀j ∈ T




24: Eij ←Eq. 7.25
25: Lij ←Eq. 7.27
26: RSij ←Eq. 7.28
27: end function
7.4.2. Construccio´n de rutas
Para cada veh´ıculo se creara´ una ruta, insertando en las mismas los pares
seleccionados anteriormente. Cada ruta estara´ compuesta al menos por dos pares, uno
que contiene la tarea ficticia de inicio y otro que contiene la tarea ficticia de fin. El
resto de pares se ira´n insertando secuencialmente en las rutas, ordenando los mismos de
forma creciente segu´n su tiempo de inicio ma´s tard´ıo, Lij . Cada par sera´ insertado en la
primera ruta posible de las usadas, o si no es posible, en la ruta cuyo veh´ıculo suponga
un menor coste de puesta en funcionamiento.
Un par de tareas podra´ ser insertado dentro de la ruta del veh´ıculo v ∈ V si
dos condiciones se cumplen: la primera condicio´n es que el veh´ıculo v debe ser capaz de
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comenzar a realizar el par de tareas (i, j) antes de Lij , y la segunda condicio´n establece
que el veh´ıculo v debe poder retornar al depo´sito antes de la finalizacio´n de la ventana
temporal del mismo.
Para poder determinar el cumplimiento de estas dos condiciones una nueva va-
riable ha sido definida, RSv, que se trata del tiempo de servicio de la ruta del veh´ıculo v.
Al principio, cuando ningu´n par ha sido insertado dentro de la ruta RSv = 0. El cumpli-
miento de la primera condicio´n conlleva el cumplimiento de la ecuacio´n (7.29), mientras
que el cumplimiento de la segunda condicio´n se determina a trave´s de la ecuacio´n (7.30),
siendo Tv el momento ma´s tard´ıo posible de llegada del veh´ıculo al depo´sito.
ma´x(time,RSv) ≤ Lij (7.29)
ma´x(time,RSv, Eij) +RSij ≤ Tv (7.30)
Cuando un par cumple las condiciones definidas por las ecuaciones (7.29) y
(7.30) para poder ser insertada dentro de la ruta de un veh´ıculo v, es insertado y el
tiempo de servicio de la ruta es actualizado segu´n la ecuacio´n (7.31). Los primeros
veh´ıculos donde se intentara´ insertar pares de tareas sera´n los veh´ıculos que ya han
sido previamente usados, USEDVEH, y en caso de no ser posible un nuevo veh´ıculo
sera´ puesto en uso.
RSv ← ma´x(time,RSv, Eij) +RSij (7.31)
Es posible que algu´n par no pueda ser servido a tiempo, incluso usando veh´ıculos
que se encuentran en el depo´sito, en cuyo caso el par sera´ asignado al veh´ıculo que pueda
llegar a comenzar con el menor retraso posible.
Si despue´s de generar las rutas algu´n veh´ıculo so´lo contiene tareas ficticias y
adema´s su RSv es igual a cero, significa que la ruta no es realmente usada y el veh´ıculo
permanece en el depo´sito. Por otra parte, si la ruta esta´ compuesta so´lo por tareas
ficticias pero, sin embargo, RSv no es 0, entonces el veh´ıculo esta´ llevando a cabo en ese
momento una tarea, pero no tiene ninguna ma´s asignada, por lo que volvera´ al depo´sito
despue´s de realizarla; o puede incluso que simplemente se encuentre de vuelta al depo´sito.
Estos casos pueden darse debido a que lo que se esta´ optimizando es un snapshot, una
instanta´nea, de la situacio´n en tiempo real de las tareas y los veh´ıculos.
El Algoritmo 8 muestra la fase de construccio´n de la heur´ıstica de forma deta-
llada.
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Algoritmo 8 Heur´ıstica dina´mica de insercio´n en dos fases - 2a Fase
1: function Construction(S,Eij ,Lij ,RSij)
2: rv ←
{
pf iniv j , pifendv
}
∀v ∈ V : pf iniv j ∧ pifendv ∈ S







5: R ← R∪ r|V|+1
6: S ← S/pf iniv j ∀v ∈ UV
7: S ← S/pifendv ∀v ∈ UV
8: while S 6= ∅ do
9: ∃pi∗j∗ ∈ S | Li∗j∗ ≤ Lij , ∀i 6= i∗, j 6= j∗
10: v ← 0
11: repeat
12: v ← v + 1
13: cond1← Eq. 7.29 . Para pi∗j∗ y rv
14: cond2← Eq. 7.30
15: until cond1 ∧ cond2
16: rv ←
{
pf iniv j , . . . , pi∗j∗ , pifendv
}
17: if vstatev = NOUSED then







20: R ← R∪ r|V|+1
21: end if
22: S ← S/pi∗j∗
23: end while
24: end function
Se ha simulado la heur´ıstica para la instancia R1.1 para diferentes MAXWAI-
TING siendo los resultados los mostrados en la Figura 7.12 y las Tablas 7.10, 7.11, y 7.12
(25, 50 y 100 tareas respectivamente). Exigir un tiempo de espera ma´ximo alrededor de



























Figura 7.12: Heur´ıstica I2PH con tiempo de espera ma´ximo (Test R1.1)
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Tabla 7.10: Ana´lisis del MAXWAITING en la heur´ıstica I2PH (Test R1.1 - 25 Tareas)
MAXWAITING Dist nVeh cLO nLO cLD nLD TC Time
15 1024,26 10 0 0 0 0 1124,26 0,22
20 1016,18 10 0 0 0 0 1116,18 0,04
25 1016,18 10 0 0 0 0 1116,18 0,03
30 1016,18 10 0 0 0 0 1116,18 0,04
35 990,30 10 0 0 0 0 1090,30 0,03
40 984,40 10 0 0 0 0 1084,40 0,03
45 984,40 10 0 0 0 0 1084,40 0,03
50 990,86 11 0 0 0 0 1100,86 0,03
55 990,86 11 0 0 0 0 1100,86 0,04
60 978,08 11 0 0 0 0 1088,08 0,03
65 978,08 11 0 0 0 0 1088,08 0,03
70 978,08 11 0 0 0 0 1088,08 0,04
75 978,08 11 0 0 0 0 1088,08 0,04
80 978,08 11 0 0 0 0 1088,08 0,05
85 978,08 11 0 0 0 0 1088,08 0,03
90 978,08 11 0 0 0 0 1088,08 0,04
95 978,08 11 0 0 0 0 1088,08 0,04
100 978,08 11 0 0 0 0 1088,08 0,03
105 978,08 11 0 0 0 0 1088,08 0,04
110 978,08 11 0 0 0 0 1088,08 0,03
115 978,92 12 0 0 0 0 1098,92 0,04
120 978,92 12 0 0 0 0 1098,92 0,03
125 978,92 12 0 0 0 0 1098,92 0,03
130 978,92 12 0 0 0 0 1098,92 0,03
135 978,92 12 0 0 0 0 1098,92 0,03
140 978,92 12 0 0 0 0 1098,92 0,03
145 978,92 12 0 0 0 0 1098,92 0,03
150 978,92 12 0 0 0 0 1098,92 0,03
Tabla 7.11: Ana´lisis del MAXWAITING en la heur´ıstica I2PH (Test R1.1 - 50 Tareas)
MAXWAITING Dist nVeh cLO nLO cLD nLD TC Time
15 1936,11 20 0 0 0 0 2136,11 0,06
20 1928,03 20 0 0 0 0 2128,03 0,06
25 1932,49 20 0 0 0 0 2132,49 0,06
30 1928,97 20 0 0 0 0 2128,97 0,06
35 1920,22 20 0 0 0 0 2120,22 0,06
40 1914,33 20 0 0 0 0 2114,33 0,06
45 1905,13 20 0 0 0 0 2105,13 0,06
50 1906,21 20 0 0 0 0 2106,21 0,06
55 1906,21 20 0 0 0 0 2106,21 0,07
60 1896,98 20 0 0 0 0 2096,98 0,07
65 1871,42 21 0 0 0 0 2081,42 0,06
70 1871,42 21 0 0 0 0 2081,42 0,06
75 1871,42 21 0 0 0 0 2081,42 0,06
80 1871,42 21 0 0 0 0 2081,42 0,07
85 1879,68 22 0 0 0 0 2099,68 0,09
90 1879,68 22 0 0 0 0 2099,68 0,06
95 1879,68 22 0 0 0 0 2099,68 0,06
100 1876,66 22 0 0 0 0 2096,66 0,06
105 1916,19 23 0 0 0 0 2146,19 0,06
110 1916,19 23 0 0 0 0 2146,19 0,07
115 1915,87 23 0 0 0 0 2145,87 0,06
120 1915,87 23 0 0 0 0 2145,87 0,06
125 1915,87 23 0 0 0 0 2145,87 0,06
130 1915,87 23 0 0 0 0 2145,87 0,06
135 1915,87 23 0 0 0 0 2145,87 0,06
140 1915,87 23 0 0 0 0 2145,87 0,06
145 1915,87 23 0 0 0 0 2145,87 0,06
150 1915,87 23 0 0 0 0 2145,87 0,06
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Tabla 7.12: Ana´lisis del MAXWAITING en la heur´ıstica I2PH (Test R1.1 - 100 Tareas)
MAXWAITING Dist nVeh cLO nLO cLD nLD TC Time
15 3709,68 39 0 0 0 0 4099,68 0,17
20 3722,93 39 0 0 0 0 4112,93 0,15
25 3722,93 39 0 0 0 0 4112,93 0,14
30 3671,64 39 0 0 0 0 4061,64 0,13
35 3652,79 40 0 0 0 0 4052,79 0,13
40 3585,27 40 0 0 0 0 3985,27 0,15
45 3584,44 40 0 0 0 0 3984,44 0,14
50 3584,44 40 0 0 0 0 3984,44 0,13
55 3596,06 40 0 0 0 0 3996,06 0,15
60 3630,98 41 0 0 0 0 4040,98 0,16
65 3632,04 41 0 0 0 0 4042,04 0,16
70 3627,56 41 0 0 0 0 4037,56 0,15
75 3615,96 41 0 0 0 0 4025,96 0,14
80 3601,30 41 0 0 0 0 4011,30 0,15
85 3576,63 41 0 0 0 0 3986,63 0,17
90 3576,63 41 0 0 0 0 3986,63 0,15
95 3576,63 41 0 0 0 0 3986,63 0,15
100 3558,86 42 0 0 0 0 3978,86 0,14
105 3546,84 42 0 0 0 0 3966,84 0,15
110 3546,84 42 0 0 0 0 3966,84 0,15
115 3546,84 42 0 0 0 0 3966,84 0,14
120 3554,37 43 0 0 0 0 3984,37 0,14
125 3554,37 43 0 0 0 0 3984,37 0,14
130 3554,37 43 0 0 0 0 3984,37 0,14
135 3554,37 43 0 0 0 0 3984,37 0,15
140 3554,37 43 0 0 0 0 3984,37 0,14
145 3554,37 43 0 0 0 0 3984,37 0,15
150 3554,37 43 0 0 0 0 3984,37 0,14
7.5. Heur´ıstica iterativa de insercio´n en dos fases
La heur´ıstica descrita en el apartado anterior es, entre todas las propuestas, el
planteamiento que mejores resultados ha dado. Sin embargo, de cara a su aplicacio´n en
un entorno real, donde existe incertidumbre, presenta una serie de deficiencias que es
importante considerar.
La problema´tica parte del hecho de que la heur´ıstica trabaja con pares de tareas;
esto trae como resultado que en determinadas circunstancias algunos pares, que sera´n
llamados pares cr´ıticos no ser´ıan seleccionados, eligie´ndose otros con mejor valoracio´n,
dado que la heur´ıstica busca los pares que producen mayor ahorro. Al no elegirse esos
pares se provocar´ıa que alguna de las tareas que lo componen no pueda realizarse a
tiempo, debido a que el emparejamiento elegido le impide cumplir con sus restricciones
temporales.
Supo´ngase el ejemplo de la Figura 7.13; en el instante time, en el cual se va
a producir una reoptimizacio´n, solamente quedan por realizarse dos tareas, ambas de
exportacio´n. El veh´ıculo A, que actualmente se encuentra en el depo´sito, tiene asignada
la realizacio´n de la tarea 1, mientras que el veh´ıculo B se esta´ dirigiendo al origen de la
tarea 2. LLegado el momento de la reoptimizacio´n, lo primero que realiza la heur´ıstica
I2PH es la eleccio´n de los pares, basa´ndose en el ahorro. Atendiendo a los tiempos entre
tareas mostrados en la tabla 7.5, el ahorro de los pares pf inivA 1
y pf inivA 2
ser´ıa nulo, el
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del par pf inivB 1
de 4, y el de pf inivB 2
de 2; por tanto la fase de seleccio´n elegir´ıa los pares
pf inivB 1
y pf inivA 2
. Pero, si se diera la circunstancia que time fuese por ejemplo 250 y que
la restriccio´n temporal de la tarea 2 fuera, por ejemplo, LD2 = 255, la tarea 1 ser´ıa

















(b) Despue´s de la re-optimizacio´n
Figura 7.13: Tarea inalcanzable tras la reoptimizacio´n
Tabla 7.13: Datos del ejemplo de la Figura 7.13
t1 t2 tA1 tA2 tB1 tB2
5 4 5 4 1 2
Otro de los inconvenientes de la heur´ıstica I2PH se puede tambie´n deducir del
ejemplo anterior; se trata del cambio de asignacio´n de la siguiente tarea a realizar en
mitad de recorrido del veh´ıculo, es decir, un veh´ıculo que se encuentra de camino hacia
el origen de una determinada tarea de repente recibe la orden de dirigirse a una tarea
distinta. Este hecho, aparte de provocar el comprensible malestar en los conductores
puede en determinadas circunstancias volverse ineficiente, realiza´ndose recorridos inne-
cesarios. Volviendo al ejemplo, la situacio´n puede mostrarse viendo el veh´ıculo B, que
estaba camino de la tarea 2 cuando se le ordena ir a la localizacio´n de la tarea 1.
Basada en la heur´ıstica anterior, se propone una nueva heur´ıstica que soluciona
los problemas anteriormente mencionados, la heur´ıstica iterativa de insercio´n en dos
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fases (I22PH). Dos han sido los mecanismos incluidos en la heur´ıstica para solucionar los
problemas mencionados anteriormente: el primero, la identificacio´n de las llamadas tareas
prioritarias, a las cuales se le dar´ıa prioridad a la hora de la seleccio´n y consecuentemente
en la creacio´n de las rutas; el segundo, el factor de mejora, que limita el cambio de la
asignacio´n hecha a un veh´ıculo en ruta a aquellos cambios que mejoren sustancialmente
la solucio´n.
Algoritmo 9 Heur´ıstica iterativa de insercio´n en dos fases
1: procedure I22PH(T , vstate, tstate, vpos, time, traffic)
2: P ←FeasibilityMergedTasks(time,T )
3: Eij , Lij , RSij ←Description(pij) ∀pij ∈ P
4: savpij ← Evaluation(pij) ∀pij ∈ P
5: savpij ← ImprovementFactor(pij ,savpij ,D)a; ∀pij ∈ P
6: while P 6= ∅ do
7: S ← ∅
8: PT ←CheckPrioritaryTask(time,T )
9: if PT 6= ∅ then
10: for ip ∈ PT do
11: S ← S ∪ pf iniv ip
12: P ← P/pf iniv j ∀j ∈ T
13: end for
14: end if
15: S ← S ∪ Selection(P,savpij )
16: R ←IterativeInsertion(S,Eij ,Lij ,RSij ,R)
17: end while
18: end procedure
El Algoritmo 9 muestra la implementacio´n de la heur´ıstica. Parte del algoritmo
coincide con el Algoritmo 6, como por ejemplo las funciones FeasibilityMergedTasks,
Description y Evaluation (L´ıneas 2, 3 y 4), que se encargan de seleccionar, describir
y evaluar los posibles emparejamientos de tareas, P.
Luego, se llama a la funcio´n ImprovementFactor (L´ınea 5), que potencia los
pares formados por una tarea ficticia que represente a un veh´ıculo en tra´nsito hacia la
segunda tarea del par; los pares que cumplen esta condicio´n forman el conjunto D. La
potenciacio´n de estos pares se realiza mejorando su ahorro, savpij , a trave´s del factor
de mejora, multiplica´ndolo por un escalar, IF1, y suma´ndole un valor fijo, IF2. De este
modo su ahorro sera´ mayor y tendra´ ma´s posibilidades de ser escogido. La funcio´n se
muestra en el Algoritmo 10.
Algoritmo 10 Heur´ıstica iterativa de insercio´n en dos fases - Factor de mejora
1: function ImprovementFactor(pij ,savpij ,D)
2: if pij ∩ D 6= ∅ then
3: savpij ← savpij · IF1 + IF2
4: end if
5: end function
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A partir de este punto se entra en un bucle que iterativamente realiza los
procesos de seleccio´n de los mejores pares (L´ınea 15) y la insercio´n de uno de ellos en la
ruta (L´ınea 16). La seleccio´n se realiza a trave´s de la funcio´n Selection, que coincide
con la heur´ıstica anterior; la insercio´n a trave´s de la funcio´n IterativeInsertion,
descrita en el Algoritmo 11.
Algoritmo 11 Heur´ıstica dina´mica de insercio´n iterativa - Tareas prioritarias
1: function IterativeInsertion(S,Eij ,Lij ,RSij ,R)
2: if pf iniv j ∩ S 6= ∅ then
3: rv ←
{
pf iniv j , pifendv
}
∀v ∈ V : pf iniv j ∧ pifendv ∈ S







6: R ← R∪ r|V|+1
7: S ← S/pf iniv j ∀v ∈ VU
8: S ← S/pifendv ∀v ∈ VU
9: else if S ∩ PT 6= ∅ then
10: ∃pi∗j∗ ∈ PT | Li∗j∗ ≤ Lij , ∀i 6= i∗, j 6= j∗
11: else
12: ∃pi∗j∗ ∈ S | Li∗j∗ ≤ Lij , ∀i 6= i∗, j 6= j∗
13: end if
14: ∃pi∗j∗ ∈ S | Li∗j∗ ≤ Lij , ∀i 6= i∗, j 6= j∗
15: v ← 0
16: repeat
17: v ← v + 1
18: cond1← Eq. 7.29 . Para pi∗j∗ y rv
19: cond2← Eq. 7.30
20: until cond1 ∧ cond2
21: rv ←
{
pf iniv j , . . . , pi∗j∗ , pifendv
}
22: if vstate(v) = NOUSED then







25: R ← R∪ r|V|+1
26: end if
27: S ← S/pi∗j∗
28: end function
Previo a la llamada a la funcio´n Selection se ha analizado si exist´ıan tareas
prioritarias, funcio´n CheckPrioritaryTask, definidas como las tareas que so´lo pue-
den ser alcanzadas por un veh´ıculo en concreto (ver Algoritmo 12). En caso de existir
tales tareas, al par compuesto por la tarea y el veh´ıculo que puede realizarla se le con-
siderara´ un par cr´ıtico y se forzara´ su seleccio´n (L´ınea 11 del Algoritmo 9), evitando de
ese modo que la tarea fuese asignada a un veh´ıculo distinto.
La funcio´n IterativeInsertion so´lo an˜ade a las rutas uno de los pares que
se han seleccionado previamente, de modo que en la siguiente iteracio´n del bucle se
busca si han aparecido nuevas tareas prioritarias, tomando como referencia las rutas
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Algoritmo 12 Heur´ıstica dina´mica de insercio´n iterativa - Tareas prioritarias
1: function CheckPrioritaryTask(time,T )




3: for i ∈ Tr do
4: nPV ← 0
5: for v ∈ V do
6: PossibleV ehicle← (ftv + tvi < LOi ) ∧ (ftv + tvi + sOi + ti < LDi )
7: nPV ← nPV + PossibleV ehicle
8: end for
9: if nPV ≤ 1 then




parcialmente creadas. El orden de los pares que van inserta´ndose en la ruta atienden al
criterio de urgencia, primero se insertan las tareas prioritarias y luego el resto ordenadas
segu´n su tiempo de comienzo ma´s tard´ıo, Lij .
Ide´nticas simulaciones que las realizadas con la heur´ıstica anterior han servido
para testear esta heur´ıstica. Los resultados (Figura 7.14 y Tablas 7.14, 7.15 y 7.16)
demuestran que en entornos esta´ticos y deterministas, como los que se han testeado en
este cap´ıtulo, ambas heur´ısticas funcionan de un modo muy parecido; este hecho parece
lo´gico dado que los fundamentos son los mismos, y las mejoras incluidas atienden a
entornos dina´micos y estoca´sticos. Si bien es interesante resen˜ar dos aspectos: el primero,
que los resultados son parecidos, pero I22PH mejora los resultados cuando el nu´mero de

















Figura 7.14: Heur´ıstica I22PH con tiempo de espera ma´ximo (Test R1.1)
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Tabla 7.14: Ana´lisis del MAXWAITING en la heur´ıstica I22PH (Test R1.1 - 25 Tareas)
MAXWAITING Dist nVeh cLO nLO cLD nLD TC Time
15 1024,26 10 0 0 0 0 1124,26 0,18
20 1016,18 10 0 0 0 0 1116,18 0,06
25 1016,18 10 0 0 0 0 1116,18 0,06
30 1016,18 10 0 0 0 0 1116,18 0,06
35 990,30 10 0 0 0 0 1090,30 0,06
40 984,40 10 0 0 0 0 1084,40 0,06
45 984,40 10 0 0 0 0 1084,40 0,06
50 990,86 11 0 0 0 0 1100,86 0,06
55 990,86 11 0 0 0 0 1100,86 0,06
60 978,08 11 0 0 0 0 1088,08 0,06
65 978,08 11 0 0 0 0 1088,08 0,06
70 978,08 11 0 0 0 0 1088,08 0,06
75 978,08 11 0 0 0 0 1088,08 0,06
80 978,08 11 0 0 0 0 1088,08 0,06
85 978,08 11 0 0 0 0 1088,08 0,07
90 978,08 11 0 0 0 0 1088,08 0,06
95 978,08 11 0 0 0 0 1088,08 0,06
100 978,08 11 0 0 0 0 1088,08 0,06
105 978,08 11 0 0 0 0 1088,08 0,06
110 978,08 11 0 0 0 0 1088,08 0,06
115 978,92 12 0 0 0 0 1098,92 0,06
120 978,92 12 0 0 0 0 1098,92 0,06
125 978,92 12 0 0 0 0 1098,92 0,06
130 978,92 12 0 0 0 0 1098,92 0,06
135 978,92 12 0 0 0 0 1098,92 0,07
140 978,92 12 0 0 0 0 1098,92 0,07
145 978,92 12 0 0 0 0 1098,92 0,07
150 978,92 12 0 0 0 0 1098,92 0,07
Tabla 7.15: Ana´lisis del MAXWAITING en la heur´ıstica I22PH (Test R1.1 - 50 Tareas)
MAXWAITING Dist nVeh cLO nLO cLD nLD TC Time
15 1958,10 20 0 0 0 0 2158,10 0,15
20 1918,44 20 0 0 0 0 2118,44 0,15
25 1932,86 20 0 0 0 0 2132,86 0,15
30 1928,97 20 0 0 0 0 2128,97 0,14
35 1920,22 20 0 0 0 0 2120,22 0,15
40 1914,33 20 0 0 0 0 2114,33 0,14
45 1905,13 20 0 0 0 0 2105,13 0,15
50 1906,21 20 0 0 0 0 2106,21 0,14
55 1906,21 20 0 0 0 0 2106,21 0,15
60 1896,98 20 0 0 0 0 2096,98 0,16
65 1871,42 21 0 0 0 0 2081,42 0,14
70 1871,42 21 0 0 0 0 2081,42 0,15
75 1871,42 21 0 0 0 0 2081,42 0,15
80 1871,42 21 0 0 0 0 2081,42 0,14
85 1879,68 22 0 0 0 0 2099,68 0,14
90 1879,68 22 0 0 0 0 2099,68 0,15
95 1879,68 22 0 0 0 0 2099,68 0,15
100 1876,66 22 0 0 0 0 2096,66 0,15
105 1916,19 23 0 0 0 0 2146,19 0,15
110 1916,19 23 0 0 0 0 2146,19 0,15
115 1915,87 23 0 0 0 0 2145,87 0,16
120 1915,87 23 0 0 0 0 2145,87 0,15
125 1915,87 23 0 0 0 0 2145,87 0,15
130 1915,87 23 0 0 0 0 2145,87 0,15
135 1915,87 23 0 0 0 0 2145,87 0,16
140 1915,87 23 0 0 0 0 2145,87 0,15
145 1915,87 23 0 0 0 0 2145,87 0,15
150 1915,87 23 0 0 0 0 2145,87 0,15
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Tabla 7.16: Ana´lisis de MAXWAITING en la heur´ıstica I22PH (Test R1.1 - 100 Ta-
reas)
MAXWAITING Dist nVeh cLO nLO cLD nLD TC Time
15 3696,22 39 0 0 0 0 4086,22 0,49
20 3696,62 39 0 0 0 0 4086,62 0,50
25 3696,62 39 0 0 0 0 4086,62 0,50
30 3652,69 39 0 0 0 0 4042,69 0,50
35 3633,84 40 0 0 0 0 4033,84 0,49
40 3575,47 40 0 0 0 0 3975,47 0,49
45 3565,49 40 0 0 0 0 3965,49 0,49
50 3565,49 40 0 0 0 0 3965,49 0,50
55 3596,06 40 0 0 0 0 3996,06 0,49
60 3610,06 41 0 0 0 0 4020,06 0,49
65 3611,11 41 0 0 0 0 4021,11 0,50
70 3612,02 41 0 0 0 0 4022,02 0,49
75 3615,96 41 0 0 0 0 4025,96 0,50
80 3601,30 41 0 0 0 0 4011,30 0,49
85 3576,63 41 0 0 0 0 3986,63 0,50
90 3576,63 41 0 0 0 0 3986,63 0,48
95 3576,63 41 0 0 0 0 3986,63 0,52
100 3558,86 42 0 0 0 0 3978,86 0,49
105 3546,84 42 0 0 0 0 3966,84 0,50
110 3546,84 42 0 0 0 0 3966,84 0,50
115 3546,84 42 0 0 0 0 3966,84 0,55
120 3554,37 43 0 0 0 0 3984,37 0,52
125 3554,37 43 0 0 0 0 3984,37 0,49
130 3554,37 43 0 0 0 0 3984,37 0,50
135 3554,37 43 0 0 0 0 3984,37 0,50
140 3554,37 43 0 0 0 0 3984,37 0,50
145 3554,37 43 0 0 0 0 3984,37 0,50
150 3554,37 43 0 0 0 0 3984,37 0,51
7.6. Resultados de intere´s para la tesis
Este cap´ıtulo ha presentado una serie de heur´ısticas para la resolucio´n del daily
drayage problem; las cuales han sido adaptadas a entornos dina´micos. De todas las
heur´ısticas planteadas la que muestra un mejor rendimiento es la heur´ıstica de insercio´n
en dos fases.
Cada una de esas heur´ısticas ha sido parametrizada haciendo uso de la instancia
R1.1 en un entorno esta´tico y determinista. Se ha hecho uso de tal instancia al tratarse
de una de las ma´s restrictivas de toda la bater´ıa generada (ver Ape´ndice A). El hecho
de parametrizar en un entorno esta´tico y determinista se debe a la necesidad de que la
heur´ıstica funcione correctamente cuando todo vaya sucediendo segu´n lo esperado.
Sobre la heur´ıstica I2PH se han realizado una serie de modificaciones que,
aunque aumentan el tiempo de computacio´n, reducen el riesgo de que aparezcan una
serie de situaciones no deseables. Esto ha dado lugar a la heur´ıstica I22PH.

Capı´tulo8
Mo´dulo de optimizacio´n de tareas de
acarreo - mecanismos de mejora
El cap´ıtulo anterior describio´ y parametrizo´ diferentes heur´ısticas que forman
parte del mo´dulo de optimizacio´n, englobado dentro del sistema dina´mico desarrollado
en esta tesis.
En este cap´ıtulo se van a describir una serie de bu´squedas locales que permi-
tan mejorar las soluciones proporcionadas por las heur´ısticas anteriormente descritas.
De igual modo se describira´ y parametrizara´ una metaheur´ıstica, un algoritmo gene´tico,
que tiene un doble objetivo: por un lado mejorar las soluciones proporcionadas por las
heur´ısticas evitando caer en o´ptimos locales; y por otro lado, ser un mecanismo de adap-
tacio´n de las solucionas proporcionadas en reoptimizaciones previas a las circunstancias
que acontezcan en la nueva reoptimizacio´n.
8.1. Bu´squeda local
Los algoritmos de bu´squeda local parten de una solucio´n inicial y, aplica´ndole
operadores de variacio´n, la van alterando; si la solucio´n alterada es mejor que la original,
se acepta; si no lo es, se vuelve a la inicial. El procedimiento se repite hasta que no se
consigue mejora en la solucio´n. En este trabajo la solucio´n inicial coincidira´ con la
solucio´n encontrada por alguna de las heur´ısticas anteriormente descritas.
Dado que la mejor solucio´n fue proporcionada por las heur´ısticas I2PH e I22PH,
y que estas trabajan con pares de tareas, las bu´squedas locales que sera´n descritas esta´n
adaptadas a dicha situacio´n. En el caso de querer aplicar algunos de los operadores de
bu´squeda local a algunas de las otras heur´ısticas, so´lo ser´ıa necesario considerar sus
tareas como pares.
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Tres operadores de bu´squeda local son propuestos: el operador de CRUCE, el
operador de COMBINACIO´N, y el operador de INSERCIO´N. La secuencia en que estos
operadores son implementados es CRUCE→ COMBINACIO´N→ INSERCIO´N. Prime-
ro, el operador de CRUCE es aplicado con el objetivo de mejorar la combinacio´n entre
pares. Despue´s, los operadores de COMBINACIO´N e INSERCIO´N tratan de reducir el
nu´mero de veh´ıculos nuevos a incorporarse. Estos dos u´ltimos operadores deben tratar
de reducir so´lo el nu´mero de rutas asignadas a veh´ıculos que no han sido usados pre-
viamente, dado que el hecho de dejar de usar una ruta usada previamente no supondr´ıa
ahorro en costes alguno. Los tres operadores son una adaptacio´n a problemas dina´micos
de los operadores mostrados en Caris y Janssens (2009).
8.1.1. Operador de Cruce
En el operador de cruce dos pares son seleccionados (g, h) y (i, j). Estos pares
son cruzados, resultando de tal cruce dos nuevos pares, (g, j) y (i, h); la viabilidad de
los nuevos pares debe ser estudiada. Si ambos pares son viables, el algoritmo examina si
pueden ser reinsertados en la rutas. Entonces dos posibles combinaciones son analizadas:
insertar (g, j) en la primera ruta e (i, h) en la segunda; e insertar (g, j) en la segunda
ruta e (i, h) en la primera. Si alguna de las combinaciones es posible, esta ser´ıa an˜adida
a la lista de posibles movimientos de CRUCE. La mejora producida por un movimiento
de CRUCE ser´ıa:
Ighij = dgh + dij − dgi − dih − V Rghij (8.1)
donde V Rghij es la mejora debido a la reduccio´n del nu´mero de veh´ıculos ne-
cesarios. Esta mejora ser´ıa so´lo posible si una de las nuevas rutas resultantes contuviera
so´lo tareas ficticias y el veh´ıculo que tiene que llevar a cabo la ruta no hubiera sido usado
todav´ıa a lo largo del d´ıa, lo que significa que estar´ıa registrado como NONUSED.
La bu´squeda local de CRUCE parara´ despue´s de un nu´mero de iteraciones sin
reducir el coste total esperado.
8.1.2. Operador de Combinacio´n
El operador de combinacio´n comprueba si las tareas servidas por dos rutas
pueden ser llevadas a cabo por una sola ruta. El operador trata de combinar las rutas de
los veh´ıculos que no han sido usados todav´ıa con otras rutas, con el objetivo de reducir
el nu´mero de veh´ıculos a usar. Dos rutas podra´n ser combinadas si el u´ltimo par de la
ruta a combinar puede ser completado antes que el tiempo de comienzo ma´s tard´ıo de
la ruta con la que se combina.
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8.1.3. Operador de Insercio´n
Este operador elimina pares de una ruta para insertarlos dentro de las otras
rutas. Al igual que el operador por COMBINACIO´N, el operador de INSERCIO´N trata
de reducir el nu´mero de nuevos veh´ıculos a usar. As´ı que las rutas potenciales en las
cuales se tratara´ de reinsertar sus tareas en otras rutas sera´n las rutas de los veh´ıculos
NONUSED. Si no se pudieran reinsertar todos los pares de una determinada ruta, la
ruta se dejar´ıa intacta, sin la reinsercio´n de ninguno de sus pares.
8.2. Algoritmo gene´tico
Los algoritmos gene´ticos, genetic algorithms (GAs), son metaheuristicas basa-
das en la teor´ıa de la evolucio´n de Charles Darwin (1809-1882).
Darwin entendio´ que toda poblacio´n consiste de individuos ligeramente distin-
tos unos de otros. Las variaciones que existen entre los individuos hace que cada uno
tenga distintas capacidades para adaptarse al medio natural, reproducirse exitosamente
y transmitir sus rasgos a su descendencia. Al paso de las generaciones, los rasgos de los
individuos que mejor se adaptaron a las condiciones naturales se vuelven ma´s comunes
y la poblacio´n evoluciona. Darwin llamo´ a este proceso descendencia con modificacio´n.
Del mismo modo, la naturaleza selecciona las especies mejor adaptadas para sobrevivir
y reproducirse, proceso que se conoce con el nombre de seleccio´n natural.
Los GAs usan una analog´ıa de este comportamiento natural trasladado al mun-
do de la computacio´n, con el objetivo u´ltimo de encontrar las soluciones mejor adaptadas
a un problema bajo estudio. Los GAs trabajan con una poblacio´n de individuos, cada
uno de los cuales representa una posible solucio´n al problema planteado. A cada indi-
viduo se le asigna un valor o puntuacio´n, llamado fitness, relacionado con la bondad
de dicha solucio´n. Cuanto mayor sea la adaptacio´n de un individuo al problema mayor
sera´ su fitness, y por tanto mayor sera´ la probabilidad de que el mismo sea seleccionado
para reproducirse, cruzando su material gene´tico, sus propiedades, con otro individuo
seleccionado. Este cruce producira´ nuevos individuos, descendientes de los anteriores,
los cuales comparten algunas de las caracter´ısticas de sus padres. En sentido opuesto,
cuanto menor sea la adaptacio´n de un individuo, menor sera´ la probabilidad de que
dicho individuo sea seleccionado para la reproduccio´n, y ma´s dificultad existira´ a que
su material gene´tico se propague en sucesivas generaciones. De esta manera se produce
una nueva poblacio´n de posibles soluciones, la cual reemplaza a la anterior y verifica la
interesante propiedad de que contiene una mayor proporcio´n de buenas caracter´ısticas
en comparacio´n con la poblacio´n anterior. As´ı a lo largo de las generaciones las buenas
caracter´ısticas se propagan a trave´s de la poblacio´n. Favoreciendo el cruce de los indi-
viduos mejor adaptados, van siendo exploradas las a´reas ma´s prometedoras del espacio
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de bu´squeda.
Los conceptos ba´sicos de dichos algoritmos fueron propuestos por Holland
(1975), siendo Goldberg (1989) quien desarrollo el uso de los mismos para solventar
complejos problemas de optimizacio´n. Los GAs han sido ampliamente usados para sol-
ventar el VRPTW (Braysy y Gendreau, 2005), incluyendo versiones estoca´sticas de
dichos problemas (Mak y Guo, 2004).
8.2.1. Bucle de optimizacio´n
El GA implementado esta´ basado en el Algoritmo Gene´tico Simple, cuyo pseu-
doco´digo se muestra en el Algoritmo 13; este funciona como un bucle que, partiendo de
una poblacio´n inicial, realiza miles de veces el proceso de seleccio´n, cruce, mutacio´n, adi-
cio´n de nuevos individuos a la poblacio´n, y eliminacio´n de otros en busca de la solucio´n
o´ptima para solventar un problema dado.
Inicialmente, se genera la poblacio´n inicial mediante la funcio´n Population
(L´ınea 1) y se evalu´a la misma haciendo uso de la funcio´n Evaluation, lo que permi-
tira´ conocer el fitness de cada individuo de la poblacio´n (L´ınea 2). Posteriormente se
entra en el bucle donde se encuentran las funciones encargadas de mejorar las soluciones
proporcionadas por la poblacio´n inicial a trave´s de operadores gene´ticos. Este bucle se
ejecutara´ mientras no se cumpla una condicio´n de parada (L´ınea 3). Dentro del bucle,
primero se seleccionan dos individuos de la poblacio´n, por medio de la funcio´n Selec-
tion (L´ınea 4), atendiendo al fitness de cada uno. Seguidamente dependiendo de un
valor generado aleatoriamente, Pcross, se escoge un operador gene´tico u otro (L´ınea 5);
o bien se cruzan las individuos seleccionados a trave´s del operador Crossover (L´ınea
8), o bien se mutan los mismos por medio del operador Mutation (L´ınea 6). De este
modo se generan dos nuevos individuos, descendientes (offsprings) de sus progenitores,
que debera´n ser evaluados (L´ınea 11). La nueva poblacio´n cuenta con dos miembros
ma´s que la poblacio´n inicial, y para mantener estable el taman˜o de la poblacio´n dos
individuos son seleccionados para su eliminacio´n, funcio´n Reject (L´ınea 12).
Como se puede observar la implementacio´n de un GA plantea la eleccio´n de una
multitud de variables: eleccio´n de la codificacio´n de las soluciones, taman˜o de la pobla-
cio´n, operadores gene´ticos y de seleccio´n, probabilidad de los mismos, etc. La correcta
eleccio´n de cada uno de estos para´metros hara´ que el algoritmo se comporte de una mane-
ra u otra al enfrentarse a un determinado problema, y consecuentemente determinara´ la
idoneidad del algoritmo para resolver el problema planteado. Desgraciadamente no exis-
te ningu´n criterio cient´ıfico que permita vislumbrar que para´metros escoger, quedando
la eleccio´n de cada uno de ellos determinada a trave´s de la experimentacio´n.
Los siguientes ep´ıgrafes muestran las diferentes alternativas que han sido es-
tudiadas para definir el GA ma´s adecuado para el problema planteado; el u´ltimo de
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Algoritmo 13 Algoritmo Gene´tico
1: population← Population(sizepopulation)
2: fitness← Evaluation(population)
3: while stopcondition == False do
4: parents← Selection(population, fitness)





10: poputation← population ∪ offsprings
11: fitness← Evaluation(population)
12: population← Reject(population, fitness)
13: end while
ellos detalla los para´metros que finalmente resultaron ma´s favorables y el proceso de
experimentacio´n seguido para encontrarlos.
8.2.2. Codificacio´n croma´tica
Cada uno de los diferentes individuos que forman la poblacio´n del GA represen-
ta una solucio´n al problema. Estas soluciones se encuentran codificadas a trave´s de uno
o varios cromosomas, vectores, los cuales esta´n formados por diferentes genes. La defini-
cio´n de co´mo extraer informacio´n sobre las soluciones de estos cromosomas se determina
a trave´s de la Codificacio´n Croma´tica.
Existen numerosas codificaciones propuestas en la literatura y dependiendo del
problema a resolver se ha optado por una codificacio´n u otra. Los primeros algoritmos
gene´ticos sol´ıan usar una codificacio´n binaria para representar las soluciones (Goldberg,
1989), sin embargo los problemas tipo TSP han sido codificado en la mayor´ıa de los casos
segu´n una codificacio´n basada en la trayectoria (Brady, 1985). Nuevas codificaciones han
ido surgiendo a lo largo de todos estos an˜os, algunas en las que la solucio´n se representa
por ma´s de un cromosoma o en las que cada gen del cromosoma contiene mu´ltiple
informacio´n (Wang et al., 2007).
Para este trabajo dos codificaciones ha sido estudiadas. La primera de ella se
trata de la codificacio´n tradicional empleada en los problemas de tipo TSP pero adap-
tada al problema bajo estudio. Cada solucio´n es representada por un u´nico cromosoma
compuesto por N genes, que sera´n la suma del nu´mero de tareas pendientes de realizar
y del nu´mero de veh´ıculos existente (representados como tareas ficticias). Esto permite
que el cromosoma considere no so´lo las tareas pendientes, sino que tenga en cuenta las
tareas que se esta´n ejecutando en dicho momento.
Cada tarea, bien sean real o ficticia, tiene asignada un nu´mero real y positivo
que la identifica. Cada gen del cromosoma contendra´ uno de dichos nu´meros. La inter-
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pretacio´n de la solucio´n as´ı codificada es sencilla, cada veh´ıculo realizara´ la tarea ficticia
que le corresponde y todas las tareas que se encuentran en el cromosoma a la derecha
de la misma hasta llegar a la siguiente tarea ficticia.
10 1* 6 4 3* 7 8 5 2* 9
(a) Desordenada
101* 6 4 3* 7 8 5 2* 9
(b) Ordenada
Figura 8.1: Representacio´n Croma´tica A
La representacio´n de una posible solucio´n se ejemplifica en la Figura 8.1a.
En la misma, las tareas numeradas entre 3 y 10 se corresponden con tareas reales, y
por tanto tareas pendientes de realizar, mientras que las tareas numeradas entre 1 y
3 son tareas ficticias, representando tanto a veh´ıculos como a las posibles tareas que
este´n ejecutando en ese preciso momento. Esta codificacio´n ha de entenderse como una
codificacio´n circular, de modo que el veh´ıculo codificado por la tarea ficticia 2 realizara´ la
tarea 9, volviendo al principio de la ristra para realizar la tarea 10. Para facilitar la
interpretacio´n de cromosoma y la implementacio´n de los posteriores operadores gene´ticos
se forzara´ a todos los cromosomas a empezar por una tarea ficticia, sin que eso suponga
pe´rdida o modificacio´n de la informacio´n que suministra (Ver Figura 8.1b)
La segunda de las codificaciones esta´ basada en la codificacio´n presentada por
Wang et al. (2007). En dicha codificacio´n cada tarea pendiente es asociada y fijada a un
gen, al contrario que en el caso anterior. El valor de cada gen determinara´ que´ veh´ıculo
y en que´ orden se sirven las mismas. Este valor esta´ caracterizado por cuatro d´ıgitos, el
primero determina el veh´ıculo que llevara´ a cabo la tarea y los tres siguientes determinan
el orden en el que e´sta sera´ servida entre todas las tareas encargadas al mismo veh´ıculo.
Las tareas con menor valor en estos d´ıgitos sera´n servidas en primer lugar. Un ejemplo
de dicha codificacio´n se muestra en la Figura 8.2.
4 5 6 7 8 9 10
1.324 3..713 1.123 3.096 3.115 2.560 2.910
Figura 8.2: Representacio´n Croma´tica B
Los ejemplos mostrados anteriormente codifican la misma solucio´n, siendo las
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rutas de cada veh´ıculo las mostradas a continuacio´n:
1∗ → 6→ 4
2∗ → 9→ 10
3∗ → 7→ 8→ 5
Dichas codificaciones representan una posible solucio´n al problema planteado;
sin embargo, no se garantiza que la solucio´n sea factible. Esto que podr´ıa parecer un
problema no es tal, debido a que el algoritmo penaliza a las tareas no factibles a trave´s
de su fitness, y por tanto la propagacio´n de las mismas a lo largo de muchas generacio-
nes se hace dif´ıcil. Sin embargo, este tipo de soluciones pueden aportar determinadas
propiedades a la poblacio´n que favorezcan la diversificacio´n de la misma.
En este momento es necesario realizar una aclaracio´n; dado que el problema
a resolver es una instanta´nea de la situacio´n real de las tareas y los veh´ıculos, puede
que haya tareas que en ese momento se este´n realizando y tareas que ya hayan sido
completadas. ¿Co´mo resuelven dichas codificaciones tal complejidad?.
Pues, por una parte esta´n las tareas ficticias, cada veh´ıculo lo primero que debe
servir es la tarea ficticia que le representa, que contendra´ intr´ınsecamente informacio´n
sobre si el veh´ıculo se encuentra libre u ocupado y, en caso de estar ocupado, informacio´n
sobre la tarea que ha de concluir. Por lo tanto, el tratamiento de tareas en proceso
esta´ resuelto.
101* 6 4 3* 8 5 2*
(a) Representacio´n Croma´tica A
4 5 6 7 8 9 10
1.324 3..713 1.123 3.096 3.115 2.560 2.910
1 1 1 0 1 1 0 MASK
(b) Representacio´n Croma´tica B
Figura 8.3: Representacio´n Croma´tica cuando existen tareas finalizadas
¿Y que´ ocurre con las tareas ya finalizadas?, en ese caso dependera´ de la co-
dificacio´n que se este´ usando. En el caso de la codificacio´n croma´tica A bastar´ıa con
excluir dichas tareas de la ristra de tareas, siendo por tanto cada vez el vector ma´s
pequen˜o, hasta que llegara un momento en el que el mismo estar´ıa so´lo compuesto de
tareas ficticias. En el caso de la codificacio´n croma´tica B no ser´ıa posible ir reduciendo
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el vector, por la propia definicio´n realizada del cromosoma, y por tanto se necesita de
algu´n mecanismo que permita decir que´ tareas han sido completadas y, por tanto, no es
necesario tener en cuenta; un vector de enmascaramiento, MASK, es usado para tal fin.
Supo´ngase que las tareas 7 y 9 ya han sido realizadas. En tal caso la represen-
tacio´n croma´tica ser´ıa ahora la mostrada en la Figura 8.3. En el caso de representacio´n
croma´tica A el nu´mero de genes ha disminuido, en el caso de representacio´n croma´tica
B, se ha an˜adido un vector de enmascaramiento, que identifica que´ tareas han de ser
tenidas en cuenta.
8.2.3. Poblacio´n inicial
La poblacio´n inicial estara´ formada por un nu´mero determinado de individuos,
sizepopulation, codificados segu´n alguna de las representaciones del ep´ıgrafe anterior.
Estos formara´n una matriz de genes en la que cada vector sera´ una posible solucio´n del
problema, un individuo de la poblacio´n.
La poblacio´n sera´ creada mayoritariamente de forma aleatoria; cada vez que
el sistema realice una reoptimizacio´n, se generara´ dicha poblacio´n de nuevo. Adema´s se
podra´ pasar a la poblacio´n inicial individuos creados mediante procedimientos heur´ısti-
cos, como los presentados en el Cap´ıtulo 7, o provenientes de soluciones previas del
sistema (Ver Figura 8.4). Este hecho es de especial importancia en el sistema dina´mico
que se presenta en esta tesis, al permitir el GA una mejora continua con respecto a lo





































Figura 8.4: Evolucio´n de la poblacio´n a lo largo de las diferentes reoptimizaciones
8.2.4. Evaluacio´n y seleccio´n de los individuos
Los diferentes individuos que componen la poblacio´n han de ser evaluados, a
trave´s de la funcio´n de evaluacio´n, para de ese modo conocer el fitness que tienen como
Cap´ıtulo 8 Mo´dulo de optimizacio´n de tareas de acarreo - mecanismos de mejora 155
solucio´n del problema.
La funcio´n de evaluacio´n estara´ ı´ntimamente relacionada con la funcio´n objetivo
mostrada en el Cap´ıtulo 5, y por tanto dependera´ de:
el nu´mero de nuevos veh´ıculos usados en la solucio´n del problema,
la distancia que recorren dichos veh´ıculos,
el incumplimiento de las ventanas temporales que deben cumplir los veh´ıculos.
Dado que la funcio´n de evaluacio´n depende de para´metros de costes, los me-
jores individuos sera´n aquellos en los que el resultado de la evaluacio´n sea menor. Los
individuos con mayor fitness, aquellos que presentan una mejor adaptacio´n al problema,
sera´n los que obtengan un menor valor en la evaluacio´n; esto es debido a que lo deseado
es minimizar el coste total de la planificacio´n de la jornada de acarreo.
Atendiendo a dicha evaluacio´n, se seleccionaran los individuos que van a cruzar-
se o mutarse; a estos individuos se les suele llamar padres o progenitores. Esta seleccio´n
se efectuara´ usando algu´n procedimiento que, en cierto grado, favorezca a los individuos
mejor adaptados, aunque es importante que la misma no escoja siempre a los mejores
individuos, ya que convertir´ıa al GA en una especie de bu´squeda local, donde no existir´ıa
diversificacio´n en la poblacio´n.
Existen diferentes procedimientos de seleccio´n, siendo tres me´todos, con sus
respectivas variantes, los que se han testeado en este trabajo: seleccio´n por torneo,
seleccio´n proporcional al fitness, seleccio´n proporcional al rango.
8.2.4.1. Me´todo de seleccio´n por torneo
En el me´todo de seleccio´n por torneo un nu´mero de individuos de la poblacio´n
son escogidos al azar y compiten entre s´ı en funcio´n de la funcio´n de evaluacio´n de
individuos.
Se han implementado varias formas de torneo, las cuales se especifican a conti-
nuacio´n y se representan en la Figura 8.5:
Un solo torneo: se realiza un solo torneo donde los dos individuos mejor adaptados
son escogidos como progenitores.
Dos torneos: se realizan dos torneos y se escoge como progenitor al mejor individuo
de cada uno de ellos. Es posible que existan coincidencias de participantes.
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Dos torneos sin coincidencias: se realizan dos torneos y se escoge como progenitor
al mejor individuo de cada uno de ellos. No se permiten coincidencias entre los
participantes de cada torneo, es decir, no puede haber un mismo participante en
ambos torneos a la vez.
Tournament 1
1 2 3 4 5
6 7 8 9 10
11 12 13 14 15
16 17 18 19 20
11 2 8 15
(a) Un solo torneo
Tournament 2
Tournament 1
1 2 3 4 5
6 7 8 9 10
11 12 13 14 15






1 2 3 4 5
6 7 8 9 10
11 12 13 14 15
16 17 18 19 20
2 6 17
8 14 17
(c) Dos torneos sin coincidencias
Figura 8.5: Seleccio´n por torneo
Un para´metro de especial importancia a definir ser´ıa el taman˜o del torneo o
tour, el cual podra´ tomar valores que van desde 2 hasta el nu´mero de individuos de
la poblacio´n total. Ambos extremos no se consideran adecuados; el inferior porque se
convertir´ıa la seleccio´n en una seleccio´n totalmente aleatoria; y el superior porque se
convertir´ıa en una seleccio´n por elitismo, donde los mejores individuos ser´ıan siempre
escogidos.
8.2.4.2. Me´todo de seleccio´n proporcional a la funcio´n de evaluacio´n
Se trata de un me´todo de seleccio´n basado en la ruleta sesgada, donde a cada
individuo, ind, se le asigna una probabilidad de ser seleccionado, pind, que es proporcional











Segu´n este procedimiento, los individuos bien adaptados se escogera´n con ma-
yor probabilidad, mientras que los peor adaptados so´lo se escogera´n de vez en cuando;
adema´s cuanto ma´s alto es el fitness de los individuos bien adaptados, mayor sera´ la
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discriminacio´n de los peor adaptados. Para evitar este feno´meno se ha introducido un
factor llamado ElitismFactor que permitira´ acentuar o relajar dicha diferencia en las
probabilidades de los individuos. Si 0 < ElitismFactor < 1, se relajara´ la diferencia
entre los individuos, siendo el valor extremo 0 el que lleva a una seleccio´n con probabi-
lidad uniforme; si ElitismFactor > 1 entonces se ira´ potenciando la diferencia entre la
probabilidad de elegir a los mejores adaptadores respecto al resto de la poblacio´n, siendo
una seleccio´n elitista para valores elevados del factor, donde siempre se escoger´ıa al in-
dividuo mejor adaptado. La Figura 8.6 muestra co´mo var´ıa la probabilidad de seleccio´n
























Eli0smFactor	  =	  0	  
Eli0smFactor	  =	  0,5	  
Eli0smFactor	  =	  1	  
Eli0smFactor	  =	  2	  
Eli0smFactor	  =	  3	  
Eli0smFactor	  =	  4	  
Eli0smFactor	  =	  5	  
Figura 8.6: Seleccio´n proporcional a la funcio´n de evaluacio´n
8.2.4.3. Seleccio´n proporcional al rango del individuo
En la seleccio´n proporcional al rango se produce una reparticio´n ma´s uniforme
de la probabilidad de seleccio´n. Los individuos son ordenados segu´n su fitness de menor
a mayor y se les asigna un rango que va desde 1 hasta λ; entonces a cada individuo se





Se trata pues, de otra de las maneras de superar el problema relacionado con la
ra´pida convergencia proveniente de los superindividuos. Se considera un superindividuo
a aquel individuo con una adaptacio´n al problema muy superior al resto, que a medida
que avanza el algoritmo “dominan” a la poblacio´n. Con este tipo de seleccio´n se pretende
que dichos superindividuos no lleguen a dominar a la poblacio´n. Podr´ıa decirse que se
trata de un medio de seleccio´n esta´tico donde las probabilidades de seleccio´n permanecen
constantes. Un ejemplo del reparto de probabilidades puede verse en la Figura 8.7.



























Figura 8.7: Seleccio´n proporcional al rango del individuo
8.2.5. Operadores de cruce
El operador de cruce cambia una porcio´n de material gene´tico entre los cro-
mosomas de los padres. Esta accio´n es una operacio´n probabil´ıstica controlada por un
factor de probabilidad predefinido, Pcross, llamado probabilidad de cruce.
Los cromosomas de un par de padres, los cuales han sido seleccionados segu´n
algu´n procedimiento del ep´ıgrafe anterior, sera´n cruzados para de ese modo obtener
nuevos individuos, hijos, generados a partir de ellos.
Existen numerosos me´todos de cruce, a continuacio´n se explicara´ detalladamen-
te cada uno de los desarrollados en este trabajo. Para comprender dichos me´todos se
procedera´ a la explicacio´n de los mismos, mostra´ndose ejemplos nume´ricos que facilitan
el entendimiento tomados de Larran˜aga et al. (1999).
1 2 3 4 5 6 7 8
2 4 6 8 7 5 3 1
PARENT 1
PARENT 2
Figura 8.8: Ejemplos de padres
8.2.5.1. Operador de cruce basado en una correspondencia parcial (PMX)
El operador de cruce basado en una correspondencia parcial, partially-mapped
crossover (PMX), fue propuesto por Goldberg y Lingle Jr (1985). Este operador mapea
una porcio´n de la ristra de genes de uno de los progenitores sobre el otro progenitor,
intercambia´ndose la informacio´n restante.
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Por ejemplo, considerando los dos padres representados en la Figura 8.8, el
operador de cruce PMX selecciona dos puntos de cruce aleatorios situados en la misma
posicio´n para ambos padres; supo´nganse los genes cuarto y sexto (ver para el ejemplo
la Figura 8.9). Una vez definidos los puntos de cruce, la ristra de genes existentes entre
ambos sera´n la porcio´n de cromosomas que se intercambiara´n los padres, habiendo una
correspondencia biun´ıvoca entre los elementos que forman parte de las subristras com-
prendidas entre los puntos de corte. Seguidamente, el descendiente 1 copia los elementos
restantes del padre 1 y de igual forma para el descendiente 2. En el caso de que una tarea
este´ ya presente en el descendiente, se reemplaza teniendo en cuenta la correspondencia
existente en el mapeado inicial, es decir: 4 ↔ 8, 5 ↔ 7, 6 ↔ 5. En el ejemplo, como
la tarea 7 ya existe en el hijo 1, siguiendo la correspondencia existente (7 → 5 → 6) se
cambiara´ por la tarea 6 ; de igual modo en el hijo 2 como la tarea 4 y 6 ya existen, se
cambiar´ıan por las tareas 8 (4→ 8) y 7 (6→ 5→ 7) respectivamente.
1 2 3 4 5 6 7 8
2 4 6 8 7 5 3 1
PARENT 1
PARENT 2
· · · 8 7 5 · ·
· · · 4 5 6 · ·
OFFSPRING 1
OFFSPRING 2
1 2 3 8 7 5 5 4
2 8 7 4 5 6 3 1
OFFSPRING 1
OFFSPRING 2
Figura 8.9: Operador de cruce PMX
8.2.5.2. El operador de cruce basado en ciclos (CX)
El operador de cruce basado en ciclos, Cycle crossover (CX), fue propuesto por
Oliver et al. (1987). Este operador crea un descendiente eligiendo para cada gen el gen
de alguno de los padres.
Suponiendo los progenitores mostrados en la Figura 8.8 se escoge el primer
elemento del descendiente o bien del progenitor 1 o del progenitor 2, siendo la eleccio´n
de uno u otro realizada de forma aleatoria. En el ejemplo la eleccio´n debera´ realizarse
entre la tarea 1 o la tarea 2; supo´ngase que se escoge la tarea 1. A partir de aqu´ı se debe
cerrar el ciclo para evitar que el descendiente tenga tareas repetidas, en el ejemplo, el
gen octavo debe elegir aleatoriamente entre la tarea 8 y la tarea 1, y como la tarea 1
existe ya en el descendiente se fuerza la eleccio´n a la tarea 8. De igual forma en el cuarto
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gen se fuerza la eleccio´n a la tarea 4 y en el gen segundo a la tarea 2, cerra´ndose en el
primer ciclo. Una vez concluido dicho ciclo, se considera a continuacio´n el siguiente gen
del descendiente que todav´ıa no haya sido asignado, en el ejemplo el gen tercero. Dicho
elemento puede ser escogido de cualquiera de los padres; suponie´ndose que se escoge
del segundo progenitor, implica que los genes quinto, sexto y se´ptimo sera´n asociados
al segundo progenitor. La secuencia de formacio´n del descendiente 1 se muestra en la
Figura 8.10, donde han intervenido dos ciclos. El descendiente 2 es el complementario
del descendiente 1.
1 2 3 4 5 6 7 8
2 4 6 8 7 5 3 1
PARENT 1
PARENT 2
1 · · · · · · · OFFSPRING 1
1 · · 4 · · · 8
1 2 · 4 · · · 8
1 2 · 4 · · · 8
1 2 6 4 · · · 8
1 2 6 4 · 5 · 8
1 2 6 4 7 5 · 8
1 2 6 4 7 5 3 8




Figura 8.10: Operador de cruce CX
8.2.5.3. Operador de cruce por orden (OX1)
El operador de cruce por orden, order crossover operator (OX1), fue propuesto
por Davis (1985). Este operador explota la importancia del orden en que aparecen las
tareas.
Para construir un descendiente se elige una subruta de uno de los padres, pre-
servando el orden relativo de las tareas del otro padre. Un ejemplo se muestra en la
Figura 8.11, donde para elegir la subruta que permanecera´ inalterada de un padre se
han seleccionado dos genes al azar, en este caso el tercero y quinto. La subruta com-
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1 2 3 4 5 6 7 8
2 4 6 8 7 5 3 1
PARENT 1
PARENT 2
· · 3 4 5 · · · OFFSPRING 1
· · 6 8 7 · · ·
8 7 3 4 5 1 2 6




Figura 8.11: Operador de cruce OX1
prendida entre dichos genes se preservara´, y empezando por el segundo punto de corte
el resto de tareas se copian en el orden en que aparecen en el otro padre, omitie´ndose
las tareas ya existentes; cuando se llega al final de la ristra de un padre, se continu´a en
su primera posicio´n.
8.2.5.4. Operador de cruce basado en el orden (OX2)
El operador de cruce basado en el orden, order based crossover operator (OX2),
fue propuesto por Syswerda (1991). Dicho operador selecciona al azar varios genes e
impone el orden de las tareas que componen dichos genes en uno de los padres en los
genes del otro progenitor.
1 2 3 4 5 6 7 8
2 4 6 8 7 5 3 1
PARENT 1
PARENT 2
1 2 3 · · · 7 8 OFFSPRING 1
· 4 · 8 7 5 · 1 OFFSPRING 2
OFFSPRING 1
OFFSPRING 2
1 2 3 4 6 5 7 8
2 4 3 8 7 5 6 1
Figura 8.12: Operador de cruce OX2
Suponiendo los mismos progenitores que en los ejemplos anteriores, y que se
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seleccionan los genes segundo, tercero y sexto. Los elementos en dichos genes son las
tareas 2−3−6 en el primer progenitor, y las tareas 4−6−5 en el segundo. En el primer
padre, las tareas 4− 6− 5 aparecen en los genes cuarto, quinto y sexto; el descendiente
coincidira´ con el primer padre si exceptuamos dichas posiciones, que sera´n reordenadas
en el orden que aparecen en el segundo progenitor. En el caso del segundo padre, las
tareas 2−3−6 aparecen en la primera, tercera y se´ptima posicio´n, que sera´n reordenadas
segu´n aparecen en el progenitor uno. Todo el proceso se muestra en la Figura 8.12.
8.2.5.5. Operador de cruce basado en posicio´n (POS)
El operador de cruce basado en la posicicio´n, position based operator (POS), fue
propuesto por Syswerda (1991). Al igual que el operador OX2 comienza seleccionando al
azar un conjunto de genes en los progenitores, que luego se imponen en el otro progenitor.
Supo´ngase que se seleccionan los genes segundo, tercero y sexto; entonces en
el descendiente 2 se copian las tareas que aparecen en el progenitor 1 y viceversa. El
resto de posiciones aparecen segu´n el orden del progenitor correspondiente, evitando la
repeticio´n de tareas. El proceso se muestra en la Figura 8.13.
1 2 3 4 5 6 7 8




· · · · · OFFSPRING 2
OFFSPRING 1
OFFSPRING 2





4 8 7 5 1





Figura 8.13: Operador de cruce POS
8.2.6. Operadores de mutacio´n
El operador de mutacio´n se aplica de manera individual a los individuos selec-
cionados, consistiendo en la alteracio´n aleatoria de parte del material gene´tico del mismo.
La probabilidad con la que el operador actu´a es definida como Pmutation, y en el ca-
so particular del algoritmo aqu´ı implementado tendra´ una probabilidad Pmutation =
1 − Pcross. Este hecho ha sido forzado para evitar generaciones en las que ningu´n
operador se aplica sobre la poblacio´n.
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El operador de mutacio´n generalmente suele actuar con menor probabilidad que
el operador de cruce, lo cual se suele justificar sen˜alando que los operadores de cruce
proporcionan una ra´pida exploracio´n del espacio de bu´squeda mientras que el operador
de mutacio´n asegura que ningu´n punto del espacio de soluciones tenga probabilidad nula
de ser examinado. Adema´s, al GA propuesto en este trabajo se le ha dotado de otros
mecanismos que evitan la ca´ıda prematura en o´ptimos locales y que sera´n explicados en
el ep´ıgrafe 8.2.7.
Cuatro han sido los operadores de mutacio´n implementados, los cuales son
explicados a continuacio´n.
8.2.6.1. Operador de mutacio´n basado en la mezcla (SM)
El Operador de mutacio´n basado en la mezcla (Syswerda, 1991), scramble mu-
tation operator (SM), selecciona una subristra al azar y a continuacio´n cambia el orden
de las tareas que la componen.
La Figura 8.14 ejemplifica dicho operador de forma gra´fica; la subristra selec-
cionada es la formada por las tareas 3 − 4 − 5 − 6, las cuales, tras aplicar el operador,
son ordenadas de la forma 5− 3− 6− 4 dando por consiguiente el individuo mutado.
1 2 3 4 5 6 7 8
1 2 5 3 6 4 7 8




Figura 8.14: Operador de mutacio´n SM
8.2.6.2. Operador de mutacio´n basado en la insercio´n (ISM)
El operador de mutacio´n basado en la insercio´n (Fogel, 1988; Michalewicz,
1992), insertion mutation operator (ISM), escoge aleatoriamente una tarea en la ristra
de tareas del individuo, para a continuacio´n extraer dicha tarea de la ristra, e insertarla
en un lugar seleccionado al azar.
En el ejemplo de la Figura 8.15 se ha seleccionado al azar la tarea 3 para
insertarla entre los genes 6 y 7.
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1 2 3 4 5 6 7 8




Figura 8.15: Operador de mutacio´n ISM
8.2.6.3. Operador de mutacio´n basado en el intercambio (EM)
El operador de mutacio´n basado en el intercambio (Banzhaf, 1990), exchange
mutation operator (EM), selecciona al azar dos tareas en la ristra de tareas del individuo
en cuestio´n y permuta sus posiciones.
La Figura 8.16 ejemplifica dicho operador donde los genes tercero y sexto son
los seleccionados para el intercambio.
1 2 3 4 5 6 7 8




Figura 8.16: Operador de mutacio´n EM
8.2.6.4. Operador de mutacio´n basado en desplazamientos (DM)
El operador basado en el desplazamiento (Michalewicz, 1992), displacement
mutation operator (DM), comienza seleccionando una subristra del individuo al azar, la
cual sera´ insertada posteriormente en un lugar aleatorio.
En la Figura 8.17 se han seleccionado al azar la subristra 3− 4− 5, la cual se
ha insertado aleatoriamente entre los genes 7 y 8.
1 2 3 4 5 6 7 8 INDIVIDUAL
1 2 3 4 56 7 8
1 2 3 4 56 7 8 MUTATED INDIVIDUAL
Figura 8.17: Operador de mutacio´n DM
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8.2.7. Mecanismos de diversificacio´n
Como ya se ha comentado en varias ocasiones a lo largo de la explicacio´n
del GA, uno de los problemas que con ma´s frecuentes hay que solucionar en este tipo
de algoritmos es su ra´pida convergencia hacia o´ptimos locales, teniendo que ser una
preocupacio´n del disen˜ador del algoritmo el evitar tal circunstancia.
El problema de la convergencia prematura, surge a menudo cuando la seleccio´n
de individuos se realiza de manera proporcional a su funcio´n de evaluacio´n. En tal caso,
pueden existir individuos con una adaptacio´n al problema muy superior al resto, que
a medida que avanza el algoritmo dominan a la poblacio´n y se erigen como posibles
soluciones a nuestro problema.
Diferentes mecanismos han sido considerados en la codificacio´n del GA pro-
puesto para evitar esta ra´pida convergencia: el denominado ElitismFactor, diferentes
mecanismos de seleccio´n, y diferentes mecanismos de repoblacio´n. Cuatro posibilidades
han sido contempladas en la repoblacio´n:
No considerar ningu´n mecanismo de repoblacio´n
Eliminar los individuos repetidos. Si tras aplicar los operadores de cruce y mutacio´n
se obtiene un individuo existente en la poblacio´n, se genera aleatoriamente un
nuevo individuo.
Reiniciar la poblacio´n, a excepcio´n del mejor individuo, si el fitness medio de la
poblacio´n es cercano al fitness del mejor individuo.
Reiniciar la poblacio´n a excepcio´n del mejor individuo, si el mejor individuo se
repite un nu´mero determinado de veces.
Existen otros mecanismos de diversificacio´n que no han sido considerados en
la implementacio´n del GA propuesto en este trabajo, uno a destacar ser´ıa la idea de
especies de organismos (Goldberg y Richardson, 1987). La idea parte de evitar individuos
parecidos en la poblacio´n, para tal fin se modifica la funcio´n objetivo de cada individuo
devaluando el fitness de individuos cercanos.
8.2.8. Procedimiento de parametrizacio´n del algoritmo gene´tico
Los GAs presentan un elevado nu´mero de posibilidades y variantes que hay que
definir y parametrizar adecuadamente para hacer que este funcione segu´n lo esperado.
Esto hace que el GA presente una gran flexibilidad, aunque convierte su parametrizacio´n
en una ardua tarea.
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En un principio podr´ıa pensarse que para elegir entre las diferentes posibilidades
y seleccionar los para´metros ma´s adecuados bastar´ıa con testear todas las posibilidades
en la bater´ıa de problemas que se muestra en el Ape´ndice A. Centrando la atencio´n
so´lo en un problema en particular, por ejemplo el problema R1.1 para 50 clientes, y
teniendo en cuenta que se han codificado 5 tipos de seleccio´n, 5 tipos de cruce, 4 tipos
de mutacio´n, y 4 tipos de mecanismos de repoblacio´n se estar´ıa hablando un total de
400 variantes distintas. Si ahora se tiene en cuenta que estas variantes tienen para´metros
internos que definir se multiplicar´ıan las variantes a testear, por ejemplo considerando
so´lo la probabilidad de cruce y mutacio´n el nu´mero de variantes se elevar´ıa a 8.000. Si
esto se extiende a la idea de intentar analizar todas las variantes del GA en todos los
problemas de la bater´ıa, sencillamente resultar´ıa farao´nico debido a que el tiempo de
parametrizacio´n no resultar´ıa razonable.
Por tanto, es necesario seguir un procedimiento alternativo de eleccio´n, que li-
mite el nu´mero de pruebas a realizar y pueda llevar a un GA convenientemente ajustado.
El procedimiento de parametrizacio´n llevado a cabo realiza un amplio conjunto de simu-
laciones del algoritmo, pero sin caer en el desorbitado volumen mostrado antes. Este ha
consistido en un proceso secuencial en el que en cada uno de los pasos se dejo´ uno o dos
grados de libertad y se fija el resto de variables; estas variables libres fueron testeadas y
analizando los resultados se fueron seleccionando una serie de para´metros que quedar´ıan
fijados en los pasos sucesivos. Con dichas variables fijadas, se le da libertad a otras para
seguir con el proceso. La secuencia de parametrizacio´n resumida consistir´ıa en:
Determinacio´n de los operadores de cruce y mutacio´n.
Determinacio´n de las probabilidades de cruce y mutacio´n
Determinacio´n de los mecanismos de seleccio´n y de repoblacio´n.
Para cada test se devolv´ıa del algoritmo: el valor esperado de la solucio´n, el tiem-
po de ejecucio´n de la simulacio´n, y la iteracio´n en la que el algoritmo produjo su u´ltima
mejora. Analizando estos valores, y siendo conscientes en cada caso de que´ para´metros
se han seleccionado para el algoritmo y que´ instancia se esta´ testeando, se podra´n deter-
minar las variantes y para´metros que sean ma´s favorables para el problema del acarreo
terrestre. Las pruebas se realizaron sobre las 12 instancias de la clase R1, para tres
cantidades de tareas: 25, 50 y 100.
8.2.8.1. Determinacio´n de operadores de cruce y mutacio´n
El primer paso tuvo como objetivo elegir las mejores combinaciones de los
me´todos de cruce y mutacio´n, de modo que se examinaron las 20 posibles combinaciones
de ambos operadores. Se fijo, arbitrariamente, como me´todo de seleccio´n la seleccio´n
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proporcional a la funcio´n de evaluacio´n; y como me´todo de repoblacio´n se eligio´ la
generacio´n aleatoria de un nuevo individuo si tras los operadores de cruce y mutacio´n el
individuo generado existe en la poblacio´n.
Todas las combinaciones posibles fueron testeadas para unas probabilidades de
cruce, Pcross, comprendidas entre 0.75 y 0.95, en intervalos de taman˜o 0.05, y para
unas probabilidad de mutacio´n, Pmutation, que cumpl´ıan la relacio´n:
Pmutation = 1− Pcross (8.5)
Cada una de las posibles combinaciones anteriores se simulo´ 20 veces para las
12 instancias de la clase R1 con tres cantidades de tareas; esto permitio´ tener un total
de 3.600 tests por cada par cruce-mutacio´n. Un resumen de los resultados de todas estas
simulaciones se muestra en la Tabla 8.1, que muestra la media de los costes mı´nimos,
ma´ximos y medios para los 3.600 test realizados sobre cada par cada par operador cruce-
mutacio´n.
Tabla 8.1: Determinacio´n de los operadores de cruce y mutacio´n
Media de Mutacio´n Cruce
los costes PMX CX OX1 OX2 POS
Minimos SM 3.255,64 3.349,69 3.223,32 3.331,06 3.332,52
EM 3.203,98 3.298,02 3.171,65 3.279,40 3.280,85
ISM 3.185,86 3.279,90 3.153,53 3.261,27 3.262,73
DM 3.249,41 3.343,45 3.217,08 3.324,83 3.326,28
Medios SM 3.444,19 3.550,16 3.399,94 3.531,24 3.532,12
EM 3.378,41 3.484,38 3.334,16 3.465,46 3.466,34
ISM 3.355,40 3.461,36 3.311,14 3.442,44 3.443,32
DM 3.425,26 3.531,22 3.381,00 3.512,30 3.513,18
Ma´ximos SM 3.643,23 3.759,71 3.584,46 3.740,76 3.740,68
EM 3.561,82 3.678,30 3.503,05 3.659,35 3.659,27
ISM 3.531,87 3.648,36 3.473,10 3.629,41 3.629,32
DM 3.604,77 3.721,25 3.546,00 3.702,30 3.702,22
Analizando los resultados obtenidos los siguientes pares de operadores de cruce-
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8.2.8.2. Determinacio´n de las probabilidades de cruce y mutacio´n
Una vez determinados los operadores de cruce y mutacio´n ma´s ido´neos, se
procedio´ a realizar unas simulaciones ma´s exhaustivas de los mismos con el objeto de
determinar las probabilidades de cruce y mutacio´n ma´s adecuadas para cada uno de
dichos pares.
Se realizaron 100 simulaciones de los operadores anteriormente seleccionados en
el rango de probabilidades de cruce entre 0,95 y 0, siendo la probabilidad de mutacio´n
complementaria a la de cruce como se comento´ con anterioridad.
Un resumen de resultados es mostrado en las siguientes tablas. La Tabla 8.2
presenta la media de los resultados para todos los casos, marca´ndose en negrilla los
mejores resultados encontrados. La Tabla 8.3 relaciona la media y la desviacio´n de los
resultados de la tabla anterior, marca´ndose nuevamente los mejores resultados. En este
caso algunas relaciones Pcross− Pmutation han sido omitidas.
Tabla 8.2: Determinacio´n de la probabilidad de cruce y mutacio´n (I)
Pcross − Media de los costes ma´ximos Media de los costes medios (M) Media de los costes mı´nimos
Pmutation PMX-ISM OX1-EM OX1-ISM PMX-ISM OX1-EM OX1-ISM PMX-ISM OX1-EM OX1-ISM
0,95-0,05 3.123,60 3.053,69 3.039,57 2.920,19 2.871,70 2.868,14 2.730,99 2.694,66 2.697,29
0,90-0,10 3.081,72 3.036,72 3.040,85 2.883,19 2.867,00 2.862,87 2.697,23 2.690,09 2.693,49
0,85-0,15 3.037,03 3.038,99 3.023,76 2.859,84 2.866,11 2.854,87 2.682,00 2.697,50 2.685,46
0,80-0,20 3.022,80 3.031,41 3.025,45 2.849,19 2.863,18 2.849,54 2.691,92 2.705,52 2.682,92
0,75-0,25 3.012,12 3.033,15 3.017,00 2.840,92 2.862,63 2.849,37 2.685,14 2.696,49 2.678,78
0,70-0,30 2.995,65 3.030,40 3.009,52 2.837,31 2.862,47 2.844,00 2.676,80 2.697,53 2.676,89
0,65-0,35 3.004,81 3.036,91 3.000,31 2.833,67 2.860,87 2.839,68 2.674,22 2.703,88 2.676,92
0,60-0,40 2.993,70 3.040,76 3.003,41 2.833,28 2.866,19 2.838,39 2.675,31 2.708,13 2.680,38
0,55-0,45 2.995,35 3.030,63 2.998,08 2.835,06 2.864,03 2.839,13 2.674,35 2.696,59 2.685,20
0,50-0,50 2.990,74 3.028,47 3.008,37 2.835,07 2.864,10 2.837,76 2.674,04 2.700,00 2.683,45
0,45-0,55 2.990,74 3.033,61 3.004,89 2.834,67 2.868,04 2.837,67 2.682,29 2.706,53 2.679,19
0,40-0,60 3.006,16 3.032,83 3.001,21 2.840,55 2.869,23 2.838,42 2.686,95 2.708,46 2.681,42
0,35-0,65 2.991,32 3.037,76 2.998,29 2.841,74 2.874,11 2.837,16 2.690,15 2.708,48 2.678,73
0,30-0,70 3.000,07 3.033,85 3.000,80 2.843,33 2.875,42 2.840,53 2.692,72 2.715,93 2.692,26
0,25-0,75 3.002,82 3.034,94 3.005,38 2.845,85 2.876,15 2.843,87 2.686,14 2.721,37 2.684,01
0,20-0,80 3.014,48 3.033,19 2.997,44 2.851,16 2.879,89 2.847,43 2.697,38 2.729,57 2.692,46
0,15-0,85 3.005,98 3.043,24 3.000,55 2.851,94 2.882,80 2.850,65 2.699,28 2.725,75 2.696,37
0,10-0,90 3.018,19 3.043,77 3.017,36 2.858,20 2.886,35 2.856,41 2.702,38 2.715,71 2.700,99
Tabla 8.3: Determinacio´n de la probabilidad de cruce y mutacio´n (II)
Pcross − Desviacio´n de los costes (D) M+1D M+2D
Pmutation PMX-ISM OX1-EM OX1-ISM PMX-ISM OX1-EM OX1-ISM PMX-ISM OX1-EM OX1-ISM
0,70-0,30 51,20 52,85 52,00 2.888,51 2.915,31 2.896,00 2.939,71 2.968,16 2.948,00
0,65-0,35 53,08 53,08 52,02 2.886,74 2.913,95 2.891,70 2.939,82 2.967,02 2.943,72
0,60-0,40 50,76 52,64 51,07 2.884,05 2.918,83 2.889,46 2.934,81 2.971,47 2.940,53
0,55-0,45 50,26 51,78 51,03 2.885,33 2.915,81 2.890,16 2.935,59 2.967,59 2.941,19
0,50-0,50 49,59 51,65 50,68 2.884,66 2.915,75 2.888,44 2.934,26 2.967,40 2.939,12
0,45-0,55 49,80 51,61 50,50 2.884,47 2.919,65 2.888,17 2.934,27 2.971,26 2.938,68
0,40-0,60 50,80 51,18 50,56 2.891,35 2.920,41 2.888,98 2.942,15 2.971,59 2.939,53
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Atendiendo a los resultados, es fa´cil comprobar que el algoritmo gene´tico con
operador de cruce PMX y operador de mutacio´n ISM es el que mejor se comporta con
la bater´ıa de problemas gene´rica, siendo las relaciones Pcross−Pmutation de 0, 6−0, 4
y de 0, 5− 0, 5 las ma´s adecuadas.
Se considero´ oportuno comprobar el comportamiento de las diferentes variantes
del algoritmo no so´lo en el caso de la bater´ıa gene´rica, compuesta por 36 problemas de
diferentes taman˜os, sino en las bater´ıas particularizadas a cada taman˜o de poblacio´n en
concreto. El resumen de los resultados para los casos de problemas con un taman˜o de
25, 50 y 100 tareas son mostrados en las Tablas 8.4, 8.5 y 8.6.
Como se puede observar en la 8.4 para instancias con un taman˜o pequen˜o la
variante PMX-ISM con probabilidades de cruce y mutacio´n de 0, 5 es la que alcanza
de media los resultados mı´nimos. Es interesante tambie´n destacar el rendimiento de la
variante OX1-EM con probabilidad de cruce 0, 2 y probabilidad de mutacio´n 0, 8, que
destaca en los costes medios de las soluciones alcanzadas.
Tabla 8.4: Determinacio´n de la probabilidad de cruce y mutacio´n - 25 Tareas
Pcross − Media de los costes ma´ximos Media de los costes medios (M) Media de los costes mı´nimos
Pmutation PMX-ISM OX1-EM OX1-ISM PMX-ISM OX1-EM OX1-ISM PMX-ISM OX1-EM OX1-ISM
0,95-0,05 1.184,10 1.169,93 1.165,19 1102,11 1085,46 1086,51 1024,80 1011,20 1012,03
0,90-0,10 1.166,55 1.160,71 1.167,90 1088,89 1082,54 1084,93 1016,48 1009,60 1017,23
0,85-0,15 1.171,83 1.156,50 1.163,48 1083,96 1081,22 1083,05 1011,54 1011,70 1012,30
0,80-0,20 1.158,74 1.153,58 1.158,69 1080,28 1078,17 1078,91 1013,24 1006,02 1005,01
0,75-0,25 1.158,16 1.153,94 1.153,67 1077,97 1078,91 1080,01 1007,23 1009,48 1009,01
0,70-0,30 1.149,35 1.154,36 1.155,20 1075,62 1075,87 1077,08 1006,98 1013,57 1006,03
0,65-0,35 1.143,25 1.146,91 1.158,90 1073,22 1074,71 1076,61 1008,96 1011,37 1012,16
0,60-0,40 1.146,22 1.150,30 1.150,57 1073,53 1075,61 1075,60 1004,38 1010,05 1010,72
0,55-0,45 1.150,64 1.143,98 1.147,25 1073,74 1074,71 1074,41 1008,98 1015,99 1006,23
0,50-0,50 1.147,06 1.142,80 1.147,31 1072,24 1072,92 1074,11 1001,32 1009,88 1007,33
0,45-0,55 1.144,91 1.146,56 1.154,53 1072,40 1072,98 1074,84 1002,68 1008,95 1007,86
0,40-0,60 1.150,17 1.143,03 1.140,82 1074,86 1072,25 1073,59 1013,40 1011,62 1008,48
0,35-0,65 1.151,96 1.141,91 1.144,43 1073,49 1073,83 1072,71 1011,43 1011,54 1005,32
0,30-0,70 1.149,36 1.139,94 1.148,23 1073,43 1073,63 1071,97 1010,86 1016,98 1007,12
0,25-0,75 1.147,58 1.137,16 1.142,38 1074,80 1072,31 1073,85 1002,27 1012,82 1009,43
0,20-0,80 1.150,08 1.137,36 1.147,59 1073,28 1071,19 1074,55 1004,11 1007,93 1004,50
0,15-0,85 1.145,22 1.140,08 1.140,90 1074,65 1073,02 1072,72 1008,85 1013,51 1003,30
0,10-0,90 1.151,10 1.141,45 1.148,14 1076,03 1072,82 1074,28 1012,25 1012,44 1005,15
0,05-0,95 1.144,40 1.141,62 1.149,30 1074,57 1074,79 1075,68 1012,18 1012,34 1011,12
0,00-1,00 1.150,87 1.140,38 1.143,21 1077,34 1073,81 1076,19 1008,81 1017,77 1007,83
El caso de las instancias de taman˜o 50 tareas mostrado en la Tabla 8.5 no ha
aportado mayor informacio´n que el caso general, destacando las variantes ya comentadas
con anterioridad, como es el caso de PMX- ISM (0.6 - 0.4).
La Tabla 8.6 muestra los resultado de las simulaciones en instancias de taman˜o
100 tareas, que sen˜alan a la variante OX1-ISM con una relacio´n de probabilidad de cruce
y mutacio´n 0,65-0,35 como una combinacio´n interesante para seguir con en el proceso
de parametrizacio´n.
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Tabla 8.5: Determinacio´n de la probabilidad de cruce y mutacio´n - 50 Tareas
Pcross − Media de los costes ma´ximos Media de los costes medios (M) Media de los costes mı´nimos
Pmutation PMX-ISM OX1-EM OX1-ISM PMX-ISM OX1-EM OX1-ISM PMX-ISM OX1-EM OX1-ISM
0,95-0,05 2.678,11 2.608,76 2.603,69 2478,27 2447,45 2444,73 2302,60 2285,22 2282,77
0,90-0,10 2.632,74 2.593,73 2.602,96 2450,14 2444,08 2438,91 2266,85 2266,84 2288,46
0,85-0,15 2.587,61 2.607,37 2.579,16 2429,60 2441,77 2436,54 2251,39 2282,40 2282,22
0,80-0,20 2.580,68 2.594,58 2.599,55 2423,55 2438,08 2429,14 2273,66 2283,16 2282,31
0,75-0,25 2.576,65 2.598,87 2.591,93 2414,71 2438,07 2428,71 2267,71 2273,94 2255,89
0,70-0,30 2.550,32 2.589,56 2.575,28 2412,19 2435,89 2422,65 2259,83 2269,63 2264,59
0,65-0,35 2.569,26 2.602,25 2.563,93 2408,85 2435,60 2416,82 2259,50 2272,55 2265,72
0,60-0,40 2.550,95 2.602,72 2.574,76 2407,54 2439,12 2415,32 2249,34 2272,38 2262,20
0,55-0,45 2.557,10 2.585,84 2.561,92 2408,70 2437,07 2414,06 2253,15 2272,57 2269,87
0,50-0,50 2.564,21 2.589,32 2.572,81 2413,33 2435,13 2417,69 2257,03 2278,15 2262,96
0,45-0,55 2.546,29 2.577,30 2.562,82 2410,16 2436,18 2410,85 2252,71 2288,18 2258,04
0,40-0,60 2.568,15 2.591,02 2.568,35 2412,59 2439,91 2418,36 2268,47 2292,63 2263,48
0,35-0,65 2.557,48 2.583,34 2.557,94 2413,84 2439,29 2410,95 2267,68 2279,86 2264,81
0,30-0,70 2.566,99 2.574,23 2.566,78 2413,59 2440,30 2414,16 2260,40 2285,35 2271,35
0,25-0,75 2.577,52 2.586,85 2.567,01 2418,27 2440,58 2414,35 2263,56 2301,09 2254,46
0,20-0,80 2.566,78 2.582,45 2.556,05 2422,10 2444,26 2420,78 2274,09 2304,56 2281,79
0,15-0,85 2.562,04 2.575,66 2.560,73 2417,00 2440,35 2419,79 2282,70 2282,97 2282,79
0,10-0,90 2.565,96 2.581,74 2.572,55 2422,50 2441,62 2421,67 2279,46 2269,34 2279,34
0,05-0,95 2.578,88 2.583,54 2.565,11 2424,71 2444,09 2425,50 2267,66 2291,98 2279,44
0,00-1,00 2.578,59 2.583,55 2.580,97 2431,63 2445,31 2433,50 2286,14 2286,32 2278,55
Tabla 8.6: Determinacio´n de la probabilidad de cruce y mutacio´n - 100 Tareas
Pcross − Media de los costes ma´ximos Media de los costes medios (M) Media de los costes mı´nimos
Pmutation PMX-ISM OX1-EM OX1-ISM PMX-ISM OX1-EM OX1-ISM PMX-ISM OX1-EM OX1-ISM
0,95-0,05 5.508,60 5.382,38 5.349,81 5180,19 5082,20 5073,17 4865,57 4787,57 4797,05
0,90-0,10 5.445,87 5.355,71 5.351,69 5110,54 5074,36 5064,77 4808,37 4793,84 4774,77
0,85-0,15 5.351,66 5.353,11 5.328,63 5065,95 5075,35 5045,04 4783,06 4798,41 4761,86
0,80-0,20 5.329,00 5.346,07 5.318,10 5043,74 5073,28 5040,56 4788,86 4827,37 4761,43
0,75-0,25 5.301,56 5.346,62 5.305,38 5030,09 5070,91 5039,40 4780,47 4806,04 4771,44
0,70-0,30 5.287,27 5.347,28 5.298,09 5024,12 5075,64 5032,28 4763,59 4809,40 4760,07
0,65-0,35 5.301,92 5.361,58 5.278,11 5018,93 5072,29 5025,60 4764,19 4827,73 4752,88
0,60-0,40 5.283,91 5.369,26 5.284,88 5018,78 5083,84 5024,24 4762,21 4841,97 4768,24
0,55-0,45 5.278,31 5.362,08 5.285,06 5022,75 5080,29 5028,93 4760,93 4801,21 4779,50
0,50-0,50 5.260,94 5.353,29 5.305,00 5019,65 5084,24 5021,49 4761,76 4811,97 4780,05
0,45-0,55 5.281,01 5.376,96 5.297,32 5021,46 5094,96 5027,32 4791,47 4822,45 4771,66
0,40-0,60 5.300,17 5.364,45 5.294,44 5034,19 5095,54 5023,30 4778,99 4821,14 4772,31
0,35-0,65 5.264,50 5.388,04 5.292,50 5037,90 5109,21 5027,81 4791,34 4834,04 4766,06
0,30-0,70 5.283,86 5.387,38 5.287,37 5042,96 5112,34 5035,47 4806,90 4845,45 4798,32
0,25-0,75 5.283,38 5.380,82 5.306,76 5044,48 5115,56 5043,41 4792,58 4850,21 4788,14
0,20-0,80 5.326,59 5.379,75 5.288,69 5058,10 5124,23 5046,95 4813,95 4876,20 4791,08
0,15-0,85 5.310,69 5.413,99 5.300,03 5064,16 5135,02 5059,43 4806,29 4880,78 4803,03
0,10-0,90 5.337,50 5.408,12 5.331,40 5076,07 5144,62 5073,29 4815,42 4865,34 4818,49
0,05-0,95 5.327,16 5.390,81 5.335,54 5083,68 5150,31 5073,57 4812,39 4891,85 4802,71
0,00-1,00 5.357,51 5.433,38 5.351,81 5102,06 5167,29 5090,49 4856,46 4896,18 4846,17
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Resumiendo los resultados alcanzados hasta ahora se tiene que las variantes
que seguira´n analiza´ndose sera´n:
Cruce PMX - Mutacio´n ISM: Pcross = 0, 60 y Pmutation = 0, 40.
Cruce PMX - Mutacio´n ISM: Pcross = 0, 50 y Pmutation = 0, 50.
Cruce OX1 - Mutacio´n ISM: Pcross = 0, 65 y Pmutation = 0, 35.
Cruce OX1 - Mutacio´n EM: Pcross = 0, 20 y Pmutation = 0, 80.
8.2.8.3. Determinacio´n de los mecanismos de seleccio´n y de ca´ıda en o´pti-
mos locales
Una vez identificados los mejores me´todos de cruce y mutacio´n, con sus respec-
tivas probabilidades, es necesario fijar el me´todo de seleccio´n ido´neo para el algoritmo,
as´ı como mecanismos que eviten la ca´ıda del algoritmo en o´ptimos locales.
Se generaron todas las combinaciones posibles de los cinco tipos de seleccio´n
(Ver ep´ıgrafe 8.2.4), y de los cuatro posibles mecanismos de repoblacio´n (Ver ep´ıgra-
fe 8.2.7). Estas combinaciones fueron simuladas para los cuatro casos ma´s ventajosos
escogidos en el ep´ıgrafe anterior.
Con el objeto de facilitar la posterior interpretacio´n de las tablas de resultados,
los tipos de seleccio´n y los mecanismos de repoblacio´n sera´n nombrados en lo que sigue
a partir de los acro´nimos de la Tabla 8.7.
Tabla 8.7: Acro´nimos de los tipos de seleccio´n y mecanismos de repoblacio´n
Acro´nimo Operador Descripcio´n
T1 Seleccio´n Un torneo
T2s Seleccio´n Dos torneos sin coincidencia
T2 Seleccio´n Dos torneos
PFO Seleccio´n Proporcional a la funcio´n objetivo
PR Seleccio´n Proporcional al rango
NI Repoblacio´n Nuevo individuo aleatorio si repetido
NPm Repoblacio´n Nueva poblacio´n si el fitness medio se aproxima al mejor
NPr Repoblacio´n Nueva poblacio´n si existen ma´s de x elementos repetidos
SR Repoblacio´n Sin Repoblacio´n
Los resultados son mostrados en las siguientes tablas. Las Tablas 8.8 y 8.9
muestran los resultados para los 36 test realizados en 3 taman˜os de instancias distintas;
las Tablas 8.10 y 8.11 particularizan los test en instancias de 25 tareas; las Tablas 8.12
y 8.13 para el caso de instancias de 50 tareas; y por u´ltimo las Tablas 8.14 y 8.15 para
el caso de 100 tareas.
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Tabla 8.8: Determinacio´n de los mecanismos de repoblacio´n y seleccio´n (I)
Repoblacio´n Seleccio´n Media de los costes mı´nimos Media de los costes ma´ximos
PMX-ISM PMX-ISM OX1-ISM OX1-EM PMX-ISM PMX-ISM OX1-ISM OX1-EM
0.6-0.4 0.5-0.5 0.65-0.35 0.2-0.8 0.6-0.4 0.5-0.5 0.65-0.35 0.2-0.8
NI T1 2.610,92 2.612,28 2.613,42 2.623,94 2.851,11 2.854,81 2.840,27 2.864,69
T2s 2.538,29 2.530,62 2.535,33 2.555,91 2.767,65 2.753,20 2.774,81 2.784,22
T2 2.545,96 2.542,41 2.542,41 2.556,08 2.770,89 2.762,66 2.780,91 2.794,66
PFO 2.705,67 2.711,66 2.710,38 2.734,29 2.952,46 2.963,30 2.959,15 2.997,16
PR 3.117,70 3.094,53 3.062,82 3.117,55 3.485,60 3.454,09 3.411,49 3.481,68
NPm T1 2.934,27 2.917,38 2.953,01 3.012,61 3.371,18 3.334,11 3.358,91 3.434,53
T2s 2.741,04 2.722,66 2.761,52 2.823,82 3.092,61 3.035,98 3.110,54 3.147,85
T2 2.778,80 2.736,34 2.789,71 2.828,50 3.118,32 3.066,19 3.118,50 3.174,86
PFO 2.990,04 2.977,74 3.012,01 3.048,16 3.464,23 3.414,11 3.485,29 3.522,56
PR 3.570,24 3.558,29 3.514,18 3.513,95 4.038,70 4.060,01 4.036,88 4.013,73
NPr T1 2.636,46 2.622,63 2.628,24 2.664,43 2.908,76 2.879,25 2.909,96 2.941,62
T2s 2.598,77 2.574,08 2.603,96 2.636,07 2.874,01 2.825,50 2.861,91 2.906,72
T2 2.601,18 2.587,63 2.621,20 2.647,78 2.874,02 2.835,76 2.875,35 2.921,04
PFO 2.705,60 2.707,48 2.712,16 2.726,31 2.965,75 2.966,12 2.981,45 3.005,74
PR 3.042,59 3.047,94 3.016,82 3.060,32 3.400,02 3.391,71 3.339,05 3.377,40
SR T1 2.592,83 2.596,77 2.602,80 2.622,87 2.839,92 2.837,75 2.851,94 2.877,61
T2s 2.556,98 2.539,47 2.557,89 2.599,91 2.791,99 2.768,25 2.821,75 2.875,38
T2 2.562,38 2.540,46 2.563,20 2.596,61 2.796,22 2.768,15 2.813,29 2.886,04
PFO 2.660,69 2.683,80 2.688,45 2.696,57 2.926,01 2.939,83 2.933,31 2.967,94
PR 3.045,99 3.037,11 3.023,62 3.048,77 3.388,42 3.374,33 3.369,64 3.385,21
Tabla 8.9: Determinacio´n de los mecanismos de repoblacio´n y seleccio´n (II)
Repoblacio´n Seleccio´n Media de los costes medios Media de las desviaciones
PMX-ISM PMX-ISM OX1-ISM OX1-EM PMX-ISM PMX-ISM OX1-ISM OX1-EM
0.6-0.4 0.5-0.5 0.65-0.35 0.2-0.8 0.6-0.4 0.5-0.5 0.65-0.35 0.2-0.8
NI T1 2.723,89 2.726,94 2.728,23 2.741,46 46,45 47,95 47,55 48,81
T2s 2.653,37 2.644,81 2.659,27 2.668,59 48,72 45,09 47,62 48,84
T2 2.659,19 2.650,42 2.666,79 2.676,54 46,30 45,53 49,39 46,04
PFO 2.830,74 2.835,33 2.841,11 2.860,26 48,27 50,24 50,17 53,11
PR 3.304,56 3.275,96 3.245,96 3.304,26 70,93 68,28 67,93 72,92
NPm T1 3.146,61 3.113,84 3.151,95 3.207,68 85,97 83,84 81,42 86,32
T2s 2.908,28 2.874,12 2.931,96 2.985,17 64,96 62,30 66,67 67,43
T2 2.941,21 2.902,93 2.950,95 3.006,63 64,12 61,92 66,62 68,87
PFO 3.225,66 3.186,75 3.232,97 3.281,52 96,41 87,90 95,73 95,19
PR 3.821,63 3.828,67 3.798,06 3.780,68 95,37 99,04 105,85 100,28
NPr T1 2.771,59 2.753,48 2.768,08 2.796,34 53,99 49,76 54,02 53,65
T2s 2.733,25 2.699,34 2.738,28 2.769,71 53,12 52,06 50,44 53,85
T2 2.740,34 2.707,68 2.742,44 2.776,58 54,82 49,62 50,36 56,75
PFO 2.832,83 2.828,11 2.844,60 2.857,10 51,50 50,50 51,91 53,67
PR 3.211,94 3.220,55 3.189,91 3.219,87 68,99 67,87 64,80 62,76
SR T1 2.716,12 2.711,57 2.729,73 2.746,87 49,93 45,74 49,25 49,05
T2s 2.668,87 2.649,25 2.688,01 2.738,54 48,19 46,07 51,93 54,31
T2 2.676,15 2.650,32 2.688,23 2.734,55 46,12 46,90 49,13 55,78
PFO 2.797,43 2.806,58 2.812,48 2.830,31 51,19 51,50 48,83 51,55
PR 3.211,16 3.214,95 3.199,92 3.220,02 67,57 66,66 67,57 64,63
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Tabla 8.10: Determinacio´n de los mecanismos de repoblacio´n y seleccio´n (I) - 25
Tareas
Repoblacio´n Seleccio´n Media de los costes mı´nimos Media de los costes ma´ximos
PMX-ISM PMX-ISM OX1-ISM OX1-EM PMX-ISM PMX-ISM OX1-ISM OX1-EM
0.6-0.4 0.5-0.5 0.65-0.35 0.2-0.8 0.6-0.4 0.5-0.5 0.65-0.35 0.2-0.8
NI T1 1.003,05 1.003,47 990,78 1.005,32 1.117,39 1.107,53 1.108,39 1.115,55
T2s 1.000,94 997,97 997,79 997,96 1.110,72 1.100,17 1.103,21 1.096,30
T2 999,50 994,14 995,62 991,98 1.107,12 1.101,25 1.103,04 1.089,03
PFO 1.017,17 1.017,26 1.023,75 1.020,83 1.131,74 1.132,19 1.122,03 1.141,92
PR 1.152,20 1.142,48 1.138,41 1.157,62 1.291,10 1.271,62 1.275,41 1.290,44
NPm T1 1.088,24 1.078,66 1.077,47 1.075,35 1.228,44 1.225,17 1.243,23 1.242,84
T2s 1.039,46 1.030,21 1.041,08 1.040,06 1.171,23 1.165,56 1.180,62 1.182,11
T2 1.045,37 1.031,22 1.045,61 1.034,83 1.181,23 1.173,11 1.184,68 1.179,71
PFO 1.084,61 1.085,52 1.084,10 1.087,82 1.256,47 1.241,71 1.263,05 1.252,84
PR 1.214,76 1.209,99 1.209,92 1.194,62 1.399,79 1.423,62 1.402,49 1.387,38
NPr T1 1.031,07 1.014,47 1.017,79 1.027,92 1.144,50 1.138,89 1.153,02 1.139,83
T2s 1.018,26 1.016,37 1.022,39 1.010,08 1.152,54 1.137,68 1.130,67 1.142,93
T2 1.019,90 1.019,67 1.016,93 1.019,07 1.148,12 1.125,31 1.139,67 1.138,73
PFO 1.035,04 1.024,81 1.034,97 1.039,52 1.161,61 1.150,74 1.155,81 1.153,05
PR 1.125,75 1.126,90 1.118,13 1.120,18 1.265,58 1.257,83 1.252,36 1.275,26
SR T1 997,94 1.005,13 1.009,92 1.014,80 1.124,46 1.116,49 1.123,49 1.128,83
T2s 1.006,02 1.000,72 1.009,86 1.014,80 1.121,81 1.112,43 1.128,07 1.136,44
T2 1.010,87 1.001,30 1.007,25 1.011,04 1.126,81 1.110,65 1.136,26 1.135,66
PFO 1.010,67 1.015,45 1.014,59 1.016,57 1.125,33 1.130,81 1.128,57 1.125,49
PR 1.119,49 1.118,88 1.117,79 1.142,93 1.259,66 1.256,04 1.261,36 1.275,94
Tabla 8.11: Determinacio´n de los mecanismos de repoblacio´n y seleccio´n (II) - 25
Tareas
Repoblacio´n Seleccio´n Media de los costes medios Media de las desviaciones
PMX-ISM PMX-ISM OX1-ISM OX1-EM PMX-ISM PMX-ISM OX1-ISM OX1-EM
0.6-0.4 0.5-0.5 0.65-0.35 0.2-0.8 0.6-0.4 0.5-0.5 0.65-0.35 0.2-0.8
NI T1 1.054,74 1.051,36 1.051,99 1.053,83 21,96 21,47 23,50 22,38
T2s 1.048,93 1.040,27 1.049,30 1.042,16 21,54 21,04 22,26 21,85
T2 1.050,90 1.047,57 1.048,05 1.040,18 21,89 21,43 22,06 21,39
PFO 1.074,01 1.072,06 1.074,53 1.079,05 23,85 23,35 21,23 22,80
PR 1.222,29 1.210,95 1.209,71 1.226,22 28,13 24,18 29,83 28,70
NPm T1 1.151,58 1.147,07 1.155,44 1.159,86 29,73 29,41 32,04 31,53
T2s 1.098,89 1.093,92 1.107,32 1.106,63 26,05 27,31 28,13 26,48
T2 1.108,67 1.099,76 1.111,09 1.111,15 26,37 27,26 28,88 28,05
PFO 1.165,85 1.156,62 1.167,36 1.171,92 33,89 32,19 36,22 32,54
PR 1.308,93 1.316,89 1.305,21 1.301,50 40,00 39,86 37,66 37,42
NPr T1 1.084,89 1.076,39 1.082,42 1.083,75 25,14 26,99 26,07 24,02
T2s 1.078,38 1.070,39 1.077,13 1.073,84 25,42 25,75 22,46 26,29
T2 1.077,76 1.070,01 1.079,11 1.074,94 26,10 23,25 23,93 24,80
PFO 1.093,01 1.085,61 1.089,94 1.092,91 24,05 26,01 23,22 23,75
PR 1.193,85 1.193,04 1.193,54 1.202,95 25,30 26,56 25,10 29,85
SR T1 1.059,17 1.054,16 1.063,73 1.064,10 24,31 22,29 24,68 21,91
T2s 1.058,36 1.052,58 1.064,00 1.066,80 24,03 22,19 23,10 25,41
T2 1.062,45 1.049,95 1.062,19 1.067,08 22,89 23,47 25,26 23,99
PFO 1.068,00 1.067,89 1.071,72 1.072,59 23,37 24,50 22,84 22,71
PR 1.190,41 1.192,44 1.192,09 1.203,92 28,83 27,73 28,48 27,06
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Tabla 8.12: Determinacio´n de los mecanismos de repoblacio´n y seleccio´n (I) - 50
Tareas
Repoblacio´n Seleccio´n Media de los costes mı´nimos Media de los costes ma´ximos
PMX-ISM PMX-ISM OX1-ISM OX1-EM PMX-ISM PMX-ISM OX1-ISM OX1-EM
0.6-0.4 0.5-0.5 0.65-0.35 0.2-0.8 0.6-0.4 0.5-0.5 0.65-0.35 0.2-0.8
NI T1 2.216,33 2.201,52 2.207,09 2.220,34 2.434,90 2.442,45 2.438,14 2.447,16
T2s 2.156,49 2.155,28 2.153,41 2.149,62 2.375,77 2.380,56 2.393,39 2.392,15
T2 2.163,54 2.169,34 2.164,61 2.150,52 2.387,98 2.370,73 2.412,73 2.405,20
PFO 2.278,14 2.285,75 2.289,17 2.317,68 2.525,28 2.533,31 2.531,09 2.568,65
PR 2.634,05 2.638,71 2.605,91 2.629,58 2.941,48 2.929,78 2.907,45 2.948,35
NPm T1 2.471,20 2.462,92 2.503,96 2.532,49 2.834,71 2.824,58 2.848,43 2.873,09
T2s 2.332,72 2.316,38 2.351,95 2.374,48 2.627,09 2.603,01 2.661,23 2.684,22
T2 2.347,05 2.339,21 2.366,76 2.389,87 2.645,61 2.623,69 2.651,51 2.682,89
PFO 2.515,53 2.512,45 2.507,16 2.571,15 2.862,14 2.853,06 2.920,96 2.945,06
PR 2.956,44 2.921,45 2.899,36 2.924,01 3.434,52 3.406,32 3.383,76 3.362,51
NPr T1 2.247,36 2.217,56 2.226,44 2.273,24 2.518,31 2.495,13 2.505,21 2.538,38
T2s 2.222,38 2.206,32 2.240,93 2.259,97 2.478,76 2.439,46 2.478,05 2.510,53
T2 2.226,92 2.195,38 2.243,30 2.268,79 2.472,33 2.473,16 2.485,98 2.532,33
PFO 2.297,28 2.290,88 2.293,70 2.305,23 2.545,47 2.542,65 2.568,07 2.595,57
PR 2.577,21 2.571,54 2.572,17 2.596,80 2.876,98 2.873,47 2.850,56 2.874,26
SR T1 2.201,91 2.196,63 2.205,54 2.206,56 2.435,73 2.436,29 2.453,13 2.468,72
T2s 2.191,74 2.164,19 2.182,67 2.199,35 2.410,81 2.397,59 2.457,48 2.469,58
T2 2.190,86 2.158,44 2.176,45 2.209,57 2.421,53 2.389,71 2.430,13 2.491,11
PFO 2.235,45 2.255,09 2.269,35 2.274,23 2.490,41 2.521,64 2.508,98 2.544,94
PR 2.567,40 2.585,42 2.573,40 2.588,16 2.893,54 2.871,85 2.875,52 2.891,35
Tabla 8.13: Determinacio´n de los mecanismos de repoblacio´n y seleccio´n (II)- 50
Tareas
Repoblacio´n Seleccio´n Media de los costes medios Media de las desviaciones
PMX-ISM PMX-ISM OX1-ISM OX1-EM PMX-ISM PMX-ISM OX1-ISM OX1-EM
0.6-0.4 0.5-0.5 0.65-0.35 0.2-0.8 0.6-0.4 0.5-0.5 0.65-0.35 0.2-0.8
NI T1 2.322,63 2.314,73 2.321,92 2.333,56 43,84 46,44 46,35 47,04
T2s 2.270,08 2.267,59 2.273,67 2.276,59 47,22 45,73 48,79 47,60
T2 2.274,75 2.268,19 2.290,36 2.284,10 45,20 41,83 49,11 45,65
PFO 2.406,14 2.416,75 2.417,81 2.436,25 46,17 48,65 46,95 49,76
PR 2.796,26 2.771,48 2.756,26 2.807,92 60,54 58,12 53,94 61,90
NPm T1 2.649,55 2.639,27 2.667,94 2.698,83 70,08 72,67 66,12 71,80
T2s 2.477,81 2.453,44 2.505,59 2.532,43 58,42 58,38 59,85 65,03
T2 2.497,25 2.476,57 2.514,00 2.540,24 60,31 55,66 57,14 58,81
PFO 2.691,84 2.681,62 2.717,05 2.746,94 76,91 71,03 77,95 78,19
PR 3.181,96 3.181,20 3.161,50 3.144,79 94,19 96,72 94,80 88,40
NPr T1 2.381,34 2.355,41 2.368,02 2.396,97 53,64 51,47 52,14 54,98
T2s 2.354,89 2.324,33 2.358,59 2.379,43 55,19 48,50 51,34 50,04
T2 2.359,70 2.333,87 2.360,29 2.383,16 48,93 52,34 49,55 54,61
PFO 2.418,88 2.407,18 2.426,09 2.432,74 50,91 49,29 50,47 54,12
PR 2.718,38 2.724,51 2.720,18 2.747,40 60,13 58,39 52,84 54,69
SR T1 2.319,98 2.314,75 2.331,02 2.340,74 49,74 48,62 47,63 49,32
T2s 2.297,64 2.275,27 2.310,42 2.345,87 44,89 44,32 55,87 52,38
T2 2.304,26 2.279,08 2.313,13 2.344,35 44,22 44,41 48,42 55,92
PFO 2.372,56 2.380,93 2.392,53 2.406,00 51,69 48,36 48,58 51,78
PR 2.721,19 2.729,19 2.721,33 2.742,82 61,42 54,56 57,29 57,89
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Tabla 8.14: Determinacio´n de los mecanismos de repoblacio´n y seleccio´n (I) - 100
Tareas
Repoblacio´n Seleccio´n Media de los costes mı´nimos Media de los costes ma´ximos
PMX-ISM PMX-ISM OX1-ISM OX1-EM PMX-ISM PMX-ISM OX1-ISM OX1-EM
0.6-0.4 0.5-0.5 0.65-0.35 0.2-0.8 0.6-0.4 0.5-0.5 0.65-0.35 0.2-0.8
NI T1 4.613,39 4.631,85 4.635,39 4.646,16 5.001,05 5.014,45 4.974,28 5.031,37
T2s 4.457,43 4.435,62 4.474,79 4.520,14 4.816,47 4.778,86 4.827,83 4.864,20
T2 4.474,84 4.463,75 4.467,01 4.525,73 4.817,58 4.815,98 4.826,97 4.889,74
PFO 4.821,70 4.831,95 4.818,21 4.864,35 5.200,37 5.224,41 5.224,34 5.280,91
PR 5.566,85 5.502,40 5.444,14 5.565,43 6.224,20 6.160,87 6.051,60 6.206,24
NPm T1 5.243,35 5.210,57 5.277,60 5.430,00 6.050,39 5.952,59 5.985,07 6.187,66
T2s 4.850,94 4.821,38 4.891,52 5.056,93 5.479,50 5.339,38 5.489,78 5.577,22
T2 4.943,99 4.838,57 4.956,75 5.060,82 5.528,13 5.401,78 5.519,32 5.661,99
PFO 5.369,99 5.335,25 5.444,78 5.485,51 6.274,08 6.147,55 6.271,87 6.369,78
PR 6.539,52 6.543,42 6.433,26 6.423,23 7.281,78 7.350,09 7.324,40 7.291,30
NPr T1 4.630,94 4.635,87 4.640,47 4.692,12 5.063,47 5.003,72 5.071,64 5.146,64
T2s 4.555,66 4.499,55 4.548,58 4.638,14 4.990,74 4.899,36 4.977,02 5.066,69
T2 4.556,73 4.547,84 4.603,37 4.655,48 5.001,60 4.908,81 5.000,40 5.092,06
PFO 4.784,47 4.806,75 4.807,81 4.834,17 5.190,18 5.204,97 5.220,46 5.268,60
PR 5.424,81 5.445,37 5.360,15 5.464,00 6.057,49 6.043,83 5.914,21 5.982,68
SR T1 4.578,62 4.588,55 4.592,92 4.647,24 4.959,56 4.960,47 4.979,21 5.035,29
T2s 4.473,16 4.453,49 4.481,13 4.585,59 4.843,36 4.794,74 4.879,69 5.020,11
T2 4.485,41 4.441,64 4.505,89 4.569,22 4.840,31 4.804,09 4.873,46 5.031,35
PFO 4.735,96 4.780,86 4.781,39 4.798,90 5.162,29 5.167,04 5.162,38 5.233,38
PR 5.451,09 5.407,03 5.379,67 5.415,24 6.012,07 5.995,09 5.972,04 5.988,33
Tabla 8.15: Determinacio´n de los mecanismos de repoblacio´n y seleccio´n (II) - 100
Tareas
Repoblacio´n Seleccio´n Media de los costes medios Media de las desviaciones
PMX-ISM PMX-ISM OX1-ISM OX1-EM PMX-ISM PMX-ISM OX1-ISM OX1-EM
0.6-0.4 0.5-0.5 0.65-0.35 0.2-0.8 0.6-0.4 0.5-0.5 0.65-0.35 0.2-0.8
NI T1 4.794,29 4.814,72 4.810,79 4.836,97 73,56 75,92 72,80 77,00
T2s 4.641,09 4.621,56 4.654,84 4.687,02 77,40 68,50 71,83 77,09
T2 4.651,93 4.635,50 4.661,96 4.705,34 71,80 73,33 77,00 71,06
PFO 5.012,06 5.017,17 5.030,97 5.065,49 74,80 78,70 82,31 86,77
PR 5.895,12 5.845,45 5.771,91 5.878,64 124,13 122,55 120,01 128,16
NPm T1 5.638,69 5.555,18 5.632,48 5.764,36 158,10 149,43 146,09 155,64
T2s 5.148,14 5.074,99 5.182,99 5.316,45 110,43 101,20 112,03 110,79
T2 5.217,71 5.132,47 5.227,75 5.368,50 105,68 102,85 113,85 119,76
PFO 5.819,28 5.722,01 5.814,49 5.925,70 178,42 160,49 173,03 174,86
PR 6.974,01 6.987,91 6.927,48 6.895,74 151,91 160,53 185,10 175,00
NPr T1 4.848,53 4.828,63 4.853,80 4.908,29 83,19 70,82 83,84 81,97
T2s 4.766,47 4.703,30 4.779,12 4.855,86 78,74 81,92 77,52 85,23
T2 4.783,55 4.719,15 4.787,93 4.871,64 89,43 73,25 77,60 90,84
PFO 4.986,59 4.991,54 5.017,78 5.045,65 79,55 76,20 82,03 83,14
PR 5.723,60 5.744,10 5.656,01 5.709,27 121,52 118,65 116,48 103,73
SR T1 4.769,21 4.765,80 4.794,43 4.835,77 75,76 66,32 75,43 75,92
T2s 4.650,60 4.679,90 4.689,62 4.802,96 75,65 71,71 76,81 85,15
T2 4.661,74 4.681,93 4.689,37 4.792,21 71,24 72,81 73,72 87,44
PFO 4.951,74 4.970,92 4.973,20 5.012,32 78,50 81,63 75,06 80,15
PR 5.721,87 5.723,21 5.686,34 5.713,32 112,46 117,70 116,92 108,93
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Atendiendo a las simulaciones realizadas del GA se puede observar que los me-
canismos de repoblacio´n que mejores prestaciones alcanzan son NI y SR cuando estos
esta´n en combinacio´n con los me´todos de seleccio´n por torneo. Dependiendo del taman˜o
del problema, unas combinaciones de operadores de cruce y mutacio´n presentan mejores
prestaciones que otras; por ejemplo, para instancias de 25 tareas de taman˜o, la combi-
nacio´n OX1-EM obtiene el mejor rendimiento (Ver Tablas 8.10 y 8.11). A pesar de eso,
las especificaciones y los para´metros que dan mejores resultados generales con el mismo
son:
Operador de cruce PMX con Pcross = 0, 5.
Operador de mutacio´n ISM con Pcross = 0,5
Seleccio´n de dos torneos sin coincidencia.
Repoblacio´n que genera un nuevo individuo aleatorio cuando alguno coincide.
Estas especificaciones del algoritmo gene´tico adema´s de ser las que mejor se
adaptan en general al problema bajo estudio tienen un buen rendimiento en todos los
casos, con muy poca discrepancia sobre las especificaciones mejor adaptadas.
8.3. Resultados de intere´s para la tesis
El presente cap´ıtulo ha mostrado una serie de mecanismos para la mejora de
las soluciones encontradas con las heur´ısticas del Cap´ıtulo 7. Dos propuestas se han
realizado: unos operadores de bu´squeda local y un procedimiento metaheur´ıstico como
los algoritmos gene´ticos; los cuales han sido parametrizados, buscando de todas las
variantes posibles la que mejor se adapta al problema bajo estudio.
Adema´s, en el caso de los GAs se ha presentado una propuesta para que los mis-
mos sirvan para adaptar en cada reoptimizacio´n las soluciones previamente alcanzadas
al problema (Ver Figura 8.4).
Capı´tulo9
Resultados
En los Cap´ıtulos 7 y 8 se explicaron todas las metodolog´ıas que han sido estu-
diadas para formar parte del mo´dulo de optimizacio´n de sistema de mejora del acarreo
terrestre. Este cap´ıtulo testeara´ los mismas a trave´s de una bater´ıa de problemas gene-
rada para tal fin. Dicha bater´ıa esta´ compuesta por 29 instancias que esta´n divididas en
tres clases de problemas (distribucio´n aleatoria de las tareas R1; distribucio´n clusteri-
zada, C1; y distribucio´n mixta, RC1); las caracter´ısticas de dicha bater´ıa pueden verse
con mayor detalle en el Ape´ndice A.
Primero se comparara´n las diferentes heur´ısticas planteadas en un entorno de-
terminista y esta´tico; seguidamente se estudiara´ el empeoramiento de las soluciones
propuestas anteriormente cuando las condiciones son ma´s realistas, es decir, cuando se
esta´ en un entorno estoca´stico. De la informacio´n suministrada por ambos estudios, se
deducira´n cua´les de las heur´ısticas planteadas son las ma´s ido´neas para adaptarlas a una
metodolog´ıa de resolucio´n dina´mica; sobre dichas heur´ısticas se realizara´n una serie de
experimentos que dara´n luz sobre los mejores para´metros de reoptimizacio´n. Por u´lti-
mo, se estudia sobre la heur´ıstica propuesta como influyen los mecanismos de mejora
estudiados en los Cap´ıtulos 7 y 8.
9.1. Comparativa de las heur´ısticas en entornos determi-
nistas y sin reoptimizacio´n
Esta seccio´n realizara´ una comparativa de las heur´ısticas en las diferentes clases
de problemas generados y para tres taman˜os diferentes de tareas a realizar durante la
jornada. Las Tablas 9.1, 9.2 y 9.3, muestran los resultados para la clase R1; las Tablas
9.4, 9.5 y 9.6 para la clase C1; y las Tablas 9.7, 9.8 y 9.9 para la clase RC1. La Tabla
9.10 hace un resumen de todas los anteriores, mostrando el coste medio por tarea.
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Tabla 9.1: Comparativa de heur´ısticas en entornos deterministas y esta´ticos
Clase R1 y 25 Tareas
Test Heur´ıstica Distancia nV cLO nLO cLD nLD TC Time
1 SCH 984,40 9 12,00 2 0,00 0 1086,40 0,23
NNH 998,86 10 17,31 5 0,00 0 1116,17 0,09
IH 1055,04 10 18,49 3 0,00 0 1173,53 0,85
I2PH 984,40 10 0,00 0 0,00 0 1084,40 0,25
I22PH 984,40 10 0,00 0 0,00 0 1084,40 0,33
2 SCH 998,82 7 8,16 1 0,00 0 1076,98 0,24
NNH 1058,91 8 1,70 1 0,00 0 1140,61 0,04
IH 1057,63 9 2,77 2 0,00 0 1150,40 0,85
I2PH 961,44 7 0,00 0 0,00 0 1031,44 0,03
I22PH 961,44 7 0,00 0 0,00 0 1031,44 0,08
3 SCH 848,03 7 0,00 0 0,00 0 918,03 0,23
NNH 935,97 6 0,00 0 0,00 0 995,97 0,04
IH 947,91 6 6,31 1 0,00 0 1014,22 0,67
I2PH 821,66 7 0,00 0 0,00 0 891,66 0,03
I22PH 821,66 7 0,00 0 0,00 0 891,66 0,06
4 SCH 853,85 6 0,00 0 0,00 0 913,85 0,24
NNH 922,19 6 0,00 0 0,00 0 982,19 0,04
IH 983,86 6 0,00 0 0,00 0 1043,86 0,67
I2PH 810,31 5 0,00 0 0,00 0 860,31 0,03
I22PH 810,31 5 0,00 0 0,00 0 860,31 0,06
5 SCH 986,21 9 0,00 0 0,00 0 1076,21 0,23
NNH 1051,54 9 6,97 2 0,00 0 1148,50 0,04
IH 1090,41 8 14,31 1 0,00 0 1184,72 0,70
I2PH 974,28 8 0,00 0 0,00 0 1054,28 0,03
I22PH 974,28 8 0,00 0 0,00 0 1054,28 0,06
6 SCH 950,12 7 0,00 0 0,00 0 1020,12 0,24
NNH 1060,60 7 2,17 1 0,00 0 1132,77 0,04
IH 993,92 6 4,50 1 0,00 0 1058,42 0,68
I2PH 940,58 7 0,00 0 0,00 0 1010,58 0,03
I22PH 940,58 7 0,00 0 0,00 0 1010,58 0,06
7 SCH 952,27 7 0,00 0 0,00 0 1022,27 0,24
NNH 993,84 6 5,41 1 0,00 0 1059,26 0,04
IH 1021,50 5 6,43 1 0,00 0 1077,93 0,67
I2PH 925,33 7 0,00 0 0,00 0 995,33 0,03
I22PH 925,33 7 0,00 0 0,00 0 995,33 0,06
8 SCH 936,01 6 0,00 0 0,00 0 996,01 0,24
NNH 1020,74 5 4,83 1 0,00 0 1075,57 0,04
IH 948,02 5 2,17 1 0,00 0 1000,19 0,68
I2PH 898,25 6 0,00 0 0,00 0 958,25 0,03
I22PH 898,25 6 0,00 0 0,00 0 958,25 0,06
9 SCH 885,21 7 7,17 1 0,00 0 962,38 0,23
NNH 1075,75 7 1,55 2 0,00 0 1147,29 0,04
IH 1089,70 6 7,81 2 0,00 0 1157,50 0,68
I2PH 885,21 6 0,00 0 0,00 0 945,21 0,03
I22PH 885,21 6 0,00 0 0,00 0 945,21 0,06
10 SCH 837,67 8 0,00 0 0,00 0 917,67 0,23
NNH 976,67 7 9,34 2 0,00 0 1056,01 0,04
IH 1007,36 6 7,88 1 0,00 0 1075,24 0,68
I2PH 837,67 7 0,00 0 0,00 0 907,67 0,03
I22PH 837,67 7 0,00 0 0,00 0 907,67 0,06
11 SCH 894,80 7 0,00 0 0,00 0 964,80 0,24
NNH 991,66 6 2,96 1 0,00 0 1054,63 0,04
IH 1084,98 6 1,44 1 0,00 0 1146,42 0,68
I2PH 892,54 7 0,00 0 0,00 0 962,54 0,03
I22PH 892,54 7 0,00 0 0,00 0 962,54 0,06
12 SCH 891,15 7 0,00 0 0,00 0 961,15 0,25
NNH 986,91 6 4,22 2 0,00 0 1051,14 0,04
IH 962,01 6 3,51 1 0,00 0 1025,52 0,68
I2PH 891,15 6 0,00 0 0,00 0 951,15 0,03
I22PH 891,15 6 0,00 0 0,00 0 951,15 0,06
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Tabla 9.2: Comparativa de heur´ısticas en entornos deterministas y esta´ticos
Clase R1 y 50 Tareas
Test Heur´ıstica Distancia nV cLO nLO cLD nLD TC Time
1 SCH 1905,13 20 4,17 1 0,00 0 2109,29 1,62
NNH 2024,88 21 39,07 9 0,00 0 2273,95 0,08
IH 2158,12 18 80,54 9 0,00 0 2418,66 5,16
I2PH 1905,13 20 0,00 0 0,00 0 2105,13 0,06
I22PH 1905,13 20 0,00 0 0,00 0 2105,13 0,17
2 SCH 1855,63 14 0,20 1 0,00 0 1995,82 1,68
NNH 2058,60 15 10,85 7 0,00 0 2219,44 0,08
IH 2158,12 18 80,54 9 0,00 0 2418,66 5,16
I2PH 1832,18 14 0,00 0 0,00 0 1972,18 0,06
I22PH 1832,18 14 0,00 0 0,00 0 1972,18 0,15
3 SCH 1724,03 13 2,83 1 0,00 0 1856,86 1,69
NNH 1958,29 11 15,97 6 0,00 0 2084,26 0,08
IH 1837,06 11 66,19 9 0,00 0 2013,25 4,74
I2PH 1682,02 14 0,00 0 0,00 0 1822,02 0,06
I22PH 1682,02 14 0,00 0 0,00 0 1822,02 0,14
4 SCH 1701,87 10 0,00 0 0,00 0 1801,87 1,71
NNH 1828,01 10 0,00 0 0,00 0 1928,01 0,08
IH 1882,42 11 4,36 1 0,00 0 1996,78 4,74
I2PH 1646,42 9 0,00 0 0,00 0 1736,42 0,06
I22PH 1646,42 9 0,00 0 0,00 0 1736,42 0,14
5 SCH 1888,44 16 0,00 0 0,00 0 2048,44 1,67
NNH 2086,94 14 26,10 7 0,00 0 2253,04 0,08
IH 2122,28 13 47,70 6 0,00 0 2299,99 4,92
I2PH 1889,10 17 0,00 0 0,00 0 2059,10 0,06
I22PH 1889,10 17 0,00 0 0,00 0 2059,10 0,15
6 SCH 1759,77 13 0,00 0 0,00 0 1889,77 1,69
NNH 2044,22 12 26,44 8 0,00 0 2190,66 0,08
IH 2069,55 12 45,26 7 0,00 0 2234,80 4,81
I2PH 1752,30 14 0,00 0 0,00 0 1892,30 0,06
I22PH 1752,30 14 0,00 0 0,00 0 1892,30 0,14
7 SCH 1726,44 11 0,00 0 0,00 0 1836,44 1,70
NNH 2014,69 10 5,21 2 0,00 0 2119,90 0,08
IH 1969,18 11 0,00 0 0,00 0 2079,18 4,77
I2PH 1732,53 12 0,00 0 0,00 0 1852,53 0,05
I22PH 1732,53 12 0,00 0 0,00 0 1852,53 0,14
8 SCH 1672,95 9 0,00 0 0,00 0 1762,95 1,71
NNH 1861,68 9 0,00 0 0,00 0 1951,68 0,08
IH 1853,30 9 4,97 1 0,00 0 1948,28 4,73
I2PH 1641,36 10 0,00 0 0,00 0 1741,36 0,05
I22PH 1641,36 10 0,00 0 0,00 0 1741,36 0,15
9 SCH 1734,84 14 0,00 0 0,00 0 1874,84 1,69
NNH 2071,42 12 19,33 8 0,00 0 2210,75 0,08
IH 2145,27 12 16,05 4 0,00 0 2281,32 4,84
I2PH 1730,93 15 0,00 0 0,00 0 1880,93 0,06
I22PH 1730,93 15 0,00 0 0,00 0 1880,93 0,15
10 SCH 1715,73 13 0,00 0 0,00 0 1845,73 1,70
NNH 2109,75 13 1,22 3 0,00 0 2240,97 0,08
IH 2025,39 11 9,67 4 0,00 0 2145,06 4,81
I2PH 1713,99 12 0,00 0 0,00 0 1833,99 0,06
I22PH 1713,99 12 0,00 0 0,00 0 1833,99 0,15
11 SCH 1768,67 14 0,00 0 0,00 0 1908,67 1,69
NNH 2119,81 12 11,39 3 0,00 0 2251,20 0,08
IH 2111,29 11 6,62 2 0,00 0 2227,90 4,80
I2PH 1731,21 14 0,00 0 0,00 0 1871,21 0,06
I22PH 1731,21 14 0,00 0 0,00 0 1871,21 0,14
12 SCH 1643,63 14 0,00 0 0,00 0 1783,63 1,68
NNH 1931,29 12 0,76 2 0,00 0 2052,04 0,09
IH 1904,07 10 18,77 4 0,00 0 2022,85 4,80
I2PH 1643,63 12 0,00 0 0,00 0 1763,63 0,06
I22PH 1643,63 12 0,00 0 0,00 0 1763,63 0,15
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Tabla 9.3: Comparativa de heur´ısticas en entornos deterministas y esta´ticos
Clase R1 y 100 Tareas
Test Heur´ıstica Distancia nV cLO nLO cLD nLD TC Time
1 SCH 3578,95 36 30,80 5 0,00 0 3969,75 12,76
NNH 3800,30 37 46,32 18 0,00 0 4216,62 0,27
IH 4111,29 30 178,28 28 0,00 0 4589,57 37,47
I2PH 3584,44 40 0,00 0 0,00 0 3984,44 0,16
I22PH 3565,49 40 0,00 0 0,00 0 3965,49 0,48
2 SCH 3371,00 26 6,67 2 0,00 0 3637,67 13,28
NNH 3863,10 28 23,53 12 0,00 0 4166,63 0,26
IH 4111,29 30 178,28 28 0,00 0 4589,57 37,47
I2PH 3330,61 25 0,00 0 0,00 0 3580,61 0,13
I22PH 3330,61 25 0,00 0 0,00 0 3580,61 0,47
3 SCH 3146,50 21 0,00 0 0,00 0 3356,50 13,33
NNH 3548,52 21 10,09 7 0,00 0 3768,61 0,27
IH 3546,52 20 66,81 13 0,00 0 3813,33 36,14
I2PH 3045,01 21 0,00 0 0,00 0 3255,01 0,12
I22PH 3045,01 21 0,00 0 0,00 0 3255,01 0,50
4 SCH 3066,58 18 0,00 0 0,00 0 3246,58 13,34
NNH 3346,82 17 7,01 3 0,00 0 3523,83 0,28
IH 3325,75 18 0,94 1 0,00 0 3506,68 35,82
I2PH 2923,68 18 0,00 0 0,00 0 3103,68 0,14
I22PH 2923,68 18 0,00 0 0,00 0 3103,68 0,50
5 SCH 3310,08 28 7,59 2 0,00 0 3597,67 13,12
NNH 3812,44 25 26,04 18 0,00 0 4088,48 0,26
IH 3879,07 24 75,79 15 0,00 0 4194,85 36,34
I2PH 3310,77 28 0,00 0 0,00 0 3590,77 0,15
I22PH 3310,77 28 0,00 0 0,00 0 3590,77 0,48
6 SCH 3240,81 23 0,00 0 0,00 0 3470,81 13,23
NNH 3735,25 24 12,53 11 0,00 0 3987,78 0,27
IH 3996,43 23 19,18 9 0,00 0 4245,61 35,90
I2PH 3206,42 22 0,00 0 0,00 0 3426,42 0,13
I22PH 3206,42 22 0,00 0 0,00 0 3426,42 0,48
7 SCH 3108,52 20 0,00 0 0,00 0 3308,52 13,33
NNH 3457,97 18 9,72 6 0,00 0 3647,69 0,26
IH 3513,02 18 39,21 8 0,00 0 3732,23 35,69
I2PH 3013,28 19 0,00 0 0,00 0 3203,28 0,12
I22PH 3013,28 19 0,00 0 0,00 0 3203,28 0,50
8 SCH 2966,61 18 0,00 0 0,00 0 3146,61 13,29
NNH 3444,17 17 4,92 3 0,00 0 3619,09 0,26
IH 3198,79 17 15,71 2 0,00 0 3384,51 35,54
I2PH 2924,06 20 0,00 0 0,00 0 3124,06 0,13
I22PH 2924,06 20 0,00 0 0,00 0 3124,06 0,50
9 SCH 3117,19 24 0,00 0 0,00 0 3357,19 13,20
NNH 3700,28 26 22,40 15 0,00 0 3982,68 0,27
IH 3729,09 22 42,65 10 0,00 0 3991,74 36,39
I2PH 3112,27 23 0,00 0 0,00 0 3342,27 0,14
I22PH 3112,27 23 0,00 0 0,00 0 3342,27 0,49
10 SCH 3021,11 25 0,00 0 0,00 0 3271,11 13,22
NNH 3728,30 22 6,15 11 0,00 0 3954,45 0,27
IH 3675,37 21 23,68 8 0,00 0 3909,05 36,24
I2PH 2976,53 22 0,00 0 0,00 0 3196,53 0,13
I22PH 2976,53 22 0,00 0 0,00 0 3196,53 0,49
11 SCH 3166,60 24 0,77 1 0,00 0 3407,37 13,26
NNH 3619,66 21 17,84 8 0,00 0 3847,49 0,29
IH 3817,45 21 20,30 3 0,00 0 4047,75 36,06
I2PH 3154,99 23 0,00 0 0,00 0 3384,99 0,13
I22PH 3154,99 23 0,00 0 0,00 0 3384,99 0,50
12 SCH 2918,70 24 0,00 0 0,00 0 3158,70 13,23
NNH 3683,10 20 0,55 3 0,00 0 3883,66 0,27
IH 3637,56 20 13,47 5 0,00 0 3851,03 37,61
I2PH 2918,70 23 0,00 0 0,00 0 3148,70 0,13
I22PH 2918,70 23 0,00 0 0,00 0 3148,70 0,53
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Tabla 9.4: Comparativa de heur´ısticas en entornos deterministas y esta´ticos
Clase C1 y 25 Tareas
Test Heur´ıstica Distancia nV cLO nLO cLD nLD TC Time
1 SCH 807,66 4 2,33 1 0,00 0 849,99 0,28
NNH 772,51 4 15,00 4 0,00 0 827,52 0,07
IH 734,54 4 34,83 3 0,00 0 809,37 0,65
I2PH 807,13 3 0,00 0 0,00 0 837,13 0,03
I22PH 807,13 3 0,00 0 0,00 0 837,13 0,25
2 SCH 721,12 5 0,00 0 0,00 0 771,12 0,24
NNH 767,68 2 0,00 0 0,00 0 787,68 0,04
IH 734,39 4 15,00 2 0,00 0 789,39 0,66
I2PH 668,13 4 0,00 0 0,00 0 708,13 0,03
I22PH 668,13 4 0,00 0 0,00 0 708,13 0,06
3 SCH 740,96 2 5,85 1 0,00 0 766,81 0,24
NNH 898,47 2 24,19 3 0,00 0 942,66 0,04
IH 741,64 3 16,85 3 0,00 0 788,49 0,65
I2PH 643,46 3 0,00 0 0,00 0 673,46 0,03
I22PH 643,46 3 0,00 0 0,00 0 673,46 0,05
4 SCH 778,19 5 0,00 0 0,00 0 828,19 0,24
NNH 773,64 2 4,98 1 0,00 0 798,61 0,03
IH 668,99 2 0,63 1 0,00 0 689,62 0,65
I2PH 655,82 2 0,00 0 0,00 0 675,82 0,03
I22PH 655,82 2 0,00 0 0,00 0 675,82 0,05
5 SCH 770,21 3 0,00 0 0,00 0 800,21 0,24
NNH 712,11 3 4,05 2 0,00 0 746,16 0,04
IH 784,12 3 13,22 1 0,00 0 827,33 0,65
I2PH 737,16 3 0,00 0 0,00 0 767,16 0,03
I22PH 737,16 3 0,00 0 0,00 0 767,16 0,06
6 SCH 879,44 6 0,00 0 0,00 0 939,44 0,25
NNH 780,07 4 7,03 3 0,00 0 827,10 0,04
IH 720,36 4 9,48 3 0,00 0 769,84 0,65
I2PH 809,91 3 0,00 0 0,00 0 839,91 0,03
I22PH 809,91 3 0,00 0 0,00 0 839,91 0,06
7 SCH 795,10 4 0,00 0 0,00 0 835,10 0,24
NNH 772,13 2 2,48 1 0,00 0 794,61 0,03
IH 795,18 3 14,61 2 0,00 0 839,79 0,66
I2PH 728,59 3 0,00 0 0,00 0 758,59 0,03
I22PH 728,59 3 0,00 0 0,00 0 758,59 0,07
8 SCH 652,91 3 0,00 0 0,00 0 682,91 0,24
NNH 741,15 3 0,00 0 0,00 0 771,15 0,04
IH 684,28 2 0,00 0 0,00 0 704,28 0,66
I2PH 632,36 2 0,00 0 0,00 0 652,36 0,03
I22PH 632,36 2 0,00 0 0,00 0 652,36 0,05
9 SCH 769,24 2 0,00 0 0,00 0 789,24 0,24
NNH 786,72 3 2,04 1 0,00 0 818,76 0,03
IH 751,06 2 0,00 0 0,00 0 771,06 0,65
I2PH 654,89 4 0,00 0 0,00 0 694,89 0,03
I22PH 654,89 4 0,00 0 0,00 0 694,89 0,06
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Tabla 9.5: Comparativa de heur´ısticas en entornos deterministas y esta´ticos
Clase C1 y 50 Tareas
Test Heur´ıstica Distancia nV cLO nLO cLD nLD TC Time
1 SCH 1617,20 9 1,00 1 0,00 0 1708,20 1,74
NNH 1593,43 5 42,65 9 0,00 0 1686,08 0,08
IH 1599,59 7 87,96 4 0,00 0 1757,55 4,83
I2PH 1586,60 6 0,00 0 0,00 0 1646,60 0,15
I22PH 1586,60 6 0,00 0 0,00 0 1646,60 0,06
2 SCH 1580,41 8 0,00 0 0,00 0 1660,41 1,74
NNH 1607,42 5 29,90 7 0,00 0 1687,32 0,08
IH 1669,24 5 50,86 5 0,00 0 1770,10 4,74
I2PH 1451,34 5 0,00 0 0,00 0 1501,34 0,05
I22PH 1451,34 5 0,00 0 0,00 0 1501,34 0,14
3 SCH 1612,23 8 0,00 0 0,00 0 1692,23 1,75
NNH 1842,55 4 18,73 4 0,00 0 1901,28 0,08
IH 1587,26 4 18,95 3 0,00 0 1646,20 4,83
I2PH 1394,43 5 0,00 0 0,00 0 1444,43 0,06
I22PH 1394,43 5 0,00 0 0,00 0 1444,43 0,14
4 SCH 1627,48 4 0,00 0 0,00 0 1667,48 1,74
NNH 1672,65 7 17,48 3 0,00 0 1760,13 0,08
IH 1489,67 4 25,79 1 0,00 0 1555,46 4,88
I2PH 1433,97 4 0,00 0 0,00 0 1473,97 0,05
I22PH 1433,97 4 0,00 0 0,00 0 1473,97 0,15
5 SCH 1631,14 6 0,00 0 0,00 0 1691,14 1,76
NNH 1644,11 5 19,35 6 0,00 0 1713,47 0,08
IH 1662,72 5 12,22 2 0,00 0 1724,94 4,71
I2PH 1577,85 5 0,00 0 0,00 0 1627,85 0,15
I22PH 1577,85 5 0,00 0 0,00 0 1627,85 0,05
6 SCH 1664,33 7 4,29 1 0,00 0 1738,62 1,79
NNH 1769,85 6 36,19 11 0,00 0 1866,04 0,08
IH 1767,30 6 46,98 4 0,00 0 1874,27 4,77
I2PH 1576,91 7 0,00 0 0,00 0 1646,91 0,15
I22PH 1576,91 7 0,00 0 0,00 0 1646,91 0,05
7 SCH 1593,86 5 0,00 0 0,00 0 1643,86 1,76
NNH 1543,46 5 31,48 8 0,00 0 1624,94 0,08
IH 1619,77 5 76,57 5 0,00 0 1746,33 4,78
I2PH 1482,99 5 0,00 0 0,00 0 1532,99 0,06
I22PH 1482,99 5 0,00 0 0,00 0 1532,99 0,15
8 SCH 1431,31 3 0,00 0 0,00 0 1461,31 1,75
NNH 1519,64 3 0,00 0 0,00 0 1549,64 0,08
IH 1414,52 3 11,71 2 0,00 0 1456,23 4,87
I2PH 1368,02 3 0,00 0 0,00 0 1398,02 0,06
I22PH 1368,02 3 0,00 0 0,00 0 1398,02 0,14
9 SCH 1605,38 5 0,00 0 0,00 0 1655,38 1,82
NNH 1515,63 4 15,59 7 0,00 0 1571,21 0,08
IH 1491,02 4 37,54 2 0,00 0 1568,56 4,80
I2PH 1455,47 6 0,00 0 0,00 0 1515,47 0,06
I22PH 1455,47 6 0,00 0 0,00 0 1515,47 0,15
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Tabla 9.6: Comparativa de heur´ısticas en entornos deterministas y esta´ticos
Clase C1 y 100 Tareas
Test Heur´ıstica Distancia nV cLO nLO cLD nLD TC Time
1 SCH 3907,84 15 3,36 1 0,00 0 4061,21 14,04
NNH 3996,84 11 75,77 23 0,00 0 4182,61 0,26
IH 4053,94 13 135,97 10 0,00 0 4319,91 44,01
I2PH 3772,87 12 0,00 0 0,00 0 3892,87 0,14
I22PH 3772,87 12 0,00 0 0,00 0 3892,87 0,47
2 SCH 3879,57 14 0,00 0 0,00 0 4019,57 13,79
NNH 4173,98 10 39,33 11 0,00 0 4313,31 0,26
IH 3831,25 12 120,60 11 0,00 0 4071,85 37,83
I2PH 3565,51 10 0,00 0 0,00 0 3665,51 0,14
I22PH 3565,51 10 0,00 0 0,00 0 3665,51 0,49
3 SCH 3917,11 11 5,55 1 0,00 0 4032,66 13,87
NNH 4204,48 8 49,56 12 0,00 0 4334,04 0,26
IH 3685,77 9 30,98 3 0,00 0 3806,75 38,62
I2PH 3313,70 9 0,00 0 0,00 0 3403,70 0,14
I22PH 3313,70 9 0,00 0 0,00 0 3403,70 0,49
4 SCH 3758,20 10 0,00 0 0,00 0 3858,20 13,69
NNH 4082,58 10 24,57 4 0,00 0 4207,15 0,26
IH 3650,12 7 61,54 5 0,00 0 3781,66 43,73
I2PH 3262,20 7 0,00 0 0,00 0 3332,20 0,13
I22PH 3262,20 7 0,00 0 0,00 0 3332,20 0,52
5 SCH 3955,99 11 0,00 0 0,00 0 4065,99 13,70
NNH 4023,79 10 43,44 16 0,00 0 4167,23 0,25
IH 3862,95 12 176,87 10 0,00 0 4159,82 36,65
I2PH 3771,65 12 0,00 0 0,00 0 3891,65 0,14
I22PH 3771,65 12 0,00 0 0,00 0 3891,65 0,48
6 SCH 3791,53 12 0,00 0 0,00 0 3911,53 13,69
NNH 3990,22 8 52,59 15 0,00 0 4122,80 0,26
IH 3756,41 10 89,58 9 0,00 0 3945,99 37,45
I2PH 3447,95 11 0,00 0 0,00 0 3557,95 0,14
I22PH 3447,95 11 0,00 0 0,00 0 3557,95 0,48
7 SCH 3941,94 11 0,00 0 0,00 0 4051,94 13,73
NNH 3933,59 10 34,68 14 0,00 0 4068,27 0,26
IH 3835,28 10 100,38 13 0,00 0 4035,66 36,97
I2PH 3590,34 11 0,00 0 0,00 0 3700,34 0,12
I22PH 3590,34 11 0,00 0 0,00 0 3700,34 0,48
8 SCH 3302,96 7 0,00 0 0,00 0 3372,96 14,12
NNH 3603,52 7 24,52 5 0,00 0 3698,04 0,25
IH 3397,81 6 18,89 3 0,00 0 3476,70 37,73
I2PH 3218,03 6 0,00 0 0,00 0 3278,03 0,14
I22PH 3218,03 6 0,00 0 0,00 0 3278,03 0,52
9 SCH 3717,08 10 0,00 0 0,00 0 3817,08 14,86
NNH 3655,06 9 67,33 16 0,00 0 3812,39 0,27
IH 3500,84 10 162,50 11 0,00 0 3763,34 38,38
I2PH 3437,83 12 0,00 0 0,00 0 3557,83 0,14
I22PH 3437,83 12 0,00 0 0,00 0 3557,83 0,52
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Tabla 9.7: Comparativa de heur´ısticas en entornos deterministas y esta´ticos
Clase RC1 y 25 Tareas
Test Heur´ıstica Distancia nV cLO nLO cLD nLD TC Time
1 SCH 1431,39 9 1,27 1 0,00 0 1522,66 0,23
NNH 1470,17 12 11,67 2 0,00 0 1601,85 0,04
IH 1488,22 8 13,60 5 0,00 0 1581,82 0,71
I2PH 1461,39 10 0,00 0 0,00 0 1561,39 0,03
I22PH 1461,39 10 0,00 0 0,00 0 1561,39 0,10
2 SCH 1177,52 8 0,00 0 0,00 0 1257,52 0,23
NNH 1264,94 7 10,78 2 0,00 0 1345,72 0,04
IH 1412,44 7 11,68 2 0,00 0 1494,12 0,68
I2PH 1177,52 7 0,00 0 0,00 0 1247,52 0,03
I22PH 1177,52 7 0,00 0 0,00 0 1247,52 0,06
3 SCH 1153,75 6 0,00 0 0,00 0 1213,75 0,24
NNH 1268,93 5 5,41 1 0,00 0 1324,34 0,04
IH 1309,96 6 0,00 0 0,00 0 1369,96 0,68
I2PH 1152,29 7 0,00 0 0,00 0 1222,29 0,03
I22PH 1152,29 7 0,00 0 0,00 0 1222,29 0,06
4 SCH 1072,62 7 0,00 0 0,00 0 1142,62 0,24
NNH 1138,24 5 0,00 0 0,00 0 1188,24 0,03
IH 1170,52 6 0,00 0 0,00 0 1230,52 0,67
I2PH 1072,62 6 0,00 0 0,00 0 1132,62 0,03
I22PH 1072,62 6 0,00 0 0,00 0 1132,62 0,06
5 SCH 1344,02 10 0,00 0 0,00 0 1444,02 0,23
NNH 1423,22 9 2,60 2 0,00 0 1515,82 0,04
IH 1509,55 8 18,70 5 0,00 0 1608,25 0,71
I2PH 1345,62 11 0,00 0 0,00 0 1455,62 0,03
I22PH 1345,62 11 0,00 0 0,00 0 1455,62 0,06
6 SCH 1344,75 8 0,00 0 0,00 0 1424,75 0,23
NNH 1494,78 9 3,73 1 0,00 0 1588,52 0,04
IH 1235,95 9 0,00 0 0,00 0 1325,95 0,71
I2PH 1344,75 9 0,00 0 0,00 0 1434,75 0,03
I22PH 1344,75 9 0,00 0 0,00 0 1434,75 0,06
7 SCH 1214,56 10 1,40 1 0,00 0 1315,96 0,23
NNH 1337,02 7 6,90 4 0,00 0 1413,92 0,04
IH 1480,99 7 1,65 1 0,00 0 1552,65 0,70
I2PH 1214,56 9 0,00 0 0,00 0 1304,56 0,03
I22PH 1214,56 9 0,00 0 0,00 0 1304,56 0,06
8 SCH 1159,86 9 0,00 0 0,00 0 1249,86 0,23
NNH 1481,15 8 0,19 1 0,00 0 1561,34 0,04
IH 1535,75 7 0,00 0 0,00 0 1605,75 0,70
I2PH 1159,86 8 0,00 0 0,00 0 1239,86 0,03
I22PH 1159,86 8 0,00 0 0,00 0 1239,86 0,06
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Tabla 9.8: Comparativa de heur´ısticas en entornos deterministas y esta´ticos
Clase RC1 y 50 Tareas
Test Heur´ıstica Distancia nV cLO nLO cLD nLD TC Time
1 SCH 3027,36 21 0,00 0 0,00 0 3237,36 1,63
NNH 3254,61 25 15,84 5 0,00 0 3520,45 0,08
IH 3013,80 21 16,27 5 0,00 0 3240,07 5,07
I2PH 3039,08 22 0,00 0 0,00 0 3259,08 0,07
I22PH 3039,08 22 0,00 0 0,00 0 3259,08 0,17
2 SCH 2524,83 16 3,60 1 0,00 0 2688,43 1,68
NNH 2953,09 19 13,06 5 0,00 0 3156,15 0,08
IH 2882,21 14 46,66 9 0,00 0 3068,87 4,87
I2PH 2582,73 17 0,00 0 0,00 0 2752,73 0,07
I22PH 2582,73 17 0,00 0 0,00 0 2752,73 0,16
3 SCH 2405,51 14 0,00 0 0,00 0 2545,51 1,69
NNH 2685,69 13 6,47 1 0,00 0 2822,16 0,08
IH 2851,66 12 8,93 3 0,00 0 2980,60 4,86
I2PH 2339,73 13 0,00 0 0,00 0 2469,73 0,07
I22PH 2339,73 13 0,00 0 0,00 0 2469,73 0,16
4 SCH 2221,28 11 0,00 0 0,00 0 2331,28 1,79
NNH 2522,48 10 2,11 1 0,00 0 2624,60 0,08
IH 2446,84 11 0,00 0 0,00 0 2556,84 4,80
I2PH 2224,48 10 0,00 0 0,00 0 2324,48 0,06
I22PH 2224,48 10 0,00 0 0,00 0 2324,48 0,14
5 SCH 2927,77 19 6,88 1 0,00 0 3124,65 1,69
NNH 3264,91 19 4,15 6 0,00 0 3459,06 0,09
IH 3214,80 17 14,53 7 0,00 0 3399,33 5,05
I2PH 2936,74 17 0,00 0 0,00 0 3106,74 0,06
I22PH 2936,74 17 0,00 0 0,00 0 3106,74 0,16
6 SCH 2852,50 18 5,88 1 0,00 0 3038,37 1,76
NNH 3373,17 21 1,65 2 0,00 0 3584,82 0,08
IH 2979,27 17 12,36 4 0,00 0 3161,63 5,03
I2PH 2867,95 17 0,00 0 0,00 0 3037,95 0,06
I22PH 2867,95 17 0,00 0 0,00 0 3037,95 0,16
7 SCH 2395,24 20 0,00 0 0,00 0 2595,24 1,69
NNH 3086,29 16 10,98 5 0,00 0 3257,26 0,09
IH 2766,39 16 14,06 3 0,00 0 2940,45 4,99
I2PH 2398,90 19 0,00 0 0,00 0 2588,90 0,06
I22PH 2398,90 19 0,00 0 0,00 0 2588,90 0,15
8 SCH 2324,84 18 0,00 0 0,00 0 2504,84 1,91
NNH 3002,56 15 7,94 2 0,00 0 3160,50 0,08
IH 2926,24 15 5,78 2 0,00 0 3082,02 4,98
I2PH 2324,84 18 0,00 0 0,00 0 2504,84 0,07
I22PH 2324,84 18 0,00 0 0,00 0 2504,84 0,15
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Tabla 9.9: Comparativa de heur´ısticas en entornos deterministas y esta´ticos
Clase RC1 y 100 Tareas
Test Heur´ıstica Distancia nV cLO nLO cLD nLD TC Time
1 SCH 4524,20 36 10,82 2 0,00 0 4895,02 12,91
NNH 4996,83 35 34,60 12 0,00 0 5381,43 0,26
IH 5076,03 35 82,73 11 0,00 0 5498,76 37,16
I2PH 4542,85 39 0,00 0 0,00 0 4932,85 0,21
I22PH 4542,85 39 0,00 0 0,00 0 4932,85 0,49
2 SCH 4049,96 27 3,37 2 0,00 0 4323,33 13,27
NNH 4869,03 27 6,45 8 0,00 0 5145,47 0,27
IH 4746,86 24 31,74 9 0,00 0 5018,60 37,84
I2PH 4085,49 27 0,00 0 0,00 0 4355,49 0,13
I22PH 4085,49 27 0,00 0 0,00 0 4355,49 0,48
3 SCH 3971,08 23 0,00 0 0,00 0 4201,08 13,38
NNH 4400,07 20 7,72 4 0,00 0 4607,80 0,26
IH 4657,17 21 12,33 3 0,00 0 4879,51 43,37
I2PH 3773,58 23 0,00 0 0,00 0 4003,58 0,12
I22PH 3773,58 23 0,00 0 0,00 0 4003,58 0,52
4 SCH 3786,61 19 0,00 0 0,00 0 3976,61 13,43
NNH 4446,34 19 10,03 5 0,00 0 4646,37 0,26
IH 4124,16 19 27,61 2 0,00 0 4341,77 40,21
I2PH 3786,61 19 0,00 0 0,00 0 3976,61 0,13
I22PH 3786,61 19 0,00 0 0,00 0 3976,61 0,52
5 SCH 4624,89 33 7,83 1 0,00 0 4962,73 13,05
NNH 5295,82 31 29,98 14 0,00 0 5635,79 0,26
IH 5230,93 30 52,57 9 0,00 0 5583,51 42,21
I2PH 4646,74 33 0,00 0 0,00 0 4976,74 0,13
I22PH 4646,74 33 0,00 0 0,00 0 4976,74 0,50
6 SCH 4289,88 31 0,00 0 0,00 0 4599,88 13,15
NNH 5137,72 30 5,14 10 0,00 0 5442,87 0,26
IH 4796,07 29 33,68 10 0,00 0 5119,75 41,01
I2PH 4289,88 31 0,00 0 0,00 0 4599,88 0,13
I22PH 4289,88 31 0,00 0 0,00 0 4599,88 0,47
7 SCH 3946,73 31 2,72 1 0,00 0 4259,45 13,11
NNH 4851,54 26 11,79 14 0,00 0 5123,33 0,27
IH 4861,72 25 25,52 7 0,00 0 5137,24 39,69
I2PH 3918,02 31 0,00 0 0,00 0 4228,02 0,13
I22PH 3918,02 31 0,00 0 0,00 0 4228,02 0,49
8 SCH 3814,27 30 0,00 0 0,00 0 4114,27 13,16
NNH 4831,99 25 9,42 4 0,00 0 5091,41 0,27
IH 4887,08 25 11,54 2 0,00 0 5148,61 39,83
I2PH 3784,80 29 0,00 0 0,00 0 4074,80 0,12
I22PH 3784,80 29 0,00 0 0,00 0 4074,80 0,50
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Tabla 9.10: Heur´ısticas en entornos deterministas y esta´ticos - Costes medios por
tarea
Clase Heur´ıstica Nu´mero de tareas
25 50 100 Media
R1 SCH 476,63 454,29 409,28 446,74
NNH 518,40 515,52 466,87 500,26
IH 524,32 521,73 478,56 508,20
I2PH 465,71 450,62 403,41 439,91
I22PH 465,71 450,62 403,22 439,85
C1 SCH 290,52 298,37 351,91 313,60
NNH 292,57 307,20 369,06 322,94
IH 279,57 301,99 353,62 311,73
I2PH 264,30 275,75 322,80 287,62
I22PH 264,30 275,75 322,80 287,62
RC1 SCH 422,85 441,31 353,32 405,83
NNH 461,59 511,70 410,74 461,34
IH 470,76 488,60 409,28 456,21
I2PH 423,94 440,89 351,48 405,44
I22PH 423,94 440,89 351,48 405,44
Media SCH 396,67 397,99 371,51 388,72
NNH 424,19 444,81 415,56 428,18
IH 424,88 437,44 413,82 425,38
I2PH 384,65 389,09 359,23 377,66
I22PH 384,65 389,09 359,17 377,63
Las tablas anteriores muestran los resultados para las diferentes heur´ısticas
(heur´ıstica de ahorro en costes, SCH; Heur´ıstica de vecino ma´s cercano, NNH; heur´ıstica
de insercio´n, IH; heur´ıstica de insercio´n en dos fases, I2PH; y heur´ıstica iterativa de
insercio´n en dos fases, I22PH) haciendo uso de los mejores para´metros encontrados para
las mismas en el Cap´ıtulo 7; es decir, en el caso de SCH se uso un MAXWAITING de
65 minutos, de NNH fue testada su variante paralelo con unos pesos [10 1 1 5 10 10], de
la heuristica IH se escogio´ la opcio´n B con unos pesos [ 1 1 1 0,01], y tanto I2PH como
I22PH tomaron un MAXWAITING de 45 minutos.
Los resultados demuestran que, salvo en contadas ocasiones, la heur´ıstica I22PH
y I2PH son las que mejores resultados muestran, de las dema´s podr´ıa destacarse SCH. Si
se observa la Tabla 9.10, que contiene los resultados medios por tarea para los diferentes
clases de problemas y diferentes taman˜os de problemas, en todos los casos las heur´ısticas
I2PH y I22PH son las que mejor comportamiento medio presentan.
Como ya se comento´ anteriormente, I22PH y I2PH esta´n basadas en los mis-
mos principios, siendo la primera modificada para algunas situaciones que suelen darse
en entornos dina´micos; dado que las tablas anteriores han sido testeadas en un entorno
esta´tico, donde no existen reoptimizaciones, es lo´gica la similitud de resultados. En algu-
nas ocasiones I22PH mejora sobre I2PH debido principalmente al aumento del nu´mero
de reiteraciones.
Las tablas muestran tambie´n el tiempo de ejecucio´n de cada una de las heur´ısti-
cas para cada uno de los problemas de la bater´ıa. Es importante destacar que NNH, I2PH
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y I22PH presentan mejores prestaciones en este sentido que IH y SCH. Este tiempo pue-
de ser determinante en entornos dina´micos, donde el tiempo de respuesta ha de ser
suficientemente bajo.
9.2. Comparativa de las heur´ısticas en entornos estoca´sti-
cos y sin reoptimizacio´n
Una vez estudiado el rendimiento de las heur´ısticas para el caso ma´s favorable,
es decir, en el caso que los tiempos de tra´nsito reales coincidan exactamente con los
tiempos programados, es importante ver co´mo se comportan las mismas en el caso de
que estos tiempos puedan sufrir alteraciones sobre su media.
Para realizar los experimentos se disen˜o´, segu´n se expone en el Ape´ndice A, un
procedimiento que simula situaciones de incertidumbre en los tiempos de tra´nsito. En
el mismo se divide el espacio donde se encuentran las tareas a realizar en un nu´mero
de sectores, de los cuales se conoce la media y la desviacio´n pero no el valor real de la
velocidad. Para evitar convertir el problema bajo estudio en un problema de bu´squeda
de la ruta mı´nima en entornos estoca´sticos, se supuso que dicha funcio´n de probabilidad
ser´ıa la misma en cada uno de los sectores. Cada test fue testeado sobre 100 escenarios
de tra´fico distintos.
El resultado de los mismos se encuentra en las siguientes tablas: las Tablas 9.11,
9.12 y 9.13 muestran los resultados para la clase R1; las Tablas 9.14, 9.15 y 9.16 para
la clase C1; y las Tablas 9.17, 9.18 y 9.19 para la clase RC1. Por u´ltimo, la Tabla 9.20
muestra los costes medios por tarea siguiendo las mismas pautas que la Tabla 9.10.
En este caso, se pueden observar varias cuestiones remarcables. Primero, que
como es lo´gico, todas las soluciones empeoran, debido a que las muchas tareas no se
atienden dentro del tiempo requerido; segundo, que la heur´ıstica que mejor resultado
presenta ante un problema en un entorno esta´tico no tiene por que´ serlo tambie´n en el
entorno estoca´stico; y tercero, que ahora adema´s de las heur´ısticas I22PH, I2PH cobra
tambie´n un papel importante la heur´ıstica de ahorro en costes, SCH. Analizando la
Tabla 9.20, aunque SCH aparece como la heur´ıstica con mejor rendimiento en algunos
test particulares, de media las heur´ısticas I2PH y I22PH siguen siendo las que mejor
rendimiento proporcional; ma´s au´n teniendo en cuenta los costes computacionales.
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Tabla 9.11: Comparativa de heur´ısticas en entornos estoca´sticos y esta´ticos
Clase R1 y 25 Tareas
Test Heur´ıstica Distancia nV cLO nLO cLD nLD TC
1 SCH 984,40 9 12,00 2,00 239,60 2,40 1326,01
NNH 998,86 10 19,05 4,52 271,29 2,71 1389,19
IH 1055,04 10 20,19 3,43 164,36 1,64 1339,59
I2PH 984,40 10 0,00 0,00 217,82 2,18 1302,23
I22PH 984,40 10 0,00 0,00 217,82 2,18 1302,23
2 SCH 998,82 7 8,60 1,21 88,12 0,88 1165,54
NNH 1058,91 8 3,92 1,45 102,97 1,03 1245,80
IH 1057,63 9 5,55 1,66 155,45 1,55 1308,63
I2PH 961,44 7 0,11 0,17 58,42 0,58 1089,96
I22PH 961,44 7 0,11 0,17 58,42 0,58 1089,96
3 SCH 848,03 7 0,00 0,00 45,54 0,46 963,57
NNH 935,97 6 0,42 0,22 263,37 2,63 1259,75
IH 947,91 6 10,67 1,42 238,61 2,39 1257,19
I2PH 821,66 7 1,10 0,43 103,96 1,04 996,72
I22PH 821,66 7 1,10 0,43 103,96 1,04 996,72
4 SCH 853,85 6 0,07 0,04 28,71 0,29 942,64
NNH 922,19 6 1,17 0,50 141,58 1,42 1124,95
IH 983,86 6 0,43 0,22 105,94 1,06 1150,24
I2PH 810,31 5 0,08 0,08 46,53 0,47 906,93
I22PH 810,31 5 0,08 0,08 46,53 0,47 906,93
5 SCH 986,21 9 0,46 0,18 207,92 2,08 1284,58
NNH 1051,54 9 10,97 2,52 66,34 0,66 1218,84
IH 1090,41 8 16,91 1,83 128,71 1,29 1316,03
I2PH 974,28 8 0,13 0,07 184,16 1,84 1238,57
I22PH 974,28 8 0,13 0,07 184,16 1,84 1238,57
6 SCH 950,12 7 0,27 0,19 79,21 0,79 1099,60
NNH 1060,60 7 4,31 1,38 198,02 1,98 1332,93
IH 993,92 6 4,74 1,15 153,47 1,53 1212,13
I2PH 940,58 7 0,52 0,35 131,68 1,32 1142,78
I22PH 940,58 7 0,52 0,35 131,68 1,32 1142,78
7 SCH 952,27 7 0,34 0,16 76,24 0,76 1098,85
NNH 993,84 6 10,66 2,04 131,68 1,32 1196,18
IH 1021,50 5 9,41 1,46 194,06 1,94 1274,96
I2PH 925,33 7 0,26 0,16 108,91 1,09 1114,50
I22PH 925,33 7 0,26 0,16 108,91 1,09 1114,50
8 SCH 936,01 6 0,55 0,40 67,33 0,67 1063,88
NNH 1020,74 5 10,77 2,29 46,53 0,47 1128,04
IH 948,02 5 3,95 1,45 46,53 0,47 1048,51
I2PH 898,25 6 1,11 0,44 99,01 0,99 1068,37
I22PH 898,25 6 1,11 0,44 99,01 0,99 1068,37
9 SCH 885,21 7 7,28 1,00 140,59 1,41 1103,09
NNH 1075,75 7 9,39 2,74 93,07 0,93 1248,21
IH 1089,70 6 12,76 2,45 213,86 2,14 1376,32
I2PH 885,21 6 1,27 0,73 184,16 1,84 1130,64
I22PH 885,21 6 1,27 0,73 184,16 1,84 1130,64
10 SCH 837,67 8 0,18 0,20 107,92 1,08 1025,77
NNH 976,67 7 13,39 2,13 155,45 1,55 1215,50
IH 1007,36 6 10,39 1,65 213,86 2,14 1291,60
I2PH 837,67 7 0,01 0,01 121,78 1,22 1029,45
I22PH 837,67 7 0,01 0,01 121,78 1,22 1029,45
11 SCH 894,80 7 3,05 0,78 151,49 1,51 1119,34
NNH 991,66 6 7,85 2,16 71,29 0,71 1130,80
IH 1084,98 6 5,85 1,44 200,99 2,01 1351,82
I2PH 892,54 7 0,91 0,43 182,18 1,82 1145,63
I22PH 2 892,54 7 0,91 0,43 182,18 1,82 1145,63
12 SCH 891,15 7 0,05 0,03 95,05 0,95 1056,25
NNH 986,91 6 10,19 1,95 80,20 0,80 1137,30
IH 962,01 6 5,27 0,97 128,71 1,29 1155,99
I2PH 891,15 6 1,67 0,64 42,57 0,43 995,40
I22PH 2 891,15 6 1,67 0,64 42,57 0,43 995,40
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Tabla 9.12: Comparativa de heur´ısticas en entornos estoca´sticos y esta´ticos
Clase R1 y 50 Tareas
Test Heur´ıstica Distancia nV cLO nLO cLD nLD TC
1 SCH 1905,13 20 4,88 1,54 327,72 3,28 2437,73
NNH 2024,88 21 43,99 8,99 328,71 3,29 2607,58
IH 2158,12 18 82,65 9,19 372,28 3,72 2793,05
I2PH 1905,13 20 0,20 0,20 331,68 3,32 2437,01
I22PH 1905,13 20 0,20 0,20 331,68 3,32 2437,01
2 SCH 1855,63 14 1,34 1,24 176,24 1,76 2173,20
NNH 2058,60 15 20,77 6,78 186,14 1,86 2415,51
IH 2139,58 13 77,29 10,04 265,35 2,65 2612,22
I2PH 1832,18 14 0,07 0,09 150,50 1,50 2122,75
I22PH 1832,18 14 0,07 0,09 150,50 1,50 2122,75
3 SCH 1724,03 13 7,16 2,51 160,40 1,60 2021,58
NNH 1958,29 11 21,96 6,07 293,07 2,93 2383,32
IH 1837,06 11 75,71 9,53 417,82 4,18 2440,58
I2PH 1682,02 14 1,30 0,83 156,44 1,56 1979,76
I22PH 1682,02 14 1,30 0,83 156,44 1,56 1979,76
4 SCH 1701,87 10 0,36 0,26 166,34 1,66 1968,57
NNH 1828,01 10 1,75 0,82 159,41 1,59 2089,16
IH 1882,42 11 7,09 1,51 213,86 2,14 2213,37
I2PH 1646,42 9 0,62 0,41 159,41 1,59 1896,44
I22PH 1646,42 9 0,62 0,41 159,41 1,59 1896,44
5 SCH 1888,44 16 1,36 0,54 353,47 3,53 2403,27
NNH 2086,94 14 35,81 8,26 370,30 3,70 2633,05
IH 2122,28 13 56,59 7,19 357,43 3,57 2666,30
I2PH 1889,10 17 0,13 0,13 272,28 2,72 2331,51
I22PH 1889,10 17 0,13 0,13 272,28 2,72 2331,51
6 SCH 1759,77 13 0,79 0,62 235,64 2,36 2126,20
NNH 2044,22 12 34,17 8,39 342,57 3,43 2540,97
IH 2069,55 12 51,22 8,05 266,34 2,66 2507,10
I2PH 1752,30 14 2,43 1,42 190,10 1,90 2084,83
I22PH 1752,30 14 2,43 1,42 190,10 1,90 2084,83
7 SCH 1726,44 11 0,20 0,24 191,09 1,91 2027,72
NNH 2014,69 10 15,24 3,89 441,58 4,42 2571,51
IH 1969,18 11 2,96 1,19 293,07 2,93 2375,21
I2PH 1732,53 12 2,85 1,20 205,94 2,06 2061,32
I22PH 1732,53 12 2,85 1,20 205,94 2,06 2061,32
8 SCH 1672,95 9 1,68 0,67 171,29 1,71 1935,92
NNH 1861,68 9 10,51 2,66 204,95 2,05 2167,14
IH 1853,30 9 8,92 1,96 261,39 2,61 2213,61
I2PH 1641,36 10 2,73 1,12 195,05 1,95 1939,14
I22PH 1641,36 10 2,73 1,12 195,05 1,95 1939,14
9 SCH 1734,84 14 0,62 0,41 347,52 3,48 2222,99
NNH 2071,42 12 32,03 7,16 392,08 3,92 2615,53
IH 2145,27 12 22,43 4,45 564,36 5,64 2852,06
I2PH 1730,93 15 0,69 0,47 386,14 3,86 2267,75
I22PH 1730,93 15 0,69 0,47 386,14 3,86 2267,75
10 SCH 1715,73 13 3,49 1,16 347,52 3,48 2196,75
NNH 2109,75 13 17,21 4,87 215,84 2,16 2472,81
IH 2025,39 11 19,56 4,87 354,46 3,54 2509,41
I2PH 1713,99 12 4,85 2,24 258,42 2,58 2097,25
I22PH 1713,99 12 4,85 2,24 258,42 2,58 2097,25
11 SCH 1768,67 14 1,73 0,70 208,91 2,09 2119,31
NNH 2119,81 12 24,32 5,54 267,33 2,67 2531,46
IH 2111,29 11 23,01 4,78 364,36 3,64 2608,65
I2PH 1731,21 14 1,68 0,87 288,12 2,88 2161,00
I22PH 1731,21 14 1,68 0,87 288,12 2,88 2161,00
12 SCH 1643,63 14 0,00 0,00 242,57 2,43 2026,21
NNH 1931,29 12 13,08 3,29 187,13 1,87 2251,50
IH 1904,07 10 28,22 5,29 357,43 3,57 2389,72
I2PH 1643,63 12 2,70 1,23 301,98 3,02 2068,31
I22PH 1643,63 12 2,70 1,23 301,98 3,02 2068,31
Cap´ıtulo 9 Resultados 191
Tabla 9.13: Comparativa de heur´ısticas en entornos estoca´sticos y esta´ticos
Clase R1 y 100 Tareas
Test Heur´ıstica Distancia nV cLO nLO cLD nLD TC
1 SCH 3578,95 36 32,70 5,44 584,16 5,84 4555,81
NNH 3800,30 37 54,37 17,52 727,72 7,28 4952,39
IH 4111,29 30 188,23 27,32 710,89 7,11 5310,41
I2PH 3584,44 40 1,92 1,46 485,15 4,85 4471,51
I22PH 3565,49 40 2,00 1,50 491,09 4,91 4458,57
2 SCH 3371,00 26 11,33 4,44 505,94 5,06 4148,28
NNH 3863,10 28 46,82 15,29 469,31 4,69 4659,23
IH 4101,50 25 67,42 17,20 653,47 6,53 5072,39
I2PH 3330,61 25 4,52 2,98 535,64 5,36 4120,78
I22PH 3330,61 25 4,52 2,98 535,64 5,36 4120,78
3 SCH 3146,50 21 8,56 3,96 426,73 4,27 3791,80
NNH 3548,52 21 27,80 9,70 383,17 3,83 4169,49
IH 3546,52 20 81,19 13,64 544,55 5,45 4372,27
I2PH 3045,01 21 4,44 1,70 577,23 5,77 3836,68
I22PH 3045,01 21 4,44 1,70 577,23 5,77 3836,68
4 SCH 3066,58 18 1,82 1,33 278,22 2,78 3526,62
NNH 3346,82 17 22,99 6,05 426,73 4,27 3966,55
IH 3325,75 18 5,36 2,40 548,51 5,49 4059,62
I2PH 2923,68 18 0,94 0,42 176,24 1,76 3280,86
I22PH 2923,68 18 0,94 0,42 176,24 1,76 3280,86
5 SCH 3310,08 28 13,69 5,24 833,66 8,34 4437,43
NNH 3812,44 25 51,83 17,33 513,86 5,14 4628,13
IH 3879,07 24 84,53 16,37 648,51 6,49 4852,11
I2PH 3310,77 28 4,23 2,96 630,69 6,31 4225,69
I22PH 3310,77 28 4,23 2,96 630,69 6,31 4225,69
6 SCH 3240,81 23 5,33 2,47 344,55 3,45 3820,69
NNH 3735,25 24 41,31 14,31 562,38 5,62 4578,94
IH 3996,43 23 36,83 10,65 454,46 4,54 4717,72
I2PH 3206,42 22 6,29 2,77 412,87 4,13 3845,58
I22PH 3206,42 22 6,29 2,77 412,87 4,13 3845,58
7 SCH 3108,52 20 3,63 1,60 349,50 3,50 3661,65
NNH 3457,97 18 32,65 9,06 553,47 5,53 4224,08
IH 3513,02 18 55,18 9,11 478,22 4,78 4226,42
I2PH 3013,28 19 10,13 4,32 612,87 6,13 3826,27
I22PH 3013,28 19 10,13 4,32 612,87 6,13 3826,27
8 SCH 2966,61 18 1,61 0,68 190,10 1,90 3338,33
NNH 3444,17 17 27,58 7,28 396,04 3,96 4037,79
IH 3198,79 17 19,17 3,07 400,99 4,01 3788,95
I2PH 2924,06 20 2,78 1,30 356,44 3,56 3483,28
I22PH 2924,06 20 2,78 1,30 356,44 3,56 3483,28
9 SCH 3117,19 24 4,18 2,25 741,58 7,42 4102,96
NNH 3700,28 26 53,78 15,15 420,79 4,21 4434,85
IH 3729,09 22 55,44 11,49 765,35 7,65 4769,87
I2PH 3112,27 23 3,66 2,26 673,27 6,73 4019,20
I22PH 3112,27 23 3,66 2,26 673,27 6,73 4019,20
10 SCH 3021,11 25 0,66 0,46 715,84 7,16 3987,61
NNH 3728,30 22 37,48 11,65 444,55 4,45 4430,33
IH 3675,37 21 37,60 9,01 782,18 7,82 4705,15
I2PH 2976,53 22 8,67 3,72 887,13 8,87 4092,32
I22PH 2976,53 22 8,67 3,72 887,13 8,87 4092,32
11 SCH 3166,60 24 6,26 3,26 540,59 5,41 3953,46
NNH 3619,66 21 46,58 11,80 624,75 6,25 4500,99
IH 3817,45 21 37,76 6,64 647,52 6,48 4712,74
I2PH 3154,99 23 4,79 2,88 893,07 8,93 4282,85
I22PH 3154,99 23 4,79 2,88 893,07 8,93 4282,85
12 SCH 2918,70 24 1,22 0,55 562,38 5,62 3722,30
NNH 3683,10 20 34,41 7,64 476,24 4,76 4393,75
IH 3637,56 20 28,29 6,24 647,52 6,48 4513,37
I2PH 2918,70 23 8,07 2,86 705,94 7,06 3862,71
I22PH 2918,70 23 8,07 2,86 705,94 7,06 3862,71
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Tabla 9.14: Comparativa de heur´ısticas en entornos estoca´sticos y esta´ticos
Clase C1 y 25 Tareas
Test Heur´ıstica Distancia nV cLO nLO cLD nLD TC
1 SCH 807,66 4 4,80 1,48 242,57 2,43 1095,04
NNH 772,51 4 22,56 4,51 208,91 2,09 1043,98
IH 734,54 4 37,27 3,63 54,46 0,54 866,26
I2PH 807,13 3 0,05 0,12 83,17 0,83 920,35
I22PH 807,13 3 0,05 0,12 83,17 0,83 920,35
2 SCH 721,12 5 0,01 0,01 136,63 1,37 907,76
NNH 767,68 2 1,01 0,42 145,54 1,46 934,24
IH 734,39 4 15,19 2,04 67,33 0,67 856,91
I2PH 668,13 4 0,32 0,22 120,79 1,21 829,24
I22PH 668,13 4 0,32 0,22 120,79 1,21 829,24
3 SCH 740,96 2 8,94 1,36 70,30 0,70 840,20
NNH 898,47 2 40,89 4,03 119,80 1,20 1079,17
IH 741,64 3 18,51 2,88 67,33 0,67 857,48
I2PH 643,46 3 0,03 0,03 0,00 0,00 673,50
I22PH 643,46 3 0,03 0,03 0,00 0,00 673,50
4 SCH 778,19 5 0,50 0,17 111,88 1,12 940,57
NNH 773,64 2 7,72 0,85 85,15 0,85 886,50
IH 668,99 2 6,03 0,77 51,49 0,51 746,51
I2PH 655,82 2 0,00 0,00 0,00 0,00 675,82
I22PH 655,82 2 0,00 0,00 0,00 0,00 675,82
5 SCH 770,21 3 0,16 0,03 139,60 1,40 939,98
NNH 712,11 3 12,14 3,44 88,12 0,88 842,37
IH 784,12 3 14,81 1,41 202,97 2,03 1031,90
I2PH 737,16 3 0,00 0,00 66,34 0,66 833,50
I22PH 737,16 3 0,00 0,00 66,34 0,66 833,50
6 SCH 879,44 6 0,00 0,00 85,15 0,85 1024,59
NNH 780,07 4 8,51 2,51 68,32 0,68 896,90
IH 720,36 4 11,92 2,83 147,52 1,48 919,81
I2PH 809,91 3 1,39 0,56 88,12 0,88 929,41
I22PH 809,91 3 1,39 0,56 88,12 0,88 929,41
7 SCH 795,10 4 3,63 0,82 148,51 1,49 987,25
NNH 772,13 2 7,31 1,51 130,69 1,31 930,14
IH 795,18 3 16,07 1,52 143,56 1,44 984,81
I2PH 728,59 3 0,93 0,53 0,99 0,01 760,51
I22PH 728,59 3 0,93 0,53 0,99 0,01 760,51
8 SCH 652,91 3 0,43 0,05 16,83 0,17 700,18
NNH 741,15 3 0,00 0,00 67,33 0,67 838,48
IH 684,28 2 1,43 0,17 25,74 0,26 731,45
I2PH 632,36 2 0,00 0,00 12,87 0,13 665,23
I22PH 632,36 2 0,00 0,00 12,87 0,13 665,23
9 SCH 769,24 2 0,27 0,11 107,92 1,08 897,43
NNH 786,72 3 18,65 1,86 132,67 1,33 968,05
IH 751,06 2 5,34 0,89 130,69 1,31 907,09
I2PH 654,89 4 0,07 0,04 0,00 0,00 694,96
I22PH 654,89 4 0,07 0,04 0,00 0,00 694,96
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Tabla 9.15: Comparativa de heur´ısticas en entornos estoca´sticos y esta´ticos
Clase C1 y 50 Tareas
Test Heur´ıstica Distancia nV cLO nLO cLD nLD TC
1 SCH 1617,20 9 4,21 1,63 356,44 3,56 2067,85
NNH 1593,43 5 61,08 10,40 293,07 2,93 1997,58
IH 1599,59 7 94,79 5,75 286,14 2,86 2050,52
I2PH 1586,60 6 0,06 0,13 155,45 1,55 1802,10
I22PH 1586,60 6 0,06 0,13 155,45 1,55 1802,10
2 SCH 1580,41 8 1,35 0,58 291,09 2,91 1952,84
NNH 1607,42 5 44,47 7,91 319,80 3,20 2021,69
IH 1669,24 5 55,97 5,16 330,69 3,31 2105,90
I2PH 1451,34 5 1,59 0,82 238,61 2,39 1741,55
I22PH 1451,34 5 1,59 0,82 238,61 2,39 1741,55
3 SCH 1612,23 8 1,38 0,61 73,27 0,73 1766,87
NNH 1842,55 4 34,93 5,27 135,64 1,36 2053,12
IH 1587,26 4 33,38 5,04 269,31 2,69 1929,94
I2PH 1394,43 5 2,17 0,96 163,37 1,63 1609,97
I22PH 1394,43 5 2,17 0,96 163,37 1,63 1609,97
4 SCH 1627,48 4 3,29 0,33 190,10 1,90 1860,87
NNH 1672,65 7 34,34 2,82 103,96 1,04 1880,95
IH 1489,67 4 28,91 1,23 252,48 2,52 1811,06
I2PH 1433,97 4 1,69 0,38 60,40 0,60 1536,06
I22PH 1433,97 4 1,69 0,38 60,40 0,60 1536,06
5 SCH 1631,14 6 4,71 0,94 353,47 3,53 2049,32
NNH 1644,11 5 64,84 8,81 213,86 2,14 1972,81
IH 1662,72 5 30,65 4,32 443,56 4,44 2186,93
I2PH 1577,85 5 4,38 1,63 100,99 1,01 1733,23
I22PH 1577,85 5 4,38 1,63 100,99 1,01 1733,23
6 SCH 1664,33 7 8,55 2,81 203,96 2,04 1946,85
NNH 1769,85 6 75,45 10,91 300,99 3,01 2206,29
IH 1767,30 6 73,03 6,99 493,07 4,93 2393,39
I2PH 1576,91 7 5,46 1,29 146,53 1,47 1798,90
I22PH 1576,91 7 5,46 1,29 146,53 1,47 1798,90
7 SCH 1593,86 5 15,43 2,42 336,63 3,37 1995,93
NNH 1543,46 5 76,29 8,11 292,08 2,92 1961,83
IH 1619,77 5 83,54 5,50 263,37 2,63 2016,68
I2PH 1482,99 5 1,41 0,72 31,68 0,32 1566,08
I22PH 1482,99 5 1,41 0,72 31,68 0,32 1566,08
8 SCH 1431,31 3 6,08 1,02 74,26 0,74 1541,65
NNH 1519,64 3 13,30 0,78 112,87 1,13 1675,81
IH 1414,52 3 32,23 2,51 183,17 1,83 1659,92
I2PH 1368,02 3 20,59 1,76 56,44 0,56 1475,05
I22PH 1368,02 3 20,59 1,76 56,44 0,56 1475,05
9 SCH 1605,38 5 4,96 0,62 310,89 3,11 1971,22
NNH 1515,63 4 78,04 7,33 270,30 2,70 1903,96
IH 1491,02 4 41,09 2,30 254,46 2,54 1826,57
I2PH 1455,47 6 2,63 1,05 62,38 0,62 1580,48
I22PH 1455,47 6 2,63 1,05 62,38 0,62 1580,48
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Tabla 9.16: Comparativa de heur´ısticas en entornos estoca´sticos y esta´ticos
Clase C1 y 100 Tareas
Test Heur´ıstica Distancia nV cLO nLO cLD nLD TC
1 SCH 3907,84 15 7,51 2,19 539,60 5,40 4604,95
NNH 3996,84 11 135,49 23,68 860,40 8,60 5102,72
IH 4053,94 13 169,39 13,56 989,11 9,89 5342,44
I2PH 3772,87 12 2,66 1,62 403,96 4,04 4299,49
I22PH 3772,87 12 2,66 1,62 403,96 4,04 4299,49
2 SCH 3879,57 14 13,83 3,43 735,64 7,36 4769,04
NNH 4173,98 10 82,78 14,99 538,61 5,39 4895,38
IH 3831,25 12 145,33 12,56 864,36 8,64 4960,93
I2PH 3565,51 10 9,51 3,63 669,31 6,69 4344,32
I22PH 3565,51 10 9,51 3,63 669,31 6,69 4344,32
3 SCH 3917,11 11 24,94 3,87 553,47 5,53 4605,52
NNH 4204,48 8 100,89 13,54 520,79 5,21 4906,16
IH 3685,77 9 52,20 5,48 923,76 9,24 4751,73
I2PH 3313,70 9 14,83 4,17 636,63 6,37 4055,16
I22PH 3313,70 9 14,83 4,17 636,63 6,37 4055,16
4 SCH 3758,20 10 16,10 2,39 348,51 3,49 4222,81
NNH 4082,58 10 77,33 6,76 438,61 4,39 4698,53
IH 3650,12 7 95,08 7,25 613,86 6,14 4429,07
I2PH 3262,20 7 19,16 2,62 366,34 3,66 3717,70
I22PH 3262,20 7 19,16 2,62 366,34 3,66 3717,70
5 SCH 3955,99 11 7,77 2,22 598,02 5,98 4671,78
NNH 4023,79 10 129,29 16,16 840,59 8,41 5093,68
IH 3862,95 12 197,60 12,66 795,05 7,95 4975,61
I2PH 3771,65 12 11,07 3,46 419,80 4,20 4322,53
I22PH 3771,65 12 11,07 3,46 419,80 4,20 4322,53
6 SCH 3791,53 12 8,83 2,17 382,18 3,82 4302,54
NNH 3990,22 8 138,53 17,82 639,60 6,40 4848,35
IH 3756,41 10 129,72 11,33 963,37 9,63 4949,49
I2PH 3447,95 11 13,24 3,56 294,06 2,94 3865,25
I22PH 3447,95 11 13,24 3,56 294,06 2,94 3865,25
7 SCH 3941,94 11 12,52 2,87 579,21 5,79 4643,67
NNH 3933,59 10 116,42 15,48 749,50 7,50 4899,51
IH 3835,28 10 142,06 12,42 720,79 7,21 4798,13
I2PH 3590,34 11 8,14 2,08 268,32 2,68 3976,80
I22PH 3590,34 11 8,14 2,08 268,32 2,68 3976,80
8 SCH 3302,96 7 13,64 1,56 171,29 1,71 3557,89
NNH 3603,52 7 95,19 6,43 281,19 2,81 4049,90
IH 3397,81 6 51,79 4,69 318,81 3,19 3828,41
I2PH 3218,03 6 26,29 2,35 286,14 2,86 3590,45
I22PH 3218,03 6 26,29 2,35 286,14 2,86 3590,45
9 SCH 3717,08 10 4,41 0,88 562,38 5,62 4383,88
NNH 3655,06 9 175,95 14,46 608,91 6,09 4529,92
IH 3500,84 10 174,24 11,34 502,97 5,03 4278,05
I2PH 3437,83 12 13,33 2,40 236,63 2,37 3807,79
I22PH 3437,83 12 13,33 2,40 236,63 2,37 3807,79
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Tabla 9.17: Comparativa de heur´ısticas en entornos estoca´sticos y esta´ticos
Clase RC1 y 25 Tareas
Test Heur´ıstica Distancia nV cLO nLO cLD nLD TC
1 SCH 1431,39 9 2,60 0,78 114,85 1,15 1638,84
NNH 1470,17 12 16,04 3,29 29,70 0,30 1635,92
IH 1488,22 8 18,90 3,85 77,23 0,77 1664,35
I2PH 1461,39 10 0,56 0,45 187,13 1,87 1749,07
I22PH 1461,39 10 0,56 0,45 187,13 1,87 1749,07
2 SCH 1177,52 8 1,00 0,44 144,55 1,45 1403,07
NNH 1264,94 7 13,96 2,69 108,91 1,09 1457,81
IH 1412,44 7 17,26 2,87 123,76 1,24 1623,46
I2PH 1177,52 7 2,43 0,81 188,12 1,88 1438,07
I22PH 1177,52 7 2,43 0,81 188,12 1,88 1438,07
3 SCH 1153,75 6 0,56 0,24 157,43 1,57 1371,74
NNH 1268,93 5 8,42 1,53 204,95 2,05 1532,29
IH 1309,96 6 1,17 0,58 98,02 0,98 1469,15
I2PH 1152,29 7 0,08 0,05 155,45 1,55 1377,81
I22PH 1152,29 7 0,08 0,05 155,45 1,55 1377,81
4 SCH 1072,62 7 0,00 0,00 48,51 0,49 1191,14
NNH 1138,24 5 3,22 0,88 154,46 1,54 1345,92
IH 1170,52 6 0,15 0,06 206,93 2,07 1437,61
I2PH 1072,62 6 0,52 0,18 80,20 0,80 1213,34
I22PH 1072,62 6 0,52 0,18 80,20 0,80 1213,34
5 SCH 1344,02 10 0,99 0,47 92,08 0,92 1537,09
NNH 1423,22 9 10,53 2,91 76,24 0,76 1599,98
IH 1509,55 8 22,01 4,88 83,17 0,83 1694,74
I2PH 1345,62 11 0,64 0,35 194,06 1,94 1650,32
I22PH 1345,62 11 0,64 0,35 194,06 1,94 1650,32
6 SCH 1344,75 8 2,34 0,63 235,64 2,36 1662,73
NNH 1494,78 9 6,94 2,26 181,19 1,81 1772,91
IH 1235,95 7 1,93 0,71 421,78 4,22 1729,66
I2PH 1344,75 9 0,02 0,01 236,63 2,37 1671,40
I22PH 1344,75 9 0,02 0,01 236,63 2,37 1671,40
7 SCH 1214,56 10 3,05 1,25 76,24 0,76 1393,85
NNH 1337,02 7 16,80 3,71 88,12 0,88 1511,93
IH 1480,99 7 6,87 1,75 124,75 1,25 1682,61
I2PH 1214,56 9 1,39 0,74 91,09 0,91 1397,04
I22PH 1214,56 9 1,39 0,74 91,09 0,91 1397,04
8 SCH 1159,86 9 0,76 0,32 97,03 0,97 1347,65
NNH 1481,15 8 7,64 1,46 89,11 0,89 1657,90
IH 1535,75 7 4,52 1,21 149,50 1,50 1759,78
I2PH 1159,86 8 0,00 0,00 179,21 1,79 1419,07
I22PH 1159,86 8 0,00 0,00 179,21 1,79 1419,07
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Tabla 9.18: Comparativa de heur´ısticas en entornos estoca´sticos y esta´ticos
Clase RC1 y 50 Tareas
Test Heur´ıstica Distancia nV cLO nLO cLD nLD TC
1 SCH 3027,36 21 1,06 0,63 373,27 3,73 3611,68
NNH 3254,61 25 23,79 6,78 130,69 1,31 3659,09
IH 3013,80 21 26,97 6,07 357,43 3,57 3608,20
I2PH 3039,08 22 9,94 2,92 391,09 3,91 3660,11
I22PH 3039,08 22 9,94 2,92 391,09 3,91 3660,11
2 SCH 2524,83 16 8,82 2,90 342,57 3,43 3036,22
NNH 2953,09 19 21,56 6,20 158,42 1,58 3323,06
IH 2882,21 14 61,88 9,55 320,79 3,21 3404,88
I2PH 2582,73 17 4,02 1,76 283,17 2,83 3039,92
I22PH 2582,73 17 4,02 1,76 283,17 2,83 3039,92
3 SCH 2405,51 14 1,82 0,86 169,31 1,69 2716,64
NNH 2685,69 13 19,51 4,15 285,15 2,85 3120,35
IH 2851,66 12 17,36 4,47 312,87 3,13 3301,90
I2PH 2339,73 13 2,91 1,27 260,40 2,60 2733,04
I22PH 2339,73 13 2,91 1,27 260,40 2,60 2733,04
4 SCH 2221,28 11 0,96 0,38 128,71 1,29 2460,95
NNH 2522,48 10 16,85 3,07 196,04 1,96 2835,37
IH 2446,84 11 3,71 1,00 244,55 2,45 2805,10
I2PH 2224,48 10 2,94 0,94 208,91 2,09 2536,33
I22PH 2224,48 10 2,94 0,94 208,91 2,09 2536,33
5 SCH 2927,77 19 11,69 3,05 320,79 3,21 3450,25
NNH 3264,91 19 18,81 6,14 68,32 0,68 3542,04
IH 3214,80 17 25,13 6,91 454,46 4,54 3864,39
I2PH 2936,74 17 9,62 3,24 261,39 2,61 3377,75
I22PH 2936,74 17 9,62 3,24 261,39 2,61 3377,75
6 SCH 2852,50 18 10,24 1,98 535,64 5,36 3578,38
NNH 3373,17 21 15,85 5,32 252,48 2,52 3851,50
IH 2979,27 17 23,02 4,74 644,55 6,45 3816,84
I2PH 2867,95 17 0,81 0,44 419,80 4,20 3458,56
I22PH 2867,95 17 0,81 0,44 419,80 4,20 3458,56
7 SCH 2395,24 20 0,65 0,32 313,86 3,14 2909,75
NNH 3086,29 16 23,71 5,50 225,74 2,26 3495,74
IH 2766,39 16 22,70 4,42 541,58 5,42 3490,67
I2PH 2398,90 19 0,02 0,03 248,51 2,49 2837,43
I22PH 2398,90 19 0,02 0,03 248,51 2,49 2837,43
8 SCH 2324,84 18 0,01 0,01 375,25 3,75 2880,10
NNH 3002,56 15 19,65 3,31 293,07 2,93 3465,29
IH 2926,24 14 12,69 2,55 495,05 4,95 3573,98
I2PH 2324,84 18 0,10 0,08 369,31 3,69 2874,25
I22PH 2324,84 18 0,10 0,08 369,31 3,69 2874,25
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Tabla 9.19: Comparativa de heur´ısticas en entornos estoca´sticos y esta´ticos
Clase RC1 y 100 Tareas
Test Heur´ıstica Distancia nV cLO nLO cLD nLD TC
1 SCH 4524,20 36 14,67 2,47 826,73 8,27 5725,61
NNH 4996,83 35 54,23 14,44 562,38 5,62 5963,44
IH 5076,03 35 97,34 11,74 943,56 9,44 6466,94
I2PH 4542,85 39 7,34 3,28 914,85 9,15 5855,04
I22PH 4542,85 39 7,34 3,28 914,85 9,15 5855,04
2 SCH 4049,96 27 9,33 3,24 482,18 4,82 4811,47
NNH 4869,03 27 41,84 13,43 633,66 6,34 5814,53
IH 4746,86 24 48,84 10,05 902,97 9,03 5938,67
I2PH 4085,49 27 7,23 3,27 581,19 5,81 4943,91
I22PH 4085,49 27 7,23 3,27 581,19 5,81 4943,91
3 SCH 3971,08 23 4,94 1,76 335,64 3,36 4541,66
NNH 4400,07 20 42,38 8,96 525,74 5,26 5168,20
IH 4657,17 21 24,07 5,56 777,23 7,77 5668,47
I2PH 3773,58 23 5,14 2,38 467,33 4,67 4476,04
I22PH 3773,58 23 5,14 2,38 467,33 4,67 4476,04
4 SCH 3786,31 19 4,01 1,60 513,86 5,14 4494,17
NNH 4446,34 19 48,42 8,78 331,68 3,32 5016,44
IH 4124,16 19 35,04 3,89 405,94 4,06 4755,14
I2PH 3786,61 19 9,87 2,88 471,29 4,71 4457,77
I22PH 3786,61 19 9,87 2,88 471,29 4,71 4457,77
5 SCH 4624,89 33 14,54 3,89 624,75 6,25 5594,19
NNH 5295,82 31 59,41 15,22 536,63 5,37 6201,86
IH 5230,93 30 76,58 12,28 882,18 8,82 6489,69
I2PH 4646,74 33 2,29 1,47 596,04 5,96 5575,07
I22PH 4646,74 33 2,29 1,47 596,04 5,96 5575,07
6 SCH 4289,88 31 7,71 2,55 951,49 9,51 5559,07
NNH 5137,72 30 40,55 13,04 722,77 7,23 6201,05
IH 4796,07 29 57,07 11,25 1018,81 10,19 6161,95
I2PH 4289,88 31 4,13 1,75 979,21 9,79 5583,21
I22PH 4289,88 31 4,13 1,75 979,21 9,79 5583,21
7 SCH 3946,73 31 5,92 1,41 739,60 7,40 5002,25
NNH 4851,54 26 48,89 12,93 535,64 5,36 5696,07
IH 4861,72 25 43,23 8,50 1020,79 10,21 6175,74
I2PH 3918,02 31 3,85 1,77 531,68 5,32 4763,56
I22PH 3918,02 31 3,85 1,77 531,68 5,32 4763,56
8 SCH 3814,27 30 2,37 0,86 731,68 7,32 4848,33
NNH 4831,99 25 24,38 5,17 772,28 7,72 5878,65
IH 4887,08 25 27,63 4,88 824,75 8,25 5989,46
I2PH 3784,80 29 7,90 3,09 817,82 8,18 4900,52
I22PH 3784,80 29 7,90 3,09 817,82 8,18 4900,52
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Tabla 9.20: Heur´ısticas en entornos estoca´sticos y esta´ticos - Costes medios por tarea
Clase Heur´ıstica Nu´mero de tareas
25 50 100 Media
R1 SCH 529,97 513,19 470,47 504,54
NNH 585,10 585,59 529,77 566,82
IH 603,32 603,63 551,01 585,99
I2PH 526,45 508,94 473,48 502,96
I22PH 526,45 508,94 473,35 502,91
C1 SCH 333,32 343,07 397,62 358,00
NNH 336,79 353,48 430,24 373,51
IH 316,09 359,62 423,14 366,28
I2PH 279,30 296,87 359,79 311,99
I22PH 279,30 296,87 359,79 311,99
RC1 SCH 461,84 492,88 405,77 453,50
NNH 500,59 545,85 459,40 501,95
IH 522,45 557,32 476,46 518,74
I2PH 476,64 490,35 405,55 457,51
I22PH 476,64 490,35 405,55 457,51
Media SCH 441,71 449,71 424,62 438,68
NNH 474,16 494,97 473,14 480,76
IH 480,62 506,85 483,54 490,34
I2PH 427,46 432,05 412,94 424,15
I22PH 427,46 432,05 412,90 424,14
9.3. Comparativa entre entornos deterministas y estoca´sti-
cos
El empeoramiento de cada uno de los casos cuando se situ´an en entornos es-
toca´sticos puede verse en la Tabla 9.21. Dicha tabla, aunque no arroja demasiada luz
para cuantificar co´mo afecta la incertidumbre a la aptitud de una solucio´n al problema,
permite extraer algunas conclusiones:
Las soluciones pueden desviarse mucho del coste esperado si la incertidumbre no
es considerada, en los ejemplos hasta un 30 % de la media.
No considerar la incertidumbre no implica necesariamente que la solucio´n vaya a
ser inadecuada, sin embargo el riesgo aumenta.
Que las soluciones que ma´s empeoran suelen ser las que tienen una programacio´n
ma´s ajustada a los l´ımites superiores de las ventanas temporales.
Si se observa la Tabla 9.22, que compara los costes medios por tarea propor-
cionados en la Tablas 9.10 (entorno determinista) con los costes medios proporcionados
por la Tabla 9.20 (entorno estoca´stico), se puede deducir que la influencia media de la
incertidumbre supone alrededor del 10-15 % de los costes1.
1en las condiciones del experimento
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Tabla 9.21: Comparativa entre entornos deterministas y estoca´sticos
empeoramiento en tanto por ciento
Test Heur´ıstica R1 C1 RC1
25 50 100 25 50 100 25 50 100
1 SCH 22,05 15,57 14,76 28,83 21,05 13,39 7,63 11,56 16,97
NNH 24,46 14,67 17,45 26,16 18,47 22,00 2,13 3,94 10,82
IH 14,15 15,48 15,71 7,03 16,67 23,67 5,22 11,36 17,61
I2PH 20,09 15,77 12,22 9,94 9,44 10,45 12,02 12,31 18,69
I22PH 20,09 15,77 12,43 9,94 9,44 10,45 12,02 12,31 18,69
2 SCH 8,22 8,89 14,04 17,72 17,61 18,65 11,57 12,94 11,29
NNH 9,22 8,83 11,82 18,61 19,82 13,49 8,33 5,29 13,00
IH 13,75 8,00 10,52 8,55 18,97 21,83 8,66 10,95 18,33
I2PH 5,67 7,63 15,09 17,10 16,00 18,52 15,27 10,43 13,51
I22PH 5,67 7,63 15,09 17,10 16,00 18,52 15,27 10,43 13,51
3 SCH 4,96 8,87 12,97 9,57 4,41 14,21 13,02 6,72 8,11
NNH 26,48 14,35 10,64 14,48 7,99 13,20 15,70 10,57 12,16
IH 23,96 21,23 14,66 8,75 17,24 24,82 7,24 10,78 16,17
I2PH 13,05 8,66 17,87 0,01 11,46 19,14 12,72 10,66 11,80
I22PH 13,05 8,66 17,87 0,01 11,46 19,14 12,72 10,66 11,80
4 SCH 3,15 9,25 8,63 13,57 11,60 9,45 4,25 5,56 13,02
NNH 14,53 8,36 12,56 11,01 6,86 11,68 13,27 8,03 7,96
IH 10,19 10,85 15,77 8,25 16,43 17,12 16,83 9,71 9,52
I2PH 5,42 9,22 5,71 0,00 4,21 11,57 7,13 9,11 12,10
I22PH 5,42 9,22 5,71 0,00 4,21 11,57 7,13 9,11 12,10
5 SCH 19,36 17,32 23,34 17,47 21,18 14,90 6,45 10,42 12,72
NNH 6,12 16,87 13,20 12,89 15,14 22,23 5,55 2,40 10,04
IH 11,08 15,93 15,67 24,73 26,78 19,61 5,38 13,68 16,23
I2PH 17,48 13,23 17,68 8,65 6,47 11,07 13,38 8,72 12,02
I22PH 17,48 13,23 17,68 8,65 6,47 11,07 13,38 8,72 12,02
6 SCH 7,79 12,51 10,08 9,06 11,98 10,00 16,70 17,77 20,85
NNH 17,67 15,99 14,82 8,44 18,23 17,60 11,61 7,44 13,93
IH 14,52 12,18 11,12 19,48 27,70 25,43 30,45 20,72 20,36
I2PH 13,08 10,17 12,23 10,66 9,23 8,64 16,49 13,85 21,38
I22PH 13,08 10,17 12,23 10,66 9,23 8,64 16,49 13,85 21,38
7 SCH 7,49 10,42 10,67 18,22 21,42 14,60 5,92 12,12 17,44
NNH 12,93 21,30 15,80 17,06 20,73 20,43 6,93 7,32 11,18
IH 18,28 14,24 13,24 17,27 15,48 18,89 8,37 18,71 15,71
I2PH 11,97 11,27 19,45 0,25 2,16 7,47 7,09 9,60 12,67
I22PH 11,97 11,27 19,45 0,25 2,16 7,47 7,09 9,60 12,67
8 SCH 6,81 9,81 6,09 2,53 5,50 5,48 7,82 14,98 17,84
NNH 4,88 11,04 11,57 8,73 8,14 9,51 6,18 9,64 15,46
IH 4,83 13,62 11,95 3,86 13,99 10,12 9,59 15,96 16,33
I2PH 11,49 11,36 11,50 1,97 5,51 9,53 14,45 14,75 20,26
I22PH 11,49 11,36 11,50 1,97 5,51 9,53 14,45 14,75 20,26
9 SCH 14,62 18,57 22,21 13,71 19,08 14,85
NNH 8,80 18,31 11,35 18,23 21,18 18,82
IH 18,90 25,02 19,49 17,64 16,45 13,68
I2PH 19,62 20,57 20,25 0,01 4,29 7,03
I22PH 19,62 20,57 20,25 0,01 4,29 7,03
10 SCH 11,78 19,02 21,90
NNH 15,10 10,35 12,03
IH 20,12 16,99 20,37
I2PH 13,42 14,35 28,02
I22PH 13,42 14,35 28,02
11 SCH 16,02 11,04 16,03
NNH 7,22 12,45 16,98
IH 17,92 17,09 16,43
I2PH 19,02 15,49 26,52
I22PH 19,02 15,49 26,52
12 SCH 9,89 13,60 17,84
NNH 8,20 9,72 13,13
IH 12,72 18,14 17,20
I2PH 4,65 17,28 22,68
I22PH 4,65 17,28 22,68
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Tabla 9.22: Comparativa entre entornos deterministas y estoca´sticos
Incremento de costes medios por tarea
Clase Heur´ıstica Nu´mero de tareas
25 50 100 Media
R1 SCH 11,19 % 12,97 % 14,95 % 12,94 %
NNH 12,87 % 13,59 % 13,47 % 13,30 %
IH 15,07 % 15,70 % 15,14 % 15,31 %
I2PH 13,04 % 12,94 % 17,37 % 14,33 %
I22PH 13,04 % 12,94 % 17,39 % 14,34 %
C1 SCH 14,73 % 14,98 % 12,99 % 14,16 %
NNH 15,12 % 15,06 % 16,58 % 15,66 %
IH 13,06 % 19,08 % 19,66 % 17,50 %
I2PH 5,68 % 7,66 % 11,46 % 8,47 %
I22PH 5,68 % 7,66 % 11,46 % 8,47 %
RC1 SCH 9,22 % 11,68 % 14,84 % 11,75 %
NNH 8,45 % 6,67 % 11,85 % 8,80 %
IH 10,98 % 14,07 % 16,42 % 13,71 %
I2PH 12,43 % 11,22 % 15,38 % 12,84 %
I22PH 12,43 % 11,22 % 15,38 % 12,84 %
Media SCH 11,36 % 13,00 % 14,30 % 12,85 %
NNH 11,78 % 11,28 % 13,86 % 12,28 %
IH 13,12 % 15,87 % 16,85 % 15,27 %
I2PH 11,13 % 11,04 % 14,95 % 12,31 %
I22PH 11,13 % 11,04 % 14,96 % 12,31 %
9.4. Comparativa de las heur´ısticas en entornos estoca´sti-
cos y con reoptimizacio´n
Los ep´ıgrafes anteriores han puesto de manifiesto que la incertidumbre en los
tiempos de tra´nsito puede provocar graves desajustes en los costes estimados de una ruta.
Por tanto, se pone de manifiesto la posibilidad, e incluso la necesidad, de incorporar me-
canismos que reduzcan tal efecto. Este trabajo ha optado por incorporar informacio´n en
tiempo real relativa a la posicio´n de los veh´ıculos, pudiendo ejecutarse reoptimizaciones
en determinados momentos.
Las heur´ısticas que mejores resultados han dado anteriormente, I2PH y I22PH,
van a ser testeadas en este entorno donde, adema´s de existir incertidumbre en los tiem-
pos de tra´nsito, existe la posibilidad de realizar reoptimizaciones para corregir dichos
desajustes. Primero se comparara´n ambas heur´ısticas, para determinar cua´l presenta
mejores prestaciones; luego la heur´ıstica que mejores prestaciones presente sera´ para-
metrizada para posteriormente ser testeada en la bater´ıa de problemas. Los diferentes
eventos de reoptimizacio´n sera´n comparados.
9.4.1. Comparacio´n entre I2PH y I22PH
Las Tablas 9.23 y 9.24 presentan la comparacio´n de las heur´ısticas selecciona-
das: la primera representa los costes totales de ambas heur´ısticas en todos los entornos
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estudiados y la segunda muestra la mejora respecto a no usar reoptimizaciones. Todos
los tests fueron realizados para problemas de 25 tareas, y considerando como evento de
reoptimizacio´n la finalizacio´n de una tarea.
Los resultados ponen de manifiesto varias cuestiones. Lo primero, que la reop-
timizacio´n disminuye la incertidumbre y por tanto provoca de media una mejora de los
resultados en entornos estoca´sticos. Lo segundo, que cuando no existe incertidumbre, la
reoptimizacio´n no produce perjuicios, premisa bajo la que se ha desarrollado este tra-
bajo. Y tercero, que las modificaciones aportadas a la heur´ıstica I22PH han obtenido
mejores rendimientos que la heur´ıstica I2PH.
Esta u´ltima consideracio´n, que era de esperar, es debido a que I22PH nace
de I2PH con una serie de modificaciones destinadas a impedir una serie de circuns-
tancias que pod´ıan dejar sin atender a tiempo determinadas tareas (llamadas tareas
prioritarias). Este hecho puede ser observado en varios tests de la Tabla 9.24, donde
la reoptimizacio´n puede empeorar los resultados. La reoptimizacio´n mejora la media de
los resultados, pero si no esta´ bien disen˜ada puede provocar que determinados casos
particulares se vean perjudicados.
Tabla 9.23: Comparativa de heur´ısticas en entornos dina´micos - Costes Totales
Clase Instancia Entorno Determinista Entorno Estoca´stico
No ReOpt ReOpt No ReOpt ReOpt
I2PH I2PH I22PH I2PH I2PH I22PH
R1 1 1084,40 1084,40 1084,40 1302,36 1308,63 1285,33
2 1031,44 1031,44 1031,44 1089,96 1070,28 1072,29
3 891,66 881,66 881,66 996,72 1003,25 911,59
4 860,31 860,31 860,31 906,93 892,86 862,21
5 1054,28 1054,28 1054,28 1238,57 1170,81 1171,91
6 1010,58 1010,58 1010,58 1142,78 1104,65 1093,99
7 995,33 995,33 995,33 1114,50 1041,43 1016,09
8 958,25 958,25 958,25 1068,37 1054,58 986,82
9 945,21 945,21 945,21 1130,64 1127,93 1066,65
10 907,67 909,51 907,67 1029,45 970,22 946,85
11 962,54 962,54 962,54 1145,63 1050,80 1005,11
12 951,15 963,91 951,15 995,40 1006,81 974,01
C1 1 837,13 836,64 837,13 920,35 906,97 901,60
2 708,13 708,13 708,13 829,24 812,31 782,27
3 673,46 673,46 673,46 673,50 689,58 673,46
4 675,82 675,82 675,82 675,82 675,82 675,82
5 767,16 767,16 767,16 833,50 816,94 779,85
6 839,91 839,91 839,91 929,41 918,87 918,45
7 758,59 758,59 758,59 760,51 760,51 760,02
8 652,36 652,36 652,36 665,23 657,34 662,36
9 694,89 694,89 694,89 694,96 685,73 694,89
RC1 1 1561,39 1561,39 1561,39 1749,07 1763,57 1693,64
2 1247,52 1247,52 1247,52 1438,07 1406,93 1340,85
3 1222,29 1212,29 1212,29 1377,81 1314,87 1289,44
4 1132,62 1122,62 1122,62 1213,34 1202,04 1146,91
5 1455,62 1455,62 1445,62 1650,32 1647,59 1608,70
6 1434,75 1434,75 1434,75 1671,40 1695,73 1619,20
7 1304,56 1304,56 1304,56 1397,04 1385,08 1370,81
8 1239,86 1239,86 1239,86 1419,07 1358,42 1341,36
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Tabla 9.24: Comparativa de heur´ısticas en entornos dina´micos - Mejoras
Clase Instancia Entorno Determinista Entorno Estoca´stico
I2PH I22PH I2PH I22PH
R1 1 0,00 % 0,00 % -0,48 % 1,31 %
2 0,00 % 0,00 % 1,81 % 1,62 %
3 1,12 % 1,12 % -0,65 % 8,54 %
4 0,00 % 0,00 % 1,55 % 4,93 %
5 0,00 % 0,00 % 5,47 % 5,38 %
6 0,00 % 0,00 % 3,34 % 4,27 %
7 0,00 % 0,00 % 6,56 % 8,83 %
8 0,00 % 0,00 % 1,29 % 7,63 %
9 0,00 % 0,00 % 0,24 % 5,66 %
10 -0,20 % 0,00 % 5,75 % 8,02 %
11 0,00 % 0,00 % 8,28 % 12,27 %
12 -1,34 % 0,00 % -1,15 % 2,15 %
Media -0,04 % 0,09 % 2,67 % 5,88 %
C1 1 0,06 % 0,00 % 1,45 % 2,04 %
2 0,00 % 0,00 % 2,04 % 5,66 %
3 0,00 % 0,00 % -2,39 % 0,01 %
4 0,00 % 0,00 % 0,00 % 0,00 %
5 0,00 % 0,00 % 1,99 % 6,44 %
6 0,00 % 0,00 % 1,13 % 1,18 %
7 0,00 % 0,00 % 0,00 % 0,06 %
8 0,00 % 0,00 % 1,19 % 0,43 %
9 0,00 % 0,00 % 1,33 % 0,01 %
Media 0,01 % 0,00 % 0,75 % 1,76 %
RC1 1 0,00 % 0,00 % -0,83 % 3,17 %
2 0,00 % 0,00 % 2,17 % 6,76 %
3 0,82 % 0,82 % 4,57 % 6,41 %
4 0,88 % 0,88 % 0,93 % 5,47 %
5 0,00 % 0,69 % 0,17 % 2,52 %
6 0,00 % 0,00 % -1,46 % 3,12 %
7 0,00 % 0,00 % 0,86 % 1,88 %
8 0,00 % 0,00 % 4,27 % 5,48 %
Media 0,21 % 0,30 % 1,33 % 4,35 %
Todas Media 0,05 % 0,12 % 1,70 % 4,18 %
Una vez seleccionada la heur´ıstica I22PH como la ma´s adecuada para su inclu-
sio´n en entornos dina´micos, hay que sen˜alar que tal heur´ıstica dispon´ıa de unos para´me-
tros denominados en conjunto como factor de mejora, definidos en el Cap´ıtulo 7. Este
elemento iba encaminado a mejorar la valoracio´n de las asignaciones que ya estaban en
curso para evitar constantes cambios en las mismas. Diferentes tests han sido realizados
de manera que pueda elegirse un valor del mismo que de´ una solucio´n de compromiso
entre no realizar nunca cambios del destino y realizar cambios ante cualquier posible
mejora.
Un resumen de los tests realizados se muestra en las Tablas 9.25, 9.26 y 9.27;
para encontrar los para´metros adecuados se ha llevado a cabo una exploracio´n cada vez
ma´s precisa. La tablas definen el valor de las dos componentes del factor de mejora que
se aplica, y muestra con un 0 en negrilla el test que obtiene mejor resultado; el resto de
datos detalla el aumento porcentual en costes sobre ese mejor resultado.
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En vista a los resultados se considero´ apropiado tomar como valores para las
componentes del factor de mejora de 1, 05 en el caso de IF1 y de 4 en el caso de IF2.
La explicacio´n del significado de dichos para´metros puede verse en el Algoritmo 10 del
Cap´ıtulo 7.
Tabla 9.25: Factor de mejora - Experimento 1
IF2 IF1
1 1,1 1,2 1,3 1,4 1,5 1,6 1,7 1,8 1,9 2
0 0,70 0,50 0 0,28 0,28 0,28 0,28 0,28 0,28 0,28 0,28
4 0 0,13 0,28 0,28 0,28 0,28 0,28 0,28 0,28 0,28 0,28
8 0,13 0,28 0,28 0,28 0,28 0,28 0,28 0,28 0,28 0,87 1,18
12 0,28 0,28 0,28 0,28 0,28 0,87 1,18 1,18 1,18 1,18 1,18
16 0,28 0,87 1,18 1,18 1,18 1,18 1,18 1,18 1,18 1,18 1,18
20 1,18 1,18 1,18 1,18 1,18 1,18 1,18 1,18 1,18 1,18 1,18
Tabla 9.26: Factor de mejora - Experimento 2
IF2 IF1
1 1,01 1,02 1,03 1,04 1,05 1,06 1,07 1,08 1,09 1,1
0 0,70 0,70 0,70 0,70 0,70 0,70 0,70 0,70 0,70 0,70 0,50
4 0 0 0 0 0 0 0 0 0 0 0,13
8 0,13 0,28 0,28 0,28 0,28 0,28 0,28 0,28 0,28 0,28 0,28
12 0,28 0,28 0,28 0,28 0,28 0,28 0,28 0,28 0,28 0,28 0,28
16 0,28 0,28 0,28 0,28 0,87 0,87 0,87 0,87 0,87 0,87 0,87
20 1,18 1,18 1,18 1,18 1,18 1,18 1,18 1,18 1,18 1,18 1,18
Tabla 9.27: Factor de mejora - Experimento 3
IF1 IF2
0 1 2 3 4 5 6 7 8
1,05 0,70 0,70 0,70 0 0 0 0,70 0,70 0,70
9.4.2. Resultados ante reoptimizaciones al finalizar las tareas
Seleccionada la heur´ıstica y parametrizada, se van a mostrar detalladamente
los tests realizados sobre toda la bater´ıa para el evento de reoptimizacio´n ma´s sencillo;
es decir, reoptimizar cuando un veh´ıculo finalice una tarea.
La Tabla 9.28 muestra los resultados para 25 tareas, la Tabla 9.29 los muestra
para 50 tareas, y la Tabla 9.30 muestra los resultados para 100 tareas. Se puede observar
como a medida que aumenta el nu´mero de tareas del problema el tiempo de computacio´n
crece exponencialmente.
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La comparacio´n de estos resultados con un procedimiento sin reoptimizacio´n
se hara´ en las Tablas 9.33, 9.34 y 9.35, donde se muestra la mejora debido a la reopti-
mizacio´n para todos los eventos de reoptimizacio´n estudiados.
Tabla 9.28: Heur´ısticas I22PH en entornos estoca´sticos y dina´micos - 25 Tareas -
Reoptimizacio´n al finalizar una tarea
Clase Instancia Distancia nV cLO nLO cLD nLD CT Time
R1 1 1011,52 11,19 0,00 0,00 161,90 1,62 1285,33 0,63
2 961,34 7,46 0,00 0,00 36,35 0,36 1072,29 0,66
3 821,53 6,62 0,06 0,14 23,81 0,24 911,59 0,61
4 810,31 5,19 0,00 0,00 0,00 0,00 862,21 0,59
5 972,86 8,95 0,00 0,00 109,52 1,10 1171,91 0,61
6 943,99 7,86 0,00 0,00 71,43 0,71 1093,99 0,63
7 927,04 7,48 0,00 0,00 14,29 0,14 1016,09 0,56
8 898,25 6,00 0,00 0,00 28,57 0,29 986,82 0,64
9 900,94 7,05 0,00 0,00 95,24 0,95 1066,65 0,64
10 841,14 7,24 0,00 0,00 33,33 0,33 946,85 0,60
11 892,25 7,48 0,00 0,00 38,10 0,38 1005,11 0,61
12 891,15 6,38 0,01 0,05 19,05 0,19 974,01 0,64
C1 1 799,69 3,05 0,00 0,05 71,43 0,71 901,60 0,69
2 670,72 4,00 0,12 0,14 71,43 0,71 782,27 0,62
3 643,46 3,00 0,00 0,00 0,00 0,00 673,46 0,62
4 655,82 2,00 0,00 0,00 0,00 0,00 675,82 0,62
5 740,80 2,95 0,00 0,00 9,52 0,10 779,85 0,66
6 789,41 3,86 0,00 0,00 90,48 0,90 918,45 0,67
7 728,59 3,14 0,00 0,00 0,00 0,00 760,02 0,64
8 632,36 3,00 0,00 0,00 0,00 0,00 662,36 0,61
9 654,89 4,00 0,00 0,00 0,00 0,00 694,89 0,63
RC1 1 1472,59 10,67 0,10 0,14 114,29 1,14 1693,64 0,75
2 1177,52 7,76 0,00 0,00 85,71 0,86 1340,85 0,61
3 1166,11 7,10 0,00 0,00 52,38 0,52 1289,44 0,60
4 1072,62 5,52 0,00 0,00 19,05 0,19 1146,91 0,59
5 1357,75 10,33 0,00 0,00 147,62 1,48 1608,70 0,71
6 1357,29 10,00 0,00 0,00 161,90 1,62 1619,20 0,68
7 1219,85 9,86 0,01 0,05 52,38 0,52 1370,81 0,66
8 1169,94 8,57 0,00 0,00 85,71 0,86 1341,36 0,62
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Tabla 9.29: Heur´ısticas I22PH en entornos estoca´sticos y dina´micos - 50 Tareas -
Reoptimizacio´n al finalizar una tarea
Clase Instancia Distancia Veh´ıculos cLO nLO cLD nLD CT Time
R1 1 1926,03 22,14 0,02 0,05 280,95 2,81 2428,43 2,09
2 1827,92 14,38 0,00 0,00 104,76 1,05 2076,49 2,18
3 1667,98 14,76 0,00 0,10 85,71 0,86 1901,31 2,19
4 1641,63 10,00 0,00 0,00 23,81 0,24 1765,43 1,94
5 1894,36 17,24 0,00 0,00 223,81 2,24 2290,55 2,26
6 1771,66 14,29 0,03 0,05 104,76 1,05 2019,31 2,26
7 1718,71 11,67 0,00 0,00 33,33 0,33 1868,71 2,01
8 1638,28 9,67 0,00 0,00 19,05 0,19 1753,99 1,88
9 1771,32 15,14 0,00 0,00 209,52 2,10 2132,27 1,78
10 1714,01 13,14 0,00 0,00 138,10 1,38 1983,53 2,17
11 1762,08 14,00 0,00 0,00 109,52 1,10 2011,61 2,07
12 1676,66 13,19 0,00 0,00 176,19 1,76 1984,76 2,16
C1 1 1553,44 6,24 0,00 0,05 119,05 1,19 1734,87 2,33
2 1476,09 5,67 0,31 0,29 133,33 1,33 1666,39 2,03
3 1403,08 5,33 0,00 0,05 76,19 0,76 1532,61 2,08
4 1433,97 4,00 0,00 0,00 0,00 0,00 1473,97 2,20
5 1565,54 6,00 0,03 0,10 28,57 0,29 1654,15 2,11
6 1573,11 7,29 0,00 0,00 90,48 0,90 1736,44 2,07
7 1482,99 5,10 0,02 0,05 0,00 0,00 1533,96 2,07
8 1368,02 4,00 0,00 0,00 0,00 0,00 1408,02 2,20
9 1455,47 6,05 0,00 0,00 0,00 0,00 1515,95 2,05
RC1 1 3048,34 22,48 0,51 0,33 309,52 3,10 3583,14 2,22
2 2614,07 18,57 0,01 0,05 138,10 1,38 2937,89 2,02
3 2370,27 13,14 0,04 0,10 95,24 0,95 2596,98 1,88
4 2224,48 11,43 0,00 0,00 9,52 0,10 2348,29 1,79
5 2947,99 19,00 0,00 0,10 171,43 1,71 3309,41 2,23
6 2878,66 18,90 0,00 0,00 280,95 2,81 3348,66 2,07
7 2398,90 19,71 0,00 0,00 76,19 0,76 2672,23 1,79
8 2335,35 19,43 0,00 0,00 185,71 1,86 2715,35 1,79
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Tabla 9.30: Heur´ısticas I22PH en entornos estoca´sticos y dina´micos - 100 Tareas -
Reoptimizacio´n al finalizar una tarea
Clase Instancia Distancia Veh´ıculos cLO nLO cLD nLD CT Time
R1 1 3622,14 42,10 0,00 0,00 442,86 4,43 4485,95 12,69
2 3355,46 26,05 0,00 0,00 309,52 3,10 3925,46 12,25
3 3052,51 22,33 0,00 0,00 142,86 1,43 3418,70 11,90
4 2946,36 19,10 0,00 0,00 52,38 0,52 3189,69 12,37
5 3358,60 30,57 0,00 0,00 290,48 2,90 3954,79 12,45
6 3221,28 23,43 0,00 0,00 152,38 1,52 3607,95 11,69
7 3014,04 20,24 0,00 0,00 85,71 0,86 3302,14 11,65
8 2924,06 18,43 0,00 0,00 14,29 0,14 3122,64 11,83
9 3161,85 26,00 0,00 0,00 300,00 3,00 3721,85 11,89
10 3022,11 26,81 0,00 0,00 257,14 2,57 3547,34 11,85
11 3186,67 24,81 0,00 0,00 323,81 3,24 3758,58 12,24
12 2971,63 25,86 0,00 0,00 276,19 2,76 3506,39 11,80
C1 1 3772,97 12,38 0,02 0,14 214,29 2,14 4111,08 12,88
2 3599,05 11,71 0,00 0,05 257,14 2,57 3973,34 13,46
3 3314,78 9,86 0,00 0,00 80,95 0,81 3494,30 13,48
4 3262,52 7,57 0,00 0,00 19,05 0,19 3357,28 14,44
5 3718,84 11,86 0,12 0,19 90,48 0,90 3928,00 13,40
6 3455,24 11,00 0,00 0,00 109,52 1,10 3674,77 13,49
7 3592,59 12,38 0,00 0,00 76,19 0,76 3792,59 13,33
8 3218,03 8,48 0,00 0,00 0,00 0,00 3302,79 14,54
9 3411,83 12,81 0,00 0,00 47,62 0,48 3587,54 13,68
RC1 1 4632,20 41,00 0,00 0,00 652,38 6,52 5694,58 12,34
2 4148,67 29,48 0,00 0,00 295,24 2,95 4738,67 12,04
3 3802,37 22,19 0,00 0,00 123,81 1,24 4148,08 12,09
4 3795,91 19,33 0,00 0,00 61,90 0,62 4051,15 12,85
5 4677,20 34,90 0,00 0,00 438,10 4,38 5464,34 13,03
6 4370,20 33,76 0,00 0,00 400,00 4,00 5107,82 12,04
7 3956,49 33,67 0,00 0,00 242,86 2,43 4536,01 11,57
8 3873,41 31,90 0,00 0,00 380,95 3,81 4573,41 11,70
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9.4.3. Comparativa ante diferentes eventos de reoptimizacio´n
En el Cap´ıtulo 6 se definieron varios eventos de reoptimizacio´n: el primero era
reoptimizar al finalizar las tareas, lo cual se ha sido el procedimiento seguido hasta ahora;
el segundo, reoptimizar cada cierto tiempo; y el tercero, reoptimizar cuando el veh´ıculo
se desv´ıa de la posicio´n esperada.
Este ep´ıgrafe va a intentar comparar los tres me´todos. Las dos reoptimizaciones
u´ltimas se han planteado como complementos a la reoptimizacio´n al finalizar las tareas.
Este planteamiento se sustenta en el hecho de que la reoptimizacio´n no puede perder la
oportunidad de cambiar la asignacio´n de tareas sin necesidad de que el veh´ıculo se vea
afectado en mitad de la ruta; por tanto no se ha considerado oportuno dejar de usar la
reoptimizacio´n en el momento que una tarea es finalizada.
En el caso de reoptimizaciones cada cierto intervalo de tiempo, una importante
cuestio´n ser´ıa determinar dicho intervalo temporal. Se disen˜o´ para tal fin un experimento
que, sobre un mismo problema (Instancia R1.1 para 25 tareas), iba variando dicho inter-
valo de reoptimizacio´n, ReOptTime. De este modo se pretend´ıa ver co´mo se comportaba
la solucio´n y cua´nto tiempo de ejecucio´n en la CPU consumı´a, mostrado en segundos en
la columna Time. La Tabla 9.31 y la Figura 9.1 muestran los resultados del experimento.
Tabla 9.31: Ana´lisis del intervalo de optimizacio´n (25 Tareas - Test R1.1)
ReOptTime Distancia nV cLO nLO cLD nLD CT Time
1 1011,80 11,29 0,00 0,00 131,33 1,31 1267,67 11,08
2 1012,94 11,29 0,00 0,00 129,13 1,29 1264,19 5,85
3 1011,68 11,24 0,00 0,00 132,86 1,33 1267,23 4,08
4 1012,93 11,19 0,00 0,00 132,86 1,33 1268,08 3,22
5 1013,44 11,24 0,00 0,00 133,33 1,33 1259,70 2,70
10 1012,57 11,24 0,00 0,00 133,33 1,33 1259,32 1,66
15 1011,59 11,19 0,00 0,00 142,86 1,43 1267,69 1,30
20 1011,51 11,19 0,00 0,00 147,33 1,47 1258,66 1,13
25 1012,20 11,19 0,00 0,00 157,14 1,57 1283,67 1,02
30 1011,40 11,19 0,00 0,00 152,86 1,53 1268,83 0,96
45 1011,40 11,19 0,00 0,00 161,90 1,62 1287,59 0,84
60 1011,40 11,19 0,00 0,00 152,86 1,53 1269,16 0,78
Fin Tarea 1011,52 11,19 0,00 0,00 161,90 1,62 1285,33 0,63
Los resultados muestran co´mo por norma al disminuir el intervalo de reoptimi-
zacio´n aumenta la calidad de la solucio´n (Ver Figura 9.1(a)), aunque aumenta el tiempo
de computacio´n consumido (Ver Figura 9.1(b)). A la vista de los resultados, un interva-
lo de reoptimizacio´n de unos 10 minutos se ha considerado el ma´s apropiado, dado que
aumenta la calidad de la solucio´n sin aumentar excesivamente el tiempo de computacio´n.
La Tablas 9.33, 9.34 y 9.35 muestran una comparativa de los tres tipos de
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Figura 9.1: Ana´lisis del intervalo de optimizacio´n para 25 clientes (Test R1.1)
reoptimizacio´n para diferentes taman˜os de problemas. En la misma se muestran tanto los
costes totales como el porcentaje de mejora respecto al caso de no aplicar reoptimizacio´n.
Por facilitar la notacio´n de las tablas se han an˜adido una serie de abreviaturas: NoReOpt
significa que no existe reoptimizacio´n, FinT significa que existe reoptimizacio´n al finalizar
una tarea, FixT significa que se han an˜adido reoptimizaciones cuando pasa un cierto
tiempo fijo, y por u´ltimo DEP significa que se han an˜adido reoptimizaciones cuando
existe desviacio´n de los veh´ıculos sobre la posicio´n esperada.
Las tablas muestran varios detalles a destacar. El primero que, por norma
general, an˜adir nuevos eventos de reoptimizaciones mejora la calidad de las soluciones; de
media la opcio´n de reoptimizar cada cierto tiempo y cuando termina una tarea es la que
mejores prestaciones presenta. Cuando se habla de casos particulares el comportamiento
no es siempre as´ı; reoptimizar ma´s veces no tiene necesariamente que implicar mayor
mejora. Este hecho es lo´gico; dado que las reoptimizaciones cambian asignaciones de
tareas a veh´ıculos ante circunstancias adversas, los veh´ıculos cambian sus rutas; sin
embargo estos cambios no garantizan que el tra´fico vaya a ser fluido en la nueva ruta.
Otra consideracio´n a tener en cuenta es el tiempo de computacio´n que ocupa
cada una de las alternativas mostradas; los tiempos para todos los tipos de reoptimiza-
ciones por nu´mero de tareas se presentan en la Tabla 9.32.
Tabla 9.32: Comparacio´n de eventos de reoptimizacio´n - Tiempo computacional
Evento Nu´mero de tareas
25 50 100
FinT 0,63 2,05 12,97
FixT 1,27 3,82 21,24
DET 2,12 6,92 35,15
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Tabla 9.33: Comparacio´n de eventos de reoptimizacio´n - 25 Tareas
Clase Test TC Mejora
NoReOpt FinT FixT DEP FinT FixT DEP
R1 1 1302,36 1285,33 1234,89 1246,37 1,31 % 5,18 % 4,30 %
2 1089,96 1072,29 1072,29 1072,29 1,62 % 1,62 % 1,62 %
3 996,72 911,59 886,86 899,97 8,54 % 11,02 % 9,71 %
4 906,93 862,21 862,09 862,10 4,93 % 4,94 % 4,94 %
5 1238,57 1171,91 1167,16 1168,85 5,38 % 5,77 % 5,63 %
6 1142,78 1093,99 1127,60 1109,36 4,27 % 1,33 % 2,92 %
7 1114,50 1016,09 996,79 1006,96 8,83 % 10,56 % 9,65 %
8 1068,37 986,82 975,55 979,25 7,63 % 8,69 % 8,34 %
9 1130,64 1066,65 1043,74 1052,47 5,66 % 7,69 % 6,91 %
10 1029,45 946,85 950,72 946,85 8,02 % 7,65 % 8,02 %
11 1145,63 1005,11 1039,41 1037,21 12,27 % 9,27 % 9,46 %
12 995,40 974,01 963,90 967,43 2,15 % 3,16 % 2,81 %
Media 5,88 % 6,41 % 6,19 %
C1 1 920,35 901,60 888,19 874,93 2,04 % 3,49 % 4,94 %
2 829,24 782,27 790,22 813,78 5,66 % 5,66 % 1,86 %
3 673,50 673,46 673,50 673,50 0,01 % 0,01 % 0,00 %
4 675,82 675,82 675,79 675,79 0,00 % 0,00 % 0,00 %
5 833,50 779,85 766,17 775,56 6,44 % 6,44 % 6,95 %
6 929,41 918,45 920,42 912,09 1,18 % 1,18 % 1,86 %
7 760,51 760,02 757,18 757,18 0,06 % 0,06 % 0,44 %
8 665,23 662,36 662,40 662,49 0,43 % 0,43 % 0,41 %
9 694,96 694,89 694,85 694,85 0,01 % 0,01 % 0,02 %
Media 1,76 % 1,92 % 1,83 %
RC1 1 1749,07 1693,64 1693,41 1693,4 3,17 % 3,18 % 3,18 %
2 1438,07 1340,85 1344,87 1344,8 6,76 % 6,48 % 6,49 %
3 1377,81 1289,44 1294,13 1294,1 6,41 % 6,07 % 6,08 %
4 1213,34 1146,91 1136,35 1136,3 5,47 % 6,35 % 6,35 %
5 1650,32 1608,70 1585,91 1585,9 2,52 % 3,90 % 3,90 %
6 1671,40 1619,20 1611,74 1611,7 3,12 % 3,57 % 3,57 %
7 1397,04 1370,81 1359,22 1359,2 1,88 % 2,71 % 2,71 %
8 1419,07 1341,36 1312,71 1312,7 5,48 % 7,50 % 7,50 %
Media 4,35 % 4,97 % 4,97 %
Todas Media 4,18 % 4,62 % 4,50 %
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Tabla 9.34: Comparacio´n de eventos de reoptimizacio´n - 50 Tareas
Clase Test TC Mejora
NoReOpt FinT FixT DEP FinT FixT DEP
R1 1 2437,01 2428,43 2356,57 2421,49 0,35 % 3,30 % 0,64 %
2 2122,75 2076,49 2018,53 2070,22 2,18 % 4,91 % 2,47 %
3 1979,76 1901,31 1891,55 1919,59 3,96 % 4,46 % 3,04 %
4 1896,44 1765,43 1773,74 1780,16 6,91 % 6,47 % 6,13 %
5 2331,51 2290,55 2322,15 2283,20 1,76 % 0,40 % 2,07 %
6 2084,83 2019,31 2039,82 2040,56 3,14 % 2,16 % 2,12 %
7 2061,32 1868,71 1866,25 1880,44 9,34 % 9,46 % 8,77 %
8 1939,14 1753,99 1745,91 1757,56 9,55 % 9,96 % 9,36 %
9 2267,75 2132,27 2139,43 2187,43 5,97 % 5,66 % 3,54 %
10 2097,25 1983,53 1994,27 1960,82 5,42 % 4,91 % 6,51 %
11 2161,00 2011,61 1998,79 1998,02 6,91 % 7,51 % 7,54 %
12 2068,31 1984,76 1988,54 1889,68 4,04 % 3,86 % 8,64 %
Media 4,96 % 5,25 % 5,07 %
C1 1 1802,10 1734,87 1771,73 1726,02 3,73 % 1,69 % 4,22 %
2 1741,55 1666,39 1650,30 1692,21 4,32 % 5,24 % 2,83 %
3 1609,97 1532,61 1544,57 1510,35 4,80 % 4,06 % 6,19 %
4 1536,06 1473,97 1474,09 1474,45 4,04 % 4,03 % 4,01 %
5 1733,23 1654,15 1656,91 1632,91 4,56 % 4,40 % 5,79 %
6 1798,90 1736,44 1742,35 1731,01 3,47 % 3,14 % 3,77 %
7 1566,08 1533,96 1530,03 1566,24 2,05 % 2,30 % -0,01 %
8 1475,05 1408,02 1408,06 1408,24 4,54 % 4,54 % 4,53 %
9 1580,48 1515,95 1513,53 1510,89 4,08 % 4,24 % 4,40 %
Media 3,96 % 3,74 % 3,97 %
RC1 1 3660,11 3583,14 3622,99 3525,84 2,10 % 1,01 % 3,67 %
2 3039,92 2937,89 2930,06 2934,77 3,36 % 3,61 % 3,46 %
3 2733,04 2596,98 2584,93 2570,76 4,98 % 5,42 % 5,94 %
4 2536,33 2348,29 2339,00 2348,42 7,41 % 7,78 % 7,41 %
5 3377,75 3309,41 3283,87 3324,32 2,02 % 2,78 % 1,58 %
6 3458,56 3348,66 3373,48 3360,59 3,18 % 2,46 % 2,83 %
7 2837,43 2672,23 2637,17 2687,46 5,82 % 7,06 % 5,29 %
8 2874,25 2715,35 2667,87 2715,59 5,53 % 7,18 % 5,52 %
Media 4,30 % 4,66 % 4,46 %
Todas Media 4,47 % 4,62 % 4,56 %
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Tabla 9.35: Comparacio´n de eventos de reoptimizacio´n - 100 Tareas
Clase Test TC Mejora
NoReOpt FinT FixT DEP FinT FixT DEP
R1 1 4458,57 4485,95 4441,56 4446,59 -0,61 % 0,38 % 0,27 %
2 4120,78 3925,46 3912,83 3924,33 4,74 % 5,05 % 4,77 %
3 3836,68 3418,70 3410,26 3416,38 10,89 % 11,11 % 10,95 %
4 3280,86 3189,69 3177,82 3181,80 2,78 % 3,14 % 3,02 %
5 4225,69 3954,79 3920,24 3923,01 6,41 % 7,23 % 7,16 %
6 3845,58 3607,95 3559,28 3595,32 6,18 % 7,44 % 6,51 %
7 3826,27 3302,14 3279,80 3292,70 13,70 % 14,28 % 13,95 %
8 3483,28 3122,64 3114,42 3117,97 10,35 % 10,59 % 10,49 %
9 4019,20 3721,85 3724,77 3722,97 7,40 % 7,33 % 7,37 %
10 4092,08 3547,34 3492,63 3517,16 13,31 % 14,65 % 14,05 %
11 4282,85 3758,58 3722,34 3736,58 12,24 % 13,09 % 12,75 %
12 3862,71 3506,39 3511,72 3508,69 9,22 % 9,09 % 9,17 %
Media 8,05 % 8,61 % 8,37 %
C1 1 4299,49 4111,08 4127,76 4125,37 4,38 % 3,99 % 4,05 %
2 4344,32 3973,34 3998,85 3997,26 8,54 % 7,95 % 7,99 %
3 4055,16 3494,30 3469,49 3481,28 13,83 % 14,44 % 14,15 %
4 3717,70 3357,28 3392,37 3382,96 9,69 % 8,75 % 9,00 %
5 4322,53 3928,00 3884,04 3925,78 9,13 % 10,14 % 9,18 %
6 3865,25 3674,77 3695,35 3678,73 4,93 % 4,40 % 4,83 %
7 3976,80 3792,59 3805,03 3797,63 4,63 % 4,32 % 4,51 %
8 3590,45 3302,79 3303,01 3303,01 8,01 % 8,01 % 8,01 %
9 3807,79 3587,54 3653,58 3607,67 5,78 % 4,05 % 5,26 %
Media 7,66 % 7,34 % 7,44 %
RC1 1 5855,04 5694,58 5658,72 5679,47 2,74 % 3,35 % 3,00 %
2 4943,91 4738,67 4742,00 4740,92 4,15 % 4,08 % 4,11 %
3 4476,04 4148,08 4155,40 4152,98 7,33 % 7,16 % 7,22 %
4 4457,77 4051,15 4060,07 4054,21 9,12 % 8,92 % 9,05 %
5 5575,07 5464,34 5493,59 5472,62 1,99 % 1,46 % 1,84 %
6 5583,21 5107,82 5143,27 5127,92 8,51 % 7,88 % 8,15 %
7 4763,56 4536,01 4522,54 4534,38 4,78 % 5,06 % 4,81 %
8 4900,52 4573,41 4503,02 4515,22 6,68 % 8,11 % 7,86 %
Media 5,66 % 5,75 % 5,76 %
Todas Media 7,27 % 7,43 % 7,36 %
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9.5. Inclusio´n de mecanismos de mejora sobre I22PH
Las soluciones alcanzadas con los me´todos heur´ısticos pueden ser mejoradas
a trave´s de bu´squedas locales o me´todos metaheur´ısticos, como los mostrados en el
Cap´ıtulo 8. Este ep´ıgrafe trata de estudiar la influencia de tales mecanismos de mejora
sobre la heur´ıstica propuesta, realiza´ndose el estudio en entornos con y sin incertidumbre,
y con y sin reoptimizacio´n. Se tomara´ de ejemplo los problemas con 25 tareas.
La Tabla 9.36 muestra la influencia de las bu´squedas locales (LS) y del algoritmo
gene´tico (GA) en entornos esta´ticos, tanto en el caso de tiempo de tra´nsito determinista
como estoca´stico. De hecho se puede deducir que en entornos esta´ticos, estos me´todos
siempre mejoran las soluciones; sin embargo, en entornos estoca´sticos esto no siempre
tiene por que´ ser as´ı. Esto se debe al hecho que tales mecanismos mejoran las soluciones
condensando las mismas; cuando existe incertidumbre en el tra´nsito a veces es preferible
tener ciertas holguras que puedan asimilar los retrasos.
La Tabla 9.37 muestra los resultados alcanzados cuando estos mecanismos son
aplicados en entornos dina´micos y con incertidumbre, en el caso de reoptimizaciones
al finalizar las tareas. De nuevo, se puede observar que debido al cara´cter estoca´stico
del experimento estos mecanismos no producen siempre mejora. Como excepcio´n los
problemas de la clase C1 s´ı suelen tener una tendencia de mejora; esto se debe a la
forma de este tipo de problemas, donde las tareas se encuentran clusterizadas, causando
que se reduzcan considerablemente el nu´mero de pares de tareas posibles y por tanto
elimina´ndose cierta dispersio´n que podr´ıa aparecer ante la reoptimizacio´n..
Como tambie´n se comento´ en el Cap´ıtulo 8, el algoritmo gene´tico podr´ıa ser
usado como me´todo para adaptar las soluciones previamente a la nueva situacio´n. Es
decir, en cada reoptimizacio´n se toma la solucio´n previa del sistema, y se an˜ade a la
poblacio´n del algoritmo gene´tico. Los resultados de dicha metodolog´ıa se encuentran en
la Tabla 9.38. En general la solucio´n mejora.
En este punto habr´ıa que plantearse que´ resultar´ıa ma´s conveniente: o bien
reoptimizar haciendo uso de la heur´ıstica I22PH, o bien reoptimizar adaptando solu-
ciones previas mediante el algoritmo gene´tico. La eleccio´n dependera´ en gran medida
de los medios computacionales de los que se disponga y del taman˜o del problema. Una
comparativa de co´mo var´ıan los tiempos de computacio´n se muestra en la Figuras 9.2;
donde 9.2(a) sen˜ala el coste computacional de una simple iteracio´n y 9.2(b) el coste de
simular una jornada completa.
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Tabla 9.36: Mecanismos de mejora sobre I22PH en entornos esta´ticos - 25 Tareas
Clase Test TC Mejora
Sin Incertidumbre Con incertidumbre Sin Incertidumbre Con incertidumbre
I2P I2P+LS I2P+GA I2P I2P+LS I2P+GA I2P+LS I2P+GA I2P+LS I2P+GA
R1 1 1084,40 1080,06 1084,40 1302,23 1324,88 1303,32 0,40 0,00 -1,74 -0,08
2 1031,44 1031,44 1031,44 1089,96 1146,81 1074,32 0,00 0,00 -5,22 1,43
3 891,66 875,46 891,66 996,72 1038,07 958,24 1,82 0,00 -4,15 3,86
4 860,31 858,57 860,31 906,93 877,62 879,36 0,20 0,00 3,23 3,04
5 1054,28 1054,28 1054,28 1238,57 1240,35 1187,77 0,00 0,00 -0,14 4,10
6 1010,58 1010,58 1010,58 1142,78 1163,17 1091,72 0,00 0,00 -1,78 4,47
7 995,33 972,97 994,87 1114,50 1101,55 1109,22 2,25 0,05 1,16 0,47
8 958,25 946,89 958,25 1068,37 1057,11 1034,29 1,19 0,00 1,05 3,19
9 945,21 945,21 945,21 1130,64 1136,38 1122,09 0,00 0,00 -0,51 0,76
10 907,67 901,92 907,53 1029,45 1020,97 1040,57 0,63 0,02 0,82 -1,08
11 962,54 962,54 962,54 1145,63 1157,87 1157,87 0,00 0,00 -1,07 -1,07
12 951,15 932,74 951,15 995,40 975,69 971,29 1,94 0,00 1,98 2,42
Media 0,70 0,01 -0,53 1,79
C1 1 837,13 837,13 803,75 920,35 918,09 863,48 0,00 3,99 0,25 6,18
2 708,13 669,11 672,76 829,24 759,59 770,69 5,51 5,00 8,40 7,06
3 673,46 672,46 673,46 673,50 672,46 673,43 0,15 0,00 0,15 0,01
4 675,82 671,55 675,82 675,82 671,55 675,72 0,63 0,00 0,63 0,01
5 767,16 764,00 749,80 833,50 821,14 812,58 0,41 2,26 1,48 2,51
6 839,91 820,65 754,17 929,41 916,89 846,88 2,29 10,21 1,35 8,88
7 758,59 758,39 758,59 760,51 758,98 756,78 0,03 0,00 0,20 0,49
8 652,36 649,04 652,36 665,23 653,80 661,44 0,51 0,00 1,72 0,57
9 694,89 684,64 694,89 694,96 684,64 691,34 1,48 0,00 1,49 0,52
Media 1,22 2,38 1,74 2,92
RC1 1 1561,39 1561,39 1561,39 1749,07 1758,18 1702,05 0,00 0,00 -0,52 2,69
2 1247,52 1247,52 1247,52 1438,07 1435,14 1420,43 0,00 0,00 0,20 1,23
3 1222,29 1212,29 1149,75 1377,81 1393,52 1324,22 0,82 5,93 -1,14 3,89
4 1132,62 1121,27 1132,62 1213,34 1264,35 1179,86 1,00 0,00 -4,20 2,76
5 1455,62 1445,62 1444,06 1650,32 1689,12 1628,18 0,69 0,79 -2,35 1,34
6 1434,75 1432,96 1434,75 1671,40 1637,72 1652,36 0,12 0,00 2,01 1,14
7 1304,56 1302,15 1304,56 1397,04 1421,62 1386,42 0,18 0,00 -1,76 0,76
8 1239,86 1238,90 1239,86 1419,07 1400,80 1397,00 0,08 0,00 1,29 1,55
Media 0,36 0,84 -0,81 1,92
Todas Media 0,77 0,97 0,10 2,18
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Tabla 9.37: Mecanismos de mejora sobre I22PH en entornos dina´micos - 25 Tareas
Clase Test TC Mejora
I2P I2P+LS Ip2+GA I2P+LS Ip2+GA
R1 1 1285,33 1259,07 1290,57 2,04 % -0,41 %
2 1072,29 1101,91 1086,77 -2,76 % -1,35 %
3 911,59 941,03 902,67 -3,23 % 0,98 %
4 862,21 860,48 860,48 0,20 % 0,20 %
5 1171,91 1194,79 1180,20 -1,95 % -0,71 %
6 1093,99 1093,60 1092,50 0,04 % 0,14 %
7 1016,09 1014,96 1004,07 0,11 % 1,18 %
8 986,82 993,31 1016,55 -0,66 % -3,01 %
9 1066,65 1070,46 1113,78 -0,36 % -4,42 %
10 946,85 941,11 934,58 0,61 % 1,30 %
11 1005,11 1006,81 1017,15 -0,17 % -1,20 %
12 974,01 955,03 1020,06 1,95 % -4,73 %
Media -0,35 % -1,00 %
C1 1 901,60 902,72 930,93 -0,12 % -3,25 %
2 782,27 800,93 804,86 -2,39 % -2,89 %
3 673,46 672,46 652,03 0,15 % 3,18 %
4 675,82 673,32 675,82 0,37 % 0,00 %
5 779,85 776,84 775,84 0,39 % 0,51 %
6 918,45 829,02 873,86 9,74 % 4,86 %
7 760,02 766,26 782,25 -0,82 % -2,93 %
8 662,36 650,47 661,06 1,79 % 0,20 %
9 694,89 694,64 694,64 0,04 % 0,04 %
Media 1,02 % -0,03 %
RC1 1 1693,64 1688,60 1693,13 0,30 % 0,03 %
2 1340,85 1354,43 1314,14 -1,01 % 1,99 %
3 1289,44 1289,44 1324,85 0,00 % -2,75 %
4 1146,91 1148,05 1143,38 -0,10 % 0,31 %
5 1608,70 1614,25 1629,92 -0,34 % -1,32 %
6 1619,20 1603,07 1581,49 1,00 % 2,33 %
7 1370,81 1406,75 1330,91 -2,62 % 2,91 %
8 1341,36 1320,95 1330,94 1,52 % 0,78 %
Media -0,16 % 0,54 %
Todas Media 0,13 % -0,28 %
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Tabla 9.38: El GA como me´todo de adaptacio´n en entornos dina´micos - 25 Tareas
Clase Test TC Mejora
R1 1 1206,3 6,15 %
2 1079,08 -0,63 %
3 897,51 1,54 %
4 868,05 -0,68 %
5 1180,23 -0,71 %
6 1041,09 4,84 %
7 994,9 2,09 %
8 965,37 2,17 %
9 1097,61 -2,90 %
10 978,76 -3,37 %
11 1030,09 -2,49 %
12 951,08 2,35 %
Media 0,70 %
C1 1 785,66 12,86 %
2 755,11 3,47 %
3 673,42 0,01 %
4 676,09 -0,04 %
5 740,18 5,09 %
6 824,7 10,21 %
7 717,66 5,57 %
8 650,88 1,73 %
9 683,83 1,59 %
Media 4,50 %
RC1 1 1698,88 -0,31 %
2 1323,34 1,31 %
3 1266,9 1,75 %
4 1166,58 -1,71 %
5 1599,45 0,57 %
6 1552,75 4,10 %
7 1379,67 -0,65 %
8 1354,92 -1,01 %
Media 0,51 %
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(b) Simulacio´n del d´ıa completo
Figura 9.2: Coste computacional de I22PH y GA
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9.6. Resultados de intere´s para la tesis
El cap´ıtulo ha presentado los resultados de aplicar la bater´ıa de problemas
generada al sistema disen˜ado, mostrando que´ configuracio´n de las posibilidades que se
han barajado produce mejores resultados.
Primero se ha mostrado que´ aumento porcentual supone la incertidumbre en
los costes, para despue´s ver que´ parte de ese aumento puede ser reducida gracias a la
mayor informacio´n que es suministrada en nuestro sistema.
De todas las heur´ısticas estudiadas, I22PH fue la que mejores prestaciones ha
presentado. Como dato de intere´s cabe resen˜ar que los me´todos tradicionales de mejora
no tienen por que´ proporcionar mejora en entornos con incertidumbre.
Adema´s se propuso un algoritmo gene´tico como me´todo de adaptacio´n de so-




Desde las distintas instituciones se viene sen˜alando la necesidad de un cambio
de paradigma en el transporte, tanto de pasajeros como de mercanc´ıas, de modo que este
sea ma´s sostenible. Esto ha hecho que Europa haya centrado su pol´ıtica de transportes
en la potenciacio´n de un sistema intermodal; prueba de ello son los ejes definidos como
prioritarios para la inclusio´n en la Red Transeuropea de Transporte.
Sin embargo, desde el punto de vista de los usuarios la intermodalidad pre-
senta todav´ıa muchas carencias, haciendo que esta se presente como un transporte no
competitivo con el transporte por carretera.
Potenciar la intermodalidad significa realizar una serie de acciones por parte de
organismos tanto pu´blicos como privados, estando incluida dentro de las mismas el desa-
rrollo de las infraestructuras de transporte necesarias. Sin embargo, teniendo en cuenta
la actual situacio´n econo´mica de Europa, se hace previsible que estas infraestructuras
tarden en llegar.
Este trabajo, despue´s de analizar la situacio´n actual de la intermodalidad en
Europa y de proponer una serie de l´ıneas de investigacio´n para su mejora, se ha centrado
en la optimizacio´n de uno de los eslabones de la cadena log´ıstica intermodal: el acarreo
terrestre.
La gestio´n centralizada del acarreo terrestre, es decir, la optimizacio´n del daily
drayage problem, presenta oportunidades interesantes en el desarrollo del transporte in-
termodal en Europa. Su optimizacio´n supondr´ıa una mejora en el transporte sin la nece-
sidad de grandes inversiones. Permitir´ıa incrementar el escaso atractivo que actualmente
tiene la intermodalidad reduciendo el coste para sus usuarios.
En la literatura existente relativa a la optimizacio´n del acarreo terrestre pre-
domina un enfoque esta´tico del problema, donde se propone una serie de rutas que los
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veh´ıculos han de seguir durante la jornada laboral. Este planteamiento provocar´ıa retra-
sos en las entregas ante cualquier imprevisto que pueda suceder durante la jornada, con
el consecuente perjuicio que eso podr´ıa provocar en la cadena de transporte intermodal.
Los estudios realizados sobre una bater´ıa de problemas demuestran que la incertidumbre
en el tiempo de transito provoca alrededor de un 10-15 % de incremento en el coste de
las rutas en el caso de usar este planteamiento esta´tico.
Esta tesis ha propuesto un sistema centralizado de optimizacio´n basado en
informacio´n en tiempo real de la flota de veh´ıculos, pasando a un enfoque dina´mico del
problema. Esto permite que, ante cualquier imprevisto, el sistema sea capaz de corregir
las desviaciones que se producen en la programacio´n, reasignando tareas a veh´ıculos
en el caso de que fuera necesario. Dos aspectos han sido considerado determinantes a
la hora de desarrollar el sistema; por un lado, determinar en que´ momento se deb´ıan
llevar a cabo las reoptimizaciones, y por otro lado, que´ algoritmos usar para realizar las
reasignaciones en tiempo.
Varias posibilidades han sido analizadas para determinar en que´ momentos es
interesante llevar a cabo la reoptimizacio´n. Los estudios demostraron que un incremen-
to en el nu´mero de reoptimizaciones trae ligada una mejora en los resultados medios.
Sin embargo, lo realmente interesante es realizar las reoptimizaciones cuando existe la
posibilidad de cambiar la ruta sin perturbar demasiado la trayectoria de los veh´ıculos;
es decir, que el veh´ıculo pueda modificar su ruta, pero el conductor no lo percibe, al no
ser su destino inmediato modificado. Esto podr´ıa conseguirse reoptimizando al finalizar
cada tarea, antes del comienzo de la siguiente.
En cuanto a los algoritmos de asignacio´n, se propusieron varias alternativas. De
ellas la ma´s destacada fue el algoritmo I22PH, que explotaba las propiedades de las tareas
de importacio´n y exportacio´n en bu´squeda de pares de tareas que produc´ıan ahorro al
realizarlas de forma conjunta. Dicho algoritmo incorporaba una serie de mecanismos para
evitar el mayor nu´mero posible de tareas incumplidas. Adema´s exist´ıa un mecanismo
de compensacio´n de las soluciones previas, para evitar reasignaciones innecesarias. Otra
de las posibilidades destacadas fue usar un algoritmo gene´tico que adaptara a la nueva
situacio´n las soluciones previamente alcanzadas.
Es importante recalcar la importancia del tiempo de ca´lculo en este tipo de
sistemas. Los usuarios del mismo no deber´ıan esperar demasiado en la respuesta sobre
su nuevo destino. En relacio´n a ese aspecto la heur´ıstica I22PH ha mostrado unos tiempos
de computacio´n adecuados.
Los estudios realizados sobre la bater´ıa de problemas demuestran que el sistema
dina´mico planteado podr´ıa ahorrar de media en torno a un 5-7 % de los costes. Este
porcentaje so´lo considera como informacio´n extra la posicio´n de cada veh´ıculo en cada
instante; si adema´s se dispusiera de informacio´n actualizada del tra´fico, este ahorro
medio deber´ıa verse aumentado.
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Por tanto, el sistema planteado consigue un doble objetivo: por un lado hacer
ma´s atractivo al transporte intermodal desde el punto de vista econo´mico, reduciendo
sus coste y, por tanto, disminuyendo su distancia de ruptura; y por otro lado disminuir
las posibles perdidas del trayecto principal, mejorando por tanto el aspecto temporal del
transporte intermodal.
10.1. Resultados alcanzados
Como consecuencia del trabajo realizado, esta tesis ha llegado a una serie de
resultados que merecen ser destacados:
Se ha realizado un estudio de la situacio´n actual del transporte de mercanc´ıas en
Europa, desarrollando los problemas que actualmente presenta (Cap´ıtulo 2)
Se ha planteado los motivos por los que se presenta a la intermodalidad como
alternativa, estudiando que´ mercado presenta actualmente la misma, y que´ l´ıneas
de mejora se deben plantear para el desarrollo de este esquema de transporte
(Cap´ıtulos 3, 4 y ??).
Se ha seleccionado la optimizacio´n del acarreo terrestre como l´ınea de mejora con
un gran potencial, realizandose un estudio de la bibliograf´ıa existente y formulando
el problema tanto para entornos dina´micos como esta´ticos (Cap´ıtulo 5).
Se ha propuesto un sistema centralizado que gestiona informacio´n en tiempo real
sobre la posicio´n de los veh´ıculos para ofrecer mejores soluciones al acarreo terrestre
(Cap´ıtulo 6).
Se han expuestos diferentes alternativas que integrar´ıan la inteligencia del sistema
anteriormente mencionado: heur´ısticas y metaheur´ısticas (Cap´ıtulo 7 y 8).
Se ha demostrado la utilidad del sistema (Cap´ıtulo 9) usando para ello una bater´ıa
de problemas y un entorno de simulacio´n creados para tal fin (Ape´ndice A); dicha
bater´ıa es una adaptacio´n del benchmark que Solomon propuso para los problemas
VRPTW.
Se ha presentado un me´todo matricial para el ca´lculo del coste de una ruta, que
es capaz de ahorrar un 40 % del tiempo de computacio´n en sistemas adaptados al
ca´lculo matricial (Ape´ndice B).
Algunos de estos resultados se encuentran publicados en revistas indexadas y
en actas de congresos, tanto nacionales como internacionales. Cuatro publicaciones en
revistas se han realizado; las dos primeras se encuentran indexadas dentro del JCR, las
otras dos lo esta´n en otras bases de datos cient´ıficas:
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Escudero A, Mun˜uzuri J, Guadix J y Arango C (2013) Dynamic approach to solve
the daily drayage problem with transit time uncertainty. Computers in Industry, In
press.
Escudero A, Mun˜uzuri J, Arango C y Onieva L (2011) A satellite navigation sys-
tem to improve the management of intermodal drayage. Advanced Engineering
Informatics, 25(3), 427-434.
Escudero A, Mun˜uzuri J, Guadix J y Arango C (2011) Heur´ıstica de asignacio´n en
tiempo real de veh´ıculos a taras de acarreo intermodal. Direccio´n y Organizacio´n,
Revista de Ingenier´ıa de Organizacio´n, 45, 32-37.
Escudero A, Raicu R, Mun˜uzuri J y Delgado MC (2010) Dynamic optimization
of urban intermodal freight transport with random transit times, flexible tasks and
time windows. Procedia - Social and Behavioral Sciences, 2(3), 6109-6117.
De las actas de congreso caben destacar:
Escudero A, Mun˜uzuri J, Onieva L, Arango C (2012) Oportunidades del daily
drayage problem en la optimizacio´n del transporte de mercanc´ıas europeo. 6th In-
ternational Conference on Industrial Engineering and Industrial Management. XVI
Congreso de Ingenier´ıa de Organizacio´n (CIO 2012), Vigo.
Escudero A, Mun˜uzuri J, Corte´s P y Onieva L (2011) A drayage problem consi-
dering real-time vehicle position knowledge by using genetic algorithm. 3er World
Congress on Nature and Biologically Inspired Computing (NaBIC 2011), Salaman-
ca.
Escudero A, Mun˜uzuri J, Van Duin JHR, Onieva L y Guadix J (2010) Knowledge
of real time position of vehicles and Its impact on the improvement of intermodal
drayage operations. 12th World Conference on Transport Research (WCTR 2010),
Lisboa.
Escudero A, Raicu R, Mun˜uzuri J y Delgado MC (2009) Dynamic optimization of
urban freight intermodal transport with random transit Times, flexible tasks and
time windows. The 6th International Conference on City Logistics (CL VI) Puerto
Vallarta.
Escudero A, Mun˜uzuri J, Onieva L y Gutie´rrez M (2009) A genetic algorithm for
real-time optimisation of drayage operations. International Conference on Harbor,
Maritime and Multimodal Logistics Modelling and Simulation (HMS 2009) Puerto
la Cruz.
Escudero A, Delgado MC, Mun˜uzuri J y Onieva L (2007) Modelo de ayuda a la
decisio´n en transporte intermodal. XI Congreso de Ingenier´ıa de Organizacio´n -
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International Conference on Industrial Engineering and Industrial Management
(CIO 2007), Madrid.
10.2. L´ıneas futuras de investigacio´n
El trabajo de investigacio´n no se considera concluido con la publicacio´n de
esta tesis, muchas son las l´ıneas que se abren a partir de este momento. Estudiar otras
heur´ısticas y metaher´ısticas para la resolucio´n del problema planteado se intuye como la
l´ınea de continuacio´n ma´s evidente, pero adema´s existen otras l´ıneas que pueden hacer
de este trabajo un punto de partida para futuras investigaciones.
Entre estas lineas podr´ıa contemplarse por ejemplo: estudiar el problema con-
siderando en la evaluacio´n de las soluciones una funcio´n multiobjetivo; considerar no
so´lo tareas de impotacio´n y exportacio´n, sino tambie´n tareas flexibles que implicara´n la
optimizacio´n de la log´ıstica de los contenedores vac´ıos; considerar informacio´n en tiempo
real sobre el estado de las carreteras, y no so´lo sobre la posicio´n de los veh´ıculos; o con-
siderar la inclusio´n de tareas online, que van llegando a lo largo de la jornada laboral.
Algunas de estas l´ıneas son propuestas que se han ido recibiendo conforme el trabajo
ha sido revisado para su publicacio´n en diferentes revistas y congresos. Indudablemente








Bater´ıa de Problemas y entorno de
simulacio´n
Este ape´ndice presenta la bater´ıa de problemas usada para testar los diferentes
algoritmos y heur´ısticas presentados a lo largo de esta tesis, y la descripcio´n del entorno
de simulacio´n desarrollado para poder llevar a cabo los test en entornos estoca´sticos.
A.1. Bateria de problemas
La bater´ıa esta´ disen˜ada de forma que las diferentes instancias que contiene cu-
bran los diferentes factores que afectar´ıan el comportamiento de las diferentes heur´ısti-
cas. Estos factores esta´n caracterizados principalmente por la distribucio´n geogra´fica de
las tareas y la caracterizacio´n de las ventanas temporales de los mismos. Cada instancia
esta´ compuesta de 100 tareas diferentes, siendo posible el testado de instancias de menor
taman˜o usando so´lo los necesarias necesarios. La bater´ıa esta´ compuesta de 29 instancias
Tabla A.1: Bater´ıa de problemas
Clase Nu´mero de Instancias Horizonte Temporal Localizacio´n del depo´sito
R1 12 460 (35,35)
C1 9 1236 (35,35)
RC1 8 480 (40,50)
(ver Tabla A.1) divididas en 3 clases: R1, C1, y RC1. Estas esta´n basadas en las bater´ıas
presentadas por Solomon (1987) y Li y Lim (2001), pero adaptadas al problema bajo
estudio; de dichas bater´ıas se tomaron las clases con horizonte corto. Se tomo´ 1 como el
coste por kilometro desplazado, 10 el coste de cada nuevo veh´ıculo usado, 10 como coste
225
226 Ape´ndice A Bater´ıa de Problemas y entorno de simulacio´n
por hora tard´ıa de recogida de un contenedor en la terminal, y 100 en el caso de que el
contenedor perdiera el trayecto principal por llegada tard´ıa a una entrega.
En la clase R1 las tareas del acarreo intermodal esta´n distribuidos aleatoriamen-
te (Randomly) en el hinterland de la terminal. En la clase C1 las tareas esta´n distribuidos
en diferentes grupos o Clusters . En la clase RC1 los usuarios esta´n semi-clusterizados,
existiendo tareas agrupadas en grupos y otras distribuidas aleatoriamente.
A modo de ejemplo se han representado en los siguientes ep´ıgrafes los tres casos
de distribucio´n de los clientes diferente: la Figura A.1.1 es una instancia de la clase R1,
donde los clientes esta´n distribuidos aleatoriamente; la Figura A.1.2 es una instancia de
la clase C1, donde los clientes esta´n distribuidos por clusters; y la Figura A.1.3 es una
instancia de la clase RC1, donde los clientes presentan una distribucio´n semi-clusterizada.
En todos los casos el asterisco verde representa el deposito, los c´ırculos rojos representan
clientes que esperan recibir un contenedor y los tria´ngulos azules clientes que quieren
enviar un contenedor
Cada clase presenta un nu´mero determinados de instancias con caracter´ısticas
diferentes. Entre las diferentes instancias se ha tratado de diversificar caracter´ısticas de
las ventanas temporales tales como el taman˜o de las mismas, es decir, el tiempo que es
posible acceder a la tarea; su homogeneidad, es decir, si todos los clientes que presentas
limitaciones temporales la duracio´n de la misma es fija; y el porcentaje de usuarios
afectados por tales restricciones, crea´ndose instancias con el 25, 50, 75 y 100 % de las
tareas con ventanas temporales. Las caracter´ısticas particulares de cada instancia sera´n
presentadas en los siguientes ep´ıgrafes.
A.1.1. La clase R
La clase R1 esta´ compuesta por 12 instancias; un resumen de las caracter´ısticas
de las mismas puede verse en la Tabla A.2.
Tabla A.2: Clase R
Clase Instancias Longitud de la ventana Porcentaje de tareas
Media Desviacio´n Ma´xima Mı´nima con limitacio´n temporal
R1 01 20 0 - - 100 %
R1 02 20 0 - - 75 %
R1 03 20 0 - - 50 %
R1 04 20 0 - - 25 %
R1 05 60 0 - - 100 %
R1 06 60 0 - - 75 %
R1 07 60 0 - - 50 %
R1 08 60 0 - - 25 %
R1 09 120 15 166 74 100 %
R1 10 170 65 330 46 100 %
R1 11 180 95 368 38 100 %
R1 12 230 25 332 146 100 %
Ape´ndice A Bater´ıa de Problemas y entorno de simulacio´n 227












Figura A.1: Distribucio´n aleatoria de los clientes (R1-01)
A.1.2. La clase C
En la clase C1 las tareas esta´n distribuidas en clusters. Esta clases tiene 9
instancias, las caracter´ısticas de las ventanas temporales de cada una de ellas se muestra
en la Tabla A.3.
Tabla A.3: Clase C
Clase Instancias Longitud de la ventana Porcentaje de tareas
Media Desviacio´n Ma´xima Mı´nima con limitacio´n temporal
C1 01 20 0 - - 100 %
C1 02 20 0 - - 75 %
C1 03 20 0 - - 50 %
C1 04 20 0 - - 25 %
C1 05 60 0 - - 100 %
C1 06 60 0 - - 75 %
C1 07 60 0 - - 50 %
C1 08 60 0 - - 25 %
C1 09 120 15 166 74 100 %
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Figura A.2: Distribucio´n clusterizada de los clientes (C1-01)
A.1.3. La clase RC
La clase RC1 tiene 8 instancias semi-clusterizadas. Un resumen de las carac-
ter´ısticas de las ventanas temporales de cada una de las instancias se muestra en la Tabla
A.4.
Tabla A.4: Clase RC
Clase Instancias Longitud de la ventana Porcentaje de tareas
Media Desviacio´n Ma´xima Mı´nima con limitacio´n temporal
RC1 01 20 0 - - 100 %
RC1 02 20 0 - - 75 %
RC1 03 20 0 - - 50 %
RC1 04 20 0 - - 25 %
RC1 05 60 0 - - 100 %
RC1 06 60 0 - - 75 %
RC1 07 60 0 - - 50 %
RC1 08 60 0 - - 25 %
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Figura A.3: Distribucio´n semi-clusterizada de los clientes (RC1-01)
A.1.4. Ejemplo de instancia
A modo de ejemplo se muestra en la Tabla A.5 la instancia R1-01 al completo.
La primera columna, N., identifica la tarea a realizar; la segunda columna, Type, muestra
si se trata de una tarea de importacio´n (1) o de exportacio´n (2); la tercera y cuarta
columna, Ox y Oy, caracterizan las coordenadas cartesianas del origen de la tarea; de
forma similar ocurre en las columnas quinta y sexta para el caso del destino de la tarea,




i , definen los limites de la ventana temporal en
el origen; las de´cima, cO1 , es referente del coste de esperar en el origen; la unde´cima,







miss, tienen significado ana´logo pero en el caso del destino; las dos u´ltimas
columnas, sOi y s
D
i , muestran el tiempo de carga y descarga.
A.2. Entorno de simulacio´n
Para simular el tiempo de tra´nsito estoca´stico, el a´rea donde se desarrollan las
tareas fue dividida en cuadrados de 1x1. Cada cuadrado tiene asignada una funcio´n de
distribucio´n de la velocidad, siendo la media de dicha velocidad conocida, vxy, pero no
as´ı la velocidad en tiempo real, vxy.
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Tabla A.5: Ejemplo de instancia - Clase R1 Test 1





















1 2 41 49 35 35 0 460 0 0 322 342 10 -100 15 15
2 1 35 35 35 17 100 120 0 10 0 460 0 0 15 15
3 2 55 45 35 35 0 460 0 0 232 252 10 -100 15 15
4 2 55 20 35 35 0 460 0 0 298 318 10 -100 15 15
5 1 35 35 15 30 68 88 0 10 0 460 0 0 15 15
6 2 25 30 35 35 0 460 0 0 198 218 10 -100 15 15
7 2 20 50 35 35 0 460 0 0 162 182 10 -100 15 15
8 1 35 35 10 43 190 210 0 10 0 460 0 0 15 15
9 2 55 60 35 35 0 460 0 0 194 214 10 -100 15 15
10 2 30 60 35 35 0 460 0 0 248 268 10 -100 15 15
11 1 35 35 20 65 134 154 0 10 0 460 0 0 15 15
12 2 50 35 35 35 0 460 0 0 126 146 10 -100 15 15
13 2 30 25 35 35 0 460 0 0 318 338 10 -100 15 15
14 1 35 35 15 10 64 84 0 10 0 460 0 0 15 15
15 1 35 35 30 5 122 142 0 10 0 460 0 0 15 15
16 1 35 35 10 20 150 170 0 10 0 460 0 0 15 15
17 2 5 30 35 35 0 460 0 0 314 334 10 -100 15 15
18 1 35 35 20 40 174 194 0 10 0 460 0 0 15 15
19 2 15 60 35 35 0 460 0 0 152 172 10 -100 15 15
20 2 45 65 35 35 0 460 0 0 252 272 10 -100 15 15
21 1 35 35 45 20 124 144 0 10 0 460 0 0 15 15
22 2 45 10 35 35 0 460 0 0 194 214 10 -100 15 15
23 1 35 35 55 5 136 156 0 10 0 460 0 0 15 15
24 1 35 35 65 35 306 326 0 10 0 460 0 0 15 15
25 2 65 20 35 35 0 460 0 0 344 364 10 -100 15 15
26 2 45 30 35 35 0 460 0 0 264 284 10 -100 15 15
27 1 35 35 35 40 74 94 0 10 0 460 0 0 15 15
28 1 35 35 41 37 78 98 0 10 0 460 0 0 15 15
29 1 35 35 64 42 126 146 0 10 0 460 0 0 15 15
30 1 35 35 40 60 142 162 0 10 0 460 0 0 15 15
31 1 35 35 31 52 100 120 0 10 0 460 0 0 15 15
32 2 35 69 35 35 0 460 0 0 282 302 10 -100 15 15
33 1 35 35 53 52 74 94 0 10 0 460 0 0 15 15
34 2 65 55 35 35 0 460 0 0 234 254 10 -100 15 15
35 1 35 35 63 65 286 306 0 10 0 460 0 0 15 15
36 1 35 35 2 60 82 102 0 10 0 460 0 0 15 15
37 2 20 20 35 35 0 460 0 0 268 288 10 -100 15 15
38 2 5 5 35 35 0 460 0 0 166 186 10 -100 15 15
39 1 35 35 60 12 88 108 0 10 0 460 0 0 15 15
40 1 35 35 40 25 170 190 0 10 0 460 0 0 15 15
41 2 42 7 35 35 0 460 0 0 194 214 10 -100 15 15
42 1 35 35 24 12 62 82 0 10 0 460 0 0 15 15
43 1 35 35 23 3 264 284 0 10 0 460 0 0 15 15
44 1 35 35 11 14 138 158 0 10 0 460 0 0 15 15
45 1 35 35 6 38 64 84 0 10 0 460 0 0 15 15
46 2 2 48 35 35 0 460 0 0 234 254 10 -100 15 15
47 1 35 35 8 56 102 122 0 10 0 460 0 0 15 15
48 2 13 52 35 35 0 460 0 0 330 350 10 -100 15 15
49 2 6 68 35 35 0 460 0 0 216 236 10 -100 15 15
50 2 47 47 35 35 0 460 0 0 248 268 10 -100 15 15
51 1 35 35 49 58 176 196 0 10 0 460 0 0 15 15
52 1 35 35 27 43 104 124 0 10 0 460 0 0 15 15
53 1 35 35 37 31 190 210 0 10 0 460 0 0 15 15
54 2 57 29 35 35 0 460 0 0 280 300 10 -100 15 15
55 1 35 35 63 23 272 292 0 10 0 460 0 0 15 15
56 1 35 35 53 12 260 280 0 10 0 460 0 0 15 15
57 2 32 12 35 35 0 460 0 0 202 222 10 -100 15 15
58 2 36 26 35 35 0 460 0 0 400 420 10 -100 15 15
59 1 35 35 21 24 36 56 0 10 0 460 0 0 15 15
60 2 17 34 35 35 0 460 0 0 324 344 10 -100 15 15
61 1 35 35 12 24 152 172 0 10 0 460 0 0 15 15
62 1 35 35 24 58 116 136 0 10 0 460 0 0 15 15
63 1 35 35 27 69 68 88 0 10 0 460 0 0 15 15
64 1 35 35 15 77 146 166 0 10 0 460 0 0 15 15
65 1 35 35 62 77 102 122 0 10 0 460 0 0 15 15
66 1 35 35 49 73 254 274 0 10 0 460 0 0 15 15
67 2 67 5 35 35 0 460 0 0 166 186 10 -100 15 15
68 1 35 35 56 39 284 304 0 10 0 460 0 0 15 15
69 1 35 35 37 47 100 120 0 10 0 460 0 0 15 15
70 2 37 56 35 35 0 460 0 0 364 384 10 -100 15 15
71 1 35 35 57 68 154 174 0 10 0 460 0 0 15 15
72 1 35 35 47 16 70 90 0 10 0 460 0 0 15 15
73 2 44 17 35 35 0 460 0 0 156 176 10 -100 15 15
74 1 35 35 46 13 298 318 0 10 0 460 0 0 15 15
75 1 35 35 49 11 138 158 0 10 0 460 0 0 15 15
76 1 35 35 49 42 146 166 0 10 0 460 0 0 15 15
77 2 53 43 35 35 0 460 0 0 358 378 10 -100 15 15
78 2 61 52 35 35 0 460 0 0 192 212 10 -100 15 15
79 2 57 48 35 35 0 460 0 0 184 204 10 -100 15 15
80 2 56 37 35 35 0 460 0 0 364 384 10 -100 15 15
81 2 55 54 35 35 0 460 0 0 188 208 10 -100 15 15
82 1 35 35 15 47 110 130 0 10 0 460 0 0 15 15
83 1 35 35 14 37 88 108 0 10 0 460 0 0 15 15
84 2 11 31 35 35 0 460 0 0 202 222 10 -100 15 15
85 2 16 22 35 35 0 460 0 0 182 202 10 -100 15 15
86 2 4 18 35 35 0 460 0 0 188 208 10 -100 15 15
87 2 28 18 35 35 0 460 0 0 186 206 10 -100 15 15
88 1 35 35 26 52 148 168 0 10 0 460 0 0 15 15
89 2 26 35 35 35 0 460 0 0 352 372 10 -100 15 15
90 1 35 35 31 67 190 210 0 10 0 460 0 0 15 15
91 2 15 19 35 35 0 460 0 0 320 340 10 -100 15 15
92 1 35 35 22 22 36 56 0 10 0 460 0 0 15 15
93 2 18 24 35 35 0 460 0 0 376 396 10 -100 15 15
94 2 26 27 35 35 0 460 0 0 200 220 10 -100 15 15
95 1 35 35 25 24 78 98 0 10 0 460 0 0 15 15
96 2 22 27 35 35 0 460 0 0 270 290 10 -100 15 15
97 2 25 21 35 35 0 460 0 0 266 286 10 -100 15 15
98 1 35 35 19 21 116 136 0 10 0 460 0 0 15 15
99 1 35 35 20 26 166 186 0 10 0 460 0 0 15 15
100 2 18 18 35 35 0 460 0 0 370 390 10 -100 15 15
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El tiempo esperado de tra´nsito, t, de un desplazamiento es la suma de los
tiempos esperados de transito de cada tramo; lo mismo ocurre con los tiempos reales de
tra´nsito, t. Siguiendo el ejemplo de la Figura A.4 el tiempo esperado de tra´nsito, tAB, y
el tiempo real de tra´nsito, tAB, son calculados atendiendo a la ecuaciones (A.1) y (A.2).
















Figura A.4: Ca´lculo del tiempo de tra´nsito
Dado que el tiempo de transito es estoca´stico, 100 diferentes patrones de velo-
cidad fueron testados para cada instancia; para de este modo poder tener una represen-
tacio´n sobre diferentes situaciones de tra´fico. A su vez, para no convertir al problema
en un problema de camino ma´s corto en entornos estoca´sticos se simplifico las simula-
ciones imponiendo que si bien la realizacio´n de la velocidad era desconocida, la media
de la velocidad en todos los cuadros deb´ıa ser la misma; toma´ndose como funcio´n de
distribucio´n de la misma una normal media 50 y desviacio´n 10.

Ape´ndiceB
Viabilidad de una solucio´n propuesta
El DDPTW presenta una serie de restricciones temporales, ventanas tempora-
les, que condicionara´n la viabilidad de las diferentes soluciones que puedan ser propuestas
al problema. Determinar bajo que condiciones una ruta deja de ser viable es fundamental
en el funcionamiento de los diferentes algoritmos propuestos.
Una cuestio´n especialmente interesante es determinar si la insercio´n de una
determinada tarea a los largo de una ruta viable llevar´ıa a la misma a una situacio´n no
factible, es decir, a retrasos que llevara´n a la ruta a no cumplir todas sus restricciones
temporales.
Este ape´ndice se centra en estudiar la viabilidad de las rutas; primero se pre-
senta un lema enunciado por Solomon (1987) sobre las condiciones de viabilidad en un
VRPTW y se adapta el mismo al problema bajo estudio; seguidamente se desarrolla un
me´todo de determinacio´n de la viabilidad matricial, especialmente u´til en entornos de
simulacio´n como los usados en este trabajo.
B.1. Adaptacio´n del lema de Solomon
Solomon (1987) enuncio un lema sobre las condiciones suficientes y necesarias
que determinan la viabilidad de una ruta del VRPTW, siendo las ventanas temporales
estrictas. Dicho lema podr´ıa ser adaptado al DDPTW, segu´n sigue:
Considerando una ruta rv = {i1, i2, i3, . . . , ip−1, ip, . . . , im} servida por el veh´ıcu-
lo v, insertar una tarea extra, j, entre las tareas ip−1 y ip podr´ıa provocar un retraso en
la realizacio´n de las tareas ip y posteriores. Todas las tareas de la ruta tienen una serie
de restricciones temporales, [EOi , L
O




i ], que podr´ıan verse incumplidas debido
al retraso anteriormente mencionado.
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Lemma 1: Las condiciones suficientes y necesarias que determinan la viabilidad tem-
poral cuando se inserta una nueva tarea, d´ıgase j, entre las tareas ip−1 y ip, 1 ≤ p ≤ m,
dentro de una ruta factible y parcialmente construida, {i1, i2, i3, . . . , ip−1, ip, . . . , im},
son:
stOj ≤ LOj (B.1)
stDj ≤ LDj (B.2)
stOir + PF
O
ir ≤ LOir p ≤ r ≤ m (B.3)
stDir + PF
D





new − stOip ≥ 0 (B.5)
PFDir = ma´x(0, PF
O
ip − wDir ) p ≤ r ≤ m (B.6)
PFOir+1 = ma´x(0, PF
D
ip − wOir+1) p ≤ r ≤ m− 1 (B.7)
PFiOr y PFiDr representar´ıan el empuje sucesivo que se va haciendo sobre las rutas
posteriores como consecuencia de la insercio´n de una nueva ruta. Este empuje vendr´ıa




representar´ıan el tiempo de espera hasta poder comenzar a servir la tarea ir bien en el
origen o bien en el destino. Sin embargo si PFir es demasiado elevado, puede llevar al
incumplimiento de las restricciones temporales.
Solomon (1987) propuso correr iterativamente el lema hasta que se encontrara
una tarea que fuese imposible de realizar cumpliendo las condiciones temporales, lo cual
determinar´ıa la no viabilidad de la ruta.
B.2. Me´todo matricial de valoracio´n de la viabilidad
Como se ha comentado anteriormente, el cumplimiento de las restricciones tem-
porales se ha hecho tradicionalmente iterativamente, es decir, ir secuencialmente com-
probando el momento de llegada a los diferentes puntos del espacio, y comprobando si
las restricciones temporales se cumplen.
El me´todo de Solomon (1987) no es ma´s que una forma elegante de calcular
todas las nuevas stOir y st
D
ir
de la ruta, como se muestra en la ecuacio´n (B.8), para despue´s
comprobar que se cumple con las restricciones temporales mostradas en las ecuaciones
(B.9) y (B.10)
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stOir ≤ LOir ∀ir, 1 ≤ ir ≤ m (B.9)
stDir ≤ LDir ∀ir, 1 ≤ ir ≤ m (B.10)
Este me´todo mejora su rendimiento computacional debido a que en muchas
ocasiones la inviabilidad aparec´ıa en las primeras tareas; sin embargo, en el problema
bajo estudio, al ser las restricciones temporales suavizadas en su momento ma´s tard´ıo,
siempre habr´ıa que seguir iterando hasta el final de la ruta. Pueden darse situaciones de
incumplimiento de las restricciones estrictas, pero que satisfagan el problema planteado
en mejores condiciones que otras soluciones totalmente factible. Por tanto, es siempre
necesario comprobar la ruta entera, y adema´s, ponderar el coste de los posibles incum-
plimientos de las restricciones temporales.
Dado que el trabajo desarrollado en esta tesis se ha codificado en un entorno de
programacio´n optimizado para el calculo matricial1 y que, por los motivos presentados
anteriormente, no so´lo es necesario comprobar la factibilidad sino tambie´n valorarla, se
considero´ interesante desarrollar un me´todo matricial para tal fin; el cual se presenta a
continuacio´n.
Siguiendo con las ecuaciones (B.8), se simplifico la notacio´n a trave´s de los
siguientes cambios de variables: t′i = s
O
i + ti y t
′
i i+1 = s
D
i + ti i+1. Quedando ahora las
ecuaciones (B.8) como siguen:
1MATLAB
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Estas ecuaciones (B.11) pueden ser representadas de forma matricial a trave´s
de una serie de pasos sencillos y que optimizan el tiempo de calculo de los mismos,
evitando la iteracio´n innecesaria. Lla´mese ~t al vector formado por la secuencia de to-
das las t′i y t
′
ij , y lla´mese ~e y ~e
− al vector formado por todas las restricciones en
llegada temprana de las diferentes tareas y su equivalente desplazado a la izquier-
da; es decir ~t = {t′1, t′12, t′2, . . . , t′m−1 m, t′m}, ~e = {EO1 , ED1 , EO2 , ED2 , . . . , EOm} y ~e− =
{ED1 , EO2 , ED2 , . . . , EOm, EDm}. Por facilitar au´n mas la notacio´n se renombrara´n los com-
ponentes del vector ~t de modo que quede una lectura continua y facilmente indexada,
por lo que pasara´ a ser ~t = {t˙1, t˙2, t˙3, t˙4, . . . , t˙m′}, siendo m′ = m · 2− 1
Sea Tm
′×m′ la matriz formada a partir del vector ~t, siguiendo los pasos mos-
trados en la ecuacio´n (B.12). diag(~t ) es una matriz cuadrada de m′ ×m′ cuya diagonal
esta formada por los elementos de ~t y Um
′×m′ es la matriz unitaria triangular superior.
Tm
′×m′ = U · diag(~t ) ·U =

1 1 1 · · · 1






0 0 0 · · · 1


t˙1 0 0 · · · 0






0 0 0 · · · t˙m′


1 1 1 · · · 1






0 0 0 · · · 1

(B.12)
Los elementos de T cumplen la ecuacio´n (B.13), mostra´ndose la matriz generica
en la ecuacio´n (B.14),
t˙ij =
{ ∑j
x=i t˙x si j ≥ i
0 si j < i
(B.13)




t˙1 t˙1 + t˙2 t˙1 + t˙2 + t˙3 · · · ∑n−1i=1 t˙i ∑ni=1 t˙i · · · ∑m′i=1 t˙i









0 0 0 · · · t˙n t˙n + t˙n+1 · · · ∑m′i=n t˙i













′×m′ la matriz formada a partir del vector ~e, siguiendo los pasos mostra-
dos en la ecuacio´n (B.15). diag(~e ) es una matriz cuadrada de m′×m′ cuya diagonal esta
formada por los elementos de ~e. La matriz formada puede contemplarse en la ecuacio´n
(B.16)
Em
′×m′ = diag(~e ) · U =

EO1 0 0 · · · 0






0 0 0 · · · EOm


1 1 1 · · · 1






















1 · · · ED1
0 0 EO2 E
O
2 · · · EO2







0 0 0 0 · · · EOm

(B.16)
Sea la matriz Am
′×m′ la suma de las matrices T y E, es decir, A = T +E, luego
aij = t˙ij + eij . La cual contendra´ los posibles tiempos de llegada a un determinado lugar
de la ruta dependiendo de si han tenido que esperar o no en las lugares anteriores de la
misma para cumplir con las restricciones temporales. De dicha matriz puede deducirse
la matriz AT 1×m′ que busca maximizar cada una de las columnas de la matriz A, es
decir, AT 1×m′ es tal que para una columna n de A, at1 n = ma´x(an1, an2, an3, . . . , anm′).
Esta matriz contiene informacio´n sobre los tiempos de llegada a los diferentes puntos de









2 · · · atOm′ atDm′
)
(B.17)
Se puede entonces definir una matriz ST 1×m′ cuyos elementos buscan el ma´xi-
mo entre los elementos de AT 1×m′ y de E−1×m
′
, mostrada en la ecuacio´n (B.18). Los
elementos cumplira´n por tanto la siguiente ecuacio´n st1j = ma´x(at1j , e
−
1j) y por tanto
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) (B.19)
Definiendo un nuevo vector ~l = {LD1 , LO2 , LD2 , . . . LOm, LDm} que contenga in-
formacio´n sobre las restricciones de llegada ma´s tard´ıas, se podra´ formar una matriz
L1×m′ = ~l que comparada con la matriz ST1×m′ determinara´ el cumplimiento de las











Supo´ngase el ejemplo de la Figura B.1, donde un veh´ıculo v situado en A
en el instante time = 36 se le propone realizar las tareas {i1, i2, i3}, lo que podr´ıa
traducirse asumiendo la nomenclatura extendida en todo la tesis que la ruta a realizar
ser´ıa rv = {f iniv , i1, i2, i3, fendv }; la Tabla B.1 muestra los datos de las diferentes tareas.
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Supo´ngase el ejemplo de la Figura ??, donde un veh´ıculo v situado en A en el
instante time = 36 se le propone realizar las tareas {i1, i2, i3}, lo que podr´ıa traducirse
asumiendo la nomenclatura extendida en todo la tesis que la ruta a realizar ser´ıa rv =
{f iniv , i1, i2, i3, fendv }; la Tabla ?? muestra los datos de las diferentes tareas.












f iniv 36 36 0 0 36 36 0 25
i1 60 90 15 30 110 120 15 25
i2 130 145 15 45 200 230 15 60
i3 270 290 15 20 275 310 15 75
f endv 0 480 0 0 480 0 -
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Figura B.1: Ejemplo del calculo matricial de la viabilidad
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Calcular la viabilidad siguiendo el procedimiento iterativo conllevar´ıa los ca´lcu-
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Si se siguiera el me´todo matricial, se obtendr´ıa el mismo resultado siguiendo
una serie sencilla de pasos:
1. Definir los vectores necesarios: ~t, ~e, ~e− y ~l
~t = {0, 25, 45, 40, 60, 75, 35, 90, 0}
~e = {36, 36, 60, 110, 130, 200, 270, 275, 0}
~e = {36, 60, 110, 130, 200, 270, 275, 0, 0}
~l = {36, 90, 120, 145, 230, 290, 310, 480, 480}
(B.22)
2. Calcular las matrices T , E, y A
Tm
′×m′ = U · diag(~t ) · U =

0 25 70 110 170 245 280 370 370
0 25 70 110 170 245 280 370 370
0 0 45 85 145 220 255 345 345
0 0 0 40 100 175 210 300 300
0 0 0 0 60 135 170 260 260
0 0 0 0 0 75 110 200 200
0 0 0 0 0 0 35 125 125
0 0 0 0 0 0 0 90 90




′×m′ = diag(~e ) · U =

36 36 36 36 36 36 36 36 36
0 36 36 36 36 36 36 36 36
0 0 60 60 60 60 60 60 60
0 0 0 110 110 110 110 110 110
0 0 0 0 130 130 130 130 130
0 0 0 0 0 200 200 200 200
0 0 0 0 0 0 270 270 270
0 0 0 0 0 0 0 275 275
0 0 0 0 0 0 0 0 0

(B.24)
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Am
′×m′ = T + E =

36 61 106 146 206 281 316 406 406
0 61 106 146 206 281 316 406 406
0 0 105 145 205 280 315 405 405
0 0 0 150 210 285 320 410 410
0 0 0 0 190 265 300 390 390
0 0 0 0 0 275 310 400 400
0 0 0 0 0 0 305 395 395
0 0 0 0 0 0 0 365 365
0 0 0 0 0 0 0 0 0

(B.25)
3. Calcular las matrices AT y ST
AT1×m′ =
(





36 61 110 150 210 285 320 410 410
)
(B.27)
4. Comparan la matriz ST con la matriz L para extraer conclusiones sobre la viabi-
lidad de la ruta.
Am′×m′ = T + E =
(
36 90 120 145 230 290 310 480 480
)
(B.28)
Del ejemplo se pueden deducir varias conclusiones:
El veh´ıculo llega antes al destino de la tarea i1 por lo que debe esperar.
El veh´ıculo llega con retraso al origen de la tarea i2, por lo que sera´ penalizado.
El veh´ıculo llega tarde al destino de la tarea i3, por lo que sera´ penalizado.
Comparando el tiempo de calculo de cada uno de los me´todos, el me´todo ite-
rativo supone un tiempo de procesamiento para la ruta de 4, 2 · 10−5 segundos frente a




Este ep´ıgrafe muestra un resumen de la nomenclatura usada en la segunda
parte de esta tesis doctoral.
T Conjunto de tareas
Tr Conjunto de tareas reales
T I Conjunto de tareas de importacio´n
T E Conjunto de tareas de exportacio´n
T WDr Conjunto de tareas reales bien definidas
T Fr Conjunto de tareas reales flexibles
Υi Conjunto de posibles realizaciones de la tarea flexible i
Tf Conjunto de tareas ficticias
T inif Conjunto de tareas ficticias de inicio
T endf Conjunto de tareas ficticias de finalizacio´n
V Conjunto de veh´ıculos
i Tarea perteneciente al conjunto Tr
j Tarea perteneciente al conjunto Tr
v Veh´ıculo perteneciente al conjunto V
fv Tarea ficticia perteneciente al conjunto T{ y relacionada con el veh´ıculo v
Oi Origen de la tarea i
Di Destino de la tarea i
di Distancia entre origen y destino de la tarea i
ti Tiempo de tra´nsito esperado entre origen y destino de la tarea i
ti Tiempo de tra´nsito entre origen y destino de la tarea i
sOi Tiempo de servicio en el origen de la tarea i
sDi Tiempo de servicio en el destino de la tarea i
dij Distancia entre el destino de la tarea i y el origen de la tarea j
tij Tiempo de tra´nsito esperado entre el destino de la tarea i y el origen de la tarea j
tij Tiempo de tra´nsito entre el destino de la tarea i y el origen de la tarea j
EOi Tiempo ma´s temprano de inicio de la tarea i en el origen
LOi Momento ma´s tard´ıa, sin penalizacio´n, de finalizacio´n de la tarea i en el origen
EDi Tiempo ma´s temprano de inicio de la tarea i en el destino
LOi Momento ma´s tard´ıa, sin penalizacio´n, de finalizacio´n de la tarea i en el destino
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cv Coste fijo por el uso del veh´ıculo v
ckm Coste por unidad de distancia recorrida en vac´ıo
cmiss Coste fijo de penalizacio´n por perdida del trayecto principal
cwait Coste por unidad de tiempo debido a situaciones de espera en la terminal
cdepot Coste por unidad de tiempo debido a retrasos en el retorno al depo´sito
xij Variable binaria de consecucio´n entre tareas
nvv Variable binaria que identifica si el veh´ıculo v es usado por primera vez
lOi Variable binaria que identifica retrasos en el origen de la tarea i
lDi Variable binaria que identifica retrasos en el destino de la tarea i
ldepotv Variable binaria que identifica retrasos la llegada al depo´sito del veh´ıculo v
stOi Momento que comienza a servirse la tarea i en el origen
stDi Momento que comienza a servirse la tarea i en el destino
atOi Momento que llegada del veh´ıculo que esta´ sirviendo la tarea i al origen
atDi Momento que llegada del veh´ıculo que esta´ sirviendo la tarea i al destino
M Nu´mero de elevado valor
uvv Parametro que define si un veh´ıculo fue usado previamente
T Conjunto de variables estoca´sticas de tiempo
X Conjunto de variables binarias xij
ST Conjunto de variables binarias stOi y st
D
i
pOi (t) Probabilidad de llegada al origen de la tarea i en el instante t
pDi (t) Probabilidad de llegada al destino de la tarea i en el instante t
CDi Coste esperado por retrasos en la llegada al destino de la tarea i
COi Coste esperado por retrasos en la llegada al origen de la tarea i
cOi (t) Coste de llegada al origen de la tarea i en el instante t






Abacoumkin, C. y Ballis, A. (2004). ((Development of an expert system for the
evaluation of conventional and innovative technologies in the intermodal transport
area)). European Journal of Operational Research, 152(2), pp. 410–419.
Adbdel-Aty, M.A.; Kitamura, R. y Jovanis, P.P. (1997). ((Using stated preference
data for studying the effect of advanced traffic information on drivers’ route choice)).
Transportation Research C , 5(1), pp. 39–50.
Allen, W. B. (1977). ((Demand for Freight Transportation - Micro Approach)). Trans-
portation Research, 11(1), pp. 9–14.
Allen, W. B.; Mahmoud, M. M. y Mcneil, D. (1985). ((The Importance of Time
in Transit and Reliability of Transit-Time for Shippers, Receivers, and Carriers)).
Transportation Research Part B-Methodological , 19(5), pp. 447–456.
Arnold, P.; Peeters, D. y Thomas, I. (2004). ((Modelling a rail/road intermodal
transportation system)). Transportation Research Part E-Logistics and Transportation
Review , 40(3), pp. 255–270.
Ballis, A. y Golias, J. (2004). ((Towards the improvement of a combined transport
chain performance)). European Journal of Operational Research, 152(2), pp. 420–436.
Banzhaf, W. (1990). ((The molecular traveling salesman)). Biological Cybernetics,
64(1), pp. 7–14.
Beier, F.J. y Frick, S.W. (1978). ((The limits of piggyback: light at the end of the
tunnel)). Transportation Journal , 18(2), pp. 12–18.
Bent, R. y Hentenryck, P. V. (2006). ((A two-stage hybrid algorithm for pickup and
delivery vehicle routing problems with time windows)). Computers and Operations
Research, 33(4), pp. 875–893.
245
246 BIBLIOGRAFI´A
Beuthe, M.; Jourquin, B.; Geerts, J. F. y Ha, C. K. A. N. (2001). ((Freight trans-
portation demand elasticities: a geographic multimodal transportation network analy-
sis)). Transportation Research Part E-Logistics and Transportation Review , 37(4), pp.
253–266.
Bhat, C. R. y Sardesai, R. (2006). ((The impact of stop-making and travel time
reliability on commute mode choice)). Transportation Research Part B-Methodological ,
40(9), pp. 709–730.
Bodin, L.; Golden, B.; Assad, A. y Ball, M. (1983). ((Routing and scheduling of
vehicles and crews: The state of the art)). Computers and Operations Research, 10(2),
pp. 63–211.
Bodin, L.; Mingozzi, A.; Baldacci, R. y Ball, M. (2000). ((The rollon-rolloff vehicle
routing problem)). Transportation Science, 34(3), p. 271.
Bontekoning, Y. M. (2006). Hub exchange operations in intermodal hub-and-spoke
networks. Tesis doctoral, TU Delft.
Bontekoning, Y. M. y Priemus, H. (2004). ((Breakthrough innovations in intermodal
freight transport)). Transportation Planning and Technology , 27(5), pp. 335–345.
Bontekoning, Y.M.; Macharis, C. y Trip, J.J. (2004). ((Is a new applied trans-
portation research field emerging? A review of intermodal rail-truck freight transport
literature)). Transportation Research Part A, 38(1), pp. 1–34.
Brady, RM (1985). ((Optimization strategies gleaned from biological evolution)). Na-
ture, 317(6040), pp. 804–806.
Braekers, K.; Caris, A. y Janssens, G.K. (2012). ((Integrated planning of loaded
and empty container movements)). Or Spectrum, pp. 1–22.
Braysy, O. y Gendreau, M. (2005). ((Vehicle routing problem with time windows,
part II: Metaheuristics)). Transportation Science, 39(1), pp. 119–139.
Calvo, R. W. (2000). ((A new heuristic for the traveling salesman problem with time
windows)). Transportation Science, 34(1), p. 113.
Caris, A. y Janssens, G. K. (2009). ((A local search heuristic for the pre-and end-
haulage of intermodal container terminals)). Computers and Operations Research,
36(10), pp. 2763–2772.
Caris, A. y Janssens, G.K. (2010). ((A deterministic annealing algorithm for the
pre-and end-haulage of intermodal container terminals)). International Journal of
Computer Aided Engineering and Technology , 2(4), pp. 340–355.
Caris, A.; Macharis, C. y Janssens, G. K. (2008). ((Planning problems in intermodal
freight transport: Accomplishments and prospects)). Transportation Planning and
Technology , 31(3), pp. 277–302.
BIBLIOGRAFI´A 247
Cheung, R. K. y Hang, D. D. (2003). ((A time-window sliding procedure for driver-
task assignment with random service times)). IIE Transactions, 35(5), pp. 433–444.
Cheung, R. K.; Shi, N.; Powell, W. B. y Simao, H. P. (2008). ((An attribute-
decision model for cross-border drayage problem)). Transportation Research Part E ,
44(2), pp. 217–234.
Choong, S. T.; Cole, M. H. y Kutanoglu, E. (2002). ((Empty container management
for intermodal transportation networks)). Transportation Research Part E-Logistics
and Transportation Review , 38(6), pp. 423–438.
Chorus, C. G.; Arentze, T. A.; Molin, E. J. E.; Timmermans, H. J. P.
y Van Wee, B. (2006). ((The value of travel information: Decision strategy-
specific conceptualizations and numerical examples)). Transportation Research Part
B-Methodological , 40(6), pp. 504–519.
Clarke, G. y Wright, JW (1964). ((Scheduling of vehicles from a central depot to a
number of delivery points)). Operations Research, 12(4), pp. 568–581.
Commission of the European Communities (1993). White paper: Growth, com-
petitiveness, employment - The challenges and ways forward into the 21st century.
Commission of the European Communities.
—— (2001). White paper: European transport policy for 2010 - time to decide. Com-
mission of the European Communities.
—— (2006a). Communication from the Commission to the Council and the European
Parliament. Keep Europe moving - Sustainable mobility for our continent Mid-term
review of the European Commission’s 2001 Transport White Paper. Commission of
the European Communities.
—— (2006b). Green Paper: Towards a future Maritime Policy for the Union - A Eu-
ropean vision for the oceans and seas. Commission of the European Communities,
Brussels.
—— (2009). Green Paper. TEN-T: A policy review - Towards a better integrated transeu-
ropean transport network at the service of the common transport policy. Commission
of the European Communities, Brussels.
—— (2011). White Paper: Roadmap to a Single European Transport Area - Towards
a competitive and resource efficient transport system. Commission of the European
Communities, Brussels.
Currie, R. H. y Salhi, S. (2003). ((Exact and heuristic methods for a full-load, multi-
terminal, vehicle scheduling problem with backhauling and time windows)). Journal
of the Operational Research Society , pp. 390–400.
248 BIBLIOGRAFI´A
—— (2004). ((A tabu search heuristic for a full-load, multi-terminal, vehicle scheduling
problem with backhauling and time windows)). Journal of Mathematical Modelling
and Algorithms, 3(3), pp. 225–243.
Danielis, R.; Marcucci, E. y Rotaris, L. (2005). ((Logistics managers’ stated pre-
ferences for freight service attributes)). Transportation Research Part E-Logistics and
Transportation Review , 41(3), pp. 201–215.
Davis, L. (1985). ((Applying adaptive algorithms to epistatic domains)). En: Proceedings
of the International Joint Conference on Artificial Intelligence, pp. 162–164.
De Jong, GC; van de Vyvre, Y. y Inwood, H. (1995). ((The value of time for freight
transport)). En: World Conference on Transport Research, Sydney.
De Meulemeester, L.; Laporte, G.; Louveaux, F. V. y Semet, F. (1997).
((Optimal sequencing of skip collections and deliveries)). The Journal of the Ope-
rational Research Society , 48(1), pp. 57–64.
Desrochers, M.; Desrosiers, J. y Solomon, M. M. (1992). ((A new optimization
algorithm for the vehicle routing problem with time windows)). Operations Research,
40(2), pp. 342–354.
Desrosiers, J.; Dumas, Y.; Solomon, M. M.; Soumis, F.; Ball, M.; Magnati,
T. L.; Monma, C. L. y Nemhauser, G. L. (1995). ((Time constrained routing and
scheduling)). En: Network routing, Handbook in Operation Research and management
Science, volumen 8, pp. 35–130. INFORMS Elsevier Science.
Dumas, Y.; Desrosiers, J.; Gelinas, E. y Solomon, M. M. (1995). ((An optimal al-
gorithm for the traveling salesman problem with time windows)). Operations Research,
pp. 367–371.
Dumas, Y.; Desrosiers, J. y Soumis, F. (1991). ((The pickup and delivery problem
with time windows)). European Journal of Operational Research, 54(1), pp. 7–22.
Du¨rr, E. y Giannopoulos, GA (2003). ((SITS: a system for uniform intermodal freight
transport information exchange)). International Journal of Transport Management ,
1(3), pp. 175–186.
Erera, A. L.; Morales, J. C. y Savelsbergh, M. (2005). ((Global intermodal tank
container management for the chemical industry)). Transportation Research Part E-
Logistics and Transportation Review , 41(6), pp. 551–566.
Erera, A. L. y Smilowitz, K. R. (2008). ((Intermodal Drayage Routing and Sche-
duling)). En: P. Ioannou (Ed.), Intelligent Freight Transportation, pp. 171–188. CRC
Press. Taylor & Francis Group.
BIBLIOGRAFI´A 249
Escudero, A.; Delgado, M.C.; Mun˜uzuri, J. y Onieva, L. (2007). ((Modelo de
ayuda a la decisio´n en transporte intermodal)). En: International Conference on In-
dustrial Engineering and Industrial Management - XI CIO, pp. 1859–1868. Adingor,
Madrid.
Escudero, A.; Munuzuri, J.; Arango, C. y Onieva, L. (2011). ((A satellite naviga-
tion system to improve the management of intermodal drayage)). Advanced Enginee-
ring Informatics, 25(3), pp. 427–434.
Escudero, A.; Munuzuri, J.; Guadix, J. y Arango, C. (2013). ((Dynamic approach
to solve the daily drayage problem with transit time uncertainty)). Computers in
Industry . doi: 10.1016/j.compind.2012.11.006.
European Commission (1997). Intermodality of goods transportation. Communication
243. Brussels, Brussels.
—— (2000). Buenas pra´cticas en el transporte de mercanc´ıas. Oficina de Publicaciones
Oficiales de las Comunidades Europeas, Bruselas.
—— (2006). ((LIBRO VERDE: aplicaciones de la navegacio´n por sate´lite)).
—— (2009). Panorama of Transport. European Commission, Luxembourg.
—— (2010a). EU energy and transport in figures 2010. European Commission, Luxem-
burgo.
—— (2010b). TEN-T Policy Review: Commission consultation document and back-
ground papers. Directorate General for Mobility and Transport, European Commis-
sion.
—— (2010c). TEN-T Policy Review: Report of the Expert Groups. Directorate General
for Mobility and Transport, European Commission.
—— (2011). Energy, Transport and Environment Indicators, Edition 2010. European
Commission, Luxembourg.
—— (2012). http: // epp. eurostat. ec. europa. eu .
European Conference of Ministers of Transport (1993). ((Terminology on
combined transport)). En: European Conference of Ministers of Transport, .
—— (1998). ((Efficient transport for Europe, policies for internalization of external
costs)). En: European Conference of Ministers of Transport, Paris.
Evers, P. T.; Harper, D. V. y Needham, P. M. (1996). ((The determinants of
shipper perceptions of modes)). Transportation Journal , 36(2), pp. 13–25.
250 BIBLIOGRAFI´A
Fancello, G.; Pani, C.; Pisano, M.; Serra, P.; Zuddas, P. y Fadda, P. (2011).
((Prediction of arrival times and human resources allocation for container terminal)).
Maritime Economics & Logistics, 13(2), pp. 142–173.
Focacci, F.; Lodi, A. y Milano, M. (2002). ((A hybrid exact algorithm for the
TSPTW)). INFORMS Journal on Computing , 14(4), pp. 403–417.
Fogel, D. B. (1988). ((An Evolutionary Approach to the Traveling Salesman Problem)).
Biological Cybernetics, 60(2), pp. 139–144.
Fowkes, A. S.; Nash, C. A. y Tweddle, G. (1991). ((Investigating the market for
inter-modal freight technologies)). Transportation Research Part A - Policy and Prac-
tice, 25(4), pp. 161–172.
Fowkes, AS; Nash, CA y Tweddle, G. (1989). ((Valuing the attributes of freight
transport quality: Results of the Stated Preference Survey. ITS Working Paper 276.))
Informe te´cnico, Institute of Transport Studies, University of Leeds.
Fowkes, A.S. y Shinghal, N. (2001). ((The Leeds Adaptive Stated Preference Met-
hodology, Working Paper 558)). Informe te´cnico, Institute for Transport Studies,
University of Leeds..
Francis, P.; Zhang, G. y Smilowitz, K. R. (2007). ((Improved modeling and solution
methods for the multi-resource routing problem)). European Journal of Operational
Research, 180(3), pp. 1045–1059.
Gendreau, M.; Hertz, A.; Laporte, G. y Stan, M. (1998). ((A generalized insertion
heuristic for the traveling salesman problem with time windows)). Operations Research,
46(3), pp. 330–335.
Giannopoulos, G. A. (2004). ((The application of information and communication
technologies in transport)). European Journal of Operational Research, 152(2), pp.
302–320.
Goldberg, D. E. (1989). Genetic Algorithms in Search, Optimization and Machine
Learning. Addison-Wesley.
Goldberg, D.E. y Lingle Jr, R. (1985). ((Alleles, Loci and the Traveling Salesman
Problem)). En: Proceedings of the 1st International Conference on Genetic Algorithms,
pp. 154–159. L. Erlbaum Associates Inc..
Goldberg, D.E. y Richardson, J. (1987). ((Genetic algorithms with sharing for
multimodal function optimization)). En: Proceedings of the Second International Con-
ference on Genetic Algorithms on Genetic algorithms and their application, pp. 41–49.
L. Erlbaum Associates Inc..
BIBLIOGRAFI´A 251
Gronalt, M.; Hartl, R. F. y Reimann, M. (2003). ((New savings based algorithms
for time constrained pickup and delivery of full truckloads)). European Journal of
Operational Research, 151(3), pp. 520–535.
Groothedde, B.; Ruijgrok, C. y Tavasszy, L. (2005). ((Towards collaborative, in-
termodal hub networks - A case study in the fast moving consumer goods market)).
Transportation Research Part E - Logistics and Transportation Review , 41(6), pp.
567–583.
Harper, D. V. y Evers, P. T. (1993). ((Competitive Issues in Intermodal Railroad-
Truck Service)). Transportation Journal , 32(3), pp. 31–45.
Herrera, J. C.; Work, D. B.; Herring, R.; Ban, X. G.; Jacobson, Q. y Bayen,
A. M. (2010). ((Evaluation of traffic data obtained via GPS-enabled mobile phones:
The Mobile Century field experiment)). Transportation Research Part C-Emerging
Technologies, 18(4), pp. 568–583.
Hertenstein, J.H. y Kaplan, R.S. (1991). Burlington Northern: The ARES Decision
(A). Harvard Business School.
Holland, J.H (1975). Adaptation in Natural and Artificial Systems. University of
Michigan Press, Michigan.
Horn, K. (1981). ((Pricing of rail intermodal service: a case study of institutional
myopia)). Transportation Journal , 21(1), pp. 63–78.
Ileri, Y.; Bazaraa, M.; Gifford, T.; Nemhauser, G. L.; Sokol, J. y Wikum, E.
(2006). ((An optimization approach for planning daily drayage operations)). Central
European Journal of Operations Research, 14(2), pp. 141–156.
Imai, A.; Nishimura, E. y Current, J. (2007). ((A Lagrangian relaxation-based heu-
ristic for the vehicle routing with full container load)). European Journal of Operational
Research, 176(1), pp. 87–105.
Imai, A.; Nishimura, E.; Papadimitriou, S. y Liu, M. J. (2006). ((The economic
viability of container mega-ships)). Transportation Research Part E - Logistics and
Transportation Review , 42(1), pp. 21–41.
Instituto Nacional de Estad´ıstica (2012). ((http://www.ine.es)).
Janic, M. (2007). ((Modelling the full costs of an intermodal and road freight transport
network)). Transportation Research Part D - Transport and Environment , 12(1), pp.
33–44.
—— (2008). ((An assessment of the performance of the European long intermodal freight
trains (LIFTS))). Transportation Research Part a-Policy and Practice, 42(10), pp.
1326–1339.
252 BIBLIOGRAFI´A
Jones, W.B.; Cassady, C.R. y Bowden Jr, R.O. (2000). ((Developing a standard
definition of intermodal transportation)). Transportation Law Journal , 27, p. 345.
Jula, H.; Chassiakos, A. y Ioannou, P. (2006). ((Port dynamic empty container
reuse)). Transportation Research Part E-Logistics and Transportation Review , 42(1),
pp. 43–60.
Jula, H.; Dessouky, M. M.; Ioannou, P. y Chassiakos, A. (2005). ((Container
movement by trucks in metropolitan networks: modeling and optimization)). Trans-
portation Research Part E , 41(3), pp. 235–259.
Kiesmuller, G. P.; de Kok, A. G. y Fransoo, J. C. (2005). ((Transportation mode
selection with positive manufacturing lead time)). Transportation Research Part E -
Logistics and Transportation Review , 41(6), pp. 511–530.
Konings, R. y Ludema, M. (2000). ((The competitiveness of the river-sea transport
system: market perspectives on the United Kingdom-Germany corridor)). Journal of
Transport Geography , 8(3), pp. 221–228.
Koutsopoulos, H.N. y Xu, H. (1993). ((An infomation discounting routing strategy
for advanced traveler information systems)). Transportation Research C , 1(3), pp.
249–264.
Kozan, E. (2006). ((Optimum capacity for intermodal container terminals)). Transpor-
tation Planning and Technology , 29(6), pp. 471–482.
Kreutzberger, E.; Macharis, C.; Vereecken, L. y Woxenius, J. (2003). ((Is inter-
modal freight transport more environmentally friendly than all-road freight transport?
A review)). En: 7th NECTAR Conference 13 - 15 June, Ume˚a, Sweden.
Landrieu, A.; Mati, Y. y Binder, Z. (2001). ((A tabu search heuristic for the sin-
gle vehicle pickup and delivery problem with time windows)). Journal of Intelligent
Manufacturing , 12(5), pp. 497–508.
Larran˜aga, P.; Kuijpers, C.; Murga, R.; Inza, I. y Dizdarevich, S. (1999).
((Evolutionary algorithms for the travelling salesman problem: A review of represen-
tations and operators)). Artificial Intelligence Review , 13(2), pp. 129–170.
Levinson, D. (2003). ((The value of advanced traveler information systems for route
choice)). Transportation Research Part C-Emerging Technologies, 11(1), pp. 75–87.
Li, H. y Lim, A. (2001). ((A metaheuristic for the pickup and delivery problem with
time windows)). En: Proceedings of the 13th International Conference on Tools with
Artificial Intelligence, pp. 160–167. IEEE.
Li, L. y Tayur, S. (2005). ((Medium-term pricing and operations planning in intermodal
transportation)). Transportation Science, 39(1), pp. 73–86.
BIBLIOGRAFI´A 253
Liao, Chun Hsiung; Tseng, Po Hsing y Lu, Chin Shan (2009). ((Comparing car-
bon dioxide emissions of trucking and intermodal container transport in Taiwan)).
Transportation Research Part D , 14(7), pp. 493–496.
Lu, Q. y Dessouky, M. M. (2006). ((A new insertion-based construction heuristic for
solving the pickup and delivery problem with time windows)). European Journal of
Operational Research, 175(2), pp. 672–687.
Macharis, C. y Bontekoning, Y.M. (2004). ((Opportunities for OR in intermodal
freight transport research: A review)). European Journal of Operational Research,
153(2), pp. 400–416.
Maibach, M.; Schreyer, C.; Sutter, D.; Van Essen, H.P.; Boon, B.H.; Smokers,
R.; Schroten, A.; Doll, C.; Pawlowska, B. y Bak, M. (2008). ((Handbook on
estimation of external cost in the transport sector)). Informe te´cnico, CE Delft.
Mak, K.L. y Guo, Z.G. (2004). ((A genetic algorithm for vehicle routing problems with
stochastic demand and soft time windows)). En: Systems and Information Engineering
Design Symposium, pp. 183–190. IEEE.
Mataix, C.; Ponce, E.; Gonza´lez, J.A. y Carrasco, J. (2006). ((Metodolog´ıa pa-
ra la evaluacio´n de alternativas para la mejora de terminales ferroviarias fronterizas
de transporte de mercanc´ıas)). En: ADINGOR (Ed.), X Congreso de Ingenier´ıa de
Organizacio´n, ADINGOR.
McCalla, R.J. (1999). ((Global change, local pain: intermodal seaport terminals and
their service areas)). Journal of Transport Geography , 7, pp. 247–252.
McGinnis, M. A. (1990). ((The Relative Importance of Cost and Service in Freight
Transportation Choice - before and after Deregulation)). Transportation Journal ,
30(1), pp. 12–19.
Meixell, M. J. y Gargeya, V. B. (2005). ((Global supply chain design: A literature
review and critique)). Transportation Research Part E-Logistics and Transportation
Review , 41(6), pp. 531–550.
Michalewicz, Z. (1992). Genetic algorithms+ data structures. Springer.
Min, H. (1991). ((International Intermodal Choices Via Chance-Constrained Goal Pro-
gramming)). Transportation Research Part a-Policy and Practice, 25(6), pp. 351–362.
Ministerio de Fomento (2010). Anuario Estad´ıstico 2010. Ministerio de Fomento.
Mintsis, G.; Basbas, S.; Papaioannou, P.; Taxiltaris, C. y Tziavos, I. N. (2004).
((Applications of GPS technology in the land transportation system)). European Jour-
nal of Operational Research, 152(2), pp. 399–409.
254 BIBLIOGRAFI´A
Morash, E.A.; Hille, S.J. y Bruning, E.R. (1977). ((Marketing rail piggyback ser-
vices)). Transportation Journal , 17(2), pp. 40–50.
Morlok, E. K. y Spasovic, L. N. (1994). ((Redesigning rail-truck intermodal drayage
operations for enhanced service and cost performance)). Journal of Transportation
Research Forum, 34, pp. 16–31.
Morlok, E.K. y Spasovic, L.N. (1995). ((Approaches to improving drayage in rail-
truck intermodal service)). En: IEEE TransTech Conference, 30 Jul - 2 Aug, pp. 74–80.
IEEE, Seattle, WA , USA.
Ma´hr, T.; Srour, J.; de Weerdt, M. y Zuidwijk, R. (2010). ((Can agents measure
up? a comparative study of an agent-based and on-line optimization approach for
a drayage problem with uncertainty)). Traducido por notranslator, Transportation
Research Part C: Emerging Technologies, 18(1), pp. 99–119.
Namboothiri, R. y Erera, A. L. (2008). ((Planning local container drayage operations
given a port access appointment system)). Traducido por notranslator, Transportation
Research Part E., 44(2), pp. 185–202.
Nanry, W. P. y Barnes, J.W. (2000). ((Solving the pickup and delivery problem with
time windows using reactive tabu search)). Transportation Research Part B , 34(2),
pp. 107–121.
Nierat, P. (1997). ((Market area of rail-truck terminals: Pertinence of the spatial
theory)). Transportation Research Part A - Policy and Practice, 31(2), pp. 109–127.
Norojono, O. y Young, W. (2003). ((A stated preference freight mode choice model)).
Transportation Planning and Technology , 26(2), pp. 195–212.
Nozick, L. K. y Morlok, E. K. (1997). ((Model for medium-term operations plan-
ning in an intermodal rail-truck service)). Transportation Research Part A-Policy and
Practice, 31(2), pp. 91–107.
Oliver, I.M.; Smith, D.J. y Holland, J.R.C. (1987). ((A study of permutation
crossover operators on the TSP)). En: J. J. Grefenstette (Ed.), Genetic Algorithms
and Their Applications: Proceedings of the Second International Conference, pp. 224–
230. Lawrence Erlbaum, Hillsdale, New Jersey.
Panayides, P. M. (2002). ((Economic organization of intermodal transport)). Transport
Reviews, 22(4), pp. 401–414.
Pillac, V.; Gendreau, M.; Gue´ret, C. y Medaglia, A.L. (2012). ((A review of
dynamic vehicle routing problems)). European Journal of Operational Research. doi:
10.1016/j.ejor.2012.08.015.
Ponce, E. y Prida, B. (2006). La log´ıstica de aprovisionamientos para la integracio´n
de la cadena de suministros. Prentice Hall.
BIBLIOGRAFI´A 255
Psaraftis, H.N. (1995). ((Dynamic vehicle routing: Status and prospects)). Annals of
Operations Research, 61(1), pp. 143–164.
Qureshi, A. G.; Taniguchi, E. y Yamada, T. (2012). ((An Analysis of Exact VRPTW
Solutions on ITS Data-based Logistics Instances)). International Journal of Intelligent
Transportation Systems Research, 10(1), pp. 34–46.
Ricci, A. y Black, I. (2005). ((The social costs of intermodal freight transport)). Re-
search in Transportation Economics, 14, pp. 245–285.
Rodr´ıguez, A. (2007). ((Integracio´n de un SIG con modelos de ca´lculo y optimizacio´n de
rutas de veh´ıculos CVRP y software de gestio´n de flotas)). Direccio´n y Organizacio´n,
35, pp. 7–14.
Rotter, H. (2004). ((New operating concepts for intermodal transport: The mega hub
in Hanover/Lehrte in Germany)). Transportation Planning and Technology , 27(5),
pp. 347–365.
Sadoun, B y Al-Bayari, O (2007). ((Location based services using geographical infor-
mation systems)). Computer Communications, 30, p. 3154?3160.
Savelsbergh, M. W. P. y Sol, M. (1995). ((The general pickup and delivery problem)).
Transportation Science, 29(1), pp. 17–29.
Schreyer, C.; Schneider, C.; Maiback, M.; Rothengatter, W.; Doll, C. y Sch-
medding, D. (2004). ((Costes externos del transporte. Estudio de actualizacio´n)).
Informe te´cnico, INFRAS/IWW.
Shinghal, N. y Fowkes, A.S. (2002). ((Freight mode choice and adaptive stated
preferences)). Transportation Research Part E: Logistics and Transportation Review ,
38(5), pp. 367–378.
Shintani, K.; Imai, A.; Nishimura, E. y Papadimitriou, S. (2007). ((The container
shipping network design problem with empty container repositioning)). Transportation
Research Part E-Logistics and Transportation Review , 43(1), pp. 39–59.
Smilowitz, K. R. (2006). ((Multi-resource routing with flexible tasks: an application
in drayage operations)). IIE Transactions, 38(7), pp. 577–590.
Solomon, M.M. (1987). ((Algorithms for the vehicle routing and scheduling problems
with time window constraints)). Operations Research, 35(2), pp. 254–265.
Southworth, F. y Peterson, B. E. (2000). ((Intermodal and international freight
network modeling)). Transportation Research Part C-Emerging Technologies, 8(1-6),
pp. 147–166.
Spasovic, LN y Morlok, EK (1993). ((Using marginal costs to evaluate drayage rates
in rail-truck intermodal service)). Transportation Research Record , 1383.
256 BIBLIOGRAFI´A
Stahlbock, R. y Voß, S. (2008). ((Operations research at container terminals: a lite-
rature update)). Or Spectrum, 30(1), pp. 1–52.
Steenken, D.; Voß, S. y Stahlbock, R. (2004). ((Container terminal operation and
operations research - a classification and literature review)). Or Spectrum, 26(1), pp.
3–49.
Syswerda, G. (1991). ((Schedule optimization using genetic algorithms)). En: L. David
(Ed.), Handbook of Genetic Algorithms, pp. 332–349. Van Nostrand Reinhold, New
York.
Tarantilis, C. D.; Diakoulaki, D. y Kiranoudis, C. T. (2004). ((Combination of
geographical information system and efficient routing algorithms for real life distribu-
tion operations)). European Journal of Operational Research, 152(2), pp. 437–453.
Taylor, G. D.; Broadstreet, F.; Meinert, T. S. y Usher, J. S. (2002). ((An
analysis of intermodal ramp selection methods)). Transportation Research Part E ,
38(2), pp. 117–134.
Trip, J.J. y Bontekoning, Y. (2002). ((Integration of small freight flows in the inter-
modal transport system)). Journal of transport geography , 10(3), pp. 221–229.
Tsai, J.F.; Morlok, E.K. y Smith, T.E. (1994). ((Optimal pricing of rail intermodal
freight: models and tests)). Informe te´cnico, Department of Systems Engineering,
School of Engineering and Applied Science, University of Pennsylvania..
Tsamboulas, D. A. y Kapros, S. (2000). ((Decision-making process in intermodal
transportation)). Transportation Research Record , 1707, pp. 86–93.
Van Duin, R. y van Ham, H. (1998). ((Three-stage modeling approach for the design
and organization of intermodal transportation services)). En: Proceedings of the IEEE
International Conference on Systems, Man and Cybernetics. Part 4, October 11-14,
volumen 4, pp. 4051–4056. IEEE, San Diego, CA.
van Klink, H.A. y van Den Berg, G.C. (1998). ((Gateways and intermodalism)).
Journal of transport geography , 6(1), pp. 1–9.
Van Schijndel, W.J. y Dinwoodie, J. (2000). ((Congestion and multimodal transport:
a survey of cargo transport operators in the Netherlands)). Transport Policy , 7(4),
pp. 231–241.
Wahle, J.; Annen, O.; Schuster, C.; Neubert, L. y Schreckenberg, M. (2001).
((A dynamic route guidance system based on real traffic data)). European Journal of
Operational Research, 131(2), pp. 302–308.
Wang, J.; Tong, X. y Li, Z. (2007). ((An improved evolutionary algorithm for dynamic
vehicle routing problem with time windows)). En: 7th International Conference of
BIBLIOGRAFI´A 257
Computational Science ? ICCS 2007, Beijing, China, May 27 - 30, pp. 1147–1154.
Springer.
Wang, X. y Regan, A. C. (2002). ((Local truckload pickup and delivery with hard
time window constraints)). Transportation Research Part B , 36(2), pp. 97–112.
Wigan, M.; Rockliffe, N.; Thoresen, T. y Tsolakis, D. (2000). ((Valuing long-
haul and metropolitan freight travel time and reliability)). Journal of Transportation
and Statistics, 3(3), pp. 83–89.
Winston, C. (1983). ((The Demand for Freight Transportation - Models and Applica-
tions)). Transportation Research Part A: Policy and Practice, 17(6), pp. 419–427.
Yan, S. Y.; Bernstein, D. y Sheffi, Y. (1995). ((Intermodal Pricing Using Network
Flow Techniques)). Transportation Research Part B - Methodological , 29(3), pp. 171–
180.
Zhang, A. M.; Lang, C. M.; Hui, Y. V. y Leung, L. (2007). ((Intermodal alliance
and rivalry of transport chains: The air cargo market)). Transportation Research Part
E - Logistics and Transportation Review , 43(3), pp. 234–246.
Zhang, G. M.; Smilowitz, K. y Erera, A. (2011a). ((Dynamic planning for urban
drayage operations)). Transportation Research Part E-Logistics and Transportation
Review , 47(5), pp. 764–777.
Zhang, R. Y.; Yun, W. y Kopfer, H. (2010). ((Heuristic-based truck scheduling for
inland container transportation)). Or Spectrum, 32(3), pp. 787–808.
Zhang, R. Y.; Yun, W. Y. y Moon, I. (2009). ((A reactive tabu search algorithm for
the multi-depot container truck transportation problem)). Transportation Research
Part E-Logistics and Transportation Review , 45(6), pp. 904–914.
Zhang, R. Y.; Yun, W. Y. y Moon, I. K. (2011b). ((Modeling and optimization
of a container drayage problem with resource constraints)). International Journal of
Production Economics, 133(1), pp. 351–359.
Zhao, W. J. y Goodchild, A. V. (2011). ((Truck travel time reliability and prediction
in a port drayage network)). Maritime Economics & Logistics, 13(4), pp. 387–418.
