Abstract. The comprehensive chemistry module CHEM has been developed for application in general circulation models (GCMs) describing tropospheric and stratospheric chemistry, including photochemical reactions and heterogeneous reactions on sulphate aerosols and polar stratospheric clouds. It has been coupled to the spectral atmospheric GCM ECHAM3. The model con®guration used in the current study has been run in an``o-line'' mode, i.e. the calculated chemical species do not aect the radiative forcing of the dynamic ®elds. First results of a 15-year model integration indicate that the model ECHAM3/CHEM runs are numerically ecient and stable, i.e. that no model drift can be detected in dynamic and chemical parameters. The model reproduces the main features regarding ozone, in particular intra-and interannual variability. The ozone columns are somewhat higher than observed (approximately 10%), while the amplitude of the annual cycle is in agreement with observations. A comparison with HALOE data reveals, however, a serious model de®-ciency regarding lower-stratosphere dynamics at high latitudes. Contrary to what is concluded by observations, the lower stratosphere is characterized by slight upward motions in the polar regions, so that some of the mentioned good agreements must be considered as fortuitous. Nevertheless, ECHAM3/CHEM well describes the chemical processes leading to ozone reduction. It has been shown that the mean fraction of the northern hemisphere, which is covered by polar stratospheric clouds (PSCs) as well as the temporal appearance of PSCs in the model, is in fair agreement with observations. The model results show an activation of chlorine inside the polar vortex which is stronger in the southern than in the northern winter hemisphere, yielding an ozone hole over the Antarctic; this hole, however, is also caused to a substantial degree by the dynamics. Interhemispheric dierences concerning reformation of chlorine reservoir species HCl and ClONO 2 in spring have also been well reproduced by the model.
Introduction
The Earth's climate is a complex interactive system involving a variety of non-linear dynamic, physical and chemical processes. Hence, it is dicult to describe and understand the variability of the system, as well as its response to various natural and anthropogenic impacts. Comprehensive models of the whole climate system are needed to address this issue. The improvement of coupled three-dimensional (3D) atmosphere-ocean general circulation models, which treat the problem of global climate change due to anthropogenic carbon dioxide emissions (e.g. Cubasch et al., 1992 Cubasch et al., , 1995 Mitchell et al., 1995) , has been one step in developing such a model framework.
Most recently, the problem of coupling dynamic, physical and chemical processes in large-scale climate models has been approached. The inclusion of chemical processes in general circulation models (GCMs) oers new possibilities for climate studies (IPCC, 1995) , with ozone playing a key role in this respect. Various human activities in¯uence both stratospheric and tropospheric ozone. In order to estimate respective changes, it is necessary to include not only detailed photo-chemistry but also to consider the eects of heterogeneous chemical reactions on sulphate aerosols and polar stratospheric clouds (PSCs) in the models.
There are several possibilities to carry out coupled 3D model studies considering dynamic and chemical processes. One of them is to use relatively comprehensive chemistry codes and to employ observed or precalculated meteorological ®elds for the calculation of the transport of atmospheric trace constituents (tracers) for shorter time-periods (weeks). For example, LefeÁ vre et al. (1994) used such a 3D chemical transport model (REPROBUS) of the stratosphere to simulate the evolution of tracers for the European Arctic Stratospheric Ozone Experiment (EASOE) during the Arctic winter 1991/1992. They calculated a 10±20 Dobson Unit (DU) chemical ozone loss over the North Atlantic and Scandinavia in January 1992, which was only a minor fraction of the observed total ozone de®cit (approximately 90 DU, Naujokat et al., 1992) . Dynamic eects on the ozone column are dominant. Chipper®eld et al. (1995) used a similar chemical transport model (SLIMCAT) to analyse some Transall measurements of ClONO 2 and HNO 3 inside the Arctic polar vortex in January, February and March 1993. They could demonstrate that the observed variability in ClONO 2 at the end of January can be explained by chemical processing on PSCs and recovery during non-PSC periods. Both LefeÁ vre et al. (1994) and Chipper®eld et al. (1995) employed wind and temperature ®elds provided by the European Centre for Medium-Range Weather Forecasts (ECMWF) to drive the transport of tracers and to compute their chemical loss and production rates.
Chemical transport models (CTMs) can also be forced by the output of dynamic models (e.g. GCMs). In that case they are mainly used for fundamental theoretical investigations, e.g. to establish a relationship between ozone concentration and particular meteorological parameters (e.g. Grose et al., 1987) . Recently, Smith (1995) carried out some simulations with a CTM, taking the dynamics of a mechanistic model of the middle atmosphere to transport trace species to examine the global response to planetary waves in the middle and high latitudes of the northern hemisphere. To forecast the chemical composition ®eld during measurement campaigns, CTMs can be also run over several days using the dynamics provided by operational forecast models. This has been done with success during the Second Stratospheric Arctic and Mid-latitude Experiment (SESAME, 1994±1995) (LefeÁ vre, Chipper®eld, personal communications) .
An alternative to the CTM approach is the application of a 3D GCM coupled with a``simpli®ed'' chemistry module that takes into account only the most important tropospheric and stratospheric chemical constituents and reactions relevant for a given process (e.g. KoÈ hler et al., 1997) . Such global models are useful tools to investigate the evolution of the dynamics and the chemical composition of the atmosphere for longer time-periods (years). If a GCM including chemistry (GCMC) was able to reproduce observed circulation statistics, i.e. mean state, intra-and interannual variability, trends, etc., and past and present chemical composition of the atmosphere, the basis for estimates of future chemical composition and related changes in climate would be laid.
A ®rst step in this direction was made by Cariolle and Deque (1986) with a middle-atmosphere GCM (model top at 80 km). They employed a linear parameterization of the ozone photochemistry to simulate the ozone distribution and its variability. Later, Cariolle et al. (1990) used the ozone mixing ratio as a prognostic variable in their GCM. Chemical loss and production of ozone were parameterized (using lifetimes). The ozone ®eld was adopted for the radiative transfer calculations, thus creating an interactive coupling between dynamics, ozone distribution and thermal structure of the stratosphere. In order to analyse the eect of the Antarctic ozone hole, particularly in mid-latitudes, they introduced an extra loss term in the ozone continuity equation, which prescribed the main characteristics of the ozone hole. Rasch et al. (1995) published results of a middleatmosphere version (model top at 75 km) of the NCAR Community Climate Model (CCM) that includes ozone photochemistry. Similar to the model assumption in the present study, the ozone distribution forecast from the chemistry module did not aect the radiative forcing of the dynamic ®elds. The chemistry module simulated the evolution of 24 chemically reactive gases, including ozone. Only gas phase reactions were considered. Nine long-lived species and four chemical families (NO x , NO y , O x , Cl x ) were advected. Results were shown from a 2-year simulation. This simulation was run in a socalled``partially coupled'' mode, i.e. the predicted water-vapour distribution was determined both by dynamics and chemical production of water vapour by methane oxidation. Simulated distributions of the longlived species N 2 O and CH 4 were in good agreement with corresponding satellite observations. The latitudinal variation and seasonal evolution of the ozone column abundance were reproduced quite realistically, but the calculated vertical distribution of the ozone mixing ratio showed clear dierences with observations, especially in the upper stratosphere. Since the southern-hemisphere polar vortex was too persistent and too strong, the calculated polar ozone columns were too low during the whole model simulation (not enough transport of ozone from mid-latitudes). Eckman et al. (1995) used the NASA Langley 3D GCM coupled to a comprehensive chemistry module to investigate long-term model stability. They performed a 7-year model run employing only gas phase chemistry. An extra 1-year simulation, additionally considering parameterized heterogeneous processes on PSCs and reactions occuring on sulphate aerosols, was carried out. Heterogeneous processes on PSCs occurred when the calculated temperature was less than 195 K and air pressure greater than 20 hPa. The parameterization of the PSC formation was thus decoupled from the model's H 2 O and HNO 3 distributions, and no distinction was made between type-I and type-II PSCs. Three chemical families (NO y , O x , Cl y ) and twelve individual constituents were explicitly transported by the model. The model was run in an``o-line'' mode, i.e. the chemistry was run without in¯uencing the dynamic simulation at all. In comparison to observations from the Upper Atmo-sphere Research Satellite (UARS), the Eckman et al. model performed well in describing the latitudinal and seasonal variation of total ozone. Nevertheless, the southern polar ozone depletion was less deep and longer lived than observed. At high latitudes, calculated HNO 3 concentrations only agreed with observations when reactions on sulphate aerosol were included. ClONO 2 measurements showed obvious dierences with model results. Eckman et al. argued that some shortcomings could be explained by insucient horizontal model resolution (T16) and, in some areas, an inadequate description of chemical processes. Nevertheless, Eckman et al. (1996) used this model to investigate the transfer of ozone-poor air from the polar region following the break-up of the southern-hemisphere polar vortex. The results of two 5-year model simulations were compared, one simulation considering only gas phase and sulphate aerosol chemistry, the second additionally including heterogeneous reactions on PSCs. For example, they found that a potential exists for a long-term accumulation of ozone loss in the southern polar region and a gradual increase in the global impact of polar ozone depletion.
To investigate the distribution and budget of ozone in the troposphere, Roelofs and Lelieveld (1995) coupled the atmospheric general circulation model ECHAM3 (also used for the present study) with a chemistry module describing background tropospheric CH 4 -CO-NO x -HO x photochemistry. The tropospheric chemistry scheme did not fully account for ozone production/ destruction in the stratosphere. Stratospheric concentrations of O 3 and NO y were prescribed as boundary conditions for the troposphere. Roelofs and Lelieveld analysed the last two years of a 3-year model simulation. They found strong seasonal variations in stratospheretroposphere exchange of ozone, with a maximum during winter and spring, and a summer maximum in the photochemical production and destruction of ozone. Tropospheric ozone concentrations near the poles and in polluted areas were underestimated by the model. The authors supposed that this could be caused by too weak transport from mid to high latitudes and by the inadequate representation of tropopause folds in the ECHAM model, with a T21 horizontal resolution and a vertical resolution of approximately 2 km near the tropopause.
The current paper aims to introduce the coupled dynamic-chemical general circulation model ECHAM3/ CHEM. In some ways, in particular concerning the description of heterogeneous processes, it diers from recently published approaches. In the following section, the newly developed chemistry module CHEM will be described in detail, and a brief review of the main characteristics of ECHAM3 will be given. First results of a multiannual``o-line'' integration (15 years) will be presented and discussed in Sect. 3. A comparison with HALOE data will provide the basis for a discussion of abilities and de®ciencies of the model. Section 4 contains concluding remarks and an outlook.
Model description

The GCM ECHAM3
On the basis of a previous version of the numerical weather prediction model of the ECMWF, the spectral atmospheric general circulation model ECHAM3 (ECMWF model, Hamburg version 3) has been developed with emphasis on climate change (Roeckner et al., 1992) . Prognostic variables are vorticity, divergence, temperature, surface pressure, water vapour, cloud water and up to 16 dierent tracers (optional). Winds are diagnosed from the variables of vorticity and divergence. We applied a slightly modi®ed version of the operational ECHAM3 model, in which water vapour, cloud water and the tracers are advected by a semi-Lagrangian transport (SLT) scheme employed in the grid-point domain (Rasch et al., 1995) . The SLT scheme instead of the operational Eulerian advection scheme is used to avoid negative concentrations. Since it is not conserving mass, a mass-®xer has been used (Rasch and Williamson, 1990) . The operational spectral advection scheme is used for the remaining prognostic variables. ECHAM3 contains state-of-the-art parameterizations of radiation, cloud formation and precipitation, convection (including tracers), vertical and horizontal diusion, and land surface processes.
ECHAM3 has 19 vertical layers (L19), using a hybrid r-p coordinate system. The uppermost model layer is centred at 10 hPa, the lowermost layer approximately at 30 m above the surface. For economic reasons, a spectral T21 horizontal resolution was chosen, corresponding to a resolution for dynamic processes of approximately 1000 km. The associated Gaussian transform grid, which is also used for the SLT scheme, has a resolution of about 5.6°. A T21/L19 resolution of ECHAM model versions is sucient to yield a realistic simulation of the mean state and variability (Roeckner et al., 1992; KoÈ nig et al., 1993) . Larger systematic errors occur, however, in the lower stratosphere (see Roeckner et al., 1992, Figs. 6 and 7) : for example, in the winter northern hemisphere the model temperature is generally too cold, whereas in the winter southern hemisphere the sign of the temperature bias alternates, with too cold temperatures below 150 hPa and above 30 hPa and too warm temperatures between these two pressure levels. During recent years various versions of ECHAM have been successfully employed in several climate sensitivity, climate change and tracer transport experiments (e.g. Feichter et al., 1991; Cubasch et al., 1992; Sausen and KoÈ hler, 1994; Boucher and Lohmann, 1995; Graf et al., 1995; Lunkeit et al., 1996; Ponater et al., 1996) .
The chemistry module CHEM
Taking the Mainz 2D chemistry model (BruÈ hl and Crutzen, 1993) as a basis, a comprehensive 3D chemistry module with a numerical scheme appropriate for subsequent use in GCMs has been developed. It is based on the``family concept'', which combines related chemical constituents with short lifetimes (shorter than that of the dynamics or the model time-step used) into one family with a life-time larger than the time-step. The chemical tendencies are calculated at the grid points. The module runs with a semi-implicit, mass-conserving, positive de®nite integration scheme, together with a number of steady-state assumptions for species with very short chemical lifetimes, i.e. species within a family. One advantage of this chemistry module is that it can be integrated stably with relatively large time-steps of up to 2 h, which makes it computationally economic. In the framework described here the time-step has been chosen to be the same as the dynamic time-step of ECHAM3 in T21 resolution, i. (Curtis and Swetenham, 1987) . The annual cycle of the most important source gases for Cl-radicals in the stratosphere (natural and anthropogenic), i.e. CCl 4 , CFCl 3 , CF 2 Cl 2 , CH 3 Cl, CH 3 CCl 3 , are prescribed according to results of a transient integration with the Mainz 2D model. The concentrations are given as a function of latitude, height and season, representing the year 1990. They do not change during the model simulation. At 10 hPa the mixing ratios for NOY ( NOX + HNO 3 ) and ClX ( ClOX + HCl) are speci®ed according to the simulation with the 2D model (Grooû, 1996) . For the other long-lived species it is assumed that there is no¯ux across the upper boundary.
Since the model does not include an explicit consideration of methane (CH 4 ) emissions, the volume mixing ratios are prescribed at the lower boundary of the model with 1.75 ppmv in the northern hemisphere and 1.63 ppmv in the southern hemisphere, which are representative for the conditions at the beginning of the present decade. Since the emissions of carbon monoxide (CO) in the atmosphere are not well known, the CO mixing ratio at the Earth surface, which is much better known, is also prescribed in the model as a function of latitude and season (Hein, 1994; DianovKlokov and Yurganov, 1981; Dianov-Klokov et al., 1989) .
The description of PSCs in CHEM is formulated largely self-consistently with a minimum of parameterizations. The scheme does not contain any detailed microphysics, but it does distinguish between type-I and type-II clouds. To simulate the observed denitri®cation in the polar stratosphere, a simpli®ed scheme for the sedimentation of NAT and water ice particles is applied. The description of the PSCs is based on the``classical'' mechanism proposed by Poole and McCormick (1988) . It is assumed that the formation of NAT takes place on frozen stratospheric sulphuric acid aerosols (most likely sulphuric acid tetrahydrate, SAT H 2 SO 4 Á 4 H 2 O) by bimolecular heterogeneous nucleation of HNO 3 and H 2 O. Type-II PSCs are formed by heterogeneous unimolecular nucleation of water vapour on NAT particles if temperature falls below the frost point. In reality the mechanisms are more complicated, since sulphate aerosol does not freeze during cooling (Luo et al., 1994) . However, sensitivity studies with a box model have shown that the dierences with respect to ozone depletion are generally small (BruÈ hl et al., 1997) .
The model temperature and mixing ratios of HNO 3 and H 2 O are used, together with the algorithm of Hanson and Mauersberger (1988) , to predict when PSCs are thermodynamically possible and to calculate the resultant equilibrium gas phase mixing ratios of HNO 3 and H 2 O. To account for the observed supersaturation required to start the formation of NAT particles (Schlager et al., 1990; Peter et al., 1991; Dye et al., 1992) , a nucleation barrier is prescribed. If there are no NAT particles in a grid box at the beginning of a timestep, an oset temperature of DT NAT,nuc 3 K is added on to the actual model temperature to calculate the equilibrium gas phase mixing ratio of HNO 3 . The calculation of surface and radius of the NAT particles requires three additional assumptions. Type-I particles are assumed to be spherical with a monodisperse size distribution. The particle number density is proposed to be n xe 1 cm À3 (Drdla and Turco, 1991) . Prescribing n xe instead of a ®xed radius for NAT particles prevents the calculated NAT surfaces (and the reaction rates of the heterogeneous reactions) to be too strongly dependent on the chosen parameterization. Finally it is assumed that NAT particles are not existent beyond a minimal radius of r xe Ymin 0X07 lm, which is the typical size of the SAT particle that acts as condensation core. The formation of type-II PSCs is described in a similar way with DT ieYnu 1X8 u (Peter, personal communication), n ie 0X1 cm À3 (Drdla and Turco, 1991 ) and r ieYmin 0X7 lm.
According to Wofsy et al. (1990) , ice particles form on NAT. Therefore, the sedimentation velocity of NAT and ice particles is assumed to be identical if ice is present, since all NAT is inside the ice, else sedimentation is neglected. The Stokes velocity of ice particles is calculated every time-step according to the changing radius due to condensation or evaporation of water vapour.
The stratospheric sulphuric acid aerosol surface areas are based on a lower limit case (background aerosol conditions, coarse zonal average) of WMO (1992) . The enlargement of the aerosol surface areas due to admittance of water (deliquesence) at very low temperatures is considered interactively (Luo et al., 1996) .
To determine the photolysis rates, the same procedure is used as in the Mainz 2D model (BruÈ hl and Crutzen, 1989) ; 176 spectral intervals between 177 and 850 nm are considered. Albedo, Rayleigh scattering and Mie scattering on aerosols and clouds, as well as absorption by gases O 2 , O 3 , NO 2 , HNO 3 , HNO 4 and ClONO 2 are taken into account. The photolysis rates are interactively determined from the calculated absorber concentrations. Temperature, pressure, cloud cover and albedo are obtained from the GCM. Ozone columns above 10 hPa are taken from the 2D model, which are also included in the calculated model ozone columns (Sect. 3.1.). To save computer time, the photolysis rate calculations are carried out only every third day and for eight longitudinal sectors of 45°width using average values for absorbers, aerosol, clouds and albedo. Diurnal cycle is taken into account.
The emissions of NO x in the troposphere are adopted from Dentener and Crutzen (1993) . They depend on season, latitude, longitude and height. The total emissions are assumed to be 40 Tg N/year (Tg 10 12 g), with 20 Tg N/year by industry and automobile trac, 4 Tg N/year by lightning (between surface and tropopause with a maximum emission near 850 hPa), 10 Tg N/year by soil microbial production and 6 Tg N/year by biomass burning. Aircraft emissions are not included here. Dry deposition of HNO 3 , NO x , HCl, H 2 O 2 and O 3 are treated as in the 3D transport model MOGUNTIA (Zimmermann, 1988) in the version of Dentener and Crutzen (1993) . For O 3 over sea, half the cited value is used, HCl is assumed to behave like HNO 3 . Wet deposition of HNO 3 and HCl is parameterized using the calculated cloud cover and precipitation (Roelofs and Lelieveld, 1995) .
Results
In this section we present results of a 15-year ECHAM3/ CHEM integration with the main intention of studying the general performance of the model over longer timeperiods. The model has been run in an``o-line'' mode, i.e. the calculated chemical species do not aect the radiative forcing of the dynamic ®elds. The coupled model con®guration explained in the preceding is run in a numerically ecient way, which was the very reason for its development. However, it is by no means selfevident that the use of a time-step for chemical processes as large as 40 min will result in stable tracer distribution, i.e. that the model drift will remain limited to a (wellde®ned) spin-up period. Nor is it obvious that the model will produce physically reasonable results. In fact, earlier versions did not. Although the spin-up time of the model is approximately 2 years, for safety reasons only the model results of the 11-year period from model years 5 to 15 are considered. Figure 1a shows the calculated 11-year mean annual cycle (years 5 to 15) of the distribution of the ozone Bojkov and Fioletov, 1995) . The contour interval is 25 DU column. For comparison, respective observations based on total ozone data compiled from over 150 Global Ozone Observing System (GO 3 OS) stations from 1984 to 1993 are presented (Fig. 1b, reproduced from Bojkov and Fioletov, 1995) . In the northern hemisphere, the model reproduces the main features of the annual cycle of total ozone, with a maximum in the winter/spring season and a minimum in summer/autumn. Total ozone is overestimated by up to about 20±50 DU. The position of the ozone maximum in the model is shifted towards lower latitudes (%50°N), indicating reduced transport towards polar latitudes (see forthcoming discussion). Calculated total ozone values at mid to high latitudes are about 50 DU too high in autumn. At the equator, the ozone columns are higher than observed by 10±20 DU.
Mean values of the ozone column
The development of an ozone hole over the Antarctic in spring has been modelled. The absolute values of total ozone of the model are somewhat too high in the polar region: observations for October indicate values below 200 DU, whereas the simulated ozone columns at the end of October/beginning of November range between 225 and 200 DU. Here it must be pointed out that the present model con®guration ignores bromine chemistry, which will be one reason for too little ozone loss (see also discussion). In contrast to the somewhat delayed ozone hole development in the southern hemisphere, the mid-latitude ozone maximum occurs about 6 weeks too early in the simulation.
Dierences between the modelled and observed ozone distributions (especially during winter and early spring) can partly be explained by systematic errors of the model with respect to stratospheric dynamics. In the northern hemisphere, the model tends to produce a too cold and therefore too stable polar winter vortex centred around the pole (cf. Roeckner et al., 1992) . This reduces tracer transport from mid to high latitudes, resulting in an ozone maximum in spring in mid-latitudes and somewhat too low column ozone values in the polar region (Fig. 1) . The lower temperatures inside the vortex should also lead to enhanced PSC formation. This is prevented only by a fortuitous compensation of errors (see Sect. 3.4.) . The lower stratosphere is not only too cold, but also too dry in the model. A long-term mean zonally averaged value of H 2 O volume mixing ratio of approximately 3 ppmv is found at 50 hPa in the polar winter area (not shown). Measurements (1991±1993) by the Microwave Limb Sounder (MLS) on UARS (Elson et al., 1996) indicate values of H 2 O, which are greater than 4.8 ppmv during wintertime polewards of 70°N at 46 hPa and greater than 6 ppmv inside the polar vortex (HALOE on UARS, Harries et al. (1996) , and Russell, personal communication). Since the model is run in an o-line mode, the reason for the lack of water vapour is that the amount of stratospheric water vapour is determined only by the vertical transport from the troposphere into the stratosphere, while the chemical production of H 2 O in the stratosphere by methane oxidation (yielding about two molecules of H 2 O per methane molecule oxidized and beginning with an OH reaction) is not taken into account.
During late northern-hemispheric summer, the model shows ozone values larger than observed (Fig. 1) . This discrepancy can also be mostly explained by the fact that the model lower stratosphere contains less water vapour than observed. Model values of approximately 3 ppmv (zonally averaged value) are calculated, whereas observations by MLS show values signi®cantly larger than 4 ppmv (Elson et al., 1996) . This yields smaller OH concentrations in the model (not shown), which in turn leads to a smaller ozone destruction rate (since below 20 km the odd hydrogen catalytic cycles are dominant).
In the southern hemisphere, the model reproduces the formation of the ozone hole quite well. Nevertheless, the total ozone columns calculated by the model are too high, both in the polar region and at mid-latitudes. One reason for this could be that model temperatures deviate from observations during Austral spring, especially at the 50-hPa pressure level. temperature dierences at 50 hPa of 10-year means of ECMWF analyses and model results for the September, October, November time-average. A``dipole'' structure is found with the mean model temperature being too high (5 K) in the area of the Antarctic temperature minimum (Fig. 2, top) and too low (A6 K) near the region of maximum temperatures. Therefore, the amplitude of the wave number 1 structure in the temperature ®eld is reduced in the model. The warm bias of the model in the lower Antarctic stratosphere appears not only in spring, but also during the southern-hemisphere winter months (not shown). Mean temperature dierences occur ± up to 10 K too warm at 50 hPa in comparison to the ECMWF analyses ± possibly caused by an underestimation of long-wave radiative cooling (Roeckner et al., 1992) .
A particular sensitivity test has been performed to study the impact of systematic temperature errors on the model results. An additional multiannual integration has been conducted employing the principle of``anomaly coupling'' (Sausen, 1991) , a technique which was originally introduced as a¯ux correction method to avoid the drift of coupled atmosphere-ocean models (Sausen et al., 1988) . In the anomaly coupling mode, the chemistry module CHEM receives observed mean climatological temperatures, but the temperature deviations from the multiannual mean are those simulated by ECHAM3. An additional constraint ensures that the relative humidity remains identical. The resulting dierences concerning mean ozone columns between the sensitivity experiment and the reference model run (discussed in this study) are less than 10% (Grewe, 1997) . This indicates that the temperature error of the model, though certainly of importance, does not lead to a decisive deterioration in the simulated ozone column distribution. From the result of this sensitivity test we decided to continue the investigations with the model version without the anomaly coupling.
Interannual variability of ozone column
Model results of the interannual variability of the ozone column (compared to the average seasonal cycle) are shown in Fig. 3 . At mid and high latitudes a distinct variability from year to year is evident in both hemispheres. Very cold and stable polar vortex northern-hemisphere winters with low ozone columns at polar latitudes (e.g. February, March of year 10) are simulated, but also warm winters with a disturbed polar vortex accompanied by enhanced transport of ozonerich air from mid to high northern latitudes (e.g. Fig. 3 . Latitude-time cross-sections of total ozone deviations of model years 5 to 15 (in DU), from the modelled 11-year mean seasonal cycle (interannual model variability). Dotted areas indicate negative deviations; numbers on the x-axis denote the beginning of model year January of year 7). The ozone variability in the southern hemisphere is weaker. The calculated depth of the Antarctic ozone hole diers from year to year. Minimum ozone columns below 175 DU (e.g. end October/ beginning November of year 13) are reached. In the tropics, the interannual variability is weak. The results presented in Fig. 3 do not suggest a signi®cant drift of the model due to numerical or other problems. The model gives stable results regarding the ozone distribution, and this holds up for other chemical species as well.
Vertical distribution of ozone
We now turn to the validation of local ozone pro®les. Figure 4 shows a comparison of mean pro®les at selected ozonesonde stations from the second half of the eighties Oltmans et al., 1989) and calculated ozone pro®les representing the results of model years 5 to 15 at respective model locations (interpolated from surrounded grid points). Although a comparison with point measurements does not do justice to the model resolution, where``grid points'' represent boxes of considerable size, some information on the general 3D structure can be gained, in particular as comprehensive long-term 3D observations of ozone do not exist with sucient global coverage. The model's description of the vertical ozone distribution is qualitatively satisfactory at most altitudes, particularly in the tropics; however, at the mid and high latitudes of both hemispheres the model generally shows ozone values too high compared to observations. Maximum dierences are detected in the lower stratosphere at mid-latitudes in winter [i.e. Boulder (DJF), Lauder (JJA)]. Additionally, model de®ciencies are evident in describing the vertical ozone distribution near the tropopause. Due to the cold bias of the ECHAM3 model in the polar lower stratosphere, the model tropopause at higher latitudes is found at higher altitudes than observed. The agreement between observed and modelled ozone pro®les in the troposphere is good. Our model results regarding tropospheric ozone are also in agreement with results of global tropospheric chemistry simulations discussed by Roelofs and Lelieveld (1995) .
Importance of PSC chemistry
A crucial question for the correct performance of the model is the adequate simulation of PSC occurrence by the adopted parameterization. Pawson et al. (1995) estimated the PSC formation potential of the northern hemisphere on the basis of daily temperature analyses for a total of 18 years. They assumed that under certain conditions, type-I PSC formation occurs at temperatures of 195 K or lower at 50 hPa. The time-series of the fractional area of the northern hemisphere (in percent) where the temperature fell below 195 K is shown in Fig. 5 (dashed curve, from Pawson et al., 1995) . The corresponding model result (solid line in Fig. 5 ) is the 11-year mean of the model-calculated PSC coverages. It is quite consistent that these values are somewhat lower than, but of the same magnitude as the maximum PSC estimates of Pawson et al. (1995) . The time-period aected by PSC occurrence is also well reproduced. However, comparison with satellite data by Poole and Pitts (1994) for both hemispheres shows that due to temperature biases in the model, the PSC probability is underestimated near 19 km and somewhat overestimated at the upper model layers.
The impact on the stratospheric ozone distribution due to heterogeneous reactions on PSCs has been investigated for individual northern-hemisphere winter situations. For this purpose, single winter episodes (December to April) have also been integrated excluding heterogeneous reactions on PSCs. Dierences in the concentrations of chemical species between the model runs with (CNTL) and without (HOM) heterogeneous reactions on PSCs are only due to the in¯uence of heterogeneous processes, since the meteorology is identical for both sets of experiments. One example is given in Fig. 6 ; part a shows the temporal development of various trace gases inside the polar vortex at 50 hPa during one winter. The edge of the polar vortex has been represented by a potential vorticity (PV) value of 35 PVU 35 Â 10 À6 K m 2 kg s on the 510-K isentrope. Inside the polar vortex, mean ozone mixing ratios of 3.8± 3 ppmv are found, with higher values in December and lower values from February on. A strong denitri®cation is observed. The chlorine activation (ClO x ) peaks in late January and early February with more than 1 ppbv. Later active chlorine compounds are ®rst converted into ClONO 2 and subsequently into HCl. This successive recombination of active chlorine compounds into the reservoir species ClONO 2 and HCl agrees well with measurements and model calculations (Webster et al., 1993; Douglass et al., 1995; Santee et al., 1996) . The in¯uence of PSC surface heterogeneous reactions on the trace gases at 50 hPa is presented in Fig. 6b , which shows the dierences between the results of the CNTL and HOM runs. It indicates that chlorine activation, recombination to the reservoir gases ClONO 2 and HCl and the largest part of the denitri®cation inside the polar vortex result from heterogeneous reactions on PSCs and subsequent sedimentation of NAT particles (see the preceding). Nevertheless, the mixing ratio of HNO 3 is too low (2±3 ppbv) for dynamic reasons which will be discussed later in this paper. An ozone reduction of 300 ppbv occurs inside the polar vortex at 50 hPa, i.e. 8% compared to the run, which neglects heterogeneous reactions on PSCs (see also Grewe, 1997) .
Validation with HALOE data
The validation of processes can be attempted through comparison with measurements by the Halogen Occultation Experiment (HALOE; for details see J. Geophys. Res., special issue, April 30, 1996, and Russell et al., 1993) . Pro®le measurements by HALOE are obtained at sunset and sunrise. HALOE data of several orbits at consecutive days can be combined at particular pressure . The model temperatures inside the polar vortex do not dier signi®cantly from observations (not shown). Inside the polar vortex HALOE observed low ozone mixing ratios. The model shows a similar ozone distribution, i.e. an area of reduced ozone inside the polar vortex surrounded by higher ozone values with a pronounced zonal wave number 1 pattern. However, the model overestimates ozone mixing ratios. Since in February 1995 the vortex was more stable and somewhat colder than in February of model year 10, dierences between observations and model results in March are probably caused by the dierent dynamic histories in the two cases.
Next we turn to the question of whether chemical or dynamic processes dominated the modelled ozone distribution in this case. The coupled model system reproduces well important features of atmospheric chemistry. Inside the polar vortex chlorine is highly activated, as indicated in Fig. 8 (top, left) On 20 March a maximum ClO x value of 1.6 ppbv is found on the 30-hPa surface in the centre of the polar vortex. The corresponding values of ClONO 2 ( Fig. 8; top, right) show a minimum of 0.6 ppbv. High ClONO 2 mixing ratios up to 2.0 ppbv are found near the edge of the polar vortex, which is in good agreement with observations (e.g. Blom et al., 1995) . Only 10 days later, on 30 March ClO x ( Fig. 8 ; bottom, left) is converted mostly into ClONO 2 ( Fig. 8; bottom, right) . This is in agreement with measurements by the MLS instrument on UARS (Santee et al., 1996) , who showed that in the northern hemisphere the decrease in ClO x is balanced by an increase in ClONO 2 .
An estimation of the impact of chemical processes on the ozone reduction in the model and in HALOE observations has been made by comparing pressurelongitude cross-sections of O 3 , HCl, CH 4 and ClOX. Figure 9a shows HALOE measurements on 21 March 1995 at 65.9°N. Values of ClOX are indirectly determined from HF and HCl HALOE measurements using a correlation between HF and ClX as estimated with the Mainz 2D model (Grooû, 1996) . Air masses, which are located inside the polar vortex, can be identi®ed by low methane mixing ratios (30°W to 60°E and 120°E and 180°W, between 10 and 100 hPa), which originate from the downward motion of air inside the vortex. ClOX is clearly enhanced in these regions, e.g. between 30 and 80 hPa values up to 2.5 ppbv are observed. Corresponding HCl values inside the vortex are signi®cantly reduced, especially below 40 hPa. Since the HCl mixing ratios at these heights should be 2.5 ppbv or more, the measurements of HCl give clear evidence of chlorine activation. Considering Fig. 9a , the impact of chemical processes on ozone destruction can be roughly estimated by an examination of isolines of constant methane mixing ratio. Such an estimate can be made assuming that during winter the ratio of ozone and methane remains constant outside the polar vortex. For example, ozone mixing ratios of 1.2±1.5 ppmv are found at 70 hPa inside the vortex, with corresponding methane values of 0.8±0.9 ppmv. Outside the vortex the same mixing ratios of methane are seen at 10±15 hPa, together with ozone mixing ratios of 5±6 ppmv. This yields an estimation of a chemically induced ozone reduction of more than 50% at 70 hPa, taking into account that inside the vortex there is already less ozone in early winter than outside . Figure 9b shows corresponding model results on 20 March of model year 10 at 69°N. The polar vortex is located between 45°W and 135°E. Inside the vortex, ozone mixing ratios are smaller than outside, while mixing ratios of ClOX are clearly enhanced to more A signi®cant dierence between model results and HALOE observations in the distribution of methane indicates a major shortcoming in model dynamics (Fig. 10) . Whereas the HALOE data (left-hand side) indicate a downward movement of air inside the vortex (low CH 4 concentration), the model results (right-hand side) show upward transport of air inside the polar vortex (high CH 4 concentration). A look at other dynamic tracers supports this ®nding, in particular calculation of too small values of anorganic total chlorine inside the vortex (Fig. 9b) . Therefore, parts of the low ozone values calculated inside the vortex (Fig. 7 , right-hand side) are the result of upward transport of ozone-poor air from below (troposphere). Figure 11 shows the temporal development of ozone and methane at the 50-hPa pressure level between 20 March and 30 March of model year 10. It emphasizes the coincidence between regions dominated by upward movement of air and low ozone values. Additionally, Fig. 11 gives an impression of the magnitude of the temporal variability of O 3 and CH 4 mixing ratios within 10 model days.
The use of the model data for an estimation of the chemically induced ozone reduction inside the polar vortex (Fig. 9b) , again based on the examination of isolines of constant CH 4 mixing ratios (see above), should lead to signi®cantly smaller ozone reduction. The decreased ozone reduction is caused by the model de®ciency concerning vertical transport inside the vortex, leading to less available inorganic chlorine than observed. In agreement, the chemically induced ozone reduction in the model peaks at 30 hPa with 20% and is smaller at lower heights (approximately 15% at 50 and 70 hPa).
Southern-hemisphere condition
The model's power to simulate the formation of an Antarctic ozone hole follows from Fig. 1a . Displaying a typical example, Fig. 12 indicates that the ozone hole in the model develops during October. The size of the ozone hole is smaller than expected from observations. It does not cover the whole Antarctic continent, as measurements from the TOMS instrument indicate. Figure 13 (left-hand side) shows the O 3 distribution measured by HALOE for the time-period 23 September to 4 October 1995, at 70 hPa. For comparison, the Compared to a run with gas phase chemistry only, heterogeneous chemistry locally reduces ozone by up to 30% between 100 and 30 hPa (see Steil, 1997) , which is much less than observed, but consistent with the calculated chlorine. Therefore, low ozone values calculated inside the polar vortex are partly caused by chemical processes, but also by upward transport of ozone-poor air from below.
Recovery of chlorine in spring
The last point we discuss in this section is the model behaviour regarding the recovery of chlorine reservoir species HCl and ClONO 2 during polar spring. For this purpose again, the previously mentioned episodes describing typical northern-and southern-hemisphere conditions are examined.
Hemispheric dierences in springtime recovery of the chlorine reservoir gases ClONO 2 and HCl were recently investigated by Douglass et al. (1995) and Grooû et al. (1997) . For example, the former's investigation of HALOE observations indicated that in springtime HCl increases more rapidly in the Antarctic than in the Arctic vortex. Box model calculations showed that this eect is related to the O 3 concentrations in the southern winter vortex, which fall far below those in the northern winter vortex. Douglass et al. (1995) also pointed out that as a consequence, the Cl/ClO ratio in the southern hemisphere is up to 30 times higher than in the northern hemisphere, leading to much more The situation during north polar spring for model year 10 is shown in Fig. 15 . Here, PSC formation ends at the end of March, except for a small event between 10 and 15 April. As in the southern hemisphere, the rate of recovery of HCl is reproduced fairly well. In contrast to south polar spring conditions, during the break up of the polar vortex HCl and ClONO 2 are approximately present in a ratio of 1 to 1.
Concluding remarks and outlook
In this study, results of a ®rst multiannual integration with the coupled dynamic-chemical general circulation model ECHAM3/CHEM have been presented. The A validation of the model results regarding the fractional area of the northern hemisphere covered with PSCs indicates that the adopted parameterization for the formation and existence of PSCs works quite reasonably. The model is able to reproduce qualitatively the activation of chlorine inside the polar vortices, with stronger activation in the southern than in the northern winter polar vortex. Hemispheric dierences regarding the reformation of the chlorine reservoir species HCl and ClONO 2 in spring have also been qualitatively well described by the model. De®ciencies of the model are mainly due to shortcomings in the dynamic model part: ®rstly, the tropopause height is overestimated at polar latitudes, allowing for tropospheric ozone-poor air to reach too high altitudes. Secondly, close to the model top a slight upward motion of air is temporarily found inside the polar vortex instead of the observed downward motion. Both model de®cits yield an underestimation of the stratospheric chlorine. Considering that ozone destruction depends more than linearly on available chlorine radical concentrations, the simulated Antarctic ozone hole is delayed and is neither as deep nor as large as observed. Additionally, the tendency of the model to produce too stable and longer-lived polar vortices explains some of the dierences concerning the horizontal and vertical distribution of ozone both in the southern and northern hemispheres. These problems are a common feature of all GCMs mentioned here.
The main weaknesses of the model concern the dynamics of the stratosphere due to the low vertical resolution in the lower stratosphere and the model top location at 10 hPa. A number of shortcomings of the model version reported in this paper are likely to be overcome by use of an upgraded version of the dynamic model part. This version, ECHAM4 (Roeckner, personal communication) , will also be made available with a model top at 0.1 hPa, which will help to remove the de®ciencies in the dynamics of the stratosphere (Manzini and Bengtsson, 1996) . Since the vertical resolution of ECHAM3/CHEM must be regarded as insucient for an adequate capture of cross-tropopause tracer¯uxes, a T30/L39 model version (horizontal resolution of about 4.3°; 39 vertical layers between the surface and 10 hPa, yielding a vertical resolution near tropopause of approximately 700 m) is under development. The chemical package presented in this paper can be used to be coupled to any of these forthcoming models. ECHAM3/CHEM is an important step towards a comprehensive coupled dynamic-chemical circulation model. Even as it stands, the present con®guration forms a solid basis to perform simulations with interactive treatment of dynamics, radiation and chemistry. Test simulations have already been made and will soon be described elsewhere. Considering the results presented here, we ®rmly expect that in future ECHAM/CHEM can be used for studies of global climate and chemistry changes due to anthropogenic emissions. Prognostic studies, e.g. concerning the impact of aircraft emissions on climate or climatic eects of stratospheric ozone destruction, would appear to be possible in the near future. for species with vDt ) 1. These species are not transported in the model, although the families to which they belong, are. At each time-step, the chemical solution technique is as follows: the odd oxygen family is partitioned adopting photochemical steady state for O( 3 P) and O( 1 D). The coupling of ClOX and NOX by ClONO 2 requires a special treatment for the partitioning of the NO x and ClO x families into the constituent parts. The change of ClOX and NOX by heterogeneous reactions (Table 1) is calculated ®rst to obtain ClOX het and NOX het using Eq. (2). In the next step, ClOX is replaced by ClOX het on the left-hand side of the family de®nition equation, and each family member is expressed by one of the aforementioned numerical approaches depending on its lifetime, in terms of ClO, NO 2 , O x and HO x species. For ClONO 2 and ClOH, Eq. (2) and partitioning the odd hydrogen family through a quadratic equation for HO 2 (based on BruÈ hl, 1987) . Finally, the chemical source and sink terms are calculated for each family or for each transported species. These terms are used to perform the time integration of long-lived species and families, including transport term contribution with a check for the mass balance of ClX and NOY. More details are given in Steil (1997) .
