Server virtualization opens up a range of new possibilities for autonomic datacenter management, through the availability of new automation mechanisms that can be exploited to control and monitor tasks running within virtual machines. This facilitates more powerful and flexible autonomic controls, through management software that maintains the system in a desired state in the face of changing workload and demand. This paper explores in particular the use of server virtualization technology in the autonomic management of data centers running a heterogeneous mix of workloads. We present a system that manages heterogeneous workloads to their performance goals and demonstrate its effectiveness via real-system experiments and simulation.
INTRODUCTION
Many organizations rely on a heterogeneous set of applications to deliver critical services to their customers and partners. This set of applications includes web workloads and non-interactive workloads such as portfolio analysis, document indexing, and various types of scientific computations. To efficiently utilize the computing power of their datacenters, organizations allow these heterogeneous workloads to execute on the same set of hardware resources and need a resource management technology to determine the most effective allocation of resources to particular workloads.
We present a system that manages the performance of these workloads using automation mechanisms provided by server virtualization technologies. The system allows heterogeneous workloads to be collocated on any server machine, thus reducing the granularity of resource allocation. It uses high-level performance goals (as opposed to lower-level resource requirements) to drive resource allocation. Also, our technique exploits a range of new automation mechanisms as appropriate for specific applications.
Our approach differs from prior techniques [5, 4, 3] in a key aspect. Previous techniques concentrate on managing virtual machines as primary abstractions, while our technique manages applications using, among other things, automation mechanisms provided by VMs. 1 Figure 1 shows a simple example of a system we consider in this paper. The managed system includes a set of heterogeneous nodes. Web applications, which are served by application servers, are replicated across nodes to form application server clusters. Requests to these applications arrive at an entry router that distributes requests to the applications according to a load balancing mechanism. 1 The full version of this paper has been published in [7] .
SYSTEM ARCHITECTURE
Long-running jobs are submitted to the job scheduler, placed in its queue, and dispatched from the queue based on the resource allocation decisions of the management system. Our management architecture takes advantage of an overload protection mechanism that prevents a web application from utilizing more than the allocated amount of resources. In the system considered here, overload protection for interactive workloads is provided by an L7 request router which implements a flow control technique.
Long-running jobs are submitted to the system via the job scheduler, which, unlike traditional schedulers, does not make job execution and placement decisions. In our system, the job scheduler only manages dependencies among jobs and performs resource matchmaking. Once dependencies are resolved and a set of eligible nodes is determined, jobs are submitted to the application placement controller (APC).
Each job has an associated performance goal. Currently we only support completion time goals, but we plan to extend the system to handle other performance objectives. From this completion time goal we derive an objective function which is a function of the predicted actual job completion time.
The job scheduler uses APC as an adviser as to where and when a job should be executed. When APC makes a placement decision, actions pertaining to long-running jobs are returned to the scheduler and put into effect via its job executor component. The job executor monitors job status and makes it available to APC for use in subsequent control cycles.
To manage web and non-interactive workloads, APC relies on knowledge of resource consumption by individual requests and jobs. Our system includes profilers for both kinds of workloads. The web workload profiler, which was introduced in [6] , obtains profiles for web requests in the form of the average number of CPU cycles consumed by requests of a given flow. The job workload profiler, which is a subject of ongoing research, obtains profiles for jobs in the form of the number of CPU cycles required to complete the job, the number of threads used by the job, and the maximum CPU speed at which the job may progress.
IMPLEMENTATION
We have implemented a prototype of the system using Xen. To manage VMs inside a physical Xen-enabled node, we have implemented a component, called the machine agent, which resides in domain 0 so as to have access to the Xen domain controls. The machine agent provides a Java-based interface to create and configure a VM image for a new domain, copy files from domain 0 to another domain, start a process in another domain, and to control the mapping of physical resources to virtual resources.
To hide the usage of VMs from a user, we have implemented a higher-layer of abstraction, embedded inside the node agent, which provides the job management functionality. It provides operations to start, pause, resume, suspend, restore, and resource control a job. To implement these operations, the node agent interacts with the machine agent in domain 0 using its VM management interfaces. When a job is first started, the node agent creates (or obtains a pre-created) image in which to run the job. It records the mapping between the job ID and VM ID. Then it asks the machine agent to copy corresponding binaries to the new image and to boot the image. Once the new domain is running, the job is started inside.
We always place a job in its own domain. This gives us performance isolation among jobs such that we can control their individual resource usage, but it comes at the expense of added memory overhead. The node agent process is placed in domain 1, which is the domain we use for all web applications.
EXPERIMENTS AND RESULTS
In the experiments, we use a single micro-benchmark web application, StockTrade that performs some CPU intensive calculation interleaved with periods of sleeping to simulate backend database access or I/O operations. We also use a set of non-interactive applications, which consists of well known CPU-intensive benchmarks [2, 1] . Completion time goal for each job is defined relative to its profiled execution time and is equal to 1.5, 3, and 10 for platinum, gold, and silver class, respectively.
We experiment with our system on a cluster of two physical machines, xd018 and xd020, each with two 3GHz CPUs and 2GB memory. We used the XenSource-provided Xen 3.0.2 packages for RedHat Enterprise Linux 4.
We deploy StockTrade in domain 1 on the two machines. We vary load to StockTrade using a workload generator. Initially, we start 55 sesstions and observe that with this load, response time of StockTrade requests is about 380ms and approaches response time goal of 500ms, as shown in Figure 2 . Then we submit JOB1 (A), whose service class is platinum. After a delay caused by the duration pf the placement control cycle (B) and domain starting time, JOB1 is started (C) in domain 2 on xd020 and allocates it the entire requested CPU speed, which is equivalent to 0.6 CPU. As a result of decreased CPU power allocaton to domain 1, on xd020, the response time for StockTrade increases to 480ms, but it stays below the goal. A few minutes after submitting JOB1, we submit JOB2 (D), whose service class is silver. JOB2 has a very relaxed completion time goal but it is very CPU demanding. Starting it now would take 2CPUs from the current StockTrade allocation. At 800s after the begining of the experiment, we reduce load to StockTrade to 25 concurrent client sessions. When the CPU usage of StockTrade reduces to about 50% of each machine, the placement controller decides (E) to start JOB2 (F) on xd018. After 1000s, we increase the number of client sessions back to 55, the placement controller suspends JOB2 (G). Typically, JOB2 will later be resumed when any of the following conditions occur: (1) JOB1 completes, (2) load to StockTrade is reduced, or (3) JOB2 gets close enough to its target completion time so as to necessitate its resumption, even at the expense of worsened performance for StockTrade.
