Abstract-In this paper, we conceive a compressed sensing (CS)-aided multi-dimensional index modulation (IM) scheme, where the benefits of space-time shift keying, orthogonal frequency-division multiplexing relying on the frequency domain IM, and spatial modulation are explored. Explicitly, extra information bits are transmitted through the active indices of both the transmit antennas and subcarriers, while striking a flexible design tradeoff between the throughput and the diversity order. Furthermore, CS is invoked in both the transmitter and the receiver of our multi-dimensional system for the sake of improving the system's design flexibility, while reducing the detector's complexity. We first present the maximum likelihood (ML) detector of the proposed CS-aided multi-dimensional IM system for characterizing the best-case bound of the proposed system's performance. Specifically, an upper bound is derived for the average bit error probability, and it is observed that the derived theoretical upper bound becomes very tight with the ML detector simulation curves as the signal-to-noise ratio increases. Then, we propose a reduced complexity detector imposing only a modest bit-error-ratio degradation, where we analyze the computational complexities of both the ML detector and the reduced complexity detector. Furthermore, a soft-input soft-output decoder is proposed for attaining a near-capacity performance, which is analyzed with the aid of extrinsic information transfer (EXIT) charts. The maximum achievable rate of the proposed CS-aided multidimensional IM system relying both on the ML detection and on our reduced-complexity-based detector is also evaluated using EXIT charts. In addition, the discrete-input continuous-output memoryless channel capacity of the proposed CS-aided multidimensional IM scheme is formulated.
its good performance, high data rate and hardware simplicity. Space-Time Shift Keying (STSK) [3] , [4] was proposed as an advantageous multi-functional Multiple-Input Multiple-Output (MIMO) technique, which extends the concept of pure Spatial Domain (SD) Transmit Antenna (TA) activation of the conventional Spatial Modulation (SM) [5] and Space-Shift Keying (SSK) [6] schemes to both the spatial and temporal dimensions. Hence STSK provides substantial transmit-diversity and multiplexing gains, whilst SM and SSK are only capable of attaining receive diverity gain. More specifically, STSK is based on the activation of Q appropriately indexed Space-Time (ST) Dispersion Matrices (DMs) within each STSK block duration, rather than at each classic symbol duration [4] .
However, the majority of STSK studies only considered narrowband propagation scenarios instead of realistic wideband fading channels [4] . In order to mitigate the resultant linear distortion in wideband channels, typically Multi-Carrier (MC) modulation [7] is utilized, where Orthogonal Frequency Division Multiplexing (OFDM) is the most popular MC technique due to its robustness to dispersive wideband scenarios and its low-complexity implementation. Against this background, OFDM-STSK was conceived in [7] and [8] for overcoming the performance degradation of STSK based transmissions over dispersive wideband channels. Recently, the concept of Multi-Set Space-Time Shift Keying (MS-STSK) which is the extention of OFDM-STSK scheme was proposed in [9] , where extra information is conveyed implicitly over the index of the activated combination of multiple TAs selected from a higher number of TA elements for the sake of achieving high data rates, whilst enhancing the system's performance.
More specifically, the IM transmitter maps additional information bits to the indices of TAs [10] , subcarriers [11] or Time Slots (TSs) [12] . OFDM based IM (OFDM-IM) [13] , [14] is a novel MC transmission technique, which is capable of enhancing the power efficiency and has been proposed as an alternative to classical OFDM. In OFDM-IM systems, part of the information is mapped to the Quadrature Amplituded Modulation (QAM) symbols, whilst the rest of the information is conveyed by the indices of the active subcarriers [11] in the Frequency Domain (FD). It has been shown in [2] that OFDM-IM has the potential of improving the Bit Error Ratio (BER) of classical OFDM over frequency-selective fading channels at low Signal-to-Noise Ratios (SNRs). As a further development, OFDM-IM-MIMO techniques have been proposed in [15] and [16] , while providing a beneficial 0090-6778 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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tradeoff between error performance and spectral efficiency. Additionally, in order to reduce the prohibitive computational complexity of the Maximum LikeLihood (ML) detector, several low complexity detectors have been proposed for the detection of OFDM-IM-MIMO. Recently, IM techniques have been explored in different dimensions [10] , [17] , where it is shown that for a given transmission rate, improved performance is achieved by increasing the number of indexed dimensions. Specifically, in [10] , a Generalized Space-Frequency IM (GSFIM) scheme was proposed for achieving increased rates as well as an improved performance compared to the conventional OFDM-MIMO scheme, where the information bits were encoded through indexing both into active TAs and subcarriers,. However, it becomes much more challenging to detect the active TAs, the active subcarrier indices and modulated symbols due to the strong interference imposed both on the OFDM-IM subblock and TAs. Although the ML detector is capable of achieving optimal performance, its prohibitive computational complexity makes it impractical for the GSFIM scheme. Hence, it is essential to conceive a lowcomplexity detection.
Compressed Sensing (CS) [18] is an attractive paradigm of casting signals represented in high-dimensional sparselypopulated spaces into signals that lie in spaces of significantly smaller dimensions. In recent years, due to the sparsity characteristic of IM related techniques, CS has been invoked for detecting sparse signals with a low-complexity. More specifically, low-complexity CS based detectors have been developed for exploiting sparsity of Generalized Spatial Modulation (GSM) symbols in [19] and [20] , where the single dimensional IM was applied in these literatures. Furthermore, Zhang et al. [21] proposed both a CS assisted signaling strategy at the transmitter and a CS based low-complexity detector at the receiver, while achieving a higher spectral efficiency and providing an attractive detection performance at a low complexity. Recently, in [22] , we proposed a CS-aided OFDM-STSK scheme relying on subcarrier IM, which combineed the benefits of STSK and OFDM-IM for striking a flexible tradeoff between the throughput and bit-error performance. More specifically, in order to further improve the tradeoff, as well as to decrease the complexity of the detector, CS was explored in both the transmitter and the receiver. Furthermore, the CS-aided OFDM-STSK-IM soft decoder by applying the ML detection was proposed for achieving a near-capacity performance. Therefore, in this paper we aim to extend our previous literature to the SD for attaining an improved spectral efficiency and to design a soft decoder using the proposed reduced-complexity detector for achieving a near-capacity performance.
Additionally, in order for any communications system to attain a low BER at SNRs close to the channel capacity [23] , it is essential to invoke channel coding and iterative decoding. Hence numerous channel coding techniques have been proposed since the 1950s, including Hamming codes [24] , Convolutional Codes (CC) [25] , turbo codes [26] as well as diverse other channel coding techniques [27] . More specifically, Extrinsic Information Transfer (EXIT) charts [28] , [29] were proposed as a powerful semi-analytical tools devised for analyzing the convergence behavior of iteratively decoded systems as well as for evaluating the maximum achievable throughput of a system. Against the above background, the contributions of this paper are summarized as follows:
• We propose a CS-aided multi-dimensional IM system relying on both FD and SD IM for improving the performance by attaining an improved diversity gain, whilst increasing the system capacity by indexing multiple transmission entities compared both to the classical OFDM-MIMO system and to our previously proposed CS-aided subcarrier IM system [22] . More explicitly, compared to the classical OFDM-STSK system and to our previously proposed CS-aided subcarrier IM system [22] relying on ML detection, the proposed system exhibits SNR-gains of about 8.75 dB and 4.15 dB at the BER of 10 −5 , respectively. Furthermore, an upper bound of the Average Bit Error Probability (ABEP) of the proposed CS-aided multi-dimentional IM system has also been derived and confirmed by computer simulations. The proposed design is a flexible multifunctional design that allows striking a flexible trade-off between performance, throughput and complexity, where the different components in the design can be configured in order to attain specific design requirements.
• A reduced-complexity so-called Simultaneous Matching Pursuit (S-MP) detector is proposed for simultaneously detecting Multiple Measurement Vectors (MMV) by exploiting the powerful CS principles, whilst mitigating the excessive complexity of the ML detector at the cost of a modest performance loss. Explicitly, the proposed S-MP detector is specifically designed for our proposed CS-aided multi-dimentional IM system, where the active TAs and active subcarriers are first jointly detected and then they are utilized for reconstructing the ST symbols.
• Then the CS-aided multi-dimensional IM Soft-Input SoftOutput (SISO) decoders using both the ML detector and the proposed S-MP detector are conceived for iteratively exchanging extrinsic soft information between the constituent decoders in order to achieve a near-capacity performance. More specifically, EXIT charts are used for visually characterizing the flow of soft-information between the constituent decoders of our concatenated structure. We also construct EXIT charts for evaluating the maximum achievable rate of the proposed system using both the ML detector and the S-MP detector. Furthermore, the Discrete-Input Continious-Output Memoryless Channel (DCMC) capacity of the proposed CS-aided multi-dimensional IM scheme is formulated and compared to the maximum achievable rate of the system derived from the EXIT charts. The rest of the paper is organized as follows. In Section II, the system model of CS-aided multi-dimensional IM relying both on FD and SD IM is introduced. Then in Section III, the hard-decision based ML detector and the reduced-complexity detector are introduced. Additionally, soft-decision detection is also conceived in Section III. Our simulation results, EXIT chart analysis and system capacity estimates are provided in Section IV. Finally, our conclusions are offered in Section VI.
Notations: Bold uppercase and lowercase letters represent matrices and vectors, respectively; · is used to denote the integer floor operation;
H and (·) † represent the inverse operation, the transpose operation, the Hermitian transpose operation and the Moore-Penrose pseudoinverse operation, respectively; diag{·} is used to denote the diagonal structure of a matrix; · denotes the Frobenius norm; C r×c illustrates the size of a complex-valued matrix, where the size is (r × c); L(·) indicates Log Likelihood Ratios (LLRs) of a bit sequence.
II. SYSTEM MODEL
In this section, we introduce the transceiver architecture of the proposed CS-aided multi-dimensional IM system relying on N t TAs and N r Receive Antennas (RAs), which is illustrated in Fig. 1 . In Fig. 1 , we consider OFDM having N c subcarriers, which are then equally divided into G subcarrier groups and each subcarrier group contains N f = N c /G subcarriers in the FD. Additionally, the Virtual Domain 1 (VD) is applied for the proposed system shown in Fig. 1 . More explicitly, there are N v available subcarrier indices in the VD for each subcarrier group, where the dimension N v of the VD is higher than the dimension N f of the FD 2 [18] , [30] . Then, the measurement matrix A shown in Fig. 1 compresses the N v -dimensional VD symbols into the N f -dimensional FD symbols for each subcarrier group using CS.
In this paper, we focus on the transmission and detection of a single group instead of G groups, because each subcarrier group has the same procedures, as shown in Fig. 1 . The transmitter model is introduced in Section II-A, followed by the receiver model in Section II-B.
A. Transmitter
The transmitter model of the proposed CS-aided multidimensional IM system is shown in Fig. 1 . As seen in Fig. 1 , the information bits of bG are partitioned into G groups and then each group of b bits are split into smaller segments of b 1 , b 2 and b 3 bits, where the first b 1 bits are mapped to the Antenna Selector, the remaining b 2 and b 3 bits are processed by the Subcarrier Index (SI) Selector and STSK Encoder, respectively.
1) Antenna Selector:
The first incoming b 1 bits are processed by the Antenna Selector of Fig. 1 , which selects M TAs out of the N t available TAs while obtaining N AC Antenna Combinations (ACs) in total. 3 Compared to the SM scheme, a specific combination of TAs out of N AC ACs is activated during each transmission block in the proposed system instead 2) Subcarrier Index Selector: Then the second incoming sequence of b 2 bits is applied to the SI Selector in Fig. 1 . For each subcarrier block, only K active subcarriers are chosen out of the N v available subcarriers in the VD, and the specific selection procedure is determined by the information bits b 2 . For example, assuming that the SI Selector is designed to select K = 1 active subcarriers out of the N v = 4 available subcarriers in each subcarrier group, there are 4 possible SI combinations in total. Then, one out of N SI = 4 combinations is selected for each subcarrier group depending on the incoming bits b 2 and the corresponding selection procedure is illustrated in Fig. 2 , where the shaded square represents the active subcarriers and the blank square indicates the inactive subcarriers. Specifically, in this example the first subcarrier is activated according to the incoming bits b 2 = [0 0], while the second, the third and the fourth subcarriers are selected for
, respectively. In each subcarrier group, the selected active subcarrier combination is fed into the Index Switch of Fig. 1 for allocating K ST symbols generated from the STSK Encoder to the activated subcarriers.
3) STSK Encoder: According to [3] , a total of b 3 = K log 2 (QL) bits are fed into the STSK Encoder to generate K STSK codewords {X [1] 
B. Receiver
We consider a (N r × N t )-MIMO system, where N r is the number of RAs as shown in Fig. 1 . At the receiver side, the signals of the G groups received from N r RAs during T TSs are subjected to the Fast Fourier Transform (FFT) for detecting the FD output symbols. The channel matrix is H α ∈ C Nr×Nt for α = 1, . . . , N f . As shown in Fig. 1 , 
where the 
III. DETECTION TECHNIQUES
In the proposed CS-aided multi-dimensional IM system, the receiver has to detect the information bits conveyed by the STSK codewords at the active subcarriers plus the bits mapped to the active subcarrier indices, as well as the bits mapped to the active TAs, as shown in Fig. 1 . Again, we consider both hard-decision ML detection and our reduced-complexity Simultaneous Matching Pursuit (S-MP) detection, later followed by soft-decision detections.
As shown in Fig. 1 , the received signal Y contains N f ST symbols at the N f subcarriers in the FD of each subcarrier group. According to the received signal model
where W ∈ C NrN f ×T denotes the AWGN matrix of the N f subcarriers, and the channel matrix H associated with transmitting N f ST signals in each subcarrier group, which has a diagonal structure of size (N r N f × N t N f ) and can be expanded as
Similarly,Ī AC ∈ C NtN f ×MN f denotes the TA selection pattern of N f subcarriers in each subcarrier group, which has the diagonal structure of
Additionally, S F D ∈ C MN f ×T represents the FD ST signals of the N f subcarriers transmitted from M TAs over T TSs, which are obtained after the SI modulation and CS, as shown in Fig. 1 and Fig. 3 . In order to make the analysis more comprehensive, the transmitted ST signals
whereĀ ∈ C MN f ×MNv is the equivalent measurement matrix A shown in (1) = I SI X, where X ∈ C MK×T represents K STSK codewords generated by the STSK Encoder of Fig. 1 . Additionally, the K STSK codewords X ∈ C MK×T are also illustrated in Fig. 3 , where K = 1 is considered and the shaded X[1] specifically illustrates the structure of X ∈ C MK×T . Additionally, I SI ∈ C MNv ×MK illustrates the specific SI selection pattern of each subcarrier group while selecting K active subcarriers out of N v available subcarriers in the VD. If we consider the example provided in Fig. 2 and Fig. 3 using
where the first index is activated out of the 4 available subcarrier indices in the VD. According to (3) - (7), the received signal model for each subcarrier group can be finally expressed as
whereĪ AC contains the TAs selection information and I SI includes the SI selection information for the subcarrier group. Based on the received signal model of (8), hard-decision decoding is discussed in Section III-A, while soft-decision decoding is described in Section III-B.
A. Hard-Decision Detection
In this section, the hard-decision based ML detector and the reduced-complexity detector of the proposed CS-aided multidimensional system are proposed and an upper bound of the ABEP of the proposed system is also derived. The computational complexity of the two detectors is also compared. We assume perfect channel knowledge at the receiver.
1) Maximum Likelihood Detection:
At the receiver, the ML detector makes a joint decision on the active TA indices, the active subcarrier indices and the constellation points at the corresponding active subcarrier indices by exploring all possible realizations of each subcarrier group. According to the system model in (8) 1, 2, . . . , N q,l ) to indicate all realizations of the K STSK codewords in the proposed system model. Then the ML detector of each subcarrier group is formulated as:
whereγ,β andφ represent the estimates of the active TAs realization index, the active subcarriers realization index and the index of the realization for K STSK codewords in each subcarrier group, respectively. At the receiver, the ML detector carries out a full search for exploring all possible realizations, while having a complexity order of O[N AC N SI (QL) K ] per subcarrier group. More precisely, the total computational complexity of the ML detector of (9) can be expressed as
, which may become excessive in practice for larger values of Q and L, for a higher-dimensional VD, and/or for larger number of TAs. Therefore, a reduced-complexity detection algorithm will be proposed in Section III-A.3.
2) Average BEP Analysis of ML Detection: For the sake of improved clarity, we rewrite the per-subcarrier-group received signal model of (8) as
whereS ∈ C NtN f ×T is the equivalent data matrix which has (N AC N SI (QL) K ) possible realizations. Additionally, it is sufficient to determine the overall system performance by exploring the Pairwise Error (PE) events for a single subcarrier group, because the PE events of different subcarrier groups are the same [31] . If the matrixS is transmitted and it is erroneously detected as S , the receiver may make decision errors concerning either the active TAs, or the active SI and the STSK codewords per subcarrier group. Then the Conditional Pairwise Error Probability (CPEP) of the system model given in (10) is expressed as [31] 
Let DS =S − S denote the difference matrix betweenS and S . Applying DS to (11), we have
where 1, 2, . . . , N f and r = 1, 2, . . . , N r ) is used for denoting the r-th row of the i-th channel matrix given in (4) . Then the computation of the Unconditional Pairwise Error Probability (UPEP) P (S → S ) is obtained by taking the expectation relative to all possible channel realizations, while integrating the CPEP in (12) over the probability density function (pdf) of ξ and yielding
where M ξ (α) represents the moment generating function of ξ and we have
Upon substituting (15) into (13), the UPEP is finally obtained as
After obtaining the UPEP in (16) , an upper bound on the ABEP based on union bounding can be obtained by
where b is the number of information bits carried by each subcarrier group, N S = N AC N SI (QL) K denotes the total number of possible realizations ofS per subcarrier group and d(S, S ) is used for representing the number of bit errors involved in the PE event of (S → S ).
3) Reduced-Complexity Detection: In order to reduce the search-space of the ML detector of (9) , in this section we propose a reduced-complexity detector. According to the received signal model Y of (8), there are three search items to be detected, namely the active TAs, the active subcarriers and the STSK codewords allocated to the active subcarriers, and for the sake of further analysis, we rewrite (8) as
where by definition we haveS ∈ C NtN f ×T =Ī AC S F D for denoting the equivalent data matrix that has N AC ·N SI ·(QL) K possible realizations,H ∈ C NrN f ×MNv = HĪ ACĀ is used for representing the equivalent channel matrix that has N AC possible realizations and Φ ∈ C NrN f ×MK for denoting the equivalent matrix which indicates having N AC · N SI possible joint support identifications, including the active TAs and active subcarriers. In terms of the sparsity characteristics of S in (10) and S V D in (18), the detector can be designed according to the CS principles [30] . Specifically, we use the matrix Y ∈ C NrN f ×T in (10) to explicitly represent the N f FD signals received from N r RAs over T time slots and each column of Y can be regarded as a measurement vector according to the CS principles, where the joint support identification Φ in our scenario is shared by T measurement vectors from Y, which is a manifestation of the MMV problem of CS principles [32] . Various recovery algorithms have been proposed for the MMV scenario, while in this work we propose a S-MP algorithm inspired by the classic Subspace Pursuit (SP) algorithm of [33] which is one of the popular greedy algorithms and it is used to solve the Single Measurement Vector (SMV) problem of [33] . The proposed S-MP procedure is described in Algorithm 1, where the T measurement vectors of Y received are detected simultaneously in order to improve the performance. Jump to 8 and select the index having the second largest magnitude for starting the 2 nd iteration; 21: end if 22: end if More specifically, the main differences between the proposed S-MP algorithm and the classical SP algorithm lie in two aspects: 1) The proposed S-MP algorithm is specificly designed for solving the MMV problem in our scenario and it is invoked for jointly detecting both the active TAs in the SD and the active subcarriers in the VD in our case as described in Algorithm 1, for achieving an improved performance. By contrast, the classical SP algorithm is only suitable for single-domain sparsity; 2) The most significant difference between the proposed S-MP and the classical SP algorithms lies in their specific approach invoked for generating the subspace during each iteration. In the classical SP algorithm, a fixed-size estimated subspace is maintained and refined during each iteration. On the other hand, in the proposed S-MP algorithm, during each iteration the algorithm exploits an N SI -size subspace represented as Φ n j (j = 1, 2, . . . , N SI ) , including the estimated active TA support identifications and the N SI possible active subcarrier support identifications, where the tested joint support identification resulting in the least residual errors is selected as the most reliable candidate during the iteration and then it is evaluated by comparing it to the hard threshold T ε for terminating the iterations.
Algorithm 1 Reduced-Complexity S-MP Detection
Based on the reduced-complexity S-MP procedure introcuded in Algorithm 1, the maximum number of iterations is n = N AC , where N AC N SI possible joint realizations will be explored and the complexity order per subcarrier group is given by O(N AC N SI + QLK). Furthermore, most of the computational requirements of the proposed S-MP algorithm are imposed by the least squares operations carried out within the iterations. Therefore, the exact computational complexity of the proposed S-MP algorithm having n = N AC iterations is
Specifically, compared to the computational complexity of the ML detector of Section III-A.1, the proposed S-MP algorithm significantly reduces the influence of having large K, Q, or L values in the proposed system.
B. Soft-Decision Detection
Having introduced the hard-decision based ML detection and S-MP detection in Section III, we now introduce soft-decision based detections. As illustrated in Fig. 6 , we employ a two-stage concatenated CS-aided multidimensional IM system for achieving a near-capacity performance. Specifically, the channel encoder of Fig. 6 encodes the input bits by applying a RSC code for generating the coded bit sequence c and the interleaver Π is used for generating the interleaved stream u to avoid the influence of bursty channel errors. Then the interleaved bit sequence u of each subcarrier group is conveyed by the proposed CS-aided multidimensional IM modulator described in Section II-A. At the receiver of Fig. 6 , the SISO decoder iteratively exchanges soft extrinsic information in the form of LLRs [34] with the RSC decoder. In Fig. 6 , L(·) represents the LLRs of the bit sequence considered and the subscripts i and o illustrate the demodulator and RSC decoder, respectively, which are also termed as inner decoder and outer decoder. Additionally, the subscripts a and e indicate a priori information and extrinsic information, respectively. To be specific, the demodulator's extrinsic output LLRs L i,e (u) are deinterleaved by a soft-bit deinterleaver to generate L o,a (c), which is the input of the outer RSC decoder as a priori LLRs. Then the extrinsic LLRs L o,e (c) of all the channel-coded bits of each subcarrier group are calculated by the Logarithmic Maximum a posteriori (Log-MAP) algorithm [27] , [35] , where the calculated extrinsic information L o,e (c) is then fed back to the demodulator The receiver architecture of the soft-decision assisted CS-aided multidimensional IM scheme.
as the a priori information L i,a (u) after the interleaver of Fig. 6 . Then the improved extrinsic LLRs are calculated by the demodulator and further Inner-Outer (IO) iterations are employed.
1) ML-Based Soft-Decision Detection:
According to the equivalent system model of (8) and the probabilistic representation of the STSK decoder invoked in [3] , the conditional probability p(Y|X γ,β,ϕ ) of receiving the group signal Y is given by
where X γ,β,ϕ represents STSK codewords at the β-th realization of active subcarriers, which are transmitted through the ϕ-th realization of active TAs, and N 0 is the noise power, where we have σ (21), as shown at the top of the next page [28] . In (21), X l 1 and X l 0 represent a subset of the legitimate equivalent signal X corresponding to bit u l when u l = 1 and u l = 0, respectively, yielding (21) represents the a priori information based on the feedback from the RSC decoder to the proposed modulator. Furthermore, the Approximate Log-MAP (Approx-Log-MAP) algorithm based on the Jacobian maximum operation [29] is implemented for the sake of simplifying the soft-decisions and the algorithm is given by [27] , [36] , (22) where jac(·) denotes the Jacobian maximum operation [29] and the intrinsic metric of λ γ,β,ϕ is expressed as
2) S-MP-Based Soft-Decision Detection:
In order to reduce the computational complexity of the soft decoder, soft-decision based reduced-complexity S-MP detection is invoked. To be specific, the equivalent received signal Y per subcarrier group ] are used for encoding K STSK codewords, where B 2 = K log(QL). Then at the first step of the S-MP-based soft-detection, the joint realizations of active TAs and active subcarriers are detected by applying our CS technique. Explicitly, based on the estimation of the joint identification support presented in Algorithm 1, the extrinsic LLR of bit u 1 l (l = 1, 2, . . . , B 1 ) expressed with the aid of the Jacobian maximum operation is given by [28] , [37] (24) where the intrinsic metric of λ γ,β is represented as
Then, first hard decisions can be made based on the LLRs of L e (u 1 l ) for B 1 channel-coded bits to obtain the joint realization Φ of the active TAs and active subcarriers. At the second step of the soft-decision based S-MP algorithm, the extrinsic LLR of bit u 2 l (l = 1, 2, . . . , B 2 ) is expressed by employing the Jacobian maximum operation as (26) where the intrinsic metric of λ q,l,k is given by (27) and the estimated STSK codewordsX(k) (k = 1, . . . , K) seen in (27) are obtained based on the result of the first step
IV. PERFORMANCE ANALYSIS
In this section, the performance of the proposed CS-aided multi-dimensional IM system considered for transmission over frequency-selective fading channels is characterized by simulations. In all simulations, we assume perfect Channel State Information (CSI) knowledge at the receiver. The BER performances of the schemes are evaluated by Monte-Carlo simulations. Additionally, we focus our attention on OFDM having N c = 128 subcarriers in the FD, followed by a (L cp = 16)-length CP, and the COST2017-TU12 Rayleigh Fading channel model is applied.
A. Hard-Decision Performances Vs Computational Complexity Comparison
In Fig. 7 , we investigate the BER performances of the proposed CS-aided multi-dimensional IM system using both the ML detector in Section III-A.1 and the proposed S-MP detector in Section III-A.3, the CS-aided subcarrier IM system 5 using the ML detector and the classical OFDM-STSK system applying the ML detector at the same transmission rate of R t = 1.3333 bits/s/Hz. Furthermore, the theoretical bounds of (17) have been added to Fig. 7 , where it is observed that the upper bound derived becomes very tight upon increasing the SNR values for the proposed CS-aided multi-dimensional IM system. According to the BER performances of these four schemes explored in Fig. 7 , we conclude that an improved performance can be achieved, when the number of indexed transmission entities is increased. Specifically, for 1.3333 bits/s/Hz, the proposed CS-aided multi-dimensional system using the ML detector achieves about 4.15 dB and 8.75 dB better performances than the CS-aided subcarrier IM system and the classical OFDM-STSK system, respectively, at the BER value of 10 −5 . Additionally, the proposed CS-aided multidimensional IM system using the proposed S-MP detector has about 4.15 dB worse performance than its ML counterpart, but about 4.6 dB better performance than the classical OFDM-STSK system using ML detection, again at the BER value of 10 −5 . The performance of the proposed system applying the proposed S-MP detection is capable of approaching that of its ML counterpart upon increasing the SNR. Additionally, observe from Fig. 7 and Table II, the proposed S-MP detector is capable of reducing the computational complexity of the ML detector at the cost of a modest performance loss. More specifically, the proposed S-MP detector is capable of eliminating the influence of the varying (QL) values on the computational complexity compared with the ML detector. Hence, there is a clear SNR versus computational complexity tradeoff.
B. EXIT Chart Analysis
The exchange of extrinsic information in the proposed system of Fig. 6 can be visualized by plotting the EXIT characteristics of the inner demodulator and the outer RSC decoder [28] , [38] . Fig. 8 shows the EXIT curves of the proposed CS-aided multi-dimensional IM scheme's inner demodulator for E b /N 0 values spanning from −7.75 dB to −4.75 dB with a step size of 1.0 dB, while using ML-based soft-detection. The Fig. 7 . BER performances of a) the proposed CS-aided multi-dimensional IM system using both ML detector and the proposed S-MP detector having Nv = 16, N f = 8, K = 2, Nt = 8, STSK(2, 2, 2, 2, 2), b) the CS-aided subcarrier IM system using ML detector having having Nv = 16, N f = 8, K = 2, Nt = 2, STSK(2, 2, 2, 2, 4) and c) the classical OFDM-STSK system using ML detector where 96 out of 128 subcarriers are used for transmitting STSK (2, 2 . Hence, the system is expected to produce an ifinitesimally low BER at about E b /N 0 = −4.75 dB. Fig. 9 shows the EXIT curves of the proposed CS-aided multi-dimensional IM system's inner demodulator for E b /N 0 values at 1.25 dB and at 2.25 dB, while using S-MP-based soft-detection. Observe in Fig. 9 that the innner demodulator's EXIT curve shows a decreasing trend upon increasing I i,a (u). The reason for this behavior is that the u-length output data stream of the proposed CS-aided multi-dimensional IM demodulator using S-MP-based soft-detection is not Gaussian Fig. 8 . The EXIT charts of the proposed CS-aided multi-dimensional IM system relying on the ML-based soft-detection, which is associated with the configuration: N f = 8, K = 2, Nv = 16, Nt = 8 and STSK(2, 2, 2, 2, 2). A decoding trajectory is shown between the outer decoder's EXIT curve and the inner demodulator's EXIT curve at E b /N 0 = −3.75 dB, while using a 1/2-rate RSC(2, 1, 5) with an interleaver depth of 192, 000 bits. distributed and the LLRs of the u-length data stream denoted by L i,e (u) do not satisfy the consistency condition defined in [38] because of reducing the search space of the detector, although the calculation of L i,e (u) is based on the assumption that the u-length data stream is Gaussian distributed. A trivial solution to this problem is to try and find the probability distribution of the u-length output stream and compute L i,e (u) by using the actual probability density function (pdf). However, it is not straightforward to find a mathematical formula to model the pdf of the u-length data stream. Fortunately, however it is possible to compute the LLRs according to the histogram of the demodulated u-length data stream, computing the histogram for every received group is a complex and timeconsuming process.
An empirical transformation of the L i,e (u) LLR values has been investigated for correcting the relationship between the LLRs and the corresponding probabilities to satisfy the consistency condition in [38] , as proposed in [39] . This empirical transformation is referred to as LLR postprocessing and it can be expressed as where L † i,e (u) represents the processed extrinsic LLRs passed from the inner demodulator to the deinterleaver of Fig. 6 , which satisfies the consistency condition in [38] , and A represents the empirical transformation coefficient, where we have A = 8.0 specifically for our scenario and it is obtained with the aid of simulations. Fig. 10 shows the EXIT charts of the proposed CS-aided multi-dimensional IM system relying on the S-MP-based softdetection relying on the LLR postprocessing of (28) , which is associated with the configuration: N f = 8, K = 2, N v = 16, N t = 8 and STSK(2, 2, 2, 2, 2). The EXIT curves of the inner demapper using S-MP-based soft-detection recorded for the E b /N 0 values spanning from 1.25 dB to 3.25 dB with a step size of 1.0 dB are shown in Fig. 10 . As shown in Fig. 10 , the inner demodulator's EXIT charts are shifted upwards upon increasing E b /N 0 value. Additionally, the decoding trajectories at E b /N 0 = 2.25 dB and E b /N 0 = 3.25 dB between the inner demodulator and the 1/2-rate RSC(2, 1, 5) outer decoder are recorded in Fig. 10 , where the iterative decoding process is expected to converge around E b /N 0 = 3.25 dB and at least 3 iterations are required for approaching the mutual information point (1.0, 1.0).
C. Capacity Analysis
In this section, we formulate the DCMC capacity [40] of the proposed CS-aided multi-dimensional IM system using the full-search based ML detector presented in Section III-A.1. Then the powerful tool of EXIT charts is utilized for determining the maximum achievable throughput of the proposed system using both the ML detector introduced in Section III-A.1 and the S-MP detector presented in Section III-A.3. 
1) Discrete-Input Continuous-Output Memoryless Channel (DCMC) Capacity Analysis:
The DCMC capacity of the proposed CS-aided multi-dimensional IM scheme is first developed for each subcarrier group, where N AC is the number of the active TAs combinations, N SI is that of the active subcarriers combinations and K activated STSK codewords are included in each subcarrier group. Then the DCMC capacity per group developed is divided by N f , namely by the number of FD subcarriers for determining the capacity per subcarrier. Based on the equivalent received signal model of (10), the DCMC capacity of the proposed scheme can be expressed as [40] 
where I = N AC N SI (QL) K denotes the total number of realizations for each subcarrier group including the active TAs, active subcarriers and K STSK codewords at the activated subcarriers. The DCMC capacity of (29) is maximized, when these realizations per subcarrier group are equiprobable, where we have {p(
. Furthermore, the conditional probability p(Y|S i ) of receiving Y given that the group-signal S i is transmitted over fading channels is determined by the probability density function of the noise, which is formulated as:
Based on (30), the DCMC capacity of (29) may be further simplified as
where we have
N0
, while the system's throughput is given by R = log 2 I N f , which is expected to be achieved by the DCMC capacity of C DCMC (SN R) upon increasing the SNR values.
2) The Maximum Achievable Rate Using the EXIT Charts Tool: The EXIT charts can be utilized for determining the maximum achievable rate of the system at a given E b /N 0 value [41] . Fig. 11 shows the maximum attainable rates of several proposed CS-aided multi-dimensional IM schemes associated with different configurations, while using both MLbased and S-MP-based detections. As shown in Fig. 11 , the maximum achievable rate of the system tends to increase, when either the number of TAs N t or the number of ACs N AC increases. More specifically, it is shown in the figure that the maximum achievble rate of the system proposed in [22] and having N t = M is lower than that of the proposed CS-aided multi-dimensional IM system. The DCMC capacity curves evaluated based on (31) are portrayed in the figure as well. Observe in Fig. 11 that the maximum achievable rate of the proposed system evaluated from the EXIT chart closely matches the DCMC capacity curves. Additionally, it is shown in Fig. 11 that the maximum achievable rate curves of the proposed systems using S-MP detection is lower than that of ML detection due to the reduced search space. Furthermore, the channel encoding rate directly affects the achievable rate. The maximum rates of the systems employing a half-rate RSC decoder are shown in Fig. 11 , where the systems have the following configurations: STSK(2, 2, 2, 2, 2), N f = 8, K = 2, N v = 16 and N t = 8. For visual clarify, the ML-based softdetection and S-MP-based soft-detection are marked in Fig. 11 by the red arrows at E b /N 0 = −7.25 dB and E b /N 0 = 1.25 dB, respectively.
D. Coded BER Performance
In this section, we show the coded BER performances of the proposed systems for the following configurations: STSK(2, 2, 2, 2, 2), N f = 8, K = 2, N v = 16 and N t = 8, while using ML-based soft-detection and S-MP-based softdetection, where the configurations used are the same as those in Fig. 8 and Fig. 10 . A 1/2-rate RSC(2, 1, 5) encoder having an interleaver depth of 192, 000 bits is employed in both systems. Fig. 12 shows the attainable BER performance of the 1/2-rate RSC(2, 1, 5)-coded system of Fig. 6 , while using an interleaver depth of 196, 000 bits and 0 to 3 iterations. The BER performance of the uncoded system is also shown in the figure. Observe in Fig. 12 that there is an evident performance improvement, when increasing the number of iterations. As shown in Fig. 12 , the system attains an infinitesimally low BER at around E b /N 0 = −4.75 dB, which matches the EXIT chart prediction seen in Fig. 8 and is within about 2.5 dB of the maximum achievable rate obtained using EXIT charts and shown in Fig. 11 . Fig. 13 shows the BER performances of the 1/2-rate RSC(2, 1, 5)-coded CS-aided multi-dimensional IM system using the S-MP-based soft-detection of Fig. 6 , while employing an interleaver depth of 196, 000 bits and 0 to 3 iterations. The BER performance of the uncoded system is also shown in the figure. Note that the simulation results shown in Fig. 13 are obtained after the LLR postprocessing described in (28) of Section IV-B. Observe in Fig. 13 that there is an evident performance improvement, upon increasing the number of iterations. As shown in Fig 13, the system has no substantial performance gain beyond E b /N 0 = 3.25 dB, which matches the EXIT chart prediction seen in Fig. 10 , which is within Fig. 13 . BER performances of the 1/2-rate RSC(2, 1, 5)-coded S-MP-based soft-detection system of Fig. 6 , while using 0 to 3 iterations. about 2.0 dB from the maximum achievable rate obtained using EXIT charts and shown in Fig. 11 .
V. DESIGN GUIDELINES
In this paper, we proposed a novel CS-aided multidimentional IM scheme by exploring the TAs, subcarriers, time slots and dispersion matrices, which strikes flexible trade-offs among the attainable throughput, the detector's complexity and the achievable performance. Furthermore, the high design flexibility of the proposed scheme can be exploited by beneficially configuring the different components in the design, where the design flexibility makes the proposed scheme suitable for adaptive scenarios. Specifically, a CS-based reduced complexity detector, namely S-MP, was invoked for imposing a reduced computational complexity at a modest performance degradation, which makes the proposed multi-dimensional system eminently suitable for realistic scenarios, because the optimal ML detector is excessively complex. 4 , where System 1) has a higher throughput than System 2), and the complexity of System 1) is higher than that of System 2), but the performance of System 1) may be worse than that of System 2). Hence, the designer may strike the best trade-off between performance, throughput and complexity upon appropriately configuring the different components in the design.
VI. CONCLUSIONS
In this paper, a novel CS-aided multi-dimensional IM scheme was proposed, where in addition to the TD and FD, the SD was also exploited for attaining additional diversity gain and attaining an improved performance. As observed in Fig. 7 , at the same transmission rate, the proposed CS-aided multi-dimensional IM system employing the ML detector imposed a better performance compared both to the CS-aided subcarrier IM system of [22] and to the classical OFDM-STSK system. Then the reduced-complexity S-MP detector was proposed for providing a lower computational complexity with a modest BER degradation. Explicitly, observe from Fig. 7 and Table II , the proposed S-MP detector was capable of approaching the ML detector's performance while providing an affordable computational complexity. Furthermore, the CSaided multi-dimensional IM SISO decoders were conceived in order to achieve a near-capacity performance. More specifically, EXIT charts were used not only for visually characterizing the flow of soft-information between the constituent decoders of our concatenated structure, but also for evaluating the maximum achievable rate of the proposed system. Observe from Fig. 11 , the proposed CS-aided multi-dimentional IM system imposed a higher maximum achievable rate compared to the CS-aided subcarrier IM system of [22] .
