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EXPLICIT HEIGHT BOUNDS FOR K-RATIONAL POINTS ON
TRANSVERSE CURVES IN POWERS OF ELLIPTIC CURVES
F. VENEZIANO AND E. VIADA
Abstract. Let C be an algebraic curve embedded transversally in a power
EN of an elliptic curve E. In this article we produce a good explicit bound for
the height of all the algebraic points on C contained in the union of all proper
algebraic subgroups of EN . The method gives a totally explicit version of the
Manin-Dam’janenko Theorem in the elliptic case and it is a generalisation of
previous results only proved when E does not have Complex Multiplication.
1. Introduction
The Mordell Conjecture, proved by Faltings ([Fal83]), states that an algebraic
curve of genus at least 2 defined over a number field k has only finitely many k-
rational points. As it is well known, Faltings’ proof is not effective in the sense that
it does not give any information on how these points could be determined. The
main known effective methods for finding rational points on algebraic curves are
the Chabauty-Coleman method and the Manin-Dem’janenko method.
Unfortunately though, these methods do not express the bound for the height of
the k-rational points as a formula in terms of the curve. Thus, in the applications,
such a dependence must be elaborated on a case-by-case basis with ad hoc strategies
and this has been carried out successfully only for some special families of curves
with small genus, typically 2 or 3. (We refer to the introduction of [CVV19] for an
account on the subject).
In this article we generalise an explicit method that we introduced in [CVV19]
investigating its strength and its limits. More precisely we give a simple formula
for the height of the points in the CM and non-CM case and for rank larger than
1. We are then successful in finding the k-rational (and not only rational) points
on some families of curves, with growing genus. The method has its roots in the
theory of anomalous intersections introduced by Bombieri, Masser and Zannier.
To discuss these results we first fix the general setting and terminology (see Sec-
tion 2 for more details). By variety we mean an algebraic variety defined over the
algebraic numbers embedded in some projective space. For k a number field and V
a variety defined over k, we denote by V (k) the set of k-rational points on V . We
denote by E an elliptic curve and for any positive integer N we denote by EN the
cartesian product of N copies of E. We say that a subvariety V ⊂ EN is a trans-
late, respectively a torsion variety, if it is a finite union of translates of algebraic
subgroups of EN by points, respectively by torsion points.
Furthermore, an irreducible variety V ⊂ EN is transverse, respectively weak-
transverse, if it is not contained in any proper translate, respectively in any proper
torsion variety. We also give the following definition:
Definition 1.1. The rank of a point in EN is the minimal dimension of an algebraic
subgroup of EN containing the point.
2010 Mathematics Subject Classification. Primary 11G50, Secondary 14G40.
1
2In [CVV19] the authors and Checcoli gave a good explicit bound for the Ne´ron-
Tate height of the set of points of rank one on algebraic curves of genus at least
two in E2 where E is without CM; the sharpness of the bounds allowed explicit
examples to be computed.
The assumptions in [CVV19] represent the easiest setting in this context: points
of rank one and E without CM. In that paper we tested the possibility of producing
an explicit and even implementable method for finding the rational points on some
new families of algebraic curves. In [Via18] and [Via17] Viada extended the previous
methods of [CVV17] and [CVV19], obtaining partial and less sharp results that are
however too large to be implemented.
In this article we generalise and improve on all previous results covering all pos-
sible cases that our method can solve in the elliptic context. This is a new explicit
version of the Manin-Dem’janenko Theorem in the elliptic setting. The bound ob-
tained here is the first implementable generalisation of [CVV19] for higher rank in
the CM and non-CM cases. It can be used to find all k-rational points of many
new curves as presented in Section 7. The independence of our bound on k and on
the generators of E(k) is an interesting aspect for the possible further applications.
Let E be an elliptic curve given in the form
y2 = x3 + Ax+B.
Via this equation, we embed EN into PN2 and via the Segre embedding in P3N−1.
The degree of a curve C ⊆ EN is the degree of its image in P3N−1 and h2(C) is
the normalised height of C, which is defined in terms of the Chow form of the ideal
of C, as done in [Phi95]. We denote by hˆ the canonical Ne´ron-Tate height on EN .
The following is a weaker version of Theorems 4.2 and 5.3, where the sharper
but cumbersome constants Ci’s have been replaced by the more compact Di’s. For
implementations it is advisable to use the sharper version.
Theorem 1.2. Let E be an elliptic curve and let C be a curve transverse in EN .
Then all the points P of rank at most N−1 on C have Ne´ron-Tate height explicitely
bounded as follows:
(1) If E has Complex Multiplication by the field K,
hˆ(P ) ≤ D1(N,E) · h2(C)(deg C)N−1 +D2(N,E)(deg C)N +D3(N,E).
(2) If E does not have Complex Multiplication,
hˆ(P ) ≤ D4(N) · h2(C)(deg C)N−1 +D5(N,E)(deg C)N +D6(N,E).
The constants are given by:
c(N) = 2N !
(
N(N − 1)33N−1(2N − 2)!2(N)!
22N−5
)N−1
,
D1(N,E) = c(N)f
N |DK |N
2− 32N+1 + 1,
D2(N,E) = c(N)f
N |DK |N
2− 32N+1 (N2C(E) + 3N log 2) ,
D3(N,E) = (N + 1)C(E) + 1,
D4(N) = 4N !
(
N2(N − 1)23N
4N−3
N !(N − 1)!4
)N−1
,
D5(N,E) = D4(N)
(
N2C(E) + 3N log 2
)
,
D6(N,E) = (N + 1)C(E) + 1,
3where, in the CM case, DK is the discriminant of the field of complex multiplication
and f is the conductor of End(E). For C(E) we take the one defined in Proposi-
tion 2.1 or any other bound for the difference between the Weil and the Canonical
heights on E.
The bound that we obtain for the height of the points is completely explicit and
suitable for applications in the context of the Mordell Conjecture; we deduce here a
straightforward corollary. To apply the theorem to the k-rational points of a curve
C ⊂ EN , it is sufficient to assume that the End(E)-module generated by the points
in E(k) has rank ≤ N − 1 as an End(E)-module. Then clearly all points of C(k)
satisfy the hypothesis of the theorem.
This immediately gives the following:
Corollary 1.3. Let E be an elliptic curve defined over a number field k. Let C be
a curve transverse in EN .
(1) If E has Complex Multiplication and the rank of E(k) ⊗Z End(E) as an
End(E)-module is < N , then any k-rational point P ∈ C(k) has Ne´ron-
Tate height bounded as
hˆ(P ) ≤ D1(N,E) · h2(C)(deg C)N−1 +D2(N,E)(deg C)N +D3(N,E);
(2) if E does not have Complex Multiplication and the rank of E(k) is < N ,
then any k-rational point P ∈ C(k) has Ne´ron-Tate height bounded as
hˆ(P ) ≤ D4(N) · h2(C)(deg C)N−1 +D5(N,E)(deg C)N +D6(N,E),
where the constants are the same as in Theorem 1.2.
In the case that k contains the field of complex multiplication K, the set E(k) is
itself an End(E)-module (see e.g. [Sil86], Theorem 2.2) and its rank as an End(E)-
module is equal to half its rank as an abelian group; we get then the following
corollary:
Corollary 1.4. Let E be an elliptic curve with CM defined over a number field k
which contains the field of Complex Multiplication. Assume that rank ZE(k) < 2N .
Let C be a curve transverse in EN . Then any k-rational point P ∈ C(k) has Ne´ron-
Tate height bounded as
hˆ(P ) ≤ D1(N,E) · h2(C)(deg C)N−1 +D2(N,E)(deg C)N +D3(N,E),
with the same constants as in Theorem 1.2.
In both corollaries one can obtain sharper constants using the Ci’s from Theor-
ems 4.2 and 5.3 instead of the Di’s of Theorem 1.2.
Sketch of the proof of Theorem 1.2: The proof follows a classical pattern in
diophantine approximation. By definition, a point P of rank at most N − 1 lies in
an algebraic subgroup B of dimension N − 1. We construct an auxiliary algebraic
subgroup H such that the translate H + P approximates B and has height and
degree bounded in terms of h(P ) and some parameters. We then use the arithmetic
Be´zout Theorem on the intersection of the curve and the auxiliary translate. A good
choice of the parameters will produce an upper bound for the height of our starting
point. All the inequalities coming into play must be made explicit, moreover the
constants must be kept as small as possible for the applications. Central to this
purpose is the use of the first Minkowski theorem instead of other easier but less
sharp approximations. This proof generalizes the proof in [CVV19] from rank one
to higher rank and the proof of [Via17] from Z-lattices to O-lattices, with O an
order in the ring of integers of an imaginary quadratic number field.
4This completes all cases of the explicit Mordell Conjecture that can be covered
with our method and opens a wide range of examples of curves suitable for determ-
ining the k-rational points.
For example let us consider the families of curves
Cn = {(x1, y1)× (x2, y2) ∈ E2 | xn1 = y2} and
Dn = {(x1, y1)× (x2, y2) ∈ E2 | Φn(x1) = y2},
where Φn is the n-th cyclotomic polynomial and E is the elliptic curve defined by
the equation y2 = x3 +2; then their sets of Q(
√−3)-rational points is described in
the following theorem:
Theorem 1.5. Let E, Cn,Dn be as above. Let g = (−1 : 1 : 1) and O = (0 : 1 : 0)
in E(Q). Let ζ ∈ End(E) be a primitive cube root of 1. Then the sets Cn(Q(
√−3))
and Dn(Q(
√−3)) are described as follows:
Cn(Q(
√−3)) \ {(O,O)} =
= {(ag, bg) | a = ±1,±ζ,±ζ2 and b = 1, ζ, ζ2} if n ≡ 0 (mod 6)
= {(ag, bg) | a = ±1 and b = −1,−ζ,−ζ2} if n ≡ ±1 (mod 6)
= {(ag, bg) | a = ±1 and b = 1, ζ, ζ2} if n ≡ ±2 (mod 6)
= {(ag, bg) | a = ±1,±ζ,±ζ2 and b = −1,−ζ,−ζ2} if n ≡ 3 (mod 6),
and
Dn(Q(
√−3)) =
= {(O,O)} if n = 1, 2, or n = 2pk for k ≥ 1 and p a prime number
= {(±g, g)} ∪ {(O,O)} otherwise.
2. Preliminaries
In this section we introduce the notations and we recall from [CVV19] several
explicit inequalities between different height functions. We also recall some basic
results in Arithmetic Geometry that play an important role in our proofs: the adelic
Minkowski Theorem, the Arithmetic Be´zout Theorem and the Zhang Inequality.
In this paper, the word rank is used with his several different meanings. For
clarity, we remember that the rank of a finitely generated abelian group is the
number of generators over Z of its free part; the rank of an R-module M for R an
integral domain with field of fraction frac(R) is the dimension of the vector space
M ⊗R frac(R); the k-rank of an abelian variety A defined over k, for k a number
field, is the rank of A(k) as an abelian group; the rank of a point on the abelian
variety A = EN , for E an elliptic curve was introduced in Definition 1.1.
Let E be an elliptic curve defined over a number field k by a fixed Weierstrass
equation
(1) E : y2 = x3 +Ax+B
with A and B in the ring of integers of k (this assumption is not restrictive). We
denote the discriminant of E by
∆ = −16(4A3 + 27B2)
and the j-invariant by
j =
−1728(4A)3
∆
.
5We consider EN embedded in P3N−1 via the following composition map
(2) EN →֒ PN2 →֒ P3N−1
where the first map sends a point (X1, . . . , XN ) to ((x1, y1), . . . , (xN , yN )) (the
(xi, yi) being the affine coordinates of Xi in the Weierstrass form of E) and the
second map is the Segre embedding. Degrees and heights are computed with respect
to this fixed embedding.
2.1. Heights of points. If P = (P0 : . . . : Pn) ∈ Pn(Q) is a point in the projective
space, then the absolute logarithmic Weil height of P is defined as
hW (P ) =
∑
v∈MK
[Kv : Qv]
[K : Q]
logmax
i
{|Pi|v}
where K is a field of definition for P and MK is its set of places. If α ∈ Q then
the Weil height of α is defined as hW (α) = hW (1 : α).
We also define another height which differs from theWeil height at the archimedean
places:
(3)
h2(P ) =
∑
v finite
[Kv : Qv]
[K : Q]
logmax
i
{|Pi|v}+
∑
v infinite
[Kv : Qv]
[K : Q]
log
(∑
i
|Pi|2v
)1/2
.
For a point P ∈ E we denote by hˆ(P ) its Ne´ron-Tate height as defined in [Phi91]
(which is one third of the usual Ne´ron-Tate height used also in [CVV17]).
If P = (P1, . . . , PN ) ∈ EN , then for h equal to hW , h2 and hˆ we define
h(P ) =
N∑
i=1
h(Pi).
The following proposition directly follows from [Sil90, Theorem 1.1] and [CVV19,
Proposition 3.2].
Proposition 2.1. For P ∈ EN ,∣∣∣h2(P )− hˆ(P )∣∣∣ ≤ NC(E),
where
C(E) =
hW (∆) + 3hW (j)
4
+
hW (A) + hW (B)
2
+ 4.
Further details on the relations between the different height functions defined
above can be found in [CVV19, Section 3].
2.2. Heights of varieties. For a subvariety V ⊆ Pm we denote by h2(V ) the
normalised height of V defined in terms of the Chow form of the ideal of V , as
done in [Phi95]. This height extends the height h2 defined for points by formula (3)
(see [BGS94] equation (3.1.6)). We also consider the canonical height h(V ), as
defined in [Phi91]; when the variety V reduces to a point P , then h(P ) = hˆ(P )
(see [Phi91], Proposition 9).
2.3. The degree of varieties. The degree of an irreducible variety V ⊂ Pm is
the maximal cardinality of a finite intersection V ∩ L, with L a linear subspace
of dimension equal to the codimension of V . The degree is often conveniently
computed as an intersection product.
If X(E,N) is the image of EN in P3N−1 via the above map, then by [CVV17],
Lemma 2.1 we have
(4) degX(E,N) = 3NN !.
62.4. The Arithmetic Be´zout Theorem. The following explicit result is proven
by Philippon in [Phi95], The´ore`me 3. It describes the behaviour of the height under
intersections.
Theorem 2.2 (Arithmetic Be´zout theorem). Let X and Y be irreducible closed
subvarieties of Pm defined over the algebraic numbers. If Z1, . . . , Zg are the irredu-
cible components of X ∩ Y , then
g∑
i=1
h2(Zi) ≤ deg(X)h2(Y ) + deg(Y )h2(X) + C0(dimX, dimY,m) deg(X) deg(Y )
where
(5) C0(d1, d2,m) =

 d1∑
i=0
d2∑
j=0
1
2(i+ j + 1)

+ (m− d1 + d2
2
)
log 2.
We note here for simplicity that the constant C0(1, N − 1, 3N − 1), which will
occur often in our calculations, is bounded above by 3N log 2.
2.5. The Zhang Inequality. In order to state Zhang’s inequality, we define the
essential minimum µ2(X) of an irreducible algebraic subvariety X ⊂ Pm as
µ2(X) = inf{θ ∈ R | the set {P ∈ X | h2(P ) ≤ θ} is Zariski dense in X}.
Zhang’s inequality relates the essential minimum of a variety with its height
and degree. See [Zha95], Theorem 5.2 for the original argument and [DP96],
The´ore`me 3.1 for an account which uses the height functions defined by Philip-
pon.
Theorem 2.3 (Zhang inequality). Let X ⊂ Pm be an irreducible algebraic subvari-
ety. Then
(6) µ2(X) ≤ h2(X)
degX
≤ (1 + dimX)µ2(X).
We also define a different essential minimum for subvarieties of EN , relative to
the height function hˆ:
µˆ(X) = inf{θ ∈ R | the set {P ∈ X | hˆ(P ) ≤ θ} is Zariski dense in X}.
Using the definitions and a simple limit argument, one sees that Zhang’s inequality
holds also with µˆ, namely
(7) µˆ(X) ≤ h(X)
degX
≤ (1 + dimX)µˆ(X).
If X is an irreducible subvariety in EN , using Proposition 2.1 we have
(8) |µ2(X)− µˆ(X)| ≤ NC(E)
where the constant C(E) is defined in Proposition 2.1.
2.6. Complex Multiplication. We denote by End(E) the ring of endomorphisms
of E. We recall that an elliptic curve E is said to have CM if End(E) is isomorphic
to an order in the ring of integers OK of an imaginary quadratic field K.
In this case we write K = Q(
√
D), for some squarefree negative integer D and
we set θ =
√
D if D 6≡ 1 (mod 4) and 1+
√
D
2 if D ≡ 1 (mod 4), so that OK = Z[θ].
We denote by DK the discriminant of the field K. According to the residue class
of D modulo 4 we also have that DK = D if D ≡ 1 (mod 4) and DK = 4D if
D 6≡ 1 (mod 4).
7End(E) is then isomorphic to an order in OK , which we can write as Z + fOK
for a positive integer f called the conductor of the order. We set τ = fθ, so that
End(E) = Z[τ ].
Considering End(E) as a lattice in C we can compute the volume of a fundamental
parallelogram with respect to the Lebesgue measure, which is then given by 1 ·
Im τ = f Im θ = f2 |DK |
1
2 .
2.7. Algebraic Subgroups. The algebraic subgroups of EN are well known ob-
jects.
Let us identify E(C) as complex Lie group with the quotient C/Λ0 for a lattice
Λ0 ⊂ C; then CN is identified with the Lie algebra of EN (C). As explained e.g.
in [BG06, 8.9.8], the set of abelian subvarieties of EN is in natural bijection with
the set of complex vector subspaces W ⊂ CN for which W ∩Λ0N is a lattice of full
rank in W ; the bijection sends each abelian subvariety to its Lie algebra.
Using this description we can define the orthogonal complement of an abelian
subvariety B ⊂ EN with Lie algebra WB ⊂ CN as the abelian subvariety B⊥ with
Lie algebraW⊥B , whereW
⊥
B denotes the orthogonal complement ofWB with respect
to the canonical hermitian structure of CN . Note that W⊥B ∩Λ0N is a lattice of full
rank in W⊥B and its volume can be estimated using the Siegel Lemma over number
fields of Bombieri and Vaaler [BV83].
Using a different point of view we can think abelian subvarieties as matrices. The
Lie algebra of an abelian subvariety B of codimension r is the kernel of a linear map
ϕB : C
N → Cr. We identify ϕB with the induced morphism ϕB : EN → Er. Then
kerϕB = B + τ with τ a torsion set of cardinality T0 which is absolutely bounded
([MW93]).
In turn ϕB is identified with a matrix in Matr×N (End(E)) of rank r and, using
the geometry of numbers, we can choose the matrix representing ϕB in such a way
that the degree of B is essentially the product of the squares of the norms of the
rows of the matrix.
2.8. Minkowski’s theorem for K-lattices. Let K be an imaginary quadratic
field like in Section 2.6. A K-lattice Λ of rank r is an OK -module of rank r such
that Λ⊗OK K has dimension r over K ([BG06], Definition C.2.5).
Let M be an r × N matrix of rank r with coefficients in OK and let Λ be the
K-lattice generated by the rows of M . We write detΛ =
√
det(MM †), where
M † =M t is the transpose of the complex conjugate.
Just as in the real case, we define for n = 1, . . . , r the n-th successive minimum
of a K-lattice Λ a
λn = inf{t > 0 | tS contains n linearly independent vectors of Λ over K},
where S is the unit ball in Kr.
Then we have the following special case of [BG06], Theorem C.2.11. See [Via18]
for the deduction of Theorem 2.4 from [BG06], Theorem C.2.11 and C.2.18.
Theorem 2.4 (Minkowski’s second Theorem). Let K,Λ, r as above. Let λ1, . . . , λr
be the successive minima of Λ. Then
ω2r(λ1 · · ·λr)2 ≤ 2r |DK |
r
2 (det Λ)2,
where DK is the discriminant of K and ω2r the volume of the unit ball in R
2r.
3. Bound for the height and degree of translates
3.1. Computing the degree as an intersection product. The degree of sub-
varieties of PN2 is often conveniently computed as an intersection product; we show
here how to do it for a hypersurface V of EN , and especially for a subgroup.
8Let L be the class of a line in the Picard group of P2, let πi : P
N
2 → P2 be the
projection on the i-th component and ϕi : P
N
2 → PN−12 the projection which omits
the i-th coordinate. Set ℓi = π
∗
i (L). The ℓi’s have codimension 1 in P
N
2 and they
generate its Chow ring, which is isomorphic as a ring to Z[ℓ1, . . . , ℓN ]/(ℓ
3
1, . . . , ℓ
3
N).
The pullback through the Segre embedding of a hyperplane of P3N−1 is given by
ℓ1+· · ·+ℓN as can be seen directly from the the equation of a coordinate hyperplane
in P3N−1. The degree of V (which has dimension N − 1) is therefore given by the
intersection product
degV = V.(ℓ1 + · · ·+ ℓN )N−1
in the Chow ring of PN2 .
Define now di = degϕi|V if Vi := ϕi(V ) has dimensionN−1 and di = 0 otherwise.
The following proposition expresses the degree of V in terms of the di.
This bound is sharp and it improves by a factor 6N12N−1 the bound in [Via18].
If N = 2 we recover (for curves with CM as well) the same bound as in [CVV19].
Proposition 3.1. Let V as above, then
deg V = 3N−1(N − 1)!
N∑
i=1
di.
In particular if H is a subgroup of EN defined by a1X1 + · · · aNXN = O, then
degH = 3N−1(N − 1)!
N∑
i=1
|ai|2 .
Proof. Assume for now that Vi has dimension N − 1 all i.
Let ℓ′j be the pullback in P
N−1
2 of L though the projection on the j-th coordinate.
Up to a change in the indices, we have that ℓj = ϕ
∗
i (ℓ
′
j) for all j 6= i. Let us consider
a monomial ℓe11 · · · ℓeNN coming from the expansion of (ℓ1 + · · · + ℓN )N−1. As the
degree is N − 1 and there are N summands, there must be an index i such that ℓi
does not appear in this monomial. Consider the projection ϕi(V ), which is a copy
of EN−1 and is equivalent to (3ℓ′1) · · · (3ℓ′N−1) in the Chow group of PN−12 . Up to
the renumbering of the ℓ′j we have
V.(ℓe11 · · · ℓeNN ) = V.(ϕ∗i (ℓ′e11 ) · · ·ϕ∗i (ℓ′eN−1N−1 )) = ϕi∗(V ).(ℓ′e11 · · · ℓ′eN−1N−1 )
(see [Ful84], Example 8.1.7 for the Projection Formula). Now we show that, when
expanding, the factors in which one of the exponents of ℓi is 2 do not contribute to
the degree of V . Indeed ϕi∗(V ) = di3N−1(ℓ′1 · · · ℓ′N−1) and if one of the ej is at least
two then the whole V.(ℓe11 · · · ℓeNN ) must be zero. The only monomials of degreeN−1
with all exponents smaller than two are those with ei = 0 and ej = 1∀j 6= i; these
monomials appear with a coefficient of (N−1)! in the expansion of (ℓ1+· · ·+ℓN)N−1,
and for these monomials we have V.(ℓe11 · · · ℓeNN ) = di3N−1.
In conclusion the degree of V is given by
deg V = 3N−1(N − 1)!
N∑
i=1
di.
Notice that this formula remains true if for some of the i’s the restriction of ϕi
to V has a smaller dimension. In this case we can omit the indices on which the
dimension decreases and apply the same argument.
If H is a subgroup as in the statement, then di is the degree of the multiplication
by ai, which is |ai|2 (See [Sil86], Chapter II, §1, Corollary 1.5). 
93.2. A bound for the height of a translate. Here we prove some general bounds
for the degree and the height of a proper translate H + P in E2 in terms of hˆ(P )
and of the coefficients of the equation defining the algebraic subgroup H .
We will often identify algebraic subgroups with matrices and with the lattices
generated by their rows as explained in Section 2.7.
3.2.1. A lemma on adjugate matrices. Let A be a n×n matrix with complex coef-
ficients. Let ai ∈ Cn be the rows of A.
Definition 3.2. The adjugate matrix of A, denoted A∗, is the transpose of the
matrix ((−1)i+j detMij)ij , where Mij is the (n− 1)× (n− 1) minor obtained from
A after deleting the i-th row and the j-th column.
The adjugate matrix has the property that
AA∗ = A∗A = (detA)Id
and its entries are bounded as it follows:
Lemma 3.3. Let A ∈ Mn×n(C) be the matrix with rows a1, . . . , an ∈ Cn and
B ∈M(n−1)×n(C) be the matrix with rows a2, . . . , an. Then the norm of the first row
of A∗ is equal to
√
det(BB†) where B† is the transpose of the complex conjugate.
Proof. Applying the Cauchy-Binet formula to the matrices B,B† we have that
det(BB†) is equal to the sum of the squares of the absolute values of the determ-
inants of all (n − 1)× (n − 1) minors of B, but these determinants are (up to the
sign) the entries of the first column of A∗. 
3.2.2. A preliminary bound. In order to give a general bound for the height of
H + P we use an argument based on linear algebra, and some bounds on heights
from Subsection 2. We prove the following proposition, which generalises [CVV19],
Proposition 5.1 and improves on [Via18], Proposition 4.1:
Proposition 3.4. Let P be a point in EN . Let H be a component of the algebraic
subgroup in EN defined by the equation a1X1 + a2X2 + · · · + aNXN = O, with
u = (a1, . . . , aN ) ∈ End(E)N \ {0}. Then
deg(H + P ) ≤ 3N−1(N − 1)!||u||2
where ‖u‖ denotes the euclidean norm of u, and
h2(H + P ) ≤ 3N−1N !
(
hˆ(u(P )) +NC(E) ‖u‖2
)
where u(P ) = a1P1 + · · ·+ aNPN and C(E) is defined in Proposition 2.1.
Proof. By (3.1) we get
deg(H + P ) = degH ≤ 3N−1(N − 1)! ‖u‖2 ;
this proves the first part of the statement.
Let Λ = 〈u〉End(E) ⊆ CN be the lattice generated by u, and Λ⊥ its orthogonal
lattice, defined as the set
Λ⊥ = {x ∈ End(E)N | ∀λ ∈ Λ 〈x, λ〉
C
= 0},
where 〈·, ·〉
C
is the standard hermitian product in CN .
Define u1 = u and let u2, . . . , uN be the rows of the matrix attached to the abelian
subvariety H⊥, so that Λ⊥ = 〈u2, . . . , uN〉End(E).
For any point P ∈ EN there are two points P0 ∈ H , P⊥ ∈ H⊥, unique up to
torsion points in H ∩H⊥, such that P = P0 + P⊥.
Let U be the N × N matrix with rows u = u1, . . . , uN , and let detU be its
determinant.
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Notice that
detΛ = ‖u‖
and
(9) |detU | = detΛ · detΛ⊥
because Λ and Λ⊥ are orthogonal (this follows again from the Cauchy-Binet for-
mula).
We remark that u(P0) = 0 because P0 ∈ H , and ui(P⊥) = 0 for all i = 2, . . . , N
because P⊥ ∈ H⊥.
Therefore
UP⊥ =


u(P⊥)
0
...
0

 =


u(P0 + P
⊥)
0
...
0

 =


u(P )
0
...
0

 ,
hence
(detU)P⊥ = U∗UP⊥ = U∗


u(P )
0
...
0


where U∗ is the adjugate matrix of U from Definition 3.2.
Computing canonical heights and applying Lemma 3.3 yields
|detU |2 hˆ(P⊥) = hˆ ((detU)P⊥) = det(Λ⊥)2hˆ(u(P )),
so by (9)
hˆ(P⊥) =
hˆ(u(P ))
‖u‖2 .
Recall inequality (8), which gives
µ2(H + P ) ≤ µˆ(H + P ) +NC(E)
By [Phi12] we know that
µˆ(H + P ) = hˆ(P⊥)
and therefore, by Zhang’s inequality
h2(H + P ) ≤ N(degH)µ2(H + P ) ≤
≤ N(degH)(µˆ(H + P ) +NC(E)) =
= N(degH)(hˆ(P⊥) +NC(E)) =
= N degH
(
hˆ(u(P ))
‖u‖2 +NC(E)
)
.(10)
By (3.1) we get
degH ≤ 3N−1(N − 1)! ‖u‖2 ,
so (10) becomes
h2(H + P ) ≤ 3N−1N !
(
hˆ(u(P )) +NC(E) ‖u‖2
)
. 
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3.3. Geometry of numbers. In this section we use classical tools from the Geo-
metry of Numbers that we have to carefully adapt to End(E)-modules endowed
with the hermitian product induced by the Ne´ron-Tate height. This is essentially
a consequence of Minkowski’s Second Theorem. More innovative is the use of
Minkowski’s First Theorem to construct our auxiliary translate with height and
degree sharply bounded.
We assume E to have CM and we use the notations of Section 2.6.
For points Q,R ∈ E, consider the pairing defined by Philippon in [Phi12]
(11) 〈Q,R〉 = 〈Q,R〉NT − 1√
D
〈Q,
√
DR〉NT
where 〈·, ·〉NT is the Ne´ron-Tate pairing and D is a squarefree negative integer such
that K = Q(
√
D). This pairing is hermitian and makes the Ne´ron-Tate height
into a semi-norm, since 〈Q,Q〉 = 2hˆ(Q). In the following lemma we denote by
‖Q‖2h := 〈Q,Q〉.
The following Lemma is a refinement and corrected version of [Via18] Lemma
5.2. The reader should be mindful of the difference between OK-modules (typically
considered in the literature) and End(E)-modules where End(E) might only be an
order.
Lemma 3.5. Let Γ ⊂ E be a finitely generated End(E)-module of rank r (in the
sense that dimC Γ ⊗End(E) C = r). Then there exist elements g1 . . . , gr ∈ Γ which
generate a submodule of Γ of finite index and such that, for all ai ∈ End(E) it holds
hˆ
(
r∑
i=1
aigi
)
≥ c1(r, E)
r∑
i=1
|ai|2 hˆ(gi),
where c1(r, E) =
22r−2
r2(2r)!2|DK |r .
Proof. Let ΓC = Γ ⊗End(E) C. This is a C-vector space of dimension r and the
height function hˆ extends to the square of a norm ‖·‖h on ΓC through the hermitian
product defined by (11), as clarified above. Note that Γ/Γtors embeds in ΓC.
By [Lan02] Ex.13 pag. 168, the OK-module (Γ/Γtors) ⊗ OK contains a free
submodule Γ˜ of finite index with the same rank. Let p1 . . . , pr be an OK-basis of Γ˜.
We identify ΓC with C
r through the choice of the basis p1, . . . , pr. Γ˜ is aK-lattice in
Kr in the sense of [BG06, Definition C.2.1]. Let λ1 . . . , λr be its successive minima.
Applying Minkowski’s Theorem 2.4 we get
ω2r(λ1 · · ·λr)2 ≤ 2r |DK |
r
2 (det Γ˜)2.
Let v1 . . . , vr be elements of Γ˜ which attains the successive minima. Then ‖vi‖2h =
λ2i .
Let vi =
∑r
j=1 vijpj with vij ∈ OK and let Λ be the End(E)-submodule of Γ˜
generated by the vi.
Now we write V ol for the volumes in the real Lebesgue measure and V olOK =
|DK |1/2
2 for the volume of OK in C (see for instance [Neu99] Proposition 5.2 where
his volume is twice our Lebesgue volume as he says just above the proposition).
Since the vi form an End(E)-basis of Λ, the matrix of the vij has the same
determinant of the End(E)-lattice Λ, thus |det(vi)| = [Γ˜ : Λ] det Γ˜. Let wi =
vi/ ‖vi‖h for i = 1, . . . , r and define B∗ as
B∗ =
{
y ∈ Cr s.t.
∥∥∥∥∥
r∑
i=1
yiwi
∥∥∥∥∥
h
≤ 1
}
,
where the coordinates are always expressed in terms of the pi, so that y =
∑r
i=1 yipi.
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Since the change of basis pi → wi sends B∗ to the unit ball and |det(wi)| =
|det(vi)|∏r
i=1‖vi‖h ; we have that
V ol(B∗) =
ω2r
|det(wi)|2
=
ω2r
[Γ˜ : Λ]2(det Γ˜)2
r∏
i=1
‖vi‖2h ≤
2r |DK |r/2
[Γ˜ : Λ]2
≤ 2r |DK |r/2 .
Let ej, j = 1, . . . , r be an orthonormal basis of C
r with respect to 〈 , 〉. Let us
identify Cr with R2r and let ej , iej be the real basis in R
2r (i is the complex
imaginary number such that i2 = −1). Since our pairing is hermitian this is a Real
orthonormal basis.
Let now y be a fixed point on the boundary of B∗, and fix an index s = 1, . . . , r.
Then for each s the set B∗ contains the convex closure of the points ±|Re ys|es
and ±ies and ±ej,±iej for j 6= s. For every choice of the signs , these two simplices
have in common only the basis and so a set of zero volume, thus the volume of the
union is
|Re ys| 22r
(2r)!
.
Similarly, B∗ also contains the convex closure of the points ±| Im ys|ies and ±es
and ±ej ,±iej for j 6= s. This shows that
|Re ys| 22r
(2r)!
≤ V ol(B∗), |Im ys| 2
2r
(2r)!
≤ V ol(B∗), s = 1, . . . , r
Counting real and imaginary part together gives
|ys| 2
2r
(2r)!
≤ (|Re ys|+ |Im ys|) 2
2r
(2r)!
≤ 2V ol(B∗) ∀s = 1, . . . , r.
Summing for all s’s we get
r∑
i=1
|yi| ≤ r(2r)!
22r−1
V ol(B∗) =
r(2r)! |DK |r/2
2r−1
∥∥∥∥∥
r∑
i=1
yiwi
∥∥∥∥∥
h
,
because y was taken on the boundary of B∗. Rewrite now yi‖vi‖h = xi so that the
previous inequality becomes
(12)
∥∥∥∥∥
r∑
i=1
xivi
∥∥∥∥∥
h
≥ 2
r−1
r(2r)! |DK |r/2
r∑
i=1
|xi| ‖vi‖h .
Choose p′1, . . . , p
′
r representatives of p1, . . . , pr in Γ˜ and define
g′i =
r∑
j=1
vijp
′
j i = 1, . . . , r.
The g′i generate a submodule of finite index in Γ˜. In addition, we know that
2hˆ (
∑r
i=1 aig
′
i) = ‖
∑r
i=1 aivi‖
2
h and 2hˆ(g
′
i) = ‖vi‖2h and therefore from (12) with
xi = ai it follows that
hˆ
(
r∑
i=1
aig
′
i
)
=
1
2
∥∥∥∥∥
r∑
i=1
aivi
∥∥∥∥∥
2
h
≥ 1
2
22r−2
r2(2r)!2 |DK |r
(
r∑
i=1
|xi| ‖vi‖h
)2
≥
≥ 2
2r−2
r2(2r)!2 |DK |r
r∑
i=1
|xi|2 ‖vi‖
2
h
2
=
22r−2
r2(2r)!2 |DK |r
r∑
i=1
|xi|2 hˆ(g′i),
as the square of a sum of positive quantities is bigger than the sum of their squares.
Thus the thesis holds for the OK-module generated by the g′i in Γ˜. In order to
get a End(E)-submodule of Γ simply set gi = fg
′
i. Now the gi lie in Γ, because
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fOK ⊂ End(E) and the desired inequality still holds because multiplicative factors
cancel on both sides. 
If u is a vector in CN , we denote by ‖u‖ its euclidean norm and for a linear
form L ∈ C[X1, . . . , XN ] we denote by ‖L‖ the euclidean norm of the vector of its
coefficients.
We now use Lemma 3.5 to prove a version for CM elliptic curves of [CVV17,
Lemma 7.5], which follows a classical argument. We repeat the proof for clarity.
Lemma 3.6. Let 1 ≤ m ≤ N be integers and let P = (P1, . . . , PN ) ∈ B ⊆ EN ,
where B is a torsion variety of dimension m.
Then, there exist linear forms L1, . . . , Lm ∈ C[X1, . . . , XN ] such that
‖Lj‖ ≤ 1 ∀j,
and for all t = (t1, . . . , tN) ∈ End(E)N
hˆ(t1P1 + · · ·+ tNPN ) ≤ c2(N,m,E) max
1≤j≤m
{|Lj(t)|2}hˆ(P ).
The constant c2(N,m,E) is given by
c2(N,m,E) =
mN
c1(m,E)
=
m3(2m)!2 |DK |mN
22m−2
.
where c1(r, E) is the constant defined in Lemma 3.5.
Proof. The points Pi lie in a finitely generated subgroup of E of rank m.
We apply Lemma 3.5 to this subgroup and we get elements g1, . . . , gm ∈ E as in
the lemma, which generate an End(E)- submodule of finite index; after multiplying
by a well chosen fixed integer a we may also assume that the Pi lie in this submodule
of finite index. Then we have that
aPi = vi1g1 · · ·+ vimgm for i = 1, . . . , N and some vij ∈ End(E);
moreover
(13) hˆ(b1g1 + · · ·+ bmgm) ≥ c1(m,E)
m∑
i=1
(|bi|2hˆ(gi)) ∀b ∈ End(E)m,
where c1(r, E) =
22r−2
r2(2r)!2|DK |r is the constant in Lemma 3.5.
Let A = maxi,j{|vij |2hˆ(gj)} and define
L˜j = v1jX1 + · · ·+ vNjXN j = 1, . . . ,m
Lj =
(
hˆ(gj)
NA
) 1
2
L˜j j = 1, . . . ,m.
Notice that we can assume A > 0, otherwise the point P would be a torsion point,
and the thesis of the lemma would be trivially true. Notice also that ‖Lj‖ ≤ 1.
With these definitions, for every t ∈ End(E)N we have that
a(t1P1 + · · ·+ tNPN ) =
m∑
i=1
L˜j(t)gj .
Therefore
|a|2 hˆ(t1P1 + · · ·+ tNPN ) = hˆ

 m∑
j=1
L˜j(t)gj

 ≤ m∑
j=1
|L˜j(t)|2hˆ(gj) =
= NA
m∑
j=1
|Lj(t)|2 ≤ NmA max
1≤j≤m
{|Lj(t)|2}.(14)
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If i0, j0 are the indices for which the maximum is attained in the definition of A,
then by (13) we obtain
c1(m,E)A = c1(m,E)|vi0j0 |2hˆ(gj0) ≤ hˆ(aPi0) ≤ hˆ(aP ) = |a|2hˆ(P ).
Combining this with inequality (14), we get the thesis of the lemma. 
Now we prove the crucial estimate for our application. The central idea is the
application of Minkowski’s Convex body Theorem: we construct a convex body
ST and we use Minkowski’s theorem to find a non trivial element u of the lattice
End(E)N in ST . This element defines an algebraic subgroup H ; the bound on the
norm of u will ensure that the degree of H is / T (the extra term in the statement
appears only for ease of computation and does not play any special role), while the
bound on |Li(u)| will imply that the height of H+P is bounded by / khˆ(P )/T 1N−1 .
The parameters T and k will be chosen later suitably in the proof of the main
theorem, in order to get the bound on hˆ(P ).
Lemma 3.7. Let Li ∈ C[X1, . . . , XN ], i = 1, . . . , N−1 be N−1 independent linear
form. With the notations of Section 2.6 let T ≥ 1 and κ ≥
(
2f |DK |1/2
π
) N
2(N−1)
be
two real numbers. Then there exist u ∈ End(E)N \ {0} such that
‖u‖2 ≤ T 2 + κ
2
T
2
N−1
N−1∑
i=1
‖Li‖2
|Li(u)| ≤ κ ‖Li‖
T
1
N−1
,
where ||u|| denotes the euclidean norm of u, ||L|| the euclidean norm of the vector
of the coefficients of L and |L(u)| is the absolute value of L(u).
Proof. Let ST ⊆ CN be the set of points (z1, . . . , zN ) satisfying the inequalities
z21 + · · ·+ z2N ≤ T 2 +
κ2
T
2
N−1
N−1∑
j=1
‖Lj‖2
|Lj(z1 . . . , zN )| ≤ κ||Lj||/T 1N−1 .
We identify CN and R2N with coordinates xj , yj , where we write zj = xj + iyj for
j = 1, . . . , N . As remarked in Section 2.6, the ring End(E) = Z[τ ] ⊆ C, after this
identification, has a 2-dimensional volume equal to f |DK |
1
2
2 . Let also S ′T ⊆ R2N
correspond to ST .
Geometrically, S ′T is the intersection between a ball and N − 1 cylinders with
2-dimensional basis and 2N − 2-dimensional axis.
The statement of the theorem is equivalent to say that ST ∩ End(E)N 6= {0}.
S ′T is clearly convex and symmetric with respect to the origin, so by Minkowski’s
Convex Body Theorem if the set S ′T has a volume bigger than
(
f |DK |
1/2
2
)N
22N =(
2f |DK |1/2
)N
, then the intersection ST ∩End(E)N contains points other than the
origin.
Let LN(X1, . . . , XN ) ∈ C[X1, . . . , XN ] be a linear form orthogonal to the Lj and
with ‖LN‖ = 1. Define x˜j = ReLj(z1, . . . , zN ) and y˜j = ImLj(z1, . . . , zN ) for
j = 1, . . . , N . Let A be the matrix of the coordinate change from the xj , yj to the
x˜j , y˜j .
The volume of S ′T is given by the integral∫∫∫
S′T
1 · dx1dy1 . . . dxNdyN .
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In order to compute this integral we perform a change of variable and use the
variables x˜1, y˜1 · · · , x˜N , y˜N . Using the Fubini-Tonelli theorem, we integrate with
respect to x˜1, y˜1, . . . , x˜N−1, y˜N−1 the area of the 2-dimensional circle obtained by
intersecting S ′T with the plane on which the x˜1, y˜1, . . . , x˜N−1, y˜N−1 are constant.
After the change of variable, the volume of S ′T is given by the integral
detA
∫∫∫
π
(
T 2 +
κ2
T
2
N−1
N−1∑
i=1
‖Li‖2 − ‖A(x˜1, y˜1, . . . , x˜N−1, y˜N−1, 0, 0)‖2
)
dx˜1dy˜1 . . . dx˜N−1dy˜N−1,
where each pair of variables x˜j , y˜j for j = 1, . . . , N − 1 is jointly integrated over the
disk of radius
κ‖Lj‖
T
1
N−1
. By Hadamard’s inequality detA ≥ (∏N−1j=1 ‖Lj‖2)−1 and by
the triangular inequality
‖A(x˜1, y˜1, . . . , x˜N−1, y˜N−1, 0, 0)‖2 ≤ κ
2
T
2
N−1
N−1∑
j=1
‖Lj‖2
on the integration domain.
Therefore the whole volume can be strictly bounded below as
detA · πT 2 ·
N−1∏
j=1
(
π
κ2 ‖Lj‖2
T
2
N−1
)
≥ πNκ2(N−1)
and the hypothesis of Minkowski’s theorem are satisfied as soon as
πNκ2(N−1) ≥ (2f |DK |1/2)N . 
4. The proof of the main Theorem
We proceed now to the proof of the main theorem of the paper, following the ideas
sketched in the Introduction. First we apply the content of Section 3 to construct
in Theorem 4.1 an auxiliary translate with controlled height and degree.
Theorem 4.1. Let E be an elliptic curve with CM by τ and let K = Q(τ) with
discriminant DK ; let f be the conductor of End(E) = Z+ Zτ .
Let P = (P1, . . . , PN ) ∈ B ⊂ EN , where B is a torsion variety of dimension
N − 1. Let T ≥ 1 and κ ≥
(
2f |DK |1/2
π
) N
2(N−1)
be real numbers.
Then there exists an abelian subvariety H ⊂ EN of codimension 1 such that
deg(H + P ) ≤3N−1(N − 1)!
(
T +
(N − 1)κ2
T
1
N−1
)
h2(H + P ) ≤c3(N,E) κ
2
T
1
N−1
hˆ(P ) + c4(N,E)
(
T +
(N − 1)κ2
T
1
N−1
)
where
c3(N,E) = 3
N−1(N)!c2(N,N − 1, E) = N(N − 1)3
N−1(N)!
c1(N − 1, E) =
=
N(N − 1)33N−1(2N − 2)!2(N)! |DK |N−1
22N−4
,
c4(N,E) = N3
N−1N !C(E)
and C(E) is defined in Proposition 2.1.
Proof. Let us apply Lemma 3.6 to the point P with m = N − 1. We obtain linear
forms L1, . . . , LN−1 ∈ C[X1, . . . , XN ] with ‖Li‖ ≤ 1. We apply now Lemma 3.7 to
these linear forms, taking the same κ of the statement and a T equal to the square
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root of the T in the statement. We obtain a non-zero vector (a1, . . . , aN ) = u ∈
End(E)N such that
||u||2 ≤ T + κ
2(N − 1)
T
1
N−1
(15)
|Li(u)| ≤ κ
T
1
2(N−1)
.(16)
By Lemma 3.6, the bound (16) implies that
(17) hˆ(a1P1 + · · · aNPN ) ≤ c2(N,N − 1, E)κ
2hˆ(P )
T
1
(N−1)
.
Let H be the component containing the identity of the algebraic subgroup defined
by a1X1 + · · · + aNXN = 0. The thesis now follows from Proposition 3.4; more
precisely
deg(H + P ) ≤ 3N−1(N − 1)! ‖u‖2 ≤ 3N−1(N − 1)!
(
T +
(N − 1)κ2
T
1
N−1
)
from (15), and
h2(H + P ) ≤ 3N−1N !
(
hˆ(u(P )) +NC(E) ‖u‖2
)
≤
≤ 3N−1N !
(
c2(N,N − 1, E)κ
2hˆ(P )
T
1
(N−1)
+NC(E)
(
T +
κ2(N − 1)
T
1
N−1
))
from (15) and (17). 
We prove here the theorem with the sharpest constants that come from the
method; the theorem as stated in the introduction follows by observing that D1 ≤
C1 + C3, D2 ≤ C2 and D3 ≤ C4.
The strategy is the following: the transversality of C ensures that P is a compon-
ent of C∩(H+P ); we then apply the Arithmetic Be´zout Theorem to C∩(H+P ); our
sharp bounds for height and degree of H + P and a good choice of the parameters
give the desired bound for h(P ).
Theorem 4.2. Let E be an elliptic curve with CM. Let C be an irreducible trans-
verse curve in EN . Then every point P on C of rank ≤ N − 1 has height bounded
as:
h2(P ) ≤ C1(N,E)·h2(C)(deg C)N−1+C2(N,E)(deg C)N+C3(N,E)h2(C)+C4(N,E),
where
C1(N,E) = N !
(
N
N − 1
)N−1
3N−1c3(N,E)N−1
(
2f |DK |1/2
π
)N
,
C2(N,E) = N !
(
N
N − 1
)N−1
3N−1c3(N,E)N−1
(
2f |DK |1/2
π
)N (
N2C(E) + C0(1, N − 1, 3N − 1)
)
,
C3(N,E) =
4N−1(2N − 1)2
(N − 1)(2N)!2 |DK |N−1
,
C4(N,E) =
4N−1(2N − 1)2
(N − 1)(2N)!2 |DK |N−1
(
N2C(E) + C0(1, N − 1, 3N − 1)
)
+NC(E),
where c3(N,E) is defined in Proposition 4.1, C(E) in Proposition 2.1 and C0(1, N−
1, 3N − 1) in Theorem 2.2.
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Proof. If P has rank zero then its height is zero and the statement is true.
Let κ =
(
2f |DK |1/2
π
) N
2(N−1)
, and let T ≥ 1 be real numbers whose value will be
chosen later. We apply Proposition 4.1 to the point P of rank one, thus obtaining
a subvariety with
deg(H + P ) ≤3N−1(N − 1)!
(
T +
(N − 1)κ2
T
1
N−1
)
(18)
h2(H + P ) ≤c3(N,E) κ
2
T
1
N−1
hˆ(P ) + c4(N,E)
(
T +
(N − 1)κ2
T
1
N−1
)
(19)
We now want to bound hˆ(P ) in terms of deg(H + P ) and h2(H + P ).
Notice that the point P is a component of the intersection C ∩ (H + P ), because
otherwise C ⊆ H + P , contradicting the fact that C is transverse. Therefore we
can apply the Arithmetic Be´zout Theorem 2.2 to the intersection C ∩ (H + P ),
obtaining:
h2(P ) ≤ h2(C) degH + h2(H + P ) deg C + C0(1, N − 1, 3N − 1) degH deg C.
By Proposition 2.1 we have hˆ(P ) ≤ h2(P ) + NC(E) so, using the bounds in
formula (18), we get
h2(P ) ≤ c6κ
2
T
1
N−1
h2(P ) + c7T +
c8κ
2
T
1
N−1
(20)
with
c6(C, N,E) = c3(N,E) deg C,
c7(C, N,E) = 3N−1(N − 1)!h2(C) + c4(N,E) deg C + C0(1, N − 1, 3N − 1)3N−1(N − 1)! deg C,
c8(C, N,E) = (N − 1)c7(C, N,E) +NC(E)c6(C, N,E),
We set
T =
(
N
N − 1c6κ
2
)N−1
,
so that the coefficient in front of h2(P ) on the right-hand side of (20) becomes
N−1
N .
Bringing it to the other side we obtain
h2(P ) ≤ N
(
c7T +
c8κ
2
T
1
N−1
)
= N
(
N
N − 1
)N−1
c7c
N−1
6 κ
2(N−1) + (N − 1)c8
c6
.
(21)
The ratio c8c6 can be estimated as
c8
c6
≤ (N − 1)c7
c3(N,E) deg C +NC(E) ≤
≤ N − 1
c3(N,E)
(
3N−1(N − 1)!h2(C) + c4(N,E) + C0(1, N − 1, 3N − 1)3N−1(N − 1)!
)
+NC(E).
So that after substituting the values of κ, c6, c7 into (20) obtain the thesis. This
can be readily checked by computing separately the coefficients of the terms in
h2(C)(deg C)N−1,(deg C)N ,h2(C). Indeed the coefficient of the term in h2(C)(deg C)N−1
is
N
(
N
N − 1
)N−1
3N−1(N − 1)!c3(N,E)N−1κ2(N−1).
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The coefficient of (deg C)N is
N
(
N
N − 1
)N−1 (
c4(N,E) + C0(1, N − 1, 3N − 1)3N−1(N − 1)!
)
c3(N,E)
N−1κ2(N−1).
The coefficient of h2(C) is just
(N − 1)23N−1(N − 1)!
c3(N,E)
.

Remark 4.3. The exponents N and N−1 in the dependence from deg C are related
to the rank of the points, rather than to the dimension of the ambient space. If we
restrict ourselves to points of rank ≤ r for an r < N−1 we can project the curve C to
Er+1 in a way that doesn’t increase its height and degree, and apply our theorem to
the image obtaining a bound with better exponents. The whole procedure is described
in detail in the proof of [CVV19, Theorem 4.3].
5. Elliptic curves without Complex Multiplication
The case of an elliptic curve E without Complex Multiplication was treated with
a different method in [CVV17]. The methods that we have presented so far in this
paper allow us to improve drastically the constants, compared to those in [CVV17].
We collect in this section the propositions that need to be modified.
The following is a version over the reals of Lemma 3.7.
Lemma 5.1. Let Li ∈ R[X1, . . . , XN ], i = 1, . . . , N−1 be N−1 independent linear
form. With the notations of Section 2.6 let T ≥ 1 and κ ≥ 2 NN−1 be two real
numbers. Then there exist u ∈ ZN \ {0} such that
‖u‖2 ≤ T 2 + κ
2
T
2
N−1
N−1∑
i=1
‖Li‖2
|Li(u)| ≤ κ ‖Li‖
T
1
N−1
,
where ||u|| denotes the euclidean norm of u, ||L|| the euclidean norm of the vector
of the coefficients of L and |L(u)| is the absolute value of L(u).
Proof. Let ST ⊆ RN be the set of points (x1, . . . , xN ) satisfying the inequalities
x21 + · · ·+ x2N ≤ T 2 +
κ2
T
2
N−1
N−1∑
j=1
‖Lj‖2
|Lj(x1 . . . , xN )| ≤ κ||Lj||/T 1N−1 .
The statement of the theorem is equivalent to say that ST ∩ ZN 6= {0}. ST is
clearly convex and symmetric with respect to the origin, so by Minkowski’s Convex
Body Theorem if the set ST has a volume bigger than 2N , then the intersection
ST ∩ ZN contains points other than the origin.
Let LN(X1, . . . , XN ) ∈ R[X1, . . . , XN ] be a linear form orthogonal to the Lj and
with ‖LN‖ = 1. Define x˜j = Lj(x1, . . . , xN ) for j = 1, . . . , N . Let A be the matrix
of the coordinate change from the xj to the x˜j .
The volume of ST is given by the integral∫∫∫
ST
1 · dx1 . . . dxN .
In order to compute this integral we perform a change of variable and use the
variables x˜1, · · · , x˜N . Using the Fubini-Tonelli theorem, we integrate with respect
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to x˜1, . . . , x˜N−1 the length area of the segment obtained by intersecting ST with
the plane on which the x˜1, . . . , x˜N−1 are constant.
After the change of variable, the volume of ST is given by the integral
detA
∫∫∫ (
T 2 +
κ2
T
2
N−1
N−1∑
i=1
‖Li‖2 − ‖A(x˜1, . . . , x˜N−1, 0)‖2
)1/2
dx˜1 . . . dx˜N−1,
where each variable x˜j for j = 1, . . . , N−1 is integrated from − κ‖Lj‖
T
1
N−1
to
κ‖Lj‖
T
1
N−1
. By
Hadamard’s inequality detA ≥ (∏N−1j=1 ‖Lj‖)−1 and by the triangular inequality
‖A(x˜1, . . . , x˜N−1, 0)‖2 ≤ κ
2
T
2
N−1
N−1∑
j=1
‖Lj‖2
on the integration domain.
Therefore the whole volume can be strictly bounded below as
detA · T ·
N−1∏
j=1
(
κ ‖Lj‖
T
1
N−1
)
≥ κN−1
and the hypothesis of Minkowski’s theorem are satisfied as soon as
κN−1 ≥ 2N . 
The following is a version without Complex Multiplication of Theorem 4.1
Theorem 5.2. Let E be an elliptic curve without CM.
Let P = (P1, . . . , PN ) ∈ B ⊂ EN , where B is a torsion variety of dimension
N − 1. Let T ≥ 1 and κ ≥ 2 NN−1 be real numbers.
Then there exists an abelian subvariety H ⊂ EN of codimension 1 such that
deg(H + P ) ≤3N−1(N − 1)!
(
T +
(N − 1)κ2
T
1
N−1
)
h2(H + P ) ≤c11(N) κ
2
T
1
N−1
hˆ(P ) + c4(N,E)
(
T +
(N − 1)κ2
T
1
N−1
)
where
c11(N) =
N(N − 1)33N−1N !(N − 1)!4
4N−2
,
c4(N,E) = N3
N−1N !C(E)
and C(E) is defined in Proposition 2.1.
Proof. Let us apply [CVV17, Lemma 7.5] to the point P with m = N − 1. We
obtain linear forms L1, . . . , LN−1 ∈ R[X1, . . . , XN ] with ‖Li‖ ≤ 1 and such that
hˆ(t1P1 + · · ·+ tNPN ) ≤ c12(N) max
1≤j≤m
{|Lj(t)|2}hˆ(P ).
for all t ∈ ZN , where
c12(N) =
N(N − 1)3(N − 1)!4
4N−2
.
We apply now Lemma 5.1 to these linear forms, taking the same κ of the statement
and a T equal to the square root of the T in the statement. We obtain a non-zero
vector (a1, . . . , aN ) = u ∈ ZN such that
||u||2 ≤ T + κ
2(N − 1)
T
1
N−1
(22)
|Li(u)| ≤ κ
T
1
2(N−1)
.(23)
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Therefore by the definition of the Lj the bound (23) implies that
(24) hˆ(a1P1 + · · ·aNPN ) ≤ c12(N)κ
2hˆ(P )
T
1
(N−1)
.
Let H be the component containing the identity of the algebraic subgroup defined
by a1X1 + · · · + aNXN = 0. The thesis now follows from Proposition 3.4; more
precisely
deg(H + P ) ≤ 3N−1(N − 1)! ‖u‖2 ≤ 3N−1(N − 1)!
(
T +
(N − 1)κ2
T
1
N−1
)
from (22), and
h2(H + P ) ≤ 3N−1N !
(
hˆ(u(P )) +NC(E) ‖u‖2
)
≤
≤ 3N−1N !
(
c12(N)
κ2hˆ(P )
T
1
(N−1)
+NC(E)
(
T +
κ2(N − 1)
T
1
N−1
))
from (22) and (24). 
With this version of Theorem 4.1 the proof of Theorem 4.2 can be replicated
closely. One needs only to take κ = 2
N
N−1 instead of κ =
(
2f |DK |1/2
π
) N
2(N−1)
, and to
replace c3(N,E) from Theorem 4.1 by c11(N) from Theorem 5.2. Carrying out the
computations one obtains the following:
Theorem 5.3. Let E be an elliptic curve without CM. Let C be an irreducible
transverse curve in EN . Then every point P on C of rank ≤ N − 1 has height
bounded as:
h2(P ) ≤ C5(N,E)·h2(C)(deg C)N−1+C6(N,E)(deg C)N+C7(N,E)h2(C)+C8(N,E),
where
C5(N,E) = N !
(
N
N − 1
)N−1
3N−14Nc11(N)N−1,
C6(N,E) = N !
(
N
N − 1
)N−1
3N−14Nc11(N)N−1
(
N2C(E) + C0(1, N − 1, 3N − 1)
)
,
C7(N,E) =
4N−1
(N − 1)(N)!2(N − 1)!2 ,
C8(N,E) =
4N−1
(N − 1)(N)!2(N − 1)!2
(
N2C(E) + C0(1, N − 1, 3N − 1)
)
+NC(E),
where c11(N) is defined in Proposition 5.2, C(E) in Proposition 2.1 and C0(1, N −
1, 3N − 1) in Theorem 2.2.
By a rougher estimation of the constants this theorem gives, in turn, Theorem 1.2,
part 2 of the Introduction.
6. A lower bound for non-integral points
We present here a version for the points of C(K) of the result given for C(Q) by
M. Stoll in the Appendix to [CVV19]. The arguments of that Appendix go through
with little modification as long as the prime ℓ is assumed to split completely in the
field K. Notice that there are infinitely many of such primes.
Let E be an elliptic curve over K of rank 1 given by a Weierstrass equation with
integral coefficients. In this section, we consider a curve C ⊆ E × E that is given
by an affine equation of the form
F1(x1, y1) = F2(x2, y2)
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(where (x1, y1) are the affine coordinates on the first and (x2, y2) on the second
factor E) with polynomials F1, F2 ∈ OK [x, y]. Using the equation of E, we can
assume that Fj(x, y) = fj(x) + gj(x)y with univariate polynomials fj, gj ∈ OK [x].
Note that Fj is a rational function on E whose only pole is at the origin O and
that dj := degFj = max{2 deg fj, 3 + 2 deg gj}. The leading coefficient of Fj is
the coefficient of the term of largest degree present in Fj . We also require in the
following that d1 is strictly greater than d2. Our goal in this section is to obtain a
lower bound on the height of a point P ∈ C(K).
Let ℓ be an odd prime number that splits completely in K, and fix an extension of
the ℓ-adic absolute value to K. The completion of K with respect to this absolute
value is Qℓ just as discussed in the Appendix to [CVV19].
Let S be a finite set of primes containing the primes dividing the leading coeffi-
cients of F1 and F2 and also the primes above 2 if the equation defining E contains
mixed terms. We denote the ring of S-integers by OS .
Then we obtain the following version of Theorem A.3 of [CVV19]
Theorem 6.1. Consider E, C and S as above (with d1 > d2). Set
λ = hˆ(P0)min{a2ℓℓ2⌈d1/d2⌉−2 : ℓ /∈ S and ℓ splits completely in K},
where P0 is a generator of the free part of E(K) and aℓ is the smallest positive
integer such that aℓP0 reduces to infinity modulo ℓ. Then
C(K) ⊆ {(O,O)} ∪ (E(OS)× E(OS)) ∪ {P ∈ E(K)× E(K) : hˆ(P ) ≥ λ}.
7. Proof of Theorem 1.5
Let E be the elliptic curve
E : y2 = x3 + 2.
This curve E has complex multiplication by a third root of 1, given by (x, y) 7→
(ζx, y), with ζ = −1+
√−3
2 . Its discriminant is 1720 and its j-invariant is 0. The
set E(Q) is isomorphic to Z, with generator (−1, 1). The canonical height of the
generator is hˆ(g) ≈ 1.1319.
The field of complex multiplication is K = Q(ζ), which has discriminant DK =
−3. The ring of integers is Z[ζ], so f = 1.
The set E(K) is an End(E)-module of rank (as an End(E)-module) equal to the
rank of E(Q) as an abelian group.
The constant C(E) is bounded as C(E) ≤ 6.211
c3(2, E) = 144
C0(1, 1, 8) ≤ 6.019
C(E) ≤ 6.211
c3(2, E) = 144
C1(2, E) ≤ 2101
C2(2, E) ≤ 67638
C3(2, E) ≤ 0.03
C4(2, E) ≤ 13.1
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By standard arguments of algebraic geometry and the theory of heights (see [CVV19],
Corollary 7.1 and Proposition 8.1 for the details) we have that
deg Cn = 6n+ 9,
h2(Cn) ≤ 6 log 5(2n+ 3),
degDn = 6ϕ(n) + 9,
h2(Dn) ≤ 6(2ϕ(n) + 3) (ϕ(n) log 2 + log 5) .
From our main theorem it follows that
h2(P ) ≤ 644391 · (2n+ 3)2 + 14
hˆ(P ) ≤ 644391 · (2n+ 3)2 + 28(25)
if P ∈ Cn, while
h2(P ) ≤ 644391 · (2ϕ(n) + 3)2 + 14
hˆ(P ) ≤ 644391 · (2ϕ(n) + 3)2 + 28(26)
if P ∈ Dn.
Writing P = (P1, P2) = ([a]g, [b]g) where a and b in Z[ζ] and g = (−1, 1) is a
generator of E(Q), we can easily bound a, b in terms of the height of the point.
Indeed we have that hˆ(P ) = hˆ([a]g) + hˆ([b]g) = (|a|2 + |b|2)hˆ(g), and for a P ∈ Cn
we have that hW (y(P2)) = nhW (x(P1)), so that
n |a|2 hˆ(g)≪ nhW (x([a]g)) = hW (y([b]g)) ≤ hW ([b]g)≪ hˆ([b]g)≪ |b|2 hˆ(g)
from which we obtain n |a|2 ≪ hˆ(P ) (and analogously for Dn).
The details with the exact computation of the constants can be found in [CVV19],
Theorem 7.3, which gives
(27) |a| ≤
(
3h2(P ) + 10.15n+ 6
(2n+ 3)hˆ(g)
)1/2
≤ 1307(2n+ 3)1/2
and
(28) |b| ≤
(
2nh2(P ) + 7.71n+ 18
(2n+ 3)hˆ(g)
)1/2
.
For the application of Theorem 6.1 we can take S = ∅ and ℓ = 2 (because −3 ≡ 1
(mod 4)); d1 and d2 are 2n and 3 respectively, and a2 = 2 because [2](−1, 1) =
(174 ,− 718 ). The lower bound on the the height for a point on C(K) then is given by
λ = 42n/3+1. Comparing this lower bound with the upper bound (25) and using
Theorem 6.1 we see that for every n > 21 we have that Cn(K) = Cn(OK) and only
the curves with n ≤ 20 need to be checked for additional points.
It can be checked that E(OK) = {±g,±ζg,±ζ2g}, from which we obtain the
points listed in the statement of Theorem 1.5 (for the values of cyclotomic poly-
nomials evaluated at sixth roots of unity, see [BHCM]). A computer calculation
(detailed in the next subsection) shows that there are no other points on Cn(K) for
n ≤ 20, which completes the proof of the theorem.
7.1. Description of the algorithm. This is the algorithm that we used to per-
form the computation. It is a modified version of the one described in [CVV19] and
runs in [PARI]. We thank Bill Allombert for his help with PARI and the coding of
the algorithm.
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Algorithm 1 Checking for rational points on Cn(K)
1: E := the elliptic curve defined by y2 = x3 + 2
2: g := the point (−1, 1) ∈ E(Q)
3: ζ a primitive third root of unity
4: for n = 1 to 20 do
5: Ma := the upper bound for |a| in equation (27)
6: Mb := the upper bound for |b| in equation (28)
7: p := 7
8: Initialise L to a list containing all pairs of integers (a, b) with |a| ≤ Ma and
1 ≤ b ≤ Mb
9: c := 0
10: while true do
11: g2 := the reduction modulo p of the point ζg
12: NL := the cardinality of L
13: Ep := the reduction of E modulo p
14: Np := the cardinality of Ep
15: Mpa := min(Ma, Np− 1)
16: Mpb := min(Mb, Np− 1)
17: for a = −Mpa to Mpa do
18: ag := the point [a]g ∈ Ep
19: for b = 1 to Mpb do
20: ag := the point ag+ g2 in Ep
21: if ag is the point at infinity then
22: Remove the pair (a, b) from L
23: next
24: end if
25: x := the first coordinate of the point ag
26: if The congruence X3 + 2 ≡ x2*n (mod p) has no solution then
27: Remove from L all pairs (a, b) such that a ≡ a (mod Np) and b ≡ b
(mod Np)
28: end if
29: end for
30: end for
31: if The cardinality of L is equal to c then
32: c := c + 1
33: end if
34: if The cardinality of L is zero, or c > 15 then
35: break
36: end if
37: p := the next prime after p which is congruent to 1 modulo 3
38: end while
39: end for
The core of the algorithm is the while loop in line 10. This loop iterates over the
prime p, which is always chosen to be congruent to 1 modulo 3. At each iteration
the algorithm takes the list L, which initially contains all pairs (a, b) satisfying
the bounds derived from our main theorem, and checks for which of these values
there exist a point ([a + bζ]g, P ) on the curve Cn reduced modulo p. In order to
perform this check, for each prime p we compute the reduction modulo p of the
point [ζ]g = (−ζ, 1) in E(Fp). Then in the for loops at lines 17 and 19 we iterate
on the real and imaginary part of a+ bζ . The pairs (a, b) that do not correspond
to points modulo p are removed from the list L at line 27. The algorithm then
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changes the prime number p to the next one still congruent to 1 modulo 3, and
the loop starts again. The algorithm keeps sieving through the list L until either
the list become empty, or 15 iterations pass without any new pair being discarded
from L. When this happens the program outputs the values remaining in the list L,
which are candidate solutions and need to be investigated further.
We need to select only primes congruent to 1 modulo 3, otherwise the reduction
of the point [ζ]g would not be defined over Fp.
For the curve Dn it is enough to replace x2n with Φn(x)2 in line 26.
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