This paper presents an integrated approach to two issues relevant to e cient parallel sparse Cholesky factorization: 1) matrix reordering for parallelism, and, 2) mapping of data to processors. A clustering heuristic is proposed to performs a ll-preserving reordering and mapping of data onto a xed number of processors. Performance results on a Cray T3D are presented to demonstrate its e ectiveness.
Introduction
We consider the solution of linear systems of the form Ax = b where A is large, sparse, symmetric and positive de nite. Since the matrix is positive de nite, pivoting is not required for numerical stability. With such systems, Cholesky decomposition can be applied to factorize A into A = LL T , where L is lower triangular, followed by forward and backward triangular solves. During factorization, zero entries of A might become non-zero. This is termed as ll-in and depends solely on the non-zero structure of the matrix if numerical cancelation is ignored. To minimize the amount of ll-in, and thereby reduce the number of operations for factorization, the matrix is ordered by a symmetric permutation prior to factorization.
For factorization on distributed memory machines, the matrix not only has to be ordered to perform ll reduction and possibly increase parallelism, but the mapping of data and computation along with local scheduling of computation within each processor also needs to be performed. Previous approaches to column-based distributed factorization have considered the issues of ordering and mapping as orthogonal. Previously proposed ordering heuristics 17;19;11;20;15 generally assume an unbounded number of processors and zero communication costs. The existing mapping algorithms 8;5;21;2 do not attempt to restructure the matrix in order to reduce communication costs.
In this paper, we propose a clustering algorithm that performs an ordering and mapping simultaneously. It attempts to reduce inter-processor communication and perform load balancing of work among the processors. First, a standard ordering technique such as the minimum degree algorithm is used to generate a low-ll ordering. An equivalent ordering is then produced that preserves the ll structure, but is more suitable for parallel factorization.
This paper is organized as follows. Section 2 discusses the basic sparse factorization process, a graph theoretic model of Cholesky factorization, and the concept of elimination trees. Previous work on ordering and mapping is also presented. Section 3 presents our heuristic ordering and mapping algorithm. Performance results on a Cray T3D are presented in Section 4. Conclusions are presented in Section 5.
Sparse Cholesky Factorization
We consider the solution of a system of linear equations of the form Ax = b, where A 2 < n n , b 2 < n , and A is large, sparse, symmetric, and positive de nite. Cholesky decomposition can be applied to factorize A into A = LL T where L is lower triangular, followed by forward and backward triangular solves. Since the matrix is positive de nite, pivoting is not required for numerical stability.
In this paper, we consider column based Cholesky factorization that computes L column by column. It involves two fundamental types of operations, normalize and update. Normalization involves the scaling of a column by the square root of its diagonal element, and an update involves the subtraction of some multiple of one column from another. If A is sparse, L will in general be sparse, and a column does not have to be updated by all lower numbered columns. Column i is updated by column j only if l ij 6 = 0. The computations involved in sparse column Cholesky factorization are shown in Figure . do i = 1; n L(i : n; i) A(i : n; i) ? P i?1 j<i^lij6 =0 l ij L(i : n; j) L(i : n; i) 1 p l ii L(i : n; i) To minimize the amount of ll-in, the matrix is ordered via a symmetric permutation prior to factorization. It has been shown that the problem of determining an ordering that minimizes ll-in is NP-complete 25 . There exist a number of ordering heuristics that try to minimize the amount of ll-in. The multiple minimum degree algorithm 16 has been shown to result in good orderings for matrices arising from diverse application domains. Nested dissection algorithms 4;7;6;9;12;13;18 usually result in orderings with more parallelism, but often at the cost of increased ll-in.
For sparse factorization on distributed memory multiprocessors, the performance critically depends on the cost of communication, which is a ected by how data and computation are mapped onto processors. A ll-reducing ordering may not necessarily be suitable for parallel factorization since it may result in a mapping with poor load balance and excessive communication. On the other hand, an ordering such as nested dissection which increases parallelism may also increase ll-in. Hence, it may be more e cient to perform a ll-reducing ordering such as MMD, followed by a ll-preserving reordering to permute the matrix into a form more suitable for parallel factorization.
Elimination Trees
The elimination tree plays an important role in direct sparse matrix factorization algorithms. It provides structural information relevant to the factorization 19 . If the sparse matrix A is factorized into LL T , then the elimination tree of A is de ned using the structure of the Cholesky factor L of A.
For each column j of L, de ne
Parent j] = min fijl ij 6 = 0^i > jg nil otherwise
The resulting parent-child relationships de ne a forest (or a tree if A is irreducible), which is denoted by T(A). In the following sections, we assume that A is irreducible, and hence T(A) is a tree.
Property 1 19 For i > j, the numerical values of column L i depend on column L j i l ij 6 = 0. Property 2 19 If l ij 6 = 0 then the node i is an ancestor of j in the elimination tree.
The above properties of the elimination tree imply that a node in the elimination tree depends on a subset of nodes in the subtree rooted at it. Hence, computation of a column of L cannot nish until it has received all the required updates from columns in the subtree rooted at it. If an unbounded number of processors is assumed, and the amount of work in the computation of each column of L is the same, the height of the elimination tree can be considered as an idealized measure of nish time.
Another concept useful in the factorization process is the concept of a supernode.
A supernode is a set of contiguous columns in L that share the same sparsity structure. This property of supernodes can be exploited to reduce the amount of storage required to store the sparsity structure of the matrix. Supernodes correspond to chains in the elimination tree. They can be used to organize factorization around matrix-matrix or matrix-vector operations, and have been shown to give substantial gains in performance.
Approaches to Reordering and Mapping
The structure of a given symmetric positive de nite matrix A can be be represented by an undirected graph G(A) = (V (A); E(A)) where nodes in V (A) correspond to columns of A, with an edge between nodes i and j if a ij 6 = 0. The ll introduced into the matrix as a result of eliminating a variable corresponds to adding edges to the graph such that the neighbors of the eliminated vertex form a clique. The factorization process can thus be viewed as a sequence of graphs, each having one less vertex than the previous graph, but possible gaining some edges, until only one vertex remains. The lled graph of A, denoted by G(F), is the graph of the lled matrix F = L + L T . It is the graph of A with all the ll edges added, and hence is a supergraph of G(A).
A permutation P is said to be an equivalent ordering of A if the permuted matrix PAP T has the same set of lled edges as A. Hence, equivalent orderings preserve the lled graph 17;19 . They also preserve the amount of arithmetic operations for sparse Cholesky factorization. However, they can be used to take advantage of other aspects of the computation, such as minimizing the number of steps for parallel elimination in column Cholesky factorization, or minimizing storage requirements for the multifrontal method.
Rose 22;23 has proved that the lled graph is a perfect elimination graph, i.e., it has an ordering with no ll. Such graphs have been referred to as chordal graphs, since in every cycle with more than four edges, there is always an edge (chord) connecting two non-consecutive nodes in that cycle. A perfect elimination ordering results in a graph that is isomorphic to the original graph. In the context of sparse factorization, a perfect elimination ordering of the lled graph G(F) of A is an equivalent ordering on G(A).
A perfect elimination ordering can be described in terms of the monotone adjacency structure of the graph. De ne MAdj(i) = fjjj 2 Adj(i)^j > ig to be the monotone adjacent set of node i. An ordering i 1 ; i 2 ; : : : i n is a perfect elimination ordering of the graph if and only if MAdj(i k ) is a clique for k = 1 : : : n. A perfect elimination ordering of a chordal graph can be found in linear time 10;24 .
Reordering is typically performed after the matrix has already been ordered by an algorithm such as the minimum-degree algorithm that attempts to minimize the amount of ll-in. Besides the lled graph preserving ordering, there exist other classes of orderings that can be applied 17 . Any ordering that traverses the elimination tree in such a manner that the children of a node are numbered before that node itself, is an elimination tree preserving ordering that preserves the amount of ll-in. A more general class of orderings is the ll size preserving ordering that changes the structure of the lled graph, but requires the same number of operations to compute the Cholesky factor. Liu 17;19 has proposed a technique for elimination tree rotation for changing the structure of the elimination tree. Jess and Kees 11 and later Liu and Mirzaian 20 have described an algorithm for determining an equivalent ordering that minimizes the height of the elimination tree. Lin and Chen 15 have proposed an optimal algorithm for reordering that minimizes the weighted elimination tree height, where the weight of each node depends on the number of operations required to compute the corresponding column of the Cholesky factor L.
In early work on the mapping problem, nodes were ordered level by level in the elimination tree and mapped cyclically onto the processors. This resulted in good load balancing, but also in unnecessarily high communication. George et al. 8 introduced the subtree-to-subcube mapping that is e ective in reducing communication while maintaining good load balance for model grid problems. Geist et al. proposed the bin-packing algorithm for mapping arbitrary trees 5 , which was extended by Pothen et al. 21 into the proportional mapping algorithm which maps independent subtrees of the elimination tree to sets of processors such that the number of processors assigned to a subtree is proportional to its weight. Eswar et al. 2 proposed a recursive partitioning algorithm that maps nodes in unstructured elimination trees to a recursively partitionable network with a nite number of processors.
Heuristic Clustering Algorithm
We present a heuristic ordering and mapping algorithm that performs a perfect elimination ordering of the lled graph, and maps columns of the matrix onto a nite number of processors for parallel factorization. Our algorithm was motivated by the following considerations: to achieve load balancing of work among the processors, to reduce inter-processor communication time and to take advantage of supernodes in the reordering process. It is a clustering algorithm that builds the elimination tree bottom-up. Load balancing is achieved by ensuring that no cluster exceeds a threshold weight. Communication is reduced by assigning clusters representing independent subtrees of the elimination tree to di erent processors. Supernodes can be used to organize factorization around matrix-matrix or matrix-vector operations.
Theoretical Framework
The clustering algorithm performs a ll-preserving reordering by choosing a simplicial clique at each step from the reduced graph. A node is termed as simplicial if its adjacency set forms a clique. Hence, eliminating a simplicial node introduces no additional ll-in. A simplicial clique is one in which all nodes are simplicial.
Simplicial cliques correspond to supernodes in L if nodes in that clique are numbered consecutively. Note that since the lled graph is a chordal graph, there always exists at least one simplicial node 23 at every step of the elimination process.
We consider the lled graph G(F) to be a weighted graph, where each node j has a positive weight W j associated with it, which is equal to the number of arithmetic operations required to compute column j of L, and is given by the expression W j = X k j^l jk 6 =0 j fl ik jl ik 6 = 0^i jg j
The weight of a subset of nodes V 0 is given by W V 0 = P v2V 0 W v . W F denotes the sum of weights of all the nodes in the G(F). We denote the subgraph induced by the set of simplicial nodes on G(F) by G S (F ). jG S (F )j denotes the total number of nodes in G S (F ).
We now present some theoretical results as a step towards developing our algorithm. Lemma 2 If any non-simplicial node v in a chordal graph is adjacent to any node in a simplicial clique, then v must be adjacent to all the nodes in that clique. Also, v must be adjacent to at least one node not in that clique.
Proof. Suppose the non-simplicial node is connected to node u which belongs to a simplicial clique G si (F ), and is not connected to another node w in that clique. This implies that u is not simplicial, since it's adjacency set does not form a clique. This is a contradiction. Hence v must be connected to all the node in G si (F ). Also, v must be connected to at least one node not in G si (F ) else v itself would be simplicial 2.
Lemma 3 When a node in a simplicial clique is eliminated, no non-simplicial node
can become simplicial until all the nodes in that clique have been eliminated.
Proof. Follows from Lemma 2 2.
Lemmas 2 and 3 imply that when nodes in a simplicial clique have been eliminated, at most one more simplicial clique may be formed. Hence the total number of simplicial cliques cannot increase to more than the number of initial cliques in G S (F ). This suggests a clustering approach to perform reordering and mapping at the same time by assigning cliques in G S (F ) to individual clusters, and building the elimination tree bottom-up, at each step merging clusters that belong to the same subtree. Nodes in a cluster are then mapped to a processor.
Algorithm
The reordering and mapping algorithm is a clustering algorithm in which each cluster represents a node or a group of nodes that will be eliminated by the same processor. The algorithm builds the elimination tree bottom-up, and ensures that the size of each cluster does not grow beyond a xed threshold, so that load balance is achieved. The threshold is based upon the total number of operations required to perform the factorization, the number of processors P, and a user supplied tolerance value. At each stage of the algorithm, a simplicial clique is chosen to be added to the elimination tree being built. The nodes in the clique are numbered consecutively; hence, a clique corresponds to a supernode. In e ect, a supernodal tree is built bottom-up. Note that a simplicial clique might contain only one node. In the rest of the paper, we will use the term simplicial clique and supernode interchangeably. The algorithm attempts to merge supernodes that belong to the subtree rooted at the chosen clique, into the same cluster, as long as the total number of clusters does not fall below P, and the weight of the combined cluster is less than the threshold. Nodes in a cluster are mapped onto the same processor. We now present the algorithm in more detail.
We rst discuss some notation that will be used in the rest of this subsection.
Simplicial cliques are denoted by C i , or C. Clusters are represented by S i . The total number of clusters present at any stage of the algorithm is denoted by N S .
In the new elimination tree, the set of simplicial cliques that have already been numbered and are adjacent to a simplicial clique C, is denoted by SAdj(C). At any stage during the algorithm L C denotes the list of simplicial cliques in the remaining subgraph.
The weight of a simplicial clique C is denoted by W C and is the number of operations required to update and normalize the nodes in the clique, and update all the nodes that will be numbered next. Since the reordering preserves the structure of the lled graph, the weight of a clique can be expressed compactly in terms of the size s of the clique, and the number of nodes f that are yet to be numbered, and which are adjacent to the nodes in the clique (Figure ) as: At each step, a simplicial clique C 2 L C with minimum value of W SAdj(C) is chosen. All the clusters adjacent to it are merged with C if W SAdj(C) does not exceed the threshold WF P (1 ? ), and the total number of clusters does not drop below P. This ensures good load balancing since at no time should the weight of a cluster become too large. is a user speci ed tolerance value. Experiments have indicated that a value of = 0:2 provides good results. If all the clusters adjacent to a clique cannot be merged, then none of the clusters is merged, and C is labeled as a composite node. Whenever a clique is picked from L C , nodes in that clique are given the next higher consecutive numbers. When all the nodes have been numbered, recursive partitioning is performed on the cluster tree. This determines the mapping of clusters and composite nodes onto processors. All nodes within a cluster are mapped to the same processor. A composite node may be assigned a group of processors after the recursive partitioning process. In such a case, nodes Liu et al. 20 have presented a linear time reordering algorithm for determining a parallel pivoting sequence for chordal graphs. We brie y discuss some of the results presented in that paper, and modify their algorithm to suit our requirements. The following theorem holds true: Theorem 1 20 Node i has no de ciency in the chordal graph G if and only if
The algorithm presented in 20 determines maximal independent subsets of simplicial nodes. A straight-forward modi cation of their algorithm enables us to nd simplicial cliques. The resulting algorithm is presented in Figure . It takes as input the chordal graph G and returns the set of simplicial cliques in array S. Each clique is represented by the smallest node in the clique, which is the leader of the clique.
Upon the completion of the algorithm, S(i) = 1 if i is the leader of a simplicial clique, and is 0 otherwise. If i is the leader of a simplicial clique, the set M(i) contains the other members of the clique. The above algorithm has to be repeated on the remaining subgraph every time a simplicial clique is numbered. The amortized time complexity of the above algorithm is O(n + (L)) 20 , where n is the size of the matrix, and (L) is the number of non-zeros in the lower triangular half of the Cholesky factor L.
Whenever a simplicial clique is chosen to be numbered, the weight of the subtree rooted at that clique needs to be determined. This has an amortized time complexity of O( (L)). The determination of the simplicial clique with the minimum subtree weight requires that the subtree weights be kept in a sorted order, which has an amortized time complexity of O(n lg n).
At every step of the recursive partitioning algorithm, there is a set of subtrees that need to be partitioned into two partitions with roughly equal weight. This can be done using a bin-packing approach. If a suitable partition is not obtained, the heaviest subtree is split into its constituent subtrees which are then packed into the two bins. This process is continued until the two bins have roughly equal weight.
This requires O(n) operations. The above steps are then performed recursively on the two partitions until a total of P partitions are obtained. Since in the worst case, one of the partitions might have O(n) subtrees at each step, the worst case complexity of the entire recursive partitioning process is (nP ).
Hence, the total time complexity of the clustering algorithm is O(nP +n log n+ (L)).
Performance Results
The clustering algorithm was used to reorder and map several structural matrices from the Boeing-Harwell test suite and some others arising from circuit simulation. All matrices were initially ordered using the MMD algorithm. After the reordering and mapping was performed, the matrices were then factorized using an aggregating supernodal algorithm 1 on the Cray T3D using 16 processors.
The performance results are presented in Table . The rst ve matrices are from the Boeing-Harwell test suite and the remaining are those arising from circuit simulation. The times in parentheses are those obtained by doing minimum tree height reordering 14 followed by recursive partitioning 3 . All times are in seconds.
For all matrices, the clustering algorithm results in a reduction in the number of messages and communication volume. Moreover, for most of the matrices, there is a reduction in the factorization and idle times as well. Hence, it is clear that the clustering algorithm results in better load balance of work and reduced communication costs. 
Conclusions
For e cient parallel sparse factorization on distributed memory machines, the issue of mapping data and scheduling computation to reduce communication time and achieve load balance is important. Previous work on mapping has not attempted to restructure the elimination tree in order to minimize communication. In this paper, we have presented a heuristic clustering algorithm that performs a ll-preserving reordering and maps data onto processors so that load balance is achieved and communication time is reduced. Performance results on a Cray T3D demonstrate improvement in time required for factorization.
