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alternative characterization of these properties is given. Q 1997 Academic Press
1. INTRODUCTION
 4Let N s X, Y, K be an infinite network which is locally finite and has
no self-loops. Here X is the countable set of nodes, Y is the countable set
 4of arcs, and K : X = Y ª y1, 0, q1 is the node-arc incidence function.
y . q .For each arc y g Y, the initial node x y and the terminal node x y
are uniquely defined by the relations
K xy y , y s y1, K xq y , y s q1. .  . .  .
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The number of arcs which are incident to a node x g X is called the
 .degree of x and is denoted by r x :
< <r x [ K x , y . .  .
ygY
 .Local finiteness means that r x - ` for all x g X.
 .Denote by L X the set of all real-valued functions defined on X, and
 .by L X the set of all real-valued functions defined on X and having0
 .finite support. Likewise L Y denotes the set of all real-valued functions
 .  .on Y. For arbitrary u g L X the discrete derivative du g L Y is defined
as
du y [ y K x , y u x s y u xq y y u xy y . .  .  .  .  . .  . .
xgX
For A ; X let ­ A be the cut defined by A, i.e.,
­ A [ y g Y N e y l A / B, e y l X _ A / B , 4 .  .  .
 .  q . y .4where e y [ x y , x y . The cardinality of the sets A and ­ A is
< < < <denoted by A and ­ A , respectively.
Under the hypothesis that the network N has no parallel arcs, Ancona
w x  .1 considered the Poincare]Sobolev inequality PS and the strongÂ
 .isoperimetric inequality SI which state respectively:
 .PS There exists a constant g ) 0 such thatÄ
22u x F g du y for all u g L X . 1.1 .  .  .  . .Ä  0
xgX ygY
 .SI There exists a constant c ) 0 such thatÄ
< < < <A F c ­ A for all finite subsets A ; X . 1.2 .Ä
w xThe following result was proved in 1 :
THEOREM 1.1. Suppose that
1 F r x F M for all x g X , 1.3 .  .
 .  .where M - ` is independent of x. Then PS holds true if , and only if , SI
holds true.
 .Clearly, the assumption 1 F r x is satisfied, if N is connected, and this
w xis the assumption actually used in 1 .
NOTE310
Our aim here is to generalize Theorem 1.1, and to give another charac-
terization of these inequalities in terms of feasible flows.
2. MAIN RESULT
 .Now we proceed with our generalization. We assume that R y G 0 has
 .been fixed arbitrarily for all y g Y. We define n g L X by
< <n x [ R y K x , y . 2.1 .  .  .  .
ygY
 .  .  .  .Note that n x s r x , if R y ' 1. We select a real exponent p g 1, ` .
 .By q g 1, ` we denote the conjugate exponent, i.e., 1rp q 1rq s 1. For
all finite A ; X we use the notations
n A [ n x , R ­ A [ R y . .  .  .  . 
xgA yg­ A
We shall employ the convention that the empty sum has value zero. Note
 . < <  .that R ­ A s ­ A , if R y ' 1.
 .We formulate now a generalized Poincare-Sobolev inequality GPS andÂ
 .a generalized strong isoperimetric inequality GSI as follows:
 .GPS There exists a constant g ) 0 such that
< < p < < pn x u x F g R y du y for all u g L X . 2.2 .  .  .  .  .  .  0
xgX ygY
 .GSI There exists a constant c ) 0 such that
n A F cR ­ A for all finite subsets A ; X . 2.3 .  .  .
 .For later use we introduce, for arbitrary u g L X , the pth order
Dirichlet sum
< < pD u [ R y du y , 2.4 .  .  .  .p
ygY
 .which also occurs on the right-hand side of 2.2 . Now we have
 .  .THEOREM 2.1. The GPS holds true if , and only if , GSI holds true.
The ``only if'' part of Theorem 2.1 is easy to verify. In fact, assume that
 .2.2 holds. Let A be a finite subset of X, and let « be the characteristicA
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 .function of A. Then « g L X , and we haveA 0
< < p < < pn x « x s n A , R y d« y s R ­ A , .  .  .  .  .  . A A
xgX ygY
 .  .  .so that 2.3 holds with c [ g . Thus GPS implies GSI .
The proof of the ``if'' part of Theorem 2.1 will be postponed until the
next section. Meanwhile we convince ourselves that Theorem 2.1 implies
Theo-
rem 1.1.
 .  .  .LEMMA 2.2. If condition 1.3 holds, and if R y ' 1 on Y, then GSI is
 .  .  .equi¨ alent with SI . If in addition p s 2, then GPS is equi¨ alent with PS .
 .  .Proof. If R y ' 1 on Y, then 2.3 reads
< <r A F c ­ A for all finite subsets A ; X . 2.5 .  .
 . < <  . < <Condition 1.3 implies that A F r A F M A for every finite subset
 .  .  .  .A ; X. Hence 2.5 implies 1.2 with c [ c, and 1.2 implies 2.5 withÄ
 .  .c [ Mc. Thus GSI and SI are equivalent. The second part of theÄ
assertion follows in a similar way.
Theorem 2.1 in combination with Lemma 2.2 gives Theorem 1.1.
3. PROOFS
For the proof of Theorem 2.1 we need several lemmata. We begin with
the following discrete analogues to the co-area formula.
 .LEMMA 3.1. Let ¨ g L X be non-negati¨ e, and denote the range of ¨0
 4  .by a , a , . . . , a with a s 0 - a - ??? - a . Then for any f g L X ,0 1 n 0 1 n
the following formula holds,
n
f x ¨ x s a y a f A , 3.1 .  .  .  .  .  k ky1 k
xgX ks1
  . 4  .  .with A [ x g X N ¨ x G a and f A [  f x .k k k x g A k
 .Proof. Put b [ f A for 0 F k F n, and let A [ B and b [k k nq1 nq1
  . 40. By the relation A _ A s x g X N ¨ x s a , we see thatk kq1 k
n n
¨ x f x s ¨ x f x s a b y b .  .  .  .  .    k k kq1
xgX ks0 xgA _A ks0k kq1
n
s a y a b . . k ky1 k
ks1
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LEMMA 3.2. Let ¨ , a , and A be the same as in Lemma 3.1. Then fork k
 .any W g L Y , the following formula holds,
n
W y K x , y ¨ x s a y a W ­ A , 3.2 .  .  .  .  .  .   k ky1 k
ygY xgX ks1
 .  .with W ­ A [  W y .k y g ­ A k
Proof. Since
n
a y a W y s W y a y a , .  .  .  .   k ky1 k ky1
ks1 yg­ A ygY k : yg­ Ak k
it is sufficient to verify that, for every y g Y,
a y a s K x , y ¨ x . ) .  .  .  . k ky1
k : yg­ A xgXk
 .To establish ) we fix some y g Y. It means no loss of generality if we
 y ..  q ..  y ..stipulate that ¨ x y F ¨ x y . So assume that ¨ x y s a andi
 q ..¨ x y s a , with i F j. Then y g ­ A if, and only if, i - k F j. There-j k
fore
a y a s a y a s a y a .  .  . k ky1 k ky1 j i
k : yg­ A k : i-kFjk
s K x , y ¨ x . .  .
xgX
 .Thus ) is true for all y g Y, and the proof is complete.
LEMMA 3.3. The following inequalities are ¨alid:
< < p py1 < < p < < pa " b F 2 a q b for all real a, b; 3.3 .  .
< p p < < < py1 py1a y b F p a y b a q b for all non-negati¨ e a, b. 3.4 .  .
 .  .Proof. Inequality 3.3 follows from the convexity of the function h t
< < p  .[ t . To prove 3.4 we may assume that 0 F b F a. Since the function
 . p  .  .  .  .g t [ t is convex for t G 0, we have g a y g b F a y b g 9 a . Since
 .  .  .  .  .  ..  .g 9 b G 0, we obtain g a y g b F a y b g 9 a q g 9 b , which is 3.4 .
Now we shall give the proof of the ``if'' part of Theorem 2.1.
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 .Proof of Theorem 2.1. Assume that GSI holds, i.e., there exists c ) 0
 .such that 2.3 holds. For simplicity, put
1rp
p5 5 < <u [ n x u x . .  .p  /
xgX
 . 5 5 p  .  .We have to prove that 2.2 holds, i.e., u F g D u for all u g L X .p p 0
 .Let u g L X . First we consider the case where u is non-negative.0
 4  .  . pDenote by a , a , . . . , a the range of ¨ x [ u x with a s 0 - a0 1 n 0 1
  . 4- ??? - a , and let A [ x g X N ¨ x G a . Then we haven k k
5 5 pu s n x ¨ x .  .p
xgX
n
s a y a n A from 3.1 .  .  . k ky1 k
ks1
n
F c a y a R ­ A from 2.3 .  .  . k ky1 k
ks1
s c R y K x , y ¨ x from 3.2 .  .  .  . 
ygY xgX
p pq y< <s c R y u x y y u x y .  .  . .  .
ygY
py1< < < <F cp R y du y K x , y u x from 3.4 .  .  .  .  . 
ygY xgX
1rp
p< <F cp R y du y .  . /
ygY
1rqq
py1< <? R y K x , y u x .  .  .  / /
ygY xgX
w xfrom Holder's inequalityÈ
1rp 1r qs cp D u J . . .p
We estimate further:
q
py1< <J s R y K x , y u x .  .  .  /
ygY xgX
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 .py1 qqy1 < <F 2 R y K x , y u x from 3.3 .  .  .  . 
ygY xgX
pqr p < < w xs 2 R y K x , y u x from 1rp q 1rq s 1 .  .  . 
xgX ygY
p pqr p qr p 5 5s 2 n x u x s 2 u . .  . p
xgX
5 5 p 1r p   ..1r p 5 5 pr q 5 5 p  .It follows that u F 2 cp D u u , so that u F g D up p pp p
 . p  .  .with g s 2 cp . Since g is independent of u, 2.2 holds for all u g L X0
 .which are non-negative. For arbitrary u g L X , we have by the above0
5 5 p  < <.  < <.  .reasoning u F g D u . Since D u F D u holds in general, thep p p p
proof is complete.
 .4. ANOTHER CHARACTERIZATION OF GSI
 .  .Let l, m g L X and V, W g L Y be given functions which satisfy
 .l F m on X and V F W on Y. Then the feasibility problem FP consists
 .  .in finding w g L Y called an arc-flow such that
V y F w y F W y on Y , 4.1 .  .  .  .
l x F K x , y w y F m x on X . 4.2 .  .  .  .  .
ygY
For a subset A of X, put
Aq[ y g Y N xq y g A and xy y f A , 4 .  .
Ay[ y g Y N xy y g A and xq y f A . 4 .  .
q y w xThen ­ A s A j A . We proved in 3 the following result:
 .THEOREM 4.1. The FP has a solution if and only if the following
conditions hold,
l A F W Aq y V Ay , 4.3 .  .  .  .
m A G V Aq y W Ay , 4.4 .  .  .  .
for e¨ery finite subset A of X.
From this we obtain the following characterization:
 .  .THEOREM 4.2. a The GSI holds if and only if there exist a constant
 .c ) 0 and w g L Y such that
< <w y F cR y on Y , 4.5 .  .  .
K x , y w y s n x on X . 4.6 .  .  .  .
ygY
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 .  .b The SI holds if and only if there exist a constant c ) 0 andÄ
 .w g L Y such that
< <w y F c on Y , 4.7 .  .Ä
K x , y w y s 1 on X . 4.8 .  .  .
ygY
 .  .  .  .  .  .  .Proof. a Choose l x [ m x [ n x , W y [ yV y [ cR y .
 .  .Then we see that 2.3 is equivalent with 4.3 , since
l A F W ­ A s W Aq q W Ay s W Aq y V Ay .  .  .  .  .  .
 .for every finite subset A of X. Moreover 4.4 is automatically satisfied,
since
m A G 0 G yW ­ A s yW Aq y W Ay s V Aq y W Ay . .  .  .  .  .  .
 .  .  .Thus 2.3 is equivalent with 4.3 and 4.4 . The result follows then from
Theorem 4.1.
 .  .  .  .  .  .b Choose l x [ m x [ 1 and W y [ yV y [ c. Then 1.2Ä
 .  .becomes equivalent with 4.3 and 4.4 , and Theorem 4.1 gives the desired
result.
w x  .In 4 a function u g L X was said to be quasiharmonic on X iff
Du x [ K x , y du y s y1 on X . .  .  . .
ygY
 .As a sufficient condition for SI , we have
COROLLARY 4.3. If there exists a bounded quasiharmonic function, then
 .SI holds.
 .Proof. Let u be a bounded quasiharmonic function and let w y [
 .  .  .  .ydu y . Then w satisfies 4.7 and 4.8 for some constant c. Thus SIÄ
holds.
 .For an application of SI in connection with the space of Dirichlet
w xpotentials we refer to 2 .
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