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Zusammenfassung. Die Grundgleichungen der Elektrody-
namik werden h¨ auﬁg in integraler Form aufgestellt. Die
Umwandlung in partielle Differenzialgleichungen geschieht
dann durch Anwendung der Integrals¨ atze von Gauss und Sto-
kes. Beide Integrals¨ atze besitzen eine große formale ¨ Ahn-
lichkeit. Formuliert man die Maxwellschen Gleichungen mit
Hilfe von Differenzialformen, wird diese zun¨ achst forma-
le Analogie verst¨ andlich, als Konsequenz eines abstrakteren
Konzeptes. Neben der damit einhergehenden ¨ ubersichtlichen
und eleganten Darstellung der Elektrodynamik erh¨ alt man
einen gut geeigneten Ausgangspunkt f¨ ur numerische Metho-
den.
Differenzialformen besitzen nat¨ urliche Entsprechungen
im Diskreten, die diskreten Differenzialformen. Das hieraus
in niedrigster Ordnung resultierende Diskretisierungsschema
entspricht der Allokation von Freiheitsgraden auf zueinander
dualen Gittersystemen, wie sie von der FIT (= Finite Integra-
tion Technique) bekannt ist.
Gr¨ oßere Freiheiten hat man bei der Diskretisierung der
Materialbeziehungen, die auf diskrete Hodge-Operatoren
f¨ uhrt. Je nach verwendetem Ansatz (orthogonale oder
baryzentrische duale Gitter) erh¨ alt man unterschiedli-
che numerische Verfahren. Kontinuierliche und diskrete
Differenzialformen k¨ onnen deshalb als allgemeiner Aus-
gangspunkt f¨ ur numerische Methoden in der Elektrodynamik
betrachtet werden.
The fundamental laws of electrodynamics are often
stated in integral form. The conversion to partial differential
equations is conveyed by application of the integral theorems
of Gauss and Stokes. Both theorems bear a strong formal
resemblance. If Maxwell’s equations are reformulated in
terms of differential forms this seemingly formal analogy
will become obvious, as a consequence of a more abstract
underlying concept. Besides the accompanying concise and
elegant formulation of electrodynamics a useful starting
point for numerical methods is obtained.
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Differential forms possess natural correspondents in the
discrete setting, the so called discrete differential forms. The
resulting discretization scheme of lowest order corresponds
to the allocation of degerees of freedom on dual grid pairs,
which is well known from the FIT (= Finite Integration Tech-
nique).
There is more freedom when the constitutive equations are
to be discretized, which yields discrete Hodge operators. De-
pending on the employed technique (orthogonal or barycent-
ric dual grids) one ends up with different numerical schemes.
Continuous and discrete differential forms can therefore be
regarded as a general starting point for numerical methods in
electrodynamics.
1 Grundlegende Eigenschaften von Differenzialformen
Differenzialformen (DF) k¨ onnen v¨ ollig unabh¨ angig von ir-
gendwelchen Koordinatensystemen als Felder von Multiko-
vektoren deﬁniert werden. Anschaulicher ist es jedoch, DF
als vollst¨ andige Integranden anzusehen, wie sie unter ei-
nem Integralzeichen erscheinen (Deschamps, 1981; Flan-
ders, 1989). Der Einfachheit halber beschr¨ anken wir uns
hier auf DF im dreidimensionalen Euklidisch-afﬁnen Raum
und kartesische Koordinaten x = (x,y,z). Dann haben wir
von den drei linear unabh¨ angigen Differenzialen ersten Gra-
des dx, dy, dz auszugehen. Eine DF ersten Grades oder
Pfaff’sche Form, kurz 1-Form, entsteht daraus durch Line-
arkombination mit Koefﬁzientenfunktionen,
ω1 = f(x)dx + g(x)dy + h(x)dz.
Von besonderer Bedeutung ist der Fall, dass die Koefﬁzien-
tenfunktionen gerade mit den Koordinaten (ax,ay,az) eines
Vektorfeldesidentiﬁziertwerden.Mansprichtdannvoneiner
dem Vektorfeld a zugeordneten 1-Form und schreibt daf¨ ur
1a = axdx + aydy + azdz.
Differenziale werden mit Hilfe des ¨ außeren Produktes ∧
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distributiv wie das gew¨ ohnliche Produkt, und alternierend
wie das Kreuzprodukt, das heißt die Reihenfolge der Fak-
toren ist erheblich,
dx ∧ dy = −dy ∧ dx, dx ∧ dx = 0.
Von den neun m¨ oglichen Produkten der drei Differenziale
ersten Grades sind nur drei linear unabh¨ angig, die drei Dif-
ferenziale zweiten Grades dy ∧ dz, dz ∧ dx, dx ∧ dy. Durch
LinearkombinationmitKoefﬁzientenfunktionenkannman2-
Formen bilden,
ω2 = f(x)dy ∧ dz + g(x)dz ∧ dx + h(x)dx ∧ dy.
Mit 2b = bxdy∧dz+bydz∧dx+bzdx∧dy ist die dem Vek-
torfeld b = (bx,by,bz) zugeordnete 2-Form gemeint, man
beachte die zyklische Abfolge der Koordinaten.
Schließlich gibt es ein linear unabh¨ angiges Differenzial
dritten Grades, dx ∧dy ∧dz, mit den zugeh¨ origen 3-Formen
ω3 = g(x)dx ∧ dy ∧ dz = 3g
Hier wurde ein skalares Feld g als Koefﬁzientenfeld verwen-
det, was auf die 3-Form 3g f¨ uhrt. Der Vollst¨ andigkeit halber
sei noch gesagt, dass skalare Felder f¨ ur sich genommen als
0-Formen aufgefasst werden k¨ onnen.
Geht man zu anderen Koordinaten ¨ uber, indem man zum
Beispiel x = x(u,v), y = y(u,v) setzt, ergibt sich das kor-
rekte Transformationsverhalten der Differenziale ganz auto-
matisch aus der alternierenden Eigenschaft des ¨ außeren Pro-
duktes, denn es ist
dx ∧ dy =
∂x
∂u
du +
∂x
∂v
dv

∧
∂y
∂u
du +
∂y
∂v
dv

=
∂x
∂u
∂y
∂v
−
∂x
∂v
∂y
∂u

du ∧ dv
=
∂(x,y)
∂(u,v)
du ∧ dv (1)
mit der Funktionaldeterminante
∂(x,y)
∂(u,v). Analog erh¨ alt man
dx ∧ dy ∧ dz =
∂(x,y,z)
∂(u,v,w)du ∧ dv ∧ dw.
Unter gewissen recht allgemeinen Voraussetzungen, die
die Existenz der Integrale sicherstellen, kann eine p-Form
ω ¨ uber ein p-dimensionales Gebiet  (p = 1: Linie, p = 2:
Fl¨ ache, p = 3: r¨ aumliches Gebiet) integriert werden. Dazu
geht man von einer Parameterdarstellung des Integrationsge-
bietes aus und rechnet in einem ersten Schritt die DF in den
Parameterraum um, so wie in Gl. 1. Das Parameterdifferen-
zial wird mit dem Linien-, Fl¨ achen- oder Volumenelement
identiﬁziert, so dass man ein gew¨ ohnliches (mehrfaches) In-
tegral bekommt. Integriert man eine 1-Form entlang einer Li-
nie (Paramter t), erh¨ alt man
Z
C
1a =
Z
C
axdx + aydy + azdz
=
Z t2
t1

ax
∂x
∂t
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∂y
∂t
+ az
∂z
∂t

dt =
Z
C
a · dC, (2)
mit dem Linienelement dC = ∂x
∂t dt =
 ∂x
∂t ,
∂y
∂t , ∂z
∂t

dt. Das
ist gerade das aus der Vektoranalysis bekannte Arbeitsinte-
gral. Die Integration einer 2-Form ¨ uber eine Fl¨ ache (Parame-
ter u, v) f¨ uhrt auf
Z
F
2b =
Z
F
bxdy ∧ dz + bydz ∧ dx + bzdx ∧ dy
=
Z u2
u1
Z v2
v1

bx
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+ bz
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=+dudv
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Z
F
b · dF (3)
mit dem vektoriellen Fl¨ achenelement dF =
 ∂x
∂u × ∂x
∂v

du ∧
dv =
 ∂(y,z)
∂(u,v) , ∂(z,x)
∂(u,v) ,
∂(x,y)
∂(u,v)

dudv. Gleichung 3 gibt den
Fluss des Vektorfeldes b durch die Fl¨ ache F. Durch die Rei-
henfolge der Parameter wird eine Orientierung des Integra-
tionsgebietes festgelegt, was sich in Gl. 3 durch die Festle-
gung du ∧ dv = +dudv niederschl¨ agt. Eine Vertauschung
der Parameter u und v h¨ atte einen Vorzeichenwechsel des
Integrals zur Folge. F¨ ur das Integral I einer p-Form ω ¨ uber
ein p-dimensionales Gebiet  schreiben wir im folgenden
kurz I = ω|.
DF k¨ onnen nicht nur integriert, sondern auch differenziert
werden. Die Differenziation von DF verallgemeinert die Bil-
dung des Differenzials df einer skalaren Funktion f. All-
gemein wird durch den linearen Differenzialoperator d einer
p-Form ω eine (p+1)-Form dω zugeordnet, die ¨ außere oder
Cartansche Ableitung genannt wird. Man kann das durch fol-
genden formalen Ausdruck beschreiben
d = dx ∧
∂
∂x
+ dy ∧
∂
∂y
+ dz ∧
∂
∂z
, (4)
das heißt das Argument wird partiell nach einer Koordinate
differenziert, wobei Differenziale wie Konstanten zu behan-
deln sind. Anschließend wird von links das entsprechende
Koordinatendifferenzial anmultipliziert. Der gr¨ oßte Nutzen
des Differenzialoperators d liegt darin, dass mit ihm die Ope-
ratoren grad, rot und div der Vektoranalysis zusammenge-
fasst und verallgemeinert werden k¨ onnen. Man rechnet leicht
nach, dass
d0f =1 (gradf),
d1a =2 (rota),
d2b =3 (divb),
d3g = 0 gilt. (5)
Die vielleicht wichtigste Eigenschaft des Differenzial-
operators ist d(dω) = 0, das sog. Lemma von Poincar´ e
(Flanders, 1989; Schleifer, 1983). Das ist nichts anderes als
die Gleichheit der gemischten partiellen Ableitungen der
Koefﬁzientenfunktionen. Setzt man ω = 0f ﬁndet man
2(rot gradf) = 0, und aus ω = 1a folgt 3(div rota) = 0.
Die Wirbelfreiheit von Gradientenfeldern und die Quellen-
freiheit von Wirbelfeldern sind demnach Konsequenzen des
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Tabelle 1. Integrals¨ atze der Vektoranalysis als Spezialf¨ alle des allgemeinen Integralsatzes von Stokes
Integralsatz dω  ω 0 = ∂
Hauptsatz 1-Form 1(gradf) Kurve C 0-Form 0f Endpunkte ∂C
R
C

gradf

· dC = f(x2) − f(x1)
Satz von Stokes 2-Form 2(rota) Fl¨ ache F 1-Form 1a Randkurve ∂F
R
F

rota

dF =
H
∂F a · dC
Satz von Gauss 3-Form 3(divb) Gebiet V 2-Form 2b Oberﬂ¨ ache ∂V
R
V divbdV =
H
∂V b · dF
Tabelle 2. Zuordnung von DF zu den Feldern und Potentialen der Elektrodynamik
DF Bezeichung, physikalische Einheit DF Bezeichung, physikalische Einheit
ϕ = 0ϕ 0-Form Skalares elektrisches Potential in V E = 1E 1-Form Elektrische Feldst¨ arke in V
A = 1A 1-Form Magnetisches Vektorpotential in Vs B = 2B 2-Form Magnetische Induktion in Vs
j = 2j 2-Form Elektrische Stromdichte in A H = 1H 1-Form Magnetische Feldst¨ arke in A
ρ = 3ρ 3-Form Elektrische Raumladung in As D = 2D 2-Form Dielektrische Verschiebung in As
Der Zusammenhang zwischen der Differenziation und der
Integration wird durch den allgemeinen Integralsatz von Sto-
kes hergestellt. Er kann mit Hilfe von DF besonders ele-
gant ausgedr¨ uckt werden. Es sei  ein (p+1)-dimensionales
orientiertes Gebiet mit dazu konsistent orientiertem Rand
0 = ∂, und ω eine in einer Umgebung von  ∪ 0 stetig
differenzierbare DF. Dann gilt dω| = ω|∂. Alle bekann-
ten Integrals¨ atze der Vektoranalysis, die Integrale ¨ uber ein
Gebiet und Integrale ¨ uber dessen Rand miteinander in Be-
ziehung setzen, sind darin als Spezialf¨ alle enthalten, siehe
Tabelle 1.
2 Formulierung der Maxwellschen Gleichungen mit
Differenzialformen
DF erlauben eine besonders ¨ ubersichtliche und elegante
Darstellung der Elektrodynamik (Burke, 1985; Deschamps,
1981; Schleifer, 1983; Warnick et al., 1997; Wyler, 1967).
Man geht am besten von den Maxwellschen Gleichungen in
integraler Form aus. Der Grad der DF ergibt sich aus der Di-
mension des jeweiligen Integrationsgebietes.
Auf diese Weise entstehen die in Tabelle 2 getroffenen Zu-
ordnungen. Mit Hilfe dieser Zuordnungen und der Beziehun-
gen aus Abschnitt 1 rechnet man leicht nach, dass die nach-
stehende Formulierung der Maxwellschen Gleichungen mit
DF korrekt ist,
rotE = −∂B
∂t ⇔ dE = −
∂B
∂t ⇔

D1
{E} = −
∂{B}
∂t ,
divB = 0 ⇔ dB = 0 ⇔

D2
{B} = 0,
)
(6)
rotH = j + ∂D
∂t ⇔ dH = j +
∂D
∂t ⇔
h
˜ D1
i
{ ˜ H} = {˜ j} +
∂{ ˜ D}
∂t ,
divD = ρ ⇔ dD = ρ ⇔
h
˜ D2
i
{ ˜ D} = {˜ ρ}.
)
(7)
Hierbei wurden die ¨ ublichen Bezeichnungen f¨ ur die Felder
verwendet. Der Gleichungssatz in der rechten Spalte be-
schreibt eine diskrete Darstellung der Maxwellschen Glei-
chungen, die im n¨ achsten Abschnitt besprochen wird.
3 Diskrete Differenzialformen
DF besitzen nat¨ urliche Entsprechungen im Diskreten, die
diskreten DF. Um zu diskreten DF zu gelangen, muss das
Rechengebiet in einzelne Elemente unterteilt werden, zum
Beispiel in Tetraeder. In dem hierdurch erzeugten Gitter Th
kann man geometrische Objekte unterschiedlicher Dimensi-
on identiﬁzieren, siehe Abb. 1 links. Die orientierten Knoten,
Kanten, Fl¨ achen und Zellen werden unter dem Oberbegriff
der Facetten zusammengefasst. Die Menge aller orientierten
p-Facetten Sp =

si,i = 1,...,Sp
	
enth¨ alt Sp Elemente.
Die nachfolgenden Betrachtungen sind dabei keineswegs
auf Tetraederelemente beschr¨ ankt. Es kommen genauso gut
andere Elementtypen in Frage, solange ein regul¨ ares FE-
Netz (FE = Finite Elemente) erhalten bleibt. Auf jeden Fall
wird vorausgesetzt, dass sich der Rand einer (p+1)-Facette
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Abbildung 1. Links: Beispiele f¨ ur orientierte Knoten n, Kanten e, Fl¨ achen f und Zellen t. Rechts: Relative Orientierungen von Knoten und
Kanten, Kanten und Fl¨ achen, sowie Fl¨ achen und Zellen.
∂si =
XSp
j=1 D
j
i bj,D
j
i =
(
0 Facette bj nicht im Rand ∂si enthalten,
±1 Facette bj im Rand ∂si enthalten, mit relativer Orientierung ± 1 (8)
darstellen l¨ asst. Mit relativer Orientierung +1 ist gemeint,
dass die Facette bj konsistent orientiert ist bez¨ uglich der Ori-
entierung der Facette si. Beispiele f¨ ur unterschiedliche rela-
tive Orientierungen sind in Abb. 1 rechts dargestellt.
Grundgedanke bei der Diskretisierung von DF ist nun,
dass nicht mehr alle denkbaren Integrationsgebiete zugelas-
sen werden, sondern nur noch jene, die sich aus p-Facetten
si ∈ Sp des Gitters zusammensetzen lassen, sog. p-Ketten1
 =
Sp X
i=1
isi, i =
( 0 Facette si nicht in der Kette  enthalten,
1 Facette si in der Kette  enthalten, in Richtung der Orientierung,
−1 Facette si in der Kette  enthalten entgegen der Orientierung.
(9)
Die Koefﬁzienten i kann man zu einem Koefﬁzientenvek-
tor {} =
 
1,2,...,SpT zusammenfassen. Integriert
man eine p-Form ω ¨ uber eine p-Kette , ﬁndet man
ω| =
XSp
i=1 (ω|si)i =
XSp
i=1 ωii
mit ωi = ω|si. (10)
Um den Wert des Integrals zu berechnen, braucht man die
kontinuierliche DF nicht vollst¨ andig zu kennen. Es gen¨ ugt,
wenn die Sp Koefﬁzienten ωi bekannt sind, die ebenfalls
zu einem Koefﬁzientenvektor {ω} =
 
ω1,ω2,...,ωSp
T zu-
sammengefasst werden. DF vermitteln lineare Abbildungen
vom Typ Integrationsgebiet → reelle Zahl. Eine kontinuier-
liche DF ordnet jedem Integrationsgebiet eine reelle Zahl zu,
w¨ ahrend eine diskrete DF nur den auf dem Gitter darstellba-
ren Integrationsgebieten eine reelle Zahl zuordnet. Die dis-
krete DF wird durch den Koefﬁzientenvektor {ω} und das In-
tegrationsgebietdurchdenKoefﬁzientenvektor{}repr¨ asen-
tiert. An die Stelle des Integrals ω| tritt nun die Berech-
nungsvorschrift
{ω}|{} :=
XSp
i=1 ωii. (11)
Die Diskretisierung der kontinuierlichen DF hat dadurch zu
geschehen, dass die Integrale ωi = ω|si berechnet werden.
Das bedeutet f¨ ur eine 0-Form die Bestimmung der Werte an
den Knoten, f¨ ur eine 1-Form des Arbeitsintegrals entlang der
Kanten, f¨ ur eine 2-Form der Fl¨ usse durch die Fl¨ achen und f¨ ur
eine 3-Form der Inhalte in den Zellen. Insoweit stimmt dieses
Diskretisierungsverfahren mit der Allokation von Freiheits-
graden bei der FIT (=Finite Integration Technique) ¨ uberein
(Weiland, 1996).
Schreibt man Gl. 9 f¨ ur eine (p+1)-Kette an und wendet
darauf den Randoperator ∂ an, bekommt man mit Gl. 8
∂ =
Sp+1 X
i=1
i∂si =
Sp+1 X
i=1
Sp X
j=1
iD
j
i bj
=
Sp X
j=1
(∂)jbj mit (∂)j =
Sp+1 X
i=1
D
j
i i . (12)
Der Randoperator ∂ besitzt die diskrete Repr¨ asentation
{∂} = [Dp]T{} mit
[Dp] =




D1
1 ··· D
Sp
1
. . .
. . .
D1
Sp+1 ··· D
Sp
Sp+1



 ∈ RSp+1×Sp. (13)
Die Matrix [Dp], die lediglich von der Topologie des Git-
ters abh¨ angt, wird auch als Inzidenzmatrix zwischen p- und
(p+1)-Facetten bezeichnet. Sie spielt die Rolle einer diskre-
ten ¨ außeren Ableitung, wie man durch Diskretisierung des
allgemeinen Integralsatzes von Stokes, dω| = ω|∂, nach-
weisen kann,
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Abbildung 2. Darstellung der diskreti-
sierten Maxwellschen Gleichungen, der
Deﬁnitionsgleichungen der Potentiale,
der Kontinuit¨ atsgleichung und der Ma-
terialbeziehungen als Tonti-Diagramm.
Die im Kreis stehende Gr¨ oße ergibt
sich als Summe der auf den Kreis zu-
laufenden durchgezogenen Pfeile. Die
durch die Materialbeziehungen gegebe-
nen Relationen sind mit gestrichelten
Pfeilen dargestellt (Tonti).
Abbildung 3. Primale Gitter (schwarz) mit zugeh¨ origen dualen Gittern (grau). Die primale Kante e korrespondiert mit der dualen Fl¨ ache
˜ f, die primale Fl¨ ache f korrespondiert mit der dualen Kante ˜ e. Dabei erg¨ anzen sich die Orientierungen der Kante und der Fl¨ ache zur
Raumorientierung. Links: Orthogonales duales Gitter, ausgehend von einem primalen Hexaedergitter. Rechts: Baryzentrisches duales Gitter,
ausgehend von einem primalen Tetraedergitter (Bossavit, 1999b).
{dω}|{} = {ω}|{∂} = {ω}|[Dp]T{} = [Dp]{ω}|{},
{dω} = [Dp]{ω}. (14)
Anwendung des Differenzialoperators d auf eine kontinu-
ierliche p-Form entspricht also Multiplikation des Koefﬁzi-
entenvektors der zugeh¨ origen diskreten DF mit der Matrix
[Dp]. Mit dieser Korrespondenz kann man eine diskrete Fas-
sung der Maxwellschen Gleichungen anschreiben, was in der
rechten Spalte der Gln. 6 und 7 geschehen ist. Dabei sind die
Koefﬁzientenvektoren noch von der Zeit abh¨ angig. Es han-
delt sich also um ein System gew¨ ohnlicher Differenzialglei-
chungen erster Ordnung in der Zeit.
Die Gln. 6 und 7 sind nur ¨ uber die Materialbeziehungen
miteinander gekoppelt. Das bedeutet, dass sie auf voneinan-
der unabh¨ angigen Gittern diskretisiert werden k¨ onnen. Wir
bezeichnen diese beiden Gitter mit Th (prim¨ ares Gitter) und
˜ Th (sekund¨ ares Gitter). Alle dem sekund¨ aren Gitter ˜ Th zuge-
ordneten Gr¨ oßen werden mit einer Tilde gekennzeichnet, so
wie in Gl. 7. Die Freiheit bei der Wahl von Th und ˜ Th kann
dazu verwendet werden, um zu einer geschickten Diskreti-
sierung der Materialbeziehungen zu gelangen.
4 Diskretisierung der Materialbeziehungen
Es ist klar, dass die Materialbeziehungen bei der Verwen-
dung von DF selbst im einfachsten Fall nicht durch skalare
Faktoren beschrieben werden k¨ onnen, da DF unterschiedli-
chen Grades miteinander verkn¨ upft werden m¨ ussen. In der
klassischen Theorie der DF wird der Hodge-Operator ∗ ein-
gef¨ uhrt, der p-Formen auf (n-p)-Formen abbildet, n ist die
Dimension des Raumes. Man kann ihn im dreidimensiona-
len Euklidisch-afﬁnen Raum auf folgende Weise deﬁnieren,
∗α

1 → α3dx ∧ dy ∧ dz → 1,
dx → αdy ∧ dz → dx,
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mit einem Materialparameter α > 0. Die ¨ ubrigen F¨ alle ent-
stehen durch zyklische Vertauschung der Raumkoordinaten.
Offenbar ist ∗α
 
∗α ω

= ω und aus Gl. 15 folgt ∗0
αf =
α3(3f), ∗1
αa = α(2a), ∗2
αb = α−1(1b) und ∗3
αg = α−3(0g).
Mit Hilfe dieses Operators kann man die Materialbeziehun-
gen folgendermaßen aufschreiben,
D = εE ⇔ D = ∗εE ⇔ { ˜ D} =
h
∗1
ε
i
{E}, (16)
H =
1
µ
B ⇔ H = ∗µB ⇔ { ˜ H} =
h
∗2
µ
i
{B}, (17)
j = κE ⇔ j = ∗κE ⇔ {˜ j} =
h
∗1
κ
i
{E}, (18)
hierin bedeuten ε die Dielektrizit¨ atszahl (DZ), µ die Permea-
bilit¨ at und κ die el. Leitf¨ ahigkeit. In der rechten Spalte wur-
de eine diskrete Fassung der Materialbeziehungen angege-
ben. Die Frage nach einer Diskretisierung der Materialbezie-
hungen ist gleichwertig mit der Frage nach diskreten Hodge-
Operatoren. Diskrete Hodge-Operatoren werden durch Ma-
trizen repr¨ asentiert, der hochgestellte Index kennzeichnet je-
weils den Grad der diskreten DF, auf die der Operator wirkt.
Die diskreten Grundgleichungen der Elektrodynamik las-
sen sich ¨ ubersichtlich in Form eines formalen Ablaufdia-
gramms, des sog. Tonti-Diagramms darstellen, siehe Abb. 2.
Diagonale Pfeile stehen f¨ ur r¨ aumliche, horizontale Pfeile f¨ ur
zeitliche Ableitungen. Die in einem Kreis stehende Gr¨ oße
ergibt sich als Summe der auf den Kreis zulaufenden durch-
gezogenen Pfeile. Die Bildung der ¨ außeren Ableitung beh¨ alt
die physikalische Dimension einer DF bei. Deshalb besitzen
im Diagramm alle Gr¨ oßen, die auf einer Diagonale stehen,
dieselbe Dimension. Die gestrichelten Pfeile repr¨ asentieren
Materialbeziehungen.
Wie man in Abb. 2 gut erkennen kann, ist der Zusammen-
hang zwischen den diskreten DF auf dem prim¨ aren und dem
sekund¨ aren Gitter durch diskrete Hodge-Operatoren gege-
ben, deren Konstruktion nun genauer betrachtet werden soll.
Wir beschr¨ anken uns hier auf solche diskrete Hodge-
Operatoren, die durch quadratische Matrizen dargestellt wer-
den k¨ onnen. Dazu ist es erforderlich, dass die Anzahl der
p-Facetten von Th mit der Anzahl der (n-p)-Facetten von ˜ Th
¨ ubereinstimmt,Sp = ˜ Sn−p.Daskannerreichtwerden,indem
man duale Gitter verwendet. Man bezeichnet in diesem Fall
Th als primales und ˜ Th als duales Gitter. Zu jeder primalen
p-Facette si existiert eine eindeutig bestimmte duale (n-p)-
Facette ˜ si, die mit der primalen Facette genau einen Punkt
gemeinsam hat. Die Nummerierung wird so gew¨ ahlt, dass
korrespondierende primale und duale Facetten denselben In-
dex besitzen. Zwei Familien dualer Gitter sind von besonde-
rem Interesse und in Abb. 3 dargestellt, n¨ amlich orthogonale
und baryzentrische duale Gitter.
Um numerisch stabile und physikalisch sinnvolle Diskre-
tisierungen zu erhalten, m¨ ussen die Matrizen der diskreten
Hodge-Operatoren symmetrisch und positiv deﬁnit voraus-
gesetzt werden. Weiterhin ist Konsistenz eine notwendige
Bedingung f¨ ur Konvergenz bei der Verfeinerung der Gitter.
Mit Konsistenz ist gemeint, dass die diskrete Fassung der
Materialgesetze mit der kontinuierlichen Form vertr¨ aglich
sein muss. Betrachten wir ein Paar zusammengeh¨ origer Fel-
der
 
D,E

, f¨ ur die D = ∗εE gilt. Das diskretisierte Paar  
{ ˜ D},{E}

soll dann ¨ uber den diskreten Hodge-Operator zu-
sammenh¨ angen, ˜ D = [∗1
ε]{E}. Es ist klar, dass diese Forde-
rung nicht f¨ ur ganz beliebige Felder zu erf¨ ullen ist. Minde-
stens f¨ ur homogene Felder soll die Forderung nach Konsi-
stenz aber exakt erf¨ ullt sein. Betrachten wir dazu ein homo-
genes Feld D und ein Material mit konstanter DZ ε, so dass
E ebenfalls homogen ist. Der Fluss von D durch die duale
Fl¨ ache ˜ fi l¨ asst sich in der Form { ˜ D}i = D| ˜ fi = D · ˜ f i dar-
stellen. F¨ ur ebene Fl¨ achen ist ˜ f i der Fl¨ achennormalenvek-
tor, sein Betrag ist gleich dem Fl¨ acheninhalt || ˜ fi||. F¨ ur das
Arbeitsintegral von E entlang der primalen Kante ej ﬁndet
man analog {E}j = E|ej = E · ej. F¨ ur geradlinige Kan-
ten ist ej ein Vektor in Richtung der Kante, dessen Betrag
mit der L¨ ange ||ej|| der Kante ¨ ubereinstimmt. Die Forderung
nach Konsistenz f¨ ur beliebige homogene Felder D f¨ uhrt auf
D · ˜ f i =
PE
j=1[∗1
ε]ijD · ej/ε (E = Zahl der primalen Kan-
ten), das heißt auf das geometrische Konsistenzkriterium
˜ f i =
E X
j=1
h
∗1
ε
iij 1
ε
ej. (19)
Die hierbei getroffene Annahme homogener Felder l¨ asst sich
anschaulich dadurch rechtfertigen, dass auf einer geeignet
gew¨ ahlten r¨ aumlichen Skala jedes glatte Feld in guter N¨ ahe-
rung lokal durch ein Homogenfeld beschrieben werden kann.
Eine problemangepasste Diskretisierung muss so beschaffen
sein, dass sie diese Skala widerspiegelt, um lokal richtige
Aussagen liefern zu k¨ onnen. Der Materialparameter ε wird
im allgemeinen Fall jedoch nicht r¨ aumlich konstant sein.
Man geht dann von einer auf die primalen Zellen bezogenen,
st¨ uckweise konstanten Materialverteilung und einem st¨ uck-
weise homogenen el. Feld aus. In Gl. 19 ist dann ein effekti-
ver Materialparameter ¯ ε einzusetzen, der sich auf geeignete
Weise aus den Werten der betroffenen primalen Zellen be-
rechnet (Bossavit, 1999b).
Im folgenden beschr¨ anken wir uns auf solche Gitter, deren
Zellen Polyeder sind.
4.1 Orthogonale duale Gitter
Orthogonale duale Gitter sind dadurch gekennzeichnet, dass
sich korrespondierende Kanten und Fl¨ achen rechtwinklig
schneiden, wie in Abb. 3 links. In diesem Fall l¨ asst sich
eine besonders einfache Konstruktion der diskreten Hodge-
Operatoren angeben. Aufgrund der Orthogonalit¨ at sind die
Vektoren ˜ f i und ei parallel, und es ist ˜ f i = (|| ˜ fi||/||ei||)ei.
Man erkennt, dass unter dieser Voraussetzung das Kriteri-
um 19 durch die Wahl von [∗1
ε]ij =
 
ε|| ˜ fi||/||ei||

δij erf¨ ullt
werden kann. ¨ Ahnliche ¨ Uberlegungen f¨ ur diskrete p-Formen
f¨ uhrenaufdendiagonalen,positivdeﬁnitendiskretenHodge-
Operator

∗p
α
ij = α3−2p ||˜ si||
||sj||
δij, ˜ si ∈ ˜ S3−p,
sj ∈ Sp, i,j = 1,...,Sp. (20)S. Kurz: Kontinuierliche und diskrete Differenzialformen als Ausgangspunkt 79
Die Koefﬁzienten des diskreten Hodge-Operators 20 ent-
halten somit Informationen ¨ uber die Metrik des Gitters
(L¨ angen-, Fl¨ achen-, Rauminhalte) sowie ¨ uber den Material-
parameter. Der durch Gl. 20 beschriebene diskrete Hodge-
Operator stimmt f¨ ur p=1,2 genau mit den Materialmatrizen
der FIT ¨ uberein (Clemens und Weiland, 2001). Anders ge-
sagt: Die FIT kann als eine Diskretisierung der Maxwell-
schen Gleichungen mit diskreten DF auf orthogonalen dua-
len Gittern mit diskreten Hodge-Operatoren nach Eq. (20)
aufgefasst werden.
Im Falle eines uniformen primalen Hexaedergitters l¨ asst
sich das orthogonale duale Gitter sehr leicht durch Verschie-
bung konstruieren, vgl. Abb. 3 links. Im allgemeinen ist es
aber nicht einfach und zuweilen gar nicht m¨ oglich, zu einem
beliebigen primalen Gitter ein orthogonales duales Gitter zu
ﬁnden. Aus diesem Grunde ist es w¨ unschenswert, eine Kon-
struktionsverfahren f¨ ur diskrete Hodge-Operatoren zur Hand
zu haben, welches nicht auf der Orthogonalit¨ at der Gitter be-
ruht. Falls die Gitter nicht orthogonal sind, l¨ asst sich das Kri-
terium 19 jedoch im allgemeinen nicht mit diagonalen dis-
kreten Hodge-Operatoren erf¨ ullen.
4.2 Baryzentrisches duales Gitter
Geht man zum Beispiel von einem primalen Tetraedergit-
ter aus, so wie in Abb. 3 rechts, kann man ein baryzen-
trisches duales Gitter verwenden. Das baryzentrische duale
Gitter ist ein Sonderfall einer allgemeineren Konstruktion,
die f¨ ur sternf¨ ormige Zellen anwendbar ist (Bossavit, 1999a).
Die dualen Knoten sind die Schwerpunkte (Baryzenter) der
primalen Zellen. Duale Kanten entstehen, indem duale Kno-
ten mit den Schwerpunkten der primalen Fl¨ achen verbunden
werden. Aus dualen Kanten lassen sich duale Fl¨ achen und
daraus duale Zellen bilden.
Tetraeder besitzen den Vorteil, dass f¨ ur sie eine systema-
tische Interpolationsvorschrift f¨ ur diskrete DF existiert. Da-
bei handelt es sich um lokale Basis-p-Formen β
j
p(x), die
sog. Whitney-Formen (Bossavit, 2000a; Whitney, 1957).
Sie besitzen die Interpolationseigenschaft β
j
p(x)|si = δ
j
i mit
si ∈ Sp(i,j = 1,...,Sp), und verallgemeinern deshalb
die bekannten Lagrangeschen Ansatzfunktionen f¨ ur knoten-
basierte ﬁnite Elemente (p = 0). Mit Hilfe der Whitney-
Formen l¨ asst sich eine kontinuierliche interpolierende DF
ωh(x) aus der diskreten DF {ω} gewinnen,
ωh(x) =
XSp
j=1 ωjβ
j
p(x) = {ω}T{βp(x)}
mit {βp(x)} =
 
β1
p(x),β2
p(x),...,β
Sp
p (x)
T. (21)
Whitney-Formen besitzen die fundamentale Eigenschaft
d{βp(x)} = [Dp]T{βp+1(x)}, mithin
dωh(x) =

[Dp]{ω}
T
{βp+1(x)}, (22)
das heißt kontinuierliche und diskrete ¨ außere Ableitung
d¨ urfen vertauscht werden. Das hat eine ¨ außerst interes-
sante und merkw¨ urdige Konsequenz: Interpoliert man ei-
ne L¨ osung der diskreten Maxwellschen Gleichungen mit
Whitney-Formen, erh¨ alt man eine exakte L¨ osung der kon-
tinuierlichen Maxwellschen Gleichungen. Die Betrachtungs-
weise mit DF zeigt, dass der gesamte Diskretisierungsfehler
bei der Diskretisierung der Materialbeziehungen entsteht. Es
gen¨ ugt, Konvergenz- und Fehlerbetrachtungen auf die dis-
kreten Hodge-Operatoren zu beziehen (Hiptmair, 2001).
Bossavit (2000b) hat gezeigt, dass sich unter den gege-
benen Voraussetzungen (primales Tetraedergitter, baryzen-
trisches duales Gitter, bez¨ uglich der primalen Zellen st¨ uck-
weise konstante Materialeigenschaften) ein diskreter Hodge-
Operator, der das Kriterium 19 erf¨ ullt, aus den Whitney-
Formen folgendermaßen berechnen l¨ asst,
[∗p
α]ij =
 
α3−2pβi
p(x) · β
j
p(x)dU

|U,i,j = 1,...,Sp.(23)
Dabei ist U das diskretisierte Gebiet und dU das Volumen-
element der Euklidischen Metrik, eine 3-Form. Das Skalar-
produktzweierp-Formenstimmtmitjenemderentsprechen-
den Felder ¨ uberein. Gleichung 23 deﬁniert einen symmetri-
schen, positiv deﬁniten Hodge-Operator, den sog. “Galerkin-
Hodge“.ZurVerdeutlichungsollGl.23f¨ urdenobenbetrach-
teten Fall α = ε, p = 1 angeschrieben werden,
[∗1
ε]ij =
 
εβi
1(x) · β
j
1(x)dU

|U =
Z
U
εbi
1(x) · b
j
1(x)dU, (24)
mit βi
1 = 1(bi
1) Die den Whitney-1-Formen zugeordneten
Basis-Vektorfelder bi
1(x) sind nichts anderes als die Ansatz-
funktionen f¨ ur kantenbasierte ﬁnite Elemente. Die Matrix 24
wird in der Theorie der ﬁniten Elemente als Massenmatrix
bezeichnet.
Um den Zusammenhang zur FE-Methode noch deutlicher
zu machen, betrachten wir als einfachstes Beispiel die Elek-
trostatik. Die zu l¨ osende Gleichung lautet mit Operatoren der
Vektoranalysis, mit kontinuierlichen und mit diskreten DF
ausgedr¨ uckt
divεgradϕ = −ρ ⇔ d ∗ε dϕ
= −ρ ⇔ [ ˜ D2][∗1
ε][D0]{ϕ} = −{˜ ρ}. (25)
Aufgrund der Dualit¨ at der Gitter Th und ˜ Th lassen sich
die dualen durch primale Inzidenzmatrizen ausdr¨ ucken. In
Abb. 3 links kann man beispielsweise erkennen, dass e und
f konsistent orientiert sind, Inzidenz +1. Das hat f¨ ur das
duale Gitter zur Folge, dass auch ˜ e und ˜ f konsistent ori-
entiert sind. ¨ Ahnliche ¨ Uberlegungen kann man f¨ ur die an-
deren p-Facetten anstellen. Man ﬁndet allgemein [ ˜ D2−p] =
(−1)p+1[Dp] (p=0,...,3), im vorliegend Fall also [ ˜ D2] =
−[D0]. Wir setzen deshalb [K] = [D0][∗1
ε][D0] und ha-
ben [K]{ϕ} = {˜ ρ} zu l¨ osen. Wegen der fundamentalen Ei-
genschaft 22 der Whitney-Formen kann man die diskreten
Ableitungen in der Deﬁnition von [K] durch kontinuierliche
Ableitungen ausdr¨ ucken. Ausgehend von Gl. 24 ﬁndet man
f¨ ur die Elemente der Matrix
[K]ij =
 
εdβi
0(x) · dβ
j
0(x)dU

|U
=
Z
U
εgradbi
0(x) · gradb
j
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Dabeisinddiebi
0(x)geradedieN Ansatzfunktionenf¨ urkno-
tenbasierte ﬁnite Elemente, [K] ist die zugeh¨ orige Steiﬁg-
keitsmatrix. Schließlich kann man zeigen, dass f¨ ur die Koef-
ﬁzienten der rechten Seite gilt
{˜ ρ}i =
Z
U
bi
0(x)ρh(x)dU, i = 1,...,N. (27)
Mit ρh(x) =
PN
i=1 ρ(xi)bi
0(x) ist eine knotenbasierte In-
terpolante der gegebenen Raumladungsdichte ρ(x) gemeint.
Abgesehen von der speziellen Diskretisierung der rechten
Seite ergeben sich genau dieselben Gleichungen wie bei An-
wendung der Standard-Galerkin-FE-Methode. Insbesonde-
re sind in den Gln. 26 und 27 keinerlei Bez¨ uge zum dua-
len Gitter mehr enthalten. Die Diskretisierung der Maxwell-
schen Gleichungen mit diskreten DF unter Verwendung des
“Galerkin-Hodge“-Operators 23 f¨ uhrt nach Elimination der
dualen Gr¨ oßen auf nichts anderes als die Standard-Galerkin-
FE-Methode. Umgekehrt kann die FIT als ein Galerkin-
Verfahren mit perturbierten Massenmatrizen aufgefasst wer-
den, was f¨ ur theoretische Zwecke ¨ außerst n¨ utzlich ist, wie
Hiptmair (2001) gezeigt hat.
Der Vollst¨ andigkeit halber sei noch erw¨ ahnt, dass
Whitney-Formen nicht nur f¨ ur Tetraeder, sondern auch f¨ ur
eine Reihe anderer Zellgeometrien konstruierbar sind (Gra-
dinaru und Hiptmair, 1999).
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