In the paper we dascuss the dificulties associated with extending existing services to operate on mobile networks. As case studies, the paper discusses two particular protocols: a total order protocol and a faulttolerant remote invocation scheme. The paper shows that the experience gained with large-scale systems can be successfully applied in this framework.
Introduction
Mobile networks and hosts have assumed an increasing importance in recent years and will pervade future distributed computing systems. Unfortunately, with current technologies, mobile communication is still characterized by a number of shortcomings. Wireless cellular technology offers limited bandwidth in a crowded telecommunications space characterized by slow and unreliable links between mobile hosts and "stationary" computers. Also, current methods of packet routing t o mobile hosts are still vulnerable to these factors, leading to frequent short-term partitions and high variances in packet latency. In order to meet user requirements for reliable operation over mobile networks, protocols that mitigate these limitations need to be found.
The Navigators team at INESC has been developing, during the last years, a group communication infrastructure designed t o operate on large-scale networks. The architecture, called NAVTECH, is in- tended to support the development of reliable applications, offering a range of communication and activitysupport services including, among others, reliable group communication, group membership, remoteinvocation, and support for replication. In the paper we discuss the difficulties associated with extending these services to operate on mobile networks. Similitudes and key differences between the two types of networks are identified. The paper reports how protocols designed for large-scale that can be adapted to accommodate mobility. As case studies, the paper discusses two particular NAVTECH protocols:
A total order protocol that is able to adapt itself to the network operating conditions. The protccol uses a new dynamic hybrid approach where processes can switch between two different operational modes depending on traffic load and network delays. The high variation of packet latency exhibited by mobile networks makes this type of approach particularly relevant.
A fault-tolerant remote invocation scheme, called Generic Remote Invocation Protocol (GRIP), which is independent of the service replication protocol and which places no constraints on the replica consistency model. According to this protocol, clients are not required to maintain fully up-to-date information about the membership of the replicated server. Additionally, they contact the servers through a lightweight remote access protocol based on unreliable point-to-point messages. These weak assumptions are tailored to mobile networks where, due to the presence of partitions and unreliable links, the use of expensive communication and membership protocols is inadequate.
The paper is organized as follows. Section 2 surveys the main properties of mobile networks and Section 3 discusses their impact in providing fault-tolerant services. The next two sections present two concrete services: Section 4 presents the total order protocol and Section 5 presents a generic remote invocation protocol. Section 6 gives some concluding remarks
Mobile networks
Today's technological advances allow smell notebook and laptop computers to have the computational power and capabilities of what where fully equipped desktop workstations only a few years ago. Still there are problems to be solved like limited power supply and storage capacity, but new breakthroughs in these fields arise almost every day [ll, 211. However, one of the hardest technical challenges is the ability to provide reliable and fast communication facilities to these mobile computers [13] .
Mobile computers, like any other modern eomputing device, require network access; in this case wireless network access. But wireless communication is much more difficult to achieve than wired communication because the surrounding environment interacts with the signal, blocking signal paths and introducing noise and echoes. This results in wireless coninections being of much lower quality than wired ones: lower bandwidths, higher error rate and more frequent temporary disconnections and partitions. Moreover, these factors can increase communication latency due to retransmissions, timeout delays and error control protocol processing [15] .
Bandwidth is a key issue in current wireless network technologies. Although recent local area wireless solutions achieve l to 2 Mbps bandwidth [27], these values are still one order of magnitude away from the 10 Mbps which Ethernet provides, and two orders away from FDDI's 100 Mbps and ATM's 155 Mbps. In the large area environment the scenario is even worse. The only feasible solution up to now is through the use of digital data cellular phones that can achieve a maximum bandwidth of 9.6 to 14.4 Kbps [14].
The cell structure of mobile networks also liimits the bandwidth available to the user, because several users have to share the same cell and large concentrations of mobile users in a single cell may overload the network capacity [as]. In consequence, population disticibution is an important factor in these networks. Cuitrent research leads to the fact that fitting more cells in the same area with reduced transmission ranges ciin overcome congestion problems. At the same time, it reduces power consumption and signal interference, due to smaller and less powerful transceivers. Bandwidth is also easier to boost in smaller areas of coverage.
Mobile computing networks can exhibit much greater variation in bandwidth than traditional networks. This variation can be perceived when 81 mobile user shifts from one network provider to another but is even more evident as mobile hosts may sometimes be connected to a wired network, like, for example, when the mobile! user is using his portable at work and connects it to the local-area Ethernet present in his office [9]. Additionally, as users move around with a portable device, they may leave the coverage area of network transceivers resulting in wireless connections being lost or degraded as a result of mobility.
Many of today's computer systems and applications are designed to rely heavily on the availability of a network connection, so disconnections are normally not handled in a graceful manner. In mobile systems, wireless network communication is very prone to the loss of connectivity, so the handling of such situations is vital to the correct operation of applications [18] .
Also, connection-oriented protocols tend to assume that a permanent and reliable link is available and usually abort when a disconnection or partition occurs. These protocols are usually not prepared to efficiently handle variations from one to four orders of magnitude of the available network bandwidth. Although today's fixed networks exhibit fluctuant traffic loads, especially in the large area field, the variation is not as high as in mobile networks.
Fault-tolerant services
We have seen in the previous section that the current state of the art in mobile networks still provides users with a rough environment, very error prone, with low bandwidth and subject to frequent disconnections. In order to provide fault-tolerant services on top of these mobile networks, one has to rely on communication protocols that are able to cope with this environment.
In face of the amount of research work done on developing fault-tolerant services for other communication infrastructures, one should try to evaluate the feasibility of porting existing work to the mobile network environment. Unfortunately, most of previous work was targeted at local-area networks, depending on the high bandwidth, low latency, and reliability offered by these infra-structures. On the other hand, a number of new protocols have been recently designed offering efficient support for distributed fault-tolerance applications over large-scale networks [2, 31. Such environments, as for instance the Internet in the case of the TCP/IP based internetwork, are not homogeneous, comprising a mesh of long-haul point-to-point links along with many high-bandwidth components such as LANs, MANS and, still to come, ATM fabrics. Besides this large heterogeneity in bandwidth and reliability, large-scale networks are also often prone to physical and virtual network partitions.
The gap between large-scale and mobile networks is being shortened by recent research on network layer routing and addressing protocols for mobile networks, allowing the interconnection of mobile and fixed networks. The Mobile-IP work has addressed the problem of delivering I P packets to mobile hosts regardless of their location [5, 161. Solutions for delivering multicast messages in mobile networks have also been presented [l] as well as enhancements to TCP prctocols for dealing with possible temporary disconnections [4, 291. These works, provide to application designers similar abstractions as those supported by existing large-scale networks, although they make more acute the need to tolerate unreliable links and network partitions. Thus, given the similarities between both environments, we believe that protocols specially designed for large-scale network systems can be adapted to mobile networks.
The work presented in the remaining of this paper was developed in the framework of designing and implementing a platform for reliable distributed computing in large-scale systems, called NAVTECH , NAVIGA-TORS TECHNOLOGY. The NAVTECH architecture belongs to a new generation of systems 12, 31 attempting at solving the problems posed by large-scale communication. We are currently evaluating the suitability of this architecture for mobile operation. This paper presents two particular NAVTECH protocols, as case studies: a total order protocol and a fault-tolerant remote invocation scheme. These will be discussed in the next two sections.
Total order protocol
Totally ordered multicast protocols have proved to be extremely useful in supporting many fault-tolerant distributed applications. For instance, total delivery order is a requirement for the implementation of a replicated state-machine [as] , which is a general paradigm for implement of fault-tolerant distributed applications. Among the several algorithms to implement total ordering, the token-site [6, 17] and symmetric [22] are the most used approaches. In the token-site approach, one (or more) sites are responsible for ordering the messages on behalf of the other processes in the system. In the symmetric approach, ordering is established by all processes in a decentralized way, using information about message stability. Both methods have advantages and disadvantages.
Token-based protocols provide good performance when a single process is producing messages at a time. In this case, the producer process keeps the token and orders the messages as it sends them. However, when more than one process are transmitting, the latency is limited by the time to circulate the token or to request an order number from the token site. Unfortunately, the message delivery latency for a process that does not hold the token is at least 2 0 (where D is the network delay), i.e., the time to disseminate the message plus the time to obtain either the token or an order number from the token holder. Thus, token-site approaches are inefficient in face of large network delays.
Symmetrzc protocols have a number of very appealing features. They are fully-decentralized and, since all processes are treated equal, they provide good load distribution. Unfortunately, symmetric protocols require that all processes send messages to enforce message stability. If the appropriate mechanisms are used, symmetric protocols can obtain a latency closer to D + t (where t is the largest inter-message transmission time in the system) [23] . Still, message latency is a function of the transmission rate of the slower processes in the system. Thus, symmetric protocols tend to perform poorly in environments where the majority of processes produce messages at very low rates [20] .
In a recent report we propose a new hybrid scheme for implementing total ordering in large-scale systems [23]. In our hybrid scheme all processes multicast the messages directly to all group members. However, only certain processes are allowed to establish message order: these processes are said to operate in QCtzue mode. Active processes issue order numbers, also called tackets, for their own messages and for the messages of the processes that operate in passive mode. At a given instant, each passive process is associated with a single active process, which issues tickets for its messages on its behalf (however, this association may change with time). Tickets issued by different active processes are ordered using a symmetric algorithm. Thus, in our scheme, some processes order messages using a symmetric approach and others use a tokensite approach in order to minimize overall message latency.
Ordering messages from mobile hosts
The development of the dynamic hybrid protocol was motivated by the fact that in a large-scale network, the traffic patterns of the processes are usually heterogeneous. The same applies to the properties of the links connecting the processes: some processes will be located within the same local area network, others will be connected through slow links, subject to long delays. In such an environment, none of the previous approaches could provide optimal performance.
The interesting aspect of these assumptions is that they are equally valid in mobile networks:
bile networks due to current cellular phone technology. 0 The high bandwidth variability present in wireless networks sets the base for the development of adaptative protocols that can react to the constant changes of network bandwidth.
In face of these observations, we propose the following approach to offer total order to mobile processes using the hybrid protocol:
Mobile hosts can generally assume a passive mode
given their low bandwidth and reliability;
2. Some of the fixed hosts will then be in active mode making use of the fixed network infrastructure to achieve more efficient reconfiguration schemes;
3. And finally, given the mobility inherent to mobile hosts, they can easily reconfigure by changing its active sequencer to a closer host on the network.
Comparative performance
Using this rationale as a guideline, we have made a preliminary evaluation of our hybrid protocol in a mobile environment. The hybrid approach was compared with a symmetric algorithm and a token-site algorithm. The pure symmetric algorithm we have used is a non-optimized variant of the protocol in processes 2 and 4 a inter-message transmission time of 5 m / s ; a quasi-periodic message distribution was used for all processes. In the pure token-site algorithm node 2 was the sequencer while in the hybrid approach the two fixed-host processes were assigned with the active mode and all mobile processes with the passive mode. Under this configuration, the average latency of the total order multicast is the following: 996ms for the pure symmetric algorithm, 772ms for the pure tokensite algorithm, and 588ms for the hybrid approach.
Further evaluation tests have to be performed using more complex scenarios with a higher number of fixed and mobile hosts. In the limit situations, the dynamic hybrid protocol will resemble either a pure symmetric or a pure token-site protocol. We have shown that the dynamic hybrid scheme can be successfully applied in systems where the topology/traffic patterns are not known a priori, exhibiting a lower latency than the static hybrid approach [23] . Since this is the case in mobile networks (where users often change location, thus changing the network topology), we are confident that results from future tests in mobile environments will show reduced latency when compared to previous approaches.
Remote invocation protocol
The choice of a replication algorithm for a particular replicated service can be based on many constraints, most of which depend on some combination of the service semantics and environment. The inevitable evolution of system components or service requirements is thus likely to affect the choice of replication algorithm, and makes the availability of a wide range of protocol options advantageous. This is particularly relevant in large-scale systems given the large spectrum of application requirements and the heterogeneity of interconnecting links, characteristics which are also shared by mobile systems. Unfortunately, in most systems a replicated service can be accessed remotely only via protocols tailored to its specific replication protocol [8, 191, causing an undesirable violation of both transparency and modularity.
In order to maintain the transparency of an object replication scheme, we have designed a fault-tolerant Generic Remote Invocation Protocol (GRIP) [24] which is independent of the service replication protocol and which places no constraints on the replica consistency model. Clients use a lightweight remote access protocol which allows them to remain independent of the details of the replication protocol and of the resulting inter-replica synchronization. GRIP design provides explicit support for the implementation of weakly consistent replication schemes. GRIP is designed as a collection of modular services which can be configured according to the needs of the application (see Figure 2) . The lowest layer is the communication service. It is based on a group communication model with some optional services designed for large-scale operation (in this paper, we just refer to the tmnsparent messages service). Clients contact replicated services by using a lightweight Remote Access Protocol (RAP) to contact an individual replica. The corresponding RAP server entity relays the request to its local replica, where it is handled according to the semantics of the chosen replication protocol; replies are relayed back to the client in a similar manner. Because it is designed to be light-weight, distributed at-most-once semantics are not explicitly guaranteed by RAP. If desired, they can be implemented for a particular service with the help of the optional Protocol for Repeated Invocation DEtection (PRIDE) layer.
Although modularity and flexibility were the major goals of GRIP design, special attention was devoted to issues such as light-weight client-server interaction. As a result, GRIP has three characteristics which are particularly useful for mobile operation, namely:
1. the ability to preserve causal relation in presence of unreliable links (transparent causal messages); 2. dynamic re-binding; 3. and a powerful retry detection mechanism (PRIDE) providing at-most-once failure semantics.
These mechanisms will be discussed in next paragraphs .
Communication services
GRIP protocols assume the availability of (logical) reliable multicast and causal communication among server replicas but does not require their use by service clients, allowing servers and clients to operate with low synchronization costs. This is an important goal in large-scale systems where unreliable links can coexist with local area networks. In mobile networks which are even more subject to packet loss and long delays this requirement gains additional relevance. Still, to offer consistency guarantees to the clients, GRIP uses a mechanism that preserves causal relation in presence of unreliable links. This mechanism was called transparent causal messages [25] . The purpose of this scheme is to circumvent one of the criticisms made of causal multicast communication systems [7] which concerns the mandatory reliability requirement. Once a message introduces a causal dependency, that message must be reliably delivered; otherwise, successive messages will be prevented from being delivered.
In some cases the delivery of a causal message is delayed until there is a guarantee that the message will be successfully delivered at all destinations; the sender may even be prevented from sending new messages until this guarantee is obtained. Transparent causal messages are messages that are delivered in causal order with respect to (normal) opaque messages but that do not themselves introduce causal dependencies. Thus, they have the following characteristics relevant to mobile operation: 0 no reliability constraints are imposed on the transmission of transparent messages.
Dynamic re-binding
Also of special relevance in the context of mobile communication is the GRIP'S dynamic re-binding feature, which is designed not only to optimize access to the replica set in a large-scale setting, i.e. usiing the most accessible replica, but also in redirecting to ensure availability in case of replica failure. This feature is relevant for mobility since it automatically compensates the effect of migration (of client or server).
Clients of a replicated service use the lightweight Remote Access Protocol to contact an individual replica. RAP does not requires up-to-date information about the membership of the replicated service. Thus, clients do not need to be permanently connected with the server group. Instead, RAP simply c' ,LC h es a list of addresses where servers might be running and, using unreliable transparent messages, tries to contact a reachable replica by parsing this list. Usually, one of the cached addresses will be reachable but, in worst case, the client will need t o contact a name server to obtained a fresh copy of the server address list.
Distributed retry detection
GRIP provides a module, called PRIDE:, that guarantees at-most-once semantics for client requests. PRIDE'S semantic guarantees are optional on a perservice and a per-invocation basis. Retry-detection is achieved by communication among the servers, and at-most-once guarantees are provided despite the fact that clients are free to submit different, or even the same, requests to different replicas.
In this paper we are not concerned with the actual protocols used to actually detect and eliminate duplicate request. Instead, we emphasize the importance of such mechanism in a mobile environment. Since in this type networks virtual partitions are freqitent, it is possible that a mobile host suddenly looses contact with is associated server. As soon as communication is re-established, eventually through another server, the mobile client can freely re-submit all pending request to that server without risking violating consistency. Since PRIDE involves exclusively inter-server communication (where links are expected to be faster and more reliable), this strongly reduces the complexity of mobile client software.
Conclusion
Users demand reliable and efficient services over mobile networks. To support such distributed applications powerful communication protocols need tcr be developed. Using two concrete examples, the paper has shown that the experience gained with large-scale systems can be successfully applied to mobile networks.
At INESC, we are currently evaluating the feasibility of applying the NAVTECH architecture t o mobile networks. Although the described features of this architecture are suitable for such a task, there are other aspects which deserve further study. Among these, one of the most important aspects is the development of efficient membership protocols that operate correctly in presence of partitions [lo, 31. At this moment, the total order protocol assumes a linear membership service and GRIP avoids the membership problem by not requiring clients to have up to date information about server membership.
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