Di erent approaches have been tried to navigate robots, including those based on visual memories. The Sparse Distributed Memory (SDM) is a kind of associative memory based on the properties of high dimensional binary spaces. It exhibits characteristics such as tolerance to noise and incomplete data, ability to work with sequences and the possibility of one-shot learning. Those characteristics make it appealing to use for robot navigation. The approach presented in this work was to navigate a robot using sequences of visual memories stored into a SDM. The robot makes intelligent decisions, such as selecting only relevant images to store during path learning, adjusting memory parameters to the level of noise and inferring new paths from learnt trajectories. The method of encoding the information may influence the tolerance of the SDM to noise and saturation. The present paper reports novel results of the limits of the model under di erent typical navigation problems. An algorithm to build a topological map of the environment based on the visual memories is also described.
Introduction
Humans strongly depend on visual memories (approximately 80% of the sensorial information processed by an average person is visual [1] ). Visual information is stored in sequences every time they see something new and recalled whenever they think of a particular item or situation. Humans do it naturally, quickly and without e ort. But robots, and computer applications in general, are still far from achieving the efficiency of human beings, despite the significant progress of computer vision.
Present robots usually rely on heavy processing and limited amounts of memory. However, evidence indicates that the human brain functions in the opposite manner: limited processing and huge amounts of memory, to store sequences of events that will lead future analysis and actions [2, 3] .
The brain takes about 1/10th of a second to perform tasks such as language understanding or visual recognition. Considering that neurons need about 1/1000th of a second to send a signal, on average, those tasks cannot take more than 100 serial steps [2, 4] . One possible explanation for such remarkable behaviour is that the brain performs many tasks in parallel. However, there are tasks which cannot be performed in parallel. J. Hawkins [2] proposes a thought experiment that can be summarised as follows: if it takes 100 steps to cross a river, it does not matter how many people there are to carry a cargo to the other side−it always takes 100 steps to each of them to get to the other side. Therefore, most of the time the brain has to retrieve so- * E-mail: mmendes@estgoh.ipc.pt † E-mail: acoimbra@deec.uc.pt ‡ E-mail: mcris@isr.uc.pt lutions by analogy with past situations, because it does not have the time to compute them whenever necessary. The brain must, therefore, operate more as a sophisticated memory bank than a high speed processing unit. Based on that idea, Pentti Kanerva [3] proposed the Sparse Distributed Memory (SDM) model. The SDM is a kind of associative memory based on the properties of high-dimensional binary spaces. Kanerva presents thorough demonstrations of how the binary space 2 n , for 100 < n < 10 5 , exhibits properties which are similar to human intuitive notions of relationships between concepts. Those properties are inherited by the SDM. The concept of the SDM is very attractive for robot navigation. It must confer on the robot the ability to learn and follow paths the same way humans do. Some researchers have already explored the idea to some extent. Rao and Fuentes [5] simulated the use of a SDM to store position information from optical sensors, associated with motor controls, during a learning stage. Using that information, the robot was later able to follow the same paths. The authors presented only simulation results. Watanabe et al. [6] used a SDM for the task of scene recognition in a factory environment, where the robots had to move autonomously from one place to another. The SDM, however, was just used as an auxiliary method of scene recognition. It was not used for robot navigation purposes. The present work uses a SDM to implement vision-based localisation, mapping and navigation. The memory is used to store sequences of images and navigation data [7, 8] . Using that information, the robot is able to follow learnt paths and infer new paths from the map. A topological map is also built, in order to perform higher level path planning. Di erently from other implementations, the present approach is purely vision-based robot localisation, mapping and navigation. Experiments were performed indoors and outdoors, in order to assess the performance and limits of the system. Other previous works on robot localisation and navigation using vision include that of Y. Matsumoto, first with plain images [9] and later using omnidirectional images [10] . Omnidirectional images o er a 360 view, which is richer than a plain front or rear view. However, that richness comes at the cost of even additional processing power requirements. Some authors have also proposed techniques to speed up processing and/or reduce memory needs. Matsumoto uses images as small as 32x32 pixels. Ishiguro replaced the images by their Fourier transforms [11] . Winters compresses the images using Principal Component Analysis [12] . The work of Meng and Kak is another vision-based technique [13] . Contrary to Matsumoto, Meng and Kak do not store sequences of images. They use neural networks to build a semanthically rich topological map for robot navigation. The neural networks are trained to interpret visual information and output primitive navigational tasks, such as detect landmarks or follow hallways. In the present approach, as soon as the system was implemented some problems arose due to the fact that the original memory model works based on the Hamming distance, which does not account for the positional value of the bits. That problem was studied and led to the implementation of four di erent memory models [14] . Once the implementation problems were solved, the system was tested in some typically challenging situations, in order to have a clear insight into its performance. The results were obtained using a small mobile robot, in di erent reconstitutions of urban and countryside scenarios, as well as in an outdoor environment. Among other features, the SDM-based navigation method showed to be highly robust to illumination changes, scenario changes and memory overflows. To the best of the authors' knowledge, this is the first time that kind of experiments have been carried out to assess the limits of the SDM−and this is also the only known approach to actually guide a robot using visual memories stored into a SDM. Section 2 briefly describes a SDM. Section 3 describes the experimental platform, the problems found with the method of encoding the information and the variations of the SDM models implemented to overcome those problems. That is one of the most important contributions of the present work. Section 4 presents a method of building a topological representation and path planning using the SDM as a pattern matching tool. Section 5 describes the experiments performed and the results obtained. Those experiments and results are another important contribution of the present work, and are discussed in Section 6. Finally, in Section 7, some conclusions are drawn.
Sparse Distributed Memories
Sparse Distributed Memories are associative memories, appropriate to work with large boolean vectors. They exhibit the properties of highdimensional spaces, which are, to a great extent, comparable to the properties of the human memory. Implementation details and the main characteristics of a SDM are described in this Section.
Implementation of a SDM
The underlying idea behind the SDM is the mapping of a huge binary memory onto a smaller set of physical locations, so-called Hard Locations (HL) . As a general guideline, those hard locations should be uniformely distributed in the virtual space, to mimic the existence of the larger virtual space as accurately as possible. Every datum is stored by distribution to a set of hard locations, and retrieved by averaging those locations. Figure 1 shows a model of a SDM.``Address'' is the reference address where the datum is to be stored or read from. It will activate all the hard locations in a given access radius, which is predefined. Kanerva proposes that the Hamming distance, that is the number of bits in which two binary vectors are di erent, be used as the measure of distance between the addresses. All the locations that di er less than a predefined number of bits from the input address are selected for the read or write operation. Data are stored in arrays of counters, one counter for every bit of every location. Writing is done by incrementing or decrementing the bit counters at the selected addresses. To store 0 at a given position, the corresponding counter is decremented. To store 1, it is incremented. Reading is done by averaging the values of all the counters columnwise and thresholding at a predefined value. If the value of the sum is below the threshold, the bit is zero, otherwise it is one. Initially, all the bit counters must be set to zero, for the memory stores no data. The bits of the address locations should be set randomly, so that the addresses would be uniformely distributed in the addressing space. However, many authors prefer to start with an empty memory, with neither data couters nor addresses, and then add more addresses when they are needed [15] . Due to the nature of the model, there is no guarantee that the data retrieved is exactly the same as that was written. However, it is provable that under normal circumstances the hard locations must be correctly distributed over the binary space and, if the memory has not reached saturation, the correct data will be retrieved with high probability most of the times. The conclusion arises from the properties of high-dimensional boolean spaces. The mathematical details are easy to manage but, due to their length, they are out of the scope of this paper. They are elegantly described by Kanerva in [3] . A summary can also be found in [7] .
SDM Advantages for mobile robots
The SDM model exhibits some characteristics which make it look attractive to apply in mobile robots guided by visual memories. The most important of those characteristics are:
· SDMs can be used in pattern (image) recognition, where they have shown to be tolerant to occlusion, illumination changes, scale changes and rotations in 3D [16] . The results presented in Section 5 confirm those characteristics.
· SDMs are appropriate to store sequences of events. For a sequence of n events, if datum x i is stored at location x i−1 , for 0 < i ≤ n, it is possible to retrieve the sequence, starting from any element until the end.
· SDMs are immune to noise up to a high threshold. Using cod-ing schemes such as n-of-m codes, their immunity is even increased [17] , at the cost of reducing the addressable space. · Under normal operation it is only possible to retrieve a sequence in the order it was stored, not in reverse order. Nonetheless, it is possible to invert the process and, using data as addresses, retrieve the reverse sequence. This characteristic allows a robot to learn one path or task and be able to follow or perform it from the beginning to the end or from the end to the beginning.
The main drawbacks of using Sparse Distributed Memories are:
· Once a datum is written, it cannot be erased, it can only be forgotten as the time goes by. Under certain circumstances that may be an undesirable feature. If unnecessary memories cannot be deleted, they may interfere with more recent and important data.
· If the SDM is simulated in a common computer, storage capacity may be as low as 0.1 bits per bit of traditional computer memory.
· If implemented in software, a lot of computer processing is required to run the memory alone.
Experimental platform and SDM implementation
The SDM was used to drive a small robot. The robot was controlled in real time from a laptop computer. Many of the experiments were performed inside a special arena, where various realistic scenarios were reconstructed. Some of the last experiments were performed outdoors. 
Hardware and software
The robot used was a Surveyor 1 SRV-1, a small robot as can be seen in Fig. 2(a) . It weighs approximately 300 grams, and its dimensions are approximately 120×100×80 milimeters. Among other features, it has a built in video camera and a radio communication module. Control is exerted in real time from a laptop computer with a 1.8 GHz processor and 1 Gb RAM. The overall software architecture is as shown in Figure  2 (b). It contains three basic modules: the SDM, where the information is stored; the Focus (following Kanerva's terminology), where navigation algorithms are run; and an operational layer, responsible for tasks such as motor control, collision avoidance and image equalisation.
Navigation is based on vision, following Matsumoto et al.'s proposal [18] . It has two modes: supervised learning and autonomous run. In the learning mode, the system is manually guided and stores images and navigation information, one sequence per path. But only images which present a distance to their predecessors superior to the activation radius are stored, in order to save memory and avoid mix up of consecutive images. In the autonomous run mode, the robot grabs images in real time and searches the SDM for the closest matching image. If it recognises the view, it performs the same action that is associated with the image retrieved from the SDM, thus following the same path it has learnt. When it stops recognising the images or detects an obstacle, it stops until further orders [8] . Figure 2(a) shows the robot in one of the used testbeds. For practical constraints, most of the experiments were performed in a controlled environment. The ground surface of the arena is covered with a sheet of white paper that can be easily replaced between experiments. For clarity, Figure 2 (a) shows an arena 1 meter long and 0.7 meters wide. Nonetheless, the experiments reported were performed in an arena 2 meters long and 0.7 meters wide. To control the scenario that is captured by the camera, the robot is surrounded by a paper wall 30 cm high. The wall can be covered with sets of pictures of di erent scenarios. Most of the tests were performed with a scenario in which the wall was covered with pictures of di erent mountain environments. Those mountain environments include images of trees and vegetation, villages and other countryside views. Some tests were also performed with other pictures, such urban environments showing streets, buildings and cars. The robot was equipped with an apparatus to maintain a marker pen attached to its rear. That pen moves behind the robot, causing only a minimum interference while being dragged. Using that technique it is possible to make the robot draw a line that marks on the paper the path that the robot follows as it moves, so that the di erent paths followed by the robot can be easily tracked and compared.
SDM input vector
The composition of the input vectors stored into the memory are as follows:
In the vector, im i is the image i, in PGM (Portable Gray Map) format and 80×64 resolution. In PGM images, every pixel is represented by an 8-bit integer. 0 is a black pixel, 255 is a white pixel. The value seq_id is an auto-incremented 4-byte integer, unique for each sequence. It is used to identify which sequence the vector belongs to. The number i is an auto-incremented 4-byte integer, unique for every vector in the sequence, used to quickly identify every image in the sequence. The timestamp is a 4-byte integer, used to store Unix timestamp. It is not being used so far for navigation purposes, only for tracking and debugging purposes. Finally, motion is a single character, identifying the type of movement the robot performed after the image was grabbed. It can be`f',`b',`r' or`l', respectively for moving forward, backward, right or left. The image alone uses 5120 bytes. The overhead information comprises 13 additional bytes. Hence, the input vector contains 5133 bytes.
SDM implementations
In the present approach, an auto-associative version of the SDM was implemented, implying that the same vectors are simultaneously used as addresses and data. That is equivalent to store datum ζ at location ζ, and memory size is cut to about one half. The software was also adjusted, so that addressing is done using just the part of the input vector corresponding to im i , disregarding the overhead information.
That improves the processing speed and the performance of the system: since the goal is to use localisation based on images alone, the overhead information would be processed as if it was noise. Another di erence, relative to Kanerva's proposal, is that the virtual space is not filled placing hard locations randomly throughout the addressing space in the beginning of the operation. Instead, Ratitch et al.'s Randomised Reallocation Algorithm (RRA) [15] is used: start with an empty memory, and allocate new hard locations when there is a new datum which cannot be stored into enough existing locations. Di erent models of the SDM were also implemented: three that use the Hamming distance (bitwise implementations), and another one that uses an Euclidean distance (arithmetic implementation), as described below.
Bitwise implementation
Kanerva's model has a small handicap: the arrays of counters are hard to implement in practice and require a lot of processing, thus increasing the processing time in the models simulated using traditional computers. Furber et al. [17] claim their results show that the memory's performance is not significantly a ected if a single bit is used to store one bit, instead of a bit counter, under normal circumstances. For real time operation, that simplification greatly reduces the need for processing power and memory size. Therefore, in the present implementation, the bit counters were replaced by a single bit each. Writing, in the simplified model, is equivalent to replacing the old datum with the new datum. Additionally, when reading, the average value of the hard locations can only be a real number in the interval [0, 1].
Hence, the threshold for bitwise operation is at 0.5. Figure 3 shows an example of the simplified model.
Arithmetic implementation
The arithmetic model is yet another variation of the original SDM model. It is suggested by Ratitch et al. [15] . In the arithmetic model, the bits are grouped as byte integers, as shown in Figure 4 . Addressing is done using an Euclidean distance, instead of the Hamming distance, and writing is done by applying to each byte the following equation:
In the equation, h k t is the k th 8-bit integer of the hard location, at time t. The value x k is the corresponding integer in the input vector x, and α is the learning rate. A learning rate α = 0 means to keep the previous values unchanged, forcing the memory to never``forget'' a datum, while α = 1 implies that the previous value of the hard location is overwritten when there is a new datum to be stored into the same location. The present implementation uses one-shot learning, therefore α = 1.
Determination of the Access Radius
An important parameter of the SDM is the activation radius−it determines which memory locations are selected to read or to write. In the present implementations, it is calculated dynamically at the beginning of each sequence, as a function of the noise levels detected in the images. Noise is defined as the distance between two consecutive pictures taken without any environmental change (i.e., the illumination and scenario are the same). Once the system is turned on, the robot captures three consecutive images and computes the distance between the first and the second, and between the second and the third. The average of the two distances is taken as a good approximation to the actual noise level. The access radius is set to the noise level increased by 40% for bitwise operation, and 70% for arithmetic operation (values empirically determined [7] ).
Encoding problem
In Natural Binary Code (NBC), the value of each bit depends on its position. The numbers 0001 2 (1 10 ) and 1000 2 (8 10 ) are di erent, although the number of ones and zeros in each of them are exactly the same.
The Arithmetic Distance (AD) between those numbers is 8 − 1 = 7, and the Hamming Distance (HD) is 2. Considering the numbers 0111 2 (7 10 ) and 1000 2 (8 10 ), the AD is 1 and the HD is 4.
The main problem is, therefore, that the HD is not proportional to the AD. There are some undesirable transitions, i.e., situations where the HD decreases and the AD increases, as shown in Table 1 . Those transitions happen in possibly all the codes where the position of the bits influences their value, including Gray code and other popular codes. However, sensorial data, such as PGM images, is usually encoded using the NBC, to take advantage of the positional values of the bits. Sensorial data is not purely random, as it should be to adapt perfectly to the SDM. The performance of the SDM is a ected because of the different criteria being used to encode the information and to process it, as studied in more detail in [19] . One possible approach to solve the problem is to sort the bytes of the code, producing a new code whose HD matrix does not exhibit undesirable transitions. That sorting can be accomplished by trying di erent permutations of the numbers and computing the matrix of Hamming distances, thus producing an Optimised Code (OC) [19] . However, the only way to avoid undesirable transitions at all is to reduce the num- work describes experiments performed using an 8-bit sum code, with 9 graylevels (S09 code). That is the only way to work with a Hamming distance that is proportional to the Euclidean distance. The disadvantage, however, is that either the quality of the image is much poorer, or the dimension of the stored vectors has to be extended to accommodate additional bits.
Mapping and planning
The``teach and follow'' approach per se is very simple and powerful. But for robust navigation and route planning, it is necessary to extend the basic algorithm to perform tasks such as detection of junction points between di erent learnt paths and disambiguation when there are similar images or divergent paths.
Building a topological representation
In situations such as the one depicted in Figure 5 , the robot does not need to store the segment A−B twice. The figure shows two di erent paths, connecting four di erent locations. The green path goes from room 1 to room 2, the red path goes from room 3 to room 4. The segment A−B is a portion of the corridor that is common to both paths. If the robot learns segment A−B for the green path, for example, then it does not need to store it again for the red path. When learning the red path, it only needs to learn it until point A. Then it can store an association between the green and red paths at point A and skip all the images until point B. At point B, it should again store a connection between the red and green paths. This way, it builds a map of the connection points between the known paths. That is a kind of topological representation of the environment, su cient for path planning and robot navigation ( Figure 5(b) ).
The main issue with the approach described is to detect the connection points. The points where the paths come together (point A in Figure   5 ) can be detected after a reasonable number of images of the green path have been retrieved, when the robot is learning the red path. When that happens, the robot stores the connection in its working memory and stops learning the red path. From that point onwards, it keeps monitoring if it is following the same green path. After a reasonable number of predictions have failed, it adds another connection point to the graph and resumes learning the new path. In the tests with the SDM, a number of 3 to 5 consecutive images within the access radius usually su ced to establish a connection point, and 3 to 5 images out of the access radius was a good indicator that the paths were diverging again.
Using the approach described, it is possible to build a topological representation of the environment. The number of images of each path segment can be considered as the cost of following that segment. Hence, it is feasible to use a search strategy such as A* to plan paths from any known point to any other. In the present implementation, however, for debugging purposes, the only search strategy implemented consisted in presenting the user all the available paths and choices. Then it was up to the user to select which way to follow.
Tests in a closed arena simulating a country environment
The mapping and planning algorithm was tested in the arena surrounded by a realistic countryside scenario, as described in Section 3, and later in an arena filled with objects simulating a urban environment.
The first test performed consisted in analysing the behaviour of the navigation algorithm in the arena. The surrounding wall was printed with a composition of images of mountain views, as illustrated in Figure  2 (a). Figure 6 shows an example of the results obtained. In the example, the robot was first taught paths L1 and L2 independently. Then the memory was loaded with sequence L1 first, then sequence L2. When L2 was being loaded, a connection to L1 was established at point A, and a disconnection between the two paths was recognised at point B. The minimum overlapping images required for establishing a connection point was set to 3 consecutive images. The minimum number of di erent images necessary for splitting the paths at point B was also set to 3 consecutive images out of the access radius. As the picture shows, the robot was able to start at the beginning of sequence L1 and finish at the end of sequence L2, and vice-versa. Regardless of its starting point, at point A it always defaulted to the only known path L1. That explains the small arc that appears at point A in path F2. The arc represents an adjustment of the heading when the robot defaulted to path L1. The direction the robot takes at point B depends on its goal. If the goal is to follow path L1, it continues along that path. If the goal is to follow path L2, it will disambiguate the predictions to retrieve only images from path L2. That behaviour explains the changes in direction that appear in the red line (F1) at point B. The arcs were drawn when the robot started at path L1, but with the goal of reaching the end of path L2.
Tests in a simulated urban environment
In a second experiment, the scenario was filled with images mimicking a typical city environment. Urban environments change very often. Ideally, the robot should learn one path in a urban environment but still be able to follow it in case there are small changes, up to an acceptable level. For example, Figure 7 shows two pictures of a tra c turn, taken only a few seconds apart. Although the remaining scenario holds, one picture captures only the back of a car in background. The other picture captures a side view of another car in foreground. Due to the small dimensions of the robot, it was not tested in a real city environment, but in a reconstruction of it. Figure 8 shows the results. Figure 8(a) shows the first scenario, where the robot was taught. In that scenario the robot, during segment A−B, is guided essentially by the image of the tra c turn without the car. In a second part of the experiment the picture of the tra c turn was replaced by the one with the car in foreground, and the robot was made to follow the same paths. Again, it had to start at path L1 and finish at path L2, and vice-versa. As Figure 8 (b) shows, it was able to successfully complete the tasks. The results shown in this section were obtained with the memory configured to use the arithmetic implementation, and setting the minimum number of active locations to one. However, the results obtained using other operation modes are equivalent, for the same circumstances.
Experiments under di erent typical problems
In order to assess the navigational performance of the robot with the SDM at its helm, it was tested in several di erent situations and facing typical navigation problems. The results are presented for di erent implementations, corresponding to four di erent operation modes described in Section 3.3: 1) Arithmetic mode (Arit); 2) Bitwise implementation using the natural binary code (NBC); 3) Bitwise mode using the optimised code (OC); and 4) Bitwise mode using an 8-bit sum code (S09). As for the minimum number of copies of each datum to be stored into the memory, tests were performed with 1 and 3 copies, in order to have an insight into how the distribution of the data might a ect the performance of the robot. 
Di erent illumination conditions
One of the most challenging problems of computer vision is that of illumination. The same scene may look very di erent if under dim or strong light, or if the relative position of the light sources is changed. In order to assess the performance of the system under di erent illumination conditions, the robot was taught one path under a strong light source and tried to follow it in two di erent situations:
1. With ambient light only, where an 11 W compact fluorescent bulb was the only light source to illuminate a 4×7 m 2 room. The bulb was suspended from the ceiling, while the experimental setup was located at a corner.
2. With ambient light and the fill light of a 300 W projector, using a halogen bulb. The projector was directed towards the scenario at the height of 1.2 m, from one side of the arena. Figure 9 shows pictures of the testbed under those two di erent illumination conditions. The light sources are placed so that they cause shadows in opposite directions. That is the most challenging situation to the robot. Table 2 summarises the results obtained in the experiments, for a sequence of 55 images. The first column presents the minimum number of copies that is guaranteed to be stored into the memory for each image. The second column shows the qualitative intensity of the light. The third presents the operation mode. The fourth column is the average number of momentary localisation errors (MLE), and the last column its standard deviation. The results shown are the average of 5 runs. Using the NBC and the OC operation mode under dim light, the robot was not able to complete the task. A momentary localisation error is counted when the system retrieves image im i−j , for i, j ∈ N, a step after retrieving image im i . When that happens, either im i−j or im i were incorrectly retrieved, because the robot must never get back in the sequence (unless it is following the path backwards−in that case the opposite is applicable). Although a MLE is not a serious threat to the robot's ability to complete the task, it is a good estimator of the performance of the system. It should be noticed that during the autonomous run the robot moves in steps 1/16 th the length of those of the learning mode. Hence, to complete a path described by 55 images, in the autonomous run the robot will possibly perform more than 1000 steps: at least 55 × 16 steps are required, but at each step it will check for any horizontal drifts and correct them if necessary. Therefore, even 64 MLEs actually represent errors in about 6% of the total number of steps. That only causes a hardly noticeable delay in the completion of the task.
In previous work [19] , the authors also presented the distance (error in similarity) between the image currently viewed by the robot (input vector) and the closest matching image in the memory (data predicted) as a measure of performance. That distance was compared to the distance to the second best prediction and the average distance to all the images stored in the memory. The analysis allowed a better insight into how successful the memory was in separating the possibly right prediction from the pool of information stored. However, the number of MLEs shows a strong negative correlation with those measures: the more successful the system is in separating the right image from the pool of information, the less MLEs occur. Therefore, for brevity, this article only presents the number of momentary localisation errors as a measure of performance. When analysing Table 2 , it can be reasoned out that NBC and the OC are much worse than the arithmetic and the sum code modes. The arithmetic and the sum code modes perform almost the same, with a small advantage to the sum code. As for distribution of the data, the results using three copies of the images are in general better than the results obtained using a single copy, although at the cost of using more memory and processing power.
Scenario changes
Partial scenario changes occur in common environments all the time. For instance, a door can be either open or closed, people can pass by or come into the scene, objects can be moved from one position to another, rotated or shifted, etc. All that changes can pose serious problems to an autonomous robot, eventually making it impossible for it to recognise a scene based on visual information only, even if it has already been there.
Scenario changes are just a particular kind of noise for the SDM. Up to a certain level they should not pose a serious threat to the performance of the system. How much of that noise is tolerable depends on other environmental conditions and on the parameters of the SDM. To simulate a scenario change in software, part of the image was erased, setting some pixels to zero (black) before sending it to the SDM, during the autonomous run. The e ect is the same as if there was a real object in the scene, but it is possible to have total control over the characteristics of the interference. Besides, setting some pixels to zero is a kind of``worst case'' scenario: under normal conditions, the interference is expected to be better distributed in the [0, 255] pixel value range. Table 3 Although with a large number of momentary localisation errors, the NBC and OC modes support an interference of 12 lines, or 15% of the image. The arithmetic and sum code modes cause less MLEs, but fail more abruptly and support an interference of just 10 lines, or 12.5% of the image. It should be stressed, however, that those 12.5% are a worst case scenario, and additional to the``normal'' image noise. Figure 10 shows how an image with 10 vertical lines erased looks like. 
Sequence disambiguation
One problem that arises when using navigation based on sequences is that of sequence disambiguation. Under normal circumstances, the occurrence of sequences such as 1) ABC; 2) XBZ; or 3) DEFEG is possible (each letter represents a random input vector). There are two di erent problems with the three example sequences: 1) and 2) both share one common element (B); and one element (E) occurs in two di erent positions of sequence 3). In the first case, the successor of B can be either C or Z. In the second case, the successor of E can be either F or G. The correct answer depends on the history of the system.
One possible solution relies on using a kind of short term memory.
Kanerva proposes a solution in which the input to the SDM is not the last input D t , but the juxtaposition of the last k inputs {D t , D t−1 ...D t−k }. That technique is called folding, and k is the number of folds. The disadvantage is that it greatly increases the dimensionality of the input vector. J. Bose [20] uses an additional neural network, to store a measure of the context, instead of adding folds to the memory. For the present work, a solution inspired by Jaeckel and Karlsson's proposal of segmenting the addressing space [21] seemed more appropriate. Jaeckel and Karlsson propose to fix a certain number of coordinates when addressing, thus reducing the number of hard locations that can be selected. Since, when following a given sequence, the robot is looking for an image just within the sequence that is being followed, segmentation can be applied and is adequate. The number of the sequence can be fixed, thus truncating the addressing space. A second navigation algorithm was written, which makes use of a context memory, where it stores the sequence number of the last k predictions. The sequence s n that has more entries in the context is considered the best prediction for the sequence that is being followed. If the SDM predicts an image of a sequence s j di erent from s n , the memory is queried again for the best prediction within s n , and that is considered the right prediction. s j is stored in the context anyway, so that the robot is still able to navigate if kidnapped from one sequence to another.
To compare the performance of the new algorithm with the old one, the memory was loaded with three di erent paths. Figure 11 shows an example of the results obtained without and with context. The black lines are the paths that were taught. The green and red lines were drawn, respectively, in the arithmetic and S09 modes. The lines were drawn by pens attached to the rear of the robot, so they represent the motion of its back, not its centre. The results shown were obtained enforcing distribution to a minimum of three locations, but they are similar for the other operation modes or other numbers of copies. It is clear that, without context, the robot sometimes skips from one sequence to another when paths cross or come very close, thus not being able to complete the path. A context of just 3 images solves this particular problem, although the images shown were obtained with a context of 15.
Memory overflow
In the original Kanerva model, the memory contained a fixed number of hard locations (HL). Those HLs were randomly placed in the addressing space before operation of the memory. Therefore, memory overflows could not occur. However, many authors prefer to use scalable algorithms, such as Ratitch et al.'s RRA, described in Section 3.3. In RRA, new HLs are added when a datum cannot be stored in enough existing locations. If the memory already contains the maximum set number of locations, some existing locations are deleted. Various approaches can be followed to select locations for deletion. However, simple random selection is appropriate, because it is quick, straightforward and makes older locations statistically more vulnerable. Hence, the memory is expected to exhibit the human characteristic of most likely forgetting the older information.
To test this behaviour, the memory was loaded with three sequences (72, 61 and 85 images, respectively), in memory overflow situations of increasing severity. The maximum number of hard locations for the first experiment was the exact number of locations required. In subsequent experiments, it was decreased in steps of 5%, until the system was not able to follow any of the sequences. In all the situations, the context was set to 15 steps. Table 4 shows the results obtained. The first column indicates the minimum number of copies of each vector. The second and third specify the maximum number of existing hard locations, in percentage of the number of hard locations needed to store the complete sequences and in absolute value. The next three columns indicate if the robot was actually able to successfully follow, respectively, paths 1, 2 or 3, in the arithmetic mode.``OK'' means that it was able to follow the path with just a minimum error.``C'' means that it was very close, but the drift was above its normal performance. An empty cell means that the robot got lost or jumped to another path, thus not being able to complete the task. The other nine columns show the same, for the other operation modes.
The table shows that the system``forgets'' the old paths as the new ones require more memory. Nonetheless, an overload of 15-20% was well tolerated, before the robot was unable to follow the first path that it had learnt. If the sequences are stored in reverse order (i.e., seq. 3 is the first to be learnt and seq. 1 is the last), the result is similar: the first to be learnt is the first to be forgotten.
Outdoor experiments
Lizard is a very small robot, appropriate for indoors use only. However, in order to have an idea of its performance out of closed arenas, additional experiments were made in an outdoor balcony, depicted in Figure   12 . The balcony is 7.5 × 3.2 m 2 and the pavement is made of granite blocks. At the East side there is the house the balcony belongs to. At the North side there are trees, a short wall and a pillar−and the same for the South side. At the West side there are more large trees, as well as three large vases with baby trees. The experiments were performed during a sunny winter afternoon. Due to the length of the path and the robot's slow speed of operation, the system was optimised for speed rather than performance: the experiments were executed using the arithmetic mode, with equalised images and storing only one copy of each image into the memory. The length of the robot's step was also quadrupled (set to approximately 4.5 cm), so that Lizard took only about 15 minutes to complete the path during the autonomous run. The path was taught at approximately 14h30m. It had a length of approximately 7 meters and was described by 147 pictures. While following the path, the field of view of the robot was filled with di erent objects, such as walls and a pillar of the house, trees, vases with flowers and baby trees and clouds in the sky. There were also shadows of many di erent objects, including one of the authors' shadow. Those shadows moved with the sun and the wind, and the author's shadow moved even swifter. Figure 13 shows three images captured by the robot while learning the path. Figure 12(a) shows the trajectory that the robot followed, running autonomously at 15h00m, some minutes after finishing learning the path. In the image, the path has been manually highlighted, because the robot's pen leaves only a very faint line on the granite. As the picture shows, at that time the scenario was well illuminated and there were sharp shadows pointing North-east. Figure 14 (a) shows a picture taken by the author when the robot was drawing the path, at approximately 15h10m. The picture was taken at approximately the height of the robot's camera, with the camera on the floor, at the point marked with letter A in Figure 12 (a). While following the path, 43 momentary localisation errors were generated. Since the path is described by 147 images, during the autonomous run the robot is expected to perform at least 147 × 16 = 2352 steps. Hence, 43 MLEs is just 1.83%, which is almost the same error rate that measured indoors for equivalent settings (17.2MLEs/(55images × 16) = 1.95%, in Section 5.1, for equivalent conditions). One hour later, at 16h00m, the robot was made to follow the same path again. The trajectory followed is shown in Figure 12 (b), marked by the green line. As the picture shows, the shadows are pointing in a di erent angle, because the sun had moved to the West. There is also much less light, because the sun was setting fast and there were also some clouds appearing on the sky. Figure 14 (b) shows a picture taken from the point marked with letter A in Figure 12 (b). In that experiment, 103 momentary localisation errors were counted. That is an error rate greater than 4.38%, which is more than twice the error rate measured at 15h00m. Additionally, the robot stopped at a distance of approximately 20 cm from the end of the path that had been marked one hour before. It should be noted that a 20 cm error in distance is a good achievement, since there are no clear landmarks in the last picture to help distinguish it from the other close pictures. Besides, it is an absolute error, and not an incremental one. If the trajectory was longer, the error might be similar or less. At 17h00m the robot was made to follow the same path one more time. Figure 12 (c) shows the result. When the robot had finished, the sun was very low on the horizon and the sky was very cloudy. Hence, there was much less light and there are almost no shadows in the picture. Nonetheless, the robot successfully completed the path and only 81 momentary localisation errors were counted. That is an error rate of 3.44%, which is larger than that obtained indoors, but less than that measured at 16h00m, when the sun was projecting much more shadows into the scene. Again, the robot stopped at a distance of approximately 20 cm from the end of the first path.
Discussion
The results presented show the feasibility of the approach proposed: navigation of an autonomous robot using sequences of images stored into a Sparse Distributed Memory. Compared to similar techniques, the method shows several advantages, as detailed later in this section.
Results obtained
The SDM is highly tolerant to severe situations, such as a significant change in illumination conditions, occlusion or memory overflow. That robustness arises from the natural characteristics of the memory, which are those of high-dimensional boolean spaces. Some other common navigation problems, such as the kidnapped robot problem, are also naturally solved in a vision-based navigation approach with limited context information, such as the one proposed: localisation of the robot is mostly based on its current view, so it does not matter where it has been, or whether it has been kidnapped, some time ago. Experimental data shows that some memory models resist better than others to common problems. The arithmetic and sum code modes are better dealing with illumination changes. Under severe scenario damage they collapse before the bitwise modes using the natural binary code and the optimised code, but the di erence is minimal. In the situation of memory overflow it was the arithmetic mode that exhibited the best performance. In general, it is acceptable to admit that the arithmetic mode is the one that should be recommended for robust robot Hardware requirements high medium high very high very high navigation using visual memories. Another interesting characteristic is that backwards navigation is also possible using the method proposed. The SDM makes it possible to retrieve sequences in either direction: from beginning to end or from end to beginning. Figure 15 shows an example of a path that the robot followed backwards. It is not as precise in backward motion as it is in forward motion, because pushing the marker pen ahead is more di cult than dragging it behind, and also because being guided by rear images is more di cult than being guided by front images. The characteristics of the SDM make it suitable to determine overlapping sequences based on similarity of consecutive images. This way node points can be established when two paths come together or split, building a partial topological representation of the space. However, using similarities between images, the connection points can only be detected if the robot approaches a known path in a very close heading. This drawback could only be solved using positional information or omnidirectional views.
Comparison to similar methods
Compared to more conventional approaches, such as State Vector Machines (SVM), Hidden Markov Models (HMM), K-Nearest Neighbours (KNN) or even Neural Networks (NN), the SDM has the advantage of exhibiting the most interesting characteristics of all of them, and only a few disadvantages. It is biologically inspired, easy to plan, implement and train. It is also easily scalable and can be implemented using parallel or distributed processing. Table 5 summarises some important characteristics of the SDM and similar approaches (k-nearest neighbours, neural networks, hidden Markov models and support vector machines). The first two rows compare the ability to learn and to forget. The third row concerns the ability to associate two di erent data patterns. The fourth and fifth rows compare the ability to deal with incomplete and noisy data. The sixth row concerns the ability to deal with high-dimensional vectors. The last row refers to the computational requirements of the model. As the table shows, the SDM is superior in terms of learning and forgetting abilities. It can implement one-shot learning and natural forgetting. SDM, KNN and NN work as associative memories, but HMM and SVM are hardly suitable for that purpose. In terms of ability to deal with incomplete and noisy data, as well as suitability to work with high-dimensional spaces, all the approaches can be considered appropriate. In terms of computational requirements, it seems fair to assume the KNN approach is the less demanding, while the SVM and HMM should be the most demanding. The SDM simulated in software is also very computer intensive, because it has to be implemented based on linked lists or neural networks, but it is suitable to be implemented in dedicated hardware. In that case, the performance could be considerably improved. Additionally, storage can be as low as 0.1 bits per bit of traditional memory. However, for production systems it should be implemented in hardware, thus achieving much better performance at a lower cost [20] .
Conclusions
To the best of the authors' knowledge, this is the first time a robot has actually been navigated by a system with a SDM at its helm. It was guided using view sequences stored into the SDM. The behaviour of the system was tested using di erent forms of encoding the information, with and without data distribution. The system proved to be quite robust to illuminate changes as well as in the presence of interferences and memory overflow. Using only visual information, a partial topological representation of the environment was also built, making it possible to plan paths using a search strategy. It is a viable and interesting model, making it possible to mimic behaviours similar to the human brain. It was proven that the way information is encoded, as well as distribution of the data, may have a significant impact on the performance of the system. This work presents a novel and thorough analysis of the properties exhibited by a robot navigating using visual memories stored into a SDM: how much it is tolerant to noise, occlusions, memory overflow, illumination and scenario changes. The advantages of using the SDM are immense. It is a very sound model, with a solid mathematical foundation.
It naturally provides characteristics that otherwise may be di cult to deal with, such as the ability to work with sequences, backward motion, immunity to noisy data and natural memory decay. Drawbacks is, when implemented in non-specific hardware, it requires a lot of processing and provides storage of only 0.1 bits per bit of traditional computer memory. 
