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Abstract
Isolated microgrids have been shown to be a reliable and efficient solution to provide
energy to remote communities. From the primary control perspective, due to the low sys-
tem inertia and fast changes in the output power of wind and solar power sources, isolated
microgrids’ frequency can experience large excursions and thus easily deviate from nominal
operating conditions, even when there is sufficient frequency control reserves; hence, it is
challenging to maintain frequency around its nominal value. From the secondary control
perspective, the generation scheduling of dispatchable units obtained from a conventional
Unit Commitment (UC) are considered fixed between two dispatch time intervals, yield-
ing a staircase generation profile over the UC time horizon; given the high variability of
renewable generation output power, committed units participating in frequency regulation
would not remain fixed between two time intervals. The present work proposes techniques
to address these issues in primary and secondary frequency control in isolated microgrids
with high penetration of renewable generation.
In this thesis, first, a new frequency control mechanism is developed which makes use
of the load sensitivity to operating voltage and can be easily adopted for various types of
isolated microgrids. The proposed controller offers various advantages, such as allowing
the integration of significant levels of intermittent renewable resources in isolated/islanded
microgrids without the need for large energy storage systems, providing fast and smooth
frequency regulation with no steady-state error, regardless of the generator control mecha-
nism. The controller requires no extra communication infrastructure and only local voltage
and frequency is used as feedback. The performance of the controller is evaluated and
validated using PSCAD/EMTDC on a modified version of the CIGRE benchmark; also,
small-perturbation stability analysis is carried out to demonstrate the contribution of the
proposed controller to system damping.
In the second stage of the thesis, a mathematical model of frequency control in isolated
microgrids is proposed and integrated into the UC problem. The proposed formulation
considers the impact of the frequency control mechanism on the changes in the generation
output using a linear model. Based on this model, a novel UC model is developed which
yields a more cost efficient solution for isolated microgrids. The proposed UC is formulated
based on a day-ahead scheduling horizon with Model Predictive Control (MPC) approach.
To test and validate the proposed UC, the realistic test system used in the first part of
the thesis is utilized. The results demonstrate that the proposed UC would reduce the
operational costs of isolated microgrids compared to conventional UC methods, at similar
complexity levels and computational costs.
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Chapter 1
Introduction
1.1 Motivation
Traditionally, electricity is produced in a few central generation plants of significant ca-
pacity of a few gigawatts, and transmitted and distributed to local consumers. With the
arrival of renewable energy technologies, this generation paradigm is gradually changing,
and the focus is shifting toward small generators at the distribution system level, closer
to the loads. In this context, the concept of microgrids was initially introduced by the
Consortium for Electric Reliability Technology Solutions (CERTS) in 1998 in [1] and [2],
where, a microgrid is defined as a cluster of distributed generation (Distributed Genera-
tion (DG)) units such as diesel generators, solar panels, wind turbines, and Fuel Cell (FC)
units, which can operate in grid-connected and/or in isolated/islanded mode.
Isolated/islanded microgrids play two important roles in shaping the present and future
of power and energy systems. First, they have been shown to be a reliable and efficient
solution to provide energy to remote communities or those with no access to electricity [3].
Currently, 17% of global population lack access to electricity, and 38% lack clean cooking
facilities [4]; isolated microgrids have been shown to be a feasible solution to the problem
of energy poverty. Aboriginal Affairs and Northern Development Canada reports that
there are approx. 200 thousands Canadians live in 280 distant off-grid communities, whose
energy needs are currently satisfied by local isolated microgrids [5].
The second significant role of isolated microgrids is their potential to integrate dis-
tributed Renewable Energy Resources (RES) that contribute to the reduction of greenhouse
gas emission, hence mitigating the adverse impacts of climate change. In this context, in
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the last decade, driven by the need for clean energy and cheaper wind and solar technolo-
gies, RES such as wind and solar have proliferated all over the world. Thus, Distributed
Generation (DG) is growing rapidly, with attractive feed-in tariffs and carbon-emission tax
policies, thereby increasing the penetration of RES. Most recently, with the IEEE 1547
Standard permitting the islanded operation of distribution networks [6], isolated/islanded
microgrids are becoming more prevalent, potentially improving the reliability of electricity
supply and allowing better integration of RES [7].
In comparison to the large interconnected systems, an isolated micorgid has a smaller
size but could have a significantly higher share of RES. However, similar to traditional
systems, an isolated microgrid should also meet reliability and adequacy standards, which
require all the controllable units to be actively involved in maintaining the system voltage
and frequency within acceptable ranges. Hence, the power system controls may need to
be modified in different control hierarchies to account for the intrinsic microgrid charac-
teristics, in particular the impact of significant levels of non-dispatchable variable RES
on system voltage and frequency. Therefore, the focus in this thesis is on primary and
secondary control of frequency.
1.1.1 Primary Frequency Control
From the primary control perspective, the system frequency is traditionally controlled
using frequency droop characteristics [8], [9]. However, the system inertia in an isolated
microgrid is considerably lower compared to that of a large interconnected system, and
thus the power generation may experience fast changes due to the high penetration of
RES. Consequently, in such a situation, conventional control mechanisms may not be fast
enough to overcome the rapid changes in the output power of RES, resulting in the system
frequency experiencing large excursions and easily deviating from its nominal operating
point [10]. In fact, in the case of a disturbance such as a generator outage, the rate of
change of frequency can be as high as 1 Hz/s because of the negligible inertial response of
RES, that can be attributed to the presence of electronically coupled Photovoltaic (PV)
panels and wind turbines [10], [11]. Therefore, it is a challenging task to maintain the
system frequency around the nominal operating point in isolated microgrids with significant
penetration of RES [12].
In this thesis, first, a new frequency control mechanism is developed which makes use
of the load sensitivity to operating voltage and can be easily adopted for various types of
isolated microgrids. The proposed controller offers various advantages, such as allowing the
integration of significant levels of intermittent RES in isolated/islanded microgrids without
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the need for large energy storage systems, providing fast and smooth frequency regulation
with no steady-state error, regardless of the generator control mechanism. The controller
requires no extra communication infrastructure and only local voltage and frequency are
used as feedback. The performance of the controller is evaluated and validated through
various simulation studies in the PSCAD/EMTDC based on a a modified version of a
CIGRE benchmark test system [13]. Small-perturbation stability analysis is carried out to
demonstrate the positive impact of the proposed controller on system damping.
1.1.2 Secondary Frequency Control
In isolated microgrids, the Unit Commitment (UC) problem ensures reliable and eco-
nomical operation [14]. The generation scheduling of dispatchable units obtained from a
conventional UC are considered fixed within a dispatch time interval, yielding a staircase
generation profile over the UC time horizon. This approach is reasonable in large inter-
connected systems, where UC and frequency regulation are treated separately; however,
the staircase schedule of generation outputs is shown in [15] to create large frequency de-
viations at the beginning and end of each dispatch interval. Since, in isolated microgrids
all DG units participate in frequency regulation, especially if RES are present, given their
high output-power variability, the DG units would not remain at fixed operating points
within one dispatch time interval. Hence, a UC model should be developed to consider the
impact of frequency control mechanism on the DGs power output.
In the second stage of this thesis, a mathematical model of frequency control in isolated
microgrids is proposed and integrated into the microgrid UC problem. The proposed
formulation considers the impact of the frequency control mechanism on the changes in the
generation output, resulting in a novel UC model that yields a more cost efficient solution
for isolated microgrids. The proposed UC is formulated based on a day-ahead horizon
with a Model Predictive Control (MPC) approach, and is tested and validated using a
modified CIGRE benchmark test system. The results demonstrate that the proposed UC
would reduce the operational costs of isolated microgrids compared to conventional UC,
at similar complexity levels and computational costs.
1.2 Literature Review
This section presents a summary of some relevant works, pertaining to the issues addressed
in this thesis.
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1.2.1 Operation and Primary Control of Microgrids
Recently, the IEEE 1547 Standard [6] has defined a microgrid as an electric power system
that has distributed resources and loads, has the ability to work in connected and isolated
modes, and is intentionally planned to serve nearby loads. From the grid point of view, four
modes of operation are defined for microgrids [3]: grid connected, transition-to-islanding,
isolated, and reconnection mode. Each mode of operation has its own rules and challenges.
Compared to large interconnected power systems, isolated microgrids have lower system
inertia, and they may have a high penetration of RES. Hence, they have a lower ability
to deal with disturbances in the system, with frequency instability being a significant
concern in isolated microgrids. In traditional power systems, power mismatch between
generation and load is compensated by adjustment of generation; this is called primary
frequency regulation, i.e. the adjustment of the mechanical input power of the conventional
generators using their governors [16], with an extensive number of strategies proposed and
implemented for traditional primary frequency control as discussed in [17].
In the context of microgrids, the deficiency of traditional control functions in the system
was highlighted during an event in the Danish Bornholm Island [18], where, on December
22, 2005, the island distribution system was isolated due to a failure in the high voltage
cables that connect the system to the main transmission grid. During that period, lo-
cal regulators were not able to keep up with the fast fluctuations of output power of the
wind generators, and as a result the whole distribution system was forced to shut down.
An extensive number of control methodologies have been proposed for the operation of
microgrids to mitigate some of the aforementioned problems [19–22]. These can be catego-
rized in two groups, namely, decentralized and centralized controls [14]. For each category,
many different control strategies have been proposed [23]. The focus of this section is on
decentralized control techniques, with centralized controls briefly discussed.
In [24], three levels of centralized control are proposed as follows: local DG and load
controls (decentralized), MicroGrid Central Controller (MGCC), and energy management
system; thereafter, it introduces a demand side and production side bidding scheme in
the context of MGCC. The aim is to optimize the production from the local DG units
and power exchanges with the main grid. In [25], a secondary (as well as tertiary) control
scheme is proposed based on minimization of a “potential function” that corresponds to the
control goal. Both strategies in [24] and [25] require different components of the system to
be able to communicate and share data, which is an essential part of centralized hierarchical
control techniques. The need for a communication infrastructure may expose the system
operation to several drawbacks and risks such as communication delay and data reliability.
Additionally, in the presence of a communication infrastructure, reconfiguration of the
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network and adding/removing a component, which could be relatively frequent event in
microgrids, is challenging.
Substantial efforts have been made on the development of local decentralized controllers,
which is specifically possible in microgrids because of the presence of an abundant amount
of modern power electronic devices [26]. In a microgrid, DERs are interfaced via power
electronic inverters that can be controlled locally without requiring data from other invert-
ers or locations [27]. Such DERs should be dispatchable, i.e. they should be able to adjust
their injected active and reactive power. In this context, Energy Storage Systems (ESS)
are a practical and viable option for isolated/islanded microgrids with high penetration of
RES, allowing for proper frequency and voltage control. Thus, in [10], it is demonstrated
that fast acting ESS considerably reduces the impact of wind and solar generation on iso-
lated microgrid inertia. In [28], ESS performs the primary voltage and frequency control
in an inverter-based isolated microgrid, and is shown to be effective in maintaining the
voltage and frequency within acceptable ranges.
Control strategies based on droop controllers are the most common for dispatchable
DERs [29]. These controllers allow generators to properly share active and reactive powers
among themselves by controlling frequency and voltage magnitude with no need for inter-
communication between the units, as discussed in [30], where a control strategy is proposed
to emulate the conventional droop control mechanism, providing the ability to distribute
the total demand amongst DG units using local feedback signals, without the need for
communications. This makes the droop mechanism one of the most appropriate primary
controls for isolated microgrids, where access to communication infrastructure is limited,
with many papers discussing and demonstrating the application of droop controllers; hence,
droop controls are extensively discussed next.
There are some drawbacks associated with conventional droop controllers. First, in a
system with a frequency droop controller, a load perturbation results in the steady-state
frequency change; hence, secondary frequency regulation is required as proposed in [31].
Second, the load sharing control affects the stability of the system because it requires
a change in the demand power of each inverter. Although increasing the droop gains
improves the power sharing, the trajectories of the low-frequency modes will be shifted,
which adversely affects the overall system stability; this issue has been fully explored
in [32] and [33]. In addition, there are limitations in the use of frequency deviation as a
control signal, as measuring the instantaneous frequency accurately is not a straightforward
task [34]. Furthermore, droop controllers may exhibit poor frequency regulation due to
rapid changes in the output power of the DG units [11]. Thus, there is a need for additional
frequency control, especially in islanded microgrids with high penetration of RES.
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In view of the limitations of droop control, numerous strategies have been proposed
for frequency control and power sharing in isolated/islanded microgrids. In [35, 36], the
conventional drooping mechanisms are revised and supplemental transient droop character-
istics are added via PID controllers. While this mechanism improves the transient response
of the system, it has a few drawbacks: first, the output impedance of the converter is ne-
glected and is emulated by a high-pass filter; second, the PID controller needs careful
tuning and is very sensitive to the X/R ratio of the system, a fact which is problematic
in microgrids with frequent reconfiguration. In [37, 38], a simple PI controller is proposed
that works based on transient drooping of active and reactive power; while this imple-
mentation improves the transient response and stability of the system, it has the same
drawbacks of [35], with inferior performance, and presents the problem that calculation
of adaptive droop coefficients are sensitive to measurement noises and inaccuracies, which
may jeopardize the system stability.
All the methods proposed in [35–38] are built on top of the conventional drooping
mechanism, which results in steady-state frequency error. To overcome this drawback, a
load-angle droop is introduced to replace the traditional frequency droop in [39,40]. In this
methodology, the active power sharing is done by drooping the converter output voltage
angle instead of frequency, which is referred to as “angle droop”. In [39], it is shown that
the standard deviation of the frequency in a system with angle droop controllers is less than
the one in a system with conventional frequency droop controllers. Also, the steady-state
frequency deviation is improved, which decreases the dependency on secondary frequency
regulation. However, the major drawback of this methodology is that it requires signals
from a Global Positioning System (GPS) for angle referencing, which is an issue for the
reliability of the system, since the GPS signal might not be always available. In addition, to
ensure proper load sharing, high values of angle droop gains are required, which negatively
affect system stability, as illustrated in [40]. Also, it is important to mention that all
the methods in [35–40] rely on microgrids with dispatchable, electronically interfaced
Distributed Energy Resources (DERs), while the majority of isolated micorgrids, specially
in remote communities, rely on synchronous machines with diesel engines [5].
In low-voltage microgirds, lines are mainly resistive, which expose the droop controllers
to poor and slow transient response due to real and reactive power coupling. To overcome
this problem, a virtual real and reactive power frame transformation is proposed in [41].
However, the proposed method cannot directly control actual real and reactive powers and
instead relies on controlling the active and reactive currents. In addition, the efficiency
of the proposed methodology highly depends on the accuracy of the estimation of the
X/R ratio of the system. In [42], power droop controllers with virtual impedances are
proposed to improve the active and reactive power decoupling; however, this methodology
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increases the impedance voltage drops and consequently affects the reactive power control
and sharing error.
Generally, and in addition to previously highlighted shortcomings, droop controllers
may exhibit poor frequency regulation due to rapid changes in the output power of the
DGs [11]. Thus, there is a need for additional frequency controls, especially in islanded
microgrids with high penetration of RES. For example, in view of the need for additional
frequency controls in isolated microgrids, in [43,44], a supplementary loop is introduced in
the control system of variable-speed wind turbines to extract power from the rotating mass
of the turbines in islanded systems. This strategy emulates the response of a conventional
synchronous generator, and adds virtual inertia to the system, but this is limited by the
speed and power rating of the turbines and introduces delays into the recovery period of
the turbine.
A long-established strategy in conventional systems to help with frequency regulation
is Dynamic Demand Control (DDC), i.e. reducing the consumption of the loads by di-
rectly turning them off or switching their operating voltage [45]. For example, the Pacific
Northwest National Laboratory (PNNL) has developed a load controller that detects major
deviations in the grid frequency and turns off appliances accordingly [46]. Various other
centralized and decentralized DDC approaches have been reported in the literature [47–49].
However, these techniques are not viable for isolated microgrids, especially those in remote
communities, as DDC requires significant communication infrastructure and controllers to
be installed at each individual appliance.
The idea of reducing the system load during major under-frequency events by manip-
ulating the grid voltage is introduced in [50,51], with operating voltages remaining within
acceptable limits to not affect customers. Since the load response in this case would be
almost instantaneous, this approach would improves the overall system frequency response,
and in the case of droop controllers, there is no need for any inter-communication between
the controllers thereby improving the reliability of the system. However, the idea presented
in this paper is not of a dynamic controller, but it is a simple constant step-change in the
system operating voltage activated by a certain threshold in the rate of change of frequency,
imposed by changing the excitation reference set point; moreover, the issues pertaining to
measuring the rate of change of frequency in the system is not discussed.
The review of the major works in the area of frequency control in isolated microgrids
discussed in this section reveals the need for further improvements to ensure a reliable
and stable operation of the system. Hence, a state-of-the-art Voltage-based Frequency
Controller (VFC) is proposed in this thesis for both diesel-based and inverter-based isolated
microgrids that acts as a primary controller providing frequency regulation support through
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voltage regulators in parallel with the system conventional primary controls. In particular,
the proposed VFC is based on the principle that, in microgrids, load powers are sensitive to
voltage variations and, given the network size, voltage changes at diesel generator exciter
systems and DERs inverters directly affect load voltages.
1.2.2 Unit Commitment in Isolated Microgrids
The Unit Commitment (UC) problem determines the optimal generation schedule to supply
demand, while ensuring that the system operates within certain technical constraints [52].
In isolated microgrids, the UC problem functions as a secondary control to ensure its
reliable and economical operation [14]. For microgrids with high penetration of RES, UC
and its corresponding controls should be properly designed to take into account various
challenges such as high supply and demand variability in the system, thus ensuring a
reliable and economical operation of microgrids.
Several researchers have proposed UC models for microgrids with different configura-
tions and constraints. In [53], an off-line UC technique is proposed for small-scale isolated
microgrids with a low penetration of DERs. The optimal dispatch is pre-calculated for
a range of different loading levels in the system; the obtained solutions are stored in a
look-up table to be used in real-time based on the system loading condition. However,
the proposed method is not appropriate for isolated microgrids with a significant number
of dispatchable DERs, because, as the number of units increases, the number of possible
operating scenarios grows exponentially. In addition, this approach presents a problem in
systems with ESS, because the State-of-Charge (SoC) of a battery is a time-dependent
variable that depends on the time-steps and the dispatch horizon. Finally, this model ne-
glects some important operational constraints such as ramp up/down limits and minimum
up/down times.
In view of the limitation of the aforementioned approach and other similar off-line UC
techniques, the focus here is on on-line methodologies where the optimal dispatch is cal-
culated based on the system conditions and forecasts over a given time horizon. Thus,
in [54], a UC model that includes operational constraints pertaining to DERs and ESS
such as ramp-up, ramp-down, and minimum up/down-time constraints is proposed. How-
ever, the accuracy of the solution obtained by deterministic methods such as the one in [54]
directly depends on the accuracy of the forecast of RES and demand. To mitigate the neg-
ative impacts of forecast inaccuracy, Model Predictive Control (MPC) theory [55] has been
applied to UC. In MPC-based approaches, the optimal dispatch solutions are obtained in
each time step for a pre-defined horizon and is only applied to the next time interval; then
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the problem is re-solved in the next time step with the updated forecast, repeating the pro-
cess untill the end of the time horizon. For example, in [56], the dispatch is re-calculated
hourly for the next 48 hours, updating the forecast of RES and demand. However, MPC-
based approaches might not be sufficient to ensure the reliability of the isolated microgrids
due to critical demand-supply balance [57]. Therefore, more detailed modelling techniques
for uncertainties in the system can be combined with conventional MPC-based UC prob-
lems to obtain a more reliable dispatch solution. Examples of these techniques are robust
optimization, stochastic optimization, and chance constrained optimization [57–60]
Generally, UC models for isolated microgrids are formulated as Mixed Integer Lin-
ear Programming (MILP) problems. However, Mixed Integer Non-Linear Programming
(MINLP) formulations are also proposed where conventional UC is combined with more
complex network load flow constraints. In [58], the problem of optimal energy management
in microgrids is decomposed into UC and Optimal Power Flow (OPF) problems, incorpo-
rating the distribution system constraints such as acceptable voltage ranges within the UC
problem while keeping the problem linear. In [61], a combined UC and OPF problem with
smart loads in microgrids is proposed to obtain the optimal dispatch decisions of genera-
tion units. While such methods increase the accuracy of the optimal dispatch, the problem
should be carefully formulated to ensure reasonable computation performance.
So far, none of the above mentioned works account for the impact of frequency regu-
lation on DG units output, assuming that the generation outputs are fixed between two
dispatch intervals. There are some works that consider constraints related to frequency
control within the framework of UC for microgrids, with the majority focusing on reserve-
related constraints. For example, in [62], the reserve required for frequency regulation is
modelled as a decrease in the minimum limit and an increase in the maximum limit of the
largest generator involved in the control process. In [63], a new constraint is introduced
to control the frequency levels, which determines the minimum frequency reached if the
system loses the largest generator; reserve levels are then adjusted through an iterative
process until the frequency constraint is satisfied. In [64], a frequency-regulating reserve
constraint and a load-frequency sensitivity index are introduced to calculate the proper
amount of reserves required to keep the system frequency higher than the minimum ac-
ceptable value. In [65], the isochronous mode of generation is modelled and integrated into
the UC problem, with particular emphasis on the microgrid reserve requirements. None
of these references model or consider the impact of the frequency control mechanism on
the generation output, and hence on the UC objective function; the primary assumption
of these works remains that the generation power outputs are fixed between two dispatch
time intervals.
The idea that dispatchable units’ power outputs would not be fixed between two dis-
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patch intervals has been investigated in [66–68] for bulk power systems. In [66], it is
demonstrated that considering generation levels in UC problems as hourly energy blocks
may not be realizable in practice. To address this problem, the UC problem is reformulated
in [67] to incorporate energy delivery constraints based on a sub-hourly energy demand
profile. In [68], a UC-based market clearing model is proposed, considering the difference
between power and energy, and accounting for start-up and shut-down power trajectories
and ramping constraints; in this case, demand and energy are modelled as piecewise-linear
functions representing their power trajectories. The methods proposed in these works
have not been applied to microgrids with various DERs; in addition, none of these works
investigate the impact of frequency control on power trajectories of dispatchable units.
Based on the aforementioned literature review, there is a need for state-of-the-art UC
models for isolated microgrids that considers the impact of frequency control on generation
outputs, and hence integrates the corresponding frequency control model into the UC
problem formulation. Hence, in this thesis, a novel UC is proposed that integrates the
mathematical formulation of various frequency control techniques, thus considering for the
impact of these techniques on dispatchable DERs output.
1.3 Research Objectives
The review of the current technical literature reveals the need to improve the primary and
secondary frequency control techniques for isolated microgrids. In this context, the main
objectives and contributions of this thesis are as follows:
1. Develop a state-of-the-art VFC for both diesel-based and inverter-based units in
isolated micorgirds. The controller utilizes a load voltage regulation mechanism to
manipulate the system demand, and consequently balance the power mismatch. The
load voltage regulation will be performed via diesel generator exciter systems and
DERs inverters, without the need for communication between different components
of the system.
2. Investigate the impact of various frequency control mechanisms such as single unit
control, droop control, or isochronous load sharing (ILS) control mode on optimal
dispatch solution, using the developed UC model.
3. Develop a hybrid droop-based frequency controller for inverter-based isolated micro-
grids and investigate the impact of various droop-based frequency control mechanisms
on the transient response and stability of such systems.
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4. Develop a novel mathematical formulation of the frequency control mechanism inte-
grated within a UC framework for isolated microgrids, yielding a more economical
dispatch solution, and introducing a new reserve power constraint in the UC model to
represent the corresponding frequency control mechanism that yields a more realistic
dispatch solution.
5. Develop a comprehensive dynamic and static simulation model of the CIGRE bench-
mark system [13] for medium voltage distribution networks to carry out time-domain
and steady-state simulations to test and demonstrate the proposed frequency con-
trol paradigms. Detailed Models voltage and frequency control systems, both for
synchronous machines and inverters, will be developed.
1.4 Outline of the Thesis
The rest of the thesis is structured as follows: Chapter 2 provides a background review on
the main concepts, models and tools used in this thesis. It discusses microgrids in detail,
with a focus on voltage and frequency control and Energy Management Systems (EMS)
in isolated microgrids. Different types of DERs are also presented, and their benefits and
shortcomings are briefly discussed.
Chapter 3 compares the performance of different droop-based control techniques in an
inverter based isolated microgrid. Specifically, the following techniques are compared: con-
ventional droop-based control including a Sinusoidal Pulse Width Modulation (SPWM)-
based Voltage-Sourced Converter (VSC) with power, voltage and current controls, transient
decentralized droop controls, and angle droop controls. Finally, it proposes a hybrid con-
troller that merges the advantages of both the transient decentralized droop controller and
the angle droop controller. The performance of these control techniques in an isolated
microgrid is evaluated through time domain simulations on a simple test system.
Chapter 4 describes the proposed VFC controller in detail. The microgrid test system,
based on a CIGRE bench-mark system, and its components used to study and validate
the presented controller are also discussed, including the models of DERs and their cor-
responding controls. Finally, simulation results are presented both for diesel-based and
inverter-based test systems, and analyses are carried out to demonstrate the positive im-
pact of the proposed controller.
Chapter 5 proposes a novel UC that integrates the mathematical model of frequency
control in isolated microgrids. A MILP problem is formulated to model the changes in the
DERs output according to the system frequency control mechanism. A modified version
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of the CIGRE benchmark test system is used to demonstrate and validate the proposed
UC for isolated microgrids.
Finally, Chapter 6 summarizes the main conclusions and contributions of this thesis,
and suggests possible future research work. Appendix A presents detailed data of the test
system components and their corresponding controls used for simulations.
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Chapter 2
Background Review
2.1 Introduction
This chapter presents a background review of the concepts, models and tools that are
used in this thesis. First, microgrids are discussed in detail, with a general discussion on
the stability these systems, concentrating on frequency stability and the frequency control
problem formulation. Then, voltage/frequency control and EMS in isolated microgrids are
reviewed in detail.
2.2 Microgrids
Generally, a microgrid is defined as a cluster of DG units and loads such as diesel generators,
solar panels, wind turbines, etc., connected to the main grid at the Point of Common
Coupling (PCC) [1,3]. Depending on the size and configuration, microgrids can be as large
and complex as a full substation, or as small and simple as a single customer microgrid,
as shown in Figure 2.1.
Microgrids can operate both in grid-connected and islanded modes and are also able
to transit between these two modes of operation [69, 70]. Some microgrids may have no
connection available to the main grid, such as those built for remote communities [5]
or industrial sites; these microgrids always operate in islanded mode, and are referred
to as isolated microgrids1. In the grid-connected mode of operation, the voltage and
1In this thesis, the terms islanded and isolated microgrids are used interchangably.
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Figure 2.1: Different sizes and configurations of microgrids.
frequency are imposed by the main grid, and the microgrid only performs pre-defined
ancillary services. On the other hand, in islanded operation, various DERs are in charge
of controlling the voltage and frequency.
Controlling microgrids in islanded mode of operation is challenging due to the critical
demand-supply balance that should be locally satisfied. Furthermore, the system inertia
is lower compared to traditional power systems, especially in the case of high penetration
of intermittent RES with the majority of DERs being electronically interfaced with the
system, in which case the uncertainty of generation is significant, requiring accurate and
fast control mechanisms to ensure stable and reliable operation.
Stable operation in microgrids refers to the formally accepted definition of power system
stability, which is “the ability of an electric power system, at a given initial operating
condition, to regain a state of operating equilibrium after being subjected to a physical
disturbance, with most system variables bounded so that practically the entire system
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remains intact” [71]. Disturbances in isolated microgrids occur in many different forms,
and are generally categorized into large and small disturbances. For example, continuously
changing loads represents small disturbances, while the loss of generators or loads or short
circuits on feeders can be categorized as large disturbances. In both cases, the isolated
microgrid should be able to remain stable, i.e. to damp the fluctuations in the system
operating state and return to a new satisfactory equilibrium point.
Instability may be manifested in different ways and/or affect different states of the
system. By states of the system one refers to those variables that define the system
operating point, in particular voltages and system frequency. Hence, there is a need to
identify different types of instability that may occur in an isolated microgrid; however, this
is work currently underway and being lead by an IEEE Power & Energy Society (PES)
Task Force, and thus there is not yet relevant literature in this topic. Therefore, in this
thesis, the definitions and concepts introduced in [71] are used as a starting point. In this
paper, power system instabilities are categorized based on the following factors:
• The physical origin of the instability
• The relative size of the disturbance
• The components that are involved in the process, and the time span that determines
the instability
• The numerical methodology to calculate or predict the instability
Accordingly, instabilities can be classified into different categories as shown in Figure 2.2.
In an event of instability, more than one type of instability may be triggered. In fact,
in many cases one form of instability may result in another form. Hence, careful studies
should be carried out to understand all types of instabilities in isolated microgrids in order
to develop proper controls.
The focus of this thesis is on frequency stability of isolated microgrids. Frequency in-
stability is a major concern in isolated/islanded systems, where there might not be enough
inertia of rotating mass required to reduce the rate of change of frequency. Additionally, in
such systems, the number of generation units are relatively low, resulting in severe power
mismatches in the event of a generator outage. In [71], frequency stability is defined as
“the ability of a power system to maintain steady frequency following a severe system
upset resulting in a significant imbalance between generation and load”. Frequency in-
stability is usually manifested in the form of sustained frequency swings that result in
tripping of generators. In the case of a sudden outage of a generator or load variations, the
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Figure 2.2: Classification of bulk power system stability [71].
system should be able to restore the balance between generation and load, with minimal
unintentional loss of load. As shown in Figure 2.2, frequency stability can be either a
short-term or long-term phenomenon depending on the duration of the process and acti-
vation time of the control and protection devices. A short-term frequency instability has
a time frame from a fraction of a second to a few seconds; it occurs when the equilibrium
between the generation and the load is severely disturbed, resulting in a high rate of change
of frequency. Such a disturbance may result in a system blackout within a few seconds if
timely corrective actions are not taken (e.g., under-frequency load shedding). On the other
hand, long-term frequency instability is the result of situations in which the dynamics of
the turbine overspeed controls and/or governor protection and controls are involved [72].
Long-term frequency instability has a time frame from tens of seconds to several minutes.
The frequency response of an isolated microgrid, and more specifically the rate of change
of frequency, is a function of its frequency control mechanisms. Any change in the generator
and DERs output power and/or loads in the system will affect the frequency. However,
even if the load changes instantaneously, the frequency will change smoothly due to the
controls in the system. This behaviour is modelled with a damping coefficient D relating
the changes in the electric power to the changes in the system frequency. Thus, any change
in the generation input power ∆Pin and/or net electrical power demand ∆PD will result
in a frequency change ∆f , which can be modelled linearly as follows [52]:
G(s) =
∆f
∆Pin −∆PD =
KS
1 + sTS
(2.1)
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where KS is a gain in reverse proportion to the amount of frequency sensitive loads, and
TS is a time delay in the order of fractions of a second. The notation used in this equation
and others throughout this thesis are defined in the nomenclature section found in page xi.
Equation (2.1) models the rate of change of frequency with respect to a power imbalance
in the system under the assumption that the frequency variation propagates through the
system uniformly.
In an isolated microgrid, there are several controllers with different time constants and
hierarchies to keep the system in a steady-state operating point, maintaining the system
voltage and frequency within acceptable limits during disturbances, and ensuring a reliable
and economic operation. Such control functions range from automatic localized actions
with fast dynamics to slower dynamic controls such as optimal dispatch. Large isolated
microgrids may be equipped with Supervisory Control and Data Acquisition (SCADA)
systems that gather and monitor different signals from all over the system and perform
signal processing tasks to take proper actions.
Based on the implementation (centralized or decentralized), time frame, and required
infrastructure, the controller can be categorized into three hierarchies: primary, secondary,
tertiary, as shown in Figure 2.3 [14,73]. Primary level controls are usually autonomous and
designed to react instantaneously to local feedback signals; examples of primary control
are voltage and frequency regulation in the system. Secondary controls are designed to
supervise and coordinate primary controls; they function within a time frame of several
minutes, with EMS falling under the secondary control category. Tertiary controls are used
to coordinate a cluster of interconnected microgrids or supervise the microgrid interaction
with the main grid. Hierarchical controls are essentially an extended version of autonomous
controls, in which the control functions are shared among different levels of hierarchy that
have different time frames and functions, as illustrated in Figure 2.3 [74] [75].
Apart from certain pre-dispatch tasks and urgent intentional corrective actions, a bulk
power system is mostly controlled by changing the active and reactive power flows via
automatic localized controllers. Active power changes mainly affect the system frequency,
while reactive power changes dominantly affect the system voltage; hence, two separate con-
trollers are responsible for controlling real and reactive powers. In this context, frequency
control takes care of the real power generation and frequency, while voltage control regu-
lates the reactive power and the bus voltage magnitude. However, in the case of isolated
microgrids, especially those operating at low-voltage levels, the feeder is dominantly resis-
tive, and thus relying on conventional controls may deteriorate system transient-response
and steady-state performance [76]. Hence, for these systems, there is a need to also consider
the impact of voltage magnitude on active power and voltage angle on reactive power.
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Figure 2.3: Frame for hierarchical control of a microgrid.
2.3 Frequency and Voltage Control in Isolated Micro-
grids
The objective of frequency control is to maintain the frequency within an acceptable limit
by properly sharing the loads among the generation units. This is done by measuring the
error signal ∆f , and controlling the output power of DERs that participate in frequency
control. In this section, General load sharing techniques in isolated microgrids are described
and then technical details of frequency control in synchronous machines and inverter-based
DERs are discussed.
The purpose of voltage control is to maintain the system operating voltage and conse-
quently to manage the reactive power generation. As reactive power plays a considerable
role in determining the overall system stability, voltage control is of paramount importance
in power systems.
Different components produce or absorb reactive power in a power system. For example,
synchronous generators can either generate or absorb reactive power depending on their
excitation level. Inverter based ESS can also produce or absorb reactive power depending
on the system condition and controls. In isolated microgrids, transformers and feeders are
sinks of reactive power, and loads also consume reactive power in the system.
There are different methods for voltage control in isolated microgrids that involve var-
ious devices and mechanisms. A combination of these methods ensures a properly func-
tioning voltage control. Technical details of voltage control in synchronous machines and
inverter-based DERs are also discussed in this section.
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2.3.1 Load Sharing Techniques in Isolated Microgrids
Load sharing between DERs can be done autonomously or via proper communication
channels. The focus here is on autonomous load sharing controls.
Isochronous Control
In this control mode, a single generation unit is in charge of restoring the active power
balance in the system, while the rest of the generation units’ outputs remain fixed; hence,
the system steady-state frequency error is zero. This type of frequency control is usually
suitable for small isolated microgrids with low penetration of RES, where a single DG
unit provides a significant share of the active power demand of the system and changes
in active power mismatch are not significant. For larger isolated microgrids with higher
penetration of RES, the active power mismatch can be substantial, and hence one single
controllable unit may not be able to properly regulate the system frequency; this may
result in the system frequency deviating from its acceptable range of operation. In such a
case, frequency control tasks should be divided amongst multiple generators.
Droop Load Sharing Control
Isochronous control is not practical in a large isolated microgrid with more than one gen-
erator participating in the frequency control, because each generator will oppose the other,
trying to compensate any changes in the power mismatch alone2. Hence, in such a sys-
tem, frequency controllers are designed to allow the steady-state frequency to drop as the
load increases, as shown in Figure 2.4. The slope of the curve in this figure is a unique
characteristic of each controller and is referred to as “speed regulation” or “droop” (R).
Typically, a generator has a speed droop of 5 to 6 percent, which is calculated as follows:
R% =
ωNL − ωFL
∆P
× 100 (2.2)
where ωNL is the no-load steady-state speed, ωFL is the full-load steady-state speed, and
ω0 is rated speed.
Droop control allows for smooth load sharing between the generators in the system
with no intercommunication required; the system frequency deviation is used as the local
2In special situations, multiple adjacent generators can operate under the isochronous paradigm.
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f   
NL
FLP
P
0
FL
( )f Hz
( )P MW
Figure 2.4: Governor droop characteristics.
feedback. Thus, suppose that two generators, generating P1 and P2 respectively, are oper-
ating at the initial frequency f0. A load perturbation of ∆PL then occurs in the system,
resulting in a drop in the system frequency, to which the droop-based controls react by
increasing the generation output until the system reaches the new equilibrium frequency
f ’. The amount of load picked up by each generator is in reverse relation to its droop R,
as shown in Figure 2.5. Hence:
f   
1P
0f
( )f Hz
( )P MW
( )f Hz
( )P MW
'f
0f
'f
2P
Figure 2.5: Load sharing by drooping governors.
∆P1
∆P2
=
R2
R1
(2.3)
According to this equation, the generator with higher R participates less in compensating
for load perturbations in the system.
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Isochronous Load Sharing
Under the Isochronous Load Sharing (ILS) control paradigm, each unit operates based on
the isochronous control principle described previously; however, the units communicate
their loading level to each other through load sharing communication lines to guarantee
that each unit is operating at the same percentage of its full-load rating. Hence, the steady-
state frequency of the isolated microgrid is maintained at its nominal point. The changes
in the generation units’ outputs can be mathematically modelled as follows [65]:
∆Pi
P¯i
=
∆Pj
P¯j
(2.4)
where ∆Pi and P¯i are the change in the power output and the rated power of DG unit i,
respectively. It is crucial for the generation units participating in ILS control to establish
and maintain reliable communication among themselves, otherwise the units would oppose
each other when regulating frequency. Thus, to ensure reliable operation, the units should
be physically close to one another.
2.3.2 Frequency Control in Synchronous Machines [77]
In a synchronous machine, the angle between the position of the rotor axis and the resultant
magnetic field axis is known as the “power or load angle” δ. When the system is subject
to a disturbance, an oscillatory motion occurs in which the rotor accelerates or decelerates
with respect to the rotating air gap mmf; if the system remains stable, the rotor will return
to synchronism. The equation which describes this oscillatory behaviour is known as the
“swing equation” and is of paramount importance in power system stability analysis:
2H
ωs
d2δ
dt2
= Pm(pu) − Pe(pu) (2.5)
where ωs is the electrical angular velocity, Pm is the driving mechanical power, Pe is the
developed electrical power by the generator, and H is “per unit inertia constant”, which
can be defined as follows:
H =
Kinetic Energy
Machine Rating
(2.6)
During small-perturbations, (2.5) can be re-written as:
2H
ωs
d∆ ω
ωs
dt
= ∆Pm(pu) −∆Pe(pu) (2.7)
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The Laplace transform of (2.7) yields:
∆ω(s) =
1
2Hs
[∆Pm(s)−∆Pe(s)] (2.8)
which shows how a synchronous generator reacts to changes in the mechanical and electrical
powers, and can be depicted as shown in Figure 2.6:
1
2Hs
( )mP s
( )eP s
( )s

Figure 2.6: Block diagram of generator model (2.8).
Load Model
Generally, loads may or may not be sensitive to frequency. For example, for pure resistive
loads, the electrical power is entirely a function of the operating voltage and is not sensitive
to frequency. On the other hand, loads such as induction motors are sensitive to changes
in frequency. Hence, a general model of any electrical load can be represented as follows:
∆Pe = ∆PL +D∆ω (2.9)
where ∆PL is the portion of the load that is not sensitive to changes in frequency, and D∆ω
is the frequency-sensitive part of the load. D is a constant that indicates the percentage of
the change in the load over the percentage of the change in the system frequency. Hence,
the block diagram of a generator in Figure 2.6 can be integrated with (2.9), resulting in
the block diagram illustrated in Figure 2.7.
1
2Hs D( )mP s
( )LP s
( )s

Figure 2.7: Block diagram of a generator-load model.
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Turbine
The purpose of a turbine (e.g., hydraulic, steam, and gas) is to provide mechanical power
to the rotating generator shaft. Turbines have many different models with a variety of me-
chanical and dynamic characteristics; however, they all work based on the same principle,
i.e. the kinetic energy of a flowing fluid (e.g., steam, water, and hot gas) is used to rotate
the turbine shaft, where the output power of the turbine is a function of its mechanical
valve position that defines the flow of the fluid into the turbine. In Figure 2.8, the block
diagram of a simple non-reheat steam turbine is presented, where ∆PV shows the changes
in the valve position, and τT is a time constant that models the mechanical delay in the
turbine response to changes in the valve position.
1
1 T sW
( )mP s'( )VP s'
Figure 2.8: Block diagram of a non-reheat steam turbine.
Governor Model
The objective of a governor in the system is to re-adjust the turbine valve position, and
consequently the mechanical input power of the generator (output power of the turbine)
according to changes in the system frequency. Changing the mechanical input power of
the generator will change its output electrical power, which directly affects the system
frequency.
From the governor speed characteristics, the following equation can be derived:
∆Pg = ∆Pref − 1
R
∆ω (2.10)
The Laplace transform of (2.10) yields:
∆Pg(s) = ∆Pref (s)− 1
R
∆ω(s) (2.11)
The governor then changes the turbine valve position ∆PV with a specific time delay τg,
resulting in the block diagram of Figure 2.9 for the speed governor system.
From the block diagrams of the governor, turbine, and generator-load system, it is
possible to derive the block diagram of a full synchronous machine frequency control system,
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Figure 2.9: Block diagram of a speed governing system.
shown in Figure 2.10. To better understand the behaviour of the this system subject to
a load perturbation of −∆PL(s), Figure 2.10 can be redrawn with −∆PL(s) as the input
and frequency deviation ∆ω(s) as the output as shown in Figure 2.11.
LP

1
1 g s
VPgP
( )refP s
1
R
1
1 T s
mP  1
2Hs D
Figure 2.10: Block diagram of synchronous machine frequency control system.

( )LP s
  
1
1 1g TR s s  
1
2Hs D
Figure 2.11: Block diagram of synchronous machine frequency control system with ∆PL as input.
Utilizing the Laplace final value theorem, and assuming the load change is a step input,
i.e. ∆PL(s) =
∆PL
s
, the steady-state deviation in frequency can be derived as follows:
∆ωss = (−∆PL) 1
D + 1/R1 + 1/R2 + · · ·+ 1/Rn =
−∆PL
β
(2.12)
Observe in (2.12) that a steady-state deviation of the frequency is dominantly defined by
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the governor droops in the system, where β = D + 1/R1 + 1/R2 + · · · + 1/Rn is the system
frequency response characteristic.
2.3.3 Voltage Control in Synchronous Machines [77]
The primary voltage controller of a synchronous generator is referred to as Automatic
Voltage Regulator (AVR). An AVR manipulates the generator excitation level in order
to keep the output terminal voltage within specific limits. A typical AVR consists of an
amplifier, excitation controller, and a sensor. To better understand the operating principles
of a typical AVR, simple models of its different components along with the generator model
are presented.
Generator Model
A simple model of a synchronous generator can be provided by a linear relationship between
the generator terminal voltage and its field voltage, with a gain KG and a time constant
τG, which can be represented with the following transfer function:
Vt(s)
VF (s)
=
KG
1 + τGs
(2.13)
where KG is around 1 and τG is in order of a few seconds.
Sensor Model
A sensor will measure the terminal voltage via a transformer and send the measured signal
to the AVR through an amplifier. The sensor can be modelled by a simple first order
transfer function as follows:
VS(s)
Vt(s)
=
KR
1 + τRs
(2.14)
where τR has a very small value, in the range of a few milliseconds. The amplifier can also
be modelled in a similar way as follows:
VR(s)
Ve(s)
=
KA
1 + τAs
(2.15)
where KA is in the range of hundreds, while τA can be in the order of tens of milliseconds.
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Exciter Model
There are several different excitation system model types for a synchronous generator
[78]. Modelling a realistic excitation system in detail is a complicated task and requires
various aspects, such as the magnetic circuit saturation, to be taken into consideration [79].
However, the following adequate linear model of the excitation system presented by a first
order transfer function can be used for small generators of the kind found in isolated
microgrids:
VF (s)
VR(s)
=
KE
1 + τEs
(2.16)
Modern exciters have a very low τE, typically in the range of hundreds of milliseconds.
AVR Model
Considering the models provided for various components of the system, it is possible to
obtain the simplified block diagram of an AVR shown in Figure 2.12. From the figure, it is
possible to calculate the closed-loop transfer function of the terminal voltage Vt(s) to the
reference voltage Vref (s), as follows:
1
R
R
K
s

1
A
A
K
s
( )refV s
1
E
E
K
s 1
G
G
K
s
( )SV s
( )eV s ( )RV s ( )FV s ( )tV s
Sensor
Amplifier Exciter Generator
Figure 2.12: Block diagram of an AVR.
Vt(s)
Vref (s)
=
KAKEKGKR(1 + τRs)
(1 + τAs)(1 + τEs)(1 + τGs)(1 + τRs) +KAKEKGKR
(2.17)
This equation can be used to model the response of the AVR with respect to a reference
voltage such as the steady-state terminal voltage.
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2.3.4 Frequency and Voltage Controls in Inverters
DC/AC inverters such as the ones used in PV, FC, and ESS are able to mimic the behaviour
of the governor and exciter systems of a synchronous machine through voltage and current
controls. These controllers are based on feedback signals transformed into the d-q reference
frame [27], yielding the typical converter controls shown in Figure 2.13, where it is shown
that an inverter can be operated in Current Control Mode (CCM) or Voltage Control Mode
(VCM) based on the microgrid control mechanism. Generally, inverters can be controlled
under three different paradigms: grid forming, grid supporting, and grid feeding [80].
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Figure 2.13: Typical inverter control scheme.
Grid forming inverters are in charge of controlling the voltage amplitude and frequency
in the system; hence, they are controlled in the VCM mode of operation [81], which can
be represented as an ideal AC voltage source with a low-output impedance. Grid form-
ing inverters are usually used in inverter-based microgrids when there is no dominant
synchronous machine in the system. Because of the low-output impedance, grid forming
inverters require an accurate synchronization system to be able to operate in parallel with
other grid forming inverters in the system, which makes grid forming inverters prone to
system instabilities.
Grid supporting inverters can be operated both in VCM or CCM modes, and partici-
pate in the voltage and frequency regulation by controlling its active and reactive power
exchange with the grid [82]. Droop-based regulation techniques are used in grid supporting
inverters to regulate the injection/absorption of active/reactive power based on the changes
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in the system frequency/voltage [83]; hence, the inverter emulates the self-regulation be-
haviour of a synchronous machine.
Finally, grid feeding inverters are controlled in CCM mode and are designed to inject the
active and reactive power defined by the control reference set-point; they do not participate
in voltage and frequency regulation in the system. Grid feeding inverters are the most
common type of inverters used in RES, such as PV or wind [84]. Usually the active and
reactive power set-points are calculated using a Maximum Power Point Tracking (MPPT)
algorithm to maximize the energy yield [85].
Droop-based Grid Supporting Inverter in VCM Mode
Droop-based grid supporting inverters in VCM mode consist of controllers that include all
parts necessary for other types of inverter controls, i.e. a droop-based reference calculator
block, a voltage control block, and a current control block. As shown in Figure 2.13,
the inverter is connected to the rest of the system via an LC filter along with a coupling
inductor Lc. The purpose of a droop-based grid supporting inverter is to provide the voltage
magnitude and phase set-points based on a droop strategy, mimicing the behaviour of a
synchronous machine. The back-to-back voltage and current control loops are designed
to provide the control signal for the PWM module of the VSC, and to ensure that the
output voltage follows the reference set-points provided by the power controller block. At
the same time, these two control loops provide enough damping for the LC filter and the
Lc.
The calculations in the Power Calculation block are performed according to Park’s dq–
axes theory as follows, and depicted in Figure 2.14, based on the notation in Figure 2.13:
p = vdoido − vqoiqo
q = vdoiqo − vqoido
(2.18)
where vo and io are voltage and current of the line after the low pas filter, as shown in
Figure 2.13. These instantaneous powers are then passed through low-pass filters to obtain
the fundamental frequency real and reactive powers P and Q as follows:
P =
ωc
s+ ωc
p
Q =
ωc
s+ ωc
q
(2.19)
where ωc is the cut-off frequency of the low-pass filters.
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Figure 2.14: Droop-based reference set-points.
Artificial droops are introduced to allow for the frequency and voltage magnitude to
decrease as active and reactive power injections increase, respectively; thus, a behaviour
similar to that of a synchronous machine is synthesized to allow for proper power sharing
between different generation units. The following calculations are then performed:
ωo = ωn −mpP (2.20)
V ∗do = Vn − nqQ V ∗qo = 0 (2.21)
where Vn and ωn are the nominal voltage magnitude and frequency. The output voltage
magnitude reference is aligned with the d- axis of the reference frame, while the q- axis
reference is set to zero. In addition, mp and nq are the frequency and voltage droop gains
respectively, and determine the proper power sharing amongst the DERs to maintain the
active and reactive power balance in the system. These droop coefficients are obtained as
follows:
mp =
ωmax − ωmin
Pmax
(2.22)
nq =
Vdomax − Vdomin
Qmax
(2.23)
Voltage and Current Control Blocks
The d- and q-axis voltage references obtained in the power calculation block are passed
through the voltage controller to obtain the d- and q-axis current references, as shown
in Figure 2.15(a). Observe that the voltage controller block consists of two identical PI
controllers and feed-forward terms to decouple the two axes.
From Figure 2.15, the following voltage controller equations can be obtained:
dΦd
dt
= V ∗do − Vdo
dΦq
dt
= V ∗qo − Vqo (2.24)
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Figure 2.15: Inverter control blocks.
I∗dl = FIdo − ωnCfVqo +KPv (V ∗do − Vdo) +KIvΦd (2.25)
I∗ql = FIqo + ωnCfVdo +KPv
(
V ∗qo − Vqo
)
+KIvΦq (2.26)
where KPv and KIv are the proportional and integral gains of the voltage PI controller,
Cf is the output filter capacitor, and I
∗
dl and I
∗
ql are the current references that are passed
through the current controller block. These current references are then passed through the
current controller to obtain the final PWM reference signals in d- and q- axis, as shown in
Figure 2.15(b), resulting in the following equations:
dγd
dt
= I∗dl − Idl
dγq
dt
= I∗ql − Iql (2.27)
V ∗di = −ωnLfIql +KPc (I∗dl − Idl) +KIcγd (2.28)
V ∗qi = ωnLfIdl +KPc
(
I∗ql − Iql
)
+KIcγq (2.29)
where KPc and KIc are the proportional and integral gains of the current PI controller,
Lf is the output filter inductor, and V
∗
di and V
∗
qi are the voltage references, which are
transformed back to abc-reference frame to obtain the sinusoidal control signals for the
PWM scheme of the VSC.
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2.4 Unit Commitment
Generally, UC and EMS for isolated microgrids can be categorized into two main structures:
centralized and decentralized [14]. The focus here is on centralized UC techniques, with
the general architecture shown in Figure 2.16 [57]. Observe that the UC problem is solved
based on inputs that include forecasted power output of the non-dispatchable generators
for a pre-defined look-ahead window, forecasted local load for a pre-defined look-ahead
window, State-of-charge (SoC) of the ESSs, operational limits of dispatchable generators
and ESSs, and security and reliability constraints of the microgrid. The outputs are the
commitment decision variables and the DERs output power reference set-points, which are
sent via a proper communication infrustructure.
Forecast of 
RES
Forecast of 
Local Loads
State-of-
Charge of 
ESSs
Operational 
Limits and 
Constraints
Microgrid UC 
Engine
Set-points and/or 
commands for 
dispatchable units
Figure 2.16: Centralized UC for isolated microgrids.
The UC model can be formulated as a mixed-integer optimization problem for a pre-
defined time horizon, as follows [57]:
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min
T∑
t=1
JUC(xt, ut, pt) +G(ωt)
s.t. g(xt, ut, ωt, pt) = 0 ∀t
h(xt, ut, ωt, pt) ≤ 0 ∀t
(2.30)
where pt is the vector representing the system parameters, demand, and operational con-
straints such minimum up/down times and ramping limits; ut is the vector representing the
continuous control variables such as optimal dispatch; xt is the vector of state variables;
and finally ω ∈ {0, 1} represents the binary decision variables associated with the gener-
ators commitment status. The objective function to be minimized consists of two parts:
JUC(.), which represents the generators fuel cost, and G(.), which represents the costs
associated with the units start-up/shut-down operation and the fixed operational costs
of a committed generator3. The function g(.) represents the set of equality constraints,
including the power-balance of the system, and the logic constraints associated with the
binary variables; h(.) represents the inequality constraints including the generation limits,
ramping limits, minimum up/down times, etc.
In isolated microgrids, the system size is usually small with short feeders compared
to conventional power systems; hence, the UC can yield an optimal dispatch, since it
is feasible to approximate the classical power flow constraints with the the active power
demand-supply balance equations. Thus, under such an assumption, the UC model would
form a MILP problem that can be solved using highly efficient commercial grade software
packages, such as CPLEX [87]. There are numerous solution techniques that are explored
and reported in literature to solve the UC within a reasonable computation time [88–91].
2.5 Summary
This chapter provided a basic background review of microgrids and associated stability
issues, and voltage and frequency control in isolated microgrids, as well as the formulation
of UC in microgrids. Thus, the definition of microgrids and basic related concepts of voltage
and frequency stability were first introduced and discussed. Then, voltage and frequency
control techniques were described in the context of isolated microgrids, including models of
different components such as generator, governor, exciter, and inverters. Finally, a general
formulation of UC models in microgrids were provided, discussing the objective function,
equality and inequality constraints, and solution techniques.
3In some works, JUC(.) is a dual function of generators fuel cost and emission [86].
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Chapter 3
Hybrid Droop-based Frequency
Control in Inverter-based Isolated
Microgrids
This section compares the performance of different droop-based control techniques in an
islanded microgrid that operates solely on electronically interfaced DERs. Specifically, the
following techniques are compared: the conventional droop-based control including a full
SPWM-based VSC with power, voltage and current controls explained in Section 2.3.4 [27];
transient decentralized droop controls that are built upon conventional droop controls
with extra feedback loops [37]; angle droop controls that operate based on drooping the
power angle instead of the frequency [92]; and herein a proposed hybrid controller that
merges the advantages of both the transient decentralized droop controller and the angle
droop controller. A simple test system is used for these comparisons, demonstrating the
advantages and disadvantages of the various droop controls studied, particularly of the
proposed hybrid controller.
3.1 Transient Decentralized Droop Control
Transient droops are proposed in [37] to address the problem of poor transient response of
droop controllers, providing transient active damping of the low frequency power sharing
modes of the system. Thus, additional derivative terms are incorporated into the droop
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equations (2.20) and (2.21), as follows:
ωo = ωn −mpP − mˆpdP
dt
(3.1)
V ∗do = Vn − nqQ− nˆq
dQ
dt
(3.2)
where mˆp and nˆq are the transient droop gains. The rest of the control mechanism, in-
cluding the voltage and current controllers remains the same as described in Section 2.3.4.
This configuration enables the controllers to obtain the voltage and frequency regulation
via original droop gains, whereas the transient gains can be tuned to damp the oscillatory
behaviour of the output active and reactive power. Small-signal analysis is carried out
in [37] to demonstrate that the desired dynamic performance can be achieved by varying
mˆp and nˆq, without affecting the steady-state performance set by mp and nq. In addition,
the damping of the active and reactive power sharing controls can be adjusted by means
of ole placement technique.
3.2 Angle Droop Control
To alleviate large variations of the frequency for normal load changes, angle droop is
proposed as an alternative to frequency droop, fascilitating power sharing by controlling
the output voltage angle of each VSC [92]. Under such a control paradigm, the frequency
droop equation in Figure 2.14 is changed from frequency to voltage angle, as follows:
δo = δn −mδP (3.3)
where δn is the rated voltage angle when it is supplying the load at its rated power, and mδ
is the angle droop coefficient. This droop coefficient is determined so that, when the DER
output power P is nominal, the operating voltage angle δo is zero; thus, δn = mδPrated.
This approach is utilizing a DC load flow analysis of a system with two DERs in [92],
where it is shown that the DER output active powers are in inverse proportion to their
angle droop coefficients, as follows:
P1
P2
≈ mδ2
mδ1
(3.4)
The rest of the control strategy, including the voltage versus reactive power droop, and
the voltage and current control loops remains the same as described in Section 2.3.4.
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3.3 Hybrid Droop Control
To simultaneously address the problem of poor transient and frequency response, a new
hybrid controller is proposed in this section that provides transient active damping of the
low frequency modes of the system, and achieves the proper power sharing by controlling
the output voltage angle of each VSC. The active power droop block diagram of the new
hybrid controller is shown in Figure 3.1, where the droop equations are modified as follows:
do do qo qov i v i
c
cs


ˆ( )n Pm P s 
1
s
nP
n m P  0
Figure 3.1: Active power droop structure of the hybrid controller.
ωo = ωn − mˆpdP
dt
(3.5)
δn =
∫ 2pi
0
ωo dt (3.6)
δo = δn −mδP (3.7)
V ∗od = Vn − nqQ− nˆq
dQ
dt
(3.8)
Here, ωn is the nominal angular frequency, mˆP and nˆq are the transient droops, Vn is the
nominal voltage, and mδ is the angle droop coefficient.
Under the hybrid droop control paradigm, the transient droop gains are tuned to ensure
an enhanced transient response, while the angle droop coefficient is tuned to achieve the
proper power sharing among the converters, based on (3.4), where the DERs output active
power is in inverse proportion to their angle droop coefficients.
3.4 Results and Comparison
The test system shown in Figure 3.2 is used to evaluate and compare the performances
of the aforementioned control techniques, modeling it in detail in PSCAD/EMTDC [93]
as a three-phase system with two DERs represented as ideal DC sources. The DERs are
interfaced via PWM-based VSCs with power, voltage, and current controllers, as discussed
in the previous chapter. The test system is based on the systems used in [27], [37], and [92].
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Table 3.1 summarizes the systems parameters and the parameters corresponding to each
control strategy, with all the parameters that the three control strategies have in common
being the same. The LC filter parameters are chosen from [37]; note that these parameters
may not be realistic due to inverter loss and voltage drop. However, from a theoretical
perspective, the droop control techniques performances discussed in this chapter does not
depend on the filter parameters; thus, it is expected that these control techniques would
demonstrate similar performance in more realistic test systems. The controllers are tuned
based on trial-and-error to achieve an acceptable transient response and load sharing. The
droop gains are adjusted so that the active and reactive power outputs of DER2 are double
of those for DER1.
=˷
 
=˷
 5
2 3 4
1
DER2DER1
Figure 3.2: Test System.
3.4.1 Existing Controllers
The controls are tested by connecting an additional 30 kW load at Bus 3 at t = 0.5s.
Figures 3.3(a)-3.3(c) show the active and reactive power output for all three existing con-
trollers; note that all three different strategies are able to achieve an acceptable power
sharing among the parallel DERs. However, the transient performance of the system with
the transient droop strategy is considerably improved compared to the other two strategies,
as the system has a smoother active and reactive power output. Observe that the angle
droop shows similar transient response as the conventional droop control.
Figure 3.4 shows the plot of system frequency before and after connection of the ad-
ditional load. Observe that angle droop control improves the system frequency response,
with near-to-zero steady state deviation from the nominal set-point. The transient droop
control has a slightly slower response compared to the conventional droop-based control
technique, and has the same steady state deviation as the conventional control, and neither
is suitable for situations where frequency recovery to its nominal value is required.
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Table 3.1: DERs power Rating and Network Parameters
DERs Nominal Ratings (kVA)
DER1 40
DER2 80
Network Parameters
Nominal frequency 60 Hz
Three phase RMS L-L Voltage 208 V
Total Load at nominal voltage 80 kVA
Feeder1-2 0.05+0.1j Ω
Feeder2-3 0.03+0.1j Ω
Feeder3-4 0.01+0.02j Ω
Feeder4-5 0.02+0.1j Ω
DER1 Parameters
Lf Rf Cf mp nq mˆp
1.5 mH 0.15 Ω 50 µF 8e−5 3e−3 4e−6
mδ KPv KIv KPc KIc nˆq
0.001 0.045 200 10 20000 15e−5
DER2 Parameters
Lf Rf Cf mp nq mˆp
1.5 mH 0.15 Ω 50 µF 4e−5 15e−4 2e−6
mδ KPv KIv KPc KIc nˆq
0.0005 0.045 200 10 20000 75e−6
3.4.2 Hybrid Droop Technique
The DERs active and reactive powers for the hybrid droop controller are shown in Fig-
ure 3.5, while the frequency response of the system is compared with the one for the angle
droop controller in Figure 3.6. Note that under the hybrid droop control paradigm, the
power is properly shared between the DERs. In addition, the system transient response
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Figure 3.3: Active and reactive power output of DERs with three control techniques: (a) frequency
droop, (b) angle droop, and (c) transient droop.
is enhanced, and is the same as the transient response of the transient droop mechanism.
Moreover, the frequency response of the system has zero steady-state error and is almost
the same as the frequency response under the the angle droop control paradigm.
3.4.3 Comparison
Both transient and angle droop controls suffer from drawbacks that should be taken into
consideration in practice. The first increases the complexity of the system in terms of tuning
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Figure 3.5: Active and reactive power output of DERs with the proposed hybrid controller.
and implementation, since obtaining droop gains that are based on the derivate of the
output power can be problematic in practice. The latter control needs Phasor Measurement
Units (PMUs) to ensure proper angle referencing in the system, thus undermining the
advantage of decentralized, communication independent, droop controls. A brief summary
of the advantages and disadvantages of each control technique is presented in Table 3.2.
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Figure 3.6: Frequency response with the angle droop and the proposed hybrid control techniques.
Table 3.2: Advantages and Disadvantages of Control Techniques
Technique Advantages Disadvantages
Frequency
droop
Simpler tuning
and implementation
Poor transient response
and steady-state deviation
Angle
droop
Improved frequency
response
Need for PMUs and
poor transient response
Transient
transient
droop
Improved transient
response and
small-perturbation stability
Complicated implementation
and tuning
Hybrid
droop
Improved transient and
frequency response
Increased implementation and
tuning complexity and
the need for PMUs
3.5 Summary
In this chapter, conventional, transient, and angle droop controls were discussed. The
performance of each control technique was evaluated through time domain simulations
on a simple test system, and it was shown through simulation results that the transient
droop control demonstrated better transient response, while angle droop control exhibited
no steady-state deviation in the frequency response of the system. Following that, a new
hybrid droop control was proposed based on the transient and angle droop control, showing
that it has better transient and improved frequency response. In spite of the increased
complexity in the tuning and implementation of the proposed controller, it demonstrates an
overall superior performance that would justify its adoption instead of the other discussed
controls. The main content of this chapter is published in [94].
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Chapter 4
Voltage-based Frequency Controller
This chapter presents a frequency control mechanism for an isolated/islanded microgrid
through voltage regulation. The proposed scheme makes use of the voltage sensitivity of
loads in isolated microgrids. The performance of the proposed controller is evaluated and
validated through various simulation studies in the PSCAD/EMTDC software environment
based on a realistic microgrid test system, using small-perturbation stability analysis to
demonstrate the positive effect of the proposed controller in system damping.
4.1 Load Voltage Dependency
Loads in power systems, particularly microgrids, can be typically modelled by the following
equation [16]:
PL = PL0
(
VL
VL0
)nP
(4.1)
which is equivalent to a ZIP load model:
PL = PL0
[
Zp
(
VL
VL0
)2
+ Ip
(
VL
VL0
)
+ Pp
]
(4.2)
nP ≈ 2× Zp + 1× Ip + 0× Pp
ZP + Ip + Pp
(4.3)
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Similarly:
QL = QL0
(
VL
VL0
)nQ
(4.4)
QL = QL0
[
Zq
(
VL
VL0
)2
+ Iq
(
VL
VL0
)
+ Pq
]
(4.5)
nQ ≈ 2× Zq + 1× Iq + 0× Pq
Zq + Iq + Pq
(4.6)
where PL is the active power demand; QL is the reactive power demand; PL0 is the rated
active power, and QL0 is the rated reactive power at nominal operating voltage VL0; and
nP and nQ are voltage indexes for the active power and reactive power, respectively; Zp,
Ip, and Pp, and Zq, Iq, and Pq are the constant impedance, constant current, and constant
power coefficients for active and reactive power respectively. As it can be seen from (4.1),
the active power demand sensitivity to the operating voltage (∂P/∂V ) is determined by
nP ; thus as nP increases, the sensitivity of power consumption with respect to operating
voltage also increases. In [95], a comprehensive study is carried out to model residential
loads that shows an average nP for existing residential load models in the range of 1.1 to
1.7, which are the values expected in isolated microgrids, where the majority of the power
is consumed by households for heating and lightning purposes (resistive loads).
Throughout this thesis, two different values of nP are assumed, nP = 1.5 (Zp = 0.6,
Ip = 0.3, Pp = 0.1) and nP = 1.2 (Zp = 0.3, Ip = 0.6, Pp = 0.1), which are in accordance
with practical measurements in [51]. For a system with nP = 1.5, a change in the operating
load voltage ∆V , will result in an active power demand change ∆PL, as follows:
∆PL =
(
(VL + ∆VL)
1.5 − V 1.5L
) PL0
V 1.5L0
(4.7)
Assuming that VL and VL0 are both 1 pu, i.e. the loads were operating at their nominal
operating voltage prior to change, (4.7) can be re-written as follows:
∆PL =
(
(1 + ∆VL)
1.5 − 1)PL0 (4.8)
From this equation, in a system with nP = 1.5, a 5% decrease in the operating voltage will
reduce the active power demand by around 7.4%. In other words, a relatively slight drop
in the operating voltage results in a comparable demand reduction. Furthermore, if during
a change in voltage, and subsequently demand, the input mechanical power remains fixed,
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i.e. ∆PM = 0 (2.8), the latter can be written as:
∆ω(s) =
0.076PL0
2Hs
(4.9)
where H is typically in the range of 1 to 10 seconds. Thus, if H = 1 s, then for a 0.05 per
unit change in the voltage, the frequency deviation of the system would be:
∆ω(s) =
0.076PL0
2 s
(4.10)
Hence, using the final value theorem, the steady-state deviation of the frequency with
respect to changes in the load voltage would be:
∆ω(s)ss = lim
s→0
S
(
0.076PL0
2 s
)
= 0.038 PL0 (4.11)
Observe that this leads to a 3.8% change in system frequency for a 1 pu nominal load.
Therefore, it is possible to adequately manipulate the system frequency by modifying the
operating load voltage.
Even though the presented analysis is somewhat simple, and the roles of other microgrid
components involved in the process are neglected, it gives a reasonable idea of the impact
of load voltage variations on system frequency. Hence, this strategy is utilized in this
chapter to provide a virtual reserve capacity for the system, which is provisioned from the
proposed VFC. It would have an instantaneous effect on the system demand and thus
alleviate the need for investing in ESS. In the coming sections, the VFC is discussed in
detail and time-domain simulation results are presented, to demonstrate the potential of
using load voltages for system frequency control.
4.2 Proposed Voltage-Based Frequency Controller
Figure 4.1 shows the proposed VFC for an isolated microgrid. The input signal to the
controller is the system frequency deviation from the nominal set-point ∆f . The frequency
error is passed through a Proportional-Integral (PI) controller to ensure that the steady-
state error is zero, and the gain KV FC determines the damping factor provided by the
VFC. The signal is passed through a lead-lag block to compensate for the phase difference
between the voltage regulator input and output; to obtain the best response, more than
one lead-lag block may be used in practice. The limits V FCmax and V FCmin constrain
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the output signal to ensure that the voltage remains within a desired range. The output
signal of the VFC is then added to the reference set-point signal of the voltage regulator
Vref . In a diesel-based system, the voltage regulator is the synchronous machine excitation
system, as shown in Figure 4.2; in an inverter-based system, the voltage regulator would
be the voltage control block, hence the VFC would be integrated in the inverter control
system as shown in Figure 4.3.
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Figure 4.1: The proposed VFC for a system voltage regulator, such as the one for a synchronous
machine.
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Figure 4.2: Block diagram of the proposed VFC and its integration with a synchronous machine.
It can be observed in Figure 4.1 that the VFC control structure is similar to that
of a Power System Stabilizer (PSS). However, there are fundamental differences in the
application domain and performance of VFC and PSS. First, PSS acts on the derivative
of rotor speed of a synchronous machine, and is designed to damp the low frequency
electromechanical oscillations in power systems in the range of 1-2 Hz, such as inter-
area oscillations. Such phenomena may occur in traditional power systems with large
transmission networks. However, low frequency electromechanical oscillations are not a
major concern in isolated microgrids due to relatively short feeders. Second, PSS is not
designed to address large frequency deviations and/or eliminate steady-state frequency
error. On the other hand, since VFC reacts to large frequency changes, it provides virtual
reserves for the system that compensates for the active power mismatch and can potentially
prevent frequency instabilities in isolated microgrids.
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Figure 4.3: Block diagram of the proposed VFC and its integration with a VSC.
The general transfer function of the VFC is given as follows:
GV FC(s) = KV FC
1 + αs+ βs2
τis+ γs2
(4.12)
α = (KP + 1)τi + τ2 β = KP τi τ2 + τi τ1 γ = τi τ2 (4.13)
and τi =
1
KI
, τ1, and τ2 are the integrator and lead-lag block time constants, respectively
an KP is the proportional gain. Care should be taken to tune the controller so as to ensure
the overall system stability. In addition, the controller gain KV FC should properly address
the relation between the system operating frequency and the voltage.
In general, the VFC parameters would be very much dependent on the system charac-
teristics. In a diesel-based isolated microgrid, the relation between changes in the operating
voltage and hence frequency can be derived from (2.8) as follows:
∆f ′ = −f0PL0 ((VL + ∆VL)
nP − V nPL )
2HV nPL0
(4.14)
Assuming that VL0 = 1 pu and the system is operating at its nominal voltage prior to any
change, (4.14) can be re-written as:
∆VL = (∆f
′µ+ 1)
1/nP − 1 (4.15)
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where µ = −2H
f0PL0
reflects the system characteristics, since the inertia constant H, nominal
frequency f0, load power PL0, and voltage index nP determine the voltage frequency de-
pendency. For an inverter-based system, the relation between the changes in the operating
voltage and hence frequency can be derived from (4.15) as follows:
∆f = fn −mpPL0 ((VL + ∆VL)
nP − V nPL )
V nPL0
(4.16)
Assuming that V0 = 1 pu and the system is operating at its nominal voltage prior to any
change, (4.16) can be re-written as:
∆VL =
(
fn −∆f
mpPL0
+ 1
)1/nP
− 1 (4.17)
4.3 Impact of VFC on Small-Perturbation Stability
Small-perturbation analysis is carried out using eigenvalue studies with the system lin-
earized around a nominal operating point [16]. However, this approach is useful for systems
in balanced conditions, which is not the case in general for microgrids given the system
model complexities [96]. Hence, in this thesis a modal estimation approach is utilized, in
particular the Prony technique, to estimate the system eigenvalues [97]. Thus, the gener-
ator speed signal ω(t) is extracted in continuous form and sampled in discrete form ω(k),
and is represented as a sum of n damped complex sinusoids, as follows:
ω(t) =
n∑
i=1
R¯ie
λit =
n/2∑
i=1
Aie
αit cos (βit+ Φi) (4.18)
ω(k) =
n∑
i=1
R¯iZi =
n∑
i=1
R¯ie
λiTs (4.19)
where R¯i is an output residue corresponding to the mode λi = αi + jβi, Ts is the sampling
time, Ai = 2|R¯i|, and k is the discrete time. According to the Prony method, λi and |R¯i|
can be calculated considering that (4.19) is the solution to a difference equation with order
n as follows:
ω(k) = −a1ω(k − 1)− a2ω(k − 2)− · · · − anω(k − n) (4.20)
This model is often referred to as an auto-regressive model [98], where the output is de-
pendent on the past outputs.
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Re-writing (4.20) in a matrix form results in the following:
Ω = Dθ (4.21)
Ω = [ωk+n ωk+n+1 ωk+n+2 . . . ωk+N ]
T
N−n+1 (4.22)
θ = [−a1 − a2 . . . − an]T (4.23)
D =

ωk+n−1 ωk+n−2 . . . ωk
ωk+n ωk+n−1 . . . ωK+1
...
ωk+N−1 ωk+N−2 ... ωk+N−n
 (4.24)
where N is the number of samples. A least square method can be utilized to compute θ,
and the system characteristic equation can be formed using the vector θ as follows:
Zn + a1Z
n−1 + a2Zn−2 + · · ·+ an = 0 (4.25)
The eigenvalues of the system are the roots of (4.25). In this Chapter, the number of
complex sinusoids, i.e. the number of the complex poles of the system is considered to be
8; This number was chosen by trial and error, with 8 modes giving the closest estimation
of the input signal. The calculations are carried out using the MATLAB built-in Prony
function, as discussed next.
4.4 Results for Diesel-based Test System
To demonstrate the effectiveness of the proposed VFC, a test system, based on the CIGRE
benchmark for medium voltage distribution network [13], is implemented in PSCAD/EMTDC
[93], with two diesel-based synchronous machines along with three DERs. The general
schematic of the test system is shown in Figure 4.4, and the corresponding data is pro-
vided in the Appendix. The total load of the system is about 7 MVA, distributed among
the buses so as to have an unbalanced load. Feeders are modelled as coupled pi sections.
Observe that the CIGRE benchmark test system used in this thesis has a loop configura-
tion that adds to the complexity of controls. The results obtained from the test scenarios
presented in this chapter are expected to be similar for a radial configuration of the CIGRE
benchmark test system, since the performance of the VFC dominantly depends on the load
voltage sensitivity and voltage regulators’ time constant.
The DERs are connected through bi-directional VSCs that are fully modelled as shown
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Figure 4.4: Test microgrid based on a medium voltage distribution network benchmark.
in Figure 2.13, including PWM, abd ↔ dq transformations, PLLs, and control blocks.
These are modelled as ideal dc sources, and their active power output is modelled using
actual measurements from an actual low-voltage 300 kW wind turbine, measured over 185s
with a resolution of 0.1s, as shown in Figure 4.5. For the purpose of this study, DER#1
comprises five sub-units, DER#2 two sub-units, and DER#3 four sub-units, with each
sub-unit output being the same as the power depicted in Figure 4.5; hence, the nominal
ratings of the DERs are 1.5 MW, 600 kW and 1.2 MW, respectively.
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The synchronous machines nominal rating is a combined 5.4 MVA. In most of the
cases discussed here, the two synchronous machines are in charge of regulating the voltage,
and the DERs are operating under the CCM, paradigm with unity power factor and no
contribution to voltage regulation. Since in isolated microgrids, the voltage is dominantly
controlled by the synchronous machine voltage regulation systems, the VFC is implanted
on the exciters of these machines; The standard IEEE AC1A excitation systems are used in
this work [99]. Thus, the synchronous machines correspond to master controls regulating
the voltage and frequency, and the DERs are the slave controls supplying active power to
the system. The parameters of the VFC are given in Table 4.1 and are obtained using the
Ziegler-Nichols Tuning technique [100]. It should be mentioned that two lead-lag filters
have been used to obtain the best performance of the controller; hence, in Table 4.1, τ1
and τ2 are the parameters of the first filter and τ
′
1 and τ
′
2 are the parameters of the second
filter.
0 20 40 60 80 100 120 140 160 180
80
100
120
140
160
180
200
220
t(s)
P
(k
W
)
Figure 4.5: Low-voltage 300 kW wind turbine measured output power.
Table 4.1: VFC Parameters
Parameter Value Parameter Value Parameter Value
KP 0.2 τi(s) 2.65 τ1(s) 0.01
τ2(s) 0.9 τ
′
1(s) 0.01 τ
′
2(s) 0.25
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4.4.1 Critical Eigenvalues vs. KV FC
Critical eigenvalues are monitored to evaluate the impact of the VFC on the system small-
perturbation stability. Figure 4.6 shows the trajectory of the most critical eigenvalue with
respect to changes in KV FC , from 0 (VFC not in effect) to 3.5; this eigenvalue corresponds
to the low-frequency dominant mode of the system, and is largely sensitive to the controlling
parameters. Observe that as KV FC increases, the damping increases untill reaching a point
where for further increase of the gain the system overall damping deteriorates. Table 4.2
summarizes the critical eigenvalue damping with respect to changes in KV FC . Note that
KV FC = 1 yields the best result, and hence is adopted here as the VFC gain for the test
microgrid.
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Figure 4.6: Dominant eigenvalue for different values of KV FC .
Table 4.2: Critical Eigenvalue Damping
KV FC ζ KV FC ζ
0 0.422 0.5 0.432
1 0.539 1.5 0.532
2 0.307 2.5 0.229
3 0.148 3.5 0.076
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4.4.2 Scenario 1: VFC vs. Fast-Acting ESS
The effectiveness of the VFC during wind fluctuations is demonstrated by comparing the
response of the system with and without the VFC. The initial wind generation power
penetration level of the system is around 20%, and increases up to 40% following the
profile in Figure 4.5.
Figure 4.7 presents the frequency response of the base system without (solid line) and
with the proposed VFC (dotted line), and the RMS three-phase line-to-line voltages for
the generator bus and Bus 8. The active and reactive power generation of diesel Unit 1 is
shown in Figure 4.8, with diesel Unit 2 exhibiting the same power injections. Note that
the VFC is capable of providing a smooth frequency response as wind output fluctuates,
even for a significant penetration of up to 40% of the total power in the system. This is
especially significant, since the system with the VFC has no storage. Observe that the
voltage variations are kept within the operating voltage range of 0.88-1.1 pu, which is
acceptable in isolated microgrids [101]. Also, observe that the active power output of the
diesel generators with the VFC has no significant change since the VFC compensates for
the wind variations.
To better evaluate the effectiveness of the VFC, the frequency response of the system
with a fast-acting ESS and no VFC is also shown in Figure 4.7. The fast-acting ESS
control strategy is similar to the one discussed in [10], and its battery is modelled based
on the battery model proposed in [102]. This ESS is connected to Bus 9, and operates
at unity power factor under the CCM paradigm; it is charged or discharged according to
the power imbalance in the system and has a regulating capacity of 30 MW/Hz, which
is a high power-frequency droop, considering that normal ESS droops are in the range
of 1 MW/Hz. Such a high droop is chosen for the ESS to achieve a frequency response
similar to that of the VFC. Observe from the plot of the output active power of the ESS in
Figure 4.9, that the ESS absorbs up to 1 MW of active power and about 20 kWh of energy
is exchanged with the microgrid. Assuming that the initial SoC of the battery is 20%, the
minimum capacity of storage required for this scenario over the course of 180 seconds is
almost 25 kWh, and if the wind fluctuations follows the same pattern for an hour, the ESS
should be as large as 0.5 MWh. Hence, since valve regulated lead-acid (VRLA) batteries
are among the most common batteries used in isolated microgrids, such an ESS would be
quite expensive, since the procurement price for the VRLA ranges from $5 million to up to
$12 million per MWh [103], without considering the price of operation and maintenance.
Thus, the implementation of the proposed VFC can bring significant savings by reducing
the need for ESS.
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Figure 4.7: Voltage and frequency response of the system due to wind fluctuations for Scenario
1.
4.4.3 Scenario 2: Disconnection of DER Units
To demonstrate the effectiveness of the proposed VFC during large disturbances, all the
DERs are disconnected at t = 1s. Prior to disconnection, the microgrid is assumed to be in
steady-state, and the instantaneous wind power penetration is about 30%, i.e. the DERs
are generating more than 2 MW of active power.
Figure 4.10 demonstrates the frequency response and the RMS three-phase line-to-line
voltage of the generator bus for the base system (solid line) and for the proposed VFC
(dashed line). Also, the active and reactive power injection of diesel Unit 1 is illustrated
in Figure 4.11, with diesel Unit 2 exhibiting the same power injection. Observe that
for the base system, the frequency drops below 59.8 Hz after the disturbance, which is
considered as the minimum acceptable operating frequency of microgrids by some utilities
[101]; therefore, the base system would require load shedding for secure operation. On the
other hand, the frequency response of the system with the VFC is significantly improved
with a steady-state frequency around 59.9 Hz, while the voltage remains within acceptable
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Figure 4.8: Active and reactive power injection of diesel Unit 1 with and without the VFC for
Scenario 1.
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Figure 4.9: Active power output of the ESS due to wind fluctuations (Scenario 1).
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limits according to [101]; hence, the system does not require load curtailment in this case.
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Figure 4.10: Voltage and frequency response of the system before, during, and after the discon-
nection of DER units for Scenario 2.
Note that the lower voltage limit for the VFC operation is set to 0.92 pu, which is
0.04 pu higher than the minimum permitted operating voltage, so that the voltage drops
through the feeders as the distance increases from the generator bus do not exceed the
maximum allowed values in steady-state. For a typical-size isolated microgrid, voltage
drops through the feeders would be around 1-2 percent, as shown by the voltages at Bus
5, Bus 8, Bus 7, and Bus 14 depicted in Figure 4.12; observe that all these voltages remain
within the acceptable range of operation, with a voltage drop of no more than 0.02 pu with
respect to the Gen. Bus.
4.4.4 Scenario 3: Effect of Operating Voltage Limit
In all previous cases, the voltage limit is considered to be in the range of 0.92-1.1 pu at
the generation bus. To examine the impact of these limits on the VFC performance, new
voltage limits of 0.95-1.05 pu are used here.
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Figure 4.11: Active and reactive power injection of diesel Unit 1 with and without the VFC for
Scenario 2.
Figure 4.13 shows a comparison of the frequency responses and the RMS line-to-line
voltage of the generation bus for the different voltage limits. Note that the frequency
response is the same when the voltage is within ±0.05 pu of the nominal voltage, i.e.
before t = 110 s. However, once the voltage reaches a 1.05 pu limit, the VFC is not
capable of regulating the frequency anymore, since decreasing the operating voltage limit
decreases the virtual reserve that the VFC can provide to the system, thus reducing its
frequency regulation capability.
4.4.5 Scenario 4: Effect of Load Modelling
As discussed in Section 4.1, the performance of the VFC directly depends on nP ; thus, to
examine its impact on the proposed VFC mechanism, nP is set to 1.2 here. Figure 4.14
shows a comparison of the frequency responses for both values of nP . Observe that as
the voltage-dependency of the loads decreases, i.e. as nP decreases, the voltage variations
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Figure 4.12: Voltages at different buses of the system for Scenario 2.
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Figure 4.13: Voltage and frequency response of the system with different voltage limits for Sce-
nario 3.
increase and reach a limit between t = 120 s to t = 160 s, as expected. However, the
VFC still manages to properly regulate the effect of the wind fluctuations on the system
frequency.
4.4.6 Scenario 5: Diesel Units at Different Buses
In all previous cases, both diesel generators are connected at the Gen. Bus. Hence, in
the test scenario here, the diesel Unit 2 is connected at Bus 5, while the diesel Unit 1
remains connected at the Gen. Bus; both generator ratings and parameters are the same
as before. The same test scenario as the one in Section 4.4.2 is then carried out, where
the effectiveness of the VFC during wind fluctuations is demonstrated by comparing the
response of the system with and without the VFC.
Figure 4.15 demonstrates the frequency response of the system with and without the
VFC. Voltages at the Gen. Bus and Bus 8 are shown in Figure 4.16; the active power output
57
0 20 40 60 80 100 120 140 160 180
1
1.05
1.1
t(s)
V
 L
-L
R
M
S
 (
p
u
)
 
 
n
p
=1.2 n
p
=1.50 20 40 60 80 100 120 140 160 180
59.94
59.96
59.98
60
60.02
60.04
t(s)
f(
H
z)
 
 
n
p
=1.2 n
p
=1.5
Figure 4.14: Voltage and frequency response of the system with different nP for Scenario 4.
of Unit 1 is shown in Figure 4.17 with Unit 2 exhibiting the same active power response.
The reactive output of both units are shown in Figure 4.18 and Figure 4.19, respectively.
Observe in Figures 4.15-4.19 that the system shows similar satisfactory performance as in
the previous cases, with the frequency close to 60 Hz and the voltages within acceptable
operating limits.
4.5 Results for Inverter-based Test System
A DER-based version of the CIGRE benchmark for medium voltage distribution networks
as shown in Figure 4.20 is used in this section. The total unbalanced load in the system is
7.14 MVA, which is modelled in detail for each bus and consists of 60% constant impedance,
30% constant current, and 10% constant power loads, i.e. nP = 1.5.
The DERs ratings are 3.5 MVA for DER 1 and DER 2, and 1.3 MVA for DER 2. The
DERs are modelled as ideal DC sources, and are controlled based on the VSC principles
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Figure 4.15: Frequency response of the system with and without the VFC for scenario 5.
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Figure 4.16: Voltage response of the system with with and without the VFC for scenario 5.
explained in Chapter 2; the DERs parameters are given in Table 4.3. Similar to the previous
section, the VFC parameters are tuned based on a Ziegler-Nichols method to obtain an
acceptable performance; these parameters are given in Table 4.4. Two lead-lag filters are
used to obtain the best performance of the controller; hence, in Table 4.4, τ1 and τ2 are
the parameters of the first filter, and τ ′1 and τ
′
2 are the parameters of the second filter.
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Figure 4.17: Active power injection of diesel Unit 1 with and without the VFC for scenario 5.
0 20 40 60 80 100 120 140 160 180
1.4
1.6
1.8
2
t(s)
Q
(M
V
a
r)
 
 
Unit1 Unit2
Figure 4.18: Reactive power injection of diesel Unit 1 and Unit 2 without the VFC for scenario
5.
4.5.1 Scenario 6: Disconnection of DER 2
In this case, DER 1 and DER 2 are operating in the VCM mode and participate in the
frequency droop control, and DER 3 is operating in the CCM mode. The performance of
the system with and without the VFC is compared when DER 3 is suddenly disconnected.
The VFC is integrated with DER 1 and DER 2, and is tuned to keep the voltage within
the operating voltage range of 0.91 - 1.1 pu, which is acceptable in low and medium voltage
islanded microgrids [101]. Prior to the disconnection of DER 3, the network is in steady
state, with DER 3 being disconnected at t = 0.5s.
The performance of the system without the VFC is shown in Figure 4.21, and with
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Figure 4.19: Reactive power injection of diesel Unit 1 and Unit 2 with the VFC for scenario 5.
Table 4.3: DER Parameters.
Parameters DER 3 DER 1 & DER 2
Switching frequency 5 kHz 5 kHz
Lf 38 µH 0.16 mH
Rf 1.2 mΩ 4.2 mΩ
Cf 2.2 mF 0.62 mF
ωc 30 rad/s 30 rad/s
m 5.4 (rad/s)/MW 2.7 (rad/s)/MW
n 0.057 kV/MVAr 0.027 kV/MVAr
Kpv 0.1 0.1
Kiv 200 200
Kpc 0.1 0.1
Kic 200 200
Table 4.4: VFC Parameters
Par. Value Par. Value Par. Value Par. Value
KP 0.2 τi(s) 2.65 τ1(s) 0.01 τ2(s) 0.9
τ ′1(s) 0.01 τ
′
2(s) 0.25 KV FC 2.5
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Figure 4.20: DERs-based Test microgrid based on a medium voltage distribution system bench-
mark.
the VFC in Figure 4.22. Before the disturbance, DER 1 and DER 2 are injecting around
2.5 MW, while DER 3 is injecting 1.25 MW. After the disturbance, the frequency of
the system without VFC drops to 59.7 Hz, which is not acceptable [101]. Hence, to
recover from such a disturbance, the system needs ESS to compensate for the sudden
loss of generation. However, for the system with the VFC, the frequency is stabilized at
around 59.9 Hz, allowing the system to continue operating. Observe that the voltages are
within the acceptable range of operation; however, since the disturbance is relatively large,
minimum voltage limits are reached, which is the reason why frequency does not return to
its nominal value.
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Figure 4.21: Response of the system without VFC for scenario 6.
4.5.2 Scenario 7: Fast Active Power Output Variation
In this case, DER 1 and DER 2 are operating in the VCM mode and participate in the
frequency droop mechanism, while DER 3 is operating in the CCM mode with constant
power factor to simulate a wind power generator. The performance of the system with
and without the VFC is compared during a fast active power output variation for DER 3;
these variations correspond to the wind profile in Figure 4.5. The VFC is integrated into
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Figure 4.22: Response of the system with VFC for scenario 6.
DER 1 and DER 2.
The performance of the system without the VFC is shown in Figure 4.23, and the
performance of the system with the VFC is shown in Figsure 4.24. Observe that for the
system without the VFC, the frequency variation is between 60 Hz to 59.83 Hz, while for
the system with VFC, the frequency variation is negligible. Note also that the active power
injection of DER 1 and DER 2 has no significant variation for the system with VFC, since
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this controller compensates for the DER 3 output fluctuations. Finally, observe that the
bus voltages are within the acceptable range of operation.
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Figure 4.23: Response of the system without the VFC for scenario 7.
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Figure 4.24: Response of the system with the VFC for scenario 7.
4.6 Discussion
There are some aspects of the VFC that should be carefully taken into consideration. First,
as shown in (4.16), the performance of the VFC depends on the system load composition,
as demonstarted in Sections 4.4.2 and 4.4.5. Hence, in systems with very low voltage index
nP , the VFC would not be able to regulate the frequency. However, the focus of this work
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is on isolated microgrids, such as those that exist in remote communities, where loads
are dominantly residential, with nP often higher than 1.1% [104–107]. For these types
of microgrids, experimental results are provided in [51] where the viability of frequency
regulation through load voltage control is discussed, showing that for the archipelago of
Guadeloupe in France, a 2.4% change in the voltage results in 3.5% change in the actual
power consumption. According to (4.8), this implies that the voltage index for such a
system would be nP = 1.47, which is in the range used in this work. The authors also
show that a 5% change in the voltage reference set-point of the generators will significantly
improve the system transient frequency response for an 8% generation loss disturbance.
Second, the grid size will affect the VFC performance as well. Thus, for very large
systems, changing the generators output voltage will not necessarily decrease remote bus
voltages. Additionally, for systems with long inductive feeders, the voltage drop for end-
feeders may be significant, thus limiting the operating range of the VFC. However, both
scenarios are unlikely to be an issue for isolated microgrids, where the size of the grid is
typically in the order of a few km. Observe that the test system used in this chapter is
relatively large, with feeders as long as 5 km and buses as far as 10 km from the Gen. Bus.
However, the results show that the VFC is capable of regulating the frequency, while all
the voltages in the system remain within acceptable operating ranges.
Third, the VFC response time is determined by the time constant of the voltage regu-
lators in the system. In diesel-based isolated microgrids, the time constant corresponding
to the field excitation of synchronous machines determines the VFC speed; this value is
typically around 500 ms for typical sized synchronous machines used in isolated micro-
grids, and is sufficient to address the variations of RES output, which are in the range of 1
second, as shown in Figure 4.7. For inverter-based isolated microgrids, the VFC response
time is much faster and depends on the voltage control block of the inverter, which makes
it comparable to the response time of fast ESS.
4.7 Summary
A fast voltage-based frequency controller was proposed in this chapter for isolated/islanded
microgrids, acting as an additional control to conventional frequency controllers to improve
frequency response of the system. Based on the realistic analysis and results presented in
this chapter, the proposed controller is simple, has a straightforward implementation, and
is easily applicable to a variety of different systems and voltage regulation devices (e.g.,
synchronous machines, DERs with voltage regulation capacity).
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The proposed controller offers several advantages, reducing the dependency of a micro-
grid with high renewable energy sources penetration on ESS, which makes these types of
microgrids more viable. Hence, the VFC can play the role of a virtual storage, with capac-
ity depending on the operating voltage levels and type of loads. In addition, the controller
can be very effective in minimizing the impact of large disturbances on the system such
as loss of a generation, enhancing small-perturbation stability by providing more damping
for the system. The controller also provides zero steady-state error with respect to exist-
ing frequency control techniques, and requires no additional investment or communication
infrastructure. Finally, its response is almost instantaneous, and since the voltage can be
kept within acceptable limits, it has no significant impact on customer quality of service;
however, its performance is dependent on the load mix and overall voltage ranges.
The main content of this chapter was published in [108], [109], and [110].
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Chapter 5
Unit Commitment in Isolated
Microgrids Considering Frequency
Control
This chapter proposes a mathematical model of frequency control impact on generator
output in isolated microgrids, for integration into the UC problem. The proposed approach
considers changes in the generation output due to frequecny control using a linear model,
and based on that, a novel UC is developed to yield a more realistic solution for isolated
microgrids. The proposed UC is formulated based on a day-ahead with MPC approach.
To test, validate, and demonstrate the advantages of the proposed UC, a modified version
of a CIGRE benchmark test system is used.
5.1 UC Model
5.1.1 Objective Function
Generally in UC problems, the objective function is formulated based on the cost of pro-
viding a certain amount of energy between two dispatch time intervals; this energy is
determined by the net demand of the system D, which is defined as follows:
Dk = PL,k −
∑
i∈R
P ri,k (5.1)
69
Dk+1
Dk
τk+1τk
time
Net demand 
forecast
τk+2 τk+3
Dk+3
Dk+2
Figure 5.1: Energy provision in the conventional UC.
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Figure 5.2: Energy provision in the proposed UC.
where PL,k is the loading level at dispatch time k, and P
r
i,k is the renewable unit i active
power output at dispatch time k. In conventional UC, the basic assumption is that output
power levels are fixed over a dispatch interval and jump to another value at the next
interval, forming a staircase profile, as seen in Figure 5.1. Hence, the amount of energy
provided by the generation units during each interval, is calculated as follows:
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Ek = Dk ∆τ (5.2)
However, in practice, the net demand does not jump from one value to another every
dispatch interval, but it gradually changes until it reaches another value. Given that
dispatch intervals are short, these changes can be modelled linearly, as shown in Figure 5.2;
this assumption is shown in Section 5.2.1 to be valid based on realistic measurements. In
Figure 5.2, the forecasted net demand for each dispatch time is the same as in Figure 5.1;
however, in this case, the power output levels are not fixed during the each dispatch time
interval, yielding a different energy profile. Thus, the energy required during each dispatch
time interval can be calculated as follows:
Ek =
Dk +Dk+1
2
∆τ (5.3)
which is a generalized form of (5.2), and is equal to it only when Dk is equal to Dk+1, i.e.
when the net demand does not change for two consecutive dispatch times.
Generation units react to changes in the net demand D according to the frequency
control mechanism used. Those units that do not participate in frequency control have a
constant power output during each dispatch time interval. However, assuming that changes
in D are linear, the output of units participating in frequency control would change linearly
depending on their droop coefficient R in droop mode, or their nominal rating P grated in
ILS mode. For droop-based frequency regulation, the following equations can be used to
determine the output of a generation unit:∑
i∈F
∆P gi,k = Dk+1 −Dk (5.4)
∆P gi,k
IDi
= ∆fk ωi,k ∀i ∈ F (5.5)
where ∆P gi,k is the difference between the active power output of DG unit i at the beginning
and the end of dispatch time interval k1; IDi is the inverse of droop of dispatchable unit i;
ωi,k is the commitment binary variable for DG unit i; ∆fk is the frequency change during
the dispatch time interval k, and F is the set of units that participate in frequency control.
Equation (5.5) is nonlinear; hence, to keep the problem within the UC linear framework,
1Note that due to the frequency regulation, the output of the generators at the end of dispatch time
interval k is equal to the net demand at the beginning of dispatch time interval k + 1.
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this equation can be decomposed into four linear constraints, as follows [111]:
∆P gi,k
IDi
− (1− ωi,k) (Dk −Dk+1)
2
IDi
≤ ∆fk ∀i ∈ F (5.6)
∆P gi,k
IDi
+ (1− ωi,k) (Dk −Dk+1)
2
IDi
≥ ∆fk ∀i ∈ F (5.7)
ωi,k
− (Dk −Dk+1)2
IDi
≤ ∆P gi,k ∀i ∈ F (5.8)
ωi,k
(Dk −Dk+1)2
IDi
≥ ∆P gi,k ∀i ∈ F (5.9)
Observe in (5.6)-(5.9) that depending on whether ωi,k is 0 or 1,
∆P gi,k
IDi
would be equal to
0 or ∆fk, as per (5.5); therefore, under the proposed UC paradigm, each dispatchable
generation unit is dispatched at a certain level P gi,k at dispatch time k. However, the
outputs of units that participate in frequency control are expected to change by ∆P gi,k at
the end of dispatch time interval k; hence, the power output of each dispatchable unit
during the dispatch time interval k can be modelled as follows:
P gi (t) = P
g
i,k +
∆P gi,k
∆τ
t ∀i ∈ F ∧ τk ≤ t < τk+1 (5.10)
The operating cost of dispatchable generation unit i is usually given by the quadratic
cost function as follows:
Cgi = ai (P
g
i )
2 + bi P
g
i + ci (5.11)
In conventional UC, where P gi is assumed fixed over the dispatch time interval, (5.11)
can be multiplied by the duration of the time interval to calculate to total cost of energy
delivery by unit i; however, in the proposed UC, P gi (t) is a function of time, as per (5.10).
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Hence, cost of delivering energy can be derived as follows:
Cτ gi,k =
∫ ∆τ
0
(
aiP
g
i (t)
2 + biP
g
i (t) + ci
)
dt
=
[
ai
(
(P gi,k)
2 +
(∆P gi,k)
2
3
+ P gi,k∆P
g
i,k
)
+bi
(
P gi,k +
∆P gi,k
2
)
+ ci
]
∆τ
∀i ∈ F ∧ τk ≤ t < τk+1
(5.12)
Defining Pagi,k = P
g
i,k + ∆P
g
i,k/2, (5.12) can be re-written as follows:
Cτ gi,k =
[
ai
(
(Pagi,k)
2 +
(∆P gi,k)
2
12
)
+
biPa
g
i,k + ci
]
∆τ ∀i ∈ F
(5.13)
Therefore, considering the generation units start-up and shut-down costs, the final cost
function for generation units that participate in frequency control can be stated as follows:
OCgi,k = Cτ
g
i,k + Cst
g
i .u
g
i,k + Csh
g
i .v
g
i,k ∀i ∈ F (5.14)
where Cstgi and u
g
i,k are the cost parameter of binary variable representing start-up oper-
ation; similarly, Cshgi and v
g
i,k represent the shut-down operation.
The cost function for units that are not participating in frequency control can be derived
by multiplying (5.11) by ∆τ , as follows:
Cτ gj,k =
(
aj(P
g
j,k)
2 + bjP
g
j,k + cj
)
∆τ ∀j ∈ P (5.15)
where P is the set of units that does not participate in frequency control. Thus, similar to
(5.14), the final cost function for these units is:
OCgj,k = Cτ
g
j,k + Cst
g
j .u
g
j,k + Csh
g
j .v
g
j,k ∀j ∈ P (5.16)
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Therefore, the final objective function to be minimized can be defined as follows:
Z =
∑
k∈T
(∑
i∈F
OCgi,k +
∑
j∈P
OCgj,k
)
(5.17)
Note that (5.17) guarantees that the generation units dispatch level P gi,k ∀i are optimized
based on the more realistic energy requirement (5.3) rather than (5.2). It is important
to consider that (5.3) is not an actual constraint included in the UC problem; instead,
the conventional power balance constraint is sufficient, since it is the frequency control
responsibility to satisfy the power balance during the rest of the time interval, thus ensuring
that the energy required is supplied by the generation units. Since the changes in the
generation unit output due to frequency control is properly modelled in (5.17), the overall
UC is guaranteed to consider and optimize for these changes.
The procedure used here to obtain the final objective function can be applied to any
other linear or nonlinear heat-rate function. Furthermore, even though (5.6) is developed
based on droop-based control, it can be modified to account for either single-unit or ILS
controls. For the former, the set F only contains a single generation unit index, and there
is no need for (5.5)-(5.9); for the latter, to model the ILS control mode, IDi should be
replaced by P grated,i in (5.5)-(5.9).
5.1.2 Operating Constraints
Power Balance
Similar to conventional UC, the proposed UC requires that the generated power and de-
mand be equal at each dispatch time, yielding the following constraints:∑
i∈G
P gi,k +
∑
i∈R
P ri,k +
∑
i∈S
(
P s,dchi,k − P s,chgi,k
)
− PL,k = 0
∀k ∈ T (5.18)
where P s,dchi,k and P
s,chg
i,k are the discharging and charging power of the ESS in the system;
G, R, and S are the set of diesel generation units, renewable generation units, and ESS
units, respectively.
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Dispatchable Units
The following constraints are required to model all relevant generator limits:
¯
P gi ωi,k ≤ P gi,k ≤ P¯ gi ωi,k ∀i ∈ G ∧ k ∈ T (5.19)
P gi,k+1 − P gi,k ≤ R¯gi∆τ + ugi,k¯P
g
i ∀i ∈ P ∧ k ∈ T (5.20)
P gi,k − P gi,k+1 ≤ ¯R
g
i∆τ + v
g
i,k¯
P gi ∀i ∈ P ∧ k ∈ T (5.21)
ugi,k − ugi,k−1 − ugi,t ≤ 0 ∀i ∈ G ∧ k ∈ T ∗ ∧ t ∈ T1 (5.22)
ugi,k−1 − ugi,k + ugi,t ≤ 1 ∀i ∈ G ∧ k ∈ T ∗ ∧ t ∈ T2 (5.23)
ugi,k − vgi,k = ωgi,k − ωgi,k−1 ∀i ∈ G ∧ k ∈ T (5.24)
ugi,k + v
g
i,k ≤ 1 ∀i ∈ G ∧ k ∈ T (5.25)
and,
T1 = {t+ 1, . . . ,min{t+MU gi − 1, length(τ)}}
T2 = {t+ 1, . . . ,min{t+MDgi − 1, length(τ)}}
(5.26)
where
¯
P gi and P¯
g
i are the minimum and maximum output power generation of unit i,
respectively;
¯
Rgi and R¯
g
i are the minimum and maximum ramp-rate of dispatchable unit
i respectively; ugi,k and v
g
i,k are the start-up and shut-down decision binary variables for
diesel engine i at time step k.
For ILS control, another constraint is included to ensure that each unit is operating at
the same percentage of its full-load rating, as follows [65]:
P gj,k
∑
i∈F
ωgi,kP¯
g
i − P¯ gj ωgj,k
∑
i∈F
P gi,k = 0 ∀j ∈ F (5.27)
Since this constraint is nonlinear, it has been decomposed into its linear equivalent con-
straints; hence, a new auxiliary variable αgi,j,k = ω
g
i,kP
g
j,k is defined, resulting in the following
set of constraints: ∑
i∈F
αgi,j,kP¯
g
i − P¯ gj
∑
i∈F
αgj,i,k = 0 ∀j ∈ F (5.28)
0 ≤ αgi,j,k ≤ ωgi,kP¯ gj,k ∀i, j ∈ F (5.29)
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P gj,k −
(
1− ωgi,k
)
P¯ gj ≤ αgi,j,k ≤ P gj,k +
(
1− ωgi,k
)
P¯ gj
∀i, j ∈ F (5.30)
ESS
The following set of constraints are included to properly model the ESS behaviour:
SoC i ≤ SoCi,k ≤ SoCi ∀i ∈ S ∧ k ∈ T (5.31)
SoCi,k+1 − SoCi,k =
(
P s,chgi,k ηi −
P s,dchi,k
ηi
)
∆τ
∀i ∈ S ∧ k ∈ T
(5.32)
0 ≤ P s,chgi,k ≤ P¯ si
(
1− dsi,k
) ∀i ∈ P ∧ k ∈ T (5.33)
0 ≤ P s,dchi,k ≤ P¯ si dsi,k ∀i ∈ P ∧ k ∈ T (5.34)
where SoC i and SoCi are the minimum and maximum SoC of ESS unit i, respectively;
SoCi,k is the the SoC of ESS unit i at time step k; P
s,chg
i,k and P
s,dch
i,k are the charging and
discharging powers of ESS unit i at time step k; ηi is the charging/discharging efficiency
of ESS unit i, and dsi,k is the binary variable for ESS unit i representing the discharg-
ing/charging status at time step k. Note that the charging and discharging efficiencies are
considered the same here, for the sake of simplicity, but in practice they may be slightly
different.
The SoC maximum and minimum limit constraints and the SoC evolution model over
time are modelled in (5.31) and (5.32). Also, (5.33) and (5.34) make sure that the ESS
charge and discharge powers are within a certain range and would not take place simulta-
neously.
5.1.3 Reserve Constraints
Spinning reserves play a key role in frequency control, and hence it should be carefully
modelled in the UC problem. Traditional UC models consider these constraints without
considering the intra-interval generation changes. However, in the control of isolated mi-
crogrids, this approach is not adequate for either droop control or ILS control, because mul-
tiple generators participate in regulating the system frequency and the reserve constraint
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should be applied to all participants as an aggregate. Therefore, the reserve constraint is
represented here as follows:∑
i∈F
(
ωgi,kP¯
g
i − P gi,k
) ≥ RESk ∀k ∈ T (5.35)
where RESk is the amount of reserve required and is considered to be 10% of PL,k in this
thesis. Furthermore, at least one of the units that participate in frequency control should
be committed at every dispatch time step, which can be enforced as follows:∑
i∈F
ωgi,k ≥ 1 ∀k ∈ τ (5.36)
Finally, it should be ensured that the output of dispatchable units that participate in
frequency control will remain within acceptable generation limits during the dispatch time
interval; this can be enforced as follows:
¯
P gi ≤ PEgi,k ≤ P¯ gi ∀i ∈ F ∧ k ∈ T (5.37)
where PEgi,k can be obtained from (5.10) as follows: PE
g
i,k = P
g
i (τk+1). Note that (5.37)
is different from the conventional UC constraint that requires the dispatch values to be
within an acceptable range, only at the beginning of the dispatch interval.
5.2 Results and Discussions
To test and validate the efficiency of the proposed UC for isolated microgrids, a modified
version of the CIGRE benchmark system for medium voltage networks is used [13], as
shown in Figure 5.3. The test system has a total installed capacity of 27 MW, with
5 diesel engines, ESS, and wind and PV based renewable energy resources. The peak
load in the system is around 15 MW. Nominal ratings of the diesel engines are given in
Table 5.1; the nominal rating of the wind turbine is 8000 kW and of the PV unit is 1000
kW. Units D1, D3, and D4 participate in frequency control. Typical values are assumed
for parameters and heat-rates corresponding to the diesel engines [58]. For the ESS, ESS1
has a maximum power rating of 1500 kW, a maximum energy rating of 5000 kWh, and a
minimum allowable SoC of 300 kWh; and ESS2 has a maximum power rating of 500 kW,
a maximum energy rating of 1000 kWh, and a minimum allowable SoC of 150 kWh. In
all test cases, the wind, PV, and load profiles are based on high resolution (1 s) realistic
measurements from an actual isolated/remote microgrid.
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Figure 5.3: Cigre benchmark system for medium voltage netwrok.
The performance of the proposed UC is tested over 24 h of operation, and a dispatch
time interval of 5 min. The Mixed Integer Quadratic Programming (MIQP) model is coded
in GAMS [112], and is solved using the CPLEX solver [87]. The benefits of the proposed
UC are demonstrated through several test case studies described next.
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Table 5.1: Diesel Generators Parameters
D1 D2 D3 D4 D5
ai ($/kWh
2) 0.00015 0.00025 0.00015 0.00010 0.0005
bi ($/kWh) 0.2881 0.2876 0.2571 0.224 0.3476
ci ($/h) 7.5 0 25.5 45.5 0
Cstgi ($) 15 7.35 45 95 10
Cshgi ($) 5.3 1.44 8.3 15.3 0
IDi (kW/Hz) 4000 - 2000 5000 -
P¯ gi (kW) 5000 1500 4000 6000 1000
¯
P gi (kW) 180 100 150 200 100
5.2.1 Scenario 1: Proof of Concept
This scenario is specifically conducted to demonstrate the basics of the proposed algorithm,
and how it results in a more efficient dispatch solution. In the test system, only units D1,
D3, and D4 are included as dispatchable, since the focus here is on frequency control impact,
and these are the units that participate in frequency control, and wind is considered as
the only renewable source with an average penetration of 46%; the rest of the DERs in
Figure 5.3 are not included in this scenario. It is assumed that the diesel generators are
operating in droop control mode. The performance of the proposed UC is compared with
the conventional UC only for one dispatch time interval, i.e. T = {1, 2}, of 5 min duration.
The solid line in Figure 5.4 illustrates scaled actual measurements of the net demand D
during a dispatch time interval in a real remote microgrid [113]; the net demand at t = 0
and t = 300 is 8865 kW and 4256 kW, respectively. Assuming perfect forecast, the dotted
area in Figure 5.4 illustrates the energy to be supplied by the proposed UC, which is 547
kWh; in a conventional UC, the required energy to be supplied would be 737 kWh.
The dispatch values, costs, and computation time of the proposed UC and the con-
ventional UC are shown in Table 5.2. Observe that the objective function value of the
conventional UC is considerably higher than the objective function value of the proposed
UC, indicating that the conventional UC overestimates the required energy during the
dispatch time interval, dispatching 737 kWh compared to 547 kWh in the proposed UC.
To calculate the actual operation cost, the output of the diesel generators for the 300 s
interval, resulting from the measured-based data shown in Figure 5.4, was used. As noted
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Figure 5.4: Data used in Scenario 1 from scaled measurements of net demand in an actual remote
microgrid.
from Table 5.2, compared to the conventional UC, the proposed UC yields around 1% cost
savings. Note that the simulated cost is very close to the solution obtained by the proposed
UC, since the proposed UC obtained the solution by optimizing an amount of energy close
to the actual required energy during the 300 s interval. Observe also that the computation
time for both UC approaches are similar in an Intel(R) Xeon(R) CPU L7555 1.87GHz (4
processors) server.
Table 5.2: Proposed UC vs. Conventional UC for Scenario 1
UC P g1 P
g
3 P
g
4 Objective Simulated CPU
(kW) (kW) (kW) Function ($) Cost ($) Time (s)
Conv. 2777 1857 4231 471 299 1.45
Prop. 2591 2276 3998 303 296 1.45
5.2.2 Scenario 2: ILS Control, Deterministic Forecast
This scenario considers the full test system, with all diesel and renewable generation units.
To validate the advantage of the proposed UC compared to the conventional UC, a perfect
forecast is assumed for the load and renewable outputs; the wind, PV, and demand fore-
casted values used are shown in Figure 5.5. Also, an extra constraint is added to ensure
that the SoC of the batteries are equal at the beginning and end of the day to avoid ESS
depletion. The test is conducted for 24 h of operation, with dispatch interval of 5 min.
80
04000
8000
12000
16000
0 250 500 750 1000 1250
P
o
w
er
 (
k
W
)
t (min)
Wind PV Load
Figure 5.5: Wind, PV, and load forecasted values based on scaled measurements in an actual
remote microgrid for Scenarios 2, 3, and 4.
Figure 5.6 shows the dispatch results obtained with the proposed and the conventional
UC. Observe the differences in the UC and charging/discharging patterns of the ESS, which
are magnified for two different dispatch windows; in addition, the dispatch difference of
the diesel engines are shown in Figure 5.7. Note that these differences are significant when
the net demand fluctuation is high, and low when the net demand fluctuation is also low.
The computation time and operation costs are reported in Table 5.3; the actual cost
is calculated using the same method described in Scenario 1. Observe in Table 5.3 that
the simulated cost of operating the system for 24 h in 5 min dispatch intervals for the
proposed UC is $168,148, whereas it is $172,410 for the conventional UC; hence, under
perfect forecast assumption and given that the system is operating in ILS control mode,
dispatching the units using the proposed UC will reduce the operation cost by 2.47%,
yielding a saving of $4261 for the day. Also, note that the total computation time for the
simulated 24 h of the proposed UC is similar to the conventional one.
Table 5.3: Proposed UC vs. Conventional UC for Scenario 2
UC Obj. Function ($) Simulated Cost ($) Time (s)
Conv. 172,445 172,410 21
Prop. 168,148 168,148 65
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Figure 5.6: Dispatch results with the proposed and conventional UC for scenario 2.
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Figure 5.7: Dispatch differences with the proposed and the conventional UC for scenario 2.
5.2.3 Scenario 3: ILS Control with MPC
In this scenario, the same model as in Scenario 2 is used, but considering errors in the
forecasted values of renewable energy and demand; these errors are computed assuming
a cumulative density function (CDF) with a standard deviation obtained from a linear
approximation of the difference between the current time step and the forecasted time step,
as per [61]. To mitigate the impact of forecast inaccuracy, the optimal dispatch solutions
obtained in each time step is only applied to the next time interval, and the problem is
re-solved for the next time step with the updated forecast, repeating the process until the
end of the 24 h, with a shrinking time horizon. This solution methodology is referred to
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as a receding horizon approach [58].
The dispatch results obtained are shown in Figure 5.8, and the dispatch differences
are shown in Figure 5.9. The solution and actual costs, and the computation times are
reported in Table 5.4. Observe that using the proposed UC, the actual costs for operating
the system would decrease by 0.6%, saving around $1000 for the day. Note also that the
total computation time for the simulated 24h of the proposed method is reduced by around
50% compared to the conventional method.
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Figure 5.8: Dispatch results with the proposed and conventional UC for Scenario 3.
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Figure 5.9: Dispatch differences with the proposed and the conventional UC for Scenario 3.
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Table 5.4: Proposed UC vs. Conventional UC for Scenario 1
UC Obj. Function ($) Simulated Cost ($) Time (s)
Conv. 169,852 169,843 5951
Prop. 168,855 168,855 2781
5.2.4 Scenario 4: Droop Control with MPC
In this Scenario, the same model as in Scenarios 2 and 3 is used, except that the diesel
units are assumed to operate in droop control mode. Note that the errors for the forecasted
values of renewable energy and demand are computed using the same CDF as in Scenario
3, yielding different error values compared to the previous case.
The dispatch results obtained are shown in Figure 5.10, and the dispatch differences
are shown in Figure 5.11. The solution and actual costs and the computation times are
reported in Table 5.5. Observe that using the proposed UC, the actual costs of operating
the system would decrease by 1.15%, saving $1941 for the day. However, in this case the
total computation time for the simulated 24 h is higher for the proposed UC, but still
within online dispatch requirements.
Table 5.5: Proposed UC vs. Conventional UC for Scneario 4
UC Obj. Function ($) Simulated Cost ($) Time (s)
Conv. 169,149 169,134 656
Prop. 167,193 167,193 1001
5.3 Discussions
5.3.1 Performance of Droop Control and ILS Control
From the results presented in Scenarios 3 and 4, in Section 5.2, it may seem that the UC
formulation with droop control outperforms the UC formulation with ILS control, since
the UC in the former case yields a smaller objective function and takes less computational
time. However, this cannot be generalized, as the performance of the UC in droop control
mode and ILS control mode depends on several factors such as the droop coefficients, the
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Figure 5.10: Dispatch results with the proposed and conventional UC for Scenario 4.
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Figure 5.11: Dispatch differences with the proposed and the conventional UC for Scenario 4.
generators nominal rating, the forecasted values of renewable energy and demand, and
other parameters.
5.3.2 Control Hierarchies
It is important to properly classify the proposed UC in the hierarchy of active power
control. The active power control in isolated microgrids usually consists of two control
levels [14]. The first level, or primary control, consists of local turbine governors and
inverter controls that respond immediately to changes in the system, bringing the rate
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of change of frequency to zero in a few seconds. Thus, primary controls are in charge of
maintaining the system frequency stability.
In bulk power systems, Automatic General Control (AGC), or secondary control, takes
care of frequency deviation, considering the power exchange among control areas. In
isolated/islanded microgrids, AGC is not necessary in ILS mode, since the primary control
does not cause frequency deviations in steady state. For droop control, the dispatch of
units is used to recover the steady-state frequency; hence, the UC plays the role of AGC
or secondary control in isolated/islanded microgrids, as discussed in [14].
5.3.3 Primary Control Performance of Droop vs. ILS
As mentioned in Section 5.1.1, primary control regulates the frequency, ensuring frequency
stability in real-time. The proposed UC mathematically models and considers the impact
of primary frequency control, so that it more accurately optimizes each DER output. From
the primary control perspective, ILS control, in principle, exhibits a superior performance
compared to droop control, since there is no steady state frequency deviation; however,
in this case, DERs need to communicate their power output, which imposes additional
communication requirements not needed in droop control. Note that in droop control
operation, if the droop coefficients are chosen in reverse proportion to the generation units
nominal rating, the load sharing would be exactly the same as in the ILS control mode;
hence, there would be little difference in the immediate response of the two techniques.
5.4 Summary
In this chapter, a mathematical model that represented changes in the dispatchable unit
outputs was proposed for isolated microgrids, for various frequency control techniques.
The developed mathematical model was integrated into a UC model considering various
operational constraints for a system with multiple DERs. In addition, typical reserve
constraints were modified to ensure the feasibility of frequency regulation in the system.
The mathematical model was kept linear to allow its integration into current utility EMS.
It was shown through several case studies in a complex isolated test microgrid that
the conventional UC either over-estimated or under-estimated the energy required during
each time interval, yielding dispatch levels that were not necessarily optimized for the ac-
tual required energy. By properly modelling the changes in the dispatchable unit outputs
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considering their frequency regulation characteristics, it was demonstrated that the pro-
posed method results in dispatch settings that were better optimized, yielding savings in
operational costs. Finally, it was shown that adopting the proposed UC had no significant
impact on computation times with respect to current utility practices.
The main content of this chapter has been published in [114].
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Chapter 6
Conclusions, Contributions and
Future Work
6.1 Summary
This thesis concentrated on the problem of frequency control in isolated microgrids. Specifi-
cally, the problem was investigated for two different system time-frames: transient dynamic
time scale of 100 ms to a few seconds, and static dispatch time frame of 5 minutes. A com-
prehensive investigation of the effects of various frequency control techniques on transient
and frequency stability of isolated microgrids under balanced and unbalanced conditions
has been presented in this paper; based on these investigation, a practical voltage-based
frequency controller has been proposed that offers several advantages and is easy to im-
plement. In addition, the impact of frequency control techniques on the optimal dispatch
of isolated microgrids had been investigated, and the problem of UC in these systems has
been reformulated to account for the impact of frequency control.
In Chapter 2, a basic background review of microgrids and associated stability issues
was provided; voltage and frequency control in isolated microgrids, as well as the formu-
lation of UC in microgrids were also discussed. Thus, the definition of microgrids and
basic related concepts of voltage and frequency stability were first introduced and dis-
cussed. Then, voltage and frequency control techniques were described in the context of
isolated microgrids, including models of different components such as generator, governor,
exciter, and inverters. Finally, a general formulation of UC models in microgrids was pro-
vided, discussing the objective function, equality and inequality constraints, and solution
techniques.
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In Chapter 3, conventional, transient, and angle droop controls were discussed. The
performance of each control technique was evaluated through time domain simulations
on a simple test system, and it was shown through simulation results that the transient
droop control demonstrated better transient response, while angle droop control exhibited
no steady-state deviation in the frequency response of the system. Following that, a new
hybrid droop control was proposed based on the transient and angle droop control, showing
that it has better transient and improved frequency response. In spite of the increased
complexity in the tuning and implementation of the proposed controller, it has shown to
have an overall superior performance that would justify its adoption instead of the other
discussed controls.
In Chapter 4, a voltage-based frequency controller was proposed for isolated micro-
grids that makes use of the load voltage sensitivity to manipulate their consumption and
thus compensate for power mismatches in the system. The performance of the proposed
controller was evaluated using diesel-based and inverter-based isolated microgrids test sys-
tems. The simulation results showed that the VFC is efficient in controlling frequency and
enhance the system damping, thus decreasing the system dependency on ESS.
In Chapter 5, a UC formulation was proposed for isolated microgrids that integrates in
the mathematical formulation of different frequency controls, namely single unit, isochronous
load sharing, and droop-based controls. The performance of the proposed UC was eval-
uated through various test scenarios. The simulation results showed that while the UC
computation time is similar to the conventional UC, system dispatch is closer to reality
resulting in more accurate and reduced operating costs.
The main conclusions of the presented work are:
• Manipulating loads consumption in an isolated microgrids through DERs voltage
control is a viable solution for addressing the problem of frequency stability. Com-
pared to large conventional systems, isolated microgrids are smaller, and hence it is
possible to readily control DERs voltages throughout the system, given the relatively
small voltage drops in the feeders.
• Eigenvalue studies show that the proposed VFC can improve system damping with
proper controller tuning, as the dominant-poles of the system can be significantly
affected by the controller.
• Time-domain simulations in PSCAD/EMTDC platform demonstrate the robust per-
formance of the proposed VFC subject to various system disturbances. However, the
VFC performance depends on the allowed voltage range and the loads voltage index.
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• It is viable to have a 15% decrease in a residential load consumption by changing its
operating voltage by 10%. Thus, the VFC can be seen as a virtual flywheel, with a
capacity of up to 15% of the nominal load in the system. Hence, the VFC allows for
a higher instantaneous penetration of renewable energies, thus saving fuel costs; the
exact amount of fuel saved depends on the penetration of renewables, loading levels,
and diesel engine efficiency.
• For isolated microgrids with a significant penetration of renewable energy, conven-
tional UC either overestimates or underestimates the amount of energy for which
DERs need to be optimized.
• The proposed UC, which accounts for the changes in the RES in the system in the
UC problem, yields more accurate DERs dispatches, and alleviates the under/over
estimation problem, for various frequency control techniques.
• The proposed UC reduces the operating cost of the system compared to a conven-
tional UC; the exact savings depend on the system renewable penetration, system
configuration, and renewable fluctuation.
6.2 Contributions
The main contributions of this thesis are the following:
• A state-of-the-art VFC has been developed for both diesel-based and inverter-based
units in isolated micorgirds. The controller utilizes a load voltage regulation mech-
anism to manipulate the system demand, and consequently balance the power mis-
match. The load voltage regulation is performed via diesel generator exciter systems
and DER-based inverters, without the need for communication between different
components of the system.
• A hybrid droop-based frequency controller has been designed for inverter-based iso-
lated microgrids and the impact of various droop-based frequency control mechanisms
on the transient response and stability of such systems has been studied and com-
pared in detail.
• The impact of various frequency control mechanisms such as single unit control,
droop control, or isochronous load sharing (ILS) control mode on optimal dispatch
has been analyzed, using a novel UC model.
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• A novel mathematical formulation of the frequency control mechanism integrated
within a UC framework has been devised for isolated microgrids, yielding a more
economical dispatch solution. The proposed formulation also allows to introduce a
new reserve constraint in the UC model to represent the corresponding frequency
control mechanism, considering intra-interval generation changes.
• A comprehensive dynamic and static simulation model of a CIGRE benchmark sys-
tem for medium voltage distribution networks has been built to carry out time-
domain and steady-state simulations to test and demonstrate the proposed frequency
control techniques. Models of detailed voltage and frequency control systems, both
for synchronous machines and inverters, have been developed.
The main contents of this thesis have been published in [94], [108], [109], [110], and [114].
6.3 Future Work
Future research may be carried out to address the following issues:
• The problem of voltage flickers during the VFC operation is not considered in the
studies reported in this thesis; therefore, flickers during the VFC operation for a
typical renewable energies output profile should be analyzed.
• The VFC proposed in this thesis compensates for steady-state frequency errors, es-
sentially acting like an isochronous frequency controller; as a result, it cannot be used
in parallel with another isochronous frequency controller. The use of a negative feed-
back loop added to the VFC control schematic, thus enabling it to work in parallel
with another isochronous control unit, should be evaluated.
• A comprehensive study on the impact of the VFC on fuel saving in the system due
to the higher renewable energies penetration should be carried out. Economic tools
such as Homer or other developed codes would be suitable to perform such studies.
• Since the VFC is developed to avoid frequency instability in the system through
voltage regulation, studies should be carried out to investigate the impact of different
types of loads on the performance of the VFC, and the impact of the VFC on the
protection scheme of the isolated microgrid.
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• The proposed UC in this thesis does not include non-linear power flow constraints;
thus, such constraints should be included to guarantee the feasibility of the optimal
dispatch of DERs.
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APPENDIX
Test System Parameters
Table 1: Governor and AGC
Parameters Value
Dead Band 0 pu
Kg 20 1/pu
τSR 0.1 s
τSM 0.2 s
Pup 0.40 pu/s
Pdown -0.5 pu/s
Cmax 1.0 s
Cmin 0 pu
KAGC 1 pu
τAGC 1 s
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Table 2: Synchronous Machine and AVR
Parameters Value
Ra 0.0051716 pu
Xl 0.14 pu
Xd 1.014 pu
Xq 0.77 pu
X ′d 0.314 pu
X ′q 0.375 pu
X”d 0.28 pu
X”q 0.375 pu
T ′d0 6.55 s
T ′q0 0.85 s
T”d0 0.039 s
T”q0 0.071 s
ωn 376.992 rad/s
H 3.117 s
KF 0.03 pu
τE 0.8 s
τF 1.0 s
KE 1 pu
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Table 3: Line Parameters for the CIGRE Test System
Node Node R′ph X
′
ph B
′
ph R
′
0 X
′
0 B
′
ph l
From To Ω/km Ω/km µS/km Ω/km Ω/km µS/km km
1 2 0.173 0.432 3.83 0.351 1.8 1.57 1.2
2 3 0.173 0.432 3.83 0.351 1.8 1.57 1
3 4 0.173 0.432 3.83 0.351 1.8 1.57 0.61
4 5 0.173 0.432 3.83 0.351 1.8 1.57 0.56
5 6 0.173 0.432 3.83 0.351 1.8 1.57 1.54
6 7 0.173 0.432 3.83 0.351 1.8 1.57 0.24
7 8 0.173 0.432 3.83 0.351 1.8 1.57 1.67
8 9 0.173 0.432 3.83 0.351 1.8 1.57 0.32
9 10 0.173 0.432 3.83 0.351 1.8 1.57 0.77
10 11 0.173 0.432 3.83 0.351 1.8 1.57 0.33
11 4 0.173 0.432 3.83 0.351 1.8 1.57 0.49
3 8 0.173 0.432 3.83 0.351 1.8 1.57 1.3
12 13 0.173 0.432 3.83 0.351 1.8 1.57 4.89
13 14 0.173 0.432 3.83 0.351 1.8 1.57 2.99
14 8 0.173 0.432 3.83 0.351 1.8 1.57 2
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Table 4: Loads Apparent Power for the CIGRE Test System
(a) Phase a
Node Residential Commercial/Ind.
1 subnetwork* —
2 100 200
3 — 80
4 200 —
5 200 50
6 50 —
7 — 100
8 100 —
9 100 —
10 150 —
11 50 150
12 subnetwork* 80
13 — 145
14 — 90
(b) Phase b
Node Residential Commercial/Ind.
1 — 100
2 500 200
3 200 80
4 100 —
5 subnetwork* 200
6 100 —
7 100 100
8 150 —
9 150 —
10 100 —
11 50 150
12 subnetwork* 80
13 — 145
14 — 90
(c) Phase c
Node Residential Commercial/Ind.
1 200 100
2 — 200
3 50 80
4 100 —
5 — 50
6 subnetwork* —
7 — 100
8 — 200
9 100 —
10 250 —
11 — 150
12 — 80
13 — 145
14 subnetwork* 90
(d) Power Factor
Node Residential Commercial/Ind.
1 0.90 0.80
2 0.95 0.85
3 0.90 0.80
4 0.90 —
5 0.95 0.85
6 0.95 —
7 0.95 0.95
8 0.90 0.90
9 0.95 —
10 0.90 —
11 0.95 0.85
12 0.90 0.80
13 0.95 0.85
14 0.90 0.90
* Subnetwork demand is 172 kVA with a power factor of 0.95.
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