One recursively enumerable real α dominates another one β if there are nondecreasing recursive sequences of rational numbers (a[i] : i ∈ ω) approximating α and (b[i] : i ∈ ω) approximating β and a positive constant C such that for all n,
Introduction
When is a real number effectively random? To a large extent, this question was answered by the collective efforts of Chaitin [1977] , Kolmogorov [1965] , MartinLöf [1966] , Schnorr [1973] , Solomonoff [1964a] and [1964b] , and Solovay [1975] , among others. We present a brief historical account, based in most part on [Solovay, 1999] . One could also consult [Calude, 1994] .
Characterizations of effective randomness
To fix some notation, Σ * denotes the set of finite binary sequences. For a ∈ Σ * , |a| denotes the length of a and a denotes the rational number with binary expansion 0.a. We order Σ * lexicographically.
Σ ω denotes the set of all infinite binary sequences. As above, α denotes the real number with binary expansion 0.α. We extend the lexicographic ordering of Σ * to that on Σ ω . For A ⊆ Σ * , AΣ ω denotes the open subset of Σ ω whose elements have an initial segment in A, and µ(AΣ ω ) denotes the measure of AΣ ω . We have chosen to work with Σ * and Σ ω , as that seemed to work best notationally. We could have worked with Q and R just as well, and come to the same conclusions. We will refer to elements of R and to elements of Σ ω as real numbers.
Characterization by measure. Our first characterizations of effective randomness are based on the hypothesis that an effectively random real should avoid every effectively presented set of measure 0.
Definition 1.1 (Martin-Löf [1966])
1. A Martin-Löf randomness test is a uniformly recursively enumerable sequence (A n : n ≥ 1) of subsets of Σ * such that for each n, µ(A n Σ ω ) ≤ 1/2 n .
2. An x in Σ ω is Martin-Löf-random if for every Martin-Löf test (A n : n ≥ 1), x ∈ n≥1 A n Σ ω .
3. A Martin-Löf test (U n : n ≥ 1) is universal if for every x ∈ Σ ω , if x ∈ n≥1 U n Σ ω then x is Martin-Löf-random.
A second measure theoretic criterion was proposed by Solovay.
Definition 1.2 (Solovay [1975])
1. A Solovay randomness test is a uniformly recursively enumerable sequence (A n : n ≥ 1) such that the sum
2. An x in Σ ω is Solovay-random if and only if for every Solovay randomness test (A n : n ≥ 1), {n : x ∈ A n Σ ω } is finite.
1. The halting probability of f is f (a)↓ 1/2 |a| .
2. If b is in the range of f , then the f -complexity of b is the least length of a string a such that f (a) = b. If b is not in the range of f , then the f -complexity of b is ∞. Let H f (b) denote the f -complexity of b.
Note, the halting probability of a self-delimiting function is a real number between 0 and 1. Consequently, we can use its binary expansion to identify it with an element of Σ ω . This identification is unique for irrational reals.
Convention 1.5
In the following, we will make implicit use of the identification between R and Σ ω whenever we say that a real number has a property only defined on Σ ω . Definition 1.6 (Chaitin [1977] ) A recursive function u is Chaitin-universal if and only if the following conditions hold.
1. u is self-delimiting.
2. For any self-delimiting recursive function f , there is a constant C such that for all a, H u (a) is less than or equal to H f (a) + C. Proposition 1.7 (Chaitin [1977] ) There is a recursive function which is Chaitin-universal. Definition 1.8 (Chaitin [1977] ) An x ∈ Σ ω is Chaitin-random if there is a recursive function u which is Chaitin-universal and a constant C such that for all n, H u (x n) > n − C. (Here x n is the sequence given by the first n values of x.) Theorem 1.11
1. (Chaitin [1977] ) Every Ω-number is Chaitin-random.
2. (Solovay [1975] ) Every Ω-number is Solovay-random.
Consequently, every Ω-number is random.
Recursive enumerability
Definition 1.12 An α in Σ ω is recursively enumerable if there is a nondecreasing sequence (a[n] : n ∈ ω) from Σ * such that lim n→∞ a[n] = α.
The Ω-numbers provide natural examples of recursively enumerable reals. Solovay formulated the following notion for recursive increasing sequences of rational numbers converging to real numbers. We take the liberty of presenting his definition in terms of recursive increasing sequences from Σ * converging to elements of Σ ω .
Definition 1.13 (Solovay [1975] ) Let (a[n] : n ∈ ω) and (b[n] : n ∈ ω) be recursive monotonically increasing sequences from Σ * which converge to α and β, respectively.
(a[n]
: n ∈ ω) is universal if it dominates every recursive monotonically increasing sequence from Σ * .
3. α is Ω-like if it is the limit of a universal monotonically increasing recursive sequence from Σ * .
Solovay's proof that every Ω-number is Solovay-random generalizes to Ω-like reals. Theorem 1.14 (Solovay [1975] ) If α is Ω-like, then α is random. Calude, Hertling, Khoussainov and Wang [1998] sharpened Theorem 1.14 as follows. Theorem 1.15 (Calude et al. [1998] ) If α is Ω-like, then α is an Ω-number. Calude et al. [1998] posed the natural question, is every recursively enumerable random real an Ω-number? In Theorem 2.1, we show that every recursively enumerable random real is Ω-like, and conclude from Theorem 1.15 that the answer to this question is yes.
A second natural class of random reals. Chaitin's Ω-numbers come from universal objects in the complexity theoretic formulation of randomness. Calude et al. [1998] raised the question whether the universal objects in the measure theoretic formulation of randomness are also random. They asked, if (U n : n ≥ 1) is a universal Martin-Löf test, then is n≥1 µ(U n Σ ω ) random. In Theorem 3.1, we show that the answer is yes. A dual statement is also true. Our Theorem 3.2 states that every random recursively enumerable real number is the sum of the measures in a some universal Martin-Löf test.
Random implies Ω-like
Theorem 2.1 Suppose that α is a random recursively enumerable element of Σ ω . Then α is Ω-like.
Proof: Let (a[n] : n ∈ N) be a recursive nondecreasing sequence from Σ * which converges to α. Let β be recursively enumerable, and let (b[n] : n ∈ N) be a recursive lexicographically nondecreasing sequence from Σ * which converges to β.
We show that one of the following two conditions must hold.
1. There is a uniformly recursively enumerable sequence of sets (
2. There is a C such that for all i,
Theorem 2.1 follows. If the first condition holds, then α is not random and Theorem 2.1 is verified. Otherwise, the second condition holds and the pair β and (b[n] : n ∈ N) is not a counterexample to α's being Ω-like. Since β and (b[n] : n ∈ N) were arbitrary, Theorem 2.1 is verified.
We enumerate A n by recursion on stages s. Let A n [s] be the finite set of strings that have been enumerated into A n during stages earlier than s. Let s − [s] be the last stage during which we enumerated an element into A n , or equal to 0 if there was no such earlier stage.
Our intension is that if the approximation to β changed by then either α will belong to A n Σ ω or the approximation to α must change by an additional amount greater than or equal to /2 n . First, we calculate that
ω is a union of a disjoint set of intervals, and the measure of A n Σ ω is the sum of the lengths of those intervals. That sum has the form
where t 1 , t 2 , . . . is the sequence of stages during which we enumerate intervals into A n Σ ω . This is a collapsing sum with limit less than or equal to
n . The inequality could be strict when there are only finitely many terms in the sum. In any event, µ(A n Σ ω ) ≤ 1/2 n . If α belongs to each A n Σ ω , then we have Condition 1. So, suppose that n is fixed so that α is not in A n Σ ω . By our construction,
. Fix s and let t 0 be the greatest stage t less than s such that we enumerate something into A n during stage t or be 0 if there is no such stage. Let t 0 , t 1 , . . . be the sequence of stages, beginning with stage t 0 , during which we enumerate intervals into A n . Then t 1 is greater than s and α − a[t 1 ] is greater than the sum Σ
n . This is another collapsing sum and is equal to (
3 Universal Martin-Löf tests have random measure
For each n, µ(U n Σ ω ) is recursively enumerable. Hence, we may apply Theorem 3.1 and conclude that it is also random.
Proof: Let U be one of the elements of (U n : n ≥ 1). We note that µ(U Σ ω ) is less than or equal to 1/2. Let U [s] denote the set consisting of the first s elements in the enumeration of U . Let β ∈ Σ ω be recursively enumerable, and let (b[s] : s ≥ 1) be a recursive increasing sequence from Σ * which converges to β.
We will construct a Martin-Löf test (A n : n ≥ 1) such that for all n, A n+1 Σ ω ⊆ A n Σ ω , and we will ensure that one of the following conditions holds.
For each n, A n is finite and µ(
2. There is a C such that for each s,
In the first case, it follows that (U n : n ≥ 1) is not universal (see below), a contradiction. In the second case, it follows that µ(U Σ ω ) ≥ dom β, as required. We construct the sets A n and several auxiliary functions by recursion on stages s. Our continuing convention is to use the suffix [s] to denote the values of these objects during stage s. For example, A n [s] denotes the finite subset of Σ * whose elements were enumerated into A n before stage s. In our recursion, if the recursion variable i goes to infinity, then we verify the first disjunct above. If i does not go to infinity in the limit, then its limit infimum i * is the least index for an infinite element of (A n : n ≥ 1). In this case, U must cover a nonzero fraction of the measure of A i * . We add measure to each A n so that if i * is equal to n then µ(U Σ ω ) ≥ dom β. We begin the construction with each A n empty. During stage 0, we define m 0 [0] = 1/2, define A 0 = { () }, the set whose only element is the null sequence, and say that 0 is active during stage 0. During stage s greater than 0, we begin in Step 1 and follow the instructions below until reaching one which requires the end of stage s. Upon the end of stage s, we begin stage s + 1. 
(a) If s
ii. Choose a finite set of strings Suppose that we reach step 3(a) with i = n. If n is equal to 1, then we are required to find a set
is less than 1. So we must find a set of measure less than 1/2 in Σ ω \ U [s]Σ ω . Since U belongs to a Martin-Löf test, µ(U Σ ω ) ≤ 1/2 and it is possible to find the set
If n is greater than 1, then at an earlier point in stage s, we noted that We say that n is injured during stage s, if we cancel all of the previous actions for the sake of n during stage s. Note that 1 is never injured.
Let M n be the set of stages during which n is active. M n is naturally divided into intervals by injury to n. If M n is not empty, then start by letting {q j : j ∈ Q n } be an increasing enumeration of the stages s in M n such that s − n [s] is equal to 0. Note that Q n may be finite or may be all of N. In the case that Q n is finite with greatest element j, we let q j+1 denote infinity and use it to refer to the semi-infinite interval of stages coming after the final injury to n.
To calculate a bound on the measures of the sets A n Σ ω , we now compute
, when n is greater than or equal to 1:
Note that m n−1 [s] is constant between q j and q j + 1.
Identify the collapsing sum.
, where s is the greatest stage less than q j during which n − 1 was active.
The last inequality could be strict, as there may be stages during which n−1 is active which are followed by an injury to n − 1 before the next stage during which n is active.
We now check by induction that s∈Mn m n [s] is less than or equal to 1/2 n+1 . Consider the case when n is equal to 0. Then, M 0 is equal to {0} and m 0 [0] is equal to 1/2. Consequently, s∈M0 m 0 [s] = 1/2, as required. Now, suppose that n is greater than 0. Then, s∈Mn m n [s] is given by the following.
Move the factor 1/2 out of the sum, and apply the previous calculation.
Apply induction.
We have the required inequality. Now, µ(A n Σ ω ) is less than or equal to the sum of the measures of the sets
, which is less than or equal to s∈Mn−1 m n−1 [s] , and hence less than or equal to 1/2 n , as above. Thus, (A n : n ∈ ω) is a Martin-Löf test. Suppose that for each n, n is only active finitely often. Then for each n, there is a stage s during which we execute step 3(a) for i = n for the final time. So, for each n, A n is finite and A n Σ ω \U Σ ω is a closed set of positive measure. Further, for each n,
ω is not a subset of U , contradicting the universality of (U n : n ∈ ω).
Consequently, there are numbers which are active infinitely often, and we let i * be the least such number. The first possibility is that i * is equal to 1. Consider the action during a stage s ∈ M 1 . We add strings to A 1 so that the measure of
is the amount that the approximation to β has increased since the most recent stage s 
. Thus, every increase in the approximation to β is followed by a proportional increase in the approximation to the measure of U , and so µ(U Σ ω ) dominates β. Secondly, i * may be larger than 1, but the analysis is completely parallel to that of the previous case. We start from the first stage s[0] in M i * after i * is injured for the last time, we add strings to A i * so that the measure of
and observe that the measure of U Σ ω increases by at least half that much during the interval from s to the next stage in M n . It follows that for every m,
). In either case, U is Ω-like and therefore random.
Theorem 3.2 For each recursively enumerable random r in Σ ω there is a universal Martin-Löf test (U n : n ∈ ω) such that r is equal to n≥1 µ(U n Σ ω ).
Proof: We fix a universal Martin-Löf test (A n : n ≥ 1), and construct another (U n : n ≥ 1) based on it so that r = n≥1 µ(U n Σ ω ). Let A n [s] denote the finite set of sequences which enter A n during the first s steps of its enumeration. We may assume that for all n and s, if s < n then A n [s] is empty. With analogous notation, we will make use of a universal Martin-Löf test (V n : n ≥ 1) and a nondecreasing recursive sequence (r[s] : s ≥ 1) with limit r such that for all s, n≥1 µ(
. We first argue that there are such sequences.
For s greater than or equal to 1, let b[s] be the binary string such that the following condition holds.
and so there is such a b[s]. Let β be lim s→∞ b [s] . Since r is random, Theorem 2.1 applies and we may let (r[s] : s ≥ 1) be a recursive nondecreasing sequence from Σ * with limit r and let C be constant such that for all s, β − b[s] is less than C( r − r[s] ). Now let k be fixed so that 2 k is greater than C. Then for all s,
Consequently, for each s,
Then, (A 2k+j+1 : j ≥ 1) is a universal Martin-Löf test such that for all s,
. We first handle the case in which r is less than 1/2. Choose m so that r + µ(A 2k+m+j+1 Σ ω ) is less than 1/2 and so that r is greater than
. By the estimates given above, for each s, v − v[s] is less than or equal to r − r [s] .
We now construct our Martin-Löf test (U n : n ∈ ω) so that V 1 ⊆ U 1 and for all n greater than 1, V n = U n .
Assuming that we establish n≥1 µ(U n Σ ω ) = r , then since µ(U 1 Σ ω ) is less than or equal to r and r is less than or equal to 1/2, (U n : n ≥ 1) is a Martin-Löf test. Further, ∩ n≥1 A n is a subset of ∩ n≥1 U n and so (U n : n ≥ 1) is universal.
We enumerate U 1 by recursion on stages s. 
By the choice of , that is u ≤ r , as required. Next we consider the case when r is greater than 1/2. Again, let (A n : n ≥ 1) be a universal Martin-Löf test. Choose m > 1 so that 1/2 + n>m µ(A n Σ ω ) is less than r . Let 0 n denote the sequence with n many 0's. For n ≥ 1, let V n be a subset of Σ * such that A m+n Σ ω ∪ {0 n+1 }Σ ω is equal to V n Σ ω ∪ {0 n+1 }Σ ω and each element of V n is incompatible with 0 n+1 . For each n, µ(A m+n Σ ω ∪ {0 n+1 }Σ ω ) is less than or equal to µ(A m+n Σ ω ) + 1/2 n+1 , which is less than or equal to 1/2 n . Now we use the method in the previous construction to find (U n : n ≥ 1) such that the following conditions hold: n≥1 µ(U n Σ ω ) = r − 1/2; for each n, V n ⊆ U n ; and every element of U n is incompatible with 0 n+1 . The last constraint is only relevant to the construction of U 1 . In the notation of the previous construction, we may be asked during step s + 1 to find a set of finite sequences F [s + 1] Finally, we let U * n be U n ∪ {0 n+1 }. Then, n≥1 µ(U * n Σ ω ) is evaluated as follows.
Note that U n Σ ω ∩ {0 n+1 }Σ ω is empty.
µ(U n Σ ω ) + 1/2 = ( r − 1/2) + 1/2 = r
