The ordinary differential equation associated to a non-negative real valued C 1 -function P on (0, +∞),
around the inequalities of Hardy and Hardy-Rellich type. We summarize in this chapter the properties of these equations that will be used throughout this book. In particular, we give conditions on P (resp., V and W ), which guarantee that the above equations have a positive solution on a non-trivial interval (0, R).
The class of Hardy improving potentials
Definition 1.1.1. We say that a non-negative real valued C 1 -function P is a Hardy improving potential -abbreviated as "HI-potentials"-on (0, R), if there exists c > 0 such that the equation (B cP ) y (r) + 1 r y (r) + cP (r)y(r) = 0, has a positive solution on (0, R).
The class of HI-potentials on (0, R) will be denoted by B(0, R). Here are a few immediate examples of such functions:
• P ≡ 0 is a HI-potential on (0, R) for any R > 0. Indeed, It is clear that ϕ(r) = −log( e R r) is a positive solution of (B 0 ) on (0, R).
• P ≡ 1 is a HI-potential on (0, z 0 ), where z 0 = 2.4048... is the first zero of the Bessel function J 0 . Indeed, the latter is a positive solution of y + 1 r y + y = 0 until it reachs its first zero at z 0 .
• For any ρ > Re, the function P (r) = 1 4r 2 (log ρ r ) 2 is a HI-potential on (0, R), with (B P ) having the explicit solution ϕ ρ (r) = (log ρ r ) 1 2 . We shall later need the following easy result regarding the behaviour of positive solutions of equation (B P ) .
Lemma 1.1.2. Assume P is non-negative on (0, R), a ≥ 1 and that the equation (1.3) rx (r) + x 2 (r) = −F (r), for 0 < r ≤ δ,
where F (r) = r 2 P (r) ≥ 0. It follows that ϕ (t) ≤ 0 on (0, R) and is therefore decreasing on that interval.
To prove 2), divide equation ( It follows that lim r↓0 x(r) exists. In order to prove that this limit is zero, it therefore suffices to prove that Since F ≥ 0, and G goes to infinity as r goes to zero, then for r sufficiently small we have −rG (r) ≥ 1 2 G 2 (r), and hence, (
G(r)
2 (ln(r)) , which contradicts the fact that G(r) goes to infinity as r tends to zero. It follows that indeed, lim r↓0 r ϕ (r) ϕ(r) = lim r↓0 x(t) = 0. For 3) it suffices to note that if P (r) > 0 on (0, R), then ϕ cannot have a local minimum in (0, R). Indeed, if ϕ (x 0 ) = 0 for some R > x 0 > 0, and ϕ (x 0 ) ≥ 0, then necessarily ϕ (x 0 ) = 0 which contradicts the fact that ϕ is a positive solution of the above ODE. it follows that ϕ is strictly decreasing on the whole interval (0, R). 4) Suppose that for any R > 0, the equation y (r) + a r y + P (r)y = 0 has a positive solution ϕ R , which is then necessarily strictly decreasing on (0, R). It follows that
This means that ϕ R (R) < 0 for R large enough, which is clearly a contradiction.
It is clear that if P ∈ B(0, R), then P ∈ B(0, R ) for any 0 < R < R. We shall be interested by the largest such interval, i.e., (1.6) δ(P ) := sup R; (B P ) has a positive solution on (0, R) .
In view of the above lemma, δ(P ) can be seen as the first time a particular positive solution of (B P ) reaches zero.
On the other hand, we shall consider for a given R > 0, the largest HIP-constant associated to a HI-potential P ∈ B(0, R), defined as:
β(P ; R) = sup{c > 0; (B cP ) has a positive solution on (0, R)}.
The following proposition will be frequently used in the sequel. 
Proof: Statement 1) is a direct consequence of proposition 1.2.1. The proofs of 2), 3), and 4) are straightforward and are left to the interested reader.
For a given HI-potential on an interval (0, R), we shall often be interested in computing its HIP-constant β(P ; R). This is often closely related to finding δ(P ). Indeed, if (B P ) has a positive solution ϕ on (0, δ) for some δ > 0, then
is then a HI-potential on (0, R). We therefore have the following relations.
We now exhibit a few explicit HI-potentials and compute their HIP-constants. We use the following notation.
(1.11) log (1) (.) = log(.) and log (k) (.) = log(log (k−1) (.)) for k ≥ 2. and (1.12) . e(k−times) ), is a HI-potential on (0, R) and
(5) For k ≥ 1 and R > 0, the functioñ
is a HI-potential on (0, R) and 2) The Bessel function J 0 is a positive solution for equation B P with P ≡ 1, on (0, z 0 ), where z 0 = 2.4048... is the first zero of J 0 . Moreover, z 0 is larger than the first root of any other solution for (B 1 ). Indeed if α is the first root of the an arbitrary solution of the Bessel equation y + 3) will follow from the integral criteria below -as applied in Corollary 1.3.2-while formula (1.14) also follows from Proposition 1.1.2.
2 is an explicit solution of the equa-
. e(k−times)
). This readily implies that β(P k;ρ , R) ≥ To do that, we assume that there exists a positive function ϕ on (0, R) such that
and work towards a contradiction.
ϕ k (r) > 0, where ϕ k = ϕ k,ρ defined above, and calculate,
Thus,
If now f (α n ) = 0 for some sequence {α n } ∞ n=1 that converges to zero, then there exists a sequence {β n } ∞ n=1 that also converges to zero, such that f (β n ) = 0, and f (β n ) > 0. But this contradicts (1.17), which means that f is eventually monotone for r small enough. We consider the two cases according to whether f is increasing or decreasing:
Case I: Assume f (r) > 0 for r > 0 sufficiently small. Then we will have
.
Integrating once we get
, for some c > 0. Hence, lim r→0 f (r) = −∞ which is a contradiction.
Case II: Assume f (r) < 0 for r > 0 sufficiently small. Then
, for some c > 0 and r > 0 sufficiently small. On the other hand
) .
Since f (r) < 0, there exists l such that f (r) > l > 0 for r > 0 sufficiently small. From the above inequality we then have
).
From (1.18) we have lim a→0 af (a) = 0. Hence,
, for ev-
, for r > 0 sufficiently small. Therefore, lim r→0 f (r) = +∞, and by choosing l large enouph (e.g., l > c λ ) we get to contradict (1.18).
The proof of 5) is similar. Indeed, let D ≥ sup x∈Ω |x|, and define
This means that β(P k;R , R) ≥ 
Arguing as before, we deduce that f is eventually monotone for r small enough, and we consider two cases:
Case I: If f (r) > 0 for r > 0 sufficiently small, then we will have
Integrating once we get
, for some c > 0, and therefore lim r→0 f (r) = −∞ which is a contradiction.
for some c > 0 and r > 0 sufficiently small. On the other hand
Since f (r) < 0, we may assume f (r) > l > 0 for r > 0 sufficiently small, and from the above inequality we have
, for r > 0 sufficiently small. Therefore, lim r→0 f (r) = +∞, and by choosing l large enouph (i.e. l > c λ ) we contradict (1.20) and the proof of Theorem 1.1.3 is complete.
Sturm theory and integral criteria for HI-potentials
The existence of zeros for the solutions of linear ordinary differential equations of the following type
is of central importance for the identification of the class of HI-potentials -as well as the class of Bessel pairs that will be studied in the next section. There is fortunately a well developed theory to deal with that, starting with Sturm's first comparison principle, whose proof can be found in [178] . The rest of the chapter is self-contained. and assume y 1 (x) has exactly n (≥ 1) zeroes on I. Let y 2 (x) be a solution of 
Then ϕ is a positive solution of the equation
Let ψ be the unique solution of the following ordinary differential equation on I
on I and since ϕ does not have any zeroe on I, it follows from Proposition 1.2.1, that ψ > 0 on I. Now assume ϕ(x 0 ) = 0 and let ψ be the unique solution of the following ordi-
for somex ∈ (x 0 , x 0 ). It follows from Proposition 1.2.1 that ψ > 0 on the interval (x 0 , x 0 ) and consequently that ψ(x 0 ) ≥ 0.
Definition 1.2.2. A non-trivial solution of (1.21) is said to be oscillatory if there is a sequence {t n } tending to ∞ such that x(t n ) = 0. Otherwise, it is said to be non-oscillatory.
The first important result in the study of the oscillatory behaviour of solutions of ODEs is the celebrated comparison theorem of Sturm, which deals with second order self-adjoint equations of the form:
on a bounded open interval α < x < β, where a, c, and C are real-valued continuous functions and a(x) > 0 on [α, β] . 
Proof: Suppose to the contrary that v does not vanish in (α, β). It may be supposed without loss of generality that v(x) > 0 and also u(x) > 0 in (α, β).
Multiplying the above equations with v and u, subtracting the resulting equations, and integrating over (α, β) yields
Since the integrand on the left hand side is the derivative of a(u v − uv ) and since
However, u(α) = u(β) = 0 by hypothesis, and u(x) > 0 in (α, β), while u (α) > 0 and u (β) < 0. 
(1) If a(t) and b(t) satisfy for t sufficiently large,
21) is oscillatory. (2) On the other hand, if a(t) and b(t) satisfy for t sufficiently large,
(1.32) a(t)b(t)( t α 1 a(τ ) dτ ) 2 < 1 4 , then equation ( 1.21) is non-oscillatory.
Proof: Set
s(t) = t α 1 a(τ ) dτ
and u(s) = x(t(s)), where t(s) is the inverse function of s(t).
Then
and equation (1.21) is transformed into the equation
which has the form of (1. In order to prove Theorem 1.2.6 we first need to establish some preliminary results. Here the key idea is to study the existence of positive solutions of the associated Riccati equation
29). Since a(t) is positive and satisfies for t > α and satisfies (1.30) the functions s(t) and t(s) are increasing and s(t) → ∞ as t → ∞. Hence equation (1.21) is oscillatory (non-oscillatory) if and only if equation (1.29) is oscillatory (non-oscillatory). Let c(s) = a(t(s))b(t(s)).
We start with the following simple lemma. 
It follows that u is non-increasing and that u is concave downwards for x > α. Since the graph of u does not intersect the x−axis for x > α, we must have that u (x) > 0 for x > α.
The following lemma shows the connection between the oscillatory behavior of solutions of (1.29) and the existence of solutions of the associated Riccati equation (1.34). Introduce now the notation
Lemma 1.2.8. Equation ( 1.29) is non-oscillatory if and only if the integral equation
in terms of which (1.35) becomes
The following comparison lemma will be needed for the proof of Theorem 1.2.6. Lemma 1.2.9. Consider the ordinary differential equations (1.37) U + C(x)U = 0, and
c(t)dt. If equation (1.37) is nonoscillatory and D(x) ≥ d(x) for x ≥ α, then equation ( 1.38) is also non-oscillatory.
Proof: By Lemma 1.2.8, the integral equation
has a solution Y (x) for x ≥ β for some β > 0. We now consider equation (1.36) for x ≥ γ = max{α, β}, and define successive approximations by writing
for all x and all n. Hence lim y n (x) = y(x) exists and satisfies (1.36). It then follows from Lemma 1.2.8 that equation (1.38) is non-oscillatory as claimed. The following summarizes the connection between the oscillatory behavior of equation (1.29) and the existence of positive solutions of (B P ) on a finite interval. 
The class of Bessel pairs
We shall say that a couple of C 1 -functions (V, W ) is a n-dimensional Bessel pair on (0, R), provided there exists a scalar c > 0 such that the ordinary differential equation (1) P is a HI-potential on (0, R) with β(P, R) = 1, (2) For any 0 ≤ λ ≤ n − 2, the pair r −λ , ( (1) For any R > 0, r −λ , r −λ−2 is a n-dimensional Bessel pair on (0, R), and
(2) For any R > 0, the couple r −λ , (
R 2 r −λ is a n-dimensional Bessel pair on (0, R), and
(3) For any R > 0, the couple
where ρ > Re, is a n-dimensional Bessel pair on (0, R), and
Proof: Statements 1), 2), and 3) follow directly from Theorem 1.1.3 and Proposition 1.3.1. To prove 4) notice that by Corollary 1.2.1, r α is a Bessel potential for any α < 2. The proof of 4) follows form Proposition 1.3.1.
We now make an important connection between Bessel pairs and the oscillatory behavior of the following related equations. For that, we rewrite again (B V,W ) as
and then by setting s = 1 r and x(s) = y(r), we see that y is a solution of (B V,W ) on an interval (0, δ) if and only if x is a positive solution for the equation
. As in the previous section, the fact that (V, W ) is a Bessel pair or not is closely related to the oscillatory behavior of the equation (1.45). 
(1) If
then there is no interval (0, ρ) on which (V, W ) is a n-dimensional Bessel pair.
Proof:
The proof follows from Theorem 1.2.5 applied to the ordinary differential equation (1.45).
The above integral criterium allows to show the following extension of Proposition 1.3.1.
where λ ≤ n − 2. Then for any HI-potential P on (0, R) and any c ≤ β(P ; R), the couple (V, W λ,c ) is a n-dimensional Bessel pair, where
Moreover, β V, W λ,c ; R = 1 for all c ≤ β(P ; R). In order to prove that V (r), V (r)((
Proof: Write
) is a n-dimensional Bessel pair, we need to show that the equation
has a positive solution on (0, R). But first we note that the equation
has a positive solution on (0, R) whenever c ≤ β(P ; R). Since f (r) ≥ 0 and since, by Lemma 1.1.2, x (r) ≤ 0, we get that x is a positive subsolution for the equation (1.51) on (0, R), and thus it has a positive solution of (0, R). This means that β(V, W λ,c ; R) ≥ 1.
For the reverse inequality, we shall use the criterium in Theorem 1.3.1. Indeed apply (1.47) to V (r) and For V, CV (r −2 + cP ) to be a n-dimensional Bessel pair, it is necessary that C (n−λ−2) 2 ≤ 1 4 , and the proof for the best constant is complete. r −2 + αr −a is a n-dimensional Bessel pair on (0, R).
Further comments
The book by Agarwal-Bohner-Li [12] is a good reference on the oscillatory theory of first and second order differential equations. It addresses delay and ordinary differential equations as well as non-linear differential systems. Another good source on the oscillatory behaviour of ordinary differential equations and Sturm theory is Hartman's book [178] . Theorems 1.2.4 and 1.2.6 were proved by E. Hille in [180] . The criterium at infinity for studying the oscillatory behavior of equation (1.21) 
