Abstract: We developed a fast iterative solver for computing time-harmonic acoustic waves scattered by an elastic object in layered media. The discretization of the problem was performed using a finite element method with linear elements based on a locally body-fitted uniform triangulation. We used a domain decomposition preconditioner in the iterative solution of the resulting system of linear equations. The preconditioner was based on a cyclic reduction type fast direct solver. The solution procedure reduces GMRES iterates onto a sparse subspace which decreases the storage and computational requirements essentially. The numerical results demonstrate the effectiveness of the proposed approach for two-dimensional domains that are hundreds of wavelengths wide and require the solution of linear systems with several millions of unknowns.
Introduction
We consider a numerical method for computing time-harmonic acoustic waves scattered by an elastic object Ω in layered fluid. The proposed method is efficient when the interfaces between layers are nearly horizontal, for example, rippled horizontal interfaces. One application for such problems is the detection of hazardous or/and lost objects buried in sediment. For this purpose it is useful to have a numerical approximation which sufficiently accurately predicts backscatter by such targets.
Our model problem in a rectangular domain Π is shown in Figure 1 . The density of the medium ρ and the speed of sound c are assumed to be constant in both fluid layers. The described approach can be generalized for the case that ρ and c are depth dependent functions in both fluid layers, but we will not consider this in here. We have for the pressure p in the
r sensor water sediment w P P P q P P P q P P P q incident wave Π Figure 1 : A model problem with an elastic object Ω in sediment; the dashed line near Ω decomposes the domain Π into two subdomains which will be employed in the solution procedure.
fluid and for the displacement u in the elastic object Ω the partial differential equation model
where ω is the angular frequency, k = ω/c is the wave number, g is an acoustic source term, n denotes the unit outward normal vector of ∂Ω, and σ(u) is the stress tensor. The operator B corresponds to a second-order absorbing boundary condition which is a generalization of the ones in [1, 7] for nonhomogenous media. For more discussion on scattering problems in layered media see [6] , for example.
With higher frequencies a finite element discretization leads to very large systems of linear equations. Often two-dimensional problems have millions of unknowns. It might be possible to solve these problems using a LU factorization with a nested dissection reordering of unknowns, but this approach cannot be used for three-dimensional problems which can have billions of unknowns. For this reason, we consider the iterative solution of these problems. In the right preconditioned GMRES method we employ a domain decomposition preconditioner based on an algebraic fictitious domain approach [12, 14, 15, 16, 19, 20, 22, 26] . The preconditioning of discretized scattering problems in layered media without an object has been considered in [8, 9, 24, 25, 28] , for example, and with an object in [17] . The domain decomposition method introduced in [13] and employed in [3] for computing electromagnetic scattering by coated objects is based on a similar approach to the one considered in here. In [13] the electromagnetic scatterer is perfectly conducting with a dielectric coating layer which would corresponds to a sound-soft acoustic scatterer with a coating layer having different density and speed of sound. The approach in here uses a Schur complement preconditioner for far field while the method in [13] used an algebraic fictitious domain approach for this. In this paper, we consider more complicated scattering problems and use a more straightforward block preconditioner than in [13] .
We discretize (1.1) using linear finite elements on uniform rectangular meshes which are locally adapted to the wavy sediment interface and the surface of the object. An algorithm to generate such meshes is described in [5] , for example. In our solution procedure we employ a domain decomposition in which the near field subdomain is the interior of the dashed box in Figure 1 and the far field subdomain is the rest of the rectangle Π. For the second subdomain we construct a preconditioner based on a separable matrix obtained by discretizing perfectly vertically layered media without an object. Linear systems with such matrices can be solved efficiently using fast direct methods [29, 30, 34] . Since the media is vertically layered with a wavy interface, our preconditioner coincides with the system matrix except for the rows corresponding to unknowns near-by the interfaces. Due to this we can reduce iterations onto a small sparse subspace as has been shown in [19, 20] . This reduction makes our preconditioner much more efficient as our numerical examples demonstrate.
Finite Element Discretization
For two-dimensional problems, we use a generalization of the second-order absorbing boundary condition in [1] on the truncation boundary ∂Π, given by
where n and s denote the unit outward normal and tangent vectors, respectively, and C denotes the set of the corner points of ∂Π.
We construct a weak formulation by first multiplying the partial differential equations in (1.1) by test functions q, v, and integrating the resulting equations over Π. We perform partial integration in Π\Ω, Ω and apply the boundary/interface conditions in (1.1) and (2.1). After this we perform partial integration along the four edges of Π and use the corner conditions in (2.1). This results in the weak formulation:
, where Einstein's summation convention has been employed. The stress tensor σ and the strain tensor are defined by
We assume that the Lamé constants µ and λ are constants on the elastic object. They are defined in terms of the compressional speed c c and the shear speed c s by
Furthermore, we assume the wave number function k and the density function ρ to be piecewise constant.
We use linear finite elements based on meshes which are orthogonal and uniform except near the target Ω and the sediment interface where we locally adapt the meshes so that the boundary ∂Ω and the interface are approximated well. Such meshes can be generated fairly easily, for example, using the algorithm in [5] . A locally adapted mesh is shown in Figure  2 . The meshes have to be sufficiently fine, say, at least 10 grid points per the wave length, so that they can approximate the oscillatory solution properly [18] . We use mass lumping leading to a diagonal mass matrix. The discretization leads to the system of linear equations
where the matrix A has complex-valued entries and is non-Hermitian.
Iterative Solution

Domain Decomposition Method
We solve the system of linear equations (2.3) using the GMRES method [31] with a right preconditioner B leading to the system
After solving this system the solution of the original problem (2.3) is x = B −1 y.
The preconditioner B is based on the domain decomposition. In order to describe it we first express the matrix A in a block form
where the first block row corresponds to the near field subdomain inside the dashed box in Figure 1 and the second block row corresponds to the rest of Π. The vectors x and b have compatible block forms. Our preconditioner B has the upper block triangular form
where
11 C 12 is the Schur complement of C 11 in C which is described in Section 3.2. The preconditioner B is of block Gauss-Seidel type.
Our choice of the preconditioner is motivated by the Neumann-Dirichlet domain decomposition preconditioner; see [4, 33] , for example. For a Poisson type equation this preconditioner can be shown to be optimal in these sense that the condition number is bounded from above by a constant independent of the mesh step size. Our problem approaches such a problem when the frequency tends to zero. The matrix block A 11 corresponds to a Dirichlet boundary value problem in the near field subdomain. For the Poisson equation the Schur complement matrix S can be shown to be spectrally equivalent with a matrix resulting from a Neumann boundary value problem in the far field subdomain. Thus, the block S can be considered to correspond to a Neumann boundary value problem. Based on these arguments we conclude that the preconditioner should lead to rapid convergence of the iterative method for low frequencies. It is not easy to analyze how rapidly the conditioning deteriorates when the frequency is increased. This behavior is studied in the numerical experiments in Section 4.
At each iteration a system of linear equations of the type
needs to be solved. This can be performed in two steps:
1. Solve
using the fast direct method in Section 3.2.
2. Solve A 11 z 1 = y 1 − A 12 z 2 using LU decomposition. Due to the small size of the near field subdomain, this solution can be done quickly.
System of linear equations with C
By discretizing the Helmholtz equation in the domain Π, without the object Ω and with a perfectly horizontal surface of the sediment, on a fully rectangular mesh we obtain a matrix 6) where the blocks correspond to our domain decomposition. Thus, the matrix block C 11 corresponds to an acoustic scattering problem in the whole near field subdomain. The dimensions of blocks A 11 and C 11 are not the same, since A 11 includes a part corresponding to the elastic scatter Ω.
By renumbering the unknowns first from bottom to top (in the x 2 direction) and then from left to right (in the x 1 direction) the matrix C has a tensor product form
The matrices H 1 and H 2 correspond to stiffness matrices for one-dimensional problems in the x 1 and x 2 direction, respectively, with special absorbing type boundary conditions. Similarly, M 1 , M 2 , and M 2 resemble scaled one-dimensional mass matrices which are diagonal due to mass lumping. The dimension of the matrices H 1 and M 1 is the same as the number of nodes in the x 1 direction and they are given by
where h denotes the mesh step size in the x 1 and x 2 direction. The matrices H 2 , M 2 , and M 2 can be considered to correspond to one-dimensional problems in the x 2 direction and their dimension is the number of nodes in the x 2 direction. They can be assembled from the elemental matrices where ρ e and k e are the density and the wave number on the one-dimensional element e in the x 2 direction. Due to the absorbing boundary condition the following additions have to be made to these matrices: add −ik/(2ρ) into the first and last diagonal entry of H 2 , add i/(2kρ) into the first and last diagonal entry of M 2 , and add ik/(2ρ) into the first and last diagonal entry of M 2 .
Systems of linear equations with the matrix C can be solved efficiently using, for example, the cyclic reduction type fast direct solver considered in [15, 30] . The method is based on the diagonalization procedure: Let (Λ i , W i ) be the eigen-pairs to the generalized eigenvalue problem H 1 w = λ M 1 w. Since H 1 and M 1 are symmetric, the eigenvectors are orthogonal with respect to the M 1 -semi-inner product, that is, W T M 1 W = I. The properties of these eigenvalue problems have been studied in [10] . If we let y = (W ⊗ I)z then in the new variables C is diagonalized in the x 1 direction, that is,
) is a block diagonal matrix with N 1 diagonal blocks being tridiagonal matrices of dimension N 2 . The direct transformation (W ⊗ I)z and its inverse transformation are computationally too expensive and there is no fast transformation like FFT available for the multiplication by the eigenvectors. Due to these reasons the cyclic reduction method is used for solving problems with C. For one solution this direct method requires O(N log N ) floating point operations [21, 30, 35] , where N is the dimension of C.
Reduction to Sparse Subspace
We solve the right preconditioned system of linear equations given by (3.1) iteratively. For this a sparse subspace X is defined by
The jth component x j of an arbitrary vector x in X can be nonzero only if the jth row of A and B do not coincide. Hence, the subspace X is called sparse. From the definition of X in (3.9), we see immediately that all vector components corresponding to the near field subdomain are zero in X. Due to the matrix block A 21 the components corresponding to the interface unknowns in the far field subdomain can be nonzero. Furthermore, components in the neighborhood of the interface between water and sediment can be nonzero due to the local adaptation of the mesh and non horizontal interface. Otherwise the components are zero corresponding to the interior of the far field subdomain. For the problems considered in this paper the dimension of X is very small compared to the size of the linear system (3.1).
For the first test problem in Section 4.1 a sparse subspace is shown in Figure 3 .
In the following, we consider iterative methods on the subspace X; see [19, 20] also. We let y = y − b and then we have
where we have used the identity AB −1 = I + (A − B)B −1 . Furthermore,ŷ satisfies
andŷ ∈ X. The reduced equation (3.10) is well suited for implementing the iterative procedure on the subspace X. If r ∈ X then the Krylov subspace
is a subspace of X. Thus, any iterative method based on the Krylov subspace for the solution of AB −1 y = b generates a sequence of approximate solutions y k in the subspace X provided that the initial iterate is y 0 = b. Moreover, the basic operation
which is repeated during the iterations requires the solutions B −1 r on the range of (A − B) T . The dimension of this range is the same order as the dimension of X. Due to this the systems of linear equations with C can solved using the partial solution technique [2, 23] . This technique is based on the observation that by taking advantage of the sparsity of vectors the transformation (W ⊗ I)z and its inverse transformation are computationally not too expensive and, thus, the diagonalization (3.8) can be used directly in the solution. For two-dimensional problems this reduces the computational cost of these solutions to be O(N ) floating point operations, where N is the dimension of C.
In summary, the system of linear equations can be solved efficiently with the preconditioner B. The memory and computational requirements can be essentially decreased by reducing the GMRES iterations onto the sparse subspace X defined by the range of A−B. Particularly, we can use the GMRES method without restarts which would usually severely degrade the convergence rate in this kind of scattering problems. This subspace corresponds to the interface between the subdomains and the neighborhood of the surface of the sediment where A and B differ. • . This problem is motivated by the measurements performed in [27] for a similar test set up. The sparse subspace for the coarsest mesh is depicted in Figure 4 . The amplitude of the scattered field at 8.056 kHz is shown by Figure 4 . In Table 1 , f is the frequency in kHz, N gives the number of nodes in the mesh, and M is the dimension of the sparse subspace X. All times have been given in CPU seconds on a PC with an Intel Xeon 3.40 GHz and 2 GBytes of memory. The GMRES iterations were terminated when the norm of the residual was reduced by the factor 10 −6 . Based on the speed of sound in the sediment the width of the computational domain Π varies from 42 to 260 wavelengths. Table 1 : The dimension M of the sparse subspaces, iteration counts, and CPU times. around 20 iterations for very low frequencies and then it grows about 1.5 iterations per one kHz. For frequencies above, say, 30 kHz methods based high frequency asymptotics are starting to be sufficiently accurate for many applications. The proposed method is especially efficient for problems below the frequency range of the asymptotic approximations.
Numerical Results
Scattering by a disk
Scattering by a crosscut of frustum
The second target is a crosscut of a Manta mine shown in Figure 5 . Again the target is made of solid aluminum while a real Manta mine has complicated internal structure. The top of the target is 0.18 m below the mean level of the surface of the sediment which has the same shape as in Section 4. A point sound source is located at (−150 m, 55 m) while in the x 1 direction the target is in the middle of Π. Thus, the incident angle at the target is about 20
• . The frequency of the source is 3.15 kHz and, hence, the wavelength is about 0.48 m in water. Our mesh step size is 0.04 m which leads to a mesh with 8001 × 1551 nodes. The solution of resulting system of linear equations with about 12 million unknowns required 36 GMRES iterations and about 6 minutes. We have used the same computer and stopping criterion for the GMRES method as with the numerical results in Section 4.1. The dimension of the sparse subspace X was about 27500. The amplitude of the scattered wave is shown in Figure 6 .
Conclusions and Future Research
We proposed a fast iterative method for computing the scattering from an elastic object in nearly vertically layered media. The main ingredients of our approach leading to computational efficiency are a domain decomposition, a fast direct solver for a separable preconditioner block and a GMRES method iterating on a small sparse subspace. The numerical example demonstrates that problems with millions of unknowns can be solved on a contemporary PC in a few minutes. For more realistic problems, several generalizations have to be made. For example, we should consider a detailed model of the elastic object for practical target identification. The proposed method can be extended in a straightforward manner to three-dimensional problems. However, in order to develop a faster solver for three-dimensional domains further research is required. We remark that the wavenumber integration technique used, for example, by OASES [32] is not directly applicable due to interfaces which are not perfectly horizontal.
Here we mention some future research topics. In three-dimensional domains, the use of LU factorization in the solution of the problems in the near field domain can be computationally too expensive. Thus, a fairly effective iterative solution procedure is needed for near field problems. When there are many wavelength across the domain the phase error dominates the discretization error. By employing phase error reducing discretizations [11, 18] the same accuracy can be obtained by solving much smaller linear systems. The computational burden can be also reduced by developing a special FFT based fast direct solver for problems with absorbing boundary conditions and using this instead of the current cyclic reduction type fast direct solver.
