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LOCAL COHOMOLOGY OF MULTI-REES ALGEBRAS WITH
APPLICATIONS TO JOINT REDUCTIONS AND COMPLETE IDEALS
SHREEDEVI K. MASUTI, TONY J. PUTHENPURAKAL, AND J. K. VERMA
Dedicated to Professor Ngo Viet Trung on his sixtieth birthday
Abstract. Let (R,m) be a Cohen-Macaulay local ring of dimension d and I = (I1, . . . , Id) be
m−primary ideals in R. We prove that λR([H
d
(xiiti:1≤i≤d)
(R(F)]n) < ∞, for all n ∈ Nd, where
F = {F(n) : n ∈ Zd} is an I−admissible filtration and (xij) is a strict complete reduction of F and
R(F) is the multi-Rees algebra of F . As a consequence we prove that the normal joint reduction
number of I, J,K is zero in an analytically unramified Cohen-Macaulay local ring of dimension 3 if
and only if e3(IJK)− [e3(IJ) + e3(IK) + e3(JK)] + e3(I)+ e3(J) + e3(K) = 0. This generalizes a
theorem of Rees on joint reduction number zero in dimension 2. We apply this theorem to generalize
a theorem of M. A. Vitulli in dimension 3.
1. Introduction
The objective of this paper is to explore finite generation of multigraded components of local
cohomology modules of extended multi-Rees algebras of Zd-graded filtrations of ideals in a d-
dimensional Cohen-Macaulay local ring. As a consequence we obtain a satisfactory generalisation
in dimension 3 of an important theorem of D. Rees about N2-graded filtrations of complete ideals
of joint reduction number zero in two-dimensional analytically unramified Cohen-Macaulay local
rings [13]. As a consequence of his theorem, Rees reproved Zariski’s theorem about products of
complete ideals in two-dimensional regular and psuedo-rational local rings and he also obtained a
formula for the normal Hilbert polynomial of a complete ideal in a pseudo-rational local ring. An
analogue of Rees’ theorem in any dimension is not yet known. This paper presents an analogue in
dimension 3.
We shall apply our finiteness theorem to provide necessary and sufficient conditions for the inte-
gral closure filtration {IrJ tKt} of three m-primary ideals in a 3-dimensional analytically unramified
Key words : strict complete reductions, good complete reductions, good joint reductions, multi-Rees algebra, local
cohomology, complete ideal, normal Hilbert polynomial, normal joint reduction number zero.
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2Cohen-Macaulay local ring to have joint reduction number zero. This, in turn, gives us sufficient
conditions for power products of complete monomial ideals to be compete in 3-dimensional poly-
nomial rings. This yields a generalization of a theorem of M. A. Vitulli [15] in dimension 3.
We now describe our main results in detail for which we need to recall several definitions and
introduce necessary notation. Let (R,m) be a d-dimensional Noetherian local ring and let I =
(I1, I2, . . . , Is) for ideals I1, I2, . . . , Is of R. For n = (n1, . . . , ns) ∈ Zs, let In = In11 . . . Inss . An
I−filtration of ideals is a set of ideals F = {F(n) : n ∈ Zs} such that
(1) F(n) ⊆ F(m) for all n,m ∈ Zs and n ≥m,
(2) In ⊆ F(n) for all n ∈ Zs,
(3) F(n)F(m) ⊆ F(n+m) for all m,n ∈ Zs.
The principal examples of Zs-graded filtrations are the adic filtration {In = In11 In22 . . . Inss } and
the integral closure filtration {In = In11 In22 . . . Inss }. Recall that the integral closure of an ideal J in
a ring R denoted by J is the ideal
{r ∈ R | rn + a1rn−1 + a2rn−2 + · · · + an = 0 for some ai ∈ J i for i = 1, 2, . . . , n}.
The ideal J is called complete or integrally closed if J = J. For indeterminates t1, . . . , ts over
R, put tn = tn11 . . . t
ns
s . We say F is an I−admissible filtration if the extended Rees algebra
R′(F) =⊕
n∈Zs F(n)tn is a finite module over the extended Rees algebraR′(I) =
⊕
n∈Zs I
ntn. The
integral closure of R′(I) in the ring R[t±11 , t±22 , . . . , t±1s ] is the extended Rees algebra R′(I) = R′(F)
where F(n) = In for all n ∈ Zs.
We write ei for the vector in Zs which has 1 in the ith position and 0 elsewhere for i = 1, 2, . . . , s.
The zero vector in Zs will be denoted by 0. Set e = e1+e2+ · · ·+es. Now assume that I1, I2, . . . , Is
are m-primary ideals. An s × d matrix (xij) where xij ∈ Ii for all j = 1, . . . , d and i = 1, . . . , s is
called a complete reduction of the I−filtration F if
F(n+ e) = (y1, . . . , yd)F(n)
for all large n ∈ Ns. Here yj =
∏s
i=1 xij for j = 1, . . . , d. We say that (xij) is a good complete
reduction of F if in addition (xij) satisfies
(yj : j ∈ A) ∩ F(n) = (yj :∈ A)F(n − e) for n ≥ |A|e
3for every proper subset A ( {1, . . . , d}. Here |A| denotes the cardinality of the set A. If s = d then
the elements xii = ai for i = 1, 2, . . . , d satisfy the equation
F(n) = a1F(n− e1) + a2F(n− e2) + · · ·+ adF(n− ed) for n≫ 0.
If the above equation holds for ai ∈ Ii for i = 1, 2, . . . , d then we say that (a1, a2, . . . , ad) constitutes
a joint reduction of F . If the above equation holds for all n ≥ e then we say that the filtration F
has joint reduction number zero with respect to the joint reduction (a1, a2, . . . , ad). If in addition,
for each proper subset A of {1, 2, . . . , d} and n ≥∑i∈A ei
(ai : i ∈ A) ∩ F(n) =
∑
i∈A
aiF(n− ei)
then we say that (a1, a2, . . . , ad) is a good joint reduction of F . We say that (xij) is a strict complete
reduction of F if for all n ≥ je and for j = 1, 2, . . . , d− 1 we have
(y1, y2, . . . , yj) ∩ F(n) = (y1, y2, . . . , yj)F(n− e).
One of the main observations in this paper is that joint reductions can be studied using local
cohomology with support in the ideal I = (a1t1, a2t2, . . . , adtd) of the extended Rees algebra R′(F).
Our main result in section 2 is the following finiteness theorem:
Theorem 1.1 (Finiteness Theorem). Let (R,m) be a Cohen-Macaulay local ring of dimension
d. Let F be an I−admissible filtration of m-primary ideals and M = R′(F). Then
(1) [H iI(M)]n = 0 for all n≫ 0 and for all i ≥ 0.
(2) If (y1, y2, . . . , yd) is a strict complete reduction of F then λR
(
[HdI(M)]n
)
<∞ for all n ≥ 0.
In view of the finiteness theorem, it is natural to ask under what conditions, strict complete
reductions and good joint reductions exist. Rees proved their existence for the integral closure
filtration {IrJs} of m-primary ideals I, J in any 2-dimensional analytically unramified Cohen-
Macaulay local ring with infinite residue field. We show their existence in dimension 3 under
additional hypothesis. For an I-admissible filtration F we set
Gi(F) =
⊕
n∈Ns
F(n)
F(n+ ei) for all i = 1, 2, . . . , s.
For any Zs or Ns-graded algebra R we write R++ for the ideal generated by all elements of degree
at least e.
4Theorem 1.2. Let (R,m) be a three dimensional Cohen-Macaulay local ring with infinite residue
field and I = (I1, I2, I3) for m-primary ideals I1, I2, I3 in R. Suppose F is an I-admissible filtration.
Suppose that Gi(F)++ has positive depth and [H1Gi(F)++(Gi(F)]n = 0 for all i = 1, 2, 3 and all
n+ ei ≥ 0. Then there exists a good complete reduction (xij) of F such that (xi,σ(i) : i = 1, 2, 3) is
a good joint reduction of F and for any proper subset A of {1, 2, 3} and i = 1, 2, 3
(xij : j ∈ A) ∩ F(n) = (xij : j ∈ A)F(n − ei) for all n− ei ≥ 0.
The principal application of good joint reductions is a formula for the length of [H3I(R′(F))](0,0,0).
In order to state the next theorem proved in this paper, we recall the notion of the normal Hilbert
function and the normal Hilbert polynomial. For an m-primary ideal I in an analytically unramified
local ring (R,m) of dimension d, the normal Hilbert function of I is the function HI(n) = λ(R/In).
There exists a polynomial P I(x) of degree d such that P I(n) = HI(n) for all large n. We write this
polynomial in the form
P I(x) = e0(I)
(
x+ d− 1
d
)
− e1(I)
(
x+ d− 2
d− 1
)
+ · · ·+ (−1)ded(I).
The polynomial P I(x) is called the normal Hilbert polynomial of I. Let R′ := R′(I, J,K).
Theorem 1.3. Let (R,m) be a 3-dimensional Cohen-Macaulay analytically unramified local ring.
Assume that a good complete reduction of the filtration {IrJsKt} exists. Let (a, b, c) be a good joint
reduction of the filtration {IrJsKt}. Then
λR([H
3
(at1,bt2,ct3)
(R′)](0,0,0)) = e3(IJK)− [e3(IJ) + e3(IK) + e3(JK)] + e3(I) + e3(J) + e3(K).
As a consequence of this theorem, we are able to generalise Rees’ Theorem [13] in dimension three.
In dimension three we say that the normal joint reduction number of I, J,K is zero with respect
to (a, b, c) if for all r, s, t > 0
IrJsKt = aIr−1JsKt + bIrJs−1Kt + cIrJsKt−1.
Theorem 1.4. Let the assumptions be as in Theorem 1.3. Then following statements are equiva-
lent:
(1) [H3(at1,bt2,ct3)(R′)](0,0,0) = 0,
(2) The normal joint reduction number of I, J,K is zero with respect to (a, b, c),
(3) e3(IJK)− [e3(IJ) + e3(IK) + e3(JK)] + e3(I) + e3(J) + e3(K) = 0
5Finally we apply our criterion for joint reduction number zero to obtain a generalisation of a
theorem of M. A. Vitulli [15] about normal monomial ideals.
Theorem 1.5. Let k be a field and R = k[x, y, z],m = (x, y, z). Suppose that I, J,K are m-primary
monomial ideals of R such that IrJsKt is complete for all r+ s+ t ≤ 2. Then IrJsKt is complete
for all r, s, t ≥ 0.
Acknowledgement: We thank Parangama Sarkar for a careful reading of the manuscript.
2. Finiteness of multigraded components of local cohomology modules of Rees
algebras
In [11], authors have derived a formula for λR([H
2
(at1,bt2)
(R′(I, J))](r,s)) for all integers r, s ≥ 0,
which shows that λR([H
2
(at1,bt2)
(R′(I, J))](r,s)) <∞ in an analytically unramified Cohen-Macaulay
local ring of dimension 2 for a good joint reduction (a, b) of {IrJs}. Here R′(I, J) is the bigraded
Rees algebra of the filtration {IrJs}. In general λR([H2(at1 ,bt2)(R′(F))](r,s)) need not be finite for an
(I, J)−admissible filtration F and for a joint reduction (a, b) of F , even ifR is regular. In this section
we give an example to illustrate this. However, we show that λR([H
d
(a1t1,...,adtd)
(R′(F))]n) <∞ for
all n ∈ Nd in a Cohen-Macaulay local ring of dimension d, where ai = xii for a good complete
reduction (xij) of an I−admissible filtration F .
2.1. Preliminaries. First we need some lemmas.
Lemma 2.1. Let R =
⊕
n∈Zs Rn be a Noetherian Z
s−graded ring. Suppose E = ⊕
n∈Zs En is a
Zs−graded R−module. Suppose En = 0 for all n ≥m.
(1) Let f ∈ Rd, where d ≥ 0. Then for all i ≥ 0 and all n ≥m,
[H i(f)(E)]n = 0. (1)
(2) Let f1, . . . , fr be homogeneous elements of R of degrees d1, . . . ,dr ∈ Ns. Then for all i ≥ 0
and all n ≥m,
[H i(f1,...,fr)(E)]n = 0.
(3) Assume R0 = A is a local Noetherian ring with maximal ideal m. If SuppEn ⊆ {m} for all
n ∈ Zs then Supp [H i(f1,...,fr)(E)]n ⊆ {m} for all n ∈ Zs.
6Proof. (1) By [1, Exercise 5.1.14], we have an exact sequence
0 −→ H0(f)(E) −→ E −→ Ef −→ H1(f)(E) −→ 0.
Since En = 0 for all n ≥ m, [H0(f)(E)]n = 0 for all n ≥ m. To show [H1(f)(E)]n = 0 for
all n ≥ m, consider any z ∈ [Ef ]n. Then z = bfr for some r ∈ N and b ∈ E. Therefore
degree b = n + rd ≥ n. Hence [Ef ]n = 0 for all n ≥ m. This gives [H1(f)(E)]n = 0 for all
n ≥m.
(2) We use induction on r. For r = 1 the assertion follows from the equation (1). Assume r > 1
and the result is true for r− 1. Let I = (f1, . . . , fr−1). By [1, Exercise 5.1.14], we have the
exact sequence
· · · −→ H i−1I (E) −→ H i−1I (E)fr −→ H i(I,fr)(E) −→ H iI(E) −→ H iI(E)fr −→ · · · .
For all i ≥ 0, we have an exact sequence
0 −→ H1(fr)(H i−1I (E)) −→ H i(I,fr)(E) −→ H0(fr)(H iI(E)) −→ 0. (2)
By induction hypothesis
[HjI (E)]n = 0 for all n ≥m and all j ≥ 0.
Therefore from the equation (1), we obtain
[Hk(fr)(H
j
I (E))]n = 0 for all n ≥m and all k, j ≥ 0.
Hence [H i(I,fr)(E)]n = 0 for all n ≥m and all i ≥ 0.
(3) Let p 6= m be a prime ideal of A. Note that R0\p has elements of degree 0. Since (En)p = 0
for all n ∈ Zs, Ep = 0. Hence
(H i(f1,...,fr)(E))p = H
i
(f1,...,fr)Ap
(Ep) = 0.
Therefore ([H i(f1,...,fr)(E)]n)p = 0 for all n ∈ Zs and hence Supp [H i(f1,...,fr)(E)]n ⊆ {m}.

Corollary 2.2. Let R =
⊕
n∈Zs Rn be a Noetherian Z
s− graded ring and let M = ⊕
n∈Zs be a
finitely generated Zs−graded R−module. Let q be a graded ideal of R. Suppose there exists m ∈ Zs
such that for all i ≥ 0 and all n ≥m,
[H iq(M)]n = 0.
7Let f1, . . . , fr be homogeneous elements with degree fi ∈ Ns for all i. Then for q′ = (q, f1, . . . , fr),
[H iq′(M)]n = 0 for all n ≥m and all i ≥ 0.
Furthermore, if R0 = A is a local Noetherian ring and λA([H
i
q(M)]n) < ∞ for all n ∈ Zs and all
i ≥ 0 then
Supp[H iq′(M)]n ⊆ {m} for all n ∈ Zs and all i ≥ 0. (3)
Proof. It suffices to show the r = 1 case. Let q′ = (q, f) where f = f1. From (2), we have the exact
sequence
0 −→ H1(f)(H i−1q (M)) −→ H iq′(M) −→ H0(f)(H iq(M)) −→ 0. (4)
By Lemma 2.1(1), [H iq′(M)]n = 0 for all n ≥ m and all i ≥ 0. To prove (3), localize the exact
sequence (4) at a prime ideal p of A, p 6= m, and use Lemma 2.1(3) to obtain H iq′(M)p = 0 which
gives Supp [H iq′(M)]n ⊆ {m} for all n ∈ Zs. 
2.2. Local Cohomology modules of extended Rees algebras of a Zd−filtration of ideals.
Let (R,m) be a d−dimensional Cohen-Macaulay local ring with infinite residue field in this subsec-
tion. Let I = (I1, . . . , Id) for m−primary ideals I1, . . . , Id of R. Let the d × d matrix (xij) where
xij ∈ Ii for all j = 1, . . . , d and i = 1, . . . , d be a complete reduction of the I−filtration F . Let
yj =
∏d
i=1 xij for j = 1, . . . , d. Let R(I) =
⊕
n∈Nd I
ntn be the Rees algebra of the filtration {In}
and R(I)++ =
⊕
n≥e I
ntn be an ideal in R(I). Then q = (y1te, . . . , ydte) ⊆ R(I)++. It is clear
that
√
q =
√R(I)++. Hence
H iR(I)++(R′(F)) = H iq(R′(F))
for all i ≥ 0. By an easy argument the following result can be derived from [7, Theorem 5.1]. We
set R++ = R(I)++.
Proposition 2.3. Let F be an admissible I−filtration. Let M = R′(F) and R′ = R′(I). Then
(1) [H iR++(M)]n = 0 for all n≫ 0.
(2) λR([H
i
R++
(M)]n) <∞ for all n ∈ Zd.
Put ai = xii for i = 1, . . . , d and I = (a1t1, . . . , adtd). Then R++ ⊆
√I and for all i ≥ 0
H i(I,R++)(M) = H
i
(I,q)(M) = H
i
I(M).
8Corollary 2.4. Let F be an I−admissible filtration and M = R′(F). Then
[H iI(M)]n = 0 for all n≫ 0.
Proof. Follows from Corollary 2.2 and Proposition 2.3. 
Let R(F) =⊕
n∈Ng F(n)tn be the Rees algebra of Ng−graded filtration F .
Corollary 2.5. Let F be an I−admissible filtration and M = R′(F). Put θj = yjt1 . . . td for
j = 1, . . . , d, Nj =M/(θ1, . . . , θj)M . Then
(1) [H iR++(Nj)]n = 0 for all n≫ 0, j = 1, . . . , d and all i ≥ 0.
(2) [H iI(Nj)]n = 0 for all n≫ 0, j = 1, . . . , d and all i ≥ 0.
Proof. (1) Let (Nj)≥0 =
⊕
n≥0[Nj ]n. Since R(F) is a finite R(I)−module, (Nj)≥0 is a finite
R(I)−module for all j = 1, . . . , d. Hence, from [7, Theorem 2.3], [H iR++((Nj)≥0)]n = 0 for
n≫ 0. Therefore, by [7, Proposition 4.5], [H iR++(Nj)]n = 0 for n≫ 0.
(2) Follows from part(1) and Corollary 2.2.

Remark 2.6. (1) Every good complete reduction of F is strict good complete reduction of F .
(2) If (xij) is a good complete reduction of the filtration F then (xi,σ(i))i∈Sd is a good joint
reduction for every permutation σ ∈ Sd. Here Sd is the symmetric group on d letters.
Lemma 2.7. Let (y1, . . . , yd) be a strict complete reduction of F . Then for j = 1, . . . , d− 1,
λR[H
d−j
I (Nj)]n <∞ for all n ≥ je.
Proof. Apply descending induction on j. Suppose j = d− 1. Consider the exact sequence
0 // B(d−1) // Nd−1(−e)
%%❑
❑❑
❑❑
❑❑
❑❑
θd
// Nd−1 // Nd // 0
K(d−1)
$$■
■■
■■
■■
■■
■■
;;✈✈✈✈✈✈✈✈
0
88qqqqqqqqqqqqq
0
(5)
Note that
[Nd−1]n =
F(n)
(y1, . . . , yd−1)F(n − e) .
9We show that [H iI(B
(d−1))]n = 0 for all n ≥ de and all i ≥ 0. In view of Lemma 2.1, it is enough
to show that [B(d−1)]n = 0 for all n ≥ de. Let p ∈ [B(d−1)]n for some p ∈ F(n − e), where p
denotes the image of p in Nd−1(−e). Then ydp ∈ (y1, . . . , yd−1)F(n − e). Since y1, . . . , yd is a
regular sequence
p ∈ (y1, . . . , yd−1) ∩ F(n− e) = (y1, . . . , yd−1)F(n− 2e) for all n ≥ de.
Hence p = 0. Thus [B(d−1)]n = 0 for all n ≥ de. By the exact sequence (5), we get that the
sequence
· · · −→ [H1I(B(d−1))]n −→ [H1I(Nd−1)]n−e −→ [H1I(K(d−1))]n −→ [H2I(B(d−1))]n −→ · · ·
is exact. Hence for n ≥ de we have,
[H1I(Nd−1)]n−e ≃ [H1I(K(d−1))]n. (6)
By the exact sequence (5), we also have the exact sequence
· · · −→ [H0I(Nd)]n −→ [H1I(K(d−1))]n −→ [H1I(Nd−1)]n −→ · · · . (7)
Fix (d− 1)e ≤m ∈ Zd. By Corollary 2.5, there exist an integer t0 ∈ N such that
[H1I(Nd−1)]m+te = 0 for t ≥ t0 + 1.
Therefore λR([H
1
I(Nd−1)]m+te) < ∞ for t ≫ 0. We use decreasing induction on t to show that
λR([H
1
I(Nd−1)]m+te) <∞ for all t ≥ 0. Assume the result for t ≥ 1 and prove it for t− 1. Since
[H0I(Nd)]n ⊆ [H0R++(Nd)]n ⊆ [Nd]n =
F(n)
(y1, . . . , yd)F(n− e) for all n ∈ Z
d,
λR([H
0
I(Nd)]n) <∞ for all n ∈ Zd. Hence using induction hypothesis and the exact sequence (7),
we obtain
λR([H
1
I(K
(d−1))]m+te) <∞.
Sincem+te ≥ de, from (6), we get λR([H1I(Nd−1)]m+(t−1)e) <∞. Thus λR([H1I(Nd−1)]m+te) <∞
for all t ≥ 0 and hence λR([H1I(Nd−1)]m) < ∞. Therefore λR([H1I(Nd−1)]m) has finite length for
10
all m ≥ (d− 1)e.
Assume the result for Nj for j ≥ 2 and we prove it for Nj−1. Consider the exact sequence
0 // B(j−1) // Nj−1(−e)
%%❑
❑❑
❑❑
❑❑
❑❑
θj
// Nj−1 // Nj // 0
K(j−1)
$$■
■■
■■
■■
■■
■■
;;✇✇✇✇✇✇✇✇
0
88rrrrrrrrrrrrr
0
(8)
Note that
[Nj−1]n =
F(n)
(y1, . . . , yj−1)F(n − e) .
Hence we have the sequence
0 −→ [B(j−1)]n −→ F(n− e)∑j−1
i=1 yiF(n− 2e)
yj−→ F(n)∑j−1
i=1 yiF(n− e)
−→ 0.
Let p ∈ [B(j−1)]n for some p ∈ F(n − e) and pyj ∈
∑j−1
i=1 yiF(n − e). Since y1, . . . , yj is a regular
sequence, we get
p ∈ (y1, . . . , yj−1) ∩ F(n− e) = (y1, . . . , yj−1)F(n− 2e) for n− e ≥ (j − 1)e, i.e, for n ≥ je.
Therefore for n ≥ je, [B(j−1)]n = 0 which implies that [H iI(B(j−1))]n = 0 for all n ≥ je and all
i ≥ 0, by Lemma 2.1. By the exact sequence (8), we get
· · · −→ [Hd−j+1I (B(j−1))]n −→ [Hd−j+1I (Nj−1)]n−e −→ [Hd−j+1I (K(j−1))]n −→ [Hd−j+2I (B(j−1))]n −→ · · ·
is exact. Hence for all n ≥ je,
[Hd−j+1I (Nj−1)]n−e ≃ [Hd−j+1I (K(j−1))]n. (9)
By the exact sequence (8), we obtain
· · · −→ [Hd−jI (Nj)]n −→ [Hd−j+1I (K(j−1))]n −→ [Hd−j+1I (Nj−1)]n −→ · · · (10)
is exact. By induction hypothesis [Hd−jI (Nj)]n has finite length for all n ≥ je. Fix (j − 1)e ≤
m ∈ Zd. We use decreasing induction on t to show that λR([Hd−j+1I (Nj−1)]m+te) < ∞ for all
t ≥ 0. By Corollary 2.5, the result is true for t ≫ 0. Assume the result for t ≥ 1 and prove it for
t− 1. As m+ te ≥ je, by the exact sequence (10), [Hd−j+1I (K(j−1))]m+te has finite length. Hence,
11
from (9), [Hd−j+1I (Nj−1)]m+(t−1)e has finite length. Thus λR([H
d−j+1
I (Nj−1)]m+te) < ∞ for all
t ≥ 0 and hence λR([Hd−j+1I (Nj−1)]m) < ∞. Therefore [Hd−j+1I (Nj−1)]n has finite length for all
n ≥ (j − 1)e. 
In the following theorem we prove that for a strict complete reduction (y1, . . . , yd) of F , [HdI(R′(F))]n
has finite length for all n ≥ 0.
Theorem 2.8. Let (R,m) be a d−dimensional Cohen-Macaulay local ring. Suppose I = (I1, . . . , Id)
is a set of m−primary ideals and F is an admissible I−filtration. Suppose (xij) is a strict complete
reduction of F and I = (a1t1, . . . , adtd) be as before. Let M = R′(F). Then
λR([H
d
I(M)]n) <∞ for all n ≥ 0.
Proof. By Lemma 2.7, [Hd−1I (N1)]n has finite length for all n ≥ e. Fix m ∈ Nd. Then m+ te≫ 0
for all large positive integers t. Hence, by Corollary 2.4, there is an integer t0 ∈ N such that
[HdI(M)]m+te = 0 for t ≥ t0 + 1. (11)
We use descending induction on t to show that λR([H
d
I(M)]m+te) <∞. From (11), λR([HdI(M)]m+te) <
∞ for t ≥ t0 + 1. Assume the result for t ≥ 1 and prove it for t− 1. The exact sequence
0 −→M(−e) θ1−→M −→ N1 −→ 0
gives the long exact sequence
· · · −→ [H iI(M)]m+(t−1)e −→ [H iI(M)]m+te −→ [H iI(N1)]m+te −→ · · · .
Note that [Hd−1I (N1)]m+te has finite length. Therefore using the exact sequence
· · · −→ [Hd−1I (N1)]m+te −→ [HdI(M)]m+(t−1)e −→ [HdI(M)]m+te −→ · · ·
and induction hypothesis we obtain that λR([H
d
I(M)]m+(t−1)e) < ∞. Hence λR([HdI(M)]m+te) <
∞ for all t ≥ 0 and thus λR([HdI(M)]m) <∞. 
We give an example to show that [H2(at1,bt2)(R′(I, J))](0,0) need not have finite length in a Cohen-
Macaulay local ring of dimension 2 with infinite residue field and a joint reduction (a, b) of (I, J),
where R′(I, J) is the bigraded Rees algebra of the filtration {IrJs}.
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Example 2.9. [3, Example 4.10] Let R = k[|x, y|],m = (x, y), I = (x2, y2), J = m2. Let a = x2, b =
y2. Then, by [3, Example 4.10], λR([H
2
(at1,bt2)
(R′(I, J))](0,0)) is not finite. We claim that there does
not exists a strict complete reduction of {IrJs}. Suppose there exists a strict complete reduction
(xij) of {IrJs}. Then, by Theorem 2.8, λR([H2(x11t1,x22t2)(R′(I, J))](0,0)) < ∞. By [3, Theorem
4.6], it follows that λR([H
2
(at1,bt2)
(R′(I, J))](0,0)) <∞, a contradiction.
3. Existence of Good Complete Reductions and Good Joint Reductions
Let (R,m) be a Noetherian local ring of dimension 3 with infinite residue field and I = (I1, I2, I3)
be a set of m−primary ideals in R. In this section we prove existence of good complete reductions
of an I−admissible filtration F under some additional hypothesis on associated graded rings. The
following lemma is an analogue of [12, Lemma 1.2] for filtrations of ideals. Since the proof is similar,
we skip it.
Lemma 3.1. [Rees’ Lemma] Let (R,m) be a Noetherian local ring of dimension d with infinite
residue field and I1, . . . , Ig be ideals in R. Let F = {F(n)} be an I−admissible filtration. Let S be
a finite set of prime ideals of R not containing I1 . . . Ig. Then there exist xi ∈ Ii not contained in
any of the prime ideals in S and integers ri such that
(xi) ∩ F(n) = xiF(n− ei) for all n ≥ riei. (12)
We put ui = t
−1
i and u = u1 . . . ug. The proof of [12, Lemma 1.2] shows the following:
Lemma 3.2. Let F be an I−admissible filtration. Let 1 ≤ i ≤ g be fixed and
Si = {p ∈ AssR′(F)(R′(F)/uR′(F)) | Iiti * p}.
Suppose there exists an element xi ∈ Ii such that xiti /∈ p for all p ∈ Si. Then there exists an integer
ri such that
(xi) ∩ F(n) = xiF(n− ei) for all n ≥ riei.
Lemma 3.3. Let (R,m) be a Noetherian local ring of dimension d with infinite residue field and
I1, . . . , Ig be ideals of positive height. Let F be an I−admissible filtration. For fixed j, 1 ≤ j ≤ g,
suppose there exists a nonzerodivisor xj ∈ Ij \mIj such that
(xj) ∩ F(n) = xjF(n− ej) for nj ≫ 0 and for all nk ≥ 0, k 6= j.
13
Let H0R++(Gi(F)) = 0 for i = 1, . . . , g. Then
(xj) ∩ F(n) = xjF(n− ej) for all n ≥ ej
Proof. Since proof is similar for each j, we prove the result for j = 1. Let a = x1. Let a
∗ denote
the image of a in Gi(F)e1 . First we prove that (0 :Gi(F) a∗) = 0 for each i = 1, . . . , g. It suffices
to prove the result for G1(F). For r ∈ F(n) let r∗ denote the image of r in [G1(F)]n. Suppose
z∗a∗ = 0 for some z ∈ F(n), n ≥ 0. Then for any y∗ ∈ [G1(F)]m, where y ∈ F(m), y∗z∗a∗ = 0.
Hence yza ∈ (a) ∩ F(m+ n+ 2e1) = aF(m+ n+ e1) for m1 ≫ 0. Thus y∗z∗ = 0 if m1 ≫ 0.
Hence RN++z∗ = 0 for some N . Therefore z∗ ∈ [H0R++(G1(F))]n. Hence z∗ = 0.
Let za ∈ (a) ∩ F(n) for n1 > 0. First we prove that z ∈ F(n2e2). Since F is an I−admissible
filtration, there exists an integer h ≥ 0 such that F(n) ⊆ In−he for all n ∈ Zg. Hence ∩k≥0F(ke2) ⊆
∩k≥hIk−h2 = 0. Thus there exists an integer l ≥ 0, such that z ∈ F(le2) \ F((l + 1)e2). Suppose
l < n2. Then z
∗ ∈ [G2(F)]le2 and z∗a∗ = 0 as za ∈ F(n) ⊆ F(e1 + (l + 1)e2), a contradiction.
Therefore z ∈ F(n2e2).
Similar argument shows that z ∈ F(n2e2 + · · ·+ ngeg). Since
∩k≥0F(ke1 + n2e2 + · · ·+ ngeg) ⊆ ∩k≥0Ik−h1 = 0,
there exists an integer l ≥ 0 such that
z ∈ F(le1 + n2e2 + · · · + ngeg) \ F((l + 1)e1 + n2e2 + · · ·+ ngeg).
Suppose l < n1 − 1. Then z∗ ∈ [G1(F)]le1+n2e2+···+ngeg and z∗a∗ = 0, a contradiction. Hence
z ∈ F(n− e1). 
Theorem 3.4. Let (R,m) be a Cohen-Macaulay local ring of dimension 3 with infinite residue field
k and I1, I2, I3 be m−primary ideals in R. Let F be an (I1, I2, I3)−admissible filtration. Assume
that for i = 1, 2, 3,
H0R++(Gi(F)) = 0 and [H1R++(Gi(F))]n = 0 for n+ ei ≥ 0.
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Then there exists a good complete reduction (Mij), where M =

x1 x2 x3
y1 y2 y3
z1 z2 z3
 such that for each
A ( {1, 2, 3}
(xi : i ∈ A) ∩ F(r, s, t) = (xi : i ∈ A)F(r − 1, s, t) for r > 0 and all s, t ≥ 0
(yi : i ∈ A) ∩ F(r, s, t) = (yi : i ∈ A)F(r, s − 1, t)) for s > 0 and all r, t ≥ 0
(zi : i ∈ A) ∩ F(r, s, t) = (zi : i ∈ A)F(r, s, t − 1) for t > 0 and all r, s ≥ 0.
In particular, (Mi,σ(i)) is a good joint reduction of F for each permutation σ ∈ S3.
Proof. From Lemma 3.1 and 3.3, there exist nonzerodivisors x1 ∈ I1\mI1, y1 ∈ I2\mI2, z1 ∈ I3\mI3
such that
(x1) ∩ F(r, s, t) = x1F(r − 1, s, t) for r > 0 and all s, t ≥ 0
(y1) ∩ F(r, s, t) = y1F(r, s − 1, t) for s > 0 and all r, t ≥ 0
(z1) ∩ F(r, s, t) = z1F(r, s, t− 1) for t > 0 and all r, s ≥ 0.
Let a = x1y1z1, S1 = R/(x1), S2 = R/(y1), S3 = R/(z1) and S = R/(a). Consider the filtration
G = {F(r, s, t)S}. Let
Ai = {p ∈ AssR′(G)(R′(G)/(uR′(G))) | IiSti /∈ p}
Bi = {p ∈ AssR′(F)(R′(F)/(uR′(F))) | Iiti /∈ p} and
Ci,j = {p ∈ AssR′(FSj)(R′(FSj)/(uR′(FSj))) | IiSjti /∈ p}.
Then p∩I1t1+mI1t1
mI1t1
(respectively Wj =
p∩I1Sjt1+mI1Sjt1
mI1Sjt1
andW = p∩I1St1+mI1St1
mI1St1
) is a proper subspace
of I1t1
mI1t1
∼= I1
mI1
(respectively
I1Sjt1
mI1Sjt1
and I1St1
mI1St1
) for p ∈ B1 (respectively p ∈ C1,j and p ∈ A1). Let
fj :
I1
mI1
−→ I1Sj
mI1Sj
and f :
I1
mI1
−→ I1S
mI1S
be natural maps of k−vector spaces. Since fj and f are surjective, f−1j (Wj) and f−1(W ) are
proper subspaces of I1
mI1
. Since k is infinite, there exists an element x2 ∈ I1 such that x2t1 /∈ p for
any p ∈ B1, x′2t1 /∈ p for any p ∈ C1,j, A1 and x2 is S−regular. Here ′ denotes the image of an
element in respective quotients. Similarly, there exist y2 ∈ I2 and z2 ∈ I3 such that y2t2 /∈ p for
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any p ∈ B2, y′2t2 /∈ p for any p ∈ A2, C2,j, z2t3 /∈ p for any p ∈ B3, z′2t3 /∈ p for any p ∈ A3, C3,j and
y2, z2 are nonzerodivisors in S. Therefore by Lemma 3.2 and 3.3
(x2) ∩ F(r, s, t) = x2F(r − 1, s, t) for r > 0 and all s, t ≥ 0
x2S ∩ G(r, s, t) = x2G(r − 1, s, t) for r ≫ 0 and all s, t ≥ 0
x2Sj ∩ F(r, s, t)Sj = x2F(r − 1, s, t)Sj for r ≫ 0 and all s, t ≥ 0.
Let y∗1 denote the image of y1 in [Gi(F)]e2 . Note that y∗1 is Gi(F)−regular for each i = 1, 2, 3.
Therefore we have an exact sequence
0 −→ G2(F)(0,−1, 0)
µ
y∗
1−→ G2(F) −→ G2(F)/(y∗1) −→ 0.
This gives the long exact sequence
· · · −→ H0R++(G2(F)) −→ H0R++(G2(F)/(y∗1)) −→ H1R++(G2(F)(0,−1, 0)) −→ · · · .
Therefore [H0R++(G2(F)/(y∗1))](r,s,t) = 0 for all r, s, t ≥ 0. Consider the exact sequence
0 −→ L −→ G2(F)/(y∗1) −→ G2(FS2) −→ 0.
Since (y1) ∩ F(r, s, t) = y1F(r, s − 1, t) for s > 0, [G2(F)/(y∗1)](r,s,t) = [G2(FS2)](r,s,t) for s > 0.
Thus L(r,s,t) = 0 for s > 0 and hence L is R++−torsion. Hence the sequence
0 −→ L −→ H0R++(G2(F)/(y∗1)) −→ H0R++(G2(FS2)) −→ 0
is exact. Thus
H0R++(G2(FS2)) = 0.
Considering an exact sequence
0 −→ G1(F)(0,−1, 0)
µ
y∗
1−→ G1(F) −→ G1(F)/(y∗1) −→ 0.
we get the long exact sequence
· · · −→ H0R++(G1(F)) −→ H0R++(G1(F)/(y∗1)) −→ H1R++(G1(F)(0,−1, 0)) −→ · · · .
This gives [H0R++(G1(F)/(y∗1))](r,s,t) = 0 for s ≥ 1 and r, t ≥ 0. Consider the exact sequence
0 −→ L′ −→ G1(F)/(y∗1) −→ G1(FS2) −→ 0.
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Since (y1) ∩ F(r, s, t) = y1F(r, s − 1, t) for s > 0, [G1(F)/(y∗1)](r,s,t) = [G1(FS2)](r,s,t) for s > 0.
Thus L′(r,s,t) = 0 for s > 0 and hence L
′ is R++−torsion. Hence the sequence
0 −→ L′ −→ H0R++(G1(F)/(y∗1)) −→ H0R++(G1(FS2)) −→ 0
is exact. Thus
[H0R++(G1(FS2))](r,s,t) = 0 for s ≥ 1.
Similar argument shows that
[H0R++(G3(FS2))](r,s,t) = 0 for s ≥ 1.
We prove that for all r, s ≥ 1,
(y1, x2) ∩ F(r, s, t) = y1F(r, s − 1, t) + x2F(r − 1, s, t).
First we claim that
(0 :G2(FS2) (x
′
2)
∗) = 0 and [0 :Gi(FS2) (x
′
2)
∗](r,s,t) = 0 if s ≥ 1 for i = 1, 3.
Here ′ denotes the image of an element in S2. Suppose (z
′)∗(x′2)
∗ = 0 for some (z′)∗ ∈ [G2(FS2)](r,s,t).
Then (y′)∗(z′)∗(x′2)
∗ = 0 for any (y′)∗ ∈ [G2(FS2)](k,l,m). Hence
(yzx2)
′ ∈ F(r + k + 1, s+ l + 1, t+m)S2 and (yz)′ ∈ F(r + k, s + l + 1, t+m)S2
for k ≫ 0. Thus (y′)∗(z′)∗ = 0 in G2(FS2) for k ≫ 0. Hence RN++(z′)∗ = 0 for some N large.
Therefore (z′)∗ ∈ [H0R++(G2(FS2))](r,s,t) = 0.
Suppose (z′)∗(x′2)
∗ = 0 for some (z′)∗ ∈ [G1(FS2)](r,s,t) and s ≥ 1. Then (y′)∗(z′)∗(x′2)∗ = 0
for any (y′)∗ ∈ [G1(FS2)](k,l,m). Hence (yzx2)′ ∈ F(r + k + 2, s + l, t+m)S2. Hence (yz)′ ∈
F(r + k + 1, s+ l, t+m)S2 for k ≫ 0. Thus (y′)∗(z′)∗ = 0 in G1(FS2) for k ≫ 0. Hence
RN++(z′)∗ = 0 for some N large. Therefore (z′)∗ ∈ [H0R++(G1(FS2))](r,s,t) = 0. Similar argu-
ment shows that [0 :G3(FS2) (x
′
2)
∗](r,s,t) = 0 for s ≥ 1.
Let y1u+ x2v ∈ F(r, s, t). Since ∩n≥0F(0, n, 0)S2 ⊆ ∩n≥0In−h2 S2 = 0, there exists an integer l ≥ 0
such that v′ ∈ F(0, l, 0)S2 \ F(0, l + 1, 0)S2. Suppose l < s. Then x′2v′ = (x2v)′ ∈ F(r, s, t)S2 ⊆
F(1, l + 1, 0)S2. Hence (x′2)∗(v′)∗ = 0 in G2(FS2). Thus 0 6= (v′)∗ ∈ (0 :G2(FS2) (x′2)∗) = 0, a
contradiction. Therefore l ≥ s. Hence v′ ∈ F(0, s, 0)S2 = F(0,s,0)+(y1)(y1) . Therefore v = v1 + y1v2 for
some v1 ∈ F(0, s, 0) and v2 ∈ R. Thus
y1u+ x2v = y1(u+ x2v2) + x2v1 ∈ F(r, s, t).
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Suppose v′1 ∈ F(l, s, 0)S2 \ F(l + 1, s, 0)S2 and l < r − 1. Since v′1x′2 ∈ F(r, s, t)S2 ⊆ F(l + 2, s, 0),
(v′1)
∗(x′2)
∗ = 0 in G1(FS2). Thus 0 6= (v′1)∗ ∈ [0 :G1(FS2) (x′2)∗](r,s,t) for s ≥ 1, a contradiction.
Therefore l ≥ r − 1. Hence v′1 ∈ F(r − 1, s, 0)S2. Let v1 = v3 + y1v4 for some v3 ∈ F(r − 1, s, 0)
and v4 ∈ R. Thus
y1u+ x2v = y1(u+ x2v2 + x2v4) + x2v3 ∈ F(r, s, t).
Suppose v′3 ∈ F(r − 1, s, l)S2 \ F(r − 1, s, l + 1)S2 for some l < t. Since v′3x′2 ∈ F(r, s, t)S2 ⊆
F(r, s, l + 1)S2, (v′3)∗(x′2)∗ = 0 in G3(FS2). Thus 0 6= (v′3)∗ ∈ [0 :G3(FS2) (x′2)∗](r,s,t) and s ≥ 1, a
contradiction. Therefore l ≥ t. Let v3 = v5 + y1v6 for some v5 ∈ F(r − 1, s, t) and v6 ∈ R. Then
y1u+ x2v = y1(u+ x2v2 + x2v4 + x2v6) + x2v5 ∈ F(r, s, t).
Let u1 = u+ x2v2 + x2v4 + x2v6. Since x2v5 ∈ F(r, s, t), y1u1 ∈ F(r, s, t) ∩ (y1) = y1F(r, s − 1, t).
Hence u1 ∈ F(r, s − 1, t). Thus
y1u+ x2v = y1u1 + x2v5 ∈ y1F(r, s − 1, t) + x2F(r − 1, s, t).
Similar argument shows that
(y1, z2) ∩ F(r, s, t) = y1F(r, s − 1, t) + z2F(r, s, t − 1) for s, t ≥ 1 and all r ≥ 0 and
(y1, y2) ∩ F(r, s, t) = (y1, y2)F(r, s − 1, t) for s ≥ 1 and all r, t ≥ 0.
Similarly, considering the ring S1 and S3, we get
H0R++(G1(FS1)) = 0 and [H0R++(Gi(FS1))](r,s,t) = 0 for all r ≥ 1 and i = 2, 3 and
H0R++(G3(FS3)) = 0 and [H0R++(Gi(FS3))](r,s,t) = 0 for all t ≥ 1 and i = 1, 2.
Thus
(x1, y2) ∩ F(r, s, t) = x1F(r − 1, s, t) + y2F(r, s − 1, t) for r, s ≥ 1 and t ≥ 0
(x1, z2) ∩ F(r, s, t) = x1F(r − 1, s, t) + z2F(r, s, t − 1) for r, t ≥ 1 and s ≥ 0
(x1, x2) ∩ F(r, s, t) = (x1, x2)F(r − 1, s, t) for r ≥ 1 and all s, t ≥ 0
(z1, x2) ∩ F(r, s, t) = z1F(r, s, t − 1) + x2F(r − 1, s, t) for r, t ≥ 1 and s ≥ 0
(z1, y2) ∩ F(r, s, t) = z1F(r, s, t − 1) + y2F(r, s − 1, t) for s, t ≥ 1 and r ≥ 0
(z1, z2) ∩ F(r, s, t) = (z1, z2)F(r, s, t − 1) for t ≥ 1 and all r, s ≥ 0.
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Let b = x2y2z2. We claim that
(a, b) ∩ F(r, s, t) = (a, b)F(r − 1, s − 1, t− 1) for r, s, t > 1.
First we prove (a) ∩ F(r, s, t) = aF(r − 1, s − 1, t − 1) for r, s, t > 0. Let au ∈ F(r, s, t). Then
x1y1z1u ∈ F(r, s, t). Since r > 0, y1z1u ∈ F(r − 1, s, t). Since s > 0, z1u ∈ F(r − 1, s − 1, t). As
t > 0, u ∈ F(r − 1, s− 1, t− 1).
Next we prove that (a, x2) ∩ F(r, s, t) = aF(r − 1, s− 1, t− 1) + x2F(r − 1, s, t) for r, s, t > 0. Let
ap+x2q ∈ F(r, s, t). Hence x1y1z1p+x2q ∈ (y1, x2)∩F(r, s, t). Let x1y1z1p+x2q = y1p1+x2q1 for
some p1 ∈ F(r, s−1, t) and q1 ∈ F(r−1, s, t). Thus y1(x1z1p−p1) ∈ (x2). Hence x1z1p−p1 ∈ (x2).
Therefore p1 ∈ (x2, z1)∩F(r, s−1, t) = x2F(r−1, s−1, t)+z1F(r, s−1, t−1). Let p1 = x2p2+z1p3
for some p2 ∈ F(r − 1, s− 1, t) and p3 ∈ F(r, s − 1, t− 1). Then
ap+ x2q = y1p1 + x2q1 = y1z1p3 + x2(q1 + y1p2).
Therefore y1z1(x1p− p3) ∈ (x2). Thus x1p− p3 ∈ (x2). Hence p3 ∈ (x1, x2) ∩F(r, s− 1, t− 1). Let
p3 = x1p4 + x2p5 for some p4, p5 ∈ F(r − 1, s − 1, t− 1). Thus
ap+ x2q = ap4 + x2(q1 + y1p2 + y1z1p5) ∈ aF(r − 1, s − 1, t− 1) + x2F(r − 1, s, t).
Similar argument shows that
(a, y2) ∩ F(r, s, t) = aF(r − 1, s− 1, t− 1) + y2F(r, s − 1, t) for r, s, t > 0 and
(a, z2) ∩ F(r, s, t) = aF(r − 1, s− 1, t− 1) + z2F(r, s, t− 1) for r, s, t > 0.
Next we prove that (a, b) ∩ F(r, s, t) = (a, b)F(r − 1, s − 1, t− 1) for r, s, t > 1. Let ap + bq ∈
F(r, s, t). Then ap+ bq ∈ (a, x2)∩F(r, s, t) = aF(r−1, s−1, t−1)+x2F(r−1, s, t). Let ap+ bq =
ap1 + x2q1 for some p1 ∈ F(r − 1, s − 1, t − 1) and q1 ∈ F(r − 1, s, t). Then x2(y2z2q − q1) ∈ (a).
Hence y2z2q−q1 ∈ (a). Thus q1 ∈ (a, y2)∩F(r−1, s, t) = aF(r−2, s−1, t−1)+y2F(r−1, s−1, t).
Let q1 = aq2 + y2q3 for some q2 ∈ F(r − 2, s − 1, t− 1) and q3 ∈ F(r − 1, s− 1, t). Thus
ap+ bq = a(p1 + x2q2) + x2y2q3.
Hence x2y2(z2q − q3) ∈ (a). Thus
q3 ∈ (a, z2) ∩ F(r − 1, s− 1, t) = aF(r − 2, s − 2, t− 1) + z2F(r − 1, s − 1, t− 1).
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Let q3 = aq4 + z2q5 for some q4 ∈ F(r − 2, s− 2, t− 1) and q5 ∈ F(r − 1, s− 1, t− 1). Hence
ap+ bq = a(p1 + x2q2 + x2y2q4) + bq5 ∈ (a, b)F(r − 1, s − 1, t− 1).
Let T1 = R/(x2), T2 = R/(y2), T3 = R/(z2) and T = R/(a, b). Consider the filtration H =
{F(r, s, t)T}. Let
Di = {p ∈ AssR′(H)(R′(H)/(uR′(H))) | IiT ti /∈ p} and
Ei,j = {p ∈ AssR′(FTj)(R′(FTj)/(uR′(FTj))) | IiTjti /∈ p}.
Then there exist x3 ∈ I1, y3 ∈ I2 and z3 ∈ I3 such that x3, y3, z3 are nonzerodivisors in T and
x3t1 /∈ p for any p ∈ B1, x′3t1 /∈ p for any p ∈ C1,j ,D1, E1,j , y3t2 /∈ p for any p ∈ B2, y′3t2 /∈ p for
any p ∈ C2,j,D2, E2,j and z3t3 /∈ p for any p ∈ B3, z′3t3 /∈ p for any p ∈ C3,j ,D3, E3,j . Therefore by
Lemma 3.2
(x3) ∩ F(r, s, t) = x3F(r − 1, s, t) for r > 0 and all s, t ≥ 0
x3Sj ∩ F(r, s, t)Sj = x3F(r − 1, s, t)Sj for r ≫ 0 and all s, t ≥ 0 and
x3Tj ∩ F(r, s, t)Tj = x3F(r − 1, s, t)Tj for r ≫ 0 and all s, t ≥ 0 and
x3T ∩H(r, s, t) = x3H(r − 1, s, t) for r ≫ 0 and all s, t ≥ 0.
Then argument as above shows that for i = 1, 2
(yi, x3) ∩ F(r, s, t) = yiF(r, s − 1, t) + x3F(r − 1, s, t) for r, s > 0 and all t ≥ 0 and
(zi, x3) ∩ F(r, s, t) = ziF(r, s, t − 1) + x3F(r − 1, s, t) for r, t > 0 and all s ≥ 0
(x1, x3) ∩ F(r, s, t) = (x1, x3)F(r − 1, s, t) for r ≥ 1 and all s, t ≥ 0
(x2, x3) ∩ F(r, s, t) = (x2, x3)F(r − 1, s, t) for r ≥ 1 and all s, t ≥ 0.
Similarly y3, z3 satisfies required equations. Let c = x3y3z3. Then
(a, b, c) ∩ F(r, s, t) = (a, b, c)F(r − 1, s− 1, t− 1) for all r, s, t≫ 0.
Since R/(a, b, c) is Artinian, F(r, s, t) ⊆ (a, b, c) for all r, s, t large. Thus
F(r, s, t) = (a, b, c)F(r − 1, s − 1, t− 1) for r, s, t≫ 0.
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Hence M =

x1 x2 x3
y1 y2 y3
z1 z2 z3
 is a good complete reduction of F with the desired property. 
In what follows we prove that a good complete reduction of F exists if R(F) is Cohen-Macaulay.
We prove few lemmas required for this purpose. For a homomorphism φ : Zr −→ Zq, set
Mφ =
⊕
m∈Zq
 ⊕
φ(n)=m
Mn

for any Zr−graded module M defined over Zr−graded ring T . Then H ia(M)φ = H iaφ(Mφ) for any
homogeneous ideal a in T . See [5].
Lemma 3.5. Let T be standard N3−graded ring defined over a local ring (R,m) and M be a finitely
generated N3−graded T−module. LetM be the maximal homogeneous ideal of T . Suppose that each
j = 1, 2, 3 satisfies,
[H iM(M)]n = 0 for all i ≥ 0 and nj ≥ 0.
Then
[H iT++(M)]n = 0 for all n ∈ N3 and all i ≥ 0.
Proof. Let T+i =
⊕
ni≥1
Tn and T
+
i,j =
⊕
ni,nj≥1
Tn. Consider a homomorphism φ : Z3 −→ Z
defined as φ(r, s, t) = r. Then Mφ is an N−graded module defined over the N−graded ring T φ. Let
B(r,s) = T(0,r,s) and B =
⊕
r,s≥0B(r,s). Then N = m
⊕
r+s≥1B(r,s) is the maximal homogeneous
ideal of B. Then T φ⊗BBN is N−graded ring defined over a local ring BN . We have [H iMφ(Mφ)]m =⊕
s,t∈Z[H
i
M(M)](m,s,t). Hence [H
i
Mφ
(Mφ)]m = 0 for all m ≥ 0 and i ≥ 0. Therefore
[H iMφ⊗BBN (M
φ ⊗B BN )]m ∼= [H iMφ(Mφ)]m ⊗B BN = 0 for all m ≥ 0 and i ≥ 0.
Taking a = 0 in [5, Lemma 2.3], we get that
[H i
(T+1 )
φ(M
φ)]m ⊗B BN ∼= [H i(T+1 )φ⊗BBN (M
φ ⊗B BN )]m = 0 for all m ≥ 0 and i ≥ 0.
Since [H i
(T+1 )
φ
(Mφ)]m is bigraded B−module and ([H i(T+1 )φ(M
φ)]m)N = 0, [H
i
(T+1 )
φ
(Mφ)]m = 0 for
all m ≥ 0. Since [H i
(T+1 )
φ
(Mφ)]m =
⊕
s,t≥0[H
i
T+1
(M)](m,s,t) = 0,
[H i
T+1
(M)]n = 0 for all n1 ≥ 0 and i ≥ 0. (13)
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Taking a = (
⊕
p≥1,q≥0B(p,q))⊗B BN in [5, Lemma 2.3], we get that
[H i
T+1 +T
+
2
(M)]n = 0 for all n1 ≥ 0 and all i ≥ 0. (14)
Similar argument shows that
[Hj
T+i
(M)]n = 0 for all ni ≥ 0 and j ≥ 0. (15)
Consider φ : Z3 −→ Z defined as φ(r, s, t) = t. Let C = ⊕r,s≥0 T(r,s,0) and P be the maximal
homogeneous ideal of C. Then taking a = (
⊕
p,q≥1C(p,q))⊗C CP in [5, Lemma 2.3], we get that
[H i
T+1,2+T
+
3
(M)]n = 0 for all n3 ≥ 0 and all i ≥ 0. (16)
Consider the Mayer-Vietoris sequence of local cohomology modules
· · · −→ H i
T+1 +T
+
2
(M) −→ H i
T+1
(M)⊕H i
T+2
(M) −→ H i
T+1,2
(M) −→ H i+1
T+1 +T
+
2
(M) −→ · · · .
Then, by equations (13), (14) and (15), for all i ≥ 0,
[H i
T+1,2
(M)]n = 0 if n1 ≥ 0 and n2 ≥ 0. (17)
Again considering the Mayer-Vietoris sequence of local cohomology modules
· · · −→ H i
T+1,2+T
+
3
(M) −→ H i
T+1,2
(M)⊕H i
T+3
(M) −→ H iT++(M) −→ H i+1T+1,2+T+3 (M) −→ · · ·
and using equations (15), (17) and (16), we get that [H iT++(M)]n = 0 for all n ∈ N3 and i ≥ 0. 
Suppose T is an N-graded ring defined over a local ring and M is the maximal homogeneous
ideal of T . For N−graded T−module M let
a(M) := sup{k | [HdimMM (M)]k 6= 0}.
M. Herrmann, E. Hyry and J. Ribbe proved that for homogeneous ideal I of positive height in a
multi-graded ring B, a(R(I)) = −1 [4]. The same proof shows the following:
Lemma 3.6. [4, Lemma 2.1] Let B be a multi-graded ring of dimension d defined over a local
ring and let I ⊆ B be a homogeneous ideal of positive height. Let F = {In} be an I−admissible
filtration of homogeneous ideal in B such that R(F) is a finite R(I)−module. Then a(R(F)) = −1.
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Proof. Let n be the maximal homogeneous ideal of B. Let M = n⊕n>0 Intn be a maximal
homogeneous ideal in R(I). Then [H iM(R(F))]n = 0 if and only if [H iM⊗BBn(R(F)⊗B Bn)]n = 0.
Since R(F) ⊗B Bn = RBn(FBn), we may assume that B is local with maximal ideal n.
Let R(F)+ =
⊕
n>0 Int
n and G(F) =⊕n≥0 In/In+1. For an N-graded moduleM let M(n) denote
the graded module M with M(n)k =Mn+k. Then we have the exact sequences
0 −→ R(F)+ −→ R(F) −→ B → 0
0 −→ R(F)+(1) −→ R(F) −→ G(F) −→ 0.
Therefore we get the long exact sequence of local cohomology modules
· · · −→ H iM(R(F)+) −→ H iM(R(F)) −→ H iM(B) −→ · · · and
· · · −→ H iM(R(F)+(1)) −→ H iM(R(F)) −→ H iM(G(F)) −→ · · · .
Note that H iM(B) = H
i
n(B). Hence [H
i
M(B)]n = 0 for n 6= 0. This gives the isomorphisms
[Hd+1M (R(F)+)]n −→ [Hd+1M (R(F))]n for n 6= 0 (18)
and the epimorphisms
[Hd+1M (R(F)+)]n+1 −→ [Hd+1M (R(F))]n for n ∈ Z. (19)
Since Hd+1M (R(F)+) is Artinian, [Hd+1M (R(F)+)]n = 0 for n≫ 0. Therefore, by equations (18) and
(19), [Hd+1M (R(F))]n = 0 for n ≥ 0. If [Hd+1M (R(F))]−1 = 0 then Hd+1M (R(F)) = 0, a contradiction.
Thus a(R(F)) = −1. 
For a standard Ng-graded ring T defined over a local ring and finitely generated Ng-graded
T -module M , let
ai(M) = sup{k ∈ Z | [HdimMM (M)]n 6= 0 for some n ∈ Zg with ni = k}
be a−invariants of M [5]. Here M is the maximal homogeneous ideal of T . E. Hyry proved that
ai(R(I)) = −1 for all 1 ≤ i ≤ g [5, Lemma 2.7]. In following lemma we prove that ai(R(F)) = −1
for all 1 ≤ i ≤ g.
Lemma 3.7. Let (R,m) be a Noetherian local ring and I1, . . . , Ig be m−primary ideals in R. Let
F be an I = (I1, . . . , Ig)−admissible filtration. Then ai(R(F)) = −1 for all 1 ≤ i ≤ g.
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Proof. Let G = {F(n − niei)} be Ng−1−graded (I1, . . . , Îi, . . . , Ig)−filtration. Then B = R(G) is
Ng−1−graded ring and I = ⊕
m∈Ng I
m−(mi−1)ei is homogeneous ideal in B. Also, H = {H(n) =⊕
m∈Ng,mi=nF(m)}n∈N is an I−filtration inB andRB(H) = R(F) is a finiteRB(I) = R(I)−module.
Therefore by Lemma 3.6, a(RB(H)) = −1. Consider φ : Zg −→ Z defined as φ(n) = ni. Then
[Hd+1M (RB(H))]n = [Hd+1Mφ (R(F))φ]n =
⊕
m,mi=n
[H iM(M)]m. Hence a
i(R(F)) = −1. 
Lemma 3.8. Let S∗ be a Zg−graded ring and let S =⊕
n∈Ng →֒ S∗ be an inclusion. Then
(1) for i > 1, H iS++(S)
∼= H iS++(S∗).
(2) We have an exact sequence
0 −→ H0S++(S) −→ H0S++(S∗) −→ S∗/S −→ H1S++(S) −→ H1S++(S∗) −→ 0.
Proof. We have an exact sequence
0 −→ S −→ S∗ −→ S∗/S −→ 0.
Since S∗/S is S++−torsion, H0S++(S∗/S) = S∗/S and H iS++(S∗/S) = 0 for all i > 0. Considering
the long exact sequence of local cohomology modules result follows. 
Theorem 3.9. Let (R,m) be a Cohen-Macaulay local ring of dimension 3 with infinite residue field
and I, J,K be m−primary ideals in R. Let F = {F(r, s, t)} be an (I, J,K)−admissible filtration.
Assume that F(n) = F(n−niei) for ni ≤ 0. Suppose R(F) is Cohen-Macaulay. Then there exists
a good complete reduction (Mij), where M =

x1 x2 x3
y1 y2 y3
z1 z2 z3
, such that (Mi,σ(i)) is a good joint
reduction of F for each permutation σ ∈ S3.
Proof. By Lemma 3.7, aj(R(F)) = −1 for j = 1, 2, 3. Since R(F) is Cohen-Macaulay, for each
j = 1, 2, 3 we have
[H iM(R(F))]n = 0 for all i ≥ 0 and nj ≥ 0,
where M is the maximal homogeneous ideal of R(I, J,K). Therefore, by Lemma 3.5, for all i ≥ 0
[H iR++(R(F))]n = 0 for all n ∈ N3.
Hence, by Lemma 3.8, for all i ≥ 0
[H iR++(R′(F))]n = 0 for all n ∈ N3.
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Consider the exact sequence
0 −→ R′(F)(ei)
t−1i−→ R′(F) −→ G′i(F) −→ 0,
where G′i(F) = R′(F)/t−1i R′(F). This gives a long exact sequence of local cohomology modules
· · · −→ [HjR++(R′(F))]n+ei −→ [H
j
R++
(R′(F))]n −→ [HjR++(G′i(F))]n −→ [H
j+1
R++
(R′(F))]n+ei −→ · · · .
Hence [H iR++(G
′
i(F))]n = 0 for all i ≥ 0 and n + ei ≥ 0. Since F(n) = F(n − niei) for ni ≤ 0,
[G′i(F)]n = 0 for ni < 0. Hence
[
G′i(F)
Gi(F)
]
n
= 0 if n ≥ 0 or ni < 0. Therefore, by Lemma 3.8,
[H iR++(Gi(F))]n = [H iR++(G′i(F))]n for all i ≥ 0 if n ≥ 0 or ni < 0. Hence [H iR++(Gi(F))]n = 0
for all i ≥ 0 and n+ ei ≥ 0. Hence result follows from Theorem 3.4. 
Example 3.10. Let R = k[x, y, z], I = (x, y, z) and J = K = (x2, y, z). Then (x, y, z) forms a
good joint reduction of {IrJsKt}.
4. Computation of λR
(
IrJsKt
arJsKt+bsIrKt+ctIrJs
)
Let (R,m) be an analytically unramified Cohen-Macaulay local ring of dimension 3 and I, J,K
be m−primary ideals in R. Let (a, b, c) be a good joint reduction of {IrJsKt}. In this section we
express the length
λR
(
IrJsKt
arJsKt + bsIrKt + ctIrJs
)
in terms of the normal Hilbert coefficients. The main tool employed for this calculation is the
homology of a multigrades version of the Kirby-Mehran complex [8].
Lemma 4.1. Let (R,m) be a Noetherian local ring and I, J be ideals in R. Let a ∈ I, b ∈ J and
(a, b) be a regular sequence.
(1) Suppose a satisfies
(a) ∩ IrJsKt = aIr−1JsKt for all r > 0 and all s, t ≥ 0. (20)
Then for all r ≥ 1 and s, t ≥ 0,
(am) ∩ IrJsKt = amIr−mJsKt for 0 < m ≤ r.
(2) Suppose (a, b) satisfies
(a, b) ∩ IrJsKt = aIr−1JsKt + bIrJs−1Kt for all r, s > 0 and all t ≥ 0. (21)
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Then for all r, s ≥ 1 and t ≥ 0,
(am, bn) ∩ IrJsKt = amIr−mJsKt + bnIrJs−nKt for 0 < m ≤ r, 0 < n ≤ s.
Proof. (1) Induct on m. From equation (20), result follows for m = 1. Let m + 1 ≤ r and
am+1u ∈ IrJsKt. Then am+1u ∈ (am) ∩ IrJsKt = amIr−mJsKt, by induction hypothesis.
Hence au ∈ Ir−mJsKt ∩ (a) = aIr−m−1JsKt. Thus u ∈ Ir−m−1JsKt.
(2) First we use induction on m to prove that (am, b) ∩ IrJsKt = amIr−mJsKt + bIrJs−1Kt
for 0 < m ≤ r. From equation (21), the result follows for m = 1. Let 1 < m ≤ r and
amu+bv ∈ IrJsKt. Thus amu+bv ∈ IrJsKt∩(am−1, b) = am−1Ir−(m−1)JsKt+bIrJs−1Kt,
by induction hypothesis. Let amu + bv = am−1p + bq for some p ∈ Ir−(m−1)JsKt and
q ∈ IrJs−1Kt. Then am−1(au − p) ∈ (b). Hence au − p ∈ (b) which implies that p ∈
(a, b) ∩ Ir−(m−1)JsKt = aIr−mJsKt + bIr−(m−1)Js−1Kt. Let p = ap1 + bp2 for some
p1 ∈ Ir−mJsKt and p2 ∈ Ir−(m−1)Js−1Kt. Thus amu + bv = amp1 + b(am−1p2 + q) ∈
amIr−mJsKt + bIrJs−1Kt.
Similar argument shows that (a, bn) ∩ IrJsKt = aIr−1JsKt + bnIrJs−nKt for 0 < n ≤ s.
To prove the assertion we use induction on m+n. From equation (21), the result follows for
m = n = 1. Let m+n > 2. We may assume that n > 1. Let amu+bnv ∈ (am, bn)∩IrJsKt.
Then amu + bnv = amp + bq for some p ∈ Ir−mJsKt and q ∈ IrJs−1Kt. Hence b(bn−1v −
q) ∈ (am) which implies that bn−1v − q ∈ (am). Thus q ∈ (am, bn−1) ∩ IrJs−1Kt =
amIr−mJs−1Kt + bn−1IrJs−nKt, by induction. Let q = amq1 + b
n−1q2 for some q1 ∈
Ir−mJs−1Kt and q2 ∈ IrJs−nKt. Thus amu+ bnv = am(p+ bq1)+ bn(q2) ∈ amIr−mJsKt+
bnIrJs−nKt.

We now introduce an N3-graded version of the Kirby-Mehran complex associated to the joint
reduction (a, b, c) of the filtration {IrJsKt} :
C·((a, b, c), r, s, t) : 0 −→ R
Ir
⊕ R
Js
⊕ R
Kt
φ1−→ R
IrJs
⊕ R
IrKt
⊕ R
JsKt
φ0−→ R
IrJsKt
−→ 0,
where φ0 and φ1 are defined as
φ1(u
′, v′, w′) = ((arv + bsu)′, (arw − ctu)′, (−bsw − ctv)′), φ0(u′, v′, w′) = (ctu+ bsv + arw)′.
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Here ′ denotes image of an element in respective quotients. Let Hi((a, b, c), r, s, t) denote the ith
homology of the complex C·((a, b, c), r, s, t).
Proposition 4.2. Let (R,m) be an analytically unramified Cohen-Macaulay local ring of dimension
3 with infinite residue field and I, J,K be m−primary ideals in R. Let (a, b, c) be a good joint
reduction of {IrJsKt}. Then for integers r, s, t > 0
(1) H0((a, b, c), r, s, t) ∼= R(ar ,bs,ct)+IrJsKt
(2) H1((a, b, c), r, s, t) ∼= IrJsKt∩(a
r ,bs,ct)
arJsKt+bsIrKt+ctIrJs
(3) H2((a, b, c), r, s, t) = 0.
Proof. (1) Since imφ0 =
(ar ,bs,ct)+IrJsKt
IrJsKt
,
H0((a, b, c), r, s, t) ∼= R
(ar, bs, ct) + IrJsKt
.
(2) Consider the commutative diagram:
0 −−−−→ imφ1 −−−−→ RIrJs ⊕
R
IrKt
⊕ R
JsKt
δ−−−−→ (ar ,bs,ct)
arJsKt+bsIrKt+ctIrJs
−−−−→ 0y ψy γy
0 −−−−→ kerφ0 −−−−→ RIrJs ⊕
R
IrKt
⊕ R
JsKt
φ0−−−−→ (ar ,bs,ct)+IrJsKt
IrJsKt
−−−−→ 0
where δ(u′, v′, w′) = (ctu + bsv + arw)′ and γ is the natural map. To prove exactness of
top row it is enough to prove exactness at R
IrJs
⊕ R
IrKt
⊕ R
JsKt
. Suppose δ(u′, v′, w′) = 0.
Then ctu+ bsv + arw = ctx+ bsy + arz for some x ∈ IrJs, y ∈ IrKt and z ∈ JsKt. Hence
u−x = bsx1+arx2 for some x1, x2 ∈ R. Similarly, v−y = ary1+cty2 and w−z = bsz1+ctz2
for some y1, y2, z1, z2 ∈ R. Thus
ct(bsx1 + a
rx2) + b
s(ary1 + c
ty2) + a
r(bsz1 + c
tz2) = 0.
Hence x1 + y2 ∈ (ar), x2 + z2 ∈ (bs), y1 + z1 ∈ (ct). Therefore y′2 = −x′1 in RIr , z′1 = −y′1 in
R
Kt
and z′2 = −x′2 in RJs . Hence φ1(x′1, x′2, y′1) = (u′, v′, w′). Thus (u′, v′, w′) ∈ imφ1.
Using the snake lemma and the fact that ψ is an isomorphism we obtain,
H1((a, b, c), r, s, t) =
kerφ0
imφ1
∼= ker γ = I
rJsKt ∩ (ar, bs, ct)
arJsKt + bsIrKt + ctIrJs
.
(3) Suppose φ1(u
′, v′, w′) = 0. Thus ((arv + bsu)′, (arw − ctu)′, (−bsw − ctv)′) = 0. Hence
arv+ bsu ∈ IrJs ∩ (ar, bs) = arJs+ bsIr, by Lemma 4.1. Let arv+ bsu = arp+ bsq for some
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p ∈ Js and q ∈ Ir. Thus v− p ∈ (bs) and u− q ∈ (ar). Hence u ∈ Ir and v ∈ Js. Therefore
u′ = v′ = 0. Similarly, w′ = 0.

Proposition 4.3. Let (R,m) be an analytically unramified Cohen-Macaulay local ring of dimension
3 with infinite residue field and I, J,K be m−primary ideals in R. Let (a, b, c) be a good joint
reduction of {IrJsKt}. Then for r, s, t > 0,
λR
(
(ar, bs, ct)
arJsKt + bsIrKt + ctIrJs
)
=
[
λR
(
R
IrJs
)
+ λR
(
R
IrKt
)
+ λR
(
R
JsKt
)]
−
[
λR
(
R
Ir
)
+ λR
(
R
Js
)
+ λR
(
R
Kt
)]
Proof. From the complex C·((a, b, c), r, s, t), for r, s, t > 0, we have
λR
(
R
IrJsKt
)
−
[
λR
(
R
IrJs
)
+ λR
(
R
IrKt
)
+ λR
(
R
JsKt
)]
+
[
λR
(
R
Ir
)
+ λR
(
R
Js
)
+ λR
(
R
Kt
)]
= λR(H0((a, b, c), r, s, t)) − λR(H1((a, b, c), r, s, t)) + λR(H2((a, b, c), r, s, t)).
Therefore, by Proposition 4.2,[
λR
(
R
IrJs
)
+ λR
(
R
IrKt
)
+ λR
(
R
JsKt
)]
−
[
λR
(
R
Ir
)
+ λR
(
R
Js
)
+ λR
(
R
Kt
)]
= λR
(
R
IrJsKt
)
− λR
(
R
(ar, bs, ct) + IrJsKt
)
+ λR
(
IrJsKt ∩ (ar, bs, ct)
arJsKt + bsIrKt + ctIrJs
)
= λR
(
(ar, bs, ct) + IrJsKt
IrJsKt
)
+ λR
(
IrJsKt ∩ (ar, bs, ct)
arJsKt + bsIrKt + ctIrJs
)
= λR
(
(ar, bs, ct)
IrJsKt ∩ (ar, bs, ct)
)
+ λR
(
IrJsKt ∩ (ar, bs, ct)
arJsKt + bsIrKt + ctIrJs
)
= λR
(
(ar, bs, ct)
arJsKt + bsIrKt + ctIrJs
)
.

In an analytically unramified local ring of dimension d there exists a polynomial P I,J(x, y) ∈
Q[x, y] (respectively P I,J,K(x, y, z) ∈ Q[x, y, z]) of total degree d, called as the normal Hilbert poly-
nomial of I, J (respectively normal Hilbert polynomial of I, J,K), such that P I,J(r, s) = λ(R/IrJs)
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(respectively P I,J,K(r, s, t) = λ(R/IrJsKt)) for r, s≫ 0 (respectively r, s, t≫ 0). We write
P I,J(x, y) =
∑
i+j≤d
(−1)d−(i+j)e(i,j)(I, J)
(
x+ i− 1
i
)(
y + j − 1
j
)
and
P I,J,K(x, y, z) =
∑
i+j+k≤d
(−1)d−(i+j+k)e(i,j,k)
(
x+ i− 1
i
)(
y + j − 1
j
)(
z + k − 1
k
)
.
Rees proved that e(1,0)(I, J) = e1(I) in an analytically unramified Cohen-Macaulay local ring of
dimension 2 [13, Theorem 1.2]. In following lemma we derive a similar relation between coefficients
of degree 2 in P I,J,K(x, y, z), P I,J(x, y) and P I(x) in an analytically unramified Cohen-Macaulay
local ring of dimension 3.
Lemma 4.4. Let (R,m) be an analytically unramified Cohen-Macaulay local ring of dimension 3
and I, J,K be m−primary ideals in R. Then we have
e(2,0,0) = e1(I) e(0,2,0) = e1(J) e(0,0,2) = e1(K)
e(1,1,0) = e(1,1)(I, J) e(0,1,1) = e(1,1)(J,K) e(1,0,1) = e(1,1)(I,K).
Proof. Let t > 0 be fixed. There exists c ∈ K such that
(c) ∩ IrJsKt = cIrJsKt−1 for all r, s ≥ 0 and t > 0.
See [13]. Then, by Lemma 4.1 (1), (ct) ∩ IrJsKt = ctIrJs for all t > 0 and r, s ≥ 0. Therefore we
have the exact sequence
0 −→ I
rJs
IrJsKt
−→ R
IrJsKt
µct−→ R
IrJsKt
−→ R
IrJsKt + (ct)
−→ 0,
Therefore λR
(
IrJs
IrJsKt
)
= λR
(
R
IrJsKt+(ct)
)
. Let R′ = R/(ct). Consider the filtration F = {F(r, s) :
r, s ∈ Z}, where F(r, s) =
{
IrJsKt+(ct)
(ct)
}
. Let “′” denotes image of an ideal in R′. By [12, Theorem
2.4], λR
(
R
IrJsKt+(ct)
)
is a polynomial of total degree 2 for r, s≫ 0 with
λR
(
R
IrJsKt + (ct)
)
= e(I ′)
(
r + 1
2
)
+ e(1,1)(I
′, J ′)rs+ e(J ′)
(
s+ 1
2
)
+ lower degree terms.
Note that e(I ′) = te(2,0,1), e(J
′) = te(0,2,1) and e(1,1)(I
′, J ′) = te(1,1,1). Therefore for r, s ≫ 0 and
t > 0,
λR
(
R
IrJsKt + (ct)
)
= te(2,0,1)
(
r + 1
2
)
+ te(1,1,1)rs+ te(0,2,1)
(
s+ 1
2
)
+ lower degree terms.
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We have
λR
(
R
IrJsKt
)
= λR
(
R
IrJs
)
+ λR
(
IrJs
IrJsKt
)
.
Fixing t≫ 0 and comparing the coefficients of degree 2 in r, s, we get
e(2,0,0) = e(2,0)(I, J), e(1,1,0) = e(1,1)(I, J), e(0,2,0) = e(0,2)(I, J).
By [10, Theorem 4.3.1], e(2,0)(I, J) = e1(I) and e(0,2)(I, J) = e1(J). See also [13, Theorem 1.2].
Hence e(2,0,0) = e1(I), e(0,2,0) = e1(J) and e(1,1,0) = e(1,1)(I, J).
Similar argument shows the other equalities. 
Theorem 4.5. Let (R,m) be an analytically unramified Cohen-Macaulay local ring of dimension
3 with infinite residue field and I, J,K be m−primary ideals in R. Let (a, b, c) be a good joint
reduction of {IrJsKt}. Then for r, s, t≫ 0,
λR
(
IrJsKt
arJsKt + bsIrKt + ctIrJs
)
= r[e(1,0)(I, J) + e(1,0)(I,K)− e(1,0,0) − e2(I)]
+ s[e(0,1)(I, J) + e(1,0)(J,K)− e(0,1,0) − e2(J)]
+ t[e(0,1)(I,K) + e(0,1)(J,K)− e(0,0,1) − e2(K)]
+ e3(IJK)− [e3(IJ) + e3(IK) + e3(JK)] + e3(I) + e3(J) + e3(K).
Proof. We have
λR
(
IrJsKt
arJsKt + bsIrKt + ctIrJs
)
= λR
(
R
arJsKt + bsIrKt + ctIrJs
)
− λR
(
R
IrJsKt
)
= λR
(
R
(ar, bs, ct)
)
+ λR
(
(ar, bs, ct)
arJsKt + bsIrKt + ctIrJs
)
− λR
(
R
IrJsKt
)
= rstλR
(
R
(a, b, c)
)
+
[
λR
(
R
IrJs
)
+ λR
(
R
IrKt
)
+ λR
(
R
JsKt
)]
−
[
λR
(
R
Ir
)
+ λR
(
R
Js
)
+ λR
(
R
Kt
)]
− λR
(
R
IrJsKt
)
, by Proposition 4.3.
By [12, Theorem 2.4], e(1,1,1) = λR
(
R
(a,b,c)
)
and
e(3,0)(I, J) = e(3,0)(I,K) = e(0,3)(I, J) = e(3,0)(J,K) = e(0,3)(I,K) = e(0,3)(J,K) =
e(3,0,0) = e(I) e(0,3,0) = e(J) e(0,0,3) = e(K)
e(2,1,0) = e(2,1)(I, J) e(0,2,1) = e(2,1)(J,K) e(2,0,1) = e(2,1)(I,K)
e(1,2,0) = e(1,2)(I, J) e(0,1,2) = e(1,2)(J,K) e(1,0,2) = e(1,2)(I,K)
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Therefore, using Lemma 4.4, for r, s, t≫ 0, we have
λR
(
IrJsKt
arJsKt + bsIrKt + ctIrJs
)
= r[e(1,0)(I, J) + e(1,0)(I,K)− e(1,0,0) − e2(I)]
+ s[e(0,1)(I, J) + e(1,0)(J,K)− e(0,1,0) − e2(J)]
+ t[e(0,1)(I,K) + e(0,1)(J,K)− e(0,0,1) − e2(K)]
+ e3(IJK)− [e3(IJ) + e3(IK) + e3(JK)] + e3(I) + e3(J) + e3(K).

5. Characterization of joint reduction number zero in terms of Local
Cohomology modules
Let H iK(M) denotes the local cohomology module of an R-moduleM with support in an ideal K
of R. Let (R,m) be an analytically unramified local ring of dimension 3 and I, J,K be m−primary
ideals in R. Let a ∈ I, b ∈ J and c ∈ K. Let R′ denote the extended Rees algebra of the filtration
F = {IrJsKt}. Consider the Koszul complex on ((at1)k, (bt2)k, (ct3)k) in R′ :
F k
.
: 0 −→ R′ −→
3⊕
i=1
R′(kei) αk−→
⊕
1≤i<j≤3
R′(k(ei + ej)) βk−→ R′(k(e1 + e2 + e3)) −→ 0.
The twists are given so that maps are degree zero maps. Then
H i(at1,bt2,ct3)(R′) = lim−→
k
H i(F k
.
) (22)
for all i by [1, Theorem 5.2.9]. The purpose of this section is to find the length of the component
at origin of the third local cohomology module H3(at1,bt2,ct3)(R′) in terms of normal Hilbert coef-
ficients and joint reduction (a, b, c). This leads to a satisfactory analogue of Rees’s Theorem for
3-dimensional analytically unramified local rings.
Theorem 5.1. Let (R,m) be an analytically unramified Cohen-Macaulay local ring of dimension
3 with infinite residue field and I, J,K be m−primary ideals in R. Let (a, b, c) be a good joint
reduction of {IrJsKt}. Then
(1)
[H3(at1,bt2,ct3)(R′)](0,0,0) ∼= lim−→
k
IkJkKk
akJkKk + bkIkKk + ckIkJk
.
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(2) For the directed system involved in the above direct limit, the map µk
IkJkKk
akJkKk + bkIkKk + ckIkJk
µk−→ I
k+1Jk+1Kk+1
ak+1Jk+1Kk+1 + bk+1Ik+1Kk+1 + ck+1Ik+1Jk+1
given by µk(x
′) = (xabc)′, where x ∈ IkJkKk and ′ denotes the image of an element in
respect quotients, is injective for all k > 0.
Proof. (1) The local cohomology module H3(at1,bt2,ct3)(R′) has a Z3-grading inherited from the
Z3-grading of R′. Therefore by the equation (22),
[H3(at1,bt2,ct3)(R′)](0,0,0) = lim−→
k
IkJkKk
(image βk)(0,0,0)
.
Since (image βk)(0,0,0) ≃ [akJkKk + bkIkKk + ckIkJk],
[H3(at1,bt2,ct3)(R′)](0,0,0) ∼= lim−→
k
IkJkKk
akJkKk + bkIkKk + ckIkJk
.
(2) Let x ∈ IkJkKk be such that µk(x′) = 0. Then xabc = ak+1u + bk+1v + ck+1w for
some u ∈ Jk+1Kk+1, v ∈ Ik+1Kk+1 and w ∈ Ik+1Jk+1. Hence u ∈ (b, c) ∩ Jk+1Kk+1 =
bJkKk+1 + cJk+1Kk. Thus u = bu1 + cu2 for some u1 ∈ JkKk+1 and u2 ∈ Jk+1Kk.
Similarly, v = av1 + cv2, w = aw1 + bw2 for some v1 ∈ IkKk+1, v2 ∈ Ik+1Kk, w1 ∈ IkJk+1
and w2 ∈ Ik+1Jk. Thus,
xabc = ac(aku2 + c
kw1) + bc(b
kv2 + c
kw2) + ab(a
ku1 + b
kv1).
Hence aku1+b
kv1 ∈ (c)∩IkJkKk+1 = cIkJkKk. Let aku1+bkv1 = cp for some p ∈ IkJkKk.
Then p ∈ (ak, bk) ∩ IkJkKk = akJkKk + bkIkKk. Similarly, aku2 + ckw1 = bq for some
q ∈ akJkKk + ckIkJk and bkv2 + ckw2 = ar for some r ∈ bkIkKk + ckIkJk. Hence
x = p+ q + r ∈ akJkKk + bkIkKk + ckIkJk. Thus x′ = 0 and therefore µk is injective.

Lemma 5.2. Let Let (R,m) be a Noetherian local ring. Let {(Mi, ψi,j)}i≥0 be a directed system of
R−modules and M = lim
−→
k
Mk.
(1) If M is a finitely generated R-module then the natural map ψk : Mk → M is surjective for all
large k.
(2) If ψk,k+1 : Mk −→Mk+1 is injective for k ≫ 0 then λk :Mk →M is injective for large k.
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Proof. (1) Let λi : Mi →
⊕
i≥0Mi be the ith injection. We know that M =
⊕
kMk
N
, where N is
the R−submodule of ⊕kMk generated by elements λjψi,j(mi) − λi(mi) for mi ∈ Mi and i ≤ j.
Let ψk : Mk −→ M be the natural map defined as ψk(mk) = λk(mk) + N . Suppose that M is
generated by ψk1(xk1), ψk2(xk2), . . . , ψkg (xkg) for some xki ∈ Mki . Let k0 = max{k1, k2, . . . , kg}.
Since ψki = ψkψki,k for k ≥ k0, M is also generated by ψk(ψki,k(xki)) for i = 1, 2, . . . , g. Hence
ψk : Mk →M is surjective for k ≥ k0.
(2) Suppose ψk(x) = 0 for some x ∈ Mk. Then λk(x) +N = 0. By [14, Lemma 5.30], ψk,j(x) = 0
for some j ≥ k. Hence x = 0 if k ≫ 0. 
Theorem 5.3. Let (R,m) be an analytically unramified Cohen-Macaulay local ring of dimension
3 with infinite residue field and I, J,K be m−primary ideals in R. Assume that a good complete
reduction of the filtration {IrJsKt} exists. Let (a, b, c) be any good joint reduction of the filtration
{IrJsKt}. Then
(1) λR([H
3
(at1 ,bt2,ct3)
(R′)](0,0,0)) <∞.
(2) λR([H
3
(at1 ,bt2,ct3)
(R′)](0,0,0)) = λR
(
IrJsKt
arJsKt+bsIrKt+ctIrJs
)
for large r, s, t.
(3) λR([H
3
(at1 ,bt2,ct3)
(R′)](0,0,0)) = e3(IJK)−[e3(IJ)+e3(IK)+e3(JK)]+e3(I)+e3(J)+e3(K).
In particular, λR([H
3
(at1 ,bt2,ct3)
(R′)](0,0,0)) is independent of good joint reduction (a, b, c) of {IrJsKt}.
Proof. (1) By Theorem 5.1(1),
[H3(at1,bt2,ct3)(R′)](0,0,0) ∼= lim−→
k
IkJkKk
akJkKk + bkIkKk + ckIkJk
.
Let S(a,b,c)(r, s, t) = λR
(
IrJsKt
arJsKt+bsIrKt+ctIrJs
)
. First we show that S(a,b,c)(r, s, t) is a con-
stant for r, s, t≫ 0. Let (xij) be a good complete reduction of {IrJsKt}. Let x = x11, y =
x22 and z = x33. Then, by Remark 2.6(2), (x, y, z) is a good joint reduction of {IrJsKt}.
By Theorem 2.8, λR([H
3
(xt1,yt2,zt3)
(R′)](0,0,0)) <∞. Thus [H3(xt1,yt2,zt3)(R′)](0,0,0) is a finitely
generated R−module. Therefore, by Theorem 5.1 and Lemma 5.2, for k ≫ 0,
[H3(xt1,yt2,zt3)(R′)](0,0,0) ∼=
IkJkKk
xkJkKk + ykIkKk + zkIkJk
Hence
λR([H
3
(xt1,yt2,zt3)
(R′)](0,0,0)) = S(x,y,z)(k, k, k). (23)
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By Theorem 4.5, S(x,y,z)(r, s, t) is a polynomial function in r, s, t of total degree atmost 1.
Fixing s0, t0 large, S(x,y,z)(r, s0, t0) is a polynomial function in r of degree atmost 1. Hence
coefficient of r in the polynomial associated with S(x,y,z)(r, s0, t0) is nonnegative. Thus the
coefficient of r in the polynomial associated with S(x,y,z)(r, s, t) is nonnegative. Similarly,
coefficients of s and t in the polynomial associated with S(x,y,z)(r, s, t) are nonnegative. By
equation (23), S(x,y,z)(k, k, k) is a constant for large k. Hence the sum of coefficients of r, s, t
in the polynomial associated with S(x,y,z)(r, s, t) is zero. Hence each coefficient of r, s, t in
the polynomial associated with S(x,y,z)(r, s, t) is zero. Thus, by Theorem 4.5, for r, s, t≫ 0,
S(a,b,c)(r, s, t) = e3(IJK)− [e3(IJ) + e3(IK) + e3(JK)] + e3(I) + e3(J) + e3(K) (24)
for any good joint reduction (a, b, c) of {IrJsKt}. Let
µk :
IkJkKk
akJkKk + bkIkKk + ckIkJk
−→ I
k+1Jk+1Kk+1
ak+1Jk+1Kk+1 + bk+1Ik+1Kk+1 + ck+1Ik+1Jk+1
be the map involved in the direct limit. By Theorem 5.1(2), µk is injective for k > 0.
By equation (24), S(a,b,c)(k, k, k) is a constant for k ≫ 0. Hence µk is an isomorphism for
k ≫ 0. Therefore for k ≫ 0,
[H3(at1,bt2,ct3)(R′)](0,0,0) ∼=
IkJkKk
akJkKk + bkIkKk + ckIkJk
(25)
and hence [H3(at1,bt2,ct3)(R′)](0,0,0) has finite length.
(2) Follows from equations (24) and (25).
(3) Follows from equations (24) and (25).

Theorem 5.4. Let (R,m) be an analytically unramified Cohen-Macaulay local ring of dimension
3 and I, J,K be m−primary ideals in R. Assume that a good complete reduction of the filtration
{IrJsKt} exists. The following statements are equivalent:
(1) [H3(at1,bt2,ct3)(R′)](0,0,0) = 0 for some good joint reduction (a, b, c) of the filtration {IrJsKt},
(2) [H3(at1,bt2,ct3)(R′)](0,0,0) = 0 for any good joint reduction (a, b, c) of the filtration {IrJsKt},
(3) the normal joint reduction number of I, J,K is zero with respect to any good joint reduction
(a, b, c) of the filtration {IrJsKt},
(4) the normal joint reduction number of I, J,K is zero with respect to some good joint reduction
(a, b, c) of the filtration {IrJsKt},
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(5) e3(IJK)− [e3(IJ) + e3(IK) + e3(JK)] + e3(I) + e3(J) + e3(K) = 0.
Proof. (1)⇒ (2) : The result follows by the Theorem 5.3(3).
(2)⇒ (3) : By Theorem 5.3(2), for r, s, t≫ 0,
IrJsKt = arJsKt + bsIrKt + ctIrJs,
say for r, s, t ≥ N ≥ 1. Suppose N ≥ 2. We prove that for s, t ≥ N
IN−1JsKt = aN−1JsKt + bsIN−1Kt + ctIN−1Js.
Let z ∈ IN−1JsKt. Then az ∈ INJsKt. Let az = aNu + bsv + ctw for some u ∈ JsKt, v ∈
INKt, w ∈ INJs. Then z − aN−1u ∈ (bs, ct) ∩ IN−1JsKt = bsIN−1Kt + ctIN−1Js, by Lemma 4.1.
Hence z ∈ aN−1JsKt + bsIN−1Kt + ctIN−1Js.
Similar argument shows that
IrJN−1Kt = arJN−1Kt + bN−1IrKt + ctIrJN−1 for r, t ≥ N
IrJsKN−1 = arJsKN−1 + bsIrKN−1 + cN−1IrJs for r, s ≥ N.
Continuing as above, we get that for all r, s, t ≥ 1,
IrJsKt = arJsKt + bsIrKt + ctIrJs.
Hence IrJsKt ⊆ aIr−1JsKt + bIrJs−1Kt + cIrJsKt−1 for all r, s, t ≥ 1. Thus the normal joint
reduction number of I, J,K is zero with respect to (a, b, c).
(3)⇒ (4) : This is clear.
(4)⇒ (5) : First we prove that for r, s, t > 0,
IrJsKt = arJsKt + bIrJs−1Kt + cIrJsKt−1. (26)
Induct on r. Since the normal joint reduction number of I, J,K is zero with respect to (a, b, c),
the result is true for r = 1. Let r > 1 and x ∈ IrJsKt. Therefore x = au + bv + cw for some
u ∈ Ir−1JsKt, v ∈ IrJs−1Kt, w ∈ IrJsKt−1. By induction, u = ar−1u1 + bu2 + cu3 for some
u1 ∈ JsKt, u2 ∈ Ir−1Js−1Kt, u3 ∈ Ir−1JsKt−1. Hence x ∈ arJsKt + bIrJs−1Kt + cIrJsKt−1.
Similarly, for r, s, t > 0,
IrJsKt = aIr−1JsKt + bsIrKt + cIrJsKt−1 and (27)
IrJsKt = aIr−1JsKt + bIrJs−1Kt + ctIrJs. (28)
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We use induction on r + s+ t to prove that for r, s, t > 0,
IrJsKt = arJsKt + bsIrKt + ctIrJs.
Suppose r + s + t = 3. Then r = s = t = 1. Since the joint reduction number is zero, result is
true in this case. Let r + s + t > 3. Without loss of generality we may assume that s > 1. If
r = t = 1, then result follows from the equation (27). Therefore we may also assume that t > 1.
Let x ∈ IrJsKt. Then, by the equation (26), x = aru+ bv + cw for some u ∈ JsKt, v ∈ IrJs−1Kt
and w ∈ IrJsKt−1. By induction, v = arv1 + bs−1v2 + ctv3 and w = arw1 + bsw2 + ct−1w3
for some v1 ∈ Js−1Kt, v2 ∈ IrKt, v3 ∈ IrJs−1, w1 ∈ JsKt−1, w2 ∈ IrKt−1, w3 ∈ IrJs. Thus
x ∈ arJsKt + bsIrKt + ctIrJs.
Therefore, by Theorem 4.5, result follows.
(5)⇒ (1) : Follows from Theorem 5.3(3). 
Theorem 5.5. Let (R,m) be an analytically unramified Cohen-Macaulay local ring of dimension
3 and I, J,K be m−primary ideals in R. Let (a, b, c) be a good joint reduction of the filtration
{IrJsKt}. Assume that λR(R/IrJsKt) = P I,J,K(r, s, t) for r + s + t > 0. Then the normal joint
reduction number of I, J,K is zero with respect to (a, b, c) if and only of e3(IJK) = 0.
Proof. Since λR(R/IrJsKt) = P I,J,K(r, s, t) for r + s+ t > 0, taking s = t = 0 and r > 0, we get
e(1,0,0) = e2(I), e3(IJK) = e3(I).
Taking t = 0 and r, s≫ 0, we get e(1,0,0) = e(1,0)(I, J), e(0,1,0) = e(0,1)(I, J) and e3(IJK) = e3(IJ).
Since λR(R/IrJsKt) = P I,J,K(r, s, t) for r + s + t > 0, arguing similarly and using Theorem 4.5,
we get that for r, s, t > 0,
λR
(
IrJsKt
arJsKt + bsIrKt + ctIrJs
)
= e3(IJK).
Thus e3(IJK) = 0 if and only if for r, s, t > 0, IrJsKt = a
rJsKt+bsIrKt+ctIrJs. Hence the normal
joint reduction number of I, J,K is zero with respect to (a, b, c) if and only of e3(IJK) = 0. 
6. Some Applications
In this section we discuss a few applications of Theorem 5.4. Let (R,m) be an analytically
unramified local ring of dimension d and I be an m−primary ideal in R. An ideal K ⊆ I is said to
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be a reduction of the filtration {In} if KIn = In+1 for all large n. A minimal reduction of {In} is
a reduction of {In} minimal with respect to inclusion. For a minimal reduction K of {In}, we set
rK(I) = sup{n ∈ Z | In 6= KIn−1}.
The reduction number r(I) of {In} is defined to be the least rK(I) over all possible minimal
reductions K of {In}.
Theorem 6.1. [9, Corollary 3.17] Let (R,m) be an analytically unramified Cohen-Macaulay local
ring of dimension d ≥ 3 with infinite residue field and I be an m−primary ideal in R. Let G(I) =⊕
n≥0 I
n/In+1 be the associated graded algebra of {In}. Suppose depthG(I) ≥ d−1. Then r(I) ≤ 2
if and only if e3(I) = 0.
Proof. Let r(I) ≤ 2. Then e3(I) = 0 by [9, Corollary 3.17]. To prove the converse we use induction
on d. Let d = 3. Since depthG(I) ≥ 2, there exists a minimal reduction J = (a, b, c) of {In} such
that a∗, b∗, c∗ are nonzerodivisors in G(I) and (a∗, b∗), (b∗, c∗), (a∗, c∗) are G(I)−regular sequences.
Hence (xij), where xi1 = a, xi2 = b and xi3 = c, for all i = 1, 2, 3, is a good complete reduction
of {IrIsIt} and (a, b, c) is a good joint reduction of {IrIsIt}. Since e3(I) = e3(I2) = e3(I3), by
Theorem 5.4, e3(I) = 0 if and only if rJ(I) ≤ 2. By [9, Corollary 3.8], r(I) is independent of the
minimal reduction chosen. Hence e3(I) = 0 if and only if r(I) ≤ 2.
Suppose d > 3. Let I = (a1, . . . , al) for some l ≥ 1. For indeterminates X1, . . . ,Xl, set S =
R[X1, . . . ,Xl]m[X1,...,Xl], z = a1X1 + · · · + alXl and C = S/zC. Then, by [6, Theorem 1] and
[6, Corollary 8], C is an analytically unramified Cohen-Macaulay local ring of dimension d − 1
and e3(I) = e3(IC). Therefore then r(IC) ≤ 2, by induction. Hence, by [6, Proposition 17],
r(I) ≤ 2. 
Theorem 6.2. Let (R,m) be a Cohen-Macaulay local ring of dimension d and I = (I1, I2, I3)
be m−primary ideals in R. Let F be an I−admissible filtration. Suppose that R(F) is Cohen-
Macaulay. Then PF (n) = HF (n) for all n ≥ 0.
Proof. Since aj(R(F)) = −1, by Lemma 3.7, for each j = 1, 2, 3
[H iM(R(F))]n = 0 for all nj ≥ 0 and all i ≥ 0.
Therefore, by Lemma 3.5, [H iR++(R(F))]n = 0 for all n ≥ 0 and all i ≥ 0. Thus, by Lemma 3.8,
[H iR++(R′(F))]n = 0 for all n ≥ 0 and all i ≥ 0. Hence, by difference formula [7, Theorem 5.1], for
37
all n ≥ 0, we have
PF (n)−HF(n) =
d∑
i=0
(−1)iλR([H iR++(R′(F))]n) = 0
Hence PF (n) = HF(n) for all n ≥ 0. 
Theorem 6.3. Let R = k[x, y, z] be polynomial ring in 3 variables x, y, z. Let m = (x, y, z) and
I, J,K be an m−primary monomial ideal in R. Let S = Rm. Then the normal joint reduction
number of IS, JS,KS is zero with respect to every good joint reduction of {IrJsKtS}.
Proof. Note that S is an analytically unramified Cohen-Macaulay local ring of dimension 3 and
IS, JS,KS are mS−primary ideals in S. By [2, Theorem 6.3.5], R(I, J,K) is Cohen-Macaulay.
Since aS = aS for every ideal a in R, we have
R(IS, JS,KS) =
⊕
r,s,t≥0
IrJsKtStr1t
s
2t
t
3 =
⊕
r,s,t≥0
IrJsKtStr1t
s
2t
t
3 = R(I, J,K)S.
Hence R(IS, JS,KS) is Cohen-Macaulay. Thus, by Theorem 3.9, there exists a good complete re-
duction (xij)1≤i,j≤3 of the filtration {IrJsKtS}. By Theorem 6.2, P IS,JS,KS(r, s, t) = HIS,JS,KS(r, s, t)
for all r, s, t ≥ 0. Hence P IS,JS,KS(0, 0, 0) = e3(IJKS) = 0. Therefore, by Theorem 5.5, the normal
joint reduction number of IS, JS,KS is zero with respect to every good joint reduction (a, b, c) of
{IrJsKtS}. 
Theorem 6.4. Let R = k[x, y, z],m = (x, y, z) and I be an m−primary monomial ideal in R.
Suppose I and I2 are complete. Then In is complete for all n ≥ 1.
Proof. Let S = Rm. Then, by Theorem 6.3, the normal joint reduction number of IS, IS, IS is zero
with respect to every good joint reduction J = (a, b, c) of {IrIsItS}. Hence InS = JIn−1S for all
n ≥ 3. Since I and I2 are complete, IS and I2S are compete. Thus InS is complete for all n ≥ 1.
Hence In is complete for all n ≥ 1. 
Theorem 6.5. Let R = k[x, y, z],m = (x, y, z) and I, J be m−primary monomial ideals in R.
Suppose that IrJs is complete for all r, s ≥ 0 such that r + s ≤ 2. Then IrJs is complete for all
r, s ≥ 0.
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Proof. Let S = Rm. By Theorem 6.3, the normal joint reduction number of IS, IS, JS and
IS, JS, JS is zero with respect to every good joint reduction of {IrIsJ tS} and {IrJsJ tS} re-
spectively. Let (a1, b1, c1) be a good joint reduction of the filtration {IrIsJ tS} and (a2, b2, c2) be a
good joint reduction of the filtration {IrJsJ tS}. Then
IrJsS = (a1, b1)Ir−1JsS + c1IrJs−1S for all (r, s) ≥ (2, 1) and (29)
IrJsS = (a2)Ir−1JsS + (b2, c2)IrJs−1S for all (r, s) ≥ (1, 2). (30)
It suffices to show that IrJsS is complete for all r, s ≥ 0. By Theorem 6.4, InS and JnS are
complete for all n ≥ 1. We use induction on r + s to show that IrJsS is complete for all r, s ≥ 0.
By assumption, result is true for r + s ≤ 2. Suppose r + s > 2. We may assume that r > 1. Since
IrS is complete for all r ≥ 1, assertion is true for s = 0. Hence we may also assume that s ≥ 1. By
induction, Ir−1JsS and IrJs−1S are complete. Therefore, by equation (29), IrJsS is complete. 
Theorem 6.6. Let R = k[x, y, z],m = (x, y, z) and I, J,K be m−primary monomial ideals in R.
Suppose that IrJsKt is complete for all r, s, t ≥ 0 such that r+ s+ t ≤ 2. Then IrJsKt is complete
for all r, s, t ≥ 0.
Proof. Let S = Rm. By Theorem 6.3, the normal joint reduction number of IS, JS,KS is zero
with respect to every good joint reduction of the filtration {IrJsKtS}. Let (a, b, c) be a good joint
reduction of the filtration {IrJsKtS}. Hence, for all r, s, t ≥ 1,
IrJsKtS = aIr−1JsKtS + bIrJs−1KtS + cIrJsKt−1S. (31)
It suffices to show that IrJsKtS is complete for all r, s, t ≥ 0. We use induction on r + s + t to
show that IrJsKtS is complete for all r, s, t ≥ 0. By assumption result is true for r + s + t ≤ 2.
Let r + s + t ≥ 3. By Theorem 6.5, IrJsS, IrKtS and JsKtS are complete for all r, s, t ≥ 0.
Hence result is true if r = 0 or s = 0 or t = 0. Therefore, we may assume that r, s, t ≥ 1.
By induction, Ir−1JsKtJS, IrJs−1KtS and IrJsKt−1S are complete. Hence, by equation (31),
IrJsKtS is complete. 
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