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Abstract
Complex chalcogenides provide an important platform to explore the interplay between
structure, charge, and spin across pressure-induced phase transitions. Where much of the
previous research has been focused on tuning these materials towards the single-layer limit,
we instead explore modification of bond lengths and bond angles under compression.
In the first project we revealed piezochromism in MnPS3 . We combined high pressure
optical spectroscopy and first-principles calculations to analyze the dramatic color change
(green → yellow → red → black) that takes place as the charge gap shifts across the
visible and into the near infrared region, moving systematically toward closure at a rate of
approximately -50 meV/GPa. The discovery of deterministically controlled piezochromism
at room temperature provides an exciting opportunity to seek out this functionality in other
complex chalcogenides.
NiPS3 is the second platform of investigation in this dissertation. By combining a variety
of high pressure experimental techniques including synchrotron-based infrared spectroscopy,
Raman scattering, x-ray diffraction, and an in-depth symmetry analysis with first-principles
calculations we revealed five different states of matter up to 39 GPa. Bringing together
the appearance of a polar high pressure phase from symmetry analysis and the insulatormetal transition with the appearance of a Drude, we suggest the development of a room
temperature polar metal above 23 GPa. By providing a platform to access this uncommon
state of matter, this research will further the development and understanding of polar metals
more broadly.
In our final project, we compared the prototypical parent compound FePS3 with
chemically-similar CrPS4 .

We found that these materials displayed markedly different

symmetry progressions and high pressure states of matter under pressure. CrPS4 in fact
vi

drives toward P 2/m – a symmetry not observed in any of the other systems.

These

differences are attributed to the structural differences including the van der Waals gap size,
layer corrugation, and character of the P–P linkage, as well as the orbital occupation of the
transitions metals. The structure-property relations in these compounds demonstrate the
importance of structural and electronic contributions in the determination of the different
symmetry breaking within these materials under compression.
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Symbol size denotes relative intensity, and the dashed line extrapolates a
feature with nacent intensity. (e,f ) Raman scattering response of FePS3 and
frequency vs. pressure trends. The closed and open symbols represent two
independent sets of measurements. Spectra in the different phases are denoted
with orange, blue, and gray curves. The critical pressures, PC1 and PC2 ,
are indicated by diffuse gray lines. (g) Displacement patterns involved in
symmetry progression [4]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

6.2

Vibrational properties of CrPS4 under compression at 300 K. (a-d) Infrared
absorption and frequency vs. pressure trends. Metallicity appears above PC2
as evidenced by the development of a Drude which screens the infrared-active
phonons. This area is indicated with symbol sizes denoting relative intensity.
(e,f ) Raman scattering response of CrPS4 and frequency vs. pressure trends.
Spectra of the different high pressure phases are indicated with red, green,
and gray curves. The critical pressures, PC1 and PC2 , are denoted with diffuse
gray lines. (g) Displacement patterns involved in symmetry progression [4].
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Chapter 1
Introduction: van der Waals materials
under external stimuli
1.1

From graphene to complex chalcogenides

Exfoliation of monolayer graphene from van der Waals graphite is recognized as one of
the most significant scientific breakthroughs of our time, and Novolosov and Geim even
received the Nobel prize in later years [24]. It turned out that while graphene was an
excellent platform for studying Dirac physics, it did not live up to expectations in terms
of applications. The main drawback was that graphene is a Dirac metal rather than a
semiconductor, so it does not possess a bandgap. Hexagonal boron nitride (a large gap
insulator) and black phosphorous (a narrow bandgap semiconductor) quickly filled this need
[25, 26]. Transition metal dichalcogenides also provide highly tunable bandgaps between 0
and 2 eV, and MoS2 and WS2 among others were quickly integrated into devices [27]. Besides
this chemical tunability which depends upon metal and chalcogenide site substitutions, it
was immediately realized that these materials were tunable under pressure. In fact, early
work showed that MoS2 could be driven from the insulating state to the metallic state under
19 GPa [6]. So we see that chemical pressure and physical pressure impact the properties of
transition metal dichalcogenides.
Complex chalcogenides are also of interest.

The majority are semiconductors at

ambient conditions, and under external stimuli like pressure, systems like CrPS4 , MnPS3 ,
1

FePS3 display insulator-metal transitions, the possibility of an orbitally-selective state, and
superconductivity [2, 28, 29]. These materials have also been used to establish magnetism in
single layer form. The M PS3 ’s and the Cr analog provide an ideal platform to explore the
different symmetries and ground states under pressure while, at the same time, allowing us
to unravel structure-property relations in this chemically-similar family of materials. When
we use pressure to change bond lengths and bond angles, we change the competition between
charge, structure, and magnetism. Depending on the strength of the interaction, it is possible
to achieve deterministic control of the properties and even unveil states of matter than are
inaccessible through thermal means. In other words, pressure (and likely strain) provides a
route to exotic properties and elusive states of matter.

1.2

Structure of van der Waals materials

Within the transition metal trichalcogenides, we will be focusing on the M PX3 compounds.
In this family of materials the metal-cation (M ) refers to a divalent transition metal with a
+2-charge. While there is on-going research on a variety of transition metals, including spinorbit coupling for 4d and 5d metals, this research will be centered around the 3d-transition
metals Mn, Ni, and Fe. In our materials where the chalcogenide (X) is S, the anion or
PX3 portion of these materials are found in the form of a [P2 S6 ]−4 -dimers. Within the
individual layers six transition metals octahedrally coordinated to the S-atoms are arranged
in a honeycomb lattice around the dimers.
This project also includes the closely related compound CrPS4 . Instead of dimerized
−2
P2 S−4
6 -units, this compound includes tetrahedrally coordinated PS3 -units found between

rows of octahdrally coordinated Cr+3 -atoms in the structure. These PS−2
3 units alternate
above and below the ab-plane of the 2D-rectangular lattice, eventually creating a charge
storage layer. Because these tetrahedra are located between rows of octahedra, along the
b-axis, distances between neighboring Cr3+ atoms are longer along a than b, creating in-plane
anisotropy [30]. In both compounds, the individual layers of the materials are all weakly
held together via van-der-Waals interactions [31, 32, 33, 34]. A comparison of the structures
is shown in Fig. 1.1, with FePS3 representing the M PX3 class of materials, in contrast with
2

CrPS4 . The layer thicknesses and van der Waals gap sizes of all compounds included in this
project are shown in Table 1.1.

1.3

Pressure induced phase transitions

The application of pressure often yields phase transitions. These transitions are spectroscopically revealed through vibrational spectroscopy in the form of the appearance/dissappearance
of peaks, combination or splitting of peaks, or by the change in slope of a peak seen in a
pressure vs frequency plot. It is crucial to develop an understanding of the phase transitions
under pressure in order to compare different phases and discern the origin of properties
within a high pressure phase. Through the direct modification of bond lengths and angles
within the crystal structure unique material properties are accessed. For example, structural
disortions in molecule-based solids like [Cu(pyz)1.5 (4-HOpy)2 ](ClO4 )2 lead to a high pressure
ferroelectric spacegroup [35], an order-disorder transition in [(CH3 )2 NH2 ]Mn(HCOO)3 [36],
[Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ] displays a high-to-low spin crossover [37], and metallization under
pressure [38, 39, 40]. In combination with group theory and an analysis of the changes
in symmetry elements, vibrational spectroscopy provides a powerful tool to predict the
spacegroups of these materials through pressure induced phase transitions. Pressure effects
are somewhat different in complex chalcogenides.

1.4

Main findings in M PX3 compounds (M = Fe, Ni,
Mn) and CrPS4

In this dissertation, I spectroscopically probe the response of the M PX3 family of transition
metal trichalcogenides under quasihydrostatic pressure. This family was expected to follow
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Figure 1.1: (a,b) Crystal structures of FePS3 and CrPS4 in plane and perpendicular to
the layers.[2, 3] Slab thicknesses and van der Waals gap sizes are indicated [4].
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Table 1.1: A comparison of the layer thickness and van der Waals gap for the materials of
interest in this work. The local environment around the phosphorus as well as the presence
of layer corrugation is indicated.
Material
MnPS3
FePS3
NiPS3
CrPS4

Layer thickness
3.22 Å
3.21 Å
3.13 Å
3.69 Å

Gap thickness
3.27 Å
3.26 Å
3.19 Å
2.46 Å

5

P-structure
P–P dimer
P–P dimer
P–P dimer
hinge

Corrugation
no
no
no
yes

the simple structural progression of C2/m → C2/m-like → P 3̄1m, and eventual metallization
as seen in FePS3 [2]. Unexpectedly, MnPS3 , NiPS3 and CrPS4 behaved very differently than
expected and individually display their own unique properties under pressure. Our findings
are summarized in Table 1.2

1.4.1

Piezochromism in MnPS3

At ambient conditions MnPS3 has a charge-transfer direct band gap of 2.64 eV. The
absorption edge is comprised primarily of charge transfer excitations from the 3p valence
band of the S to the localized 3d bands of the Mn [41, 42]. Knowing pressure is often used
to modify electronic structure and orbital overlap, the unique location of MnPS3 ’s band
gap in the visible energy range presents an opportunity to observe piezochromism [43, 44].
With the addition of pressure the band gap is found to systematically decrease at a rate of
-50 meV/GPa, until metallization where the band gap very quickly moves towards closure.
Piezochromism is demonstrated by a gradual green (ambient) → yellow (3 GPa), → red
(8 GPa), and → black (20 GPa), transition under pressure. The reversiblity and linear
decrease of the band gap allows for precise modulation of the piezochromic response across
the visible spectrum. The vibrational properties of MnPS3 were measured alongside the
optical properties under pressure. A “sliding” transition was observed in this compound
leading to the restoration of the three-fold axes of rotation. Evidence for this transition is
indirect, due to the layer localized nature of the phonon modes, in contrast to the sliding
transition which occurs between layers. As a result, traditional peak coalescence effects were
replaced by more subtle slope changes in the peak frequencies with increasing pressure. We
also find an insulator-to-metal transition. This is evidenced by the screening of a very large
phonon, pertaining to a P-S stretch in the infrared response. The development of a Drude
as pressure increases steadily screens the absorbance until it can no longer be seen at 28.2
GPa.

6

Table 1.2: Scientific problems and important findings in this dissertation.

Materials of Interest

MnPS3

NiPS3

FePS3 and CrPS4

Scientific Problem

Our Findings

• Origin of piezochromism
• Dynamics of bandgap
closure under compression
• Vibrational spectroscopy of
structural transitions
• Lattice changes at critical
pressures

• The charge gap red-shifts across the
visible and into the near infrared, demonstrating a controllable piezochromic response of green → yellow → red → black.
• The bandgap closes at a rate of -50
meV/GPa up to the insulator-to-metal
transition, where it closes much quicker.
• At 28.2 GPa the screening of the P-S
stretch at 580 cm−1 demonstrates the
development of a Drude response.
• A “sliding” transition or alignment
of the phosphorus-phosphorus dimer is
evidenced by subtle slope changes in the
vibrational spectra.

• Vibrational spectroscopy
under compression
• Changes in symmetry
elements
via
structural
transitions
• Structure-property relations
• Metallization under pressure

• Establish a symmetry progression
of C2/m → P 3̄ → P 3̄m1 → polar
spacegroups above 23 GPa.
• Phonon displacement patterns were
used to observe structural transitions and
the corresponding gain/loss of symmetry
elements.
• An increased interaction of the layers,
as the result of having a smaller van der
Waals gap size resulted in an unexpected
symmetry progression under pressure.
• The development of a possible polar
metal is seen evidenced by the Drude
response while in a polar spacegroup.

• Structure-property relations
• Spectroscopic investigation
of
vibrational
properties
under pressure.
• Possible high pressure
multiferroic.

• FePS3 goes through the accepted
evolution of C2/m → C2/m-like →
P 3̄1m.
• CrPS4 does not go through the same
structural transitions (C2 → C2/m →
P 2/m)
• Under compression CrPS4 has a high
pressure antiferromagnetic phase.
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1.4.2

Symmetry progression and development of polar metallicity
in NiPS3

The unique symmetry progression in NiPS3 under compression provides an opportunity
to explore a variety of different states of matter not present in other members of the
M PS3 family of materials. By combining high pressure vibrational spectroscopies and xray diffraction with an extensive symmetry analysis and first-principles calculations, we show
that this system displays a series of five different structures from C2/m at ambient conditions
to P 1 above 35 GPa. We suggest NiPS3 to be a polar metal above approximately 23 GPa
due to the development of metallicity (evidenced by a Drude in the infrared that screens
the phonons) and loss of the center of inversion (established by a combined symmetry and
structural analysis). Although polar metals are currently a very hot topic from the theoretical
point of view, they are uncommon and not well understood at the moment. Physical systems
are very uncommon due to the need to overcome the innate opposition between metallicity
and the presence of polar moments [45, 46, 47]. The discovery of a candidate physical
manifestation of this elusive state of matter is useful and important, offering a real system
on which to carry out experiments and test predictions.

1.4.3

Metal site substitution and role of the P-P dimer on
symmetry breaking in FePS3 and CrPS4 under pressure

The M PS3 family of materials (M = Mn, Ni, Fe), including the CrPS4 analog were all
expected to follow the simple structural progression of C2/m → C2/m-like → P 3̄1m, and
eventual metallization as seen in FePS3 [2]. The goal of this work was to unravel structureproperty relations in order to better understand why these materials are so different. Already
knowing how FePS3 ’s structural evolution proceeds under pressure provides us a great model
compound for comparison. Taking a look at CrPS4 , we find the material, possessing a slight
distortion from C2/m already begins in a lower-symmetry space group (C2), than FePS3 .
Pressure drives two structural transitions from C2 → C2/m → P 2/m. The main structural
difference between these two compounds is the absence of a P–P dimer in CrPS4 , leading to
increased flexibility and anisotropy within the plane. In a similar manner to the development
8

of a polar metal in NiPS3 , according to theory the metallic state of CrPS4 represents yet
another unique state of matter, an antiferromagnetically ordered metal. Taken together,
we see that metal site substitution and the character of the partially-filled eg orbitals as
well as the presence or absence of the P–P dimer, layer corrugation, and the size of the van
der Waals gap act to determine the type of symmetry breaking in these materials under
compression.

1.5

Outline

The remainder of this dissertation is orgainzed as follows: Chapter 2 presents a literature
survey of complex chalcogenides. Chapter 3 covers the basics of infrared, Raman and optical
spectroscopies, as well as instrumentation and experimental techniques. Chapter 4, 5, and 6
are the projects of interest in this work: piezochromism in the magnetic chalcogenide MnPS3 ,
symmetry progression and possible polar metallicity in NiPS3 , and metal site substitution
and role of the P–P dimer on symmetry breaking in FePS3 and CrPS4 . Chapter 7 provides
an overall summary of my work.
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Chapter 2
Literature survey
2.1

Complex chalcogenides

Given their unique physical and chemical properties, 2D-materials are highly sought after
for their electronic and structural characteristics. The quasi-2D dimensionality of these
layered compounds leads to confinement effects resulting in novel conductivity, anisotropic
magnetic, behavior, and charge density waves. The vast implementation stemming from
electronic, magnetic, structural, and transition metal dependent effects within these families
of transition metal chalcogenides has proved interesting across multiple disciplines, leading
to many applications. Due to the intertwined nature of these magnetic and electronic
transitions, the application of an external tuning parameter often drives the occurrence
of several complex and interesting phenomena in these materials.

We will review the

development of research on transition metal dichalcogenides, as the research on these
materials forms the groundwork for the closely related transition metal phosphorous
trichalcogenides, paying close attention to effects resulting from the application of pressure
in relation to the work of this dissertation.
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2.1.1

Transition metal dependent orbital occupation and electronic structure

The layered structures of transition metal dichalcognides (TMD’s) allow for the incorporation
for a variety of many chemical species. The choice of both transition metal and chalcogenide
have profound effects on orbital occupation and ionic-size, which in turn directly correlate
to the development of rich physics and complex phase diagrams under external stimuli in
these materials. The structural morphology of these materials are often classified as, the two
most common polymorphs, either the octahedrally coordinated 1T -phase (D3h ), or the the
trigonal prismatic 2H-phase (D3d ). The coordination of the transition metal is dependent on
the stacking pattern of the X-M -X within the individual layers bonded by weak interlayer
van der Waals forces, where M is a transition metal and X are the chalcogenides. The 2Hphase represents an ABA stacking pattern in which chalcogeninde atoms within the layers
align on top of one-another. In the 1T -phase the chalcogenide atoms of the layers are offset,
in an ABC stacking pattern. This interaction becomes important when considering the
hybridization of the transition metal and chalcogenide atomic orbitals [48]. The properties
of bulk transition metal dichalcogenides are diverse – ranging from insulators such as HfS2 ,
semiconductors such as MoS2 and WS2 , semimetals such as WTe2 and TiSe2 , to true metals
such as NbS2 and VSe2 . Many bulk TMDs such as NbSe2 and TaS2 exhibit low-temperature
phenomena including charge density waves (CDW, a periodic distortion of the crystal lattice)
and Mott transitions (metal to non-metal transition in a strongly correlated material), and
superconductivity [8, 49, 50]. Additional material properties beyond bulk properties due
to confinement effects are also introduced in these material when exfoliated to the singlelayer limit [51, 52, 53]. The chemistry of transition metal dichalcogenide compounds and
the related M PX3 ’s thus offers opportunities for going beyond graphene and opening up
new fundamental and technological pathways towards applications in inorganic 2D materials
[5, 54].
In both the 2H and the 1T -phases of MX2 compounds, the non-bonding d-bands are
located within the gap between the bonding and antibonding bands of the charge transfer
bonds [Fig. 2.1]. Octahedrally coordinated transition metal centers form degenerate dz2 ,x2 −y2
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Figure 2.1: A diagram depicting the density of states with progressive d-orbital filling for
group IV, V, VI, VII, and X transition metal dichalcogenides. The Fermi level (EF is shown
with a black dotted line, the bonding (lower energy) and antibonding (higher energy) states
are found below and above the line respectively. The 2H-phase and 1T -phase represent the
octahedral and trigonal prismatic coordination of the transition metal. The filled electronic
states are colored orange [5].
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(eg ) and dyz,xz,xy (t2g ) orbitals that can together accomodate the transition metal’s delectrons. On the other hand, the d-orbitals of transition metals with trigonal prismatic
coordination split into three groups dz2 (a1 ), dx2 −y2 ,xy (e) and dxz,yz (e0 ), with a gap of ≈1
eV between the first two groups of orbitals. Determination of the electronic properties in
transition metal dicahlcogenides result from the both the coordination and occupation of
these d-orbitals. If the electronic bands come from partially filled d-orbitals the materials
are often metallic in nature such as, 2H-NbSe2 and 1T -ReS2 . Whereas, if these electronic
bands are filled, the materials are semiconducting as in 1T -HfS2 , 2H-MoS2 and 1T -PtS2 . The
effect of the chalcogenide atom must also be considered. With increasing atomic size in the
chalcogenide a reduction in the size of the bandgap occurs as a result of a broadening of the
d-bands. This can be seen in the decrease of bandgap size from 1.3-1.0 eV, for the series of
Mo compounds: 2H-MoS2 , 2H-MoSe2 and 2H-MoTe2 [55]. [Fig. 2.1] The occupation of the
transition metal d-orbitals is the principal factor in the determination of TMD morphology.
TMD’s prefer the octahedral environment when the orbitals are less than half-filled and
the trigonal prismatic environment when half-filled. There is a mixing of octahedral and
tetrahedral environments when the orbital occupation is greater than half-filled. Due to size
constraints, TMD’s with a transition metal belonging to Group V, the trigonal prismatic
phases are preferred in these compounds [5].
To better understand these materials, we review the properties of the prototypical
transition metal dichalcogenide MoS2 . The electronic band structure can be calculated using
first principles density functional calculations. The bulk 2H-phase material has a bandgap of
≈1 eV. In this material the valence band maximum in MoS2 is centered at the Γ point, and
the conduction band minimum is found midway between the Γ-K symmetry lines (Fig. 2.2a).
The bulk form of this material is considered an indirect-bandgap semiconductor, because the
valence band maximum and conduction band minimum are not found at the same point in
momentum-space. Interestingly, as a result of confinement effects the monolayer of this
material the 1T -phase is a direct-bandgap semiconductor, where the valence band maximum
and conduction band minimum are both located along the Γ point. The bulk band structure
(N =∞ case) orbital character is shown in Fig. 2.2a. The five distinct 4d-orbitals of Mo and
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Figure 2.2: (a) Energy dispersion energy versus wavevector k in MoS2 . The horizontal
dashed line represents the energy of a band maximum at the K-point. The red and blue
lines represent the conduction and valence band edges, respectively. The indirect bandgap is
indicated with a green dashed line at ambient conditions (left). The metallic band structure
for the metallic phase of MoS2 at 23.8 GPa (right). (b) Pressure dependent electrical
resistivity of MoS2 . (c) A Raman shift vs pressure plot for the peaks shown in panel (d).
The changes in slope indicate critical pressures between the different high-pressure phases.
The same three high pressure phases are found in panels (b) and (c) separated by vertical
grey dashed lines: semiconducting (SC), intermediate state (IS) and the metallic region
(Metal). (d) Raman spectra with increasing pressure up to 28 GPa. (e) Raman-active
modes of interest in MoS2 [5, 6].
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the six (three for each layer) different 3P orbitals of S make up the more than 90% of the
orbital character in the four conduction bands and seven valence bands shown [5].
Important points in the electronic band structure at ambient conditions, are shown in
Fig. 2.2a, on the left, including: the conduction band minimum at the Γ-point, valence band
maximum, a slightly lower secondary maximum of the valence band at the K-point and the
global conduction band minimum located in between the Γ and K-point [5]. The momentum
of the out-of-plane orbital contributions along the c-axis has been found to play a large role
in the relationship and proximity of the energy levels within momentum space. In order to
correctly reproduce the more subtle effects related to the bulk, such as the indirect-direct
bandgap transition, the single-layer model of MoS2 electronic structure must be extended to
include interlayer interactions involving these out-of-plane orbitals [5].
In recent studies, several tuning parameters have been employed to modify the electronic
properties of members of the MoX2 family, including: chemical doping, intercalation, surface
functionalization and defect engineering. With consideration for all of these effects TMD’s
and TMT’s provide a very fertile ground to grow these fields both computationally and
experimentally.

Under external stimuli electronic structure calculations have suggested

an iso-structural semiconducting to metallic transition in multilayered MoS2 that can be
induced via pressure or strain [? ]. There has been a multitude of studies conducted
on the effects of hydrostatic pressure, as well as strain on the band structure of layered
transiton metal dichalcogenides. These studies have lead to interesting findings including
changes in the nature of their bandgaps, semiconductor-to-metal transitions and even
superconductivity [56].

The implementation of high pressure cell techniques alongside

density functional theoretical calculations has been demonstrated as an effective method
for elucidating electrical, vibrational, optical, and structural properties in a plethora of
materials. Here we will focus on the analysis of the electronic and structural properties of
MoS2 under compression.
In − situ electrical conductivity measurements of 2H-MoS2 at room-temperature reveal
a grudual decrease in resistivity ρ with pressure up to 10 GPa. At 10 Gpa a sharp decrease,
≈3 orders of magnitude in the value of resistance is seen up to 19 GPa, as a result of
the vanishing band gap owing to a semiconductor-metal electronic transition.[Fig. 2.2b]
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Theoretical calculations determine the semiconducting nature of MoS2 originates from the
mixed ionic and covalent bonding of Mo and S atoms within a layer, Mo and S atoms are
bound by mixed ionic and covalent bonding behaviour. Upon compression, MoS2 experiences
anisotropic compressibility. In other words, the interlayer (c axis) decreases more significantly
than the intralayer distance (ab plane). With increasing pressure, theoretical calculations
show the electronic charge to redistribute away from the S atoms and onto the Mo atoms.
Near the critical transition pressure, the maximum charge redistribution is predicted to occur
in between the MoS2 layers across the vdW gap, indicating enhanced S-S orbital overlap [11].
It is helpful to accompany the theoretical calculations and resistivity measurements with
spectrsocopic experiments. Raman spectroscopy is a very accurate tool for gaining insight
on the lattice vibrations of crystalline materials and has been commonly used to characterize
the two prominent vibrational modes (E2g in-plane and A1g out-of-plane motions) that are
found in MoS2 . [Fig. 2.2d,e] The frequency vs pressure plot for the A1g mode shows three
distinct regions (i) significantly increasing Raman shift up to 10 GPa (ii) nearly monotonic
shift with pressure between 10 and 19 GPa and (iii) pressure-dependent Raman shift above
19 GPa [Fig. 2.2c]. A decrease in the rate of change of the out-of-plane A1g phonon mode
represents the intermediate-phase and is attributed the increased interaction between layers
[11]. Although Raman is a local probe technique and indicates some sort of change in the
local crystal-structure, here the symmetry of this element can only guide us towards what
is actually happening structurally. In order to better focus on the value of the bandgap
under compression in MoS2 opto-electronic photoconductivity measurements were performed
alongside density functional theory under the generalized gradient approximation. With the
increase in pressure, the degeneracy in the bands of the unrestrained structure is lifted due
to the enhanced interlayer interaction. The split bands in the valence band maximum at the
Γ point and the conduction band minimum between the K and Γ point start to move toward
the Fermi level. Consequently, the bandgap reduces and MoS2 becomes metallic when the
conduction band minimum crosses the Fermi level at a pressure of 23.8 GPa, which correlates
well with the transition pressures of ≈19 GPa from experimental resistivity measurements
and Raman spectra. As the overlap the valence band maximum and conduction band
minimum increases the increase in carrier response moves towards unity with increasing
16

pressure signifying a semiconductor to metallic transition as shown in Fig. 2.2a at 23.8 GPa
[11].
Electronic phase transitions can be accompanied by a structrual or iso-structural phase
transition. High-pressure angle-dispersive x-ray diffraction experimental runs were carried
out at room temperature using a high pressure cell. Diffraction peaks were refined to
the hexagonal P 63 /mmc structure using the Rietveld refinement, allowing for the crystal
lattice parameters from 0 to 28 GPa in MoS2 to be calculated. The structure for the
bulk unrestrained MoS2 is represented as an ABAB stacking of individual layers. No
new peaks were observed up to 24 GPa, however there was a large anisotropic collapse
along the c-axis direction at ≈19 GPa (approximately two times more than the a-axis) [11].
Again this corresponds to the previously mentioned experimental results. The c/a lattice
parameter ratio decreases monotonically with pressure up to 19 GPa, which indicates that the
interactions between the adjacent planes of sulphur atoms become stronger under pressure.
High pressure experiments of MoS2 demonstrate semiconducting to metallic phase
transitions in multilayered systems via a drastic drop in resistivity, alongside changes in
both the local vibrational response (indicated in the Raman response), and the structural
transitions as refined with x-ray diffraction techniques showcase pressure as an effective
tuning parameter for the dynamic control of the band gap and the tunability of the optoelectronic response. The combined experimental results and theoretical insights indicate
a new opportunity for the development of multi-physics device concepts with coupled
mechanical, electrical and optical properties based on the tunable and unique material
structure of the layered semiconducting transitional metal chalcogenides including the
T M PX3 family.

2.1.2

High pressure vibrational properties of WS2 nanotubes

Spectroscopic studies have also been conducted on WS2 nanotubes under pressure, to
demonstrate the effects of a change in form factor. O’Neal et. al. reveal an increased
macroscopic conductivity as a result of tube to tube hopping from the analysis of vibrational
properties under pressure. The A1 g vibration is twice as pressure sensitive as the other
features. This increased sensitivity to pressure as an external stimuli highlights this breathing
17

mode as the prime candidate for the mechanical breakdown of in TMD nanostructures [7].
The metallization of WS2 at 52 GPa is much higher in comparison to that of MoS2 at 19
GPa [57]. In order to better understand the microscopic aspects of tube breakdown, the
vibrational properties of the WS2 nanotubes under compression were investigated. Through
an analysis of the the rate of change under the addition of pressure it was found that all of the
phonons hardened systematically up to 20 GPa except for the A1 g breathing mode as shown
in Fig. 2.3. This result is not unexpected as it has been observed in other nanostructures
[58]. This breakdown mechanism is very similar to the formation of a pinching point and
crack propagation towards the innermost layers observed as a result of uniaxial pressure
[59, 60].
This data is supported by transmission electron microscope images of tubes after
compression,m showing deformation at the “pinching point”. The rising background in
the infrared absorption as well as absorption difference spectra suggest percolation [7]. [Fig.
2.4] In this case percolation refers to the conductivity as a result of the interfacing between
adjacent nanotubes in a nonconducting matrix. Evidenced by the increased conductivity of
WS2 nanotubes with increasing pressure, a strong contribution of percolation results from the
tube to tube hopping mechanism. These findings support the higher stability and pressure
for the metallization between sheets and nanotubes.
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Figure 2.3: (a) Infrared and (b) Raman spectra of WS2 nanotubes. (c) Frequency vs
pressure for the infrared- (open squares)j and Raman-active (closed circles) modes. The
unassigned feature is likely not a combination mode [7].
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Figure 2.4: (a) Infrared spectra with increacing pressure. (b) Absorption difference,
∆α = α(P ) − α(0.08GP a), showing the increasing background due to improved conductivity
under pressure resulting from percolation effects. (c) Absorption difference at 295 cm−1
versus pressure. The green line represents a model fit and the insets are schematic views of
the diamond anvil cell before and after the addition of pressure [7].
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2.1.3

Formation of charge density waves under variable temperature and pressure in 1T -TaS2

At low temperatures charge ordering in TMD’s can lead to charge density waves. Wilson
et. al. and Yaffe et. al. discovered charge density waves (CDW’s) in both 1T and 2H TaS2 , the
1T -phase being far more common and provides a great platform to understand charge density
waves [55, 61]. The structure of 1T -TaS2 consists of Ta atoms octahedrally coordinated with
S atoms arranged in a repeating hexagonal structure within each layer of the compound. In
a purely ionic picture The electronic structure of 1T -TaS2 can be described by the bonding
and antibonding of the S 3p and Ta 6s/6p orbitals. According to band-structure calculations
(based on the undistorted crystal structures of Fig. 2.2a), 1T -TaS2 is a d-band metal with
a moderate-to-high density of states at the Fermi level. Changes in the density of this
Fermi level leads to multiple phases of charge density waves in 1T-TaS2 greatly affecting
the electrical conductivity. Conduction is derived from the Ta 5d orbitals. Considering
the octahedral coordination the Ta 5d band is split off into t2g and eg manifolds. A slight
perpendicular distortion removes the degeneracy and results in three subbands from the t2g
manifold and the two bands from the eg manifold. The metallic character of 1T -TaS2 , still
originates from the partially filled dz2 band [62].
1T -TaS2 exhibits a very rich phase diagram as a function of temperature and pressure [8].
At ambient conditions, first-order transitions are seen at 352 K and 180 K by sharp changes
in the value of resistivity, shown in Fig. 2.5a [61]. The commensurate phase is defined by the
√
√
appearance of the “Star of David model”, or the 13 X 13 superlattice as identified by
Fazekas and Tosatti. In this structure, twelve Ta atoms within the layer rearrange around
a separate central Ta atom above the layer [inset of Fig. 2.5a] [63]. Electronically the
central Ta atom is unique, resulting in a Mott insulator state due to the energy of its
electronic state when compared with the other non-centralized Ta atoms, as seen at low
temperatures in the resistance measurements shown in [Fig. 2.5a]. The charge density wave
becomes commensurate (TC/Mott ) upon ordering with the underlying lattice. Increasing in
temperature above the commensurate phase, a first-order phase transition is observed at 180
K. This transition corresponds to 1T -TaS2 moving into an noncommensurate (TNC ) charge
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(a)

(b)

Figure 2.5: (a) Moving to higher temperatures, 1T -TaS2 can be found in a commensurateCDW Mott phase below 190 K, noncommensurate-CDW up to 350 K and incommensurateCDW until the metallic phase at 550 K. The bottom left inset demonstrate the “star of
David” confirmation in the fully commensurate-CDW phase. The crystal structure for 1T TaS2 is shown in the top right inset. (b) Pressure-temperature phase diagram, including
pressure alongside the CDW progression with temperature reveals the closure of the Mott
phase by 0.8 GPa (red line), NCCDW (noncommensurate) existing up until 8 GPa at lower
temperatures (blue line) above which it is metallic, 1T-TaS2 is superconducting below 5 K
over the pressure range of 3-25 GPa (green line) [8].
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density wave state. As the number of ordered sites decrease, disorder increases and eventually
long-range order is lost. In this state, the conduction results from the mobile carriers within
the disordered domains and at the domain boundaries. At 350 K another first-order phase
transition occurs from the noncommensurate-CDW state into the incommensurate-CDW
state (TIC ), as the sites containing local order decrease even further. Finally above the
incommensurate state the undistorted phase exists in an ≈20 Kelvin temperature range
from above 550 K to 570 K, above which an irreversible transition to the high temperature
trigonal prismatic phase occurs (1T -2H). Both of these high-temperature phases are metallic
[62, 8, 61].
With the addition of pressure, the distortion introduced by the central Ta atom of the
“Star of David” is eliminated as the low-temperature Mott-insulator phase is suppressed [63].
According to Sipos et. al. the CDW and superconducting ground states are in competition
with one another, because both result in a gapping of the single-particle electronic spectra at
the Fermi level. Once the fully commensurate-CDW state is suppressed, superconductivity
emerges. Due to the disordered domains, it is possible for the noncommensurate charge
density wave state and superconductivity to coexist, indicating both electron-electron and
electron-phonon interactions are equally important in the physics of these materials [64,
8]. In Fig. 2.5a, Sipos et.al carried out resistivity of measurements on 1T-TaS2 under
pressures from 0 to 25 GPa, over the temperature ranges of 1.3 to 300 K. The findings can
be summarized in a pressure-temperature phase diagram shown in Fig. 2.5b. The Mott
localization and the commensurate-CDW phase are fully suppressed at pressures of about
0.8 GPa at temperatures below 250 K. The transition from the Incommensurate-CDW to
the non-commensurate-CDW phase appears in the temperature range over 120-300 K as
an increase in the resistivity over the whole pressure range [10]. The non-commensurateCDW phase persists to pressures of 7 GPa and can be viewed as roughly hexagonal CDW
domains organized in between the disordered domain phases between. As pressure increases
the CDW domains are expected to become progressively smaller. The first signatures of
superconductivity are mixed in the non-commensurate-CDW phase and appear around 5
K throughout the entire pressure range of 3-25 GPa. At 8 GPa 1T -Ta2 becomes metallic
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over the investigated temperature range when above the 5 K superconducting transition
temperature.
The above findings can be strengthened by also demonstrating their agreement with a
symmetry analysis and combining with the spectroscopic results. Above 350 K the crystal
structure of 1T -TaS2 is in the P 3̄2/m1 space group and is expected to have nine zonecentered phonons at the Γ-point. Out of these nine modes only two Raman-active and two
infrared-active modes are expected to be observed, with the rest being acoustic [9]. At the
other extreme of the charge density wave formation, below 180 K in the commensurate phase,
the crystal structure belongs to the P 1̄ space group. Group theory predicts 117 different
zone-centered modes, 38 Raman-active and 40 infrared-active phonon modes for this phase.
Overall it is expected for the commensurate charge density wave phase to contain many more
peaks than the noncommensurate phase [65, 66]. Gasparov et. al. measured the variable
temperature infrared-response of 1T -TaS2 [Fig. 2.6]. A decrease of the temperature, below
350 K into the noncommensurate phase leads to a lowering of optical conductivity, this can
be thought of a decrease in the screening of the phonon modes due to the relaxation of the
Drude response. When the screening is reduced from the Drude, the phonons become more
pronounced and sharper at lower temperatures. In the noncommensurate phase there are
11 observed phonon modes. As expected, an even further decrease in temperature below
180 K leads to an increase in the number modes to a maximum of 17, at 30 K [9]. While
this is lower than the predicted modes by group theory there is still a drastic increase in
the number of observable peaks in the low temperature commensurate phase. All the modes
show a general hardening in their frequencies as temperature is decreased, the exception
being the softening of mode at 280 cm−1 . This softening is attributed to either the bulging
of the sulphur layers accompanying the phase transition at 180 K or a modification of the
Fermi surface leading to a renormalization of the phonon frequency [9]. With the addition
of pressure little variation is seen up to 14 GPa in the infrared phonon modes [10].
The combination of electron-phonon coupling, nesting effects and Coulomb interaction
reveal a complex phase diagram of 1T -TaS2 . Taking a closer look at the subtle complexities
of this system, it is necessary to focus on different material properties’ individually with
increasing pressure. In a similar way to a spin-crossover mechanism, the character of the
24

Figure 2.6: Optical conductivity of 1T -TaS2 . The left-hand panel shows the spectra on the
decreasing temperature. The right-hand panel shows spectra on the increasing temperature.
Note that spectra at 160 K, 180 K, and 200 K on the right-hand panel are practically
indistinguishable.The spectra at the same temperatures but on the decreasing temperature
part of the hysteresis are clearly distinguishable [9].
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Mott phase is strongly dependent on the Coulumbic energy U and the hopping integral t,
stemming from the wavelength overlap of the carriers. Pressure can be used to directly
modify the relationship between these parameters. The suppression of the Mott phase at
lower temperatures in 1T-TaS2 can be understood using this process. By reducing the
deformation of the out-of-plane Ta, the pressure diminishes the CDW gap and increases
the electronic similarity of the central Ta atom and those below the gap. Pressure also
extends the integral of wavefunction overlap by weakening the potential that defines the
local wavefunction. Simultaneous adjustment of these parameters changes the ratio of U/t
explaining the decrease in the commensurate-CDW and the shrinking of the Mott phase
with increasing pressure [Fig. 2.7].
An interesting phase of the CDW’s is when there are both ordered and disordered
domains in the material. This leads to a phase known as the “Textured Phase”. The noncommensurate-CDW is characterized by the presence of differences from the commensurateCDW, this results in the existence of two separate phases. The deformations maximize
the electronic gap by interlocking at three commensurate wave vectors, counteracted by the
remnant fractions of the electrons in the states above the gap. It is concluded that due
to the size of the incommensurate domains, the commensurability in 1T -TaS2 is a result of
Coulombically-controlled electronically-driven phase separation. This state extends to very
low temperature on pressurization, where superconductivity appears. Conventionally the
CDW and superconducting ground states compete against each other, because both result in
a gapping of the single-particle electronic spectra at the Fermi level. No notable competition
is observed in the pressure range of 1-7 GPa within the non-commensurate-CDW phase
where the CDW and superconductivity coexist. Below 1 GPa the resistivity in the Mott
state is dominated by a variable range-hopping regime. The remnant resisitivity decreases
systematically above 1 GPa until an approximate pressure of 4 GPa. This is explained by
the shrinking of the CDW domains with pressure and an increased fraction of electrons in
the interdomain phase. In the pressure range of 4-7 GPa, we see a shoulder-like anomaly
in this effective residual resistivity. This probably indicates a complete dissociation of the
CDW domains into a uniform, fluctuating background of weak distortions. Above 7 GPa,
the pressure dependence of the residual resisitivity is less significant. In a similar manner to
26

Figure 2.7: Far infrared reflectivity of 1T -TaS2 relative to diamond Rd s(ω) over a broad
range of hydrostatic pressure and temperature [10].
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NbSe2 , the electron-phonon coupling in the undistorted regions of the CDW ordered states
helps stabilize the superconductivity [67].

2.1.4

Magnetism in quasi-two-dimensional transition metal chalcogenides

In addition to electronic effects, transition metal dichalcogenides have also attracted great
attention for their properties in the presence of a magnetic field. One such example of
these intriguing magnetic properties is the inexplicably large magnetoresistance in WTe2 .
Magnetoresistance is the susceptability of a meterials’ resistivity to an an externally applied
magnetic field. While WTe2 itself is a non-magnetic material, it has demonstrated a 452,700%
positive magenetoresistant response at 4.5 K, in a 14.7 T magnetic field, and an 13 million
percent response at 0.53 K in a 60 T magnetic field. Most magnetic materials typically
have negative magnetoresistances (defined as [ρ(H)-ρ(0)]/ρ(0), where ρ(H) is the resistivity
in an applied magnetic field). Positive magnetoresistance is seen in metals, semiconductors
and semimetals [68]. This value is usually on the order of a few percent in metals, up to
12000% in semiconducting silver chalcogenides, similar to that of materials exhibiting collosal
magnetoresistance. In contrast, in single-carrier semiconductors this effect behaves as (1 +
µH2 ). In combination with hole-electron resonance effects this property can be enhanced
even further [69].
Structurally the semimetal WTe2 is very similar to MoS2 , the metal atoms are again
found stacked between adjacent chalcogenide layers giving an X-M -X-type layer, and these
effectively two-dimensional individual layers are stacked along the c-axis direction via van
der Waals interactions. In order to distinguish the WTe2 structure apart from MoS2 , there
is a slight distortion of the structure, resulting in the formation of a one-dimensional chain
between the tungsten atoms along the a-axis of the unit cell [11]. The atypically large
positive magnetoresistance is anisotropic and depend very strongly on the orientation of the
sample within the external magnetic. The magnetoresistance is maximized when the field is
applied perpendicular to the WTe2 layers (along the c-axis), and is reduced by more than
90% when the magnetic field is applied in any other orientation, when the current is along
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the chain-direction. The temperature-dependent resistivity under various applied magnetic
fields up to 14.7 T is shown in Fig. 2.8a. In zero field, the room-temperature resistivity is
0.6 µΩ cm by 2 K. When a field is applied, the resistivity of the sample follows the zerofield curve until it is cooled to T ∗ , below this temperature the resistivity begins to increase
rapidly. The critical temperature (T ∗ ) is shifted to higher temperatures as the size of the
applied field increases. In this case at a rate of ≈4.4 K/T.[Fig. 2.8a inset]
The small electron and hole pockets along the Γ-X direction (corresponding to the aaxis, along the tungsten chains in real space) are what make WTe2 a semimetal, creating
tubes in the Fermi surface for conduction as shown in the schematic on electron density
in Fig. 2.8b [11]. Magnetoresistance of this magnitude is only known to exist in very few
examples including, graphite and elemental bismuth at low temperatures. All three of these
examples show the magnetoresistance in semimetals to depend very strongly on the resonance
of holes and electrons to stabilize transport. This balancing becomes increasingly critical at
high fields and, if disrupted, would result to saturation at a field-independent value. Due
to the fact that many of the transition metal dichalcogenides are non-magnetic materials on
their own, the magnetic response is commonly dependent on the intercalation of magnetic
elements into the van der Waals gap of these compounds [11].
While the research of transition metal dichalcogenides has laid the groundwork in
fundamental studies of van der Waals materials it is important to extend the techniques
and questions beyond these materials to a closely related family of T M PS3 compounds.
These materials bring the combination of both magnetism and correlated electron physics to
the playground of van der Waals materials. This family of materials all share the same basic
crystal structure, C2/m monoclinic cell with a honeycomb arrangement of metal ions. These
metal ions, the magnetic sites, form very close to ideal hexagons in the ab plane, separated
by wide van der Waals gaps with weak bonds and interactions along the perpendicular c
axis. Covalent P2 S6 clusters surround the honeycombs, and mediate both the interplanar
interactionas and in-plane superexchange. The M S6 octahedra of these materials contain a
small, but important trigonal distortion along the c axis [70, 71]. These materials allow for
the investigation of low-dimensional magnetism. Altering the choice of metal ion

29

(a)

(b)

Y
X

U

Z

Γ

Figure 2.8: (a) The temperature and field dependence of the XMR in WTe2 for I parallel
to a and H parallel to c. Plots of resistivity vs temperature ranging from 0 to 14.5 Tesla.
The inset shows a plot of resistivity vs temperature and the temperature which the effect
starts to show T ∗ . (b) The Fermi surface of WTe2 showing electron (yellow) and hole (blue)
pockets displaced from the Γ-point and aligned along the chain direction [5, 11].
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can give rise to Ising-type, XY or Heisenberg antiferromagnetic order, different spin states,
and changes in the exchange strength interaction [72, 12]. Such variation can lead to a wide
selection of magnetic structures and interactions. Layered transition-metal thiophosphates
M PS3 ’s where M is a first-row transition metal, represents one of the known layered systems
in which both magnetic and crystallographic lattices are two-dimensional. Unlike other twodimensional magnetic systems, where the magnetic layers are separated by nonmagnetic
layers, M PS3 ’s layers are separated by a van der Waals gap. In this type of compound,
superexchange pathways between the layers are ruled out due to the presence of the gap. This
magnetic isolation allows these materials to be treated as quasi-two-dimensional materials
[72].
Joy et. al. report the magnetic susceptibilities of MnPS3 , FePS3 and NiPS3 .

The

previously mentioned trigonal distortion, effects the degeneracy of the d orbitals ordering
due to a change in the crystal field levels, which in turn adjust the magnetic behavior
of these compounds. The presence of this distortion requires the Hamiltonian used to
describe these systems to add an additional anisotropic term [12]. All three compounds
are antiferromagnetic with Nèel temperatures of 80, 123, and 155 K, respectively [31]. The
susceptibility measurements show that all the divalent transition metal atoms are in their
high spin configurations. (Mn2 + d5 , Fe2 + d6 , and Ni2 + d8 ) The magnetic structures for
FePS3 , MnPS3 and NiPS3 are shown in Fig. 2.9. For MnPS3 , all nearest-neighbor interactions
are within the layer and are antiferromagnetic, whereas in FePS3 the Fe atom is coupled
ferromagnetically to two of its neighbors and antiferromagnetically to the third. This is
more easily visualized as antiferromagnetically coupled chains within the ab plane [72]. The
magnetic behavior of MnPS3 , FePS3 , and NiPS3 reveals the critical role of the trigonal
distortion in deciding the nature and symmetry of the magnetic interactions. Although all
three compounds are isostructural, with the transition metal ion in the high spin state, the
effects of trigonal distortion are quite different. In MnPS3 , where the effect is negligible,
it leads to symmetric Heisenberg interactions. In FePS3 the contribution of the trigonal
distortion as well as the spin-orbit coupling gives rise to highly anisotropic g values, which
in turn imply highly anisotropic magnetic interactions. With such high anisotropy FePS3 is
best described using the Ising Hamiltonian. In contrast, the combination of trigonal
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Figure 2.9: Magnetic structures of (a) FePS3 (b) MnPS3 and (c) NiPS3 . The top half of
the figure where the P is represented by pink spheres, S is represented by yellow spheres,
and the metal cations are represented by green spheres, show projections along the c axis.
The lower panels show an isometric projection containing just the metal cation sites [12, 13,
14, 15].
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distortion and spin-orbit coupling in NiPS3 causes the spins to lie in the basal plane, so that
the system is best represented by the anisotropic Heisenberg Hamiltonian [73, 15]. In FePS3
and NiPS3 , the magnetization axis of the antiferromagnet is determined by the single-ion
anisotropy, whereas in MnPS3 such terms are negligible, the magnetization axis is probably
determined by the magnetic dipolar anisotropy of the ordered state [73]. The transitionmetal thiophosphates M PS3 (M = Mn, Fe, and Ni) form a unique class of compounds where
the orbital occupation and spin arrangement can be manipulated by the choice of transition
metal ion. Since the thiophosphates are isostructural it also presents the opportunity for the
mixing of various divalent transition metals within the same materials as well as the formation
of heterostructure stacks. This oppurtunity expands the field of study for two dimensional
materials under external stimuli and would be helpful to accompany with pressure studies.
A more recent study by Coak et. al. took a closer look at the effects of pressure on the
magnetism in FePS3 . This work reveals two structural transitions with increasing pressure,
a shear motion of the ab planes along the a axis, bringing the monoclinic angle close to 90◦ ,
and then at higher pressures a collapse of the interplanar seperation and a transition to a
trigonal space group [2]. In FePS3 , the HP-I to HP-II structural transition is accompanied
by an insulator-metal transition, as electron overlap and hopping are drastically enhanced.
This transition is a clear move from 2D toward 3D character, accompanied by a change in
the symmetry of the lattice has a significant effect on the magnetism in this material. FePS3
is an Ising antiferromagnet with a Nèel temperature of 118 K [31]. Figure 2.10b shows the
ambient pressure magnetic structure [72]. Zigzag ferromagnetic chanes are formed along
the a axis and coupled antiferromagnetically in-plane along the b direction and between
the planes along c. The magnetic propagation vector is k=(0,1,1/2) in this case. However,
a subtle reduction in the long range order along the c axis results in a reorientation of
the propagation vector in the k=(0,1,0) direction. The same intraplanar orientation of the
magnetic momements is present but the moments between layers ferromagnetically couple
[Fig. 2.10c] [16]. Fig. 2.11 shows the magnetisation vs temperature for FePS3 . The Nèel
temperature gradually increases in temperature under pressure. In this figure the TN is
extracted from the differentiation of the curves. Pressure stabilizes the magnetic order up to
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Figure 2.10: Magnetic structures of Crystal and magnetic structures of ambient-pressure
FePS3 . (a) The monoclinic C2/m crystal structure. (b) The antiferromagnitically coupled
magnetic cell of FePS3 with the k=(0,1,1/2) propagation vector. (c) The ferromagnetically
coupled magnetci cell with a k=(0,1,0) propagation vector [16].
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Figure 2.11:
(a) Magnetization curves measured under pressure around the
antiferromagnetic transition temperature. (b) The pressure-dependent d spacings of the
0 1 0 and 0 1 1/2 magnetic peak positions, along with the formation of a broad feature
above 10 GPa [16].
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10 GPa. Above this pressure the magnetic order changes drastically and the linear increase of
TN is no longer accurate [16]. The magnetization data is combined with neutron diffraction
measurements to look at the magnetic structure from HP-I to the metallic HP-II. In HP-II a
large broad feature is found at low Q indicative of a short-range magnetic order. This feature
is reduced in magnitude upon increasing temperature but is not suppressed completely upon
reaching room temperature. The Q and temperature dependence of this feature along with
its absence in x-ray diffraction studies, suggest it to be of magnetic origin. The first-order
structural transition between HP-I and HP-II therefore does not support a spin crossover
as suggested by Wang. et. al., as a result of the persisting magnetism. The short-range
order in the HP-II structure indicates frustration of the magnetism. This frustration results
from competition in magnetic exchange and from the details of anisotropy on magnetic sites.
Refinement using reverse Mone Carlo simulations of the short-range magnetic feature reveals
decreases in interplanar distances resulting in the spin-reorientation shown in Fig. 2.10c.
Additionally, the local moment on the Fe site remains unaffected and implies no valence
or electron sharing changes on the Fe ions, or any mixtures of high and low spin domains.
Therefore, most likely the conduction does not occur through the Fe sites. Phosphorusphosphorus distances between the planes become significantly, abruptly, shorter in the HP-I
to HP-II transition [2]. Formations of P-P bonds and valence changes/carrier donation from
the P, rather than the Fe sites would instead be a plausible explanation for a transition from
insulating to metallic behavior. This explanation is in agreement with the findings in the
recent theoretical treatment of the insulator-metal transition [74], which concludes that the
majority of conduction occurs through the phosphorus atoms.
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Chapter 3
Methods
3.1

Spectroscopic techniques

Spectroscopy can be described as the observation of the interaction of light and matter. This
interaction forms the foundation of absorption spectroscopy as a material analysis technique.
Unique interactions occur based on the environment of the electrons within a material.
Known as material properties, these interactions provide a way to identify and distinguish
one material from another. Vibrational spectroscopy can be used, as a powerful tool to look
at many different material properties. Phonons and their trends under the application of
external tuning parameters reveal local symmetry changes and phase transitions as a result of
symmetry gains and losses. Optical spectroscopy on the other other hand provides electronic
excitations, such as: on-site d − d transitions and band gaps. In this work, we will concern
ourselves with vibrational spectroscopy using infrared spectroscopy and Raman scattering,
in addition to optical spectroscopy [75, 76, 77].

3.1.1

Maxwell’s equations

In order to understand the spectroscopic response of light and matter interactions, Maxwell’s
equations mathematically explain the relationship between the generation of electronic and
magnetic fields from one another. Taking into account total charge and total current in the
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following equations, both the emergence of field from a charge and the orientation of fields
to their respective sources are described below.

ρ
ε0
∇·B=0
∂B
∇×E=
∂t
∂E
∇ × B = µ 0 J + µ 0 ε0
.
∂t
∇·E=

(3.1)
(3.2)
(3.3)
(3.4)

Here, E and B are electric and magnetic fields, ρ and J are the charge and current densities,
and ε0 and µ0 are the permittivity and permeability of free space, respectively. Gauss’s Law,
Equation (3.1), describes how electric charges are generated in the presence of an electric
field E. In general electric fields develop field lines directed towards negative charges and
away from positive charges. This is not the case for magnetic field loops, where there is not
overall magnetic charges, this is demonstrated in Eqn. (3.2), Gauss’s law for magnetism. In
the Maxwell-Faraday equation, Eqn. (3.3), shows an electric field can only occur where there
is also a change magnetic field as a result of crosscoupling. Finally, Eqn. (3.4), Ampere’s law
with Maxwell’s correction, summarizes the generation of fields between electric and magnetic
fields: a change in one can create a field in the other. Thus, creating the propagation of an
electromagnetic wave travels through empty space.
Maxwell’s microscopic equations do not account for the charge contribution of an
individual particle. This is important because spectroscopic measurements are not probed
at the atomic level, but on the order of the wavelength of light [78]. In order to account for
this, we instead use Maxwell’s equation rewritten below using macroscopic variables.
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∇ · D = ρext

(3.5)

∇·B=0
∂B
∇×E=−
∂t
∂D
∇×H=
+ Jcond + Jext .
∂t

(3.6)
(3.7)
(3.8)

Here, E and H are electric field and magnetic fields, D represents the displacement field,
B is magnetic induction, J cond is current density as a result of the conduction electrons,
and J ext and ρext are the additional externally introduced current and charge density. In an
isotropic medium within a linear approximation, the following relationships can be assumed:

P = χe E

(3.9)

M = χm H

(3.10)

Jcond = σE

(3.11)

D = εE

(3.12)

B = µH,

(3.13)

where P and M are the polarization and magnetization, χe and χm represent the electronic
and magnetic susceptibility, σ is the conductivity, ε is the dielectric function, and µ is the
magnetic permeability. These properties can be introduced into Eqns. (3.5)-(3.8) to give a
new set of equations which are no longer exact.
These relationships can be simplified by considering the interaction of light within a
medium. There is no spatial variation in ε, since there are no external sources, pext =0, in
an isotropic medium. This allows for the combination of these relationships into the wave
equation for a plane wave propagating through an energy-absorbing medium:

∇2 E =

εµ ∂ 2 E
.
c2 ∂t2
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(3.14)

Generally experiments on optical properties are performed using monochromatic light.
Accounting for energy dissapation of the wave, Equation (3.15), is used to describe the
propagation of a single plane wave within an isotropic medium as:

E = E0 ei(kr−ωt) ,

(3.15)

where k is the wave vector and ω is the frequency. Substitution into Eqn. (3.14) gives:

k2 =

ω2
ε(ω).
c2

(3.16)

The propagation constant can be expressed by the complex index of refraction Ñ =

p
ε(ω)

to give:

k=

Ñ ω
.
c

(3.17)

Ñ (ω) can be defined as:

Ñ (ω) = n(ω) + iκ(ω)

(3.18)

and the complex dielectric function as:

ε(ω) = ε1 + ε2 .

(3.19)

Here, n is the refractive index and κ is the extinction coefficient. The real and imaginary
parts of Ñ (ω) and ε(ω) are given as:
ε1 = n2 − κ2

(3.20)

ε2 = 2nκ.

(3.21)

From these equations, several different optical constants can be derived.

Absorption

measurements of the optical properties of solids are one of the most common types of
spectroscopic measurements. Below, we will focus on the extraction of the absorption
coefficient α. Therefore, Eqn. (3.15) can be rewritten as:
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E(x, t) = E0 ei[(Ñ ω/c)x−ωt)] = E0 e−(2πκ/λω )x ei(kx−ωt) .

(3.22)

Here, 2πκ/λω gives the modultation of the wave amplitude with distance and λω is the
wavelength of light in a vacuum. Because the intensity I of a given wave is proportional to
the square of the electric field (EE ∗ ), it can be related to Beer’s Law by:

I = EE ∗ = I0 e−αx .

(3.23)

In this way, the absorption α and the extinction coefficient κ are related as:

α=

2ωκ
4πκ
=
.
c
λω

(3.24)

In turn, α is related to the imaginary part of the dielectric function via:

α=

ωε2
.
cn

(3.25)

The dielectric function expression for a medium with a finite conductivity is given as:

ε(ω) = 1 +

iσ(ω)
ωε0

(3.26)

and the absorption as:

α=

σ1
.
nε0 c

(3.27)

Conductivity σ(ω) is complex and has both real σ1 and imaginary σ2 components. Various
relationships can arise between the functions ε(ω), σ(ω), and Ñ (ω). In this work, we will
primarily be interested in α(ω).

3.1.2

The harmonic oscillator

Vibratioanal spectra from a material can be understood using the harmonic oscillator.
The Schrödinger equation for the diatomic oscillator problem can be treated quantum
mechanically to give [79]:
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~ 2 d2 ψ
+ V (x)ψ(x) = Eψ(x).
2µ dx2

(3.28)

Here, ~ =h/2π, µ is the effective mass, the potential energy V (x) = 12 kx2 , k is the force
constant, and x is the vibrational coordinate r − re . By quantizing the energy values and
solving this equation, the new equation yields:
1
Eω = hω(n + ), n = 0, 1, 2...
2
with
ω=

(3.29)

1 k 1/2
( ) ,
2π µ

(3.30)

where ω is the vibrational frequency and n is the vibrational quantum number. Figure 3.1
displays the energies of the harmonic oscillator potential well. The energy levels with in
this parabolic well are spaced equally from each other at a distance of hω. However, in
a reality the energy levels in materials become increasingly closer together as n increases,
towards dissociation energy. The from the lowest energy point within the well to the point
of dissociation is defined as De . The energy between the n=0 (zero-point energy) and the
dissociation energy is given by D0 – this value is determined experimentally. These two
energy values are related via:
1
D0 = De − hω.
2

(3.31)

Therefore, since De is now quantifiable, the Morse potential energy function is given by:
V (x) = De (1 − e−ax )2 ,
where a describes the curvature of the bottom of the potential well and x =

(3.32)
r−r0
.
r0

The

anharmonic spacing of these energy levels fits the anharmocity found in the energy levels of
real molecules much more closely and can be substituted into Eqn. (3.28) to give:
1
1
Eω = hcωe (n + ) − hcωe xe (n + )2 + ..., n = 0, 1, 2...
2
2
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(3.33)

Figure 3.1: Potential wells of the harmonic oscillator and the anharmonic (Morse) potential.
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where xe is the anharmonicity constant [79]. The harmonic oscillator approximation is best
when n, and the differences between the harmonic and the anharmonic potentials, are small.
Based on anharmonic oscillator selection rules, all transitions for ±∆n are allowed. At
higher frequencies, combination modes can be found as a result of combining two or more
fundamental excitations. Transitions to higher energy levels (∆n = ±2, ±3...) are called
“overtone modes” and typically much less intense than the fundamentals [79].

3.1.3

Infrared spectroscopy

Infrared spectroscopy provides a powerful tool to reveal a variety of material properties
including: lattice vibrations, displacement patterns, chemical bonding and symmetry. In
this dissertation we will focus on both transmittance and reflectance measurements.
Absorption spectroscopy is based on the change in intensities of the light before and after
it interacts with the sample, where the intensity is given as:

I = I0 e−αd ,

(3.34)

where I0 and I are the intensities of the incident and transmitted beams, α is the absorption
coefficient, and d is the thickness of the material. When measuring transmittance T , the
ratio of the light, after interaction with the material, to the incident light is used to calculate
absorbance A:
I
I0

(3.35)

I
= αd.
I0

(3.36)

T =
A = −ln

Solving for the the absorption coefficient, which is material dependent, yields:

α=−

1
ln(T ω).
hd

(3.37)

Here, h represents the concentration of sample and d is the thickness. The loss in intensity
from the incident beam to the intensity of the transmitted light is a result of interaction
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with the atomic vibrations in the sample, assuming the loss of intensity from reflection and
scattering is not significant. The frequency which these material-dependent characteristic
interactions take place measure absorption as a function of frequency. The infrared spectrum
is therefore obtained by plotting intensity vs energy, which is proportional to the energy
difference between the ground and excited states [17].
In order for a moment to be observed via infrared spectroscopy, the material must possess
a change in dipole moment. This type of mode response is considered to be infrared active.
The intensity of the transition is dependent upon the overlap of wavefunctions between the
vibrational ground and excited state, represented by the transition moment integral M :
Z
M=

0 ∗
00
ψvib
bf µ(r)ψvib
dr,

(3.38)

0
where ψvib
describes the excited state and ψ 00 the ground state. If there is no overlap, the

vibrational response is not allowed. As r moves away from the equilibrium position re at
different positions, the dipole moment µ expands into a Taylor series:

µ(r) = µe +

dµ(r)
1 d2 µ(r)
2
(r
−
r
)
+
r
e
r (r − re ) + ...
dr e
2 dr2 e

(3.39)

Eqn (3.38) can be evaluated for the moment integral through the expansion of this
relationship and insertion back into itself: [80]:
Z
M = µe

0 ∗ 00
ψvib
ψvib dr

dµ(r)
+
r
dr e

Z

0 ∗
00
ψvib
(r − re )ψvib
dr + ...,

(3.40)

with contributions from both wavefunctions, the square of the moment operator is related
to the mode intensity as:

I∝

dµ 2
.
dr re

(3.41)

As a result of the long-range periodicity within a three-dimensional crystalline system,
collective excitations known as phonons, are described using dispersion curves in Fig. 3.2.
These dispersion curves contain three acoustic branches and 3N -3 optical branches. The
translations of the lattice are described by the acoustic phonons and optical phonons describe
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Figure 3.2: Dispersion curves for optical and acoustic branches in the case of an onedimensional AB-chain.
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the vibrations within the lattice. Infrared spectroscopy probes excitations at the Γ-point
(k=0). Two atoms in a linear chain M1 and M2 related using a force constant k can be seen
in Eqn. 3.42:

ω 2 = 2k[

1
1
+
].
M1 M2

(3.42)

Characteristics of crystalline solids include long-range periodicity, strong intermolecular
interactions, selection rules, and confinement effects, among others, which cause energy levels
to broaden into bands [81, 82]. While some techniques like inelastic neutron scattering probe
the dispersion throughout the entire Brillouin zone, for our techniques, we are only concerned
with the excitations at k=0. As a rule of thumb, these excitations follow:
s
ω∝

k
,
µ

(3.43)

where µ is the reduced mass. Phonons are normal modes that vibrate in a fixed phase
relation at the same frequency.

3.1.4

Raman scattering spectroscopy

Alongside infrared experiments it is useful to perform with complementary Raman scattering
measurements. Although these two instrumental methods can be measured over the same
energy scales, the origin of the Raman response is dependent on the change in polarizability
rather than a change in dipole. In a system with an inversion center, the rule of mutual
exclusion states that vibrations symmetric with respect to the center of symmetry are
Raman-active (gerade) and not infrared active, whereas the vibrations antisymmetric with
respect to the center of symmetry are infrared active (ungerade) but not Raman-active.
While this is a good general rule, in more complex samples the inversion symmetry can
be broken, inducing ferroelectricity and resulting in the mixing of modes. Infrared active
modes rely on a change in the dipole moment, and Raman-active modes require a change
in the polarizability [83, 84]. This difference in selection rules allows for the signal response
to be sensitive to material properties that infrared was not. Polarizability is created when
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an external electric field (E) modifies the Coulombic interactions between the motion of the
electrons and the charge of the nuclei. Thus an external electric field creates an induced
dipole (µind ) or a polarization within the material:

µind = αE = αE0 cos(ω0 t),

(3.44)

where E represents the amplitude and α is the porportionality constant, polarizability.
The polarizability can be written as a linear function of nuclear displacement (q) for small
amplitudes of vibration within a sample:

α = α0 + (

dα
)0 q.
dq

(3.45)

Here, the relationship between the polarizability at equilibrium position (α0 ) and the rate
of change (dα/dq) in polarizability with respect to the change in q. If we account for this
change in polarizability and the effect it has on the overall induced dipole, we have:
1 dα
µind = α0 E0 cos(ω0 t) + ( )0 q0 E0 {cos[(ω + ωi )t] + cos[(ω − ωi )t]}.
2 dq

(3.46)

Based on the transfer of momentum and energy from the incident photons interacting
with the crystal lattice, there are three potential outcomes.(i) Rayleigh scattering is described
by the first term according to classical theory as an oscillating dipole that radiates a light
at the given frequency ω and scatters elastically. The second term contains the frequencies
pertaining to Raman scattering with both (ii) anti-Stokes (ω + ωi ) and (iii) Stokes scattering
(ω - ωi ). Both are inelastic scattering events. If there is no change in polarizability, the
second term goes to zero and there is no longer a Raman scattering response [83]. In a
similar manner as the infrared response, the measured Raman intensity I is proportional to
the square of the moment operator:

I∝(

dα 2
).
dq

(3.47)

The majority of electrons at ambient conditions are in the ground state, resulting in the
signal intensity from the Stokes shift being much larger than the anti-Stokes. For this reason
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materials analyzed in this work using Raman scattering only measured the Stokes shifted
light.

3.1.5

Symmetry analysis

Alongside traditional far field infrared absorption and Raman scattering measurements, a
symmetry analysis provides helpful insight into what is happening at the atomic scale within
the sample. Due to the regular periodicity of unit cells, group theory is used to predict what
modes are infrared and Raman-active within a crystalline system. The study of phonons
in solids is fundamentally important in materials science, as they underlie principles such
as thermal and electrical conductivity and give insight into both the elastic and the optical
properties of crystalline materials.
There are 32 different crytallagraphic point groups that describe the local symmetry of
an atom or a molecule. The differences in these point groups come from the combination
of rotational axes, mirror planes, and centers of inversion. Extending to a unit cell, it is
necessary to consider the symmetrical contributions of translations, axial glide planes, and
screw axes. An axial glide plane refers to a reflection + a translation parallel or perpendicular
to the projected plane; whereas, a screw axis refers to a rotation + translation along the
same axis. Including the addition of these symmetry elements, crystals are described using
230 different space groups with Hermann-Mauguin notation [85, 86].
Alongside group theory, the atoms of a unit cell and their spatial orientation within
a crystal structure can be observed using X-ray diffraction. These results are “refined”,
using simulated diffraction patterns of the predicted space groups. Further testing the
results, density functional theory calculates the lowest-energy structural configurations of
the materials. The combination of these techniques allow for the determination of the correct
structure and space group, revealing the number of expected fundamental vibrational modes.
The number of vibrational modes are determined using by the degrees of freedom within a
compound. Based on translations and rotations of the atoms’ x,y,z coordinates, the number
of normal vibrational modes can be calculated as 3N -6. For instance, the M nPS3 at ambient
conditions are in the space group #12 (C2/m) where:
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Γ = 8Ag + 7Bg + 6Au + 9Bu .

(3.48)

Here, the gerade modes (g) are Raman-active, and the ungerade modes (u) are infraredactive. There are a total of 27 active modes in the M PX3 systems, not counting the three
acoustic modes with zero frequency at the Γ-point (2Bu and 1Au ) [74].

3.1.6

Phonon mode displacement patterns

By combining the experimental results with calculated phonon frequencies and prior
literature, we assign the frequency of vibrations in the crystal lattice. Below 100 cm−1 ,
motions pertaining to heavier atoms and metal translations can be found. Moving to higher
frequency, collective motions of the crystal lattice such as: bends, stretches and rotations are
revealed. The displacement patterns of these motions can be calculated as displayed in Fig.
3.3a,b. Through the analysis of the displacement patterns pertaining to the assigned modes,
we can further refine our symmetry analysis. For example, in NiPS3 , the modes at 560
cm−1 and 580 cm−1 are assigned as a combination mode of the PS3 motions. The two-fold
rotational axis and two-fold screw axis in the ab-plane are stabilized Through a combination
of the out-of-plane phosphorous motions of the P-P dimer in the 560 cm−1 mode and the
in-plane motions of the 580 cm−1 mode. The change in these motions support the retention
of these symmetry elements and an increase in symmetry at 9 GPa as show in Fig. 3.3c,d,
by the coalescence of two peaks.

3.1.7

Electronic excitations

The difference between electronic energy levels is much larger than the difference in
vibrational energy levels found within a crystal lattice. Optical spectroscopy is used to
analyze these electronic transitions such as: on-site d − d transitions and band gaps. The
on-site d − d transitions is equal to the crystal field splitting between the low-energy (t2g )
and high-energy (eg ) orbitals of a metal. Band gaps are excitations from the valence to
conductance band in a semiconductor. These excitations are often called charge-transfers
and occur between the metals and ligands within a material. We will focus mainly on the
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Figure 3.3: (a,b) Displacement patterns shown for NiPS3 : Ni, P, and S are colored purple,
light purple and yellow, respectively. The arrows represent both magnitude and direction
of displacement. (c) Raman spectra with increasing pressures from ambient to 26.28 GPa.
The spectra are offset for clarity (d) Frequency vs pressure plots for the phonons of interest.
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band gaps in our materials. In order to determine the band gap of a solid, the contributions
from both the direct and the indirect band gap must be considered from the absorption
coefficient, α(E). This value is given by

α(E) =

A
B
(E − Eg,dir )0.5 + (E − Eg,ind ∓ Eph )2 ,
E
E

(3.49)

where α(E) is the absorption coefficient, Eg,dir is the direct gap energy, Eg,ind is the indirect
gap energy, Eph is the mediating phonon energy, and A and B are constants. Therefore,
plots of α(E)2 versus energy and α(E)0.5 versus energy can extract direct or indirect band
gap values via linear extrapolation to the energy E axis [87, 88]. Intrinsically the band gap
of a semiconductor can be classified based on the minimum of the conduction band and
maximum of the valence band based on the k-vector in momentum space of the Brillouin
zone. If the k-vectors are the same, the material has an “direct gap”, as is the case for GaAs.
However, the band gap is called an “indirect gap” if the k-vectors are different. An indirect
gap, as in Si, requires a transfer of momentum from the coupling of the absorption photon
to a phonon in the crystal lattice [88].

3.2

Spectroscopic instrumentation

As mentioned earlier, spectroscopy can be described as the observation of light interacting
with matter.

Here, “light”, is a generic term used to describe the radiation from

the electromagnetic spectrum.

This spectrum covers a large breadth of frequencies

starting at longer wavelengths in the radio frequencies and moving towards shorter and
shorter wavelengths in the microwave, infrared, visible, ultra-violet, x-ray and gamma-ray
frequencies. By selecting different frequencies over this range it is possible to selectively
probe different material properties. Shown here is a schematic representation of some of the
different properties that can be probed over the range of energies in this spectrum [Fig. 3.4].
The red sinusoidal line in the middle of the figure represents the wavelength of the radiation,
increasing in length as we go to lower frequencies from the top to the bottom. Absorption
spectroscopy can be used, as a powerful tool to look at many different material properties
including: phonons, electronic excitations and magnetic properties under
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Figure 3.4: Different scales of energy shown for the frequency (Hz), wavelength (m), energy
(eV) and wavenumber (cm−1 ). The types of radiation increase in energy and frequency
moving from the longer wavelengths in the radiowaves to much shorter wavelengths in the
γ-rays. Typical processes are also listed for the energy ranges in which they are probed.
Schematic is adapted from Ref [17].
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the application of external tuning parameters. In this work, we will concern ourselves
with vibrational spectroscopy using infrared spectroscopy and Raman scattering, as well as,
optical spectroscopy.Infrared measurements were performed on a modified Bruker Vertex 80v
FTIR spectrometer with additional external optics and bolometer. As a Fourier transform
infrared spectrometer, the interferogram can then be converted to a single beam spectrum
via a mathematical Fourier transformation [89].
3.2.0.1

Fourier transform infrared spectroscopy

Fourier transform spectroscopy uses a broadband source, containing all the desired wavelengths to be measured, combined with a Michelson interferometer like the one shown in
Fig.3.5. The light emitted from the source is directed through a beam splitter where half of
the light is transmitted to one mirror and the other half is reflected to another. In the case
of a fourier transform spectrometer one of these mirrors is moved while the other is held
stationary. Both beams are recombined and directed through the sample to the detector.
The movement of this mirror creates what is known as an interferogram, resulting from
the combination of constructive and destructive interference introduced from the optical
path difference. The samples’ spectrum is seen as changes in this interferogram. The
interferogram, as a function I(x) indirectly stores the wavelength of the infrared radiation,
given by
1
I(x) =
2

Z

∞

B(ω)cos2πωdx,

(3.50)

0

allowing both the intensity B (ω) and frequency (ω) in wavenumbers to be measured at the
same time, converting the displacement domain to the frequency domain [82].
Infrared measurements were performed on a modified Bruker Vertex 80v FTIR spectrometer with additional external optics and bolometer shown in Fig. 3.6(a,b). This instrument
uses a bolometer detector, with a multilayer mylar beamsplitter, in the far-infrared range
of 20-700 cm−1 , and an MCT detector, with a broadband KBr beamsplitter, in the middleinfrared over the range of 450-5000 cm−1 . The systems’ beamsplitters and detectors are
determined by the desired range of the experiment. The Bruker Vertex 80v is
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sample interferogram
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Figure 3.5: Schematic view of a Michelson interferometer. The beamsplitter splits the
beam into two different paths, where one pathlength is altered with a moving mirror. The
recombination of these beams results in an interference pattern. Schematic and exemplary
data was adapted from Ref [18].
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(a)

(c)

(b)

Figure 3.6: (a) Far-infrared setup at FIS beamline of NSLS-II, using Bruker vertex 80v with
Hyperion 2000 microscope attachment and external optics with bolometer. (b) additional
optics including condenser lenses and an external bolometer. (c) Optical path of Hyperion
2000 microscope, transmittance measurements are directed through the bottom of the sample
to the detector and reflectance measurements are back reflected to the detector, shown in
orange and blue respectively.

56

operated under vacuum while the external optics are continuously purged with nitrogen gas to
reduce moisture. Paired with a Bruker Hyperion 2000 microscope attachment and a rotating
objective nose piece (×4, ×15, ×36), this system is capable of very accurate measurement of
small sample sizes. The optical pathway is shown in Fig. 3.6(c), allowing both transmittance
and reflectance measurements through the diamond anvil cell to be performed.
3.2.0.2

Raman scattering spectroscopy at Brookhaven National Laboratory

Raman measurements were performed in a diamond anvil cell on a custom instrument,
measuring the same spot at each pressure with a 532 nm diode-pumped solid state laser,
using power filters to keep the power below 1 mW and to prevent sample degradation. The
setup included an 1800 line per mm grating and a liquid nitrogen cooled charge coupled
device detector. Raman spectra was taken over the range of 50-4000 cm−1 , integrated up to
120 seconds, and averaged as needed to improve the signal-to-noise ratio.
3.2.0.3

Lambda 1050 grating spectrometer

The Lambda 900 and 1050 are versatile spectrometers operating in the ultraviolet visible
and near-infrared spectral ranges.

The spectrometer features a dobulebeam, double

monochromator optical system. The optical components are coated with silica for durability,
alongside holographic gratings, a deuterium lamp and a halogen lamp covering the working
range of the instrument (3300-190 nm, 3000-52000 cm−1 ), and can be seen in Fig. 3.7.
For the near-infrared and visible ranges, mirror M1 reflects the radiation from the halogen
lamp onto mirror M2. At the same time it blocks the radiation from the deuterium lamp used
in the ultraviolet. The filter wheel between mirror 3 and 4 works in tandem with the selected
wavelength for the monochromators in order to prefilter the radiation for the selected range
wavelengths. Slits are used to select the width of the sample spot size while the common
beam mask controls the height. Optical gratings found in both the monochromators of the
Lambda 900 and 1050 separate the radiation from the sources into different wavelengths by
diffracting the light off of the gratings at varying angles. We can see this is also dependent
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Figure 3.7: Optical path for Lambda grating spectrometer. The beampath begins at
the deuterium (DL) and halogen (HL) lamps, where the radiation is guided with mirrors
(M) through a filter wheel (FW) and slits (SA), before the wavelength is selected using the
gratings (G1,G2). The signal-to-noise is increased with the use of a chopper (C) before being
guided through the samplechamber and received at the detectors (PM,PbS and InGaAs).
Adapted from Perkin Elmer Lambda user manual.
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on the distance between grooves in the grating by using the grating equation
dsinθ = mλ,

(3.51)

where an interger, m, is the order of diffraction, d is the spacing between grooves, and
the diffracted wavelength λ, is selected using the diffraction angle, θ. Monochromator I
disperses the collimated light from the source into the desired spectrum using either 2400 or
1200 groves/mm grating and the rotational angle is used to determine the selected segment
of wavelengths. This range is further refined using the second monochromator. In order to
increase the signal to noise ratio a chopper is used. In the case of the Lambda spectrometers
this chopper consists of a mirror segment, a window segment and two dark segments that
are rotated in the path of the radiation beam. These different segments form the sample,
reference and “dark” beam within the spectrometer. A ratio of the sample to the reference
beam over a common background is measured at the detectors. During a scan over a large
wavelength range, many of these elements are automated to work together in order to save
time aligning. A summary of the different lamps and detectors ranges, as well as other
important instrument changes can be seen in Table 3.1.
3.2.0.4

Synchrotron-based infrared spectroscopy

For many of our experiments the infrared source happens to be extraordinary. Rather than
a typical Hg-arc lamp or a SiC globar for infrared sources, we use synchrotron radiation
from the National Sychrotron Light Source II in Broohaven, New York. The synchrotron
provides us an intensely bright source allowing for higher throughput through the sample
than previously possible. This radiation begins as electrons injected into the central-most
ring of the facility, where they are collected into bunches and linearly accelerated, using a
LINAC, to almost the speed of light. After acceleration they are transferred to a booster
ring where their energy is increased even further (up to 3 GeV) until they are directed into
a much larger storage ring of the synchrotron. The electrons are directed and contained in
the trajectory of the storage ring using different configurations of magnets and their
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The majority of my middle-infrared measurements were performed on a Bruker
Equinox 55 FTIR spectrometer. This instrument has a working range of 600-7,500
cm 1 and operates under a nitrogen gas purge. Equipped with a Bruker IR Scope

II microscope attachment and a rotating objective nose piece (_4, _15, _36), this
system is capable of studying very small samples with high accuracy. The optical
pathway is shown in Fig. 3.6. It sports a series of sources, beamsplitters, and detectors,
and is capable of measuring in both transmittance and reectance. The details
Table
3.1:and
Lambda
operating
conditions
of the available
sources
the energy
ranges
they probe are listed in Table 3.2.
Filter
Positions
(nm)
Deuterium (D2) 190-319
150
319.2
379.2
PMT
175-860
562.4
690.4
Halogen
319-3225
810.4
1190.4
PbS/InGaAs 860-2500
1670.4
2680.8
PbS
2500-3300
3350
Source

Range
(nm)

Detector

Range
(nm)

Bruker Equinox 55 FTIR spectrometer in our lab is combined with Bruker IRscope II
that has an advantage of studying micro size samples and precise focusing on small areas
or crystal edges. There are several objectives (4×, 15×, and 36×) that give more
flexibility in investigation of tiny sample spots. The spectrometer is operated under
N2 purge and incorporates the RockSolid interferometer. This interferometer is built
with retro-reflecting cube corner mirrors that have an advantage of “correcting” any
angular tilt of the flat mirrors associated with Michelson-type interferometer. This
is an important addition since any tilt of the flat mirror will introduce a mismatch
between two beams recombined at the beamsplitter and thus will reduce the overall
quality of the data. [173]
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respective magnetic fields. Some of these magnetic arrays include bending magnets, wigglers,
undulators and free electron lasers. As the electrons are bent within the storage ring,
electromagnetic radiation is emitted in a narrow cone tangential to the electrons’ orbit
within the ring itself. The emitted electromagnetic radiation can be collected and utilized
for a myriad of advanced measurements to be taken, including our high-pressure infrared
measurements [Fig. 3.8].

3.2.1

High pressure spectroscopy

Diamond anvil cell techniques are used in order to take measurements at pressures above
ambient conditions. Pressures were taken between 0 and 30 GPa in this dissertation. The
sample chamber in a diamond anvil cell is created by placing a pre-indented gasket with a
hole drilled through the center between the faces of two parallel diamond culets allowing light
to pass completely through the cell. The sample chamber contains the sample, transparent
pressure transmitting medium to obtain quasi-hydrostatic pressure, and an annealed ruby
ball to determine the pressure within the cell [90]. A schematic of the diamond anvil cell
is shown in Fig. 3.9. It is important to select a transparent pressure transmitting medium,
free of excitations for the appropriate region being measured. For our experiments, KBr
was used for Raman and middle-infrared, while vacuum grease was used for the far-infrared
measurements. In order to reach higher pressures it is desirable to pre-indent the gasket
as thin as possible and make sure the gasket hole is drilled directly through the center, the
smaller the better. The smaller the culet-size the more concentrated the pressure is upon
the sample. While this concentration of pressure provides the advantage of accessing higher
pressures, it also comes with the disadvantage of a decrease in cross-sectional area of the
sample and the increase in difficulty of controlling step-sizes when increasing pressure. The
loss in signal from the decreased sample area is somewhat combated by the use of synchrotron
radiation as a source, in the far infrared, but the gasket as an aperture still remains a limiting
factor. In order to reduce fluorescence during the measurement Type I diamonds are used in
Raman scattering experiments and low-defect Type II diamonds to reduce background signal
are selected for infrared measurements. When the two diamond faces are forced towards one
another, the pressure within the sample chamber increases. This is accomplished by
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Figure 3.8: An aerial view of the NSLS-II synchrotron. The LINAC, booster ring and
storage ring have been labeled.
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(a)

(b)

(c)

Figure 3.9: (a) Pictures and (b) schematic representation of a diamond anvil cell [19].
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symmetrically tightening the four screws around the edge of the diamond anvil cell. It is
important that these screws are turned the same amount in order to not apply stress across
the diamonds and risk shattering. The pressure is increased step wise in this manner until
the desired compression is achieved. This process is repeated but in the opposite direction
for decompression.

3.3

Materials of interest: sample preparation, spectroscopic measurements, and complementary calculations

3.3.1

Crystal growth procedures

The growth of M PX3 single crystals were prepared from procedures adapted from Klingen
et. al [91]. M PX3 single-crystal compounds were first prepared in powder form and then
grown using chemical vapor transport. This method is based on the volatility of compounds
and the presence of a temperature gradient. The temperature gradient is used to vaporize
compounds at the “charge-end”, leading to deposition at the “growth-end, resulting in
nucleation and crystal growth. Stoichiometric ratios of loose elemental powder components
were pressed into pellets and placed in vacuum-sealed quartz tube, in order to create
protected moisture free environments to form the compounds. Using a box furnace, the
compounds were heated for an extended period of time, annaelled to room temperature
and collected from the tubes, to use in chemical vapor transport. MnPS3 and FePS3 were
heated to 730◦ C for a week, while NiPS3 required a slightly lower temperature of 700◦ C.
Powder samples were combined with dehydrated iodine crystals and vacuum-sealed in new
quartz tubes for chemical vapor transport. The tubes’ length was chosen to establish the
desired temperature gradients in order to maximize crystal growth. Quartz tubes were then
placed in a single-zone furnace, at a heating rate of 1◦ C/hr until again establishing desired
temperature gradient. MnPS3 and FePS3 were grown in less than a week, while NiPS3
required a longer growth time of 1-2 weeks. CrPS4 was grown under very similar conditions
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as the M PS3 compounds. Instead of using chemical vapor transport, a modified approach of
auto transport was used [92]. Crystals were grown by collaborators in Dr. Mandrus’ group.

3.3.2

Spectroscopic measurements

Polycrystalline material was loaded into a symmetric diamond anvil cell along with an
annealed ruby ball. Care was taken to optimize the optical density in order to reveal the
excitations of interest. KBr or vacuum grease were used as pressure mediums depending
on the measurement.

This assured a quasi-hydrostatic environment for the sample.

Fluorescence from the ruby ball was used to determine pressure [Fig. 3.9(c)] [90]. Various
diamond anvil cells, each equipped with different sized diamond culets, were employed
depending upon the needed pressure range and whether low fluorescence or Type II diamonds
were required for Raman scattering or infrared spectroscopy, respectively. Compression was
reversible within our sensitivity. Infrared spectroscopy (50-8000 cm−1 ; 2 or 4 cm−1 resolution)
was measured in both transmittance and reflectance geometries. In order to remove the
background from the measurement, the sample signal was divided by the reference signal.
In the reflectance geometry, the measured reflectance, R(E), is found using the equation:
R(E) = (

Isd Id
)( ),
Ic IG

(3.52)

where, Isd is the intensity at the sample diamond interface and Ic is the signal intensity
of the culet itself (taken before the measurement with the anvils seperated 1-2 mm apart).
The intensity of the air to diamond interface over the standard reflectance of a gold mirror,
Id
,
IG

is equal to 0.175. The ratio of intnsities between the sample diamond interface and the

diamond culet, ( IIsdc ) must be taken at each pressure. Raman scattering (λexcit = 532 nm;
≈1 mW power; minimum 30 second integration, averaged three times) experiments were
performed in backscattering geometry. Care was taken to ensure consistent measurement of
the same location on the crystal surface. Infrared and Raman measurements were completed
using the 22-IR-1 beamline at the National Synchrotron Light Source II at Brookhaven
National Laboratory. Optical measurements were performed using a Perkin Elmer Lambda900 grating spectrometer between 1 and 6 eV with 3 nm resolution. Absorbance was
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calculated as α(E) = −ln(T (E )) where T (E ) is the measured transmittance. The diamond
anvil cell was carefully positioned in the beam, and pressure was increased systematically.
All data were collected at room temperature.

3.3.3

Density functional theory calculations

Theoretical density functional theory calculations were completed using the Vienna abinitio Simulation Package. The projector-augmented wave was chosen as the basis set
[93, 94]. The exchange-correlation within a crystalline solid was revised with Perdew-BurkeErnzerhof (PBEsol) methods [95], in addition to the consideration of the augmentations of
the on-site interactions by the on-site Coulomb interactions for transition metal d orbitals
[96]. Structural optimizations employed force criteria below 10−4 eV/Å. PHONOPY code
interfaced with VASP was employed to calculate the Γ-point phonon modes for each structure
[97].

This work was performed by collaborators including: phonon frequencies under

pressure, electronic structure calculations and atomic displacement patterns.
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Chapter 4
Piezochromism in the magnetic
chalcogenide MnPS3
van der Waals materials are exceptionally responsive to external stimuli. Pressure-induced
layer sliding, metallicity, and superconductivity are fascinating examples.

Inspired by

opportunities in this area, we combined high pressure optical spectroscopies and firstprinciples calculations to reveal piezochromism in MnPS3 . Dramatic color changes (green
→ yellow → red → black) take place as the charge gap shifts across the visible regime and
into the near infrared, moving systematically toward closure at a rate of approximately -50
meV/GPa. This effect is quenched by the appearance of the insulator-metal transition. In
addition to uncovering an intriguing and tunable functionality that is likely to appear in other
complex chalcogenides, the discovery that piezochromism can be deterministically controlled
at room temperature accelerates the development of technologies that take advantage of
stress-activated modification of electronic structure.

4.1

Force-activated color change in MnPS3

Figure 4.1a displays the optical response of MnPS3 as a function of pressure. At ambient
conditions, the absorbance increases rapidly above 2.64 eV, in reasonable agreement with
prior determinations of the direct band gap [41, 42, 98, 99]. As discussed in greater detail
below, the absorption edge is comprised primarily of charge transfer excitations from the 3p
67

Figure 4.1: Piezochromism in MnPS3 . (a) Optical absorbance of MnPS3 as a function of
pressure. The curves are offset for clarity. (b) Direct band gap analysis under compression.
(c) Band gap as a function of pressure. A number of different data types are included: (i)
direct gap values from panel (b), (ii) photographic evidence at 20 GPa (when MnPS3 turns
black as the gap moves out of the visible range), (iii) infrared results with the band gap
above 0.9 eV at 23.8 and 25.2 GPa and (iv) the presence of a Drude signature at 28.2 and
30.5 GPa. (d) Schematic representation of the sequence of events occurring under pressure
in MnPS3 . Quasi-linear color control is achieved between 0 and approximately 28 GPa [20].
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valence band of sulfur to the localized 3d manganese bands [41, 42, 98, 99]. The literature
also reveals that the spectrum contains vibronically-activated d-to-d on-site Mn2+ excitations
at 1.92, 2.40, and 2.64 eV [41, 42, 98, 99]. These features are relatively weak in our data due
to optical density effects. Thus, the color properties of MnPS3 are primarily defined by the
charge transfer excitations that determine the fundamental band gap. The absorption edge
moves to lower energy with increasing pressure.
The band gap of MnPS3 can be extracted from the optical response using Tauc plots as:
α(E) =

A
B
(E − Eg,dir )0.5 + (E − Eg,ind ∓ Eph )2 ,
E
E

(4.1)

where α(E) is the absorbance, Eg,dir is the direct gap energy, Eg,ind is the indirect gap energy,
Eph is the mediating phonon energy, and both A and B are constants [87, 88]. This model
was originally developed for traditional semiconductors with simple single parabolic band
structures. More recently, it has been extended to accommodate a variety of more complex
materials [100]. Plots of [α·E]2 or [α·E]0.5 vs. energy reveal direct or indirect band gap
character, respectively [87, 88]. We carried out this analysis for MnPS3 and find a 2.64 eV
direct gap at ambient conditions - in excellent agreement with prior work [41, 42, 98, 99].
We also find that the direct band gap of MnPS3 decreases systematically from 2.64 eV at
ambient conditions to 2.15 eV at 11.5 GPa [Fig. 4.1a,b]. In other words, it closes at the
rate of -50 meV/GPa through the optical range. This trend is consistent with the images in
Fig. 4.2.
Figure 4.1c displays the band gap of MnPS3 as a function of pressure. The gap traverses
most of the visible range in a systematic manner. Hence, this complex chalcogenide is an
agile and controllable piezochromic material with an operating range from bright green (at
ambient conditions), to yellow-green (at 3 GPa), to ruby red (at 8 GPa), and to midnight
black (above 20 GPa). These effects are reversible within our sensitivity. Because it has a
precisely controllable piezochromic response over a wide range of the visible and into the
near infrared, MnPS3 is a promising candidate for opto-electronics, spintronics, catalysis,
and pressure sensor applications [101, 102, 103, 104]. A simple linear extrapolation of the
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Figure 4.2: Pressure-induced color change of MnPS3 . Photographs of piezochromic MnPS3
inside the diamond anvil cell at several characteristic pressures and also after release at room
temperature. These images show a gasket hole diameter of 325 µm. The diamond culets are
500 µm [20].
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band gap vs. pressure trend reveals two interesting energy scales. First, the gap moves
outside the visible range at 20 GPa, consistent with our photographic data [Fig. 4.2]. Second,
if the band gap were to continue closing at the same rate (-50 meV/GPa), we would anticipate
full closure near 55 GPa - in reasonable agreement with theoretical predictions for the
formation of metallic Mn dimers from the ambient pressure phase [105]. Of course, MnPS3
probably undergoes a sliding transition that aligns the sulfur centers along the c-axis, similar
to that in the Fe analog [2]. As discussed below, we expect that (i) the sliding transition
raises the symmetry of MnPS3 due to removal of monoclinicity by the layer stacking and that
(ii) the electronic structure of this new phase collapses at much lower pressure. Consistently,
our measurements reveal that the band gap drops very suddenly across the insulator-metal
transition, [106] which we find to occur at 28.2 GPa. These events, including the development
of metallicity, are shown schematically in Fig. 4.1d. Deterministic and promptly reversible
control of the pressure-induced color change is achievable all the way from ambient conditions
to the insulator-metal transition.

4.2

Interplay between electronic and lattice effects
under pressure

In order to better understand the band gap trend and insulator-metal transition, we
performed complementary infrared and Raman scattering spectroscopies of MnPS3 under
compression. These data allow us to examine and test the role of the lattice across the (i)
sliding and (ii) insulator-metal transitions and, at the same time, (iii) reveal the development
of metallicity [105, 2, 106]. We find two very different but highly inter-related effects. The
sliding transition determines how, when, and why the band gap collapses by establishing
the space group and interlayer stacking sequence from which the insulator-metal transition
takes place.
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4.2.1

Vibrational properties under compression reveal symmetry
progression

We begin by examining the Raman scattering response of MnPS3 under compression.
Evidence for sliding is indirect because the localized phonon modes are nearly decoupled
from layer sliding. In other words, the phonons are governed by intra-slab interactions
rather than inter-slab proximity effects. As a result, traditional peak coalescence due to
restoration of the three-fold axes of rotation [107] is replaced by subtle crossover features
in the phonon spectra. These small but important frequency shifts occur between 8 and 10
GPa [Fig. 4.3a], in agreement with our theoretical calculations that show how gradual layer
sliding is made manifest in the Raman response. There are a number of effects that combine
to make the interpretation of the Raman response challenging. First, there is a dramatic
intensity reduction with increasing pressure. This trend is so striking that it is tempting to
associate the decrease in mode intensity with important physics. Instead, this effect is due
to to a simple shift of the band gap across the exciting laser line. In other words, green laser
light is scattered (and not strongly absorbed) at low pressures whereas it is absorbed above
5 or 6 GPa because the electronic excitations of MnPS3 shift into resonance. The effect is
summarized in the supplement of Wang et. al. [106] as well as in Fig. 4.4a.
To avoid overwhelming evidence for a symmetry modification with dramatic intensity
changes from secondary sources, we normalize the Raman scattering spectra of MnPS3 and
plot this result as a function of pressure [Fig. 4.4b]. Within our sensitivity, there are no
mode combinations in the 10 GPa range - inconsistent with a straight-forward space group
modification [107]. One interpretation of this finding is that there is no sliding transition in
MnPS3 . But is it likely that the Mn and Fe analogs are so different? We do not believe so.
A detailed inspection reveals a much more intricate situation. It is important to recall
that Raman scattering in this frequency range probes localized vibrational modes. These are
intra-slab phonons that are sensitive to local structure. To these modes, a sliding transition is
only a weak proximity effect. Because intra-slab phonons are not expected to be sensitive to
long-range structural modifications, it is challenging to distinguish specific phonons belonging
to different phases because C2/m and P 3̄1m are very similar in terms of their local
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Figure 4.3: Raman and infrared spectroscopy across the sliding and metal-insulator
transitions in MnPS3 . (a) Raman-active vibrational mode frequency under compression
across the sliding transition. The gray bar denotes the crossover range, and closed/open
circles denote data from two different runs. (b) Infrared reflectance spectra at ambient
conditions and in the metallic phase, depicting the appearance of a Drude. The dashed lines
guide the eye - eliminating the diamond signature from the response. (c) Close up view of
the P–S stretching mode which is sharp and strong at ambient pressure and screened in the
metallic state by the Drude [20].
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symmetries.

We attribute the absence of traditional signatures of a symmetry-raising

transition [107] to the inter-slab nature of the sliding [2].
This does not mean that there is no evidence for a sliding transition in MnPS3 .
Examination of peak position vs. pressure data [Fig. 4.4c] reveals trends that are subtly
different from the usual expectation (which is mode hardening under compression) [108].
Here, mode frequencies harden until about 10 GPa after which they show a small change
in slope. For the majority of phonons in MnPS3 , the change in slope is gradual and at the
limit of our sensitivity. The crossover features in the phonon spectra are consistent with the
proposed C2/m (staggered phosphorus-dimer) to P 3̄1m (aligned phosphorus-dimer) space
group modification across the pressure-induced sliding transition. The different ∂ω/∂P ’s
above 10 GPa are also in line with the development of a new phase. The 117 and 155
cm−1 modes are Ag +Bg symmetry features. There are multiple calculated modes close to
the experimental peak frequencies, so it is not possible to assign modes to all of the peaks,
although the lowest frequency mode is probably translational in nature [109].
The gradual shift of the Raman-active mode frequencies as a function of pressure can be
compared with calculated mode trends [Fig. 4.5]. We adopt two structural models, the
staggered and aligned phosphorus-dimer models, which are suggested to be the ground
states at ambient pressure and above about 5 GPa after the sliding transition, respectively.
The calculated Raman-active mode trends reproduce the most distinct features in the
experimental data: (i) stiffening of the feature near 390 cm−1 , (ii) softening of the mode near
225 cm−1 , and (iii) the approach of two modes near 250 cm−1 (see dashed and dotted lines).
This agreement further supports the presence of a sliding transition in this compound. Trends
of the 117 cm−1 feature under pressure are also in superb agreement with our simulations.

4.2.2

Drude devolopment and the screening of phonons

Interestingly, the band gap vs. pressure trend is relatively linear in this regime [Fig. 4.1c] - an
indication that the electronic properties of MnPS3 are decoupled from the sliding transition
as well. This is because the charge transfer excitations that define the gap are local (rather
than long-range) in nature and therefore mostly unaffected by the relative positioning of the
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Figure 4.5: Calculated frequencies of Raman-active modes. (a,b) Calculated frequencies of
Raman-active modes from aligned and staggered phosphorus-dimer structures as a function
of pressure where panels (a) and (b) show different frequency ranges. Dashed lines guide the
eye, and the shaded areas depict the pressure range where the sliding transition is suggested
to occur [20].
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two-dimensional chalcogenide layers. Nonetheless, the sliding transition renormalizes the
critical pressure for band gap closure as discussed below.
Next we consider the spectroscopic properties of MnPS3 across the insulator-metal
transition [106]. It is important to realize that a true metal will sport free carriers and
a Drude response (along with strongly screened phonons), a weak metal will show an overdamped response, and a semiconductor will reveal strong phonons riding on a low, flat
electronic background. A pressure-driven insulator-to-metal transition ought, therefore,
to unveil the development of a Drude response with well-screened phonons. The infrared
response of MnPS3 is displayed in Fig. 4.3b,c. At ambient pressure, the reflectance is low
and flat, with a prominent P–S stretching mode near 580 cm−1 . The dashed black line guides
the eye, omitting the well-known signature of the diamond anvils. These features are very
consistent until the level starts to rise slightly near 26 GPa. A metallic Drude response
that completely screens the aforementioned vibrational mode develops quite suddenly in our
hands at 28.2 GPa. Figure 4.3c highlights the simultaneous disappearance of the infraredactive P–S stretching mode in the high pressure phase, consistent with the development of
metallicity.
Figure 4.6 summarizes our results across the pressure-driven insulator-metal transition in
MnPS3 . The absorbance has a traditional behavior. In the insulating phase, the background
is low and relatively flat - punctuated by several strong phonons. Absorbance begins to
increase above 17.3 GPa, although in our hands, the P–S stretching mode is still present at
25.2 GPa [Fig. 4.6d]. There is a complete loss of signal at 28.2 GPa because the sample no
longer transmits light. Infinite absorbance is consistent with metallicity [Fig. 4.6a,c]. That
said, the infrared signature of the lower frequency phonons is apparent all the way up to
27.0 GPa - just below the insulator-metal transition [Fig. 4.7]. The frequency shifts under
compression are systematic.
We also explored the development of metallicity via reflectance measurements using the
diamond anvil cell [Fig. 4.6b,d]. In the insulating phase, the reflectance is low and flat,
punctuated by a very strong P–S stretching mode at 580 cm−1 . The overall level begins to
rise with increasing pressure, and a Drude develops at 28.2 GPa. The P–S stretching mode
completely disappears because metallic carriers (evidenced by the Drude) screen the phonon.
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Figure 4.6: Infrared response across the insulator-metal transition. (a) Absorbance of
MnPS3 as a function of frequency (calculated from the measured transmittance) at various
pressures. The metallic state is characterized by a loss of spectral integrity as the absorbance
becomes infinite. (b) Reflectance as a function of frequency provides evidence for the
insulator-metal transition. (c,d) Close-up view of the absorbance and reflectance of MnPS3
as a function of frequency showing the strong P–S stretching mode at low pressures and the
sudden disappearance of this feature above the insulator-metal transition [20].
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Based upon these data, we can add several more points to the band gap vs. pressure plot
in Fig. 4.1c. Two of the points have large asymmetric error bars denoting both the size
and direction of the positional uncertainty. The asymmetry is because we can estimate only
lower limits of the band gap at 23.8 GPa and 25.2 GPa. At the other two pressures (28.2
and 30.5 GPa), the band gap has collapsed to zero, so these values are precise.
We therefore see that there are two aspects to the story of force-induced color change in
MnPS3 . The first is piezochromism itself. The second is the series of underlying structural
distortions that eventually trigger the insulator-metal transition. This is pertinent to the
story of piezochromism because it is when the band gap plunges to zero across the insulatormetal transition that deterministic control of piezochromism ends. In other words, the
insulator-metal transition defines the upper limit of control.

Expedited gap closure due to the sliding transition
In order to clarify the role of the interlayer structure in determining the rate of band gap
closure, our collaborators performed first-principles density functional theory and dynamical
mean-field theory calculations for three different structural models: (i) the monoclinic C2/m
structure at ambient conditions with a staggered phosphorous-dimer arrangement across the
layers [Fig. 4.8a], (ii) the intermediate-pressure structure after the sliding transition with an
aligned phosphorous-dimer configuration [Fig. 4.8b], and (iii) the high-pressure structure,
similar to the aligned P-dimer phase in terms of stacking but with an aligned phosphorouschain structure across the layers [Fig. 4.8c]. The lattice was fully relaxed in each case to
minimize energy with the given structural (symmetry and volume) constraints. An enthalpy
comparison from DFT+U calculations, reveals that the aligned phosphorous-dimer structure
is almost as stable as the staggered P-dimer structure even at ambient conditions. It becomes
the ground state above ≈10 GPa. We expect the sliding transition to occur across a fairly
broad pressure range as evidenced by the gradual change in the Raman spectra of MnPS3
as well as the x-ray diffraction in FePS3 , [2] but for simplicity we chose the staggered and
aligned phosphorous-dimer and chain structures as extremal cases for this analysis. stacking
faults near the critical pressure. The crossover-like behavior in the Raman spectra around
10 GPa may be attributed to this effect.
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Figure 4.8: Theoretical structure and band gap comparison with pressure. (a-c)
MnPS3 crystal structures with (a) monoclinic (C2/m) staggered P-dimer (SPD) structure
at ambient pressure, (b) hexagonal (P 3̄1m) aligned P-dimer (APD) structure in the
intermediate pressure regime (5 . P . 45 GPa), and (c) aligned P-chain (APC) structure
with the monoclinic space group (C2/m). In the APD and APC structure, phosphorus
ions in neighboring layers are located on top of each other, forming a chain-like structure
in the APC phase above 45 GPa. (d-e) k-resolved and orbital-projected spectral functions
calculated with the structures shown in (b) and (c) respectively, showing the discontinuous
nature of the APD to APC transition. (f ) evolution of the band gap size (obtained from
DMFT) as a function of pressure, where the red and green curves represent the band gaps
of the SPD and APD/APC structures, respectively. The blue dash-dotted curve shows the
anticipated gap size of the APD phase between 28 and 40 GPa, where the gap closes around
30 GPa. (g) Calculated optical conductivity of MnPS3 in the APD and SPD structures at
ambient conditions and under pressure (P = 18.9 and 21.2 GPa, corresponding to the APD
and SPD structures, respectively) [20].
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In the ambient to small pressure range, most of the charge excitations take place within
individual MnPS3 layers. The absence of any sudden change in the optical band gap as
a function of pressure below 20 GPa is thus attributed to the local nature of the charge
transfer. As pressure is enhanced, the inter-layer distance decreases and the system starts
to recognize the two different layer stackings. Because of the one-dimensional (dimerized)
chain-like structure of phosphorous along the layer-normal direction in the aligned P-dimer
structure [Fig. 4.8b], the band gap is more susceptible to pressure compared to that deriving
from a staggered phosphorous-dimer structure. Eventually, collapse of the Mott-character
(i.e. disappearance of the imaginary self-energy peak at zero energy) in the aligned P-dimer
structure occurs near 45 GPa. It is accompanied by a sudden reduction of the c-axis spacing
and an abrupt jump in the phosphorous dimer distance, which induces the one-dimensional
chain-like character of phosphorous centers along the layer-normal direction [Fig. 4.8c].
Figures 4.8d,e show the spectral functions A(k, ω) and projected density of states A(ω)
for the aligned phosphorous-dimer state at 40.3 GPa and aligned phosphorous-chain state at
45.6 GPa, respectively. While the aligned P-dimer phase maintains Mott-insulating character
[Fig. 4.8d], robust metallicity is observed in the aligned P-chain structure [Fig. 4.8e]. The
appearance of dispersive band character along the layer-normal direction (Γ–Z line) near
the Fermi level in Fig. 4.8d is another feature signaling the transition from a quasi-twodimensional Mott insulating to three-dimensional metallic phase in the aligned phosphorouschain structure of MnPS3 .
The symmetry lowering across the insulator-metal transition deserves additional comment. Our calculations reveal that the phosphorous dimer-to-chain transition (P 3̄1m to
C2/m) takes place with a spin-state transition and Mott-type metallization. The collapse
of the high-spin (S = 5/2) character leads to partial occupancy of the Mn t2g orbital, which
breaks the three-fold symmetry in each MnPS3 layer due to the tendency towards Mn-Mn
covalency [Figure 4.8g]. This physical picture is different than in FePS3 [2]. Here, the
high-pressure metallic phase has a d6 (Fe2+ ) low-spin configuration and, as a consequence,
prefers restoration of the three-fold symmetry. The precise value of the charge gap as well
as the type of structural distortion that is predicted to take place across the insulator-metal
transition is highly sensitive to our choice of starting structure as shown by the evolution of
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charge gaps of the two different stacking sequences as a function of pressure [Fig. 4.8f]. The
aligned phosphorous-dimer structure is in better agreement with the experimental data.
Lastly, we comment on the difference between the measured optical gap and calculated
electronic gap [Figs. 4.1b and 4.8f]. The measured optical gap is larger than the calculated
electronic gap by ≈ 0.6 eV at ambient pressure. On the other hand, the simulated optical
conductivity σ1 (ω) from the same DMFT calculations [Fig. 4.8g] reveals an optical gap of
≈ 3 eV. Despite the slightly larger value of the calculated optical gap compared to the
experimentally estimated gap, the rate of gap closure vs. pressure is approximately 0.5
eV per 10 GPa, in very good agreement with our measurements. Unlike the electronic
gap, the optical gap is mostly unaffected by layer sliding. Likewise, the calculated optical
conductivities of the SPD and APD structures are relatively insensitive to layer sliding.
Analysis of the spectral functions reveals that the optical gap originates primarily from
transitions between d-p-hybridized states at Mn sites within the same MnPS3 plane, whereas
the electronic gap is determined by the sulfur p-bands which become dispersive under
pressure because of the inter-plane overlap between sulfur p-orbitals located in adjacent
layers. This difference between the electronic and optical gaps along with the insensitivity
of optical gap to structural change emanates from the quasi-two-dimensional character of
MnPS3 - perhaps opening the door to independent control via pressure and/or epitaxial
strain.

4.3

Structure-property relations in piezochromic materials

In order to better articulate strategies for the development of piezochromism, we compare the
overall pressure scale for force-activated color change in MnPS3 with that in related materials.
It is well known that chalcogenides are relatively soft and sport large volume collapses under
pressure [110]. These and other van der Waals materials are therefore reasonable platforms
to search for piezochromic effects. The nature and size of the band gap is also important. It
should not be too low or too high. MoS2 , for instance, has a 1.2 eV indirect band gap which is
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in the near infrared region even before compression, and it closes near 50 GPa [111, 112]. As
another example, the layered semiconductor CrSiTe3 displays a 0.4 eV indirect gap and a 1.2
eV direct gap, [113] so it will suffer from a similar lack of dynamic range. Turning to the lead
halide perovskites, systems like CH3 NH3 PbI3 are known to sport highly-tunable electronic
structures. The size of the gap at ambient conditions is on the order of 1.6 eV which is below
the visible range, and it closes in a non-linear manner - resulting in a challenge for property
control [114]. The Pb-free halide double perovskites, on the other hand, exhibit band gaps
in the visible range and are therefore more promising piezochromics [115]. Compression
also closes the 2.7 eV optical gap in BiFeO3 at a rate of -12.2 meV/GPa - with eventual
metallization [116, 117]. As2 S3 is another good example, with a 2.7 eV gap that closes rapidly
[118]. What makes MnPS3 particularly attractive is that it has a direct band gap in the visible
range [? 119]. With a -50 meV/GPa shift of the gap under compression, the Mn compound
is both agile and linearly responsive - until metallicity develops at 28.2 GPa. Similar work on
the Ni and Fe analogs will allow the development of structure-property relations. Finally, we
point out that the majority of currently known piezochromics are donor-acceptor complexes,
polymers, molecular systems, and liquid crystals [120, 121, 122, 123, 124, 125, 126, 127, 128,
129, 130, 131]. The development of this functionality in chalcogenides is therefore significant
and potentially useful.
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Chapter 5
Symmetry progression and possible
polar metallicity in NiPS3 under
pressure
van der Waals solids are ideal platforms for the discovery of new states of matter
and emergent properties under external stimuli. Under pressure, complex chalcogenides
like M PS3 (M = Mn, Ni, Co, V) host sliding and structural transitions, insulator-tometal transitions, the possibility of an orbitally-selective Mott state, piezochromism, and
superconductivity. In this work, we bring together diamond anvil cell techniques, infrared
and Raman scattering spectroscopies, and x-ray diffraction with a detailed symmetry analysis
and first-principles calculations to uncover a series of high pressure phases in NiPS3 .
Remarkably, we find five different states of matter between ambient conditions and 39 GPa quite different than in the other M PS3 materials. Even more strikingly, infrared spectroscopy
and x-ray diffraction combined with a symmetry analysis reveals both metallicity and loss
of the inversion center above approximately 23 GPa suggesting that NiPS3 may be a polar
metal with a P 3m1 space group under these conditions and P 1 symmetry under maximum
compression. In addition to identifying a candidate polar metal ripe for further inquiry, we
suggest that pressure may tune other complex chalcogenides into this elusive state.
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5.0.1

Local lattice distortions and symmetry progression under
pressure

Figure 5.1 summarizes the room temperature vibrational response of NiPS3 under compression. Based upon a C2/m structure at ambient conditions [Fig. S2, Supplementary
Materials], we anticipate 12 infrared-active modes (5Au + 7Bu ) and 15 Raman-active modes
(8Ag + 7Bg ). Single crystal x-ray measurements support C2/m with an indexing of 93% of
the peaks. [105, 132, 74] Overall, the vibrational properties are in good agreement with this
symmetry analysis and our first-principles lattice dynamics calculations with the exception
of (i) an infrared-active Bu mode near 450 cm−1 and (ii) a Raman-active lattice mode near
110 cm−1 , probably due to low oscillator strengths [21, 133, 134]. NiPS3 displays several
structural phase transitions with increasing pressure. We identify the critical pressures (PC ’s)
by the appearance or disappearance of peaks, splittings or combinations, and frequency shifts
as discussed below [36]. Within our investigated range, we find three critical pressures (PC ’s)
and four different phases - the last of which is a polar metal. Clearly NiPS3 is much more
complex than the Mn and Fe analogs [2, 54, 20]. The mode assignments, symmetries, and
displacement patterns of NiPS3 over the frequency range of 100-600 cm−1 are based on the
data shown in Fig. 5.1, prior literature[132], and our first-principles calculations.
The C2/m → HP-I transition at 9 GPa is challenging to unravel because there is
spectroscopic evidence for both increasing and decreasing symmetry. This suggests that
the initial and final space groups do not have a simple group ↔ subgroup relationship across
PC1 . Let’s begin by considering evidence for increasing symmetry. Two different 2 → 1 peak
condensations take place near 260 and 570 cm−1 [Fig. 5.1e-h]. We assign these Raman-active
modes as in-plane anti-symmetric bends and stretches of the P2 S4−
6 dimer units, respectively
[133, 135]. This means that in addition to the mirror planes, axial glides, inversion centers,
two-fold rotations, and the two-fold screw axes that characterize the C2/m space group,
the system gains additional symmetry elements across PC1 = 9 GPa.

Examination of

C2/m group ↔ supergroup relationships in Fig. 5.2, provides several candidates for this
intermediate phase including P 3̄1m, P 3̄m1, and Cmmm. We can distinguish between these
different space groups by realizing that a reduction in out-of-plane

86

5.20
2.37

Pc1
240

200

150

200

250

300

0

350

Frequency (cm-1)

4

8

AP

HP-I HP-II HP-III

12.01

6.99
0.95

100

200

300

Raman Shift (cm-1)

Frequency (cm-1)

Intensity (Arb. Units)

21.37

300

250

200

150

Pc1
0

5

10

Pc2
15 20

Pc3
25

8.69
4.02
0.19

600

580

560
0

h 650
600

26.28 GPa
21.37
12.01
6.99

Pc1
4

AP

500

500
450

Pc1
600

Raman Shift (cm-1)

12 16 20 24

HP-I HP-II HP-III

400

400

Pc3

550

0.95

Pressure (GPa)

8

Pc2

Pressure (GPa)

g

30

HP-II

620

Frequency (cm )

350

26.28 GPa

14.67

400 450 500 550 600 650
-1

12 16 20 24

Pressure (GPa)

f

e

Pc3

Pc2

0.59

19.50

Frequency (cm-1)

11.01
6.96

280

HP-I

AP

640

Intensity (Arb. Units)

16.64

d

22.02 GPa

Frequency (cm-1)

21.06 GPa

Frequency (cm-1)

Absorbance (Arb. Units)

c

HP-II

HP-I

AP

Absorbance (Arb. Units)

b 320

a

350

0

5

Pc2

Pc3

10 15 20 25 30

Pressure (GPa)

Figure 5.1: Vibrational properties of NiPS3 under compression. (a-d) Close-up view of
the infrared absorption and frequency vs. pressure plots. (e-h) Close-up view of the Raman
scattering response and frequency vs. pressure plots. Spectra for the ambient pressure
(AP) phase are shown in gray; those for the high pressure phases (HP-I, HP-II, and HP-III)
are shown in teal, green, and black, respectively. Closed and open circles represent two
independent runs. Note that infrared spectra in the HP-III phase are not included because
the phonons are screened by the metallic response. The critical pressures (PC ’s) separate
the high pressure phases and are indicated with dashed vertical gray lines [1].
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Figure 5.2: Symmetry progression of NiPS3 under compression. The different high pressure
phases of NiPS3 are shown in the schematic as determined from spectroscopic data. The
ambient pressure phase belongs to the C2/m space group and proceeds through a non
group/subgroup relation through P 1̄m to P 3̄ in HP-I. Increasing in symmetry to P 3̄m1
(HP-II) and then losing its center of inversion and decreasing to P 3m1 in HP-III to P 1 [1].
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motion of the phosphorous-dimer atoms (560 cm−1 ) and changes in Ni positions (255 cm−1 )
combined with a decrease in monoclinic angle [21, 2] establish new mirror planes, axial glides,
two-fold rotations, and two-fold screw axes in the ab-plane. Taken together, these findings
support a P 3̄1m space group. Vibrational spectroscopy also contains evidence for symmetry
breaking across the 9 GPa transition, and the loss of these specific symmetry elements has to
be taken into account in order to identify the space group of HP-I. Symmetry reduction is, of
course, signaled by the appearance of new peaks. The rise of the out-of-phase intralayer Ni
translational mode in the Raman scattering response near 120 cm−1 across PC1 is a beautiful
example of this effect [Fig. 5.1e,f]. A second example involves the infrared-active out-ofplane antisymmetric PS3 -bending modes near 280 cm−1 [Fig. 5.1a,b]. The key is to unravel
how these modes correspond to the symmetry elements that are lost across PC1 . We do
this by considering the relevant mode displacement patterns and how they impact different
symmetry elements. These include some of the newly established symmetry elements of
P 3̄1m such as axial glide planes, two-fold rotations, and two-fold screw axes. Candidate
subgroups include P 31m, P 3̄, and P 312. Moreover, while many symmetry elements are lost
here, the inversion center remains intact and is very robust under compression. Furthermore,
we do not see a large increase in the overall number of peaks in the spectra. It is also
important to note that the infrared and Raman spectra are never equivalent, thus providing
additional evidence for retention of the inversion center. Of the three candidate sub-groups of
P 3̄1m, only P 3̄ retains the inversion center. We therefore assign the 9 GPa structural phase
transition as C2/m → P 3̄. Accompanying x-ray diffraction measurements are consistent
with this result.
There is another structural phase transition at PC2 = 16 GPa. Increasing symmetry from
P 3̄ → HP-II, group theory provides five space group candidates: P 3̄1m, P 6/m, P 63 /m,
P 3̄c1, and P 3̄m1. R3̄ was also considered because it is seen in similar materials including
α-RuCl3 and CrSTe3 , although these materials are spectroscopically quite different with an
overall fewer number of vibrational modes and likely inconsistent with our data [136, 113].
We can remove some of the candidates from this list almost immediately. From a comparison
with the intermediate space group from the C2/m→P 3̄ transition, changes in the spectra
indicate that NiPS3 does not revisit P 3̄1m. Without any evidence for six-fold symmetry,
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the material does not appear to increase symmetry to either P 6/m or P 63 /m. We are
therefore left to select between P 3̄c1 and P 3̄m1. In order to discriminate between these
two space groups, we examine experimental evidence in Fig. 5.1a,b alongside an analysis of
the space group-specific symmetry elements in Table S3, Supplementary Materials. While
the Raman-active vibrational modes change smoothly across PC2 , the infrared response is
much more revealing and useful. We focus on the Au infrared-active mode at 189 cm−1 . The
displacement pattern of this mode consists of in-plane Ni translations within the layer and
out-of-plane S motions. The disappearence of this mode at PC2 signals increased symmetry
in HP-II [Fig. 5.1a,b]. More specifically, the loss of this motion indicates the development
of additional axial glides and mirror planes along the c-axis as well as two-fold rotations
and screw axes in the ab-plane. The addition of these symmetry elements is consistent with
P 3̄m1. While two-fold rotations and screw axes are expected to develop in P 3̄c1 as well,
diagonal glide planes are also anticipated. There is, however, no evidence for diagonal glide
plane formation in HP-II. The smooth behavior of the out-of-plane S motion of the Bu mode
at 194 cm−1 is also inconsistent with significant new inter-layer interactions across PC2 = 16
GPa. These findings are in line with with our high pressure x-ray diffraction which refines to
P 3̄m1 above 16 GPa [Fig. S4, Supplementary Materials]. The sequence of pressure-induced
transitions thus far is C2/m → P 3̄ → P 3̄m1.
NiPS3 has an additional structural phase transition at PC3 = 23 GPa. As we argue
below, the space group progression across this transition (from HP-II to HP-III) is P 3̄m1
→ P 3m1. Unfortunately, the spectra in Fig. 5.1 provide no mode splittings or frequency
shifts across PC3 that can be used to unravel the next step in the symmetry progression.
This does not mean, however, that the data are not of any use. The Raman-active modes
in Fig. 5.1 harden continuously across PC3 and remain unaffected by the pressure-driven
transition. This indicates that there are no changes in local structure emanating from evensymmetry displacements and that subgroups involving such distortions can be eliminated
from consideration.

We next turn our attention to the infrared response in order to

consider the possible role of odd-symmetry distortions. Unfortunately, the development
of a Drude screens the behavior of the infrared-active phonons above 23 GPa. Thus, while
the infrared response establishes metallicity (albiet at a slightly lower pressure than that
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from transport work) [22, 21], it does not provide any information on the behavior of the
infrared-active phonons above 23 GPa. Figure 5.3 displays the infrared reflectance of NiPS3
under compression. The overall level rises significantly with increasing pressure, consistent
with developing metalicity. The latter also screens the infrared-active P–S stretching mode
near 590 cm−1 , in line with the discussion above. This metallicity is consistent with the
middle infrared spectra of Ma et. al. [21], and in combination with the loss of the inversion
center (established by x-ray scatting, discussed below) suggests that NiPS3 may be a polar
metal at pressures above 23 GPa. Along with metallicity, polar metals require a continuous
second-order structural transition, the loss of an inversion center, and the development of
a unique polar axis.[137] Screening of long-range Coulombic forces and elimination of polar
moment ordering makes this state of matter quite uncommon. Very few polar metals have
been experimentally realized. Examples include LiOsO3 , Cd2 Re2 O7 , the Td phases of MoTe2
and WTe2 , and antiperovskite Hg3 Te2 X2 [45, 138, 139, 46, 140, 47]. Although the size of
any polarization and whether it is ferroelectric (switchable) or pyroelectric (not switchable)
are unexplored, the possibility of ferroelectricity in the metallic state of a chalcogenide like
NiPS3 opens the door to many intriguing opportunities for studying this intriguing state
of matter. Furthermore, if the polar metal state can be stabilized under low pressures or
strain, there will be applications in nanoelectronics since these effects take place at room
temperature.
A subgroup analysis for P 3̄m1 suggests several possible pathways by which symmetry
in NiPS3 can be reduced. As before, some can be immediately eliminated. For instance,
the spectroscopic results are different from the ambient pressure phase and HP-I, indicating
that HP-III does not possess C2/m symmetry or revisit P 3̄. To differentiate between the
remaining two space groups, P 3m1 and P 321, we bring our spectroscopic findings together
with x-ray diffraction as discussed below. Importantly, both of these candidate space groups
are polar and lack an inversion center.
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Figure 5.3: Insulator-to-metal transition occurs with the development of a Drude response
and screening of the phonons. (a) Reflectance of NiPS3 as a function of frequency showing
the development of metallicity under pressure. Dashed lines omit the well-known diamond
signature and guide the eye. (b) Close-up view of the 590 cm−1 P-S stretch which is
increasingly screened by the Drude under pressure, consistent with the development of
metallicity. The metallicity develops gradually, in line with transport results[21, 22] and
consistent with a second order transition. This implies that a group-subgroup symmetry
analysis is reasonable. (c) Calculated displacement pattern of the P-S stretching mode.
Phosphorus and sulfur centers are purple and yellow, respectively. Black arrows indicate
both direction and magnitude of the distortion [1].
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5.0.2

Establishing loss of the inversion center above 23 GPa by
x-ray scattering

Figure 5.4a displays the x-ray diffraction profile of NiPS3 as a function of pressure at
room temperature. Similar to the vibrational properties work, we identify the P C ’s by
the appearance/disappearance of various resonances as well as changes in peak position
and splitting. The critical pressures extracted from the x-ray diffraction studies are in
excellent agreement with those obtained from the infrared absorption and Raman scattering
measurements. The phases are again labeled from ambient pressure (AP) through the various
high pressure phases (HP-I to HP-V). Figure 5.4b,c displays diffraction images recorded at
13 and 24 GPa, in high pressure phases HP-I and HP-III, respectively. These images indicate
that NiPS3 remains single crystal-like across the full series of structural transitions up to
39 GPa [Fig. S4, Supplementary Materials]. One of the challenges that arises from the
experimental configuration and angle of incidence is that all of the diffraction peaks are not
collected. This issue prevents a full refinement of the high pressure structures. On the other
hand, there are usually enough peaks to distinguish between symmetry candidates. Our
collaborator therefore carried out least squares fitting of the lattice constants [Table 5.1] to
investigate the symmetries suggested from vibrational spectroscopy. The space groups are
labeled accordingly in Fig. 5.4.
To complement our spectroscopic work, our collaborator performed high pressure x-ray
diffraction measurements between 0 and 39 GPa and carried out detailed refinements of each
phase that were compared with minimum energy calculations. We discuss the analysis of
HP-III as an illustration of this process. As a reminder, infrared spectroscopy reveals that
this phase is metallic [Fig. 5.3]. The predicted space group candidates are P 3m1 and P 321.
Both of these space group candidates fit similarly well to the x-ray data based upon the
values of their lattice constants [Table 5.1]. For example, the peaks at 2Θ = 4.8◦ , 8.3◦ ,
14.5◦ and 14.8◦ correspond to (h, k, l) = (1,0,0), (1,1,0), (3,0,0), and (3,0,1), respectively
[Fig. 5.4c]. We discovered, however, that P 321 does not retain the hexagonal structure
centered around the P2 S4−
6 dimer, suggesting P 3m1 as the most probable space group for
HP-III. A schematic
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Figure 5.4: High pressure x-ray scattering results of NiPS3 up to 39 GPa. (a) Integrated
x-ray diffraction profiles at pressures. The appearance of x-ray diffraction peaks at the given
angle are indicated, alongside dashed lines to guide the eye. Critical pressures, dividing
individual pressure phases, are indicated by solid blue horizontal lines. The space groups of
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Table 5.1: Symmetry and lattice constants for the ambient pressure (AP) and high pressure
(HP) phases of NiPS3 [1].
P (GPa)
0.7

Phase
AP

Symmetry
C 2/m

13

HP-I

P 3̄

16

HP-II

P 3̄m1

24

HP-III

P 3m1

Lattice constants
a = 5.800(1) Å, b = 10.057(1) Å, c = 6.605(2) Å
α = γ = 90◦ , β = 106.99(2)◦
a = b = 5.638(5) Å, c = 5.88(2) Å
α = β = 90◦ , γ = 120◦
a = b = 9.720(1) Å, c = 4.94(1) Å
α = β = 90◦ , γ = 120◦
a = b = 5.582(3) Å, c = 15.03(2) Å
α = β = 90◦ , γ = 120◦
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structure of this phase is provided in Fig. S5, Supplementary Materials. The sequence of
transitions under pressure is therefore C2/m → P 3̄ → P 3̄m1 → P 3m1.
Our collaborator on this project, Takahiro Matsuoka, carried out a similar analysis for all
of the phases from AP to HP-V. Although perfect fits are not always obtained [Table 5.1], the
extracted space groups from AP to HP-III are in excellent agreement with the spectroscopic
results. The data also suggest that the symmetry of NiPS3 continues to decrease with
increasing pressure [Figs. 5.4 and S4 of the Supplementary Materials]. With evidence for
symmetries lower than P 3m1 under additional compression, we anticipate the space groups
for HP-IV and HP-V to be P 3 and P 1 respectively. In principle, P 1 should have a larger
electric polarization than either P 3m1 or P 3.

5.0.3

Evidence for the series of pressure-induced transitions from
ab-initio calculations

In order to provide insight into the structural transitions and lattice dynamics of NiPS3 ,
our collaborator carried out a combinatorial search of all possible stacking sequences up to
and including three-layer periodicity followed by first-principles density functional theory
calculations including on-site Coulomb repulsion, magnetism, and van der Waals correction.
Figure 5.5a displays enthalpy versus pressure for the three candidate structures.and a
comparison of calculated and experimental infrared- and Raman-active mode frequencies
as a function of pressure. Overall, the computed frequencies are in excellent agreement with
our experimental results. The measured infrared response, for instance, reveals a gradual
change in slope of the {A, B}u modes close to 230 cm−1 near 12 GPa. Based on our computed
phonon frequencies, we can understand this structure as the merging of {A, B}u modes (blue
and violet lines) into an Eu doublet (orange solid line beyond 8 GPa); this merge takes
place with a 10 cm−1 red shift. In addition, the experimental infrared response shows the
sudden appearance of a peak around 280 cm−1 beyond 12 GPa, which matches well with the
theoretical orange line and can be identified as another Eu mode. The agreement between
computational and experimental findings is less evident in the Raman data due to the overall
density of modes [Fig. 5.5c], but we comment that merging the two separate modes near 280
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cm−1 close to 8 GPa, possibly the Ag and Bg modes, into a single Eg doublet can account
for our results.
Overall, our theoretical results are reasonably consistent with the experimental observations. Theory correctly predicts C2/m as the ambient pressure phase as well as a
structural transition from C2/m to P 3̄. It also identifies P 1 as the final state. There
are also, unfortunately, some inconsistencies. These include: (i) x-ray and spectroscopic
measurements show the P 1 phase should appear beyond 30 GPa, whereas theory always
favors P 1 over P 3̄, (ii) the c-axis periodicites of the P 3̄ structure are different, with
computational structures tending to prefer more complex stacking patterns for P 3̄. and
(iii) we do not identify P 3̄m1 and P 3m1 space groups as low energy candidates in the
intermediate pressure range - despite their identification in experiment. These discrepancies
may have their origins in our model structures which do not contain components of in-planesymmetry lowering and the resulting multiplications of in-plane periodicity.
Finally, it is worth mentioning that the behavior of NiPS3 is vastly different from MnPS3 ,
FePS3 , and V0.9 PS3 under pressure where structural and insulator-metal transitions drive
the formation of phosphorous chains along the layer-normal direction [2, 141, 20]. We
speculate that (i) charge-transfer involving Ni2+ [142, 143] may disfavor phosphorous ion
participation in the insulator-metal transition thereby preventing the simple P 3̄1m-type
stacking observed in the Mn, Fe, and V analogs, and (ii) the much narrower van der Waals
gap in NiPS3 [133], possibly originating from partially-filled eg orbitals and the consequent
stronger inter-plane interactions [144], may prevent layers from sliding easily to form the
more familiar stacking patterns. Taken together, these mechanisms may contribute to more
complex stacking patterns of the Ni honeycomb layers as well as local lattice distortions
within the layers.

5.0.4

Possible polar metallicity in NiPS3 , other complex chalcogenides, and the two-dimensional limit

The unique symmetry progression in NiPS3 under compression provides an opportunity
to explore a variety of different states of matter not present in other members of the
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M PS3 family of materials. By combining high pressure vibrational spectroscopies and xray diffraction with an extensive symmetry analysis and first-principles calculations, we show
that this system displays a series of five different structures from C2/m at ambient conditions
to P 1 above 35 GPa. Strikingly, NiPS3 appears to be a polar metal above approximately
23 GPa due to the development of metallicity (evidenced by a Drude in the infrared that
screens the phonons) and loss of the center of inversion (established by a combined symmetry
and structural analysis). Whether this phase is ferroelectric (switchable) or pyroelectric
(not switchable) is not yet clear; future work will surely address this question. Although
of contemporary interest, polar metals are uncommon and currently not well understood.
Physical systems are in short supply due to the need to overcome the innate opposition
between metallicity and the presence of polar moments [45, 46, 47]. The most common way
to overcome these competitive effects is with a unique polar axis [137, 145]. The latter is
often a result of an anisotropic crystal environment, can be induced through the application
of external stimuli: pressure, strain, and magnetic field. Such a mechanism is possible in
NiPS3 if the unique polar axis is along c. In any case, the discovery of a candidate physical
manifestation of this elusive state of matter is useful and important, offering a real system
on which to carry out experiments and test predictions. We anticipate that our findings
will inspire further exploration of NiPS3 and a search for polar metallicity in other complex
chalcogenides.
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Chapter 6
Metal site substitution and role of the
P-P dimer on symmetry breaking in
FePS3 and CrPS4 under pressure
We combine infrared absorption, Raman scattering, and diamond anvil cell techniques to
explore the properties of FePS3 and CrPS4 under pressure, comparing our findings with
a symmetry analysis, lattice dynamics calculations, and an examination of the energy
landscape. Although these complex chalcogenides are considered to be members of the
same family of materials, they display remarkably different phase progressions on account
of the metal center orbital filling, character of the P–P linkage, layer corrugation, and
differing sizes of the van der Waals gap.

We discuss the space group progressions,

structure-property relations, and development of pressure-induced metallicity in terms of
the competition between local and long-range symmetry transformations and the structural
distortion pathways. These findings place the properties of FePS3 and CrPS4 on a firm
foundation for work under strain control and in the single-layer limit.
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6.0.1

Vibrational properties and symmetry progression of FePS3
under pressure

Figure 6.1 summarizes the vibrational response of FePS3 under pressure. This system hosts
a C2/m space group at ambient conditions, so we expect 12 infrared-active modes (5Au +
7Bu ) and 15 Raman-active modes (8Ag + 7Bg ) in the spectra [135, 74, 133]. There are a
number of reports on the infrared spectrum of FePS3 at ambient conditions as well as the
Raman scattering response under pressure [135, 146, 106, 147]. That said, there are no high
pressure infrared studies in the literature, attesting to the difficulty of these measurements.
This is the primary distinction of our work on FePS3 . Obviously, infrared and Raman
scattering spectroscopies are complementary techniques. Both are needed for a full symmetry
analysis of this material [36, 148, 149, 150, 1]. Infrared also reveals electronic properties like
metallicity. We identify critical pressures by the appearance or disappearance of peaks,
splittings or combinations, and frequency shifts as discussed below [36, 108, 151]. We define
PC1 =6.0 and PC2 =13.6 GPa. These critical pressures separate the ambient pressure (AP)
phase from the two higher pressure phases (HP-I and HP-II) of FePS3 [2, 54, 74, 147, 20].
The transitions regions are somewhat gradual and occasionally sluggish, a characteristic that
we indicate with blurry phase boundary lines.
Let’s examine this sequence of pressure-driven transitions more closely. While the Raman
scattering spectrum is insensitive to PC1 , the infrared response reveals subtle shifts and
inflection points in the frequency vs. pressure data, consistent with the reported C2/m →
C2/m-like structural transition. PC2 is different [2, 16, 147]. Most notably, the infrared
phonons become screened due to the development of metallicity, so we can not follow their
progression into HP-2 [Fig. 6.1(c,d)]. On the other hand, there is a condensation of two
Raman-active peaks near 260 cm−1 that clearly supports a symmetry increase [Fig. 6.1(e,f)].
We assign these features as in-plane anti-symmetric bends of the P2 S4−
6 dimers that take place
with slight Fe center translations. While the apparent splitting of the Raman-active peak
near 365 cm−1 might be due to nonhydrostaticity in the diamond anvil cell or a simultaneous
decrease in symmetry, we instead attribute the additional vibrational structure near PC2 to
the slugglish nature of this transition and the coexistence of two separate phases in this
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Figure 6.1: Vibrational properties of FePS3 under compression at 300 K. (a-d) Infrared
absorption and frequency vs. pressure trends that define the critical pressures (PC1 and
PC2 ). (c,d) Metallicity appears above PC2 as evidenced by the development of a Drude and
screening of the infrared-active phonon modes. Symbol size denotes relative intensity, and
the dashed line extrapolates a feature with nacent intensity. (e,f ) Raman scattering response
of FePS3 and frequency vs. pressure trends. The closed and open symbols represent two
independent sets of measurements. Spectra in the different phases are denoted with orange,
blue, and gray curves. The critical pressures, PC1 and PC2 , are indicated by diffuse gray
lines. (g) Displacement patterns involved in symmetry progression [4].
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pressure regime. Furthermore, the 365 cm−1 peak is actually composed of two separate Ag
modes that reveal themselves only in this transition zone. The displacement patterns for
these modes are opposing out-of-plane symmetrical stretches of the P2 S4−
6 dimer units.
We can use these pressure-induced spectral changes to carry out a correlation group
analysis of FePS3 . We begin by recognizing the various symmetry elements of the C2/m space
group. These include mirror planes, axial glides, inversion centers, two-fold rotations, and
two-fold screw axes. We already established that PC2 takes place with a symmetry increase as
evidenced by the mode condensation near 260 cm−1 . Candidate space groups include P 3̄1m,
P 3̄m1, and Cmmm. Each has higher symmetry than C2/m, although different symmetry
elements are restored in each case. To distinguish between these candidate space groups, we
analyze the displacement pattern of the Raman-active phonon mode near 260 cm−1 . This is
an in-plane anti-symmetric bend of the P2 S4−
6 dimers combined with slight translation of the
Fe centers. A reduction in out-of-plane motion under pressure combined with a decrease in
the monoclinic angle along c toward 90◦ [2, 16] points toward P 3̄1m. Therefore, in addition
to the preexisting symmetry elements of C2/m, the system gains three-fold rotational axes
and axial glides [135, 133]. The sequence of transitions under pressure in FePS3 is thus C2/m
→ C2/m-like → P 3̄1m, in excellent agreement with prior work [2, 54, 147]. As mentioned
previously, the infrared response does not reveal additional information above PC2 due to
the development of metallicity and screening of the phonons by the Drude [Fig. 6.1(c)]
[2, 16, 74]. On the other hand, infrared spectroscopy shows us precisely what odd-symmetry
local lattice distortions are involved in the C2/m → C2/m-like transition under pressure. We
therefore see that while the addition of high pressure infrared spectroscopy does not reveal
anything new in terms of the overall symmetry progression of FePS3 , we can use the findings
to develop structure-property relations across this family of materials [2, 16, 74, 147].

6.0.2

Vibrational properties and symmetry progression of CrPS4
under pressure

Figure 6.2 summarizes the vibrational response of CrPS4 under compression at 300 K. At
ambient conditions, CrPS4 belongs to the C2 space group, so we expect 36 spectroscopically
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Figure 6.2: Vibrational properties of CrPS4 under compression at 300 K. (a-d) Infrared
absorption and frequency vs. pressure trends. Metallicity appears above PC2 as evidenced
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with diffuse gray lines. (g) Displacement patterns involved in symmetry progression [4].
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active modes (17A + 19B), with three silent acoustic modes (A + 2B) [30, 152]. There is
some discrepancy in the literature as to whether the correct space group is C2 or C2/m
- attributed to the strong similarity between these two structures as well as the fact that
the deviation from C2/m is thought to be extremely small [30, 153, 152, 154, 92, 155].
Importantly, C2 is a polar + chiral space group. Since the inversion center is lost, the rule of
mutual exclusion is also broken, and a vibrational mode of any given symmetry can be both
infrared- and Raman-active. This is indeed what we observe, suggesting that CrPS4 probably
belongs to the lower symmetry C2 space group rather than C2/m, although again, the size
of the distortion from C2/m is small. We note in passing that calculations require spin-orbit
coupling to stabilize that symmetry [156]. In any case, the frequency vs. pressure trends
discussed below reveal two critical pressures: PC1 =5.5 and PC2 =16 GPa. They separate the
ambient pressure (AP) phase from HP-I and HP-I from HP-II. As discussed below, pressure
drives CrPS4 through a sequence that is quite different from that in FePS3 : C2 → C2/m →
P 2/m.
Figure 6.2a,b shows the infrared response across PC1 =5.5 GPa.

The frequency vs.

pressure trends are straightforward, and the frequencies harden continuously across the
transition region with only a few exceptions. These include (i) the change in slope of the
218 cm−1 mode across PC1 , (ii) the 2 → 1 condensation of the modes at 248 and 274 cm−1 ,
and (iii) the peak at 319 cm−1 that hardens much more strongly than all of the others - at
a rate of 5.1 cm−1 /GPa. The 2 → 1 peak coalescence is easily interpreted as an increase
in symmetry. Examination of the displacement patterns reveals that the 248 and 274 cm−1
modes correspond to in-plane translation of the P centers perpendicular to b and alternating
in-plane stretching of the Cr-S octahedra, so it’s reasonable to assume that pressure flattens
the 001 plane and reduces the amplitude of out-of-plane displacements. At the same time,
the vibrational mode at 319 cm−1 corresponds to in-plane, in-phase Cr translation along a
balanced by opposite sulfur motion. This mode is exceptionally sensitive to pressure, blue
shifting much faster than any other infared-active mode. We speculate that this trend may be
due to crowding of the in-plane environment due to the changes mentioned above. There are
also subtle signatures of PC1 in the Raman scattering response [Fig. 6.2(e,f)]. Condensation
of peaks at 159 and 172 cm−1 and peaks at 259 and 271 cm−1 provide evidence for a higher
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symmetry space group in HP-I, consistent with the infrared results discussed above. The
modes at 159 and 172 cm−1 correspond to a Cr translation along the b-axis + in-plane
antisymmetric S translations in combination with out-of-plane Cr translations (183 cm−1 ).
The displacement patterns associated with the second set of modes at 259 cm−1 and 271
cm−1 are in-plane S shearing motions and antisymmetric Cr in-plane translations along the
b-axis, respectively. These motions work in tandem with the changes observed in the infrared,
resulting in an increase in symmetry and stabilization of HP-I.
If we start with C2 as the ambient pressure space group of CrPS4 , there are only twofold rotation and two-fold screw axes to consider [Table S5, Supporting Information]. A
super group analysis reveals 12 candidate space groups: P 32 21, P 32 12, P 31 12, P 321, P 312,
Amm2, Ama2, C222, C2221 , C2/c, and C2/m. Depending on the displacement patterns of
the phonons that change across the transition, we can determine which symmetry elements
are restored and thus the space group of HP-I. For example, we can eliminate the triclinic
space groups (P 32 21, P 32 12, P 31 12, P 321, P 312) from further consideration because there is
no evidence for restoration of a 3-fold axis of rotation or a 3-fold screw axis. Using a similar
rationale, we can eliminate Ama2 and C2/c due to their requirement for the development
of diagonal glide planes as well as Amm2 and C222 due to their need for 2-fold rotations
along c. Finally, in order to eliminate C2221 as an option, we consider the Cr translations
which are involved in multiple 2→1 transitions across PC1 . These in-plane Cr translations
do not support the development of 2-fold screw axes in C2221 . We are left with C2/m as
the structure that is most consistent with the vibrational properties. The first step in the
symmetry progression therefore establishes inversion centers, mirror planes, and axial glides.
This makes sense because the distortion from C2 to C2/m is assumed to be very small to
begin with in this material.
Figure 6.2 also summarizes the infrared absorption and Raman scattering response of
CrPS4 upon approach to and across PC2 . Focusing first on the infrared, we see that at
pressures above 15.74 GPa, the phonons are screened by the rising metallic background. This
indicates that the insulator-metal transition is complete, consistent with recent transport
measurements and first-principles calculations [92, 155]. The Raman scattering response of
CrPS4 across PC2 is more revealing in terms of phonon behavior, with a significant reduction
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in the number of phonon modes and a 2 → 1 peak condensation of the modes at 218 and 233
cm−1 [Fig. 6.2(e,f)]. The displacement patterns of these features are shown in Fig. 6.2(g)
as an example. Taken together, these changes provide evidence for a significant increase in
symmetry. In fact, a quick count indicates that the number of Raman active modes decreases
by about half across the transition. A 50% reduction in the number of vibrational modes
suggests that the unit cell size of CrPS4 decreases by half at PC2 . As a result, we expect
a loss of axial glides, two-fold screw axes, and centers of inversion associated with these
symmetry elements from C2/m → P 2/m [Table S5, Supporting Information]. These results
are consistent with a change from a centered to a primitive unit cell as discussed in depth
below. Therefore, the sequence of pressure-induced transitions in CrPS4 is C2 → C2/m →
P 2/m. To our knowledge, P 2/m has not been seen in the M PS3 (M = Mn, Fe, Ni, V)
materials - even under different external stimuli [2, 29, 54, 1]. The pressure-induced centered
to primitive cell transition is most likely due to the more flexible phosphorus-containing
bridge in CrPS4 [Fig. ??(e)]. The stiff P–P dimer probably acts to retain a centered cell in
FePS3 .

Structure-property relationships in these systems
The M PS3 materials (M = Mn, Fe, Ni, V), the CrPS4 analog, and bimetallic systems like
CuInP2 S6 and AgInP2 S6 are part of the same family of materials but respond very differently
to external stimuli. Focusing on CrPS4 , we find that pressure drives a series of structural
distortions from C2 → C2/m → P 2/m. That latter is a space group that is not often
seen in these compounds, likely due to the absence of a P–P dimer to act as a structural
pillar. This increases flexibility and tends to restore degeneracies. The behavior of CrPS4
is also vastly different from MnPS3 , FePS3 , and V0.9 PS3 under pressure where structural
and insulator-metal transitions drive the formation of phosphorous chains along the layernormal direction [2, 141, 20]. At the same time, we predict that the ground state of CrPS4
goes from an insulator with mixed magnetic order to an antiferromagnetic metal in the
high pressure phase. Interestingly, CrPS4 isn’t alone in this behavior. For instance, NiPS3
undergoes a light-driven transition to an antiferromagnetic metallic state [157], and FePS3
hosts a magnetically ordered metallic response in the high pressure phase, although it is
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ferromagnetic [16]. These findings suggest that adding energy to this family of materials in
the form of pressure, light, and perhaps strain channel it toward the creation of a magnetically
ordered metal. NiPS3 under pressure is different. Our recent work reveals that this system
hosts an elusive polar metal state under compression [1]. Depending upon the nature of any
magnetic state, the high pressure phase of NiPS3 could potentially be a metallic multiferroic.
Moreover, when NiPS3 is exfoliated to the single sheet limit, antiferromagnetic order is
suppressed [105]. Taken together, we see that metal site substitution and the character of
the partially-filled eg orbitals as well as the presence or absence of the P–P dimer, layer
corrugation, and the size of the van der Waals gap act determine the symmetry breaking in
these materials under pressure.
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Chapter 7
Summary and outlook
In this dissertation, I discuss the spectroscopic response of the M PX3 family of transition
metal trichalcogenides under compression. These materials and the Cr analog provide an
ideal platform to explore a variety of symmetries and ground states under pressure while, at
the same time, allowing us to unravel structure-property relations in this chemically-similar
family of materials. It turns out that pressure drives these materials to a variety of different
states and processes that we discuss in terms of charge, structure, and magnetism.
In order to reveal the origin of piezochromism and the associated insulator-to-metal
transition in MnPS3 we measured the optical properties under compression. The chargetransfer excitations from the 3p valance band of the S to the localized 3d bands of the Mn
make up the direct band gap absorption edge at 2.64 eV at ambient conditions [41, 42].
The energy the gap being within the visible energy range makes it a perfect candidate
to observe piezochromism [43, 44]. Under pressure, the rate of change for the bandgap
steadily decreases at -50 meV/GPa. The band gap moves out of the visible range and
the band gap closes dramatically at 20 GPa. The steady shift in band gap across the
visible region, reveals piezochromism as a green (ambient) → yellow (3 GPa), → red (8
GPa), and → black (20 GPa), transition under pressure. In addition to furthering the
discovery and fundamental understanding of stress-activated color changes in complex van
der Waals materials, the linear decrease of the band gap and reverseability allows for precise
modulation of the piezochromic response across the visible spectrum. Coverage of the visible
spectrum to this extent while providing a controllable response lends these materials towards
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intriguing applications. We also explored the vibrational properties of MnPS3 under pressure.
The “sliding” transition takes place with the restoration of the three-fold axes of rotation.
This transition was observed using vibrational spectroscopy. Evidence for this transition is
indirect, due to the layer localized nature of the phonon modes, in contrast to the sliding
transition which occurs between layers. As a result, traditional peak coalescence effects
were replaced by more subtle slope changes in the peak frequencies with increasing pressure.
We also find an insulator-to-metal transition. The development of a Drude as pressure
increases steadily screens the absorbance until it can no longer be seen at 28.2 GPa. This
is evidenced by the screening of a very large phonon, pertaining to a P-S stretch in the
infrared response. In addition to accelerating the discovery and fundamental understanding
of stress-activated color changes in complex van der Waals materials, this prominent effect
is reversible and occurs at room temperature which may pave the way for opto-electronics,
sensors, and low power memory devices [101, 102, 103, 104]. The majority of currently
known piezochromics are donor-acceptor complexes, polymers, molecular systems, and liquid
crystals [120, 121, 122, 123, 124, 125, 126, 127, 128, 129, 130, 131]. Therefore, the presence
of this functionality in chalcogenides is potentially very useful.
The unique symmetry progression in NiPS3 under compression provides an opportunity
to explore a variety of different states of matter not present in other members of the M PS3
family of materials. We speculate that (i) charge-transfer involving Ni2+ may disfavor
phosphorous ion participation in the insulator-metal transition thereby preventing the simple
P 3̄1m-type stacking observed in the Mn, Fe, and V analogs, and (ii) the much narrower
van der Waals gap in NiPS3 , possibly originating from partially-filled eg orbitals and the
consequent stronger inter-plane interactions, may prevent layers from sliding easily to form
the more familiar stacking patterns [142, 143, 133, 144].

By combining high pressure

vibrational spectroscopies and x-ray diffraction with an extensive symmetry analysis and
first-principles calculations, we show that this system displays a series of five different
structures from C2/m at ambient conditions to P 1 above 35 GPa. We suggest NiPS3
to be a polar metal above approximately 23 GPa due to the development of metallicity
(evidenced by a Drude in the infrared that screens the phonons) and loss of the center of
inversion (established by a combined symmetry and structural analysis). Whether this phase
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is ferroelectric (switchable) or pyroelectric (not switchable) is not yet clear; future work will
surely address this question. Although polar metals are currently a very hot topic from the
theoretical point of view, physical systems displaying this effect are very uncommon due to
the need to overcome the innate opposition between metallicity and the presence of polar
moments [45, 46, 47]. The most common way to overcome these interactions is with an
anisotropic crystal environment, can be induced through the application of external stimuli:
pressure, strain, and magnetic field. Such a mechanism is possible in NiPS3 creating a unique
polar axis is along c. We anticipate that our findings will inspire further exploration of NiPS3
and a search for polar metallicity in other complex chalcogenides.
The CrPS4 analog was expected to follow the simple structural progression of C2/m →
C2/m-like → P 3̄1m, and eventual metallization as seen in FePS3 [2]. The goal of this work
was to unravel structure-property relations in order to better understand the differences in
these materials. We find CrPS4 belongs to the C2 space group under ambient conditions.
This structural phase includes a slight distortion from the C2/m space group of FePS3 .
Pressure drives two structural transitions from C2 → C2/m → P 2/m. The main structural
differences between FePS3 and CrPS4 are the absence of a P–P dimer, the strongly corrugated
layers, the smaller van der Waals gap. Increased flexibility and anisotropy within the plane
due to a change in hybridization involving the phosphorous centers in CrPS4 is a result of
the electron configuration on the metal site. According to theory, the metallic state of CrPS4
represents yet another unique state of matter, an antiferromagnetically ordered metal. This
can be compared to the development of a polar metal and light-induced antiferromagnetic
metallic states in NiPS3 . Taken together, we see that metal site substitution and the
character of the partially-filled eg orbitals as well as the presence or absence of the P–P
dimer, layer corrugation, and the size of the van der Waals gap act to determine the type
of symmetry breaking in these materials under compression. In addition to advancing the
understanding of competing states of matter in van der Waals solids and articulating the
structure-property relations present in this family of materials, these room temperature
pressure-driven transitions may pave the way for opto-electronics, sensor, and low power
memory applications [101, 102, 103].
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By combining these comprehensive findings, we analyze the mechanisms interplay
between charge, structure and magnetism under pressure in this family of complex
chalcogenides. The M PS3 family of materials (M = Mn, Fe, Ni) and the chemically-similar
compound CrPS4 , were expected to follow the structural evolution of C2/m → C2/m-like →
P 3̄1m, with eventual metallization as seen in FePS3 [2]. Unexpectedly, MnPS3 , NiPS3 and
CrPS4 behaved very differently under pressure. Due to the orbital occupancy of the metal
site and the related structural differences, including the size of the van der Waals gap, the
application of external pressure results in exotic chemical and physical properties such as
piezochromism and the emergence of a possible polar-metal, as well as this work paves the
way for for the development of a wide variety of applications from catalysis to opto-electronic
sensors.
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R. Gaál, and L. Forró. Physical Review B, 66, 094301 (2002). xiii, 24, 25
[10] I. Kézsmárki, R. Gaál, C. C. Homes, B. Sı́pos, H. Berger, S. Bordács, G. Mihály, and
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