This paper presents a consensus-based robust cooperative control framework for a wide class of linear time-invariant (LTI) systems, namely Negative-Imaginary (NI) systems. Output feedback, dynamic, Strictly Negative-Imaginary (SNI) controllers are applied in positive feedback to heterogeneous multi-input-multi-output (MIMO) plants through the network topology to achieve robust output feedback consensus. Robustness to external disturbances and model uncertainty is guaranteed via NI system theory. Cooperative tracking control of networked NI systems is presented as an corollary of the derived results by adapting the proposed consensus algorithm. Numerical examples are also given to demonstrate the effectiveness of proposed robust cooperative control framework.
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Introduction
Cooperative control of heterogeneous LTI systems has been widely studied in the literature and there is now a wealth of methods to handle different aspects of the nominal cooperative control problem. Robust cooperative control is however less studied due to the inherent complexities associated with robustness. For example, [2] studies a cooperative control problem for a string of coupled heterogeneous subsystems. Such systems can arise in vehicle platoons. However, the systems considered are constrained to SISO systems (due to the mathematics of the continued fractions used) and do not allow poles on the imaginary axis, and also the graph is only restricted to string connections. On the other hand, [17] solves a cooperative robust output regulation problem for a class of LTI systems with minimum phase dynamics. A combination of simultaneous high-gain state feedback control and a distributed high-gain observer is adopted to achieve cooperative output regulation under particular parameter uncertainty as well as particular external disturbances. From a different perspective, [22] discusses a full-state feedback robust consensus protocol for heterogeneous second-order multi-agent systems.
Existing published literature on robust cooperative con-trol of heterogeneous multi-agent systems is hence restricted to either only SISO plants, or minimum phase LTI plants or full-state feedback second order plants.
NI systems theory has drawn much attention (e.g. [4, 12, 19] ) since it was introduced in [7] . This is because there are a wide class of LTI systems with negative imaginary frequency response, for which applications can be easily found in a variety of fields including aerospace, large space structures, multi-link robotic arms usually with co-located position sensors and force actuators [13] and nano-positioning [9] , etc. Also the NI systems class is invariant to additive NI model uncertainty and other type interconnections as discussed in [3] . Thus, result based on NI systems theory immediately yield robustness to spill-over dynamics [7, 13, 16] .
A square, real, rational, proper transfer function matrix P (s) is NI if the following conditions are satisfied ( [7, 20, 10] ): (1) P (s) has no pole in Re[s] > 0; (2) ∀ω > 0 such that jω is not a pole of P (s), j(P (jω) − P (jω) * ) ≥ 0; (3) If s = jω 0 where ω 0 > 0 is a pole of P (s), then it is a simple pole and the residue matrix K = lim This definition includes free body dynamics which leads to dynamical models with poles at the origin, such as
. Examples of NI systems can be found in [10, 13] , and these include a single-integrator system, a doubleintegrator system, second-order systems such as those that arise in undamped and damped flexible structures or inertial systems, to name a few typically considered in the consensus literature. Cooperative control of multiple NI systems arise with the development of NI systems' applications where one single NI system is incapable of achieving the mission goals, for example, the load is too heavy to be carried by one multi-link robotic arm.
This paper solves the general problem, robust output feedback cooperative control of heterogeneous MIMO NI systems (possibly with poles on the imaginary axis) under external disturbances and model uncertainty. Unlike the literature, we impose no minimum phase assumption; the communication graph can be any general undirected and connected graph rather than any specific graph; we allow MIMO agents; we consider explicitly robustness to both unmodelled dynamics of arbitrary order and energy-bounded disturbances; we handle output feedback rather than full state feedback; and explicitly characterise a family of control laws that could be tuned for performance. Toward this end, NI system theory is adopted to first derive conditions for robust output feedback consensus and then transport the proposed results to cooperative tracking to obtain a robust output feedback cooperative control framework for a wide class of LTI systems.
Preliminaries of graph theory: G = (V, E) where
. . , v n } and E ⊆ V × V mathematically describes a graph with n nodes and l edges. An undirected and connected graph requires that there exists at least one bidirectional path in E connecting all nodes in V.
The incidence matrix Q of G is a |V| × |E| (n × l) matrix, which can be attained by first letting each edge in the graph have an arbitrary but fixed orientation and then
if v is the initial vertex of edge e, q ve = −1 if v is the terminal vertex of edge e, q ve = 0 if v is not connected to e.
For an undirected graph G, Q is not unique but the corresponding Laplacian matrix is unique and given by L n = QQ T . Similarly, the edge-weighted Laplacian is also unique given by L e = QKQ T , where K ≥ 0 is the diagonal edge weighting matrix. It is also shown in [1] that rank(Q) = n − 1 = rank(L n ) when G is connected and rank(Q) = n − 1 = rank(L e ) when G is connected and det(K) = 0. It is well-known [14] that L n and L e will both have one unique zero eigenvalue associated with the eigenvector 1 n and all the other eigenvalues are positive and real, when det(K) = 0, G is undirected and connected. In this case, L n ≥ 0, L e ≥ 0, and
Note also that, for an undirected and connected graph G, any row removal of Q or column removal of Q T yields a full row rank Q or a full column rank Q T respectively by inspecting the relation of Laplacian matrix with Q and the property of positive semi-definite matrices with a kernel dimension of 1 [5] .
Robust Output Feedback Consensus
In this section, we will consider robust output feedback consensus for multiple heterogeneous NI systems under L 2 external disturbance and additive SNI model uncertainty (as would arise in spill-over dynamics for truncated order flexible structures). Two cases will be discussed to cover all the heterogeneous cases. First of all, let us begin with the problem formulation with the following notation: . See [7, 13] for further examples. For multiple heterogeneous NI systems (in general MI-MO) with n > 1 agents, the transfer function of agent i ∈ {1, · · · , n} is given aŝ
whereŷ i ∈ R mi×1 andû i ∈ R mi×1 are the output and input of agent i respectively. In order to deal with the consensus of different dimensional inputs/outputs,P i (s) can be padded with zeros up to m = also has dimension of m, but now the last m i outputs are to be coordinated instead. Accordingly, the inputû i and outputŷ i are extended to be u i = û
, and
, respectively. Note that interleaving zero rows and corresponding columns withinP i (s) is also permissible. It can be easily seen that the above manipulation would preserve the NI property by checking the definition. Therefore, without loss of generality, the overall plant can be described as Fig. 1 : 
. We now define robust output feedback consensus as follows:
Definition 1 A distributed output feedback control law achieves robust output feedback consensus for a network of systems if for a family of plant dynamics and for all L 2 [0, ∞) disturbances on the plant input and/or plant output,
Here y ss is the final convergence trajectory, which can be a function of time depending on the plant and controller dynamics.
Remark 2 Note that since transfer functions in RH
and due to the superposition theorem of linear systems [21] , if there are no disturbances, then y i − y ss → 0 ∀i ∈ {1, · · · , n} in Definition 1 retrieving the typical consensus meaning in the literature.
Observe that if one were to construct the overall networked plant dynamics involving the heterogeneous multiple agents P i (s) and the communication-
plant is not NI any more due to asymmetry despite each heterogeneous agent being individually NI. This would then make NI systems theory inapplicable. Instead, we can utilize the incidence matrix Q instead of L n to reformulate the overall networked plant as shown in Fig. 2 :
The reason for adopting the incidence matrix Q before and after the plant dynamics instead of a Laplacian matrix L n = QQ T totally before or after the plant dynamics is to guarantee that the resultant controller is distributed and only uses local information. This will be explained in more detail later in this section. The augmented system can be derived as
are the output and input vectors for the overall system. It can be concluded that the overall systemP (s) is still NI due to the following lemmas:
The proof of Lemma 3 is straightforward from the definition of NI systems. The same argument also applies for SNI functions. The following lemma which is also straightforward from the definition of NI systems allows further manipulation.
Lemma 4 Given any NI MIMO
The output y ∈ R nm×1 reaches consensus (i.e. y i = y j ∀i, j) whenȳ → 0 ∈ R lm×1 by noticing the properties of the incidence matrix Q given in (1). This formulation converts the output consensus problem to an equivalent internal stability problem. Then robustness properties can be studied via standard control theoretic methods to yield robust consensus results. We now impose the following assumptions throughout the rest of this paper: Assumption 5 G is undirected and connected.
Assumption 6 Let
In the sequel, robust output feedback consensus will be discussed along two directions: NI plants without or with free body dynamics to cover all the heterogeneous types of NI systems.
NI plants without free body dynamics
In this subsection, NI plants without free body dynamics will be firstly considered, which also meansP i (s) has no poles at the origin. The following lemmas are needed:
Lemma 9 ( [7, 20] ) Given an NI transfer function P (s) and an SNI function P s (s) with P (s) having no pole(s) at the origin, P (∞)P s (∞) = 0 and
is internally stable if and only ifλ(P (0)P s (0)) < 1.
Next we present the first main result of this paper with
{P s,j (s)} where P s,j (s) are arbitrary SNI compensators.
Theorem 10 Given a graph G with incidence matrix Q, satisfying Assumption 5 and modelling the communication links among multiple NI agentsP i (s) with no pole(s) at the origin which are appropriately padded with rows and columns of zeros to give P i (s) in Fig. 3 . Robust output feedback consensus is achieved via the output feedback control law
(or in a distributed manner for agent i via
where a ik are the elements of the adjacency matrix 1 and j is the edge connecting vertex i to vertex k) under any external disturbances w 1 ∈ Im L2 (Q ⊗ I m ) and w 2 ∈ L 2 if ∃i ∈ {1, · · · , n} :λ(P i (0)) ≥ 0 and ∀i ∈ {1, · · · , n}, j ∈ 1 See [14] for definition {1, · · · , l} all the following conditions hold:
P i (∞)P s,j (∞) = 0 (where i is the vertex of edge j) and P s,j (∞) ≥ 0. The output feedback consensus control law (4) will be robust to all model uncertainty Δ i (s), i ∈ {1, · · · , n} satisfying Assumption 6 if the D.C. gain of the SNI compensatorP s (s) is tuned more stringently such that ∀i ∈ {1, · · · , n}, j ∈ {1, · · · , l} 
sinceλ(P (0)) ≥ 0 (because ∃i :λ(P i (0)) ≥ 0) and P s,j (0) > P s,j (∞) ≥ 0 ∀j ∈ {1, · · · , l} (due to Lemma 2 in [7] with the assumption of P s,j (∞) ≥ 0). Thus, since ∃i ∈ {1, · · · , n} :λ(P i (0)) ≥ 0 and ∀i = 1, · · · , n and j = 1, · · · , l, all of the following hold:
, P i (∞)P s,j (∞) = 0 (where i is the vertex of edge j) and P s,j (∞) ≥ 0, [P (s),P s (s)] is internally stable via NI systems theory in Lemma 9. This then implies nominal output consensus when the disturbances w 1 and w 2 are set to zero by noting that y → 0 ⇔ y − 1 n ⊗ y ss → 0, i.e., y i − y ss → 0 since the graph G is undirected and connected.
In addition, internal stability of [P (s),P s (s)] and superposition principle of linear systems ( [21] ) guarantee that y i → y ss + δ with δ ∈ L 2 for all L 2 exogenous signal injections perturbing signalsū andȳ, which in turn means that any w 1 ∈ Im L2 (Q ⊗ I m ) and any w 2 ∈ L 2 can be injected in Fig. 3 . Hence, the control protocol (4) will achieve a perturbed L 2 consensus signal on output y (due to superposition principle of linear systems) for all disturbances w 1 ∈ Im L2 (Q ⊗ I m ) and w 2 ∈ L 2 .
Additive model uncertainties Δ i (s) ∀i ∈ {1, · · · , n} satisfying Assumption 6 can be dealt with as in [16] , which is shown in Fig. 4 . 
. Internal stability already yields M (s) ∈ RH ∞ and M (s) is NI via Theorem 6 in [3] in general, or via Theorem 6 in [13] when P i (s) have no poles on the imaginary axis. This NI system M (s) is connected withΔ(s) which fulfills Assumption 6. Now
It is then clear that inequality (7) guaranteesλ(Δ(0)M (0)) < 1 which in turn implies robust stability for all uncertainties that satisfy Assumption 6. 2
Remark 11 Inequality (6) only provides a sufficient condition due to the heterogeneousness of systems. It also impliesλ(P i (0)P s,j (0)) ≤λ(P i (0))λ(P s,j (0)) < 1 λ(Ln) due to Lemma 8, which gives a more stringent condition than that of internal stability of [P i (s), P s,j (s)], i.e., λ(P i (0)P s,j (0)) < 1 (on noting thatλ(L n ) > 1 due to [6] ). This coincides with engineering intuition since the stability condition for networked systems is always more stringent than that of single agent system ( [8] ).
Remark 12
Since we assume that ∃i :λ(P i (0)) ≥ 0 and since values of i such thatλ(P i (0)) ≤ 0 automatically fulfill inequality (6) , only values of i such thatλ(P i (0)) > 0 need to be checked. For values of i such thatλ(P i (0)) > 0, the D.C. gain of the SNI controllers always need to be tuned for small eigenvalues in order to satisfy inequality (6) . SNI control synthesis for robust performance is beyond the scope of this paper. Interested readers are referred to [15, 16] .
Remark 13
There is clearly a huge class of permissible dynamic perturbations to the nominal dynamics as Assumption 6 only imposes a restriction on Δ i (s) at the frequency ω = 0 and ω = ∞ and the SNI class has no gain (as long as it is finite gain) or order restriction [7] . The result in Theorem 10 is for additive perturbations, but similar analysis can be performed for other types of perturbations that preserve the NI class. A few examples of permissible perturbations that preserve the NI class include additive perturbations where uncertainty is also NI [7] , feedback perturbations where both systems in the feedback interconnection are NI [13] and more general perturbations based Redheffer Star-products and Linear Fractional Transformations [3] . For example, 
NI plants with free body dynamics
In this subsection, we will consider more general NI plants by including free body dynamics (i.e. poles at the origin) under the assumption of strict properness, i.e. P i (∞) = 0. Hence, this subsection covers the cases where the NI plant has poles at the origin. The NI class restricts the number of such poles at the origin to be at most 2. The following residue matrices carrying information about the properties of the free body motion for the NI system y = P (s)u where P (s) ∈ R m×m ([10]):
It can be observed that P 1 = 0, P 2 = 0 means there is no free body dynamics, P 1 = 0, P 2 = 0 means there is free body dynamics with 1 pole at the origin, P 2 = 0 means there is free body dynamics with 2 poles at the origin. Then, we can define the Hankel matrix Γ as Γ = P 1 P 2
, where
In the subsection, we assume Γ = 0 since either P 1 = 0 or P 2 = 0. Then Γ can be decomposed by Singular Value Decomposition (SVD) as
where the diagonal matrix S > 0, the matrices U 1 U 2 
are orthogonal matrices,V 2 ∈ Rñ ×ñ and the diagonal matrix
, where J is a full column rank matrix satisfying JJ T = P 2 . When P 2 = 0 and P 1 = 0, P 1 can be decomposed by SVD as P 1 = Ũ 1Ũ2 S 2 0 0 0
where Ũ 1Ũ2 and V 1 V 2 are orthogonal matrices, the diagonal matrix S 2 > 0 and F 1 and
. Next, internal stability of [P (s), P s (s)] with free body dynamics can be summarised in the following lemma.
Lemma 14 ([10]
) Let P (s) be a strictly proper NI plant and P s (s) be an SNI controller.
(1) Suppose P 2 = 0, N f is sign definite and F T P s (0)F is non-singular. Then, [P (s), P s (s)] is internally stable if and only if F T P s (0)F < 0 and either
If furthermore P 1 = 0, N 2 is sign definite and J T P s (0)J is non-singular, the necessary and sufficient conditions for the internal stability of [P (s), P s (s)] reduce to J T P s (0)J < 0
If additionally Ker(P 2 ) ⊆ Ker(P T 0 ), the necessary and sufficient condition for the internal stability of [P (s), P s (s)] reduces to J T P s (0)J < 0. When P 2 > 0, the necessary and sufficient condition for the internal stability of [P (s), P s (s)] reduces to P s (0) < 0. (2) Suppose P 2 = 0, P 1 = 0, N 1 is sign definite and F 
If furthermore Ker(P T 1 ) ⊆ Ker(P T 0 ), the necessary and sufficient condition for the internal stability of [P (s), P s (s)] reduces to F T 1 P s (0)F 1 < 0. when P 1 is invertible, the necessary and sufficient condition for the internal stability of [P (s), P s (s)] reduces to P s (0) < 0.
Next we present the second main result of this paper with the following notation:P 2 = lim s→0 s 2P (s),P 1 = lim s→0 s(P (s) −P 2 s 2 ), andP 0 = lim s→0 (P (s) −P 2 s 2 −P 1 s ). Theorem 15 Given a graph G with incidence matrix Q, satisfying Assumption 5 and modelling the communication links among multiple strictly proper NI agentsP i (s) (allowing possible poles at the origin) which are appropriately extended to P i (s) as in Fig. 3 , robust output feedback consensus is achieved via the feedback control law in (4) or (5) under any external disturbances w 1 ∈ Im L2 (Q ⊗ I m ) and w 2 ∈ L 2 as well as under any model uncertainty Δ i (s), i ∈ {1, · · · , n} satisfying Assumption 6 if and only if the necessary and sufficient conditions in Lemma 14 are satisfied for [P (s),P s (s)].
PROOF. Lemma 14 guarantees the internal stability of [P (s),P s (s)].
Nominal output consensus is then achieved without considering the external disturbances w 1 and w 2 via internal stability as discussed in the proof of Theorem 10. Then, similar analysis as in the proof of Theorem 10 guarantees robustness against both external disturbances as well as additive SNI model uncertainty. 2
One could enquire whether the conditions in Lemma 14 simplify or not in some cases. The answer is positive as we present next.
Theorem 16
Given a graph G with incidence matrix Q, satisfying Assumption 5 and modelling the communication links among n 2 strictly proper NI agentsP i (s) (allowing possible poles at the origin) with double poles at the origin (i.e. no single pole at the origin) and n 1 (at least 1) agents without free body dynamics (i.e. without poles at the origin) in Fig. 3 , a necessary and sufficient condition for robust output feedback consensus via the feedback control law in (4) or (5) agents and L e,11 ∈ R n2m×n2m is part of the weighted Laplacian matrix constructed as follows:
where χ is a permutation matrix such that
and P s,j (s) ∀j ∈ {1, · · · , l} are SNI compensators.
PROOF. It can be seen that this case corresponds tō P 2 = 0,P 1 = 0 and Ker(P 2 ) ⊆ Ker(P T 0 ) in Theorem 15. The necessary and sufficient condition in this case is J TP s (0)J < 0 due to Lemma 14, whereP 2 =JJ T with J being full column rank. Sincē
where χ is a permutation matrix which also has a representation of χ = (Υ ⊗ I m ) with Υ also being a permutation matrix, P 2,i = lim s→0 s 2 P i (s) = 0 for the n 2 agents P s (s) that have a double pole at the origin and J 2,i J T 2,i = P 2,i where J 2,i is full column rank matrix. It can be seen that J P has at least m zero rows due to the existence of at least one m × m agent without free body dynamics. Thus According to Assumption 5, the rank property of Q and the invertibility of permutation matrix Υ, the removal ofQ 2 ⊗ I m yields a full column rank ofQ T 1 and thus rank(J) = rank(
{J 2,i }), which also implies thatJ is full column rank due to the full column rank matrix J 2,i . Then, with the notation of J n2
L T e,12 L e,22
Similar steps as in the proof of Theorem 10 then shows that robustness against external disturbances as well as additive SNI model uncertainty also holds here. 2
The above theorem gives a necessary and sufficient condition for robust output feedback consensus directly on the graph information and on the D.C. gain of the SNI controllers. The edge weights (i.e. the D.C. gains of the SNI controllers that are connected with agents that have a double pole at the origin) are important in determining the sign definiteness of J T n2 L e,11 J n2 , in other words, the internal stability of the networked system. The D.C. gains of the remaining SNI controllers are irrelevant and can be freely chosen as long as they are nonsingular.
Remark 17 When the SNI controllers are homogeneous, the consensus law (4) simplifies to
It can be seen that this captures the main result of [18] in the homogeneous plant case but also generalises the results to the heterogeneous plant case. In the case of heterogeneous SNI controllers, the controller is given by u = (Q ⊗ I m )P s (s)(Q T ⊗ I m )y =L e (s)y, which can be interpreted as a weighted graph G with the edges weighted by the controller transfer functions P s,j (s), j = 1, · · · , l, or in a distributed manner:
where j is the edge connected vertex i and k. The above facts give a nice intuitive interpretation and explain why we adopt the incidence matrix for the distributed property rather than the Laplacian matrix as indicated earlier.
Illustrative Examples
Two cases are given to illustrate the main results of this paper, Theorems 10 and 15 respectively. The first case considers multiple NI systems without poles at the origin but allowing the plants to be biproper, while the second case is to show the more general case by including NI systems with poles at the origin but under the requirement of strictly proper plants.
2 lightly damped and 1 undamped flexible structures
Fig.2 in [7] depicts a flexible structure that can also be studied in this paper. The dynamics can be expressed as:
,
undamped flexible structure is given by letting the damped term C i = 0. The parameters are given as follows: ∀i ∈ {1, · · · , n}, j ∈ {1, · · · , l}. In addition, ∀i ∈ {1, · · · , n}, j ∈ {1, · · · , l}, P i (∞)P s,j (∞) = 0, P s,j (∞) = 0, which all satisfy the suppositions of Theorem 10. First, without disturbances and model uncertainty, nominal output feedback consensus is achieved via the control law in (4) or (5) 
Extension to Robust Cooperative Control
In this section, we exploit the proposed consensus results for cooperative tracking to obtain a robust cooperative control framework for multiple NI systems. An famous rendezvous problem is presented to show the effectiveness of the proposed framework. Other cooperative problems can be obtained analogously by adapting the proposed consensus algorithm. The objective of cooperative tracking is to achieve the convergence of all agents' outputs to a pre-defined constant reference while the objective of rendezvous is its direct application for all the agents to converge to a pre-defined point. To solve this problem, let us first define a matrix B to express the connections between agents following reference [11] : Fig. 2 and thus NI system theory can be applied to the robust output feedback consensus problem as shown in the previous section. The main result of this section is given next.
Theorem 18
Given a graph G with incidence matrix Q, satisfying Assumption 5 and modelling the communication links among multiple NI agentsP i (s) which are appropriately extended to P i (s) as in Fig. 3 , robust cooperative output tracking of a constant reference r is achieved via the output feedback control law (10) or in a distributed manner ∀i ∈ {1, · · · , n} by (11) where j ∈ {1, · · · , l} corresponds to the edge number connecting agents i and k, and j b ∈ {1, · · · , l b } corresponds to the link number connecting reference r to agent i, under any external disturbances w 1 ∈ Im L2 (Q ⊗ I m ) and This then implies robust cooperative output tracking is achieved, i.e., y i = y k = r ∀i ∈ {1, · · · , n} and k ∈ {1, · · · , n}/{i} via arguments like those in the proof of Theorem 10. 2
3D Rendezvous Missions
A direct application of cooperative tracking, robust rendezvous is shown in a 3D scenario. We use plants composed of Comparing with the cases in Theorem 15, it can be seen that this is the case when P 1 = 0 and P 2 = 0. Therefore, Lemma 14 is used and it is easy to see that N f ≤ 0 and det(I +Ñ f P 0Ñf +Ñ f P 1 J(J T J) −2 J T P T 1Ñf ) = 1 = 0. Robust rendezvous is then guaranteed via the cooperative tracking controller (10) or (11) in Theorem 18. It can be seen from Fig. 8 that the cooperative tracking control law (10) or (11) is able to drive the agents from the initial positions marked as diamonds to the final rendezvous point even under the same external disturbances and model uncertainty as in subsection 2.3.1. 
Conclusion Remarks
Robust cooperative control for heterogeneous NI systems is proposed via NI systems theory. Robust output feedback consensus against external disturbances and NI model uncertainty is studied first and then the results are exploited for cooperative tracking to derive a cooperative control framework. The key contributions of this paper can be summarised as: (1) cooperative control which is robust to exogenous disturbances and SNI model uncertainty for general heterogeneous network of MIMO NI systems under any undirected and connected graph; (2) only exploiting output feedback information in contrast to full state information commonly used in the literature; (3) providing a whole class of cooperative control laws, i.e. SNI controllers, that can be tuned for performance and characterising conditions that can be easily checked for robust output feedback consensus; (4) showing how consensus and cooperative control problems can exploit powerful internal stability and robust stability results available in the literature.
