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Elementary excitations probed by L-edge resonant inelastic x-ray scattering in
systems with weak and intermediate electron correlations
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We develop a formalism to calculate the L-edge resonant x-ray scattering (RIXS) spectra from
transition-metal compounds. Using a multi-orbital tight-binding model, we derive useful formulas
to calculate the spectra by collecting up the ladder diagrams on the basis of the Keldysh scheme,
without relying on the fast collision approximation. They are feasible in the weak and intermediate
coupling regimes of itinerant electron systems, where the charge and the magnetic excitations are
mixed together. We examine the difference between the present formulas and those of the fast
collision approximation. Finally, to demonstrate how our theory works, we employ the formulas to
study the RIXS spectra on a simple model, the single-orbital Hubbard model on the square lattice at
half-filling. The intensities originated from the magnon and from the continuous states are obtained
on the equal footing in the antiferromagnetic ground state.
PACS numbers: 78.70.Ck 71.20.Be 71.28.+d 78.20.Bh
I. INTRODUCTION
Elementary excitations in solids are fundamental to de-
scribe physical properties such as the response to exter-
nal perturbations and temperature dependence. Among
several probes, one of the most known ones is inelastic
neutron scattering, by which we could obtain the energy-
momentum relations of magnetic excitations. Another
probe is the optical method, by which we could observe
charge excitations with their momenta nearly zero. Re-
cently, taking advantage of strong synchrotron sources,
resonant inelastic x-ray scattering (RIXS) has become a
powerful tool to probe both charge and magnetic excita-
tions in solids.1 Both the K- and L-edge resonances are
utilized in transition-metal compounds, where the K(L)-
edge RIXS is described as a second-order dipole allowed
process that the 1s (2p) core electron is prompted to an
empty 4p (3d) state by absorbing photon, then the 4p
(3d) electron is combined with the core hole by emit-
ting photon. In the end, charge and/or magnetic exci-
tations are left with energy and momentum transferred
from photon.
The K-edge resonances2–9 are more useful than the L-
edge ones10,11 in order to observe momentum dependence
of the RIXS intensities, because the corresponding x-rays
have wavelengths of the same order of lattice spacing. In
undoped cuprates, several spectral peaks have been ob-
served around ω ∼ 2−8 eV.4,5,8 They exhibit characteris-
tic momentum dependence and seem to be brought about
by the charge excitations. Among several attempts to
explain the spectra,12–17 Nomura and Igarashi (NI)18–20
have developed a formalism on the basis of the Keldysh
scheme,21 in which the spectra are described in terms of
the density-density correlation function. NI have calcu-
lated the spectra on the d-p model by collecting up the
ladder diagrams, and succeeded in semi-quantitatively
explaining the RIXS spectra for La2CuO4.
18–20 This ap-
proach has been extended to multi-orbital tight-binding
models, providing quantitative explanations to the spec-
tra for La2CuO4,
22 NiO,23 LaMnO3,
24 and La2NiO4.
25
In addition to these spectra due to the charge excitations,
the RIXS intensities originated from the magnetic excita-
tions have been observed at the Cu K-edge in La2CuO4
around 400 meV.26–28 The NI formula has been adapted
to treat the process of exciting two magnons29 on the
basis of the mechanism that the exchange interaction is
modified by the core-hole potential.30,31 The result has
provided a quantitative explanation by properly taking
account of the magnon-magnon interaction.
The L-edge resonances probe directly the d states, al-
though the accessible wave vector is more limited than
the K-edge ones. Recent instrumental improvement of
the energy resolution has made it possible to distinguish
the magnetic excitations from the entire spectral peaks
at the Cu L-edge in undoped cuprates. Their energy
profile shows asymmetric shape,27,32,33 which indicates
that they are originated from not only one magnon but
also two magnons. Although the spectra have been an-
alyzed within the fast-collision approximation,16,34,35 it
could explain only the one-magnon contribution. The
present authors have developed a ‘projection’ method to
go beyond the fast collision approximation,36–38 and have
explained quantitatively the spectral shape. These anal-
yses are based on the localized spin model and utilize
the 1/S expansion39,40 to include the magnon-magnon
interaction.
Recently, magnetic excitations have been observed
even in the superconducting phase in doped cuprates;41 a
low-energy peak is found, which is assigned to be brought
about by paramagnons. This experiment urges us to de-
velop a formalism describing the magnetic excitations in
itinerant electron systems, since the above analyses in un-
doped cuprates are based on the localized spin models.
Another motivation to develop the formalism for itiner-
ant electron systems comes from the RIXS experiment
at the Ir L-edge in Sr2IrO4,
42 where a low-energy peak
2as well as continuous spectra are observed. Although the
spectrum has been analyzed by using a model with lo-
calized spin and orbitals,43 it may make sense to analyze
the spectra from the point of view of itinerant electron
systems.
In this paper, bearing future analyses of such spec-
tra in mind, we develop a theory to calculate the RIXS
spectra for itinerant electron systems on the basis of the
Keldysh scheme without relying on the fast collision ap-
proximation. Then, complication arises from the fact
that the creation and annihilation of d electron take place
at different times, which seems different from K-edge
RIXS.18–20 We describe the electronic structure within
the Hartree-Fock approximation (HFA) by introducing a
multi-orbital tight-binding model. We obtain the formu-
las to calculate the RIXS spectra by collecting up the lad-
der diagrams, which enables us to treat both the bound
state and the continuous states on the equal footing in
the magnetic and/or orbital ordering ground state. Al-
though analysis based on the fast collision approximation
has been carried out for itinerant electron systems such
as iron arsenide superconductors,44 it seems, however,
unclear to us whether the assumption made is valid in
the situations where several orbitals with different ener-
gies should be treated simultaneously. We examine the
difference between the present formulas and those of the
fast collision approximation. Finally, to demonstrate how
the present theory works, we evaluate the RIXS spectra
on a simple model, the single-orbital Hubbard model on
the square lattice at half-filling, where the magnon exists
as a bound state in the antiferromagnetic ground state.
Note that the RIXS spectra for the same model in the
one dimension have been studied by the exact diagonal-
ization method.45
The present paper is organized as follows. In Sec. II,
we introduce a multi-orbital tight-binding model, and
study the electronic structure within the HFA. In Sec.
III, we develop a formalism for the L-edge RIXS spec-
tra within the ladder approximation by employing the
Keldysh formalism. In Sec. IV, we calculate the spec-
tra on the single-band Hubbard model at half-filling on
the square lattice. Section V is devoted to the conclud-
ing remarks. In Appendix A, we derive Eq. (3.16) in the
time representation, and in Appendix B, we discuss the
fluctuation-dissipation theorem in the present context.
II. MULTI-ORBITAL TIGHT-BINDING MODEL
AND THE HARTREE-FOCK APPROXIMATION
We describe the electronic structures of transition-
metal compounds by using a multi-orbital tight-binding
model defined as
Hmat = H0 +HI , (2.1)
with
H0 =
∑
〈i,i′〉
∑
n,n′σ
(
tin,i′n′a
†
inσai′n′σ +H.c.
)
, (2.2)
HI =
1
2
∑
i
∑
ν1ν2ν3ν4
g(ν1ν2; ν3ν4)a
†
iν1
a†iν2aiν4aiν3 .(2.3)
The H0 represents the kinetic energy with transfer in-
tegral tin,i′n′ , where ainσ (a
†
inσ) denotes the annihilation
(creation) operator of an electron with orbital n and spin
σ at the transition-metal site i. TheHI represents the on-
site Coulomb interaction between electrons, which may
be described with the use of Slater integrals. The label
(n, σ) specifying the d state is abbreviated as ν.
We consider the bipartite lattice in order to take ac-
count of the possible antiferromagnetic and/or antiferro-
orbital order, and introduce the Fourier transform of the
annihilation operators in the reduced first Brillouin zone
(BZ):
aλν(k) =
√
2
N
∑
i
aiν exp(−ik · ri), (2.4)
with i running over the A and B sublattices for λ = 1 and
λ = 2, respectively. Using the abbreviation ξ = (λ, ν),
H0 may be expressed as
H0 =
∑
kξξ′
a†ξ(k)
[
Hˆ0(k)
]
ξ,ξ′
aξ′(k), (2.5)
where Hˆ0(k) includes the Fourier transform of tin,i′n′ ,
whose explicit form is omitted here.
Now let us introduce a single-particle Green’s function
in a matrix form[
Gˆ(k, ω)
]
ξ,ξ′
= −i
∫
〈T (aξ(k, t)a†ξ′ (k, 0))〉eiωtdt, (2.6)
where T is the time ordering operator, and 〈X〉 denotes
the ground-state average of operator X . In the HFA, we
disregard the fluctuation terms in HI , which leads to
HHFI =
∑
i
∑
ξ1ξ2ξ3ξ4
Γ(0)(ξ1ξ2; ξ3ξ4)〈a†iξ2aiξ4〉a
†
iξ1
aiξ3 ,
(2.7)
where Γ(0) is the antisymmetric vertex function defined
by
Γ(0)(ξ1ξ2; ξ3ξ4) = g(ξ1ξ2; ξ3ξ4)− g(ξ1ξ2; ξ4ξ3). (2.8)
Here, ξn = (λn, νn) for n = 1 ∼ 4. Equation (2.8) gives
non-zero value only when λ1 = λ2 = λ3 = λ4.
Considering the equation of motion with H0 +H
HF
I −
µNˆ , we obtain
(ωIˆ − Jˆ(k))Gˆ(k, ω) = Iˆ , (2.9)
where µ is the chemical potential, and Iˆ is the unit ma-
trix. The Jˆ(k) is defined through the relation[
aξ(k), H0 +H
HF
I − µNˆ
]
=
∑
ξ′
[
Jˆ(k)
]
ξξ′
aξ′(k).
(2.10)
3We diagonalize Jˆ(k) by a unitary matrix Uˆ(k):
[Uˆ(k)−1Jˆ(k)Uˆ (k)]j,j′ = Ej(k)δj,j′ where Ej(k) repre-
sents eigenvalue of Jˆ(k). Then, the Green’s function may
be written as
Gˆ(k, ω) = Uˆ(k)Dˆ(k, ω)Uˆ(k)−1, (2.11)
with
[Dˆ(k, ω)]j,j′ =
1
ω − Ej(k) + iδsgn[Ej(k)]δj,j
′ , (2.12)
where sgn[A] stands for a sign of quantityA and δ denotes
a positive convergent factor. The expectation values of
the electron density operator on the ground state, which
are contained in Jˆ(k), are self-consistently determined
from
〈a†ξaξ′〉 =
2
N
∑
k
(−i)
∫
[Gˆ(k, ω)]ξ,ξ′e
iω0+ dω
2π
. (2.13)
We assume that there exists a stable self-consistent solu-
tion such as the antiferromagnetic and/or the antiferro-
orbital order.
III. FORMULATION OF RIXS SPECTRA
A. Dipole transition
For the interaction between photon and matter, we
consider the dipole transition at the L edge, where the
2p-core electron is excited to the d states by absorbing
photon (and the reverse process). The 2p-core states are
split into the multiplet of angular momentum j = 3/2
and 1/2 due to the spin-orbit coupling. Introducing the
annihilation operator pi;jm of the core 2p electron with
the magnetic quantum number m, we write the Hamil-
tonian for the core electron as
H2p =
∑
jm
ǫ2p(j)
∑
λ,k
p†λ,jm(k)pλ,jm(k), (3.1)
where pλ,jm(k) is the Fourier transform of pi;jm defined
similarly by Eq. (2.4). The dipole transition may be de-
scribed by the interaction
Hx =
∑
λ,nσ,jm,α
w(nσ; jm;α)
×
∑
k,q
a†λnσ(k+ q)pλ,jm(k)cα(q) + H.c., (3.2)
where cα(q) is the annihilation operator of photon with
momentum q and polarization α. The w(nσ; jm;α) rep-
resents the matrix element of the 2p → d dipole transi-
tion. It is defined at each lattice site, since the 2p states
are well localized. The Hamiltonian of photon may be
expressed as
Hph =
∑
qα
ωqc
†
α(q)cα(q). (3.3)
B. Keldysh formalism
We use a Keldysh-Green’s function formula to derive
a general expression for the L-edge RIXS spectra by ex-
tending the formalism for the K-edge RIXS spectra given
by NI.19,20 We set an initial state such that one photon
exists with momentum qi, frequency ωi, and polarization
αi in addition to a material in the ground state, which
may be expressed as
|Φi〉 = c†αi(qi)|g〉, (3.4)
where |g〉 is the ground state of the matter with no pho-
ton. Let H ≡ Hph + Hmat + H2p be the unperturbed
Hamiltonian of the system and Hx be the perturbation.
The S matrix is generally given by
U(t,−∞) = T exp
{
−i
∫ t
−∞
Hx(t
′)dt′
}
, (3.5)
with Hx(t) = exp(iHt)Hx exp(−iHt). The probability
of finding a photon with momentum qf , frequency ωf ,
and polarization αf at time t0 is given by
Pqfαf ;qiαi(t0) = 〈Φi|U(−∞, t0)c†qfαf cqfαfU(t0,−∞)|Φi〉.
(3.6)
Time t0 is set t0 → ∞ at the end, since the scattered
photon is to be observed far after the scattering event
takes place. We expand the S-matrix to second order in
Hx,
U(t,−∞) = 1 + (−i)
∫ t
−∞
Hx(t
′)dt′
+
(−i)2
2
∫ t
−∞
∫ t
−∞
T (Hx(t
′)Hx(t
′′))dt′dt′′.
(3.7)
Inserting this into Eq. (3.6), and factoring out the de-
pendence on the photon frequencies, we obtain
Pqfαf ;qiαi(t0) =
∫ t0
−∞
du
∫ u
−∞
dt
∫ t0
−∞
du′
∫ u′
−∞
dt′
× S(t, u; t′, u′)eiωi(t′−t)e−iωf (u′−u),(3.8)
where S(t, u; t′, u′) is the contribution of all the electron
lines and electron-hole vertices as illustrated in Fig. 1.
The wavy lines indicate photons, which carry energy and
momentum. The solid lines with “2p” and “d” repre-
sent the Green’s function of the 2p-core and d electrons,
respectively. The upper and lower halves of the graph
correspond to the so called “outward” and “backward”
time legs, respectively. The transition probability per
unit time could be obtained from this expression by let-
ting t0 →∞ and fixing one time, for instance, u = 0:46
W (qfαf ; qiαi) =
∫ 0
−∞
dt
∫ ∞
−∞
du′
∫ u′
−∞
dt′
× S(t, 0; t′, u′)eiωi(t′−t)e−iωfu′ .(3.9)
4t u
u’t’
d
d
2p
2p
t0 oo
d
d
Figure 1: Schematic representation of the RIXS process. The
wavy lines indicate the incident and the scattered photons.
The solid lines with “2p” and “d” represent the Green’s func-
tions of the 2p-core electron and the d electron, respectively.
The shaded square represents a general four-point vertex.
C. Amplitudes creating an electron-hole pair
excitation
Now we evaluate Eq. (3.9) for the L3 edge on the basis
of the Keldysh formalism, where four kinds of the Green’s
functions G−−, G−+, G+−, and G++ are utilized; the
superscripts + and − of the Green’s functions indicate
the backward and outward time legs, respectively.47 For
example, [Gˆ−−(k, ω)]ξ,ξ′ is the same as defined in Eq.
(2.6), and the Green’s function G−−2p (k, ω) of the 2p-core
electron may be given by
G−−2p (k, ω) =
1
ω − ǫ2p(3/2)− iΓc , (3.10)
where Γc represents the life-time broadening width of the
core hole. The expansion technique with respect to the
Coulomb interaction is well explained in Ref. 47. We use
the same notation as given in Ref. 47. The unperturbed
Green’s function of the d electron is given by the HFA.
We first consider the lowest-order diagram shown in
Fig. 2(a). Carrying out the integration with respect to
the frequency of the 2p-Green’s function, we obtain the
RIXS intensity at the L3 edge:
Wa(ωi, q;αi, αf )
= 2π
∑
ξξ′ξ1ξ
′
1
2
N
∑
k
∑
jℓ
|R(ωi, Ej(k+ q))|2M∗(ξ1ξ′1;αi, αf )
× Uξ1j(k + q)U∗ξj(k+ q)Uξ′ℓ(k)U∗ξ′
1
ℓ(k) [1− nj(k+ q)]
× nℓ(k)δ(ω − Ej(k+ q) + Eℓ(k))M(ξξ′;αi, αf ), (3.11)
(a) (b)
(c)
-
k
k’
qi qf
qfqi
-
qf+k
qf+k’
qi+k
qi+k’
++
- -
qf+k
qf+k’
qi+k
qi+k’
- -
+
k
k’
qi qf
qi qf
qf+k
qf+k’
qi+k
qi+k’
+
+ +
- -
qf+k
qf+k’
qi+k
qi+k’
- -
(d)
qf+kqi+k
- -
qf+k’’
qf+k’
qi+k’’
qi+k’
qf+kqi+k
k
k
++
- -
qf
qfqi
qi
k
qf+kqi+k
- -
qfqi
- -
qf+k’qi+k’
+ +
++
k’
qfqi
= + + ...
--
+
Figure 2: Diagrams within the ladder approximation. Pan-
els (a) amd (b) are the diagrams of the lowest-order and
the higher-order, respectively, in the Coulomb interaction.
Panel(c) is the diagram where the renormalized vertex works
only at the outward time leg and at the backward time leg,
respectively. Panel (d) represents the renormalized vertex
which is the sum of the ladder diagrams. The horizontal and
vertical solid lines represent the Green’s functions of the 2p-
core and d electrons, respectively. The filled squares represent
the renormalized vertex. The symbols − and + indicate the
outward and backward time legs, respectively.
with
R(ωi, E) ≡ 1
ωi − E + ǫ2p(3/2) + iΓc , (3.12)
M(ξξ′;αi, αf ) =
∑
m
w(ξ; 3/2,m;αi)w
∗(ξ′; 3/2,m;αf),
(3.13)
where qi ≡ (ωi,qi), qf ≡ (ωf ,qf ), and q ≡ (ω,q) =
qi−qf . Here k+ qf is replaced by k, which runs over the
reduced first BZ. The nℓ(k) denotes the occupation num-
ber of the eigenstate with energy Eℓ(k), The δ-function
indicates the conservation of energy for the continuum
states of an electron-hole pair excitation.
Second, we consider the diagram shown in Fig. 2(b).
The solid square represents the renormalized vertex func-
tion, which we evaluate by collecting up the ladder dia-
grams. Then, carrying out the integration with respect
to the frequency of the 2p Green’s function, we obtain
5the contribution to the RIXS intensity as
Wb(ωi, q;αi, αf )
= Mˆ †(αi, αf )Lˆ
†(ωi, q)Γˆ
[
Iˆ + Fˆ †(q)Γˆ
]−1
Πˆ(0)(q)
×
[
Iˆ + ΓˆFˆ (q)
]−1
ΓˆLˆ(ωi, q)Mˆ(αi, αf ), (3.14)
where each factors are given in the matrix form repre-
sented with the base states ξξ′. The Mˆ is the matrix
form of Eq. (3.13):
[
Mˆ(αi, αf )
]
ξξ′
=M(ξξ′;αi, αf ). (3.15)
The Lˆ corresponds to the diagram above the renormalized vertex on Fig. 2(b):[
Lˆ(ωi, q)
]
ξ1ξ
′
1
;ξξ′
=
2
N
∑
k
∑
j,ℓ
Uξ1j(k+ q)U
∗
ξj(k + q)Uξ′ℓ(k)U
∗
ξ′
1
ℓ(k)R(ωi, Ej(k+ q))
×
{
1− nℓ(k)
ωf − Eℓ(k) + ǫ2p(3/2) + iΓc −
[
[1− nj(k+ q)]nℓ(k)
ω − Ej(k+ q) + Eℓ(k) + iδ −
nj(k+ q)[1− nℓ(k)]
ω − Ej(k+ q) + Eℓ(k)− iδ
]}
. (3.16)
We get a complicated form for Lˆ(ωi; q), since the creation and annihilation of d electron take place at different times.
For understanding the origin of each term, it may be helpful to carry out the integration in the time representation
(See Appendix A). Vertex Γˆ is defined by
[Γˆ]ξ2ξ′2;ξ1ξ′1 = Γ
(0)(ξ2ξ
′
1; ξ1ξ
′
2). (3.17)
The Fˆ (q) is given by
[Fˆ (q)]ξ2ξ′2;ξ1ξ′1 = −i
2
N
∑
k
∫
dk0
2π
[Gˆ(k+ q, k0 + ω)]ξ2ξ1 [Gˆ(k, k0)]ξ′1ξ′2
=
2
N
∑
k
∑
j,ℓ
Uξ2j(k+ q)U
∗
ξ1j
(k+ q)Uξ′
1
ℓ(k)U
∗
ξ′
2
ℓ(k)
×
[
[1− nj(k+ q)]nℓ(k)
ω − Ej(k+ q) + Eℓ(k) + iδ −
nj(k+ q)[1− nℓ(k)]
ω − Ej(k+ q) + Eℓ(k)− iδ
]
, (3.18)
which is a conventional particle-hole propagator. Note that the factors [Iˆ + ΓˆFˆ (q)]−1Γˆ and Γˆ[Iˆ + Fˆ †(q)Γˆ]−1 are the
renormalized vertices within the ladder approximation, which could contain a pole at some q, as the indication of the
bound state. As shown in the next subsection, the bound state could surely contribute to the RIXS intensity. The
Πˆ(0) corresponds to the diagram between two renormalized vertices on Fig. 2(b):[
Πˆ(0)(q)
]
ξ2ξ
′
2
;ξ1ξ′1
= 2π
2
N
∑
k
∑
j,ℓ
Uξ2j(k + q)U
∗
ξ1j
(k + q)Uξ′
1
ℓ(k)U
∗
ξ′
2
ℓ(k)
× [1− nj(k+ q)]nℓ(k)δ(ω − Ej(k + q) + Eℓ(k)). (3.19)
To complete the ladder approximation, we need to include another type of diagrams shown in Fig. 2(c). Carrying
out the integration with respect to the frequency of the 2p Green’s function, we obtain the contribution from the
diagrams in Fig. 2(c):
Wc(ωi, q;αi, αf ) = Mˆ
†(αi, αf )
{
Nˆ †(ωi, q)[Iˆ + ΓˆFˆ (q)]
−1ΓˆLˆ(ωi, q)
+ Lˆ†(ωi, q)Γˆ[Iˆ + Fˆ
†(q)Γˆ]−1Nˆ(ωi, q)
}
Mˆ(αi, αf ). (3.20)
The Nˆ corresponds to the diagram above the renormalized vertex on the right-hand side of Fig. 2(c):[
Nˆ(ωi, q)
]
ξ1ξ
′
1
;ξξ′
= 2π
2
N
∑
k
∑
j,ℓ
Uξ1j(k+ q)U
∗
ξj(k+ q)Uξ′ℓ(k)U
∗
ξ′
1
ℓ(k)R(ωi, Ej(k+ q))
× [1− nj(k+ q)]nℓ(k)δ(ω − Ej(k+ q) + Eℓ(k)). (3.21)
6Note that the pole in [Iˆ + Fˆ †(q)Γˆ]−1 and [Iˆ + ΓˆFˆ (q)]−1 in Eq. (3.20) could not contribute to the RIXS intensity
because of δ(ω − Ej(k + q) + Eℓ(k)) in Eq. (3.21).
The total RIXS intensity is given byWa(ωi, q;αi, αf )+
Wb(ωi, q;αi, αf ) +Wc(ωi, q;αi, αf ).
D. Correlation function and bound state
The contribution from the diagram of type (b) in Fig.
2 may be rewritten as
Wb(ωi, q;αi, αf ) = Mˆ
†(αi, αf )Lˆ
†(ωi, q)ΓˆYˆ
+−(q)
× ΓˆLˆ(ωi, q)Mˆ(αi, αf ), (3.22)
where[
Yˆ +−(q, ω)
]
ξ1ξ
′
1
;ξξ′
=
∫ ∞
−∞
〈(ρqξ1ξ′1(t))†ρqξξ′(0)〉eiωtdt,
(3.23)
with
ρqξξ′ =
√
2
N
∑
k
a†ξ(k+ q)aξ′(k). (3.24)
Function Yˆ +−(q, ω), connecting the outward and back-
ward time legs, is nothing but a density-density corre-
lation function in the equilibrium state. Note that the
factor ΓˆLˆ(ωi, q)Mˆ(αi, αf ) may be regarded as an effec-
tive transition amplitude creating an electron-hole pair.
In order to prove Eq. (3.22), we introduce the time-
ordered Green’s function in the Feynman-Dyson scheme,
[
Yˆ T(q)
]
ξ1ξ
′
1
;ξξ′
= −i
∫
〈T [(ρqξ1ξ′1(t))†ρqξξ′(0)]〉eiωtdt,
(3.25)
where the time-ordering is defined in the outward time
leg. This function is related to the correlation function
by using a modified form of the fluctuation-dissipation
theorem for ω > 0 (see Appendix B):
[
Yˆ +−(q)
]
ξ1ξ
′
1
;ξξ′
= −i
{[
Yˆ T(q)
]∗
ξξ′;ξ1ξ′1
−
[
Yˆ T(q)
]
ξ1ξ
′
1
;ξξ′
}
.
(3.26)
Within the ladder approximation in the Feynman-Dyson
scheme, Yˆ T (q) is expressed as
Yˆ T(q) = Fˆ (q)[Iˆ + ΓˆFˆ (q)]−1. (3.27)
Using a relation 1/(ω−E±iδ) = P{1/(ω−E)}∓iπδ(ω−
E) in the last line of Eq. (3.18), we express Fˆ (q) as
Fˆ (q) = Fˆ1(q) + iFˆ2(q), (3.28)
where Fˆ1(q) and Fˆ2(q) are Hermitian matrices. Using
this Hermitian property and the fact that Γˆ is a real and
symmetric matrix, we find a relation
[
Yˆ T(q)
]∗
ξξ′;ξ1ξ′1
=
{
[Iˆ + (Fˆ1(q)− iFˆ2(q))Γˆ]−1(Fˆ1(q)− iFˆ2(q))
}
ξ1ξ
′
1
;ξξ′
,
(3.29)
and hence
[
Yˆ +−(q)
]
ξ1ξ
′
1
;ξξ′
= −i
{[
Yˆ T(q)
]∗
ξξ′;ξ1ξ′1
−
[
Yˆ T(q)
]
ξ1ξ
′
1
;ξξ′
}
=
{
[Iˆ + (Fˆ (q))†Γˆ]−1(−2)Fˆ2(q)[Iˆ + ΓˆFˆ (q)]−1
}
ξ1ξ
′
1
;ξξ′
.
(3.30)
Since −2Fˆ2(q) is equivalent to Πˆ(0)(q), we see Eq. (3.22)
is equivalent to Eq. (3.14).
Now we discuss the bound state. The Green’s function
given by Eq. (3.27) may have poles for some frequen-
cies below the energy continuum of an electron-hole pair
excitation. In the antiferromagetic ground state, for ex-
ample, such bound states are known as “magnon”, which
give rise to extra RIXS intensities. Noting that Fˆ2(q) = 0
for ω below the energy continuum, Eq. (3.27) is rewritten
as
Yˆ T(q) =
[
Fˆ1(q)
−1 + Γˆ
]−1
. (3.31)
Diagonalizing Fˆ1(q)
−1 + Γˆ by a unitary matrix, we assume that one eigenvalue becomes zero at ω = ωB(q) with
the eigenvector Bξ2ξ′2(q). We could expand [Yˆ
T(q)]ξ1ξ′1;ξξ′ around ω ∼ ωB(q) as
[
Yˆ T(q)
]
ξ1ξ
′
1
;ξξ′
=
[Cˆ(q)]ξ1ξ′1;ξξ′
ω − ωB(q) + iδ , (3.32)
7with
[Cˆ(q)]ξ1ξ′1;ξξ′ =
Bξ1ξ′1(q)B
∗
ξξ′ (q)∑
ξ2ξ
′
2
ξ3ξ
′
3
B∗
ξ3ξ
′
3
(q) ∂
∂ω
[Fˆ1(q, ωB(q))−1]ξ3ξ′3;ξ2ξ′2Bξ2ξ′2(q)
. (3.33)
Substituting Eq. (3.32) into the right hand side of
Eq. (3.26), we obtain
Yˆ +−(q) = 2πCˆ(q)δ(ω − ωB(q)). (3.34)
Inserting this result into Eq. (3.22), we have the contri-
bution from the bound state.
E. Fast collision approximation
The RIXS spectra could be described as the second-
order dipole allowed process. For that process the fast
collision approximation replaces the intermediate state
by a single state. In the context of the present theory,
this means that Ej(k+ q) is replaced by a certain energy
E0 in the denominator of Eq. (3.11), and that factor is
decoupled from the others. Hence, we have
Wa(ωi, q;αi, αf ) = |R(ωi, E0)|2 Mˆ †(αi, αf )Πˆ(0)(q)Mˆ(αi, αf ).
(3.35)
In addition, we disregard the first term in Eq. (3.16), and
make the same decoupling procedure to the second term.
Hence we have for Lˆ(ωi, q),
Lˆ(ωi, q) = −R(ωi, E0)Fˆ (q). (3.36)
In the same spirit, we can approximate Nˆ(ωi, q) by
Nˆ(ωi, q) = R(ωi, E0)Πˆ
(0)(q). (3.37)
With these approximate expressions, we have the total
RIXS intensity as
Wa(ωi, q;αi, αf ) +Wb(ωi, q;αi, αf ) +Wc(ωi, q;αi, αf )
= |R(ωi, E0)|2 Mˆ †(αi, αf )
[
Iˆ + Fˆ †(q)
× Γˆ
]−1
Πˆ(0)(q)
[
Iˆ + ΓˆFˆ (q)
]−1
Mˆ(αi, αf )
= |R(ωi, E0)|2 Mˆ †(αi, αf )Y +−(q)Mˆ(αi, αf ). (3.38)
In the situation that Ej(k + q) varies considerably de-
pending on j and k+ q, the procedure made above seems
difficult to be justified.
IV. APPLICATION TO THE SINGLE-ORBITAL
HUBBARD MODEL ON THE SQUARE LATTICE
We have obtained the formulas of the L-edge RIXS
spectra for multi-orbital models. Since they are rather
complicated, we demonstrate in the following how the
formulas work through the application to a simple model,
a single-orbital Hubbard model with nearest-neighbor
hopping on the square lattice at half-filling. The Hamil-
tonian is defined by
Hmat =
∑
σ
∑
i,j
tija
†
iσajσ + U
∑
i
a†i↑a
†
i↓ai↓ai↑. (4.1)
A. HFA to the single-particle states
The antiferromagetic ordering is known to be realized
in the ground state. Specifying the sublattices by A and
B, we put the base states ξ’s in order (A, ↑), (B, ↑), (A, ↓),
and (B, ↓). Then Jˆ(k) is represented as
Jˆ(k) =


−Um ǫk 0 0
ǫk Um 0 0
0 0 Um ǫk
0 0 ǫk −Um

 , (4.2)
where
ǫk = −2t(coskx + cos ky), (4.3)
m =
1
2
〈a†i↑ai↑ − a†i↓ai↓〉, for i ∈ A. (4.4)
Matrix Jˆ(k) is diagonalized by a unitary matrix
Uˆ(k) =


cos θk − sin θk 0 0
sin θk cos θk 0 0
0 0 cos θk sin θk
0 0 − sin θk cos θk

 , (4.5)
where the corresponding eigenvalues are −E(k), E(k),
E(k), and −E(k) with E(k) =
√
ǫ2k + (Um)
2, and θk is
determined from
tan 2θk = − ǫk
Um
. (4.6)
The sublattice magnetization m is self-consistently de-
termined by
1 = U
2
N
∑
k
1
2E(k)
. (4.7)
For U/t = 4 and 2, m is evaluated as 0.345 and 0.188,
respectively.
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Figure 3: Absorption coefficient A(ωi) as a function of x-ray
energy, for U/t = 4 (solid line) and 2 (broken line). Γc/t =
0.3. The origin of energy is µ − ǫ2p(3/2), where µ is the
chemical potential lying at the middle of the energy gap in
the single particle energy band. The solid and broken arrows
indicate the lowest bound of energy of unoccupied levels for
U/t = 4 and 2, respectively.
B. Absorption coefficient
X-ray could be absorbed by exciting the 2p electron
to unoccupied levels at the L edge. Neglecting the in-
teraction between the excited electron and the core hole
left behind, we obtain the expression of the absorption
coefficient at the L3 edge as
A(ωi) ∝ − 2
N
∑
k
1
π
Im[R(ωi, E(k))], (4.8)
where ImX stands for the imaginary part of the quantity
X . Figure 3 shows the absorption coefficient A(ωi) as
a function of x-ray energy for U/t = 4 and 2. We set
Γc/t = 0.3. The absorption peak is found at ωi/t = 1.51
for U/t = 4 and ωi/t = 0.55 for U/t = 2 where ωi is
measured from µ− ǫ2p(3/2).
C. RIXS spectra
The transverse spin fluctuation caused by spin flips
with changing polarization of x-ray contains the magnon
as a bound state, while the longitudinal spin fluctuation
caused without changing polarization could not give rise
to the bound state. Since we are interested in the relation
between the spectra arising from the bound state and the
continuum states, we confine our study to the spin flip
channel in the following.
Bearing a relation to cuprates in mind, we assume that
the orbital describing the Hubbard model is 3dx2−y2 . In
that situation, M(ξξ′;αi, αf ) is the same as that given
in the study of magnetic excitations in the L-edge RIXS
from cuprates (Table II in Ref. 36.). With the spin quan-
tization axis lying on the xy plane and pointing to the
direction at angle γ with the x axis, it is given by
M(−σσ; y, x) = −M(−σσ;x, y) = i
15
eiσγw2, (4.9)
where w is a constant, and σ = +1 (−1) indicates the up
(down) spin. When αi and αf are specified as x or y, they
are pointing to the x or y, axes. Note thatM(ξξ′;αi, αf )
has no sublattice dependence.
In the spin flip channel, there exist two channels c1
and c2, represented by the base states (ξξ
′) = (A ↑ A ↓),
= (B ↑ B ↓), called channel c1, and by the base states
(B ↓ B ↑), (A ↓ A ↑), called channel c2. In both channels,
we have
Mˆ(y, x) = −Mˆ(x, y) = i
15
w2eiσγ
(
1
1
)
, (4.10)
Γˆ =
(
U 0
0 U
)
. (4.11)
It is clear that both channels give rise to the same con-
tributions to the RIXS intensities.
We calculate the RIXS spectra by following the proce-
dure in the preceding section. In channel c1, for example,
the zero-th order of the particle-hole Green’s function is
written as
Fˆ (q, ω) =
2
N
∑
k
1
ω − E(k+ q)− E(k) + iδ
×
(
sin2 θk+q sin
2 θk − 14 sin 2θk+q sin 2θk− 14 sin 2θk+q sin 2θk cos2 θk+q cos2 θk
)
− 2
N
∑
k
1
ω + E(k+ q) + E(k) − iδ
×
(
cos2 θk+q cos
2 θk − 14 sin 2θk+q sin 2θk
− 14 sin 2θk+q sin 2θk sin2 θk+q sin2 θk
)
.
(4.12)
The particle-hole Green’s function is given by Yˆ T (q, ω) =
Fˆ (q, ω)[Iˆ + ΓˆFˆ (q, ω)]−1.
There exists a bound state below the energy continuum
(ω < 2Um). The energy of the bound state should tend
to 0 with q → 0, since it is a Goldstone boson. This is
proved as follows. Let Fˆ (q, ω) be
Fˆ (q → 0, ω → 0) =
(
f1 f2
f2 f1
)
. (4.13)
Then the particle-hole Green’s function is given by
Yˆ T (q→ 0, ω → 0) = Sˆ
(
f1+f2
1+U(f1+f2)
0
0 f1−f21+U(f1−f2)
)
Sˆ−1,
(4.14)
where
Sˆ =
1√
2
(
1 −1
1 1
)
. (4.15)
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f1 − f2 = − 2
N
∑
k
(sin2 θk + cos
2 θk)
2
2Ek
= − 2
N
∑
k
1
2Ek
,
(4.16)
we have 1 + U(f1 − f2) = 0 from Eq. (4.7), indicating
that a pole exist at q = 0 and ω = 0. In addition, we
find from Eq. (3.33) that
Cˆ(q→ 0) ∝
(
1
2 − 12− 12 12
)
. (4.17)
In the fast collision approximation, the contribution to
the RIXS intensity from the bound state vanishes with
q → 0, since Mˆ †CˆMˆ = 0. Beyond the fast collision
approximation, however, it does not vanish due to the
presence of Lˆ(ωi, q).
In the numerical calculation, we sum over wave vectors
by dividing the first magnetic BZ into 128× 128 meshes.
Figure 4 shows the RIXS spectra as a function of ω along
a symmetry line of q ‖ (1, 0). The energy of the incident
x-ray ωi is set to give the maximum absorption coeffi-
cient. We have the continuous spectra for ω > 2Um, and
below them we find δ-function-like spikes arising from the
magnon contribution. For U/t = 4, the magnon peak
arising exists for all the q-values. Around q = 0, the ve-
locity of magnon ω/|q| is estimated as ∼ 0.8 in units of t,
which may be compared by
√
2J with J = 4t2/U for the
localized spin limit. The intensity of the magnon peak
decreases with increasing value of |q|; its value relative to
the intensity of continuous states at (π, 0) is estimated as
0.175 for (π/8, 0), 0.120 for (π/2, 0), and 0.08 for (π, 0).
For U/t = 2, the magnon mode approaches to the edge
of the continuous spectra with increasing |q|, and it be-
comes difficult to judge numerically whether the magnon
peak exists for qx > π/2. The intensity of the magnon
peak relative to the intensity of continuous states at (π, 0)
is estimated as 0.27 for (π/8, 0) and 0.10 for (π/2, 0).
V. CONCLUDING REMARKS
We have developed a formalism of the L-edge RIXS
spectra on a multi-orbital tight-binding model. Without
relying on the fast collision approximation, we have de-
rived the formulas useful to calculate the spectra, by col-
lecting up the ladder diagrams on the basis of the Keldysh
scheme. Since the creation of an electron and that of a
hole take place at different times, the formulas become
complicated in comparison with the fast collision approx-
imation. We think that, the present formulas, allowing
to describe the spectra originated from both the bound
state and the continuous states on the equal footing, work
in the weak and intermediate coupling regime of itinerant
electron systems, where the fast collision approximation
loses ground with several orbitals involved with differ-
ent energies. To demonstrate how the present formulas
work, we have calculated the spectra on a simple model,
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Figure 4: (Color Online) RIXS spectra as a function of energy
loss ω for the single-orbital Hubbard model on the square
lattice at half-filling along a symmetry line q ‖ (1, 0). Γc/t =
0.3. The incident x-ray energy ωi is set to give the maximum
absorption coefficient; ωi/t = 1.51 for U/t = 4, and ωi/t =
0.55 for U/t = 2 with ωi measured from µ − ǫ2p(3/2). Solid
vertical line (red) indicates the magnon contribution.
the single-orbital Hubbard model on the square lattice at
half-filling. Now we know they work, it may be interest-
ing to apply the present formulas to analyze the spectra
of Sr2IrO4 on the itinerant electron model, although the
analysis has already been carried out on the localized
electron model within the fast collision approximation.43
In the insulating phase of the strong coupling regime,
the low-lying excitations may be described by the local-
ized spin and/or orbital model. In undoped cuptares,
using the Heisenberg model, the RIXS spectra arising
from magnetic excitations have been calculated within
the fast collision approximation34,35 and with using a
“projection” method to take account of the two-magnon
excitations.36–38 The present approximation scheme is
unable to discuss such behavior in the strong coupling.
To deal with the metallic phase with strong correla-
tions, the present formalism for itinerant electron sys-
tems has to be extended by improving the HFA and
the ladder approximation. In that extension, the single-
particle Green’s function is corrected by the self-energy,
and hence the present formulas may be changed by not-
ing that the Green’s function within the HFA
[Gˆ(k, ω)]ξ2ξ1 =
∑
j
Uξ2j(k)U
∗
ξ1j
(k)
ω − Ej(k) + iδsgn[Ej(k)] (5.1)
is formally replaced by
[Gˆ(k, ω)]ξ2ξ1 =
∫
dǫ
ρξ2ξ1(k, ǫ)
ω − ǫ+ iδsgn[ǫ] . (5.2)
Such attempt may be related to the recent study on the
RIXS spectra in the Falicov-Kimball model on the basis
of the Keldysh scheme,48 where the dynamical mean field
approximation is used.
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Appendix A: Derivation of Eq. (3.16) in the time
representation
Let us consider a diagram in Fig. 5 written in the
time representation. The corresponding amplitude may
be proportional to
Lˆ(ωi;q, s) ∝
∫ 0
−∞
dtiG−−2p (k− qf , t− 0)iG−−(k+ q, s− t)
× iG−−(k, 0− s) exp(−iωit), (A1)
where the factors Uξ1j(k+ q)U
∗
ξj(k+ q) Uξ′ℓ(k)U
∗
ξ′
1
ℓ
(k),
and the symbol of summing over k are omitted in this
subsection. The Lˆ(ωi;q, s) is the Fourier transform of
Lˆ(ωi, q = (ω,q)). Since t < 0, we have
iG−−2p (k− qf , t−0) = − exp{−i(ǫ2p(3/2)+iΓc)t}. (A2)
First we consider the time domain s > 0. The Green’s
functions are given by
iG−−(k, 0− s) = −
∑
ℓ
nℓ(k)e
−iEℓ(k)(−s), (A3)
iG−−(k+ q, s− t) =
∑
j
(1− nj(k+ q))e−iEj(k+q)(s−t).
(A4)
Inserting these into Eq. (A1), we have
Lˆ(ωi;q, s) ∝ −1
i
R(ωi, Ej(k+ q))(1 − nj(k+ q))nℓ(k)
× exp{−i(Ej(k+ q)− Eℓ(k))s}. (A5)
The Fourier transform of this function corresponds to the
former part of the second term of Eq. (3.16).
Next we consider the time domain s < 0. The Green’s functions are given by
iG−−(k, 0 − s) =
∑
ℓ
(1− nℓ(k))e−iEℓ(k)(−s), (A6)
iG−−(k+ q, s− t) =
{ −∑j nj(k+ q)e−iEj(k+q)(s−t), s < t,∑
j(1− nj(k+ q))e−iEj(k+q)(s−t), t < s < 0.
(A7)
Inserting these into Eq. (A1), we have
Lˆ(ωi;q, s) ∝ −1
i
R(ωi, Ej(k+ q))
{
nj(k+ q))(1 − nℓ(k)) exp{−i(Ej(k+ q)− Eℓ(k))s}
− (1− nℓ(k)) exp{−i(ωi + ǫ2p(3/2) + iΓc − Eℓ(k))s}
}
. (A8)
The Fourier transform of the first term corresponds to the first term of Eq. (3.16), and that of the second term
corresponds to the latter part of the second term of Eq. (3.16).
Appendix B: Derivation of Eq. (3.26)
Let Aˆ1 and Aˆ2 be ρqξ1ξ′1 and ρqξξ′ , respectively. Then
we have[
Yˆ T (ω)
]
1,2
≡ −i
∫ ∞
−∞
〈T (A†1(t)A2(0))〉eiωtdt
=
∑
n
〈0|A†1|n〉〈n|A2|0〉
ω − En + E0 + iδ
−
∑
n
〈0|A2|n〉〈n|A†1|0〉
ω + En − E0 − iδ , (B1)[
Yˆ T (ω)
]∗
2,1
=
∑
n
〈0|A†1|n〉〈n|A2|0〉
ω − En + E0 − iδ
−
∑
n
〈0|A2|n〉〈n|A†1|0〉
ω + En − E0 + iδ , (B2)
where |0〉 and |n〉 denote the ground state with energy
E0 and the excited state with energy En, respectively.
Hence we have
[
Yˆ T (ω)
]∗
2,1
−
[
Yˆ T (ω)
]
1,2
= 2πi
∑
n
〈0|A†1|n〉〈n|A2|0〉δ(ω − En + E0)
+ 2πi
∑
n
〈0|A2|n〉〈n|A†1|0〉δ(ω + En − E0). (B3)
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Figure 5: Diagram for Lˆ(ωi;q, s) in the time representation.
The s is the time at which the Coulomb interaction works.
Comparing this with the expression
[
Yˆ +−(ω)
]
1,2
≡
∫ ∞
−∞
〈A†1(t)A2(0)〉eiωtdt
= 2π
∑
n
〈0|A†1|n〉〈n|A2|0〉δ(ω − En + E0),
(B4)
we have [Yˆ +−(ω)]1,2 = −i{[Yˆ T (ω)]∗2,1 − [Yˆ T (ω)]1,2} for
ω > 0.
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