Die Dokumente auf EconStor dürfen zu eigenen wissenschaftlichen Zwecken und zum Privatgebrauch gespeichert und kopiert werden.
Introduction
The image processing consists in the use of mathematical operations using any form of signal processing for which the entry is an image, such as a photo, video frame, etc; the output of image processing can be an image or a set of characteristics or parameters related to the image. Techniques used include treating the image processing as a two-dimensional signal and applying signal processing techniques to the images. Usually, image processing refers to digital image processing; however in today's technologies the optical digital and analogue processing is possible. This article discusses techniques that are applied to images.
A field of study that is closely related to the processing of images are the computer graphics and computer vision. In computer graphics, images are manually performed by physical models of objects and premises. Computer vision, on the other hand, is often considered as high level processing of images, where a computer/software aims to decode the physical content in an image or a sequence of images (for example, scans Magnetic 3D). In modern science and technology, the images also have a greater vision regarding expansion due to ever increasing importance of scientific visualisation (or often given data of the large and complex escalation in the scientific/experimental Rovinj, Croatia aspect). Examples of these elements are the microwave research, genetic research, etc.
Mean opinion score (MOS) is a test that has been used for decades in the telephone network to take advantage of network quality. In multimedia MOS (audio, image, video) is used especially when we present codec-s to compress the requirements of bandwidth (for example, a link voice or image digitalized by a PCM 64kilobit/sec modulation). MOS provides an indicator of numeric which shows the quality of the environment perspective to take after the compression and/or transmission. MOS is expressed as an integer in the range 1 to 5, 1 being the lowest quality, and 5 is the biggest quality received. (Ferrara et al., 1992) The structural similarity index (SSIM) is a method of predicting the quality of digital video and digital imaging. SSIM used to measure the similarity between two images. SSIM index is a full reference metrics; in other words the measurement or prediction of the quality of the image is based on an image of the original uncompressed as a reference. SSIM is designed to improve traditional methods such as PSNR (peak signal-to-noise ratio) and MSE (Mean square error).
Peak signal-to-noise ratio (PSNR) is an engineering term that expresses the maximum power level possible tucked to distorting the signal and noise power affecting the credibility of the presentation of a signal such as the image. Because many signals have a very wide range, PSNR is usually expressed in logarithmic scale decibels (dB). (Bruce et al., 2001 )PSNR is the classic method used to measure the quality of reconstruction of the images. The signal in this case is the original data and the noise is introduced in the compression error. When comparing compression codec-s, generally PSNR is an approximation to the human perception of quality reconstruction. Although a large PSNR value generally indicates that reconstruction is a high quality, in some cases it may not be such. Actually, we should be very careful with the range of validity of this metric; he is definitely valid when used to compare results from the same codec and the same content.
The aim of the paper is to give a trend-line, in terms of spline-cubic approximation, of the performance of these three algorithms.
In the section of the methodology we have treated the scheme of the simulations which consists in using 50 couples of video frames and entering them in the three algorithms.
The next section treats the results of these simulations. These results consist in calculating the spline cubic curve equation as well as the respective coefficient of determination.
Finally, in the last section we have treated the limitations and suggestions of the paper and the approach in question
Methodology and data
In this paper we have implemented three image-processing algorithms: mean opinion score, structural similarity index and peak signal-to-noise ratio.
Initially, we have generated 50 couples of video frames with time intervals of 1 ms difference. This process is accomplished through the software "Windows Movie Maker". These frames consist of images that the eye of man does not have any significant difference, although not excluded the case where the human eye can distinguish clearly the differences between consecutive images. This fact is evident in the figure below. After generating these 50 pairs of images, the latter will be as an input through 3 algorithms: MOS, SSIM and PSNR. The output of these three algorithms will consist of three numbers respectively indicating the level of difference between the two images. So, we will gain a database of 150 values that 50 of them come from MOS, 50 of SSIM and 50 of PSNR.
These data or in other words, these numbers will be addressed through statistical methods to observe the trend-line of these values. The method used to determine this trend-line is spline interpolation fitting implemented in Matlab. We will define every number generated from the algorithms an ID number and this ID will be used as abscissa of the three graphs.
Finally, we will present the equations of the respective spline-cubic curves with the respective coefficient of determination.
The results of the simulations
In the mathematical field of numerical analysis, a spline interpolation is a form of interpolation where the interpolant is a special type of a polynomial called spline. Spline interpolation often treated preferably by polynomial interpolation because the interpolation error can be smaller when the polynomials use lower orders for the spline. Spline interpolation avoids the problem of Runge's phenomenon, in which the fluctuations can occur between points when using polynomial interpolation with higher orders. In this paper we have implemented the spline cubic polynomial. (Boashash, et al., 1992 (Boashash, et al., , 1987 We have presented in the following figures the dependency graphs of the couples of consecutive images with 1 ms interval and curve the spline cubic lines together with the relevant equation.
Let's look at the functional connectivity of the dependence results of the MOS implementation of the 50 sample couples. 
Conclusions
In this article we gave the results of the simulation via Matlab (of the dependency of the tendency of the spline cubic interpolation of the difference of the image parameters of two consecutive ones. The algorithms used and implemented in Matlab were Mean Opinion Score (MOS), Peak Signal to Noise Ratio (PSNR) and Structural Similarity Index (SSIM) (Akansu et al., 1992) .
The first results of this paper consisted in presenting the spline cubic dependency of the difference of the consecutive MOS algorithm. (Cohen et al., 1989) The second results of this paper consisted in presenting the spline cubic dependency of the difference of the consecutive SSIM algorithm and the last results of this paper consisted in presenting the spline cubic dependency of the difference of the consecutive PSNR algorithm (Cichicki, 2002) .
Finally I propose as future work the use of another approach of interpolation methods that can be more effective to define the trend of these data (Aldroubi et al., 1996) . Also, I propose that the standard MOS, SSIM and PSNR algorithm be improved in such a way to minimize the time needed to find the difference between the two images as well as to find a hybrid algorithm such as can applied in video files.
The limitations of the study consist in representing results of such structures of algorithms that perform with greater speed in the terms of time. If, the execution time of these algorithms should be smaller, the better the performance should be better. The issues of this study are treated at the studies of (Bruce, 2001) where a lot of variations of digital image processing algorithms have been treated.
