Abstract. Equivalence checking is a classical verification method for ensuring the compatibility of a finite-state concurrent system (protocol ) with its desired external behaviour (service) by comparing their underlying labeled transition systems (Ltss) modulo an appropriate equivalence relation. The local (or on-the-fly) approach for equivalence checking combats state explosion by exploring the synchronous product of the Ltss incrementally, thus allowing an efficient detection of errors in complex systems. However, when the two Ltss being compared are equivalent, the on-the-fly approach is outperformed by the global one, which completely builds the Ltss and computes the equivalence classes between states using partition refinement. In this paper, we consider the approach based on translating the on-the-fly equivalence checking problem in terms of the local resolution of a boolean equation system (Bes). We propose two enhancements of the approach in the case of equivalent Ltss: a new, faster encoding of equivalence relations in terms of Bess, and a new local Bes resolution algorithm with a better average complexity. These enhancements were incorporated into the Bisimulator 2.0 equivalence checker of the Cadp toolbox, and they led to significant performance improvements w.r.t. existing on-the-fly equivalence checking algorithms.
Introduction
Equivalence checking is a classical verification method for finite-state concurrent systems that consists in comparing the behaviour of the system under design (typically, a protocol or a low-level hardware description) with its desired external behaviour (typically, a service or a high-level hardware description) modulo a suitable equivalence relation. Protocol and service behaviours are usually represented as labeled transition systems (Ltss), and the relations most used for comparing them are the bisimulations defined in the framework of process algebras, such as Ccs [36] , Csp [8] , or Acp [5] and of the formal specification languages inspired from them, such as Lotos [24] or Chp [30] . In practice, Ltss are often represented in two complementary ways, which also determine the nature of equivalence checking algorithms: either explicitly, by their list of states and transitions, or implicitly, by their "successor function" returning the set of transitions going out of a given state. The implicit and explicit Lts representations are suitable for protocols (which are usually large) and services (which are usually small), respectively.
There are basically two approaches for equivalence checking: the global one [14] , which operates on explicit Ltss, computes the equivalence classes of states by using partition refinement and then checks whether the initial states of the two Ltss fall into the same equivalence class; and the local one [11] , which operates on implicit Ltss, explores the synchronous product between the two Ltss and searches for mismatches indicating the non equivalence of their initial states. Global algorithms are more effective when the two Ltss are equivalent, but require their complete construction, which is limited for large systems by the amount of memory available. Local (or on-the-fly) algorithms are more effective when the Ltss are not equivalent, allowing the detection of errors in complex systems even when the global approach would fail. Therefore, on-the-fly algorithms are useful at the beginning of the verification process, when errors occur frequently and must be detected quickly, whereas global algorithms are more suitable at a later stage, once the formal descriptions of the protocol and the service are stable and their underlying Ltss become equivalent.
Our objective is to improve the performance of on-the-fly equivalence checking algorithms when the Ltss to be compared are equivalent, which is the worst case for this class of algorithms because it forces them to explore the synchronous product of the two Ltss entirely. This would combine the advantages of global and local verification, making the on-the-fly approach suitable throughout the verification process. We consider here the technique relying on the translation of on-the-fly equivalence checking to the local resolution of a boolean equation system (Bes) [2, 34] . This technique involves two clearly separated aspects, namely the Bes encodings of bisimulation relations and the local Bes resolution algorithms, which can be developed and optimized independently. To improve performance, we seek to enhance both these aspects.
First, we devise new Bes encodings of the branching [41] and weak [36] bisimulations, obtained by migrating a part of the computation of transitive reflexive closures over internal steps (τ -closures) into the boolean equations. This simplifies the structure of Bes equations considerably and reveals to be faster than computing τ -closures separately by using specialized algorithms [33] . Second, we propose a new local Bes resolution algorithm, which exhibits a smaller average complexity than previously published algorithms [1, 43, 16, 34] . Our algorithm is based on a suspend/resume depth first search (sr-Dfs) of the dependencies between boolean variables, and stops as soon as the Bes portion explored contains a single example or counterexample for the boolean variable to be solved, therefore being optimal from this point of view.
These two enhancements led to version 2.0 of the Bisimulator [34] equivalence checker of the Cadp [21] verification toolbox. The tool was developed using the generic Open/Caesar [20] environment for on-the-fly manipulation of Ltss, and uses as verification engine the Caesar Solve [34] library for on-the-fly resolution of Bess. The enhancements led to a significant performance increase w.r.t. Bisimulator 1.0, as we observed on Ltss generated from protocol and hardware descriptions or taken from the Vlts benchmark suite [44] .
Related work. On-the-fly equivalence checking algorithms [11] received relatively little attention from the verification community, the research being mainly focused on optimizing global algorithms based on partition refinement [14, 19] . Among the first on-the-fly equivalence checking algorithms were those proposed in [17] and subsequently implemented in the Aldébaran tool [18] . Two different algorithms were elaborated: the first one compares deterministic Ltss by searching their synchronous product for a pair of non equivalent states, and the second one handles nondeterministic Ltss by assuming that certain couples of states are equivalent and by backtracking in the synchronous product whenever such an assumption turns out to be wrong. The verification technique based on Bes resolution allows one to reproduce the first algorithm by observing that the Bess corresponding to bisimulations between deterministic Ltss are conjunctive, and by devising a specialized local resolution algorithm for this case [34] . The algorithm for the nondeterministic case is outperformed in practice by local Bes resolution algorithms, as it was observed experimentally [4] .
Another approach of checking the equivalence of two Ltss is to rephrase the problem as the model checking on one Lts of a characteristic formula [23] in modal μ-calculus derived from the other Lts. This approach was elegantly implemented in the Concurrency Workbench [12, 9] , but was hampered in practice for large Ltss by the prohibitive size of characteristic formulas, which is at least of the same order as the Lts size. The quest for performance was pursued by considering other intermediate formalisms suitable for representing equivalence checking, such as the Bess, which are lower-level than the modal μ-calculus and therefore are likely to require less computation effort. Encodings of branching and weak bisimulation using Bess of alternation depth two were proposed in [2] . These Bess contain two mutually recursive equation blocks, a maximal fixed point one encoding the bisimulation relation, and a minimal fixed point one encoding the τ -closures to be computed in the input Ltss. The local resolution algorithms underlying this class of Bess have a quadratic complexity w.r.t. the Bes size, which makes them impractical for large Ltss; no implementation of this approach was reported as far as we know. Simpler encodings of weak equivalences using alternation-free Bess, obtained by leaving the computation of τ -closures (possibly enhanced with on-the-fly τ -confluence reduction [37] ) outside the Bes, proved to be practically effective [34] .
An alternative approach consists in formulating equivalence checking by means of Horn clauses [28] , which can be solved using classical Hornsat resolution algorithms [15, 27] . We believe that Bes encodings provide a more direct way of connecting on-the-fly equivalence checking to graph exploration algorithms. In fact, local Bes resolution algorithms, such as the one presented in this paper, can also be used for solving Hornsat efficiently, by applying the translation from Horn clauses to Bess proposed in [26] .
Paper outline. Section 2 defines the class of Bess we use and illustrates the functioning of local resolution algorithms. Section 3 proposes new, faster Bes encodings for branching and weak bisimulations. Section 4 describes our new local resolution algorithm, and Section 5 shows experimentally its performance when applied to equivalence checking. Finally, Section 6 gives some concluding remarks and directions for future work.
Background
A boolean equation system (Bes) is a set of possibly recursive equations
, where X i ∈ X are boolean variables, op i ∈ {∨, ∧} are disjunctive or conjunctive connectors, and σ ∈ {μ, ν} is a minimal or maximal fixed point sign. An empty disjunction (resp. conjunction) is equivalent to the false (resp. true) constant. Each boolean variable occurring in the right-hand side of an equation must be defined by some equation of the Bes. A variable X i is said to be disjunctive (resp. conjunctive) iff op i = ∨ (resp. ∧). Bess of this kind are called simple, because each of their equations contains a single type of boolean connector (either ∨, or ∧) in its right-hand side. Any Bes containing arbitrary combinations of boolean connectors in the right-hand sides of its equations can be brought to the simple form with at most a linear blow-up in size, by introducing new equations to factor subformulas [3] . We focus our attention on Bess with a single equation block, since they are suitable for encoding equivalence checking problems [34] ; more general Bess with multiple blocks are used for encoding model checking problems [13, 35] . In-depth presentations of the theory and applications of Bess can be found in [1, 29] .
For each equation i of a Bes, the evaluation of the formula in its right-hand side yields a boolean value defined as follows:
where the context δ : X → Bool is a partial function assigning boolean values to all variables occurring in the formula. The solution of a Bes is a vector v 1 , ..., v n ∈ Bool n equal to the fixed point σΦ of the functional Φ : Bool n → Bool n associated to the Bes:
where [b 1 /X 1 , ..., b n /X n ] is the context assigning the boolean value b i to variable X i for 1 ≤ i ≤ n. Since the boolean formulas in a Bes do not contain negation operators, the functional Φ is monotonic, which ensures the existence of its minimal and maximal fixed points on Bool n , false n , true n , ∨ n , ∧ n , the pointwise extension of the boolean lattice [25] . In the sequel, we consider only maximal fixed point Bess (i.e., with σ = ν), which allow to encode equivalence checking.
The local resolution of a Bes B, which corresponds to on-the-fly verification, amounts to computing the solution v i of a particular variable X i by solving as few equations of B as possible. Local resolution algorithms are easier to devise and understand by representing Bess as boolean graphs [1] . Given
.., i mi }} is the set of edges (dependencies between variables), and L : V → {∨, ∧}, L(X i ) = op i for 1 ≤ i ≤ n is the labeling of vertices as disjunctive or conjunctive. The constant false (resp. true) is represented as a sink ∨-vertex (resp. ∧-vertex). The local resolution of a vertex X i consists in two activities performed simultaneously [1, 43, 34] : a forward exploration of the boolean graph along its edges, starting at X i ; and a backward propagation of the stable variables found, i.e., whose boolean value has been determined. An example of local Bes resolution is shown on Figure 1. The local resolution algorithm used is based on a depth-first search (Dfs) of the boolean graph, starting at the variable of interest X 1 . The light grey area delimits the boolean subgraph explored during resolution. Black (resp. white) vertices correspond to variables whose solution is true (resp. false). The solution of a Bes can also be characterized by interpreting on its boolean graph the following example formula [31] written in modal μ-calculus:
where the atomic propositions P ∨ and P ∧ denote ∨-vertices and ∧-vertices, respectively. The solution v i of a variable X i is true iff the corresponding vertex X i satisfies φ ex in the boolean graph. A positive diagnostic (or example) for vertex X i is a boolean subgraph that contains X i and is a model for φ ex . The dark grey area shown on Figure 1 delimits an example for X 1 , generated by traversing again the boolean subgraph explored during resolution [31] .
Encoding Bisimulation Relations as BESs
Labeled transition systems (Ltss) are the semantic model underlying process algebras [6] and the related languages, such as Lotos [24] and Chp [30] . An
Lts is a quadruple M = Q, A, T, q 0 , where Q is the set of states, A is the set of actions (including the internal action τ ), T ⊆ Q × A × Q is the transition relation, and q 0 ∈ Q is the initial state. A transition p, a, q ∈ T (also written p a → q) indicates that the system can move from state p to state q by performing action a. The notation is extended to transition sequences: p l → q denotes the existence of a sequence going from p to q and whose concatenated labels form a word of the language l ⊆ A * .
To compare the Ltss modeling the behaviour of concurrent systems, various equivalence relations were proposed (see [42] for a survey), among which bisimulations are most useful in practice due to their congruence properties w.r.t. the parallel composition operators of process algebras. We consider here three widely-used bisimulations: strong [38] , branching [41] , and weak [36] , the last two being originally proposed as native equivalence relations for Acp [5] and Ccs [36] , respectively. Given two
Bisimulations are closed under union, and the strong bisimulation ≈ s is defined as the greatest one, i.e., the union of all bisimulations.
A basic encoding of this mathematical definition as a maximal fixed point Bes is shown in Table 1 (upper part, first row). The fact that p ≈ s q is encoded as a boolean variable X pq defined by an equation whose right-hand side boolean formula is directly derived from the two bisimulation conditions. The correctness of this encoding scheme relies on a bijection between the set of bisimulations and the set of fixed point solutions of the functional associated to the Bes. To obtain a simple Bes compliant with the definition given in Section 2, we introduce the new variables Y p qa and Z pq a such that each right-hand side formula contains a single type of boolean connector (second row). The Bes for the strong preorder relation s is obtained by keeping only the coloured parts of the equations. Checking the strong bisimilarity of M 1 and M 2 amounts to solving the variable X q0 1 q0 2 of this Bes, which can be carried out using a local resolution algorithm. The evaluation of the boolean formulas in the right-hand sides of the equations defining X pq , Y p qa , and Z pq a triggers a forward exploration of transitions in M 1 and M 2 , which enables an incremental construction of both Ltss, and therefore an on-the-fly verification.
Similar encoding schemes hold for the branching (≈ b ) and weak (≈ w ) bisimulations, as shown in Table 1 (middle and lower parts, first rows). The important difference w.r.t. strong bisimulation is the presence of transitive reflexive closures over τ -transitions, which correspond to the abstraction of internal activity done by these two bisimulations. The simple Bess derived from these encodings by introducing new variables (similarly to strong bisimulation as shown above) were successfully used as basis for on-the-fly equivalence checking in conjunction with linear-time local Bes resolution algorithms [34] . For Ltss with a high percentage of τ -transitions, the encodings of weak bisimulations lead to relatively small Bess; however, practical usage revealed that the computation of the Table 1 . Basic and full Bes encodings of three widely-used bisimulations
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various forms of τ -closures, even using optimized algorithms [33] , is the most time-consuming part of the verification process. An alternative solution for computing τ -closures would be to encode them directly using boolean equations, yielding the Bess shown on Table 1 (middle and  lower 
We can easily compute the maximal fixed point solution of this Bes by using the iterative characterization [25] , which consists in initializing all variables to true and repeatedly evaluating the right-hand sides of equations until the values of all variables become stable; the process converges in one iteration and all variables remain true, erroneously indicating that M 1 ≈ w M 2 . The problem here is that τ -closures express the existence of finite τ -sequences in the Ltss, and hence they correspond to minimal fixed point computations, which cannot be done accurately by solving the equations of a maximal fixed point Bes. On the other hand, if we eliminate the two τ -loops in M 1 and M 2 , the Bes becomes:
and yields the correct solution false for the variable X p0q0 . This is a consequence of the fact that minimal and maximal fixed points have the same interpretation on acyclic models, as shown in [32] for modal μ-calculus formulas. Thus, if the Ltss being compared do not contain τ -cycles, the encoding of τ -closures using maximal fixed point equations is correct. The elimination of τ -cycles by collapsing their states (also called τ -compression), which preserves both branching and weak bisimulation, can be performed in linear-time during an on-the-fly Lts exploration [33] , using an adaptation of Tarjan's algorithm [39] for detecting strongly connected components (Sccs). To make the Bes encodings in Table 1 correct, it is therefore sufficient to reduce both Ltss on-the-fly by applying τ -compression simultaneously with the local Bes resolution.
The new Bess obtained in this way for branching and weak bisimulation have a size comparable with the Bess resulting from the previous encodings in which τ -closures were computed separately by specialized algorithms [33] ; however, we observed experimentally that their resolution (using the same algorithms) is about one order of magnitude faster. This is due to the fact that intermediate results of τ -closure computations are stored as values of the boolean variables used to encode τ -closures (e.g., variables U pp qa and V pqq a of the Bes encoding branching bisimulation), which are retrieved immediately if needed again during resolution; the only risk with this scheme was a too important increase of the number of such variables, which did not occur in practice. We also encoded as Bess, using similar schemes, the τ * .a [17] and safety [7] equivalences, which are weaker than branching bisimulation and slightly less used in practice.
Local BES Resolution based on Suspend/Resume DFS
Several local Bes resolution algorithms with a linear-time complexity are available [1, 43, 16, 34] , typically based on Dfs or breadth-first search (Bfs) strategies for exploring the dependencies between boolean variables, i.e., the edges of the boolean graph. Here we aim to satisfy the following optimality criterion for local Bes resolution algorithms, based on the notion of diagnostic [31] : the resolution must stop as soon as the boolean subgraph already explored contains exactly one diagnostic (example or counterexample) for the variable of interest. To our knowledge, all existing algorithms satisfy only a half of this criterion, i.e., they detect optimally either the presence of examples, or of counterexamples, but not of both of them. The Lmc algorithm proposed in [16] , based on a Dfs traversal of the boolean graph with computation of Sccs, detects counterexamples optimally and speeds up the search of examples (in maximal fixed point Bess) without attempting their optimal detection.
In the Bess produced from equivalence checking problems, false constants (sink ∨-vertices) denote couples of non equivalent states; if their backward propagation along edges in the boolean graph is done as soon as these vertices are encountered, it leads to an optimal detection of counterexamples, as in the A0 algorithm proposed in [34] . However, when the Ltss being compared are equivalent, the variable of interest is true and the associated diagnostic is an example, which must be detected as soon as possible during resolution. Using the characterization of examples induced by the μ-calculus formula φ ex given in Section 2, we can draw an alternative graph-based characterization: an example for vertex X is a subgraph containing X in which every ∨-vertex (resp. ∧-vertex) must have exactly one successor (resp. all its successors) contained in the example. Each example can be split into maximal Sccs, which are connected acyclically; in the sequel, we denote them as pseudo-Sccs, since they are special cases of Sccs in the boolean graph (for instance, a trivial Scc containing a single sink ∨-vertex denotes a false constant, which is neither an example, nor a pseudo-Scc). These pseudo-Sccs are the smallest "building blocks" of the examples, and therefore their presence in the boolean subgraph already explored must be determined as soon as possible in order to achieve an optimal detection of examples.
To detect pseudo-Sccs, one can adapt Tarjan's algorithm [39] , which relies on a Dfs traversal. The problem is that a classical Dfs of the boolean graph does not allow the detection of pseudo-Sccs as soon as they occur, because Tarjan's algorithm identifies Sccs only when their root vertex is popped from the Dfs stack, meaning that the subgraph reachable from the root has been entirely explored; this subgraph may very well contain other pseudo-Sccs, which could make several examples to be contained in the boolean subgraph explored at the end of the resolution, i.e., when the variable of interest will be popped in turn from the Dfs stack (if it evaluates to true, this variable is the root of the last pseudo-Scc identified). In order to detect the first pseudo-Scc encountered, it is necessary to suspend the Dfs for each ∨-vertex when one of its successors was already visited; if this successor turns out to be false at some later stage (and thus not part of a pseudo-Scc), and the ∨-vertex is encountered again, it is necessary to resume the Dfs by considering some other successor of the ∨-vertex that may belong to a pseudo-Scc. The exploration of ∧-vertices is done as in the classical Dfs, since for each ∧-vertex, all its successors must be visited before attempting to detect a pseudo-Scc containing it.
The local resolution algorithm sr-Dfs that we propose, based on this suspend/resume Dfs, is illustrated below. Taking as input a boolean graph G = (V, E, L) represented implicitly (i.e., by its successor function) and a variable of interest x, the algorithm performs iteratively a forward search of G starting at vertex x. Visited vertices are stored in a set A ⊆ V . The Dfs stack is stored in a variable dfs and the stack used for detecting pseudo-Sccs is stored in a variable scc. At each iteration of the main while-loop (lines 20-122), the vertex y at the top of the dfs stack is explored. If y is stable, or the Dfs must be suspended for y (that is, y is a ∨-vertex and one of its successors has already been visited), the value of y is back-propagated along its predecessors d (lines 30-62). For each vertex w which is not stabilized by the back-propagation, the algorithm must keep on visiting its successors, if w will be visited again during the Dfs (the variable stop(w) becomes false). Due to the suspend/resume principle, this propagation phase may influence the contents of the pseudo-Scc currently stored on the scc stack. Indeed, each ∨-vertex which is visited during the propagation phase is stored on the scc stack. The definition of pseudo-Sccs requires that each ∨-vertex must have exactly one successor contained in its pseudo-Scc. But, as the vertex was not stabilized by the value of the successor which was propagated, it does not meet any more the definition of the pseudo-Scc. Since the scc does not contain a pseudo-Scc anymore, it must be cleared. A variable called purge is used for this purpose and becomes true when the scc stack must be cleared (two variables min and max are used to determine if scc must be cleared: min represents the least Dfs number among all the Dfs numbers of vertices stabilized during the propagation phase and max represents the greatest Dfs number among all ∨-vertices towards which a false value has been propagated).
If the vertex y at the top of the dfs stack is unstable or that the exploration must continue for this vertex, its next unexplored successor z = E(y) p(y) is visited. Before that, the scc stack is cleared if needed (i.e., if a back-propagation of a false value took place at some previous iteration of the main while-loop). If z is a new vertex (lines 96-107), it is pushed on the dfs stack. If z is an already explored vertex, two cases may appear. Either z is on the scc stack (lines 87-90) and therefore its lowlink number must be updated, or it is not on the stack (lines 91-95), and therefore it must be explored as if it was a new vertex (i.e., z was popped from the scc stack after a propagation phase which induced a clearing of this stack). Finally, if y is unstable and all its successors have been visited, Algorithm 1 Local Bes resolution based on suspend/resume Dfs
u, w, y, z : V ; dfs, scc : V * ;
4:
c, p, n, l : V → Nat;
5:
stop, stable : V → Bool;
6:
value, on scc : V → Bool;
7:
count, max , min : Nat;
8:
purge : Bool; 
29:
B := {y};
30:
while B = ∅ do 31:
32:
33: 
42:
value(w) := value(u);
43:
B := B ∪ {w};
44:
if n(w) < min then the algorithm watches if y is the root of a pseudo-Scc (lines 108-120). If this is the case, the scc stack is cleared from its top until y and each vertex of the pseudo-Scc is stabilized. Then, y is popped from the dfs stack. Finally, after termination of the main while-loop, the value computed for x is returned.
Fig. 2. Local resolution of variable X1 using the sr-Dfs algorithm
The execution of algorithm sr-Dfs on the boolean graph considered in Section 2 is illustrated on Figure 2 . We observe on this example an optimal behaviour of sr-Dfs: due to the suspension of the Dfs for the ∨-vertices X 3 , X 5 , and X 7 when one of their successors was visited, the subgraph explored by the algorithm (light grey area) coincides with the example found for vertex X 1 (dark grey area), made of the pseudo-Sccs {X 1 , X 2 , X 3 , X 7 } and {X 5 }. The resolution previously shown on Figure 1 was done using the algorithm A0 [34] , which is based on a classical Dfs without computation of Sccs, and therefore explores a larger subgraph than sr-Dfs in order to find another, larger example for X 1 .
Complexity. For boolean graphs G = (V, E, L) without sink ∨-vertices (i.e., for maximal fixed point Bess without false constants in the right-hand sides of their equations), the sr-Dfs algorithm has a linear-time complexity O(|V | + |E|). The presence of false constants could trigger the reexploration of some vertices (those present on the portions of the scc stack that were cleared after back-propagation of false constants), increasing the complexity of the algorithm towards quadratictime O((|V | + |E|)
2 ), which is the theoretical worst-case. This is the price to pay for achieving an optimal detection of examples and counterexamples in the boolean graph. However, the behaviour of the sr-Dfs algorithm that we observed in practice for equivalence checking (by measuring the number of variables explored and reexplored) shows that its complexity is close to linear-time.
Implementation and Experiments
The Caesar Solve [34] library of Cadp [21] provides a generic implementation of several local Bes resolution algorithms. The library was developed using the Open/Caesar [20] generic environment for Lts manipulation, which offers many primitives dedicated to graph exploration (stacks, hash tables, edge lists, etc.).
Bess are handled by Caesar Solve by means of their corresponding boolean graphs, represented implicitly in a way similar to Ltss in Open/Caesar. This representation is application-independent, allowing to employ the resolution algorithms as computing engines for several on-the-fly verification tools of Cadp: the model checker Evaluator [35] , the equivalence checker Bisimulator [4, 34] , and the Reductor tool for Lts generation equipped with partial order reductions. Table 2 summarizes the local resolution algorithms currently available in Caesar Solve and their application for equivalence checking within Bisimulator. All algorithms have a linear complexity w.r.t. the size of boolean graphs (number of vertices and edges). Algorithms A0, A1, and A5 can solve general Bess (without constraints on the structure of equations), A1 being Bfs-based and thus able to produce small-depth diagnostics. When one Lts is deterministic (for strong equivalence) and τ -free (for weak equivalences), the resulting Bes is conjunctive and can be solved using the memory-efficient algorithm A4 [34] , which stores only the vertices of the boolean graph (and not its edges), i.e., only the states of the Ltss (and not their transitions). Also, when one Lts is acyclic, the resulting Bes is also acyclic and can be solved using the memory-efficient algorithm A2. The Bfs-based algorithm A7, recently added to the library, can be applied to conjunctive Bess and combines the advantages of algorithms A1 (small-depth diagnostics) and A4 (low memory consumption) when one Lts is deterministic and τ -free.
The version Bisimulator 2.0 includes the new Bes encodings of weak equivalences defined in Section 3 and the new resolution algorithm sr-Dfs given in Section 4, which was recently added to Caesar Solve with the number A8. In the sequel, we present various performance measures showing the effect of these two enhancements. The Ltss considered were generated from the demo examples of Cadp (specifications of communication protocols and asynchronous circuits) or taken from the Vlts benchmark suite [44] .
New encodings of weak equivalences.
The new Bes encodings of weak equivalences that we proposed in Section 3 compute τ -closures by means of Bes equations instead of relying on external, dedicated graph algorithms as the previous encodings used in Bisimulator 1.0. Figure 3 To improve readability, we separated the Ltss in two groups according to their number of transitions. When applying version 2.0, we observed reductions of both the number of vertices visited and edges explored, which determine the memory consumption and the execution time, respectively. These reductions become more important as the Lts size increases, as indicated by curves (e) and (f); in particular, the number of transitions traversed can decrease by a factor 8. It is worth noticing that some of the Ltss compared were not equivalent (e.g., certain erroneous variants of a leader election protocol examined in [22] ), showing that version 2.0 of the tool exhibits a good behaviour also for counterexample detection. These experimental results indicate that the increase in Bes size induced by the new encoding of weak equivalences is compensated by the reduction achieved using sr-Dfs, leading to an overall improvement of the on-the-fly verification procedure.
Further optimizations. Algorithm sr-Dfs always visits a number of vertices (boolean variables) smaller or equal to that of algorithm A0 (assuming that the successors of every vertex in the boolean graph are visited in the same order). On the other hand, the number of edges (boolean operators) traversed by sr-Dfs may increase w.r.t. those traversed by A0 because of possible reexplorations of certain vertices. We observed this phenomenon in some cases, e.g., when comparing Philips' Bounded Retransmission Protocol (Brp) with its service modulo branching bisimulation. To remedy this situation, we generalized sr-Dfs in order to explore k successors of each ∨-vertex before suspending the Dfs, and to wait until all these successors become false before resuming the Dfs from that vertex (the sr-Dfs algorithm given in Section 4 corresponds to k = 1). We studied how the number of edges traversed by sr-Dfs varies with the threshold k, and found out that the optimal value of k is not necessarily 1, as shown on Figure 3 (g) for an instance of Brp with messages of length 8 and 6 retransmissions. Here the minimal number of edges explored is obtained for k = 3, a further increase of k leading gradually to the number of edges explored by A0 (which can be seen as a variant of sr-Dfs with k = ∞). Finding the optimal value of k would require a detailed knowledge of the Ltss being compared, which is not available in the setting of on-the-fly verification. We are currently experimenting adaptive schemes for increasing k dynamically according to the number of vertices reexplored so far, which attempt to trade off the number of visited vertices and the amount of reexplorations.
Complexity w.r.t. theoretical worst-case. As pointed out in [17] , the on-the-fly comparison of two nondeterministic Ltss M 1 = Q 1 , A 1 , T 1 , q 01 and M 2 = Q 2 , A 2 , T 2 , q 02 has a worst-case complexity O((|Q 1 | · |T 2 |) + (|Q 2 | · |T 1 |)). Considering the Bes formulation of the problem, this complexity can be estimated in terms of Bes size: the Bess given in Table 1 have a maximum number of boolean variables proportional to the size of the synchronous product between the two Ltss. However in practice, the Bess produced from equivalence checking have a much smaller size (several orders of magnitude) than the theoretical worst-case, as it is illustrated in Figure 3 (h) for strong bisimulation. This also holds for weak equivalences, in particular for branching bisimulation.
Conclusion and Future Work
Building efficient software tools for on-the-fly equivalence checking between Ltss is a difficult and time-consuming task. The usage of intermediate formalisms, such as Bess, allows one to separate the concerns of phrasing the verification problem and of solving it, leading to highly modular verification tools [35, 4] . The two optimizations we proposed, namely the new encodings of weak equivalences by applying τ -compression on the input Ltss and computing τ -closures using boolean equations (Section 3) and the new sr-Dfs local Bes resolution algorithm (Section 4) significantly increased the performance of on-the-fly equivalence checking w.r.t. existing approaches.
These optimizations are at the core of the new version 2.0 of the Bisimulator equivalence checker [34] of the Cadp toolbox [21] . The sr-Dfs algorithm was integrated to the generic Caesar Solve library [34] for on-thefly Bes resolution, which is part of the generic Open/Caesar environment [20] for Lts manipulation. Local Bes resolution proved to be a suitable alternative way for computing τ -closures on Ltss produced from protocols and distributed systems, competing favourably with general transitive closure algorithms. The sr-Dfs algorithm is able to detect optimally the presence of both examples and counterexamples in the boolean graph, and appears to be quite effective for comparing Ltss modulo weak equivalences.
We plan to continue our work along two directions. First, the range of equivalences and preorders already available in Bisimulator 2.0 (strong, branching, weak, τ * .a, safety, trace, and weak trace) could be extended by devising Bes encodings for other weak equivalences, such as Cffd [40] and testing equivalence [10] , following the scheme in Section 3. Next, we will pursue experimenting the sr-Dfs algorithm and study its applicability for solving Bess coming from other verification problems, such as on-the-fly Lts reduction modulo partial order relations (e.g., τ -confluence, τ -inertness, etc.) as formulated in [37] .
