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Abstract
We establish a functional limit theorem for the joint-law of occupations near and
away from indifferent fixed points of interval maps, and of waits for the occupations
away from these points, in the sense of strong distributional convergence. It is a
functional and joint-distributional extension of Darling–Kac type limit theorem, of
Lamperti type generalized arcsine laws for occupation times, and of Dynkin and
Lamperti type generalized arcsine laws for waiting times, at the same time.
1 Introduction
In statistical physics (see for example Pomeau–Manneville [39] and Manneville [36]), in-
terval maps with indifferent fixed points have been studied as models of intermittent
phenomena, such as intermittent transitions to turbulence in convective fluid. In this
context, the occupations near the indifferent fixed points correspond to laminar phases,
while the occupations away from them correspond to turbulent bursts.
In the present paper, we study the time evolution of the occupations near and away from
these points, and of the waits for the occupations away from these points. We obtain the
scaling limit of the time evolution in the sense of strong distributional convergence. Our
limit theorem is a functional and joint-distributional extension of Darling–Kac type limit
theorems [2, 3, 51, 59, 29, 37], of Lamperti type generalized arcsine laws for occupation
times [50, 51, 59, 45], and of Dynkin and Lamperti type generalized arcsine laws for
waiting times [49, 51, 59, 29], at the same time.
Let us illustrate earlier studies. Following [50, Examples], we define an interval map
T : [0, 1]→ [0, 1] by
Tx =
x(1− x)
1− x− x2
(
0 ≤ x ≤ 1
2
)
, Tx = 1− T (1− x)
(
1
2
< x ≤ 1
)
. (1.1)
See Figure 1. Note that 0 and 1 are indifferent fixed points of T , that is, T0 = 0, T1 = 1
and T ′0 = T ′1 = 1. In addition, we have Tx = x + x3 + o(x3), as x → 0. This map
is conjugate to Boole’s transformation [8], which is a typical example of infinite ergodic
transformations. The map T has an ergodic invariant measure
µ(dx) = (x−2 + (1− x)−2)dx, 0 < x < 1, (1.2)
whose total mass is infinite. Let us fix δ ∈ (0, 1/2) from now on. With respect to µ, the
interval [δ, 1 − δ] has finite mass and its complement [0, δ) ∪ (1 − δ, 1] has infinite mass.
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Figure 1: Graph of T Figure 2: The orbit (x0, Tx0, T
2x0, . . . ) starting at x0 = 1/10
Birkhoff’s pointwise ergodic theorem implies
1
n
n∑
k=1
1{Tkx∈[δ,1−δ]} →
n→∞
0
(
or equivalently,
1
n
n∑
k=1
1{Tkx/∈[δ,1−δ]} →
n→∞
1
)
, a.e.x. (1.3)
Roughly speaking, the orbit (x, Tx, T 2x, . . . ) of almost every initial point x is concentrated
close to 0 and 1. See Figure 2. We are interested in non-trivial scaling limits of the
occupation times for [0, δ), [δ, 1− δ] and (1− δ, 1]. Unfortunately, we cannot obtain them
in the sense of a.e.x convergence. See [1, 6] for the details. Instead, we can obtain them
in the sense of strong distributional convergence, as we shall see in the following.
On the one hand, Aaronson [2, Theorem 1] obtained Darling–Kac type limit theorem for
the occupations away from the indifferent fixed points: for t > 0 and C =
√
2pi/µ([δ, 1−δ]),
C√
n
bntc∑
k=1
1{Tkx∈[δ,1−δ]}
L(µ)
=⇒
n→∞
L(t) = lim
ε↓0
1√
2ε
∫ t
0
1{|B(s)|≤ε}ds, in R, (1.4)
where the notation
L(µ)
=⇒ denotes the strong distributional convergence with respect to µ
(it will be explained in Section 2), and B = (B(t) : t ≥ 0) denotes a one-dimensional
Brownian motion started at the origin, defined on a probability space (Ω,F ,P). In other
words, for any absolutely continuous probability measure ν on [0, 1], it holds that
ν
[
x ∈ [0, 1] : C√
n
bntc∑
k=1
1{Tkx∈[δ,1−δ]} ≤ u
]
→
n→∞
P
[
L(t) ≤ u] = ∫ u
0
e−s
2/(4t)
√
pit
ds, u ≥ 0.
The limit random variable L(t) is called the Brownian local time in the Blumenthal–
Getoor normalization. Its one-dimensional marginal law is a half Gaussian distribution,
that is, a Mittag-Leffler distribution of order 1/2. In addition, Aaronson [3, Theorem 5’]
and Owada–Samorodnitsky [37, Theorem 6.1] obtained a functional extension:(
C√
n
bntc∑
k=1
1{Tkx∈[δ,1−δ]} : t ≥ 0
)
L(µ)
=⇒
n→∞
(
L(t) : t ≥ 0), in D([0,∞),R), (1.5)
where D([0,∞),R) denotes the space of ca`dla`g functions w : [0,∞) → R, endowed
with the Skorokhod J1-topology. The convergence (1.5) is stronger than (1.4), since
distributional convergence in D([0,∞),R) implies finite-dimensional convergence.
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Darling–Kac type
Dynkin and
Lamperti type
Lamperti type
time marginal
limit
Mittag-Leffler
distribution
beta distribution
Lamperti’s generalized
arcsine distribution
functional limit Bessel local time Bessel waiting time Bessel occupation time
Table 1: Three types of limit theorems and corresponding scaling limits
On the other hand, Thaler [50, Theorem] obtained Lamperti type generalized arcsine
laws for the occupations near the indifferent fixed points: for any t > 0,
1
n
bntc∑
k=1
1{Tkx<δ}
L(µ)
=⇒
n→∞
Z−(t) =
∫ t
0
1{B(s)<0}ds, in R. (1.6)
The limit random variable Z−(t) denotes the amount of time which B spends on the
negative side (−∞, 0) up to time t. Its one-dimensional marginal law is an arcsine distri-
bution. The convergence (1.6) is equivalent to the following: for any absolutely continuous
probability measure ν on [0, 1], it holds that
ν
[
x ∈ [0, 1] : 1
n
bntc∑
k=1
1{Tkx<δ} ≤ u
]
→
n→∞
P
[
Z−(t) ≤ u
]
=
2
pi
arcsin
(√
u
t
)
, 0 ≤ u ≤ t.
We now illustrate our main result. In Theorem 4.6 (see also Example 4.7), we obtain a
functional convergence of the occupations near and away from the indifferent fixed points:(
1
n
bntc∑
k=1
1{Tkx<δ},
C√
n
bntc∑
k=1
1{Tkx∈[δ,1−δ]},
1
n
bntc∑
k=1
1{Tkx>1−δ} : t ≥ 0
)
L(µ)
=⇒
n→∞
(
Z−(t), L(t), Z+(t) : t ≥ 0
)
, in D([0,∞),R3), (1.7)
where Z+(t) = t − Z−(t) denotes the amount of time which B spends on the positive
side (0,∞) up to time t. Needless to say, our result (1.7) is a refinement of the earlier
results (1.4), (1.5) and (1.6). More generally, we focus on a certain class of intermittent
interval maps with two or more indifferent fixed points, and study the time evolution of
the occupations near and away from these points. We show that the scaling limits are
occupation times and a local time of a skew Bessel diffusion process moving on multiray.
See Table 1. In addition, using the functional convergence of occupation time processes,
we can also obtain those of waiting time processes for the occupations away from the
indifferent fixed points. This convergence is a functional extension of Dynkin and Lamperti
type generalized arcsine laws for waiting times [49, 51, 59, 29].
The methods of the proofs in earlier studies have been calculus of moments or double
Laplace transforms. Instead, we adopt a method of pathwise analysis. We are inspired by
the studies of diffusion processes via the Itoˆ excursion theory, for examples, [10, 54, 20, 57].
We utilize the first return map to analyze the statistics of the excursions wandering
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Darling–Kac type
(occupation time for
subset of finite mass)
Dynkin and
Lamperti type
(waiting time)
Lamperti type
(occupation time for
subset of infinite mass)
time
marginal
Aaronson [2]
Thaler–Zweimu¨ller [51]
Zweimu¨ller [59]
Thaler [49]
T–Z [51]
Z [59]
Thaler [50]
T–Z [51]
Z [59]
Kocheim–Zweimu¨ller [29] (joint-law)
Sera–Kouji Yano [45]
(multiray)
functional
Aaronson [3]
Owada–Samorodnitsky [37]
This paper (joint-law, multiray)
Table 2: This paper and earlier studies in the context of infinite ergodic theory
near the indifferent fixed points (Section 7). Then, using Tyran-Kamin´ska’s functional
limit theorem [52, 53], we show that the partial sum process of the excursion lengths
under a certain scaling converges to a stable Le´vy process, which implies the functional
convergence of occupation time processes, since the occupation times can be represented
in terms of the excursion lengths (Section 6).
Let us give a quick review of earlier studies of occupation times in the context of infinite
ergodic theory. See Table 2. Aaronson [2] studied Darling–Kac type limit theorem. Thaler
[49] studied Dynkin and Lamperti type generalized arcsine laws for waiting times. Thaler
[50] studied Lamperti type generalized arcsine laws for occupation times. These three
types of limit theorems were individually extended to some classes of infinite ergodic
transformations by Thaler–Zweimu¨ller [51] and Zweimu¨ller [59]. Kocheim–Zweimu¨ller
[29] obtained a joint-distributional extension both of Darling–Kac type and of Dynkin
and Lamperti type. Aaronson [3] and Owada–Samorodnitsky [37] obtained a functional
extension of Darling–Kac type. In the previous study [45], the author and Kouji Yano
obtained a multiray generalization of Lamperti type. They focused on interval maps with
more than two indifferent fixed points, and studied the joint-law of occupations near each
of these points.
The above-mentioned studies are analogues of limit theorems for null-recurrent Markov
processes. See Table 3. On the one hand, Le´vy [34, 35] constructed the Brownian local
time, and showed that its one-dimensional marginal law is a half Gaussian distribution.
Darling–Kac [15] studied the occupation times of general null-recurrent Markov processes
on a subset having finite mass. Darling–Kac type limit theorems have been further devel-
oped, for example by Karlin–McGregor [26] for birth-and-death processes, by Kasahara
[27, 28] for diffusion processes. Bingham [11] studied functional extension of Darling–Kac
type. On the other hand, Le´vy [34, 35] focused on one-dimensional Brownian motion
and simple symmetric random walk, and obtained the well-known arcsine laws for wait-
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Darling–Kac type
(local time)
Dynkin and
Lamperti type
(waiting time)
Lamperti type
(occupation time)
time
marginal
Le´vy [34, 35]
Darling–Kac [15]
Karlin–McGregor [26]
Kasahara [27, 28]
Le´vy [34, 35]
Dynkin [18]
Lamperti [31]
Le´vy [34, 35]
Lamperti [30]
Watanabe [54]
Yuko Yano [57]
Port [40] (joint-law) (multiray)
Barlow–Pitman–Yor [10] (joint-law, multiray)
functional
Bingham [11] Lamperti [32]
Fujihara–Kawamura–
Yuko Yano [20]
(Donsker [17], Stone [46], Kasahara [27])
Table 3: Earlier studies in the context of null-recurrent Markov processes
ing times and occupation times. The arcsine law for waiting times was generalized by
Dynkin [18] and Lamperti [31]. Lamperti [32] further obtained a functional extension of
them. Port [40] obtained a joint-distributional extension both of Darling–Kac type and
of Dynkin and Lamperti type at the same time. The arcsine law for occupation times was
generalized by Lamperti [30]. Barlow–Pitman–Yor [10] focused on skew Bessel diffusion
processes moving on multiray, and investigated the joint-distribution of the local times, of
the waiting times, and of the occupation times, at the same time. Watanabe [54] and Yuko
Yano [57] further developed Lamperti type generalized arcsine laws for one-dimensional or
multiray diffusion processes. Fujihara–Kawamura–Yuko Yano [20] obtained a functional
extension of Lamperti [30]. We remark that functional limit theorems for trajectories
were also obtained by Donsker [17] in the setting of non-heavy tailed random walks, by
Stone [46] and Kasahara [27] in the setting of one-dimensional diffusion processes.
The present paper is organized as follows. In Section 2, we set up notations and state
our assumptions in a general setting. In Section 3, we recall the definition and known
results for skew Bessel diffusion processes. In Section 4, we formulate our main result
in the general setting and then apply it to interval maps with indifferent fixed points.
In Section 5, we recall the Skorokhod J1-topology and prepare auxiliary results. The
proofs of our general limit theorem and of its application are given in Sections 6 and 7,
respectively. In Appendices, we recall several facts about uniformly expanding interval
maps and functional stable limit theorem for stationary sequences.
Acknowledgements
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interval maps with indifferent fixed points and intermittent phenomena.
2 Notations and assumptions in a general setting
In this section, we will recall the notions of CEMPT, wandering rates, regular varia-
tion and exponentially continued fraction mixing. We will formulate certain assumptions
(Assmptions 2.1, 2.2 and 2.5) for our functional limit theorem. These assumptions are
satisfied in the setting of certain classes of null-recurrent Markov chains (Remark 4.4) and
of intermittent interval maps (Subsection 4.2 and Section 7).
Let (X,B, µ) be a σ-finite measure space with µ(X) =∞. Let T : (X,B, µ)→ (X,B, µ)
be a conservative, ergodic, measure preserving transformation, which will be abbreviated
as CEMPT. Equivalently, we assume that µ◦T−1 = µ and, for any A ∈ B with µ(A) > 0,∑
n≥0
1{Tnx∈A} =∞, µ-a.e.x,
where 1{·} denotes the indicator function. For the details, see [4, Chapter 1]. We always
use the summation signs to denote unions of disjoint sets; for example, A1 + A2,
∑
j Aj
and so on. Following [51, 59, 45], we will impose the following assumption from now on.
Assumption 2.1 (Dynamical separation). Let d ≥ 1 be a positive integer. The state
space X can be decomposed into X =
∑d
j=1 Aj+Y for A1, . . . , Ad, Y ∈ B with µ(Aj) =∞
(j = 1, . . . , d) and µ(Y ) ∈ (0,∞). Furthermore, Y dynamically separates A1, . . . , Ad, that
is, the condition [x ∈ Ai and T nx ∈ Aj for some i 6= j and some n ≥ 1] implies the
existence of some k ∈ {1, . . . , n− 1} for which T kx ∈ Y .
Roughly speaking, A1, . . . , Ad play roles of rays, while Y plays a role of a junction; the
orbit cannot pass from Ai to Aj (i 6= j) without visiting Y . For A ∈ B and t ≥ 0, we
define the measurable function SA(t) : X → [0,∞) by
SA(t)(x) :=
btc∑
k=1
1{Tkx∈A}, x ∈ X. (2.1)
In other words, SA(t) (n ∈ N) denotes the amount of time which the orbit spends on A
up to time btc. Birkhoff’s pointwise ergodic theorem implies
1
t
SY (t) →
t→∞
0
(
or equivalently,
1
t
SA1+···+Ad(t) →t→∞ 1
)
, µ-a.e. (2.2)
We will denote by (w(n))n≥0 the wandering rate of Y , and by (wj(n))n≥0 the wandering
rate of Y starting from Aj, i.e.,
w(n) := µ
( n−1⋃
k=0
T−kY
)
, n ≥ 0, (2.3)
wj(n) := µ
( n−1⋃
k=0
(T−kY ∩ Aj)
)
, n ≥ 0, j = 1, . . . , d. (2.4)
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Let f, g : (0,∞)→ (0,∞) be measurable functions. For a constant c ∈ [0,∞], we will
write f(x) ∼
x→x0
cg(x) if it holds that limx→x0 f(x)/g(x) = c. We note that cg(x) has only
a symbolic meaning if c = 0 or ∞. See [12, p. xix]. Let α ∈ R. We will write f ∈ Rα(∞)
if f is regularly varying of index α ∈ R at ∞, that is, f(λr) ∼
r→∞
λαf(r) for each λ > 0.
Similarly, we will write f ∈ Rα(0+) if f is regularly varying of index α at 0. Let (an)n≥0
be a (0,∞)-valued sequence. We will write an ∈ Rα(∞) if the function [r 7→ abrc] is
regularly varying of index α at ∞. For basic discussions of regular variation, we refer the
reader to Bingham–Goldie–Teugels [12, Chapter 1].
The following assumption is essentially needed for the existence of non-trivial limit of
SA1 , . . . , SAd , SY , as shown in earlier studies. See for example [45, Theorems 2.7 and 2.8].
Assumption 2.2 (Regular variations of wandering rates). For constants α ∈ (0, 1),
β = (β1, . . . , βd) ∈ [0, 1]d with
∑d
j=1 βj = 1, it holds that
w(n) ∈ R1−α(∞), (2.5)
wj(n) ∼
n→∞
βjw(n), j = 1, . . . , d. (2.6)
From now on, suppose that Assumption 2.2 is satisfied. Let us define measurable
functions ϕ : X → N ∪ {∞} and `j : X → N ∪ {∞} by
ϕ(x) := min{k ≥ 1 : T kx ∈ Y }, x ∈ X, (2.7)
`j(x) := SAj(ϕ(x))(x) =
ϕ(x)∑
k=1
1{Tkx∈Aj}, x ∈ X, (2.8)
where it is understood that min ∅ =∞. In other words, ϕ(x) denotes the first return time
for Y , and `j(x) denotes the length of time spent in Aj by the first excursion (T
kx : 1 ≤
k ≤ ϕ(x)) away from Y . Since T is a CEMPT, we have ϕ, `j <∞, µ-a.e. By Assumption
2.1, we have
{`j = n} = T−1Aj ∩ {ϕ = n+ 1}
= {x ∈ X : Tx, . . . , T nx ∈ Aj and T n+1x ∈ Y }, n ≥ 1.
Let us define a probability measure µY on (X,B) by
µY (A) := µ(A ∩ Y )/µ(Y ), A ∈ B. (2.9)
As shown in the proof of [51, Lemma 6.2] (see also [45, Lemma 4.1]), the difference of w
is equal to the tail measure of ϕ, while the difference of wj is equal to the tail measure of
`j:
w(n+ 1)− w(n) = µ(Y )µY [ϕ > n], n ≥ 0, (2.10)
wj(n+ 1)− wj(n) = µ(Y )µY [`j ≥ n], n ≥ 1, j = 1, . . . , d. (2.11)
Hence Karamata’s Tauberian theorem implies the following lemma:
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Lemma 2.3 (Regular variations of excursion lengths). Let T be a CEMPT on (X,B, µ).
Suppose that Assumptions 2.1 and 2.2 are satisfied. Then it holds that
µY [ϕ > n] ∼
n→∞
1− α
µ(Y )
w(n)
n
∈ R−α(∞), (2.12)
µY [`j ≥ n] ∼
n→∞
βjµY [ϕ > n], j = 1, . . . , d. (2.13)
Set
`(x) := (`1(x), . . . , `d(x)), x ∈ X. (2.14)
We will denote by TY : X → Y the first return map for Y :
TY x := T
ϕ(x)x, x ∈ X. (2.15)
The map TY is a CEMPT on the probability space (X,B, µY ). Therefore, the sequence
(` ◦ T nY : n ≥ 0) is strictly stationary with respect to µY . Note that (`j ◦ T nY )(x) is the
length of time spent in Aj by the (n+ 1)th excursion (T
k(T nY x) : 1 ≤ k ≤ ϕY (T nY x)) away
from Y .
Example 2.4. Assume that
(T kx)6k=0 ∈ Y × A1 × Y × A2 × A2 × Y × Y.
Then we have `(x) = (1, 0, . . . , 0), (`◦TY )(x) = (0, 2, . . . , 0) and (`◦T 2Y )(x) = (0, 0, . . . , 0).
For 0 ≤ n ≤ m ≤ ∞, we define the sub-σ-field Fmn ⊂ B by
Fmn := σ{` ◦ T kY : n ≤ k ≤ m}. (2.16)
That is, Fmn denotes the sub-σ-field generated by the (n + 1)th, (n + 2)th, . . . , and
(m+ 1)th excursion lengths. Finally, we will impose the following assumption:
Assumption 2.5 (Local dependence of excursion lengths). The sequence (`◦T nY : n ≥ 0)
of the excursion lengths is exponentially continued fraction mixing with respect to µY .
That is, there exist some constants C ∈ (0,∞) and θ ∈ (0, 1) such that, for any k, n ≥ 0,
A ∈ Fk0 and B ∈ F∞k+n,
|µY (A ∩B)− µY (A)µY (B)| ≤ CθnµY (A)µY (B). (2.17)
Remark 2.6. Suppose that Assumptions 2.1, 2.2 and 2.5 are satisfied. In addition,
assume that F∞0 = B ∩ Y . Then Y is a Darling–Kac set, and hence T is pointwise dual
ergodic with normalizing constants
an :=
n∑
k=1
µ(Y ∩ T−kY )
(µ(Y ))2
∼
n→∞
1
Γ(2− α)Γ(1 + α)
n
w(n)
∈ Rα(∞). (2.18)
See [4, §3.7-3.8] and [3, Section 1] for the details. Consequently, the assumption of [2,
Theorem 1] and [37, Theorem 6.1] is satisfied.
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For A ∈ B and t ≥ 0, we will denote by GA(t) the last visit time for A before the time
t, while we will denote by DA(t) the first visit time for A after the time t:
GA(t)(x) := max{1 ≤ k ≤ t : T kx ∈ A}, x ∈ X, (2.19)
DA(t)(x) := min{k > t : T kx ∈ A}, x ∈ X, (2.20)
where max ∅ = 0 and min ∅ = ∞. Here we imitate the notation of the last exit decom-
position of Markov processes (see for example [21, 41, 43, 44]), and our notation differs
from that of [49, 51, 59, 29].
Let U be a Polish space, ν0 a probability measure on (X,B), and (Fn)n≥0 a sequence of
U -valued measurable functions defined on (X,B). Let ζ be a U -valued random variable
defined on a probability space (Ω,F ,P). We will write [Fn ν0=⇒ ζ, in U ] if the sequence of
pushforward probability measures (ν0 ◦F−1n )n≥0 converges weakly to the law P[ζ ∈ ·] of ζ.
We say that the Fn converge to ζ strongly in distribution (with respect to µ) if, for any
probability measure ν  µ on (X,B), the convergence [Fn ν=⇒ ζ, in U ] holds. Following
[51, 59, 60, 29], we will denote by [Fn
L(µ)
=⇒ ζ, in U ] the strong distributional convergence.
We will write C([0,∞),Rd) for the space of all continuous functions w : [0,∞)→ Rd.
The space C([0,∞),Rd) is endowed with the Polish topology of uniform convergence on
compact subsets of [0,∞). We will denote by D([0,∞),Rd) the space of Rd-valued ca`dla`g
functions w : [0,∞)→ Rd. We equip D([0,∞),Rd) with the Skorokhod J1-topology, which
is a Polish topology. See Section 5 for the Skorokhod J1-topology.
We are interested in a non-trivial scaling limit of the time evolution(
(SAj(t))
d
j=1, SY (t), GY (t), DY (t) : t ≥ 0
)
,
in the sense of strong distributional convergence in D([0,∞),Rd+3). In Section 4, we will
state that the scaling limit is the joint of occupation times, local time and waiting times
of a skew Bessel diffusion process on multiray.
3 Skew Bessel diffusion processes on multiray
Following Barlow–Pitman–Yor [10], we will define skew Bessel diffusion processes on mul-
tiray and recall known results for them. For basic properties of Bessel diffusion processes
reflected at the origin, see for instance Revuz–Yor [41, Chapter XI], Barlow–Pitman–Yor
[10, Section 2] and Donati-Martin–Roynette–Vallois–Yor [16]. For a deeper discussion of
diffusion processes on multiray, we refer the reader to Yano [57, Section 2]. For basic
discussions of Poisson point processes and the Itoˆ excursion theory, see for instance Itoˆ
[23] and Revuz–Yor [41, Chapter XII].
Let (B(t) : t ≥ 0) be a standard one-dimensional Brownian motion. For α ∈ (0, 1), let
us consider the stochastic differential equation
X(α)(0) = 0, dX(α)(t) = 2
√
X(α)(t)dB(t) + (2− 2α)dt, t ≥ 0. (3.1)
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Figure 3: Reflecting Brownian motion R(1/2)
and its local time L(1/2) at the origin
Figure 4: Multiray I1 ∪ I2 ∪ I3
in the case of d = 3
The equation (3.1) has a unique strong solution (X(α)(t) : t ≥ 0) which is called the square
of (2− 2α)-dimensional Bessel diffusion process started and instantaneously reflected at
the origin. The square root
R(α) =
(
R(α)(t) =
√
X(α)(t) : t ≥ 0
)
(3.2)
is called the (2 − 2α)-dimensional Bessel diffusion process started and instantaneously
reflected at the origin. Their transition probability densities can be written in terms of
the Bessel functions. That is the reason why they are called Bessel diffusion processes.
The Bessel diffusion processes under their natural scale appear as the scaling limits of
[0,∞)-valued generalized diffusion processes (see [46] and [27, Section 5]). In the special
case of α = 1/2, this process is nothing else but the reflecting Brownian motion, that is,
the absolute value of a standard one-dimensional Brownian motion.
Let us denote by (L(α)(t, x) : t, x ≥ 0) the local time of R(α). More specifically, the
map [0,∞)2 3 (t, x) 7→ L(α)(t, x) ∈ [0,∞) is jointly continuous, and for any bounded and
measurable function f : [0,∞)→ [0,∞), the following occupation-time formula holds:∫ t
0
f(R(α)(s))ds = C(α)
∫ ∞
0
f(x)L(α)(t, x)x1−2αdx, t ≥ 0,
where C(α) := 2αΓ(α)/Γ(1 − α). We will write L(α) = (L(α)(t) : t ≥ 0) for the local
time of R(α) at the origin (in the Blumenthal–Getoor normalization in the sense of [42,
VI.(45.5)]):
L(α)(t) := L(α)(t, 0) = lim
ε↓0
2− 2α
C(α)ε2−2α
∫ t
0
1{R(α)(s)≤ε}ds, t ≥ 0. (3.3)
The process L(α) increases only at the zeros of R(α). See Figure 3. The L(α) is a Mittag-
Leffler process of order α. Its one-dimensional distributions are characterized by
E[exp(−λL(α)(t))] =
∑
n≥0
(−λtα)n
Γ(1 + nα)
, λ, t ≥ 0.
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The finite-dimensional distributions of L(α) are characterized by [11, Propositions 1(a)
and 1(b)]. We will denote by η(α) = (η(α)(s) : s ≥ 0) the inverse local time of R(α) at the
origin:
η(α)(s) :=
(
L(α)
)−1
(s) = inf{t > 0 : L(α)(t) > s}, s ≥ 0. (3.4)
Then η(α) is an α-stable subordinator with Laplace transform
E[exp(−λη(α)(s))] = exp(−λαs) = exp
(
− s
∫ ∞
0
(1− e−λr) αr
−1−α
Γ(1− α)dr
)
, λ, s ≥ 0.
We know that the zero set of R(α) coincides with the closure of the image set of η(α):
{t ≥ 0 : R(α)(t) = 0} = {η(α)(s) : s ≥ 0}. (3.5)
For w = (w(t) : t ≥ 0) ∈ D([0,∞),Rd), set w(t−) := limu↑tw(u) and ∆w(t) := w(t) −
w(t−). Let us denote by e(α) = (e(α)s = (e(α)s (t) : t ≥ 0) : s ≥ 0) the excursion point
process of R(α) away from the origin for the normalization L(α):
e(α)s (t) :=
{
R(α)(t+ η(α)(s−))1{t≤∆η(α)(s)}, if ∆η(α)(s) > 0,
0, otherwise.
(3.6)
Recall that e(α) is a Poisson point process with values in C([0,∞), [0,∞)). Note that η(α)
coincides with the partial sum process of the lifetimes of e(α):
η(α)(s) =
∑
u≤s
∆η(α)(u) =
∑
u≤s
inf{t > 0 : e(α)u (t) = 0}, s ≥ 0. (3.7)
We will denote by n(α) the Itoˆ characteristic measure of the excursion point process e(α).
By disintegreting n(α) with respect to the lifetime, we have
n(α)(·) =
∫ ∞
0
P2+2α,r0,0 (·)
αr−1−α
Γ(1− α)dr,
where P2+2α,r0,0 denotes the law of the (2 + 2α)-dimensional Bessel bridge from the origin
to itself over [0, r] in the sense of [41, Chapter XI, §3].
For z ∈ C with |z| = 1, we define the map σz : C([0,∞),C)→ C([0,∞),C) by
σz((w(t) : t ≥ 0)) = (w(t)z : t ≥ 0),
that is, σz is a rotation about the origin. Note that the image measure n
(α) ◦ σ−1z is the
Itoˆ characteristic measure of the excursion point process of σz(R
(α)) away from the origin.
Let d ≥ 1 be a positive integer. Set
zj := exp
(
2pij
√−1/d), j = 1, . . . , d,
Ij := {rzj ∈ C : r ≥ 0}, j = 1, . . . , d.
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See Figure 4. Let β = (β1, . . . , βd) ∈ [0, 1]d be a constant with
∑d
j=1 βj = 1. Let us denote
by e(α,β) = (e
(α,β)
s = (e
(α,β)
s (t) : t ≥ 0) : s ≥ 0) the Poisson point process with values in
C([0,∞),⋃dj=1 Ij) and with Itoˆ characteristic measure ∑dj=1 βj(n(α) ◦ σ−1zj ). Set
η(α,β)(s) :=
∑
u≤s
inf{t > 0 : e(α,β)u (t) = 0}, s ≥ 0. (3.8)
That is, η(α,β) denotes the partial sum process of the lifetimes of e(α,β). By the definition,
we have |e(α,β)| = ((|e(α,β)s (t)| : t ≥ 0) : s ≥ 0) d= e(α) and hence η(α,β) d= η(α).
Definition 3.1 (Skew Bessel diffusion process). For α ∈ (0, 1) and β = (β1, . . . , βd) ∈
[0, 1]d with
∑d
j=1 βj = 1, we will denote by R
(α,β) = (R(α,β)(t) : t ≥ 0) the process pieced
together from the excursion point processes e(α,β), that is,
R(α,β)(t) :=
{
e
(α,β)
s (t− η(α,β)(s−)), if t ∈ (η(α,β)(s−), η(α,β)(s)) for some s ≥ 0,
0, otherwise.
(3.9)
The process R(α,β) is called the (
⋃d
j=1 Ij)-valued skew Bessel diffusion process of dimension
(2− 2α), with skewness parameter β, started at the origin.
Note that |R(α,β)| d= R(α). Roughly speaking, every time the process R(α,β) reaches to
the origin, it chooses randomly a ray Ij from rays I1, . . . , Id with probability βj, and then
it moves like the Ij-valued diffusion process σzj(R
(α)) until it returns again to the origin.
It is a multiray diffusion process on
⋃d
j=1 Ij in the sense of [57, Section 2] (see [57, Remark
2.2]).
Remark 3.2. In the case of α = 1/2, the process R(α,β) is also called the Walsh Brownian
motion or the Brownian spider. In the case of d = 2 and α = 1/2, it is also called skew
Brownian motion. See [22, 9, 33] and the references therein. In the special case of
d = 2 and α = β1 = β2 = 1/2, the process R
(α,β) is nothing else but the standard
one-dimensional Brownian motion.
Set
Z
(α,β)
j (t) :=
∫ t
0
1{R(α,β)(s)∈Ij}ds, t ≥ 0, j = 1, . . . , d, (3.10)
L(α,β)(t) := lim
ε↓0
2− 2α
C(α)ε2−2α
∫ t
0
1{|R(α,β)(s)|≤ε}ds, t ≥ 0. (3.11)
That is, Z
(α,β)
j (t) denotes the amount of time which R
(α,β) spends on Ij up to time t,
and L(α,β)(t) denotes the local time of R(α,β) at the origin up to time t. Note that
η(α,β) = (L(α,β))−1 and L(α,β) d= L(α).
Theorem 3.3 ([10, Theorem 1]). For t > 0, it holds that((
Z
(α,β)
j (t)
t
)d
j=1
,
L(α,β)(t)
tα
)
d
=
((
ξj∑d
i=1 ξi
)d
j=1
,
1
(
∑d
i=1 ξi)
α
)
, in Rd+1, (3.12)
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Figure 5: One-dimensional Brownian motion R(α,β) (d = 2, α = β1 = β2 = 1/2)
where ξ1, . . . , ξd denote independent [0,∞)-valued random variables with the one-sided
α-stable distributions characterized by
E[exp(−λξj)] = exp(−λαβj), λ ≥ 0, j = 1, . . . , d. (3.13)
Recall that the joint-law of (ξj/
∑d
i=1 ξi)
d
j=1 is a multi-dimensional version of Lamperti’s
generalized arcsine distributions (see for example [45, Subsection 2.2]), and the law of
(
∑d
i=1 ξi)
−α is a Mittag-Leffler distribution of order α.
For t ≥ 0, we will denote by G(α,β)(t) the last zero of R(α,β) before the time t and by
D(α,β)(t) the first zero of R(α,β) after the time t, that is,
G(α,β)(t) := sup{s ≤ t : R(α,β)(s) = 0}, t ≥ 0, (3.14)
D(α,β)(t) := inf{s > t : R(α,β)(s) = 0}, t ≥ 0. (3.15)
See Figure 5. The waiting times (G(α,β)(t), D(α,β)(t)) and related random variables are
well-investigated in the studies of the last exit decomposition and diffusion bridges. See
for example [10, 43, 56, 44] and the references therein. Let us recall a joint-distributional
result for the occupation and waiting times.
Theorem 3.4 ([10, Theorems 2 and 4], see also [44, Subsection 1.3]). For t > 0, three
joints
(G(α,β)(t), D(α,β)(t)),
((
Z
(α,β)
j (G
(α,β)(t))
G(α,β)(t)
)d
j=1
,
L(α,β)(t)
(G(α,β)(t))α
)
,(
Z
(α,β)
j (t)− Z(α,β)j (G(α,β)(t))
t−G(α,β)(t)
)d
j=1
are mutually independent, and the joint-laws of them are characterized by the following:
1. The joint-law of (G(α,β)(t), D(α,β)(t)) is given by
P[G(α,β)(t) ∈ du, D(α,β)(t) ∈ dv] = α sin(αpi)
pi
dudv
u1−α(v − u)1+α , 0 < u < t < v.
(3.16)
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2. For any bounded measurable function f : Rd+1 → R, it holds that
E
[
f
((
Z
(α,β)
j (G
(α,β)(t))
G(α,β)(t)
)d
j=1
,
L(α,β)(t)
(G(α,β)(t))α
)]
= E
[
f
((
ξj∑d
i=1 ξi
)d
j=1
,
1
(
∑d
i=1 ξi)
α
)
Γ(1 + α)
(
∑d
i=1 ξi)
α
]
, (3.17)
where ξ1, . . . , ξd denote independent [0,∞)-valued α-stable random variables char-
acterized by (3.13).
3.
P
[(
Z
(α,β)
j (t)− Z(α,β)j (G(α,β)(t))
t−G(α,β)(t)
)d
j=1
∈ ·
]
=
d∑
j=1
βjδ(1{i=j})di=1(·), (3.18)
where δx denotes the Dirac measure at x.
The joint-law of (G(α,β)(t), D(α,β)(t)) also appears as the limit distribution of waiting
times in the renewal theory [18, 31]. Note that the one-dimensional law of G(α,β)(t)/t
d
=
t/D(α,β)(t) is Beta(α, 1 − α)-distribution, which is the arcsine distribution in the case of
α = 1/2. In the special case of α = β1 = 1/2, we know that the one-dimensional law of
Z
(α,β)
1 (G
(α,β)(t))/G(α,β)(t) is uniform distribution on [0, 1]. This fact was due to Le´vy [34]
and is called the uniform law. In the case of α = 1/2 and β1 = p ∈ (0, 1), we have
P
[
Z
(α,β)
1 (G
(α,β)(t))
G(α,β)(t)
∈ dx
]
=
p(1− p)
2
((1− 2p)x+ p2)−3/2dx, 0 < x < 1. (3.19)
In the case of α ∈ (0, 1) and β1 = p ∈ (0, 1), we have
P
[
Z
(α,β)
1 (G
(α,β)(t))
G(α,β)(t)
≤ x
]
=
sin(αpi)
pi
∫ x
0
(1− p)(x− s)α−1sαds
p2(1− s)2α + (1− p)2s2α + 2p(1− p)sα(1− s)α cos(αpi) , 0 ≤ x ≤ 1.
(3.20)
We refer the reader to [56, Example 1 and Theorem 3.1] for the details.
4 Main result
4.1 Functional limit theorem in the general setting
Let us return to the setting introduced in Section 2. Set
bn :=
1
Γ(1− α)µY [ϕ ≥ n] ∼n→∞
µ(Y )
Γ(2− α)
n
w(n)
∈ Rα(∞). (4.1)
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Note that bn ∼
n→∞
Γ(1 + α)µ(Y )an. We can now formulate our main result in the general
setting.
Theorem 4.1 (Functional convergence of occupation and waiting time processes). Let T
be a CEMPT on (X,B, µ) and suppose that Assumptions 2.1, 2.2 and 2.5 hold. Then it
holds that((
1
n
SAj(nt)
)d
j=1
,
1
bn
SY (nt),
1
n
GY (nt),
1
n
DY (nt) : t ≥ 0
)
L(µ)
=⇒
n→∞
((
Z
(α,β)
j (t)
)d
j=1
, L(α,β)(t), G(α,β)(t), D(α,β)(t) : t ≥ 0
)
, in D([0,∞),Rd+3). (4.2)
The proof of Theorem 4.1 will be given in Section 6. We immediately obtain the
following corollary.
Corollary 4.2 (Marginal convergence). Let T be a CEMPT on (X,B, µ) and suppose
that Assumptions 2.1, 2.2 and 2.5 hold. Then,((
1
n
SAj(n)
)d
j=1
,
(
1
n
SAj(GY (n))
)d
j=1
,
1
bn
SY (n),
1
n
GY (n),
1
n
DY (n)
)
L(µ)
=⇒
n→∞
((
Z
(α,β)
j (1)
)d
j=1
,
(
Z
(α,β)
j (G
(α,β)(1))
)d
j=1
, L(α,β)(1), G(α,β)(1), D(α,β)(1)
)
, in R2d+3.
(4.3)
Recall that Theorems 3.3 and 3.4 characterizes the joint-laws of the limit random
variables in (4.3).
Remark 4.3. In addition, suppose that Borel subsets A′1, . . . , A
′
d, Y
′ ∈ B([0, 1]) satisfy
µ(Aj4A′j) <∞, j = 1, . . . , d, and µ(Y ′) ∈ (0,∞),
where A4B = (A \ B) ∪ (B \ A) denotes the symmetric difference of A and B. As we
shall see in Remark 6.7, the convergence (4.1) is equivalent to the following:((
1
n
SA′j(nt)
)d
j=1
,
1
bn
SY ′(nt),
1
n
GY ′(nt),
1
n
DY ′(nt) : t ≥ 0
)
L(µ)
=⇒
n→∞
((
Z
(α,β)
j (t)
)d
j=1
,
µ(Y ′)
µ(Y )
L(α,β)(t), G(α,β)(t), D(α,β)(t) : t ≥ 0
)
, in D([0,∞),Rd+3).
(4.4)
Remark 4.4 (Application to null-recurrent Markov chains on multiray). As shown in
[45, Subsection 2.5], Assumptions 2.1 and 2.2 are satisfied in the setting of some class of
null-recurrent Markov chains on multiray. In this setting, Assumption 2.5 is also satisfied,
since the excursion processes of recurrent Markov chains away from a point are i.i.d. See
for example [25, Proposition 8.15]. Hence Theorem 4.1 can be applied to these Markov
chains.
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4.2 Application to interval maps with indifferent fixed points
Let d ≥ 2 be a positive integer and 0 = a0 = x1 < a1 < x2 < · · · < xd = ad = 1. Set J1 :=
[a0, a1), J2 := [a1, a2), . . . , Jd := [ad−1, ad]. Suppose that an interval map T : [0, 1]→ [0, 1]
satisfies the following two conditions: for each j = 1, . . . , d,
(1) The restriction T |Jj over Jj can be extended to a C2-bijective map Tj : Jj → [0, 1];
(2) Tjxj = xj, T
′
jxj = 1 and (x− xj)T ′′j x > 0 for any x ∈ Jj \ {xj}.
Figure 6: Graphs of T in the cases of d = 2 and of d = 3
Therefore we have T ′jx > 1 on Jj \ {xj} for j = 1, . . . , d. Each xj is called an indifferent
fixed point and a regular source. In this case, T has a unique (up to scalar multiplication)
σ-finite invariant measure µ(dx) equivalent to the Lebesgue measure dx, and T is a
CEMPT on
(
[0, 1],B([0, 1]), µ). Any neighborhood of xj has infinite volume with respect
to µ. More specifically, for any ε > 0, it holds that
µ((xj − ε, xj + ε)) =∞, j = 1, . . . , d, and µ
(
[0, 1] \
d⋃
j=1
(xj − ε, xj + ε)
)
<∞.
(4.5)
The density µ(dx)/dx has the version h(x) which is continuous and positive on [0, 1] \
{xj}dj=1. For the details, we refer the reader to Thaler [47, 48].
Assumption 4.5 (Regular variation). There exist constants α ∈ (0, 1) and c = (c1, . . . , cd) ∈
(0,∞]d \ {(∞, . . . ,∞)} and an increasing function Ψ : (0,∞) → (0,∞) such that Ψ ∈
R1+1/α(0+) and
|Tx− x| ∼
x→xj
cjΨ
(|x− xj|), j = 1, . . . , d. (4.6)
We will assume Assumption 4.5 from now on. For j = 1, . . . , d, let us denote by
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fj : [0, 1]→ Jj the inverse function of Tj. Set
vj :=
{∑
i 6=j(h ◦ fj)(xi)f ′j(xi), j = 1, d,
2
∑
i 6=j(h ◦ fj)(xi)f ′j(xi), j = 2, . . . , d− 1,
(4.7)
βj :=
c−αj vj∑d
i=1 c
−α
i vi
, j = 1, . . . , d, and β := (β1, . . . , βd), (4.8)
bn :=
1
Γ(1− α)∑di=1 c−αi vi inf
{
s ≥ 1 : αs
−1
Ψ(s−1)
> n
}
, n ≥ 0. (4.9)
Using basic theory of regular variation (see [12, Theorem 1.5.12]), we have (bn)n≥0 ∈
Rα(∞). Let A1, . . . , Ad, Y ∈ B([0, 1]) be disjoint Borel subsets of [0, 1] such that, for
some ε > 0,
(xj − ε, xj + ε) ∩ [0, 1] ⊂ Aj, j = 1, . . . , d, and Y = [0, 1] \
d∑
j=1
Aj. (4.10)
For A ∈ B([0, 1]) and t ≥ 0, we define SA(t), GA(t) and DA(t) in the same way as (2.1),
(2.19) and (2.20), respectively.
We can now formulate our main theorem in the setting of intermittent interval maps.
Theorem 4.6 (Functional convergence of occupation time processes). Suppose that As-
sumption 4.5 holds. Then, it holds that((
1
n
SAj(nt)
)d
j=1
,
1
bn
SY (nt),
1
n
GY (nt),
1
n
DY (nt) : t ≥ 0
)
L(µ)
=⇒
n→∞
((
Z
(α,β)
1 (t)
)d
j=1
, µ(Y )L(α,β)(t), G(α,β)(t), D(α,β)(t) : t ≥ 0
)
, in D([0,∞),Rd+3).
(4.11)
The proof of Theorem 4.6 will be given in Section 7.
Example 4.7 (Boole’s transformation). Let us define the interval map T by (1.1). This
map satisfies our assumptions for d = 2, α = 1/2, c1 = c2 = 1 and Ψ(s) = s
3. It is easy
to check that β1 = β2 = 1/2 and bn =
√
n/(2pi). We use Theorem 4.6 to obtain the
convergence (1.7). Recall Remark 3.2.
Remark 4.8. More precisely, we can also prove the following refinement of Theorem 4.6.
Let A+1 , A
−
2 , A
+
2 , . . . , A
−
d , Y ∈ B([0, 1]) be disjoint Borel subsets of [0, 1] such that, for some
ε > 0,
(xj − ε, xj) ⊂ A−j and (xj, xj + ε) ⊂ A+j , j = 1, . . . , d,
and Y = [0, 1] \∑j,±A±j . Then we can formulate a functional limit theorem for((
1
n
SAσj (nt)
)
σ=±
j=1,...,d
,
1
bn
SY (nt),
1
n
GY (nt),
1
n
DY (nt) : t ≥ 0
)
,
which is a functional and joint-distributional extension of [45, Corollary 2.12]. The state-
ment and proof are almost the same as those of Theorem 4.6, so we omit them.
17
5 Space of ca`dla`g functions and Skorokhod J1-topology
For the proof of Theorem 4.1, we need several auxiliary results on the Skorokhod J1-
topology. For the basic discussion of the Skorokhod J1-topology, we refer the reader to
Bingham [11, Section 2], Ethier–Kurtz [19, Chapter 3] and Jacod–Shiryaev [24, Chapter
VI].
Let d ≥ 1 be a positive integer. We will denote by D([0,∞),Rd) the space of Rd-valued
ca`dla`g functions x : [0,∞)→ Rd, that is,
D([0,∞),Rd) := {x = (x(t) : t ≥ 0) : x(t+) = x(t) ∈ Rd, x(t−) ∈ Rd for any t ≥ 0}.
Here, for t ≥ 0,
x(t+) := lim
s↓t
x(s) and x(t−) :=
{
lim
s↑t
x(s), t > 0,
x(0), t = 0.
Let Λ′ be the collection of strictly increasing functions λ mapping [0,∞) onto itself, and
let Λ ⊂ Λ′ be the collection of Lipschitz continuous functions λ ∈ Λ′ such that
γ(λ) := sup
0≤s<t<∞
∣∣∣∣ log λ(t)− λ(s)t− s
∣∣∣∣ <∞. (5.1)
Set a ∨ b = max{a, b} and a ∧ b = min{a, b}. For x, y ∈ D([0,∞),Rd), λ ∈ Λ and u ≥ 0,
set
ρ(x, y, λ, u) := 1 ∧ sup
t≥0
∣∣x(t ∧ u)− y(λ(t) ∧ u)∣∣, (5.2)
Let us define the metric ρ(x, y) on D([0,∞),Rd) by
ρ(x, y) := inf
λ∈Λ
[
γ(λ) ∨
∫ ∞
0
ρ(x, y, λ, u)e−udu
]
. (5.3)
Then the metric space
(
D([0,∞),Rd), ρ) is complete and separable. The Polish topol-
ogy of D([0,∞),Rd) generated by ρ is called the Skorokhod J1-topology. Let (xn)n≥1 ⊂
D([0,∞),Rd) be a sequence and x∞ ∈ D([0,∞),Rd). Then the xn converge to x∞ with
respect to the Skorokhod J1-topology, i.e., ρ(xn, x∞) → 0, if and only if, there exists a
sequence (λn)n≥1 ⊂ Λ′ such that, for any t0 > 0,
sup
0≤t≤t0
|λn(t)− t| →
n→∞
0 and sup
0≤t≤t0
∣∣xn(λn(t))− x∞(t)∣∣ →
n→∞
0. (5.4)
Let D0 ⊂ D([0,∞),R) be the space of non-decreasing ca`dla`g functions x : [0,∞) →
[0,∞) with limt→∞ x(t) = ∞. For x = (x(t) : t ≥ 0) ∈ D0, let x−1 = (x−1(s) : s ≥ 0)
denotes the right-continuous inverse of x, that is,
x−1(s) := inf{t > 0 : x(t) > s}, s ≥ 0. (5.5)
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Lemma 5.1. For x ∈ D0, let us define non-decreasing functions (G(t) : t ≥ 0) and
(D(t) : t ≥ 0) by
G(t) := sup{x(s) : x(s) ≤ t}, t ≥ 0, (5.6)
D(t) := inf{x(s) : x(s) > t}, t ≥ 0, (5.7)
where sup ∅ = 0. Then G(t+) = G(t) and D(t+) = D(t). Hence (G(t) : t ≥ 0), (D(t) :
t ≥ 0) ∈ D0.
Proof. We proceed by cases.
1. Assume t < D(t). Then, for t′ ∈ (t,D(t)), we have D(t′) = D(t) by the definition.
Hence D(t+) = D(t).
2. If t = D(t), then there exists a strictly decreasing sequence (sn)n≥1 such that
x(sn) ↓ t, and hence x(sn) ≤ D(x(sn)) ≤ x(sn−1). This implies that D(t+) =
limn→∞D(x(sn)) = t = D(t). We also remark that x(limn→∞ sn) = t by the right-
continuity of x, and hence G(t) = t.
3. Assume G(t) < t. By the contraposition of the above discussion, we have t < D(t).
For t′ ∈ (t,D(t)), we have G(t′) = G(t) by the definition. Therefore G(t+) = G(t).
4. Assume G(t) = t. Let (tn)n≥1 be a sequence with tn ↓ t, as n→∞. Then we have
t ≤ G(tn) ≤ tn and hence G(t+) = limn→∞G(tn) = t = G(t).
Lemma 5.2. For n = 1, . . . ,∞, let xn ∈ D0. Set
Gn(t) := sup{xn(s) : xn(s) ≤ t}, t ≥ 0, (5.8)
Dn(t) := inf{xn(s) : xn(s) > t}, t ≥ 0, (5.9)
Assume that xn → x∞, in D([0,∞),R). Then, it holds that
Gn(t) →
n→∞
G∞(t), in R, for any continuity points t ≥ 0 of G∞, (5.10)
Dn(t) →
n→∞
D∞(t) in R, for any continuity points t ≥ 0 of D∞. (5.11)
Remark 5.3. Let us give an example of Gn(t) 6→ G∞(t) at a discontinuity point t of G∞.
Set
xn(s) := (1 + n
−1)1{s≥1}, n = 1, . . . ,∞, s ≥ 0,
where ∞−1 = 0. Then xn → x∞, in D([0,∞),R). Note that 0 = G∞(1−) < G∞(1) = 1.
In this case, we have 0 = Gn(1) 6→ G∞(1).
Proof of Lemma 5.2. Let us prove (5.10). In the cases of t = 0 and of t < x∞(0), it is
obvious that Gn(t)→ G∞(t) = 0. Let us consider the other cases. Let us take (λn) ⊂ Λ′
so that (5.4) holds. We proceed by cases.
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1. Assume x∞(0) ≤ G∞(t−) = G∞(t) < t. Set s0 := x−1∞ (t) > 0. Then
G∞(t) = x∞(s0−) < t < x∞(s0). (5.12)
This implies
xn(λn(s0)−) →
n→∞
x∞(s0−) < t and xn(λn(s0)) →
n→∞
x∞(s0) > t. (5.13)
Hence Gn(t) = xn(λn(s0)−) for sufficiently large n. Therefore Gn(t)→ G∞(t).
2. Assume G∞(t−) = G∞(t) = t > 0. Then there exists a strictly increasing sequence
(sm)m≥1 such that x∞(sm) ↑ t. Then
lim inf
n→∞
Gn(t) ≥ lim
n→∞
xn(λn(sm)) = x∞(sm) →
m→∞
t. (5.14)
Since Gn(t) ≤ t, we obtain Gn(t)→ t = G∞(t).
The proof of (5.11) is almost the same. So we omit it.
Let X = (X(t) : t ≥ 0) be a D([0,∞),Rd)-valued random variable, that is, a stochas-
tic process whose path-function lies in D([0,∞),Rd). We say that X is stochastically
continuous if P[X(t−) = X(t)] = 1, for any t ≥ 0.
Proposition 5.4 (Bingham [11, Theorem 3]). Let d ≥ 1 be a positive integer. For each
n = 1, 2, . . . ,∞ and j = 1, . . . , d, let Xn,j = (Xn,j(t) : t ≥ 0) be a D0-valued random
variable. Assume that
(i) X∞,1, . . . , X∞,d are stochastically continuous.
(ii) The finite-dimensional marginal laws of (Xn,j : j = 1, . . . , d) converge as n→∞ to
those of (X∞,j : j = 1, . . . , d).
Then, it holds that
(Xn,j : j = 1, . . . , d)
d−→
n→∞
(X∞,j : j = 1, . . . , d), in D([0,∞),Rd).
The following lemma is one of the keys for the strong distributional convergence of
waiting times, as we shall see in Section 6.
Lemma 5.5. For n = 1, . . . ,∞, let Xn = (Xn(t) : t ≥ 0) be a D0-valued random variable.
Set
Gn(t) := sup{Xn(s) : Xn(s) ≤ t}, t ≥ 0, (5.15)
Dn(t) := inf{Xn(s) : Xn(s) > t}, t ≥ 0. (5.16)
Assume that
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(i) G∞ and D∞ are stochastically continuous.
(ii) Xn
d−→
n→∞
X∞, in D([0,∞),R).
Then it holds that
(Gn, Dn)
d−→
n→∞
(G∞, D∞), in D([0,∞),R2). (5.17)
Remark 5.6. For example, suppose that X∞ is a stable subordinator. Then for each
t > 0, it holds that
P[G∞(t−) = G∞(t), D∞(t−) = D∞(t)] ≥ P
[
t /∈ {X∞(s) : s ≥ 0}
]
= 1.
Therefore the condition (i) of Lemma 5.5 is satisfied.
Proof of Lemma 5.5. By the Skorokhod coupling (see for example [25, Theorem 4.30]),
there is no loss of generality in assuming
Xn →
n→∞
X∞, in D([0,∞),R), a.s. (5.18)
Then the condition (i) and Lemma 5.2 implies that, for each t ≥ 0,
(Gn(t), Dn(t)) →
n→∞
(G∞(t), D∞(t)), in R2, a.s. (5.19)
Hence the finite-dimensional marginal laws of (Gn, Dn) converge as n → ∞ to those of
(G∞, D∞). Therefore we use Proposition 5.4 to obtain the desired result.
Lemma 5.7 (Fujihara–Kawamura–Yano [20, Lemma 2.3]). For n = 1, . . . ,∞, let xn, yn ∈
D0. Let us fix t ≥ 0. Assume that the following conditions are satisfied:
(i) y∞(x−1∞ (t)−) = y∞(x−1∞ (t)) and
{
x∞(0) = x−1∞ (0) = 0, if t = 0,
x−1∞ (t−) = x−1∞ (t), if t > 0.
(ii) (xn, yn) →
n→∞
(x∞, y∞), in D([0,∞),R2).
Then, it holds that
yn
(
x−1n (t)
) →
n→∞
y∞
(
x−1∞ (t)
)
, in R.
The following lemma is one of the keys for the strong distributional convergence of the
occupation time processes. The proof is almost the same as that of Lemma 5.5, so we
omit it.
Lemma 5.8. Let d ≥ 1 be a positive integer. For each n = 1, 2, . . . ,∞ and j = 1, . . . , d,
let Xn,j = (Xn,j(t) : t ≥ 0) be a D0-valued random variable. Assume that
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(i) X∞,j(0) = X−1∞,j(0) = 0, for j = 1, . . . , d.
(ii) X−1∞,1, . . . , X
−1
∞,d are stochastically continuous.
(iii) P[Xi(X−1j (t)−) = Xi(X−1j (t))] = 1, for any t ≥ 0 and for any distinct i, j.
(iv) (Xn,j : j = 1, . . . , d)
d−→
n→∞
(X∞,j : j = 1, . . . , d), in D([0,∞),Rd).
Then, it holds that(
Xn,i
(
X−1n,j(t)
)
: t ≥ 0, i 6= j
)
d−→
n→∞
(
X∞,i
(
X−1∞,j(t)
)
: t ≥ 0, i 6= j
)
,
in D([0,∞),Rd(d−1)). (5.20)
Remark 5.9. For example, suppose that X∞,1, . . . , X∞,d are independent stable sub-
ordinators. In this case, we can easily check that the conditions (i), (ii) and (iii) are
satisfied.
Corollary 5.10. For n = 1, . . . ,∞, let Xn be a D0-valued random variable. Assume that
X∞(0) = X−1∞ (0) = 0, X∞ and X
−1
∞ are stochastically continuous, and Xn
d−→
n→∞
X∞, in
D([0,∞),R). Then, it holds that (Xn, X−1n ) d−→
n→∞
(X∞, X−1∞ ), in D([0,∞),R2).
6 Proof of Theorem 4.1
For the proof of Theorem 4.1, we imitate the methods of Barlow–Pitman–Yor [10], Watan-
abe [54], Fujihara–Kawamura–Yano [20] and Yano [57]. We will represent waiting times
and occupation times in terms of excursion lengths. Combining these representations with
a functional convergence of excursion lengths, we will obtain the desired result.
6.1 Representation formulae
We now return to the setting introduced in Section 2. Let us denote by ϕ(t) = ϕ(t)(x)
the bt+ 1cth return time of the orbit (T kx)k≥0 for Y :
ϕ(t) :=
btc∑
k=0
ϕ ◦ T kY = S−1Y (t) = min{u ≥ 0 : SY (u) = bt+ 1c}, t ≥ 0. (6.1)
Recall that S−1Y denotes the right-continuous inverse of SY . See (5.5). It is obvious that
{k ≥ 1 : T kx ∈ Y } = {ϕ(t)(x) : t ≥ 0}, x ∈ X. (6.2)
By the definition of GY and DY , we immediately obtain the following representation
formulae:
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Lemma 6.1. Suppose that T is a CEMPT on (X,B, µ) and Assumption 2.1 holds. Then
it holds that
GY (t) = sup{ϕ(s) : ϕ(s) ≤ t}, t ≥ 0, (6.3)
DY (t) = inf{ϕ(s) : ϕ(s) > t}, t ≥ 0. (6.4)
In addition, set
ηj(t) := SAj(ϕ(t)) =
btc∑
k=0
`j ◦ T kY , t ≥ 0, j = 1, . . . , d, (6.5)
that is, ηj(t) = ηj(t)(x) denotes the amount of time which the orbit spends on Aj up to
time ϕ(t) = ϕ(t)(x). Since T is a CEMPT, we have (ηj(t) : t ≥ 0) ∈ D0, µY -a.e.
Lemma 6.2 (Discrete Williams formulae). Suppose that T is a CEMPT on (X,B, µ) and
Assumption 2.1 holds. Then it holds that
S−1Aj (t) = bt+ 1c+
∑
i=1,...,d,
i 6=j
ηi
(
η−1j (t)
)
+ η−1j (t), t ≥ 0, j = 1, . . . , d, (6.6)
ϕ(t) = bt+ 1c+
d∑
i=1
ηi(t), t ≥ 0. (6.7)
Proof. Set N := η−1j (t), which is a non-negative integer, µ-a.e. By the definition of ηj, we
have
SAj(ϕ(N − 1)) ≤ t < SAj(ϕ(N)), (6.8)
that is,
ϕ(N − 1) ≤ S−1Aj (t) < ϕ(N), (6.9)
where it is understood that ϕ(−1) = 0. Combining (6.9) with Assumption 2.1, we have
SAi
(
S−1Aj (t)
)
= ηi(N), i 6= j, (6.10)
and
SY
(
S−1Aj (t)
)
= N. (6.11)
It also follows immediately that
SAj(S
−1
Aj
(t)) = inf{SAj(u) : SAj(u) > t} = bt+ 1c. (6.12)
In addition, we have
u =
d∑
i=1
SAi(u) + SY (u), u ≥ 0. (6.13)
Substituting u = S−1Aj (t) in (6.13) and using (6.10), (6.11) and (6.12), we obtain (6.6). We
can easily obtain (6.7) by the definition.
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We now return to the setting introduced in Section 3. Recall that the zero set of R(α,β)
coincides with the closure of the image set of the inverse local time η(α,β):
{t ≥ 0 : R(α,β)(t) = 0} = {η(α,β)(s) : s ≥ 0}. (6.14)
Hence we immediately obtain the following lemma:
Lemma 6.3. It holds that
G(α,β)(t) = sup{η(α,β)(s) : η(α,β)(s) ≤ t}, t ≥ 0,
D(α,β)(t) = inf{η(α,β)(s) : η(α,β)(s) > t}, t ≥ 0.
Set
η
(α,β)
j (s) := Z
(α,β)
j
(
η(α,β)(s)
)
=
∑
u≤s
inf{t > 0 : e(α,β)u (t) = 0}1{e(α,β)u ∈C([0,∞),Ij)},
s ≥ 0, j = 1, . . . , d. (6.15)
By the Itoˆ excursion theory, we know that η
(α,β)
1 , . . . , η
(α,β)
d are independent α-stable sub-
ordinators with Laplace transforms
E[exp(−λη(α,β)j (s))] = exp(−λαβjs), t ≥ 0, j = 1, . . . , d. (6.16)
Lemma 6.4 (Williams formulae). It holds that(
Z
(α,β)
j
)−1
(t) = t+
∑
i=1,...,d,
i 6=j
η
(α,β)
i
((
η
(α,β)
j
)−1
(t)
)
, t ≥ 0, j = 1, . . . , d. (6.17)
η(α,β)(t) =
d∑
i=1
η
(α,β)
i (t), t ≥ 0. (6.18)
For the proof, we refer the reader to Yano [57, Theorem 3.1]. See also Watanabe
[54, Proposition 1]. The prototype of the equality (6.17) was obtained by Williams [55,
Theorem 1].
6.2 Functional convergence of partial sum of excursion lengths
We will recall a sufficient condition for strong distributional convergence:
Proposition 6.5 (Zweimu¨ller [60, Theorem 1]). Let T be a CEMPT on (X,B, µ), let
ν0  µ be a probability measure on X, and let (U, ρ) be a separable metric space. Assume
that measurable functions Fn : X → U (n ∈ N) satisfy the following:
(i) Fn
ν0=⇒
n→∞
ζ for some U-valued random variable ζ.
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(ii) For any ε > 0, it holds that µ
[
ρ(Fn ◦ T, Fn) > ε
] →
n→∞
0.
Then, it holds that Fn
L(µ)
=⇒
n→∞
ζ.
The stochastic process (η
(α,β)
j (t) : t ≥ 0, j = 1, . . . , d) is an Rd-valued α-stable Le´vy
process with Le´vy measure
Π(α,∑dj=1 βjδ(1{i=j})di=1 )(A)
=
∫ ∞
0
dr
∫
Sd−1
d∑
j=1
βjδ(1{i=j})di=1(dx)1A(rx)
αr−α−1
Γ(1− α) , A ∈ B(R
d),
where Sd−1 := {x ∈ Rd : |x| = 1} and δx denotes the Dirac measure at x. We will
modify the functional stable convergence for stationary sequence in Tyran-Kamin´ska [53,
Theorem 1.1] and obtain the following lemma.
Lemma 6.6 (Functional convergence of partial sum of excursion lengths). Suppose that
T is a CEMPT on (X,B, µ) and that Assumptions 2.1, 2.2 and 2.5 hold. Then,(
1
n
ηj(bnt) : t ≥ 0, j = 1, . . . , d
)
L(µ)
=⇒
n→∞
(
η
(α,β)
j (t) : t ≥ 0, j = 1, . . . , d
)
,
in D([0,∞),Rd). (6.19)
Proof. By the assumptions and Proposition B.4, we obtain
Fn :=
(
1
n
ηj(bnt) : t ≥ 0, j = 1, . . . , d
)
µY=⇒
n→∞
(
η
(α,β)
j (t) : t ≥ 0, i = 1, . . . , d
)
,
in D([0,∞),Rd). (6.20)
Let ρ be the metric on D([0,∞),Rd) defined by (5.3). By Proposition 6.5, it is sufficient
to prove that, for any ε > 0,
µ[ρ(Fn ◦ T, Fn) > ε] →
n→∞
0. (6.21)
Let us prove (6.21). It is easily seen that
ηj(t) ◦ T =

ηj(t)− 1, on T−1Aj,
ηj(t), on T
−1Ai (i 6= j),
ηj(t+ 1), on T
−1Y ,
(6.22)
For t ≥ 0 and n ∈ N, let us define the map λn(t) : X → [0,∞) by
λn(t) = λn(t)(x) :=
{
t, x ∈ T−1Y c,
t+ min{t/√bn, 1}, x ∈ T−1Y.
(6.23)
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Then we have
max
j=1,...,d
sup
t≥0
∣∣∣∣ 1nηj(bnt) ◦ T − 1nηj(bnλn(t))
∣∣∣∣ ≤
1/n, on T
−1Y c,
max
k≤√bn
(
1
n
ϕ ◦ T kY
)
, on T−1Y .
(6.24)
For any ε > 0, let n be large enough so that 1/n < ε and log(1 + 1/
√
bn) < ε. By the
definition of ρ and the inequality (6.24), we have
µ[ρ(Fn ◦ T, Fn) > ε] ≤ µ
[
T−1Y ∩
{
max
k≤√bn
(
1
n
ϕ ◦ T kY
)
> ε
}]
= µ
[
Y ∩
{
max
k≤√bn
(
1
n
ϕ ◦ T k−1Y
)
> ε
}]
≤ µ(Y )
√
bnµY [ϕ > nε]. (6.25)
Here we used the fact that T is µ-preserving and TY is µY -preserving. Since µY [ϕ > nε] =
(Γ(1− α)bbnε+1c)−1 and bn ∈ Rα(∞), we have√
bnµY [ϕ > nε] →
n→∞
0. (6.26)
Therefore we obtain the desired convergence (6.21).
We now prove Theorem 4.1.
Proof of Theorem 4.1. Lemma 6.1 implies that
1
n
GY (nt) = sup
{
1
n
ϕ(bns) :
1
n
ϕ(bns) ≤ t
}
, t ≥ 0,
1
n
DY (nt) = inf
{
1
n
ϕ(bns) :
1
n
ϕ(bns) > t
}
, t ≥ 0.
For a, b > 0 and w ∈ D0, we will denote by (aw(b·))−1 the right-continuous inverse of
(aw(bt) : t ≥ 0). Then we see at once that (aw(b·))−1(t) = 1
b
w−1( 1
a
t), t ≥ 0. Therefore
Lemma 6.2 implies
1
n
S−1Aj (nt) =
bnt+ 1c
n
+
∑
i=1,...,d,
i 6=j
1
n
ηi
(
bn
( 1
n
ηj(bn·)
)−1
(t)
)
+
bn
n
( 1
n
ηj(bn·)
)−1
(t),
t ≥ 0, j = 1, . . . , d.
and
1
n
ϕ(bnt) =
bbnt+ 1c
n
+
d∑
i=1
1
n
ηi(bnt), t ≥ 0.
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Note that bn/n → 0, as n → ∞. Combining Lemmas 5.5 and 5.8 with Lemmas 6.3, 6.4
and 6.6, we have((
1
n
S−1Aj (nt)
)d
j=1
,
1
n
ϕ(bnt),
1
n
GY (nt),
1
n
DY (nt) : t ≥ 0
)
L(µ)
=⇒
n→∞
(((
Z
(α,β)
j
)−1
(t)
)d
j=1
, η(α,β)(t), G(α,β)(t), D(α,β)(t) : t ≥ 0
)
, in D([0,∞),Rd+1).
(6.27)
Recall that ϕ(t) = S−1Y (t) and η
(α,β)(t) = (L(α,β))−1(t). Using Corollary 5.10, we obtain
the desired convergence (4.2).
Remark 6.7. We now return to the setting of Remark 4.3. Combining (4.2) with
Birkhoff’s ergodic theorem and Hopf’s ratio ergodic theorem, we can easily have((
1
n
SA′j(nt)
)d
j=1
,
1
bn
SY ′(nt) : t ≥ 0
)
L(µ)
=⇒
n→∞
((
Z
(α,β)
j (t)
)d
j=1
,
µ(Y ′)
µ(Y )
L(α,β)(t) : t ≥ 0
)
, in D([0,∞),Rd+1). (6.28)
Then we use Corollary 5.10 and Lemma 5.5 to obtain the convergence (4.4).
7 Proof of Theorem 4.6
We now return to the setting introduced in Subsection 4.2 and prove Theorem 4.6 by using
Theorem 4.1. By Remark 4.3, we only need to consider one particular combination of sets
A1, . . . , Ad, Y ∈ B([0, 1]) satisfying (4.10). In the following, we will choose A1, . . . , Ad, Y
suitably so that all of the conditions of Assumptions 2.1, 2.2 and 2.5 will be satisfied. We
need to break up the proof into the case of d = 2 and the case of d ≥ 3 for a certain
reason. See Remark 7.5.
7.1 Case d = 2
Let us consider the case of d = 2. Following Thaler [50, Section 4] and Zweimu¨ller [58,
Section 2], we choose a point γ ∈ J1 such that
Tγ ∈ J2 and T 2γ = γ. (7.1)
Hence γ is a 2-periodic point of T . See Figure 7. Set
A1 := [0, γ), Y := [γ, Tγ] and A2 := (Tγ, 1]. (7.2)
Then we have
T (A1) = A
c
2, T (A2) = A
c
1, T (Y ∩ J1) = A2, T (Y ∩ J2) = A1, a.e.
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Figure 7: 2-periodic point γ
Figure 8: First return map TY : Y → Y ,
which has infinitely many branches TY |Pj,n :
Pj,n → Y (j = 1, 2; n ≥ 0)
Therefore Assumption 2.1 holds for d = 2. Let us define ϕ, ` = (`1, `2), µY and TY as in
Section 2. For n ≥ 1, we define subsets P1,n and P2,n ⊂ Y by
P1,n := Y ∩ {`1 = n} = Y ∩ J2 ∩ {ϕ = n+ 1}, (7.3)
P2,n := Y ∩ {`2 = n} = Y ∩ J1 ∩ {ϕ = n+ 1}. (7.4)
Then we have
P1,n = (f2 ◦ fn1 )(Y ) =
[
(f2 ◦ fn1 )γ, (f2 ◦ fn−11 )γ
)
, (7.5)
P2,n = (f1 ◦ fn2 )(Y ) =
(
(f1 ◦ fn2 )γ, (f1 ◦ fn+12 )γ
]
. (7.6)
Here we used the fact that Tγ = f−11 γ = f2γ. It is easy to check that Y =
∑
j,n Pj,n, a.e.
Lemma 7.1 (Thaler [50, Lemma 5]). Suppose that Assumption 4.5 holds. Then,
µY [`j ≥ n] ∼
n→∞
βj
1
µ(Y )Γ(1− α)bn , j = 1, 2. (7.7)
where βj and (bn)n≥0 have been defined by (4.8) and (4.9), respectively.
Combining Lemma 7.1 with Karamata’s Tauberian theorem and the equalities (2.10)
and (2.11), we see that Assumption 2.2 is satisfied.
Lemma 7.2 (Zweimu¨ller [58, Lemma 2]). The map TY : Y → Y satisfies the following
conditions:
(1) For each j = 1, 2 and n ≥ 1, the restriction TY |Pj,n can be extended to a C2-bijective
map from Pj,n to Y .
(2) inf{T ′Y x : x ∈
∑
j,n Pj,n} > 1.
(3) sup{|T ′′Y x|/|T ′Y x|2 : x ∈
∑
j,n Pj,n} <∞.
Combining Lemmas 7.1 and 7.2 with Proposition A.3, we see that Assumption 2.5 is
satisfied. Therefore we use Theorem 4.1 to obtain the desired result.
28
Figure 9: Case d = 3 Figure 10: Yj,±
7.2 Case d ≥ 3
Let us consider the case of d ≥ 3. Set
Aj := Jj ∩ T (Jj), j = 1, . . . , d, and Y := [0, 1] \
d∑
j=1
Aj. (7.8)
See Figure 9. Then Assumption 2.1 holds. Let us define ϕ, ` = (`1, . . . , `d), µY and TY
as in Section 2. The following lemma is a slight modification of Lemma 7.1.
Lemma 7.3. Suppose that Assumption 4.5 holds. Then,
µY [`j ≥ n] ∼
n→∞
βj
1
µ(Y )Γ(1− α)bn , j = 1, . . . , d, (7.9)
where βj and (bn)n≥0 have been defined by (4.8) and (4.9), respectively.
Set
Yj,− := Y ∩ (aj−1, xj) and Yj,+ := Y ∩ (xj, aj), j = 1, . . . , d. (7.10)
See Figure 10. For i, j ∈ {1, . . . , d}, σ ∈ {+,−} and n ≥ 0, we define a subset Pi,j,σ,n ⊂ Y
by
Pi,j,σ,n := Y ∩ Ji ∩ T−1Y (Yj,σ) ∩ {`j = n}
= Y ∩ Ji ∩ T−1Y (Yj,σ) ∩ {ϕ = n+ 1}. (7.11)
We see at once that
Yi0,σ0 =
{∑
j<i0, σ=±, n≥0 Pi0,j,σ,n, if σ0 = −,∑
j>i0, σ=±, n≥0 Pi0,j,σ,n if σ0 = +,
a.e., (7.12)
and hence Y =
∑
i,j,σ,n Pi,j,σ,n, a.e. Set
Θ := {(i, j, σ, n) : Pi,j,σ,n 6= ∅} = {(i, j, σ, n) : i 6= j and (j, σ) 6= (1,−), (d,+)}.
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Lemma 7.4. The map TY : Y → Y satisfies the following conditions:
(1) For each (i, j, σ, n) ∈ Θ, the restriction TY |Pi,j,σ,n can be extended to a C2-bijective
map from Pi,j,σ,n to Yj,σ.
(2) inf{T ′Y x : x ∈
∑
i,j,σ,n Pi,j,σ,n} > 1.
(3) sup{|T ′′Y x|/|T ′Y x|2 : x ∈
∑
i,j,σ,n Pi,j,σ,n} <∞.
(4) For each (i, j, σ, n) ∈ Θ, it holds that T 4Y (Pi,j,σ,n) = Y , a.e.
Proof. The proofs of (1), (2) and (3) are almost the same as those of Lemma 7.2. So we
omit them. Let (i, j,−, n) ∈ Θ. Then, we have TY (Pi,j,−,n) = Yj,−, a.e. Using (7.12), we
have TY (Yj,−) ⊃ Y1,+, a.e. We see at once that
TY (J1,+) = Y \ Y1,+ and TY (Y \ Y1,+) = Y, a.e.
Therefore we obtain T 4Y (Pi,j,−,n) = Y , a.e. Similarly, we can obtain T
4
Y (Pi′,j′,+,n′) = Y ,
a.e., for (i′, j′,+, n′) ∈ Θ.
Therefore we obtain the desired result in the case of d ≥ 3, as in the case of d = 2.
Remark 7.5. Let us consider the case of d = 2 and define Aj, Y , Yi,σ and Pi,j,σ,n by (7.8),
(7.10) and (7.11), respectively. Then we have
TY (Y1,+) = Y2,− and TY (Y2,−) = Y1,+, a.e.
Hence TmY (Pi,j,σ,n) 6= Y , a.e., for any m ≥ 1, that is, TY is not aperiodic. Therefore the
choice (7.8) is not suitable in the case of d = 2.
A Mixing property of uniformly expanding Markov
interval map
We will recall mixing properties of uniformly expanding Markov interval maps. For basic
discussions of Markov interval maps, see for instance Adler [7], Bowen [13], Bowen–Series
[14] and Pollicott–Yuri [38, Sections 4 and 12].
Let (Pi)i≥1 be a countable family of disjoint open subintervals of (0, 1), and let Y =∑
i≥1 Pi, a.e. Suppose that a map F : Y → Y satisfies the following conditions:
(1) (C2-extension) for each i ≥ 1, the restriction F |Pi can be extended to a C2-function
on Pi.
(2) (Markov map) If F (Pi) ∩ Pj 6= ∅ for some i, j ≥ 1, then F (Pi) ⊃ Pj.
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(3) (aperiodicity) There exists n0 ≥ 1 such that, for any i ≥ 1, it holds that F n0(Pi) =
Y , a.e.
(4) (finite image) {F (Pi) : i ≥ 1} is a finite collection.
(5) (uniformly expanding) inf{|F ′(x)| : x ∈∑i Pi} > 1.
(6) (Re´nyi and Adler’s condition) sup{|F ′′(x)|/|F ′(x)|2 : x ∈∑i Pi} <∞.
The following two propositions are slight modifications of [14, Theorem (I.2)] and [38,
Theorem 12.5], respectively. So we omit the proofs of them.
Proposition A.1. Assume that the conditions (1)–(6) hold. Then the map F has a
unique invariant probability measure ν0 equivalent to the Lebesgue measure on Y .
Proposition A.2. Assume that the conditions (1)–(6) hold. Let ν0 be the F -invariant
probability measure given by Proposition A.1. Then the map F is exact (and hence strong
mixing) with respect to ν0, that is,
⋂∞
n=0{F−nA : A ∈ B(Y )} = {∅, Y }, ν0-a.e.
Let us define a sub-σ-field Fmn ⊂ B(Y ) by Fmn := σ{F−kPi : n ≤ k ≤ m and i ≥ 1}.
Combining Propositions A.1 and A.2 with [5, Theorem 1.(b)] or [4, Corollary 4.7.8], we
obtain the following proposition.
Proposition A.3. Assume that the conditions (1)–(6) hold. Let ν0 be the F -invariant
probability measure given by Proposition A.1. Then there exist C ∈ (0,∞) and θ ∈ (0, 1)
such that, for any k, n ≥ 0, A ∈ Fk0 and B ∈ B(Y ),∣∣ν0(A ∩ F−(k+n)(B))− ν0(A)ν0(B)∣∣ ≤ Cθnν0(A)ν0(B). (A.1)
B Functional convergence to α-stable Le´vy process
Following Tyran-Kamin´ska [53], we will explain a functional limit theorem for the pro-
cesses which have stationary increments and local dependence.
Let d ≥ 1 be a positive integer, and (Zn)n≥1 a strictly stationary sequence of Rd-valued
random variables. Set Sd−1 := {x ∈ Rd : |x| = 1}, where | · | denotes the Euclid norm on
Rd. We will denote by PSd−1 the class of probability measures on Sd−1. We endow PSd−1
with the Polish topology of weak convergence.
Assumption B.1 (Regular variation). The random variable Z1 is regular varying with
index α ∈ (0, 1) and spectral measure ρ ∈ PSd−1 , that is, it holds that
P
[
|Z1| > λr
∣∣∣ |Z1| > r] →
r→∞
λ−α, in R, for λ > 0,
and P
[
Z1
|Z1| ∈ ·
∣∣∣∣ |Z1| > r] →r→∞ ρ(·), in PSd−1 ,
where P[·|·] denotes the conditional probability.
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We will assume Assumption B.1 from now on. For n ≥ 1, set
bn :=
1
Γ(1− α)P[|Z1| > n] ∈ (0,∞). (B.1)
We define a sub-σ-field Fmn ⊂ B(Rd) by Fmn := σ{Zk : n ≤ k ≤ m}. For n ≥ 1, set
φ0(n) := sup{|P(A ∩B)− P(A)P(B)| : k ≥ 0, A ∈ Fk0 , B ∈ F∞k+n}. (B.2)
Assumption B.2 (Local dependence). For any ε > 0, there exist N-valued sequences
(rn)n≥1 and (sn)n≥1 such that
sn,
rn
sn
,
bn
rn
→
n→∞
∞ and bn
rn
φ0(sn) →
n→∞
0,
and
P
[
max
2≤k≤rn
|Zk| > εn
∣∣∣ |Z1| > εn] →
n→∞
0.
Remark B.3. Suppose that Assumption B.1 is satisfied. Furthermore, assume that
(Zn)n≥1 is exponentially continued fraction mixing, that is, there exist some constants
C ∈ (0,∞) and θ ∈ (0, 1) such that, for any k, n ≥ 0, A ∈ Fk0 and B ∈ F∞k+n,
|P(A ∩B)− P(A)P(B)| ≤ CθnP(A)P(B). (B.3)
Then Assumption B.2 is satisfied. See Tyran-Kamin´ska [52, Subsection 4.1] for the details.
For n ≥ 1, we define an Rd-valued ca`dla`g process Xn = (Xn(t) : t ≥ 0) by
Xn(t) :=
1
n
bbntc∑
k=1
Zk, t ≥ 0. (B.4)
We will denote by X(α,ρ) = (X(α,ρ)(t) : t ≥ 0) an Rd-valued α-stable Le´vy process with
Le´vy measure Π(α,ρ) given by
Π(α,ρ)(A) :=
∫ ∞
0
dr
∫
Sd−1
ρ(dx)1A(rx)
αr−α−1
Γ(1− α) , A ∈ B(R
d). (B.5)
The following proposition is a slight modification of Tyran-Kamin´ska [53, Theorem 1.1].
So we omit its proof.
Proposition B.4 (Functional convergence to stable process). Suppose that Assumptions
B.1 and B.2 hold. Then, it holds that
Xn
d−→
n→∞
X(α,ρ), in D([0,∞),Rd). (B.6)
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