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Abstract
This thesis presents measurements of D-meson production in the central barrel of the AL-
ICE detector in pp and p–Pb collisions. The reconstruction of D0 mesons in the hadronic
channel D0→ K−pi+ was studied in pp collisions at √s = 7TeV using a Bayesian particle
identification (PID) method, in order to test the validity of this new approach. Compar-
isons were made between these results and those obtained with established PID methods.
Consistency was found between the different approaches, as well as an increase of the signal-
to-background ratio and a similar or greater statistical significance for most of the imple-
mentations of the Bayesian approach. Further measurements of D∗+→D0pi+ were made as
a function of charged-particle multiplicity in p–Pb collisions at √sNN = 5.02TeV. The aim
was to test the role of multi-parton interactions (MPI) and possible collective phenomena in
small systems at LHC energies. The results for D∗+ mesons were consistent with the other
D-meson species studied by ALICE (D0 and D+). The measurements against mid-rapidity
multiplicity showed consistency with previous results from pp collisions; however, a slower
increase of the relative D-meson yield was found as a function of multiplicity at large rapid-
ity for p–Pb collisions than pp collisions. The results for both multiplicity estimators were
reproduced by phenomenological models, both with and without viscous hydrodynamics.
Zusammenfassung
In dieser Dissertation werden Messungen zur Produktion von D-Mesonen im zentralen Ra-
piditätsbereich des ALICE-Detektors präsentiert. Dazu wurde die Rekonstruktion von D0-
Mesonen im hadronischen Zerfallskanal D0→ K−pi+ in pp-Kollisionen bei √s = 7TeV un-
ter Verwendung einer bayesschen Teilchenidentifikationsmethode (PID-Methode) studiert.
Durch den Vergleich mit Ergebnissen der bewährten PID-Methode wurde die Gültigkeit
der Resultate des bayesschen Ansatzes zunächst verifiziert, und anschließend ein verbes-
sertes Signal-zu-Untergrund-Verhältnis sowie ähnliche oder erhöhte statistische Signifikanz
ermittelt. Weitere Messungen von D∗+→D0pi+ wurden als Funktion von Multiplizität von
geladenen Teilchen in p–Pb-Kollisionen bei √sNN = 5.02TeV durchgeführt, mit dem Ziel
den Einfluss von Multi-Parton-Wechselwirkungen (MPI) und mögliche kollektive Phänome-
ne in kleinen Kollisionssystemen bei LHC-Energien zu überprüfen. Die Ergebnisse für D∗+-
Mesonen entsprechen denen der ebenfalls von ALICE inspizierten D0- und D+-Mesonen. Die
Messungen gegen Multiplizität bei mittlerer Rapidität zeigten Übereinstimmung mit frühe-
ren Messungen in pp-Kollisionen, im Gegensatz zu einem langsameren Aufstieg des relativen
D-Meson-Ertrags als Funktion der Multiplizität bei höherer Rapidität in p–Pb-Kollisionen
gegenüber pp-Kollisionen. Phänomenologische Modelle – sowohl mit als auch ohne viskose
Hydrodynamik – beschreiben die Ergebnisse beider Rapiditätsbereiche.
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1 | Introduction
The production of charm and beauty quarks in high-energy proton and heavy-ion
collisions is among the key observables at the Large Hadron Collider. Due to their
large masses, these heavy quarks can only be produced in the initial stages of a Pb–Pb
collision, before the thermalisation time of the Quark–Gluon Plasma (QGP), and not
during thermal processes at later stages. This means that they are able to probe the
full evolution of the system. One important measurement to make in this system
is the nuclear modification factor RAA, which compares the pT-dependent yields of
particles in Pb–Pb collisions with those from a superposition of binary pp collisions.
This quantity is sensitive to the energy loss experienced by particles as they propagate
through the medium. Measurements of the RAA for various species therefore allow
possible flavour dependences to be measured, particularly the so-called ‘dead-cone
effect’ [1], which predicts a mass ordering of energy loss, leading heavier-flavour quarks
to lose less energy through interactions within the QGP than lighter quarks. Also of
interest is the collective flow of particles due to interactions between the constituents
of the QGP, which may be characterised through hydrodynamic calculations within
a locally thermalised medium. As they are present throughout the lifetime of the
system, heavy quarks are expected to undergo more interactions within the medium,
and therefore to be more sensitive to in-medium flow than lighter quarks. This is
studied through the anisotropic flow, most commonly characterised by the elliptic
flow parameter v2, which allows the extent of collective motion in the expansion of
the QGP to be studied. Measurements of both the nuclear modification and flow of
heavy quarks in Pb–Pb collisions thus allow the transport coefficients of the QGP to
be examined in greater detail.
In the light-flavour sector, measurements of baryon-to-meson production ratios
have shown an enhancement of protons with respect to pions, and more significantly
the strange Λ baryons with respect to K0S mesons, at intermediate momenta in central
Au–Au and Pb–Pb collisions compared to pp collisions [2, 3], potentially due to the
effects of quark coalescence on hadronisation [4]. Measurements of the charmed Λ+c
baryon in Pb–Pb collisions would allow these measurements to be extended into the
heavy-flavour sector, thus determining whether similar processes affect the hadroni-
sation of heavier quarks in the medium. However, due to its short decay length and
1
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limitations in the tracking resolution of current particle detectors, the Λ+c baryon
remains elusive in heavy-ion collisions at the LHC. Charmed D mesons at ultra-low
momenta are similarly challenging to measure due to large levels of combinatorial
background, thus limiting the momentum range at which nuclear effects on charm
production can be precisely studied.
Neither challenge can be adequately overcome with improved topological selec-
tions alone, thus necessitating the development and implementation of a new particle
identification approach using Bayes’ Theorem [5] in order to improve the precision of
these measurements. However, before any such method can be used more widely in
the ALICE framework, it must be carefully established that the detector response is
properly modelled and corrected for in Monte Carlo simulations, and thus that the
use of this method does not lead to significant biases in the final results of an analysis
with respect to previously used methods. In the course of this work, this validation
was performed for a full analysis of the reconstruction of D0 → K−pi+ decays (and
charge conjugates) in proton–proton collisions at
√
s = 7TeV in ALICE using this
novel Bayesian PID approach to combine the signals from multiple detectors [6]. The
performance, in terms of the signal-to-background ratio, statistical significance, and
reconstruction efficiency, was tested for a variety of different implementations of the
Bayesian PID approach, and the systematic uncertainties of this approach as com-
pared to previously established methods were evaluated. In addition, the ability of the
PID framework to properly correct for altered descriptions of the expected detector
response through different choices of Bayesian priors was tested.
Measurements of charm production in proton–proton and proton–nucleus colli-
sions are also undertaken in ALICE to better understand and disentangle effects
arising within the QGP from those occurring either due to increased numbers of
independent binary collisions or the presence of nuclear matter in the initial state.
However, recent measurements of high-multiplicity events in these small systems have
led to a sea change in the study of ultrarelativistic hadronic collisions. Due to a much
smaller collision region with respect to Pb–Pb collisions, the pp and p–Pb collision
systems were originally thought to be too small and short-lived to sustain a ther-
malised medium. However, high-multiplicity proton–lead collisions have been shown
to exhibit collective behaviour, as evidenced by a ‘double-ridge’ structure in the study
of angular two-particle correlations [7–9], similar to that observed in central Pb–Pb
collisions. This raises the possibility of studying even small collision systems in terms
of relativistic hydrodynamics.
Due to only being produced in initial hard scatterings, increased heavy-quark
yields per event are expected to correspond to significant upward fluctuations of the
number of parton–parton scatterings in a collision, known as Multi-Parton Interac-
tions (MPI) [10]. These effects have been observed in the simultaneous production of
multiple pairs of heavy quarks in proton–antiproton and proton–proton collisions at
2
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Tevatron and the LHC [11–15]. As the overall charged-particle multiplicity is domi-
nated by light-flavour particles, which may be produced in soft processes at late times
in the evolution of the system, it is particularly interesting to study their relation to
heavy-flavour production at high multiplicities in order to examine the extent of multi-
parton interactions on high-multiplicity events. Charm and beauty production were
studied in ALICE as a function of the charged-particle multiplicity in proton–proton
collisions at
√
s = 7TeV, where a faster scaling was seen for D- and B-meson pro-
duction as compared to the overall charged-particle multiplicity, and the results were
seen to be consistent with predictions that included relativistic hydrodynamics [16].
In order to compare the effects of multi-parton interactions with those due to the
presence of a nucleus in the initial state, similar measurements of D-meson yields
as a function of charged-particle multiplicity were also made in p–Pb collisions at√
sNN = 5.02TeV [17]. This was performed in this work for the reconstruction of
D∗+ mesons in the channel D∗+ → D0pi+ (and charge conjugates) as a function of
multiplicity. The charged-particle multiplicity was estimated in two regions: at mid-
rapidity (the same region as the D mesons) and at large backward rapidity (the
Pb-going direction), in order to judge nuclear effects on the multiplicity in intervals
both correlated with and separate from the region in which the D-meson yields are
studied. The multiplicity estimation and correction procedure was implemented and
carefully tested in order to properly estimate the charged-particle yield from the
detector signals, and to remove systematic effects on the multiplicity occurring due to
the detector response and acceptance. Finally, the relative D∗+-meson yields obtained
in this work are compared with those of D0 and D+ mesons measured by ALICE [17],
as well as with the equivalent results from proton–proton collisions at
√
s= 7TeV [16]
and with model calculations under the EPOS framework, both with and without the
inclusion of viscous hydrodynamics in the final state [18,19].
This thesis is structured as follows. Section 2 gives an overview of the theoretical
and experimental context behind Quantum Chromodynamics (QCD) and measure-
ments of heavy-flavour particles in proton–proton, lead–lead and proton–lead colli-
sions, as well as motivating the study of high-multiplicity events in small systems.
Section 3 then outlines the experimental apparatus of the ALICE detector, including
the subdetectors that are relevant to the analyses presented in this work. The track-
ing and PID methodology of ALICE is also described. Section 4 deals with the data
analysis techniques that are used for the presented work, including the selection of
D-meson candidates from the geometrical properties of their decays, and the signal
extraction and correction procedure.
Section 5 introduces the principles behind the Bayesian PID approach, and its
application to the study of D0→ K−pi+, in order to appraise its validity for use in
other measurements such as Λ+c → pK−pi+. This is done by means of comparison
with measurements using previously published PID methods. The performance of the
3
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method in terms of the signal quality and statistical significance are also discussed, as
well as the effect of the choice of Bayesian priors on the results of the analysis. The
work presented in this section was also published by the ALICE Collaboration in [6].
Section 6 discusses the multiplicity-dependent measurement of D∗+ mesons in
p–Pb collisions. The signal extraction procedure and relevant systematic uncertain-
ties for D∗+ mesons in this analysis are explained in further detail, as are the methods
used to estimate and correct the charged-particle multiplicity in both of the studied
rapidity regions. Results are presented for D∗+ mesons, and compared with equiva-
lent results for the other D-meson species measured by ALICE (D0 and D+). They
are then compared with previous measurements taken by ALICE in pp collisions at√
s = 7TeV [16], and with the results given by phenomenological models. The work
presented in this section was also published by the ALICE Collaboration in [17].
4
2 | Theoretical and experimental
background
This section outlines some of the relevant theoretical and experimental background
behind the measurements presented in this work, and attempts to bring the results
into the context of existing measurements of charm production in hadronic collisions.
Section 2.1 outlines the strong nuclear force, which mediates the interactions between
quarks and gluons, and the theory behind the phase transition to a deconfined state in
ultrarelativistic heavy-ion collisions, in terms of Quantum Chromodynamics (QCD).
Common variables in heavy-ion collisions are defined in Section 2.2. Section 2.3
introduces the concept of heavy flavours, and brings their relevance in high-energy
collisions into focus. Sections 2.4 and 2.5 then concentrate on existing measurements
of heavy-flavour physics in Pb–Pb and p–Pb collisions at the LHC. Finally, Section 2.6
deals with the significance of high-multiplicity events in small systems, and their
relation to multi-parton interactions (MPI) and possible collective effects.
2.1 Quantum Chromodynamics (QCD)
The four fundamental forces that govern the interactions between particles are the
electromagnetic force, the weak nuclear force, the strong nuclear force, and gravita-
tion. The exchange particles of these four forces, the quantities they couple to, and
their effective ranges are outlined in Tab. 2.1. The first three of these are described
by the Standard Model (SM) of particle physics.
The strong nuclear force is described by the theory of Quantum Chromodynamics
(QCD), and acts on colour-charged particles, i.e. quarks and gluons. The quarks
are spin-12 fermions that have three possible colour charges: r, g or b (r¯, g¯ or b¯ in
the case of antiquarks). Quarks constitute hadronic matter, in bound states known
as baryons (|qqq〉, |q¯q¯q¯〉) and mesons (|qq¯〉). Recent experimental evidence has also
pointed to the existence of more exotic forms of hadronic matter, namely tetraquarks
(|qqq¯q¯〉) [21] and pentaquarks (|qq¯qqq〉) [22]. Gluons are spin-1 gauge bosons that
mediate the strong force between quarks within a hadron. Unlike the photon. which
is charge-neutral, gluons possess a non-zero value of the quantum number they couple
to (colour), and so are able to undergo self-coupling processes. They exist in eight
5
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Electromagnetic Weak Strong Gravitation
Exchange particle γ W±, Z0 g graviton (hypothetical)
Couples to charge weak isospin colour mass
Relative strength 1 10−11 100 10−24
Range ∞ 0.01fm 1fm ∞
Table 2.1: The fundamental forces of nature. Each force is listed with its exchange
particle, coupling strength relative to the EM interaction, and effective range. Values
from [20].
possible linearly independent colour–anticolour configurations due to the SU(3) nature
of QCD. When bound into hadrons, quarks and gluons are collectively known as
‘partons’.
Flavour Charge (e) Bare mass
(
MeV/c2
)
Constituent mass
(
MeV/c2
)
up +2/3 2.3+0.7−0.5 220–360
down −1/3 4.8+0.5−0.3 220–360
strange −1/3 95±5 419–540
charm +2/3 1275±25 1550–1710
beauty −1/3 4180±30 ∼4000
top +2/3 173210±510±710 –
Table 2.2: The six quark flavours with their electrical charges with respect to the
elemental charge e, bare masses and constituent masses. Bare masses from [23],
constituent masses from [24, 25]. The top quark has not been observed to hadronise,
and so its constituent mass is not listed.
The six quark flavours are listed in Tab. 2.2 along with their masses. Large differ-
ences can be seen between the bare (Higgs) masses and the confined (or constituent)
masses. This difference arises as the quark masses stem from a combination of their
coupling to the Higgs field in the electroweak regime (bare) and spontaneous sym-
metry breaking in the QCD vacuum (constituent). These two effects are compared
in Fig. 2.1, where it is further highlighted that the light-quark (u, d, s) masses are
dominated by QCD symmetry breaking, and the heavy-quark (c, b, t) masses are
almost entirely due to Higgs coupling.
Up and down quarks are abundant in the Universe, being the valence constituents
of the protons and neutrons that make up ordinary nuclear matter. It is speculated
that strange quarks may also be present in nature at the core of neutron stars [26].
The heavier quarks (charm, beauty and top) are not seen as valence quarks in ordinary
matter, but may be produced in quark–antiquark pairs through electroweak (strong)
6
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Figure 2.1: Comparative plot of quark masses in the QCD and Higgs vacua. For
the light quarks (u, d, s) a large proportion of the mass arises due to chiral symmetry
breaking in the QCD vacuum. Figure from [25].
interactions in e+e− (hadron) colliders at ultrarelativistic energies. The production
of single top quarks as a result of electroweak interactions has also been observed
in proton–antiproton and proton–proton collisions at Tevatron and the LHC [27–30].
Virtual quark–antiquark pairs may also be created within a hadron by the splitting of
a gluon with sufficiently high momentum, with a decreasing probability for increasing
quark mass; these virtual quarks are known as ‘sea quarks’. The existence of quarks
was confirmed by deep inelastic scatterings (DIS) of electrons on protons [31,32].
Quarks have never been experimentally observed as free particles, and instead are
seen bound into hadrons. This phenomenon occurs due to the properties of the QCD
potential between a quark–antiquark pair:
VQCD(r) =−
4
3
αs(r)
r
+σ · r. (2.1)
Here, VQCD is the QCD potential between the quark and antiquark, r is the distance
between them, αs is the QCD gauge coupling parameter and σ is the QCD string
tension. The first term is sometimes known as a ‘Coulomb-like’ term, whose 1/r
dependence arises from the exchange of a single, massless spin-1 boson.
Though it is often termed as a ‘coupling constant’, αs varies with the distance
between two partons. This variation is termed as a ‘running coupling’, illustrated
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QCD αs(Mz) = 0.1181 ± 0.0013
pp –> jets
e.w. precision fits (NNLO)  
0.1
0.2
0.3
αs (Q2)
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Heavy Quarkonia (NLO)
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Figure 2.2: Running of the QCD coupling strength αs as a function of the four-
momentum transfer Q2. Measurements (shown as points) are compared with a pa-
rameterisation of αs based on measurements at the scale of the Z-boson mass. The
order to which perturbation theory is used is indicated in parentheses (NLO = next-
to-leading order; NNLO = next-to-next-to-leading order; res. NNLO = NNLO with
resummed next-to-leading logarithms; N3LO = next-to-next-to-next-to-leading or-
der). Figure from [23].
in Fig. 2.2 as a function of the four-momentum transfer, Q2. Large Q2 values cor-
respond to higher collision energies and smaller separations between partons, and
vice-versa for low Q2.
The coupling strength may be determined using perturbative calculations of Quan-
tum Chromodynamics (pQCD). The running coupling strength αs can be written at
the leading-logarithm approximation in terms of the four-momentum transfer of the
gluon as follows [33]:
αs(Q2) =
12pi
(33−2nf ) ln(Q2/Λ2QCD)
, (2.2)
where nf is the number of active flavours and ΛQCD is the QCD scale parameter,
which corresponds to the energy scale below which perturbative coupling becomes
divergent. Here, ΛQCD is a free parameter, and must be determined experimentally;
it is of the order of ∼200MeV [23]. This running of the coupling strength has been
verified at a variety of energy scales using results from relativistic colliders, as shown
in Fig. 2.2 [23].
At low temperatures and large quark–antiquark separation distances, the second
term of Eq. (2.1) dominates, causing the potential to increase linearly as a function
of r. An infinite input of energy would therefore be required for quarks to escape this
8
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potential; this phenomenon is known as ‘confinement’. At extreme distances between
a pair of quarks, it becomes more energetically favourable for the colour string to
break and produce a quark–antiquark pair from the vacuum (a process known as
‘fragmentation’) than for the separation to increase any further. Conversely, as r→ 0
(i.e. large Q2), the string term is less relevant, and the coupling of the Coulomb term
weakens due to the running of αs at high Q2. Here, the force effectively vanishes,
causing the quarks to act as quasi-free particles. This effect is known as ‘asymptotic
freedom’.
The considerations above apply at lower energy densities. It is, however, possible
for this confinement to be overcome under extremes of temperature and/or pressure.
This is illustrated by the QCD phase diagram, which is shown in Fig. 2.3 as a function
of net baryonic density ρ (the total baryon number per unit volume) and tempera-
ture [34]. The white region in the lower-left corner shows ordinary hadronic matter
under confinement conditions; the point at (ρ= 1,T ≈ 0) corresponds to nuclear mat-
ter under standard conditions in the present Universe, and the red and blue arrows
indicate the regions of the phase diagram that are probed by high-energy collider
experiments.
Figure 2.3: The phase diagram for QCD matter, as a function of net baryonic
density and temperature. The arrows indicate regions of the phase diagram that are
probed by collider experiments. Figure (edited) from [34].
At high baryonic densities and low temperatures, a colour-superconducting state
is postulated to occur. Under these conditions, possibly similar to those at the core
of a neutron star, the pressure is such that the separation between hadrons is smaller
than their radius (∼1 fm), causing them to effectively overlap. At this point, each
quark can no longer be meaningfully attributed to any given hadron [35].
9
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The other possible extreme is a high temperature and low baryonic density. Hage-
dorn originally proposed, under a pion gas approximation, that there would be an
upper temperature limit for hadronic matter, T0, with a value of ∼120–160MeV [36].
The concept of this temperature limit originates from the number density of particles,
ρ, in a hadron gas. This increases exponentially as a function of mass, according to
ρ(m)∝ e
m
T0 . (2.3)
According to thermodynamic constraints, where each mass level between m and
m+ dm is populated by e−m/T particles, the total number of particles as a function
of T then becomes
N(m)∝
∫ ∞
0
ρ(m)e−
m
T dm=
∫ ∞
0
e
m
T0
−mT dm, (2.4)
which diverges for temperatures greater than T0. At this point, the introduction of
further energy into the system would produce additional particles, and not affect the
kinetic energy (and so temperature) of the system. This was said by Hagedorn to
show that this was a limiting physical temperature. It was later proposed by Cabibbo
and Parisi [35] that, far from showing a temperature limit, the singularity instead
signifies a second-order phase transition to a deconfined phase above the so-called
‘critical temperature’, Tc. As the temperature increases, large numbers of free colour
charges are produced and fill the vacuum between quarks, effectively screening the
strong interaction and reducing its range to such short scales that the strong force
is no longer effective at the size of the hadron. This leads to a screening effect of
the Coulomb term. In addition, the QCD string tension σ decreases as a function
of temperature according to σ/σ0 =
√
1− (T/Tc)2 [37]. For temperatures above Tc,
the Coulomb term is therefore modified to a short-ranged Yukawa potential, and the
string tension vanishes. This process is termed as Debye screening, analogous to the
charge screening observed for the electromagnetic interaction in an electromagnetic
plasma. The quark–antiquark potential is therefore reparameterised such that [38]
VQCD(r) =−
4
3
αs
r
e
− rrD , (2.5)
where rD is the Debye radius. At separations larger than rD, a pair of quarks can be
treated as being unbound, and the presence of free colour charges shortens this length.
Deconfinement thus occurs when rD reaches values  1 fm. This state of matter, a
large, hot system in which quarks and gluons are effectively unbound, is known as a
Quark–Gluon Plasma (QGP). It is postulated that these conditions match those of
the early Universe, a few microseconds after the start of the Big Bang.
The presence of a phase transition above the critical temperature has been con-
firmed by calculations of QCD on the lattice (a non-perturbative approach, applicable
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to low energy scales, wherein space-time is discretised into a grid with quarks at the
nodes, connected by gluon fields). Thermodynamic quantities may be computed un-
der this approach, for example the energy density ε, pressure p and entropy density
s/T 3:
ε= T
2
V
(
∂Z
∂V
)
V
, (2.6)
p= T
(
∂ lnZ
∂V
)
V
, and (2.7)
s
T 3
= ε+p
T 4
, (2.8)
where V is the volume, related to the cube of the lattice spacing a, and Z is the
partition function [39]. For an ideal gas (i.e. no interactions between constituent
particles) of fermions and bosons, ε is given by
εfermion = ndof
7pi2
240T
4, and (2.9)
εboson = ndof
pi2
30T
4, (2.10)
where ndof is the relevant number of degrees of freedom. The factor of 7/8 between the
two  values accounts for the differences between Fermi-Dirac statistics for fermions
and Bose-Einstein statistics for bosons. In a QGP system, the fermions are quarks,
whose ndof is given by nspin×ncolour×ncharge×nflavour = 2×3×2×nflavour, where the
active number of flavours varies depending on the calculation framework. For εboson,
i.e. the gluon energy density, ndof is given by nspin×ncolour = 2× 8. By contrast,
when the partons are confined into hadrons, as in a pion gas, the number of degrees
of freedom is three (due to pions having no spin and three possible isospin states: pi+,
pi0 and pi−).
In the ideal gas limit, the system is expected to obey the Stefan–Boltzmann law,
whereby the quantities ε
T
4 , 3p
T
4 and 3s4T 3 become constant as a function of temperature.
Lattice calculations of these quantities are shown in Fig. 2.4 as a function of tempera-
ture, for the ‘2+1’ quark flavour scheme (two light quark flavours of equal mass, and
one heavier flavour) [40]. The calculations are shown by shaded bands; the darker
solid curves give further predictions under the approximation of a hadronic resonance
gas (HRG). The vertical band at T = 154±9MeV corresponds to the crossover region
around the critical temperature Tc, and the horizontal line at 95pi2/60 is the Stefan–
Boltzmann limit for the energy density for an ideal gas. Although the calculated
energy density asymptotically approaches this limit, it does not reach it within the
shown temperature scale due to residual interactions between quarks and gluons in
11
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Figure 2.4: Calculations of 3p/T 4, ε/T 4 and 3s/4T 3 on the lattice as a function
of temperature, shown alongside calculations under a hadron resonance gas (HRG)
approximation. The critical temperature Tc = 154± 9MeV is shown as a vertical
shaded band, and the Stefan–Boltzmann limit for the energy density of an ideal gas
(95pi2/60) as a horizontal dashed line. Figure from [40].
the system. The central predictions under the two approximations are consistent for
T < 150MeV, but the calculations begin to diverge for temperatures above 170MeV.
The onset of the steep increase in the energy density at the marked temperature is
attributed to the number of degrees of freedom increasing from the hadronic to the
partonic level due to the phase transition to a QGP.
The evolution of a QGP produced in an ultrarelativistic heavy-ion collision is illus-
trated in Fig. 2.5. Here, the collision between the pair of beams occurs at (z= 0, t= 0),
where z is the beam axis (see Section 2.2) and t is the time. The light cone of the col-
lision, defined by lines of constant proper time (τ =
√
t2− z2), is indicated by diagonal
black lines. Some important time and temperature scales are also indicated: the ther-
malisation time τ0, the critical temperature Tc, the chemical freeze-out temperature
Tch and the kinetic freeze-out temperature Tfo.
The system thermalises quickly, reaching local thermal equilibrium at a proper
time τ0 ≈ 1fm/c after the collision. The medium has a very small shear-viscosity-to-
entropy-density ratio, and may be described according to viscous relativistic hydro-
dynamics.
As the QGP cools, it undergoes a series of sequential (or potentially simultaneous)
freeze-outs. Below Tc, the system regresses to a gas of hadrons. Once it reaches the
chemical freeze-out temperature Tch, inelastic collisions between the constituents cease
12
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Figure 2.5: Evolution of the QGP in a heavy-ion collision. The horizontal axis
z refers to the beam direction; the vertical axis t is the time. The diagonal black
lines represent the light cone of the collision. The points at which the system reaches
critical temperature (Tc), chemical freeze-out (Tch) and kinetic freeze-out (Tfo) are
also marked. Figure from [41].
and the hadronic composition becomes fixed. Finally, once the system reaches Tfo, it is
said to be in a state of kinetic freeze-out, where no further elastic interactions between
the constituent hadrons occur and the momenta of the hadrons become fixed. The
overall lifetime of the system is strongly dependent on the energy density at the start
of the collision, with an average QGP lifetime in Au–Au collisions at √sNN = 200GeV
of τRHICQGP = 6.2, and in Pb–Pb collisions at
√
sNN = 2.76TeV of τLHCQGP = 14fm/c for a
critical temperature Tc ≈ 180MeV [42].
Key observables in this system include thermal photons, to which the QGP is
transparent as they do not participate in the strong interaction, and so their spectra
can be used as a gauge of the temperature; light-flavour hadrons at low momenta,
which are mainly produced at later stages of the evolution and as such are able to
describe the temperature evolution and hydrodynamics of the QGP; and so-called
‘hard probes’ such as jets and heavy quarks, which are only produced in the initial
hard scatterings of the heavy-ion collision, and so give better insight into the early
stages of the collision system.
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2.2 Hadronic colliders
In high-energy particle and nuclear physics experiments, particles are collided at ul-
trarelativistic energies in order to produce interactions between them. This section
briefly outlines some of the common terminology used in such experiments.
In a collider experiment, a beam of charged particles is accelerated close to the
speed of light using radio-frequency electric fields for acceleration and magnetic fields
for the steering and focussing of the beams. At these velocities, relativistic effects come
into play for the kinematics of the system. The energy available for particle production
in the colliding system is defined by the centre-of-mass energy,
√
s. In a fixed-target
experiment, for example a proton beam colliding with a hydrogen target, the centre-
of-mass energy according to special relativity is
√
s =
√
2m2pc4 + 2mpc2Ebeam, where
mp is the mass of the proton and Ebeam is the total energy of the accelerated particle
in the lab frame, according to E =
√
p2c2 +m2c4. By contrast, a symmetric collision
system with head-on collisions between two beams of particles of equal energy will
have a centre-of-mass energy of 2Ebeam, meaning a much larger available energy than
in the fixed-target case.
The coordinate system of the collision is usually defined in a cylindrical fashion,
using r, φ and z as coordinates. The colliding particles travel along the z axis and
nominally meet in the central point of the detector, z = 0. The radial distance out-
wards from the z-axis is denoted by r, and φ is the azimuthal angle about the z-axis.
Particle production rates in colliders are generally studied differentially, as a func-
tion of pT and y. The pT of a particle is its transverse momentum, i.e. the component
of its momentum perpendicular to the beam axis, and y is the particle’s rapidity.
The rapidity serves as a measure of the proportion of the particle’s momentum in the
direction of the beam, and is additive under Lorentz transformations. It is calculated
as
y = 12 ln
E+pzc
E−pzc
, (2.11)
where pz is the longitudinal (z-)component of the particle’s momentum and E is its
total energy. A particle with y = 0 in the centre-of-mass system, or close to this
value, is termed as being at ‘mid-rapidity’, and large positive or negative y is defined
as ‘forward’ or ‘backward’ rapidity. In a symmetric collision system, the definition
of the positive and negative direction is arbitrary; in an asymmetric collision such as
p–Pb, it depends on the rapidity shift of the centre-of-mass system with respect to the
lab system, with particles travelling in the same direction as the centre-of-mass system
being termed as ‘forward’. An analogous quantity known as the ‘pseudorapidity’, η,
may also be defined in terms of the zenith angle θ with respect to the beam axis, in
the lab frame:
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ηlab =− ln
(
tan
(
θ
2
))
. (2.12)
The advantage of using η is that it is a purely geometrical quantity, independent of
the particle kinematics, and so it is commonly used to define the positions of detectors
within an experiment. The naming convention for small and large η follows that for
y.
In heavy-ion collisions, rather than referring to the total energy of each nucleus,
the collision energy is defined as the energy per colliding nucleon–nucleon pair, √sNN.
The maximum attainable √sNN for heavy-ion collisions is usually smaller than the
maximum
√
s for proton–proton collisions, as the ability to accelerate and steer these
heavier particles by electric and magnetic fields is affected by their smaller charge-to-
mass ratio with respect to protons. Proton–proton collisions may also be taken at a
matching
√
s in order to compare production rates in nucleus–nucleus collisions with
the assumption of a simple superposition of pp collisions.
Heavy-ion collisions may also be characterised by their centrality. The centrality
is characterised by the impact parameter b, defined as the distance of closest approach
between the centres of the two nuclei. The centrality is usually either classified into
percentiles, with 0% signifying the most central (head-on) collisions, and 100% indi-
cating the most peripheral (glancing). This may be estimated based on percentiles of
the distribution of the charged-particle multiplicity, with the highest produced mul-
tiplicities corresponding to the most central collisions. It may also be classified in
terms of Ncoll, the number of binary collisions in the system, which is estimated by a
Glauber model approximation [43,44].
2.3 Heavy-flavour particles
Heavy-flavour hadrons, i.e. those containing charm and beauty quarks, provide a
unique probe into the properties of the medium formed in heavy-ion collisions. The
top quark is also considered to belong to the heavy-flavour quarks, but it decays before
it can hadronise due to the large difference between the top and beauty masses; it
therefore is not mentioned in the following.
Heavy quarks are largely produced in hard scatterings according to the processes
outlined as Feynman diagrams in Fig. 2.6. These processes, from left to right, are
known as gluon fusion, gluon splitting, and flavour excitation. Gluon fusion is a
standard leading-order (LO) pair production process, in which a pair of gluons, one
from each of the colliding nucleons, fuse to produce a pair of quarks. In gluon splitting
(next-to-leading order, NLO), a gluon from one nucleon scatters off a gluon from the
other nucleon and then splits into a QQ¯ pair. Finally, in flavour excitation (NLO),
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an off-shell quark originating from a virtual gluon splitting process in one nucleon
undergoes a hard scattering with a gluon from the other nucleon, and is brought onto
the mass shell as a result.
Q¯
Q
Q¯
Q
Q¯
Q
Figure 2.6: Feynman diagrams of leading-order and next-to-leading-order processes
for heavy-quark (Q) production in hadronic collisions. The processes illustrated are:
(left) gluon fusion, (middle) gluon splitting and (right) flavour excitation.
Charm, being the lightest of the heavy quarks, is the most commonly produced in
ultrarelativistic hadronic collisions. Due to the strong force obeying flavour conser-
vation, charm quarks produced in gluon scatterings are always produced in cc¯ pairs,
which may either hadronise into flavour-neutral charmonia (bound |cc¯〉 states) or into
open-charmed baryons and mesons (particles with a non-zero charm quantum num-
ber, most commonly D mesons and Λ+c baryons). This hadronisation occurs shortly
after the quark is produced, through a process known as fragmentation. This process
is soft, meaning that it cannot be modelled perturbatively, and so its parameters must
be determined from experimental results. It is possible to perform this parameterisa-
tion from simple quantum mechanical first principles, for example using the Peterson
function [45]:
DHQ(z)∝
1
z[1− (1/z)− εQ/(1− z)]2
, (2.13)
where ‘H’ and ‘Q’ refer respectively to the hadron and the heavy quark; z is the ratio
of the hadron’s total energy to that of the heavy quark (z = EH/EQ), and εQ is the
fragmentation parameter, typically defined as the ratio of the light-quark mass to the
heavy-quark mass in a meson. Typical values of this parameter are ∼0.006 for beauty
quarks, or ∼0.06 for charm quarks [46]. The Peterson function is shown in Fig. 2.7
for these values.
The fragmentation function is characterised by a peak at z ≈ 1−√εQ, which
indicates the most likely value of z for a produced hadron. The kinematic explanation
for the difference between the two functions is the difference in mass between the
charm and beauty quark: as the beauty quark is much heavier than charm, the
momentum of the final hadron is far more dependent on that of the beauty quark in
a B meson than on the charm quark in a D meson. This varying level of influence
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Figure 2.7: The Peterson fragmentation functions for charm and beauty to all
hadrons, with the fragmentation parameters εc = 0.06 and εb = 0.006. Both curves
are normalised to unity. Figure from [47].
also broadens the distribution for charm quarks with respect to beauty quarks. As it
cannot be calculated perturbatively, the distribution must be tuned to experimental
parameters such as xQ, the energy of a weakly decaying hadron containing the heavy
quark Q, normalised to the beam energy. This determination was done at the Z-
resonance and gave peak values in the fragmentation for 〈xb〉 = 0.702± 0.008 and
〈xc〉 = 0.484± 0.008 [48]. The fragmentation function may also be parameterised
by other approaches, including the Kartvelishvili–Likhoded–Petrov function [49], the
Bowler function [50], and the Collins–Spiller function [51].
The fragmentation fractions (the proportions of charm quarks fragmenting to dif-
ferent hadron species) are outlined in Fig. 2.8. Approximately 1% of charm quarks
hadronise into charmonia, and ∼99% to open-charmed particles. The yields of heavy
quarkonia (bound |cc¯〉 and
∣∣∣bb¯〉 states) are of particular importance in heavy-ion col-
lisions, as the suppression of charmonium production at high temperatures has long
been considered to be a characteristic signature of the formation of a QGP [52]. While
the J/ψ meson is relatively strongly bound, and is expected to remain bound at tem-
peratures up to ∼2Tc, the excited states have weaker binding energies and so are more
likely to sequentially dissociate at much lower temperatures (∼1.1–1.2Tc) [53, 54]. In
addition, calculations under the Statistical Model approach [55, 56] have shown that
J/ψ hadronisation proceeds via statistical processes; a precise determination of the
number of cc¯ pairs produced in the collisions is required in order to make reliable
predictions in this framework. As the proportion of cc¯ pairs that hadronise into
charmonia is roughly 1%, studies of open charm production therefore serve as vital
baselines for these processes, as they provide a much larger statistical basis for precise
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measurements of the production cross section of cc¯ pairs.
Figure 2.8: Fragmentation fractions of charm quarks to mesons and baryons. The
blue region refers to D0 mesons in the final state; the red region refers to D+ mesons in
the final state. The solid segments are prompt mesons, and the transparent segments
represent the feed-down from the labelled resonant states (D∗+ and D∗0). Figure
from [57].
Open heavy-flavour production can be studied in various ways. In ALICE, this is
done either through the semileptonic decays of D and B mesons to electrons (muons)
at mid-(forward) rapidity, or through the kinematic reconstruction of the hadronic
decays of D mesons at mid-rapidity. Each system has its own advantages: analyses of
heavy-flavour electrons allow the contribution from beauty hadrons to be measured
separately from the inclusive spectrum by means of a template fit to the impact pa-
rameter distribution [58], and analyses of heavy-flavour decay muons at large rapidities
allow smaller regions in Bjorken-x to be probed [59].
The main advantage of fully reconstructing the hadronic decays is that it allows the
full kinematic information of the original particle to be reconstructed. In ALICE, this
is done for the D0, D+, D∗+ and D+s mesons, and Λ+c baryons (and their respective
charge conjugates). The analysed decay channels, as well as their mean lifetimes
and branching fractions, are listed in Tab. 2.3, and the Feynman diagrams of the
D0→K−pi+ and D∗+→D0pi+ decay processes are shown in Fig. 2.9. The D0→K−pi+
channel also exists, but is doubly Cabibbo-suppressed and so its branching fraction is
negligible with respect to D0→K−pi+.
Apart from D∗+ → D0pi+, which is a strong decay that occurs almost directly
after its production (cτ ≈ 2.4pm; τ ≈ 8× 10−21 s, calculated from its decay width
Γ = 83.4±1.8 keV [23] using τ = h¯/Γ), the remaining processes are weak decays that
occur some time after the initial fragmentation. The finite decay length of these
processes can be exploited with the use of a high-resolution tracking detector, as the
decay particles (also referred to as ‘daughters’) originate from a secondary vertex,
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Species Decay channel B cτ (µm)
D0 D0→K−pi+ 3.93±0.04% 122.9
D0→K+pi− (1.399±0.027)×10−4
D+ D+→K−pi+pi+ 9.46±0.24% 311.8
D∗+ D
∗+→D0pi+ 67.7±0.5% ∼2.4×10−6
(→K−pi+pi+) (2.66±0.03%)
D+s D+s → φpi+→K−K+pi+ 2.28±0.12% 149.9
Λ+c Λ+c → pK−pi+ 6.84+0.32−0.40% 59.9µm
Λ+c → pK0S 3.21±0.30%
Table 2.3: Open heavy-flavour decay channels measured by the ALICE Collabora-
tion, listed with their branching ratios B and mean lifetimes cτ (in µm). All respective
charge conjugates are also measured. The D∗+ decay length is computed from its de-
cay width Γ = 83.4±1.8 keV. Values from [23].
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Figure 2.9: Feynman diagrams of the D0→ K−pi+ (left) and D∗+→ D0pi+ (right)
decays.
which has some displacement from the primary interaction vertex. The tracking and
reconstruction of secondary vertices is discussed in Section 3.3, and the reconstruction
procedure for D mesons in ALICE is covered in further detail in Section 4.
While measurements of D-meson production are well established in ALICE, the
study of Λ+c baryons remains a challenge at present. In pp collisions, the Λ+c baryon
accounts for a significant proportion of charm-quark hadronisation (∼9.4%), and its
measurement in Pb–Pb collisions may shed light on additional hadronisation mecha-
nisms within the QGP. Previous measurements of light-flavour baryon-to-meson ratios
(p/pi and Λ/K0S) have been made in Au–Au and Pb–Pb collisions at RHIC and the
LHC [2,3], and have shown an enhancement above unity at intermediate pT, with val-
ues larger than those measured in pp collisions. This enhancement was also observed
to be more significant for the strange baryon-to-meson ratio than the non-strange
one. One possible explanation for this difference between pp and heavy-ion colli-
sions is the effect of quark coalescence on hadronisation within the QGP [4]. Studies
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of the production of Λ+c baryons in Pb–Pb collisions would allow these baryon-to-
meson ratio measurements to be extended into the heavy-flavour sector, in order to
determine whether such effects also play a significant role for heavy-quark hadroni-
sation. However, while the Λ+c baryon has been observed in proton–proton collisions
at
√
s = 7TeV by the LHCb Collaboration [60], it remains elusive in heavy-ion col-
lisions at the LHC due to its short decay length and the limited spatial resolutions
of tracking detectors. This greatly motivates the need for improvements in particle
identification (PID) techniques so that the effects of combinatorial background can
be reduced in channels such as Λ+c → pK−pi+, where selections on the decay geometry
alone are not sufficient. A trial measurement of Λ+c production in this channel using a
novel Bayesian PID approach was presented by ALICE in [6], and is discussed further
in Section 5.5.
The rate of production of a particle species is characterised by its cross section,
measured in barns (1b = 10−28 m2). The production cross section of D mesons can be
computed from measurements of their yields in proton–proton collisions, as follows:
dσD
dpT
∣∣∣∣∣∣|y|<0.5 =
1
2
1
∆yfid∆pT
fprompt(pT) ·NDraw(pT)
∣∣∣|y|<yfid
(Acc× ε)prompt(pT) ·B ·Lint
. (2.14)
Here, σD is the production cross section, pT is the transverse momentum of the D
meson, fprompt is the fraction of D mesons that are produced from a prompt cc¯ pair
as opposed to feed-down from the decay of a B meson, NDraw is the raw yield of D
mesons, Acc× ε is the acceptance-times-efficiency factor determined in Monte Carlo
simulations, B is the branching ratio for the measured decay channel, and Lint is the
integrated luminosity for inelastic pp collisions in the dataset under consideration. yfid
is referred to as the fiducial acceptance in rapidity, which varies polynomially from
0.5 at low pT to 0.8 for pT > 5GeV/c. The factor of ∆yfid(= 2yfid) in the denominator
corrects the cross section to |y|< 0.5 over the whole pT range; this equation thus holds
under the assumption that the rapidity distribution of dσdy is flat at mid-rapidity.
The large masses of heavy quarks (mQ ΛQCD, see Section 2.1) mean that they
can be studied under perturbative frameworks, and thus they allow direct comparisons
to be made between data and perturbative QCD (pQCD) models. One such frame-
work is the Fixed Order plus Next-to-Leading Logarithm approach (FONLL) [61,62].
This approach attempts to reduce the uncertainties of next-to-leading-order calcula-
tions at high pT by combining a matched calculation of the LO and NLO Feynman
diagrams of heavy-quark production processes (see Fig. 2.6) with a resummation of the
next-to-leading logarithms, computed with the nucleon parton distribution functions
according to the following simplified formula [63]:
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σFONLLQ (pT,m) = FO + (RS−FOM0)G(pT,m), (2.15)
where m is the heavy-quark mass, σFONLLQ is the production cross section of the heavy
quark, FO is the NLO calculation including the quark mass computed in the MNR
framework [64], FOM0 is the massless limit of this NLO calculation, and RS is the
resummed calculation at the massless limit. The factor of G(pT,m) is a suppression
term, G = p2T/(p2T + 52m2), which ensures that the massless limit is only considered
at high pT (pT > 5m).
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Figure 2.10: FONLL calculations [61,62] of the pT-differential D0-meson production
cross section at mid-rapidity, as a function of pT. Left: pT spectrum; right: cumulative
fraction of the total cross section as a function of pT. The calculations are shown as
a curve, and their uncertainties as a shaded band. The red numbers and dashed
lines mark percentiles of the cumulative distribution, integrated from pT = 0 GeV/c.
Figures from [65].
Calculations of the D0 production cross section under this approach are shown
in Fig. 2.10 as a pT spectrum and as a cumulative integral. The left-hand plot shows
that a large proportion of the cross section lies at low pT, and that the theoretical un-
certainties also grow in this region. This highlights the importance of precise measure-
ments of charm production at low pT, as if the theoretical uncertainties are large, the
systematic uncertainties on any extrapolation of the data into this region will increase
accordingly. It can be seen from the right-hand panel of Fig. 2.10 that approximately
20% of the charm production cross section sits in the range 0< pT < 1GeV/c; a fur-
ther 36% is predicted to be within 1< pT < 2GeV/c. Current ALICE measurements
of D-meson production at mid-rapidity extend to pT = 1GeV/c; the standard topo-
logical selections become less effective at momenta lower than this due to the spatial
resolution of the Inner Tracking System. Further studies are ongoing in the ALICE
Collaboration to improve the pT reach of D0 measurements down to pT = 0GeV/c
by relaxing the topological selections in order to measure the D-meson yield in this
region [65].
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Figure 2.11 shows the measured total cc¯ production cross section in pp and proton–
nucleus collisions as a function of the centre-of-mass energy
√
s. The p–A results
are scaled by the number of nucleons in the nucleus. ALICE measurements of the
open-charm production cross section in pp collisions at
√
s = 7TeV [66] and
√
s =
2.76TeV [67] for 1 < pT < 24GeV/c were extrapolated to the full phase space to
determine the total cc¯ production cross section [47,66].
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Figure 2.11: Total charm–anticharm production cross section in pp collisions as a
function of the collision energy
√
s. Results from a variety of experiments [46, 60,
66–70] are compared with MNR pQCD calculations and their uncertainty bands [64].
Figure from [67].
The results at
√
s= 7TeV were found to be consistent with measurements by the
ATLAS and LHCb collaborations at the same
√
s [60,70]. The results at
√
s= 2.76TeV
and
√
s = 7TeV [66, 67] also showed consistency with the upper band predicted by
pQCD calculations made in the MNR framework [64], which is the next-to-leading-
order precursor of FONLL used in Eq. (2.15). The MNR and FONLL frameworks
are equivalent in their calculations of the total charm cross section, with the FONLL
framework giving smaller uncertainties than MNR at higher pT due to the resum-
mations at the massless limit; at low pT, which is more relevant for the total cross
section, the two frameworks are approximately equivalent [47].
The agreement with pQCD calculations was also confirmed by comparison with
other experiments at a wide range of collision energies, also shown in Fig. 2.11.
All of the experimental measurements are found in the upper uncertainty band of
the model calculations, potentially implying that the cross section calculated under
the NLO approach is artificially suppressed. The FONLL framework was shown to
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similarly underestimate the cross section of D-meson production in pp collisions at√
s = 13TeV when compared to measurements by the LHCb Collaboration in pp
collisions at
√
s = 13TeV [71]. One possible explanation for this is that the charm
quark mass employed by the central calculations (mc = 1.5GeV/c2) is too large, which
would lead to a reduced gluon splitting cross section at the leading order. This has
been confirmed by more recent analyses of deep inelastic scattering at HERA using
a minimal-subtraction-scheme (MS) approach for the running of the charm quark
mass [72, 73], giving a charm-quark mass of ∼1.26GeV/c2 [74].
A further interesting quantity to measure for charm in pp collisions, and a par-
ticular motivation for measuring D∗+ production, is the Pv, the ratio of charged(∣∣∣cd¯〉 and |c¯d〉) D mesons that are produced in a vector state (spin = 1) to the sum
of those produced in a vector or pseudoscalar state (spin = 0). Pv is expressed as the
ratio of the D∗+ cross section to the sum of D∗+ and the cross section of D+ mesons
not originating from D∗+ decays:
Pv =
σD
∗+
tot
σD
∗+
tot +σD
+
tot −σD
∗+
tot · (1−BD∗+→D0pi+)
= σ
D∗+
tot
σD
+
tot +σD
∗+
tot ·BD∗+→D0pi+
, (2.16)
where σitot is the total production cross section for the particle i, and BD∗+→D0pi+ =
67.7± 0.5% [23] is the branching ratio for a D∗+ meson to decay with a D0 meson
in the final state. The subtraction of BD∗+→D0pi+ from unity accounts for all of the
decay channels containing a D+ meson in the final state. Naïve spin counting would
lead to a value of Pv = 3/(3 + 1) = 0.75.
Global measurements of Pv can be seen in Fig. 2.12 for a variety of collider exper-
iments at different energies [66,67,70,75–80]. All of the measurements are consistent
with one another within the experimental uncertainties. The global mean (plotted as
a yellow vertical band) was computed as a weighted average, with the inverse of the
uncertainties as weights, and found to be P avgv = 0.60±0.01. This observation differs
from the spin-counting hypothesis, which depends on the assumption of an infinitely
large heavy-quark mass in heavy-quark effective theory; this would lead to a negligible
mass difference between the regular and excited D-meson states. In reality the differ-
ence between the D∗+ and D+ meson masses is ∼7.5%. As the mass of the beauty
quark is much larger than that of charm, future measurements of B mesons may be
able to better test this theory, as the difference between the regular and resonance
B-meson states is on the order of 9‰.
In addition, the charm Pv allows tests to be made of the temperature-dependent
statistical model of hadronisation [55, 56] and combinations of the Lund fragmenta-
tion functions with Clebsch–Gordan coupling [81]. The statistical model predicts a
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Figure 2.12: Pv measurements for D∗+ and D+ mesons at a variety of collider
experiments [66, 67, 70, 75–80]. The global weighted average, P avgv = 0.60± 0.01, is
plotted as a yellow shaded band. Figure from [67].
Pv value of 0.58±0.13 for a temperature of 164 MeV, based on the calculation of the
ratio of the D∗+ yield to the D+ yield as 3 · (mD∗+/mD+)
2 · exp(−(mD∗+−mD+)/T ).
The Lund function makes its estimate based on an exponential in terms of the differ-
ence between the D∗+ and D+ masses, which serves as a correction to a spin counting
approach applied using Clebsch–Gordan coefficients to account for the coupling be-
tween the quark–antiquark pair and the final bound state. Under this framework,
the predicted Pv is 0.63. Both of these models differ strongly from the spin counting
hypothesis, and are consistent with the measured value for Pv.
2.4 Open charm production in Pb–Pb collisions at
the LHC
The heavy quarks have masses much larger than the crossover temperature of the
QGP (≈ 154MeV, see Section 2.1), meaning that they can only be produced during
initial hard scatterings in heavy-ion collisions, and not thermally produced at later
times within the QGP. In addition, as the heavy quarks obtain the majority of their
mass through their coupling to the Higgs field rather than confinement (see Tab. 2.2
and Fig. 2.1), they retain their masses under the partial restoration of chiral symmetry
that occurs in the QGP. Conversely, the lighter quarks lose the majority of their masses
under these conditions. Therefore, kinematic studies of heavy-flavour hadrons provide
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insight into the full evolution of the QGP. They can therefore be used to gauge the
process of energy loss within the medium, as they interact strongly with the rest of
the medium as they traverse it. As flavour is conserved in strong interactions and the
lifetime of the QGP is short, the number of charm quarks remains constant over the
lifetime of the QGP, and thus they experience the full evolution of the system. This
makes them vital probes of the conditions formed in high-energy Pb–Pb collisions.
The nuclear modification factor, RAA, of D mesons is used as one avenue for
studying the properties of the QGP. The RAA is defined as the ratio of the measured
yield in Pb–Pb collisions to that measured in pp collisions at the same
√
s, scaled by
the number of binary collisions:
RAA =
1
〈TAA〉
· dNAA/dpTdσpp/dpT
, (2.17)
where TAA is the nuclear overlap function, which is determined via Glauber model
calculations and is proportional to the number of binary nucleon–nucleon collisions
(Ncoll) [43,44]; NAA is the particle yield in Pb–Pb collisions; and σpp is the production
cross section in pp collisions. An RAA equal to unity implies no modification of the
spectrum; an RAA below unity implies a suppression with respect to pp collisions
due to energy loss in the medium through collisional (from elastic scatterings with
other quarks and gluons) or radiative (gluon bremsstrahlung) processes. Typically in
ALICE, the pp reference data are taken at
√
s = 7TeV and scaled to
√
s = 2.76TeV
using FONLL pQCD calculations, as the integrated luminosity of pp collisions at
√
s=
7TeV is higher than that at
√
s= 2.76TeV, leading to reduced statistical uncertainties.
This procedure was tested for multiple different models for the scaling of D-meson
cross sections at
√
s = 7TeV to existing data from the CDF collaboration at
√
s =
1.96TeV [47, 82], whereby it was found that FONLL gave the smallest systematic
uncertainties overall. Further checks were made in [67] for the rescaling of pp data
at
√
s = 7TeV to
√
s = 2.76TeV, where the rescaled results were found to be within
5–10% of the 2.76TeV data.
The D-meson RAA measured by ALICE is shown in Fig. 2.13 as a function of pT
and centrality. The left-hand panel shows the average for D0, D+ and D∗+ mesons
at 5< pT < 8GeV/c as a function of Npart, compared with ALICE results for charged
pions [83]. Here it can be seen that the degree of suppression increases with increasing
centrality (and therefore energy density) for both particle species. A possible mass
ordering is also seen, in that the central points for D mesons systematically show a
slightly lesser suppression than those for pions. This behaviour is predicted by the
so-called ‘dead cone effect’ [1], which lends mass and colour-charge dependences to
energy loss in the medium, as the available phase space for gluon radiation is limited
for heavier particles at intermediate momenta due to the conservation of angular
momentum [84–87]. Due to this effect, one expects a sequential modification of the
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energy loss, namely ∆Eb < ∆Ec < ∆Eu,d,s; however, the full extent of this effect
cannot be adequately distinguished with the current experimental uncertainties.
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Figure 2.13: D-meson RAA measured by the ALICE Collaboration in Pb–Pb col-
lisions at √sNN = 2.76TeV. Left: D mesons with 5 < pT < 8GeV/c as a function of
Npart, compared with measurements for charged pions [83, 88]; right: as a function
of pT in the 10% most central collisions, compared with STAR measurements for D0
mesons in central Au–Au collisions at √sNN = 200GeV [89,90]. Figures from [88,90].
It is also useful to compare measurements from different colliders. Due to the lower
collision energy (√sNN = 200GeV), Au–Au collisions at RHIC contain a smaller energy
density than Pb–Pb collisions at the LHC, and so the conditions of the produced
medium differ. In particular, the mean lifetime of the QGP is shorter for Au–Au
collisions at RHIC than for Pb–Pb collisions at the LHC, with measurements by the
ALICE Collaboration confirming that the radius of the medium is 10–35% larger at
the LHC than RHIC, and the mean lifetime is ∼40% larger [91]. The right-hand panel
of Fig. 2.13 shows the pT dependence of the D-meson RAA for the 10% most central
Pb–Pb collisions, this time plotted against STAR measurements of the D0-meson RAA
in Au–Au collisions at √sNN = 200GeV [89]. The inlay shows a zoomed-in view of the
low-pT region, 0 < pT < 8GeV/c. The strongest suppression of the D-meson yield is
seen at intermediate pT (5 < pT < 15GeV/c), with an increasing RAA at high pT. A
peak in the RAA can be seen at low pT (1<pT < 2GeV/c) in the STAR measurements,
and similar is implied by the ALICE points being equal for 1 < pT < 2GeV/c and
2 < pT < 3GeV/c. This peak is explained by the effects of hydrodynamic flow and
energy loss: particles at high-pT lose a significant proportion of energy in the medium,
and are therefore shifted to lower momenta; particles at very low pT gain momentum
through flow and are shifted to higher pT. The combination of these effects leads to
a relative enhancement of the spectrum at intermediate pT.
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Although the suppression is similar between the two systems at intermediate pT
(2< pT < 6GeV/c) within the uncertainties, a clear difference between the two exper-
iments is seen at 1 < pT < 2GeV/c despite large systematic uncertainties. Here, the
ALICE data are suppressed by a factor of ∼1.4, while the STAR data are enhanced
by a factor of ∼1.6. Going to ultra-low pT, the STAR data again show a suppres-
sion. Future ALICE measurements of the D-meson RAA with increased statistics and
improved tracking will be vital in order to reduce the systematic uncertainties and
extend the pT reach to 0GeV/c in order to better study these effects at higher energy
densities.
A further observable in nucleus–nucleus collisions is particle flow, which gives an
indication of collective expansion in the medium, offering further insight into QCD
interactions in the expanding fireball. As heavy quarks are produced in the earliest
stages, they participate in the entirety of the expansion, and also have a longer ex-
pected thermalisation time than lighter quarks [92]. This property can be used to
examine the extent to which heavy quarks thermalise within the QGP, giving more
information about the transport coefficients of the medium and the potential effects
of quark coalescence on heavy-quark hadronisation [93,94].
Flow arises due to a combination of pressure gradients in the medium and partonic
energy loss within the QGP. It is most commonly studied in the context of anisotropic
flow, which arises due to the spatial inhomogeneity of the collision system in non-
central collisions. This is illustrated in the left-hand panel of Fig. 2.14, where the
collision region (overlap between the two nuclei) is shown as an orange spheroid.
The impact parameter b between the two nuclei is the distance between their
centres, and the grey grid is the ‘reaction plane’, defined as the plane that contains
both the beam axis and the impact parameter. The spatial anisotropy of this system
in the initial state translates to an anisotropy in momentum for produced particles in
the final state, due to the larger pressure gradient induced in the reaction plane than
outside it. The right-hand panel shows a simulation of the expansion of the system
for an Au–Au collision at √sNN = 200GeV, with an impact parameter b = 7 fm. It
can be seen that although the system has a high level of spatial eccentricity shortly
after the collision (3.2 fm/c), this quickly quenches due to the momentum anisotropy
(within 8 fm/c).
It is possible to make a Fourier expansion of particle distributions as a function
of the azimuthal angle φ about the beam axis z, with respect to the reaction plane
ΨRP [98]:
dN
d(φ−ΨRP)
= N02pi (1 + 2v1 cos(φ−ΨRP) + 2v2 cos(2(φ−ΨRP)) + ...) , (2.18)
where N0 is a normalisation parameter and the Fourier coefficients vn are the flow
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Figure 2.14: Left: schematic diagram of a non-central heavy-ion collision, with
two nuclei travelling in the ±z directions. The blue regions represent the spectator
(i.e. non-colliding) nucleons of each nucleus, and the orange spheroid represents the
collision region. The grey grid indicates the reaction plane. Right: simulation of
elliptic flow in Au–Au collisions with an impact parameter b = 7 fm [95]. Figures
from [96,97].
parameters for each harmonic n. v1 is known as the ‘directed flow’ parameter, which
characterises isotropic flow, and v2 is referred to as the ‘elliptic flow’ parameter,
which covers the first-order anisotropy of the expansion due to the overall shape of
the collision region. Further harmonics can also be studied (v3, ‘triangular flow’, etc.);
these occur mainly due to fluctuations of nucleons in the initial state.
Each vn harmonic can be computed for a particle species by fitting the φ distri-
bution of the nth harmonic with the following:
dN
d∆φn
= N02pi (1 + 2vn cos(n∆φn)) ; ∆φn = φ−Ψn; (2.19)
where Ψn is the event plane angle for each harmonic. This is known as the event-
plane method. These functions can then be integrated in ∆φ for each n in order
to determine the particle yields in-plane and out-of-plane, and thus derive a formula
relating these quantities to vn [98]:
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Nin-plane =
N0
2pi ·2n ·
pi/2n∫
0
(1 + 2vn cos(n∆φ))d∆φ=
N0
2 +
2N0vn
pi
Nout-of-plane =
N0
2pi ·2n ·
pi/n∫
pi/2n
(1 + 2vn cos(n∆φ))d∆φ=
N0
2 +
2N0vn
pi
→ Nin-plane−Nout-of-plane
Nin-plane +Nout-of-plane
= 4vn
pi
=⇒ vn =
pi
4
Nin-plane−Nout-of-plane
Nin-plane−Nout-of-plane
. (2.20)
This method is used in ALICE to measure the elliptic flow v2 of particles including
D mesons [99]. For this measurement, ‘in-plane’ refers to particles produced within
the ranges −pi4 < φ < pi4 and 3pi4 < φ < 5pi4 with respect to the event plane, and ‘out-of-
plane’ refers to particles within pi4 < φ <
3pi
4 and
5pi
4 < φ <
7pi
4 .
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Figure 2.15: Elliptic flow v2 of D0 mesons in Pb–Pb collisions at
√
sNN = 2.76TeV,
measured by the ALICE Collaboration, in three centrality classes as a function of pT.
The results are plotted alongside similar measurements for charged particles. Figure
from [99].
Measurements of D0-meson elliptic flow are shown in Fig. 2.15 as a function of
pT in three centrality classes. The results are compared with similar measurements
for light-flavour charged particles in the same centrality classes. The results for the
two particle types are comparable within uncertainties, indicating that heavy-flavour
and light-flavour hadrons participate in the collective expansion of the medium to a
similar degree.
In order to conclusively determine the underlying processes in charm production, it
is necessary to compare these results with theoretical models. This is done in Fig. 2.16
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Figure 2.16: ALICE results for D0-, D+- and D∗+-meson (left) RAA and (right) v2 as
a function of pT, compared with theoretical calculations [100–111]. Figures from [99].
for the RAA and v2 of D mesons. Here, a variety of different models that combine
both initial- and final-state nuclear effects are shown for each measurement. It can be
seen that although many of the models are able to reproduce one of the observables
within the experimental and theoretical uncertainties, it remains a challenge for both
observables to be predicted simultaneously.
2.5 Open charm production in p–Pb collisions at
the LHC
While heavy-flavour measurements in Pb–Pb collisions, and their comparison with pp
results, allow some information to be obtained about energy loss in the medium, they
alone do not tell the full story. In order to obtain a fuller picture of the processes
occurring in the QGP, it is vital to also make measurements in proton–nucleus (p–Pb)
collisions.
Due to the smaller system size, the characteristic timescale of the system in p–Pb
collisions is much shorter than that in Pb–Pb collisions, making it more likely to
dissipate before thermalisation occurs. This means that comparisons between p–Pb
and Pb–Pb collisions allow the conditions occurring in the final state due to QGP
formation to be disentangled from those happening simply due to the presence of
a nucleus in the collision. These effects are commonly termed collectively either
as ‘nuclear’ or ‘Cold Nuclear Matter’ (CNM) effects, although in reality they are a
combination of CNM effects and so-called ‘initial-state effects’. Initial-state effects
include for example the modification of nuclear parton distribution functions with
respect to simple superpositions of proton PDFs, whereas CNM effects are typically
those occurring due to the interaction of particles interacting with remnants of the
colliding nuclei, such as final-state energy loss.
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The nuclear PDFs may be expressed as [112]
fAi (x,Q2) =RAi (x,Q2)fi(x,Q2), (2.21)
where fAi is the bound nucleon PDF for a parton species i, fi is the free nucleon
PDF, determined by deep inelastic scattering, RAi is the partonic nuclear modification
factor, and x andQ2 respectively refer to the Bjorken-x factor (the momentum fraction
carried by the parton) and the four-momentum transfer. Depending on x, the factor
RAi in heavy nuclei can show an enhancement, due to effects known as antishadowing
(0.05< x< 0.3) [113] or Fermi motion (x≈ 1) [114], or a suppression due to the EMC
effect (0.3 < x < 0.7) [115] or nuclear shadowing (x < 0.05) [116]. The production of
cc¯ pairs at LHC energies corresponds to a Bjorken-x of the order of 10−4 [117, 118],
making nuclear shadowing the dominant process in this regime. This is expected to
lead to a decreased interaction cross section for hard scattering processes, and thus
heavy-flavour production, making open heavy-flavour production in p–Pb collisions
at LHC energies an effective probe of nuclear shadowing.
Initial- and final-state radiation are also of particular interest as nuclear effects.
The distribution of partonic transverse momenta, kT, may be widened due to under-
going soft collisions in the initial stages, or partons may radiate gluons in the initial
state and thus reduce the energy of the collision system between partons. This effect
is known as kT broadening. Here, the effect of multiple scatterings between partons
is of relevance. The production mechanism of high-kT partons is determined by the
coherence length lc [119],
lc =
√
s
mNkT
, (2.22)
where mN is the mass of the nucleon. For the short coherence length limit, lc rA
(where rA is the nuclear radius), the interactions with each nucleon are considered
to occur incoherently, leading to a so-called Cronin enhancement [120, 121] due to a
large number of initial- and final-state interactions. For the other coherence length
limit, lc rA, the nucleus may be considered to have a single collective parton dis-
tribution, with which partons interact coherently, causing gluon radiation processes
to be slowed [119]. As heavy-quark production processes are largely associated with
gluon radiation, this coherence effect would lead to a suppression of their production
in this regime.
A typical observable used for proton–nucleus collisions is the nuclear modification
factor RpA:
RpA =
1
A
· dσ
pA/dpT
dσpp/dpT
, (2.23)
where A is the mass number of the heavy nucleus, and σpA and σpp are the production
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cross sections in proton–nucleus and proton–proton collisions, respectively. As an
observable it is comparable with the Pb–Pb nuclear modification factor RAA; however,
while RAA is a per-event quantity, RpA is a comparison of overall cross sections and so
is scaled by the number of nucleons in the nucleus rather than the number of binary
collisions (see Eq. (2.17)).
The Cronin effect is seen in Fig. 2.17 for calculations of the RpAu factor of pions
for p–Au collisions at (left) √sNN = 200GeV and (right) √sNN = 5.02TeV [119].
Figure 2.17: Calculations of the pion RpAu at (left)
√
sNN = 200GeV and (right)√
sNN = 5.02TeV. The different curve styles correspond to different calculation pa-
rameters, discussed in the text. Figures from [119].
In the calculations for RHIC energies (√sNN = 200GeV), the dotted line corre-
sponds to the limit of lc  rA, where antishadowing is seen, and the dotted curve
corresponds to the limit of lc rA, where shadowing is expected to dominate. The
solid curve is an interpolation between the two limits. In each case, an enhancement
of the nuclear modification factor by about 10% is predicted for 1 < pT < 3GeV/c,
with a broader enhancement seen for shorter coherence lengths. By contrast, the
LHC calculations (√sNN = 2.76TeV) are shown without (with) the inclusion of gluon
shadowing effects as a dashed (solid) curve. If gluon shadowing is neglected, a sim-
ilarly large enhancement is predicted as for RHIC in the range 1 < pT < 4GeV/c;
however, when shadowing is included, the enhancement is only of the order of 5%
and in a much narrower pT region. Additionally, a suppression of the nuclear modi-
fication factor is seen for lower pT in both regimes, as well as a small suppression at
higher pT for the case with shadowing. Measurements of the charged-particle RpPb
at ALICE have shown behaviour that appears rather similar to these predictions for
the central points; however, the ‘Cronin-like’ enhancement is only barely significant
with the current experimental uncertainties [122].
Measurements of D-meson production in p–Pb collisions at √sNN = 5.02TeV may
be undertaken in order to ascertain the extent of these nuclear effects on the pro-
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duction of open heavy-flavour particles. The measurement of the RpPb factor for
the average of D0, D+ and D∗+ mesons by ALICE [123] is shown in Fig. 2.18 as
a function of pT, and in comparison with theoretical models that include nuclear
effects [61, 112, 124–126] (left) and results from Pb–Pb collisions in ALICE, in the
0–10% and 30–50% centrality classes (right) [90].
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Figure 2.18: RpPb results for mid-rapidity D-meson production measured by the
ALICE Collaboration in p–Pb collisions at √sNN = 5.02TeV. Left: compared with
models including nuclear effects [61, 112,124–126]; right: compared with RAA results
from Pb–Pb collisions at √sNN = 2.76TeV in two centrality classes [90]. Figures
from [90,123].
TheRpPb of D mesons shows consistency with unity at high pT, and falls off slightly
for 1 < pT < 2GeV/c. The left-hand panel of Fig. 2.18 shows comparisons between
these results and models including CNM and initial-state effects [61,112,124–126]; the
results were found to be consistent with all of these models, within the uncertainties. A
small increase, attributable to the effects of a hydrodynamically expanding medium,
was predicted at pT ≈ 5GeV/c in [125] (shown as a green dotted curve). Such an
increase would be consistent with a Cronin enhancement of charmed mesons, which
would be expected at lower collision energies in this pT region and is often interpreted
as a result of multiple scatterings within the nucleus [120, 121]. However, the RpPb
results are consistent with unity within the experimental uncertainties, meaning that
the measurements are currently not sensitive to any nuclear effects in p–Pb collisions.
This was also confirmed by measurements of electrons from semileptonic heavy-flavour
hadron decays (i.e. a combination of beauty and charm), which showed consistency
with unity within the measurement uncertainties over a wide pT range [127].
From the right-hand panel of Fig. 2.18, it can be seen that D-meson production in
both central and semi-central Pb–Pb collisions is also strongly suppressed with respect
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to p–Pb collisions, especially at higher pT. Additionally, the EPS09 PDFs [112] that
are used to modify the nuclear PDFs for p–Pb collisions, and successfully reproduce
the RpPb result, predict only a small initial-state effect in Pb–Pb collisions [128],
further implying that the suppression in Pb–Pb collisions is chiefly due to final-state
energy loss in the medium rather than initial-state effects. Future measurements with
larger data samples and therefore smaller experimental uncertainties may be able to
better determine the behaviour of the spectrum at low pT and conclusively state the
presence or absence of a Cronin effect for charm production in p–Pb collisions.
2.6 High-multiplicity events in small systems
High-multiplicity events in ultrarelativistic collisions have attracted much attention
of late, particularly in small collision systems (pp and p–Pb collisions). Although the
small system size with respect to Pb–Pb collisions was thought to preclude the forma-
tion of a large and long-lived medium, events with high multiplicities have displayed
some effects akin to those seen in Pb–Pb collisions.
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Figure 2.19: Plots of angular two-particle correlations in p–Pb collisions at √sNN =
5.02TeV at (left) low and (right) high multiplicity, measured by the CMS Collabora-
tion. Figure from [7].
One of the first examples of this in p–Pb collisions at the LHC was the observation
of a ‘double ridge’ structure in measurements of two-particle correlations in high-
multiplicity p–Pb collisions by the CMS Collaboration [7], shown in Fig. 2.19. These
correlations plot the differences in azimuthal angle (∆φ) and pseudorapidity (∆η,
related to the zenith angle θ by η = − ln(tan(θ/2)), see Section 2.2) between pairs
of particles produced by the collision, and serve as an indicator of the extent of
collectivity between the produced particles. In nucleus–nucleus collisions, a pair of
broad peaks (or ‘ridges’) in ∆η, in opposing regions of ∆φ, implies a significant
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collective effect on particle motion in the system, and is seen as being indicative of
hydrodynamic flow in the QGP; its observation in proton–lead collisions has led to
the idea that even small systems can show collectivity if the particle density is high
enough. This measurement was later confirmed by the ALICE [8] and ATLAS [9]
collaborations, which both saw similar double-ridge structures in high-multiplicity
p–Pb collisions. In addition, sequential suppression of ψ′ mesons with respect to J/ψ
has been observed in small-impact-parameter d–Au [129] and p–Pb collisions [130].
These effects have raised the question of whether something resembling a QGP is in
fact seen in small systems at high particle multiplicities.
High-multiplicity events are the consequence of multiple effects. In pp collisions,
they occur due to a combination of a smaller impact parameter between the two
protons (the separation between their centres), and upward fluctuations of the gluon
PDFs, both of which lead to a larger number of potential gluon–gluon scatterings in
each collision. These increased numbers of scattering events are termed as ‘multi-
parton interactions’, or MPI [10]. MPI contributions have also been observed in
the multiple production of cc¯ and bb¯ pairs in proton–antiproton and proton–proton
collisions at both Tevatron and the LHC [11–15].
In p–Pb collisions, high-multiplicity events also have a contribution from MPI, but
this is accompanied by the larger number of binary nucleon–nucleon collisions that
may occur in this system (〈Ncoll〉 = 6.9, determined through the ratio between the
proton–nucleon and p–Pb interaction cross sections [131]). Multiplicity-dependent
measurements in pp and p–Pb collisions therefore probe the interplay between these
two effects.
Heavy-flavour production as a function of multiplicity
Heavy-flavour production rates as a function of charged-particle multiplicity in pp
and p–Pb collisions are of particular interest. The generation of the overall charged-
particle multiplicity is largely dominated by light particles that are produced in soft
production processes, whereas heavy quarks are only produced due to initial hard
scatterings. Therefore, comparisons between the yields of light- and heavy-flavour
particles probe the correlations between the two production mechanisms.
Studies of open heavy-flavour yields as a function of charged-particle multiplicity
were made in pp collisions by the ALICE Collaboration, through measurements of D
mesons and non-prompt J/ψ mesons (i.e. those from the decays of B mesons) [16].
In ALICE, the charged-particle multiplicity is estimated in two regions, both at mid-
rapidity through the number of track segments counted by the inner tracker of the
detector, and at forward and backward rapidity by counting the signal from charged
particles in the V0 hodoscopes in these regions (see Section 6.1 for further information
about multiplicity determination). The mid-rapidity multiplicity estimator includes
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charged particles from the same hard scattering that produced the D meson, as well
as the D meson’s own decay products, potentially introducing autocorrelations into
the measurement. The measurement of multiplicity at large rapidities was therefore
also undertaken in order to judge the extent of this bias (if any), as the estimator is
decoupled from the rapidity region in which D mesons are studied.
The multiplicity dependence of heavy-flavour production was studied through the
use of relative yields, defined as the ratio of the per-event yield in each multiplic-
ity class to the multiplicity-integrated yield per event (see Section 6). This quantity
is shown for both particle types for 2 < pT < 4GeV/c as a function of mid-rapidity
charged-particle multiplicity in the left-hand panel of Fig. 2.20. Here, the charged-
particle multiplicity is given as the pseudorapidity density of charged particles within
the measured rapidity region (dNch/dη) relative to the overall mean (〈dNch/dη〉).
Here, 〈dNch/dη〉|η|<1.0 = 6.01± 0.01 (stat.)
+0.20
−0.12 (syst.) [132]. The right-hand panel
shows the relative D0-meson yield as a function of forward and backward multiplic-
ity, −3.7 < η < −1.7 and 2.8 < η < 5.1, where the detector signal NV0 was simply
normalised to the average in the data sample rather than being converted to an Nch
value.
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Figure 2.20: D-meson and non-prompt J/ψ production as a function of charged-
particle multiplicity in pp collisions at
√
s= 7TeV. Left: Average of D0, D+ and D∗+
mesons compared with non-prompt J/ψ as a function of multiplicity at mid-rapidity.
Right: D0 mesons at mid-rapidity in two pT intervals, as a function of multiplicity at
forward and backward multiplicity. Figures from [16].
For both multiplicity estimators, an upward curve was found for the relative D-
meson yield as a function of multiplicity, implying a faster scaling of hard scatterings
than soft processes at high multiplicities. The trend was roughly similar in both
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rapidity regions, implying that there is no directional dependence of charged-particle
production overall, and that any autocorrelations in the mid-rapidity region are small.
In addition, no significant pT dependence was seen in the results. The relative non-
prompt J/ψ yield (i.e. the relative beauty yield) was found to scale similarly to the
relative D-meson yield, implying that the scaling of hard processes is independent of
the flavour of the produced heavy quarks.
In order to understand the underlying processes, it is important to compare these
results with model calculations. One relevant model is the PYTHIA 8 event gener-
ator [133]. Hadronic collisions in this model begin with an initial two-to-two hard
process, predominantly the scattering of a charm sea quark off another quark (for
example c + u→ c + u) or gluon fusion (see Fig. 2.6). In this model the sea-quark
scattering is more significant, contributing 9% of the total D-meson production as
compared to 2% for gluon fusion [16]. This initial scattering is followed by consec-
utive hard interactions in the colliding protons (MPI). Gluons may also split into a
charm–anticharm pair (as in Fig. 2.6), and the sources of these gluons can either be
the preceding hard processes, or initial- and final-state radiation (ISR/FSR). When
the model calculations are integrated over all multiplicity, initial- and final-state ra-
diation contributes about 62% of the overall D-meson production cross section, MPI
contributes ∼21%, and the initial hard scattering corresponds to ∼11% overall [16].
The PYTHIA calculations of the relative D-meson yield are illustrated in Fig. 2.21.
The top-left and top-right panels show the contributions from each process for charm
and beauty quarks, respectively. In the top-left plot, it can be seen that MPI and
initial/final-state radiation both lead to an increasing gradient in the relative D-meson
yield at high multiplicity. By contrast, the contribution from the first hard scattering
saturates at relatively low multiplicity. This is explained by the fact that increased
amounts of ISR/FSR and MPI are able to contribute both to the production of charm
quarks and to the total multiplicity at all multiplicities, while the initial scattering is
only significant for charm production at low multiplicities. The steeper onset seen for
MPI in beauty production (top-right panel) corresponds to the larger beauty mass,
which allows for a higher level of event activity for MPI and ISR/FSR processes.
The lower panels show the corresponding predictions for charm quarks, for (left) all
contributions in PYTHIA and (right) only the initial hard scattering process. The
predictions are given in five pT intervals. A pT ordering is seen for the sum of all
processes, whereby the relative yield increases more steeply at higher pT than at lower
pT. When only the initial hard scattering is considered, the D-meson yield peaks at
low multiplicity before decreasing at higher multiplicity for low pT values, and shows
a linear increase followed by a saturation for higher pT (8 < pT < 12GeV/c). The
contributions of MPI to the total charged-particle multiplicity were also studied in
the framework, finding that at low multiplicities MPI only played a small role, whilst
events with multiplicities of five times the average were found to have over sixteen
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Figure 2.21: Relative D- and B-meson yields as a function of the relative charged-
particle multiplicity at mid-rapidity in pp collisions at
√
s = 7TeV, calculated under
the PYTHIA 8 framework [133]. The top panels show the contributions from the
initial hard process, multi-parton interactions, gluon splitting and initial- and final-
state radiation. The lower panels show the relative D-meson yield for five pT intervals:
on the left, for the sum of all processes, on the right, for only the first hard scattering.
The dashed grey identity line is shown to guide the eye. Figure from [16].
parton–parton interactions [16].
Figure 2.22 shows comparisons between the D-meson results for the mid-rapidity
multiplicity estimator with model calculations. Included among these are the EPOS
3 event generator [18, 19], percolation model calculations [134, 135], and calculations
with PYTHIA 8.157 [133], with the full set of effects discussed above. The results are
shown in four pT intervals from 1 to 12GeV/c.
EPOS 3 employs a ‘parton-based Gribov–Regge’ model [18], in which individ-
ual parton–parton scatterings are represented by parton ladders, or Pomerons. Each
ladder is characterised by a hard pQCD process, with the inclusion of initial- and
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Figure 2.22: D-meson production as a function of charged-particle multiplicity in
pp collisions at
√
s= 7TeV in four pT intervals. The results for the average of D0, D+
and D∗+ mesons are compared with theoretical calculations [18, 19, 133–135]. Figure
from [16].
final-state radiation. String fragmentation processes are used to account for hadroni-
sation, and non-linear effects are considered according to a saturation scale Qs, which
depends on the number of participants and the energy of the Pomeron. Under these
considerations, the number of multi-parton interactions is directly proportional to
both the number of hard scatterings and the total multiplicity. A consistent approach
is applied in this model for pp, p–Pb and Pb–Pb collisions. In addition, viscous hy-
drodynamics may be applied to the core of the collision to account for the evolution
of the system [19].
The percolation model [134, 135] is based on colour sources of finite size being
exchanged between the colliding nucleons and interacting with one another. The ef-
fective number of these colour sources is reduced by coherence between them. At
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high energy densities, the total yield of charged particles from soft processes is ex-
pected to be reduced, as the effective size of each source scales with the inverse of its
mass, leading to a saturation of lighter particles. Due to their smaller effective size,
heavier quarks are less affected by this. The percolation calculations shown here are
integrated over all pT.
The results shown in Fig. 2.22 show large differences between the predictions
of the different models. For all of them, the relative D-meson yield at high pT
(8< pT < 12GeV/c) shows a faster-than-linear increase; for pT < 8GeV/c the increase
is roughly linear for PYTHIA and EPOS without hydrodynamics, which would imply
equal scaling for soft and hard production processes. By contrast, the pT-integrated
percolation model calculations are roughly consistent with the EPOS calculations with
hydrodynamics, both of which show a greater-than-linear increase of the relative D-
meson production rate with respect to multiplicity for all pT. While all of the models
underestimate the relative D-meson yields at high multiplicity for 2< pT < 12GeV/c,
the percolation and hydrodynamic models describe the data better than PYTHIA or
pure EPOS, potentially indicating that flow effects, and therefore collectivity, are rel-
evant for charged particles at high multiplicities in this system. Similar measurements
in p–Pb collisions allow these effects to be quantified in a slightly larger system, as
well as judging whether the presence of a nucleus in the initial state has an effect on
the possible collectivity, see Section 6.
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Experiment at the LHC
Measurements of ultrarelativistic hadronic collisions require sophisticated experimen-
tal apparatus, not only to create a high-energy collision in the first place, but also
to reconstruct and analyse the particles that are produced. For the work presented
in this thesis, this took the form of the ALICE detector system [136], which is one
of the major four experiments of the CERN Large Hadron Collider. This section
gives an overview of the ALICE detector systems employed for measurements of open
heavy-flavour production in this work. Section 3.1 introduces the Large Hadron Col-
lider (LHC). Section 3.2 describes the ALICE detector, and the relevant subdetectors
that were used for the measurements presented in this thesis. Sections 3.3 and 3.4
then outline some of the general reconstruction techniques used in ALICE, namely
the tracking procedure and the methods used for particle identification (PID).
3.1 The Large Hadron Collider (LHC)
The Large Hadron Collider (LHC) [137] is to date the world’s largest particle accel-
erator. It is based at CERN (Conseil Européen pour la Recherche Nucléaire), which
straddles the border between France and Switzerland. The accelerator itself occupies
the former tunnel of the Large Electron–Positron Collider (LEP), and is a ring of
27 km in circumference, approximately 100m underground.
The LHC (shown with the rest of the CERN accelerator complex in Fig. 3.1) is
host to a variety of particle and nuclear physics experiments, the four largest being
ATLAS, CMS, LHCb and ALICE. ATLAS (A Toroidal LHC Apparatus) [138] and
CMS (Compact Muon Solenoid) [139] are two general-purpose detectors, with one
of their central aims being the search for and characterisation of the Higgs boson,
discovered in 2012 [140,141], as well as signs of new physics. LHCb (LHC Beauty) [142]
is a series of forward detectors used for the study of b-physics. ALICE (A Large
Ion Collider Experiment) [136] is the dedicated heavy-ion experiment of the LHC,
whose aim is to study the nature of the Quark–Gluon Plasma (QGP) formed in
ultrarelativistic nucleus–nucleus collisions.
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Figure 3.1: Schematic of the CERN accelerator complex. The locations of the four
main LHC experiments (ALICE, ATLAS, CMS and LHCb) are shown around the
LHC ring. Image (edited) from [143].
Protons are accelerated by a linear accelerator (LINAC 2) before being passed
into the Proton Synchrotron Booster, and sequentially accelerated via the Proton
Synchrotron (PS) and Super Proton Synchrotron (SPS) before being injected into the
LHC at energies of 450GeV. Lead nuclei follow a similar series, but are accelerated
via the LINAC 3 and Low-Energy Ion Ring (LEIR) before being passed into the
PS. Their injection energy at the LHC is 177GeV per nucleon. Once injected, the
beams are further accelerated around the LHC ring before being brought to collision
in the centre of each detector. During Run 1 of the LHC (2009–2013) the maximum
possible collision energy was
√
s= 8TeV for pp collisions, √sNN = 5.02TeV for p–Pb
collisions and √sNN = 2.76TeV for Pb–Pb collisions; during the first Long Shutdown
(2013–2015) improvements were made to the accelerator system to allow energies of√
s = 13TeV to be reached for pp collisions, √sNN = 5.02TeV for Pb–Pb collisions,
and√sNN = 8TeV for p–Pb collisions. The LHC machine is described in further detail
in [137].
3.2 A Large Ion Collider Experiment (ALICE)
The main function of ALICE [136, 144] is to study the Quark–Gluon Plasma (QGP)
that is expected to be formed in the high temperatures and energy densities present
in central Pb–Pb collisions at LHC energies (see Section 2.1). Its main strengths lie in
the tracking and identification of particles at mid-rapidity in high-multiplicity nuclear
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collisions.
A schematic of the ALICE detector system is shown in Fig. 3.2. ALICE consists
of the Central Barrel at mid-rapidity, and the Muon Arm at forward rapidity. The
central-barrel detectors sit inside the L3 magnet, which is a large solenoid providing
a magnetic field of 0.5T along the beam axis.
Figure 3.2: The ALICE Central Barrel and Forward Muon Arm, with detector
subsystems labelled. The inlay at the top-right shows a zoomed-in view of the beam
line (orange) and the Inner Tracking System. Figure from [144].
The following subsections present the detectors in the ALICE Central Barrel that
are relevant for the analyses in this work. A list of the detectors and their acceptances
is given in Tab. 3.1.
The Inner Tracking System (ITS)
The Inner Tracking System, or ITS [145], is the closest detector to the interaction
point. It is formed of six layers of silicon detectors, two each of Silicon Pixel Detectors
(SPD), Silicon Drift Detectors (SDD) and Silicon Strip Detectors (SSD), at radii
between 3.9 and 43 cm from the beam line. Each layer has full azimuthal coverage,
and pseudorapidity coverage ranging between |η|< 0.9 for the SDD layers and |η|< 2.0
for the innermost SPD layer.
The SPD accounts for the innermost two layers of the ITS, with a spatial resolution
of 12µm in z and 100µm in rφ. The third and fourth layers of the ITS comprise the
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Detector Acceptance Position (cm) Technology Main purpose
SPD |η|< 2.0 r = 3.9 Si pixel tracking, vertex
|η|< 1.4 r = 7.6 Si pixel tracking, vertex
SDD |η|< 0.9 r = 15.0 Si drift tracking, PID
|η|< 0.9 r = 23.9 Si drift tracking, PID
SSD |η|< 1.0 r = 38 Si strip tracking, PID
|η|< 1.0 r = 43 Si strip tracking, PID
TPC |η|< 0.9 85< r < 247 Ne/Ar drift+MWPC tracking, PID
TOF |η|< 0.9 370< r < 399 MRPC PID
V0 2.8< η < 5.1 z = 329 scintillator charged particles
−3.7< η <−1.7 z =−88 scintillator charged particles
T0 4.6< η < 4.9 z = 370 quartz time, vertex
−3.3< η <−3.0 z =−70 quartz time, vertex
Table 3.1: List of detectors used in the analyses presented in this work, and their
respective radial positions and polar acceptances in pseudorapidity. All of the listed
detectors have full azimuthal coverage. Values from [144].
SDD, which has a resolution of 25µm×35µm in (z× rφ). The final two layers form
the SSD, whose spatial resolution is (830×20)µm2 (z× rφ).
The primary function of the ITS is to precisely determine the location of the in-
teraction point (primary vertex) and the point at which particles decay (secondary
vertex), in order that the decay topology in each event can be better estimated. The
primary vertex is defined as the point in space with the greatest level of convergence
of ‘tracklets’ reconstructed by the SPD. Tracklets in this context are defined as the
lines joining pairs of hits in the two layers of the detector. These can also be used to
estimate the multiplicity of an event, under the assumption that the total number of
primary charged particles (Nch) is proportional to the number of tracklets counted by
the detector for a collision. Typically this is performed at mid-rapidity, |η| < 1.0, to
remove possible edge effects on the estimation. The multiplicity determination and
correction for multiplicity-dependent analyses is discussed in further detail in Sec-
tion 6.1.
A visual representation of track reconstruction in the ITS is shown in Fig. 3.3,
which shows a cross section of the event display for the first pp collision recorded
by ALICE at
√
s = 900GeV in 2009 [146]. The hits in each layer of the ITS are
shown as dots, with red lines drawn to represent the reconstructed tracks. The track-
ing algorithm that is used to determine tracks in the detector is further discussed
in Section 3.3.
As well as contributing clusters to the charged-particle tracking algorithm, the
SDD and SSD provide analogue outputs that allow them to give PID information via
specific energy loss (dE/dx) measurements in the silicon of the detectors. In order
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Figure 3.3: Cross-sectional view of the ITS in the event display for the first proton–
proton collision reconstructed by ALICE at
√
s= 900GeV in 2009. The dark blue dots
indicate hits in the layers of the ITS, and the red lines indicate reconstructed tracks.
The SPD, SDD and SSD are shown shaded in pink, green and blue, respectively.
Image from [147], also published in [146].
for PID measurements to be made, the detector response must be parameterised
according to each detector species. The method used to parameterise the energy loss
distribution was first proposed by the ALEPH Collaboration [148], using a modified
form of the Bethe–Bloch formula [149,150],
f(βγ) = P1
βP4
(
P2−βP4− ln
(
P3 +
1
(βγ)P5
))
, (3.1)
where β and γ are the relativistic velocity and Lorentz factor, and Pi are fit parame-
ters [144].
The energy loss of charged particles in material is a statistical process, and so
the energy loss signal in a detector is described by a distribution about the Bethe–
Bloch expectation. This may be described by a Landau distribution [151], which is
characterised by a sharp onset in the probability density for energy deposits lower than
the mean, and a shallower decline for energy deposits above the mean (the ‘Landau
tail’). In order to reduce the effects of this upper tail and more simply approximate
this distribution with a Gaussian function, a truncated mean is typically taken of the
signals, whereby larger energy deposits out of a selection of hits for a given particle
are discarded. In the ITS, the outer four detector layers are considered, with a mean
taken between the lowest two dE/dx signals if four hits are measured, or a weighted
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average of the lowest two if three are measured (with weight 1 for the lowest, and 0.5
for the second-lowest) [144]. Taken in aggregate over the entire data sample, this leads
to an approximately Gaussian response about the expectation for each species. The
PID performance of the ITS is shown in Fig. 3.4, which plots the measured dE/dx as
a function of momentum. A separation of the measured signals can be seen between
kaons and pions up to ∼1GeV/c, and between protons and pions up to ∼2GeV/c.
)c (GeV/p
0.07 0.1 0.2 0.3 0.4 1 2 3 4 5
m
)
µ
 
 
(ke
V/
30
0
x
/d
E
IT
S 
d
0
100
200
300
400
500
600
700
TeV 2.76 = NNsPb-Pb 
pi
e
K
p
ALI−PUB−72353
Figure 3.4: Distribution of energy loss in the ITS as a function of the particle
momentum for electrons, pions, kaons and protons. The momentum and dE/dx were
both measured using only the ITS. Figure from [144].
The Time Projection Chamber (TPC)
Surrounding the ITS in the central barrel is a large gas Time Projection Chamber
(TPC) [152]. The TPC serves as the main tracker in the central barrel of ALICE. It
covers the full azimuth at mid-rapidity (|η|< 0.9), and lies at a radial distance between
85–247 cm from the beam axis, with a length of 5m along the beam direction. The
ALICE TPC is the largest detector of its kind to date, with a total drift volume
of 88m3. It was filled with a Ne–CO2-based gas mixture in Run 1, with a ratio of
roughly 90% Ne to 10% CO2.
The TPC employs a cylindrical field cage that is used to maintain a constant
electrostatic field within the detector. The field is aligned to the direction of the
beam axis. Atoms of the noble gas in the detector are ionised by interactions with
the passing charged particles, and the electrons that are freed then drift to the end
plates of the detector due to the applied electric field. The end plates contain a series
of readout pads consisting of Multi-Wire Proportional Chambers (MWPCs), which
collect and amplify (with a gain factor of 7,000–8,000 [152]) the electrons released
from ionised gas atoms in the detector.
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ALI-PUB-72522
Figure 3.5: TPC dE/dx signal as a function of rigidity for electrons, pions, kaons,
antiprotons and light antinuclei in Pb–Pb collisions at √sNN = 2.76TeV. The black
curves represent the Bethe-Bloch parameterisation for each particle species. The in-
laid panel shows the mass hypothesis distributions measured by TOF for light antin-
uclei (3He and 4He). Figure from [144].
In addition to its tracking capabilities, the TPC provides PID information in the
form of measurements of momentum, charge, and specific energy loss (dE/dx) of
particles passing through the gas. As with the ITS, a truncated mean is used for
the dE/dx measurement in the TPC dE/dx in order to reduce the Landau tail of
the energy loss distribution [151]. The truncated mean in the TPC discards the 5%
smallest and 25% largest signals for a given track, leaving a near-Gaussian response
with a resolution of ∼5.2% in pp collisions or ∼6.5% in the 0–5% most-central Pb–Pb
collisions [144]. The energy loss distribution in the TPC can be seen in Fig. 3.5
for electrons, pions, kaons, protons and light nuclei in Pb–Pb collisions at √sNN =
2.76TeV. The detector allows charged-particle ratios to be measured reliably up to
high momenta, with a good level of separation in the relativistic rise region up to
transverse momenta of pT = 20GeV/c when measured on a statistical basis [144].
The Time of Flight Detector (TOF)
The Time of Flight detector (TOF) [153] is essential for hadron identification at inter-
mediate momenta, offering clear separation between pions and kaons with momenta
up to 2.5GeV/c, and pions and protons up to 4GeV/c. It covers the full azimuth, with
a pseudorapidity coverage |η|< 0.9, at a radial distance of 370–399 cm from the beam
line. It is formed of an array of Multi-gap Resistive Plate Chambers (MRPCs). As a
charged particle passes through these chambers, it induces an avalanche of electrons
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between the layers of the detector, the timing of which is read out by the detector
with high precision.
TOF is complemented at forward and backward rapidity by the T0 detector [154],
a pair of arrays of Cherenkov counters, which is used for determining the start-time
of a collision. The T0C and T0A detectors respectively sit at −3.28< η <−2.97 and
4.61< η < 4.92, on either side of the IP, and each contains 12 counters consisting of a
quartz radiator and a photomultiplier tube. The difference between the reconstructed
times of the hits in the TOF and T0 detectors serves as a measurement of the flight
times of charged particles between the collision point and TOF.
Once the intrinsic detector resolution, contributions from calibration and elec-
tronics, start-time uncertainty, and the tracking and momentum resolution have
been taken into account, the overall TOF time resolution for charged particles is
∼80 ps [144].
The relationship between the particle momentum and its velocity allows an esti-
mation of the mass to be made. The velocity β is inversely proportional to tTOF, and
is related to the rest mass m0 by
m0 =
p
γβc
, (3.2)
where p is the particle momentum, γ is the Lorentz factor, and c is the speed of light.
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Figure 3.6: Overview of β measurements for particles reaching the TOF detector,
with expectations drawn for electrons, pions, kaons, protons and deuterons. Left:
Pb–Pb collisions at √sNN = 2.76TeV. Right: p–Pb collisions at √sNN = 5.02TeV.
Figures from [144].
The performance of the TOF detector is shown in Fig. 3.6 for Pb–Pb and p–Pb
collisions. In each panel, the measured β of each particle is plotted against its mo-
mentum p (as measured in the TPC), and compared with parameterisations of the
expected signals for various particle species. A direct comparison of the two collision
systems for particles with 0.95< p < 1.05GeV/c is also given in Fig. 3.7. The signals
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for Pb–Pb collisions sit on top of a high level of background, which is strongly reduced
in p–Pb collisions. This implies that the background occurs due to the mismatching
of tracks between the TPC and TOF in high-multiplicity events, rather than the res-
olution of the detector itself. The fraction of mismatched events between the TPC
and TOF increases with the occupancy of the TOF, with the most central Pb–Pb
collisions (∼104 TOF hits) giving a pad occupancy of 6.7% and a mismatch fraction
of 6.5% [144]. This mismatch fraction is accounted for in the tuning of Monte Carlo
simulations to the detector response when efficiency corrections are made, see Sec-
tion 5.3.
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Figure 3.7: Comparison of β values measured by TOF for minimum-bias p–Pb and
Pb–Pb collisions, for 0.95 < p < 1.05GeV/c. The Pb–Pb curve is normalised to the
peak at β = 0.99 (the expectation for pions in this momentum interval) for p–Pb
collisions. A larger background (due to mismatches from high-multiplicity events) is
seen for Pb–Pb collisions than for p–Pb collisions. Figure from [144].
The V0 Detector
The V0 detector consists of the V0A and V0C hodoscopes on either side of the inter-
action point. In the standard ALICE coordinate system, V0A covers 2.8 < η < 5.1,
329 cm away from the IP, and V0C covers −3.1 < η < −1.7, 88 cm from the IP and
in front of the hadronic absorber of the muon arm. In p–Pb collisions, the signs of
the quoted pseudorapidity intervals are swapped when the Pb nucleus is travelling
towards V0A. Each of the two detectors consists of a circular array of 32 scintillators.
A common minimum-bias trigger requirement in ALICE is that coincident hits are
recorded in both of these detectors.
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The amplitude measured by V0 corresponds to the charged-particle multiplic-
ity produced in a collision, the determination and correction of which is outlined
in Section 6.1. In heavy-ion collisions this estimate may also be used as a basis for
centrality determination, as illustrated in Fig. 3.8 for the amplitude measured by the
V0A counter in p–Pb collisions at √sNN = 5.02TeV [131]. In this case, the multi-
plicity in the Pb-going direction is measured. The centrality is based on percentiles
in this distribution, where the highest multiplicities are assigned as the most cen-
tral events (0%), and the lowest multiplicities as the most peripheral (100%). These
percentiles are marked in the figure by vertical lines. The distribution is also over-
laid with a fit under the NBD-Glauber approximation, which is based on a Glauber
Monte Carlo calculation for the number of participant nucleons [155–157] combined
with a negative binomial distribution (NBD) of the particle multiplicity in individual
nucleon–nucleon collisions. The NBD approximation is justified by its successful de-
scription of the charged-particle multiplicity in minimum-bias pp and pp¯ collisions in
broad regions of rapidity [146, 158]. Similar methodology is also used in ALICE for
the estimation of the collision centrality in Pb–Pb collisions [159].
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Figure 3.8: Distribution of the sum of amplitudes in the V0A hodoscopes in p–Pb
collisions at √sNN = 5.02TeV. The boundaries between centrality classes are indi-
cated by vertical lines. An NBD-Glauber fit [146, 155–158] to the distribution is
shown as a red line. The inlay shows a zoomed-in view of the 0–50 amplitude region,
corresponding to the 40% most peripheral events. Figure from [131].
3.3 Charged-particle tracking in ALICE
The tracking algorithm for the ALICE central barrel [160, 161] relies heavily on the
TPC and ITS described in the previous sections. First, the preliminary location of
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the interaction vertex must be determined. This measurement uses the SPD (the
innermost two layers of the ITS), and defines the primary vertex as the point of
convergence of the largest number of SPD tracklets (pairs of hits spanning the two
SPD layers, which are extrapolated to the centre of the detector). This assumes that
the majority of tracklets stem from primary particles. Tracks that do not converge
on this point are then sequentially re-analysed in order to find secondary vertices, as
discussed later in this section.
The actual track reconstruction follows a three-stage process (inward–outward–
inward). The TPC provides the starting point for the algorithm. Each particle
produces hits at up to 159 space points in the detector (one for each pad-row). These
are reconstructed from two-dimensional clusters according to pad-row–time planes.
Tracks are then found and fitted to these space points using the Kalman filter algo-
rithm, which allows track recognition and reconstruction to be performed simultane-
ously. The track is seeded using two separate constraints, either with the interaction
vertex and two of the TPC clusters at large radius, or with a triplet of clusters ex-
cluding the vertex. The seeds are extrapolated towards the inner radius of the TPC
in steps, whereby the closest cluster to the track is chosen at each step, according to a
cut on the proximity. Tracks are rejected if they have fewer than 20 total clusters, or
if over half of the expected clusters for a track are not present. These tracks are then
used as the seeds for tracking in the ITS, which continues the cluster finding process
until the primary vertex is reached.
The second iteration follows the same process outwards from the primary vertex
through the ITS and TPC, again using the Kalman filter, after which it is extended
to the TOF and Transition Radiation Detector (TRD, r = 290cm), for which it is
assigned a flight time and an attempted match to a TRD tracklet, respectively. Clus-
ters are assigned for both detectors. While these outer detectors are not used for the
determination of a particle’s kinematics as of Run 1 [144], they provide information
for particle identification purposes and improve the momentum resolution at high pT
due to offering a longer lever arm for tracking.
Finally, the third iteration proceeds inwards from the outer edge of the TPC.
Here, the energy loss signals in the TPC and outer layers of the ITS are used to
re-fit the track parameters, namely its position, direction and curvature. The algo-
rithm makes cuts on the distance of closest approach between the tracks and the
primary vertex, in order to remove contributions from secondary tracks (those origi-
nating from interactions with detector material and particle decays). After this step,
the fully reconstructed tracks are extrapolated to the nominal beam line in order
to make a second, more precise determination of the primary vertex. The vertex
resolution achieved by this procedure is dependent on the track multiplicity, with
resolutions of 97µm achieved for low-multiplicity events (dNch/dη = 5) and 32µm for
higher-multiplicity events (dNch/dη = 25) [144]. The momentum resolution for tracks
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reconstructed by this algorithm is shown in Fig. 3.9, where it is represented by the
inverse-pT resolution [144]:
σpT
pT
= pT ·σ1/pT . (3.3)
This quantity is shown in Fig. 3.9 as a function of 1/pT. This is given for TPC stan-
dalone tracks and tracks from combined TPC–ITS tracking, both with and without
the vertex constraint applied at the start of the seeding. It can be seen that the ver-
tex constraint leads to a greatly improved pT resolution for TPC-standalone tracking,
while the TPC–ITS tracking algorithm performs just as well without the constraint
as with it.
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Figure 3.9: Inverse pT resolution (see Eq. (3.3)) for primary track reconstruction in
ALICE. Figure from [144].
Particles with short lifetimes with respect to the scale of the detector, such as D
mesons (see Section 4.2), cannot be directly reconstructed by this procedure as they
decay long before they would reach any active detector material. These must therefore
be reconstructed from the secondary vertices at which they decay. A schematic of two
such decays, K0S→ pi−pi+ and Ξ−→ Λ0pi−→ ppi−pi−, is shown in Fig. 3.10. Here,
the two primary particles decay at some point between the first and second layers
of the ITS, but do not induce a hit in the SPD as they are neutral. However, their
charged decay daughters may be reconstructed in the outer layers as follows. Tracks
reconstructed from the Kalman fits described above that lie outside a maximal re-
quirement of distance of closest approach from the primary vertex when extrapolated
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Figure 3.10: Schematic of secondary track reconstruction for K0S and Ξ− decays.
Reconstructed tracks, extrapolated to candidate secondary vertices, are shown as solid
lines, and extrapolations towards the primary vertex as dashed lines. The light blue
quarter-circles represent layers of the ITS (not to scale), and the red point is the
reconstructed primary vertex. Figure from [144].
to the beam line (1mm for Pb–Pb collisions, or 0.5mm for pp collisions [144]) are
matched in pairs of opposite charges, known as neutral vertex candidates (or V0 can-
didates). The point of closest approach (PCA) between the tracks is computed for
each such pair, and is subjected to a series of quality cuts. The PCA must lie closer to
the primary vertex than the innermost detector hit of either track, the DCA between
the two tracks must be smaller than 1.5 cm, and cosθ (where θ is the angle between
the total momentum vector of the two tracks and the flight line between the candi-
date and the primary vertex) must be greater than 0.9. Ξ− decays, as shown in the
schematic, are reconstructed by pairing V0 candidates with reconstructed invariant
masses close to that of Λ with further secondary tracks, with additional constraints
on the Ξ− decay length and the PCA between the Λ and the secondary decay track.
Further selection cuts may be made on the decay topologies of other particles in the
oﬄine data analysis in order to reconstruct them. This is of particular importance
for short-lived particles such as D mesons, whose reconstruction procedure is covered
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in Section 4.2.
3.4 PID in ALICE
ALICE uses a wide variety of detectors and techniques to identify particles in the
Central Barrel, as outlined in Section 3.2. The primary technique used is the specific
energy deposit, dE/dx, of charged particles as they pass through active detector
material. In the SDD and SSD, this is the silicon of the detector; in the TPC and
TRD, the detector gas. In each case, the measured dE/dx can be compared with the
momentum, and used to derive the expected particle species based on the Bethe-Bloch
formula [162]:
−
〈
dE
dx
〉
= 4pi
mec
2 ·
nz2
β2
·
(
e2
4pi0
)2
·
[
ln
(
2mec2β2
I · (1−β2)
)
−β2
]
, (3.4)
where e is the elementary charge, me is the electron rest mass, n is the number density
of electrons in the target material, z is the charge of the particle, and I is the average
ionisation potential of the target atom. An example of the PID signal for the TPC is
shown in Fig. 3.5, where a clear separation can be seen between pions and kaons for
p < 0.5GeV/c, and between protons and pions for p < 1GeV/c.
Another important estimate of the particle species can be obtained based on com-
paring the momentum of a charged particle with its βγ, computed according to its
flight time from the interaction point to the TOF detector. The flight time tTOF is
defined for each charged-particle track as the difference between the collision time
measured by T0 and the reconstructed time of the TOF hit. From this, the mass of
the particle can be determined according to Eq. (3.2). A plot illustrating the separa-
tion power of the TOF detector is shown in Fig. 3.11. Here, the measured signals for
particles with 1.5< pT < 1.6GeV/c produced in Pb–Pb collisions at
√
sNN = 2.76TeV
are shown alongside model fits for pions, kaons and protons. The tTOF measurements
are shown as the difference from the expectation for kaons in this momentum range,
divided by the expected resolution for kaons.
The overall separation power of the TPC, TOF, High-Momentum PID detector
(HMPID) and ITS for pions, kaons and protons is shown in Fig. 3.12 as a function
of pT. The TPC is the most effective detector for distinguishing between pions and
kaons at low pT (< 1 GeV/c) and at higher pT (> 3GeV/c), with the TOF detector
performing the best at intermediate pT (0.5< pT < 3GeV/c). For kaons and protons,
dE/dx measurements again prove to be the most effective for pT < 1.5GeV/c, with
TOF providing excellent separation for 0.5 < pT < 5GeV/c. In each case, certain pT
ranges are best served by a single detector, whereas others may benefit from the PID
information from a variety of different methods.
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in Pb–Pb collisions at √sNN = 2.76TeV, compared with the expectation for kaons, in
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are fitted with Gaussian functions. Figure from [144].
While each individual detector is able to provide reliable PID information on its
own, PID is at its most powerful when the signals from multiple detectors can be
combined directly. An example of this is shown in Fig. 3.13 as a comparison of
the TPC and TOF responses and their respective expectations for pions, kaons and
protons for 2.5 < pT < 3.0 GeV/c. A clear separation in dE/dx can be seen between
pions and kaons, and in tTOF between kaons and protons. The tTOF bands for kaons
and pions are merged, as are the dE/dx bands for protons and kaons. In each case,
however, the point-to-point separation between the expected signals for each pair of
species is larger if the signals are combined than if each detector (axis) is considered
alone.
The simplest approach to performing PID in a given detector is through a selection
on its raw signal, S, e.g. tTOF or dE/dx. Most commonly, this is done using some
discriminating variable ξ,
ξ = f(S,R), (3.5)
where R is the expected detector response for a specific particle species. R is usually
dependent on the properties of each particle track, for example the charge (Z), the
momentum (p), or the track length (L). While the response function can be Gaussian
for certain detectors, it more commonly represents a more complex parameterisation
that takes various subtle detector effects into account.
Assuming a Gaussian response, e.g. the dE/dx response of the TPC after the
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Figure 3.12: Hadron PID separation power in the central barrel of ALICE as a
function of pT. Left (right): separation between pions and kaons (kaons and protons).
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subtraction of the Landau tail through the use of the truncated mean, R can be
described for the species hypothesis Hi by the expected mean signal Sˆ(Hi) and the
expected detector resolution σ. In ALICE, Hi typically refers to electrons, muons,
pions, kaons or protons, but can also include light nuclei such as deuterons, tritons,
3He nuclei and 4He nuclei. In most analyses ξ is represented by the nσ variable
(‘number of sigmas’), which is unitless and describes the distance of a signal from the
expectation in units of the resolution. For a species i and a detector α, nσ may be
expressed as
n
σ
i
α
= Sα− Sˆ(Hi)α
σiα
. (3.6)
Here, the resolution is denoted as σiα due to it being dependent on both the detector
and the species measured. For simplicity, this is taken as read in the rest of this
thesis, and so is referred to simply as σ. It is possible to make simple selections based
on the nσ variable; typically this will involve a cut of |nσ|< 2 or |nσ|< 3, in which all
particles lying within the given region around the expectation are accepted as being
compatible with that hypothesis. In regions where the detector responses are well
separated for different species, this leads to a clear identity being assigned to each
track; in other cases, a particle may be selected as being compatible with multiple
mass hypotheses. For cases where the response is perfectly Gaussian, it is possible to
combine the nσ values as a quadratic sum to account for multiple detectors. However,
if the parameterisations are more complex, a more sophisticated approach is needed,
such as the Bayesian approach outlined in Section 5.
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4 | Data analysis
The methods used to measure open charm production in this thesis depend on kine-
matically reconstructing the hadronic decays of D mesons. This is performed at
mid-rapidity (|η| < 0.8) using the ALICE detector, corresponding to |y| < 0.5 in pp
collisions and −0.96 < ycms < 0.04 in p–Pb collisions. While ALICE also performs
measurements of open heavy-flavour hadrons in semileptonic decay channels, both to
electrons at mid-rapidity (e.g. [127]) and to muons at forward rapidity (e.g. [59]), the
hadronic reconstructions carry the advantage that they allow the full kinematics of
the initial state to be constructed (the semileptonic decays involve a neutrino, which
is undetectable).
This section deals with the analysis strategies that are used for the reconstruction
of D mesons in the ALICE central barrel. Section 4.1 outlines the datasets that were
used for the analyses in this work. Section 4.2 covers the topological selections that
are used to reconstruct a D0 or D∗+-meson candidate from its decay tracks. Section 4.3
briefly discusses the PID selections that are used to identify the daughter tracks from
the decays. Finally, Section 4.4 summarises the signal extraction procedures that are
used to obtain D-meson yields from the invariant mass spectra.
4.1 Datasets
The analyses presented in this work make use of data collected by the ALICE detector
during the pp and p–Pb campaigns during Run 1 of the LHC (2009–2013).
The pp data used in Section 5 were from the 2010 pp running periods. Two
proton beams were collided, each with a beam energy Ebeam = 3.5TeV, leading to
a collision energy in the centre-of-mass system of 7TeV. The dataset corresponds to
∼3×108 events and an integrated luminosity of 5nb−1. The data were collected with
a minimum-bias trigger, requiring coincident hits in both of the V0 detectors, and a
primary vertex within |zvtx|< 10cm around the centre point of the detector coordinate
system. The triggering efficiency is ∼87% for inelastic pp collisions overall, and 100%
for events containing a D meson [66].
The p–Pb data used in Section 6 were collected in 2013, again using a minimum-
bias trigger requiring coincident hits in both the V0A and V0C detectors and a pri-
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mary vertex within |zvtx| < 10cm. The dataset corresponds to ∼1× 108 events, and
an integrated luminosity of 48.6±1.6µb−1. The triggering efficiency in this dataset is
96.4% for p–Pb events overall, and 100% for events containing a D meson [17]. Due to
the asymmetry of the system and differing charge-to-mass ratio between the proton
and neutron, the beam energy was different for the two species, Epbeam = 4TeV and
EPbbeam = 1.58TeV per nucleon, leading to a collision energy in the centre-of-momentum
system per binary nucleon pair of √sNN = 5.02TeV. The asymmetry in the beam en-
ergies leads to a shift in the rapidity of the system with respect to the laboratory
frame, ∆y = 0.465, in the proton-going direction. As mentioned in Section 2.2, this
shift causes a change to the definition of the coordinate system of the collision: parti-
cles moving in the direction of the proton are termed as having positive, or ‘forward’,
rapidity, and particles in the Pb-going direction are termed as having negative, or
‘backward’, rapidity.
ALICE performs proton–lead collisions in two configurations, termed as ‘p–Pb’
and ‘Pb–p’. The p–Pb system has the Pb nucleus travelling anticlockwise around the
LHC ring, in the direction of the V0A with respect to the centre of ALICE (positive
z-direction), and Pb–p has the Pb nucleus travelling clockwise, towards the V0C
detector and muon arm. The minimum-bias p–Pb dataset only involved collisions in
the p–Pb configuration, and so the V0A detector is termed as being at ‘backward’
rapidity in the following. This data sample was recorded over two data-taking periods,
referred to later in this thesis as ‘LHC13b’ and ‘LHC13c’.
4.2 Topological selections
After the initial hadronisation, D0 mesons have a non-zero lifetime before weakly de-
caying. The mean lifetime of a D0 meson is cτ = 122.9µm, and the ‘golden channel’ in
which they are measured in ALICE is D0→K−pi+ (and respective charge conjugates,
branching fraction B= 3.93±0.04%) [23]. The kinematics of the decay can be used in
order to reconstruct candidates, and the tracking and vertexing information provided
by the TPC and ITS are crucial for this.
A schematic diagram of the decay of a D0 meson can be seen in Fig. 4.1. The
D0 meson is produced through hadronisation at the primary vertex, and then flies
some distance before decaying at the secondary vertex. The blue and red arrows
respectively represent the trajectories of the pion and kaon that are produced by the
decay. Their trajectories cross at the secondary vertex, and are extrapolated beyond
this in order to determine their impact parameters d0 (the smallest distance between
the secondary particle tracks and the primary vertex), which are indicated by the
pale green arrows. The dashed line represents the flight line of the D0 meson between
the primary and secondary vertices, and its expected trajectory in the absence of a
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Figure 4.1: Schematic diagram of the kinematics of a D0→ K−pi+ decay. Figure
from [163].
decay. The distance between the two vertices is referred to as the decay length. The
solid black arrow shows the total momentum of the reconstructed kaon–pion pair,
and the angle between this momentum and the D-meson flight line is referred to as
the ‘pointing angle’ θpoint.
These kinematic properties can be exploited in order to strongly reduce the level
of combinatorial background that would be seen when simply reconstructing all kaon-
pion pairs. Typically, selections are made on the following geometrical properties:
– DCA, the distance of closest approach between the two daughter tracks around
the secondary vertex;
– the decay length (distance between the primary and secondary vertices);
– Lxy, the projection of the decay length onto the transverse plane, normalised
by its resolution;
– cos(θpoint), the cosine of the pointing angle;
– cos(θ∗), the cosine of the angle between the kaon flight line in the D0 rest frame
and the boost direction; and
–
∣∣∣dK0 ∣∣∣, |dpi0 |, and dK0 ×dpi0 , the impact parameters of the two daughter tracks mea-
sured in the plane transverse to the beam direction, and their product.
The x–y plane is used for the decay length measurement as the azimuthal resolu-
tion in the ITS is finer than the longitudinal resolution. Further kinematic constraints
are also applied to the D-meson candidate itself, namely:
– ∆MD0 , the difference between the reconstructed invariant mass of the D
0 meson
and the world average (1864.84±0.05MeV/c2 [23]); and
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– pKT and ppiT, the transverse momenta of the secondary particle tracks.
For the D∗+ meson, the channel that is measured is the strong decay D∗+→D0pi+
(and charge conjugates, B = 67.7± 0.5% [23]). The lifetime of this resonance is ex-
tremely short (cτ ≈ 2.4pm, from τ = h¯/Γ with the decay width Γ = 83.4±1.8 keV [23]),
meaning that the decay essentially occurs at the production vertex. In addition, the
phase space of this decay is limited due to the small mass difference between the
D∗+ meson and the D0pi+ final state (see Section 4.4), limiting the momentum of the
charged pion. The decay is therefore studied by pairing a reconstructed D0 candidate
with a soft (i.e. low-momentum) pion at the primary vertex. The usual selections
apply for the D0 candidate as above, and further selections are made on:
– ∆MD∗+ = MKpipi −MD0 , the difference in invariant mass between the recon-
structed triplet and the D0 meson candidate;
– ppisT , the transverse momentum of the soft pion; and
– θpis , the angle between the soft pion’s momentum and the decay plane of the D
0
meson (defined by the momentum vectors of the D0 decay daughters).
The secondary vertices were reconstructed with tracks in a pseudorapidity range
|η| < 0.8, each with transverse momenta pT > 0.5GeV/c. In addition, they were
required to have at least 70 (out of a maximum possible 159) hits in the TPC, and at
least one hit (out of two) in the SPD. The soft pion candidate from the D∗+-meson
decay was more loosely selected, with the requirement of pT > 0.1GeV/c and at least
three (out of a possible six) hits in the ITS. No PID selection criteria were applied to
this pion.
The topological and kinematic selections are chosen based on information from
Monte Carlo simulations, with the aim of maximising the signal and minimising the
background. This is done using a charm-enriched Monte Carlo sample to simulate the
signal, and a minimum-bias sample for the estimate of the background. Efficiencies are
also determined for the selection cuts from Monte Carlo simulations, see Section 4.4.
As the kinematics of the decay tracks change with the momentum of the particle, the
selections are varied as a function of pT. The specific cut values that were used for
the analyses in this thesis were chosen to match those already used in the analyses
published in [66, 123], and are given in the analysis-specific sections (Tab. 5.4 for
D0 mesons in pp collisions at
√
s = 7TeV, and Tab. 6.3 for D∗+ mesons in p–Pb
collisions at √sNN = 5.02TeV). The systematic uncertainties assigned to variations
in the selection cuts, based on the reliability of their description in the Monte Carlo
simulations for efficiency determination, are ∼10% for D0 mesons in pp collisions [66],
and ∼8% for D∗+ mesons in p–Pb collisions [123].
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4.3 D-meson PID
In addition to the kinematic selections mentioned above, the standard analysis of D
mesons in ALICE relies heavily on information from the TPC and TOF detectors for
the identification of the decay daughters, as outlined in Sections 3.2 and 3.4.
Typically, compatibility cuts are applied to the signal of either the TPC or TOF
detector. As it has greater separation power for a larger range of momenta, the TOF
is primarily used where available; however, if a track has no valid TOF hit, the signal
in the TPC can be used alone. The standard analysis of D mesons makes use of nσ
compatibility selections (see Eq. (3.6)) for the PID, i.e. particles are accepted as being
compatible with the pion or kaon hypothesis if they lie within a certain multiple of σ
from the expectation for each detector.
For the analysis of D0 mesons in pp collisions presented in Section 5 using nσ PID
(consistent with the analysis in [66]), pions and kaons were selected based on a 3σ
compatibility cut around the mean for both detectors individually. Where information
from the TOF detector was available, this was used; otherwise, the TPC dE/dx was
used. For the analysis of D∗+→ D0pi+ in p–Pb collisions (see Section 6), PID was
used only for reconstructed D∗+ candidates with pT < 8GeV/c. No PID requirements
were applied to the soft pion, only the topological selections referred to in Section 4.2.
A 2σ compatibility selection was made on both the kaon and pion decay tracks from
the D0 meson in the TPC, and a 3σ selection in the TOF signal if available.
The PID selection efficiency in both cases is roughly 97%. The systematic un-
certainty on the nσ PID method used for D0 mesons measured in pp collisions at√
s = 7TeV and for D∗+ mesons in p–Pb collisions at √sNN = 5.02TeV, calculated
by comparing the efficiency-corrected yield obtained with nσ PID with that obtained
without PID is of the order of 5% [66,123].
4.4 Signal extraction and correction
D-meson candidates that pass the selection cuts are used to fill invariant mass dis-
tributions for each analysed pT interval. In multiplicity-dependent analyses, they are
generated per combination of pT and multiplicity class, as well as for the multiplicity-
integrated case. For D0 mesons, the invariant mass of the reconstructed kaon–pion
pair (MKpi) is computed and used for this; for D∗+, the quantity ∆M =MKpipi−MD0
is used. The motivation for this is that the difference between the D∗+ and D0 masses
is small (145.4257± 0.0017MeV/c2), and is only slightly larger than the pion mass
(139.5702±0.0004MeV/c2), thus limiting the phase space of the produced D0 and pi+
decay daughters and meaning that the majority of their kinetic energy comes from
the D∗+ meson’s own kinetic energy, rather than from the mass difference between
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the initial and final state. This restricts the kinematic phase space of the decay, thus
giving a greatly improved mass resolution for this difference as compared to simply
measuring the invariant mass of the reconstructed triplet. The D0-meson spectrum
also contains a contribution from the decay D0→ K−pi+, which manifests as an in-
correct assignment of the D-meson invariant mass; however, as this decay is doubly
Cabibbo-suppressed, its contribution to the yield is negligible [66].
D-meson signals are then extracted from the histograms by fitting them with
pre-defined functions. For both D0 and D∗+ mesons, the signal peak is fitted with
a Gaussian function. The signal also sits on top of some amount of combinatorial
background, which must be subtracted to obtain a final yield. For the D0 meson, this
is modelled by an exponential function; for D∗+, this is an exponential multiplied by
a power-law function, given by
B(∆M) = a
√
∆M −Mpi · eb(∆M−Mpi), (4.1)
where ∆M is the mass difference between the reconstructed triplet and the D0 can-
didate, and a and b are free fit parameters. The background is first determined by
considering only points within side-bands of the invariant mass distributions, i.e. re-
gions > 4σ away from the signal peak, where σ is the signal width. This approximation
is then narrowed by recomputing this fit over the full invariant mass distribution to
give the final background estimate. This function is integrated in a 3σ region around
the mass peak to give the background that is subtracted from the yield. As part of the
systematic uncertainty determination, the choice of background may also be varied
(for D0, a linear, power-law or polynomial function; for D∗+, a power-law function).
Example invariant mass histograms for D0 mesons with 2 < pT < 3GeV/c in pp
collisions at
√
s= 7TeV, and for D∗+ mesons with 4< pT < 8GeV/c in p–Pb collisions
at √sNN = 5.02TeV, are shown in Fig. 4.2 along with their fits. The yields are
extracted directly from the integral to the total fit, with the integral of the background
fit subtracted. The alternative method of bin counting is used to determine the
systematic uncertainties: here, the total of signal and background are taken from the
contents of the bins of the invariant mass histogram within some distance around the
mean, and the background is subtracted based on the fit function within the signal
region. The yield extraction uncertainty for D0 mesons in pp collisions at
√
s= 7TeV
was found to be ∼20% at low pT and ∼10% at high pT [66]. For the minimum-bias
analysis of D∗+ mesons in p–Pb collisions presented in [123], the yield extraction
uncertainty was found to be between ∼2% at intermediate pT and ∼10% at low pT;
the determination and size of the yield extraction uncertainties on the multiplicity-
dependent analysis of D∗+ mesons presented in this work is discussed in more detail
in Section 6.2.
In order to give a physical quantity such as a cross section, the raw yields ex-
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Figure 4.3: Reconstruction and selection efficiencies for (left) D0 mesons in pp
collisions at
√
s= 7TeV and (right) D∗+ mesons in p–Pb collisions at√sNN = 5.02TeV,
as a function of pT.
tracted by this procedure must be corrected for their reconstruction and selection ef-
ficiencies, ε. These are determined in charm-enriched Monte Carlo simulations based
on the PYTHIA 6.4.21 event generator [164] using the Perugia-0 tune [165], with
the GEANT3 package [166] used to simulate the detector response, geometry and
material budget. Further minimum-bias simulations also allow for the determination
of acceptance factors α based on the geometrical acceptance of the detectors. The
reconstruction and selection efficiencies for prompt D0 mesons in pp collisions and
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D∗+ mesons in p–Pb collisions used in this thesis are shown in Fig. 4.3.
The efficiencies vary as a function of pT and multiplicity, although the differences
as a function of multiplicity are small as the detector response is not significantly
multiplicity-dependent in p–Pb collisions, and the selection cuts are only varied with
pT. For both D0 mesons in pp collisions and D∗+ mesons in p–Pb collisions, the
efficiency is smallest at low pT and increases at higher pT, before reaching a plateau.
The low efficiency at low pT arises due to the strength of the topological cuts in this
region; as the cuts loosen at higher pT, the efficiencies rise, before saturating due to
the detector acceptance.
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ALICE
Particle identification (PID) is one of the major strengths of ALICE, and in particular
is essential for the reconstruction of heavy-flavour particle decays, as outlined in Sec-
tion 4. As explained in Section 3.4, the ALICE detector profits from having access
to multiple complementary PID technologies. Often, compatibility cuts are applied
separately to the individual detectors; however, PID is at its most effective when these
signals can be combined with one another in a simple manner. This can be done by
applying a probabilistic, rather than frequentist, approach to the PID responses of the
detectors. In addition, in regions where the separation between the expected signals
for two species is smaller than the detector’s separation power, it is possible for tracks
to be assigned more than one possible identity using the nσ compatibility approach;
in such cases it may be useful to glean the likelihood for each possible species to judge
which hypothesis provides the best match to the signal.
The Bayesian PID technique is one such approach, allowing probability estimates
to be made for each species for a given detector signal. These estimates can then be
combined as a simple product if many detectors are used, and the resulting probability
can be used in selections.
A Bayesian PID approach is already used in the ALICE Transition Radiation
Detector (TRD) in order to combine the signals induced in different layers using their
likelihoods [167], and was proposed during the early stages of the design of ALICE
for combining PID signals from different detectors [117,118]. However, it was decided
that a comprehensive understanding of the detector responses was necessary before
this method could be fully implemented and used in analyses. In order to benchmark
this new method, a detailed study of the Bayesian PID approach was performed in
multiple decay channels in order to test its performance, and crucially, to ensure that
its use does not bias the final results of an analysis through incorrect evaluations of the
PID efficiency. In order to do this, it was tested in ALICE for high-purity samples of
pions, kaons and protons from two-pronged V0 particle decays, single-particle spectra,
and a full analysis of the decays of D0 mesons in the channel D0→K−pi+ [6].
This section outlines the basis behind the Bayesian method in the context of the
ALICE PID framework (Section 5.1), with a focussed discussion of the determination
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of prior probabilities in ALICE (Section 5.2). Section 5.3 discusses the PID efficiency
determination for Bayesian PID, and Section 5.4 compares a variety of possible strate-
gies that are applied in order to translate the Bayesian probabilities into a decision
on the particle species. Section 5.5 motivates the use of Bayesian PID in ALICE,
with reference to a trial measurement of Λ+c → pK−pi+ performed by ALICE in pp
collisions at
√
s= 7TeV [6]. Finally, Section 5.6 presents the case study performed for
this thesis, in a full analysis of D0-meson production in pp collisions at
√
s = 7TeV.
The validation focussed on the major PID detectors in ALICE that had full azimuthal
coverage during Run 1 of the LHC, i.e. TPC and TOF; however, the method can
also be applied to the other PID detectors in ALICE (ITS, TRD, the Electromag-
netic Calorimeter EMCal, and the High-Momentum PID Detector HMPID). The work
presented in this section was also published in [6].
5.1 Bayesian particle identification
The Bayesian PID approach uses the conditional probability that a signal S will be
seen in the detector for some hypothesised species Hi, P (S|Hi). Assuming a Gaussian
response, for example in the TPC (after the subtraction of the Landau tail) and TOF
detectors, this probability corresponds to
P (S|Hi) =
1√
2piσ
e−
1
2nσ
2
= 1√
2piσ
e
− (S−Sˆ(Hi))
2
2σ2 , (5.1)
where nσ is the difference between the measured signal S and the expected signal
Sˆ for the species Hi, in units of the detector resolution σ, as in Eq. (3.6). The
probability distribution for a given detector is therefore intrinsically defined by the
detector response itself. For detectors with non-Gaussian responses, the probability
is instead given by a suitable alternative parameterisation.
The use of probabilities is advantageous at it converts the detector responses to en-
tirely unitless quantities that may simply be combined multiplicatively. This greatly
simplifies the problem of combining the detector responses for different detector tech-
nologies. The combined probability for a particle that belongs to the species Hi to
give a set of signals ~S for a series of detectors is thus
P (~S|Hi) =
∏
α=TPC,TOF,...
Pα(Sα|Hi), (5.2)
where ~S = (STPC,STOF, ...), and Pα and Sα respectively represent the probability and
signal for a detector α.
While P (~S|Hi) represents the probability of measuring the combination of signals
~S given the knowledge of the particle species, the more interesting quantity for PID
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is the probability of a particle being of some species Hi given a set of observed signals
(i.e. P (Hi|~S)). The relationship between these two conditional probabilities is given
by Bayes’ theorem [5],
P (Hi|~S) =
P (~S|Hi)C(Hi)∑
k=e,µ,pi,...P (~S|Hk)C(Hk)
, (5.3)
where C(Hi) represents the ‘a priori’ (or ‘prior’) probability of measuring the particle
species Hi according to its relative abundance, and P (Hi|~S) is referred to as the
‘a posteriori’ (or ‘posterior’) probability. The summation on the denominator of this
equation combines the probabilities of all possible species, normalising them such that∑
Hi
P (Hi|~S) = 1. Selections based on the probability P (Hi|~S) in this case effectively
correspond to selecting on the purity of the species Hi in the data sample, i.e. the
proportion of correctly identified Hi particles over all particles identified as Hi.
Hi can be any long-lived charged particle; in ALICE this typically covers electrons,
pions, kaons, protons, and light nuclei such as deuterons, tritons and 4He nuclei.
Although muons may also be considered, they are usually neglected in the priors for
the central-barrel detectors at mid-rapidity, as their mass is very similar to pions,
making the two species almost indistinguishable over a wide pT range. This would
lead to a reduction in the pion efficiency if muons were included [6].
5.2 Bayesian priors in ALICE
The priors C(Hi) in Eq. (5.3) represent an approximate measurement of the true
abundances of each particle species. Due to possible differences in the particle ratios
between collision systems, they are determined separately for pp collisions at
√
s =
7TeV, Pb–Pb collisions at √sNN = 2.76TeV, and p–Pb collisions at √sNN = 5.02TeV.
They take the form of a pT distribution of the yield of each particle species in all
collision systems, but are also computed in centrality classes for Pb–Pb collisions and
V0A multiplicity classes for p–Pb collisions, as the abundances and detector response
may also vary with these parameters. In order to normalise the distributions, they are
expressed as relative abundances with respect to pions (the most abundant species)
in the sample.
In each system, the priors are computed via an iterative method, itself based
upon a Bayesian approach in the TPC. Tracks were selected with a minimal set of
single-track cuts (a minimum of 80 out of a possible maximum 159 clusters in the
TPC, and maximum distances of closest approach of 3 cm from the primary vertex
in both the z-direction and x–y plane) For each step, n, the iteration proceeds as
follows. In the first step (n = 0), all of the distributions are set to unity for all pT
(this case is hereafter referred to as ‘flat priors’). Bayesian posterior probabilities are
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then computed for each track and species hypothesis according to Eq. (5.3), giving
Pn(Hi|S). The identified yields, which are expressed as pT spectra, Y (Hi,pT), are
then filled for the step n+1 as a sum over all measurements in each pT interval, with
the single-track probabilities used as weights:
Yn+1(Hi,pT) =
∑
S
Pn(Hi|S). (5.4)
The results for each species are then normalised against the pion yield for that
step, to give the priors to be used in the following step:
Cn+1(Hi,pT) =
Yn+1(Hi,pT)
Yn+1(Hpi,pT)
. (5.5)
This process is then repeated, with the posterior probabilities from one step fed back
as prior probabilities for the next, until the priors converge (i.e. until they no longer
change with successive iterations). This is demonstrated in Fig. 5.1, where the kaon
priors (the K/pi ratios) for p–Pb collisions in the 10–20% V0A multiplicity class are
shown for various steps of the iteration, in the left panel as the priors at each step,
and in the right panel as the ratio of each prior distribution to that of the preceding
step, Cn/Cn−1. It was found that the prior extraction stabilised after approximately
five iterations.
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Figure 5.1: An example of the iterative prior extraction procedure for data from
p–Pb collisions (for the 10–20% V0A multiplicity class). The extracted K/pi ratio of
the priors is shown as a function of pT at each step of the iteration (left) and as a
ratio of the value between each successive step (right). Step 0 refers to the initial
ratio, which is set to unity for all pT. Figure from [6].
These priors were determined for global tracks, i.e. tracks reconstructed in both
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the ITS and the TPC. Priors extracted via this method in each collision system form
the basis of the Bayesian PID approach in ALICE, and thus are referred to as the
‘standard priors’. In the following, these standard priors are referred to as CTPC(Hi).
These priors are valid for all TPC tracks fulfilling minimal track selection criteria;
however, as the geometrical acceptance and material budget varies for each detector,
corrections must be made to the priors in order for them to be useful for other central-
barrel detectors. This is achieved through the use of so-called ‘propagation factors’
(Fα), which vary for each detector and are dependent on the particle species, pT and
charge. The factors are based on the ratio between the efficiency of matching the TPC
to another detector for pions and that of another species, based on parameterisations
of the detector response in Monte Carlo simulations. As with the priors themselves,
the propagation factors are calculated relative to the pion distribution. As an example,
the FTOF distributions for positive and negative kaons and protons are shown for pT >
0.75GeV/c in Fig. 5.2. The factors are determined separately for positive and negative
particles, due to differing levels of absorption in the detector material. This leads
to a smaller propagation factor overall for negative particles than positive particles,
especially at low pT.
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Figure 5.2: Propagation factor (FTOF) distributions used to propagate the K/pi
and p/pi priors from TPC to TOF, as a function of pT. The solid lines are the
parameterisations for positive particles; the dashed lines, for negative particles. The
paramaterisations are determined for pT > 0.75GeV/c.
For a detector α and species i, the propagated prior distribution is defined as
Cα(Hi,pT) = Fα(Hi,pT)×CTPC(Hi,pT). (5.6)
This propagation is currently available in ALICE for the TRD, TOF, EMCal and
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HMPID detectors; separate sets of priors were also determined in ALICE for tracks
based only on ITS hits (‘ITS standalone’) for use at low momenta.
As the priors represent the relative abundance of each particle species, they can
be checked for consistency with the data by directly comparing them with the true
abundances of pions, kaons and protons measured by ALICE in pp, Pb–Pb and p–Pb
collisions [168–170]. This comparison is shown for the K/pi and p/pi ratios for pp
collisions at
√
s= 7TeV and Pb–Pb collisions at √sNN = 2.76TeV in Fig. 5.3, and for
p–Pb collisions at √sNN = 5.02TeV in Fig. 5.4. In each figure, the upper panels show
the particle ratios for the measured spectra (filled symbols) and the extracted Bayesian
priors (open symbols) for various centrality and multiplicity classes for Pb–Pb and
p–Pb collisions, respectively. The lower panels show the ratios of the spectra to the
priors. In each case, the extracted priors were within roughly 10% of the measured
spectra over the majority of the pT range for all collision systems [6].
Further checks were made in order to ensure that the observed differences between
the priors and the measured abundances would not have an adverse effect on later
analyses. In [6], this was performed for the analysis of single-particle spectra using
flat priors (equal to unity for all species); in this work (see Section 5.6) it was also
performed for the analysis of D0→ K−pi+ using modified priors with a 10% surplus
and deficit of kaons, altered uniformly over all pT, in order to match the size of the
kaon–pion discrepancy seen in Fig. 5.3. In both cases, no significant deviation was
found between the efficiency-corrected yields from the Bayesian PID method using
the standard and altered priors.
5.3 PID efficiency, contamination, and misidenti-
fication
Ideally, the PID selections would correctly identify all reconstructed particles in the
sample, thus allowing the direct extraction of yields from the invariant mass spectra.
However, due to the limited detector resolution, as well as the inclusion or exclusion
of particles based on selection criteria, corrections must be made to the raw yields
in order to extract a physical quantity (production cross section, pT spectrum, etc.).
These corrections are based on estimates of the efficiency of the selection criteria. The
PID efficiency is defined in terms of each individual species i; for simplicity, this section
deals with the most common case of three hadron species (pions, kaons, protons), but
in practice this can take the form of any of the species listed in Section 5.1. The PID
efficiency can be expressed by the efficiency matrix PID,
PID =

pipi piK pip
Kpi KK Kp
ppi pK pp
 , (5.7)
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Figure 5.3: The proton/pion ratio (left) and kaon/pion ratio (right), as measured
by ALICE [168, 169] using TPC and TOF PID (filled symbols), compared with the
TPC priors (open symbols) for Pb–Pb and pp collisions. For Pb–Pb, the results
are reported for different centrality classes. These particle ratios are calculated for
|∆y| < 0.5. The double ratios (the measured abundances divided by the Bayesian
priors) are shown in the lower panels. Figure from [6].
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Figure 5.4: The proton/pion ratio (left) and kaon/pion ratio (right), as measured
by ALICE [170] using TPC and TOF PID (filled symbols), compared with the TPC
priors as described in the text (open symbols) for p–Pb collisions for different V0A
multiplicity classes. Particle ratios are calculated for |∆y| < 0.5. The double ratios
(the measured abundances divided by the Bayesian priors) are shown in the lower
panels. Figure from [6].
73
Chapter 5. A Bayesian approach to PID in ALICE
where the diagonal elements (ii) represent the PID efficiencies of the species i, and
the off-diagonal terms (ij , i 6= j) give the probability of misidentifying a particle i as
some other species j.
Abundance vectors for pions, kaons and protons may be defined as
~Ameas =

pimeas
Kmeas
pmeas
 and ~Atrue =

pitrue
Ktrue
ptrue
 , (5.8)
where the elements of ~Ameas ( ~Atrue) represent the measured (true) abundances of each
species. This then allows the redefinition of the PID efficiencies as
ii =
Ni identified as i
Aitrue
, (5.9)
leading to a re-casting of the abundance vectors in terms of the transpose of PID:

pimeas
Kmeas
pmeas
=

pipi piK pip
Kpi KK Kp
ppi pK pp

T
·

pitrue
Ktrue
ptrue
 . (5.10)
The true abundances of each species may thus be extracted from the measured
abundances by inverting the PID matrix:
~Atrue =
(
PID,T
)−1× ~Ameas. (5.11)
The elements of PID are altered by the strength of the PID cut, as well as having
dependences on the particle pT and rapidity, the collision centrality, and the event
multiplicity.
The level of contamination of the PID sample must also be taken into account.
The contamination cji is not the same as the misidentification probability ij (the
off-diagonal elements of PID), and is instead defined as
cji =
Ni identified as j
Ajmeas
, i 6= j. (5.12)
It is, however, possible to connect the misidentification probability to the contamina-
tion through the following formula:
cji =
ijA
i
true
jjA
j
true +
∑
j 6=k jkA
k
true
. (5.13)
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In analyses, there is an interplay between the efficiency and contamination that
arises due to a PID strategy. For example, a more inclusive cut, e.g. increasing the
width of an nσ PID selection, will naturally accept a larger proportion of particles of
the correct species. However, broadening the selection criteria will also cause more
particles of other species to be selected, especially where the separations between the
expected signals for various species become smaller than the detectors’ separation
power. A high level of contamination can also be described as a low ‘purity’ in the
sample, which manifests as a higher level of background in the final result, and so a
lower signal-to-background ratio.
Detector Discrepancy Refinement through TuneOn-
Data
TPC
Offset of dE/dx response Splines extracted from data are
sampled, giving an identical
Gaussian response for Monte
Carlo and data.
Differing η dependence of dE/dx Simulated signal sampled from
η-dependent splines extracted
from data.
Multiplicity-dependent dE/dx signal Simulated signal sampled from
multiplicity-dependent splines
extracted from data.
TOF
Non-Gaussian tails in TOF signals Tails are added randomly to
Monte Carlo signals, giving a re-
sponse similar to that in data on
average.
Pb–Pb matching efficiency overesti-
mated in MC due to geometric mis-
alignment
Number of matched hits de-
creased randomly to reproduce
data.
Estimate of mismatched TPC–TOF
tracks too low due to underesti-
mated secondary particle production
in Pb–Pb collisions
Mismatched hits added to
Monte Carlo to reproduce
pattern in data
Table 5.1: List of procedures applied to the TPC and TOF responses in Monte Carlo
simulations by the ‘TuneOnData’ option in AliRoot.
While it is theoretically possible to estimate these quantities based on pure data, it
is more reliable to base them on Monte Carlo simulations, so as to have a definition of
the true species of each particle. For PID in general, and particularly for the Bayesian
PID approach, care must be taken to ensure that the behaviour of the detectors in the
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simulations matches the true conditions in each data taking period. This is handled in
the ALICE analysis framework AliRoot by the so-called ‘TuneOnData’ option. This
corrects a number of discrepancies that may be seen between data and Monte Carlo
for the TPC and TOF, as outlined in Tab. 5.1. In the TPC, the corrections are
based on splines (comparisons between the measured and expected dE/dx) extracted
from the data set. Of particular importance are the multiplicity corrections, which
are applied to offset the effect of the high multiplicities experienced in central Pb–Pb
collisions due to the occupancy in the detector, and the η dependence correction,
which accounts for the larger level of diffusion undergone by an electron ionised in
the centre of the detector than one released closer to the end plates of the detector.
For the TOF detector, the major tuning corrections are the addition of non-Gaussian
tails to the detector response, to better emulate the true signal distribution, and the
addition and subtraction of hits from the sample in Pb–Pb collisions to simulate the
increased number of mismatched tracks and reduced matching efficiency seen in data
for high-multiplicity Pb–Pb events.
5.4 Bayesian PID strategies
There are multiple possible ways of using the species probabilities that are computed
for each track in the detector as PID selection criteria. In order to comprehensively
test the capabilities of the Bayesian PID approach, multiple such strategies were
implemented and compared with one another for the D0 → K−pi+ analysis. Each
method is assumed to be equally valid a priori, but comes with its own benefits and
drawbacks, discussed below.
The simplest of the three strategies is the maximum-probability method. For
this case, each particle track was identified based on the highest species probability,
effectively making a selection on the ‘most likely’ particle type for a given detector
response. This is the most intuitive case, and results in a single species being associ-
ated to each track; however, it does not take account of possible edge cases where the
expected detector response functions for multiple species overlap and the probabilities
for multiple species are close to one another.
The second approach is based on a fixed probability threshold, whereby a
particle is accepted as being compatible with a given hypothesis if its probability
is above some predetermined value. Due to the normalisation of the probabilities
in Eq. (5.3), this effectively corresponds to a maximum-probability approach with the
additional imposition of a purity requirement if the threshold is above 50%. For
thresholds below 50%, on the other hand, it allows for cases where a particle is
compatible with multiple species, as long as they conform to some purity requirement.
In each of these two methods, one or more explicit identities are given to each particle
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track by the PID procedure, and the PID efficiency εii corresponds to the proportion
of particles of a given species that are identified correctly.
The final approach tested in this thesis is a weighted Bayesian method. This
case approaches the problem of identifying particles slightly differently to the other
two methods, in that it makes no attempt to assign a specific identity per track.
Instead, all particles are accepted and used to fill the final result distributions (usually
invariant mass spectra), with some weight Wi. Here Wi is simply defined as the
Bayesian posterior probability for the track to belong to the species i. For primary
particles, this method is very similar in nature to the prior extraction procedure
outlined in Section 5.2. For particles decaying into multiple tracks, Wi is defined
as the overall probability that the primary particle belonged to the species under
consideration, which may be defined as the joint probability of the relevant decay
products in the channel under consideration. Under the assumption that the species
of the two daughter tracks are independent of one another, this can be estimated
by the product of the single-track probabilities. For example, for D0→ K−pi+ (and
charge conjugates), the weights for D0 and D0 are defined as
WD0 = P (K
−∩ pi+) = PK−×Ppi+ , and
WD0 = P (K
+∩ pi−) = PK+×Ppi− ,
(5.14)
where Pi in each case corresponds to the single-track probability for the species i. As
this selection is purely probabilistic, and performs no specific acceptance or rejection
of particles, it can be considered to be a ‘pure Bayesian’ PID approach. In this case,
the PID efficiency does not confer information about the actual detection efficiency,
but rather the average weight that is applied to true particle candidates in the Monte
Carlo sample. However, in terms of correcting the raw yields, these two quantities
serve the same purpose.
In every case, there is a tradeoff between the purity and the efficiency of a measure-
ment. The most intuitive example of this is the fixed-threshold method: increasing
the threshold increases the purity requirement for particles to be accepted, and so
by necessity the efficiency will decrease accordingly as more particles are rejected.
The key ingredient of the validation is, therefore, to ensure that varying this purity
through the use of different cuts does not significantly alter the final results of the
analysis. This will be discussed further in Section 5.6.
5.5 Motivation: the case of Λc→ pKpi
Analysing the three-pronged decay of Λ+c → pK−pi+ (and respective charge conju-
gates) is of particular interest in the charm sector, as it would allow measurements
of the baryon-to-meson ratio in heavy-ion collisions to be extended into the charm
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sector, see Section 2.3. The three-pronged decay Λ+c → pK−pi+ proceeds through a
combination of multiple resonant channels [23], which are listed in Tab. 5.2.
Λ+c decay mode B (Γi/Γtotal) Γi/Γ1
pK−pi+ (inclusive) (6.84+0.32−0.4 )% 1
pK−pi+ (non-resonant) (3.8±0.4)% 0.56±0.06
Λ(1520)pi+ (2.4±0.6)% 0.35±0.08
pK∗(892)0 (2.13±0.30)% 0.31±0.04
∆(1232)++K− (1.18±0.27)% 0.17±0.04
Table 5.2: List of Λ+c -baryon decay channels with pK−pi+ in the final state considered
in ALICE. ‘Γtotal’ in the second column refers to the total decay width of the Λ+c
baryon, and ‘Γ1’ in the third column refers to the inclusive pK−pi+ mode listed on
the first row. Values from [23].
Due to the short decay length of Λ+c baryons (cτ = 59.9µm) and the limited spatial
resolution of the ITS, a purely topological analysis of Λ+c baryons remains a challenge
with the ALICE detector system as of Run 1. As such, while it has been observed in
pp collisions at
√
s= 7TeV by LHCb [60], the production of Λ+c baryons has not yet
been studied in heavy-ion collisions at the LHC. The high combinatorial background
makes it difficult to extract a statistically significant raw yield, particularly at low pT,
meaning that a robust PID strategy is vital to a successful analysis.
A trial analysis of Λ+c → pK−pi+ was performed by the ALICE Collaboration in
pp collisions at
√
s = 7TeV [6], on a sample of ∼3× 108 minimum-bias events. In
order to compare the possible PID strategies, three were applied: a standard nσ cut,
maximum-probability Bayesian PID, and an alternative ‘minimum-σ’ approach.
The nσ PID method was based on the TOF response if available, and the TPC
alone otherwise. A 3σ compatibility cut was applied on the TOF response for all pT
for pions, kaons and protons. Where the TPC response was used, a variable selection
between 2 and 3σ was applied for protons and kaons depending on pT, and a 3σ
selection was applied for pions for all pT.
The Bayesian PID approach was applied on a single-track basis for each of the
decay daughters, under the maximum-probability criterion listed in Section 5.4. For
this approach, the TPC and TOF responses were combined, or where the TOF signal
was unavailable, the TPC was used alone.
The minimum-σ PID method is based upon choosing the particle species whose
expected signal in each detector is the closest to the measured signal, i.e. where the
estimated nσ value for all detectors is the smallest. In this way, it serves as a kind of
middle ground between the nσ and Bayesian approaches: while it takes no input in
the form of priors, and is performed in terms of the detector resolution σ, it makes
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an exclusive selection of the estimated most likely species for each particle. In this
sense, it attempts to choose the best hypothesis for each candidate without explicitly
estimating the probabilities.
Figure 5.5 shows the invariant mass spectra of Λ+c → pK−pi+ in two pT inter-
vals: on the left, in a wide pT interval (2 < pT < 6GeV/c); on the right, in a nar-
rower pT interval (3< pT < 4GeV/c). The results from nσ PID, minimum-σ PID and
maximum-probability Bayesian PID are plotted on the same axes in each case. For
signal extraction purposes, the signal peaks are fitted with Gaussian functions and
the backgrounds with exponential functions. In addition, the values of the statistical
significance Σ obtained from these fits, defined as Σ = S
/√
S+B, where S is the
signal and B is the background, are listed in Tab. 5.3.
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Figure 5.5: Invariant mass spectra of Λ+c → pK−pi+ measured by ALICE using nσ
PID, minimum-σ PID and maximum-probability Bayesian PID for (left) 2 < pT <
6GeV/c and (right) 3 < pT < 4GeV/c. Due to the low statistical significance, it was
not possible to extract a stable signal for nσ PID for 3< pT < 4GeV/c, therefore this
fit and its results are not shown. Figure from [6].
For both pT intervals, a strong reduction in the background of the nσ PID method
can be seen for minimum-σ PID, and it is decreased further when Bayesian PID is
applied. For 2 < pT < 6GeV/c, the background is greatly reduced and the signal-to-
background ratio more than doubles for minimum-σ PID as opposed to nσ PID; for
maximum-probability Bayesian PID the increase in signal-to-background ratio is a
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PID method 2< pT < 6GeV/c 3< pT < 4GeV/c
nσ 4.4±1.1 –
Minimum-σ 5.1±1.0 2.7±1.0
Bayesian (max. prob.) 6.0±1.1 4.4±1.1
Table 5.3: Statistical significance of Λ+c baryons, for two pT intervals and three PID
methods.
factor of 3.75 compared to nσ PID. A sequential increase of the statistical significance
is also seen between the methods, with the highest statistical significance (and thus
smallest statistical uncertainties) seen for Bayesian PID. Comparing the raw signal
counts that are shown in Fig. 5.5, it can also be inferred that the minimum-σ and
Bayesian methods have a roughly similar efficiency, even though the Bayesian PID
method gives a markedly higher signal-to-background ratio and statistical significance.
For 3< pT < 4GeV/c, no stable fit could be obtained for the nσ PID method due
to the small signal-to-background ratio and significance, and so this fit and its results
are not plotted. For the minimum-σ method, a very small signal can be seen on top of
the background; however, the statistical significance (< 3) is such that the statistical
uncertainties on this measurement would be prohibitively large. For the Bayesian PID
method, the significance in this interval again sees an improvement over minimum-σ
PID, with a factor-3 increase in the signal-to-background ratio over the minimum-σ
method.
From these results it was concluded that the most promising PID method for a
full analysis of Λ+c → pK−pi+ would be a Bayesian approach, as it would allow a
great increase in the precision of the measurement, both in terms of the attainable
pT resolution and the overall statistical uncertainties. However, the method must
first be validated for an established analysis, to ensure that it can reliably reproduce
previously measured results. This is covered in the remainder of this section.
5.6 Validation of Bayesian PID for D0→K−pi+
In order to ensure that the use of a Bayesian PID method does not cause a significant
bias in the final results of analyses, it must be tested against the standard PID
approach for an established analysis, and the final corrected yields compared to check
for consistency. In [6] this was performed for a variety of two-pronged V0 decays,
which serve as high-purity sources of pions, kaons and protons, as well as for the
overall corrected pT spectra of pions, kaons and protons. This thesis focuses on
the final, and most stringent, validation channel presented in [6], namely a complete
analysis of D0-meson production in pp collisions at
√
s= 7TeV, in the decay channel
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D0→K−pi+ (and respective charge conjugates).
This section presents the results of the analysis using a variety of Bayesian PID
methods, and compares them with analyses both without PID and using the standard
nσ PID method. The aim was not only to judge whether any bias was introduced
into the analysis by the Bayesian method, but also to compare the performance of
multiple different Bayesian PID strategies in terms of their signal quality. The signal-
to-background ratio, statistical significance and PID efficiency of each approach are
given, as well as a comparison of the corrected yield from each analysis. Finally, a
further study on the dependence of the final result on the choice of priors is illustrated.
This analysis was performed on ∼3× 108 pp events at √s = 7TeV, collected in
2010 during the Run 1 data taking campaign, as described in Section 4.1. As the
goal was to reproduce the previous D0-meson results, the kinematic and topological
selections outlined in Section 4.2 were chosen to match those used for the original pp
analysis published in [66]. The cuts themselves are given in Tab. 5.4.
pT (GeV/c) pK,piT (GeV/c) cosθ
∗ dK0 ×dpi0 (cm2) cosθpointing
1–2 > 0.4 < 0.8 <−0.00025 > 0.8
2–3 > 0.7 < 0.8 <−0.00015 > 0.85
3–4 > 0.7 < 0.8 <−0.00008 > 0.85
4–5 > 0.7 < 0.8 <−0.00008 > 0.85
5–6 > 0.7 < 0.8 <−0.00008 > 0.85
6–8 > 0.7 < 0.8 <−0.00008 > 0.85
8–12 > 0.7 < 0.9 <−0.00005 > 0.85
12–16 > 0.7 < 1.0 – > 0.85
All pT classes
|∆M |(GeV/c2) < 0.4
dca (cm) < 0.03∣∣∣dK,pi0 ∣∣∣(cm) < 0.1
cosθ∗ < 0.8
|d0/δd0| > 0.5
decl/δdecl > 1.
decl (cm) >Min(pT×0.0066 + 0.01,0.06)
Table 5.4: D0 selection cuts used for the analysis presented in this section. A dash
represents a cut that was not applied in a given pT interval. The definitions of these
cuts are given in Section 4.2.
All of the analyses presented in this section used the same set of topological se-
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lections, but differed in the PID strategy used. The nσ PID method was based on
the TPC and TOF responses, with each considered separately. Both TPC and TOF
used a 3σ compatibility cut for the decay tracks. Tracks without a valid TOF signal
used the TPC information alone for PID; tracks where the two detectors’ signals were
incompatible with one another were considered to be unidentified, but kept as being
compatible with both the pion and kaon hypotheses. The final decision of the D0
candidate’s identity was based on the compatibility of the final state with each of the
K∓pi± hypotheses. For cases where the candidate was accepted as potentially belong-
ing to both mass hypotheses, the actual assigned identity depended on the results of
the topological selections.
In order to make a comprehensive check of the Bayesian method’s performance,
the analysis was repeated using each of the three Bayesian strategies outlined in Sec-
tion 5.4. For the fixed-threshold method, a wide variety of purity thresholds was
chosen: 40%, 50%, 70% and 80% were used. The two tracks were required to be
oppositely charged. The maximum-probability and fixed-threshold methods were ap-
plied on a single-track basis to the decay daughters, and the identified particles were
used to reconstruct D mesons as follows:
– if both tracks were identified as possible kaons, the candidate was accepted as
being compatible with both the D0 and D0 hypotheses;
– if one track was identified as a kaon and the other as a pion, the candidate was
accepted as a D0 if the negative track was a kaon and the positive track was a
pion, and vice-versa for D0;
– if neither track was identified as being compatible with the kaon hypothesis, the
candidate was rejected;
– if one or both of the tracks were not compatible with either the kaon or the pion
hypothesis, the candidate was rejected.
For the weighted PID method, no explicit assignment was made for the decay
tracks; instead, each candidate was accepted as being compatible with both the D0
and D0 hypotheses. Instead, the weights for the candidate to be a D0 and a D0
were computed according to Eq. (5.14), and these were used to fill the invariant mass
histogram for its respective pT interval. A further analysis without any PID selection
was also performed, in order to test the systematic uncertainties of the Bayesian
approaches against that of nσ PID itself. All of these analyses were run on the same
sample of events in order to ensure the maximum possible statistical correlation.
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Yield extraction
The yield was extracted from distributions of the invariant mass of the reconstructed
Kpi pair. If a candidate was accepted by the topological and PID selection steps,
it was used to fill the invariant mass histogram for the corresponding pT interval.
The raw yield was extracted from the histogram based on a fit to the invariant mass
distribution, as described in Section 4.4. The signal was fitted with a Gaussian func-
tion, and the background was fitted for the side-bands (regions > 5σ away from the
signal peak) with an exponential function and extrapolated to the full range. While
the mean of the Gaussian function is usually close to the true mean D0 meson mass
(1.864GeV/c2 [23]), the mass is typically left as a free parameter in the fit. In addi-
tion, the width of the signal peak, σ, is pT-dependent and is also usually left as a free
parameter. Both of these are determined per pT interval.
For the analyses presented in this section, the mass and width were left free only
for the nσ PID method, and the extracted values were applied as fixed parameters
for the remaining PID methods. This was done in order to minimise the effect of
any potential yield-extraction-specific differences between the various methods when
comparing them, as well as to ensure that fluctuations in the signal width did not
affect the validation. One caveat here is the requirement that the signal samples be
statistically correlated, so that fluctuations in the data would not lead to differing
natural signal widths for each method. The statistical correlation was tested by
making a count of the number of candidates that were accepted by each Bayesian
PID method, and comparing this with the number of candidates that were accepted
by both Bayesian and nσ PID. In every pT interval, and for every tested choice of
Bayesian PID method (maximum-probability and all four probability thresholds), over
99% of the candidates selected by Bayesian PID were also accepted by nσ PID. This
was also true irrespective of whether the count was made over the entire invariant mass
range or only within 3σ around the expected signal peak. This result implies that the
candidates selected with Bayesian PID are a fully correlated subset of those selected by
nσ PID. This justifies the fixing of the yield extraction parameters, and confirms that
the statistical uncertainties can be assumed to be fully correlated between the nσ and
Bayesian PID methods. In the following comparisons, the systematic uncertainties
due to yield extraction are therefore not taken into account, and only the statistical
uncertainties are considered.
Figure 5.6 shows a comparison of the invariant mass distributions resulting from
the analyses without PID, using the nσ PID method, and with maximum-probability
Bayesian PID, for three D-meson pT intervals between 1 and 4 GeV/c. The full list
of raw D0 yields for each pT interval and PID method is given in the appendix,
in Tab. A.1. The level of background is strongly reduced for the nσ PID case compared
with the analysis without PID, with a further reduction when the analysis is performed
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with maximum-probability Bayesian PID. The pT interval 1<pT < 2GeV/c highlights
the need for robust PID in this analysis: without PID, the signal-to-background ratio
is too small to extract a stable signal in this interval, limiting the pT reach of the
analysis in a crucial region (1< pT < 2GeV/c is estimated to contain some 36% of the
D0 production cross section at
√
s = 7TeV, see Section 2.3). Due to this instability,
the analysis without PID is neglected in the following comparisons for this pT interval.
In each pT interval, the decrease in background is accompanied by an increase
in the signal-to-background ratio; however, the signal itself also decreases due to the
reduced efficiency of the PID methods. This is discussed in more detail later in this
section.
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Figure 5.6: A comparison of the invariant mass distributions in three pT intervals
for D0 candidates in pp collisions at
√
s= 7TeV obtained without PID, with nσ PID,
and with Bayesian PID using the maximum-probability condition. Due to the low
statistical significance, it was not possible to extract a stable signal without PID for
1< pT < 2GeV/c, therefore this fit and its results are not shown. Figure from [6].
Signal-to-background ratio and significance
The signal-to-background ratio and statistical significance Σ can be seen as estimates
of the quality of the signal. A high signal-to-background ratio implies a high signal
purity, and a high statistical significance is seen when the statistical uncertainties are
small. Σ is defined as the inverse of the relative statistical uncertainty,
Σ = S√
S+B
, (5.15)
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where S and B are the signal and background, respectively. S and B are both
estimated within a range of 3σ around the signal peak, where σ is the width of the
Gaussian function, as discussed in the previous section.
Figure 5.7 illustrates the signal-to-background ratio and significance for all of the
Bayesian PID methods tested. It should be noted that the perceived ‘jump’ in the
statistical significance for all of the PID methods in the pT intervals 8<pT < 12GeV/c
and 12< pT < 16GeV/c above the trend seen for pT < 8GeV/c is not because of some
effect inherent to the analysis, but is simply due to integrating the signal over a wider
pT range; this is done in order to improve the precision in a region where the sample
size is limited and so the statistical uncertainties would otherwise be prohibitively
large. A similar increase in the significance would be seen if e.g. the pT intervals in
the range 4< pT < 8GeV/c were combined together.
In every pT interval, it was found that the analysis without PID gave the lowest
signal-to-background ratio. Applying nσ PID gave a significant increase in this ratio
for all pT, and a further increase by a factor of at least two was seen for all of the
Bayesian PID methods. In addition, while the performance of each of the Bayesian
methods was similar, it was observed that for the fixed-threshold method, the signal-
to-background ratio increases with an increasing threshold, confirming the idea that
increasing the probability requirement also increases the obtained signal purity.
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Figure 5.7: (Left) Signal-to-background ratio and (right) statistical significance of
D0 mesons in pp collisions at
√
s = 7TeV as a function of pT for various methods of
particle identification. The increase in statistical significance at 8 < pT < 12GeV/c
is an effect of the width of the pT interval increasing from 1 to 4GeV/c. Figures
from [6].
The improvement in the statistical significance is less clear-cut. At low pT (1 <
pT < 4GeV/c), the significance is by far the lowest for the analysis without PID.
All of the Bayesian methods, with the exception of the 80% threshold, gave a higher
significance than the nσ PID method in this region, with the 40%, 50% and maximum-
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probability methods almost indistinguishable from one another. At higher pT (pT >
4GeV/c), the advantage in terms of the significance for Bayesian PID over nσ PID
begins to wane, with the majority of the methods showing a roughly similar or slightly
lower statistical significance compared to nσ PID. In this region, the significance for
the 80% threshold becomes significantly lower than that of the analysis without PID.
This was also observed for the 70% probability threshold (not shown in these figures
due to space concerns): the statistical significance for this strategy was greater than
that seen for the stricter 80% threshold at all pT, but was lower than nσ PID overall.
The implication of this is that while a strong Bayesian PID cut greatly improves
the signal purity, extremely tight PID selections can restrict the statistics of the
measurement by excluding more signal candidates, meaning an increase in statistical
uncertainties.
In summary, while Bayesian PID confers a benefit in terms of the statistical un-
certainty at low pT, it seems to lose this effect at high pT. This is likely due to the
reduction of the separation power for all detectors at higher pT. In addition, stricter
threshold cuts such as 80% are more likely to introduce larger statistical uncertain-
ties into the measurement due to the lowered statistical significance, indicating that
they are undesirable for precision measurements of rare probes for which statistics are
limited.
PID efficiencies
The PID efficiency of each method is defined as the proportion of true D0 mesons
that are correctly identified by the PID conditions applied. This was determined
for each PID method using Monte Carlo simulations based on the PYTHIA 6.4.21
event generator [164] with the Perugia-0 tune [165], and the GEANT3 package [166]
to simulate the detector conditions. While the efficiencies are also determined with
regards to the topological selections and detector acceptance, the cuts are identical
for all of the analyses presented in this section and only the PID selection differs. The
overall reconstruction and selection efficiency for D0 mesons using the nσ PID method
with all topological selections can be seen in Fig. 4.3.
The efficiencies of the different Bayesian PID methods used, and nσ PID, are
compared in Fig. 5.8. As the analysis without PID does not reject any particles, the
efficiency in this case is trivially 100%, and so it is not shown here.
The efficiency of the nσ PID method was found to be the highest (approximately
97%), which is expected due to it being a wide, inclusive compatibility cut. For
Bayesian PID, the efficiency of each fixed-threshold method depends on the choice of
parameters: a higher probability threshold leads to a lower efficiency. This behaviour
is expected due to the fact that the tighter selections are more exclusive, cutting out
more of the true signal in regions where the estimated purity is likely to be lower.
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Figure 5.8: A comparison of the PID efficiencies for D0→K−pi+ in pp collisions at√
s= 7TeV obtained using several PID strategies, as a function of pT. Figure from [6].
In addition, it can be seen that the efficiency falls steeply towards higher pT for the
stricter Bayesian PID strategies (70% and 80%). Similarly, for the weighted case, the
average weight for D0 mesons was found to be between 50 and 65%, depending on pT.
Due to the reduction of the separation power between kaons and pions for the TPC
and TOF at higher pT (see Fig. 3.12), the probability of a detector signal belonging to
a given species falls; this effect is exhibited in the slight decrease of the average weight
(the product of the single-track probabilities) when going to higher pT. However, the
efficiency is roughly flat as a function of pT for the lower thresholds (40% and 50%) and
maximum-probability Bayesian PID method, whose efficiency lay between these two
thresholds. This effect is not unexpected since, as already mentioned in Section 5.4,
the 50% threshold effectively applies a maximum-probability cut with an additional
purity requirement.
Comparison of corrected yields
The corrected yield, when all selection efficiencies are taken into account, is an esti-
mate of the true number of D0 mesons in the sample. Under ideal detector conditions,
this would be identical to the raw yield; however, as the detector and selection ef-
ficiencies are not equal to unity, these must be corrected for. This is particularly
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important when trying to compare the results between different PID methods: due to
the vastly different PID efficiencies, as seen in Fig. 5.8, the raw yields are not directly
comparable with one another, but the corrected yields should be consistent if the
modelling of the detector response in Monte Carlo simulations is correct.
The corrected yields are obtained by dividing the raw yields by their respective
efficiencies. If a ratio of the corrected yield to the result using nσ PID is taken, this
effectively gives an estimate of the systematic uncertainty of each PID method with
respect to the standard analysis. A similar approach was used in [66] to estimate the
systematic uncertainty of the nσ PID method itself, by comparing it with the analysis
without PID. The ratio is defined as
Rκ =
Y corrκ
Y corrnσ
=
Y rawκ
/
PIDκ
Y rawnσ
/
PIDnσ
, (5.16)
where the index κ denotes the PID method under study, and Y rawκ and Y corrκ respec-
tively denote the raw and corrected yields for that method. When obtaining a full
production cross section, as in Eq. (2.14), the efficiency of all selection criteria and
the detector acceptance factor α are used; however, for the comparisons presented
here, only the PID strategy is changed while keeping all other conditions the same,
and so the acceptance factor and topological selection efficiencies cancel out in the
final ratio. This means that only the PID efficiency is corrected for in Rκ. Taken
as an aggregate over the full pT range, Rκ gives an idea of the level of bias (if any)
in the final result with respect to nσ PID. The statistical uncertainties on Rκ were
estimated under the assumption of full correlation between Bayesian and nσ PID, as
justified earlier in this section. The uncertainties were propagated according to
σRκ =
∣∣∣∣∣σY corrκY corrnσ −
σ
Y
corr
nσ
Y
corr
κ
∣∣∣∣∣, (5.17)
where each instance of σx is the statistical uncertainty on the variable x. Due to this,
the uncertainties mostly cancel out in the final ratio.
Figure 5.9 shows the corrected yield ratios for Bayesian PID to nσ PID for (left)
the various fixed probability thresholds and (right) the maximum-probability and
weighted Bayesian PID methods, and the analysis without PID. Both plots also show
the 5% systematic uncertainty inherent to the nσ PID approach, as quoted for the
original ALICE analysis of D0 mesons in pp collisions at
√
s= 7TeV [66].
The results were largely consistent with the nσ PID method, with some larger
deviations observed at higher pT due to limited statistics in this region. For the
fixed probability thresholds, the average PID systematic with respect to nσ PID was
found to be 9.3%, 8.3%, 6.2% and 4.7% for the 40%, 50%, 70% and 80% thresholds,
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Figure 5.9: Ratios of corrected yields obtained using Bayesian PID to that obtained
using nσ PID, for (left) the 40%, 50%, 70% and 80% Bayesian probability thresholds,
and (right) maximum-probability and weighted Bayesian PID, and no PID. The 5%
systematic uncertainty on the nσ PID method [66] is shown as a blue box at 0.5GeV/c.
Figure from [6].
respectively. This ordering implies that a higher-purity cut is more easily corrected
for in the Monte Carlo simulations. For maximum-probability Bayesian PID, the
average difference is 7.1%; for the weighted Bayesian method this is 2.7%. Finally,
the average difference for the analysis without PID was 4.7%, confirming the quoted
systematic uncertainty of 5% on the nσ PID method [66].
On the whole, a small systematic loss of signal was seen compared to the nσ
method. The full list of average and maximum deviations from the nσ PID method
can be found in Tab. A.2, where it is highlighted that the largest deficits tend to
occur at higher values of pT; by contrast, the method performs better on the whole
at lower pT, where statistics are more abundant and the detector responses are better
separated. While these deviations point to an imperfect reconstruction of the true
detector response, and thus an overestimate of the true PID efficiency, the corrected
yields on the whole lead to a similarly sized PID systematic uncertainty that is not
significantly larger than that of the nσ PID method itself. It is therefore concluded
that the use of Bayesian PID is valid for this and other similar analyses, and that
the stricter probability thresholds and weighted methods appear to give the most
consistent response as compared to nσ PID.
Effect of choice of priors
As the Bayesian PID approach involves taking an additional input in the form of prior
probability distributions, which have an effect on the expected particle abundance
distributions, it is also important as part of the validation to ensure that the effect
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of the choice of the priors is minimal. To this end, further tests were made to ensure
the stability of the corrected yield against the choice of priors. In order to test priors
that differed from the standard priors but were still relatively close to reality, the
modified sets of priors had the relative abundance of kaons scaled up or down by 10%
uniformly in all pT intervals. This deviation is similar to the actual difference observed
between the priors and the measured kaon–pion ratios in Fig. 5.3, thus testing whether
deviations of the size seen in the prior extraction procedure have a significant effect
on the final result. The ratios were computed similarly to those in Eq. (5.16), but
using the same PID method in the numerator and denominator:
Rpriorκ =
Y corr,altκ
Y corr,stdκ
, (5.18)
where the superscripts ‘alt’ and ‘std’ refer to the analysis with altered priors and
with standard priors, respectively. As with the calculation of Rκ, the uncertainties
were assumed to be fully correlated, and so were propagated according to Eq. (5.17).
Figure 5.10 shows this ratio for (left) the analysis with fixed probability thresholds,
and (right) for maximum-probability and weighted Bayesian PID. The list of average
and maximum deviations from the results using standard priors is given in Tab. A.3.
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Figure 5.10: Ratios of corrected yields using modified priors to those obtained us-
ing the standard priors for (left) fixed-threshold Bayesian PID and (right) maximum-
probability and weighted Bayesian PID. The open points show the priors modified
with 10% extra kaons; the filled points, with 10% fewer kaons. The points corre-
sponding to each method are shifted slightly in each pT interval for visibility.
With the exception of the 80% probability threshold, the difference introduced
into the corrected yield of each method by changing the choice of priors was found
to be much smaller than the aforementioned PID systematics overall, and for all
cases apart from the 70% and 80% thresholds with added kaons, a difference of less
than 1% was seen on average. However, it was also seen that the deviation was
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affected by the amount of available statistics for the most exclusive cuts. The 70%
and 80% thresholds, as well as the maximum-probability method, showed significant
deviations from unity in either the 7< pT < 8GeV/c interval (the highest pT interval
with a width of 1GeV/c) or the 12 < pT < 16GeV/c interval (where the number of
events was smallest). The weighted Bayesian method, and the more inclusive 40%
and 50% thresholds, each remained stable without significant deviations over the full
pT range.
While at first glance the large differences in the low-statistics regions may appear
to be due to statistical significances, this is not necessarily the case: for 12 < pT <
16GeV/c, the deviations of the maximum-probability method are at their largest, de-
spite the significance being practically identical to those of the 40% and 50% thresh-
olds. Nor is it necessarily due to the exclusivity of the cut, as the efficiency of the
maximum-probability method is among the highest in this pT region. One possi-
ble explanation is that the finite Monte Carlo statistics mean that the efficiency is
slightly over- (under)estimated for more (less) inclusive cuts when the priors are al-
tered. However, as the differences introduced were on the whole rather small, it can
be concluded that the effect of the choice of priors is insignificant for the majority of
Bayesian PID strategies. In addition, in [6], further checks were made on the analysis
of single-particle spectra using flat priors for all species; these were also found to not
introduce significant changes in the final result.
5.7 Conclusions & outlook
It was verified that the Bayesian PID approach presents a valid choice for the analysis
of D0→K−pi+, paving the way for its use in other analyses in ALICE. Furthermore,
the relative performances of various Bayesian PID strategies were tested. It was found
that strongly exclusive PID cuts, such as an 80% threshold on the Bayesian probabil-
ities of individual tracks, greatly increase the purity of the result, exhibited by higher
signal-to-background ratios; however, this is counteracted by a reduction in statis-
tical significance (and therefore an increase in the statistical uncertainties). More
inclusive cases, on the other hand, achieve both a greater purity than the standard
nσ PID method and a greater (similar) statistical significance compared to the nσ
PID method at low (high) pT. The specific choice of PID method for future analyses
under the Bayesian PID framework is strongly contingent on the requirements of each
analysis. Cross section and RAA measurements, where statistics are at a premium,
require the smallest possible statistical uncertainties, and so one of the less stringent
methods would be most suitable; conversely, for e.g. identified two-particle correla-
tions, where higher purities are desired, a stricter cut may be applied. In general, the
tests of the Bayesian PID method have shown that, despite a small overestimate of
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the PID efficiency in Monte Carlo, it is able to satisfactorily correct for a wide range
of cut requirements.
The weighted Bayesian method presents a particularly interesting case: its basis
is entirely probabilistic, and although it makes no explicit selection of candidates,
it gives among the highest purity in the final yield, as well as the greatest stability
against the choice of priors and in terms of the comparison of the corrected yield with
that from the nσ PID method.
The Bayesian PID probabilities are currently being used as one of the inputs for
a Boosted Decision Tree (BDT) analysis of Λ+c → pK−pi+ using the Toolkit for Mul-
tivariate Analysis (TMVA) [171], which is being performed in parallel with analyses
of the two-pronged decay channel Λ+c → pK0S in pp and p–Pb collisions in ALICE. In
addition, now that the Bayesian PID framework has been established and validated
in the ALICE TPC and TOF, it can be applied to analyses of other particle species
using the wide variety of other PID detectors in the ALICE central barrel.
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6 | D∗+-meson production as a
function of multiplicity
As mentioned in Section 2.6, the study of particle production as a function of charged-
particle multiplicity in small systems allows the role of multi-parton interactions, in
addition to possible collective effects, to be better examined. In particular, heavy-
flavour production as a function of multiplicity allows the correlations between soft
and hard particle production processes to be more closely examined. This section
deals with the production of D∗+ mesons, and their reconstruction in the channel
D∗+ → D0pi+, as a function of multiplicity in p–Pb collisions at √sNN = 5.02TeV.
The multiplicity is estimated in two intervals: mid-rapidity (|η|< 1.0), and backward
rapidity (the Pb-going direction, −2.8< η <−5.1), and the determination and correc-
tion of the multiplicity in both regions is outlined in Section 6.1. Section 6.2 describes
the reconstruction of D∗+ mesons in ALICE, including the selection efficiency and the
determination of the systematic uncertainties on the yield extraction procedure. Sec-
tion 6.3 then gives the results of the analysis, as well as comparisons with D0 and
D+ mesons in p–Pb collisions. The results are also compared with equivalent mea-
surements in pp collisions at
√
s = 7TeV [16], and with the results given by model
calculations, using both multiplicity estimators.
The work presented in this section was also published as part of [17].
6.1 Multiplicity determination and correction
The charged-particle multiplicity in p–Pb collisions is estimated in two rapidity re-
gions: mid-rapidity (|η| < 1.0) and backward rapidity (−5.1 < η < −2.8, in the Pb-
going direction). In both cases, η refers to ηlab, the pseudorapidity in the lab system
with respect to the nominal origin of the ALICE coordinate system (z = 0, r = 0).
The mid-rapidity multiplicity is measured using the number of tracklets, Ntracklets,
reconstructed in an event by the SPD. A ‘tracklet’ in this context is defined as the
line joining a pair of hits in each of the layers of the SPD and compatible with the
primary vertex of the collision. The backward-rapidity estimator makes use of the
V0A hodoscope, whose signal is proportional to the charged-particle multiplicity in
this rapidity region. For pp and Pb–Pb collisions, multiplicity and centrality esti-
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mators usually involve both of the V0 counters; however, the asymmetry of p–Pb
collisions justifies the use of only the Pb-going direction. This section deals with the
methods that were used to classify and correct the charged-particle multiplicity in
both rapidity regions in this work.
Multiplicity corrections
As the geometry and evolution of the collision system do not depend on its location
within the detector, the distribution of multiplicity should ideally be independent of
the position of the primary vertex. However, due to detector effects, the actual mul-
tiplicity that is measured does not follow this expectation. In addition, as the data
sample was taken over the course of multiple runs, LHC13b and LHC13c (see Sec-
tion 4.1), time dependences may appear due to parts of the detector being inactive
at certain times. The distributions must therefore be corrected for, in order to re-
move any possible time or position dependences that may affect the true multiplicity
distribution.
The vertex position is most commonly referred to in terms of the distance from
the origin along the beam axis, zvtx. In the ALICE coordinate system, the Pb nucleus
travels in the positive z direction in the analysed data sample, and the proton travels
in the negative z direction. The zvtx distribution of the raw measured N rawtracklets
(N rawV0A) in the LHC13b p–Pb data taking period is shown in the left- (right-)hand
panel of Fig. 6.1, as a heatmap overlaid with the mean at each zvtx point (black line).
For the multiplicity at mid-rapidity, the mean rises with increasing zvtx for |η| <
6cm, and falls off steeply for |η|> 6cm. This non-uniformity comes about as a result
of the limited geometrical detector acceptance, as tracklets are less likely to fall within
the acceptance of the detector if they are produced closer to the edges. In addition,
fluctuations can be seen in the distribution due to a varying number of dead channels
in the SPD as a function of z. For the backward-rapidity multiplicity measurement,
the geometrical acceptance plays a large role, as the solid angle between the interaction
vertex and the detector coverage becomes smaller with increasing distance from the
detector. This manifests as a gradual linear decrease of theNV0A value with increasing
zvtx.
The profiles of the multiplicity distributions are shown for both of the analysed
datasets and both multiplicity estimators in Fig. 6.2, in order to check the time
dependence over both data taking periods (LHC13b and LHC13c). In the left-hand
panel, the difference between the two data taking periods can be seen, as the average
number of tracklets reconstructed by the SPD is slightly smaller in the later period
(LHC13c) than in the earlier one (LHC13b), particularly for negative values of zvtx,
due to an increased number of dead SPD channels in the later data taking period. By
comparison, there is no dependence of the V0A response on the data taking period
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Figure 6.1: Raw multiplicity distributions as a function of zvtx for the LHC13b p–Pb
data taking period. Left: Ntracklets measured within |η| < 1. Right: NV0A measured
within −5.1 < η < −2.8. The frequencies of each multiplicity value within the data
sample are represented by a heatmap. The black lines represents the overall mean
Ntracklets and NV0A as a function of zvtx.
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Figure 6.2: Raw multiplicity profiles as a function of zvtx for both p–Pb data taking
periods. Left: Ntracklets measured within |η| < 1. Right: NV0A measured within
−5.1< η <−2.8.
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In order to correct for these effects, it is necessary to normalise the multiplicity
distributions as a function of zvtx. Although the shape of the aberrations differs
between the two rapidity regions, the method used to correct the distributions is
the same for both. Analogous methods were also used for the zvtx correction in
the multiplicity-dependent analysis of D mesons in pp collisions at
√
s = 7TeV in
ALICE [16].
The profile distributions shown in Fig. 6.2 for each of the data taking periods
formed the basis of the correction of the multiplicity distributions. Each profile was
used to correct events in its corresponding data taking period. A Poissonian correction
method was applied on an event-by-event basis to normalise the distributions to some
reference value, chosen as the overall minimum value of the mean multiplicity as a
function of zvtx for each estimator in the analysed sample (Ntracklets = 19.44, NV0A =
82.7). These values effectively become the mean of each distribution; however, as
the final multiplicity intervals are all normalised to the mean, the specific choice
of reference value is somewhat arbitrary for the final result. The correction was
performed according to
N corrtracklets =
 N
raw
tracklets−P(Nproftracklets−N reftracklets), Nproftracklets >N reftracklets,
N rawtracklets +P(N reftracklets−Nproftracklets), Nproftracklets <N reftracklets,
(6.1)
where P(µ) is a random variable following a Poisson distribution with mean µ,
Nproftracklets is the mean value of the multiplicity at the same zvtx position, from the
multiplicity profile for that data taking period, and N reftracklets is the reference multi-
plicity. The formula used for NV0A is the same as in Eq. (6.1), but with Ntracklets
replaced by NV0A in every case. The Poisson distribution was used here in order to
ensure an integer number of counts for each multiplicity estimator.
The corrected distributions are shown in Fig. 6.3 for the two-dimensional dis-
tributions of N corrtracklets and N corrV0A against zvtx, and in Fig. 6.4 for the profiles per
data-taking period. The profile of the 〈Ntracklets〉 distribution retains some of its zvtx
shape; however, the differences between the maximum and minimum of the profile are
of the order of 1%, much smaller than in the uncorrected case (∼50%). Both of the
data-taking periods are found to be consistent with one another. For the distribution
of 〈NV0A〉, the profiles of both data-taking periods are found to be equal and flat as
a function of zvtx, with only some fluctuations seen in the uncertainties of the two
periods.
Conversion between Ntracklets and Nch
The Ntracklets estimator simply counts the number of tracks seen by the detector,
and thus is subject to the detector efficiency and other experimental effects. The
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Figure 6.3: Corrected multiplicity distributions as a function of zvtx for the LHC13b
p–Pb data taking period. Left: Ntracklets measured within |η| < 1. Right: NV0A
measured within −5.1 < η < −2.8. The frequencies of each multiplicity value within
the data sample are represented by a heatmap. The black lines represent the overall
mean Ntracklets and NV0A as a function of zvtx.
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for both p–Pb data taking periods. Left: Ntracklets measured within |η| < 1. Right:
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actual physical quantity of interest is Nch, the number of primary charged particles
produced in the interaction. For the purposes of this analysis, the charged-particle
multiplicity density measured by ALICE at mid-rapidity, 〈dNch/dη〉|η|<1.0 = 17.64±
0.01(stat.)± 0.68(syst.), measured by ALICE for inelastic p–Pb collision events at√
sNN = 5.02TeV with at least one charged particle within |η| < 1.0 [172], is used
as a reference value. The requirement of at least one charged particle is an LHC
convention that allows results from different experiments to be directly compared
with minimal model dependence. This necessitates the conversion of the measured
detector response Ntracklets to a physical Nch value, in order for the two quantities
to be comparable. This conversion was performed using minimum-bias Monte Carlo
simulations. A comparison was made between the number of generated physical
primary particles that were generated in the simulation, and the corrected number
of simulated tracklets reconstructed in the SPD. The correlation between these two
quantities is shown in Fig. 6.5. The coloured region is a heat map of points, with the
horizontal axis corresponding to the number of reconstructed tracks in the simulation,
and the vertical axis corresponding to the total number of charged particles generated
in the simulation. The black points are the profile, i.e. the mean Nch value seen for
each Ntracklets point, and the red line is a linear fit to the distribution.
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Figure 6.5: Comparison between Ntracklets and Nch in minimum-bias Monte Carlo
simulations. The Nch value corresponds to all physical primary charged particles
generated in the simulation. The profile (mean at every Ntracklets value) is shown as
black points; a linear fit to the distribution is shown as a red line.
The linear fit to the distribution yielded an estimate of 0.52Ntracklets/Nch, with
an approximately Gaussian spread of points about the central line. This was cross-
checked by making a Gaussian fit to the distribution at NMCch = 2〈dNch/dη〉data|η|<1.0 =
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35.28 [172]. The mean of this Gaussian was found to be 18.27, which was consistent
with the proportionality factor of the overall distribution (18.27/35.28 = 0.52). Under
the assumption of a roughly flat distribution of Nch as a function of η at mid-rapidity,
the measured Ntracklets values were therefore converted to dNch/dη by dividing by
0.52 (to convert to Nch) and then by a further factor of two (the width of the pseudo-
rapidity range, ∆η = 2. Linear fits were also made within the individual multiplicity
classes in order to judge the local deviations of the scaling factor from the global
value. Further checks were made of the proportionality for the charm-enriched Monte
Carlo data set used for the charm-enriched Monte Carlo sample used to correct for
the reconstruction efficiencies; the scaling of Nch against Ntracklets was found to be
consistent. The spread of the Gaussian and deviations for the linear fits for individ-
ual multiplicity classes, in combination with the experimental uncertainties on the
previously measured 〈dNch/dη〉, led to a 5% global systematic uncertainty on the
measured dNch/dη values, and a 6.3% systematic uncertainty on the final relative
dNch/dη/〈dNch/dη〉 values globally.
For the analysis using the multiplicity at backward rapidity, no explicit conversion
to Nch was made. Instead, the average corrected V0A signal for the analysed event
sample, 〈NV0A〉= 82.7, was used as a reference value. The uncertainty on the relative
backward multiplicity measurements, based on the variance of the multiplicity about
the mean ratio within each class, was 5% globally.
Multiplicity intervals for analysis
The corrected multiplicity ranges and their averages are shown in Tab. 6.1 for the
dNch/dη analysis, and in Tab. 6.2 for the NV0A analysis. The number of events
analysed in each class is also given for both estimators. The intervals are expressed
in terms of the aforementioned mean charged-particle multiplicity at mid-rapidity,
〈dNch/dη〉|η|<1.0 = 17.64± 0.01 (stat.)± 0.68 (syst.). As can be seen, the highest
multiplicity interval for the mid-rapidity multiplicity estimator probes extreme values
of Nch, reaching a subsample of < 1% of the total number of events. The highest-
multiplicity events with a valid D∗+-meson candidate within the range of the invariant
mass spectrum had Ntracklets = 131 (dNch/dη = 126) and NV0A = 603 for each esti-
mator, i.e. seven times the mean multiplicity in each case.
6.2 D∗+-meson reconstruction
The reconstruction of D∗+ mesons for this analysis followed the procedure outlined
in Section 4. D∗+ mesons were reconstructed at mid-rapidity (−0.96 < ycms < 0.04)
in five pT intervals in the range 1 < pT < 24GeV/c, for six mid-rapidity multiplicity
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Ntracklets range 〈dNch/dη〉i 〈dNch/dη〉i
/
〈dNch/dη〉 Nevents/106
[1,21] 9.8 0.56 58.6
[22,28] 24.0 1.36 12.8
[29,34] 30.3 1.72 8.0
[35,43] 37.3 2.11 7.6
[44,69] 50.3 2.85 6.4
[70,199] 75.3 4.27 0.5
Integrated 17.6 – 96.6
Table 6.1: Mid-rapidity multiplicity intervals used for the D∗+-meson analysis in Sec-
tion 6. The dNch/dη column represents the average multiplicity in each interval (5.0%
global uncertainty not quoted). The third column is the average in each multiplicity
interval divided by the global average (〈dNch/dη〉|η|<1.0 = 17.64, 6.3% global un-
certainty not quoted). The final column is the number of analysed events in each
multiplicity interval, which is used for the normalisation of the final result.
NV0A range 〈NV0A〉i 〈NV0A〉i
/
〈NV0A〉 Nevents/106
[0,90] 40.0 0.48 36.9
[91,132] 109.5 1.32 12.3
[133,172] 150.0 1.81 10.0
[173,226] 195.5 2.36 20.5
[227,798] 272.5 3.29 16.8
Integrated 82.7 – 96.4
Table 6.2: Backward-rapidity multiplicity intervals used for the D∗+-meson analysis
in Section 6. The NV0A column represents the average multiplicity in each interval
(5.0% global uncertainty not quoted). The second column is the average in each multi-
plicity interval divided by the global average (〈NV0A〉= 82.7), 6.3% global uncertainty
not quoted). The final column is the number of analysed events in each multiplicity
interval, which is used for the normalisation of the final result.
classes and five backward-rapidity multiplicity classes. The topological selections
used to reconstruct D∗+ mesons were mostly the same as used for the RpPb analysis
published by ALICE in [123], apart from the distance of closest approach (DCA) cut
at low pT (1< pT < 2GeV/c), which was loosened in order to improve the statistical
significance in the small subsamples of events of the individual multiplicity classes.
All of the selection criteria were kept constant as a function of multiplicity in all pT
intervals. The full list of reconstruction and selection cuts is given in Tab. 6.3; the
definitions of the variables are given in Section 4.2. As the Bayesian PID method
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described in Section 5 was not yet established in ALICE at the time of this analysis,
an nσ PID method was used instead. As mentioned in Section 4.3, the PID for D∗+
mesons relied on 2- and 3σ compatibility selections for the decay daughters of the D0
meson in the TPC and TOF, respectively; no PID selection was imposed on the soft
pion candidate.
pT (GeV/c) 1–2 2–3 3–4 4–5 5–6 6–7 7–8 8–12 12–16 16–24∣∣∣∆MD0∣∣∣ (MeV/c2) < 32 32 32 32 36 36 36 50 94 94
dca (cm) < 0.025 0.03 0.03 0.04 0.05 0.05 0.06 0.08 0.1 0.1
cosθ∗ < 0.8 0.85 0.9 0.9 1 1 1 1 1 1
p
K
T (GeV/c) > 0.6 0.5 0.5 0.5 0.5 0.5 0.5 0.4 0.4 0.3
p
pi
T (GeV/c) > 0.6 0.5 0.5 0.5 0.5 0.5 0.5 0.4 0.4 03
|dK0 | (cm) < 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.2 0.2
|dpi0 | (cm) < 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.2 0.2
d0,K×d0,pi (cm2) < −0.3 −0.25 −0.13 −0.04 0.015 0.05 0.06 0.1 0.5 0.5
cos(θpoint)> 0.93 0.9 0.88 0.88 0.85 0.7 0.7 0.6 0.6 –
cos(θpoint,xy)> 0.97 – – – – – – – – –
Lxy (cm) > 3.5 3.5 3.5 3.5 2.5 1.5 1. 0 0 0
Table 6.3: Summary table of the reconstruction and selection cuts used for D∗+
mesons in p–Pb collisions. The cut titles are defined in Section 4.2.
The reconstruction and selection efficiencies are shown as a function of mid-
rapidity multiplicity for each studied pT interval in Fig. 6.6. The left-hand panel
shows the efficiency for prompt D∗+ mesons; the right-hand panel, the efficiency for
D∗+ mesons originating from the decays of B mesons (‘feed-down’). These were deter-
mined using heavy-flavour-enriched Monte Carlo simulations based on the PYTHIA
6.4.21 event generator [164] with the Perugia-0 tune [165], with particles transported
through the detector with GEANT3 [166]. The underlying event for each PYTHIA-
generated cc¯ or bb¯ pair was generated using the HIJING v1.36 [173] event generator,
which simulates multiple jet production and nuclear shadowing in nuclear collisions.
The efficiency rises as a function of pT due to the selection cuts loosening at high
pT, as mentioned above; however, the efficiencies are roughly constant as a function
of multiplicity due to the consistency of the detector response and cuts against the
multiplicity. The efficiency for feed-down D∗+ mesons is found to be larger than that
for prompt D∗+ mesons, due to the decay length cut being more efficient for the
longer-lived B meson than for D mesons. Finally, the multiplicity shapes of both the
prompt and feed-down efficiencies are largely consistent, meaning that any multiplic-
ity dependence of D∗+-meson production cannot be attributed simply to an alteration
in the feed-down contribution.
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Figure 6.6: Reconstruction and selection efficiency of D∗+ mesons in p–Pb collisions
at √sNN = 5.02TeV, as a function of mid-rapidity multiplicity. Left: prompt D∗+
mesons; right: D∗+ mesons from the decays of B mesons.
Yield extraction
As described in Section 4.4, the extraction of the D∗+-meson yield is performed using
a fit to the invariant mass distribution. In this case, the mass difference between
the full reconstructed K−pi+pi+ triplet and the reconstructed K−pi+ doublet of the
D0 decay daughter, ∆M =MKpipi−MKpi, was used for the invariant mass analysis in
order to improve the signal resolution (see Section 4.4). The signal is modelled using
a Gaussian function, and the background is estimated by a power law multiplied by
an exponential, as given in Eq. (4.1). The width per mass bin in the invariant mass
histograms was varied as a function of pT between 400 keV/c2 and 1MeV/c2, to reduce
statistical fluctuations in regions with few counts. The overall signal width was found
to be consistent with those extracted from the Monte Carlo simulations that were
used to determine the efficiencies.
In order to reduce systematic effects based on measuring the signal in different
multiplicity classes, the Gaussian fit parameters for the signal (the mean and stan-
dard deviation) were determined for the multiplicity-integrated case in each pT in-
terval, and then fixed to these values for each multiplicity interval. The use of con-
sistent parameters in each interval is justified by the detector response (typified by
the efficiencies shown in Fig. 6.6) being largely independent of the multiplicity, and
by the individual multiplicity classes being statistically correlated subsamples of the
multiplicity-integrated dataset. In the majority of pT and multiplicity classes, a stable
signal was obtained using this method.
The invariant mass spectra are shown with their fits in Fig. 6.7 for (top) all five
pT intervals for all multiplicity, and (bottom) three NV0A intervals (low, intermediate
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Figure 6.7: Invariant mass distributions of the mass difference for D∗+ → D0pi+
in two pT intervals and three multiplicity intervals. The top five panels show the
multiplicity-integrated invariant mass spectra for five pT intervals. The lower six pan-
els show the distributions for two pT intervals (rows) and three multiplicity intervals
(columns).
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and high) for two pT intervals. The raw yields for all pT and multiplicity intervals,
along with their statistical uncertainties, are outlined in the appendix, in Tabs. B.1
and B.2.
Calculation of self-normalised yields
The observable that is considered in this analysis is the so-called ‘self-normalised
yield’, defined as
(
d2ND
/
dydpT
)j〈
d2ND
/
dydpT
〉 =
 1
N jevents
N jraw D
εjprompt D
/( 1
NMB trigger/εMB trigger
〈Nraw D〉
〈εprompt D〉
)
,
(6.2)
where Nraw D is the raw yield of D mesons, j refers to the multiplicity interval under
consideration, εprompt D is the reconstruction and selection efficiency, and N jevents is
the number of p–Pb collision events analysed for each multiplicity class. This formula
is used under the assumption that the fraction of D mesons stemming from feed-
down from B-meson decays is independent of multiplicity, and thus cancels out in the
ratio; however, an additional uncertainty is assigned based on the feed-down fraction
determined from the efficiencies.
The variables in the denominator of Eq. (6.2) correspond to the multiplicity-
integrated case. Here, NMB trigger refers to the total number of inelastic p–Pb events
that were triggered on in the minimum-bias sample. εMB trigger is the trigger efficiency
(96.4±3.1%) [174]. PYTHIA Monte Carlo simulations confirmed that the minimum-
bias trigger efficiency for D mesons is 100%, meaning that the number of D mesons
in the triggered event sample is unaffected by the correction of the number of events
for the trigger efficiency.
Systematic uncertainties
The efficiency corrections for variations in the selection cuts and PID selections in
the minimum-bias analysis of D∗+ mesons in p–Pb collisions lead to systematic un-
certainties of ∼8% and 5%, respectively [123]. For the relative yields as a function
of multiplicity, however, these contributions cancel out in the final ratio due to the
consistency of the detector response at all multiplicities, and so they are not con-
sidered as sources of systematic uncertainty for this analysis [16, 17]. The feed-down
contribution from the decays of B mesons was also assumed to remain constant as a
function of multiplicity, so no feed-down was explicitly subtracted from the D-meson
yields. This is justified by previous measurements of beauty production as a function
of multiplicity in pp collisions, as well as by PYTHIA simulations [16] and the fact
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of the feed-down efficiency shape being roughly constant as a function of multiplicity
(Fig. 6.6). A feed-down uncertainty was, however, applied based on the uncertainty
of these efficiencies. This was estimated using the same charm-enriched Monte Carlo
event set used to compute the selection efficiencies. The uncertainty based on the
feed-down subtraction for D∗+ mesons was found to be between ∼5–10%, depending
on multiplicity.
The uncertainty on the multiplicity determination was judged by taking a se-
ries of linear fits in the individual multiplicity classes and comparing the extracted
Nch/Ntracklets scaling factors with the global one used for the multiplicity conversion,
see Section 6.1. This led to a 5% systematic uncertainty being assigned to the relative
multiplicity for all multiplicity classes.
The most important contribution to the systematic uncertainties in this analysis
comes from the yield extraction procedure. The measured yields can fluctuate based
on the method used to estimate the signal, and the deviation of the final result due to
this is estimated and assigned as a systematic uncertainty. For the purposes of this
estimate, the ‘central’ result was taken to be that defined by the criteria outlined in the
previous section: an automatic determination of the mean and width of the Gaussian
in the multiplicity-integrated case; the fixing of these values in each pT interval for
the multiplicity-binned analysis; an invariant mass resolution per histogram bin of
between 400 keV/c2 and 1MeV/c2, depending on pT; and a background defined by
the function given in Eq. (4.1).
The following variations of the fit procedure were used to estimate the systematic
uncertainty, with the number of variations given in parentheses:
– adjusting the mass bin width in the invariant mass distributions (4);
– applying a power-law or exponential × power-law function for the background
(2);
– changing the lower and upper mass limits of the fit to the background distribu-
tion (5×5); and
– leaving the mass and width of the Gaussian function free in the individual
multiplicity bins instead of fixing it (2).
The total number of combinations of variations was therefore 400. Additional
checks were also made using bin counting within five σ ranges between 3σ and 5σ
around the mean for the fit with the central parameters, using two methods for the
background estimation (the fit to the side bands and to the full invariant mass range),
adding a further ten variants of the fitting procedure. The estimation was performed
via a multi-trial approach, whereby each possible combination of variations was tested.
The same variations were applied to both the multiplicity-integrated case and each
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multiplicity bin, in order to ensure that both the numerator and denominator of
the relative yield were fitted in a consistent way. In order to rule out unrealistic
fluctuations, the following conditions had to be met for a trial to be accepted:
– 23σint < σmult <
3
2σint, where σint and σmult are the Gaussian width for the
multiplicity-integrated and multiplicity-binned cases, respectively;
– Σ> 3.0, where Σ is the statistical significance;
– Fit probability > 0.05, defined as the probability for the estimated χ2 and num-
ber of degrees of freedom based on the incomplete gamma function.
For accepted trials, a ratio was taken between the self-normalised yield and the
central value. The distribution of the ratio of the raw yield in a given multiplicity
bin to the multiplicity-integrated raw yield was taken for each variation of the fitting
procedure:
∆ = Y
var
bin
Y varint
, (6.3)
where the superscript ‘var’ refers to each individual variation of the fit parameters, and
the subscripts ‘bin’ and ‘int’ refer respectively to the results in individual multiplicity
bins and multiplicity-integrated.
∆
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Figure 6.8: Multi-trial fit used to determine the systematic uncertainty on the
yield extraction of D∗+ mesons in multiplicity bins. Left: frequency distribution of
∆ (see Eq. (6.3)) for successful trials. Right: ∆ as a function of the trial number
for all trials. The red lines correspond to the central values, i.e. the default fitting
parameters. These plots are for 2< pT < 4GeV/c and 29<Ntracklets < 34.
The frequency distribution of ∆, an example of which is shown in Fig. 6.8, was then
approximated with a Gaussian function, and the expected systematic uncertainty was
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extracted based on the width of this distribution divided by the mean, and taking
into account the distance of this mean from the value extracted with the central
parameters. pT/multiplicity intervals where the fit with the central parameters fell
outside the bulk of the trials, or where the Gaussian approximation did not hold for
the set of accepted trials, were excluded from the final results as having unstable
fits. This typically occurred at intermediate and high multiplicity for the lowest pT
interval, and at the highest multiplicity interval for intermediate and high pT, due
to the limited D∗+-meson statistics in these regions leading to either low signal-to-
background ratios or large statistical fluctuations in the mass peak. The number
of accepted trials for the valid intervals varied between ∼50 and the full 410. The
overall systematic uncertainties varied within the range 4–9% as a function of pT,
being larger at low and high pT and lower at intermediate pT, but were found to
be constant as a function of multiplicity for each estimator. The full list of yield
extraction uncertainties can be found in Tabs. B.3 and B.4.
6.3 Results
Comparison of D∗+ with D0 and D+ mesons
The results for D∗+-meson production are shown in Fig. 6.9 as a function of multi-
plicity for the Ntracklets multiplicity estimator, and in Fig. 6.10 as a function of the
NV0A estimator. In both figures, the results for D∗+ mesons are plotted alongside
those measured by ALICE for D0 and D+ mesons in the channels D0→ K−pi+ and
D+→K−pi+pi+ (and respective charge conjugates).
Each pT interval is shown as a single panel for all three species, with the individual
species slightly offset horizontally for better visibility. Diagonal identity lines (y =
x) are plotted to guide the eye; they correspond to the case where hard particle
production processes scale 1:1 with soft particle production processes. The systematic
uncertainties due to yield extraction are plotted as boxes, the statistical uncertainties
as lines; the systematic uncertainties due to feed-down from B mesons is shown in the
lower panels, and the global uncertainties on the event normalisation and multiplicity
correction are not plotted.
All of the D-meson species are consistent with one another within the experimental
uncertainties, with minimal dependence on pT seen for both estimators. In addition,
the D∗+ meson has statistical and systematic uncertainties comparable with those
found for D0 and D+ mesons, and smaller feed-down uncertainties overall. As the
results are similar for D0, D+ and D∗+, they were combined as an average over all
species to better study common features between the three. This was done as a
weighted average between the three species, and is shown in Fig. 6.11, which plots all
five pT intervals together for each estimator. The averages were calculated with the
107
Chapter 6. D∗+-meson production as a function of multiplicity
〉 Tpdy
/d
N2 d〈
) / Tpdy
/d
N2 (d
2
4
6
8
10
12
14
16
|<0.5
lab
y, |c<2 GeV/
T
p1<
 meson0D
 meson+D
 meson+D*
ALICE
 = 5.02 TeVNNsp-Pb 
 not shown〉η/dNd〈) / η/dN 6.3% unc. on (d±
 3.1% normalisation unc. not shown±
〉η/d
ch
Nd〈) / η/dchN (d
0 1 2 3 4 5 6 7 8 9
B 
fe
ed
-d
ow
n 
un
c.
0.4−
0.2−
0
0.2
0.4
 1/2 (2) at low (high) multiplicity×B fraction hypothesis: 
〉 Tpdy
/d
N2 d〈
) / Tpdy
/d
N2 (d
2
4
6
8
10
12
14
16
|<0.5
lab
y, |c<4 GeV/
T
p2<
 meson0D
 meson+D
 meson+D*
ALICE
 = 5.02 TeVNNsp-Pb 
 not shown〉η/dNd〈) / η/dN 6.3% unc. on (d±
 3.1% normalisation unc. not shown±
〉η/d
ch
Nd〈) / η/dchN (d
0 1 2 3 4 5 6 7 8 9
B 
fe
ed
-d
ow
n 
un
c.
0.4−
0.2−
0
0.2
0.4
 1/2 (2) at low (high) multiplicity×B fraction hypothesis: 
〉 Tpdy
/d
N2 d〈
) / Tpdy
/d
N2 (d
2
4
6
8
10
12
14
16
|<0.5
lab
y, |c<8 GeV/
T
p4<
 meson0D
 meson+D
 meson+D*
ALICE
 = 5.02 TeVNNsp-Pb 
 not shown〉η/dNd〈) / η/dN 6.3% unc. on (d±
 3.1% normalisation unc. not shown±
〉η/d
ch
Nd〈) / η/dchN (d
0 1 2 3 4 5 6 7 8 9
B 
fe
ed
-d
ow
n 
un
c.
0.4−
0.2−
0
0.2
0.4
 1/2 (2) at low (high) multiplicity×B fraction hypothesis: 
〉 Tpdy
/d
N2 d〈
) / Tpdy
/d
N2 (d
2
4
6
8
10
12
14
16
|<0.5
lab
y, |c<12 GeV/
T
p8<
 meson0D
 meson+D
 meson+D*
ALICE
 = 5.02 TeVNNsp-Pb 
 not shown〉η/dNd〈) / η/dN 6.3% unc. on (d±
 3.1% normalisation unc. not shown±
〉η/d
ch
Nd〈) / η/dchN (d
0 1 2 3 4 5 6 7 8 9
B 
fe
ed
-d
ow
n 
un
c.
0.4−
0.2−
0
0.2
0.4
 1/2 (2) at low (high) multiplicity×B fraction hypothesis: 
〉 Tpdy
/d
N2 d〈
) / Tpdy
/d
N2 (d
2
4
6
8
10
12
14
16
|<0.5
lab
y, |c<24 GeV/
T
p12<
 meson0D
 meson+D
 meson+D*
ALICE
 = 5.02 TeVNNsp-Pb 
 not shown〉η/dNd〈) / η/dN 6.3% unc. on (d±
 3.1% normalisation unc. not shown±
〉η/d
ch
Nd〈) / η/dchN (d
0 1 2 3 4 5 6 7 8 9
B 
fe
ed
-d
ow
n 
un
c.
0.4−
0.2−
0
0.2
0.4
 1/2 (2) at low (high) multiplicity×B fraction hypothesis: 
Figure 6.9: Results for D∗+-, D0- and D+-meson production as a function of mid-
rapidity multiplicity in p–Pb collisions at √sNN = 5.02TeV, for five pT intervals be-
tween 1 and 24 GeV/c. The lower panels show the systematic uncertainties due to
the feed-down from B-meson decays. Figures from [17].
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Figure 6.10: Results for D∗+-, D0- and D+-meson production as a function of
backward-rapidity multiplicity in p–Pb collisions at √sNN = 5.02TeV, for five pT
intervals between 1 and 24 GeV/c. The lower panels show the systematic uncertainties
due to the feed-down from B-meson decays. Figures from [17].
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inverse square of the relative statistical uncertainties as a weight for each D-meson
species. The full lists of the average results of all D mesons for each pT and multiplicity
class for both estimators are given in Tabs. B.5 and B.6. As with Figs. 6.9 and 6.10,
the uncertainties on the B-meson feed-down fraction are shown separately, and the
individual pT intervals are slightly offset horizontally for visibility. Both the relative
yields and the feed-down uncertainties were found to be approximately independent
of pT.
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Figure 6.11: Average relative yield for D0, D+ and D∗+ mesons as a function of
charged-particle multiplicity at (left) mid- and (right) backward rapidity in p–Pb
collisions at √sNN = 5.02TeV. Results are shown for five pT intervals within the
range 1< pT < 24GeV/c. The lower panels show the systematic uncertainties due to
the feed-down from B-meson decays. Figures from [17].
For the mid-rapidity multiplicity estimator, there appears to be a faster-than-
linear increase of the D-meson yields; when the multiplicity is estimated at backward
rapidity, the increase is more linear. In order to better interpret the differences be-
tween the two rapidity regions, it is necessary to make comparisons with equivalent
measurements in proton–proton collisions and theoretical models.
Comparison with pp measurements
Previous measurements of D-meson production as a function of multiplicity in pp
collisions at
√
s = 7TeV were reported by ALICE in [16], where multi-parton inter-
actions were shown to be a major factor in charm production at high multiplicities
(see Section 2.6). Comparisons between the multiplicity-dependent results from pp
and p–Pb collisions allow the contributions from MPI to be compared with from those
occurring due to the presence of a nucleus in the collision system.
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Figure 6.12: Relative D-meson yields in |ylab| < 0.5 as a function of (left) relative
charged-particle multiplicity at mid-rapidity |η|< 1.0, and (right) at backward rapid-
ity −5.1 < η < −2.8 (including 1.7 < η < 3.7 for pp collisions), for pp collisions [16]
and p–Pb collisions [17]. Results are shown for 2< pT < 4GeV/c. The relative yields
are given in the upper panels with statistical (systematic) uncertainties drawn as bars
(boxes). The uncertainty of the B feed-down fraction is drawn separately in the lower
panels. A diagonal x= y line (grey) is shown to guide the eye. Figure from [17]
Figure 6.12 shows the comparisons between the p–Pb and pp results for the av-
erage of all D mesons, in both of the rapidity ranges for which the charged-particle
multiplicity was studied. The pp measurement with the mid-rapidity multiplicity es-
timator used an identical definition of multiplicity to that of the p–Pb measurement
(based on Ntracklets within |η| < 1.0 in the SPD). While the p–Pb measurement only
uses the V0A counter at backward rapidity, the pp measurement employed both of the
V0 detectors (−5.1< η <−2.8 and 1.7< η < 3.7) due to the symmetry of the collision
system. Only the D0 yield was measured with this estimator for pp collisions.
For the Ntracklets multiplicity estimator, the results were found to be consistent
between pp and p–Pb collisions for all of the studied pT and multiplicity intervals,
implying that the multiplicity scaling is roughly similar for MPI and Ncoll in this
region. However, for the V0 estimator, the p–Pb results are lower than those from
pp collisions at high multiplicity. It is possible that the shape of the collision region
accounts for the differences between the results for the two systems: the presence of
the Pb nucleus may lead to a higher rate of soft particle production in the Pb-going
direction than at mid-rapidity, as the Pb-going multiplicity is expected to scale with
the number of colliding nucleons, potentially explaining the observation that the rise
of the D-meson yield relative to the backward multiplicity is slower than that relative
to the mid-rapidity multiplicity estimator.
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Comparison with models
The results for the average of all three D-meson species are compared with theoretical
models in Figs. 6.13 and 6.14 for mid-rapidity and backward-rapidity multiplicity,
respectively. In each case, the results (shown as black points) are compared in four
pT intervals within 1 < pT < 12GeV/c with calculations performed in the EPOS3
model [18,19], which was outlined in Section 2.6. EPOS uses a parton-based Gribov–
Regge approach [18] to multiple scatterings, in which individual parton–parton scat-
terings are treated as parton ladders composed of a hard pQCD process, with the
inclusion of initial- and final-state radiation. A saturation scale is used to parame-
terise non-linear parton evolution effects. Two versions of the calculations are used,
one with a pure EPOS calculation, and one including a (3+1)-dimensional hydrody-
namic evolution of the collision system [19], which introduces viscous flow to the final
state.
In both rapidity intervals, the results were found to be consistent with the mod-
els within uncertainties. For the backward-rapidity multiplicity estimator, the two
theory curves are in strong agreement with one another, diverging only at very high
multiplicity for the highest pT interval considered, and successfully predict the linear
behaviour shown by the relative D-meson yields in the multiplicity range considered.
On the other hand, there is a clear difference between the predictions with and without
hydrodynamics when the multiplicity is computed at mid-rapidity. Here, when hydro
is not considered, the theory curve (dark green) is consistent with the diagonal line,
while the calculations with hydro show an upward curve as a function of multiplicity.
This effect is more pronounced in the higher pT intervals than in 1< pT < 2GeV/c.
The predictions including viscous hydrodynamics describe the data better than
those without hydro. A similar behaviour was predicted by this model for the multi-
plicity dependence of charm production in pp collisions at
√
s= 7TeV, see Section 2.6
and Fig. 2.22. The EPOS calculations compute scatterings in pp and p–Pb collisions
in a consistent fashion. In this model, the curvature is attributed to a reduction of
the overall charged-particle yield in this region at high multiplicity due to hydrody-
namic effects, rather than an enhancement of the charm yield. This occurs due to
a proportion of the thermal energy being used to generate collective motion in the
form of flow instead of particle production. As the charm yield is only dependent
on hard rather than soft scatterings, it remains unaffected by this process [175]. As
the result with hydro is more consistent with the data, these results therefore may
hint at possible flow effects for charged particles in high-multiplicity p–Pb collisions
at mid-rapidity, which would be in line with the double-ridge effect observed in p–Pb
collisions at high multiplicities (see Fig. 2.19). By contrast, the effects due to flow in
this model are lessened for charged particles at large Pb-going rapidities, explaining
the linearity of this result in the measured multiplicity region.
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Figure 6.13: Average relative D-meson yield as a function of relative charged-particle
multiplicity at mid-rapidity in four pT intervals, compared with theoretical calcula-
tions. The systematic uncertainties on the data due to renormalisation (±3.1%), the
(dNch/dη)
/
〈dNch/dη〉 values (±6.3%), the feed-down contribution are not shown.
The black points represent the D-meson measurements; the coloured lines and shaded
boxes respectively show the EPOS3.116 calculation curves and their statistical un-
certainties, with and without hydrodynamics [18, 19]. A diagonal x= y line (grey) is
shown to guide the eye. Figure from [17].
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Figure 6.14: Average relative D-meson yield as a function of relative charged-particle
multiplicity at mid-rapidity in four pT intervals, compared with theoretical calcula-
tions. The systematic uncertainties on the data due to renormalisation (±3.1%), the
(NV0A)
/
〈NV0A〉 values (±5.0%), the feed-down contribution are not shown. The
black points represent the D-meson measurements; the coloured lines and shaded
boxes respectively show the EPOS3.116 calculation curves and their statistical un-
certainties, with and without hydrodynamics [18, 19]. A diagonal x= y line (grey) is
shown to guide the eye. Figure from [17].
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The production of D∗+ mesons at mid-rapidity was measured in p–Pb collisions
at √sNN = 5.02TeV as a function of the charged-particle multiplicity in two ra-
pidity classes, mid-rapidity (|η| < 1.0) and backward rapidity (Pb-going direction,
−5.1 < η <−2.8) with the ALICE detector. The decay of D∗+ was measured in the
channel D∗+→D0pi+, with the further decay D0→K−pi+. The relative D∗+ yields as
a function of multiplicity for both multiplicity estimators were found to be consistent
within uncertainties with those for D0 and D+ mesons measured in the same colli-
sion system in the channels D0→K−pi+ and D+→K−pi+pi+. An average was taken
between the three measured species to reduce the overall uncertainties; the result-
ing relative D-meson yields were found not to have any significant dependence on pT
for either multiplicity estimator. For the mid-rapidity estimator, a faster-than-linear
increase was seen of the relative D-meson yield with respect to the charged-particle
multiplicity, implying a faster scaling of hard scattering processes than soft parti-
cle production processes at high multiplicity densities (dNch/dη
/
〈dNch/dη〉 ≈ 4.5).
A similar scaling has also been seen for the multiplicity dependence of J/ψ-meson
production at mid-rapidity in p–Pb collisions in ALICE [176]. Conversely, for the
estimator at backward rapidity, the relative D-meson yield was found to scale roughly
equally with the overall multiplicity up to high multiplicities in all pT intervals.
Comparisons were then made between the results in p–Pb collisions and those
already reported by the ALICE Collaboration in proton–proton collisions at
√
s =
7TeV [16]. The results for the mid-rapidity estimator showed consistency between
both collision systems, implying that the multiplicity scaling is roughly equivalent
between pp and p–Pb collisions in this region. This implies that at mid-rapidity,
the contributions from MPI and the increased number of binary nucleon–nucleon
collisions in p–Pb collisions scale similarly to the MPI contributions in pp collisions
at high multiplicities. When the multiplicity in the Pb-going direction was considered,
however, a shallower increase for the relative D-meson yield could be seen for p–Pb
collisions than pp collisions. This implies that, for this estimator, the rate of scaling
of hard processes with respect to soft processes is slower in p–Pb collisions than in pp
collisions, likely due to the presence of a nucleus in the collision.
Model calculations under the EPOS3.116 framework [18,19], both with and with-
out the inclusion of viscous hydrodynamics, were compared with the D-meson re-
sults in p–Pb collisions for both multiplicity estimators. For the backward-rapidity
multiplicity estimator, both versions of the model calculations were consistent with
one another, and successfully reproduced the roughly equal increase of D-meson and
charged-particle yields for this estimator. For the mid-rapidity multiplicity, the model
without hydrodynamics again predicted a roughly linear increase; the calculations
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with hydrodynamics showed an upward curvature consistent with the D-meson mea-
surements. It is therefore concluded that predictions involving viscous hydro better
describe the behaviour of D-meson production as a function of multiplicity. Under
the assumptions made in the model, the upward curvature may be attributed to a
suppression of the charged-particle yield at high multiplicity, due to some proportion
of the energy in the system being used for the generation of flow rather than for
charged-particle production; as charm quarks are produced in the initial hard scat-
terings, their production rate would be unaffected by this. This result may imply
an element of flow being present for light-flavour particles in high-multiplicity p–Pb
events at mid-rapidity, whereas the hydrodynamic flow effects predicted by the model
at backward rapidity are less significant.
Further p–Pb collisions are planned to be performed during Run 2 of the LHC
at √sNN = 5.02TeV and √sNN = 8TeV, extending both the available statistics at the
existing collision energy and pushing measurements to an even higher energy density.
As the most significant contribution to the systematic uncertainties came from the
yield extraction procedure, the increased statistics would allow both the statistical and
systematic uncertainties of the multiplicity-dependent measurement to be reduced, as
well as improving the granularity in terms of the number of pT and multiplicity classes
that can be stably measured for each meson. Triggering on high-multiplicity events
may also allow an extension of the results to higher multiplicities.
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Results were presented for measurements of D-meson production at mid-rapidity in
proton–proton and proton–lead collisions, using the ALICE detector.
A Bayesian particle identification technique was implemented and validated for the
study of D0 mesons in pp collisions at
√
s= 7TeV, in order to establish this method
and determine its validity for use in other analyses in ALICE. This was motivated
specifically by the case of Λ+c → pK−pi+, whose signal sits atop a high level of com-
binatorial background, making previously established ‘nσ’ PID methods ineffective
for this analysis. It was previously shown that a Bayesian approach to combining
the signals of different detectors (TPC and TOF) makes such an analysis viable in
the current setup of the ALICE detector [6]. The D0 analysis showed a heightened
signal-to-background ratio (and thus signal purity) over nσ PID for all pT, and an
increased (similar) statistical significance at low (high) pT for all but the strictest
Bayesian PID selections. Due to the exclusivity of the Bayesian PID selections, a
lower reconstruction efficiency was seen, with tighter probability selections leading to
further decreased efficiencies. Despite this, when the corrected yields for each method
were compared, the results were found to be largely consistent with one another,
giving a PID systematic uncertainty within 3–10% with respect to the nσ method,
depending on the strategy chosen. These deviations occur due to imperfections in the
knowledge of the detector response, particularly in the tails; however, these system-
atic uncertainties still compare favourably with that of the nσ PID method, which is
5% [66]. The dependence of the result on the choice of priors was also tested by vary-
ing the prior distributions of kaons, and was found to be negligible (within roughly
1% overall for the majority of the tested methods). The Bayesian PID approach is
thus considered to be a valid one for the analysis of D0→ K−pi+. This analysis was
performed alongside other validations using high-purity samples of pions, kaons and
protons from two-pronged particle decays, and single-particle spectra [6], in which the
method was fully validated for analyses using the TPC and TOF detectors. Meth-
ods already exist in the ALICE PID framework to extend this approach to the other
central-barrel detectors in ALICE. In particular, the single-track Bayesian PID prob-
abilities are currently being used as an input parameter for a boosted decision tree
analysis of Λ+c → pK−pi+ using the Toolkit for Multivariate Analysis (TMVA) [171]
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in pp and p–Pb collisions in ALICE [6], alongside complementary measurements in
the channel Λ+c → pK0S.
The production of D∗+ mesons was also studied in p–Pb collisions at √sNN =
5.02TeV as a function of charged-particle multiplicity. The motivation was to estimate
the role of multi-parton interactions and binary collision scaling in charm production
by comparing results between pp and p–Pb collisions, as well as to examine possible
collective effects in high-multiplicity p–Pb collisions. D∗+ mesons were measured at
mid-rapidity and the multiplicity was estimated at both mid-rapidity and backward
rapidity. The multiplicity in both regions was corrected on an event-by-event basis
by a data-driven statistical method to remove detector acceptance-induced depen-
dences on the z-position of the vertex, and a Monte Carlo-based method was used
to convert the number of tracklets in the SPD to the true pseudorapidity density of
charged particles. A faster-than-linear increase of the relative D∗+ yield was seen
for the mid-rapidity estimator, along with a roughly linear increase for the estima-
tor at backward rapidity. The results for D∗+ mesons were found to be consistent
with ALICE measurements of D0 and D+ mesons at all pT and multiplicity, within
uncertainties. Comparisons between pp results [16] and p–Pb results [17] for the
average of all three D-meson species showed consistency for the mid-rapidity multi-
plicity estimator, implying that the effects of Ncoll and MPI scaling in p–Pb collisions
match those of MPI in pp collisions in this rapidity region. However, the estimator
at backward (and in pp collisions, forward) rapidity showed a steeper increase of the
relative D-meson yield for pp collisions than p–Pb collisions as a function of mul-
tiplicity. This behaviour was confirmed by EPOS3 phenomenological models, both
with and without the application of viscous hydrodynamics [18, 19]. In this scheme,
the faster-than-linear increase seen with the mid-rapidity multiplicity estimator was
better reproduced by the version that included hydrodynamics; this is interpreted in
this model as a reduction of the overall charged-particle yield at high multiplicity
due to flow, rather than an enhancement of the overall D-meson yield. When the
multiplicity is estimated at backward rapidity (the Pb-going direction), these effects
disappear and the data are reproduced well by both versions of the model, implying
a lesser effect of hydrodynamics on charged particles in this region.
Run 2 of the LHC brings with it higher collision energies and luminosities in pp
(
√
s = 13TeV), p–Pb (√sNN = 8TeV) and Pb–Pb (√sNN = 5.02TeV) collisions, al-
lowing new energy densities to be reached as well as providing improved statistics
for rare probes such as open heavy-flavour hadron production. In addition, reference
measurements in pp collisions at
√
s= 5.02TeV will make this the first energy studied
in all three collision systems (pp, p–Pb and Pb–Pb), allowing more direct compar-
isons to be made between the three. The p–Pb data taking campaign in 2016 at√
sNN = 5.02TeV will increase the available statistics in this system and thus allow
the experimental uncertainties on the measurements to be reduced. This will allow a
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more precise determination of the RpPb of D mesons, potentially making the measure-
ment sensitive to the small nuclear effects present in this system, as well as providing
an opportunity for multiplicity-dependent measurements to probe higher multiplici-
ties through improved triggers. Further p–Pb collisions at √sNN = 8TeV will allow
access new high energy densities in this small system. The ALICE Transition Radia-
tion Detector, which was partially installed in Run 1 and completed ahead of Run 2,
will also allow for improved triggering and particle identification for electrons from
the semileptonic decays of heavy-flavour particles to electrons at mid-rapidity.
During the second Long Shutdown (2019–2020), a significant upgrade programme
will be undertaken within both the ALICE detector and the LHC as a whole. Of
particular interest for heavy-flavour measurements are the upgrades to the ALICE
ITS and TPC. The ITS will be refitted with seven layers of Monolithic Active Pixel
Sensors (MAPS), replacing the current six-layer SPD/SDD/SSD setup [177]. While
this will remove the ability to make PID measurements with this detector, it will
improve the spatial resolution by a factor of 3 and extend its tracking capabilities
to ultra-low pT, as well as allowing for continuous read-out from the detector. In
addition, the high-luminosity upgrades to the LHC will lead to collision rates reach-
ing up to 50 kHz for Pb–Pb collisions. This necessitates a continuous read-out mode
for the TPC, which is not possible with its current technology. During the second
Long Shutdown it will be upgraded to use Gas Electron Multiplier (GEM) foils for
amplification, allowing an increase by a factor of 100 of the measurable event rate.
These improvements will greatly improve the precision of measurements in rare and
difficult-to-access channels such as Λ+c → pK−pi+, and D mesons at ultra-low pT, al-
lowing both access to new observables and vast improvements in the current precision
of the open charm cross section. Finally, the upgrades to the ITS will facilitate the
measurement of the hadronic decays of B mesons, allowing ALICE measurements of
reconstructed open heavy flavours to move into the beauty sector [178].
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A | Validation of Bayesian PID for
D0→Kpi
pT (GeV/c) no PID nσ 40% 50% 70% 80%
1–2 2436±350 1722±189 1281±119 1259±115 1121±105 877±97
2–3 1988±195 1763±124 1149±74 1072±69 866±60 737±54
3–4 1817±137 1595±95 1117±60 956±53 710±44 568±39
4–5 1027±77 962±57 647±37 538±33 351±25 279±22
5–6 608±49 598±38 414±25 354±23 209±16 149±14
6–7 336±31 331±25 241±18 206±16 116±12 89±10
7–8 180±23 193±19 144±14 120±12 66±9 42±7
8–12 387±36 397±28 286±20 247±18 153±13 97±10
12–16 158±27 121±20 83±13 75±12 49±8 27±6
pT (GeV/c) max. prob. weighted
1–2 1264±116 1171±116
2–3 1126±73 1057±70
3–4 1079±58 886±53
4–5 601±35 520±32
5–6 392±24 324±22
6–7 228±17 181±15
7–8 133±13 104±11
8–12 265±19 215±16
12–16 81±12 72±11
Table A.1: Raw D0-meson yields in pp collisions at
√
s = 7TeV with each applied
Bayesian PID method.
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Method Averagedeviation
Maximum
deviation
At pT
interval
40% threshold −9.3% −16.8% 12–16GeV/c
50% threshold −8.3% −15.6% 8–12GeV/c
70% threshold −6.2% −13.3% 7–8GeV/c
80% threshold −4.7% −15.4% 7–8GeV/c
Max. probability −7.2% −14.2% 8–12GeV/c
Weighted −2.7% −6.9% 8–12GeV/c
no PID +4.7% +35.8% 1–2GeV/c
Table A.2: List of average and maximum deviations for corrected D0-meson yields
from nσ PID for each PID method. The final two columns give the maximum deviation
from the result with nσ PID, and the pT interval in which this maximum is seen.
Method Averagedeviation
Maximum
deviation
At pT
interval
40% threshold +10% kaons −0.05% 2.93% 12–16GeV/c
40% threshold −10% kaons −0.17% 2.78% 4–5GeV/c
50% threshold +10% kaons −0.22% 2.43% 7–8GeV/c
50% threshold −10% kaons −0.19% 3.23% 5–6GeV/c
70% threshold +10% kaons +1.65% 3.37% 5–6GeV/c
70% threshold −10% kaons −0.43% 6.70% 7–8GeV/c
80% threshold +10% kaons +0.58% 25.72% 12–16GeV/c
80% threshold −10% kaons +8.99% 70.94% 12–16GeV/c
Max. probability +10% kaons −0.98% 4.45% 12–16GeV/c
Max. probability −10% kaons −0.94% 7.30% 12–16GeV/c
Weighted +10% kaons +0.13% 0.56% 12–16GeV/c
Weighted −10% kaons −0.13% 0.60% 12–16GeV/c
Table A.3: List of average and maximum deviations for analyses with modified
priors for each PID method. Percentages are given with respect to the corrected
yields obtained for each method using the standard priors. The final two columns
give the maximum deviation from the result with standard priors, and the pT interval
in which this maximum is seen.
122
B | D∗+ as a function of
multiplicity
pT (GeV/c) Multiplicity interval
1–200 1–21 22–28 29–34 35–43 44–69 70–200
1–2 103 ± 21 22± 7 22 ± 7 – – – –
2–4 1209 ± 52 240± 19 216 ± 19 194 ± 19 194 ± 22 298±30 58 ± 14
4–8 1976 ± 62 446± 24 369 ± 24 300 ± 23 342 ± 27 499±35 –
8–12 608 ± 39 141± 15 125 ± 15 96 ± 14 114 ± 17 119±22 –
12–24 158 ± 18 44± 8 27 ± 7 – 33 ± 8 38±10 –
Table B.1: Summary table of the raw yields per pT and Ntrk multiplicity interval for
D∗+ mesons. All yields are presented with their statistical uncertainties. Excluded
intervals are marked with a dash.
pT (GeV/c) Multiplicity interval
1–798 1–90 91–131 132–172 173–225 226–798
1–2 103 ± 21 35 ± 8 – – – –
2–4 1209 ± 52 355± 23 273 ± 23 217 ± 22 193 ± 24 166 ± 24
4–8 1976 ± 62 609± 30 493 ± 29 341 ± 26 291 ± 26 242 ± 27
8–12 608 ± 39 208± 19 142 ± 18 111 ± 17 98 ± 17 –
12–24 158 ± 18 64 ± 11 39 ± 9 27 ± 7 25 ± 8 –
Table B.2: Summary table of the raw yields per pT and V0A multiplicity interval for
D∗+ mesons. All yields are presented with their statistical uncertainties. Excluded
intervals are marked with a dash.
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Multiplicity interval
pT (GeV/c) 1–21 22–28 29–34 35–43 44–69 70–200
1–2 7% 7% – – – –
2–4 5% 5% 5% 5% 5% 5%
4–8 4% 4% 4% 4% 4% –
8–12 8% 8% 8% 8% 8% –
12–24 9% 9% – 9% 9% –
Table B.3: Summary table of the yield extraction uncertainties per pT and Ntracklets
multiplicity interval for D∗+ mesons. Excluded intervals are marked with a dash.
Multiplicity interval
pT (GeV/c) 1–90 91–131 132–172 173–225 226–798
1–2 7% – – – –
2–4 6% 6% 6% 6% 6%
4–8 4% 4% 4% 4% 4%
8–12 8% 8% 8% 8% –
12–24 9% 9% 9% 9% –
Table B.4: Summary table of the yield extraction uncertainties per pT and V0A
multiplicity interval for D∗+ mesons. Excluded intervals are marked with a dash.
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(dNch/dη)
/〈dNch/dη〉
0.56±0.04 1.35±0.09 1.72±0.11
pT (GeV/c) d
2
N/dydpT
/〈d2N/dydpT〉
1–2 0.42±0.04±0.03+0.03−0.00 1.46±0.18±0.08+0.07−0.04 2.10±0.30±0.13+0.09−0.11
2–4 0.43±0.01±0.01+0.03−0.00 1.33±0.05±0.04+0.07−0.03 2.05±0.08±0.06+0.08−0.11
4–8 0.42±0.01±0.01+0.03−0.00 1.41±0.04±0.03+0.07−0.04 1.93±0.06±0.04+0.08−0.10
8–12 0.41±0.02±0.01+0.03−0.00 1.45±0.08±0.05+0.09−0.05 2.01±0.13±0.07+0.10−0.13
12–24 0.40±0.04±0.02+0.03−0.00 1.39±0.15±0.08+0.09−0.04 1.77±0.26±0.13+0.09−0.12
(dNch/dη)
/〈dNch/dη〉
2.11±0.13 2.85±0.18 4.27±0.27
pT (GeV/c) d
2
N/dydpT
/〈d2N/dydpT〉
1–2 2.90±0.44±0.24+0.11−0.33 3.65±0.60±0.30+0.00−0.70 –
2–4 2.40±0.09±0.07+0.06−0.19 3.80±0.13±0.11+0.00−0.51 7.16±0.84±0.35+0.00−1.02
4–8 2.36±0.08±0.05+0.06−0.18 3.86±0.11±0.08+0.00−0.51 5.30±0.71±0.25+0.00−0.79
8–12 2.23±0.15±0.08+0.07−0.22 3.67±0.21±0.12+0.00−0.63 8.42±1.38±0.45+0.00−1.49
12–24 3.37±0.30±0.22+0.11−0.32 3.53±0.37±0.21+0.00−0.55 –
Table B.5: Average of relative D0, D+ and D∗+ meson yields in several multiplicity
and pT intervals for p–Pb collisions at
√
sNN = 5.02 TeV, as a function of the relative
charged-particle multiplicity at mid-rapidity. Values are given with their uncertain-
ties, in the following order: statistical, systematic and feed-down contribution. The
global normalisation uncertainty of 3.1% is not shown. Excluded intervals are shown
as a dash. Table from [17].
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NV0A
/〈NV0A〉
0.48±0.02 1.32±0.07 1.81±0.09
pT (GeV/c) d
2
N/dydpT
/〈d2N/dydpT〉
1–2 0.55±0.05±0.02+0.04−0.00 1.57±0.19±0.06+0.09−0.05 1.92±0.28±0.08+0.09−0.12
2–4 0.52±0.01±0.01+0.03−0.00 1.47±0.05±0.04+0.08−0.04 1.91±0.07±0.05+0.08−0.10
4–8 0.51±0.01±0.01+0.03−0.00 1.59±0.04±0.03+0.08−0.04 1.93±0.06±0.04+0.08−0.10
8–12 0.55±0.02±0.02+0.04−0.00 1.60±0.08±0.05+0.10−0.05 1.84±0.12±0.06+0.09−0.13
12–24 0.56±0.04±0.03+0.04−0.00 1.53±0.15±0.07+0.09−0.05 2.22±0.22±0.11+0.11−0.14
NV0A
/〈NV0A〉
2.36±0.12 3.29±0.16
(2.72±0.14)
pT (GeV/c) d
2
N/dydpT
/〈d2N/dydpT〉
1–2 (2.69±0.39±0.14+0.10−0.31)
2–4 2.50±0.11±0.07+0.07−0.20 3.25±0.17±0.09+0.00−0.45
4–8 2.43±0.09±0.05+0.06−0.19 3.02±0.14±0.07+0.00−0.42
8–12 2.62±0.17±0.08+0.09−0.27 3.03±0.27±0.10+0.00−0.53
12–24 (2.27±0.25±0.13+0.08−0.24)
Table B.6: Average of relative D0, D+ and D∗+ meson yields in several multiplicity
and pT intervals for p–Pb collisions at
√
sNN = 5.02 TeV, as a function of the relative
charged-particle multiplicity at mid-rapidity. Values are given with their uncertain-
ties, in the following order: statistical, systematic and feed-down contribution. The
global normalisation uncertainty of 3.1% is not shown. For 1 < pT < 2 GeV/c and
12 < pT < 24 GeV/c, the final two multiplicity intervals are merged for D0 and D+
mesons, and the results are shown in parentheses. Table from [17].
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