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Abstract 
We compare the costs of uniform and nonuniform algorithms for approximate solutions of 
continuous problems assuming the real number model. We show that, in general, there is no 
relation between these costs. That is, the class of uniform algorithms may be empty; moreover, 
even if this class is nonempty then the cost of any uniform algorithm may be arbitrarily larger 
than the minimal cost of nonuniform algorithms. We also provide conditions under which there 
exist uniform algorithms whose cost is basically the same as the minimal cost of nonuniform 
algorithms. @ 1999 Elsevier Science B.V. All rights reserved. 
KeywonJs: Uniform algorithms; Continuous problems and algorithms; 
Information-based complexity 
1. Introduction 
We study the computation of &-approximations to exact solutions of problems and 
assume the real number model without an oracle, as in [I], or with an oracle, as in 
[6] or, more formal, in [4]. Such approximations are usually computed by nonuniform 
algorithms (machines, programs). For nonuniform algorithms, the error parameter E is 
regarded as a fixed number. The choice of a nonuniform algorithm depends on E, and 
for different E’S we have, in general, different algorithms. The error parameter E is not 
part of the input of the nonuniform algorithm. 
The nonuniform algorithm P, has a finite number of built-in (precomputed) param- 
eters. The number of built-in parameters usually depends on E and may be large if i: 
is small. The minimal cost of nonuniform algorithms that compute an e-approximation 
is called the (nonuniform) complexity. For many problems we know tight bounds on 
the complexity. 
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Obviously, it is more interesting to consider uniform algorithms for which the error 
parameter E is part of the input. Such algorithms can be used for different E’S and there 
is no need to change the algorithm when E varies. The uniform algorithm P has also 
a finite number of built-in parameters but they do not depend on E. We still want to 
compute an e-approximation, but this time using the uniform algorithm P, which takes 
E as part of its input. Obviously, the cost of a uniform algorithm cannot be smaller 
than the minimal cost of nonuniform algorithms, i.e., the complexity. 
It is tempting to define the unifbrm complexity as the minimal cost of uniform 
algorithms that compute an &-approximation. There is, however, a problem with such a 
definition. First of all, the class of uniform algorithms that compute an c-approximation 
may be empty. Furthermore, even if this class is nonempty, we still have a problem 
how to define the minimal cost. For nonuniform algorithms P,, the cost cc is a number 
and the minimal cost 
inf{q: 4: computes an r-:-approximation) 
is well-defined. For uniform algorithms P, the cost cp is a function of E which usually 
goes to infinity as e goes to zero. Intuitively, we would like to find a uniform algo- 
rithm P* whose cost function cp* is minimal among the cost functions of all uniform 
algorithms, i.e., 
cp* = inf{cp: P with input E computes an c-approximation}. 
But how to interpret the last infimum? One can try to interpret this pointwise, i.e., 
cp- (E) = inf {c&a) : P with input E computes an &-approximation}. 
Then cp* is essentially the (nonuniform) complexity, but the last infimum may not be 
attained by a uniform algorithm. 
This explains why we do not define uniform complexity in this paper. Instead, we 
compare the costs of uniform algorithms with the (nonuniform) complexity. We study 
the real number model and show that, in general, anything can happen: 
l (i) For some problems, the class of uniform algorithms that compute an &-approxim- 
ation is empty even though the class of nonuniform algorithms is nonempty and the 
complexity is relatively small. We will provide conditions under which uniform 
algorithms exist. 
l (ii) For some problems, the cost of any uniform algorithm is arbitrarily larger than 
the complexity. 
l (iii) For some problems, there exist uniform algorithms with essentially the same 
cost as the complexity. 
We now discuss these three cases in detail. 
(i) The class of uniform algorithms is empty for certain problems for which the error 
is measured by a metric. The choice of the particular metric is crucial. This result holds 
for a metric that forces us to compute some components of the solution exactly. For 
this problem, the complexity is finite, and can be a slowly increasing function of E-’ 
depending on the specific form of the metric. 
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The essence of this result also holds for certain problems whose solution does not 
require oracles. The sequence pk = 2’jk cannot be computed by a uniform (in k) al- 
gorithm, but trivially can be computed by nonuniform algorithms with small cost. 
Section 2 deals with the exact solution of problems without oracles within the BSS- 
model of computation. 
In Section 3 we extend the results of Section 2 to problems in information-based 
complexity that require the use of oracles. We also show that the class of uniform 
algorithms is nonempty if the metric is replaced by a norm. The choice of the norm 
relaxes the demand that some components of the solution must be computed exactly. 
It turns out that it is now enough to approximate the components of the solution. This 
implies the existence of uniform algorithms. 
Uniform algorithms may exist for problems with metrics. It is enough to assume that 
there exist nonuniform algorithms that are weakly continuous, see Section 4. Continuity 
means that a small change of the built-in parameters of the nonuniform algorithm causes 
a small change in its outputs. 
(ii) Even if the class of uniform algorithms is nonempty, it may happen 
that for some problems the cost of uniform algorithms is arbitrarily larger than the 
(nonuniform) complexity. By “arbitrarily larger”, we mean that the cost of any uni- 
form algorithm that computes an s-approximation can be of the form 
exp(comp(s)), or exp(. . . exp(comp( c)) . .) where comp( s) denotes the complexity, and 
we can take arbitrarily many compositions of the exponent function. Such 
problems are presented in Sections 2 and 3. Once more, the choice of the met- 
ric is crucial. This bad property disappears if the metric is replaced by a 
norm. 
(iii) We now discuss when uniform algorithms have essentially the same cost as 
the complexity. We prove that this holds for the approximation problem defined in 
Section 3, and for approximation of certain linear functionals defined in Section 5. In 
these two cases, we construct a uniform algorithm from a sequence of appropriately 
chosen nonuniform algorithms. We code the built-in parameters of the nonuniform 
algorithms into one single (magic) number which is used as a single built-in parameter 
of the uniform algorithm. When we run the uniform algorithm for a given E, we decode 
from the magic number the built-in parameters of the nonuniform algorithm which are 
needed for this E. To control the cost of decoding, we need a continuity assumption 
on the nonuniform algorithms. 
As already mentioned, our construction of uniform algorithms requires one built-in 
parameter (a magic number) which captures the behavior of nonuniform algorithms for 
various F’S. It is usually very hard, if not impossible, to store such a number. This 
makes our results on uniform algorithms purely of theoretical interest. 
To address the practical side, we note that the difference between uniform and 
nonuniform algorithms basically disappears if we do not let E go to zero, and in- 
stead consider E in the interval [slow, s,rr] with, say, slow = lo-’ and s,pp = 10e2. Then 
no magic numbers are needed to construct a uniform algorithm which works well for 
all I-: E [slow, E upP]. Details are provided in Section 6. 
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In this paper, we concentrate on the error parameter E and we distinguish nonuniform 
and uniform algorithms by the way they treat E. Obviously, there are other parameters 
which can play the same role as E. For instance, suppose we want to find algorithms 
for multivariate integration for functions from the Sobolev subclass W~p([O, IId). Here, 
Y denotes the smoothness of functions defined over the d-dimensional unit cube whose 
rth distributional derivatives are bounded in the &-norm by M. We now have four 
additional parameters: r, p, d,M. There are natural restrictions on them such as r and 
d are positive integers, p E [ 1, co], M > 0, and to assure continuity of functions we 
need to assume that p >d/v for d > 1. Once more, nonuniform algorithms may take 
all these parameters as fixed. Then the nonuniform algorithm ez,r,p,d,~ should com- 
pute an s-approximation to the integral &,ld f(t)dt by sampling the function f (ora- 
cle calls) and by performing arithmetic and branching operations. On the other hand, 
uniform algorithms may take all these parameters E, r, p, d,M as inputs and compute 
an E-approximation to the integral by using oracle calls and by using arithmetic and 
branching operations. We believe that a similar analysis of the cost of nonuniform and 
uniform algorithms could be performed for the case of many parameters. 
2. Computations without oracle 
We consider the following specific problem. For a given sequence of real numbers 
p = { pk}, we want to compute Sp(n) = pn for any n = 1,2,. . . . We use the BSS-model 
with the four standard arithmetic, copy and branching operations over the reals, see 
[l] for exact definitions. 
We give a short and informal description of this model for the case when input and 
output consist of just one real number, as in our example. Any algorithm (machine) 
P is of the following form. The algorithm P may use a finite number of built-in 
parameters x_~,x_,+I , . . , x-1, where m is finite and may depend on P. Here the X-i 
are real numbers. We input x0 and for j = 1,2,. . . , J the algorithm P performs either 
an arithmetic operation 
xj = OP(Xi, > xjz > 
with ji,j2 E [-m,j - 11, and opt {+, -;,/}, or a copy operation 
Xj = X,j, 
or a goto-operation 
if X~,OP, Xj2 then goto X, 
where op, E { <,a, <, >,=}, and ji E t-m, j - 11. 
In particular, the number J of arithmetic operations may depend on the input. The 
output is P(x0) =XJ. Each arithmetic and branching operation (i.e., a comparison to- 
gether with a jump) has unit cost; copy operations are free. That is, we use the cost 
function as in [4], see also [5]. 
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We now consider algorithms for computing S,. We consider two cases and start with 
the nonuniform case. That is, for a given n we are looking for an algorithm P = P, 
which may depend on n and which computes Sp(n). Clearly, for any sequence p, we 
can define the algorithm P, with the built-in parameter x-1 = P,, and P,(n) =x1 ‘x-1. 
Then cost(P,, n) = 0. 
Consider now the uniform case. That is, we are now looking for a uniform algorithm 
P whose built-in parameters do not depend on n and for which 
P(n) = q(n) = pn, Vn. 
The cost of the algorithm P for n is equal to the total number of arithmetic and 
branching operations needed to compute P(n) and is denoted by cost(P,n). 
Theorem 2.1. For some sequences {pk} there exists no uniform algorithm that com- 
putes S,. This holds, in particular, for the sequence 
PrOOf. For the sequence pk = 2’ik, suppose that there exists a uniform algorithm P 
that computes S,. Since P can only use a finite number of parameters x_,, . ,x-l, the 
input x0 =n, and can perform only arithmetic and branching operations, the elements 
&(n) must belong to the field 
QC-m, . . . JO). 
It is well known that the sequence of the pk = 2iik is not contained in a finitely 
generated algebraic field. In our case, however, the parameters x_~ are not necessarily 
algebraic. Consider the field 
K:=Q(x_, ,..., xo)nQ, 
where Q is the field of all algebraic numbers. Since 2’jk is algebraic, the sequence 
pX_ = 2’jk belongs to K. 
It is known that K is finitely generated, i.e., K is of the form 
K = Q(Y-~, . . . > Y-I > 
with algebraic numbers y-i. For this result, see [2] (1959, chap. V, paragraph 5, 
exercise 7). However, as already mentioned, the sequence pk = 2’” is not contained 
in an algebraic field extension Q(Y-~, . . . , y-1 ) = K. This is a contradiction. 0 
Theorem 1 states that for some sequences p = {pk} there are no uniform algorithms. 
Obviously for some p, it is easy to find uniform algorithms that compute S, and their 
cost is small or even equal to zero, i.e., it may be the same as the cost of the nonuniform 
algorithm. Indeed, take pk = k. Then P(n) =x0 computes S, with cost zero. 
We now show that for some sequences p, there exist uniform algorithms that com- 
pute SP although their cost can be arbitrarily large. This means that the costs of uniform 
and nonuniform algorithms can be arbitrarily different. 
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Let d be a positive integer. Define h(n, 1) = 2” and h(n,d)=2h(“,d-‘). Hence, 
/~(n,2)=2~” and so on. 
Theorem 2.2. For any integer d, there exist sequences p = { pk} such that 
inf 
P: P computes 4, ‘;:p: 
cow>n) = ‘. 
h(n, d) 
Proof. Define pk = h(k, d + 2). First of all we find a uniform algorithm that computes 
S, with cost h(n,d)( 1 + of 1)). Indeed, let x1 = 2 and xi+1 =xf, Then xi = 22’-‘. Since, 
h(n, d + 2) = 22h’n’d’, wegetxJ=p, forJ=h(n,d)+l. 
We can compute the number J = h(n, d) + 1 in cost much smaller than the cost of 
h(k,d + 2) and then we perform the loop 
for i:= 1 step 1 until J do xi :=x2. 
If the cost of this loop is J then we are done. However, the cost of such a loop is 
basically 3J, because we also need branchings and an integer operation like i := i + 1. 
We can modify the loop in such a way that several operations of the form xi :=xf are 
performed before the next branching and the next integer operation. This way we can 
prove that the infimum in Theorem 2.2 is at most one. 
Consider now an arbitrary uniform algorithm P that computes S,. The algorithm P 
may use the built-in parameters x-j, j = 1,2,. . . , m and the input n. Let 
a=max{n,IX_j/, l/lxil, j= 1,2 ,..., m for X_,j#O}. 
The algorithm P computes x,~ = op(xi, ,xi2 ) for jr, j2 <j and j = 1,2,. . . . Since we can 
at most square the size of a number by one arithmetic operation, we have 
IXjl da 
2' 
. 
Hence, to compute p,, the algorithm P must compute at least i arithmetic operations 
with 
i>loglogp,-logloga=h(n,d)-loglogn+O(l). 
This yields that 
cost(P, n) . 
Nn, 4 a h(n:d) 
-31 +0(l) 
and proves Theorem 2.2. 0 
Remark 2.1. The sequences p for which Theorem 2.2 hold do not have to be un- 
bounded or have large pk. For instance, define 
h(n,d + 2) 
“= h(n,d+2)+ 1 
E [O, 1). 
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Clearly, h(n,d + 2) = p,,/( 1 - p,). Thus, the cost of computing p,, can only differ 
from the cost of computing h(n,d + 2) by two arithmetic operations. This shows that 
Theorem 2.2 also holds for the sequence { pp}. 
Remark 2.2. We could also ask which sequences Pk are computable in an approximate 
sense, i.e., whether there exists an algorithm which, on input n E N and a positive 6, 
computes a number P(n,c) such that 
I& - P(n,e)l<e. 
It turns out that all sequences are computable in such an approximate sense. This can 
be proved via coding as is done in the proof of Theorem 3. I. 
3. Computations with oracle 
We now present a problem which requires us the use of oracles and for which the 
difference between the costs of uniform and nonuniform algorithms can be arbitrarily 
large. 
Define 
F={f={f;:}: fiE[W} 
as the space of sequences. Define the metric p over F as 
P(f,Y)=(n+ 1>-‘> 
where n is chosen such that the first n components of f‘ and g agree, f, = gi for 
i= 1,2,..., IZ, and fn+i # g,+t. (It is easy to check that p is indeed a metric.) 
Let S, : F -+ F be given by 
S,(f)=[Plf;,PZf2,...1 
for some sequence of p = { pk} with nonzero pk. 
We wish to approximate S, by computing UP such that 
P(S,(f), Up(f))<&, 
(1) 
where E E (0,l). 
In order to compute UP we extend the model of computation of the previous section 
by allowing very simple oracles about f. Namely, we assume that L;(f) =.f; can be 
computed for any i with unit cost. 
Clearly, if we want to compute an c-approximation we have to compute the first n 
components of f, where 
n== it;-’ - Il. 
The minimal number of oracle calls, which is called the information complexity, is 
about K’ 
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Consider now the nonuniform case. In this case, the only input to the algorithm P is 
f, and E is regarded as a built-in parameter. That is, P = 4 and Up(f) = P,( f) should 
be an &-approximation for all f E F. 
It is obvious that in the nonuniform case we can find P, that approximates S, 
to within F with cost proportional to E-‘. Indeed, let P have built-in parameters 
~1, ~2,. . . , p,, with n = [E-’ - 11. Then we compute h by oracle calls, multiply and 
output p1 fi, . . . , pn fn. The cost(P, f) is proportional to a-‘. Hence, the (nonuniform) 
complexity is also proportional to E -‘. Consider now the uniform case. That is, the 
E is now part of the input and U,(f) = P( f, c) should be an s-approximation for all 
f E F and a. Take f = 1, i.e., f = {fI} with J; = 1 for all i. Then P( 1, E) must com- 
pute the first R terms of the sequence p. It directly follows from the previous section 
that for some p there exists no such uniform algorithm P, and that for some other 
sequences p, the cost of computing P( 1, E) can be arbitrarily large. In particular, it 
can be exponentially larger than the minimal cost of the nonuniform case which is 
roughly E-’ . 
Remark 3.1. Observe that the specific metric in our example can be modified in vari- 
ous ways. That is, if we define the metric p as p( f, .y) = h(n + 1) for some decreasing 
function h with the same definition of n as before, then the complexity is roughly 
l/h-‘(~). Hence, if h quickly goes to zero, the complexity slowly goes to infinity as E 
goes to zero. FOJ instance, for h(x) = exp(-x) the complexity is roughly In l/s. Still, 
no matter how we choose the function h, the class of uniform algorithms is empty for 
some sequences p. This shows that even if the problem is trivial in the nonuniform 
case, the class of uniform algorithms may be empty. 
The essence of this example is that we used a metric which forces us to compute 
some components of Sp( f) exactly. We now show that the situation is quite different 
if we replace the metric by a norm. 
More precisely, consider the approximation problem defined as follows. Let F = {f E 
12 1 11 f 11 d 1) be the unit ball of 12, and, let S, : 12 + 12 be given by 
for a bounded positive sequence p = {pk}, pk GM for some positive M. Here 11 f II2 = 
CFlf?. Without loss of generality, we assume that A4 > 1. To simplify further con- 
siderations, we also assume that we can compute exp, In and ceilings with unit cost. 
We want to compute U, which is an s-approximation to S,, i.e., 
Il$df > - Q(f III de, ‘O-EF. 
Here, U, uses a finite number of oracle calls about f. It is well-known that there exists 
U, such that Up< f) is an a-approximation for an arbitrary positive E iff the sequence 
of the Pk converges to zero. Hence, we assume 
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The minimal number of oracles to compute an s-approximation, the information com- 
plexity, is equal to the minimal n = n(8) such that p,,+l <E. We consider two cases: 
(a) The nonuniform case: We now assume that e >O is fixed, and only f from F 
is input. We define the algorithm P, with the built-in parameters n(E), ~1, ~2,. . , p,,cc) 
such that Mf)=Lf1pl,f2~2,..., fn(E)pncc~]. Of course, we identify the output e:(f) 
with the element 
Up(f)=u-IPl,..., 57(e) Pn(E), o,o,. . .I E 12. 
The cost of computing e(f) is proportional to n(E). 
(b) The uniform case: We now have an input f from F and a positive E. If we 
have in mind the first example above then it is not clear under which conditions the 
uniform problem is solvable. 
To get solvability we assume that n(F), or an upper bound of the same order, can 
be computed for an arbitrary E with cost at most of the order n(E). For instance, if 
pk = k-“’ then n(a) = [s-l/*1 = [exp(- ln(&)/m)j can be computed with constant cost. 
Theorem 3.1. The approximation problem is solvable in the uniform case @f the ap- 
proximation problem is solvable in the nonuniform case, i.e., iff limk,, pk = 0. 
If limk +oo pk = 0 then there exists a uniform algorithm P such that P( f, F) is an 
&-approximation of SP( f) and 
cost(P( f, E)) = O(n(E/ti)( 1 + log,M + log, l/s)) 
with the constant in the big 0 notation independent of f, p, E and M. 
Proof. It is enough to prove that solvability in the nonuniform case implies solvability 
in the uniform case. The proof will be via coding. Since p,, <A4 then 
Il% Ml 
Pn = C pn,i2i + Epn,-i2-i, with pn,i, pn,-i E (0, I}. 
i=O i=l 
Define the rational numbers C.j,,k by 
Px, Ml 
qn,k = C Pn,izi + 5 i=lPn,-i2-‘, Vn,k=1,2 ,.... 
i=O 
Clearly, 1 pn - qn,k( 62-k and qn,k can be represented by b,,k = [log, ~1 + 1 + k bits. 
We now code the double sequence {qn,k} into one real number x_~ by diagonaliza- 
tion as follows. We order the sequence {q&k} by ql,l,q1,2, q2, l, q1,3, q2,2,q3, l,. . . That 
is the number C&k occupies the position (n + k - 2)(n + k - 1)/2 + n. Let 
&,k = {(i,j): 1 di, j, i tj<n+k or i+j=n+k and i<n} 
be the set of indices of the first (n+k-2)(n+k- 1)/2+n elements of {qn, k}. Let 
bit%,k = (, jjGA bi,j 
1, n.l 
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be the total number of bits of the first (nfk-2)(n+k-1)/2+n elements of {qn,k}. We 
compute bits,,k as follows. We have (n+k-2) indices of qi,j with j = 1 and (nfk-3) 
indices with j=2. Continue in this way, until we reach j= k for which there are n-l 
indices. We now consider the indices j with j > k. We have n- 1 indices with j = k+ 1 
and so on till we have just one index with j = n+k- 1. Thus, we obtain 
bits,.k = [(n+k-2)(n+k-1)/2 +n] ([logzMl+l) 
+ $ i(n+k- 1 -i) + ‘2 (n-i)(k+i). 
i=l 
Using the closed-form formulas for the sums of Et, ii for various k and j = 1,2 we 
obtain 
bits,,,k = ((n+k-2)(n+k-1)/2 + n)[log, Ml+1 
+(-4n-13k+6nk+n3+3n2+3nk2+3n2k+k3)/6. 
Hence, bits,,k can be computed with constant time. 
We define the number 
x_~ = Eb,2-m 
112=1 
whose successive bits [b,+,, bm+2,. . . , bmtb,,,k] are equal to the bits of q,,k with m = 
bits,,-b,,k+l. 
Observe that for large n and k, the number q,,k approximates, pn which goes to 
zero. Hence, the initial bits of qn,k are zero. This means that some b,‘s for large m are 
also zero. On the other hand, for a fixed n and a large k, the number qn,k approximates 
a nonzero p,,, and therefore some bits of qn,k are one. This means that some b,‘s for 
large m are also one. Hence, for all mo the sequence {b,} for m 3 mo is not constant. 
This proves that for all i, the number 2’x_1 is not an integer, and 
i 
[2’x_,1 = c b, 2’-” + 1. 
tTl=l 
(2) 
We are ready to define the algorithm P such that P( ,f, E) computes an E-approxi- 
mation of S,(f). The algorithm uses the number x-1 as a built-in parameter (a magic 
number) and consists of a couple of steps. 
First, for a given F, we compute k = l/2- In E/ In 2. Hence, 2-k GE/~. Then we 
compute the index n = n(c/&) such that p,,+l <.s/&. The cost of computing k and n 
is at most proportional to n(c/fi). Here, fi may be the other built-in parameter. 
We now recover ql,k,ql,k,. . . , qn,k from the number x-1 by decoding. More pre- 
cisely, qj,k can be obtained by recovering the mfl, mf2,. , m+b,,k bits of x_ l with 
m = bitSj,k-bj,k. Due to (2), the ith bit b; of x-1 is equal to 
bi = [2’xG - 2[2’-‘~_~1 + 1 
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which can be computed with constant cost. Hence, the cost of computing all qj,k for 
j= 1,2,..., R is proportional to the total number of bits of all the qj,k, which is of 
order n( 1 + log, M+ log, 1 /E). 
Finally, we define 
P(f,E)= 2 .f&,k 
;=I 
which can be computed by n oracle calls and n multiplications and additions. Observe 
that 
< 2-2k.5 f,! + ; ,_E fi' ~C2~~f~~2 dc'. 
j=l ./-II+1 
This means that P( f, E) is an a-approximation for arbitrary ,f E F and positive E. The 
total cost of computing P( f, E) is of order n( 1-t log, M+ log, l/c). Hence, the proof 
is complete. 0 
4. Continuity 
In the first part of Section 3 we presented a problem for which there exists no uni- 
form algorithm for computing an a-approximation. We now show that uniform algo- 
rithms exist if we assume the existence of continuous or weakly continuous nonuniform 
algorithms. To define the concept of continuity we proceed as follows. 
Let S : F + G be a operator, possibly nonlinear. Here F is a given set and G is 
assumed to be a metric space with the metric p. We assume that G is a subset of 
consisting of finite sequences of real numbers. We want to approximate S(f) for all ,f 
from F by means of oracles L(f) for some functionals L, i.e., L : F + R. Assume 
that for all positive E, there exists a nonuniform algorithm e: which computes an E- 
approximation. That is, 
sup p(S(f),JXj’))<(-:. 
lEF 
We assume that the built-in parameters of the nonuniform algorithm c: 
are real numbers. 
By continuity, we mean that a small change of the numbers Y;.~: does not cause much 
change in the computed result e:( ,f). More precisely, for 6 > 0 we define a nonuniform 
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algorithm P,, 6 in the following way. The algorithms P, and P,, 6 are identical except 
that the built-in real numbers gi,E of P, are replaced by built-in rational numbers gf,; 
for & such that 
Igj,E-gtE(<S, Vi= 1,2 ,..., k(s), Vs>O. (3) 
We say that the nonuniform algorithm &: is continuous if for any positive E there exists 
a positive 6 such that for all rationals gfE satisfying (3) we have 
sup ,@(f)&;i(f))62s. 
.fEF 
We say that the nonuniform algorithm P, is weakly continuous if for any positive E 
there exists a positive 6 such that for some rationals gf, satisfying (3) we have (4). 
Observe that for the problem S, given by (1) with an irrational ~1, there exists 
no continuous or weakly continuous nonuniform algorithm. In fact, the error of any 
nonuniform algorithm that uses rational built-in numbers is one. This shows that the 
assumption on continuity is essential for the existence of uniform algorithms. 
We now illustrate continuous and weakly continuous algorithms by an example. 
Example 4.1. We discuss continuity for integration and quadrature formulas. We show 
that continuity and weak continuity depend on how the quadrature formulas are imple- 
mented. Consider the class 
~=~f~C’(wJ1)1 Ilf'llma~ 
with S(f) = Jo1 f(t) dt, p(a, b) = la-bl, and the quadrature formulas 
Here n = O(E-’ ) and the error of P, is at most E. 
Observe that any linear algorithm with finite worst-case error must exactly inte- 
grate the constant functions fc( .) = c. In particular, this means that P,( fc) = S( fc) = c, 
Vc E R. This condition, obviously, holds for Q,,. 
Assume for simplicity that n =2. An obvious way to compute Q2( f) is by the 
formula 
Qdf)=slf(gz)+g3f(g4) 
with the four parameters gi = g3 = i and g2 = d and g4 = i. If programmed this way 
then P, is not continuous. Indeed, if we use gp such that g;’ + gi # 1 then (4) does not 
hold since the left-hand side of (4) is infinite. 
Let us now return to arbitrary n. We have to guarantee that the sum of the weights 
is 1. Clearly, for some rational approximations gf we have gf+gi + . . . + gf = 1. In 
fact we can now even take gp = l/n. So P, is weakly continuous. 
To obtain continuity we can eliminate one of the parameters gi. For instance, we take 
g2j_1 = l/n for i=2,3,..., n and g2i = (2i- 1)/(2n) for i = 1,2,. . . , n. Then we compute 
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gr = 1 -gs--gs- . . . -gzn_l. A small error in the parameters gz,gs,. . . , gzn now leads 
to a small error in the result, which yields continuity of e:::. 
To illustrate further this point, let us consider integration for the class 
F = Fk = {f E Ck[O, 1] ( Il_fck)llm < 1). 
Then 
has finite worst-case error iff Q,, is exact for all polynomials of degree less than k. 
Furthermore, for n =O(c-‘lk) there exist gi =cJ,,~ and ti = t;,,: for which CT = Qn has 
error at most E. 
Hence, for distinct sample points ti, the parameters gi must satisfy the linear equations 
Q~~t’)=~yit~=S(t’)=~~, j=o, l,...,k-1 
i=l 
To obtain continuity of P,, we have to guarantee that the perturbed knots t&: and 
weights gt, satisfy the same system of linear equations, i.e., 
j=O,l ,...,k-1 (5) 
Hence, if all gi.8 and ti,k; are regarded as built-in parameters of P, then P, is not 
continuous since not all small rational perturbations y& and t,$ satisfy (5). On the 
other hand, P, is weakly continuous since some small rational perturbations gt, and t& 
satisfy (5). As before, we can obtain continuity of P, by eliminating, say, the first k 
parameters gl, 92,. . , gk and compute them as the solution of the linear equations 
2 gf,(t&)‘, j=O,l,..., k-l. 
i=k+l 
We stress that such elimination of built-in parameters is not always needed. For 
instance, if Fk is replaced by the smaller class 
Fk={fECk[O,l]IIlf’r’lloo~l for?-=0 ,...,k}, 
then we can implement quadrature formulas in the obvious way and still get continuous 
algorithms. 
We are ready to prove that weak continuity implies the existence of uniform algo- 
rithms. This will be shown by coding as in the proof of Theorem 3.1 
Theorem 4.1. Assume that jbr each positive E we can approximate S to within E h? 
weakly continuous nonuniform algorithms e:. Then there exists a unijorm algorithm 
which computes an E-approximation of S. 
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Proof. To obtain a uniform algorithm, we consider the sequence of weakly continuous 
nonuniform algorithms & with error 2.2-k. Since each F2-k needs only finitely many 
rational built-in numbers, we can code these numbers as well as the whole program & 
into a single (natural or rational) number Gk. As in the classical theory of computable 
functions, this number Gk can be called a Giidel number. All these Gijdel numbers 
can be coded into one (magic) real number G and a universal BSS-machine can run 
(simulate) a computation &( f) on an input G, ,f and E with k = [log, 2/s]. See [ 1] 
for the construction of a universal machine over the reals. q 
5. Linear functionals 
Theorem 4.1 does not address the cost of uniform algorithms. In this section we 
analyze the cost of uniform algorithms in terms of the minimal cost of nonuniform 
algorithms. This will be done for linear functionals. That is, S: FI + R is a linear 
functional and Fr is a linear normed space of real functions. We want to approximate 
S(f) for all f from a given subset F of FI. We assume that F is convex and balanced. 
By oracles, we now mean function values. 
Let the (nonuniform) complexity be 
camp (E) = O(E-‘!~ . (- loga)“), o<c< l/2 (6) 
for some positive q and nonnegative CX. 
It is known that the complexity in the nonuniform case is obtained by linear algo- 
rithms using nonadaptive function values, see e.g., TWW(1988). That is, there exists 
an integer n = n(E) = O(e-‘iq(- log E)“) and a linear 8: such that 
&(f)=~ClZi-l,i:f(Y2i.c) (7) 
i-l 
has worst-case error SUP,~~~ IS( f )-&:( f )I be. 
We assume that the built-in parameters gi,c of P, are uniformly bounded, 
lSi,i:JdM, Vi= 1,2 ,..., 2n(c), V’e>O, (8) 
for some M32. 
We assume that r-2 is weakly continuous. That is, for a positive E there exists a 
positive 6 such that the linear algorithm 
C6(f )= -fl: g2i-~,c.f(di.i-:) 
izl ’ 
with some rational gt, satisfying Igi,c-gfCl 66 has error at most 2c, 
sup /S( f )-&,6( f )I G22E. 
.fEF 
(9) 
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Without loss of generality, we may assume that the perturbed parameters & are 
bounded by M, i.e., Ig$\ GM. We additionally assume that 
O(logA4 + log n) (10) 
bits are sufficient to represent each gt, exactly. 
We add in passing that for the classes Fk discussed in Example 4.1 is relatively easy 
to check that (10) holds. 
Theorem 5.1. Under the above assumptions (6-10) there exists a uniform algo- 
rithm P which computes an &-approximation to S with cost 
cost(e) = O(E_“4 . (- log &)“+I). 
That is, the cost of P is at most log l/s larger than the (nonuniform) complexity. 
Proof. The idea of the proof is the same as in the proof of Theorem 3.1. Define a 
positive c2 such that 
n = R(E) = [CZE-“q(- log 8)al 
implies that the worst-case error of P, given by (7) is at most e. For ck = 2ZCk”), 
compute 
nx_ = rc22(k+’ )qk + 1 ,“I. 
The nonuniform algorithm 8, uses the built-in parameters gi,s for i = 1,2,. . . ,2nk. For 
6 = fik = cre:, take the rational numbers g:EI satisfying (9) and (IO). 
We code the double sequence {g2L,}, i, k = 1,2,. . . , into the number x_~ as in the 
proof of Theorem 3.1. 
We are ready to define the uniform algorithm P that uses the number x-1 as a 
built-in parameter. For a given input E, we compute the smallest k for which 2sk <c. 
Then we decode g$, for i = 1,2 , . . . ,2nk from the number X_ 1 with cost proportional 
to 
Then we define 
4 
P(f,E)=Q& (f)=Cg~_,,,,f(g~,,,) 
i=l 
which can be computed in cost proportional to nk = O(E-‘/q(- log E)‘). The error of 
e:::,,g, is at most 2&k GE. Hence, P( f, E) is an &-approximation of S(f) for all f E F. 
This completes the proof. 0 
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6. Practical considerations 
We do not claim that the positive results of Sections 3-5 given by Theorems 3.1, 4.1 
and 5.1 are always practical. All these results are based on some kind of coding and 
to use such uniform algorithms one has, in general, to find out and store at least one 
magic real number. This magic number is needed with arbitrary precision, i.e., exactly. 
Such an assumption is not realistic in practical computation where usually floating 
point arithmetic is used, and all numbers are rounded and only their approximations 
are used. This suggests that one should also study algorithms where only integer or 
rational numbers are allowed as built-in parameters, see [3]. 
In this section we want to discuss a more practical question. In many cases, the error 
parameter E does not really go to zero. Instead, we want to compute a solution quickly 
with modest accuracy E. This modest accuracy means that E is restricted to the interval 
[slow, sUppI. A typical interval could be something like [&low, sUpi,] = [lo-‘, lo-*]. 
How can we efficiently solve such a problem with restricted E? We assume that we 
know efficient nonuniform algorithms 8, for some aj from the interval ~~~~~~~~~~~ such 
that &, computes an &j-approximation. The cost of computing e,(f) for any f from 
F is denoted by cost(sj) for some nonincreasing function cost. Efficiency of e;,, means 
that cost(sj) is comparable 
An obvibus approach is 
into one uniform algorithm 
n, we define 
&UPP ( ) 
IIn 
CT - 
&XV 
to the complexity. 
to combine a fixed number of nonuniform algorithms c, 
P. More precisely we proceed as follows. For some integer 
(11) 
and 
sjiCj-l . slow, j= 1,2 ,..., n+i. 
Hence, ~1 =&I,, and &,,+I = .sUpp. 
If we want to solve the problem for any E E [stow, E,~,,] then we replace E by Ej GE 
with the largest j E { 1,. . . , rz} and compute 
P(f,E):=e,(f 1. 
Observe that the error of P is at most sj GE, and the cost of computing P( f, s) is 
COSt(&j) + E<COSt(&/C) + 2, 
where c” is a small constant needed to branch to the right 4,. 
Hence, if c is not too large and the function cost varies relatively slowly, the cost 
of the uniform algorithm P is comparable to the complexity. 
Furthermore, the built-in parameters of P consist of the built-in parameters of e, 
for j= 1,2,..., 12. The total number of the built-in parameters of P is in many cases 
comparable to the maximal number of the built-in parameters used by PC,. Indeed, this 
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is the case when n is not too large. We stress that for the uniform algorithm P there 
is no need to store magic numbers since we do not need to code or decode anything 
when we run P( f,&). 
To illustrate this discussion, we take some specific numbers. Let &lo,,, = 10e8, &,rp = 
lo-’ and n = 12. Then c = m. Finally, let cost(e) = camp(e) = E-‘I*. Then the cost 
of the uniform algorithm is at most 10 ‘I4 times more than the complexity, and it uses 
at most 12 times as many built-in parameters as the nonuniform algorithms. 
Remark 6.1. Optimal algorithms P, do not, in general, have much in common for 
different E. In many cases, however, one can define a family {&}e of almost optimal 
algorithms by a single rule. Often there exists a basic version of an algorithm which 
uses k information functionals that can be scaled down to smaller intervals (or finite 
elements). The scaled version uses n = k . m functionals, m E N, and the whole family 
of these algorithms can be easily generated by a single uniform algorithm and is almost 
optimal for each E. In such a case, we do not need coding and magic numbers, and 
still get good cost bounds for all E, not only for E E [&row, supi,]. We give an example. 
Consider the integration problem over the class Fk as defined in Example 4.1. It is 
well-known that the (nonuniform) complexity is of the order 
camp (E) =: 8-lik 
As a uniform algorithm P we can take straightforward composite quadrature formulas. 
The cost of the uniform algorithm P with input f E Fk and E E (0,l) is again 
cost(P, f,&)uE-l!k 
so it is easy to obtain the same order by a uniform algorithm. 
By means of composite quadrature formulas, together with Clenshaw-Curtis formu- 
las, we can even allow k as an input and obtain a uniform algorithm P with 
cost(P, f, k, E) <cl . C’lk + c2k log k. 
The constants Ci do not depend on E, k and f and again no magic number is needed, 
see [4]. 
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