A stochastic production frontier model is formulated within the generalized production function framework popularized by Zellner and Revankar (1969) and Zellner and Ryu (1998) . This framework is convenient for parsimonious modeling of a production function with variable returns to scale specified as a function of output. Two alternatives for introducing the stochastic inefficiency term and the stochastic error are considered, one where they are appended to the existing equation for the production relationship and one where the existing equation is solved for the log of output before the stochastic terms are added. The latter alternative is novel, but it is needed to preserve the usual definition of firm efficiency. The two alternative stochastic assumptions are considered in conjunction with two returns to scale functions, making a total of four models that are considered. A Bayesian framework for estimating all four models is described. The techniques are applied to USDA state-level data on agricultural output and four inputs.
Introduction
The estimation of stochastic production frontier models is a common procedure for assessing the efficiency of firms within an industry. Several versions of stochastic frontier models have been suggested in the literature, designed to accommodate the varying nature of data and specific characteristics of empirical applications. A typical model relevant for panel data involving observations on a number of firms over time can be written as loglog(,) ititiit yfxzu =β−+
In this equation it y denotes output for the i-th firm in the t-th time period, it x is a corresponding vector of inputs, β represents a vector of unknown parameters, and (,) it fxβ is the deterministic part of the production frontier. It is assumed that the random errors it u capture measurement and/or specification error and that they are independent normal random variables with mean zero and variance 1 − ω . Each i z is assumed to be a nonnegative random variable that describes the inefficiency of the i-th firm in terms of the distance of log it y from the stochastic frontier log(,) itit fxu β+ . Alternative distributions that have been suggested in the literature for the i z include the exponential, gamma, truncated normal and half-normal distributions. The inefficiency term is assumed to be constant over time, although this assumption can be relaxed. To measure efficiency (rather than inefficiency), and to make measurement of efficiency across firms comparable, it is conventional to use exp() ii z τ=− to denote the efficiency of the i-th firm. Since 01 i ≤τ≤ , this measure allows us to say that the i-th firm is 100% i τ efficient.
Also, it has a natural interpretation as the ratio of mean output conditional on the inefficiency of the i-th firm ( i z ), to mean output on the frontier (conditional on 0
This interpretation is expressed algebraically as (|)(,)exp()[exp()] exp() (|0)(,)[exp()]
itiitiit ii itiitit
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Reviews by Greene (1997) and Koop and Steel (2001) provide a convenient access to the extensive literature on stochastic production frontiers and its historical development.
Greene emphasizes the sampling theory approach while Koop and Steel focus on
Bayesian inference.
In this paper we are concerned with Bayesian estimation of stochastic frontier models that exhibit variable returns to scale. One way to specify a model with variable returns to scale is to choose an appropriate form for the function log(,) it fxβ . For example, a Cobb-Douglas specification is not satisfactory because it exhibits constant returns to scale. On the other hand, a translog specification for log(,) it fxβ yields a returns to scale function that is a linear function of the logs of the inputs; it can exhibit regions of increasing, constant and decreasing returns to scale. The translog model has some disadvantages, however. It does not automatically satisfy the regularity conditions of concavity and monotonicity, functions with several inputs require estimation of a large number of parameters, and the relationship between the substitutability of the inputs and the returns to scale may be a complicated undesirable one. An alternative approach without these problems, and the approach adopted in this paper, is the generalized production function specification pursued by Zellner and Revankar (1969) , Revankar (1971) , Zellner (1971, p.176) , and Zellner and Ryu (1998) . In this model the production function is assumed to be homothetic, implying it can be written as [(,) ] ygfx * =β
where g * is a monotonic transformation and (,) fx β is a homogeneous function of degree µ . For the moment, we omit the i and t subscripts and the stochastic inefficiency and error terms. In the context of equation (3), the returns to scale (RTS) function is defined as
A 'generalized production function' is obtained by specifying functions for RTS() y and (,) fx β , and solving the differential equation in (4) to yield an explicit representation of the production relationship in equation (3). For example, Zellner and Revankar (1969) suggest the RTS function
that leads to the production relationship
If y is scaled such that 1 y ≥ , and the inequality restrictions 0 θ> , 1 µ>+θ hold, the RTS is greater than one for low outputs and decreases monotonically as output increases, leading to a U-shaped average cost curve that has a minimum when RTS()1 y = . The RTS function in (5) achieves this desirable property with the introduction of only one additional parameter, θ . Also, the production relationship satisfies concavity and monotonicity regularity conditions as long as (,) fx β is chosen to have these properties, and substitutability of the inputs is governed by the function (,) fx β .
If functions like (6) are considered desirable for modeling stochastic production frontiers with variable returns to scale, the next question that must be addressed is the way in which stochastic inefficiency and error terms are introduced. One possibility is that adopted by Kumbhakar (1988) and Kumbhakar et al (1991) who append the stochastic terms to equation (6). This strategy is a natural extension of the assumption employed in Zellner and Revankar (1969) , Zellner (1971) and Zellner and Ryu (1998) where a single normally distributed error is attached to equation (6). In the panel data context described earlier Kumbhakar's strategy leads to the model loglog(,) itititiit yyfxzu +θ=β−+
One property of this function is that, in contrast to equation (1), the usual assumptions of homoskedastic i z and it u no longer imply that log it y will be homoskedastic. It is not possible to find an analytical solution for log it y from equation (7). Suppose, however, a numerical solution is available. It will be of the form log[,log(,)] ititiit ygfxzu =θβ−+
The variance of log it y from (8) will, in general, depend on (,) it fxβ ; and hence log it y will be heteroskedastic. The existence of heteroskedasticity complicates the notion of the frontier. The efficiency measure in equation (2) 
The stochastic assumptions in (7) lead to a complex expression for efficiency involving integrals for which no closed form solution is apparent. However, despite the complexity of (10), it is nevertheless possible to use the cost function to find an alternative definition of inefficiency that is relatively simple. This interpretation was noted by Kumbhakar (1988); we consider it explicitly later in the paper.
A second way to introduce the stochastic inefficiency and error terms is to view them as being appended to the numerical solution for log y from equation (6 we will see, estimation is still possible within the framework of Bayesian inference.
The objectives of this paper are to describe and illustrate Bayesian methodology for estimating stochastic frontiers like those described in equations (7) and (11). Two RTS functions are considered, that in equation (5) and one other. These two are a subset of five functions considered by Zellner and Ryu (1998) in their application to the transport equipment industry. We compare estimates of the parameters and the firm efficiencies under the two different RTS specifications and the two different stochastic specifications. As far as we are aware, Bayesian estimation of functions like (7) has not appeared in earlier literature, and estimation of functions like (11) has not been attempted using sampling theory or Bayesian inference. Our strategy for estimation, and the prior assumptions that we adopt, are modifications of those described in Koop and Steel (2001) , adapted to accommodate the introduction of the RTS function and the different stochastic assumptions. One particular novelty in our work is the ability to estimate the parameters β and θ in equation (11), even although no analytical expression for g is available. This problem is overcome by solving for g numerically, within a Markov chain Monte Carlo algorithm. To ensure similar prior information is used for both functions we place a prior density function on the RTS when output is unity, and on the level of output for which average cost is a minimum (RTS1) = . This prior is used to derive a prior on µ , the degree of homogeneity of the function f, and on the parameter in the RTS function.
One of the advantages of the Bayesian approach (also noted by Koop and Steel) is the ease with which useful inferences can be made about quantities that are quite complicated, or intractable functions from a sampling theory point of view. For example, we can provide posterior density functions for making finite-sample inferences about firm efficiencies, the efficiency ranking of each firm, the output at which average cost is a minimum and the probability that one firm is more efficient than another. We provide examples such as these from our application, thus illustrating the flexibility of the Bayesian approach.
The plan of the paper is as follows. The model and stochastic assumptions are presented in Section 2. Section 3 contains descriptions of the prior density functions. The conditional posterior density functions and the Markov chain Monte Carlo (MCMC) algorithms are described in Section 4. The empirical application and results are presented in Section 5, with concluding remarks being made in Section 6.
Models and Assumptions
The two models that we consider can be written as ( )
The function ZR is attributable to Zellner and Revankar (1969) ; it was discussed in the introduction. The function NR is attributable to Nerlove (1963) and Ringstad (1967) . It is derived from the RTS function ( )
For this function to decrease monotonically from a point above one to a point below one, producing a "U-shaped" average cost curve with a minimum at RTS1 The two models, each with two different stochastic assumptions, appear in equations (16) through (19). We use the abbreviation NR(het) to describe the NerloveRingstad model with heteroskedastic log y and the abbreviation NR(hom) to describe the Nerlove-Ringstad model with homoskedastic . log y ZR(het) and ZR(hom) are used for similar descriptions of the Zellner-Revankar models.
Equation (17) is obtained by solving equation (13) Koop et al (1995) for a discussion of Bayesian estimation of the various alternatives. We follow Koop and Steel (2001) and assume the i z are independent drawings from the exponential distribution ( )
In addition, i z and it u are assumed to be independent.
For the 'homoskedastic' functions, exp() ii z τ=− is taken as the measure of inefficiency of the i-th firm. For the 'heteroskedastic' functions, we consider two measures of efficiency. The first is given in equation (10) for the ZR model; a similar expression can be derived for the NR model. We refer to these efficiency measures as those obtained from the output function. In the application the integrals in these equations were evaluated numerically for each it x and for each parameter draw made using an MCMC algorithm. The second efficiency measure is that noted by Kumbhakar (1988) , and is derived from the cost function. If a firm has knowledge of i z and it u , and, to achieve a given level of output it y , it uses input levels that maximize profits, the cost function for the ZR(het) model can be written as log log
where it ψ depends on β and the input prices. We can interpret exp(/) i z µ as the proportional increase in costs necessary for the i-th firm to achieve a given level of output, relative to the cost for a firm that lies on the frontier. To give this measure an efficiency interpretation that can be compared with the other efficiency measures, in our application we report its inverse exp(/) i z −µ . The same result also holds for the NR(het) model.
Prior Distributions
The parameters requiring prior distributions are 01235 ,,,,,, ββββµβλ and ω for all functions, θ for the ZR models, and γ for the NR models. 
Van den Broeck et al (1994) show that this prior density leads to a proper, but relatively non-informative, prior on the firm efficiencies, with a convenient setting for λ c given by ( )
where * τ is the prior median for the efficiency distribution.
A prior density function for the remaining parameters is obtained by:
1. Specifying proper priors for the RTS at the point 1 y = and the level of output for which RTS1 = .
2. Transforming these priors to a prior on µ and γ (or µ and θ ). These parameters can be viewed as governing the magnitude of average cost when output is low, and how quickly average cost declines to reach its minimum. Ignoring for the moment inequality restrictions on these quantities, we take for their priors independent exponential distributions given by
Looking first at the implications of these priors for the parameters of the NR models, we note, from equation (14), that RTS(1) =µ and hence log r =µ . The resulting prior for µ is NR:
To obtain an expression for q, the value of y log for which RTS1 = , we solve 1 12q
to obtain (1)/2 q =µ−γ . Thus, NR:
Equations (25) and (27) define the joint prior (,) p γµ for the NR models.
In the ZR models the expressions relating r and q to µ and θ are, from (5),
leading to a joint prior for (,) µθ given by The i β are assigned uniform priors, but several inequality restrictions are imposed on the parameters. They are:
Both models:
NR:
The restrictions in (30) are designed to make (,) it fxβ an increasing function of all inputs and an increasing function of technical change. As mentioned earlier, the restrictions in (31) and (32) ensure U-shaped average cost curves with a minimum average cost.
To summarize the prior distributions on β , µ , γ and θ , and in preparation for a description of the MCMC algorithms used for estimation, it is convenient to introduce some new notation and to vary slightly some existing notation. Let
That is, β contains all the parameters defined in the specification of log(,) it fxβ in equation (15), except for 4 β and µ . Also, let it x β equal the right-hand side of equation (15) 
A generic version of the heteroskedastic models in equations (16) and (18) 
Estimation
Given the above models and prior densities, it is now possible to describe 
Like equation (42), the density in equation (46) is not of a recognizable form; a Metropolis step was used to draw observations on φ from it.
Implementing the Gibbs Samplers
We now provide more details of how the Gibbs samplers were implemented and some of the difficulties that were encountered along the way. Each of the four models is considered in turn. For the NR(hom) model, starting values for δ , the i z and ω were obtained by maximizing the normal likelihood function from equation (17) Albert and Chib (1996) .
For drawing δ from its conditional posterior density given in equation (42) observations, of which 5000 were discarded for a burn-in. Graphs of the generated observations did not suggest nonstationarity.
In the first attempt at estimating the ZR(hom) model, we followed a similar procedure to that just described for the NR(hom) model. (40) to (42), and for evaluating the acceptance ratio in equation (48) problem, but led to some (possibly excessive) drifting. We finally settled on a mixture of a random walk step and an independence step, weighted 0.75 and 0.25, respectively. The use of mixtures for generating proposals has been suggested by Geweke (1999) . The covariance matrices for the mixture components, and the mean for the independence component, were obtained from our earlier experiences and from experimentation. The reparameterization 0.3 α=θ was retained.
The algorithms used for the ZR(het) and NR(het) models were similar to those for the NR(hom) model. Starting values of the parameters were obtained from maximum likelihood estimation of equations (16) and (18), with the i z treated as fixed effects and the value for 0 β set a priori. Drawing from the conditional posterior densities in equations (43) to (45) was relatively straightforward. An independence Metropolis step was used to generate draws on φ from the density in equation (46). The proposal density for this step was a normal distribution with mean φ and covariance matrix 1.4 φ Σ where φ and φ Σ were the maximum likelihood estimates and covariance matrix from estimating (,) ititiit hyxzu φ=β−+ , with β and i z set equal to their conditioning values.
To achieve approximate symmetry, the ZR(het) model was reparameterized in terms of 0.5 α=θ .
The Application
The Economic Research Service (ERS) of the USDA compiles annual indexes of output, input use, and total factor productivity for the aggregate farm sector and for the individual states. A discussion of the methods and data used to construct the indexes, and some insights into farm production, can be found in Ball and Nehring (1998) and Ball et al (1999 are classified into ten farm production regions. In the context of our study, these ten regions were treated as firms whose efficiency is being assessed. With 48 states and 26 time periods, we have a total of 1248 observations. The allocation of these observations to the regions, and the states that make up each region are given in Table 1 .
For results, we have chosen to report summary statistics from the posterior densities of all parameters and to illustrate the flexibility of the Bayesian approach by graphing posterior densities for a number of quantities of interest. Being able to draw finite-sample inferences on various functions of parameters, such as firm efficiencies, relative efficiency, efficiency rankings, and the level of output for which average cost is a minimum, is an impelling advantage of Bayesian inference. Table 2 contains the MCMC-estimated posterior means and standard deviations for all parameters as well as those for the RTS when 1 y = , log y for which RTS1 = (labelled as log y * ), the standard deviation of it u (denoted by 1/2 − ω ), the standard deviation of inefficiency errors i z (denoted by λ ), and the proportion of the total variance of the error term that is attributable to the inefficiency errors,
Examining first the results for the k β , we find that both models yield seemingly similar estimates, with the elasticity of (,) fx β with respect to materials being much greater than those from the other inputs. Graphs of three of the complete posterior densities for 1 β and 2 β (see Figures 1 and 2 ) confirm that the models yield similar results for 2 β , but show distinct differences for 1 β . The densities for 1 β from the ZR models are more precise and located further to the left than their NR counterparts. In this and other figures three rather than four densities were graphed to avoid making the figures too congested; the omitted densities (usually ZR(het)) have no special characteristics. Overall, one can conclude that estimation of the k β is sensitive to choice of model and stochastic assumptions, but the sensitivity is not enormous.
For estimation of µ , the homogeneity of the function (,) fx β , the ZR models suggests a smaller value, and more precise information about this value, relative to the results from the NR models (see Figure 3) . Also, the heteroskedastic assumptions lead to larger less precise values than the corresponding homoskedastic assumptions. The posterior densities for the parameters in the RTS function, γ and θ , appear in Figures 4 and 5, respectively. These densities are very sensitive to choice of stochastic assumption.
The posterior mean for γ from the NR(het) model is approximately double that for the NR(hom) model. The difference in posterior means for θ in the ZR models is over four times. The density for θ from the ZR(hom) model has a sharp mode at zero, while that for the ZR(het) model shows some evidence of being bi-modal, with a mode at zero and an interior mode. Figure 6 contains posterior densities for log y * , the logarithm of output at which the RTS function is equal to unity. The estimates for this quantity are quite sensitive to the stochastic assumption, but not sensitive to a choice between the ZR and NR models.
Also, all the posterior densities have long tails to the right. The posterior probability of log y * exceeding the maximum sample value of 6.7655 is 0.89 for both homoskedastic models, and 0.30 for both heteroskedastic models. The final observation that we make from Table 2 is the lack of sensitivity of estimation of the proportion of variance attributable to firm inefficiency; the posterior means and standard deviations are similar for both models and both stochastic assumptions.
Posterior information on the regional efficiencies appears in Table 3 (posterior medians and 90% probability intervals), in Tables 4 and 5 These figures contain posterior densities of the efficiencies for one region from each group, namely, Appalachia (5), Southeast (6) and Delta States (7). For each region, all four densities have similar locations and shape.
From Table 3 we observe that the lowest median efficiency from all regions is 0.698 and the highest is 0.986. Values drawn from the densities ranged from 0.55 to 1.00.
The probability distributions for the efficiency rankings that appear in Tables 4 and 5 can be read in two ways. Each row represents a region and gives the posterior distribution for the rank of that region. For example, using the NR(hom) model in Table 3 , the probability that region 2 is ranked 5-th is 0.181. Each column represents a rank and gives the posterior distribution for what region holds that rank. For example, again using the NR(hom) model, the probability that the most efficient region is region 1 is 0.010; the probability that the second most efficient region is region 6 is 0.791. The efficiency rankings suggest the four most efficient regions are 10, 6, 1 and 2 in that order, and the two least efficient regions are 7 and 8. The rankings of the remaining intermediate regions are more ambiguous; the probability distributions of these rankings have a greater spread and are more sensitive to choice of model and inefficiency measure. A similar conclusion is reached if the posterior medians in Table 3 are used to rank regions. The ease with which Bayesian inference can be used to provide posterior distributions for firm rankings, and probability statements about the relative efficiency of different firms, has also been noted by Atkinson and Dorfman (2001) .
Suppose that the efficiency of one region relative to another is of interest. In this case we can get the posterior density of, for example, 34 / ττ . This density is graphed in Figure 9 for three different efficiency measures. Most of the region covered by the densities is greater than one, suggesting that region 3 is likely to be more efficient than region 4. Estimating this probability from the MCMC observations, we obtain values ranging from to 0.92 to 0.98, depending on the chosen model and efficiency measure.
Concluding Remarks
We have demonstrated how Bayesian estimation can be used to make finite-sample inferences about parameters and firm efficiencies in a stochastic production frontier with a returns-to-scale function that depends on output. The stochastic errors in earlier studies of this kind were introduced in a way that facilitates estimation, but no longer retains the same inefficiency interpretation of the one-sided error. We show how the traditional inefficiency interpretation can be retained by appending stochastic errors after solving the deterministic production relationship for the logarithm of output. For the two models we considered, one analytical solution for log y was obtainable; the other solution had to be obtained numerically. Solving the equation numerically does increase the computational burden, but it can be set up straightforwardly within a Markov chain Monte Carlo algorithm typically used for Bayesian estimation of stochastic frontiers. Bayesian inference is attractive because of the wide variety of quantities for which posterior information is readily attainable. In our application to state-level data on farm output and inputs, we obtain posterior densities on a variety of parameters, on regional efficiencies, on the output for which average cost is a minimum, on rankings of regional efficiencies, and on the relative efficiency of two regions. We find the efficiency rankings and production elasticities are generally not sensitive to the choice of model, but the homogeneity of the function and the output for which average cost is a minimum are heavily influenced by model choice. Our study is limited by the choice of only two returns to scale functions and because we did not consider functions other than the CobbDouglas for the homogeneous part of the function. Future work will consider and compare other combinations of functional forms. 
