Sentence embeddings have become an essential part of today's natural language processing (NLP) systems, especially together advanced deep learning methods. Although pre-trained sentence encoders are available in the general domain, none exists for biomedical texts to date. In this work, we introduce BioSentVec: the first open set of sentence embeddings trained with over 30 million documents from both scholarly articles in PubMed and clinical notes in the MIMIC-III Clinical Database. We evaluate BioSentVec embeddings in two sentence pair similarity tasks in different text genres. Our benchmarking results demonstrate that the BioSentVec embeddings can better capture sentence semantics compared to the other competitive alternatives and achieve state-of-the-art performance in both tasks. We expect BioSentVec to facilitate the research and development in biomedical text mining and to complement the existing resources in biomedical word embeddings.
Introduction
Capturing sentence semantics plays a critical role in biomedical text and data mining research. Traditional methods that rely on bag-of-words may not model such information accurately due to language richness ambiguity. For instance, different sentences can be used to describe similar findings (e.g., ' It has recently been shown that Craf is essential for Kras G12D -induced NSCLC.' versus 'It has recently become evident that Craf is essential for the onset of Kras-driven non-small cell lung cancer.') [1] . In response, embedding-based approaches have shown promising results recently as the semantic is represented by high dimensional vectors regardless whether the same set of words are used. Such vector-based representations are commonly learnt from large text corpora [2] have becoming increasingly important in today's text mining research, especially when used as input in advanced deep learning techniques [3, 4] .
Representative sentence embeddings are doc2vec [5] , Universal Sentence Encoder [6] , and sent2vec [7] . However, to the best of our knowledge, there is no publicly available sentence embeddings in biomedicine, in spite of many biomedical use cases and sentence-based applications, such as finding relevant or evident sentences for information retrieval [1] , biomedical sentence classification [8] , or biomedical question answering [9] . As a result, researchers would need either train sentence embeddings on their own from scratch (a data and time-intensive process, together with selection of best model parameters), derive them from individual word embeddings (loss of information about the entire sentence), or use pre-trained sentence embeddings from the general domain (may suffer from the out-of-domain issue). Due to aforementioned problems, suboptimal performance may be obtained.
To facilitate text mining research in biomedicine, we present BioSentVec, a pre-trained model for readily generating sentence embeddings given as input any arbitrary sentence. Specifically, BioSentVec is created by applying sent2vec, a cutting-edge unsupervised model, to both biological and clinical texts at a large scale. In benchmarking, BioSentVec shows superior performance on two public datasets for computing sentence similarity, compared to the current state of the art.
Method and Materials
To maximize the robustness and generalizability of BioSentVec on different text genres in biomedicine, BioSentVec embeddings are trained using both PubMed and the clinical notes from MIMIC-III Clinical Database [10] . Collec-tively, they consist of more than 30 million documents, ∼ 223 million sentences, and ∼ 5 billion tokens. The detail statistics are summarized in Table 1 . Both PubMed and MIMIC-III texts were split and tokenized using NLTK [11] . We then trained our sentence embeddings using sent2vec [7] . It adapts the Continuous Bag-of-Words model -known for training word embeddings -at the sentence level, and extends the model by using n-grams of sentences. By far, it achieves the state-of-the-art performance in a range of text mining tasks in the general domain. In this work, we obtained 700-dimensional vectors by applying its bigram model with a window size of 30 and negative examples of 10, after a set of experiments with various settings (see results online).
We evaluate BioSentVec for the task of finding similar sentences on two separate datasets. BIOSSES consists of 100 sentence pairs from PubMed articles annotated by 5 curators [1] . MedSTS consists of 1,068 sentence pairs from clinical notes where 750 and 318 pairs are used for training and testing, respectively [12] . Stop words and punctuations are removed in all these sentences. Pearson correlation coefficient is used to compare the algorithm results with the gold standard.
Both unsupervised and supervised methods have been attempted in the past on these two datasets. In the unsupervised fashion, previous best-performing approaches used doc2vec and Levenshtein Distance for BIOSSES and MEDSTS, respectively. Instead, we propose several alternatives: sentence embeddings derived by averaging word embeddings (pre-trained in [3] ) or directly from pre-trained sentence encoders (BioSentVec or Universal Sentence Encoder). In the supervised setting, previous methods made use of ensemble learning that aggregates a range of human engineered features, including the use of embeddings. In comparison, we propose a straightforward 5-layer deep learning model, which takes two sentence vectors as inputs. The first layer concatenates the two sentence vectors, their absolute differences, multiplications and the dot product. It is then followed by three dense layers of 256, 128, and 64 hidden units, respectively. The final layer is the prediction layer, which outputs the predicted similarity for a sentence pair. For each dense layer, we initialized the weights with Xavier normal initializer. We set bias to be 0.01 and activation function to be ReLU. To train the model, we used SGD as the optimizer with a learning rate of 0.001, mean squared error as the loss function, and a batch size of 8. To prevent overfitting, we used L2 regularization and dropout (p=0.5).
The model was run via 1000 epochs and the model with the lowest loss on the validation set was saved.
For BIOSSES, we report different algorithm performance using 10-fold stratified cross-validation as in [1] . For MED-STS, we report the results on the held-out test set. Table 2 demonstrates that the highest performance was obtained based on the proposed BioSentVec embeddings in both supervised and unsupervised methods, suggesting BioSentVec can capture sentence meanings consistently better than other approaches such as averaged word vectors or sentence vectors trained from the general domain. For example, a single deep learning model is able to achieve the best results without the need of a complex ensemble approach. BioSentVec also appear to be robust and generalizable on different text genres in biomedicine.
Results and Discussions
Furthermore, the results in Table 2 show that BioSentVec trained from both PubMed and clinical notes generally have better performance than from a single source (with one exception). It also shows that BioSentVec trained from clinical notes only is not sufficient when used in applications dealing with PubMed articles.
In summary, we introduced a new set of sentence embeddings pre-trained on two different corpora in biomedicine and demonstrated its superior performance in benchmarking. All the embeddings trained with different sources, together with our deep learning models, are made publicly available. We hope BioSentVec can facilitate the development of deep learning models and text mining applications in biomedical research.
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