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CHAPITRE 1
INTRODUCTION
Lechange encore croissant des hydrocarbures cree un danger po-
tentiel pour 1'environnement. Le developpement de nouveaux sites portuai-
res, ou 1 accroissement des echanges pour des sites existants, necessitent
dfevaluer les impacts de tels projets. Ces impacts sont de nature acciden-
telle ou chronique. La pollution chronique, (nettoyage et fuites), repre-
sente. une part tres importante des hydrocarbures deverses dans Ie milieu
aquatique. L'huile repandue peu a peu se degrade et, sa densite se rappro-
chant de celle de 1'eau, elle se melange a la colonne dfeau. LEVY,[1972],
par exemple, ne note aucune difference de concentration entre les teneurs
en huile a differentes profondeurs dans Ie golfe du St-Laurent. II en re-
suite que las volumes de melange sont generalement importants. Les concen-
trations residuellss restent done peu elevees. Par ailleurs, la biodegra-
dation, bien que lente, reduit la concentration en huile. Le deuxieme type
de pollution se produit lorsqu'un petrolier perd rapidement sa cargaison a
la suite drun accident. De 500 a 100,000 tonnes dfhydrocarbure se trouvent
rapidement relachees dans Ie milieu aquatique. Dans les jours qui suivent,
la nappe s'etend et se deplace a la surface de 1 eauau gre des vents et
des courants. Ce type d'accident est tres lourdement ressenti par 1 envi-
ronnement, lorsque les nappes atteignent Ie littoral et touchent, ainsi, la
zone biotique la plus riche. L evaluation des impacts ne peut, done, se
fairs sans 1'utilisation de modeles physiques ou mathematiques pour prevoir
Ie mouvement des nappes, Les modeles physiques sont peu utilises car ils
doivent respecter les lois de similitude et conduisent parfois a des
compromis extremement difficiles. Les modeles mathematiques connaissent
actuellement des develop?ements importants et se situent a plusieurs ni-
veaux. Par exemple, une partie de ces modeles peut-etre de nature determi-
niste tandis qu'une autre est de nature aleatoire. Cette presente etude
se limitera aux modeles deterministes,
Jusqu'a present, dans la plupart des cas, ces derniers modeles
dissociaient I'influence de 1 etalement par diffusion, [FAY, 1969], de lTe-
talement par convection, [MOORE, 1973], [BIEN, 1973]. L'objet de ce tra-
vail est done de developper un modele apte a decrire les mouvements d une
nappe d'huile et qui tienne compte simultanement des deux mecanismes.
Ce modele consiste en une_eqju.ati.on differentielle partielle de-
crivant la hauteur d'huile sur Ie plan dfeau considere et son evolution
dans Ie temps. Ce modele doit permettre d'evaluer 1'installation d estaca-
des provisoires ou permanentes destinees a contenir 1 huile. Des experien-
ces realisees par la garde cotiere americaine ont montre que de telles es-
facades pouvaient contenir 1'huile efficacement pour des courants allant
jusqu'a 2 noeuds, des vitesses de vent de 20 milles par heure et des vagues
d'une hauteur de 5 pieds, [U.S. COAST GUASDS, 1973]. C'est precisement Ie
cas dans I'estuaire maritime du St-Laurent au large de Rimouski, ou ce mo-
dele sera applique. Plusieurs simulations seront effectuees pour evaluer
1 effet des coefficients de dispersion, les lieux d'impact et 1'installation
d'estacades, Les methodes d'integration sont rapidement comparees. Le
choix de la methode des elements finis s'explique par sa souplesse, la faci-
lite avec laquelle on tient compte des conditions limites et I'utilisation
de maillages arbitraires.
Dans un premier temps, pour ce present travail, nous nous limitons
a 1'utilisation de donnees experimentales sur les courants. Ulterieurement,
il serait interessant de determiner par un modele, les vitesses de courants
dans Ie temps et dans 1'espace. C'est la raison pour laquelle une partie
non negligeable de ce travail a consiste a la mise au point dfun tel mode-
Ie sur des canaux droits et courbes. La encore, grace a la generalite de
la methode des elements finis, nous utiliserons cette meme methode pour
1?integration des equations. L'effort de programmation est important et
les chances de fairs des erreurs sont grandes. C est la raison pour laquel-
Ie Ie programme sera verifiS sur des problemes classiques de transfer! de
chaleur pour lesquels on connaTt la solution analytique ou numerique.
Le cliapitre 2 presente les equations decrivant la dispersion de
lrh.uile, les ecoulements a surface libre et Ie transfert de chaleur. Dans
les deux premiers cas les equations sont demontrees entierement et les hy-
potheses simplificatrices effectuees apparaissent clairement. Les modeles
existants pour la dispersion de 1 huile sont decrits rapidement avant d e-
tablir Ie modele utilise et ses conditions limites. Une solution analyti-
que de la dispersion de 1'huile est etablie pour un cas simplifie. Les
equations regissant les ecoulements peu profonds a surface libre sont
retrouvees a partir des equations de mouvement et de continuite pour un
fluide non visqueux en regime turbulent. Une methode de verification est
decrite pour les ecoulements dans des canaux droits. L equation regissant
Ie transfert de chaleur est indiquee avec une solution analytique pour une
plaque rectangulaire soumise a de la convection et ayant une de ses faces
a une temperature fixee.
Dans Ie chapitre 3, la classification mathematique des differen-
tes equations est analysee. La mise sous forme canonique est reprise en
detail, puis appliquee aux trois problemes consideres. La plupart des me-
thodes d'integration sont passees en revue rapidement, justifiant ainsi Ie
choix de la methode des elements finis. Une comparaison assez detaillee est
effectuee entre cette methode et la methode des differences finies. Les
approches residuelles et variationnelles sont ensuite etudiees et compa-
rees. La methode de Galerkin est, alors, choisie pour reduire Ie probleme
sous forme integrale. La methode des elements finis est, enfin decrite en
detatl, (choix des fonctions d'interpolation, assemblage, elements isopa-
rametrtques, convergence et stabilite). Lfintegration sur Ie temps est
dissociee de 1'integration sur 1'espace. Par la suite, les equations etu-
diees sont mises sous forme integrale et les conditions limites sont inse-
rees; une notation compacte est introduite pour 1 assemblage.
Le chapitre 4 analyse Ie tat de la recherche sur les modeles de
dxspersion des nappes d'huile et d'ecoulements a surface libre; lTetude bi-
bliographique porte principalement sur 1Tapplication de la methode des ele-
ments finis. Pour les deux cas, I*orientation de ce travail est presentee.
Le chapitre 5 porte sur les difficultes ou choix mathematiques
qui sont apparus au cours de cette etude et qui ne touchent pas specifi-
quement la metliode des elements finis. Ce chapitre traite de 1 integration
sur un element par la methode de Gauss-Legendre, de la resolution algebri-
que non lineaire, ainsi que de la resolutiou algebrique lineaire. La struc-
ture du programme est exposee et chaque sous-routine est decrite brievement.
Dans Ie chapitre 6, les resultats obtenus sont presentes et dis-
cutes pour chacun des problemes retenus, (transfert de chaleur, ecoulement
a surface lib re et dispersion de 1'huile). Les donnees utilisees sont de-
crites ainsi que les maillages retenus. Les resultats sont exposes et com-
pares a 1'aide de tableaux.
La conclusion fait Ie point sur ce travail et sur la contribution
qu?il apporte a 1'etude des deux problemes principaux, (dispersion de 1'hui-
Ie et ecoulement a surface libre). On y presents quelques suggestions de
recherche.
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CHAPITRE 2 ^
DERIVATION DES EQUATIONS
Dans ce chapitre, les equations regissant la dispersion de lThui- C
Ie sur 1 eau ainsi que les equations des ecoulements a surface libre seront I
examinees successivement. Les equations de transfert de chaleur sont utili- I"
sees pour des fins de verifications et nous ne ferons que les mentionner i-
avec leurs conditions aux limites.
2.1 Dispersion de 1'huile
Le re jet d'huile dans 1'eau peut s effectuer dans des conditions
tres diverses deja mentionnees dans Ie chapitre d introduction. Nous nous
limiterons, ici, a 1'etude de re jets accidentels. Ces deversements peuvent
etre rapides ou lents et interpretes plus mathematiquement comme impulsion-
nels ou continus.
2.1.1 Description du phenomene
Une nappe d hull e peut etre transportee sur de longues distances
sous 1'influence combinee du vent, des courants et du potentiel d'etalement
de la nappe elle-meme. L etalement de I'huile est un phenomene regi par
plusieurs mecanismes dont les principaux parametres sont la masse specifi-
que et la tension superficielle de 1 huile. L influence combinee du vent
et des courants sur la dispersion, appelee advection ou convection, necessi-
te 1'etude de trois milieux et de leurs interfaces, (1'air, 1'huile et 1'eau).
II faut noter egalement que 1 huile repandue subit des transformations phy-
sico-chimiques importantes. En effet, les fractions volatiles s'evaporent \
rapidement et les composants residuals ferment des emulsions avec 1 eau. I
La nappe se transforme eventuellement en ilots de plus ou mains grande
envergure.
2.1.1.1 Etalement de 1'huile
Dang^ Ie cas idealise de deversements dans une eau calme, il sem-
ble possible de deceler trois mecanismes dTetalement, [FAY, 1969]. Des
lrinstant suivant Ie deversement, il se produit un etalement du aux forces
de gravite combinees a 1'inertie de 1'huile. Le second mecanisme est regi
par un equilibre entre 1 energie potentielle et la force de cisaillement a
1 interface. En demier lieu. Ie bilan des forces se modifie au fur et a
mesure que 1 epaisseur de 1 huile diminue; Ie dernier mecanisme est, alors,
regi par la tension superficielle. Ces trois mecanismes se produisent en
serie et il peut arriver que les deux premiers soient rapides et per^us
uniquement en laboratoire. C est Ie dernier mecanisme de tension superfi-
cielle qui 1 emporte la plupart du temps.
FAY,[1969], propose trois modeles empiriques pour chacune de ces
phases. Le modele de BLOKKER,I1964] , etablit que Ie taux d'etalement est
une fonction lineaire de 1'epaisseur instantanee de la nappe; ce modele
semble surtout satisfaisant au cours du mecanisme intermediaire d equilibre
entre les forces potentielles et Ie cisaillement a 1 interface. O'BRIEN
11970] etablit, pour sa part, un modele d etalement pour une source conti-
nue en eau calme; il en vient a la conclusion que Ie troisieme mecanisme
decrit plus haut 1 emporte nettement sur les deux premiers.
Tous ces modeles, etablis pour des eaux calmes, doivent etre
appliques avec prudence lorsque 1'on tient compte du milieu ambiant, (tem-
perature, vagues, etc...).
V_ ./d,
^= ^ -ai£
V^"~ ^ d~
v -eau
ou V represente la vitesse de la couche superieure de 1'eau et V_ la vites-
se du vent; d , . et d representent les densites respectives de 1 air et
air ~ ~ -eau
de 1'eau. Lfequation (1) conduit alors aux resultats suivants:
^^OJ"J"..035 (2)
v
En pratique. Ie transfer! de quantite de mouvement qui s'effectue entre
1'huile et 1Tair s'ecrira:
V^.._.._= a ¥.„_, (3)huile "' "vent
Experimentalement, Ie coefficient a varie entre .03 et .05 selon les cas,
IBIEN, 1973]. Les equations (1) et (2) ont etc ecrites entre I'air et 1'eau
plut8t qu entre 1 air et 1 huile. En effet, la densite de 1 huile varie
avec Ie temps et depend essentiellement de la qualite de 1'huile repandue.
Une densite de 0.8 conduirait par exemple a un coefficient de 0.04.
^
2.1.1.2 Advection de 1'huile ^
a) modele de deplacement [_
Toutes les etudes portant sur 1 advection de I'huile distinguent
1'effet d'entrainement dd au vent de celui attribue aux courants hydrauli- |
ques, [SCHWARTZBERG, 1970, 1971], [WANG, 1974], [SHUKLA, 1974]. |
a.l) L evaluation du transfert de quantite de mouvement entre Ie vent
et la nappe d'huile est complexe. En emettant 1'hypothese d'un comporte-
ment identique pour lfair et 1'eau certains auteurs utilisent la loi de
Graham qui stipule que les vitesses sont en rapport inverse avec la racine
carree des masses specifiques, [MOORE, 1973], [PRUTTON, 1957]. En d'autres
termes:
a.2) Le transfert de masse entre 1'huile et lfeau est egalement diffi-
cile a etablir. La plupart des auteurs s entendaient, dernierement encore,
pour estimer que la nappe d'huile se deplagait avec Ie courant, et a la me-
me vitesse, pour des conditions de vents calmes, [BIEN, 1973], [MOORE, 1973],
[PSEMACK, 1973]. Depuis peu, on estime que la nappe d'huile est entrainee
par Ie courant pour une fraction seulement de la vitesse du courant,
[SCHWARTZBERG, 1970,1971], [SHUKLA, 1974]
V^._.._ = @ V__.___, (4)'huile " ' courant
Le coefficient 0 est pose egal a 1 dans Ie premier cas et .56 pour 1 autre
cas [SCHWARTZBERG, 1970,1971].
a.3) en pratique, les deux effets sent combines; la vitesse de la nap-
pe est la resultante d'une composition vectorielle des vitesses de vents et
de courants [HOULT, 1971]
V,__.-._ = a V___, + 0 V__.__, (5)huile "' 'vent ' '" ' co ur ant
a.4) Remarques:
- Lorsque 1 effet du vent seul est etudie, on tient compte impli-
citement de 1'effet de cisaillement a 1 interface huile-eau.
- La vitesse du courant est un concept difficile a clarifier
puisqu elle est elle-meme influencee par la vitesse du vent.
Les courants hydrauliques sont estimes, en general, par une inte-
gration verticale du courant. Lorsque 1'ecoulement est d'une
grande profondeur, on retient seulement la partie turbulente,
(ou bien melangee).
b) Simulation des trajectoires
L*evaluation de la trajectoire d une nappe potentielle fait
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intervenir, nous lravons vu, les conditions de vent et de courant. L'uti-
lisation du modele etabli au paragraphe precedent (5) est compliquee par
Ie fait que les conditions meteorologiques et hydrauliques precises d'une
catastrophe a venir eventuellement sent inconnues. II existe plusieurs me-
thodes de simulation.
b.l) Rose de derive
Le courant hydraulique est estime en moyenne autour du point de
deversement etudie. Les donnees de vent sont traitees afin de determiner
les persistences maximales dans les seize directions cardinales de la rose
des vents. Une vitesse moyenne de vent est associee a chacune de ces direc-
tions. Lfequation (5) est appliquee permettant ainsi de calculer la distan-
ce parcourue par la nappe pour la persistence maximum dans chacune des sei-
ze directions cardinales. En reunissant les sommets des distances parcou-
rues pour chaque direction, on definit une zone de grandeur maximale a
1'interieur de laquelle Ie deplacement se fera dans les premieres heures sui-
vant une catastrophe. Les surfaces ainsi generees sont appelees roses de
derive par analogie avec la rose des vents qui a servi a les tracer. Cette
methode est due a BIEN et HARRISON et a ete appliquee sur Ie fleuve St-
Laurent [DRAPEAU, 1974] et aux Bahamas [HARRISON, 1974]. Le calcul des ro-
ses de derive ne s interesse qu au deplacement des nappes, elles ne tiennent
pas compte du volume deverse ni de son etalement. Ce calcul permet, cepen-
dant, de definir dans un premier temps des regions strategiques.
b.2) Methode stochastique
Une autre technique relevant plus nettement de la simulation con-
siste a detenniner la trajectoire de la nappe sur une base statistique.
Coimne dans Ie cas precedent, on fait 1 hypothese d'une vitesse moyenne pour
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les courants, mais, cette fois-ci, susceptible de changer a chaque inter-
valle de temps. Les donnees de vent sont modelees selon un processus de
Markov du premier ordre [LLOYD, 1974]. Selon ce modele la direction du
vent au temps t^., depend de la direction du vent au temps t^. . La cons-
truction de ce modele resulte en une matrice d ordre N+l ou N represente Ie
nombre de directions de la rose des vents auquel s'ajoute une direction fic-
tive pour les periodes de vents calmes. Cette matrice est appelee matrice
de transition du temps t^. au temps t,._,_i . L'intervalle de temps At pour
passer d'un etat a 1 autre est choisi constant, (les donnees Tneteorologi-
ques sont connues selon une base horaire). La matrice de transition T,
d*element t.^, est constituee en ajoutant une unite a 1'element t. chaque
fois que Ie vent passe de la direction i a la direction j. Une fois la ma-
trice de transition construite sur une periode donnee, on obtient la matri-
ce d'incidence C d'element C_. ,:
'ij
tij i=l, ..., N+l (6)
'ij ~ N+l
Z t,, j=l, ..., N+l
j=l ±3
La matrice C etablit une probabilite de transition, P(e^^^i I e,.^.) » entre
1'etat i et les autres etats, y compris 1'etat i lui-meme. La chalae de
Markov est appelee homogene si la matrice d incidence est telle que la sui-
.2 _3
te {C,C ,C ,...} des puissances converge vers une matrice limite L consti-
tuee de lignes identiques. On obtient ainsi un vecteur stationnaire don-
nant la probabilite de se trouver dans 1 etat i quelque soit Ie tat initial
du systeme. Ce vecteur stationnaire, ainsi trouve, la simulation propre-
ment dite consiste a utiliser la methode de Monte-Carlo. En un premier
temps, il faut construire Ie polygone des frequences cumulees a partir du
vecteur stationnaire. La technique de Monte-Carlo consiste, alors, a
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simuler une direction de vent en generant un nombre aleatoire entre 0 et 1. J
Cette frequence aleatoire est projetee sur Ie polygone des frequences cu- ^
mulees determinant la direction de vent simule. Une vitesse moyenne pour
Ie vent est alors associee a cette direction puis composee vectoriellement i
avec les donnees de courant. Le processus est repete a chaque heure par |
F
exemple, [MOORE, 1973]. I
Cette methode, la encore, ne considere que la trajectoire des I
nappes et est independante de la quantite initiale d'huile deversee. "
2.1.1.3 Degradation de 1'huile :
Une nappe d'huile repandue a la surface de 1'eau subira une sue- [
cession de transformations physiques, chimiques et biologiques agissant a
des taux variables sur les differents constituants du petrole. Apres avoir
identifie rapidement les causes de degradation, nous discuterons des mode-
les disponibles. ,
a) Mecanismes de degradation
Les mecanismes de degradation sont fortement influences par les
caracteristiques chimiques et physiques des petroles bruts consideres: com-
position, densite, point d ebullition, poids moleculaire, tension de vapeur,
solubilite dans 1 eau, etc... Ces caracteristiques iaterviennent non seu-
lement du point de vue de la degradation mais aussi au niveau de la toxici-
te sur les organismes vivant dans Ie milieu marin. Les mecanismes de degra-
dation retenus sont les suivants IHOULT, 1972].
- Levap oration constitue Ie phenomene Ie plus important de la
degradation IMACKAY, 1974].
- La solubilite des differents composants entraine une certaine 3
diffusion de 1 huile dans 1 eau. i
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- L'emulsion d'huile dans 1'eau active Ie phenomene precedent, I
cette emulsion croit avec la turbulence. I
- La precipitation se produit lorsque les fractions legeres se
sent evaporees. II ne semble pas, cependant, que ce mecanisme soit impor- |
tant, [HOULT, 1972] . g
F
- L'oxydation photochimique brise la structure moleculaire des I
films d'huile pour produire des constituants volatils ou solubles ainsi que I
des residus solides et visqueux, [DODD, 1971]. !:
- La biodegradation, bien qu effective, est tres lente et n inter-
vient pas de facyOn significative dans les premiers jours qui suivent un ;
deversement accidental {HOULT, 1972] .
b) Modeles de degradation
II existe plusieurs modeles pour representer les phenoTnenes de
degradation. La plupart des auteurs, cependant, IFALLAH, 1976b] et
IBLOKKER, 1964], ne retiennent que 1'evaporation. Cette derniere represen-
te la degradation la plus rapide et la plus importante dans les premiers
jours suivant Ie de-versement. Ce type de modele fait intervenir, en parti-
culier, la vitesse du vent, la tension superficielle de 1'huile ainsi que
la superficie de la nappe. FALLAH,I1976b] , tient compte dans sa simula-
tion du caractere aleatoire de la temperature et du vent.
MOORE, 11972], presente un models du premier ordre pour approximet
la degradation due a 1'evaporation, a la solution ainsi qu'a la biodegrada-
tion.
2.1.2 Modele de dispersion integre
2.1.2.1 Le Modele E
Jusqu a present, nous avons decrit des modeles aptes a representer
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1'etalement, Ie deplacement ou la degradation d'une nappe d'huile d'une
maniere separee. Un modele integre reliant tous ces phenomenes serait tres
souhaitable. Idealement, il faudrait ecrire les equations de mouvement et
de continuite des trois milieux en presence, (air, huile et eau) et etablir
des relations aux interfaces de ces milieux. Cette approche n est pas rea-
lisable en pratique. II faut, en effet, compter sur les donnees disponi-
bles pour pouvoir predire Ie deplacement d une nappe d huile. L'etablisse-
ment, par example, d'ua modele decrivant Ie comportement dynamique de 1'air
ne peut etre realise avec uniquement des mesures de temperature, de vitesse
et de directions de vent, donnees qui sont en general disponibles en cer-
tains endroits. II en va de meme pour la mise sur pied dTun modele decri-
vant les equations de continuite et de mouvement de 1 eau. Les conditions
actuelles de calcul limitent cet objectif a. des modeles utilisant 1 hypothe-
se de faible profondeur. II nous est appara plus realiste d utiliser une
approche plus macroscopique et d ecrire plus simplement un bilan de masse
sur 1 huile.
Les termes de conyection
dans cette equation seront
done traites de maniere
semi-empiriques; cette ap-
proche a deja ete utilisee
[HARRISON, 1974], [JAMES,
1972] et permet d'eviter
1'integration des equations
de mouvement sur chaque mi -
Ax
lieu considere.
figure 2-1
Element de volume d'huile
Ay
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Un bilan de masse est effectue sur un element de volume d'huile.
Les notations suivantes sont introduites:
- D epaisseur de la nappe [L]
- u vitesse de la nappe en direction x [LT ]
- v vitesse de la nappe en direction y [LT ]
- K et K coefficients dfetalement de 1'huile
x -- -y
2_-1.
dans les directions x et y [L T ]
- k constante de degradation de 1 huile[T ]
3.
- M volume d'huile rejete soudainement [L ]
- Ax et Ay accroissement sur 1'espace [L]
-At accroissement sur Ie temps [T]
- 5(x-x_) et 6 (y-y_) impulsion de Dirac
appliquee aux points x^ et y^ IL ]
- 6(t-t_) impulsion de Dirac appliquee
0
au temps t_ [T ]
Le bilan de masse s'ecrit done:
accumulation\ /dispersion \ /fiispersion \ /degradation \ /generation^
j ^ par'convec- ^par^dlffu- \ _( ^ ^(' ^,l+|^,^u- |-| de \+\ |(7)
\ tion, (ou J^sion, (ou
d'huile / \deplacement)/ N^talement) / \ I'huile / \ d'huile
Le bilan de masse s'applique, en fait, a un volume materiel ou
1 on suppose que la masse d'huile demeure a toute fin pratique constante.
Soit encore, en prenant pour hypothese qu une loi similaire a
celle de Pick s'applique pour caracteriser 1'etalement:
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D AxAy - D
t+At
AxAy = uDAyAt
t J
- uDAyAt
x x+Ax
+ vDAxAt - vDAxAt
y+Ay
- \ ^ (AyD)At
x
+ ^ ^ (AyG)At
x+Ax
Ky 37 <AXD)At + Ky ^ (AyD)At
y+Ay
- k AxAy DA t
+ M6(x-xJ<5Cy-yJ <S(t-tjAxAyAt C8)
Dans 1Tequation precedente (8), Ie dernier terme indique que Ie
volume M est injecte au temps t^ au point de coordonnees (x^,y^). La justi-
fication d'une telle ecriture se retrouve dans la definition meme de la
fonction de Dirac [KORN and KORN, 1968]:
f(x,y,t).<S(x-x ).<5(y-y^).6(t-t^). dxdydt = f(x^,y^,t^) (9)
^
En divisant chaque terme de 1'equation (8) par Ie produit AxAyAt, on
obtient en passant a la limite:
8D , 3(uD) , 9(vD) 3 ^ M->_-A ^ ^D>» 4. T.r> =
'9T + —^~ + --97~ ~ '^ <-Kx'^ ^"^ lKyi7 ; + kJJ =
M. <5(x-x_). <S(y-yJ . 6(t-t,) (10)
Remarques:
a) Les vitesses u et v representent les vitesses de 1'huile
dans les directions x et y en chaque point de 1'espace et au temps t consi-
dere. Ces vitesses sont deduites empiriquement de la composition vectorielle
17
des vitesses de vent et de courant:
u = au___, + 3v__....__, (11)"vent '"'courant
v = av____, + Pv______, (12)
vent " courant
b) L'equation (10) dans une forme simplifiee, (en particulier,
u == constante, v =s 0) , a fait 1'objet de verifications experimentales,
[JAMES, 1972]. Get auteur indique alors que Ie modele est valide lorsque
les gradients d'epaisseur de 1'huile -^- et -^- sont faibles. Lors de ces
differentes verifications, les coefficients d'etalement reportes au tableau
1 ont ete utilises.
Tableau 1
2
Coefficients d'etalement pour trois types de deversement (m /see)
vitesse du deversement continu deversement rapide deversement rapide
vent
m/s
2.5-5
5-10
10-20
D_
x
7
15
30
D
-y
5
10
20
500
D.
x
15
30
60
tonnes
D,"y
10
20
40
30,000
D
x
30
60
120
tonnes
D.'y
20
40
80
c) Le terme de degradation retenu dans 1 equation (10) est sim-
pie. II fait 1'hypothese d'un taux de degradation du premier ordre.
d) L'equation (10) a ete ecrite pour tenir compte d'un rejet
rapide de volume M au temps t et au point de cordonnees x et y . II est
facile de transfonner Ie tenne de generation pour representer une source
continue, on aurait alors:
^D ^ 8(uD) , 8(vD) _ _1 ^ ^D ^ _ ^ ^ ^D^ + ^ =
T£ -r —^~ ^ —87- "^ ^^ J "'87 ^y^; ~r ^ ~
Q.(S(x-x ).6(y-y^) (13)
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3-1.
ou Q represente Ie debit de la source continue situee au point (x^,y^. [L T ].
e) FALLAH, {1976aJ, arrive a un modele tres proche de 1 equation
(10) par des considerations statistiques. Plutot que de donner la hauteur
D, ce modele fournit la probabilite pour 1'huile de se trouver en un point
de coordonnee x et y au temps t a la suite d un deversement. La sonune des
probabilites de tous les points de 1 espace n est pas necessairement egale
a. 1 s± on tient compte des termes de degradation.
2.1.2.2 Les conditions aux limites
Les conditions initiales ont ete incorporees directement au mode-
Ie de dispersion dans les equations (10) ou (13). II reste a definir les
conditions aux limites du domaine considere. Deux cas peuvent se presenter:
- Si Ie domaine est choisi arbitrairement tres grand, et si la
source est tres eloignee des frontieres, il est possible de penser qu aux
limites du domaine 1'epaisseur d'huile est nulle. Ce genre de condition aux
limites, condition de Dirichlet, s applique couramment en transmission de
chaleur. Elle necessite de choisir un domaine suffisamment grand pour re-
presenter des conditions aux limites qui se trouvent'mathematiquement pla-
cees a 1'infini.
- Si Ie domaine presente une frontiere reflechissante que 1'huile
ne peut traverser, les conditions aux limites font intervenir des gradients
et conduisent Ie plus souvent a des conditions de Neumann. La figure 2-2
represente de telles conditions.
C En appelant C^ la frontiere reflechis-
2 sante et C., -une paroi fictive proche
de C^, il est possible de faire un bi-
figure 2-2 lan sur un element de volume compris
^
Bilan sur une frontiere refle-
chissante
entre C., et C^.
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Introduisons la nomenclature suivante: i
z hauteur de 1'huile sur C^ [L] i
D. hauteur de 1'huile sur €„ [L]
V vitesse ponctuelle de 1'huile [LT ] !
± — ... .- ^ - .-2--1. Is
F flux d'huile par etalement [L"T ""] g
^--^ . _ _ K
%., et n/, nonnale au contour C, et C^ I1
->•->•--. . ^
dS., = nzdC., element d'aire orientee sur Ie contour C., r
correspondant a 1'element de longueur dC^ lr
dCr, element de longueur sur Ie contour C^, I
z*
dS element de surface compris entre dC^ et dC,-, i
_•[ _ ±~t_ ±~>" ._ /- ,s £
entree par convection [L"T "] en C^ = V.dS., = V.n.z.dC^ (14)
3_-l, _ -»• ->
entree par etalement [L"T ^] en C^ = F.n dC^ (15)
entree par C^ = 0
Accumulation [L3T~ ] = (D-z) -^- (16)
Si on fait tendre C., vers C^,, z tend vers D, Ie terme d'accumulation du
£»
deuxieme ordre disparait et Ie bilan s'ecrit:
V.n D dC = - F.n.dC^ (17)
Soit encore, en simplifiant:
(n irf-n v)D = -(n F+n F ) (18)
P., et F^ s'expriment, d'apres les hypotheses faites plus haut, par:
iD v = - ^ ^1
Fl = ~ Kxif ' F2 = ~ Kyi7
La condition limite dans Ie cas d une reflexion s ecrit done:
(n^v)D = n^ |j + n^ |^ (20)
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II est possible de ne retenir que des conditions aux limites de ce type,
(equation (20) ). On choisit, pour cela, un domaine autour de la source.
LTequation (10) est resolue jusqura ce que 1'huile atteigne les frontieres.
Le domaine est alors aggrandi et les donnees obtenues juste avant que
1'huile n'atteigne les frontieres servent de donnees initiales pour Ie nou-
veau probleme. C est la demarche qui sera choisie pour notre etude. Ces
conditions aux limites trouvent leur veritable application dans Ie concept
d'une estacade limitant Ie mouvement de I'huile. Dans Ie dernier cas 1 hui-
Ie atteint 1'estacade a la vitesse V et est reflechie sur la paroi flottante.
2.1.2.3 Solution analytique
II est facile de montrer que dans Ie cas simplifie ou les vitesses
u et v sont nulles et si les termes d'etalement K_ et K_, sont constants,
x - - y
1'expression suivante verifie 1 equation differentielle (10) dans Ie cas ou
les limites sont placees a 1'infini.
_2 _Z
x
4K__t 4K__t
x y
D - —M— e " •' (21)
47TtVK__K_.
x-y
Cette solution obtenue dans un cas simplifie nous pennettra de verifier les
resultats obtenus numeriquement pour les memes conditions.
2.2 Ecoulement peu profond a surface lib re
2.2.1 Introduction
Les ecoulements peu profonds pour une riviere ou un estuaire ont
deja re9u beaucoup d*attention. L'utilisation des equations de mouvement et
de continuite ne semble guere possible sans hypotheses simplificatrices.
Les equations regissant les ecoulements de type monodimensionnel ont ete
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largement utilisees, [STOKER, 1957], [HENDERSON, 1966], [BOERICKE, 1974],
[FLETCHER, 1967], [BALTZER, 1968], [STRELKOFF, 1969], [LIGGET, 1968], et
leur forme est bien connue. CHENG-LUNG CHEN, [1971], y inclut Ie ruisselle-
ment.
Recemment, plusieurs auteurs out utilise des equations de type
bidimensionnel, [STOKER, 1957], [DAUBERT, 1967], [BAKER, 1975], [GROTKOP,
1973]. Bien que ces equations soient connues depuis longtemps, [LAMB, 1932],
leur derivation pour les ecoulements a surface lib re, a partir des equations
de mouvement et de continuite, reste incertaine et les hypotheses mal defi-
nies. II faut noter cependant, Ie travail de YEN, [1973], bien que tres
general, il reste difficilement applicable aux ecoulements bi-dimensionnels.
II apparalt done souhaitable de reprendre ces derivations en faisant appa-
raTtre clairement les hypotheses retenues.
Soit un ecoulement tel qu indique sur la figure 2-3; 1 axe des z
est parallele a 1Tacceleration de la pesanteur g et forme un triedre ortho-
norme avec les axes x et y. b(x,y) represente Ie fond de 1 ecoulement par
rapport au systeme de reference et a(x,y) Ie niveau moyen de 1 eau par rap-
f7777^
b(x,
^
y)
•w
7/nrr/
r
r77777777^
h(x
a(x
JL
,y,t)
,y)
//^,
->
figure 2-3
Schematisation de 1'ecoulement
(6Z) ,d +d = a
(8Z) ,A +A = M
{LZ} ,A +A = A
(9Z) ,n +n = n
:suoT^pnba xnp 5TnPUO° T030 '^us-^nq^n^ ^uauia^
-.loduioo un T;uj3ua§ ua ^uaq-cqxs sepuojo-td nad xnpa ss'[ Sasue^UR^suT ^JSTUPUI
ep saauiTjdxe ^uos <(***o^a <f[ <:j) 'sa^uppusdap ss^q-eij'BA sar[
(•••043 'sajiem P-[ B senp sao.ioj <ST-]:OT-[03 sp saojoj)
c30Bj-Lns sp no amn-]:oA 9p sa.insi.te^xe sso-ioj sap Gg ^s og < '-g
jne^UBsed
z^ ^ ,x.
B-]: 9p UOT^BJ3-]:SOOB -[ 9p SUOT^OS Co.td S9-[; ^UOS -§ ^3 "g <"§
^U3UI3-[-[TBSTO 3p ^n3SU95 9-[ ^ S3 1
9pin-[j np uoisss-cd B-C 493 d
Sg^zg4.r -ze- -»- ^^ + -^- ^ - ^1 -? - = ze_ + .^e. ^ xe. 4. le'3+ s+(- zz-; + ^Z-; + i3E-; -) T~iiT ~ = '(mTe + J^ + TmTe" + ii
^§4.r -^- 4. ^ 4. -^- ^ - ^i -d - = ze. 4- .^e 4. xe 4. 11
^~7 + 7r7 + ^r7 ) J~ ~^~i~ = "(AHTe + ~5^T + TM^ + A^
Ws-^r -^- 4. -^- ^ J^- ^- il^ - = ze 4- ^e ^ X8 ^ li
xz7n "xz^ 'rxx77 ' T--deT - ~ -(mo~e~r-(nA)~e 'r-(mD-e 'r n^
:^U3ATJ03 s ^usmsAnoui sp suoT^enbs sar[
•Z 3.9 A *X S3XB S3^ UO-[3S S33UB^.UP^SUT SaSSS^TA S3-[ ^UOS M ^3 A <H.
<-) °-u^^
:^T.[oa,s (3'rqT s s a-i duioouT 9pTn~[5 un jnod <9^TnuT^uoo ap uoT4^nbs,r[
•sdme^ np s.inoo ne ua^om
npsAiu ns ^.coddej .[Bd uo-t^BTAsp v^ e^uase.idaj: (^.<X<:x)q 'suia^sXs amgui ne ^^od
zz
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ou les lettres majuscules designent les valeurs instantanees et les lettres
minuscules les valeurs moyennes alors que uf , v', w et pr representent les
composantes turbulentes.
Les regles etablies par Reynolds, [BRODKEY, 1967], sont excessive-
ment pratiques pour la determination des valeurs moyennes. La regle princi-
pale propose que des quantites qui ont fait 1'objet d une moyenne restent
constantes si elles font a nouveau 1 objet d'une moyenne. Plus clairement,
si deux valeurs instantanees A et B peuvent s ecrire:
A = a + af
(30)
B = b + b'
Alors,
(31)
(32)
(33)
a =
A +
aB
et a 1 aide du
8A
8x
a
B = a + b
a.b
theoreme de Leibniz:
3a
3x
(34)
II devient facile de deduire:
A=a+a'=a+a'=a (35)
AB = (a+a')(b+b() = ab + a'b' (36)
Les equations de continuite et de mouvement s'ecrivent done, (en
reportant 1Tequation de continuite dans les equations de mouvement):
3(u+u') 9(v+v() 9(w+w') ^
8x' 9y' 8z ~ i
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A^).(^.)i^).(^.)^).(^.)^^)= - ^)- ^V.^^B,
(38)
^Z^.)+^,)K^.)+(^,)^±^.)+(^.)M^)=
8t • ^-- - / g^
lME±^)-i[v.,]^+B.
p 8y p'"'Jy"°y'-:
(39)
^^^.^^^^-- 4^- ^v..]^^
C40)
En prenant la moyenne temporelle sur les equations (37) a (40), ceci conduit
a, [BIED, I960]:
3u , 9v , 3w
3x ' 8y ' 3z
(41)
8u , 3u , 8u ,__8u
8t ~3x ' '3y "8z
8v , 8v , 8v ,__8v
8t '~8x ''8y "8z
8w , 8w . 8w , 8w
3t '~3x ''8y '"8z
,8uf . _.,3u' ,„,U'— + V'— +W'
~. 9x ' ' 8y
,,3v1 , _.,9vf ,..t8vUT— + V'— +W'
3x ' ' 9y '" 8z
,8w' , ..,9w_r
• 3T~ ^ v iy
3u' \ 1 3p lr^ -^
it^-^-F[v-T]x+g
^}_li£_l[v.T^
p 8y p L' ' "y
^L)-II£_I[V.T].
9z / p 8z pLV'
(42)
(43)
.+8z+B3 w
"8-a'
ou les termes en a.1—— sont les forces de Reynolds et representent les
i
pertes d'energie dues a la turbulence.
Remarque: Ie systeme d'axe choisi permet d'ecrire:
S^= Sy = 0
gz ° -
(45)
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Hypothese simplificatrice:
Le fluide est non visqueux T ^ 0.
Remarque:
T representera, par la suite, non pas Ie tenseur des forces dues
a la viscosite, (V.T), qui sont negligees, mais plutot Ie tenseur des forces
de Reynolds, (V.r).
Conditions limites:
Dans Ie cas des ecoulements a surface libre, il existe trois types
de conditions aux limites
1- Une frontiere solide qui peut etre fixe ou mobile de deplace-
ment connu.
2- Une frontiere correspondant a la surface libre et se .depla-
^ant selon des lois inconnues.
3- Une frontiere ouverte avec entree ou sortie de fluide.
Ces trois types de conditions limites seront examines tour a tour.
2.2.2 Les frontieres du domaine
2.2.2.1 Frontiere solide, fixe ou mobile, d'equation:
f(x,y,z,t) = 0 (46)
La derivee totale de cette fonction doit etre nulle:
df.=Md^+-^d2.+M^E+M=^+^+w^=
dt 3x dt ' 3y dt ' 8z dt ' 8t "8x ' " 8y ' ""9z
Le vecteur C ~— , -^~ , -~ ) represente Ie vecteur normal a la surface f.
z
Lorsque Ie fluide est en contact avec une surface rigide, une condition
cinematique doit etre satisfaite si Ie contact est maintenu a savoir que Ie
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fluide et la surface rigide en contact doivent avoir la meme vitesse norma-
Ie, [MILNE-THOMSON, 1958]. Done si la surface rigide est fixe, la vitesse
normale doit etre nulle et la. vitesse du fluide est tangente a la. surface
rigide.
a) Si la frontiere solide se deplace, la composante normale de
la vitesse est donnee, [STOKER, 1957], par:
v_ =
n
9f
8t
^-+^-+<i^
9f
b) Si la frontiere solide est fixe, alors — = 0 et
(48)
3t
u f + v fr__ + w f'_ = 0
x y z
u v = 0
n
(49)
2.2.2.2 Frontiere correspondant a la surface libre
H(x,
y
y» t^
r
r
w,
H
t-At
Si les equations differen-
tielles sont obtenues en
faisant un bilan sur un
element arbitraire, il en
va de meme pour les condi-
tions limites en effectuant Ie
bilan a la frontiere,
[JENSON, 1963].
> x
figure 2-4
Bilan sur la surface libre
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La figure 2-4 represente la surface inconnue au temps t et au
temps t-At. Si h(x.,y,t) represente I'ecart entre 1'elevation de la surface
libre et I'elevation moyenne a(x,y), on pose;
H(x.,y,t) = h(x,y,t) + a(x,y) (50)
Un bilan est effectue sur la surface libre. Si r represente la precipita-
tion, (ou 1'evaporation), et si Ie bilan est effectue durant Ie temps At,
pour une surface unitaire, on a:
H H
t-At
r + w
At
H-AH (51)
Lorsque At tend vers zero, Ie terme de gauche dans 1'equation (51) tend
vers la derivee; alors:
^ = r+w
H (52)
Soit encore en developpant:
9H , .^H , __3H
~~Z + U^— + V^-f- = r + w
8t ' "3x ' '3y H
(53)
ou encore en se pla^ant a nouveau en variable de deviation,
(54)
r represente, rappelons-le, la precipitation, (ou 1 evaporation en changeant
Ie signe de r), et a pour dimension [LT ].
Remarques:
a) Un bilan semblable peut Stre effectue au fond de 1'eau (figu-
re 2-5).
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77/7/7
r^.'^A
w
b+Ab . t-At
p^/7777/7/7/^'
b ^ t
/F77777777
b(x,y,t)
figure 2-5
Bilan sur Ie fond
En pass ant a. la limite, on trouve
db
dt
= i + w
Soit encore en developpant:
8b . „ 3b . __ 8b _ ,.
— +u-^— + v — = i+w
3t ' "Sx'' 8y
Le fond a pour expression:
z = b(x,y,t) (55)
Si Ie bilan est effectue
pour une surface unitaire et
si i represente 1'infiltra-
tion, (i a pour dimension
[LT-1] ), alors:
~ b
t-At
At i - w b+Ab
(56)
(57)
(58)
On fera 1'hypothese simplificatrice que Ie fond ne varie pas avec
Ie temps, (ni erosion, ni sedimentation), alors:
(59)
b) II faut ajouter a la condition (54), une condition frontiers
"physique , concemant la pression atmospherique:
8b , __ 3b
u -^— + v ^— - w
3x ' ' 8y
i
b
p = Constante (ou connue) sur la surface libre (60)
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u =
r'z=b
r/z=b
udz
dz
(61)
ou encore:
r/z=b
v =
Z!
/z=b
vdz
dz
(62)
z=a+h
u (a+h-b) = / udz
-/z=b
(63)
z=a+h
v (a+h-b) = / vdz
•/z=b
(64)
Les conditions limites (54) et (59) sont incorporees a 1'equation de conti-
nuite (41) integree selon z.
Soit:
z=a+h /. z=
8u, 3v) ^__ I ;
\^^}dz- J-;.
z=b z=b
z=a+h
Sw
-ttdz
Le theoreme de Leibniz permet d'ecrire:
z=a+h .z=a+h
8u ^- _ 8it dz= it
z=b ~z=b
udz - u
9(a+h)
8x
+ u
8b
8x
z=a+h z=b
(65)
(66)
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2.2.2.3 Frontieres ouvertes i
Les rivieres etudiees, harnachees de barrages ou meme naturelle- |
ment, presentent en general un regime fluvial. Ceci revient a dire que
I'ecoulement en amont depend des caracteristiques en aval. II s'agit done, I
en fait, dT un probleme aux valeurs limites partagees. Si Ie niveau de 1'eau
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est fixe de maniere artificielle en aval, ceci aura une repercussion sur Ie |]
fleuve dans son ensemble en amont; il ne sera pas necessaire de fixer a f
nouveau cette grandeur aux autres frontieres ouvertes, (flux entrant), a £
condition que Ie profil des vitesses aux differentes entreesv / du domaine -1
considere soit parfaitement connu. Ce probleme est etudie en detail par F
DAUBERT et AL., [1967], par I'intermediaire de la theorie des caracteristi-
ques; en resumant:
Trontieres ouvertes Conditions limites
Flux entrant dans Ie domaine Profil des vitesses fixe(ou vitesse
d integration normale connue)
Flux sortant du domaine Niveau de 1 eau fixe (ou encore
d'integration relation debit-niveau ou meme
Ie debit)
2.2.3 Integration des equations selon z - Ecoulement bidimensionnel
La resolution des equations differentielles (41) a (44) tenant
compte des diverses conditions limites est peu praticable meme sur les ordi-
nateurs les plus puissants. Une simplification majeure consiste a integrer
les equations selon z utilisant ainsi une valeur moyenne pour les vitesses
u et v.
O'c) Les entrees ^-sorties telles que la pluie, 1'infiltration,
1'evaporation, etc... sont fixees a I'interieur des equations aux limites;
ces grandeurs n interviennent pas en tant que conditions limites proprement
dites.
z=a+h
8v .- _ _ 8
i7dz=17
z=b •/z=
z=a+h
vdz
z=b
v
8(a+h)
9y
+v
z=a+h
8b
9y
z=b
Par application des equations (63) (64) (66) et (67) dans (65)
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(67)
3[u(a+h-b)] ,_ 8[v(a+h-bJ_l
3x
+
9y
w
z=b
- w
z=a+h
+ u
3(a+h)
8x
u
z=a+h
9b
9x
z=b
+ v
8(a+h)
8y
v
z=a+h
8b
3y
z=b
(68)
L'application des conditions limites (5^) et (59) conduit a;
9h , 9[u(a+h-b)] , 8[v(a+h-b)]
ii ^ ~ ' 9x " + '' 9y " = r ~ 1 (69)
II ne faut pas oublier la condition limite
p = Constante (ou connue) sur la surface libre
II reste main tenant a integrer selon z les equations de mouvement. On
notera que:
(60)
8(uu) , 8(uv) . 8(uw)
3x ' 8y ' 3z
8u , _ 9u , __ 8uu —^ + v — + w8x ' ' 3y ' " 3z
car V.V = 0
(70)
(71)
Done:
z=a+h
^u^ 3(uu) . 8(uv) , 9Cuw) ^ r^ ,-, ^1 IP.
in7+—^T+—i~+ '-tr~+ LV'T-lx+^^ J dz = 0
"z=b
(72)
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, z=a+h
Kfi-
^b
+ M^). + Ksz). + ^^+-[77FT__ + 1^+B^ dz
9x ' 3y ' 3z ' '-' "Jy • p 9y • ~2
= 0 (73)
Dz=b
a=a+h
^^ 9(uw) . 9(vw) . 8(ww) ^ 7^7—T ^ 1 AE.
^T + ~~iT~ +'~~i7'+ ~~~57~ + [v'TJz +^i^+ B3 -.}g^dz = 0 (74)
ou [V.r].. represente Ie tenseur des forces de Reynolds.
x
L'equation (72) peut se decomposer sous la forme:
z=a+h ^z=a+h _z=a+h _z=a+h
(I3"
'z=b
8u „_ , 1/3 (uu) , 3(uv)\ ^_ . | 8^dz + y r v^_"/ + " ^_Y i dz + / -^ dz +
8t~~ ' /\ 3x ' 8y / ~' / 3z
|^dz+ |(TV^T,+1 |£ + B,)dz3z "~ ' /  ' '-'x' p 8x ' ~lj 0
(75)
Soit encore terme a terme:
z=a+h z=a+h
9u _,_ _ 3
Ti dz = ii / '
z=b ~z=b
udz - u
8(a+h)
9t
+ u
z=a+h
8b
8t
(76)
z=b
ou encore puisque 1 hypothese a ete faite que b ne depend pas du temps:
z=a+h
/ 9u -i- _ 8[u(a+h-b)] „ 3 (a+h)iT az = 9t ~ u -TT (77)
"z=b
Par ailleurs,
z=a+h
z=a+h
^+ 9^ dz = -8-
3x 8y ; ~ 8x
"z=bN
z=a+h .z=a+h
u~dz + ~^ j uvdz
z=b z=b
uvdz - u
28(a+h)
8x
+ u
z=a+h
23b
8x
z=b
uv
3(a+h)
9y
z=a+h
8b
+ uv —3y
z=b
(78)
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De plus:
Gz=b
z=a+h
9(uw)
5z
dz = [uw]
z=a+h - [uwlz=b
(79)
Lex expressions (77) (78) et (79) peuvent etre inserees dans 1 equation
(75) pour donner:
9[u(a+h-b)] „ 9(a+h)
Yt~ u 8t z=a+h
u
2 9(a+h)
3x
8(a+h)
uvz=a+h "' 3y +[uw]s=a+h" '•~"-'z=a+h
2 3b
+ ""it
Sb
.+ uvz=b' "' 8y - [uw]z=b "•""J z=b
z=a+h z=a+h z=a+h
+-^
8x
u2dz + -A / uvdz + /ITVTFT,+ ^ ^ + B,9y J '""" ' Jvl-'"-'x' p 8x ' ~lj dz = 0
z=b z=b z=b
(80)
II est facile de reconnaitre les expressions (54) et (59) , alors(80) devient:
z=a+h «z=a+h z=a+h
3[u(a+h-b)] , ,_.., r__.^ , 8
^-^+ [ui3z=b-[ur]z=a+h+it u2dz + -^- / uvdz+ ^TV^T._+ 1 ^ +B
z=b */z=b
'x p 9x l}dz=o
(81)
z==a+h
2
z=a+h
Les integrates / u~dz et / uvdz ne sont pas integrables analytique-
^z=b "z=b
ment, on peut poser, [YEN, 1973] , [CHEN, 1971]:
&z=b
z=a+h
u-dz =
z=a+h
uvdz =
<s=b
e u (a+h-b)
X
^____ u v (a+h"b)
(82)
C83)
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,z=a+h
v dz = i3__ ^2(a+h-b) (84)
z=b
ou @__ , g___ , g__ representent des facteurs de corrections.
x ' "xy ' "y
L'equation (73) devient:
z=a+h
9 [@._^2(a+h-b) ] 8 [0__w(a+h-b) ]
3[u(a+h-b)] ^ "l'x-^'"-/J ^ "t"xy—" "/J ^ ^ -^^^ 1 ^ ^^^
3t ' 8x ' 3y ' J \ '-'"-'x' p 8x '"lj
z=b
= [ur]___,,-[uiL_,_ (85)z=a+h '•"''•lz=b
CHEN, [1971], mentionne que les facteurs de correction B variant dans 1'es-
pace et dans Ie temps. Cependant ces facteurs de corrections res tent tres
proches de lfunite lorsque Ie regime est turbulent, ce qui a ete suppose des
Ie depart dans Ie cas des eaux peu, profondes. D ou:
x ' xy 'y
L?equation (85) peut done s ecrire:
z=a+h
3t^h-b] + ^Ca+h-b)] ^ M^i^bli +/{^7y^ ll£ +B^dz-[ur]^-[ul],
3t ' 3x ' 8y ' <_ii1" ' ' ^x' p 3x •"i^-~ ••—-•a+h '•"^-'b
(87)
Soit en develop?ant:
9u . - 5h , - 9[ujCa+h-bl] , ,- S[v(a+h-b)] ^ - ,_^ ^^ ^u(a+h-b) ^ + u ^ + u "L-^" "" + " "l'v"3; "" + " (a+h-b) ^
z=a+h
+ v (a+h-b)
^ , /^-F7—T+l^+Bjdz=[ur]_.,-[ui], (88)+ J \ [V-T]__' P 3x ' "!}"" '•""-'a+h '•"^-'b
3y ' "—I'" ^Jx
z=b
II est facile de reconnaltre 1'equation de continuite transformee (69) et
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en simplifiant:
a+h a+h a+h
3u ^ -8u ^ -3u 1 TV:7Txdz+^1 ^ dz+^ Bid^ur]^-[ui]^-u(r-i^08t ' "9x ' V8y ' a+h-b
(89) g
6=3
De la meme fatyOn, 1'equation (73) integree s'ecrira: F
a+h a+h a+h
^ j fl^J^Z+f^ -|£ d2+/:-h-b (-^•--y-'^ p 3y -••^1?+ "li+ ^+ ^i ^Tydz+^ dz+^ B^-([vr]^-[vl],-^r-i));»0
(90)
Qua-nt a lf equation (74), en negligeant les forces de Reynolds et les forces
exterieures B^, elle devient
a+h
h.^- Pj - g(a+h-b) =0 (91)dw „_ ,_ 1dz +dt "" ' p L^a+h ^bj
Integration des forces de Reynolds selon 1Taxe z:
II existe de nombreuses expressions semi-empiriques pour rendre
compte des forces de Reynolds, (viscosite turbulente de Boussinesq, longueur
de metange de Prandtl, hypothese de similarite de van Karman, etc...). En
fait, plusieurs auteurs, [PRANDLE, 1974], [DAUBERT, 1967], [GROTKOP, 1973],
preferent associer les forces de Reynolds aux frottements exerces sur les
parois. Nous distinguerons deux types de cisaillement selon qu'il s'agit
d'un cisaillement entre 1'eau et les parois solides ou d'un cisaillement
entre 1 air et la surface libre.
- Cisaillement associe aux parois solides
Pour un canal ouvert, les forces de frottements sont proportion-
nelles a la surface de contact ainsi qu'au carre de la vitesse mais diri-
gees en sens oppose de la vitesse [DAUBERT, 1967]. Pour une representation
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bidimensionnelle, ceci conduit a:
^z=a+h _ j_^ _^
TV'^TL dz = §u vu-+v- . (a+h-b) (92)
x CZR,
z=b " ^*h
,z=a+h -.F^-2
TV:^ dz = SYVU-+V- . (^-b) (93)
-y c'
z=b
ou R^ represente Ie rayon hydraulique et C Ie coefficient de Chezy de dimen-
2,ir
sion [LT ] . L'indice 1 de T indique qu il s'agit du cisaillement sur les
parois solides. Certains auteurs, [YEN, 1975], preconisent plutot 1'utili-
sation du facteur de rugosite de Manning n, notant que:
\1/6
C = -1 (94)
n
Le rayon hydraulique est tres souvent approxime par
R^ = a+h-b (95)
a+h-b represente la hauteur dfeau. Cette approximation n'est valide que si
la largeur du cours d'eau est notablement plus grande que la hauteur moyen-
ne, [HENDERSON, 1966].
- Cisaillement associe a la surface libre
Le vent exerce un frottement a la surface. Celui-ci s'esprime
par un terme analogue a la friction sur les parois, [SUNDERMANN, 1966].
z=a+h
/ AW^W2+W2 XW__W. (a+h-b)[v-T2]x dz - x\x y -Ca+h-b) = -——- (96)
^z=b w "w
z=a+h
^^^ .+W2 XW__W. (a+h-b)
T^Ty dz = -^X_^ . (,+h-b) - '-y"^ul" "/ (97)
•z=b w -w
ou W_ et W__ r&presentent les composantes de la vitesse du vent selon x et y
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L'indica 2 de. T indique qu'il s agit du cisaillement sur la surface libre.
Le rayon R__ est defini comme dans Ie cas du rayon hydraulique par:
Rw = f (98)
S represente la section consideree et P Ie perimetre sur lequel s'exerce la
friction. Pour une section rectangulaire ideale, si L represente la largeur
du canal ouvert et a+h-b la hauteur d'eau, on a:
R. = L • (a+h-b) = a+h-b (99)
w L
C'est cette forme de R_ (99) que nous retiendrons par la suite. SUNDERMAN,
w
[1966], propose pour valeur de \ qui est un nombre sans dimension:
X = 3.2 10~6 (100)
r*'
Hypothese dTun fluide hydrostatique:
Un fluide hydrostatique est tel que
p^ = pg(a+h-z)+ p^^ (101)
Cette hypothese est valide pour un tres grand nombre d'ecoulements hydrody-
namiques, en particulier pour les regimes fluviaux et les estuaires lorsque
1 eau reste peu profonde. Alors:
^-^+^
^=^+^
ou p^ = p_^i_ represente la pression atmospherique souvent consideree coimne
9P- 8p.0 ti 0
constante — = — = U.
8x 9y
(*) Dans cette these, fluide hydrostatique signifie un fluide en
mouvement dont la distribution des pressions verticales est hydrostatique.
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On peut deduire que:
z=a+h
/
z=b
1
dz
p 3x ^)i^^±^ (104)
z=a+h
S li£dz
z=bp 3y
SP.
,+h-b) i4HO- + ^^ -^= g(a h-b)
9y 3y
(105)
Les equations (89), (90) et (91) deviennent done:
.2. ..2
:^2+^2 xwx^wx+w^ . 3(a+h) . 1 ^<
z=a+h
^^^,-^,^^^ f^8t ' "9x ' "9y -\ z=b
[ur]a+h-[ui]b-u(r-i)
a+h-b
(106)
-2...2- . z=a+h
f-2,_-2 XW.^/W^+W.". ./_,1_^ -, 3p.
li+€+^+^^+::z^+^+^+./B2dz
C R,"h z=b
3t ' "3x ' "9y
[vr]a+h-[vi]b~v(r~i)
a+h-b
(107)
8w , 9w , __8w , _ 9w dw
tt+uti+v^-+w'^-ii~ ° (108)
Remarques:
La pression etant supposee hydrostatique, les derivees de la pres-
sion par rapport aux axes x et y sont independantes de z. En faisant 1'hy-
pothese que les forces exterieures ne dependent pas de z et en notant que
la forme choisie pour les forces de Reynolds ne fait pas intervenir z, alors
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les equations (72) et (73) s'ecrivent:
z=a+h
f[^-^'y'^
z=b
dz = 0 (109)
z=a+h
/
z=b
^- g(x,y,t)|dz = 0 (110)
ou f et g sont deux fauctions gui ne dependent pas de z. C est done dire
du . dv
1fet'^
u . dv . .
que -j^- et -j^- ne varient pas avec z, soit encore:
u = u
v = v
(Ill)
Ceci conduit au resultat remarquable que (3 = g _ = 3 _ = 1 si la
x "j "xy
est hydrostatique.
Les equations de mouvement (106) et (107) deviennent, puisque:
u(r-i) = [ur] - [ui] = u r - u i (112)
PT^I xw^<Jw2+w2 ^,^^ -, 8p.
8u , -8u , -8u , _-Vu~+v~ , 'l"xV"x'"y , _8Ca+h) , 1 "ro
Ti U8^ V9y' 8U ~2^a+h-b 83x ^ 'siT' a^
c-Rh
a+h
hj:dz = 0
,^2^2 AW..\/W+W2 ^/,^^ i 8p.
5v , -8v , _-8v > _-'Vu"+v" , /v"y"V"xI>"y , _8(a+h) , 1 u^o
^ -t. ^ ^. ^- ^. gv —^+ a+h_b + §8y 'p~ iy~
c~\
+
(113)
a+h
_a+h-b B dz = 0
(114)
dw: =
di (115)
f3
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Les autres forces exterieures
Les termes B^ et B^ des equations (113) et (114) representent les c
forces exterieures dont il nTa pas encore ete tenu compte. Parmi celles-ci
on peut noter par exemple les forces de la maree, [CERCEAU, 1974], ou encore I,
lTintensite de la pluie comme force exterieure, [CHEN, 1971]. Ces forces |
sont en general negligees. Cependant pour des plans dTeau de grandes dimen-
sions, il faut tenir compte des forces de Coriolis. Elles s expriment par:
B = - ^ v (116)
B^ = n u
^ represente Ie parametre de Coriolis et a pour dimension [T ^] . ^2 est
defini par:
n = 2(jo. sin (j) (118)
LO represente la vitesse angulaire de la terre en radians/seconde,^ est la
latitude du point considere et s exprime en degre. Par example, pour une
latitude de 48 , (soit approximativement la latitude de 1'estuaire maritime
du fleuve St-Laurent), on aurait:
^ = 1.08 10~4 see"1 (119)
2.2.4 Les equations du systeme
Pour recapituler les equations de mouvement et de continuite pour
un ecoulement a surface libre peu profond s ecrivent, (en omettant dorena-
vant la barre sur les vitesses):
2^2 AW^-Jw2+W2 ^„^^ -, 3p.
iu ^ .^u _L .^u ^ ^.YU^±YZ ^ ""xV"x'"y ^ A(a±hl ^ 1 ^o
ii+u^+vti+^^-^ ^by+e"m+^iTi-"v-° <120)
c~\
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8v 8v
3t ' ~8x
T~T xw._<Jw_+w_ ^_,^^ -, 8p.
^ + gv^^ + ""yXX"y + Sii^hl + 1 •^ + " " = 0 (121)
9y ' &v p2^ ' a+h-b • & 3y • p 8y
~\
8h . 3[u(a+h-b)j , 3[v(a+h-b)] _ „ ..
1TE + ''L-v8x" -/J + ^'V3y~ ~/J = r~i (122)
Les conditions aux limites sont de deux types, (figure 2-6):
- limites solides, C^:
un., + vn^, :=! 0 (123)
n., et n^ representent la normale a la paroi. L'equation (123)
provient directement de 1 equation (49) qui indique que la vitesse normale
est nulle.
- limites ouvertes, C_:
0
sur ces frontieres on indiquera les valeurs de u, v ou h selon Ie
cas.
figure 2-6
Schematisation du domaine
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Les hypotheses retenues pour parvenir a ce modele sont les suivantes:
- Fluide incompressible
- Ecoulement turbulent
- Les equations representent une moyenne sur Ie temps, (ceci
impose un intervalle de temps minimum)
- Le fluide est non visqueux
- Les equations sont integrees selon la direction z
- Le fond de 1 ecoulement ne varie pas avec Ie temps
Les parametres 0__, 0___ et 3_ sont voisins de 1 (equation 86)
x' xy ~ - y
car Ie regime est turbulent
Le fluide est hydrostatique ce qui entraine que 0 , 0 et @
x' ' xy - ~ ' y
sont egaux a 1
- Les forces de Reynolds et les forces exterieures selon z sont
negligees
- Les forces de Reynolds selon x et y sont representees par les
expressions (92), (93), (96) et (97)
- Le rayon hydraulique sera Ie cas echeant pose egal a la hauteur
d'eau
- Les autres forces exterieures, (intensite de la pluie, maree,
etc...), sont negligees.
Rappelons, pour finir, que Ie systeme d axe de reference est choi-
si pour que 1'acceleration de la pesanteur soit opposee a lt axe z.
2.2.5 Verification des resultats
Coimne dans Ie cas de la nappe d'huile, il serait interessant de
considerer un exemple simplifie pour lequel on connaltrait la solution ana-
lytique. Un tel exemple est difficile a construire car meme dans Ie cas
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dfun canal droit de section rectangulaire constante et de pente constante,
il n'existe pas de solution analytique connue. Le systeme d'equations dif-
ferentielles partielles peut cependant etre ecrit plus specifiquement pour
un canal droit. Ceci permet de se ramener a un systeme d'equations diffe-
rentielles ordinaires faciles a integrer par un algorithme classique. Plus
precisement, si Ie canal droit est oriente selon 1'axe des x, (la vitesse v
est done nulle), et si on se place a 1'etat de regime, les equations (120)
a (122) se reduisent a:
2
du , gu" , ^ d(a+h-b) , ^ db
" ^+ &t+ s "^— + 8 ^ = 0 (124)
d[H(^h-b)] , Q • ^^)
Posons:
a+h-b = H (126)
Le systeme s ecrit, apres manipulation:
^. - -£— ( ^-+ ^ ^ C127)
dx u2-gH \ C2R ' dx ,
dH _ H du _ gH ( u2 , db
^=~^°^;H [^^) (128)
En utilisant Ie fait, pour 1'ecoulement dans un canal rectangulaire a 1 etat
de regime, que hauteur, vitesse et debit sont lies simplement, les equations
(127) et (128) peuvent etre resolues separement. En effet, si B represente
la largeur du canal et Q Ie debit:
Q = u. B. H = Constante (129)
Les equations (127) et (128) peuvent etre ecrites maintenant sous la forme:
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dli = -gu / .ILL 4- db.
If = ..2 ^~Q_ I X+^
u--g ^ \ C-R
M = SH ( B^H2+ ^ ) (131)
dx~~72\^--rdx
~FJ~SR
B^
Le rayon hydraulique associe a 1(equation (130) s'exprime par:
R-|=^ (132)
^-+B
Le rayon hydraulique associe a 1'equation (131) s ecrit:
R=t=2iB (133>
Les valeurs de la vitesse et de la hauteur Ie long du canal seront facile-
ment connues soit par resolution numerique directe du systeme compose des
equations (127) et (128) soit par la resolution numerique successive des
equations (130) et (131). Des conditions aux limites sur u et sur H seront
fixees a 1 une des deux extremites du canal.
La methode utilisee pour 1'integration est 1 algorithme de Runge-
Kutta-Merson avec ajustement automatique du pas d'integration, [CHAI, 1970].
2.3 Equation regissant Ie transfer! de chaleur
2.3.1 Ecriture du modele
L'equation de transfert de chaleur est bien connue et nous nous
contenterons de 1'ecrire. La nomenclature utilisee est la suivante:
T = T(x,y,t) temperature au temps t et au point de coordonnees
(x,y) (°C)
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k et k les conductivites thermiques dans les directions
x y
x et y (kcal/hr-m-OC)
C la chaleur specifique (kcal/kg-°C)
3,
p la masse specifique (kg/m )
Q generation ou porte de chaleur distribuee um-formement
3.
sur Ie domaine (kcal/m hr)
Lfequation de transfer! de chaleur s'ecrit:
9T _ 8 /,. 3T V,. 9 fi. STPC it= ^[\ ^)+ ^ [\ ^ )+ Q (134)
2.3.2 Conditions aux frontieres
2.3.2.1 Conditions aux limites
Elles sont de trois types correspondant a trois frontieres
C^, C^ et C :
a) T = T^ sur C, (135)
J-
b) -ikxlnl+ky§n2)a(lsurc2 a36>
c) -(kx I nl + ky ^ n2 )- u<I-Ta) sur C3 a37)
T^, represente une temperature specifiee et T_ une temperature
3.
ambiante. Le coefficient a est Ie coefficient de transfert de chaleur
2
(kcal/hr-m -°C) entre Ie corps considere ou se situe la conduction et Ie
milieu exterieur ou la temperature ambiante est T_.
2.
q represente un flux de chaleur connu, (kcal/hr-m ).
2.3.2.2 Conditions initiales
au temps t=0, les temperatures initiales sont fixees:
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TCx,y,0) = T(x,y) (138)
2.3.3 Resolution analytique
L equation de transfert de chaleur servant de verification dans
les programmes utilises, en particulier en ce qui concerne les conditions
frontieres, il est important de connaTtre une solution analytique de 1'equa-
tion (134). Cette solution existe pour des domaines de forme geometrique
simple, (un rectangle par exemple), et pour des formes simplifiees de 1 e-
quation (134). Nous etudierons Ie cas particulier de la conduction dans
une plaque rectangulaire a 1'etat de regime, (figure 2-7). Les parties
y hachurees indiquent les deux
A
faces isolees. On retrouve
ainsi, dans Ie meme exemple,
les trois types habituels de
5T
x
Figure 2-7
Conduction dans une plaque
'x 8x ' u'v'1' 'La/~u conditions aux limites,
(Dirichlet, Neumann et troisieme
type, [CARNAHAN, 1969]). On
retiendra la forme simplifiee
suivante de 1'equation de
transfert de chaleur:
2_ .2.
1:1 + -8-1 = 0 (139)
3x" 9y'
La temperature ambiante !„ sera choisie egale a 0 C
2
Le coefficient de transfert de chaleur a est de 2kcal/hr-m - C
Les conductivites k et k sont toutes deux egales a 1 kcal/hr-m- C
x ~ y
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2.3.4 Ve rifica tionanalyt i^ue
Le probleme expose au paragraphe precedent possede une solution
analytique,[CARSLAW and JAEGER, 1959], qui s'ecrit:
°° Cos(a^x)Cosh[a_(A-y)]
T(x,y) = 2aTg S ^ ^ n ~ u ' ~ (140)
n^l {(a*" +cOL+a]Cos(a L)Cosh(a^A)
n ~ n n
ou a_ represente les racines successives de 1'equation:
a tg(aL) = a (141)
Dans Ie cas particulier ou:
A = L = 1m
a = 2kcal/hr-m -°C
T, = 100°C
les equations (140) et (141) s'ecrivent:
°o Cos (a_x) Gosh [a_(l~y)]
T(x,y) = 400 Z ^ ' n ' —' n- (142)
n=l (a':+6)Cos(aJ Cosh(a_)
n n n
avec
a tga = 2 (143)
Le tableau 2 indique les racines de 1(equation (143), [CARSLAW and
JAEGER, 1959], ainsi que certaines valeurs calculees de 1'equation (142):
Tableau 2
Parametres de I*equation (142)
racines
a + 6
n
cos a
n
cash a
n
(a +6)Cos(a_)Cash(a_J
n n n
al
1.0769
7.1597
.4741
1.6381
5.5604
a2
3.6436
19.2758
-.8766
19.1277
-323.204
_^3_
6.5783
49.2740
.9568
359.6584
16956.226
a4
9.6296
98.7292
-.9791
7604.1758
-735063.431
a5_
12.7223
167.8569
.9879
167569.3911
27778895.3
a6
15.8336
256.7029
-.9921
3761968.138
-9.58079x10
4>-
00
"!•••-•'••']-1'T 7i'm'-Tim'nTT'--
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CHAPITRE 3
METHODES DrINTEGRATION - ELEMENTS FINIS
II existe de nombreuses methodes d'integration des equations dif-
ferentielles partielles. Plusieurs livres en presentent une analyse detail-
lee, [COURANT et HILBERT, 1962], [FORSYTHE et WASOW, I960], [EPSTEIN, 1962],
[AMES, 1969]. Le choix d'une methode est, en general, influence par Ie type
du probleme a resoudre, (elliptique, parabolique ou hyperbolique). Nous
nous efforcerons done de classifier les equations vues precedemment. Pour
ce faire, nous presenterons dTabord une breve description des differentes
classifications.
3.1 Classification des equations differentielles partielles
3.1.1 Les methodes de classification
a) Classification physique: la classification physique fait la
distinction entre les problemes a I'equilibre, (a 1'etat de regime), et les
problemes de propagation, (ou transitoires). Les problemes a 1 equilibre,
appeles encore problemes aux valeurs limites, sont regis par les equations
differentielles du probleme et les conditions frontieres qui lui sont appli-
quees. Les problemes de propagation, appeles encore problemes aux valeurs
initiales, sont regis non seulement par les equations differentielles et les
conditions frontieres du probleme mais aussi par des conditions sur 1'etat
initial du systeme. Dans Ie premier type de probleme Ie domaine est ferme
alors que pour Ie second la solution se deplace a partir d un etat initial
tout en respectant les conditions frontieres.
b) Classification mathematique: la classification mathematique
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repose sur Ie concept de caracteristiques. Les systemes sent classes ellip-
tiques, paraboliques ou hyperboliques selon que les caracteristiques sont
complexes, nulles ou reelles. AMES, [1969], pretend que les problemes a
1'equilibre sont toujours elliptiques alors que les problemes de propagation
sont paraboliques ou elliptiques. II ajoute, cependant, que les approxima-
tions adoptees eventuellement peuvent changer completement Ie type du proble-
me sans aucun rapport avec la classification physique.
La classification mathematique peut etre abordee de deux famous
selon que lron considere une equation du deuxieme ordre, [CAENAHAN, 1969],
[NORRIE, 1973] ou un systeme d'equations differentielles du premier ordre
[FORSYTHE, I960], [HEIE, 1964].
b-1) Classification mathematique d'un systeme d'equations
du premier ordre
Soit Ie systeme d equations differentielles quasilineaires du
premier ordre defini sur Ie domaine ^, :
m
S A, -^— (U) + D = 0 (1)
i=l x 8xi
ou:
m represente Ie nombre de variables independantes, (x i=l,m)
n est Ie nombre de variables dependantes, (u , ... , u )
U represente Ie vecteur des variables dependantes sur Ie domaine ^
^j-
ai
C'est une matrice carree d ordre.n qui peut etre fonction des
A^.= (a_.J) represents la matrice associee a la derivee selon x^. .
variables independantes x^. ainsi que des variables dependantes u^
D = (d ,) est un vecteur (nxl) qui peut etre fonction des variables
dependantes et independantes.
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L equation (1) peut etre developpee sous la forme:
m r n
S I Z a^3 uj |+ dv = 0 \)=1,..., n (2)
1=1 Lj=l x xi-
Si les deux sommations sont interverties. Ie systeme (2) devient:
n r m
T, \ T. ^3 uj ]+ d^ = 0 \^=1,..., n (3)
j=l L i=l " "i-
ou encore sous forme developpee:
Z |a^J uj + ... + avj u3 |+ dv = 0 \^=1,..., n (4)
i:iLul "xi' "" ' "m ''xmj' ' " ' *"'"
LTexpression entre crochets dans Ie systeme (4) peut etre interpretee a un
-^-
facteur pres, coimne la derivee directionelle de U dans la direction V.^ =,, ^.^ ^ ^^^.^ ^^^^^..^^ ^ ^ ^.^ ^ ^^.-^^ .^
(a^j. ... , a^j). Soit:
m
n
. V^ uj +dv - 0 v=l,...,n (5)
j=l VJ '^j
dans laquelle V-^ uj represente la derivee directionelle de u-
v^j
dans la direction V(a,J,...,a_J). Si, a la suite d'une transformation, cet-
m
te direction V^, devient la meme quels que soient v et j, alors Ie systeme
(1) peut s'ecrire sous la forme canonique:
M.V_U + S = 0 (6)
s
ou
M represente une matrice carree d'ordre n et qui peut
etre fonction des variables dependantes et indepen-
dantes
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S (nxl) est un vecteur qui peut etre fonction des
variables dependantes et independantes,
s represente la direction de la derivee directionelle.
Selon la theorie des caracteristiques, [COURANT, 1962], et par
definition, si Ie systeme d?equations (1) peut s'ecrire apres transformation
sous la forme (6), la derivee directionelle V_U indique la derivee directio-
nelle Ie long des courbes, (surfaces ou hypersurfaces), caracteristiques si
elles existent. Une transformation simple pour passer de la forme (1) a la
forme (6) consiste a premultiplier 1 equation (1) par une matrice T composee
d'elements t_. . inconnus. Le systeme devient:.^ ^^^^. ^ ^.^ ^v^....
m ^ m
Z TA, — (U) + TD = S B, — (U) + E = 0 (7)
i=l x dxi i=l x dxi
ou la matrice B, = TA_. (8)
Le vecteur E est tel que:
E = TD (9)
Le systeme (7) peut encore etre developpe sous la forme:
m r n
Z I Z bP u3 ]+ ev = 0 \;=1,..., n (10)
i=l Lj=l ^ "iJ
ou encore:
n r m
Z I S b^ u_J |+ e = 0 v=l,..., n (11)
j=l Li=l z xi.
Posons q. un vecteur orthogonal a 1 hypersurface caracteristique pour \>
fixe. Si la transformation T est telle que 1'equation (!) devient sous la
forme (6), alors:
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m
Z (q^ . b^J) = 0 \;=1,.... n (12)
i=l Al 1
car Ie vecteur (q, ..,q_)est orthogonal a la direction b J de la derivee
directionelle.
Lfequation (12) peut etre generalisee quelque soit v sous forme
matricielle:
m
S Q, . B, = 0 (13)
i=l -1 1
ou Q^. represente une matrice diagonale telle que
..r<°_-
ci LO -'qn
Lrequation (13) peut encore sTecrire sous forme developpee en
tenant compte de (8):
n
.\>^p^pi , , _\^\)v_yi ,,_ ^ ,.S ( qv;tvh'a^ + ... +q^tvhla^" )= 0 i=l,...,n
~m m
p=l " " ul "l (14)
v=l,...,n
L'equation (14) forme, pour \) fixe, un systems de n equations
lineaires homogenes [FORSYTHE, 1960]en t ,..., t et qui possede des
solutions non triviales si et seulement si les nombres q_. satisfont 1 equa-
tion caracteristique:
m
det ( Z Q^ B, } = 0 (15)
,i=l '1
Dans Ie cas ou 1'equation (15) possede n solutions reelles et non
triviales q^ , q,, ,..., q_ , Ie systeme est appele totalement hyperbolique.
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Le systeme peut done alors Stre reduit a la forme canonique (6) et on sait
que les directions q, ,...,q_ sont les directions caracteristiques.
b-2) Classification mathematique d'une equation du
deuxieme ordre
- si 1 equation du deuxieme ordre s ecrit sous la forme:
S A, ^ + 1 B, |^+C u+D= 0 (16)
i=l "i 8x2 i=l -i 8xi
i
CARNAHAN, [1969], donue les regles principales suivantes:
. si tous les A^. sont non nuls et de meme signe, 1'equation
est elliptique
. si tous les A^. sont non mils et out a une exception pres
Ie meme signe. Ie systeme est hyperbolique
. si un des A^. est mil, par exemple pour i=k, et que les
autres A, sent non nuls et si Ie coefficient B, de —:— est.^ ^..- .^» ..—„ ^- ^^ -- ^.—^—...- -^ — ^^
non mil, 1Tequation est de type parabclique.
dans Ie cas ou 1'equation du deuxieme ordre s'ecrirait:
2 »2 .2
8~u , 8~u . 3~u
a1 —9" ~t" a9 av av ~t' at —7 =^2 • -2 3x^x^ - -3 ^
et ou a., , a^, a,, et f sont des fonctions de x-, , x^, u, ~^—~ et -;—— , la
•Q
classification sera, [NORRIE, 1973], en posant:
A = a2 - 4ala3
. A negatif: Ie systeme est elliptique
. A nul : Ie systems est parabolique
. A positif: Ie systeme est hyperbolique
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3.1.2 Application aux equations etudiees
a) Nappe d'huile et transfert de chaleur
Dans les deux cas 1 approche b-2 du paragraphe precedent montre
rapidement que les deux equations sent paraboliques.
Si 1 on omet Ie temps dans 1 une ou 1 autre equation pour conside-
rer 1'etat de regime, les deux equations devlennent elliptiques.
b) Ecoulement a surface libre
Les equations regissant un tel phenomena sont nous 1'avons vu:
9u _^ ..8u _^ __3u ^ _8(a+h) , guV u'"+v'
iT ^ ^7 g~ 3x -\
SP.
^ +,w.. I- + ^ ^
'x R__ ' p 9x
'w
= 0 (18)
1 3Po
8v , ..8v , _.8v , _9(a+h) ,gvVu+v2 , /,.. ,,„ W— + U— + V— + g" v^' "'' +'-'-———-— + ^u +XW__ ^— + --
8t ' "3x ' V3y ' & 9y ' ^2 ' uu" '""y R-^ ' p 8y
n
= 0 (19)
8h . 3[u(a+h-b)j , 8[v(a+h-b)] _ „ ,
^ ^. -^ + ^— = r-i
Les equations (18), (19) et (20) s'ecrivent encore sous forme
matricielle:
1
0
0
0
1
0
0
0
1
3u
3t
5v
8t
9h
3t
+
g
0
u
3u
9x
3v
8x
8h
9x
u 0
0 u
(a+h-b) 0
v 0 0
0 v g
0 (a+h-b) v | | -^
•8u
3y
3v
sy
3h
.^y-
dl
22
12L
(21)
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Si la transformation T vue precedeimnent existe, 1'expression (15)
doit etre verifies, soit encore:
de t
q
0
0
0
q
0
0
0
q
+
ru
0
r(a+h-b)
0
ru
0
rg
0
ru
+
sv
0
0
0
sv
s(a+h-b)
0
sg
sv
= 0 (22)
Soit:
det
q+ru+sv 0 rg
0 q+ru+sv sg
r(a+h-b) sCa+h-b) q+ru+sv
= 0 (23)
ou encore sous forme developpee :
(q+ru+sv) {[(q+ru+sv)2 - gs2(a+h-b)] - gr (a+h-b)} = 0 (24)
L'equation (24) sera verifiee par q, r ets si 1'une des expres-
sions suivantes est verifiee:
q+ru+sv = 0
(q+ru+sv) - g(s2+r3(a+h-b) = 0
(25)
(26)
II est aise de voir que 1'expression (24) possede des solutions reelles et
non triviales pour peu que 1'expression (a+h-b) soit positive. Physique-
ment, cette condition impose que 1'ecoulement existe (profondeur positive)
Dans Ie cas ou lfetat de regime est etudie, il est facile en re-
prenant la meme methodologie de retrouver les expressions:
ru+sv = 0
Cru+sv) - gCs +r )(a+h-b) = 0
(27)
(28)
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Le resultat est tres semblable au precedent, les conditions pour
obtenir des racines reelles et non triviales restent les memes.
En conclusion, les equations regissant les ecoulements peu pro-
fonds sont purement hyperboliques que ce soit a 1 etat transitoire ou pour
un regime permanent.
3.2 Me thodes^ d in tegration
Le choix d'une methode est, nous I'avons vu, influence par Ie
type du probleme a resoudre, (elliptique, parabolique ou hyperbolique),
[FORSYTHE, 1964].
Par ailleurs, on observe 1'utilisation de plus en plus frequente,
pour les problemes de champ en particulier, de nouvelles techniques, (appro-
ches residuelles) . Conune les equations differentielles vues au chapitre
precedent, couvrent tous les types connus, nous nous efforcerons de faire
me breve description des differentes methodes de resolution. Nous presen-
terons, par la suite, une description complete de la methode utilisee et
des motifs qui nous ont pousse vers cette methode.
3.2.1 Differentes methodes de resolution
Frequemment, les techniques de resolution sent presentees a 1 aide
de la meme classification que les equations differentielles partielles.
C est dire que 1 integration des equations hyperboliques, paraboliques ou
elliptiques est traitee separement. En fait, on constate que la plupart
des methodes res tent generales, aussi distinguerons-nous plut6t deux grands
types de resolution numeriques ou analytiques: la resolution directe et la
reduction par 1'intermediaire d'une forme integrale. Dans les deux cas, s il
I
n'existe pas de solutions analytiques connues, Ie systeme d'equations diffe-
rentielles partielles originales est transforme soit en un systeme d'equa-
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tions differentielles ordinaires, soit en un systeme d'equations algebriques
lineaires ou non.
3.2.1.1 Reduction directs
La reduction directe, par opposition a la reduction par 1 interme-
diaire d une forme integrale, prend sa base dans Ie systeme aux derivees
partielles original. La reduction peut se faire analytiquement ou numeri-
quement, voire combiner les deux.
a) Reduction analytique
Pour un systeme lineaire de type quelconque, une technique analy-
tique consiste a chercher la solution du systeme homogene. Le principe de
superposition est applique par la suite. L utilisation de cette methode
reste tres limitee parce que les systemes etudies sont rarement lineaires
et parce que la solution du systeme homogene reste souvent inconnue en pra-
tique.
La methode de separation des variables est utilises egalement
pour tous les types de problemes. Elle reste cependant limitee a des pro-
blemes relativement simples generalement lineaires. Les applications les
plus connues concement les equations de Laplace et de Poisson [TYCHONOV
et SANAB.SKI, 1964] ou encore Ie transfert de chaleur transitoire dans une
plaque.
L'utilisation des methodes caracteristiques est limitee aux equa-
tions differentielles partielles du premier ordre [FRANKLIN, 1975] ou aux
problemes hyperbcliques. La resolution finale necessite la plupart du temps
1'emploi de methodes numeriques. Cette methode a ete appliquee aux ecoule-
ments presque horizontaux a surface libre [DAUBERT et GRA.FFE, 1967] . Les
auteurs montrent 1'utilisation des surfaces caracteristiques pour etablir
un schema aux differences finies.
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La methode de quasU-inearisation est principalement utilisee dans i
les problemes non lineaires aux valeurs linuLtes partagees. Ils trouvent, y
la plupart du temps, leur origine en contr81e optimal. Cette methode est
/
une generalisation de la methode de Newton-Raphson [KOBN et KOEN, 1968]. |
N
E <
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b) Reduction numerique |
Les reductions numeriques directes sont largement dominees par la f
methode des differences finies. Cette derniere consiste a approximer la I
solution aux noeuds d'un maillage prealablement choisi par 1'intermediaire :-
de developpements en serie de Taylor. Le systeme aux differentielles par-
tielles original est done remplace par un systeme d'equations algebriques |
simultanees etablies aux noeuds du maillage. FORSYTHE et WASOW, [I960],
dressent une liste des problemes relies a 1'utilisation d une telle methode.
Cette liste nous sera tres utile par la suite pour fin de comparaison.
I - Quel est Ie meilleur choix de maillage?
II - Comment respecter Ie mieux possible les conditions qui
prevalent aux frontieres?
Ill - Quelles sont les meilleures approximations a. utiliser a
1'interieur du maillage et principalement a la frontiere
(differences finies avant, arriere, centrale, etc...) ?
IV - Une fois les decisions I, II et III prises, comment passer
de la representation graphique a 1 etablissement des
equations aux differences, (obtention de matrices tridia-
gonales, equations speciales aux parois, etc...) ?
V - Comment resoudre Ie systeme algebrique obtenu Ie plus
efficacement possible?
VI - La suite des solutions approximees tend-elle vers la
solution lorsque Ie maillage devient de plus en plus raffine?
VII - Si 1'existence de la solution n'est pas prouvee, peut-on la
demontrer par la convergence de la solution quand Ie mailla- }
ge est reduit? |
VIII - Peut-on estimer 1 erreur de discretisation pour un maillage
donne ?
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FORSYTHE et WASAW poursuivent en remarquant que les cinq premiers
points et particulierement les questions IV et V semblent primordiaux.
Un des principaux avantages de cette methode reside dans Ie fait
que la discretisation peut etre choisie pour mener a une resolution alge-
brique simple. Cette methode doit cependant etre utilisee avec precaution.
Elle conduit parfois a des schemas inconditionnellement ins tables et pose
souvent des problemes de stabilite-, (1'erreur, au lieu de s attenuer, est
amplifiee). D'autres methodes reposent en partie sur ce type d'approxima-
tion.
La methode des lignes [FORSYTHE et WASOW, 1960] consiste a discre-
tiser, quel que soit Ie type d'equation a resoudre, selon une ou plusieurs
directions de maniere a transformer Ie probleme initial en un systeme d'e'
quations differentielles ordinaires. On note peu d'applications dans la
litterature. KELSEY [1974] combine la methode des lignes a la quasilinea-
risation pour resoudre un probleme d ecoulement visqueux.
La methode des directions alternees [CARNAHAN, 1969] permet sous
certaines conditions de ramener Ie systeme dTequations algebriques a resou-
dre a une matrice tridiagonale. Elle consiste a employer deux equations aux
differences finies qui sont utilisees tour a tour dans 1 une ou 1'autre di-
rection et conduit a deux systemes algebriques tridiagonales que 1'on resoud
implicitement. Cette methode s'applique aux systemes paraboliques, (en
particulier aux problemes transitoires ayant deux coordonnees spatiales).
On peut etendre cette methode aux systemes elliptiques.
c) Remarques
Ce tour d'horizon rapide des methodes de reduction directe n est
evidemment pas complet. Nous ne nous sommes pas interesses a decrire les
nombreux schemas des differences finies. Les methodes de relaxation ne sont
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pas touchees car elles concernent surtout la resolution des systemes alge-
briques. Nous avons volontairement laisse de c3te les techniques de reso-
lution des systemes aux valeurs propres, (methodes des perturbations par
exemple).
3.2.1.2 Reduction par 1 intermediaire d une forme integrale
Le systeme d equations aux derivees partielles est transforme en
une equation integrale avant de subir toute reduction.
a) Reduction analytique
Toute reduction analytique de ce type revient a effectuer une
transformation integrate lineaire de noyau donne. La plus connue des reduc-
tions est sans doute la transformation de Laplace. Les fonctions de Green
pour les problemes aux limites presentent un autre type de transformation
integrale bien connue. Ces dernieres peuvent etre utilisees, en particulier,
pour resoudre 1Tequation de la diffusion sans termes convectifs. Tout coimne
pour les reductions directes, on peut reduire les systemes lineaires a 1 ai-
de des proprietes de superposition.
b) Reduction numerique
b-1) Approche variationnelle
a) formulation mathematique prealable
L approche variationnelle consiste a chercher les conditions de
stationarite d'une fonctionnelle composee d'une integrale sur Ie domaine
etudie et d'une integrals sur Ie contour de ce domaine, [ODEN, 1972], [NORRIE,
1973]. Les conditions de stationarite sont atteintes si les equations d'Eu-
ler ainsi que les conditions frontieres sont satisfaites. La fonctionuelle
est choisie de sorte que les equations d'Euler ainsi que les conditions
frontieres soient precisement les equations differentielles du systeme
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original. Cette methode possede plusieurs avantages: '^
I - elle presente frequemment une signification physique; la I
fonctionnelle a minimiser represente, par exemple, I'energie potentielle ^
d'une structure, r
II - elle possede des derivees partielles d'ordre moindre que Ie |
systeme d'equations differentielles original. I
Ill - les conditions frontieres du systeme sont introduites natu- r
rellement" dans 1'expression de la fonctionnelle. v-
L approche variationnelle presente un desavantage important. Elle ;
ne s'applique pas a tous les systemes d'equations differentielles partielles. s
En d'autres mots, un systeme differentiel donne ne possede pas toujours une
forme variationnelle equivalente. De nombreux auteurs [NORRIE, 1974],
[GUYMON, 1973] se sont penches, pour cette raison, sur la formation de
pseudo-fonctionnelles. Nous verrons plus tard que cette approche n est pas
indispensable, (methodes residuelles).
i3) Reduction numerique
Le systeme ayant ete transfonne au prealable, lfapproche numerique
consiste a proposer une fonction d approximation, polynomiale par exemple,
pour chaque variable dependante. Les parametres inconnus ainsi introduits .
seront obtenus en rendant la fonctionnelle stationnaire, la derivee par rap-
port a chacun de ces parametres devant etre nulle. On obtient aussi un sys-
teme possedant autant d'equations algebriques que de parametres inconnus.
Le choix des fonctions d approximation pour les variables est delicat, car
elles doivent procurer une bonne representation sur 1 ensemble du domaine
etudie. Cette methode est connue, avec quelques variantes, sous les noms r
de Ritz ou Rayleigh-Ritz.
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b"2) Approche res^du&lle '
a) formulation math^matique prealable -
Dans 1'approche residuelle, la manipulation mathematique est plus
simple que pour 1'approche variationnelle. La formulation integrale est ob-
tenue dir&ctement a partir des equations differentielles originales, [ODEN,
1972], [NORRIE, 1973], [FINLAYSON, 1972]. Le residu obtenu par ltapplica- g
tion des fonctions d'approximation choisies sur Ie systeme differentiel est :
multiplie par une fonction de ponderation. Le resultat est alors integre I,
sur Ie domaine considere. Cette formulation doit, a prior!, s'appliquer E
non seulement aux equations differentielles mais aussi aux conditions fron- ]
tieres et. Ie cas echeant, aux conditions initiales. Toutefois, la plupart s
du temps, les conditions frontieres sont introduites dans la forme integra-
Ie par integration par partie. Ceci conduit a une forme voisine, voire
identique, a la formulation.variationnelie. En fait, pour cette raison, ;
lTapproche residuelle englobe 1'approche variationnelle, [HUEBNER, 1975], et
permet ainsi de traiter des problemes non lineaires ne possedant pas de for-
mulation variationnelle. Cette methode presente, encore, les avantages II
et III de la formulation precedente en integrant par partie Ie systeme dif-
ferentiel original [NORRIE, 1973].
0) Reduction numerique
Le choix des fonctions de ponderation ainsi que des fonctions
dfapproximation des variables conduit a un grand nombre de methodes. Citons,
panni les plus connues, celle de Galerkin, de collocation et des moindres
carres. Le desavantage cite a la page pr^cedente demeure: les fonctions
d approximation sur les variables doivent representer leurs variations sur ^
lfensemble du domaine. L'approche residuelle est presentee parfois comme E
un processus d orthogonalisation. MURPHY, [1973], appelle cette methode
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la methode de Galerkin generalisee.
b-3) La methode des elements finis
La methode des elements finis reprend 1 une ou I'autre des formu-
lations mathematiques prealables des deux approches precedentes. La reduc-
tion numerique de la methode des elements finis consiste a de composer les
integrales obtenues sur Ie domaine en une sommation d'integrales sur des
sous-ensembles ou elements de ce domaine. Les conditions de continuite in-
ter-elements sont respectees. De cette maniere. Ie principal desavantage
des deux methodes precedentes est contourne. En effet, les fonctions d'ap-
proximation sont appliquees sur des plages beaucoup plus restreintes.
c) Remarques
La forme integrale peut etre obtenue par une approche physique en
exprimant un principe de conservation, [VITCHNEVETSKY, 1976]. ODEN [1969a],
[1969b], fut Ie premier a presenter cette approche basee sur des bilans
energetiques. Cette methode presente 1'avantage de garder plus de signifi-
cation physique [ODEN, 1970]. Cependant, elle reste peu employee, 1'appro-
che residuelle etant souvent plus simple.
Dans tous les cas, la mise sous forme integrale revient a obtenir
une formulation faible du systeme aux derivees partielles original. Un avan-
tage important de cette approche [ODEN, indetermine], [HUEBNER, 1975], pro-
vient du fait que la classe des solutions faibles pour les problemes aux
valeurs limites est souvent plus etendue que la classe des solutions fortes.
Ceci est du, en partie, au fait que 1'ordre du systeme differentiel original
est frequemment reduit lors du passage a la forme integrale [HUEBNER, 1975].
3.2.2 Choix de la methode d'integration
Les equations posees sont complexes et ltespoir de trouver une
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solution analytique est faible. Ces systemes ont ete considerablement etu-
dies. Cependant, les equations de mouvement sur 1 eau peuvent etre appro- ^
ches par la methode des caracteristiques en raison du caractere purement
hyperbolique de ce systeme [DRONKERS, 1969], [DAUBERT, 1967]. Pour Ie pro-
bleme parabolique de 1'etalement d'une nappe d'huile on ne peut guere oppo- |
E
I-
ser veritablement que la methode des elements finis a celle des differences g
finies. Toutes les autres methodes semblent peu prometteuses. Avant de I
faire un choix definitif, ces deux methodes meritent d'etre comparees plus If
attentivement. La liste des problemes poses par la methode des differences
finies presentee par FORSYTHE, [I960], voir Ie paragraphe 3.2.1.1-b, peut i
servir de base a cette comparaison.
I - Le choix du maillage est aussi une question delicate dans la
methode des elements finis. II repose, en partie, sur 1 habilete du concep-
teur ainsi que sur sa connaissance intuitive du phenomene etudie. Cepen-
dant, ce choix est considerablement etendu dans Ie cas des elements finis.
L'assemblage de petits elements de taille et de forme quelconques permet de
representer facilement toute forme geometrique complexe.
II - La plupart du temps, les conditions frontieres sont inclues
directement dans la forme integrale lorsque la methode des elements finis
est utilisee. Cette maniere naturelle" d'introduire les conditions fron-
tieres presente un autre avantage marque de cette methode sur la methode
des differences finies [NORRIE, 1974], [HUEBNER, 1975].
Ill - Les approximations utilisees pour les elements finis sont, en
general, les memes sur tout Ie domaine. Ceci est du au fait que cette me- ;
thode conduit a des approximations sur des elements de taille finie alors j
que la methode des differences finies effectue les approximations aux noeuds "
fixes du maillage. Les points frontieres, par exemple, doivent etre traites
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differemment pour cette derniere methode.
IV - L'etablissement des equations du systeme s effectue tres sim-
plement de maniere automatique avec la methode des elements finis. C est
Ie precede d'assemblage. Le systeme algebrique obtenu est en general large,
eparse et souvent symetrique. Cependant, il se presente rarement sous une
forme tridiagonale simple, par exemple, comme c est souvent Ie cas avec la
methode des differences finies.
Ces quatre premiers problemes releves par FORSYTHE,[1960], donne
une preference a la methode des elements finis. Les autres points (V a
VIII) ne presentent pas de differences notables pour 1'une ou 1'autre metho-
de.
L application de la methode des elements finis reste assez recen-
te pour que les auteurs fassent preuve de preferences marquees. II exists,
cependant, de nombreuses publications comparant les deux methodes particu-
lierement en transmission de chaleur, [BRUCH, 1976], [WARZEE, 1974], [GRAY,
1975] et [EMERY, 1971]. De tous ces auteurs, seul Ie dernier donne 1'avan-
tage a la methode des differences finies pour Ie temps de calcul et surtout
pour lroccupation memoire. Les autres auteurs reconnaissent Ie probleme de
1'encombrement memoire mais favorisent I'emploi de la methode des elements
finis pour sa flexibilite, sa stabilite, sa rapidite et enfin parce qu'elle
converge a la solution exacte [BRUCH, 1974]. HOUSTIS et AL, [1975], vont
plus loin puisqu'ils proposent un algorithme de comparaison montrant que la
methode des elements finis est significativement superieure a la methode des
differences finies pour les equations de type elliptique. Us precisent que
leur etude porte sur des problemes decoulant d applications reelles et non
sur des geometries simples, (equation de Laplace sur un rectangle, par ex-
emple).
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Les comparaisons effectuees au debut de ce paragraphe ainsi que
1 etude bibliographique rapide nous ont decide de choisir la methode des
elements finis pour la resolution de 1'etalemeut d'une nappe d'huile. Par
ailleurs, 1 ecriture d un code, ou programme, d elements finis represente
une tache reellement laborieuse et c'est la raison pour laquelle nous avons
decide d appliquer cette meme methode a-ax equations regissant 1 ecoulement
de 1'eau a surface lib re. HUEBNER, [1975], semble nous donner raison puis-
que parlant de la classification des equations differentielles partielles,
il poursuit:
Notre but en mentionnant la classification des equations
differentielles partielles est de faire ressortir que 1'ap-
plication de la technique des elements finis a la solution
des equations differentielles et de leurs conditions de
frontieres depend de la classification d'une equation donnee
seulement dans la mesure ou les conditions frontieres sont
concernees. Si les conditions frontieres propres sont speci-
fiees, la classification des equations nTentre pas explicite-
ment en consideration. Quand les conditions frontieres sont
specifiees correctement, en principe la methode des elements
finis est applicable aux equations differentielles partielles
lineaires et non lineaires valides sur des domaines de forme
geometrique quelconque .
Nous verrons un peu plus loin que Ie choix de la methode des
elements finis pour des ecoulements peu profonds est egalement justifie par
les tentatives fructueuses deja effectuees.
3.3 La methode des elements finis
La methode des elements finis est d une utilisation recente.
Clough, [ODEN, 1972], fut Ie premier a utiliser Ie nom d'"elements finis"
en 1960. Le concept remonte aux annees cinquante et a ete developpe, au
depart, pour repondre a des besoins precis en structure. Ce ntest qu'en
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1965 que la methods des elements finis a ete appliquee a. des problemes de
champ, [ZIENKIEWICZ, 1970]. Cependant la formulation mathematique restait 1
rigide et passait obligatoirement par I'etablissement d un principe varia-
tionnel* La situation a change lorsqu'il fut necessaire de resoudre des !
problemes non lineaires et non auto-adjoints. La methode de Ritz (approche |
^
variationnelle)fut alors pergue, tout au contraire, coimne un cas special et |
restraint de la methode de Galerkin (approche residuelle), [LEIPHOLZ, 1971]. ^
Nous etudierons, tour a tour, les fonctions d'approximation uti- i
lisees, la mise sous forme integrale, les fonctions d interpolation, les
elements isoparametriques, 1'assemblage, la pose des conditions frontie- |
res, 1Tintegration sur Ie temps ainsi que les problemes de convergence et
de stabilite.
Le systeme a integrer peut s'ecrire, de faQon generale: j
LCu) = f., (29), Ie systeme d'equations sur Ie domaine ^
B^(u) = f/, (r=l,...,p) (30), les conditions aux limites sur la frontiere
du domaine, (8^)
I_(u) = f., (s=l,...,q) (31), les conditions initiales sur Ie domaine Q,
p et q represente, respectivement. Ie nombre de conditions frontieres et
de conditions initiales distinctes.
Les deux paragraphes qui suivent s appliquent sans restriction a
la methode des elements finis; ils sont, cependant, presentes de maniere
plus generate et s'appliquent tout aussi bien aux methodes de Ritz et aux
methodes residuelles presentees au paragraphe 3.2.1.2-b precedent. Ces pa-
ragraphes traiteront brievement des fonctions d approximation et, de fagon ^
plus detaillee, de la mise sous forme integrale. |
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3.3.1 Les fonctions d'appx"ox:Lination
Les methodes variationnelles et residuelles consistent, nous lTa-
vans vu, apres transformation integrale des equations differentielles origi-
nales, a approximer les variables dependantes sur Ie domaine etudie ^ . Ces
approximations doivent etre choisies parmi la classe des fonctions admissi-
bles,(conditions de completude).
3.3.1.1 Approximation des variables
Pour simplifier la notation Ie domaine etudie Q, est contenu dans
2
1R~; la generalisation a un domaine de dimension quelconque ne pose aucune
difficulte. Pour chaque variable dependante, et eventuellement pour toutes
fonctions connues, on pose une approximation.
L approximation d une variable quelconque u(x,y) dans la base
fonctionnelle 4>. de dimension M s'ecrit:
M
u(x,y) = Z a,. (|),.(x,y) V (x,y) £ ^ (32)
1=1
Le signe indique 1'approximation. Les coefficients a_. sent
appeles, [IMBERT, 1975], coordonnees generalisees de u dans la base fonc-
tionnelle ^. . Par definition, les fonctions ^^, sont lineairement indepen-
dantes, (base fonctionnelle). Le probleme revient done a. determiner les
coefficients constants a.. Une fois ces coefficients connus, la vari-able
u(x,y) sera determinee en tout point P du domaine ^ .
Si la variable u est, de plus, fauction du temps, on peut alors
ecrire deux types d'approximation:
M
u(x,y,t) = Z a, . (j),(x,y,t) (33)
i=l x 'x
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ou
M I::
u(x,y,t) = Z a^Ct). ^(x,y) (34)
i=l 1 1:L
La premiere approche proposee par ARGYRIS [1969] reste peu utili- I-
see. Le plus souvent la decomposition est effectuee comme 1'indique lfequa- |
tion (34). Dans ce cas, les derivees par rapport au temps subsistent et I
conduisent, une fois les approximations fixees, ^ un systeme d equations ^
. differentielles to tales en fonction du temps. C'est cette forme que nous i
retiendrons par la suite. La variable temps sera done separee des autres
variables independantes. Ceci revient a faire I'etude d'un systeme a 1'e- |
quilibre sans se soucier du temps, puis a integrer Ie systeme resultant sur
Ie temps.
3.3.1.2 Conditions de completude
Les fauctions proposees, nous 1'avons vu, doivent representer les
variations sur Ie domaine ^etudie. La base 4)_.(x,y) est dite complete si ,
n'importe quelle fonction arbitraire admissible definie sur n peut etre re-
presentee par .EIMBERT, 1975]:
M
u(x,y) = Z a^. . ^.(x,y) par rapport a un critere de convergence j
i=11 1 '" " ~ ,
donne. Les criteres de convergence sont multiples [NORRIE, 1973]:
a) L'ensemble des fonctions lineairement independantes ^. est complet,
au sens de la convergence en moyenne, s il est possible de trouver un nombre
M et des constantes a_. tels que: i
i
J M \2u- Z a,. . ^.1 d n< 5 V 6 > 0 (35)i=l
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L'integrant etant toujours positif, I'inequatjton (35) peut encore
M
u - ^ a^.^ < e V e > 0 (36)
En general, un ensemble de fonctions est dit complet, sans autre qualifica-
tif, si e tend vers zero quand M tend vers 1'infini dans lfinequation(36).
b) L'ensemble des fonctions lineairement independantes ^,. est complet
par rapport a 1'operateur A si:
/ M \ / MA (u - Z a,.^. 1 . ( u - Z a^, \ d ^ < e (37)
On dit encore dans ce cas que 1'ensemble des fonctions converge
en energie [NORRIE, 1973].
3.3.2 Mise sous forme integrale
La mise sous forme integrale peut etre groupee, comme nous 1'avons
vu, en deux classes:
- Les methodes dfapproximation universelles ou methodes
residuelles
- Les methodes d approximation variationnelles.
Dans Ie premier cas, methodes residuelles, on obtient trois types
de residus:
Le residu de 1'equation differentielle: L(u)-f^ = R., (38)
Le residu des conditions aux limites : B_(u)-f^= R^, (r=l,...,p) (39)
Le residu des conditions initiales : I_(u)-f.,= R^ (s=l,...,q) (40)
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Dans ce. qui suit, nous nous interesserons particulier&ment a
1Tintegration d'un systeme stationnaire a cause des hypotheses faites plus
haut.
3.3.2.1 Approximation va.riationnelle
Soit la fonctionnelle J:
2
n I . ayi~
J = fnVl,V^)d » - f^ L*iyi + -:i~Jds (41)
n an
i est 1'indice des variables dependantes, il peut varier de 1 a n
k est 1'indice des variables independantes et peut varier de 1 a m
sy.
et ou: y_.
i,k 8x^
Le calcul des variations permet de montrer qu une condition neces-
saire pour rendre la fonctionnelle stationnaire est que:
^ = I ^iJL- - S —f^F- ^6y,dft + / ^- $,-ay, + S -^- nJsy.dS = 0
Pyi k=^xk\^i.k /("'i~" ' J ( -i "'i ' ^i^i.k "l<(''i~
) ^. / f */ \ t\.~" -L -I-}
^! ' ' ^ (42)
(i=l,...,n)
equations d'Euler-Lagrange Conditions aux limites
Pour que lrequation (42) soit verifiee, et dans Ie cas ou la
variation de y^. est quelconque, il faut que chaque terme de 1 equation (42)
soit nul. Ceci necessite que les equations d'Euler-Lagrange et les condi-
tions aux limites soient nulles.
On distingue deux types de conditions aux limites:
p
Fa
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a) Conditions aux limites rigides :
La fonction y^ est fixee en certains points de la frontiere 5^ : ^
yi=yi (sr---'xn) (43) 1
dans ce cas, 6y^. =0=> 6J = 0 (44) I
1
b) Conditions aux limites naturelles
La fonction y. est quelconque. Pour que la variation de J soit
nulle, il faut done que:
S ^-n^= $,(x,,...,xJ + ay, , (i=l,...,n) (45)
k=l dyi,k K 1 -L' " m- 'z
2
"Naturellement", si ^. +—^-•= 0, alors:
ay -
m
.£.-3^-nk=o (46)
k=l dyi,k
II existe, en fait, de tres nombreux problemes physiques ou il est
possible de noter une equivalence de forme entre les equations differentiel-
les du systeme et les equations d'Euler-Lagrange. Cette meme equivalence
s'applique, alors la plupart du temps, entre les conditions aux limites et
1'integrale sur la frontiere du domaine ^ dans I'expression (42). Cette
equivalence existe toujours, [FINLAYSON, 1967], pour les systemes auto-ad-
joints, (voir plus bas).
^- - Z — ( —7- ) = 0 ^ L(u) - f
9y. 1.1-, 9^ ' 8y. i./ - u " u'u/ - 'i
i k=l ""k "•/i,k
m
s ^— n." = ^ (x-, ,...,x^)+ay,. ^ B^(u)=f^ (r=l,...,p)
k=l dyi,k 1~ 1- ±' ' m' ':L r
R
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Le plus souvent, il est possible de montrer que les fonctions y.
qui rendent la fonctionnelle stationnaire sent precisement solutions du sys- ^
teme differential original avec ses conditions limites, [NORE.IE, 1973]. i
II devient alors equivalent de resoudre Ie systeme differentiel ou de mini- „
I
miser la fonctionnelle J. I
p
Le passage a la forme integrate se trouve done accompli de cette |
fagon. Cependant, Ie systeme differentiel original ne possede pas toujours
un principe variationnel equivalent. ^
Une autre approche, [REKTORYS, 1969], consiste a se placer dans
I'espace des fonctions carrees integrables et reelles L^,(n) sur Ie domaine \
considere Q, . Introduisons quelques notions; Ie produit scalaire s ecrit
alors:
(u,v) = / uv dft C47)
rn :
LToperateur differentiel A est dit symetrique, ou auto-adjoint,
si pour toutes fonctions u et v de cet espace, on a:
(Au,v) = (u,Av) (48)
Enfin 1'operateur A est defini positif si:
(Au,u) > 0 V u ^ 0 (49)
(Au,u) = 0 seulement si u=0 (50)
De nombreux theoremes peuvent etre demontres selon cette approche
[REKTORYS, 1969]. Citons, par exemple, Ie theoreme suivant:
Theoreme: Soit L un operateur auto-adjoint, defini positif sur |
1'ensemble lineaire M de 1'espace L^)(^) et soit f une fonction. donnee et u
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une fonction inconnue. Si 1'equation:
L(u) - f = 0 (51)
possede une solution dans M, cette solution est unique et produit un mini-
mum pour la fonctionnelle:
F(u) = (L(u),u) - 2(u,f) (52)
Reciproquement, la fonction produisant Ie minimum de cette fonctionnelle
sur M satisfait 1Tequation (51).
Quelque soit 1 approche variationnelle utilisee, cette methode
reste limitee car peu de problemes non lineaires possedent un principe
variationnel. FINLAYSON, [1972] , foumit un moyen tres general de determi-
ner si un principe variationnel existe ou non. Cette methode est basee sur
1'etude de la derivee de Frechet de 1'operateur etudie.
De nombreux auteurs ont essaye d'introduire des pseudo-principes
variationnels; [NOKRIE, 1973], par exemple, en fait une analyse detaillee.
FINLAYSON, [1967], demontre que ces principes variationnels restreints sont
de peu d'utilite car ils peuvent etre generes directement par 1'approche
residuelle et parce qu'ils ne constituent pas de veritables principes varia-
tionnels, (il n'existe pas de fonctionnelle a rendre stationnaire dont les
equations d'Euler-Lagrange seraient les equations du systeme etudie).
3.3.2.2 Approximations universelles ou Approche residuelle
L approche residuelle est pergue de plus en plus comme une genera-
lisation de 1'approche precedente, [MURPHY, 1973]. Dans ce paragraphe nous
introduirons ces generalisations qui s'appuient sur un processus d ortho-
gonalisation et sur la formation de residue ponderes.
La substitution des fonctions d approximation, vues plus haut,
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dans Ie systeme differentiel original et dans les conditions aux limites
resulte en la formation de residue:, equations (38) et (39) . En prenant
pour hypothese que les conditions frontieres sont satisfaites au depart par
les fonctions d'approximation. Ie systeme d'equatioiB differentielles est
place, alors, sous forme integrale.
Si Ie systeme original s'ecrit:
L(u(x,y) ) = f-, sur ^
N
u(x,y) = E a,..^.(x,y) } (53)
i=l 1 x
B (u) = f^ (r=l,...,p)
La forme integrale s'ecrit alors:
W^. [L(u)-f^] d n = 0 i=l,...,N (54)
N represente Ie nombre de parametres inconnus. Le choix des fonctions de
ponderation W.. est multiple [NORRIE, 1973], [FINLAYSON, 1965]. Les choix
retenus, ici, sont ecrits pour des domaines simples, (plan ou droite), la
generalisation a des domaines a n dimensions ne pose aucun probleme.
a) Methods de Galerkin
Dans la methode de Galerkin, les fonctions de ponderation W^. sont
choisies identiques aux fonctions d'approximation.
W = ^(x,y) i=l,...,N (55)
La methods de Galerkin est etroitement reliee a 1 approche varia-
tionnellelFINLAYSON, 1965]. Selon ODEN, lannee inconnue], sur 1'espace
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L^(n), 1'approximation de Galerk^n represente la meilleure approximation de
la solution exacte. Un des avantages de la methode de Galerkin reside dans
Ie fait que lorsqu'un principe variationnel existe elle conduit a une formu-
lation equivalente [FINLAYSON, 1972]. Cependant, lorsqu'il n'existe pas de
principe variationnel et quelque soit les non-linearites du systeme, la me-
thode de Galerkin permet de placer Ie systeme differential sous forme inte-
grale.
b) Methode de Miklin ou moindres carres
La methode des moindres carres consiste a minimiser la fonction-
nelle du residu au carre, soit:
J = ^ /R2(a,) d n (56)• k /«2A
Les coefficients a^. cherches dans les fonctions d'approximation sont tels
qu'ils minimisent la fonctionnelle J:
|^-= 0 i=l,...,N (57)
i
Ceci revient a poser dans 1'equation (54):
3R,
wi=i^ 1=1,...,N (58)
i
en rappelant que
R = L(u)-f (59)
Cette methode conduit a des equations compliquees mais a deja ete
appliquee sur des problemes difficiles, [FINLAYSON, 1965]. Elle possede
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1'avantage de conduire toujours a des systemes matriciels symetriques,ce qui
est rarement Ie cas de la methode de Galerkin pour des systemes non-lineai- |j
res [LYNN, 1973].
c) Methode integrale et methode des sous-domaines [
N
Pour la methode integrale, les fonctions de ponderation W^ sont p
telles que: t
W.. = 1 i=l,...,N (60) r
La methode des sous-domaines est proche de la methode integrale.
Le domaine ^ est divise en M elements conduisant a M equations (ou systemes |
d'equations) simultanees. Ceci revient a poser coTmne fonction de pondera-
tion:
W^. =1 si Ie. point appartient a lrelement considere (61) :
W,. = 0 pour un point exterieur a 1'element (62)
Dans ce cas, la methode integrals est appliquee par partie.
d) Methode des moments
La methode des moments utilise coimne fonctions de ponderation,
les elements d'un ensemble complet de fonctions. L'exemple Ie plus connu
consiste a poser:
W, = xi i=l,...,N (63)
e) Methode de collocation
La methode de collocation par points utilise coimne fonction de i
ponderation des fonctions impulsion de Dirac. ;
W = 6(x-x ) i=l,...,N
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(64)
Le residu est done annule aux points de collocation specifies.
Remarques:
- Le respect des conditions aux limites a ete, jusqu'a present,
laisse de cote. Nous verrons plus loin, paragraphe 3.3.6, que ces conditions
peuvent etre inserees assez facilement dans la fonctionnelle dont on cherche
a minimiser Ie residu.
- L'approche residuelle permet, dans de nombreux cas, de retrouver
des schemas aux differences finies, MUKPHY, [1973], en donne plusieurs
exemples.
- FINLAYSON, [1972], cite plusieurs exemples qui tendent a montrer
que Ie choix de la methode residuelle n est pas critique. Toutes les corn-
paraisons indiquent que des resultats semblables sont obtenus pour tous les
cas.
3.3.3 Fonctions d'interpolation
3.3.3.1 Approximation sur un element
Jusqu'a present, nous avons decrit les fonctions d interpolation
et la mise sous forme integrale
sans faire appel a la notion d'e-
laments finis. La figure 3-1
montre Ie domaine decoupe cet-
te fois en elements. Au point
P(x,y) de 1 element e, 1 appro-
Figure 3^1
Domaine Decoupe
ximation s'ecrit:
tf
e .e
uc(x,y)= Z a^TCx,y) (65)
1=1 1
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Par aillaurs, si Ie systeme differentiel original a ete transfor-
me en un systeme d'equations integrales du type:
?„ = /G^ dn + /g^ ds (66)
n an
alors Ie domaine ^ est decompose en plusieurs elements:
E _e E r r - .--I
F^ = Z FT = Z | / G^ d^ |+ /g, ds (67)
-J e=l'^ e=lL^,. -j ~"J Jo°j
e
Cette formulation represents la base des elements finis. L'inte-
grale sur la frontiere du domaine 3?2 peut etre decomposee en plusieurs ele-
ments par Ie meme precede ou encore s'appliquer a ltensemble de la frontie-
re comme indique a 1'equation (67).
Nous avons vu precedemment que les fonctions d'approximation
choisies doivent appartenir a un ensemble complet de fonctions. Par ailleurs,
la sommation effectuee en (67) indique la necessite de respecter des condi-
tions de continuite inter-elaments. Ces conditions doivent assurer la con-
^-
tinuite jusqu'a la classe C si les equations contiennent des derivees dTor-
dre r+1, [HUEBNER, 1975]. Ces conditions sont appelees conditions de compa-
tibilite. Un moyen simple de s assurer que ces conditions de compatibilite
seront remplies, au mains pour la classe C , est d utiliser des fonctions
d'interpolation.
3.3.3.2 Fonction d'interpolation pour un cas particulier
Considerons un probleme particulier avec une variable dependante
et deux variables independantes.
Tres souvent, et particulierement dans Ie cas qui nous interesse,
les equations differentielles partielles originales du probleme physique ne
85
possedent que des derivees du deuxie-me ordre au maximum. La plupart du
temps, au moment de la mise sous forme integrale, il est assez facile de se
ramener a un systeme integral ne contenant que des derivees du premier or-
dre au moyen d'une integration par partie judicieuse. La continuite de
classe C° sera done obtenue en utilisant des fonctions d'interpolation.
C'est dire que les coefficients generalises aj vus precedemment, equation
(65), sent remplaces par les valeurs des variables dependantes cherchees en
des noeuds prealablement specifies du maillage. LTapproximation (65)
devient:
Me—
ue(x,y) = S ue . cj)e(x,y) (68)
i=l
Q
ou u7 represente les valeurs des variables dependantes recherchees
aux noeuds i de 1 element e et M Ie nombre de noeuds de 1 element e.
Si n designe Ie nombre total de noeuds dans Ie maillage du domai-
ne ^ , 1'equation (68) peut etre ecrite sous la forme:
n
u(x,y) = S u, . ^.(x,y) (69)
i=l 1 x
Les fonctions d approximation $.(x,y) sont definies sur tout Ie
domaine fi, et sont telles que:
E
$, = £ Ne (70)
e=l 1
Q
ou E represente Ie nombre total d elements et ou N. satisfait les
conditions suivantes:
- Chaque fonction N. est nulle en dehors de 1'element e contenant
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Ie point P(x,y) considere. '
.0. .... - . - .»-.-,-- [
- La fonction NT est une fonction continue des variables indepen- t
dantes telle que sa valeur aux noeuds du maillage est nulle ou egale a r
1f uni te. I-
- La fonction N.7 est nulle si Ie noeud i n'appartient pas a I'ele- |
ment e. E
L'approximation au mSme point P du domaine ^ s'ecrira: ^
n E _ E
u^(x,y) = Z S ^7 . Ne (71)
i=l e=l x 1 ' I
Lrapproximation au m@me point P, appartenant a 1'element e, peut
s'ecrire sur cet element:
Me— .
^(x,y) = Z ue Ne (72)
i=l
II est clair que ces nouvelles fonctions d'approximation N.7 sont
des fonctions d'interpolation puisque au noeud i, on a:
Ne = 1 pour k=i (73) .
Ne = 0 pour Wi (74)
3.3.3.3 Ecriture generalisee
Les developpements subsequents suivent de pres la presentation de
NOKRIE, [1973].
De maniere generale, on pose:
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x^ j=l,...,n ; les variables independantes,
u^. i=l,...,m ; les variables dependantes
L'approximation s ecrit:
Me . -
<=^l^-<k l=l'---'m <75)
. u7 = u7(x,;) represente lfapproximation de la variable dependante
u^. dans 1Telement e au point P de coordonnees
(xl'---'xn)
6 --
. uT,. represente la valeur de chaque variable dependante
et de leurs derivees, (si necessaire pour les condi-
tions de compatibilite),au noeud k=l,...,M de 1'ele-
men t e
. M est Ie nombre de noeuds dans 1 element e
. E represente Ie nombre d'elements dans Ie domaine S7
n . est Ie nombre total de noeuds dans Ie domaine ^
. m='n.m est Ie nombre total de degres de liberte
. NT^=NT,.(x^)=NT^(x^ ,. .. ,x_) , la fonction d'interpolation.'ik "ik''"j/ "ikv"l?' ' ' '"n-
Lrequation (75) s'ecrit sous forme matricielle:
~e
u. =
i
N •{<} (76)
IxM M xl
Les m variables dependantes sont incorporees a 1'equation (76) en
Q
pla^a-nt des elements nuls dans la matr:tc& N^
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u^].{7}
.6. - -G
IxmM" mM~xl
(77)
avec:
._T
{?}. UU'---'ulM'---'uml'---'U.M C78)
et:
iq^ = [u^, u^,...,u; ]
Lfequation (77) s'ecrit alors:
(79)
{qe} = [Ne] . {qe }
.6 - -0.
mxl mxmM" mM'~xl
(80)
en partitionnant, {q Jet IN ] , on obtient, avec la notation de 1'equation
(77):
.e-
[N^]
[N^]
t
» .
»
l<\
<
e
ql
e
12
I
t
t
e
_^
(81)
Un exemple permettra de mieux comprendre ces differentes etapes.
On considere pour cela deux
variables dependantes u et v
et deux variables independan-
tes x et y. L element est
triangulaire, (M=3), (figure
Figure 3-2 3-2). Chaque equation est
Element triangulaire reprise a 1'aide de 1'exemple
- equation C75) : u = N-^u.," + N^ u^ + N.3 u.
V- - ^ ^ + N^ v^ + N3 v^
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- equation (76): ue = [N<[ N^ N^]
-e
ul
-e
"2
-e
"3
-e
v [N!N^ N^i
-e
vl
-e
V2
-e
tv3
1x3 3x1
- equation (77): Q = [Nc[ N^ N^ 0 0 0} ^
^
-e
"1
"2
-e
u.
-e
vl
V2
-e
V'
\ ^ ^
v_ = 10 0 0 N^ N^ N^] <^
e
-e
ul
-e
"2
u.
-e
vl
-e
V2
-e
V3
- equations (78) et (79) :
T r-.e ^e-i r^e ^e
{q }" " Iu- , v"] = [q^[ , q^ ]
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- equation (80):
-e-i{q"}
N<[ N^ N^
000
000
NT N^ N'
'1 "2 "3
y \
-e
ul
-e
u,
-e
"3
-e
vl
V2
-e
IV3
\ /
2xL 2x6
en not ant que; q^=
-e
"1
-e
"2
-e
"3
- equation (81)
{qe} °
[Ne
0
] 0
[Ne]
e
J^.
e
q2
2x1
3.3.3.4 Proprietes aux noeuds et matrice de localis^.tion
Au noeud p de coordonnees x = x._ , (j=l,...,n), on a'
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NTr.(x,_) = 5,'ik^'jp' "kp
]Q
p = k
p ^ k
V,. C82)
Rappelons que j represente les variables independantes, k Ie nume-
ro du noeud et i les variables dependantes.
Soit {q }le vecteur das valeurs aux noeuds u,_ pour tous les noeuds
du systeme. L indice. i varie de 1 am et 1 indice p de 1 an; par defini-
tion {q }s'ecrit:
{q} = ^
mxl
f
"11
t
»
»
"ml
U12
»
t
u_'m2
T
t
^
u-i-Tin
»
t
u -
um
s>
^
}
(83)
La matrice T appelee matrice de localisation, d incidence ou de
connectivite geometrique permet de passer du vecteur global q au vecteur
des variables pour 1'element e considere, q . Cette matrice formee de 1 ou
de 0 est telle que:
{q8} = CT8] {q} (84)
mM~xl mM"xm mx 1
L'equation (84) est ecrite sous forme non partitionnee. Rappe-
Ions encore que m represente Ie nombre total de degres de liberte dans
tout Ie domaine et mM represente Ie nombre de degres de liberte dans 1'ele-
ment e. En prenant Ie cas particulier de deux variables dependantes et d'un
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element triangulaire, 1Tequation C8ZO s'ecrit:
/• — *\
ul
U2
U3
vl
V2
V3
\ /
IT' ••} <
ul
vl
U2
V2
-T"'
t
I
un
V-
n
>
Lfapproximation Q peut done s'ecrire pour Ie point P(x,y) appar-
tenant a 1'element e , d'apres (80) et (84):
{qe} = [Ne] [Te] {q}
.6 - -e ~ "~
mxl mxmM mM xm mxl
(85)
ou encore:
{qe} = [Ne] {q}
mxl mxm mxl
(86)
avec:
[Ne] = [Ne] [Te]
Q g —
mxm mxmM- mM~xm
(87)
Tous les elements de [N ] doivent etre nuls pour un point a l?ex-
terieur de 1Telement e et, par consequent,{u } sera mil aussi. Ceci permet
d'etendre les equations (86) et (87) a tout Ie domaine:
{q}.= Z [N^J {q} = IN]{q}
e=l
(88)
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ou:
[N] = S [N^] (89)
e=l
3.3.4 Coordonnees locales et elements isoparametriques
3.3.4.1 Differents types d * elements
La methode des elements finis est caracterisee par la grande li-
berte quTelle off re pour Ie choix des elements. Ceux-ci dependent en tout
premier lieu du nombre de variables independantes dans Ie systeme. Pour
notre part, nous utiliserons des elements pour une ou deux variables inde-
pendantes.
En general, lorsque Ie probleme ne contient qu'une variable inde-
pendante, les elements sont constitues de segments de droite de differentes
longueurs.
Pour des problemes contenant deux variables independantes, les
deux elements les plus utilises sent Ie triangle et Ie quadrilatere.
La forme de chacun de ces elements est choisie arbitrairement
selon 1'habilete et 1 intuition du concepteur. La plupart du temps, pour
des raisons evldentes de simplicite, un maillage ne comporte que des ele-
ments du meme type. Cependant, les elements rectangulaires offrent 1'avan-
tage de pouvoir etre reduits a une forme triangulaire en confondant deux
des sommets. Le nombre de noeuds dans les elements est quelconque; il de-
pend des fonctions d interpolation choisie, (ou vice-versa). II existe de
nombreux ouvrages qui decrivent les differents types d element, [ZIENKIEWICZ,
1971], [COOK, 1974], [HUEBNER, 1975], [NOERIE, 1973].
Nous nous ccmtenterons de citer certains types d'elements en met-
tant un accent particulier sur les elements utilises dans ce travail.
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3.3.4.2 Coordonnees local&s ou naturelles
Nous avons vu qu'il est preferable dTexprimer les variables depen- |i
dantes a 1'interieur d'un element en terme d'interpolation. Pour ce faire, ,-,
il est possible d'utiliser un systeme de coordonnees intrinseques a la geo- 1-,
metric de 1'element. I
R
a) Coordonnees locales pour une variable independante 1
La figure 3-3 indique un element rectiligne a deux noeuds . Si L^ |
et L,, sont les coordonnees na- ^
turelles au point P fixe, la
x 
J-_^ ^ coordonnee cartesienne x s=
xl X2 „,„„.„.. r :
s'-ecrira:
Figure 3-3 x^ = L^ + L^x^ (90)
Element rectiligne
L., et L^ peuvent etre interpretes comme des fonctions de ponderation. Un
examen rapide de 1'equation (90) conduit a poser la contrainte:
L + L = 1 (91)
Les equations (90) et (91) definissent les coordonnees locales L.
et L^ quelque soit Ie point appartenant au segment [x^,Xr,].
. J- ^*
X-X-, X^-X
J^ s; .^—^— ^ ^ ^;
X^-"X^ Z Xr,~X-|
N'importe quelle variable dependants s ecrira done sous la forme
approximative: ]
u(x) = L Cx).u + L^(x).u (93) |
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b) Coordonnees locales pour deux variables jLndependantes
La figure 3-4 indique. un element triangulaire. A.,, A^, et A., desx-
gnent respectivement, les aires des surfaces P23, P13 et P12. On appellera
A 1 aire to tale du triangle. Les coordonnees intrinseques du triangle peu-
vent 8tre choisies comme etant les coordonnees barycentriques (coimne dans Ie
cas precedent):
Li = T L2 =r L3°A: (94)
Figure 3-4
Element triangulaire
On peut verifier facile-
ment que L., , L^, et L,, sent
bien' des fonctions d'inter-
polation:
au noeud 1 L.,=l L^=0 L^=0
au noeud 2 L.,=0 L^=l L^=0
au noeud 3 L-,=0 L^=0 L.,=l
Les fonctions d interpolation L.,, L^ et L,, sont facilement obtenus
en fonction de x et y en posant:
L
L
L
1
2
3
xl
7-L
1
X2
^2
1
X3
y3
1
-1
x
y
1
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L(approximation, en un point P(x,y) de 1'element e considere,
s'ecrira done:
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u(x,y) = Z L^Cx,y).u^
i=t 1- FT- ^
C96)
3.3.4.3 Elements isoparametriques
Meme si la procedure precedente reste simple, on voit qu il devient
necessaire d'inverser une matrice d'ordre 3. Si, au lieu de poser une appro-
ximation lineaire, on decidait de prendre une approximation cubique, on voit
que Ie probleme deviendrait rapidement beaucoup plus complique.
De maniere plus generate, il est possible de creer des elements de
forme quelconque, (voire curviligne)» par transformation d'un element
simple, (carre par example pour un probleme plan), exprime en coordonnees
locales et transforme dans Ie systeme de coordonnees cartesiennes (figure
3-4).
Autrement dit, les memes fonctions d'interpolation servent a defi-
nir les variables dependantes et independantes, [COOK, 1974]. L'element ge-
nere est appele isoparametrique si les fonctions f^. sont choisies identi-
ques aux fonctions d'interpolation des variables dependantes [ERGATOUDIS,
1968].
7
<
-1
8'
1
+1
\)
k
6
(^^^«?NN™^
,9
2
5
+1
r~~^
3
fCs,^)
->x
Figure 3-5
Element jfsoparametrique
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n"
x = Z f^..Cs,^)x.
i=l x
Mc
y = S f^.(s,v)y,
i=l 1~
Soit encore sous forme matricielle:
(97)
(98)
xe = [Ne]
X-
t
V
(99)
y- = [Ne] (100)
q^ = [Ne]
yMe
{<} (101)
Les fonctjLons d'interpolation ne sont plus dans ce cas des fonc-
tions des coordonnees cartesiennes x et y mais plutot des coordonnees loca-
les s et v .
Mentionnons que les elements subparametriques sont des elements
ou les fonctions d interpolation retenues pour les changements de coordon-
nees sont d'un degre inferieur aux fonctions d'interpolation retenues pour
les variables dependantes. Les elements superparametriques presentent Ie
cas inverse.
Les elements plans utilises dans ce travail sent des elements
is&paraine-triques a quatre, huit et neuf...poin.ts par element. Us sont illus'
tres dans les figures 3-6, 3-7 et 3-8; leurs fonctions d'interpolation appa-
raitront juste aprSs ces figures.
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N^ = (l-s)(l-v)/4
N = (l+s)(l-^)/4
N = (14-s)(l+^)/4
N, = (l-s)(l+v)/4
Figure 3-6
Element a 4 points
Nl°
N2=
N3°
N4=
N5=
-a-s)a-^)(s+v-i)/4
a-s2)(l-xQ/2
(l+s)(l-\))(s-^-l)/4
(l-^2)(l+s)/2
(l+s)(l-KQ(s+^-l)/4
N^ = (l-s")(l+^)/2
N7=
N8=
(l-s)(l+\;)(-s+v-l)/4
a-s)a-^2)/2
Figure 3-7
Element a 8 points
Figure 3-8
Element a 9 points
N^ = s\)(l-s)(l-^)/4
N^ = -v)(l-v)(l-s2/2
N = -^s(l+s)(i-^)/4
N^ = s(l+s)(l-\)2)/2
N^ = s\)(l+s)(l-K))/4
N^ = \)(l+\))(l-s )/2
N = -sv(l-s)(l+\))/4
No = -s(l-s)(l-^2)/2'8
N« = (1-S2) (1-X)2)
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Pour 1'element a quatre points 1 approximation est lineaire sur f
les quatre faces de 1'element. Pour les elements a huit et neuf points j
1 approximation est quadratique sur les quatre faces.
L appendice A presente de maniere plus complete ces trois elements.
Cette annexe illustre en particulier les problemes de changement de coordon- g
t
nees ainsi que les problemes lies a I*integration sur chaque element. Ces |
difficultes liees a 1'integration seront mieux per^ues lorsque les equations 1
differentielles etudiees auront ete mises sous forme integrale. I,
3.3.5 Assemblage .
L'integration etant effectuee sur chaque element, les equations |
doivent etre reconstituees sur Ie domaine complet; c'est Ie processus dras-
semblage que nous etudierons tour a tour par deux approches differentes
tirees du livre de NORRIE, [1973]. Dans ce qui suit on se referera aux ^
notations du paragraphe 3.3.3.2.
/
3.3.5.1 Approche globale
Au paragraphe 3.3.2.2 on a vu que si les conditions frontieres
sont verifiees, la resolution du systeme d'equations differentielles peut
etre ramenee a la resolution du systeme integral:
/W,.. (L(u)-f)d ^ = 0 i=l,...,N (102)
^
avec R = L(u)-f , (103)
Ie residu. N represente Ie nombre de parametres inconnus a determiner.
Dans Ie cas ou Ie systeme.' differentiel est remplace par un systems de m
equations differentielles comportant m variables dependantes. Ie systeme
(102) s exprime par:
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W^ . (L^(q)-f^)dn = 0 i=l,...,N (104)
^
j=l,... ,m
avec R, = L,(q)-f, , (105)3 ~JV" ~J
les residus, j=l,...,m. L^(q) signifie evidemment L_, (u.,,...,u_).
Si les fonctions d approximation utilisees sont des fonctions
d'interpolation. Ie nombre N de parametres inconnus pour j fixe correspond
au nombre de noeuds n dans Ie systeme. Le systeme (103) procure done un
nombre identique d'equations et dTinconnues. Si Ie probleme est lineaire,
il pourra etre place sous la forme:
[K]{q} + {£} ={0} (106)
La matrice K est souvent appelee matrice de raideur ou matrice de rigidite.
3.3.5.2 Approche locale element par element
Comme nous 1'avons vu precedemment les equations transformees
sous forme integrale peuvent etre decomposees en sommation sur chaque ele-
men t:
'W,,R.d^ = S / W,, R,
"Ji-j- e:l.T^
E ^ i=l,...,n
d^ = 0 (107)
j=l,... ,m'n
En considerant lrexemple plus particulier de la methode de Galer-
kin, 1Tequation (107) s'ecrira:
E ^ , 1=1,...,n
(108)
j=l,...,m
N,, R, dn = S /N,e R, d^ = 0
^ "J - e=l^ -^- "^
^.
e
Pour lfelement e considere N^ = N_.^ puisque tous les elements de
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N_._ doivent etre nuls pour des points exterieurs a 1'element e.
•ip
Soit done:
E
(109)N,, R. d^ = Z /N,e R. dn = 0
-tL "J - e-1 J "ji "j
Q, ~ ~ n
e
p
.e . E
i=l,...,n ( i=l,...,MV' g
j==l,...,m ( j=l,...,m ^
Pour chaque element pris separement, on peut former la fonction- ^
nelle:
e - .- (J=l,...,m
I.e = / N,e R, dft ^~ " ' _ (110)
~Ji ^o "Ji "J -- ) .._i ^e
'  JA J ( i=l,...X
Les valeurs aux noeuds etant des cons tantes par rapport a x et y,
et les fonctions d'interpolation etant choisies, on peut ecrire (110) sous
la forme:
{Ie(qL)} = [ke] {qe } + {Fe } (111)
Q Q Q Q Q.
iDM"'xl mMx inM"' inMV'xl mM'xl
L'equation (111) peut etre reecrite sous forme globale en intro-
duisant des elements nuls correspondant aux elements de N^._ qui sent nuls.
{Ie(q)} = [k^j {q} + {F^ } (112)
mnxl mnxmn mnxl mnxl
L'equation (108) permet d'ecrire:
{!}= S{Ie(q)} - {0} (113)
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Soit sous certaines conditions de linearite
[K] {q} + {F} ={0} (114)
on retrouve ainsi la matrice de rigidite constante determinee au paragraphe
precedent.
3.3.6 Les conditions aux limites
Jusqu'a present nous avons elude Ie probleme des conditions aux
limites dans la formulation des elements finis. Le probleme peut etre reduit
sous la forme:
i=l,...,n
W_. . (L^(q)-Od^ = 0 (115)
i 31 ''"' 3~ ^'••••m
'W^ . (B^(q.)-f^)da = 0 r=l,...,p^ (116)
an -
^ . (C^(q)-f^da = 0 r=l,...,p^ (117)
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Les equations (116) et (117) expriment les deux types de conditions aux limi-
tes principales et rigides deja distinguees au paragraphe 3.3.2.1. Nous
nous retrouvons done avec un nombre d'equations superieur au nombre d'incon-
nues. Nous etudierons tour a tour 1Tinsertion de ces conditions aux limites
dans 1'integrale principale (115).
3.3.6.1 Conditions aux limites principales ou naturelles
L*expression (116) pourrait etre combinee a 1'equation (115) par
simple addition des deux integrales, 1'integrale de contour etant multipliee
par une constante X . Par la suite, 1'integrale sur Ie domaine peut etre
integree par partie de sorte que les integrales de contour s'annulent en
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partie par ajustement du parametre \ , [BAKER, 1975],[ NOKRIE, 1973].
Plus simplement, 1'integrale sur Ie domaine peut etre integree
par par tie pour faire apparaitre directement les conditions aux limites
"naturellement", [NORRIE, 1973], [HUEBNER, 1975], [ZIENKIEWICZ, 1970]. Ce
mecanisme apparaitra clairement lorsqu'il sera applique aux equations de
mouvement sur lreau et a 1'equation de continuite sur 1'huile. L'integra-
tion par partie possede un autre avantage, elle diminue 1'ordre des derivees
partielles pemettant ainsi, tres souvent, de choisir des fonctions d inter-
polation parmi les fonctions de classe C0, [HUEBNER, 1975].
Les equations (115) et (116) peuvent done s'ecrire:
?L(q)d + / B(q)do = 0 (118)
n an
3.3.6.2 Conditions aux limites rigides
L equation (117) exprime des conditions rigides sur les variables
dependantes. C'est dire que la valeur des variables dependantes est fixee
sur ce type de frontiere. Pour simplifier 1 expose nous considererons Ie
cas ou il n y a qu une variable dependante u . Dans ce cas, 1 equation
(118), nous 1'avons vu au paragraphe precedent (3.3.5), s'ecrira apres 1'as'
semblage sous la forme:
[K] {q} + {F} ={0} (119)
Si Ie noeud j correspond a une frontiere rigide, la variable u^
6TIIG
est fixee. On remplace done simplement dans ce cas la j ligne du systeme
algebrique (119) par:
u, = u* (120)
@
En pratique. Ie coefficient K de la matrice K est multiplie par
104
6II16
un nombre arbitrairement grand A, alors que la j'""*" composante du vecteur
{F} est remplace par ce meme nombre A lui-meme multiplie par Ie produit de
K., et de u*. On aura;
jj
K,^ corrige = K,, .A (121)
F^ corrige = K^^ . A . u* (122)
Numeriquement les equations (121) et (122) conduisent a un resul-
tat tres voisin de 1Tequation (120) et sent plus faciles a introduire dans
Ie programme du calculateur.
No.us nous sommes done ramenes a une seule equati.on integrale du
meme type que 1Tequation (118) comportant autant d equations que d inconnues
Si Ie probleme etudie est non lineaire, la matrice K est fonction
des variables dependantes. Dans ce cas, 1'ecriture de lfequation (119)
n'est pas unique et peut conduire a des equations algebriques differentes.
Les solutions peuvent etre uniques ou non, (possibilite d obtenir une solu-
tion triviale, par exemple).
3.3.7 Integration sur Ie temps
Les equations differentielles ont ete traitees jusqu a present
comme s il s agissait de problemes stationnaires. Les fonctions d interpo-
lation s'ecrivent, d'apres (88):
{,q(x,y,t)} = [ NCx,y) ] {q(t)} (123)
Les termes differentiels du type ^-1- deviennent done des derivees ordinai-
dqi7t) _. ^ .. 3t
res au noeuds, —^— . C'est dire que Ie systeme algebrique obtenu(119)
s'ecrira plutot:
Adi^~+ B {q} +{c}={0^
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(124)
C'est done un systeme d equations differentielles ordinaires a integrer.
On peut encore dans ce cas utiliser une formulation d elements
finis mais cette fois-ci sur un domaine ouvert. On integre les equations
de t a t4-At, (en coordonnees locales de 0 a T), voir la figure 3-9. Les
fonctions d'interpolation s'ecrivent:
q(T)=N^T).q^+N^(T).q^ (125)
0
•-
T
••
t+At
avec
At-T
-I-
ltw= It et iNt+At= ~^i
Figure 3-9
Element sur Ie temps
(126)
Par la methode des residus ponderes, on obtient:
At
f-wr-;A q^+At-q^At + B Lt+At • ii+ ^ ^}{c}dT-° <127)
En choisissant, par exemple, la methode des sous-domaines, on pose
W^ = 1 de t a t+At (128)
Si les matrices A et B sent representees par des valeurs moyennes
A et B sur 1'intervalle de temps considere, on obtient:
Lt+At = [l+ ^ B-]"1.^- f B^. q, - flW.] (129)
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Cette methode conduit a une forme tres voisine de la formule d in-
tegration de Crank-Nicolson, [CAENAHAN, 1969], [AMES, 1969], [POTTER, 1973],
qui donne une erreur de troncature du second ordre et qui est incondition-
nellement stable. L'equation (129) differe du schema de Crank-Nicolson
dans la mesure ou 1'on prend 1'integrale de C au lieu d'une valeur moyenne,
ce qui semble representer une meilleure approximation. WEBER [1969], d'une
part, et DONEA.[1974], d'autre part, effectuent une analyse de la methode de
Crank-Nicolson. Us notent dans les deux cas que la methode de Crank-Nicol-
son semble mains precise pour des temps voisins de 1 origine des temps et
qu'elle genere alors des oscillations. WEBER[1969]recommande en consequence
de choisir un increment tres faible sur Ie temps pour les premiers pas puis
de 1'augmenter progressivement lorsque 1'on s'eloigne de 1'origine.
Remarqu€is:
a) L'intervalle de temps At peut etre modifie sans aucune difficulte
au cours du temps.
b) L'equation (129) decoule de 1'application de la methode des ele-
ments finis. Cette forme n'est evidemment pas unique puisque W^, equation
(127), peut prendre de.nombreuses formes. La methode de Galerkin aurait pu
etre choisie, par exemple. DONEA [1974] montre que cette derniere methode
est preferable pour des intervalles de temps proche de 1'origine des temps
i la methode de Crank-Nicolson. Cependant, par la suite, la methode de Ga-
lerkin ne possede plus les avantages de celle de Crank-Nicolson, (erreur de
troncature du deuxieme ordre). Nous suivrons WEBER [1969] en prenant un
intervalle de temps tres petit au depart puis en 1'augmentant peu a peu de
maniere automatique limitant ainsi les oscillations dues a la methode de
Crank-NicoIson. La convergence est verifiee en pass ant a un intervalle de
temps plus petit, (ne retenant, actuellement, que la convergence sur Ie temps).
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La methode des moindres carres represente une alternative interes-
sante pour 1'integration sur Ie temps a 1 interieur de la methode des resi-
dus ponderes. Elle possede comme avantage certain de conduire a des matri-
ces symetriques dans tous les cas. L expression obtenue est, cependant,
beaucoup plus compliquee.
c) La resolution du systeme differentiel ordinaire en fonction du
temps, equation (124), peut etre effectuee par 1'intermediaire des trans-
formees de Laplace. Le systeme doit evidemment se presenter sous forme li-
neaire ou etre linearise, [HOLZLOHNER, 1974], [WARZEE, 1974]. Ces deux au-
teurs presentent des algorithmes d'inversion numerique.
d) L*integration sur Ie temps peut etre abordee tout a fait diffe-
remment. Le systeme (124) est ecrit sous la forme:
dt
Soit encore:
di=-. •[•A"l.|B{q} +{C}| (130)
^=f(q,t) (131)
Le systeme d'equations (131) peut etre integre directement quril
soit lineaire ou non. TAYLOR [1975] integre ainsi les equations regissant
les ecoulements a surface libre; il effectue, alors, une comparaison entre
plusieurs schemas d'integration et deduit qu'un schema trapezofdale simple
est preferable.
Certains auteurs, [WILSON, 1974], preconisent d'approximer la ma-
trice A, ( Lumping ), pour la rendre diagonale.
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3.3.8 Convergence e t S tab ill te f
Nous nous limiterons dans cette section a des notions plus intui-
tives que precises. Les theoremes de convergence et de limite sont rares
et se limitent, en general, aux problemes auto-adjoints ou lineaires. Le
livre d'ODEN, [1972], foumit, par exemple, une approche plus mathematique
pour des problemes de ce type. On pourra se referer egalement aux articles
de CIAKLET, [1972], [1973].
Nous coinmencerons par rappeler quelques definitions.
3.3.8.1 Definitions
a) La stabilite refere a la croissance sans limite d'une erreur au
fur et a mesure des calculs de sorte que rapidement la solution est masquee
par 1'erreur.
b) La convergence est appliquee aux processus iteratifs ou d'une eta-
pe a 1 autre la difference entre les deux resultats est toujours plus fai-
ble. La convergence peut referer egalement a 1'utilisatton d'un maillage
de plus en plus fin conduisant vers une solution donnee; c'est cette appro-
che que nous considererons brievement, plus loin, dans ce paragraphe.
c) La precision refere a 1 ecart existant entre la solution obtenue
et la solution exacte.
d) Si, pour une variable donnee, la derivee la plus elevee apparais-
sant sous Ie signe integral est d'ordre t, les derivees d'ordre 1 a t~l sont
appelees derivees principales.
3.3.8.2 Les causes d'erreur
II est important tant au niveau de la convergence que de la stabi-
lite de connaitre les differentes sources d'erreurs dans Ie programme de
calculateur utilise; on trouvera au chapitre 5 une description detaillee de
ce programme.
e
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a) Les erreurs de calcul referent aux erreurs provenant directement '
des calculs; elles sont de trois ordres. F
. Les erreurs de troncature proviennent du nombre de chiffres si-
gnificatifs retenus par 1 ordinateur. Le travail present est effectue sur
IBM 360/65 en double precision, (16 chiffres significatifs). @
(pi
N
. La resolution algebrique, lineaire ou non, est effectuee avec R
plus ou mains de raffinement. :
. L integration sur chaque element est effectuee par la methode de I,
Gauss, voir Ie chapitre 5, avec une precision donnee. ST~
b) D'autres erreurs proviennent de la definition approximative, par |
essence, des fonctions d'interpolation.
. Le nombre de termes retenus est toujours limite.
. Les frontieres peuvent etre representees plus ou moins bien par
les fonctions d'interpolation.
3.3.8.3 Quelques criteres
a) Les conditions de stabilite sont difficiles a cemer. Une raison
essentielle reside dans Ie fait que 1'analyse de Fourier, ou la solution
proposee se presente sous la forme d'une serie de Fourier, ne s'applique
qu'a des systemes lineaires ou linearises. Dans ce dernier cas, lorsque Ie
systems est linearise, on obtient uniquement des conditions locales, [POTTER,
1973]; les conditions de stabilite obtenues variant dans I'espace et Ie temps.
Une seconde difficulte provient de ce que Ie maillage retenu pour des ele-
ments finis est quelconque, alors que dans les analyses de stabilite classi-
ques Ie maillage retenu est constant dans I'espace et dans Ie temps permet-
tant de grandes simplifications. La methods des elements finis, cependant, i
est une methode implicite et de fagon generale les schemas implicites sont
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plus stables que les schemas explicites, [CAENAHAN, 1969]. Effectivement,
peu d'auteurs se preocuppent des conditions de stabilite dans 1'utilisation
de la methode des elements finis, excepte dans Ie cas ou Ie temps est dis-
cretise selon un schema explicite.
b) NORRIE,[1973], presente, sans demonstration, deux criteres qui
sont ensemble necessaires et suffisants pour assurer la convergence d une
methode d'elements finis quelconque, (formulation variationnelle ou resi-
duelle).
Critere I: L*approximation, a 1'interieur de lfelement, de la va-
riable, (et de sa ou ses derivees), sous Ie signe integral, doit pouvoir
representer n'importe quelle fonction continue quand la taille de 1'element
tend vers zero.
Critere II: L approximation de la variable,(et de sa ou ses deri-
vees), doit tendre continument vers la solution exacte, a travers les fron-
tieres inter-elaments, quand la taille de 1 element tend vers zero.
Ces deux criteres, toujours selon NORRIE [1973], peuvent etre res-
treints pour donner deux criteres (I et II ) suffisants pour assurer la
convergence. L'auteur fait remarquer que Ie premier critere restreint (I ),
a lui. seul, fournit une condition suffisante de convergence.
Critere I': A 1'interieur de chaque element, les variables et
leurs derivees sont representees par un ensemble complet de fonctions.
Critere II : Les fonctions d approximation et leurs derivees prin-
cipales sont continues.
Ce dernier Critere (II') est souvent appele la "condition de com-
patibilite"; dans ce cas 1'element est dit conforme.
Ill
Remarques:
a) NORRIE [1973] fait remarquer que pour un maillage trap large,
1'approximation du phenomene physique devient insuffisante. Dans ce cas une
solution instable, aucune solution ou des solutions multiples peuvent etre
obtenues. Cependant, 11 existe un maillage critique au-dela. duquel la solu-
;
tion devient stable et converge vers une solution unique. Ceci suppose,
evidemment, que Ie modele mathematique represente correctement la realite
physique.
b) HUEBNER [1975] remarque que les preuves mathematiques de conver-
gence reposent sur un raffinement coherent du maillage possedant les carac-
teristiques suivantes:
. lorsque les elements sent decoupes plus finement, chaque point
du domaine doit appartenir a un element quelque soit la taille de 1 element,
tous les elements du maillage prealable doivent etre contenus
dans Ie maillage raffine,
. la forme des fonctions d'interpolation doit rester inchangee au
cours de ces raffinements successifs.
HUEBNER [1975] note que les deux premieres conditons sont impossi-
bles S respecter a 1'aide d'elements dont les c6tes sont rectilignes lorsque
les frontieres sont courbes. Des preuves rigoureuses de convergence ne peu-
vent done etre obtenues dans ce cas a 1 aide d elements dont les c3tes se-
raient rectilignes.
c) Dans certains cas, Ie choix d'elements non compatibles a permis
d'obtenir une convergence plus rapide qu'avec des elements compatibles
[CLOUGH, 1965], [ZIENKIEWICZ, 1971].
112
d) Les criteres de convergence poses imposent implicitement des condi-
tions de regular!te sur les variables.
3.4 Mise sous formeintegraledes equations etudiees
Les equations etudiees ont ete decrites au chapitre 2 avec leurs
conditions aux limites. Dans (cette section), ces equations sont placees
sous forme integrale et les conditions aux limites sont introduites, (para-
graphe 3.3.6). Les equations integrates resultantes sont alors remplacees
par une sommation d integrales sur tous les elements finis du domaine. Le
resultat, enfin, est mis sous forme matricielle compacte.
3.4.1 Dispersion de I'huile
3.4.1.1 Mise sous forme integrale
L*equation decrivant la dispersion d'une nappe d'huile a ete eta-
blie au chapitre 2; 1 equation (10) de ce chapitre devient en utilisant la
formulation de Galerkin:
^ .^ + ^ +1^1 + H>^S - ^ . ^ (^ ^ )+ ^ (K. ^) ^dS -'i'(8t ' 8x ' 3y ' —)— J~'i' ( 8x \"x 8x / ' 8y \"y 8y^
rN,.M."i-, .(S(x-xJ.<5(y-yJ.<5(t-tJ dS
s
i=l,...,n (132)
Le terme du deuxieme ordre sous Ie signe integral peut etre reduit
tout en faisant apparaitre les conditions aux limites. En notant que:
^ ^ fK. ^^dS - /-^ (^ ^ ^} dS - /K. ^ ^ dS (133)'i 8x \"x 3x ;~~ / 9x \~i "x 3x / ~- / "x 3x 3x
i=l,...,n
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1'equation (132) devient:
8N. 8N,
^.^^+K^+^dS+ /-^^+K.^]'i' ( 8t ' 8x ' 9y — ^ — j ^'^ g^ g^ • "y gy gy
dS
^ (^ ^ v ^ (^K. ^}\ dS - /I8x \"i"x 9x ; 8y \"i"y 9y M.N,. . 6 (x-xj 6 (y-y_)6(t-tjdSi' N~ ~o' "•/ •/ o/ ~ ' ~ ~o'
i=l,...,n (134)
Le theoreme de Green
/fe(f)+l7(g)}ds= /<nlf+n28)dc (135)
ou n.i et n^, representent les composantes de la normale au contour,
s'applique au demier terme a gauche de 1'egalite. Par ailleurs, Ie terme
a droite de 1'egalite peut s ecrire, par definition des fonctions de Dirac,
(equation (9), chapitre 2):
fM N,  (5(x-xj6(y-yJ(5(t-tJdS = M.N,. 5(t-tJ
x^,y'09J 0
i=l,...,n (136)
L*equation (134) devient done:
"^D ^ 8(uD) ^ 3(vD)1, ^ ^ ^ ^D ^ ^ ^ M !Nlj
fr [iT + -T?'+ ~i7J+ kD + [Kx ^ti^T + Ky ^717 dS
-f,N,. |n^|£+n^-|£'i' |"l"x 8x ' "2*~y 3y , dC M.N,1
x_,y.~0^0
5(t-t^)
i=l,...,n (137)
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L'equation (137) presente Ie double avantage sur la forme (132)
de faire apparattre les conditions aux limites tout en diminuant 1 ordre
des derivees partielles. En tenant compte des conditions aux limites,
(equation (20), chapitre 2), I'equation (137) devient:
/h- ^D 8(uD) ^ 3 (vD)9t ' 8x ' 9y + kD + K iS^+K ^^1^ds'x 8x 8x "y 9y 9y
-y,N .D.(n^u+n^v)dC = M.N 6(t-tJ i=l,...,n (138)
x-»y."o'^o
Lfequation (138)a ete utilisee telle quelle dans la majorite de
nos travaux . Cependant, il faut noter que 1 equation (138) peut etre enco-
re transformee. En effet. Ie terme suivant peut s'ecrire:
^.^,K^}^ /-^,!a^'i' ( 8x ' 9y ^ ~ J ( 8x ' 8y
-/(
8N 9N,
uD — + vD8x ' '~ 8y1 ;. dS (139)
1=1,...,n
Encore une fois Ie theoreme de Green permet d'ecrire:
A-{i(^+i(^}-ds=AD(niu+n2v)dc
8N. 8N'i . w±
- Mu ^+ v ^ds (140)
Lfequation (138) devient, en remarquant que les termes de contour
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se simplifient:
/<". [i? + kD - D.
8N
u 8x
8N,'
i , - ~"i
+ v
9y
+
8N, ^ 8N,'
iD_l^^ 1D-_1
vx 3x 8x ' "y 8y 8y
dS =
M.N 6(t-t_) (141)
x^»y.~0'J 0
i=l,...,n
Les conditions aux limites sur une frontiere reflechissante,
(equation (20), chapitre 2), sont done incluses implicitement dans 1'equa-
tion (141) . Par la suite, nous developperons la notation d elements finis
a partir des deux formes (138) et (141), les deux equations ayant ete utili-
sees dans nos travaux.
3.4.1.2 Notation d'elements finis
L integrale de surface est decoupee en une sommation sur les dif-
I
ferents elements constituant Ie domaine. L'integrale de contour, s il y a
lieu, est calculee puis assemblee pour chaque element en notant que les in-
tegrales de contour inter-elements s annulent.
Par ailleurs, les fonctions d approximation suivantes sont intro-
duites sur 1(element e:
m
D" =
u =
v =
Z De(t). Ne(s,\Q
j=l J J
m
Z ue(t). NeCs,^)
j=l J J
m
S ve(t). Ne(s,v)
j=l ^ 3
(142)
(143)
(144)
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m indique Ie nombre de sommets de 1'element e et D ,u et v. indiquent les
valeurs de D, u et v aux sommets. Les parametres k, K et K sont aardes
x ~ y
constants; il serait, bien evideimnent, tres facile de les faire varier si
une connaissance plus precise de ces coefficients 1'exigeait. s et \> indi-
quent les coordonnees d'un point quelconque de 1'element e considere dans
Ie systeme d axe local. L integration est effectuee localement dans ce sys-
8N, 3N,
teme d'axe. L'appendice A indique de quelle fa^on, les termes -^—— et -^—— ,
qui sent eux-memes fonctions de s et \) , sont determines. Les valeurs aux
noeuds du domaine u^, v^ et D^ dependent du temps, (voir 1'equation (34)).
Dans les equations (138) et (141), 1'indice i de N^. varie de 1 a n. En fait
sur lrelement e considere 1 indice de la fonction N=N. varie de 1 a m, les
i ~ i
autres valeurs etant nulles, (section 3.3.3).
Les equations (138) et (141) deviennent, respectivement, sous
forme matricielle:
E
z
e=l
NTNedS|
L^s "r'J~J ii <De>+ [^
+ k
8(uNT) 3(vNT)
J_ + —_J-
3x 8y
.dS .{D_}
8Ne
NeNeds|.{D,} +| / (l^—
^ -T-j-j—e- |_^g \-x 3x
3Ne 8Ne 3Ne>
+ K,—-^3-).ds|.{Dj
9x ' "y 8y 3y /'~-|'"~e'
N^NT.(n^u+iy)dC .{DJ
e
'M.NT . 6(t-tJ
x_,yO" 0
1=1,.
J=l>.
(145)
.m
>m
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et:
E
s
e=l
5Ne 8Ne
[/ws]^^ - [Ae-(u^+V^H{D
+ k
8Ne 9Ne 8Ne 8Ne
FNeNedS ]. {Dj + | / (K. —-^- + K. -^-
'i"J'~J"~e' • I J \"x 3x 3x • "y By 3y
dS|.{D_}
e'
'M.N'; . 5(t-tJ (146)
x-»y.0'-' 0 i=l,...,m
j=l,...,m
Les expressions entre crochets indiquent des matrices d ordre mxm, (i varie
de 1 amet j de 1 a m). {D_} est Ie vecteur des noeuds de 1 element e.
e
Posons les notations suivantes:
AM
E _ E
Z AMe = Z | /NTNedS
e:l" e=lL^"i"r
(147)
E _ E
AKU = Z AKlle = Z | /Ne.
e=l e=l
8(uNe. 8(vNe)
-^- + —^- I dS
9x ' 3y
(148)
E E
AK22 = Z AK22 = Z
e=l e=l
Kj^'x\8x
9Ne 8Ne 8Ne 8Ne
8x ' "y 9y 8y
dS (149)
AK33 = Z AK33(
e=l
E
z
e=l
..e / . 3sl . . 3NT
1^-[U-ST+V-^
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(150)
E _ E r ,<_ _ -I
AF = Z AFe = Z ^N^NT.(n^u+n^v)dC
e=l e=l L9/. ^ J ^ ~ J
(151)
AM indique une matrice d'ordre n ainsi que AM mais pour laquelle on ne re-
tient que la partie non nulle, (sous-matrice mxm), (n represente Ie nombre
de sommets dans tout Ie domaine et m Ie nombre de sommets dans 1 element e)
II en va de meme pour AK11, AK22, AK33 et AF. En fait, AM represente les
matrices AM assemblees. Les equations (145) et (146) peuvent etre ecrites
a nouveau, apres assemblage:
AM d^- + CAKll+AK22+k.AM-AF) .{D}- M.N,
1
.6(t-t,) = 0
x-»y.~0'J 0
(152)
AM d{D}
dt
+ (AK22-AK33+k.AM).{D}-M.N, .5(t-tJ = 0 (153)
x-»y.~0" 0
Le vecteur {D} represente, cette fois, les valeurs inconnues de D aux n som-
mets du domaine.
3.4.1.3 Integration sur Ie temps
Les equations (152) et (153) sont analogues a I*equation (124), la
solution de ces equations sera done conforme a 1'equation (129). Si on pose,
pour simplifier:
B^ = AK11 + AK22 + k.AM - AF
B, = AK22 - AK33 + k.AM
(154)
(155)
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Ceci conduit pour chaque equation, (152) et (153), a:
{D}t+At=[AM+MB:2 "1
~1
i AM
^ ^
-ATBl)-{D}t+f {M-NiL ;.6(T-t°)dT}l
)o ' ~lxo'yo " ;J
(156)
et
{D}
t+At -tAM.fB,
-1
.At
lAM-¥B2)-{D}t+f {M-Ni
x-»y-'0'70
•5(T-t )d'!•] (157)
La barre sur AM, B., et B^ indique qu'il s'agit d une moyenne entre la valeur
de la matrice au temps t et la valeur de la matrice au temps t+At. En fait
seules les valeurs de u et v varient avec Ie temps. Comme ces valeurs inter-
viennent lineairement, il est equivalent et, beaucoup plus simple, de choi-
sir des valeurs moyennes pour u et v. Notons que:
_At.
I M.N. .(S(T-tJ^>dT = <fM.N,x-»:'09J 0 (158)x_,y'09J 0
Les equations (156) et (157) peuvent done s ecrire encore:
{D}
t+At = [AM + f Bl]~l-[(AM - ^ Bl)-{D}t+ jM-Ni
x^,y^"0^0
(159)
et
m t+At AM+f^
-1
tAM-fB2J-{D}t+^M-Ni
x^»y.'0'-' 0
(160)
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3.4.2 Ecoulement a surface libre
3.4.2.1 Mise sous forme integrale
La methode reste la meme que dans Ie paragraphe precedent. Elle
est appliquee dans ce cas a un systeme d equations, (equations (120), (121)
et (122) du chapitre 2) . Ces equations deviennent par application de la
methode de Galerkin:
9u , .. 3u . -- 8u , _ uVu +v . _ 8(a+h) , 1 9po
pi^ti+u-^+vi7+s ~ ^" +8-ir-+^ir
Js ~ [ " "' ^ c-Rh
w w
- i^v + X ,,x^ ^^ ;> dS = 0 i=l,...,n (161)
9v , .- 8v . -- 8v . - vVu2+v2 , _ 8(a+h) . 1 8po
/Nr It?+ uii+ vi7+ s —^—+ 8 "m+^
jg - r- "- - C-R^
w,_ w
+ ?2u + X /_y_ , , ^ dS = 0 1=1,... ,n (162)
^ ^3[u(^-b)]^[vy-b)]_^^ „ 0 ^^^^ (^
Le domaine comporte n noeuds. Les termes en —^ et —^ dans les equations
precedentes peuvent etre transformes de la fa^on suivante:
[9(uN,.) 3(uvN,
1 , 1
fN,..<u — + v —1> dS= 1<^ — ——+—^——>dS- |u<—^— + —^—;> dS
'i'^~ 8x ' ' 3y(~~ / ^ 8x ' 8y
)(uvN,)) I (9(uN,) 9(vN,)
-^-t s- Juj-^-+ -^-
(9 (uvN, ) 3 (v N, ) ] [ (8 (uN, ) 8(vN,)
/N^u-^+v^dS. /P^- + —^-^ dS- (vF^-+—^
'i')" 8x ' ' 9y(~" / } 9x ' 3y ( '*~ / ' ) 8x 9y
(164)
dS
(165)
f3[uN,(a+h-b)] 3[vN,(a+h-b)] ) C i 8N, 8N,.
J j^u(a^)i,Mz(^i^s. JlfluNi?b)J + 3lvNiTb'J}ds -J<a+h-«ju^+v^i{ds <166>
Les expressions (164), (165) et (166) peuvent encore s'ecrire, par application du theoreme de Green:
'3(UN,) 8(vN,)
fNi-ju^+vt!ds= ^.(-i+^dC - f".j-^-+-^- dS (167)
8(uN,) 8(vN,)
|Nriu^+v§;ds= <K.(un^)dC- (v.j-^-+-^-
3[u(a+h-b)] . 8[v(a+h-b)] ( ^_ {„ /_.^ ^, ,._ ,.__ ^^ f^,^ ^, („ i , „ 9NifNr t "'"'"^ "/J + ul""3y "/JC ds= f>N^(a+h-b) .(un^+vnpdC - j (a+h-b) .^u ^ + v ^
dS (168)
dS (169)
Les expressions (167), (168) et (169) sont reportees dans les equations (161), (162) et (163).
On obtient:
9(uN,) 9(vN,)-1 ..-\/_.2,..2 .^.^^ N, 9p_ W.. W
3u | ""—i" ^ '-v--^/ j ^ ^ uVu-+v- , „ 9(a+h) , -'i ~J~o ^ ^ . ,^ x
'N,. -^-z -u | —^— + —^—— | +gN,. "'"^'" +gN,. u^^"/ + — -^— - N^v + XN,. -7-^z-TY> dS+ (^uN^ . (un^+vn^)dC = 0'i 9t u I 3x ' 9y | I6"i ^ <6"i 3x ' p 3x "i'"'v ' /t"i (a+h-b) ( u"' ^""i*v""l'v"2'
-Rh
i=l,...,n (170)
N3
-r'n '•r';;''!r";"!T''':'!"'-ii]''ii't'i!T!T';"mBi""T1""1 • '";T
-3(uN,.) 3(vN,.)1 ..\/..2_,_2 .^.z.^ N_. 9p_ W^ W
3u __ I ~ "~i/ , -v--i/ | ^ _^ vVu-+v- , _„ 9Ca+h) , "i 'L'o . ^ ^_ , ^^ x
1Ni ^1 - v L-3x^ + -3i—j +8Ni -'-2— +8Ni ^^ + ^ ^ + NiQU + ANi -(a?h=bT^ ds+ ^VNi- <unl+vn2) dc = 0
^ - -- . - -, , - ^-^ - -, , -, - _._--. _^ ^
3N, 3N,
h i - Ni<r-l) - <a+h-b) • I" Txl + v -37-1 \ds + fNi
i=l,...,n (171)
(a+h-b).(un +vn )dC i-1, ...,n (172)
a et b ne sont pas des fonctions du temps. On posera, quand necessaire:
H = a + h - b (173)
3.4.2.2 Notation d'elements finis et forme matricielle
Chaque variable connue ou inconnue est discretisee comme precedemment:
m
q = Z q,(t).N,(s,\0 (174)
j=l 'J J
Le systems (170), (171) et (172) peut s ecrire, sous forme matricielle, (Ie systeme comporte 3xn
Q
equations, mais comme precedemment pour N^ = N_. I'indice varie de 1 a m):
b-i
(S3
N3
lmmntmni"'"r-"1'1 !1!"'"r " • -jr—'i-
E
£
e=l
3(uN':) 9(vN*:) _ \L.2.^2
f^ I ^ ^ ^ I - /^{^+ :y - ^- "y} ^/N^e(un^)dC |(u
S " '- S u "h C
- VN^ sidsj{ve} + ygN^ ^1 dS {he} + YSN^
8Nl
dS|.<(a+
8x ~|'H-- Pg^e}
[/N^ds]-
w w
x
H
= 0
E
£
e=l
8 (uNT) 8 (vNT) ^/,2 , _~_2
[/BeiN!ds] ^ <ve>+ [/" NiN,ds] ^+ [- /N!{-^ + ^- - <^}
s s s
dS
(175)
+ yNW(uu^vn?dc]{ve} + [/8N^ ds] {h6} + [f^ ^ ds] .{(a + ^
[/N^eds]..
we w
H
== 0 (176)
^3
OJ
"ffl-iTr'
E
s
e=l
[/N^eds] ^{he} - [/HeN! S- ds]{ue} - [/HeN^ ^i ds]{ve}+ [y*N^e.(un^vn,)dc]{h<
+ NTNT.(un^+vn )dC | {(a-b)e} - | / T^VdS {(r-i)"} = 0 (177)
Les notations suivantes sont introduites:
AM £ AM = E | /NTNe
e=l~- e=l L./"1".!
dS
AK11
AK21
E _ E r r _ / 3(uN';) 3(vNT) _\/~2,_._2
= EAKlle- Z |- /Ne.^—^+—:^-gNev^^^dS
e:l~~" e=l L ^ "3 ' t 3X ' 3y °"i c\
e
E _ E r ^
Z AK21 = Z | / ^ NeNe dS
e:l~" e=l ij " "i"J
(178)
(179)
(180)
AK12 = - AK21
ho
•p-
:^ ,^,.,,,^,,^,,,,^.,.^,^.^.^,^,^^^,,,,.,,. n;
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AK13 =
E
Z AK13(
e=l
E
s
e=l
/.
3Ne
^ ^ds (181)
AK23 =
E
Z AK23(
e=l
E
s
e=l M
8Ne
9y
dS (182)
AK31 =
E r r^_ , 3Ne
AK31e = S 1-/ HeNe —3- dS
1~"" e=l L^ ~ "J 8X
(183)
AK32 =
E
Z AK32e =
e=l
E
s
e=l
9Ne
r'HeNe^
'j 9y
dS (184)
E
AF = Z AFC
e=l
= Z ^ NTNT. (un +vn^) dC (185)
Les equations (175), (176) et (177) s ecriront done plus simple-
men t:
AM d^ + (AK11+AF) . {u} - AK21.{v} + AKl3.{h} + AK13 .^^\pg
xw__w
+ AM{—^-}= 0
H
(186)
AM -d^z}- + AK21{u} + (AKll+AF).{v} + AK23.{h} + AK23.<fa+ -^-\ + AM
pg
xw w
H
= 0
(187)
AM -d^L}- - AK31{u} - AK32{v} + AF{h} + AF{(a-b)} - AM{r--i} = 0 (188)
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Les equations (186), (187) et (188) s'ecrivent encore:
AM 0 0
0 AM 0
0 0 AM
d
dt
u
v +
(AK11+AF) -AK21 AK13
AK21 (AK11+AF) AK23
AK31 AK32 AF
u
v
+
AM 00
0 AM 0
0 0 AM
ww
x
H
w w
H
-(r-i)
>+
AK13 0
0 AK23
0 0
0
0
AF
<
f ^
a.^'
pg
pg
(a-b)
^ ^
> = 0
(189)
ou encore sous forme de coordonnees generalisees, en posant
q =
AM
0
0
0
AM
0
0
0
AM
da
dt
+
(AK11+AF) -AK21 AK13
AK21 (AK11+AF) AK23
AK31 AK32 AF
AM 0 0
0 AM 0
0 0 AM
•\
w w
x
H
w__w
A^-
H
-(r-i)
> +
AK13 0 0
0 AK23 0
0 AF
<
r
p/
a+
p;
p,
a+
Pi
•<
0
g
0
g
(a-b)
<.
— >= 0
(190)
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Soit sous forme condensee:
Md^+ Kq + F=o (191)
L'equation (191) se presente sous la forme (124) et la solution
temporelle est donnee par 1'equation (129). Cependant, dans ce qui suit
nous etudierons les ecoulements a surface lib re a Ie tat de regime, 1 equa-
tion (190) se reduit done a:
CAKll+AF) -AK21 AK13
AK21 (AK11+AF) AK23
AK31 AK32 AF
q +
+
AM
0
0
AK13
0
0
0
AM
0
0
AK23
0
0
0
AM
0
0
AF
<
.
w__w
JL
H
w w
\
H
-(r-i)
- /
'
p^g
a.
p^g
(a-b)
>
> = 0 (192)
3.4.3 Transfert de chaleur
Lfapplication de la methode des elements finis a I*equation du
transfert de la chaleur est bien connue [MYERS, 1971]. Nous nous contente-
rons d'ecrire les equations avec les notations adoptees depuis Ie debut.
3.4.3.1 Mise sous forme integrale
L'equation du transfer! de chaleur, (equation 134, chapitre 2),
de vi en t:
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^{,c|l-,}.-/,,^(,^)^|l)i dS = 0 (193)
i=l,...,n
n indique toujours Ie nombre de sommets dans tout Ie domaine.
Le dernier terme a gauche de 1 egalite peut s ecrire:
^ ^ ffc^ ^ ^( K. € U dS = /'& (^k. ^ ) + ^ fN,k. ^^ ^ dS'i \ 8x \"x 8x ; ' 3y \ "y 8y /^ ~~ / (8x \~'i"x 9x ; ' 8y \"i"y 8y
8N, _ 3N
-^^^H^s (194)'x 3x 3x ' "y 3y 8y
s
L*equation (194) s'ecrit encore, par application du theoreme de
Green:
9/i. 8T\ , 9 ^. 8T\f _ /„ (_ ,. 8T , _ ,. 3T
'N_.. ^ — | k__ — I + —- I k__ — ] ^ = (f) N_.. <? n-,k__ ^— + n^,k__ — > dC'i' ) 8x \^x 3x^ ' 8y \""y By jj J"i' ^ "l^x Bx ' "2"y 3y
•8N, ,„ 8N,
^T^i.,. si^l^^^T+kyi7iT ^ds (195)
s
En reportant I'equation (195) dans 1'equation (193), on obtient:
3T ^\ , ,_ 9T ^i , ,. 8T 5Ni ) ^ AT / - i. 9T . _ ,. 3T
N_. | pC —z - Q j + k__ ^— -^— + k._ -^- -^—1 }» dS - (j) N,. . < n^k^ ^f:- + n^k_ -^-;=- ^ dC=0'i V" 5t ^/ ' "x 3x 8x ' '"y 8y 9y J "" J "i' ( "F'x 3x ' "2'~y 8y
s v ' c
(196)
i=l,...,n
L'integrale de contour fait apparaitre lrune ou lTautre des condi-
tions limites, (equations (136) et (137), chapitre 2). L'integrale de con-
tour s'ecrira pour 1'un et 1'autre cas, (frontieres C^ ou C^):
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-/Ni- {nlkx 1+ n2ky If} dc = /Ni 1 dc + ^.a(T-T^)dC (197)
L*equation (196) s'ecrit done:
k (.c ^ Q)+kxli^
9N,
+ ky i ^}ds + /'N-tqdc + i Nia(T-Ta)dc ={0}
i=l,...,n (198)
3.4.3.2 Notation d'elements finis
Si k et k sont maintenus constants sur Ie domaine, la fonction'X ^"- ^ >-'u"' "—— —.— -— — ^^^,
d'approximation de la temperature s'ecrit sur un element e:
m
Te = S Te(t) . Ne(s,\))
j=l J -3
(199)
L'equation (198) devient:
s pci i ^y.
»i ""U "i"J
dS 1 {Te} +
dt
9NT 8NT 3NT 9NT
kx^^T+ky^37"^ds. {Te}
faNTNTdc] {Te} - ^ /NTQdS^ + ^ ^ N^qdC ^ - ^ N^
c^ '-s_ ^ ^ c^ / (c.
aT dC} ={0} (200)
a
Introduisons la notation suivante
AM
E _ E
Z AMe = S ] /NTNe dS
e:l"~ ^lU"i"3
(201)
Lfequation (200) s'ecrit:
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E _ E
AK = Z AK = Z
e=l e=l
8Ne 9Ne 3Ne 9N8
k —1—1+ k —1—i
~x 8x 3x "y 9y 8y
dS (202)
AF =
E
Z AF
e=l
E
s
e=l
,aN8Ne dC (203)
{Bi}=.i{B?-^L/N^
e=l ^ e=l
dS (204)
{B2}
E
S {B^}
e=l
E
S <; (^ Ne q dC
e=i ».ri
'2
(205)
{B3}
E
Z {B^}
e=l
^ \ f^ei Ta dc
e=l
'3
(206)
{B} = - {B } +.{B^}- {B } (207)
pC AM ^ + (AK + AF) {T} + {B} ={0} (208)
L equation (208) etant principalement utilisee pour verifier les
integrales de contour, (ou les conditions aux limites),on retiendra la for-
me permanente de 1'equation (208) :
(AK + AF) {T} + {B} ={0} (209)
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CHAPITRE 4
TRAVAUX ANTERIEURS ET ORIENTATIONS
DE CETTE RECHERCHE
Dans ce chapitre, nous analyserons 1'etat de la recherche dans les
deux cas retenus plus haut soient, la dispersion d une nappe d'huile sur une
masse d'eau en mouvement et les equations de mouvement et de continuite de
1'eau pour un ecoulement peu prof and a surface libre. L'etude bibliographi-
que porte, dans les deux cas, sur 1'utilisation de la methode des elements
finis. D'autres methodes sent eventuellement citees mais sans faire I'ob-
jet d une description detaillee. A la fin de ce chapitre, Ie tat de la re-
cherche est discute et las orientations principales sont introduites.
Les equations de transfert de chaleur sont volontairement omises
de cette description. Ces equations ont ete etudiees intensivement pour
toutes sortes de conditions aux limites tant par des methodes de differences
finies que par des methodes d'elements finis, [MYERS, 1971], [ZIENKIEWICZ,
1971]. Les resultats obtenus, pour ces equations, a 1'aide de la methode des
elements finis sont tres bans; la distribution de la temperature au cours du
temps dans une lame de rotor refroidie en represente un exemple bien connu,
[ZIENKIEWICZ, 1970].
4.1 Dispersion de 1 huile
4.1.1 Etat de la recherche
Le probleme de la dispersion d'une nappe d'huile, tel que pose
dans Ie chapitre 2, a ete resolu analytiquement pour certains cas simples,
soit par exemple pour un ecoulement unidirectionnel et invariant, [JAMES,
1972]. Par centre, il ne semble pas que ce probleme ait ete traite tant par
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la methode des differences f^n^es q^ua par celle des elements fjtnis pour des
situations complexes. II est possible, toutefois, de noter une certaine
analogie entre ces equations, (equation (10), chapitre 2), et les equations
decrivant Ie transfert de masse dTune espece dans un milieu donne.
ADEY, [1973], traite Ie probleme d un solide dissous dans Ie cas
dTun estuaire. II fait 1'hypothese que Ie constituant donne est bien melan-
ge selon la profondeur de 1'eau, Cc^tte hypothese est realiste en raison de
la turbulence). ADEY ecrit son models dans trois dimensions et ce n'est
que lorsque la formulation de Galerkin est introduite qu'il fait 1'hypothese
d'une concentration constante dans la direction verticale. Les conditions
aux limites sont introduites en integrant par partie; elles reposent sur
I'hypothese implicite que la vitesse normale sur la paroi est nulle. Pour
1 integration sur Ie temps, ADEY utilise un schema lagrangien. II integre,
done, 1 equation de transfer! de masse sans tenir compte des termes de con-
vection. Une fcis la distribution due a la diffusion connue pour un inter-
valle de temps donne, il deplace la masse de fluide de chaque element avec
Ie profil connu des vitesses. Le maillage utilise est triangulaire.
DAILEY,[1973], etudie Ie meme probleme que ADEY mais en tenant
compte d'une seule direction. II fait done 1'hypothese d'un melange parfait
dans deux directions. L integration sur Ie temps est effectuee par diffe-
rences finies; les termes de convection sont estimes au milieu de 1 inter-
valle de temps.
BRUCH,[1975], propose une solution generale par la methode des
elements finis pour une equation differentielle partielle de type paraboli-
que a deux dimensions et du type de 1Tequation de transfert de masse. II
applique la meth.ode de Galerkin et utilise des elements finis sur Ie temps
et sur 1 espace. Les fonctions d interpolation sont, alors, de la forme
N(x,y,t). En integrant par partie, il introduit les conditions aux limites
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sans terme de convection,
Par atlleurs, GUYWN,I1970,1972] , NALLUSWAMIJ1972], ainsi que V
WANG,[1975], formulent des princtpes variationnels pour I'equation de trans- ,
fert de masse. Nous avons vu, cependant, dans les sections 3.3.2.1 et |_
r
3.3.2.2 que cette approche est de moins en mains utilisee et qu elle n est I
1°
pas consideree comme necessaire. |
4.1.2 Orientation de la recherche E
Le chapitre 1 d'introduction a montre 1'interet d'etudier la va- ^
riation d epaisseur et Ie deplacement d une nappe d'huile. La recherche
bibliographique indique, de plus, qu'nn tel probleme n'a pas encore re^u de ^
solution generate. Ce probleme reste, done, ouvert si lfon exclut certains
cas simples resolus analytiq-uement. Pour ce travail les objectifs suivants
ont etc fixes:
. La dispersion d'une nappe d'huile accidentelle sera etudiee nume-
riquement en trois dimensions en tenant compte des termes de convection et
I
de diffusion. La methode retenue est celle des elements finis. ;
p
. Dans la perspective de revaluation des impacts d une. nouvelle !
I
implantation portuaire, par exemple, il faudra 'etre en mesure de tenir comp- i
te de 1 effet d estacades provisoires ou permanentes.
. L huile devra Stre introduite sous la forme de perturbations
quelconques. En particulier, la rupture brutale d'un petrolier sera repre-
sentee par une impulsion de Dirac.
. Les conditions aux limites devront tenir compte des termes de
convection. Ces termes sont importants pour revaluation des estacades. La
paroi de ces demieres est, en effet, permeable a 1'eau et au vent mais im- j
permeable a 1'huile. Ceci a pour effet d'en trainer 1'huile a une certaine
vitesse jusqu a la paroi de 1'estacade.
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. Un deversement accjLdent&l sera eyalue au large de Rimouski dans
1'estuaire marttime du fl&uve St"Laurent,
4.2. Ecoulement peu profond a surface libre
L'etude de la dispersjton d'une nappe d'huile necessite de connai-
tre les vitesses de vent et de courant, (voir Ie chapitre 2). Si les vites-
ses de vents peuvent etre connues avec un certain realisme, celles de cou-
rant sont plus difficiles a evaluer particulierement pour des ecoulements
complexes tels les estuaires, (equations (120), (121) et (122), chapitre 2).
Par ailleurs, la methode des elements finis demande un effort de programma-
tion important qui, sTil est effectue avec precautions, presente 1'avantage
de pouvoir s'appliquer a d'autres problemes. Au debut de ce travail il pa-
raissait done interessant de resoudre egalement Ie probleme de 1 ecoulement
a surface libre pour un estuaire. Get effort devait s'effectuer independam-
ment du probleme de la dispersion d'une nappe d'huile. En effet, dans cette
premiere etape, nous preferons utiliser des resultats experimentaux pour
la vitesse du courant, etant limite par des difficultes materielles et logi-
cielles pour lfexploitation sur 1'ordinateur. Toutefois, Ie probleme de
1'ecoulement a surface libre a re^u depuis trois ans des developpements im-
portants et Ie but poursuivi a done evolue au cours de cette etude.
4.2.1 Etat de la recherche
L'etude bibliographique se limitera aux problemes d ecoulement a.
surface libre. Si la resolution des equations de Navier-Stokes retiendra
notre attention dans certains cas, nous etudierons, principalement, les
ecoulements non visqueux.
GROTKOP,[1973], est Ie premier a s'interesser a la resolution de
1 ecoulement hydrostatique a surface libre par la methode des elements finis.
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II applique la mettwde de GalerUn et ut;tlxse des elements fints sur Ie
temps et 1 espace de forme prismatique et il base triangulaire. II linearise
1'equation de continuite en utilisant, dans les termes non lineaires, la
valeur des variables au temps precedent. Les termes de convection non line-
aires des equations de mouvement sont estimes par une valeur moyenne sur
chaque element. Les conditions a-ux limites sont introduites localement par
changement du systeme dTaxe. II impose alors une vitesse normale nulle sur
les contours fermes du domaine. GROTKOP utilise son modele sur la mer du
Nord qu'il decoupe en 97 elements triangulaires. Les noeuds sont eloignes
les uns des autres d'une distance moyenne de 100 a 120 kilometres. L'auteur
tient compte des forces exercees par Ie vent ainsi que des forces de Corio-
lis. II part avec des conditions initiales quelconques et il integre Ie
modele jusqu'a ce que 1'effet des conditions initiales disparaissent; c'est-
a-dire lorsque 1 ecoulement montre un comportement periodique avec la maree.
GROTKOP note qu'il reproduit bien Ie comportement moyen dQ a la maree avec
un maillage assez grassier. II remarque-, pour fiair, que Ie modele ne pre-
sente pas d instabilite m&me lorsque 1 intervalle de temps est choisi tres
grand.
CONNOR, [1973], note, des 1'abord, Ie peu d'applications de la me-
thode des elements finis pour des equations de type hyperbolique. Cependant,
a plusieurs reprises, il modifie la nature de son systeme d equations par
1'adjonction d'un terme de viscosite du deuxieme ordre pour des raisons de
stabilite. Les problemes d instabilite disparaissent avec des coefficients
^
de viscosite de I'ordre de 10m /see. Dans plusieurs cas de geometrie sim-
pie, il conserve cependant la viscosite nulle. Enfin, dans son application
a la baie de Massachusetts, il neglige les termes de convection. CONNOR
souligne a la fin de son expose que lfaddition des termes de viscosite meri-
teraient une etude plus approfondie. Notons que 1'auteur utilise des
141
elements triangulaires aux contours georoetr^quea lineairas, Les conditions
aux limites sont introduites par appltcatton du theoreme de Green. L'inte-
gration sur Ie temps est effectuee soit par la methode de Runge-Kutta du
quatri§.me ordre soit par un schema predicteur-correcteur du troisieme ordre.
TAYLOR,[1975], utilise la meme approche generale que CONNOR. II
reprend dans cette publication deux publications precedentes, [TAYLOR, 1974a,
1974b], II met 1'accent principalement sur 1'integration dans Ie temps en
comparant trois schemas d'integration, (procedure d'Adams-Moulton, approxi-
mation trapezo^dale, element flni dans Ie temps). II deduit de cette compa-
raison que les deux dernieres methodes sont inconditionnellement stables.
Dans ces deux cas, cependant, les termes non lineaires etant conserves, la
solution repose sur la resolution dfun systeme non lineaire. La convergence
est acceleree a lfaide d'une methode de relaxation. Plusieurs exemples sont
effectues sur des canaux droits et un essai est accompli sur Ie mer du Nord.
L'auteur part, dans Ie dernier cas, de conditions initiales nulles et il
obtient une reproduction cyclique des resultats apres trois cycles d'integra-
tion. II note qu'il reproduit correctement les hauteurs d'eau dues a la ma-
ree dans la mer du Nord avec neuf elements rectangulaires a douze points.
L'auteur tient compte des forces de Coriolis mais il neglige 1 action du
vent. L interval Ie de temps choisi, dans ce cas, est de six minutes pour
1'approximation trapezof.dale. La superficie moyenne des elements rectangu-
laires est de deux mille kilometres carres environ. Notons, enfin, que
1'auteur utilise des elements rectangulaires a douze points, mais sans indi-
quer pourquoi il retient des elements aussi complexes.
BAKER,[1975] et ZELAZNY,[1975], presentent les equations de Navier-
Stokes a trois dimensions et, integrees selon une direction, a deux dimen-
sions pour decrire Ie comportement de lacs, de rivieres ou d'estuaires.
142 g
BAKER note. que les equations parabola,q[ues non l^neai.'res resultantes pre-
sentent des difficultes important&s dues anx conditions aux limites non re- ^
gulieres. II utilise la methode de Galerkin. Les conditions aux limites ,_
sont introduites par utilisatton du theoreme de Green. Les forces de Rey- I.
nolds sont determinees a 1Taide de modeles empiriques. Les essais effectues |
p
"
suggerent, d'apres 1'auteur, que les forces de Reynolds devraient etre |
approximees a 1'aide de modeles d'ordre plus eleve. Les elements utilises ^
sont triangulaires et 1'integration sur Ie temps est effectuee explicitement. ^
KEUNING,[1976], applique la methode des elements finis a un canal .;
droit trapezoSdal. Les equations sont simplifiees et ne tiennent compte que ^
de la variation debit-hauteur. Les integrales sont evaluees par la methode
de Simpson* L integration sur Ie temps est realisee a 1'aide d un schema
aux differences finies implicite. Les equations algebriques non lineaires
resultantes sont resolues par la methode de NewtonT-Raphson.
COOLEY,[1976], s^interesse au meme probleme que Keuning. L'auteur
utilise plusieurs schemas d integration sur Ie temps et il teste la methode
sur des canaux droits rectangulaires.
PARTRIDGE,[1976], etudie les equations des ecoulements a surface
libre a. deux dimensions. II utilise des elements triangulaires a six noeuds.
II compare I'utilisation d'integration implicite et explicite sur Ie temps.
II tests son modele sur des canaux droits rectangulaires. Les conditions
initiales sur Ie temps sont fixees arbitrairement a zero; Ie coefficient de
Chezy est augmente au depart pour attenuer plus rapidement 1 importance des
conditions initiales. Les termes de convection sont negliges mais 1'auteur
etablit qu'il faudrait en tenir compte si Ie fond du canal est irregulier.
4.2.2 Orientations de ce travail
L'etude bibliographique montre que 1'integration des equations
143
decrivant les ecoulements hydrostatiques a surface libre a ete realisee
avec un certain succes dans plusieurs cas. L'etude bibliographique est,
cependant, compliquee par Ie fait que les auteurs modifient frequemment la
nature des equations originales. BAKER,[1975], pour sa part, applique les
equations de Navier-Stakes de forme parabolique a ce type dTecoulement.
II semble, en effet, que les equations de Navier-Stokes ont ete integrees
sans difficultes par de nombreux auteurs, [TAYLOR, 1973], [TANNER, 1975],
[SMITH, 1975]. Cec.i semble confirme par CONNOR,[1973], lorsque, dans cer-
tains cas, il introduit un terme de viscosite pour rendre stables les
equations originales, (Ie systeme d'equations devient alors parabolique).
Pour leur part, GROTKOP,[1973], PARTRIDGE,[1976] et CONNOR,[1973], modifient
les equations en linearisant les termes de convection.
Par ailleurs, 1Tintegration sur Ie temps ne semble pas presenter
de difficultes. Elle est effectuee, en general, par des schemas aux dif-
ferences finies implicites ou explicites.
Rappelons, pour notre part, que cette partie du travail consis-
tait a integrer les equations de mouvement et de continuite sur 1'eau inde-
pendamment de 1 etude de la dispersion d une nappe d huile puisque nous
preferions, dans un premier temps, utiliser des donnees experimentales pour
la vitesse du courant. Suite aux travaux de GROTKOP,[1973], de CONNOR,
[1973] et surtout de TAYLOR,[1975], nous avons reoriente notre etude sur
1'ecoulement a surface libre dans les canaux, cet ecoulement pouvant faire
1'objet de verifications numeriques faciles, (section 2.2.5). Les articles
de KEUNING,[1976], COOLEY,[1976] et PARTRIDGE,[1976], montre que nous avons
reussi a nous placer rapidement a un niveau de recherche interessant.
Les orientations suivantes sont retenues:
. L integration des equations de mouvement et de continuite sur
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1'eau sera effectuee en conservant les termes de convection non lineaires
et la nature hyperbolique du systeme, ce qui n'a pas ete, nous venons de Ie
mentionner, retenu dans la majorite des cas.
. L'integration sera realisee a 1'etat de regime. Le passage a
1'etat transitoire ne semble pas, en effet, poser de difficultes.
. L'integration sera accomplie sur des canaux droits et des canaux
courbes.
. La pose des conditions aux limites sur les frontieres ouvertes,
(section 2.2.2.3), sera etudiee numeriquement.
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CHAPITRE 5
LE PROGRAMME ET LES PROBLEMES ASSOCIES
Dans ce chapitre, nous analyserons tour a tour quelques problemes
relies a la mise au point du programme. Nous etudierons, par la suite, la
structure meme du programme.
5.1 Integration sur un element
Les equations etudiees ont ete etablies au chapitre 2 par rapport
au systeme global de coordonnees cartesiennes. On obtient ainsi des syste-
mes d'equations algebriques non lineaires dont les coefficients sont des in-
tegrales de surface ou de contour a detenniner, (voir, par exemple, les
equations (147) a (151) du chapitre 3. L'appendice A indique les transfor-
mations a effectuer pour passer du systeme global x,y au systeme local s,v.
Par ailleurs, les elements isoparametriques sont tels qu une integration
analytique est impossible. II faut done choisir une methode d'integration
numerique, choix qui s effectue, en general, entre les formes de Newton-Cotes
et celles de Gauss. Les methodes utilisant les formes de Newton-Cotes sont
utilisees pour des supports egalement espaces et 1'erreur associee a 1 inte-
gration est d ordre m+l ou, au mienx, nrf-2 si Ie polyn6me d approximation est
d'ordre m, [LAPIDUS, 1962], [HILDEBRAND, 1974], [CAENAHAN, 1969]; ce type d'in-
tegration est particulierement interessant pour des fonctions obtenues expe-
rimentalement et pour des points egalement espaces. Par contre, les methodes
utilisant les formes de Gauss reposent sur Ie calcul de la fonction a integrer
en des points non regulierement espaces; elles sont particulieremeht utiles
lorsque, comme c'est ici Ie cas, la forme a integrer est connue analytiquement
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Pour une somme ponderee de m termes, on obtient une erreur d ordre 2m+l.
L integration de Gauss-Legendre est bien adaptee puisque 1'integration est
effectuee entre -I et +1 ce qui est Ie cas dans Ie systeme local pour les
elements isoparametriqu&s choisis. La plupart des auteurs utilisant des
elements isoparametrlques appliquent ces formules d'integration. COOK,
[1974], en decrifc 1Tapplication. L'integrale s ecrit:
I = / / f(s,v) ds dv ^ S Z {W..W, f(s,,\),)}
y-i j'-i ± .1 3-3 '1' J'
(D
i J
Les indices i et j varient de la 2 ou de la 3 selon que 1'on utilise 4
points ou 9 points de Gauss respectivement. Les points de Gauss et la pon-
deration apparaissent dans les tableaux 3 et 4
G =
Tableau 3
4 points de Gauss
0.5773502691896257645091488
x
-G
+G
+G
-G
y
-G
-G
+G
+G
w,
1
1
1
1
wj
1
1
1
1
Tableau 4
9 points de Gauss
G = .7745966692414833770358531
x
-G
0
+G
+G
+G
0
-G
-G
0
y
-G
0
+G
+G
+G
0
0
w,
i
5/9
8/9
5/9
5/9
5/9
8/9
5/9
5/9
8/9
w,
j
5/9
5/9
5/9
8/9
5/9
5/9
5/9
8/9
8/9
5.2 Resolution algebrique non-lineaire
Les equations de mouvement et de continuite sur 1 eau sont non
lineaires. L application de la methode des elements finis resulte en un
150
systeme algebrique non lineaire. Dans ce paragraphe nous analyserons dif-
ferentes methodes de resolution des equations algebriques non lineaires
avant d exposer la methode utilisee; nous 1 appliquerons par la suite au
systeme algebrique resultant de 1 ecoulement a surface lib re.
5.2.1 Les methodes de resolution
Soit Ie systeme d'equations algebriques non lineaires simultanees:
f = 0 (2),
ou fT = [f^, ... , f^].
Traditionnellement, la resolution algebrique du systeme d'equa-
tions non lineaires s'effectue par elimination, par substitution successive
ou encore par la methode de Newton-Raphson, [ZAGUSKIN, 1961].
L elimination ne peut s appliquer qu'a un petit nombre d equations
D autre part, les inconnues ne peuvent pas toujours s'exprimer en fonction
des autres inconnues du systeme selon Ie degre de non linearite.
La substitution successive revient a transformer Ie systeme d'equa"
tions initial pour Ie mettre sous la forme:
P(x) = x ,
T
ou x = [x-,, ... , x_] et ou P represente Ie systeme d equations transfor-
n
me. Les methodes de Jacobi ou de Gauss-Seidel peuvent alors etre utilisees
avec ou sans relaxation, [YOUNG, 1973], [ORTEGA, 1970]. L'application de
cette methode est limitee en raison de 1'importance du choix de 1 estime
initial sur la convergence [RALL, 1973].
La methode de Newton-Raphson est basee sur Ie developpement de
Taylor au premier ordre du systeme d'equations (2), on obtient:
fOd-Ax) = f(x) + JAx (3)
J represente la matrice jacobienne des derivees premieres:
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8f,
Jij - ^ w
T
Ax est Ie vecteur correction, Ax = [Ax.,, .. . , Ax_] .
n
Si Ie nouvel estime des inconnues x+Ax correspond au vecteur
solution, I*expression (3) devient:
Ax = -J~l.f(x) (5)
La determination analytique de la matrice jacobienne, qui ne
doit evidemment pas etre singuliere, pose parfois de serieuses difficultes.
Par ailleurs, 1'estime de depart joue un r61e important; la convergence du
deuxieme ordre n'est effective que dans Ie voisinage de la solution,
[POWELL, 1970a, 1970b], [JACOBY, 1972].
Plus recemment, la resolution de systeme d'equations algebriques
non Uneaires a ete per^ue comme un cas particulier d un probleme de minimi-
sation,[FLETCHER, 1970], [JACOBY, 1972], [LEMIEUX, 1972], [DENNIS, 1973].
Le probleme precedent, decrit par 1 equation (2), peut etre pose a nouveau
mais de maniere plus generate:
f == 0 (6)
T
avec; f" = ff^Cxp... , x^), ... , f^(x^, ... , x^)]
m ^ n
-T
La fonction F = f~f represente la somme des carres desresidus du
systeme d'equations original; une condition necessaire pour que Ie minimum
de la fonction objective F soit atteint est que:
VF= 2 JTf= 0 (7)
Dans Ie cas particulier ou m=n, et si la matrice jacobienne n est
pas singuliere, 1 equation (7) implique que Ie systeme d'equations algebri-
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ques non lineaires initial est verifie par Ie vecteur x qui minimise F. En
tenant compte de 1 equation (3), on aura au minimum, x + Ax :
2 JT.f(x+Ax) = 2(JTf(x) + JT JAx) =0 (8)
L?equation (8) s'ecrit encore:
J JAx = - JT.f (9)
L'equation (9) jette les bases d'une methode iterative appelee
methode des moindres carres generalises. Cette methode resulte frequem-
ment en de grandes oscillations avant d'obtenir Ie vecteur solution,
[JACOBY, 1972]. La methode de Levenberg-Marquardt, [JACOBY, 1972], outre-
passe, en partie, cette difficulte. L'equation (9) est alors transformee
en:
(JTJ + iJl)Ax = - JT.f (10)
ou p est un nombre positif arbitraire.
La methods de Newton-Raphson, celle des moindres carres generali-
ses ou celle de Levenberg-Marquardt, reposent sur un processus iteratif qui
peut s'ecrire:
k+1 k , , kx"' A = x^ + Ax^ (11)
Le processus iteratif peut egalement comporter une recherche Ie
long du vecteur de correction. La nouvelle approximation a Ie tape k+1
s'ecrit alors:
x""" = x"" + X""Ax^
Direction de descente, JACOBY, 1972
^
- Par definition, la correction Ax*v indique une direction de descente
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s'il existe un parametre \ positif tel que,
^ x e [o,x], FCx""-) = FCx" + XAx") < F(x") (13)
Si F(x) est differentiable, Ax represente une direction de des-
cente si:
F(xk+XAxk) - F(xk) _ dF(xk+^Axk)
X->o~
A=o
9F <__!<. , , 8F .-"k-
Ax7 + . .. + —— Ax"<0
_k ~"1 • -" • ^__k —n
8x',' " 8x"
'1 ~"n
Soit encore:
Urn r(A^k) - F(.k) , ^^^ ^ Q
^0+ x
(15)
Le terme a gauche de 1 inegalite represente, a un facteur pres, la derivee
^
directionelle de F dans la direction Ax appliquee au point x,^. Si 1 ine-
galite (15) est verifies, I'inegalite (13) Ie sera. JACOBY,[1972], montre
que 1'algorithme utilisant 1'equation (9) est tel que la correction Ax indi-
que toujours une direction de descente. II en va de meme pour la methode du
gradient pour laquelle la correction s ecrit:
Ax" = - VF(x") = - 2 J\f (16)
Pour toutes ces methodes, derivees de la minimisation des residus,
BROYDEN,[1970], propose 1'ecriture generalisee suivante:
k+1 k J<;,-k,kx"'^ = x" - H"f"Y
avec:
k .-1^ k .k
m^thode de Newton-Raphson : H. = (J ) et X = 1
methode du gradient H^ = (J")" et X" > 0
(17)
(18)
(19)
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methode de Levenberg-Marquardt : Hk = ( (JTJ) + p I)"l(JT)k et Xk=l,p \Q
(20)
POWELL, [1970b], definit, pour sa part, la correction a effectuer
par:
Axk = Cl-6)u + 6v 0 ^ 9 ^ 1 (21)
ou u et v representent respectivement les corrections obtenues par les
methodes du gradient et de Newton"Raphson.
5.2.2 Methode. utilisea
Pour les problemes d'optimisation, la methode de Newton represen-
te. un outil classique. Tres frequemment la matrice hessienne des derivees
secondes est corrigee pour rendre 1'algorithme convergent, c'est-a-dire pour
assurer une direction de descente au vecteur de correction. Cette trans-
formation consists a rendre la matrice hessienne definie positive, [MURRAY,
1972], [LEMIEUX, 1976]. Quant a la methode de Newton-Raphson, elle est
identique a la methode de Newton lorsque les fonctions f sont elles-memes
derivees d'une fonction (^(x_. , ... , x_) :
f = V<j) (22)
II est done interessant de savoir si Ie vecteur determine par la
methode de Newton-Raphson, (equation (5) ), indique toujours une direction
de descente, [LEMIEUX, 1972].
Les expressions (5) et (7) permettent d'ecrire 1'expression (15)
sous la forme:
[Ax]T.VF(x) = - [J .f]T.2JTf (23)
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Soit encore:
[Ax]T.VF(x) = - 2fT[JTFl.JTf = - 2fTf < 0 (24)
L'expression (24) est toujours negative, c'est dire que Ie vecteur
de correction donne par la methode de Newton-Raphson indique une direction
de descente. L'application du vecteur de correction peut, cependant, con-
duire a un nouvel estime qui depasse largement la correction souhaitee,
voire se rapproche et s eloigne indefiniment de la reponse. Pour palier
cette difficulte I'algorithme suivant est propose:
1. x estime initial, calcul de f(x), on pose k=0.
2. On pose a=l; k=k+l.
k --1
3. Calcul de la correction Ax" = - J ^f.
k+1 k . . k
4. Determination de x = x + aAx .
k+i „/ k<
5. Si F(x ) < F(x ), on va en 2. Dans Ie cas contraire, on va
en 6.
6. On pose a = a/2 , onva en 3.
La procedure est repetee jusqu a ce que la fonction F ne varie
plus ou jusqu'a ce que la norme du vecteur de correction devienne inferieu-
re a une valeur specifiee.
5.2.3 Application a 1 ecoulement a surface lib re
L equation (192) du chapitre 3 presente Ie systeme d equations
algebriques non lineaires a 1 etat de regime. L adjonction du terme transi-
toire ne presenterait aucune difficulte pour ce qui suit. L'equation (192)
peut s ecrire a nouveau:
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p_ i wjr.
f1 = [AKll+AF].{u}+[AK12] .{v}+[AK13].{h}+[AK13].{a + -^ }+[AM].^X -^-[ = 0
pg
(25) |
p f W W
f = [AK21].{u}+[AKll+AF].{v}+[AK23J.{h}+[AK23].{a + -9- }+[AM].^ -^-[-= 0 r-
pg - v n/ j
(26) |
t-,
@
f3 = [AK31].{u}+[AK32].{v}+[AF].{h}+[AF].{a-b}+[AM].{-(r-i)} = 0 (27) |
1 2 . »3^ .«. < ^ / ^ ^ . r
£'*', f et f ferment toujours un systeme de 3n equations a 3n inconnues, |-
I*application de la methode de Newton-Raphson conduit au systeme suivant: I
8f ^^k+l_^ _^ 8fl ^,k+l ^ ^ 8fl ^k+l_^ _ _^1^- {U—-U~} + ^- {V—-V"} + ^- W-h"} = -f (28)
8f ^k+1 ^ , 9f r^k+1 __k^ . 9f r^k+1 ^ _ ^2— {ulvl"-u""} + ^— {v^' -v^} + -^r- {h"""-h"'} = -f (29)
9f r^k+1 ,^ , 8f r..k+l __k^ , 9f r^k+1 ^ _ ^3^— {LT'^-iT} + — {vl"-'-v"} + ^- {h'v<"-h"} = -f (30)
On a, en negligeant les effets du vent:
^- = AK11 + AF + 1A^11 .{u} + ^ .{u} (31)
.2
^- = AK21 + -^A|^- .{v} + |^F .{v} (32)
|Jp=AK31+F-{H} c33)
8f _ AT^-IO L 3AK11 r.^ , 9AF^-=AK12+^^ .{u}+^-.{u} (34)
9f _ ^^ , ,„ , 9AK11 • r__i . 3AF •^-= AK11 +AF + ^j^ .{v} + ^- .{v}
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(35)
|—AK32+|f.{H} (36)
9f^ _ 3AK11
3h ~ 9h .{u} + AK13 (37)
3f 3AK11
8h - 8h .{v} + AK23 (38)
Bf _ ,„ . 8AK31 ,^ . 3AK32= AF + "T^"^" *{u} + w*^~ .
3h 9h 8h (39)
Introduisons Ie symbolisme suivant:
DA11DU =
9AK11
3u
8(N_.NJ _._2 N,N,
•{u}=IJ{-^?iu+^-^}ds
^\1.2^2ru~+v~
(40)
DA22DU = 8^11 .{v} =
8(N,N,) N,N,
^-.+^-^=} dS | (41)
LJS( ^ ' C2R^/~2-~2•
DA11DV = ^E3J- .{u} =
8v
9(N,N,) N,N,
jLLi-u+^m.-T—U"^2P dS
C'-^.2^2
r u-+v
(42)
DA22DV=^.{v}=
3v [/<-^3CNA) _2 N^.N,J_ ^ + ^1 -iX } as
/S^ v C"RV_2,__2
fu-+v~
(43)
DA31DH = 9^3^ .{u} = u-
3N,
-UN, —2- dS
'j 8x
(44)
DA32DH = ^32- .{v} = u 3N,- v N. —3- dS'j 9y. (45)
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DA33DU = MF .{H}
3u =[inlHNi
DA33DV = MI '.{H} =
3v
DAF1DU = MF '.{u} =
DAF1DV = j^F '.{u} =
DAF2DU = MF .{v} =
3u
DAF2DV = ^F .{v}
DA11DH = -^"- .{u}
N, dC
n H N N dC
n,u N,N, dC-1- "i"j "
n^u N,N, dC*2- "r'j
n.v N.N. dC'r "r'j
\£L/c
\£IVc
\£/c
[i^c
[in2VNiNj dC
(46)
(47)
(48)
(49)
(50)
(51)
(52)
DA22DH -iHyl .{v} (53)
Les expressions (52) et (53) ne sont pas facilement derivables par
2_
rapport a h en raison du terme C~R^ ou:
1/6
c =
Rh
n
(54)
et:
Rh= (55)
Dans ce cas, nous avons fait 1'hypothese que les termes DA11DH et
DA22DH sont negligeables et ils sont poses egaux a 0.
Dans Ie cas plus simple ou R^ = a+h-b, la derivee est determinee
analytiquement, on obtient alors:
BM1DH = 3A^1 •{u}--^^^^ds] ^8h
DA22DH = 8AK^1- •{v}-4[^n2^v2NiVS]
En utilisant les expressions (40) a (53) ainsi que les expressions (31) a (39), puis en les
reportant dans les expressions (28) a (30), on trouve, (en negligeant les effets du vent):
[AK11+AF+DA11DU+DAF1DU] .{ u"" ^}+[AK12+DAllDV+DAFlDV] .{vlvl-l"}+[AK13+DAHDH] .{h'vl""} ==
[DA11DU+DAF1DU] .{uk}+[DAllDV+DAFlDV].{vk}+DAllDH.{hk}- AK13.{a 4- -CL } (58)
pg
[AK21+DA22DU+DAF2DU] .{u"' -1-}+[AK11+AF+DA22DV+DAF2DV] .{v1" '"}+[AK23+DA22DH] .{hlvl "} =
[DA22DTH-DAF2DU].{u }+[DA22DV+DAF2DV] .{vk} +DA22DH.{hk}- AK23.{a + -°- } (59)
pg
[AK31+DA33DU]. {uk+l}+[AK32+DA33DV] . {vk+l}+[AF+DA31DH+DA32DH] . {hk+l}=
[DA33DU].{uk}+DA33DV.{v }+[DA31DH+DA32DH].{hk} - AF.{a-b} - AM.{-(r-i)} (60)
Ln
<£>
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Remarque: ^
Les equations de mouvement et de continuite sur 1'eau etant non f
lineaires, la formulation de base des equations n est pas unique. Par ex- I-
emple, lfequation (177) du chapitre 3, en se pla^ant a 1'etat de regime et ^
BN
en negligeant pluie et infiltration, pourrait etre factorisee sous la forme: 1^
8N, 8N,
.{H} - 0 (61)!u —— + v —34N, dS + i N,N,(un-,+vnJ dC/gF 8x ' ' 8y J "j "~ ' ^ "r'j"'"r'"2^
On voit que cette formulation conduirait a une solution triviale pour H,
qu on ne saurait accepter par consideration physique.
5.3 Resolution algebrique lineaire
II existe de nombreuses techniques pour la solution dfun systeme
dr equations algebriques lineaires simultanees, '[SEQUI, 1973], [MEYER, 1973,
1975J. La methode des elements finis appliquee aux structures a joue un
role important dans Ie developpement de ces techniques pour des systemes de
grande taille. La distinction entre les methodes sont d'ordre pratique,
(occupation memoire, temps de calcul, etc...), ou d ordre mathematique»
(elimination de Gauss, methodes iteratives, etc...). Par exemple, on distin-
gue frequemment les methodes utilisant exclusivement la memoire inteme de
1'ordinateur directement accessible des methodes qui font appel a des memoi-
res extemes d'acces rapide tels les disques. Pour notre part, nous avons
choisi dans ce travail de nous en tenir au premier type de methodes, c est-
a-dire celles n'utilisant pas de memoires externes.
Jusqu'a present, la grande major!te des techniques utilisees font
l?hypothese de systemes symetriques. Ceci n est pas Ie cas pour notre tra-
vail. Par ailleurs, Ie systems a resoudre a une structure de bande et est
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de nature eparse. TEWARSON,{1973], fournit une etude tres complete des
methodes de resolution de tels systemes. SEQUI,[1973], fait la comparaison
entre un grand nombre de sous-routines de resolution ecrites en Fortran.
La methode de KEY,[1973], retient particulierement 1'attention puisqu'elle
donne d'excellents resultats pour 1'exemple servant de test a SEQUI,[1973],
et parce qu'elle necessite peu de place en memoire. L'algorithme est base
sur la methode de Gauss-Jordan»ce qui permet de conserver la nature Sparse
du systeme au cours de I*elimination, (par opposition a la methode de Gauss
qui necessite mains d'operations mais qui requiert plus d'espace-memoire).
Cette methode, en raison des techniques de compression utilisees, permet
d'occuper peu d'espace et done de travailler a 1'aide de la memoire interne
uniquement.
5.4 S true ture du p ro gramme
Nous avons essaye de donner une structure modulaire a notre pro-
gramme. Pour changer Ie systeme dTequations differentielles partielles a
integrer, il suffit de modifier quelques lignes de la sous-routine d'inte-
gration sur chaque element, (sous-routine MATR), et la sous-routine d'en tree
des donnees, (sous-routine DONNEE). Le nombre d'equations differentielles
partielles importe peu et un seul parametre doit etre modifie pour obtenir
une solution transitoire ou une solution a 1'etat de regime. La figure 5-1
indique 1 organisation generate du programme avec ses differentes sous-rou-
tines et leurs relations. Nous donnerons dans ce qui suit, une breve des-
cription des sous-routines et fonctions utilisees.
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Programme principal
II appelle les sous-
routines ISOPAR et TEMPS
3:
Sous-routine ISOPAR
Calculs preliminaires a
1 integration de Gauss
Sous-routine TEMPS
-Elle decide de la convergence pour
la resolution lineaire.
-Elle regit, si necessaire, 1'inte-
gration sur Ie temps, (elle modifie,
par exemple. Ie pas dfintegration).
r^
STOP
/
\
M
\
Sous-routine ASSEMB
-Elle appelle la sous-routine d'inte-
gration MATR.
•Elle realise 1 assemblage des divers
elements.
-Elle pose les conditions frontieres
rigides.
-El Ie normalise chaque equation en
divisant par 1 element Ie plus grand
de la ligne
-Elle retourne Ie systeme matriciel
global.
Sous-routine MATR
-Elle etablit Ie changement de
coordonnees.
-Elle evalue les derivees par
rapport au systeme d axe globale
dans Ie systeme local.
-Elle integre les integrales de
surface et de contour
-Elle retourne Ie systeme matriciel
pour 1 element considere.
-Elle appelle la fonction RH.
Sous-routine DONNEE
-Elle fait la lecture des
donnees relatives a la me -
thode des elements finis
ainsi que des donnees spe-
cifiques du probleme traite
-Elle modifie certaines va-
leurs, si necessaire, a.
chaque intervalle de temps.
Sous-routine R&SOU
-Elle appelle la sous-routine
d'assemblage ASSEMB.
-Elle appelle la sous-routine
de resolution algebrique
SIMULT
-Elle appelle la fonction cal-
culant Ie residu pour une
valeur de a donnee.
La fonction a deux entrees
ERR et ER.
-Elle transmet Ie nouvel
es time a TEMPS
~*~
Fonction
Calcul de I'erreur
J
^
k
r
Sous-routine SIMULT
-Elle resoud Ie systeme
JAx = - f
-Elle retoume la solu-
tion a RESOU
Fonction RH
Calcul
du rayon
hydraulique
Figure 5-1
Organisation Generale du programme
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Sous-routine ISOPAR
Cette sous-routine effectue des Ie debut de 1'execution du pro- '
graimne, et une fois pour toutes, les calculs preliminaires a 1'integration !
de Gauss. Elle etablit en particulier les fonctions d'interpolation, ainsi E
i
que leurs derivees, aux points de Gauss. Les valeurs calculees sont trans- p
mises a la sous-routine d'integration a 1'aide d'un bloc common . Plu-
sieurs sous-routines de ce type sont disponibles selon Ie type de 1'element
et Ie nombre de points de Gauss. Le bloc common est, alors, modifie en
consequence dans tout Ie programme.
Sous-routine TEMPS
Cette sous-routine va lire les donnees pour chaque intervalle de
temps. Elle appelle la sous-routine RESOU qui lui transmet Ie nouvel esti-
me au temps t fixe. Elle effectue un test de convergence sur la norme du
vecteur correction lorsque Ie systeme algebrique est non-lineaire. Si la
convergence est accomplie, ou si Ie systeme est lineaire. Ie temps est incre-
mente d'une valeur At. S'il s'agit d'un probleme a 1'etat de regime la va-
leur finale obtenue apres convergence est indiquee.
Sous-routine DONNEE
Cette sous-routine permet d obtenir, au depart, toute 1'informa-
tion necessaire au bon fonctionnement du programme, (informations sur Ie
maillage, parametres connus des equations differentielles a integrer, etc...)
A chaque intervalle de temps, elle modifie les parametres dependants du
temps s'il en est. Pour un probleme a 1 etat de regime la sous-routine
DONNEE n'est executee qu une seule fois.
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Sous-routine RESOU
C'est cette sous-routine qui determine Ie nouvel estime de la so-
lution au temps t. En premier, elle appelle la sous-routine ASSEMB pour
effectuer lfintegration sur chaque element et I'assemblage. Elle appelle,
par la suite, la sous-routine de resolution algebrique SIMULT. Le vecteur
correction Ax ainsi obtenu est multiplie par Ie coefficient a egal a 1.
Si necessaire, ce coefficient a est alors modifie, (a=a/2), pour que Ie
nouvel estime au temps t entralne des residus plus faibles qu'a 1'iteration
precedents.
Fonction ERR
Cette fonction fournit la somme des carres des residus. Elle
possede deux entrees, (ER et ERR.), selon que 1 assemblage a deja ete effec-
tue ou non avec Ie nouvel estime. La somme des carres des residus est nor-
malisee en divisant par Ie nombre de degres de liberte du systeme etudie.
Sous-routine ASSEMB
Cette sous-routine initialise a zero Ie systeme matriciel cherche
avant d'appeler la sous-routine d'integration pour chaque element du domai-
ne. La matrice du systeme a resoudre est alors assemblee, element par ele-
ment, sous forme comprimee selon la technique de KEY,[1973]. Les indices
des colonnes sont places par ordre croissant. Par la suite, les conditions
aux limites rigides, de type de Dirichlet, sont introduites selon la metho-
de expliquee a la section 3.3.6.2. Pour finir Ie systeme d'equations est
normalisee en divisant chaque equation du systeme par Ie coefficient Ie plus
grand de la ligne. Le systems matriciel global est alors transmis par
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1'intermediaire d'un bloc common a la sous-routine RESOU.
Sous-routine MATR
C'est Ie coeur du programme. Gette sous-routine effectue 1'inte-
gration sur chaque element. Les derivees des fonctions d'interpolation ex-
primees dans Ie systeme d'axes global sont estimees dans Ie systeme d'axes
local. La correction pour passer d'un element de surface dans Ie systeme
global a un element de surface dans Ie systeme local est evalue dans Ie
meme temps. Les sous-matrices du systeme, voir par exemple les equations
(40) a (53) de ce chapitre, sont initialisees a zero. La somme ponderee
de chaque sous-matrice est alors effectuee aux differents points de Gauss
de 1 element pour les integrales de surface. Le meme processus s applique
aux integrales de contour pour les points de Gauss du contour. Les sous-
matrices sont alors assemblees sur 1 element. Le sous-systeme ainsi obtenu
sur 1'element est alors retoume a la sous-routine d'assemblage ASSEMB. Un
simple parametre doit etre specific pour integrer Ie systeme dans Ie temps
ou pour Ie resoudre a 1'etat de regime.
Fonction RH
Cette fonction permet de calculer Ie ray on hydraulique. Celui-ci
est soit pose egal a la hauteur d'eau au point considere ou est evalue a
partir de la definition du rayon hydraulique sur une section. Dans ce der-
nier cas Ie perimetre mouille est approxime par des segments de droites en-
tre chaque noeud de la section consideree.
Remarques:
- La sous-routine SIMULT est decrite par KEY, [1973].
166
- Le programme a etc implante sur 1'ordinateur IBM 360/65 du
Centre de Calcul de 1'Universite de Sherbroofce. Dans tous les exemples
retenus, nous nous sommes limites a I'utilisation de 300K d'espace memoire.
- Les calculs sent effectues en double precision.
/
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CHAPITRE 6
PRESENTATION ET DISCUSSION
DES RESULTATS
6.1 Verification du programme
L integration numerique. Ie calcul des integrales de contour,
1 assemblage, la pose des conditions aux limites rigides sont autant d ele-
ments difficiles a mettre en oeuvre. L'integration dans Ie systeme d'axes
local (s,\;) rendait mal aisee la verification du programme bloc par bloc.
C'est la raison pour laquelle cette premiere partie traite de plusieurs pro-
blemes en transmission de chaleur dont la solution est connue, (analytique-
ment ou numeriquement).
Dans un premier temps nous etudierons Ie transfert de chaleur dans
une plaque sounase sur une de ses faces a des pertes par convection, (la tem-
perature ambiante est de 0 ).
Une autre face contigu^ est ex-
posee a une temperature de
100 C. Les deux autres aretes
sont bien isolees, (voir la
figure 6-1). Les points nume-
rates de 1 a 9 indiquent les
points ou la verification est
2^
1
(///////////^////////////^
•
5 8
0
11
H
CS4
+
E-l| X
C0| C-D
T = 100°C
Figure 6-1
Conduct!on dans une plaque
effectuee. La solution analy-
tique est determinee a 1 aide
des equations (142) et (143)
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//////////////^ ////////////»
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II
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Hi X
cr>|<ro
T = 100°C T = 100°C
Figure 6-2 Figure 6-3
n=9i E=4; n^=4; n =4 n=9; E=4; n^=4; n^=9
^7///^ //y//^/////^///^/^
} 0II
^ H
c^
+
^\x
® colco
^////// //^///// //^////^/^
^-
0.4m
0.3m
0.2m
^0.1m
A —<»
4 —^
•—A
0
11
H
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4-
Hi ^
<ro| CD
T = 100°C T = 100°C
Figure 6-4 Figure 6-5
n=25; E=16; n^=4; n =4 n=25; E=16; n^=4; n^=4
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Figure 6-6
n=10; E=6; n^=4; n^=4
Figure 6-7
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Figure 6-8
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Figure 6-9
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du chapitre 2. La plaque est carree et a un metre de c8te. Le tableau 5
indique Ie resume de ces essais. Les differents types de maillage utilises
apparaissent dans les figures 6-2 a 6-9. Le symbolisme suivant est adopte:
n nombre de noeuds du maillage,
E nombre d elements du maillage,
n-p nombre de points par element,
n^, nombre de points de Gauss pour I*integration numerique.
<- indique que la valeur de la temperature n'est pas determinee
numeriquement en ce point.
Les noeuds du maillage apparaissent claireTnent sur les figures.
Les quelques remarques suivantes peuvent etre deduites des re-
sultats:
- Les temperatures obtenues numeriquement sent proches des valeurs
determinees analytiquement meme si Ie maillage utilise est grassier.
- Les solutions obtenues sont d'autant meilleures que Ie maillage
est plus raffine. II en va de meme lorsque Ie nombre de points par element
est augmente.
- Les figures 6-5 et 6-6- font apparattre 1'utilisation d elements
de forme variable. En particulier, la figure 6-6 montre des quadrilateres
quelconques qui sont meme reduits dans certains cas a de simples triangles.
- Les resultats obtenus suggerent que quatre points de Gauss sont
suffisants pour I*integration sur des elements a quatre points ou a huit
points. Ceci n est pas etonnant puisque les fonctions d'interpolation sont
au maximum d ordre 3 pour des elements a huit points; I'utilisation de deux
points de Gauss, en integrant dans une direction seulement, conduit a un
resultat exact pour un polyn8me d ordre 3. Par contre, les fonctions d in-
terpolation pour des elements a neuf points sont d'ordre plus eleve. Des
Tableau 5
Resultats compares du transfert de chaleur dans une plaque
Type de maillage
Figure 6-2
Figure 6-3
Figure 6-4
Figure 6-5
Figure 6-6
Figure 6-7
Figure 6-8
Figure 6-9
n
9
9
25
25
10
21
9
25
E
4
4
16
16
6
4
1
4
nE
4
4
4
4
4
8
9
9
nG
4
9
4
4
4
4
9
9
Solution Analytique
1
72.3
72.3
71.1
71.2
69.3
70.7
71.8
70.7
70.7
2
80.3
80.3
79.4
80.8
79.2
78.2
79.0
79.0
3
100.0
100.0
100.0
100.0
100.0
100.0
100.0
100.0
100.0
4
61.6
61.6
62.1
63.2
62.5
61.1
62.1
62.0
5
73.5
73.5
72.0
70.3
72.1
71.7
71.6
6
100.0
100.0
100.0
100.0
100.0
100.0
100.0
100.0
7
34.8
34.8
35.0
34.9
32.5
36.4
39.8
35.4
35.2
8 ,
39.2
39.2
42.7
42.1
42.5
41.1
44.1
43.0
9
100.0
100.0
100.0
100.0
100.0
100.0
100.0
100.0
100.0
t-1
-^J
(jj
•""'r"'"i •-'"'"'n'*"""B""mi'BnrT !T[""r"r""'"-" Tn—nrrR;
Tableau 6
Resultats compares Kreith-Elements finis
174
numero
du point
1
2
3
4
5
6
7
8
9
Temperature
Kreith
22.2
56.3
93.7
21.4
54.6
93.2
4.7
29.6
87.6
°F
Elements
finis
22.4
57.0
93.8
21.7
55.2
93.2
3.7
27.8
84.1
-^
2 Pi.
^///'A
2 3|
^///A
T,=100°F
h, =12
Btu
hr.pi2.°F
F'4
p<
I^I^
t^
1 pi
T_ = 0°F
0
h_ = 3
0
Btu
hr.pi20F
Figure 6-10
Probleme de Kreith - Conduit de cheminee
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essais effectues avec quatre points de Gauss pour des elements a neuf points
conduisent a des approximations beaucoup mains satisfaisantes. u
- De nombreux essais ont ete effectues dont un grand nombre n'ont ,-
pas ete mentionnes. La plupart avaient pour but de s'assurer que les re-
sultats obtenus etaient independants du systeme dTaxe global choisi au de- |
jg
p rt. |
Un autre type d'essai. a ete effectue. Ce probleme est emprimte a ^
KREITH,[1965], (p. 109). La figure 6-10 represente Ie quart de la ma^onne- -
rie d'une cheminee. La temperature des gaz de cheminee est de 100°F avec .
un coefficient de transfert de chaleur par convection de 12 —^-^ —— . La i
hr-pi"-°F .
temperature exterieure est de 0°F, Ie coefficient de transfert de chaleur
est de 3 —:1~=^ —— . Le gradient de temperature, par symetrie, est nul sur
hr-pi"-°F
les faces coupees. Le coefficient de conduction est estime a 1 , _,~"7 o.
hr-pi-UF ;
Les resultats apparaissent au tableau 6 et montrent une bonne similitude
entre les deux methodes. KREITH a obtenu ses resultats par une methode de
relaxation et un schema aux differences finies. II est, done, difficile de
pousser plus loin la comparaison, les deux methodes de resolution etant
numeriques.
6,2 Ecoulement a surface libre
Dans ce paragraphe, la resolution des equations a surface libre
est testee pour divers types d'ecoulement. Tous les canaux etudies ont la
mSme pente positive, (3=0.001), et Ie regime considere est de type fluvial.
Le coefficient de Manning est dans tous les cas de 0.02 et la largeur des
canaux etudies est de 2 metres. Deux approximations interviennent pour Ie |
rayon hydraulique. L approximation hydraulique consiste a effectuer Ie ]
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quotient de 1 aire de la secti.on consideree sur Ie perimetre mouille.
L'approximation par la hauteur d'eau consiste a poser R^ = a+h-b = H.
Dans une premiere partie, plusieurs types de conditions aux limites sont
testees. Par la suite les deux types d'approximation sur Ie rayon hydrau-
lique sont compares. Enfin 1Tintegration des equations est appliquee a
des canaux courbes.
6.2.1 Repartition des conditions aux limites
Nous avons vu, (section 2.2.1), que deux types de conditions aux
limites prevalent. Les frontieres fixes sont directement prises en compte
par les equations. Par centre, sur les frontieres ouvertes, il faut spe-
cifier, en general, la vitesse normale V , la hauteur H , voire les
deux parametres, (voir, par example, section 2.2.2.3 ou [GROTKOP, 1973]).
Les figures 6-11 a 6-19 illustrent les exemples retenus. L'integration nu-
merique servant de base a la comparaison est effectuee par la methode de
Runge-Kutta-Merson, (voir la section 2.2.5); les verifications s'appliquent
uniquement aux canaux droits. Les resultats obtenus par la methode de
Runge-Kutta-Merson peuvent etre consideres comme exacts pour Ie nombre de
chiffres significatifs retenus. Les tableaux 7 et 8 font etat des resultats
sur la vitesse u et sur la hauteur H. Les vitesses v obtenues selon 1'axe
y par la methode des elements finis sont toutes inferieures a 10 m/sec. et
n'ont done pas ete reportees, etant considerees comme nulles. Tous les ex-
emples cites dans cette section utilisent I*approximation hydraulique sur
Le canal a une longueur totale de 1500 metres. Les numeros indiques
sur les figures 6-11 a 6-19 montrent les sections ou s'effectuent les com-
paraisons. Les elements utilises sent des elements a quatre points.
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^//////////////////^
'r7//////////////W/'
Figure 6-11
Conditions limites
amont. Un element
a quatre points.
//////////////////
-//////////// '///^
Figure 6-12
Conditions limites
partagees. Un ele-
ment a quatre points
1 . 5
^//////////////^
"//////7Y/^/7//
Figure (p-13
Conditions limites
aval. Un element
a quatre points.
u
v
h
1 ........ 3, 5
^///y//^///// ^
%///////A ///////
^//////^
y//////
y//////.
'//////// "/////// T7///7///
Figure 6-14
Conditions limites
amont. Deux ele-
ments a quatre points.
Figure 6-15
Conditions limites
partagees. Deux ele-
ments a quatre points
Figure 6-16
Conditions limites
aval. Deux elements
a quatre points.
12345
^^/^///^^
^r/^//,/p///^/^^
12345
^^^^,9
^'//7T///
12345
^/^//^/^^
^/^///^//^^
u
v
h
Figure 6-17
Conditions limites
amont. Quatre ele-
ments a quatre points.
Figure 6-18
Conditions limites
partagees. Quatre
elements a quatre
points.
Figure 6-19
Conditions limites
aval. Quatre elements
a quatre points.
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Tableau 7
Resultats compares sur la composante u de la vitesse
u
Figure 6-11
Figure 6-12
Figure 6-13
Figure 6-14
Figure 6-15
Figure 6-16
Figure 6-17
Figure 6-18
Figure 6-19
Runge-Kutta-Merson
1
0.400
0.405
0.400
0.400
0.401
0.400
0.400
0.400
0.400
2
0.408
0.409
0.410
0.411
3
0.415
0.418
0.423
0.423
0.423
0.424
0.424
4
0.438
0.439
0.441
0.441
5
0.481
0.466
0.458
0.461
0.466
0.463
0.465
0.466
0.466
Tableau 8
Resultats compares sur la hauteur d'eau H
H
Figure 6-11
Figure 6-12
Figure 6-13
Figure 6-14
Figure 6-15
Figure 6-16
Figure 6-17
Figure 6-18
Figure 6-19
Runge-Kut ta-Mers on
1
1.044
0.995
1.000
0.992
0.999
1.000
0.998
1.000
1.000
2
0.978
0.975
0.974
0.974
3
0.958
0.949
0.945
0.943
0.942
0.944
0.944
4
0.911
0.908
0.906
0.906
5
0.858
0.858
0.871
0.858
0.858
0.863
0.858
0.858
0.858
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Les constatations suivant&s peuvent etre effectuees;
- Le premier cas traite ne converge pas, (fig. 6-11). L'approxi-
mation d'une iteration a 1'autre se rapproche et s'eloigne constamment de
la solution. II faut, cependant, noter que dans ce cas la methode de New-
ton-Raphson etait utilisee sans les artifices dont nous avons parle au cha-
pitre 5 pour forcer la convergence. Par ailleurs, la matrice jacobienne
est approximee puisque certains termes, (ceux contenant R^), sont conside-
res comme constants au cours de la derivation, (voir la section 5.2.3).
- Tous les autres exemples convergent. La position des conditions
aux limites semblent jouer faiblement sur la precision finale. Les meil-
leurs resultats, dans tous les cas, sont obtenus en pla^ant les trois con-
ditions limites &n aval. Dans ce dernier cas, les integrales de contour
sont evaluees sur la frontiere ouverte en amont.
- La precision augmente avec Ie nombre d*elements. Avec quatre
elements, la precision obtenue est excellente et ce, pour tous les cas de
conditions aux limites.
6,2.2 Approximation du rayon hydraulique
La figure 6-20 presente I'essai sur lequel on applique tour a tour
les deux approximations du ray on
hydraulique. Les conditions limi-
(//^//^/////^
u tes sont placees en aval. Les ca-
v
h racteristiques du canal sont iden-
^///W//^/////////? tiques au cas precedent exceptee
Figure 6-20 la longueur qui est cette fois de
Element a huit points 3500 metres.
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Tableau 9
Resultats compares sur la composante u de la vitesse
u
approximation
hydraulique
- R^=H
approximation
hydraulique
Runge-Kutta-Mers on
0
0
0
1
.407
.512
.400
0.
0.
0.
2
455
537
441
0
0
0
3
.600
.600
.600
Tableau 10
Resultats compares sur la hauteur d'eau H
H
approximation
hydraulique
Rh°H
approximation
hydraulique
Runge-Kut ta-Mers on
1
0
1
1
.205
.933
.189
1
0
1
2
.083
.891
.078
0
0
0
3
.792
.792
.792
Les resultats obtenus sur les canaux droits laissaient entrevoir
des perspectives interessantes sur les ecoulements non visqueux a surface
libre. Cependant, des difficultes serieuses sont apparues dans Ie cas d'e-
coulement dans des canaux courbes. Sans diverger, les estimes successifs
ne se rapprochaient pas d'une solution acceptable. Par ailleurs, la somme
des carres des residus restait elevee apres quelques iterations. L appro-
ximation de la hauteur d'eau pour Ie rayon hydraulique permettait d'ecarter
la resolution non lineaire comme etant la cause de ces difficultes. Deux
autres raisons sont apparues comme etant essentielles pour la comprehension
du probleme, il s'agit de la nature hyperbolique du systeme a resoudre et
ps
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Les comparaisons sont toujours effectuees a 1Taide de 1'integra-
tion de Runge-Kutta-Merson qui utilise 1 approximation hydraulique sur R^. V
Les tableaux 9 et 10 indiquent les resultats. ^
Les differences obtenues pour les deux types d'approximation sont |_
assez importantes. En fait, 1 approximation du rayon hydraulique par la fi
hauteur d'eau est assez grossiere dans ce cas. Elle s appliquerait beau-
coup mieux a un estuaire, par exemple, (la largeur est alors beaucoup plus
grande que la hauteur d eau). L'utilisation de 1Tapproximation de la hau-
teur d'eau pour Ie rayon hydraulique est importante car, dans ce cas, la
matrice jacobienne est evaluee correctement et la convergence est, alors,
assuree, (voir Ie paragraphe 5,2). Ce type d'approximation peut done ser-
vir pour obtenir un premier estime de la solution. Le fait que la conver-
gence soit assuree est important, car si certaines difficultes apparais-
saient, 1'uti.lisation du rayon hydraulique egal a la hauteur d'eau permet
de ne pas imputer ces difficultes a la resolution algebrique non lineaire.
6.2.3 Canaux courbes
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des ecoulements secondaires de type spiro'i.danx.
a) hyperbolicite du systems
Le probleme de 1'ecoulement a surface libre est regi par un syste-
me d'equations differentielles totalement hyperboliques, (voir la section
3.1.2). Ce type de probleme se caracterise, en fait, par la possibilite
d'obtenir une solution qui n'est pas analytique, [SOMMERFELD, 1964], [GARABE-
DIAN, 1964]. En particulier, une discontinuite geometrique a la frontiere se
propage dans Ie domaine entier. Ceci SToppose particulierement aux equations
differentielles partielles de type elliptique qui possedent toujours une so-
lution analytique. Dans ce cas les discontinuites a la frontiere ne se pro-
pagent pas a 1 interieur du domaine considere. La nature hyperbolique des
equations regissant 1 ecoulement a surface libre se retrouve facilement dans
des exemples simples. En effet, les elements droits a quatre points, (figu-
re 6-21), ne permettent pas de representer correctement un canal courbe; les
doubles tangentes aux points A et
B constituent une discontinuite
inacceptable pour la solution du
probleme, et cela, meme si I*angle
$ que fait Ie canal est de 1 ordre
de quelques degres. II s agit
bien dfune discontinuite pour Ie
probleme aux points A et B puisque
les conditions aux limites impo-
//////// /
^T77-/ —i,7
Figure 6-21
Canal courbe represente par
des elements drolts
sent une vltesse normale nulle en tout point des frontieres fermees. ' Dans
les exemples retenus par la suite nous utiliserons done des elements courbes.
Toutefois, meme dans ce cas, les difficultes subsistent. II faut, alors,
assurer la continuite des tangentes sur les contours inter-elements.
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LTappendice A expose comment appliquer cette nouvelle contrainte sur Ie
systems dTaxe (s,\)).
b) ecoulements secondaires
Les canaux tournants sont caracterises souvent par des ecoulements
secondaires de type spiroSdaux [CHOW, 1959]. La figure 6-22 indique un tel
phenomene projetc sur une section donnee. II est bien evident que Ie modele
propose ne tient pas compte des
pertes energetiques dues a ces
ecoulements. Cependant, pour cer-
taines geometries, [SHUKRY, 1950],
ces pertes sont negligeables.
r/// //// ^
Figure 6-22
Ecoulements spirof.daux
c) essais effectues et discussions
Les essais effectues ont ete nombreux et nous n en retiendrons que
trois pour illustrer la resolution des equations sur des canaux courbes. La
figure 6-23 montre la geometric retenue tandis que Ie tableau 11 indique les
coordonnees des points. Le canal tourne de 45 et commence par une section
droite de 250 metres. La
pente est de 0.0001. Pour
Ie meme cas de figure, les
trois essais suivants sont
effectues:
Figure 6-23
Canal courbe
Essai 1 : Le rayon hydraulique est approxime par la hauteur d'eau.
On retient quatre chiffres signiflcatifs pour defini-r les coordonnees des
Tableau 11
Coordonnees des points et estime de depart
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numero
du point
1
2
3
4
5
6
7
8
9
10
11
12
13
x
-250.0
-250.0
-250.0
-125.0
-5.0
-5.0
-5.0
-125.0
0.40165042(
4.94974747
4.24264100
3.53553391
".36611652
y
2.0
1.0
0.0
0.0
0.0
1.0
2.0
2.0
1.03033Q09
4.12132034
4.82842700
5.53553391
2.88388348
estime de depart
u
0.400
0.400
0.400
0.400
0.400
0.400
0.400
0.400
0.500
0.424
0.424
0.424
0.300
v
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.250
0.424
0.424
0.424
0.300
H
0.975
0.975
0.975
0.9875
0.9995
0.9995
0.9995
0.9875
1.000
1.005
1.005
1.005
1.000
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points.
Essai 2 : La meme approximation que precedemment est retenue
pour Ie rayon hydraulique et on conserve neuf chiffres significatifs pour
definir les coordonnees des points .
Essai 3 : L'approximation hydraulique est utilisee pour R^. Les
coordonnees des points sent definis a 1'aide de neuf chiffres significatifs.
Pour les deux premiers essais, 1'estime initial est indique au
tableau 11, tandis que les resultats du deuxieme essai servent d'estime
pour Ie troisieme. Les conditions aux limites sont imposees en aval. Le
tableau 12 resume les differents essais et indique la soimne des residus au
carre atteinte apres Ie nombre d iterations indique. Les tableaux 13, 14
et 15 donnent les valeurs obtenues aux points indiques a la figure 6-23.
Ces resultats sont plausibles. La convergence est realisee sans difficul-
tes; Ie vecteur correction determine par la methode de Newton-Raphson n est
corrige qura deux ou trois reprises par 1'intermediaire du coefficient a ,
(voir la section 5.2.2). La somme des carres des residus est faible. Dans
tous les cas, la composante de la vitesse selon 1'axe y peut etre conside-
ree comme nulle pour Ie tron^on droit parallele a 1 axe des x. Dans Ie
premier essai nous n'avons retenu que quatre chiffres significatifs pour la
definition des coordonnees des points. On constate, alors, 1'apparition de
vortex. Avec neuf chiffres significatifs, les vortex sent disparus et les re-
sultats paraissent tout a fait coherents. L'influence de 1'approximation
sur Ie rayon hydraulique est relativement faible car Ie canal n est pas tres
long.
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Tableau 12
Identification des Essais
Essai 1
Essai 2
Essai 3
Chiffres
significatifs
sur les
coordonnees
4
9
9
Rayon
hydraulique
RhaH
RhaH
Rh=s/p
Nomb re
d'iterations
13
17
5
Somme
des residus
au carre
10-21
10-22
10-13
Tableau 13
Composante de la vitesse selon 1'axe x
u
Essai
Essai
Essai
1
2
3
1.
1.
1.
1
24
21
23
1
0
0
2
.14
.593
.502
-2
0
0
3
.15
.014
.182
0
0
0
4
.569
.462
.537
1.
0.
0.
5
69
856
852
0
0
0
6
.447
.606
.607
0
0
0
7
.016
.327
.316
-0.
0.
0.
8
263
736
747
-0
0
0
9
.812
.424
.417
0
0
0
10
.424
.424
.424
0
0
0
11
.424
.424
.424
0
0
0
12
.424
.424
.424
2
0
0
13
.02
.665
.665
Tableau 14
Composante de la vitesse selon I*axe y
v
Essai
Essai
Essai
1
2
3
0
0
0
1
.011
.000
.002
-0
-0
-0
2
.003
.001
.002
-0
0
0
3
.006
.002
.004
-0.
-0.
-0.
4
008
002
001
0
0
0
5
.018
.002
.001
0
0
0
6
.025
.002
.002
-0
-0
-0
7
.004
.002
.004
-0
-0
0
8
.013
.001
.000
-0.
0.
0.
9
434
193
191
0
0
0
10
.424
.424
.424
0
0
0
11
.424
.424
.424
0
0
0
12
.424
.424
.424
0
0
0
13
.880
.284
.284
oo
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Tableau 15
Hauteur d eau
H
Essai 1
Essai 2
Essai 3
1
1.0013
1.0057
1.0578
2
1.0015
1.0057
1.0579
3
1.0017
1.0057
1.0579
4
1.1045
1.0092
1.0375
5
1.0485
1.0030
1.0056
6
1.0479
1.0029
1.0055
7
1.0473
1.0028
1.0054
8
1.1045
1.0093
1.0375
9
1.1550
1.0096
1.0111
10
1.0050
1.0050
1.0050
11
1.0050
1.0050
1.0050
12
1.0050
1.0050
1.0050
13
1.1580
1.0024
1.0040
oo
00
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6.3 Dispersion d'une nappe d'huile
D
6.3.1 Essai preliminaire
L'essai preliminaire suivant est effectue. Un volume V est rela-
che soudainement au point A d un domaine carre simple, (figure 6.24). Le
maillage est indique sur
la figure. Les deplace-
ments par convectlon sont
negliges en posant les
vitesses u et v nulles,
(voir I*equation 10, cha-
•> x Jw^w^\^^(f^^/r pitre 2) . On suppose ega-
lement qu'il n y a pas de
//y/^ ////////'/////////.
A
degradation, (k=0).
Deux constatations simples
Figure 6-24
Essai preliminaire
peuvent etre degagees:
a" La conservation du volume initial est assures. Au bout d'un cer-
tain temps, 1 huile se retrouve uniformement repartie sur Ie maillage.
b- II apparait des oscillations plus ou mains importantes selon la
position de la nappe. Ces oscillations sont inherentes a la methode utili-
see. En effet si la courbe pointillee represente Ie veritable emplacement
de la nappe au temps t, la methode doit trouver des valeurs negatives en B
et C de maniere a conserver Ie volume initial. Au fur et a mesure que la
nappe se deplace les points B et C deviennent recouverts et ce sent les
points D et E ou la hauteur d'huile devient negative et ainsi de suite. Ces
oscillations ne nuisent pas, en general, a la comprehension ni a la precision
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des resultats. Pour s en persuader, il suffit de raffiner Ie maillage en
prenant plus d'elements; les oscillations deviennent, alors, plus faibles
et eventuellement negligeables. Toutefois, 1 integration conduit aux memes
valeurs approximatives pour des points situes suffisamment a 1'interieur de
la nappe tant pour Ie maillage grassier que pour Ie maillage raffine au me-
me temps. La position de la ligne D=0 enfermant la nappe n'est qu'indicati-
ve. On conceit d'apres les reflexions precedentes qu'elle sera legerement
influencee par Ie maillage.
6.3.2 Description des problemes traites
Les differents exemples qui suivent sont effectues sur Ie fleuve
St-Laurent, dans 1'estuaire maritime, a la hauteur de Rimouski. Dans tous
les cas. Ie taux de degradation est considere comme nul ce qui constitue
en fait une hypothese conservatrice pour lTetablissement de rapports d'im-
pacts. En effet, une partie de 1'huile s'evapore dans les premieres heures
suivant un eventuel accident. Par ailleurs, Ie premier essai est effectue
pour des vitesses nulles.. Ceci permet dans un premier temps de verifier
1'integration numerique au cours du temps pour les maillages les plus fins.
Par la suite, deux series temporelles seront considerees pour les vitesses
combinees du courant et du vent. Ces donnees sont extra!tes de mesures ex-
perimentales effectuees sur Ie fleuve au large de Rimouski, (Station A),
[DRAPEAU, 1975]. On fait 1'hypothese que ce profil de vitesse pour un temps
donne s applique a tout Ie domaine considere. Les deux series temporelles
sont identiques, mais simplement decalees de quelques heures 1'une par rap-
port a 1'autre. Les tableaux 16 et 17 indiquent les deux series retenues
pour les vitesses.
Tableau 16
Premiere serie temporelle
t
heures
u
m/sec
v
m/sec
t
heures
u
m/sec
v
m/sec
t
heures
u
m/sec
v
m/sec
0
0.40
-0.25
13
0.30
-0.15
26
-0.20
0.25
1
0.08
-0.25
14
-0.15
-0.20
27
-0.25
-0.10
2
0.20
-0.10
15
-0.15
-0.10
28
-0.35
-0.15
3
0.35
-0.20
16
-0.25
0.05
29
-0.25
-0.05
4
0.5
0.1
17
-0.15
0.10
30
-0.10
0.05
5
0.35
0.15
18
-0.10
0.15
31
0.0
0.05
6
-0.20
0.20
19
-0.05
0.15
32
0.10
0.10
7
0.05
0.15
20
-0.05
0.15
33
0.20
0.15
8
0.20
0.10
21
-0.05
0.25
34
0.40
-0.50
9
0.40
0.0
22
0.05
0.40
35
0.50
-0.30
10
0.75
-0.20
23
0.10
0.45
36
0.90
0.0
11
0.80
-0.40
24
0.15
0.35
12
0.70
-0.25
25
0.10
0.40
^0
T ""'T-' a'-i •"••T]';"!'rTTB":lB'Tin"":
Tableau 17
Deuxieme serie temporelle
t
heures
u
m/sec
v
m/sec
t
heures
u
m/sec
v
m/sec
1;
heures
a
m/sec
v
m/sec
0
0.35
-0.2
13
-0.25
0.05
26
-0.25
-0.05
1
0.5
0.1
14
-0.15
0.1
27
-0.10
0.05
2
0.35
0.15
15
-0.1
a.. i5
28
0.0
0.05
3
-0.2
0.2
16
-0.05
0.15
29
0.10
0.10
4
0.05
0.15
17
-0.05
0.15
30
0.20
0.15
5
0.2
0.1
18
-0.05
0.25
31
0.40
-0.50
6
0.4
0.0
19
0.05
0.4
32
0.50
-0.30
7
0.75
-0.2
20
0.1
0.45
33
0.90
0.0
8
0.8
-0.4
21
0.15
0.35
34
0.40
-0.25
9
0.7
-0.25
22
0.10
0.40
35
0.08
-0.25
10
0.3
-0.15
23
-0.20
0.25
36'
0.20
-0.10
11
-0.15
-0.2
24
-0.25
-0.10
12
-0.15
-0.1
25
-0.35
-0.15
<0
lso
•"" 'TT '"'-"- -' •r •?";' i'*ryiMini" ws".
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Plusieurs types de maillage sont etudies
- Les maillages carres successifs sont utilises pour obtenir avec
grande precision Ie deplacement de la nappe. Au depart, on retient un mail-
lage de 140 metres par 140 metres comprenant 196 elements. Juste avant que
la nappe d'huile n'atteigne les parois, (et soit reflechie), la taille du
maillage est doublee tout en conservant Ie meme nombre d'elements et ainsi
de suite. La figure 6-25 indique ces maillages successifs, (a partir du
quatrieme, 1120 metres x 1120 metres). Lorsque Ie maillage carre atteint
la c3te il est modifie pour en tenir compte (maillage 7 et 8).
- Le maillage carre global correspond au malllage 8, figure 6-25,
avec des elements carres, (exceptes les elements touchant la cote). II se
distingue des precedents dans la mesure ou il est utilise des Ie debut du
deversement de la nappe et pour toute 1'etude. Ce maillage comporte 199
elements et 229 noeuds.
- Le maillage variable global apparait, par exemple, a la figure
6-27(k). La figure ne reproduit que la plus grande partie du maillage. En
effet, les quatre elements carres, qui entourent Ie point de deversement
pour 1'huile, (toujours indique par une fleche), sent en fait decoupes en
plusieurs elements de taille variable, (les elements sont plus petits vers
Ie centre). Ce maillage ccmrporte 164 elements et 166 noeuds.
Plusieurs ensembles de valeurs sont envisages pour les coefficients
de dispersion selon les axes x et y, (ces axes apparaissent a la figure
6-25). Ceci permet d'evaluer la sensibilite des equations relativement a
ces parametres. Le tableau 18 indique les ensembles de valeurs retenus.
L'ensemble 1 correspond aux donnees de JAMES,[1972], pour un vent de 5 a 10
3,
metres/sec et un deversement de 500 tonnes, (approximativement 550 m ).
'M
Rimouski
x
Figure 6-25
Maillages successifs
t-»
<^>
4^*
T"'"' '"'""T ST"
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Tableau 18
Coefficient de dispersion, [m /see]
k
x
k_
y
ensemble
30
20
1 ensemble
20
20
2 ensemble
60
60
3
Dans tous les essais nous considererons qu'un volume de 550 m a
etc relSche brusquement au point d'impact. Les simulations traitees appa-
raissent au tableau 19.
Tableau 19
Simulations effectuees
Simulation
1
2
3
4
5
6
7
8
Figures
6-26
6-27
(a)a(j)
6-27
(k)etq)
6-28
6-29
6-30
6-31
6-32
Serie
temporelle
0
1
1
1
1
2
2
1
Coefficient
de dispersion
1
1
1
2
3
1
1
1
Type de maillage
maillages carres
successifs
maillages carres
successifs
mai11 age variable
global
maillages carres
successifs
maillages carres
successifs
maillages carres
successifs
maillage carre
global
estacade carre de
4480 metres de cote
(*) La serie temporelle 0 correspond S u=v=0
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6.3.3 Resultats des simulations
Simulation 1
Les resultats de la simulation 1 apparaissent aux figures 6-26. :
II s'agit la d'une verification de 1'integration dans Ie cas particulier ou |
6
une solution analytique est connue, (u=v=0). Sur les figures un seul trait |
apparait; il n est pas possible en effet de discerner entre les resultats i
numeriques et analytiques a ce niveau. Les tableaux 20 et 21 donnent deux I
exemples de resultats pour un temps proche du deversement et pour un temps -
plus eloigne. Les resultats trouves res tent tres voisins dans les deux
cas. Le maillage est agrandi chaque fois que la nappe atteint les bords du „
maUlage. Pour arriver au temps t=4040 sec, il a fallu changer cinq fois !'
de maillage en utilisant les dernieres valeurs trouvees a chaque changement ;;
I-
de maillage comme nouvelles valeurs initiales. Ces manipulations ne semblent
pas produire d imp re cis ions importantes. D ailleurs, Ie volume calcule de '-
I
la nappe est bien conserve.
Le premier intervalle de temps est de 0.1 sec; a chaque iteration
1'intervalle est augmente de 1.25 fois sa valeur precedente. Lorsque 1'in-
tervalle At atteint 30 sec, il est conserve a cette valeur jusqu a ce que
Ie temps depuis I*impact depasse 1800 sec. L'intervalle est alors fixe a
60 sec jusqu a ce que 1'on atteigne 7200 sec. Par la suite 1'intervalle de
temps est fixe a 300 secondes et ce jusqu'a la fin. Ce schema pour 1'inte-
gration temporelle sera conserve dans tous les cas sauf indications contrai-
res.
Les oscillations observees res tent faibles et semblent bien pro-
venir de 1?approximation sur 1'espace, comme nous 1'avons vu a la section |
6.3.1, plutSt que de 1 integration sur Ie temps. Ceci est confirme lorsque s
lrintervalle d'integration est encore diminue; les resultats ne sont pas
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Tableau 20
Hauteur d'huile (nu.llimetres)
Resultats compares analytiques et numeriques
(u=v=0;T=39.7 sec)
w
a>
3
CT<
•r-i
4-1
!^
r-1
"3
g
w
4-t
cd
4-1
H'3
co
«y
p^
m
<u
3
cr"
•H
n
I
(3
co
4->
"1
^-1
H'3
co
P^C;
X,3m)
y(m)'
0
20
40
60
80
100
120
0
20
40
60
80
100
120
0
^5.0
39.7
27.2
14.5
6.0
1.9
0.5
43.3
38.7
27.4
15.1
6.1
1.7
0.3
-20
+1.4
56.5
15.0
L3.3
5.5
1.8
0.4
^0.1
55.8
15.3
L3.9
5.7
1.6
0.2
-40
32.2
?8.4
L9.4
L0.4
4.3
1.4
0.3
31.8
IS.3
10.0
L0.9
4.4
1.2
0.2
-60
11.1
-8.6
L2.8
6.8
2.8
0.9
0.2
?1.4
L9.0
L3.4
7.3
2.9
0.8
0.1
-80
11.7
10.4
7.1
3.8
1.6
0.5
0.1
12.0
10.7
7.5
4.0
1.6
0.4
0.1
-100
5.5
4.9
3.3
1.8
0.7
0.2
0.0
5.5
4.9
3.4
1.8
0.7
0.2
-120
2.2
1.9
1.3
0.7
0.3
0.1
0.0
2.1
1.9
1.3
0.7
0.3
0.1
-140
0.7
0.6
0.4
0.2
0.1
0.0
0.0
1.1
1.0
0.7
0.4
0.2
0.1
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Tableau 21
Hauteur d'huile (mil limetres)
Resultats compares analytiques et numeriques
(u=v=0; T=4040 sec)
co
I
0"
•r4
•p
>>
r-1
<0
fi
cd
M
+J
cd
+J
H3
w
vu
rt
co
<u
3
cr
•r<
n
\a>
Ia
co
4-1
cd
4-1
r-4
'3
w
\<u
p4
X,^(m)
y(m)'
0
20
40
60
80
0
20
40
60
80
0
0.442
0.322
0.125
0.026
0.003
0.410
0.312
0.133
0.026
0.0
-20
0.358
0.261
0.101
0.021
0.002
0.340
0.259
0.110
0.022
0.0
-40
0.190
0.138
0.054
0.011
0.001
0.190
0.145
0.062
0.012
0.0
-60
0.066
0.048
0.019
0.004
0.0
0.068
0.052
0.022
0.004
0.0
-80
0.015
0.011
0.004
0.001
0.0
0.013
0.010
0.004
0.0
0.0
-100
0.002
0.001
0.001
0.0
0.0
0.001
0.0
0.0
0.0
0.0
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alors modifies. Cette premiere simulation est importante, car elle permet
de verifier les resultats obtenus pour les maillages successifs et pour les
intervalles de temps choisis. Ce type de maillage, en conservant Ie meme
schema d integration sur Ie temps, nous servira done de reference pour tou-
tes les autres simulations.
Simulation 2
Les resultats de cette simulation apparaissent dans les figures
6-27(a) a 6-27(j). On s apergoit que la premiere serie temporelle conduit
rapidement la nappe d'huile au rivage qu'elle atteint entre 4780 et 5920
secondes. Le centre de gravite de la nappe a alors parcouru 2 kilometres
environ. Une fois sur les berges 1'huile se depose et il est alors diffi-
cile de faire I'hypothese d'une reflexlon to tale. Par ailleurs. Ie profil
des vitesses est Ie meme en tout point du maillage a un temps fixe. Ce pro-
fil est normalement modifie par Ie rivage ce qui n'est pas Ie cas ici.
Ceci peut conduire a une accumulation d huile importante si la convection
continue a pousser la nappe vers Ie rivage sans que cette accumulation ait
un sens physique particulier. Les calculs sont done interrompus lorsque la
majeure partie de la nappe atteint les c3tes.
Simulation 3
La meme simulation que precedenunent est effectuee. Cependant, on
utilise cette fois Ie maillage variable global. Le meme maillage est, rap-
pelons-le, conserve tout au long de la simulation. Ce maillage est tres
fin proche du point d'impact et devient de plus en plus grassier au fur et
a mesure qu'on s en eloigne. Lfintegration sur Ie temps est effectuee com-
me precedemment. En comparant les figures 6-27(h) et 6-27(k), d'une part,
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aux figures 6-27(j) et 6"27C^)> d'autre part, on s'aper^oit que les re-
sultats trouves sont tout a fait semblables. Le maillage variable permet
d'obtenir la reponse plus rapidement. Cependant, la nappe devient plus
difficile a tracer, la densite de point etant plus faible. Le contour D=0
est approximatif et, comme on Ie voit dans cette comparaison, il est in-
fluence par Ie type de maillage.
Simulations 4 et 5
Ces deux types de simulation consistent a analyser la sensibilite
des parametres de diffusion k et k . Les maillages successifs sont con-
serves. En comparant les simulations 2 et 4, (figures 6-27 et 6-28), on
voit que les resultats obtenus sent tres proches pour des temps de compa-
raison voisins. La nappe apparalt circulaire dans Ie deuxieme cas mais
elle atteint la c3te dans les memes conditions, (voir les figures 6-27(h)
et 6~28(g) ainsi que les figures 6-27(i) et 6-28(h) ). La simulation 5 uti-
Use des coefficients de diffusion respectivement deux et trois fois plus
gros pour k_ et k_ que la simulation 2. La nappe atteint Ie rivage apres
3200 secondes avec la simulation 5 au lieu de 5920 secondes pour la simula-
tion 2, (figure 6-29(g). Dans tous les cas, il semble bien que 1'importan-
ce des coefficients de diffusion choisis decrolt avec Ie temps.
Simulation 6
La simulation 6 reprend la simulation 2 avec la deuxieme serie
temporelle. Cette fois la nappe evite Ie rivage au depart et se deplace
vers I'aval en augmentant de diametre. Les resultats apparaissent dans les
figures 6-30. Au bout de 10 heures, (figure 6-30(r)), Ie centre de gravite
de la nappe a parcouru 14 kilometres environ. Pendant quelques heures la
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nappe longe Ie rivage. La progression de la nappe s'effectue par bonds car
les vitesses de courant sont constanmient modifiees par la maree.
Simulation 7
La simulation 7 apparalt a la figure 6-31. La simulation pre ce-
dente est reprise mais avec Ie maillage carre global. Lfintegration sur Ie
temps est modifiee. Cette fois-ci, on utilise un intervalle sur Ie temps
de 300 secondes. Get intervalle est augmente comme precedemment jusqu a ce
qu il atteigne 600 secondes; il est alors conserve a cette valeur par la
suite. La comparaison des simulations 6 et 7 est tres interessante. En
effet, les resultats obtenus sont pratiquement identiques bien que les
discretisations dans I'espace et dans Ie temps soient considerablement trans-
formees. La duree des calculs est reduite de beaucoup. Sur un ordinateur
IBM 360/65, Ie temps de calcul est dans ces conditions, de 8 minutes C.P.u.
pour 1 heure de temps reel. La figure 6-31 montre Ie deplacement chrono-
_3
logique de la nappe en prenant pour contour I'isohauteur 10 millimetres.
Le trait pointille indique Ie deplacement que subirait un corps flottant
lache au meme instant au point d'impact. I/ integration numerique suit bien
Ie profil general du courant.
Simulation 8
La simulation 2 est effectuee a nouveau mais une estacade carree
de 4480 metres de cote est placee autour du point d'impact. La figure 6-32
indique Ie comportement de la nappe une fois qu'elle est reflechie sur les
parois. On remarque sur la figure 6-32(b) lfapparition d'un coutour parti-
culier. A ce point il est difficile de savoir si 1'etranglement qui se
produit indique Ie veritable comportement de la nappe ou s'il s'agit de
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problemes numeriques. Par la suite, la hauteur dThuile sur Ie bord augmente
en raison des forces de convection et il se produit des oscillations du type
vu el la section 6.3.1.
II est toutefois possible de suivre de maniere qualitative Ie de-
placement de la nappe. L'huile se rassemble dans Ie coin droit au bas de
la figure puis remonte Ie long de la paroi parallele a 1 axe y.
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CHAPITRE 7
CONCLUSION
Le travail que nous venons de presenter a pennis de repondre aux
questions que nous nous posions. Le comportement dynamique des nappes
d'huile, en particulier, est determine numeriquement. Les methodes d'inte-
gration sent testees sur des exemples connus puis appliquees a des re jets
accidentels d'hydrocarbures au large de Rimouski sur 1'estuaire maritime
du St-Laurent. Les conditions aux limites, directement inserees dans les
equations ,permettent de tenir compte facilement de 1Tinstallation d'estaca-
des. Ces conditions aux Umites sont particulieres car elles font interve-
nir la convection a la paroi ce qui n'est pas Ie cas en regle generate.
Cette etude dyn.amique du deplacement des nappes d'huile represen-
te Ie premier effort integre pour tenir compte a la fois de la diffusion et
de la convection pour des vitesses de vent et de courant quelconques dans
Ie temps et dans 1'espace. Ce type de simulation est particulierement re-
cherche lors de 1'etablissement de rapports d impact pour de nouvelles ins-
tallations portuaires, par exemple. Les profils de vitesse pourraient etre
dans ce cas obtenus statistiquement a 1 aide des chaines de Markov et d une
simulation de Monte-Carlo.
Dans Ie but d une meilleure utilisation du modele les coefficients
d'etalement K_ et K_ et Ie taux de biodegradation k devraient faire 1'objet
dyune etude particuliere pour Ie site projete. Le lien existant entre Ie
volume de petrole initial et la valeur des coefficients K et K meriterait
x y
d'etre approfondi. Ces coefficients pourraient etre poses, avec la methode
df integration employee, coimne des fonctions de la hauteur d'huile. Ceci
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permettrait de. tenir compte des differents regimes d'etalement, (voir la
section 2.1.1.1).
Si Ie type de simulation etudie permet d'evaluer les impacts sur
1'environnement, il off re egalement la possibilite de servir de temoin pour
des simulations plus grossieres. Par exemple, il permettrait d'evaluer les
erreurs effectuees lors de 1'utilisation de modeles simples devant servir
pour des predictions rapides correspondant a des etats d'urgence [SIMONS,
1975]. Rappelons, enfin, qu'il serait tres facile de tenir compte de sour-
ces quelconques. Nous avons fait I'hypothese jusqu'a present que les re-
jets s'effectuaient brutalement; cette hypothese pourrait etre modifiee
sans difficultes.
L'etude des ecoulements a surface libre appliquee a des canaux
nous a permis de nous placer rapidement au niveau de la recherche la plus
rec&nte dans ce domaine. II semble bien que jusqu a present 1 etude des
canaux courbes, en particulier, n avait pu etre effectuee par la methode
des elements finis. La necessite de tenir compte de la nature hyperbolique
des equations nous a. conduit a poser des conditions particulieres sur la
geometrie des elements. La resolution algebrique non lineaire basee sur
>
une petite modification de la methode de Newton-Raphson semble donner de
tres bans resultats.
L ecriture du programme mettant en oeuvre la methode des elements
finis represente une tache laborieuse. Les equations sont posees de manie-
re a simplifier Ie plus possible Ie travail de programmation. Les notations
developpees dans ce travail sont ainsi presentees de maniere particuliere.
La representation matricielle adoptee est facile a mettre en oeuvre.
Le travail effectue conduit a de nouvelles interrogations qui pour-
raient faire. 1'objet da travaux d& recherches originaux. En particulier,
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les oscillations rencontrees lors de la simulation du deplacement d'une
nappe d'hulle pourraient etre supprimees en integrant les equations sur Ie
domaine recouvert par la nappe uniquement. Ceci serait effectue a 1 aide
d'une formulation inverse, [MERCER, 1973J. On rechercherait, alors, les
coordonnees (x,y) pour obtenir telle ou telle hauteur d'huile.
Dans cette etude nous avons employe la formulation de Galerkin.
II serait interessant d'evaluer I'approche residuelle par la methode des
moindres carres, Cette approche a pour avantage qu'elle conduit a des sys-
temes matriciels symetriques. Enfin, 1(integration sur Ie temps par une
methode directe, (Runge-Kutta-Merson par exemple), permettrait de resoudre
Ie sys teme:
^=A-l.f(q,t) ,
sans avoir a resoudre Ie systeme matriciel. Cependant, la matrice A doit
etre inversee ou approximee au depart, (cette matrice ne depend, en general,
ni du temps, ni de 1'espace).
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APPENDICE A
LES ELEMENTS ISOPARAMETRIQUES
Les elements isoparametriques sont formes par la transformation
de simples carres exprimes dans tin systeme local de coordonnees en des ele-
ments de forme quelconque dans Ie systeme de coordonnees global. La figure
A-l exprime cette transformation.
7
<
-1
8
1
J
+1
. ^
6
9
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,5
+1
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}
x=f(s,\^)
y=g(s,\^)
Figure A-l
Element isoparametrique
6 ^5
•>x
I- .Introduction
La methode des elements finis permet de transformer un systeme
d*equations differentielles partielles en un systeme d equations integrates
exprimees sur des elements du domaine. L integration des equations, qui se
ferait normalement sur tout Ie domaine, est done effectuee sur des elements
de taille moindre. Toutefois, I*integration sur un element de forme geome-
trique quelconque dans Ie systeme global est difficile a effectuer; 1'inte-
gration sur un carre dans Ie systeme local s effectuera beaucoup plus
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facilement. Cependant, tres souvent les equatious du systeme, transformees
par une methode residuelle ou variationelle, comportent des derivees spatia-
les sous Ie signe integral exprimees dans Ie systeme de coordonnees global.
Par ailleurs, 1'element de surface exprime dans Ie systeme global doit etre
transforme dans Ie systeme local.
Ce meme probleme se retrouve, mais de fagon particuliere, sur les
contours des elements. Enfin, sur les contours geometriques, la continuite
des tangentes inter-elements peut representer une condition indispensable a
respecter.
Pour'chaque type d'element retenu, (quatre, huit et neuf points),
nous etudierons tour a tour:
- Les fonctions d'interpolation
- Le calcul des derivees exprimees dans Ie systeme d axes global et
Ie changement de systems d'axes
- Sur Ie contour,
. Ie changement de systeme d axes pour 1'element
de contour,
. la continuite geometrique inter-elements.
Tous ces aspects sont studies dans Ie but d'etre appliques au
calcul automatique. Les expressions utilisees sont tres facilement program-
mables et se rapprochent done tres fortement du fortran. Dans tous les cas,
on definit les vecteurs U et V par:
{U}T = [-1,1,1,-!] (1)
{V}T = [-!,-!,1,1] (2)
U(I) et V(I) representent les elements de ces vecteurs, I pouvant varier de
1 a 4. Par convention, les sommets des elements sont numerotes de 1 a m,
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(m representant Ie nombre de points de I*element), en commen^ant par Ie
coin gauche en bas et en tournant dans Ie sens contraire des aiguilles d'une
montre, (figure A-l), ceci pour Ie systeme d'ases local.
Dans Ie systeme global, les sommets sent definis sur 1 ensemble du
domaine de 1 a n, (n representant Ie nombre total de sommets). Par ailleurs,
les sommets du systeme global sent definis, a partir d'un sommet quelconque,
pour chaque element en toumant dans Ie sens contraire des aiguilles d une
montre.
II- Element a quatre points
II-l Les fonctions d'interpolation
La figure A-2 montre un element isoparametrique a quatre points
dans Ie systeme local. Les fonctions d interpolation sur cet element
4
-1
\)
+1
-1
3
+1
s'ecrivent:
N = (l-s)(l-v>)/4
N = (l+s)(l-v)/4
N^ = (l+s)(l+v)/4
N^ = (l-s)(l+v)/4
(3)
w
(5)
(6)
Figure A-2
Element a quatre points
Les equations (3) a (6) peuvent s'ecrire:
NCD a a+U(.I).s).Cl+VCl).\))/4 (7)
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Remarques:
- Les aretes sont des lignes droites; si s est constant, N(I)
lineaire.
~ Les coordonnees x et y dans Ie systeme dTaxes global, s'expriment
a partir des coordonnees locales s et \> par:
x = Z N^(s,^) . x_.
j=l ^ ' 3
(8)
y = S N,(s,^). y, (9)
j=l 3 ' -3
- au point 1; x = x^ , y = y., , etc...
11-2 Calcul des derivees et element de surface
Les derivees spatiales dans les systemes d'axes global et local
sont reliees par:
'3N,~|
i
9s !
8N, '
1 ,
97 J
Soit encore, en inversant la matrice carree:
9N,1
J^ !
3x I
8^
8s
8x
8v
9Z
3s
iZ
8v
8N.
i
8x
8N
9y
8x, 8y 8y . 8x
3s 9\) 9s 8v
!^\
.8y
(10)
i=l,2,3,4
iz
^\)
8x
3\>
-iz
8s
8x
8s
8N,
9s
8N,
9\>
(11)
i=l,2,3,4
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L* equation (11) n e.st vaUde que si. Ie denomxnateur est different
de zero.
Les equations du systeme sont etablies sur Ie systeme d 'axes global
et les integrales de surface sont exprimees dans ce meme systeme d(axes,on
effectuera done la transformation suivante:
dxdy = | J | ds d\) (12)
ou:
=^£ • ^Z_^Z • l2£
9s 8\> - 8s 9\)
11-3 Les contours
a) Element de contour
Sur les contours, les derivees par rapport a s et ^ s'ecrivent:
(14) — = - ^=^ (15)
(16) —- ^u- (17)
8N
8\)
8N2
^
8N3
^
^4
9v
a-s)
4
1+s
4
1+s
T
(1-s)
4
8N
3s
3N
8s
9N
8s
3N,'4
(l-\Q
4
(1^)
4
1+\)
T
1-K;
(18) —= ±— (19)
<20) JT = - T <21>
a~l) PlaCyOns nous a v = constante, s variant de -1 a 1
Les equations (8) et (9) s'ecrivent dans ce cas:
et on en deduit:
Si \) = - 1, on aura plus precisement:
8N
as
9N^
1
2
1
2
8N
3s
3NA
as
= 0
Soit done:
On obtient ainsi
. Siv= 1, de la meme maniere, on obtient
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x(s) = Z N,CS).X,
i=l x
(22)
y(s) = Z N,(s).y,.
i=l 1 '1
(23)
4 3N,
dx = Z x_. — ds'i 3s
i«l
(24)
4 9N
dy = _.2,yi W ds
1=.
(25)
rx2~xl'
dx =l—| ds (26)
dy
YZ-YI
ds (27)
dC =-Vdx"+ dy"= | —^- | ds (28)
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dC =
l34|
ds C29)
On remarquera que ds, dans cette section, indique 1Telement de
contour Ie long de lfaxe s dans Ie systeme local'.
a-2) Plagans-no us, cette fois-ci a s = constante, \) variant de -1 a 1
Par Ie meme raisonnement, on obtient:
si s = - 1
si s = 1
dC =
dC =
-41
l32
d,s
ds
(30)
(31)
Plus generalement. Ie changement de systeme d'axes pour les inte-
grales de contour s ecrira:
dC =
d_._.U ds (32)
b) La continuite geometrique des tangentes inter-elements ne peut
sTeffectuer pour des elements de ce type que si les contours inter-elements
sent alignes. Crest, en partie, cette restriction qui entratne 1'utilisa-
tion dfelements plus complexes conduisant a des contours curvilignes.
Ill- Element a huit points
III-l Les fonctions d'interpolation
La figure A-3 indique un element isoparametrique a huit points dans
Ie systeme local. Les fonctions d'interpolation sur cet element s ecrivent:
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-lsl
.
+1
1 -1
v
6 5
4.
+1
-^
s
2 3
Figure A-3
Element a huit points
Nl°
N2-
N3=
N4°
NC ='5
N6°
N7=
N8=
-a-s)a^)Cs+\)+i)<
a-s2)a^)/2
(l+s)(l-\))(s-^-l)/4
a-^2)a+s)/2
(l+s)(l+v)(s+\)-l)/4
(l-s2)(l+v)/2
(l-s)Cl+v)(-s+\)-l)/4
(l-s)(l-x)2)/2
(33)
(34)
(35)
(36)
(37)
(38)
(39)
(40)
On remarquera, dans ce cas, que les aretes sont bien des fonctions quadra-
tiques de s ou \>.
Posons:
UVl(I) = (U(I) + VCI))/2
UV2(I) = CU(I) - V(I))/2
Les equations (33) a (40) peuvent, alors, s'ecrire
(41)
(42)
N(2.1-1) = (l+U(I).s).(l+V(I).\)).(U(l).s+V(I)^-l)/4 (43)
1=1,2,3,4
N(2.1) = (1-U(I).UV1CI).S2).(1-U(I).UV2(I).. \^).a+UV2(ns).(l+UVlCl).v )/2
(44)
I=l,2,3,4
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III-2 Calcul des deriyees et element de surface
Les calculs et resultats sont identiques aux calculs et resultats
de la section 11-2.
III-3 Les contours
a) Element de contour
a-1) sur les contours correspondant a \> = cons tante, on aura:
8 8N,
dx = S x, — ds (45)
i=l~i 3S
8 3N,
dy = S y, ^— ds (46)
i=l'1 ds
on en deduit:
~?t//f8 3Ni\2. / _8
^^. ^ [s.
8N.\2
=Vdx2+ dv2=^( S> x. ^l-F+f S'v. ol'lidC =-Vdx'+ dy'=^ ^^ -^-j +[ ^ -^-) ds (47)
a-2) sur les contours ou S = constante, on etablirait de la meme fa^on:
<„8 8N^2 / 8 8N.,\2dC=Vdx2+dy2^( ZX,^) +( Sy, ^) dv (48)8s / ' \_.^i 9s1=
b) Continuite geometrique des tangentes inter-elements
La figure A-4 represente deux elements connexes.
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On se fixe. pour but dT as -
surer la continuite de
la tangente sur les con-
tours 1,8,7,13,12 et
3,4,5,9,10.
Si les noeuds des ele-
ments 1 et 2 sent definis
selon les regles propo-
sees dans 1Tintroduction,
Figure A-4 on aura, par exemple,
Continuite des tangentes au contour dans 1 ordre:
element 1 : 1,2,3,4,5,6,7,8
element 2 : 7,6,5,9,10,11,12,13
Les sommets des elements 1 et 2 enonces dans Ie systems global
correspondent, dans 1'ordre, aux noeuds 1,2,3,4,5,6,7,8 dans Ie systeme
local, (figure A-3).
Sur Ie contour 1,8,7 de 1'element 1, correspondant a s = -1, on
peut ecrire:
x = x^N^ + XgNg + x^N^
y = y^N^ + ygNg + 7^
(49)
(50)
II est facile de deduire:
-dz
dx
V-
^1
xl
9N
8\;
8N
^
1
1
+
+
78
X8
3N
8v
8N
3v
8
8
+
+
y7
X7
8N
8\)
8N
^
7
7
(51)
v = +1
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Si Ie point 7 at la tangente au point 7 sent fixes ainsi que Ie
point 1, Ie point 8 doi,t 8tre ajuste pour que 1 equation (51) soit verifiee
En fixant, par example, l?ordonnee du point 8, lfabcisse de ce meme point
sera determine a 1'aide de 1'equation (51).
Regle generale, nous avons pu constater que Ie point median ne
se deplace que tres legerement du contour. Ce deplacement minime permet
ainsi d as surer la condition de continuite des tangentes sur les contours.
Cette condition est essentielle pour des problemes de type hyperbolique.
IV" Element a neuf points
IV-1 Les fonctions d interpolation
La figure A-5 indique un element isoparametrique a neuf points
dans Ie systeme local. Les
fonctions d'interpolation sur
cet element s ecrivent:
-1
8
1
I
1 +1
^
9
I- (
-1
k\)
6
^
2
5
+1
^ ,
3
Figure A-5
Element a neuf points
Nl=
N2-
N3=
N4=
N5=
N6=
N7=
N8=
N^ =
s^a-s)a-\Q,
-^(l-^)(l-s2)/2
-^s(l+s)(l-x))/4
s(l+s)(l-\)2)/2
s^(l+s)(l+^)/4
\;(l+v)(l-s2)/2
-s^(l-s)(l+v)/4
-s(l-s)(l-v)2)/2
(1-S2)(1-X)2)
(52)
(53)
(54)
(55)
(56)
(57)
(58)
(59)
(60)
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Posons;
on aura:
S1CD == 1+V(I).^
S2(I) = 1+UCD.s
pi(i) = I-(U(I)+V(D)
p2(i) = I+(V(I)-U(D)
•V(I)/2
.U(I)/2
+ vm.v
- V(I).s
(61)
(62)
(63)
(64)
N(21) = Pia).SlCl).P2(I).S2(I)/2 1=1,2,3,4 (65)
N(21-1) = UCl).V(I).s.^.Sl(I).S2(I)/4 1=1,2,3,4 (66)
N(9) = a-s ).a-\)2)
Les derivees peuvent s ecrire avec les mSmes notations:
^- (21-1) = U(I).VCl).s.S2Cl).CSl(I)+^.V(I))/4 1=1,2,3,4 (67)
•^-(21) - S2CI).P2CI).CU(I).S1(I)+V(I).P1(I))/2 1=1,2,3,4 (68)
|| (21-1) = ua).V(I).^.Sl(I).(S2(I)4s.U(I))/4 1=1,2,3,4 (69)
U- (21) = SlCl).Pia).(-V(I).S2Cl)+U(I).P2(I))/2 1=1.2,3,4 (70)
8N
9\^
(9) = -.2.^. (1-3") (71)
8N
83
(9) = - 2.s.(l-^) (72)
IV-2 Calcul des derivees et element de surface
Les calculs et resultats sont identiques aux calculs et resultats
de la section 11-2.
IV-3 Les contours
On se referera a la discussion de la section III-3 qui peut s'appli-
quer entierement dans ce cas.
