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Resumen Mientras que en bases de datos tradicionales los ı´ndices ocupan menos
espacio que el conjunto de datos indexados, en bases de datos de texto el ı´ndice
ocupa ma´s espacio que el texto en sı´ mismo, pudiendo necesitar de 4 a 20 veces
el taman˜o del mismo. Esto implica que un ı´ndice construido sobre una base de
datos de texto residira´ en memoria secundaria y en consecuencia la cantidad de
accesos a disco realizados durante el proceso de bu´squeda sera´ un factor crı´tico en
la performance del mismo. Un trie de sufijos es un ı´ndice para este tipo de bases
de datos que necesita en espacio 10 veces el taman˜o del texto indexado. Si bien
existen algoritmos de construccio´n de un trie de sufijos en memoria secundaria,
no se conocen algoritmos para paginar dicho ı´ndice. En este artı´culo presentamos
una propuesta de representacio´n de un trie de sufijos y una te´cnica de paginado
del mismo.
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1. Introduccio´n
La informacio´n disponible en formato digital aumenta dı´a a dı´a su taman˜o de ma-
nera exponencial. Gran parte de esta informacio´n se representa en forma de texto, es
decir, secuencias de sı´mbolos que pueden representar no so´lo lenguaje natural, sino
tambie´n mu´sica, co´digos de programas, secuencias de ADN, secuencias de proteı´nas,
etc. Debido a que no es posible organizar una coleccio´n de textos en registros y cam-
pos, las tecnologı´as tradicionales de bases de datos para almacenamiento y bu´squeda de
informacio´n no son adecuadas en este a´mbito.
Una base de datos de texto es un sistema que mantiene una coleccio´n grande de
texto y que provee acceso ra´pido y seguro al mismo. Sin pe´rdida de generalidad, asumi-
remos que la base de datos de texto es un u´nico texto T que posiblemente se encuentra
almacenado en varios archivos.
Las bu´squedas en una base de texto pueden ser bu´squedas sinta´cticas, en las que el
usuario especifica la secuencia de caracteres a buscar en el texto, o pueden ser bu´sque-
das sema´nticas en la que el usuario especifica la informacio´n que desea recuperar y
el sistema retorna todos los documentos que son relevantes. En este trabajo estamos
interesados en bu´squedas sinta´cticas. Una de las bu´squedas sinta´cticas ma´s comunes
en bases de datos de texto es la bu´squeda de un patro´n: el usuario ingresa un string P
(patro´n de bu´squeda) y el sistema retorna todas las posiciones del texto donde P ocurre.
Resolver la bu´squeda de un patro´n con algoritmos cla´sicos tales como Knuth-Morris-
Pratt [5] o Boyer-Moore [1] sobre colecciones masivas de texto es ineficiente dado que
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estos algoritmos procesan secuencialmente el texto guia´ndose con un auto´mata cons-
truido en base al patro´n P . Estas te´cnicas logran en algunos casos costos sublineales y
so´lo son apropiadas cuando se trabaja sobre textos que ocupan varios megabytes. Si el
texto es demasiado grande, como es el caso de una base de datos de texto, se hara´ ne-
cesario preprocesar el texto para construir un ı´ndice o estructura de datos que permita
acelerar el proceso de bu´squeda.
Los ı´ndices para bases de datos de texto ocupan demasiado espacio, por lo tanto,
construir un ı´ndice tiene sentido cuando el texto es grande, cuando las bu´squedas son
ma´s frecuentes que las modificaciones (de manera tal que los costos de construccio´n
se vean amortizados) y cuando hay suficiente espacio como para contener el ı´ndice.
Un ı´ndice debe dar soporte a dos operaciones ba´sicas: count, que consiste en contar el
nu´mero de ocurrencias de P en T , y locate, que consiste en ubicar todas las posiciones
de T donde P ocurre.
Mientras que en bases de datos tradicionales los ı´ndices ocupan menos espacio que
el conjunto de datos indexados, en bases de datos de texto el ı´ndice ocupa ma´s espa-
cio que el texto en sı´ mismo, pudiendo necesitar de 4 a 20 veces el taman˜o del mismo
[4][7]. Esto implica que un ı´ndice construido sobre una base de datos de texto resi-
dira´ en memoria secundaria y en consecuencia la cantidad de accesos a disco realizados
durante el proceso de bu´squeda sera´ un factor crı´tico en la performance del mismo.
Como es bien conocido, una de las claves para el disen˜o de ı´ndices eficientes en memo-
ria secundaria es la localidad de referencia. Un algoritmo que no explota la localidad
de referencia puede ser eficiente en memoria principal, pero degradara´ notablemente si
los datos residen en memoria secundaria y se deja el manejo de las pa´ginas de nuestro
ı´ndice al sistema operativo (memoria virtual) [9]. Por esta razo´n, el disen˜o de te´cnicas
de paginado eficientes es de vital importancia para ı´ndices en memoria secundaria.
Un trie de sufijos es un ı´ndice que permite resolver eficientemente las operaciones
count y locate pero que necesita en espacio 10 veces el taman˜o del texto indexado. Por
ejemplo, si construimos un trie de sufijos sobre un texto de 10GB, el espacio requerido
para almacenarlo sera´ de 100GB. Por esta razo´n, el disen˜o de te´cnicas de representacio´n
y de paginado de un trie es de intere´s en el a´mbito de bases de datos de texto. Cabe
sen˜alar que si bien existen algoritmos de construccio´n de un trie en memoria secundaria
[6], no existen algoritmos para paginar un trie de manera tal que la bu´squeda resulte
eficiente en cantidad de accesos a disco.
En este artı´culo presentamos una propuesta de representacio´n secuencial de un trie
de sufijo y una te´cnica de paginacio´n del mismo, la que surge como una extensio´n a
a´rboles r-arios de la te´cnica presentada en [2] para la paginacio´n de un a´rbol binario.
Lo que resta del artı´culo esta´ organizado de la siguiente manera. En la seccio´n 2
presentamos el trabajo relacionado, dando los conceptos necesarios para comprender el
artı´culo. En la secciones 3 y 4 presentamos nuestro aporte, proponiendo una nueva re-
presentacio´n para el trie de sufijos y una te´cnica de paginado para el mismo. Finalmente
en la seccio´n 5 damos las conclusiones y el trabajo futuro.
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2. Trabajo Relacionado
Dado un texto T = t1, . . . , tn sobre un alfabeto Σ de taman˜o σ, donde tn = $ /∈ Σ
es un sı´mbolo menor en orden lexicogra´fico que cualquier otro sı´mbolo de Σ, un sufijo
de T es cualquier string de la forma Ti,n = ti, . . . , tn y un prefijo de T es cualquier
string de la forma T1,i = t1, . . . , ti con i = 1..n. Cada sufijo Ti,n se identifica unı´vo-
camente por i; llamaremos al valor i ı´ndice del sufijo Ti,n. Un patro´n de bu´squeda
P = p1 . . . pm es cualquier string sobre el alfabeto Σ.
Entre los ı´ndices ma´s populares para bu´squeda de patrones encontramos el arreglo
de sufijos [7], el trie de sufijos [10] y el a´rbol de sufijos [10] [4]. Estos ı´ndices son la base
para el disen˜o de ı´ndices eficientes en memoria secundaria y se construyen basa´ndose
en la observacio´n de que un patro´n P ocurre en el texto si es prefijo de algu´n sufijo
del texto.
En las siguiente subsecciones explicamos el trie de sufijos y la te´cnica de paginado,
que formaron la base para el desarrollo de la propuesta presentada en este trabajo.
2.1. Trie de Sufijos
Un a´rbol digital o trie [3] es un a´rbol que permite almacenar un conjunto finito
de strings. En este a´rbol, cada rama esta´ rotulada por un sı´mbolo del alfabeto y cada
hoja representa un string del conjunto almacenado en el a´rbol. El conjunto total de
strings se obtiene recorriendo todos los caminos posibles desde la raı´z hasta una hoja
y concatenando los ro´tulos de las ramas que forman cada uno de esos caminos. Un
trie construido sobre un conjunto de strings permite resolver eficientemente no so´lo
la consulta de pertenencia sino tambie´n la bu´squeda de strings que comiencen con un
prefijo dado. Por lo tanto, si se construye un trie sobre el conjunto de todos los sufijos del
texto, basa´ndonos en la observacio´n anterior, podemos resolver la bu´squeda de patrones.
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Figura 2. Variantes del trie de sufijos: concatenacio´n de ro´tulos (izquierda) y valores de salto
(derecha).
Un trie de sufijos [4] es un trie construido sobre el conjunto de todos los sufijos de
T . Cada nodo hoja de este trie mantiene el ı´ndice del sufijo que esa hoja representa.
La figura 1 muestra un ejemplo de un texto y su correspondiente trie de sufijos. Notar
que si recorremos los sufijos del texto segu´n el orden dado por las hojas (de izquierda
a derecha) obtenemos todos los sufijos ordenados lexicogra´ficamente. Una forma de
reducir el uso de espacio es reemplazar las ramas del a´rbol que han degenerado en
una lista, por una u´nica rama cuyo ro´tulo es la concatenacio´n de los ro´tulos de las
ramas reemplazadas. Una variante de esta representacio´n consiste en mantener un u´nico
caracter como ro´tulo de rama y agregar a cada nodo interno la longitud de la rama que
se ha eliminado. Esta longitud se conoce con el nombre de valor de salto. La figura 2
muestra estas modificaciones para el trie de la figura 1. Esta u´ltima versio´n es la que
utilizamos en este trabajo.
Para encontrar todas las ocurrencias de P en T , se busca en el trie utilizando los
caracteres de P para direccionar la bu´squeda. La bu´squeda comienza por la raı´z y en
cada paso, estando en un nodo x con valor de salto j, avanzamos siguiendo la rama
rotulada con el j-e´simo caracter de P . Durante este proceso se pueden presentar tres
situaciones:
que la longitud de P sea menor que j, por lo cual no hay caracter de P para seguir
buscando en el a´rbol. En este caso se compara P con una de las hojas del suba´rbol
con raı´z x; si esa hoja es parte de la respuesta todas las hojas de ese suba´rbol lo
son, caso contrario ninguna lo es.
que x sea una hoja del a´rbol y por lo tanto no tiene un valor de salto asignado sino
el ı´ndice de un sufijo. En este caso se debe comparar P con el sufijo indicado por
la hoja para saber si ese sufijo es o no la respuesta.
que el nodo x no tenga ningu´n hijo rotulado con el j-e´simo caracter de P . En este
caso la bu´squeda fracasa.
En cada caso, si la bu´squeda es una operacio´n locate y es exitosa, hay que recuperar
los ı´ndices de sufijos contenidos en las hojas que forman la respuesta a la consulta. Si
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la bu´squeda es una operacio´n count y es exitosa, basta con contar la cantidad de hojas
que forman parte de la respuesta.
2.2. A´rboles de Sufijos en Memoria Secundaria
Un a´rbol de sufijos es un Pat-Tree [4] construido sobre el conjunto de todos los
sufijos de T . Uno de los ı´ndices para texto en memoria secundaria ma´s relevantes es el
Compact Pat Tree (CPT) [2], que consiste en representar un a´rbol de sufijos en memoria
secundaria y en forma compacta. Si bien no existen desarrollos teo´ricos que garanticen
el espacio ocupado por este ı´ndice y el tiempo insumido en la bu´squeda, en la pra´ctica
tiene un muy buen desempen˜o requiriendo de 2 a 3 accesos a memoria secundaria tanto
para count como para locate, y ocupando entre 4 a 5 veces el taman˜o del texto.
La te´cnica de paginacio´n propuesta por los autores del CPT consiste en particionar
el a´rbol en componentes conexas, a las que denomina partes, cada una de las cuales se
almacena en una pa´gina de disco.
El algoritmo utilizado para particionar el a´rbol de sufijos en partes es un algoritmo
greedy que procede en forma bottom-up tratando de condensar en una u´nica parte un
nodo con uno o los dos suba´rboles que dependen de e´l. En este proceso de particionado
las decisiones se toman en base a la profundidad de cada nodo involucrado, donde la
profundidad de un nodo a es la cantidad ma´xima de pa´ginas que se deben acceder en un
camino que comience en a y termine en una hoja del suba´rbol con raı´z a. Para particio-
nar un a´rbol, el algoritmo comienza asignando cada hoja a una parte con profundidad 1
y luego, en forma bottom-up, procesa cada uno de los nodos de este a´rbol binario segu´n
las siguientes reglas:
a) si ambos hijos tienen la misma profundidad d y las partes que contienen a los hijos
y el nodo corriente entran en una pa´gina de disco, une ambas partes junto con el
nodo corriente y establece la profundidad del nodo corriente y de esta nueva parte
en d.
b) si ambos hijos tienen la misma profundidad d y las partes que contienen a los hijos
y el nodo corriente no entran en una pa´gina de disco, cierra las partes de los hijos y
crea una nueva parte para el nodo corriente con profundidad d+ 1.
c) si los hijos tienen profundidades d y k con d < k y el nodo corriente y el hijo
de mayor profundidad (k) entran en una pa´gina de disco, cierra la parte del hijo
con menor profundidad (d), une el nodo corriente con la parte del hijo de mayor
profundidad y establece la profundidad de esta nueva parte en k.
d) si los hijos tienen profundidades d y k con d < k y el nodo corriente y el hijo de
mayor profundidad (k) no entran en una pa´gina de disco, cierra las partes de ambos
hijos y crea una nueva parte para el nodo corriente con profundidad k + 1.
Cerrar una parte implica grabarla en una pa´gina de disco y reemplazar, en el a´rbol
original, ese suba´rbol por el nu´mero de pa´gina donde fue grabado. Las figuras 3, 4, 5 y
6 muestran la representacio´n gra´fica de cada uno de los casos. Los valores almacenados
en las hojas de cada parte pueden ahora ser o bien ı´ndices de sufijos o bien punteros
a otra parte (pa´gina) del a´rbol. En consecuencia, se debe agregar un bit por cada hoja
para poder distinguir ambos casos durante el proceso de bu´squeda.
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3. Representacio´n de un Trie de Sufijos
La representacio´n habitual de un trie consiste en mantener en cada nodo los punteros
a sus hijos, junto con el ro´tulo correspondiente a cada uno de ellos. Existen distintas
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variantes de representacio´n que consisten en organizar estos punteros a los hijos sobre
una lista secuencial, sobre una lista vinculada o sobre una tabla de hashing [6].
Todas las propuestas existentes mantienen explı´citamente la forma del a´rbol con
punteros, los que pueden ser punteros fı´sicos (direcciones de memoria principal) o pun-
teros lo´gicos (posiciones de un arreglo).
Nuestra propuesta de representacio´n de un trie de sufijos permite por una lado re-
ducir el espacio necesario para almacenar el ı´ndice, dado que no existira´n los punteros
a los hijos, y por otro facilita un posterior proceso de paginado, que permitira´ manejar
eficientemente el trie en memoria secundaria (te´cnica que explicaremos en la pro´xima
seccio´n).
Notar que la informacio´n contenida en el trie esta´ compuesta por: la forma del a´rbol,
el ro´tulo de cada rama, el valor de salto de cada nodo, el grado de cada nodo y el ı´ndice
del sufijo asociado a cada hoja. Nuestra representacio´n consiste en una representacio´n
secuencial de cada una de estas componentes.
La forma del a´rbol la representamos utilizando la te´cnica de representacio´n de
pare´ntesis [8]. Esta representacio´n consiste en realizar un barrido preorden sobre el
a´rbol colocando un pare´ntesis que abre cuando se visita por primera vez un nodo y un
pare´ntesis que cierra cuando se termina de visitar todo el suba´rbol de ese nodo. Esta
representacio´n utiliza un total de 2n bits para un a´rbol de n nodos, manteniendo las
facilidades de navegacio´n sobre el mismo [8]. La figura 7 muestra esta representacio´n
para el mismo a´rbol de la figura 2 (derecha).
Para la representacio´n de los ro´tulos de cada rama, de los valores de salto de cada
nodo y del grado de cada nodo, utilizamos arreglos colocando los elementos que for-
man cada arreglo en el orden indicado por un barrido preorden del a´rbol. Esto permite
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Figura 7. Representacio´n de pare´ntesis para la forma del a´rbol. Debajo de algunos pare´ntesis
se ha indicado el valor de salto del nodo que ese pare´ntesis representa. Los nodos se toman de
acuerdo a un barrido preorden.
durante la navegacio´n del a´rbol moverse coordinadamente sobre todas las secuencias
que conforman la representacio´n del mismo.
Para la hojas tambie´n se mantiene un arreglo de ı´ndices de sufijos, tomados en orden
de izquierda a derecha del a´rbol.
4. Trie de Sufijos en Memoria Secundaria
Tal como lo menciona´ramos en la secciones anteriores, la te´cnica de paginacio´n que
proponemos consiste en una extensio´n para a´rboles r-arios del paginado utilizado en el
CPT.
Al igual que el algoritmo explicado en la seccio´n 2.2, nuestra te´cnica de paginado
tambie´n consiste en particionar el a´rbol en componentes conexas, denominadas partes,
cada una de las cuales se almacena en una pa´gina de disco.
El algoritmo procede en forma bottom-up tratando de condensar en una u´nica parte
un nodo con uno o ma´s suba´rboles que dependen de e´l. En este proceso de particionado
las decisiones se toman en base a la profundidad de cada nodo involucrado (recordar
la definicio´n de profundidad dada en la seccio´n 2.2), dado que la profundidad indica
la cantidad de accesos a disco que debera´ realizar el proceso de bu´squeda para llegar
desde esa parte a una hoja del a´rbol.
Para particionar un a´rbol, el algoritmo comienza asignando cada hoja a una parte
con profundidad 1 y luego, en forma bottom-up, procesa cada uno de los nodos de este
a´rbol r-ario segu´n las siguientes reglas:
a) se ordenan los hijos del nodo corriente de mayor a menor segu´n su profundidad.
b) si el nodo corriente y el hijo de mayor profundidad d entran en una pa´gina de disco,
colocamos en una misma pa´gina el nodo corriente y tantos hijos como entren en
una pa´gina. Estos hijos se toman de acuerdo al orden establecido en el paso a).
Se establece la profundidad de la nueva parte creada en d, donde d es el ma´ximo
de las profundidades de los hijos, y se cierran las partes de aquellos hijos que no
conforman la nueva parte creada.
c) si el padre no puede unirse con el hijo de mayor profundidad, se cierran todas las
partes hijas y se crea una nueva parte para el nodo corriente con profundidad d+1,
donde d es el ma´ximo de las profundidades de los hijos.
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5. Conclusiones y Trabajo Futuro
Basa´ndonos en los resultados que se muestran en [2] hemos disen˜ado una te´cnica de
paginado del trie de sufijos, ı´ndice para el cual no se conoce ninguna versio´n eficiente
en memoria secundaria. Si bien la propuesta aquı´ presentada se describe para un trie de
sufijos, puede ser fa´cilmente extendida para la representacio´n en memoria secundaria
de cualquier a´rbol r-ario.
Como trabajo futuro nos proponemos estudiar experimentalmente las te´cnicas aquı´ pro-
puestas.
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