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Abstract
We consider AF flows, i.e., one-parameter automorphism groups of a unital sim-
ple AF C∗-algebra which leave invariant the dense union of an increasing sequence of
finite-dimensional *-subalgebras, and derive two properties for these; an absence of
continuous symmetry breaking and a kind of real rank zero property for the almost
fixed points.
1 Introduction
We consider the class of AF representable one-parameter automorphism groups of a unital
simple AF C∗-algebra (which will be called AF flows) and derive two properties, one of
which is invariant under inner perturbations and may be used to distinguish them from
other flows (i.e., one-parameter automorphism groups).
We recall that a flow α of a unital simple AF C∗-algebra A is defined to be AF locally
representable or an AF flow if there is an increasing sequence (An) of α-invariant finite-
dimensional *-subalgebras of A with dense union [14], [15]. In this case there is a self-
adjoint hn ∈ An such that αt|An = Ad eithn |An for each n. Thus the local Hamiltonians
(hn) mutually commute and can be considered to represent the time evolution of a classical
statistical lattice model, which is a special kind of model among all the models quantum
or classical. Consider the larger class of flows which are inner perturbations of AF-flows.
(These are characterized by the property that the domains of the generators contains
a canonical AF maximal abelian sub-algebra (masa), see [15, Proposition 3.1].) In [15,
Theorem 2.1 and Remark 3.3] it was demonstrated that there are flows outside this larger
class, but the proof was not easy. Our original aim was to show that all the flows which
naturally arose in quantum statistical lattice models and were not obviously AF flows,
were in fact beyond the class of inner perturbations of AF flows. We could not prove that
there was even a single example and obtained only a weak result in this direction which
1
is presented in Remark 2.4. Thus we ended up presenting the two new properties of the
AF flows mentioned in the abstract.
The first property we derive for AF flows can be expressed as: there is no continuous
symmetry breaking. If δα denotes the generator of a general flow α, we define the exact
symmetry group for α as G0 = {γ ∈ AutA | γδαγ−1 = δα} and the near symmetry group
as G1 = {γ ∈ AutA | γδαγ−1 = δα + ad ih for some h = h∗ ∈ A}. Then it is known
that there is a natural homomorphism of G0 into the affine homeomorphism group of
the simplex of KMS states at each temperature. We deduce moreover in Proposition 2.1
from the perturbation theory of KMS states [1], that there is a homomorphism of G1 into
the homeomorphism group of the simplex of KMS states at each temperature, mapping
the extreme points onto the extreme points. We next show in the special case of AF
flows that if γ ∈ G0 is connected to id in G0 by a continuous path, then γ induces the
identity map on the simplexes of KMS states. We actually show a generalization of this
in Theorem 2.3: If α is an AF flow and γ ∈ G1 is connected to id in G1 by a continuous
path (γt) such that γtδαγ
−1
t = δα + ad ib(t) with b(t) rectifiable in A, then γ induces a
homeomorphism which fixes each extreme point. (Thus, if the homeomorphism is affine,
it is the identity map. This is in particular true if γ ∈ G0.)
The second property we derive for the class of inner perturbations of AF flows can be
expressed as: the almost fixed point algebra for α has real rank zero (see Theorem 3.6). A
technical lemma used to show this property is a generalization of H. Lin’s result on almost
commuting self-adjoint matrices [16]. The generalization says that any almost commuting
pair of self-adjoint matrices, one of norm one and the other of arbitrary norm, is in fact
close to an exactly commuting pair (see Theorem 3.1).
We recall here a similar kind of property in [15] saying that the almost fixed point
algebra has trivial K1. We will show by examples that these two properties, real rank
zero and trivial K1 for the almost fixed point algebra, are independent, as one would
expect. (It is not that the almost fixed point algebra is actually defined as an algebra;
but if α is periodic, then we can regard the almost fixed point algebra as the usual fixed
point algebra, see Proposition 3.7. In general we can characterize any property of the
almost fixed point algebra as the corresponding property of the fixed point algebra for a
certain flow obtained by passing to a C∗-algebra of bounded sequences modulo c0, see
Proposition 3.8.)
We remark that there is a flow α of a unital simple AF C∗-algebra such that D(δα) is
not AF (as a Banach *-algebra)(cf. [18, 19]). This was shown in [15] by constructing an
example where D(δα) does not have real rank zero. Note that D(δα) has always trivial
K1 and has the same K0 as the C
∗-algebra A. Hence real rank is still the only property
which has been used to distinguish α with non-AF D(δα). On the other hand even K0 (of
the almost fixed point algebra) might be used to distinguish non-AF flows (up to inner
perturbations) as well as real rank and K1 as shown above.
In the last section we will show that any quasi-free flow of the CAR algebra has the
property that the almost fixed point algebra has trivial K1, leaving open the question of
whether it is an inner perturbation of an AF flow or not and even the weaker question of
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whether the almost fixed point algebra has real rank zero or not.
One of the authors (A.K.) would like to thank Professor S. Sakai for discussions and
questions concerning the first property.
2 Symmetry
In the first part of this section we describe the symmetry group of a flow and how it
is mapped into the homeomorphism groups of the simplexes of KMS states. Then in
the remaining part we discuss a theorem on a kind of absence of continuous symmetry
breaking for AF flows.
In the first part A can be an arbitrary unital simple C∗-algebra. Let α be a flow of A
(where we always assume strong continuity; t 7→ αt(x) is continuous for any x ∈ A), and
δα the generator of α. Then δα is a closed linear operator defined on a dense *-subalgebra
D(δα) of A with the derivation property: δα(xy) = δα(x)y + xδα(y), δα(x)∗ = δα(x∗) for
x, y ∈ D(δα). We equip D(δα) with the norm ‖ · ‖δα obtained by embedding D(δα) into
A⊗M2 by the (non *-preserving) isomorphism x 7→
(
x δα(x)
0 x
)
. Note that D(δα) is a
Banach *-algebra. (See [6, 3, 19] for the theory of unbounded derivations.)
We call a continuous function u of R into the unitary group of A an α-cocycle if
usαs(ut) = us+t, s, t ∈ R. Then t 7→ Ad ut ◦ αt is a flow of A and is called a cocycle
perturbation of α. If u is differentiable, then the generator of this perturbation is δα+ad ih,
where du/dt|t=0 = ih (see [14, section 1]). We define the symmetry group G = Gα of α as
{γ ∈ AutA | γαγ−1 is a cocycle perturbation of α},
which is slightly more general than the G1 given in the introduction, so G0 ⊆ G1 ⊆ G =
Gα. Then G depends on the class of cocycle perturbations of α only and is indeed a
group: If γ ∈ G, then γαtγ−1 = Ad ut αt for some α-cocycle u, which implies that
γ−1αtγ = Adγ
−1(u∗t )αt.
We can check the α-cocycle property of t 7→ γ−1(u∗t ) by
γ−1(u∗s)αs(γ
−1(u∗t )) = γ
−1(u∗sγαsγ
−1(u∗t )) = γ
−1(u∗sAd us αs(u
∗
t ))
= γ−1(αs(u
∗
t )u
∗
s) = γ
−1(u∗s+t).
Thus γ−1 ∈ G. If γ1, γ2 ∈ G, then γiαtγ−1i = Ad uit αt for some α-cocycle ui for i = 1, 2.
Since γ1γ2αt(γ1γ2)
−1 = Ad γ1(u2t)u1t αt, we only have to check that t 7→ γ1(u2t)u1t is an α-
cocycle, which will be denoted by γ1(u2)u1. We leave this simple calculation to the reader.
Note that G contains the inner automorphism group Inn(A) as a normal subgroup and
each element of G/Inn(A) has a representative γ ∈ G such that γ leaves D(δα) invariant
and
γδαγ
−1 = δα + ad ib
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for some b = b∗ ∈ A (see [14, Corollary 1.2]).
We equip G = Gα with the topology defined by γn→γ in G if
(1) γn→γ in Aut(A) (i.e., ‖γn(x)− γ(x)‖→0 for x ∈ A),
and
(2) there exist α-cocycles un, u such that γnαtγ
−1
n = Ad unt αt, γαtγ
−1 = Adutαt and
‖unt − ut‖→0 uniformly in t on compact subsets of R.
With this topology G is a topological group.
Let c ∈ R \ {0} and ω a state on A. We say that ω satisfies the c-KMS condition or
is a c-KMS state (with respect to α) if for any x, y ∈ A there is a bounded continuous
function F on the strip Sc = {z ∈ C | 0 ≤ ℑz/c ≤ 1} such that F is analytic in the
interior of Sc and satisfies, on the boundary of Sc,
F (t) = ω(xαt(y)), t ∈ R,
F (t+ ic) = ω(αt(y)x), t ∈ R.
We denote by Kαc = Kc the set of c-KMS states of A. Then Kc is a closed convex set
of states and moreover a simplex. We denote by ∂(Kc) the set of extreme points of Kc.
Note that for ω ∈ Kc, ω is extreme in Kc if and only if ω is a factorial state (see [6, 19]
for details).
Proposition 2.1 Let A be a unital simple C∗-algebra, α a flow of A, and c ∈ R \ {0}.
Then there is a continuous homomorphism Φ of the symmetry group Gα of α into the
homeomorphism group of Kc such that Φ(γ)(ω) is unitarily equivalent to ωγ
−1 for each
γ ∈ Gα and ω ∈ Kc. Moreover Φ(γ) = id for any inner γ.
Proof. Let γ ∈ Gα and let u be an α-cocycle such that γαtγ−1 = Ad ut αt. Since A
is simple, u is unique up to phase factors, i.e., any other α-cocycle satisfying the same
equality is given as t 7→ eiptut for some p ∈ R.
Let ω ∈ Kc. Then ωγ−1 is a KMS state with respect to γαtγ−1 = Ad ut αt. Using
the fact that αt = Ad u
∗
t γαtγ
−1, there is a procedure to make a KMS positive linear
functional ω′ with respect to α, which depends on the choice of u; formally it can be given
as
ω′(x) = ωγ−1(xu∗ic), x ∈ A.
More precisely we let βt = Ad ut αt and express the β-cocycle u
∗
t as
u∗t = wvtβt(w
−1)
such that t 7→ vt extends to an entire function on C [14, Lemma 1.1]. Then we define
Φ(γ, u)ω as
(Φ(γ, u)(ω))(a) = ωγ−1(w−1awvic).
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(By a formal calculation we can see that this satisfies the c-KMS condition as follows:
ωγ−1(w−1aαic(b)wvic) = ωγ
−1(w−1au−1ic βic(b)uicwvic)
= ωγ−1(w−1awvicβic(w
−1bw))
= ωγ−1(w−1bawvic),
where we used that uic = βic(w)v
−1
ic w
−1 and that ωγ−1 is a c-KMS state for βt = γαtγ−1.
See [14].) The map
Φ(γ) : ω 7→ Φ(γ, u)(ω)/Φ(γ, u)(ω)(1)
defines a continuous map of Kc into Kc and Φ(γ, u)(ω) is quasi-equivalent (hence unitarily
equivalent) to ωγ−1. (It follows from the definition of Φ(γ, v) that Φ(γ)(ω) is quasi-
contained in ωγ−1, but as w−1 and wvic are invertible, ωγ−1 is conversely quasi-contained
in Φ(γ)(ω). Since any KMS state is separating and cyclic for the weak closure, these
states are unitary equivalent.) For any other choice u′t = e
iptut for u it follows that
Φ(γ, u′) = e−cpΦ(γ, u). Thus Φ(γ) does not depend on the choice of u. For γ1, γ2 ∈ Gα
with α-cocycles u1, u2 respectively, it follows that
Φ(γ1γ2, γ1(u2)u1) = Φ(γ1, u1)Φ(γ2, u2)
since
Φ(γ1, u1)Φ(γ2, u2)(ω) = Φ(γ1, u1)(ωγ
−1
2 ( · u∗2,ic))
= ωγ−12 (γ
−1
1 ( · u∗1,ic)u∗2,ic)
= ωγ−12 γ
−1
1 ( · u∗1,icγ1(u∗2,ic)).
This shows that Φ is a group homomorphism. If γ = Ad u, then Φ(γ, uα(u∗))(ω) = ω.
The continuity of γ 7→ Φ(γ) follows from the following lemma.
Lemma 2.2 Let (u∞, u1, u2, . . .) be a sequence of α-cocycles such that limn→∞ un,t = u∞,t
uniformly in t on every compact subset of R. Then for any ǫ > 0 there exists a sequence
(w∞, w1, w2, . . .) of invertible elements in A such that limn→∞wn = w∞, ‖wn − 1‖ < ǫ,
and vm,t ≡ w−1m um,tαt(wm) extends to an entire function on C for m = ∞, 1, 2 . . . such
that limn→∞ vn,z = v∞,z for any z ∈ C.
Proof. Define a C∗-algebra B by
B = {x = (xn)∞n=1 | xn ∈ A, lim xn exists}
and define a flow β on B ⊗M2 by βt = AdU ◦ αt ⊗ id, where U = (1 ⊕ un,t). We define
a homomorphism ϕ of B onto A by ϕ(x) = lim xn for x = (xn) ∈ B and note that
ϕ ◦ βt = Ad(1 ⊕ u∞,t) ◦ αt ⊗ id ◦ ϕ. Let ǫ ∈ (0, 1). Since (1 ⊕ 0)n and (0 ⊕ 1)n are fixed
by β, there is a w ∈ B such that ‖w − 1‖ < ǫ and
t 7→ βt(
(
0 0
w 0
)
)
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extends to an entire function on C (pick an entire element y for β close to
(
0 0
1 0
)
, and
replace y by (0 ⊗ 1)ny(1 ⊗ 0)n). If w = (wn) ∈ B, vn,t = w−1n un,tαt(wn) ∈ A, and
vt = (vn,t) ∈ B, then we have that
βt(
(
0 0
w 0
)
) =
(
0 0
wvt 0
)
.
Letting w∞ = limwn and v∞,t = lim vn,t, the proof is complete.
Theorem 2.3 Let A be a unital simple AF C∗-algebra and α an AF flow of A. Let
(γt)t∈[0,1] be a continuous path in Gα such that
γtδαγ
−1
t = δα + ad ib(t)
for some rectifiable path (b(t))t∈[0,1] in Asa. Then it follows that Φ(γ0)(ω) = Φ(γ1)(ω) for
ω ∈ ∂(Kc).
Proof. Let C be a canonical AF masa in D(δα) such that δα|C = 0. Let ω ∈ Kc. We
note that if E denotes the projection of norm one onto C, then ω = (ω|C) ◦ E, i.e., ω
is determined by the restriction ω|C . (Let (An) be an increasing sequence of α-invariant
finite dimensional subalgebras with dense union in A such that An ∩C is masa in An for
each n. Then ω|An is clearly determined by ω|An∩C , and thus ω is determined by ω|C .)
We first prove the theorem in the simpler case where b(t) = 0. In this case γt leaves
the C∗-subalgebra B = Kernel(δα) invariant, on which ω is a trace. For any projection
e ∈ C ⊂ B, (γt(e)) is a continuous family of projections in B, which implies that γ0(e) is
equivalent to γ1(e) in B. Hence ωγ0(e) = ωγ1(e). Since C is an abelian AF algebra, this
implies that ωγ0|C = ωγ1|C . Since they are KMS states, we can conclude that ωγ0 = ωγ1.
Since this is true for any ω ∈ Kc, it also follows that ωγ−10 = ωγ−11 .
What we will do in the following is a modification of this argument.
Let ω ∈ ∂(Kc). In the GNS representation associated with ω ∈ ∂(Kc), we define a
one-parameter unitary group U by
Utπω(x)Ωω = πω ◦ αt(x)Ωω, x ∈ A.
Then from the c-KMS condition on ω it follows that the modular operator ∆ for Ωω is given
by ∆ = e−cH , where H is the generator of U ; Ut = eitH (See [7, Proof of Theorem 5.3.10]).
We define a positive linear functional ω(h) on A for h = h∗ ∈ A as the vector state given
by e−c(H+πω(h))/2Ωω, i.e.,
ω(h)(x) = (πω(x)e
−c(H+πω(h))/2Ωω, e
−c(H+πω(h))/2Ωω).
Then ω(h) satisfies the c-KMS condition with respect to δα + ad ih. (See [1, 19] or [7,
Theorem 5.4.4]. The relation to the previous perturbation argument in terms of cocycles
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is as follows: The flow generated by δα + ad ih is given as Ad ut αt, where u is the α-
cocycle with dut/dt|t=0 = ih, and ω(h) is equal to ω(w−1 · wvic), where ut is expressed as
wvtαt(w
−1) with t 7→ vt entire.)
For s ∈ [0, 1] let ωs = ω(b(s)), which is a positive linear functional satisfying the c-KMS
condition with respect to the generator δα + ad ib(s). This implies that ωsγs is a c-KMS
positive linear functional with respect to γ−1s (δα + ad ib(s))γs = δα.
Let s1, s2 ∈ [0, 1] and define a positive linear functional ϕ on A⊗M2 by
ϕ(a) = ωs1(a11) + ωs2(a22)
for a = (aij) ∈ A ⊗M2. Then ϕ is a c-KMS positive linear functional for the flow β of
A⊗M2 defined by
βt((aij)) = Ad
(
u
(b(s1))
t 0
0 u
(b(s2))
t
)
(αt(aij)),
where u
(h)
t is the α-cocycle determined by du
(h)
t /dt|t=0 = ih (see [10]). The generator δβ
of β is given by
δβ((aij)) =
(
(δα + ad ib(s1))(a11) δα(a12) + ib(s1)a12 − a12ib(s2)
δα(a21)− a21ib(s1) + ib(s2)a21 (δα + ad ib(s2))(a22)
)
.
Fix ǫ ∈ (0, 1/2) and a C∞-function f on R with compact support such that f(0) = 0
and f(t) = t−1/2 on [1− ǫ, 1]. Let e be a projection in C. We choose s1, s2 ∈ [0, 1] so that
‖γs1(e)− γs2(e)‖ < ǫ.
Let
x =
(
0 γs1(e)γs2(e)
0 0
)
.
Then
x∗x =
(
0 0
0 γs2(e)γs1(e)γs2(e)
)
and Sp(x∗x) ⊂ {0} ∪ (1− ǫ, 1]. Let v = xf(x∗x). Then v is a partial isometry such that
vv∗ =
(
γs1(e) 0
0 0
)
, v∗v =
(
0 0
0 γs2(e)
)
.
Since all the components of δβ(x) are zero except for the (1,2) component and (δα +
ad ib(s))γs(e) = 0, we have that
‖δβ(x)‖ = ‖δβ(x)12‖
= ‖γs1(e)ib(s1)γs2(e)− γs1ib(s2)γs2(e)‖
≤ ‖b(s1)− b(s2)‖.
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Since ‖δβ(x∗x)‖ ≤ 2‖b(s1)− b(s2)‖, and
δβ(f(x
∗x)) = δβ(
∫
fˆ(s)eisx
∗xds) =
∫
fˆ(s)
∫ 1
0
eitsx
∗xisδβ(x
∗x)ei(1−t)sx
∗xdtds,
it follows that
‖δβ(f(x∗x))‖ ≤
∫
|fˆ(s)s|ds · ‖δβ(x∗x)‖.
Thus there is a constant C > 0 such that
‖δβ(v)‖ ≤ C‖b(s1)− b(s2)‖.
By the KMS condition on ϕ we have a continuous function f on the strip Sc between
ℑz = 0 and ℑz = c, analytic in the interior, such that
f(t) = ϕ(vβt(v
∗)), t ∈ R,
f(t+ ic) = ϕ(βt(v
∗)v), t ∈ R.
Then f is differentiable on Sc including the boundary and satisfies that
f ′(t) = ϕ(vβt(δβ(v
∗))), t ∈ R,
f ′(t + ic) = ϕ(βt(δβ(v
∗))v), t ∈ R.
Hence it follows that
sup
z∈Sc
|f ′(z)| ≤ sup
z∈∂Sc
|f ′(z)| ≤ Cmax{‖ωs1‖, ‖ωs2‖}‖b(s1)− b(s2)‖,
which implies that
|ωs2(γs2(e))− ωs1(γs1(e))| = |f(ic)− f(0)|
≤ |c|CM‖b(s1)− b(s2)‖,
where M = max{‖ωs‖ | s ∈ [0, 1]}. We let m = min{‖ωs‖ | s ∈ [0, 1]} and choose
t0 = 0 < t1 < · · · tk = 1 such that
|c|CM
m
(1 +
M
m
)Length(b(s), s ∈ [ti−1, ti]) < 1
4
.
Then for any projection e ∈ C, we subdivide each interval [ti−1, ti] into s0 = ti−1 < s1 <
· · · < sℓ = ti such that
‖γsj−1(e)− γsj(e)‖ < ǫ,
and apply the above argument to each pair sj−1, sj to obtain that
|ωti−1γti−1(e)− ωtiγti(e)| ≤ |c|CM Length(b(s), s ∈ [ti−1, ti]).
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Thus we have that for any projection e ∈ C
|ωti−1γti−1(e)
ωti−1(1)
− ωtiγti(e)
ωti(1)
| ≤ 1
m
|ωti−1γti−1(e)− ωtiγti(e)|+M |
ωti(1)− ωti−1(1)
ωti(1)ωti−1(1)
|
≤ ( 1
m
+
M
m2
)|c|CMLength(b(s), s ∈ [ti−1, ti])
≤ 1/4.
Let
ϕt =
ωtγt
ωt(1)
and recall that ϕt is a factorial c-KMS state with respect to α. Since ϕt = ϕtE with E the
projection onto C and ‖(ϕti−1 − ϕti)|C‖ ≤ 1/2, we have that ‖ϕti−1 − ϕti‖ ≤ 1/2. Hence
ϕti−1 = ϕti . Thus we conclude that ϕ0 = ϕ1 or Φ(γ
−1
0 )(ω) = Φ(γ
−1
1 )(ω) for ω ∈ ∂(Kc).
This implies that Φ(γ0)(ω) = Φ(γ1)(ω) for ω ∈ ∂(Kc) as well.
Remark 2.4 Among the quantum lattice models, two or more dimensional, there are
long-range interactions which exhibit continuous symmetry breaking. Let α be the flow
generated by such an interaction and let γ be an action of T which exactly commutes
with α and acts non-trivially on the simplex of c-KMS states at some inverse temperature
c > 0. Suppose that α is an inner perturbation of an AF flow, i.e., δ = δα + ad ib is the
generator of an AF flow. Since γtδγ
−1
t = δ+ad i(γt(b)−b), we can conclude that t 7→ γt(b)
is not rectifiable; thus at least b is not in the domain of the generator of γ. (Note we still
cannot conclude that α is not an inner perturbation of an AF flow.)
3 Property of real rank zero
First we generalize H. Lin’s result [16] and then use it to prove that the almost fixed point
algebra for an AF flow has real rank zero.
Theorem 3.1 For every ǫ > 0 there is a ν > 0 satisfying the following condition: For
any n ∈ N and any pair a, b ∈ (Mn)sa with ‖b‖ ≤ 1 and ‖[a, b]‖ < ν there exists a pair
a1, b1 ∈ (Mn)sa such that ‖a− a1‖ < ǫ, ‖b− b1‖ < ǫ, and [a1, b1] = 0.
If we impose the extra condition that ‖a‖ ≤ 1 for a, then this result is due to H. Lin
(see also [12]). Our proof is to reduce Theorem 3.1 to Lin’s result.
Lemma 3.2 Let f be a C∞-function on R such that f ≥ 0, ∫ f(t)dt = 1, and supp fˆ ⊂
(−1/2, 1/2). For any pair a, b elements in a C∗-algebras-algebra such that a = a∗, define
b1 =
∫
f(t)eitabe−itadt.
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Then it follows that
‖b− b1‖ ≤
∫
f(t)|t|dt · ‖[a, b]‖,
‖[a, b1]‖ ≤
∫
f(t)dt · ‖[a, b]‖.
Proof. This follows from the following computations:
b1 − b =
∫
f(t)(eitabe−ita − b)dt,
=
∫
f(t)
∫ t
0
eisa[ia, b]e−isadsdt,
[a, b1] =
∫
f(t)eita[a, b]e−itadt.
Remark 3.3 If we denote by Ea the spectral measure of a, then the b1 defined in the
above lemma satisfies that
Ea(−∞, t− 1/4] b1Ea[t + 1/4,∞) = 0
for any t ∈ R, [6, Proposition 3.2.43].
Lemma 3.4 For any ǫ > 0 there is a ν > 0 satisfying the following condition: For any
n ∈ N, any pair a, b ∈ (Mn)sa with ‖b‖ ≤ 1 and ‖[a, b]‖ < ν, and any t ∈ R there exists
a projection p ∈Mn such that
Ea[t + 1/4,∞) ≤ p ≤ Ea(t− 1/4,∞),
‖[a, p]‖ < ǫ,
‖[b, p]‖ < ǫ,
where Ea denotes the spectral measure associated with a.
Proof. Let f be a C∞-function on R such that
f(t) =
{
0 t ≤ −1/4
1 t ≥ 1/4
and f(t) ≈ 2t + 1/2, 0 < f(t) < 1 for t ∈ (−1/4, 1/4). Define a function gN on R for a
large N by
gN(t) = min{f(t), f(
√
N − t/
√
N)}.
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The function gN is C
∞ if N −√N/4 > 1/4 and satisfies that
gN(t) =
{
1 t ∈ [1/4, N −√N/4]
0 t ≤ −1/4 or t ≥ N +√N/4 .
If N −√N/4 ≥ ‖a‖, we have that
f(a) = gN(a) =
∫
gˆN(t)e
itadt,
where
gˆN(t) =
1
2π
∫
gN(s)e
−itsds.
Since
‖[b, f(a)]‖ =
∫
gˆN(t)[b, e
ita]dt =
∫
gˆN(t)
∫ t
0
ei(t−s)a[b, ia]eisadsdt,
we have that
‖[b, f(a)‖ ≤
∫
|gˆN(t)t|dt · ‖[b, a]‖.
Since
itgˆN (t) = − 1
2π
∫
gN(s)
d
ds
e−itsds =
1
2π
∫
g′N(s)e
−its,
it follows for t 6= 0 that:
lim
N→∞
itgˆN (t) =
1
2π
∫
f ′(s)e−itsds− lim 1
2π
√
N
∫
f ′(
√
N − s/
√
N)e−itsds
=
1
2π
∫
f ′(s)e−itsds
= fˆ ′(t).
Since the above convergence can be estimated by
1
2π
√
N
∫
f ′(
√
N − s/
√
N)e−itsds =
e−iNt
2π
∫
f ′(u)ei
√
Ntudu = e−iNtfˆ ′(−
√
Nt),
we obtain that
‖[b, f(a)]‖ ≤ C‖[b, a]‖,
where
C =
∫
|fˆ ′(t)|dt.
If ‖[a, b]‖ is small enough, then ‖[b, f(a)]‖ is so small with ‖f(a)‖ ≤ 1 and ‖b‖ ≤ 1 that
H. Lin’s result is applicable to the pair b, c = f(a). Thus we obtain b1, c1 ∈ (Mn)sa such
that
‖b− b1‖ ≈ 0, ‖c− c1‖ ≈ 0, [b1, c1] = 0.
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Let q be the spectral projection of c1 corresponding to (1/2,∞). Since ‖c− c1‖ ≈ 0, and
the spectral projection of c corresponding to (0,∞) (resp. [1,∞)) is Ea(−1/4,∞) (resp.
Ea[1/4,∞)), we have that
Ea(−1/4,∞)q ≈ q,
Ea[1/4,∞)q ≈ Ea[1/4,∞),
where the approximation depends only on ‖c−c1‖, which in turn depends only on ‖[a, b]‖.
Hence in particular Ea(−1/4, 1/4) almost commutes with q. By functional calculus we
construct a projection q0 from Ea(−1/4, 1/4)qEa(−1/4, 1/4) and set p = q0+Ea[1/4,∞),
which is close to q, dominates Ea[1/4,∞) and is dominated by Ea(−1/4,∞). Since
[p, a] = [p, Ea(−1/4, 1/4)a] = [p−q, Ea(−1/4, 1/4)a]+[q, Ea(−1/4, 1/4)(a−f(a)/2+1/4)],
we obtain that ‖[p, a]‖ ≤ 2‖p − q‖ + 2 supt∈(−1/4,1/4) |t − f(t)/2 + 1/4|. Since [p, b] =
[p−q, b]+[q, b] = [p−q, b]+[q, b−b1]+[q, b1], we obtain that ‖[p, b]‖ ≤ 2‖b‖‖p−q‖+2‖b−b1‖.
Hence p is the desired projection for t = 0. We can apply this argument to the pair a−t1, b
to obtain the desired projection p for t ∈ R.
Lemma 3.5 For any ǫ > 0 there exists a ν > 0 satisfying the following condition: For
any n ∈ N, any pair a, b ∈ (Mn)sa with ‖b‖ ≤ 1 and ‖[a, b]‖ < ν there is a family
{pk : k ∈ Z} of projections in Mn such that
[Ea(j − 1/4, j + 1/4), pk] = 0, j, k ∈ N,
Ea[k + 1/4, k + 3/4] ≤ pk ≤ Ea(k − 1/4, k + 5/4),
‖[a, pk]‖ < ǫ,
‖[b, pk]‖ < ǫ,∑
k
pk = 1,
where pk = 0 except for a finite number of k.
Proof. By the previous lemma we choose a ν > 0 such that for a pair a, b as above, there
are projections ek, k ∈ Z such that
Ea[k + 1/4,∞) ≤ ek ≤ Ea(k − 1/4,∞),
‖[a, ek]‖ < ǫ/2,
‖[b, ek]‖ < ǫ/2.
Then we set
pk = ek(1− ek+1) = ek − ek+1.
Then {pk} is a family of projections with ∑k pk = 1. Since
Ea(−∞, k + 3/4] ≤ 1− ek+1 ≤ Ea(−∞, k + 5/4),
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we see that {pk} satisfies the required conditions.
Proof of Theorem 3.1
By Lemma 3.2 we may assume that we are given a pair a, b ∈ (Mn)sa such that
‖b‖ ≤ 1, ‖[a, b]‖ < ν, and Ea(−∞, t−1/4]bEa[t+1/4,∞) = 0 for any t ∈ R, where ν > 0
is given in the previous lemma. Choosing the projections {pk} given there, we claim that
‖a−∑
k
pkapk‖ < 4ǫ,
‖b−∑
k
pkbpk‖ < 4ǫ.
To prove this note that if |i− j| > 1 then piapj = 0 = pibpj . Since
a−∑
k
pkapk =
∑
k
pkapk+1 +
∑
k
pk+1apk =
∑
k
[pk, a]pk+1 +
∑
k
pk+1[a, pk],
and
‖∑
k
[p2k, a]p2k+1‖2 = ‖
∑
k
[p2k, a]p2k+1[a, p2k]‖ = sup
k
‖[p2k, a]p2k+1[a, p2k]‖ < ǫ2,
and similar computations hold for three other sums and for b, we get the above assertions.
We then apply H. Lin’s result [16] to each pair pkapk, pkbpk which satisfies
‖[pkapk, pkbpk]‖ ≤ ‖pk[a, pk]bpk‖+ ‖pk[a, b]pk‖+ ‖pk[b, pk]apk‖ < 2ǫ+ ν.
Assuming that 2ǫ+ ν is sufficiently small, we obtain a pair ak, bk in (pkMnpk)sa such that
pkapk ≈ ak, pkbpk ≈ bk, [ak, bk] = 0.
We set a′ =
∑
k ak and b
′ =
∑
k bk. Then it follows that [a
′, b′] = 0 and a ≈ a′, b ≈ b′
because of the inequality
‖a− a′‖ ≤ ‖a−∑
k
pkapk‖+ sup
k
‖pkapk − ak‖
and a similar inequality for b, b′. This completes the proof.
For a flow α of a unital simple AF algebra we denote by δα the generator of α as
before. We introduce the following condition on α, which we may express by saying that
the almost fixed point algebra for α has real rank zero.
Condition F0: For any ǫ > 0 there exists a ν > 0 satisfying the following condition: If
h = h∗ ∈ D(δα) satisfies that ‖h‖ ≤ 1 and ‖δα(h)‖ < ν there exists a pair k = k∗ ∈ D(δα)
and b = b∗ ∈ A such that ‖h− k‖ < ǫ, ‖b‖ < ǫ, (δα + ad ib)(k) = 0, and Sp(k) is finite.
In the above condition let C be the (finite-dimensional) *-subalgebra generated by k.
Then h is approximated by an element of C within distance ǫ and ‖δα|C‖ < 2ǫ.
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We recall from [15, Proposition 3.1] that a flow α is a cocycle perturbation of an
AF flow if and only if the domain D(δα) contains a canonical AF masa. (A maximal
abelian AF C∗-subalgebra C of a AF C∗-algebra A is called canonical if there is an
increasing sequence (An) of finite-dimensional *-subalgebras of A with dense union such
that C ∩ An ∩ A′n−1 is maximal abelian in An ∩A′n−1 for each n with A0 = 0.)
Theorem 3.6 Let α be a flow of a non type I simple AF C∗-algebra. If D(δα) contains
a canonical AF masa, then the above condition F0 is satisfied, i.e., the almost fixed point
algebra has real rank zero.
Proof. Let ǫ > 0. We choose a ν > 0 as in Theorem 3.1.
Let h = h∗ ∈ D(δα) be such that ‖h‖ ≤ 1 and ‖δα(h)‖ < ν. There exists a c = c∗ ∈ A
such that ‖c‖ < min{(ν−‖δα(h)‖)/2, ǫ} and δα+ad ic generates an AF flow. Explicitly let
{An} be an increasing sequence of finite-dimensional *subalgebras of A with dense union
such that An ⊂ D(δα) and (δα + ad ic)(An) ⊂ An for each n. There exists a sequence
{hn} such that hn = h∗n ∈ An, ‖hn‖ ≤ 1, ‖hn − h‖→0, and ‖δα(h − hn)‖→0. Since
‖(δα + ad ic)(h)‖ < ν, we have an n, h0 = h∗0 ∈ An, and a = a∗ ∈ An such that ‖h0‖ ≤ 1,
‖h− h0‖ < ǫ, ‖(δα + ad ic)(h0)‖ < ν, and (δα + ad ic)|An = ad ia|An. Since An is a finite
direct sum of matrix algebras, Theorem 3.1 is applicable to the pair a, h0. Thus there
exists a pair a1, h1 ∈ (An)sa such that ‖a− a1‖ < ǫ, ‖h0 − h1‖ < ǫ, and [a1, h1] = 0. Let
b = a1 − a + c. Then we have that ‖h − h1‖ < 2ǫ, ‖b‖ < 2ǫ, (δα + ad ib)(h1) = 0, and
Sp(h1) is finite.
In the special case that α is periodic, the fact that the almost fixed point algebra has
real rank zero simply means that the fixed point algebra has real rank zero:
Proposition 3.7 Let A a non type I simple AF C∗-algebra and α a periodic flow of A.
Then the following conditions are equivalent:
1. Condition F0 holds.
2. The fixed point algebra Aα = {a ∈ A | αt(a) = a} has real rank zero.
Proof. We may suppose that α1 = id. Suppose (1); we have to show that {h ∈
Aαsa | Sp(h) is finite} is dense in Aαsa [9]. Let h = h∗ ∈ Aα, ǫ > 0, and n ∈ N. There
exist an h1 ∈ D(δα)sa and b ∈ Asa such that ‖h− h1‖ < ǫ, ‖b‖ < ǫ, (δα + ad ib)(h1) = 0,
and Sp(h1) is finite. We approximate h1 by an element h2 =
∑n
k=−n(k/n)pk in the *-
subalgebra generated by h1, where (pk) is a mutually orthogonal family of projections.
We may assume that ‖h1 − h2‖ ≤ 1/n and hence that ‖h− h2‖ < ǫ+ 1/n. Note that we
still have that (δα+ad ib)(h2) = 0. Since ‖αt(pk)− pk‖ ≤ |t|‖δ(pk)‖ < 2|t|ǫ, we have that
‖
∫ 1
0
αt(pk)− pk‖ < ǫ
for k = −n,−n+ 1, . . . , n. If ǫ is sufficiently small, then by functional calculus we induc-
tively define a projection qk ∈ Aα from (1−∑k−1j=−n qj) ∫ αtpkdt(1−∑k−1j=−n qj), which belongs
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to Aα, such that qk ≈ pk and qk is orthogonal to ∑k−1j=−n qj . Then h3 = ∑nk=−n(k/n)qk ≈∑n
k=−n(k/n)pk = h2, where the approximation is of the order of ǫ times some function of
n. Since h3 ∈ Aα, we reach the conclusion by choosing ǫ > 0 sufficiently small.
The converse implication is easy to show.
If α is not periodic, we can still re-formulate Condition F0 as follows, further justifying
the terminology that the almost fixed point algebra has real rank zero. We denote by ℓ∞
the C∗-algebra of bounded sequences in A and by c0 the closed ideal of ℓ∞ consisting of
sequences converging to zero. Then we set A∞ to be the quotient ℓ∞/c0. The flow α on
A induces a flow α on ℓ∞ by αt(x) = (αt(xn)) for x = (xn). But since α is not strongly
continuous (if α is not uniformly continuous), we choose the C∗-subalgebra ℓ∞α consisting
of x ∈ ℓ∞ with t 7→ αt(x) continuous. Since ℓ∞α ⊃ c0 and c0 is α-invariant, α induces a
(strongly continuous) flow on the quotient A∞α = ℓ
∞
α /c0, which will also be denoted by α.
Note that A∞α is inseparable even if A is separable. See [13].
Proposition 3.8 Let A be a C∗-algebra and α a flow of A. Then the following conditions
are equivalent:
1. Condition F0 holds.
2. The fixed point algebra (A∞α )
α has real rank zero.
Proof. Suppose (1) and let h ∈ (A∞α )αsa. We take a representative (hn) ∈ ℓ∞α of h such
that h∗n = hn for all n. Taking a non-negative C
∞ function f with integral 1, we may
replace each hn by
∫
f(t)αt(hn)dt. Thus we can assume that hn ∈ D(δα) and ‖δα(hn)‖→0.
Then for any ǫ > 0 there exists a sequence of pairs kn ∈ D(δα)sa and bn ∈ Asa such that
‖hn − kn‖ < ǫ, ‖bn‖→0, (δα + ad ibn)(kn) = 0, and Sp(kn) is finite and independent of n.
Hence k = (kn) + c0 ∈ A∞α satisfies that ‖h− k‖ ≤ ǫ, δα(k) = 0, and Sp(k) is finite. This
shows that (A∞α )
α has real rank zero [9].
Suppose (2). If Condition F0 does not hold, we find an ǫ > 0 and a sequence (hn)
in D(δα)sa such that ‖hn‖ = 1, ‖δα(hn)‖→0, and such that if k ∈ D(δα)sa and b ∈ Asa
satisfy that ‖h − k‖ < ǫ, ‖b‖ < ǫ, and Sp(k) is finite, then (δα + ad ib)(k) 6= 0. Since
h = (hn) + c0 ∈ A∞α belongs to (A∞α )α, we have a k ∈ (A∞α )αsa such that ‖h − k‖ < ǫ
and Sp(k) is finite. By choosing an appropriate representative (consisting of projections)
for each minimal spectral projection of k, we find a representative (kn) of k such that
k∗n = kn, Sp(kn) = Sp(k), and ‖δα(kn)‖→0. This is a contradiction.
We recall here a condition on a flow α considered in [15].
Condition F1: For any ǫ > 0 there exists a ν > 0 satisfying the following condition: If
u ∈ D(δα) is a unitary with ‖δα(u)‖ < ν there is a continuous path (ut) of unitaries in A
such that u0 = 1, u1 = u, ut ∈ D(δα), and ‖δα(ut)‖ < ǫ for t ∈ [0, 1].
In the above condition we can choose the path (ut) to be continuous in the Banach
*-algebra D(δα). We express this condition by saying that the almost fixed point algebra
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for α has trivial K1. What we have shown in [15] is that if α is an inner perturbation of
an AF flow then the above condition holds. Actually by using the full strength of Lemma
5.1 of [2], one can show that the following stronger condition holds:
Condition F1’: For any ǫ > 0 there exists a ν > 0 satisfying the following condition: If
u ∈ D(δα) is a unitary with ‖δα(u)‖ < ν there is a rectifiable path (ut) of unitaries in A
such that u0 = 1, u1 = u, ut ∈ D(δα), ‖δα(ut)‖ < ǫ for t ∈ [0, 1], and the length of (ut) is
bounded by C, where C is a universal constant (smaller than 3π + ε for example).
Then one can show the following:
Proposition 3.9 Let A be a unital C∗-algebra and α a flow of A. Then the following
conditions are equivalent:
1. Condition F1’ holds.
2. The unitary group of the fixed point algebra (A∞α )
α is path-wise connected; moreover
any unitary is connected to 1 by a continuous path of unitaries whose length is
bounded by a universal constant.
We will leave the proof to the reader.
Remark 3.10 If A is a unital simple AF C∗-algebra, one can construct a periodic flow
α of A, by using the general classification theory of locally representable actions [4], such
that the almost fixed point algebra for α has real rank zero but does not have trivial K1.
Proposition 3.11 Let A be a unital simple AF C∗-algebra. Then there exists a flow α
of A such that D(δα) is AF and the almost fixed point algebra for α does not have real
rank zero but has trivial K1 (i.e., F0 holds but not F1).
Proof. We shall use a construction used in the proof of 2.1 of [15]. Let (An) be an
increasing sequence of finite-dimensional *-subalgebras of A such that A = ∪nAn and let
An = ⊕knj=1Anj be the direct sum decomposition of An into full matrix algebras Anj. Since
K0(An) ∼= Zkn, we obtain a sequence of K0 groups:
Zk1
χ1→ Zk2 χ2→ · · · ,
where χn is the positive map of K0(An) = Z
kn into K0(An+1) = Z
kn+1 induced by the
embedding An ⊂ An+1. Since K0(A) is a simple dimension group different from Z, we
may assume that minij χn(i, j)→∞ as n→∞.
By using (An) we will express A as an inductive limit of C
∗-algebras An⊗C[0, 1]. First
we define a homomorphism ϕn,ij of Anj ⊗ C[0, 1] into Anj ⊗Mχn(i,j) ⊗ C[0, 1] as follows:
If i = j = 1 then
ϕn,11(x)(t) = x(t)⊕⊕χn(1,1)−2ℓ=0 x(
t+ ℓ
χn(1, 1)− 1),
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otherwise
ϕn,ij(x)(t) = ⊕χn(1,1)−1ℓ=0 x(
t+ ℓ
χn(1, 1)
).
Especially ϕn,ij(x) is of diagonal form in the matrix algebra over Anj ⊗ C[0, 1]. Then
embedding
⊕knj=1Anj ⊗Mχn(i,j) ⊗ C[0, 1]
into An+1,i⊗C[0, 1], (ϕn,ij) defines an injective homomorphism ϕn : An⊗C[0, 1]→An+1⊗
C[0, 1]. Then it follows that the inductive limit C∗-algebra of (An⊗C[0, 1], ϕn) is isomor-
phic to the original A; we have thus expressed A as ∪nBn where Bn = An⊗C[0, 1] ⊂ Bn+1
[11].
We will define a flow or one-parameter automorphism group α of A such that αt(Bn) =
Bn and αt|Bn is inner, i.e., α is locally representable for the sequence (Bn). First we define
a sequence (Hn) with self-adjoint Hn ∈ An ⊗ 1 ⊂ Bn inductively. Let H1 ∈ A1 ⊗ 1 ⊂ B1
and let Hn = Hn−1 +
∑
i
∑
j hn,ij, where
h∗n,ij = hn,ij ∈ 1⊗Mχn−1(i,j) ⊗ 1 ⊂ An−1,j ⊗Mχn−1(i,j) ⊗ 1 ⊂ Bn.
We define αt|Bn by Ad eitHn |Bn. Since αt|Bn = Ad eitHn+1 |Bn from the definition of Hn+1,
(αt|Bn) defines a flow α of A.
We fix H1 and hnij in the following way: ‖hnij‖ ≤ 1/2 except for hn11 which is defined
by
hn11 = 1⊕ 0⊕ · · ·⊕ ∈ 1⊗Mχn−1(1,1) ⊗ 1 ⊂ An1 ⊗ C[0, 1].
We will show that the α defined this way has the desired properties.
Let x be the identity function on the interval [0, 1] and let xn = 1⊗x ∈ 1⊗C[0, 1] ⊂ Bn.
To show that D(δα) is AF, it suffices to show that for each xn, there exists a sequence
(hm)m>n such that hm = h
∗
m ∈ Bm, Sp(hm) is finite, and ‖xn − hm‖δα→0 as m→∞. For
a sufficiently large m > n, the image ϕmn(xn) of xn in Bm = Am ⊗ C[0, 1] is almost
constant as a function (into the diagonal matrices in Am ∩ A′n) on [0, 1] except for one
component, which is x and appears through the first component of ϕk11 for n ≤ k < m.
We will approximate this component x by a self-adjoint element with finite spectrum by
using the part appearing through the components of ϕk11 other than the first; they are the
direct sum of M = Πm−1k=n (χk(1, 1)−1) components x( t+ℓM ), ℓ = 0, 1, . . . ,M −1. There is a
standard procedure to approximate the sum of these M +1 components by a self-adjoint
element k with finite spectrum [2]. Since Hm −Hn is m− n on the support projection of
x and 0 on the support projections of the other components, the ‖ · ‖δα norm of k is of
the order of m−n
M
≈ 0. (All the spectral projections of k are just constant at each point
of [0, 1] perhaps except for a pair of projections, whose eigen-values are different only by
the order of 1/M , and which are of the form:
(
cos2 θ cos θ sin θ
cos θ sin θ sin2 θ
)
,
(
sin2 θ − cos θ sin θ
− cos θ sin θ cos2 θ
)
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in the space spanned by the support projection of x and one of the support projections
of the other M components, where θ is a function in t ∈ [0, 1] which changes from
−π/2 to π/2 quickly near the point in problem. This implies that ‖δα(k)‖ ≈ m−nM and
‖xn − k‖ ≈ 1/M for the parts of k, xn − k in question.) This concludes the proof that
D(δα) is AF.
Suppose that for any ǫ > 0 there exists a pair of self-adjoint elements h, b ∈ A such
that ‖h‖ ≤ 1, ‖b‖ < ǫ, ‖x1 − h‖ < ǫ, (δα + ad ib)(h) = 0, and Sp(h) is finite, where x1
is the element of B1 defined above. Since ∪mBm is dense in D(δα), we may suppose that
h ∈ Bm for some m. The image ϕm1(x1) in Bm∩A′1 is diagonal and there is a component
x, whose (one-dimensional) support projection will be denoted by Q. Let h =
∑
i λipi be
the spectral decomposition of h and define a function θi by θi(t) = Qpi(t)Q. Then we
have that
|t−∑
i
λiθi(t)| < ǫ, t ∈ [0, 1].
Since
1
2
∑
λi>1/2
θi(0) <
∑
λiθi(0) < ǫ,
we obtain that ∑
λi>1/2
θi(0) < 2ǫ.
Since
1− ǫ <∑λiθi(1) < 1
2
∑
λ≤1/2
θi(1) +
∑
λi>1/2
θi(1) =
1
2
+
1
2
∑
λi>1/2
θi(1),
we get ∑
λi>1/2
θi(1) > 1− 2ǫ.
Thus the projection p defined by
p =
∑
λi>1/2
pi
satisfies that ‖Qp(0)Q‖ < 2ǫ and ‖Qp(1)Q‖ > 1 − 2ǫ. If ǫ < 1/4, there must be a point
t ∈ [0, 1] such that ‖Qp(t)Q‖ = 1/2. Then since Qp(t)(1 − Q)p(t)Q + Qp(t)Qp(t)Q =
Qp(t)Q, we have that ‖Qp(t)(1 − Q)‖ = 1/2. Since (Hm − H1)Q = (m − 1)Q and
‖(Hm−H1)(1−Q)‖ ≤ m− 3/2, we get that ‖δα(Qp(1−Q))‖ = ‖Qδα(p)(1−Q)‖ ≥ 1/4.
But since (δα + ad ib)(h) = 0, we had that ‖δα(p)‖ ≤ 2‖b‖ < 2ǫ. For a small ǫ > 0 this
is a contradiction. Thus we obtain that the almost fixed point algebra does not have real
rank zero.
Let u be a unitary in D(δα) such that δα(u) ≈ 0. Since ∪mBm is dense in D(δα), we
may suppose that u ∈ Bm = Am ⊗ C[0, 1]. Since Hm ∈ Am ⊗ 1, the condition δα(u) ≈ 0
implies that ‖[u(t), Hm]‖ ≈ 0 for all t ∈ [0, 1]. Define a continuous path (us) of unitaries
in Bm by us(t) = u((1−s)t). This path runs from u to the constant function u1 : t 7→ u(0)
with the estimate ‖δα(us)‖ ≤ ‖δα(u)‖. By 4.1 of [15], there is a continuous path (vs) of
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unitaies in Am from u(0) to 1 such that [vs, Hm] ≈ 0. This concludes the proof that the
almost fixed point algebra has trivial K1.
4 The CAR algebra
Let A = A(H) be the CAR algebra over an infinite-dimensional separable Hilbert space
H; we denote by a∗ the canonical linear isometric map of H into the creation operators
in A, [7, Section 5.2.2.1]. Note that A, as a C∗-algebra, is isomorphic to the UHF algebra
of type 2∞. When U is a one-parameter unitary group on H, we define a flow α of A by
αt(a
∗(ξ)) = a∗(Utξ), ξ ∈ H,
which will be called the quasi-free flow induced by U . If we denote by H the generator of
U , i.e., Ut = e
itH , the generator δα of α satisfies that
δα(a
∗(ξ)) = ia∗(Hξ), ξ ∈ D(H)
and the *-subalgebra generated by a∗(ξ), ξ ∈ D(H) is dense in the Banach *-algebra
D(δα). If H is diagonal, i.e., has a complete orthonormal family of eigenvectors, then α
is an AF flow; moreover it is of of pure product type in the sense that (A, α) is isomorphic
to (M2∞ , β), where β is given as
βt = ⊗∞n=1Ad
(
eiλnt 0
0 1
)
,
where {λn, n ∈ Z} are the eigenvalues of H . If H is not diagonal, α acts on a part of A
in an asymptotically abelian way; so we can conclude that α is not an AF flow. See [7, 8,
18] for details.
Proposition 4.1 If α is a quasi-free flow of the CAR algebra A = A(H), then the almost
fixed point algebra for α has trivial K1.
Proof. We use the notation given before this proposition and let E be the spectral measure
of H . Let ǫ > 0 and let u ∈ D(δα) be a unitary such that ‖δα(u)‖ < ǫ. Since the *-
subalgebra P generated by
a∗(ξ), ξ ∈⋃E[−n, n]H
is dense in D(δα), we can approximate u by x ∈ P. LetM be the (abelian) von Neumann
algebra generated by Ut = e
itH , t ∈ R. We may approximate u by x in a *-subalgebra P1
generated by a∗(ξ1), a∗(ξ2), . . . , a∗(ξn), where all ξi ∈ E[−N,N ]H for some N . We may
further impose the following conditions on ξ1, . . . , ξn:
1. ‖ξi‖ = 1 for all i.
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2. For i 6= j, Mξi⊥Mξj.
3. Denote by Si the smallest closed subset of R such that E(Si)ξ = ξ. Then either Si
is a singleton or an infinite set.
The condition 1 is trivial and the condition 3 is easy to obtain. To make sure the condition
2 holds we may argue as follows. Starting with ξ1, . . . , ξn let e1 be the projection onto
Mξ1. Then ξ′1 = ξ1 = e1ξ1, ξ′2 = e1x2, . . . , ξ′n = e1ξn all belong to e1H on which Me1 is
a maximal abelian von Neumann algebra. Thus there are a finite number of unit vectors
η11, . . . , η1m in e1H such that the linear span of η1i’s approximately contains all ξ′j and
Mη1i⊥Mη1j for i 6= j. We apply the same argument to the remaining (at most n − 1)
elements (1 − e1)ξ2, (1 − e1)ξ3, . . . , (1 − e1)ξn in (1 − e1)H which is left invariant under
M. Next, let e2 be the projection onto M(1− e1)ξ2 (assuming this is non-zero). Note
that e2 ≤ 1 − e1. We find a finite number of unit vectors η2j in e2H whose linear span
approximately contains e2(1−e1)ξ2 = (1−e1)ξ2, e2(1−e1)ξ3 = e2ξ3, . . . , e2(1−e1)ξn = e2ξn
such that Mη2i⊥Mη2j for i 6= j. Note that Mη1i⊥Mη2j for all i, j. Repeating this
procedure we obtain a finite number of unit vectors (ηij) satisfying the condition 2 whose
linear span approximately contains the vectors ξ1, . . . , ξn.
Since the *-algebra P1 is isomorphic to M2n by [7, Theorem 5.2.5], we may further
assume that x is a unitary. We express x as
x =
∑
µν
aµνa
∗(µ)a(ν),
where µ = (µ1, . . . , µℓ) and ν ranges over the subsequences of (1, 2, . . . , n) and a
∗(µ)
denotes
a∗(ξµ1)a
∗(ξµ2) · · ·a∗(ξµℓ)
with a(ν) = a∗(ν)∗. (If µ is the empty sequence, then a∗(µ) = 1.) Note that the coefficients
aµν are unique; hence the condition that x is a unitary can be read from (aµν) only, i.e.,
if we replace ξ1, . . . , ξn by a different orthonormal family η1, . . . , ηn and define x by the
same formula with a∗(µ) = a∗(ηµ1) · · ·a∗(ηµn), then x is still a unitary.
Let
ηi = Hξi − (Hξi|ξi)ξi .
If ηi 6= 0 let ξi+1/2 = ηi/‖ηi‖ and otherwise let ξi+1/2 = 0. Let I be the subsequence of
{1, 3/2, 2, . . . , n + 1/2} with ξc 6= 0. Then the vectors ξc, c ∈ I form an orthonormal
family. Since Hξi = (Hξi|ξi)ξi + ‖ηi‖ξi+1/2, δα(x) is of the form
δα(x) =
∑
στ
bστa
∗(σ)a(τ),
where σ, τ are subsequences of I. Again the norm ‖δα(x)‖ can be read from (bστ ) only.
Note that (bστ ) depends only on (aµν), (Hξi|ξi), and ‖Hξi − (Hξi|ξi)ξi‖.
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By using Lemma 4.2 below, if Si is not a singleton, we will find a continuous path of
(ξit)0≤t<1 of unit vectors in Mξi ⊂ H such that ξi0 = ξi,
(Hξit|ξit) = (Hξi|ξi),
‖Hξit − (Hξit|ξit)ξit)‖ = ‖Hξi − (Hξi|ξi)ξi‖,
and supp ξit shrinks to a three point set as t→1, where supp ξ is the smallest closed subset
S of R with E(S)ξ = ξ. And we set ξi+1/2,t = ci(Hξit−(Hξit|ξit)ξit), where ci is a positive
normalizing constant. If Si is a singleton, we set ξit = ξi. By using ξit, 1 ≤ i ≤ n instead
of ξi, we define xt ∈ A by the same formula as x. Then we have that (xt)0≤t<1 is a
continuous family of unitaries with x0 = x satisfying
δα(xt) =
∑
στ
bστa
∗(σ)a(τ),
where σ, τ are subsequences of I and a∗(σ), a(τ) are now defined by using ξct, c ∈ I
instead of ξc. Hence it follows that ‖δα(xt)‖ = ‖δα(x)‖ < ǫ.
We will show that for a t0 close to 1 there is a b = b
∗ ∈ A such that ‖b‖ < ǫ/2
and δα + ad ib leaves a finite-dimensional *-subalgebra containing xt0 invariant, and such
that ‖(δα + ad ib)xt0‖ is sufficiently small. Then by [5] we can deform xt0 to 1 in that
*-subalgebra keeping the norm estimate along the path.
Suppose that t0 is sufficiently close to 1. If Si is a singleton, we set ηi1 = ξi; otherwise
we choose three unit vectors ηi1, ηi2, ηi3 in Mξi such that ξit0 is a linear combination of
ηij ’s and supp ηij is contained in a sufficiently small neighborhood of some sij ∈ Si, where
si1, si2, si3 are all distinct. Let Pij be the projection onto the space spanned by ηij , Hηij
and define an operator Tij such that Tij = PijTijPij = T
∗
ij and Tijηij = (sij1−H)ηij . Then
it follows that the projections Pij are mutually orthogonal and ‖Tij‖ ≤ 2‖(sij1−H)ηij‖,
which is assumed to be very small. Let Ti =
∑
j Tij and T =
∑
i Ti, where we set Ti = 0
if Si is a singleton. Then ‖T‖ = sup ‖Ti‖, rank(T ) ≤ 6n, and (H + T )ηij = sijηij . We
may suppose that Tr(|T |) < ǫ/2. Note that the derivation of A corresponding to T is
inner and given as ad ib, where b =
∑
λia
∗(ζi)a(ζi), if (ζi) is a complete orthonormal set
of eigenvectors of T with (λi) the corresponding eigenvalues; Tζi = λiζi. If P2 denotes the
*-algebra generated by a∗(ηij), then P2 is left invariant under the derivation corresponding
to H + T , which is δα + ad ib. Hence there is an h = h
∗ ∈ P2 such that (δα + ad ib)|P2 =
ad ih|P2. Since ‖b‖ = Tr|T | < ǫ/2, we have that
‖ad ih(xt0)‖ < 2ǫ.
If ǫ is sufficiently small, we have by 4.1 of [15] a continuous path (yt) of unitaries in P2
such that
ad ih(yt) ≈ 0.
Since ‖δα(yt)‖ ≤ ‖ad ih(yt)‖+ ǫ, this completes the proof.
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Lemma 4.2 Let S be a compact infinite subset of R and ν a probability measure on S
with support S. Let H be the multiplication operator by the identity function x 7→ x on
L2(ν). If ξ ∈ L2(ν) has norm one, there exists a continuous path (ξt)0≤t<1 of unit vectors
in L2(ν) such that ξ0 = ξ, (Hξt|ξt) and ‖Hξt− (Hξt|ξt)ξt‖ = (‖Hξt‖2−|(Hξt|ξt)|2)1/2 are
constant in t, and supp ξt shrinks to a three-point set as t→1.
Proof. Since both (Hξ|ξ) = ∫S x|ξ(x)|2dν and
‖Hξ − (Hξ|ξ)ξ‖2 =
∫
S
x2|ξ(x)|2dν − (
∫
S
x|ξ(x)|dν)2
depend only on the modulus |ξ(x)|, we first choose a continuous path (ξt)0≤t≤1 of unit
vectors in L2(ν) such that ξ0 = ξ, |ξt(x)| = |ξ(x)|, and ξ1(x) = |ξ(x)|. Thus we may
suppose that ξ(x) ≥ 0.
Let a = minS, b = maxS, and
c =
∫
S
xξ(x)2dν(x),
v =
∫
S
x2ξ(x)2dν(x)− c2,
where c is the mean of x and v is the variance of x with respect to the probability measure
ξ(x)2dν. Then it follows that a < c < b and 0 < v < (b−c)(c−a). (Note that a probability
measure dµ on [a, b] with
∫
xdµ = c can be approximated by a discrete measure
∑
i
λi(
ti − c
ti + si
δsi +
c− si
ti + si
δti),
where λi > 0,
∑
i λi = 1 and a < si < c < ti < b, whose mean is c and whose variance is∑
i λi(ti− c)(c− si)). We find three distinct points s1, s2, s3 in S such that the convex set
{
3∑
i=1
λiδsi | λi > 0,
∑
λi = 1}
contains a probability measure with mean c and variance v. (For example, if c ∈ S we
may take s1 = a, s2 = c, s3 = b; otherwise set t1 = max{s ∈ S | s < c} and t2 = min{s ∈
S | s > c}. Then there are three of the four points a, t1, t2, b satisfying the requirement. If
(b−c)(c−t1) < v, we may set s1 = a, s2 = t1, s3 = b; otherwise if (t2−c)(c−a) < v we may
set s1 = a, s2 = t2, s3 = b; otherwise we may set s1 = a, s2 = t1, s3 = t2.) Then for any
ǫ > 0 we can find a positive measurable function g on S with supp g ⊂ ∪i(si−ǫ, si+ ǫ)∩S
such that ∫
g(x)dν = 1,∫
xg(x)dν = c,∫
x2g(x)dν = v + c2.
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Define ξt ∈ L2(ν) by
ξt(x) = ((1− t)ξ(x)2 + tg(x))1/2.
Then (ξt)0≤t≤1 defines a continuous path of unit vectors in L2(ν) from ξ to
√
g such that
(Hξt|ξt) = (Hξ|ξ),
‖Hξt − (Hξt|ξt)ξt‖ = ‖Hξ − (Hξ|ξ)ξ‖,
and supp(ξ1) ⊂ ∪i(si−ǫ, si+ ǫ)∩S. Continuing this argument with ξ = √g and a smaller
ǫ, we will eventually obtain a continuous path (ξt)0≤t<1 with the required properties such
that ∩t∪s>tsupp ξs = {s1, s2, s3}. This completes the proof.
References
[1] H. Araki, Relative Hamiltonian for faithful normal states, Publ. RIMS, Kyoto Univ. 9
(1973), 165–209.
[2] B. Blackadar, O. Bratteli, G.A. Elliott, and A. Kumjian, Reduction of real rank in inductive
limits of C∗-algebras, Math. Ann. 292 (1992), 111–126.
[3] O. Bratteli, Derivations, dissipations and group actions on C∗-algebras, Lecture Notes in
Math. 1229 (1986), Springer.
[4] O. Bratteli, G.A. Elliott, D.E. Evans, and A. Kishimoto, On the classification of inductive
limits of inner actions of a compact group, in Current topics in operator algebras edited by
H. Araki el al, 13–24, 1991.
[5] O. Bratteli, G.A. Elliott, D.E. Evans, and A. Kishimoto, Homotopy of a pair of approxi-
mately commuting unitaries in a simple C∗-algebra, J. Funct. Anal. 160 (1998), 466–523.
[6] O. Bratteli and D.W. Robinson, Operator Algebras and Quantum Statistical Mechanics I,
Springer, 1987.
[7] O. Bratteli and D.W. Robinson, Operator Algebras and Quantum Statistical Mechanics II,
Springer, 1997.
[8] O. Bratteli, A remark on extensions of quasi-free derivations on the CAR algebra, Letters
Math. Phys. 6 (1982), 499–504.
[9] L. Brown and G.K. Pedersen, C∗-algebras of real rank zero, J. Funct. Anal. 99 (1991),
131–149.
[10] A. Connes, Une classification des facteurs de type III, Ann. Sci. Ecol. Norm. Sup., Paris
(4) 6 (1973), 133–252.
[11] G.A. Elliott, On the classification of C∗-algebras of real rank zero, J. reine angew. Math.
443 (1993), 179–219.
23
[12] P. Friis and M. Rørdam, Almost commuting self-adjoint matrices – A short proof of Huaxin
Lin’s theorem, J. Reine Angew. Math. 479 (1996), 121–131.
[13] A. Kishimoto, A Rohlin property for one-parameter automorphism groups, Commun. Math.
Phys. 179 (1996), 599-622.
[14] A. Kishimoto, Locally representable one-parameter automorphism groups of AF algebras
and KMS states, Rep. Math. Phys. 45 (2000), 333-356.
[15] A. Kishimoto, Examples of one-parameter automorphism groups of UHF algebras, preprint.
[16] H. Lin, Almost commuting self-adjoint matrices and applications, in Operator Algebras
and their applications (Waterloo, ON, 1994/1995), 193–233, Field Inst. Commun 13, Amer.
Math. Soc. 1997.
[17] G.K. Pedersen, C∗-algebras and their automorphism groups, Academic Press, 1979.
[18] S. Sakai, On one-parameter subgroups of *-automorphisms on operator algebras and the
corresponding unbounded derivations, Amer. J. Math. 98 (1976), 427–440.
[19] S. Sakai, Operator Algebras in Dynamical Systems, Cambridge Univ. Press, 1991.
24
