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In this paper, we study how a displacement of a quantum system appears under a change of
relativistic reference frame. We introduce a generic method in which a displacement operator in one
reference frame can be transformed into another reference frame. It is found that, when moving between
noninertial reference frames, there can be distortions of phase information, modal structure, and
amplitude. We analyze how these effects affect traditional homodyne detection techniques. We then
develop an in-principle homodyne detection scheme which is robust to these effects, called the ideal
homodyne detection scheme. We then numerically compare traditional homodyne detection with this in-
principle method and illustrate regimes when the traditional homodyne detection schemes fail to extract
full quantum information.
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I. INTRODUCTION
The advancement of quantum information (QI) over the
past three decades has led to informational resources,
processes, and storage [1] beyond the classical limit.
Broadly speaking, QI may be characterized as a discrete
variable (DV) or a continuous variable (CV). DV [2] is
where information is encoded in discrete, finite degrees of
freedom, while CV entails encoding information in con-
tinuous degrees of freedom [3–5].
Among the CV QI processes, there is a special class of
states: Gaussian probability states, so called because their
quadrature distributions follow Gaussian statistics.
Gaussian operations and measurements are those which
preserve the Gaussianity of states. Gaussian states exhibit
nice features which lead to various benefits to both
theoreticians and experimentalists. For theorists, simple
analytical tools are available and Gaussian states have
special features which make analysis simple [4]. For
experimentalists, particularly in optics, all Gaussian oper-
ations can be reduced to local phase transitions, squeezers,
and beam splitters [6,7]. Because of these properties,
Gaussian QI has wide application to various fields [4].
These include quantum communication [8–11], quantum
cryptography [12,13], quantum computation [14], quantum
teleportation [15], quantum state and channel discrimina-
tion [16], and quantum metrology [17]. Of particular
importance here is that a change of relativistic reference
frames preserves Gaussian states.
Measurement techniques are an essential feature of QI
protocols. The key Gaussian CV QI measurement tech-
nique is homodyne detection [18]. With the significant
advancement in CV QI over the past decades, we have
started to consider quantum communication to reference
frames which are noninertial [19–27]. In these regimes, we
observe surprising effects when we utilize traditional
homodyne detection schemes.
A recent paper noted the notion of apparent decoherence
[19,20], whereby a pure squeezed signal [19] or a time-
delayed signal [20] created in the accelerated frame may
seem decohered to an inertial observer. This decoherence
effect was traced to the operational method in which the
information was analyzed, in particular, the self-homodyne
detection scheme. The decoherence effect observed from an
accelerated mirror was traditionally explained to be due to
tracing out radiation that is reflected away from the
observer [28,29]. However, it has been suggested that this
decoherence may also be due to the neglect of vacuum
entanglement [20]. Self-homodyne detection fails to extract
this entanglement. The existence of these vacuum entan-
glements was confirmed for an eternally perfect mirror
moving along an exponentially accelerated trajectory [25].
These results suggest that the current homodyne detection
scheme is incomplete, and we need to develop a complete
homodyne detection scheme which accounts for changes to
noninertial reference frames.
In this paper, we will develop a homodyne detec-
tion scheme which accounts for noninertial changes in
reference frames. We will do this by introducing a universal
transformation of displacement operators. Our paper is set
out in the following way. Sections II–IV are dedicated to
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developing the technique we refer to as the ideal homo-
dyne. Section V compares the traditional homodyne
methods to ideal homodyne detection. In Sec. II, we
introduce a method which allows universal transformation
of displacement operators. We apply this technique to two
examples. In Sec. III, we review two well-known homo-
dyne detection schemes and analyze how they can be
applied to homodyne detection in differing reference
frames. In Sec. IV, by implementing the universal trans-
formation of displacement operators, we develop a new
detection scheme: the ideal homodyne detection scheme. In
Sec. V. A, we analytically compare the three detection
schemes via analyzing the QI of a coherent signal. In
Sec. V. B, we produce numerical plots of interesting cases.
We conclude and discuss the future application of this
technique in Sec. VI.
II. TRANSFORMATION OF BASIS FOR
DISPLACEMENT OPERATORS
In this section, we consider a general method in which a
transformation of basis can be conducted for displacement
operators. We first consider an arbitrary normalized
bosonic operator Oˆ: ½Oˆ; Oˆ† ¼ 1. The displacement oper-
ator is then defined in the following way:
DˆOˆðαÞ≡ expðOˆ†α − OˆαÞ: ð1Þ
We now consider an arbitrary complete bosonic basis set
oˆn;m, where n is a discrete variable and m is a continuous
variable. Such a basis set satisfies the following property:
½oˆn;m; oˆ†n0;m0  ¼ δnn0δðm −m0Þ: ð2Þ
Since the basis set is complete, we can decompose any
arbitrary bosonic operator in the following way:
Oˆ ¼
Z
dm
X
n
ðOan;moˆn;m þObn;moˆ†n;mÞ: ð3Þ
Oan;m and Obn;m are the corresponding Bogoliubov coef-
ficients, defined in the following way:
Oan;m ≡ ½Oˆ; oˆ†n;m;
Obn;m ≡ ½oˆn;m; Oˆ: ð4Þ
We can conduct a transformation of basis by plugging
Eq. (3) into (1):
DˆOˆðαÞ ¼ ⊗
n
Dˆoˆn;iðαnÞ; ð5Þ
where we have defined
αn ≡
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
dmjOan;mα −Obn;mαj2
s
;
αn ≠ 0 → oˆn;i ≡
Z
dm

Oan;mα −Obn;mα
αn

oˆn;m: ð6Þ
It is noted that, if αn ¼ 0, then Dˆoˆn;iðαnÞ ¼ 1. Equation (5)
will form the basis of the investigation of the effect of basis
transformation on homodyne techniques.
It is found that the contribution from Obn;m distorts the
amplitude and phase information of the coherent signal. As
this is the contribution from the creation operator terms, we
will refer to these as the negative frequency contribution
throughout this paper. We find a negative frequency contri-
bution when considering noninertial changes in reference
frames. Traditional homodyne techniques do no take this
effect into account, and its effect are explored in Sec. V. In
this section, we demonstrated a general method to trans-
form the basis for displacement operators. In the following
subsection, we will utilize this technique to transform a
Minkowski displacement operator into a Rindler displace-
ment operator.
A. Minkowski to Rindler
We utilize this technique to analyze how the displace-
ment operator in the Minkowski frame transforms to
the Rindler frame. A schematic map of the trajectories
followed by left- and right-accelerated observers, anti-Rob
and Rob, respectively, are shown in Fig. 1.
FIG. 1. A (1þ 1)-dimensional representation of the trajectories
followed by an observer accelerated to the right (Rob) and left
(anti-Rob). These observers live in parts of space-time known as
the right and left Rindler wedges.
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We introduce a normalized positive frequencyMinkowski
mode as follows:
eˆf ¼
Z
∞
0
dkfðkÞeˆk; ð7Þ
where ½eˆf; eˆ†f ¼ 1. Through utilizing the decomposition
written in Eq. (3), we decompose this operator into that of
the Rindler frame:
eˆf ¼
Z
∞
0
dωfe;aaˆω þ fe;acaˆ†ω þ fe;bbˆω þ fe;bcbˆ†ω: ð8Þ
Through utilizing the results obtained in the Appendix A,
we find that the corresponding Bogoliubov coefficients are
as follows:
fe;aðωÞ ¼ Aω coshðrωÞ;
fe;acðωÞ ¼ −Bω sinhðrωÞ;
fe;bðωÞ ¼ Bω coshðrωÞ;
fe;bcðωÞ ¼ −Aω sinhðrωÞ; ð9Þ
where we have defined the following:
Aω ≡
Z
∞
0
dkAkωfðkÞ;
Bω ≡
Z
∞
0
dkBkωfðkÞ: ð10Þ
The definition of other terms can be found in Appendix A.
We now introduce the Minkowski mode displacement
operator Dˆeˆfðαf ¼ jαfjeiϕÞ. This can be transformed to
the Rindler displacement operator by utilizing the trans-
formation defined in Eq. (5):
DˆeˆfðαÞ ¼ Dˆaˆf;ϕðαf;aÞ ⊗ Dˆbˆf;ϕðαf;bÞ; ð11Þ
where we have defined the following:
αf;aðϕÞ≡ jαj
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
∞
0
dωjfe;aðωÞe−iϕ − fe;acðωÞeiϕj2
s
;
αf;bðϕÞ≡ jαj
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
∞
0
dωjfe;bðωÞe−iϕ − fe;bcðωÞeiϕj2
s
;
aˆf;ϕ ≡
Z
∞
0
dω

fe;aðωÞe−iϕ − fe;acðωÞeiϕ
αf;a=jαfj
aˆω

;
bˆf;ϕ ≡
Z
∞
0
dω

fe;bðωÞe−iϕ − fe;bcðωÞeiϕ
αf;b=jαfj
bˆω

:
ð12Þ
It is noticed that the phase information of the displacement
operator is now carried within the operator aˆf. In the limit
of jfe;aðωÞj ≫ jfe;acðωÞj, aˆf ∝ e−iϕ. Similar methods
can be taken to reverse the transformation: transform a
Rindler displacement operator to a Minkowski displace-
ment operator. In the next section, we will look into the
transformation between Rindler and delayed Rindler
modes, where the delay is a constant delay with respect to
Minkowski time.
B. Rindler to delayed Rindler
The delayed Rindler observers will be referred to as anti-
Rob’ and Rob’. A schematic map of the trajectories
followed by these observers is shown in Fig. 2. The
delayed Rindler modes are derived in Appendix B. We
introduce a Rindler mode as follows:
aˆg ¼
Z
∞
0
dωgðωÞaˆω: ð13Þ
We can decompose this operator to that of the delayed
Rindler frame by utilizing Eq. (3):
aˆg ¼
Z
dω0αaω0;g
ðtÞaˆω0 ðtÞ − βaω0;gðtÞaˆω0 ðtÞ†
þ αbω0;gðtÞbˆω0 ðtÞ − βbω0;gðtÞbˆω0 ðtÞ†; ð14Þ
FIG. 2. We write the trajectories that are followed by Rob, anti-
Rob and the Minkowski-delayed Rob (Rob’) and anti-Rob (anti-
Rob’). World lines of the red line are the ones followed by Rob’
and anti-Rob’. Anti-Rob and Rob are causally disconnected, as
well as anti-Rob’ and Rob’.
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where we have defined the following:
αaω0;g
ðtÞ≡
Z
∞
0
dωgðωÞαaω0;ωðtÞ;
βaω0;gðtÞ≡
Z
∞
0
dωgðωÞβaω0;ωðtÞ;
αbω0;g
ðtÞ≡
Z
∞
0
dωgðωÞαbω0;ωðtÞ;
βbω0;gðtÞ≡
Z
∞
0
dωgðωÞβbω0;ωðtÞ: ð15Þ
The Bogoliubov coefficients between Rindler and delayed
Rindler are derived in Appendix D. We now introduce
the Rindler displacement operator Dˆaˆgðαg ¼ jαgjeiϕÞ.
This can be transformed to the delayed Rindler displace-
ment operator by utilizing the transformation defined
in Eq. (5):
DˆaˆgðαgÞ ¼ DˆaˆgðtÞðαg;aðtÞÞ ⊗ DˆbˆgðtÞðαg;bðtÞÞ; ð16Þ
where we have defined the following:
αg;aðtÞðϕÞ≡ jαgj
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
∞
0
dωjαaω0;gðtÞe−iϕ þ βaω0;gðtÞeiϕj2
s
;
αg;bðtÞðϕÞ≡ jαgj
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
∞
0
dωjαbω0;gðtÞe−iϕ þ βbω0;gðtÞeiϕj2
s
;
aˆg;ϕðtÞ≡
Z
∞
0
dω

αaω0;g
ðtÞe−iϕ þ βaω0;gðtÞeiϕ
αg;a=jαgj
aˆωðtÞ

;
bˆg;ϕðtÞ≡
Z
∞
0
dω

αbω0;g
ðtÞe−iϕ þ βbω0;gðtÞeiϕ
αg;b=jαgj
bˆωðtÞ

:
ð17Þ
In this section, we introduced the universal transformation
of displacement operators. We then demonstrated how to
use this technique by utilizing it in two specific cases.
We will gain insight into how homodyne detection
schemes work in differing reference frames by utilizing
the universal transformation of displacement operators. In
the following section, we introduce self-homodyne and
balanced-homodyne detection schemes.
III. TRADITIONAL HOMODYNE TECHNIQUES
We consider a scenario where a signaller creates a
Gaussian signal by applying a Gaussian operation Uˆ onto
the initial state. The observer is interested in extracting the
QI of this Gaussian signal. Homodyne tomography [30]
can be utilized to characterize the QI (Wigner function) of a
particular field mode. We introduce an arbitrary bosonic
basis set Oˆi that is complete for the signaller (it does not
necessarily need to be a set that is complete globally):
½Oˆi; Oˆ†i0  ¼ δii0 . We denote the annihilation operator of the
field mode that is of interest as Oˆf.
Since the created signal is a Gaussian state, the analysis
of the first- and second-order moments [4] is sufficient to
characterize the Wigner function of a particular output
mode [31]. For non-Gaussian interactions, higher-order
quadrature moments must be analyzed to obtain the full QI
of the mode. In the following section, we will explain how
the balanced-homodyne detection scheme can be imple-
mented to extract the QI of the mode Oˆf.
A. Balanced-homodyne
Balanced-homodyne detection is a well-known tech-
nique in quantum optics. Here we generalize this technique
to the situation where the signaller and observer are in
different reference frames. In the balanced-homodyne
detection scheme, the signaller couples Oˆf with a strong
coherent local oscillator. To do this, we introduce another
complete (for the signaller) bosonic basis set for the local
oscillator OˆL;i: ½OˆL;i; Oˆi0  ¼ ½OˆL;i; Oˆ†i0  ¼ 0 ∀ i; i0. The
strong coherent signal can be created in the basis set of
the local oscillator by applying the displacement opera-
tor: DˆL;fðjαjÞ≡ exp½jαjðOˆ†f;L − Oˆf;LÞ.
We introduce an arbitrary basis set oˆi which completes
the basis set for an observer that is receiving the signal. We
can analyze what is observed by this observer by evolving
this basis set via the Heisenberg picture. The state with the
Gaussian signal and large coherent local oscillator can be
created by acting the Gaussian unitary operator Uˆs onto the
initial state. In the Heisenberg picture, we interpret this as
the following:
oˆi0 ≡ Uˆ†SoˆiUˆS;
UˆS ≡ Uˆ ⊗ DˆL;fðjαjÞ: ð18Þ
In balanced-homodyne detection, the observer applies a
tunable phase shift (Uˆϕ) onto the local oscillator, followed
by a balanced beam splitter (UˆBS) which acts on all
incoming modes:
Uˆϕ ≡ exp

iϕ
X
i
oˆ†L;ioˆL;i

;
UˆBS ≡ exp

π
2
X
i
ðoˆ†i oˆL;i − oˆ†L;ioˆiÞ

;
UˆO ≡ UˆBSUˆϕ: ð19Þ
In the Heisernberg picture, the operator evolves in the
following way:
oˆ00i ≡ Uˆ†SUˆ†OoˆiUˆOUˆS: ð20Þ
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The quadrature amplitude and variance of the mode Oˆf can
then be computed by utilizing the following definitions:
Xf;bðϕÞ≡ hNˆ
00
L − Nˆ00iﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
hiNˆ0L
q ;
Vf;bðϕÞ≡ hðNˆ
00
L − Nˆ00Þ2i − hNˆ00L − Nˆ002i
hNˆ0Li
; ð21Þ
where we have introduced
Nˆ ≡X
i
oˆ†i oˆi;
NˆL ≡
X
i
oˆ†L;ioˆL;i; ð22Þ
and their superscript versions. A schematic map of the
process involved for balanced-homodyne detection is
demonstrated in Fig. 3.
It is easy to show the following:
Nˆ00L − Nˆ00 ¼
X
i
ðoˆ†L;i0oˆi0e−iϕ þ oˆ†i 0oˆL;i0eiϕÞ: ð23Þ
We now restrict to the case where the signaller and observer
are both initially in the vacuum state and in the same
reference frame. In this regime, we explain why Eq. (21) is
valid. In this regime, the sets oˆi and Oˆi coincide with each
other, and thus hoˆ0L;ii ¼ δifjαj; as a result, we find the
following:
Xf;bðϕÞ ¼ hoˆf 0e−iϕ þ oˆ†f 0eiϕi ð24Þ
and, hence, Xf ¼ hXˆfi, as required. Furthermore, by
utilizing the property that hoˆ0L;ioˆ0L;i0 i ¼ δifδi
0
f jαj2 and
hoˆ0L;ioˆ0†L;i0 i ¼ δifδi
0
f jαj2 þ δii0 ,
hðNˆ00L − Nˆ00Þ2i ¼ jαj2hðoˆf 0e−iϕ þ oˆ†f 0eiϕÞ2i þ hNˆ0i: ð25Þ
Utilizing this equation, we find that Vf;bðϕÞ simplifies to
the following:
Vf;bðϕÞ ¼ hVˆfi þ hNˆ0i=jαj2: ð26Þ
The variance that is found via the balanced-homodyne
detection scheme is valid when we set the coherent signal
of the local oscillator much larger than the number of
particles created via the unitary.
B. Self-homodyne
In this section, we introduce the self-homodyne detec-
tion scheme. In self-homodyne, we directly displace the
mode that is of interest. The phase information is encoded
within the displacement operator (see Fig. 4).
We begin by creating the Gaussian signal as follows:
oˆ0i ≡ Uˆ†oˆiUˆ: ð27Þ
We then introduce the annihilation operator of the mode
that is of interest as Oˆf. Then the displacement operator is
defined as Dˆfðα ¼ jαjeiϕÞ ¼ exp½αOˆ†f − αOˆf. The sig-
naller then couples the signal with a strong coherent signal.
In the Heisenberg picture, this is interpreted in the follow-
ing way:
oˆ00i ≡ Uˆ†Dˆ†fðαÞoˆiDˆfðαÞUˆ: ð28Þ
The quadrature amplitude and variance of Oˆf can be
computed by comparing the particle count of an output
with and without the signal for various ϕ. They are
computed through utilizing the following equations [20]:
Xf;sðϕÞ ¼ ðhNˆ00i − hNˆ0iÞ=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
hNˆ0i
q
;
Vf;sðϕÞ ¼ ðhðNˆ00Þ2i − hNˆ00i2Þ=hNˆ0i; ð29Þ
where we have defined the following:
Nˆ ≡X
i
oˆ†i oˆi;
Nˆ0 ≡ Dˆ†fðαÞ
X
i
oˆ†i
0oˆi

Dˆ†fðαÞ: ð30Þ
A more rigorous derivation, with an explanation of the
regimes when these equations are valid, is conducted
in Ref. [20].
In the next section, we develop a complete homodyne
detection scheme which is valid for communication
between differing reference frames.
FIG. 3. A schematic diagram which demonstrates how bal-
anced-homodyne detection works.
FIG. 4. A schematic diagram which demonstrates how self-
homodyne detection works.
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IV. IDEAL HOMODYNE TOMOGRAPHY
The issue with traditional homodyne techniques is that
the measurement and signal basis are different. This can
lead to apparent decoherence effects [19,20]. By utilizing
the circuit model [28], we can reproduce a system where all
interactions are effectively occurring in the observer’s
reference frame. The operational setup is shown in Fig. 5.
The circuit model [28] uses the fact that a unitary
interaction can be transformed to a unitary interaction in
a different frame by introducing a basis transformation
operator. This unitary basis transformation operator is
denoted as Tˆ. Figure 5 has utilized the circuit model to
move the interaction to the observer’s frame. The cost of
this method is that the observer understands the modal
decomposition of the interaction and can produce a
coherent signal DˆðαÞ which may have a very complex
modal structure.
Alternatively, we can impose an operational constraint
that the observer does not know the modal decomposition
of the interaction. This means that the displacement
operator must be created by the signaller. We utilize the
universal transformation for displacement operators to
move the displacement operator into the signaller’s refer-
ence frame. Figure 6 is the ideal homodyne technique with
this operational constraints.
We note that, during the transformation of the reference
frame, the displacement operator may have increased to
more than one displacement operator. Nevertheless, the
essence of ideal homodyne tomography is captured within
Fig. 6. We note that the mathematical setup is identical to
that of the self-homodyne detection scheme.
The cost of utilizing this detection scheme is that the
signaller must know in which frame the observer will be.
Utilizing this information, they must deduce the required
modal decomposition of the reference signal DˆðαÞ0, which
may have a very complex modal structure. Furthermore, in
some scenarios, the displacement operator DˆðαÞ0 may
require the signaller to have access to a part of space-time
which is spacelike separated from them. Because of these
reasons, ideal homodyne may be impractical in certain
situations; however, it clarifies the information which is lost
when traditional homodyne detection methods are utilized.
Hence, it will still be a useful theoretical tool in under-
standing the full quantum information of signals and help
explain obscure effects that are observed utilizing tradi-
tional homodyne schemes.
V. COHERENT SIGNALLING BETWEEN
DIFFERENT REFERENCE FRAMES
In the previous section, we developed the ideal homo-
dyne technique. This homodyne technique was developed
because the traditional homodyne technique cannot always
communicate the full QI of the signal to a observer in an
different reference frame.
In this section, we will compare the three homodyne
detection schemes by considering the simplest form of
quantum communication: a coherent signal. We will con-
sider two cases: an inertial Minkowski observer sending
a coherent signal to an accelerated observer and an
accelerated observer sending a coherent signal to a delayed
Rindler observer. In Sec. V. A, we obtain analytical expres-
sions for quadrature amplitude and variance for the two
cases. We then conclude by commenting on the differences
between the three detection schemes. In Sec. V. B, we give
numerical results by considering a Gaussian wave-packet
mode signal, in interesting regimes.
A. General case
1. Minkowski to Rindler
In this section, we consider the case when a Minkowski
observer sends a coherent signal to anti-Rob. Su and Ralph
[32] analyzed a similar setting utilizing balanced-homo-
dyne detection. We set the signal that is sent by the inertial
observer to be the following:
Uˆ ≡ Dˆfðβ ¼ jβjeiψÞ: ð31Þ
We utilize the technique discussed in Sec. II to transform
the basis. This signal then transforms to the following:
Uˆ ¼ Dˆaˆf;ψ ðβf;aÞ ⊗ Dˆbˆf;ψ ðβf;bÞ: ð32Þ
We begin by analyzing the situation via the balanced-
homodyne detection method. The unitaries involved are the
following in the Rindler frame:
FIG. 5. The unitary has been moved to the frame of the observer
by introducing the basis transformation operator. In this decom-
position, all interactions are conducted in one reference frame;
thus, the standard self-homodyne detection scheme can be
implemented.
FIG. 6. Utilizing the technique of the circuit model and
universal transformation of displacement operators, we can move
all the operators to the signaller’s reference frame.
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Uˆϕ ≡ exp

iϕ
Z
dωbˆ†L;ωbˆL;ω

;
UˆBS ≡ exp

π
2
Z
dωðbˆ†ωbˆL;ω − bˆ†L;ωbˆωÞ

;
DˆL;fðjαjÞ ¼ Dˆaˆf;0ðαf;aÞ ⊗ Dˆbˆf;0ðαf;bÞ: ð33Þ
The number operator in the right Rindler frame is defined
as follows:
Nˆ ¼
Z
dωbˆ†ωbˆω;
NˆL ¼
Z
dωbˆ†L;ωbˆL;ω: ð34Þ
Following the process discussed in the previous section, we
find that the quadrature amplitude can be calculated
utilizing the following:
Xf;bðϕÞ ¼
R
dωhbˆ†L;ω0bˆω0e−iϕ þ bˆ†ω0bˆL;ω0eiϕiﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
hNˆ0Li
q : ð35Þ
Utilizing the circuit model analysis [28], we find that the
operators evolve under the displacement operator in the
following way:
bˆ0ω ¼ bˆω þ βf;bˆωðψÞ;
bˆ0L;ω ¼ aˆL;ω þ αf;bˆωð0Þ;
αf;aˆωðϕÞ≡ jαfjðfe;bðωÞeiϕ − fe;bcðωÞe−iϕÞ;
βf;bˆωðψÞ≡ jβfjðfe;bðωÞeiψ − fe;bcðωÞe−iψÞ: ð36Þ
As a result, the quadrature amplitude and variance that is
found via the balanced-homodyne detection method is as
follows:
Xf;bðϕÞ ¼
R
dω2Re½α
f;bˆωð0Þβf;bˆωðψÞe
−iϕ
αf;bð0Þ
;
Vf;bðϕÞ ≈
Z
∞
0
dω
 αf;bˆωð0Þαf;bð0Þ

2
ð1þ 2 sinhðrωÞ2Þ

: ð37Þ
The self-homodyne detection scheme can be conducted by
coupling the signal with a strong coherent signal:
Dˆfðα ¼ jαjeiϕÞ ¼ Dˆaˆf;ϕðαf;aÞ ⊗ Dˆbˆf;ϕðαf;bÞ: ð38Þ
We then find that the quadrature amplitude and variance
found via the self-homodyne detection method are
Xf;sðϕÞ ¼
R
dω2Re½αf;bˆωðϕÞβf;bˆωðψÞ
αf;bðϕÞ
;
Vf;sðϕÞ ≈
Z
∞
0
dω
 αf;bˆωðϕÞαf;bðϕÞ

2
ð1þ 2 sinhðrωÞ2Þ

: ð39Þ
The ideal homodyne detection scheme can be conducted
via utilizing the displacement operator Dˆaˆf;ϕðβf;aeiψÞ.
Following similar steps, we find the following:
Xf;IðϕÞ ¼
R
dω2Re½αf;bˆωðψÞβf;bˆωðψÞe−iϕ
αf;bðψÞ
;
Vf;IðϕÞ ≈
Z
∞
0
dω
 αf;bˆωðψÞαf;bðψÞ

2
ð1þ 2 sinhðrωÞ2Þ

: ð40Þ
In the next subsection, we find the quadrature amplitude
and variance of a coherent signal that is sent from a Rindler
observer to a delayed Rindler observer. We will analyze the
difference between these homodyne techniques later in this
section.
2. Rindler to Minkowski-delayed Rindler
In this subsection, we consider the case where Rob sends
a coherent signal to anti-Rob’. Su [33] analyzed a similar
setting utilizing balanced-homodyne detection. The corre-
sponding number operator is as follows:
Nˆ ¼
Z
dωbˆ†ωðtÞbˆωðtÞ: ð41Þ
We set the signal that is sent by the Rindler observer to be
the following:
Uˆ≡ Dˆgðβ ¼ jβjeiψÞ: ð42Þ
Following a similar process to the previous subsection, we
find that the quadrature amplitude and variance that are
found via balanced, self-, and ideal homodyne are as
follows:
Xg;bðϕÞ ¼
R
dω2Re½α
g;bˆωðtÞð0Þβg;bˆωðtÞðψÞe
−iϕ
αg;bðtÞðψÞ
;
Vg;bðϕÞ ≈
Z
∞
0
dω
 αg;bˆωðtÞð0Þαg;bðtÞð0Þ

2
ð1þ 2 sinhðrωÞ2Þ

;
ð43Þ
Xg;sðϕÞ ¼
R
dω2Re½αg;bˆωðtÞðϕÞβg;bˆωðtÞðψÞ
αg;bðtÞðϕÞ
;
Vg;sðϕÞ ≈
Z
∞
0
dω
 αg;bˆωðtÞðϕÞαg;bðtÞðϕÞ

2
ð1þ 2 sinhðrωÞ2Þ

;
ð44Þ
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Xg;IðϕÞ ¼
R
dωαg;bˆωðtÞðψÞβg;bˆωðtÞðψÞe−iϕ
αg;bðtÞ
;
Vg;IðϕÞ≈
Z
∞
0
dω
αg;bˆωðtÞðψÞαg;bðtÞðψÞ

2
ð1þ 2 sinhðrωÞ2Þ

; ð45Þ
where we have defined
αg;bˆωðtÞðϕÞ≡ jαgjðαbω;gðtÞeiϕ þ βbω;gðtÞe−iϕÞ;
βg;bˆωðtÞðψÞ≡ jβgjðαbω;gðtÞeiψ þ βbω;gðtÞe−iψ Þ: ð46Þ
3. Comparing homodyne techniques
There are three main effects of the transformation of
basis for displacement operators. The most obvious effect is
that there is not a one-to-one correspondence of the phase.
This is to say that, in general, αðϕÞ0 ≠ α0ð0Þeiϕ. The second
is that the phase affects the modal shape in the new
reference frame. Lastly, the phase can also affect the
amplitude of the signal in the new reference frame. We
note that ψ is the phase of the signal and is a constant, while
ϕ is the phase of the detection scheme and is a free
parameter. We will analyze the effect of ϕ on the quadrature
amplitude and variance in this section.
Self-homodyne encodes the phase information in the
signaller’s reference frame; as a result, we have a αðϕÞ0
term for the quadrature amplitude. This is an issue, as we
cannot always write αðϕÞ0 ≈ α0e{ϕ. As a result, when self-
homodyne detection is implemented, the quadrature ampli-
tude may not be sinusoidal with ϕ. For balanced-homodyne
detection, this means that the phase difference between the
signal βðψÞ0 and the reference signal αð0Þ0 is not always ψ .
As a result, the relative phase difference between the signal
and the coherent signal is not preserved with the change in
reference frame.
The second effect means that the a phase difference
between the signal and reference signal leads to a smaller
overlap between the signal and the reference mode. For
balanced homodyne, the overlap between αð0Þ0 and βðψÞ0
is maximized when ψ ¼ 0. All other cases leads to an
observed quadrature amplitude which is smaller than the
actual value. For self-homodyne, the amount of overlap
changes with ϕ. The two modes completely overlap with
each other when ϕ ¼ ψ þ nπ; ∀ n ∈ Z. This corresponds
to when self-homodyne gives the maximum quadrature
amplitude readings and is the special case when the ideal
and self-homodyne detection schemes coincide with
each other.
The last effect simply implies that the normalization
constant for self-homodyne is not constant with ϕ, which is
naturally accounted for in the formalism of the homodyne
techniques. Thus, there are no significant issues due to this
effect.
We now analyze how these effects affect the observed
variance. The variance is affected only by the phase’s
effect on the modal structure. The accelerated observers see
a thermal background. The reference signal tells the
observer which thermal background to analyze. The phase
difference between the signal and reference signal leads to
the observer analyzing a different thermal background.
Balanced homodyne will lead to the observer analyzing the
thermal background corresponding to the wave-packet
mode with the phase 0. Self-homodyne will lead to the
observer analyzing the thermal background corresponding
to the wave-packet mode with phase ϕ; hence, the variance
readings will change with ϕ. Traditional methods are valid
when the two reference frames coincide, as the phase
difference between the two modes does not influence the
modal structure that is being analyzed.
Wewill see these effects explicitly in the next sections, as
we go through numerical examples.
B. Gaussian wave-packet mode
1. Minkowski to Rindler
To conduct a numerical analysis, we must define the
wave-packet mode of eˆf. In this paper, we will consider a
generalized Gaussian wave-packet mode. The wave-packet
mode is defined as follows:
fðk;k0;σ;V0Þ ¼ A
ﬃﬃﬃ
k
p  1
2πσ2

1=4
exp

−
ðk− k0Þ2
4σ2
− ikV0

;
ð47Þ
where A is the normalization constant such that
R jfðkÞj2 ×
dk ¼ 1. When 0.4k0 > σ, A ≈ 1=
ﬃﬃﬃﬃ
k0
p
and this wave-packet
mode has a field that is of the standard Gaussian form. An
analysis shows that the phase information removed at the
horizon distorts the QI sent from the Minkowski to the
FIG. 7. A plot which demonstrates how the local phase at the
horizon affects the variance. We have utilized the following
settings: a ¼ 1, V0 ¼ 1, k0 ¼ 1, σ ¼ 0.2, jβfj ¼ 1, ψ ¼ π=3, and
ωmin ¼ 10−3.
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Rindler frame. The effect was optimized when the local
phase of the wave packet was π=2þ nπ; ∀ n ∈ Z at the
horizon and minimized when the local phase was
nπ; ∀ n ∈ Z. These effects diverge if we do not set a
low-frequency cutoff. Hence, we have introduced a low-
frequency cutoff ωmin to the detector for these plots. In
Fig. 7, we see the direct effect of this on the variance.
Figure 7 illustrates the difference in variance due to the
three detection schemes. As the coherent signal is observed
in a thermal bath of Unruh particles, the ideal homodyne
scheme observes thermal noise above the shot noise. As the
balanced-homodyne detection scheme’s phase is different
to the phase of the coherent signal, the modal structure that
is analyzed in the Rindler frame is different to that of the
ideal detection scheme. As a result, balanced-homodyne
observes a thermal noise which is different to that of ideal.
Lastly, the self-homodyne sweeps between different phases
in the signaller’s frame. As a result, the observer sweeps
between different modal structures, and hence we see a
pseudoclassical squeezing effect.
We now focus on the observed amplitude. We generally
find that the three communication protocols coincide with
each other. In Fig. 8, we compare the three detection
methods in an interesting regime: when the Minkowski
signal is centered around the horizon. It is noted that the
differences between the three communication protocols are
due to low-frequency contributions in the Rindler frame.
This is because the Unruh and Rindler modes are approx-
imately equal to each other in the high-frequency limit (i.e.,
cˆω ≈ aˆω for ω=a≫ 1).
We find that there is an amplitude loss and phase shift
for the balanced-homodyne detection method. These dis-
tortions can be traced back to the effects discussed in
Sec. V. A. 3. For self-homodyne detection, the phase and
amplitude at which the maximum quadrature amplitude
measurements occur coincide with the ideal homodyne
detection scheme. On the other hand, the waveform is
largely distorted due to the effects discussed in Sec. V. A. 3.
We explicitly observe the effect of phase in correspondence
between the two frames and the effect of phase on the
modal shape. One interesting observation is that an
orthogonal phase in one frame is not in another frame.
We found that this effect emerged due to the phase
information that was lost at the horizon.
The presence of the horizon leads to tracing out some of
the signal that is observed by the observer. The phase
information lost through this process leads to information
distortion. We analyze another situation to look at other
interesting effects.
2. Rindler to delayed Rindler
In this section, we consider sending a Gaussian wave-
packet mode signal from the right Rindler frame to the left
delayed Rindler frame. The wave-packet mode is defined as
follows:
gðω;ω0;δ;v0Þ¼B
ﬃﬃﬃ
ω
p  1
2πδ2

1=4
exp

−
ðω−ω0Þ2
4δ2
− iωv0

;
ð48Þ
where B is the normalization constant.
The two-mode squeezing between high-frequency
Rindler and Unruh modes is very small. In this regime,
a Gaussian Rindler mode can be approximately trans-
formed into a Minkowski Gaussian wave-packet mode.
The results in this regime will be very similar to that
obtained in the previous subsection. Figure 9 looks into the
variance of the signal. As the signal is created in a squeezed
vacuum, the phase at the horizon does not have a one-to-
one correspondence. Because of this, we observe a phase
distortion effect on top of the noise effect seen in Fig. 7.
This effect became negligible as we set ω0 to be sufficiently
large (i.e., when the signal is effectively created in a
Minkowski vacuum: ω0c=a ≫ 1).
FIG. 8. A plot which compares the balanced- and self-homo-
dyne detection schemes to the idealized homodyne detection
scheme. We have utilized the following settings: a ¼ 1, V0 ¼ 1,
k0 ¼ 1, σ ¼ 0.2, jβfj ¼ 1, ψ ¼ π=3, and ωmin ¼ 10−3.
FIG. 9. A plot which compares the balanced- and self-homo-
dyne detection schemes to the idealized homodyne detection
scheme. We have utilized the following settings: a ¼ 1, v0 ¼ 2.5,
ω0 ¼ 0.5, σ ¼ 0.2, jβgj ¼ 1, ψ ¼ π=4, and ωmin ¼ 10−3.
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We now move onto looking at the quadrature amplitude.
In Fig. 10, we look into the case where we set ω0 ¼ 0.5 and
ω0min ¼ 1. In the Minkowski case, when the low-frequency
cutoff was set to be sufficiently large, the detection schemes
coincided with each other. We find that the homodyne
communication protocols are disturbed even when the low-
frequency cutoff was set to be sufficiently large. Further
analysis shows that this distortion persists even when the
signal is well localized away from the horizon. We
conclude that a signal created in a different two-mode
squeezed vacuum leads to distorted QI. We also observe
effects similar to that found in the previous subsection if we
set ω0min to be of a smaller value.
This paper introduced the universal transformation of
displacement operators. Utilizing this universal transfor-
mation, we developed an ideal homodyne detection scheme
which allows homodyne communication between different
reference frames. We highlighted the issue of negative
frequency modes in coherent communication between
different frames. We explicitly demonstrated the issue by
comparing the ideal homodyne detection scheme with
traditional homodyne detection schemes in two specific
scenarios.
VI. CONCLUSION
This paper has studied effects on displacement due to the
change of the relativistic reference frame. These effects
include the distortion of phase information, modal structure,
and amplitude of the signal. We then demonstrated their
effects on traditional homodyne communication via consid-
ering coherent signal communication. We highlighted the
effect of the horizon in distorting the signal through the
analysis of homodyne communication between Minkowski
to Rindler. The horizon traces out parts of the signal, and the
phase information that is lost at the horizon had a significant
impact on the homodyne communication. We then highlight
the effect of the negative frequency contribution through the
analysis of homodyne communication between Rindler to
delayed Rindler. As the signal is created in a two-mode
squeezed vacuum, the signal naturally carries negative
Minkowski frequency modes. The negative frequency
modes naturally appeared when the signal was observed
in a different noninertial reference frame. This effect can be
neglected when the signal is effectively created in the
Minkowski vacuum: ωc=a ≫ 1.
We utilized the universal transformation of displacement
operators to overcome these issues. We developed a
homodyne detection technique which is robust to these
effects, called the ideal homodyne detection scheme. This
detection scheme has the cost that the signaller must know
the reference frame they are sending the signal to. The
signaller must then accompany the correct coherent signal
with the signal so that the observer can extract the full
quantum information of the signal. In some scenarios, this
may be impractical due to the complexity of the modal
structure and/or the need to have access to a space-time
region that is spacelike separated from the signaller.
Nevertheless, this technique is useful in determining the
information that is lost throughout the communication to a
observer which is in a different noninertial reference frame.
A straightforward application of ideal homodyne is
that it can be utilized to understand the QI of interactions
in the Rindler frame. An interesting topic to look into
would be the uniformly accelerated mirror. This is a
unitarity problem which was raised by Davies and
Fulling in 1977 [34]. The reason why this problem could
not be fully resolved can be understood to be due to the
incompatibility of the measurement techniques [28,34–43].
For example, these papers looked at correlation functions
[41], localized statistics in the inertial frame [28], and
excitation of atoms [43]. We believe that ideal homodyne
would help overcome this issue.
We also highlight that the ideal homodyne tomography
can be applied to any reference frame, not just accelerated
frames. These include observers in different curvature of
space-time [44–48], various noninertial trajectories [21–25],
and time-varying interactions [49–51] including Unruh-
DeWitt detectors [52–59]. The application of our techniques
to such examples would be an interesting future research
direction.
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APPENDIX A: MINKOWSKI, UNRUH,
AND RINDLER MODES
In this paper, we consider a massless scalar bosonic field
Φˆ in (1þ 1)-dimensional Minkowski space-time. Details
FIG. 10. A plot which compares the balanced- and self-
homodyne detection scheme to the ideal homodyne detection
scheme. We have utilized the following settings: a ¼ 1, v0 ¼ 2.5,
ω0 ¼ 0.5, σ ¼ 0.2, jβgj ¼ 1, ψ ¼ π=4, and ωmin ¼ 1.
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on the quantization method and the definition of the single-
frequency annihilation and creation operators can be found
in Refs. [29,60–62]. For simplicity, we consider only the
left-moving modes in this paper. The single-frequency
Minkowski annihilation (creation) operator is defined as
eˆk (eˆ
†
k). The creation and annihilation operators satisfy the
bosonic commutation relations:
½eˆk; eˆ†k0  ¼ δðk − k0Þ ðA1Þ
with all other combinations equal to zero.
It is useful to introduce what are known as the single-
frequency Unruh operators, cˆω and dˆω. The Unruh oper-
ators are related to the Minkowski operator in the following
way [28,29,35]:
eˆk ¼
Z
dωAkωcˆω þ Bkωdˆω; ðA2Þ
where
Akω ¼
i
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2 sinh½πω=ap
2π
ﬃﬃﬃﬃﬃﬃ
ωk
p Γ½1 − iω=a

k
a

iω=a
¼ Bkω;
ðA3Þ
where ΓðxÞ is the gamma function. The expression for Akω
was obtained by setting the bounds of eiϕ to −π ≤ ϕ < π.
Thus, this convention will be carried out throughout this
paper. By inverting the transformation, we find that
cˆω ¼
Z
dkAkωeˆk;
dˆω ¼
Z
dkBkωeˆk: ðA4Þ
It is easy to show that these functions satisfy the following
relation: Z
∞
0
dkAkωAkω0 ¼ δðω − ω0Þ;Z
∞
0
dkAkωAkω0 ¼ 0: ðA5Þ
By utilizing Eqs. (A1), (A4), and (A5), we demonstrate that
the Unruh operators must also satisfy the bosonic commu-
tation relations:
½cˆω; cˆ†ω0  ¼ δðω − ω0Þ; ½dˆω; dˆ†ω0  ¼ δðω − ω0Þ ðA6Þ
with all other combinations equal to zero.
We now introduce a noninertial observer, Rob, that is
accelerated to the right with acceleration a. The single-
frequency modes observed by Rob are referred to as the
single-frequency right Rindler modes. The corresponding
annihilation (creation) operators are denoted as aˆω (aˆ
†
ω).
Likewise, we introduce an observer accelerated to the left,
anti-Rob, and the corresponding single-frequency left
Rindler annihilation (creation) operators are denoted as
bˆω (bˆ
†
ω).
The Rindler modes are related to the Unruh modes via a
two-mode squeezing operation:
aˆω ¼ coshðrωÞcˆω þ sinhðrωÞdˆ†ω;
bˆω ¼ coshðrωÞdˆω þ sinhðrωÞcˆ†ω; ðA7Þ
where rω ≡ tanh−1½expð−πω=aÞ and a is the acceleration
of the observer. We can show from Eqs. (A6) and (A7) that
the Rindler modes must also satisfy the bosonic commu-
tation relations:
½aˆω; aˆ†ω0  ¼ δðω − ω0Þ; ½bˆω; bˆ†ω0  ¼ δðω − ω0Þ: ðA8Þ
By inverting Eq. (A7), we obtain the following equations:
cˆω ¼ coshðrωÞaˆω − sinhðrωÞbˆ†ω;
dˆω ¼ coshðrωÞbˆω − sinhðrωÞaˆ†ω: ðA9Þ
Equations (A2), (A4), (A7), and (A9) will form a founda-
tion for the transformation between basis sets. It is noted
that we have utilized a different notation to denote the
Minkowski, Unruh, and Rindler operators to other authors.
APPENDIX B: MINKOWSKI-DELAYED
RINDLER MODES
We introduce the Minkowski unitary time evolution
operator as follows:
Uˆ ¼ e−iHˆt; Hˆ ≡
Z
dkeˆ†keˆkk: ðB1Þ
We find that the single-frequency Minkowski operators
evolve under the Heisenberg picture in the following way:
eˆkðtÞ≡ Uˆ†eˆkð0ÞUˆ
¼ eˆkð0Þe−ikt: ðB2Þ
For simplicity,when the timevariable ismissing, it is assumed
that t ¼ 0. By utilizing this result, we find that the Unruh
modes evolve under the unitary in the following way:
cˆωðtÞ≡ Uˆ†cˆωUˆ ¼
Z
dkAkωe
−ikteˆk;
dˆωðtÞ ¼
Z
dkAkωe−ikteˆk: ðB3Þ
As the Unruhmodes form a complete basis, we know that the
Minkowski-evolved Unruh modes can be decomposed in the
following way:
cˆωðtÞ ¼
Z
dω0Aω;ω0 ðtÞcˆω0 þ Bω;ω0 ðtÞdˆω0 ;
dˆωðtÞ ¼
Z
dω0Cω;ω0 ðtÞcˆω0 þDω;ω0 ðtÞdˆω0 : ðB4Þ
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The Rindler modes evolve under the unitary in the following way:
aˆωðtÞ ¼
Z
dk coshðrωÞAkωe−ikteˆk þ sinhðrωÞAkωeikteˆ†k;
bˆωðtÞ ¼
Z
dk coshðrωÞAkωe−ikteˆk þ sinhðrωÞAkωeikteˆ†k: ðB5Þ
As the Rindler modes also form a complete basis, the Minkowski-evolved Rindler modes can be decomposed in the following
way:
aˆωðtÞ ¼
Z
dω0αaω;ω0 ðtÞaˆω0 þ βaω;ω0 ðtÞaˆ†ω0 þ γaω;ω0 ðtÞbˆω0 þ δaω;ω0 ðtÞbˆ†ω0 ;
bˆωðtÞ ¼
Z
dω0αbω;ω0 ðtÞaˆω0 þ βbω;ω0 ðtÞaˆ†ω0 þ γbω;ω0 ðtÞbˆω0 þ δbω;ω0 ðtÞbˆ†ω0 ; ðB6Þ
aˆω ¼
Z
dω0αaω0;ω
ðtÞaˆω0 ðtÞ − βaω0;ωðtÞaˆω0 ðtÞ† þ αbω0;ωðtÞbˆω0 ðtÞ − βbω0;ωðtÞbˆω0 ðtÞ†;
bˆω ¼
Z
dω0γaω;ω0
ðtÞaˆω0 ðtÞ − δaω;ω0 ðtÞaˆω0 ðtÞ† þ γbω;ω0 ðtÞbˆω0 ðtÞ − δbω;ω0 ðtÞbˆω0 ðtÞ†: ðB7Þ
Theexplicit expressionsof theBogoliubovcoefficients inEqs. (B4)and(B6)arecalculated in thefollowingsection.Weintroduce
anti-Rob’ and Rob’ in Fig. 2. These observers can be considered as the observer who observe the single-frequencyMinkowski-
delayed Rindler modes [Eq. (B6)].
APPENDIX C: BOGOLIUBOV COEFFICIENTS FOR MINKOWSKI-DELAYED UNRUH MODES
The Bogoliubov coefficients can be calculated by taking the commutator between the two operators:
½cˆωðtÞ; cˆ†ω0  ¼
Z
dαAω;αcˆα þ Bω;αdˆα; cˆ†ω0

¼ Aω;ω0 : ðC1Þ
Likewise, we find the following:
Bω;ω0 ¼ ½cˆωðtÞ; dˆ†ω0 ; Cω;ω0 ¼ ½dˆωðtÞ; cˆ†ω0 ;
Dω;ω0 ¼ ½dˆωðtÞ; dˆ†ω0 : ðC2Þ
Thus, we can calculate the Bogoliubov transformation coefficients by utilizing Eqs. (A4) and (B3) and explicitly calculating
the commutators given in Eqs. (C1) and (C2). Below, we explicitly calculate Aω;ω0 :
Aω;ω0 ¼
Z
dkAkωe
−ikteˆk;
Z
dk0Ak0ω0 eˆ
†
k0

¼
Z
dkAkωAkω0e
−ikt
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sinhðπω=aÞ sinhðπω0=aÞp
2π2
ﬃﬃﬃﬃﬃﬃﬃﬃ
ωω0
p Γ½1þ iω=aΓ½1 − iω0=a
Z
dk
1
k

k
a

−iðω=a−ω0=aÞ
e−ikt: ðC3Þ
For t > 0, the integral evaluates to the following:
Z
dk
1
k

k
a

−iðω=a−ω0=aÞ
e−ikt ¼ ðiatÞiðω−ω0Þ=aΓ½−iðω − ω0Þ=a
¼ e−πðω−ω0Þ=ð2aÞðajtjÞiðω−ω0Þ=aΓ½−iðω − ω0Þ=a; ðC4Þ
where the second line utilized the definition that i ¼ eiπ=2. When we induce a time delay, the time is negative, and hence
t ¼ −jtj. In this case, we utilize the fact that −i ¼ e−iπ=2 and find that
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Z
dk
1
k

k
a

−iðω=a−ω0=aÞ
e−ikt ¼ eπðω−ω0Þ=ð2aÞðajtjÞiðω−ω0Þ=aΓ½−iðω − ω0Þ=a; ðC5Þ
Aω;ω0 ðjtjÞ ¼ ZωZω0e∓ π2aðω−ω0ÞðajtjÞiðω−ω0Þ=aΓð−iðω − ω0ÞÞ; ðC6Þ
where we have defined the following:
Zω ≡ i
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2 sinh πω=a
p
2π
ﬃﬃﬃ
ω
p Γði − iω=aÞ: ðC7Þ
By following similar steps, we find the following:
Bω;ω0 ðjtjÞ ¼ ZωZω0e∓
π
2aðωþω0ÞðajtjÞiðωþω0Þ=aΓð−iðωþω0ÞÞ;
Cω;ω0 ðjtjÞ ¼ ZωZω0e π2aðωþω0ÞðajtjÞ−iðωþω0Þ=aΓðiðωþω0ÞÞ;
Dω;ω0 ðjtjÞ ¼ ZωZω0e
π
2aðω−ω0ÞðajtjÞ−iðω−ω0Þ=aΓðiðω−ω0ÞÞ: ðC8Þ
We find that these coefficients are related in the following way:
Aω;ω0 ðjtjÞ ¼ Dω;ω0 ð∓ jtjÞ;
Bω;ω0 ðjtjÞ ¼ Cω;ω0 ð∓ jtjÞ: ðC9Þ
APPENDIX D: BOGOLIUBOV COEFFICIENTS FOR MINKOWSKI-DELAYED RINDLER MODES
We use the following properties to calculate the Bogoliubov coefficients for the Rindler modes:
cˆωðt0Þ ¼ coshðrωÞaˆωðt0Þ − sinhðrωÞbˆ†ωðt0Þ;
dˆωðt0Þ ¼ coshðrωÞbˆωðt0Þ − sinhðrωÞaˆ†ωðt0Þ; ðD1Þ
aˆωðt0Þ ¼ coshðrωÞcˆωðt0Þ þ sinhðrωÞdˆ†ωðt0Þ;
bˆωðt0Þ ¼ coshðrωÞdˆωðt0Þ þ sinhðrωÞcˆ†ωðt0Þ: ðD2Þ
By utilizing Eqs. (B4) and (D2), we find the following:
aˆωðtÞ ¼ coshðrωÞ
Z
dω0Aω;ω0 ðtÞcˆω0 þ Bω;ω0 ðtÞdˆω0

þ sinhðrωÞ
Z
dω0Cω;ω0 ðtÞcˆ†ω0 þDω;ω0 ðtÞdˆ†ω0

;
bˆωðtÞ ¼ coshðrωÞ
Z
dω0Cω;ω0 ðtÞcˆω0 þDω;ω0 ðtÞdˆω0

þ sinhðrωÞ
Z
dω0Aω;ω0 ðtÞcˆ†ω0 þ Bω;ω0 ðtÞdˆ†ω0

: ðD3Þ
By utilizing Eq. (A9), we can compare this equation with Eq. (B6). We find that the coefficients are equal to the following:
αaω;ω0 ðtÞ ¼ coshðrωÞ coshðrω0 ÞAω;ω0 ðtÞ − sinhðrωÞ sinhðrω0 ÞAω;ω0 ð−tÞ;
βαaω;ω0 ðtÞ ¼ − coshðrωÞ sinhðrω0 ÞBω;ω0 ðtÞ þ sinhðrωÞ coshðrω0 ÞBω;ω0 ð−tÞ;
γαaω;ω0 ðtÞ ¼ coshðrωÞ coshðrω0 ÞBω;ω0 ðtÞ − sinhðrωÞ sinhðrω0 ÞBω;ω0 ð−tÞ;
δαaω;ω0 ðtÞ ¼ − coshðrωÞ sinhðrω0 ÞAω;ω0 ðtÞ þ sinhðrωÞ coshðrω0 ÞAω;ω0 ð−tÞ; ðD4Þ
αbω;ω0 ðtÞ ¼ coshðrωÞ coshðrω0 ÞCω;ω0 ðtÞ − sinhðrωÞ sinhðrω0 ÞCω;ω0 ð−tÞ;
βbω;ω0 ðtÞ ¼ − coshðrωÞ sinhðrω0 ÞDω;ω0 ðtÞ þ sinhðrωÞ coshðrω0 ÞDω;ω0 ð−tÞ;
γbω;ω0 ðtÞ ¼ coshðrωÞ coshðrω0 ÞDω;ω0 ðtÞ − sinhðrωÞ sinhðrω0 ÞDω;ω0 ð−tÞ;
δbω;ω0 ðtÞ ¼ − coshðrωÞ sinhðrω0 ÞCω;ω0 ðtÞ þ sinhðrωÞ coshðrω0 ÞCω;ω0 ð−tÞ: ðD5Þ
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By utilizing the relation defined in Eq. (C9), we find that these coefficients are related in the following way:
αaω;ω0 ðtÞ ¼ γbω;ω0 ð−tÞ;
γaω;ω0 ðtÞ ¼ αbω;ω0 ð−tÞ;
βaω;ω0 ðtÞ ¼ δbω;ω0 ð−tÞ;
δaω;ω0 ðtÞ ¼ βaω;ω0 ð−tÞ: ðD6Þ
We simplify αaω;ω0 ðtÞ by considering αaω;ω0 ðjtjÞ and αaω;ω0 ð−jtjÞ separately. We make use of a property of the gamma function,
jΓð1þ ixÞj2 ¼ πxsinhðπxÞ, to simplify the expression:
αaω;ω0 ðjtjÞ ¼ Aω;ω0 ðjtjÞðcoshðrωÞ coshðrω0 Þ − sinhðrωÞ sinhðrω0 Þeπðω−ω
0Þ=aÞ
¼ Aω;ω0 ðjtjÞeπðω−ω0Þ=2a
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sinhðπω0=aÞpﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sinhðπω=aÞp
¼ i
ﬃﬃﬃﬃﬃ
ω0
ω
r
1
2πðω − ω0Þ=a
Γð1þ iω=aÞΓð1 − iðω − ω0ÞÞ
Γð1þ iω0=aÞ ðajtjÞ
iðω−ω0Þ=a;
αaω;ω0 ð−jtjÞ ¼ Aω;ω0 ðjtjÞeπðω−ω
0Þ=2a
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sinhðπω=aÞpﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sinhðπω0=aÞp
¼ i
ﬃﬃﬃﬃﬃ
ω
ω0
r
1
2πðω − ω0Þ=a
Γð1 − iω0=aÞΓð1 − iðω − ω0ÞÞ
Γð1 − iω=aÞ ðajtjÞ
iðω−ω0Þ=a: ðD7Þ
Following similar steps, we find that
βaω;ω0 ðjtjÞ ¼ Bω;ω0 ðjtjÞeπðωþω
0Þ=2a
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sinhðπω0=aÞpﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sinhðπω=aÞp
¼ −i
ﬃﬃﬃﬃﬃ
ω0
ω
r
1
2πðωþ ω0Þ=a
Γð1þ iω=aÞΓð1 − iðωþ ω0ÞÞ
Γð1 − iω0=aÞ ðajtjÞ
iðωþω0Þ=a;
βaω;ω0 ð−jtjÞ ¼ Bω;ω0 ðjtjÞeπðωþω
0Þ=2a −
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sinhðπω=aÞpﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sinhðπω0=aÞp
¼ i
ﬃﬃﬃﬃﬃ
ω
ω0
r
1
2πðωþ ω0Þ=a
Γð1þ iω0=aÞΓð1 − iðωþ ω0ÞÞ
Γð1 − iω=aÞ ðajtjÞ
iðωþω0Þ=a;
γaω;ω0 ðjtjÞ ¼ 0;
γaω;ω0 ð−jtjÞ ¼ Bω;ω0 ðjtjÞeπðωþω
0Þ=2a sinhðπðωþ ω0ÞÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sinhðπω=aÞp ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃsinhðπω0=aÞp
¼ i 1
2π
ﬃﬃﬃﬃﬃﬃﬃﬃ
ωω0
p Γð1þ iω=aÞΓð1þ iω
0=aÞ
Γð1þ iðωþ ω0Þ=aÞ ðajtjÞ
iðωþω0Þ=a;
δaω;ω0 ðjtjÞ ¼ 0;
δaω;ω0 ð−jtjÞ ¼ Aω;ω0 ðjtjÞeπðω−ω
0Þ=2a sinhðπðωþ ω0ÞÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sinhðπω=aÞp ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃsinhðπω0=aÞp
¼ −i 1
2π
ﬃﬃﬃﬃﬃﬃﬃﬃ
ωω0
p Γð1þ iω=aÞΓð1 − iω
0=aÞ
Γð1þ iðω − ω0Þ=aÞ ðajtjÞ
iðω−ω0Þ=a: ðD8Þ
Through these calculations, we have derived the Bogoliubov transformation coefficients between Minkowski time-evolved,
delayed Rindler, and Unruh modes. In our paper, we are particularly interested in αbω;ω0 ðjtjÞ and βbω;ω0 ðjtjÞ, so we explicitly
write their expressions here:
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αbω;ω0 ðjtjÞ ¼ −i
1
2π
ﬃﬃﬃﬃﬃﬃﬃﬃ
ωω0
p Γð1 − iω=aÞΓð1 − iω
0=aÞ
Γð1 − iðωþ ω0Þ=aÞ ðajtjÞ
−iðωþω0Þ=a;
βbω;ω0 ðjtjÞ ¼ i
1
2π
ﬃﬃﬃﬃﬃﬃﬃﬃ
ωω0
p Γð1 − iω=aÞΓð1þ iω
0=aÞ
Γð1 − iðω − ω0Þ=aÞ ðajtjÞ
−iðωþω0Þ=a: ðD9Þ
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