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Spin-wave excitations of quarter-filled spin-density-wave state, which coexists with charge
ordering, have been studied for one-dimensional extended Hubbard model with the nearest-
neighbor repulsive interaction (V ) and next-nearest-neighbor one (V2). We calculate dispersion
relations for the acoustic and optical spin-wave within the random phase approximation. Our
numerical calculation shows that energy spectrum of the acoustic branch is well described by
a simple sine function form. In the states coexisting with charge-density-wave, the spin-wave
velocity decreases with increasing V or V2. Our numerical result, that velocity reduces to zero
in the limit of large V or V2, is analyzed in terms of a spin 1/2 Heisenberg model with effective
antiferromagnetic exchange interaction.
KEYWORDS: collective mode, spin-wave, spin-density-wave, charge ordering, quarter-filled band, extended Hub-
bard model, nearest-neighbor interaction, next-nearest-neighbor interaction
§1. Introduction
Organic conductors, tetramethyltetraselenafulvalene
(TMTSF) and tetramethyltetrathiafulvalene (TMTTF)
salts,1, 2) exhibit, due to an interplay of interaction and
low dimension, exotic spin-density-wave (SDW) states,
which coexist with the charge-density-wave (CDW), e.g.,
4kF CDW in TMTTF salt and 2kF CDW in TMTSF
salt (kF denotes a Fermi wave number).
3, 4) These states
have been analyzed in terms of the extended Hubbard
model with several repulsive interactions. Applying the
mean-field theory, it is shown that the interactions with
finite-range play a crucial role for the coexistence. The
coexistence of SDW with 4kF CDW (2kF CDW) appears
when the nearest-neighbor repulsive interaction V , (the
next-nearest-neighbor repulsive interaction V2) becomes
large.5, 6)
The fluctuations around the SDW ground state have
been examined extensively by calculating the collective
modes within the random phase approximation (RPA).
The modes for charge and spin fluctuations in the pres-
ence of only on-site repulsive interaction (U) were evalu-
ated for the incommensurate SDW7, 8, 9, 10, 11) and for the
commensurate SDW state at quarter-filling,12, 13) where
the latter may be relevant to above organic conductors.
The commensurability energy induces an excitation gap
in the charge excitation where the gap becomes zero at
V = Vc.
14) When V = Vc, a coexistent state of 2kF SDW
and 4kF CDW appears
5) and the harmonic potential for
the charge fluctuation vanishes. The presence of V2 leads
to an unusual ground state where 2kF SDW coexists with
2kF CDW and also with 4kF SDW for V2 > V2c.
6, 15)
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When V2 = V2c, one finds the disappearance of the har-
monic potential with respect to the relative motion be-
tween the density wave of the up spin and that of the
down spin. For large V2, a new collective mode with
an excitation gap appears where the mode describes the
relative motion of density waves with opposite spin fol-
lowed by amplitude mode of 2kF CDW. The excitation
gap vanishes at V2 = V2c.
16)
While the spin-wave modes at quarter-filling was cal-
culated for the conventional Hubbard model,12, 13) much
of their problems is not known in the presence of V
and V2. The excitation with long-wavelength has been
calculated within the RPA for the case of V 6= 0 and
V2 = 0,
17) and for the spin-wave velocity as a function
of V or V2
18) based on a functional integral formula-
tion.19) The latter has shown that the spin-wave velocity
decreases to zero (a finite value) with increasing V (V2)
when 2kF SDW coexists with 4kF CDW (2kF SDW coex-
ists with 2kF CDW and 4kF SDW). In the path integral
method, it remains an open question how to treat the
coupling to long-wavelength spin fluctuations.18)
In the present paper, we examine the acoustic and
optical spin-wave modes in the presence of V and V2
(leading to the charge ordering) for understanding the
properties of the several kinds of transverse spin fluctu-
ations of the SDW ordered states coexisting with CDW.
We calculate not only the energy dispersion relation of
them but also their collective operators within RPA. In
§2, the mean-field ground state and the response function
are explained for the calculation of the spin-wave modes.
In §3, the resulting energy spectrum of them is given in
conjunction with the characteristics of their collective co-
ordinates including several spin fluctuation. In addition,
the interaction dependence of the spin-wave velocities is
shown as a function of V or V2. The effect of the charge
ordering on the spin-wave is examined and is compared
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with that obtained by the path integral method.18) In
§4, we discuss the effect of dimerization and analyze the
behaviors of the spin-wave velocity in the limit of large
V or V2 by using an effective Hamiltonian of a spin 1/2
Heisenberg model.
§2. Mean-Field Ground State and Response
Function
We study a one-dimensional extended Hubbard model
at quarter-filling. The Hamiltonian is given by
H = −
∑
σ,j
(t− (−1)jtd)(C†jσCj+1,σ + h.c.)
+Hint , (2.1)
Hint =
N∑
j=1
(Unj↑nj↓ + V njnj+1 + V2njnj+2) ,(2.2)
where C†jσ denotes a creation operator of an electron at
the j-th site with spin σ = (↑, ↓), and satisfies a periodic
boundary condition C†j+N,σ = C
†
jσ with the total number
of lattice site N , nj = nj↑+nj↓ and njσ = C
†
jσCjσ . The
quantity t and td are the energy of the transfer integral
and that of the dimerization. Quantities U , V and V2
correspond to coupling constants of repulsive interaction
for the on-site, the nearest-neighbor site and the next-
nearest-neighbor site, respectively. We take t and the
lattice constant as unity.
For a quarter-filled band, the mean-fields (MFs) of
SDW and CDW are written as (m = 0, 1, 2 and 3, and
sgn(σ) = +(−) for σ =↑ (↓))
SmQ0 =
1
N
∑
σ=↑,↓
∑
−pi<k≤pi
sgn(σ)
〈
C†kσCk+mQ0,σ
〉
MF
,
(2.3a)
DmQ0 =
1
N
∑
σ=↑,↓
∑
−pi<k≤pi
〈
C†kσCk+mQ0,σ
〉
MF
, (2.3b)
where Q0 ≡ 2kF = pi/2 with kF(= pi/4) being the Fermi
wave number. The z-axis is taken as the quantized axis.
The expression < O >MF denotes an average of O over
the MF Hamiltonian,15) given by
HMF =
∑
σ=↑,↓
∑
−pi<k≤pi
[(
εk +
U
4
+ V + V2
)
C†kσCkσ
+
{(
(
U
2
− 2V2)DQ0 − sgn(σ)
U
2
SQ0
)
× C†k+Q0,σCkσ + h.c.
}
+
(
(
U
2
− 2V + 2V2)D2Q0 − sgn(σ)
U
2
S2Q0
− 2itd sin k
)
C†kσCk+2Q0,σ
]
+NU
[
− 1
16
− 1
2
(
|DQ0 |2 − |SQ0 |2
)
− 1
4
(
D22Q0 − S22Q0
)]
+NV
(
−1
4
+D22Q0
)
+NV2
(
−1
4
+ 2|DQ0 |2 −D22Q0
)
, (2.4)
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Fig. 1. Phase diagram in the V -V2 plane for U = 4 and td = 0.
15)
Three kinds of states correspond to a pure state of 2kF SDW(I),
a state of 2kF SDW and 4kF CDW (II) and a state of 2kF SDW,
2kF CDW and 4kF SDW (III). These states are shown schemat-
ically in the region where the arrow (circle) represents the spin
(charge) density at each lattice site. The dashed curve denotes
a first-order transition between regions II and III.
where εk = −2t cosk. The expressions of each MF are
given such that S0 = 0, D0 = 1/2, SQ0 = S
∗
3Q0
≡ S1eiθ,
DQ0 = D
∗
3Q0
≡ D1ei(θ−pi/2), S2Q0 = S∗2Q0 ≡ S2 and
D2Q0 = D
∗
2Q0
≡ D2. Quantities S1(> 0), D1(≥ 0),
S2 and D2 denote amplitudes for 2kF SDW, 2kF CDW,
4kF SDW and 4kF CDW, respectively. Their values de-
pend on the corresponding ground states. The quantity
θ denotes a phase of SDW.15)
The ground state has been obtained previously5, 6, 15)
where the phase diagram on the plane of V2 and V is
shown in Fig. 1. When V2 = 0 and td = 0, a pure
2kF SDW state (θ = pi/4, φ = pi/2) (I) is found for
V < Vc (≃ 0.34) and a coexistent state of 2kF SDW and
4kF CDW (θ = 0, φ = pi/2) (II) is found for V > Vc,
5, 14)
where φ = tan−1(S1/D1). When V = 0 and td = 0, the
pure 2kF SDW state (I) changes to a coexistent state of
2kF SDW, 2kF CDW and 4kF SDW (θ = pi/4, φ < pi/2)
(III) for V2 > V2c (≃ 1.32).15) Note that the finite-range
interactions V and V2 contribute to the appearance of
the quantities D1 and D2. In the following, we use the
states I, II and III for those in the regions I, II and III,
respectively.
The spin-wave is examined for the above three ground
states. The spectrum of the spin-wave modes is calcu-
lated from the pole of the response function given by12)
↔
R (q, ω) =
−1
2N
∫ β
0
dτ
〈
TτΦ(q, τ)Φ
†(q)
〉
eiωnτ
∣∣
iωn→ω+i0
,
(2.5)
where ωn(= 2pin/β) and β
−1(= kBT ) denote the
Matsubara frequency and temperature, respectively.
The components of operator Φ†(q) consist of the
transverse spin fluctuations given by Sαm(q) =
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∑
−pi<k≤pi ψ
†
kσαψk+q+mQ0 (α = x, y) where ψ
†
k =
(C†k↑, C
†
k↓) and σα (α = x, y) are Pauli matrices. For
the state I (θ = pi/4) and the state II (0 ≤ θ < pi/4 due
to td), the operator Φ
†(q) can be taken as12)
Φ†(q) = (S†x1(q), S
†
x3(q), S
†
y0(q), S
†
y2(q)) . (2.6)
We note that, for small q, two components S†x1(q) and
S†x3(q) are related directly to the transverse spin fluctua-
tion of the SDW with wave numbers Q0 and −Q0 respec-
tively and that other components of S†y0(q) and S
†
y2(q)
denote the fluctuations correlated with those of the wave
numbers 0 and 2Q0. The coupling to long-wavelength
spin fluctuation S†y0(q) gives a renormalization of the
spin-wave velocity multiplied by a factor [1−UN(0)]1/2
in the weak coupling limit20) where N(0) is the density of
state per spin at Fermi level. For the coexistent state of
2kF SDW, 2kF CDW and 4kF SDW (the state III) with
the spin modulation with Q0 and 2Q0, one needs to ex-
tend the operator Φ†(q) into that with eight components
written as
Φ†(q) = (S†x1(q), S
†
x3(q), S
†
x0(q), S
†
x2(q),
S†y1(q), S
†
y3(q), S
†
y0(q), S
†
y2(q)) . (2.7)
In addition to S†x1(q) and S
†
x3(q), the component S
†
x2(q)
for small q is also related directly to the transverse spin
fluctuation of the SDW with 2Q0 while other compo-
nents comes from coupling to these three components.
Operators of eqs. (2.6) and (2.7) act to create the trans-
verse spin fluctuations by raising or lowering the spins
within the same sites (i.e., rotation of single electron due
to on-site interaction). However, the finite-range inter-
actions induce the transverse spin fluctuations with the
spin current (i.e., spin rotation followed by neighboring
electrons), which is related to the bond spin-density-wave
(BSDW) state.21, 22) In the present paper, we neglect the
effect of spin current, which is left for the study in the
separated paper together with the problem of BSDW.
Based on such a consideration, eq. (2.5) within RPA is
calculated as
↔
R
RPA
(q, ω) =
↔
Π (q, ω)
1 + U
↔
Π (q, ω)
, (2.8)
where the polarization function,
↔
Π (q, ω), is evaluated in
terms of the MF Hamiltonian, eq. (2.4).
↔
Π (q, ω) =
−1
2N
∫ β
0
dτ
〈
TτΦ(q, τ)Φ
†(q)
〉
MF
× eiωnτ
∣∣
iωn→ω+i0
. (2.9)
The pole of eq. (2.8) determines the excitation spectrum
of the collective mode, ωγ(q), i.e.,
det
(
1 + U
↔
Π (q, ωγ(q))
)
= 0 , (2.10)
where γ = T 1 or T 2 and ωT1 (ωT2) denotes the acoustic
(optical) mode. The eigenvector, Φ˜γ(q), which describes
the collective mode, is obtained by(
1 + U
↔
Π (q, ωγ(q))
)
Φ˜γ(q) = 0 . (2.11)
Actually, in terms of Φ(q) and Φ˜γ(q), the operator for
the spin-wave with ωγ(q) is written as
ηγ(q) = Φ˜
γ†(q)Φ(q) , (2.12)
an explicit form of which will be given in the next section.
For ω ≃ ωγ(q), eq. (2.8) is rewritten as13)
↔
R
RPA
(q, ω) ≃ S
2
1
2
↔
Aγ (q, ωγ(q))
ω2 − ω2γ(q)
, (2.13)
↔
Aγ (q, ωγ(q)) =
2
S21
adj
(
1 + U
↔
Π (q, ωγ(q))
)
∂
∂(ω2)
(
det(1 + U
↔
Π (q, ω))
)
ω→ωγ(q)
,
(2.14)
where the matrix
↔
Aγ (q, ωγ(q)) is proportional to the
residue and adj
(
1 + U
↔
Π (q, ωγ(q))
)
is the adjoint ma-
trix. The spectral weight of the collective mode is exam-
ined by calculating following diagonal element,
Aγm(q) ≡
∣∣∣∣
(
↔
Aγ (q, ω(q))
)
mm
/U
∣∣∣∣ , (m = 1, 3, 0, 2) .
(2.15)
When td = 0 and V = V2 = 0, one finds that, in the limit
of small U , AT11 (0) = A
T1
3 (0) = 2pivF with vF =
√
2 and
AT21 (0) = A
T2
3 (0) = A
γ
0(0) = A
γ
2 (0) = 0.
We examine the V (or V2) dependence of the velocity
of acoustic spin-wave given by
v = lim
q→0
ωT1(q)
q
, (2.16)
which is compared with the previous work.18)
§3. Spin-Wave Modes
The characteristic properties of the spin-wave modes
are examined for the various kinds of SDW ground states,
which are given by the states I, II and III. The numerical
calculation is performed by taking U = 4 and t = 1 where
td = 0 in this section.
3.1 Effect of V
First, we calculate the spin-wave spectrum ωγ(q) as
a function of V for V2 = 0. In Fig. 2, the spectrum of
both the acoustic and optical spin-wave modes obtained
from eq. (2.10) are shown for V = 0, 0.5, 1.5 and 2.0
with V2 = 0 and td = 0 where the state II is obtained for
V > Vc (≃ 0.34). Our numerical calculation within the
visible scale shows that spectrum of the acoustic mode
takes a simple sine function form with respect to the wave
number q, i.e., ωT1(q) = ωT1(Q0/2) sin(2q). The optical
mode, ωT2(q), is well separated from the continuum for
the parameters in Fig. 2. The spectrum of the state II is
similar to that of the state I.
The spectral weights for the acoustic mode, AT1m (q),
are shown in Fig. 3 where AT11 (q) and A
T1
3 (q) (A
T1
0 (q)
and AT12 (q)) are weights for spin fluctuations of x (y)
direction with wave numbers Q0 + q and −Q0 + q (q
and 2Q0+ q), respectively. For the spectral weights with
q ≃ 0 or Q0, the dominant weights are given by the fluc-
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0 0.5 10
0.5
1
q/Q0
ω
γ(q
)
0 1.5
2.0
V=0
0.5
ωT1
ωT2
Fig. 2. Excitation spectrum of the spin-wave modes, ωT1(q)
(acoustic mode) and ωT2(q) (optical mode) for U = 4, V2 = 0
and td = 0.
0
0.2
0
0.2
0 0.5 10
0.2
q/Q0
AT
1 m
(q)
/(2
pi
v
F)
m=3
1
0
2
V=0
V=1.5
V=2.0
Fig. 3. Normalized spectral weight of the acoustic mode,
AT1m (q)/(2pivF), for V = 0, 1.5 and 2.0 in Fig. 2.
tuations with ≃ ±Q0 (note that Sy0(Q0) = Sy1(0) and
Sy2(Q0) = Sy3(0)), as shown for a model with only U .
13)
Figure 3 indicates that the deviation of the spin orien-
tation arising from the spin-wave changes continuously
from the x direction to the y direction when q increases
from 0 to Q0. It is found that all the weights are sup-
pressed by V .
Here we examine the behavior in the limit of small q.
From the numerical result of eq. (2.11), we found that
the eigenvector Φ˜T1(q) for the acoustic mode is written as
Φ˜T1(q → 0) ∝ (eiθ, e−iθ, 0, 0) where θ = pi/4 for V < Vc
and θ = 0 for V > Vc. Then, the spin-wave operator of
z
x
y
x
y
(a)
z
x
y
x
y
(b)
z
x
y
x
y
(c)
z
x
y
(d)
x
y
Fig. 4. Schematics of spin-wave for q → 0 are shown. (a) acoustic
mode in the state I, (b) acoustic mode in the state II, (c) optical
mode in the state I and (d) acoustic mode in the state III. The
lower part of each figure represents a projection of the spin on
the x-y plane.
eq. (2.12) in the limit of q → 0 may be expressed as
ηT1(0) ∝
∑
j
Sxj cos(Q0rj + θ) , (3.1)
where Sαj = ψ
†
jσαψj/2 and ψ
†
j = (C
†
j↑, C
†
j↓). Equation
(3.1) denotes that the gapless excitation at q = 0 is de-
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0 0.5 10
0.5
1
0 0.5 10
0.2
0.4
0.6
V
ω
T2
(q=
0)
V
AT
2 m
(q=
0)/
(2pi
v
F)
m=1, 3
2
Fig. 5. V dependence of the gap, ωT2(0), for U = 4, V2 = 0 and
td = 0 where ωT2(q) disappears at the location shown by the
arrow. The dotted curve denotes the bottom of the continuum.
In the inset, the corresponding spectral weight, AT2m (0)/(2pivF)
is shown and the weight is zero if not shown explicitly.
scribed by rotating the spin quantization axis toward
x direction uniformly. The spatial dependence is illus-
trated in Figs. 4(a) and 4(b) for V < Vc and for V > Vc,
respectively, which are written simply as (րրււ) for
V < Vc and (· ր · ւ) for V > Vc. Similarly, ωT1(Q0),
corresponds to the excitation with a uniform rotation
toward y direction.
Another spectrum ωT2(q) of the optical mode has a
gap. The corresponding eigenvector Φ˜T2(q) is given by
Φ˜T2(q → 0) ∝ (eiθ,−e−iθ, 0, c) where θ = pi/4 and c > 0
for V < Vc, and θ = 0 and c = 0 for V > Vc. Thus, it is
found that the spin-wave operator for the optical mode
in the limit of q → 0 is given by
ηT2(0) ∝
∑
j
[
2Sxj sin(Q0rj + θ) + icS
y
j cos(2Q0rj)
]
.
(3.2)
For V < Vc, the spatial dependence is shown schemati-
cally as (տրցւ) where a plane of (տր) is not parallel
to that of (ցւ) due to c 6= 0. The explicit spin config-
uration is illustrated in Fig. 4(c). For V > Vc, it is given
by (←↑→↓) where the symbol ← denotes a component
of Sxj . In Fig. 5, the gap of the optical mode, ωT2(0),
is shown as a function of V . The thin dotted curve de-
notes the bottom of the continuum. With increasing V ,
ωT2(0) moves into the continuum at the location shown
by the arrow, The inset shows the corresponding spectral
weight. The spectral weight, AT2m (m=1,3) reduces and
becomes zero at V ≃ 1 corresponding to the arrow, i.e.,
above which the optical mode disappears. For q → 0,
the optical mode in the state I contains the fluctuation
of Sy2(q) in addition to the fluctuations of Sx1(q) and
Sx3(q) while Sy2(q) is absent for the mode in the state II.
Now, we examine the spin-wave velocity v, which is
evaluated by using eq. (2.16). Figure 6 represents the
0 1 2 3 40
0.5
1
0 2 4
0
0.1
0.2
0 2 4
0
1
V
v
/
v
0
V
AT
1 m
(q=
0)/
(2pi
v
F)
m=1, 3
v
0
U
Fig. 6. V dependence of the spin-wave velocity v, for U = 4, V2 =
0 and td = 0 where the dot-dashed curve denotes the previous
result obtained by a path integral method.18) In the upper inset,
v0 as a function of U while, AT1m (0)/(2pivF) corresponding to the
main figure is shown in the lower inset.
V dependence of v where the dot-dashed curve denotes
the result obtained by the path integral method.18) The
quantity v0, which stands for the velocity in the case of
U = 4 and V = V2 = td = 0, is given by v
0 = 0.39 (1.29)
for the solid (dot-dashed) curve. In the upper inset, the
U dependence of v0 is shown, where the solid curve and
dot-dashed curve correspond to those in the main figure.
There is a small jump at V = Vc due to the discon-
tinuity of S1 and D2, which occurs only for td = 0.
5)
With increasing V (> Vc), v (solid curve) takes a slight
hump and decreases to zero more rapidly than that of the
dot-dashed curve. The coupling to long-wavelength spin
fluctuations was neglected in the path integral method.
Therefore, it is found that the velocity is strongly renor-
malized by the coupling to such a spin fluctuation. The
hump is not essential since it disappears for td 6= 0 (see
Fig. 10). The behavior of v for large V can be understood
as that of spin 1/2 Heisenberg model with the effective
exchange interaction J ∼ t4/(UV 2), which is discussed
in §4. The lower inset shows the corresponding weights
of AT1m (0) (m = 1, 3), which decreases with increasing V
in a way similar to v.
Here we comment on the fact that the spin-wave ve-
locity as a function of V changes rapidly for V > Vc
while the velocity remains the same as that of V = 0 for
V < Vc. The latter behavior of the velocity originates
in the present scheme of treating the response function.
For the case of V < Vc, in which the pure 2kF SDW
state (I) is realized and the MF is independent of the
nearest-neighbor interaction V , the quantities
↔
Π (q, ω)
in eq. (2.9) and
↔
R
RPA
(q, ω) in eq. (2.8) do not depend on
V . If we consider, however, the transverse spin fluctu-
ations with the spin current which come from the term
of the nearest-neighbor interaction V , it is expected that
the corresponding response function
↔
R
RPA
(q, ω) explicitly
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0 0.5 10
0.1
0.2
q/Q0
ω
T1
(q)
V2=0
1.5
2.0
Fig. 7. Excitation spectrum of the spin-wave mode, ωT1(q), with
some choices of V2 for U = 4, V = 0 and td = 0.
includes the interaction V though the extended polariza-
tion function
↔
Π (q, ω) is still independent of V . Thus,
the V dependence of the spin-wave velocity may appear
in the state I.
3.2 Effect of V2
Next, we calculate the spin-wave mode as a function of
V2 in the state III by using eqs. (2.7) and (2.10). Figure
7 shows the excitation spectrum of the acoustic mode
ωT1(q) with some choices of V2 for U = 4, V = 0 and td =
0, where the coexistent state of 2kF SDW, 2kF CDW
and 4kF SDW is found for V2 > V2c (≃ 1.32). The
optical mode ωT2(q) moves into the continuum leading
to a disappearance of the mode for V2(>∼ 1.35) being just
above V2c. With increasing V2(> V2c), the spectrum
ωT1(q) decreases. We note that the dispersions for V2 =
1.5 and 2.0 is also well described by a relation, ωT1(q) =
ωT1(Q0/2) sin(2q).
The corresponding eigenvector Φ˜T1(q) for V2 = 2.0 is
shown in Fig. 8. For the calculation of the eigenvec-
tor in eq. (2.11), we choose seven components except for
Sy1(q) in Φ(q) of eq. (2.7) since there are two degener-
ate modes, i.e., the mode with dominant contribution
from Sxm(q) and the mode with that from Sym(q). The
element |Φ˜T1y1 (q)| corresponding to Sy1(q) is negligibly
small, and then the spectrum calculated from seven com-
ponents is actually nearly the same as that of Fig. 7. It is
worthy to note that the mode with small q in the region
III of Fig. 1 is composed of not only Sxm(q) (m = 1, 3)
but also Sx2(q) (Fig. 8). Such a feature can be under-
stood by considering the spatial configuration, in which
the spin modulation is of type (↑↑↓↓) (Fig. 1) and the
variation of spin moment comes from the presence of
4kF SDW. In this case, the spin-wave operator express-
ing the gapless excitation at q → 0 is expected to take a
0 0.5 10
0.5
q/Q0
|Φ~T
1 αm
(q)
|
x1
αm=x3
x0
x2
y3 y0
y2
Fig. 8. q dependence of the elements of eigenvector |Φ˜T1(q)|, cor-
responding to the case of V2 = 2.0 in Fig. 7.
form of
ηT1(0) =
∑
j
Sxj [2B1 cos(Q0rj + θ) +B2 cos(2Q0rj)] ,
(3.3)
which means a uniform rotation toward x direction with
keeping the relative angle between the each spin, like
(րրււ). Here, the coefficients B1 and B2 satisfies
the relation B2/B1 = S2/S1 according to the spin mod-
ulation in the ground state. In eq. (3.3), the term of
B2 comes from the fluctuation of Sx2(q). Actually, our
numerical calculation shows that
Φ˜T1(q)
∣∣
q→0
=
(
Φ˜T1x1 (q), Φ˜
T1
x3 (q), Φ˜
T1
x0 (q), Φ˜
T1
x2 (q),
Φ˜T1y3 (q), Φ˜
T1
y0 (q), Φ˜
T1
y2 (q)
) ∣∣∣
q→0
∝ (eiθ, e−iθ, 0, c′, 0, 0, 0) , (3.4)
where θ = pi/4 and c′ = |Φ˜T1x2 (0)|/|Φ˜T1x1 (0)| = S2/S1 (≃
1.2 for V2 = 2.0). The spatial dependence of this spin-
wave is explicitly illustrated in Fig. 4(d).
The spin-wave velocity v corresponding to that in
Fig. 7 is shown as a function of V2 in Fig. 9 (solid curve).
The dot-dashed curve denotes the result obtained pre-
viously by the path integral method. With increasing
V2(> V2c), the solid curve decreases to zero rapidly while
the dot-dashed curve tends to a finite value (v → t) for
large V2.
18) Thus the present RPA calculation indicates
the importance of the couplings to long-wavelength spin
fluctuations, which has been neglected in the previous
path integral method. The behavior in the limit of large
V2 will be discussed in the next section.
§4. Discussions
We have examined spin-wave modes in the presence
of charge ordering, which exhibits a clear effect of sup-
pressing the spin-wave velocity even without dimeriza-
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0 1 2 3 40
0.5
1
V2
v
/
v
0
Fig. 9. V2 dependence of v, for U = 4, V = 0 and td = 0. The
dot-dashed curve denotes the previous result obtained by a path
integral method.18)
tion (td = 0). Since the dimerization enhances the ef-
fect of the repulsive interaction, one may expect fur-
ther suppression of the spin-wave velocity by adding the
dimerization. In this section, we discuss such an effect of
dimerization (td 6= 0) together with the limiting behavior
of large V or V2.
First, we plot the velocity v as a function of V in
Fig. 10, with the fixed td = 0, 0.1, 0.3 and 0.5 (U = 4 and
V2 = 0). The dimerization td has an effect of reducing
the velocity, which is qualitatively consistent with the
result of the path integral method.18) The V dependence
of v in the region II of Fig. 1 can be fitted by a dotted
curve, which is proportional to (t2 − t2d)/(UV 2). We
analyze such a case by noting that the ground state with
the spin and charge modulation given by (0, ↑, 0, ↓, 0) and
(0, 1, 0, 1) already shows up for V >∼ 3 even if td 6= 0.
In this state II, the antiferromagnetic exchange coupling
between the up and down spins is induced by the process
of the fourth order of the transfers t ± td leading the
effective Hamiltonian as
HeffII ∼ JII
N/2∑
j=1
S2j · S2j+2 , (4.1a)
JII =
aII(t
2 − t2d)2
UV 2
, (4.1b)
where aII = 12 and Sj = (S
x
j , S
y
j , S
z
j ) with S
α
j =
ψ†jσαψj/2 (ψ
†
j = (C
†
j↑, C
†
j↓)). This expression of JII with
aII = 6 has been obtained by Mori and Yonemitsu.
17)
From eq. (4.1a), the spin-wave dispersion is given by
ω(q) = JII sin(2q) and then the spin-wave velocity is
given by v = 2JII. By comparing v = 2JII with the
velocity calculated from eq. (2.16) in the inset of Fig. 10,
we found aII ≃ 1.6. Such a value of aII differs apprecia-
bly from that of the effective Hamiltonian although one
obtains a good coincidence between them for the case
at half-filling.23) It is not yet clear at present why it is
0 1 2 3 40
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0.5
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0.3
0.1
0
Fig. 10. V dependence of v, for U = 4, V2 = 0 and the fixed
td = 0, 0.1, 0.3 and 0.5. The dotted curves represent v = 2JII =
2aII(t
2 − td
2)2/(UV 2), where aII ≃ 1.6 is estimated from the
inset.
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2(t2−td2)2/(UV22)
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Fig. 11. V2 dependence of v, for U = 4, V = 0 and the fixed td =
0, 0.1, 0.3 and 0.5. The dotted curves represent v = 2
√
JIIIJ
′
III ≃
1.6× 2(t2 − td
2)2/(UV 22 ), which is estimated from the inset.
complicated to estimate quantitatively by the effective
Hamiltonian at quarter-filling.
Next, we examine V2 dependence of v with some
choices of td, which is shown in Fig. 11. With increas-
ing td, v is suppressed monotonically in the region III
(Fig. 1). For arbitrary value of td in the region III, v can
be well fitted by a dotted curve which is proportional to
(t2 − t2d)2/(UV 22 ). Such a behavior can be also analyzed
in terms of the following effective Hamiltonian. In this
case, the spin and charge modulation in the ground state
is given by (0, ↑, ↓, 0, 0, ↑, ↓, 0) and (0, 1, 1, 0, 0, 1, 1, 0), re-
spectively. The exchange coupling between the spins of
(↑, ↓) mainly comes from the second process of the trans-
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fer, while that between the spins of (↓, 0, 0, ↑) comes from
the sixth order process. Thus, the effective Hamiltonian
for large V2 can be expressed as the Heisenberg model
with the alternating interactions, i.e.,
HeffIII ∼
N/4∑
j=1
(JIIIS4j−2 · S4j−1 + J ′IIIS4j−1 · S4j+2) ,
(4.2a)
JIII =
aIII(t− td)2
U
, (4.2b)
J ′III =
a′III(t+ td)
2(t2 − t2d)2
UV 42
, (4.2c)
where aIII = 4 and a
′
III = 1. In this case, one can
find the expression of the spin-wave dispersion (Ap-
pendix) as , ω(q) =
√
JIIIJ ′III sin(2q), where
√
JIIIJ ′III =√
aIIIa′III(t
2 − t2d)2/(UV 22 ). By comparing v = 2
√
JIIIJ ′III
with the numerical result in the inset of Fig. 11, we find√
aIIIa′III ≃ 1.6, which is compatible with that of the ef-
fective Hamiltonian, i.e., 2.
In summary, we have calculated the spin-wave excita-
tions for a one-dimensional model with a quarter-filled
band to investigate the effects of the nearest (V ) and
next-nearest-neighbor (V2) interactions on them. From
the dispersion relations for spin-wave modes in the coex-
istent state of SDW and CDW, we found that the spec-
trum of acoustic mode and then the spin-wave velocity
are reduced by CDW (induced by V or V2) and that the
spin-wave in the coexistent state for large V or V2 could
be described by spin 1/2 antiferromagnetic Heisenberg
models with the effective exchange coupling.
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Appendix: Spin-Wave of the Heisenberg Anti-
ferromagnets
By taking four lattice sites as a unit cell and intro-
ducing the sublattice A and B, the Hamiltonian of eqs.
(4.1a) and (4.2a) can be rewritten as
Heff =
N/4∑
l=1
(JSB,l · SA,l + J ′SB,l · SA,l+1) , (A.1)
where J = J ′ = JII for eq. (4.1a), and J = JIII and
J ′ = J ′III for eq. (4.2a). By using the Holstein-Primakoff
transformation,
SzA,l = 1/2− a†l al , (A.2)
S+A,l = S
x
A,l + iS
y
A,l = (1− a†lal)1/2al , (A.3)
S−A,l = S
x
A,l − iSyA,l = a†l (1− a†l al)1/2 , (A.4)
SzB,l = −1/2 + b†l bl , (A.5)
S+B,l = S
x
B,l + iS
y
B,l = b
†
l (1− b†l bl)1/2 , (A.6)
S−B,l = S
x
B,l − iSyB,l = (1 − b†l bl)1/2bl , (A.7)
eq. (A.1) up to the second order with respect to aq and
bq is given by
Heff ≃ 1
2
∑
q
[
(J + J ′)
(
b†qbq + a
†
qaq
)
+ (J + J ′e−i4q)b†qa
†
q + (J + J
′ei4q)bqaq
]
, (A.8)
where the constant term is subtracted and the boson
operators a†q and b
†
q are given by
a†q = (N/4)
−1/2
∑
l
eiqRl a†l , (A
.9)
b†q = (N/4)
−1/2
∑
l
e−iqRl b†l . (A
.10)
By applying the Bogoliubov transformation to eq.(A.8),
the spin-wave dispersion, ω(q), is obtained from
det
(
ω(q)− (J + J ′)/2 −(J + J ′ei4q)/2
(J + J ′e−i4q)/2 ω(q) + (J + J ′)/2
)
= 0 .
(A.11)
Equation eq. (A.11) leads to the spin-wave dispersion for
the Hamiltonian (A.1) as
ω(q) =
√
JJ ′ sin(2q) , (A.12)
where ω(q) = JII sin(2q) for the Hamiltonian (4.1a) and
ω(q) =
√
JIIIJ ′III sin(2q) for the Hamiltonian (4.2a).
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