A deployment of a multi-agent system on a network refers to the placement of one or more copies of each agent on network hosts, in such a manner that the memory constraints of each node are satisfied. Finding the deployment that is most likely to tolerate faults (i.e. have at least one copy of each agent functioning and in communication with other agents) is a challenge. In this paper, we address the problem of finding the probability of survival of a deployment (i.e. the probability that a deployment will tolerate faults), under the assumption that node failures are independent. We show that the problem of computing the survival probability of a deployment is at least NP-hard. Moreover, it is hard to approximate. We produce two algorithms to accurately compute the probability of survival of a deployment-these algorithms are expectedly exponential. We also produce five heuristic algorithms to estimate survival probabilities-these algorithms work in acceptable time frames. We report on a detailed set of experiments to determine the conditions under which some of these algorithms perform better than the others.
the MAS application resides. The fault model that we consider is one where the failure of each node in the network is represented by a probability. Given such a fault model, agents that locate on the nodes have different probabilities to be unavailable, and therefore the multi-agent system as a whole has some probability of being out of function. The idea of using replication as a fault tolerance method in our work is thus that, when facing failures, at least one copy of each agent will continue to reside on a connected, working host computer (node), so that the MAS as a whole can function as a unified application. Furthermore, in this paper, we focus on the problem of measuring the probability that a multi-agent system will tolerate the node failure. We call this probability the survivability 1 of a MAS system.
The following contributions are included in this paper:
(1) In Section 2, we provide an abstract formal model to study the survival probability of a given deployment under the assumption of independence of node failures. We further show that even assuming independence, the deployment survivability problem is at least NP-hard. Moreover, it is also hard to approximate up to a factor of 2 |V | 1− (where |V | is the number of the nodes in the network). (2) We show that the complexity of finding the most survivable deployment problem, even assuming independence, is at least NP-hard. We also show that for any polynomial approximation to find a sub-optimal deployment, there will be instances in which the survival probability of the most survival deployment is 1 but the algorithm returns a deployment with a survival probability of 0. Thus, any polynomial approximation algorithm is guaranteed to find at least one terrible solution. (3) In Section 3, we introduce two centralized algorithms to accurately compute the probability that a given deployment will survive. Both algorithms take exponential time. (4) In Section 4, we develop five different approximation algorithms to compute the probability of survival of a given deployment. (5) About half the paper (Section 5) is devoted to a detailed comparison of the performance of the different algorithms proposed in this paper. These experiments try to identify the conditions under which one algorithm is preferable to another so that MAS applications have some foundation upon which to base a decision about which algorithm to use. (6) Section 6 compares our algorithms with related work. We conclude by discussing the main strengths and weaknesses of the paper in Section 7.
This paper is related to three prior papers of the authors. Kraus et al. [27] , as mentioned above, develop the basic MAS survivability upon which this paper is based, but do so in a setting where the relationship between failure of nodes is completely unknown. It provides a centralized algorithm to find an optimal deployment (i.e. one that maximizes the probability of survival). Our subsequent paper [41] provides a protocol by which multiple agents can dynamically re-deploy across a network when information is received that one or more nodes have gone down. Both these papers provide algorithms to actually find optimal and, when complexity does not allow so, suboptimal deployment (statically and in a centralized manner in the first case, dynamically and in a distributed manner in the second). However, when finding an optimal deployment, a common problem in both cases is to find the probability of survival of a deployment. This is a precursor to finding the deployment with the highest survival probability. It is also necessary when MAS is applied in mission critical domains. The computed survival probability can be used, for example, in deciding on whether the system is safe enough, whether to add resources and whether it is necessary to look for a new deployment (in a dynamic environment). Zhang et al. [45] takes a first step at addressing this problem. The problem presented in our work is a far more detailed and extended version of the problem described in [45] .
An abstract probabilistic fault tolerance framework

Survivability functions
Consider a multi-agent system M consisting of a finite set of agents providing one or more services. We are not concerned with the framework in which the agents in M are encoded. For example, they could be implemented within the BDI framework or within the IMPACT [40] or some other framework or in a mix of frameworks as was the case of CoAX [2, 35] . We also make no assumptions about the services provided by these agents, or the communication language they provide.
We assume that M is deployed over a fully connected overlay network 4 N = (V , V × V ), where V is the set of nodes in the network. Since N is a fully connected network, for simplicity we denote it by its sets of vertices V . Each node n ∈ V has some fixed amount of resources, denoted space(n), that it makes available to hosting agents in a given multi-agent system.
Let space(a) denote the resource requirements of an agent a, and let space(M) = a∈M space(a). We define a deployment w.r.t. M, V as follows.
Definition 1 (Deployment μ).
A deployment μ w.r.t. M, V is a mapping from V to 2 M such that μ(n) is the set of agents in M that are deployed at node n in the network. The deployment μ must satisfy the resource constraint, namely, a∈μ(n) space(a) space(n) for each n ∈ V .
We say that μ is a valid deployment w.r.t. M, V if for each a ∈ M there is a node n ∈ V such that a ∈ μ(n).
Throughout the rest of this paper, we assume that M is an arbitrary but fixed MAS and that V is an arbitrary but fixed set of nodes. As a consequence, we simply say "deployment μ" instead of "deployment μ w.r.t. M, V ". Example 1. Consider a fully connected network with V = {n 1 , n 2 , n 3 } where space(n 1 ) = 6 and space(n 2 ) = space(n 3 ) = 3, and a MAS M = {a 1 , a 2 , a 3 } where space(a i ) = 4 − i for i = 1, 2, 3. A possible valid deployment μ is given by μ(n 1 ) = {a 1 , a 2 , a 3 }, μ(n 2 ) = {a 1 }, μ(n 3 ) = {a 2 , a 3 }.
In a network V , any node of V can "go down" or somehow get "disconnected" from the network. In this paper, we do not go into details on for example causes of failures, failure detection method or failure rate. 5 Instead, we adopt an abstract representation on the fault model that the multi-agent system will tolerant, i.e., we assume each node has some probability of being unavailable (or out of function), due to its disconnection (or crash) from the network. We define the probability of being unavailable of a node by a disconnect probability function.
Definition 2 (disconnect probability function dp). A disconnect probability function (dp for short) is a mapping of dp : V → [0, 1] that assigns the probability of being disconnected to each node n ∈ V .
In the context of the CoAX application [2, 35] , the disconnect probability function specifies the probability that a node will somehow fall off the network-such a disconnect probability function might assign a high disconnect probability to sensory nodes deployed in the ocean, a lower disconnect probability to nodes in more secure locations in the area, and an even lower disconnect probability to highly secure nodes back in the US or Europe. In the case of Tichy's [42] application, the disconnect probabilities of agents embedded in a controller might be higher than higher level agents because of more frequent failures of hardware components. The same may be the case with the Skoda application [36] .
It is important to note that the failure of a node can be permanent or temporary. Moreover, its disconnect probability dp(n) can be defined in terms of time. For example, we may have a family of auxiliary functions dp t (n) that assesses the probability that node n will get disconnected in exactly t units of time. One may then derive dp(n) in many ways from these dp fixed upper bound.
It is also important to note that disconnect probabilities can be computed in many standard ways that are used in networking. One way is through the use of round trip times (RTTs) used frequently in networking. RTTs describe the time required for a packet to go from one node to another. An RTT graph looks exactly like the network itself except that each edge is labeled with the round trip time between the nodes in question. RTT(0) can be initialized in any number of ways (e.g. by setting all nodes to have some fixed probability of disconnect, or by assigning such probabilities based on some a priori knowledge of the network). If RTT(t) depicts the RTT graph for a given network at time t, we can compute disconnect probabilities by identifying how RTT(t) differ from RTT(t − 1), RTT(t − 2), . . . , and so on. If a large proportion of edges associated with a node n have an increased RTT in RTT(t) as compared to RTT(t − 1), then the disconnect probability of node n increases.
A future failure event F may cause the disconnection of a set of nodes V F . Such a failure event will give rise to the partial network V , where V = V \ V F . Clearly, given the possibility of node disconnections, a partial network V can possibly materialize in the future for any V ⊆ V (in case of a failure event F in which the nodes V F = V \ V get disconnected). The probability that the future network V will materialize is referred to as the occurrence probability of network V , denoted by p occur (V , V , dp). 6 Consider a failure event F , and consider the deployment μ restricted to the future network V for V = V \ V F . Clearly, μ still satisfies the resource constraint. However, the deployment μ may no longer be valid w.r.t. V (i.e., some agents in M may not be deployed in any node of V ). We say that the future network V is valid if this does not happen. Formally, we have the following definition.
Definition 3 (Valid future network).
Given a deployment μ and a network V , a possible future network V i is valid if and only if μ is a valid deployment w.r.t. V i , i.e., for each agent
The set of possible valid future networks of a network V is defined by ValidV (μ) = {V i | V i ⊆ V and μ is valid with respect to V i }.
We say that the system (M, V , dp, μ) survives the failure event F (where the set of nodes V F gets disconnected) if the remaining V = V \ V F is a valid network.
We are ready to define an abstract notion of the survivability function as given below.
Definition 4 (Survivability function).
Consider a fixed multi-agent system M and a network V . A survivability function SF(M, V , dp, μ) maps a deployment μ and a disconnect probability function dp to the probability that the system (M, V , dp, μ) will survive. When M, V and dp are clear from the context, we may denote the survivability simply as
SF(μ).
5 See Section 6.4 for a more detailed discussion on the failure mode. 6 Whenever V and dp are clear from the context, we denote the occurrence probability of V simply by p occur (V ).
The survival probability of μ is obtained by summing up the occurrence probabilities of all its possible valid future networks.
p occur (V , V i , dp).
We call the survival probability of a given deployment μ, SF(μ) , the survivability of deployment μ. Kraus et al. [27] use a linear programming model to define the survival probability of a MAS under the ignorance assumption, i.e., assuming we are completely ignorant about node failure dependencies. However, this assumption may not be valid for many multi-agent applications, where the hosts are geographically distributed, as there can be simple or complex dependencies (or independence) between failures of different hosts. For example, the failure of a node in Australia is likely to be independent of the failure of a node in Maryland, in which case the independence assumption may be more appropriate than the ignorance assumption. In the case of the CoAX application, for example, if a node n goes down, the probability that a node n will go down depends on various factors. For instance, if n, n are both in the area of the underwater sensor array, then the failure of n is likely to be positively correlated with the failure of n . However, if n is in the region of the underwater sensor array, and n is in the UK, the failures of these nodes will probably be independent. It is therefore apparent that there is a wide array of possible ways in which the failure of a node is related to the failure of another node. Likewise, in the case of the Skoda multi-agent application, it may well be the case that the failure of agents associated with planning are independent of failures of agents associated with the monitoring and execution process as the latter are likely to directly control (or sense) physical devices, while the former do not. The same could be the case for Tichy's ship control [42] application.
Kraus et al. [27] study one extreme-where there is complete ignorance of the relationship between node failures. This ignorance assumption causes all survival probabilities to be extraordinarily pessimistic (low). In addition, they [27] show that the most survivable deployment problem (namely, finding a deployment μ * which maximizes SF(M, V , dp, μ) for given M, V , dp) is intractable under the ignorance assumption.
Since there are many cases where the independence assumption is valid (as in the example mentioned above), throughout this paper, we develop the survivability algorithms under the following independent assumption: Assumption 1 (Failure independence assumption). Given a network V , node failures are independent of one another.
Later in the paper, we will discuss how the techniques in this paper can be extended in order to remove the independence assumption.
Example 2.
Consider the network and deployment given in Example 1, and suppose the disconnect probability function dp is given by dp(n 1 ) = 0.7, dp(n 2 ) = 0.6, dp(n 3 ) = 0.4. The possible valid future networks are
The occurrence probability of V 1 is p occur (V 1 ) = 0.3 · 0.6 · 0.4 = 0.072, and similarly, p occur (V 2 ) = 0.168, p occur (V 3 ) = 0.072, p occur (V 4 ) = 0.048 and p occur (V 5 ) = 0.108. The survivability of the deployment is given by SF(M, V , dp, μ) = 0.072 + 0.168 + 0.072 + 0.048 + 0.108 = 0.468.
Complexity results for survivability
In this section, we investigate the complexity of the deployment survivability problem (namely, we compute the survivability of a given MAS deployment) by replacing the ignorance assumption [27] with the failure independent Assumption 1.
Given a network V , a multi-agent application M, a disconnect probability dp and a deployment μ, the occurrence probability of network V (under the independence assumption) can be calculated by the following equation: p occur (V , V , dp) = n p ∈V 1 − dp(n p ) · n q ∈V \V dp(n q ).
One might expect that the deployment survivability problem would be easier with the assumption of independence. However, the following result shows that this problem is at least NP-hard even under the independence assumption, and moreover, it is also hard to approximate up to a factor of 2 |V | 1− .
Theorem 5.
Computing the survivability SF(M, V , dp, μ) of a given deployment μ is at least NP-hard, and it is also hard to approximate up to a factor of 2 |V | 1− .
Proof. By a reduction from the problem of finding the number of satisfying truth assignments of a given monotone CNF formula ϕ. An instance of this problem is a formula ϕ in (monotone) CNF form over K Boolean variables
is a disjunction of literals, and all literals are nonnegated. Given such an instance ϕ, we create an instance of the deployment survivability problem as follows. For each clause C j we create an agent a j . For each logical variable x i we create a node n i . An agent a j is deployed on all nodes corresponding to literals that occur in C j , i.e., a j ∈ μ(n i ) if x i appears in C j . The disconnect probability of each node n ∈ V is set to dp(n) = 0.5.
It is easy to see that the survivability of μ is Z /2 |V | if and only if there are Z truth assignments of the (monotone) CNF formula ϕ.
It is well-known that counting the number of satisfying truth assignments of a given monotone CNF formula is NP-hard. It is even NP-hard to approximate this number up to a factor of 2 K 1− , where K is the number of variables. This is true even if each clause of the formula contains two variables [38] . Consequently, the deployment survivability problem is NP-hard, and it is also hard to approximate up to a factor of 2 |V | 1− . 2
Next we show that the most survivable deployment problem, namely, finding a deployment μ * which maximizes SF(M, V , dp, μ) for given M, V , dp, is at least NP-hard. Consequently, it may be interesting to look for a polynomial time heuristic algorithm that is guaranteed to output a deployment with a survival probability within of the optimal deployment μ * , for some > 0. Unfortunately, the following theorem also states that the best is 1 (under the assumption that P = NP).
Theorem 6. (1)
Finding an optimal (most survival) deployment μ * for a given M, V , dp is at least NP-hard even under the independence assumption.
(2) If P = NP, then for every polynomial approximation to find a sub-optimal deployment there are instances in which the survival probability of μ * is 1 but the algorithm returns a deployment with a survival probability of 0.
Proof. It is suffice to prove claim (2), since claim (1) follows immediately from it. Suppose that claim (2) is false. Then a polynomial algorithm AL exists such that it always returns a deployment with a survival probability larger than 0, when the survival probability of the optimal deployment is 1. We will use AL in order to obtain a polynomial time algorithm for solving the (NP-complete) "subset sum" problem. This problem requires one to decide, given a finite set S ⊂ N and a target integer K ∈ N, whether there exists a subset S ⊆ S whose elements sum up to K [9] .
Given a set S = {s 1 , . . . , s n } and a target K , construct the following 2-node network N S,K . Each member of the set s ∈ S is represented by an agent a s , whose space requirement is s, space(a s ) = s. The two nodes n 1 and n 2 have space(n 1 ) = K and space(n 2 ) = s∈S s − K . Assume the network is reliable, i.e., the disconnect probabilities are dp(n i ) = 0 for i = 1, 2. It is easy to see that the survivability of the optimal deployment μ * is
Therefore the following algorithm solves the subset sum problem:
• For given S and K , build the network N S,K as described above.
• Run algorithm AL on N S,K .
• If AL returns a deployment with a survival probability greater than 0, then return Yes, else return No. 2
Algorithms for computing exact deployment survivability
This section describes two algorithms for computing the survivability of a given deployment. Algorithm SF1 n is a "naive" algorithm which is exponential in the number of nodes (and is therefore suitable for use when |V | is small), while Algorithm SF1 a is exponential in the number of agents (and hence is suitable when |M| is small).
The naive Algorithm SF1 n
This algorithm uses the definition of Eq. (1) directly in order to calculate the survivability of μ. More explicitly, it enumerates all possible valid future networks V i , and computes their occurrence probabilities. Finally, it returns the survival probability of μ, namely, the sum of the occurrence probabilities of all possible valid future networks.
The agent-based Algorithm SF1 a
Given a deployment μ, let A a i be the event that all the nodes that agent a i is deployed on are disconnected. Let A d be the event that at least one of the A a i events occurs. The probability that event A a i will occur is given by Pr( A a i ) = a i ∈μ(n) dp(n).
In order for μ to survive, none of the A a i events should occur. Unfortunately, the A a i events are not mutually exclusive. Thus, in order to compute the survivability of μ using A a i we need to calculate the probability of the disjunction of non-mutually exclusive events using the inclusion-exclusion formula as presented below.
Definition 7.
Suppose μ is a deployment w.r.t. an overlay network V and suppose the node disconnect probabilities are independent. Then
where
Algorithm SF1 a calculates the probabilities of all the A a i events and then computes the above formula and returns its result.
Example 3.
Consider the network and deployment given in Example 1 and consider the disconnect probability function given in Example 2. Agent a 1 is located on nodes n 1 and n 2 , and the probability that both will get disconnected is Pr( A a 1 ) = dp(n 1 )dp(n 2 ) = 0.7 × 0.6 = 0.42. Similarly, Pr( A a 2 ) = Pr( A a 3 ) = dp(n 1 )dp(n 3 ) = 0.28; Pr( A a 1 ∧ A a 2 ) = Pr( A a 1 ∧ A a 3 ) = dp(n 1 )dp(n 2 )dp(
Thus, the survivability of the deployment is given by
Efficiency can be improved by using the idea presented in [27] to reduce the number of agents and nodes without any loss of accuracy. For this purpose, denote the nodes in which an agent a i is located by Loc(a i ). In [27] , Kraus et al. prove that the survivability of a deployment is unaffected if we eliminate irrelevant agents-an agent a is irrelevant if any other agent a exists such that it is deployed in a subset of nodes in which a is deployed, that is, Loc(a ) ⊆ Loc(a). Throughout this paper, when computing survivability with any algorithm, we always apply this method first to eliminate the irrelevant agents, and then carry out the computation on the simplified deployments. 7 The following example gives the reader a quick idea of how the elimination idea works.
Example 4.
Consider the network, deployment and the disconnect probability function given in Example 3. We have
, we may remove a 3 from the deployment μ and update μ as follows: μ (n 1 ) = {a 1 , a 2 }, μ (n 2 ) = {a 1 }, and μ (n 3 ) = {a 2 }. We compute the survivability of μ by Algorithm SF1a as
Clearly, SF1 a (M \ {a 3 }, V , dp, μ ) = SF1 a (M, V , dp, μ).
An upper bound of the survivability
As Algorithms SF1 a and SF1 n both take exponential time, we now establish an upper bound for the survivability of μ based on Algorithm SF1 a . This upper bound can be used to evaluate heuristics proposed later in the paper. As mentioned above, A d is the event that all nodes on which some agent is located get disconnected. 
is a lower bound for Pr ( A d ). This lower bound can be calculated incrementally until we run out of a predefined maximal running time or the difference between what we add to the expression (an odd term) and what we subtract from the expression (an even term) is very small. We can then take the maximum of all the lower bounds that we computed. Subtracting this value from 1 will give us an upper bound on the survivability of μ. The following algorithm 8 explains the way to find an upper bound of the survivability of μ.
( * Input: a predefined value D and a maximum running time TM * ) 7 Another simplification of the deployments presented in this paper is that we assume the number of copies of an agent on one node is at most one. Note in our model, the survivability of a deployment, where more than one copy of the same agents exist on the same nodes, is equal to the survivability of the simplified deployment.
( * Output: an upper bound on the survivability of μ * )
(1) start timer T , k = 1; (* k specifies the number of elements in the subsets *) (2) k) ; (* returns the sum of the probability of k-subsets *) (c) if k is odd, then sign = 1; Proof. Since Algorithm SF1 a (M, V , dp, μ) returns the exact survivability of μ, we still need to show that UB(M, V , dp, (3) and Bonferroni inequalities [18] , we have SF1 a (M, V , dp, μ) 
Heuristic algorithms for computing survivability
As Algorithms SF1 n and SF1 a are too expensive for real-world applications, we now propose several heuristics to compute the survivabilities of deployments. We are interested in finding lower bounds for SF(μ), which will allow us to guarantee that a given deployment μ has a survival probability that exceeds some threshold.
An anytime Algorithm SF2
Algorithm SF1 a can be turned into an anytime algorithm using the same idea used to compute the upper bound. If we find an upper bound for Pr( A d ) and subtract it from 1, then we attain a lower bound on the survivability of μ. Again bound. An anytime algorithm can iteratively add terms until we exceed a time deadline or the ratio between the maximum among the lower bounds and the minimum among the upper bounds is smaller than a specified ratio r. The algorithm is similar to Algorithm 1 except that the anytime algorithm returns (1 − minub) as the lower bound on the survivability of the deployment.
Algorithm 2 (Algorithm SF2(M, V , dp, μ, R, TM)).
( * Input: a predefined ratio R and a maximum running time TM * ) ( * Output: a lower bound on SF(μ) * )
(1) start timer T , k = 1; (* k specifies the number of elements in the subsets *) (2) p = 0, minub = 1, maxlb = 0; (3) while ( maxlb minub R) and (t < M T ) (a) value = ksubset(μ, k); (* returns the sum of the probability of k-subsets *) (b) if k is odd, then sign = 1;
Proposition 9. Given a deployment μ and a network V , the anytime Algorithm SF2 returns a lower bound on SF(μ).
Proof. The proof is similar to that of Proposition 8, except here we need to show that SF2(M, V , dp, μ, (3) and Bonferroni inequalities [18] , we have SF1 a (M, V , dp, μ)
A tree-based Algorithm SF3
Algorithm SF3 is a heuristic which provides a lower bound on SF(μ). Algorithm SF1 n computes the survivability of μ by summing up the occurrence probabilities of all possible valid future networks V i . The high complexity of Algorithm SF1 n is therefore caused by the fact that it enumerates and checks an exponential number of possible future networks. In contrast, Algorithm SF3 attempts to check only a bounded number of V i 's. This immediately implies that SF3(M, V , dp, μ) SF(M, V , dp, μ), that is, Algorithm SF3 yields a lower bound on SF(μ). Obviously, in order to make this lower bound as close as possible to SF(μ), the selection process should try to pick the future networks V i whose occurrence probability is as large as possible.
Algorithm SF3 does this via a tree search in which every vertex is labeled with a subset of V . The algorithm starts from the root of the tree, labels it with V and computes V 's occurrence probability. For every n ∈ V , there is a vertex labeled V \ {n} in the second level of the tree. For each label V of such a vertex, the algorithm checks if V is valid and computes its occurrence probability. However, only the α vertices with the highest occurrence probabilities on the second level of the tree are further expanded in the same way. If a vertex labeled V i is expanded, its children will be labeled by V i \ {n} for n ∈ V i . Again, only α vertices on each tree level will be expanded. The algorithm stops when there are no more vertices to expand, and returns the sum of the occurrence probabilities of all the valid future networks occurring as labels in the search tree.
If α is polynomial in the size of the input, then Algorithm SF3 considers only a polynomial number of future networks.
Therefore it may return poor results if there is a large number of nodes. For example assume that the disconnect probability of nodes is distributed uniformly in [0, 0.5]. The output of Algorithm SF3 is bounded from above by the number of subsets considered multiplied by the largest occurrence probability. The largest occurrence probability in this case is bounded by n∈V (1 − dp(n)). Therefore the survivability estimate given by Algorithm SF3 is usually no greater than α0.9 |V | , which is smaller than 10
Since the performance of Algorithm SF3 could be very poor, we propose two heuristics to improve its value.
Disjoint removal heuristic:
The first heuristic is that prior to running Algorithm SF3, we check for each agent a ∈ M whether the nodes in Loc(a) are disjoint from those in Loc(a ) for any other agent a . Let M denote the set of such agents a with disjoint sets. We can compute the survivability of M directly by SF(M , V , dp, μ) = a∈M (1 − a∈μ(n),n∈V dp(n)).
We then apply Algorithm SF3 on the remaining agents M \ M . At the end of the algorithm, we multiply the returned value by SF(M , V , dp, μ), i.e., SF3(M, V , dp, μ) = SF(M , V , dp, μ) · SF3(M \ M , V , dp, μ).
Node removal heuristic: The second heuristic is based on the idea that if the number of nodes involved in Algorithm SF3
is larger than some predefined constant K b (i.e. |V | > K b ), then we may reduce it by removing some nodes which contribute less to the survival of the μ. We sort the nodes in ascending order of ρ 1 − dp(n), where ρ denotes the number of agents on node n. The first K r nodes can be deleted from the deployment. The intuition behind this formula is to remove nodes whose disconnect probability is relatively higher, since the occurrence probabilities of networks that include these nodes are relatively low. In addition we want to remove nodes that are deployed with a relatively small number of agents, since the disconnection of these nodes influences fewer agents (compared to nodes that are deployed with a larger number of agents). Note that as dp(n) increases ρ 1 − dp(n) decreases. In addition as ρ increases ρ 1 − dp(n) increases, since 1 − dp(n)
is a fraction. The first K r nodes can be deleted from the deployment. Note that after the removal action, it may be possible to eliminate more irrelevant agents by applying the idea presented in [27] (see Example 4) in order to further simplify the computation. Algorithm SF3 is presented below.
( * Input: (1) the predefined number of selected vertices α * ) ( * (2, 3) the predefined constants K b and K r * ) ( * Output: a lower bound on SF(μ) * )
( * remove the agents with disjoint locations, return the survivability of the removed agent set as described above * )
(* remove K r nodes, and update the network as described above *)
(* compute the occurrence probability of the network V *)
, do (* remove invalid sets and repetitive sets in X *)
(* sort sets in S valid in descending order according to their occurrence probabilities *) (iii) for ( j = 0, j < α, j + +) (* keep the first α of sets *)
In the algorithm, the function rmvdisjoint(μ, V , M, dp) implements the disjoint removal heuristic described earlier which removes agents whose set of locations is disjoint from the set of locations of any other agent. The function rmvnodes(μ, V , M, dp, K r ) implements the node removal heuristic, which reduces the number of the nodes by removing K r nodes which contribute less to the survival of the deployment.
The following proposition states that Algorithm SF3 is a correct polynomial time approximation of SF(μ).
Proposition 10. (1) For any α > 0, the value returned by Algorithm SF3 is a lower bound for SF(μ). (2) Suppose α is fixed. Then the time complexity of Algorithm SF3 is
O(α|V | 2 log(α|V |) + α|V | 2 |M|), i.e.,
the algorithm is polynomial if α is polynomial in the size of the input.
A sketch of the proof of the above proposition is given below.
Proof. Suppose the search starts from the root in level 0 of the tree, labeled by the set of nodes V . Consider a vertex z in level i of the tree, labeled by a set V of size |V | = |V | − i. In the next level of the tree, level i + 1, z has |V | children, each of whose labels are generated by removing exactly one node from V . Only the α valid sets with the highest occurrence probabilities in level i are used to generate the next level. Thus the total number of vertices at level i + 1 is α(|V | − i). For each generated set of nodes, the occurrence probability of a set can be computed in O(1) 9 time, and checking if the set is valid (i.e., if it contains all agents) can be done in O(|M|) time. In addition, for each level, sorting the sets of the nodes takes O(α|V | log(α|V |)). As the maximum depth generated in the tree is |V |, the time complexity of Algorithm SF3 is:
Since the survivability of μ is the sum of the occurrence probabilities of all the valid subsets while Algorithm SF3 only considers a subset of all valid subsets, clearly SF3(M, V , dp, μ, α, K b , K r ) SF(M, V , dp, μ) for any value of α, K b and K r . 2 Example 5. Consider the network and the updated deployment of Example 4, where μ(
(1 − dp(n 1 ))(1 − dp(n 2 ))(1 − dp(n 3 )) = 0.072.
In the next level of the graph, three subsets are generated by removing one node from V : 9 This can be done by using the occurrence probability of the parent's vertex. This is due to the fact that the difference between a vertex in the tree labeled V \ {n} and its parent's vertex in the tree labeled network V is that in V \ {n}, a node n doesn't survive while in V a node n survives. Therefore
1−dp(n) × dp(n).
As α = 1, we use the set X s11 to generate subsets in the next level. X s21 = {n 2 } and X s22 = {n 3 } are both removed because they are invalid. The search terminates because no more valid subsets can be created. The survivability estimate computed by Algorithm SF3 for the deployment is SF3(M, V , dp, μ, α, K b , K r ) = 0.396. Hence Algorithm SF3 lower bounds SF(μ), which is 0.468, as shown in Example 4.
A disjoint based Algorithm SF4
Algorithm SF4 calculates survival probabilities while relying on the requirement that every agent must survive somewhere in the network, and using information on the locations of each agent. For each agent a i ∈ M in the multi-agent application, let Loc(a i ) = {n i 1 , . . . ,n i k } be the set of nodes where a i is located. Let E i j be the event that the node n i j will survive. Then the event that at least one copy of a i will keep functioning is denoted by
. The probability of the event E i can be computed by P E i = 1 − dp n i 1 dp n i 2 . . . dp n i k .
We can now define the event that a MAS deployment μ will survive:
The probability of the event E(M, V , dp, μ) represents the survivability of the deployment μ. Unfortunately, the E i s are not mutually exclusive. However, Algorithm SF4 computes a lower bound of E(μ) by assuming that the events E
The SF4 algorithm is defined by the following formula:
Proposition 11. Algorithm SF4 provides a lower bound on SF(μ).
The following example illustrates the operation of Algorithm SF4.
Example 6. Consider the updated deployment μ of Example 4. Agents a 1 and a 2 are located at nodes V = {n 1 , n 2 } and V = {n 1 , n 3 }, respectively. Thus P E 1 = 1 − dp(n 1 )dp(n 2 ) = 1 − 0.42 = 0.58; P E 2 = 1 − dp(n 1 )dp(n 3 ) = 1 − 0.28 = 0.72.
So the survivability of μ is computed by SF4(M, V , dp, μ)
Algorithm SF4 returns a lower bound on SF(μ) (i.e., 0.468). In this example, compared with the value returned by Algorithm SF3 (0.396, see Example 5), Algorithm SF4 provides the better solution. However, as shown later in the section on experiments, there are some other cases where Algorithm SF4 returns lower survivabilities than Algorithm SF3.
A group based Algorithm SF4 g
Algorithm SF4 computes each agent's survival probability and then returns the product of these survival probabilities. If no node contains more than one agent, then Algorithm SF4 returns the exact answer. However, in general, when the number of agents is large and there is a large number of nodes in which many agents are located, Algorithm SF4 may return a very low approximation ratio. To improve this, if there are agents in a deployment that coexist in various nodes, we would consider these agents as a group and compute the group's survivability. We divide all agents into several such groups, and then take the product of the survival probabilities of all groups as the survivability of the deployment. An intuitive way to group agents is to consider an agent a that has the lowest survivability. We group a with other agents that have the most common nodes with it. When we compute the survivability of each agent group, we use Algorithm SF1 a . As Algorithm SF1 a takes exponential time in the number of agents, we limit the size of each group.
( * Input: the number of agents in one group, s * ) ( * Output: a lower bound on SF(μ) * )
; (* choose the agent with the lowest survivability *)
(* group at most s − 1 agents who have the most common locations with a i into one group A *)
• value = SF1 a (A , V , dp, μ); (* use Algorithm SF1 a to compute the survivability of A *)
• surv = surv × value;
• agents = agents \ A .
(4) return surv.
In this algorithm, the function group(a, s, μ, V , agents) takes as input, an agent a, the predefined number of members in one group s, the deployment μ, a set of agents denoted agents and a set of nodes V . For each agent, it computes the number of common locations with agent a, selects the first s − 1 agents who have the most common nodes (if two agents have the same number of common nodes it chooses one of them arbitrarily), groups these s − 1 agents together with agent a into one group A , and then returns A .
The following example demonstrates the grouping idea applied in Algorithm SF4 g .
Example 7. Consider a network with six nodes
Suppose the disconnect probabilities are: dp(n 1 ) = 0.7, dp(n 2 ) = 0.6, dp(n 3 ) = 0.4, dp(n 4 ) = 0.3, dp(n 5 ) = 0.2, dp(n 6 ) = 0.1.
Consider the current deployment μ:
We set the number of agents per group to 2. Algorithm SF4 g first computes the survivability of each agent based on the nodes in which the agent is located:
P E 1 = 1 − dp(n 1 )dp(n 2 ) = 0.58, P E 2 = 1 − dp(n 1 )dp(n 3 ) = 0.72, P E 3 = 1 − dp(n 4 )dp(n 5 ) = 0.94, P E 4 = 1 − dp(n 5 )dp(n 6 ) = 0.98.
Since agent a 1 is most likely to fail, we select a 1 to form the first group g 1 . We then group agent a 2 and a 1 together since a 2 has the most number of common nodes with agent a 1 . Thus we have g 1 = {a 1 , a 2 }. Algorithm SF1 a is applied to group g 1 to compute its survivability:
= 1 − dp(n 1 )dp(n 2 ) + dp(n 1 )dp(n 3 ) + dp(n 1 )dp(n 2 )dp(n 3 ) = 0.468.
Similarly, the remaining agents, a 3 and a 4 , form the second group g 2 = {a 3 , a 4 }.
= 1 − dp(n 4 )dp(n 5 ) + dp(n 5 )dp(n 6 ) + dp(n 4 )dp(n 5 )dp(n 6 ) = 0.914.
Thus, the estimated survivability given by the algorithm is: SF4 g (μ, V , dp, μ, 2) = SF(g 1 , V , dp, μ)SF(g 2 , V , dp, μ) = 0.42775. Using Algorithm SF1 a on M, we know the survivability of μ is SF(μ) = 0.42775. Clearly, in this case, Algorithm SF4 g returns the actual survivability since there is no overlap whatsoever between the locations of two groups (g 1 = {a 1 , a 2 } and g 2 = {a 3 , a 4 }). However, this may not necessarily happen with other deployments.
A split Algorithm SF5
Given a specific node, n ∈ V , we can consider two possible disjoint events. The first, E 1 , is the event that the network survives given that node n remains connected. Alternatively, E 2 is the event that the network survives given that node n becomes disconnected. If n remains connected, all the agents that are deployed on it survive. Thus the survivability of the network, in this case, depends on the survivability of the rest of the agents, which are not located on n. If n is disconnected, then the survivability of the network depends on the rest of the nodes, i.e., V \ {n}. The survivability of the original network is thus (1 − dp(n))Pr(E 1 ) + dp(n)Pr(E 2 ). In both cases, the problem of computing the survival probability is smaller than the original problem. This leads to a recursive approach for solving the problem. The subproblems usually become even smaller when we remove the irrelevant agents according to the idea presented in [27] . There are several stopping rules that are specified in the first three lines of the pseudocode shown below. The first two rules refer to situations in which it is possible to compute the exact survival probability of the future network. The third stopping rule has to do with future networks that have a very small survival probability (computing through recursion using p; p = 1 the first time Algorithm SF5 is called).
For these very low probability future networks, Algorithm SF4 is applied to obtain a lower bound of the survivability.
Algorithm 5 (Algorithm SF5(M, V
, dp, μ, p, )).
( * Input: (1) survivability of the known nodes during split p; initially p = 1 * ) ( * (2) a predefined threshold * ) ( * Output: a lower bound on SF(μ) * )
else, if the agents of M are located on disjoint sets of nodes, then return a∈M (1 − a∈μ(n) dp(n)); else, if p < , then return SF4(M, V , dp, μ).
else, choose a node n ∈ V with the largest set of agents,
(c) get rid of irrelevant agents in M and M according to the idea in [27] ; (d) adjust μ and V w.r.t. M and μ and V w.r.t M ; (e) return dp(n) × SF5(M, V , dp, μ, dp(n)p, ) + (1 − dp(n)) × SF5(M , V , dp, μ , (1 − dp(n))p, ).
Proposition 12. Algorithm SF5 yields a lower bound on SF(μ).
Proof. Algorithm SF5 is recursive, with three termination conditions. If the termination conditions are not met, the algorithm generates a (smaller) subproblem; if the algorithm terminates, there are three possible cases as follows. If the second termination condition applies, i.e., the agents of M are located on disjoint sets of nodes, return a∈M (1 − a∈μ(n) dp(n)) (lines 2, 3 of the pseudocode in Algorithm 5), the subproblem is easily computed by multiplying each agent's survivability. Since the agents in this condition are located in disjointed nodes, the solution is the exact same solution as for the original problem.
Finally, if Algorithm SF5 terminates by the third condition, i.e., if p < , then return SF4(M, V , dp, μ) (lines 4, 5 of the pseudocode in Algorithm 5). Since Algorithm SF4 provides a lower bound on SF(μ), the result returned by Algorithm SF4 is a lower bound for the subproblem of Algorithm SF5.
In conclusion, Algorithm SF5 also provides a lower bound on SF(μ). 2
The following example illustrates how Algorithm SF5 works.
Example 8.
Consider the network and the updated deployment of Example 4, where μ(n 1 ) = {a 1 , a 2 }, μ(n 2 ) = {a 1 }, and μ(n 3 ) = {a 2 }, and = 0.001. The heuristics we use to choose the node to split is the number of agents deployed on that node. Since node n 1 has the largest number of agents of all the nodes, n 1 is selected. There are two cases which refer to the splitting operation w.r.t. n 1 : The first event E 1 is where the network will survive given that node n 1 will remain connected. In this case we have:
The second event E 2 is where the network will survive given that node n 1 will be disconnected. In this case we have:
We now call Algorithm SF5 with the updated parameters.
As M 1 = ∅, we have Pr(E 1 ) = 1. In M 2 , the agents a 1 and a 2 are located on disjoint nodes, thus, we return Pr(E 2 ) = 1 − dp(n 1 ) 1 − dp(n 2 ) = (1 − 0.4)(1 − 0.6) = 0.24; Therefore, we stop the split operation and return the survivability of the original deployment by:
Note that in this case, Algorithm SF5 outputs the exact survivability (0.468, as shown in Example 4). However, this is not necessarily true for other cases.
Experiments
The survivability algorithms we shall compare in this section are:
• anytime algorithm SF2: where the threshold of the approximation ratio is set to 0.9 and the time limit on the main part of the algorithm is set to 5 seconds;
• tree-based algorithm SF3, where the constant α is set to the number of nodes in the network, and the constants K b and K r are set to 20 and 6, respectively;
• disjoint based algorithm SF4;
• group algorithm SF4 g , where the number of agents in each group is set to 4;
• split algorithm SF5, where the threshold in the stopping rules is predefined as 0.005.
The performance measures we used are: (1) computation time, and (2) solution quality. We evaluate the solution quality as follows.
• Exact optimal solutions: For small cases where the number of nodes or the number of agents are small (less than 16), we obtain the exact survivability S E by using the naive algorithm SF1 n when there are more agents than nodes, or by using SF1 a when there are more nodes than agents. The solutions provided by the heuristic algorithms S H are then compared. The solution quality (or approximation ratio), is computed as:
• Upper bounds on optimal solutions: For large cases where computing optimal solutions is not feasible, we compute the upper bounds of the exact survivabilities UB using the upper bound algorithm and compare them with the values S H returned by the heuristics. Thus, the solution quality (or approximation ratio) is evaluated by:
We considered various experimental settings. In this paper, we consider instances taken from a (fictitious) company that uses local servers, personal computers, and some web servers to locate and run multi-agent applications. As we know, web servers and personal computers have high probabilities of going down, while local servers usually have lower disconnect probabilities. In the next section, we describe the variations of the settings we used in our experiments. We use the term number ratio to refer to the ratio of the number of agents to the number of nodes. Space ratio describes the ratio of the total amount of resources available on the nodes to the total resource requirements of the agents. In addition, the problem size is the sum of the number of agents and nodes in the settings.
Environmental settings
We used various environmental settings in the experiments. Suppose a multi-agent application M includes many agents but only a relatively small number of servers (or nodes) is available. We set the number ratio of agents and nodes to 5/3. We then considered the following two environments: s1: A network consisting of a small number of web servers N w which constitute 30% of the involved servers, and many local servers N l , which constitute 70% of the involved servers. The disconnect probabilities of the web servers are very high-above 0.9 (i.e., dp(n) 0.9, ∀n ∈ N w ), while the disconnect probabilities of the local servers are very low-below 0.1 (i.e., dp(n) 0.1, ∀n ∈ N l ). The space ratio of nodes and agents is between 2 and 3.
s3: A network consisting of local servers only. Suppose some of these servers are new, while the others are old. The disconnect probabilities of these servers are between 0 and 0.4, where higher disconnect probabilities have a higher probability to appear (there are more older computers than new ones). The space ratio of nodes and agents is 4.
Consider another multi-agent application M which consists of a small number of agents. The company intends to deploy M on many personal computers and local servers since the available resources on each server or PC are limited. We set the number ratio of agents to nodes at 3/5. The following environments are specified: s2: Personal computers (30%) are employed, with disconnect probabilities over 0.9; they also use local servers (70%) which have low disconnect probabilities (less than 0.1). The space ratio of nodes to agents is around 2-3.
s4:
Only local servers of different agents are used to host M . The disconnect probability of the servers is distributed as in setting s3. The space ratio of nodes to agents is around 4.
We apply an existing MAS application from the IMPACT system [40] with 31 agents to determine the resource distribution of agents (in the range of 0 to 250 KB) in our experiments. 10 We use the environments s1-s4 described above to test the survivability algorithms. 10 We do not distinguish the criticality between agents in a multi-agent system when computing its survivability. Therefore, other factor such as roles (or workloads) of different agents does not play a role in the experiments, and thus not reported here. 
Agent deployment methods
The method used to generate deployment is important since different survivability algorithms may work well with different types of deployments. In this paper, we generate deployments by the heuristics proposed in [27] , namely nodebased and agent-based heuristics. In addition, we use a random-based method to represent other possible deployments. The deployment methods work as follows.
Node-based: This heuristic is based on the knapsack problem. We first sort nodes in ascending order according to their disconnect probabilities. We then place agents, starting from the one with the smallest ID in our implementation, on the sorted nodes starting from the node with the lowest dp. We put as many agents as possible on this node, then go to nodes with the second lowest dp and so on.
Agent-based: This is based on the idea that we should first deal with agents with high resource requirements. We sort agents in ascending order according to resource requirements, deploy the first agent, then choose the agent with the second highest resource requirement, and so on until no more space is left for placing agents. When we deploy an agent, we always choose the node with the lowest dp of the nodes capable of storing the said agent.
Random-based: First we randomly choose a node, and then randomly select and place agents on it, subject to space constraints. We make sure the deployment uses all the available resources on the nodes.
In the experiments, we also wanted to investigate the performance of the survivability algorithms on different deployments returned by various deployment methods, and to check whether the algorithms have preferences for particular deployments.
Experimental results
We are now ready to present the experimental results. All the algorithms in this paper were implemented on a Linux PC running on a 1000 MHz CPU machine with 512 MB RAM. Running times of all algorithms are reported in microseconds. Every recorded observation was averaged over 50 runs. The algorithms were compared on various deployments (node-based, agent-based, and random-based) with different environment settings s1-s4. In all the experiments, we varied the problem size, i.e., the total number of agents and nodes. We present the results of the following experiments: Experiment 1 was carried out in setting s1; Experiment 2 in setting s2; Experiment 3 in setting s3; Experiment 4 in setting s4; Experiment 5 compared different algorithms in setting s1 but with a larger space ratio.
In order to ensure that the survivability computed by the upper bound algorithm is close enough to the actual value, for each deployment, we estimated its survivability by simulating the node failures on the network a thousand times. The results show that the upper bounds are pretty close to the simulation survivabilities. The average relative error, e.g., , is within 0.5%. The approximation ratio of the algorithm reported in the experimental result is the solution quality described on page 450, which is computed by either
, depending on the problem size.
Experiment 1
In Experiment 1, we ran and compared five algorithms in setting s1 where the space ratio of nodes to agents was between 2 and 3 and the disconnect probabilities were distributed either in 0-0.1 or in 0.9-1. The problem size varied from 48, 64 to 80. Table 1 illustrates the results of upper bounds on the survivability and approximation ratios by the different algorithms, where n18, a30 refers to a MAS of 30 agents deployed over 18 nodes.
As can be seen from the upper bounds in Table 1 , the deployments achieved by the node-based deployment method have a higher survivability than the agent-based deployments. Undoubtedly, when the disconnect probabilities of the nodes vary dramatically, the MAS is better off if the highly surviving nodes are considered first when deploying agents. Therefore, it is not surprising that the node-based deployments result in the best survivabilities of all the methods, and the random based deployment method returns very poor survivabilities (all below 0.005 according to the upper bounds in the table). In Table 1 , we exclude the random based deployments (due to their very low survivabilities) and discuss the approximation ratios returned by the various algorithms only on agent-based and node-based deployments. Of all the heuristics, the tree based algorithm, SF3, and the split algorithm, SF5, return the best solutions. SF5 attains the best result, although the difference between its results and those of SF3 is very small. SF3 always achieves higher accuracy than the disjoint based algorithm SF4, the anytime algorithm SF2 and the group algorithm SF4 g . The reason for this is twofold.
(1) First, when searching for the valid future networks, in each level of the tree, SF3 always keeps the networks which have higher survivabilities, and removes those more likely to fail. Thus, in the s1 setting where the disconnect probabilities are either very high or very low, SF3 will select the valid future networks where most nodes have low disconnect probabilities, i.e., dp < 0.1. Since the valid future networks with low survival nodes (dp > 0.9) do not greatly contribute to the survivability of the deployment, SF3 can make good approximations. (2) Second, the space ratio of nodes to agents is small (i.e., 2-3) in the s1 setting, which implies that since the nodes cannot accommodate many agents due to resource constraints, the number of valid future networks is limited to a relatively small number. As SF3 keeps the fixed α best networks in each level of the tree search, it is very likely that SF3 will keep most of the "important" valid future networks which have a relatively high survivability. Thus, SF3 works very well with setting s1.
Statistical significance. In order to discover whether there are significant differences in the performances of the algorithms, we performed a One-way Analysis of Variance, or one-way ANOVA 11 [12] , on the solution of each round returned by the different algorithms. Table 3 shows the results of the ANOVA applied to the data achieved in setting s1 on the agentbased deployments when the problem size is 64. The level of significance required in ANOVA is set to 0.05. In the table, the calculated F value (F = 10.79146) exceeds the critical value of F (2.46749) and the probability (p-value) that the calculated F value would be obtained by change is nearly zero. Therefore, the difference in performance of the five algorithms is significant. We then performed the ANOVA only on the tree based algorithm SF3 and the split algorithm SF5. Since the computed F value (F = 2.9647) is smaller than the critical value of F (4.09817) as shown in Table 4 , we can conclude that there is no significant difference between the performance of SF3 and SF5. 11 In one-way ANOVA, the number of degrees of freedom (df) associated with "between algorithms" is one less than the number of algorithms; the df for "residual" is the total number of samples of the algorithms minus the total number of algorithms. The F value is simply the ratio of the variance estimates of "between algorithms" and "residual". The critical values (F crit) are presented in an F table. Using the F, we can compute the p-value, which is the probability of the obtained result occurring due to chance. For a more detailed discussion on one-way ANOVA, see [12] . Computation time. Table 2 shows the computation time taken by the different algorithms. From the results, we can see that SF3 needs much less computation time than the split algorithm and the anytime algorithm on both node and agent-based deployments. The disjoint based algorithm is the fastest of all, taking only several microseconds to compute the survivability of a given deployment. The time needed by the group algorithm SF4 g is close to that of the tree based algorithm SF3.
Conclusion. Overall, in experimental setting s1, when taking both the approximation ratio and the computation time into account, the tree based algorithm SF3 outperforms the other algorithms.
Experiment 2
Tables 5 and 6 present the results of the performances of the different algorithms in experimental setting s2 in which there are more nodes than agents (with a ratio of 5/3), the space ratio of nodes to agents is 2-3, and the dp's are distributed dramatically. Concerning the upper bounds of the deployments returned by the different types of methods, the nodebased method results in the highest survivability. Again, the random based method does not work well in this setting with dramatically varying dp's over the network.
In terms of solution quality, the split algorithm SF5 is the best, followed by the tree based algorithm SF3, which outperforms the group algorithm SF4 g both on the node-based deployments with problem sizes of 48, 64, 80, and on the agent-based deployments with a size of 80. The disjoint algorithm SF4 gives a pretty good approximation (with a ratio of over 0.9), regardless of the fact that it returns the poorest measurements of all algorithms. The performance of both SF4 and SF4 g is significantly better than in Experiment 1. In the deployments achieved with setting s2, the average number of agents located on each node is smaller compared to setting s1 since there are more nodes than agents in s2, but the space ratio is the same as in s1. As there is less overlap in the locations of agents, SF4 and SF4 g work better in this experiment than they did in Experiment 1.
Statistical significance. In addition, we performed a statistical significance test for the algorithms SF3 and SF5. Table 7 shows that the calculated F value (F = 11.54003) is greater than the critical value of F (3.99092) with a very small p value (p = 0.0012). Hence, we conclude that in this setting, the performance of algorithms SF3 and SF5 in terms of solution quality are significantly different. Computation time. In terms of computation time taken by different heuristics on the agent-based deployments, the results are similar to those in Experiment 1, i.e., the split algorithm SF5 and the anytime algorithm SF2 take much more time than the other three heuristics. If we look at the time taken for computing the node-based deployments, it is clear that the tree based heuristic SF3 needs the longest time. As we have shown in Section 4.2, the complexity to compute SF3 is dependent on α|V | 2 log(α|V |). Therefore, although the problem size remains the same in setting s2 as in s1, SF3 needs longer time to terminate compared to s1 since the ratio of nodes to agents is higher. However, note that this is not the case for SF3 on the agent-based deployments, where SF3 completes the search fast, but the survivabilities it returns are comparable with those on the node-based deployments, as depicted in Tables 5 and 6 . Apparently with setting s2, when applying SF3 on the agent-based deployments, the number of valid future networks in each level converges fast with the tree search. Consequently, SF3 may terminate early. Thus, the results suggest that in settings like s2, the tree based algorithm SF3 leads to better performance in terms of computation time for the agent-based deployments compared to the node-based ones.
Conclusion. Overall, in experimental setting s2, the split algorithm SF5 is the preferred algorithm if both the solution quality and the running time are taken into account.
Experiment 3
Experiment 3 was performed in setting s3, where the disconnect probability of nodes was distributed between 0-0.4 and higher disconnect probabilities had a higher probability to appear. From the results in Table 8 , we notice that this type of disconnect probability distribution immediately increases the survivability of the deployments, compared with the upper bounds shown in Experiments 1 and 2. Even randomly deploying agents could result in better deployments with higher survivability than those in Experiments 1 and 2. The node-based method still seems to find better surviving deployments than the other two methods.
Figs. 1 and 2 present the approximation ratios and the computation time of the various algorithms, respectively. In both figures, the x-axis represents the problem size, varying from 32 to 98 in steps of 16. Note that we did not include the results of the tree based algorithm SF3 since its approximation ratio was much lower (below 0.8) than the others in setting s3. Since in s3 the disconnect probabilities of the nodes do not vary dramatically, the values of all the valid future networks do not greatly vary. Therefore, the bad approximation of SF3 is due to the fact that it excludes the survivabilities of many networks which also significantly contribute to the overall survivability. Fig. 1 demonstrates the advantage of the split heuristic SF5, which gives the best approximation ratio no matter what kind of deployments it employs. As described in Section 4.5, SF5 is a recursive algorithm and after each recursion the subproblem becomes smaller. Moreover, when a node is chosen during computation, the whole network could be updated by removing the irrelevant agents, which further reduces the size of the subproblems. The algorithm terminates only either when the future subnetwork (or subproblem) can be accurately computed, or when the survivability of the future subnetwork becomes small enough to be roughly estimated-the threshold is set to 0.005 in the experiments. Thus it is not surprising that SF5 yields a very good approximation. According to the experiments in this paper the split algorithm SF5 always provides a good approximation ratio regardless of the environment settings.
Furthermore, all the algorithms achieve high approximation ratios (over 0.96) on the node-based deployments. As for the agent-based deployments, all the algorithms return approximation ratios of over 0.90 with a problem size no larger than 80. Only the ratio of SF4 drops to 0.86 when the problem size rises to 96. All the algorithms excluding the anytime algorithm reach above a 95% accuracy on the random-based deployments. Seemingly the SF4 and the SF4 g do significantly better on node-based deployments than on agent-based ones.
Statistical significance. Table 9 shows the ANOVA test result on algorithms SF2, SF4 g and SF5. The calculated F value (20.17751) is greater than the critical value of F (3.96347). Thus the performances of these three algorithms are significantly different. However, Table 10 implies that there may not be a great difference between SF2 and SF5, since the calculated F value (2.45835) is smaller than the critical value (3.96347).
Computation time. As far as the computation time is concerned (shown in Fig. 2 in a logarithmic scale) , the anytime algorithm is the time consuming one. The disjoint-based SF4 is the fastest algorithm of all the algorithms. The three graphs show that the computation times of the disjoint based, the group based, and the split algorithms are barely affected by the deployment methods they employ. However, the anytime algorithm converges much faster on the node-based deployments than the agent-based deployments-the computation time taken on the latter is approximately 100 times more when the problem size is over 48.
Conclusion. In setting s3, the split algorithm SF5 and the anytime algorithm SF2 outperform other algorithms in terms of solution quality. However, SF5 is preferable to SF2 since SF5 converges to a solution much faster than SF2. 
Experiment 4
Experiment 4 was carried out with environment setting s4, where there are more nodes than agents (with a ratio of 5/3), and dp's are distributed as in s3. Table 11 contains the results of the upper bounds and approximation ratios by the various algorithms. With this setting, even the random based deployments achieve survivabilities over 0.5 for problem sizes below 80. Using the agent and node-based methods to deploy agents both result in deployments with upper survivability bounds exceeding 0.97. Moreover, for the first time, the agent-based method seems to result in better deployments than the node-based method, although the differences are quite small (within 0.01). Since the upper bounds are high, we can assume that the real survivability of the deployments are high-which suggests that in the deployments, every agent is deployed on most of nodes in the network; and/or at least one of the valid future networks has a very high survivability.
As far as the accuracy of the various algorithms is concerned, all the algorithms exhibited excellent accuracies which always exceed 0.97. In particular, the disjoint-based algorithm SF4, the split and the group algorithms (SF5 and SF4 g ) were able to always achieve approximation ratios over 0.998. This is due to the fact that when there are more nodes than agents, the resources available in each node decreases compared with that in Experiment 3. Thus most of the agents are disjoint from the others w.r.t. their locations, which enables the algorithms, especially the disjoint and the group algorithms, to perform very well.
Statistical significance. Since all four algorithms displayed a very good solution quality, we performed the ANOVA test in order to assess statistical significance. The test revealed a significant difference as depicted in the results reported in Table 12 , where the calculated F value (10.9514) is greater than the critical value of F (2.6625). We did the test again on the same data but only for the anytime algorithm SF2, the group-based algorithm SF4 g , and the split algorithm SF5. In Table 13 we notice that there is no significant difference in the performances between these 3 algorithms since the calculated F value (2.16635) is smaller than the critical value (3.07376). 
Computation time.
We show the computation times in Fig. 3 , where unlike those shown in Experiment 3, the anytime algorithm SF2 in Experiment 4 converges pretty fast no matter what type of deployment employed. As explained above, in the resulting deployments in Experiment 4, the locations of many agents in the network are independent of one another.
Consequently, we suppose that in Eq. (2), the importance of the sum of each term k (k = 1, . . . , |M|) for the value of Eq. (2) quickly decreases with the increase of k. Therefore, the anytime algorithm can converge faster in Experiment 4 than it did in Experiment 3. Again, the disjoint based algorithm SF4 was found to be the most efficient one.
Conclusion. We can conclude that for settings like s4, where there is relatively little overlap between the agents' locations in deployments, the disjoint-based algorithm SF4 is the best algorithm since it does very well on approximation and always returns solutions very fast.
Experiment 5
Experiment 5 repeats Experiment 1 with setting s1 but with an increased space ratio of nodes to agents from 2-3 to 3-4. We report the survivability results in Table 14 . Compared with the results in Experiment 1 (see Table 1 ), the first noticeable difference in these results is in agent-based and in node-based deployments. In particular, there is a large increase in the upper bounds of the actual survivabilities from 0.3-0.44 (Table 1) to 0.97 (Table 14) . Again, we did not include the survivabilities returned by the random based deployments in this table since they are relatively very low. Another noticeable change with the current setting is that the tree based algorithm SF3 is no longer the favorite-it returns lower survivabilities than the split and the group algorithms. Moreover, its accuracy is even lower than the disjoint based algorithm SF4 when the problem size is 80.
When more resources can be used to accommodate agents on the nodes, there are more valid future networks in the deployments compared to those in Experiment 1. Consequently, more valid future networks which have high survivabilities may not be included for the computation of SF3. Thus, SF3 in this set of experiments does not perform as well as it did in Experiment 1.
Statistical significance. Again we performed ANOVA on the results of each round of the different algorithms. Table 15 suggests that the differences of performances w.r.t. solution qualities of the different algorithms are significant since the F value (46.9782) is greater than the critical F value (2.41796).
Computation Time. Table 16 shows that SF3 is the most time-consuming algorithm with the problem size of 80 where it needs 100 times more computation time than the split and the group algorithms. Conclusion. Compared to the results of Experiment 1, in Experiment 5 the tree based algorithm SF3 is no longer the most favorite algorithm. Instead, the split algorithm SF5 outperforms others since it returns high quality solutions in relatively short computation time.
Summary and discussion
We provide recommendations for the choice of the algorithms in Table 17, 12 assuming either the node-based or the agent-based deployment methods are applied. We show that in settings like s1, where node failures are distributed dramatically and the resources available in the network are very limited, the tree based algorithm SF3 performs extremely well.
However as in the case of setting s4 where the node failures are not distributed dramatically, and the deployments are those where most agents have disjoint locations w.r.t. other agents, the disjoint based algorithm SF4 is the best algorithm. Moreover, SF4 is recommended for applications where fast computation time is the most critical requirement, as long as the deployments will not result in too many overlaps between agents' locations (e.g. those generated in setting s1).
The group based algorithm SF4 g is an improvement of SF4. As a result, SF4 g returns a higher survivability than SF4 while it takes longer time. As in the case of SF4, this algorithm can be applied to environments where agents have disjoint locations on the nodes.
The anytime algorithm SF2 can be applied to applications which require flexible adjustments between the solution quality and the computation time-the solution returned by SF2 can be as accurate as possible as long as the time is affordable.
The split algorithm SF5 seems to be a general heuristic algorithm which provides good approximations. However when time is critical it may be preferable to use a faster heuristic algorithm like SF4.
Related work
We have introduced a probabilistic survivability model with various algorithms based upon the idea of replication. In this section, we first briefly review the work on fault tolerance (and particularly replication) in distributed systems and multi-agent survivability. We then discuss more replication based approaches in multi-agent systems.
Fault tolerance in distributed systems
Fault tolerance is the ability of a system to behave correctly even under the presence of faults. It aims to increase the dependability of a system, i.e., the ability of a system to perform the service that can be justifiably trusted [4] ( [3] for detailed comparison). Fault tolerance has been extensively studied in distributed systems, and it is usually considered as a property of the system. Research in fault-tolerant distributed computing aims at making distributed systems more reliable by handling faults in complex computing environments [19] . In order to build a fault tolerant system, the first step is to specify the faults that the system may be subject to and thus must be tolerant to. Fault detection techniques identify the presence of an error. Fault handling methods are used for diagnosing faults and eliminating them from the system state. The choice of different techniques is strongly dependent upon the underlying fault assumption. We refer to [10, 19] for detailed introductions on fault tolerance techniques in distributed systems.
An important characteristic which distinguishes multi-agent systems from traditional distributed systems is autonomy. Autonomy makes MASs more robust. Consequently, fault tolerance techniques that are designed for distributed systems may be difficult to directly apply to multi-agent systems. Furthermore, it is notoriously difficult to design fault tolerant systems [10] , not to mention fault tolerant multi-agent systems due to their autonomy.
Replication is a well-known fault tolerance method for distributed systems. Wiesmann et al. [43] review several replication approaches in distributed systems according to (1) failure transparency for clients, and (2) server determinism. Services are implemented by multiple replicas on multiple servers. There are mainly three types of replication protocols: active replication, passive replication, and semi-active replication. The key concept of active replication is that all replicas receive and process every incoming request from a client concurrently. The replicas are deterministic. Therefore, failures are transparent to the clients, since if a replica fails, the others will still process the requests. In contrast to active replication, in passive replication, only one replica, called a primary replica, is contacted by the clients. The primary replica processes the requests from clients and then sends update messages to all other replicas. The passive replication is able to tolerate the non-deterministic servers. And it requires less computation resources than the active approach. However, it suffers from longer recovery delays when the primary replica fails. Semi-active replication does not involve the determinism problem because every time replicas need to make a non-deterministic decision, a leader replica makes the choice and sends it to the others. The selection of the replication protocol is dependent on the environment, such as the failure rate, and the application requirements. We refer to [20, 43] for more details on replication in distributed systems.
The traditional replication based fault tolerant approaches in distributed systems usually define the replication protocols explicitly and statically at design time. Recently, dynamic data replication techniques have been investigated. Lin et al. [31] propose a centralized dynamic object replication algorithm which guarantees that at least t copies of the objects exist in a distributed system. Their goal is to minimize the total service cost of all the incoming requests. The t-availability is also guaranteed at any time instant as reported by Wolfson et al. in [44] .
The focus of replication techniques in distributed computing is mainly on replication protocols and algorithms. Our work differs from theirs mainly because: (1) we do not develop the replication protocol but introduce a method to measure the quality of replications; and (2) we require and measure an entire set of agents to survive, rather than consider them individually as in the approaches of fault tolerant distributed systems.
Multi-agent survivability
The concept of survivability was introduced as a means of protecting critical systems. In earlier work, Ellison et al. [13] define survivability as the capability of a system to fulfill its mission, in a timely manner, in the presence of attacks, failures, or accidents. Knight et al. [25, 26] give a more precise definition of survivability based on specification: a system is survivable if it complies with its survivability specification. Their definition requires a complete, well designed survivability specification which contains six elements. However, there are some major open challenges in applying their definition to multiagent systems since it is very difficult to define some of the elements in their specification (e.g. such as enumerating all the states that the multiagent system might encounter in an open Internet style environment).
Survivability has been investigated in the context of multiagent systems recently by the UltraLog project [1, 6, 7, 22] . UltraLog aims at ensuring the survivability of military logistics applications which are deployed on a large-scale distributed multi-agent system in dynamic and hostile environments. In their approach, a set of measures of performance have been used to determine the overall success of the system, which include, for instance, performance, availability, and integrity. They apply a hierarchy of control loops to guide survivability. Their efforts focus on architectural issues. As their survivability solutions are built on the Cougaar (Cognitive Agent Architecture) framework, in order to apply their approach to survivability, one must also develop the multi-agent applications on Cougaar and its UltraLog extensions and tools.
As an emerging discipline, survivability builds on related topics, such as fault tolerance, security, reliability, performance, verification and testing. There are multiple dimensions to the survivability of different systems and applications. Thus, the precise definition of the goals and the measurements of whether or not an application is a "success" or is "survivable" highly depends on the applications. Our approach to multi-agent survivability is distinguished from theirs as follows:
• We study survivability in the context of multi-agent systems. We propose a general and intuitive way to define the survivability of a multi-agent application.
• We developed several survivability algorithms that are able to provide precise measurements of how well multi-agent applications will survive under different environments.
• In contrast to the UltraLog approach where applicability is limited to a specific agent platform, our survivability model can be widely and easily applied to various multi-agent applications, independently of the agent's development platform.
Agent replication approaches
Introducing redundant agents into a multi-agent system is an efficient way to improve the survivability of the MAS. Kumar et al. [29] propose an adaptive multi-brokered agent system, which applies replication to a broker agent (or middle agent). As the reduced number of brokers may degrade the system's performance, they hypothesize that a broker team commits to maintain a specified minimum number of brokers. Thus, the system is robust to broker unavailability. However, the number of brokers in their system must be predefined by the broker teams without the guidance of any algorithms. In addition, they only consider the potential failures of brokers but ignore the possible faults of the regular agents.
Cloning and merging agents to support load balancing is discussed in [11, 39] . Fan [14] furnishes each local agent with the capability of load-balancing. He proposes a BDI mechanism to formally model agent cloning for balancing agent workloads. These agent-cloning approaches mainly target the agent's overload problem, while we aim to optimally deploy agents so that the survivability of the multi-agent system can be maximized.
In the context of mobile agent systems, survivability focuses on how to avoid the loss of agents during execution. Mishra and Huang [34] introduce a Dependable Mobile Agent System to recover from node and communication failures. Middle agents are distributed on every node in the network, which monitor the movement of agents and ensure that agents can arrive at their destinations reliably. Their approach deploys the agent replica on each node in the network. However, replication is expensive. Furthermore, they do not take into account the resource availability on the network. We propose various survivability algorithms to measure the quality of the deployments. Thus, it is possible to guide the agent replication based on probabilistic notions of node failures-something they do not consider.
Marin et al. [32, 33] develop a Dynamic Agent Replication framework to design reliable distributed applications. Every agent in the MAS has a group of replicas, and a replication scheme is applied to each agent. At runtime, each agent can tune its internal parameters such as the number of its replicas. In their framework, the replication costs are assessed by simulations. Fedoruk and Deters [16, 17] hide agent replication methods inside each agent. They propose a transparent replication technique, which makes the group proxy act as an interface between the replicas and the rest of the multi-agent system. In this manner, the proxies make the group appear to be a single entity and they control execution and state management of a replicate group. In [33] and [16, 17] , the importance of replicating agents optimally have been realized and they intend to minimize the additional complexity and system loads that are introduced by the use of replication. However, due to the lack of quality measurement of replication, in their approaches, it is the MAS designer's responsibility to decide in advance for each agent, which, how many and where to deploy them.
The automatic and adaptive replication methods have been addressed in [5, 8, 21] . Briot et al. [8, 21] propose a replication framework that allows adaptive control of the replication method, i.e. which and how many copies of agent to replicate, based on the criticality of each agent. In order to measure the criticality of each agent, the authors propose several strategies, such as an agent's degree of dependence on other agents, the roles in the organization, its plan, etc. After estimating the criticality of all the agents, the number of replicas of each agent is then computed taking into account the criticality of agents, the minimum required replicas, and the current available resources. Similarly, Bora et al. [5] decide on the number of replicas in the system by measuring the agent's importance. The feedback control theory is used to dynamically evaluate the criticality of agents, based on the information of failure rates and the agents' roles. After receiving the criticality value from the feedback control mechanism, each agent in the organization calculates the desired number of replicas and then starts to clone or to kill its replicas subject to the available resources. The approaches of [5, 8, 21] identify the criticality of each single agent in the system in order to deploy the agent replicas. However, there is a lack of quality measurement of the resulting deployments as a team of agents. Our approach focuses more on the "application level", i.e. given a task of MAS, we measure the survivability of this team of agents which work cooperatively to perform the task based on the information of the possible failures of the hosting nodes. It will be interesting to integrate the information of each agent's criticality in a MAS into our approach of computing the survivability of the system.
In peer-to-peer applications, in order to maintain desired availability, Ranganathan et al. [37] deal with the issues of determining the number of replicas of any file and the location for new replicas. Similar to our model, they express the average probability of a node remaining operative, i.e. stability, which includes node failures, communication failures, and the disconnection of the node from the network. They compute the probability of replicas for each file being unavailable in the same manner as we calculate the single agent's survivability. Such computation problem is polynomial solvable. They do not study the availability or unavailability of the application which consists of multiple agents or files.
Discussion
In this paper, we have introduced an abstract probabilistic failure model, by using a disconnect probability function to represent the probability of the physical failure of a node which may result in the malfunction of its deployed multi-agent application. Our assumptions for this failure model are (1) the independence of failures between nodes, and (2) the fully connected network. We do not make any further assumptions, such as cause of failures, failure detection method, failure rate, and calculation of the disconnection probability. These, however, can be detailed in the failure model when it is applied to specific applications. For instance, the disconnect probability of a node may be estimated from the statistical data, or be measured by round trip time between this node and others. It may also take into account time in the probabilistic failure model, as that of [23] . We have shown in Section 2.1 the possible ways to specify the disconnection probability in the context of the CoAX application, the Skoda application, and Tichy's ship control application. Furthermore, the second assumption about fully connected networks assumed in this paper can be relaxed in some way. For example, given a partially connected agent system, the disconnection of a node can be considered as the event that this node becomes unreachable in the system. In this way, the model can be used to represent different environments where the MAS application is deployed and works.
Our goal in this paper was not to develop a replication scheme for multi-agent systems. Instead, we assume that the deployment (of replicas) is already given, and we introduce various algorithms to measure the survival level of the deployment. Hence, our approach does not make any hypotheses about the replication protocol and its implementation, such as active or passive replication, deployment methods, etc. However, we could select and use the existing replication protocols or deployment methods described in related work for specific applications. For instance, for disaster management or military applications where a fast recovery delay is critical, the active replication protocol can be chosen, and a fast survivability algorithm can be used to estimate whether the current deployment meets the minimal survival requirement. Another example is a multi-agent application consisting of highly heterogeneous agents, for which we can apply the methods in [5, 8] to deploy replicas subject to the importance of agents. By selecting a proper survivability algorithm, together with these deployment methods, we are able to find a high quality multi-agent deployment. Therefore, the contribution of our work is the ability to guide the replication by assessing the resulting deployments associated with the current condition of the failure model. Likewise, there are many different ways of maintaining consistency amongst multiple replicas of a piece of data or software. In databases, there is a long history of methods [43, 44] used to maintain consistency amongst multiple replicas. These are done primarily through the use of checkpointing methods-timestamps adorn changes to the data and consistency is maintained by using these timestamps to update replicas to maintain consistency. Many papers on MASs distinguish between a state that the agent has at a given point in time and the behavior of the agent that is often encoded via certain types of rules [40] . In such cases, the state can be stored in a relational database. The rules do not change as the agent operates and hence, we only need to ensure that the states of different agents are synchronized. The numerous techniques to synchronize replicated relational databases can now be applied here.
Another relevant problem that has been extensively studied is that of understanding when nodes in a network go down [15, 28] . Our framework can be used in conjunction with any existing method to determine when a network node goes down.
Conclusion
Kraus et al. [27] were the first to propose a probabilistic notion of fault tolerance of a multi-agent system based upon replication principles. Their algorithms for solving the most survivable deployment problem (finding a deployment that has the highest survival probability) include two elements:
(1) An algorithm to solve the deployment survivability problem (measuring the survival probability of a given deployment) under the assumption that we are ignorant about the relationships between node failures in a network and (2) An algorithm that uses the previous algorithm to find the deployment that has the highest probability of survival.
In this paper, we have focused on the deployment survivability problem, and we have studied this problem under the assumption of independence of node failures. We have made the following contributions.
(1) We have proven that the deployment survivability problem is at least NP-hard (under the independence assumption) and hard to approximate up to a factor of 2 |V | 1− .
(2) We have proven that the most survivable deployment problem is at least NP-hard (under the independence assumption). Moreover, we have proven that any polynomial-time approximation algorithm is bound to provide maximally bad answers in some cases unless P = NP.
(3) We then presented two algorithms to accurately compute the probability of survival of a given deployment. One of these algorithms is exponential in the number of agents, while the other is exponential in the number of nodes in the network. Thus, if one of these quantities is small, we can use this algorithm to accurately compute the survival probability of a deployment. (4) We then presented a set of five different heuristic algorithms to compute the survival probability of a deployment. (5) Finally we have compared the performance of our algorithms according to the quality of the solution found (i.e.
how close the solution found by the heuristic is to either the correct solution or to a bound on the solution in cases where the solution cannot be accurately computed) and in terms of computation time. In all cases, we tried to use statistical significance tests to determine if our inferences had statistical significance. We did this under five different environmental settings. Our results show that the performance of most of the algorithms, namely the treebased algorithm SF3, the disjoint based algorithm SF4, the group based algorithm SF4 g , and the anytime algorithm SF2, vary greatly with the environment settings-that is, each of these algorithms is appropriate for certain settings, but not for others. In contrast, the split algorithm SF5 has demonstrated a relatively stable performance in terms of quality. Nonetheless its running time is dependent on the setting and the problem size.
In addition, we believe some existing MAS replication frameworks may benefit from the proposed algorithms in order to compute the survival level of the resulting deployments, and thus result in better fault tolerant multi-agent systems. Integrating the proposed method into existing replication frameworks would be interesting to address in future work.
One problem with the approach described in this paper is that it is static in the sense that it does not adapt to changes that affect the survivability of the MAS. However, it provides a basis for the development of an adaptive approach. An adaptive approach cannot be built without learning how to compute the survival probability of a candidate deployment. For instance, if there is any change or failure in the network, the algorithms proposed in this paper could be used to first quickly check if the survivability of the current deployment is too low (or invalid). If this is the case, the algorithms then calculate a better new deployment according to the new environment parameters, and agents could be re-deployed to new locations accordingly. In this manner, we would be able to ensure maximal survivability of an agent application in dynamic, changing environments.
A second problem of the developed survivability algorithms is that they are centralized. So even though the agents are distributed across the network, the survivability algorithm itself resides on a single node. One solution to this problem could be distributed algorithms which are built on top of the centralized survivability algorithm. We are currently working on such an extended distributed, adaptive approach, based on our previous work [41] .
A third major topic for future work would be to use a mixture of assumptions when computing the probability of survival of a MAS. As this paper shows through the CoAX example, the Skoda example, and the ship onboard control example, in many applications, there is a mixture of assumptions about node failures that can be used. For example, in the CoAX example, node failures in the UK and US may be independent of node failures of sensor nodes. However, there may be dependencies between failures of sensor nodes. One way to do this would be to adapt probabilistic conjunction strategies (PCSs) proposed in [30] as an extension of the notion of a triangular norm [24] . PCSs are functions satisfying certain axioms that provide methods to compute the tightest probability interval of an event (e 1 ∧ e 2 ) given a probability interval for each of e 1 , e 2 . Lakshmanan et al. [30] propose a set of axioms that PCSs must obey. They show that the ignorance (of node failures) assumption used in [27] and the independence assumption used in this paper are both special cases of PCSs. Future work could examine how to replace disconnect probability functions proposed in this paper with an extended disconnect probability function epd that expresses statements such as edp(n 1 ) = 0.3 denoting that n 1 's disconnect probability is 0.3, epd(n 1 ∧ n 2 ) = epd(n 1 ) ⊗ epd(n 2 ) where ⊗ is a conjunction strategy. Thus, the syntax used to represent epd's would allow joint probabilities to be specified. A disconnect probability specification would then be a set of equations of the form mentioned above. A major challenge would be to extend the methods and results of this paper when a disconnect probability specification of this type is used.
There are many other interesting directions for future work that are related to this topic. In many real-world applications, it is essential to maintain a minimal level of survival. Thus, one variant of the current approach would be to develop algorithms for deployments that meet such minimal survival requirements. Another topic would be to study the survivability of a dynamically changing multi-agent system, instead of a fixed one. This could be useful for multi-agent applications where agents are connected intermittently. Another issue is the trade-off between the survivability of a multi-agent system and its performance. Ensuring survivability could be costly due to, for example, state synchronization among replicas and computing survivability. Consequently this comes at the cost of actually providing the services the multi-agent system is supposed to provide. Such problems are significant for multi-agent applications with scarce resources. Thus, it would be worthwhile to study how these two concerns could be balanced.
Yet another important issue is "gaming" the system. For example, suppose the methods described in this paper are used to implement MAS security for an application. A user who knows that the techniques of this paper are used in the system can try to utilize this knowledge in order to break security. This leads to a game theoretic framework whereby we need to reason about how an adversary would make use of such knowledge in order to break the system. The root node of the game tree consists of the state of the system. The children of the node refer to the possible states resulting from an action that an adversary could take. The system then needs to make a "move" in order to determine how best to respond to the user's action. This is an important area which we plan to study in the future.
