Regular expressions with capture variables, also known as "regex formulas," extract relations of spans (intervals identified by their start and end indices) from text. Based on these Fagin et al. introduced regular document spanners which are the closure of regex formulas under Relational Algebra. In this work, we study the computational complexity of querying text by aggregate functions, like sum, average or quantiles, on top of regular document spanners. To this end, we formally define aggregate functions over regular document spanners and analyze the computational complexity of exact and approximative computation of the aggregates. To be precise, we show that in a restricted case all aggregates can be computed in polynomial time. In general, however, even though exact computation is intractable, some aggregates can still be approximated with fully polynomial-time randomized approximation schemes (FPRAS).
function from a finite set of variables into Spans (d) . We denote the domain of t by Dom(t). If the document d is clear from the context, we sometimes say tuple instead of d-tuple. A set of d-tuples over the same domain is called a d-relation, which is also called a span-relation (over d). For a d-tuple t and a set Y ⊂ Dom(t) we define the d-tuple t Y as the restriction of t to the variables in Y .
A document spanner is a funtion P that maps every document d into a finite d-relation, which we denote by P (d). By V (P ) we denote the domain of the tuples in P (d) (and we also call it the domain of the spanner). 1
Aggregation Functions
Aggregation functions like min, max, sum, . . . operate on the rationals, whereas d-tuples, defined by document spanners operate on spans. Therefore, d-tuples must be transformed into reals before they can be aggregated. To this end, we define the following functions: Definition 1.2 Weight Functions. A weight function is a partial function w that maps (d, d-tuple) pairs to Q, the rationals. By Im(w) we denote the image of w, that is, Im(w) = {w(d, t) | d is a document and t is a tuple}.
As we will see in the next section, the complexity of computing the aggregation functions depends on the types of weight function we allow. To this end, let X ⊆ Q. We say that w is a weight function over X if w is computable in FP and Im(w) ⊆ X. By W X we denote the class of weight functions over X. Furthermore, we say that a weight function w has width c if there is a set V of c variables (i.e. |V | = c), such that w only depends on on the variables in V , i.e. for every document d and every d-tuple t, w(d, t) = w(d, t V ). The class W c X of weight functions is the class of all weight functions over X of width at most c. For a weight function w and a weight k ∈ Q, we define the weight function w ≤w as the weight function which is restricted to weights smaller than or equal to k. Formally, w ≤k (d, t) = w(d, t) if w(d, t) ≤ k and undefined otherwise.
We now define aggregation functions on d-tuples. By Im(P, d, w) we denote the set of weights of output tuples of P on d, that is, Im(P, d, w) = {w(d, t) | t ∈ P (d)}. Let w be a weight function with width c and let V ⊂ Dom(P ) be a set of c variables, such that w only depends on the variables in V . By T P,d,w we denote the set of supported tuples of P on d, that is T P,d,w = {t V | t ∈ P (d) and (d, t) ∈ Dom(w)}. Analogously the multiset of supported tuples is denoted as T P,d,w = ⦃t V | t ∈ P (d) and (d, t) ∈ Dom(w)⦄. Here, every element e ∈ T P,d,w has multiplicity T P,d,w (e) = |{t ∈ P (d) | (d, t) ∈ Dom(w) and e = t V }|. Furthermore, we sometimes omit the subscripts and simply write T or T if P , d, and w are clear from the context. 
Regular Document Spanners
In this section, we recall the terminology and definition of regular spanners [2] . We use two main models for representing spanners: regex-formulas and VSet-automata. For both, we follow Freydenberger [4] , defining the semantics of these models using so-called ref-words. We also introduce unambiguous VSet-automata, that have properties essential to the tractability of some problems we study in the paper. 
Ref-words
Furthermore, we say that r is valid for V ∈ SVars if r is valid and Dom(r) = V . To connect ref-words to documents and spanners, we define a morphism clr : for each x ∈ Dom(r). We can therefore interpret r as a d-tuple t r by defining t r (x) := [i, j , where i := |clr(r pre x )| + 1 and j := i + |clr(r x )| for every variable x ∈ Dom(r).
Regex Formulas
A regex-formula (over Σ) is a regular expression that may include variables (called capture variables). Formally, we define the syntax with the recursive rule
where σ ∈ Σ and x ∈ V . We use α + as a shorthand for α · α * and Σ as a shorthand for σ∈Σ σ. The set of variables that occur in α is denoted by Dom(α) and the size |α| is defined as the number of symbols in α.
Every regex-formula can be interpreted as a Finally, the spanner α is the one that maps every document d ∈ Σ * to the following set of tuples:
We will sometimes denote the set of tuples α (d) by α(d) to simplify notation. We say that
The set of all regex-formulas is denoted by RGX. Similarly, the set of functional regex formulas is denoted by fRGX. A regex-formula α ∈ RGX also defines a spanner P α where
Variable Set-Automata
A variable-set automaton (VSet-automaton) with variables from a finite set V ⊆ SVars can be understood as an ε-NFA that is extended with edges that are labeled with variable operations Γ V . Formally, a VSet-automaton is a sextuple A := (Σ, V, Q, q 0 , Q F , δ), where Σ is a finite set of alphabet symbols, V is a finite set of variables, Q is a finite set of states, q 0 ∈ Q is a start state, Q F ⊆ Q is a set of final states, and δ : We refer to the set of all VSet-automata as VSA and to the set of all functional VSetautomata as fVSA. Similar to regex formulas, we sometimes simply denote A (d) by A(d), for a VSet-automaton A. is well-defined. Indeed, if C would not be well-defined, then two conflicting runs would contradict the functionality of P .
Unambiguous VSet-Automata
We say that an VSet-automaton V is unambiguous, if for every document d and every d-tuple t ∈ V (d) there is exactly one run of A accepting t on d. In the following, we denote by uVSA (resp., ufVSA) the class of unambiguous (resp., unambiguous and functional) VSet-automata. Proposition 1.5. Let A 1 , A 2 ∈ ufVSA be unambiguous functional VSet-automata. Then there is a unambiguous functional VSet-automaton A ∈ ufVSA with A = A 1 A 2 . Furthermore, A can be computed in polynomial time.
Proof. For the construction of A, we will use so called extended VSet-automata which where first introduced by Florenzano et al. [3] . However, we will use the definition by Amarilli et al [1] . An extended VSet-automaton on Alphabet Σ and variable set V is an Automaton A = (Q, q 0 , F, δ) where the transition function δ consists of letter transitions of the form (p, σ, q) with σ ∈ Σ ∪ ε and extended variable transitions (abrev. ev-transitions) (p, M, q) where M is a possibly empty set of variable operations. Furthermore, the set of states Q is a disjoint union of ev-states from which only ev-transitions originate and letter-states from which only letter transitions originate. Note that Florenzano et al. [3] did not require this partition of the states. However, they restricted the accepting runs to those which strictly alternate between ev-transitions and letter-transitions. Florenzano et al. [3, Theorem 3 .1] showed that any VSet-automaton can be transformed into an equivalent extended VSet-automaton and vice versa, while preserving functionality. Claim 1.6. For every unambiguous functional VSet-automaton A ∈ ufVSA there exists an equivalent unambiguous extended functional VSet-automaton A and vice versa. Furthermore, given an automaton in one model, one can construct an automaton in the other model in polynomial time.
Note, that it is unclear to us whether unambiguity can be preserved if the original definition for extended VSet-automata is used. Furthermore, Florenzano et al. [3, Proposition 4.4] showed that given two functional extended VSet-automata one can construct an extended functional VSetautomaton for the join. The construction by Florenzano et al. [3, Proposition 4.4] can be adapted, such that the resulting automaton is also unambiguous. Claim 1.7. Let A 1 , A 2 be two unambiguous functional extended VSet-automata. One can construct an unambiguous functional extended VSet-automaton A in polynomial time, such
The proposition statement follows directly from the two claims.
Finally, we recall that it is well known that RGX is less expressive than VSet-automata (c.f. Fagin et al. [2] . To reach the expressiveness of VSet-automata, RGX needs to be extended with projection, natural join, and union.
Preliminaries on Complexity Classes
In this section we will recall the definitions for some of the complexity classes we will use in the following sections. Most of the following definitions are from the Handbook of Theoretical Computer Science [12] .
The class FP is the set of all functions that are computable in polynomial time. A counting Turing machine is an non-deterministic Turing machine whose output for a given input is the number of accepting computations for that input. The class #P is the set of all functions that are computable by polynomial-time counting Turing machines. A problem X is #P-hard if there are polynomial time Turing reductions to it from all problems in #P. If in addition X ∈ #P, we say that X is #P-complete. The class FP #P is the set of all functions that are computable in polynomial time by an oracle Turing machine with an #P oracle. It is easy that, under Turing reductions, a problem is hard for the class #P if and only if it is hard for FP #P .
The class OptP is the set of all functions computable by taking the maximum output values over all accepting computations of a polynomial-time non-deterministic Turing machine. Assume that Γ is the Turing machine alphabet. Let f, g : Γ * → N be functions. A metric reduction, as introduced by Krentel [7] , from f to g is a pair of polynomial-time computable
Problems
Let P be a class of regular document spanners and W be a class of weight functions. We define the following problems.
Count[P]
Input: Spanner P ∈ P and document d ∈ Σ * . Every functional regex formula can be transformed into a functional VSet-automaton in polynomial time. Therefore, as we do not consider complexity classes below PTIME, it suffices to show all lower bounds for fRGX and upper bounds for fVSA. Furthermore, in the following we assume that P = fRGX ∪ fVSA if not stated otherwise.
Tractable Cases
As we will see in this section, all aggregates can be computed in time polynomial in P, d, and w if the spanner is given as an unambiguous functional VSet-Automaton, P ∈ ufVSA and there is a constant c ∈ N such that all allowed weight functions have at most width c.
We begin by showing that the set of supported tuples can be computed in polynomial time if the second requirement holds. Proof. Let P ∈ fVSA be a VSet-automaton, d ∈ Σ * be a document, and w ∈ W c Q be a weight function. As w ∈ W c Q , there is a set V ⊂ Dom(P ) such that |V | ≤ c and w(d, t) = w(d, t V ). Furthermore, as P is functional vset-automaton for π V P can be computed in PTIME (c.f., Freydenberger et al. [5, Lemma 3.8] ). Due to |V | ≤ c, there are only |d| 2c many possible tuples in π V P (d). Therefore, the set T P,d,w = {t | t ∈ π V P (d) and (d, t) ∈ Dom(w)} can be computed in PTIME.
We will now show that Count can be computed in polynomial time if the spanner is given as an unambiguous functional VSet-automaton.
Proof. For the reduction, we use the so called variable configurations and variable configuration automaton as defined by Freydenberger et al. [5] . Let P ∈ ufVSA be an unambiguous functional VSet-automaton and d be a document. As seen in Observation 1.4, every state can be associated with a configuration of the variables of P . Thus, every tuple t ∈ P (d) is defined by its unique sequence of |d| + 1 variable configurations c 1 . . . c |d|+1 . Given an P ∈ ufVSA and a document d, the variable configuration automaton P G is the NFA, such that L(P G ) contains exactly the words c 1 · · · c |d|+1 where each c i is a variable configuration, such that the set L(P G ) correspond to the tuple in P (d). We now observe that: 1. Count(P, d) is the number of words in L(P G ) of length |d| + 1, 2. P G can be computed in polynomial time from P , and 3. P G is unambiguous if and only if P is unambiguous. Algorithm 1 Calculate the multiset of supported tuples.
Input:
A unambiguous, functional VSet-automaton P ∈ ufVSA, a document d ∈ Σ * , and a weight function w ∈ W c Q . Output: The multiset of supported tuples.
where P (d,t) is the spanner that only accepts t on input d.
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T(t) ← Count(P t , d) 6 output T Note that properties (1) and (2) where already shown by Freydenberger et al. [5] . Furthermore, property (3) follows directly from their construction. The result follows immediately from these observations. Indeed, Count is in FP because #NFA is in FP if the input automaton is unambiguous. (The FP algorithm simply counts the number of paths from initial to accepting states in the unambiguous automaton. See Stearns and Hunt [11] for more detail.)
We will now show that for any constant c the multiset of supported tuples T P,d,w can also be computed in time polynomial in P, d, and w if P ∈ ufVSA and w ∈ W c Q . Lemma 3.4. Let c be a constant, P ∈ ufVSA be an unambiguous functional vset-automaton, d be a document and w ∈ W c Q . Then the multiset of supported tuples T P,d,w can be computed in time polynomial in the sizes of P , d, and w.
Proof. Algorithm 1 calculates the multiset of supported tuples. It remains to show that it is correct and only requires time polynomial in the sizes of P, d, and w. Due to Proposition 3.1, the set T P,d,w is at most of polynomial size. Furthermore, by Proposition 1.5, P t is unambiguius as both P and P (d,t) are unambiguous. Thus, by Lemma 3.3, each iteration of the for loop also only requires polynomial time. Thus the whole algorithm terminates after polynomially many steps. The correctness follows directly from the definition of T P,d,w .
It follows as an easy corollary that all before mentioned aggregate functions can be computed in FP. 
Q be a weight function. Due to Lemma 3.4 the multiset of supported tuples T P,d,w can be computed in polynomial time. Thus, as w is a weight function, one can compute the multiset W = ⦃w(d, t) | t ∈ T P,d,w ⦄ in polynomial time. It is easy to see that the aggregates can be computed in polynomial time from W .
Intractable Cases
In the last section we required the input spanner to be unambiguous and restricted the allowed weight functions. As we will see now, both requirements were necessary in order to achieve tractability. For the lower bound, we give a reduction from #DNF, which is well known to be #Pcomplete. To this end, let φ = C 1 ∨ · · · ∨ C m be a boolean formula in DNF over variables x 1 , . . . , x n such that each clause C i = i,1 ∧ · · · ∧ i,i k is a conjunction of one or more literals
g., we assume that no clause contains a variable and its negation, as such a clause is not satisfiable and therefore can be removed from φ without affecting the set of satisfying assignments of φ. The #DNF problem asks for the number of assignments τ : {x 1 , . . . , x n } → {0, 1} that satisfy φ.
We construct a regex formula α and a document d = a n such that there is a one to one correspondence between the satisfying assignments for ψ and tuples in α (d).
Each variable x i in ψ is associated with a corresponding capture variable in α. For each clause C j of φ and each variable x i , we construct the regex-formula
Consequently, we define α j = α 1,j · · · α n,j . For instance, if we use variables x 1 , . . . , x 4 and
We finally define α = α 1 ∨ · · · ∨ α m , i.e., the disjunction of all α i . It remains to show that there is a one to one correspondence between the satisfying assignments of φ and the d-tuples t ∈ α (d).
Let τ be an assignment of the variables x 1 , . . . , x n . We define the corresponding tuple t, such that t(
To this end, we will show that t ∈ α j (d) iff τ satisfies C j . Assume that τ satisfies C j . Each x i either occurs in C j with or without negation, or not occurs at all. If x i occurs without negation, we know that τ (x i ) = 1 and hence, per definition of t, t(x i ) = [i, i . If ¬x i occurs in C j we know that τ (x i ) = 0, and hence t(x i ) = [i, i + 1 . Lastly, if x i does not occur in C j at all then we have either τ (x i ) = 1 or τ (x i ) = 0 and hence either t(x i ) = [i, i or t(x i ) = [i, i + 1 . In any of these cases t ∈ α j (a n ), per definition of α j . For the other direction, let t ∈ α j (d). Per definition of α j , the assignment τ corresponding to t must also satisfy C j and therefore satisfy φ. Let P ∈ fVSA, d ∈ Σ * , w ∈ W Q . The turing machine N simply guesses a d-tuple t and accepts with output 0 if t / ∈ P (d). Otherwise, N computes the weight w(d, t) and accepts with output w(d, t). It is easy to see that opt N (P, d, w) = Max (P, d, w) .
It remains to show that Max[P, W N ] is OptP-hard. We will give a metric reduction from the OptP-complete (c.f. Krentel [7] ) problem of maximum satisfying assignment (MSA), which asks for a given boolean formula φ(x 1 , . . . , x n ) for the lexicographically maximum x 1 · · · x n ∈ {0, 1} n that satisfies φ or 0 if φ is not satisfiable. In the following, we denote by MSA(φ) the output of MSA on input φ. Recall that a metric reduction from f to g is a pair of polynomial-time computable functions T 1 , T 2 , where T 1 : Σ * → Σ * and T 2 :
Let φ(x 1 , . . . , x n ) be a boolean formula. Let d = a n , we construct a spanner P ∈ ufVSA such that there is a one-to-one correspondence between variable assignments of φ and tuples in P (d). Slightly overloading notation, we define
As in Lemma 4.1 there is a one to one correspondence between the tuples t ∈ P (d) and assignments of φ. Furthermore, we define the weight function w ∈ W N , such that w(a n , t) = c, where c = x 1 · · · x n is the boolean representation of the assignment corresponding to t if x 1 · · · x n satisfies φ and c = 0 otherwise. It is easy to see that w ∈ W N . Per construction Max(P, d, w) = MSA(φ), thus, concluding the reduction with T 2 (x, y) → y. 
Unambiguous Spanners
In this section we will give the lower bounds for the case where the input spanner is unambiguous, but the class of weight functions is not restricted to a maximal width. Proof. We will give a reduction from the #P-complete problem #DN F . For a given boolean formula φ in disjunction normal form, #DN F asks for the number of assignments satisfying φ. Let P and d be as defined in the proof of Theorem 4.5. In the following, let c = 1 in the case of Support and Sum and c = 2 n if A = Average. Let w(d, t) = c if and only if the assignment corresponding to t satisfies φ. Furthermore, for Average, let w(d, t) = 0 if and only if the assignment corresponding to t does not satisfy φ. It is easy to see that #SAT (φ) = Support(P, d, w) = Sum(P, d, w) = Average (P, d, w) concluding the proof.
Proof. We will give a reduction from Support[ufVSA, W 1 ]. Let P ∈ P and d ∈ Σ * . We will compute Support(P, d, w) using a sequence of q-Quantile oracle calls. For each oracle call, we will construct a spanner P k ∈ P, a document d k , and a weight function w k ∈ W c N such that q-Quantile(P k , d k , w k ) = 0 if and only if Support(P, d, w) ≥ k. It is easy to see that, using such an oracle, one can compute Support with binary search.
Let q = x y , where x, y ∈ N. Observe that 0 < x < y must hold, due to 0 < q < 1. Let n = Support (P, d, w) . We will construct P k , d k , and w k such that Support(P k , d k , w k ) = x · n + (y − x) · k, w(d, t) = 0 for (x · n)-tuples and w(d, t) = 1 for ((y − x) · k)-tuples. Assume that n ≥ k. Then,
On the other hand, if n < k,
Therefore Let P be the spanner over variables SVars(P ) and d be a document such that Count(P , d ) = k. By Claim 4.9 such a spanner and a document exist and can be constructed in polynomial time. The document d k will consist of x repetitions of d separated a's and followed by y − x  repetitions of d , separated by b's. Formally, d k = (a · d) x · a · (b · d ) y−x · b. The spanner P k operates over the same variables as P and P plus a new variable x which nondeterministically selects an a or an b. If an a was selected, P is simulated and if an b was selected, the spanner P is simulated. Formally, slightly abusing notation,
It is easy to see that P k is unambiguous if P and P are unambiguous. The weight function w k (d k , t) = 0 if t(x) selects an a and (d, t ) ∈ w where t the tuple that selects the same spans over d as t SVars(P ) over it's corresponding copy of d. Otherwise, i.e. t(x) selects an b, w k (d k , t) = 1. It is easy to see that P k , d k , and w k have the proposed properties.
Bounded width weight functions.
In this section, we will give the lower bounds for the case where the spanner might be ambiguous, but for a the class of weight functions is restricted to weight functions of width 1. We define an VSet-automaton P which selects the a in d with a new variable x if the tuple restricted to the variables of P is selected by P over d. Furthermore P selects a single additional tuple t with t(y) = [0, 0 for all variables y ∈ Dom(P ). As we will see later, this tuple is used to calculate Count(P, d) out of Average (P , d , w) . More formally and slightly abusing notation, we define the VSet-automaton P = P · x{a} ∪ x 1 {ε} · · · x n {ε} · d , where x / ∈ Dom(P ) = {x 1 , . . . x n }. Observe, that for all t ∈ P (d ) it holds that t(x) = [|d|, |d| + 1 iff t Dom(P ) ∈ P (d). Thus, per definition of P and w, Sum(P , d , w) = Count(P, d) and Support(P , d , w) = Count(P, d) + 1. Thus, Average(P , d , w) = Count(P,d) Count(P,d)+1 , thus Count(P, d) = Average (P ,d ,w) 1−Average (P ,d ,w) . 
Upper Bounds
We conclude this section by giving the upper bounds. Proof. Let P be a VSet-automaton, d ∈ Σ * be a document and w ∈ W be a weight function. One can construct a counting turing machine M , such that the number of accepting runs of M on input P, d, w is exactly Support (P, d, w) . Formally, M guesses a d-tuple t over V (P ) and accepts if and only if t ∈ P (d) and (d, t) ∈ Dom(w). Thus, M has exactly one accepting run for each tuple which is in the output of P (d) and in the domain of w. Thus, the number of accepting runs is exactly Support (P, d, w) .
Proof. Let P be a VSet-automaton, d ∈ Σ * be a document and w ∈ W N be a weight function. We will use a similar idea as in Proof. Let P be a VSet-automaton, d ∈ Σ * be a document and w ∈ W Z be a weight function. We define two weight functions w + , w − ∈ W N , such that Sum(P, d, w) = Sum(P, d, w + ) − Sum(P, d, w − ). Formally, let Given w, one can easily construct the weight function w ≤k . By Theorem 4.3, Support is in FP #P . Therefore, using binary search, q-Quantile(P, d, w) can be calculated in FP #P
Aggregate Approximation
In this section, we will discuss how spanner aggregates can be approximated. To be precise, we will show some of the considered aggregation problems can be approximated by fully polynomial randomized approximation schemes (FPRAS) whereas others can not be approximated, unless the polynomial hierarchy collapses. See Table 2 for an overview. Table 2 Results for approximation. We say that no FPRAS is possible, if such an FPRAS would imply a collapse of the polynomial hierarchy.
The following theorem, is quite similar to Maturana et al. [9, Corollary 4.1] . However, our result is more general, as we do not expect the input spanner to be an extended vset-automaton. Proof. Let P be a functional VSet-automaton. As in the proof of Theorem 4.1 (and Lemma 3.3) we will use the variable configuration automaton P G which is defined over an alphabet of variable configurations. As shown by Freydenberger et al. [5] , the size of this alphabet is bounded by the number of states in P and therefore, using Theorem 5.2, Count[P] admit a FPRAS. Theorem 5.4. Support[P, W c Q ] can be approximated by an FPRAS for any c ∈ N. Proof. Let P ∈ P be a spanner, d ∈ Σ * be a document, and w ∈ W c Q be a weight function. The proof follows the same lines as Corollary 3.5 and Algorithm 1. However, as the input spanner might not be unambiguous, we can not calculate the multiplicity of each supporting tuple exactly (Algorithm 1, line 5). Instead we use the FPRAS for Count[P] to approximate the multiplicity of each element in T. Algorithm 2 shows the adapted algorithm. Let T be the output of Algorithm 2 on input P, d, w. It remains to show that k = t∈ T T(t).
Algorithm 2 Approximation Algorithm for T.
Input: A functional VSet-automaton P ∈ fVSA, a document d ∈ Σ * , a weight function w ∈ W c Q , and 0 ≤ δ ≤ 1. Output: Approximation T of T.
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T(t) ← Count(P t , d, δ)
To this end, observe that there are at most |d| c tuple in T. Therefore, the FPRAS for Count[P] is called at most |d| c times. Using probability amplification, we can assume that the success probability of the FPRAS for Count[P] is greater than ( 3 4 )
1 |d| c . Therefore, the probability that all these calls are successful is 3 4 . Assume that all calls to Count[P] are successful. Then, Proof. Assume that there is a FPRAS for Sum[P, W c {−1,1} ]. We will show that such an FPRAS implies that the coNP-complete problem DNF validity is in BPP and therefore coNP ⊆ BPP which would imply that the polynomial hierarchy collapses on the second level. 2 Let φ be a boolean formula in DNF over variables x 1 , . . . , x n . Let α be the regex-formula as constructed in the proof of Theorem 4.1. Recall, that the span variables x 1 , . . . , x n occur in ascending order in α. Let β = (x 1 {ε} · b ∨ x 1 {b}) · · · (x n {ε} · b ∨ x n {b}) be the regex-formula, selecting exactly 2 n tuples in d = b n . 2 As BPP is closed under complement, coNP ⊆ BPP implies that NP ⊆ BPP. This would furthermore imply that PH ⊆ BPP (c.f. Zachos [13] ) and as BPP ⊆ (Π P 2 ∩ Σ P 2 ) (c.f. Lautemann [8] ) the polynomial hierarchy collapses on the second level.
Finally, let d = 1 · a n · −1 · b n , γ = (y{1} · α · −1 · b n ) ∨ (1 · a n · y{−1} · β) and w(d, t) = 1 if d t(y) = 1, and −1 if d t(y) = −1.
As α and β operate over the same domain, i.e. As Dom(α) = Dom(β), γ is also well defined. Per construction of d, γ, and w , Sum(γ, d, w) = Count(α, a n ) − Count(β, b n ) = c − 2 n , where c is the number of variable assignments which satisfy φ. Therefore, Sum(γ, d, w) = 0 if and only if φ is valid. Assume there is an FPRAS deciding Sum[P, W c {−1,1} ]. Thus, the algorithm which first approximates Sum(γ, d, w) with δ < 1 and accepts if the approximation is 0 and rejects otherwise is an BPP algorithm for DNF validity, thus coNP ⊆ BPP, which implies that the polynomial hierarchy collapses on the second level. can be approximated by an FPRAS. Proof. As for the approximation of the support, we again use Algorithm 2 to calculate the approximated multiplicity of all supported tuples. Using probability amplification we can again make sure that the probability of all calls to the FPRAS for Count[P] being successful is at 3 4 . It remains to show that | t∈ T w(d, t) · T(t) − Sum(P, d, w)| ≤ δ| Sum(P, d, w)|. Due to w ∈ W c Q+ , all weights are positive and therefore | Sum(P, d, w)| = t∈T w(d, t) · T(t) = t∈T |w(d, t) · T(t)|. Thus, | Sum(P, d, w, δ) − Sum(P, d, w)| = | 
