This study presents a geometric model for Segmentation of ultrasound images. A partial diflerential equation based flow is designed in order to achieve a maximum likelihood segmentation of the target in the scene. The flow is derived as the steepest descent of an energy functional taking into account the density probability distribution of the gray levels of the image as well as smoothness constraints. To model gray level behavior of ultrasound images the classic Rayleigh probability distribution is considered. The steady state of the flow presents a maximum likelihood segmeniation of tha target. A finite difference approximation of the flow is derived and numerical experiments are provided. Results are presented an ultrasound medical images.
Introduction
Ultrasound images are difficult candidates for shape recovery because of low signalhoise ratio which greatly reduces the observable details within such images. Recently several methods based on evolution of partial differential equations have been proposed to segment relevant structures of interest. The classical active contour models (snakes) are based on the evolution of a curve attracted by image boundaries in order to detect objects [l] . Malladi and Sethian implemented active contour models with robust numerical techniques based on level set methods. Level set methods introduced first by Osher and Sethian [2] , have been extensively used to track the evolution of fronts in a variety of applications. These methods embed the desired interface as the zero level set of an implicit function and then employ finite differences to approximate the solution of the partiai differentia1 equation. The aforementioned approaches for segmentation are "edge-based", i.e. they evolve a curve with a speed function depending on a pre-computed edge indicator. It's very effective in case edges are true discontinuities in the image and the signal to noise ratio is not too low. Recently a "region-based" level set based method has been proposed by Chan and Vese to segment images with smooth or vanishing boundaries [3] . In this approach the speed of curve evolution involves integral quantities (tike mean values of the gray level image pixels inside and outside the curve) instead of differential quantities (like image gradient). This approach is very effective in case of smooth edges or low signalhoke ratio.
In this study we take a different view of the segmentation problem by keeping the region based approach of Chan-Vese and embedding in the segmentation model the a priori knowledge of statistical distribution of grey levels in medical images [4] . In particular concerning ultrasound images, we note that image pixeIs are modelled as Rayleigh distributed random variables. Then the proposed method drives the curve evolution to achieve a maximum likelihood segmentation of the target, with respect to the statistical distribution law of image pixels.
Methods
Let us consider an image I as a real positive function defined id a rectangular domain Oc9l2. The gray levels are assumed to be uncorrelated and independently distributed. They are thus characterized by their respective probability density. Now we define a closed curve C partitioning the image domain in an "inside" ai and an "outside" and denote with Pi=hicsp(I) the probability of the random field inside the c w e and with p , = L , (~p ( l ) the probability outside the curve. Without any a priori knowledge about the shape of the object to be detected, we Iook for the curve C that maximizes the likelihood function given by the product of the inner and the outer probability [ 5 ] : P [ R q = Pi P,. Since the log function is strictly increasing, the maximum value of P[IlCl, if it exists, will occur at the same points as the maximum value of I(I,C)=log(P[Aq). This function is the "log likelihood" and in many cases it is easier to work with it than with the likelihood function. Indeed, the product structure of the probability function is transformed in a summation or integral structure of the log likelihood. Passing to the continuous limit, we replace the sum with the integral and, to perform a maximum likelihood segmentation of the target, we need to maximize the functional 1 with respect to variation of the where Ai e A, are respectively the number of pixels in Ri and & the parameters of the probability density function (pdf) have been estimated following Chesnaud [6j.
In order to obtain a well-posed and well-conditioned problem we need to introduce a regularization in the shape of the curve. To this scope, a length term has been introduced as in [3] , and finally we ask to minimize the functional:
where P O .
To compute the first variation of (1) it is useful to introduce an auxiliary function @2+% such that p(x,y)<O in R; and p (x,y)>O in 51, defining implicitly the curve C as the zero level set of p 171. Then the energy functional (1) can be rewritten using the Heaviside function H( p), as In this study we applied this method to fifteen 2D echocardiographic images for the evaluation of chamber's size and extraction of chamber's area. Before testing the method on echocardiographic data we verified the assumption of Rayleigh distribution on all the images we used in this study. To this aim we compared the theoretical Rayleigh distribution with the histogram of the experimental ultrasound images as suggested in 18,9]. The estimation of the probability density function from the samples was performed applying the maximum Iikelihood algorithm and the root mean square error of the estimation was calculated for each fitting. To determine &he reliability of the automated measurements versus the "gold standard", represented by manual tracings. Linear regression and Bland-Altman analyses were performed between the manually and automatically traced areas. Moreover, the manual contours were also overimposed and compared point-to-point to the corresponding automatic contours by the computation of the Hausdorff distance 
Results
The simulations were performed in Matlab 6.1, on a Pentium IV personal computer, 3.06 Ghz, 480Mb RAM.
The time needed for the analysis of one image varied from few seconds to few minutes depending on the data size. The required operator interaction consists of one point selection in the image and then the analysis is completely automatic. In Figure 1 we present an example of the Rayleigh probability density function and the measured speckle pattern histogram of our image. For this example the root mean square error (rmse) of the estimation resulted in 0.019. For the entire data set we processed, the mean rmse was 0.082. In our numerical experiments, we have used, for simplicity, Ax=Ay=l and At=0.1. Only the length parameter p, which has a scaling roIe, is not the same in all experiments. If we want to detect many objects and of any size, p should be small. If we desire to detect only larger objects, then the parameter has to be bigger.
In Figure 2 Figure 4 where the good correspondence is visible:
4.

Discussion and conclusions
A mathematical model and computational algorithm to segment ultrasound images has been presented. The technique is based on level set methods and exploits the a priori knowledge about the statistical distribution of image gray levels. Since ultrasound images show a low signaunoise ratio, it is often dangerous to compute differential quantities of the image signal. The method we propose is robust because it uses only integral quantities of the image and it does not introduce high frequency noise.
Only one parameter has to be set and it allows to choose easily the maximum curvature admissible in the segmentation. Moreover our method is considerably less exacting than manual segmentation.
[Ill Belogay E, Cabrelli C, Molter U, Shonkwiler R. This was confirmed by the global results relevant to the Hausdorff distance where a mean value of 1-14 pixel (range: 0.3th1.93 pixels) and a mean maximum value of 4.33 pixels (range: 2 4 pixels) were found versus the goldstandard.
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