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  ABSTRACT  
 
With the inception of World Wide Web, the amount of data present on the internet is 
tremendous. This makes the task of navigating through this enormous amount of data quite 
difficult for the user. As users struggle to navigate through this wealth of information, the need for 
the development of an automated system that can extract the required information becomes 
urgent. The aim of this thesis is to develop a Question Answering system to ease the process of 
information retrieval.  
Question Answering systems have been around for quite some time and are a sub-field 
of information retrieval and natural language processing. The task of any Question Answering 
system is to seek an answer to a free form factual question. The difficulty of pinpointing and 
verifying the precise answer makes question answering more challenging than simple information 
retrieval done by search engines. Text REtrieval Conference (TREC) is a yearly conference 
which provides large - scale infrastructure and resources to support research in information 
retrieval domain. TREC has a question answering track since 1999 where the questions dataset 
contains a list of factual questions (Vorhees & Tice, 1999). DBpedia (Bizer et al., 2009) is a 
community driven effort to extract and structure the data present in Wikipedia.  
The research objective of this thesis is to develop a novel approach to Question 
Answering based on a composition of conventional approaches of Information Retrieval and 
Natural Language processing. The focus is also on exploring the use of a structured and 
annotated knowledge base as opposed to an unstructured knowledge base. The knowledge base 
used here is DBpedia and the final system is evaluated on the TREC 2004 questions dataset.  
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CHAPTER 1 
INTRODUCTION 
 
Question Answering (QA) can be seen as a discipline of natural language processing and 
information retrieval, which involves developing a system that provides an exact answer to a 
question asked by the user in natural language. From an information retrieval perspective 
question answering can be defined as, “a sophisticated form of information retrieval characterized 
by information needs that are at least partially expressed as natural language statements or 
questions, and is one of the most natural forms of human computer interaction” (Kolomiyets & 
Moens, 2011). Whereas, in Natural Language processing question answering is defined as, “the 
technology which locates, extracts, and represents a specific answer to a user question posed in 
natural language” (Barskar, Ahmed, & Barskar, 2012). Hence, the primary function of any 
question answering system is to generate the answer to the posed question by querying a 
knowledge base which contains information pertaining to the user’s question. The database can 
be either unstructured, consisting of a bunch of documents in English or it can be a more 
structured form of database known as knowledge base. Question answering systems can be 
broadly classified into two domains: open domain QA systems and closed domain QA systems. 
Open domain question answering includes questions about nearly everything, whereas closed - 
domain question answering deals with questions in a specific domain. Closed domain question 
answering can be viewed as the easier task because the systems can exploit the domain’s 
specific knowledge. Also, in closed domain systems, only a limited set of questions can be 
expected. On the other hand, open domain question answering becomes quite challenging as 
they have much more information available to extract answers from. 
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1.1 Motivation 
 
As the amount of data available on the internet is vast, it becomes difficult for the user to 
navigate through all this information to retrieve the desired knowledge. As a result, a lot of 
research is focused on improving the ease of retrieval of the data. Frequently Asked Questions 
(FAQ’s) are the most traditional form of question answering on the internet. FAQ’s are lists of 
questions and their answers, which correspond to a particular context or topic. FAQ’s are typically 
given on websites with the purpose of providing users with questions which may occur to them 
frequently. But, there are two big disadvantages of using this approach. Firstly, the users do not 
get to ask the question explicitly and secondly, the users have to go through all the questions to 
determine the one which matches their query. Hence, overall it is a very time consuming and 
unintuitive process. Web search engines are another popular way of searching for information on 
the internet. As you can see in Figure 1, for a simple factual question Google returns 53,700,000 
results in 0.92 seconds. Though these numbers are very impressive, it is very time consuming for 
the users to find the exact information that they need from all the data. Popular search engines 
like Google, Bing etc. are slowly trying to move towards question answering, and trying to provide 
the exact answers to user’s questions. Another form of searching information on the internet is 
querying the information present in online databases. This requires the users to be familiar with a 
formal query language like SQL. So, for a normal user the most natural way to query is ordinary 
human language. It also has the added advantage of specifying exactly what the user is 
expecting.  
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Figure 1 Google search results 
 
Question Answering systems are one such effort to present the user with a direct answer 
to the question, as opposed to a bunch of ranked documents containing the answer. There are 
many question answering systems ranging from LUNAR (Bert F. Green), which answered 
questions about the geological analysis of rocks returned from the Apollo missions to Apple’s Siri 
(Roush, 2010), which is a computer program that acts as an intelligent personal assistant. All 
these question answering systems aim to present the users with the required information by 
searching the resources they have access to in their collections of databases. Hence, it would not 
be wrong to comment that question answering systems are the future of information retrieval.  
 
The difficulty of verifying and pinpointing the correct answer makes the task of question 
answering a hard problem. The huge amount of data currently present on the internet increases 
the difficulty of the task at hand. The format of the knowledge base used is pivotal in the 
efficiency of the question answering system. Furthermore, a knowledge base can be structured in 
variety of ways. Some of the most effective practices are to group the information by topics and 
category or by annotating the data present in the knowledge base. Grouping the content based 
on the category helps the system to locate the exact location of the answer by classifying the 
question according to one of the categories. Hence, the amount of information to parse and 
process to locate the answer decreases. In the same way, using annotations also helps the 
Question Answering system and reduces the amount to data to be processed. 
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From an information retrieval perspective, the question answering task can be viewed as 
a task of returning specific pieces of information as answer. The information retrieval gives a very 
powerful mechanism of retrieving data relevant to the query. This approach works well for giving 
long answers to the asked questions. But, it is not sufficient for extracting specific fact-based 
answers. Here, the natural language processing (NLP) part comes into picture. NLP techniques 
analyze the syntactic and semantic structures of the sentence and makes an attempt to 
“understand” the sentence. Named Entity Recognition is a very useful NLP technique which helps 
in identifying specific entities in a given sentence. Hence, the combination of powerful retrieval 
mechanisms and understanding of natural language present a robust approach to question 
answering. As mentioned before, the structure of knowledge base is also very important. 
Structured knowledge base does not have just raw text and documents. It has some additional 
mark up or information about the data present. This additional information helps in locating the 
required information much more easily.  
 
1.2 Problem Statement 
 
The purpose of this thesis is to develop a novel and robust approach to question 
answering. It also involves evaluating the efficiency of the question answering system when using 
a structured knowledge base, as opposed to using textual data as a knowledge resource. The 
system presented is evaluated on the TREC 2004 questions dataset. TREC is a yearly held 
conference which provides large scale infrastructure and resources to aid research in the field of 
information retrieval (Voorhees, 2002). TREC has a question answering track since 1999, in 
which they conduct competitions where various QA systems are developed, and compete to 
answer the questions given in the dataset (Vorhees & Tice, 1999). The knowledge resource used 
for this QA system is DBpedia (Bizer et al., 2009). DBpedia is a community driven effort to extract 
and structure the data present in Wikipedia.  
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The problem statement of this thesis can be summarized as,  
 
“To create a novel approach to develop a Question Answering system based on composition of 
conventional approaches of Information Retrieval and Natural Language Processing.” 
 
Specifically, following questions are addressed: 
 
• Does having a structured knowledge base aid in developing a question answering 
system? 
• Does the format of annotations matters while using a structured knowledge base? 
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CHAPTER 2 
BACKGROUND 
 
2.1 Question Answering Systems 
 
Question Answering (QA) systems have been around for quite some time and have 
gained widespread use due to its applications and promising results. All these systems aim to 
present the user with a direct and precise answer to their question. QA systems are a 
combination of various fields like Natural Language Processing, Information Retrieval and 
Information Extraction. The appeal for the use of question answering system lies in the user being 
able to ask questions and receive answers in natural or everyday language. This gives the user 
the feeling of direct dialog with the system. There have also been great number of breakthroughs 
in the field beginning from BASEBALL (Green, Wolf, Chomsky, & Laughery, 1961) to the most 
advanced systems that we use today like Siri (Roush, 2010). This combination of user demand 
and promising results have encouraged work and research in the field of question answering.  
 
QA systems can be broadly classified into two main categories, namely open domain QA 
and closed domain QA. Open domain QA systems can answer question about nearly everything, 
whereas closed domain QA systems can just answer questions in a specific domain like music, 
geography etc. The medium of communication is also a factor in categorizing the QA systems. 
The system can be text based, where the user has to type in a question and get a written textual 
answer or it can be voiced controlled, where the user can speak the question into it and have the 
system read back the answer in natural language. START (Katz, 1997), Wolfram Alpha (Wolfram, 
2009) etc. are examples of text based QA systems, and Siri (Roush, 2010), Google Now are both 
voice based QA systems. Text REtrieval Conference (TREC) offers a question answering track 
since 1999 (Vorhees & Tice, 1999), which tests system’s ability to answer short factoid questions. 
The type of questions which a typical question answering system can answer are factual (for 
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example, Where was Barack Obama born?) or list (for example, List the countries in the continent 
of Asia.) questions. But recently research trend is going in the direction of addressing more 
complex questions. Factual or list questions are pretty straightforward as the system has to find 
the appropriate answer in the information resources present. A more complex type of questions 
beginning with ‘why’ (for example, Why do rainbows form?), which involves building a reasoning 
model. Given this background it may not be wrong to comment that QA systems are the future of 
retrieval systems with impressive ongoing research and developments.  
 
2.2 General Architecture of Question Answering Systems 
 
Figure 2 General architecture of Question Answering System 
 
The figure 2 gives a general architecture of any typical question answering system. 
Query processing, document processing and answer processing are the three main components 
in the architecture of Question Answering systems (Allam & Haggag, 2012). 
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2.2.1 Question Processing 
 
The overall function of this module is to process and analyze the question, which is in 
natural language, to understand the information requested by the question. Question processing 
task can be defined as, “a task to analyze and process the question by creating some 
representation of the information requested” (Allam & Haggag, 2012). As shown in Figure 3, the 
entire query processing and analysis can be subdivided into two smaller sub tasks. The question 
analysis step helps to understand the “focus” of the question. Focus of the question can be 
defined as “a phrase in the question that disambiguates it and emphasizes the type of answer 
being expected” (Cooper & Ruger, 2000). For example, for the question “Where was James Dean 
born?” the focus of the question is “James Dean”. The next step is question type classification. 
Question classification is a very important step in question processing, as it points to what 
information the question is requesting. Question classification problem can be defined as, 
“categorizing questions into different semantic classes based on the possible semantic type of 
answers” (Li & Roth, 2006). It helps place a constraint on what constitutes as relevant data for the 
answer and significant information about the nature of the answer (Allam & Haggag, 2012). 
Questions are generally classified according to their interrogative word: when, where, what, who, 
why etc. For example, for the previous example of “Where was James Dean born?” the question 
type will be ‘location’ or ‘place’. Once the class or type of question is identified, a simple mapping 
based technique can be implemented to identify potential answer types. This aids the system in 
searching and verifying the answer. The focus and the type of question together gives relevant 
input in determining the answer.  
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Figure 3 Question Processing 
 
2.2.2 Document Processing & Information Retrieval 
 
The next module is document processing & information retrieval which involves retrieving 
relevant bits of information based on the data passed over by the question processing unit. The 
process of information retrieval depends on the type of knowledge base or corpora used by the 
system. Generally, most systems use either a curated document corpora or the World Wide Web 
as their knowledge resource. As shown in Figure 4, the three main tasks of this module are 
retrieve, filter and order (Allam & Haggag, 2012). The document processing module has an 
underlying information retrieval system which retrieves the relevant documents or paragraphs 
based on the information sent over by the question. Various techniques are used by information 
retrieval systems to retrieve a set of documents or paragraphs. Keyword matching or the 
frequency count of keywords are some of the commonly used techniques. Once the paragraphs 
are retrieved, the next step is filtering these paragraphs to find a set of candidate paragraphs 
which may contain the answer. Lastly, these results are ranked according to the probability of 
them containing the answer. Hence, the function of this module is to create a set of candidate 
documents which might contain the required response.  
 
Question	
Processing
Question	
Analysis
“type”
Question	
Classification
“focus”
10	
	 	
 
Figure 4 Information retrieval and Document Processing 
 
2.2.3 Answer Processing 
 
The answer processing task can be further divided into various sub tasks. This module 
has access to the question ‘type’ and ‘focus’ of the question from the question processing module 
and set of candidate paragraphs from the document processing module. Firstly, the module 
needs to identify the paragraph which has the required answer. The ‘type’ and ‘focus’ of the 
question is already determined, and they are crucial as they give significant pointers towards the 
nature of the answer. The parser also plays an important role in this task by recognizing the 
named entities and part of speech tags of the words. Armed with all this information, the system 
can identify the paragraph which contains the answer. Next step is to extract the exact answer 
words from the selected paragraph. A set of simple rules combined with heuristics are 
responsible for extracting the final answer from the paragraph. The rules or heuristics depends on 
the type of approach used, distance between words or number of keyword matches are some of 
the most commonly used heuristics metrics. Once the answer is extracted, it can be directly 
presented to the user. Some question answering systems also perform an additional operation of 
answer validation. Answer validation is, “increasing the confidence score of the extracted answer 
Retrieve Filter Order
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before presenting it to the user” (Allam & Haggag, 2012) . WordNet lexical dictionary (Miller, 
1995) or some specific knowledge sources are generally used for answer validation. Another 
simple technique to validate the extracted answer is to search other information sources which 
are not used by the system. If the search on other sources gives the same answer, then it 
increases the confidence score of the answer and validates it. 
 
2.3 Approaches for Development of Question Answering Systems 
 
There are many approaches used for the development of question answering systems 
and, these approaches can be classified according to the three main steps in their development 
which are, Question Classification, Information Retrieval and Answer Extraction (Allam & Haggag, 
2012) as shown in Figure 5. 
 
2.3.1 Approaches for Question Classification 
 
As discussed before, question classification is the first step in development of a question 
answering system. It involves assigning the question with a class or type. The classes are 
generally classified based on a certain taxonomy, which can either be flat or hierarchical. The flat 
taxonomy has just one level of classes without any subclasses. As the name suggests, 
hierarchical taxonomy has multiple level of classes. The question is initially classified into one 
class and then further classified into one of its subclasses. Using multi-layer taxonomy gives a 
finer classification of the question. 
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Figure 5 Approaches for developing QA systems 
 
After defining the taxonomy, the next step requires the questions to be associated with 
any of these defined classes. One approach is to use a simple rule based classification approach 
using a set of predetermined heuristic rules. The advantage of using this approach is that it is 
simple and quick to implement. The rules can be as simple as classifying the questions starting 
from ‘when’ to date or time. The set of rules are typically designed manually and, a class can be 
associated with the question by using a pattern matching approach. Cooper and Ruger (Cooper & 
Ruger, 2000) use a similar pattern mapping technique to determine the focus and class of the 
question. Their approach involves classifying the question based on the interrogative word in the 
question. For straightforward questions beginning with when, where, who, whom and why the 
class of question is easily determined by direct mapping. For more ambiguous questions, like 
those beginning with what, which etc. focus of the question is given as input to WordNet (Miller, 
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1995). The additional context provided by WordNet is then used as a pointer to determine the 
question type.  
 
 Another technique to implement the classifier is the machine learning approach. A 
classification model is built and trained using a manually annotated corpus. This corpus is 
generated by experts and consists of questions and their corresponding classification label. 
Various machine learning and classification algorithms are used to build the model. During the 
training phase, the model captures patterns from the training corpus and then classifies the 
incoming questions. Machine learning algorithms like Support Vector Machines (SVM), nearest 
neighbor (NN), Naive Bayes (NB), Sparse Network of Winnows (SNoW) and decision trees 
among others can be used to train the model. In their work, Li and Roth describe a machine 
learning approach used for question classification. They have defined their goal as, “to categorize 
questions into different semantic classes based on the possible semantic types of the answers”. 
In their work, they have developed a two-layered semantic hierarchy of answer types (Li & Roth, 
2006). 
 
2.3.2 Approaches for Information Retrieval 
 
 Information Retrieval is specific pertaining to each Question Answering system and it is 
related to the type of knowledge resources being used. In systems where raw text or a bunch of 
text documents form the underlying knowledge base, the documents need to be preprocessed.  
For open domain question answering, the web makes a good corpus and hence the information 
retrieval involves querying a search engine and processing the returned results. In their system, 
Cooper and Ruger (Cooper & Ruger, 2000) process the text documents offline before the 
question is posed to the system. Once the system gets the input question, lists of place names, 
proper nouns, first names etc. are used to recognize and mark entities in the document database. 
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Using answer type determined by question classifier and the marked up keywords, the candidate 
paragraphs are retrieved.  
 
The approaches also differ based on whether the knowledge resource is structured, 
unstructured or semi-structured. BASEBALL (Green et al., 1961) and LUNAR (Woods, Kaplan, & 
Nash-Webber, 1972), were two of the earliest question answering systems which queried a 
structural database using natural language questions. The questions were processed and 
translated into a formal query form which was needed to extract answers from the databases. 
ELIZA (Weizenbaum, 1966) was the first program to make a natural language conversation with 
computers possible. Input statements in natural language were analyzed based on a set of 
decomposition rules. The responses were triggered based on some of the keywords detected in 
the input statement. Katz, Borchardt and Felshin employ a technique called Natural Language 
annotations to match questions to candidate answers (Katz, Borchardt, & Felshin, 2006). These 
natural language annotations serve to add some structure to the underlying knowledge base. The 
information resources added to the knowledge base is mostly done manually i.e. whenever new 
information source has to be incorporated to the existing knowledge base, the natural language 
annotations are most often composed manually and then linked to various other parallel 
information content. In their system START (Katz, 1997), all the information is represented in the 
knowledge base in the form of nested ternary expressions. Hence, we can visualize the 
knowledge base as a condensed summary of the actual syntactic structure of the sentence. 
Ternary expressions are compact as well as complete way of representation of information and 
they make the matching of question to candidate answers very easy. Natural language 
annotations is a new and innovative technique used here which makes it possible to index the 
information resources. McGowan discussed his interpretation of the question answering and 
interprets it as an information retrieval problem as well (Mcgowan, n.d.). The system developed, 
EMMA is trained to transform user’s questions into formal search queries.  
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2.3.3 Approaches for Answer Extraction 
 
Widely used approaches for answer extraction are matching text patterns or recognition 
of named entities. Cooper and Ruger (Cooper & Ruger, 2000) present a very simple approach for 
extracting candidate answers. The question’s focus is looked up in WordNet (Miller, 1995) and its 
hyponyms are extracted. A simple regular expression is constructed using disjunction of all these 
hyponyms and the text region that matches this expression is marked as a candidate answer. 
The candidate answers are weighted based on an intuitive answer weighting algorithm and a set 
of highest weighted answers are presented to the user.  
 
 In START (Katz, 1997) whenever the user poses a question to the system, the question 
is converted to its corresponding  representational format i.e. ternary expressions. To answer the 
question, user’s question is compared against the natural language annotations, which are again 
stored in ternary expressions format. If a match is found between the two ternary expressions 
then the corresponding information segment is retrieved and further processing is done to retrieve 
the final answer. In their work, Barskar et al. discuss their approach for extraction based on 
pattern learning. Their work is focused on finding patterns to formulate a “complete” and “natural” 
answers to questions, given the short answers. They also propose that, finding such patterns is 
pivotal as they help enhance existing QA systems to answer questions in a natural or everyday 
language (Barskar et al., 2012).  
 
2.4 Applications of Question Answering System 
 
Question Answering systems have been around for over 50 years and have applications 
in a variety of fields (Kolomiyets & Moens, 2011). There have been numerous academic 
prototypes as well as industrial implementations. It has seen applications in variety of domains 
ranging from the field of computer science, geology, sports, tourism, and medicine among others. 
16	
	 	
Apart from domain specific QA systems, the open domain QA systems also provide users the 
required information directly and also have many applications given the ease of retrieval of 
information. The advances in the area over the years have given some notable question 
answering systems in terms of domain application, architecture and performance. Few of these 
systems are mentioned in this section.  
 
BASEBALL (Green et al., 1961) and LUNAR (Woods et al., 1972) are two of the earliest 
text-based question answering systems. BASEBALL is a simple computer program which 
answers natural language questions about baseball games over a period of one year. Whereas, 
LUNAR answered questions about the geological analysis of rocks returned from the Apollo 
moon missions. The above mentioned question answering systems are closed domain question 
answering systems. The common feature in all of these is that there is a core database of 
knowledge gathered by experts in the particular domain. This triggered research in development 
of knowledge bases which targeted a very specific domain of knowledge, which led to the advent 
of expert systems. Expert systems closely resemble modern question answering systems. Expert 
systems are simple computer programs which try to emulate decision making capabilities of a 
human expert. The main component of expert systems is the knowledge base which consists of 
documents curated and gathered by an expert in the domain. 
 
ELIZA (Weizenbaum, 1966) developed at the MIT Artificial Intelligence Laboratory is the 
early example of primitive natural language processing. It was developed to enable natural 
language communication between man and computers. SHRDLU (Winograd, 1971) is a natural 
language understanding program written by Terry Winograd at MIT which has the capability of 
carrying a simple dialog with the user about a small world of objects. An important feature of this 
system is that it has included a basic block of memory to supply context. Other similar question 
answering systems are EMMA (Mcgowan, n.d.), developed at University of Michigan, helps in 
locating useful information on University of Michigan websites, PHLIQA (Neves, 2014) answers 
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user’s questions about European computer systems, UC (Unix Consultant) answers factual 
questions about the UNIX operating systems (Neves, 2014) and LILOG is able to answer 
questions about tourism information in Germany (Neves, 2014). More modern question 
answering systems are MedQA (Lee et al., 2006) is designed for the use of practicing physicians 
and answers simple factual questions by using MEDLINE and the web as the knowledge 
resources. MEDLINE is a bibliographic database of life sciences and biomedical information. 
Another example is HONQA (Olvera-Lobo & Gutiérrez-Artacho, 2011) which is a multilingual 
biomedical question answering system which provides short definitional answers to the user’s 
query.  
 
SynTactic Analysis using Reversible Transformations (START) (Katz, 1997) was the first 
open-domain natural language question answering system which is available online. START 
answers natural language questions by searching a set of information resources which are 
structured, semi-structured as well as unstructured. Currently, START can answer millions of 
questions in the domains of places, movies, people, dictionary definitions etc. As the volume of 
information is vast, START uses a concept of parameterized annotations to store parallel 
information efficiently and semi automate the process of generating natural language annotations 
(Katz et al., 2006). It also uses two systems namely Omnibase (Katz et al., 2002) and IMPACT 
(Borchardt, 1992) to help store data as well as query it efficiently. To match input questions to 
parameterized annotations, START needs access to some terms or keywords associated with 
those parameters. Omnibase provides this underlying functionality to START. IMPACT is a 
system which basically provides access to information in relational databases by associating 
parameterized annotations with selections of columns. Hence, by matching the input question to 
parameterized annotations, START gets direct access to columns of data via IMPACT. In 
conclusion, START is a high precision question answering system, with the combination of 
natural language annotations and sentence level natural language processing being the key to its 
performance.  
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Another popular and widely used open domain question answering system is Wolfram 
Alpha (Wolfram, 2009), developed at Wolfram Research. Wolfram Alpha provides an online 
question answering service which answers factual queries either by computing the answer or 
searching it in the vast curated database. Data is gathered from a variety of sources like CIA’s 
The World Factbook, the United States Geographical Survey and the World Wide Web among 
others. The data is collected from the sources and is stored in a manually curated database. The 
mathematical engine behind Wolfram Alpha is Mathematica (Wolfram, 2007) which is developed 
by Wolfram Research as well. Mathematica is a symbolic mathematical computation program 
which can be used to perform complex technical computations. Mathematica has two advantages 
which makes it a good asset to develop a question answering system. Firstly, it has the capability 
to symbolically represent almost anything and secondly it has the algorithmic power to perform 
any kind of computation. This question answering system relies heavily on the underlying curated 
database to compute or search answers. As a lot of information is available readily on the 
internet, Wolfram Alpha armed with Mathematica also implements methods and algorithms to 
curate all this data to make it computable. This process is not yet fully automated. A combination 
of Mathematica and a lot of human experts are used to curate this readily available data.  
 
Wolfram Alpha attempts to eliminate the natural language understanding component in 
their question answering system. As the knowledge is already represented in computable format, 
natural language understanding is not required. The question posed by the user is in natural 
language, but it is represented in a precise format that fits into the format of computations it is 
expected to do. Hence, this approach of representing the data to make it computable and then 
computing the answer from the question posed is quite useful and has proven to be highly 
efficient, if you remove the overhead of curating the data to make it computable.  
 
In conclusion, the field of Question Answering has seen immense growth and interest in 
the previous decade. It can be concluded from this study of approaches and existing QA systems 
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that most researches in the field were heterogeneous in terms of their system architecture and/or 
approaches. In the next chapters, another such Question Answering system is described which 
focusses on combination of techniques of Information Retrieval and Natural Language 
Processing used against a Structured Knowledgebase.  
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CHAPTER 3 
KNOWLEDGE RESOURCE 
 
 A knowledge base can be defined as, “a technology used to store complex structured 
and unstructured information used by a computer system”. Any typical question answering 
system consults a “resource” to search and extract answers. There are many resources used by 
the QA systems like the World Wide Web (WWW), manually curated document corpus, or 
databases etc. The type of QA system being developed plays an important role in deciding the 
type of knowledge resource to use. Question answering systems can be broadly classified into 
two categories i.e. Open domain question answering (ODQA) and closed domain question 
answering (CDQA). Being domain specific, CDQA systems typically use knowledge encoded in 
databases as the knowledge resource. And these systems can provide answers concerning the 
knowledge previously added in the database. Hence, research in RDQA mainly focusses on 
incorporation of domain-specific information into databases for the QA systems to query (Mollá & 
Vicedo, 2007). Hence, for RDQA the knowledge resources are specifically constructed by the 
domain experts and then incorporated into the QA system. Whereas for ODQA systems, the 
questions can be about anything and everything, and not domain specific. Hence, the kind of 
knowledge resource used here is different than CDQA systems. Earlier research in the QA field 
focused more on CDQA. But, since the advent of question answering track in TREC (Vorhees & 
Tice, 1999) led to advances in open domain question answering. ODQA systems generally use 
any large text database or the World Wide Web as their knowledge resource.  
 
 Knowledge base can also be classified into unstructured, semi-structured and structured. 
The classification is on the basis of how the knowledge base has been constructed. 
“Unstructured” here refers to the fact that information in the knowledge base is not organized, or 
does not refer to any predefined data model. It mostly consists of raw text, images, videos and 
other data. Whereas, “structured” refers to representing data or information in a more organized 
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and standard format. And “semi-structured” is a form of structured data that does not entirely 
follow the formal structure. It has some form of markup i.e. additional information about the data, 
which helps in retrieval.  
 
3.1 Characteristics of a Good Knowledge Resource 
 
As mentioned earlier, the knowledge resource to be used depends on the type of 
question answering system being developed. Choosing of an appropriate knowledge resource is 
pivotal in the success of any question answering system. In this section some important 
characteristics of a good knowledge resource are discussed. First and foremost, the 
“completeness” of the knowledge resource is very important. As without the knowledge resource 
containing the answer there is nothing that the system can do. Another important characteristic is 
“consistency”. The knowledge base should be consistent to avoid ambiguities and irregularities. 
Also, in any question answering system the structure of the knowledge resource used plays a 
pivotal role in the efficiency of the system, especially in terms of recall. A structured knowledge 
resource, having a specific and well-defined format, definitely aids in locating the answer faster as 
opposed to a huge corpora containing many lines of text. Having a structured knowledge base 
not only does the job of efficiently storing the data, but also aids in the ease of retrieval of the 
data from the knowledge base. In conclusion, we can say that a good knowledge resource should 
be complete, consistent and structured. And, all these factors must be taken into consideration 
while choosing an appropriate knowledge resource for a Question Answering system.  
 
3.2 DBpedia 
 
 The knowledge resource used in the presented system is DBpedia. According to Bizer, 
Lehmann, Kobilarov and Auer, “the DBpedia project is a community effort to extract structured 
information from Wikipedia and to make this information accessible on the Web” (Bizer et al., 
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2009). As mentioned earlier, knowledge bases play an important role in the enhancement of 
efficiency of the Question Answering system. But, current knowledge bases are mostly domain 
specific and hence very cost intensive. On the other hand, Wikipedia has grown tremendously as 
a freely accessible online information resource. Wikipedia is a community driven effort and the 
contributors can write about almost anything and everything. Fellow enthusiasts as well as 
professionals go through and curate the information written, which helps maintain the data 
quality. The contributors can write about any topic which suits their fancy, and fellow contributors 
can revise and add upon it. Wikipedia is considered one of the most visited website and is 
constantly under revision. Wikipedia is available in over 250 languages, with the version in 
English accounting for more than 2.6 million articles (Bizer et al., 2009). Hence, Wikipedia has 
become a central knowledge resource of information, maintained by its large number of 
contributors.  
 
DBpedia (Bizer et al., 2009) is also a  community driven effort to extract and structure the 
data present on Wikipedia. It leverages this gigantic source of knowledge that is Wikipedia. 
DBpedia also publishes the information on the web to make it accessible to the users. With the 
inception of the concept of Semantic Web, lot of efforts have been made towards integrating the 
data present on the web to make it machine processable. But, such efforts were mainly 
concentrated in a closed or a specific domain, where an ontology or a closed vocabulary could be 
formulated. As opposed to that, DBpedia makes an effort to provide a rich and diverse corpus of 
the data.  
 
3.3 Advantages of DBpedia 
  
  In their work Bizer et. al. mention that it has been universally accepted that stitching 
together the world’s structured information and knowledge to answer semantically rich queries is 
one of the key challenges of computer science (Bizer, Kobilarov, Lehmann, Cyganiak, & Ives, 
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2007). And DBpedia is one huge step towards achieving that end goal. Corresponding to the 
Wikipedia entries, the DBpedia dataset has more than 2.6 million entities, including 198,000 
people, 328,000 places, 101,000 musical works, 34,000 films, and 20,000 companies (Bizer et 
al., 2009). Hence, it is a very vast and complete knowledge base. Another very important 
advantage of DBpedia is that it is not specific to any domain. On the other hand it tends to cover 
a large variety of domains. Additionally, DBpedia is self-evolving. DBpedia has an automated 
knowledge extraction framework in place, and hence it automatically evolves as Wikipedia 
changes. DBpedia uses the Wikipedia live article update feed and timely reflects the actual state 
of Wikipedia. As information is extracted from Wikipedia, DBpedia is a truly multilingual 
knowledge base. Also, by far the most important advantage of DBpedia is that it is readily 
accessible over the web. Any system which needs to use DBpedia need not download or store all 
the data locally. DBpedia can be accessed by using various techniques directly over the web. 
DBpedia also makes huge contribution to the concept of development of Web of Data or Linked 
data. It has a web dereferenceable and unique identifier for each entity. RDF links pointing from 
DBpedia to other web pages are published, leading to the emergence of a web of data around 
DBpedia.  
 
3.4 Structure of DBpedia 
 
DBpedia (Bizer et al., 2009) has a page for each entity/topic present in Wikipedia. Each 
of these 2.6 million resources are associated with a Unique Resource Identifier (URI) which is in 
the form www.dbpedia.org/resource/Name. Here, the Name is taken from the URL of the 
corresponding Wikipedia page (http://en.wikipedia.org/wiki/Name). In this way each resource on 
DBpedia is linked with its corresponding English language Wikipedia page. All the resources on 
DBpedia, have a labels, a short and a long abstract associated with it. If the corresponding 
Wikipedia article is present in multiple languages, the label, short and long abstract is present in 
those languages.  
24	
	 	
Each resource has some properties, and the values of the properties to provide more 
information about the resource. These entities are classified using four schemas or ontologies. 
They are Wikipedia categories, YAGO, UMBEL and the DBpedia ontology. The DBpedia ontology 
consists of around 170 classes and around 720 properties. Hence, for each resource the data is 
structured using these properties. The DBpedia ontology was developed manually by taking a 
survey of the most commonly used info box templates in the English version of DBpedia.  In 
DBpedia, data is internally represented using Resource Description Format (RDF) triples having a 
subject, predicate and object.  
 
 
Figure 6 DBpedia structure 
 
In Figure 6, a sample DBpedia page is shown, where we can see the short and long 
abstract about the topic. Also, various properties from DBpedia ontology and their corresponding 
values are shown. In short, DBpedia is structured by extracting information from the textual data 
on Wikipedia and mapping it to the above mentioned schemas and ontologies.  
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3.5 Accessing DBpedia 
 
DBpedia provides three different ways for accessing the knowledge base over the web 
which are: Linked data, SPARQL endpoint and RDF dumps (Bizer et al., 2009). For this system, 
DBpedia knowledge base is accessed using the SPARQL endpoint.  
 
As mentioned above, in DBpedia the data is represented in the form of RDF triples. 
SPARQL is basically a RDF query language. It is prominently used to retrieve and manipulate 
data stored in RDF format. DBpedia provides a SPARQL endpoint to query the knowledge base. 
The endpoint is hosted on the Virtuoso server, where applications can send queries over 
SPARQL protocol on the endpoint at: http://dbpedia.org/sparql. 
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CHAPTER 4 
QUESTION PROCESSING 
  
In the previous chapters, it has been stated that there are three modules involved in the 
development of a Question Answering system, namely question processing, information retrieval 
or document processing and answer extraction. Figure 7 shows the flow of the system presented 
in this paper. This chapter focusses on Question processing, which is highlighted in Figure 7.  
 
 
Figure 7 Flow of the system – Question Processing 
 
Question can be defined as, “a natural language sentence which usually starts with an 
interrogative word and expresses some information need of the user” (Kolomiyets & Moens, 
2011). To answer the question, firstly the system needs to understand what the question is asking 
for. Hence processing, tagging and parsing the question to make sense out of it is the first step 
towards development of a good question answering system. In their work, Frank, Krieger, Xu et. 
al. have stated that, “since the question is the primary source of information to direct the search 
for an answer, a careful and high quality analysis of the question is of utmost importance” (Frank 
et al., 2007). The accuracy of the system depends upon how well the question is processed. For 
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without the system understanding what the question is asking, there can be no way it can find the 
correct answer.  
 
The flow of question processing in this system is as shown in Figure 8. Firstly, the 
question is given to a Python factoid question classifier developed by Li and Roth (Li & Roth, 
2006) which determines the type of the question, as well as type of the answer that is expected. 
After the class of the question is determined, the question is parsed using the Stanford 
Dependency parser and the part-of-speech (POS) tagging is retrieved. The main noun and verb 
in the question gives helpful pointers to what the question is asking. It is used to determine the 
“focus” of the question. Along with POS tags, the Stanford universal dependencies between each 
word in the question are also retrieved. Hence, the combined knowledge from the classifier and 
parser is used to make sense of the question. Each of these steps i.e. classification and parsing 
is explained in depth in this chapter.  
 
 
Figure 8 Question processing steps 
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4.1 Question Classification Problem 
 
As mentioned earlier, in order to answer question accurately understanding what the 
question is looking for is an important task. The question, when understood correctly places some 
constraints on a possible answer and determining those constraints becomes an important task 
for any question answering system. Hence, to enhance the accuracy of the system, filtering out 
unsuitable candidate answers plays an important part. This is done by Question Classification 
(QC).  
 
QC tasks determines a type of the question which narrows down the type of the answer 
the question is looking for. For example, consider the question from the TREC 2004 dataset 
“Where was James Dean born?” For this particular question, the question classification task 
involves classifying this question into a category of ‘location’. This eliminates all the possible 
candidate answers which are not locations. Hence, the question classification does two important 
things. Firstly, it places constraints on the answer type. And secondly, it provides additional 
information about the question which can be used further in answer selection strategies (Li & 
Roth, 2006).   
 
4.2 Python Factoid Question Classifier 
 
 Question classification is viewed as a very important task in Question Answering, and a 
lot of approaches have been proposed to solve this problem. In their work, Li and Roth define the 
Question Classification as, “a multi-class classification task that seeks a mapping for a question 
to one of the predefined semantic classes”. This classification is used to provide semantic 
constraints on the sought after answer (Li & Roth, 2006). This system aims to ‘semantically’ 
classify the incoming questions, as opposed to a conceptual classification. Also this is an attempt 
to give a finer taxonomy of the answer types, as it helps to easily locate answer candidates.  
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In this system, an open source factoid question classifier is used which is developed in 
Python. This particular question classifier uses a machine learning approach for question 
classification. This classifier is a hierarchical classifier which semantically parses the question 
and classifies it into different semantic classes based on the possible semantic type of answers. 
This classifier does not classify questions which calls for an action. It only addresses questions 
like ‘What’, ‘Which’, ‘Who’, ‘When’, ‘Where’ and ‘Why’ - questions which ask for a simple fact.  
 
4.3 Working of the Factoid Question Classifier 
 
The classifier used here is a hierarchical classifier which has a two-layered taxonomy. It 
consists of 6 coarse classes (ABBREVIATION, DESCRIPTION, ENTITY, HUMAN, LOCATION 
and NUMERIC VALUE) and they are further classified into a set of 50 non-overlapping fine 
classes (Li & Roth, 2006). A detailed list of all the coarse classes and their corresponding fine 
classes can be seen in Figure 9. 
 
In this classifier, a question can be assigned one coarse level class and one fine level 
class. The classifier is implemented by using a machine learning approach, but some non-
learning approaches have been adopted as well. The non-learning approaches are based on 
simple mapping of answer entity types which can be identified easily as a result of the 
interrogative words like who or where. But this approach is suitable for coarse level classification 
alone. Ideally, manual classification can be reasonably more accurate but it is tedious. It also 
becomes difficult to handle large set of questions using manual rules for classification. Learning 
solves all these issues, as it can determine type of the current question based on previous 
syntactic and semantic analysis results. Also, the learned classifier is more flexible as it can adapt 
to a new hierarchy in a very short amount of time.  
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Figure 9 Detailed coarse and fine grained semantic class types (Li & Roth, 2006) 
 
As mentioned before, the architecture of the question classifier is hierarchical in nature. 
The classifier is modelled based on the sequential model of multi-class classification. It is 
developed by combining a sequence of two simple classifiers (Li & Roth, 2006). The first classifier 
classifies the questions into coarse classes and second classifies questions into finer classes. 
Winnow algorithm within the Sparse Network of Winnows (SNoW) (Carlson, Cumby, Rosen, & 
Roth, 1999) learning architecture is implemented so that the model learns. SNoW is a multi-class 
learning architecture, which is specifically implemented for large scale learning tasks. It has a 
very robust architecture and is suitable especially in situations where the set of potential features 
is very large, but only a few of them are relevant in a particular example. For the presented 
system, as the questions are simple factual questions only the coarse class type of the question 
is considered and used currently. 
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Table 4.1 below shows some example questions and their corresponding coarse class 
type retrieved from the Python Factoid Question classifier (Li & Roth, 2006). 
 
Table 1 Example questions and corresponding class types 
 
4.4 Stanford Dependency Parser 
  
 A natural language parser is basically a computer program which works out the 
grammatical structure of any natural language sentence. It also determines the part-of-speech 
(POS) tags for each word in the sentence, detecting phrases in a sentence etc. In this system, 
the Stanford CoreNLP toolkit (Manning et al., n.d.) is used for parsing the question. This toolkit 
gives a variety of tools for natural language analysis. It is an open source implementation 
available in Java. In this system, the Part-of-speech tagging and Syntactic Parsing functionalities 
have been used.  
 
4.5 Parsing the question 
 
In terms of question answering, the main noun and verb gives pointers to what the 
question is asking for. Taking the previous example of the question from table 1, “When was 
James Dean born?” Here, the main noun is ‘James Dean’ and the verb is ‘born’. This gives the 
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system an idea that the question is pertaining to the “birth of James Dean”. Hence, syntactic 
parsing of the question is the second important step in processing of the question.  
 
 
Figure 10 Stanford Dependency Parsing 
 
 Figure 10 shows the POS tags and parse tree returned by the Stanford parser for the 
above mentioned question. The detected noun phrase and verb is used to determine the ‘focus’ 
of the question. The parser also returns a set of Universal dependencies, which are nothing but 
grammatical relations between the words in a sentence. The Stanford Universal Dependencies 
are discussed in detail in the next section.  
 
4.6 Using Stanford Universal Dependencies 
 
 Apart from the POS tags and parse trees, the Stanford parser also returns dependency 
between words in a sentence. A dependency parse represents dependencies between individual 
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words. Whereas, a typed dependency parse also labels those dependencies with some 
grammatical relations, such as subject and indirect object (De Marneffe, Maccartney, & Manning, 
2006). Use of these typed dependencies is important in any Question Answering task since they 
provide information about predicate-argument structure which are not readily available from 
generic phrase structure parses. Figure 12 shows a complete list of Stanford Universal 
Dependencies. It gives a the proposed taxonomy for the universal grammatical relations, and has 
a total of 42 relations (de Marneffe et al., 2014). 
 
 
Figure 11 Stanford Universal Dependencies example 
 
 Figure 11 gives the returned Universal Dependencies for the previous example of “When 
was James Dean form?” It gives specific grammatical relations between almost every word in the 
question. The dependency ‘advmod’ namely adverb modifier associates the main verb ‘born’ with 
the interrogative word ‘when’. ‘compound’ dependency forms “James Dean” as one compound 
phrase, and ‘nsubjpass’ further associates the noun phrase “James Dean” with the main verb 
‘born’. Hence, by connecting ‘when’, “James Dean” and ‘born’ the dependencies give direct hints 
towards what the question is asking for.  
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Figure 12 List of Stanford Universal Dependencies (de Marneffe et al., 2014) 
 
 To conclude, the combination of information received from the Question Classifier and 
the Stanford Dependency parser gives us the overall analysis of the question which is used in 
further modules. 
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CHAPTER 5 
KNOWLEDGE BASE PROCESSING 
 
As mentioned in the previous chapters, Figure 13 displays the flow of the system in terms 
of the three modules which are question processing, knowledge base processing, and answer 
extraction. This chapter focusses on the second module which knowledge base processing which 
is highlighted in the Figure 5.1. In this system, we are using DBpedia (Bizer et al., 2009) as the 
knowledge resource. In the second module the system processes the knowledge base to retrieve 
data relevant to the information received from the question processing module.  
 
 
Figure 13 Flow of the system – Knowledge base Processing 
 
The two main tasks in this module are Tags Processing and Abstract Parsing. The 
control flow of the knowledge base processing module is as shown in Figure 14. As DBpedia is a 
structured knowledge resource, first and foremost efforts are made to exploit its structural nature. 
The structure of DBpedia is explained in detail in Chapter 3. DBPedia has data in the form of key-
value pairs, where the key is called label or a tag. The tag is manually created and assigned to 
the particular value and can be seen as a manual annotation to the data. Hence, the first step in 
this module is processing these tags to find the tag representing information which the question is 
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demanding. So, in tag processing all the tags corresponding to a DBpedia page are retrieved, 
classified and ranked. A ranking algorithm is used to rank the tags based on feature matching. 
Basically, the ranking algorithm assigns score to each tag based on number of features that 
match between the tag and the question. The highest ranked tag is selected and the answer is 
extracted from DBpedia by the means of a SPARQL query. If there are no relevant tags on the 
DBpedia page i.e. none of the features match between the tags and the question, then the 
abstract parsing module is invoked. DBpedia also has a long and short abstract associated with 
each page. Hence, the system retrieves the corresponding short abstract and the abstract is 
parsed. The Stanford Universal Dependencies and pattern matching techniques are used to pick 
a probable sentence which may contain the answer. After choosing the sentence, a combination 
of Named Entity Recognition (NER) and simple heuristic rules are used to extract the answer. 
This chapter presents the tags processing and abstract parsing modules in depth.  
 
 
Figure 14 Control flow of Knowledgebase query module 
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5.1 Tags Processing 
 
As mentioned before, DBpedia (Bizer et al., 2007) is a structured knowledge resource. It 
is a community driven effort to structure and manage the vast amount of textual data present on 
Wikipedia. In Chapter 3, the exact structure of a DBpedia page for a particular topic is described 
in detail. Each topic has a long and a short abstract which is text in natural language and, there 
are certain key-value pairs where key is a manually assigned annotation and it has a 
corresponding value associated with it. In order to exploit the structural nature of the knowledge 
resource, these tags are processed and  matched with the question to find the answer. 
 
The control flow of the tags processing sub-module is as shown in Figure 15. The first 
step is to retrieve all the DBpedia tags for the required subject. Secondly, these tags are 
classified using a modified version of the Question Classifier developed by Li and Roth (Li & 
Roth, 2006). The tags having the same class as the question are then used for further 
processing, discarding all the other tags. These selected tags are ranked by using a ranking 
algorithm which is based on feature extraction and matching. The ranking algorithm will be 
explained in detail further in the chapter. Lastly, the highest ranked tag is selected and forwarded 
to the answer extraction module.  
Figure 15 Tags Processing Flow 
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5.1.1 Retrieving Tags from DBpedia 
 
 The first step in the process of tags processing is getting all the tags from DBpedia 
corresponding to a particular topic. As mentioned in Chapter 3, each DBpedia page has a Unique 
Resource Identifier (URI) associated with it. For this system, we get the question and its 
corresponding subject from the TREC 2004 dataset. DBpedia provides an interface in JSON 
which enables any client application to retrieve all the tags associated with any page, provided 
the URI is known. The format of the URI is standard across all DBpedia pages and hence, the 
subject received from the question is used to construct this URI. After the URI is formed, the 
JSON interface is used to retrieve all the corresponding DBpedia tags. To keep track of all the 
tags and avoid duplicates, all the tags are extracted one by one from the JSON file and stored in 
a map like data structure. These retrieved tags are then provided to the following modules for 
further processing.  
 
 
Figure 16 Retrieving tags from DBpedia 
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5.1.2 Classifying Tags 
 
 The next step in the tags processing module is tag classification. The previous sub-
module provides all the tags corresponding to a particular DBpedia page. Initially, tag 
classification was not used. All the retrieved tags were sent over to the next module and were 
ranked. The reason for using tag classification is the non-uniformity of the DBpedia tags. As the 
DBpedia tags are manual annotations assigned by the contributing community, the tags are 
random and as each contributor’s method of creating tags is unique. Hence, they occasionally 
become unrelated to the information they are presenting. This was one of the biggest challenges 
in development of this system. As a lot of unrelated and random tags were passed on to the next 
module, it increased the room for error and affected the overall efficiency of the system.  
 
 Hence, to eliminate all the irrelevant tags each tag was classified and the decision to 
include or exclude it is made based on its class given by the Classifier. A slightly modified version 
of the question classifier developed by Li and Roth is used to classify the tags (Li & Roth, 2006). 
Here, the tags whose corresponding class matches the class of the questions are sent over to the 
next module for ranking and further processing. Hence, using classification gave two major 
advantages over the previous approach. Firstly, it narrowed down the field of search by 
discarding unrelated tags and made sure that the tags which are relevant to the question are 
used. Secondly, as less number of tags were used for further processing it reduced the response 
time of the system. The following example explains the importance of classifying the tags. 
Consider the question, “How did James Dean die?” The python question classifier by Li and Roth 
classifies this question of the type: description manner. Figure 17 shows a screenshot of all the 
tags present on the James Dean DBpedia page. Here, out of the tags on the page, the tags 
matching the question class are dbo:deathCause and dbp:shortDescription. Hence, this proves 
that tag classification narrows down the field by picking particular tags which are relevant to the 
question. Another observation is that since the tags are mere short phrases as opposed to full 
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sentences, the finer classification given by the classifier is often irrelevant or erroneous. As a 
result, only the coarse type of the question was matched with the coarse type of the tags to 
efficiently harness the tag classification process.  
 
Figure 17 James Dean DBpedia page screenshot 
  
As mentioned in the previous paragraph, the tags are classified using a modified version 
of the question classifier developed by Li and Roth. As explained in Chapter 4, this particular 
classifier uses a machine learning approach by training the existing model using a set of 
questions and its corresponding hand labelled type. In order to modify this classifier to efficiently 
classify the tags, it was trained on a new training set. This training set consisted of a set of 1000 
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tags from different DBpedia pages and their corresponding hand-labelled class type. This re-
trained classifier was then used to classify the tags retrieved in the previous sub-module.  
 
5.1.3 Ranking Tags 
 
 The next step is ranking the selected tags sent over by the tag classification sub-module. 
In order to reach the correct answer, the system must slowly narrow down to the tags which 
match with the information asked by the question. Tag classification narrows down to a handful 
number of tags based on the coarse class type. These tags are then ranked by the ranking 
algorithm which works on the principle of feature matching. The question processing has already 
provided us with the main verb and noun present in the question. Initially, various features are 
extracted from the question and are matched with the tags. Based on this matching and priority 
assigned to different features, each tag is assigned a rank. Due to the non-uniformity of the 
DBpedia tags, an important step in the module is stemming & twinning the verb and the common 
noun present in the question. Stemming means finding the root of the word from which it is 
derived. For example, the word ‘birth’ is the root word for ‘born’. And twinning is extracting similar 
words or synonyms for a given word. For example, one of the twin for ‘start’ is ‘begin’. Stemming 
and twinning is a very important step to ensure that the algorithm covers a lot of ground and does 
not restrict itself only to the features or words which are present exactly as they are in the 
question. This also helps to link some external context to the question. The stemming is done 
using Stanford Core NLP package. It provides a lemmatizer class, which returns the stem of any 
word. And the twinning is implemented by using TwinWord API which returns related terms of the 
given word.  
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Figure 18 Ranking tags 
 
 As shown in Figure 17, the flow of the tag ranking is as follows. Firstly, the main verb 
from the question is stemmed and given to the TwinWord API, which will give all its synonyms. 
Secondly, if there is any common noun in the question, it is stemmed and the root of the word is 
given to the TwinWord API. This gives us a set of features of the question which will be further 
matched to each tag. Based on the priority of each feature, whenever a match is found a 
corresponding score is assigned to that particular tag. The features of the question are, the verb, 
the common noun, stems of the verb and common noun, and related words of the verb and the 
common noun. Normalization is implemented to assign scores to each of the tag and each 
feature is associated with a multiplier. Table 2 depicts each feature and its corresponding 
multiplier.  
 
Table 2 Question features and corresponding multipliers 
 
Stemming Twinning Feature	Matching
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 In the ranking module, each tag is processed separately and matched against each of the 
above mentioned features. If a match is found the corresponding changes are made to its rank. 
The reason behind selection of these features is partially based on intuition and tries to mimic 
how a human being would process the question and try a find an answer to it from its knowledge 
source i.e. the brain. After assigning a rank to each tag, the highest ranked tag is selected and 
sent over to the answer extraction module. If the highest ranked tag is zero, it signifies that none 
of the features from the question is present in any of the tags. Hence, it is safe to conclude that 
the answer is not present in any of the tags. Hence, the control passes over to the abstract 
parsing module.  
 
5.2 Abstract Parsing 
 
Figure 19 Abstract Parsing process 
 
 In each DBpedia page, a long and a short abstract is present which gives a short 
description about the given topic and it is written in natural language. The approach used for 
abstract parsing is quite similar to the one used for ranking the tags. The control flow of this 
module is as depicted in Figure 18. Firstly, the short abstract of the corresponding page is 
retrieved by the means of a SPARQL query. The details of the SPARQL query generator is 
explained in the next chapter. DBpedia provides abstract in variety of languages. Currently, the 
system retrieves and processes the abstract which is in English language. After the abstract is 
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retrieved, each sentence of the question is parsed using the Stanford dependency parser and its 
Part-of-speech (POS) tags are retrieved. Each sentence is scored using a similar feature 
matching technique that is used for scoring the tags. The highest ranked sentence is deemed as 
the sentence which has the maximum probability of containing the answer. This highest ranked 
sentence is then sent over to the answer extraction module. If the scores of all the sentences in 
the abstract are found to be zero, then the system assumes that the required answer is not 
present on the DBpedia page, and it displays the same to the user.  
 
 In conclusion, this chapter describes in entirety the process of searching the required 
answers in the knowledge base. Firstly, the structural nature of the knowledge resource is 
exploited and then the natural language abstract is parsed. Hence, this uses techniques from 
Information Retrieval as well as Natural Language Processing.  
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CHAPTER 6 
ANSWER EXTRACTION 
 
 
Figure 20 Flow of the system – Answer Extraction 
  
Figure 20 revisits the control flow between the modules in the development of the 
presented Question Answering system. In the previous chapters, details of the Question 
Processing and Knowledge Base Processing modules are discussed. This particular chapter 
focusses on the last module which is Answer Extraction. As mentioned in the previous chapter, 
there are two tracks followed by the Knowledge Base Processing module. Similarly, there are two 
different tracks in the Answer Extraction module as well. They are SPARQL query generation and 
Named Entity Recognition. Initially, tags are processed and if the highest scored tag does not 
have a score of zero, this highest ranked tag is passed over to the SPARQL query generation 
sub-module. Whereas, if the highest score is zero then the control passes over to the Abstract 
parsing module. This module selects one sentence from the abstract which has the maximum 
probability of containing the answer, again based on a rank assigned to each sentence. If the 
highest rank is not zero, then this sentence passes over to the Named Entity Recognition sub-
module. This entire process flow is depicted in Figure 20 for the sake of simplicity. Hence, the two 
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sub-modules of the Answer Extraction task are SPARQL query generation and Named Entity 
Recognition, and both these modules will be discussed in depth in this chapter.  
 
 Answer Extraction is a sub-area of Question Answering which specifically aims at 
accurately pinpointing the exact answer in the retrieved information (Wang, 2006).  From the 
previous module, we have received relevant information in the form of a most probable tag or a 
sentence to work with. The task of the answer extraction module is to extract the correct answer 
from this information. In his study, Wang explored various answer extraction techniques 
specifically for factoid question answering systems (Wang, 2006). As the approach used for this 
system is a combination of Information Retrieval and Natural language processing techniques, 
the answer extraction techniques used here follow these concepts. SPARQL query generation 
involves generating a query in a formal language and using it to retrieve the answer, follows the 
Information Retrieval paradigm. Whereas, parsing a sentence written in natural language and 
performing operations to extract the exact answer from it follows the Natural Language 
Processing paradigm.  
 
6.1 SPARQL Query Generation 
 
 SPARQL, a recursive acronym is a query language for databases which are stored in the 
Resource Description Framework (RDF) format. It is very similar to the standard Structured 
Query Language (SQL) which is used to query databases. SPARQL is recognized as one of the 
key technologies in the development of semantic web and linked web of data. RDF triples are in 
the form of subject-object-predicate, and SPARQL provides a framework to efficiently query huge 
number of RDF triples.  
 
 As mentioned earlier, the previous module tags processing forwards the highest ranked 
tag which has the highest probability to contain the answer. As SPARQL query works for triples 
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subject-object-predicate, knowing the values of any two of these fields helps us retrieve the value 
of the third field. In this context, the subject is the Unique Resource Identifier (URI) associated 
with each page and the object is any tag, whose value is will be the predicate. For example, 
consider the question, “When was James Dean born?” Here the subject is James Dean and the 
DBpedia URI is constructed after processing the question in the first module. In the second 
module the control will go over to the tags processing sub-module. Assuming the highest ranked 
tag is dbo:birthDate, it will be the predicate. Now the system has the subject and the predicate 
and it generates a SPARQL query to get the object, which is nothing but the value of the highest 
ranked tag. This provides an answer to the asked question. Figure 21 shows the template of the 
SPARQL query generated, based on the URI and the highest ranked tag.  As mentioned in 
Chapter 3, DBpedia has provided a SPARQL endpoint for client applications to access and query 
DBpedia over the web. This system sends over the constructed queries over the SPARQL 
protocol to the endpoint and retrieves the result, which is the answer to the asked question. This 
answer is then presented to the user.  
 
Figure 21 SPARQL query generation 
 
To conclude, in this track the structural nature of the knowledge base is exploited and 
used efficiently to reach the answer. DBpedia has specific manually allocated tags pertaining to a 
particular information, which makes it structured. Hence, processing the tags and ranking them in 
terms of their relevance to the question makes this approach quicker and avoids processing the 
natural language. Implementation of this module and the retrieved results prove that the structure 
of the underlying knowledge base heavily influences the efficiency of any Question Answering 
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system and hence, a lot of research is focused solely on the development of complete and 
structured knowledge bases.  
 
6.2 Named Entity Recognition 
 
 Named Entity Recognition (NER) is a commonly used term in Natural Language 
Processing which refers to the task of labelling sequences of words in a text into some predefined 
categories like people, organizations, locations, time etc. For example consider the sentence, 
“Tim Cook is the CEO of Apple from 2011.” After performing the task for NER on this sentence 
the results will be as follows: [Tim Cook] Person is the CEO of [Apple] Organization from [2011] Time. 
Researchers identified the huge potential applications of recognizing types of these specific 
information units in the huge volume of text (Nadeau & Sekine, n.d.). Lot of NER tools and APIs 
are already in place for this task and most of them use machine learning approach for the 
development.  
  
 In this sub-module, a sentence which has the highest probability of containing the answer 
is passed over by the NER module. This module uses the concept of Named Entity Recognition 
with a combination of some simple heuristic rules to extract the exact answer from the given 
sentence. The approach for tackling this question is determined based on the interrogative word 
in the question. The interrogative or the ‘wh’ word at the start of each factoid question provides a 
lot of cues and information about the expected answer. Figure 22 shows an overview of the rules 
for tackling this problem based on the interrogative word in the question. The approach for 
tackling when, where and who question is very straightforward. As shown in the figure 22, when 
question asks for a ‘time’ or ‘date’, where question asks for ‘location’, and who question asks for a 
‘person’.  
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Figure 22 Approach for Named Entity Recognition 
 
 For example consider the when question, “When was the first Kibbutz founded?” The 
question clearly implies that it is asking for a ‘date’. Similarly, the where question “Where does 
Jennifer Capriati live?” implies that the question is looking for a ‘location’. And finally, for the who 
question, “Who is Horus’s mother?” asks for a ‘person’. The previous sub-module returns the 
most probable sentence, and after analyzing the interrogative word of the question, the particular 
entity is searched for in the sentence using NER. The WebKnox Text Processing API is used in 
the system for performing NER. Figure 23 depicts the control flow for when, where and what 
questions.  
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Figure 23 Approach for handling ‘when’, ‘where’ and ‘who questions 
 
6.2.1 Handling ‘how’ Questions 
 
 ‘How’ questions are handled differently than when, where and who questions because 
they do not give a clear indication of the expected answer types. Though the class type of the 
question gives pointers towards what the expected answer is, there are simple heuristic rules 
which do the work efficiently. After observing variety of how questions, a pattern emerged which 
implies that the Part-of-speech of the word following how can help determine the type of expected 
answer. Figure 24 depicts these rules for determining the type of answer specifically for how 
questions.  
 
 The first rule states that if the word following how in the question is an adjective, then the 
answer in most probability is a quantity, rather it is asking for some fact. For example in the 
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question, “How many seats are in a cabin of Concorde?”, how is followed by ‘many’ which is an 
adjective. This question clearly expects a number as answer. Another example can be “How long 
one has to study to be a Rhodes Scholar?” or “How many battles did the USS Constitution win?”. 
So, it can be concluded that a how followed by an adjective expects a factual answer and the 
answer is typically a quantity.  
 
Figure 24 Rules for handling ‘how’ questions 
 
 The second rule states that if the how question is followed by a verb, then the question 
expects a description as an answer. For example, “How did James Dean die?” or “How are 
rainbows formed?” These kind of questions expect a brief description in the form of answer. 
Currently, the system only answers factual questions, and description based or long answer 
questions are not handled.  
 
6.2.2 Handling ‘what’ questions 
 
 Questions beginning with what are the most challenging ones to handle as they can be 
the most ambiguous. The questions with what need to have a classifier to understand what kind 
of answer the question is expecting. Hence, for the what questions the output given by the python 
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factoid question classifier and the highest ranked sentence are used for answer extraction. The 
rules for handling what questions based on each coarse question type is shown in Figure 25.  
 
Figure 25 Rules for handling ‘what’ questions 
 
As shown in Figure 25, the rules for handling what questions are based on the question 
type returned by the Python factoid question classifier (Li & Roth, 2006). And based on the 
question class type, the corresponding entity is searched using Named Entity Recognition. Most 
of the cases are handled correctly using the coarse classification of classes, whereas in some 
classes the finer classification needs to be taken into consideration. The first rules states that if 
the coarse class type of the question is ‘abbreviation’ then corresponding entity is searched for in 
the sentence using NER. If the coarse type of the question is a ‘description’, the answer is a long 
answer description question and is currently out of scope of the system. The third rule is a bit 
more branched out. If the coarse type of the question is ‘entity’, then the finer class for the entity 
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decides the type of NER to be searched in the sentence. The finer classes of the entity class and 
the corresponding rules are explained in Figure 26. Hence, if the coarse class type of the ‘entity’, 
the finer class is checked and its corresponding entity is searched in the sentence.  
 
 
Figure 26 ‘entity’ class types 
 
 Similar approach is used if the coarse class of the question is ‘numeric’. The numeric 
finer class types are depicted in Figure 27. The rules for coarse type ‘human’ and ‘location’ are 
very straightforward. A ‘person’ and ‘location’ entity are searched for in the sentence respectively.  
 
   
54	
	 	
 
Figure 27 ‘numeric’ class types 
 
To conclude, the previous three chapters explain the three main modules of the system 
which are, tags processing, knowledge base processing and answer extraction. The next chapter 
will depict some example questions and explain the entire flow and steps followed by the system 
to reach the final answer in detail.  
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CHAPTER 7 
EXAMPLES & DEVELOPMENT OF THE WEB APPLICATION 
 
In the previous three chapters, the entire process flow of the system was explained. This 
chapter explains some sample example questions, and explains how each question is processed 
by the system to reach to the final answer. Also, it mainly focusses on the development process 
of the web application is described in detail.  
 
7.1 Examples 
 
Figure 28 shows the screenshot for the examples question “Where is its headquarters?” 
Here, the target subject in question is “AARP”. The user selects the subject and the question from 
the User Interface (UI). The information is passed over to the first module which is, question 
processing. Here, the question is parsed and its POS tags and Stanford Universal dependencies 
are retrieved. Also, the question is classified and its corresponding question class type is 
retrieved. All this information is passed over to the knowledge base processing module. This 
module first transfers control to the tags processing submodule. Here, the subject “AARP” is used 
to access the particular DBpedia page, and then all the corresponding tags are retrieved by the 
means of the JSON interface. Once all the tags are retrieved, they are classified and the tags 
matching the class of question are taken ahead for further processing. These tags are then 
ranked using the ranking algorithm discussed in Chapter 5. Here, the highest ranked tag is 
dbp:headquarters, with the common noun and the stem of common noun matching with the tag. 
As the highest ranked tag is greater than 0, the tag is passed over to the SPARQL query 
generation sub-module of the answer extraction module. Figure 29 shows the control flow of the 
above explained example. Similar examples of questions answered by the tags processing are 
shown in Figure 30 and Figure 31.  
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Figure 28 Example 1 screenshot 
 
 
Figure 29 Example 1 Control flow  
57	
	 	
 
Figure 30 Example 2 screenshot 
 
Figure 31 Example 31 screenshot  
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Figure 32 shows the example of a question answered by the abstract parsing track.  
 
 
Figure 32 Example 4 screenshot 
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In this example shown in Figure the question is, “Who is the lead singer/musician in 
Nirvana?” and the target subject is “the band Nirvana”. Here, the first step is the same as done for 
the previous examples. The question is parsed and classified and the tags are retrieved from the 
DBpedia page. After that, even the tags are classified and the tags matching the question class 
are ranked. In this case, the ranks of all the tags are zero and it implies that none of the tags have 
the features which match the question. Hence, the control flow passes over to the abstract 
parsing module. Now, as the question is a ‘who’ question, the type entity to be searched is 
‘human’. The abstract is retrieved from the DBpedia page via a SPARQL query, and each 
sentence from the abstract is parsed and ranked. The highest ranked sentence in this particular 
case is, “Nirvana was an American rock band that was formed by singer/guitarist Kurt Cobain and 
bassist Krist Novoselic in Aberbeen, Washington in 1987.” This sentence is then given to the 
NER to find ‘person’ entities in the sentence. Here, there are two person entities and hence the 
distinction between the two is done using the common noun associated with the entity. The 
common noun and adjective associated with any particular entity is given the Stanford Universal 
dependencies. Hence, the extracted answer is “Kurt Cobain.” 
 
7.2 Development of the Web Application 
 
 The system is developed as a stand-alone web application which is hosted on the 
Apache Tomcat Server local server. This web application has a Java backend. The User 
Interface is designed using HTML and JavaScript. The Factoid Question classifier (Li & Roth, 
2006) is developed in Python. The Java backend communicates with the question classifier giving 
it arguments and executing it on the command line. Apache Jena framework is used to query the 
DBpedia from the Java backend.  
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CHAPTER 8 
RESULTS AND ANALYSIS 
 
 The previous chapters describe the detailed working of the presented system as well as 
examples. This chapter discusses the results, analysis and conclusion of the work presented so 
far. Future work and enhancements to the system are also discussed later in the chapter.  
 
8.1 Results 
 
The presented Question Answering system is evaluated on the TREC 2004 dataset 
(Voorhees, 2004). The objective of the TREC question answering track is to encourage research 
in developing question answering systems (Vorhees & Tice, 1999). TREC question datasets 
usually contain fact-based and short-answer questions. The TREC 2004 dataset consists of a 
series of questions based on one particular target, where the target can be a person, an 
organization or a thing. Each question in the series asks for more information about the target. 
The order in which the questions are asked to the system is very important, as the target and the 
previous questions provide a context to the current question. The dataset was designed from the 
perspective of the questioner being an English speaking adult, and an average reader trying to 
find more information about a term he/she encountered while reading. The final TREC 2004 
questions dataset consists of 65 targets, out of which 23 are people, 25 are organizations and 17 
are things. The TREC 2004 series contains a total of 286 factoid questions (Voorhees, 2004). 
Figure 38 depicts sample questions series from the TREC 2004 dataset in which series 3 has a 
thing for a target, series 21 has an organization and series 22 has a person for a target 
(Voorhees, 2004). All these questions and the associated target are encoded in an XML 
document. The system was tested against all the questions present in the TREC 2004 questions 
dataset. The results in terms of accuracy is presented in Table 3 and 4.  
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Figure 33 Sample Question series from TREC 2004 dataset (Voorhees, 2004) 
 
 
Figure 34 Results  
 
 Figure 34 depicts the overall accuracy and the results of the system evaluated on the 
entire TREC 2004 dataset. It depicts the breakdown of the questions answered correctly and 
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incorrectly by each module of the system. Table 3 provides a breakdown of the questions 
answered incorrectly by the system.  
 
Table 3 Breakdown of questions not handled by the system 
 
Table 4 depicts the number of questions answered correctly or incorrectly by the two 
tracks used in the development of the system viz. tags processing and abstract parsing.  
 
 
Table 4 Accuracy of tags processing v/s abstract parsing 
 
8.2 Analysis 
 
The previous chapter discussed the sample examples handled by the system and the 
results in terms of accuracy. Table 4 also shows the number of questions answered by each 
module i.e. tags processing and abstract parsing. In order to analyze the results obtained, the 
research questions posed in Chapter 1 need to be answered. The answers to these questions 
reflect the analysis and final conclusion of this research. The first research question was, “Does 
having a structured knowledge base aid in developing a question answering system?” From this 
entire research and development of the prototype system, it can be concluded that having a 
structured knowledge base definitely aids in the development of any question answering system. 
Having a structured or even a semi-structured knowledge base eases the process of retrieval of 
data. It provides cues or hints for the possible location of the answer, and hence saves a lot of 
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processing time which would otherwise take a long time. It eliminates the process of finding the 
area or location where the answer might be present, and narrows down the search field just to the 
particular location or paragraph.  
 
The second research question focusses on the method used for structuring the 
knowledge resource. There are various ways in which the knowledge base can be structured and 
‘annotations’ is one of the most popular technique. The research question states, “Does the 
format of the annotations matter while using a structured knowledge resource?” After this 
research, it can be stated that the format of the annotations does matter while structuring the 
knowledge resource. In DBpedia, the tags or the annotations are manual and done by different 
individuals. As every individual has a different way of making up annotations, they are not very 
uniform and are sometimes ambiguous. Hence, the annotations which follow a particular format 
or structure and are standard across the entire knowledge base will be more helpful than 
manually written annotations.  
 
8.3 Conclusion 
 
 In conclusion, as the amount of information on the web goes on increasing, the need of 
extracting required and exact data from this plethora of information will become paramount. And, 
Question Answering systems are the efforts made in that direction. The past decade has seen a 
lot of focus of creating structured knowledge bases for specific information. Also, lot of research is 
also directed towards Natural Language Processing and Machine Learning, to make computers 
understand and process natural language and learn. Hence, Question Answering systems can be 
seen as a combination of fields of Information Retrieval as well as Natural Language Processing. 
Another conclusion from this research can be that the success of any Question Answering 
system is dependent on the underlying knowledge resource and hence, having a structured and 
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annotated knowledge resource greatly aids in the process of development, as well as enhances 
the performance of the system.  
 
8.4 Future Work 
 
This system uses different approaches and modules to develop a Question Answering 
system. There are various enhancements that can be made to each of the modules and 
techniques. Currently, the system depends on getting the target subject and the question from the 
User Interface. The UI is populated from the encoded XML document of the TREC 2004 dataset. 
Hence, currently the system is able to answer questions present only in the TREC 2004 dataset. 
The system can be made more generalized by adding a text box which will enable the user to 
input their own question. As the approach depends on using the ‘target’ subject to access the 
particular DBpedia page, another routine can be incorporated by using Stanford Dependency 
parser, to extract the ‘focus’ or the ‘target’ subject in the question.  
 
A minor limitation of the system is its dependency on the python factoid Question 
Classifier (Li & Roth, 2006). The first module in the system is question classification, and it uses 
the above mentioned classifier. Among the questions not being answered correctly by the 
system, around 20% are because of incorrect classification by the factoid question classifier. 
Hence, further enhancement could be a better trained question classifier and also a more fine 
grained classification. Also, adding semantic role labelling module while parsing the question can 
be more helpful. Semantic role labelling, also known as shallow semantic parsing, is a task which 
involves detecting semantic arguments associated with a verb or a predicate and then assigning 
them specific roles. Semantic role labelling aims at reducing ambiguity and giving a formal and 
standard representation of different sentences which mean the same thing. Another reason for 
some of the incorrect answers is that DBpedia is not a complete knowledge resource. This can be 
covered up by incorporating or querying other structured knowledge resources available online 
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like YAGO (Suchanek, Kasneci, & Weikum, 2007) or NELL (Mitchell et al., n.d.). Hence, the 
system can query these knowledge bases for those questions whose answers are not present in 
DBpedia. Also, incorporation of semantic parsing tools like word2vec will help in the abstract 
parsing module, because the semantic parsing gives a better understanding of the language as 
compared to syntactic parsing.  
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