Traditionally, the equation for the conservation of energy used in atmospheric models is based on potential temperature and is used in place of the total energy conservation. This paper compares the application of the two equations sets for both the Euler and the NavierStokes solutions using several benchmark test cases. A high-resolution wave-propagation method which accurately takes into account the source term due to gravity is used for computing the nonhydrostatic atmospheric flows. It is demonstrated that there is little to no difference between the results obtained using the two different equation sets for Euler as well as Navier-Stokes solutions.
I. Introduction
on Helmholtz introduced the concept of potential temperature in 1888 and termed it waermegehalt (Bauer 1908) , which translates into "heat(warmth) content". According to von Helmholtz's definition, waermegehalt was the heat of an air mass measured in terms of absolute temperature, if that air mass were to be brought to reference temperature and pressure by an adiabatic process. Von Bezold suggested that the proposed quantity should be named potential temperature which was more descriptive and accurate (Bauer 1908) . Traditionally, the atmospheric flow models have replaced the conservation of total energy equation in the Euler and Navier-Stokes equations with the conservation of potential temperature. An early use of this equation set can be found, for example, in Lilly (1962) . The early operational meso-and micro-scale models such as the Regional Atmospheric Modeling System (RAMS) developed by Pielke et al. (1993) , Mesoscale Model 5 (MM5) developed by Dudhia et al. (1993) , the Naval Research Laboratory's Coupled Ocean/Atmosphere Mesoscale Prediction System (COAMPS) by Hodur (1997) , and the Advanced Regional Prediction System (ARPS) by Xue et al. (2000) used potential temperature in the energy conservation equation. The current operational models also use potential temperature conservation instead of total energy conservation. These include the Operational Multiscale Environment model with Grid Adaptivity (OMEGA) model (Bacon et al. 2000) , the Weather Research and Forecast (WRF) model developed at the National Center for Atmospheric Research by Klemp et al. (2000) , and the Consortium for Small Scale Modeling (COSMO) model (Baldauf et al. 2011) .
The conservation of total energy equation has rarely been used for atmospheric flow simulations. Some exceptions are, Klassen et al. (2003) who have studied gravity wave formation over mountains, and the simulations of wave generation in the mesosphere by Snively and Pasko (2003) . While comparisons between different flow models that use potential temperature as conservation of energy have been conducted in the past (e.g., Straka et al. 1993) , the number of studies that compare the compressible equation set (conservation of energy in terms of total energy) with the approximation used in atmospheric modeling (potential temperature conservation) have been limited. Ahmad et al. (2007) compared the two equation sets (viscous terms were not included and only Euler solutions were considered) and found the results from the two models to be comparable. The numerical techniques used in that study however, were different for the two equation sets. Giraldo and Restelli (2008) conducted a comprehensive study in which they compared three different formulations for both the Euler and the Navier-Stokes equations. They found that the results of the two different forms of compressible equations sets (conservation of total energy vs. conservation of potential temperature) were almost identical. Giraldo and Restelli (2008) pointed out that the true viscous stresses are accounted for when using the conservation of total energy equation. Ahmad (2009) conducted a quantitative analysis of mass and energy conservation properties of the two models and found little to no difference between the two (only Euler solutions were considered). In the current study, the two equation sets are further evaluated and compared using different benchmark test cases. Giraldo and Restelli (2008) used the perturbation form of equations in their study, * Research Aerospace Engineer, NASA, Hampton, Virginia. Senior Member, AIAA. V https://ntrs.nasa.gov/search.jsp?R=20160010017 2019-05-25T10:13:46+00:00Z
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II. Governing Equations
The basic equations governing fluid flow comprise a set of partial differential equations for the conservation of mass, momentum, and energy. An equation of state is needed to close the system:
where U is vector of conserved variables, F and G are the flux vectors, and  is the source term due to gravity. Fv and Gv are the viscous flux vectors. S represents the heat sinks and sources due to microphysical processes and atmospheric radiative transfer. In this study the atmosphere is assumed to be dry and therefore the source term S in Eq. (1) 
where
In Eq. (3),  is the density of fluid, u is the velocity component in the x-direction, w is the velocity component in the z-direction and p is the pressure. E is the total energy per unit volume:
where ) ( 2 1 2 2 w u  is the specific kinetic energy and e is the specific internal energy given by an equation of state.
For an ideal gas:
In the above relations,  is the ratio of specific heats and g is the acceleration due to gravity acting in the vertical (z-axis) direction. Eq. (3)-(5) are rarely used for atmospheric flow computations. Some exceptions include, Klassen et al. (2003) , Snively and Pasko (2003) , Ahmad et al. (2007) , and Giraldo and Restelli (2008) . 
C0 in Eq. (7) is a constant given by:
In the above relations, Rd is the gas constant for dry air. Cp and Cv are the specific heats of air at constant pressure and volume respectively. p0 is the reference base-state pressure. The conservation laws given in Eq. (6)- (8) are hyperbolic (Ahmad et al. 2005; Ahmad and Lindeman 2007) . The primitive variable transformation of Eq. (6)- (8) was derived and found to be identical to the transformation for the total energy conservation equations (Appendix A). This result implies that for smooth solutions, the two models should give identical results.
The viscous terms, however are treated differently in the two models. In the total energy equation set, the viscous fluxes, Fv and Gv are given by:
In Eq. (9)  is the dynamic viscosity, T is temperature, and Pr is the Prandtl number. The viscous shear stress tensor, ij is given by: (10)
The viscous terms in the potential temperature based equation set are given by,
Please note that the conservation of energy equation in terms of potential temperature does not take into account the complete viscous stresses. This was first pointed out by Giraldo and Restelli (2008) .
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III. Numerical Scheme
The Euler equations (2)-(8) in one dimension can be written in the discrete form as:
where U is the vector of conserved quantities, F is the vector of inter-cell fluxes calculated at the control surfaces of each control volume using either an exact or approximate Riemann solver. t and x are the time step and mesh resolution in x-direction respectively. LeVeque (2002) and Bale et al. (2002) suggest using a flux-based wave decomposition, in which the flux differences ) ( ) (
are written directly as a linear combination of the right
The vectors
are called f-waves and contain flux increments rather than increments in U.
is the matrix of right eigenvectors. g    , is the source term due to gravity. Eq. (12) can now be re-written as: 
and, p Z is the limited value of p Z . Given the f-waves and the wave speeds, the flux differences can be computed by summing up the left and right going waves across a cell interface. In the above relations the sweep in x-direction is implied. Similar methodology can be used for computations in the z-direction with the addition of source term due to gravity. The quantities on cell faces are calculated by taking the average of cell-centered quantities on the either side American Institute of Aeronautics and Astronautics 5 of the face. The development of the f-waves solver for the atmospheric flows given by Eq. (6)-(8) is described in detail by Ahmad and Lindeman (2007) .
IV. Results
In this section, the two equation sets are compared with the help of several benchmark cases used for the validation of Euler and Navier-Stokes equations -(1) Rayleigh-Taylor instability (Almgren et al. 2010); (2) non-hydrostatic inertia-gravity waves Ahmad and Lindeman 2007) ; (3) descent of a vortex pair in neutral atmosphere; and (4) merger of a co-rotating vortex pair (Brandt and Nomura 2007) . The first three cases are solutions of the Euler equations, whereas the fourth case (the vortex pair merger) is a solution of the Navier-Stokes equations. All simulations are for two-dimensional cases.
A. Rayleigh-Taylor Instability
Simulation of the Rayleigh-Taylor instability has been described previously in several publications (Almgren et al. 2010; Liska and Wendroff 2003; Li et al. 1996) . The computational domain in this case was defined by ]
The mesh had a resolution of x = z = 0.00195m (256 x 512 cells). Periodic boundary conditions were used in the lateral, and the top and bottom boundaries were set to solid walls. The initial horizontal and vertical velocities were set to zero. The density was set to 1 = 1kg/m 3 in the lower half of the domain and 2 = 2kg/m 3 in the upper half of the domain. Pressure was initialized using the hydrostatic equation:
where p0 is the reference pressure and was set to 5Pa. The acceleration due to gravity, g was set to 1m/s 2 . Lz = 1m is the height of the computational domain. A single-mode perturbation was introduced in density at the interface of heavier and lighter fluids:
In Eq. (21), Lx = 0.5m is the width of the computational domain. The tanh function in Eq. (20) is used to smooth the density profile at the interface (Almgren et al. 2010) . The time evolution of the instability computed by the two models is shown in Figure 1 . The two simulations are similar with the total energy solution showing a slight loss of symmetry at the tip of the heavier fluid at time = 2.5s.
B. Non-hydrostatic Inertia-Gravity Waves
The simulation of non-hydrostatic inertia-gravity waves ( . The waves were excited by introducing a potential temperature perturbation given by: K. The height H of the domain was 10km, and the perturbation half width was a = 5km. The perturbation in potential temperature was initialized at xc = Lx/3, where, Lx is the width of the domain (300km). A uniform horizontal velocity of 20m/s was imposed in the domain and the vertical velocity was set to zero.
Figures 2-3 show the potential temperature perturbation at time = 3000s using the conservation of total energy equation and conservation of potential temperature respectively. No differences were observed between the two models. A comparison of the potential temperature perturbation profile along the domain centerline (z = 5km) for the two equation sets is shown in Figure 4 . 
C. Vortex Pair Descent in Neutral Atmosphere
Aircraft generate trailing wake vortices as a direct consequence of lift, which merge into a paired system of counter-rotating vortices. The vortex pair descent due to mutual induction and its decay under varying conditions of atmospheric stratification and stability has been a subject of extensive research for several decades (Credeur and Perry 1997; Proctor 1998; Gerz et al. 2002) . In this section simulations of vortex pair descent generated by a Boeing 747-400 are described. 
where, v is the tangential velocity, rc = 4.5m is the vortex core radius (v is maximum at r = rc), 0 is the initial vortex circulation (0 = 565m 2 /s for a B747-400 was used in this simulation), and r is the distance from the vortex center
The tangential velocity in Eq. (23) can be converted to Cartesian velocities using the following relations:
where sign is used to define the direction of vortex rotation, positive for clockwise and negative for the counterclockwise direction. The background atmospheric stability was set to zero (the Brunt-Väisälä frequency, N = 0). Open/farfield boundary conditions were used in the lateral and at the top. The bottom boundary was set to solid wall. A comparison of vertical and tangential velocity profiles of the vortex pair at z = 95.5m and time = 120s, from the two models is shown in Figure 5 . The velocity fields obtained from the two equation sets are almost identical.
Figures 6-8 show the comparison of computed pressure perturbation, and velocity fields obtained from the two models at time = 120s. Small differences were observed in the pressure perturbation field with the total energy equation set showing a slightly larger pressure minima. 
D. Vortex Merger
The simulation of vortex merger based on Brandt and Nomura (2007) (Burnham and Hallock 1982) with the same rotation direction. Please note that Brandt and Nomura (2007) used a Lamb-Oseen model for their initialization. The vortex pair separation distance was set to 50m. A circulation Reynolds number, Re of 5000 was used in the simulation and the Prandtl number was set to 1.
A comparison of the pressure perturbation and tangential velocity at z = 600m and time = 124s, from the two models is shown in Figure 9 . At this time both vortices have merged into one vortex. The comparison shows that the results obtained from the two equation sets are identical.
Figures 10-13 show the evolution of vortex merger computed by the two models at different times. At 20s into the simulation the two vortices are rotated by 90 degrees as they move around each other ( Figure 10 ). As the vortices rotate around each other their cores move inwards, eventually merging into a single vortex (Figure 11-13 ). 
V. Summary
Euler and Navier-Stokes solutions obtained from two different equations sets were compared for atmospheric flow simulations at different temporal and spatial scales using several benchmark cases. Simulations showed that the two equation sets gave similar results for most cases and almost identical results in some cases. The computational cost of the two models was also similar. The primitive variable transformation of potential temperature equation set was derived and found to be identical to the transformation for the total energy conservation equations. This result implies that for smooth solutions the two models should give identical results.
Although the viscous terms are treated differently in the two equation sets, the differences between the two solutions for the vortex merger cases were found to be negligible. Similar results were also obtained by Giraldo and Restelli (2008) for the density current test case. It is suggested that the use of total energy conservation equation set for atmospheric flow applications should be further explored.
Appendix A
One-dimensional homogeneous Euler equations in conservative form are written as: 
