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HOCHSCHILD DIMENSIONS OF TILTING OBJECTS
MATTHEW BALLARD AND DAVID FAVERO
Abstract. We give a new upper bound for the generation time of a tilting object and use it to verify, in
some new cases, a conjecture of Orlov on the Rouquier dimension of the derived category of coherent sheaves
on a smooth variety.
1. Introduction
In [Rou08], R. Rouquier introduced a notion of dimension for triangulated categories. Roughly, the
Rouquier dimension is the infimum over all generators of the minimal number of triangles it takes to build
the category from a generator.
Under some mild hypotheses on a variety, X , Rouquier also showed that the Rouquier dimension of
Dbcoh(X) is finite, bounded below by the dimension of the variety, and, for a smooth variety, bounded above
by twice the dimension of the variety.
The following conjecture is due to D. Orlov [Orl08]:
Conjecture 1. Let X be a smooth variety. The Rouquier dimension of Dbcoh(X) equals the dimension of
X.
In [Rou08], Rouquier showed that Conjecture 1 is true for affine varieties, flag varieties (of type A), and
quadrics. Recently, Orlov proved that this conjecture is true for curves [Orl08].
In this paper, we will study the case where X is a smooth variety whose derived category of coherent
sheaves possesses a tilting object, T . We give a new upper bound on the number of cones needed to build
all of Dbcoh(X) from T . Recall that the Hochschild dimension of a k-algebra, A, is the projective dimension
of A as an A⊗k Aop-module. ωX denotes the canonical bundle of X .
Theorem 1. Let i0 be the largest i for which HomX(T, T ⊗OX ω
∨
X [i]) is nonzero. The Hochschild dimension
of EndX(T ) is equal to dim(X) + i0. If i0 is zero, then the Hochschild dimension of EndX(T ), the Rouquier
dimension of Dbcoh(X), and the dimension of X are all equal.
Applying Theorem 1 to examples of varieties (and stacks) known to possess tilting objects, we are able
to enlarge the set of varieties for which Conjecture 1 is true. Below we list a handful of examples.
Corollary 1. Assume that char(k) is zero and that k is algebraically-closed. Conjecture 1 holds for:
• del Pezzo surfaces with rk Pic(X) ≤ 7;
• Fano threefolds of types V5 and V22;
• toric surfaces with nef anti-canonical divisor;
• toric Deligne-Mumford stacks of dimension no more than two or Picard number no more than two
(k = C);
• and Hirzebruch surfaces.
The case of Hirzebruch surfaces is of particular interest. Using Theorem 1, we show that, for most
Hirzebruch surfaces, it takes three cones for any tilting bundle to generate the derived category. However,
there is an essentially surjective functor from a weighted projective stack to the Hirzebruch surface. The
image of a tilting bundle from the weighted projective stack gives a generator which needs only two cones
to build any object.
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2. Preliminaries
In this section, we recall some of the necessary background and gather the results which will be of
importance to us later on. We always work over a base field which we denote by k. For now, we place no
restrictions on k. A variety will refer to a seperated, reduced, and irreducible scheme of finite type over
k. On a smooth variety, X , we write ωX for the canonical bundle and K for the corresponding divisor. In
the categories under investigation in this paper, direct sums are coproducts. Consequently, we will denote
coproducts by ⊕.
2.1. Dimension of a triangulated category. Let T be a triangulated category. Recall that an object,
Y , is called a summand of X if there is another object, Z, and an isomorphism, Y ⊕ Z ∼= X . For a
subcategory, I, of T we denote by 〈I〉 the full subcategory of T whose objects are isomorphic to summands
of finite coproducts of shifts of objects in I. In other words, 〈I〉 is the smallest full subcategory containing
I and closed under isomorphisms, shifting, and taking finite direct coproducts and summands. For two
full subcategories, I1 and I2, we denote by I1 ∗ I2 the full subcategory of objects, B, such that there is a
distinguished triangle, B1 → B → B2 → B1[1], with Bi ∈ Ii. Set I1 ⋄ I2 := 〈I1 ∗ I2〉, 〈I〉0 := 〈I〉, and
inductively define,
〈I〉n := 〈I〉n−1 ⋄ 〈I〉.
Similarly we define,
〈I〉∞ :=
⋃
n≥0
〈I〉n.
〈I〉∞ is the smallest thick subcategory of T containing I.
The operation, ⋄, on subcategories arose in [BV03]. The following is Lemma 2.1.1 of loc. cit.
Lemma 2.1. 〈I〉n ⋄ 〈I〉m = 〈I〉n+m+1.
The reader is warned that, in loc. cit. and other previous papers, 〈I〉0 := 0 and 〈I〉1 := 〈I〉. This
previous indexing, has the advantage that the above formula becomes 〈I〉n ⋄ 〈I〉m = 〈I〉m+n. However,
with our convention, the index equals the number of cones allowed and will often be equal to other familiar
invariants.
We will also require a slight variation which allows for infinite coproducts. Let I denote the smallest full
subcategory of T closed under isomorphisms, shifts, summands, and all coproducts.
Definition 2.2. Let E be an object of a triangulated category T . If there is an n with 〈E〉n = T , we set,
U(E) := min {n ≥ 0 | 〈E〉n = T }.
Otherwise, we set U(E) := ∞. We call U(E) the generation time of E. If 〈E〉∞ equals T , we say that
E is a generator. If U(E) is finite, we say that E is a strong generator. The Rouquier dimension of
T , denoted dim T , is the minimal generation time amongst strong generators. It is set to ∞ if there are no
strong generators.
Remark 2.3. One can also form an invariant that captures all of the information described in Definition
2.2. The Orlov spectrum of T is the list of all generation times of strong generators of T . Many open
questions about the Orlov spectra of derived categories of coherent sheaves on smooth varieties exist, but,
already, there are hints about deep ties to the geometry of the underlying variety, see [BFK10].
Let F : T → R be an exact functor between triangulated categories. If every object in R is isomorphic
to a summand of an object in the essential image of F , we say that F is dense, or has dense image. We give
a few simple but useful lemmas.
Lemma 2.4. Let G be an object of T . If B ∈ 〈G〉n, then F (B) ∈ 〈F (G)〉n. Moreover, if F commutes with
coproducts and B ∈ 〈G〉n, then F (B) ∈ 〈F (G)〉n.
Proof. Any exact functor commutes with finite coproducts and takes exact triangles to exact triangles so
F (〈G〉n) ⊂ 〈F (G)〉n. To get the identity, F
(
〈G〉n
)
⊂ 〈F (G)〉n, we need to assume that F commutes with
all coproducts. 
Lemma 2.5. If F : T → R has dense image, then dim T ≥ dim R.
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Proof. If G is a generator of T with minimal generation time t, then T = 〈G〉t. We apply F and use
Lemma 2.4 to get F (T ) ⊂ 〈F (G)〉t. Since every object of R is a summand of an object F (T ), we see that
R = 〈F (G)〉t. Thus, dimR ≤ t. 
Lemma 2.6. If T is a triangulated category with finite Rouquier dimension, then any generator is a strong
generator.
Proof. Let X be a generator of T . As T is finite Rouquier dimensional, there exists a strong generator, G,
with 〈G〉n = T . Since X generates, G ∈ 〈X〉t for some t. Hence 〈X〉(n+1)(t+1)−1 = T by Lemma 2.1. 
Let k be a field and A be a k-algebra. An A-module, M , is coherent if it is finitely-generated and the
kernel of any map from a finite rank free module to M is finitely-generated. Recall that coherent A-modules
form an abelian category.
We will consider the following derived categories associated to A: D(Mod-A), the derived category of un-
bounded complexes of right A-modules; Db(mod-A), the derived category of bounded complexes of coherent
right A-modules; and Dperf(A), the perfect derived category of right A-modules. Recall that Dperf(A) is the
smallest thick triangulated subcategory generated by the free module A in D(Mod-A), i.e. Dperf(A) ∼= 〈A〉∞.
Let X be a variety over k. We denote by Dqcoh(X) the derived category of quasi-coherent sheaves on X ,
and by Dbcoh(X) the bounded derived category of coherent sheaves on X . Recall that a complex in Dqcoh(X)
is called perfect if it locally, in the Zariski topology, is quasi-isomorphic to a bounded complex of locally-free
coherent sheaves. We denote by Dperf(X) the full subcategory of perfect complexes.
In each of these cases, we have compactly-generated triagulated categories, D(Mod-A) and Dqcoh(X),
where the compact objects are exactly the objects of Dperf(A) and Dperf(X). See [Nee96] for the definitions
of compact objects and compactly-generated triangulated categories and, Theorem 2.1 in particular, for
a proof that the categories of perfect objects and compact objects coincide in these examples. Note that
requiring that Dperf(A) is a subcategory of D
b(mod-A) is equivalent to requiring that A itself is coherent.
As X is assumed to be of finite-type over k, Dperf(X) is a subcategory of D
b
coh(X).
In algebraic and geometric situations, the Rouquier dimension of a triangulated category is related to
common homological invariants, e.g. the global dimension and the Hochschild dimension of a k-algebra.
For the convenience of the reader, we now recall the definition of the Hochschild dimension and the global
dimension of a k-algebra.
Definition 2.7. Let A be a k-algebra. The Hochschild dimension of A, denoted hd(A), is the projective
dimension of A as an A⊗kAop-module. The global dimension of A, denoted by gldim(A), is the supremum
over all right A-modules, M , of the projective dimension of M .
To compress notation, we set Ae := A⊗kAop. The categories of left or right Ae-modules are equivalent to
the category of A-bimodules. The vector space A ⊗k A has many Ae-module structures. We shall consider
it as an Ae-module via the outer bimodule structure, i.e. left multiplication on the first copy of A and right
multiplication on the second copy of A. With this bimodule structure, A⊗k A and Ae are isomorphic as left
Ae-modules. Similarly, A is always taken to have the natural bimodule structure given by left multiplication
on the left and right multiplication on the right. If A is a perfect Ae-module, the Hochschild dimension of
A can be understood as follows:
Lemma 2.8. Assume A is a perfect Ae-module. The Hochschild dimension of A is equal to the minimal m
for which A ∈ 〈Ae〉m in D(Ae-Mod).
Proof. Since A is a perfect Ae-module, we may take a minimal n such that A lies in 〈Ae〉n and denote this
by d. Any element of ExtlAe(A,M) is represented by an exact sequence,
0→M →Ml−1 → · · · →M0 → A→ 0.
If we let Ki be the kernel of the map, Mi →Mi−1, with i > 0 and K0 = A, we get a short exact sequences,
0→ Ki →Mi → Ki−1 → 0,
providing maps Ki−1 → Ki[1] in D(Mod-A). The composition of morphisms,
A→ K1[1]→ · · · → Kl−1[l− 1]→M [l],
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is the original element of ExtlAe(A,M). As the induced natural transformation,
HomA(•,Ki−1)→ HomA(•,Ki[1]),
vanishes on 〈Ae〉0, Lemma 4.11 of [Rou08] says that the natural transformation,
HomAe(•, A)→ HomAe(•,M [l]),
resulting from the composition, vanishes on 〈Ae〉l−1. If l ≥ d + 1, as A ∈ 〈Ae〉d, we see that Ext
l
Ae(A, •) is
identically zero. Thus, hd(A) ≤ d. In particular the Hochschild dimension is finite.
On the other hand, by taking a projective resolution we see that A ∈ 〈Ae〉hd(A). Recall that Proposition
2.2.4 of [BV03] states that, if X and Y are compact objects in a triangulated category and X ∈ 〈Y 〉s, then
X ∈ 〈Y 〉s. As A and Ae are perfect, they are compact. It follows that A ∈ 〈Ae〉hd(A). Hence d ≤ hd(A). 
Lemma 2.9. The generation time of A, in Dperf(A), is bounded above by the Hochschild dimension of A.
In particular, the Rouquier dimension of Dperf(A) does not exceed the Hochschild dimension of A.
Proof. The statement is vacuous if hd(A) = ∞ so we assume that hd(A) is finite. Thus, one has A ∈
〈Ae〉hd(A). Taking M ∈ Dperf(A), and applying the exact functor, M
L
⊗A • : D(Mod-Ae) → D(Mod-A),
Lemma 2.4 tells us that,
M ∼=M
L
⊗A A ∈ 〈M
L
⊗A Ae〉hd(A) = 〈M ⊗k A〉hd(A) = 〈A〉hd(A).
The final equality holds as M ⊗k A is a, possibly infinite, coproduct of copies of A. Applying Proposition
2.2.4 of loc. cit., we conclude that M lies in 〈A〉hd(A). Thus, U(A) ≤ hd(A).
As the Rouquier dimension of the minimum of generation times of strong generators of Dperf(A), it is also
bounded above by the Hochschild dimension of A. 
We will use the following lemma to compute the Hochschild dimension:
Lemma 2.10. Assume that A is a perfect Ae-module. The Hochschild dimension of A is the maximal i for
which ExtiAe(A,A
e) is nonzero.
Proof. We have seen that A has finite Hochschild dimension. Take a resolution of A by projectiveAe-modules:
0→ Pn → Pn−1 → · · · → P0 → A→ 0.
Let i0 be the maximal i so that Ext
i
Ae(A,A
e) is nonzero. It is clear that i0 must be less than or equal to n.
If i0 is strictly less than n, then Ext
n
Ae(A,P ) is zero for any projective module P . Thus, the map Pn → Pn−1
must split allowing us to shorten the projective resolution. 
H. Krause and D. Kussin, using a construction due to J. D. Christensen, prove the following (see Propo-
sition 2.6 of [KK06], the lower bound is Lemma 7.13 of [Rou08]):
Theorem 2.11. Let A be a right-coherent k-algebra and view it as an object of Db(mod-A). The generation
time of A is the global dimension of A.
Remark 2.12. In [Rou08], Rouquier proved Theorem 2.11 in the cases that A is finite-dimensional over k
or A is a commutative, local, and Noetherian k-algebra.
In a special case of importance to us, we have equality of global and Hochschild dimensions. The following
lemma is Proposition 7.4 of [Rou08]:
Lemma 2.13. If A is a finite-dimensional algebra over a perfect field k, then the Hochschild dimension of
A equals the global dimension of A.
Corollary 2.14. If A is a finite-dimensional algebra over a perfect field, the Hochschild dimension, the
global dimension, and the generation time of A are equal.
For a variety (or an algebraic stack), we propose the following definition which is a weaker analogue of
the Hochschild dimension. Recall that the Ku¨nneth (or exterior) product of an element G ∈ Dqcoh(X) and
an element H ∈ Dqcoh(Y ) is p∗1G
L
⊗OX×Y p
∗
2H ∈ Dqcoh(X × Y ), where p1 : X × Y → X and p2 : X × Y → Y
are the projections. We denote p∗1G
L
⊗OX×Y p
∗
2H by G⊠H .
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Definition 2.15. Let X be a variety. The diagonal dimension of X, denoted dim∆(X), is the minimal
n such that the diagonal, O∆X, is in 〈G⊠H〉n for some G⊠H ∈ D
b
coh(X ×X). It is set to ∞ if no such n
exists.
The diagonal dimension has the following nice properties, the proofs of which, for the most part, are
embedded in the next section:
Lemma 2.16. Let X be a variety. One has:
(1) dim∆(X × Y ) ≤ dim∆(X) + dim∆(Y );
(2) if X is proper, then dimDbcoh(X) ≤ dim∆(X);
(3) if X is smooth, then dim∆(X) ≤ 2 dimX.
Throughout this paper we obtain upper bounds on dimDbcoh(X) by bounding dim∆(X), but, for the most
part, we will simply state this bound either on dimDbcoh(X) or on the generation time of the object being
considered.
2.2. Dimension for Deligne-Mumford stacks. While stacks are not essential to the main arguments in
this paper, they may provide a useful means for proving Conjecture 1, see subsection 3.4. It is also natural
to generalize Theorem 1 to stacks to obtain a greater class of examples. Consequently, in this subsection, we
extend some of the basic results on Rouquier dimension to smooth and tame Deligne-Mumford stacks with
quasi-projective coarse moduli spaces. All stacks are separated and finite-type over k.
Recall that a Deligne-Mumford stack over k, X , is a stack in the e´tale topology on schemes over k
satisfying the following conditions:
(1) The diagonal, ∆X : X → X ×k X , is representable, quasi-compact, and separated.
(2) There exist a scheme, U , and an e´tale surjective morphism, U → X .
Given such an X , the inertia stack of X , IX , is defined to be IX := X ×X×kX X . By [KM97], if IX → X
is finite, X possesses a coarse moduli space π : X → X . If IX → X is finite and π∗ : QCoh(X )→ QCoh(X)
is exact, then X is called tame by [AOV08].
Lemma 2.17. Let X be a tame Deligne-Mumford stack with a reduced and separated coarse moduli space.
The Rouquier dimension of Dbcoh(X ) is at least the dimension of X .
Proof. Let π : X → X be the coarse moduli space. From the universal property of X , the natural map,
OX → π∗OX , must be an isomorphism. From Proposition 4.5 of [Alp08], the counit map of adjunction,
E → π∗π
∗E , is an isomorphism for any quasi-coherent sheaf, E , onX . Consequently, π∗ : D
b
coh(X )→ D
b
coh(X)
is essentially surjective. This gives dimDbcoh(X ) ≥ dimD
b
coh(X). If X is a scheme, we can appeal to
Rouquier’s lower bound, Proposition 7.17 of [Rou08], to get dimDbcoh(X) ≥ dimX . Since the dimension of
X is equal to the dimension of X , we would be done. However, in general, we can only assume that X is an
algebraic space. Thus, to finish the argument, we need to prove Rouquier’s lower bound in the case of the
reduced, separated, and finite-type algebraic space, X .
From Proposition II.6.7 of [Knu71], there is dense open subspace of X that is isomorphic to a scheme.
Denote this subspace by Y . Let G be a generator of Dbcoh(X) and denote the inclusion by j : Y → X . As in
Proposition 7.17 of [Rou08], choose a closed point, p, of Y such that j∗G ⊗OY OY,p is sum of shifts of free
modules. Let Op denote the pushforward of k(p) under Spec(k(p))→ Y → X . If Op lies in 〈G〉t, then k(p)
lies in 〈OY,p〉t and t ≥ dimOY,p by Proposition 7.14 of loc. cit. The dimension of OY,p equals the dimension
of Y , which equals the dimension of X . This gives Rouquier’s lower bound for a reduced, separated, and
finite-type algebraic space and finishes the argument. 
Remark 2.18. If X is a tame Artin stack with coarse moduli space, X, one can prove dimDbcoh(X ) ≥ dimX
using essentially the same argument as in the proof of Lemma 2.17.
To get an upper bound on the Rouquier dimension of Dbcoh(X ), in terms of the dimension of X , we further
restrict our class of stacks.
Definition 2.19. Let X be a Deligne-Mumford stack with coarse moduli space, π : X → X. A locally-free
coherent sheaf, E, on X is called a generating sheaf if for any quasi-coherent sheaf, F , on X , the natural
morphism
π∗(π∗HomOX (E ,F))⊗OX E → F
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is surjective.
Following [EHKV01, OS03, Kre09], we can give a useful construction of a generating sheaf. Assume that
X is isomorphic to a global quotient stack, i.e. X ∼= [Y/G] where Y is a scheme and G is a subgroup of GLn
acting on Y . Take a G-representationW which has an open subset U where G acts freely. At every geometric
point of X , the geometric stabilizer group acts faithfully on the fiber of the vector bundle [(Y ×W )/G].
Denote the associated locally-free coherent sheaf by E . Then,
⊕r
i=1 E
⊗i is a generating sheaf for r large, see
Section 5.2 of [Kre09] and Theorem 5.2 of [OS03].
This explicit construction of a generating sheaf lets us make a useful observation: since all the above
procedures respect products, there is a generating sheaf on X ×X which is an exterior product. Recall that
an exterior product, F ⊠ G, of sheaves, F and G, is called Ku¨nneth-type. We can combine this observation
with another from [Kre09]. Assume [Y/G] has a quasi-projective coarse moduli space and let L be an ample
line bundle on it. For any coherent sheaf, F , on X , there exists an n0 so that the map,
HomX (
r⊕
i=1
E⊗i ⊗OX π
∗L⊗−n,F)⊗k (
r⊕
i=1
E⊗i ⊗OX π
∗L⊗−n)→ F ,
is surjective for n ≥ n0. In particular, on X × X , we can use
(⊕r
i=1 E
⊗i
)
⊠
(⊕r
i=1 E
⊗i
)
for our generating
sheaf and L⊠L as the ample line bundle on the coarse moduli space. Thus, for any quasi-coherent sheaf F
on X × X , there is a locally-free Ku¨nneth-type sheaf surjecting onto F .
Consequently, X has enough locally-free sheaves, see [Tot04] for a thorough discussion of geometric impli-
cations of this. It is simple to check, as in [Nee96], that any locally-free coherent sheaf is a compact object
of Dqcoh(X ) and, if we have enough locally-free sheaves, Dqcoh(X ) is compactly-generated.
Lemma 2.20. Let X be a smooth and tame Deligne-Mumford stack with quasi-projective coarse moduli
space. The Rouquier dimension of Dbcoh(X ) is finite. If X is proper, then the Rouquier dimension is bounded
by twice the dimension of X .
Proof. Let n denote the dimension of X . By Theorem 4.4 of [Kre09], X is automatically a global quotient
stack.
Since we have enough locally-free sheaves on X × X , we can apply Serre’s theorem on regularity to
an e´tale cover of X × X to conclude that ExtpX×X (F1,F2) vanishes for p > 2n and for any coherent
sheaves, F1 and F2. Using Grothendieck’s vanishing theorem, Theorem 1.10 [Kri09], we see that H
q(X ×
X , ExtpX×X (F1,F2)) vanishes for p + q > dim4n. Furthermore, we have a spectral sequence, associated
to the identity Γ ◦ HomX×X (F1, •) ∼= HomX×X (F1, •), converging to Ext
p+q
X×X (F1,F2) whose E2-page is
Hq(X × X , ExtpX×X (F1,F2)). It follows that Ext
r
X×X (F1,F2) = 0 for r > 4n.
Now take the structure sheaf of the diagonal, O∆X , and resolve it by finite rank locally-free Ku¨nneth-type
sheaves:
· · · → Hm ⊠ Gm → · · · → H0 ⊠ G0 → O∆X → 0.
Let K be the kernel of the map H4n⊠G4n → H4n−1⊠G4n−1. Taking the brutal truncation of the resolution,
σ≥4nH• ⊠ G•, we have an exact triangle:
K[4n]→ σ≥4nH• ⊠ G• → O∆X → K[4n+ 1].
As the final map is an element of Ext4n+1X×X (O∆X ,K), it must vanish and the triangle splits. Hence, O∆X is
a summand of the brutal truncation, σ≥4nH• ⊠ G•, and therefore lies in
〈⊕4n
i=0Hi ⊠ Gi
〉
4n
.
Let O∆X lie in
〈⊕t
i=0Hi ⊠ Gi
〉
t
for some t. Denote by p1, p2 the projections from X × X to the first,
second factor, respectively. Take a bounded complex of coherent sheaves, F , on X . Applying Φ•(F) :=
Rp2∗(•
L
⊗OX Lp
∗
1(F)) : Dqcoh(X × X )→ Dqcoh(X ) to the previous statement, we get
F ∼= ΦO∆X (F) ∈
〈
t⊕
i=0
H∗(X ,Hi ⊗OX F)⊗k Gi
〉
t
⊆
〈
t⊕
i=0
Gi
〉
t
.
Applying Proposition 2.2.4 of [BV03], we see that F lies in 〈⊕ti=0Gi〉t.
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Instead of the spectral sequence argument to get Ext-vanishing, if X is proper, then we can use Serre
duality, see Lemma 2.26, to conclude that Ext2n+1X×X (F1,F2) = 0. Running the same proof gives the bound
in this case. 
We have the contravariant functor, (•)∨ : Dqcoh(X ) → Dqcoh(X ), defined by F
∨ := RHomX (F ,OX ).
(•)∨ restricts to an anti-auto-equivalence of Dperf(X ).
Lemma 2.21. If G is a generator of Dbcoh(X ), with X a smooth and tame Deligne-Mumford stack possessing
a quasi-projective coarse moduli space, then G⊠G∨ is a strong generator for Dbcoh(X × X ).
Proof. By Lemma 2.6, G is a strong generator and it is sufficient to prove that G ⊠ G∨ is a generator of
Dbcoh(X ×X ). As X is smooth and possesses enough locally-free coherent sheaves, we can use the arguments
in the proof of Lemma 2.20 to show any coherent sheaf is a perfect complex. Consequently, Dbcoh(X ) is
equivalent to Dperf(X ). As generation time is invariant under auto-equivalences, G
∨ is also strong generator.
By taking bounded locally-free resolutions, the collection of sheaves of the form,(
r⊕
i=0
E⊗i ⊗OX π
∗L−⊗n
)
⊠
(
r⊕
i=0
E⊗i ⊗OX π
∗L−⊗n
)
,
with n ≥ 0 and L an ample line bundle on X , generates Dbcoh(X ×X ). Thus, we just need to generate these
vector bundles using G⊠G∨.
We know that,
r⊕
i=0
E⊗i ⊗OX π
∗L−⊗n ∈ 〈G〉t
for some t. By Lemma 2.4, we have(
r⊕
i=0
E⊗i ⊗OX π
∗L−⊗n
)
⊠G∨ ∈ 〈G⊠G∨〉t.
Similarly, we have,
r⊕
i=0
E⊗i ⊗OX π
∗L−⊗n ∈ 〈G∨〉s,
for some s. Using Lemma 2.4 again, we have,(
r⊕
i=0
E⊗i ⊗OX π
∗L−⊗n
)
⊠
(
r⊕
i=0
E⊗i ⊗OX π
∗L−⊗n
)
∈
〈(
r⊕
i=0
E⊗i ⊗OX π
∗L−⊗n
)
⊠G∨
〉
s
.
and 〈(
r⊕
i=0
E⊗i ⊗OX π
∗L−⊗n
)
⊠G∨
〉
s
⊂ 〈G⊠G∨〉t ⋄ · · · ⋄ 〈G⊠G
∨〉t︸ ︷︷ ︸
s
= 〈G⊠G∨〉s+t+1
by Lemma 2.1. Thus,(
r⊕
i=0
E⊗i ⊗OX π
∗L−⊗n
)
⊠
(
r⊕
i=0
E⊗i ⊗OX π
∗L−⊗n
)
∈ 〈G⊠G∨〉s+t+1
and we can conclude that G⊠G∨ generates. 
In the case that X is a smooth and quasi-projective variety, the following lemma is corollary of Lemma
2.21. However, something stronger can be said for a general smooth variety.
Lemma 2.22. If G is a generator of Dbcoh(X), with X a smooth variety, then G⊠G
∨ is a strong generator
for Dbcoh(X ×X).
Proof. As already noted above, G and G∨ are strong generators for Dbcoh(X). Any generator, G
′, of Dbcoh(X)
is a compact generator of Dqcoh(X), in the sense of [BV03]. Were G
′ to have nontrivial right orthogonal in
Dqcoh(X), then so would D
b
coh(X). We can apply Proposition 3.1.4 of loc. cit. and note that G ⊠ G
∨ is a
compact generator of Dqcoh(X ×X). Proposition 2.2.4 of loc. cit. implies that G⊠G∨ is then a generator
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of Dbcoh(X ×X) and Theorem 3.1.4 of loc. cit. states that D
b
coh(X ×X) has a strong generator. Lemma 2.6
states that G⊠G∨ must be a strong generator as well. 
2.3. Tilting objects and Serre functors.
Definition 2.23. Let T be a k-linear triangulated category. An object, T , of T is called a tilting object if
the following two conditions hold:
(1) HomT (T, T [i]) = 0 for all i 6= 0;
(2) T is a generator for T .
Our tilting objects will mainly reside in the bounded derived category of coherent sheaves on a smooth
variety, X .
Proposition 2.24. Let T be an object of Dbcoh(X), where X is smooth, and set A := EndX(T ). If T satisfies
condition (1) of Definition 2.23, then there is a full, faithful, and exact functor, •
L
⊗AT : Dperf(A)→ D
b
coh(X).
If T is a tilting object, •
L
⊗A T is an equivalence.
Proof. The proof of Theorem 9.2 of [Kel94] produces an exact functor, •
L
⊗A T : D(Mod-A) → Dqcoh(X),
that commutes with coproducts. Lemma 4.2.b of loc. cit. shows that it is full and faithful. It is clear that
the restriction of •
L
⊗A T to Dperf(A) has image in D
b
coh(X).
If T is a tilting object, then Theorem 9.2 of loc. cit. states that •
L
⊗A T : D(Mod-A) → Dqcoh(X) is an
exact equivalence. As Dperf(A) and Dperf(X) are the subcategories of compact objects of D(Mod-A) and
Dqcoh(X), respectively, Dperf(A) and Dperf(X) are equivalent. D
b
coh(X) is equivalent to Dperf(X) as X is
smooth. 
Definition 2.25. A k-linear exact autoequivalence, S, of T , is called a Serre functor if for any pair of
objects, X and Y , of T , there exists an isomorphism of vector spaces,
HomT (Y,X)
∗ ∼= HomT (X,S(Y )),
which is natural in X and Y .
A Serre functor, if it exists, is determined uniquely up to natural isomorphism. If F : T → S is an exact
equivalence of triangulated categories possessing Serre functors, then F commutes with those Serre functors
[BK89].
There are two main examples of Serre functors. For the first, let A be a k-algebra that is finite-dimensional.
A∗ = Homk(A, k) determines a functor, A
∗
L
⊗A • : Dperf(A)→ D
b(mod-A). If A has finite global dimension,
then A∗
L
⊗A • is the Serre functor on Dperf(A) ∼= D
b(mod-A), see Example 3.2.3 of [BK89] and Theorem 3.6
of [Hap87]. The second is Example 3.2.2 of [BK89]: the Serre functor on a smooth and proper variety, X , is
• ⊗OX ωX [dimX ] : D
b
coh(X)→ D
b
coh(X)
We have a quasi-isomorphism, ǫ!XOSpeck
∼= ωX [dimX ], where ǫ!X : D(Vect k) → Dqcoh(X) is the right
adjoint to the derived pushforward along the structure map, ǫX : X → Spec k. We wish to clarify the relation
for a class of stacks.
As for a variety, the dualizing complex of a stack, X , over k is ǫ!XOSpeck where ǫ
!
X : D(Vect k)→ Dqcoh(X )
is the right adjoint of derived pushforward along the structure map, ǫX : X → Spec k. Of course, the dualizing
complex may not exist so one must take care.
Lemma 2.26. Let X be a smooth, proper, and tame Deligne-Mumford stack with a projective coarse moduli
space. The Serre function on Dbcoh(X ) is the functor, • ⊗OX ǫ
!
XOSpeck : D
b
coh(X ) → D
b
coh(X ). If X is
connected, ǫ!XOSpeck is quasi-isomorphic to a line bundle shifted by dimX .
Proof. By Lemma 2.20, Dbcoh(X ) has a strong generator. Theorem 1.3 of [BV03] says that D
b
coh(X ) is
saturated, and, therefore, Dbcoh(X ) must possess a Serre functor.
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Saturation also implies that ǫ!X exists, see [BK89]. For any pair of perfect complexes, E and F , we have
a sequence of natural isomorphisms:
HomX (E ,F
L
⊗OX ǫ
!
XOSpeck) ∼= HomX (RHomX (F , E), ǫ
!
XOSpeck)
∼= Homk(RǫX∗(RHomX (F , E)),OSpeck)
= HomX (F , E)
∗.
Since X is smooth, every object of Dbcoh(X ) is perfect. Corollary 4.24 of [Rou08] states that •
L
⊗OX ǫ
!
XOSpeck
actually has essential image in Dbcoh(X ) and, indeed, is the Serre functor on D
b
coh(X ).
Let Y be a Noetherian scheme. Given a perfect complex, E , •
L
⊗OY E : Dperf(Y ) → Dperf(Y ) is an
autoequivalence if and only if, on each connected component of Y , there is an i ∈ Z so that the morphisms,
E → τ≥iE ← H
i(E)[−i], are quasi-isomorphisms and Hi(E) is locally-free of rank one, see the proof of Lemma
6.6 of [Bal11]. Here, τ≥i is the gentle truncation in degrees ≥ i, i.e. the truncation to degrees ≥ i so that
there exists a map, E → τ≥iE , that is an isomorphism on the sheaf cohomology in degrees ≥ i.
As •
L
⊗OX ǫ
!
XOSpeck is the Serre functor, it must be an auto-equivalence. Its left and right adjoint,
•
L
⊗OX
(
ǫ!XOSpeck
)∨
, is then its inverse. If we take any map from a scheme, Y , to X , tensoring by the
pullback of ǫ!XOSpeck is, therefore, an auto-equivalence of Dperf(Y ). Applying the result of the previous
paragraph to each Y , we see that ǫ!XOSpeck is quasi-isomorphic on each connected component of X to a
fixed shift of a line bundle. Note that we now know we do not need to derive • ⊗OX ǫ
!
XOSpeck to pass it to
the derived category.
If X is connected, ǫ!XOSpeck is quasi-isomorphic to ωX [d] for some line bundle, ωX , on X and some d ∈ Z.
By tameness, the unit of adjunction, Id → π∗π∗, is an isomorphism in Qcoh(X), see the proof of Lemma
2.17. Therefore, the adjunction, Id→ π∗Lπ∗, is also an isomorphism. Thus,
HomX (Lπ
∗E ,Lπ∗F) ∼= HomX(E , π∗Lπ
∗F) ∼= HomX(E ,F).
Let p be closed point of X with OX,p regular and π∗ωX ⊗OX OX,p ∼= O
⊕r
X,p. Using Serre duality for X ,
HomX(OX ,Op)
∗ ∼= HomX (OX ,Lπ
∗Op)
∗ ∼= HomX (Lπ
∗Op, ωX [d]) ∼= HomX(Op, π∗ωX [d]).
The natural map, HomX(Op, π∗ωX [d]) → HomOX,p(Op, π∗ωX ⊗OX OX,p[d]), is an isomorphism as Op is
supported at p. Thus,
H0(X,Op)
∗ ∼= ExtdOX,p(Op,O
⊕r
X,p)
and we see that d = dimX = dimX (and r = 1). 
We record a definition of the canonical bundle.
Definition 2.27. If X is a smooth, proper, tame, and connected Deligne-Mumford stack with projective
coarse moduli space, ωX will denote the line bundle, H− dimX (ǫ!XOSpeck), as in Lemma 2.26,
Remark 2.28. The definition above is not standard. If k is algebraically-closed, Theorem 2.22 of [Nir08]
states that this definition coincides with the usual definition. If k is not algebrically-closed, then presumably
one could use base-change and the naturality of the Serre functor to check that two definitions coincide.
However, we feel it is beyond the scope of this paper to fill this gap. So, we content ourselves with algebraically-
closed fields for the majority of our examples involving stacks.
Of course, if X is a variety, Definition 2.27 agrees with the usual definition, regardless of the field.
3. Generation time for tilting objects
We begin with a statement for a general class of triangulated categories. See [Kel94] for the definition of
an algebraic triangulated category.
Proposition 3.1. Let T be a k-linear algebraic triangulated category with finite dimensional morphism
spaces. Assume that T possesses a tilting object, T , and that A := EndT (T ) lies in Dperf(Ae). Let S be
the Serre functor for T and j0 be the largest j for which HomT (T, S−1(T )[j]) is nonzero. The Hochschild
dimension of A is equal to j0.
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Proof. From our assumption that T is algebraic, there is an exact equivalence, •
L
⊗A T : Dperf(A) → T , see
[Kel94]. Since T has finite-dimensional morphism spaces, A is a finite-dimensional algebra. By Theorem
7.26 of [Rou08], A has finite global dimension and Db(mod-A) is equivalent to Dperf(A). As noted above,
Db(mod-A) has a Serre functor. One can check that its inverse is •
L
⊗A RHomAe(A,Ae), see [Gin05]. By
naturality,
HomT (T, S
−1(T )[j]) ∼= HomA(A,RHomAe(A,A
e)[j]) ∼= Ext
j
Ae(A,A
e).
Applying Lemma 2.10, we get the result. 
We can use this to get bounds for stacks.
Theorem 3.2. Let X be a smooth, proper, tame, and connected Deligne-Mumford stack with a projec-
tive coarse moduli space. Suppose that T is a tilting object in Dbcoh(X ) and i0 is the largest i for which
HomX (T, T ⊗OX ω
∨
X [i]) is nonzero. The Hochschild dimension of A := EndX (T ) is equal to dim(X ) + i0.
Consequently, the generation time of T is bounded above by dimX + i0. If k is perfect, then the generation
time of T is equal to dimX + i0, in particular dim T ≤ dimX = i0.
Proof. Lemma 2.26 shows that • ⊗OX ωX [dimX ] is the Serre functor on D
b
coh(X ). The theorem is then a
consequence of Proposition 3.1. If X is over a perfect field, Corollary 2.14 says that U(T ) = dimX + i0. 
The following corollary can be used to show that some singular varieties have Rouquier dimensions equal
to their Krull dimensions, e.g. weighted projective spaces.
Corollary 3.3. Let X be a smooth, proper, tame, and connected Deligne-Mumford stack with a projective
coarse moduli space, π : X → X. Suppose that T is a tilting object in Dbcoh(X ) and i0 is the largest i for which
HomX (T, T ⊗OX ω
∨
X [i]) is nonzero. The Rouquier dimension of D
b
coh(X) is bounded above by dimX + i0.
Proof. In the proof of Lemma 2.17, we saw that π∗ : D
b
coh(X )→ D
b
coh(X) is essentially surjective. Thus, by
Lemmas 2.5 and 2.9, dimDbcoh(X) ≤ D
b
coh(X ) ≤ dimX + i0 = dimX + i0. 
If we restrict ourselves to varieties, a stronger statement is possible.
Theorem 3.4. Suppose X is a smooth variety and T is a tilting object in Dbcoh(X). Let i0 be the largest i
for which HomX(T, T⊗OX ω
∨
X [i]) is nonzero. The Hochschild dimension of EndX(T ) is equal to dim(X)+i0.
Consequently, the generation time of T is bounded above by dimX + i0. If X is proper over a perfect field,
then the generation time of T is equal to dimX + i0.
Proof. Write A as shorthand for EndX(T ). Then A
e is isomorphic to EndX×X(T ⊠ T
∨). By Lemma 2.22,
T ⊠T∨ is a strong generator. Thus, T ⊠T∨ is a tilting object. By Proposition 2.24, this yields an equivalence
of categories between Dbcoh(X×X) and Dperf(A
e) under which O∆ corresponds to A with its natural bimodule
structure. As T ⊠ T∨ is a strong generator, A must lie in 〈Ae〉d for some d. We have isomorphisms:
HomAe(A,A
e[i]) ∼= HomX×X(O∆, T ⊠ T
∨[i])
∼= HomX(OX ,∆
!(T ⊠ T∨)[i])
∼= HomX(OX ,∆
∗(T ⊠ T∨)⊗OX ω
∨
X [i− dim(X)])
∼= HomX(T, T ⊗OX ω
∨
X [i − dim(X)]).
Since U(T ) = U(A) from the equivalence, Dbcoh(X)
∼= Dperf(A), we can apply Lemma 2.10 to get the upper
bound. If X is proper over k, then EndX(T ) is finite-dimensional over k. If we assume that k is perfect, we
can apply Corollary 2.14 and conclude that U(T ) = dimX + i0. 
Corollary 3.5. Let X be a smooth variety and T be a tilting object in Dbcoh(X). If HomX(T, T ⊗OX ω
∨
X [i])
is zero for i positive, then the generation time of T is equal to the dimension of X and Conjecture 1 holds
for X.
Corollary 3.6. Let X be a smooth variety and T a tilting sheaf in Dbcoh(X). The generation time of T is
bounded above by 2 dimX.
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For the remainder of this section and the paper, we use our new bound on generation time of tilting
objects to investigate Conjecture 1 in some examples. Below, we will assume that our base field, k, has
characteristic zero and is algebraically-closed to achieve sharper statements, assure all stacks encoun-
tered are tame, see Theorem 3.2.b of [AOV08], and assure we can use the standard definition of the canonical
bundle, see Remark 2.28. We leave the reader to formulate the appropriate statements when k is a more
general field.
Before tackling more specific cases, we have the following simple but useful observations:
Lemma 3.7. Let X be a smooth variety of dimension n such that the anti-canonical divisor is effective.
Any tilting bundle, T , has generation time at most 2n− 1.
Proof. Let Y be a subscheme representing the anti-canonical class. Consider the exact sequence,
0→ T ⊗OX T
∨ → T ⊗OX T
∨ ⊗OX ω
∨
X → T ⊗OX T
∨ ⊗OX ω
∨
X ⊗OX OY → 0.
One knows that T ⊗OX T
∨ has no higher cohomology by assumption and T ⊗OX T
∨ ⊗OX ω
∨
X ⊗OX OY has
no cohomology in degree n since it is supported in dimension n − 1. Hence, T ⊗OX T
∨ ⊗OX ω
∨
X does not
have cohomology in degree n. 
Lemma 3.8. Let X be a smooth variety over k. Suppose that for some i, Hi(X,ω∨X) is nonzero. Then any
tilting bundle T (or more generally any tilting object for which T
L
⊗OX T
∨ contains OX as a summand) has
generation time at least dim(X) + i.
Proof. For a vector bundle, T
L
⊗OX T
∨ = T⊗OXT
∨ and, in characteristic zero, the trace map, T∨⊗OX T →
OX , splits. Hence OX is a summand of T
L
⊗OX T
∨. Therefore, Hi(X,ω∨X) is a summand of HomX(T, T ⊗OX
ω∨X [i]). 
3.1. Rational surfaces. The following lemma is a useful computational aid:
Lemma 3.9. Let X be a smooth proper surface such that the anti-canonical divisor is effective and the corre-
sponding linear system contains a smooth connected curve, C. Let D be a divisor satisfying: Hi(X,O(D)) = 0
for i > 0. The line bundle O(D −K) has no higher cohomology if and only if (D −K)|C is non-trivial and
(K −D) ·K ≥ 0. Let T be a tilting object that is a direct sum of line bundles. T has generation time two if
and only if (D −K)|C is non-trivial and (K −D) ·K ≥ 0 for every summand, O(D), of T ⊗OX T
∨.
Proof. Consider the following exact sequence,
0→ O(D)→ O(D −K)→ OC(D −K)→ 0.
As Hi(X,O(D)) = 0 for i > 0, one has Hi(X,O(D−K)) ∼= Hi(C,OC(D−K)) for i > 0. Since, by adjunction,
C is a smooth curve of genus one, Hi(C,OC(D −K)) = 0 for i > 0 if and only if (D −K)|C is non-trivial
and (D −K) · C = (K −D) ·K ≥ 0.
If T is a tilting bundle that is direct sum of line bundles, then Hi(X,O(D)) = 0 for i > 0 for every
summand, O(D), of T ⊗OX T
∨ by definition. 
Let Bt be any blow-up of P2 at any finite set of distinct points, of cardinality t, and π : Bt → P2 be the
projection (this is a slight abuse of notation as Bt depends on the set and not just the number of points).
Consider the following coherent sheaves:
T1 := O ⊕O(H)⊕O(2H)⊕O(E1)⊕ · · · ⊕ O(Et),
T2 := O ⊕O(H) ⊕O(2H)⊕OE1 ⊕ · · · ⊕ OEt ,
where O(H) = π∗OP2(1) and E1, . . . , Et are the exceptional divisors.
Proposition 3.10. If t ≤ 2 or t = 3 and the points are not collinear, then the generation time of T1 is two,
whereas if t > 3 or t = 3 and the points are collinear, then the generation time of T1 is three. The generation
time of T2 is 3 for all Bt. Moreover, any tilting bundle on Bt for t > 10 has generation time at least three.
12 BALLARD AND FAVERO
Proof. We leave the proof that T1 and T2 are tilting as an exercise for the reader, see [KO94].
First notice that,
Ext2(T1, T1 ⊗OBt ω
∨
Bt)
∨ = Hom(T1, T1 ⊗OBt ω
2
Bt).
Recall that ωBt
∼= O(−3H +E1 + · · ·+Et). By inspection, T1 ⊗OBt T
∨
1 ⊗OBt ω
2
Bt
is a sum of line bundles of
the form O(nH +
∑
biEi) for some bi and n ≤ −4. In particular, these line bundles have no global sections,
hence,
Ext2(T1, T1 ⊗OBt ω
∨
Bt) = 0.
Applying Theorem 3.4, we deduce that U(T1) ≤ 3.
Consider the cohomology of O(H − E1 − · · · − Et). The self-intersection of this divisor is −t + 1. The
intersection with the canonical divisor is t− 3. Thus, by Riemann-Roch, χ(O(H−E1−· · ·−Et)) is negative
and Ext1Bt(O(2H),O(3H − E1 − · · · − Et)) is nonzero unless t ≤ 3. Hence U(T1) = 3 when t > 3. In the
case, t = 3, the Euler characteristic of O(H −E1 −E2 −E3) is zero and O(H −E1−E2−E3) has a section
if and only if the points are collinear. Hence, T1 has generation time three when the points are collinear.
Now for t ≤ 3, we apply Lemma 3.9. Write T1 = L1⊕· · ·⊕Lt+3 for notation and let O(Dij) = Li⊗OBt L
∨
j .
Then (K − Dij) · K ≥ 0 with equality if and only if Dij = −2H and t = 3. We already saw that
O(H−E1−E2−E3) has no higher cohomology when the points are not collinear. By Lemma 3.9, U(T1) = 2
when t ≤ 2 or t = 3 and the points are not collinear.
Now we consider T2. Some of the Ext-groups we need to compute were covered in the argument for
T1. The new ones are Ext
s
Bt(OEi , ω
∨
Bt
⊗OBt O(mH)), Ext
s
Bt(O(mH),OEi(ω
∨
Bt
)), ExtsBt(OEi ,OEi(ω
∨
Bt
)), and
ExtsBt(OEi ,OEj (ω
∨
Bt
)). First of all, the cohomology group ExtsBt(OEi , ω
∨
Bt
⊗OBt O(mH)) is isomorphic to
ExtsBt(OEi ,O(−Ei)), which is nonzero for s = 1. Thus, the U(T2) ≥ 3 for any t.
Now, apply HomBt(−,O(−Ei)) to the short exact sequence,
0→ O(−Ei)→ O → OEi → 0.
Since O and O(−Ei) have no higher cohomology, Ext
2
Bt(OEi ,O(−Ei)) is zero. In addition, the cohomology
group ExtsBt(O(mH),OEi(ω
∨
Bt
)) is isomorphic to ExtsBt(O,OEi(1)) which is zero for positive s. One also
has an isomorphism between ExtsBt(OEi ,OEi(ω
∨
Bt
)) and ExtsBt(OEi(−1),OEi). Apply HomBt(−,OEi) to the
short exact sequence,
0→ O → O(Ei)→ OEi(−1)→ 0.
AsOEi andOEi(1) have no higher cohomology, Ext
2
Bt
(OEi(−1),OEi) is zero. Finally, for Ext
s
Bt
(OEi ,OEj (ω
∨
Bt
))
with i 6= j, simply notice that Ext2Bt(OEi ,OEj (ω
∨
Bt
)) = HomBt(OEj ,OEi(ω
2
Bt
))∨. The latter morphism space
is clearly zero. Hence, Ext2Bt(T2, T2 ⊗ (ω
∨
Bt
)) = 0. Thus, by Theorem 3.4, the generation time of T2 is three
for all t.
For the final statement, note that the Euler characteristic of the anti-canonical divisor is 10 − t. Thus,
for t > 10, ω∨Bt has nontrivial cohomology in degree one. Applying Lemma 3.8, we see that the generation
time must be at least three. 
Remark 3.11. From [KO94], the exceptional collections corresponding to T1 and T2 are related by mutation.
Thus, generation time is not invariant under mutation.
It can be oberved that, in the case of modules over the path algebra of the An-quiver, if one mutates
from the exceptional collection consisting of the indecomposable projective modules to exceptional collection
consisting of the simple modules, then one gets the list, {1, 2, 3, . . . , n− 1}, of generation times. Moreover,
the generation time of any generator must be either zero or a number on this list, see [BFK10].
In [HP08], L. Hille and M. Perling systematically studied the question of when rational surfaces admit
full strong exceptional collections consisting of line bundles. We recall one of their definitions:
Definition 3.12. Let E0, . . . , En be a strong exceptional collection on a smooth variety, X. We say that
the collection is strongly cyclic if Es, . . . , En, E0⊗ω
∨
X , . . . , Es−1⊗ω
∨
X is a strong exceptional collection for
any s. Equivalently, one requires that
ExtlX(Ej , Ei ⊗OX ω
∨
X) = 0 for l > 0 and i < j.
Notice that if X is a smooth quasi-projective variety over k and E1, . . . , En is a full strong exceptional
collection of Dbcoh(X) such that that generation time of E1 ⊕ · · · ⊕ En is equal to the Krull dimension of
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X , then by Theorem 3.4, E1, . . . , En is strongly cyclic. One source of strongly cyclic exceptional collections
comes from the following theorem in [HP08]:
Theorem 3.13. Let X be a smooth proper rational surface. If X possesses a full strongly cyclic exceptional
collection consisting of line bundles, then rk Pic(X) ≤ 7. If X is a del Pezzo surface with rk Pic(X) ≤ 7,
then X admits a strongly cyclic exceptional collection consisting of line bundles.
Corollary 3.14. Let X be a smooth proper rational surface possessing a strong exceptional collection con-
sisting of line bundles with generation time two, then rk Pic(X) ≤ 7.
Hille and Perling give explicit strong exceptional collections for any del Pezzo surface with Picard rank
at most seven. For a Picard rank seven del Pezzo, we have
O,O(E2),O(E1),O(H − E3 − E4),O(H − E3),O(H − E4),
O(2H − E3 − E4 − E5 − E6),O(2H − E3 − E4 − E5),O(2H − E3 − E4 − E6)
where Ei correspond to the points blown up on P
2, possibly infinitesimally-close. Let T3 be the sum of these
line bundles.
Proposition 3.15. T3 has generation time two.
Proof. By Bertini’s theorem, there exists a smooth curve representing −K so we can apply Lemma 3.9.
After adding −K, the intersection of the differences of the line bundles comprising T3 with −K is positive
except for O(H − E1 − E2 − E5) and O(H − E1 − E2 − E6). These restrict to the trivial bundle on an
anti-canonical curve of genus one if and only if they have sections. However, the points cannot lie on a line
as the anti-canonical bundle is ample. 
Corollary 3.16. Conjecture 1 holds for del Pezzo surfaces with rk Pic(X) ≤ 7.
Proof. The above Proposition implies that Conjecture 1 holds for blow-ups of P2 at six points in general
position. Any other del Pezzo surface with rk Pic(X) ≤ 7 can be obtained as a blow-down. Suppose
X → Y is a blow-down. Since Rπ∗OX ∼= OY , the projection formula yields: Rπ∗ ◦ Lπ∗(B) ∼= B, for any
B ∈ Dbcoh(Y ). In particular, Rπ∗ is a dense functor so we may apply Lemma 2.5. 
We will see in the next section that, due to a result of Van den Bergh, the hypothesis on the Picard rank
of the del Pezzo can be dropped if one uses tilting bundles which are not sums of line bundles.
3.2. Pullback tilting objects.
Proposition 3.17. Suppose X is a smooth variety with ωX trivial and possessing a tilting object, T . Then
the generation time of T is equal to the dimension of X. In particular, Conjecture 1 holds for X.
Proof. This follows immediately from Theorem 3.4. 
Definition 3.18. Let X be a smooth variety and π : Tot(ωX)→ X be the natural projection from the total
space of the canonical bundle. We say that a tilting bundle, T , is pullback if π∗T is tilting. If T is the sum
of an exceptional collection, we say the corresponding collection is a pullback exceptional collection.
Lemma 3.19. A tilting object T is pullback if and only if,
HomX(T, T ⊗OX ω
⊗p
X [l]) = 0 for l 6= 0 and p ≤ 0.
If T is pullback, then the generation time of T equals the dimension of X. The generation time of π∗T equals
dimX + 1.
Proof. We have π∗OTot(ωX) =
⊕
p≤0 ω
⊗p
X so, by adjunction,
HomTot(ωX )(π
∗T, π∗T [l]) ∼=
⊕
p≤0
HomX(T, T ⊗OX ω
⊗p
X [l]).
If T is pullback, it satisfies the conditions of Theorem 3.4 with i0 = 0 so U(T ) = dimX . Also, notice that
the total space of ωX has trivial canonical bundle, hence by Proposition 3.17, the U(π
∗T ) = dimX + 1. 
The following is Proposition 3.3 of [BP93].
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Proposition 3.20. Let X be a smooth variety such that the Grothendieck group, K0(X), is finitely-generated
of rank dimX + 1. Any full strong exceptional collection is pullback.
Full strong exceptional collections on such varieties have been called simple or geometric, see [BP93, Bri05].
Theorem 3.21. The following varieties possess simple exceptional collections: projective spaces, odd-
dimensional quadrics, and Fano threefolds of types V5 and V22.
The proof of this theorem is due to A. Beilinson [Bei78], M. Kapranov [Kap86], Orlov [Orl91], and A.
Kuznetsov [Kuz96]. Applying Theorem 3.4, we get the following:
Corollary 3.22. Conjecture 1 is true for for any variety possessing a simple exceptional collection, in
particular for projective spaces, odd-dimensional quadrics, and Fano threefolds of types V5 and V22.
Lemma 3.23. Let X be a smooth rational surface such that the anti-canonical divisor is effective and the
corresponding linear system contains a smooth connected curve. If T is a tilting object in Dbcoh(X) with
generation time two which is a sum of line bundles, then T is pullback.
Proof. Let T = L1 ⊕ · · · ⊕ Ln and Dij := Li ⊗OX L
∨
j . By Corollary 3.14, we cannot have such a collection
unless the rank of the Picard group is less than or equal to seven. For such a rational surface, K2 ≥ 3. By
Lemma 3.9, (K −Dij) ·K ≥ 0 for all i, j. Therefore (nK −Dij) ·K ≥ 3(n− 1) for all i, j. Applying Lemma
3.9 one obtains, Hk(Dij − nK) = 0 for k > 0, n ≥ 2 and all i, j. The cases n = 0 and n = 1 are covered by
the assumption that T is tilting and has generation time two. Thus, by Lemma 3.19, T is pullback. 
Corollary 3.24. The tilting objects in section 3.1 of generation time two are pullback. Namely, the objects,
T1 on Bt with either t < 3 or t = 3 with the points not collinear, and the object, T3 on a Picard rank seven
del Pezzo surface are pullback.
Remark 3.25. The condition
ExtlX(Ei, Ej ⊗OX ω
∨
X) = 0 for all i, j and l > 0 (3.1)
for an exceptional collection E0, . . . , En can be viewed as first order approximation to being pullback. This
condition, as noted previously, is stronger than being strongly cyclic. However, all strongly cyclic exceptional
collections in this paper are, in fact, pullback. It would be interesting to ascertain the precise relationship
between the notion of strong cyclicity, condition 3.1, and the notion of pullback.
Pullback bundles have also appeared in [VdB09] and are closely related to noncommutative crepant
resolutions. When X is Fano, and T is a pullback tilting bundle, then Proposition 7.2 of loc. cit. states
that End(π∗T ) is a noncommutative crepant resolution of the anti-canonical ring. Van den Bergh proves the
following in Proposition 7.3 of loc. cit.:
Theorem 3.26. Every del Pezzo surface admits a pullback tilting bundle (which is not necessarily a sum of
line bundles).
Corollary 3.27. Conjecture 1 holds for del Pezzo surfaces.
Proof. This follows from Lemma 3.19. 
3.3. Toric varieties. Smooth toric varieties are conjecturally a fecund ground for tilting bundles. A. King’s
conjecture states that any smooth Fano toric variety possesses a full strong exceptional collection. If the
dimension is two or if the Picard rank is less than three, the conjecture is true. However, it is false once one
moves to Picard rank three, see [Efi10]. On the other hand, in dimension two, a stronger statement is true
thanks to further work of Hille and Perling in [HP08].
Theorem 3.28. Let X be a smooth, proper toric surface. The variety X possesses a strongly cyclic excep-
tional collection of line bundles if and only if the anti-canonical divisor is nef.
Consequently, if the anti-canonical divisor on a toric surface is not nef, we cannot have a strong exceptional
collection of line bundles with generation time two. When the anti-canonical divisor is nef, Hille and Perling
produce explicit strong cyclic exceptional collections.
We will not check that each of the exceptional collections produced by Hille and Perling have generation
time two; we leave this as an exercise to the reader. We are mainly interested in Conjecture 1 so we content
ourselves with a slightly weaker statement:
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Proposition 3.29. Conjecture 1 holds for smooth and proper toric surfaces with nef anti-canonical divisor.
Proof. We discuss the Picard rank seven toric surface with nef anti-canonical divisor. All others are obtained
from this case by blowing down exceptional divisors, except for two of the Picard rank six cases. The proof
for these two cases follows along the same lines. The fan for the toric surface with Picard rank seven is found
in figure 1.
H − E1 − E3 − E4
E4
E1 − E4
H − E1 − E2 − E5
E5
E2 − E5
H − E2 − E3 − E6
E6
E3 − E6
Figure 1. The toric fan of the Picard rank seven toric surface with nef anti-canonical divisor.
We view this fan as an iterated blow-up of P2 and have labeled the one dimensional cones accordingly.
First, we blow up the three torus invariant points of P2, then we blow up a single point of each of the three
exceptional divisors in a cyclic manner. Precisely, the point on the first exceptional curve corresponds to
the tangent direction pointing toward the third, the point on the third exceptional curve corresponds to the
tangent direction pointing toward the second, and the point on the second exceptional curve corresponds to
the tangent direction pointing toward the first. Here, we have used E1, E2, and E3 to denote the pullbacks
of the exceptional divisors of the first round of blow-ups and E4, E5, and E6 to denote the infinitesimal
blow-ups. The exceptional collection we wish to consider is
O,O(E4),O(E2),O(H − E3 − E5),O(H − E3),O(H − E5),
O(2H − E1 − E3 − E5 − E6),O(2H − E1 − E3 − E5),O(2H − E3 − E5 − E6).
One can check that there is a smooth and connected divisor in the anti-canonical class. Thus, we can
apply Lemma 3.9. After adding −K, all the differences of these line bundles have positive intersection with
the anti-canonical divisor except O(H − E1 − E2 − E4) and O(H − E2 − E4 − E6), which give zero. The
restriction of one of these divisors to an anti-canonical curve of genus one is trivial if and only if it has a
section. Examining the configuration of the blow-ups on P2, we see that neither has sections. 
Remark 3.30. For m ≥ 3, the Hirzebruch surfaces, Fm = P(OP1 ⊕OP1(−m)), have non-nef anti-canonical
divisor. By the previous corollary, they cannot possess a full strong exceptional collection of line bundles
with generation time two. We will further see that, if m ≥ 4, then it is also impossible for any tilting bundle
to have generation time two. However, Conjecture 1 still holds for Fm, for any m, see Proposition 3.37.
For a larger class of examples, we move to toric stacks. We let k = C for this. Motivated by King’s
conjecture, L. Borisov and Z. Hua construct full strong exceptional collections of line bundles for all toric
Fano Deligne-Mumford stacks of Picard number at most two or dimension at most two in [BH09]. Let us
remind the reader of the setup in loc. cit. Let N be a free Z-module and Σ a complete fan in NR. Let
v1, . . . , vn be primitive rays of the fan. Let G be the following subgroup of (C
×)
n
:
G := {(λ1, . . . , λn) ∈
(
C×
)n
|
n∏
i=1
λ
w(vi)
i = 1 for all w ∈ N
∗}
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and U be the following subset of Cn:
U := {(z1, . . . , zn) ∈ C
n | there is a cone in Σ containing the vi corresponding to the zi = 0}.
The toric Deligne-Mumford stack PΣ is the stack quotient [U/G]. The stack, PΣ, is Fano when the vi are
the vertices of a convex simplicial polytope in NR.
We have line bundles O(Ei) corresponding to the trivial line bundle on U with the G-action,
(λ1, . . . , λn) · (t, z1, . . . , zn) = (λit, λ0z0, . . . , λnzn).
The Picard group of PΣ is generated by the O(Ei) subject to the relations that O(
∑n
i=1 w(vi)Ei)
∼= O for
w ∈ N∗.
Borisov and Hua provide a simple sufficient criteria for acyclicity of O(
∑n
i=1 riEi). Let I be a subset of
{1, . . . , n}. Corresponding to I, we have a simplicial complex CI whose k-simplices are cones of Σ containing
k of the vi with i ∈ I. To each I with the reduced homology of CI nonzero, we have a forbidden point
qI = −
∑
i6∈I
Ei ∈ PicR(PΣ)
and a forbidden cone of PicR(PΣ)
FI = qI +
∑
i∈I
R≥0Ei −
∑
i6∈I
R≥0Ei ⊂ PicR(PΣ).
The following is Proposition 4.5 from loc. cit.
Proposition 3.31. If O(
∑n
i=1 riEi) lies outside all the forbidden cones, then H
j(PΣ,O(
∑n
i=1 riEi)) = 0
for j > 0.
We now use this criteria to prove that the tilting bundles constructed in loc. cit. are pullback.
Proposition 3.32. Suppose that X is a toric Fano Deligne-Mumford stack of Picard number at most two
or dimension at most two. Then, there exists a pullback tilting bundle (which is a sum of line bundles). In
particular, Conjecture 1 holds for X .
Proof. Recall that ωPΣ = O(−E1 − · · · − En).
Case 1 : the Picard rank of PΣ is one, see Proposition 5.1 of loc. cit. The only forbidden cone corresponds
to I = ∅ and
FI = −
n∑
i=1
Ei −
n∑
i=1
R≥0Ei.
Choose an isomorphism deg : PicR(PΣ) → R with the degree of ωPΣ negative. Let S be the set of line
bundles whose degrees are in the interval (deg(ωPΣ), 0]. The bundle, T :=
⊕
L∈S L is proven to be tilt-
ing in loc. cit.. For any two line bundles L1,L2 ∈ S, we have deg(L2⊗OPΣ L
∨
1 ) > deg(ωPΣ). Hence
deg(L2⊗OPΣ L
∨
1 ⊗OPΣω
−n
PΣ
) = deg(L2⊗OPΣ L
∨
1 ) − n · deg(ωPΣ) > deg(ωPΣ). Since deg(FI) ≤ deg(ωPΣ),
L2⊗OPΣ L
∨
1 ⊗OPΣω
−n
PΣ
is acyclic, by Proposition 3.31, and T is pullback.
Case 2 : the Picard rank of PΣ is two, see Proposition 5.8 of loc. cit. We take ri > 0 with
∑n
i=1 ri = 1
and
∑n
i=1 rivi = 0 and αi ∈ Q nonzero with
∑n
i=1 αi = 0 and
∑n
i=1 αivi = 0. These define two functions
f : PicR(PΣ)→ R
Ei 7→ ri
and
α : PicR(PΣ)→ R
Ei 7→ αi.
The forbidden cones correspond to ∅, I+ = {i | αi > 0}, I− = {i | αi < 0}. Let P ⊂ PicR(PΣ) be the polytope
defined by |f(x)| ≤
1
2
and |α(x)| ≤
1
2
∑
i∈I+
αi. Take a generic p ∈ PicR(PΣ). The set, S, of line bundles we
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consider consists of those lying in P + p. The bundle, T :=
⊕
L∈S L is shown to be tilting in loc. cit.. Take
any two line bundles L1,L2 ∈ S. Note that α(ωPΣ) = −
∑
αi = 0 and f(ωωPΣ ) = −
∑
ri = −1. One has,
|α(L2 ⊗OPΣ L
∨
1 ⊗OPΣ ω
−n
PΣ
)| = |α(L2 ⊗OPΣ L
∨
1 )| <
∑
i∈I+
αi,
while,
α(FI+ ) = −
∑
i∈I−
αi +
∑
i∈I+
R≥0αi −
∑
i∈I−
R≥0αi ≥ −
∑
i∈I−
αi =
∑
i∈I+
αi.
Similarly,
α(FI− ) ≤ −
∑
i∈I+
αi.
Thus, L2 ⊗OPΣ L
∨
1 ⊗OPΣ ω
−n
PΣ
does not lie in the forbidden cones corresponding to I+ or I−. For I = ∅, we
note that f(L2 ⊗OPΣ L
∨
1 ⊗OPΣ ω
−n
PΣ
) = f(L2 ⊗OPΣ L
∨
1 ) + n ≥ −1 + n while f(FI) ≤ −1. Varying p, we can
move the polytope P + p to assure that L2 ⊗OPΣ L
∨
1 is not sent to −1 under f , for any L1,L2 ∈ S. Hence
L2 ⊗OPΣ L
∨
1 ⊗OPΣ ω
−n
PΣ
does lie in the forbidden cones corresponding to F∅. Since L2 ⊗OPΣ L
∨
1 ⊗OPΣ ω
−n
PΣ
lies
in no forbidden cones it is acyclic by Proposition 3.31. Consequently, T is pullback.
Case 3 : the dimension of PΣ is two, see Proposition 7.2 of loc. cit. We use the projection
π : PicR(PΣ)→ PicR(PΣ)/RωPΣ .
Again take ri > 0 with
∑n
i=1 ri = 1 and
∑n
i=1 rivi = 0 and consider the function
f : PicR(PΣ)→ R
Ei 7→ ri.
Let Pˆ be the polytope in PicR(PΣ)/RωPΣ defined in Definition 6.10 of loc. cit. We do not recall the precise
definition because all we need to know about Pˆ is that the interior of Pˆ is disjoint from the images of the
forbidden cones FI if I 6= ∅, Corollary 6.15 of loc. cit. Let P be the polytope defined by |f(x)| ≤
1
2
and
π(x) ∈
1
2
Pˆ . Take p ∈ PicR(PΣ) generic. Let S be the set of line bundles in P +p. The bundle, T :=
⊕
L∈S L
is proven to be tilting in loc. cit..
Take L1,L2 from S. As π(L2⊗OPΣ L
∨
1 ⊗OPΣ ω
n
PΣ
) = π(L2⊗OPΣ L
∨
1 ) 6∈ Pˆ , we see that L2⊗OPΣ L
∨
1 ⊗OPΣ ω
n
PΣ
does not lie in FI for I 6= ∅. Also, f(L2 ⊗OPΣ L
∨
1 ⊗OPΣ ω
−n
PΣ
) ≥ −1 + n. Again varying p, we can assume
that f(L2⊗OPΣ L
∨
1 ) > −1, for any L1,L2 ∈ S. Thus, f(L2⊗OPΣ L
∨
1 ⊗OPΣ ω
−n
PΣ
) is strictly greater than f(FI)
for n > 0. So L2 ⊗OPΣ L
∨
1 ⊗OPΣ ω
−n
PΣ
does not lie in FI if n > 0. Again, Proposition 3.31 tells us that T is
pullback. 
3.4. Weighted projective spaces and projective bundles. Let Xm,n := P(OPn⊕OPn(−m)) for m ≥ 0.
Let π : Xm,n → Pn be the projection and H the pullback of the hyperplane section to Xm,n. Let S be the
divisor corresponding to the relative twisting bundle, OXm,n(1) = O(S) so that π∗O(S) = OPn ⊕OPn(−m).
Consider the object,
T := O ⊕O(H) ⊕ · · · ⊕ O(nH)⊕O(S +mH)⊕O(S + (m+ 1)H)⊕ · · · ⊕ O(S + (m+ n)H).
Proposition 3.33. The object T is a tilting generator. If m < n+2, then the generation time of T is n+1,
and, if m ≥ n + 2, then the generation time of T is 2n + 1. Furthermore, when m ≥ 2n + 2, any tilting
bundle on Xm,n has generation time equal to 2n+ 1.
Proof. From a more general result of Orlov, [Orl92], T is a generator. One can check that the indecomposable
summands of T comprise a strong exceptional collection by using the computations below.
First we check that the canonical bundle on Xm,n is O(−2S − (n + 1 + m)H). The Picard group of
Xm,n is isomorphic to Z
2 with a basis S and H so the canonical divisor is aS + bH for some a and b. The
divisor H is isomorphic to Xm,n−1. Restricting S to H gives S and restricting H gives H (allowing for the
abuse of notation). Applying adjunction, we have O(aS + (b + 1)H) ∼= ωXm,n−1 . Recall that the canonical
bundle of the Hirzebruch surface, Fm, is O(−2S − (2 +m)H). Proceeding by induction, we get a = −2 and
b = −n−m− 1.
18 BALLARD AND FAVERO
The space ExtiXm,n(T, T ⊗OXm,n ω
∨
Xm,n
) is a direct sum of the cohomology groups Hi(Xm,n,O(aS + bH))
where either a = 1 and 1 ≤ b ≤ 2n+1, a = 2 andm+1 ≤ b ≤ 2n+m+1, or a = 3 and 2m+1 ≤ b ≤ 2m+2n+1.
Since π∗ has no higher direct images when applied to these line bundles,
Hi(Xm,n,O(aS + bH)) ∼= H
i(Pn, π∗O(aS + bH))
∼= Hi(Pn, Syma(O ⊕O(−m))⊗OPn O(b))
∼=
a⊕
j=0
Hi(Pn,O(−jm+ b)).
We will get nonzero higher cohomology if and only if −am+ b ≤ −n− 1, i.e. m ≥ n+ 2. If m ≥ n+ 2, the
non-vanishing higher cohomology is concentrated in degree n. So, if m ≤ n+ 1, U(T ) = dimXm,n = n+ 1,
and, if m ≥ n+ 2, U(T ) = dimXm,n + n = 2n+ 1.
In addition,
Hi(Xm,n,O(2S + (n+ 1 +m)H) ∼= H
i(Pn,O(n+ 1 +m))⊕Hi(Pn,O(n+ 1))⊕Hi(Pn,O(n+ 1−m)).
Since we have a nonzero section of the anti-canonical bundle for any m, the generation time must be at most
2n + 1 by Lemma 3.7. When m ≥ 2n + 2, we get nonzero cohomology of ω∨Xm,n in degree n. If T
′ is any
tilting object in Dbcoh(Xm,n) with O a summand of T
′
L
⊗OXm,n T
′∨, U(T ′) ≥ 2 dimXm,n − 1 = 2n + 1 by
Lemma 3.8. 
Despite the above proposition, the Rouquier dimension of Dbcoh(Xm,n) is n+ 1. The Rouquier dimension
is achieved by a generator which, in general, is not tilting. Let us denote stacky weighted projective space
by P(a0, . . . , an). The category of coherent sheaves on this space is described in [AKO08]. The following
lemma is inspired by [AKO08]:
Lemma 3.34. For m > n, Dbcoh(Xm,n) is an admissible subcategory of D
b
coh(P(1, . . . , 1︸ ︷︷ ︸
n+1
,m)).
Proof. The weighted projective stack, P(1, . . . , 1,m), has as a strong full exceptional collection consisting
of the line bundles O,O(1), . . . ,O(m + n). Let E =
⊕m+n
i=0 O(i). It is straightforward to check that the
algebra, A := End(E), is isomorphic to the path algebra of the following quiver with relations. The set of
vertices is {0, 1, . . . ,m+ n}. Let A(i, j) denote the set of arrows from vertex i to vertex j. We have
A(i, j) =


∅ if j 6= i+ 1, i+m
{αi,0, . . . , αi,n} if j = i+ 1
{γi} if j = i+m
with the relations αi+1,tαi,s = αi+1,sαi,t for each 0 ≤ i ≤ m+n and 0 ≤ s, t ≤ n and γi+1αi,s = αi+n+1,sγi for
each 0 ≤ i ≤ m and 0 ≤ s ≤ n. Indeed, if we let x0, . . . , xn+1 denote the coordinates on P(1, . . . , 1,m), then
the isomorphism sends the map, xi : O(j)→ O(j+1), to the arrow, αj,i, for 0 ≤ i ≤ n and 0 ≤ j ≤ m+n−1
and the map, xn+1 : O(j)→ O(j+n), to the arrow, γj , for 0 ≤ j ≤ m. See figure 2 for a helpful visualization
of the isomorphism in the case of P(1, 1, 4).
• • • • • •
x0
x1
x0
x1
x0
x1
x0
x1
x0
x1
x2
x2
Figure 2. The quiver for a weighted projective plane.
Now take m > n, and consider the following strong exceptional collection of line bundles:
〈O,O(1), . . . ,O(n),O(m),O(m + 1), . . . ,O(m+ n)〉.
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Let E′ =
⊕n
i=1O(i)⊕O(i+m) and set B := End(E
′). B is isomorphic to the path algebra of the following
quiver, Q, with relations: the set of vertices is {v0, . . . , vn, w0, . . . , wn} and the arrow sets,
A(vi, vj) =
{
∅ if j 6= i+ 1
{ai,0, . . . , ai,n} if j = i+ 1
A(wi, wj) =
{
∅ if j 6= i+ 1
{bi,0, . . . , bi,n} if j = i+ 1
A(vi, wj) =


∅ if j 6= i or i 6= n, j 6= 0
{ci} if j = i
{p1, . . . , p(mn)
} if i = n, j = 0
A(wi, vj) = ∅.
The relations are ai+1,tai,s = ai+1,sai,t for 0 ≤ i ≤ n − 2 and 0 ≤ s, t ≤ n, bi+1,tbi,s = bi+1,sbi,t for
0 ≤ i ≤ n−2 and 0 ≤ s, t ≤ n, ci+1ai,s = bi,sci for 0 ≤ i ≤ n−1 and 0 ≤ s ≤ n, and b0,splan−1,t = b0,tplan−1,s
for 0 ≤ s, t ≤ n and 1 ≤ l ≤
(
m
n
)
. Note the set Hom(O(n),O(m)) is the set of all homogeneous polynomials
of degree m− n in x0, . . . , xn. Let q1, . . . , q(mn)
be the basis consisting of the set of such monomials ordered
lexicographically.
The isomorphism between B and the path algebra of Q modulo these relations sends xi : O(j)→ O(j+1)
to aj,i for 0 ≤ j ≤ n− 1 and 0 ≤ i ≤ n, xi : O(j)→ O(j + 1) to aj,i for m ≤ j ≤ m+ n− 1 and 0 ≤ i ≤ n,
xn+1 : O(j) → O(j +m) to cj for 0 ≤ j ≤ n, and ql : O(n) → O(m) to pl for 1 ≤ l ≤
(
m
n
)
. It is simple to
verify this is an isomorphism. See figure 3 for a helpful visualization for P(1, 1, 4).
• •
••
x2 x2
x0
x1
x1
x0
x
3
0
x
3
1
x
2
0x1
x0x
2
1
Figure 3. The quiver for a Hirzebruch surface.
We turn back to Xm,n. Let us compare EndXm,n(T ), where, as before,
T := O ⊕O(H) ⊕ · · · ⊕ O(nH)⊕O(S +mH)⊕O(S + (m+ 1)H)⊕ · · · ⊕ O(S + (m+ n)H),
to Q. We have isomorphisms
Hom(O(aH),O(bH)) ∼= H0(Pn,O(b − a))
for 0 ≤ a, b ≤ n. A similar statement holds for Hom(O(S + (m+ a)H),O(S + (m+ b)H)). We have
Hom(O(nH),O(S +mH)) ∼= H0(Pn,O(m− n)⊕O(−n)) ∼= H0(Pn,O(m− n))
and
Hom(O(nH),O(S + (m+ n)H)) ∼= H0(Pn,O(m)⊕O) ∼= H0(Pn,O(m)) ⊕H0(Pn,O).
Abusing notation, we will use x0, . . . , xn to denote the morphisms described above. To get a map from the
arrow set of Q to End(T ), we send aj,i to xi : O(jH) → O((j + 1)H) for 0 ≤ i ≤ n and 0 ≤ j ≤ n− 1, bj,i
to xi : O(S + jH) → O(S + (j + 1)H) for 0 ≤ i ≤ n and 0 ≤ j ≤ n − 1, pl to ql : O(nH) → O(S +mH)
for 1 ≤ l ≤
(
m
n
)
, and ci to 1 : O(iH) → O(S + (m + i)H) for 0 ≤ i ≤ n. (Here 1 ∈ H
0(Pn,O)). It is
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straightforward to check this induces a surjective homomorphism, kQ → End(T ), whose kernel is exactly
the relations described above.
From Proposition 2.24, we have an exact equivalence, Dbcoh(Xm,n)
∼= Dperf(B), and a fully-faithful functor,
•
L
⊗B E
′ : Dperf(B)→ D
b
coh(P(1, . . . , 1,m)),
which is exact. As both Dbcoh(Xm,n) and D
b
coh(P(1, . . . , 1,m)) have finite Rouquier dimension, Theorem 1.3
of [BV03] implies that •
L
⊗BE′ has both a left and a right adjoint. Consequently, D
b
coh(Xm,n) is an admissible
subcategory of Dbcoh(P(1, . . . , 1,m)).

Lemma 3.35. The Rouquier dimension of Dbcoh(P(a0, . . . , an)) is n.
Proof. The weighted projective stack, P(a0, . . . , an), is a toric Deligne-Mumford stack of Picard rank one so
Propositions 3.32 applies. 
Remark 3.36. The lemma above can also be realized in two other ways. Firstly, as a more direct application
of Theorem 3.2. The relevant computations of cohomology can be found in Theorem 8.1 of [AZ94], see also
the discussion in Section 2 of [AKO08]. Secondly, let µr denote the group of r
th roots of unity and consider
the natural action of G := µa0 ×· · ·×µan on P
n. One verifies that the terms of the Beilinson resolution have
a natural G-equivariant structure such that the morphisms are G-invariant, see [Kaw04]. Hence the category
of G-equivariant sheaves on Pn, which is equivalent to Dbcoh(P(a0, . . . , an)), has a generator of generation
time n. Either of these methods work over any field of characteristic zero.
Proposition 3.37. Conjecture 1 holds for Xm,n.
Proof. For any admissible subcategory, i : A ⊂ T , with right adjoint, r : T → A, the unit natural transfor-
mation, Id → ri, is an isomorphism, see the proof of Lemma 3.1 of [Bon89]. Consequently, r is essentially
surjective.
Thus, by Lemma 3.34, there is an essentially surjective functor Dbcoh(P(1, . . . , 1,m)) → D
b
coh(Xm,n).
By Lemma 2.5, the Rouquier dimension of Dbcoh(Xm,n) is bounded above by the Rouquier dimension of
Dbcoh(P(1, . . . , 1,m)), which is n+ 1 by Lemma 3.35. 
Remark 3.38. If one considers noncommutative deformations of weighted projective space Pθ(a0, . . . , an)
as in [AKO08], one can obtain the same upper bound, dim Dbcoh(Pθ(a0, . . . , an)) ≤ n, using Proposition 2.7 of
loc. cit. Similarly, for the corresponding noncommutative deformations of Xm,n, we have dim D
b
coh(Xθ,m,n) ≤
n + 1. However, as these spaces are noncommutative, a good lower bound is unknown. Recent progress on
lower bounds for Rouquier dimension may be useful, see [BO08, BIKO09, Opp09].
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