Abstract-Wireless Sensor Networks are a new class of Ad Hoc networks that will find increasing deployment in coming years, as they enable reliable monitoring and analysis of unfamiliar and untested environments. The advances in technology have made it possible to have extremely small, low powered sensor devices equipped with programmable computing, multiple parameter sensing, and wireless communication capability. But, because of their inherent limitations, the protocols designed for such sensor networks must efficiently use both limited bandwidth and battery energy. In this paper, we develop an M/G/1 model to analytically determine the delay incurred in handling various types of queries using our enhanced APTEEN (Adaptive Periodic Threshold-sensitive Energy Efficient sensor Network protocol) protocol. Our protocol uses an enhanced TDMA schedule to efficiently incorporate query handling, with a queuing mechanism for heavy loads. It also provides the additional flexibility of querying the network through any node in the network. To verify our analytical results, we have simulated a temperature sensing application with a Poisson arrival rate for queries on the network simulator ns-2. As the simulation and analytical results match perfectly well, this can be said to be the first step towards analytically determining the delay characteristics of a wireless sensor network.
If the interval between transmissions is increased,
the total number of transmissions are reduced, conserving sensor energy. But, because of the increased period, critical real-time data may reach the user only after the prespecified period, thereby making it unsuitable for time-critical applications. 2. If the interval is reduced, the critical data reaches the user with shorter delay. But, this increases the number of data transmissions and the energy consumption, hence reducing the network life. In Reactive Networks, sensor nodes continuously sense the environment and transmit the value as soon as the sensed parameter exceeds a user specified threshold value. This enables time critical data 1 to reach the user almost instantaneously, making such a network most suitable for time critical applications. TEEN (Threshold-sensitive Energy Efficient sensor Network) protocol [4] has been developed specifically for such networks. However, if the thresholds are not reached, the user cannot determine the state of the network, making it inadequate for applications that require periodic data from the network.
Hybrid Networks combine the best features of proactive and reactive networks, while minimizing their drawbacks. Nodes in such a network transmit data periodically at relatively longer intervals while at the same time transmitting data when the sensed value goes beyond its threshold. Thus, the sensor energy is used very efficiently by reducing the number of transmissions of noncritical data. The user can change the periodicity, threshold value(s) and the parameter to be sensed in different regions. This network can emulate either the proactive or the reactive network by suitably changing the periodicity or threshold values. Thus, this network can be used in any type of application by suitably setting the various parameters. However, this flexibility and versatility does increase the complexity at the sensor. We have introduced a new protocol APTEEN (Adaptive Periodic Threshold-sensitive Energy Efficient sensor Network protocol) [2] for hybrid networks.
In this paper, we have extended APTEEN to handle various types of queries and analytically determined the delay incurred in processing them.
The rest of this paper is organized as follows: Section 2 gives the topology which we feel is the most appropriate for Wireless Sensor Networks. Section 3 proposes a query classification scheme and discusses query handling. Section 4 describes how TDMA can be modified to handle queries. Section 5 gives the details of the protocol and its enhancements to handle various types of queries. In Section 6, we analytically determine the delay in handling the queries. We describe the simulation environment and the various parameters based on which we compare the simulation results in Section 7. In Section 8, we compare the simulation results of our protocol with a traditional protocol and also our simulation results for delay with that of our analytical model. Finally, in Section 9, we conclude the paper and provide suggestions for future research work in this area.
MODEL FOR SENSOR NETWORK
The sensor nodes need to transmit their data to a location such as a Base Station (BS) so that the user or the network administrator can access the periodic and/or time critical data. We make the following assumptions about our network model which are in line with other existing models [3] :
. There is a fixed BS, away from all the nodes, which warns the network administrator of time-critical situations. The BS has a constant power supply and thus, has no energy constraints. Hence, it can also be used to perform functions that are energy intensive and can also hold past data. . All the nodes in the network are homogeneous and start with the same initial energy, i.e., we do not have specialized high energy nodes which can transmit data over large distances. . The BS can transmit directly to the nodes, providing a direct path for the down-link. However, the nodes, due to their limited power supply may not be able to communicate with the BS directly. With these assumptions, we believe that a hierarchical clustering is the most appropriate model for wireless sensor networks.
The nodes are grouped into clusters (for example, nodes 1.1.1, 1.1.2, 1.1.3, 1.1.4, 1.1.5, and 1.1 of Fig. 1 ) with each cluster having a cluster head (CH) (node 1.1 for the example cluster). This CH aggregates all the data sent to it by all its members and forwards it to its upper level CH (node 1) and so on till the data reaches the BS. Since the CHs perform functions that consume more energy, to evenly distribute energy consumption, clusters exist for an interval, called the cluster period, at the end of which, the nodes regroup to form a new set of clusters. This happens at a time called the cluster change time.
Further details of this architecture can be found in [2] . Many protocols have been proposed in literature which use such a hierarchical clustering scheme, such as CBRP (Cluster Based Routing Protocol) [5] , Scalable Coordination in Wireless Networks [6] , and LEACH [3] , etc. We can use any of these clustering techniques for our routing protocol. After evaluation, we concluded that LEACH is a particularly well suited clustering technique for sensor networks.
There are two versions of LEACH: leach and leach-c. In leach, the clusters are formed by local coordination among sensor nodes. Periodically, each node chooses a random number and if it is below a certain predefined value T(n) the node decides to become the CH for that period and broadcasts this information to all the nodes in the network. Noncluster head (NCH) nodes, depending on the received signal strength, decide to join a certain CH. It is possible that there are variable number of clusters at different times and the clusters are not evenly distributed, with some clusters having more members than others.
In leach-c, all the nodes send their relative location and energy levels to the BS during cluster formation. Based on these factors, the BS decides the cluster members and the CHs. The energy consumed during cluster formation depends on the relative position of the BS. We found leach-c better suited for our protocol (APTEEN with query handling) due to the following reasons:
. Since BS decides the CHs, it can appoint a fixed number of nodes as CHs. . Since BS has the global information of the network, it can find the most suitable clusters and evenly distribute the nodes in various clusters. . As the nodes are distributed evenly in the clusters, the maximum number of nodes per cluster may not vary considerably. This is an important advantage for our protocol as discussed in Section 6.3. In both leach and leach-c, TDMA is used for preventing intracluster collisions among cluster nodes and CDMA is used to avoid intercluster collisions. Though using CDMA means more data needs to be transmitted per bit, it allows for multiple transmissions using the same frequency band. A number of advantages have been pointed out using TDMA/CDMA combinations to avoid intra/intercluster collision in ad hoc CBRP [5] and sensor networks. We have used a modified TDMA/CDMA protocol for our enhanced APTEEN.
CLASSIFICATION AND HANDLING OF QUERIES
It is reasonable to assume that a user querying the wireless sensor network should be able to do so using a hand held portable wireless device. Such a device would have energy constraints and, so, we should provide the user the capability to query the network through the nearest available point in the network, which might be a sensor node or the BS itself. So, we need a protocol which can efficiently handle queries injected either through one of the network nodes or the BS.
Query Classification
The queries in a sensor network can be categorized into three types depending on the type of data (past, present, or future) they request: Such a scheme involves flooding of the whole network and might be wasteful for one-time queries. We can use a combination of both the approaches so that time critical queries can be answered directly by the BS, without any delay, and noncritical queries can be answered on-demand. Also, since the sensor nodes cannot store all past data, as they have limited memory, data can be accumulated (depending on the memory availability at the nodes) and transmitted at relatively longer intervals to the BS.
Therefore, we need a protocol where nodes not only react to time-critical situations immediately but also send periodic information. This process does increase the response time for nontime critical queries to some extent.
QUERY MODELING
Nodes close to each other, in a sensor network, would have similar data and can be aggregated at the CH before sending to the requesting node. In a flat topology, each node satisfying the query conditions has to individually send the data to the requesting node. At best, some intermediate nodes may do some aggregation, as shown in Fig. 2 . Also, in a hierarchical cluster, only the CH needs to do the aggregation, typically on similar data and, so, there is less power consumption.
To incorporate queries, we need to have a down-link. In LEACH, TEEN, or APTEEN, queries can only be answered by the BS and the user can only query the BS directly. So, they have only an up-link from the nodes to the BS through the CHs. However, it is desirable to offer the user the flexibility to inject a query into the system through a node too. Furthermore, whenever nodes have the answer to a query, they should be able to send the answer back to the user. So, the nodes should be able to communicate with other nodes in the network to respond to the queries.
In our model (for APTEEN), we assume that all the queries (including those injected through nodes) are routed through BS. The advantages of such a scheme are:
1. Since the nodes are already sending data to the BS, we can just incorporate the query and answers to prior queries in the same packet. This ensures that energy loss is minimized. 2. The BS sends the answers and/or queries (one-time and persistent) directly to the nodes. If we have many nodes adjacent to each other, based on the assumption that adjacent nodes can sense similar data, we can make only a few nodes handle queries for energy conservation. On the other hand, if the nodes are evenly distributed, then we can pair two adjacent nodes and make only one node from each pair of nodes respond to a query, i.e., only one of the nodes listens for queries and responds, if needed. We call the nodes handling queries as "idle nodes." These nodes have only their receivers turned on. The other nodes, "sleep nodes," have their receivers turned off and do not receive queries, saving transmission, and reception energy. Thus, two close-by nodes can alternately take the role of handling queries and even though accuracy may be slightly reduced, this is acceptable for nontimecritical queries, as it increases the network life. Such a pairing is done only if there are nodes close enough to form such groups.
Modified TDMA Schedule
Since the BS has global information about the network, it can find the best possible pairing of the nodes so that the area covered by the network is be maximized when only one node from each pair is listening for queries. The idle nodes might have more data to send in their slots (data and query). Hence, the slots for these idle nodes have to be larger than the slots for the sleeping nodes. This means that the TDMA frame length increases. So, the time duration between two successive slots for a node increases, thereby increasing the delay for time-critical data. But, this increase in delay can be reduced and the time duration for that critical data almost halved, if we use the fact that nodes of a pair have similar data. By modifying the TDMA schedule such that the slots of the sleeping nodes are grouped together and the idle nodes have their slots grouped together ( Fig. 3) , we can have the sleeping nodes send their data first and then the idle nodes. For example, node a and node b are adjacent to each other and form a sleep/idle pair, then they will sense similar data and their slots are assigned at an average distance of half the frame time. So, even though the interval between two successive slots of node a is higher in this scheme, the critical data can still be sensed and transmitted by node b without having to wait for node a's next slot. Midway between cluster change times, the nodes can change their roles so that sleeping nodes now go into idle mode to handle queries and the formerly idle nodes now go into sleep mode. Thus, even distribution of energy dissipation is achieved over the cluster.
The CH aggregates all the data and sends it to its higher level CH (or the BS). Once the BS receives the data from all the cluster heads, it extracts the queries and the answers to previous queries from the data and transmits them directly to the nodes rather than to the CHs. This is done so that the CHs do not have to waste energy in receiving from the BS and then transmitting to their cluster members. We use different CDMA codes in each cluster to avoid intercluster collision while a common CDMA code is employed for the up-link from the CHs to the BS (with CSMA to avoid collisions) and the down-link from the BS to the nodes. It may be noted that only a single matched filter correlator is used at any given time.
This implies that the BS should not transmit to the nodes when the nodes are transmitting data to their CHs in their slots. So, we need to assign a separate slot for the BS and include it in the TDMA schedule. The slot for the BS is placed after it receives all the transmissions from the CHs. However, the clusters might have different number of members, leading to different TDMA frame lengths for the clusters.
The BS has to determine the length of the longest TDMA schedule among the clusters and make allowance for the transmitted data from the CHs to reach it, after which it can transmit its own data. Incorporating all these factors, a TDMA schedule for our protocol can be finally defined as illustrated in Fig. 4 .
There are two reasons for putting the BS down-link slot after the regular TDMA schedule of the nodes:
1. The BS can immediately broadcast any query it receives from the nodes in the current TDMA schedule. 2. BS can also broadcast any query answers it receives in the current schedule. It can also answer immediately any queries about past data and queries requesting time critical data.
ENHANCED APTEEN FOR QUERY HANDLING
In this section, we discuss how APTEEN can be extended to handle queries when the queries are injected either through BS or any node in the network. 
Functioning
All the nodes send their relative location and energy to the BS at periodic intervals. Since BS has global information of the network, it can form the most suitable clusters and the best possible pairing of nodes so that the energy required to transmit data from the nodes to CH is minimal and the area covered is maximized when only one node from each pair is listening. BS broadcasts the following information during cluster formation.
1. The CHs and their corresponding members, 2. The nodes which form pairs in handling the queries, 3. Parameters to be sensed, 4. The thresholds for the various parameters, and 5. Count Time (T C ): It is the maximum time period between two successive reports sent by a node. It can be a multiple of the TDMA schedule length and constitutes a proactive component in the protocol. Similar to APTEEN we have two threshold values: hard threshold ðH T Þ and a soft threshold ðS T Þ. H T is a particular value of an attribute beyond which a node can be triggered to transmit data. S T is a small change in the value of an attribute which can trigger a node to transmit.
All the nodes sense their environment in their alloted time slots. However, only those nodes which sense a data value at or beyond the hard threshold transmit. Furthermore, once a node senses a value beyond H T , it next transmits data only when the current sensed value differs from the previously transmitted value by an amount equal to or greater than the soft threshold S T . The exception to this rule is that if a node does not send data for a time period equal to T C , it is forced to sense and transmit the data, irrespective of the sensed value of the attribute.
The idle nodes in addition to the above behavior, also have to handle queries, as shown in Fig. 5 . After cluster formation, BS broadcasts those queries which it can't handle, to the idle nodes. So, the idle nodes have two additional responsibilities.
1. The idle nodes listen continuously for queries. If a node receives a query in the current frame, then it waits till its slot in the next frame and transmits the query to its CH. 2. If the nodes satisfy any of the queries received from the BS, they transmit the sensed data to the BS (through the CHs).
Therefore, in addition to transmitting queries, if an idle node has received a query in its previous frame, it transmits data if it satisfies any of the following situations:
1. If the node satisfies any query conditions and 2. If the sensed value is beyond its threshold.
Important Features
The main features of the proposed APTEEN protocol are as follows:
1. It combines both proactive and reactive policies. By sending periodic data, it provides a complete picture of the network to the user, like a proactive scheme. It also senses data continuously and responds immediately to drastic changes, thereby making it responsive to time critical situations, like a reactive network. 2. It offers flexibility to the user by allowing the time interval (T C ) and the threshold values for the attributes to be programmed or set. 3. Energy consumption can be controlled by changing the count time as well as the threshold values. 4. The hybrid network can emulate a proactive network or a reactive network, based on the application requirements, by suitably adjusting the count time and the threshold values. In addition to the above features, APTEEN which handles queries has the following features:
1. The network administrator, based on the application, can decide what ratio of nodes need to handle queries. Fewer nodes handling queries implies more energy savings but reduced data accuracy. 2. Depending on the delays for the query and energy of handheld device, the user can decide whether to query the BS directly or one of the closer nodes. The main limitation of this scheme is the additional complexity required to implement the threshold functions, the count time, and the query handling at the nodes. However, this is a reasonable tradeoff and introduces additional flexibility, versatility and energy savings. protocols have been studied and evaluated primarily by simulation. Here, we propose a model to analytically determine the delay incurred in answering various types of queries. These protocols make use of the modified TDMA frame that we discussed earlier. We describe a simple system model and derive expressions for delay as a function of system load.
ANALYSIS OF MESSAGE DELAY

System Model
A study of other systems which use TDMA led us to realize that, to overcome synchronization problems, the data (queries) for a node should be handled in the frame after the one in which they arrive.
If it is as illustrated in Fig. 6 , the node can transmit the query to its CH in its current slot and so on. Otherwise, the node has to wait till its next slot to transmit the query (as indicated in Fig. 7) .
When the load increases, it is possible that a query arrives even before the node has transmitted the previous query. It is most unlikely that a sensor network with energy restricted nodes will be made to operate in a situation where, at any instant, there are as many queries as there are nodes or a single node will be queried more than once in one frame time which is approximately a fraction of a second, in this case. Even if the query frequency is greater than the frame time, more than one node receives the query broadcast by a user. So, there is enough redundancy in the system to handle such loads.
But, in the worst case scenario, we would like to make the system as robust as possible so that it is capable of handling heavy load situations. We make use of the buffer available at each node to hold new queries when the old ones are still being processed. Therefore, when the load is very high and there are more queries at a node than it can handle, we enqueue all the new queries as shown in Fig. 8 .
The queries are dequeued on a first come first served (FCFS) basis. So, if a node is already handling a query when another query arrives, it is enqueued and handled as soon as the current query is dealt with. Therefore, no query is dropped, but the delay for some queries increases. The delay for answering the queries depends directly on the frame time, which in turn depends on the maximum number of nodes in a cluster. Since the BS forms the clusters, the nodes are distributed evenly in all clusters while minimizing the transmission distance within a cluster. Therefore, the maximum number of nodes in a cluster varies according to a normal distribution, as shown by the simulation results conducted on 100 nodes with five clusters (shown in Fig. 9) .
Hence, the frame size is also expected to vary according to a normal distribution. We initially considered a fixed frame size to simplify the model. To start with, we consider a situation where all nodes form only one cluster and hence, the frame-size is a constant and is given by Frame Time = no. of sleep nodes * sleep slot + no. of idle nodes * idle slot + (CH -> BS) slot + (BS -> nodes) slot.
Message Delay
We assume the arrival process of the queries at each node to be Poisson with mean arrival rate !. Also, since we have only one broadcast channel, we can assume that we have one server. The delay for answering the query depends on waiting time in the queue and the frame time. So, our model follows the M/G/1 queuing model [7] .
The M/G/1 queue is a single server system with Poisson arrivals and arbitrary service time distribution denoted by BðxÞ and service time pdf (probability density function) denoted by bðxÞ. That is, the interarrival time distribution is given by
with an average arrival rate of ! queries per second, a mean interarrival time of 1=! seconds, and variance ' 2 ¼ 1=! 2 . We first analyze with a general packet size, i.e., we assume that one query can not fit in one slot and needs more than one slot, and then we can consider it to include the restriction that one query fits in one slot. Let N t be the number of messages in the system (i.e., the enqueued ones being serviced) at time t. We need to find the steady-state probability generating function of N t by studying the M/G/1 queuing system.
The service time distribution of a message which initiates a busy period is b B BðxÞ with first and second moments, b b b 1 and b b b 2 , respectively. All subsequent messages in the same busy period have service times drawn independently from the distribution BðxÞ, with the first and the second moments b 1 and b 2 . Let
then the probability generating function P ðzÞ [8] can be given by If !b 1 < 1 (i.e., traffic intensity (mean arrival rate /mean service rate) < 1), then
where
Let the number of packets in a message be L (random variable) and is represented by the probability density fg l g l¼1 with first and second moments L 1 and L 2 , where
The message service time distributions are given by the following transforms: and T = Frame size, N = Number of slots in a frame. In our model, we are mainly interested in the slot for idle nodes as these nodes are the ones which handle the queries. So, we can find how many idle slots make up the frame by
This can be visualized as shown in Fig. 10 . Fig. 11 , X is a random variable which represents the time interval from the arrival of the query at the node to the beginning of the slot where the node transmits the query to its CH. We assume that Service Time, T S (a random variable), represents the time interval from the arrival of the query at the node to the end of the slot when the node transmits the query to its CH.
We know that for a standard TDMA (Fig. 11) , F ðxÞ (Cumulative probability function of X) can be given as Thus, the first and second moments of X can be given by
and
The first and second moments of packet service time T S are thus given by
The first and second moments of message service time are given by (the service time of a message is the aggregate service time of its constituent packets)
The probability, P 0 , of an empty system is obtained from (2), (4), (6), (8) , and (9)
The expected number of messages in the system, M, is obtained by evaluating (1) at z ¼ 1,
ipðiÞ:
Using Little's formula, the mean message delay is
The expected service time of a message is
Then, the average waiting time is
Substituting (4), (5), (6), (7), (8), (9), (10), and (11) into (13), (14), (15) , and (16), we have
for constant message length Therefore, we have
Equation (19) gives the delay incurred for handling a query by the node. But, the total response time is the time interval from when the node gets the query from the user to the time the node sends back the answer to the user. Therefore, the total response time depends on the frame time, i.e., for history queries it is directly proportional to frame time whereas for one-time and persistent queries it is proportional to twice the frame-time.
It may be noted that a query for time-critical data is handled in the same manner as history data, as the BS always contains the time-critical data due to the reactive behavior of the sensor nodes.
Response Time
Most current protocols developed for queries are suitable for only one of the type of queries discussed in Section 3. But, our model tries to handle all the three types and to our knowledge, this is the first protocol which handles all types of queries efficiently.
Time-Critical Queries
An example format of a query is as follows:
Query: "Which area is beyond the hard threshold?" Format:
type: 1 // type of query (one-time) temp: 100 // if H T ¼ 100 location: -1 // -1 for "?"
Since the BS has all the time critical data (obtained in the reactive mode), the user just needs to query the BS directly at any time and the delay will be virtually zero. But, it is possible that the user is employing a wireless device (which might be battery operated) to query the network. So, the user might not want to transmit the queries over long distances to the BS or the user might not be able to access the BS directly due to other restrictions. In such conditions, the user can query the closest nodes directly and these queries can be routed to BS and back by the nodes.
The node that receives this query, before the beginning of the frame, transmits it to its CH in the corresponding slot. The cluster head aggregates all the data and transmits it to the BS at the end of the schedule. The BS retrieves the answer from its memory and sends the answer to the nodes directly in its down-link slot. The node can then send the answer to the user in its slot. Fig. 12 is the delay for handling the query by the node. The average delay is given by (19). As seen in Fig. 12 the total response time for a query, T R , is T D þ frame-time.
T D in the
Therefore, Average Response Time T R is
Nontime-Critical Queries
Historical Queries. An example format of a query is as follows:"What was the temperature two hours back in the northwest quadrant?" Format:
type: 0 // type of query temp: -1 // -1 for "?" location: northwest quadrant time: 120 //in minutes As the BS also has all the past data at all times (due to periodic transmission of data by the nodes), BS can answer any queries on past data immediately. Basically, the scenario is exactly similar to the way the time critical data is handled.
One-Time Queries
"What is the temperature in the northwest quadrant?" Format:
type: 1 // type of query temp: -1 // -1 for "?" location: northwest quadrant For such queries, the BS does not have the data and it has to be retrieved from the nodes which are eligible to answer the query. The nodes that receive the query, before the beginning of the current frame, send it to the BS through their CH. The BS broadcasts the query to the network. All the idle nodes that satisfy the queries send the data in their slot to the BS via their CHs. The BS collects the results, which it sends to the requesting node directly. The node transmits the answer to the query, in its next slot, to the user as shown in Fig. 13 . Therefore, the Total Response Time, T R , is T D þ 2 Ã frametime. T D is similar to the delay in time-critical data.
Hence, the Average Response Time (T R ) is
Persistent Queries
An example format of a query is as follows:" Query: "Report the temperature in the northwest quadrant for the next two hours." Format:
type: 2 // type of query temp: -1 // -1 for "?" location: northwest quadrant time: 120 //in minutes This type of query is handled almost exactly as the onetime query. If the BS can answer the query, it does that for the duration of the query. Otherwise, it repeatedly broadcasts this query to the nodes for the duration of the query. It receives answers in every frame-time from nodes satisfying the query and this answer is then broadcast to the nodes. This process continues for the duration of the query. The initial delay is the same as that of one-time query, and then the delay is one frame-time for the duration of the query.
It is worth mentioning that querying the BS directly just constitutes a simplified version of our querying system. If the BS is queried directly, then the first up-link to the BS is not required, thereby reducing the delay for each query by frame-time.
SIMULATION
Simulation Goals
We have based the implementation of the queries on the ns-2 [9] simulator with the LEACH extension. Our goals in conducting the simulation were:
. To compare the effectiveness of our enhanced APTEEN protocol with LEACH-C on the basis of energy dissipation and longevity of the network. . To find the effect of the arrival rate of queries on the average delay in answering a query.
Simulation
The simulation was performed on a network of 100 nodes and a fixed base station. The nodes are placed randomly in the network. All the nodes start with an initial energy of 2J. Cluster formation for queries on APTEEN is done as in the leach-c protocol [3] , [10] . However, their radio model is modified to include idle time power dissipation (set equal to 10 percent of the radio electronics energy) and sensing power dissipation (set equal to 10 percent of the idle energy). For our experiments, we simulated an environment with varying temperature in different regions. The sensor network nodes are first placed randomly in a bounding area of 100 x 100 units. The actual area covered by the network is then divided into four quadrants. Each quadrant is later assigned a random temperature between 0 F and 200 F every 5 seconds during the simulations. This random temperature is varied such that there are sudden changes less frequently (25 percent of the time) as opposed to small changes which occur more often (75 percent of the time). It is also observed that most of the clusters have been well distributed over the four quadrants.
Query Generation
For our experiments, we assume a Poisson process for the arrival of queries at each node, with a mean rate of !. The type of query (0,1,2) is picked randomly and the duration (for types 0,2) of the query and the location of interest are also decided randomly.
Parameters for Comparison
To analyze and compare the relative efficiency of our protocols and the effect of queries on our protocols, we use the following metrics: explains how our protocol is saving energy by not transmitting continuously data which is not required (neither time-critical nor satisfying any query). Such data can be buffered and later transmitted at periodic intervals. This aids in answering historical queries. Thus, we are reducing the number of transmissions but not reducing the total data received at the BS. . Average Delay: This metric gives the average response time in answering a query and is calculated separately for each type of query. For all our experiments, the attribute to be sensed is the temperature. The performance of enhanced APTEEN for queries is studied in the Soft mode using both the thresholds. In this mode, as discussed in Section 5, once a node senses a value beyond H T , it next transmits data only when the current sensed value differs from the previous transmitted value by an amount equal to or greater than the soft threshold S T . The hard threshold is set at 100 F , the average of the highest and the lowest possible temperatures. The soft threshold was arbitrarily assigned a value of 2 F for our experiments. The count time is set equal to 5 times the frame-time. In experiments involving queries, ! is set at 0.01 and increased gradually to 1.0.
RESULTS
We executed multiple runs of the simulator for each protocol. The readings from these trials were then averaged and plotted. A lower value of the energy-dissipation metric and a higher number of nodes alive at any given time indicates a more efficient protocol.
Figs. 14, 15, and 16 show the effect of incorporating queries in APTEEN with respect to the number of nodes alive, the energy consumption and the total data signals received at the BS over time, respectively. To compare the performance of the protocols accurately, the cluster formation is performed as in leach-c as discussed in Section 2. The improvements in energy consumption and longevity (Figs. 14 and 15) are considerable. Fig. 16 indicates that this is because of decreased data transmission. But, this energy saving does increase the response time for nontime critical (one-time and persistent) queries. This delay is acceptable as this will not happen to any query requesting time critical data. The delay depends on the frame time as shown in the next section. APTEEN can still handle all the queries at BS as in LEACH with the added flexibility that the user can query any node directly.
It may be noted that the reduction in number of data transmissions, in APTEEN, (Fig. 16) does not imply that each node is transmitting less data. It simply means that nodes are accumulating data and transmitting only after count time. Thus, the quality of the data collected at the BS remains unchanged.
Comparison of Simulation and Analytical
Model Results Fig. 17 compares the delay incurred in handling the query at the node and is given by (19). The limiting value for ! is 1/frametime. If the queries arrive with a frequency greater than frametime, they begin accumulating in the queue and the average response time gradually tends to infinity. Therefore, for our simulation with 100 nodes and one cluster, the limiting value for ! is 1/1.1992 = 0.83389, where frametime = 1.1992. We observe a slight variation between the simulation and analytical model results primarily because the number of idle nodes (as given by (3)) that make up the frame is not an integer. Fig. 18 compares the total response time in handling the various types of queries.
CONCLUSIONS
In this paper, we have discussed how our proposed APTEEN protocol can be extended to handle any type of query in an energy efficient manner. We have analytically computed the delay in handling various types of queries when the user has the flexibility to query any node in the sensor network directly. Our query implementation is also observed to be quite generic as it allows users to request different types of information in the form of historical, one-time, and persistent queries. Even though our protocol increases the delay for nontime critical data, it improves the life of the sensor network by at least two times. Currently, we are also attempting to develop an analytical model to accurately predict the impact of changing the threshold values, count time, changing the percentage of idle nodes, etc. on the energy consumption and network longevity. The analytical model can be extended to take into account a randomly varying frame length. Our analytical model confirms that the delay in answering the queries depends greatly on the frame length. Frame length can be reduced if all the CHs use different CDMA codes to communicate with the BS. Since BS is not energy constrained, this should not affect the overall performance.
The protocol can be further enhanced for specific assumptions by modifying our query model suitably, for example, for networks with uneven or high density node distributions. Also, for localized one-time and persistent queries it might be more efficient to answer them locally at the CHs rather than routing them through BS. However, this might require more intelligent sensor nodes. He has received numerous certificates and awards from the IEEE Computer Society. He was selected for the "Third Millennium Medal" by the IEEE for his outstanding contributions. He has also delivered keynote speechs for five international conferences. Four of his patents in wireless networking area have also been approved recently. He has also been a Computer Science Accreditation Board visitor, an ABET team visitor, and a fellow of the ACM. He is a fellow of the IEEE.
. For more information on this or any computing topic, please visit our Digital Library at http://computer.org/publications/dlib.
