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Introduction
Although this may seem a paradox, all exact science is dominated by the
idea of approximation. (Bertrand Russel, logicien et prix Nobel)
1 Approximation adaptative et anisotrope par e´le´-
ments finis : pourquoi et comment ?
Cette the`se est consacre´e au proble`me de l’approximation de fonctions par des e´le´-
ments finis polynomiaux par morceaux sur des triangulations, et sur des maillages plus
ge´ne´raux. Nous nous inte´ressons tout particulie`rement a` la situation ou` le maillage est
construit en adaptation avec la fonction approche´e. Ce maillage peut donc comporter des
e´le´ments de taille, de rapport d’aspect et d’orientation fortement variables.
L’approximation par des fonctions polynomiales par morceaux est une proce´dure qui
intervient dans de nombreuses applications. Dans certaines d’entre elles comme la com-
pression de donne´es de terrain, d’images ou de surfaces, la fonction f approche´e peut eˆtre
connue exactement. Dans d’autres applications comme le de´bruitage de donne´es, l’ap-
prentissage statistique ou la discre´tisation par e´le´ments finis d’Equations aux De´rive´es
Partielles (EDP), la fonction approche´e n’est connue que partiellement, voire totalement
inconnue initialement. Dans toutes ces applications, on e´tablit usuellement une distinc-
tion entre l’approximation uniforme ou adaptative. Dans le cadre uniforme, le domaine
de de´finition de la fonction est de´compose´ en une partition forme´e d’e´le´ments de taille
et de forme comparables, alors que ces attributs peuvent varier fortement dans le cadre
adaptatif. La partition peut dans ce dernier cas eˆtre adapte´e aux proprie´te´s locales de la
fonction f , dans l’objectif d’optimiser le compromis entre la pre´cision et la complexite´ de
l’approximation.
Du point de vue de la the´orie de l’approximation, ce compromis entre pre´cision et
complexite´ est ge´ne´ralement lie´ a` la re´gularite´ de la fonction : on s’attend typiquement a`
des vitesses de convergence plus e´leve´es pour des fonctions plus re´gulie`res. Les fonctions qui
se pre´sentent dans les applications concre`tes peuvent cependant pre´senter des proprie´te´s
he´te´roge`nes de re´gularite´, dans le sens ou` elles sont re´gulie`res dans certaines re´gions,
qui se´parent des discontinuite´s localise´es. Deux exemples typiques, illustre´s Figure 1 et
Figure 2, sont (i) les bords des objets dans les fonctions qui repre´sentent des images,
et (ii) les chocs dans les solutions d’EDP hyperboliques et non-line´aires. Les me´thodes
nume´riques destine´es au traitement de l’image, pour le de´bruitage ou la compression
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2 Introduction
Figure 1 – Une fonction re´gulie`re par morceaux (haut, gauche), Partition uniforme du
domaine de de´finition (haut, droite), Partition associe´e a` l’approximation adaptative fon-
de´e sur les plus grands coefficients du de´veloppement de la fonction sur la base de Haar
(bas, gauche), Partition associe´e a` l’approximation adaptative anisotrope de la fonction
par des e´le´ments finis (bas, droite). (source : G. Peyre´)
notamment, ou de´die´es a` la simulation des EDP be´ne´ficient grandement de repre´sentations
e´conomiques et pre´cises de telles fonctions. Une approximation polynomiale par morceaux
sur une partition uniforme du domaine n’est ge´ne´ralement pas suffisante a` cet effet. Un
premier pas vers l’adaptativite´ consiste a` faire varier la taille des e´le´ments qui forment
la partition en fonction des proprie´te´s locales de re´gularite´ de la fonction. Un proce´de´
tre`s similaire, souvent utilise´ en traitement de l’image et illustre´ Figure 1 (bas, gauche),
consiste a` retenir les termes d’une de´composition en ondelettes de f qui correspondent
aux plus grands coefficients. Un second pas dans l’adaptativite´ est de remarquer qu’une
plus grande re´solution de la partition est requise dans la direction orthogonale a` la courbe
de discontinuite´ que dans la direction tangentielle, et de tirer parti de cette proprie´te´
en employant une partition anisotrope du domaine. En deux dimensions ces partitions
sont typiquement construites a` l’aide de triangles de fort rapport d’aspect aligne´s avec les
discontinuite´s, comme illustre´ Figure 1 (bas droite) et Figure 2.
Dans le contexte de la simulation nume´rique des EDP, l’adaptativite´ signifie e´galement
que le maillage de calcul n’est pas fixe´ a priori, mais dynamiquement mis a` jour au cours
de la simulation a` mesure que la solution exacte se de´voile. D’un point de vue nume´rique
ces me´thodes requie`rent des algorithmes et des structures de donne´es plus complexes que
leurs pendants non-adaptatifs. D’un point de vue the´orique l’analyse de ces algorithmes
est difficile, lorsqu’elle est possible. On ne sait en fait rigoureusement e´tablir que les me´-
thodes adaptatives ame´liorent la vitesse de convergence des solutions approche´es vers la
solution exacte, que pour un nombre re´duit de syste`mes d’EDP et seulement dans le cas de
3Figure 2 – Flux d’air autour d’un avion supersonique, calcule´ a` l’aide d’un maillage
tridimensionnel fortement anisotrope. (source : F. Alauzet [20].)
l’adaptation isotrope de maillage. Nous re´fe´rons au survey [77] pour une vue d’ensemble
de ces re´sultats dans le cas des e´quations elliptiques. Nous devons mentionner que ces
difficulte´s sont accentue´es lorsque des e´le´ments finis anisotropes sont utilise´s. Plusieurs
logiciels comme [20,93,94] utilisent cependant avec succe`s les maillages anisotropes pour
la simulation nume´rique des EDP, comme illustre´ par exemple Figure 2. D’un point de vue
nume´rique l’ame´lioration apporte´e par ces me´thodes semble e´vidente en comparaison avec
les me´thodes non-adaptatives ou adaptatives isotropes. Cependant de nombreux aspects
de l’analyse the´orique de ces me´thodes restent des questions ouvertes.
Cette the`se e´tudie le proble`me de l’adaptation de maillage anisotrope pour l’approxi-
mation d’une fonction connue. Ceci peut eˆtre conside´re´ comme une e´tape pre´liminaire
pour l’analyse de l’adaptation anisotrope de maillage dans la simulation des EDP, mais
d’autres applications peuvent en tirer parti comme le traitement de donne´es de terrain,
de surfaces ou d’images.
Etant donne´e une triangulation T d’un domaine borne´ et polygonal Ω ⊂ R2, et un
entier fixe´ k ≥ 1, nous notons Vk(T ) l’espace des e´le´ments finis de degre´ k sur T . L’espace
Vk(T ) est forme´ de toutes les fonctions qui co¨ıncident sur chaque triangle T ∈ T avec un
polynoˆme de degre´ total k
Vk(T ) := {g ; g|T ∈ IPk, T ∈ T }.
La dimension de Vk(T ) est de l’ordre de O(k2#(T )). Etant donne´e une fonction f : Ω→ R
et une triangulation T de Ω, l’erreur de meilleure approximation de f dans Vk(T ) est
de´finie par
eT (f)X := inf
g∈Vk(T )
‖f − g‖X . (1)
La lettre X de´signe la norme ou la semi-norme dans laquelle l’erreur d’approximation
‖f − g‖X est mesure´e. Dans cette the`se nous restreignons notre attention a` la norme Lp
et a` la semi-norme W 1,p, ou` 1 ≤ p ≤ ∞. Elles sont de´finies comme suit :
‖h‖Lp(Ω) :=
(∫
Ω
|h|p
) 1
p
et |h|W 1,p(Ω) :=
(∫
Ω
|∇h|p
) 1
p
,
avec la modification usuelle lorsque p = ∞. Notons que l’on doit imposer la continuite´
globale de g dans la de´finition ci dessus de Vk(T ) lorsqu’on utilise la semi-norme W 1,p.
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La meilleure approximation g ∈ Vk(T ) de f peut eˆtre calcule´e exactement dans le cas
de la norme L2 ou de la semi-norme W 1,2 (ou H1) : g est la projection orthogonale de f
sur Vk(T ) par rapport au produit scalaire associe´ a` la norme d’inte´reˆt. Dans le cas p 6= 2
de normes non hilbertiennes la meilleure approximation de f est ge´ne´ralement difficile a`
calculer, mais des approximations “satisfaisantes” peuvent eˆtre obtenues par diffe´rentes
me´thodes. Si la fonction est continue, on peut utiliser l’interpolation de Lagrange, tandis
qu’un ope´rateur de quasi-interpolation est pre´fe´re´ pour les fonctions non-lisses, voir Cha-
pitre 6. Plus ge´ne´ralement, si PT est un ope´rateur arbitraire de projection de l’espace X
sur Vk(T ), il est aise´ de voir que l’on a pour toute f ∈ X
‖f − PT f‖X ≤ CeT (f)X , (2)
ou` C := 1 + ‖PT ‖X→X . Le proble`me de l’approximation d’une fonction f sur une trian-
gulation donne´e T , par des e´le´ments finis de degre´ k, est donc en bonne partie re´solu.
Dans le contexte de l’approximation adaptative, la triangulation T du domaine Ω
n’est pas fixe´e, mais peut eˆtre choisie librement en adaptation avec f (par contraste nous
supposons toujours dans cette the`se que l’entier k est fixe´, bien qu’arbitraire). Ceci nous
me`ne naturellement a` l’objectif de caracte´riser et de construire un maillage optimal pour
une fonction donne´e f . Etant donne´e une norme X d’inte´reˆt et une fonction f a` approcher,
nous formulons le proble`me de l’adaptation optimale de maillage, comme la minimisation
de l’erreur d’approximation parmi toutes les triangulations de cardinalite´ donne´e. Nous
de´finissons donc l’erreur de meilleure approximation adaptative comme suit :
eN(f)X := inf
#(T )≤N
eT (f)X = inf
#(T )≤N
inf
g∈Vk(T )
‖f − g‖X . (3)
Par contraste avec le proble`me de la meilleure approximation par e´le´ments finis sur un
maillage fixe´, l’approximation adaptative et anisotrope n’est pas encore bien comprise.
En particulier (i) comment le maillage optimal de´pend-il de la fonction f , et (ii) com-
ment l’erreur optimale eN(f)X de´croˆıt-elle lorsque N augmente ? Ces proble`mes sont bien
compris dans le cadre isotrope, ou` l’optimisation est restreinte aux triangulations dans
lesquelles les triangles satisfont uniforme´ment une contrainte sur leur rapport d’aspect
diam(T )2 ≤ C|T |
ou` diam(T ) et |T | repre´sentent le diame`tre et l’aire de T respectivement, et C > 0 est
une constante fixe´e. Dans le cadre ge´ne´ral des triangulations potentiellement anisotropes,
ce sont des proble`mes ouverts.
Heuristiquement, la simplicite´ de (1) en comparaison avec (3) vient ce que l’optimisa-
tion est pose´e sur l’espace line´aire Vk(T ), et qu’une solution presque optimale peut donc
eˆtre obtenue en appliquant a` f un ope´rateur de projection stable comme indique´ dans
(2). Par contraste, le proble`me d’optimisation (3) est pose´ sur la re´union d’espaces Vk(T )
pour toutes les triangulations T satisfaisant #(T ) ≤ N . Il s’agit donc d’un proble`me d’ap-
proximation non-line´aire. D’autres exemples de ce type de proble`me sont l’approximation
par les N meilleurs termes dans un dictionnaire de fonctions, ou l’approximation par des
fonctions rationnelles. Nous re´fe´rons le lecteur a` [42] pour un survey sur l’approximation
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L’objectif de cette the`se est de mieux comprendre le proble`me d’adaptation de maillage
optimale pose´ sur la classe entie`re des triangulations potentiellement anisotropes. Les
quatre parties de cette the`se sont consacre´es respectivement aux quatre questions ci-
dessous :
I. Comment l’erreur d’approximation eN(f)X se comporte-t-elle dans le re´gime asymp-
totique ou` le nombre N de triangles tend vers l’infini, lorsque f est une fonction
suffisamment re´gulie`re ? Nous e´tablissons dans ce contexte une caracte´risation ma-
the´matique du maillage optimal, ainsi que des estimations pre´cises supe´rieures et
infe´rieures de eN(f)X a` l’aide de N et de quantite´s qui de´pendent non line´airement
des de´rive´es de f .
II. Quelles classes de fonctions gouvernent la vitesse de de´croissance de eN(f)X lorsque
N augmente, et sont en ce sens naturellement lie´es au proble`me d’adaptation op-
timale de maillage ? Nous pensons en particulier a` ce qu’on appelle les fonctions
cartoon, qui par de´finition sont re´gulie`res excepte´ le long d’une famille de courbes de
discontinuite´. Il s’agit d’un mode`le d’image populaire, illustre´ par exemple Figure 1.
Nous verrons que ce mode`le s’inscrit naturellement dans une classe de fonctions plus
riche qui correspond a` une vitesse donne´e de de´croissance de eN(f)X .
III. Le proble`me d’optimisation (3), qui porte sur les triangulations T de cardinalite´
donne´e N , peut-il eˆtre remplace´ par un proble`me e´quivalent mais plus accessible ?
Les triangulations sont en effet des objets combinatoires et discrets, de´crits par leurs
sommets et areˆtes, ce qui est peu commode lorsque l’on re´sout des proble`mes d’opti-
misation de la forme de (3). Nous e´tudions la correspondance entre certaines classes
de triangulations et de me´triques riemanniennes qui sont par contraste des objets
continus. Ceci nous permet de reformuler le proble`me original d’optimisation par un
proble`me plus facilement soluble pose´ sur l’ensemble des me´triques riemanniennes.
IV. Est-il possible de construire une suite quasi-optimale de triangulations (TN)N≥0, ou`
#(TN) = N , en utilisant une proce´dure hie´rarchique de raffinement ? La proprie´te´
de hie´rarchie garantit l’inclusion des espaces d’e´le´ments finis associe´s aux triangula-
tions : Vk(TN) ⊂ Vk(TN+1). Elle est requise dans des applications comme le codage
progressif ou le traitement de donne´es en ligne (i.e. a` mesure qu’elles sont trans-
mises). Nous proposons un algorithme simple et explicite qui donne une re´ponse
positive a` cette question sous certaines conditions.
2 Etat de l’art
Avant d’entrer dans le de´tail du contenu de la the`se, nous donnons dans cette section
un aperc¸u rapide de l’e´tat de l’art dans les deux proble`mes de l’e´tude de eN(f)X lorsque
N augmente et de la construction d’une triangulation proche de l’optimale. Nous devons
pour cela introduire certaines notations. Nous supposons dans la suite que f ∈ C0(Ω),
ou` Ω ⊂ R2 est un domaine polygonal borne´ et Ω de´signe l’adhe´rence de Ω. Pour chaque
triangulation T de Ω nous notons IkT l’ope´rateur usuel d’interpolation de Lagrange sur
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les e´le´ments finis de degre´ k sur T : sur chaque triangle T ∈ T l’interpolation IkT f est
l’unique e´le´ment de IPk qui co¨ıncide avec f aux points de coordonne´es barycentriques
{0, 1
k
, · · · , k−1
k
, 1}. Lorsque k = 1 ces points sont simplement les trois sommets de T . Si
la triangulation T est conforme (chaque areˆte de chaque triangle est soit sur le bord de
Ω, soit co¨ıncide avec l’areˆte entie`re d’un autre triangle), alors IkT f est continu. Pour eˆtre
consistant avec le reste de cette the`se nous de´finissons m := k+1 ≥ 2, et nous avons donc
eT (f)Lp ≤ ‖f − Im−1T f‖Lp(Ω) et eT (f)W 1,p ≤ ‖∇f −∇ Im−1T f‖Lp(Ω).
Toute estimation sur l’erreur d’interpolation donne donc une estimation supe´rieure sur
l’erreur de meilleure approximation eT (f)X . De plus si f est suffisamment re´gulie`re et T
suffisamment fine, alors ces quantite´s sont ge´ne´ralement comparables.
L’un des re´sultats fondateurs en approximation adaptative et anisotrope par des e´le´-
ments finis porte sur les e´le´ments finis affines par morceaux (m = 2) lorsque l’erreur
est mesure´e en norme Lp, voir aussi [27] ou Chapitre 2. Ce re´sultat peut eˆtre formule´
comme suit : pour tout domaine polygonal borne´ Ω ⊂ R2, pour tout 1 ≤ p < ∞ et pour
toute fonction f ∈ C2(Ω), il existe une suite (TN)N≥N0 de triangulations de Ω satisfaisant
#(TN) ≤ N , et telles que
lim sup
N→∞
N‖f − I1TN f‖Lp(Ω) ≤ C
∥∥∥√| det(d2f)|∥∥∥
Lτ (Ω)
, (4)
ou` l’exposant τ ∈ (0,∞) est de´fini par
1
τ
:= 1 +
1
p
,
et C est une constante universelle (C est inde´pendante de p, Ω et f). Nous rappelons que
la limite supe´rieure d’une suite (uN)N≥N0 est de´finie par
lim sup
N→∞
uN := lim
N→∞
sup
n≥N
un, (5)
et est en ge´ne´ral strictement infe´rieure au supremum supN≥N0 uN . Trouver une majoration
pertinente de supN≥N0 ‖f − I1TN f‖Lp(Ω) reste aujourd’hui un proble`me ouvert lorsque des
triangulations anisotropes adapte´es de manie`re optimale sont utilise´es. Le re´sultat (4)
s’e´tend a` l’exposant p = ∞, et aux maillages simpliciaux de domaines Ω de plus grande
dimension, mais les maillages TN peuvent ne pas eˆtre conformes.
Le re´sultat (4) re´ve`le que la pre´cision de l’approximation de f est gouverne´e par la
quantite´
√| det(d2f)| qui de´pend non line´airement de la matrice hessienne d2f . Cette de´-
pendance non line´aire est fortement lie´e au fait que nous autorisons des triangles de formes
potentiellement fortement anisotropes. L’estimation d’erreur (4) est obtenue en produi-
sant des triangulations suffisamment fines qui combinent les deux proprie´te´s heuristiques
suivantes :
a) Equidistribution des erreurs : la contribution ‖f−I1T f‖Lp(T ) de chaque triangle T ∈ TN
a` l’erreur d’interpolation globale ‖f − I1TN f‖Lp(T ) est du meˆme ordre. Cette condition
se traduit par une contrainte locale sur l’aire des triangles, qui est dicte´e par le com-
portement local de f et en particulier par det(d2f(z)).
7Figure 3 – Illustration de la strate´gie des patchs locaux : les re´gions Ωi sont couvertes
par des pavages pe´riodiques, qui sont ensuite recolle´s.
b) Forme optimale des triangles : le rapport d’aspect et l’orientation d’un triangle T ∈ TN
est dicte´ par le rapport des valeurs propres et par la direction des vecteurs propres de
la matrice hessienne d2f(z) pour z ∈ T .
La me´thode la plus simple pour construire une suite (TN)N≥N0 de triangulations satis-
faisant (4) est d’utiliser une strate´gie de“patchs locaux”que l’on peut de´crire intuitivement
comme suit. Dans une premie`re e´tape le domaine Ω est de´coupe´ en re´gions Ωi, 1 ≤ i ≤ k,
suffisamment petites pour que la matrice hessienne d2f(z) varie peu sur chaque Ωi autour
d’une valeur moyenne Mi. En d’autres termes f est bien approche´e par un polynoˆme
quadratique sur chaque Ωi. Chaque re´gion Ωi est ensuite pave´e par une triangulation uni-
forme T iN dont les mailles sont de taille, de rapport d’aspect et d’orientation dicte´s par
Mi. Les triangulations T iN de Ω sont ensuite recolle´es de manie`re conforme pour former
une triangulation TN de Ω, au prix de quelques triangles supple´mentaires aux interfaces
entre les Ωi.
Cette construction, illustre´e Figure 3 est suffisante pour e´tablir le re´sultat asympto-
tique (4), mais pas pour des applications pratiques car elle ne devient efficace que pour un
grand nombre de triangles. L’approche suivante, fonde´e sur les me´triques riemanniennes,
est souvent pre´fe´re´e dans les applications. Pour simplifier l’exposition nous supposons que
la matrice hessienne M(z) := d2f(z) est de´finie positive en chaque point z ∈ Ω, et nous
de´finissons
H(z) := λ2(detM(z))−
1
2p+2M(z) (6)
ou` λ > 0 est une constante dont le roˆle est de controˆler la re´solution de la triangulation.
Une telle fonction H, qui associe continuˆment a` chaque point z ∈ Ω une matrice syme´-
trique de´finie positive H(z) ∈ S+2 , est appele´e une me´trique riemannienne. Notez que pour
chaque z ∈ Ω, la matrice H(z) de´finit une ellipse
Ez := {u ∈ R2 ; uTH(z)u ≤ 1}.
Comme illustre´ Figure 4, partie gauche, une me´trique encode a` chaque point z ∈ Ω
une information d’aire, de rapport d’aspect et d’orientation, sous la forme d’une matrice
syme´trique de´finie positive H(z) ou de manie`re e´quivalente d’une ellipse Ez. Plusieurs
algorithmes de ge´ne´ration de maillage, comme [93, 94], sont capables de produire une
triangulation adapte´e a` la me´trique z 7→ H(z), dans le sens ou` pour chaque z ∈ Ω le
triangle T ∈ T contenant z a une forme “similaire” a` l’ellipse Ez comme illustre´ Figure 4,
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Figure 4 – Une me´trique et une triangulation adapte´e. (source : J. Schoen [84])
partie droite. En termes mathe´matiques, cela signifie que pour chaque triangle T ∈ T et
chaque z ∈ T , l’on a
bT + c1Ez ⊂ T ⊂ bT + c2Ez, (7)
ou` 0 < c1 < c2 sont des constantes fixe´es et bT de´signe le barycentre de T , ce qui signifie
aussi que T est “proche” d’eˆtre un triangle e´quilate´ral dans la me´trique H(z). Si T est
une telle triangulation, et si λ est suffisamment grand, un argument heuristique (qui sera
rappele´ Chapitre 2) montre que
#(T )‖f − I1T f‖Lp(Ω) ≤ C‖
√
| det(d2f)|‖Lτ (Ω),
ou` la constante C de´pend de c1 et c2.
En faisant varier le parame`tre λ nous obtenons diffe´rentes triangulations Tλ, de car-
dinalite´ proportionnelle a` λ2, ce qui me`ne a` l’estimation d’erreur (4). Mentionnons que
la construction du maillage T a` partir de la me´trique H n’est pas e´vidente. De plus il
n’existe pas de preuve rigoureuse que la condition de similarite´ (7) est ve´rifie´e par les al-
gorithmes de ge´ne´ration de maillage les plus courants, a` l’exception notable de [66] et [15].
La borne d’approximation (4) est optimale si l’on se restreint aux triangulations qui
satisfont une condition technique de´finie comme suit. Nous disons qu’une suite (TN)N≥N0
de triangulations d’un domaine polygonal Ω ⊂ R2 est admissible si #(TN) ≤ N et si
sup
N≥N0
(√
N max
T∈TN
diam(T )
)
<∞. (8)
Pour toute suite admissible (TN)N≥N0 de triangulations de Ω, on peut e´tablir la minoration
lim inf
N→∞
N‖f − I1TN f‖Lp(Ω) ≥ c
∥∥∥√| det(d2f)|∥∥∥
Lτ (Ω)
, (9)
ou` la constante c > 0 est universelle (voir aussi The´ore`me 2 dans le plan de la the`se
ci dessous). De plus la condition d’admissibilite´ n’est pas trop restrictive : pour chaque
ε > 0 il existe une suite admissible de triangulations (TN)N≥N0 qui satisfait la majoration
d’erreur (4) a` la constante ε pre`s ajoute´e au terme de droite.
Des re´sultats similaires a` (4) et (9) peuvent eˆtre de´veloppe´s pour les maillages isotropes,
dans lesquels la taille des triangles peut varier mais pas leur forme, en ce sens que la mesure
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voir par exemple [35]. Dans ce cas l’estimation (4) doit eˆtre remplace´e par
lim sup
N→∞
N‖f − I1TN f‖Lp(Ω) ≤ C‖d2f‖Lτ (Ω), (10)
avec la meˆme valeur de τ , et l’estimation (9) a un pendant similaire. Les constantes C
et c apparaissant dans ces estimations de´pendent de´sormais de la borne ρ0 sur la mesure
de de´ge´ne´rescence. Ainsi la quantite´ non line´aire
√| det(d2f)| est remplace´e par le terme
line´aire d2f dans la norme Lτ , et ces re´sultats sont de´sormais tre`s similaires a` ceux de
meilleure approximation par N ondelettes [30].
En termes des valeurs propres λ1(z), λ2(z) de la matrice syme´trique d
2f(z) nous rem-
plac¸ons donc la moyenne ge´ome´trique
√|λ1(z)λ2(z)| par max{|λ1(z)|, |λ2(z)|}, qui peut
eˆtre significativement plus grand quand ces valeurs propres sont d’ordres de grandeur dif-
fe´rents. C’est le cas typiquement si la fonction f approche´e pre´sente des caracte´ristiques
fortement anisotropes, et nous pouvons donc nous attendre a` une ame´lioration substan-
tielle des proprie´te´s d’approximation lorsque des maillages anisotropes sont utilise´s pour
de telles fonctions.
Le re´sultat (4) donne un compte rendu pre´cis de l’ame´lioration que peuvent appor-
ter des triangulations anisotropes en comparaison avec les triangulations isotropes, mais
malheureusement seulement dans un cadre restreint, ce qui a motive´ notre travail :
I. Le re´sultat original ne s’applique qu’a` l’erreur d’interpolation line´aire mesure´e en
norme Lp, alors que les e´le´ments finis de plus haut degre´ et les normes de Sobo-
lev W 1,p sont aussi pertinents. En particulier la norme W 1,2 (ou H1) apparaˆıt tre`s
naturellement dans le contexte des EDP elliptiques.
II. La fonction approche´e f doit eˆtre C2, alors que les applications les plus inte´ressantes
de l’approximation adaptative font intervenir des fonctions non lisses voire disconti-
nues. Quel sens peut-on donner a` la quantite´ ‖√| det(d2f)|‖Lτ (Ω) lorsque f est une
fonction discontinue ?
III. La me´trique riemannienne z 7→ H(z) est utilise´e comme objet interme´diaire pour la
ge´ne´ration de maillages dans les applications nume´riques. Cette approche manque
cependant d’un re´sultat pre´cis d’e´quivalence entre ces objets continus et les diffe´-
rentes classes de triangulations anisotropes. Sous quelles conditions peut-on associer
a` une me´trique z 7→ H(z) une triangulation T qui lui est adapte´e au sens de (7) ?
IV. Les algorithmes pre´ce´demment mentionne´s de ge´ne´ration de maillages anisotropes
ne sont pas hie´rarchiques, dans le sens ou` une meilleure pre´cision n’est pas atteinte
par un raffinement local mais par la re-ge´ne´ration globale d’un nouveau maillage.
Peut-on proposer un algorithme de raffinement hie´rarchique qui permet d’obtenir
l’erreur d’approximation optimale (4) ?
Nous devons aussi mentionner deux proble`mes fondamentaux qui sont discute´s dans
cette the`se, mais qui sont reste´s des proble`mes ouverts et feront l’objet de travaux fu-
turs. En premier lieu l’estimation d’erreur (4) ne donne qu’une information asymptotique,
lorsque le nombre de triangles tend vers ∞, alors qu’une estimation d’erreur portant sur
toutes les valeurs de N est fortement souhaite´e. En second lieu l’extension de ce re´sultat
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a` des fonctions de´finies sur des domaines de dimension supe´rieure a` deux est entrave´e par
un proble`me difficile de ge´ome´trie algorithmique : la production de maillages conformes
et anisotropes en dimension 3 ou plus e´leve´e. Des me´thodes nume´riques comme [94] s’at-
taquent a` ce proble`me, mais il n’est pas re´solu d’un point de vue the´orique.
3 Plan de la the`se
La the`se est constitue´e de quatre parties qui visent a` re´soudre les quatre proble`mes
clefs, nume´rote´s I a` IV, que nous avons rencontre´s dans les re´sultats ante´rieurs sur l’ap-
proximation adaptative et anisotrope par e´le´ments finis. Ces quatre parties sont essentiel-
lement auto-consistantes et peuvent donc eˆtre lus inde´pendamment. Les chapitres consti-
tuant chaque partie gagnent a` eˆtre lus dans l’ordre, a` l’exception du chapitre 1 dont la
lecture peut eˆtre ignore´e par le lecteur souhaitant aller plus rapidement au coeur du sujet.
Les chapitres 1, 2, 3, 4, 7, 8, ainsi que la troisie`me partie du chapitre 9, sont respecti-
vement issus des articles [9], [72], [73], [37], [34], [36] et [35]. Les notations utilise´es dans
ces articles ont e´te´ unifie´s pour la clarte´ de l’ensemble. Les chapitres 5 et 6 sont l’objet
d’articles en pre´paration.
Partie I. Ele´ments finis de degre´ arbitraire, et normes de Sobolev
Nous ge´ne´ralisons dans cette partie l’estimation d’erreur asymptotique (4) aux e´le´-
ments finis de degre´ arbitraire et aux semi-normes de Sobolev W 1,p pour la mesure de
l’erreur. Cette analyse nous ame`ne a` introduire des concepts clefs pour l’adaptation opti-
male de maillage.
Pour commencer nous conside´rons dans le Chapitre 1 des partitions d’un domaine rec-
tangulaire en rectangles aligne´s avec les axes de coordonne´es, comme illustre´ Figure 5, a`
la place de triangles de directions arbitraires. De telles partitions sont pertinentes lorsque
les axes de coordonne´es jouent un roˆle privile´gie´, de sorte que les traits anisotropes de
la fonction f sont aligne´s avec les axes de coordonne´es. Nous obtenons une estimation
d’erreur asymptotique optimale dans ce contexte. Nos re´sultats s’appliquent a` des poly-
noˆmes par morceaux de degre´ arbitraire, en dimension quelconque d > 1, lorsque l’erreur
d’approximation est mesure´e en norme Lp. Nous ne conside´rons pas ici les normes W 1,p
car ces approximations polynomiales par morceaux sont ge´ne´ralement discontinues.
Le principal avantage de ce cadre est que les de´tails techniques requis pour la construc-
tion d’une partition anisotrope du domaine, ainsi que l’analyse d’erreur, sont simplifie´s
par la pre´sence de directions privile´gie´es. Nous tirons avantage de ce contexte simple pour
introduire et e´tudier un concept clef appele´ la fonction de forme, ou shape function en
anglais, qui gouverne l’erreur d’approximation locale apre`s une adaptation optimale des
e´le´ments de la partition aux proprie´te´s locales de la fonction approche´e. Cette fonction
de forme est aussi de´finie et utilise´e dans les Chapitres 2 et 3 pour des triangulations
anisotropes. Nous donnons ci-dessous sa de´finition pre´cise dans ce cadre.
Le Chapitre 2 est consacre´ aux e´le´ments finis triangulaires de degre´ arbitraire m− 1,
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Figure 5 – Partition anisotrope d’un domaine en rectangles.
ou` m ≥ 2, lorsque l’erreur est mesure´e en norme Lp. Pour pre´senter nos re´sultats, nous
devons introduire quelques notations. Nous notons IHm l’espace vectoriel des polynoˆmes
homoge`nes de degre´ m :
IHm := Span{xkyl ; k + l = m}.
Un ingre´dient clef de notre approche est la fonction de forme Km,p : IHm → R+, ou`
1 ≤ p ≤ ∞ est un exposant donne´. Cette fonction est de´finie par une optimisation de
l’erreur Lp d’interpolation parmi les triangles d’aire 1 de toutes les formes possibles : pour
tout pi ∈ IHm,
Km,p(pi) := inf|T |=1
‖pi − Im−1T pi‖Lp(T ), (11)
ou` Im−1T de´signe l’ope´rateur d’interpolation locale sur T . Notre re´sultat principal est l’es-
timation d’erreur asymptotique suivante.
The´ore`me 1. Soit Ω ⊂ R2 un domaine polygonal borne´, soit f ∈ Cm(Ω) et soit 1 ≤ p <
∞. Il existe une suite (TN)N≥N0, #(TN) ≤ N , de triangulations conformes de Ω telles que
lim sup
N→∞
N
m
2 ‖f − Im−1TN f‖Lp(Ω) ≤
∥∥∥∥Km,p(dmfm!
)∥∥∥∥
Lτ (Ω)
(12)
ou` l’exposant τ ∈ (0,∞) est de´fini par 1
τ
:= m
2
+ 1
p
.
Dans l’estimation d’erreur (12), nous identifions la donne´e dmf(z) des de´rive´es d’ordre
m de f au point z au polynoˆme homoge`ne qui lui correspond dans le de´veloppement de
Taylor de f en z. Sous forme mathe´matique
dmf(z)
m!
∼
∑
k+l=m
∂mf
∂kx ∂ly
(z)
xk
k!
yl
l!
.
Le The´ore`me 1 e´tend le re´sultat connu (4) aux e´le´ments finis de degre´ arbitraire m−1.
De manie`re similaire, la qualite´ de l’approximation adaptative et anisotrope de f est de´ter-
mine´e par une expression non-line´aire des de´rive´es de f : la fonction de formeKm,p(d
mf(z))
est la “ge´ne´ralisation” aux de´rive´es d’ordre supe´rieur du de´terminant
√| det(d2f(z))| ap-
paraissant dans (4).
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Ces re´sultats motivent une e´tude approfondie de la fonction de forme Km,p. Nous avons
montre´ que K2,p, qui correspond au cas m = 2 de l’approximation affine par morceaux,
est proportionnel a` la racine carre´e du de´terminant du polynoˆme quadratique pi = ax2 +
2bxy + cy2 ∈ IH2 :
K2,p(pi) = c2,p
√
| detpi| = c2,p
√
|ac− b2|,
ou` la constante c2,p > 0 de´pend seulement du signe de det pi. Nous retrouvons donc le
re´sultat ante´rieur (4). Dans le cas m = 3 de l’approximation quadratique par morceaux,
nous montrons que la fonction de forme K3,p est la racine quatrie`me du discriminant du
polynoˆme cubique homoge`ne pi = ax3 + 3bx2y + 3cxy2 + dy3 ∈ IH3 :
K3,p(pi) = c3,p
4
√
| disc pi| = c3,p 4
√
|4(ac− b2)(bd− c2)− (ad− bc)2|,
ou` la constante c3,p > 0 de´pend seulement du signe de discpi. Pour les plus grandes valeurs
de m, m ≥ 4, nous n’avons pas obtenu d’expression explicite de la fonction de forme, mais
une quantite´ explicite qui lui est uniforme´ment e´quivalente. Cet e´quivalent a la forme
suivante : il existe un polynoˆme Qm(a0, · · · , am) des m + 1 variables a0, · · · , am, et une
constante Cm ≥ 1 telle que pour tout pi = a0xm + a1xm−1y + · · · amym ∈ IHm on ait en
notant rm := degQm,
C−1m
rm
√
Qm(a0, · · · , am) ≤ Km,p(pi) ≤ Cm rm
√
Qm(a0, · · · , am). (13)
Le polynoˆme Qm s’obtient a` l’aide de la the´orie des polynoˆmes invariants de´veloppe´e par
Hilbert dans [61]. Nous caracte´risons aussi les ze´ros de la fonction de forme, et donc les
cas possibles de “super-convergence” : Km,p(pi) = 0 si et seulement si pi se factorise par
un facteur line´aire ax + by de multiplicite´ s > m/2, en d’autres termes si le polynoˆme
homoge`ne pi est suffisamment de´ge´ne´re´.
La preuve du Theore`me 1 est fonde´e sur la “strate´gie des patchs locaux” qui a e´te´
e´voque´e pre´ce´demment : on conside`re en premier lieu une “macro-triangulation” R du
domaine initial Ω, qui est suffisamment fine pour que les de´rive´es d’ordre m de f varient
peu sur chaque triangle R ∈ R autour d’une valeur moyenne piR ∈ IHm. A chaque poly-
noˆme piR, R ∈ R, on associe ensuite un triangle TR qui minimise, ou presque, le proble`me
d’optimisation de´finissant Km,p(piR). On pave ensuite chaque “macro-triangle”R ∈ R de
manie`re pe´riodique en utilisant le triangle TR convenablement mis a` l’e´chelle et son sy-
me´trique par rapport a` l’origine. Finalement, comme illustre´ Figure 3, la triangulation
TN est obtenue en recollant ensemble les pavages pe´riodiques de´finis sur chaque R ∈ R,
a` l’aide de quelques triangles supple´mentaires aux interfaces pour obtenir un maillage
globalement conforme.
Le the´ore`me suivant e´tablit que l’estimation asymptotique (12) est optimale, si l’on
se restreint aux suites admissibles de triangulations qui sont de´finies par la condition (8).
Ce the´ore`me montre de plus que la condition d’admissibilite´ n’est pas trop restrictive.
The´ore`me 2. Soit Ω ⊂ R2 un domaine polygonal borne´, soit f ∈ Cm(Ω) et soit 1 ≤ p ≤
∞. Soit (TN)N≥N0, #(TN) ≤ N , une suite admissible de triangulations de Ω. Alors
lim inf
N→∞
N
m
2 ‖f − Im−1TN f‖Lp(Ω) ≥
∥∥∥∥Km,p(dmfm!
)∥∥∥∥
Lτ (Ω)
, (14)
13
Figure 6 – Interpolation d’une fonction parabolique bi-dimensionelle sur un maillage
compose´ de triangles aigus (gauche), ou bien “plats” et fortement obtus (droite).
ou` 1
τ
:= m
2
+ 1
p
. De plus pour chaque ε > 0 il existe une suite admissible (T εN)N≥N0 de
triangulations de Ω, #(TN) ≤ N , telle que :
lim sup
N→∞
N
m
2 ‖f − Im−1T εN f‖Lp(Ω) ≤
∥∥∥∥Km,p(dmfm!
)∥∥∥∥
Lτ (Ω)
+ ε. (15)
Le Chapitre 3 est consacre´ aux versions des The´ore`mes 1 et 2 lorsque l’erreur d’inter-
polation est mesure´e dans la semi-norme de Sobolev W 1,p, 1 ≤ p < ∞. Ces estimations
font intervenir l’analogue Lm,p de la fonction de forme Km,p qui est de´fini comme suit :
pour tout pi ∈ IHm
Lm,p(pi) := inf|T |=1
‖∇(pi − Im−1T pi)‖Lp(T ).
Nous donnons de nouveau des e´quivalents explicites de Lm,p(pi), de´finis de la meˆme manie`re
que (13) par une expression alge´brique en les coefficients de pi ∈ IHm. Nos re´sultats pour
les semi-normes W 1,p sont donc extreˆmement similaires aux re´sultats obtenus pour les
normes Lp.
L’adaptation des preuves n’est en revanche pas e´vidente, a` cause du phe´nome`ne sui-
vant : la pre´sence de triangles fortement obtus (avec un angle proche de pi) dans un
maillage peut causer des oscillations du gradient de l’interpolation d’une fonction, comme
illustre´ Figure 6. Ce phe´nome`ne de´te´riore l’erreur d’interpolation dans la semi-norme W 1,p,
mais pas dans la norme Lp. Ces triangles “plats” doivent donc eˆtre e´vite´s avec pre´caution.
En re´sume´, les triangles longs et fins peuvent eˆtre souhaitables mais il ne doivent pas eˆtre
trop fortement obtus.
Avant de continuer la description de cette the`se, nous rappelons au lecteur que les
trois chapitres qui composent la Partie I sont auto-consistants et peuvent donc eˆtre lus
inde´pendamment.
Partie II. Classes d’approximation anisotropes et mode`les d’images
Dans cette partie, forme´e de l’unique Chapitre 4, nous discutons de l’extension de nos
re´sultats d’approximation aux fonctions non lisses.
Il existe des moyens varie´s de mesurer la re´gularite´ de fonctions de´finies sur un domaine
Ω ⊂ R2, le plus souvent au moyen d’un espace de re´gularite´ approprie´ et d’une norme
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associe´e. Des exemples classiques sont les espaces de Sobolev et de Besov. Ces espaces
sont souvent utilise´s pour de´crire la re´gularite´ de solutions d’EDP. D’un point de vue
nume´rique ils caracte´risent pre´cise´ment la vitesse a` laquelle une fonction f peut eˆtre
approche´e par des fonctions plus simples comme les se´ries de Fourier, les e´le´ments finis
(sur des triangulations isotropes), les fonctions splines ou les ondelettes.
Le re´sultat d’approximation adaptative anisotrope (4) et sa ge´ne´ralisation par le The´o-
re`me 1 indiquent que la qualite´ de l’approximation d’une fonction f par des e´le´ments finis
sur des triangulations anisotropes est gouverne´e par une quantite´ non-line´aire de ses de´-
rive´es, d’un point de vue asymptotique du moins. Dans le cas des e´le´ments finis de degre´
1, et de l’approximation en norme L2, la quantite´ pertinente est la suivante
A(f) :=
∥∥∥√| det(d2f)|∥∥∥
L2/3(Ω)
.
La fonctionnelle A diffe`re fortement des normes de Sobolev, Ho¨lder ou Besov, car elle est
fortement non line´aire : A ne satisfait pas l’ine´galite´ triangulaire, ni aucune quasi-ine´galite´
triangulaire. En d’autres termes pour chaque constante C il existe f, g ∈ C2(Ω) telles que
A(f + g) > C(A(f) + A(g)). (16)
L’absence d’une ine´galite´ triangulaire interdit d’utiliser les techniques classiques de l’ana-
lyse line´aire pour de´finir un espace de re´gularite´ attache´ a` la fonctionnelle A. L’extension
du re´sultat d’approximation (4) aux fonctions qui ne sont pas C2 n’est donc pas e´vidente.
Les fonctions qui se pre´sentent dans les applications concre`tes, comme par exemple en
traitement de l’image ou comme solutions d’EDP hyperboliques, pre´sentent souvent des
zones de re´gularite´ se´pare´es par des discontinuite´s localise´es. Un mode`le mathe´matique
simple pour ce type de comportement est donne´ par la classe des fonctions cartoon, qui
sont re´gulie`res excepte´ le long d’une famille de courbes elles meˆmes re´gulie`res, a` travers
lesquelles elles sont discontinues. Une analyse heuristique pre´sente´e dans le Chapitre 4
sugge`re que pour toute fonction cartoon f de´finie sur un domaine polygonal borne´ Ω, il
existe une suite (TN)N≥N0 de triangulations anisotropes de Ω, #(TN) ≤ N , telles que
sup
N≥N0
N‖f − I1TN f‖L2(Ω) <∞. (17)
Comme illustre´ Figure 1, les triangulations (TN)N≥N0 se composent de triangles fortement
anisotropes aligne´s avec les discontinuite´s de f , et de grands triangles dans les re´gions ou`
f est re´gulie`re. Le re´sultat d’approximation (17) fait espe´rer qu’il existe une estimation
d’erreur asymptotique pre´cise, pour l’approximation anisotrope des fonctions cartoon, qui
e´tende le re´sultat (4) connu lorsque f est C2, a` savoir
lim sup
N→∞
N‖f − I1TN f‖L2(Ω) ≤ CA(f). (18)
Nous n’avons rempli pour l’instant qu’une partie de ce programme : l’extension de la
fonctionnelle A aux fonctions cartoon. Plus pre´cise´ment, conside´rons une fonction ϕ ∈
C∞(R2) radiale, a` support compact et d’inte´grale unite´. De´finissons ϕδ(z) := 1δ2ϕ
(
z
δ
)
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TV ' A2/3  1 TV ' 1, A 1 TV ' 1, A 1
Figure 7 – Comportement des fonctionnelles TV et A sur diffe´rents types d’images.
pour chaque δ > 0 et notons fδ := f ∗ ϕδ la convolution de f avec ϕδ. Nous prouvons
que si f est une fonction cartoon, alors A(fδ) converge lorsque δ → 0 vers une expression
explicite :
lim
δ→0
A(fδ)
2/3 =
∥∥∥√| det(d2f)|∥∥∥2/3
L2/3(Ω\Γ)
+ C(ϕ)
∥∥∥√|κ|γ∥∥∥2/3
L2/3(Γ)
=
∫
Ω\Γ
3
√
| det(d2f(z))|dz + C(ϕ)
∫
Γ
|κ(s)|1/3|γ(s)|2/3ds.
Nous avons note´ ici Γ la famille de courbes le long desquelles la fonction cartoon f est dis-
continue, γ(s) le saut de f en un point s ∈ Γ, et κ(s) la courbure de Γ en s. La constante
C(ϕ) est strictement positive et s’exprime explicitement en fonction de ϕ.
L’extension de la fonctionnelle non line´aire A aux fonctions cartoon met en lumie`re
un lien, explore´ en §4.4, entre l’approximation par e´le´ments finis sur des triangulations
anisotropes et plusieurs autres domaines mathe´matiques. Nous pensons en particulier aux
me´thodes pre´sente´es dans [22] de traitement de l’image invariant par transformation af-
fine, et a` la de´finition donne´e dans [43] d’espaces de fonctions de´finis par la re´gularite´ des
lignes de niveau de leurs e´le´ments.
On peut aussi penser la quantite´ A comme le pendant “d’ordre deux” de la semi-norme
TV de variation totale, une mesure de re´gularite´ de´finie en termes des de´rive´es d’ordre un
de f et qui est aussi finie lorsque f est une fonction cartoon. La variation totale joue un
roˆle central en traitement de l’image et dans l’analyse des e´quations de transport, deux
domaines dans lesquels les fonctions re´gulie`res par morceaux apparaissent naturellement.
Lorsque f est une fonction cartoon, sa variation totale est donne´e par la formule suivante :
TV(f) =
∫
Ω\Γ
|∇f(z)|dz +
∫
Γ
|γ(s)|ds.
Nous comparons le comportement des quantite´s A(f) et TV(f) pour diffe´rentes familles
de fonctions cartoon f . Les quantite´s TV(f) et A(f)2/3 se re´ve`lent e´quivalentes lorsque f
est la fonction oscillant de manie`re lisse f(z) := cos(ω|z|), illustre´e Figure 7 (i), ou` ω est
un grand parame`tre. En revanche, les discontinuite´s sont pe´nalise´es de manie`re diffe´rente
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par ces deux fonctionnelles. Pour une fonction “en escalier”, comme illustre´ Figure 7 (ii),
la variation totale TV reste borne´e alors que A tend vers l’infini a` mesure que le nombre
de marches croˆıt, a` cause du terme de saut |γ(s)|2/3 dans l’inte´grale sur l’ensemble Γ des
discontinuite´s. Par ailleurs, a` cause du terme de courbure |κ(s)| 13 , la fonctionnelle A est
bien plus grande que TV pour les fonctions caracte´ristiques d’ensembles ayant un bord
complexe ou oscillant comme illustre´ Figure 7.
La fonctionnelle A peut donc eˆtre conside´re´e comme un mode`le d’image quantitatif :
une image monochrome, de´crite par sa luminosite´ f : [0, 1]2 → [0, 1], est plausible si A(f)
est suffisamment petit. A partir de l’approche introduite dans [70], nous proposons un al-
gorithme de de´bruitage d’images utilisant un a-priori baye´sien fonde´ sur ce mode`le. Dans
sa version actuelle, cet algorithme n’est pas satisfaisant en terme de vitesse de conver-
gence, et pour cette raison nous pre´sentons uniquement des illustrations nume´riques dans
un cadre simplifie´ unidimensionel.
Enfin nous e´tudions l’extension aux fonctions cartoon des autres quantite´s non-line´aires
qui apparaissent en approximation par e´le´ments finis sur des triangulations anisotropes,
comme la norme ‖Km,p(dmf)‖Lτ de la fonction de forme pour m ≥ 2, ou l’analogue de
cette quantite´ lorsque f est une fonction de plus de deux variables.
Partie III. Ge´ne´ration de maillage anisotrope et me´triques rie-
manniennes
Les triangulations sont des objets discrets de nature combinatoire : elles peuvent eˆtre
de´crites par une famille de sommets et d’areˆtes les joignant. Cette description est fruc-
tueuse pour la de´monstration de re´sultats alge´briques comme la formule d’Euler, ou pour
le traitement informatise´. Par contraste, comme explique´ pre´ce´demment, de nombreuses
approches en adaptation anisotrope de maillage [15,20,66] se fondent sur un objet continu
e´quivalent aux triangulations, a` savoir une me´trique riemannienne z 7→ H(z). Il s’agit en
d’autres termes d’une fonction continue H de Ω dans l’ensemble S+2 des matrices syme´-
triques de´finies positives. Une fois cette me´trique conc¸ue convenablement, un algorithme
de ge´ne´ration de maillages a la charge de fabriquer une triangulation qui lui correspond
dans le sens de (7). L’objectif de la Partie III est de formuler des re´sultats pre´cis d’e´qui-
valence entre certaines classes de triangulations et de me´triques riemanniennes. Cette
e´quivalence traduit les contraintes ge´ome´triques que satisfont les triangulations sous la
formes de proprie´te´s de re´gularite´ des me´triques riemanniennes qui leur sont e´quivalentes.
Pour e´noncer nos re´sultats nous devons introduire certaines notations. Nous associons
a` chaque triangle T son barycentre zT ∈ R2 et la matrice syme´trique de´finie positive
HT ∈ S+2 telle que l’ellipse ET de´finie par
ET := {z ∈ R2 ; (z − zT )THT (z − zT )},
est l’ellipse d’aire minimale contenant T . Le point zT indique donc la position de T , tandis
que la matrice HT ∈ S+2 de´crit son aire, son rapport d’aspect et son orientation.
Nous notons T la famille de toutes les triangulations conformes du domaine infini R2.
Le choix de conside´rer des triangulations infinies est guide´ par la simplicite´, et un travail
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futur sera consacre´ aux triangulations de domaines polygonaux borne´s. Nous notons H :=
C0(R2, S+2 ) la famille des me´triques riemanniennes sur R2. Une me´trique H ∈ H associe
continuˆment a` chaque point z ∈ R2 une matrice syme´trique de´finie positive H(z) ∈ S+2 .
Soit C ≥ 1, nous disons qu’une triangulation T ∈ T est C-e´quivalente a` une me´trique
H ∈ H si pour tout T ∈ T et tout z ∈ T nous avons au sens des matrices syme´triques
C−2H(z) ≤ HT ≤ C2H(z).
Nous disons qu’une famille T∗ ⊂ T de triangulations est e´quivalente a` une famille H∗ ⊂ H
de me´triques s’il existe une constante uniforme C ≥ 1 telle que
– Pour chaque triangulation T ∈ T∗ il existe une me´trique H ∈ H∗ telle que T et H
soient C-e´quivalents.
– Pour chaque me´trique H ∈ H∗ il existe une triangulation T ∈ T∗ telle que T et H
soient C-e´quivalents.
Nous conside´rons trois familles pertinentes de triangulations de R2
Ti,C ⊂ Ta,C ⊂ Tg,C
qui de´pendent de manie`re mineure d’un parame`tre C ≥ 1. La famille Tg,C des trian-
gulation e´tage´es, en anglais graded, est de´finie par la condition suivante qui impose un
minimum de consistance dans les formes des triangles voisins. Une triangulation T ap-
partient a` Tg,C si pour tous T, T
′ ∈ T nous avons
T ∩ T ′ 6= ∅ ⇒ C−2HT ≤ HT ′ ≤ C2HT .
Une triangulation appartient a` la classe Ti,C des triangulations isotropes si T est e´tage´e,
T ∈ Tg,C , et si les e´le´ments de T sont suffisamment proches du triangle e´quilate´ral, ce
qu’exprime la condition suivante : pour tout T ∈ T
‖HT‖‖H−1T ‖ ≤ C2.
La classe Ta,C des triangulations quasi-aigues est de´finie par une condition le´ge`rement plus
technique sur les angles maximaux des triangles, voir Chapitre 5. Comme explique´ dans
la description ci-dessus du chapitre 3, e´viter les angles trop fortement obtus est ne´cessaire
pour garantir la stabilite´ du gradient lorsqu’on applique l’ope´rateur d’interpolation. L’un
de nos re´sultats clefs est la reformulation de cette condition sous la forme d’une hypothe`se
de re´gularite´ de la me´trique riemannienne e´quivalente. D’un point de vue pratique, cette
condition n’est malheureusement pas garantie par les programmes existants de ge´ne´ration
de maillage. Les contraintes satisfaites par ces familles de triangulations de R2 sont illus-
tre´es pour des triangulations de domaines borne´s sur la Figure 8.
Les re´sultats du Chapitre 5 e´tablissent que lorsque C est suffisamment grand, ces trois
classes de triangulations sont e´quivalentes a` trois familles de me´triques, respectivement
Hi ⊂ Ha ⊂ Hg,
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qui sont de´finies par des conditions de re´gularite´s pre´cises sur la fonction z 7→ H(z). En
particulier la famille Hi est forme´e des me´triques H qui sont proportionnelles a` l’identite´
H(z) = Id /s(z)2, et telles que le facteur de proportionnalite´ s satisfait l’une des conditions
suivantes qui de manie`re surprenante sont e´quivalentes
• Proprie´te´ de Lipschitz Euclidienne : |s(z)− s(z′)| ≤ |z − z′| pour tous z, z′ ∈ R2.
• Proprie´te´ de Lipschitz Riemannienne : | ln s(z) − ln s(z′)| ≤ dH(z, z′) pour tous z, z′ ∈
R2.
Rappelons que la distance riemannienne dH(z, z
′) mesure la longueur, au sens de la me´-
trique H, du plus court chemin joignant z a` z′ :
dH(z, z
′) := inf
γ(0)=z
γ(1)=z′
∫ 1
0
‖γ′(t)‖H(γ(t))dt
ou` ‖u‖M :=
√
uTMu et ou` l’infimum est pris parmi tous les chemins γ ∈ C1([0, 1],Rd)
joignant z a` z′.
Les deux proprie´te´s de Lipschitz pre´sente´es ci-dessus s’e´tendent naturellement aux
me´triques riemanniennes ge´ne´rales, mais ne sont alors plus e´quivalentes. Pour H ∈ H, on
pose S(z) := H(z)−
1
2 , et on introduit les deux proprie´te´s distinctes
d+(H(z), H(z
′)) ≤ |z − z′| pour tout z, z′ ∈ R2, (19)
ou` d+(H(z), H(z
′)) := ‖S(z)− S(z′)‖, et
d×(H(z), H(z′)) ≤ dH(z, z′) pour tout z, z′ ∈ R2. (20)
ou` d×(H(z), H(z′)) := ln max{‖S(z)S(z′)−1‖, ‖S(z′)S(z)−1‖}. Notons que d+ et d× sont
des distances sur S+2 .
Le re´sultat principal du Chapitre 5 caracte´rise les familles de me´triques Hg et Ha
(associe´es aux familles Tg,C des triangulations e´tage´es, et Ta,C des triangulations quasi-
aigues) sous la forme des proprie´te´s de Lipschitz ci-dessus.
The´ore`me 3. Si la constante C est suffisamment grande, alors la famille Tg,C des tri-
angulations e´tage´es est e´quivalente a` la famille Hg des me´triques qui satisfont (20), et la
famille Ta,C des triangulations quasi-aigues est e´quivalente a` la famille Ha des me´triques
qui satisfont simultane´ment (20) et (19).
Nous donnons Chapitre 6 des applications de ces re´sultats dans le contexte de la
the´orie de l’approximation et de la ge´ne´ration contrainte de maillage. De´crivons ce dernier
exemple. Pour chaque ensemble ferme´ E ⊂ Rd et chaque triangulation T ∈ T nous notons
VT (E) le voisinage de E dans la triangulation T , qui est de´fini comme suit
VT (E) :=
⋃
T∈T
T∩E 6=∅
T.
Nous disons qu’une triangulation T ∈ T se´pare deux ensembles ferme´s et disjoints
X, Y ⊂ R2 si VT (X) ∩ VT (Y ) = ∅. La proprie´te´ analogue pour les me´triques est la
19
Figure 8 – Ge´ne´ration d’une couche de triangles de largeur δ le long du cercle unite´
en utilisant O(δ−1) triangles isotropes (haut gauche), O(δ− 12 | ln δ|) triangles “quasi-aigus”
(haut droit), O(δ− 12 ) triangles satisfaisant, ou non, la condition d’e´tagement (bas gauche
et bas droit).
suivante : une me´trique H ∈ H se´pare X et Y si dH(x, y) ≥ 1 pour tous x ∈ X et y ∈ Y .
Nous montrons que ces deux proprie´te´s sont rigoureusement e´quivalentes, et nous utilisons
cette reformulation pour calculer le plus petit nombre de triangles (a` pe´riodicite´ pre`s) re-
quis pour se´parer des ensembles (pe´riodiques) en utilisant une triangulation (pe´riodique)
isotrope, quasi-aigue ou e´tage´e. Comme illustre´ sur la Figure 8, imposer davantage de
contraintes sur la triangulation augmente typiquement le nombre de triangles requis pour
re´aliser la meˆme taˆche.
La suite de ce chapitre est consacre´e au controˆle de l’erreur d’approximation par e´le´-
ments finis d’une fonction sur une triangulation T , en norme Lp ou W 1,p, par une quantite´
eH(f)p, e
a
H(∇f)p ou egH(∇f)p attache´e a` une me´trique H e´quivalente a` T . Cette analyse
fait apparaˆıtre, dans le cas des normes de Sobolev, le roˆle particulier joue´ par les conditions
d’angle et de re´gularite´ qui de´finissent les triangulations et me´triques appartenant a` Ta
et Ha respectivement. Finalement nous e´tendons aux me´triques les estimations d’erreur
asymptotiques de´veloppe´s pour des triangulations Chapitres 2 et 3.
Partie IV. Algorithmes de raffinement hie´rarchique
La dernie`re partie de cette the`se est consacre´e a` l’e´tude d’un algorithme propose´ par
Cohen, Dyn et Hecht qui produit des suites hie´rarchiques (TN)N≥N0 de triangulations
anisotropes (non-conformes) adapte´es a` une fonction donne´e f . Etant donne´e une trian-
gulation T d’un domaine Ω et une fonction f ∈ Lp(Ω), cet algorithme cre´e en une e´tape
une triangulation T ′ de Ω, de cardinalite´ #(T ′) = #(T ) + 1, de la fac¸on suivante :
1. (Se´lection “greedy” du triangle a` raffiner) On se´lectionne un triangle T ∈ T dont la
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Figure 9 – L’algorithme de raffinement : choix du triangle qui maximise l’erreur d’ap-
proximation (i, en sombre), choix d’une bissection parmi les trois possibilite´s (ii, iii),
ite´ration de ces deux e´tapes (iv).
contribution a` l’erreur d’approximation est maximale
T := argmax
T ′∈T
‖f −AT ′f‖Lp(T ′),
ou` AT : Lp(T ) → IPm−1 est un ope´rateur de projection, par exemple la projection
L2(T ) orthogonale sur IPm−1.
2. (Choix d’une bissection) Une areˆte e ∈ {a, b, c} de T est choisie en minimisant une
fonction de de´cision donne´e e 7→ dT (e, f) parmi les trois areˆtes. Le triangle est
de´coupe´ le long du segment joignant le point milieu de l’areˆte choisie au sommet
oppose´, ce qui cre´e les sous-triangles T 1e et T
2
e . La nouvelle triangulation est donc
T ′ := T − {T}+ {T 1e , T 2e }.
Partant d’une triangulation T0 de cardinalite´ N0 du domaine Ω, l’algorithme produit pas
apre`s pas une suite (TN)N≥0, voir Figure 9, de triangulations “adapte´es” a` une fonction
donne´e f ∈ Lp(Ω). Les proprie´te´s de ces triangulations de´pendent fortement de la fonc-
tion approche´e f et du choix de la fonction de de´cision dT (e, f), qui guide la cre´ation de
l’anisotropie. Par contraste l’ope´rateur de projection AT joue un roˆle plutoˆt mineur. Un
choix typique de la fonction de de´cision e 7→ dT (e, f) est l’erreur locale apre`s bissection,
en d’autres termes l’algorithme choisit la bissection qui re´duit le plus possible l’erreur
d’approximation.
Nous de´crivons cet algorithme plus en de´tail dans le Chapitre 7, et nous e´tablissons sa
convergence au sens ou` les approximations polynomiales par morceaux ATNf de´finies par
ATNf(z) = AT (z), z ∈ T, T ∈ TN
convergent vers f dans Lp lorsque N → ∞ pour n’importe quelle f ∈ Lp, sous certaines
hypothe`ses sur la fonction de de´cision e 7→ dT (e, f). Nous discutons aussi de la possibilite´
d’utiliser la structure hie´rarchique multi-e´chelle pour de´finir des approximations multi-
re´solution, des ondelettes et un algorithme de type CART. Nous illustrons l’adaptation
anisotrope donne´e par l’algorithme sur plusieurs types de fonctions et d’images qui pre´-
sentent des transitions rapides le long de lignes courbes.
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Figure 10 – Triangulation produite par l’algorithme de raffinement hie´rarchique, et
interpolation, pour une fonction ayant une variation brusque le long d’une courbe sinu-
so¨ıdale.
Nous faisons une analyse plus approfondie de la convergence de l’algorithme Chapitre
8, dans le cas m = 2 de l’approximation line´aire par morceaux. Notre re´sultat princi-
pal montre que lorsque f est C2 et strictement convexe, pour un choix particulier de la
fonction de de´cision fonde´ sur l’erreur d’interpolation L1, la suite (TN)N≥N0 de triangu-
lations ge´ne´re´e par cet algorithme satisfait l’estimation asymptotiquement optimale de
convergence
lim sup
N→∞
N‖f −ATNf‖Lp(Ω) ≤ C‖
√
| det(d2f)|‖Lτ (Ω),
ou` 1
τ
:= 1 + 1
p
. L’observation clef qui me`ne a` ce re´sultat est que lorsque f est un polynoˆme
quadratique convexe, la minimisation de la fonction de de´cision choisit l’areˆte la plus
longue dans la me´trique associe´e a` la partie homoge`ne quadratique de ce polynoˆme. Cette
proprie´te´ permet de montrer que les triangles ge´ne´re´s par l’algorithme tendent en majorite´
a` adopter un rapport d’aspect optimal. Le bon comportement de l’algorithme est aussi
observe´ pour des fonctions ge´ne´rales non-convexes, comme illustre´ Figure 10. Cependant
prouver le re´sultat de convergence optimale ci-dessus reste un proble`me ouvert dans ce
cadre.
Nous e´tudions Chapitre 9 des variantes de l’algorithme de raffinement hie´rarchique
pre´sente´ ci-dessus. Nous conside´rons en premier lieu une fonction de de´cision fonde´e sur
l’erreur locale de projection L2, qui est particulie`rement bien adapte´e a` l’imple´mentation
nume´rique car elle peut eˆtre e´value´e en un temps machine re´duit.
Nous nous concentrons ensuite sur le comportement de l’algorithme lorsqu’il est appli-
que´ a` des fonctions cartoon. L’algorithme original ne satisfait pas la meilleure estimation
possible de convergence pour de telles fonctions. Nous montrons que la vitesse optimale
de convergence pourrait eˆtre re´tablie en remplac¸ant la bissection du point milieu d’une
areˆte vers le sommet oppose´ par d’autres choix de de´coupages ge´ome´triques.
Finalement nous conside´rons une autre variante de l’algorithme, fonde´e sur des rec-
tangles aligne´s avec les axes de coordonne´es au lieu de triangles de direction arbitraire,
dans l’esprit des partitions rectangulaires e´tudie´es Chapitre 1. Cette simplification me`ne
a` un re´sultat qui garantit la meilleure estimation possible de convergence pour toutes les
22 Introduction
fonctions C1, dans le cas d’approximations constantes par morceaux.
Introduction (English Version)
Although this may seem a paradox, all exact science is dominated by the
idea of approximation. (Bertrand Russel, logician and Nobel prize)
1 Anisotropic finite element approximation : why and
how ?
This thesis is devoted to the problem of approximating functions by piecewise poly-
nomial finite elements over triangulations, and more general meshes. We are particularly
concerned with the setting where the mesh is adaptively designed depending on the func-
tion to be approximated. This mesh may therefore include elements of strongly varying
size, aspect ratio and orientation.
Approximation by piecewise polynomial functions is a procedure that occurs in nume-
rous applications. In some of them such as terrain data simplification, surface or image
compression, the function f to be approximated might be fully known. In other applica-
tions such as denoising, statistical learning or in the finite element discretization of PDE’s,
it might be only partially known or fully unknown. In all these applications, one usually
makes the distinction between uniform and adaptive approximation. In the uniform case,
the domain of interest is decomposed into a partition where all elements have comparable
shape and size, while these attributes are allowed to vary strongly in the adaptive case.
The partition may therefore be adapted to the local properties of f , with the objective of
optimizing the trade-off between accuracy and complexity of the approximation.
From an approximation theoretic point of view, the trade-off between accuracy and
complexity if usually tied to the smoothness properties of the function : typically one
expects higher convergence rates for smoother functions. Functions arising in concrete ap-
plications may however have inhomogeneous smoothness properties, in the sense that they
exhibit areas of smoothness separated by localized discontinuities. Two typical instances
displayed in Figure 1 and Figure 2 are (i) edges in functions representing images, and (ii)
shock profiles in the solutions to non-linear hyperbolic PDE’s. Numerical procedures for
image processing, such as image denoising or compression, or for the simulation of PDE’s
greatly benefit from economical and faithful approximations of such functions. A piecewise
polynomial approximation on a uniform partition of the domain is generally not sufficient
for these purposes. A first step toward adaptivity is to vary the size of the elements for-
ming the partition according to the local smoothness properties of the function. A very
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Figure 1 – A piecewise smooth function (top left), Uniform partition of the domain (top
right), Partition associated to the adaptive approximation based on the largest coefficients
in the Haar wavelet basis (bottom left), Partition associated to an adaptive anisotropic
finite element approximation (bottom right). (credit : G. Peyre´)
similar procedure, often used in image processing, consists in retaining the largest terms
in a wavelet decomposition, such as displayed on Figure 1 (bottom left). A second step is
to observe that a higher resolution is needed in the direction orthogonal to the curve of
discontinuity than in the tangential direction, and to take advantage of this property by
using an anisotropic partition of the domain. In the two dimensional cases, such partitions
are typically built from triangles of high aspect ratio aligned with the discontinuities, as
displayed Figure 1 (bottom right) and Figure 2.
In the context of numerical PDE’s, adaptivity also refers to the fact that the compu-
tational mesh is not fixed in advance, but instead is dynamically updated based on the
available information on the exact solution gained through the solution process. From a
numerical point of view, such methods require more complex algorithms and more intri-
cate data structures than their non-adaptive counterparts. From a theoretical point of
view the analysis of these adaptive algorithms, when it is possible, is generally involved.
As a matter of fact, the improvement brought by adaptivity in terms of convergence rate
is rigorously established only for few systems of PDE’s, and in the case of isotropic finite
element meshes. We refer to the survey paper [77] for a complete overview on these aspects
in the case of elliptic equations. We need to mention that these difficulties are exacerba-
ted when anisotropic elements are used. Several numerical mesh generation software such
as [20, 93, 94], nevertheless successfully use anisotropic adaptativity for the numerical si-
mulation of PDE’s, as displayed for instance on Figure 2. From a numerical point of view,
the improvement brought by these methods seems obvious compared to non-adaptive or
adaptive isotropic methods. However, many aspects of the theoretical analysis of aniso-
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Figure 2 – Airflow around a supersonic plane, computed using a three dimensional highly
anisotropic mesh. (credit : F. Alauzet [20].)
tropic methods remain open questions.
This thesis studies the problem of anisotropic mesh adaptation for the approximation
of a known function, which may be regarded as a preliminary step for the analysis of
anisotropic mesh adaptation for the numerical simulation of PDE’s, but may also serve
in other applications such as terrain data, surface and image processing.
Given a triangulation T of a bounded polygonal domain Ω ⊂ R2, and a fixed integer
k ≥ 1, we denote by Vk(T ) the space of finite elements of degree k on T . The space Vk(T )
consists of all functions which coincide on each triangle T ∈ T with a polynomial of total
degree k
Vk(T ) := {g ; g|T ∈ IPk, T ∈ T }.
The dimension of Vk(T ) is of the order O(k2#(T )). Given a function f : Ω → R and a
triangulation T of Ω, the best approximation error of f in Vk(T ) is defined by
eT (f)X := inf
g∈Vk(T )
‖f − g‖X . (1)
The letter X indicates the norm or semi-norm in which the approximation error ‖f−g‖X is
measured. In this thesis we restrict our attention to the Lp norm and the W 1,p semi-norm,
where 1 ≤ p ≤ ∞. They are defined as follows :
‖h‖Lp(Ω) :=
(∫
Ω
|h|p
) 1
p
and |h|W 1,p(Ω) :=
(∫
Ω
|∇h|p
) 1
p
,
with the standard modification when p =∞. Note that when using the W 1,p semi-norm,
we need to impose global continuity of g in the above definition of Vk(T ).
The best approximation g ∈ Vk(T ) of f can be exactly computed in the case of
the L2 norm or the W 1,2 (or H1) semi-norm : g is the orthogonal projection of f onto
Vk(T ) with respect to the scalar product associated to the norm of interest. In the case
p 6= 2 of non hilbertian norms the best approximation of f is generally hard to compute,
but “satisfactory” approximations can be obtained by different methods. If the function
is smooth (at least continuous), one may use the standard Lagrange interpolant, while
for non-smooth functions a quasi-interpolant operator is preferred, see Chapter 6. More
generally, if PT is any continuous projection operator from the space X to Vk(T ), it is
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easily seen that for any f ∈ X, one has
‖f − PT f‖X ≤ CeT (f)X , (2)
where C := 1 + ‖PT ‖X→X . The problem of approximating a function f on a given trian-
gulation T , using finite elements of degree k, is thus solved in good part.
In the context of adaptive approximation, the triangulation T of the domain Ω is
not fixed, but can be freely chosen depending on the function f (in contrast we always
assume in this thesis that the integer k is fixed although arbitrary). This naturally raises
the objective of characterizing and constructing an optimal mesh for a given function f .
Given a norm X of interest and a function f to be approximated, we formulate the problem
of optimal mesh adaptation, as minimizing the approximation error over all triangulations
of prescribed cardinality. We therefore define the adaptive best approximation error by
eN(f)X := inf
#(T )≤N
eT (f)X = inf
#(T )≤N
inf
g∈Vk(T )
‖f − g‖X . (3)
In contrast to the procedure of best finite element approximation on a fixed mesh, adaptive
and anisotropic approximation is not yet well understood. In particular (i) how does the
optimal mesh depend on the function f and (ii) how does the optimal error eN(f)X decay
as N grows ? These problems are well understood is the isotropic setting, for which the
optimization is restricted to triangulations for which all triangles satisfy a uniform shape
constraint
diam(T )2 ≤ C|T |
where diam(T ) and |T | stand for the diameter and area of T respectively, and C > 0 is
a fixed constant. In the general setting of potentially anisotropic triangulations, they are
open problems.
Heuristically, the simplicity of (1) comparatively to (3) is due to the fact that the op-
timization is posed on the linear space Vk(T ), and that a near best solution may therefore
be obtained by applying to f a stable projection operator as expressed by (2). In contrast
the optimization problem (3) is posed on the union of spaces Vk(T ) for all triangulations
T satisfying #(T ) ≤ N , which is certainly not a linear space. This problem is therefore
an instance of nonlinear approximation. Other instances include best N -terms approxi-
mations in a dictionary of functions, or best approximation by rational function. We refer
to [42] for a survey on nonlinear approximation.
The purpose of this thesis is to better understand optimal mesh adaptation posed on
the full class of potentially anisotropic triangulations. The four parts of the thesis are
respectively devoted to the four questions below :
I. How does the approximation error eN(f)X behaves in the asymptotic regime when
the number of triangles N grows to +∞, when f is a smooth function ? In that
context, we establish a mathematical characterization of the optimal mesh, as well
as sharp estimates of eN(f)X by above and below in terms of N and quantities that
depend nonlinearly on the derivatives of f .
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II. Which classes of functions govern the rate of decay of eN(f)X as N grows, and are in
that sense naturally tied to the problem of optimal mesh adaptation ? In particular,
we have in mind the model of the so-called cartoon functions, which by definition are
smooth except along a collection of smooth curves of discontinuity. This is a popular
image model in the image processing community (see for instance Figure 1 for an
instance of a cartoon image). We shall see that such a model naturally fits in a richer
function class corresponding to a given rate of decay of eN(f)X .
III. Could the optimization problem (3) posed on triangulations T of a given cardina-
lity N , be replaced by an equivalent more tractable problem ? Triangulations are
indeed discrete combinatorial objects, described in terms of points and edges, which
is not handy when solving optimization problems of the form (3). We study the cor-
respondence between certain classes of triangulations and of riemanninan metrics
which in contrast are continuous objects. This allows us to reformulate and to solve
the original optimization problem as a more tractable problem posed on the set of
riemannian metrics.
IV. Is it possible to produce a near-optimal sequence of triangulations (TN)N≥0 with
#(TN) = N , using a hierarchical refinement procedure ? The property of hierarchy
guarantees the inclusion of the associated finite element spaces Vk(TN) ⊂ Vk(TN+1).
It is required in applications such as progressive encoding or online data processing.
We provide with a simple and explicit algorithm which gives a positive answer to
this question under some conditions.
2 State of the art
Before detailing the content of the thesis, we give in this section a short overview of the
state of the art on both problems of the study of eN(f)X as N grows, and the construction
of a near-optimal triangulation. For that purpose we need to introduce some notations.
We assume in the following that f ∈ C0(Ω), where Ω ⊂ R2 is a bounded polygonal
domain and Ω denotes the closure of Ω. For each triangulation T of Ω we denote by IkT
the standard interpolation operator on Lagrange finite elements of degree k on T : on
each triangle T ∈ T the interpolation IkT f is the unique element of IPk which agrees with
f on the points of barycentric coordinates in {0, 1
k
, · · · , k−1
k
, 1}. In the case k = 1, these
points are simply the three vertices of T . If the triangulation T is conforming (each edge
of a triangle is either on the boundary of Ω or coincides with the entire edge of another
triangle), then IkT f is continuous. In order to be consistent with the rest of this thesis we
define m := k + 1 ≥ 2, and we thus have
eT (f)Lp ≤ ‖f − Im−1T f‖Lp(Ω) and eT (f)W 1,p ≤ ‖∇f −∇ Im−1T f‖Lp(Ω).
Any estimate on the interpolation error thus automatically yields an upper estimate on
the best approximation error eT (f)X . Furthermore if f is sufficiently smooth and if T is
sufficiently fine, then these quantities are generally comparable.
One of the founding results of adaptive anisotropic finite element approximation deals
with the case of piecewise linear elements (m = 2) with the error measured in the Lp norm,
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see [27] or Chapter 2. This result may be stated as follows : for any bounded polygonal
domain Ω ⊂ R2, for any 1 ≤ p < ∞, and for any function f ∈ C2(Ω) there exists a
sequence (TN)N≥N0 of triangulations of Ω, satisfying #(TN) ≤ N , and such that
lim sup
N→∞
N‖f − I1TN f‖Lp(Ω) ≤ C
∥∥∥√| det(d2f)|∥∥∥
Lτ (Ω)
, (4)
where the exponent τ ∈ (0,∞) is defined by
1
τ
:= 1 +
1
p
,
and C is a universal constant (C is independent of p, Ω and f). We recall that the upper
limit of a sequence (uN)N≥N0 is defined by
lim sup
N→∞
uN := lim
N→∞
sup
n≥N
un, (5)
and is in general strictly smaller than the supremum supN≥N0 uN . It is still an open
question to find an appropriate upper bound for supN≥N0 ‖f − I1TN f‖Lp(Ω) when optimally
adapted anisotropic partitions are used. The result (4) can be extended to the exponent
p =∞, and to simplicial partitions of domains Ω of higher dimension, but the meshes TN
may then not be conforming.
The result (4) reveals that the accuracy of the approximation to f is governed by
the quantity
√| det(d2f)|, which depends non-linearly on the hessian matrix d2f . This
non-linear dependency is heavily tied to the fact that we authorize triangles of poten-
tially highly anisotropic shape. The estimate (4) is obtained by producing sufficiently fine
triangulations which combine the two following heuristical properties :
a) Error equidistribution : the contribution ‖f − I1T f‖Lp(T ) of each triangle T ∈ TN to the
global interpolation error ‖f − I1TN f‖Lp(Ω) is approximately the same. This condition
can be translated into a local constraint on the area of the triangles, which is dictated
by the local behavior of f and in particular by det(d2f(z)).
b) Optimal shape of the triangles : the aspect ratio and the orientation of a triangle
T ∈ TN is dictated by the ratio of eigenvalues and by the eigenvectors of the hessian
matrix d2f(z) for z ∈ T .
The simplest method for producing a sequence (TN)N≥N0 of triangulations satisfying
(4) is to use a “local patching strategy” that may be intuitively described as follows. In a
first step the domain Ω is split into regions Ωi, 1 ≤ i ≤ k, sufficiently small so that the
hessian matrix d2f(z) varies little on each Ωi around an average value Mi. In other words
f is well approximated by a quadratic polynomial on each Ωi. Each region Ωi is then tiled
using a uniform triangulation T iN which cells have an area, aspect ratio and orientation
based on Mi, and the triangulations T iN of Ωi are glued together into a triangulation TN
of Ω, at the price of a few additional triangles at the interfaces between the Ωi.
This construction, which is illustrated on Figure 3 is sufficient for the purpose of
proving the asymptotical result (4) but not for practical applications since it only becomes
efficient for a large number of triangles. The following approach, based on riemannian
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Figure 3 – Illustration of the local patching strategy : the regions Ωi are covered by
periodic tilings, which are then glued together.
metrics, is often preferred in applications. We assume for simplicity that the hessian
matrix M(z) := d2f(z) is positive definite for each z ∈ Ω, and we define
H(z) := λ2(detM(z))−
1
2p+2M(z) (6)
where λ > 0 is a constant which role is to control the resolution of the triangulation. Such
a map H is called a riemannian metric, and continuously associates to each point z ∈ Ω
a symmetric positive definite matrix H(z). Note that for each z ∈ Ω the matrix H(z)
defines an ellipse
Ez := {u ∈ R2 ; uTH(z)u ≤ 1}.
As illustrated on the left part of Figure 4, a metric encodes at each point z ∈ Ω an
information of area, aspect ratio and orientation, under the form of a symmetric positive
definite matrix H(z), or equivalently of an ellipse Ez. Several mesh generation algorithms,
such as [93, 94] are able to produce a triangulation adapted to a given metric z 7→ H(z)
in the sense that for each z ∈ Ω the triangle T ∈ T containing z has a shape “similar”
to the ellipse Ez as illustrated on the right part of Figure 4. In mathematical terms, this
means that one has for each triangle T and z ∈ T ,
bT + c1Ez ⊂ T ⊂ bT + c2Ez, (7)
where 0 < c1 < c2 are fixed constants and bT is the barycenter of T , or equivalently
that T is “close” to an equilateral triangle of unit area in the metric H(z). If T is such a
triangulation and if λ is sufficiently large, a heuristic argument (which will be recalled in
Chapter 2) shows that
#(T )‖f − I1T f‖Lp(Ω) ≤ C‖
√
| det(d2f)|‖Lτ (Ω),
where the constant C depends on c1 and c2.
Varying the parameter λ we obtain different triangulations Tλ, of cardinality propor-
tional to λ2, which leads to the error estimate (4). The production of the mesh T from
the metric H is not straightforward. In addition, there exists no rigorous proof that the
similarity condition (7) is achieved for most mesh generation algorithms, to the notable
exception of [66] and [15].
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Figure 4 – A metric and an adapted triangulation. (credit : J. Schoen [84])
The approximation result (4) is proved to be optimal if we restrict our attention to tri-
angulations which satisfy a technical condition defined as follows. We say that a sequence
(TN)N≥N0 of triangulations of a polygonal domain Ω ⊂ R2 is admissible if #(TN) ≤ N
and if
sup
N≥N0
(√
N max
T∈TN
diam(T )
)
<∞. (8)
For any admissible sequence (TN)N≥N0 of triangulations of Ω, one can establish the lower
bound
lim inf
N→∞
N‖f − I1TN f‖Lp(Ω) ≥ c
∥∥∥√| det(d2f)|∥∥∥
Lτ (Ω)
, (9)
where the constant c > 0 is universal (see also Theorem 2 in the outline of the thesis
below). Furthermore the admissibility condition is not too restrictive : for each ε > 0
there exists an admissible sequence of triangulations (TN)N≥N0 which satisfies the upper
estimate (4) up to the additive constant ε in the right hand side.
Similar results to (4) and (9) can be developed for isotropic meshes, in which the
triangles may vary in size but are constrained to be isotropic in the sense that the mea-
sure of degeneracy ρ(T ) := diam(T )2/|T | is uniformly bounded by a constant ρ0, see for
instance [35]. In that case the counterpart to (4) has the form
lim sup
N→∞
N‖f − I1TN f‖Lp(Ω) ≤ C‖d2f‖Lτ (Ω), (10)
for the same value of τ and similarly for the counterpart to (9), with with constants c
and C that depend on the bound ρ0 on the measure of degeneracy, see for instance [35].
Therefore the nonlinear quantity
√| det(d2f)| is replaced by the linear d2f in the Lτ norm,
and these results are now very similar to those of best N -term wavelet approximation [30].
In terms of the eigenvalues λ1(z), λ2(z) of the symmetric matrix d
2f(z) we thus replace
the geometric mean
√|λ1(z)λ2(z)| by max{|λ1(z)|, |λ2(z)|} which may be significantly lar-
ger when these eigenvalue have different order of magnitude. This is typically the case if
the approximated function f exhibits strongly anisotropic features, and therefore we may
expect a significant improvement when using anisotropic meshes for such functions.
The result (4) gives a sharp account of the improvement that anisotropic triangulations
can provide compared to isotropic triangulations, however in a rather restrictive setting
which has motivated our work :
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I. The original result only applies to piecewise linear interpolation error measured in
the Lp norm, while higher order finite elements and Sobolev W 1,p norms are equally
relevant. In particular the W 1,2 (or H1) norm appears very naturally in the context
of second order elliptic problems. How should the elements be optimally adapted and
how should the resulting error bound (4) be modified in this more general context ?
II. The approximated function f needs to be C2, while the most interesting applications
of adaptive approximation involve non smooth and even discontinuous functions,
such as those appearing in Figures 1 and 2. Can we define in some sense a quantity
such as ‖√| det(d2f)|‖Lτ (Ω) when f is a discontinuous function ?
III. In numerical applications, the riemannian metric z 7→ H(z) is used as an intermediate
tool for mesh generation, but this approach lacks a precise equivalence result between
these continuous objects and the different classes of anisotropic triangulations. Under
which conditions on the metric z 7→ H(z) can we associate a triangulation T which
agrees with this metric in the sense of (7) ?
IV. The already mentionned anisotropic mesh generation algorithms are not hierarchical,
in the sense that better accuracy is not achieved by local refinement but by a global
re-design of the mesh. Can we propose a hierarchical mesh refinement algorithm that
meets the optimal approximation bound (4) ?
We also need to mention two fundamental issues which are discussed in this thesis, but
have remained open problems and will be the subject of future research. First the error
estimate (4) only gives asymptotical information, as the number of triangles N tends
to ∞, while an error estimate valid for all values of N is highly desirable. Second the
extension of this result to functions defined on domains of dimension higher than two is
hindered by a difficult problem of computational geometry : the production of anisotropic
and conforming meshes in dimension 3 or higher. This problem is addressed by some
numerical methods such as [94] but not solved from a theoretical point of view.
3 Outline of the thesis
This thesis is composed of four parts which attempt to solve four key issues, numbered
I to IV, encountered in earlier results on adaptive and anisotropic finite element approxi-
mation. These four parts are mostly self consistent and can be read independently. The
chapters that constitute each part should preferably be read sequentially, to the exeption
of chapter 1 which may be skipped by the reader who wishes to go more directly to the
heart of the matter. Chapters 1, 2, 3, 4, 7, 8, as well as the third part of Chapter 9, come
from the papers [9], [72], [73], [37], [34], [36] and [35], respectively. Notations have been
unified for the purpose of the thesis. Chapters 5 and 6 are the object of future papers.
Part I. Finite elements of arbitrary degree, and Sobolev norms
In this part, we discuss generalizations of the asymptotic estimate (4) to finite elements
of arbitrary degree, and to the Sobolev W 1,p semi-norms as measure of error. Through this
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Figure 5 – Anisotropic partition of a domain into rectangles.
analysis, we are led to introduce and study some key concepts for optimal mesh adaptation.
As a starter we consider in Chapter 1 partitions of a rectangular domain into rectangles
aligned with the coordinate axes, as illustrated on Figure 5, instead of triangles of arbitrary
direction. Such partitions are relevant when the coordinate axes play a privileged role,
in such way that the anisotropic features of the approximated function f are likely to
be aligned with the coordinate axes. In this setting, we obtain an optimal asymptotic
error estimate. Our results apply to piecewise polynomials of arbitrary degree, when the
approximation error is measured in the Lp norm, and in any dimension d > 1. Here, we
do not consider W 1,p norms, since the approximants are generally discontinuous.
The biggest advantage of this setting is that the mathematical technicalities required
for the construction of an anisotropic partition of a domain, as well as the error analy-
sis, are simplified by the presence of preferred directions. We thus take advantage of this
simple setting to introduce and study a key concept named the shape function, which go-
verns the local approximation error after optimal adaptation of the elements to the local
properties of the approximated function. The shape function is also defined and used for
anisotropic triangulations which are the object of Chapter 2 and 3. We give below its
precise definition in this setting.
Chapter 2 is devoted triangular finite elements of arbitrary degree m − 1 for m ≥ 2,
with Lp as error norm. In order to present our results we need to introduce some notations.
We denote by IHm the space of homogeneous polynomials of degree m :
IHm := Span{xkyl ; k + l = m}.
A key ingredient of our approach is the shape function Km,p : IHm → R+, where 1 ≤ p ≤ ∞
is an exponent. This function is defined by an optimization of the Lp local interpolation
error among the collection of triangles of unit area and of all possible shapes : for all
pi ∈ IHm,
Km,p(pi) := inf|T |=1
‖pi − Im−1T pi‖Lp(T ), (11)
where Im−1T is the local interpolation operator on T . Our main result is the following
asymptotic error estimate.
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Theorem 1. Let Ω ⊂ R2 be a bounded polygonal domain, let f ∈ Cm(Ω) and let 1 ≤
p < ∞. There exists a sequence (TN)N≥N0, #(TN) ≤ N , of conforming triangulations of
Ω such that
lim sup
N→∞
N
m
2 ‖f − Im−1TN f‖Lp(Ω) ≤
∥∥∥∥Km,p(dmfm!
)∥∥∥∥
Lτ (Ω)
(12)
where the exponent τ ∈ (0,∞) is defined by 1
τ
:= m
2
+ 1
p
.
In the error estimate (12), we identify the collection dmf(z) of derivatives of order
m of f at the point z ∈ Ω to the corresponding homogeneous polynomial in the Taylor
development of f at z. In mathematical form
dmf(z)
m!
∼
∑
k+l=m
∂mf
∂kx ∂ly
(z)
xk
k!
yl
l!
.
Theorem 1 extends the known result (4) to finite elements of arbitrary degree m− 1.
The quality of the adaptive and anisotropic approximation of f is similarly determined
by a non-linear quantity of its derivatives : the shape function Km,p(d
mf(z)) is the “gene-
ralization” of the determinant
√| det(d2f(z))| appearing in (4) to derivatives of arbitrary
order.
This remark raises the need for an in depth study of the shape functionKm,p. Form = 2
we have established that K2,p(pi) is proportional to the square root of the determinant of
the quadratic polynomial pi = ax2 + 2bxy + cy2 ∈ IH2 :
K2,p(pi) = c2,p
√
| detpi| = c2,p
√
|ac− b2|,
where the constant c2,p > 0 only depends on the sign of detpi. We thus recover the earlier
result (4). For m = 3, we establish that the shape function K3,p is the fourth root of the
discriminant of the homogenous cubic polynomial pi = ax3 + 3bx2y + 3cxy2 + dy3 ∈ IH3 :
K3,p(pi) = c3,p
4
√
| discpi| = c3,p 4
√
|4(ac− b2)(bd− c2)− (ad− bc)2|,
where the constant c3,p > 0 only depends on the sign of disc pi. For larger values m ≥ 4
we have not obtained an explicit expression of the shape function Km,p, but an explicit
quantity uniformly equivalent to this function. This equivalent has the following form :
there exists a polynomial Qm(a0, · · · , am) of the m+1 variables a0, · · · , am and a constant
Cm ≥ 1 such that for all pi = a0xm+a1xm−1y+· · · amym ∈ IHm one has with rm := degQm,
C−1m
rm
√
Qm(a0, · · · , am) ≤ Km,p(pi) ≤ Cm rm
√
Qm(a0, · · · , am). (13)
The polynomial Qm is obtained using the theory of invariant polynomials developed by
Hilbert in [61]. We also characterise the zeros of the shape function, and thus the possible
cases of “super-convergence” : Km,p(pi) = 0 if and only if pi has a linear factor ax + by
of multiplicity s > m/2, in other words the homogeneous polynomial pi is sufficiently
degenerated.
The proof of Theorem 1 is based on a “local patching strategy”, a two scale mesh
generation procedure which proceeds as follows : we consider a first “macro-triangulation”
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R of the polygonal domain Ω which is sufficiently fine in such way that the derivatives
of order m of f vary little on each triangle R ∈ R around an average value denoted by
piR ∈ IHm. To each polynomial piR, R ∈ R, we then associate a triangle TR which is a
minimizer, or a near minimizer, of the optimization problem defining Km,p(piR). We then
tile each R ∈ R using the triangle TR properly scaled and its symmetric with respect
to the origin. Eventually, as illustrated on Figure 3 the triangulation TN is obtained by
gluing together the periodic tilings on each R ∈ R, with a few additional triangles in
order obtain a globally conforming mesh.
The next theorem establishes that the asymptotic error estimate (12) is sharp, at least
if we restrict our attention to admissible sequences of triangulations, a condition defined in
(8). The approximation result (15) establishes furthermore that the admissibility condition
is not too restrictive.
Theorem 2. Let Ω ⊂ R2 be a bounded polygonal domain, let f ∈ Cm(Ω) and let 1 ≤ p ≤
∞. Let (TN)N≥N0, #(TN) ≤ N , be an admissible sequence of triangulations of Ω. Then
lim inf
N→∞
N
m
2 ‖f − Im−1TN f‖Lp(Ω) ≥
∥∥∥∥Km,p(dmfm!
)∥∥∥∥
Lτ (Ω)
, (14)
where 1
τ
:= m
2
+ 1
p
. Furthermore for any ε > 0 there exists an admissible sequence (T εN)N≥N0
of triangulations of Ω, satisfying #(T εN) ≤ N , and such that :
lim sup
N→∞
N
m
2 ‖f − Im−1T εN f‖Lp(Ω) ≤
∥∥∥∥Km,p(dmfm!
)∥∥∥∥
Lτ (Ω)
+ ε. (15)
Chapter 3 is devoted to the counterparts of Theorems 1 and 2 when the interpolation
error is measured in the Sobolev W 1,p semi-norms, 1 ≤ p < ∞. These estimates involve
the counterpart Lm,p : IHm → R+ of the shape function Km,p which is defined as follows :
for all pi ∈ IHm
Lm,p(pi) := inf|T |=1
‖∇(pi − Im−1T pi)‖Lp(T ).
We also provide some explicit equivalents of Lm,p(pi), defined similarly to (13) by an
algebraic expression in the coefficients of pi ∈ IHm. Our results for the W 1,p semi-norm are
thus extremely similar to the results obtained for the Lp norm.
The adaptation of the proofs however is not straightforward, due to the following new
phenomenon : the presence of strongly obtuse triangles in a mesh (with one of their angles
close to pi) may cause the gradient of the interpolated function to oscillate, as illustrated
in Figure 6. This phenomenon deteriorates the interpolation error in the W 1,p semi-norm,
but not in the Lp norm. These “flat” triangles therefore need to be carefully avoided. In
summary, long and thin triangles may be desirable but they should not be strongly obtuse.
Before turning to description of the rest of this thesis we recall to the reader that the
three chapters composing Part I are self consistent and can be read independently.
35
Figure 6 – Interpolation of a bi-dimensional parabolic function on a mesh built of acute
(left) or “flat”, strongly obtuse, triangles (right).
Part II. Anisotropic smoothness classes and image models
In this part that consists of the sole Chapter 4, we discuss the extension of our ap-
proximation results to non-smooth functions.
There exists various ways of measuring the smoothness of functions on a domain
Ω ⊂ R2, generally through the definition of an appropriate smoothness space with an
associated norm. Classical instances are Sobolev and Besov spaces. Such spaces are of
common use when describing the regularity of solutions to partial differential equations.
From a numerical perspective they are also useful in order to sharply characterize at which
rate a function f may be approximated by simpler functions such as Fourier series, finite
elements (on isotropic triangulations), splines or wavelets.
The result of adaptive anisotropic approximation (4) and its generalisation Theorem
1 establish that the quality of the approximation of a function f by finite elements on
anisotropic triangulations is governed by a non-linear quantity of the derivatives of f , at
least from an asymptotical point of view. In the case of finite elements of degree 1, and
of the approximation in L2 norm, the relevant quantity is the following
A(f) :=
∥∥∥√| det(d2f)|∥∥∥
L2/3(Ω)
.
The functional A strongly differs from the Sobolev, Holder or Besov norms, because of
its nonlinear behavior : A does not satisfy the triangle inequality, or any quasi-triangle
inequality. In other words for any constant C there exists f, g ∈ C2(Ω) such that
A(f + g) > C(A(f) + A(g)). (16)
The lack of a triangular inequality forbids to use the classical techniques of linear analysis
to define a smoothness space attached to the functional A. The extension of the approxi-
mation result (4) to functions which are not C2 is therefore not straightforward.
Functions arising in concrete applications, for instance in image processing or in the
solution of hyperbolic PDEs, often exhibit areas of smoothness separated by local dis-
continuities. A mathematical model for this type of behavior is the collection of cartoon
functions, which are smooth except for a jump discontinuity accross a collection of smooth
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curves. A heuristical analysis presented in Chapter 4 suggests that for any cartoon func-
tion f defined on a bounded polygonal domain Ω, there exists a sequence (TN)N≥N0 of
anisotropic triangulations of Ω, satisfying #(TN) ≤ N , and such that
sup
N≥N0
N‖f − I1TN f‖L2(Ω) <∞. (17)
As illustrated on Figure 1, the triangulations (TN)N≥N0 combine highly anisotropic tri-
angles aligned with the discontinuities of f , and large triangles in the regions where f is
smooth. The approximation result (17) raises the hope that a precise and quantitative
asymptotic error estimate for the adaptive anisotropic approximation of cartoon functions
extends the known result
lim sup
N→∞
N‖f − I1TN f‖L2(Ω) ≤ CA(f), (18)
which holds if f is C2.
So far we have only fulfilled one part of this program : the extension of the functional A
to cartoon functions. More precisely, consider a radial and compactly supported function
ϕ ∈ C∞(R2) of unit integral. For any δ > 0 we define the mollifier ϕδ(z) := 1δ2ϕ
(
z
δ
)
and
we denote by fδ := f ∗ϕδ the convolution of f with ϕδ. We establish in Chapter 4 that if
f is a cartoon function, then A(fδ) converges as δ → 0 to an explicit expression :
lim
δ→0
A(fδ)
2/3 =
∥∥∥√| det(d2f)|∥∥∥2/3
L2/3(Ω\Γ)
+ C(ϕ)
∥∥∥√|κ|γ∥∥∥2/3
L2/3(Γ)
=
∫
Ω\Γ
3
√
| det(d2f(z))|dz + C(ϕ)
∫
Γ
|κ(s)|1/3|γ(s)|2/3ds.
Here, we have denoted by Γ the collection of curves where the cartoon function f is dis-
continuous, by γ(s) the jump of f at the point s ∈ Γ, and by κ(s) the curvature of Γ at
s. The constant C(ϕ) is positive and explicit in terms of ϕ.
The extension of the nonlinear functional A to cartoon functions puts in light a link,
explored in §4.4, between anisotropic finite element approximation and several other ma-
thematical fields. We think in particular of affine invariant image processing [22] and of
the definition in [43] of smoothness spaces through the regularity of the level lines of a
function.
We also regard the quantity A as a “second order” counterpart to the total variation
semi-norm TV, a measure of smoothness defined in terms of the first derivatives which
is also finite for all cartoon functions. The total variation plays a central role in image
processing and in the analysis of transport equations, two domains in which piecewise
smooth functions naturally appear. For any cartoon function f , the total variation TV(f)
is given by the following formula
TV(f) =
∫
Ω\Γ
|∇f(z)|dz +
∫
Γ
|γ(s)|ds.
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Figure 7 – Behavior of the functionals TV and A on different types of images.
We compare the behavior of the two quantities A(f)2/3 and TV(f) for different fami-
lies of cartoon functions f . It appears that these quantities are equivalent when f is a
smoothly oscillating function f(z) := cos(ω|z|) with large ω, see figure 7 (i). In contrast
the discontinuities are penalized in a different manner by these two functionals. For a
staircase-like function, as illustrated on Figure 7 (ii), the total variation remains bounded
while A tends to infinity as the number of steps grows, due contribution |γ(s)|2/3 of the
jump term. Furthermore, due to the curvature term |κ(s)| 13 , A is much larger than TV
for characteristic functions of sets with a complex or oscillating boundary as illustrated
in Figure 7.
The functional A can thus be thought of as a new quantitative image model : a mono-
chromatic image, described by a brightness function f : [0, 1]2 → [0, 1], is plausible if A(f)
is sufficiently small. Generalising the work [70] we discuss an image recovery procedure
using this model as a bayesian prior. At the present time, this algorithm is not satisfac-
tory due to very high convergence time, and for this reason we present some numerical
illustrations in a simplified one-dimensional setting.
Eventually we discuss the extension to cartoon functions of other non-linear quantities
appearing in anisotropic finite element approximation such as the norm ‖Km,p(dmf)‖Lτ
of the shape function for m ≥ 2, or the counterpart to this quantitiy for functions f of
more than two variables.
Part III. Mesh generation and riemannian metrics
Triangulations are discrete objects of combinatorial nature : they can be described by
the collection of their vertices and of the edges between them. This description is fruit-
ful for the demonstration of algebraic results such as the Euler formula, or for computer
processing. In contrast, as explained earlier, many approaches towards anisotropic mesh
adaptation [15, 20, 66] are based on a continuous equivalent object, namely a riemannian
metric z 7→ H(z), in other words a continuous function H from Ω to the set S+2 of sym-
metric positive definite matrices. Once this metric has been properly designed, it is the
task of the mesh generation algorithm to design a triangulation that agrees with this me-
tric according to (7). The purpose of Part III is to formulate precise equivalence results
between some classes of triangulations and of riemannian metrics. This equivalence trans-
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lates some geometrical constraints satisfied by the triangulations into the form regularity
properties of the equivalent riemannian metrics.
In order to state our results we need to introduce some notations. We associate to each
triangle T its barycenter zT ∈ R2 and the symmetric positive definite matrix HT ∈ S+2
such that the ellipse ET defined by
ET := {z ∈ R2 ; (z − zT )THT (z − zT )},
is the ellipse of minimal area containing T . The point zT thus encodes the position of T ,
while the matrix HT ∈ S+2 encodes the area, the aspect ratio and the orientation of the
triangle T .
We denote by T the collection of conforming triangulations of the infinite domain
R2. The choice to consider infinite triangulations is guided by simplicity, and further
work will be devoted to triangulations of bounded polygonal domains. We denote by
H := C0(R2, S+2 ) the collection of riemannian metrics on R2. A metricH ∈ H continuously
associates to each point z ∈ R2 a symmetric positive matrix H(z) ∈ S+2 . For C ≥ 1, we
say that a triangulation T ∈ T is C-equivalent to a metric H ∈ H if for all T ∈ T and
for all z ∈ T we have
C−2H(z) ≤ HT ≤ C2H(z),
where these inequalities are meant in the sense of symmetric positive matrices. We say
that a class of triangulations T∗ ⊂ T is equivalent to a class of metrics H∗ ⊂ H if there
exists a uniform constant C ≥ 1 such that
– For any triangulation T ∈ T∗ there exists a metric H ∈ H∗ such that T and H are
C-equivalent.
– For any metric H ∈ H∗ there exists a triangulation T ∈ T∗ such that T and H are
C-equivalent.
We consider three particularly relevant classes of triangulation of R2
Ti,C ⊂ Ta,C ⊂ Tg,C
which have a minor dependency on a parameter C ≥ 1. The class Tg,C of graded trian-
gulations, is defined by the following condition which imposes a minimum of consistency
among the shapes of neighbouring triangles. A triangulation T belongs to Tg,C if for all
T, T ′ ∈ T one has
T ∩ T ′ 6= ∅ ⇒ C−2HT ≤ HT ′ ≤ C2HT .
A triangulation T belongs to the class Ti,C of isotropic triangulations if T is graded,
T ∈ Tg,C , and if the elements of T are sufficiently close to the equilateral triangle, as
expressed by the following condition : for all T ∈ T
‖HT‖‖H−1T ‖ ≤ C2.
The class Ta,C of quasi-acute triangulations is defined by a slightly more technical condi-
tion on the maximal angles of the triangles, see Chapter 5. As explained in the earlier
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description of Chapter 3, avoiding flat angles is needed to guarantee the stability of the
gradient when applying the interpolation operator. One of our key results is the refor-
mulation of this condition under the form of a regularity assumption on the equivalent
riemannian metric. From a practical point of view, this condition is unfortunately not
guaranteed by existing anisotropic mesh generation software. The constraints satisfied by
these classes of triangulations of R2 are illustrated by some bounded triangulations on
Figure 8.
The results of Chapter 5 establish that when C is sufficiently large, these three classes
of triangulations are equivalent to three classes of metrics respectively
Hi ⊂ Ha ⊂ Hg,
that are defined by precise smoothness conditions on the function z 7→ H(z). In par-
ticular, the class Hi consists of those metrics H which are proportional to the identity
H(z) = Id /s(z)2, and such that the proportionality factor s satisfies one of the following
surprisingly equivalent properties
• Euclidean Lipschitz Property : |s(z)− s(z′)| ≤ |z − z′| for all z, z′ ∈ R2.
• Riemannian Lipschitz Property : | ln s(z)− ln s(z′)| ≤ dH(z, z′) for all z, z′ ∈ R2.
We recall that the riemannian distance dH(z, z
′) measures the length, distorted by the
metric H, of the smallest path joining z and z′.
dH(z, z
′) := inf
γ(0)=z
γ(1)=z′
∫ 1
0
‖γ′(t)‖H(γ(t))dt
where ‖u‖M :=
√
uTMu and where the infimum is taken among all paths γ ∈ C1([0, 1],Rd)
joining z and z′.
The two lipschitz properties presented above have natural extensions to general ani-
sotropic riemannian metrics, which are not anymore equivalent. Considering H ∈ H and
defining S(z) := H(z)−
1
2 for all z ∈ R2, these Lipschitz properties are namely
d+(H(z), H(z
′)) ≤ |z − z′| for all z, z′ ∈ R2, (19)
where d+(H(z), H(z
′)) := ‖S(z)− S(z′)‖, and
d×(H(z), H(z′)) ≤ dH(z, z′) for all z, z′ ∈ R2, (20)
where d×(H(z), H(z′)) := ln max{‖S(z)S(z′)−1‖, ‖S(z′)S(z)−1‖}. Note that d+ and d×
are distances on S+2 .
The main result of Chapter 5 characterizes the classes of metrics Hg and Ha (associated
to the classes of graded triangulations Tg,C and of quasi-acute triangulations Ta,C) in
terms of the above Lipschitz properties.
Theorem 3. If the constant C is sufficiently large, then the class Tg,C of graded trian-
gulations is equivalent to the class Hg of metrics satisfying (20), and the class Ta,C of
quasi-acute triangulations is equivalent to the class Ha of metrics satisfying simultaneously
(20) and (19).
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Figure 8 – Generation of a layer of simplices of width δ along the unit circle using O(δ−1)
isotropic triangles (top left), O(δ− 12 | ln δ|) “quasi-acute” triangles (top right), O(δ− 12 ) tri-
angles satisfying the grading condition or not (bottom left and bottom right).
We give in Chapter 6 some applications of these results in the contexts of approxima-
tion theory and of constrained mesh generation. Let us describe the latter example. For
any closed set E ⊂ R2 and any mesh T ∈ T we denote by VT (E) the neighborhood of E
in the triangulation T , which is defined as follows
VT (E) :=
⋃
T∈T
T∩E 6=∅
T.
We say that a mesh T separates two disjoint closed sets X and Y if VT (X)∩ VT (Y ) = ∅.
The counterpart for metrics of this property is the following : a metric H ∈ H separates
X and Y if dH(x, y) ≥ 1 for all x ∈ X and y ∈ Y . We show that these two properties
are rigorously equivalent, and we use this reformulation to compute the smallest number
of triangles (up to periodicity) required for the separation of some (periodic) sets using
a (periodic) isotropic, quasi-acute or graded triangulation. As illustrated on Figure 8,
imposing more constraints on the triangulation typically raises the number of triangles
needed to achieve the same task.
The rest of this chapter is devoted to the control of the finite element approximation
error of a function f on a triangulation T , in Lp norm or W 1,p semi-norm, by a quantity
eH(f)p, e
a
H(∇f)p or egH(∇f)p attached to a metric H equivalent to T . This analysis puts
in light, in the case of Sobolev norms, the role played by the angle or regularity conditions
which define the elements of Ta or Ha respectively. Finally, we present a counterpart for
metrics of the asymptotic approximation results developed for triangulations Chapters 2
and 3.
Part IV. Hierarchical refinement algorithms
The last part of this thesis is devoted to the study an algorithm proposed by Cohen,
Dyn and Hecht which produces hierarchical sequences (TN)N≥N0 of (non-conforming) ani-
41
Figure 9 – Refinement algorithm : selection of the triangle which maximizes the local
approximation error (i, in dark), choice of a bisection among the three possibilities (ii,iii),
iteration of these two steps (iv).
sotropic triangulations adapted to a given function f . Given a triangulation T of a domain
Ω and a function f ∈ Lp(Ω), this algorithm creates in one step a triangulation T ′ of Ω,
of cardinality #(T ′) = #(T ) + 1, proceeding as follows :
1. (Greedy triangle selection) A triangle T ∈ T which has a maximal contribution to
the error is selected
T := argmax
T ′∈T
‖f −AT ′f‖Lp(T ′),
where AT : Lp(T ) → IPm−1 is a projection operator, for instance the L2(T ) ortho-
gonal projection onto IPm−1.
2. (Decision of a bisection) An edge e ∈ {a, b, c} of T is selected by minimizing a a
given decision function e 7→ dT (e, f) among the three edges. The triangle is refined
by joining the mid-point of this edge to the opposite vertex creating the sub-triangles
T 1e and T
2
e . The new triangulation is thus
T ′ := T − {T}+ {T 1e , T 2e }.
Starting from a triangulation T0 of cardinality N0 of the domain Ω, the algorithm pro-
duces step after step a sequence (TN)N≥N0 , see Figure 9, of triangulations “adapted” to
a given function f ∈ Lp(Ω). The properties of these triangulations strongly depend on
the approximated function f and on the choice of the decision function dT (e, f), which
governs the creation of anisotropy. In contrast the projection operator AT plays a rather
minor role. A typical choice for the decision function e 7→ dT (e, f) is the local error after
bisection of the edge e, namely the algorithm selects the bisection that most reduces the
error.
We present this algorithm in more detail in Chapter 7, and we establish its convergence
in the sense that the (discontinuous) piecewise polynomial approximation ATNf defined
by
ATNf(z) = AT (z), z ∈ T, T ∈ TN
converges towards f in Lp as N → +∞ for any f ∈ Lp, under some assumptions on
the decision function e 7→ dT (e, f). We also discuss the possibility of using the multis-
cale hierachical structure to define multiresolution approximation, wavelets and CART
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Figure 10 – Triangulation produced by the hierarchical refinement algorithm, and in-
terpolation, for a function exhibiting a sharp transition close to a sinuosidal curve.
algorithms. We illustrate the anisotropic adaptation of the algorithm on several types of
functions and images presenting sharp transitions along curved edges.
In Chapter 8 we make a deeper convergence analysis of the algorithm in the case
m = 2 of piecewise linear elements. Our main result states that when f is a strictly
convex C2 function, then for a particular choice of the decision function based on the
L1 local interpolation error, the sequence (TN)N≥N0 of triangulations generated by this
algorithm satisfies the optimal asymptotic convergence estimate
lim sup
N→∞
N‖f −ATNf‖Lp(Ω) ≤ C‖
√
| det(d2f)|‖Lτ (Ω),
where 1
τ
:= 1 + 1
p
. The key observation leading to this result is that when f is a convex
quadratic polynomial, the minimization of the decision function selects the longest edge
in the metric associated to the homogeneous quadratic part of this polynomial. This is
used to prove that the triangles generated by the algorithm tend in majority to adopt
an optimal aspect ratio. This good behaviour of the algorithm is also observed on more
general non-convex C2 functions, as illustrated on Figure 10. However, proving the above
optimal convergence bound remains an open problem in this general setting.
Finally we study in Chapter 9 some variants of the hierarchical refinement algorithm
presented above. We first consider a decision function based on the L2 local projection
error, which is particularly well suited to the numerical implementation since it can be
evaluated in small computing time.
We then focus on the behaviour of the algorithm when applied to cartoon functions.
The original algorithm does not satisfy the best possible convergence estimate for such
functions. We show that the optimal convergence rate may be recovered when replacing
the bisection from the mid-point of the edge towards the opposite vertex by more general
geometric splitting procedure.
Eventually we consider another variant of the algorithm, which is based on rectangles
aligned with the coordinate axes instead of triangles of arbitrary direction, in the spirit
of the rectangular partitions studied in Chapter 1. This simplification leads to a result
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which guarantees the best possible convergence estimate for all C1 functions, in the case
of piecewise constant approximations.
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Chapter 1
Sharp asymptotics of the Lp
approximation error on rectangular
partitions
Contents
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
1.1.1 The projection operator . . . . . . . . . . . . . . . . . . . . 48
1.1.2 History . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
1.1.3 Polynomials and the shape function . . . . . . . . . . . . . 50
1.1.4 Examples of projection operators . . . . . . . . . . . . . . 51
1.1.5 Main results . . . . . . . . . . . . . . . . . . . . . . . . . . 53
1.2 Study of the shape function . . . . . . . . . . . . . . . . . . 54
1.2.1 General properties . . . . . . . . . . . . . . . . . . . . . . . 55
1.2.2 Desirable properties of the projection operator . . . . . . . 56
1.2.3 Explicit formulas . . . . . . . . . . . . . . . . . . . . . . . . 57
1.3 Proof of the approximation results . . . . . . . . . . . . . . 61
1.3.1 Proof of Theorem 1.1.4 (Lower bound) . . . . . . . . . . . 62
1.3.2 Proof of the upper estimates . . . . . . . . . . . . . . . . . 64
1.4 Appendix : Proof of Lemma 1.3.5 . . . . . . . . . . . . . . 68
1.1 Introduction
The purpose of this chapter is to study the adaptive anisotropic approximation of a
function by interpolating splines defined over block partitions in IRd. We use the word
block as a synonym for “d-dimensional rectangle”. Our analysis applies to an arbitrary
projection operator in arbitrary dimension. We then apply the obtained estimates to
several different interpolating schemes most commonly used in practice.
Our approach is to introduce the “shape function” which reflects the interaction of
approximation procedure with polynomials. Throughout the chapter we shall study the
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asymptotic behavior of the approximation error and, whenever possible, the explicit form
of the shape function which plays a major role in finding the constants in the formulae
for exact asymptotics.
1.1.1 The projection operator
Let us first introduce the definitions that will be necessary to state the main problem
and the results of this chapter.
We consider a fixed integer d ≥ 1 and we denote by x = (x1, · · · , xd) the elements of
Rd. A block R is a subset of Rd of the form
R =
∏
1≤i≤d
[ai, bi]
where ai < bi, for all 1 ≤ i ≤ d. For any block R ⊂ Rd, by Lp(R), 1 ≤ p ≤ ∞, we denote
the space of measurable functions f : R→ IR for which the value
‖f‖p = ‖f‖Lp(R) :=

∫
R
|f(x)|pdx
 1p , if 1 ≤ p <∞,
esssup{|f(x)| ; x ∈ R}, if p =∞.
is finite. We also consider the space C0(R) of continuous functions on R equipped with
the uniform norm ‖ ·‖L∞(R). We shall make a frequent use of the canonical block Id, where
I is the interval
I :=
[
−1
2
,
1
2
]
.
Next we define the space V := C0(Id) and the norm ‖ · ‖V := ‖ · ‖L∞(Id). Throughout this
chapter we consider a linear and bounded (hence, continuous) operator I : V → V. This
implies that there exists a constant CI such that
‖ Iu‖V ≤ CI‖u‖V for all u ∈ V. (1.1)
We assume furthermore that I is a projector, which means that it satisfies
I ◦ I = I . (1.2)
Let R be an arbitrary block. It is easy to show that there exists a unique x0 ∈ Rd and a
unique diagonal matrix D with positive diagonal coefficients such that the transformation
φ(x) := x0 +Dx satisfies φ(Id) = R. (1.3)
The volume of R, denoted by |R|, is equal to det(D). For any function f ∈ C0(R) we then
define
IR f := I(f ◦ φ) ◦ φ−1. (1.4)
Note that
‖f − IR f‖Lp(R) = (detD)
1
p‖f ◦ φ− I(f ◦ φ)‖Lp(Id). (1.5)
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A block partition R of a block R0 is a finite collection of blocks such that their union
covers R0 and which pairwise intersections have zero Lebesgue measure. If R is a block
partition of a block R0 and if f ∈ C0(R0), by IR f ∈ L∞(R0) we denote the (possibly
discontinuous) function which coincides with IR f on the interior of each block R ∈ R.
Main Question. The purpose of this chapter is to understand the asymptotic beha-
vior of the quantity
‖f − IRN f‖Lp(R0)
for each given function f on R0 from some class of smoothness, where (RN)N≥1 is a
sequence of block partitions of R0 that are optimally adapted to f .
Note that the exact value of this error can be explicitly computed only in trivial cases.
Therefore, the natural question is to study the asymptotic behavior of the shape function,
i.e. the behavior of the error as the number of elements of the partition RN tends to
infinity.
Most of our results hold with only assumptions (1.1) of continuity of the operator I,
the projection axiom (1.2), and the definition of IR given by (1.4). Our analysis therefore
applies to various projection operators I, such as the L2-orthogonal projection on a space
of polynomials, or spline interpolating schemes described in §1.1.4.
1.1.2 History
The main problem formulated above is interesting for functions of arbitrary smoothness
as well as for various classes of splines (for instance, for splines of higher order, interpola-
ting splines, best approximating splines, etc.). In the univariate case general questions of
this type have been investigated by many authors. The results are more or less complete
and have numerous applications (see, for example, [69]).
Fewer results are known in the multivariate case. Most of them are for the case of
approximation by splines on triangulations (for review of existing results see, for instance
[4, 18, 35, 59] and Chapter 2). However, in applications where preferred directions exist,
box partitions are sometimes more convenient and efficient.
The first result on the error of interpolation on rectangular partitions by bivariate
splines linear in each variable (or bilinear) is due to D’Azevedo [38] who obtained local
(on a single rectangle) error estimates. In [7] Babenko obtained the exact asymptotics
for the error (in L1, L2, and L∞ norms) of interpolation of C2(Id) functions by bilinear
splines.
In [8] Babenko generalized the result to interpolation and quasiinterpolation of a
function f ∈ C2(Id) with arbitrary but fixed throughout the domain signature (number
of positive and negative second-order partial derivatives). However, the norm used to
measure the error of approximation was uniform.
In this chapter we use a different, more abstract, approach which allows us to obtain the
exact asymptotics of the error in a more general framework which can be applied to many
particular interpolation schemes by an appropriate choice of the interpolation operator.
In general, the constant in the asymptotics is implicit. However, imposing additional
assumptions on the interpolation operator allows us to compute the constant explicitly.
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The chapter is organized as follows. Section 1.1.5 contains the statements of main
approximation results. The closer study of the shape function, as well as its explicit
formulas under some restrictions, can be found in Section 1.2. The proofs of the theorems
about asymptotic behavior of the error are contained in Section 1.3.
1.1.3 Polynomials and the shape function
In order to obtain the asymptotic error estimates we need to study the interaction of
the projection operator I with polynomials.
The notation α always refers to a d-vector of non-negative integers
α = (α1, · · · , αd) ∈ ZZd+.
For each α we define the following quantities
|α| :=
∑
1≤i≤d
αi, α! :=
∏
1≤i≤d
αi!, max(α) := max
1≤i≤d
αi.
We also define the monomial
Xα :=
∏
1≤i≤d
Xαii ,
where the variable is X = (X1, ..., Xd) ∈ IRd. Finally, for each integer k ≥ 0 we define the
following three vector spaces of polynomials
IPk := Vect{Xα ; |α| ≤ k},
IP∗k := Vect{Xα ; max(α) ≤ k and |α| ≤ k + 1},
IP∗∗k := Vect{Xα ; max(α) ≤ k}.
(1.6)
Note that clearly dim(IP∗∗k ) = (k + 1)
d. In addition, a classical combinatorial argument
shows that
dim IPk =
(
k + d
d
)
and dim IP∗k = dim IPk+1 − d =
(
k + d+ 1
d
)
− d.
By VI we denote the image of I, which is a subspace of V = C
0(Id). Since I is a
projector (1.2), we have
VI = {I(f) : f ∈ V } = {f ∈ V : f = I(f)}. (1.7)
From this point on, the integer k is fixed and defined as follows
k = k(I) := max{k′ ≥ 0 ; IPk′ ⊂ VI} (1.8)
Hence, the operator I reproduces polynomials of total degree less or equal than k. (If
k =∞ then we obtain, using the density of polynomials in V and the continuity of I, that
I(f) = f for all f ∈ V . We exclude this case from now on.)
In what follows, by m we denote the integer defined by
m = m(I) := k + 1, (1.9)
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where k = k(I) is defined in (1.8). By IHm we denote the space of homogeneous polynomials
of degree m
IHm := Vect{Xα ; |α| = m}.
We now introduce a function KI on IHm, further referred to as the “shape function”.
Definition 1.1.1 (Shape Function). For all pi ∈ IHm
KI(pi) := inf|R|=1
‖pi − IR pi‖Lp(R), (1.10)
where the infimum is taken over all blocks R of unit d-dimensional volume.
The shape function K plays a major role in our asymptotical error estimates developed
in the next subsection. Hence, we dedicate §1.2 to its close study, and we provide its explicit
form in various cases. Note that for any A > 0, since pi is homogeneous of degree m
inf
|R|=A
‖pi − IR pi‖Lp(R) = A
m
d
+ 1
pKI(pi). (1.11)
The optimization (1.10) among blocks can be rephrased into an optimization among
diagonal matrices. Indeed for any block R there exists a unique x0 ∈ Rd and a unique
diagonal matrix with positive coefficients such that R = φ(Id) with φ(x) = x0 + Dx.
Furthermore, the homogeneous component of degree m is the same in both pi ◦ φ and
pi ◦D, hence pi ◦ φ− pi ◦D ∈ IPk (recall that m = k + 1) and therefore this polynomial is
reproduced by the projection operator I. Using the linearity of I, we obtain
pi ◦ φ− I(pi ◦ φ) = pi ◦D − I(pi ◦D).
Combining this with (1.5), and observing that detD = |R|, we obtain that
KI(pi) = inf
detD=1
D≥0
‖pi ◦D − I(pi ◦D)‖Lp(Id), (1.12)
where the infimum is taken over the set of diagonal matrices with non-negative entries
and unit determinant.
1.1.4 Examples of projection operators
In this section we define several possible choices for the projection operator I which are
consistent with (1.8) and, in our opinion, are most useful for practical purposes. However,
many other possibilities could be considered.
Definition 1.1.2 (L2(Id) orthogonal projection). We may define I(f) as the L2(Id) or-
thogonal projection of f onto one of the spaces of polynomials IPk, IP
∗
k or IP
∗∗
k defined in
(1.6).
If the projection operator I is chosen as in Definition 1.1.2, then a simple change
of variables shows that for any block R, the operator IR defined by (1.4) is the L
2(R)
orthogonal projection onto the same space of polynomials.
52 Chapter 1. Sharp asymptotics of the Lp approximation error on rectangles
To introduce several possible interpolation schemes for which we obtain the estimates
using our approach, we consider a set Uk ⊂ I of cardinality #(Uk) = k + 1 (special cases
are given below). For any u = (u1, · · ·ud) ∈ Udk we define an element of IP∗∗k as follows
µu(X) :=
∏
1≤i≤d
∏
v∈Uk
v 6=ui
Xi − v
ui − v
 ∈ IP∗∗k .
Clearly, µu(u) = µu(u1, · · · , ud) = 1 and µu(v) = µu(v1, · · · , vd) = 0 if v = (v1, · · · , vd) ∈
Udk and v 6= u.
It follows that the elements of B := (µu)u∈Udk are linearly independent. Since #(B) =
#(Udk ) = (k + 1)
d = dim(IP∗∗k ), B is a basis of IP
∗∗
k .
Therefore, any element of µ ∈ IP∗∗k can be written in the form
µ(X) =
∑
u∈Udk
λuµu(X).
It follows that, for any given f ∈ C0(Id), there exists a unique element of µ ∈ IP∗∗k such
that µ(u) = f(u) for all u ∈ Udk . We define I f := µ, namely
(I f)(X) :=
∑
u∈Udk
f(u)µu(X) ∈ IP∗∗k .
We may take Uk to be the set of k + 1 equi-spaced points on I
Uk =
{
−1
2
+
n
k
; 0 ≤ n ≤ k
}
. (1.13)
We obtain a different, but equally relevant, operator I by choosing Uk to be the set of
Tchebychev points on I
Uk =
{
1
2
cos
(npi
k
)
; 0 ≤ n ≤ k
}
. (1.14)
Different interpolation procedures can be used to construct I. Another convenient inter-
polation scheme is to take
I(f) ∈ IP∗k
and I(f) = f on a subset of Udk . This subset contains dim IP
∗
k points, which are convenient
to choose first on the boundary of Id and then (if needed) at some interior lattice points.
Note that since dim IP∗k < #(U
d
k ) = (k + 1)
d, it is always possible to construct such an
operator.
If the projection operator I is chosen as described above, then for any block R and
any f ∈ C0(R), IR(f) is the unique element of respective space of polynomials which
coincides with f at the image φ(p) of the points p mentioned in the definition of I, by the
transformation φ described in (1.3).
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1.1.5 Main results
In order to obtain the approximation results we often impose a slight technical restric-
tion (which can be removed, see for instance [4]) on sequences of block partitions, which
is defined as follows.
Definition 1.1.3 (Admissibility). We say that a sequence (RN)N≥1 of block partitions of
a block R0 is admissible if #(RN) ≤ N for all N ≥ 1, and
sup
N≥1
(
N
1
d sup
R∈RN
diam(R)
)
<∞ (1.15)
We recall that the approximation error is measured in Lp norm, where the exponent
p is fixed and 1 ≤ p ≤ ∞. We define τ ∈ (0,∞) by
1
τ
:=
m
d
+
1
p
. (1.16)
In the following estimates we identified dmf(x) with an element of IHm according to
dmf(x)
m!
∼
∑
|α|=m
∂mf(x)
∂xα
Xα
α!
. (1.17)
We now state the asymptotically sharp lower bound for the approximation error of a
function f on an admissible sequence of block partitions.
Theorem 1.1.4. Let R0 be a block and let f ∈ Cm(R0). For any admissible sequence of
block partitions (RN)N≥1 of R0
lim inf
N→∞
N
m
d ‖f − IRN f‖Lp(R0) ≥
∥∥∥∥KI (dmfm!
)∥∥∥∥
Lτ (R0)
.
The next theorem provides an upper bound for the projection error of a function f
when an optimal sequence of block partitions is used. It confirms the sharpness of the
previous theorem.
Theorem 1.1.5. Let R0 be a block and let f ∈ Cm(R0). Then there exists a (perhaps
non-admissible) sequence (RN)N≥1, #(RN) ≤ N , of block partitions of R0 satisfying
lim sup
N→∞
N
m
d ‖f − IRN f‖Lp(R0) ≤
∥∥∥∥KI (dmfm!
)∥∥∥∥
Lτ (R0)
. (1.18)
Furthermore, for all ε > 0 there exists an admissible sequence (RεN)N≥1 of block par-
titions of R0 satisfying
lim sup
N→∞
N
m
d ‖f − IRεN f‖Lp(R0) ≤
∥∥∥∥KI (dmfm!
)∥∥∥∥
Lτ (R0)
+ ε. (1.19)
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An important feature of these estimates is the “lim sup”. Recall that the upper limit
of a sequence (uN)N≥N0 is defined by
lim sup
N→∞
uN := lim
N→∞
sup
n≥N
un,
and is in general strictly smaller than the supremum supN≥N0 uN . It is still an open
question to find an appropriate upper estimate of supN≥N0 N
m
d ‖f − IRN f‖Lp(R0) when
optimally adapted block partitions are used.
In order to have more control of the quality of approximation on various parts of the
domain we introduce a positive weight function Ω ∈ C0(R0). For 1 ≤ p ≤ ∞ and for any
u ∈ Lp(R0) as usual we define
‖u‖Lp(R0,Ω) := ‖uΩ‖Lp(R0). (1.20)
Remark 1.1.6. Theorems 1.1.4, 1.1.5 and 1.1.7 below also hold when the norm ‖·‖Lp(R0)
(resp ‖ · ‖Lτ (R0)) is replaced with the weighted norm ‖ · ‖Lp(R0,Ω) (resp ‖ · ‖Lτ (R0,Ω)) defined
in (1.20).
In the following section we shall use some restrictive hypotheses on the interpolation
operator in order to obtain an explicit formula for the shape function. In particular,
Propositions 1.2.7, 1.2.8, and equation (1.21) show that, under some assumptions, there
exists a constant C = C(I) > 0 such that
1
C
KI
(
dmf
m!
)
≤ d
√√√√∣∣∣∣∣ ∏
1≤i≤d
∂mf
∂xmi
∣∣∣∣∣ ≤ CKI
(
dmf
m!
)
.
These restrictive hypotheses also allow to improve slightly the estimate (1.19) as follows.
Theorem 1.1.7. If the hypotheses of Proposition 1.2.7 or 1.2.8 hold, and if KI
(
dmf
m!
)
> 0
everywhere on R0, then there exists an admissible sequence of block partitions (RN)N≥1
of R0 which satisfies the optimal estimate (1.18).
The proofs of the Theorems 1.1.4, 1.1.5 and 1.1.7 are given in §1.3. Each of these
proofs can be adapted to weighted norms, hence establishing Remark 1.1.6. Some details
on how to adapt proofs for the case of weighted norms are provided at the end of each
proof.
1.2 Study of the shape function
In this section we perform a close study of the shape function KI , since it plays a
major role in our asymptotic error estimates. In the first subsection §1.2.1 we investigate
general properties which are valid for any continuous projection operator I. However, we
are not able to obtain an explicit form of KI under such general assumptions. Recall that
in §1.1.4 we presented several possible choices of projection operators I that seem more
likely to be used in practice. In §1.2.2 we identify four important properties shared by
these examples. These properties are used in §1.2.3 to obtain an explicit form of KI .
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1.2.1 General properties
The shape function K obeys the following important invariance property with respect
to diagonal changes of coordinates.
Proposition 1.2.1. For all pi ∈ IHm and all diagonal matrices D with non-negative
coefficients
KI(pi ◦D) = (detD)md KI(pi).
Proof: We first assume that the diagonal matrix D has positive diagonal coefficients. Let
D be a diagonal matrix with positive diagonal coefficient and which satisfies detD = 1.
Let also pi ∈ IHm. Then, since pi is homogeneous and of degree m
pi ◦ (DD) = pi ◦ ((detD) 1d D˜) = (detD)md pi ◦ D˜,
where D˜ := (detD)−
1
dDD satisfies det D˜ = detD = 1 and is uniquely determined by D.
According to (1.12) we therefore have
KI(pi ◦D) = inf
detD=1
D≥0
‖pi ◦ (DD)− I(pi ◦ (DD))‖Lp(Id)
= (detD)
m
d inf
det D˜=1
D˜≥0
‖pi ◦ D˜ − I(pi ◦ D˜)‖Lp(Id)
= (detD)
m
d KI(pi),
which concludes the proof in the case where D has positive diagonal coefficients.
Let us now assume that D is a diagonal matrix with non-negative diagonal coefficients and
such that det(D) = 0. Clearly there exists a sequence (Dn)n≥0 of diagonal matrices with
positive coefficients, such that detDn = 1 for all n ≥ 0 and that DDn → 0 as n → ∞.
Therefore pi ◦ (DDn) → 0, which implies that K(pi ◦ D) = 0 and concludes the proof of
this proposition. 
The next proposition shows that the exponent p used for measuring the approximation
error plays a rather minor role. By Kp we denote the shape function associated with the
exponent p.
Proposition 1.2.2. There exists a constant c > 0 such that for all 1 ≤ p1 ≤ p2 ≤ ∞ we
have on IHm
cK∞ ≤ Kp1 ≤ Kp2 ≤ K∞.
Proof: For any function f ∈ V = C0(Id) and for any 1 ≤ p1 ≤ p2 ≤ ∞ by a standard
convexity argument we obtain that
‖f‖L1(Id) ≤ ‖f‖Lp1 (Id) ≤ ‖f‖Lp2 (Id) ≤ ‖f‖L∞(Id).
Using (1.12), it follows that
K1 ≤ Kp1 ≤ Kp2 ≤ K∞
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on IHm. Furthermore, the following semi norms on IHm
|pi|1 := ‖pi − I pi‖L1(Id) and |pi|∞ := ‖pi − I pi‖L∞(Id)
vanish precisely on the same subspace of IHm, namely VI ∩ Hm = {pi ∈ IHm ; pi = I pi}.
Since IHm has finite dimension, it follows that they are equivalent. Hence, there exists a
constant c > 0 such that c| · |∞ ≤ | · |1 on IHm. Using (1.12), it follows that cK∞ ≤ K1,
which concludes the proof. 
1.2.2 Desirable properties of the projection operator
The examples of projection operators presented in §1.1.4 share some important pro-
perties which allow to obtain the explicit expression of the shape function KI . These
properties are defined below and called H±, Hσ, H∗ or H∗∗. They are satisfied when the
operator I is the interpolation at equispaced points (Definition 1.13), at Tchebychev points
(Definition 1.14), and usually on the most interesting sets of other points. They are also
satisfied when I is the L2(Id) orthogonal projection onto IP∗k or IP
∗∗
k (Definition 1.1.2).
The first property reflects the fact that a coordinate xi on Id can be changed to −xi,
independently of the projection process.
Definition 1.2.3 (H± hypothesis). We say that the interpolation operator I satisfies the
H± hypothesis if for any diagonal matrix D with entries in ±1 we have for all f ∈ V
I(f ◦D) = I(f) ◦D.
The next property implies that the different coordinates x1, · · · , xd on Id play symme-
trical roles with respect to the projection operator.
Definition 1.2.4 (Hσ hypothesis). If Mσ is a permutation matrix, i.e. (Mσ)ij := δiσ(j)
for some permutation σ of {1, · · · , d}, then for all f ∈ V
I(f ◦Mσ) = I(f) ◦Mσ.
According to (1.8), the projection operator I reproduces the space of polynomials IPk.
However, in many situations the space VI of functions reproduced by I is larger than IPk.
In particular VI = IP
∗∗
k when I is the interpolation on equispaced or Tchebychev points,
and VI = IPk (resp IP
∗
k, IP
∗∗
k ) when I is the L
2(Id) orthogonal projection onto IPk (resp IP∗k,
IP∗∗k ).
It is particularly useful to know whether the projection operator I reproduces the
elements of IP∗k, and we therefore give a name to this property. Note that it clearly does
not hold for the L2(Id) orthogonal projection onto IPk.
Definition 1.2.5 (H∗ hypothesis). The following inclusion holds :
P ∗k ⊂ VI.
On the contrary it is useful to know that some polynomials, and in particular pure
powers xmi , are not reproduced by I.
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Definition 1.2.6 (H∗∗ hypothesis).
If
∑
1≤i≤d
λix
m
i ∈ VI then (λ1, · · · , λd) = (0, · · · , 0).
This condition obviously holds if I(f) ∈ IP∗∗k (polynomials of degree ≤ k in each
variable) for all f . Hence, it holds for all the examples of projection operators given in
the previous subsection §1.1.4.
1.2.3 Explicit formulas
In this section we provide the explicit expression of the shape function K when some
of the hypotheses H±, Hσ, H∗ or H∗∗ hold. Let pi ∈ IHm and let λi be the coefficient of
Xmi in pi, for all 1 ≤ i ≤ d. We define
K∗(pi) := d
√ ∏
1≤i≤d
|λi|
and
s(pi) := #{1 ≤ i ≤ d ; λi > 0}.
If d
mf(x)
m!
is identified by (1.17) to an element of IHm, then one has
K∗
(
dmf(x)
m!
)
=
1
m!
d
√√√√∣∣∣∣∣ ∏
1≤i≤d
∂mf
∂xmi
(x)
∣∣∣∣∣. (1.21)
Proposition 1.2.7. If m is odd and if H±, Hσ and H∗ hold, then
Kp(pi) = C(p)K∗(pi),
where
C(p) :=
∥∥∥∥∥ ∑
1≤i≤d
Xmi − I
(∑
1≤i≤d
Xmi
)∥∥∥∥∥
Lp(Id)
> 0.
Proposition 1.2.8. If m is even and if Hσ, H∗ and H∗∗ hold then
Kp(pi) = C(p, s(pi))K∗(pi).
Furthermore,
C(p, 0) = C(p, d) =
∥∥∥∥∥ ∑
1≤i≤d
Xmi − I
(∑
1≤i≤d
Xmi
)∥∥∥∥∥
Lp(Id)
> 0. (1.22)
Other constants C(p, s) are positive and obey C(p, s) = C(p, d− s).
Next we turn to the proofs of Propositions 1.2.7 and 1.2.8.
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Proof of Proposition 1.2.7 Let pi ∈ IHm and let λi be the coefficient of Xmi in pi.
Denote by
pi∗ :=
∑
1≤i≤d
λiX
m
i
so that pi− pi∗ ∈ IP∗k and, more generally, pi ◦D− pi∗ ◦D ∈ IP∗k for any diagonal matrix D.
The hypothesis H∗ states that the projection operator I reproduces the elements of IP∗k,
and therefore
pi ◦D − I(pi ◦D) = pi∗ ◦D − I(pi∗ ◦D).
Hence, KI(pi) = KI(pi∗) according to (1.12). If there exists i0, 1 ≤ i0 ≤ d, such that
λi0 = 0, then we denote by D the diagonal matrix of entries Dii = 1 if i 6= i0 and 0 if
i = i0. Applying Proposition 1.2.1 we find
KI(pi) = KI(pi∗) = KI(pi∗ ◦D) = (detD)md KI(pi∗) = 0.
which concludes the proof. We now assume that all the coefficients λi, 1 ≤ i ≤ d, are
different from 0, and we denote by εi be the sign of λi. Applying Proposition 1.2.1 to the
diagonal matrix D of entries |λi| 1m we find that
KI(pi) = KI(pi∗) = (detD)
m
d KI(pi∗ ◦D−1) = K∗(pi)KI
(∑
1≤i≤d
εiX
m
i
)
.
Using the H± hypothesis with the diagonal matrix D of entries Dii = εi, and recalling
that m is odd, we find that
KI
(∑
1≤i≤d
εiX
m
i
)
= KI
(∑
1≤i≤d
Xmi
)
.
We now define the functions
gi := X
m
i − I(Xmi ) for 1 ≤ i ≤ d.
It follows from (1.12) that
KI
(∑
1≤i≤d
Xmi
)
= inf∏
1≤i≤d ai=1
∥∥∥∥∥ ∑
1≤i≤d
aigi
∥∥∥∥∥
Lp(Id)
,
where the infimum is taken over all d-vectors of positive reals of product 1. Let us consider
such a d-vector (a1, · · · , ad), and a permutation σ of the set {1, · · · , d}. The Hσ hypothesis
implies that the quantity ∥∥∥∥∥ ∑
1≤i≤d
aσ(i)gi
∥∥∥∥∥
Lp(Id)
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is independent of σ. Hence, summing over all permutations, we obtain using the triangle
inequality ∥∥∥∥∥ ∑
1≤i≤d
aigi
∥∥∥∥∥
Lp(Id)
=
1
d!
∑
σ
∥∥∥∥∥ ∑
1≤i≤d
aσ(i)gi
∥∥∥∥∥
Lp(Id)
≥ 1
d!
∥∥∥∥∥ ∑
1≤i≤d
(∑
σ
aσ(i)
)
gi
∥∥∥∥∥
Lp(Id)
=
1
d
∥∥∥∥∥ ∑
1≤i≤d
gi
∥∥∥∥∥
Lp(Id)
∑
1≤i≤d
ai.
(1.23)
The right-hand side is minimal when a1 = · · · = ad = 1, which shows that∥∥∥∥∥ ∑
1≤i≤d
aigi
∥∥∥∥∥
Lp(Id)
≥
∥∥∥∥∥ ∑
1≤i≤d
gi
∥∥∥∥∥
Lp(Id)
= C(p)
with equality when ai = 1 for all i. Note as a corollary that
KI(piε) = ‖piε − I(piε)‖Lp(Id) = C(p) where piε =
∑
1≤i≤d
εiX
m
i . (1.24)
It remains to prove that C(p) > 0. Using the hypothesis H±, we find that for all µi ∈ {±1}
we have ∥∥∥∥∥ ∑
1≤i≤d
µigi
∥∥∥∥∥
Lp(Id)
= C(p).
In particular, for any 1 ≤ i0 ≤ d one has
2‖gi0‖Lp(Id) ≤
∥∥∥∥∥ ∑
1≤i≤d
gi
∥∥∥∥∥
Lp(Id)
+
∥∥∥∥∥2gi0 − ∑
1≤i≤d
gi
∥∥∥∥∥
Lp(Id)
≤ 2C(p).
If C(p) = 0, it follows that gi0 = 0 and therefore that X
m
i0
= I(Xmi0 ), for any 1 ≤ i0 ≤ d.
Using the assumption H∗, we find that the projection operator I reproduces all the poly-
nomials of degree m = k + 1, which contradicts the definition (1.8) of the integer k. 
Proof of proposition 1.2.8 We define λi, pi∗ and εi ∈ {±1} as before and we find,
using similar reasoning, that
KI(pi) = K∗(pi)KI
(∑
1≤i≤d
εiX
m
i
)
.
For 1 ≤ s ≤ d we define
C(p, s) := KI
(∑
1≤i≤s
Xmi −
∑
s+1≤i≤d
Xmi
)
.
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From the hypothesis Hσ it follows that KI(pi) = K∗(pi)C(p, s(pi)).
Using again Hσ and the fact that KI(pi) = KI(−pi) for all pi ∈ IHm, we find that
C(p, s) = KI
(∑
1≤i≤s
Xmi −
∑
s+1≤i≤d
Xmi
)
= KI
(
−
( ∑
1≤i≤d−s
Xmi −
∑
d−s+1≤i≤d
Xmi
))
= C(p, d− s).
We define gi := X
m
i − I(Xmi ), as in the proof of Proposition 1.2.7. We obtain the
expression for C(p, 0) by summing over all permutations as in (1.23)
C(p, 0) =
∥∥∥∥∥ ∑
1≤i≤d
gi
∥∥∥∥∥
Lp(Id)
.
This concludes the proof of the first part of Proposition 1.2.8. We now prove that C(p, s) >
0 for all 1 ≤ p ≤ ∞ and all s ∈ {0, · · · , d}. To this end we define the following quantity
on Rd
‖a‖K :=
∥∥∥∥∥ ∑
1≤i≤d
aigi
∥∥∥∥∥
Lp(Id)
.
Note that ‖a‖K = 0 if and only if∑
1≤i≤d
aiX
m
i =
∑
1≤i≤d
ai I(X
m
i ),
and the hypothesis H∗∗ precisely states that this equality occurs if and only if ai = 0, for
all 1 ≤ i ≤ d. Hence, ‖ · ‖K is a norm on Rd. Furthermore, let
Es :=
{
a ∈ Rs+ × Rd−s− ;
∏
1≤i≤d
|ai| = 1
}
Then
C(p, s) = inf
a∈Es
‖a‖K .
Since Es is a closed subset of Rd, which does not contain the origin, this infimum is
attained. It follows that C(p, s) > 0, and that there exists a rectangle Rε of unit volume
such that
KI(piε) = ‖piε − I piε‖Lp(Rε) = C(p, s(piε)) where piε =
∑
1≤i≤d
εiX
m
i , (1.25)
which concludes the proof of this proposition. 
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1.3 Proof of the approximation results
In this section, let the block R0, the integer m, the function f ∈ Cm(R0) and the
exponent p be fixed. We conduct our proofs for 1 ≤ p <∞ and provide comments on how
to adjust our arguments for the case p =∞.
For each x ∈ R0 by µx ∈ IPm we denote the m-th degree Taylor polynomial of f at
the point x
µx = µx(X) :=
∑
|α|≤m
∂mf
∂xα
(x)
(X − x)α
α!
, (1.26)
and we define pix ∈ IHm to be the homogeneous component of degree m in µx,
pix = pix(X) :=
∑
|α|=m
∂mf
∂xα
(x)
Xα
α!
. (1.27)
Since pix and µx are polynomials of degree m, their m-th derivative is constant, and clearly
dmpix = d
mµx = d
mf(x). In particular, for any x ∈ R0 the polynomial µx − pix belongs to
IPk (recall that k = m − 1) and is therefore reproduced by the projection operator I. It
follows that for any x ∈ R0 and any block R
pix − IR pix = µx − IR µx. (1.28)
In addition, we introduce a measure ρ of the degeneracy of a block R
ρ(R) :=
diam(R)d
|R| .
Given any function g ∈ Cm(R) and any x ∈ R we can define, similarly to (1.27), a
polynomial pˆix ∈ IHm associated to g at x. We then define
‖dmg‖L∞(R) := sup
x∈R
(
sup
|u|=1
|pˆix(u)|
)
. (1.29)
Proposition 1.3.1. There exists a constant C = C(m, d) > 0 such that for any block R
and any function g ∈ Cm(R)
‖g − IR g‖Lp(R) ≤ C|R| 1τ ρ(R)md ‖dmg‖L∞(R). (1.30)
Proof: Let x0 ∈ R and let g0 be the Taylor polynomial for g of degree m− 1 at point x0
which is defined as follows
g0(X) :=
∑
|α|≤m−1
∂αf(x0)
∂xα
(X − x0)α
α!
.
Let x ∈ R and let x(t) = x0 + t(x− x0). We have
g(x) = g0(x) +
∫ 1
t=0
dmgx(t)(x− x0)(1− t)
m
m!
dt.
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Hence,
|g(x)− g0(x)| ≤
∫ 1
t=0
‖dmg‖L∞(R)|x− x0|m (1− t)
m
m!
dt
≤ 1
(m+ 1)!
‖dmg‖L∞(R) diam(R)m.
(1.31)
Since g0 is a polynomial of degree at most m− 1, we have g0 = I g0. Hence,
‖g − IR g‖Lp(R) ≤ |R|
1
p‖g − IR g‖L∞(R)
= |R| 1p‖(g − g0)− IR(g − g0)‖L∞(R)
≤ (1 + CI)|R|
1
p‖g − g0‖L∞(R),
where CI is the operator norm of I : V → V . Combining this estimate with (1.31), we
obtain (1.30) which concludes the proof. 
1.3.1 Proof of Theorem 1.1.4 (Lower bound)
The following lemma allows us to bound the interpolation error of f on the block R
from below.
Lemma 1.3.2. For any block R ⊂ R0 and x ∈ R we have
‖f − IR f‖Lp(R) ≥ |R| 1τ
(
KI(pix)− ω(diamR)ρ(R)md
)
,
where the function ω is positive, depends only on f and m, and satisfies ω(δ) → 0 as
δ → 0.
Proof: Let h := f − µx, where µx is defined in (1.26). Using (1.28) and (1.11), we obtain
‖f − IR f‖Lp(R) ≥ ‖pix − IR pix‖Lp(R) − ‖h− IR h‖Lp(R)
≥ |R| 1τKI(pix)− ‖h− IR h‖Lp(R),
and according to Proposition 1.3.1 we have
‖h− IR h‖Lp(R) ≤ C0|R| 1τ ρ(R)md ‖dmh‖L∞(R).
Observe that
‖dmh‖L∞(R) = ‖dmf − dmpix‖L∞(R) = ‖dmf − dmf(x)‖L∞(R).
We introduce the modulus of continuity ω∗ of the m-th derivatives of f .
ω∗(r) := sup
x1,x2∈R0:
|x1−x2|≤r
‖dmf(x1)− dmf(x2)‖ = sup
x1,x2∈R0:
|x1−x2|≤r
(
sup
|u|≤1
|pix1(u)− pix2(u)|
)
(1.32)
By setting ω = C0 ω∗ we conclude the proof of this lemma. 
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We now consider an admissible sequence of block partitions (RN)N≥0. For all N ≥ 0,
R ∈ RN and x ∈ int(R), we define
φN(x) := |R| and ψN(x) :=
(
KI(pix)− ω(diam(R))ρ(R)md
)
+
,
where λ+ := max{λ, 0}. We now apply Holder’s inequality∫
R0
f1f2 ≤ ‖f1‖Lp1 (R0)‖f2‖Lp2 (R0)
with the functions
f1 = φ
mτ
d
N ψ
τ
N and f2 = φ
−mτ
d
N
and the exponents p1 =
p
τ
and p2 =
d
mτ
. Note that 1
p1
+ 1
p2
= τ
(
1
p
+ m
d
)
= 1. Hence,
∫
R0
ψτN ≤
(∫
R0
φ
mp
d
N ψ
p
N
) τ
p
(∫
R0
φ−1N
)mτ
d
. (1.33)
Note that
∫
R0
φ−1N = #(RN) ≤ N . Furthermore, if R ∈ RN and x ∈ int(R) then according
to Lemma 1.3.2
φN(x)
m
d ψN(x) = |R|
1
τ
− 1
pψN(x) ≤ |R|−
1
p‖f − IR f‖Lp(R).
Hence,
[∫
R0
φ
mp
d
N ψ
p
N
] 1
p
≤
[ ∑
R∈RN
1
|R|
∫
R
‖f − IR f‖pLp(R)
] 1
p
= ‖f − IR f‖Lp(R0). (1.34)
Inequality (1.33) therefore leads to
‖ψN‖Lτ (R0) ≤ ‖f − IRN f‖Lp(R0)N
m
d . (1.35)
Since the sequence (RN)N≥0 is admissible, there exists a constant CA > 0 such that for
all N and all R ∈ RN we have diam(R) ≤ CAN− 1d . We introduce a subset of R′N ⊂ RN
which collects the most degenerate blocks
R′N = {R ∈ RN ; ρ(R) ≥ ω(CAN−
1
d )−
1
m},
where ω is the function defined in Lemma 1.3.2. By R′N we denote the portion of R0
covered by R′N . For all x ∈ R0 \R′N we obtain
ψN(x) ≥ KI(pix)− ω(CAN− 1d )1− 1d .
We define εN := ω(CAN
− 1
d )1−
1
d and we notice that εN → 0 as N →∞. Hence,
‖ψN‖τLτ (R0) ≥
∥∥(KI(pix)− εN)+∥∥τLτ (R0\R′N )
≥ ∥∥(KI(pix)− εN)+∥∥τLτ (R0) − Cτ |R′N |,
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where C := maxx∈R0 KI(pix). The last expression involves a slight abuse of notations, since
(KI(pix)− εN)+ stands for the function x ∈ R0 7→ (KI(pix)− εN)+ ∈ R. Next we observe
that |R′N | → 0 as N → +∞ : indeed for all R ∈ R′N we have
|R| = diam(R)dρ(R)−1 ≤ CdAN−1ω(CAN−
1
d )
1
m .
Since #(R′N) ≤ N , we obtain |R′N | ≤ CdAω(CAN−
1
d )
1
m , and the right-hand side tends to
0 as N →∞. We thus obtain
lim inf
N→∞
‖ψN‖Lτ (R0) ≥ lim
N→∞
∥∥(KI(pix)− εN)+∥∥Lτ (R0) = ‖KI(pix)‖Lτ (R0).
Combining this result with (1.35), we conclude the proof of the announced estimate.
Note that this proof also works with the exponent p =∞ by changing(∫
R0
φ
mp
d
N ψ
p
N
) τ
p
into ‖φ
m
d
N ψN‖τL∞(R0)
in (1.33) and performing the standard modification in (1.34).
Remark 1.3.3. As announced in Remark 1.1.6, this proof can be adapted to the weighted
norm ‖ · ‖Lp(R0,Ω) associated to a positive weight function Ω ∈ C0(R0) and defined in
(1.20). For that purpose let rN := sup{diam(R) ; R ∈ RN} and let
ΩN(x) := inf
x′∈R0
|x−x′|≤rN
Ω(x′).
The sequence of functions ΩN increases with N and tends uniformly to Ω as N →∞. If
R ∈ RN and x ∈ R, then
‖f − IR f‖Lp(R,Ω) ≥ ΩN(x)‖f − IR f‖Lp(R).
The main change in the proof is that the function ψN should be replaced with ψ
′
N := ΩNψN .
Other details are left to the reader.

1.3.2 Proof of the upper estimates
The proof of Theorems 1.1.5 (and 1.1.7) is based on the actual construction of an
asymptotically optimal sequence of block partitions. To that end we introduce the notion
of a local block specification.
Definition 1.3.4. (local block specification) A local block specification on a block R0
is a (possibly discontinuous) map x 7→ R(x) which associates to each point x ∈ R0 a block
R(x), and such that
– The volume |R(x)| is a positive continuous function of the variable x ∈ R0.
– The diameter is bounded : sup{diam(R(x)) ; x ∈ R0} <∞.
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The following lemma shows that it is possible to build sequences of block partitions of
R0 adapted in a certain sense to a given local block specification.
Lemma 1.3.5. Let R0 be a block in IR
d and let x 7→ R(x) be a local block specification
on R0. Then there exists a sequence (Pn)n≥1 of block partitions of R0, Pn = P1n ∪ P2n,
satisfying the following properties.
– (The number of blocks in Pn is asymptotically controlled)
lim
n→∞
#(Pn)
n2d
=
∫
R0
|R(x)|−1dx. (1.36)
– (The elements of P1n follow the block specifications) For each R ∈ P1n there exists
y ∈ R0 such that
R is a translate of n−2R(y), and |x− y| ≤ diam(R0)
n
for all x ∈ R. (1.37)
– (The elements of P2n have a small diameter)
lim
n→∞
(
n2 sup
R∈P2n
diam(R)
)
= 0. (1.38)
Proof: See Appendix. 
We recall that the block R0, the exponent p and the function f ∈ Cm(R0) are fixed,
and that at each point x ∈ R0 the polynomial pix ∈ IHm is defined by (1.27). The sequence
of block partitions described in the previous lemma is now used to obtain an asymptotical
error estimate.
Lemma 1.3.6. Let x 7→ R(x) be a local block specification such that for all x ∈ R0
‖pix − IR(x)(pix)‖Lp(R(x)) ≤ 1. (1.39)
Let (Pn)n≥1 be a sequence of block partitions satisfying the properties of Lemma 1.3.5, and
let for all N ≥ 0
n(N) := max{n ≥ 1 ; #(Pn) ≤ N}.
Then RN := Pn(N) is an admissible sequence of block partitions and
lim sup
N→∞
N
m
d ‖f − IRN f‖Lp(R0) ≤
(∫
R0
R(x)−1dx
) 1
τ
. (1.40)
Proof: Let n ≥ 0 and let R ∈ Pn. If R ∈ P1n then let y ∈ R0 be as in (1.37). Using
Proposition 1.3.1 and (1.11) we find
‖f − IR f‖Lp(R) ≤ ‖piy − IR piy‖Lp(R) + ‖(f − piy)− IR(f − piy)‖Lp(R)
≤ n− 2dτ ‖piy − IR(y) piy‖Lp(R(y)) + C|R|
1
p diam(R)m‖dmf − dmpiy‖L∞(R)
≤ n− 2dτ + Cn− 2dτ |R(y)| 1p diam(R(y))m‖dmf − dmf(y)‖L∞(R)
≤ n− 2dτ (1 + C ′ω∗(n−1 diam(R0))),
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where we defined C ′ := C supy∈R0 |R(y)|
1
p diam(R(y))m, which is finite by Definition 1.3.4.
We denoted by ω∗ the modulus of continuity of the m-th derivatives of f which is defined
at (1.32). We now define for all n ≥ 1,
δn := n
2 sup
R∈P2n
diam(R).
According to (1.38) one has δn → 0 as n → ∞. If R ∈ P2n, then diam(R) ≤ n−2δn and
therefore |R| ≤ diam(R)d ≤ n−2dδdn. Using again (1.30), and recalling that 1τ = md + 1p we
find
‖f − IR f‖Lp(R) ≤ C|R|
1
p diam(R)m‖dmf‖L∞(R0) ≤ C ′′n−
2d
τ δ
d
τ
n
where C ′′ = C‖dmf‖L∞(R0) . From the previous observations it follows that
‖f − IPn f‖Lp(R0) ≤ #(Pn)
1
p max
R∈Pn
‖f − IR f‖Lp(R)
≤ #(Pn)
1
pn−
2d
τ max{1 + C ′ω∗(n−1 diam(R0)), C ′′δ
d
τ
n }.
Hence,
lim sup
n→∞
#(Pn)−
1
pn
2d
τ ‖f − IPn f‖Lp(R0) ≤ 1.
Combining the last equation with (1.36), we obtain
lim sup
n→∞
#(Pn)md ‖f − IPn f‖Lp(R0) ≤
(∫
R0
R(x)−1dx
) 1
τ
.
The sequence of block partitions RN := Pn(N) clearly satisfies #(RN)/N → 1 as N →∞
and therefore leads to the announced equation (1.40). Furthermore, it follows from the
boundedness of diam(R(x)) on R0 and the properties of Pn described in Lemma 1.3.5 that
sup
n≥1
(
#(Pn) 1d sup
R∈Pn
diam(R)
)
<∞
which implies that RN is an admissible sequence of partitions. 
We now choose adequate local block specifications in order to obtain the estimates
announced in Theorems 1.1.5 and 1.1.7. For any M ≥ diam(Id) = √d we define the
modified shape function
KM(pi) := inf|R|=1,
diam(R)≤M
‖pi − IR pi‖Lp(R), (1.41)
where the infimum is taken on blocks of unit volume and diameter smaller that M . It
follows from a compactness argument that this infimum is attained and that KM is a
continuous function on IHm. Furthermore, for any fixed pi ∈ IHm, M 7→ KM(pi) is a
decreasing function of M which tends to KI(pi) as M →∞.
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For all x ∈ R0 we denote by R∗M(x) a block which realises the infimum in KM(pix).
Hence,
|R∗M(x)| = 1, diam(R∗M(x)) ≤M, and KM(pix) = ‖pix − IR∗M (x) pix‖Lp(R∗M (x))
We define a local block specification on R0 as follows
RM(x) := (KM(pix) +M
−1)−
τ
dR∗M(x). (1.42)
We now observe that using a change of variables and the homogeneity of pix, as in (1.11),
that
‖pix − IRM (x) pix‖Lp(RM (x)) = KM(pix)(KM(pix) +M−1)−1 ≤ 1.
Hence, according to Lemma 1.3.6, there exists a sequence (RMN )N≥1 of block partitions of
R0 such that
lim sup
N→∞
N
m
d ‖f − IRMN f‖Lp(R0) ≤ ‖KM(pix) +M
−1‖Lτ (R0).
Using our previous observations on the function KM , we see that
lim
M→∞
‖KM(pix) +M−1‖Lτ (R0) = ‖KI(pix)‖Lτ (R0).
Hence, given ε > 0 we can choose M(ε) large enough in such a way that
‖KM(ε)(pix) +M(ε)−1‖Lτ (R0) ≤ ‖KI(pix)‖Lτ (R0) + ε,
which concludes the proof of the estimate (1.19) of Theorem 1.1.5.
For each N let M(N) be such that
N
m
d ‖f − IRM(N)N f‖Lp(R0) ≤ ‖KM(N)(pix) +M(N)
−1‖Lτ (R0) +M(N)−1
and M(N) → ∞ as N → ∞. Then the (perhaps non admissible) sequence of block par-
titions RN := RM(N)N satisfies (1.18) which concludes the proof of Theorem 1.1.5. 
We now turn to the proof of Theorem 1.1.7, which follows the same scheme for the
most. There exists d functions λ1(x), · · · , λd(x) ∈ C0(R0), and a function x 7→ pi∗(x) ∈ IP∗k
such that for all x ∈ R0 we have
pix =
∑
1≤i≤d
λi(x)X
m
i + pi∗(x).
The hypotheses of Theorem 1.1.7 state that KI
(
dmf(x)
m!
)
= KI(pix) 6= 0 for all x ∈ R0. It
follows from Propositions 1.2.7 and 1.2.8 that the product λ1(x) · · ·λd(x) is nonzero for
all x ∈ R0. We denote by εi ∈ {±1} the sign of λi, which is therefore constant over the
block R0, and we define
piε :=
∑
1≤i≤d
εiX
m
i
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The proofs of Propositions 1.2.8 and 1.2.7 show that there exists a block Rε, satisfying
|Rε| = 1, and such that KI(piε) = ‖pi − IRε pi‖Lp(Rε). By D(x) we denote the diagonal
matrix of entries |λ1(x)|, · · · , |λd(x)|, and we define
φx := (detD(x))
1
mdD(x)−
1
m .
Clearly detφx = 1 and pix ◦ φx = (detD(x)) 1dpiε + pi∗(x) ◦ φx, and pi∗(x) ◦ φx ∈ IP∗k. Hence
using (1.5) we obtain
‖pix − Iφx(Rε) pix‖Lp(φx(Rε)) = ‖pix ◦ φx − IRε(pix ◦ φx)‖Lp(Rε)
= (detD(x))
1
d‖piε − IRε piε‖Lp(Rε)
= (detD(x))
1
dKI(piε)
= KI(pix).
We then define the local block specification
R(x) := KI(pix)
− τ
dφx(Rε), (1.43)
in such way that ‖pix − IR(x) pix‖Lp(R(x)) = 1 for all x ∈ R0, using the homogeneity of pix
and an isotropic change of variables. The admissible sequence (RN)N≥1 of block parti-
tions constructed in Lemma 1.3.6 then satisfies the optimal upper estimate (1.18), which
concludes the proof of Theorem 1.1.7. 
Remark 1.3.7 (Adaptation to weighted norms). Lemma 1.3.6 also holds if (1.39) is
replaced with
Ω(x)‖pix − IR(x)(pix)‖Lp(R(x)) ≤ 1
and if the Lp(R0) norm is replaced with the weighted L
p(R0,Ω) norm in (1.40). Replacing
the block RM(x) defined in (1.42) with
R′M(x) := Ω(x)
− τ
dRM(x),
one can easily obtain the extension of Theorem 1.1.5 to weighted norms. Similarly, re-
placing R(x) defined in (1.43) with R′(x) := Ω(x)−
τ
dR(x), one obtains the extension of
Theorem 1.1.7 to weighted norms.
1.4 Appendix : Proof of Lemma 1.3.5
By Qn we denote the standard partition of R0 ∈ IRd in nd identical blocks of diameter
n−1 diam(R0) illustrated on the left in Figure 1.1. For each Q ∈ Qn by xQ we denote the
barycenter of Q and we consider the tiling TQ of Rd formed with the block n−2R(xQ) and
its translates. We define P1n(Q) and P1n as follows
P1n(Q) := {R ∈ TQ ; R ⊂ Q} and P1n :=
⋃
Q∈Qn
P1n(Q).
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Figure 1.1 – (Left) the initial uniform (coarse) tiling Q3 of R0. (Right) the set of blocks
P1n in green and the set of blocks P2∗n in red.
Comparing the areas, we obtain
#(P1n) =
∑
Q∈Qn
P1n(Q) ≤
∑
Q∈Qn
|Q|
|n−2R(xQ)| = n
2d
∑
Q∈Qn
|Q||R(xQ)|−1.
From this point, using the continuity of x 7→ |R(x)|, one easily shows that #(P1n)
n2d
→∫
R0
|R(x)|−1dx as n → ∞. Furthermore, the property (1.37) clearly holds. In order to
construct P2n, we first define two sets of blocks P2∗n (Q) and P2∗n as follows
P2∗n (Q) := {R ∩Q ; R ∈ TQ and int(R) ∩ ∂Q 6= ∅} and P2∗n :=
⋃
Q∈Qn
P2∗n (Q).
Comparing the surface of ∂Q with the dimensions of R(xQ), we find that
#(P2∗n (Q)) ≤ Cnd−1
where C is independent of n and of Q ∈ Qn. Therefore, #(P2∗n ) ≤ Cn2d−1. The set
of blocks P2n is then obtained by subdividing each block of P2∗n into o(n) (for instance,
bln(n)cd) identical sub-blocks, in such a way that #(P2n) is o(n2d) and that the requirement
(1.38) is met.
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2.1 Introduction.
2.1.1 Optimal mesh adaptation
In finite element approximation, a usual distinction is between uniform and adaptive
methods. In the latter, the elements defining the mesh may vary strongly in size and
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shape for a better adaptation to the local features of the approximated function f . This
naturally raises the objective of characterizing and constructing an optimal mesh for a
given function f .
Note that depending on the context, the function f may be fully known to us : either
through an explicit formula or a discrete sampling ; or observed through noisy measure-
ments ; or implicitly defined as the solution of a given partial differential equation.
In this chapter, we assume that f is a function defined on a polygonal bounded domain
Ω ⊂ R2. For a given conforming triangulation T of Ω and an arbitrary but fixed integer
m > 1, we denote by Im−1T the standard interpolation operator on the space of Lagrange
finite elements of degree m−1 associated to T . Given a norm X of interest and a number
N > 0, the objective of finding the optimal mesh for f can be formulated as solving the
optimization problem
min
#(T )≤N
‖f − Im−1T f‖X ,
where the minimum is taken over all conforming triangulations of cardinality N . We
denote by TN the minimizer of the above problem.
Our first objective is to establish sharp asymptotic error estimates that precisely des-
cribe the behavior of ‖f − Im−1T f‖X as N → +∞. Estimates of that type were obtained
in [4, 27] in the particular case of linear finite elements (m − 1 = 1) and with the error
measured in X = Lp. They have the form
lim sup
N→+∞
(
N min
#(T )≤N
‖f − I1T f‖Lp
)
≤ C
∥∥∥√| det(d2f)|∥∥∥
Lτ
,
1
τ
:=
1
p
+ 1, (2.1)
which reveals that the convergence rate is governed by the quantity
√| det(d2f)|, which
depends nonlinearly the on Hessian d2f . This is heavily tied to the fact that we allow
triangles with possibly highly anisotropic shape. In the present work, the polynomial
degree m− 1 is arbitrary, and the quantities governing the convergence rate will therefore
depend nonlinearly on the m-th order derivative dmf .
Our second objective is to propose simple and practical ways of designing meshes
which behave similarly to the optimal one, in the sense that they satisfy the sharp error
estimate up to a fixed multiplicative constant.
2.1.2 Main results and layout
We denote by IHm the space of homogeneous polynomials of degree m :
IHm := Span{xkyl ; k + l = m}.
For any triangle T , we denote by Im−1T the local interpolation operator acting from C
0(T )
onto the space IPm−1 of polynomials of total degree m − 1. The image of v ∈ C0(T ) by
this operator is defined by the conditions
Im−1T v(γ) = v(γ)
for all points γ ∈ T with barycentric coordinates in the set {0, 1
m−1 ,
2
m−1 , · · · , 1}. We
denote by
em,T (v)p := ‖v − Im−1T v‖Lp(T )
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the interpolation error measured in the norm Lp(T ). We also denote by
em,T (v)p := ‖v − Im−1T v‖Lp =
(∑
T∈T
em,T (v)
p
p
) 1
p
the global interpolation error for a given triangulation T , with the standard modification
if p =∞.
A key ingredient in this chapter is a function defined by a shape optimization problem :
for any fixed 1 ≤ p ≤ ∞ and for any pi ∈ IHm, we define
Km,p(pi) := inf|T |=1
em,T (pi)p. (2.2)
Here, the infimum is taken over all triangles of area |T | = 1. Note that from the homoge-
neity of pi, we find that
inf
|T |=A
em,T (pi)p = Km,p(pi)A
m
2
+ 1
p . (2.3)
This optimization problem thus gives the shape of the triangles of a given area which
is best adapted to the polynomial pi in the sense of minimizing the interpolation error
measured in Lp. We refer to Km,p as the shape function. We discuss in §2.2 the main
properties of this function.
Our asymptotic error estimate for the optimal triangulation is given by the following
theorem :
Theorem 2.1.1. For any bounded polygonal domain Ω ⊂ R2 and any function f ∈
Cm(Ω), there exists a sequence of triangulations (TN)N≥N0, conforming if p < ∞, with
#(TN) ≤ N , such that
lim sup
N→∞
N
m
2 em,TN (f)p ≤
∥∥∥∥Km,p(dmfm!
)∥∥∥∥
Lτ (Ω)
,
1
τ
:=
m
2
+
1
p
. (2.4)
An important feature of this estimate is the “lim sup” asymptotical operator. Recall
that the upper limit of a sequence (uN)N≥N0 is defined by
lim sup
N→∞
uN := lim
N→∞
sup
n≥N
un
and is in general strictly smaller than the supremum supN≥N0 uN . It is still an open
question to find an appropriate upper estimate for supN≥N0 N
m
2 em,TN (f)p when optimally
adapted anisotropic triangulations are used.
In the estimate (2.4), the m-th derivative dmf(z) is identified to a homogeneous poly-
nomial in IHm :
dmf(z)
m!
∼
∑
k+l=m
∂mf
∂kx∂ly
(z)
xk
k!
yl
l!
. (2.5)
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In order to illustrate the sharpness of (2.4), we introduce a slight restriction on sequences
of triangulations, following an idea in [4] : a sequence (TN)N≥N0 of triangulations, such
that #(TN) ≤ N , is said to be admissible if
sup
N≥N0
(
N
1
2 sup
T∈TN
diam(T )
)
<∞.
In other words
sup
T∈TN
diam(T ) ≤ CAN−1/2 (2.6)
for some CA > 0 independent of N . The following theorem shows that the estimate (2.4)
cannot be improved when we restrict our attention to admissible sequences. It also shows
that this class is reasonably large in the sense that (2.4) is ensured to hold up to small
perturbation.
Theorem 2.1.2. Let Ω ⊂ R2 be a bounded polygonal domain, and f ∈ Cm(Ω). Set
1
τ
:= m
2
+ 1
p
. For all admissible sequences of triangulations (TN)N≥N0, conforming or not,
one has
lim inf
N→∞
N
m
2 em,TN (f)p ≥
∥∥∥∥Km,p(dmfm!
)∥∥∥∥
Lτ (Ω)
.
For all ε > 0, there exists an admissible sequence of triangulations (T εN)N≥N0, conforming
if p <∞, such that
lim sup
N→∞
N
m
2 em,T εN (f)p ≤
∥∥∥∥Km,p(dmfm!
)∥∥∥∥
Lτ (Ω)
+ ε.
Note that the sequences (T εN)N≥N0 satisfy the admissibility condition (2.6) with a
constant CA(ε) which may explode as ε → 0. The proofs of both theorems are given
in §2.3. These proofs reveal that the construction of the optimal triangulation obeys
two principles : (i) the triangulation should equidistribute the local approximation error
em,T (f)p between each triangle, and (ii) the aspect ratio of a triangle T should be isotropic
with respect to a distorted metric induced by the local value of dmf on T (and there-
fore anisotropic in the sense of the Euclidean metric). Roughly speaking, the quantity
‖Km,p
(
dmf
m!
) ‖Lτ (T ) controls the local interpolation Lp-error estimate on a triangle T once
this triangle is optimized with respect to the local properties of f . This type of estimate
differs from those obtained in [2], which hold for any T , optimized or not, and involve the
partial derivatives of f in a local coordinate system which is adapted to the shape of T .
The proof of the upper estimates in Theorem 2.1.2 involves the construction of an
optimal mesh based on a patching strategy similar to [4]. However, inspection of the proof
reveals that this construction becomes effective only when the number of triangles N
becomes very large. Therefore it may not be useful in practical applications.
A more practical approach consists in deriving the above mentioned distorted metric
from the exact or approximate data of dmf using the following procedure. To any pi ∈ IHm,
we associate a symmetric positive definite matrix hpi ∈ S+2 . If z ∈ Ω, and dmf(z) is close
to pi, then the triangle T containing z should be isotropic in the metric hpi. The global
metric is given at each point z by
h(z) = s(piz)hpiz , piz = d
mf(z),
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where s(piz) is a scalar factor which depends on the desired accuracy of the finite element
approximation. Once this metric has been properly identified, fast algorithms such as
in [19,92,94] can be used to design a near-optimal mesh based on it. Recently in [15,66],
several algorithms have been rigorously proven to terminate and produce good quality
meshes, see also Chapter 5. Computing the map
pi ∈ IHm 7→ hpi ∈ S+2 (2.7)
is therefore of key use in applications. This problem is well understood in the case of linear
elements (m = 2) : the matrix hpi is then defined as the absolute value (in the sense of
symmetric matrices) of the matrix associated to the quadratic form pi. In contrast, the
exact form of this map in the case m ≥ 3 is not well understood.
In this chapter, we propose algebraic strategies for computing the map (2.7) for m = 3
which corresponds to quadratic elements. These strategies have been implemented in
an open-source Mathematica code [95]. In a similar manner, we address the algebraic
computation of the shape function Km,p(pi) from the coefficients of pi ∈ IHm, when m ≥ 3.
All these questions are addressed in §2.4, 2.5 and 2.6.
In §2.4, we discuss the particular case of linear (m = 2) and quadratic (m = 3)
elements. In this case, it is possible to obtain explicit formulas for Km,p(pi) from the
coefficients of pi. In the case m = 2, this formula is of the form
K2,p(ax
2 + 2bxy + cy2) = σ
√
|b2 − ac|,
where the constant σ only depends on p and the sign of b2−ac, and we therefore recover the
known estimate (2.1) from Theorem 2.1.1. The formula form = 3 involves the discriminant
of the third degree polynomial d3f . Our analysis also leads to an algebraic computation
of the map (2.7). We want to mention that a different strategy for the construction of the
distorted metric and the derivation of the error estimate for a finite element of arbitrary
order was proposed in [23]. In this approach, the distorted metric is obtained at a point
z ∈ Ω by finding the largest ellipse contained in a level set of the polynomial associated to
dmf(z) by (2.5). This optimization problem has connections with the one that defines the
shape function in (2.2), as we shall explain in §2.2. The approach proposed in the present
work in the case m = 3 has the advantage of avoiding the use of numerical optimization,
the metric being directly derived from the coefficients of dmf .
In §2.5, we address the case m > 3. In this case, explicit formulas for Km,p(pi) seem out
of reach. However, we can introduce explicit functions Km(pi) which are polynomials in
the coefficients of pi, and are equivalent to Km,p(pi), leading therefore to similar asymptotic
error estimates up to multiplicative constants. At the current stage, we did not obtain a
simple solution to the algebraic computation of the map (2.7) in the case m > 3. The
derivation of Km is based on the theory of invariant polynomials due to Hilbert. Let us
mention that this theory was also recently applied in [79] to image processing tasks such
as affine invariant edge detection and denoising.
We finally discuss in §2.6 the possible extension of our analysis to simplicial elements
in higher dimension. This extension is not straightforward except in the case of linear
elements m = 2.
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2.2 The shape function
In this section, we establish several properties of the function Km,p which will be of
key use subsequently. We assume that m ≥ 2 is an integer, and p ∈ [1,∞]. We equip the
finite dimensional vector space IHm with a norm ‖ · ‖ defined as follows
‖pi‖ := sup
x2+y2≤1
|pi(x, y)|. (2.8)
Our first result shows that the function Km,p vanishes on a set of polynomials which has
a simple algebraic characterization.
Proposition 2.2.1. We denote by sm := bm2 c+ 1 the smallest integer strictly larger than
m/2. The vanishing set of Km,p is the set of polynomials which have a generalized root of
multiplicity at least sm :
Km,p(pi) = 0⇔ pi(x, y) = (αx+ βy)sm p˜i, for some α, β ∈ R and p˜i ∈ IHm−sm .
Proof: We denote by Teq a fixed equilateral triangle of unit area, centered at 0.
We first assume that pi(x, y) = (αx + βy)sm p˜i. Then there exists a rotation R ∈ O2
and pˆi ∈ Hm−sm such that
pi ◦R(x, y) = xsm pˆi(x, y) = xsm
(
m−sm∑
i=0
aix
iym−sm−i
)
.
Therefore, denoting by φε the linear transform φε(x, y) = R
(
εx, y
ε
)
, we obtain
pi ◦ φε = (εx)sm
(
m−sm∑
i=0
ai(εx)
i(y/ε)m−sm−i
)
= ε2sm−mxsm
(
m−sm∑
i=0
ε2iaix
iym−sm−i
)
,
hence pi ◦ φε → 0 as ε → 0. Since | detφε| = 1, the triangles φε(Teq) have unit area.
Consequently,
em,φε(Teq)(pi)p = em,Teq(pi ◦ φε)p → 0 as ε→ 0,
and therefore Km,p(pi) = 0.
Conversely, let pi ∈ IHm \ {0} be such that Km,p(pi) = 0. Then there exists a sequence
(Tn)n≥0 of triangles with unit area such that em,Tn(pi)p → 0. We remark that the interpo-
lation error eT (pi)p of pi ∈ IHm is invariant by a translation τh : z 7→ z + h of the triangle
T . Indeed, pi − pi ◦ τh ∈ IPm−1, so that
‖pi − Im−1T pi‖Lp(τh(T )) = ‖pi ◦ τh − Im−1T (pi ◦ τh)‖Lp(T ) = ‖pi − Im−1T pi‖Lp(T ). (2.9)
Hence we may assume that the barycenter of Tn is 0 and write Tn = φn(Teq) for some
linear transform φn with detφn = 1. Since em,Teq(·)p is a norm on IHm, it follows that
pi ◦ φn → 0.
The linear transform φn has a singular value decomposition
φn = Un ◦Dn ◦ Vn, where Un, Vn ∈ O2, and Dn =
(
εn 0
0 1/εn
)
, 0 < εn ≤ 1.
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Note that ‖pi ◦ V ‖ = ‖pi‖ for any pi ∈ IHm and V ∈ O2. Therefore,
‖pi ◦ Un ◦Dn‖ = ‖pi ◦ Un ◦Dn ◦ Vn ◦ V −1n ‖ = ‖pi ◦ φn‖ → 0.
Denoting by ai,n the coefficient of x
iym−i in pi ◦ Un, we find that ai,nε2i−mn tends to 0 as
n→ +∞. In the case where i < sm, this implies that ai,n tends to 0 as n→ +∞.
By compactness of O2 we may assume, up to a subsequence extraction, that Un
converges to some U ∈ O2. Denoting by ai the coefficient of xiym−i in pi ◦ U , we thus
find that ai = 0 if i < sm. This implies that pi ◦ U(x, y) = xsm pˆi(x, y) which concludes the
proof. 
Remark 2.2.2. In the simple case m = 2, we infer from Proposition 2.2.1 that K2,p(pi) =
0 if and only if pi is of the form pi(x, y) = x2 up to a rotation, and therefore a one-
dimensional function. For such a function, the optimal triangle T degenerates to a segment
in the y direction, i.e., optimal triangles of a fixed area tend to be infinitely long in one
direction. This situation also holds when m > 2. Indeed, we see in the second part in the
proof of Proposition 2.2.1 that if pi is a nontrivial polynomial such that Km,p(pi) = 0, then
εn must tend to 0 as n → +∞. This shows that Tn = φn(T ) tends to be infinitely flat in
the direction Uey with ey = (0, 1). However, Km,p(pi) = 0 does not any longer mean that
pi is a polynomial of one variable.
Our next result shows that the function Km,p is homogeneous and obeys an invariance
property with respect to linear change of variables.
Proposition 2.2.3. For all pi ∈ IHm, λ ∈ R, and φ ∈ L(R2),
Km,p(λpi) = |λ|Km,p(pi), (2.10)
Km,p(pi ◦ φ) = | detφ|m/2Km,p(pi). (2.11)
Proof: The homogeneity property (2.10) is a direct consequence of the definitions of Km,p.
In order to prove the invariance property (2.11), we assume in a first part that detφ 6= 0,
and we define T˜ := φ(T )√|detφ| and p˜i(z) := pi(
√| detφ|z) = | detφ|m/2pi(z).
We now remark that the local interpolant Im−1T commutes with linear change of va-
riables in the sense that, when φ is an invertible linear transform,
Im−1T (v ◦ φ) = (Im−1φ(T ) v) ◦ φ (2.12)
for all continuous functions v and triangles T . Using this commutation formula we obtain
em,T (pi ◦ φ)p = | detφ|−1/pem,φ(T )(pi)p
= em,T˜ (p˜i)p
= | detφ|m/2em,T˜ (pi)p.
Since the map T 7→ T˜ is a bijection of the set of triangles onto itself, leaving the
area invariant, we obtain the relation (2.11) when φ is invertible. When detφ = 0, the
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polynomial pi◦φ can be written (αx+βy)m so that Km,p(pi◦φ) = 0 by Proposition 2.2.1. 
The functions Km,p are not necessarily continuous, but the following properties will
be sufficient for our purposes.
Proposition 2.2.4. The function Km,p is upper semi-continuous in general and conti-
nuous if m = 2 or m is odd. Moreover, the following property holds :
If pin → pi and Km,p(pin)→ 0, then Km,p(pi) = 0. (2.13)
Proof: The upper semi-continuity property comes from the fact that the infimum of
a family of upper semi-continuous functions is an upper semi-continuous function. We
apply this fact to the functions pi 7→ em,T (pi)p indexed by triangles which are obviously
continuous.
For any polynomial pi ∈ IH2, pi = ax2 + 2bxy + cy2, we define det pi = ac − b2. It will
be shown in §2.4 that K2,p(pi) = σp
√| detpi|, where σp only depends on the sign of detpi.
This clearly implies the continuity of K2,p. We next turn to the proof of the continuity of
Km,p for odd m. Consider a polynomial pi ∈ IHm. If Km,p(pi) = 0, then the upper semi-
continuity of Km,p, combined with its nonnegativity, implies that it is continuous at pi.
Otherwise, assume that Km,p(pi) > 0. Consider a sequence pin ∈ IHm converging to pi and
a sequence φn of linear transformations satisfying detφn = 1, and such that
lim
n→+∞
eφn(Teq)(pin) = lim inf
pi∗→pi
Km,p(pi
∗) := lim
r→0
inf
‖pi∗−pi‖≤r
Km,p(pi
∗).
If the sequence φn admits a converging subsequence φnk → φ, it follows that
Km,p(pi) ≤ eφ(Teq)(pi) = lim
k→+∞
eφnk (Teq)(pink) = lim infpi∗→pi
Km,p(pi
∗).
This asserts that Km,p is lower semi-continuous at pi, and therefore continuous at pi since
we already know that Km,p is upper semi-continuous.
If φn does not admit any converging subsequence, then we invoke the Singular Value
Decomposition (SVD) φn = Un ◦Dn ◦Vn, where Un, Vn ∈ O2 and Dn = diag(εn, 1εn ), where
0 < εn ≤ 1. (Here and below, we use the shorthand diag(a, b) to denote the diagonal
matrix with entries a and b.) The compactness of O2 implies that Un admits a converging
subsequence Unk → U . In particular, pink ◦Unk converges to pi ◦U . Therefore, denoting by
ai,n the coefficient of x
iym−i in pin ◦ Un, the subsequence ai,nk converges to the coefficient
ai of x
iym−i in pi ◦U . Observe also that εn → 0 ; otherwise, some converging subsequence
could be extracted from φn. Since eφn(Teq)(pin) = eTeq(pin ◦φn), the sequence of polynomials
pin ◦φn is uniformly bounded and so is the sequence pin ◦Un ◦Dn. Therefore, the sequences
(ai,nε
2i−m
n )n≥0 are uniformly bounded. It follows that ai = 0 when i <
m
2
. Since m is odd,
this implies that pi ◦U(x, y) = xsm p˜i(x, y), and Proposition 2.2.1 implies that Km,p(pi) = 0,
which contradicts the hypothesis Km,p(pi) > 0.
Finally, we prove property (2.13). The assumption Km,p(pin) → 0 is equivalent to the
existence of a sequence Tn = φn(Teq) with detφn = 1 such that em,Tn(pin)p → 0. Reasoning
in a similar way as in the proof of Proposition 2.2.1, we first obtain that pin ◦φn → 0, and
we then invoke the SVD decomposition of φn to build a converging sequence of orthogonal
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matrices Un → U and a sequence 0 < εn ≤ 1 such that if ai,n is the coefficient of xiym−i
in pin ◦ Un, we have ai,nε2i−mn → 0. When i < sm, it follows that ai,n → 0, and therefore
pi ◦ U(x, y) = xsm pˆi(x, y). The result follows from Proposition 2.2.1. 
We finally make a connection between the shape function and the approach developed
in [23]. For all pi ∈ IHm, we denote by Λpi the level set of |pi| for the value 1 :
Λpi = {(x, y) ∈ R2, |pi(x, y)| ≤ 1}. (2.14)
We now define
KEm(pi) =
(
sup
E∈E, E⊂Λpi
|E|/pi
)−m/2
, (2.15)
where the supremum is taken over the set E of all ellipses centered at 0. We use a bold
font to denote the numerical constant pi = 3.14159... The optimization among ellipses
definingKEm can be rephrased as an optimization on the cone S
+
2 of 2×2 positive symmetric
matrices.
KEm(pi) = inf{(detM)
m
4 ; M ∈ S+2 and ∀z ∈ R2, 〈Mz, z〉 ≥ |pi(z)|2/m}. (2.16)
The minimizing ellipse E∗ is then given by {〈Mz, z〉 ≤ 1}. The optimization problem
described in (2.16) is quadratic in dimension 2 and subject to (infinitely many) linear
constraints. This apparent simplicity is counterbalanced by the fact that it is noncon-
vex. In particular, it does not have unique solutions and may also have no solution. We
construct in Chapter 6, §6.5.3, a variant K(α) of KE which is defined by by a well posed
optimization problem, for which the optimal matrix is unique and continuously depends
on the parameter pi.
Proposition 2.2.5. On IHm, one has the equivalence
cKEm ≤ Km,p ≤ CKEm,
with constant 0 < c ≤ C independent of p.
Proof: We consider a fixed triangle T∗ of unit area, for instance an equilateral triangle,
for each exponent 1 ≤ p ≤ ∞ on IHm we define a norm ‖ · ‖p on IHm as follows
‖pi‖p := ‖pi − Im−1T∗ pi‖Lp(T∗),
in such way that
Km,p(pi) = inf| detφ|=1
‖pi ◦ φ‖p, (2.17)
where the infimum is taken among the collection of linear changes of variables φ satisfying
| detφ| = 1. Using (2.16) and the homogeneity of pi we obtain a similar expression for the
shape function KEm based on ellipses
KEm(pi) = inf| detφ|=1
‖pi ◦ φ‖. (2.18)
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Indeed if φ ∈ GLd satisfies | detφ| = 1, then M := ‖pi◦φ‖ 2m (φ−1)Tφ−1 satisfies (detM)m4 =
‖pi◦φ‖ and 〈Mz, z〉 ≥ |pi(z)| 2m . Conversely to any M ∈ S+2 we associate φ = M−
1
2 (detM)
1
4
which satisfies detφ = 1.
Since the vector space IHm has finite dimension there exists C ≥ c > 0 such that for
any pi ∈ IHm and any exponent 1 ≤ p ≤ ∞ one has
c‖pi‖ ≤ ‖pi‖1 ≤ ‖pi‖p ≤ ‖pi‖∞ ≤ C‖pi‖.
Combining this with (2.17) and (2.18) we obtain the announced result. 
Remark 2.2.6. Since Km,p and K
E
m are equivalent, they vanish on the same set, and
therefore Proposition 2.2.1 is also valid for KEm. It also easy to see that K
E
m satisfies the
homogeneity and invariance properties stated for Km,p in (2.10) and (2.11), as well as the
continuity properties stated in Proposition 2.2.4.
Remark 2.2.7. The continuity of the functions Km,p and K
E
m can be established when m is
odd or equal to 2, as shown by Proposition 2.2.4, but seems to fail otherwise. In particular,
direct computation shows that KE4 (x
2y2−εy4) is independent of ε > 0 and strictly smaller
than KE4 (x
2y2). Therefore, KE4 is upper semi-continuous but discontinuous at the point
x2y2 ∈ IH4.
2.3 Optimal estimates
This section is devoted to the proofs of our main theorems, starting with the lower
estimate of Theorem 2.1.2, and continuing with the upper estimates involved in both
Theorem 2.1.1 and 2.1.2.
Throughout this section, for the sake of notational simplicity, we fix the parameters
m and p and use the shorthand
K = Km,p and eT (pi) = em,T (pi)p.
For each point z ∈ Ω we define
piz :=
dmfz
m!
∈ IHm,
where f ∈ Cm(Ω) is the function in the statement of the theorems. We denote by
ω(r) := sup
‖z−z′‖≤r
‖piz − piz′‖
the modulus of continuity of z 7→ piz with the norm ‖ · ‖ defined by (2.8). Note that
ω(r)→ 0 as r → 0.
2.3. Optimal estimates 81
2.3.1 Lower estimate
In this proof we will use an estimate from below of the local interpolation error.
Proposition 2.3.1. Assume that 1 ≤ p <∞. There exists a constant C > 0, depending
on f and Ω, such that for all triangles T ⊂ Ω and z ∈ T ,
eT (f)
p ≥ Kp(piz)|T |
mp
2
+1 − C(diamT )mp|T |ω(diamT ). (2.19)
Proof: Denoting by µz ∈ IPm the Taylor development of f at the point z up to degree
m, we obtain
f(z + u)− µz(z + u) = m
∫ 1
t=0
(piz+tu(u)− piz(u))(1− t)m−1dt,
and therefore
‖f − µz‖L∞(T ) ≤ C0 diam(T )mω(diam(T )),
where C0 is a fixed constant. By construction piz is the homogenous part of µz of degree
m, and therefore µz − piz ∈ IPm−1. It follows that for any triangle T , we have
µz − Im−1T µz = piz − Im−1T piz. (2.20)
We therefore obtain
|eT (f)− eT (piz)| ≤ ‖(f − Im−1T f)− (piz − Im−1T piz)‖Lp(T )
≤ |T |1/p‖(f − Im−1T f)− (µz − Im−1T µz)‖L∞(T )
= |T |1/p‖(I − Im−1T )(f − µz)‖L∞(T )
≤ C1|T |1/p‖f − µz‖L∞(T )
≤ C0C1|T |1/p diam(T )mω(diam(T )),
where C1 is the norm of the operator I − Im−1T : C0(T )→ C0(T ) in L∞(T ) norm which is
independent of T .
From (2.3) we know that eT (piz) ≥ |T |
m
2
+ 1
pK(piz), and therefore
eT (f) ≥ K(piz)|T |
m
2
+ 1
p − C0C1|T |1/p diam(T )mω(diam(T )).
We now remark that for all p ∈ [1,∞) the function r 7→ rp is convex, and therefore if a, b, c
are positive numbers, and a ≥ b − c, then ap ≥ max{0, b − c}p ≥ bp − pcbp−1. Applying
this to our last inequality we obtain
eT (f)
p ≥ Kp(piz)|T |
mp
2
+1 − pC0C1(K(piz))p−1|T |(p−1)(
m
2
+ 1
p
)+ 1
p diam(T )mω(diamT ).
Since |T |(p−1)(m2 + 1p )+ 1p = |T |(p−1)m2 |T | ≤ (diamT )m(p−1)|T |, this leads to
eT (f)
p ≥ Kp(piz)|T |
mp
2
+1 − C(diamT )mp|T |ω(diamT ),
where C := pC0C1(supz∈Ω K(piz))
p−1. 
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We now turn to the proof of the lower estimate in Theorem 2.1.2 in the case where
p < ∞. Consider a sequence (TN)N≥N0 of triangulations which is admissible in the sense
of equation (2.6). Therefore, there exists a constant CA such that
diamT ≤ CAN−1/2, N ≥ N0, T ∈ TN .
For T ∈ TN , we combine this estimate with (2.19), which gives
eT (f)
p ≥ Kp(piz)|T |
mp
2
+1 − (CAN−1/2)mp|T |Cω(CAN−1/2).
Averaging over T , we obtain
eT (f)
p ≥
∫
T
Kp(piz)|T |
mp
2 dz − |T |N−mp2 CmpA Cω(CAN−1/2).
Summing on all T ∈ TN , and denoting by TNz the triangle in TN containing the point
z ∈ Ω, we obtain the estimate
eTN (f)
p ≥
∫
Ω
K(piz)|TNz |
mp
2 dz −N−mp2 ε(N), (2.21)
where ε(N) := |Ω|CmpA Cω(CAN−1/2) → 0 as N → +∞. The function z 7→ |TNz | is linked
with the number of triangles in the following way :∫
Ω
dz
|TNz |
=
∑
T∈TN
∫
T
1
|T | ≤ N.
On the other hand, with 1
τ
= m
2
+ 1
p
, we have by Ho¨lder’s inequality,
∫
Ω
Kτ (piz)dz ≤
(∫
Ω
Kp(piz)|TNz |
mp
2 dz
)τ/p(∫
Ω
1
|TNz |
dz
)1−τ/p
. (2.22)
Combining the above, we obtain a lower bound for the integral term in (2.21) which is
independent of TN :∫
Ω
Kp(piz)|TNz |
mp
2 dz ≥
(∫
Ω
Kτ (piz)dz
)p/τ
N−mp/2.
Inserting this lower bound into (2.21) we obtain
eTN (f)
p ≥
[(∫
Ω
Kτ (piz)dz
)p/τ
− ε(N)
]
N−mp/2.
This allows us to conclude
lim inf
N→+∞
N
m
2 eTN (f) ≥
(∫
Ω
Kτ (piz)dz
) 1
τ
, (2.23)
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which is the desired estimate.
The case p =∞ follows the same ideas. Adapting Proposition 2.3.1, one proves that
eT (f) ≥ K(piz)|T |m2 − C(diamT )mω(diamT ),
and therefore
eTN (f) ≥
∥∥K(piz)|TNz |m2 ∥∥L∞(Ω) −N−m2 ε(N), (2.24)
where ε(N) := CmACω(CAN
− 1
2 )→ 0 as N → +∞. The Ho¨lder inequality now reads :∫
Ω
K(piz)
2
mdz ≤
∥∥∥K(piz) 2m |TNz |∥∥∥
L∞(Ω)
∥∥∥∥ 1|TNz |
∥∥∥∥
L1(Ω)
,
equivalently, ∥∥K(piz)|TNz |m2 ∥∥L∞(Ω) ≥ (∫
Ω
K(piz)
2
mdz
)m
2
N−
m
2 .
Combining this with (2.24), we obtain to the desired estimate (2.23) with p = ∞ and
τ = 2
m
.
Remark 2.3.2. This proof reveals the two principles which characterize the optimal trian-
gulations. Indeed, the lower estimate (2.23) becomes an equality only when both inequalities
in (2.19) and (2.22) are equality. The first condition - equality in (2.19) - is met when each
triangle T has an optimal shape, in the sense that eT (piz) = K(piz)|T |
m
2
+ 1
p for some z ∈ T .
The second condition - equality in (2.22) - is met when the ratio between Kp(piz)|TNz |
mp
2
and |TNz |−1 is constant, or equivalently K(piz)|T |
m
2
+ 1
p is independent of the triangle T .
Combined with the first condition, this means that the error eT (f)
p is equidistributed over
the triangles, up to the perturbation by (diamT )mp|T |ω(diamT ) which becomes negligible
as N grows.
2.3.2 Upper estimate
We first remark that the upper estimate in Theorem 2.1.2. implies the upper estimate in
Theorem 2.1.1 by a sub-sequence extraction argument : if the upper estimate in Theorem
2.1.2 holds, then for all ε > 0 there exists a sequence (T εN)N>N0 , #(TN) ≤ N , such that
lim sup
N→+∞
(
N
m
2 eT εN (f)
)
≤
∥∥∥∥K (dmfm!
)∥∥∥∥
Lτ
+ ε,
with 1
τ
= 1
p
+ m
2
. We then choose a sequence (εN)N≥N0 such that
N
m
2 eT εNN (f) ≤
∥∥∥∥K (dmfm!
)∥∥∥∥
Lτ
+ 2εN
for all N ≥ N0, and εN → 0 as N →∞. Defining TN := T εNN we thus obtain
lim sup
N→+∞
(
N
m
2 eTN (f)
)
≤
∥∥∥∥K (dmfm!
)∥∥∥∥
Lτ
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which concludes the proof of Theorem 2.1.1. We are thus left with proving the upper
estimate in Theorem 2.1.2. We begin by fixing a (large) number M > 0. We shall take
the limit M →∞ in the very last step of our proof. We define
TM = {T triangle ; |T | = 1, bary(T ) = 0 and diam(T ) ≤M},
the set of triangles centered at the origin, of unit area and diameter smaller than M .
This set is compact with respect to the Hausdorff distance. This allows us to define a
“tempered” version of K = Km,p that we denote by KM : for all pi ∈ IHm
KM(pi) := inf
T∈TM
eT (pi).
Since TM is compact, the above infimum is attained on at least a triangle, that we denote
by TM(pi). Note that the map pi 7→ TM(pi) need not be continuous. It is clear that KM(pi)
decreases asM grows. Note also that the restriction to triangles T centered at 0 is artificial,
since the error is invariant by translation as noticed in (2.9). Therefore, KM(pi) converges
to K(pi) as M → +∞. Since TM is compact, the map pi 7→ maxT∈TM eT (pi) defines a norm
on IHm, and is therefore bounded by CM‖pi‖ for some CM > 0. One easily sees that the
functions pi 7→ eT (pi) are uniformly CM -Lipschitz for all T ∈ TM , and so is KM .
We now use this new function KM to obtain a local upper error estimate that is closely
related to the local lower estimate in Proposition 2.3.1.
Proposition 2.3.3. For z1 ∈ Ω, let T be a triangle which is obtained from TM(piz1) by
rescaling and translation ( T = tTM(piz1) + z0). Then for any z2 ∈ T ,
eT (f) ≤
(
KM(piz2) +BMω(max{|z1 − z2|, diam(T )})
)
|T |m2 + 1p , (2.25)
where BM > 0 is a constant which depends on M .
Proof: For all z1, z2 ∈ Ω, we have
eTM (piz1 )(piz2) ≤ eTM (piz1 )(piz1) + CM‖piz1 − piz2‖
= KM(piz1) + CM‖piz1 − piz2‖,
≤ KM(piz2) + 2CM‖piz1 − piz2‖,
≤ KM(piz2) + 2CMω(|z1 − z2|).
Therefore, if T is of the form T = tTM(piz1) + z0, we obtain by a change of variable that
eT (piz2) ≤
(
KM(piz2) + 2CMω(|z1 − z2|)
)
|T |m2 + 1p .
Let µz ∈ IPm be the Taylor polynomial of f at the point z up to degree m. Using (2.20)
we obtain
eT (f) ≤ eT (µz2) + eT (f − µz2)
= eT (piz2) + eT (f − µz2)
≤
(
KM(piz2) + 2CMω(|z1 − z2|)
)
|T |m2 + 1p + eT (f − µz2).
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By the same argument as in the proof of Proposition 2.3.1, we derive that
eT (f − µz2) ≤ C|T |
1
p diam(T )mω(diamT ),
and thus
eT (f) ≤
(
KM(piz2) + 2CMω(|z1 − z2|)
)
|T |m2 + 1p + C|T | 1p diam(T )mω(diamT ).
Since T is the scaled version of a triangle in TM , it obeys diam(T )2 ≤M2|T |. Therefore,
eT (f) ≤ (KM(piz2) + (2CM + CMm)ω(max{|z1 − z2|, diam(T )})) |T |
m
2
+ 1
p ,
which is the desired inequality with BM := 2CM + CM
m. 
For some r > 0 to be specified later, we now choose an arbitrary triangular mesh R
of Ω satisfying
r ≥ sup
R∈R
diam(R).
Our strategy to build a triangulation that satisfies the optimal upper estimate is to use
the triangles R as macro-elements in the sense that each of them will be tiled by a locally
optimal uniform triangulation. This strategy was already used in [4].
For all R ∈ R we consider the triangle
TR := (KM(pibR) + 2BMω(r))
− τ
2TM(pibR),
which is a scaled version of TM(pibR) where bR is the barycenter of R. We use this triangle
to build a periodic tiling PR of the plane : there exists c ∈ R2 such that TR ∪ T ′R forms a
parallelogram of side vectors a and b, with T ′R = c− TR. We then define
PR := {TR +ma+ nb ; m,n ∈ ZZ2} ∪ {T ′R +ma+ nb ; m,n ∈ ZZ2}. (2.26)
Observe that for all pi ∈ IHm and all triangles T, T ′ such that T ′ = −T , one has
eT (pi) = eT ′(pi), since pi is either an even polynomial when m is an even integer, or an odd
polynomial when m is odd. Since we already know that eT (pi) is invariant by translation
of T , we find that the local error eT (pi) is constant on all T ∈ PR.
We now define as follows a family of triangulations Ts of the domain Ω, for s > 0.
For every R ∈ R, we consider the elements T ∩ R for T ∈ sPR, where sPR denotes the
triangulation PR scaled by the factor s. Clearly, {T ∩ R, T ∈ sPR, R ∈ R and int(T ∩
R) 6= ∅} constitute a partition of Ω, up to a set of zero Lebesgue measure. In this partition,
we distinguish the interior elements
T regs := {T ∈ sPR ; T ⊂ int(R) , R ∈ R},
which define pieces of a conforming triangulation, and the boundary elements T ∩ R
for T ∈ sPR such that int(T ) ∩ ∂R 6= ∅. These last elements might not be triangular,
nor conformal with the elements on the other side. Note that for s > 0 small enough,
each R ∈ R contains at least one triangle in T regs , and therefore the boundary elements
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Figure 2.1 – a. An edge (thick) of the macro-triangulation R separating to uniformly
paved regions (TR is thick, PR is dashed). b. Additional edges (dashed) are added near
the interface in order to preserve conformity. c. The sets of triangles T regs (gray) and T bds
(white)
constitute a layer around the edges of R. In order to obtain a conforming triangulation,
we proceed as follows : for each boundary element T ∩ R, we consider the points on its
boundary which are either its vertices or those of a neighboring element. We then build
the Delaunay triangulation of these points, which is a triangulation of T ∩R since it is a
convex set. We denote by T bds the set of all triangles obtained by this procedure, which
is illustrated in Figure 2.1.
Our conforming triangulation is given by
Ts = T regs ∪ T bds .
As s→ 0, clearly,
#(T bds ) ≤ Cbds−1 and
∑
T∈T bds
|T | ≤ Cbds
for some constant Cbd which depends on the macro-triangulation R. We do not need to
estimate Cbd since R is fixed and the contribution due to Cbd in the following estimates is
negligible as s→ 0. We therefore obtain that the number of triangles in T bds is dominated
by the number of triangles in T regs . More precisely, we have the equivalence
#(Ts) ∼ #(T regs ) ∼
∑
R∈R
|R|
s2|TR| = s
−2 ∑
R∈R
|R|(KM(pibR) + 2BMω(r))τ , (2.27)
in the sense that the ratio between the above quantities tends to 1 as s → 0. The right-
hand side in (2.27) can be estimated through an integral :
s2#(T regs ) ≤
∑
R∈R
|R|(KM(pibR) + 2BMω(r))τ
=
∑
R∈R
∫
R
(KM(pibR) + 2BMω(r))
τdz
≤
∑
R∈R
∫
R
(KM(piz) + CM‖piz − pibR‖+ 2BMω(r))τdz
≤
∫
Ω
(KM(piz) + (2BM + CM)ω(r))
τdz.
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Therefore, since CM ≤ BM ,
#(Ts) ≤ s−2
(∫
Ω
(KM(piz) + 3BMω(r))
τdz + Cbds
)
. (2.28)
Observe that the construction of Ts gives a bound on the diameter of its elements
sup
T∈Ts
diam(T ) ≤ sCa, Ca := max
R∈R
diam(TR).
Combining this with (2.27), we obtain that
sup
T∈Ts
diam(T ) ≤ CA#(Ts)−1/2 for all s > 0,
which is analogous to the admissibility condition (2.6).
We now estimate the global interpolation error ‖f − Im−1Ts f‖Lp := (
∑
T∈Ts eT (f)
p)
1
p , assu-
ming first that 1 ≤ p <∞. We first estimate the contribution of T bds , which will eventually
be negligible. Denoting by νz ∈ IPm−1 the Taylor polynomial of f up to degree m − 1 at
z, we remark that
‖f − Im−1T f‖L∞(T ) = ‖(I − Im−1T )(f − νbT )‖L∞(T ) ≤ C1‖f − νbT ‖L∞(T ) ≤ C0C1 diam(T )m,
where C1 is the norm of I − Im−1T in L∞(T ) which is independent of T , and C0 only
depends on the L∞ norm of dmf . Remarking that eT (f) = ‖f − Im−1T f‖Lp(T ) ≤ |T |
1
p‖f −
Im−1T f‖L∞(T ), we obtain an upper bound for the contribution of T bds to the error :∑
T∈T bds
eT (f)
p ≤ Cp0Cp1
∑
T∈T bds
|T | diam(T )mp
≤ Cp0Cp1
 ∑
T∈T bds
|T |
 sup
T∈T bds
diam(T )mp
≤ Cp0Cp1Cbds sup
T∈T bds
diam(T )mp
≤ C∗bdsmp+1,
with C∗bd = C
p
0C
p
1C
mp
a Cbd. We next turn to the the contribution of T regs to the error. If
T ∈ T regs , T ⊂ R ∈ R, we consider any point z1 = z ∈ T and define z2 = bR the barycenter
of R. With such choices, the estimate (2.25) reads
eT (f) ≤ (KM(piz) +BMω(max{r, CAs})) |T |
m
2
+ 1
p .
We now assume that s is chosen small enough such that CAs ≤ r. Geometrically, this
condition ensures that the “micro-triangles” constituting Ts actually have a smaller dia-
meter than the “macro-triangles” constituting R. This implies
eT (f)
p ≤ (KM(piz) +BMω(r))p |T |
mp
2
+1. (2.29)
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Given a triangle T ∈ T regs , T ⊂ R ∈ R, and a point z ∈ T , one has
|T | = s2 (KM(pibR) + 2BMω(r))−τ
≤ s2 (KM(piz)− CM‖piz − pibR‖+ 2BMω(r))−τ
≤ s2 (KM(piz) + (2BM − CM)ω(r))−τ .
Observing that BM ≥ CM , and that p− τ mp2 = τ , we insert the above inequality into the
estimate (2.29), which yields
eT (f)
p ≤ smp (KM(piz) +BMω(r))τ |T |.
Averaging on z ∈ T , we obtain
eT (f)
p ≤ smp
∫
T
(KM(piz) +BMω(r))
τ dz.
Adding up contributions from all triangles in Ts, we find
eTs(f)
p =
∑
T∈T regs
eT (f)
p +
∑
T∈T bds
eT (f)
p ≤ smp
∫
Ω
(KM(piz) +BMω(r))
τ dz + C∗bds
mp+1.
Combining this with the estimate (2.28) we obtain
eTs#(Ts)
m
2 ≤
(∫
Ω
(KM(piz) +BMω(r))
τ dz + C∗bds
) 1
p
(∫
Ω
(KM(piz) + 3BMω(r))
τ dz + Cbds
)m
2
,
and therefore, since 1
τ
= m
2
+ 1
p
,
lim sup
s→0
(
#(Ts)m2 eTs
)
≤
(∫
Ω
(KM(piz) + 3BMω(r))
τ dz
) 1
τ
.
It is now time to observe that for any fixed M ,
lim
r→0
∫
Ω
(KM(piz) + 3BMω(r))
τ dz =
∫
Ω
KτM(piz)dz,
and that, since KM(pi) converges decreasingly to K(pi) := Km,p(pi) for any pi ∈ IHm
lim
M→+∞
∫
Ω
KτM(piz)dz =
∫
Ω
Kτ (piz)dz.
Therefore, for all ε > 0, we can choose M sufficiently large and r sufficiently small, such
that
lim sup
s→0
(
#(Ts)m2 eTs
)
≤
(∫
Ω
Kτ (piz)dz
) 1
τ
+ ε.
This gives us the previously mentionned statement of Theorem 2.1.2, by defining
sN := min{s > 0 ; #(Ts) ≤ N},
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and by setting TN = TsN .
The adaptation of the above proof in the case p = ∞ is not straightforward due to
the fact that the contribution to the error of T bds is no longer negligible with respect to
the contribution of T regs . For this reason, one needs to modify the construction of T bds .
Here, we provide a simple construction but for which the resulting triangulation Ts is
nonconforming, as we do not know how to produce a satisfying conforming triangulation.
More precisely, we define T regs in a similar way as for p <∞, and add to the construc-
tion of T bds a post-processing step in which each triangle is split into 4j similar triangles
according to the midpoint rule. Here we take for j the smallest integer which is larger
than − log s
4 log 2
. With such an additional splitting, we thus have
max
T∈T bds
diam(T ) ≤ s 14 max
R∈R
diam(sTR) = Cas
1+ 1
4 .
The contribution of T bds to the L∞ interpolation error is bounded by
eT bds (f) ≤ C0C1 max
T∈T bds
diam(T )m ≤ C∗bds
5m
4 ,
with C∗bd := C0C1C
m
a . We also have
#(T bds ) ≤ Cbds−3/2,
which remains negligible compared to s−2. We therefore obtain
#(Ts) ≤ s−2
(∫
Ω
(KM(piz) + 3BMω(r))
2
mdz + Cbds
1/2
)
. (2.30)
Moreover, if T ∈ T regs and T ⊂ R ∈ R, we have according to the estimate (2.25),
eT (f) ≤ (KM(pibR) +BMω(max{r, CAs})) |T |
m
2 .
By construction |T | = s2(KM(pibR) + 2BMω(r))−2/m. This implies eT (f) ≤ sm when
CAs ≤ r. Therefore,
eTs(f) = max{eT regs , eT bds } ≤ sm max{1, C∗bds
m
4 }.
Combining this estimate with (2.30) yields
lim sup
s→0
(
#(Ts)m2 eTs
)
≤
(∫
Ω
(KM(piz) + 3BMω(r))
2
m dz
)m
2
,
and we conclude the proof in a similar way as for p <∞.
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2.4 The shape function and the optimal metric for
linear and quadratic elements
This section is devoted to linear (m = 2) and quadratic (m = 3) elements, which
are the most commonly used in practice. In these two cases, we are able to derive an
exact expression for Km,p(pi) in terms of the coefficients of pi. Our analysis also gives us
access to the distorted metric which characterizes the optimal mesh. While the results
concerning linear elements have strong similarities with those of [4], those concerning
quadratic elements are to our knowledge the first of this kind, although [24] analyzes a
similar setting.
2.4.1 Exact expression of the shape function
In order to give the exact expression of Km,p, we define the determinant of a homoge-
neous quadratic polynomial by
det(ax2 + 2bxy + cy2) = ac− b2,
and the discriminant of a homogeneous cubic polynomial by
disc(ax3 + bx2y + cxy2 + dy3) = b2c2 − 4ac3 − 4b3d+ 18abcd− 27a2d2.
The functions det on IH2 and disc on IH3 are homogeneous in the sense that
det(λpi) = λ2 detpi, disc(λpi) = λ4 disc pi. (2.31)
Moreover, it is well known that they obey an invariance property with respect to linear
changes of coordinates φ :
det(pi ◦ φ) = (detφ)2 detpi, disc(pi ◦ φ) = (detφ)6 discpi. (2.32)
Our main result relates Km,p to these quantities.
Theorem 2.4.1. We have for all pi ∈ IH2,
K2,p(pi) = σp(detpi)
√
| detpi|,
and for all pi ∈ IH3,
K3,p(pi) = σ
∗
p(discpi)
4
√
| discpi|,
where σp(t) and σ
∗
p(t) are constants that only depend on the sign of t.
The proof of Theorem 2.4.1 relies on the possibility of mapping an arbitrary polynomial
pi ∈ IH2 such that det(pi) 6= 0 or pi ∈ IH3 such that disc(pi) 6= 0 onto two fixed polynomials
pi− or pi+ by a linear change of variable and a sign change.
In the case of IH2, it is well known that we can choose pi− = x2− y2 and pi+ = x2 + y2.
More precisely, to all pi ∈ H2, we associate a symmetric matrix Qpi such that pi(z) =
〈Qpiz, z〉. This matrix can be diagonalized according to
Qpi = U
T
(
λ1 0
0 λ2
)
U, U ∈ O2, λ1, λ2 ∈ R.
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Then, defining the linear transform
φpi := U
T
( |λ1|− 12 0
0 |λ2|− 12
)
and λpi = sign(λ1) ∈ {−1, 1}, it is readily seen that
λpipi ◦ φpi =
{
x2 + y2 if det pi > 0,
x2 − y2 if det pi < 0.
In the case of IH3, a similar result holds, as shown by the following lemma :
Lemma 2.4.2. Let pi ∈ IH3 be such that disc pi 6= 0. There exists a linear transform φpi
such that
pi ◦ φpi =
{
x(x2 − 3y2) if disc pi > 0,
x(x2 + 3y2) if disc pi < 0.
(2.33)
Proof: Let us first assume that pi is not divisible by y so that it can be factorized as
pi = λ(x− r1y)(x− r2y)(x− r3y),
with λ ∈ R and ri ∈ C|| . If discpi > 0, then the ri are real and we may assume r1 < r2 < r3.
Then defining
φpi = λ(2 discpi)
−1/3
(
r1(r2 + r3)− 2r2r3 (r2 − r3)r1
√
3
2r1 − (r2 + r3) (r2 − r3)
√
3,
)
.
an elementary computation shows that pi ◦ φpi = x(x2 − 3y2). If discpi < 0, then we
may assume that r1 is real and r2 and r3 are complex conjugates with Im(r2) > 0. Then
defining
φpi = λ(2 discpi)
−1/3
(
r1(r2 + r3)− 2r2r3 i(r2 − r3)r1
√
3
2r1 − (r2 + r3) i(r2 − r3)
√
3
)
,
an elementary computation shows that pi ◦φpi = x(x2 +3y2). Moreover, it is easily checked
that φpi has real entries and is therefore a change of variable in R2.
In the case where pi is divisible by y, there exists a rotation U ∈ O2 such that p˜i := pi◦U
is not divisible by y. By the invariance property (2.32) we know that disc pi = disc p˜i. Thus,
we reach the same conclusion with the choice φpi := U ◦ φp˜i. 
Proof of Theorem 2.4.1 For all pi ∈ IH2 such that detpi 6= 0 and for all change of
variable φ and λ 6= 0, we may combine the properties of the determinant in (2.31) and
(2.32) with those of the shape function established in Proposition 2.2.3. This gives us
K2,p(pi)√| detpi| = K2,p(λpi ◦ φ)√| det(λpi ◦ φ)| .
Applying this with φ = φpi and λ = λpi, we therefore obtain
K2,p(pi) =
√
| detpi|
{
K2,p(x
2 + y2) if detpi > 0,
K2,p(x
2 − y2) if detpi < 0.
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This gives the desired result with σp(t) = K2,p(x
2 +y2) for t > 0 and σp(t) = K2,p(x
2−y2)
for t < 0. In the case where det pi = 0, pi is of the form pi(x, y) = λ(αx + βy)2, and we
conclude by Proposition 2.2.1 that K2,p(pi) = 0.
For all pi ∈ IH3 such that disc pi 6= 0, a similar reasoning yields
K3,p(pi) =
4
√
| disc pi|108− 14
{
K3,p(x(x
2 − 3y2)) if discpi > 0,
K3,p(x(x
2 + 3y2)) if discpi < 0,
where the constant 108 comes from the fact that disc(x(x2−3y2)) = − disc(x(x2−3y2)) =
108. This gives the desired result with σ∗p(t) = 108
− 1
4K3,p(x(x
2 − 3y2)) for t > 0 and
σ∗p(t) = 108
− 1
4K3,p(x(x
2 + 3y2)) for t < 0. In the case where disc pi = 0, pi is of the form
pi(x, y) = (αx+ βy)2(γx+ δy), and we conclude by Proposition 2.2.1 that K3,p(pi) = 0. 
Remark 2.4.3. We do not know any simple analytical expression for the constants in-
volved in σp and σ
∗
p, but these can be found by numerical optimization. These constants
are known for some special values of p in the case m = 2, see for example [4].
2.4.2 Optimal metrics
Practical mesh generation techniques such as in [15, 19, 66, 92, 94] are based on the
data of a Riemannian metric, by which we mean a field h of symmetric definite positive
matrices
x ∈ Ω 7→ h(x) ∈ S+2 .
Typically, the mesh generator takes the metric h as an input and hopefully returns a
triangulation Th adapted to it in the sense that all triangles are close to equilateral of unit
side length with respect to this metric. Recently, it has been rigorously proved in [15,85],
see also Chapter 5, that some algorithms produce bidimensional meshes obeying these
constraints under certain conditions. This must be contrasted with algorithms based on
heuristics, such as [92] in two dimensions and [94] in three dimensions, which have been
available for some time and offer good performance [20] but no theoretical guaranties.
See [56] for a review of these mesh generation techniques.
For a given function f to be approximated, the field of metrics given as input should
be such that the local errors are equidistributed and the aspect ratios are optimal for the
generated triangulation. Assuming that the error is measured in X = Lp and that we are
using finite elements of degree m − 1, we can construct this metric as follows, provided
that some estimate of piz =
dmf(z)
m!
is available for all points z ∈ Ω. An ellipse Ez such that
|Ez| is equal or close to
sup
E∈E,E⊂Λpiz
|E| (2.34)
is computed, where Λpiz is defined as in (2.14). We denote by hpiz ∈ S+2 the associated
symmetric definite positive matrix such that
Ez =
{
(x, y) ; (x, y)Thpiz(x, y) ≤ 1
}
.
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Let us notice that the supremum in (2.34) might not always be attained or even be finite.
This particular case is discussed in the end of this section. Denoting by ν > 0 the desired
order of the Lp error on each triangle, we then define the metric by rescaling hpiz according
to
h(z) =
1
α2z
hpiz where αz := ν
p
mp+2 |Ez|−
1
mp+2 .
With such a rescaling, any triangle T designed by the mesh generator should be compa-
rable to the ellipse z + αzEz centered around z the barycenter of T , in the sense that
z + c1αzEz ⊂ T ⊂ z + c2αzEz (2.35)
for two fixed constants 0 < 2c1 ≤ c2 independent of T (recall that for any ellipse E there
always exists a triangle T such that E ⊂ T ⊂ 2E).
Such a triangulation heuristically fulfills the desired properties of optimal aspect ratio
and error equidistribution when the level of refinement is sufficiently small. Indeed, we
then have
em,T (f)p ≈ em,T (piz)p
= ‖piz − Im−1T piz‖Lp(T ),
∼ |T | 1p‖piz − Im−1T piz‖L∞(T ),
∼ |T | 1p‖piz‖L∞(T ),
∼ |αzEz|
1
p‖piz‖L∞(αzEz),
= α
m+ 2
p
z |Ez|
1
p‖piz‖L∞(Ez),
= ν,
where we have used the fact that piz ∈ IHm is homogeneous of degree m.
Leaving aside these heuristics on error estimation and mesh generation, we focus on
the main computational issue in the design of the metric h(z), namely the solution to the
problem (2.34) : to any given pi ∈ IHm, we want to associate hpi ∈ S+2 such that the ellipse
Epi defined by hpi has area equal or close to supE∈E,E⊂Λpi |E|.
When m = 2 the computation of the optimal matrix hpi can be done by elementary
algebraic means. In fact, as will be recalled below, hpi is simply the absolute value (in the
sense of symmetric matrices) of the symmetric matrix [pi] associated to the quadratic form
pi. These facts are well known and used in mesh generation algorithms for IP1 elements.
When m ≥ 3 no such algebraic derivation of hpi from pi has been proposed up to now,
and current approaches instead consist in numerically solving the optimization problem
(2.16), see [23]. Since these computations have to be done extremely frequently in the
mesh adaptation process, a simpler algebraic procedure is highly valuable. In this section,
we propose a simple and algebraic method in the case m = 3, corresponding to quadratic
elements. For purposes of comparison, the results already known in the case m = 2 are
recalled.
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Figure 2.2 – Maximal ellipses inscribed in Λpi, pi = x(x
2 − 3y2) or pi = x(x2 + 3y2).
Proposition 2.4.4. 1. Let pi ∈ IH2 be such that det(pi) 6= 0, and consider its associated
2× 2 matrix which can be written as
[pi] = UT
(
λ1 0
0 λ2
)
U, U ∈ O2.
Then an ellipse of maximal volume inscribed in Λpi is defined by the matrix
hpi = U
T
( |λ1| 0
0 |λ2|
)
U.
2. Let pi ∈ IH3 be such that discpi > 0, and let φpi be a matrix satisfying (2.33). Define
hpi = (φ
−1
pi )
Tφ−1pi . (2.36)
Then hpi defines an ellipse of maximal volume inscribed in Λpi. Moreover, dethpi =
2−2/3
3
(disc pi)
1
3 .
3. Let pi ∈ IH3 be such that discpi < 0, and φpi a matrix satisfying (2.33). Define
hpi = 2
1
3 (φ−1pi )
Tφ−1pi .
Then hpi defines an ellipse of maximal volume inscribed in Λpi. Moreover, dethpi =
1
3
| disc pi| 13 .
Proof: Clearly, if the matrix hpi defines an ellipse of maximal volume in the set Λpi,
then for any linear change of coordinates φ, the matrix (φ−1)Thpiφ−1 defines an ellipse of
maximal volume in the set Λpi◦φ. When pi ∈ IH2, we know that λpipi ◦ φpi = x2 + y2 when
detpi > 0, and x2 − y2 when detpi < 0, where |λpi| = 1. When pi ∈ IH3, we know from
Lemma 2.4.2 that pi ◦φpi = x(x2− 3y2) when disc pi > 0, and x(x2 + 3y2) when disc pi < 0.
Hence it only remains to prove that when pi ∈ {x2 + y2, x2 − y2, x(x2 − 3y2)}, then
hpi = Id, which means that the disc of radius 1 is an ellipse of maximal volume inscribed
in Λpi, while when pi = x(x
2 + 3y2) we have hpi = 2
1/3 Id.
The case pi = x2 + y2 is trivial. We next concentrate on the case pi = x(x2 + 3y2), the
treatment of the two other cases being very similar. Let E be an ellipse included in Λpi,
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pi = x(x2 + 3y2). Analyzing the variations of the function pi(cos θ, sin θ), it is not hard to
see that we can rotate E into another ellipse E ′, also satisfying the inclusion E ′ ⊂ Λpi,
and whose principal axes are {x = 0} and {y = 0}. We therefore only need to consider
ellipses of the form kx2 + hy2 ≤ 1. For a given value of h, we denote by k(h) the minimal
value of k for which this ellipse is included in Λpi. Clearly, the boundary of the ellipse,
defined by k(h)x2 +hy2 = 1, must be tangent to the curve defined by pi(x, y) = 1 at some
point (x, y). This translates into the following system of equations :
pi(x, y) = 1,
hx2 + ky2 = 1,
ky∂xpi(x, y)− hx∂xpi(x, y) = 0.
(2.37)
Eliminating the variables x and y from this system, as well as negative or complex-valued
solutions, we find that k(h) = 4+h
3
3h2
when h ∈ (0, 2], and k(h) = k(2) = 1 when h ≥ 2. The
minimum of the determinant hk(h) = 1
3
(
4
h
+ h2
)
is attained for h = 2
1
3 . Observing that
k(2
1
3 ) = 2
1
3 , we obtain, as previously stated, hpi = 2
1/3 Id and that the ellipse of largest
area included in Λpi is the disc of equation 2
1/3(x2 +y2) ≤ 1, as illustrated on Figure 2.2.b.
The same reasoning applies to the other cases. For pi = x2 − y2 we obtain k(h) = 1
h
,
h ∈ (0,∞). In this case the determinant hk(h) is independent of h, and we simply
choose h = 1 = k(1). For pi = x(x2 − 3y2) we obtain k(h) = 4−h3
3h2
when h ∈ (0, 1]
and k(h) = k(1) = 1 when h > 1. The maximal volume is attained when h = 1, corres-
ponding to the unit disc, as illustrated on Figure 2.2.a. 
Remark 2.4.5. When pi ∈ IH3 and disc pi > 0 a surprising simplification happens :
the matrix (2.36) has entries which are symmetric functions of the roots r1, r2, r3. Using
the relation between the roots and the coefficients of a polynomial, we find the following
expression : if pi = ax3 + 3bx2y + 3cxy2 + dy3, then
hpi = 2
− 1
3 3(discpi)
−1
3
(
2(b2 − ac) bc− ad
bc− ad 2(c2 − bd)
)
.
This yields a direct expression of the matrix as a function of the coefficients. Unfortunately,
there is no such expression when discpi < 0.
At first sight, Proposition 2.4.4 might seem to be a complete solution to the problem
of building an appropriate metric for mesh generation. However, some difficulties arise
at points z ∈ Ω where detpiz = 0 or disc piz = 0. If pi ∈ IH2 \ {0} and det pi = 0, then
up to a linear change of coordinates, and a change of sign, we can assume that pi = x2.
The minimization problem clearly yields the degenerate matrix hpi = diag(1, 0), the 2× 2
diagonal matrix with entries 1 and 0. If pi ∈ IH3 \ {0} and disc pi = 0, then up to a linear
change of coordinates either pi = x3 or pi = x2y. In the first case the minimization problem
gives again hpi = diag(1, 0). In the second case a wilder behavior appears, in the sense
that minimizing sequences for the problem (2.34) are of the type hpi = diag(ε
−1, ε2) with
ε → 0. The minimization process therefore gives a matrix which is not only degenerate,
but also unbounded.
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Figure 2.3 – The set Λpi (solid) and the ellipses Epi,α (dashed) for various values of α > 0
when pi ∈ IH2.
These degenerate cases appear generically and constitute a problem for mesh genera-
tion since they mean that the adapted triangles are not well defined. Current anisotropic
mesh generation algorithms for linear elements often solve this problem by fixing a small
parameter δ > 0 and working with the modified matrix h˜pi := hpi + δ Id which cannot
degenerate. However, this procedure cannot be extended to quadratic elements, since hx2y
is both degenerate and unbounded.
In the theoretical construction of an optimal mesh which was discussed in §2.3.2, we
tackled this problem by imposing a bound M > 0 on the diameter of the triangles. This
was the purpose of the modified shape function KM(pi) and of the triangle TM(pi) of
minimal interpolation error among the triangles of diameter smaller than M . We follow
a similar idea here, looking for the ellipse of largest area included in Λpi with constrained
diameter. This provides matrices which are both positive definite and bounded and which
vary continuously with respect to the data pi ∈ IH3. A similar construction is presented
in §6.5.3 of Chapter 6 in arbitrary degree m and dimension d, however the expression
of the matrix in terms of the polynomial pi is less explicit in that general context. The
constrained problem, depending on α > 0, is the following :
sup{|E| ; E ∈ E , E ⊂ Λpi and diamE ≤ 2α−1/2}, (2.38)
or equivalently,
inf{detH ; H ∈ S+2 s.t. 〈Hz, z〉 ≥ |pi(z)|2/m, z ∈ R2, and H ≥ α Id}. (2.39)
We denote by Epi,α and hpi,α the solutions to (2.38) and (2.39) respectively. In the remainder
of this section, we show that this solution can also be computed by a simple algebraic
procedure, avoiding any kind of numerical optimization. In the case where pi ∈ IH2, it can
easily be checked that
[hpi,α] = U
T
(
max{|λ1|, α} 0
0 max{|λ2|, α},
)
U, (2.40)
as illustrated in Figure 2.3.
When pi ∈ IH3, the problem is more technical, and the matrix hpi,α takes different forms
depending on the value of α and the sign of discpi. In order to describe these different
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regimes, we introduce three real numbers 0 ≤ βpi ≤ αpi ≤ µpi and a matrix Upi ∈ O2 which
are defined as follows. We first define µpi by
µ−1/2pi := min{‖z‖ ; |pi(z)| = 1},
the radius of the largest disc Dpi inscribed in Λpi. For zpi such that |pi(zpi)| = 1 and
‖zpi‖ = µ−1/2pi , we define Upi as the rotation which maps zpi to the vector (‖zpi‖, 0). We then
define αpi by
2α−1/2pi := max{diam(E) ; E ∈ E ; Dpi ⊂ E ⊂ Λpi},
the diameter of the largest ellipse inscribed in Λpi and containing the disc Dpi. In the case
where pi is of the form (ax + by)3, this ellipse is infinitely long, and we set αpi = 0. We
finally define βpi by
2β−1/2pi := diam(Epi),
where Epi is the optimal ellipse described in Proposition 2.4.4. In the case where disc pi = 0,
the “optimal ellipse” is infinitely long, and we set βpi = 0. It is readily seen that 0 ≤ βpi ≤
αpi ≤ µpi.
All these quantities can be algebraically computed from the coefficients of pi by solving
equations of degree at most 4, as well as the other quantities involved in the description
of the optimal hpi,α and Epi,α in the following result.
Proposition 2.4.6. For pi ∈ IH3 and α > 0, the matrix hpi,α and ellipse Epi,α are described
as follows :
1. If α ≥ µpi, then hpi,α = α Id and Eα,pi is the disc of radius α−1/2.
2. If αpi ≤ α ≤ µpi, then
hpi,α = U
T
pi
(
µpi 0
0 α
)
Upi, (2.41)
and Eα is the ellipse of diameter 2α
−1/2 which is inscribed in Λpi and contains Dpi.
It is tangent to ∂Λpi at the two points zpi and −zpi.
3. If βpi ≤ α ≤ αpi then Epi,α is tangent to ∂Λpi at four points and has diameter 2α−1/2.
There are at most three such ellipses, and Epi,α is the one of largest area. The matrix
hpi,α has a form which depends on the sign of disc pi.
(i) If disc pi < 0, then
hpi,α = (φ
−1
pi )
T
(
λα 0
0 4+λ
3
α
3λ2α
)
φ−1pi ,
where φpi is the matrix defined in Proposition 2.4.4 and λα is determined by det(hpi,α−
α Id) = 0.
(ii) If disc pi > 0, then
hpi,α = (φ
−1
pi )
TV T
(
λα 0
0 4−λ
3
α
3λ2α
)
V φ−1pi ,
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Figure 2.4 – The set Λpi (solid), the disc Epi,µpi = Dpi (solid), the ellipse Epi,αpi (solid),
and the ellipses Epi,α (dashed) for various values of α > 0 when pi ∈ IH3 and α ∈ (αpi,∞).
Left : discpi < 0. Right : discpi > 0
Figure 2.5 – The set Λpi (solid), the ellipse Epi,αpi (solid), the ellipse Epi,βpi = Epi (solid),
and the ellipses Epi,α (dashed) for various values of α > 0 when pi ∈ IH3 and α ∈ (βpi, αpi).
Left : discpi < 0. Right : discpi > 0
where φpi and λα are given as in the case disc pi < 0 and where V is chosen between
the three rotations by 0, 60 or 120 degrees so as to maximize |Eα,pi|.
(iii) If disc pi = 0 and αpi > 0, then there exists a linear change of coordinates φ
such that pi ◦ φ = x2y and we have
hpi,α = (φ
−1)T
(
λα 0
0 4
27λ2α
)
φ−1,
where λα is determined by det(hpi,α − α Id) = 0.
4. If α ≤ βpi, then hpi,α = hpi, and Epi,α = Epi is the solution of the unconstrained
problem.
Proof: See Appendix. 
Figure 2.4 illustrates the ellipses Epi,α, α ∈ (αpi,∞) when discpi > 0 ( 2.4.a) or discpi < 0
( 2.4.b). Figure 2.5 illustrates the ellipses Epi,α, α ∈ (βpi, αpi) when disc pi > 0 ( 2.5.a) or
disc pi < 0 ( 2.5.b). Note that when α ≥ αpi, the principal axes of Epi,α are independent
of α, since Upi is a rotation that only depends on pi, while these axes generally vary when
βpi ≤ α ≤ αpi, since the matrix φpi is not a rotation.
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Remark 2.4.7. For interpolation by cubic or higher-degree polynomials (m ≥ 4), an
additional difficulty arises that can be summarized as follows : one should be careful not
to “overfit” the polynomial pi with the matrix hpi. An approach based on exactly solving
the optimization problem (2.34) might indeed lead to a metric h(z) with unjustified strong
variations with respect to z and/or bad conditioning, and jeopardize the mesh generation
process. As an example, consider the one-parameter family of polynomials
pit = x
2y2 + ty4 ∈ IH4, t ∈ [−1, 1].
It can be checked that when t > 0, the supremum S+ = supE∈E,E⊂Λpit |E| is finite and
independent of t, but not attained, and that any sequence En ⊂ Λpit of ellipses such that
limn→∞ |En| = S+ becomes infinitely elongated in the x direction as n → ∞. For t < 0,
the supremum S− = supE∈E,E⊂Λpit |E| is independent of t and attained for the optimal
ellipse of equation |t|−1/2
√
2−1
2
x2 + |t|1/2y2 ≤ 1. This ellipse becomes infinitely elongated
in the y direction as t → 0. This example shows the instability of the optimal matrix
hpi with respect to small perturbations of pi. However, for all values of t ∈ [−1, 1], these
extremely elongated ellipses could be discarded in favor, for example, of the unit disc
D = {x2 + y2 ≤ 1}, which obviously satisfies D ⊂ Λpit and is a near-optimal choice in the
sense that 2|D| = S+ ≤ S− = |D|
√
2(
√
2 + 1).
2.5 Polynomial equivalents of the shape function in
higher degree
In degrees m ≥ 4, we could not find analytical expressions of Km,p or KEm and do
not expect them to exist. However, equivalent quantities with analytical expressions are
available, under the same general form as in Theorem 2.4.1 : the root of a polynomial in
the coefficients of the polynomial pi ∈ IHm. This result improves on the analysis of [25],
where a similar setting is studied.
In the following, we say that a function R is a polynomial on IHm if there exists a
polynomial P of m+ 1 variables such that for all (a0, · · · , am) ∈ Rm+1,
R
(
m∑
i=0
aix
iym−i
)
:= P (a0, · · · , am),
and we define deg R := degP .
The object of this section is to prove the following theorem :
Theorem 2.5.1. For all degree m ≥ 2, there exists a polynomial Km on IHm, and a
constant Cm > 0 such that for all pi ∈ IHm and all 1 ≤ p ≤ ∞,
1
Cm
rm
√
Km(pi) ≤ Km,p(pi) ≤ Cm rm
√
Km(pi),
where rm = deg Km.
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Since for fixed m all functions Km,p, 1 ≤ p ≤ ∞, are equivalent on IHm, there is
no need to keep track of the exponent p in this section, and we use below the notation
Km = Km,∞. In this section, the reader should not confuse the functions Km and Km, nor
the polynomials Qd and Qd below, which notations are only distinguished by their case.
Theorem 2.5.1 is a generalization of Theorem 2.4.1, and the polynomial Km involved
should be seen as a generalization of the determinant on IH2 and of the discriminant on
IH3. Let us immediately stress that the polynomial Km is not unique. In particular, we
shall propose two constructions that lead to different Km with different degree rm. Our
first construction is simple and intuitive but leads to a polynomial of degree rm that grows
quickly with m. Our second construction uses the tools of invariant theory to provide a
polynomial of much smaller degree, which might be more useful in practice.
We first recall that there is a strong connection between the roots of a polynomial in
IH2 or IH3 and its determinant or discriminant :
det
(
λ
∏
1≤i≤2
(x− riy)
)
=
−1
4
λ2(r1 − r2)2,
disc
(
λ
∏
1≤i≤3
(x− riy)
)
= λ4(r1 − r2)2(r2 − r3)2(r3 − r1)2.
We now fix an integer m > 3. Observing that these expressions are a “cyclic” product
of the squares of differences of roots, we define
S(λ, r1, · · · , rm) := λ4(r1 − r2)2 · · · (rm−1 − rm)2(rm − r1)2.
Since m > 3, this quantity is not invariant anymore under reordering of the ri. For any
positive integer d, we introduce the symmetrized version of the d-powers of the cyclic
product
Qd(λ, r1, · · · , rm) :=
∑
σ∈Σm
S(λ, rσ1 , · · · , rσm)d,
where Σm is the set of all permutations of {1, · · · ,m}.
Proposition 2.5.2. For all d > 0 there exists a homogeneous polynomial Qd of degree 4d
on IHm, with integer coefficients, and such that :
If pi = λ
m∏
i=1
(x− riy), then Qd (pi) = Qd(λ, r1, · · · , rm).
In addition, Qd obeys the invariance property
Qd(pi ◦ φ) = (detφ)2mdQd(pi). (2.42)
Proof: We denote by σi the elementary symmetric functions in the ri, in such way that
m∏
i=1
(x− riy) = xm − σ1xm−1y + σ2xm−2y2 − · · ·+ (−1)mσmym.
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A well-known theorem of algebra (see, e.g., Chapter IV.6 in [67]) asserts that any symme-
trical polynomial in the ri can be reformulated as a polynomial in the σi. Hence for any
d there exists a polynomial Q˜d such that
Qd(1, r1, · · · , rm) = Q˜d(σ1, · · · , σm).
In addition, it is known that the total degree of Q˜d is the partial degree of Qd in the
variable r1, in our case 4d, and that Q˜d has integer coefficients since Qd has.
Given a polynomial pi ∈ Hm not divisible by y, we write it under the two equivalent
forms :
pi = a0x
m + a1x
m−1y + · · ·+ amym = λ
m∏
i=1
(x− riy).
Clearly a0 = λ and σi = (−1)i aia0 . It follows that
Qd(λ, r1, · · · , rm) = λ4dQ˜d(σ1, · · · , σm) = a4d0 Q˜d
(−a1
a0
, · · · , (−1)
mam
a0
)
.
Since deg Q˜d = 4d, the negative powers of a0 due to the denominators are cleared by the
factor a4d0 , and the right-hand side is thus a polynomial in the coefficients a0, · · · , am that
we denote by Qd(pi).
We now prove the invariance of Qd with respect to linear changes of coordinates ; this
proof is adapted from [61]. By continuity of Qd, it suffices to prove this invariance property
for pairs (pi, φ) such that φ is an invertible linear change of coordinates and neither pi or
pi ◦ φ−1 is divisible by y.
Under this assumption, we observe that if pi = λ
∏m
i=1(x − riy) and φ =
(
α β
γ δ
)
,
then pi ◦ φ−1 = λ˜∏mi=1(x− r˜iy), where
λ˜ = λ(detφ)−m
m∏
i=1
(γ + δri) and r˜i =
αri + β
γri + δ
.
Observing that
r˜i − r˜j = detφ
(γri + δ)(γrj + δ)
(ri − rj),
it follows that
S(λ˜, r˜1, · · · , r˜m) = (detφ)−2m S(λ, r1, · · · , rm).
The invariance property (2.42) follows readily. 
We now define rm = 2lcm{deg Qd ; 1 ≤ d ≤ m!}, where lcm{a1, · · · , ak} stands for
the lowest common multiple of {a1, · · · , ak}, and we consider the following polynomial on
IHm :
Km :=
m!∑
d=1
Q
rm
degQd
d .
Clearly, Km has degree rm and obeys the invariance property Km(pi◦φ) = (detφ) rmm2 Km(pi).
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Lemma 2.5.3. Let pi ∈ IHm. If Km(pi) = 0, then Km(pi) = 0.
Proof: We assume that Km(pi) 6= 0 and intend to prove that Km(pi) 6= 0. Without loss
of generality, we may assume that y does not divide pi, since Km(pi ◦ U) = Km(pi) and
Km(pi◦U) = Km(pi) for any rotation U . We thus write pi = λ
∏m
i=1(x−riy), where ri ∈ C|| .
Since Km(pi) 6= 0, we know from Proposition 2.2.1 that there is no group of sm := bm2 c+1
equal roots ri.
We now define a permutation σ∗ ∈ Σm such that rσ∗(i) 6= rσ∗(i+1) for 1 ≤ i ≤ m − 1
and rσ∗(m) 6= rσ∗(1). In the case where m = 2m′ is even and m′ of the ri are equal, any
permutation σ∗ such that rσ∗(1) = rσ∗(3) = · · · = rσ∗(2m′−1) satisfies this condition. In all
other cases let us assume that the ri are sorted by equality : if i < j < k and ri = rk, then
ri = rj = rk. If m = 2m
′ is even, we set σ∗(2i− 1) = i and σ∗(2i) = m′ + i, 1 ≤ i ≤ m′. If
m = 2m′+1 is odd we set σ∗(2i) = i, 1 ≤ i ≤ m′ and σ∗(2i−1) = m′+i, 1 ≤ i ≤ m′+1. For
example, σ∗ = (4 1 5 2 6 3 7) whenm = 7 and σ∗ = (1 5 2 6 3 7 4 8) whenm = 8. With such
a construction, we find that |σ∗(i)−σ∗(i+1)| ≥ m′ ifm is odd and |σ∗(i)−σ∗(i+1)| ≥ m′−1
if m is even, for all 1 ≤ i ≤ m, where we have set σ∗(m + 1) := σ∗(1). Hence σ satisfies
the required condition, and therefore S(λ, rσ∗(1), · · · , rσ∗(m)) 6= 0.
It is well known that if k complex numbers α1, · · · , αk ∈ C|| are such that αd1+· · ·+αdk =
0, for all 1 ≤ d ≤ k, then α1 = · · · = αk = 0. Applying this property to the m! complex
numbers S(λ, rσ(1), · · · , rσ(m)), σ ∈ Σm and noticing that the term corresponding to σ∗ is
non zero, we see that there exists 1 ≤ d ≤ m! such that Qd(pi) = Qd(λ, r1, · · · , rm) 6= 0.
Since Qd has real coefficients, the numbers Qd(pi) are real. Since the exponent rm/ deg Qd
is even, it follows that Km(pi) > 0, which concludes the proof of this lemma. 
The following proposition, when applied to the function Keq =
rm
√
Km, concludes the
proof of Theorem 2.5.1 :
Proposition 2.5.4. Let m ≥ 2, and let Keq : IHm → R+ be a continuous function obeying
the following properties :
1. Invariance property : Keq(pi ◦ φ) = | detφ|m2 Keq(pi).
2. Vanishing property : for all pi ∈ IHm, if Keq(pi) = 0, then Km(pi) = 0.
Then there exists a constant C > 0 such that 1
C
Keq ≤ Km ≤ CKeq on IHm.
Proof: We first remark that Keq is homogeneous in a similar way as Km : if λ ≥ 0, then
applying the invariance property to φ = λ
1
m Id yields Keq(pi ◦ (λ 1m Id)) = Keq(λpi) and
| detφ|m2 = λ. Hence Keq(λpi) = λKeq(pi).
Our next remark is that a converse of the vanishing property holds : if Km(pi) = 0,
then there exists a sequence φn of linear changes of coordinates, detφn = 1, such that
pi ◦ φn → 0 as n → ∞. Hence Keq(pi) = Keq(pi ◦ φn) → Keq(0). Furthermore, Keq(0) = 0
by homogeneity. Hence Keq(pi) = 0.
We define the set NFm := {pi ∈ IHm ; Km(pi) = 0}. We also define a set Am ⊂ IHm
by a property “opposite” to the property defining NFm. A polynomial pi ∈ IHm belongs to
Am if and only if
‖pi‖ ≤ ‖pi ◦ φ‖ for all φ such that detφ = 1.
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The sets NFm and Am are closed by construction, and clearly NFm ∩Am = {0}. We now
denote by Km the lower semi continuous envelope of Km, which is defined by
Km(pi) = lim
r→0
inf
‖pi′−pi‖≤r
Km(pi
′)
the lower semi-continuous envelope of Km. If Km(pi) = 0, then there exists a converging
sequence pin → pi such that Km(pin) → 0. According to Proposition 2.2.4, it follows that
Km(pi) = 0 and hence pi ∈ NFm. Therefore, the lower semi-continuous function Km and
the continuous function Keq are bounded below by a positive constant on the compact set
{pi ∈ Am, ‖pi‖ = 1}. Since in addition Keq is continuous and Km is upper semi-continuous,
we find that the constant
C = sup
pi∈Am,‖pi‖=1
max
{
Keq(pi)
Km(pi)
,
Km(pi)
Keq(pi)
}
is finite. By homogeneity of Km and Keq, we infer that on Am,
1
C
Keq ≤ Km ≤ Km ≤ CKeq. (2.43)
Now, for any pi ∈ IHm, we consider pˆi of minimal norm in the closure of the set {pi ◦
φ ; detφ = 1}. By construction, we have pˆi ∈ Am, and there exists a sequence φn,
detφn = 1 such that pi ◦ φn → pˆi as n → ∞. If pˆi = 0, then Km(pi) = Keq(pi) = 0.
Otherwise, we observe that
Km(pˆi) ≤ Km(pi) ≤ Km(pˆi) and Keq(pˆi) = Keq(pi),
where we used the fact that Km, Km, and Keq are respectively lower semi-continuous,
upper semi-continuous, and continuous on IHm. Combining this with inequality (2.43)
concludes the proof. 
A natural question is to find the polynomial of smallest degree satisfying Theorem
2.5.1. This leads us to the theory of invariant polynomials introduced by Hilbert [61]
(we also refer to [52] for a survey on this subject). A polynomial R on IHm is said to be
invariant if µ = m degR
2
is a positive integer and for all pi ∈ IHm and any linear change of
coordinates φ, one has
R(pi ◦ φ) = (detφ)µR(pi). (2.44)
We have seen for instance that Km and Qd are “invariant polynomials” on IHm.
Nearly all the literature on invariant polynomials is concerned with the case of complex
coefficients, both for the polynomials and the changes of variables. It is known in particular
[52] that for all m ≥ 3, there exists m− 2 invariant polynomials R1, · · ·Rm−2 on IHm such
that for any pi (complex coefficients are allowed) and any other invariant polynomial R
on IHm :
If R1(pi) = · · · = Rm−2(pi) = 0, then R(pi) = 0. (2.45)
A list of such polynomials with minimal degree is known explicitly at least when m ≤ 8,
and they have real coefficients. Defining r = 2lcm(degRi) and Keq :=
r
√∑m−2
i=1 R
r
degRi
i , we
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see that Keq(pi) = 0 implies Km(pi) = 0, and hence Km(pi) = 0. According to proposition
2.5.4, we have constructed a new, possibly simpler, equivalent of Km.
For example, when m = 2 the list (Ri) is reduced to the polynomial det, and for m = 3
to the polynomial disc. For m = 4, given pi = ax4 + 4bx3y+ 6cx2y2 + 4dxy3 + ey4, the list
consists of the two polynomials
I = ae− 4bd+ 3c2, J =
∣∣∣∣∣∣
a b c
b c d
c d e
∣∣∣∣∣∣ ;
therefore K4(pi) is equivalent to the quantity
6
√|I(pi)|3 + J(pi)2. As m increases, these
polynomials unfortunately become more and more complicated, and their number m− 2
obviously increases. According to [52], for m = 5 the list consists of three polynomials of
degrees 4, 8, 12, while for m = 6 it consists of 4 polynomials of degrees 2, 4, 6, 10.
2.6 Extension to higher dimension
The function Km,p can be generalized to higher dimension d > 2 in the following way.
We denote by IHm,d the set of homogeneous polynomials of degree m in d variables. For
all d-dimensional simplex T , we define the interpolation operator Im−1T acting from C
0(T )
onto the space IPm−1,d of polynomials of total degree m− 1 in d variables. This operator
is defined by the conditions Im−1T v(γ) = v(γ) for all points γ ∈ T with barycentric coordi-
nates in the set {0, 1
m−1 ,
2
m−1 , · · · , 1}. Following Section §2.1.2, and generalizing definition
(2.2), we define the local interpolation error on a simplex, the global interpolation error
on a mesh, and the shape function.
For all pi ∈ IHm,d,
Km,p,d(pi) := inf|T |=1
‖pi − Im−1T pi‖p,
where the infimum is taken on all d-dimensional simplices T of volume 1. The variant KEm
introduced in (2.15) also generalizes in higher dimension and was introduced by Weiming
Cao in [23]. Denoting by Ed the set of d-dimensional ellipsoids, we define
KEm,d(pi) =
(
sup
E∈Ed,E⊂Λpi
|E|/|B|
)−m
d
= inf{(detM)m2d ; M ∈ S+d and ∀z ∈ Rd, 〈Mz, z〉 ≥ |pi(z)|
m
2 },
where Λpi := {z ∈ Rd ; |pi(z)| ≤ 1}, B := {z ∈ Rd ; |z| ≤ 1} is the unit euclidean ball,
and where S+d denotes the set of symmetric positive definite d× d matrices. Similarly to
Proposition 2.2.5, it is not hard to show that the functions Km,p,d(pi) and K
E
m,d(pi) are
equivalent : there exist constants 0 < c ≤ C depending only on m, d, such that
cKEm,d ≤ Km,p,d ≤ CKEm,d.
Let (TN)N≥0 be a sequence of simplicial meshes (triangles if d = 2, tetrahedrons if d = 3,
. . . ) of a bounded d-dimensional, polygonal open set Ω. Generalizing (2.6), we say that
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(TN)N≥N0 is admissible if #(TN) ≤ N and if there exists a constant CA satisfying
sup
T∈TN
diam(T ) ≤ CAN−1/d.
The lower estimate in Theorem 2.1.2 can be generalized, with straightforward adaptations
in the proof. If f ∈ Cm(Ω) and (TN)N≥N0 is an admissible sequence of simplicial meshes,
then
lim inf
N→∞
N
m
d em,TN (f)p ≥
∥∥∥∥Km,d,p(dmfm!
)∥∥∥∥
Lτ (Ω)
, (2.46)
where 1
τ
:= m
d
+ 1
p
.
The upper estimate in Theorem 2.1.2 however does not generalize. The reason is that
we used in its proof a tiling of the plane consisting of translates of a single triangle and
of its symmetric with respect to the origin. This construction is not possible anymore in
higher dimension, for example it is well known that one cannot tile the space R3, with
equilateral tetrahedra.
The generalization of the second part of Theorem 2.1.2 is therefore the following.
For all m and d, there exists a constant C = C(m, d) > 0 such that for any bounded
polygonal open set Ω ⊂ Rd and f ∈ Cm(Ω) the following holds : for all ε > 0, there exists
an admissible sequence (TN)N≥N0 of simplicial meshes Ω, possibly non conforming, such
that
lim sup
N→∞
N
m
d em,TN (f)p ≤ C
∥∥∥∥Km,d,p(dmfm!
)∥∥∥∥
Lτ (Ω)
+ ε.
The“tightness”of Theorem 2.1.2 is partially lost due to the constant C. This upper bound
is not new and can be found in [23]. In the proof of the bidimensional theorem, we define
by (2.26) a tiling PR of the plane made of a triangle TR and some of its translates and
of their symmetric with respect to the origin. In dimension d, the tiling PR cannot be
constructed by the same procedure. The idea of the proof is to first consider a fixed tiling
P0 of the space constituted of simplices bounded diameter, and of volume bounded below
by a positive constant, as well as a reference equilateral simplex Teq of volume 1. We then
set PR = φ(P0), where φ is a linear change of coordinates such that TR = φ(Teq). This
procedure can be applied in any dimension and yields all subsequent estimates “up to a
multiplicative constant,” which concludes the proof.
Since this upper bound is not tight anymore, and since the functions Km,p,d are all
equivalent to KEm,d as p varies (with equivalence constants independent of p), there is
no real need to keep track of the exponent p. We therefore denote by Km,d the function
Km,∞,d.
For practical as well as theoretical purposes, it is desirable to have an efficient way
to compute the shape function Km,d, and an efficient algorithm to produce adapted tri-
angulations. The case m = 2, which corresponds to piecewise linear elements, has been
extensively studied, see for instance [4,27]. In that case there exists constants 0 < c < C,
depending only on d, such that for all pi ∈ IH2,d,
c d
√
| detpi| ≤ K2,d(pi) ≤ C d
√
| detpi|,
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where detpi denotes the determinant of the symmetric matrix associated to pi. Further-
more, similarly to Proposition 2.4.4, the optimal metric for mesh refinement is given by
the absolute value of the matrix of second derivatives, see [4, 27], which is constructed in
a similar way as in dimension d = 2 : with U and D = diag(λ1, · · · , λd) the orthogonal
and diagonal matrices such that [pi] = UTDU and with |D| := diag(|λ1|, · · · , |λd|), we set
hpi = U
T|D|U . It can be shown that the matrix hpi defines an ellipsoid of maximal volume
included in the set Λpi. The case m = 2 can therefore be regarded as solved.
For values (m, d) both larger than 2, the question of computing the shape function as
well as the optimal metric is much more difficult, but we have partial answers, in particular
for quadratic elements in dimension 3. Following §2.5, we need fundamental results from
the theory of invariant polynomials, developed in particular by Hilbert [61]. In order to
apply these results to our particular setting, we need to introduce a compatibility condition
between the degree m and the dimension d.
Definition 2.6.1. We call the pair of integers m ≥ 2 and d ≥ 2 “compatible” if and only
if the following holds : For all pi ∈ IHm,d such that there exists a sequence (φn)n≥0 of d× d
matrices with complex coefficients, satisfying detφn = 1 and limn→∞ pi ◦ φn = 0, there
also exists a sequence ψn of d × d matrices with real coefficients, satisfying detψn = 1
and limn→∞ pi ◦ ψn = 0.
Following Hilbert [61], we say that a polynomial Q of degree r defined on IHm,d is
invariant if µ = mr
d
is a positive integer and if for all pi ∈ IHm,d and all linear changes of
coordinates φ,
Q(pi ◦ φ) = (detφ)µQ(pi). (2.47)
This is a generalization of (2.44). We denote by IIm,d the set of invariant polynomials on
IHm,d. It is easy to see that if pi ∈ IHm,d is such that Km,d(pi) = 0, then Q(pi) = 0 for all
Q ∈ IIm,d. Indeed, as seen in the proof of Proposition 2.2.1, if Km,d(pi) = 0, then there
exists a sequence φn such that detφn = 1 and pi ◦ φn → 0. Therefore, (2.47) implies that
Q(pi) = 0. The following lemma shows that the compatibility condition for the pair (m, d)
is equivalent to a converse of this property.
Lemma 2.6.2. The pair (m, d) is compatible if and only if for all pi ∈ IHm,d,
Km,d(pi) = 0 if and only if Q(pi) = 0 for all Q ∈ IIm,d.
Proof: We first assume that the pair (m, d) is not compatible. Then there exists a po-
lynomial pi0 ∈ IHm,d such that there exists a sequence φn, detφn = 1 of matrices with
complex coefficients such that pi ◦ φn → 0, but there exists no such sequence with real
coefficients. This last property indicates that Km,d(pi) > 0. On the contrary, let Q ∈ IIm,d
be an invariant polynomial, and set µ = m degQ
d
. The identity
Q(pi0 ◦ φ) = (detφ)µQ(pi0)
is valid for all φ with real coefficients and is a polynomial identity in the coefficients of φ.
Therefore, it remains valid if φ has complex coefficients. If follows that Q(pi0) = Q(pi0◦φn)
for all n, and therefore Q(pi0) = 0, which concludes the proof in the case where the pair
(m, d) is not compatible.
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We now consider a compatible pair (m, d). Following Hilbert [61], we say that a poly-
nomial pi ∈ Hm,d is a null form if and only if there exists a sequence of matrices φn with
complex coefficients such that detφn = 1 and pi ◦ φn → 0. We denote by NFm,d the set
of such polynomials. Since the pair (m, d) is compatible, note that pi ∈ NFm,d if and only
if there exists a sequence φn of matrices with real coefficients such that detφn = 1 and
pi ◦ φn → 0. Hence, we find that
NFm,d = {pi ∈ IHm,d ; Km,d(pi) = 0}.
Denoting by IIC
|
m,d the set of invariant polynomials on IHm,d with complex coefficients, a
difficult theorem of [61] states that
NFm,d = {pi ∈ IHm,d ; Q(pi) = 0 for all Q ∈ IIC|m,d}.
It is not difficult to check that if Q = Q1 + iQ2 where Q1 and Q2 have real coefficients,
then (2.47) holds for Q if and only if it holds for both Q1 and Q2, i.e., Q1 and Q2 are also
invariant polynomials. Hence denoting by IIm,d the set of invariant polynomials on IHm,d
with real coefficients, we have obtained that
NFm,d = {pi ∈ IHm,d ; Q(pi) = 0 for all Q ∈ IIm,d},
which concludes the proof. 
Theorem 2.6.3. If the pair (m, d) is compatible, then there exists a polynomial K on
IHm,d (we set r = deg K) and a constant C > 0 such that for all pi ∈ IHm,d,
1
C
r
√
K(pi) ≤ Km,d(pi) ≤ C r
√
K(pi). (2.48)
Furthermore any polynomial K satisfying the above equivalence needs to be an invariant
polynomial on IHm. If the pair (m, d) is not compatible, then there does not exist such a
polynomial K.
Proof: The proof of the invariance of any polynomial K satisfying (2.48), and of the
nonexistence property when the pair (m, d) is not compatible, is reported in the appendix.
Assume that the pair (m, d) is compatible. We follow a reasoning very similar to §2.5 to
prove the equivalence (2.48).
We use the notations of Lemma 2.6.2 and we consider the set
NFm,d = {pi ∈ IHm,d ; Km,d(pi) = 0} = {pi ∈ IHm,d ; Q(pi) = 0, Q ∈ IIm,d}.
The ring of polynomials on a field is known to be Noetherian. This implies that there exists
a finite family Q1, · · · , Qs ∈ IIm,d of invariant polynomials on IHm,d such that any invariant
polynomial is of the form
∑
PiQi where Pi are polynomials on IHm,d. We therefore obtain
NFm,d = {pi ∈ IHm,d ; Q1(pi) = · · · = Qs(pi) = 0},
which is a generalization of (2.45), however with no clear bound on s.
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We now fix such a set of polynomials, set r := 2lcm1≤i≤s degQi, and define
K =
s∑
i=1
Q
r
degQi
i and Keq :=
r
√
K.
Clearly, K is an invariant polynomial on IHm,d, and NFm,d = {pi ∈ IHm,d ; K(pi) = 0}.
Hence the function Keq is continuous on IHm,d, obeys the invariance property Keq(pi◦φ) =
| detφ|Keq(pi), and for all pi ∈ IHm, Keq(pi) = 0 implies K(pi) = 0 and therefore Km,d(pi) =
0. We recognize here the hypotheses of Proposition 2.5.4, except that the dimension d has
changed. Inspection of the proof of Proposition 2.5.4 shows that we use only once the fact
that d = 2, when we refer to Proposition 2.2.4 and state that if (pin) ∈ IHm, pin → pi and
Km(pin) → 0, then Km(pi) = 0. This property also applies to Km,d, when the pair (m, d)
is compatible. Assume that (pin) ∈ IHm,d, pin → pi and that Km,d(pin) → 0. Then there
exists a sequence of linear changes of coordinates φn, detφn = 1, such that pin ◦ φn → 0.
Therefore,
K(pi) = lim
n→∞
K(pin) = lim
n→∞
K(pin ◦ φn) = 0.
It follows that pi ∈ NFm,d, and therefore Km,d(pi) = 0. Since the rest of the proof of Pro-
position 2.5.4 never uses that d = 2, this concludes the proof of equivalence (2.48). 
Hence there exists a “simple” equivalent of Km,d for all compatible pairs (m, d), while
equivalents of Km,d for incompatible pairs need to be more sophisticated, or at least
different from the root of a polynomial. This theorem leaves open several questions. The
first one is to identify the list of compatible pairs (m, d). It is easily shown that the
pairs (m, 2), m ≥ 2, and (2, d), d ≥ 2 are compatible, but this does not provide any
new results since we already derived equivalents of the shape function in these cases.
More interestingly, we show in the next corollary that the pair (3, 3) is compatible, which
corresponds to approximation by quadratic elements in dimension 3. There exist two
generators S and T of II3,3, whose expressions are given in [83] and which have respectively
degree 4 and 6.
Corollary 2.6.4. 6
√|S|3 + T 2 is equivalent to K3,3 on IH3,3.
Proof: The invariants S and T obey the invariance properties S(pi ◦ φ) = (detφ)4S(pi)
and T (pi ◦ φ) = (detφ)6T (pi). We intend to show that if pi ∈ IH3,3 and S(pi) = T (pi) = 0,
then K3,3(pi) = 0. Let us first admit this property and see how to conclude the proof
of this corollary. According to Lemma 2.6.2 the pair (3, 3) is compatible. The function
Keq :=
6
√|S|3 + T 2 is continuous on IH3,3, obeys the invariance property Keq(pi ◦ φ) =
| detφ|Keq(pi), and is such that Keq(pi) = 0 implies K3,3(pi) = 0. We have seen in the proof
of Theorem 2.6.3 that these properties imply the desired equivalence of Keq and K3,3.
We now show that S(pi) = T (pi) = 0 implies K3,3(pi) = 0. A polynomial pi ∈ IH3,3 can
be of two types. Either it is reducible, meaning that there exist pi1 ∈ IH1,3 (linear) and
pi2 ∈ IH2,3 (quadratic) such that pi = pi1pi2, or it is irreducible. In the latter case, according
to [60], there exists a linear change of coordinates φ and two reals a, b such that
pi ◦ φ = y2z − (x3 + 3axz2 + bz3).
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A direct computation from the expressions given in [83] shows that S(pi ◦ φ) = a and
T (pi ◦ φ) = −4b. If S(pi) = T (pi) = 0, then S(pi ◦ φ) = T (pi ◦ φ) = 0 and pi ◦ φ = y2z − x3.
Therefore for all λ 6= 0, pi ◦ φ(λx, λ2y, λ−3z) = λy2z − λ3x3, which tends to 0 as λ → 0.
We easily construct from this point a sequence φn, detφn = 1, such that pi ◦ φn → 0.
Therefore, K3,3(pi) = 0.
If pi is reducible, then pi = pi1pi2 where pi1 is linear and pi2 is quadratic. Choosing a
linear change of coordinates φ such that pi1 ◦ φ = z, we obtain
pi ◦ φ = 3z(ax2 + 2bxy + cy2) + z2(ux+ vy + wz)
for some constants a, b, c, u, v, w. Again, a direct computation from the expressions given
in [83] shows that S(pi ◦ φ) = −(ac − b2)2 (and T (pi ◦ φ) = 8(ac − b2)3). Therefore, if
S(pi) = T (pi) = 0 then the quadratic function ax2 + 2bxy + cy2 of the pair of variables
(x, y) is degenerate. Hence there exists a linear change of coordinates ψ, altering only the
variables x, y, and reals µ, u′, v′ such that
pi ◦ φ ◦ ψ = µzx2 + z2(u′x+ v′y + wz).
It follows that pi ◦ φ ◦ ψ(x, λ−1y, λz) tends to 0 as λ → 0. Again, this implies that
K3,3(pi) = 0, and concludes the proof of this proposition. 
We could not find any example of an incompatible pair (m, d), which leads us to
formulate the conjecture that all pairs (m, d) are compatible (hence providing “simple”
equivalents of Km,d in full generality). Another even more difficult problem is to derive a
polynomial K of minimal degree for all pairs (m, d) which are compatible and of interest.
Last but not least, efficient algorithms are needed to compute metrics, from which
effective triangulations are built that yield the optimal estimates. A possibility is to follow
the approach proposed in [23], i.e., solve numerically the optimization problem
inf{detM ; M ∈ S+d and ∀z ∈ Rd, 〈Mz, z〉 ≥ |pi(z)|2/m},
which amounts to minimizing a degree d polynomial under an infinite set of linear constraints.
When d > 2, this minimization problem is not quadratic, which makes it rather delicate.
Furthermore, numerical instabilities similar to those described in Remark 2.4.7 can be
expected to appear.
2.7 Conclusion and Perspectives
In this chapter, we have introduced asymptotic estimates for the finite element in-
terpolation error measured in the Lp norm when the mesh is optimally adapted to the
interpolated function. These estimates are asymptotically sharp for functions of two va-
riables, see Theorem 2.1.2, and precise up to a fixed multiplicative constant in higher
dimension, as described in §2.6. They involve a shape function Km,p (or Km,d,p if d > 2)
which generalizes the determinant which appears in estimates for piecewise linear interpo-
lation [4,27]. This function can be explicitly computed in several cases, as Theorem 2.4.1
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shows, and has equivalents of a simple form in a number of other cases, see Theorems
2.5.1 and 2.6.3.
All our results are stated and proved for sufficiently smooth functions. One of our
future objectives is to extend these results to larger classes of functions, and in particular
to functions exhibiting discontinuities along curves. This means that we need to give
a proper meaning to the nonlinear quantity Km,p
(
dmf
m!
)
for nonsmooth functions. This
question is addressed in Chapter 4.
This chapter also features a constructive algorithm (similar to [4]), that produces trian-
gulations obeying our sharp estimates, and is described in §2.3.2. However, this algorithm
becomes asymptotically effective only for a highly refined triangulation. A more practical
way to produce quasi-optimal triangulations is to adapt them to a metric, see [15, 19, 66]
and Chapter 5. This approach is discussed in §2.4.2. This raises the question of genera-
ting the appropriate metric from the (approximate) knowledge of the derivatives of the
function to be interpolated. We addressed this question in the particular case of piecewise
quadratic approximation in two dimensions in Theorems 2.4.4 and 2.4.6.
We plan to integrate this result in the PDE solver FreeFem++ in the near future,
see Chapter 3 for a synthetic example. Note that a Mathematica source code is already
available on the web [95]. We also would like to derive appropriate metrics for other
settings of degree m and dimension d, although, as we pointed out in Proposition 2.4.7,
this might be a rather delicate matter.
We finally remark that in many applications, one seeks for error estimates in the Sobo-
lev norms W 1,p (or Wm,p) rather than in the Lp norms. Finding the optimal triangulation
for such norms requires a new error analysis, see Chapter 3. For instance, in the survey [85]
on piecewise linear approximation, it is observed that the metric hpi = |d2f | (evoked in
Equation (2.40)) should be replaced with hpi = (d
2f)2 for best adaptation in H1 norm. In
other words, the principal axes of the positive definite matrix hpi remain the same, but its
conditioning is squared.
2.8 Appendix
2.8.1 Proof of Proposition 2.4.6
We consider a fixed polynomial pi ∈ IH3, set a parameter α > 0, and look for an ellipse
Epi,α of maximal volume included in the set α
−1/2D ∩ Λpi. Since this set is compact, a
standard argument shows that there exists at least one such ellipse.
If α ≥ µpi, then α−1/2D ⊂ Λpi, and therefore α−1/2D ∩ Λpi = α−1/2D. It follows that
Epi,α = α
−1/2D, which proves part 1.
In the following, we denote by E ′α the ellipse defined by the matrix (2.41). Note that
any ellipse containing Dpi and included in Λpi must be tangent to ∂Λpi at the point zpi,
and hence of the form E ′δ for some δ > 0. Clearly, E
′
δ ⊂ E ′µ if and only if δ ≥ µ.
Therefore, E ′α ⊂ Λpi if and only if α ≥ αpi. Let E be an arbitrary ellipse, D1 the largest
disc contained in E, and D2 the smallest disc containing E. Then it is not hard to check
that |E| = √|D1||D2|. For any α satisfying αpi ≤ α ≤ µpi, the ellipse E ′α is such that
D1 = Dpi, which is the largest centered disc contained in Λpi, and D2 = α
−1/2D, which
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corresponds to the bound 2α−1/2 on the diameter of Epi,α. It follows that E ′α is an ellipse
of maximal volume included in α−1/2D ∩ Λpi, and this concludes the proof of part 2.
Part 4 is trivial ; hence we concentrate on part 3 and assume that βpi ≤ α ≤ αpi.
An elementary observation is that Epi,α must be “blocked with respect to rotations.”
Indeed, assume for contradiction that Rθ(Epi,α) ⊂ Λpi for θ ∈ [0, ε] or [−ε, 0], where we
denote by Rθ the rotation of angle θ. Observing that the set ∪θ∈[0,ε]Rθ(Epi,α) contains an
ellipse of larger area than Epi,α and of the same diameter, we obtain a contradiction.
In the following, we say that an ellipse E is quadri-tangent to Λpi when there are at
least four points of tangency between ∂E and ∂Λpi (a tangency point being counted twice
if the radii of curvature of ∂E and ∂Λpi coincide at this point).
The fact that Epi,α is “blocked with respect to rotations” implies that it is either quadri-
tangent to Λpi or tangent to ∂Λpi at the extremities of its small axis. In the latter case,
the extremities of the small axis must clearly be the points zpi and −zpi, the closest points
of ∂Λpi to the origin. It follows that Epi,α belongs to the family E
′
δ, δ ≥ αpi described
above, and therefore is equal to E ′αpi since α ≤ αpi. But E ′αpi is quadri-tangent to Λpi, since
otherwise we would have E ′αpi−ε ⊂ Λpi for some ε > 0.
We have now established that Epi,α is quadri-tangent to Λpi when βpi ≤ α ≤ αpi. This
property is invariant by under linear change of coordinates : if an ellipse E is quadri-
tangent to Λpi◦φ, then φ(E) is quadri-tangent to Λpi. Furthermore, if E is defined by a
symmetric positive definite matrix H, then φ(E) is defined by (φ−1)THφ−1. This remark
leads us to the problem of identifying the family of ellipses quadri-tangent to ∂Λpi when
pi is among the four reference polynomials x(x2 − 3y2), x(x2 + 3y2), x2y, and x3. In the
case of x3 there is no quadri-tangent ellipse and we have αpi = 0 ; therefore part 3 of the
theorem is irrelevant. In the three other cases, which respectively correspond to part 3
(i), (ii), and (iii), the quadri-tangent ellipses are easily identified using the symmetries of
these polynomials and the system of equations (2.37).
The ellipses quadri-tangent to x(x2 + 3y2) are defined by matrices of the form Hλ =
diag(λ, 4+λ
3
3λ2
), where 0 < λ ≤ 2. Note that detHλ is decreasing on (0, 2 13 ] and increasing
on [2
1
3 , 2]. Given pi with discpi < 0, the optimization problem (2.39) therefore becomes
min
λ
{detHλ ; (φ−1pi )THλφ−1pi ≥ α Id}.
If the constraint is met for λ = 21/3, we obtain Epi,α = Epi and therefore α ≤ βpi. Otherwise,
using the monotonicity of λ 7→ detHλ on each side of its minimum 2 13 we see that the
matrix Hλ − αφTpiφpi must be singular. Taking the determinant, we obtain an equation of
degree 4 from which λ can be computed, and this concludes the proof of part 3 (i).
The ellipses quadri-tangent to x(x2 − 3y2) are defined by Hλ,V = V T diag(λ, 4−λ33λ2 )V ,
where 0 < λ ≤ 1 and V is a rotation by 0, 60, or 120 degrees. Since detHλ,V is a decreasing
function of λ on (0, 1], we can apply the same reasoning as above to polynomials pi such
that discpi > 0. This concludes the proof of part 3 (ii).
Finally, the ellipses quadri-tangent to xy2 are defined by Hλ = diag(λ,
4
27λ2
), λ > 0.
The determinant λ 7→ detHλ is a decreasing function of λ with lower bound 0 as λ→∞,
and the same reasoning applies again, hence concluding the proof of part 3 (iii).
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2.8.2 Proof of the nonexistence property in Theorem 2.6.3
Let K be a polynomial on IHm,d which satisfies the inequalities (2.48). We observe that
K takes nonnegative values on IHm,d, and we assume in a first time that µ :=
mr
d
is an
integer. We derive from (2.48) and from the invariance of the shape function Km,d with
respect to changes of variables the inequalities
C−2r(detφ)µK(pi) ≤ K(pi ◦ φ) ≤ C2r(detφ)µK(pi), (2.49)
for all pi ∈ IHm,d and all φ ∈Md (the space of d×d real matrices), where C is the constant
appearing in inequalities (2.48). We regard the function Q(pi, φ) = K(pi◦φ) as a polynomial
on the vector space V = IHm,d ×Md and we observe that it vanishes on the hypersurface
Vdet := {(pi, φ) ∈ V ; detφ = 0}. Since φ 7→ det(φ) is an irreducible polynomial, as shown
in [14], it follows that Q(pi, φ) = (detφ)Q1(pi, φ) for some polynomial Q1 on V . Injecting
this expression in (2.49) we obtain that Q1(pi, φ) also vanishes on the hypersurface Vdet if
µ > 1, and the argument can be repeated. By induction we eventually obtain a polynomial
K̂ on V such that K(pi ◦ φ) = (detφ)µK̂(pi, φ). It follows from inequality (2.49) that for
all (pi, φ) ∈ V ,
C−2rK(pi) ≤ K̂(pi, φ) ≤ C2rK(pi).
This implies that K̂(pi, φ) does not depend on φ. Otherwise, since it is a polynomial, we
could find pi1 ∈ Hm,d and a sequence φn ∈Md such that |K̂(pi1, φn)| → ∞. Therefore,
K(pi ◦ φ) = (detφ)µK̂(pi, φ) = (detφ)µK̂(pi, Id) = (detφ)µK(pi).
This establishes the invariance property of K under the hypothesis that µ is an integer.
Let us assume for contradiction that µ is not an integer. Then applying the previous
reasoning to Kd we obtain that K(pi ◦ φ)/K(pi) = α(pi, φ)| detφ|µ for all pi ∈ IHm,d and
φ ∈Md, where α : IHm,d×Md → {−1, 1}. Since φ 7→ detφ is an irreducible polynomial we
obtain that µ is an integer and as before that K(pi ◦ φ) = (detφ)µK(pi), which concludes
the proof of the invariance property.
Let (m, d) be an incompatible pair. We know from Lemma 2.6.2 that there exists
pi0 ∈ IHm,d such that Km,d(pi0) > 0 and Q(pi0) = 0 for any invariant polynomial Q ∈ IIm,d.
Therefore there exists no polynomial K satisfying (2.48).
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3.1 Introduction
We consider in this section the problem of finding the optimal mesh for the interpola-
tion of a function by finite elements of a given degree, when the error is measured in the
Sobolev W 1,p norm. Our purpose is to establish sharp asymptotic estimates, of the same
type as the following in the case of the Lp norm,
lim sup
N→+∞
(
N min
#(T )≤N
‖f − I1T f‖Lp
)
≤ C‖
√
| det(d2f)|‖Lτ , 1
τ
=
1
p
+ 1, (3.1)
which holds for a C2 smooth function f defined on a bounded polygonal domain Ω,
see [4, 27] and Chapter 2. We refer to the introduction of this thesis and to Chapter 2
for a more detailed overview of existing results and of our motivations. The convergence
estimate (3.1) is extended to arbitrary approximation order in Chapter 2, where the
quantity governing the convergence rate for finite elements of arbitrary degree m − 1 is
identified. This quantity, referred to as the shape function, depends nonlinearly on the
m-th order derivative dmf .
The purpose of the present chapter is to investigate this problem when the Lp-norm
is replaced by the W 1,p semi-norm which plays a critical role in PDE analysis, and which
is defined as follows
|f |W 1,p(Ω) := ‖∇f‖Lp(Ω) =
(∫
Ω
|∇f |p
)1/p
.
Our second objective is to propose simple and practical ways of designing meshes which
behave similar to the optimal one, in the sense that they satisfy the sharp error estimate
up to a fixed multiplicative constant.
3.1.1 Main results and layout
We denote by IPm the space of polynomials of total degree less or equal to m and by
IHm the space of homogeneous polynomials of total degree m,
IPm := Span{xkyl ; k + l ≤ m} and IHm := Span{xkyl ; k + l = m}.
For any triangle T , we denote by ImT the local interpolation operator acting from C
0(T )
onto IPm. For any continuous fonction ν ∈ C0(T ), the interpolating polynomial ImT ν ∈ IPm
is defined by the conditions
ImT ν(γ) = ν(γ),
for all points γ ∈ T with barycentric coordinates in the set {0, 1
m
, 2
m
, · · · , 1}. This inter-
polation operator is invariant by translation, hence for any polynomial pi ∈ IHm, triangle
T and offset z we have
|pi − Im−1T pi|W 1,p(T ) = |pi − Im−1T pi|W 1,p(z+T ). (3.2)
If T is a triangulation of a domain Ω, then ImT refers to the interpolation operator which
coincides with ImT on each triangle T ∈ T .
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A key ingredient of this chapter is the shape function Lm,p, which is defined by a shape
optimization problem : for any fixed 1 ≤ p ≤ ∞ and for any pi ∈ IHm, we define
Lm,p(pi) := inf|T |=1
|pi − Im−1T pi|W 1,p(T ). (3.3)
Here, the infimum is taken over all triangles of area |T | = 1. From the homogeneity of pi,
it is easily checked that
inf
|T |=A
|pi − Im−1T pi|W 1,p(T ) = Lm,p(pi)A
m−1
2
+ 1
p .
The solution to this optimization problem thus describes the shape of the triangles of a
given area which are best adapted to the polynomial pi in the sense of minimizing the
interpolation error measured in W 1,p.
The function Lm,p is the natural generalisation of the function Km,p introduced in
Chapter 2 for the study of optimal anisotropic triangulations in the sense of the Lp inter-
polation error
Km,p(pi) := inf|T |=1
‖pi − Im−1T pi‖Lp(Ω).
Our asymptotic error estimate for the optimal triangulation is given by the following
theorem.
Theorem 3.1.1. For any bounded polygonal domain Ω ⊂ R2, any function f ∈ Cm(Ω)
and any 1 ≤ p < ∞, there exists a sequence (TN)N≥N0, #(TN) ≤ N , of triangulations of
Ω such that
lim sup
N→∞
N
m−1
2 |f − Im−1TN f |W 1,p(Ω) ≤
∥∥∥∥Lm,p(dmfm!
)∥∥∥∥
Lτ (Ω)
, where
1
τ
:=
m− 1
2
+
1
p
. (3.4)
In the above convergence estimate, the number N0 is independent of f and refers to
the minimal cardinality of a conforming triangulation of Ω. The m-th derivative dmf(z)
at each point z is identified to a homogeneous polynomial piz ∈ IHm :
dmf(z)
m!
∼ piz =
∑
k+l=m
∂mf
∂xk∂yl
(z)
xk
k!
yl
l!
. (3.5)
An important feature of this estimate is the “lim sup”. Recall that the upper limit of a
sequence (uN)N≥N0 is defined by
lim sup
N→∞
uN := lim
N→∞
sup
n≥N
un,
and is in general stricly smaller than the supremum supN≥N0 uN . It is still an open question
to find an appropriate upper estimate of supN≥N0 N
m−1
2 |f− Im−1TN f |W 1,p(Ω) when optimally
adapted anisotropic triangulations are used.
In order to illustrate the sharpness of (3.4), we introduce a slight restriction on se-
quences of triangulations, following an idea in [4] : a sequence (TN)N≥N0 of triangulations
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is said to be admissible if #(TN) ≤ N and supN≥N0(N
1
2 supT∈TN diam(T )) <∞. In other
words if
sup
T∈TN
diam(T ) ≤ CAN− 12 (3.6)
for some constant CA > 0 independent of N . The following theorem shows that the
estimate (3.4) cannot be improved when we restrict our attention to admissible sequences.
It also shows that this class is reasonably large in the sense that (3.4) is ensured to hold
up to small perturbation.
Theorem 3.1.2. Let Ω ⊂ R2 be a bounded polygonal domain, let f ∈ Cm(Ω) and 1 ≤
p <∞. We define 1
τ
:= m−1
2
+ 1
p
. For any admissible sequence (TN)N≥N0 of triangulations
of Ω, one has
lim inf
N→∞
N
m−1
2 |f − Im−1TN f |W 1,p(Ω) ≥
∥∥∥∥Lm,p(dmfm!
)∥∥∥∥
Lτ (Ω)
. (3.7)
Furthermore, for all ε > 0 there exists an admissible sequence (T εN)N≥N0 of triangulations
of Ω such that
lim sup
N→∞
N
m−1
2 |f − Im−1T εN f |W 1,p(Ω) ≤
∥∥∥∥Lm,p(dmfm!
)∥∥∥∥
Lτ (Ω)
+ ε. (3.8)
Note that the sequences (T εN)N≥N0 satisfy the admissibility condition (3.6) with a
constant CA(ε) which may grow to +∞ as ε → 0. The proofs of these two theorems are
given in §3.3. Theorem 3.1.1 is a direct consequence of Theorem 3.1.2, by considering a
sequence of triangulations of the type T εNN with εN → 0 as N → +∞. The proof of the
upper estimate in Theorem 3.1.2 involves the construction of an optimal mesh based on
a patching strategy adapted from the one encountered in [4]. However, inspection of the
proof reveals that this construction only becomes effective as the number of triangles N
becomes very large. Therefore it may not be useful in practical applications.
Remark 3.1.3. It can easily be shown that if (TN)N≥N0 is an admissible sequence of
triangulations and f ∈ Cm(Ω), then ‖f − ImTN f‖Lp(Ω) decays with the rate N−m/2 which is
faster than the decay rate obtained for the W 1,p error. Therefore, our convergence estimates
are also valid in the W 1,p norm
‖f‖W 1,p(Ω) :=
(
‖f‖pLp(Ω) + |f |pW 1,p(Ω)
)1/p
.
We show in §3.2 that in order to satisfy the optimal estimate (3.4) up to a fixed multi-
plicative constant, it suffices to build a triangulation which obeys four general principles :
(i) The interpolation error should be evenly distributed on all triangles,
(ii) The triangles should adopt locally a specific aspect ratio, dictated by the local
value of dmf ,
(iii) the largest angle of the triangles should be bounded away from pi = 3.14159 . . .
(iv) the triangulation T should be sufficiently refined in order to adapt to the local
features of f .
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The third point (iii) is the main new ingredient of this chapter compared to Chapter
2, and is necessary for obtaining W 1,p error estimates (but not for Lp error estimates).
Roughly speaking, two triangles having the same optimized aspect ratio imposed by (ii)
may greatly differ in term of their largest angle, and the most acute triangle should be
preferred when the interpolation error is measured in W 1,p rather than Lp. The influence
of large angles in mesh adaptation has already been studied in [10,62,85], see also Chapter
6. The heuristic guideline is that large angles should be avoided in general, since they lead
to oscillations of the gradient of the interpolant. On the contrary, extremely thin triangles
and very small angles can be necessary for optimal mesh adaptation.
A practical approach for mesh generation is discussed in §3.4, and consists in deriving
a distorted metric from the exact or approximate data of dmf at each point x ∈ Ω. We
restrict in this section to the case of linear and quadratic finite elements, and we provide
simple mesh generation procedures and numerical results. To any pi ∈ IHm, m ∈ {2, 3}, we
associate a symmetric positive definite matrixMm(pi) ∈ S+2 (strictly speaking, this matrix
is degenerated if pi is univariate, a detail that needs to be taken care of in the numerical
implementation). If z ∈ Ω and dmf(z) is close to pi, then the triangle T containing z
should be isotropic in the metric Mm(pi). The requirements (i) and (ii) above, which are
respectively linked to the size and shape of the triangles, can then be summarized through
a global metric on Ω given by
h(z) = s(piz)Mm(piz), piz = d
mf(z)
m!
, (3.9)
where s(piz) is a scalar factor which depends on the desired accuracy of the finite element
approximation. Once this metric has been properly identified, fast algorithms such as
in [19, 93, 94] can be used in order to design a near-optimal mesh based on it. Recently
it has been rigorously proved in [15, 66], that several algorithms terminate and produce
good quality meshes, under certain conditions. Although we are not aware that the angle
constraint (iii) is guaranteed in such algorithms, it seems to hold in practice. Computing
the map
pi ∈ IHm 7→ Mm(pi) ∈ S+2 ,
is therefore of key use in applications (S+2 refers to the set of 2 × 2 symmetric and non-
negative matrices). This problem is solved in [66], in the case of linear elements (m = 2) :
the matrixMm(pi) is then defined as the square of the matrix associated to the quadratic
form pi. We give a simple expression ofMm(pi) for piecewise quadratic finite elements (m =
3). The optimality of this construction is proved theoretically, and numerical experiments
confirm its adequacy. An open source implementation for the mesh generator FreeFem++
[93] is provided at [95].
The shape function Lm,p does not always have a simple analytic expression from the
coefficients of pi. For this reason we introduce in §3.5 explicit functions pi 7→ Lm(pi) which
are defined as the root of a polynomial in the coefficients of pi, and are equivalent to Lm,p,
leading therefore to similar asymptotic error estimates up to multiplicative constants.
We finally discuss in §3.6 the possible extension of our analysis to simplicial elements in
dimension d > 2.
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Notations
Throughout this chapter, we define Lm := Lm,∞, where Lm,p is defined at Equation
(3.3). We prove further in Lemma 3.2.7 that for all 1 ≤ p ≤ ∞
cLm ≤ Lm,p ≤ Lm on IHm, (3.10)
where the constant c > 0 depends only on m. For any compact set E ⊂ Rd, of non-zero
Lebesgue measure, we denote by bary(E) its barycenter. For any pair of vectors u, v ∈ Rd,
we denote by 〈u, v〉 their inner product, and by
|u| :=
√
〈u, u〉,
the euclidean norm of u. When g ∈ Lp(E,Rd) is a vector valued function, we denote by
‖g‖Lp(E) the Lp norm of x 7→ |g(x)| on E.
We denote by Md(R) the set of all d× d real matrices, equiped with the norm
‖A‖ := max
|u|≤1
|Au|.
We denote by GLd ⊂ Md(R) the linear group of invertible matrices and by SLd ⊂ GLd
the special linear group of matrices of determinant 1.
GLd := {A ∈ Md(R) ; detA 6= 0} and SLd := {A ∈ Md(R) ; detA = 1}.
For A ∈ GLd, we denote by
κ(A) := ‖A‖ ‖A−1‖, (3.11)
its condition number. We denote by Sd ⊂ Md(R) the subset of symmetric matrices, by
S⊕d ⊂ Sd the subset of non-negative symmetric matrices and by S+d the subset of positive
definite symmetric matrices. For any two symmetric matrices S, S ′ ∈ Sd, we write S ≤ S ′
if and only if S ′ − S ∈ S⊕d .
We equip the spaces IPm and IHm with the norm
‖pi‖ := max
|u|≤1
|pi(u)|. (3.12)
Note that the greek letter pi always refers to an homogeneous polynomial pi ∈ IHm, while
the large and bold notation pi refers to the mathematical constant pi = 3.14159 . . ..
Recall that if g is a Cm function, we identify dmg(x) to a polynomial in IHm, by (3.5).
We then denote
‖dmg‖L∞(E) := max
z∈E
‖dmg(z)‖ (3.13)
with ‖ · ‖ the previously defined norm on IHm.
3.2 The shape function Lm,p and local error estimates
In this section, we study the function Lm,p and obtain local W
1,p error estimates
for functions of two variables. These estimates naturally give rise to a heuristic method
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for the design of “near optimal” triangulations adapted to a function f , in other words
triangulations satisfying the estimate (3.4) up to a fixed multiplicative constant, and it
is put into practice in §3.4 in the case of piecewise linear and piecewise quadratic finite
elements. The results of this section are also useful to the proof, in §3.3, of the optimal
error estimates presented in Theorems 3.1.1 and 3.1.2.
We first introduce the measure of sliverness S(T ) of a triangle T . Given two triangles
T, T ′, there are precisely 6 affine transformations Ψ such that Ψ(T ) = T ′. Each of these
affine transformations Ψ defines a linear transformation ψ and we set
d(T, T ′) := ln (inf{κ(ψ) ; Ψ(T ) = T ′}) , (3.14)
where κ(ψ) is the condition number defined in (3.11). Clearly d(T, T ′) ≥ 0, d(T, T ′) =
d(T ′, T ) and d(T, T ′′) ≤ d(T, T ′)+d(T ′, T ′′). Furthermore d(T, T ′) = 0 if and only if T can
be transformed into T ′ through a translation, a rotation and a dilatation. Therefore d(·, ·)
defines a distance between shapes of triangles. The heuristic guideline of the papers [10,62]
and Chapter 6 is that obtuse shapes should be avoided when possible in the design of
Finite Element meshes for the approximation of a function in the W 1,p norm. We therefore
introduce the set A of all acute triangles and we define the measure of sliverness S(T ) of
a triangle T as follows
S(T ) := exp d(T,A) = inf{κ(ψ) ; Ψ(T ) ∈ A}. (3.15)
This quantity reflects the distance from T to the set of acute triangles : in particular
S(T ) = 1 if and only if T ∈ A, and S(T ) > 1 otherwise. It has an analytic expression,
which is given in the following proposition.
Proposition 3.2.1. For any triangle T with largest angle θ, one has S(T ) = max{1, tan θ
2
}.
Proof: The result of this proposition is trivial if the triangle T is acute, and we therefore
assume that T is obtuse. We can assume without loss of generality that the vertices of
T are 0, αu and βv, where α, β > 0, u, v ∈ R2, |u| = |v| = 1 and 〈u, v〉 = cos θ. Note
that |u− v| = 2 sin(θ/2) and |u+ v| = 2 cos(θ/2). Let Ψ be such that Ψ(T ) ∈ A, and let
ψ be the associated linear transform. Since Ψ(T ) is acute we have 〈ψ(u), ψ(v)〉 ≥ 0 and
therefore |ψ(u)− ψ(v)| ≤ |ψ(u) + ψ(v)|. It follows that
κ(ψ) = ‖ψ‖ ‖ψ−1‖ ≥ |u− v||u+ v| ×
|ψ(u) + ψ(v)|
|ψ(u)− ψ(v)| ≥
2 sin(θ/2)
2 cos(θ/2)
= tan
θ
2
.
Therefore S(T ) ≥ tan θ
2
. Furthermore, let ψ be defined by ψ(u) = (0, 1) and ψ(v) = (1, 0).
Obviously ψ(T ) has one of its angles equal to pi/2 and is therefore acute. On the other
hand, one easily checks that κ(ψ) = tan(θ/2) and therefore S(T ) ≤ tan θ
2
. This concludes
the proof of this proposition. 
The previous proposition implies in particular that S(T ) is equivalent to the quantity
1
sin θ
, where θ denotes the largest angle of T , which is used in [10,62]. The following lemma
shows that the interpolation process is stable with respect to the L∞ norm of the gradient
if the measure of sliverness S(T ) is controlled. Let us mention that a slightly different
formulation of this result was already proved in [62], yet not exactly adapted to our
purposes.
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Figure 3.1 – The interpolation points on the triangle T0 are aligned vertically.
Lemma 3.2.2. There exists a constant C = C(m) such that for any triangle T and any
f ∈ W 1,∞(T ) one has
‖∇ Im−1T f‖L∞(T ) ≤ CS(T )‖∇f‖L∞(T ), (3.16)
Proof: Let T0 be the triangle of vertices (0, 0), (1, 0) and (0, 1), and let g ∈ W 1,∞(T0).
We define g˜(x, y) := g(x, 0) and h(x, y) := g(x, y)− g(x, 0). Since g˜ does not depend on y
and since the Lagrange interpolation points on T0 are aligned vertically, as illustrated on
Figure 3.1, the Lagrange interpolant Im−1T0 g˜ does not depend on y either. Futhermore, for
all (x, y) ∈ T0, we have |h(x, y)| = |
∫ y
s=0
∂g
∂y
(x, s)ds| ≤ ‖∂g
∂y
‖L∞(T0). Hence∥∥∥∥∥∂ Im−1T0 g∂y
∥∥∥∥∥
L∞(T0)
=
∥∥∥∥∥∂ Im−1T0 h∂y
∥∥∥∥∥
L∞(T0)
≤ C0‖ Im−1T0 h‖L∞(T0)
≤ C0C1‖h‖L∞(T0)
≤ C0C1
∥∥∥∥∂g∂y
∥∥∥∥
L∞(T0)
,
where the constants C0 and C1 are the L
∞(T0) norms of the operators g 7→ ∂g∂y restricted
to IPm−1 and g 7→ Im−1T0 g respectively.
Let e be an edge vector of T . There exists an affine change of coordinates Ψe, with
linear part ψe, such that T0 = Ψe(T ) and ψe(e) = e0 where e0 = (0, 1) is the vertical edge
vector of T0. Noticing that
〈e,∇ Im−1T (g ◦Ψe)〉 = 〈e,∇((Im−1T0 g) ◦Ψe)〉 = 〈e0, (∇ Im−1T0 g) ◦Ψe〉 =
∂ Im−1T0 g
∂y
◦Ψe,
we obtain
‖〈e,∇ Im−1T (g ◦Ψe)〉‖L∞(T ) =
∥∥∥∥∂ Im−1T0 g∂y ∥∥∥∥
L∞(T0)
≤ C0C1
∥∥∥∂g∂y∥∥∥
L∞(T0)
= C0C1‖〈e,∇(g ◦Ψe)〉‖L∞(T ).
(3.17)
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Applying this inequality to g = f ◦Ψ−1e we obtain that
‖〈e,∇ Im−1T f〉‖L∞(T ) ≤ C0C1‖〈e,∇f〉‖L∞(T ), (3.18)
for all edge vectors e ∈ {a, b, c} of T . We next define a norm on R2 as follows
|v|T := |a|−1|〈a, v〉|+ |b|−1|〈b, v〉|+ |c|−1|〈c, v〉|.
It follows from inequality (3.18), that
‖ |∇ Im−1T f |T ‖L∞(T ) ≤ 3C0C1‖|∇f |T‖L∞(T ). (3.19)
We next observe that if θ denotes the maximal angle of T ,
cos(θ/2)|v| ≤ |v|T ≤ 3|v|,
where | · | is the euclidean norm : the upper inequality is trivial and the lower one is
implied by the fact that at least one of the edge vectors makes an angle less than θ/2 with
v. Combining this with (3.19), we obtain
‖∇ Im−1T f ‖L∞(T ) ≤
9C0C1
cos(θ/2)
‖∇f‖L∞(T ).
Since θ > pi/3 we have 1
cos(θ/2)
≤ 2 tan(θ/2) ≤ 2S(T ) according to Proposition 3.2.1, which
concludes the proof with C = 18C0C1. 
Remark 3.2.3. The following example in the simple case of piecewise linear approxima-
tion illustrates the sharpness of inequality (3.16). Let T be a triangle having an obtuse
angle θ at a vertex v, and edges neighbouring v of length l and l′. Let f(z) := |z − v|2. A
simple computation shows that
‖∇ I1T f‖L∞(T ) =
diamT
sin θ
and ‖∇f‖L∞(T ) = 2 max(l, l′).
It follows that
‖∇ I1T f‖L∞(T ) = λ(T )S(T )‖∇f‖L∞(T ),
with
λ(T ) :=
diam(T )
2 sin(θ)S(T ) max{l, l′} =
diam(T )
4 sin(θ/2)2 max{l, l′} ∈ [1/4, 1],
which shows the sharpness of Lemma 3.2.2 in this context.
We now introduce for each polynomial pi ∈ IHm, a special set Api ⊂ M2(R) of linear
maps.
Api := {A ∈ M2(R) ; |∇pi(z)| ≤ |Az|m−1 for all z ∈ R2}. (3.20)
This set has a geometrical interpretation : since ∇pi is homogeneous of degree m− 1, we
find that A ∈ Api if and only if the ellipse {z ∈ R2 ; |Az| ≤ 1} is included in the set
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{z ∈ R2 ; |∇pi(z)| ≤ 1} which is limited by the algebraic curve {|∇pi(z)| = 1}. If T is a
triangle that contains the origin and if A ∈ Api, we observe that
‖∇pi‖L∞(T ) ≤ diam(A(T ))m−1. (3.21)
We define
γm(pi) := inf{| detA| ; A ∈ Api},
so that pi
γm(pi)
is the maximal area of an ellipse contained in {z ∈ R2 ; |∇pi(z)| ≤ 1}.
Remark 3.2.4. Similar concepts have been introduced in [23] for the purpose of studying
the Lp interpolation error of anisotropic finite elements, therefore with |pi(z)| in place of
|∇pi(z)|.
The following result shows that a certain power of γm is equivalent to the shape function
Lm. For any domain Ω ⊂ Rd and any f, g ∈ Lp(Ω) we use the shorthand
‖(f, g)‖Lp(Ω) :=
(∫
Ω
|(f(z), g(z))|pdz
) 1
p
=
(∫
Ω
(f(z)2 + g(z)2)p/2dz
) 1
p
. (3.22)
Lemma 3.2.5. There exists a constant C = C(m) such that for all pi ∈ IHm
C−1Lm(pi) ≤ γm(pi)m−12 ≤ CLm(pi). (3.23)
Proof: We first prove the left part of (3.23). Let pi ∈ IHm and A ∈ Api such that A is
invertible. The matrix A admits a singular value decomposition
A = UDV,
where U, V are unitary and D = diag(λ1, λ2) with λi > 0 such that λ
2
i are the eigenvalues
of ATA. Let T0 be the triangle of vertices (0, 0), (0,
√
2) and (
√
2, 0). We define the triangle
T :=
√
| detA|V TD−1(T0),
which satisfies |T | = |T0| = 1 and has an angle of pi/2 at the origin so that S(T ) = 1.
Denoting by C the constant in Lemma 3.2.2 and using (3.21), we obtain
(1+C)−1‖∇pi−∇ Im−1T pi‖L∞(T ) ≤ ‖∇pi‖L∞(T ) ≤ diam(A(T ))m−1 = | detA|
m−1
2 diam(T0)
m−1.
Taking the infimum over all invertible A ∈ Api and remarking that this set is dense in
Api, we conclude the proof of the left part of (3.23). For the right part, we define for all
q1, q2 ∈ IHm−1, and any triangle T ,
‖(q1, q2)‖T := inf
r1,r2∈IPm−2
‖(q1, q2)− (r1, r2)‖L∞(T ). (3.24)
We denote by Teq an equilateral triangle centered at the origin and of area 1. Since the
functions ‖ · ‖Teq and ‖ · ‖L∞(Teq) are norms on IHm−1 × IHm−1 there exists a constant C∗
such that ‖ · ‖L∞(Teq) ≤ C∗‖ · ‖Teq . Let T be a triangle satisfying |T | = 1 and bary(T ) = 0.
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Then there exists a linear change of coordinates φ ∈ SL2 such that T = φ(Teq). We then
obtain
‖(q1, q2)‖L∞(T ) = ‖(q1 ◦ φ, q2 ◦ φ)‖L∞(Teq) ≤ C∗‖(q1 ◦ φ, q2 ◦ φ)‖Teq = C∗‖(q1, q2)‖T
We now choose a polynomial pi ∈ IHm and we set (q1, q2) := ∇pi. It follows from the
previous equation and (3.24) that
‖∇pi‖L∞(T ) ≤ C∗‖∇pi‖T ≤ C∗‖∇pi −∇ Im−1T pi‖L∞(T )
We define a linear map A ∈ GL2 associated to pi and T = φ(Teq) as follows
A := ‖∇pi‖
1
m−1
L∞(T ) λ
−1φ−1,
where λ = 3−3/4 is the minimal distance from 0 to ∂Teq. Then for all z ∈ ∂T we have
φ−1(z) ∈ ∂Teq and hence |φ−1(z)| ≥ λ. Therefore,
|A(z)|m−1 = ‖∇pi‖L∞(T ) (λ−1|φ−1(z)|)m−1 ≥ ‖∇pi‖L∞(T ) ≥ |∇pi(z)|.
By homogeneity, we thus find that for all z ∈ R2
|∇pi(z)| ≤ |A(z)|m−1,
which means that A ∈ Api. Furthermore, since detφ = 1, we have
| detA|m−12 = λ−(m−1)‖∇pi‖L∞(T ) ≤ C∗λ−(m−1)‖∇pi −∇ Im−1T pi‖L∞(T ).
Hence taking the infimum over all triangles T satisfying |T | = 1 and bary(T ) = 0 we
obtain
γm(pi)
m−1
2 ≤ C inf
|T |=1
bary(T )=0
‖∇pi −∇ Im−1T pi‖L∞(T ) (3.25)
with C = C∗λ−(m−1). Using the invariance of the interpolation error under translation, as
expressed by (3.2), we find that the right hand side of (3.25) is CLm(pi), which concludes
the proof. 
We next introduce a measure of the isotropy of a triangle T with respect to the
euclidean metric :
ρ(T ) :=
diam(T )2
|T | . (3.26)
If T is an obtuse triangle, an elementary computation shows that 4S(T ) ≤ ρ(T ). Indeed,
if the largest angle of T is θ ≥ pi/2, and if the edges neighbouring the angle θ have length
l1, l2, we obtain using l
2
1 + l
2
2 ≥ 2l1l2 that
ρ(T ) =
l21 + l
2
2 − 2l1l2 cos θ
1
2
l1l2 sin θ
≥ 41− cos θ
sin θ
= 4 tan
θ
2
= 4S(T )
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Since the minimal value of ρ is 4/
√
3 (for the equilateral triangle), and since S(T ) = 1 for
acute triangles, we obtain that for any triangle T
ρ(T ) ≥ 4√
3
S(T ). (3.27)
The functions S and ρ have a different behavior : ρ(T ) increases as T becomes thinner,
while S(T ) increases only if an angle of T approaches pi.
In the follow up of this chapter, we frequently distort the measure of isotropy ρ by
a linear transform. If A ∈ GL2, then ρ(A(T )) reflects the isotropy of T measured in the
metric ATA. In particular ρ(A(T )) is minimal, i.e. equal to 4/
√
3, if and only if the ellipse
E containing T and of minimal area is of the form
E = {z ∈ R2 ; |A(z − bary(T ))| ≤ r}
for some r > 0.
We may now state the main theorem of this section.
Theorem 3.2.6. There exists a constant C = C(m) such that for all pi ∈ IHm, all A ∈ Api
and any triangle T , we have
|pi − Im−1T pi|W 1,p(T ) ≤ C|T |
1
τ S(T ) ρ(A(T ))
m−1
2 | detA|m−12 (3.28)
where 1
τ
:= m−1
2
+ 1
p
. Furthermore for any triangle T and any g ∈ Cm(T ), we have
|g − Im−1T g|W 1,p(T ) ≤ C|T |
1
τ S(T ) ρ(T )
m−1
2 ‖dmg‖L∞(T ), (3.29)
where ‖dmg‖L∞(T ) is defined by (3.13).
Before proving this result, we make some observations on its consequences. Combining
the two estimates contained in this theorem, we obtain a mixed anisotropic-isotropic
estimate, that can be used as a guideline for producing triangulations adapted to a function
f ∈ Cm(Ω). Let T be a triangle, let f ∈ Cm(T ), pi ∈ IHm and A ∈ Api. Then
|f − Im−1T f |W 1,p(T )
≤ |pi − Im−1T pi|W 1,p(T ) + |(f − pi)− Im−1T (f − pi)|W 1,p(T ),
≤ C|T | 1τ S(T )
(
ρ(A(T ))
m−1
2 | detA|m−12 + ρ(T )m−12 ‖dmf − dmpi‖L∞(T )
)
,
(3.30)
where C = C(m). Note that the left term in the parenthesis is an“anisotropic”contribution
to the error, while the right term is an “isotropic” contribution.
Let ε > 0 and 1 ≤ p <∞. We now explain how the requirements (i), (ii), (iii) and (iv)
heuristically exposed in the introduction can be mathematically stated, and show that
the estimate
#(T )m−12 |f − Im−1T f |W 1,p(Ω) ≤ C ‖Lm(piz) + ε‖Lτ (Ω) ,
is met when the triangulation satisfies these requirements. Consider a polygonal and
bounded domain Ω, a function f ∈ Cm(Ω) and a triangulation T . For each z ∈ Ω, we
denote by Tz ∈ T the triangle containing z and define piz = dmf(z)m! ∈ IHm. The adaptation
of T with respect to f for the W 1,p semi-norm, can be measured by the smallest constant
CT ≥ 1 such that the following criterions are met :
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(i) (Equilibrated errors) There exists a constant δ > 0 such that for all z ∈ Ω,
C−1T δ ≤ |Tz|
1
τ (Lm(piz) + ε) ≤ CT δ. (3.31)
(ii) (Optimized shapes) For all z ∈ Ω, there exists Az ∈ Apiz , such that
ρ(Az(Tz)) ≤ CT and | detAz|m−12 ≤ CL(Lm(piz) + ε), (3.32)
where CL is the constant that appears in Lemma (3.2.5). According to this lemma,
such an Az always exists for any ε > 0.
(iii) (Bounded sliverness in average) The averaged lp(T ) norm of S is bounded as follows(
1
#(T )
∑
T∈T
S(T )p
) 1
p
≤ CT . (3.33)
This condition is less stringent than asking that S(T ) ≤ CT for all T ∈ T , and turns
out to be sufficient for proving the optimal error estimate.
(iv) (Sufficient refinement) The mesh T is sufficiently fine in such way that the local
interpolation error estimate(3.30) is controlled by the“anisotropic”component. More
precisely, for all z ∈ Ω,
ρ(Tz)
m−1
2 ‖dmf − dmf(z)‖L∞(Tz) ≤ CT (Lm(piz) + ε). (3.34)
This condition is ensured by sufficient refinement of the triangulation due to the
following observation : If T ′z is the image of Tz by a homothetic size reduction around
z, then ρ(T ′z) = ρ(Tz) while ‖dmf−dmf(z)‖L∞(T ′z) tends to zero due to the continuity
of dmf .
We now produce a global error estimate from these four assumptions. For a given
z ∈ Ω we inject successively pi = piz, (3.32), (3.34) and (3.31) into the estimate (3.30) and
obtain
|f − Im−1Tz f |W 1,p(Tz)
≤ C|Tz| 1τ S(Tz)
(
ρ(Az(Tz))
m−1
2 | detAz|m−12 + ρ(Tz)m−12 ‖dmf − dmpiz‖L∞(T )
)
≤ C|Tz| 1τ S(Tz)(C
m−1
2
T CL(Lm(piz) + ε) + ρ(Tz)
m−1
2 ‖dmf − dmf(z)‖L∞(T ))
≤ C|Tz| 1τ S(Tz)(C
m−1
2
T CL + CT )(Lm(piz) + ε)
≤ C0δS(Tz)
where C0 = C0(m,CT , CL). Using (3.33) we obtain
|f − Im−1T f |pW 1,p(Ω) =
∑
T∈T
|f − Im−1T f |pW 1,p(T ) ≤ Cp0δp
∑
T∈T
S(T )p ≤ (C0CT )pδp#(T ). (3.35)
On the other hand, the left side of inequality (3.31) provides an upper estimate of δ as
follows.
C−τT δ
τ#(T ) = C−τT δτ
∫
Ω
dz
|Tz| ≤
∫
Ω
(Lm(piz) + ε)
τdz = ‖Lm(piz) + ε‖τLτ (Ω) . (3.36)
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Combining (3.35) with (3.36) we eliminate the variable δ and obtain
#(T )m−12 |f − Im−1T f |W 1,p(Ω) ≤ C ‖Lm(piz) + ε‖Lτ (Ω) , (3.37)
where C = C(m,CT ). Hence the optimal asymptotic estimate (3.4) is satisfied up to
a multiplicative constant depending only on the degree m − 1 of interpolation and the
quality of the mesh reflected by CT . Note however that the properties (3.31), (3.32), (3.33)
and (3.34) required for CT may lead to a very pessimistic constant C = C(m,CT , CL) in
inequality (3.37). Finer estimates and weaker conditions on the mesh T can be obtained
from (3.30).
In the context of the H1 = W 1,2 semi-norm and of piecewise linear and quadratic
elements we present numerical results in §3.4.2 and discuss the quality of a numerical
mesh T using three quantities σ(T ), ρ(T ) and S(T ) that are related to the conditions
(i), (ii) and (iii) respectively. We also discuss in §3.4 a reformulation of the requirements
of size (3.31) and shape (3.32) for the triangles T of the mesh T in terms of Riemannian
metrics, a more convenient form for mesh generation.
The construction of a mesh which satisfies both the requirements (3.32) of optimized
shapes and (3.33) of bounded measure of sliverness is a difficult problem. The construction
presented in this chapter, for the proof of Theorems 3.1.1 and 3.1.2, is based on a local
patching strategy. A small portion of the triangulations, which can be neglected as the
cardinality tends to infinity, does not satisfy conditions. Another approach to this mesh
generation problem is presented in Chapter 5, where the requirements (3.33) is replaced
as follows : the measure of sliverness needs to be uniformly bounded on a refinement of T .
The role of the measure of sliverness in the W 1,p approximation error is again discussed
in Chapter 6.
Proof of Theorem 3.2.6 : Let T be a triangle and let h ∈ C1(T ). Using lemma 3.2.2,
we obtain
|h− Im−1T h|W 1,p(T ) = ‖∇h−∇ Im−1T h‖Lp(T )
≤ |T | 1p‖∇h−∇ Im−1T h‖L∞(T )
≤ |T | 1p (1 + CS(T ))‖∇h‖L∞(T ).
(3.38)
Replacing h with pi in inequality (3.38) and combining it with (3.21), we obtain that if T
contains the origin, then for all A ∈ Api
|pi − Im−1T pi|W 1,p(T ) ≤ |T |1/p(1 + CS(T )) diam(A(T ))m−1.
The left and right quantities in the above inequality are invariant by translation of T and
therefore this inequality remains valid for any T . Combining it with the identity
diam(A(T ))2 = |T | | detA| ρ(A(T )),
this leads to the first inequality (3.28) of Theorem 3.2.6. For the second inequality, we
take g ∈ Cm(T ) and z0 = (x0, y0) ∈ T . We now take for h the remainder of the Taylor
development of g at z0,
h(x, y) := g(x, y)−
∑
k+l≤m−1
∂k+lg
∂xk∂yl
(z0)
(x− x0)k
k!
(y − y0)l
l!
.
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Therefore h ∈ Cm(T ) and
h(z0) = dh(z0) = · · · = dm−1h(z0) = 0. (3.39)
It follows that
‖∇h‖L∞(T ) ≤ C1(diamT )m−1‖dmh‖L∞(T ) = C1|T |m−12 ρ(T )m−12 ‖dmh‖L∞(T ), (3.40)
where C1 = C1(m). Combining (3.38) and (3.40), we obtain
|h− Im−1T h|W 1,p(T ) ≤ C|T |
1
τ S(T )ρ(T )
m−1
2 ‖dmh‖L∞(T ), (3.41)
where C = C(m). We now observe that g−h ∈ IPm−1, hence dmg = dmh and h− Im−1T h =
g− Im−1T g. Injecting this into the last equation we conclude the proof of inequality (3.29)
and of Theorem 3.2.6 
As a conclusion to this section we prove inequality (3.10), which links the functions Lm,p
and Lm = Lm,∞.
Lemma 3.2.7. There exists a constant c = c(m) > 0 such that for all 1 ≤ p1 ≤ p2 ≤ ∞,
cLm ≤ Lm,p1 ≤ Lm,p2 ≤ Lm on IHm, (3.42)
Proof: Let Teq be an equilateral triangle of area 1. Since all norms are equivalent on the
finite dimensional space IP2m−1, there exists a constant c = c(m) > 0 such that for all
(q1, q2) ∈ IPm−1 × IPm−1,
c‖(q1, q2)‖L∞(Teq) ≤ ‖(q1, q2)‖L1(Teq), (3.43)
Furthermore, since Teq has area 1, we have
‖(q1, q2)‖Lp1 (Teq) ≤ ‖(q1, q2)‖Lp2 (Teq), (3.44)
for all 1 ≤ p1 ≤ p2 ≤ ∞. If T is a triangle satisfying |T | = 1, there exists an affine change
of coordinates Ψ such that T = Ψ(Teq) and we have ‖(q1, q2)‖Lp(T ) = ‖(q1◦Ψ, q2◦Ψ)‖Lp(Teq)
for all (q1, q2) ∈ IPm−1 × IPm−1 and 1 ≤ p ≤ ∞. Combining this invariance property with
inequalities (3.43) and (3.44) we obtain
c‖(q1, q2)‖L∞(T ) ≤ ‖(q1, q2)‖Lp1 (T ) ≤ ‖(q1, q2)‖Lp2 (T ) ≤ ‖(q1, q2)‖L∞(T ). (3.45)
We now choose a polynomial pi ∈ IHm, we set (q1, q2) := ∇pi −∇ Im−1T pi, and we take the
infimum of (3.45) among all triangles T of area 1. This leads to the announced inequality
(3.42) which concludes the proof. 
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3.3 Proof of Theorems 3.1.1 and 3.1.2
The polygonal domain Ω, the integer m, the function f ∈ Cm(Ω) and the exponent
1 ≤ p < ∞ are fixed in this section which is devoted to the proof of the lower estimate
(3.7) and the upper estimates (3.4) and (3.8) which are stated in Theorems 3.1.1 and
3.1.2.
We denote by µz0 the Taylor polynomial of f and of degree m at the point z0 =
(x0, y0) ∈ Ω
µz0(x, y) :=
∑
k+l≤m
∂k+lf(z0)
∂xk ∂yl
(x− x0)k
k!
(y − y0)l
l!
.
Note that piz is the homogeneous component of degree m in µz. Therefore d
mpiz = d
mµz =
dmf(z) for any z ∈ Ω, and for any triangle T
piz − Im−1T piz = µz − Im−1T µz. (3.46)
3.3.1 Proof of the lower estimate (3.7)
The following lemma allows to bound by below the interpolation error of f on a triangle
T .
Lemma 3.3.1. Let 1
τ
:= m−1
2
+ 1
p
. For any triangle T ⊂ Ω and z ∈ T we have
|f − Im−1T f |W 1,p(T ) ≥ |T |
1
τ
(
Lm,p(piz)− ω(diamT )ρ(T )m−12 S(T )
)
,
where the function ω is positive, depends only on f and m, and satisfies ω(δ) → 0 as
δ → 0.
Proof: Let h := f − µz. Using Equation (3.46) we obtain
|f − Im−1T f |W 1,p(T ) ≥ |piz − Im−1T piz|W 1,p(T ) − |h− Im−1T h|W 1,p(T )
≥ |T | 1τLm,p(piz)− |h− Im−1T h|W 1,p(T ).
and we have seen in Theorem 3.2.6 that
|h− Im−1T h|W 1,p(T ) ≤ C0|T |
1
τ S(T )ρ(T )
m−1
2 ‖dmh‖L∞(T ).
for some constant C0 > 0 depending only on m. We then remark that
‖dmh‖L∞(T ) = ‖dmf − dmpiz‖L∞(T ) = ‖dmf − dmf(z)‖L∞(T ).
Therefore, defining
ω(δ) := C0 sup
z,z′∈Ω ; |z−z′|≤δ
‖dmf(z)− dmf(z′)‖,
we conclude the proof of this lemma. 
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We now consider an admissible sequence of triangulations (TN)N≥N0 . For all N ≥ N0,
T ∈ TN and z ∈ T , we define φN(z) := |T | and
ψN(z) :=
(
Lm,p(piz)− ω(diam(T ))ρ(T )m−12 S(T )
)
+
,
where λ+ := max{λ, 0}. Holder’s inequality gives, with 1τ := m−12 + 1p ,∫
Ω
ψτN ≤
(∫
Ω
φ
(m−1)p
2
N ψ
p
N
) τ
p
(∫
Ω
φ−1N
) (m−1)τ
2
. (3.47)
Note that
∫
Ω
φ−1N = #TN ≤ N . Furthermore if T ∈ TN and z ∈ T then according to
Lemma 3.3.1
φN(z)
(m−1)p
2 ψN(z)
p = |T | pτ−1ψN(z)p ≤ 1|T | |f − I
m−1
T f |pW 1,p(T ),
hence ∫
Ω
φ
(m−1)p
2
N ψ
p
N ≤
∑
T∈TN
1
|T |
∫
T
|f − Im−1T f |pW 1,p(T ) = |f − Im−1T f |pW 1,p(Ω)
Inequality (3.47) therefore leads to
‖ψN‖Lτ (Ω) ≤ |f − Im−1TN f |W 1,p(Ω)N
m−1
2 . (3.48)
Since the sequence (TN)N≥N0 is admissible, there exists a constant CA > 0 such that for
all N and all T ∈ TN we have diam(T ) ≤ CAN− 12 . We introduce a subset of T ′N ⊂ TN
which gathers the most degenerate triangles
T ′N = {T ∈ TN ; ρ(T ) ≥ ω(CAN−
1
2 )
−1
m+1},
where ω is the function from Lemma 3.3.1. We denote by Ω′N the portion of Ω covered by
T ′N . For all z ∈ Ω \ Ω′N , recalling from (3.27) that ρ ≥ S, we obtain
ψN(z) ≥ Lm,p(piz)−
√
ω(CAN
− 1
2 ).
Hence
‖ψN‖τLτ (Ω) ≥
∥∥∥∥(Lm,p(piz)−√ω(CAN− 12 ))
+
∥∥∥∥τ
Lτ (Ω\Ω′N )
≥
∥∥∥∥(Lm,p(piz)−√ω(CAN− 12 ))
+
∥∥∥∥τ
Lτ (Ω)
− Cτ |Ω′N |,
where C := maxz∈Ω Lm,p(piz). We next observe that |Ω′N | → 0 as N → +∞ : indeed for
all T ∈ T ′N we have
|T | = diam(T )2ρ(T )−1 ≤ C2AN−1ω(CAN−
1
2 )
1
m+1 .
Since #T ′N ≤ N , we obtain |Ω′N | ≤ C2Aω(CAN−
1
2 )
1
m+1 , which tends to 0 as N → ∞. We
thus obtain
lim inf
N→∞
‖ψN‖Lτ (Ω) ≥ lim
N→∞
∥∥∥∥(Lm,p(piz)−√ω(CAN− 12 ))
+
∥∥∥∥
Lτ (Ω)
= ‖Lm,p(piz)‖Lτ (Ω).
Combining this result with (3.48) we conclude the proof of the announced estimate (3.7).
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3.3.2 Proof of the upper estimates (3.4) and (3.8)
The proof of these upper estimates is based on an explicit construction of the trian-
gulations TN , which is adapted from the construction in [4]. Roughly speaking, the idea
of this construction is to produce a first mesh R of the domain Ω, composed of elements
sufficiently small so that f can be regarded as a polynomial piR on each triangle R ∈ R.
Each element R ∈ R is then tiled with small triangles optimally adapted to piR, and some
technical manipulations are done in order to preserve the conformity at the interfaces of
the elements of R. The main difference with the construction first proposed in [4], and
used later in Chapter 2, is that the measure of sliverness S of the generated triangles
should be kept under control.
Let T be a triangle with vertices (z0, z1, z2). We define the symmetrized triangle T˜ of
vertices (z1, z2, z1 + z2− z0) so that T ∪ T˜ is a parallelogram. We define a tiling PT of the
plane R2 as follows
PT := {α(z1 − z0) + β(z2 − z0) + T ′ ; α, β ∈ ZZ,T′ ∈ {T, T˜}}. (3.49)
A homogeneous polynomial pi ∈ IHm is either even or odd (depending on the parity
of m). Combining this observation with the translation invariance (3.2) we obtain that
|pi − Im−1T ′ pi|W 1,p(T ′) is constant among all triangles T ′ ∈ PT . We also define
PT,n := 1
n
PT (3.50)
the tiling obtained by rescaling PT by a factor 1n . We use this rescaled tiling in order
to subdivide an arbitrary triangle R, up to a few additional triangles located near the
boundary of R, as expressed by the following lemma.
Lemma 3.3.2. Let R and T be two triangles. There exists a family (PT,n(R))n≥0, of
conforming triangulations of R such that the following holds
1. Nearly all the elements of PT,n(R) belong to PT,n, which is defined by (3.50), in the
sense that
lim
n→∞
#(P1T,n(R))
n2
=
|R|
|T | and limn→∞
#(P2T,n(R))
n2
= 0. (3.51)
where
P1T,n(R) := PT,n(R) ∩ PT,n and P2T,n(R) := PT,n(R) \ PT,n (3.52)
2. The vertices of PT,n(R) on the boundary of R are exactly those of the form kna +
(1− k
n
)b, where 0 ≤ k ≤ n and a, b are vertices of R.
3. There exists constants C1 = C1(R, T ) and C2 = C2(R, T ) such that
sup
n≥0
(
n max
T ′∈PT,n(R)
diam(T ′)
)
≤ C1 and sup
n≥0
max
T ′∈PT,n(R)
S(T ′) ≤ C2. (3.53)
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Proof: See appendix. 
For any M > 0, we define the compact set of triangles
TM := {T ; |T | = 1, diam(T ) ≤M and bary(T ) = 0}.
Note that for all T ∈ TM ,
ρ(T ) ≤M2.
We also define the function
LM(pi) := min
T∈TM
|pi − Im−1T pi|W 1,p(T ). (3.54)
Since TM is compact for the Hausdorff distance between sets and since T 7→ |pi −
Im−1T pi|W 1,p(T ) is continuous with respect to this distance on the set of all triangles, we
find that this minimum is indeed attained and that LM is continuous. We also observe
that M 7→ LM(pi) is a decreasing function of M and that
lim
M→∞
LM(pi) = inf|T |=1,bary(T )=0
|pi − Im−1T pi|W 1,p(T ) = inf|T |=1 |pi − I
m−1
T pi|W 1,p(T ) = Lm,p(pi),
where we have used the invariance under translation of the interpolation error (3.2) for
the second equality.
The constant M > 0 is now fixed until the last step of this proof. Let pi ∈ IHm and
let T ⊂ Ω be homothetic to a triangle achieving the minimum in the definition of LM(pi).
Then,
|f − Im−1T f |W 1,p(T ) ≤ |pi − Im−1T pi|W 1,p(T ) + |(f − pi)− Im−1T (f − pi)|W 1,p(T )
≤ |T | 1τLM(pi) + C|T | 1τ ρ(T )m−12 S(T )‖dmf − dmpi‖L∞(T )
≤ |T | 1τ (LM(pi) + CMm+1‖dmf − dmpi‖L∞(T )),
(3.55)
where we have used inequality (3.29) in the second line, and in third line the fact that
ρ(T )
m−1
2 S(T ) ≤ ρ(T )m+12 ≤Mm+1,
since S ≤ ρ and T is homothetic to an element of TM .
Let δ > 0 which value will be specified later. Since dmf is continuous, we can choose
a sufficiently fine mesh R = R(M, δ) of Ω in such way that,
CMm+1‖dmf(x)− dmf(y)‖L∞(T ) ≤ δ, for all R ∈ R and x, y ∈ R. (3.56)
For any triangle R ∈ R we define
zR := argmin
z∈R
LM(piz) and piR := pizR . (3.57)
We also define
TR := (LM(piR) + δ)
− τ
2T∗, (3.58)
132 Chapter 3. Sharp asymptotics of the W 1,p interpolation error
where T∗ ∈ TM achieves the minimum in the definition of LM(piR). We denote by Pn(R) =
PTR,n(R) the triangulation of Lemma 3.3.2 built from the two triangles R and TR, and
similarly P1n(R) = P1TR,n(R) and P2n(R) = P2TR,n(R). We define for all n the global mesh
of Ω
T M,δn =
⋃
R∈R
Pn(R),
which coincides with Pn(R) on each R ∈ R. Since all the meshes Pn(R) are conforming,
and since Pn(R) has by construction n + 1 equispaced vertices on each edge of R, the
mesh T M,δn is also conforming. According to Equations (3.51) and (3.57), we have
lim
n→∞
#
(T M,δn )
n2
=
∑
R∈R
(
lim
n→∞
#(Pn(R))
n2
)
=
∑
R∈R
|R|(LM(piR) + δ)τ
≤
∫
Ω
(LM(piz) + δ)
τdz.
(3.59)
For T ∈ P1n(R), we combine (3.55), (3.56) and (3.58) to obtain
|f − Im−1T f |W 1,p(T ) ≤ n−
2
τ for all T ∈ P1n(R). (3.60)
For T ∈ P2n(R), we invoke the isotropic estimate (3.29) to obtain
|f − Im−1T f |W 1,p(T ) ≤ C|T |
1
pS(T ) diam(T )m−1‖dmf‖L∞(Ω)
≤ CS(T ) diam(T ) 2τ ‖dmf‖L∞(Ω)
(3.61)
where C is the constant from (3.29). Using the third item in Lemma 3.3.2, we find that
that there exists constants C1 = C1(M, δ) and C2 = C2(M, δ) such that
sup
n≥0
(
n max
T∈TM,δn
diam(T )
)
≤ C1 and sup
n≥0
(
max
T∈TM,δn
S(T )
)
≤ C2, (3.62)
so that, combining with (3.61), we have for all T ∈ P2n(R)
|f − Im−1T f |pW 1,p(T ) ≤ C0n−
2
τ , (3.63)
with C0 = C0(M, δ). Combining (3.60) and (3.63), and using the first item in Lemma
3.3.2, we obtain
|f − Im−1TM,δn f |
p
W 1,p(Ω) =
∑
T∈TM,δn
|f − Im−1T f |pW 1,p(T )
≤
∑
R∈R
(
#(P1n(R))n−
2p
τ + #(P2n(R))Cp1n−
2p
τ
)
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therefore
lim sup
n→∞
n
2p
τ
−2|f − Im−1TM,δn f |
p
W 1,p(Ω) ≤
∑
R∈R
lim
n→∞
#(P1n(R)) + #(P2n(R))Cp1
n2
=
∑
R∈R
|R|(LM(piR) + δ)τ
≤
∫
Ω
(LM(piz) + δ)
τdz.
Combining this with (3.59) we obtain
lim sup
n→∞
#(T M,δn )
m−1
2
∣∣∣f − Im−1TM,δn f ∣∣∣W 1,p(Ω) ≤ ‖LM(piz) + δ‖Lτ (Ω) . (3.64)
Let ε > 0. Since
lim
M→∞
lim
δ→0
‖LM(piz) + δ‖Lτ (Ω) = lim
M→∞
‖LM(piz)‖Lτ (Ω) = ‖Lm,p(piz)‖Lτ (Ω)
we can choose adequately M and δ in such way that ‖LM(piz)+δ‖Lτ (Ω) ≤ ‖Lm,p(piz)‖Lτ (Ω)+
ε.
Let n = n(N,M, δ) be the largest integer such that #(T M,δn ) ≤ N , we define
T εN := T M,δn .
so that N−1#(T εN)→ 1 as N →∞. If follows from (3.59) and (3.62) that the sequence of
triangulations (T εN) is admissible, and inequality (3.64) gives
lim sup
N→∞
N
m−1
2 |f − Im−1T εN f |W 1,p(Ω) ≤ ‖Lm,p(piz)‖Lτ (Ω) + ε.
which is the upper estimate (3.8) announced. Last we choose for all N large enough
ε(N) > 0 such that
N
m−1
2 |f − Im−1T ε(N)N f |W 1,p(Ω) ≤ ‖Lm,p(piz)‖Lτ (Ω) + 2ε(N).
and such that ε(N) → 0 as N → ∞. The sequence of triangulations TN := T ε(N)N fulfills
the estimate (3.4) which concludes the proof.
3.4 Optimal metrics for linear and quadratic elements
The proof of the upper estimate (3.8) exposed in the previous section involves the
construction of meshes T εN by tiling each element R of the “coarse” triangulation R using
the finer mesh Pn(R). In practice, such a construction may require a very large number of
triangles in order to match the optimal error estimate. More commonly used strategies for
mesh generation are based on the prescription of a non-euclidean metric depending on f
for which each triangle should be isotropic. In this section, we explain how to design such
metric in order to derive near-optimal error estimates and we give analytic expressions in
the particular case of IP1 and IP2 finite elements.
134 Chapter 3. Sharp asymptotics of the W 1,p interpolation error
3.4.1 Optimal metrics
As a first step, we express the requirements (i), (ii) and (iv) of mesh adaptation in terms
of metrics. We therefore use the following notations : we consider a polygonal domain Ω,
an integer m ≥ 2, an exponent 1 ≤ p <∞, and a function f ∈ Cm(Ω) to be approximated
in the W 1,p semi-norm by IPm−1 finite element interpolation on a triangulation of Ω. We
also consider two real numbers ε > 0 and δ > 0.
We define for all pi ∈ IHm
A′pi := {M ∈ S+2 ; |∇pi(z)|2 ≤ (zTMz)m−1 for all z ∈ R2} = {ATA ; A ∈ Api}, (3.65)
and we consider a continuous field M : Ω → S+2 of symmetric positive definite matrices
satisfying M(z) ∈ A′piz for all z ∈ Ω and
C−12 (Lm(piz) + ε) ≤ (detM(z))
m−1
4 ≤ C2(Lm(piz) + ε), (3.66)
where C2 is an absolute constant. The existence of such a field is established in full
generality in Chapter 6. We explain in the sequel of this section a practical construction
in the case of piecewise linear and bilinear elements. We then define a field of symmetric
positive definite matrices h on Ω by
h(z) := δ−τ (detM(z))−τ2pM(z) (3.67)
where 1
τ
:= m−1
2
+ 1
p
. Such a field h is called a Riemannian metric. Under some assumptions
on the metric h and on the domain Ω, which are discussed in [15, 66] and Chapter 5 for
the infinite domain Rd, it is possible to produce a triangulation T of Ω satisfying for all
T ∈ T and z ∈ T
C−11 ≤ |T |
√
deth(z) ≤ C1 and ρ
(√
h(z)(T )
)
≤ C1 (3.68)
where the constant C1 ≥ 1 reflects the quality of the adaptation of the mesh to the metric
h. (In the second inequality the square root is meant in the sense of symmetric positive
matrices). Examples of such mesh generators are [19, 93, 94]. We shall not discuss in this
chapter the conditions under which such a mesh can be generated. Let us only mention
that, if one ignores a few outliers at the corners of Ω, these conditions hold if δ is small
enough.
Note that (deth(z))
1
2τ = δ−1(detM(z))m−14 , therefore if (3.68) holds we find that for
all T ∈ T and z ∈ T ,
(C1C2)
−1δ ≤ |T | 1τ (Lm(piz) + ε) ≤ C1C2δ,
hence condition (i) of equilibrated errors, as stated in (3.31), holds provided CT ≥ C1C2.
Furthermore for all z ∈ Ω let us define Az :=
√M(z) and note that Az ∈ Apiz and
detAz =
√
detM(z). Using (3.66) and (3.68) we find that condition (ii) of optimal
shapes, as stated in (3.32), holds provided CT ≥ C2. Condition (iv) holds when the mesh
T is sufficiently refined, which is the case if δ is small enough.
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In summary, given a map M : Ω → S+2 satisfying M(z) ∈ A′piz , (3.66) and such that
M(z) is positive definite, state of the art mesh generators allow us to build triangulations
T that match the conditions (i), (ii) and (iv). In order to prove the near-optimal estimate
#(T )m−12 |f − Im−1T |W 1,p(Ω) ≤ C‖Lm(piz) + ε‖Lτ (Ω),
it is also necessary that the generated meshes satisfy condition (iii) of bounded measure
of sliverness, as stated in (3.33). Unfortunately, the author has not heard of theoretical
results that would guarantee this condition when a mesh is built by such algorithms, apart
from Theorems 5.1.14 and 6.1.2 which only apply to the infinite domain R2 or the periodic
domain (R/ZZ)2 respectively. We discuss in §3.4.2 the observed behaviour of S(T ) when
using the mesh generation software [93].
For m ∈ {2, 3}, which correspond to IP1 and IP2 elements, we give in the sequel a
simple expression of a continuous map Mm : IHm → S⊕2 satisfying Mm(pi) ∈ A′pi for all
pi ∈ IHm and
K−1Lm(pi) ≤ (detMm(pi))m−14 ≤ KLm(pi) (3.69)
for some absolute constant K ≥ 1. It is not hard to build from Mm(piz) a matrix M(z)
satisfying (3.66). For practical uses one usually takes
M(z) :=Mm(piz) + µ Id .
where the constant µ ≥ 0 is here to avoid degeneracy problems.
Let us mention that there exists radically different approaches to anisotropic mesh
generation, which are not based on Riemannian metrics. For example the hierarchical
refinement procedure exposed in Chapter 7, which is proved in Chapter 8 to yield the
best possible estimate (3.1) in the case of piecewise linear interpolation of bidimensional
convex functions with the error measured in Lp norm. This approach does not seem to
adapt well to theW 1,p norm : the main problem arises again from condition (iii) of bounded
measure of sliverness, and from the lack of conformity of the triangulations generated by
this procedure.
3.4.2 The case of linear and quadratic elements
We now give analytic expression of matrix fieldsM2 andM3 satisfying (3.69), which
correspond to linear and quadratic elements. In the simplest and already well established
case of IP1 elements, a more detailed analysis can be found in [85]. In contrast, the results
for quadratic elements are new.
For any homogeneous quadratic polynomial pi ∈ IH2, pi = ax2 + 2bxy + cy2, we define
the symmetric matrix
[pi] =
(
a b
b c
)
.
We define
M2(pi) := 4[pi]2 = 4
(
a b
b c
)2
= 4
(
a2 + b2 ab+ bc
ab+ bc b2 + c2
)
(3.70)
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For all z ∈ R2 one has ∇pi(z) = 2[pi]z, and therefore |∇pi(z)|2 = zTM2(pi)z. It follows
that M2(pi) ∈ A′pi and
detM2(pi) = inf{detM ; M ∈ A′pi}
which implies (3.69) according to Lemma 3.2.5.
For any pi ∈ IH3 we define
M3(pi) :=
√
[∂xpi]2 + [∂ypi]2 (3.71)
If pi = ax3 + 3bx2y + 3cxy2 + dy3 then in terms of the coefficients of pi
M3(pi) = 3
√(
a b
b c
)2
+
(
b c
c d
)2
= 3
√(
a2 + 2b2 + c2 ab+ 2bc+ cd
ab+ 2bc+ cd b2 + 2c2 + d2
)
In the sense of symmetric matrices, we have
M3(pi) =
√
[∂xpi]2 + [∂ypi]2 ≥
√
[∂xpi]2 = |[∂xpi]|,
where we used the fact that the square root
√
:S⊕2 → S⊕2 is increasing. It follows that
|∇pi(z)|2 = |∂xpi(z)|2 + |∂ypi(z)|2 ≤ 2(zTM3(pi)z)2,
hence
√
2M(pi) ∈ A′(pi). Note that
detM3(pi) = 9
√
(a2 + 2b2 + c2)(b2 + 2c2 + d2)− (ab+ 2bc+ cd)2. (3.72)
It remains to establish (3.69). This point is postponed to §3.5, right after (3.85), as we
develop a general method for obtaning simple equivalents of the functions Lm. Let us
finally mention the work [65] in which approximate solutions to the optimization problem
inf{detM ; M ∈ A′pi} are obtained through numerical optimization. This approach works
for general m but is harder to use than the algebraic expressions of M2(pi) and M3(pi)
given here.
3.4.3 Limiting the anisotropy in mesh adaptation
The measure of non degeneracy of a triangle and of its image by a linear transform
can be linked by the following result.
Proposition 3.4.1. There exists an absolute constant c > 0 such that for any triangle T
and any A ∈ GL2,
c
ρ(A(T ))
≤ ρ(T )‖A‖‖A−1‖ ≤ ρ(A(T )). (3.73)
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Proof: We use in this proof the identity | detB| = ‖B‖‖B−1‖−1 which holds for all
B ∈ GL2. Let T ′ be a triangle and let A′ ∈ GL2, then
ρ(A′(T ′)) =
diam(A′(T ′))2
|A′(T ′)| ≤
‖A′‖2
| detA′|
diam(T ′)2
|T ′| = ‖A
′‖‖A′−1‖ρ(T ′).
with the particular choice A′ = A−1 and T ′ = A(T ) we obtain the right side of (3.73).
Let Teq be an equilateral triangle of area 1, and let µ be the diameter of the largest ball
included in Teq. Up to a translation on Teq we can assume that there exists B ∈ GL2 such
that T = B(Teq). We then have
diam(T ) diam(A(T )) = diam(B(Teq)) diam(AB(Teq))
≥ µ2‖B‖‖AB‖
≥ µ2‖B‖‖A‖‖B−1‖−1
= µ2‖A‖| detB|.
Hence, since |T | = |B(Teq)| = | detB|,
ρ(T )ρ(A(T )) =
diam(T )2 diam(A(T ))2
|T ||A(T )| ≥
(µ2‖A‖| detB|)2
| detB|2| detA| = µ
4‖A‖‖A−1‖
which establishes the left part of (3.73) with c = µ4 = 2
4
33
. 
A consequence of the above lemma is that if T is a mesh adapted to a metric h in the
sense of (3.68), then for all T ∈ T and z ∈ T we have
cC−11
√
‖h(z)‖‖h(z)−1‖ ≤ ρ(T ) ≤ C1
√
‖h(z)‖‖h−1(z)‖.
The measure of non-degeneracy ρ(T ) is thus large when h(z) is ill conditioned. Although
this property is desirable in order to adapt to highly anisotropic features of the function f
to be approximated, excessive degeneracy can cause mesh generation problems, which are
discussed in §3.4.2. In the following, we explain how to slightly modify the construction
of M2 and M3 in order to control the value of ρ(T ).
According to (3.67) we have ‖h(z)‖‖h−1(z)‖ = ‖M(z)‖‖M(z)−1‖, and thus
ρ(T ) ≤ C1
√
‖M(z)‖‖M(z)−1‖.
This leads us to define for all α ≥ 1,
A′pi,α := {M ∈ A′pi ; ‖M‖‖M−1‖ ≤ α2}.
Let M ∈ S+2 , let R be a rotation and let λ ≥ µ ≥ 0 be the eigenvalues of M in such
way that M = RT diag(λ, µ)R. We define for any α ≥ 1
M (α) := RT
(
λ 0
0 max(λα−2, µ)
)
R. (3.74)
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Clearly M (α) ≥ M , and if M 6= 0 then ‖M (α)‖‖ (M (α))−1 ‖ ≤ α2. Hence for all M ∈ A′pi
we have M (α) ∈ A′pi,α.
In the case of piecewise linear elements we therefore have M(α)2 (pi) ∈ A′pi,α for all
pi ∈ IH2, and one easily shows that detM(α)2 (pi) = inf{detM ; M ∈ A′pi,α}. This suggests
that constructing M(z) from M(α)2 (piz) instead of M2(piz) leads to a near-optimal mesh
adaptation to the function f , under the constraint ρ(T ) ≤ C1α for all triangles T in
the triangulation. The following proposition implies the same in the case of piecewise
quadratic finite elements.
Proposition 3.4.2. Let pi ∈ IH3 and α ≥ 1. Then
√
2M(α)3 (pi) ∈ A′pi,α and
detM(α)3 (pi) ≤ K inf{detM ; M ∈ A′pi,α} (3.75)
where the constant K is independent of pi and α.
Proof: We already know that
√
2M(α)3 (pi) ∈ A′pi,α. IfM(α)3 (pi) =M3(pi) then (3.75) holds
as a consequence of (3.69) and Lemma 3.2.5. We therefore assume in the following that
M(α)3 (pi) 6=M3(pi). Let
λ∗(pi) := ‖∇pi‖L∞(D) = sup
|z|≤1
|∇pi(z)|,
where D = {z ∈ R2 ; |z| ≤ 1} is the unit disc of R2. The largest ball inscribed in
{z ∈ R2 ; |∇pi(z)| ≤ 1} is λ∗(pi)− 12D. Let M ∈ A′pi,α and let λ1 ≥ λ2 > 0 be its
eigenvalues. The ellipse {z ∈ R2 ; zTMz ≤ 1} contains the ball λ−
1
2
1 D, hence λ1 ≥ λ∗(pi).
Furthermore λ2 ≥ α−2λ1, hence
detM = λ1λ2 ≥ α−2λ21 ≥ α−2λ∗(pi)2. (3.76)
Let λ(pi) be the largest eigenvalue ofM3(pi), and assume that pi = ax2+3bx2y+3cxy2+dy3.
We obtain from (3.71) that
λ(pi) ≤
√
TrM3(pi)2 =
√
a2 + 3b2 + 3c2 + d2.
Since the norms ‖∇pi‖L∞(D) and
√
a2 + 3b2 + 3c2 + d2 are equivalent on the vector space
IH3, there exists a constant C0 > 0 independent of pi ∈ IH3 such that λ(pi) ≤ C0λ∗(pi).
Since M(α)3 (pi) 6=M3(pi), the eigeinvalues of M(α)3 (pi) are λ(pi) and α−2λ(pi). Hence
detM(α)3 (pi) = α−2λ(pi)2 ≤ C20α−2λ∗(pi)2.
Combining this with (3.76) we conclude the proof, with K = C20 . 
Let us finally mention that, although they are derived from the coefficients of pi, the
maps pi 7→ Mm(pi) and pi 7→ M(α)m (pi) for m ∈ {2, 3} are invariant under rotation, and
therefore not tied to the chosen system of coordinate (x, y), as expressed by the following
result.
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Proposition 3.4.3. For any m ∈ {2, 3}, any pi ∈ IHm and any unitary matrix U ∈ O2,
one has
Mm(pi ◦ U) = UTMm(pi)U.
Furthermore, for any α ≥ 1 one has M(α)m (pi ◦ U) = UTM(α)m (pi)U .
Proof: We only prove the invariance under unitary transformation of M3, since the
proof for M2 is elementary, as well at the result for M(α)m . Let pi ∈ IH3, let Dx = [∂xpi]
and Dy = [∂ypi]. Let U =
(
u11 u12
u21 u22
)
be unitary, then
[∂x(pi ◦ U)] = u11UTDxU + u12UTDyU and [∂y(pi ◦ U)] = u21UTDxU + u22UTDyU
Hence
[∂x(pi ◦ U)]2 + [∂y(pi ◦ U)]2 = (u211 + u221)UTD2xU
+(u11u12 + u21u22)U
T(DxDy +DyDx)U
+(u212 + u
2
22)U
TD2yU
which equals UTD2xU + U
TD2yU since U is unitary. Eventually
M3(pi ◦ U) =
√
UTD2xU + U
TD2yU = U
T
√
D2x +D
2
y U = U
TM3(pi)U
which concludes the proof. 
3.4.4 Numerical results
The envisionned applications for the theory developped in this chapter are mainly in
the field of partial differential equations that exhibit “shocks”, and strongly anisotropic
features, in particular conservation laws and fluid dynamics. We therefore test the qua-
lity of our meshes on a synthetic function that mimics the typical behavior of functions
encountered in these contexts. For all δ > 0, our test function fδ : [−1, 1]2 → R is defined
as follows
fδ(x, y) := tanh
(
2x− sin(5y)
δ
)
+ x3 + xy2.
In all numerical results, we choose δ := 0.1. This function fδ, although smooth, exhibits
a “smoothed jump” of height 2 along to the curve defined by the equation 2x = sin(5y),
on a layer of width δ. On the rest of the domain, fδ is dominated by the polynomial part
x3 + xy2. The level lines and a 3D plot of fδ are presented on the two rightmost pictures
of Figure 3.2.
Our purpose is to produce four triangulations TH1,IP1 , TH1,IP2 , TL2,IP1 and TL2,IP2 contai-
ning 2000 triangles each and which, for this cardinality, produce respectilvely the smallest
possible interpolation errors ‖∇f−∇ I1T f‖2, ‖∇f−∇ I2T f‖2, ‖f−I1T f‖2 and ‖f−I2T f‖2.
It is clearly out of reach to find the triangulations leading exactly to the smallest error.
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Figure 3.2 – Description of the function fδ, δ = 0.1.
Following the analysis developed in the beginning of this section we have generated TH1,IP1
and TH1,IP2 based on the metrics
hH1,IP1(z) = λ1(detM(100)2 (piz))−
1
4M(100)2 (piz) where piz := d
2fδ(z)
2
,
hH1,IP2(z) = λ2(detM3(piz))−
1
6M3(piz) where piz := d3fδ(z)6 ,
(3.77)
where the positive constants λ1, λ2 are adjusted in such way that the meshes generated
have 2000 elements. Mesh generation was performed by the open source program Free-
FEM++ [93] and results are illustrated on Figure 3.3. Note that we have used M(100)2
(defined as in (3.74)) instead ofM2 which would lead to a different triangulation T ∗H1,IP1 ,
also displayed on Figure 3.3, and associated to the metric
h∗H1,IP1(z) := λ
∗
1(detM2(piz))−
1
4M2(piz) where piz := d
2fδ(z)
2
,
with again λ∗1 adjusted to obtain 2000 elements. The use of M(100)2 in place of M2 is
justified by mesh generation issues which are discussed in the next subsection.
Similarly, and following the study developed in Chapter 2, we have generated TL2,IP1
and TL2,IP2 from the metrics
hL2,IP1(z) = µ1(detN2(piz))−
1
6N2(piz) where piz := d2fδ(z)2 ,
hL2,IP2(z) = µ2(detN3(piz))−
1
8N3(piz) where piz := d3fδ(z)6 ,
where again µ1, µ2 are positive constants adjusted in order to generate a mesh with 2000
elements. Here N2(pi) :=
√M2(pi) and
N3(pi) := argmin{detM ; M ∈ S+2 and |pi(z)| ≤ (zTMz)
3
2 for all z ∈ R2}.
We have obtained the following results, which confirm that the use of the metric adapted to
a given norm and interpolation degree produces the triangulation that yields the smallest
interpolation error in this case (at least among these four triangulations).
#T = 2000 TH1,IP1 TH1,IP2 TL2,IP1 TL2,IP2
|fδ − I1T fδ|H10 1.35 1.47 1.43 1.63
10|fδ − I2T fδ|H10 1.66 1.17 1.89 1.47
102‖fδ − I1T fδ‖L2 1.54 2.73 0.759 1.18
104‖fδ − I2T fδ‖L2 6.64 6.61 4.73 3.17
(3.78)
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Figure 3.3 – The meshes T ∗H1,IP1 , TH1,IP1 and TH1,IP2 adapted to fδ (500 triangles only).
3.4.5 Quality of a triangulation generated from a metric
Given a metric h : Ω → S+2 , there does not always exists a triangulation T adapted
to h, i.e. satisfying (3.68) for some constant C1 ≥ 1 not too large. Such a triangulation
exists only if h satisfies some constraints which are analyzed in [66], see also Chapter 5.
Instead of analysing the metric h prior to the process of mesh generation, we choose here
the simpler option of evaluating a posteriori the quality of a triangulation T .
Since we are interested in the H1 = W 1,2 semi norm we define following (3.33)
S(T ) :=
(
1
#T
∑
T∈T
S(T )2
) 1
2
.
For all T ∈ T we define hT := h(bary(T )) ∈ S+2 . We also define the sets
E :=
{
ln
(
|T |
√
dethT
)
; T ∈ T
}
and F :=
{
ρ
(√
hT (T )
)
; T ∈ T
}
.
According to (3.68), the quality of T is reflected by the quantities
exp(maxE −minE) and maxF.
However these quantities give a rather pessimistic account of the adaptation of T to h,
and heuristically we find it more fruitful to consider averages. We therefore define
ρ(T , h) := 1
#(T )
∑
T∈T
ρ
(√
hT (T )
)
.
and
σ(T , h) := exp
(
1
#(E)
∑
e∈E
∣∣∣∣∣e− 1#(E) ∑
e∈E
e
∣∣∣∣∣
)
.
The following table shows that the quantities S(T ), ρ(T , h) and σ(T , h) are abnormally
large for the triangulation T ∗H1,IP1 generated from the metric h∗H1,IP1 but reasonable for the
triangulations TH1,IP1 and TH1,IP2 generated from the metrics (3.77).
#T = 2000 T ∗H1,IP1 TH1,IP1 TH1,IP2
S(T ) 14.2 3.14 4.04
ρ(T , h) 10.6 6.02 4.18
σ(T , h) 2.39 2.25 1.70
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In practice T ∗H1,IP1 led to a poor interpolation error, contrary to TH1,IP1 . We believe
that the poor quality of T ∗H1,IP1 is due to the excessively wild behavior of the metric h∗H1,IP1
and not to a deficiency of the excellent mesh generator BAMG [93].
3.5 Polynomial equivalents of the shape function
The optimal error estimates established in Theorem 3.1.1 involve the quantity Lm,p(
dmf
m!
).
The function pi 7→ Lm,p(pi) is obtained by solving an optimization problem, and it does
not have an explicit analytic expression in terms of the coefficients of pi ∈ IHm. In this
section, we introduce quantities which are equivalent to Lm(pi), and therefore to Lm,p(pi)
for all 1 ≤ p ≤ ∞, and which can be written in analytic form in terms of the coefficients
of pi ∈ IHm.
Given a pair of non negative functions Q and R on IHm we write Q ∼ R if and only
if there exists a constant C > 0 such that C−1Q ≤ R ≤ CQ uniformly on IHm. We
sometimes slightly abuse notations and write Q(pi) ∼ R(pi). We say that a function Q is
a polynomial on IHm if there exists a polynomial P of m + 1 real variables such that for
all a0, · · · , am ∈ R,
Q
(
m∑
i=0
aix
iym−i
)
= P (a0, · · · , am).
We define degQ := degP , and we say that Q is homogeneous if P is homogeneous. For
all m ≥ 2, we shall build an homogeneous polynomial Q on IHm such that
Lm ∼ r
√
|Q| with r := degQ, (3.79)
where the constants in the equivalence only depend on m.
We first introduce for all pi ∈ IHm the set
Bpi := {B ∈ M2(R) ; |pi(z)| ≤ |Bz|m for all z ∈ R2},
and the function
KEm(pi) := inf{| detB|
m
2 ; B ∈ Bpi}.
According to Lemma 3.2.5 we have for any m ≥ 2
Lm(pi) ∼
√
KE2m−2(|∇pi|2) (3.80)
where |∇pi|2 = (∂xpi)2 + (∂ypi)2 ∈ IH2m−2. The function KEm is extensively studied in
Chapter 2. In particular we know that
KE2 (pi) ∼
√
| det[pi]|, (3.81)
and
KE3 (pi) ∼ 4
√
| disc(pi)| (3.82)
where disc(pi) denotes the discriminant of a polynomial pi ∈ IH3, namely
disc(ax3 + bx2y + cxy2 + dy3) = b2c2 − 4ac3 − 4b3d+ 18abcd− 27a2d2.
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More generally, it is proved in Chapter 2 that for all m ≥ 2, the function KEm has an
equivalent of the form r
√|Q|, where Q is an homogeneous polynomial of degree r on IHm.
Combining this result with (3.80) we obtain the main result of this section.
Proposition 3.5.1. Let m ≥ 2 and let Q be an homogeneous polynomial on IH2m−2 such
that KE2m−2 ∼ r
√|Q|, where r = degQ. Let Q∗ be the polynomial on IHm defined by
Q∗(pi) := Q(|∇pi|2).
Then Lm ∼ 2r
√
Q∗ on IHm.
Let pi ∈ IH2 and let us observe that |∇pi(z)|2 = |2[pi]z|2 = 4zT[pi]2z. Using (3.81) we
therefore obtain
L2(pi) ∼
√
KE2 (|∇pi|2) ∼
√√
det(4[pi]2) = 2
√
| det[pi]|. (3.83)
The construction suggested by Theorem 3.5.1 uses an equivalent of KE2m−2 to produce
an equivalent to Lm. Unfortunately, as m increases, the practical construction of Q such
that r
√|Q| is equivalent to KEm becomes more involved and the degree r quickly raises. In
the following theorem, we build an equivalent to Lm from an equivalent of K
E
m−1 instead
of KE2m−2, which is therefore simpler.
Theorem 3.5.2. Let m ≥ 3 and let Q be an homogeneous polynomial on IHm−1 such that
KEm−1 ∼ r
√|Q|, where r = degQ. Let (Qk)0≤k≤r be the homogeneous polynomials of degree
r on IHm−1 × IHm−1 such that for all u, v ∈ R and all pi1, pi2 ∈ IHm we have
Q(upi1 + vpi2) =
∑
0≤k≤r
(
r
k
)
ukvr−kQk(pi1, pi2), (3.84)
where
(
r
k
)
:= r!
k!(r−k)! . Let Q∗ be the polynomial defined for all pi ∈ IHm by
Q∗(pi) :=
∑
0≤k≤r
(
r
k
)
Qk (∂xpi, ∂ypi)
2
then Lm ∼ 2r
√
Q∗ on IHm.
Proof: See Appendix. 
Using this construction and (3.81) we obtain an equivalent of L3 as follows. Let pi1 =
ax2 + 2bxy + cy2 and pi2 = a
′x2 + 2b′xy + c′y2 be two elements of IH2. We obtain
det([upi1 + vpi2]) = (ua+ va
′)(uc+ vc′)− (ub+ vb′)2
= u2(ac− b2) + uv(ac′ + a′c− 2bb′) + v2(a′c′ − b′2).
Applying the construction of Theorem 3.5.2 to pi = ax3 + 3bx2y + 3cxy2 + dy3 ∈ IH3 we
obtain
L3(pi) ∼ 3 4
√
(ac− b2)2 + (ad− bc)2/2 + (bd− c2)2. (3.85)
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Remarking that
2[(ac− b2)2 + (ad− bc)2/2 + (bd− c2)2] = (a2 + 2b2 + c2)(b2 + 2c2 + d2)− (ab+ 2bc+ cd)2,
and using equation (3.72) we obtain that L3(pi) ∼
√
detM3(pi). This point was announ-
ced in §3.4.1 and establishes that the map M3 defined in (3.71) can be used for optimal
mesh adaptation for quadratic finite elements.
Using (3.82) and the construction of Theorem 3.5.2, we also obtain an equivalent of L4(pi)
L4(pi)
8 ∼ (3b2c2 − 4ac3 − 4b3d+ 6abcd− a2d2)2
+ (2bc3 − 6ac2d+ 4abd2 − 4b3e+ 6abce− 2a2de)2/4
+ (3c4 − 6bc2d+ 8b2d2 − 6acd2 − 6b2ce+ 6ac2e+ 2abde− a2e2)2/6
+ (2c3d− 4ad3 − 6bc2e+ 4b2de+ 6acde− 2abe2)2/4
+ (3c2d2 − 4bd3 − 4c3e+ 6bcde− b2e2)2.
The following proposition identifies the polynomials pi ∈ IHm for which Lm(pi) = 0,
and therefore the values of dmf for which anisotropic mesh adaptation may lead to super-
convergence.
Proposition 3.5.3. Let m ≥ 2 and let tm :=
⌊
m+3
2
⌋
. Then for all pi ∈ IHm,
Lm(pi) = 0 if and only if pi = (αx+ βy)
tm p˜i for some α, β ∈ R and p˜i ∈ IHm−tm . (3.86)
Proof: According to (3.80), Lm(pi) = 0 if and only if K
E
2m−2(|∇pi|2) = 0. On the other
hand, it is proved in Chapter 2 that for any pi∗ ∈ IH2m−2 one has KE2m−2(pi∗) = 0 if and
only if pi∗ has a linear factor of multiplicity m. Therefore Lm(pi) = 0 if and only |∇pi|2 is
a multiple of lm, where l is of the form l = αx+ βy.
Let us first assume that |∇pi|2 = (∂xpi)2 + (∂ypi)2 has such a form. Since they are non-
negative, (∂xpi)
2 and (∂ypi)
2 are both multiples of lm. Therefore ∂xpi and ∂ypi are multiples
of ls where s is an integer such that 2s ≥ m, hence s ≥ tm − 1. We therefore have
∂xpi = l
spi1 and ∂ypi = l
spi2 where pi1, pi2 ∈ IHm−1−s
Recalling that l = αx+ βy we obtain
0 = ∂2yxpi − ∂2xypi = ls(∂ypi1 − ∂xpi2) + sls−1(βpi1 − αpi2),
hence βpi1 − αpi2 is a multiple of l. Since pi is homogenous of degree m it obeys the Euler
identity mpi(z) = 〈z,∇pi(z)〉 for all z ∈ R2. Assuming without loss of generality that
α 6= 0, we therefore obtain
mpi(x, y) = ls(xpi1 + ypi2) = l
s
(
(αx+ βy)
pi1
α
+
y
α
(αpi2 − βpi1)
)
which shows that pi is a multiple of ls+1, hence of ltm .
Conversely if pi is a multiple of ltm then ∂xpi and ∂ypi are both multiples of l
tm−1. Since
2(tm − 1) ≥ m the polynomial |∇pi|2 is a multiple of lm which concludes the proof. 
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3.6 Extension to higher dimension
This section partially extends the results exposed in the previous sections to functions
of d variables. We give in §3.6.1 the generalisations of the shape function Lm,p and of the
measure of sliverness S.
Subsection §3.6.2 is devoted to interpolation error estimates. We prove a local d-
dimensional error estimate in Theorem 3.6.6 which generalises Theorem 3.2.6. We then
establish an asymptotic lower error estimate in Theorem 3.6.7 which generalises Theorem
3.1.2. We give sufficient conditions under which the interpolation on a d-dimensional
mesh T achieves this optimal lower bound up to a multiplicative constant. However due
to technical issues linked to the measure of sliverness S we were not able to construct
such meshes, and we therefore state the upper bound as a conjecture.
We discuss in subsection §3.6.3 the construction of optimal metrics for practical mesh
generation. We partially extend the results of §3.4 and raise open questions.
3.6.1 Generalisation of the shape function and of the measure
of sliverness.
We extend in this section the tools used in our analysis of optimally adapted triangu-
lations to arbitrary dimension d. We begin with the spaces of polynomials. Let
IHm,d := Span{xα11 · · ·xαdd ; |α| = m} and IPm,d := Span{xα11 · · ·xαdd ; |α| ≤ m},
where α = (α1, · · · , αd) denotes a d-plet of non-negative integers, |α| := α1 + · · ·+αd. For
any simplex T the Lagrange interpolation operator ImT : C
0(T )→ IPm,d is defined by impo-
sing f(γ) = ImT f(γ) for all points γ with barycentric coordinates in the set {0, 1m , 2m , · · · , 1}
with respect to the vertices of T . For all pi ∈ IHm,d we define
Lm,d,p(pi) := inf|T |=1
‖∇pi −∇ Im−1T pi‖Lp(T ),
where the infimum is taken on the set of d-dimensional simplices of unit volume. Similarly
to (3.10) the functions Lm,d,p, 1 ≤ p ≤ ∞, are uniformly equivalent on IHm,d. We define
Lm,d := Lm,d,∞.
The distance defined at (3.14) between triangles extends easily to simplices. Given two
d-dimensional simplices T , T ′ there are precisely (d + 1)! affine transformations Ψ such
that Ψ(T ) = T ′. For each such Ψ, we denote by ψ its linear part and we define
d(T, T ′) := ln
(
inf{κ(ψ) ; Ψ(T ) = T ′}
)
.
We say that a d-dimensional simplex T is acute if the exterior normals n, n′ to any two
distinct faces F, F ′ of T have a negative scalar product 〈n, n′〉. In other words if all pairs
of faces of T form acute dihedral angles. We denote the set of acute simplices by A and
we generalise the measure of sliverness to arbitrary dimension d as follows
S(T ) := exp d(T,A) = inf{κ(ψ) ; Ψ(T ) ∈ A}. (3.87)
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Similarly to (3.15), the quantity S(T ) reflects the distance from a simplex T to the set
of acute simplexes A. The definition (3.87) of S(T ) raises a legitimate question : how
to produce an affine transformation Ψ such that Ψ(T ) has acute angles, and κ(ψ) is
comparable to S(T ) ? This question is answered by the following proposition.
For any d-dimensional simplex T with vertices (vi)0≤i≤d, we define the symmetric
matrix
MT :=
∑
0≤i<j≤d
eije
T
ij, where eij :=
vi − vj
|vi − vj| . (3.88)
Observe that
1 ≤ ‖
√
MT‖ =
√
‖MT‖ ≤ αd where αd :=
√
d(d+ 1)
2
, (3.89)
since α2d is the number of distinct pairs (i, j) satisfying 0 ≤ i < j ≤ d.
Proposition 3.6.1. For any simplex T , the simplex M
− 1
2
T (T ) is acute and
S(T ) ≤ κ(
√
MT ) ≤ αdS(T ). (3.90)
Proof: See appendix. 
Remark 3.6.2. In the paper [62] an alternative measure of sliverness S ′(T ) of a simplex
T is introduced, and defined as
S ′(T ) :=
(
inf
|u|=1
max
i<j
|〈u, ei,j〉|
)−1
.
This quantity is equivalent to S(T ). Indeed, for any u ∈ Rd we have
max
i<j
|〈u, ei,j〉| ≤
√∑
i<j
〈eij, u〉2 =
√
uTMTu =
∣∣∣M 12T u∣∣∣ ≤ αd max
i<j
|〈u, ei,j〉|,
which implies that α−1d S
′(T ) ≤ ‖M−
1
2
T ‖ ≤ S ′(T ), hence α−1d S(T ) ≤ S ′(T ) ≤ α2dS(T ) using
(3.89). Our approach therefore introduces a new geometrical interpretation to the quantity
S ′ introduced in [62], as the distance from a given simplex to the set of acute simplices.
The following lemma generalises Lemma 3.2.2 and shows that the interpolation process
is stable in the L∞ norm of the gradient if the measure of sliverness is controlled. Let us
mention that a slightly different version of this lemma can be found in [62], yet not exactly
adapted to our purposes.
Lemma 3.6.3. For all m ≥ 2 and all d ≥ 2 there exists a constant C = C(m, d) such
that for any d-dimensional simplex T and any f ∈ W 1,∞(T ), one has
‖∇ ImT f‖L∞(T ) ≤ CS(T )‖∇f‖L∞(T ). (3.91)
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Proof: The proof this lemma is extremely similar to the proof of Lemma (3.2.2). Let T0
be the simplex which vertices are the origin and the canonical basis of Rd. For the same
reason as in Lemma 3.2.2, if a function g˜(x1, x2, · · · , xd) ∈ C0(T0) does not depend on
the coordinate xd, then I
m−1
T0
g˜ does not depend on xd either. Using the same reasonning
as in Lemma 3.2.2 we obtain that there exists a constant C0 = C0(m, d) such that for all
g ∈ W 1,∞(T0) ∥∥∥∥∂ ImT0 g∂xd
∥∥∥∥
L∞(T0)
≤ C0
∥∥∥∥ ∂g∂xd
∥∥∥∥
L∞(T0)
.
Again similarly to the proof of Lemma 3.2.2 we obtain using a change of variables that
for any simplex T , any f ∈ W 1,∞(T ) and any edge vector u of T
‖〈u,∇ ImT f〉‖L∞(T ) ≤ C0‖〈u,∇f〉‖L∞(T ).
We use the notations of Proposition 3.6.1 and we define a norm |v|T on Rd by
|v|2T := vTMTv =
∑
0≤i<j≤d
〈v, eij〉2.
Observe that
‖M−
1
2
T ‖−1|v| ≤ |v|T ≤ ‖M
1
2
T ‖|v|. (3.92)
Then, since eij is proportional to an edge vector of T ,
‖ |∇ ImT f |T‖2L∞(T ) ≤
∑
0≤i<j≤d
‖〈eij,∇ ImT f〉‖2L∞(T )
≤ C0
∑
0≤i<j≤d
‖〈eij,∇f〉‖2L∞(T ) ≤ C0α2d‖ |∇f |T‖2L∞(T ).
Combining this result with (3.92) we obtain
‖M−
1
2
T ‖−1‖∇ ImT f‖L∞(T ) ≤ C0α2d‖M
1
2
T ‖‖∇f‖L∞(T )
and we conclude the proof using (3.90). 
The oscillation of the gradient of the interpolated function is an important problem en-
countered by numerical methods that try to take advantage of highly anisotropic meshes,
see the discussion in [85]. As the previous lemma shows, such oscillations are kept under
control if S(T ) is bounded on the mesh of interest. For checking this property in prati-
cal situations one needs an equivalent of the sliverness S that can be computed at low
numerical cost. The formula (3.87) is clearly not adapted, since it involves a complicated
optimisation procedure. Instead we propose to use
Sˆ(T ) :=
√
Tr(M−1T ). (3.93)
Observing that ‖M−
1
2
T ‖ ≤ Sˆ(T ) ≤
√
d‖M−
1
2
T ‖, and recalling that 1 ≤ ‖MT‖ ≤ αd we
obtain
α−1d Sˆ(T ) ≤ S(T ) ≤
√
dαdSˆ(T ).
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Figure 3.4 – Examples of Good anisotropy (Thin lines, S(T ) ∼ 1), and Bad anisotropy
(Thick lines, S(T ) 1) .
Note that Sˆ(T ) has an analytic expression in terms of the coordinates of T : the square
root of the ratio of two polynomials in the positions of the vertices of T .
Remark 3.6.4. We illustrate the sharpness of inequality (3.91) in a simple example. Let
x, y, z be the coordinates on R3 and let pi0 := x2 ∈ IH2,3. Let Tλ be the tetrahedron of
vertices (−λ, 0, 0), (λ, 0, 0), (λ, 1, 0) and (0, 0, 1). Simple computations show that
‖∇ I1Tλ pi0‖L∞(Tλ) = λ2, ‖∇pi0‖L∞(Tλ) = 2λ and limλ→∞
Sˆ(Tλ)
λ
=
√
5
7
.
Let T ′λ be defined by replacing the vertex (−λ, 0, 0) of Tλ with (0, 0, 0). Then
‖∇ I1Tλ pi0‖L∞(T ′λ) = λ, ‖∇pi0‖L∞(T ′λ) = 2λ and limλ→∞ Sˆ(T
′
λ) =
3
2
.
Hence the simplices Tλ and T
′
λ have very different interpolation properties for large λ,
although they have a similar aspect ratio. They are representatives of “bad” and “good”
anisotropy respectively. The tetrahedrons T 3
2
and T ′3
2
are illustrated on the left of Figure
4, bottom and top respectively.
For any d-dimensional simplex T , we define its measure of non degeneracy by
ρ(T ) :=
diam(T )d
|T | .
Let T∗ be a fixed d-dimensional acute simplex, for instance the reference equilateral sim-
plex. For any d-dimensional simplex T let ψ ∈ GLd and z ∈ Rd be such that T = z+ψ(T∗).
Since T∗ is acute, we obtain a generalization of (3.27)
S(T ) ≤ κ(ψ) ≤ ‖ψ‖d| detψ|−1 ≤ diam(T )
d
µ(T∗)d
|T∗|
|T | = C(d)ρ(T ).
where µ(T∗) is the diameter of the largest ball incribed in T∗, and where we have used the
inequality | det(ψ−1)| ≥ ‖ψ−1‖‖ψ‖−(d−1). This last inequality can be derived by using the
singular value decomposition ψ = Udiag(λ1, · · · , λd)V with 0 < λ1 ≤ · · · ≤ λd and noting
that ‖ψ‖ = λd and ‖ψ−1‖ = λ−11 .
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Generalizing (3.20), we define for all pi ∈ IHm,d,
Api := {A ∈ Md(R) ; |∇pi(z)| ≤ |Az|m−1 for all z ∈ Rd}.
Geometrically, one has A ∈ Api if and only if the ellipsoid {z ∈ Rd ; |Az| ≤ 1} is included
in the algebraic set {z ∈ Rd ; |∇pi(z)| ≤ 1}. This leads us to the generalisation of Lemma
3.2.5.
Lemma 3.6.5. For all m ≥ 2 and all d ≥ 2 there exists a constant C = C(m, d) such
that for all pi ∈ IHm,d, we have
C−1Lm,d(pi) ≤ inf{| detA|m−1d ; A ∈ Api} ≤ CLm,d(pi).
Proof: The proof of this lemma is completely similar to the proof of its bidimensional
version Lemma 3.2.5. The only point that needs to be properly generalized is the following :
given a matrix A ∈ GLd, how to construct an acute simplex T = T (A) such that ρ(A(T ))
is bounded independently of A ?
The following construction is not the simplest but will be useful in our subsequent
analysis. Let A = UDV , be the singular value decomposition of A, where U, V are ortho-
gonal matrices and D is a diagonal matrix with positive diagonal entries (λi)1≤i≤d. We
define the Kuhn simplex T0
T0 := {x ∈ [0, 1]d ; x1 ≥ x2 ≥ · · · ≥ xd},
and T := V TD−1T0. Then ρ(A(T )) = ρ(U(T0)) = ρ(T0) = d!dd/2 which is independent of
A. We now show that T is an acute simplex.
Let (e1, · · · , ed) be the canonical basis of Rd, and let by convention e0 = ed+1 = 0. For
0 ≤ i ≤ d, an easy computation shows that the the exterior normal to the face Fi of T0,
opposite to the vertex vi =
∑
0≤k≤i ek, is ni =
ei−ei+1
‖ei−ei+1‖ . It follows that the exterior normal
n′i to the face D
−1(Fi) of the simplex D−1(T0) is
n′i =
D(ni)
|D(ni)| =
λiei − λi+1ei+1
|λiei − λi+1ei+1| .
Hence 〈n′i, n′j〉 = 0 if |i − j| > 1, and 〈n′i, n′i+1〉 < 0 for all 0 ≤ i ≤ d − 1. It follows that
the simplex D−1(T0) is acute, and therefore T = V TD−1(T0) is also acute since V is a
rotation. 
3.6.2 Generalisation of the error estimates
We present in this section the generalisation to higher dimension of our anisotropic
error estimates. We prove a local error estimate in theorem 3.6.6 and an asymptotic lower
estimate in 3.6.7. We also point out in conjecture 3.6.8 a technical point which, if proved,
would lead to the optimal asymptotic upper estimates (3.98) and (3.99).
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Theorem 3.6.6. For all m ≥ 2 and d ≥ 2 there exists a constant C = C(m, d) such that
for all pi ∈ IHm,d, all A ∈ Api and any simplex T we have
|pi − Im−1T pi|W 1,p(T ) ≤ C|T |
1
τ S(T ) ρ(A(T ))
m−1
d | detA|m−1d , (3.94)
where 1
τ
:= m−1
d
+ 1
p
. Furthermore for any g ∈ Cm(T ) we have
|g − Im−1T g|W 1,p(T ) ≤ C|T |
1
τ S(T ) ρ(T )
m−1
d ‖dmg‖L∞(T ).
Proof: It is a straightforward generalization of the proof of Theorem 3.2.6. 
Combining these two estimates, we can obtain a mixed estimate similar to (3.30), with
the new value of τ and the generalised S and ρ. For all m ≥ 2 and d ≥ 2 there exists a
constant C = C(m, d) such that for any simplex T , any f ∈ Cm(T ), any pi ∈ IHm and any
A ∈ Api
|f − Im−1T f |W 1,p(T )
≤ C|T | 1τ S(T )
(
ρ(A(T ))
m−1
d | detA|m−1d + ρ(T )m−1d ‖dmf − dmpi‖L∞(T )
)
.
(3.95)
This leads us to a straightforward generalisation of the points (i) to (iv) exposed in (3.31).
Similarly to the bidimensional case (3.37) if a triangulation T meets these requirements,
then it satisfies the error estimate
#(T )m−1d |f − Im−1T f |W 1,p(Ω) ≤ C ‖Lm(piz) + ε‖Lτ (Ω) . (3.96)
Generalizing (3.6), we say that a sequence (TN)N≥N0 of simplicial meshes of a d-
dimensional polygonal domain is admissible if #(TN) ≤ N and if there exists a constant
CA > 0 such that
sup
T∈TN
diam(T ) ≤ CAN− 1d .
Similarly to (3.7), it can be shown that (3.96) cannot be improved for an admissible
sequence of triangulations, in the following asymptotical sense.
Theorem 3.6.7. Let (TN)N≥N0 be an admissible sequence of triangulations of a domain
Ω, let f ∈ Cm(Ω) and 1 ≤ p <∞. Then
lim inf
N→∞
N
m−1
d |f − Im−1TN f |W 1,p(Ω) ≥
∥∥∥∥Lm,d,p(dmfm!
)∥∥∥∥
Lτ (Ω)
(3.97)
where 1
τ
:= m−1
d
+ 1
p
.
Proof: It is identical to the proof of the bidimensional estimate (3.7), which is exposed
in §3.3.1. 
In contrast, the upper estimates (3.4) and (3.8) do not generalize easily to higher
dimension. A first problem is that the bidimensional mesh PT defined in Equation (3.49)
has no equivalent in higher dimension, in the sense that we cannot exactly tile the space by
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simplices of optimal shape. We may however build a tiling made of near optimal simplices,
based on the following procedure : for any permutation σ ∈ Σd of {1, · · · , d} we define
Tσ := {x ∈ [0, 1]d ; xσ(1) ≥ · · · ≥ xσ(d)}.
Let A ∈ GLd(R), and let A = UDV be the singular value decomposition of A, where U
and V are unitary and D is diagonal. We define
PA := {V TD−1(Tσ + z) ; σ ∈ Σd, z ∈ ZZd},
which is a tiling of Rd built of acute simplices T satisfying ρ(A(T )) = d!dd/2 (these
properties are established in the proof of Lemma 3.6.3). Using such a tiling, we would
like to build partitions PA,n(R) of any d-dimensional simplex R, with properties similar
to those expressed in Lemma 3.3.2 for the triangulations PT,n(R). At the present stage we
do not know how to properly adapt the construction of PA,n(R) near the boundary of R
in order to respect the condition on the measure of sliverness. The following conjecture,
if established, would serve as a generalisation of Lemma 3.3.2.
Conjecture 3.6.8. Let R be a d-dimensional simplex, and let A ∈ GLd(R). There exists
a sequence (PA,n(R))N≥0, of conformal triangulations of R such that
– Nearly all the elements of RN belong to PA,n := 1nPA, in the sense that
lim
n→∞
#(P1A,n(R))
nd
=
d!|R|
| detA| and limn→∞
#(P2A,n(R))
nd
= 0.
where
P1A,n(R) := PA,n(R) ∩ PA,n and P2A,n(R) := PA,n(R) \ PA,n
– The restriction of PA,n(R) to a face F of R is its standard periodic tiling with nd−1
elements.
– The sequence (PA,n(R))n≥0 satisfies
sup
n≥0
(
n max
T∈PA,n(R)
diam(T )
)
<∞ and sup
n≥0
max
T∈PA,n(R)
S(T ) <∞.
The validity of this conjecture would imply the following result using the same proof
as for the estimates (3.4) and (3.8) established in §3.3.1.
Conjecture 3.6.9. For all m ≥ 2 there exists a constant C = C(m, d) such that the
following holds. Let Ω ⊂ Rd be polygonal domain, let f ∈ Cm(Ω) and 1 ≤ p < ∞. Then
there exists a sequence (TN)N≥N0 of simplicial meshes of Ω such that #(TN) ≤ N and
lim sup
N→∞
N
m−1
d |f − Im−1TN f |W 1,p(Ω) ≤ C
∥∥∥∥Lm,d(dmfm!
)∥∥∥∥
Lτ (Ω)
(3.98)
where 1
τ
:= m−1
d
+ 1
p
. Furthermore, for all ε > 0, there exists an admissible sequence of
simplicial meshes (T εN)N≥N0 of Ω such that #(T εN) ≤ N and
lim sup
N→∞
N
m−1
d |f − Im−1T εN f |W 1,p(Ω) ≤ C
∥∥∥∥Lm,d(dmfm!
)∥∥∥∥
Lτ (Ω)
+ ε. (3.99)
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3.6.3 Optimal metrics and algebraic expressions of the shape
function.
The theory of anisotropic mesh generation in dimension three or higher is only at
its infancy. However efficient software already exists such as [94] for tetrahedral mesh
generation in domains of R3. A description of such an algorithm can be found in [16] as
well as some applications to computational mechanics. These software take as input a field
h(z) of symmetric positive definite matrices and attempt to create a mesh satisfying (3.68).
Defining the set of symmetric matrices A′pi in a similar way as in the two dimensional case
(3.65), let us consider a continuous function M(ε)m,d : IHm,d → S+d such that
M(ε)m,d(pi) ∈ A′pi and detM(ε)m,d(pi) ≤ K(inf{detM ; M ∈ A′pi}+ ε), (3.100)
where ε > 0 can be chosen arbitrarily small and where K is an absolute constant
independent of ε. The existence of such a function is established in Chapter 6. Let
M(z) :=M(ε)m,d(dmf(z)), let δ > 0 and let
h(z) := δ−τ (detM(z))−τdpM(z). (3.101)
A heuristic analysis similar to the one developed in §3.4 suggests that mesh generation
based on this metric leads to a mesh T of Ω optimally adapted for approximating f
with IPm−1 elements in the W 1,p semi norm. This justifies the search for functions Mm,d
satisfying (3.100).
The form of M2,d, which corresponds to piecewise linear finite elements, is already
established, see for instance [85], but we recall it for completeness. The same analysis as
in §3.4.2 shows that
M2,d(pi) := 4[pi]2
satisfies M2,d(pi) ∈ A′pi and detM2,d(pi) = inf{detM ; M ∈ A′pi}. As a byproduct we
obtain from Lemma 3.6.5 that there exists a constant C = C(d) such that for all pi ∈ IH2,d
C−1 d
√
| det[pi]| ≤ L2,d(pi) ≤ C d
√
| det[pi]|.
For piecewise quadratic elements, we generalise (3.71) and define
M∗3,d(pi) :=
√
[∂x1pi]
2 + · · ·+ [∂xdpi]2.
Then
√
dM∗3,d(pi) ∈ A′pi, but we have found that for each K > 0 there exists pi ∈ IH3,d
such that
detM∗3,d(pi) > K inf{detM ; M ∈ A′pi}.
The map M∗3,d may still be used for mesh adaptation through the formula (3.101) but
this metric may not be optimal in the area where piz =
d3f(z)
6
is such that detM∗3,d(piz) is
not well controlled by inf{detM ; M ∈ A′piz}.
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3.7 Final remarks and conclusion
In this chapter, we have introduced asymptotic estimates for the finite element inter-
polation error measured in the W 1,p semi-norm, when the mesh is optimally adapted to a
function of two variables and the degree of interpolation m− 1 is arbitrary. The approach
used is an adaptation of the ideas developped in Chapter 2 for the Lp interpolation error,
and leads to asymptotically sharp error estimates, exposed in Theorems 3.1.1 and 3.1.2.
These estimates involve a shape function Lm,p which generalises the determinant which
appears in estimates for piecewise linear interpolation. The shape function has equivalents
of polynomial form for all values of m, as established in theorems 3.5.1 and 3.5.2. Up to a
fixed multiplicative constant, our estimates can therefore be written under analytic form
in terms of the derivatives of the function to be approximated.
In the case of piecewise linear and piecewise quadratic finite elements, we have pre-
sented in §3.4 metrics which allow to produce near optimal meshes. This metric is new
in the case of quadratic elements. Some numerical experiments presented in §3.4.2 illus-
trate the efficiency of this procedure, and the C++ source code is freely available on the
internet [95].
We have partially extended these results to higher dimension, in particular we pro-
vide a local error estimate (3.95) which leads to sufficient conditions for building meshes
that satisfy the best possible estimate up to a multiplicative constant. A multidimensional
asymptotical lower error estimate is proved in Theorem 3.6.7 and generalises the bidimen-
sional study. The corresponding asymptotical upper estimate is presented in 3.6.9 but not
proved.
One of the main tools used throughout this chapter for the construction of an optimal
partition is the measure of sliverness S(T ) of a simplex, defined in (3.87), which has
a geometrical interpretation as the distance from T to the set of acute simplices. This
measure accurately distinguishes between good anisotropy, that leads to optimal error
estimates, and bad anisotropy that leads to oscillation of the gradient of the interpolated
function. Equivalent quantities can be found in [10, 62], but had not been used in the
context of optimal mesh adaptation.
3.8 Appendix
3.8.1 Proof of Lemma 3.3.2
Let Rn be the homothetic contraction of R by the factor 1 − n−1 and with the same
barycenter. We define a partition P ′n of Rn into convex polygons as follows P ′n := {Rn ∩
T ′ ; T ′ ∈ PT,n}. The triangles R, Rn, and the partition P ′n are illustrated on Figure 3.5.
Note that the normals to the faces of the polygons building the partition P ′n belong to a
family of only 6 elements (ni)1≤i≤6 : the normals to the faces of of R, and the normals
to the faces of T . Hence only 6× 5 different angles can appear in P ′n, and we denote the
largest of these by α < pi.
We now partition into triangles each convex polygon C ∈ P ′n using the Delaunay
triangulation of its vertices. Note that the angles of the triangles partitionning a convex
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R
Rn
Figure 3.5 – Left : The triangles R and Rn. Right : The partition P ′n of Rn.
polygon C are smaller than the maximal angle of C, hence than α. We denote by P ′′n the
resulting triangulation of Rn, as illustrated on the left of Figure 3.6.
We denote by En the collection of n equidistributed points on each edge of R, described
in item 2 of Lemma 3.3.2. We denote by E ′n the set of vertices of the triangles in P ′′n that
fall on ∂R′n. For each point p ∈ En, we draw an edge between p and the point of E ′n
which is the closest to p. This produces a partition of R \ Rn into triangles and convex
quadrilaterals. Eventually we partition each of these polygons C into triangles using the
Delaunay triangulation of the point set C ∩ (En∪E ′n), which produces a triangulation P˜n
of R \Rn illustrated on the right of Figure 3.6. The triangles T ′ ∈ P˜n obey
diam(T ′) ≤ (2 diamR + diamT )n−1 = Cn−1.
Furthermore let L be the length of the edge of T ′ included in ∂R∪ ∂Rn, and let H be the
height of the triangle T ′ such that LH = 2|T ′|. Then
H ≥ min{|z − z′| ; z ∈ ∂R, z′ ∈ ∂Rn} = cn−1.
where c > 0 is independent of n. Let L′ be another edge of T ′, and let θ be the angle of
T ′ between the edges L and L′. Then
2|T ′| = LL′ sin θ = LH.
hence sin θ ≥ H
diam(T ′) ≥ cC , and therefore arcsin( cC ) ≤ θ ≤ pi−arcsin( cC ). It follows that all
the angles of T ′ are smaller than pi− arcsin( c
C
). We eventually define PT,n(R) := P ′′n ∪ P˜n
Figure 3.6 – Left : detail of the partition P ′′n of Rn. Right : the partition Pn = PT,n(R) =
P ′′n ∪ P˜n of R.
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and we observe that the largest angle of a triangle in PT,n(R) is bounded by the constant
β(R, T ) = max{α, pi − arcsin( c
C
)} < pi which is independent of n. Hence
sup
n≥1
sup
T∈PT,n(R)
S(T ) ≤ tan
(
β(R, T )
2
)
<∞
The other properties of PT,n(R) mentionned in 3.3.2 are easily checked.
3.8.2 Proof of Theorem 3.5.2
Let m ≥ 2 be arbitrary and let sm := bm2 c + 1. We have proved in chapter §2,
Proposition 2.2.1, that for all pi ∈ IHm the three following properties are equivalent KEm(pi) = 0,There exists α, β ∈ R and p˜i ∈ IHm−sm such that pi = (αx+ βy)sm p˜i,
There exists a sequence (φn)n≥0, φn ∈ SL2 such that pi ◦ φn → 0.
(3.102)
We also proved in chapter §2, Theorem 2.6.3, the following invariance property : Let Q
be a polynomial on IHm such that K
E
m ∼ r
√|Q| where r = degQ. Then
Q(pi ◦ φ) = (detφ) rm2 Q(pi) for all pi ∈ IHm and φ ∈ M2(R). (3.103)
It immediately follows that the polynomials (Qk)0≤k≤r, defined in (3.84), satisfy for all
pi1, pi2 ∈ IHm and φ ∈ M2(R)
Qk(pi1 ◦ φ, pi2 ◦ φ) = (detφ) rm2 Qk(pi1, pi2) for all pi1, pi2 ∈ IHm and all φ ∈ M2(R). (3.104)
We define two functions on IHm × IHm
K∗(pi1, pi2) := 2r
√ ∑
0≤k≤r
Qk(pi1, pi2)2 and K(pi1, pi2) :=
2r˜
√
Q˜(pi21 + pi
2
2),
where Q˜ is such that KE2m ∼ r˜
√
Q˜, r˜ := deg Q˜. We show below that K ∼ K∗ on IHm× IHm.
This result combined with (3.80) concludes the proof of Theorem 3.5.2. (Note that m is
replaced with m + 1 in the statement of this theorem.) Using (3.104) and remarking the
invariance property Q˜(pi ◦φ) = (detφ)r˜mQ(pi), for the same reasons as (3.103), we obtain
for all pi1, pi2 ∈ IHm and all φ ∈ M2(R),
{
K(pi1 ◦ φ, pi2 ◦ φ) = | detφ|m2 K(pi1, pi2),
K∗(pi1 ◦ φ, pi2 ◦ φ) = | detφ|m2 K∗(pi1, pi2).
(3.105)
If K(pi1, pi2) = 0, then pi
2
1 + pi
2
2 ∈ IH2m has a linear factor of multiplicity s2m = m + 1
according to (3.102), and therefore pi1 and pi2 have a common linear factor of multiplicity
sm.
If K∗(pi1, pi2) = 0, then for all k, 0 ≤ k ≤ r, we have Qk(pi1, pi2) = 0. Using (3.84) we
obtain that for all u, v ∈ R we have Km(upi1 + vpi2) = 0. It follows from (3.102) that for
all u, v ∈ R the polynomial upi1 + vpi2 ∈ IHm has a linear factor of multiplicity sm, hence
that pi1 and pi2 have a common linear factor of multiplicity sm.
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Hence the following properties are equivalent
K(pi1, pi2) = 0,
K∗(pi1, pi2) = 0,
There exists α, β ∈ R and p˜i1, p˜i2 ∈ IHm−sm
such that pi1 = (αx+ βy)
sm p˜i1, and pi2 = (αx+ βy)
sm p˜i2.
(3.106)
Using (3.102) we find that these properties are also equivalent to KE2m(pi21 + pi22) = 0,There exists a sequence (φn)n≥0, φn ∈ SL2, such that (pi1 ◦ φn)2 + (pi2 ◦ φn)2 → 0,
There exists a sequence (φn)n≥0, φn ∈ SL2, such that pi1 ◦ φn → 0 and pi2 ◦ φn → 0.
(3.107)
We now define the norm ‖(pi1, pi2)‖ := sup|u|≤1 |(pi1(u), pi2(u))| on IHm × IHm and
F := {(pi1, pi2) ∈ IHm × IHm ; ‖(pi1, pi2)‖ = 1 and ‖(pi1 ◦ φ, pi2 ◦ φ)‖ ≥ 1 for all φ ∈ SL2}.
F is compact subset of IHm × IHm and K as well as K∗ do not vanish on F according to
(3.106) and (3.107). Since these functions are continuous, there exists a constant C0 > 0
such that
C−10 K ≤ K∗ ≤ C0K on F . (3.108)
Let pi1, pi2 ∈ IHm. If there exists a sequence (φn)n≥0, φn ∈ SL2, such that pi1 ◦ φn → 0 and
pi2 ◦ φn → 0, then K(pi1, pi2) = K∗(pi1, pi2) = 0. Otherwise, consider a sequence (φn)n≥0,
φn ∈ SL2 such that
lim
n→∞
‖(pi1 ◦ φn, pi2 ◦ φn)‖ = inf
φ∈SL2
‖(pi1 ◦ φ, pi2 ◦ φ)‖.
By compactness there exists a pair (p˜i1, p˜i2) ∈ IHm× IHm and a subsequence (φnk)k≥0 such
that
(pi1 ◦ φnk , pi2 ◦ φnk)→ (p˜i1, p˜i2).
One easily checks that (p˜i2,p˜i2)‖(p˜i2,p˜i2)‖ ∈ F . Using (3.105) we obtain
K(pi1, pi2)
K∗(pi1, pi2)
= lim
n→∞
K(pi1 ◦ φn, pi2 ◦ φn)
K∗(pi1 ◦ φn, pi2 ◦ φn) =
K(p˜i1, p˜i2)
K∗(p˜i1, p˜i2)
Using (3.108) and the homogeneity of K and K∗, we obtain that C−10 K ≤ K∗ ≤ C0K on
IHm × IHm which concludes the proof.
3.8.3 Proof of Proposition 3.6.1
We denote by Teq a d-dimensional equilateral simplex such that bary(Teq) = 0, where
bary denotes the barycenter, and such that its vertices qi, 0 ≤ i ≤ d, belong to the unit
sphere, i.e. |qi| = 1. Since the vertices of Teq play symmetrical roles there exists a constant
ξ ∈ R such that
For all 0 ≤ i ≤ d, 0 ≤ j ≤ d, 0 ≤ k ≤ d, one has 〈qi − qj, qk〉 = ξ(δik − δjk), (3.109)
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where δ is the Kronecker symbol : δij = 1 if i = j, and 0 otherwise. Using the relation
q0 + · · ·+ qd = 0 we obtain ξd =
∑d
j=0〈q0− qj, q0〉 = d+ 1 hence ξ = 1 + 1d . Note also that
the unit exterior normal to the face of Teq opposite to the vertex qi is −qi.
We recall the following property : if A ∈ GLd and if n is the exterior normal to a face
F of a simplex T , then the exterior normal to the face A(F ) of A(T ) is
n′ =
(A−1)Tn
|(A−1)Tn| . (3.110)
We first establish that for any simplex T , the simplex M
− 1
2
T (T ) is acute. Without loss
of generality we can assume that bary(T ) = 0, hence there exists A ∈ GLd such that
T = A(Teq). Since the vertices of T are vi = Aqi for 0 ≤ i ≤ d, we obtain from definition
(3.88) that
MT = A
( ∑
0≤i<j≤d
(qi − qj)(qi − qj)T
|A(qi − qj)|2
)
AT.
According to (3.110), the exterior normal to the face of the simplex Tac := M
− 1
2
T (T ) =
M
− 1
2
T A(Teq) opposite to the vertex vi is
ni = −νiM
1
2
T (A
−1)Tqi
where νi > 0. For all 0 ≤ a < b ≤ d, we therefore obtain using (3.109)
νaνb〈na,nb〉 =
〈
M
1
2
T (A
−1)Tqa, M
1
2
T (A
−1)Tqb
〉
= qTaA
−1MT (A−1)Tqb
= qTa
( ∑
0≤i<j≤d
(qi − qj)(qi − qj)T
|A(qi − qj)|2
)
qb
= ξ2
∑
0≤i<j≤d
(δai − δaj)(δbi − δbj)
|A(qi − qj)|2
=
−ξ2
|A(qa − qb)|2 < 0.
This establishes that the simplex Tac := M
− 1
2
T (T ) is acute, and therefore that S(T ) ≤
κ(
√
MT ) since 1 ≤ ‖
√
MT‖ ≤ αd.
The rest of this appendix is devoted to the proof that ‖M−
1
2
T ‖ ≤ S(T ), which implies
that κ(
√
MT ) ≤ αdS(T ) and thus concludes the proof of Theorem 3.6.1. For this we need
the following lemma.
Lemma 3.8.1. For any acute simplex Tac one has MTac ≥ Id.
Proof: Without loss of generality we can assume that bary(Tac) = 0, hence there exists
A ∈ GLd such that Tac = A(Teq). The vertices of Tac are ci = Aqi for 0 ≤ i ≤ d, and the
exterior normal to the face of Tac opposite ci is
mi = −µi(A−1)Tqi.
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where µi > 0. We define for all 0 ≤ i < j ≤ d
λij :=
−|ci − cj|2〈mi,mj〉
ξ2µiµj
.
Since Tac is acute we have 〈mi,mj〉 ≤ 0 and therefore λij ≥ 0. We now introduce the
symmetric matrix
M :=
∑
0≤i<j≤d
λijfijf
T
ij where fij :=
ci − cj
|ci − cj| . (3.111)
For all 0 ≤ a < b ≤ d we obtain using the relation 〈mi, cj〉 = −µi〈qi, qj〉 that
mTaMmb = µaµb
∑
0≤i<j≤d
λij
〈qa, qi − qj〉〈qb, qi − qj〉
|ci − cj|2
= µaµbξ
2
∑
0≤i<j≤d
λij
(δai − δaj)(δbi − δbj)
|ci − cj|2
=
−µaµbξ2λab
|ca − cb|2 = 〈ma,mb〉.
Therefore mTaMmb = m
T
amb for all 0 ≤ a < b ≤ d, which implies that M = Id. Further-
more for all 0 ≤ a < b ≤ d, we have
1 = |fab|2 = fTabMfab =
∑
0≤i<j≤d
λij〈fab, fij〉2 ≥ λab.
It follows that in the sense of symmetric matrices,
MTac :=
∑
0≤i<j≤d
fijf
T
ij ≥
∑
0≤i<j≤d
λijfijf
T
ij = M = Id,
which concludes the proof of this lemma. 
We now conclude the proof of inequality (3.90). Let T be an arbitrary simplex, and let
ψ ∈ GLd be such that the simplex Tac := ψ(T ) is acute. Let vi, 0 ≤ i ≤ d be the vertices
of T and ci = ψ(vi) the vertices of Tac. We define the vectors eij and fij similarly to (3.88)
and (3.111)
eij :=
vi − vj
|vi − vj| , fij :=
ci − cj
|ci − cj| =
ψ(eij)
|ψ(eij)| .
for all 0 ≤ i < j ≤ d. For any v ∈ Rd we therefore have
vTMTacv =
∑
0≤i<j≤d
〈ψ(eij), v〉2
|ψ(eij)|2
≤ ‖ψ−1‖2
∑
0≤i<j≤d
〈ψ(eij), v〉2
= ‖ψ−1‖2 (ψTv)TMT (ψTv).
3.8. Appendix 159
Using the previous lemma and defining u := ψTv we obtain
|u|2 ≤ ‖ψ‖2|v|2 ≤ ‖ψ‖2vTMTacv ≤ ‖ψ‖2‖ψ−1‖2uTMTu =
(
‖ψ‖‖ψ−1‖|M
1
2
T u|
)2
,
hence ‖M
−1
2
T ‖ ≤ κ(ψ). Recalling that ‖
√
MT‖ ≤ αd we obtain
κ(
√
MT ) = ‖M
1
2
T ‖‖M
−1
2
T ‖ ≤ αdκ(ψ).
We conclude the proof by taking the infimum among all ψ such that ψ(T ) is acute.
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Part II
Anisotropic smoothness classes
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4.1 Introduction
There exists various ways of measuring the smoothness of functions on a domain
Ω ⊂ IRd, generally through the definition of an appropriate smoothness space. Classical
instances are Sobolev, Ho¨lder and Besov spaces. Such spaces are of common use when
describing the regularity of solutions to partial differential equations. From a numerical
perspective, they are also useful in order to sharply characterize at which rate a function f
may be approximated by simpler functions such as Fourier series, finite elements, splines
or wavelets (see [30,42,45] for surveys on such results).
Functions arising in concrete applications may have inhomogeneous smoothness pro-
perties, in the sense that they exhibit area of smoothness separated by localized discon-
tinuities. Two typical instances are (i) edge in functions representing real images and (ii)
shock profiles in solutions to non-linear hyperbolic PDE’s. The smoothness space that is
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best taylored to take such features into account is the space BV (Ω) of bounded variation
functions. This space consists of those f in L1(Ω) such that ∇f is a bounded measure,
i.e. such that their total variation
TV(f) = |f |BV := max
{∫
Ω
fdiv(ϕ) ; ϕ ∈ D(Ω)d, ‖ϕ‖L∞ ≤ 1
}
is finite. Functions of bounded variation are allowed to have jump discontinuities along
hypersurfaces of finite measure. In particular, the characteristic function of a smooth
subdomain D ⊂ Ω has finite total variation equal to the d − 1-dimensional Hausdorff
measure of its boundary :
|χD|BV = Hd−1(∂D). (4.1)
It is well known that BV is a regularity space for certain hyperbolic conservation laws
[57, 68], in the sense that the total variation of their solutions remains finite for all time
t > 0. This space also plays an important role in image processing since the seminal
paper [54]. Here, a small total variation is used as a prior to describe the mathematical
properties of “plausible images”, when trying to restore an unknown image f from an
observation h = Tf + e where T is a known operator and e a measurement noise of norm
‖e‖L2 ≤ ε. The restored image is then defined as the solution to the minimization problem
min
g∈BV
{|g|BV ; ‖Tg − h‖L2 ≤ ε}. (4.2)
From the point of view of approximation theory, it was shown in [32, 33] that the space
BV is almost characterized by expansions in wavelet bases. For example, in dimension
d = 2, if f =
∑
dλψλ is an expansion in a tensor-product L
2-orthonormal wavelet basis,
one has
(dλ) ∈ `1 ⇒ f ∈ BV ⇒ (dλ) ∈ w`1,
where w`1 is the space of weakly summable sequences. The fact that the wavelet coeffi-
cients of a BV function are weakly summable implies the convergence estimate
‖f − fN‖L2 ≤ CN−1/2|f |BV , (4.3)
where fN is the nonlinear approximation of f obtained by retaining the N largest coef-
ficients in its wavelet expansion. Such approximation results have been further used in
order to justify the performance of compression or denoising algorithms based on wavelet
thresholding [31,46,47].
In recent years, it has been observed that the space BV (and more generally classical
smoothness spaces) do not provide a fully satisfactory description of piecewise smooth
functions arising in the above mentioned applications. Indeed, formula (4.1) reveals that
the total variation only takes into account the size of the sets of discontinuities and not
their geometric smoothness. In image processing, this means that the set of bounded
variation images does not make the distinction between smooth and non-smooth edges as
long as they have finite length.
The fact that edges have some geometric smoothness can be exploited in order to study
approximation procedures which outperform wavelet thresholding in terms of convergence
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rates. For instance, it is easy to prove that if f = χD where D is a bidimensional domain
with smooth boundary, one can find a sequence of triangulations TN with N triangles
such that the convergence estimate
‖f − ITN f‖L2 ≤ CN−1, (4.4)
holds, where IT denotes the piecewise linear interpolation operator on a triangulation T .
Other methods are based on thresholding a decomposition of the function in bases or
frames which differ from classical wavelets, see e.g. [3, 21, 80]. These methods also yield
improvements over (4.3) similar to (4.4). The common feature in all these approaches is
that they achieve anisotropic refinement near the edges. For example, in order to obtain
the estimate (4.4), the triangulation TN should include a thin layer of triangles which
approximates the boundary ∂D. These triangles typically have size N−2 in the normal
direction to ∂D and N−1 in the tangential direction, and are therefore highly anisotropic.
Intuitively, these methods are well adapted to functions which have anisotropic smooth-
ness properties in the sense that their local variation is significantly stronger in one direc-
tion. Such properties are not well described by classical smoothness spaces such as BV ,
and a natural question to ask is therefore :
What type of smoothness properties govern the convergence rate of anisotropic refine-
ment methods and how can one quantify these properties ?
The goal of this chapter is to answer this question, by proposing and studying mea-
sures of smoothness which are suggested by recent results on anisotropic finite element
approximation [4, 27] and Chapter 2. Before going further, let us mention several exis-
ting approaches which have been developed for describing and quantifying anisotropic
smoothness, and explain their limitations.
1. The so-called mixed smoothness classes have been introduced and studied in order
to describe functions which have a different order of smoothness in each coordinate,
see e.g. [76, 88]. These spaces are therefore not adapted to our present goal since
the anisotropic smoothness that we want to describe may have preferred directions
that are not aligned with the coordinate axes and that may vary from one point to
another (for example an image with a curved edge).
2. Anisotropic smoothness spaces with more general and locally varying directions have
been investigated in [64]. Yet, in such spaces the amount of smoothness in different
directions at each point is still fixed in advance and therefore again not adapted to
our goal, since this amount may differ from one function to another (for example
two images with edges located at different positions).
3. A class of functions which is often used to study the convergence properties of
anisotropic approximation methods is the family of Cm − Cn cartoon images, i.e.
functions which are Cm smooth on a finite number of subdomains (Ωi)i=1,··· ,k sepa-
rated by a union of discontinuity curves (Γj)j=1,··· ,l that are Cn smooth. The defects
of this class are revealed when searching for simple expression that quantifies the
amount of smoothness in this sense. A natural choice is to take the supremum of
all Cm(Ωi) norms of f and C
n norms of the normal parametrization of Γj. We then
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observe that this quantity is unstable in the sense that it becomes extremely large
for blurry images obtained by convolving a cartoon image by a mollifier ϕδ =
1
δ2
ϕ( ·
h
)
as δ → 0. In addition, this quantity does not control the number of subdomains in
the partition.
4. A recent approach proposed in [43] defines anisotropic smoothness through the geo-
metric smoothness properties of the level sets of the function f . In this approach
the measure of smoothness is not simple to compute directly from f since it involves
each of its level sets and a smoothness measure of their local parametrization.
The results of [4, 27] and Chapter 2 describe the Lp-error of piecewise linear inter-
polation by an optimally adapted triangulation of at most N elements, when f is a C2
function of two variables. This error is defined as
σN(f)p := inf
#(T )≤N
‖f − IT f‖Lp .
It is shown in [4] for p =∞ and in Chapter 2 for all 1 ≤ p ≤ ∞ that that
lim sup
N→+∞
NσN(f)p ≤ CAp(f), (4.5)
where C is an absolute constant and
Ap(f) := ‖
√
|det(d2f)|‖Lτ , 1
τ
:= 1 +
1
p
. (4.6)
Moreover, this estimate is known to be optimal in the sense that lim infN→+∞NσN(f)p ≥
cAp(f) also holds, under some mild restriction on the class of triangulations in which one
selects the optimal one. These results are extended in Chapter 2 to the case of higher order
finite elements and space dimension d > 2, for which one can identify similar measures
f 7→ A(f) governing the convergence estimate. Such quantities thus constitute natural
candidates to measure anisotropic smoothness properties. Note that Ap(f) is not a semi-
norm due to the presence of the determinant in (4.6), and in particular the quasi-triangle
inequality Ap(f + g) ≤ C(Ap(f) + Ap(g)) does not hold even with C > 1.
This chapter is organized as follows. We begin in §4.2 by a brief account of the avai-
lable estimates on anisotropic finite element interpolation, and we recall in particular the
argument that leads to (4.5) with the quantity Ap(f) defined by (4.6).
Since Ap(f) is not a norm, we cannot associate a linear smoothness space to it by a
standard completion process. We are thus facing a difficulty in extending the definition of
Ap(f) to functions which are not C
2-smooth and in particular to cartoon images such as
in item 3 above. Since we know from (4.4) that for such cartoon images the L2 error of
adaptive piecewise linear interpolation decays like N−1, we would expect that the quantity
A2(f) = ‖
√
|det(d2f)|‖L2/3 ,
corresponding to the case p = 2 can be properly defined for piecewise smooth functions.
We address this difficulty in §4.3 by a regularization process : if f is a cartoon image we
introduce its regularized version
fδ := f ∗ ϕδ, (4.7)
4.2. Anisotropic finite element approximation 167
where ϕδ =
1
δ2
ϕ( ·
h
) is a standard mollifier. Our main result is the following : for any
cartoon image f of C2 − C2 type, the quantity A2(fδ) remains uniformly bounded as
δ → 0 and one has
lim
δ→0
A2(fδ)
2/3 =
k∑
i=1
∫
Ωi
∣∣∣√|det(d2f)|∣∣∣2/3 + C(ϕ) l∑
j=1
∫
Γj
|[f ](s)|2/3|κ(s)|1/3ds, (4.8)
where [f ](s) and κ(s) respectively denote the jump of f and the curvature of Γj at the
point s, and where C(ϕ) is a constant that only depends on the choice of the mollifier.
This constant can be shown to be uniformly bounded by below for the class of radially
decreasing mollifiers. This result reveals that A2(f) is stable under regularization of car-
toon images (in contrast to the measure of smoothness described in item 3 above). We
also discuss the behaviour of Ap when p 6= 2.
These results lead us in §4.4 to a comparison between the quantity A2(f) and the
total variation TV(f). We also make some remarks on the existing links between the limit
expression in (4.8) and classical results on adaptive approximation of curves, as well as
with operators of affine-invariant image processing which also involve the power 1/3 of
the curvature.
We devote §4.5 to numerical tests performed on cartoon images that illustrate the
validity of our results. In addition, we compare the quantity A2(f) with the total variation
TV(f) as a model for plausible images.
One could be tempted to use the quantity A2(f) in place of the total variation TV(f)
as a prior in image processing, and in particular to replace |g|BV by A2(g) in a restoration
procedure such as (4.2). In §4.6, we show that this optimization program is ill-posed in the
sense that the restored image would be the noisy image itself. An alternate strategy is to
use A2(f) in the framework of a bayesian least-square estimator, as proposed in [70] in the
case of the total variation. At the present stage, the algorithm implementing this approach
did not give satisfactory results due to its very slow convergence. For this reason, we
only present some numerical illustration of this approach in a simplified one-dimensional
setting.
Eventually we describe in §4.7 the extension of our results to finite elements of higher
degree and higher space dimensions. Concluding remarks and perspectives of our work
are given in §4.8.
4.2 Anisotropic finite element approximation
A standard estimate in finite element approximation states that if f ∈ W 2,p(Ω) then
‖f − ITh f‖Lp ≤ Ch2‖d2f‖Lp ,
where Th is a triangulation of mesh size h := maxT∈Th diam(T ). If we restrict our attention
to a family quasi-uniform triangulations, h is linked with the complexity N := #(Th)
according to
C1h
−2 ≤ N ≤ C2h−2
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Therefore, denoting by σunifN (f)Lp the L
p approximation by quasi-uniform triangulations
of cardinality N , we can re-express the above estimate as
σunifN (f)Lp ≤ CN−1‖d2f‖Lp . (4.9)
In order to explain how this estimate can be improved when using adaptive partitions,
we first give some heuristic arguments which are based on the assumption that on each
triangle T the relative variation of d2f is small so that it can be considered as constant
over T , which means that f coincides with a quadratic function qT on each T . Denoting
by IT the local interpolation operator on a triangle T and by eT (f)p := ‖f − IT f‖Lp(T )
the local Lp error, we thus have according to this heuristics
‖f − IT f‖Lp =
(∑
T∈T
eT (f)
p
p
) 1
p
=
(∑
T∈T
eT (qT )
p
p
) 1
p
We are thus led to study the local interpolation error eT (q)p when q ∈ IP2 is a a quadratic
polynomial. Denoting by q the homogeneous part of q, we remark that
eT (q)p = eT (q)p.
We optimize the shape of T with respect to the quadratic form q by introducing a function
Kp defined on the space of quadratic forms by
Kp(q) := inf|T |=1
eT (q)p,
where the infimum is taken among all triangles of area 1. It is easily seen that eT (q)p is
invariant by translation of T and so is therefore the minimizing triangle if it exists. By
homogeneity, it is also easily seen that
inf
|T |=a
eT (q)p = a
1
τKp(q),
1
τ
=
1
p
+ 1,
and that the minimizing triangle of area a is obtained by rescaling the minimizing triangle
of area 1 if it exists. Finally, it is easily seen that if ϕ is an invertible linear transform
Kp(q ◦ ϕ) = |det(ϕ)|Kp(q),
and that the minimizing triangle of area |det(ϕ)|−1 for q ◦ϕ is obtained by application of
ϕ−1 to the minimizing triangle of area 1 for q if it exists. If det(q) 6= 0, there exists a ϕ such
that q◦ϕ is either x2+y2 or x2−y2 up to a sign change, and we have |det(q)| = |det(ϕ)|−2.
It follows that Kp(q) has the simple form
Kp(q) = σ|det(q)|1/2, (4.10)
where σ is a constant equal to Kp(x
2 + y2) if det(q) > 0 and to Kp(x
2− y2) if det(q) < 0.
One easily checks that this equality also holds when det(q) = 0 in which case Kp(q) = 0.
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Assuming that the triangulation T is such that all its triangles T have optimized shape
in the above sense with respect to the quadratic form qT associated with qT , we thus have
for any triangle T ∈ T
eT (f)p = eT (qT )p = |T | 1τKp(qT ) =
∥∥∥∥Kp(d2f2 )
∥∥∥∥
Lτ (T )
.
since we have assumed d
2f
2
= qT on T . In order to optimize the trade-off between the global
error and the complexity N = #(T ), we apply the principle of error equidistribution :
the triangles T have area such that all errors eT (qT )p are equal i.e. eT (qT )p = η for some
η > 0 independent of T . It follows that
Nητ ≤
∥∥∥∥Kp(d2f2 )
∥∥∥∥τ
Lτ (Ω)
,
and therefore
σN(f)p ≤ ‖f − IT f‖Lp ≤ N1/pη ≤
∥∥∥∥Kp(d2f2 )
∥∥∥∥
Lτ (Ω)
N−1,
which according to (4.10) implies
σN(f)p ≤ CN−1Ap(f), (4.11)
with Ap defined as in (4.6).
The estimate (4.11) is too optimistic to be correct : if f is a univariate function then
Ap(f) = 0 while σN(f)p may not vanish. In a rigorous derivation such as in [4] and Chapter
2, one observes that if f ∈ C2, the replacement of d2f by a constant over T induces an
error which becomes negligible only when the triangles are sufficiently small, and therefore
a correct statement is that for any ε > 0 there exists N0 = N0(f, ε) such that
σN(f)p ≤ N−1
(∥∥∥∥Kp(d2f2 )
∥∥∥∥
Lτ (Ω)
+ ε
)
, (4.12)
for all N ≥ N0, i.e.
lim sup
N→+∞
NσN(f)p ≤
∥∥∥∥Kp(d2f2 )
∥∥∥∥
Lτ (Ω)
(4.13)
which according to (4.10) implies (4.5).
4.3 Piecewise smooth functions and images
As already observed, the quantities Ap(f) are well defined for functions f ∈ C2, but
we expect that they should in some sense also be well defined for functions representing
C2−C2 “cartoon images” when p ≤ 2. We first give a precise definition of such functions.
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Definition 4.3.1. A cartoon function on an open set Ω is a function almost everywhere
of the form
f =
∑
1≤i≤k
fiχΩi ,
where the Ωi are disjoint open sets with piecewise C
2 boundary, no cusps (i.e. satisfying an
interior and exterior cone condition), and such that Ω = ∪ki=1Ωi, and where the function
fi is C
2 on Ωi for each 1 ≤ i ≤ k.
Let us consider a fixed cartoon function f on an open polygonal domain Ω (i.e. Ω is
such that Ω is a closed polygon) associated with a decomposition (Ωi)1≤i≤k. We define
Γ :=
⋃
1≤i≤k
∂Ωi, (4.14)
the union of the boundaries of the Ωi. The above definition implies that Γ is the disjoint
union of a finite set of points P and a finite number of open curves (Γi)1≤i≤l.
Γ =
( ⋃
1≤i≤l
Γi
)
∪ P .
Furthermore for all 1 ≤ i < j ≤ l, we may impose that Γi ∩ Γj ⊂ P (this may be ensured
by a splitting of some of the Γi if necessary).
We now consider the piecewise linear interpolation ITN f of f on a triangulation TN of
cardinality N . We distinguish two types of elements of TN . A triangle T ∈ TN is called
“regular” if T ∩ Γ = ∅, and we denote the set of such triangles by T rN . Other triangles are
called “edgy” and their set is denoted by T eN . We can thus split Ω according to
Ω :=
(∪T∈T rNT) ∪ (∪T∈T eNT) = ΩrN ∪ ΩeN .
We split accordingly the Lp interpolation error into
‖f − ITN f‖pLp(Ω) =
∫
ΩrN
|f − ITN f |p +
∫
ΩeN
|f − ITN f |p.
We may use O(N) triangles in T eN and T rN (for example N/2 in each set). Since f has
discontinuities along Γ, the L∞ interpolation error on ΩeN does not tend to zero and T eN
should be chosen so that ΩeN has the aspect of a thin layer around Γ. Since Γ is a finite
union of C2 curves, we can build this layer of width O(N−2) and therefore of global area
|ΩeN | ≤ CN−2, by choosing long and thin triangles in T eN . On the other hand, since f is
uniformly C2 on ΩrN , we may choose all triangles in T rN of regular shape and diameter
hT ≤ CN−1/2. Hence we obtain the following heuristic error estimate, for a well designed
anisotropic triangulation :
‖f − ITN f‖Lp(Ω) =
(
‖f − ITN f‖pLp(ΩrN ) + ‖f − ITN f‖
p
Lp(ΩeN )
)1/p
≤
(
‖f − ITN f‖pL∞(ΩrN )|Ω
r
N |+ ‖f − ITN f‖pL∞(ΩeN )|Ω
e
N |
)1/p
≤ C(N−p +N−2)1/p,
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and therefore
‖f − ITN f‖Lp(Ω) ≤ CN−min{1,2/p}, (4.15)
where the constant C depends on ‖d2f‖L∞(Ω\Γ), ‖f‖L∞(Ω) and on the number, length and
maximal curvature of the C2 curves which constitute Γ.
Observe in particular that the error is dominated by the edge term ‖f − ITN f‖Lp(ΩeN )
when p > 2 and by the smooth term ‖f − ITN f‖Lp(ΩrN ) when p < 2. For the critical value
p = 2 the two terms have the same order.
For p ≤ 2, we obtain the approximation rate N−1 which suggests that approxima-
tion results such as (4.5) should also apply to cartoon functions and that the quantity
Ap(f) should be finite. We would therefore like to bridge the gap between anisotropic
approximation of cartoon functions and smooth functions. For this purpose, we first need
to give a proper meaning to Ap(f) when f is a cartoon function. This is not straightfor-
ward, due to the fact that the product of two distributions has no meaning in general.
Therefore, we cannot define det(d2f) in a distributional sense, when the coefficients of
d2f are distributions without sufficient smoothness. Our approach will rather be based on
regularisation. This is additionally justified by the fact that sharp curves of discontinuity
are a mathematical idealisation. In real world applications, such as photography, several
physical limitations (depth of field, optical blurring) impose a certain level of blur on the
edges.
In the following, we consider a fixed radial nonnegative function ϕ of unit integral and
supported in the unit ball, and we define for all δ > 0 and f defined on Ω,
ϕδ(z) :=
1
δ2
ϕ
(z
δ
)
and fδ = f ∗ ϕδ. (4.16)
Our main result gives a meaning to Ap(f) based on this regularization. If f is a cartoon
function on a set Ω, and if x ∈ Γ \P , we denote by [f ](x) the jump of f at this point. We
also denote t(x) and n(x) the unit tangent and normal vectors to Γ at x oriented in such
way that det(t,n) = +1, and by κ(x) the curvature at x which is defined by the relation
∂t(x)t(x) = κ(x)n(x).
For p ∈ [1,∞] and τ defined by 1
τ
:= 1 + 1
p
, we introduce the two quantities
Sp(f) := ‖
√
| det(d2f)|‖Lτ (Ω\Γ) = Ap(f|Ω\Γ),
Ep(f) := ‖
√
|κ|[f ]‖Lτ (Γ),
which respectively measure the “smooth part” and the “edge part” of f . We also introduce
the constant
Cp,ϕ := ‖
√
|ΦΦ′|‖Lτ (R), where Φ(x) :=
∫
y∈R
ϕ(x, y)dy. (4.17)
Note that fδ is only properly defined on the set
Ωδ := {z ∈ Ω ; B(z, δ) ⊂ Ω},
and therefore, we define Ap(fδ) as the L
τ norm of
√| det(d2fδ)| on this set.
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Theorem 4.3.2. For all cartoon functions f , the quantity Ap(fδ) behaves as follows :
– If p < 2, then
lim
δ→0
Ap(fδ) = Sp(f).
– If p = 2, then τ = 2
3
and
lim
δ→0
A2(fδ) =
(
S2(f)
τ + E2(f)
τCτ2,ϕ
) 1
τ
. (4.18)
– If p > 2, then Ap(fδ)→∞ according to
lim
δ→0
δ
1
2
− 1
pAp(fδ) = Ep(f)Cp,ϕ. (4.19)
Remark 4.3.3. This theorem reveals that as δ → 0, the contribution of the neighbourhood
of Γ to Ap(fδ) is negligible when p < 2 and dominant when p > 2, which was already
remarked in the heuristic computation leading to (4.15).
Remark 4.3.4. It seems to be possible to eliminate the “no cusps” condition in the defi-
nition of cartoon functions, while still retaining the validity of this theorem. It also seems
possible to take the more natural choice ϕ(z) = 1
pi
e−‖z‖
2
, which is not compactly supported.
However, both require higher technicality in the proof which we avoid here.
Before attacking the proof of Theorem 4.3.2, we show below that the constant Cp,ϕ
involved in the result for p ≥ 2 is uniformly bounded by below for a mild class of mollifiers.
Proposition 4.3.5. Let ϕ be a radial and positive function supported on the unit ball
such that
∫
ϕ = 1 and that ϕ(x) decreases as |x| increases. For any p ≥ 2 we have
Cp,ϕ ≥ 2
pi
(
4
τ + 2
) 1
τ
.
and this lower bound is optimal. There is no such bound if p < 2, but note that Theorem
4.3.2 does not involve Cp,ϕ for p < 2.
Proof: Let D be the unit disc of R2. We define a non smooth mollifier ψ and a function
Ψ as follows
ψ :=
χD
pi
and Ψ(x) :=
∫
R
ψ(x, y)dy.
One easily obtains that Ψ(x) = 2
pi
√
1− x2χ[−1,1](x) and Ψ′(x) = −2xpi√1−x2χ[−1,1](x), hence
Ψ(x)Ψ′(x) =
−4x
pi2
χ[−1,1](x).
For all δ > 0 we define ψδ := δ
−2ψ(δ−1·), and Ψδ(x) :=
∫
R ψδ(x, y)dy. Similarly we obtain
Ψδ(x)Ψ
′
δ(x) =
−4x
pi2
χ[−δ,δ]δ−4.
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Hence
Cp,ψδ =
∥∥∥∥√Ψδ(x)|Ψ′δ(x)|∥∥∥∥
Lτ (R)
=
2
piδ2
(∫ δ
−δ
|x| τ2 dx
) 1
τ
=
2
piδ2
(
2δ
τ
2
+1
τ
2
+ 1
) 1
τ
=
2
pi
(
4
τ + 2
) 1
τ
δ
1
p
− 1
2 .
Note that
If p ≥ 2 and δ ∈ (0, 1] then Cp,ψδ ≥ Cp,ψ =
2
pi
(
4
τ + 2
) 1
τ
. (4.20)
The mollifier ϕ of interest is radially decreasing, has unit integral and is supported on the
unit ball. It follows that there exists a Lebesgue measure µ on (0, 1], of mass 1, such that
ϕ =
∫ 1
0
ψδ dµ(δ).
Hence Φ(x) :=
∫
R ϕ(x, y)dy =
∫ 1
0
Ψδ(x) dµ(δ), for any x ∈ R. Since s 7→ sτ is concave on
R+ when 0 < τ ≤ 1, we obtain
Φ(x)τ =
(∫ 1
0
Ψδ(x) dµ(δ)
)τ
≥
∫ 1
0
Ψδ(x)
τ dµ(δ)
Similarly, since the sign of Ψ′δ(x) is independent of δ, |Φ′(x)|τ =
(∫ 1
0
|Ψ′δ(x)| dµ(δ)
)τ
≥∫ 1
0
|Ψ′δ(x)|τ dµ(δ). Applying the Cauchy-Schwartz inequality we obtain
√
Φ(x)|Φ′(x)| τ ≥
√(∫ 1
0
Ψδ(x)τ dµ(δ)
)(∫ 1
0
|Ψ′δ(x)|τ dµ(δ)
)
≥
∫ 1
0
√
Ψδ(x)|Ψ′δ(x)|
τ
dµ(δ)
Eventually we obtain using the previous equation and (4.20) that
Cτp,ϕ =
∫
R
√
Φ|Φ′| τ ≥
∫ 1
0
(∫
R
√
Ψδ|Ψ′δ|
τ
)
dµ(δ) =
∫ 1
0
Cτp,ψδdµ(δ) ≥ Cτp,ψ,
which concludes the proof of this lemma. 
The rest of this section is devoted to the proof of Theorem 4.3.2. Since it is rather
involved, we split its presentation into several main steps.
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Step 1 : decomposition of Ap(fδ). Using the notation K(M) :=
√| detM |, we can
write
Ap(fδ)
τ =
∫
Ωδ
K(d2fδ)
τ . (4.21)
We decompose this quantity based on a partition of Ωδ into three subsets
Ωδ = Ωδ ∪ Γδ ∪ Pδ.
The first set Ωδ corresponds to the smooth part :
Ωδ :=
⋃
1≤i≤k
Ωi,δ, where Ωi,δ := {z ∈ Ωi ; d(z,Ω \ Ωi) > δ}.
Note that Ωδ is strictly contained in Ω
δ. The second set corresponds to the edge part : we
first define
Γ0δ :=
⋃
1≤j≤l
Γ0j,δ, where Γ
0
j,δ := {z ∈ Γj ; d(z,Γ \ Γj) > 2δ},
and then set
Γδ :=
⋃
1≤j≤l
Γj,δ where Γj,δ := {z ∈ Ω ; d(z,Γ) < δ and piΓ(z) ∈ Γ0j,δ}
where piΓ(z) denotes the point of Γ which is the closest to z. The third set corresponds
the corner part :
Pδ := Ωδ \ (Ωδ ∪ Γδ).
The measures of the sets Γδ and Pδ tends to 0 as δ → 0, while |Ωδ| tends to |Ω|. More
precisely, we have
|Γδ| ≤ Cδ and |Pδ| ≤ Cδ2
where the last estimate exploits the “no cusps” property of the cartoon function. We ana-
lyze separately the contributions of these three sets to (4.21).
Step 2 : Contribution of the smooth part Ωδ. The contribution of Ωδ to the in-
tegral (4.21) is easily measured. Indeed, let us define
Qδ(z) :=
{
K(d2fδ(z))
τ if z ∈ Ωδ,
0 otherwise.
Then we have pointwise convergenceQδ(z)→ K(d2f(z))τ on Ω\Γ. Since the δ-neighbourhood
of Ωδ is included in Ω \ Γ, we have
‖d2(f ∗ ϕδ)‖L∞(Ωδ) = ‖(d2f) ∗ ϕδ‖L∞(Ωδ) ≤ ‖d2f‖L∞(Ω\Γ)‖ϕδ‖L1 = ‖d2f‖L∞(Ω\Γ)
Since
K(M) =
√
| detM | ≤ ‖M‖
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we have K(d2fδ) ≤ ‖d2f‖L∞(Ω\Γ) on Ωδ, and we conclude by dominated convergence that
lim
δ→0
∫
Ωδ
K(d2fδ)
τ = lim
δ→0
∫
Ω\Γ
Qδ =
∫
Ω\Γ
K(d2f)τ .
Step 3 : Contribution of the corner part Pδ. We only need a rough upper estimate
of the contribution of Pδ to the integral (4.21). We observe that
‖d2(f ∗ ϕδ)‖L∞(Ω) = ‖f ∗ (d2ϕδ)‖L∞(Ω) ≤ ‖f‖L∞(Ω)‖d2ϕδ‖L1(R2) = M
δ2
,
where M := ‖f‖L∞(Ω)‖d2ϕ‖L1(R2). It follows that∫
Pδ
K(d2fδ)
τ ≤ |Pδ|
(
M
δ2
)τ
≤ Cδ2−2τ .
If τ < 1, this quantity tends to 0 and is therefore negligible compared to the contribution
of the smooth part. If τ = 1, which corresponds to p = ∞, our further analysis shows
that the contribution of the edge part tends to +∞, and therefore the contribution of the
corner part is always negligible.
Step 4 : Contribution of the edge part Γδ. This step is the main difficulty of
the proof. We make a key use of an asymptotic analysis of fδ on Γδ, which relates its
second derivatives to the jump [f ] and the curvature κ as δ → 0. We first define for all
δ > 0 the map
Uδ : Γ \ P × [−1, 1] → Ω
(x, u) 7→ x+ δun(x).
We notice that according to our definitions, for δ small enough, the map Uδ induces a dif-
feomorphism between Γ0δ× [−1, 1] and Γδ, such that piΓ(Uδ(x, u)) = x and d(Uδ(x, u),Γ) =
|Uδ(x, u) − x| = δ|u|. We establish asymptotic estimates on the second derivatives of fδ
which have the following form :∣∣∣∣∂n,nfδ(z)− 1δ2 [f ](x)Φ′(u)
∣∣∣∣ ≤ Cδ (4.22)
|∂n,tfδ(z)| ≤ C
δ
(4.23)∣∣∣∣∂t,tfδ(z) + 1δ [f ](x)κ(x)Φ(u)
∣∣∣∣ ≤ ω(δ)δ (4.24)
where limδ→0 ω(δ) = 0 and with the notation z = Uδ(x, u). The constant C and the
function ω depend only on f . The proof of these estimates is given in the appendix. As
an immediate consequence, we obtain an asymptotic estimate of K(d2fδ) =
√| det(d2fδ)|
of the form ∣∣∣δ 32K(d2fδ(z))−√|κ(x)| |[f ](x)|√|Φ(u)Φ′(u)|∣∣∣ ≤ ω˜(δ), (4.25)
where limδ→0 ω˜(δ) = 0, and the function ω˜ depends only on f . Using the notations
gδ(z) := δ
3
2K(d2fδ(z)), λ(x) :=
√
|κ(x)| |[f ](x)|, µ(u) :=
√
|Φ(u)Φ′(u)|,
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we thus have
|gδ(z)− λ(x)µ(u)| ≤ ω˜(δ), (4.26)
for all x ∈ Γ0δ , u ∈ [−1, 1] and δ > 0 sufficiently small, with z = Uδ(x, u). We claim that
for any continuous functions (gδ, λ, µ) satisfying (4.26), we have for any τ > 0,
lim
δ→0
δ−1
∫
Γδ
gτδ =
∫
Γ
λ(x)τdx
∫ 1
−1
µ(u)τdu, (4.27)
which is in our case equivalent to the estimate
lim
δ→0
δ
3
2
τ−1
∫
Γδ
K(d2fδ)
τ =
∫
Γ
|[f ]|τ |κ|τ/2
∫
R
|ΦΦ′|τ/2. (4.28)
In order to prove (4.27), we may assume without loss of generality that τ = 1 up to
replacing (gδ, λ, µ) by (g
τ
δ , λ
τ , µτ ). We first express the jacobian matrix of Uδ using the
bases B1 = ((t(x), 0), (0, 1)) and B2 = (t(x),n(x)) for the tangent spaces of Γ × [−1, 1]
and Ω. This gives the expression
[dUδ(x, u)]B1,B2 =
(
1− δuκ(x) 0
0 δ
)
and therefore | det([dUδ(x, u)]B1,B2)| = δ − δ2uκ(x). Since B1 and B2 are orthonormal
bases, this quantity is the jabobian of Uδ at (x, u), and therefore∫
Γδ
gδ = δ
∫
Γ0δ×[−1,1]
gδ(x+ δun(x))(1− δuκ(x))dx du
Combining with (4.26), and using dominated convergence we obtain (4.27).
Step 5 : summation of the different contributions. Summing up the contributions
of Ωδ, Pδ and Γδ, we reach the estimate∫
Ω
K(d2fδ)
τ =
∫
Ωδ
K(d2fδ)
τ +
∫
Pδ
K(d2fδ)
τ +
∫
Γδ
K(d2fδ)
τ
=
(∫
Ω\Γ
K(d2f)τ + ε1(δ)
)
+B(δ)δ2−2τ
+δ1−
3
2
τ
(∫
Γ
|[f ]|τ |κ|τ/2
∫
R
|ΦΦ′|τ/2 + ε2(δ)
)
,
= (Sp(f)
τ + ε1(δ)) +B(δ)δ
2−2τ + δ1−
3
2
τ (Ep(f)
τCτp,φ + ε2(δ)),
where limδ→0 ε1(δ) = limδ→0 ε2(δ) = 0 and B(δ) is uniformly bounded. This concludes the
proof of Theorem 4.3.2.
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4.4 Relation with other works
Theorem 4.3.2 allows us to extend the definition of A2(f) when f is a cartoon function,
according to
A2(f) :=
(
S2(f)
2/3 + E2(f)
2/3C
2/3
2,ϕ
)3/2
. (4.29)
We first compare this additive form with the total variation TV(f). If f is a cartoon
function, its total variation has the additive form
TV(f) := ‖∇f‖L1(Ω\Γ) + ‖[f ]‖L1(Γ), (4.30)
Both (4.29) and (4.30) include a “smooth term” and an “edge term”. It is interesting to
compare the edge term of A2(f), which is given by
E2(f) = ‖
√
|κ|[f ]‖L2/3(Γ),
up to the multiplicative constant C2,ϕ, with the one of TV(f) which is simply the integral
of the jump
J(f) := ‖[f ]‖L1(Γ),
Both terms are 1-homogeneous with the value of the jump of the function f . In particular,
if the value of this jump is 1 (for example when f is the characteristic function of a set of
boundary Γ), we have
E2(f) =
(∫
Γ
|κ|1/3
)3/2
, (4.31)
while J(f) coincides with the length of Γ. In summary, A2(f) takes into account the
smoothness of edges, through their curvature κ, while TV(f) only takes into account their
length.
Let us now investigate more closely the measure of smoothness of edges which is
incorporated in A2(f). According to (4.31), this smoothness is meant in the sense that the
arc length parametrizations of the curves that constitute Γ admit second order derivatives
in L
1
3 . In the following, we show that this particular measure of smoothness is naturally
related to some known results in two different areas : adaptive approximation of curves
and affine-invariant image processing.
We first revisit the derivation of the heuristic estimate (4.15) for the error between
a cartoon function and its linear interpolation on an optimally adapted triangulation. In
this computation, the contribution of the “edgy triangles” was estimated by the area of
the layer ΩeN according to
‖f − ITN f‖Lp(ΩeN ) ≤ ‖f‖L∞|ΩeN |1/p.
Then we invoke the fact that Γ is a finite union of C2 curves Γj in order to build a layer
of global area |ΩeN | ≤ CN−2, which results in the case p = 2 into a contribution to the Lp
error of the order O(N−1). The area of the layer ΩeN is indeed of the same order as the
area between the edge Γ and its approximation by a polygonal line with O(N) segments.
Each of the curves Γj can be identified to the graph of a C
2 function in a suitable
orthogonal coordinate system. If γ is one of these functions, the area between Γ and its
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polygonal approximation can thus be locally measured by the L1 error between the one-
dimensional function γ and a piecewise linear approximation of this function. Since γ is C2,
it is obvious that it can be approximated by a piecewise linear function on O(N) intervals
with accuracy O(N−2) in the L∞ norm and therefore in the L1 norm. However, we may
ask whether such a rate could be achieved under weaker conditions on the smoothness
of γ. The answer to this question is a chapter of nonlinear approximation theory which
identifies the exact conditions for a function γ to be approximated at a certain rate by
piecewise polynomial functions on adaptive one-dimensional partitions. We refer to [42]
for a detailed treatment and only state the result which is of interest to us. We say that a
function γ defined on a bounded interval I belongs to the approximation space As(Lp) if
and only if there exists a sequence (pN)N>0 of functions where each pN is piecewise affine
on a partition of I by N intervals such that
‖γ − pN‖Lp ≤ CN−s.
For 0 < s ≤ 2, it is known that γ ∈ As(Lp) provided that γ ∈ Bsτ,τ (I) with 1τ := 1p + s,
where Bsτ,τ (I) is the standard Besov space that roughly describes those functions having
s derivatives in Lτ . In the case s = 2 and p = 1 which is of interest to us, we find τ = 1
3
and therefore γ should belong to the Besov space B21
3
, 1
3
(I). Note that in our definition
of cartoon functions, we assume much more than B21
3
, 1
3
smoothness on γ, and it is not
clear to us if Theorem (4.3.2) can be derived under this minimal smoothness assumption.
However it is striking to see that the quantity E2(f) that is revealed by Theorem (4.3.2)
precisely measures the second derivative of the arc-length parametrization of Γ in the L
1
3
norm, up to the multiplicative weight |[f ]|2/3. Let us also mention that Besov spaces have
been used in [43] in order to describe the smoothness of functions through the regularity
of their level sets. Note that edges and level sets are two distinct concepts, which coincide
in the case of piecewise constant cartoon functions.
The quantity |κ|1/3 is also encountered in mathematical image processing, for the
design of simple smoothing semi-groups that respect affine invariance with respect to the
image. Since these semi-groups should also have the property of contrast invariance, they
can be defined through curve evolution operators acting on the level sets of the image. The
simplest curve evolution operator that respects affine invariance is given by the equation
dΓ
dt
= −|κ|1/3n,
where n is the outer normal, see e.g. [22]. Here the value 1/3 of the exponent plays a critical
role. The fact that we also find it in E2(f) suggests that some affine invariance property
also holds for this quantity as well as for A2(f). We first notice that if f is a compactly
supported C2 function of two variables and T is a bijective affine transformation, then
with f˜ such that
f = f˜ ◦ T,
we have the property
d2f(z) = LTd2f˜(Tz)L,
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where L is the linear part of T and LT its transpose, so that√
| det(d2f(z))| = | detL|
√
| det(d2f˜(Tz))|.
By change of variable, we thus find that
Ap(f˜) = | detL|1/τ−1Ap(f) = | detL|1/pAp(f). (4.32)
A similar invariance property can be derived on the interpolation error σN(f)p = ‖f −
ITN f‖Lp where TN is a triangulation which is optimally adapted to f in the sense of mini-
mizing the linear interpolation error in the Lp norm among all triangulations of cardinality
N . We indeed remark that an optimal triangulation for f˜ is then given by applying T
to all elements of TN . For such a triangulation T˜N := T (TN), one has the commutation
formula
ITN f = (IT˜N f˜) ◦ T,
and therefore we obtain by a change of variable that
σN(f˜)p = ‖f˜ − IT˜N f˜‖Lp = | detL|1/p‖f − ITN f‖Lp = | detL|1/pσN(f)p. (4.33)
Let us finally show that if f is a cartoon function, then E2(f) satisfies a similar invariance
property corresponding to p = 2, namely
E2(f˜) = | detL|1/2E2(f). (4.34)
Note that this cannot be derived by arguing that A2(f) satisfies this invariance property
when f and f˜ are smooth, since we lose the affine invariance property as we introduce the
convolution by ϕδ : we do not have
(f ◦ T ) ∗ ϕδ = (f ∗ ϕδ) ◦ T.
unless T is a rotation or a translation.
Let Γj be one of the C
2 pieces of Γ and γj : [0, Bi] → Ω a regular parametrisation of
Γj. The curvature of Γ on Γj at the point γj(t) is therefore given by
κ(γj(t)) =
det(γ′j(t), γ
′′
j (t))
‖γ′j(t)‖3
(4.35)
Since f = f˜ ◦ T , the discontinuity curves of f˜ are the images of those of f by T :
Γ˜j = T (Γj).
The curvature of Γ˜j at the point T (γj(t)) is therefore given by
κ˜(T (γj(t))) =
det(Lγ′j(t), Lγ
′′
j (t))
‖Lγ′j(t)‖3
= det(L)
det(γ′j(t), γ
′′
j (t))
‖Lγ′j(t)‖3
.
This leads us to the relation :
| det(L)|1/3|κ(γj(t))|1/3 ‖γ′j(t)‖ = |κ˜(T (γj(t)))|1/3‖Lγ′j(t)‖, (4.36)
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and therefore∫
Γ˜j
|[f˜ ]|2/3|κ˜|1/3 =
∫ Bj
0
|[f˜ ](T (γj(t)))|2/3|κ˜(T (γj(t)))|1/3 ‖Lγ′j(t)‖dt,
= | detL|1/3
∫ Bj
0
|[f ](γj(t))|2/3|κ(γj(t))|1/3 ‖γ′j(t)‖dt,
= | detL|1/3
∫
Γi
|[f ]|2/3|κ|1/3.
Summing over all j = 1, · · · , l and elevating to the 3/2 power we obtain (4.34).
4.5 Numerical tests
We first validate our previous results by numerical tests applied to a simple cartoon
image : the Logan-Shepp phantom. We use a 256× 256 pixel version of this image, with a
slight modification which is motivated further. This image is iteratively smoothed by the
numerical scheme
un+1i,j =
uni,j
2
+
uni+1,j + u
n
i−1,j + u
n
i,j+1 + u
n
i,j−1
8
. (4.37)
This scheme is an explicit discretization of the heat equation. Formally, as n grows, un is
a discretization of
u ∗ ϕλ√n with ϕδ(z) :=
1
piδ2
e−
‖z‖2
δ2 , (4.38)
where u stands for the continuous image. The determinant of the hessian is discretised by
the following 9-points formula
dni,j := (u
n
i,j+1 − 2uni,j + uni,j−1)(uni+1,j − 2uni,j + uni−1,j)
−(u
n
i+1,j+1 + u
n
i−1,j−1 − uni+1,j−1 − uni−1,j+1)2
16
(4.39)
For each value of n, we then compute the `τ norm of the array
(√
|dni,j|
)
for τ ∈ [1
2
, 1],
which corresponds to p ∈ [1,∞] with 1
τ
:= 1 + 1
p
. This norm is thus a discretization of the
quantity ∥∥∥√| det(d2(u ∗ ϕλ√n))|∥∥∥
Lτ
.
For each value of n we obtain a function τ ∈ [1
2
, 1]→ Dn(τ) ∈ R+.
As n grows, three consecutive but potentially overlapping phases appear in the beha-
viour of the functions Dn, which are illustrated on Figure 4.2.
1. For small n, the 9-points discretisation is not a good approximation of the determi-
nant of the hessian due to the fact that the pixel discretization is too coarse compared
to the smoothing width. During this phase, the functions Dn decay rapidly for all
values of τ .
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Figure 4.1 – The Logan-Shepp image (left), modified image (center), smoothed image
(right).
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Figure 4.2 – The curves Dn(τ) for n ≤ 50 (left), 50 ≤ n ≤ 100 (center) and 100 ≤ n ≤
200 (right).
2. For some range of n, the edges have been smoothed by the action of (4.37), but the
parameter λ
√
n in (4.38) remains rather small. Our previous analysis applies and we
observe that Dn(2/3) is (approximately) constant while Dn(τ) increases for τ < 2/3
and decreases for τ > 2/3.
3. For large n, the details of the picture fade and begin to disappear. The picture begins
to resemble a constant picture. Therefore the functions Dn decay for all values of τ ,
and eventually tend to 0.
In our numerical experiments, we used the well known Shepp-Logan Phantom with
a slight modification as shown on Figure 4.1 : we have removed the thin layer around
the head, which represents the skull, because it disappears too quickly by the smoothing
procedure and causes phases 1 and 3 to overlap, masking phase 2. For more complica-
ted functions f , such as most photographic pictures, phases 1 and 3 also tend to overlap
for similar reasons. Indeed, these pictures often have details at the pixel scale, including
electronic noise due to the captor. Since these details disappear early phase 3 begins im-
mediately, therefore phase 2 cannot be observed.
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Our next discussion aims at comparing the quantities A2(f) with the total variation
TV(f) on numerical images. In particular, we want to compare how these quantities
measure the geometric complexity of images. Here, we consider non-discretized images
z = (x, y) ∈ [0, 1]2 7→ f(z),
and we compare the numerical behaviour of A2(f) and TV(f) for some relevant cases.
Let us recall that for any g ∈ C2(R+), if f is the radial function
f(z) = g(|z|),
one has
det
(
d2f(z)
)
=
1
|z|g
′(|z|)g′′(|z|).
As a result we find that the two functionals TV and A
2/3
2 behave similar on the oscillatory
images fω(z) := cos(ω|z|) illustrated on Figure 4.3 (left), as ω → +∞ :
TV(fω) ' ω and A2(fω) ' ω3/2. (4.40)
We next consider the cartoon images defined by gω(z) =
bω|z|c
ω
, which have the form of a
circular staircase with approximately ω steps of height 1/ω, as illustrated on Figure 4.3
(center). In this case, we may give a meaning to A2(gω) based on (4.29), which since gω
is piecewise constant gives
A2(gω)
2/3 = C
∫
Γ
|[gω]| 23 |κ| 13 ,
where Γ are the circular curves of discontinuities. From this we find that as ω → +∞,
TV(gω) ' 1 and A2(gω) '
√
ω. (4.41)
This shows that in contrast to TV, the functional A2 penalizes images which have the
appearance of a staircase.
Finally we consider the cartoons functions hω(z) = χSω where the set Sω is defined by
Sω :=
{
z = (r cos θ, r sin θ) ; 0 ≤ θ ≤ pi
2
, and 0 ≤ r ≤ 1 + 1
ω
cos(ωθ)
}
,
see Figure 4.3 (right). These functions have therefore only one step but its geometry
becomes more and more oscillatory as ω grows. More precisely its length remains finite,
but its curvature behaves like ω. In turn, we obtain that as ω → +∞,
TV(hω) ' 1 and A2(hω) '
√
ω. (4.42)
This shows that in contrast to TV, the functional A2 penalizes the fact that the curve of
discontinuity ∂Sω strongly oscillates.
These examples suggest that the functional A2 gives a more relevant account of the
complexity of cartoon images than the total variation TV. In particular staircasing effects
and oscillatory curves of discontinuity are penalized.
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Figure 4.3 – Some representatives of families fω, gω and hω of images, and behavior of
the functionals TV and A2.
4.6 Applications to image restoration
The previous discussion suggests that we could use A2 as an alternative to TV as a
prior in image restoration. In particular, we may try to replace |g|BV by A2(g) in (4.2),
and therefore consider the minimization problem
min
g
{A2(g) ; ‖Tg − h‖L2 ≤ ε},
or its formulation using a Lagrange multiplier
min
g
‖Tg − h‖2L2 + tA2(g)2/3. (4.43)
Our first observation is that, in contrast to (4.2), these problems are non-convex.
Moreover, it is easily seen that even in the very simple case of image denoising corres-
ponding to T = Id, the above problems are ill-posed, in the following sense.
Proposition 4.6.1. For any f ∈ L2([0, 1]2), there exists a sequence (fn)n≥0 of C∞ func-
tions such that
‖f − fn‖L2 → 0 and A2(fn) → 0.
Consequently the infimums of A2(g) over those g ∈ C∞ such that ‖g − h‖L2 ≤ ε and of
‖g−h‖2L2 + tA2(g)2/3 over all g ∈ C∞ are both equal to 0, and are not attained in general.
Proof: If T is a triangulation of the domain [0, 1]2, and if g is piecewise affine on T ,
we may consider its regularized version gδ := g ∗ ϕδ. From Theorem 4.3.2, we find that
A2(gδ) → 0 as δ → 0. The proof follows by observing that piecewise affine functions on
triangulations are dense in L2. 
Note that the above result is formulated in the setting of non-discretized images, and
does not exactly hold for numerical images if we define A2 using the 9-points formula
(4.39) for the discretization of the determinant of the hessian. However, we expect that
the ill-posedness in the continuous setting is reflected by a bad behaviour of the solution
of the discrete optimization problem.
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In summary, a straightforward generalization of the minimization approach (4.2) with
A2 in place of TV is doomed to fail. In order to circumvent this difficulty, we propose
a different strategy based on a restoration algorithm introduced in [70] and [71]. This
algorithm is based on a bayesian framework that we briefely recall.
4.6.1 A bayesian approach to image denoising
For simplicity, we focus from this point on the discrete setting, in which images are
discretized on a N ×N grid where N ≥ 1. We denote by
F := RN×N .
the collection of all discrete images. Bayesian restauration algorithms are based on a prior
probability distribution on F describing how certain images are more “plausible” than
others. One way to build such priors is through a functional
J : F → R+
which reflects the plausibility of an image : typically the value of J is large for complex
images and zero only for few very simple images. The functional J is typically obtained
as the discretization of a measure of smoothness, such as the total variation TV or the
quantity A
2/3
2 (discretized with the nine points formula (4.39)) which is shown in §4.5 to
give a good account of the complexity of cartoon images.
Assuming that the quantity
ZJ :=
∫
F
exp(−J(F ))dF
is finite, our bayesian prior for plausible images is the probability distribution
e−J(F )
ZJ
dF (4.44)
where dF stands for the Lebesgue measure on F .
We use the simplistic, although popular, model of additive gaussian noise in which
random drafts from F with respect to the probability
e−α‖Ω‖
2
Zα
dΩ, (4.45)
where α > 0 is a parameter and Zα is a normalizing factor, represent typical noise.
We regard a corrupted image G as a random variable defined as the sum
G = F + Ω
of a random variable F of distribution (4.44), the original image, and a random variable
Ω of distribution (4.45), the corruption by additive gaussian noise.
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By construction the conditional probability density p(G|F ) of the corrupted image G
with respect to the original image F is
p(G|F ) = e
−α‖Ω‖2
Zα
=
e−α‖G−F‖
2
Zα
.
The conditional probability density p(F |G) of the original image F with respect to the
corrupted one G is obtained by the bayesian rule of conditional probabilities
p(F |G)p(G) = p(G|F )p(F ).
Replacing p(G|F ) and p(F ) with their explicit expressions we obtain
p(F |G) = 1
p(G)
p(G|F ) p(F )
=
1
p(G)
(
1
Zα
e−α‖G−F‖
2
2
)(
1
ZJ
e−J(F )
)
=
1
p(G)ZαZJ
e−α‖G−F‖
2
2−J(F ).
We define
σ(F,G) = exp(−α‖G− F‖22 − J(F )).
For any fixed G, the explicit function F ∈ F 7→ σ(F,G) ∈ R∗+ is therefore proportional
to the conditional probability density F 7→ p(F |G).
In order to recover the original image F from the corrupted one G a first approach, cal-
led the maximum a posteriori (MAP), consists in maximizing the conditional probability
density
F ∗J := argmax
F∈F
p(F |G)
= argmax
F∈F
σ(F,G)
= argmin
F∈F
α‖F −G‖2 + J(F )
We thus recover the optimization procedure (4.43) in the case T = Id of image denoising,
and of the functionnal J = A
2/3
2 . As observed in Proposition 4.6.1 this approach is doomed
to fail for the functional A
2/3
2 . For the total variation functional J = TV, the MAP
approach gives good results, but is also known to produce visual artifacts : the restored
image is exactly constant on large regions, delimited by sharp discontinuities which do
not correspond to a feature of the original image. The heuristical reason of this problem
is that the maximum of a probability density is generally not a good representative of a
random draft for this probability, as discussed in [70].
A second approach, called the minimum mean square error (MMSE), consists in finding
F which minimizes the empirical quadratic risk ‖F−F ′‖2 with respect to a random image
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F ′ distributed according to the conditional probability density p(F ′|G) :
FJ := argmin
F∈F
∫
F
‖F − F ′‖2 p(F ′|G) dF ′,
= argmin
F∈F
∫
F
‖F − F ′‖2 σ(F ′, G) dF ′,
=
1
Z
∫
F
F σ(F,G) dF.
where Z =
∫
F σ(F,G) dF is a normalizing factor. This method is studied in depth in [70]
in the case J = TV where it is shown that it has the advantage of suppressing the visual
artifacts observed in the MAP approach, and we describe in the next section its adaptation
to the case J = A
2/3
2 .
4.6.2 The restauration algorithm
The computation of the estimator FJ is a numerical challenge, since it involves an
integration on the space F = RN×N which has dimension at least 512 × 512 ' 250000
in realistic cases. We use an algorithm which was first proposed in the thesis [70], and
which is a variation on the Metropolis Hastings algorithm. We shall only sketch its main
principles and we refer to the original thesis for more details.
The central point is to define a Markov chain (Fk)k≥0 of images in F which is recurrent
with respect to the probability measure σ(F,G)dF/Z, where G is the denoised image and
Z is a normalizing factor. Then, almost surely,
lim
K→∞
1
K
∑
0≤k≤K−1
Fk =
1
Z
∫
F
F σ(F,G) dF. (4.46)
Two successive images Fk and Fk+1 generated by the algorithm proposed in [70] only differ
by the value of a single pixel. The cost of a step of the algorithm, generating a new image
Fk, comes mainly from the computation of the ratio
σ(U,G)
σ(V,G)
= exp
(
‖V −G‖2 − ‖U −G‖2 + J(V )− J(U)
)
, (4.47)
where U and V are two elements of F which differ at a single position (i, j).
This algorithm applies to any continuous functional J ∈ C0(F ,R+), hence in particular
to non-convex functionals such as J = A
2/3
2 . For numerical applications, in order to have
a good speed of convergence, the ratio (4.47) needs to be extremely cheap to compute in
terms of computer time. The discretisation of the total variation TV or of the functional
A
2/3
2 , are given for an image F by respectively
1
N
∑
i,j
|Fi,j − Fi+1,j|+ |Fi,j − Fi,j+1| and N−2/3
∑
i,j
|di,j| 13
where di,j is given by the formula (4.39). The ratio (4.47) is cheap to compute numerically,
as required by the algorithm, since it has an explicit algebraic expression which only
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involves the the values of the images U, V ∈ F at the positions (i + k, j + l) where
max{|k|, |l|} ≤ 2, where (i, j) denotes the single position at which these images differ.
From a theoretical point of view, the averaging procedure (4.46) converges at the
speed O(K− 12 ). Unfortunately the constant in front of the convergence rate plays a key
role in practice, and we did not manage to “reach the convergence” for realistic 512× 512
images with the functional J = A
2/3
2 . This issue might be solved by a parallelization of
the algorithm, or a modification of the algorithm in which a group of neighboring pixels
is modified at each step instead of a single pixel. For the time being, we thus only present
one-dimensional results.
4.6.3 Numerical illustration in the 1D case
We present numerical results in one dimension only, using some counterparts of the
total variation TV and of the functional A
2/3
2 in that context. We define for each function
f ∈ C2([0, 1]) the quantity
D(f) :=
∫
[0,1]
√
|f ′′|. (4.48)
The next proposition shows that D(f) can be given a meaning when f has localized
discontinuites, similarly to the functional A
2/3
2 for cartoon images.
Proposition 4.6.2. Let f : [0, 1]→ R be piecewise C2, with a finite set E of discontinuity
points in ]0, 1[. Let ϕ be a C2 mollifier supported in [−1, 1], satisfying ∫R ϕ = 1 and
ϕ(x) = ϕ(−x) for all x ∈ R. For all δ > 0 let ϕδ := 1δϕ( ·δ ) and let fδ := f ∗ ϕδ. Then
fδ ∈ C2([δ, 1− δ]) and satisfies
lim
δ→0
∫
[δ,1−δ]
√
|f ′′δ | =
∫
]0,1[\E
√
|f ′′|+ C(ϕ)
∑
e∈E
√
|[f ](e)| (4.49)
where C(ϕ) :=
∫
R
√|ϕ′|.
Proof: We denote by 0 < e1 < e2 < · · · < en−1 < 1 the points of E and we define e0 = 0
and en = 1. The function f can written as the sum
f = J + A+ S,
where J (the Jump part) is piecewise constant, and A is continuous and piecewise Affine,
with respect to the partition ( ]ei, ei+1[ )0≤i≤n−1 of the interval [0, 1]. The function S is C
1
on ]0, 1[, and S ′′ is uniformly bounded. Then, on the interval [δ, 1− δ],
fδ = f ∗ ϕδ = (J + A+ S) ∗ ϕδ = Jδ + Aδ + Sδ.
We now assume that the parameter δ satisfies
0 < δ < min
0≤i≤n−1
ei+1 − ei
2
.
For any 0 ≤ i ≤ n− 1 one has on the interval [ei + δ, ei+1 − δ]
Jδ = J, Aδ = A and Sδ = fδ − A− J.
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Figure 4.4 – Behavior of the functionals TV and D on different types of functions.
Hence J ′′δ = A
′′
δ = 0, and S
′′
δ = f
′′
δ converges uniformly to f
′′ as δ → 0, on this interval.
Therefore
lim
δ→0
∑
0≤i≤n−1
∫ ei+1−δ
ei+δ
√
|f ′′δ | =
∫
]0,1[\E
√
|f ′′|. (4.50)
Furthermore for any 1 ≤ i ≤ n− 1 and any |x| ≤ 1 one easily checks that
J ′′δ (ei + δx) =
1
δ2
[f ](ei)ϕ
′(x) and A′′δ(ei + δx) =
1
δ
[f ′](ei)ϕ(x)
where
[f ](ei) := lim
ε→0+
f(ei + ε)− f(ei − ε) and [f ′](ei) := lim
ε→0+
f ′(ei + ε)− f ′(ei − ε).
On the other hand S ′′δ (ei + δx) is uniformly bounded independently of x and δ. Hence the
contribution of J ′′δ is dominant on the intervals [ei − δ, ei + δ], and we obtain
lim
δ→0
∑
1≤i≤n−1
∫ ei+δ
ei−δ
√
|f ′′δ | =
∑
1≤i≤n−1
|[f ](ei)|
∫ 1
−1
√
|ϕ′|. (4.51)
Combining (4.50) and (4.51) we conclude the proof of this proposition. 
For the simple oscillating function fω(x) := cos(ωx), illustrated on Figure 4.4 (left),
the two functionals TV and D behave similarly as ω →∞ :
TV(fω) ' ω and D(fω) ' ω. (4.52)
On the contrary for the function gω(x) :=
bωxc
ω
, illustrated on Figure 4.4 (right) we obtain
as ω →∞
TV(gω) ' 1 and D(gω) '
√
ω, (4.53)
where D(gω) is understood in the sense of (4.49). Hence the functionals TV and D treat
discontinuities very differently, and the latter penalizes functions which have the appea-
rance of a staircase.
We denote by
F := RN .
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the collection of discretized one-dimensional functions. For any F ∈ F , we denote by
TV(F ) and D(F ) the discretization of the functionals TV and D using finite differences,
as follows
TV(F ) :=
∑
1≤i≤N−1
|Fi − Fi+1|. (4.54)
and
D(F ) :=
∑
2≤i≤N−1
√
|Fi+1 − 2Fi + Fi−1|, (4.55)
We now turn to numerical results. Given a one dimensional discretized function F ∈
F := RN we compute using the algorithm described in §4.6.2 three different regularizations
of F .
F ∗TV := argmin
F ′∈RN
α1‖F − F ′‖2 + TV(F ′)
FTV :=
1
Z2
∫
RN
F ′ exp(−α2‖F − F ′‖2 − β2 TV(F ′))dF ′
FD :=
1
Z3
∫
RN
F ′ exp(−α3‖F − F ′‖2 − β3D(F ′))dF ′,
where Z2 and Z3 are normalizing coefficients. The parameters α1, α2, α3 and β2, β3 can be
freely chosen.
We have not attempted to denoise some data and to compare the PSNR of the res-
toration by the different methods. Indeed such a comparison should, in order to be fair,
involve an in depth analysis of the role of the parameters α1, α2, α3 and β2, β3, that we
did not have the time to do. Note also that F ∗TV involves a single parameter, while two
parameters are needed for FTV and FD. We refer to the thesis [70] for the comparison of
F ∗TV and FTV from the point of view of the PSNR.
Instead we regard the three procedures as regularization methods, that we apply to
different test functions. We focus on the qualitative differences of the regularizations F ∗TV,
FTV and FD of different functions F , and we discuss on how these differences traduce the
different bayesian priors implicit in the three methods.
Our first experiment, see Figure 4.5, is the regularization of a random walk. As remar-
ked in [70], F ∗TV is constant over large intervals and also has several sharp discontinuities.
These two types of features were not present in the original function F and are undesi-
rable. They are avoided in the two other regularizations FTV and FD.
Our second experiment, see Figure 4.6 is the regularization of a Heaviside function.
Up to numerical artifacts, the functions F and F ∗TV are identical, which is precisely what
is wanted in this situation. The discontinuity disappears in FTV and FD, and is replaced
with a smooth but sharp and well localized transition. Numerical experiments on real
(bidimensional) images in [70] show that generally, and with appropriate parameters, the
regularization FTV of an image F does not cause a perceptible blurring of the edges which
appear in the original image.
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Figure 4.5 – Regularization of a random walk. (Top, Left) Original F , (Top, Right) F ∗TV,
(Bottom,Left) FTV, (Bottom, Right) FD.
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Figure 4.6 – Heaviside function. (Top, Left) Original F , (Top, Right) F ∗TV, (Bottom,Left)
FTV, (Bottom, Right) FD.
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Figure 4.7 – Churp : sin(x3) where x ∈ [0, 4]. (Top, Left) Original F , (Top, Right) F ∗TV,
(Bottom,Left) FTV, (Bottom, Right) FD.
This example puts in light a strong flaw of the regularization method FD : it does not
obey the maximum principle. Indeed, it is clear on Figure 4.6 that F ∗TV and FTV take their
values in the interval [minF,maxF ], but FD does not.
Our third and last experiment, see Figure 4.7 is the regularization of a “Churp” : an
oscillating function of increasing frequency, here sin(x3) where x ∈ [0, 4]. Qualitatively,
most regularization algorithms regard slow oscillations as valuable data which should be
preserved, and fast oscillations as noise which should be eliminated. The regularization of
a churp allows to analyse the behavior of a regularization algorithm in the intermediate
regimes.
From a qualitative point of view, the MAP regularization F ∗TV again introduces un-
desirable visual artefacts : F ∗TV is exactly constant on some regions, and ∇F ∗TV has sharp
discontinuities which do not correspond to a feature of the original function. In contrast
the MMSE regularizations FTV and FD do not exhibit these artefacts. As anticipated, the
slow oscillations of the original function F are preserved, while the fast oscillations are
attenuated. It seems qualitatively that fast oscillations are more strongly attenuated in
FD than in FTV. The author could not prove this last property, but a heuristical analysis
suggests that sinuosidal oscillations of large frequency ω  1 are attenuated by a factor
ω−2 in FTV and ω−4 in FD.
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4.7 Extension to higher dimensions and higher order
elements
The results on approximation by anisotropic bidimensional piecewise linear finite ele-
ments that we have exposed in §4.2 have been generalized in Chapter 2 to the case of
elements of arbitrary order m− 1 defined on partitions of Ω ⊂ IRd by simplices. Here, the
local error is defined as
em,T (f)p := ‖f − Im−1T f‖Lp(T ),
where Im−1T denotes the local interpolation operator on IPm−1 for a d-dimensional simplex
T . This operator is defined by the condition
Im−1T v(γ) = v(γ),
for all points γ ∈ T with barycentric coordinates in the set {0, 1
m−1 ,
2
m−1 , · · · , 1}. We
denote by IHm ⊂ IPm the collection of homogeneous polynomials of degree m, and we
define for any q ∈ IHm the quantity
Km,p(q) := inf|T |=1
em,T (q)p.
We refer to Km,p as the shape function. For piecewise linear elements in dimension two,
i.e. m = d = 2, we have observed that Kp = K2,p has the special form given by (4.10)
which justifies the introduction of the quantity Ap(f). In a similar way, it can easily be
proved that for piecewise linear elements in higher dimension, i.e. m = 2 and d > 2, one
has
c1|det(q)|1/d ≤ K2,p(q) ≤ c2|det(q)|1/d.
For piecewise quadratic elements in dimension two, i.e. m = 3 and d = 2, it is proved in
Chapter 2 that
c1|disc(q)|1/4 ≤ K3,p(q) ≤ c2|disc(q)|1/4.
for any homogeneous polynomial q ∈ IH3, where
disc(ax3 + bx2y + cxy2 + dy3) := b2c2 − 4ac3 − 4b3d+ 18abcd− 27a2d2.
For other values of m and d, equivalent expressions of Km,p(q) in terms of polynomials in
the coefficients of q are available but of less simple form, see Chapter 2.
Defining the finite element interpolation error by an optimally adapted partition
σN(f)p := inf
#(T )≤N
‖f − Im−1T f‖Lp ,
where Im−1T is the global interpolation operator for the simplicial partition (possibly non
conforming) T , the following generalization of (4.13) is proved in Chapter 2 :
lim sup
N→+∞
N
m
d σN(f)p ≤ Cd
∥∥∥∥Km,p(dmfm! )
∥∥∥∥
Lτ (Ω)
,
1
τ
=
1
p
+
m
d
. (4.56)
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The constant Cd is equal to 1 when d = 2 but larger than 1 when d > 2 due to the
impossibility of exactly tiling the space with locally optimized simplices. If f is a Cm
function of d variables, it is therefore natural to consider the quantity
Am,p(f) := ‖Km,p(dmf)‖Lτ (Ω), 1
τ
=
1
p
+
m
d
, (4.57)
as a possible way to measuring anisotropic smoothness. For d = 2 and piecewise linear
elements, we have seen in §4.2 that A2,p(f) is equivalent to the quantity Ap(f).
Similarly to Ap we are interested in the possible extension of Am,p to cartoon functions.
We first introduce a generalisation of the notion of cartoon functions to higher piecewise
smoothness m and dimension d.
Definition 4.7.1. Let m ≥ 2 and d ≥ 2 be two integers. Let Ω ⊂ Rd be an open set. We
say that a function f defined on Ω is a Cm cartoon function if it is almost everywhere of
the form
f =
∑
1≤i≤k
fiχΩi ,
where the Ωi are disjoint open sets with piecewise C
2 boundary, no cusps (i.e. satisfying
an interior and exterior cone condition), and such that Ω = ∪ki=1Ωi. Additionally, for each
1 ≤ i ≤ k, the function fi is assumed to be Cm on Ωi.
Let us consider a fixed cartoon function f on a polyhedral domain Ω ⊂ Rd (i.e. Ω is
such that Ω is a closed polyhedron), and a decomposition (Ωi)1≤i≤k of Ω as in definition
4.7.1. As before we define Γ :=
⋃
1≤i≤k ∂Ωi, the union of the boundaries of the Ωi. Our
assumptions on the sets (Ωi)1≤i≤k imply that Γ is the union of a finite number of open
hypersurfaces (Γj)1≤j≤l, and of a set P of dimension d− 2.
As in §4.3, we now consider a sequence fN of piecewise linear approximations of f on
simplicial partitions TN of cardinality N . We distinguish two types of elements of TN . A
simplex T ∈ TN is called “regular” if T ∩ Γ = ∅, and we denote the set of these simplices
by T rN . Other simplices are called “edgy” and their set is denoted by T eN . We can again
split Ω according to
Ω := (∪T∈T rNT ) ∪ (∪T∈T eNT ) = ΩrN ∪ ΩeN .
Heuristically, if the partitions TN are built with approximation error minimisation in mind,
the number of elements should be balanced between T rN and T eN . The partition T rN tends to
cover most of the surface of Ω, with simplices of diameter≤ CN− 1d , and L∞ approximation
error |f − fN | ≤ CN−md (since we use IPm−1 elements). On the other hand, since f has
discontinuities along Γ, the L∞ approximation error on T eN does not tend to zero, and
T eN should thus be chosen so as to produce a thin layer around Γ. Let h be the typical
diameter of an element of T eN . Since the Γj has bounded curvature, this layer can be made
of width O(h2) and therefore the layer around Γ has volume bounded by h2Hd−1(Γ) up to
a fixed multiplicative constant, where Hd−1(Γ) is the d−1 dimensional Hausdorff measure
of Γ. On the other hand the minimal number of such elements of diameters h needed to
cover Γ is bounded by h1−dHd−1(Γ) up to a fixed multiplicative constant. Eventually, we
find that the layer around Γ has volume bounded by CN−
2
d−1 .
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Hence we have the following heuristic error estimate, for a well designed anisotropic
partition :
‖f − fN‖Lp(Ω) ≤ ‖f − fN‖Lp(ΩrN ) + ‖f − fN‖Lp(ΩeN )
≤ ‖f − fN‖L∞(ΩrN )|ΩrN |
1
p + ‖f − fN‖L∞(ΩeN )|ΩeN |
1
p
≤ C(N−md +N −2p(d−1) )
This leads us to define a critical exponent
pc = pc(m, d) :=
2d
m(d− 1) .
If one measures the error in Lp norm with p > pc(m, d), then the contribution of the
edge neighbourhood ΩeN dominates, while if p < pc(m, d) it is negligible compared to
the contribution of the smooth region ΩrN . For the critical exponent p = pc(m, d) the two
terms have the same order, which makes the situation more interesting. Note in particular
that pc(2, 2) = 2, which is consistent with our previous analysis.
For p ≤ pc(m, d), we obtain the approximation rate N−m/d which suggests that ap-
proximation results such as (4.56) should also apply to cartoon functions and that the
quantity Am,p(f) should be finite for such functions. We again need to use a regularization
approach, for the same reasons as in §4.3. For a given dimension d, we consider a radial
nonnegative function ϕ of unit integral and supported in the unit ball of Rd, and we define
for δ > 0
ϕδ(z) :=
1
δd
ϕ
(z
δ
)
and fδ = f ∗ ϕδ. (4.58)
In order to define the quantities of involved in our conjecture, we need to introduce
the second fundamental form of an hypersurface. At any point x ∈ Γ \ P we denote by
n(x) the unit normal to Γ. Note that since Γ is piecewise C2, the map x 7→ n(x) is C1
on Γ \ P . We define TxΓ := n(x)⊥, the tangent space to Γ at x. In a neighbourhood of
x ∈ Γ \ P , the hypersurface Γ admits a parametrization of the form
u ∈ TxΓ 7→ x+ u+ λ(u)n(x) ∈ Γ \ P ,
where λ is a scalar valued C2 function. By definition, the second fundamental form of Γ at
the point x is the quadratic form IIx associated to d
2λ(0) which is defined on TxΓ× TxΓ.
Alternatively, for all u, v ∈ TxΓ we have IIx(u, v) := −〈∂un, v〉. The Gauss curvature κ(x)
is the determinant of IIx, in any orthonormal basis of TxΓ,
κ(x) := det IIx.
For example, in two space dimensions the tangent space TxΓ is one dimensional, and we
simply have IIx(u, v) = κ(x)〈u, v〉. We also denote by σ(x) ∈ {0, · · · , d− 1} the signature
of the quadratic form IIx, which is defined as the number of its positive eigenvalues.
With τ such that 1
τ
:= m
d
+ 1
p
, we define
Sp(f) := ‖K(dmf)‖Lτ (Ω\Γ) = Ap(f|Ω\Γ).
We conjecture the following generalization to Theorem 4.3.2.
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Conjecture 4.7.2. There exists d positive constants C(k), k ∈ {0, · · · , d−1}, that depend
on ϕ, p,m, d, such that, with
Ep(f) := ‖C(σ)|κ|m2d [f ]‖Lτ (Γ) =
(∫
Γ
∣∣C(σ(x))|κ(x)|m2d [f(x)]∣∣τ dx) 1τ ,
we have
– If p < pc then
lim
δ→0
Am,p(fδ) = Sp(f).
– If p = pc then
lim
δ→0
(Am,p(fδ)) = (Sp(f)
τ + Ep(f)
τ )1/τ .
– If p > pc then
lim
δ→0
δ
1
pc
− 1
pAm,p(fδ) = Ep(f).
In the remainder of this section, we give some arguments that justify this conjecture.
Given a cartoon function f , we define the sets Ωδ, Γ
0
δ , Γδ and Pδ similarly to §4.3. We
need to perform an asymptotic analysis of the integral∫
Ω
K(dmfδ)
τ =
∫
Ωδ
K(dmfδ)
τ +
∫
Pδ
K(dmfδ)
τ +
∫
Γδ
K(dmfδ)
τ . (4.59)
As in the proof of Theorem 4.3.2 the contribution of Pδ can be proved to be negligible
compared with those of Ωδ and Γδ as δ → 0. The contribution of Ωδ satisfies
lim
δ→0
∫
Ωδ
K(dmfδ)
τ =
∫
Ω\Γ
K(dmf)τ .
The main difficulty lies again in the contribution of Γδ. Let us define τc by
1
τc
:=
m
d
+
1
pc
.
The contribution of Γδ can be computed if one can establish an estimate generalizing
(4.25) according to∣∣∣δ 1τcKm,p(dmfδ(z))− |[f ](x)||κ(x)|m2dΦm,d,σ(x)(u)∣∣∣ ≤ ω(δ) (4.60)
where ω(δ) → 0 as δ → 0, x ∈ Γ0δ , u ∈ [−1, 1], z = x + δun(x), and where the function
Φm,d,k : [−1, 1]→ R only depends on m, d, k and ϕ. If (4.60) holds, we then easily derive
that
lim
δ→0
δ
τ
τc
−1
∫
Γδ
K(dmfδ)
τ =
∫
Γ
C(σ)|κ| τm2d |[f ]|τ ,
with C(k) :=
∫ 1
−1 |Φm,d,k(u)|τdu, which leads to the proof of the conjecture.
We do not have a general proof of (4.60) for any m, p and d. In the following, we justify
its validity in two particular cases for which the explicit expression of Km,p is known to
us : piecewise quadratic in two space dimensions (d = 2 and m = 3) and piecewise linear
in any dimension (m = 2).
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Piecewise quadratic elements in two dimensions. For all δ > 0, x ∈ Γ0δ and
u ∈ [−1, 1], let pix,δ,u ∈ IH3 be the homogeneous cubic polynomial on R2 corresponding to
d3fδ(x+ δun(x)). Let also pix,u ∈ IH3 be the homogeneous cubic polynomial on R2 defined
by
pix,u(λn(x) + µt(x)) = −λ(Φ′′(u)λ2 − 3Φ′(u)κ(x)µ2) (4.61)
for all (λ, µ) ∈ R2, where Φ is defined by (4.17). For all x ∈ Γ, we denote by Mx,δ the
(symmetric) linear map defined by
Mx,δn(x) = δn(x) and Mx,δt(x) =
√
δt(x).
Then, using a reasoning similar to the one used in the appendix of this chapter, it can be
proved that
‖pix,δ,u ◦Mx,δ − [f ](x)pix,u‖ ≤ ω(δ). (4.62)
where limδ→0 ω(δ) = 0 and the function ω depends only on f . Furthermore, it is proved
in Chapter 2 that for all q ∈ IH3
K3,p(q) = C
4
√
| disc q|
where the positive constant C depends on p and the sign of disc q. Combining this ex-
pression with (4.62) proves (4.60) and thus the conjecture in the case m = 3 and d = 2.
Piecewise linear elements in any dimension. We use the second fundamental form
of the discontinuity set Γ in order to evaluate dmfδ on Γδ. Characteristic functions are one
of the simplest types of cartoon functions. In that case, it is possible to establish a simple
relation between the second fundamental form of the edge set and the second derivatives
of f in a distributional sense : if Ω ⊂ Rd is a bounded domain with smooth boundary Γ
and inward normal n, we then have for all C2 test function ψ and u, v ∈ Rd
−
∫
Ω
∂2u,vψ =
∫
Γ
〈u,n〉〈v,n〉(∂nψ − Tr(II)ψ) + II′(u, v)ψ, (4.63)
where II′x(u, v) is the second fundamental form IIx applied to the orthogonal projection
of u and v on TxΓ. The proof of this formula (that generalizes the simpler bidimensional
case (4.70) which is proved in the appendix) is given further below. For all x ∈ Γ, we
denote by Mx,δ the (symmetric) linear map defined by
Mx,δn(x) = δn(x) and Mx,δt =
√
δt
for all t ∈ TxΓ. For all δ > 0, x ∈ Γ0δ and u ∈ [−1, 1], let pix,δ,u ∈ IH2 be the homogeneous
quadratic polynomial on Rd corresponding to d2fδ(x+ δun(x)). Let also pix,u ∈ IH2 be the
homogeneous quadratic polynomial on Rd defined by
pix,u(λn(x) + t) = Φ
′(u)λ2 − Φ(u)IIx(t, t)
for all λ ∈ R and t ∈ TxΓ, where Φ(x) :=
∫
Rd−1 ϕ(x, y)dy. Then, using (4.63) and a
reasoning analogous to the one presented in the appendix, it can be proved that
‖pix,δ,u ◦Mx,δ − [f ](x)pix,u‖ ≤ ω(δ). (4.64)
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where limδ→0 ω(δ) = 0 and the function ω depends only on f . Furthermore, it is proved
in Chapter 2 that
K2,p(q) = C
d
√
| det q|
where the positive constant C depends on d, p and the signature of q ∈ IH2. Combining
this expression with (4.64) proves the estimate (4.60) and thus the conjecture in the case
m = 2 in any dimension d > 1.
Proof of (4.63) : Let projΓ be the orthogonal projection onto Γ, and for all x ∈ Γ
let projx be the orthogonal projection onto TxΓ. We consider a vector u ∈ Rd and we
define U : Γ→ Γ by U(x) := projΓ(x+ u). If ‖u‖‖II‖L∞(Γ) < 1, then U is smooth and its
differential dx U : TxΓ→ Tx′Γ, where
x′ = U(x),
is given by the following formula
dx U = (Id−〈u,n(x′)〉IIx′)−1projx′
The determinant of dxU (more precisely the determinant of the matrix of dxU in direct
orthogonal bases of TxΓ and Tx′Γ) is
det(dx U) = det(Id−〈u,n(x′)〉IIx′)−1〈n(x),n(x′)〉 = 1 + 〈u,n(x′)〉Tr(IIx′) + ‖u‖ω1(u, x).
where ω1(u, x) tends uniformly to 0 as u→ 0. Furthermore, it is easy to show that
|ψ(x+ u)− ψ(x′)− 〈u,n(x)〉∂n(x′)ψ(x′)| ≤ C‖u‖2,
and ‖n(x′)−n(x)− IIx′(projx′(u))‖ ≤ ‖u‖ω2(u), where C and ω2 are independent of x ∈ Γ
and ω2(u)→ 0 as u→ 0 (the quadratic form IIx(r, s) := −〈∂rn(x), s〉 for all r, s ∈ TxΓ is
identified here to the differential of n). Combining these results, we obtain∫
Γ
ψ(x+ u)〈n(x), v〉dx
=
∫
Γ
ψ(x+ u)〈n(x), v〉 det(dx′ Uu)−1dx′
=
∫
Γ
〈n(x′), v〉ψ(x′)dx′
+
∫
Γ
〈n(x′), v〉〈n(x′), u〉(∂n(x′)ψ − Tr(II′x)ψ(x′)) + 〈v, II′x(projx′(u))〉ψ(x′)dx′
+‖u‖ω3(u).
where ω3(u)→ 0 as u→ 0. We conclude the proof of (4.63) using the formula
−
∫
Ω
∂2u,vψ = lim
h→0
h−1
∫
Γ
(ψ(x+ hu)− ψ(x))〈n(x), v〉dx.

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Remark 4.7.3. Similarly to the results presented in §4.4, there is an affine invariance
property associated to κ : if T is an affine transformation of Rd with linear part L, and if
f = f˜ ◦ T , Γ˜ = T (Γ) and κ˜ is the Gauss curvature of Γ˜, then one has for any s ≥ 0,
(detL)
d−1
d+1
∫
Γ
|C(σ)[f ]|s|κ| 1d+1 =
∫
Γ˜
|C(σ˜)[f˜ ]|s|κ˜| 1d+1 .
It follows from this observation that when p = pc, the contribution of the edges is affine
invariant in the sense that
Epc(f˜) = (detL)
d−1
d+1Epc(f).
Since one also has Am,p(f˜) = (detL)
d−1
d+1Am,p(f) this comforts the conjecture. Let us men-
tion that the quantity |κ| 1d+1 has been used in [78] in order to define surface smoothing
operators that are invariant under affine change of coordinates.
4.8 Conclusion
In this chapter we have investigated the quantity Ap(f) which governs the rate of ap-
proximation by anisotropic IP1 finite elements as a way to describe anisotropic smoothness
of functions. This quantity is not a semi-norm due to the presence of the non-linear quan-
tity det(d2f) and cannot be defined in a straightforward manner for general distributions.
We nevertheless have shown that this quantity can be defined for cartoon images with
geometrically smooth edges when p ≤ 2. A theoretical issue remains to give a satisfactory
meaning to the full class of functions for which this quantity is finite.
From a more applied perspective, it could be interesting to investigate the role of Ap(f)
in problems where anisotropic features naturally arise :
1. Approximation of PDE’s : in the case of one dimensional hyperbolic conservation
laws, it was proved in [44] that despite the appearance of discontinuities the solu-
tion has high order smoothness in Besov spaces that govern the rate of adaptive
approximation by piecewise polynomials. A natural question is to ask wether simi-
lar results hold in higher dimension, which corresponds to understanding if Ap(f)
remains bounded despite the appearance of shocks.
2. Image processing : as illustrated in §4.5, the quantity Ap(f) can easily be discretized
and defined for pixelized images. It is therefore tempting to use A2(f) in a similar
way as the total variation in (4.2), by solving a problem of the form
min
g∈BV
{A2(g) ; ‖Tg − h‖L2 ≤ ε}, (4.65)
with the objective of promoting images with piecewise smooth edges. The main
difficulty is that A2 is not a convex functional. One way to solve this difficulty could
be to reformulate (4.65) in a Bayesian framework as the search of a maximum of an
a-posteriori probability distribution (MAP) as an estimator of f . In this framework,
we may instead search for a minimal mean-square error estimator (MMSE), and
this search can be implemented by stochastic algorithms which do not require the
convexity of A2, see [70] and §4.6.
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4.9 Appendix : proof of the estimates (4.22)-(4.23)-
(4.24).
It is known since the work of Whitney on extension theorems (see in particular [91])
that for any open set U ⊂ Rd, and any g ∈ C2(U) there exists g˜ ∈ C2(Rd) such that
g˜|U = g. It follows that for each 1 ≤ i ≤ k, there exists f˜i ∈ C2(R2), compactly supported,
and such that f˜i|Ωi = fi.
Let Γj be one of the pieces of Γ, between the domains Ωk and Ωl, and let s = f˜k and
t = f˜l − f˜k. Although the domains Ωk and Ωl are only piecewise smooth, there exists an
open set Ω′ with C2 boundary such that for δ0 > 0 small enough
f = sχΩ′ + t on
⋃
0<δ≤δ0
(Γj,δ +Bδ),
where Bδ is the ball of radius δ centered at 0. Note that Γj ⊂ Γ′ := ∂Ω′ and that s = [f ]
on Γj. In the following, the variables x, z are always subject to the restriction
x ∈ Γ0j,δ and z = Uδ(x, u) = x+ δun(x) where 0 < δ ≤ δ0 and |u| ≤ 1, (4.66)
note that z ∈ Γj,δ and ‖x− z‖ ≤ δ. We therefore have
fδ(z) =
∫
Ω′
s(x˜)ϕδ(z − x˜)dx˜+ tδ(z),
where tδ := t ∗ ϕδ. The second derivatives of tδ are uniformly bounded, and are therefore
negligible in regard of all three estimates (4.22), (4.23) and (4.24), indeed
‖d2tδ‖L∞ = ‖(d2t) ∗ ϕδ‖L∞ ≤ ‖d2t‖L∞‖ϕδ‖L1 = ‖d2t‖L∞‖ϕ‖L1 <∞.
We now define the 2× 2 symmetric matrices
I(z, x) :=
∫
Ω′
(s(x˜)− s(x)) d2ϕδ(z − x˜) dx˜ and J(z) :=
∫
Ω′
d2ϕδ(z − x˜)dx˜
so that
d2fδ(z) = d
2tδ + I(z, x) + [f ](x)J(z). (4.67)
We already know that the contribution of d2tδ is negligible. We now prove that the same
holds for the contribution of I(z, x). Since ϕδ(z − x˜) is non-zero only if ‖x˜− z‖ ≤ δ and
therefore ‖x˜− x‖ ≤ 2δ, we can bound the norm of the matrix I(z, x) by
‖I(z, x)‖ ≤ 2δ‖ds‖L∞‖d2ϕδ‖L1 ≤ 2δ‖ds‖L∞‖d2ϕ‖L1δ−2 = Cδ−1. (4.68)
This proves that the contribution of I(z, x) is negligible for the two estimates (4.22) and
(4.23). In order to prove that it is also negligible in the estimate (4.24), we need a finer
analysis of t(x)TI(z, x)t(x). For this purpose we fix a unit vector u and the pair (x, z).
We introduce
Λ(x˜) := (s(x˜)− s(x)) ∂uϕδ(z − x˜) + ∂us(x˜) ϕδ(z − x˜),
200 Chapter 4. From finite element approximation to image models
so that by Leibniz rule
(s(x˜)− s(x)) ∂2u,uϕδ(z − x˜) = ∂2u,us(x˜) ϕδ(z − x˜)− ∂uΛ(x˜).
Therefore
uTI(z, x)u =
∫
Ω′
(
∂2u,us(x˜) ϕδ(z − x˜)− ∂uΛ(x˜)
)
dx˜,
=
∫
Ω′
∂2u,us(x˜) ϕδ(z − x˜)dx˜−
∫
Γ′
Λ(x˜)〈n(x˜), u〉dx˜.
The first integral clearly satisfies∣∣∣∣∫
Ω′
∂2u,us(x˜) ϕδ(z − x˜)dx˜
∣∣∣∣ ≤ ‖d2s‖L∞‖ϕδ‖L1 ,
and is therefore bounded independently of δ. We estimate the second integral for the
special case u = t(x), remarking that |〈n(x˜), t(x)〉| ≤ C1δ on the domain of integration.
Therefore ∣∣∣∣∫
Γ′
Λ(x˜)〈n(x˜), t(x)〉dx˜
∣∣∣∣ ≤ C1δ|Γ′ ∩B(z, δ)|‖Λ‖L∞ ,
where, slightly abusing notations, we denote by |Γ′ ∩ B(z, δ)| the length (1-dimensional
Hausdorff measure) of the curve Γ′∩B(z, δ). Clearly Λ(x˜) = 0 if ‖z−x˜‖ ≥ δ. If ‖z−x˜‖ ≤ δ
we have
|Λ(x˜)| ≤ (‖x− z‖+ ‖z − x˜‖)‖ds‖L∞‖dϕ‖L∞δ−3 + ‖ds‖L∞‖ϕ‖L∞δ−2 ≤ C0δ−2. (4.69)
Since in addition |Γ′ ∩B(z, δ)| ≤ C2δ, we finally find that∣∣∣∣∫
Γ′
Λ(x˜)〈n(x˜), t(x)〉dx˜
∣∣∣∣ ≤ C0C1C2.
We have therefore proved that
|t(x)TI(z, x)t(x)| ≤ C,
where the constant C is independent of δ, which shows that the contribution of I(z, x) is
negligible in (4.24).
We now analyze the contribution the quantity [f ](x)J(z) in (4.67). For this purpose, we
use an expression of the second derivative of the characteristic function χΩ′ of a smooth set
Ω′ in the distribution sense. We assume without loss of generality that Γ′ is parametrized
in the trigonometric sense, and therefore that n is the inward normal to Ω. For all test
function ψ, we have
−
∫
Ω′
∂2u,vψ =
∫
Γ′
∂uψ〈v,n〉 =
∫
Γ′
(∂nψ〈u,n〉+ ∂tψ〈u, t〉)〈v,n〉
and, by integration by parts,∫
Γ′
∂tψ〈u, t〉〈v,n〉 = −
∫
Γ′
ψ(〈u, κn〉〈v,n〉 − 〈u, t〉〈v, κt〉).
4.9. Appendix : proof of the estimates (4.22)-(4.23)-(4.24). 201
Therefore, we have
−
∫
Ω′
∂2u,vψ =
∫
Γ′
〈u,n〉〈v,n〉(∂nψ − κψ) + κ〈u, t〉〈v, t〉ψ (4.70)
Applying this formula to ψ(x˜) := ϕδ(z − x˜) we obtain
−uTJ(z)v =
∫
Γ′
〈u,n(x˜)〉〈v,n(x˜)〉(∂nϕδ(z − x˜)− κ(x˜)ϕδ(z − x˜))dx˜
+
∫
Γ′
κ(x˜)〈u, t(x˜)〉〈v, t(x˜)〉ϕδ(z − x˜)dx˜.
(4.71)
Since Γj is C
2, there exists a constant C0 such that for all x1, x2 ∈ Γj, we have
|〈t(x1),n(x2)〉| ≤ C0‖x1 − x2‖,
and
|1− 〈n(x1),n(x2)〉| = |1− 〈t(x1), t(x2)〉| ≤ C0‖x1 − x2‖2.
We finally remark that |Γ′∩B(z, δ)| ≤ C1δ, and that ‖ϕδ‖L∞ ≤ ‖ϕ‖L∞δ−2 and ‖∂nϕδ‖L∞ ≤
‖dϕ‖L∞δ−3.
Taking the vectors t(x) or n(x) as possible values of u and v in (4.71) and using the
above remarks, we obtain the estimates∣∣∣∣n(x)TJ(z)n(x) + ∫
Γ′
∂nϕδ(z − x˜)dx˜
∣∣∣∣ ≤ Cδ−1, (4.72)
|t(x)TJ(z)n(x)| ≤ Cδ−1, (4.73)∣∣∣∣t(x)TJ(z)t(x) + ∫
Γ′
κ(x˜)ϕδ(z − x˜)dx˜
∣∣∣∣ ≤ C, (4.74)
where the constant C depends only on f . In view of (4.67) we can immediately derive
estimate (4.23) from (4.73).
In order to derive the estimate (4.24) from (4.74), we first introduce the modulus of
continuity ω of κ on Γj,
ω(δ) := sup
x1,x2∈Γj ; ‖x1−x2‖≤δ
|κ(x1)− κ(x2)|.
Therefore∣∣∣∣t(x)TJ(z)t(x) + ∫
Γ′
κ(x˜)ϕδ(z − x˜)dx˜
∣∣∣∣ ≤ ∣∣∣∣t(x)TJ(z)t(x) + κ(x)∫
Γ′
ϕδ(z − x˜)dx˜
∣∣∣∣
+Cω(δ)δ−1.
We now claim that ∣∣∣∣∫
Γ
ϕδ(z − x˜)dx˜− δ−1Φ(u)
∣∣∣∣ ≤ C, (4.75)
holds with C independent of δ which implies the validity of (4.24). In order to prove (4.75),
we use a local parametrization of Γ′ : let λ : R → R be such that for h small enough we
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have, x + ht(x) + λ(h)n(x) ∈ Γ. Note that we have |λ(h)| ≤ C0h2 and |λ′(h)| ≤ C0h for
h small enough. Then for δ small enough,∣∣∣∣∫
Γ′
ϕδ(z − x˜)dx˜− δ−1Φ(u)
∣∣∣∣ ≤ ∣∣∣∣∫
R
ϕδ(ht(x) + (δu− λ(h))n(x))
√
1 + λ′(h)2dh
−
∫
R
ϕδ(ht(x) + δun(x))dh
∣∣∣∣
≤ Cδ(‖ϕδ‖L∞(
√
1 + (C0δ)2 − 1) + ‖dϕδ‖L∞C0δ2) ≤ C
Finally, we can derive the estimate (4.22) from (4.72) using the inequality∣∣∣∣∫
Γ
∂nϕδ(z − x˜)dx˜+ δ−2Φ′(u)
∣∣∣∣ ≤ Cδ−1 (4.76)
which proof is very similar to the one of (4.75).
Part III
Mesh adaptation and riemannian
metrics
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5.1 Introduction
Triangulations and meshes are finite objects of combinatorial nature : they can be
described by a collection of vertices and of connections between these. This description
well adapted to the demonstration of algebraic results, such as the Euler formula, or for
computer processing. In contrast, many approaches towards anisotropic mesh generation
are based on a continuous object, namely a riemannian metric z 7→ H(z), in other words
a continuous function H from the domain Ω ⊂ Rd to the set S+d of symmetric positive
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Figure 5.1 – Two triangles T and their associated ellipse ET .
definite matrices. Once this metric has been properly designed, it is the task of a mesh ge-
neration algorithm such as [15,66,93,94] to generate a triangulation that agrees with this
metric, in a sense specified below (5.2). The purpose of this chapter is to formulate pre-
cise equivalence results between some classes of triangulations and of riemannian metrics.
This equivalence translates some geometrical constraints satisfied by the triangulations
into the form of regularity properties of the equivalent riemannian metrics.
Our results are so far limited to meshes and metrics defined on the entire infinite
domain Rd, and the dimension d ≥ 2 is fixed throughout this chapter. The choice of the
unbounded domain Rd is guided by simplicity, since the curvature and the singularities of
the boundary of a bounded domain induce additional difficulties from the point of view
of computational mesh generation. Bounded domains will be the object of future work.
We denote by T the collection of conforming simplicial meshes of Rd, and we introduce
in §5.1.2 three embedded subsets of T of particular interest
Ti,C ⊂ Ta,C ⊂ Tg,C ,
where C ≥ 1 is a parameter which plays a minor role. The set Ti,C collects all isotro-
pic meshes T which are heuristically defined as follows : the simplices T ∈ T may have
strongly varying volumes, but their aspect ratio is uniformly bounded. The largest set
Tg,C collects graded meshes, which only satisfy a condition of local consistency : all the
geometrical features of the simplices T ∈ T may vary strongly, volume, aspect ratio and
orientation, but two neighboring simplices should not be excessively different. The in-
termediate set Ta,C of quasi-acute meshes, is defined by a condition which involves the
measure of sliverness S(T ) of a simplex T introduced in Chapter 3 and also discussed in
Chapter 6. The measure of sliverness plays an important role in the finite element ap-
proximation of a function on a mesh T when the error is measured in the Sobolev W 1,p
norm.
We associate to each simplex T a symmetric positive definite matrix HT such that the
ellipsoid
ET := {z ∈ Rd ; (z − zT )HT (z − zT )T ≤ 1}, (5.1)
which is centered at the barycenter zT of T , is the ellipsoid of minimal volume containing
T . Two triangles T and their associated ellipses ET are illustrated on Figure 5.1. We give
in §5.1.1 the explicit expression of the matrix HT in terms of the coordinates of vertices
of the simplex T , and we discuss its main properties. The matrix HT ∈ S+d encodes the
volume, the aspect ratio and the orientation (but not the angles) of the simplex T .
A riemannian metric on Rd is a continuous map H which associates to any z ∈ Rd a
symmetric positive definite matrix H(z) ∈ S+d . We denote by H = C0(Rd, S+d ) the col-
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lection of riemannian metrics. The following definition introduces a notion of equivalence
between meshes and metrics
Definition 5.1.1. We say that a mesh T ∈ T is C0-equivalent to a given metric H ∈ H,
where C0 ≥ 1 is a fixed constant, if for all T ∈ T and all z ∈ T one has
C−20 H(z) ≤ HT ≤ C20H(z) (5.2)
We say that a collection of simplicial meshes T∗ ⊂ T is equivalent to a collection H∗ of
metrics if there exists a uniform constant C0 ≥ 1 such that the following holds :
– For any mesh T ∈ T∗ there exists a metric H ∈ H∗ such that T and H are C0-
equivalent.
– For any metric H ∈ H∗ there exists a mesh T ∈ T∗ such that T and H are C0-
equivalent.
Our main result (Theorem 5.1.14) states that when the constant C is sufficiently large,
and if dimension is d = 2, the three classes of meshes Ti,C ⊂ Ta,C ⊂ Tg,C are respectively
equivalent to three classes of metrics
Hi ⊂ Ha ⊂ Hg.
that are defined by precise smoothness conditions on the function z 7→ H(z) in §5.1.3.
The most striking point of this result is that, although the matrix HT does not encode
the angles of a simplex T , the fact that a mesh T ∈ Ta,C is quasi-acute can be translated
in a precise regularity condition on the metric H equivalent to T .
In order to state our results more precisely we need to introduce some notations.
We first recall some notations of linear algebra. We denote by Md the collection of d× d
matrices with real entries. We denote by GLd the standard linear group, by SLd the special
linear group and by Od the orthogonal group
GLd := {A ∈ Md ; detA 6= 0}
SLd := {A ∈ Md ; detA = 1}
Od := {U ∈ Md ; UTU = Id}.
We denote by Sd the collection of symmetric matrices, by S
⊕
d the subset of non-negative
symmetric matrices, and by S+d the collection of symmetric positive definite matrices.
Sd := {M ∈ Md ; M = MT}
S⊕d := {M ∈ Sd ; zTMz ≥ 0 for all z ∈ Rd}
S+d := S
⊕
d ∩GLd .
For any M,M ′ ∈ Sd, we write M ≤ M ′ if M ′ −M ∈ S⊕d , and M < M ′ if M ′ −M ∈ S+d .
We recall that for any M,M ′ ∈ Sd such that M ≤M ′ and any φ ∈ Md we have φTMφ ≤
φTM ′φ. Furthermore if M,M ′ ∈ S+d and M ≤M ′ then M ′−1 ≤M−1. For each symmetric
positive definite matrix M ∈ S+d we define a norm ‖ · ‖M on Rd as follows : for all u ∈ Rd
‖u‖2M := uTMu.
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5.1.1 Geometry of the simplex
We briefly recall the definition of a d-dimensional simplex, and of the collection of its
faces.
Definition 5.1.2. A d-dimensional simplex T is the convex envelope of a set V ⊂ Rd of
d+ 1 vertices, not contained in a d− 1 dimensional affine subspace of Rd :
T = Cvx(V ).
We denote by F(T ) the collection of faces of T of any dimension,
F(T ) := {Cvx(V ′) ; V ′ ⊂ V }. (5.3)
Observe that ∅ and T are among the faces of a simplex T , since they respectively
correspond to V ′ = ∅ and V ′ = V . We denote by zT ∈ Rd the barycenter of a simplex T
of vertices V
zT :=
1
d+ 1
∑
v∈V
v,
and we define a symmetric positive definite matrix HT ∈ S+d as follows
H−1T =
d
d+ 1
∑
v∈V
(v − zT )(v − zT )T. (5.4)
The next proposition shows that this definition is consistent with the characterization of
HT given in (5.1), and gives some of the key properties of the matrix HT . Throughout
this chapter, we denote by Teq a d-dimensional equilateral simplex, centered at the origin
i.e. such that zTeq = 0, and having its vertices on the unit sphere. One easily checks that
HTeq = Id .
Proposition 5.1.3. The following holds for any d-dimensional simplex T .
– For any an affine change of coordinates Φ, Φ(z) := φz + z0 where φ ∈ GLd and z0
in Rd, we have
HΦ−1(T ) = φTHTφ. (5.5)
– There exists a rotation U ∈ Od, depending on T , such that
H
1
2
T (T − zT ) = U(Teq), (5.6)
hence
|T |
√
detHT = |Teq|. (5.7)
– We have the inclusions
{z ∈ Rd ; ‖z − zT‖HT ≤ 1/d} ⊂ T ⊂ ET := {z ∈ Rd ; ‖z − zT‖HT ≤ 1}, (5.8)
and the these two ellipsoids are respectively the one of largest volume included in T ,
and of smallest volume containing T .
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Proof: For any vertex Φ−1(v) of the simplex Φ−1(T ), we have
Φ−1(v)− zΦ−1(T ) = Φ−1(v)− Φ−1(zT ) = φ−1(v − zT ).
Injecting this relation in (5.4) we obtain (5.5). We now turn to the proof of (5.6) and for
that purpose we remark that the simplices Teq and T
′ := H
1
2
T (T − zT ) both have their
barycenter at zero, hence there exists a linear map φ ∈ GLd such that T ′ = φ−1(Teq). We
thus obtain, using the formula (5.5) for the transformation of HT under affine change of
coordinates
HT ′ = H−
1
2
T HTH
− 1
2
T = Id
Hφ−1(Teq) = φTHTeq = φTφ.
Hence φTφ = Id which establishes that φ ∈ Od and concludes the proof of (5.6). It is
well known that the smallest ellipsoid containing Teq is the unit ball, and that the largest
ellipsoid included in Teq is the ball of radius 1/d. Combining this fact with the change of
coordinates (5.6) we obtain (5.8) which concludes the proof of this proposition. 
Note that for any simplex T and any z, z′ ∈ T we obtain using (5.8)
‖z − z′‖HT ≤ ‖z − zT‖HT + ‖z′ − zT‖HT ≤ 1 + 1 = 2, (5.9)
and
2
d
‖H−
1
2
T ‖ ≤ diam(T ) ≤ 2‖H
− 1
2
T ‖ (5.10)
We introduce a measure of degeneracy ρ(T ) ∈ [1,∞) of a d-dimensional simplex T
ρ(T ) :=
√
‖HT‖‖H−1T ‖. (5.11)
Note that ρ(T ) = 1 if and only if HT is proportional to the identity, which implies in view
of (5.6) that T = zT + rU for some r > 0 and U ∈ Od.
The measure of degeneracy ρ is slightly different from the measure of degeneracy
diam(T )d
|T | used in Chapters 2 and 3 but both have the same role : they are minimal for
equilateral simplices, and increase as the simplex becomes thinner.
The measure of sliverness S(T ) of a simplex T is a quantity which plays an important
role in the context of optimal mesh adaptation for the finite element approximation of
a function in the Sobolev W 1,p norm, see [10, 62] and Chapters 3 and 6. The measure
of sliverness is defined in Chapter 3 and illustrated by several examples and equivalent
quantities. The measure of sliverness is defined by
S(T ) := inf{‖φ‖‖φ−1‖ ; φ ∈ GLd and φ(T ) is acute }. (5.12)
We recall that a simplex is acute if and only if the exterior normals n,n′ to any two
distinct d − 1-dimensional faces have a negative scalar product 〈n,n′〉 ≤ 0. As observed
in Chapter 3, the measure of sliverness S(T ) can be interpreted as the distance from T
to the collection of acute simplices.
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The exterior normals n,n′ to any two distinct d − 1-dimensional faces of Teq satisfy
〈n,n′〉 = −1/d, hence this simplex is acute. Recalling (5.6) we thus obtain for any simplex
T
S(T ) ≤ ρ(T ).
Apart from this upper bound, the matrix HT does not contain any direct information
on the measure of sliverness S(T ). For any bidimensional triangle T of largest angle θ,
Proposition 3.2.1 of Chapter 3 states that :
S(T ) = max
{
1, tan
θ
2
}
.
5.1.2 Simplicial meshes
As a starter, we recall the definition of a conforming simplicial mesh of Rd.
Definition 5.1.4. A conforming simplicial mesh of Rd is a collection T of simplices which
satisfy the conformity axiom : for all T, T ′ ∈ T
T ∩ T ′ ∈ F(T ) ∩ F(T ′), (5.13)
as well as the following properties
– (Covering) The simplices T ∈ T cover the whole infinite domain Rd :⋃
T∈T
T = Rd.
– (Partition) The interiors of the simplices T ∈ T are pairwise disjoint : for any
T, T ′ ∈ T ,
int(T ) ∩ int(T ′) 6= ∅ implies T = T ′.
– (Local finiteness) For any compact set K ⊂ Rd, only a finite collection of simplices
T ∈ T intersect K :
{T ∈ T ; K ∩ T 6= ∅} is finite.
The conformity axiom (5.13) states that the intersection of any two simplices in T
needs to be a full common face. We denote by T the collection of conforming simplicial
meshes of Rd.
For an optimal efficiency, numerous numerical simulation software use anisotropic
meshes, in which the simplices may have an arbitrary shape. Anisotropic meshes are
used for instance, to create a thin layer of simplices close to a geometric feature which is
relevant in a numerical simulation. In order to avoid excessively wild meshes, one often
requires some consistency between the shapes of neighboring simplices. We therefore in-
troduce for any constant C ≥ 1 the class Tg,C ⊂ T of graded meshes, which is defined as
follows.
Definition 5.1.5. A mesh T belongs to Tg,C if for any two simplices T, T ′ ∈ T one has
T ∩ T ′ 6= ∅ ⇒ C−2HT ≤ HT ′ ≤ C2HT . (5.14)
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Figure 5.2 – Quasi-acute triangulation (left) and refined triangulation with uniformly
bounded sliverness (right).
For any C ≥ 1 we also introduce the class Ti,C of isotropic meshes, by requiring in
addition to (5.14) that the measure of degeneracy ρ is uniformly bounded by C, which
forbids any anisotropy.
Definition 5.1.6. A mesh T belongs to Ti,C if and only if T ∈ Tg,C and for all T ∈ T
ρ(T ) ≤ C.
In order to introduce the intermediate collection Ta,C of C-quasi-acute meshes, we
first define the notion of refinement of a simplicial mesh.
Definition 5.1.7. Consider two meshes T , T ′ ∈ T and a constant C ≥ 1. We say that
T ′ is a C-refinement of T if it satisfies the following properties.
– (Inclusion) Any simplex T ′ ∈ T ′ is contained in a simplex T ∈ T .
– (Bounded refinement) Any simplex T ∈ T , contains at most C simplices T ′ ∈ T .
Definition 5.1.8. A graded mesh T ∈ Tg,C belongs to the collection Ta,C of quasi-acute
meshes if and only there exists a C-refinement T ′ of T which satisfies for all T ′ ∈ T ′
S(T ′) ≤ C.
In particular if T ∈ Ti,C , then choosing T ′ = T , which is a C-refinement since C ≥ 1,
and recalling that S(T ) ≤ ρ(T ) for any simplex T , we obtain that T ∈ Ta,C . Thus
Ti,C ⊂ Ta,C ⊂ Tg,C as announced.
The constraints defining graded, quasi-acute and isotropic meshes are illustrated on
Figure 8 in the main introduction of the thesis. Figure 5.2 gives an example of a quasi-
acute triangulation which by the above described refinement process leads to a slightly
finer triangulation on which the measure of sliverness S(T ) is uniformly bounded.
5.1.3 Riemannian metrics
For any metric H ∈ H := C0(Rd, S+d ) and any path γ ∈ C1([a, b],Rd), we define the
riemmannian length lH(γ) by the integral
lH(γ) :=
∫ b
a
‖γ′(t)‖H(γ(t))dt.
212 Chapter 5. Are riemannian metrics equivalent to simplicial meshes ?
The riemmannian distance dH between two points z, z
′ ∈ Rd, is the infimum of the length
of all paths joining z and z′,
dH(z, z
′) := inf
{
lH(γ) ; γ ∈ C1
(
[0, 1],Rd
)
, γ(0) = z and γ(1) = z′
}
. (5.15)
If H,H ′ ∈ H are such that H(z) ≤ H ′(z) for all z ∈ Rd, then dH(z, z′) ≤ dH′(z, z′) for all
z, z′ ∈ Rd. By construction, the riemannian distance dH associated to a metric H ∈ H is
locally equivalent close to a point z to the distance defined by the norm ‖ · ‖H(z) : for all
z ∈ Rd
lim
ε→0
sup
p,q∈B(z,ε)
| ln dH(p, q)− ln ‖p− q‖H(z)| = 0, (5.16)
where B(z, ε) denotes the euclidean ball of radius ε around z.
Remark 5.1.9 (Riemannian geodesics). When a metric H is sufficiently smooth, a special
family of curves named Riemannian geodesics can be defined and studied. A riemannian
geodesic is a curve γ ∈ C0(R,Rd) which satisfies a second order differential equation called
the equation of geodesics. This equation implies that for any sufficiently close t, t′ ∈ R
the curve γ|[t,t′] is the path of smallest possible length joining the points γ(t) and γ(t′) :
dH(γ(t), γ(t
′)) = lH(γ|[t,t′]).
Geodesics are not defined for general continuous or Lipschitz riemannian metrics, such
as those constituting the sets H and Hi ⊂ Ha ⊂ Hg, since the coefficients of the equation
of geodesics involve the second derivatives of the metric. Notions related to geodesics, such
as the injectivity radius of a metric, therefore have no meaning in our context. This is not
an issue for our purposes since, following the point of view of [58], we study Riemannian
distances and not Riemannian geodesics.
Definition 5.1.10. We denote by Hi the collection of metrics H ∈ H which are propor-
tionnal to the identity : for all z ∈ Rd
H(z) =
Id
s(z)2
,
and such that the proportionality factor s satisfies one of the two following conditions
conditions, which are surprisingly equivalent as shown in Proposition 5.2.7 :
– (“Additive” Lipschitz condition)
|s(z)− s(z′)| ≤ |z − z′| for all z, z′ ∈ Rd. (5.17)
– (“Multiplicative” Lipschitz condition)
| ln s(z)− ln s(z′)| ≤ dH(z, z′) for all z, z′ ∈ Rd. (5.18)
The two Lipschitz properties (5.17) and (5.18) have a natural generalisation to general
anisotropic metrics but are not equivalent in that context. In order to introduce the
regularity conditions defining the classes Ha and Hg of metrics, we need to introduce
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two distances d× and d+ on the set S+d of symmetric positive definite matrices. For any
M,M ′ ∈ S+d we define
d×(M,M ′) := min{δ ≥ 0 ; e−2δM ≤M ′ ≤ e2δM}. (5.19)
For instance, a mesh T is C-equivalent to a metric H, as defined in (5.2), if and only if
for all T ∈ T and all z ∈ T one has
d×(H(z),HT ) ≤ lnC.
There exists various expressions of the distance d× : for all M,M ′ ∈ S+d one easily checks
that
d×(M,M ′) = sup
u∈IRd\{0}
|ln ‖u‖M − ln ‖u‖M ′|
= sup
|u|=1
|ln ‖u‖M − ln ‖u‖M ′| ,
(5.20)
and
d×(M,M ′) = ln
(
max{‖M− 12M ′ 12‖, ‖M ′− 12M 12‖}
)
. (5.21)
This last expression implies that
d×(M,M ′) ≥ 1
2
max{| ln ‖M‖ − ln ‖M ′‖|, | ln ‖M−1‖ − ln ‖M ′−1‖|} (5.22)
The exponential of the distance d× was used in the earlier paper [66] under the name
“relative deformation”. We define a second distance d+ on S
+
d as follows
d+(M,M
′) := ‖M− 12 −M ′− 12‖. (5.23)
The expressions (5.21) and (5.23) of the distances d× and d+ show that they are res-
pectively tied to multiplicative or additive properties of matrices, which justifies their
notations. Note also that for any s, s′ > 0 one has
d×(s−2 Id, s′−2 Id) = | ln s− ln s′| and d+(s−2 Id, s′−2 Id) = |s− s′|. (5.24)
Definition 5.1.11. We denote by Hg the collection of metrics H ∈ H which satisfy the
natural extension of (5.18) to general anisotropic metrics :
d×(H(z), H(z′)) ≤ dH(z, z′) for all z, z′ ∈ Rd. (5.25)
This condition can be heuristically described as follows : a metric H ∈ H defines
close to each point z ∈ Rd a norm ‖ · ‖H(z) which encodes an anisotropic notion of scale.
The equation (5.25) states that the metric H itself is consistent a the scale that it encodes.
Definition 5.1.12. We denote by Ha the collection of metrics H ∈ H which satisfy both
(5.25) and the natural extension of (5.17) to general anisotropic metrics :
d+(H(z), H(z
′)) ≤ |z − z′| for all z, z′ ∈ Rd. (5.26)
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In addition to the results of mesh generation presented in this chapter, we show in
the next chapter, Lemma 6.4.1, that this condition is critical in order to define a local
averaging operator compatible with Sobolev norms.
Remark 5.1.13. Let H ∈ H, and let λ > 0. Using the homogeneity properties of the
distances d×, d+ on S+d and dH on Rd with respect to H, we obtain that λ2H ∈ Hg if and
only if
d×(H(z), H(z′)) ≤ λdH(z, z′) for all z, z′ ∈ Rd, (5.27)
and λ2H ∈ Ha if and only if we have in addition to the previous property
d+(H(z), H(z
′)) ≤ λ|z − z′| for all z, z′ ∈ Rd. (5.28)
In particular the collections Hi ⊂ Ha ⊂ Hg of isotropic, quasi-acute and graded metrics
are stable under multiplication by a constant larger than one : for any ? ∈ {a, b, c}, any
H ∈ H? and any λ ≥ 1 we have λ2H ∈ H?.
5.1.4 Main results
The main result of this chapter is the equivalence of the classes of meshes and metrics
defined above, which is announced in the first part of the introduction and proved in
sections §5.4 and §5.5. In two cases we were only able to establish this equivalence when
the dimension is d = 2.
Theorem 5.1.14. There exists C0 = C0(d) such that for all C ≥ C0 the following holds.
i) The collections Ti,C of triangulations and Hi of metrics are equivalent.
ii) If d = 2, then the collections Ta,C of triangulations and Ha of metrics are equivalent.
iii) If d = 2, then the collections Tg,C of triangulations and Hg of metrics are equivalent.
Let us comment on this result. The theory of isotropic meshes is already well developed,
and our result i) in this direction should be regarded as a reformulation of previous work,
intended to put into perspective the results on anisotropic meshes. The main ingredient
of the proof of i) is the mesh refinement procedure exposed in [77].
In the case iii) of graded metrics the key ingredients used for the construction of
a bidimensional triangulation T ∈ Tg,C equivalent to a metric H ∈ Hg come from the
paper of computational geometry [66]. In contrast the arguments used to produce a metric
H ∈ Hg from a mesh T ∈ Hg,C hold in any dimension.
Last the author has not heard of any anterior results on the collection Ta,C of quasi-
acute meshes, and most of the techniques used in that context are new.
Conjecture 5.1.15. The author conjectures that the points ii) and iii) of Theorem 5.1.14
hold without restriction on the dimension d ≥ 2.
This chapter is organised as follows. We establish in section §5.2 some general pro-
perties of the metrics in Ha or Hg. We first prove in §5.2.1 a property of invariance of
the collection Hg of graded metrics with respect to affine changes of coordinates. The
regularity assumptions (5.25) and (5.26) defining graded and quasi-acute metrics simply
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mean that the map H : Rd → S+d is Lipschitz with respect to some distances on Rd and
S+d , and we therefore study metrics from this point of view in §5.2.2. We focus in §5.2.3
on the “geometrical properties” of the space Rd equipped with the distance dH and the
measure
√
detH(z)dz associated to a graded metric H ∈ Hg. In particular we compare
the dH with the euclidean distance and we estimate the volume of balls.
Section §5.3 is devoted to the study of metrics H ∈ H such that the symmetric matrix
H(z) has an eigenspace of dimension at least d − 1 at each point. This condition clearly
holds if the dimension is d = 2 but is also relevant in some applications to higher dimension
such as the creation of a thin layer of simplices close to a d − 1 dimensional surface, as
discussed in §6.3 in the next chapter. We give an approximate translation of the regularity
properties (5.26) and (5.25) defining the collections Ha and Hg of metrics in terms of the
two eigenvalues of H and of the direction of the eigenspaces of such metrics.
The last two sections §5.4 and §5.5 are devoted to the proof of Theorem 5.1.14. More
precisely we depict in §5.4 to construction of a metric which is equivalent to a given mesh.
Conversely we address in §5.5 the production of an isotropic, quasi-acute or graded mesh
equivalent to a given metric H ∈ Hi, Ha or Hg.
5.2 General properties of graded and quasi-acute me-
trics
We study in this section the general properties of the distinguished classes of metrics
Hi ⊂ Ha ⊂ Hg. We first establish some invariance properties of these collections of
metrics with respect to affine changes of coordinates. We then regard metrics as Lipschitz
functions H : Rd → S+d . The last subsection is devoted to the comparison of the distance
dH and the measure
√
detH(z)dz associated to a graded metric H ∈ Hg, with respect to
the standard euclidean distance and Lebesgue measure.
5.2.1 Invariance properties and restriction of metrics
We focus in this subsection on the properties of invariance of the collections of meshes
Ti,C ⊂ Ta,C ⊂ Tg,C and of metrics Hi ⊂ Ha ⊂ Hg introduced in this chapter.
Let Φ : Rd → Rd be an affine change of coordinates, Φ(z) := φz + z0 where φ ∈ GLd
and z0 ∈ Rd. We have for any simplex T , as previously observed in (5.5),
HΦ−1(T ) = φTHTφ. (5.29)
Mimicking this property we define for any H ∈ H a transported version HΦ ∈ H as
follows : for all z ∈ Rd
HΦ(z) = φ
TH(Φ(z))φ. (5.30)
In the language of differential geometry, the metric HΦ is generally referred to as the “pull
back” of H by Φ. If a mesh T ∈ T is C-equivalent to a metric H ∈ H, then (5.29) and
(5.30) clearly imply that the mesh Φ−1(T ) is C-equivalent to the metric HΦ.
The next proposition studies the invariance of the collections T?,C of meshes and T?
of metrics, ? ∈ {i, a, g}, under the transformations T 7→ Φ−1(T ) or H 7→ HΦ induced by
an affine change of coordinates Φ.
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Proposition 5.2.1. Let Φ : Rd → Rd be an affine change of coordinates, Φ(z) := φz+ z0
where φ ∈ GLd and z0 ∈ Rd. The following holds for any constant C ≥ 1.
i) If T ∈ Tg,C then Φ−1(T ) ∈ Tg,C. If H ∈ Hg then HΦ ∈ Hg.
ii) Assume that Φ is an isometry, in other words φ ∈ Od.
If T ∈ Ta,C then Φ−1(T ) ∈ Ta,C, and similarly if T ∈ Ti,C then Φ−1(T ) ∈ Ti,C.
If H ∈ Ha then HΦ ∈ Ha, and similarly if H ∈ Hi then HΦ ∈ Hi.
Proof: We first establish the properties announced for meshes, and we then focus on
metrics. Let M,M ′ ∈ S+d , let C ≥ 1 and let φ ∈ GLd. Clearly
if C−2M ≤M ′ ≤ C2M then C−2φTMφ ≤ φTM ′φ ≤ C2φTMφ.
In view of the definition (5.14) of Tg,C we obtain that Φ
−1(T ) ∈ Tg,C for any mesh
T ∈ Tg,C as announced in i).
If Φ is an isometry then for any simplex T we obtain, using the definitions (5.11) and
(5.12) of the measure of degeneracy ρ and the measure of sliverness S, that
ρ(Φ−1(T )) = ρ(T ) and S(Φ−1(T )) = S(T ).
This implies the properties of Ta,C and Ti,C announced in b), which concludes the proof
of the properties announced for meshes.
We therefore turn our attention to metrics. The fact that HΦ ∈ Hg for any H ∈ Hg
and any affine change of coordinates Φ is a special case of Proposition 5.2.2 below. We
thus admit this property and we focus on isotropic and quasi-acute metrics and isometric
changes of coordinates.
If H ∈ Hi, then H = Id /s(z)2 where s : Rd → R∗+ is a Lipschitz function. Since
φ ∈ Od we have φTφ = Id and therefore
HΦ(z) = φ
TH(Φ(z))φ = Id /s(Φ(z))2.
The map s ◦ Φ : Rd → R∗+ is Lipschitz since it is the composition of a Lipschitz function
with an isometry, which establishes that HΦ ∈ Hi as announced.
Since φ ∈ Od we have for any symmetric matrix M ∈ S+d and any exponent α ∈ R
(φTMφ)α = φMαφ.
Consider H ∈ Ha, then for any z, z′ ∈ Rd
‖HΦ(z)− 12 −HΦ(z′)− 12‖ = ‖φT
(
H(Φ(z))−
1
2 −H(Φ(z′))− 12
)
φ‖
= ‖H(Φ(z))− 12 −H(Φ(z′))− 12‖
≤ ‖Φ(z)− Φ(z′)‖
= ‖φ(z − z′)‖ = |z − z′|,
which establishes that HΦ satisfies the Lipschitz regularity condition (5.26). We already
know from the case of graded metrics that the other regularity condition (5.25) is satisfied
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by HΦ, which establishes that HΦ ∈ Ha and concludes the proof of this proposition. 
In practical applications, one often needs to mesh simultaneously a domain Ω and a
surface Γ embedded in Ω. In terms of metric this raises the following question : given a
metric H on Ω which satisfies certain properties of regularity what is the regularity of the
restriction of this metric to Γ ?
The next proposition answers this question is the simplified setting where Ω is the
infinite domain Rd, Γ is an affine subspace of Rd, and properties of regularity are those
defining the collection Hg of graded metrics. For any 1 ≤ k ≤ d we denote by Hg(Rk)
the collection of graded metrics on Rk (with the convention that Hg(R) is the collection
Lip(R,R∗+) of Lipschitz functions from R to R∗+).
Proposition 5.2.2. Let 1 ≤ k ≤ d, let Φ : Rk → Rd be an affine injective map, Φ(z) =
φz + z0 where φ ∈Md,k has rank k and z0 ∈ Rd. Let H ∈ H and let for all z ∈ Rk
HΦ(z) := φ
TH(Φ(z))φ.
If H ∈ Hg then HΦ ∈ Hg(Rk).
Proof: For any u ∈ Rd, one has
‖u‖HΦ(z) = ‖φ(u)‖H(Φ(z)). (5.31)
Hence for any z, z′ ∈ Rk we obtain using (5.20),
d×(HΦ(z), HΦ(z′)) = sup
u∈IRk\{0}
∣∣∣ln ‖φ(u)‖H(Φ(z)) − ln ‖φ(u)‖H(Φ(z′))∣∣∣
≤ d×(H(Φ(z)), H(Φ(z′)))
(5.32)
For any path γ ∈ C1([0, 1],Rk), it follows from (5.31) that
lH(Φ ◦ γ) =
∫ 1
0
‖φ(γ′(t))‖H(Φ(γ(t)))dt = lHΦ(γ).
Taking the infimum among all paths γ ∈ C1([0, 1],Rk) joining two points z, z′ ∈ Rk, we
obtain since Φ ◦ γ ∈ C1([0, 1],Rd) is a path joining Φ(z) and Φ(z′)
dH(Φ(z),Φ(z
′)) ≤ dHΦ(z, z′). (5.33)
Combining (5.32) and (5.33), we conclude the proof of this proposition. 
5.2.2 Metrics as Lipschitz functions
Definition 5.2.3. Let (X, dX) and (Y, dY ) be metric spaces and let f ∈ C0(X, Y ) be a
continuous function. We define the dilatation dil(f) ∈ [0,∞] of f as follows
dil(f) := sup
x,x′∈X
x 6=x′
dY (f(x), f(x
′))
dX(x, x′)
218 Chapter 5. Are riemannian metrics equivalent to simplicial meshes ?
We say that f is Lipschitz if and only if dil(f) ≤ 1, and more generally that f is
λ-Lipschitz if and only if dil(f) ≤ λ.
We define the local dilatation dilx(f) of a function f ∈ C0(X, Y ) at a point x ∈ X as
follows
dilx(f) := lim
ε→0
dil
(
f|B(x,ε)
)
= lim
ε→0
(
sup
p,q∈B(x,ε)
dY (f(q), f(q))
dX(p, q)
)
. (5.34)
We specify the distance function on X or Y if it is not the expected “canonical one”,
for instance if X or Y is a subset of Rk and if the associated distance is not the standard
euclidean distance but the riemannian distance dH associated to a metric, or if X or Y is
the collection S+d of symmetric positive definite matrices since none of the two distances
d+ or d× is canonical. The local dilatation is in that case denoted as follows
dilx(f ; dX , dY ), dilx(f ; dX) or dilx(f ; dY ).
The local dilatation dilx(f) only depends on the local properties of the metric spaces
close to x and f(x). Consider the metric space (Rd, dH), whereH ∈ H is a fixed riemannian
metric, and an arbitrary metric space (Y, dY ). For any f ∈ C0(Rd, Y ) and any z ∈ Rd we
obtain using (5.16)
‖H(z)−1‖− 12 dilz(f) ≤ dilz(f ; dH) = dilz(f ; ‖ · ‖H(z)) ≤
√
‖H(z)‖ dilz(f) (5.35)
We also introduce the lower local dilatation dil∗z(f) ≤ dilz(f) which is defined as follows
dil∗z(f) := lim
ε→0
(
inf
p,q∈B(x,ε)
dY (f(q), f(q))
dX(p, q)
)
.
The next proposition establishes that local dilatations are sub-multiplicative.
Lemma 5.2.4. Let (X, dX), (Y, dY ) and (Z, dZ) be three metric spaces, and let f ∈
C0(X, Y ) and g ∈ C0(Y, Z). For any x ∈ X one has
dilx(g ◦ f) ≤ dilf(x)(g) dilx(f), (5.36)
provided no indeterminate product 0×∞ or∞×0 appears in the right hand side. Similarly
we have
dilx(g ◦ f) ≥ dil∗f(x)(g) dilx(f), (5.37)
provided no indeterminate product 0×∞ or ∞× 0 appears in the right hand side.
Proof: We first establish (5.36). If dilx(f) = ∞ or dilf(x)(g) = ∞, then there is nothing
to prove. We may therefore assume that dilx(f) < ∞ and dilf(x)(g) < ∞. For any ε > 0
we define
F (ε) = sup
p,q∈B(x,ε)
dY (f(p), f(q))
dX(p, q)
and G(ε) := sup
p,q∈B(f(x),ε)
dZ(g(p), g(q))
dY (p, q)
,
we thus have
sup
p,q∈B(x,ε)
dZ(g(f(p)), g(f(q)))
dX(p, q)
≤ G(F (ε)ε)F (ε).
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Taking the limit as ε → 0 we obtain conclude the proof of (5.36). For the proof of
(5.37) we consider two sequences (pn)n≥0, (qn)n≥0 which both tend to x and such that
dY (f(pn), f(qn))/dX(pn, qn)→ dilx(f) as n→∞. We thus have
dZ(g(f(pn)), g(f(qn)))
dX(pn, qn)
=
dZ(g(f(pn)), g(f(qn)))
dY (f(pn), f(qn))
× dY (f(pn), g(f(qn)))
dX(pn, qn)
,
and taking the limit as n→∞ we obtain (5.37) which concludes the proof of this lemma. 
Let f : Ω → V be a C1 function, where Ω ⊂ Rd is an open set and V is a Banach
space. Then for any z ∈ Ω the local dilatation dilz(f), and the lower dilatation dil∗z(f)
have an explicit expression in terms of the differential dzf : Rd → V of f at z
dilz(f) = sup
|u|=1
‖dzf(u)‖ and dil∗z(f) = inf|u|=1 ‖dzf(u)‖ (5.38)
Applying Lemma 5.2.4 and (5.38) to the function g = ln we obtain for any metric space
(X, dX), any f ∈ C0(X,R∗+) and any x ∈ X
dilx(ln f) =
dilx(f)
f(x)
. (5.39)
The following proposition shows that, under certain circumstances, the Lipschitz pro-
perty is a local property.
Proposition 5.2.5. Consider the metric space (Rd, dH), where H ∈ H is a fixed rieman-
nian metric, and an arbitrary metric space (Y, dY ). For any f ∈ C0(Rd, Y ) and any path
γ ∈ C1([0, 1],Rd), γ(0) = z, γ(1) = z′, one has
dY (f(z), f(z
′)) ≤ lH(γ) sup
0≤t≤1
dilγ(t)(f ; dH). (5.40)
It follows that
dil(f ; dH) = sup
z∈IRd
dilz(f ; dH). (5.41)
Proof: We equip the segment [0, 1] with the distance dγ defined for 0 ≤ t ≤ t′ ≤ 1 by
dγ(t, t
′) = dγ(t′, t) = lH(γ|[t,t′]). (5.42)
Note that for any t ≤ t∗ ≤ t′ one has
dγ(t, t
′) = dγ(t, t∗) + dγ(t∗, t′) (5.43)
The map γ : ([0, 1], dγ)→ (Rd, dH) is clearly Lipschitz. It thus follows from Lemma 5.2.4
that F := f ◦ γ : [0, 1]→ Y satisfies for all t ∈ [0, 1]
dilt(F ) ≤ dilγ(t)(f) ≤ λ := sup
0≤t′≤1
dilγ(t′)(f).
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We assume that λ <∞, otherwise there is nothing to prove, and we consider a fixed δ > 0.
For each t ∈ [0, 1] there exists therefore an interval Vt ⊂ [0, 1] containing t, relatively open
in [0, 1], and such that F|Vt is (λ+ δ)-Lipschitz. Since the segment [0, 1] is compact, there
exists a finite set I0 ⊂ [0, 1] such that
[0, 1] =
⋃
t∈I0
Vt. (5.44)
Let V, V ′ ⊂ [0, 1] be two intersecting intervals, and assume that F is λ+ δ Lipschitz on V
and on V ′. For any t ∈ V and t′ ∈ V ′, there exists t∗ ∈ V ∩ V ′ which satisfies t ≤ t∗ ≤ t′
or t ≥ t∗ ≥ t′. Recalling (5.43) we thus obtain
dY (F (t), F (t
′)) ≤ dY (F (t), F (t∗)) + dY (F (t∗), F (t′))
≤ (λ+ δ)dγ(t, t∗) + (λ+ δ)dγ(t∗, t′)
= (λ+ δ)dγ(t, t
′).
Thus F is λ + δ Lipschitz on the interval V ∪ V ′. Since [0, 1] is covered by the finite
collection of open intervals (5.44) on which F is λ+ δ Lipschitz, we obtain proceeding by
induction that F is (λ+ δ)-Lipshitz on [0, 1] and therefore
dY (f(z), f(z
′)) = dY (F (0), F (1)) ≤ (λ+ δ)dγ(0, 1) = (λ+ δ)lH(γ).
Letting δ → 0 we obtain (5.40). Taking the infimum of (5.40) among all paths γ ∈
C1([0, 1],Rd) joining the points z and z′ we obtain dY (f(z), f(z′)) ≤ λdH(z, z′). Therefore
dil(f ; dH) ≤ λ. Conversely we have dilz(f ; dH) ≤ dil(f ; dH) for any z ∈ Rd, which esta-
blishes (5.41) and concludes the proof of this proposition. 
The next corollary shows that the global dilatation of a function is controlled by the
local dilatation on Rd \Γ, if Γ is a sufficiently thin set. For instance the skeleton ∪T∈T ∂T
of a mesh T ∈ T.
Corollary 5.2.6. Let Γ ⊂ Rd be a set which has the following property : for any path
γ ∈ C1([0, 1],Rd) there exists a sequence of paths (γn)n≥0 which converges to γ in C1 norm
and such that {t ∈ [0, 1] ; γn(t) ∈ Γ} is finite for each n.
Let H ∈ H, let (Y, dY ) be an arbitrary metric space, and met let f ∈ C0(Rd, Y ). Then
dil(f ; dH) = sup
z∈Rd\Γ
dilz(f ; dH).
Proof: We denote λ := supz∈Rd\Γ dilz(f). We consider two points z, z
′ ∈ Rd and a path
γ ∈ C1([0, 1],Rd) such that γ(0) = z and γ(1) = z′.
We first assume that the set {t ∈ [0, 1] ; γ(t) ∈ Γ} is finite, and we denote its elements
by t1 < · · · < tk. We set by convention t0 = 0 and tk+1 = 1. For each 0 ≤ i ≤ k and
each t, t′ such that ti < t < t′ < ti+1 we have dY (f(γ(t)), f(γ(t′))) ≤ λlH(γ|[t,t′]) according
to Proposition 5.2.5. Letting t → ti and t′ → ti+1 we obtain dY (f(γ(ti)), f(γ(ti+1))) ≤
λlH(γ|[ti,ti+1]). Adding up we obtain
dY (f(z), f(z
′)) ≤
∑
0≤i≤k
dY (f(γ(ti)), f(γ(ti+1))) ≤ λ
∑
0≤i≤k
lH(γ[ti,ti+1]) = λlH(γ).
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We now consider the case where γ meets the set Γ an infinite number of times, and
we choose a sequence (γn)n≥0 as described is the statement of the corollary. We obtain
dY (f(γn(0)), f(γn(1))) ≤ λlH(γn) for each n ≥ 0. Taking the limit as n → ∞ we obtain
dY (f(z), f(z
′)) ≤ λlH(γ) since γn converges to γ is C1 norm as n→∞.
Taking the infimum among all paths γ ∈ C1([0, 1],Rd) joining the points z and z′, we
obtain dY (f(z), f(z
′)) ≤ λdH(z, z′) which concludes the proof of this proposition. 
The next proposition establishes that the regularity conditions (5.25) and (5.26) defi-
ning the collections of quasi-acute or graded metrics are equivalent in the case of a metric
proportionnal to the identity.
Proposition 5.2.7. Let s ∈ C0(Rd,R∗+) and let H := Id /s2. We have for all z ∈ Rd
dilz(ln s; dH) = dilz(s). (5.45)
Furthermore the following properties are equivalent.
1. The map s : Rd → R∗+ is Lipschitz. (i.e. H ∈ Hi)
2. (“Additive” Lipschitz property) For all z, z′ ∈ Rd one has d+(H(z), H(z′)) ≤ |z−z′|.
3. (“Multiplicative” Lipschitz property) For all z, z′ ∈ Rd one has d×(H(z), H(z′)) ≤
dH(z, z
′).
Proof: Combining (5.35) and (5.39) we obtain for any z ∈ Rd
dilz(ln s; dH) = s(z) dilz(ln s) = dilz(s),
which establishes (5.45). According to (5.24) we have for any z, z′ ∈ Rd
d+(H(z), H(z
′)) = |s(z)− s(z′)| and d×(H(z), H(z′)) = | ln s(z)− ln s(z′)|.
The properties 1. and 2. are thus equivalent to dil(s) ≤ 1, and therefore also to :
dilz(s) ≤ 1 for all z ∈ Rd, (5.46)
according Proposition 5.2.5 applied to the constant metric H0 = Id and to the function
f = s. On the other hand property 3. is equivalent to dil(ln s; dH) ≤ 1, and thus to :
dilz(ln s; dH) ≤ 1 for all z ∈ Rd,
according to Proposition 5.2.5 applied to the metric H and to the function f = ln s.
This property equivalent to (5.46) according to (5.45), which concludes the proof of this
Proposition. 
The next corollary uses Proposition 5.2.7 to analyse the regularity of the first and last
eigenvalue of a metric.
Corollary 5.2.8. 1. For any H ∈ Hg, the map z 7→ ‖H(z)‖− 12 is Lipschitz.
2. For any H ∈ Ha, the map z 7→ ‖H(z)− 12‖ is Lipschitz.
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Proof: We first establish Point 1. We consider H ∈ Hg, and we define s(z) := ‖H(z)‖− 12
and
H ′(z) :=
Id
s(z)2
= ‖H(z)‖ Id,
for each z ∈ Rd. Since H(z) ≤ H ′(z) for all z ∈ Rd, we have dH(z, z′) ≤ dH′(z, z′) for all
z, z′ ∈ Rd. It follows that, using (5.22),
| ln s(z)− ln s(z′)| = 1
2
|ln ‖H(z)‖ − ln ‖H(z′)‖|
≤ d×(H(z), H(z′))
≤ dH(z, z′)
≤ dH′(z, z′).
Applying Proposition 5.2.7 to the metric H ′ we obtain that H ′ ∈ Hi, and therefore that
s is Lipschitz as announced.
The proof of Point 2. is more straightforward, since for any metric H ∈ Ha we have∣∣∣‖H(z)− 12‖ − ‖H(z′)− 12‖∣∣∣ ≤ ‖H(z)− 12 −H(z′)− 12‖ ≤ |z − z′|
for all z, z′ ∈ Rd, which concludes the proof of this corollary. 
Our last proposition studies the local dilatation of the maximum and the minimum of
two functions.
Proposition 5.2.9. Let (X, dX) be a metric space and let λ, µ ∈ C0(X,R). Let γ :=
min{λ, µ} and Γ := max{λ, µ}. Then for all x ∈ X
max{dilx(γ), dilx(Γ)} ≤ max{dilx(λ), dilx(µ)}. (5.47)
If (X, dX) = (Rd, dH), where H ∈ H is a riemannian metric, then the above inequality is
an equality
max{dilx(γ; dH), dilx(Γ; dH)} = max{dilx(λ; dH), dilx(µ; dH)}. (5.48)
Proof: We have for any p, q ∈ X,
|γ(p)− γ(q)| = |min{λ(p), µ(p)} −min{λ(q), µ(q)}|
≤ max{|λ(p)− λ(q)|, |µ(p)− µ(q)|}.
For any x ∈ X and any ε > 0 we thus obtain
dil(γ|B(x,ε)) = sup
p,q∈B(x,ε)
|γ(p)− γ(q)|
dX(p, q)
≤ sup
p,q∈B(x,ε)
max{|λ(p)− λ(q)|, |µ(p)− µ(q)|}
dX(p, q)
= max
{
sup
p,q∈B(x,ε)
|λ(p)− λ(q)|
dX(p, q)
, sup
p,q∈B(x,ε)
|µ(p)− µ(q)|
dX(p, q)
}
= max
{
dil(λ|B(x,ε)), dil(µ|B(x,ε))
}
.
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Letting ε → 0 we obtain dilx(γ) ≤ max{dilx(λ), dilx(µ)}. Proceeding likewise for Γ we
conclude the proof of (5.47).
We now turn to the proof of (5.48). For that purpose we consider a fixed ε > 0 and
we define
K := max{dil(γ|B(x,ε); ‖ · ‖H(x)), dil(Γ|B(x,ε); ‖ · ‖H(x))},
where B(x, ε) stands for the euclidean unit ball of radius ε centered at x. Consider two
points p, q ∈ B(x, ε). If λ(p) ≥ µ(p) and λ(q) ≥ µ(q), or if λ(p) ≤ µ(p) and λ(q) ≤ µ(q),
then
|λ(p)− λ(q)| = max{|γ(p)− γ(q)|, |Γ(p)− Γ(q)|}
≤ K‖p− q‖H(x)
Otherwise if λ(p) ≥ µ(p) and λ(q) ≤ µ(q), or λ(p) ≤ µ(p) and λ(q) ≥ µ(q), then there
exists a point r on the segment [p, q] such that λ(r) = µ(r). We thus have
|λ(p)− λ(q)| ≤ max{|γ(p)− γ(r)|, |Γ(p)− Γ(r)|}
+ max{|γ(r)− γ(q)|, |Γ(r)− Γ(q)|}
≤ K‖p− r‖H(x) +K‖r − q‖H(x) = K‖p− q‖H(x)
If follows that dil(λ|B(x,ε); ‖ · ‖H(x)) ≤ K, and letting ε→ 0 we obtain
dilx(λ; ‖ · ‖H(x)) ≤ max{dilx(γ; ‖ · ‖H(x)), dilx(Γ; ‖ · ‖H(x))}.
Recalling that dilx(f ; dH) = dilx(f ; ‖ · ‖H(x)) for any f ∈ C0(Rd,R) and any x ∈ Rd, see
(5.35), we obtain dilx(λ; dH) ≤ max{dilx(γ; dH), dilx(Γ; dH)}. Proceeding likewise for µ
we obtain (5.48) which concludes the proof of this proposition. 
5.2.3 Geometric properties of the space (Rd, dH)
We focus in this subsection on the “geometrical properties” of the space Rd equipped
with the distance dH and the measure
√
detH(z)dz associated to a graded metric H ∈ Hg.
The next proposition compares the riemannian distance dH between two points z and z+u
with the norm ‖u‖H(z) of their difference.
Proposition 5.2.10. Let H ∈ Hg and let z ∈ Rd. For all u ∈ Rd one has
ln(1 + ‖u‖H(z)) ≤ dH(z, z + u) ≤ − ln(1− ‖u‖H(z)), (5.49)
where the right hand side equals ∞ by convention when ‖u‖H(z) ≥ 1.
Proof: We consider a path γ ∈ C1([0, 1],Rd), and we define for each t ∈ [0, 1]
l(t) :=
∫ t
0
‖γ′(t)‖H(γ(t))dt. (5.50)
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Since H ∈ Hg we have for any t ∈ [0, 1]
exp(−2 dH(z, γ(t)))H(z) ≤ H(γ(t)) ≤ exp(2 dH(z, γ(t)))H(z).
Therefore, since dH(z, γ(t)) ≤ l(t),
exp(−2l(t))H(z) ≤ H(γ(t)) ≤ exp(2l(t))H(z).
It follows that
‖γ′(t)‖H(z) exp(−l(t)) ≤ l′(t) = ‖γ′(t)‖H(γ(t)) ≤ ‖γ′(t)‖H(z) exp(l(t)),
hence
− d
dt
exp(−l(t)) ≤ ‖γ′(t)‖H(z) ≤ d
dt
exp(l(t)). (5.51)
We have
‖u‖H(z) = ‖γ(1)− γ(0)‖H(z) ≤
∫ 1
0
‖γ′(t)‖H(z)dt (5.52)
with equality if γ(t) = z + tu for all t ∈ [0, 1], i.e. γ is a straight line. For that specific
path γ we obtain
‖u‖H(z) =
∫ 1
0
‖γ′(t)‖H(z)dt ≥ −
∫ 1
0
(
d
dt
exp(−l(t))
)
dt = 1− exp(−lH(γ)).
Rearranging the terms we obtain the right part of (5.49) :
dH(z, z + u) ≤ lH(γ) ≤ − ln(1− ‖u‖H(z)).
We now consider an arbitrary path γ joining z and z + u and we obtain integrating the
right part of (5.51) and recalling (5.52)
‖u‖H(z) ≤
∫ 1
0
‖γ′(t)‖H(z)dt ≤
∫ 1
0
(
d
dt
exp(l(t))
)
dt = exp(lH(γ))− 1,
which is equivalent to lH(γ) ≥ ln(1 + ‖u‖H(z)). Taking the infimum among all paths
γ ∈ C1([0, 1],Rd) satisfying γ(0) = z and γ(1) = z + u, we obtain the left part of (5.49),
which concludes the proof of this proposition. 
We discuss in the rest of this section the consequences of the comparison (5.49) of the
riemannian distance dH with the distance associated to the norm ‖ · ‖H(z) when H ∈ Hg.
Combining the right part of (5.49) with the expression (5.20) of the distance d× we obtain
an estimate of the local variations of the norm ‖ · ‖H(z) associated to the metric H at a
point z : let H ∈ Hg, and let z, u, v ∈ Rd be such that ‖u‖H(z) < 1, then
(1− ‖u‖H(z))‖v‖H(z) ≤ ‖v‖H(z+u) ≤ (1− ‖u‖H(z))−1‖v‖H(z). (5.53)
Note also that
(1− ‖u‖H(z))d
√
detH(z) ≤
√
detH(z + u) ≤ (1− ‖u‖H(z))−d
√
detH(z). (5.54)
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Another important consequence of (5.49) is that for any z ∈ Rd and any r ≥ 0 the closed
ball {z′ ∈ Rd ; dH(z, z′) ≤ r} for the distance dH , is a closed and bounded subset Rd,
hence is compact.
The following example establishes that (5.49) is a sharp inequality. The metric H
defined by
H(z) :=
Id
(1 + |z|)2
belongs to Hi since z 7→ 1 + |z| is Lipschitz, hence H also belongs to Ha and Hg. For any
v ∈ Rd, one easily checks that the path of minimal length joining 0 to v is the straight
line, and that
dH(0, v) = ln(1 + |v|).
Choosing z = 0 and u = v we obtain that the left part of (5.49) is sharp
ln(1 + ‖u‖H(0)) = ln(1 + |u|) = dH(0, 0 + u).
Choosing z = −v and u = v we obtain that the right part of (5.49) is sharp
− ln (1− ‖u‖H(−u)) = − ln(1− |u|
1 + |u|
)
= ln(1 + |u|) = dH(−u,−u+ u).
The next corollary uses Proposition 5.2.10 to obtain a lower bound for the mass of
balls in the measure z 7→ √detH(z)dz associated to a graded metric H ∈ Hg. For any
metric H ∈ H, any z ∈ Rd and any r > 0 we define the ellipse
BH(z, r) := {z + u ; ‖u‖H(z) < r},
and we observe that
|BH(z, r)| = ωrd(detH(z))− 12
where ω denotes the volume of the standard euclidean ball of radius one.
Corollary 5.2.11. There exists c = c(d) > 0 such that the following holds. For any
H ∈ Hg, any r ≥ 1 and any z ∈ Rd we have∫
BH(z,r)
√
detH ≥ c ln r. (5.55)
Proof: It follows from Proposition 5.2.10 that dH(z0, z) ≥ ln(r+ 1) for all z ∈ ∂BH(z, r).
We define the integer
k =
⌊
ln(r + 1)− 1
2
⌋
,
and we consider k points z1, · · · , zk ∈ E such that dH(z0, zi) = i for all 0 ≤ i ≤ k. We
define r0 := 1 − e− 12 = 0.39 · · · in such way that − ln(1 − r0) = 1/2. We have according
to (5.54) for all z ∈ BH(zi, r0)√
detH(z) ≥ (1− ‖z − zi‖H(zi))d
√
detH(zi) ≥ (1− r0)d
√
detH(zi). (5.56)
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For any z ∈ BH(zi, r0) we have
dH(z0, z) ≤ dH(z0, zi) + dH(zi, z) ≤ i− ln(1− r0) ≤ k + 1
2
≤ ln(r + 1),
which implies that BH(zi, r0) ⊂ BH(z, r) for all 0 ≤ i ≤ k. Furthermore for any 0 ≤ i <
j ≤ k, z ∈ BH(zi, r0) and z′ ∈ BH(zj, r0) we have
dH(z, z
′) ≥ dH(zi, zj)− dH(zi, z)− dH(zj, z′) > |dH(z0, zi)− d(z0, zj)|+ 2 ln(1− r0) = 0,
hence BH(zi, r0) ∩BH(zj, r0) = ∅. It follows that∫
BH(z,r)
√
detH ≥
∑
0≤i≤k
∫
BH(zi,r0)
√
detH
≥
∑
0≤i≤k
(1− r0)d
√
detH(zi)|BH(zi, r0)|
= ωrd0(1− r0)d(k + 1)
≥ c0(ln(r + 1)− 1/2),
where c0 := ωr
d
0(1− r0)d. Since r ≥ 1 we have
ln(r + 1)− 1
2
≥
(
ln(r + 1)
2 ln 2
− 1
2
)
+
(
1− 1
2 ln 2
)
ln(r + 1) ≥
(
1− 1
2 ln 2
)
ln r
which concludes the proof with c = (1− 1/(2 ln 2))c0. 
5.3 Metrics having an eigenspace of dimension d − 1
at each point
We focus in this section on metrics H ∈ H such that the symmetric matrix H(z) has
an eigenspace of dimension at least d− 1 at each point z ∈ Rd. Note that this condition
clearly holds if the dimension is d = 2, but is also relevant in some applications to higher
dimension as illustrated in §6.3 of the next chapter. The main result of this section is
Theorem 5.3.1 which characterises those of these metrics which belong to Ha or Hg in
terms of the regularity of their eigenvalues and of their eigenvectors.
We denote by S := {θ ∈ Rd ; |θ| = 1} the euclidean unit sphere of Rd, equipped with
the distance
dS(θ, θ
′) := arccos(〈θ, θ′〉).
We denote by A the space of parameters
A := R∗+ × R∗+ × S,
and we define a map S : A → S+d as follows
S(λ, µ, θ) := λθθT + µ(Id−θθT). (5.57)
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The matrix of S, in any orthonormal basis B of Rd which begins with the vector θ, has
the following form
[S(λ, µ, θ)]B =

Λ 0 0 · · ·
0 µ 0 · · ·
0 0 µ 0
...
... 0
. . .
 .
We also define for any a = (λ, µ, θ) ∈ A
H(a) := S(a)−2 = λ−2θθT + µ−2(Id−θθT).
For any metric H ∈ H and any z ∈ Rd we denote by dilz(H)× and dilz(H)+ the local
dilatations at z associated to the Lipschitz conditions (5.25) and (5.26) defining Hg and
Ha :
dilz(H)× := dilz(H; d×, dH) and dilz(H)+ := dilz(H; d+). (5.58)
Let Ω ⊂ Rd be an open set, let a ∈ C0(Ω,A), a(z) = (λ(z), µ(z), θ(z)), and let z ∈ Ω be
such that λ(z) 6= µ(z) or dilz(θ) <∞. We define
Dz(a)× := max
{
dilz(lnλ; dH), dilz(lnµ; dH),
1
2
∣∣∣∣λ(z)µ(z) − µ(z)λ(z)
∣∣∣∣ dilz(θ; dH)} , (5.59)
and
Dz(a)+ := max {dilz(λ), dilz(µ), |λ(z)− µ(z)| dilz(θ)} . (5.60)
Note that these quantities are not defined if λ(z) = µ(z) and dilz(θ; dH) = ∞ simulta-
neously, since an indeterminate product 0×∞ appears in (5.59) and (5.60).
Theorem 5.3.1. Let H ∈ H. Assume that there exists an open set Ω ⊂ Rd and a
continuous function a ∈ C0(Ω,A), a(z) = (λ(z), µ(z), θ(z)), such that H = H ◦ a on Ω.
For each z ∈ Ω such that λ(z) 6= µ(z) or dilz(θ) <∞ one has
Dz(a)× ≤ dilz(H)× ≤ 2Dz(a)× (5.61)
Dz(a)+ ≤ dilz(H)+ ≤ 2Dz(a)+. (5.62)
The rest of this section is devoted to the proof of this theorem and to Corollaries 5.3.5
and 5.3.6. Our first intermediate result in the proof of Theorem 5.3.1 defines and estimates
a quantity ∆(a, b, c) which appears repeatedly in the rest of the proof.
Lemma 5.3.2. For each a, b, c ∈ R we define
∆(a, b, c) :=
∥∥∥∥∥∥∥∥∥

a b 0 · · ·
b c 0 · · ·
0 0 c 0
...
... 0
. . .

∥∥∥∥∥∥∥∥∥ . (5.63)
Then
max{|a|, |b|, |c|} ≤ ∆(a, b, c) ≤ 2 max{|a|, |b|, |c|}. (5.64)
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Proof: We consider fixed values of a, b, c ∈ R and we denote by M the matrix appearing
in (5.63), in such way that ∆(a, b, c) = ‖M‖. We also define λ := max{|a|, |b|, |c|}. We
have
∆(a, b, c) = ‖M‖ ≥ max
1≤i,j≤d
|Mij| = λ,
which establishes the left part of (5.64). For all p ∈ [1,∞] we denote by lp the usual norm
on Rd of exponent p. We have
‖M‖l∞→l∞ = max
1≤i≤d
∑
1≤j≤d
|Mij| ≤ 2λ and ‖M‖l1→l1 = max
1≤j≤d
∑
1≤1≤d
|Mij| ≤ 2λ.
By interpolation we thus obtain
‖M‖ = ‖M‖l2→l2 ≤
√
‖M‖l1→l1‖M‖l∞→l∞ ≤ 2λ,
which concludes the proof. 
The parameter space A = S× R∗+ × R∗+ is a differential variety, and the regularity of
functions defined on A should be seen through local charts. For each a = (λ, µ, θ) ∈ A we
introduce a local chart ψa of a neigborhood of a in A.
ψa : (−λ,∞)× (−µ,∞)× (B(0,pi) ∩ θ⊥)→ A, (5.65)
where θ⊥ := {Θ ∈ Rd ; 〈θ,Θ〉 = 0} denotes the space orthogonal to θ, and B(0,pi) the
open euclidean ball of radius pi. We define
ψa(Λ,M, rΘ) := (λ+ Λ, µ+M, cos(r)θ + sin(r)Θ),
where |Θ| = 1. Note that ψa is one to one and that dS(θ, cos(r)θ + sin(r)Θ) = r.
Let V be a banach space. We say that a function ϕ : A → V is C1 if for any a ∈ A
the function ϕ ◦ ψa is C1. In that case for any a ∈ A we define the differential
daϕ(A) : R× R× θ⊥ → V
by the formula
daϕ(A) := d0(ϕ ◦ ψa)(A) = lim
t→0
ϕ ◦ ψa(tA)− ϕ(a)
t
.
Proposition 5.3.3. Define V+ := Sd, equipped with the standard norm ‖ ·‖, and ϕ+ := S
on A. Then for all a, b ∈ A we have
d+(H(a),H(b)) = ‖ϕ+(a)− ϕ+(b)‖. (5.66)
Furthermore ϕ+ ∈ C1(A, V+) and for all a = (λ, µ, θ) ∈ A and all A = (Λ,M, rΘ) ∈ TaA,
with |Θ| = 1, we have
‖daϕ+(A)‖∞ = ∆(Λ, (λ− µ)r, M).
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Proof: The identity (5.66) directly follows from the fact that H(a)− 12 = S(a) = ϕ+(a),
and from the definition (5.23) of d+. The function ϕ+ = S is C1 (in fact C∞), since it has
a polynomial expression
S(λ, µ, θ) := λθθT + µ(1− θθT).
We consider a fixed point a = (λ, µ, θ) ∈ A, and A = (Λ,M, rΘ) ∈ TaA, where |Θ| = 1.
We thus have for t ∈ R
S(ψa(tA)) = (λ+ tΛ)(θ + trΘ)(θ + trΘ)T
+(µ+ tM)(Id−(θ + trΘ)(θ + trΘ)T) +O(t2)
= S(λ, µ, θ) + t(ΛθθT +M(Id−θθT) + r(λ− µ)(θΘT + ΘθT)) +O(t2)
Therefore
daS(A) = ΛθθT +M(Id−θθT) + r(λ− µ)(θΘT + ΘθT). (5.67)
Choosing an orthonormal basis B of Rd which begins with the unit orthogonal vectors θ
and Θ, we obtain
[daS(A)]B =

Λ r(λ− µ) 0 · · ·
r(λ− µ) M 0 · · ·
0 0 M 0
...
... 0
. . .
 ,
which concludes the proof of this proposition. 
Proposition 5.3.4. Define V× := C0(S,R), equipped with the ‖ · ‖∞ norm, and define
ϕ× : A → V× as follows : for any a ∈ A
ϕ×(a) := (u 7→ ln ‖u‖H(a)).
Then for all a, b ∈ A we have
‖ϕ×(a)− ϕ×(b)‖∞ = d×(H(a),H(b)). (5.68)
Furthermore ϕ× ∈ C1(A, V×) and for all a = (λ, µ, θ) ∈ A and all A = (Λ,M, rΘ) ∈ TaA,
with |Θ| = 1, we have
‖daϕ×(A)‖∞ = ∆
(
Λ
λ
,
r
2
(
λ
µ
− µ
λ
)
,
M
µ
)
. (5.69)
Proof: The expression (5.68) immediately follows from the expression (5.20) of the dis-
tance d×. It is well known that the inverse map Inv : GLd → GLd is C1 and has the the
following differential : for any φ ∈ GLd and any Φ ∈Md
dφ Inv(Φ) = φ
−1Φφ−1.
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Since S : A → S+d is C1, as observed in the proof of Proposition 5.3.3, the composition
Inv ◦ S : A → S+d is also C1, and for any a = (λ, µ, θ) ∈ A and any A ∈ R× R× θ⊥
da(Inv ◦ S)(A) = S(a)−1(daS(A))S(a)−1.
For any u ∈ S we have
ln ‖u‖H(a) = ln ‖S(a)−1u‖ = 1
2
ln
(〈S(a)−1u,S(a)−1u〉) .
Therefore, again by composition,
da(ln ‖u‖H)(A) = 1
2‖S(a)−1u‖2 (〈S(a)
−1(daS(A))S−1(a)u, S−1(a)u〉
+〈S−1(a)u, S(a)−1(daS(A))S−1(a)u〉)
=
〈G(a,A)v, v〉
‖v‖2
where v = S−1(a)u. The function G has the following expression : for any a = (λ, µ, θ) ∈
R∗+ × R∗+ × S and any A = (Λ,M, rΘ) ∈ R× R× θ⊥, where |Θ| = 1,
G(a,A) =
S(a)−1(daS(A)) + (daS(A))S(a)−1
2
=
Λ
λ
θθT +
M
µ
(Id−θθT) + r
2
(
λ
µ
− µ
λ
)
(θΘT + ΘθT),
where we used the explicit expression (5.67) of daS(A), and the fact that θTΘ = 0.
Choosing an orthonormal basis B of Rd which begins with the unit orthogonal vectors θ
and Θ, we obtain
[G(a,A)]B =

Λ
λ
r
2
(
λ
µ
− µ
λ
)
0 · · ·
r
2
(
λ
µ
− µ
λ
)
M
µ
0 · · ·
0 0 M
µ
0
...
... 0
. . .
 .
The map ϕ× is differentiable, as the composition of differentiable maps, and da(ϕ×(A)) is
the element of V× := C0(S,R) defined by u 7→ da(ln ‖u‖H)(A). Therefore
‖daϕ×(A)‖∞ = sup
{ |〈G(a,A)v, v〉|
‖v‖2 ; u ∈ S, v = S(a)
−1u
}
= ‖G(a,A)‖,
which establishes (5.69) and concludes the proof of this proposition. 
We now consider a fixed z ∈ Ω and we remark that
dilz(H)× = dilz(H ◦ a)× = dilz(ϕ× ◦ a; dH).
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Therefore, according to Lemma 5.2.4 for any norm ‖ · ‖a(z) defined on the tangent space
R× R× θ(z)⊥ to a(z) ∈ A we have
dil∗0(ϕ+ ◦ ψa(z); ‖ · ‖a(z)) dilz(ψ−1a(z)a; dH , ‖ · ‖a(z))
≤ dilz(H)×
≤ dil0(ϕ+ ◦ ψa(z); ‖ · ‖a(z)) dilz(ψ−1a(z) ◦ a; dH , ‖ · ‖a(z))
(5.70)
provided no indeterminate 0 × ∞ or ∞ × 0 appears on the first and last term of this
inequality.
We first consider the case where λ(z) 6= µ(z). For each a′ = (λ′, µ′, θ′) ∈ A we define a
norm ‖ ·‖a′ on the tangent space R×R×θ′⊥ to A at the point a′ : for all A = (Λ,M,Θ) ∈
R× R× θ′⊥
‖A‖a′ = max
{ |Λ|
λ′
,
|M |
µ′
,
1
2
∣∣∣∣λ′µ′ − µ′λ′
∣∣∣∣ ‖Θ‖} .
We have by construction
dilz(ψ
−1
a(z) ◦ a; dH , ‖ · ‖a(z)) = Dz(a)× (5.71)
According to Lemma 5.3.2 and Proposition 5.3.4 we have for any a′ = (λ′, µ′, θ′) ∈ A and
any A ∈ R× R× θ′⊥
‖A‖a′ ≤ ‖da′ϕ×(A)‖∞ = ‖d0(ϕ× ◦ ψa′)‖∞ ≤ 2‖A‖a′ .
Since ϕ× is C1 it follows from (5.38) that
1 ≤ dil∗0(ϕ× ◦ ψa′ ; ‖ · ‖a′) ≤ dil0(ϕ× ◦ ψa′ ; ‖ · ‖a′) ≤ 2.
Combining (5.70), (5.71) and the last inequality we obtain
Dz(a)× ≤ dilz(H)× ≤ 2Dz(a)×,
which establishes the announced result (5.61) in the case λ(z) 6= µ(z). A similar reasoning
establishes the counterpart (5.62) of this inequality for the distance d+.
We now consider the case λ(z) = µ(z). For any ε > 0 and any a′ = (λ′, µ′, θ′) ∈ A
such that λ′ = µ′ we define a norm ‖ · ‖a′,ε on the tangent space R × R × θ′⊥ to a′ in A
as follows :
‖A‖a′,ε = max
{ |Λ|
λ′
,
|M |
µ′
, ε‖Θ‖
}
.
This modification is required because the original norm ‖ · ‖a′ used in the case λ′ 6= µ′ is
only a semi-norm when λ′ = µ′. Reasoning similarly to the case λ(z) 6= µ(z) we obtain
the upper bound
dilz(H)× ≤ 2 max {dilz(lnλ; dH), dilz(lnµ; dH), ε dilz(θ; dH)} .
Since λ(z) = µ(z), the assumptions of the theorem state that dilz(θ; dH) < ∞. Since
ε > 0 is arbitrary we thus obtain
dilz(H)× ≤ 2 max {dilz(lnλ; dH), dilz(lnµ; dH)} = 2Dz(a)×.
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We now turn to the lower bound on dilz(H)×. For that purpose we define the functions
γ := min{λ, µ} and Γ := max{λ, µ}. For all z, z′ ∈ Ω we have according to (5.22)
d×(H(z), H(z′)) ≥ max{| ln γ(z)− ln γ(z′)|, | ln Γ(z)− ln Γ(z′)|}.
Therefore
dilz(H)× = dilz(H; d×, dH) ≥ max{dilz(ln γ; dH), dilz(ln Γ; dH)}.
Hence according to Proposition 5.2.9
dilz(H)× ≥ max{dilz(lnλ; dH), dilz(lnµ; dH)} = Dz(a)×.
We have thus obtained Dz(a)× ≤ dilz(H)× ≤ 2Dz(a)×. Proceeding likewise we obtain
Dz(a)+ ≤ dilz(H)+ ≤ 2Dz(a)+, which concludes the proof of Theorem 5.3.1.
Our first corollary compares Dz(a)× with the dilatation dilz(θ).
Corollary 5.3.5. Under the hypotheses of Theorem 5.3.1 we have
|λ(z)− µ(z)| dilz(θ) ≤ 2Dz(a)×
Proof: We have according to (5.35)
|λ(z)− µ(z)| dilz(θ) ≤ |λ(z)− µ(z)|
min{λ(z), µ(z)} dilz(θ; dH)
=
(
max{λ(z), µ(z)}
min{λ(z), µ(z)} − 1
)
dilz(θ; dH)
≤
∣∣∣∣λ(z)µ(z) − µ(z)λ(z)
∣∣∣∣ dilz(θ; dH)
≤ 2Dz(a)×
which concludes the proof. 
The next corollary shows how to construct a quasi-acute metric from a graded one.
Let M ∈ Sd and let U ∈ Od and λ1, · · · , λd ∈ R be such that
M = UT diag(λ1, · · · , λd)U, (5.72)
where diag(λ1, · · · , λd) denotes the diagonal matrix of entries λ1, · · · , λd. For any α ∈ R
we define the matrix max{α,M} ∈ Sd as follows
max{α,M} := UT diag(max{α, λ1}, · · · ,max{α, λd})U, (5.73)
and we observe that max{α,M} does not depend on the choice of the matrix U and on the
order of the eigenvalues λ1, · · · , λd in the decomposition (5.72) of M . For any (λ, µ, θ) ∈ A
and any s > 0 one has
max{s−2,H(a)} = min{s, λ}−2θθT + min{s, µ}−2(Id−θθT). (5.74)
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Corollary 5.3.6. Let H ∈ H be such that H(z) has an eigenvalue of multiplicity at least
d− 1 for all z ∈ Rd. We define s : Rd → R∗+ and H ′ ∈ H as follows : for all z ∈ Rd
s(z) := inf
z′∈IRd
|z − z′|+ ‖H(z′)− 12‖,
H ′(z) := max{s(z)−2, H(z)}.
If H ∈ Hg, then 42H ′ ∈ Ha.
Proof: We first observe that s : Rd → R∗+ is Lipschitz and that s(z) ≤ ‖H(z)−
1
2‖ for all
z ∈ Rd. For each ε > 0 and each z ∈ Rd we define
Hε(z) := max{e2εs(z)−2, H(z)}.
Consider a fixed point z ∈ Rd. If H(z) is proportional to Id, which means that
‖H(z)‖− 12 = ‖H(z)− 12‖ ≥ s(z), then Hε = e2ε Id /s2 on a neighborhood of z. This implies
according to (5.45)
dilz(Hε)× = dilz(Hε)+ = dilz(e−εs) ≤ e−ε ≤ 1.
On the other hand if H(z) is not proportional to Id then there exists a ∈ C0(Rd,A),
a(z) = (λ(z), µ(z), θ(z)) such that H = H ◦ a on a neighborhood of z, and Dz(a)× ≤ 1
according to Theorem 5.3.1. We have according to (5.74) on the same neighborhood of z,
Hε = H ◦ aε = min{e−εs, λ}−2θθT + min{e−εs, µ}−2(Id−θθT),
where aε = (min{e−εs, λ},min{e−εs, µ}, θ) ∈ C0(Rd,A).
We define H iε := e
2ε Id /s2 and we observe that Hε ≥ H iε and Hε ≥ H, hence for any
p, q ∈ Rd
dHε(p, q) ≥ max{dH(p, q), dHiε(p, q)}.
It follows from Proposition 5.2.5 that
dilz(ln min{e−εs, λ}; dHε) ≤ max{dilz(ln(e−εs); dHε), dilz(lnλ; dHε)}
≤ max{dilz(ln(e−εs); dHiε), dilz(lnλ; dH)}
≤ max{dilz(e−εs), dilz(H)×}
≤ max{e−ε, 1} = 1,
where we used Proposition 5.2.7 and Theorem 5.3.1 in the third line. Proceeding likewise
for the other eigenvalue of Hε we conclude that
dilz(ln min{e−εs, λ}; dHε) ≤ 1 and dilz(ln min{e−εs, µ}; dHε) ≤ 1. (5.75)
One easily checks that ∣∣∣∣min{e−εs, λ}min{e−εs, µ} − min{e−εs, µ}min{e−εs, λ}
∣∣∣∣ ≤ ∣∣∣∣λµ − µλ
∣∣∣∣ ,
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using that t 7→ t/µ− µ/t is increasing on R∗+. Therefore
1
2
∣∣∣∣min{e−εs, λ}min{e−εs, µ} − min{e−εs, µ}min{e−εs, λ}
∣∣∣∣ dilz(θ; dHε) ≤ 12
∣∣∣∣λµ − µλ
∣∣∣∣ dilz(θ; dH) ≤ 1.
Combining the last estimate with (5.75) we conclude that Dz(aε)× ≤ 1 and therefore
dilz(Hε)× ≤ 2 according to Theorem 5.3.1.
Our next objective is to estimate dilz(Hε)+. Let us assume that λ(z) < µ(z), then
dilz(min{e−εs, λ}) ≤ max
{
dilz(e
−εs), dilz(λ)
}
≤ max
{
dilz(e
−εs),
dilz(λ; dH)
min{λ(z), µ(z)}
}
= max
{
dilz(e
−εs),
dilz(λ; dH)
λ(z)
}
≤ max{e−ε, dilz(lnλ; dH)}
≤ max{e−ε, 1} = 1,
where we used (5.35) in the second line. Still assuming that λ(z) < µ(z), we have s(z) ≤
‖H(z)− 12‖ = µ(z) by construction of s, which implies that min{e−εs, µ} = e−εs on a
neighborhood of z, and therefore dilz(min{e−εs, µ}) = dilz(e−εs) ≤ e−ε ≤ 1. Proceeding
similarly if λ(z) > µ(z) we also obtain
dilz(min{e−εs, λ}) ≤ 1 and dilz(min{e−εs, µ}) ≤ 1. (5.76)
We now focus on the local dilatation of the orientation θ, and for that purpose we observe
that
|min{e−εs(z), λ(z)} −min{e−εs(z), µ(z)}| ≤ |λ(z)− µ(z)|.
Therefore according to Corollary 5.3.5
|min{e−εs(z), λ(z)} −min{e−εs(z), µ(z)}| dilz(θ) ≤ 2Dz(a)× ≤ 2
Combining this with (5.76) we obtain Dz(aε)+ ≤ 2 and therefore dilz(Hε)+ ≤ 4.
The above arguments show that dilz(Hε)× ≤ 2 and dilz(Hε)+ ≤ 4, which implies that
22Hε ∈ Hg and 42Hε ∈ Ha according to Proposition 5.2.5 and Remark 5.1.13. Hence for
any z, z′ ∈ Rd, since Hε ≤ e2εH ′,
d×(Hε(z), Hε(z′)) ≤ 2dHε(z, z′) ≤ 2eεdH′(z, z′) and d+(Hε(z), Hε(z′)) ≤ 4|z − z′|.
Letting ε→ 0 we obtain
d×(H ′(z), H ′(z′)) ≤ 2dH′(z, z′) and d+(H ′(z), H ′(z′)) ≤ 4|z − z′|.
Therefore 42H ∈ Ha according to Remark 5.1.13, which concludes the proof of this corol-
lary. 
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5.4 From mesh to metric
The techniques presented in this section show how to produce an metric H ∈ Hi, Ha
or Hg from an isotropic, quasi-acute (in two dimensions), or graded mesh T . These results
are summarized in Proposition 5.4.1 below.
Combining this proposition with its counterpart Proposition 5.5.1 in the next section,
on the generation of a mesh from a metric, yields the main result of this chapter, Theorem
5.1.14, which states the equivalence of the classes Ti,C ⊂ Ta,C ⊂ Tg,C of meshes and
Hi ⊂ Ha ⊂ Hg of metrics.
Proposition 5.4.1. For any C0 > 0 there exits C = C(C0, d) such that the following
holds :
i) For any T ∈ Ti,C0 there exists H ∈ Hi which is C-adapted to T .
ii) If d = 2, then for any T ∈ Ta,C0 there exists H ∈ Ha which is C-adapted to T .
iii) For any T ∈ Tg,C0 there exists H ∈ Hg which is C-adapted to T .
The rest of this section is devoted to the proof of this proposition. For any mesh T ∈ T,
and for any vertex v of T , we denote by nT (v) the number of simplices in the mesh T
containing v :
nT (v) := #{T ∈ T ; v ∈ T}.
We denote by HgT ∈ H the piecewise linear metric on the mesh T which satisfies for each
vertex v of T
HgT (v) :=
1
nT (v)
∑
T∈T
s.t. v∈T
HT . (5.77)
The next lemma establishes a property of the barycentric coordinates on a simplex,
which is useful for the analysis of the regularity of a piecewise linear function on an
anisotropic mesh, such as the metric HgT .
Lemma 5.4.2. Let T be a simplex and let V be the collection of vertices of T . Let (λv)v∈V
be the barycentric coordinates on T . Then for all z, z′ ∈ T
‖z − z′‖2HT =
d+ 1
d
∑
v∈V
|λv(z)− λv(z′)|2. (5.78)
Proof: We first assume that T is the reference equilateral simplex Teq. For any two vertices
v, v′ in the collection Veq of vertices of Teq one has
〈v, v′〉 =
{
1 if v = v,′
−1/d if v 6= v′. (5.79)
Indeed |v| = 1 by construction for any vertex v of Teq, and for any v′ ∈ Veq distinct from
v the scalar product 〈v, v′〉 has a value α independent of v and v′ by symmetry. Since Teq
236 Chapter 5. Are riemannian metrics equivalent to simplicial meshes ?
is centered at the origin we obtain 0 = 〈v,∑v′∈V v′〉 = |v|2 + dα which establishes (5.79).
We thus obtain for any z, z′ ∈ Teq
|z − z′|2 =
∣∣∣∣∣∣
∑
v∈Veq
(λv(z)− λv(z′))v
∣∣∣∣∣∣
2
=
∑
v∈Veq
|λv(z)− λv(z′)|2 − 1
d
∑
v 6=v′
(λv(z)− λv(z′))(λv′(z)− λv′(z′)).
Therefore
|z − z′|2 =
(
1 +
1
d
) ∑
v∈Veq
|λv(z)− λv(z′)|2 − 1
d
∑
v∈Veq
λv(z)− λv(z′)
2 ,
which concludes the proof in the case of Teq since HTeq = Id and since the barycentric
coordinates of z and of z′ sum to 1.
We now consider an arbitrary simplex T and an affine change change of coordinates
Φ such that Φ(T ) = Teq, Φ(z) = φz+ z0 where φ ∈ GLd and z0 ∈ Rd. We have HT = φTφ
according to (5.5), hence for all z, z′ ∈ T
|Φ(z)− Φ(z′)| = |φ(z − z′)| = ‖z − z′‖HT .
Furthermore the barycentric coordinates of z and z′ in T are the same as those of Φ(z)
and Φ(z′) in Φ(T ) = Teq. This implies (5.78) and concludes the proof of this lemma. 
The next proposition immediately implies Point iii) of Proposition 5.4.1. Indeed for
any mesh T ∈ Tg,C0 the metric dC100 HgT belongs to Hg and is C60
√
d equivalent to T .
Proposition 5.4.3. For any T ∈ Tg,C0 the metric HgT is C0-adapted to T , and dC100 HgT ∈
Hg.
Proof: We consider a simplex T ∈ T , and we recall that for any neighbor T ′ of T one has
C−20 HT ≤ HT ′ ≤ C20HT .
Averaging these matrices as in (5.77) we obtain for any vertex v of T
C−20 HT ≤ HgT (v) ≤ C20HT . (5.80)
Averaging with respect to the barycentric coordinates of a point z ∈ T we obtain
C−20 HT ≤ HgT (z) ≤ C20HT , (5.81)
which establishes as announced that the metric HgT is C0-adapted to T .
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We now establish the regularity property of HgT , and for that purpose we consider two
points z, z′ ∈ T and a vector u ∈ Rd \ {0}. We thus have
‖u‖2
HgT (z)
‖u‖2
HgT (z′)
=
∑
v∈V λv(z)‖u‖2HgT (v)∑
v∈V λv(z
′)‖u‖2
HgT (v)
= 1 +
∑
v∈V (λv(z)− λv(z′))‖u‖2HgT (v)∑
v∈V λv(z
′)‖u‖2
HgT (v)
≤ 1 + C40
∑
v∈V |λv(z)− λv(z′)|∑
v∈V λv(z
′)
≤ 1 + C40
√
(d+ 1)
∑
v∈V
|λv(z)− λv(z′)|2
= 1 + C40
√
d‖z − z′‖HT ,
where we used (5.80) in the third line, the Cauchy-Schwartz inequality in the fourth line,
and Lemma 5.4.2 in the fifth line. Proceeding similarly for ‖u‖HgT (z′)/‖u‖HgT (z) we obtain
d×(H
g
T (z), H
g
T (z
′)) = max
u6=0
∣∣∣ln ‖u‖HgT (z) − ln ‖u‖HgT (z′)∣∣∣
≤ 1
2
ln(1 + C40
√
d‖z − z′‖HT )
≤ C
4
0
√
d
2
‖z − z′‖HT .
Hence according to (5.81) and (5.35) for all z ∈ int(T )
dilz(H
g
T )× = dilz(H
g
T ; d×, ‖ · ‖H(z)) ≤ C0 dilz(HgT ; d×, ‖ · ‖HT ) ≤ C50
√
d/2.
If follows from Corollary 5.2.6 that dilz(H
g
T )× ≤ C50
√
d/2 for all z ∈ Rd, and from Remark
5.1.13 that (dC100 /4)H ∈ Hg, which concludes the proof. 
We associate to any mesh T ∈ T a metric H iT defined as follows : for all z ∈ Rd,
H iT (z) := ‖HgT (z)‖ Id .
The next result immediately implies Point i) of Proposition 5.4.1. Indeed for any mesh
T ∈ Ti,C0 the metric dC100 H iT belongs to Hi and is C70
√
d equivalent to the mesh T .
Corollary 5.4.4. For any mesh T ∈ Ti,C0 the metric H iT is C20 -adapted to the mesh T ,
and dC100 H
i
T ∈ Hi.
Proof: We have for any simplex T ∈ T
C−20 ‖HT‖ Id ≤
‖HT‖
ρ(T )2
Id = ‖H−1T ‖−1 Id ≤ HT ≤ ‖HT‖ Id . (5.82)
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For any point z ∈ T we obtain since C−20 HgT (z) ≤ HT ≤ C20HgT (z)
C−20 H
i
T (z) = C
−2
0 ‖HgT (z)‖ Id ≤ ‖HT‖ Id ≤ C20‖HgT (z)‖ = C20H iT (z).
Combining this with (5.82) we obtain
C−40 H
i
T (z) ≤ HT ≤ C20H iT (z),
which establishes as announced that the metric H iT is C
2
0 equivalent to the mesh T .
According to Proposition 5.4.3 we have dC100 H
g
T ∈ Hg. Corollary 5.2.8 thus implies
that dC100 H
i
T ∈ Hi, which concludes the proof of this proposition. 
Before turning to the case of quasi-acute metrics we prove a lemma on the neighbo-
rhood of a simplex in a graded mesh. For any mesh T ∈ T and any closed set E ⊂ Rd
the neighborhood VT (E) of E in T is defined as the union of all simplices T ∈ T which
intersect E :
VT (E) :=
⋃
T∈T
T∩E 6=∅
T.
Proposition 5.4.5. Let T ∈ Tg,C0 and let T ∈ T . For all x ∈ T and all y ∈ Rd \ VT (T )
we have
‖x− y‖HT ≥ (C0
√
d)−1.
Proof: We consider the function ϕ : Rd → R which is piecewise linear on the mesh T ,
and which satisfies for any vertex v of the mesh T
ϕ(v) =
{
1 if v ∈ T,
0 if v /∈ T.
We denote by V ′ the collection of vertices of a simplex T ′ ∈ T , and by (λv(z))v∈V ′ the
barycentric coordinates of a point z ∈ T ′. We have for any z, z′ ∈ T ′
|ϕ(z)− ϕ(z′)| ≤
∑
v∈V ′
|λv(z)− λv(z′)|ϕ(v)
≤
√
(d+ 1)
∑
v∈V ′
|λv(z)− λv(z′)|2
=
√
d‖z − z′‖HT ′ .
Since ϕ is identically 0 on T ′ if T ∩ T ′ = ∅, and since HT ′ ≤ C20HT otherwise, we obtain
for any z, z′ ∈ T ′
|ϕ(z)− ϕ(z′)| ≤ C0
√
d‖z − z′‖HT .
Therefore dilz(ϕ, ‖ · ‖HT ) for any T ′ ∈ T and any z ∈ T ′, which implies that ϕ :
(Rd, ‖ · ‖HT )→ R is C0
√
d-Lipschitz according to Corollary 5.2.6. For any x ∈ T and any
y ∈ Rd \ VT (T ) we have ϕ(x) = 1 and ϕ(y) = 0, thus 1 = ϕ(x)− ϕ(y) ≤ C0
√
d‖x− y‖HT
which concludes the proof of this proposition. 
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We assume from this point that the dimension is d = 2. For each triangulation T ∈ T
we define a function sT : R2 → R∗+ and a metric HaT ∈ H as follows : for all z ∈ R2
sT (z) := inf
z′∈IR2
|z − z′|+ ‖HgT (z′)−
1
2‖, (5.83)
HaT (z) := max{sT (z)−2, HgT (z)}, (5.84)
where the maximum of a real and of a symmetric matrix is defined at (5.73). The next
proposition immediately implies Point ii) of Proposition 5.4.1. Indeed the metric 32C100 H
a
T
belongs to Ha and is
√
32CC50 adapted to the mesh T .
Proposition 5.4.6. For any C0 ≥ 1 there exists C = C(C0) such that the following holds.
For any mesh T ∈ Ta,C0 the metric HaT is C-adapted to the mesh T , and 32C100 HaT ∈ Ha.
The fact that 32C100 H
a
T ∈ Ha directly follows from the fact that 2C100 HgT ∈ Hg and
from Corollary 5.3.6.
We define dT (z) := ‖HgT (z)−
1
2‖ for each z ∈ R2. We establish below that there exists
a constant η = η(C0), 0 < η ≤ 1, such that for all z, z′ ∈ R2
if |z′ − z| ≤ ηdT (z) then dT (z′) ≥ ηdT (z). (5.85)
Before turning to the proof of this property we show how it leads to the proof of Propo-
sition 5.4.6. For all z ∈ Rd we have
sT (z) = inf
z′∈IR2
|z − z′|+ dT (z′) ≥ inf
z′∈IR2
min{|z − z′|, dT (z′)} ≥ ηdT (z′),
indeed |z−z′| ≥ ηdT (z) or dT (z′) ≥ ηdT (z) for any z′ ∈ Rd according to (5.85). Combining
this with the definition (5.84) of HaT we obtain for all z ∈ R2
η2HaT (z) ≤ HgT (z) ≤ HaT (z).
Recalling that HgT is C0-adapted to the mesh T , see proposition 5.4.3, we obtain for all
T ∈ T and all z ∈ T
η2C−20 H
a
T (z) ≤ C−20 HgT (z) ≤ HT ≤ C20HgT (z) ≤ C20HaT (z)
which establishes that the metric HaT is C0/η adapted to the mesh T , and concludes the
proof of Proposition 5.4.6.
For notational simplicity we denote from this point H := HgT and C1 :=
√
2C50 , hence
C21H ∈ Hg and T is C0 adapted to H. It follows from (5.10) that
C−10 ‖H(z)−
1
2‖ ≤ ‖H−
1
2
T ‖ ≤ diam(T ) ≤ 2‖H
− 1
2
T ‖ ≤ 2C0‖H(z)−
1
2‖,
for any T ∈ T and z ∈ T , which implies
diam(T )/(2C0) ≤ dT (z) ≤ C0 diam(T ). (5.86)
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(x′,y′)
Figure 5.3 – An edge e and the set ♦(e) (left), sequence (zn)n≥0 (center), diameter of a
triangle intersecting ♦(e) (right).
The quantity dT (z) should therefore be heuristically regarded as the diameter of the
triangle T ∈ T containing z. Property (5.85) heuristically states that the diameters are
constrained to vary in a Lipschitz manner in a quasi-acute triangulation.
We now turn to the proof of (5.85), and for that purpose we introduce some notations.
For each u ∈ R2, we denote by u⊥ the vector obtained by rotating u by pi/2 in direct
trigonometric orientation. For each segment e = [ω−u, ω+u] ⊂ R2 we define the diamond
♦(e) of e as follows
♦(e) := {z ∈ R2 ; |〈z − ω, u〉|+ C0|〈z − ω, u⊥〉| < |u|2}.
This set is illustrated on Figure 5.3 (left).
The next lemma considers a triangulation T ′ on which the measure of sliverness is
uniformly bounded by C0, and compares the length an edge e of T ′ with the diameter of
the triangles in T ′ which intersect ♦(e).
Lemma 5.4.7. Let T ′ ∈ T be a triangulation such that S(T ) ≤ C0 for all T ∈ T ′. Let
e = [ω − u, ω + u] be an edge of T ′. Then there is no vertex of T ′ in the diamond ♦(e),
and for all z ∈ ♦(e) and any triangle T ∈ T ′ containing z, we have
diam(T ) ≥ |u| − C0|〈z − ω, u⊥/|u|〉|.
Proof: We denote by ux := (1, 0) and uy := (0, 1) the canonical basis of R2, and we
assume up to a translation and a rotation that ω = 0 and u = uy. We recall that for any
triangle T with maximal angle θ one has S(T ) = max{1, tan(θ/2)}.
We assume for contradiction that there exists a vertex v0 = (x0, y0) ∈ ♦(e), and we
assume without loss of generality that x0 < 0. We consider a vertex v1 = (x1, y1) of T ′
such that 〈v1 − v0, ux〉 ≥ 0 and such that the angle
θ0 := (v1 − v0, ux) = arccos
(〈v1 − v0, ux〉
|v1 − v0||ux|
)
has the smallest possible value. By construction there exists a triangle T ∈ T containing
v0 and v1 which has an angle larger or equal or equal than 2θ0 at the vertex v0. It follows
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δ
δ δ
(e)
Figure 5.4 – An edge e, the diamond ♦(e) and the rectangle δ involved in Lemma 5.4.8
(left), the rectangles (e) and δ.
that tan θ0 ≤ S(T ) ≤ C0, and therefore
|y1 − y0| ≤ (x1 − x0) tan θ0 ≤ C0(x1 − x0).
Proceeding inductively, as illustrated on Figure 5.3 (center), we define a sequence vn =
(xn, yn), n ≥ 0, of vertices of T satisfying |yn+1 − yn| ≤ C0(xn+1 − xn). Adding these
inequalities together we obtain
|yn − y0| ≤ C0(xn − x0).
It follows that one of the edges [vn, vn+1], n ≥ 0, of the mesh T ′ intersects the edge e,
which is a contradiction. As announced the diamond ♦(e) therefore does not contain any
vertex.
We now consider a point z0 = (x0, y0) ∈ ♦(e) and we assume without loss of generality
that x0 ≥ 0. We consider a triangle T containing z0, and an edge e′ = [ω′ − u′, ω′ + u′] of
T which is on the left of z0 (in the sense that the edge e
′ and the segment [(0, y0), (x0, y0)]
joining the point z0 to its orthogonal projection on the edge e intersect). The point z0 and
the triangle T are illustrated on Figure 5.3 (right).
Since there is no vertex of T ′ in the diamond ♦(e), the edge e′ intersects the boundary of
♦(e) at two points. We denote these points by (x, y) and (x′, y′), and we assume without
loss of generality that y ≥ 0 ≥ y′. Observing that 0 ≤ x ≤ C−10 , 0 ≤ x′ ≤ C−10 and
min{x, x′} ≤ x0 we obtain
y − y′ = (1− C0x)− (−1 + C0x′) ≥ 1− C0x0.
Since u = uy = (0, 1), ω = 0 and 2u
′ = λ(x− x′, y − y′) for some |λ| ≥ 1, we obtain
diam(T ) = 2|u′| ≥ 2|〈u, u′〉| = y − y′ ≥ 1− C0x0 = |u|2 − C0|〈z0 − ω, u⊥〉|,
which concludes the proof of this proposition. 
From this point we denote by T ′ a C0-refinement of the quasi-acute mesh T ∈ Ta,C0 ,
which satisfies S(T ) ≤ C0 for all T ∈ T ′. The next lemma involves a rectangular set (e)
242 Chapter 5. Are riemannian metrics equivalent to simplicial meshes ?
associated to an edge e of T ′, illustrated on Figure 5.4 (right). Note that e ⊂ int((e)),
while e 6⊂ ♦(e).
It follows from (5.22) and Proposition 5.2.10 that for all z, u ∈ Rd
dT (z + u) ≥ (1− C1‖u‖H(z))dT (z). (5.87)
Lemma 5.4.8. There exists a constant δ0 = δ0(C0, d) > 0 such that the following holds.
For each edge e = [ω − u, ω + u] of T ′, let (e) be the rectangle defined by
(e) = {z ∈ R2 ; |〈z − ω, u〉| ≤ (1 + δ0)|u|2 and |〈z − ω, u⊥〉| ≤ δ0|u|2}.
One has dT (z) ≥ δ0|u| for all z ∈ (e).
Proof: We denote by ux := (1, 0) and uy := (0, 1) the canonical basis of R2. Up to a
rotation and a translation, we may assume that ω = 0 and u = uy = (0, 1). We consider a
triangle T ∈ T containing the edge e (note that e ⊂ T but that e may not be an edge of
T , since e is an edge in the triangulation T ′ but may not be an edge in the triangulation
T ). It follows from (5.86) that
dT (z) ≥ diam(T )/(2C0) ≥ diam(e)/(2C0) = C−10
for all z ∈ T , hence for all z ∈ e. Hence for all z ∈ e and all u ∈ Rd, we obtain using
(5.87)
dT (z + u) ≥ (1− C1‖u‖H(z))C−10 ≥ (1− C1C0‖u‖HT )C−10 .
We define C2 := 4C0C1 and we observe that, since ‖uy‖HT ≤ 1, any point z′ of the
rectangle [ −1
C2‖ux‖HT
,
1
C2‖ux‖HT
]
× [−(1 + C−12 ), 1 + C−12 ] . (5.88)
can be written under the form z′ = z + u where z ∈ e and ‖u‖HT ≤ 1/(2C0C1), and
therefore dT (z′) ≥ 1/(2C0).
We introduce a small constant δ = δ(C0) > 0 which is specified later in the proof of
this lemma. It follows from the above argument that the proof of this lemma is complete
if ‖HT‖ ≤ δ−2, with δ0 := min{δ/C2, 1/(2C0)}. We thus assume from this point that
‖HT‖ ≥ δ−2.
We assume that δ < C−10 and we define the rectangle
δ := [−δ, δ]× [1− C0δ,−1 + C0δ],
which is included in ♦(e) by construction. Since C21H ∈ Hg, the function z 7→ ‖H(z)‖−
1
2
is C1-Lipschitz according to Corollary 5.2.8. We thus have for all z = (x, y) ∈ δ
‖H(z)‖− 12 ≤ ‖H(0, y)‖− 12 + C1|x| ≤ C0‖HT‖− 12 + C1|x| ≤ r0(δ) := (C0 + C1)δ. (5.89)
On the other hand it follows from Lemma 5.4.7 that any z = (x, y) ∈ δ is contained in
a triangle T ′ such that diam(T ′) ≥ (1− C0δ), hence according to (5.86)
dT (z) ≥ diam(T ′)/(2C0) ≥ R0(δ) := (1− C0δ)/(2C0). (5.90)
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For all z ∈ δ, we denote by θ(z) = (cos Θ(z), sin Θ(z)), Θ(z) ∈ [0,pi], the direction of
the eigenvector associated to the small eigenvalue of H(z), in such way that
‖θ(z)‖H(z) = ‖H(z)− 12‖−1 = dT (z)−1. (5.91)
According to (5.87) we have for all z ∈ δ and all r ∈ R
dT (z + rθ(z)) ≥ dT (z)(1− C1|r|/dT (z)).
For all z ∈ δ and all r ∈ R such that |r| ≤ R1(δ) := R0(δ)/(2C1) we thus obtain
dT (z + rθ(z)) ≥ R0(δ)(1− C1|r|/R0(δ)) ≥ R0(δ)/2. (5.92)
We have for any (0, y) ∈ e
C0 ≥ C0‖uy‖HT ≥ ‖uy‖H(0,y) ≥ | cos Θ(0, y)|
√
‖H(0, y)‖ ≥ | cos Θ(0, y)|/(δC0),
hence | cos Θ(0, y)| ≤ C20δ. For all z ∈ δ we have according to Corollary 5.3.5
(R0(δ)− r0(δ)) dilz(Θ) ≤ (‖H(z)− 12‖ − ‖H(z)‖− 12 ) dilz(Θ) ≤ 2C1.
Hence we obtain for all z = (x, y) ∈ δ
(R0(δ)− r0(δ))|Θ(z)−Θ(0, y)| ≤ 2C1|x| ≤ 2C1δ,
hence since t 7→ cos t is a Lipschitz function
| cos Θ(z)| ≤ cos Θ0(δ) := C20δ +
2C1δ
R0(δ)− r0(δ) . (5.93)
It follows that dT (z′) ≥ R0(δ)/2 for all z′ in the set
{z + r˜θ(z) ; z ∈ δ, |r˜| ≤ R1(δ)} ⊃ [−δ0, δ0]× [−(1 + µ0), 1 + µ0]
where
δ0 := δ − r cos Θ0(δ) and µ0 := −C0δ + r sin Θ0(δ) (5.94)
and where the constant 0 ≤ r ≤ R1(δ) can be freely chosen. The rest of the proof consists
in choosing appropriate constants δ and r.
As δ → 0 we have r0(δ) → 0, R0(δ) → 1/(2C0) and cos Θ0(δ) → 0. We thus choose
δ = δ(C0) > 0 sufficiently small in such way that
R0 ≥ 1/(4C0), cos Θ0 ≤ 1/(8C0), sin Θ0 ≥ 1/2. (5.95)
and such that r := 4C0δ, is smaller than R1(δ) = R0(δ)/(2C1). Injecting this choice of r
and (5.95) in (5.94) we thus obtain
δ0 ≥ δ/2 and µ0 ≥ C0δ.
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This establishes under the hypothesis ‖HT‖ ≥ δ−2 that dT (z) ≥ 1/(8C0) for all z in the
rectangle
[−δ/2, δ/2]× [−(1 + C0δ), 1 + C0δ],
which concludes the proof of the proposition. 
Our next intermediate result establishes a technical property on the covering of a
segment by smaller ones.
Lemma 5.4.9. Let x1, · · · , xk ∈ [0, 1] and let h1, · · · , hk > 0 be such that
[0, 1] ⊂
⋃
1≤i≤k
[xi − hi, xi + hi]. (5.96)
Let δ > 0 and let h∗ = h∗(k, δ) := exp(1− 2k/δ)/δ. Then
[0, 1] ⊂
⋃
1≤i≤k
s.t. hi≥h∗
[xi − (1 + δ)hi, xi + (1 + δ)hi]. (5.97)
Proof: For each y ∈ [0, 1] we denote by h(y) the value hi associated to the segment
[xi − hi, xi + hi] of smallest length containing y. We thus have∫
[0,1]
dy
h(y)
≤
∑
1≤i≤k
∫ xi+hi
xi−hi
1
hi
= 2k.
We assume for contradiction that (5.97) does not hold, and we consider a point x ∈ [0, 1]
which does not belong to the right hand side of [0, 1]. For each y ∈ [0, 1] there exists i,
1 ≤ i ≤ k, h(y) = hi, such that y ∈ [xi−hi, xi+hi] and x /∈ [xi− (1 + δ)hi, xi+ (1 + δ)hi].
Therefore one of the two following possibilities holds
δh(y) < |x− y| or h(y) < h∗.
Therefore h(y) ≤ max{|x− y|/δ, h∗}, which implies∫ 1
0
dy
h(y)
≥
∫ 1
0
dy
max{|x− y|/δ, h∗} ≥
∫ δh∗
0
1
h∗
+
∫ 1
δh∗
δ
y
dy = δ(1− ln(δh∗)).
Note that the second inequality is an equality if x = 0 or 1. Thus 2k > δ(1 − ln(δh∗)),
which contradicts the definition of h∗. This concludes the proof of this lemma. 
Observe that under the hypotheses of Lemma 5.4.9 we have
[−h∗δ, 1 + h∗δ] ⊂
⋃
1≤i≤k
s.t. hi≥h∗
[xi − (1 + 2δ)hi, xi + (1 + 2δ)hi]. (5.98)
We now conclude the proof of Proposition 5.4.6. We consider a point z ∈ R2 contained
in a triangle T ∈ T , and we denote by e the longest edge of T . Up to a rotation and a
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e4
T
e1 e2 e3
h3 < h∗
e1 e2 e3 e4
(e1)
(e4)
(e2)
Figure 5.5 – A triangle T ∈ T and the edges (ei)1≤i≤k of T ′ contained in T (left), the
set (5.99) (right).
translation, we may assume that e = [0, ux] joins the origin of R2 to ux := (1, 0). Since the
triangulation T ′ is a C0-refinement of T , the edge e of T is built of k ≤ C0 edges (ei)1≤i≤k
of T ′,
ei = [(xi − hi)ux, (xi + hi)ux].
The triangle T and the edges (ei)1≤i≤k are illustrated on Figure 5.5 (left).
We define h∗ := h∗(C0, δ0/2) = 2 exp(1 − 4C0/δ0)/δ0, where δ0 is the constant from
Lemma 5.4.8, and we obtain using (5.98) that⋃
h∗≤hi
(ei) ⊃
[
−h∗δ0
2
, 1 +
h∗δ0
2
]
× [−h∗δ0, h∗δ0], (5.99)
This set is illustrated on Figure 5.5 (right). Since e is the longest edge of T , the angles of
T at the extremities of e are acute. Furthermore the height h of T orthogonal to the edge
e = [0, ux] satisfies
h/2 = |T | = |Teq|√
detHT
=
|Teq|√
‖HT‖‖H−1T ‖−1
=
|Teq|‖H−1T ‖
ρ(T )
≥ |Teq|
4ρ(T )
,
where we used that ‖H−
1
2
T ‖ ≥ diam(T )/2 ≥ 1/2 according to (5.10). Hence we obtain with
c := |Teq|/8 the inclusion
T ⊂ [0, 1]× [−c/ρ(T ), c/ρ(T )] (5.100)
We distinguish two cases depending on the value of ρ(T ). If ρ(T ) ≥ ρ0 := 2c/(h∗δ0) we
obtain combining (5.99) and (5.100) that dT ≥ h∗δ0 on the set
z +
[
−h∗δ0
2
,
h∗δ0
2
]2
.
Since dT (z) ≤ C0 diam(T ) = C0 this implies (5.85) with η = h∗δ0/(2C0). One the other
hand if ρ(T ) ≤ ρ0, then
‖H(z)‖ 12 ≤ C0‖HT‖ 12 ≤ ρ0C0‖H−
1
2
T ‖−1 ≤ ρ0C20‖H(z)−
1
2‖−1 ≤ C
2
0ρ0
dT (z)
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Figure 5.6 – A bidimensional triangulation generated by the isotropic refinement proce-
dure exposed in [77].
which implies for any vector u ∈ R2
dT (z + u)
dT (z)
≥ 1− C1‖u‖H(z) ≥ 1− C∗|u|
dT (z)
,
where C∗ := C1ρ0C20 . We thus obtain (5.85) with the constant η := 1/(2C∗), which
concludes the proof of Proposition 5.4.6.
5.5 From metric to mesh
This section is devoted to the proof of the following result, on the generation of a mesh
from a metric.
Proposition 5.5.1. There exists C0 = C0(d) such that the following holds :
i) For any H ∈ Hi there exists T ∈ Ti,C0 which is C0-adapted to H.
ii) If d = 2, then for any H ∈ Ha there exists T ∈ Ta which is C0-adapted to T .
iii) If d = 2, then for any H ∈ Hg there exists T ∈ Tg which is C0-adapted to T .
Point i) is established in §5.5.1, Point iii) in §5.5.2 and eventually Point ii) in §5.5.3.
Remark 5.5.2. Let ? ∈ {i, a, g} be a symbol, and let 1 ≥ c > 0 and C ≥ 1 be numerical
constants. Assume that for any metric H such that c2H ∈ H? there exists a mesh T ∈ T?,C
which is C adapted to H. Then for any metric H ′ ∈ H? there exists a mesh T ′ ∈ T?,C
which is C/c-adapted to H ′. (Indeed, choose a mesh T ′ which is C-equivalent to the metric
H ′/c2, and observe that T ′ is C/c-equivalent to H ′.)
5.5.1 Isotropic Mesh generation
The survey paper [77] describes a the construction of a hierarchical family of meshes
of the rectangular domain [0, 1]d. All these meshes are the refinement of a “fundamental”
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mesh T0 = {Tσ ; σ ∈ Σd}, where Σd stands for the collection of permutations of the set
{1, · · · , d}, and Tσ for the Kuhn simplex
Tσ := {z ∈ [0, 1]d ; zσ(1) ≤ · · · ≤ zσ(d)}.
Starting from T0, the algorithm described in [77] produces, guided by the user, a family
(Tn)n≥0 of conforming meshes of the cube [0, 1]d proceeding as follows. Assume that the
mesh Tn has already been generated.
– (Marking) The user selects a subset Mn ⊂ Tn.
– (Refinement) The algorithm generates a 2-refinement Tn+1 of Tn,
Tn+1 := Refine(Tn,Mn).
which does not contain any of the marked simplices : Tn+1 ∩Mn = ∅.
The elements of the meshes (Tn)n≥0 have a very specific structure, which main features
are described below.
Property 5.5.3. Any simplex T produced by this algorithm satisfies the following pro-
perties.
a) (Discrete Volumes) The volume of T has the form
|T | = 2
−g(T )
d!
, (5.101)
where g(T ) ≥ 0 is an integer called the “generation” of T .
b) (Finite number of classes) The simplex
2
g(T )
d (T − zT ),
belongs to a finite family T0 of simplices.
The survey paper [77] also contains a result, Proposition 4.1, which establishes that
Tn+1 := Refine(Tn,Mn) is a local refinement of Tn in the following sense : for all T ′ ∈
Tn \ Tn+1 there exists T ∈Mn such that
g(T ) ≥ g(T ′) and d(T, T ′) ≤ D 2−g(T ′)/d, (5.102)
where D = D(d) is a fixed constant and where
d(T, T ′) := min{|z − z′| ; z ∈ T, z′ ∈ T ′}.
The next lemma shows that this refinement algorithm can be used to produce a confor-
ming isotropic mesh T of the unit cube [0, 1]d, such that the diameters diam(T ), T ∈ T ,
are specified by a given Lipschitz function.
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Lemma 5.5.4. Let s : [0, 1]d → (0,√d] be a c-lipschitz function, where 0 < c ≤ 1. Let
(Tn)n≥0 be the sequence of meshes produced by the algorithm when the collectionMn ⊂ Tn
of marked simplices is defined as follows :
Mn :=
{
T ∈ Tn ; min
T
s < diam(T )
}
. (5.103)
Then the sequence of meshes stabilizes : there exists N ≥ 0 such that Tn = TN for all
n ≥ N . Furthermore we have for all T ∈ TN and all z ∈ T
diam(T ) ≤ s(z) ≤ Kc diam(T ), (5.104)
where
Kc := 2
1
d
D+(1 + c) + cD
D−
(5.105)
in which D+ := max{diam(T ) ; T ∈ T0} and D− := min{diam(T ) ; T ∈ T0}.
Proof: We first show that for any n ≥ 0 any T∗ ∈ Tn, and any z ∈ T∗ we have s(z) ≤
Kc diam(T∗). Indeed if T∗ ∈ T0 then
s(z) ≤
√
d = diam(T∗) ≤ Kc diam(T∗)
since Kc ≥ 1 and since s is uniformly bounded by
√
d.
Otherwise T∗ has a father T ′ which was bisected in the refinement process, hence there
exists a simplex T such that (5.102) holds and which was selected for bisection at some
stage of the algorithm.
We thus obtain for any z ∈ T , since g(T∗)− 1 = g(T ′) ≥ g(T ) and minT s < diam(T )
s(z) ≤ min
T
s+ c(diam(T ′) + d(T, T ′))
≤ diam(T ) + c(diam(T ′) + d(T, T ′))
≤ D+2−g(T )/d + c(D+2−g(T ′)/d +D2−g(T ′)/d)
≤ 2−(g(T∗)−1)/d(D+(1 + c) + cD)
= KcD−2−g(T∗)/d
≤ Kc diam(T∗),
which concludes the proof of the right part of (5.104).
From the fourth line of this inequality we also obtain an uniform lower bound on the
volume of the simplices generated by the refinement procedure
|T∗| = 2
−g(T∗)
d!
≥ c0 := 1
d!
(
min{s(z) ; z ∈ [0, 1]d}
2
1
d (D+(1 + c) + cD)
)d
.
It follows that #(Tn) is uniformly bounded by 1/c0, which immediately implies that the
sequence (Tn)n≥0 of meshes stabilizes.
Let N be such that Tn = TN for all n ≥ N . We thus have MN = ∅ and therefore
diam(T ) ≤ minT s for all T ∈ TN , which implies the left part of (5.104) and concludes the
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proof of this lemma. 
The rest of this section is devoted to the proof the point i) of Proposition 5.5.1. We thus
consider a metric H ∈ Hi, and we recall that there exists a Lipschitz function s : Rd → R∗+
such that for all z ∈ Rd
H(z) =
Id
s(z)2
.
For each n ≥ 0 we define a function sn : [0, 1]d → R∗+, which is clearly Lipschitz, as follows
sn(z) := 2
−ns(2n(z − z0)) (5.106)
where z0 = (1/2, · · · , 1/2) is the barycenter of the cube [0, 1]d. For all z ∈ [0, 1]d and all
n ≥ 0 we have
sn(z) ≤ sn(z0) + |z − z0| ≤ 2−ns(0) +
√
d
2
.
The function sn is therefore uniformly bounded by
√
d on [0, 1]d when n is sufficiently
large. We denote by T n the mesh of the cube [0, 1]d described by Lemma 5.5.4 for the
function sn. We thus have
diam(T ) ≤ sn(z) ≤ C diam(T ) for all T ∈ T n, z ∈ T. (5.107)
where C = C(d) is the constant from Lemma 5.5.4. We denote by Tn the mesh of the
cube [−2n−1, 2n−1]d obtained by translating the mesh T n by −z0 and dilating it by 2n. In
mathematical terms :
Tn := {2n(T − z0) ; T ∈ T n}.
In view of (5.106) and (5.107) we thus have
diam(T ) ≤ s(z) ≤ K1 diam(T ) for all T ∈ Tn, z ∈ T, (5.108)
We denote by C0 the smallest constant such that for all T in the finite set T0 one has
C−20 Id
diam(T )2
≤ HT ≤ C
2
0 Id
K21 diam(T )
2
,
and we thus obtain for all T ∈ Tn and all z ∈ T
C−20 H(z) ≤ HT ≤ C20H(z). (5.109)
Unfortunately the mesh Tn does not cover Rd but only the cube [−2n−1, 2n−1]d. The next
lemma shows that a global mesh T of the infinite domain Rd can be extracted from the
sequence of meshes (Tn)n≥0.
Lemma 5.5.5. Let (Ωn)n≥0 be an increasing sequence of polygonal domains of Rd, which
exhausts Rd. In other words⋃
n≥0
Ωn = Rd and Ωn ⊂ Ωn+1 for all n ≥ 0.
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Let H ∈ Hg, let (Tn)n≥0 be a sequence of conforming simplicial meshes of the domains
Ωn. Assume that for all n ≥ 0, all T ∈ Tn and all z ∈ T one has
C−20 H(z) ≤ HT ≤ C20H(z). (5.110)
Then there exists a mesh T ∈ T such that C−20 H(z) ≤ HT ≤ C20H(z) for all T ∈ T and
all z ∈ T .
Proof: The heuristic idea of this proof is to “extract a converging subsequence” from the
sequence (Tn)n≥0 of meshes. Unfortunately meshes are discrete objects of combinatorial
nature, and the convergence of meshes has no meaning a priori. We therefore use Lipschitz
functions as an intermediate object, because their convergence is well defined and they
benefit from a compactness property.
We associate a function φT : Rd → [0, 1] to each simplex T , which is defined as follows.
The function φT is supported on T , and for all z ∈ T we have in terms of the barycentric
coordinates λv(z) of z with respect to the vertices v ∈ V of T :
φT (z) := min
v∈V
λv(z).
According to Lemma 5.4.2, we have for any z, z′ ∈ T and any v ∈ V
|λv(z)− λv(z′)| ≤ ‖z − z′‖HT ,
hence
|φT (z)− φT (z′)| ≤ max
v∈V
|λv(z)− λv(z′)| ≤ ‖z − z′‖HT . (5.111)
For all n ≥ 0 we define the function φn : Rd → [0, 1] as follows
φn :=
∑
T∈Tn
φT .
It follows from (5.110) and (5.111), and (5.35), that for all T ∈ Tn and all z ∈ int(T )
dilz(φn; dH) ≤ C0.
Since in addition φn = 0 on Rd \ Ωn, Corollary 5.2.6 implies that φn : (Rd, dH) → R
is C0-Lipschitz. It follows from Ascoli’s compactness theorem (for instance the version
recalled in Theorem 6.2.3 in the next section) that there exists subsequence (φnk)k≥0
which converges uniformly on all compact sets of Rd to a C0-Lipschitz function φ.
We therefore assume, up to such an extraction, that φn → φ uniformly on all compact
sets of Rd. We denote by T the collection of closures of connected components of the set
{z ∈ Rd ; φ(z) > 0} :
T := {E ; E is a connected component of {z ∈ Rd ; φ(z) > 0}} .
For each z ∈ Rd and each n ≥ 0, we denote by Tn(z) an element of Tn containing z if it
exists, and Tn(z) = ∅ otherwise. Likewise we denote by T (z) an element of T containing
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z if it exists, and ∅ otherwise. If φ(z) > 0, then z ∈ int(Tn(z)) for all n sufficiently large,
and one easily checks that
Tn(z) converges in Hausdorff distance to T (z) ∈ T . (5.112)
Hence T is a collection of simplices, and the convergence Tn(z) → T (z) in Haussdorf
distance, combined with the hypothesis C−20 H(z) ≤ Tn(z) ≤ C20H(z), implies that
C−20 H(z) ≤ T (z) ≤ C20H(z). (5.113)
In order to conclude this proof we need to show that the collection T of simplices is a
conforming mesh of Rd. We thus have to check the hypotheses of Definition 5.1.4. The
interiors int(T ) of the simplices T ∈ T are pairwise disjoint since they are the connected
components of the set {z ∈ Rd ; φ(z) > 0}. We claim furthermore that T covers Rd.
Indeed let z ∈ Rd be arbitrary and let n ≥ 0 be such that z ∈ Ωn, hence Tn(z) 6= ∅. Since
C−20 H(z) ≤ HTn(z) ≤ C20H(z) there exists a subsequence (Tnϕ(k)(z))k≥0 which converges
in the Haussdorf distance to a simplex T containing z. We clearly have T ∈ T which
establishes as announced that T covers Rd. The fact that T is locally finite easily follows
from (5.113).
We now turn to the proof of the conformity property, and for that purpose we consider
an arbitrary Lipschitz function f : (Rd, dH) → R with compact support. Let T be a
simplex such that C−20 H(z) ≤ HT ≤ C20H(z). We have for any vertex v of T
|f(v)− f(zT )| ≤ dH(zT , v) ≤ C0‖zT − v‖HT = C0.
Denoting as before by V the collection of vertices of T , and by (λv)v∈V the barycentric
coordinates on T , we thus obtain for any z, z′ ∈ T
IT f(z)− IT f(z′) =
∑
v∈V
(λv(z)− λv(z′))(f(v)− f(zT )),
where IT denotes the IP1 (piecewise affine) interpolation on a simplex T . Hence using
Lemma 5.4.2
| IT f(z)− IT f(z′)| ≤ C0
∑
v∈V
|λv(z)− λv(z′)|
≤ C0
√
(d+ 1)
∑
v∈V
|λv(z)− λv(z′)|2
= C0
√
d‖z − z′‖HT .
The last inequality implies that
dilz(ITn f ; dH) ≤ C20
√
d
for all T ∈ Tn and all z ∈ int(T ), where IT ′ denotes the IP1 interpolation on a mesh
T ′ ∈ T. Let n0 ≥ 0 be such that supp(f) ⊂ Ωn0 , which implies that ITn f is continuous.
It follows from Corollary 5.2.6 that ITn f : (Rd, dH)→ R is C20
√
d-Lipschitz.
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We define D := ∪T∈T int(T ), and we (abusively) denote by IT f : D → R the function
which coincides with IT f on the interior of each T ∈ T . For any z ∈ D we obtain using
(5.112) that ITn f(z)→ IT f(z), hence for any z, z′ ∈ D
| IT f(z)− IT f(z′)| = lim
n→∞
| ITn f(z)− ITn f(z′)| ≤
√
dC20 dH(z, z
′).
The piecewise interpolant IT f : D → R therefore extends to a
√
dC20 -Lipschitz function
IT f : (Rd, dH) → R. It easily follows that IT f is continuous for any compactly suppor-
ted C1 function f . This property characterizes conforming meshes, hence T ∈ T which
concludes the proof. 
Corollary 5.5.6. (Bidimensional triangulations) Assume that the dimension is d = 2.
There exists c > 0 such that the following holds : if s : R2 → R∗+ is c-Lipschitz, then there
exist a mesh T of R2 built of half squares, and such that for all T ∈ T and z ∈ T
diam(T ) ≤ s(z) ≤ 3 diam(T )/2. (5.114)
Proof: When the dimension is d = 2, the collection T0 of triangles contains only half
squares, of area 1/2, hence D+ = D− =
√
2. As c→ 0 the constant Kc defined by (5.105)
tends to
√
2. Hence Kc ≤ 3/2 when c is sufficiently small.
From this point we construct as before a sequence of meshes (Tn)n≥n0 of the squares
[−2n−1, 2n−1] which satisfies (5.107) hence (5.114), and we extract a global mesh T of R2
using Lemma 5.5.5. The triangles T ∈ T still satisfy the inequality (5.114) since they are
limits in the Haussdorff distance of triangles from the triangulations Tn. 
5.5.2 Graded mesh generation
We prove in this section a result of bi-dimensional mesh generation, Theorem 5.5.8,
which implies Point (iii) of Proposition 5.5.1. The key ingredients of this section come
from the paper [66]. We assume throughout this section that the dimension is d = 2.
We first introduce the notion of equispaced points in an abstract metric space. Let
(X, dX) be a metric space and let δ > 0, we say that a subset V ⊂ X is δ-equispaced if
the two following properties hold.
a) (Covering) The distance from an arbitrary point x ∈ X to V is bounded by 1 : for all
x ∈ X
dX(x,V) := inf{dX(x, v) ; v ∈ V} ≤ 1. (5.115)
b) (Separation) The pairwise distances between the points of V are larger than δ : for all
v, v′ ∈ V such that v 6= v′
dX(v, v
′) ≥ δ. (5.116)
The next lemma establishes the existence of such a set under certain assumptions.
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Lemma 5.5.7. Let (X, dX) be a metric space in which the closed balls B
′(x, r) := {y ∈
X ; dX(x, y) ≤ r} are compact for all x ∈ X and all r ≥ 0. Let V0 ⊂ X be such that
dX(v, v
′) ≥ 1 for all v, v′ ∈ V0 such that v 6= v′. Then there exists a 1-equispaced set V of
the metric space (X, dX), containing V0.
Proof: We may assume that V0 6= ∅, up to including an arbitrary point of X. We choose
an arbitrary point x0 ∈ V0, and we define inductively a sequence (xn)0≤n<N of points and
(Vn)0≤n<N of subsets of X, where N ∈ IN ∪ {∞} is specified later, proceeding as follows.
Assuming that Vn is already defined we consider the closed set
Xn := {x ∈ X ; dX(x,Vn) ≥ 1}. (5.117)
If the set Xn is empty, then the sequence ends and we define N := n + 1. Otherwise we
choose xn+1 arbitrarily among the minimisers of dX(x, x0) on X
n :
xn+1 ∈ argmin
x∈Xn
dX(x, x0), (5.118)
and we define Vn+1 := Vn ∪ {xn+1}. Such a minimizer exists since Xn is closed and since
the closed balls in X are compact. We define N :=∞ if none of the sets (Xn)n≥0 is empty.
We define V := ∪0≤n<NVn. By construction, we thus have dX(v, v′) ≥ 1 for all v, v′ ∈ V
which establishes the separation property (5.116).
We now assume for contradiction that the covering property (5.115) does not hold,
which implies that N = ∞. We choose a point x∗ ∈ X such that dX(x∗,V) > 1, and
we remark that x∗ ∈ Xn for all n ≥ 0. The definition (5.118) of xn+1 implies that
dX(x0, xn) ≤ dX(x0, x∗) for all n ≥ 0, hence the collection of points {xn ; n ≥ 0} is
included in the closed ball {x ∈ X ; dX(x0, x) ≤ dX(x0, x∗)} which is compact. The
sequence (xn)n≥0 therefore admits a converging subsequence, but this contradict the fact
that the pairwise distances between these points are larger than 1, which concludes the
proof of this proposition. 
We consider a fixed metric H ∈ H. For any x, y ∈ R2 we define
dx(y) := ‖x− y‖H(x).
We also consider a fixed discrete collection of vertices, or “sites”, V ⊂ R2, and we define
the (anisotropic) Voronoi cell of a site v ∈ V as follows
Vor(v) := {z ∈ R2 ; dv(z) ≤ dw(z) for all w ∈ V }. (5.119)
The (anisotropic) Voronoi cell Vor(v) is thus the collection of points z which are closer to
the vertex v than to any other site. The Voronoi diagram is the collection {Vor(v) ; v ∈
V} of all Voronoi cells. The classical isotropic Voronoi is obtained by choosing H = Id
identically on Rd. An instance of an (anisotropic) Voronoi diagram is illustrated on Figure
5.7.
For each z ∈ R2 we denote by Vz ⊂ V the collection of vertices which contain z in
their Voronoi region :
Vz := {v ∈ V ; z ∈ Vor(v)}.
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Figure 5.7 – An (anisotropic) Voronoi Diagram (left), a wedge (right). (credit
J.R.Shewchuck [66])
The geometric dual of the Voronoi diagram is the graph G(V , H) defined as follows :
G(V , H) := {[v, v′] ; there exists z ∈ R2 such that Vz = {v, v′}}. (5.120)
The next theorem establishes that G(V , H) is, under certain conditions on the metric
H and the set V , the graph of a triangulation adapted to H.
Theorem 5.5.8. For each δ > 0 there exists c = c(δ) > 0 and C = C(δ) ≥ 1 such that the
following holds. Let H be a metric such that c2H ∈ Hg, and let V be a δ-equispaced subset
of (R2, dH). Then the G(V , H) is a planar graph which defines a partition of R2 into strictly
convex polygons. Arbitrarily triangulating each polygon yields a triangulation T ∈ Tg,C
which is C-adapted to H, and called an anisotropic Delaunay triangulation. Furthermore
if V is in general position then G(V , H) is already the graph of a triangulation.
Denote by c and C the constants attached to δ = 1 in this theorem. It follows that for
any metric H such that c2H ∈ Hg, there exists a mesh T ∈ Tg,C which is C-adapted to H,
obtained as the Delaunay triangulation of a 1-equispaced set of points V ⊂ (R2, dH). Such
a set exists according to Lemma 5.5.7, since the balls of the metric space (R2, dH) are com-
pact according to Proposition 5.2.10. This immediately implies Point iii) of Proposition
5.5.1 according to Remark 5.5.2.
The rest of this section is devoted to the proof of Theorem 5.5.8, which is based on
the methods and results presented in [66]. For that purpose we recall some definitions of
this paper.
Definition 5.5.9. – (Wedge of two points) We define the wedge wedge(v, w) of two
distinct sites v, w ∈ V as follows
wedge(v, w) := {z ∈ R2 ; (z − v)TH(v)(w − v) > 0 and (z −w)TH(w)(v −w) > 0}
– (Wedge property) We say that the Voronoi diagram of V is wedged if for any two
distinct v, w ∈ V we have
Vor(v) ∩ Vor(w) ⊂ wedge(v, w).
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The wedge property expresses that the collection Vor(v)∩Vor(w) of points shared by
the Voronoi regions of the sites v and w lie in a cone defined by two linear inequalities.
The wedge of two points is illustrated on Figure 5.7 (right). Note that the wedge property
is not satisfied on this figure.
For any metric H and any constant c > 0 such that c2H ∈ Hg, it easily follows from
Proposition 5.2.10 that for all x, y ∈ R2
ln(1 + c dx(y)) ≤ c dH(x, y) ≤ − ln(1− c dx(y)), (5.121)
which is equivalent to
1− exp(−c dH(x, y)) ≤ c dx(y) ≤ exp(c dH(x, y))− 1. (5.122)
Lemma 5.5.10. The following holds for any δ > 0 and any c > 0. Let H be a metric
such that c2H ∈ Hg and let V be a δ-equispaced subset of (R2, dH). Then for any v ∈ V
and any q ∈ Vor(v) one has
dv(q) := ‖q − v‖H(v) ≤ r0(c) := (ec − 1)/c. (5.123)
If v, w ∈ V satisfy Vor(v) ∩ Vor(w) 6= ∅, then
dH(v, w) ≤ r1(c) := −2 ln(2− ec)/c. (5.124)
Note that r0(c)→ 1 and r1(c)→ 2 as c→ 0. Note also that dH(v, w) ≥ δ.
Proof: For any q ∈ V there exists v∗ ∈ V such that dH(q, v∗) ≤ 1, and therefore
‖q − v∗‖H(v∗) ≤ r0(c) := (ec − 1)/c,
which implies (5.123) using the definition (5.119) of the Voronoi diagram. We thus turn
to the proof of (5.124) and for that purpose we consider a point q ∈ Vor(v)∩Vor(w). We
thus have ‖q − v‖H(v) = ‖q − w‖H(w) ≤ r0(c) hence using (5.121)
dH(v, w) ≤ dH(v, q) + dH(q, w) ≤ r1(c) := −2 ln(1− cr0(c))/c,
which concludes the proof. 
The next proposition, which is partly is based on Lemma 5 from [66], shows that the
wedge property is automatically satisfied in our context.
Proposition 5.5.11. For each δ there exists c = c(δ) > 0 such that the following holds.
If a metric H satisfies c2H ∈ Hg and if V is a δ-equispaced subset of (R2, dH), then the
wedge property is satisfied.
Proof: We assume for contradiction that there exists two distinct vertices v, w ∈ V , and a
point q ∈ Vor(V )∩Vor(W ) such that q /∈ wedge(v, w). We may assume, up to exchanging
the roles of v and w, that
(q − w)TH(w)(v − w) ≤ 0.
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Defining the “relative distortion” τ := exp d×(H(v), H(w)) we obtain using Lemma 5
from [66]
dw(v) ≤ dw(q)
√
τ 2 − 1. (5.125)
We now estimate the quantities dw(v), dw(q) and τ appearing in this estimate, in order
to obtain a contradiction when c is sufficiently small.
We have
ln τ = d×(H(v), H(w)) ≤ cdH(v, w) ≤ cr1(c). (5.126)
Since V is δ-equispaced we have dH(v, w) ≥ δ and therefore
c dw(v) ≥ 1− exp(−cdH(v, w)) ≥ 1− exp(−cδ). (5.127)
Injecting (5.123), (5.126) and (5.127) in (5.125) we obtain
1− exp(−cδ)
c
≤ exp(c)− 1
c
√
exp(2cr1(c))− 1. (5.128)
The left hand side tends to δ as c → 0, while the right hand side tends to 0 (and only
depends on c). We thus obtain a contradiction when c is sufficiently small which concludes
the proof of this proposition. 
Theorem 5.5.12 (Dual triangulation theorem. Labelle, Shewchuck, [66]). Let H ∈ H
and let V ⊂ R2 be a discrete point set. If the Voronoi diagram of V is wedged, then the
geometric dual of this diagram is a polygonalization of R2 with strictly convex polygons,
and is a triangulation if V is in general position.
Under the hypotheses of this theorem the vertices v1, · · · , vk of a polygon in the dual
Voronoi diagram satisfy by construction Vor(v1) ∩ · · · ∩ Vor(vk) 6= ∅. Let T be a trian-
gulation obtained by arbitrarily triangulating these polygons. The vertices v1, v2, v3 of a
triangle T ∈ T satisfy Vor(v1) ∩ Vor(v2) ∩ Vor(v3) 6= ∅.
The next theorem, originally stated in [66] as Corollary 10 to Theorem 9 of the same
paper, allows to control the angles of a triangle in the anisotropic Delaunay triangulation.
Theorem 5.5.13 (Labelle, Shewchuk, [66]). Let v1, v2, v3 ∈ V and let q ∈ Vor(v1) ∩
Vor(v2) ∩ Vor(v3). Let
r = dv1(q) = dv2(q) = dv3(q) and l = min{dvi(vj) ; i, j ∈ {1, 2, 3}, i 6= j}.
Define β := max{r/l, 1/√2},
γ := exp max{d×(H(vi), H(vj))1 ≤ i < j ≤ 3},
and
χ :=
1
2β
− (γ
2 − 1)β
2
. (5.129)
If γ ≤ √2 and χ > 0 then any angle θ of the triangle of vertices (√H(v1)vk)1≤k≤3 satisfies
arcsin(χ/γ2) ≤ θ ≤ 2 arccos(χ/γ2).
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Corollary 5.5.14. For each δ, 0 < δ ≤ 1 there exists c = c(δ) > 0 and C = C(δ) ≥ 1
such that the following holds. Let H be a metric such that c2H ∈ Hg and let V be a
δ-equispaced subset of (R2, dH). If v1, v2, v3 ∈ V and if Vor(v1) ∩ Vor(v2) ∩ Vor(v3) 6= ∅,
then denoting by T the triangle of vertices v1, v2, v3 we have for all z ∈ T
C−2H(z) ≤ HT ≤ C2H(z).
Proof: We first obtain obtain some explicit bounds on the quantities r, l, β, γ and χ
appearing in Theorem 5.5.13. It follows from Lemma 5.5.10 that
r ≤ r0(c) and δ ≤ dH(vi, vj) ≤ r1(c).
Therefore
l := min
i 6=j
dvi(vj) ≥ r2(c) := (1− exp(−cδ))/c,
L := max
i 6=j
dvi(vj) ≤ (exp(cr1(c))− 1)/c,
and
γ ≤ max
i 6=j
exp(c dH(vi, vj)) ≤ exp(c r1(c)).
It follows that β ≤ r3(c) := min{r0(c)/r2(c), 1/
√
2}. Injecting this into (5.129) yields
χ ≥ r4(c) := 1
2r3(c)
− (exp(2cr1(c))− 1)r3(c)
2
,
and therefore χ/γ2 ≥ r5(c) := r4(c) exp(−2cr1(c)).
For any fixed δ, 0 < δ ≤ 1 we obtain as c → 0 the limits r0(c) → 1, r1(c) → 2,
r2(c) → δ, r3(c) → min{δ, 1/
√
2}, r4(c) → 1/(2 min{δ, 1/
√
2}) and r5(c) has the same
limit.
We may therefore choose c sufficiently small in such way that
l ≥ l0 := δ/2, L ≤ L0 := 4 and χ/γ2 ≥ χ0 := 1/(4δ).
We denote by T the triangle of vertices v1, v2, v3. The length of any edge of T
′ :=√
H(v1)(T ) is bounded above by L0 and below by l0 respectively, and the angles of T
′
satisfy arcsin(χ0) ≤ θ ≤ 2 arccos(χ0). The collection of triangles centered at the origin
which satisfy these inequalities is compact, thus there exists a constant C1 = C1(δ) such
that
C−21 Id ≤ HT ′ ≤ C21 Id,
hence C−21 H(v1) ≤ HT ′ ≤ C21H(v1). For any z ∈ T we obtain, remarking that ‖z−v1‖HT ≤
2 for all z ∈ T and using (5.53),
C−21 (1− 2cC1)2H(z) ≤ HT ′ ≤ C21(1− 2cC1)−2H(z).
We may assume that c ≤ 1/(4C1), which concludes the proof of this proposition with
C = 2C1. 
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We now prove of Theorem 5.5.8. According to the above results for any δ > 0 there
exists c = c(δ) and C = C(δ) such that the following holds. For any metric H such
that c2H ∈ Hg, and any set V ⊂ (R2, dH) which is δ-equispaced, the Voronoi diagram
associated to V and H is wedged according to Proposition 5.5.11. The dual of this diagram
is therefore a polygonalization of R2 with strictly convex polygons according to Theorem
5.5.12. Randomly triangulating these cells yields a triangulation T ∈ T which is C-
adapted to H according to Corollary 5.5.14.
Furthermore consider to simplices T, T ′ ∈ T such that T ∩ T ′ 6= ∅, and a point
z ∈ T ∩ T ′. Then
C−2HT ≤ H(z) ≤ C2HT ′ ,
which shows that T ∈ Tg,C2 , and concludes the proof of Theorem 5.5.8.
5.5.3 Quasi-Acute mesh generation
This section is devoted to the proof of Point ii) of Proposition 5.5.1, which is obtained
by combining the constructions of isotropic and graded triangulations presented in §5.5.1
and §5.5.2 to produce a quasi-acute triangulation. The key idea of this proof if that the
anisotropic Delaunay triangulation described in the previous subsection contains only
few strongly obtuse angles if the set V of vertices is structured along lines which are
transverse to the direction of anisotropy, as illustrated on Figure 5.2 (in the introduction
of this chapter).
We consider a fixed metric H such that c2H ∈ Ha, where c is an absolute constant
specified in the proof and such that 0 < c ≤ 1. This subsection is devoted to the construc-
tion of a mesh T ∈ Ta,C which is C-adapted to H, where C is an absolute constant also
specified in the proof. This construction immediately implies Proposition 5.5.1 according
to Remark 5.5.2.
For each z ∈ R2 we define
λ(z) := ‖H(z)− 12‖ and µ(z) = ‖H(z)‖− 12 ,
and we observe that λ(z) ≥ µ(z). The functions λ and µ are c-Lipschitz according to
Corollary 5.2.8. If c is sufficiently small, then there exists according to Corollary 5.5.6 a
mesh T0 such that for all T ∈ T0 and all z ∈ T
2
3
λ(z) ≤ diam(T ) ≤ λ(z). (5.130)
The mesh T0 is built of half squares by construction (as illustrated on Figure 5.6). The
diameter of any triangle in T0 is a power of
√
2, hence for any two triangles T, T ′ ∈ T0
sharing a vertex v we obtain using (5.130)
diam(T )/
√
2 ≤ diam(T ′) ≤
√
2 diam(T ). (5.131)
For any edge [v, w] of any triangle T ∈ T0 we have diam(T )/
√
2 ≤ |v − w| ≤ diam(T ),
hence for any two edges [v, w] and [v, w′] (sharing the vertex v) of the triangulation T0
|v − w|/2 ≤ |v − w′| ≤ 2|v − w|. (5.132)
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Inequality (5.130) also implies that for any edge [v, w] of T0
λ(z)
√
2
3
≤ diam(T )√
2
≤ |v − w| ≤ diam(T ) ≤ λ(z) (5.133)
We denote by V0 the collection of vertices of T0. Consider a fixed v ∈ V0 and any vertex
w ∈ V0 such that |v − w| is minimal. Then [v, w] is clearly an edge of T0, since this
triangulation is conforming and built of half squares. This implies for any distinct v, w ∈ V0
λ(v)
√
2
3
≤ |v − w|. (5.134)
For each z ∈ R2 we define
ρ(z) := λ(z)/µ(z) =
√
‖H(z)‖‖H(z)−1‖ ∈ [1,∞).
Consider z, z′ ∈ R2 such that |z− z′| ≤ rλ(z), where r ≥ 0 is a constant. We obtain since
λ and µ are c-Lipschitz
ρ(z′) =
λ(z′)
µ(z′)
≥ λ(z)(1− rc)
µ(z) + rcλ(z)
≥ 1− rc
ρ(z)−1 + rc
. (5.135)
For each ρ0 ≥ 1, r0 > 0 we denote by cρ(ρ0, r0) > 0 the constant such that ρ0 =
1−r0cρ(ρ0,r0)
(ρ0+1)−1+r0cρ(ρ0,c0)
. Hence for all z, z′ ∈ R2
|z − z′| ≤ r0λ(z)
ρ(z) ≥ ρ0 + 1
c ≤ cρ(ρ0, r0)
implies ρ(z′) ≥ ρ0
For each z ∈ R2 such that ρ(z) > 1 we denote by θ(z) ∈ S := {u ∈ R2 ; |u| = 1} a
unit vector such that
H(z) = λ(z)−2θ(z)θ(z)T + µ(z)−2(Id−θ(z)θ(z)T). (5.136)
Note that there exists two, opposite, choices for the vector θ(z). For each u, u′ ∈ R2 \ {0}
we define the (unoriented) angle
(u, u′) := arccos
(〈u, u′〉
|u||u′|
)
∈ [0,pi].
and
(u, u′) := min{(u, u′), (u,−u′)} = arccos
( |〈u, u′〉|
|u||u′|
)
∈ [0,pi/2].
Lemma 5.5.15. If c is sufficiently small, then the following holds. For any z, z′ ∈ R2{
ρ(z) ≥ 2
|z′ − z| ≤ 10λ(z) implies  (θ(z), θ(z′)) ≤ pi/12.
Likewise, ρ(z) ≥ 4 and |z − z′| ≤ λ(z) implies (θ(z), θ(z′)) ≤ 1/(10√2).
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v
w+ v
w−
θ(v)
θ(v)⊥
Figure 5.8 – Neighborhood VT0(v) of a simplex v in the triangulation T0 (left), the
neighbors w+ and w− of a vertex v in T0 (right).
Proof: We consider a fixed point z such that ρ(z) ≥ 2 and we denote B := {z′ ∈
R2 ; |z′ − z| ≤ 10λ(z)}. For each z′ ∈ B we have
λ(z′)− µ(z′) ≥ (λ(z)− c|z − z′|)− (µ(z) + c|z − z′|)
= λ(z)− µ(z)− 2c|z − z′|
≥ λ(z)− λ(z)/2− 20cλ(z)
= λ(z)(1/2− 20c),
hence λ(z′)− µ(z′) ≥ λ(z)/3 if c ≤ 1/120, which we assume from this point.
Furthermore since B is simply connected there exists a continuous function θ∗ : B → S
such that θ∗(z′) = ±θ(z′) for all z′ ∈ B. It follows from Theorem 5.3.1 that for all z′ ∈ B
λ(z) dilz′(θ∗) ≤ 3(λ(z′)− µ(z′)) dilz′(θ∗) ≤ 3c.
Therefore, since the distance dS on S involved in Theorem 5.3.1 coincides with the angle we obtain
(θ(z), θ(z′)) ≤ (θ∗(z), θ∗(z′)) ≤ |z − z′| max
z˜∈[z,z′]
dilz˜(θ∗) ≤ 30c
which concludes the proof if 30c ≤ pi/12. The second estimate is obtained similarly. 
For each vertex v ∈ V0 we define a set Γv ⊂ R2 as follows : Γv := {v} if ρ(v) < 3, and
Γv :=
[
v,
v
3
+
2w−
3
]
∪
[
v,
v
3
+
2w+
3
]
(5.137)
if ρ(v) ≥ 3, where [v, w−] and [v, w+] are two edges of T0 which respectively minimize and
maximize the quantity 〈θ(v)⊥, w− v〉 (among the edges containing v). In other words for
any edge of T0 of the form [v, w] we have
〈θ(v)⊥, w− − v〉 ≤ 〈θ(v)⊥, w − v〉 ≤ 〈θ(v)⊥, w+ − v〉. (5.138)
This property is illustrated on Figure 5.8 (right).
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Lemma 5.5.16. let v ∈ V0 be such that ρ(v) ≥ 3, and let [v, w+], [v, w−] be two edges of
T0 satisfying (5.138). We have
(θ(v)⊥, w+ − v) ≤ pi/4, and (θ(v)⊥, v − w−) ≤ pi/4. (5.139)
Proof: We restrict without loss of generality our attention to the proof of the first in-
equality, and we assume for contradiction that ϕ := (θ(v)⊥, w+− v) > pi/4. Among the
two vertices w ∈ V0 such that the triangle of vertices v, w, w+ belongs to T0, we choose the
one such that (θ⊥, w − v) is minimal. We denote ψ := (w − v, w+ − v) ∈ {pi/4,pi/2}
and we obtain
〈θ(v)⊥, w+ − v〉 = |w+ − v| cosϕ and 〈θ(v)⊥, w − v〉 = |w − v| cos(ϕ− ψ).
If ψ = pi/2 then |w+ − v| = |w − v| since the triangles T ∈ T0 are half squares, and
cos(ϕ − ψ) = sinϕ. If follows from (5.138) that cosϕ ≥ sinϕ which contradicts our as-
sumption that ϕ > pi/4. If ψ = pi/4 then |w+−v| =
√
2|w−v| or |w+−v| = |w−v|/
√
2.
We thus have
√
2 cosϕ ≥ cos(ϕ − pi/4) which again contradicts our assumption that
ϕ > pi/4. 
We define Γ := ∪v∈V0Γv, and for each z ∈ Γ \ V0 we define
Γz :=
⋃
v∈V0
z∈Γv
Γv. (5.140)
Such a set Γz is illustrated on Figure 5.9 (right). For each z ∈ Γ there exists v ∈ V0 such
that Γz = Γv, or there exists v, v
′ ∈ V0, and w,w′ ∈ V0, such that z ∈ [v, v′] and
Γz = Γv ∪ Γ′v =
[
v + 2w
3
, v
]
∪ [v, v′] ∪
[
v′,
v′ + 2w′
3
]
.
Note that for any vertex v ∈ V0 one has Γv ∩ V0 = {v}, hence (5.140) agrees with (5.137)
for any z ∈ V0. Note also that for any z, z′ ∈ Γ the following are equivalent
– z′ ∈ Γz,
– There exists v ∈ V0 such that {z, z′} ⊂ Γv,
– z ∈ Γz′ .
The next proposition gives a robust estimate of the orientation of the set Γ.
Lemma 5.5.17. The following holds if c is sufficiently small. Let z ∈ Γ, let p, q ∈ Γz be
two distinct points, and let z′ be such that |z − z′| ≤ 5λ(z). Then
(θ(z′)⊥, p− q) ≤ pi/3.
Proof: We first remark that Γz is not a singleton since the points p and q are distinct.
Therefore Γz = Γv ∪Γv′ , or Γz = Γv, for some v, v′ ∈ V0 satisfying ρ(v) ≥ 3 and ρ(v′) ≥ 3.
We focus on the case of the union Γv ∪ Γv′ .
Since |v − z| ≤ min{λ(z), λ(v)} we obtain
|v − z′| ≤ |v − z|+ |z − z′| ≤ λ(v) + 5λ(z) ≤ λ(v) + 5(λ(v) + c|v − z|) ≤ λ(v)(6 + 5c).
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v
z
w∗
R2 \ vτ0(v)
θ(z)
z
Figure 5.9 – Illustration of the proof of Proposition 5.5.18
If c is sufficiently small, we thus have |v−z′| ≤ 10λ(v) and therefore (θ(v), θ(z′)) ≤ pi/12
according to Lemma 5.5.15. Any of the two tangents t to the polygonal line Γv thus satisfies
(θ(z′)⊥, t) ≤ (θ(v)⊥, t) +(θ(v), θ(z)) ≤ pi/4 +pi/12 = pi/3.
Proceeding likewise we obtain that (θ(z′)⊥, t) ≤ pi/3 for any of the (three) tangents to
the continuous polygonal line Γz = Γv ∪Γv′ , and therefore (θ(z′)⊥, p− q) ≤ pi/3 for any
p, q on this line which concludes the proof. 
The next proposition gives some upper and lower bounds on the distance from a point
to the set Γ.
Proposition 5.5.18. If c is sufficiently small, then the following holds. For any z ∈ Γ,
min{|z − e| ; e ∈ Γ \ Γz} ≥ 10
91
λ(z) (5.141)
and for any z ∈ R2
min{‖z − e‖H(z) ; e ∈ Γ} ≤ 2 (5.142)
Proof: We first establish (5.141). Let z ∈ Γ and let v ∈ V0 be such that z ∈ Γv. There
exists an edge [v, w∗] of T0 and a parameter α ∈ [0, 2/3] such that z = (1 − α)v + αw∗.
We denote by VT0(v) the union of all triangles T ∈ T0 containing v, and by V0(v) the
collection of vertices w such that [v, w] is an edge of T . We thus have
Γ \ Γz ⊂ R2 \ VT0(v)
⋃
w∈V0(v)\{w∗}
[
2v + w
3
, w
]
.
The set appearing in the right hand side is illustrated on Figure 5.9 (left). Denoting
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d(z, E) := inf{|z − e| ; e ∈ E} we obtain
d(z,Γ \ Γz) ≥ min
{
d(z,R2 \ VT0(v)), min
w∈V0(v)\{w∗}
d
(
z,
[
2v + w
3
, w
])}
≥ min
{ |w∗ − z|√
2
,
1
3
√
2
min
w∈V0(v)\{w∗}
|v − w|
}
≥ 1
3
√
2
min
w∈V0(v)
|v − w|
≥ 1
3
√
2
λ(v)
√
2
3
≥ λ(z)− c|z − v|
9
≥ λ(z)(1− c)
9
,
where we used (5.133) in the fourth line, and the fact that λ is c-Lipschitz in the last line.
This establishes (5.141) if c is sufficiently small.
We now turn to the proof of (5.142). Let T ∈ T0 and let z ∈ T . Since T is a half square
there exists a vertex v of T such that |z − v| ≤ diam(T )/2, hence
‖z − v‖H(z) ≤ |z − v|
µ(z)
≤ diam(T )
2µ(z)
≤ λ(z)
2µ(z)
=
ρ(z)
2
,
which concludes the proof if ρ(z) ≤ 4. If ρ(z) ≥ 4 and c ≤ cρ(3, 1) then ρ(v) ≥ 3 for any
vertex v of the triangle T .
We choose two vertices v, w of T such that the line (z+rθ(z))r∈IR intersects ∂T on the
segment [v, (v + w)/2]. We denote by w−, w+ ∈ V0 the neighbors of v in T0 which satisfy
(5.138). Our first step is to establish that the line (z + rθ(z))r∈IR intersects the set Γv,
which is heuristically due to the fact that the angle (θ(z), θ(v)) is small and that the
vertices w− and w+ are the furthest away from v in the direction of θ(v)⊥ as illustrated
on Figure 5.8 (right).
It follows from (5.132) an Lemma 5.5.16 that
〈θ(v)⊥, w+ − v〉 ≥ |w+ − v| cos(pi/4) ≥ |w − v|
2
1√
2
. (5.143)
We assume without loss of generality that 〈θ(z), θ(v)〉 ≥ 0 which implies according to
Lemma 5.5.15
|θ(z)− θ(v)| ≤ (θ(z), θ(v)) = (θ(z), θ(v)) ≤ δ := 1/(10√2).
It follows that
〈θ(z)⊥, w − v〉 = 〈θ(z)⊥ − θ(v)⊥, w − v〉+ 〈θ(v)⊥, w − v〉
≤ |θ(z)− θ(v)||w − v|+ 〈θ(v)⊥, w+ − v〉
≤ (1 + 2δ
√
2)〈θ(v)⊥, w+ − v〉,
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where we injected (5.138) in the second line, and (5.143) in the third line. Denoting
Θ := (θ(v)⊥, w+ − v) ≤ pi/4 and Φ := (θ(z)⊥, w+ − v) we obtain
〈θ(z)⊥, w+ − v〉
〈θ(v)⊥, w+ − v〉 =
cos(Φ)
cos(Θ)
≥ cos(Θ)− |Φ−Θ|
cos(Θ)
= 1− |Φ−Θ|
cos Θ
≥ 1− δ
√
2,
hence
〈θ(z)⊥, w − v〉 ≤ 1 + 2δ
√
2
1− δ√2 〈θ(z)
⊥, w+ − v〉 = 4
3
〈θ(z)⊥, w+ − v〉.
Proceeding likewise for w− we obtain
4
3
〈θ(z)⊥, w− − v〉 ≤ 〈θ(z)⊥, w − v〉 ≤ 4
3
〈θ(z)⊥, w+ − v〉,
and therefore since z + rθ(z) ∈ [v, (v + w)/2] for some r ∈ R,
2
3
〈θ(z)⊥, w− − v〉 ≤ 〈θ(z)⊥, z − v〉 ≤ 2
3
〈θ(z)⊥, w+ − v〉.
It follows that the line (z + rθ(z))r∈IR intersects the set Γv := [v, (v + 2w+)/3] ∪ [v, (v +
2w−)/3] at some point z′. The point z′ belongs to a triangle T ′ containing v, hence
λ(z)‖z′ − z‖H(z) = λ(z)‖rθ(z)‖H(z)
= |r|
= |z − z′|
≤ |z − v|+ |v − z′|
≤ diam(T ) + 2
3
diam(T ′)
≤
(
1 +
2
3
√
2
)
diam(T ) ≤
(
1 +
2
3
√
2
)
λ(z),
where we used (5.131) in the last line. This concludes the proof of this proposition. 
We construct in the next lemma a collection V of sites by sampling the metric space
(Γ, dH), which is the collection of vertices of our future quasi-acute triangulation T . This
set is illustrated by small crosses on Γz on Figure 5.9 (right).
Lemma 5.5.19. The following holds if c is sufficiently small. There exists a discrete set
V ⊂ Γ containing V0 and satisfying the following :
i) (Separation) For all v, w ∈ V, dH(v, w) ≥ 1/10.
ii) (Distance from Γ) For all z ∈ Γ, dH(z,V) ≤ 1/10.
iii) (Distance from R2) For all z ∈ R2, dH(z,V) ≤ 2 + 1/4.
Proof: For any distinct v, w ∈ V0 we obtain using (5.134) and Proposition 5.2.10
dH(v, w) ≥ ln(1 + c‖v − w‖H(v))/c
≥ ln(1 + c|v − w|/λ(v))/c
≥ ln(1 + c
√
2/3)/c
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which is larger than 1/10 if c is sufficiently small.
We denote by V a 1-equispaced subset of the metric space (Γ, 10 dH) containing V0,
which exists according to Lemma 5.5.7. The two first announced properties, separation
and distance from Γ, follow directly from this construction.
The third property is obtained as follows : for any z ∈ R2 there exists according to
Proposition 5.5.18 a point e ∈ Γ such that ‖z − e‖H(z) ≤ 2. Furthermore there exists a
vertex v ∈ V such that dH(e, v) ≤ 1/10, hence
dH(z,V) ≤ dH(z, e) + dH(e, v) ≤ − ln(1− c‖z− e‖H(z))/c+ 1/10 ≤ − ln(1− 2c)/c+ 1/10.
which is smaller than 2 + 1/4 if c is sufficiently small. 
The next lemma introduces the anisotropic Delaunay triangulation T associated to
the metric H and the set of points V .
Lemma 5.5.20. There exists an absolute constant C0 ≥ 1 such that the following holds
if c is sufficiently small. The set V is wedged with respect to the metric H, and the
anisotropic Delaunay triangulation T obtained by arbitrarily triangulating the cells of the
graph G(V , H) is C0-adapted to H and belongs to Tg,C0.
Proof: We denote α := (2+1/4)−1 throughout the proof of this lemma. It follows from to
Lemma 5.5.19 that the set V is a α/10-equispaced subset of the metric space (R2, αdH).
Theorem 5.5.8 applied to the metric α2H, therefore implies that, if c is sufficiently
small, the set V is wedged for the metric α2H and that arbitrarily triangulating the
convex cells of the graph G(V , α2H), which are convex yields a triangulation T which is
C-adapted to the metric α2H (hence C0 := C/α-adapted to H), where C is an absolute
constant.
It immediately follows from the definition (5.120) that the graphs G(V , α2H) and
G(V , H) are equal, and Definition 5.5.9 shows that the wedge property holds for H if and
only if it holds for α2H. 
The key ingredient of the construction of the anisotropic Delaunay triangulation is the
anisotropic Voronoi diagram introduced in (5.119). Our first lemma compares the Voronoi
regions with some balls. We recall that BH(z, r) := {z′ ∈ R2 ; ‖z′ − z‖ ≤ r}, and B(z, r)
denotes the usual euclidean ball of radius r centered at z.
Lemma 5.5.21. If c is sufficiently small, then the following holds. For any v ∈ V
1. BH(v, 1/25) ⊂ Vor(v)
2. BH(v, 2 + 1/3) ⊃ Vor(v)
3. B(v, 4µ(v)/19) ⊃ Vor(v) ∩ Γ = Vor(v) ∩ Γv
Proof: We first establish Point 1., and for that purpose we consider z ∈ ∂ Vor(v), hence
z ∈ Vor(v) ∩ Vor(w) for some vertex w ∈ V . We define r := ‖z − v‖H(v) = ‖z − w‖H(w)
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and we obtain using Point i) of Lemma 5.5.19
1/10 ≤ dH(v, w)
≤ dH(z, v) + dH(z, w)
≤ − ln(1− c‖z − v‖H(v))/c− ln(1− c‖z − v‖H(v))/c
= −2 ln(1− cr)/c.
It follows that
r ≥ (1− exp(−c/20))/c,
and therefore r ≥ 1/25 if c is sufficiently small, which concludes the proof of Point 1.
We now turn to Point 2, and for that purpose we remark that for any z ∈ R2 there
exists according to Point iii) of Lemma 5.5.19 a vertex w ∈ V such that dH(z, w) ≤ 2+1/4.
It follows that
‖z − w‖H(w) ≤ (exp(cdH(z, w))− 1)/c ≤ (exp(c(2 + 1/4))− 1)/c.
Hence ‖z − w‖H(w) ≤ 2 + 1/3 if c is sufficiently small. It thus follows from the definition
(5.119) of the Voronoi diagram that ‖z − v‖H(v) ≤ 2 + 1/3 for all z ∈ Vor(v), which
concludes the proof of Point 2.
We now turn to Point 3, and for that purpose we remark that for all z ∈ Γ there exists
according to Point ii) of Lemma 5.5.19 a vertex w ∈ V such that dH(z, w) ≤ 1/10. It
follows that
‖z − w‖H(w) ≤ (exp(cdH(z, w))− 1)/c ≤ (exp(c/10)− 1)/c.
Hence ‖z − w‖H(w) ≤ 2/19 if c is sufficiently small. It thus follows from the definition of
the Voronoi diagram that ‖z − v‖H(v) ≤ 2/19 for all z ∈ Vor(v) ∩ Γ. Therefore
|z − v|
λ(v)
≤ ‖z − v‖H(v) ≤ 2
19
<
10
91
which implies that z ∈ Γv according to Proposition 5.5.18. We thus have (θ(v)⊥, z−v) ≤
pi/3, according to Lemma 5.5.17, and therefore
|z − v|
µ(v)
cos(pi/3) ≤ ‖z − v‖H(v) ≤ 2
19
which concludes the proof of this proposition. 
We recall that, by definition of the anisotropic Delaunay triangulation, the Voronoi
regions Vor(v) and Vor(w) intersect for any edge [v, w] of T . We say that an edge [v, w]
of T is transverse if Vor(v) ∩Vor(w) ∩ Γ 6= ∅, and we say that [v, w] is aligned otherwise.
Our next intermediate result estimates the length of transverse and aligned edges.
Lemma 5.5.22. Let [v, w] be an edge of T and let z ∈ [v, w].
1. If [v, w] is transverse, then |v−w| ≤ µ(z)/2. More precisely max{|v−x|, |w−x|} ≤
µ(z)/4 for all x ∈ Vor(v) ∩ Vor(w) ∩ Γ.
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2. In any case ‖v − w‖H(z) ≤ 5.
Proof: We first establish Point 1., hence we assume that [v, w] is transverse and we
consider a point x ∈ Vor(v) ∩Vor(w) ∩ Γ. For notational simplicity we denote β := 4/19.
It follows from Lemma 5.5.21 that |v−x| ≤ βµ(v) ≤ β(µ(x)+c|v−x|), hence |v−x| ≤ β(1−
cβ)−1µ(x). Likewise |w−x| ≤ β(1−cβ)−1µ(x). Furthermore |z−x| ≤ max{|v−x|, |w−x|}
since z ∈ [v, w], hence
µ(x) ≤ µ(z) + c|z − x| ≤ µ(z) + cβ(1− cβ)−1µ(x)
which implies µ(x) ≤ (1− cβ(1− cβ)−1)−1µ(z). Therefore
|v − x| ≤ β(1− cβ)−1µ(x) ≤ β(1− cβ)−1(1− cβ(1− cβ)−1)−1µ(z).
The term in front of µ(z) in the right hand side tends to β = 4/19 < 1/4 as c → 0.
If c is sufficiently small we therefore obtain as announced |v − x| ≤ µ(z)/4. Likewise
|w − x| ≤ µ(z)/4 and therefore |v − w| ≤ µ(z)/2.
We now turn to the proof of the second point. We have according to Lemma 5.5.10
αdH(v, w) = dα2H(v, w) ≤ −2 ln(2− ec′)/c′
where c′ := c/α. Hence
dH(v, w) ≤ r0(c) := −2 ln(2− ec/α)/c.
If follows that ‖v − w‖H(v) ≤ r1(c) := (ecr0(c) − 1)/c, which implies using (5.53) that
‖v − w‖H(z) ≤ ‖v − w‖H(v)(1− c‖v − z‖H(v))−1 ≤ r2(c) := r1(c)(1− cr1(c))−1
for any z ∈ [v, w]. As c→ 0 the functions r0, r1 and r2 all tend to 2(1+1/4) < 5. Choosing
c sufficiently small we conclude the proof of this proposition. 
The next lemma describes the orientations of the transverse and aligned edges of T ,
in regions of sufficient anisotropy. We introduce the constant
ρ0 := max{50/ sin(pi/12), 11C0},
where C0 is the constant from Lemma 5.5.20 (we only use in the sequel that T is C0
equivalent to the metric H).
For any v, w ∈ V , we say that [v, w] is an edge of Γ if
(v, w) ⊂ Γ \ V ,
where (v, w) denotes the relative interior of the segment [v, w]. The next lemma characte-
rizes the transverse edges of T in regions where the anisotropy is sufficiently pronounced.
For any x ∈ Γ
Γ+x := {v′ ∈ Γv ; 〈θ(x)⊥, v′ − x〉 > 0},
and we define Γ−x similarly. If [v, w] is an edge of Γ, then one easily checks that w is the
closest element to v in Γ+v ∩ V or Γ−v ∩ V .
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Lemma 5.5.23. The following holds if c is sufficiently small. Let v, w ∈ V be a transverse
edge, and assume that there exists z ∈ [v, w] such that ρ(z) ≥ ρ0. Then [v, w] is and edge
of Γ, Vor(v) ∩ Vor(w) ∩ Γ is a singleton {x}, and x ∈ [v, w].
Proof: We first consider an transverse edge [v, w], a point z ∈ [v, w] such that ρ(z) ≥ ρ0,
and a point x ∈ Vor(v) ∩ Vor(w) ∩ Γ. According to Lemma 5.5.21 we have x ∈ Γv ∩ Γw,
hence v, w ∈ Γx.
We may assume without loss of generality that v ∈ Γ+x . We denote by v′ the point
of Γ+x which is the closest to x, and our first objective is to to establish that v = v
′. We
assume for contradiction that this is not the case.
It follows from Lemma 5.5.17 that the segment [x, v] and the line v′+ θ(v′)R intersect.
Hence there exists α ∈ [0, 1] and r ∈ R such that
x+ α(v − x) = v′ + rθ(v′)
Let u be a unit vector orthogonal to v − x. We have 〈x, u〉 = 〈v′, u〉 + r〈θ(v′), u〉, and
therefore using Lemma 5.5.17,
|r|/2 ≤ |r| cos(θ(v′)⊥, v − x)
= |r〈θ(v′), u〉|
= |〈x− v′, u〉|
≤ |x− v′| ≤ |x− v| ≤ µ(z)/4
where we used and Point 2. of Lemma 5.5.21 in the last.
According to Lemma 3 (Visibility Lemma) in [66] the Voronoi regions of a wedged
Voronoi diagram are star-shaped. It thus follows from Lemma 5.5.21 that the segment
[x, v] does not intersect BH(v
′, 1/25), hence |r| ≥ λ(v′)/25 which yields
λ(z)− c|z − v′| ≤ λ(v′) ≤ µ(z)25/2.
It follows from Lemma 5.5.22 that
|z − v′| ≤ |z − x|+ |x− v′| ≤ max{|v − x|, |w − x|}+ |x− v| ≤ µ(z)/2.
We thus obtain 25/2 + c/2 ≥ ρ(z) ≥ ρ0 which is a contradiction since c ≤ 1. This
contradiction is illustrated on Figure 5.10 (left).
Hence v = v′ is the point of Γ+x the closest from x. If w ∈ Γ+x , then we obtain w = v′ = v
which is a contradiction. Hence w ∈ Γ−x , and reasoning similarly we find that w is the
point of Γ−x the closest to x. This implies that [v, w] is the unique edge of Γ containing x
(note that the only points of Γ which belong to two edges of Γ are some vertices v ∈ V .
But x /∈ V since any vertex v ∈ V belongs to the interior of its own Voronoi region).
Assume for contradiction that there exists another point x′ ∈ Vor(v)∩Vor(w)∩Γ. The
above argument shows that [v, w] is the edge of Γ containing x′. Therefore x, x′ ∈ [v, w],
but this implies x = x′ since the Voronoi regions are star shaped. 
Our next purpose is to estimate the orientations of the edges of T .
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Figure 5.10 – Illustration of the proof of Lemmas 5.5.23 (left) and 5.5.25 (right)
Lemma 5.5.24. The following holds if c is sufficiently small. Let [v, w] be an edge of T
such that w /∈ Γv and assume that ρ(z) ≥ ρ0 for some z ∈ [v, w]. Then
(θ(z), w − v) ≤ pi/12.
Proof: It follows from Lemma 5.5.20 that
|w − v|
µ(z)
sin(θ(z), w − v) ≤ ‖w − v‖H(z) ≤ 5.
On the other hand Proposition 5.5.18 yields since w /∈ Γv
|v − w| ≥ λ(v)10/91 ≥ (λ(z)− c|z − w|)10/91,
therefore |v − w|/λ(z) ≥ 10/(91 + 10c/91) which implies that |v − w| ≥ λ(z)/10 if c is
sufficiently small. It follows that
sin(θ(z), w − v) ≤ 50
ρ(z)
,
which concludes the proof since ρ0 ≥ 50/ sin(pi/12). 
The next lemma establishes that the aligned edges of T are, as their name indicates,
aligned with the direction θ of anisotropy in regions where this anisotropy is sufficiently
pronounced.
Lemma 5.5.25. The following holds if c is sufficiently small.
1. For any vertex v ∈ V such that ρ(v) ≥ ρ0, there exists two aligned edges [v, w],
[v, w′] of T such that
(θ(v), w − v) ≤ pi/12 and (θ(v), v − w′) ≤ pi/12 (5.144)
2. Consider an aligned edge [v, v′] of T and a point z ∈ [v, v′] such that ρ(z) ≥ ρ0 + 1.
Then (θ(z), w − v) ≤ pi/12.
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Proof: We first establish Point 1., and as an intermediate objective we prove that Γv \
Vor(v) 6= ∅. It follows from the definition (5.140) of Γv that there exists an edge [v0, w0]
of T0 such that v ∈ [v0, (v0 + 2w0)/3] ⊂ Γv. Therefore according to (5.133)
max{|v − v0|, |v − (v0 + 2w0)/3|} ≥ |v0 − w0|/3 ≥ λ(v)
√
2/9.
On the other hand |z− v| ≤ 4µ(v)/19 for all z ∈ Vor(v)∩ Γv according to Lemma 5.5.21.
Since ρ(v) ≥ ρ0 > 36/(19
√
2) we find that one of the points v0 or w0 does not belong to
Vor(v).
Consider a point x ∈ Γv ∩ ∂ Vor(v). There exists vertex w∗ ∈ V such that x ∈ Vor(w∗)
and [v, w∗] is an edge of T . Therefore [v, w∗] is a transverse edge of T such that x ∈
Vor(v) ∩Vor(w∗) ∩ Γ and ρ(v) ≥ ρ0. This implies according to Lemma 5.5.23 that [v, w∗]
is an edge of Γ containing x.
Let T, T ′ ∈ T be the two triangles containing the edge [v, w∗], and let w,w′ ∈ V be
the third vertex of these triangles respectively. Since T is C0-adapted to the metric H, we
obtain using (5.10)
|v − w∗|+ |v − w| > diam(T ) ≥ ‖H−
1
2
T ‖ ≥ ‖H(v)−
1
2‖/C0 = λ(v)/C0. (5.145)
If w ∈ Γv, then we obtain using Lemma 5.5.17 and Lemma 5.5.22 that
|v − w|/(2µ(v)) ≤ |v − w| cos((θ(v)⊥, w − v))/µ(v) ≤ ‖v − w‖H(v) ≤ 5,
and |v − w∗| ≤ µ(v)/2. Injecting this in (5.145) we obtain µ(v)(10 + 1/2) ≤ λ(v)/C0
hence ρ(v) ≤ (10 + 1/2)C0 which is a contradiction. Therefore w /∈ Γv, which implies(θ(v), w − v) ≤ pi/12 according to Lemma 5.5.24. Hence
(θ(v), w − v) ∈ [0,pi/12] ∪ [11pi/12,pi].
and likewise (θ(v), w′ − v) ∈ [0,pi/12] ∪ [11pi/12,pi]. On the other hand we have(θ(v)⊥, w∗ − v) ≤ pi/3 according to Lemma 5.5.17, and therefore (θ(v), w∗ − v) ∈
[pi/6, 5pi/6]. Since the triangles T and T ′ are on opposite sides of the edge [v, w∗] we
obtain (5.144) which concludes the proof of Point 1.
We now turn to the proof of Point 2. We have |v − z|/λ(v) ≤ ‖v − w‖H(z) ≤ 5.
Assuming that c ≤ cρ(ρ0, 5) we therefore obtain ρ(v) ≥ ρ0. If v′ /∈ Γv, then Lemma 5.5.24
gives the announced result. We therefore assume for contradiction that v′ ∈ Γv, and we
may assume without loss of generality that v′ ∈ Γ+v . It follows that Γ+v \ Vor(v) 6= ∅.
Repeating our previous argument we consider a point x ∈ Γ+v ∩∂ Vor(v), and we find that
there exists a vertex w∗ ∈ Γ+v such that [v, w∗] is an edge common to T and Γ containing
x. We denote by T, T ′ the two triangles containing this edge and by w,w′ the third vertex
of these triangles.
Since v′ ∈ Γ+v we have (θ(v)⊥, v − v′) ≤ pi/3 according to Lemma 5.5.17, hence(θ(v), v′ − v) ∈ [pi/6, 5pi/6]. Since w,w′ satisfy (5.144) we obtain that [v, v′] intersects
one of the triangles T or T ′, which is a contradiction, as illustrated on Figure 5.10 (right).
This concludes the proof of this lemma. 
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For each v ∈ V0 such that ρ(v) ≥ 2 + ρ0 we define Γ′v := [v, w−] ∪ [v, w+] where
w−, w+ ∈ V0 are such that Γv := [v, (2w− + v)/3] ∪ [v, (2w+ + v)/3]. We denote by Γ′ the
union of these sets
Γ′ :=
⋃
v∈V0
ρ(v)≥2+ρ0
Γ′v,
which is a union of segments joining some vertices in V0, hence in V according to Lemma
5.5.19. We denote by Q the partition into convex polygons of R2 obtained by bisecting
the triangles T ∈ T by these segments. Such a partition is generally referred to as the
overlay T and Γ′.
Proposition 5.5.26. The following holds if c is sufficiently small. Denote by T ′ the
triangulation obtained by arbitrarily triangulating the convex cells of Q. Then T ′ is a
300-refinement of T and S(T ′) ≤ max{C20(3 + ρ0), tan(11pi/24)} for all T ′ ∈ T ′.
Proof: Our first objective is to give a uniform bound on the measure of sliverness in
T ′, and for that purpose we denote by V ′ the collection of vertices of T ′. We have by
construction V ′ ⊂ Γ ∪ Γ′.
Assuming that c ≤ cρ(ρ0 + 1, 1), we obtain that ρ(z) ≥ ρ0 + 1 for all z ∈ Γ′.
Consider a vertex z ∈ V ′, and assume in a first time that z ∈ Γ′. It follows from Lemma
5.5.17 that there exists two edges [z, v], [z, v′] of T ′, contained in Γ′, and such that
(θ(z)⊥, v − z) ≤ pi/3 and (θ(z)⊥, z − v′) ≤ pi/3.
Furthermore, it follows from Lemma 5.5.25 that there exists two edges [z, w], [z, w′], of
T ′ such that
(θ(v), w − z) ≤ pi/12 and (θ(v), z − w′) ≤ pi/12.
In more detail two cases are possible : either z is a vertex of the original triangulation T ,
and Point 1. of Lemma 5.5.25 applies, or z is a vertex of T ′ created by the overlay of Γ
and T . In that case Point 2. of Lemma 5.5.25 applies and the edges [z, w], [z, w′], of T ′
are contained in the same aligned edge of T .
We thus have
(w − z, v − z) ≤ (w − z, θ(z)) +(θ(z), θ(z)⊥) +(θ(z)⊥, v − z)
≤ pi/12 +pi/2 +pi/3
= 11pi/12.
Likewise
(v−z, w′−z) ≤ 11pi/12, (w′−z, v′−z) ≤ 11pi/12 and (v′−z, w−z) ≤ 11pi/12,
which immediately implies that any angle at the vertex z is bounded by 11pi/12.
In a second time we consider a vertex z ∈ V ′ \ Γ′. Since V ′ ⊂ Γ ∪ Γ′ there exists
v ∈ V0 such that z ∈ Γv. If ρ(z) ≥ ρ0 + 3 and c ≤ cρ(ρ0 + 3, 1) then ρ(v) ≥ ρ0 + 2 and
therefore z ∈ Γ′, which is a contradiction. Therefore ρ(z) ≤ ρ0 + 3, which implies that the
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triangles T ∈ T containing z satisfy S(T ) ≤ ρ(T ) ≤ C20ρ(z) ≤ C20(ρ0 + 3). Any angle θ
at the vertex z in the triangulation T , hence also in the triangulation T ′, thus satisfies
tan(θ/2) ≤ C20(ρ0 + 3), which concludes the proof of the upper bound of the measure of
sliverness S on T ′.
We now prove that T ′ is a bounded refinement of T , and for that purpose we consider
an edge e = [v, w] of T , and we denote z := (v + w)/2. We have by construction |v −
w|/λ(z) ≤ ‖v−w‖H(z) ≤ 5. If a triangle T ∈ T0 intersects [v, w], then for any z′ ∈ [v, w]∩T
λ(z)(1− 5c/2) ≤ λ(z)− c|z − z′| ≤ λ(z′) ≤ λ(z) + c|z − z′| ≤ λ(z)(1 + 5c/2).
Recalling that 2λ(z′)/3 ≤ diam(T ) ≤ λ(z′) we obtain
T ⊂ B(z, 5λ(z)/2 + λ(z′)) ⊂ B(z, λ(z)(5/2 + 1 + c5/2)),
and in the other hand since T is a half square√
2|T | = diam(T ) ≥ 2λ(z′)/3 ≥ 2λ(z)(1− 5c/2)/3.
Comparing the areas we obtain that the number of triangles T ∈ T0 intersecting [v, w] is
bounded by
pi
(
5/2 + 1 + 5c/2
2(1− 5c/2)/3
)2
which is smaller than 100 if c is sufficiently small.
It follows that any edge [v, w] of T is cut in at most 100 parts by the set Γ. For any
T ∈ T we thus obtain #(∂T ∩ V ′) ≤ 3 × 100 = 300. Since any conforming triangulation
of the convex envelope of n + 2 points uses n triangles, we obtain that the triangulation
T ′ is a 298 refinement of T which concludes the proof of this proposition. 
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6.1 Introduction
The main purpose of adaptive mesh generation, compared uniform mesh generation, is
to reduce the number of simplices required to achieve a given task. Here are two relevant
examples which are further discussed in this chapter :
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1. Given two domains of interest, generate the mesh with smallest possible cardinality
that separates these domains with a layer of simplices.
2. Given a function f , generate the mesh of a prescribed cardinality N that yields the
best finite element approximation to f of a given order m − 1 in some prescribed
norm Lp or W 1,p.
Both examples can be viewed as optimization problems posed on the set of meshes. The
second problem was dealt with in Chapter 2 and 3 in the case where f is smooth, and
an optimal mesh was constructed in the asymptotic regime N → +∞. The results of the
previous chapter have revealed that certain relevant classes of meshes can be equivalently
described in terms of riemannian metrics, and a natural objective is therefore to translate
the above problems as optimization problems posed on the set of metrics. Optimization
problems posed on metrics may indeed be easier to solve practically due to the continuous
nature of these objects. The goal of this chapter is to explain how this objective can be
met for the above two examples. The dimension d ≥ 2 is fixed throughout this chapter, we
denote by T the collection of conforming simplicial meshes of Rd and by H := C0(Rd, S+d )
the collection of metrics.
In the previous chapter, we have introduced the classes of meshes
Ti,C ⊂ Ta,C ⊂ Tg,C ,
and characterized the respectively equivalent classes of metrics
Hi ⊂ Ha ⊂ Hg.
These classes of meshes and metrics are defined on the entire unbounded domain Rd.
The above optimization problems do not make sense in this setting since the number
of elements in such meshes is infinite. In order to circumvent this difficulty while still
avoiding the difficulties related to the boundary of a domain, we work in a periodized
setting that we describe below.
6.1.1 Periodic meshes and metrics
We denote by Tper the collection of meshes T ∈ T which satisfy the following proper-
ties :
i) (Translation invariance) For any T ∈ T and any u ∈ ZZd, one has u+ T ∈ ZZd.
ii) (Constrained diameters) For any T ∈ T one has HT ≥ Id.
Accordingly, we denote by Hper the collection of metrics H ∈ H which satisfy the
following properties :
i) (Translation invariance) For any z ∈ Rd and any u ∈ ZZd, one has H(z) = H(z + u).
ii) (Constrained positivity) For any z ∈ Rd one has H(z) ≥ Id.
A mesh T ∈ Tper can be regarded, thanks to the translation invariance property, as a
mesh of the compact periodic space
Πd := (R/ZZ)d, (6.1)
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which is also called the d-dimensional torus. The diameter constraint property ensures
that the simplices T of a periodic mesh T ∈ Tper do not have a significantly larger size
than the fundamental cell [0, 1]d of the standard ZZd periodic tiling of Rd.
Strictly speaking, a periodic mesh T ∈ Tper has an infinite cardinality. However it
only contains a finite number of simplices up to translation by an element of ZZd. For any
T ∈ Tper, we therefore denote by #(T ) the number of equivalence classes in T for the
relation
T ∼ T ′ if and only if there exists u ∈ ZZd such that T ′ = T + u.
The number #(T ) is finite, and is the the cardinality of T seen as a mesh of the compact
periodic space (6.1). We define the mass m(H) of a periodic metric H ∈ Hper as follows
m(H) :=
∫
[0,1]d
√
detH.
The next proposition shows that the mass of a metric H and the cardinality of a mesh
T are close when H and T are equivalent in the sense studied in the previous chapter.
We denote by Teq a fixed equilateral simplex centered at the origin of Rd and having its
vertices on the unit sphere.
Proposition 6.1.1. The cardinality of a mesh T ∈ Tper and the mass of a metric H ∈
Hper satisfy the following properties :
– If HT ≤ C2H(z) for all T ∈ T and all z ∈ T , then |Teq|#(T ) ≤ Cdm(H).
– If H(z) ≤ C2HT for all T ∈ T and all z ∈ T , then m(H) ≤ Cd|Teq|#(T ).
In particular, if T is C-adapted to H in the sense of Definition 5.1.1, then
C−dm(H) ≤ |Teq|#(T ) ≤ Cdm(H). (6.2)
Proof: For any z ∈ Rd we denote by T (z) a simplex T ∈ T containing z. Recalling (see
Proposition 5.1.3 in the previous chapter) that for any simplex T
|T |
√
detHT = |Teq|,
we obtain
#(T ) =
∫
[0,1]d
dz
|T (z)| =
1
|Teq|
∫
[0,1]d
√
detHT (z) dz. (6.3)
Furthermore we have detS ≤ detS ′ for any S, S ′ ∈ S+d satisfying S ≤ S ′. Applying this
remark to the matrices HT (z) and C2H(z) or C−2H(z) we obtain the announced inequa-
lities, which concludes the proof of the proposition. 
The equivalence between classes of meshes and metrics of Rd established in Theorem
5.1.14 of the previous chapter has an immediate generalization to periodic meshes and
metrics.
Theorem 6.1.2. There exists a constant C0 = C0(d) such that for all C ≥ C0,
1. The collection of meshes Ti,C ∩Tper is equivalent to the collection of metrics Hi ∩
Hper.
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2. If d = 2, then the collection of meshes Ta,C ∩Tper is equivalent to the collection of
metrics Ha ∩Hper.
3. If d = 2, then the collection of meshes Tg,C ∩Tper is equivalent to the collection of
metrics Hg ∩Hper.
Proof: The proof of Theorem 5.1.14 presented in the previous chapter can be adapted to
periodic metrics and triangulations with only slight changes, which are left to the reader. 
6.1.2 Compactness of metrics
In order to ensure the existence of an “optimal metric” for a number of optimiza-
tion problems posed on periodic and isotropic, quasi-acute or graded metrics, we need a
property of compactness for such metrics.
We equip the set Hper of continuous and ZZ
d periodic metrics with a distance dper
which is defined as follows : for all H,H ′ ∈ Hper
dper(H,H
′) := sup
z∈[0,1]d
d×(H(z), H(z)) = sup
z∈Rd
d×(H(z), H ′(z)).
Consider H,H ′ ∈ Hper and define δ = dper(H,H ′). We thus have for all z ∈ Rd,
e−2δH(z) ≤ H ′(z) ≤ e2δH(z). (6.4)
It immediately follows that
e−dδm(H) ≤ m(H ′) ≤ edδm(H), (6.5)
and
e−δdH(x, y) ≤ dH′(x, y) ≤ eδdH(x, y). (6.6)
which shows that the mass m 7→ m(H) and the distance between to fixed points H 7→
dH(x, y) depend continuously on H ∈ Hper.
We establish in §6.2 the following compactness property : for any M ≥ 1 and any
symbol ? ∈ {i, a, g} the collection of metrics
{H ∈ Hper ∩H? ; m(H) ≤M}
is a compact subset of Hper.
6.1.3 Separation of two domains
Isotropic and anisotropic mesh adaptation is often used to separate some geometric
sets, in the sense given by the following definition. For any closed subset E ⊂ Rd and any
mesh T ∈ T we define the neighborhood VT (E) of E in T as follows :
VT (E) :=
⋃
T∈T ,
T∩E 6=∅
T.
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We say that a mesh T ∈ T separates two closed sets X, Y ⊂ Rd if and only if
VT (X) ∩ VT (Y ) = ∅,
in other words if X and Y have disjoint neighborhoods in the mesh T .
A natural objective is to build a mesh of minimal cardinality which separates two
given regions. Consider two closed, disjoint and ZZd-periodic sets X, Y ⊂ Rd. We consider
in §6.3 the optimization problem posed on meshes
m?,C0(X, Y ) := min{#(T ) ; T ∈ Tper ∩T?,C0 and T separates X and Y }
where ? ∈ {i, a, g} is a symbol and C0 ≥ 1 is a constant. We establish that this problem
is equivalent to the following optimization problem posed on metrics, if the dimension is
d = 2 :
m?(X, Y ) := min{m(H) ; H ∈ Hper ∩H? and H separates X and Y },
where we say that a metric H separates X and Y if
dH(x, y) ≥ 1 for all (x, y) ∈ X × Y.
Precisely, we show that there exists a constant C = C(C0) ≥ 1, independent of the sets
X, Y , and such that
C−1m?(X, Y ) ≤ m?,C0(X, Y ) ≤ Cm?(X, Y ).
Imposing more constraints on the triangulation typically raises the number of triangles
required to achieve a given task, and likewise assuming more regularity of the metric
raises the mass required for a given task. We illustrate this remark in the context of
the separation of domains as follows. We fix the parameter r0 := 1/4 and we define the
periodic set
X := {x ∈ Rd ; d(x,ZZd) ≤ r0},
where d(x,E) := min{|x− e| ; e ∈ E}, and for any 0 < δ ≤ r0
Yδ := {y ∈ Rd ; d(y,ZZd) ≥ r0 + δ}.
The sets X and Yδ are illustrated on Figure 6.1. The following equivalences are established
as δ → 0
mi(X, Yδ) ' δ−(d−1),
ma(X, Yδ) ' δ− d−12 | ln δ|,
mg(X, Yδ) ' δ− d−12 .
A construction closely related to the separation of the sets X and Yδ is presented on
Figure 8 in the main introduction of this thesis.
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Figure 6.1 – The sets X (light gray) and Yδ (dark gray), with d = 2 and δ = 0.1.
6.1.4 Approximation in a given norm
One of the key purposes of anisotropic mesh generation is the adaptive approximation
of functions, as discussed extensively in Chapters 2 and 3. In order to study this problem
from the point of view of metrics, we introduce an error eH(f)p associated to a function
and a metric, and we compare this quantity with the approximation error of f on a mesh.
For that purpose we denote by BH(z) the open ball of radius 1 around z for the norm
‖ · ‖H(z) (therefore an ellipse) :
BH(z) := {z + u ; ‖u‖H(z) < 1}.
For any exponent p, 1 ≤ p ≤ ∞, and any f ∈ Lploc(Rd) we denote by eH(f ; z)p the error
of best approximation of f on BH(z) :
eH(f ; z)p := inf
µ∈IPm−1
‖f − µ‖Lp(BH(z)). (6.7)
We denote by Lpper the collection of functions f ∈ Lploc(Rd) which are ZZd-periodic. For all
f ∈ Lpper and all H ∈ Hper we define the approximation error eH(f)p of f associated to
the metric H as follows
eH(f)
p
p :=
∫
[0,1]d
√
detH(z) eH(f ; z)
p
p dz. (6.8)
Consider a metric H ∈ Hper ∩Hg and a mesh T ∈ Tper such that
HT ≥ 42H(z), z ∈ T, T ∈ T , (6.9)
which heuristically means that that the mesh T is “more refined” than the metric H. We
establish that for any f ∈ Lpper
inf
g∈Vm−1(T )
‖f − g‖p ≤ CeH(f)p (6.10)
where Vk(T ) stands for the space of finite elements of degree k on T , and C is an absolute
constant. Furthermore we give an explicit expression of a finite element approximation
g ∈ Vk(T ) which satisfies (6.10), namely
g := Im−1T fH′ , (6.11)
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where H ′ := 42H. We denote by fH the convolution distorted by the metric H of a function
f with a fixed compactly supported mollifier ϕ (which satisfies a moments condition)
fH(z) :=
∫
Rd
f(z +H(z)−
1
2u)ϕ(|u|)du.
The extension of the approximation result (6.10) to the W 1,p semi-norm is not trivial
due to the fact that interpolation on simplices of large measure of sliverness is not a stable
procedure.
For any vector field v ∈ Lploc(Rd,Rd) and any metric H ∈ H we introduce the two
quantities
eaH(v; z)p := min
ν∈IPdm−2
‖v − ν‖Lp(BH(z)) (6.12)
and
egH(v; z)p := ‖H(z)‖
1
2 min
ν∈IPdm−2
‖H(z)− 12 (v − ν)‖Lp(BH(z)). (6.13)
Note that
eaH(v; z)p ≤ egH(v; z)p (6.14)
with equality if H(z) is proportionnal to Id. If v is ZZd periodic and if H ∈ Hper, then we
define eaH(v)p and e
g
H(v)p similarly to (6.8).
Consider a metric H ∈ Hper∩Ha and mesh T ∈ Tper which satisfy (6.9). We establish
that for any f ∈ W 1,pper
inf
g∈Vm−1(T )
‖∇(f − g)‖p ≤ C eaH(∇f)p max
T∈T
S(T ), (6.15)
where C = C(d).
This estimate should be compared with the following. Consider a metric H ∈ Hper∩Hg
and a mesh T ∈ T which satisfy (6.9) and in addition C20H(z) ≥ HT for all T ∈ T and
z ∈ T . We establish that
inf
g∈Vm−1(T )
‖∇(f − g)‖p ≤ C egH(∇f)p, (6.16)
where C = C(C0, d).
The function g given by (6.11) satisfies both estimates (6.15) and (6.16). These results
put in light the price to pay to obtain the best error estimate (6.15) in the W 1,p norm :
the measure of sliverness should be uniformly bounded on T , and the metric H should
belong to Ha. If these conditions are not satisfied then we can only prove the estimate
(6.16), which penalizes the anisotropy of the metric H as observed in (6.14). Note that
according to Theorem 6.1.2, if the dimension is d = 2 then for any metric H ∈ Ha ∩Hper
there exists a mesh T0 ∈ Ta,C ∩ Tper which is C ′-equivalent to H, where C and C ′ are
absolute constants. By definition of quasi-acute meshes there exists a C-refinement T of
T0 on which the measure of sliverness is uniformly bounded by C, which satisfies (6.9),
and such that #(T ) ≤ C ′′m(H) where C ′′ is an absolute constant.
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6.1.5 Asymptotic approximation and explicit metrics
We establish some counterparts for metrics of the asymptotic estimates presented in
Chapters 2 and 3 for triangulations and more general meshes. Our estimates hold without
restriction on the degree m − 1 of interpolation, m ≥ 2, or the dimension d ≥ 2. They
apply to a sufficiently smooth function and to metrics of asymptotically large mass.
We denote by IHm the vector space of all homogeneous polynomials of degree m in d
variables, equipped with the norm
‖pi‖ := sup
|u|≤1
|pi(u)|.
We define the shape function K as follows : for all pi ∈ IHm
K(pi) = inf
A∈SLd
‖pi ◦ A‖. (6.17)
We establish that for any ZZd periodic and Cm function
lim sup
M→∞
M md inf
H∈Hg
m(H)≤M
eH(f)p
 ≤ C‖K(dmf)‖τ , (6.18)
where the exponent τ is defined by 1
τ
:= m
d
+ 1
p
.
The proof of this result would be greatly simplified if one could establish the existence
of a smooth map pi ∈ IHm 7→ A(pi) ∈ SLd such that K(pi) = ‖pi ◦ A(pi)‖. This is unfortu-
nately not the case, and the key ingredient of the proof of (6.18) is the definition and the
analysis of a family K(α) of functions which tend to K as α→∞ and which are defined by
a well posed optimization problem (for which there exists a unique minimizer depending
continuously on the parameter pi). We also prove in §6.5.5 that the shape function K is
uniformly equivalent to a continuous function on IHm, as well as the shape functions Lg
and Lg defined below.
In the case of W 1,p norms we introduce two distinct shape functions
La(pi) := inf
A∈SLd
‖(∇pi) ◦ A‖,
Lg(pi) := inf
A∈SLd
‖A−1‖‖∇(pi ◦ A)‖,
where IHdm−1 is equipped with the norm
‖ν‖ := sup
|u|=1
|ν(u)|.
We establish similar results to (6.18), for any Cm and ZZd periodic function f
lim sup
M→∞
M m−1d inf
H∈Ha
m(H)≤M
eaH(∇f)p
 ≤ C‖La(dmf)‖τ (6.19)
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and
lim sup
M→∞
M m−1d inf
H∈Hg
m(H)≤M
egH(∇f)p
 ≤ C‖Lg(dmf)‖τ (6.20)
where the exponent τ is defined by 1
τ
:= m−1
d
+ 1
p
.
For a quadratic or cubic (in two dimensions) homogeneous polynomial pi, we give an
explicit expression of near-minimizers of the optimization problems defining La(pi) and
Lg(pi) in terms of the coefficients of pi. This expression can be used to compute efficiently
in numerical applications a metric H adapted to the approximated function f using the
available information on the derivatives of f .
We also use these minimizers to compute the ratio La(pi)/Lg(pi) ≤ 1, and we discuss
for which polynomials this ratio is significantly small. In other words for which types of
anisotropic features of the approximated function f the use of quasi-acute triangulations
leads to a significantly smaller approximation error than the use of graded anisotropic
triangulations (which is the case in all numerical software known to the author).
6.2 Compactness of metrics of a given mass
The purpose of this section is to establish the following compactness result. We recall
that the collection Hper of ZZ
d periodic metrics is equipped with the distance
dper(H,H
′) := sup
z∈IRd
d×(H(z), H ′(z)).
Theorem 6.2.1. For any symbol ? ∈ {i, a, g} and any m0 ≥ 1 the collection of metrics
{H ∈ Hper ∩H? ; m(H) ≤ m0} (6.21)
is a compact subset of Hper
The rest of this section is devoted to the proof of this theorem. Our first intermediate
result establishes that the set (6.21) is closed in Hper.
Lemma 6.2.2. The set (6.21) is closed in Hper, as well as the sets Hi,Ha,Hg.
Proof: As observed in §6.1.2, the pointwise evaluation H 7→ H(z) at a fixed point z ∈ Rd,
the distance H 7→ dH(x, y) between two fixed points x, y ∈ Rd and the mass H 7→ m(H)
define continuous maps on Hper, see (6.4), (6.5) and (6.5). For any fixed x, y ∈ Rd, the
collection of all metrics H ∈ Hper which satisfy one of the following conditions
d×(H(x), H(y)) ≤ dH(x, y),
d+(H(x), H(y)) ≤ |x− y|,
‖H(x)‖‖H(x)−1‖ = 1,
m(H) ≤ m0,
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is therefore a closed subset of Hper.
A metric H belongs to Hg (resp. Ha, resp. Hi) if and only if it satisfies the first of
these inequalities for all x, y ∈ Rd (resp. the two first, resp. the three first). The sets Hi,
Ha and Hg are thus an intersection of closed subsets of Hper, hence are closed. The set
(6.21) is obtained by imposing the fourth inequality, and is therefore also closed. 
We recall a classical result which states that the collection of Lipschitz functions bet-
ween two compact metric spaces is itself a compact metric space. It is an immediate
consequence of Ascoli theorem.
Theorem 6.2.3. If two metric spaces (X, dX) and (Y, dY ) are compact, then the collection
Lip(X, Y ) of Lipschitz functions from X to Y is also compact when equipped with the
distance
d(f, g) := max
x∈X
dY (f(x), g(x)).
We use this theorem to establish that closed and bounded subsets of Hper ∩Hg are
compact.
Lemma 6.2.4. Any closed and bounded subset H∗ of Hper ∩Hg is compact.
Proof: Since the collection H∗ of metrics is bounded, the following quantity M is finite
M2 := sup
H∈H∗
sup
z∈[0,1]d
‖H(z)‖.
For any x, y ∈ Rd and any H ∈ H∗ we thus have dH(x, y) ≤M |x− y|.
We consider the compact metric space X := [0, 1]d, equipped with the distance
dX(x, y) := M |x− y|, and the compact metric space
Y := {M ∈ S+d ; Id ≤M ≤ C2 Id}
equipped with the distance d×. According to Theorem 6.2.3 the metric space Lip(X, Y )
is thus compact.
Consider a sequence (Hn)n≥0 of elements of H∗. For all n ≥ 0, the restriction Hn|[0,1]d
is an element of Lip(X, Y ). Since this space is compact there exists a sub-sequence Hϕ(n)
which converges uniformly on [0, 1]d. Recalling that Hn is periodic for all n ≥ 0 we find
that Hϕ(n) converges uniformly to a periodic metric H ∈ Hper.
Since H∗ is closed in Hper ∩Hg, and since Hper ∩Hg is closed in Hper, we obtain that
H∗ is closed in Hper and therefore H ∈ H∗ which concludes the proof. 
The next lemma establishes that the set (6.21) appearing in Theorem 6.2.1 is bounded.
This set is closed according to Lemma 6.2.2, hence compact according to Lemma 6.2.4,
which concludes the proof of Theorem 6.2.1.
Lemma 6.2.5. Let m0 ≥ 1 be a constant.
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1. There exists C = C(m0, d) such that for any H ∈ Hg satisfying H(z) ≥ Id for all |z| ≤
1 and ∫
|z|≤1
√
detH(z)dz ≤ m0
we have ‖H(0)‖ ≤ C2.
2. The set {H ∈ Hper ∩Hg ; m(H) ≤ m0} is bounded.
Proof: We first show how 2. can be obtained assuming 1., and for that purpose we
consider H ∈ Hper ∩Hg and z∗. The ball {z ∈ Rd ; |z − z∗| ≤ 1} is covered by the 2d
cubes z∗ + u+ [0, 1]d where u ∈ {−1, 0}d. Consequently∫
|z−z∗|≤1
√
detH(z)dz ≤
∑
u∈{−1,0}d
∫
z∗+u+[0,1]d
√
detH = 2dm0
and we already know that H(z) ≥ Id for all z ∈ Rd. It follows that ‖H(z∗)‖ ≤ C ′2 where
C ′ is the constant associated to 2dm0 in Point 1., which concludes the proof of Point 2.
We now turn to the proof of Point 1. At each point z ∈ Rd we denote the eigenvalues
of H(z) by
λ21(z) ≥ · · · ≥ λ2d(z).
For each k ∈ {1, · · · , d} the function λk : Rd → R∗+ is continuous and λ(z) ≥ 1 for all
|z| ≤ 1.
Our purpose is to obtain an upper bound for λ1(0) =
√‖H(0)‖ in terms of m0. We
shall proceed as follows : we first give an upper bound for λd(0) that depends only on m0,
and then for each 1 ≤ k ≤ d − 1 we give an upper bound for λk(0) in terms of m0 and
λk+1(0).
The upper bound on λd(0). We define the ellipse
E := {z ∈ Rd ; ‖z‖H(0) ≤ λd(0)}
and we observe that |z| ≤ 1 for all z ∈ E . We thus obtain using Corollary 5.2.11 that
cd lnλd(0) ≤
∫
E
√
detH(z)dz ≤
∫
|z|≤1
√
detH(z)dz ≤ m0,
where cd > 0 is a constant which depends only on the dimension d. This gives as announced
an upper bound on λd(0) in terms of m0.
The upper bound on λk(0). The vector space Rd is the orthogonal sum
Rd = U ⊕ V
where U is the sum of the eigenspaces associated to the eigenvalues λ21(0), · · · , λ2k(0) of
H(0) and V is associated to the other eigenvalues λ2k+1(0), · · · , λ2d(0) of H(0). We have
for all u ∈ U and all v ∈ V ,
‖u‖H(0) ≥ λk(0)|u| and ‖v‖H(0) ≤ λk+1(0)|v|.
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We consider an isometry P ∈ Od,k (in the sense that PTP is the k×k identity matrix)
satisfying P (Rk) = U . For each v ∈ V we define a metric Hv on Rk as follows : for all
u ∈ Rk
Hv(u) := P
THv(v + Pu)P.
It follows from Proposition 5.2.2 (in the previous chapter) that Hv belongs to the collection
Hg(Rk) of graded metrics on Rk. We define
BU := {u ∈ Rk ; |u| ≤ 1/2} and BV := {v ∈ V ; λk+1(0)|v| ≤ 1/2},
as we observe that
|Pu+ v| ≤ 1 for all (u, v) ∈ BU ×BV . (6.22)
Recalling that λi(z) ≥ 1 for all 1 ≤ i ≤ d and |z| ≤ 1, we obtain for all (u, v) ∈ BU ×BV
detHv(u) ≤ λ21(Pu+ v) · · ·λ2k(Pu+ v)
≤ λ21(Pu+ v) · · ·λ2d(Pu+ v)
= detH(Pu+ v).
(6.23)
For any u ∈ Rk and any v ∈ V we have according to (5.53)
‖u‖Hv(0) = ‖Pu‖H(v) ≥ (1− ‖v‖H(0))‖Pu‖H(z∗) ≥ λk(0)|u|/2, (6.24)
and therefore
{u ∈ Rk ; ‖u‖Hv(0) ≤ λk(0)/4} ⊂ BU .
Denoting by ck the constant from Corollary 5.2.11, applied in dimension k, we therefore
obtain for any v ∈ BV ∫
BU
√
detHv(u)du ≥ ck ln(λk(0)/4). (6.25)
We thus obtain successively∫
|z|≤1
√
detH(z)dz ≥
∫
v∈BV
∫
u∈BU
√
detH(Pu+ v)dudv
≥
∫
v∈BV
∫
u∈BU
√
detHv(u)dudv
≥
∫
v∈BV
ck ln(λk(0)/4)dv
= |BV |ck ln(λk(0)/4)
=
ωd−k
(2λk+1(0))d−k
ck ln(λk(0)/4),
where we used (6.22) and the Fubini integration formula in the first line, (6.23) in the
second line, and (6.25) in the third line. In the last line we denote by ωd−k the volume of
the unit euclidean ball in Rd−k.
This inequality yields an upper bound on λk(0) in terms of M and λk+1(0)
λk(0) ≤ 4 exp
(
m0(2λk+1(0))
d−k
ωd−k
)
,
which concludes the proof of this theorem. 
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6.3 Separation of two domains
We study in this section a geometrical problem : the separation of two sets using
a mesh of minimal cardinality. Our first result, Proposition 6.3.1, establishes that this
problem has an equivalent formulation in terms of metrics.
Proposition 6.3.1. We assume that the collection of meshes Tper∩T?,C0 and the collec-
tion of metrics Hper ∩H? are equivalent in dimension d, where ? ∈ {a, b, c} is a symbol
and C0 ≥ 1 is a constant (According to Theorem 6.1.2, this condition holds at least if
d = 2 and C0 is sufficiently large).
There exists a constant C ≥ 1 such that the following holds :
Let X, Y ⊂ Rd be two closed, disjoint and periodic sets, in the sense that
x+ u ∈ X and y + u ∈ Y, for any x ∈ X, y ∈ Y and u ∈ ZZd.
Consider the two optimization problems
m?,C0(X, Y ) := min{#(T ) ; T ∈ Tper ∩T?,C0 and T separates X and Y },
m?(X, Y ) := min{m(H) ; H ∈ Hper ∩H? and H separates Y and Y }.
Then
C−1m?(X, Y ) ≤ m?,C0(X, Y ) ≤ Cm?(X, Y ). (6.26)
Proof: We denote by C1 ≥ 1 a constant such that for any T ∈ Tper ∩T?,C0 there exists
H ∈ Hper ∩H? which is C1-equivalent to T , and vice versa.
The proof of this proposition is a simple translation between the vocabulary of meshes
and the vocabulary of metrics. We first establish that m?(X, Y ) ≤ Cm?,C0(X, Y ), and
then that m?,C0(X, Y ) ≤ Cm?(X, Y ).
Let T ∈ Tper∩T?,C0 be a mesh which separates the setsX and Y , and letH ∈ Hper∩H?
be a metric which is C1 equivalent to T . We thus have for any T ∈ T and any z ∈ T
C−21 H(z) ≤ HT ≤ C21H(z).
Let x ∈ X and let y ∈ Y . Let T0 ∈ T be the simplex containing x and let VT (T0) be the
neighborhood of T0 in T . Since x ∈ T0 and y /∈ VT (T0) we have ‖x−y‖HT0 ≥ c := (C0
√
d)−1
according to Proposition 5.4.5 (in the previous chapter). It follows that
dH(x, y) ≥ ln(1 + ‖x− y‖H(x)) ≥ ln(1 + ‖x− y‖HT0/C1) ≥ r := ln(1 + cC−11 ).
The metric H˜ := r−2H thus belongs to Hper ∩H? since 0 < r ≤ 1, see Remark 5.1.13.
Furthermore this metric separates the sets X and Y and satisfies according to Proposition
6.1.1
m(H˜) ≤ (C1/r)d|Teq|#(T ).
Taking the infimum over all meshes T ∈ T∗,C0 which separate X and Y we obtain the left
part of (6.26) : m∗(X, Y ) ≤ |Teq|(C1/r)dm∗,C0(X, Y ).
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We now turn to the proof of the right part of (6.26), and for that purpose we consider
a Riemannian metric H ∈ H∗ ∩Hper which separates the sets X and Y . We consider a
parameter λ ≥ 1, which value will be specified later, and we observe that H˜ := λ2H ∈
H∗ ∩Hper. Therefore there exists a mesh T ∈ T?,C0 ∩Tper such that for all T ∈ T and all
z ∈ T one has
C−21 H˜(z) ≤ HT ≤ C21H˜(z).
Let us assume that T does not separate the sets X and Y , hence that VT (X)∩VT (Y ) 6=
∅. In that case there exists two simplices T, T ′ ∈ T sharing a vertex v, and two points
x ∈ T ∩X and y ∈ T ′ ∩ Y . For any simplex T and any z, z′ ∈ T we have ‖z − z′‖HT ≤ 2,
see (5.9). Therefore
λ ≤ dH˜(x, y) ≤ dH˜(x, v) + dH˜(v, y) ≤ C1(‖x− v‖HT + ‖v − y‖HT ′ ) ≤ 4C1.
We now choose the particular the value λ := 4C1 + 1, which contradicts the previous
equation and shows that T does separate X and Y . Furthermore
|Teq|#(T ) ≤ Cd1 m(H˜) = (λC1)dm(H).
Taking the infimum among all metrics H ∈ H∗ which separate X and Y we obtain
|Teq|m∗,C0(X, Y ) ≤ (λC1)dm∗(X, Y ), which concludes the proof of this proposition. 
As a concrete example, we define r0 := 1/4 and for any 0 < δ ≤ r0 we consider in the
following the sets
X := {x ∈ Rd ; d(x,ZZd) ≤ r0} and Yδ := {y ∈ Rd ; d(y,ZZd) ≥ r0 + δ}, (6.27)
which are illustrated on Figure 6.1. The next theorem gives a sharp estimate of the minimal
mass of a metric which separates the sets X and Yδ, as δ → 0. The notation αδ ' βδ
stands for the following : there exists a constant C ≥ 1 such that for all 0 < δ ≤ r0
C−1αδ ≤ βδ ≤ Cαδ.
Theorem 6.3.2. We have the equivalences
mi(X, Yδ) ' δ−(d−1)
ma(X, Yδ) ' δ− d−12 | ln δ|
mg(X, Yδ) ' δ− d−12 .
Furthermore for any ? ∈ {i, a, g} and any 0 < δ ≤ r0 the explicit metric H?δ ∈ H? ∩Hper
defined below is a near minimizer of the problem m?(X, Yδ). In other words H
?
δ separates
X and Yδ and satisfies m(H
?
δ ) ' m?(X, Yδ).
The proof is divided in two parts : we first give the explicit expression of the metrics
H?δ and we use it to obtain an upper bound on m?(X, Yδ). We then prove a lower bound
on m?(X, Yδ).
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6.3.1 Explicit metrics and upper bound
We define in this section the metrics H?δ , where ? ∈ {i, a, g} and 0 < δ ≤ r0 := 1/4.
We then establish in Lemma 6.3.3 that H?δ ∈ H?, in Lemma 6.3.4 that H?δ separates X
and Yδ, and we prove in Lemma 6.3.5 an upper estimate on the masses m(H
?
δ ) of these
metrics.
In order to define H?δ we need to introduce some notations. For any z ∈ Rd \ {0} we
define
s(z) := min{r0, ||z| − r0|} and θ(z) := z|z| . (6.28)
For any 0 < δ ≤ r0 and any z ∈ Rd \ {0} we define three matrices S?δ (z) ∈ S+d , where
? ∈ {i, a, g}, as follows
Siδ(z) := max{s(z), δ} Id
Saδ (z) := max{s(z), δ} θ(z)θ(z)T + max
{
s(z),
√
δ
}
(Id−θ(z)θ(z)T)
Sgδ (z) := max{s(z), δ} θ(z)θ(z)T +
√
r0 max{s(z), δ} (Id−θ(z)θ(z)T).
(6.29)
We also define S?δ (0) = r0 Id for any ? ∈ {i, a, g}. Eventually we define the metrics H∗δ by
the equality
2H?δ (z + u)
− 1
2 := S?δ (z) (6.30)
for all z ∈ [−1
2
, 1
2
]d
and all u ∈ ZZd. Observe that
H?δ = 8
2 Id for all z ∈ [−1/2, 1/2]d such that |z| ≥ 2r0 = 1/2, (6.31)
since S?δ (z) = r0 Id on this set. Figure 8 in the main introduction of this thesis illustrates
some (finite) triangulations which are respectively equivalent to the metrics H?δ , ? ∈
{i, a, g}.
Lemma 6.3.3. For all 0 < δ ≤ r0 and all ? ∈ {i, a, g} one has H?δ ∈ Hper ∩H?.
Proof: We first remark that s = r0 on the boundary ∂([−12 , 12 ]d), and therefore H?δ = Id
on this set for any ? ∈ {i, a, g}. Using (6.30) we thus obtain that H?δ is continuous and
ZZd periodic.
We denote
sper(z) := min{r0, |d(z,ZZd)− r0|}
and we observe that sper is a Lipschitz function. Since H
i
δ = 4 Id /max{sper, δ}2, we obtain
that H iδ ∈ Hi (because z 7→ min{s(z), δ}/2 is Lipschitz), which concludes the case ? = i.
We now consider the case ? = g, and for that purpose we use the notations of §5.3
(in the previous chapter). Our first step is to establish that the local dilatation dilz(H)×
defined in (5.58) is smaller than 1 for all z in the set
Ω := {z ∈ Rd ; 0 < |z| < r0 − δ}.
We define the functions
λ := s/2 and µ :=
√
s/4
288 Chapter 6. Approximation theory based on metrics
and we observe that Hgδ = λ
−2θθT + µ−2θθT on Ω. The functions λ and µ are C∞ on Ω
and we have
∇λ = −θ
2
and ∇µ = −θ
8
√
s
.
Therefore for any z ∈ Ω
dilz(lnλ; dH) =
dilz(λ; dH)
λ(z)
=
‖∇λ(z)‖H(z)−1
λ(z)
=
‖ − θ(z)/2‖H(z)−1
λ(z)
= 1/2,
and
dilz(lnµ; dH) =
dilz(µ; dH)
µ(z)
=
‖∇µ(z)‖H(z)−1
µ(z)
=
λ(z)
8
√
s(z)µ(z)
= 1/4.
On the other hand the derivative of θ at a point z ∈ Rd \ {0} in the direction u ∈ Rd is
the component of u orthogonal to θ and divided by |z| :
∂θ
∂u
(z) =
u− 〈u, θ(z)〉θ(z)
|z| ,
therefore
dilz(θ; dH) =
µ(z)
|z| .
On the other hand for z ∈ Ω∣∣∣∣λ(z)µ(z) − µ(z)λ(z)
∣∣∣∣ = √ r0s(z) −
√
s(z)
r0
≤ r0 − s(z) = |z|,
where we used the fact that
√
t − 1/√t ≤ t for all t ≥ 1 (which is easily checked by
derivation). Therefore
1
2
∣∣∣∣λ(z)µ(z) − µ(z)λ(z)
∣∣∣∣ dilz(θ; dH) ≤ µ(z)2 ≤ 1/8.
It follows that the quantity Dz(a)× defined in (5.59) is smaller than 1/2, and therefore
that dilz(H
g
δ )× ≤ 1 on Ω according to Theorem 5.3.1. Proceeding likewise we also obtain
that dilz(H
g
δ )× ≤ 1 on the annulus {z ∈ Rd ; r0 + δ < |z| < 2r0}. Furthermore Hgδ is
constant on the annulus {z ∈ Rd ; r0 − δ < |z| < r0 + δ} and on the domain {z ∈
(−1/2, 1/2)d ; |z| > 2r0}. Defining
Γ0 := {z ∈ Rd ; |z| ∈ {0, r0 − δ, r0 + δ, 2r0}} ∪ ∂([−1/2, 1/2]d),
and Γ := {z+u ; z ∈ Γ0, u ∈ ZZd} we have thus established that dilz(Hgδ )× ≤ 1 on Rd \Γ.
Corollary 5.2.6 thus implies that Hgδ ∈ Hg.
The proof that Haδ ∈ Ha is extremely similar to the proof that Hgδ ∈ Hg : the quantities
Dz(a)× and Dz(a)+ defined in (5.59) and (5.60) can be explicitely computed on Rd\Γ and
are smaller that 1/2. Theorem 5.3.1 thus implies that the local dilatations dilz(H
a
δ )× and
dilz(H
a
δ )+ are bounded by 1 on Rd \ Γ, and it follows from Corollary 5.2.6 that Haδ ∈ Ha.
The details of the proof are left to the reader. 
The next lemma establishes the that the metrics H?δ do separate the sets of interest.
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Lemma 6.3.4. For all 0 < δ ≤ r0 and all ? ∈ {i, a, g} the metric H?δ separates the sets
X and Yδ.
Proof: Let γ ∈ C1([0, 1],Rd) be such that γ(0) ∈ X and γ(1) ∈ Yδ. Since the sets X, Yδ
are ZZd-periodic, as well as the metrics H?δ , we may assume that γ(0) ∈
[−1
2
, 1
2
]d
. Recalling
the definition (6.27) of X and Yδ we obtain
|γ(0)| ≤ r0 and |γ(1)| ≥ r0 + δ.
We define
t0 := max{t ∈ [0, 1] ; γ(t) ∈ X} and t1 := min{t ∈ [t0, 1] ; γ(t) ∈ Yδ}.
For any t ∈ [t0, t1] we have
γ(t0) = r0 ≤ |γ(t)| ≤ r0 + δ = γ(t1).
and therefore
‖γ′(t)‖H?δ (γ(t)) ≥
2|〈γ′(t), θ(γ(t))〉|
δ
=
2||γ|′(t)|
δ
,
where |γ| stands for the function z 7→ |γ(z)|. Hence
lH?δ (γ) ≥
∫ 1
0
‖γ′(t)‖H?δ (γ(t))dt ≥
∫ t1
t0
2|γ|′(t)dt
δ
= 2
|γ(t1)| − |γ(t0)|
δ
= 2.
It follows that dH?δ (X, Yδ) ≥ 2 which concludes the proof. 
The next lemma estimates the mass of the metrics m(H?δ ), which yields an upper
estimate on the minimal mass m?(X, Yδ) required to separate the sets X and Yδ using a
metric in Hper ∩H?.
Lemma 6.3.5. There exists a constant C = C(d) > 0 such that for all 0 < δ ≤ r0
m(H iδ) ≤ Cδ−(d−1), (6.32)
m(Haδ ) ≤ Cδ−
d−1
2 | ln δ|, (6.33)
m(Hgδ ) ≤ Cδ−
d−1
2 . (6.34)
Proof: Recalling the definition (6.30) of H?δ in terms of S
?
δ we obtain
m(H?δ ) = 8
dc0 + 2
d
∫
|z|≤2r0
dz
detS?δ (z)
,
where c0 stands for the volume of the following set, on which H
?
δ = 8
2 Id according to
(6.31),
c0 :=
∣∣∣∣∣
{
z ∈
[
−1
2
,
1
2
]d
; |z| ≥ 2r0
}∣∣∣∣∣ .
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Furthermore ∫
|z|≤2r0
dz
detS?δ (z)
= c1
∫ 2r0
r=0
rd−1dr
s?δ(r)
,
where c1 stands for the d − 1-dimensional volume of the sphere {z ∈ Rd ; |z| = 1}, and
where
s?δ(r) := detS
?
δ (z)
for any z such that |z| = r. Therefore there exists a constant c2 > 0, independent of δ,
0 < δ ≤ r0, and of ? ∈ {i, a, g}, and such that
m(H?δ ) ≤ c2
∫ 2r0
r=0
dr
s?δ(r)
.
Recalling the definition (6.29) of Siδ(z) we obtain s
i
δ(r) = max{δ, |r0− r|}d for all 0 ≤ r ≤
2r0, hence ∫ 2r0
r=0
dr
siδ(r)
=
∫ r0−δ
0
dr
(r0 − r)d +
∫ r0+δ
r0−δ
dr
δd
+
∫ 2r0
r0+δ
dr
(r − r0)d
= 2δ−(d−1) + 2
(
δ−(d−1)
d− 1 −
r
−(d−1)
0
d− 1
)
≤ 4δ−(d−1)
which establishes (6.32). Similarly, we find sgδ(r) = r
d−1
2
0 max{δ, |r0 − r|}
d+1
2 , hence
r
d−1
2
0
∫ 2r0
r=0
dr
sgδ(r)
=
∫ r0−δ
0
dr
(r0 − r) d+12
+
∫ r0+δ
r0−δ
dr
δ
d+1
2
+
∫ 2r0
r0+δ
dr
(r − r0) d+12
= 2δ−
d−1
2 + 2
(
2δ−
d−1
2
d− 1 −
2r
− d−1
2
0
(d− 1)
)
≤ 6δ− d−12
which establishes (6.34). Eventually, we have saδ(r) = max{δ, |r−r0|}max
{√
δ, |r − r0|
}d−1
,
and therefore ∫ 2r0
r=0
dr
saδ(r)
=
∫
Iδ
dr
|r0 − r|d +
∫
Jδ
dr
|r0 − r|δ d−12
+
∫ r0+δ
r0−δ
dr
δ
d+1
2
, (6.35)
where
Iδ =
[
0, r0 −
√
δ
]
∪
[
r0 +
√
δ, 2r0
]
and Jδ =
[
r0 −
√
δ, r0 − δ
]
∪
[
r0 + δ, r0 +
√
δ
]
.
Therefore ∫ 2r0
r=0
dr
saδ(r)
=
2
d− 1
((√
δ
)−(d−1)
− r−(d−1)0
)
+2δ−
d−1
2
(
ln
(√
δ
)
− ln δ
)
+2δ−
d−1
2
≤ δ− d−12 | ln δ|+ 4δ− d−12
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which establishes (6.33). 
6.3.2 Lower bound
We prove in this subsection the lower bound announced in Theorem 6.3.2.
Lemma 6.3.6. There exists a constant c = c(d) > 0 such that for all 0 < δ ≤ r0,
mi(X, Yδ) ≥ cδ−(d−1), (6.36)
ma(X, Yδ) ≥ cδ− d−12 | ln δ|, (6.37)
mg(X, Yδ) ≥ cδ− d−12 . (6.38)
Proof: We consider a metric H ∈ H?, where ? ∈ {i, a, g}, which separates the sets X
and Yδ. In particular H ∈ Hg. We denote by S := {v ∈ Rd ; |v| = 1} the euclidean unit
sphere of Rd, and by ω the d− 1-dimensional volume of S. We define for all v ∈ S
n(v) := ‖v‖H(r0v) and m(v) := inf|w|=1 ‖w‖H(r0v) = ‖H(r0v)
− 1
2‖−1.
Proposition 5.2.10 (in the previous chapter), states that for any z, u ∈ Rd we have
dH(z, z + u) ≤ − ln(1− ‖u‖H(z)), (6.39)
where the right hand side equals ∞ by convention if ‖u‖H(z) ≥ 1.
We now consider a point v ∈ S and we observe that r0v ∈ X and (r0 + δ)v ∈ Yδ.
Therefore
1 ≤ dH(r0v, (r0 + δ)v) ≤ − ln
(
1− δ‖v‖H(r0v)
)
,
hence λδn(v) ≥ 1 where λ := (1− e−1)−1. Let v, w ∈ S, and let σ ∈ {−1, 1} be such that
σ〈v, w〉 ≥ 0. Remarking that 2r0 + δ ≤ 3/4 ≤ 1 we obtain∣∣∣r0v + σ√δw∣∣∣2 = r20 + δ + 2r0√δσ〈v, w〉 ≥ r20 + δ ≥ r20 + (2r0 + δ)δ = (r0 + δ)2.
Hence r0v ∈ X and r0v + σ
√
δw ∈ Yδ. Therefore
1 ≤ dH(r0v, r0v + σ
√
δw) ≤ − ln
(
1−
√
δ‖w‖H(r0v)
)
,
which implies λ
√
δm(v) ≥ 1. We we now distinguish between the three cases ? = i, a or
g.
– If ? = i, then H(z) = Id /s(z)2 where s is a Lipschitz function, and s(r0v) =
n(v)−1 ≤ λδ. It follows that
m(H) ≥
∫
S
∫ 2r0
0
rd−1drdv
s(rv)d
≥
∫
S
∫ r0+δ
r0
rd−10 drdv
(n(v)−1 + δ)d
≥ r
d−1
0 δω
(λδ + δ)d
=
rd−10 ω
(λ+ 1)d
δ−(d−1),
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where ω denotes the d− 1 dimensional measure of S. Taking the infimum among all
metrics H ∈ Hi which separate the sets X and Yδ, we obtain as announced
mi(X, Yδ) ≥ cδ−(d−1) where c = r
d−1
0 ω
(λ+ 1)d
.
– If ? = a, then the functions z 7→ ‖H(z)‖− 12 as well as z 7→ ‖H(z)− 12‖ are Lipschitz.
Hence for any v ∈ S and any µ ∈ R we have
‖H((r0 + µ)v)‖− 12 ≤ n(v)−1 + |µ| ≤ λδ + |µ|,
‖H((r0 + µ)v)− 12‖ ≤ m(v)−1 + |µ| ≤ λ
√
δ + |µ|.
Recalling that detM ≥ ‖M‖‖M−1‖−(d−1) for any M ∈ S+d we obtain
(λδ + |µ|)(λ
√
δ + |µ|)d−1
√
detH((r0 + µ)v) ≥ 1.
It follows that
m(H) ≥ ω
∫ r0
−r0
(r0 + µ)
d−1dµ
(λδ + |µ|)(λ√δ + |µ|)d−1
≥ ω
∫ √δ
0
rd−10 dµ
(λδ + µ)(λ
√
δ +
√
δ)d−1
≥ ωr
d−1
0
((λ+ 1)
√
δ)d−1
(ln
√
δ − ln(λδ)).
Hence
ma(X, Yδ) ≥ cδ− d−12 (− ln δ − 2 lnλ) where c = ω
2(λ+ 1)d−1
which concludes the proof of (6.37).
– We now consider the case ? = g. We have for any v ∈ S√
detH(r0v) ≥ 1
n(v)m(v)d−1
≥ 1
n(v)(λ
√
δ)d−1
.
Using (5.54) (in the previous chapter) we therefore obtain for any µ ∈ R√
detH((r0 + µ)v) ≥ (1− |µ|n(v))d
√
detH(r0v) ≥ (1− |µ|n(v))
d
n(v)(λ
√
δ)d−1
hence
m(H) ≥
∫
S
∫ r0
−r0
(r0 + µ)
d−1(1− |µ|n(v))ddµdv
n(v)(λ
√
δ)d−1
≥
∫
S
∫ 1
2n(v)
0
rd−10 (1/2)
ddµdv
n(v)(λ
√
δ)d−1
=
ωrd−10
2d(λ
√
δ)d−1
.
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Figure 6.2 – Weak separation of two sets by a triangulation.
Therefore
mg(X, Yδ) ≥ cδ− d−12 where c = ωr
d−1
0
2dλd−1
,
which concludes the proof of (6.38) and of this lemma. 
Remark 6.3.7 (Constrained triangulations). A variation of the problem considered in
this section is often considered in the litterature. We say that a mesh T ∈ T weakly
separates two regions X, Y ⊂ Rd if
int(VT (X)) ∩ int(VT (Y )) = ∅,
where int(E) refers to the collection of interior points of E.
A common approach for weakly separating two closed and disjoint sets X, Y ⊂ Rd, is
based on constrained mesh generation. The first step is to build a polygonal hypersurface
Γ such that for any path γ ∈ C0([0, 1],Rd) satisfying γ(0) ∈ X and γ(1) ∈ Y , there exists
s ∈ [0, 1] such that γ(s) ∈ Γ. The second step is to build a mesh T of the domain Ω which
is constrained to contain the polygonal surface Γ in its skeleton ∪T∈T ∂T .
The main advantage of weak separation is that it can be achieved efficiently without
requiring anisotropic simplices, see Figure 6.2. Heuristically the same number of simplices
is required to separate the sets X and Yδ “weakly” with an isotropic triangulation, or
“strongly” with a graded triangulation. We refer the interested reader to [86] for a survey
on constrained mesh generation.
6.4 Approximation in a given norm
We compare in this section the approximation error, measured in the Lp norm or the
W 1,p semi norm, of a function f by finite elements on a mesh T with the error associated
to f and a metric H. In this section, as well as in the next one, we fix an integer m ≥ 2
and we consider finite elements of degree m− 1.
The greek letter α always refers to a d-plet of non-negative integers
α = (α1, · · · , αd) ∈ ZZd+,
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and we denote |α| = α1 + · · ·+ αd. We define the monomial
Zα :=
∏
1≤i≤d
Zαii ,
where the variable is Z = (Z1, ..., Zd), and we denote by IPk the collection of all polyno-
mials of degree at most k.
IPk := Vect{Zα ; |α| ≤ k}.
We introduce a fixed function ϕ ∈ L∞(R+,R) supported in [0, 1] and satisfying the
following moments property : for all µ ∈ IPm−1 one has∫
IRd
µ(z)ϕ(|z|)dz = µ(0). (6.40)
For any f ∈ L1loc(Rd) and any H ∈ H we denote by fH the convolution of f with ϕ(| · |)
distorted by the metric H, also referred to as the distorted mollification of f by H, and
which is defined as follows : for all z ∈ Rd
fH(z) :=
∫
IRd
f(z +H(z)−
1
2u)ϕ(|u|)du (6.41)
=
√
detH(z)
∫
IRd
f(z + u)ϕ(‖u‖H(z))du. (6.42)
Note that µH = µ for any polynomial µ ∈ IPm−1. Indeed we obtain using the moments
property (6.40) that for all z ∈ Rd
µH(z) = µ(z +H(z)
− 1
2 0) = µ(z).
The next proposition establishes that the distorted mollification f 7→ fH is bounded
in some functional spaces. For any metric H ∈ H, any point z ∈ Rd and any radius r > 0
we define
BH(z, r) := {z + u ; ‖u‖H(z) < r},
as well as
BH(z) := BH(z, 1) and B(z, r) := BId(z, r)
(the latter being the standard open euclidean ball). Note that
|BH(z, r)|
√
detH(z) = ω rd where ω := |B(0, 1)|. (6.43)
Lemma 6.4.1. 1. (Boundedness from L1loc to C
0) For any H ∈ H and any f ∈ L1loc
one has fH ∈ C0(Rd). Furthermore for any z ∈ Rd
|fH(z)| ≤
√
detH(z) ‖ϕ‖L∞‖f‖L1(BH(z)), (6.44)
where BH(z) := {u ∈ Rd ; ‖u‖H(z) < 1}.
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2. (Boundedness from W 1,1loc to W
1,∞
loc ) For any H ∈ Ha and f ∈ W 1,1loc one has fH ∈
W 1,∞loc . Furthermore for any z ∈ Rd
dilz(fH) ≤ 2
√
detH(z)‖ϕ‖L∞‖∇f‖L1(BH(z))
where dilz(fH) := limε→0 ‖∇fH‖L∞(B(z,ε)) is the local dilatation of f at z.
Proof: We first establish 1. The continuity of fH follows from the expression (6.41) of
the distorted mollification, and from general results on parameter dependent integrals.
Inequality (6.44) follows from the fact that ϕ is supported on [0, 1] and from (6.42).
We now turn to the proof of 2. Metrics H ∈ Ha satisfy ‖H(z)− 12 −H(z′)− 12‖ ≤ |z− z′|
for any z, z′ ∈ Rd, see Definition (5.1.12) (in the previous chapter). Hence for any fixed
u ∈ B(0, 1) the map
z 7→ z +H(z)− 12u
is 2-Lipschitz. Derivating (6.41) under the integral sign we therefore obtain
dilz(fH) ≤
∫
IRd
2|∇f(z +H(z)− 12u)| |ϕ(|u|)|du
≤ 2‖ϕ‖L∞
∫
BH(z)
|∇f(z +H(z)− 12u)|du
= 2
√
detH(z)‖ϕ‖L∞‖∇f‖L1(BH(z))
which concludes the proof of this proposition. 
6.4.1 The Lp error
This subsection is devoted to the proof of the following proposition, which states that
the finite element approximation error measured in the Lp norm of a function f on a mesh
T , is controlled by the error eH(f)p associated to a metric H when the mesh satisfies the
size condition (6.45).
Proposition 6.4.2. There exists a constant C = C(m, d, ϕ) such that the following holds.
Let H ∈ Hper ∩Hg and T ∈ Tper be such that
42H(z) ≤ HT , T ∈ T , z ∈ T. (6.45)
Then for all 1 ≤ p ≤ ∞ and all f ∈ Lpper we have
‖f − Im−1T fH′‖Lp([0,1]d) ≤ CeH(f)p,
where we denoted H ′ := 42H.
Our first intermediate lemma studies the variations of the balls BH(z, r) as z ∈ Rd and
r > 0 vary and when H ∈ Hg is a graded metric. We recall, see (5.53) and (5.54) (in the
previous chapter), that for any H ∈ Hg, and for any z, u, v ∈ Rd satisfying ‖u‖H(z) < 1
one has
(1− ‖u‖H(z))‖v‖H(z) ≤ ‖v‖H(z+u) ≤ (1− ‖u‖H(z))−1‖v‖H(z),
(1− ‖u‖H(z))d
√
detH(z) ≤ √detH(z + u) ≤ (1− ‖u‖H(z))−d√detH(z). (6.46)
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Lemma 6.4.3. Let H ∈ Hg and let z ∈ Rd.
1. For any z′ ∈ BH(z, 1/2) one has BH(z′, 1/4) ⊂ BH(z).
2. For any z′ ∈ BH(z, 1/6) one has BH(z′, 1/2) ⊃ BH(z, 1/4).
Proof: We first prove Point 1., and for that purpose we observe that for any q ∈ Rd
‖q − z′‖H(z′) ≥ (1− ‖z′ − z‖H(z))‖q − z′‖H(z)
≥ (1− ‖z′ − z‖H(z))(‖q − z‖H(z) − ‖z′ − z‖H(z))
≥ (1− 1/2)(‖q − z‖H(z) − 1/2)
If ‖q−z‖H(z) ≥ 1 then the previous equation implies ‖q−z′‖H(z′) ≥ 1/4, which establishes
the first inclusion.
We now turn to the proof of Point 2. We obtain for any q ∈ Rd
‖q − z′‖H(z′) ≤ (1− ‖z′ − z‖H(z))−1‖q − z′‖H(z)
≥ (1− ‖z − z′‖H(z))(‖q − z‖H(z) + ‖z′ − z‖H(z))
≥ (1− 1/6)−1(‖q − z‖H(z) + 1/6).
If ‖q− z‖H(z) < 1/4 then ‖q− z′‖H(z′) < 65(14 + 16) = 1/2. Hence BH(z′, 1/2) ⊃ BH(z, 1/4)
as announced which concludes the proof of this lemma. 
The next lemma estimates the finite element approximation error locally.
Lemma 6.4.4. There exists C = C(m, d, ϕ) such that the following holds. Let H ∈ Hg,
T ∈ T, z ∈ Rd and let
Tz := {T ∈ T ; T ⊂ BH(z, 1/2)}. (6.47)
Then
‖f − Im−1T fH′‖Lp(Ωz) ≤ C eH(f ; z)p, (6.48)
where H ′ := 42H and Ωz denotes the union of all triangles in Tz.
Proof: We denote by CI the norm of the interpolation operator
Im−1Teq : C
0(Teq)→ C0(Teq),
where Teq denotes the reference equilateral simplex. We obtain using a change of variables
that for any triangle T and any g ∈ C0(T ) one has
‖ Im−1T g‖L∞(T ) ≤ CI‖g‖L∞(T ).
Let µ ∈ IPm−1 be a polynomial satisfying ‖f −µ‖Lp(BH(z)) = eH(f ; z)p. Let g := f −µ
and let T ∈ Tz. We have
‖ Im−1T gH′‖Lp(T ) ≤ |T |
1
p‖ Im−1T gH′‖L∞(T )
≤ CI|T |
1
p‖gH′‖L∞(T )
≤ CI|T |
1
p‖gH′‖L∞(BH(z,1/2)).
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It follows from (6.44) that
‖gH′‖L∞(BH(z,1/2)) ≤ ‖ϕ‖L∞ max{‖g‖L1(BH′ (z′))
√
detH ′(z′) ; z′ ∈ BH(z, 1/2)}
≤ ‖ϕ‖L∞‖g‖L1(BH(z))4d(1− 1/2)−d
√
detH(z),
where we used the inclusion stated in Point 1. of Lemma 6.4.3 and (6.46) in the second
line. Defining C∗ := 8dCI‖ϕ‖L∞ we thus obtain
‖ Im−1T gH′‖Lp(Ωz) =
(∑
T∈Tz
‖ Im−1T gH′‖pLp(T )
) 1
p
≤ C∗‖g‖L1(BH(z))
√
detH(z)
(∑
T∈Tz
|T |
) 1
p
≤ C∗‖g‖L1(BH(z))
ω
|BH(z)| |BH(z)|
1
p
≤ C∗ω‖g‖Lp(BH(z)),
where we used in the third line the expression (6.43) of the volume |BH(z)|, and the
inclusion (6.47). Since the distorted convolution reproduces polynomials in IPm−1 , as well
as the interpolation operator Im−1T , we have
g − Im−1T gH = (f − µ)− Im−1T (f − µ)H = f − Im−1T fH .
Therefore
‖f − Im−1T fH‖Lp(Ωz) = ‖g − Im−1T gH‖Lp(Ωz)
≤ ‖g‖Lp(Ωz) + ‖ Im−1T gH‖Lp(Ωz)
≤ (1 + C∗ω) ‖g‖Lp(BH(z))
= (1 + C∗ω) eH(f ; z)p
which concludes the proof. 
We now prove Proposition 6.4.2. For each triangle T ∈ T we define
ΩT := {z ∈ Rd ; T ⊂ BH(z, 1/2)} and n(T ) :=
∫
ΩT
√
detH(z)dz,
and we observe that
z ∈ ΩT if and only if T ∈ Tz,
where Tz is defined in (6.47). Note also that ΩT ⊂ B(zT , 1/2) since H(z) ≥ Id for all
z ∈ Rd, hence the sets u + ΩT , u ∈ ZZd, are pairwise disjoint. We denote by T∗ a system
of representatives of the set T for the relation of equivalence
T ∼ T ′ if T = T ′ + u for some u ∈ ZZd.
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It follows from the local error estimate (6.48) that
CpeH(f)
p
p = C
p
∫
[0,1]d
√
detH(z) eH(f ; z)
p
p dz
≥
∫
[0,1]d
√
detH(z) ‖f − Im−1T fH‖pLp(Ωz) dz
=
∫
[0,1]d
√
detH(z)
∑
T∈Tz
‖f − Im−1T fH‖pLp(T ) dz
=
∑
T∈T∗
‖f − Im−1T fH‖pLp(T )
∫
[0,1]d
√
detH(z)
∑
u∈ZZd
χΩT (z − u)dz
=
∑
T∈T∗
‖f − Im−1T fH‖pLp(T )
∫
Rd
√
detH(z)χΩT (z)dz
=
∑
T∈T∗
‖f − Im−1T fH‖pLp(T )nT
≥ ‖f − Im−1T fH‖pLp([0,1]d) minT∈T nT .
We now establish that nT is uniformly bounded below, which concludes the proof of
Proposition 6.4.2. It follows from (6.45) that T ⊂ BH(zT , 1/4), where zT denotes the
barycenter of T . The inclusion property established in Point 2. of Lemma 6.4.3 thus
implies that BH(zT , 1/6) ⊂ ΩT . We thus obtain the lower bound
n(T ) ≥ |BH(zT , 1/6)| min
z∈BH(zT ,1/6)
√
detH(z)
≥ ω6
−d√
detH(zT )
√
detH(zT )(1− 1/6)d
= ω(5/36)d,
where we used the explicit expression (6.43) of the volume of |BH(z, r)| and the estimate
(6.46) on the variations of
√
detH(z).
6.4.2 The W 1,p error, when the measure of sliverness is uniformly
bounded
We establish in this subsection the following proposition which shows that the finite
element approximation error, measured in the W 1,p semi norm on a mesh with bounded
measure of sliverness, is controlled by eaH(∇f)p.
Proposition 6.4.5. There exists a constant C = C(m, d, ϕ) such that the following holds.
Let H ∈ Hper ∩Ha and T ∈ Tper be such that
42H(z) ≤ HT , T ∈ T , z ∈ T. (6.49)
Then for all 1 ≤ p ≤ ∞ and all f ∈ W 1,pper we have
‖∇(f − Im−1T fH′)‖Lp([0,1]d) ≤ CeaH(f)p max
T∈T
S(T ),
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where we denoted H ′ := 42H.
The main difficulty of this proof is contained in the following lemma, which states that
a near-best approximation of the gradient of a function, on an ellipse, has the form of the
gradient of a polynomial. In this proposition we denote by u · v the scalar product of two
vectors u, v ∈ Rd.
Lemma 6.4.6. 1. (The orthogonal projection is compatible with gradients) We equip
the space L2(B,Rd), where B := B(0, 1), with the scalar product
〈v, w〉 :=
∫
B
v(z) · w(z)dz.
For any f ∈ H1(B) there exists µ ∈ IPm−1 such that the orthogonal projection of ∇f
onto IPdm−2 is ∇µ.
2. (Optimization among gradients) There exists Cproj = Cproj(m, d) such that for any
ellipsoid E ⊂ Rd, any 1 ≤ p ≤ ∞ and any f ∈ W 1,p(E) one has
inf
µ∈IPm−1
‖∇f −∇µ‖Lp(E) ≤ Cproj inf
ν∈IPdm−2
‖∇f − ν‖Lp(E) (6.50)
Proof: We denote k := m− 1, and we first establish Point 1. We define S := ∂B and we
denote by Dk the collection of polynomial vector fields ν ∈ IPdk−1 satisfying{
div ν(z) = 0 for all z ∈ B
ν(z) · z = 0 for all z ∈ S
For any g ∈ H1(B) and any ν ∈ Dk we thus have∫
B
∇g · ν = −
∫
B
g(z) div ν(z)dz +
∫
S
g(z) ν(z) · z dz = 0. (6.51)
Our first objective is to establish the orthogonal decomposition
IPdk−1 = Dk ⊕∇IPk.
The spaces∇IPk and Dk are orthogonal according to (6.51), and we know that dim∇IPk =
dim IPk − 1. Therefore we only have to show that dimDk ≥ dim(IPd−1k )− dim IPk + 1.
The vector space Dk is the kernel of the map dk defined as follows
dk : IP
d
k−1 → IPk−2 ⊕ IPk(S)
ν 7→ (div ν, (ν(z) · z)|S),
where IPk(S) denotes the collection of restrictions to S of elements of IPk. The kernel of
the map
γk : IPk → IPk(S)
µ 7→ µ|S
is Ker(γk) = (1− |z|2)IPk−2. Hence dim(IPk(S)) = dim IPk − dim IPk−2.
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The map dk is not surjective, since we have the linear relation∫
B
div ν(z) dz =
∫
S
ν(z) · z dz.
Therefore
dimDk = dim Ker dk
= dim(IPd−1k )− dim Im dk
≥ dim(IPd−1k )− (dim IPk−2 + dim IPk(S)− 1)
= dim(IPd−1k )− dim IPk + 1,
which implies the orthogonal decomposition IPdk−1 = Dk ⊕∇IPk as announced.
Finally for any f ∈ H1(B) the vector field ∇f is orthogonal to Dk according to (6.51).
The orthogonal projection of ∇f onto IPdk−1 is therefore also orthogonal to Dk, hence is
an element of ∇IPk which concludes the proof Point 1.
We now turn to the proof of Point 2. We denote by Q : L2(B,Rd)→ IPdk−1 the L2(B)
orthogonal projection. We recall that for any v ∈ L2(B,Rd) the projection Q(v) ∈ IPdk−1
is defined by the collection of linear conditions∫
B
(v −Q(v)) · ν = 0 for all ν ∈ IPdk−1.
Hence Q(v) depends linearly on a finite number of moments of v, and therefore conti-
nuously extends to all v ∈ L1(B,Rd). Therefore there exists a constant C0 such that for
all 1 ≤ p ≤ ∞ and all v ∈ Lp(B,Rd)
‖Q(v)‖Lp(B) ≤ C0‖v‖Lp(B).
For any A ∈ GLd and any v ∈ L2(B,Rd) we claim that Q(A(v)) = A(Q(v)). Indeed for
any ν ∈ IPdk−1 one has∫
B
(A(v(z))− A(Q(v(z)))) · ν(z)dz =
∫
B
(v(z)−Q(v(z))) · AT(ν(z))dz = 0.
Consider 1 ≤ p ≤ ∞, f ∈ W 1,p(B) and A ∈ GLd. Let µ ∈ IPm−1 be such that Q(∇f) =
∇µ, and let ν ∈ IPdm−1, we obtain
‖A(∇f −∇µ)‖Lp(B) = ‖A(∇f)− A(Q(∇f))‖Lp(B)
= ‖A(∇f)−Q(A(∇f))‖Lp(B)
= ‖A(∇f − ν)−Q(A(∇f)− ν)‖Lp(B)
≤ (1 + C0)‖A(∇f − ν)‖Lp(B).
Therefore
inf
µ∈IPm−1
‖A(∇f −∇µ)‖Lp(B) ≤ (1 + C0) inf
ν∈IPdm−2
‖A(∇f − ν)‖Lp(B).
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Using a linear change of variables E → B we obtain the announced result (6.50), with the
constant Cproj := C0 + 1. This concludes the proof of this lemma. 
The rest of the proof of Proposition 6.4.5 is extremely similar to the proof of Propo-
sition 6.4.2. The estimates
|fH(z)| ≤
√
detH(z) ‖ϕ‖L∞‖f‖L1(BH(z))
‖ Im−1T g‖L∞(T ) ≤ CI‖∇g‖L∞(T ),
used in the proof of Proposition 6.4.2 have the counterparts
dilz(fH) ≤ 2
√
detH(z)‖ϕ‖L∞‖∇f‖L1(BH(z))
‖∇ Im−1T g‖L∞(T ) ≤ C ′I‖∇g‖L∞(T )S(T ),
which are proved respectively in Lemma 6.4.1 and Lemma 3.6.3 (in Chapter 3). From this
point the adaptation of the proof is straightforward and is therefore left to the reader.
6.4.3 The W 1,p error, on a general mesh
This subsection is devoted to the proof of Proposition 6.4.7, which estimates the W 1,p
approximation error of a function f on a mesh with arbitrary measure of sliverness, in
terms of the approximation error egH(∇f)p with respect to a metric. This approach does
not allow to recover the optimal anisotropic error estimates for W 1,p norms developed in
Chapter 3. However it is perhaps more taylored to current anisotropic mesh generation
software, which generally do not guarantee any bound on the measure of sliverness (or
the maximal angle in dimension 2, since S(T ) = max{1, tan(θ/2)} for any triangle T of
maximal angle θ).
Proposition 6.4.7. For all C0 ≥ 1 there exists a constant C = C(C0,m, d, ϕ) such that
the following holds. Let H ∈ Hper ∩Hg and let T ∈ Tper be such that
42H(z) ≤ HT ≤ (4C0)2H(z), T ∈ T , z ∈ T. (6.52)
Then for all 1 ≤ p ≤ ∞ and all f ∈ W 1,pper we have
‖∇(f − Im−1T fH′)‖Lp([0,1]d) ≤ CegH(f)p,
where we denoted H ′ := 42H.
Our first step in the proof of this proposition is the next lemma which estimates the
local approximation error.
Lemma 6.4.8. For all C0 ≥ 1 there exists C = C(C0,m, d) such that the following holds.
Let H ∈ Hper and T ∈ Tper be such that (6.52) holds. Let T ∈ T and z ∈ T . Then for all
1 ≤ p ≤ ∞ and all f ∈ W 1,pper we have
‖∇(f − Im−1T fH′)‖Lp(T ) ≤ CegH(∇f ; z)p, (6.53)
where we denoted H ′ := 42H.
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Proof: We assume in a first time that z = 0 and that H(z) = Id, in such way that
BH(z) = B := B(0, 1) is the euclidean unit ball. We consider a polynomial µ ∈ IPm−1
such that ‖∇(f − µ)‖Lp(B) is minimal, and such that
∫
B
(f − µ) = 0. The latter point can
be ensured by adding an appropriate constant to µ. Defining g := f − µ, we obtain using
Lemma 6.4.6
‖∇g‖Lp(B) ≤ Cproj eaH(f ; z)p.
Since g ∈ W 1,1(B) and ∫
B
g = 0 there exists according to Sobolev’s injection theorem a
constant Csob = Csob(m, d) such that
‖g‖L1(B) ≤ Csob‖∇g‖L1(B).
The function gH′ is continuous on T and satisfies according to Lemma 6.4.1
‖gH′‖L∞(T ) ≤ ‖ϕ‖∞max{‖g‖L1(BH′ (z′))
√
detH ′(z′) ; z′ ∈ T}
≤ ‖ϕ‖∞‖g‖L1(B)4d(1− 1/2)d
= C1‖g‖L1(B),
where we used (6.46) and the fact that ‖z − z′‖H(z) ≤ 1/2 for all z′ ∈ T .
We denote by CI the norm of the operator ∇ Im−1Teq : C0(Teq) → IPdm−2, where Teq
denotes the reference equilateral simplex : for any h ∈ C0(Teq)
‖∇ Im−1Teq h‖L∞(Teq) ≤ CI‖h‖L∞(Teq).
We recall that H
1
2
T (T ) is the image Teq by a translation and a rotation, see Proposition
5.1.3 in the previous chapter. Choosing the function h := gH′ ◦H−
1
2
T ∈ C0(Teq), we obtain
after a change of variables
‖H−
1
2
T (∇ Im−1T gH′)‖L∞(T ) ≤ CI‖gH′‖L∞(T ),
which implies
‖∇ Im−1T gH′‖L∞(T ) ≤ CI‖H
1
2
T‖‖gH′‖L∞(T ).
We thus obtain, since ‖H
1
2
T‖ ≤ C0‖H ′(z)
1
2‖ = 4C0 and since |T | ≤ |B|,
‖∇ Im−1T gH′‖Lp(T ) ≤ |B|
1
p‖∇ Im−1T gH′‖L∞(T )
≤ 4C0CI|B|
1
p‖gH′‖L∞(T )
≤ 4C0C1CI|B|
1
p‖g‖L1(B)
≤ 4C0C1CICsob|B|
1
p‖∇g‖L1(B)
≤ 4C0C1CICsob|B|‖∇g‖Lp(B).
Defining C∗ := 4C0C1CICsob|B| we obtain
‖∇(f − Im−1T fH′)‖Lp(T ) = ‖∇(g − Im−1T gH′)‖Lp(T )
≤ (1 + C∗)‖∇g‖Lp(B)
≤ C eaH(∇f ; z)p,
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where C = (1 + C∗)Cproj.
We now turn to the general case, and we do not any more assume that z = 0 and
H(z) = Id. We define the affine change of coordinates Φ(z′) := H(z)−
1
2 z′+z, and we apply
our previous reasonning to the metric HΦ defined by (5.30) (in the previous chapter),
HΦ(z
′) := H(z)−
1
2H(Φ(z′))H(z)−
1
2 ,
which satisfies HΦ(0) = Id and HΦ ∈ Hg according to Proposition 5.2.2 (in the previous
chapter). We also define the triangle TΦ := Φ
−1(T ), the function fΦ := f ◦ Φ and the
metric H ′Φ = 4
2HΦ. The first part of this proof implies that
‖∇(fΦ − Im−1TΦ fΦH′Φ)‖Lp(TΦ) ≤ Ce
a
HΦ
(∇fΦ; 0)p.
We thus obtain
‖∇(f − Im−1T fH′)‖Lp(T ) ≤ ‖H(z)‖
1
2‖H(z)− 12 (∇(f − Im−1T fH′))‖Lp(T )
= ‖H(z)‖ 12 (detH(z))− 12p‖∇(fΦ − Im−1TΦ fΦH′Φ)‖Lp(TΦ)
≤ C‖H(z)‖ 12 (detH(z))− 12p eaHΦ(∇fΦ; 0)p
= C‖H(z)‖ 12 eaH(H(z)−
1
2 (∇f); z)p
= egH(f ; z)p,
where we used the change of variables Φ−1 : T → TΦ in the second and fourth lines. This
concludes the proof of this lemma. 
We now conclude the proof of Proposition 6.4.7. For any T ∈ T and any z ∈ T ,
recalling that HT ≤ (4C0)2H(z) we obtain
|Teq|/|T | =
√
detHT ≤ (4C0)d
√
detH(z).
Averaging (6.53) over T , it follows that
‖∇(f − Im−1T f)‖pLp(T ) ≤
C
|T |
∫
T
egH(f ; z)
p
pdz ≤ C ′
∫
T
√
detH(z) egH(f ; z)
p
pdz
where C ′ := (4C0)dC/|Teq|.
We denote by T∗ a system of representatives of the set T for the relation of equivalence
T ∼ T ′ if T = T ′ + u for some u ∈ ZZd.
We thus obtain
‖∇(f − Im−1T fH′)‖pLp([0,1]d) =
∑
T∈T∗
‖∇(f − Im−1T fH′)‖pLp(T )
≤ C ′
∑
T∈T∗
∫
T
√
detH(z) egH(f ; z)
p
pdz
= C ′
∫
[0,1]d
√
detH(z) egH(f ; z)
p
pdz
which concludes the proof of this proposition.
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6.5 Asymptotic approximation and explicit metrics
This section is devoted to the explicit construction of a metric H adapted to a given
function f , in the setting where the function f is sufficiently smooth and the mass of
metric is asymptotically large.
Our main result is the following theorem, which is the counterpart for metrics of
the results developed in Chapters 2 and 3. It involves the shape functions K, La and Lg
which are defined in the introduction of this chapter, §6.1.5. We do not establish that these
estimates are optimal, but this is suggested by the lower bounds for the finite element
interpolation error developed Chapters 2 and 3 for admissible sequences of triangulations.
Theorem 6.5.1. There exists a constant C = C(m, d) such that for each f ∈ Cmper
lim sup
M→∞
M md inf
H∈Hg
m(H)≤M
eH(f)p
 ≤ C‖K(dmf)‖τ ,
where 1
τ
:= m
d
+ 1
p
. Furthermore
lim sup
M→∞
M m−1d inf
H∈Ha
m(H)≤M
eaH(∇f)p
 ≤ C‖La(dmf)‖τ
lim sup
M→∞
M m−1d inf
H∈Hg
m(H)≤M
egH(∇f)p
 ≤ C‖Lg(dmf)‖τ
where 1
τ
:= m−1
d
+ 1
p
.
Our first lemma shows that the optimization problems on SLd defining the shape
functions K, La and Lg can be reformulated into optimization problems posed on the
collection S+d of symmetric positive definite matrices.
Lemma 6.5.2. Let ψ ∈ C0(GLd,R∗+) be homogeneous of degree r > 0 and such that
ψ(A) = ψ(AO) for any A ∈ GLd and any O ∈ Od. Then
inf{(detM) r2d ; M ∈ S+d and ψ(M−
1
2 ) ≤ 1} = inf{ψ(A) ; A ∈ SLd}.
Proof: To each M ∈ S+d we associate A := (detM)
1
2dM−
1
2 ∈ GLd, in such way that
det(A) = 1 and ψ(A) = (detM)
r
2dψ(M−
1
2 ) ≤ (detM) r2d . Conversely to each A ∈ GLd
we associate M := ψ(A)
2
r (AAT)−1 ∈ S+d , in such way that (detM)
r
2d = ψ(A) and
ψ(M−
1
2 ) = ψ(ψ(A)−
1
r (AAT)
1
2 ) = ψ(A)−1ψ(AO) = 1 where O := A−1(AAT)
1
2 is orthogo-
nal. 
It follows from this lemma that for any pi ∈ IHm
K(pi) = inf{(detM)m2d ; ‖pi ◦M− 12‖ ≤ 1} (6.54)
La(pi) = inf{(detM)m−12d ; ‖(∇pi) ◦M− 12‖ ≤ 1} (6.55)
Lg(pi) = inf{(detM)m−12d ;
√
‖M‖‖∇(pi ◦M− 12 )‖ ≤ 1}. (6.56)
6.5. Asymptotic approximation and explicit metrics 305
Remark 6.5.3. The optimizations among symmetric matrices appearing in these expres-
sions have a geometrical interpretation : finding the ellipsoid of maximal volume included
in a set of algebraic boundary. Indeed one easily checks that the three following properties
are equivalent for all pi ∈ IHm and all M ∈ S+d
i) ‖pi ◦M− 12‖ ≤ 1. (resp. ‖(∇pi) ◦M− 12‖ ≤ 1, resp. √‖M‖‖∇(pi ◦M− 12 )‖ ≤ 1)
ii) |pi(z)| ≤ ‖z‖mM for all z ∈ Rd. (resp. |∇pi(z)| ≤ ‖z‖m−1M , resp. ‖M‖
1
2 |M− 12 (∇pi(z))| ≤
‖z‖m−1M )
iii) The ellipsoid defined by the inequality ‖z‖M ≤ 1, z ∈ Rd, is included in the set of
algebraic boundary defined by the inequality |pi(z)| ≤ 1. (resp. |∇pi(z)| ≤ 1, resp.
‖M‖ 12 |M− 12 (∇pi(z))| ≤ 1 which depends on M)
We consider a fixed function f ∈ Cm and for each z ∈ Rd we define the homogeneous
polynomial piz ∈ IHm as follows
piz(Z) :=
∑
|α|=m
∂αf(z)
(∂z)α
Zα
α!
. (6.57)
where α! = α1! · · ·αd! for α = (α1, · · · , αd) ∈ ZZd+.
The heuristic guideline of the proof of Theorem 6.5.1 is the following (here in the case
of approximation in the Lp norm). Consider a C∞ periodic map M : Rd → S+d such that
‖piz ◦M(z)− 12‖ ≤ 1 for all z ∈ Rd, and define
H(z) := (detM(z))
−1
mp+dM(z).
Then is is not difficult to show that for all λ sufficiently large one has λH ∈ Ha and
m(λH)
m
d eλH(f)p ≤ C
∥∥(detM)m2d∥∥
Lτ ([0,1]d)
.
This leads to the estimate announced in Theorem 6.5.1 if
∥∥(detM)m2d∥∥
Lτ ([0,1]d)
is compa-
rable to ‖K(dmf)‖Lτ ([0,1]d), in other words if (detM(z))
m
2d is comparable to K(piz) for all
z ∈ Rd, which means that M(z) is a close to be a minimizer of the infimum (6.54) defining
K(piz). The same principles apply to the two other estimates stated in Theorem 6.5.1.
The main ingredient of the proof of Theorem 6.5.1 is the construction of a continuous
map pi 7→ M(pi) such that ‖pi ◦M(pi)− 12‖ ≤ 1 and such that (detM(pi))m2d is sufficiently
close to K(pi) (in the case of the approximation in the Lp norm). Up to a few technicali-
ties, which are adressed in §6.5.4, defining M(z) := M(piz) and reasoning as above then
concludes the proof. We give in §6.5.1 an explicit expression of such a map in terms of the
coefficients of pi, in the case of piecewise linear and piecewise quadratic approximation in
two dimensions. Such explicit expressions are valuable for numerical implementation in
finite element software which use anisotropic meshes, and have been implemented by the
author in [93].
We introduce in §6.5.2 the property of“geometric convexity”for functions in C0(S+d ,R∗+),
which is a variant of the classical notion of convexity. This is used in §6.5.3 to define some
variants K(α), α ∈ (0,∞) of the shape function K which are defined by well posed opti-
mization problems on S+d , in arbitrary dimension d and degree m. In contrast for some
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choices of pi ∈ IHm there exists no minimizer to the optimization problem appearing in
the expression (6.54) of K(pi), and other choices there exists an infinity of minimizers.
We conclude the proof of Theorem 6.5.1 in §6.5.4. Eventually §6.5.5 is devoted to the
proof of an additional property of the shape functions K, La and Lg : they are uniformly
equivalent on IHm to some continuous functions.
6.5.1 Explicit Metrics
We give in this section some explicit minimizers, or near minimizers (in a sense defined
below) of the optimization problems among symmetric matrices appearing in the expres-
sions (6.54), (6.55) and (6.56) of the shape functions K, La and Lg. Our results are so far
limited to the case m = 2, which corresponds to piecewise linear approximation, and to
m = 3 in dimension d = 2, which corresponds to piecewise quadratic approximation.
These minimizers or near-minimizers have already been presented in Chapter 2 for the
shape function K, and Chapter 3 for the shape function La. The latter are recalled in the
next proposition, and completed with their counterparts for the shape function Lg.
For any homogeneous quadratic polynomial pi we denote by [pi] ∈ Sd the associated
symmetric matrix, which satisfies zT[pi]z = pi(z) for all z ∈ Rd. Note that ‖pi‖ = ‖[pi]‖.
Proposition 6.5.4. i) (Piecewise linear approximation, in any dimension) If m = 2
and d ≥ 2, then for any pi ∈ IH2, one has
La(pi) = 2| detpi| 1d and Lg(pi) = 2
√
‖pi‖ 2d
√
| detpi|.
The minimizing matrices M in the expressions (6.55) and (6.56) of La(pi) and Lg(pi)
are respectively
Ma(pi) = 4[pi]2 and Mg(pi) = ‖pi‖ |[pi]|.
ii) (Piecewise quadratic approximation, in two dimensions) If m = 3 and d = 2, let
pi = ax3 + 3bx2y + 3cxy2 + dy3 ∈ IH3, let
Ma(pi) :=
√(
a b
b c
)2
+
(
b c
c d
)2
and let
Mg(pi) :=Ma(pi) +
(− discpi
‖pi‖
) 1
3
+
Id
where discpi is the discriminant of the cubic polynomial pi :
disc pi = 4(ac− b2)(bd− c2)− (ad− bc)2. (6.58)
ThenMa(pi) andMg(pi) are near minimizers of optimization problems defining La(pi)
and Lg(pi) respectively, in the following sense : there exists a constant C such that
for all pi ∈ IH3 √
detMa(pi) ≤ CLa(pi) and
√
detMg(pi) ≤ Lg(pi).
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Furthermore if pi is not univariate then Ma(pi) and Mg(pi) are non degenerate and
we have
‖(∇pi) ◦Ma(pi)− 12‖ ≤ C and ‖Mg(pi)‖ 12‖∇(pi ◦Mg(pi)− 12 )‖ ≤ C. (6.59)
Proof: We recall that ∇(pi ◦ A) = AT((∇pi) ◦ A) for any pi ∈ IHm and A ∈ GLd.
We begin with the case i) of a quadratic polynomial pi ∈ IH2, and we observe that
∇pi(z) = 2[pi]z. Hence |∇pi(z)|2 = 4zT[pi]2z and the announced result for La easily follows.
For Lg, we are looking for a matrix M ∈ S+d such that
‖M 12‖‖∇(pi ◦M− 12 )‖ = 2‖M 12‖ ‖M− 12 [pi]M− 12‖ ≤ 1, (6.60)
and of minimal determinant. Recalling that ‖AB‖ ≥ ‖A‖‖B−1‖−1 for all A,B ∈ GLd,
therefore ‖M− 12 [pi]M− 12‖ ≥ ‖pi‖/‖M‖, we obtain from (6.60) that 2‖pi‖ ≤ ‖M 12‖. Hence
4‖pi‖‖ M− 12 [pi]M− 12‖ ≤ 1. (6.61)
A matrix of minimal determinant which achieves this inequality is clearly M = 4‖pi‖ |[pi]|,
where |S| denotes the absolute value of a symmetric matrix S ∈ Sd. Observing that this
matrix also satisfies the condition (6.60) we conclude the proof of Point i).
We now turn to the case ii) of cubic polynomial in IH3. The case of La and Ma is
exposed in Chapter 3. We therefore turn to the case of Lg. Combining the homogeneity
and the continuity of the functions involved, one easily shows that there exists a constant
C0 such that for all pi ∈ IH3
C−10 ‖pi‖ ≤ ‖∇pi‖ ≤ C0‖pi‖
C−10 ‖pi‖ ≤ λ(pi) := ‖Ma(pi)‖ ≤ C0‖pi‖, (6.62)
and
µ(pi) := ‖Ma(pi)−1‖−1 ≤ C0‖pi‖
ν(pi) :=
(
− discpi
‖pi‖
) 1
3
+
≤ C0‖pi‖. (6.63)
We consider below a fixed polynomial pi ∈ IH3, and we recall that
Lg(pi) := inf{
√
detM ;
√
‖M‖‖∇(pi ◦M− 12 )‖ ≤ 1}.
We first prove the lower bound Lg(pi) ≥ c
√
detMg(pi), where c > 0 is an abso-
lute constant. For that purpose we consider a matrix M ∈ S+d satisfying the constraint
‖M 12‖‖ ∇(pi ◦M− 12 )‖ ≤ 1. Combining this with (6.62) we obtain
1 ≥ C−10 ‖M
1
2‖‖pi ◦M− 12‖ ≥ C−10 ‖M
1
2‖ ‖pi‖‖M 12‖3 =
‖pi‖
C0‖M‖ ,
hence ‖pi‖ ≤ C0‖M‖. It follows that
1 ≥ C−10 (C−10 ‖pi‖)
1
2‖ pi ◦M− 12‖ = ‖p˜i ◦M− 12‖,
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where p˜i := C
− 3
2
0 ‖pi‖
1
2pi. The solution M˜ of the minimization problem
inf{detM ; ‖p˜i ◦M− 12‖ ≤ 1}
is known exactly in the case of cubic polynomials in two dimensions, see Proposition 2.4.4
in Chapter 2, and satisfies
(det M˜)3 = κ| disc p˜i| = κ(C−
3
2
0 ‖pi‖
1
2 )4| disc pi| = κC−60 ‖ pi‖2| discpi|.
where κ is a positive constant which depends only on the sign of disc p˜i. Defining c0 :=
κ˜
1
6C−10 , where κ˜ stands for the minimial value of κ for the two possible signs, we obtain
Lg(pi) ≥
√
det M˜
= κ
1
6C−10 ‖pi‖
1
3 | disc pi| 16
≥ c0
√
‖pi‖ν(pi)
On the other hand, there exists c1 > 0 such that
Lg(pi) ≥ La(pi) ≥ c1
√
detMa(pi) = c1
√
λ(pi)µ(pi).
Furthermore we have
detMg(pi) = (λ(pi) + ‖pi‖)(µ(pi) + ν(pi))
≤ (1 + C0) min{λ(pi), ‖pi‖} (2 max{µ(pi), ν(pi)})
≤ 2(1 + C0) max{λ(pi)µ(pi), ‖pi‖ν(pi)}.
We thus obtain√
detMg(pi) ≤ C∗Lg(pi) where C∗ := 2(1 + C0) max{c−10 , c−11 }.
which concludes the proof of our lower estimate for Lg.
We now turn to the proof of the property (6.59), which is equivalent to the following
‖Mg(pi)‖ 12‖Mg(pi)− 12 (∇pi(x, y))‖ ≤ C when ‖(x, y)‖Mg(pi) ≤ 1.
For any rotation U ∈ O2 we have Ma(pi ◦ U) = UTMa(pi)U , see Proposition 3.4.3 in
Chapter 3, and disc(pi ◦ U) = (disc pi)(detU)6 = disc pi, see Chapter 2. We may therefore
assume, up to a rotation, that Ma(pi) is a diagonal matrix and that the first diagonal
coefficient is larger than the second one. Therefore
λ(pi)2 = a2 + 2b2 + c2 and µ(pi)2 = b2 + 2c2 + d2,
andMa(pi) =
(
λ(pi) 0
0 µ(pi)
)
. Note that this matrix is degenerate if and only if µ(pi) = 0,
which means that pi is the univariate polynomial ax3. In order to avoid notational clutter,
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and since the polynomial pi ∈ IH3 is fixed, we denote below by λ, µ and ν the quantities
λ(pi), µ(pi) and ν(pi). Our purpose is to establish an upper bound on the quantity
‖Mg(pi)‖ 12‖Mg(pi)− 12 (∇pi(x, y))‖
= (ax2 + 2bxy + cy2)2 +
(
λ+ ν
µ+ ν
)
(bx2 + 2cxy + dy2)2.
(6.64)
under the hypothesis
‖(x, y)‖2Mg(pi) = (λ+ ν)x2 + (µ+ ν)y2 ≤ 1,
which implies in particular λx2 ≤ 1 and max{µ, ν}y2 ≤ 1. Injecting this in (6.64), and
observing using (6.62) and (6.63) that ν ≤ C20λ, we see that it is sufficient to bound the
following quantities
a2
λ2
,
b2
λµ
,
c2
µ2
and
λ
µ
b2
λ2
,
λ
µ
c2
µλ
,
λ
max{µ, ν}
d2
max{µ, ν}2 . (6.65)
Observing that
µ ≥ max{b, c, d} and λ ≥ max{a, b, c, µ} ≥ max{a, b, c, d} (6.66)
we find that all the quantities appearing in (6.65) are smaller than one, except perhaps
the last one :
λd2
max{µ, ν}3 (6.67)
Using the expression (6.58) of the discriminant we find that
− discpi = (a2 + b2 + c2)d2 + aQ(b, c, d) +R(b, c, d)
where Q and R are homogenous polynomials of degree 3 and 4 respectively. Hence there
exists a constant C1, independent of pi, such that
λ2d2 = − discpi − (aQ(b, c, d) +R(b, c, d))
≤ ‖pi‖ν3 + C1λµ3
≤ (C0 + C1)λmax{µ, ν}3.
The previous inequality yields a uniform bound on (6.67), which concludes the proof of
this proposition. 
Proposition (6.5.4) immediately gives an explicit expression, up to a fixed multipli-
cative constant, of the shape functions La and Lg in the case m = 3 and d = 2 :
La(pi) '
√Ma(pi) and Lg(pi) '√Mg(pi). It follows that
Lg(ax
3 + dy3) ' 3
√
|ad|max{|a|, |d|} and La(ax3 + dy3) '
√
|ad|,
and
Lg(ax
3 + 3cxy2) ' La(ax3 + 3cxy2) '
√
max{|a|, |c|}|c|,
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where f(a, b, c, d) ' g(a, b, c, d) means that there exists a constant C ≥ 1 such that
C−1f(a, b, c, d) ≤ g(a, b, c, d) ≤ Cf(a, b, c, d) for all a, b, c, d ∈ R.
For a function which has anisotropic features of the type ax3 +dy3, where a and d have
different orders of magnitude, the use of quasi-acute meshes and metrics may therefore
lead to a substantial improvement of the approximation error compared to the use of
graded meshes and metrics. This is not the case in contrast if all the anisotropic features
of the approximated function are of the type ax3 + 3cxy2.
6.5.2 Geometric convexity
We introduce in this section the geometric average of two symmetric positive definite
matrices, and the property of geometric convexity for functions defined on S+d . This notion
is a variant of the classical property of convexity, which is appropriate for the study of
the minimization problems appearing in the expressions (6.54), (6.55) and (6.56) of the
shape functions K, La and Lg.
Let M,M ′ ∈ S+d , and let S := M−
1
2 . We define the geometric average Avg(M,M ′) ∈
S+d of M and M
′ as follows
S Avg(M,M ′)S :=
√
SM ′S (6.68)
For instance Avg(M,M−1) = Id, and for any k, k′ > 0
Avg(kM, k′M ′) =
√
kk′Avg(M,M ′).
The following proposition gives an alternative characterization (6.69) of Avg(M,M ′).
This proposition also shows that Avg(M,M ′) is a natural midpoint between M and M ′ for
the distance d×, and establishes two basic properties of the geometric average of matrices.
Proposition 6.5.5. For any M,M ′ ∈ S+d the following holds.
1. A matrix M˜ ∈ S+d satisfies M˜ = Avg(M,M ′) if and only if there exists A ∈ GLd
and a diagonal matrix D such that
M˜ = ATA, M = ATe2DA, M ′ = ATe−2DA. (6.69)
2. The geometric average Avg(M,M ′) is a midpoint between M and M ′ for the distance
d× on S+d :
d×(M,Avg(M,M ′)) = d×(Avg(M,M ′),M ′) =
1
2
d×(M,M ′).
3. The geometric average is commutative and compatible with the inversion of ma-
trices :
Avg(M,M ′) = Avg(M ′,M) (6.70)
Avg(M,M ′)−1 = Avg(M−1,M ′−1) (6.71)
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Proof: We first establish point 1. Let us assume in a first time that M,M ′ and M˜ have
the form (6.69). We easily obtain
M˜M−1M˜ = M ′
Defining S := M−
1
2 we thus have
(SM˜S)2 = SM ′S.
Taking the square root of the previous equation we obtain (6.68) which shows that M˜ =
Avg(M,M ′).
In order to establish the converse of this property we only need to show that for any
M,M ′ ∈ S+d there exists A ∈ GLd and a diagonal matrix D such that M = ATe2DA
and M ′ = ATe−2DA. The expression of Avg(M,M ′) then automatically follows from the
previous argument. Since the matrix M ′−
1
2MM ′−
1
2 is symmetric positive definite, there
exists U ∈ Od and a diagonal matrix D such that M ′− 12MM ′− 12 = UT exp(4D)U . Choo-
sing A := eDUM ′
1
2 we obtain the announced result.
We now turn to the proof of Point 2. Let A ∈ GLd and let D,D′ be diagonal matrices,
of diagonal coefficients D1, · · · , Dk and D′1, · · · , D′d respectively. We define
δ := max
1≤i≤d
|Di −D′i|.
We claim that the matrices N := ATe2DA and N ′ := ATe2D
′
A satisfy d×(N,N ′) = δ.
Indeed
d×(N, N ′) := sup
u6=0
|ln ‖u‖N − ln ‖u‖N ′ |
= sup
u6=0
∣∣∣ln |eDAu| − ln |eD′Au|∣∣∣
= sup
v 6=0
∣∣∣ln |eDv| − ln |eD′v|∣∣∣ .
For any v = (v1, · · · , vd) ∈ Rd we have
|eDv|2 =
∑
1≤i≤d
e2Div2i ≤ e2δ
∑
1≤i≤d
e2D
′
iv2i =
(
eδ|eD′v|
)2
,
and similarly |eD′v| ≤ eδ|eDv|. Therefore ∣∣ln |eDv| − ln |eD′v|∣∣ ≤ δ, and taking the supre-
mum among all v 6= 0 we obtain d×(N,N ′) ≤ δ. Furthermore denote by i0, 1 ≤ i0 ≤ d,
the position such that |Di0 −D′i0 | = δ. Choosing v = (0, · · · , 1, · · · , 0), with the nonzero
coordinate at the position i0, we obtain δ =
∣∣ln |eDv| − ln |eD′v|∣∣ ≤ d×(N,N ′). We thus
conclude that
d×(N,N ′) = d×(ATe2DA, ATe2D
′
A) = δ = ‖D −D′‖.
Recalling that M,M ′ and M˜ := Avg(M,M ′) have the form (6.69) we thus obtain
d×(M,Avg(M,M ′)) = d×(Avg(M,M ′),M ′) = ‖D‖ and d×(M,M ′) = 2‖D‖.
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which concludes the proof of this point.
Finally we establish Point 3. Using the first point we obtain that M,M ′ and M˜ :=
Avg(M,M ′) have the form
M˜ = ATA, M = ATe2DA, M ′ = ATe−2DA
It follows that
M˜ = ATA, M ′ = ATe−2DA, M = ATe2DA, (6.72)
and
M˜−1 = (A−1)TA−1, M−1 = (A−1)Te−2DA−1, M ′−1 = (A−1)Te2DA−1. (6.73)
Equation (6.70) (resp. (6.71)) is the consequence of (6.72) (resp. (6.73)) and of the cha-
racterization of the geometric average given in the first point. 
We recall that a function ψ ∈ C0(Sd,R) is convex if and only if for all M,M ′ ∈ Sd one
has
ψ
(
M +M ′
2
)
≤ ψ(M) + ψ(M
′)
2
. (6.74)
The next proposition introduces the family of geometrically convex functions on S+d , which
is defined by a property similar to (6.74) but in which the arithmetic averages are replaced
with geometric averages.
Definition 6.5.6. We say that a function ϕ ∈ C0(S+d ,R∗+) is Geometrically Convex and
Homogenous (GCH), if it satisfies the following properties.
i) (Sub multiplicativity) For any M,M ′ ∈ S+d one has
ϕ(Avg(M,M ′)) ≤
√
ϕ(M)ϕ(M ′). (6.75)
ii) (Homogenous) There exists α ∈ R , called the degree of ϕ, such that for all M ∈ S+d
and all λ ∈ R∗+ one has
ϕ(λM) = λαϕ(M).
We say that the function ϕ is Strictly Geometrically Convex and Homogeneous (SGCH),
if ϕ is GCH and if the equality in (6.75) only holds if M and M ′ are proportional.
For instance the function det is GCH of degree d, since
det Avg(M,M ′) =
√
detM detM ′ and det(λM) = λdM.
We insist on point that GCH functions are by assumption continuous and strictly posi-
tive on S+d . The next lemma enumerates some simple properties of geometrically convex
functions.
Lemma 6.5.7. 1. The product of two GCH functions is GCH, and the product of a
GCH function with a SGCH function is SGCH. Furthermore the degrees add.
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2. The elevation to a positive power α ∈ R∗+ of a GCH (resp. SGCH) function is also
GCH (resp. SGCH). Furthermore the degree is multiplied by α.
3. If a function ϕ is GCH (resp. SGCH) then M 7→ ϕ(M−1) is also GCH (resp.
SGCH), and has the opposite degree.
Proof: The first two points are immediate, and the last point is a direct consequence of
the compatibility (6.71) of the geometric average with the inversion : if ϕ is GCH and
M,M ′ ∈ S+d then
ϕ(Avg(M,M ′)−1) = ϕ(Avg(M−1,M ′−1)) ≤
√
ϕ(M−1)ϕ(M ′−1),
which concludes the proof. 
Aside from the determinant, a number of functions on S+d are geometrically convex.
The next proposition, which is based on an argument of complex analysis, enumerates
some of them. For all pi ∈ IHm we define
‖pi‖C| := sup{|pi(z)| ; z ∈ C|| d, |z| ≤ 1}.
Proposition 6.5.8. 1. The trace map M 7→ TrM is SGCH.
2. For any fixed polynomial pi ∈ IHm \{0} the map M 7→ ‖pi ◦M 12‖C| is GCH, of degree
m/2.
3. The norm map M 7→ ‖M‖ is GCH.
Proof: We first establish Point 1. Let M,M ′ ∈ S+d and let M˜ := Avg(M). Let A ∈ GLd
and let D be a diagonal matrix such that M = ATe2DA, M ′ = ATe−2DA and M˜ = ATA.
We denote by (Aij)1≤i,j≤d the coefficients of A, and we define for all 1 ≤ i ≤ d
A2i :=
∑
1≤j≤d
A2ij.
Note that Ai > 0 for all 1 ≤ i ≤ d, since otherwise a full line of A would be zero and A
would be degenerate. Denoting by Di, · · · , Dd the diagonal coefficients of D we obtain
Tr(M) =
∑
1≤i≤d
A2i e2Di , Tr(M ′) =
∑
1≤i≤d
A2i e−2Di , Tr(M˜) =
∑
1≤i≤d
A2i .
It thus follows from the Cauchy Schwartz inequality that Tr(M˜)2 ≤ Tr(M) Tr(M ′). Fur-
thermore equality occurs if and only if the vectors
(AieDi)1≤i≤d and (Aie−Di)1≤i≤d
are proportional, which implies that Di = Dj for all 1 ≤ i, j ≤ d and therefore that M
and M ′ are proportional.
We now turn to the proof of Point 2., and for that purpose we recall a classical result of
complex analysis, called Hadamard’s three lines theorem. Let Ω := {α ∈ C|| ; |<(α)| < 1},
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where < denotes the real part, and let g be a continuous and bounded function on Ω
which is holomorphic on Ω. Then
|g(0)|2 ≤
(
sup
<α=−1
|g(α)|
)(
sup
<z=α
|g(α)|
)
. (6.76)
We consider a fixed z ∈ C|| d satisfying |z| ≤ 1, and we define for all α ∈ Ω
g(α) := pi(ATeαDz).
The function g is continuous, uniformly bounded on Ω by ‖pi‖C| (‖A‖e‖D‖)d, and holo-
morphic on C|| , hence on Ω. Therefore Hadamard’s three lines theorem applies. For any
σ ∈ {−1, 1} one has
sup
<(α)=σ
|pi(ATeαDz)| ≤ ‖pi ◦ (ATeσD)‖C| ,
since |ei=(α)Dz| = |z| = 1, where = denotes the imaginary part and i the imaginary unit.
Applying (6.76) to the function g we thus obtain
|pi(ATz)|2 ≤ ‖pi ◦ (ATeD)‖C| ‖pi ◦ (ATe−D)‖C| .
Taking the supremum among all z ∈ C|| d such that |z| ≤ 1 we conclude that
‖pi ◦ AT‖C| ≤ ‖pi ◦ (ATeD)‖C| ‖pi ◦ (ATe−D)‖C| .
One easily checks that the matrices O,O′, O˜ ∈ GLd defined by
OM
1
2 = eDA, O′M ′
1
2 = e−DA and O˜M˜
1
2 = A,
are orthogonal. Since orthogonal matrices are also unitary matrices, in the sense that
|Oz| = |z| for all z ∈ C|| , we obtain
‖pi ◦ AT e−D‖C| = ‖pi ◦M 12‖C| ,
‖pi ◦ AT e−D‖C| = ‖pi ◦M ′ 12‖C|
‖pi ◦ AT‖C| = ‖pi ◦ M˜ 12‖C| ,
thus ‖pi ◦M 12‖C| satisfies the sub-multiplicativity property (6.75). Furthermore the func-
tion M ∈ S+d 7→ ‖pi ◦M
1
2‖C| is clearly continuous, strictly positive, and homogeneous of
degree m/2 which concludes the proof of this point.
We now establish Point 3, and for that purpose we denote by pi ∈ IH2 the canonical
quadratic form
pi(z) :=
∑
1≤j≤d
z2j .
Our purpose is to establish that for any M ∈ S+d
‖pi ◦M 12‖C| = ‖M‖, (6.77)
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which implies that ‖M‖ is GCH in view of the previous point. For any z ∈ C|| such that
|z| ≤ 1 one has
|pi(M 12 z)| = |zTM 12M 12 z| ≤ |M 12 z|2 ≤ ‖M 12‖2 = ‖M‖.
Furthermore choosing a normalized eigenvector z ∈ Rd associated to the maximal eigen-
value ofM we obtain |pi(M 12 z)| = ‖M‖, which establishes (6.77) and concludes the proof. 
For each M ∈ S+d we define
κ(M) :=
1
d
√
Tr(M) Tr(M−1).
The function κ is SGCH according to Lemma 6.5.7 and since M 7→ TrM is SGCH. In
terms of the eigenvalues λ1, · · · , λd of M we have
d2κ(M)2 =
(∑
1≤i≤d
λi
)(∑
1≤i≤d
λ−1i
)
,
therefore κ(M) ≥ 1, using the Cauchy Schwartz inequality, with equality if and only if
M = m Id for some m > 0. Note also that
κ(M) ≤
√
‖M‖‖M−1‖ ≤ d κ(M).
We regard the function κ as a close variation on the condition number
√‖M‖‖M−1‖ of
the matrix M
1
2 .
6.5.3 A well posed variant of the shape function
We define in this section three variants of the shape functions K, La and Lg : for all
pi ∈ IHm
KC
|
(pi) := inf
A∈SLd
‖pi ◦ A‖C|
LC
|
a (pi) := inf
A∈SLd
√
‖G(pi) ◦ A‖C|
LC
|
g (pi) := inf
A∈SLd
‖A−1‖‖pi ◦ A‖C| ,
where G(pi) := |∇pi|2 ∈ IH2m−2. For each α ∈ (0,∞) we define three new variants of the
shape functions
K(α)(pi) := inf{κ(M) 1α (detM)m2d ; ‖pi ◦M− 12‖C| ≤ 1 and κ(M) ≤ eα},
L(α)a (pi) := inf{κ(M)
1
α (detM)
m−1
2d ; ‖G(pi) ◦M− 12‖C| ≤ 1 and κ(M) ≤ eα},
L(α)g (pi) := inf{κ(M)
1
α (detM)
m−1
2d ; ‖M‖ 12‖pi ◦M− 12‖C| ≤ 1 and κ(M) ≤ eα}.
This section is devoted to the proof of the following theorem.
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Theorem 6.5.9. 1. The shape function K (resp. La, resp. Lg) is uniformly equivalent
to KC| on IHm (resp. L
C|
a , resp. L
C|
g ).
2. For each pi ∈ IHm we have the decreasing convergence
lim
α→∞
K(α)(pi) = KC
|
(pi).
(resp. L
(α)
a (pi) → LC|a (pi) decreasingly, resp. L(α)g (pi) → LC|g (pi) decreasingly, as α →
∞).
3. For each α ∈ (0,∞) and each pi ∈ IHm \ {0} there exists a unique minimizer
M(α)(pi) ∈ S+d to the optimization problem defining K(α)(pi), and the map
pi ∈ IHm \ {0} →M(α)(pi) ∈ S+d
is continuous. (resp. likewise for L(α)(pi) andM(α)a (pi), resp. likewise for L(α)g (pi) and
M(α)g (pi))
We first establish Point 1. of this theorem. Since the vector spaces IHm and IH2m−2
have finite dimension, there exists three constants CK , Ca and Cg such that
‖pi‖ ≤ ‖pi‖C| ≤ CK‖pi‖, pi ∈ IHm,
‖pi′‖ ≤ ‖pi′‖C| ≤ Ca‖pi′‖, pi ∈ IH2m−2,
C−1g ‖∇pi‖ ≤ ‖pi‖C| ≤ Cg‖∇pi‖, pi ∈ IHm.
(6.78)
Hence it follows from the definition of the original shape functions, given in §6.1.5, that
K ≤ KC| ≤ CKK, La ≤ LC|a ≤ CaLa and C−1g Lg ≤ LC|g ≤ CgLg on IHm.
Point 2. of this theorem is an immediate consequence of the fact that κ(M) ∈ [1,∞)
for all M ∈ S+d .
The following proposition illustrates the use of κ as a regularization term, and imme-
diately implies Point 3. of Theorem 6.5.9.
Proposition 6.5.10. Let ϕ be a GSH function of degree r > 0. Let (X, dX) be a metric
space, and let ψ ∈ C0(S+d ×X,R∗+) be such that ψ(·, x) is GCH of degree −1 for any fixed
x ∈ X. We define for all x ∈ X and all α ∈ (0,∞)
L(α)(x) := inf
{
κ(M)
1
αϕ(M) ; ψ(M,x) ≤ 1 and κ(M) ≤ eα
}
.
For any x ∈ X there exists a unique minimizer M(α)(x) to the optimization problem
defining L(α)(x). Furthermore the map M(α) : X → S+d is continuous.
Proof: We consider a fixed parameter α ∈ (0,∞). We first establish the existence of
a minimizer to the optimization problem defining L(α)(x), and we thus consider a fixed
x ∈ X. For any β ≥ 0 the following collection of matrices is clearly a compact subset of
S+d
Kβ := {M ∈ S+d ; | ln(detM)| ≤ β and κ(M) ≤ eα}. (6.79)
We define
Λ := sup
M∈K0
ϕ(M) and λ := inf
M∈K0
ψ(M,x),
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in such way that for any M ∈ S+d satisfying κ(M) ≤ eα
ϕ(M) ≤ Λ(detM) rd and ψ(M,x) ≥ λ(detM)− 1d . (6.80)
Let (Mn)n≥0, Mn ∈ S+d , be a minimizing sequence for the optimization problem defining
L(α)(x). It follows from (6.80) that det(Mn) uniformly bounded above and below : hence
there exists β ≥ 0 such that | ln detMn| ≤ β for all n ≥ 0. Furthermore κ(Mn) ≤ eα
for each n ≥ 0, hence Mn ∈ Kβ. Since the set Kβ is compact there exists a converging
subsequence Mσ(n) → M∞ ∈ Kβ. By continuity of the functions ϕ, ψ(·, x) and κ on S+d ,
the matrix M∞ is a minimizer of the optimization problem L(α)(x).
We now consider two minimizers M,M ′ to the optimization problem defining L(α)(x),
and we intend to show that M = M ′. We denote M˜ := Avg(M,M ′). Since the functions
ψ(·, x) and κ are GCH, the matrix M˜ satisfies the inequalities
ψ(M˜, x) ≤ 1 and κ(M˜) ≤ eα.
We define for each M ∈ S+d the quantity
Φ(M) := κ(M)
1
αϕ(M), (6.81)
and we observe that Φ : S+d → R∗+ is a SGCH function of degree r > 0 according to
Lemma 6.5.7. If M is not proportionnal to M ′ we thus have
Φ(M˜) <
√
Φ(M)Φ(M ′) = L(α)(x),
which is a contradicts the fact that M and M ′ are minimizers of the optimization problem
defining L(α)(x). Thus M = mM ′ for some m > 0, but this implies
L(α)(x) = Φ(M) = Φ(M ′) = mrΦ(M),
therefore m = 1 and M = M ′, which establishes as announced that the minimizer is
unique.
Finally we establish that the map x 7→ M(α)(x) is continuous. For all x, x′ ∈ X, we
define
ω(x, x′) := sup
M∈K0
| lnψ(M,x)− lnψ(M,x′)|,
where the compact set K0 is defined by (6.79), and we observe that ω(x, x
′) → 0 as
x′ → x. (Note that ω(x, x′) is the modulus of continuity of the continuous function X →
C0(K0,R), defined by x 7→ lnψ(·, x).)
Let x, x′ ∈ X and let M := eω(x,x′)M(α)(x) and M ′ := eω(x,x′)M(α)(x′). We thus have
κ(M) = κ(M(α)(x)) ≤ eα,
and likewise κ(M ′) ≤ eα. Since ψ(·, x′) is homogeneous of degree −1 we obtain
ψ(M,x′) ≤ eω(x,xn)ψ(M,x) = eω(x,x′)ψ(eω(x,x′)M(α)(x), x) ≤ 1,
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and likewise ψ(M ′, x) ≤ 1. Furthermore since the function Φ defined by (6.81) is homo-
geneous of degree r we obtain
L(α)(x′) ≤ Φ(M) = erω(x,x′)L(α)(x),
which implies
Φ(M ′) = Φ(eω(x,x
′)M(α)(x′)) = erω(x,x′)L(α)(x′) ≤ e2rω(x,x′)L(α)(x).
Consider a converging sequence in X, xn → x, and define
Mn := e
ω(x,xn)M(α)(xn).
The arguments above show that Mn is a minimizing sequence for the optimization problem
L(α)(x). The arguments developed for the existence of a minimizer show that {Mn ; n ≥ 0}
is contained in the compact set Kβ if the constant β ≥ 0 is sufficiently large, and that
any converging subsequence of (Mn)n≥0 tends to a minimizer of the optimization problem
L(α)(x), thus to M(α)(x) by uniqueness.
Since the sequence Mn takes its values in the compact set Kβ and has the single
adherence value M(α)(x), we have the convergence Mn → M(α)(x) as n → ∞. Since
ω(x, xn)→ 0 we obtain as announced
M(α)(xn)→M(α)(x),
which concludes the proof of this proposition. 
Remark 6.5.11. One easily checks that for each pi ∈ IHm, each α ∈ (0,∞) and each
λ ∈ R∗+ we have K(α)(λpi) = λL(α)(pi) and
M(α)(λpi) = λ 2mM(α)(pi).
It follows that M(α)(pi)→ 0 as pi → 0, and therefore that the map from IHm to Sd defined
by
pi 7→
{ M(α)(pi) if pi 6= 0
0 if pi = 0
is continuous. Likewise L
(α)
a and L(α) are 1-homogeneous on IHm, andM(α)a andM(α)g are
2
m−1 homogeneous on IHm which implies that they tend to 0 as pi → 0, and are continuous
on IHm.
6.5.4 Construction of the metric
This subsection is devoted to the construction of a metric H which is adapted to a
given smooth function f in the sense that the error eH(f)p (resp. e
a
H(∇f)p, resp. egH(∇f)p)
is optimally small among all metrics of the same mass m(H) up to a fixed multiplicative
constant. Our construction only applies to an interpolation large mass of the metric H. We
do not establish that it is optimal, but this is suggested by the lower error estimates given
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in Chapters 2 and 3 for the finite element interpolation error on admissible sequences of
meshes. Producing a such a metric of a given mass independent of f is so far an open
question.
Our first lemma shows that the regularity constraints defining by the classes Ha and
Hg of metrics “disappear” when one multiplies a metric with a large constant.
Lemma 6.5.12. For any H ∈ Hper which is C1, there exists λ0 = λ0(H) such that
λ2H ∈ Ha for all λ ≥ λ0.
Proof: The following maps are C1 since they are the composition of C1 maps
z ∈ Rd 7→ H(z)− 12 ∈ Sd
z ∈ Rd 7→ ϕ×(H(z)) := (u 7→ ln ‖u‖H(z)) ∈ C0(S,R)
where S := {u ∈ Rd ; |u| = 1} denotes the unit euclidean sphere (see §5.3 in the previous
Chapter for a more in depth discussion on the map ϕ×). Since H is C1 and ZZd-periodic
these maps are uniformly Lipschitz, hence there exists two constants C+, C× such that for
all z, z′ ∈ Rd
d+(H(z), H(z
′)) := ‖H(z)− 12 −H(z′)− 12‖ ≤ C+|z − z′|,
d×(H(z), H(z′)) := ‖ϕ×(H(z))− ϕ×(H(z′))‖L∞(S) ≤ C×|z − z′|.
Furthermore, since H is continuous and periodic, there exists ε > 0 such that H(z) ≥ ε2 Id
for all z ∈ Rd. Hence
dH(z, z
′) ≥ ε|z − z′|,
for all z, z′ ∈ Rd. From this point, it follows from Remark 5.1.13 in the previous chapter
that λ2H ∈ Ha for all λ ≥ λ0 := max{C+, C×/ε}. 
Given a function f ∈ Cmper, an exponent 1 ≤ p ≤ ∞, and a triplet s = (α, ρ, δ) ∈ (R∗+)3
of parameters we construct a C∞ metric H as follows. For each z ∈ Rd we define
M(z) :=M(α)(piz) + ρ Id,
where the homogeneous polynomial piz ∈ IHm is defined by (6.57). Note that M is conti-
nuous according to Remark 6.5.11. We consider a fixed mollifier ψ, namely a radial non-
negative compactly supported C∞ function of integral one, and we denote ψδ := ψ(·/δ)/δd.
We then define
H(z) := (detM ′(z))
−1
mp+dM ′(z) where M ′ := ψδ ∗M. (6.82)
Given a symbol ? ∈ {a, g} we define similarly M? :=M(α)? (piz) + ρ Id, M ′? := ψδ ∗M?
and
H?(z) := (detM
′
?(z))
−1
(m−1)p+dM ′?(z).
The rest of this subsection is devoted to the proof of the following theorem, which
immediately implies the asymptotic estimates (6.18), (6.19) and (6.20) announced in the
introduction.
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Theorem 6.5.13. There exists a constant C = C(m, d) such that the following holds for
any f ∈ Cmper, any 1 ≤ p ≤ ∞ and any ε > 0. If the triplet of parameters s = (α, ρ, δ) is
well chosen then
1. Defining τ by 1
τ
:= m
d
+ 1
p
we have
lim
λ→∞
m(λ2H)
m
d eλ2H(f)p ≤ C‖K(dmf)‖Lτ ([0,1]d) + ε. (6.83)
2. Defining τ by 1
τ
:= m−1
d
+ 1
p
we have
lim
λ→∞
m(λ2Ha)
m−1
d eaλ2Ha(∇f)p ≤ C‖La(dmf)‖Lτ ([0,1]d) + ε
and
lim
λ→∞
m(λ2Hg)
m−1
d egλ2Hg(f)p ≤ C‖Lg(dmf)‖Lτ ([0,1]d) + ε.
The proof of the three estimates are completely similar. We therefore focus on the
proof of (6.83), and the details of the two other estimates are left to the reader. For
each z ∈ Rd we identify the polynomial piz with the collection dmf(z)/m! of m-th order
derivatives of f at z, and we observe that
‖ det(M(α)(dmf))m2d‖Lτ ([0,1]d) = ‖K(α)(dmf)‖Lτ ([0,1]d)
−→
α→∞
‖KC| (dmf)‖Lτ ([0,1])
≤ CK‖K(dmf)‖Lτ ([0,1])
where the constant CK is defined in (6.78). In the second line we used the fact that
K(α)(dmf) converges pointwise decreasingly to KC| (dmf), which implies the convergence
of the integrals. We may therefore choose α sufficiently large and ρ sufficiently small in
such way that
‖(detM)m2d‖Lτ ([0,1]d) < C‖K(dmf)‖Lτ ([0,1]) + ε,
where C = CK/m! (recall thatM(α) and K(α) are homogeneous functions, as observed in
Remark 6.5.11).
For each z ∈ Rd such that piz 6= 0 we have
‖piz ◦M(z)− 12‖ = sup
|u|=1
|piz(u)|
‖u‖mM(z)
= sup
|u|=1
|piz(u)|
(‖u‖2M(piz) + ρ)
m
2
< sup
|u|=1
|piz(u)|
‖u‖mM(piz)
= ‖piz ◦M(piz)− 12‖
≤ 1.
We may therefore choose δ > 0 sufficiently small in such way that ‖piz ◦M ′(z)− 12‖ < 1 for
all z ∈ [0, 1]d and such that
‖(detM ′(z))m2d‖Lτ ([0,1]d) < C‖K(dmf)‖Lτ ([0,1]) + ε. (6.84)
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Note that according to (6.82)
m(H)
1
τ = ‖(detM ′(z))m2d‖Lτ ([0,1]d).
We define for each z ∈ Rd
µz :=
∑
|α|<m
∂|α|f(z)
(∂z)α
Zα
α!
. (6.85)
and for each λ > 0
fz,λ(h) := λ
m(f(z + h/λ)− µz(h/λ)).
Using the isotropic change of variables h 7→ z + h/λ, we obtain
eλ2H(f ; z)p = inf
µ∈IPm−1
‖f − µ‖Lp(BH(z,1/λ)) = λ−(m+
d
p
) inf
µ∈IPm−1
‖fz,λ − µ‖Lp(BH(z)).
Consider R > 0 such that H ≥ Id /R2 uniformly on [0, 1]d, hence on Rd. The function fz,λ
converges uniformly to piz on B(0, R) :
lim
λ→∞
‖fz,λ − piz‖L∞(B(0,R)) = 0, (6.86)
since piz is the m-th term in the Taylor development of f at z. Since BH(z) ⊂ B(0, R) we
therefore obtain
lim
λ→∞
λm+
d
p eλ2H(f ; z)p = lim
λ→∞
λm+
d
p inf
µ∈IPm−1
‖fz,λ − µ‖Lp(BH(z))
= inf
µ∈IPm−1
‖piz − µ‖Lp(BH(z))
≤ ‖piz‖Lp(BH(z))
≤ |BH(z)|
1
p‖piz‖L∞(BH(z))
= ω (detH(z))−
1
2p‖piz ◦H(z)− 12‖
= ω‖piz ◦M(z)− 12‖
≤ ω,
where ω := |B(0, 1)| denotes the volume of the unit euclidean ball. We used in the third
line the proportionality relation H(z) = (detM(z))−
1
mp+dM(z) and the fact that piz is
homogeneous of degree m, which imply
detH(z) = detM(z)
mp
mp+d and ‖piz ◦H(z)− 12‖ = (detM(z))
m
2(mp+d)‖piz ◦M(z)− 12‖.
The convergence (6.86) is uniform over all z ∈ [0, 1]d, and therefore
lim
λ→∞
λmpeλ2H(f)
p
p = lim
λ→∞
λmp
∫
[0,1]d
√
det(λ2H(z))eλ2H(f ; z)
p
pdz
=
∫
[0,1]d
√
detH(z)
(
lim
λ→∞
λmp+deλ2H(f ; z)
p
p
)
dz
≤ ωp
∫
[0,1]d
√
detH(z)dz.
= ωpm(H).
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Since m(λ2H) = λdm(H) we therefore obtain injecting (6.84)
lim
λ→∞
m(λ2H)
m
d eλ2H(f)p ≤ ωm(H)
m
d
+ 1
p
= C‖K(dmf)‖Lτ ([0,1]d) + ε,
which concludes the proof.
6.5.5 The shape function is equivalent to a continuous function
The shape functions K, La and Lg are defined in §6.1.5 by an infimum, which may
or may not be attained, over the collection SLd of all matrices of unit determinant. One
can infer from this property that the shape functions are upper-semi continuous, but they
are not continuous in general as illustrated in Remark 2.4.7 (in Chapter 2) for the shape
function K when m = 4 and d = 2.
The purpose of this subsection is to establish the following theorem, which states that
the shape functions are nevertheless uniformly equivalent to a continuous function on IHm.
Theorem 6.5.14. There exists a constant C = C(m, d) and three continuous functions
Kc, Lca and L
c
g on IHm such that for all pi ∈ IHm
C−1Kc(pi) ≤ K(pi) ≤ CKc(pi)
C−1Lca(pi) ≤ La(pi) ≤ CLca(pi)
C−1Lcg(pi) ≤ Lg(pi) ≤ CLcg(pi).
Note that in the case of the shape functions K and La, in dimension d = 2, this
theorem is a consequence of the explicit algebraic equivalents of these shape functions
given in Chapters 2 and 3.
The analysis presented below applies to all three shape functions, without restriction
on the dimension d. As observed in §6.5.3 the shape functions La and Lg are uniformly
equivalent on IHm to the functions L
∗
a and L
∗
g respectively, defined for all pi ∈ IHm by
L∗a(pi) := inf
A∈SLd
√
‖G(pi) ◦ A‖, (6.87)
L∗g(pi) := inf
A∈SLd
‖A−1‖‖pi ◦ A‖, (6.88)
where G(pi) := |∇pi|2 ∈ IH2m−2. Let us also recall that
K(pi) := inf
A∈SLd
‖pi ◦ A‖. (6.89)
The fact that L∗a is uniformly equivalent to a continuous function therefore directly follows
from the same property for the shape function K (in degree 2m − 2 instead of m), by
composition with the continuous functions G : IHm → IH2m−2 and
√· : R+ → R+.
The next lemma gives a criterion on the lower semi-continuous envelope of a function,
which guarantees that it is equivalent to a continuous function.
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Lemma 6.5.15. Let (X, dX) be an arbitrary metric space, and let f : X → R+. We
define the lower semi continuous envelope f of f as follows : for all x ∈ X
f(x) := lim
ε→0
inf
y∈B(x,ε)
f(y).
Assume that f is upper semi-continuous and that there exists a constant C such that
f(x) < Cf(x) or f(x) = 0 (6.90)
for all x ∈ X. Then there exists a continuous function f c ∈ C0(X,R+) such that
C−1f c ≤ f ≤ Cf c. (6.91)
Proof: For each n ∈ ZZ we define the set
En := {x ∈ X ; f(x) ≥ Cn}, (6.92)
which is closed since f is upper semi-continuous. For any x ∈ X \ En there exists a
sequence (xk)k≥0, xk ∈ X \ En (hence f(xk) < C), converging to x. Therefore
f(x) ≤ lim inf
k→∞
f(xk) ≤ C.
Combining this with (6.90) we obtain that x /∈ En+1, hence the closed sets En+1 and
X \ En are disjoint. We denote by (rn)n∈ZZ, rn ∈ C0(X, [0, 1]), a family of continuous
functions such that
rn|En+1 = 1 and rn|X\En = 0.
The simplest construction of such functions is the following :
rn(x) :=
dX(x,X \ En)
dX(x,X \ En) + dX(x,En+1) ,
where dX(x,E) := inf{dX(x, e) ; e ∈ E}. We define a function r : X → [−∞,∞) (observe
that −∞ is included) by the sum
r(x) :=
∑
n<0
(rn(x)− 1) +
∑
n≥0
rn(x).
For each n ∈ ZZ the function r is equal to n + rn + rn+1 on the open set int(En \ En+2).
Furthermore
En+1 \ En+2 ⊂ {x ∈ X ; f(x) < Cn+2 and f(x) > Cn} ⊂ int(En \ En+2),
therefore r is continuous on the reunion⋃
n∈ZZ
int(En \ En+2) ⊃
⋃
n∈ZZ
En+1 \ En+2 = {x ∈ X ; f(x) > 0}.
Consider x ∈ X such that f(x) = 0, hence r(x) = −∞. Since f is upper semi-continuous
there exists for each n ∈ ZZ a constant δ > 0 such that f < Cn on B(x, δ). It follows that
r ≤ n on B(x, δ), hence that r is continuous at x, in the topology of [−∞,∞).
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The function r is therefore continuous on the whole space X. Since C ≥ 1 the function
f c : X → R+ defined by
f c(x) := C r(x),
is therefore also continuous. We have f c(x) = 0 if and only if r(x) = −∞, which is
equivalent to f(x) = 0. Furthermore for each n ∈ ZZ and each x ∈ En \ En+1 we have
Cn ≤ f(x) < Cn+1 and Cn ≤ f c(x) ≤ Cn+1 by construction, which establishes (6.91) and
concludes the proof of this lemma. 
The proofs that the functionsK and L∗g are uniformly equivalent on IHm to a continuous
function are extremely similar. The case of L∗g is nevertheless slightly more involved due
to the term ‖A−1‖ appearing in (6.88) which is not present in (6.89). We therefore focus
our attention on L∗g, and we leave to the reader the details of the adaptation of the proof
to the shape function K.
We define an auxiliary function L on Md × IHm as follows : for all (B, pi) ∈Md × IHm
L(B, pi) := inf
A∈SLd
‖A−1B‖‖pi ◦ A‖, (6.93)
hence L(Id, pi) = Lg(pi) for all pi ∈ IHm.
The function L is upper semi continuous since it is defined as the infimum of a family
of continuous functions. Hence for any converging sequence (Bn, pin)→ (B, pi) in Md×IHm
we have
L(B, pi) ≥ lim sup
n→∞
L(Bn, pin).
The next lemma shows that this inequality becomes an equality if the limit is zero.
Lemma 6.5.16. For any converging sequence (Bn, pin)→ (B, pi) in Md×IHm the following
holds :
if lim
n→∞
L(Bn, pin) = 0 then L(B, pi) = 0.
Proof: If L(Bn, pin)→ 0 then there exists a sequence (An)n≥0, An ∈ SLd, such that
lim
n→∞
‖A−1n Bn‖‖pin ◦ An‖ = 0. (6.94)
For each n we consider the principal value decomposition An = UnDnVn, where Un, Vn ∈
Od and Dn is a diagonal matrix satisfying detDn = 1, with positive diagonal coefficients
tn = (tn,1, · · · , tn,d). We have for any n ≥ 0, since Vn is orthogonal,
‖A−1n Bn‖‖pi ◦ An‖ = ‖V Tn D−1n UTn Bn‖‖pi ◦ (UnDnVn)‖
= ‖D−1n UTn Bn‖‖pi ◦ (UnDn)‖.
Since the collection Od of orthogonal matrices is compact, the sequence of orthogonal
matrices Un admits a converging sub-sequence Uϕ(n) → U . We define B′ := UTB, pi′ :=
pi ◦ U , and we observe that since | detU | = 1
L(B, pi) = L(B′, pi′). (6.95)
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We also define for each n
B′n := U
T
ϕ(n)Bϕ(n), pi
′
n := piϕ(n) ◦ Uϕ(n), and D′n := Dϕ(n),
in such way that
lim
n→∞
(B′n, pi
′
n) = (B
′, pi′) and lim
n→∞
‖D′−1n B′n‖‖pi′n ◦D′n‖ = 0. (6.96)
We thus recognize our starting point (6.94) except that the matrices An are replaced with
diagonal matrices D′n, of coefficients
t′n := (t
′
n,1, · · · , t′n,d) = (tϕ(n),1, · · · , tϕ(n),d).
In order to avoid notational clutter we do not keep track of the sub-sequence extraction,
and until the end of this proof we write pi, pin, B, Bn, Dn, tn and tn,i for the variables pi
′,
pi′n, B
′, B′n, D
′
n, t
′
n and t
′
n,i.
We denote by I ⊂ {1, · · · , d} the collection of indices i such that the associated line
of B is nonzero. There exists a constant c > 0 such that for all n sufficiently large
‖D−1n Bn‖ ≥ cmax
i∈I
t−1n,i. (6.97)
We denote by Λ the collection of exponents
Λ := {α ∈ ZZd+ ; |α| ≤ m}
and by piα, pin,α the coefficients of pi and pin respectively :
pi =
∑
α∈Λ
piαZ
α and pin =
∑
α∈Λ
pin,αZ
α.
It follows from (6.96) and (6.97) that for any α ∈ Λ we have
lim
n→∞
(
max
i∈I
t−1n,i
)
pin,αt
α
n = 0. (6.98)
For each t = (t1, · · · , td) ∈ Rd+ we define
Λ(t) :=
{
α ∈ Λ ;
(
max
i∈I
t−1i
)
tα ≥ 1
}
.
The set Λ has only a finite number of subsets, since it is finite. Hence there exists an
extraction ψ such that Λ∗ := Λ(tψ(n)) does not depend on n. In view of (6.98) we thus
have for all α ∈ Λ∗
piα = lim
n→∞
piψ(n),α = 0.
Defining D := Dψ(0), and denoting by t = (t1, · · · , td), its diagonal coefficients we thus
obtain
lim
n→∞
‖D−nB‖‖pi ◦Dn‖ = 0.
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Indeed ‖D−nB‖ ≤ C maxi∈I t−ni and(
max
i∈I
t−ni
)
piαt
nα = piα
(
tα max
i∈I
t−1i
)n
,
which equals 0 if α ∈ Λ∗, and tends to zero if α ∈ Λ \ Λ∗. It follows that L(B, pi) = 0 as
announced. 
The next lemma compares the function L with its lower semi-continuous envelope.
Lemma 6.5.17. There exists a constant C such that L ≤ CL on Md × IHm.
Proof: We denote by A the following compact subset of Md × IHm
A := {(B, pi) ∈Md × IHm ; ‖B‖ = ‖pi‖ = 1 and ‖A−1B‖‖pi ◦ A‖ ≥ 1 for all A ∈ SLd}.
It follows from the definition (6.93) of L that L(B, pi) = 1 for all (B, pi) ∈ A. Therefore
L does not vanish on A according to Lemma 6.5.16. Since L is lower semi continuous, it
attains its minimum on A, we thus define
C−1 := inf
A
L.
Let (B, pi) ∈Md × IHm, and let (An)n≥0, An ∈ SLd, be a sequence such that
lim
n→∞
‖A−1n B‖‖pi ◦ An‖ = L(B, pi) := inf
A∈SLd
‖A−1B‖‖pi ◦ A‖. (6.99)
If L(B, pi) = 0, then L(B, pi) = 0 and there is nothing to prove, we may therefore assume
that L(B, pi) > 0. We have for each n ≥ 0
L
(
A−1n B
‖A−1n B‖
,
pi ◦ An
‖pi ◦ An‖
)
=
L(B, pi)
‖A−1n B‖‖pi ◦ An‖
,
which tends to L(B, pi)/L(B, pi) as n → ∞. Consider an extraction ϕ such that the
following quantities converge
lim
n→∞
A−1ϕ(n)B
‖A−1ϕ(n)B‖
= B∗ and lim
n→∞
pi ◦ Aϕ(n)
‖pi ◦ Aϕ(n)‖ = pi∗.
We now prove that (B∗, pi∗) ∈ A. We first remark that ‖B∗‖ = ‖pi∗‖ = 1 by construc-
tion. Assume for contradiction that there exists A ∈ GLd such that ‖A−1B∗‖‖pi∗ ◦ A‖ =
δ < 1. We obtain
lim
n→∞
‖(Aϕ(n)A)−1B‖‖pi ◦ (Aϕ(n)A)‖
= lim
n→∞
‖A−1(A−1ϕ(n)B)‖
‖A−1ϕ(n)B‖
‖(pi ◦ Aϕ(n)) ◦ A‖
‖pi ◦ Aϕ(n)‖ ‖A
−1
ϕ(n)B‖‖pi ◦ Aϕ(n)‖
= δL(B, pi)
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which contradicts the definition (6.93) of L, hence (B∗, pi∗) ∈ A as announced. We thus
obtain, since L is lower semi continuous,
lim
n→∞
L
(
A−1n B
‖A−1n B‖
,
pi ◦ An
‖pi ◦ An‖
)
≥ L(B∗, pi∗) ≥ C−1.
If follows that CL(B, pi) ≥ L(B, pi), which concludes the proof of this lemma. 
We now conclude the proof that L∗g is equivalent to a continuous function. Applying
Lemma 6.5.15 to the function L and the constant C + 1, where C is the constant from
Lemma 6.5.17, we obtain that that L is equivalent to a continuous function on Md× IHm.
Recalling that L∗g(pi) = L(Id, pi) we obtain that L
∗
g is also equivalent to a continuous
function, on IHm, which concludes the proof of Theorem 6.5.14.
328 Chapter 6. Approximation theory based on metrics
Part IV
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7.1 Introduction
Approximation by piecewise polynomial functions is a standard procedure which occurs
in various applications. In some of them such as terrain data simplification or image
compression, the function to be approximated might be fully known, while it might be
only partially known or fully unknown in other applications such as denoising, statistical
learning or in the finite element discretization of PDE’s.
In all these applications, one usually makes the distinction between uniform and adap-
tive approximation. In the uniform case, the domain of interest is decomposed into a
partition where all elements have comparable shape and size, while these attributes are
allowed to vary strongly in the adaptive case. In the context of adaptive triangulations,
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another important distinction is between isotropic and anisotropic triangulations. In the
first case the triangles satisfy a condition which guarantees that they do not differ too
much from equilateral triangles. This can either be stated in terms of a minimal value
θ0 > 0 for every angle, or by a uniform bound on the aspect ratio
ρT :=
hT
rT
of each triangle T where hT and rT respectively denote the diameter of T and of its largest
inscribed disc. In the second case, which is in the scope of the present chapter, the aspect
ratio is allowed to be arbitrarily large, i.e. long and thin triangles are allowed. In summary,
adaptive and anisotropic triangulations mean that we do not fix any constraint on the
size and shape of the triangles.
Given a function f and a norm ‖ · ‖X of interest, we can formulate the problem of
finding the optimal triangulation for f in the X-norm in two related forms :
– For a given N find a triangulation TN with N triangles and a piecewise polynomial
function fN (of some fixed degree) on TN such that ‖f − fN‖X is minimized.
– For a given ε > 0 find a triangulation TN with minimal number of triangles N and
a piecewise polynomial function fN such that ‖f − fN‖X ≤ ε.
In this chapter X will be the Lp norm for some arbitrary 1 ≤ p ≤ ∞. The exact solution
to such problems is usually out of reach both analytically and algorithmically : even when
restricting the search of the vertices to a finite grid, the number of possible triangulations
has combinatorial complexity and an exhaustive search is therefore prohibitive.
Concrete mesh generation algorithms have been developed in order to generate in
reasonable time triangulations which are “close” to the above described optimal trade-off
between error and complexity. They are typically governed by two intuitively desirable
features :
1. The triangulation should equidistribute the local approximation error between each
triangle. This rationale is typically used in local mesh refinement algorithms for
numerical PDE’s [90] : a triangle is refined when the local approximation error
(estimated by an a-posteriori error indicator) is large.
2. In the case of anisotropic meshes, the local aspect ratio should in addition be op-
timally adapted to the approximated function f . In the case of piecewise linear
approximation, this is achieved by imposing that the triangles are isotropic with
respect to a distorted metric induced by the Hessian d2f . We refer in particular
to [16] where this task is executed using Delaunay mesh generation techniques.
While these last algorithms fastly produce anisotropic meshes which are naturally
adapted to the approximated function, they suffer from two intrinsic limitations :
1. They are based on the evaluation of the Hessian d2f , and therefore do not in principle
apply to arbitrary functions f ∈ Lp(Ω) for 1 ≤ p ≤ ∞ or to noisy data.
2. They are non-hierarchical : for N > M , the triangulation TN is not a refinement of
TM .
One way to circumvent the first limitation is to regularize the function f , either by
projection onto a finite element space or by convolution by a mollifier. However this raises
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the additional problem of appropriately tuning the amount of smoothing, in particular
depending on the noise level in f .
The need for hierarchical triangulations is critical in the construction of wavelet bases,
which play an important role in applications to image and terrain data processing, in
particular data compression [31]. In such applications, the multilevel structure is also of
key use for the fast encoding of the information. Hierarchy is also useful in the design
of optimally converging adaptive methods for PDE’s [12, 50, 74, 87]. However, all these
developments are so far mostly restricted to isotropic refinement methods. Let us mention
that hierarchical and anisotropic triangulations have been investigated in [64], yet in this
work the triangulations are fixed in advance and therefore generally not adapted to the
approximated function.
A natural objective is therefore to design adaptive algorithmic techniques that combine
hierarchy and anisotropy, and that apply to any function f ∈ Lp(Ω), without any need for
regularization.
In this chapter we propose and study a simple greedy refinement procedure that achieves
this goal : starting from an initial triangulation D0, the procedure bisects every triangle
from one of its vertices to the mid-point of the opposite segment. The choice of the vertex
is typically the one which minimizes the new approximation error after bisection among
the three options.
Surprisingly, it turns out that - in the case of piecewise linear approximation - this
elementary strategy tends to generate anisotropic triangles with optimal aspect ratio. This
fact is rigorously proved in Chapter 8 which establishes optimal error estimates for the
approximation of smooth and convex functions f ∈ C2, by adaptive triangulations TN with
N triangles. These triangulations are obtained by consecutively applying the refinement
procedure to the triangle of maximal error. The estimates in Chapter 8 are of the form
‖f − fN‖Lp ≤ CN−1‖
√
|det(d2f)|‖Lτ , 1
τ
=
1
p
+ 1, (7.1)
and were already established in [4, 27] for functions which are not necessarily convex,
however based on triangulations which are non-hierarchical and based on the evaluation
of d2f . Note that (7.1) improves on the estimate
‖f − fN‖Lp ≤ CN−1‖d2f‖Lτ , 1
τ
=
1
p
+ 1. (7.2)
which can be established, see §8.2 in the next chapter, for adaptive triangulations with
isotropic triangles, and which itselfs improves on the classical estimate
‖f − fN‖Lp ≤ CN−1‖d2f‖Lp , (7.3)
which is known to hold for uniform triangulations.
The main objective of the present chapter is to introduce the refinement procedure
as well as several approximation methods based on it, and to study their convergence for
an arbitrary function f ∈ Lp. In §7.2, we introduce notation that serves to describe the
334 Chapter 7. Adaptive and anisotropic multiresolution analysis
refinement procedure and define the anisotropic hierarchy of triangulations (Dj)j≥0. We
show how this general framework can be used to derive adaptive approximations of f either
by triangulations based on greedy or optimal trees, or by wavelet thresholding. In §7.3, we
show that as defined, the approximations produced by the refinement procedure may fail
to converge for certain f ∈ Lp and show how to modify the procedure so that convergence
holds for any arbitrary f ∈ Lp. We finally present in §7.4 some numerical tests which
illustrate the optimal mesh adaptation, in the case of piecewise linear elements, when the
refinement procedure is applied either to synthetic functions or to numerical images.
7.2 An adaptive and anisotropic multiresolution fra-
mework
7.2.1 The refinement procedure
Our refinement procedure is based on a local approximation operator AT acting from
Lp(T ) onto IPm - the space of polynomials of total degree less or equal to m. Here, the
parameters m ≥ 0 and 1 ≤ p ≤ ∞ are arbitrary but fixed. For a generic triangle T , we
denote by (a, b, c) its edge vectors oriented in clockwise or anticlockwise direction so that
a+ b+ c = 0.
We define the local Lp approximation error
eT (f)p := ‖f −ATf‖Lp(T ).
The most natural choice for AT is the operator BT of best Lp(T ) approximation which is
defined by
‖f − BTf‖Lp(T ) = min
pi∈IPm
‖f − pi‖Lp(T ).
However this operator is non-linear and not easy to compute when p 6= 2. In practice, one
prefers to use an operator which is easier to compute, yet nearly optimal in the sense that
‖f −ATf‖Lp(T ) ≤ C inf
pi∈IPm
‖f − pi‖Lp(T ), (7.4)
with C a Lebesgue constant independent of f and T . Two particularly simple admissible
choices of approximation operators are the following :
1. AT = PT , the L2(T )-orthogonal projection onto IPm, defined by PTf ∈ IPm such
that
∫
T
(f − PTf)pi = 0 for all pi ∈ IPm. This operator has finite Lebesgue constant
for all p, with C = 1 when p = 2 and C ≥ 1 otherwise.
2. AT = IT , the local interpolation operator which is defined by ITf ∈ IPm such that
ITf(γ) = f(γ) for all γ ∈ Σ := {
∑
ki
m
vi ; ki ∈ IN,
∑
ki = m} where {v1, v2, v3} are
the vertices of T (in the case m = 0 we can take for Σ the barycenter of T ). This
operator is only defined on continuous functions and has Lebesgue constant C > 1
in the L∞ norm.
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All our results are simultaneously valid when AT is either PT or IT (in the case where
p =∞), or any linear operator that fulfills the continuity assumption (7.4).
Given a target function, our refinement procedure defines by induction a hierarchy
of nested triangulations (Dj)j≥0 with #(Dj) = 2j#(D0). The procedure starts from the
coarse triangulation D0 of Ω, which is fixed independently of f . When Ω = [0, 1]2 we may
split it into two symmetric triangles so that #(D0) = 2. For every T ∈ Dj, we split T
into two sub-triangles of equal area by bisection from one of its three vertices towards the
mid-point of the opposite edge e ∈ {a, b, c}. We denote by T 1e and T 2e the two resulting
triangles. The choice of e ∈ {a, b, c} is made according to a refinement rule that selects
this edge depending on the properties of f . We denote by R this refinement rule, which
can therefore be viewed as a mapping
R : (f, T ) 7→ e.
We thus obtain two children of T corresponding to the choice e. Dj+1 is the triangulation
consisting of all such pairs corresponding to all T ∈ Dj.
In this chapter, we consider refinement rules where the selected edge e minimizes a
decision function e 7→ dT (e, f) among {a, b, c}. We refer to such rules as greedy refinement
rules. A more elaborate type of refinement rule is also considered in §7.3.3.
The role of the decision function is to drive the generation of anisotropic triangles
according to the local properties of f , in contrast to simpler procedures such as newest
vertex bisection (i.e. split T from the most recently created vertex) which is independent
of f and generates triangulations with isotropic shape constraint.
Therefore, the choice of dT (e, f) is critical in order to obtain triangles with an optimal
aspect ratio. The most natural choice corresponds to the optimal split
dT (e, f) = eT 1e (f)
p
p + eT 2e (f)
p
p, (7.5)
i.e. choose the edge that minimizes the resulting Lp error after bisection. It is proved in
Chapter 8 in the case of piecewise linear approximation, that when f is a C2 function
which is strictly convex or concave the refinement rule based on the decision function
dT (e, f) = ‖f − IT 1e f‖L1(T 1e ) + ‖f − IT 2e f‖L1(T 2e ). (7.6)
generates triangles which tend to have have an optimal aspect ratio, locally adapted to
the Hessian d2f . This aspect ratio is independent of the Lp norm in which one wants to
minimize the error between f and its piecewise affine approximation.
Remark 7.2.1. If the minimizer e is not unique, we may choose it among the multiple
minimizers either randomly or according to some prescribed ordering of the edges (for
example the largest coordinate pair of the opposite vertex in lexicographical order).
Remark 7.2.2. The triangulations Dj which are generated by the greedy procedure are in
general non-conforming, i.e. exhibit hanging nodes. This is not problematic in the present
setting since we consider approximation in the Lp norm which does not require global
continuity of the piecewise polynomial functions.
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The refinement rule R defines a multiresolution framework. For a given f ∈ Lp(Ω)
and any triangle T we denote by
C(T ) := {T1, T2},
the children of T which are the two triangles obtained by splitting T based on the pres-
cribed decision function dT (e, f). We also say that T is the parent of T1 and T2 and
write
T = P(T1) = P(T2).
Note that
Dj := ∪T∈Dj−1C(T ).
We also define
D := ∪j≥0Dj,
which has the structure of an infinite binary tree. Note that Dj depends on f (except for
j = 0) and on the refinement rule R, and thus D also depends on f and R :
Dj = Dj(f,R) and D = D(f,R).
For notational simplicity, we sometimes omit the dependence in f and R when there is
no possible ambiguity.
7.2.2 Adaptive tree-based triangulations
A first application of the multiresolution framework is the design of adaptive anisotro-
pic triangulations TN for piecewise polynomial approximation, by a greedy tree algorithm.
For any finite sub-tree S ⊂ D, we denote by
L(S) := {T ∈ S s.t. C(T ) /∈ S}
its leaves which form a partition of Ω. We also denote by
I(S) := S \ L(S),
its inner nodes. Note that any finite partition of Ω by elements of D is the set of leaves
of a finite sub-tree. One easily checks that
#(S) = 2#(L(S))−N0.
For each N , the greedy tree algorithm defines a finite sub-tree SN of D which grows
from SN0 := D0 = TN0 , by adding to SN−1 the two children of the triangle T ∗N−1 which
maximizes the local Lp-error eT (f)p over all triangles in TN−1.
The adaptive partition TN associated with the greedy algorithm is defined by
TN := L(SN).
Similarly to D, the triangulation TN depends on f and on the refinement rule R, but also
on p and on the choice of the approximation operator AT . We denote by fN the piecewise
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polynomial approximation to f which is defined as ATf on each T ∈ TN . The global Lp
approximation error is thus given by
‖f − fN‖Lp = ‖(eT (f)p)‖`p(TN ).
Stopping criterions for the algorithm can be defined in various ways :
– Number of triangles : stop once a prescribed N is attained.
– Local error : stop once eT (f)p ≤ ε for all T ∈ TN , for some prescribed ε > 0.
– Global error : stop once ‖f − fN‖Lp ≤ ε for some prescribed ε > 0.
Remark 7.2.3. The role of the triangle selection based on the largest eT (f)p is to equi-
distribute the local Lp error, a feature which is desirable when we want to approximate f
in Lp(Ω) with the smallest number of triangles. However, it should be well understood that
the refinement rule may still be chosen based on a decision function defined by approxima-
tion errors in norms that differ from Lp. In particular, as explained earlier, the decision
function (7.6) generates triangles which tend to have have an optimal aspect ratio, locally
adapted to the Hessian d2f when f is strictly convex or concave, and this aspect ratio is
independent of the Lp norm in which one wants to minimize the error between f and its
piecewise affine approximation.
The greedy algorithm is one particular way of deriving an adaptive triangulation for
f within the multiresolution framework defined by the infinite tree D. An interesting
alternative is to build adaptive triangulations within D which offer an optimal trade-
off between error and complexity. This can be done when 1 ≤ p < ∞ by solving the
minimization problem
min
S
{ ∑
T∈L(S)
eT (f)
p
p + λ#(S)
}
(7.7)
among all finite trees, for some fixed λ > 0. In this approach, we do not directly control the
number of triangles which depends on the penalty parameter λ. However, it is immediate
to see that if N = N(λ) is the cardinality of T ∗N = L(S∗) where S∗ is the minimizing tree,
then T ∗N minimizes the Lp approximation error
T ∗N := argmin
#(T )≤N
∑
T∈T
eT (f)
p
p,
where the minimum is taken among all partitions T of Ω within D of cardinality less than
or equal to N .
Due to the additive structure of the error term, the minimization problem (7.7) can
be performed in fast computational time using an optimal pruning algorithm of CART
type, see [17,49]. In the case p =∞ the associated minimization problem
min
S
{
sup
T∈L(S)
eT (f)∞ + λ#(S)
}
, (7.8)
can also be solved by a similar fast algorithm. It is obvious that this method improves
over the greedy tree algorithm : if N is the cardinality of the triangulation resulting from
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the minimization in (7.7) and f ∗N the corresponding piecewise polynomial approximation
of f associated with this triangulation, we have
‖f − f ∗N‖Lp ≤ ‖f − fN‖Lp ,
where fN is built by the greedy tree algorithm.
7.2.3 Anisotropic wavelets
The multiresolution framework allows us to introduce the piecewise polynomial mul-
tiresolution spaces
Vj = Vj(f,R) := {g s.t. g|T ∈ IPm, T ∈ Dj},
which depend on f and on the refinement rule R. These spaces are nested and we denote
by
V = V (f,R) = ∪j≥0Vj(f,R),
their union. For notational simplicity, we sometimes omit the dependence in f and R
when there is no possible ambiguity.
The Vj spaces may be used to construct wavelet bases, following the approach intro-
duced in [1] and that we describe in our present setting.
The space Vj is equipped with an orthonormal scaling function basis :
ϕiT , i = 1, · · · ,
1
2
(m+ 1)(m+ 2), T ∈ Dj,
where the ϕiT for i = 1, · · · , 12(m + 1)(m + 2) are supported in T and constitute an
orthonormal basis of IPm in the sense of L
2(T ) for each T ∈ D. There are several possible
choices for such a basis. In the particular case where m = 1, a simple one is to take for T
with vertices (v1, v2, v3),
ϕiT (vi) = |T |−1/2
√
3 and ϕiT (vj) = −|T |−1/2
√
3, j 6= i.
We denote by Pj the orthogonal projection onto Vj :
Pjg :=
∑
T∈Dj
∑
i
〈g, ϕiT 〉ϕiT .
We next introduce for each T ∈ Dj a set of wavelets
ψiT , i = 1, · · · ,
1
2
(m+ 1)(m+ 2),
which constitutes an orthonormal basis of the orthogonal complement of IPm(T ) into
IPm(T
′) ⊕ IPm(T ′′) with {T ′, T ′′} the children of T . In the particular case where m = 1,
a simple choice for such a basis is as follows : if (v1, v2, v3) and (w1, w2, w3) denote the
vertices of T ′ and T ′′, with the convention that v1 = w1 and v2 = w2 denote the common
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vertices, the second one being the midpoint of the segment (v3, w3) (i.e. T has vertices
(v3, w3, v1)), then
ψ1T :=
ϕ3
T ′−ϕ3T ′′√
2
,
ψ2T :=
ϕ1
T ′−ϕ2T ′−ϕ1T ′′+ϕ2T ′′
2
,
ψ3T :=
ϕ1
T ′−ϕ3T ′+ϕ1T ′′−ϕ3T ′′
2
.
where ϕiT ′ and ϕ
i
T ′′ are the above defined scaling functions.
The family
ψiT , i = 1, · · · ,
1
2
(m+ 1)(m+ 2), T ∈ Dj
constitutes an orthonormal basis of Wj, the L
2-orthogonal complement of V j in V j+1. A
multiscale orthonormal basis of VJ is given by
{ϕT}T∈D0 ∪ {ψiT}i=1,··· , 1
2
(m+1)(m+2),
T∈Dj , j=0,··· ,J−1
.
Letting J go to +∞ we thus obtain that
{ϕT}T∈D0 ∪ {ψiT}i=1,··· , 1
2
(m+1)(m+2),
T∈Dj , j≥0
is an orthonormal basis of the space
V (f,R)2 := V (f,R)L
2(Ω)
= ∪j≥0Vj(f,R)L
2(Ω)
.
For the sake of notational simplicity, we rewrite this basis as
(ψλ)λ∈Λ,
Note that V (f,R) is not necessarily dense in L2(Ω) and so V (f,R)2 is not always equal to
L2(Ω). Therefore, the expansion of an arbitrary function g ∈ L2(Ω) in the above wavelet
basis does not always converge towards g in L2(Ω). The same remark holds for the Lp
convergence of the wavelet expansion of an arbitrary function g ∈ Lp(Ω) (or C(Ω) in the
case p =∞) : Lp-convergence holds when the space
V (f,R)p := V (f,R)L
p(Ω)
coincides with Lp(Ω) (or contains C(Ω) in the case p =∞), since we have∥∥∥f −∑
|λ|<j
dλψλ
∥∥∥
Lp
= ‖f − Pjf‖Lp ≤ C inf
g∈Vj
‖f − g‖Lp ,
with C the Lebesgue constant in (7.4) for the orthogonal projector.
A sufficient condition for such a property to hold is obviously that the size of all
triangles goes to 0 as the level j increases, i.e.
lim
j→+∞
sup
T∈Dj
diam(T ) = 0.
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However, this condition might not hold for the hierarchy (Dj)j≥0 produced by the refine-
ment procedure. On the other hand, the multiresolution approximation being intrinsically
adapted to f , a more reasonable requirement is that the expansion of f converges towards
f in Lp(Ω) when f ∈ Lp(Ω) (or C(Ω) in the case p =∞). This is equivalent to the property
f ∈ V (f,R)p.
We may then define an adaptive approximation of f by thresholding its coefficients at
some level ε > 0 :
fε :=
∑
|fλ|≥ε
fλψλ,
where fλ := 〈f, ψλ〉. When measuring the error in the Lp norm, a more natural choice is to
perform thresholding on the component of the expansion measured in this norm, defining
therefore
fε :=
∑
‖fλψλ‖Lp≥ε
fλψλ.
We shall next see that the condition f ∈ V (f,R)p also ensures the convergence of the
tree-based adaptive approximations fN and f
∗
N towards f in L
p(Ω). We shall also see
that this condition may not hold for certain functions f , but that this difficulty can be
circumvented by a modification of the refinement procedure.
7.3 Convergence analysis
7.3.1 A convergence criterion
The following result relates the convergence towards f of its approximations by pro-
jection onto the spaces Vj(f,R), greedy and optimal tree algorithms, and wavelet thre-
sholding. This result is valid for any refinement rule R.
Theorem 7.3.1. Let R : (f, T ) 7→ e be an arbitrary refinement rule and let f ∈ Lp(Ω).
The following statements are equivalent :
(i) f ∈ V (f,R)p.
(ii) The greedy tree approximation converges : limN→+∞ ‖f − fN‖Lp = 0.
(iii) The optimal tree approximation converges : limN→+∞ ‖f − f ∗N‖Lp = 0.
In the case p = 2, they are also equivalent to :
(iv) The thresholding approximation converges : limε→0 ‖f − fε‖L2 = 0.
Proof : Clearly, (ii) implies (iii) since ‖f−f ∗N‖Lp ≤ ‖f−fN‖Lp . Since the triangulationDN
is a refinement of T ∗N , we also find that (iii) implies (i) as infg∈VN ‖f − g‖Lp ≤ ‖f − f ∗N‖Lp .
We next show that (i) implies (ii). We first note that a consequence of (i) is that
lim
j→+∞
sup
T∈Dj
eT (f)p = 0.
It follows that for any η > 0, there exists N(η) such that for N > N(η), all triangles
T ∈ TN satisfy
eT (f)p ≤ η.
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On the other hand, (i) means that for all ε > 0, there exists J = J(ε) such that
inf
g∈VJ
‖f − g‖Lp ≤ ε.
For N > N(η), we now split TN into T +N ∪ T −N where
T +N := TN ∩ (∪j≥JDj) and T −N := TN ∩ (∪j<JDj).
We then estimate the error of the greedy algorithm by
‖f − fN‖pLp =
∑
T∈T +N
eT (f)
p
p +
∑
T∈T −N
eT (f)
p
p
≤ Cp
∑
T∈T +N
inf
pi∈IPm
‖f − pi‖pLp(T ) + ηp#(T −N )
≤ Cp inf
g∈VJ
‖f − g‖pLp + ηp#(T −N )
≤ Cpεp + 2JN0ηp,
where C is the stability constant of (7.4). This implies (ii) since for any δ > 0, we can first
choose ε > 0 such that Cpεp < δ/2, and then choose η > 0 such that 2J(ε)N0η
p < δ/2.
When p =∞ the estimate is modified into
‖f − fN‖L∞ ≤ max{Cε, η},
which also implies (ii) by a similar reasoning.
We finally prove the equivalence between (i) and (iv) when p = 2. Property (i) is
equivalent to the L2 convergence of the orthogonal projection Pjf to f as j → +∞, or
equivalently of the partial sum ∑
|λ|<j
fλψλ
where |λ| stands for the scale level of the wavelet ψλ. Since (ψλ)λ∈Λ is an orthonormal
basis of V (f,R)2, the summability and limit of
∑
λ∈Λ fλψλ do not depend on the order of
the terms. Therefore (i) is equivalent to the convergence of fε to f . 
Remark 7.3.2. The equivalence between statements (i) and (iv) can be extended to 1 <
p < ∞ by showing that (ψλ)λ∈Λ is an Lp-unconditional system. Recall that this property
means that there exists an absolute constant C > 0 such that for any finitely supported
sequences (cλ) and (dλ) such |cλ| ≤ |dλ| for all λ, one has
‖
∑
cλψλ‖Lp ≤ C‖
∑
dλψλ‖Lp .
A consequence of this property is that if f ∈ Lp can be expressed as the Lp limit
f = lim
j→+∞
∑
|λ|<j
fλψλ,
then any rearrangement of the series
∑
fλψλ converges towards f in L
p. This easily
implies the equivalence between (i) and (iv). The fact that (ψλ)λ∈Λ is an unconditional
system is well known for Haar systems [63] which correspond to the case m = 0, and can
be extended to m > 0 in a straightforward manner.
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7.3.2 A case of non-convergence
We now show that if we use a greedy refinement rule R based on a decision function ei-
ther based on the interpolation or L2 projection error after bisection, there exists functions
f ∈ Lp(Ω) such that f /∈ V (f,R)p. Without loss of generality, it is enough to construct
f on the reference triangle Tref of vertices {(0, 0), (1, 0), (1, 1)}, since our construction can
be adapted to any triangle by an affine change of variables.
Consider first a decision function defined from the interpolation error after bisection,
such as (7.6), or more generally
dT (f, e) := ‖f − IT 1e f‖pLp(T 1e ) + ‖f − IT 2e f‖
p
Lp(T 2e )
.
Let f be a continuous function which is not identically 0 on Tref and which vanishes at all
points (x, y) such that x = k
2m
for k = 0, 1, · · · , 2m, where m is the degree of polynomial
approximation. For such an f , it is easy to see that ITf = 0 and that IT ′f = 0 for all
subtriangles T ′ obtained by one bisection of Tref . This shows that there is no preferred
bisection. Assuming that we bisect from the vertex (0, 0) to the opposite mid-point (1, 1
2
),
we find that a similar situation occurs when splitting the two subtriangles. Iterating this
observation, we see that an admissible choice of bisections leads after j steps to a triangula-
tion Dj of Tref consisting of the triangles Tj,k with vertices {(0, 0), (1, 2−jk), (1, 2−j(k+1))}
with k = 0, · · · , 2j−1. On each of these triangles f is interpolated by the null function and
therefore by (7.4) the best L∞ approximation in Vj does not converge to f as j → +∞,
i.e. f /∈ V (f,R)∞. It can also easily be checked that f /∈ V (f,R)p.
Similar counter-examples can be constructed when the decision function is defined
from the L2 projection error, and has the form
dT (f, e) := ‖f − PT 1e f‖pLp(T 1e ) + ‖f − PT 2e f‖
p
Lp(T 2e )
.
Here, we describe such a construction in the case m = 1. We define f on R as a function
of the first variable given by
f(x, y) = u(x), if x ∈
[
0,
1
2
]
, f(x, y) = u
(
x− 1
2
)
, if x ∈
(
1
2
, 1
]
,
where u is a non-trivial function in L2([0, 1
2
]) such that∫ 1
2
0
u(x)dx =
∫ 1
2
0
xu(x)dx =
∫ 1
2
0
x2u(x)dx = 0.
A possible choice is u(x) = L3(4x−1) = 160x3−120x2 +24x−1 where L3 is the Legendre
polynomial of degree 3 defined on [−1, 1]. With this choice, we have the following result.
Lemma 7.3.3. Let T be any triangle such that its vertices have x coordinates either
(0, 1
2
, 1) or (0, 1, 1) or (1
2
, 1, 1). Then f is orthogonal to IP1 in L
2(T ).
Proof : Define
T0 :=
{
(x, y) ∈ T, x ∈
[
0,
1
2
]}
and T1 :=
{
(x, y) ∈ T, x ∈
(
1
2
, 1
]}
.
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Then, with v(x, y) being either the function 1 or x or y, we have∫
T
f(x, y)v(x, y)dxdy =
∫
T0
u(x)v(x, y)dxdy +
∫
T1
u(x)v(x, y)dxdy
=
∫ 1
2
0
u(x)q0(x)dx+
∫ 1
2
0
u(x)q1(x)dx,
with
q0(x) :=
∫
T0,x
v(x, y)dy, q1(x) :=
∫
T1,x
v(x, y)dy,
where Ti,x = {y : (x, y) ∈ Ti} for i = 0, 1. The functions q0 and q1 are polynomials of
degree at most 2 and we thus obtain from the properties of u that
∫
T
fv = 0. 
The above lemma shows that for any of the three possible choices of bisection of Tref
based on the L2 decision function, the error is left unchanged since the projection of f on
all possible sub-triangle is 0. There is therefore no preferred choice, and assuming that we
bisect from the vertex (0, 0) to the opposite mid-point (1, 1
2
), then we see that a similar
situation occurs when splitting the two subtriangles. The rest of the arguments showing
that f /∈ V (f,R)p are the same as in the previous counter-example.
The above two examples of non-convergence reflect the fact that when f has some
oscillations, the refinement procedure cannot determine the most appropriate bisection.
In order to circumvent this difficulty one needs to modify the refinement rule.
7.3.3 A modified refinement rule
Our modification consists of bisecting from the most recently generated vertex of T ,
in case the local error is not reduced enough by all three bisections. More precisely, we
modify the choice of the bisection of any T as follows :
Let e be the edge which minimizes the decision function dT (e, f). If(
eT 1e (f)
p
p + eT 2e (f)
p
p
)1/p ≤ θeT (f),
we bisect T towards the edge e (greedy bisection). Otherwise, we bisect T from its most
recently generated vertex (newest vertex bisection). Here θ is a fixed number in (0, 1). In
the case p =∞ we use the condition
max{eT 1e (f), eT 2e (f)} ≤ θeT (f).
This new refinement rule benefits from the mesh size reduction properties of newest vertex
bisection. Indeed, a property illustrated in Figure 7.1 is that a sequence {BNN} of one
arbitrary bisection (B) followed by two newest vertex bisections (N) produces triangles
with diameters bounded by half the diameter of the initial triangle. A more general pro-
perty - which proof is elementary yet tedious - is the following : a sequence of the type
{BNB · · ·BN} of length k + 2 with a newest vertex bisection at iteration 2 and k + 2
produces triangles with diameter bounded by (1 − 2−k) times the diameter of the initial
triangle, the worst case being illustrated in Figure 7.2 with k = 3.
Our next result shows that the modified algorithm now converges for any f ∈ Lp.
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Figure 7.1 – Diameter reduction by a {BNN} sequence
Figure 7.2 – Diameter reduction by a {BNBBN} sequence (the dark triangle has dia-
meter at most 7/8 times the initial diameter)
Theorem 7.3.4. With R defined as the modified bisection rule, we have
f ∈ V (f,R)p,
for any f ∈ Lp(Ω) (or C(Ω) when p =∞).
Proof : We first give the proof when p < ∞. For each triangle T ∈ Dj with j ≥ 1, we
introduce the two quantities
α(T ) :=
eT (f)
p
p
eT (f)
p
p + eT ′(f)
p
p
and β(T ) :=
eT (f)
p
p + eT ′(f)
p
p
eP(T )(f)
p
p
,
where T ′ is the “brother” of T , i.e. C(P(T )) = {T, T ′}. When a greedy bisection occurs in
the split of P(T ), we have β(T ) ≤ θp. When a newest vertex bisection occurs, we have
β(T ) ≤ Cp
infpi∈IPm ‖f − pi‖pLp(T ) + infpi∈IPm ‖f − pi‖pLp(T ′)
infpi∈IPm ‖f − pi‖pLp(P(T ))
≤ Cp,
where C is the constant of (7.4).
We now consider a given level index j > 0 and the triangulation Dj. For each T ∈ Dj,
we consider the chain of nested triangles (Tn)
j
n=0 with Tj = T and Tn−1 = P(Tn), n =
j, j − 1, · · · , 1. We define
α(T ) =
j∏
n=1
α(Tn) and β(T ) =
j∏
n=1
β(Tn).
It is easy to see that
α(T )β(T ) =
eT (f)
p
p
eT0(f)
p
p
so that
eT (f)
p
p ≤ C0α(T )β(T ),
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with C0 := maxT0∈D0 eT0(f)
p
p. It is also easy to check by induction on j that∑
T∈Dj
α(T ) =
∑
T∈Dj−1
α(T ) = · · · =
∑
T∈D1
α(T ) = #D0.
We denote by fj the approximation to f in Vj defined by fj = ATf on all T ∈ Tj so that
‖f − fj‖pLp =
∑
T∈Dj
eT (f)
p
p.
In order to prove that fj converges to f in L
p, it is sufficient to show that the sequence
εj := max
T∈Dj
min{β(T ), diam(T )},
tends to 0 as j grows. Indeed, if this holds, we split Dj into two sets D+j and D−j over
which β(T ) ≤ εj and diam(T ) ≤ εj respectively. We can then write
‖f − fj‖pLp =
∑
T∈D+j
eT (f)
p
p +
∑
T∈D−j
eT (f)
p
p
≤ C0εj
∑
T∈D+j
α(T ) + Cp
∑
T∈D−j
inf
pi∈IPm
‖f − pi‖pLp(T )
≤ C0#D0εj + Cp
∑
T∈D−j
inf
pi∈IPm
‖f − pi‖pLp(T ),
where C is the constant of (7.4). Clearly the first term tends to 0 and so does the second
term by standard properties of Lp spaces since the diameter of the triangles in D−j goes
to 0. It thus remains to prove that
lim
j→+∞
εj = 0.
Again we consider the chain (Tn)
j
n=0 which terminates at T , and we associate to it a chain
(qn)
j−1
n=0 where qn = 1 or 2 if bisection of Tn is greedy or newest vertex respectively. If r is
the total number of 2 in the chain (qn) we have
β(T ) ≤ Cprθp(j−r),
with C the constant in (7.4). Let a k > 0 be a fixed number, large enough such that
Cθk−1 ≤ 1.
We thus have
β(T ) ≤ (Cpθp(k−1))rθp(j−rk) ≤ θp(j−rk). (7.9)
We now denote by l the maximal number of disjoint sub-chains of the type
(ν1, 2, ν2, ν3, · · · , νq, 2)
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with νj ∈ {1, 2} and of length q + 2 ≤ 2k + 3 which can be extracted from (qn)j−1n=0. From
the remarks on the diameter reduction properties of newest vertex bisection, we see that
diam(T ) ≤ B(1− 2−2k)l,
with B := maxT0∈D0 diam(T0) a fixed constant. On the other hand, it is not difficult to
check that
r ≤ 3l + 3 + j − r
2k
. (7.10)
Indeed let α0 be the total number of 1 in the sequence (qn) which are not preceeded by
a 2, and let αi be the size of the series of 1 following the i-th occurence of 2 in (qn) for
i = 1, · · · , r. Note that some αi might be 0. Clearly we have
j = α0 + α1 + · · ·+ αr + r.
From the above equality, the number of i such that αi > 2k is less than
j−r
2k
and therefore
there is at least m ≥ r − j−r
2k
indices {i0, · · · , im−1} such that αi ≤ 2k. Denoting by βi
the position of the i-th occurence of 2 (so that βi+1 = βi + αi + 1), we now consider the
disjoint sequences of indices
St = {βi3t , · · · , βi3t+2}, t = 0, 1, · · ·
There is at least m
3
−1 such sequences within {1, · · · , j} and by construction each of them
contains a sequence of the type (ν1, 2, ν2, ν3, · · · , νq, 2) with νj ∈ {1, 2} and of length
q+ 2 ≤ 2k+ 3. Therefore the maximal number of disjoint sequences of such type satisfies
l ≥ 1
3
(r − j − r
2k
)− 1,
which is equivalent to (7.10). Therefore according to (7.9)
β(T ) ≤ θp(j−rk) ≤ θp( j2−3(l+1)k+ r2 )
If 3(l + 1)k ≤ j
4
, we have
β(T ) ≤ θ pj4 .
On the other hand, if 3(l + 1)k ≥ j
4
, we have
diam(T ) ≤ B(1− 2−2k) j12k−1.
We therefore conclude that εj goes to 0 as j grows, which proves the result for p <∞.
We briefly sketch the proof for p =∞, which is simpler. We now define β(T ) as
β(T ) :=
eT (f)∞
eP(T )(f)∞
,
so that β(T ) ≤ θ if a greedy bisection occurs in the split of P(T ). With the same definition
of β(T ) we now have
eT (f)∞ ≤ C0β(T ),
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where C0 := maxT0∈D0 eT0(f)∞. With the same definition of εj and splitting of Dj, we now
reach
‖f − fj‖L∞ ≤ max
{
C0εj, C max
T∈D−j
inf
pi∈IPm
‖f − pi‖L∞(T )
}
,
which again tends to 0 if εj tends to 0 and f is continuous. The proof that εj tends to 0
as j grows is then similar to the case p <∞. 
Remark 7.3.5. The choice of the parameter θ < 1 deserves some attention : if it is
chosen too small, then most bisections are of type N and we end up with an isotropic
triangulation. In the case m = 1, a proper choice can be found by observing that when
f has C2 smoothness, it can be locally approximated by a quadratic polynomial q ∈ IP2
with eT (f)p ≈ eT (q)p when the triangle T is small enough. For such quadratic functions
q ∈ IP2, one can explicitely study the minimal error reduction which is always ensured by
the greedy refinement rule defined a given decision function. In the particular case p = 2
and with the choice AT = PT which is considered in the numerical experiments of §7.4,
explicit formulas for the error ‖q−PT q‖L2(T ) can be obtained by formal computing and can
be used to prove a guaranteed error reduction by a factor θ∗ = 3
5
. It is therefore natural to
choose θ such that θ∗ < θ < 1 (for example θ = 2
3
) which ensures that bisections of type
N only occur in the early steps of the algorithm, when the function still exhibits too many
oscillations on some triangles.
7.4 Numerical illustrations
The following numerical experiments were conducted with piecewise linear approxi-
mation in the L2 setting : we use the L2-based decision function
dT (f, e) := ‖f − PT 1e f‖2L2(T 1e ) + ‖f − PT 2e f‖2L2(T 2e ),
and we take for AT the L2(T )-orthogonal projection PT onto IP1. In these experiments, the
function f is either a quadratic polynomial or a function with a simple analytic expression
which allows us to compute the quantities eT (f)2 and dT (e, f) without any quadrature
error, or a numerical image in which case the computation of these quantities is discretized
on the pixel grid.
7.4.1 Quadratic functions
Our first goal is to illustrate numerically the optimal adaptation properties of the
refinement procedure in terms of triangle shape. For this purpose, we take f = q a
quadratic form i.e. an homogeneous polynomial of degree 2. In this case, all triangles
should have the same aspect ratio since the Hessian is constant. In order to measure the
quality of the shape of a triangle T in relation to q, we introduce the following quantity :
if (a, b, c) are the edge vectors of T , we define
ρq(T ) :=
max{|q(a)|, |q(b)|, |q(c)|}
|T |√|det(q)| ,
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Figure 7.3 – D8 for q(x, y) := x2 + 100y2 (left) and q(x, y) := x2 − 10y2 (right).
where det(q) is the determinant of the 2× 2 symmetric matrix Q associated with q, i.e.
such that
q(u) = 〈Qu, u〉
for all u ∈ R2. Using the reference triangle and an affine change of variables, it is proved
in §8.2 of the next chapter that
eT (q)p ∼ |T |1+
1
pρq(T )
√
|det(q)|,
with equivalence constants independent of q and T . Therefore, if T is a triangle of given
area, its shape should be designed in order to minimize ρq(T ).
In the case where q is positive definite or negative definite, ρq(T ) takes small values
when T is isotropic with respect to the metric |(x, y)|q :=
√|q(x, y)|, the minimal value 4√
3
being attained for an equilateral triangle for this metric. Specifically, we choose q(x, y) :=
x2 + 100y2 and display in Figure 7.3 (left) the triangulation D8 obtained after j = 8
iterations of the refinement procedure, starting with a triangle which is equilateral for the
euclidean metric (and therefore not adapted to q). Triangles such that ρq(T ) ≤ 4
√
3 (at
most 3 times the minimal value) are displayed in white, others in grey. We observe that
most triangles produced by the refinement procedure are of the first type and therefore
have a good aspect ratio.
The case of a quadratic function of mixed signature is illustrated in Figure 7.3 (right)
with q(x, y) := x2− 10y2. For such quadratic functions, triangles which are isotropic with
respect to the metric | · ||q| have a low value of ρq, where |q| denotes the positive quadratic
form associated to the absolute value |Q| of the symmetric matrix Q associated to q.
Recall for any symmetric matrix Q there exists λ1, λ2 ∈ R and a rotation R such that
Q = RT
(
λ1 0
0 λ2
)
R,
and the absolute value |Q| is defined as
|Q| = RT
( |λ1| 0
0 |λ2|
)
R.
In the present case, R = I and |q|(x, y) = x2 + 10y2.
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Figure 7.4 – The function gδ, for δ = 0.02, 0.03, 0.07, 0.2.
But one can also check that ρq is left invariant by any linear transformation with
eigenvalues (t, 1
t
) for any t > 0 and eigenvectors (u, v) such that q(u) = q(v) = 0,
i.e. belonging to the null cone of q. More precisely, for any such transformation ψ and
any triangle T , one has ρq(ψ(T )) = ρq(T ). In our example we have u = (
√
10, 1) and
v = (
√
10,−1)). Therefore long and thin triangles which are aligned with these vectors
also have a low value of ρq. Triangles T such that ρ|q|(T ) ≤ 4
√
3 are displayed in white,
those such that ρq(T ) ≤ 4
√
3 while ρ|q|(T ) > 4
√
3 - i.e. adapted to q but not to |q| -
are displayed in grey, and the others in dark. We observe that all the triangles triangles
produced by the refinement procedure except one are either of the first or second type
and therefore have a good aspect ratio. These empirical observations will be rigorously
justified in §9.1 of Chapter 9.
7.4.2 Sharp transition
We next study the adaptive triangulations produced by the greedy tree algorithm for
a function f displaying a sharp transition along a curved edge. Specifically we take
f(x, y) = fδ(x, y) := gδ(
√
x2 + y2),
where gδ is defined by gδ(r) =
5−r2
4
for 0 ≤ r ≤ 1, gδ(1 + δ + r) = −5−(1−r)24 for r ≥ 0,
and gδ is a polynomial of degree 5 on [1, 1 + δ] which is determined by imposing that
gδ is globally C
2. The parameter δ therefore measures the sharpness of the transition as
illustrated in Figure 7.4. It can be shown that the Hessian of fδ is negative definite for√
x2 + y2 < 1 + δ/2, and of mixed type for 1 + δ/2 <
√
x2 + y2 ≤ 2 + δ.
Figure 7.5 displays the triangulation T10000 obtained after 10000 steps of the algorithm
for δ = 0.2. In particular, triangles T such that ρq(T ) ≤ 4 - where q is the quadratic form
associated with d2f measured at the barycenter of T - are displayed in white, others in
grey. As expected, most triangles are of the first type and therefore well adapted to f .
We also display on this figure the adaptive isotropic triangulation produced by the greedy
tree algorithm based on newest vertex bisection for the same number of triangles.
Since f is a C2 function, approximations by uniform, adaptive isotropic and adaptive
anisotropic triangulations all yield the convergence rate O(N−1). However the constant
C := lim sup
N→+∞
N‖f − fN‖L2 ,
strongly differs depending on the algorithm and on the sharpness of the transition, as
illustrated in the table below. We denote by CU , CI and CA the empirical constants
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Figure 7.5 – T10000 (left), detail (center), isotropic triangulation (right).
(estimated by N‖f − fN‖2 for N = 8192) in the uniform, adaptive isotropic and adaptive
anisotropic case respectively, and by U(f) := ‖d2f‖L2 , I(f) := ‖d2f‖L2/3 and A(f) :=
‖√|det(d2f)|‖L2/3 the theoretical constants suggested by (7.3), (7.2) and (7.1). We observe
that CU and CI grow in a similar way as U(f) and I(f) as δ → 0 (a detailed computation
shows that U(f) ≈ 10.37 δ−3/2 and I(f) ≈ 14.01 δ−1/2). In contrast CA and A(f) remain
uniformly bounded, a fact which reflects the superiority of the anisotropic mesh as the
layer becomes thinner.
δ U(f) I(f) A(f) CU CI CA
0.2 103 27 6.75 7.87 1.78 0.74
0.1 602 60 8.50 23.7 2.98 0.92
0.05 1705 82 8.48 65.5 4.13 0.92
0.02 3670 105 8.47 200 6.60 0.92
7.4.3 Numerical images
We finally apply the greedy tree algorithm to numerical images. In this case the data f
has the form of a discrete array of pixels, and the L2(T )-orthogonal projection is replaced
by the `2(ST )-orthogonal projection, where ST is the set of pixels with centers contained
in T . The approximated 512 × 512 image is displayed in Figure 7.6 which also shows its
approximation fN by the greedy tree algorithm based on newest vertex bisection with
N = 2000 triangles. The systematic use of isotropic triangles results in strong ringing
artifacts near the edges.
We display in Figure 7.7 the result of the same algorithm now based on our greedy
bisection procedure with the same number of triangles. As expected, the edges are better
approximated due to the presence of well oriented anisotropic triangles. Yet artifacts
persist on certain edges due to oscillatory features in the image which tend to mislead the
algorithm in its search for triangles with good aspect ratio, as explained in §7.3.2. These
artifacts tend to disappear if we use the modified refinement rule proposed in §7.3.3 as also
illustrated on Figure 7.7. This modification is thus useful in the practical application of the
algorithm, in addition of being necessary for proving convergence of the approximations
towards any Lp function. Note that encoding a triangulation resulting from N iterations
of the anisotropic refinement algorithm is more costly than for the newest vertex rule :
the algorithm encounters at most 2N triangles and for each of them, one needs to encode
7.4. Numerical illustrations 351
Figure 7.6 – The image ”peppers” (left), f2000 with newest vertex (right).
Figure 7.7 – f2000 with greedy bisection (left), modified procedure (right).
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one out of four options (bisect towards edge a or b or c or not bisect), therefore resulting
into 4N bits, while only two options need to be encoded when using the newest vertex
rule (bisect or not), therefore resulting into 2N bits. In the perspective of applications to
image compression, another issue is the quantization and encoding of the piecewise affine
function as well as the treatment of the triangular visual artifacts that are inherent to the
use of discontinuous piecewise polynomials on triangulated domains. These issues will be
discussed in a further work specifically dealing with image applications.
7.5 Conclusions and perspectives
In this chapter, we have studied a simple greedy refinement procedure which generates
triangles that tend to have an optimal aspect ratio. This fact is rigorously proved in Chap-
ter 8, together with the optimal convergence estimate (7.1) for the adaptive triangulations
constructed by the greedy tree algorithm in the case where the approximated function f
is C2 and convex. Our numerical results illustrate these properties.
In the present chapter we also show that for a general f ∈ Lp the refinement procedure
can be misled by oscillations in f , and that this drawback may be circumvented by a simple
modification of the refinement procedure. This modification appears to be useful in image
processing applications, as shown by our numerical results.
Let us finally mention several perspectives that are raised from our work, and that are
the object of current investigation :
1. Conforming triangulations : our algorithm inherently generates hanging nodes, which
might not be desirable in certain applications, such as the numerical discretization
of PDE’s where anisotropic elements are sometimes used [2]. When using the greedy
tree algorithm, an obvious way of avoiding this phenomenon is to bisect the chosen
triangle together with an adjacent triangle in order to preserve conformity. Howe-
ver, it is no more clear that this strategy generates optimal triangulations. In fact,
we observed that many inappropriately oriented triangles can be generated by this
approach. An alternative strategy is to apply the non-conforming greedy tree al-
gorithm until a prescribed accuracy is met, followed by an additional refinement
procedure in order to remove hanging nodes.
2. Discretization and encoding : our work is in part motivated by applications to image
and terrain data processing and compression. In such applications the data to be
approximated is usually given in discrete form (pixels or point clouds) and the
algorithm can be adapted to such data, as shown in our numerical image examples.
Key issues which need to be dealt with are then (i) the efficient encoding of the
approximations and of the triangulations using the tree structure in a similar spirit
as in [31] and (ii) the removal of the triangular visual artifacts due to discontinuous
piecewise polynomial approximation by an appropriate post-processing step.
3. Adaptation to curved edges : one of the motivation for the use of anisotropic trian-
gulations is the approximation of functions with jump discontinuities along an edge.
For simple functions, such as characteristic functions of domains with smooth boun-
daries, the Lp-error rate with an optimally adapted triangulation of N elements is
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known to be O(N− 2p ). This rate reflects an O(1) error concentrated on a strip of area
O(N−2) separating the curved edge from a polygonal line. Our first investigations in
this direction indicate that the greedy tree algorithm based on our refinement pro-
cedure cannot achieve this rate, due to the fact that bisection does not offer enough
geometrical adaptation. This is in contrast with other splitting procedures, such as
in [40] in which the direction of the new cutting edge is optimized within an infinite
range of possible choices, or [48] where the number of choices grows together with
the resolution level. An interesting question is thus to understand if the optimal rate
for edges can be achieved by a splitting procedure with a small and fixed number
of choices similar to our refinement procedure, which would be beneficial from both
a computational and encoding viewpoint. This question is addressed, and partially
answered, in §9.3.
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8.1 Introduction
In finite element approximation, a classical and important distinction is made between
uniform and adaptive methods. In the first case all the elements which constitute the mesh
have comparable shape and size, while these attributes are allowed to vary strongly in the
second case. An important feature of adaptive methods is the fact that the mesh is not
fixed in advance but rather tailored to the properties of the function f to be approximated.
Since the function approximating f is not picked from a fixed linear space, adaptive finite
elements can be considered as an instance of non-linear approximation. Other instances
include approximation by rational functions, or by N -term linear combinations of a basis
or dictionary. We refer to [42] for a general survey on non-linear approximation.
In this chapter, we focus our interest on piecewise linear finite element functions defined
over triangulations of a bidimensional polygonal domain Ω ⊂ IR2. Given a triangulation
T we denote by VT := {v s.t. v|T ∈ IP1, T ∈ T } the associated finite element space. The
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norm in which we measure the approximation error is the Lp norm for 1 ≤ p ≤ ∞ and
we therefore do not require that the triangulations are conforming and that the functions
of VT are continuous between triangles. For a given function f we define
eN(f)Lp := inf
#(T )≤N
inf
g∈VT
‖f − g‖Lp ,
the best approximation error of f when using at most N elements. In adaptive finite
element approximation, critical questions are :
1. Given a function f and a number N > 0, how can we characterize the optimal mesh
for f with N elements corresponding to the above defined best approximation error.
2. What quantitative estimates are available for the best approximation error eN(f)Lp ?
Such estimates should involve the derivatives of f in a different way than for non-
adaptive meshes.
3. Can we build by a simple algorithmic procedure a mesh TN of cardinality N and a
finite element function fN ∈ VTN such that ‖f − fN‖Lp is comparable to eN(f)Lp ?
While the optimal mesh is usually difficult to characterize exactly, it should satisfy
two intuitively desirable features : (i) the triangulation should equidistribute the local
approximation error between each triangle and (ii) the aspect ratio of a triangle T should
be isotropic with respect to a distorted metric induced by the local value of the hessian
d2f on T (and therefore anisotropic in the sense of the euclidean metric). Under such
prescriptions on the mesh, quantitative error estimates have recently been obtained in
[4, 27] when f is a C2 function. These estimates are of the form
lim sup
N→∞
NeN(f)Lp ≤ C‖
√
| det(d2f)|‖Lτ , 1
τ
=
1
p
+ 1, (8.1)
where det(d2f) is the determinant of the 2×2 hessian matrix. For a convex C2 function f
this estimate has been proved to be asymptotically optimal in [27], in the following sense
lim inf
N→+∞
NeN(f)Lp ≥ c‖
√
| det(d2f)|‖Lτ . (8.2)
The convexity assumption can actually be replaced by a mild assumption on the sequence
of triangulations which is used for the approximation of f : a sequence (TN)N≥N0 is said
to be admissible if #(TN) ≤ N and
sup
N≥N0
(
N1/2 max
T∈TN
diam(T )
)
<∞.
Then it is proved in Chapter 2, that for any admissible sequence and any C2 function f ,
one has
lim inf
N→+∞
N inf
g∈ VTN
‖f − g‖Lp ≥ c‖
√
| det(d2f)|‖Lτ . (8.3)
The admissibility assumption is not a severe limitation for an upper estimate of the error
since it is also proved that for all ε > 0, there exist an admissible sequence such that
lim sup
N→+∞
N inf
g∈ VTN
‖f − g‖Lp ≤ C‖
√
| det(d2f)|‖Lτ + ε. (8.4)
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We also refer to Chapter 2 for a generalization of such upper and lower estimates to higher
order elements.
From the computational viewpoint, a commonly used strategy for designing an optimal
mesh consists therefore in evaluating the hessian d2f and imposing that each triangle of the
mesh is isotropic with respect to a metric which is properly related to its local value. We
refer in particular to [16] where this program is executed using Delaunay mesh generation
techniques. While these algorithms fastly produce anisotropic meshes which are naturally
adapted to the approximated function, they suffer from two intrinsic limitations :
1. They use the data of d2f , and therefore do not apply to non-smooth or noisy func-
tions.
2. They are non-hierarchical : for N > M , the triangulation TN is not a refinement of
TM .
In Chapter 7, an alternate strategy is proposed for the design of adaptive hierarchical
meshes, based on a simple greedy algorithm : starting from an initial triangulation TN0 ,
the algorithm picks the triangle T ∈ TN with the largest local Lp error. This triangle is
then bisected from the mid-point of one of its edges to the opposite vertex. The choice of
the edge among the three options is the one that minimizes the new approximation error
after bisection. The algorithm can be applied to any Lp function, smooth or not, in the
context of piecewise polynomial approximation of any given order. In the case of piecewise
linear approximation, numerical experiments in Chapter 7 indicate that this elementary
strategy generates triangles with an optimal aspect ratio and approximations fN ∈ VTN
such that ‖f − fN‖Lp satisfies the same estimate as eN(f)Lp in (8.1).
The goal of this chapter is to support these experimental observations by a rigorous
analysis. This chapter is organized as follows :
In §8.2, we introduce notations which are used throughout the chapter and collect
some available approximation theory results for piecewise linear finite elements, making
the distinction between (i) uniform, (ii) adaptive isotropic and (iii) adaptive anisotropic
triangulations. In the last case, which is in the scope of this chapter, we introduce a
measure of non-degeneracy of a triangle T with respect to a quadratic form. We show
that the optimal error estimate (8.1) is met when each triangle is non-degenerate in the
sense of the above measure with respect to the quadratic form given by the local hessian
d2f . We end by briefly recalling the greedy algorithm which is introduced in Chapter 7.
In §8.3, we study the behavior of the refinement procedure when applied to a quadratic
function q such that its associated quadratic form q is of positive or negative sign. A key
observation is that the edge which is bisected is the longest with respect to the metric
induced by q. This allows us to prove that the triangles generated by the refinement
procedure adopt an optimal aspect ratio in the sense of the non-degeneracy measure
introduced in §8.2.
In §8.4, we study the behavior of the algorithm when applied to a general C2 func-
tion f which is assumed to be strictly convex (or strictly concave). We first establish a
perturbation result, which shows that when f is locally close to a quadratic function q
the algorithm behaves in a similar manner as when applied to q. We then prove that the
diameters of the triangles produced by the algorithm tend to zero so that the perturbation
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result can be applied. This allows us to show that the optimal convergence estimate
lim sup
N→∞
N‖f − fN‖Lp ≤ C‖
√
| det(d2f)|‖Lτ (8.5)
is met by the sequence of approximations fN ∈ VTN generated by the algorithm.
The extension of this result to an arbitrary C2 function f remains an open problem.
It is possible to proceed to an analysis similar to §8.3 in the case where the quadratic
form q is of mixed sign, also proving that the triangles adopt an optimal aspect ratio as
they get refined. We describe this analysis in §9.1. However, it seems difficult to extend
the perturbation analysis of §8.4 to this new setting. In particular the diameters of the
triangles are no more ensured to tend to zero, and one can even exhibit examples of
non-convex C2 functions f for which the approximation fN fails to converge towards f
due to this phenomenon. Such examples are discussed in Chapter 7 which also proposes
a modification of the algorithm for which convergence is always ensured. However, we do
not know if the optimal convergence estimate (8.5) holds for any f ∈ C2 with this modified
algorithm, although this seems plausible from the numerical experiments.
8.2 Adaptive finite element approximation
8.2.1 Notations
We shall make use of a linear approximation operator AT that maps continuous func-
tions defined on T onto IP1. For an arbitrary but fixed 1 ≤ p ≤ ∞, we define the local Lp
approximation error
eT (f)p := ‖f −ATf‖Lp(T ).
The critical assumptions in our analysis for the operator AT will be the following :
1. AT is continuous in the L∞ norm.
2. AT commutes with affine changes of variables : AT (f) ◦ φ = Aφ−1(T )(f ◦ φ) for all
affine φ.
3. AT reproduces IP1 : AT (pi) = pi, for any pi ∈ IP1.
Note that the commutation assumption implies that for any function f and any affine
transformation φ : x 7→ x0 + Lx we have
eφ(T )(f)p = | det(L)|1/peT (f ◦ φ)p, (8.6)
Two particularly simple admissible choices of approximation operators are the following :
– AT = PT , the L2(T )-orthogonal projection operator :
∫
T
(f − PTf)pi = 0 for all
pi ∈ IP1.
– AT = IT , the local interpolation operator : IT f(vi) = f(vi) with {v0, v1, v2} the
vertices of T .
All our results are simultaneously valid when AT is either PT or IT , or any linear operator
that fulfills the three above assumptions.
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Given a function f and a triangulation TN with N = #(TN), we can associate a
finite element approximation fN defined on each T ∈ TN by fN(x) = ATf(x). The global
approximation error is given by
‖f − fN‖Lp =
(∑
T∈TN
eT (f)
p
p
) 1
p
,
with the usual modification when p =∞.
Remark 8.2.1. The operator BT of best Lp(T ) approximation which is defined by
‖f − BTf‖Lp(T ) = min
pi∈IPm
‖f − pi‖Lp(T ),
does not fall in the above category of operators, since it is non-linear (and not easy to
compute) when p 6= 2. However, it is clear that any estimate on ‖f − fN‖Lp with fN
defined as ATf on each T implies a similar estimate when fN is defined as BTf on each
T .
Here and throughout the chapter, when
q(x, y) = a2,0x
2 + 2a1,1xy + a0,2y
2 + a1,0x+ a0,1y + a0,0
we denote by q the associated quadratic form : if u = (x, y)
q(u) = a2,0x
2 + 2a1,1xy + a0,2y
2.
Note that q(u) = 〈Qu, u〉 where Q =
(
a2,0 a1,1
a1,1 a0,2
)
. We define
det(q) := det(Q).
If q is a positive or negative quadratic form, we define the q-metric
|v|q :=
√
|q(v)| (8.7)
which coincides with the euclidean norm when q(v) = x2 + y2 for v = (x, y). If q is a
quadratic form of mixed sign, we define the associated positive form |q| which corresponds
to the symmetric matrix |Q| that has same eigenvectors as Q with eigenvalues (|λ|, |µ|) if
(λ, µ) are the eigenvalues of Q. Note that generally |q|(u) 6= |q(u)| and that one always
has |q(u)| ≤ |q|(u).
Remark 8.2.2. If detQ > 0, then there exists a 2× 2 matrix L and ε ∈ {+1,−1} such
that
LtQL = ε
(
1 0
0 1
)
.
The linear change of coordinates φ(u) := Lu, where u = (x, y) ∈ R2, therefore satisfies
q ◦ φ(u) = ε(x2 + y2). On the other hand, if detQ < 0 then there exists a 2× 2 matrix L
such that
LtQL =
(
1 0
0 −1
)
.
Defining again φ(u) := Lu we obtain in this case q ◦ φ(u) = x2 − y2.
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8.2.2 From uniform to adaptive isotropic triangulations
A standard estimate in finite element approximation states that if f ∈ W 2,p(Ω) then
inf
g∈Vh
‖f − g‖Lp ≤ Ch2‖d2f‖Lp ,
where Vh is the piecewise linear finite element space associated with a triangulation Th of
mesh size h := maxT∈Th diam(T ). If we restrict our attention to uniform triangulations,
we have
N := #(Th) ∼ h−2.
Therefore, denoting by eunifN (f)Lp the L
p approximation error by a uniform triangulation
of cardinality N , we can re-express the above estimate as
eunifN (f)Lp ≤ CN−1‖d2f‖Lp . (8.8)
This estimate can be significantly improved when using adaptive partitions. We give here
some heuristic arguments, which are based on the assumption that on each triangle T the
relative variation of d2f is small so that it can be considered as constant over T (which
means that f is replaced by a quadratic function on each T ), and we also indicate the
available results which are proved more rigorously.
First consider isotropic triangulations, i.e. such that all triangles satisfy a uniform
estimate
ρT =
hT
rT
≤ A, (8.9)
where hT := diam(T ) denotes the size of the longest edge of T , and rT is the radius of the
largest disc contained in T . In such a case we start from the local approximation estimate
on any T
eT (f)p ≤ Ch2T‖d2f‖Lp(T ),
and notice that
h2T‖d2f‖Lp(T ) ∼ |T | ‖d2f‖Lp(T ) = ‖d2f‖Lτ (T ),
with 1
τ
:= 1
p
+ 1 and |T | the area of T , where we have used the isotropy assumption (8.9)
in the equivalence and the fact that d2f is constant over T in the equality. It follows that
eT (f)p ≤ C‖d2f‖Lτ (T ), 1
τ
:=
1
p
+ 1.
Assume now that we can construct adaptive isotropic triangulations TN with N := #(TN)
which equidistributes the local error in the sense that for some prescribed ε > 0
cε ≤ eT (f)p ≤ ε, (8.10)
with c > 0 a fixed constant independent of T and N . Then defining fN as AT (f) on each
T ∈ TN , we have on the one hand
‖f − fN‖Lp ≤ N1/pε,
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and on the other hand, with 1
τ
:= 1
p
+ 1,
N(cε)τ ≤
∑
T∈TN
‖f − fN‖τLp(T ) ≤ Cτ
∑
T∈TN
‖d2f‖τLτ (T ) ≤ Cτ‖d2f‖τLτ .
Combining both, one obtains for eisoN (f)Lp := ‖f − fN‖Lp the estimate
eisoN (f)Lp ≤ CN−1‖d2f‖Lτ . (8.11)
This estimate improves upon (8.8) since the rate N−1 is now obtained with the weaker
smoothness condition d2f ∈ Lτ and since, even for smooth f , the quantity ‖d2f‖Lτ might
be significantly smaller than ‖d2f‖Lp . This type of result is classical in non-linear ap-
proximation and also occurs when we consider best N -term approximation in a wavelet
basis.
The principle of error equidistribution suggests a simple greedy algorithm to build an
adaptive isotropic triangulation for a given f , similar to our algorithm but where the
bisection of the triangle T that maximizes the local error eT (f)p is systematically done
from its most recently created vertex in order to preserve the estimate (8.9). Such an
algorithm cannot exactly equilibrate the error in the sense of (8.10) and therefore does
not lead to the same the optimal estimate as in (8.11). However, it was proved in [13] that
it satisfies
‖f − fN‖Lp ≤ C|f |B2τ,τN−1,
for all τ such that 1
τ
< 1
p
+ 1, provided that the local approximation operator AT is
bounded in the Lp norm. Here B2τ,τ denotes the usual Besov space which is a natural
substitute for W 2,τ when τ < 1. Therefore this estimate is not far from (8.11).
8.2.3 Anisotropic triangulations : the optimal aspect ratio
We now turn to anisotropic adaptive triangulations, and start by discussing the optimal
shape of a triangle T for a given function f at a given point. For this purpose, we again
replace f by a quadratic function assuming that d2f is constant over T . For such a q ∈ IP2
and its associated quadratic form q, we first derive an equivalent quantity for the local
approximation error. Here and as well as in §8.3 and §8.4, we consider a triangle T and
we denote by (a, b, c) its edge vectors oriented in clockwise or anti-clockwise direction so
that
a+ b+ c = 0.
Proposition 8.2.3. The local Lp-approximation error satisfies
eT (q)p = eT (q)p ∼ |T |
1
p max{|q(a)|, |q(b)|, |q(c)|},
where the constant in the equivalence is independent of q, T and p.
Proof: The first equality is trivial since q and q differ by an affine function. Let Teq be
an equilateral triangle of area |Teq| = 1, and edges a, b, c. Let E be the 3-dimensional
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vector space of all quadratic forms. Then the following quantities are norms on E, and
thus equivalent :
eTeq(q)p ∼ max{|q(a)|, |q(b)|, |q(c)|}. (8.12)
Note that the constants in this equivalence are independent of p since all Lp(Teq) norms
are uniformly equivalent on E.
If T is an arbitrary triangle, there exists an affine transform φ : x 7→ x0 +Lx such that
T = φ(Teq). For any quadratic function q, we thus obtain from (8.6)
eT (q) = eT (q) = eφ(Teq)(q) = | detL|
1
p eTeq(q ◦ φ) = | detL|
1
p eTeq(q ◦ L)
since q ◦ L is the homogeneous part of q ◦ φ. By (8.12), we thus have
eT (q) ∼ | detL|
1
p max{|q(La)|, |q(Lb)|, |q(Lc)|},
where {a, b, c} are again the edge vectors of Teq. Remarking that |T | = | detL| and that
{La, Lb, Lc} are the edge vectors of T , this concludes the proof of this proposition. 
In order to describe the optimal shape of a triangle T for the quadratic function q, we fix
the area of |T | and try to minimize the error eT (q)p or equivalently max{|q(a)|, |q(b)|, |q(c)|}.
The solution to this problem can be found by introducing for any q such that det(q) 6= 0
the following measure of non-degeneracy for T :
ρq(T ) :=
max{|q(a)|, |q(b)|, |q(c)|}
|T |√| det(q)| . (8.13)
Let φ be a linear change of variables, q a quadratic form and T a triangle of edges a, b, c.
Then det(q ◦ φ) = (detφ)2 det(q), the edges of φ(T ) are φ(a), φ(b), φ(c) and |φ(T )| =
| detφ||T |. Hence we obtain
ρq◦φ(T ) =
max{|q ◦ φ(a)|, |q ◦ φ(b)|, |q ◦ φ(c)|}
|T |√| det(q ◦ φ)|
=
max{|q(φ(a))|, |q(φ(b))|, |q(φ(c))|}
| detφ||T |√| det(q)|
= ρq(φ(T )).
(8.14)
The last equation, combined with Remark 8.2.2, allows to reduce the study of ρq(T ) to
two elementary cases by change of variable :
1. The case where det(q) > 0 is reduced to q(x, y) = x2 + y2. Recall that for any
triangle T with edges a, b, c we define hT := diam(T ) = max{|a|, |b|, |c|}, with | · |
the euclidean norm. In this case we therefore have ρq(T ) =
h2T
|T | , which corresponds
to a standard measure of shape regularity in the sense that its boundedness is
equivalent to a property such as (8.9). This quantity is minimized when the triangle
T is equilateral, with minimal value 4√
3
(in fact it was also proved in [28] that the
minimum of the interpolation error ‖q−IT q‖Lp(T ) among all triangles of area |T | = 1
is attained when T is equilateral). For a general quadratic form q of positive sign,
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we obtain by change of variable that the minimal value 4√
3
is obtained for triangles
which are equilateral with respect to the metric | · |q. More generally triangles with
a good aspect ratio, i.e. a small value of ρq(T ), are those which are isotropic with
respect to this metric. Of course, a similar conclusion holds for a quadratic form of
negative sign.
2. The case where det(q) < 0 is reduced to q(x, y) = x2− y2. In this case, the analysis
presented in [26] shows that the quantity ρq(T ) is minimized when T is a half of
a square with sides parallel to the x and y axes, with minimal value 2. But using
(8.14) we also notice that ρq(T ) = ρq(L(T )) for any linear transformation L such
that q = q◦L. This holds if L has eigenvalues (λ, 1
λ
), where λ 6= 0, and eigenvectors
(1, 1) and (−1, 1). Therefore, all images of the half square by such transformations
L are also optimal triangles. Note that such triangles can be highly anisotropic.
For a general quadratic form q of mixed sign, we notice that ρq(T ) ≤ ρ|q|(T ), and
therefore triangles which are equilateral with respect to the metric | · ||q| have a good
aspect ratio, i.e. a small value of ρq(T ). In addition, by similar arguments, we find
that all images of such triangles by linear transforms L with eigenvalues (λ, 1
λ
) and
eigenvectors (u, v) such that q(u) = q(v) = 0 also have a good aspect ratio, since
q = q ◦ L for such transforms.
We leave aside the special case where det(q) = 0. In such a case, the triangles minimizing
the error for a given area degenerate in the sense that they should be infinitely long and
thin, aligned with the direction of the null eigenvalue of q.
Summing up, we find that triangles with a good aspect ratio are characterized by the
fact that ρq(T ) is small. In addition, from Proposition 8.2.3 and the definition of ρq(T ),
we have
eT (q)p ∼ |T |1+
1
p
√
| det(q)|ρq(T ) = ‖
√
| det(q)|‖Lτ (T )ρq(T ), 1
τ
:=
1
p
+ 1. (8.15)
We now return to a function f such that d2f is assumed to be constant on every T ∈ TN .
Assuming that all triangles have a good aspect ratio in the sense that
ρq(T ) ≤ C
for some fixed constant C and with q the value of d2f over T , we find up to a change in
C that
eT (f)p ≤ C‖
√
| det(d2f)|‖Lτ (T ) (8.16)
By a similar reasoning as with isotropic triangulations, we now obtain that if the trian-
gulation equidistributes the error in the sense of (8.10)
‖f − fN‖Lp ≤ CN−1‖
√
| det(d2f)|‖Lτ , (8.17)
and therefore (8.1) holds. This estimate improves upon (8.11) since the quantity ‖d2f‖Lτ
might be significantly larger than ‖√| det(d2f)|‖Lτ , in particular when f has some aniso-
tropic features, such as sharp gradients along curved edges.
The above derivation of (8.1) is heuristic and non-rigorous. Clearly, this estimate
cannot be valid as such since det(d2f) may vanish while the approximation error does not
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(consider for instance f depending only on a single variable). More rigorous versions were
derived in [27] and [4]. In these results |d2f | is typically replaced by a majorant |d2f |+εI,
avoiding that its determinant vanishes. The estimate (8.1) can then be rigorously proved
but holds for N ≥ N(ε, f) large enough. This limitation is unavoidable and reflects the
fact that enough resolution is needed so that the hessian can be viewed as locally constant
over each optimized triangle. Another formulation, which is rigorously proved in Chapter
2, reads as follows.
Proposition 8.2.4. There exists an absolute constant C > 0 such that for any polygonal
domain Ω and any function f ∈ C2(Ω), one has
lim sup
N→+∞
NeN(f)Lp ≤ C‖
√
| det(d2f)|‖Lτ .
8.2.4 The greedy algorithm
Given a target function f , our algorithm iteratively builds triangulations TN with N =
#(TN) and finite element approximations fN . The starting point is a coarse triangulation
TN0 . Given TN , the algorithm selects the triangle T which maximizes the local error eT (f)p
among all triangles of TN , and bisects it from the mid-point of one of its edges towards
the opposite vertex. This gives the new triangulation TN+1.
The critical part of the algorithm lies in the choice of the edge e ∈ {a, b, c} from which
T is bisected. Denoting by T 1e and T
2
e the two resulting triangles, we choose e as the
minimizer of a decision function dT (e, f), which role is to drive the generated triangles
towards an optimal aspect ratio. While the most natural choice for dT (e, f) corresponds
to the split that minimizes the error after bisection, namely
dT (e, f) = eT 1e (f)
p
p + eT 2e (f)
p
p,
we shall instead focus our attention on a decision function which is defined as the L1 norm
of the interpolation error
dT (e, f) = ‖f − IT 1e f‖L1(T 1e ) + ‖f − IT 2e f‖L1(T 2e ). (8.18)
For this decision, the analysis of the algorithm is made simpler, due to the fact that we
can derive explicit expressions of ‖f − IT f‖L1(T ) when f = q is a quadratic polynomial
with a positive homogeneous part q. We prove in §8.3 that this choice leads to triangles
with an optimal aspect ratio in the sense of a small ρq(T ). This leads us in §8.4 to a proof
that the algorithm satisfies the optimal convergence estimate (8.17) in the case where f
is C2 and strictly convex.
Remark 8.2.5. It should be well understood that while the decision function is based on
the L1 norm, the selection of the triangle to be bisected is done by maximizing eT (f)p. The
algorithm remains therefore governed by the Lp norm in which we wish to minimize the
error ‖f − fN‖p for a given number of triangles. Intuitively, this means that the Lp-norm
influences the size of the triangles which have to equidistribute the error, but not their
optimal shape.
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Remark 8.2.6. It was pointed out to us that the L1 norm of the interpolation error to
a suitable convex function is also used to improve the mesh in the context of moving grid
techniques, see [29].
We define a variant of the decision function as follows
DT (e, f) := ‖f − IT f‖L1(T ) − dT (e, f).
Note that DT (e, f) is the reduction of the L
1 interpolation error resulting from the bi-
section of the edge e, and that the selected edge that minimizes dT (·, f) is also the one
that maximizes D(·, f). The function DT has a simple expression in the case where f is
a convex function.
Lemma 8.2.7. Let T be a triangle and let f be a convex function on T . Let e be an edge
of T with endpoints z0 and z1. Then
DT (e, f) =
|T |
3
(
f(z0) + f(z1)
2
− f
(
z0 + z1
2
))
. (8.19)
If in addition f has C2 smoothness, we also have
DT (e, f) =
|T |
6
∫ 1
0
〈d2f(zt)e, e〉min{t, 1− t}dt, where zt := (1− t)z0 + tz1. (8.20)
Proof: Since f is convex, we have IT f ≥ f on T , hence
‖f − IT f‖L1(T ) =
∫
T
(IT f − f).
Similarly IT 1e f ≥ f on T 1e and IT 2e f ≥ f on T 2e , hence
DT (e, f) =
∫
T
IT f −
∫
T 1e
IT 1e f −
∫
T 2e
IT 2e f.
Let z2 be the vertex of T opposite the edge e. Since the function f is convex, it follows
the previous expression that DT (e, f) is the volume of the tetrahedron of vertices(
z0,x + z1,x
2
,
z0,y + z1,y
2
, f
(
z0 + z1
2
))
and (zi,x, zi,y, f(zi)) for i = 0, 1, 2.
where (zi,x, zi,y) are the coordinates of zi. Let u = z0 − z2 and v = z1 − z2. We thus have
DT (e, f) =
1
6
| det(M)| where
M :=
 ux vx ux+vx2uy vy uy+vy2
f(z0)− f(z2) f(z1)− f(z2) f
(
z0+z1
2
)− f(z2)
 .
Subtracting the half of the first two columns to the third one we find that M has the
same determinant as
M˜ :=
 ux vx 0uy vy 0
f(z0)− f(z2) f(z1)− f(z2) f
(
z0+z1
2
)− f(z0)+f(z1)
2
 .
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Recalling that 2|T | = | det(u, v)| we therefore obtain (8.19). In order to establish (8.20),
we observe that we have in the distribution sense ∂2t (min{t, 1−t}+) = δ0−2δ1/2+δ1, where
δt is the one-dimensional Dirac function at a point t. Hence for any univariate function
h ∈ C2([0, 1]), we have∫ 1
0
h′′(t) min{t, 1− t}dt = h(0)− 2h(1/2) + h(1).
Combining this result with (8.19) we obtain (8.20). 
8.3 Positive quadratic functions
In this section, we study the algorithm when applied to a quadratic polynomial q such
that det(q) > 0. We shall assume without loss of generality that q is positive definite,
since all our results extend in a trivial manner to the negative definite case.
Our first observation is that the refinement procedure based on the decision function
(8.18) always selects for bisection the longest edge in the sense of the q-metric | · |q defined
by (8.7).
Lemma 8.3.1. An edge e of T maximizes DT (e, q) among all edges of T if and only if it
maximizes |e|q among all edges of T .
Proof: The hessian d2q is constant and for all e ∈ R2 one has
〈d2qe, e〉 = 2q(e).
If e is an edge of a triangle T , and if q is a convex quadratic function, equation (8.20)
therefore gives
DT (e, q) =
|T |
3
q(e)
∫ 1
0
min{t, 1− t}dt = |T |
12
|e|2q. (8.21)
This concludes the proof. 
It follows from this lemma that the longest edge of T in the sense of the q-metric is
selected for bisection by the decision function. In the remainder of this section, we use
this fact to prove that the refinement procedure produces triangles which tend to adopt
an optimal aspect ratio in the sense that ρq(T ) becomes small in an average sense.
For this purpose, it is convenient to introduce a close variant to ρq(T ) : if T is a
triangle with edges a, b, c, such that |a|q ≥ |b|q ≥ |c|q, we define
σq(T ) :=
q(b) + q(c)
4|T |√det q =
|b|2q + |c|2q
4|T |√det q . (8.22)
Using the inequalities |b|2q+ |c|2q ≤ 2|a|2q and |a|2q ≤ 2(|b|2q+ |c|2q), we obtain the equivalence
ρq(T )
8
≤ σq(T ) ≤ ρq(T )
2
. (8.23)
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Similar to ρq, this quantity is invariant under a linear coordinate changes φ, in the sense
that
σq◦φ(T ) = σq(φ(T )),
From (8.15) and (8.23) we can relate σq to the local approximation error.
Proposition 8.3.2. There exists a constant C0, which depends only on the choice of AT ,
such that for any triangle T , quadratic function q and exponent 1 ≤ p ≤ ∞, the local
Lp-approximation error satisfies
C−10 eT (q)p ≤ σq(T )‖
√
det q‖Lτ (T ) ≤ C0eT (q)p. (8.24)
where 1
τ
:= 1
p
+ 1.
Our next result shows that σq(T ) is always reduced by the refinement procedure.
Proposition 8.3.3. If T is a triangle with children T1 and T2 obtained by the refinement
procedure for the quadratic function q, then
max{σq(T1), σq(T2)} ≤ σq(T ).
Proof: Assuming that |a|q ≥ |b|q ≥ |c|q, we know that the edge a is cut and that
the children have area |T |/2 and edges a/2, b, (c − b)/2 and a/2, (b − c)/2, c (recall that
a+ b+ c = 0). We then have
2|T |
√
det q σq(Ti) ≤ q
(a
2
)
+ q
(
b− c
2
)
(8.25)
= q
(
b+ c
2
)
+ q
(
b− c
2
)
(8.26)
=
q(b) + q(c)
2
(8.27)
= 2|T |
√
det q σq(T ). (8.28)

Remark 8.3.4. For any positive definite quadratic form q, the minimum of σq is 1, as
is easily seen using the inequality
2| det(b, c)| ≤ 2|b||c| ≤ |b|2 + |c|2,
in which we have equality if and only if b, c ∈ R2 are orthogonal vectors of the same norm.
When q is the euclidean metric, the triangle that minimizes σq is thus the half square.
This is consistent with the above result since it is the only triangle which is similar (i.e.
identical up to a translation, a rotation and a dilation) to both of its children after one
step of longest edge bisection.
Remark 8.3.5. A result of similar nature was already proved in [82] : longest edge bi-
section has the effect that the minimal angle in any triangle after an arbitrary number of
refinements is at most twice the minimal angle of the initial triangle.
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Our next objective is to show that as we iterate the refinement process, the value of
σq(T ) becomes bounded independently of q for almost all generated triangles. For this
purpose we introduce the following notation : if T is a triangle with edges such that
|a|q ≥ |b|q ≥ |c|q, we denote by ψq(T ) the subtriangle of T obtained after bisection of a
which contains the smallest edge c. We first establish inequalities between the measures
σq and ρq applied to T and ψq(T ).
Proposition 8.3.6. Let T be a triangle, then
σq(ψq(T )) ≤ 5
8
ρq(T ) (8.29)
ρq(ψq(T )) ≤ ρq(T )
2
(
1 +
16
ρ2q(T )
)
(8.30)
Proof: We first prove (8.29). Obviously, ψq(T ) contains one edge s ∈ {a, b, c} from T ,
and one half edge t ∈ {a
2
, b
2
, c
2
} from T . Therefore
σq(ψq(T )) ≤
|s|2q + |t|2q
4|ψq(T )|
√
det q
≤ |a|
2
q + |a2 |2q
2|T |√det q =
5
8
ρq(T ).
For the proof of (8.30), we restrict our attention to the case q = x2 + y2, without loss
of generality thanks to the invariance formula (8.14). Let T be a triangle with edges
|a| ≥ |b| ≥ |c|. If h is the width of T in the direction perpendicular to a, then
h =
2|T |
|a| =
2|a|
ρq(T )
.
The sub-triangle ψq(T ) of T has edges
a
2
, c, d where d = b−c
2
, and the angles at the ends
of a
2
are acute. Indeed
〈c, a/2〉 = 1
4
(|b|2 − |a|2 − |c|2) ≤ 0 and 〈d, a/2〉 = 1
4
(|c|2 − |b|2) ≤ 0.
By Pythagora’s theorem we thus find
max{
∣∣∣a
2
∣∣∣2 , |c|2, |d|2} ≤ ∣∣∣a
2
∣∣∣2 + h2 = |a|2
4
(
1 +
16
ρ2q(T )
)
.
Dividing by the respective areas of T and ψq(T ), we obtain the announced result. 
Our next result shows that a significant reduction of σq occurs at least for one of the
triangles obtained by three successive refinements, unless it has reached a small value of
σq. We use the notation ψ
2
q(T ) := ψq(ψq(T )) and ψ
3
q(T ) := ψq(ψ
2
q(T )).
Proposition 8.3.7. Let T be a triangle such that σq(ψ
3
q(T )) ≥ 5. Then σq(ψ3q(T )) ≤
0.69σq(T ).
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Proof: The monotonicity of σq established in Proposition (8.3.3) implies that
5 ≤ σq(ψ3q(T )) ≤ σq(ψ2q(T )) ≤ σq(ψq(T )).
Combining this with inequality (8.29) we obtain
8 ≤ min{ρq(ψ2q(T )), ρq(ψq(T )), ρq(T )}.
If a triangle S obeys ρq(S) ≥ 4, then
1
2
(
1 +
16
ρ2q(S)
)
≤ 1
and therefore ρq(ψq(S)) ≤ ρq(S) according to inequality (8.30). We can apply this to
S = ψq(T ) and S = T , therefore obtaining
ρq(ψ
2
q(T )) ≤ ρq(ψq(T )) ≤ ρq(T ). (8.31)
We now remark that inequality (8.30) is equivalent to (ρq(S)−ρq(ψq(S)))2 ≥ ρq(ψq(S))2−
16, hence
ρq(S) ≥ ρq(ψq(S)) +
√
ρq(ψq(S))2 − 16 (8.32)
provided that ρq(S) ≥ ρq(ψq(S)). Applying this to S = ψq(T ) and recalling that ρq(ψ2q(T )) ≥
8 we obtain
ρq(ψq(T )) ≥ 8 +
√
82 − 16 ≥ 14.9.
Applying again (8.32) to S = T we obtain
ρq(T ) ≥ 14.9 +
√
14.92 − 16 ≥ 29.3.
Using (8.30), it follows that
ρ(ψ3q(T ))
ρ(T )
≤ 1
8
(
1 +
16
ρ2q(ψ
2
q(T ))
)(
1 +
16
ρ2q(ψq(T ))
)(
1 +
16
ρ2q(T )
)
≤ 0.171.
Eventually, the inequalities (8.23) imply that
2σq(ψ
3
q(T )) ≤ ρq(ψ3q(T )) ≤ 0.171ρq(T ) ≤ 0.171(8σq(T ))
which concludes the proof. 
An immediate consequence of Propositions 8.3.3 and 8.3.7 is the following.
Corollary 8.3.8. If (Ti)
8
i=1 are the eight children obtained from three successive refine-
ment procedures from T for the function q, then
– for all i, σq(Ti) ≤ σq(T ),
– there exists i such that σq(Ti) ≤ 0.69σq(T ) or σq(Ti) ≤ 5.
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We are now ready to prove that most triangles tend to adopt an optimal aspect ratio
as one iterates the refinement procedure.
Theorem 8.3.9. Let T be a triangle, and q a positive definite quadratic function. Let
k = lnσq(T )−ln 5− ln(0.69) . Then after n applications of the refinement procedure starting from T ,
at most Cnk7n/3 of the 2n generated triangles satisfy σq(S) ≥ 5, where C is an absolute
constant. Therefore the proportion of such triangles tends exponentially fast to 0 as n→
+∞.
Proof: If we prove the proposition for n multiple of 3, then it will hold for all n (with
a larger constant) since σq decreases at each refinement step. We now assume that n =
3m, and consider the octree with root T obtained by only considering the triangles of
generation 3i for i = 0, · · · , n.
According to Corollary 8.3.8, for each node of this tree, one of its eight children either
checks σq ≤ 5 or has its non-degeneracy measure diminished by a factor θ := 0.69. We
remark that if σq is diminished at least k times on the path going from the root T to a
leaf S, then σq(S) ≤ 5. As a consequence, the number N(m) of triangles S which are such
that σq(S) > 5 within the generation level n = 3m is bounded by the number of words in
an eight letters alphabet {a1, · · · , a8} with length m and that use the letter a8 at most k
times, namely
N(m) ≤
k∑
l=0
(
m
l
)
7m−l ≤ Cmk7m,
which is the announced result. 
The fact that most triangles tend to adopt an optimal aspect ratio as one iterates the
refinement procedure is a first hint that the approximation error in the greedy algorithm
might satisfy the estimate (8.1) corresponding to an optimal triangulation. The following
result shows that this is indeed the case, when this algorithm is applied on a triangular
domain Ω to a quadratic function q with positive definite associated quadratic form q.
The extension of this result to more general C2 convex functions on polygonal domains
requires a more involved analysis based on local perturbation arguments and is the object
of the next section.
Corollary 8.3.10. Let Ω be a triangle, and let q be a quadratic function with positive
definite associated quadratic form q. Let qN be the approximant of q on Ω obtained by the
greedy algorithm for the Lp metric, using the L1 decision function (8.18). Then
lim sup
N→∞
N‖q − qN‖Lp(Ω) ≤ C‖
√
det(q)‖Lτ (Ω),
where 1
τ
= 1
p
+ 1 and where the constant C depends only on on the choice of the approxi-
mation operator AT used in the definition of the approximant.
Proof: For any triangle T , quadratic function q ∈ IP2, and exponent p, let
e′T (q)p := inf
pi∈IP1
‖q − pi‖Lp(T )
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be the error of best approximation of q on T . Let T0 be a fixed triangle of area 1, then for
any q ∈ IP2 and 1 ≤ p ≤ ∞ one has
e′T0(q)1 ≤ e′T0(q)p ≤ eT0(q)p ≤ eT0(q)∞.
Furthermore, e′T0(·)1 and eT0(·)∞ are semi norms on the finite dimensional space IP2 which
vanish precisely on the same subspace of IP2, namely IP1. Hence these semi-norms are
equivalent. It follows that
c0 eT0(q)p ≤ e′T0(q)p ≤ eT0(q)p (8.33)
where c0 is independent q ∈ IP2 and of p ≥ 1. Using the invariance property (8.6) we find
that (8.33) holds for any triangle T in place of T0 with the same constant c0. We also
define for any triangulation T ,
eT (f)pp :=
∑
T∈T
eT (f)
p
p and e
′
T (f)
p
p :=
∑
T∈T
e′T (f)
p
p,
and we remark that c0 eT (q)p ≤ e′T (q)p ≤ eT (q)p. For each n, we denote by T un the
triangulation of Ω produced by n successive refinements based on the L1 decision function
(8.18) for the quadratic function q of interest (note that #(T un ) = 2n). We also define
T σn := {T ∈ T un ; σq(T ) > 5}. Therefore σq(T ) ≤ 5 if T /∈ T σn , and on the other hand
we know from Proposition 8.3.3 that σq(T ) ≤ σq(Ω) for any T ∈ T un . It follows from
Proposition 8.3.2 that
eT un (q)p ≤ C0
(∑
T∈T un (σq(T )|T |
1
τ
√
det q)p
) 1
p
≤ C0
(
5p × 2n + σq(Ω)p#(T σn )
) 1
p
(
|Ω|
2n
) 1
τ √
det q,
where C0 is the constant in (8.24). According to Theorem 8.3.9, we know that
lim
n→+∞
2−n#(T σn ) = 0.
Hence
lim sup
n→∞
2neT un (q)p ≤ 5C0 |Ω|
1
τ
√
det q = 5C0‖
√
det q‖Lτ (Ω).
We now denote by T gn the triangulation generated by the greedy procedure with stopping
criterion based on the error ηn := C
−1
0 2
−n
τ ‖√det q‖Lτ (Ω). It follows from (8.24) that for
all T ∈ T uk with k ≤ n, one has
eT (q)p ≥ C−10 σq(T )‖
√
det q‖Lτ (T ) ≥ C−10 2−
k
τ ‖
√
det q‖Lτ (Ω) ≥ ηn,
where we used that |T | = 2−k|Ω| and that the minimal value of σq is 1. This shows that
T ng is a refinement of T un . Furthermore any triangle T ∈ T un has at most 2k(T ) children in
T gn , where k(T ) is the smallest integer such that
ηn ≥ C0 2−
n+k(T )
τ σq(T )‖
√
det q‖Lτ (Ω).
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Since 1
2
≤ τ ≤ 1 we obtain 2k(T ) ≤ 2 k(T )τ ≤ 2 1τC20σq(T ) ≤ 4C20σq(T ). Hence
#(T gn ) ≤ 4C20
∑
T∈T un
σq(T ) ≤ 4C20 (5× 2n + σq(Ω)#(T σn )) = C12n(1 + εn),
where C1 = 20C
2
0 and εn → 0 as n → ∞. If TN is the triangulation generated after N
steps of the greedy algorithm, then there exists n ≥ 0 such that TN is a refinement of
T gn (hence a refinement of T un ) and T gn+1 is a refinement of TN . It follows that #(TN) ≤
#(T gn+1) ≤ C12n+1(1 + εn+1), and
c0 eTN (q)p ≤ e′TN (q)p ≤ e′T un (q)p ≤ eT un (q)p,
where we have used the fact that e′T (f)p ≤ e′T˜ (f)p whenever T is a refinement of T˜ .
Eventually,
lim sup
N→∞
NeTN (q)p ≤ lim sup
n→∞
C1
c0
2n+1(1 + εn+1)eT un (q) ≤
10C0C1
c0
‖
√
det q‖Lτ (Ω),
which concludes the proof. 
8.4 The case of strictly convex functions
The goal of this section is to prove that the approximation error in the greedy algo-
rithm applied to a C2 function f satisfies the estimate (8.1) corresponding to an optimal
triangulation. Our main result is so far limited to the case where f is strictly convex.
Theorem 8.4.1. Let f ∈ C2(Ω) be such that
d2f(x) ≥ mI, for all x ∈ Ω
for some arbitrary but fixed m > 0 independent of x. Let fN be the approximant obtained
by the greedy algorithm for the Lp metric, using the L1 decision function (8.18). Then
lim sup
N→∞
N‖f − fN‖Lp ≤ C‖
√
det(d2f)‖Lτ , (8.34)
where 1
τ
= 1
p
+ 1 and where C is a constant independent of p, f and m.
Equation (8.34) can be rephrased as follows : there exists a sequence εN(f) such that
εN(f)→ 0 as N →∞ and
‖f − fN‖Lp ≤
(
C‖
√
det(d2f)‖Lτ + εN(f)
)
N−1.
Note also that since ‖√det(d2f)‖Lτ > 0, there exists N0(f) such that ‖f − fN‖Lp ≤
2C‖√det(d2f)‖LτN−1 for all N ≥ N0(f). It should be stressed hard that N0(f) can
be arbitrarily large depending on the function f . Intuitively, this means that when f
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has very large hessian at certain point, it takes more iterations for the algorithm to
generate triangles with a good aspect ratio. The extension of this result to strictly concave
functions is immediate by a change of sign. Its extension to arbitrary C2 functions is so
far incomplete, as it is explained in the end of the introduction. The proof of Theorem
8.4.1 uses the fact that a strictly convex C2 function is locally close to a quadratic function
with positive definite hessian, which allows us to exploit the results obtained in §8.3 for
these particular functions.
8.4.1 A perturbation result
We consider a triangle T , a function f ∈ C2(T ), a convex quadratic function q and
µ > 0 such that on T
d2q ≤ d2f ≤ (1 + µ) d2q. (8.35)
It follows that det(d2q) ≤ det(d2f) ≤ det((1+µ)d2q) = (1+µ)2 det(d2q). Since det(d2q) =
4 det(q), we obtain
2‖
√
det q‖Lτ (T ) ≤ ‖
√
det d2f‖Lτ (T ) ≤ 2(1 + µ)‖
√
det q‖Lτ (T ). (8.36)
The following Lemma shows how the local errors associated to f and q are close
Proposition 8.4.2. The exists a constant Ce > 0, depending only on the operator AT
such that
(1− Ceµ)eT (q)p ≤ eT (f)p ≤ (1 + Ceµ)eT (q)p. (8.37)
Proof: It follows from inequality (8.35) that the functions f − q and (1 + µ)q − f are
convex, hence
IT (f − q)− (f − q) ≥ 0 and IT ((1 + µ)q − f)− ((1 + µ)q − f) ≥ 0
on the triangle T . We therefore obtain
0 ≤ (IT f − f)− (IT q − q) ≤ µ(IT q − q).
There exists a constant C0 > 0 depending only on AT such that for any h ∈ C0(T ),
eT (h)p ≤ C0|T |
1
p‖h‖L∞(T ).
Furthermore according to Proposition 8.2.3 there exists a constant C1 > 0 depending only
on AT such that
|T |1/p‖q − IT q‖L∞(T ) ≤ C1eT (q)p.
Hence
|eT (f)p − eT (q)p| ≤ eT (f − q)p
= eT ((IT f − f)− (IT q − q))p
≤ C0|T |
1
p‖(IT f − f)− (IT q − q)‖L∞(T )
≤ C0|T |
1
p‖µ(IT q − q)‖L∞(T )
≤ C0C1µeT (q)p
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This concludes the proof of this Lemma, with Ce = C0C1. 
Note that using Proposition 8.3.2, and assuming that µ ≤ ce := 12Ce , we have with
1
τ
:= 1 + 1
p
,
eT (f)p ∼ eT (q)p ∼ σq(T )‖
√
| det q|‖Lτ (T ) ∼ σq(T )‖
√
det d2f‖Lτ (T ), (8.38)
with absolute constants in the equivalence.
We next study the behavior of the decision function e 7→ dT (e, f). For this purpose,
we introduce the following definition.
Definition 8.4.3. Let T be a triangle with edges a, b, c. A δ-near longest edge bisection
with respect to the q-metric is a bisection of any edge e ∈ {a, b, c} such that
q(e) ≥ (1− δ) max{q(a),q(b),q(c)}
Proposition 8.4.4. Assume that f and q satisfy (8.35). Then, the bisection of T pres-
cribed by the decision function e 7→ dT (e, f) is a µ-near longest edge bisection for the
q-metric.
Proof: It follows directly from Equation (8.20) that for any edge e of T ,
DT (e, q) ≤ DT (e, f) ≤ DT (e, (1 + µ)q),
hence we obtain using (8.21)
|T |
12
q(e) ≤ DT (e, f) ≤ (1 + µ) |T |
12
q(e). (8.39)
Therefore the bisection of T prescribed by the decision function e 7→ dT (e, f) selects an e
such that
(1 + µ)q(e) ≥ max{q(a),q(b),q(c)}.
It is therefore a δ-near longest edge bisection for the q-metric with δ = µ
1+µ
≤ µ and
therefore also a µ-near longest edge bisection. 
In the rest of this section, we analyze the difference between a longest edge bisection in
the q-metric and a δ-near longest edge bisection. For that purpose we introduce a distance
between triangles : if T1, T2 are two triangles with edges a1, b1, c1 and a2, b2, c2 such that
q(a1) ≥ q(b1) ≥ q(c1) and q(a2) ≥ q(b2) ≥ q(c2), (8.40)
we define
∆q(T1, T2) = max{|q(a1)− q(a2)|, |q(b1)− q(b2)|, |q(c1)− q(c2)|}.
Note that ∆q is a distance up to rigid transformations.
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Lemma 8.4.5. Let T1, T2 be two triangles, let (R1, U1) and (R2, U2) be the two pairs of
children from the longest edge bisection of T1 in the q-metric, and a δ-near longest edge
bisection of T2 in the q-metric. Then, up to a permutation of the pair of triangles (R1, U1),
max{∆q(R1, R2),∆q(U1, U2)} ≤ 5
4
∆q(T1, T2) + δq(a2).
where a2 is the longest edge of T2 in the q-metric.
Proof: We assume that the edges of T1 and T2 are named and ordered as in (8.40). Up to
a permutation, R1 and U1 have edge vectors b1, a1/2, (c1 − b1)/2 and c1, a1/2, (b1 − c1)/2.
Two situations might occur for the pair (R2, U2) :
– q(e) < (1−δ)q(a2) for e = b2 and c2. In such a case the triangle T2 is bisected towards
a2, so that up to a permutation, R2 and U2 have edge vectors b2, a2/2, (c2 − b2)/2
and c2, a2/2, (b2 − c2)/2. Using that q((c− b)/2) = q(c)/2 + q(b)/2− q(a)/4 when
a+ b+ c = 0, it clearly follows that
max{∆q(R1, R2),∆q(U1, U2)} ≤ 5
4
∆q(T1, T2).
– q(e) ≥ (1 − δ)q(a2) for some e = b2 or c2. In such a case T2 may be bisected say
towards b2, so that up to a permutation, R2 and U2 have edge vectors a2, b2/2, (c2−
a2)/2 and c2, b2/2, (b2 − c2)/2. But since |q(b2)− q(a2)| ≤ δq(a2), we obtain that
max{∆q(R1, R2),∆q(U1, U2)} ≤ 5
4
∆q(T1, T2) + δq(a2). (8.41)

We now introduce a perturbed version of the estimates describing the decay of the
non-degeneracy measure which were obtained in Proposition 8.3.3 and Corollary 8.3.8.
Proposition 8.4.6. If (Ti)
2
i=1 are the two children obtained from a refinement of a triangle
T in which a δ-near longest edge bisection in the q-metric is selected, then
max{σq(T1), σq(T2)} ≤ (1 + 4δ)σq(T ). (8.42)
If (Ti)
8
i=1 are the eight children of a triangle T obtained from three successive refinements
in which a δ-near longest edge bisection in the q-metric is selected, then
– for all i, σq(Ti) ≤ σq(T )(1 + C2δ),
– there exists i such that σq(Ti) ≤ 0.69σq(T )(1 + C2δ) or σq(Ti) ≤M ,
where C2 =
61
4
and M = 5(1 + C2δ).
Proof: We first prove (8.42), and for that purpose we introduce the two children T ′1, T
′
2
obtained by bisecting the longest edge of T in the q-metric. If follows from (8.41) that,
up to a permutation of the pair (T ′1, T
′
2),
max{∆q(T1, T ′1),∆q(T2, T ′2)} ≤ δq(a),
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where a is the longest edge of T in the q-metric. Hence
|σq(Ti)− σq(T ′i )| ≤
2∆q(Ti, T
′
i )
4|Ti|
√
det(q)
≤ 2δ q(a)
4|Ti|
√
det(q)
≤ 4δσq(T ). (8.43)
We know from Proposition 8.3.3 that max{σq(T ′1), σq(T ′2)} ≤ σq(T ). Combining this point
with (8.43) we conclude the proof of (8.42).
We now turn to proof of the second part of the proposition and for that purpose we
introduce the eight children (T ′i )
8
i=1 obtained from three successive refinements of T in
which the longest edge in the q-metric is selected. Iterating (8.41), we find that, up to a
permutation of the triangles (T ′i )
8
i=1, one has
max
i=1,··· ,8
∆q(Ti, T
′
i ) ≤
(
1 +
5
4
+
(
5
4
)2)
δq(a) =
61
16
δq(a) =
C2δ
4
q(a),
where, again, a is the longest edge of T in the q-metric. Repeating the argument (8.43)
we find that
max
i=1,··· ,8
|σq(Ti)− σq(T ′i )| ≤ C2δσq(T ). (8.44)
We know from Corollary 8.3.8 that σq(T
′
i ) ≤ σq(T ) for all i and that there exists i such
that either σq(T
′
i ) ≤ 0.69σq(T ) or σq(T ′i ) ≤ 5. Combining this point with (8.44) we
conclude the proof of the proposition. 
8.4.2 Local optimality
Our next step towards the proof of Theorem 8.4.1 is to show that the triangulation
produced by the greedy algorithm is locally optimal in the following sense : if the refine-
ment procedure for the function f produces a triangle T ∈ D on which f is close enough
to a quadratic function q, then the triangles which are generated from the refinement of T
tend to adopt an optimal aspect ratio in the q-metric, and a local version of the optimal
estimate (8.1) holds on T .
We first prove that most triangles adopt an optimal aspect ratio as we iterate the
refinement procedure. Our goal is thus to obtain a result similar to Theorem 8.3.9 which
was restricted to quadratic functions. However, due to the perturbations by C2µ that
appear in Proposition 8.4.6, the formulation will be slightly different, yet sufficient for our
purposes : we shall prove that the measure of non-degeneracy becomes bounded by an
absolute constant in an average sense, as we iterate the refinement procedure.
As in the previous section, we assume that f and q satisfy (8.35). For any T , we
define T un (T ) the triangulation of T which is built by iteratively applying the refinement
procedure for the function f to all generated triangles up to 3n generation levels. Note
that
#(T un (T )) = 23n and |T ′| = 2−3n|T |, T ′ ∈ T un (T ).
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For r > 0, we define the average r-th power of the measure of non-degeneracy of the 23n
triangles obtained from T after 3n iterations by
σrq(n) =
1
23n
∑
T ′∈T un (T )
σrq(T
′).
We also define
γ(r, µ) :=
1
8
(
0.69(1 + C2µ)
)r
+
7
8
(1 + C2µ)
r,
where C2 is the constant in Proposition 8.4.6. Note that for any r > 0, the function γ(r, ·)
is continuous and increasing, and that 0 < γ(r, 0) < 1. Hence for any r > 0, there exists
µ(r) > 0 and 0 < γ(r) < 1 such that γ(r, µ) ≤ γ(r), if 0 < µ < µ(r).
Proposition 8.4.7. Assume that f and q satisfy (8.35) with 0 < µ ≤ µ(r). We then have
σrq(n) ≤ σrq(T )γ(r)n +
M r
8(1− γ(r)) ,
where M is the constant in Proposition 8.4.6. Therefore
σrq(n) ≤ C3 := 1 +
M r
8(1− γ(r)) ,
if 23n ≥ 8σq(T )λ with λ := 3r ln 2− ln γ(r) .
Proof: Let us use the notations u = 0.69(1 + C2µ) and v = (1 + C2µ). According to
Proposition 8.4.6, we have
σrq(n) ≤ E(σrn),
where E is the expectation operator and σn is the Markov chain with value in [1,+∞[
defined by
– σn+1 = max{σnu,M} with probability α := 18 ,
– σn+1 = σnv with probability β :=
7
8
,
– σ0 := σq(T0) with probability 1.
Denoting by µn the probability distribution of σn, we have
E(σrn+1) =
∫ ∞
1
σrdµn+1(σ)
=
∫ ∞
1
(α(max{uσ,M})r + β(vσ)r) dµn(σ)
= αM r
∫ M/u
1
dµn(σ) + αu
r
∫ ∞
M/u
σrdµn(σ) + βv
r
∫ +∞
1
σrdµn(σ)
≤ αM r + (αur + βvr)E(σrn)
≤ αM r + γ(r)E(σrn)
By iteration, it follows that
E(σrn) ≤ E(σr0)γ(r)n +
αM r
1− γ(r) ,
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which gives the result. 
Our next goal is to show that the greedy algorithm initialized from T generates a
triangulation which is a refinement of T un (T ) and therefore more accurate, yet with a
similar amount of triangles. To this end, we apply the greedy algorithm with root T and
stopping criterion given by the local error
η := min
T ′∈T un (T )
eT ′(f)p.
Therefore T ′ is splitted if and only if eT ′(f)p > η. We denote by TN(T ) the resulting
triangulation where N is its cardinality. From the definition of the stopping criterion, it
is clear that TN(T ) is a refinement of T un (T ).
Proposition 8.4.8. Assume that f and q satisfy (8.35) with µ ≤ 1
8
, and define r0 :=
ln 2
ln 4−ln 3 > 0. We then have
N ≤ C423nσr0q (n),
where C4 is an absolute constant. Assuming in addition that µ ≤ µ(r0) as in Proposition
8.4.7, we obtain that
N ≤ C523n,
if 23n ≥ 8σq(T )λ with λ := 3r0 ln 2− ln γ(r0) , and where C5 = C3C4.
Proof: Let T1 be a triangle in T un (T ) and T2 a triangle in TN(T ) such that T2 ⊂ T1. We
shall give a bound on the number of splits k which were applied between T1 and T2, i.e.
such that |T2| = 2−k|T1|. We first remark that according to Proposition 8.3.2 and (8.38),
we have
η ≥ c min
T ′∈T un (T )
|T ′|1+ 1pσq(T ′)
√
det q ≥ c|T1|1+
1
p
√
det q,
where c is an absolute constant. On the other hand, using both Proposition 8.4.2 and
Proposition 8.4.6, we obtain
eT2(f)q ≤ C|T2|1+
1
pσq(T2)
√
det q
= C|T1|1+
1
p2−k(1+
1
p
)σq(T2)
√
det q
≤ C|T1|1+
1
pσq(T1)
(
2−(1+
1
p
)(1 + 4µ)
)k√
det q.
≤ C
c
σq(T1)
(
1+4µ
2
)k
η
≤ C
c
σq(T1)(
3
4
)kη,
where C is an absolute constant. Therefore we see that k is at most the smallest integer
such that C
c
σq(T1)(
3
4
)k ≤ 1. It follows that the total number n(T1) of triangles T2 ∈ TN(T )
which are contained in T1 is bounded by
n(T1) ≤ 2k ≤ 2
(
C
c
σq(T1)
)r0
,
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and therefore
N =
∑
T1∈T un (T )
n(T1) ≤ 2
(
C
c
)r0 ∑
T1∈T un (T )
σq(T1)
r0 = C42
3nσr0q (n),
with C4 = 2
(
C
c
)r0 . The fact that N ≤ C523n when 23n ≥ 8σq(T )λ with λ := 3r0 ln 2− ln γ(r0) is an
immediate consequence of Proposition 8.4.7. 
8.4.3 Optimal convergence estimates
Our last step towards the proof of Theorem 8.4.1 consists in deriving local error esti-
mates for the greedy algorithm. For η > 0, we denote by fη the approximant to f obtained
by the greedy algorithm with stopping criterion given by the local error η : a triangle T
is splitted if and only if eT (f)p > η. The resulting triangulation is denoted by
Tη = TN , with N = N(η) = #(Tη).
For this N , we thus have fη = fN . For a given T generated by the refinement procedure
and such that η ≤ eT (f)p, we also define
Tη(T ) = {T ′ ⊂ T ; T ′ ∈ Tη}
the triangles in Tη which are contained in T and
N(T, η) = #(Tη(T )).
Our next result provides with estimates of the local error ‖f − fη‖Lp(T ) and of N(T, η) in
terms of η, provided that µ is small enough.
Theorem 8.4.9. Assume that f and q satisfy (8.35) with µ ≤ c2 := min{18 , µ(r0)}, and
that η ≤ η0, where
η0 = η0(T ) :=
( |T |
σq(T )λ
) 1
τ √
det q,
with λ := 3r0 ln 2− ln γ(r0) , and
1
τ
= 1
p
+ 1. Then
‖f − fη‖Lp(T ) ≤ ηN(T, η)
1
p , (8.45)
and
N(T, η) ≤ C6η−τ‖
√
det(d2f)‖τLτ (T ), (8.46)
where C6 is an absolute constant.
Proof: The first estimate is trivial since
‖f − fη‖Lp(T ) =
( ∑
T ′∈Tη(T )
eT ′(f)
p
p
) 1
p ≤
( ∑
T ′∈Tη(T )
ηp
) 1
p
= ηN(T, η)
1
p .
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In the case p =∞, we trivially have
‖f − fη‖L∞(T ) ≤ η.
For the second estimate, we define n0 = n0(T ) the smallest positive integer such that
23n0(T ) ≥ 8σq(T )λ with λ := 3r0 ln 2− ln γ(r0) . For any fixed n ≥ n0, we define
ηn := min
T ′∈T un (T )
eT ′(f)p.
We know from Proposition 8.4.8 that with the choice η = ηn
N(T, ηn) ≤ C523n. (8.47)
On the other hand, we know from Proposition 8.4.7, that σr0q (n) ≤ C3, from which it
follows that
min
T ′∈T un (T )
σq(T
′) ≤ C
1
r0
3 .
According to Proposition 8.4.2, we also have
ηn ≤ C min
T ′∈T un (T )
|T ′|1+ 1pσq(T ′)
√
det q ≤ C
1
r0
3 C
( |T |
23n
) 1
τ
√
det q,
where C is an absolute constant, which also reads
23n ≤ C
τ
r0
3 C
τη−τn |T |
√
det q
τ
.
Combining this with (8.47), we have obtained the estimate
N(T, ηn) ≤ C5C
τ
r0
3 C
τη−τn |T |
√
det q
τ
,
which by Proposition 8.4.2 is equivalent to (8.46) with η = ηn. In order to obtain (8.46)
for all arbitrary values of η, we write that ηn+1 < η ≤ ηn for some n ≥ n0, then
N(T, η) ≤ N(T, ηn+1)
≤ C523(n+1)
≤ 8C5C
τ
r0
3 C
τη−τn |T |
√
det q
τ
≤ 8C5C
τ
r0
3 C
τη−τ |T |√det q τ ,
which by Proposition 8.4.2 is equivalent to (8.46). In the case where η ≥ ηn0 , we simply
write
N(T, η) ≤ N(T, ηn0)
≤ C523n0
≤ 64C5σq(T )λ
= 64C5η
−τ
0 |T |
√
det q
τ
≤ 64C5η−τ |T |
√
det q
τ
,
and we conclude in the same way. 
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We remark that combining the estimates (8.45) and (8.46) in the above theorem yields
the optimal local convergence estimate
‖f − fη‖Lp(T ) ≤ C
1
τ
6 ‖
√
det(d2f)‖Lτ (T )N(T, η)−1.
In order to obtain the global estimate of Theorem 8.4.1, we need to be ensured that after
sufficiently many steps of the greedy algorithm, the target f can be well approximated
by quadratic function q = q(T ) on each triangle T , so that our local results will apply on
such triangles. This is ensured due to the following key result.
Proposition 8.4.10. Let f be a C2 function such that d2f(x) ≥ mI for some arbitrary
but fixed m > 0 independent of x. Let TN be the triangulation generated by the greedy
algorithm applied to f using the L1 decision function given by (8.18). Then
lim
N→+∞
max
T∈TN
diam(T ) = 0,
i.e. the diameter of all triangles tends to 0.
Proof: Let T be a triangle with an angle θ at a vertex z0. The other vertices of T can be
written as z1 = z0 + αu and z2 = z0 + βv where α, β ∈ R+ and u, v ∈ R2 are unitary. We
assume that αu is the longest edge of T , hence θ ≤ pi/2. Observe that
ρ(T ) :=
h2T
|T | =
α2
1
2
αβ sin θ
=
2α
β sin θ
,
and
|u− v| = 2 sin
(
θ
2
)
=
sin θ
cos( θ
2
)
=
2α
βρ(T ) cos( θ
2
)
.
Since
√
2
2
≤ cos ( θ
2
)
we thus obtain
|u− v| ≤ 2
√
2α
βρ(T )
≤ 3α
βρ(T )
.
We now set M := ‖d2f‖L∞(Ω) and for all δ > 0 let
ω(δ) := sup
z,z′∈Ω,‖z−z′‖≤δ
‖d2f(z)− d2f(z′)‖.
For t ∈ IR, we define
Hut := d
2fz0+tu and H
v
t := d
2fz0+tv.
and notice that ‖Hut −Hvt ‖ ≤ ω(t|u− v|). Hence, if 0 ≤ t ≤ β, we have
‖Hut −Hvt ‖ ≤ ω
(
3α
ρ(T )
)
.
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Furthermore, for all t we have
|〈Hut u, u〉 − 〈Hut v, v〉| = |〈Hut u, u〉 − 〈Hut u− (u− v), u− (u− v)〉|
= |2〈Hut u, u− v〉 − 〈Hut (u− v), u− v〉|
≤ 2M |u||u− v|+M |u− v|2
≤ M
β2
(
2 3αβ
ρ(T )
+
(
3α
ρ(T )
)2)
.
Applying the identity (8.20) to the edges e = αu and βv, and using a change of variable,
we can write
DT (αu, f) =
∫
R
min{t, α− t}+〈Hut u, u〉dt and DT (βv, f) =
∫
R
min{t, β− t}+〈Hvt v, v〉dt
where we have used the notation r+ := max{r, 0}. Hence, noticing that∫
R
min{t, λ− t}+dt =
∫ λ
0
min{t, λ− t}dt = (λ+)
2
4
,
and using the previous estimates we obtain
DT (αu, f)−DT (βv, f) =
∫
R
(min{t, α− t}+〈Hut u, u〉 −min{t, β − t}+〈Hvt v, v〉) dt
=
∫
R
(min{t, α− t}+ −min{t, β − t}+)〈Hut u, u〉dt
−
∫
R
min{t, β − t}+(〈Hvt v, v〉 − 〈Hut u, u〉)dt
≥ m
∫
R
(min{t, α− t}+ −min{t, β − t}+)dt
−
∫ β
0
min{t, β − t}(|〈Hut u, u〉 − 〈Hut v, v〉|
+|〈(Hut −Hvt )v, v〉|)dt
≥ mα
2 − β2
4
− M
4
(
2
3αβ
ρ(T )
+
(
3α
ρ(T )
)2)
− β
2
4
ω
(
3α
ρ(T )
)
≥ mα
2 − β2
4
− α
2
4
(
6
ρ(T )
+
9
ρ(T )2
+ ω
(
3α
ρ(T )
))
,
where we have used the fact that α > β in the last line. We can therefore write
DT (αu, f)−DT (βv, f) ≥ m
4
(
α2
(
1− ω˜
( 1
ρ(T )
))
− β2
)
, (8.48)
where we have set
ω˜(δ) :=
1
m
(
6δ + 9δ2 + ω(3 diam(Ω)δ)
)
.
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The inequality (8.48) shows that dT (·, f) prescribes a ω˜
(
1
ρ(T )
)
-near longest edge bisection
in the euclidean metric for any triangle T . Indeed if the smaller edge βv was selected, we
would necessarily have
|βv|2 = β2 ≥
(
1− ω˜
( 1
ρ(T )
))
α2 =
(
1− ω˜
( 1
ρ(T )
))
|αu|2.
Notice that ω˜(δ)→ 0 as δ → 0.
Since f is strictly convex, there does not exists any triangle T ⊂ Ω such that eT (f)p =
0. Let us assume for contradiction that the diameter of the triangles generated by the
greedy algorithm does not tend to zero. Then there exists a sequence (Ti)i≥0 of triangles
such that Ti+1 is one of the children of Ti, and hTi → d > 0 as i→∞, where hT denotes
the diameter of a triangle T . Since |Ti| → 0, this also implies that ρ(Ti)→ +∞ as i→∞.
We can therefore choose i large enough such that h2Ti <
4
3
d2 and C2ω˜
(
1
ρ(Tj)
)
≤ 1
2
for all
j ≥ i, where C2 is the constant in Proposition 8.4.6. According to this Proposition, we
have
σ(Ti+3) ≤ 3
2
σ(Ti),
where σ stands for σq in the euclidean case q = x
2 + y2. On the other hand, we have for
any triangle T ,
h2T
8|T | ≤ σ(T ) ≤
h2T
2|T | , from which it follows that
h2Ti+3 ≤ 4
|Ti+3|σ(Ti+3)
|Ti|σ(Ti) h
2
Ti
≤ 3
4
h2Ti .
Therefore, hTi+3 < d which is a contradiction. This concludes the proof of Proposition
8.4.10. 
Proof of Theorem 8.4.1 Since f ∈ C2, an immediate consequence of Proposition 8.4.10
is that for all µ > 0, there exists
N1 := N1(f, µ),
such that for all T ∈ TN1 , there exists a quadratic function qT such that
d2qT ≤ d2f ≤ (1 + µ) d2qT .
Therefore our local results apply on all T ∈ TN1 . Specifically, we choose
N1 := N1(f, c2),
with c2 the constant in Theorem 8.4.9. We then take
η ≤ η0 := min
T∈TN1
{
eT (f)p,
( |T |
σqT (T )
λ
) 1
τ
√
det qT
}
.
We use the notations
fη = fN , Tη = TN , N = N(η) = #(Tη) = #(TN),
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for the approximants and triangulation obtained by the greedy algorithm with stop-
ping criterion given by the local error η. Note that Tη is a refinement of TN1 , since
η ≤ minT∈TN1 eT (f)p, and therefore N ≥ N1. We obviously have
‖f − fN‖Lp ≤ ηN
1
p .
Using Theorem 8.4.9, we also have
N =
∑
T∈TN1
N(T, η) ≤ C6η−τ‖
√
det(d2f)‖τLτ (Ω),
and therefore
‖f − fN‖ ≤ C
1
τ
6 ‖
√
det(d2f)‖Lτ (Ω)N−1,
which is the claimed estimate. Since we have assumed η ≤ η0, this estimate holds for
N > N0,
where N0 is largest value of N such that eT (f)p ≥ η0 for at least one T ∈ TN . 
Remark 8.4.11. In Chapter 7 a modification of the algorithm is proposed so that its
convergence in the Lp norm is ensured for any function f ∈ Lp(Ω) (or f ∈ C(Ω) when
p = ∞). However this modification is not needed in the proof of Theorem 8.4.1, due to
the assumption that f is convex.
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9.1 Introduction
We study in this chapter several variants of the greedy algorithm that was discussed
in Chapter 7 and Chapter 8.
One of the key features of this algorithm is the decision function which governs the
creation of anisotropy by selecting among the available directions of refinement of a tri-
angle. It was proved in Chapter 8 that for piecewise linear approximation, the L1 based
decision function (9.1) leads to optimally adapted triangles. We consider in §9.2 two al-
ternative decision functions, based on the L2 approximation error or the L∞ interpolation
error respectively, both in the context of piecewise linear approximation. The study of
these decision functions is motivated by the following reasons. The L2 based decision
function can be computed at a significantly smaller numerical cost than the L1 based
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or L∞ based decision functions, and is therefore the most suited method for numerical
applications. The L∞ based decision function is computationally more costly, but it leads
to more general convergence results.
We then focus our attention in §9.3 to the behaviour of the greedy algorithm for
piecewise linear approximation when applied to cartoon functions. Unfortunately, it turns
out that the algorithm fails to achieve the best convergence rate (N−1 in the L2 norm)
expected for such functions. This is inherently due to the fact that the geometry of the
bisections used in the algorithm is too limited, regardless of the decision function which is
being used. We thus consider some modifications of the greedy algorithm which partially
solve this problem using alternative bisection choices. Instead of bisecting a triangle from
a vertex to the midpoint of the opposite edge, we offer different possibilities which lead
to better directional selectivity. In turn we obtain optimal convergence rates for simple
cartoon functions of the form f = χP where P is any half plane. The behavior of the
greedy algorithm on general cartoon functions remains an open question.
Finally, we consider in §9.4 a variant of the greedy algorithm which is in some sense
much simpler. It is based on piecewise constant approximation, instead of piecewise linear,
and it produces partitions of the original domain into rectangles aligned with the coordi-
nate axes, instead of triangles of arbitrary direction. Thanks these simplifications we were
able to analyze this algorithm in a rather general setting, and we establish in Theorem
9.4.2 a convergence estimate which applies to any C1 function and which is in accor-
dance with the convergence estimate established in Chapter 1 for optimized rectangular
partitions.
9.2 Alternative decision functions
Let us briefly recall the two steps of the greedy refinement algorithm studied in Chapter
7 and Chapter 8 :
a) A triangle T ∈ T which maximizes the approximation error is selected.
T = argmax
T ′∈T
eT ′(f)p.
b) For each edge e ∈ {a, b, c} of the triangle T , the bisection of T from the midpoint of e
to the opposite vertex defines two children T 1e and T
2
e . The edge e which minimizes a
given decision function dT (e, f) is selected
e := argmin
e′∈{a,b,c}
dT (e
′, f).
and we define the new triangulation T ′ by
T ′ := T − {T}+ {T 1e , T 1e }.
Theorem 8.4.1 states that if the function f to be approximated is C2 and strictly
convex, and if the decision function is given by
dT (e, f) := ‖f − IT 1e f‖L1(T 1e ) + ‖f − IT 2e f‖L1(T 2e ), (9.1)
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then the sequence of triangulations generated by the greedy algorithm satisfies the optimal
error estimate
lim sup
N→∞
NeTN (f)p ≤ C
∥∥∥√| det(d2f)|∥∥∥
Lτ (Ω)
. (9.2)
We now want to investigate two alternate choices for the decision function dT (e, f).
The first of these choices is based on the L2 approximation error
dT (e, f) := ‖f − PT 1e f‖2L2(T 1e ) + ‖f − PT 2e f‖2L2(T 2e ), (9.3)
where, for any triangle T , we denote by PT the L
2(T ) orthogonal projection onto the
space IP1 of affine functions. The second choice is based on the L
∞ interpolation error,
dT (e, f) := ‖f − IT 1e f‖L∞(T 1e ) + ‖f − IT 2e f‖L∞(T 2e ). (9.4)
Our motivation for studying the L2 based decision function is computational. Indeed,
from the point of view of computer run time, the biggest cost of the greedy algorithm
comes from the evaluation of the decision function. As exposed below, a trick allows to
evaluate the (discretized) L2 based decision function (9.3) much faster than the L1 based
or L∞ based decision functions (9.1) and (9.4). The greedy algorithm has been imple-
mented in C++ by Lihua Yang. For an image of realistic resolution, say 512 × 512, the
(discretized) greedy algorithm takes only two seconds on a standard laptop computer to
generate 5000 triangles using the L2 based decision function if it is efficiently evaluated.
In contrast it may take up to a minute to generate the same number of triangles based
on a brute force evaluation of the L2 based decision function, or the L1 based or L∞
based decision functions. As a result the L2 based decision function (9.3) is the preferred
one in numerical experiments. We shall prove that the greedy algorithm based on the L2
decision function generates a sequence of triangulations satisfying the optimal estimate
(9.2) when it is applied to any quadratic function f = q such that the quadratic form q
is non-degenerate. In particular q may be either stricly convex, concave or of hyperbolic
type. The latter case, which corresponds to a mixed signature (1, 1) of the quadratic form
q, is not treated in the study in the previous Chapter 8 of the L1 based decision function
(9.1).
The decision function based on the L∞ error (9.4) is comparable to the L1 based deci-
sion function in terms of computational cost, but it leads to the most complete theoretical
results. Indeed we shall prove that the optimal convergence estimate (9.2) holds for any
quadratic function f = q such that the quadratic form q is non degenerate, as well as for
functions which are C2 and stricly convex. The latter case was treated in Theorem 8.4.1
of Chapter 8 for the L1 based decision function, but is not established for the L2 based
decision function.
Before turning to the detailed study of the different decision functions, we expose as
announced why the (discretized) L2 based decision function (9.3) is much less expensive
to compute than the L1 based or L∞ based decision functions, in terms of computer run
time.
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Let T be a triangle, and let MT be the following 3 × 3 symmetric positive definite
matrix, the Grammian matrix of the basis (1, x, y) of the subspace IP1 of L
2(T ),
MT :=
∫
T
 1 x yx x2 xy
y xy y2
 dx dy = ∫
T
(1, x, y)(1, x, y)Tdx dy.
Let also VT (f) ∈ R3 be the vector of the first order moments of the function f on T ,
VT (f) :=
∫
T
(1, x, y)Tf(x, y) dx dy.
The L2(T ) orthogonal projection of f onto IP1 has the expression
PT (f) = (1, x, y)M
−1
T VT .
Therefore, denoting by 〈·, ·〉 the L2(T ) scalar product,
‖f − PTf‖2L2(T ) = ‖f‖2L2(T ) − 2〈f, PT (f)〉+ ‖PT (f)‖2L2(T )
= ‖f‖2L2(T ) − ‖PT (f)‖2L2(T )
=
∫
T
f(x, y)2dx dy − VT (f)TM−1T VT (f).
Hence the L2(T ) approximation error of f on T has an expression in terms of the integrals
on T of the functions 1, x, y, x2, xy, y2, and f, xf, yf, f 2. The Fubini formula transforms
an integration on a bidimensional domain into two successive one dimensional integrations.
Indeed for any triangle T and any g ∈ L1(T ),∫
T
g(x, y) dx dy =
∫ y∗(T )
y∗(T )
(∫ x∗(T,y)
x∗(T,y)
g(x, y)dx
)
dy
=
∫ y∗(T )
y∗(T )
(
G(x∗(T, y), y)−G(x∗(T, y), y)
)
dy.
(9.5)
Where we have used the notations
G(x, y) :=
∫ x
−∞
g(x, y)dy,
y∗(T ) := min{y ∈ R ; ∃x ∈ R such that (x, y) ∈ T},
x∗(T, y) := min{x ∈ R ; (x, y) ∈ T},
and where y∗(T ) and x∗(T, y) are obtained by taking the maximum instead of the mini-
mum in the definitions of y∗(T ) and x∗(T, y) respectively. The important point in (9.5)
is that the function G does not depend on the triangle T . If this function is known, then
(9.5) transforms the bidimensional integration of g into a one dimensional integration.
This strategy extends to the discrete setting with the Lebesgue measure on T replaced
by the counting measure at pixels where the approximated function f is sampled and which
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have their center contained in T . The integrals of the type
∫
T
g(x, y)dxdy appearing in
the previous equations are therefore replaced by discrete sums∑
(i,j)∈T
g(i, j), (9.6)
where (i, j) stands for the center of the pixel, and without loss of generality runs over
{0, · · · , N − 1}2 for a N ×N image. In particular the quantity ‖f − PTf‖22 appearing in
the definition (9.3) of the L2 based decision function is replaced with
inf
pi∈IP1
∑
(i,j)∈T
|f(i, j)− pi(i, j)|2. (9.7)
Again, this quantity can be expressed in terms of the (discrete) integrals of the functions
1, x, y, · · · , xf, yf, f 2, which do not depend on T . The Fubini formula (9.5) is replaced
with ∑
(i,j)∈T
g(i, j) =
∑
j∗(T )≤j≤j∗(T )
Gi∗(T,j), j −Gi∗(T,j), j (9.8)
where
Gi,j =
∑
0≤i′≤i
g(i′, j),
j∗(T ) = by∗(T )c
i∗(T, j) = bx∗(T, j)c,
and similarly j∗(T ) = by∗(T )c and i∗(T, j) = bx∗(T, j)c. The points (i∗(T, j), j), for
all j∗(T ) ≤ j ≤ j∗(T ), are illustrated on the right of Figure 9.1 and surrounded by
grayed squares. On the same figure the points (i∗(T, j), j), for all j∗(T ) ≤ j ≤ j∗(T ), are
surrounded by white squares.
Consider a fixed function g, such as 1, x, y, x2, xy, y2 or f, xf, yf, f 2 which are needed
for the evaluation of (9.7), for which the sum (9.6) needs to be evaluated for a large
number of distinct triangles. The matrix (Gi,j), 0 ≤ i ≤ N , 1 ≤ j ≤ N is evaluated
once, and for any triangle T the sum (9.6) is computed using (9.5) which involves a much
smaller collection of points, see Figure 9.1. This method greatly accelerates the numerical
implementation of the greedy algorithm, especially for the large and isotropic triangles
that occur in its first steps.
9.2.1 Positive quadratic functions
In this section, we study the algorithm when applied to a quadratic polynomial q such
that det(q) > 0. We shall assume without loss of generality that q is positive definite,
since all our results extend in a trivial manner to the negative definite case.
We first establish that the refinement procedure, using either the L2 based decision
function (9.3) or the L∞ based (9.4), always selects for bisection the longest edge in the
sense of the q-metric |u|q :=
√
q(u) for u ∈ R2, as was already the case for the L1 based
decision function (9.1). This is used to prove that the refinement procedure produces
triangles which tend to adopt an optimal aspect ratio.
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Figure 9.1 – The cost of evaluating the interpolation error of a function f on a triangle
T in the L1 or L∞ norm is proportional to the number of points with integer coordinates
on T (left). Fewer points need to be considered to compute the L2 projection error (right).
The L∞-based split
Let us denote by
αT (f) := ‖f − ITf‖L∞(T ),
the interpolation error in the sup norm. The decision function (9.4) can be re-expressed
as
dT (e, f) = αT 1e (f) + αT 2e (f). (9.9)
Theorem 9.2.1. If |a|q > max{|b|q, |c|q}, then dT (a, q) < min{dT (b, q), dT (c, q)}. The-
refore the refinement procedure based on (9.9) selects the longest edge in the sense of the
q-metric.
In order to prove this result, we need to study the interpolation error in detail.
Proposition 9.2.2. Let T be a triangle with edges a, b, c such that |a|q ≥ |b|q ≥ |c|q, and
let w ∈ R2 and r > 0 be the center and radius of the circumscribed circle for the q-metric,
i.e. such that |v − w|q = r for all the vertices v of T . Then
|a|2q
4
≤ αT (q) ≤ r2.
Right equality holds if T is acute, i.e. 〈Qb, c〉 ≤ 0, where Q is the symmetric matrix
associated to the quadratic form q. Left equality holds if T is obtuse, i.e. 〈Qb, c〉 ≥ 0.
Proof: At any point u ∈ IR2, we have
(q − IT q)(u) = |u− w|2q − r2.
Indeed, the difference (q − IT q)(u) − (|u − w|2q − r2) is an affine function of u, which
vanishes at the three vertices of T . Hence this difference is zero.
The function |u−w|2q− r2 is negative on T with maximal value 0 at the vertices. If T
is acute, then its minimal value on T is −r2 and is attained at w ∈ T . If T is not acute,
then the minimum is attained at ma, the midpoint of a, and if we choose a vertex v at
one end of a, we obtain the value at the minimum by Pythagoras’ identity which gives
(q − IT q)(ma) = |ma − w|2q − r2 = |ma − w|2q − |v − w|2q
= −|v −ma|2q = −|a|2q/4.
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
The dichotomy in the above result is illustrated in the case of the euclidean metric on
figure 4. Note that it would be sufficient to establish the above proof in this particular case,
since we can perform an affine coordinate change φ = Q−
1
2 such that q◦φ is the standard
euclidean form and that the L∞ interpolation error is left invariant by this coordinate
change.
v
w w
r r
ma
a
Figure 4 : maximum point for the L∞ interpolation error
We now prove the following result which clearly implies Theorem 9.2.1.
Proposition 9.2.3. Let T be a triangle with edges |a|q ≥ |b|q ≥ |c|q. We then have :
dT (b, q)− dT (a, q) ≥ 1
4
(q(a)− q(b))
dT (c, q)− dT (a, q) ≥ 1
4
(
q(a)−
( |b|q + |c|q
2
)2)
.
b
T
T
T
a
Ta
b
b
Tc
c
1
T
2
1
2
12
a
c
Figure 5 : Notations in the proof of Proposition (9.2.3)
Proof: We introduce sub-triangles T ie , i = 1, 2 and e = a, b, c, as defined in Figure 5,
which correspond to the three refinement scenarios. With such definitions, the following
inequalities are easily derived from Proposition (9.2.2)
4αT 2a (q) = q(b) (since T
2
a is obtuse)
4αT 1b (q) ≥ q(a)
4αT 1c (q) ≥ q(a)
4αT 2c (q) ≥ q(b)
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On the other hand, we shall prove
αT 1a (q) ≤ αT 2b (q), (9.10)
and
4αT 1a (q) ≤
( |b|q + |c|q
2
)2
. (9.11)
The proof of (9.10) follows from elementary geometric observations. Let L be a line which
is parallel to c but does not contain it, and for x ∈ L denote by Tx the triangle of vertices
x and the end points of c. Denoting respectively by u(x) and v(x) the diameter of Tx
and of its circumscribed circle for the q-metric, we remark that these functions decrease
monotonously as x tends to a point xc which is the orthogonal projection (also for the q-
metric) of the mid-point of c onto L. Since the function x 7→ αTx(q) is continuous in x and
equal to u(x) or v(x) at all x, we conclude that this function also decreases monotonously
as x tends to xc. Applying this observation to the line that contains ma and mb the mid-
points of a and b, and remarking that ma is closer to xc than mb, we conclude that (9.10)
holds.
From (9.10) and the first set of inequalities, we obtain the first statement of the theorem
since
dT (b, q)− dT (a, q) = αT 1b (q) + αT 2b (q)− αT 2a (q)− αT 1a (q)≥ αT 1b (q)− αT 2a (q) ≥ 14(q(a)− q(b)).
The proof of (9.11) also follows from elementary geometric observations. In the case
where T 1a is obtuse, one of its edges e is such that 4αT 1a = q(e), and (9.11) follows since
|e|q ≤ 12(|b|q+|c|q) for all e, using triangle inequality. Let R be an acute triangle of vertices
u, v, w and let m = (u+v)/2. Remarking than the center of the (euclidean) circumscribed
circle to R lies inside R, one easily checks by convexity that the (euclidean) diameter of
this circle is smaller than |m−u|+ |m−w|. In the case where T 1a is acute, the diameter of
its circumscribed circle is thus bounded by 1
2
(|b|q + |c|q), as illustrated on Figure 6 when
q is the euclidean metric.
From (9.11) and the first set of inequalities, we obtain the second statement of the
theorem since
dT (c, q)− dT (a, q) = αT 2c (q) + αT 1c (q)− αT 2a (q)− αT 1a (q)
≥ 1
4
(
q(b) + q(a)− q(b)−
(
|b|q+|c|q
2
)2)
= 1
4
(
q(a)−
(
|b|q+|c|q
2
)2)
.

The L2-based split
We now denote by
βT (f) := ‖f − PTf‖L2(T ),
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c/2
r
r
o
b/2
Figure 6 : The case where T 1a is acute.
the orthogonal projection error in the L2 norm. The decision function (9.3) now writes
dT (e, f) = βT 1e (f)
2 + βT 2e (f)
2. (9.12)
We shall prove that the refinement procedure based on (9.12) behaves in a similar way as
(9.9).
Theorem 9.2.4. If d, e ∈ {a, b, c} are two edges such that |d|q < |e|q, then dT (e, q) <
dT (d, q). Therefore the refinement procedure based on (9.12) selects the longest edge in the
sense of | · |q.
In order to prove this result, we first provide with an algebraic expression of βT (q)
which is valid for any quadratic function q.
Proposition 9.2.5. Let T be a triangle with edges a, b, c and area |T |, and let q be a
quadratic function. Then
β2T (q) = |T |
(
c1(q(a) + q(b) + q(c))
2 − c2 det(q)|T |2
)
. (9.13)
with constants c1 =
1
1200
and c2 = c1
64
3
= 4
225
.
Proof: We first prove (9.13) on the triangle R of vertices {(0, 0), (0, 1), (1, 0)}. It is easy
to compute the integrals on R of monomials xkyl, k + l ≤ 4. Using these quantities, we
can derive the orthogonal projection of a quadratic function thanks to a formal computing
program, which gives us
q = ux2 + vy2 + 2wxy ⇒ PRq = −u+ v + w
10
+
2x
5
(2u+ w) +
2y
5
(2v + w).
This yields the following expression for the L2-squared error between q and its projection∫
R
(q − PRq)2 =
∫
R
(q− PRq)2 = 1
300
(
u2 +
2uv
3
+ v2 − 2uw − 2vw + 7w
2
3
)
,
which is equivalent to (9.13).
For an arbitrary triangle T , using an affine bijective transformation φ from R to T ,
we have
βT (q)
2 = JφβR(q˜)
2,
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where q˜ = q ◦ φ and Jφ is the constant jacobian of φ. Using the validity of (9.13) on R
and the fact that |T | = Jφ|R|, we thus obtain
βT (q)
2 = |T |
(
c1(q˜(a˜) + q˜(b˜) + q˜(c˜))
2 − c2 det(q˜)|R|2
)
,
where q˜ is the quadratic form associated to q˜ and e˜ denotes the edge segment of R mapped
onto e by φ. Since q˜(e˜) = q(e) and det(q˜) = J2φ det(q), we obtain (9.13) for T . 
We now prove the following result which clearly implies Theorem 9.2.4.
Corollary 9.2.6. Let T be a triangle with edges a, b, c and area |T |, with |a|q ≥ |b|q and
|a|q ≥ |c|q. Then
dT (b, q)− dT (a, q) ≥ 5
4
c1|T |(q(a)2 − q(b)2), (9.14)
dT (c, q)− dT (a, q) ≥ 5
4
c1|T |(q(a)2 − q(c)2). (9.15)
Proof: The children triangles all have area |T |/2, and take their edges among a, b, c,
a/2, b/2, c/2 and a−b
2
, b−c
2
, c−a
2
(recall that a+ b+ c = 0). We use the identity
q(u+ v) + q(u− v) = 2q(u) + 2q(v),
which is valid for all quadratic forms, and implies
q
(
b− c
2
)
=
q(b) + q(c)
2
− q(a)
4
.
Using (9.13), this allows us to compute the local projection errors for the children of T .
For example bisecting the edge a creates two children T ′ and T ′′ with edges a
2
, b, c−b
2
and
a
2
, c, b−c
2
, and therefore
β2T ′(q) = |T ′|
(
c1
(
q
(a
2
)
+ q(b) + q
(
c− b
2
))2
− c2 det(q)|T ′|2
)
=
|T |
2
(
c1
(
3q(b) + q(c)
2
)2
− c2 det(q) |T |
2
4
)
and similarly
β2T ′′(q) =
|T |
2
(
c1
(
3q(c) + q(b)
2
)2
− c2 det(q) |T |
2
4
)
.
Adding up, we thus obtain
dT (a, q) =
|T |
8
(
c1(3q(b) + q(c))
2 + c1(q(b) + 3q(c))
2 − 2c2 det(q)|T |2
)
.
Subtracting this from the analogous expression for dT (b, q) we obtain
dT (b, q)− dT (a, q) = c1|T |
4
(
5
(
q(a)2 − q(b)2)+ 6q(c)(q(a)− q(b))) (9.16)
which implies (9.14). Exchanging b with c we obtain (9.15) which concludes the proof. 
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Convergence towards to optimal aspect ratio
We have established in Theorems 9.2.1 and 9.2.4 that for any triangle T and any
quadratic function q ∈ IP2 such that the homogeneous component q ∈ IH2 is positive
definite, the decision functions (9.3) and (9.4) based on the L2 or L∞ error lead to the
bisection of the same edge of T : the longest edge of the q-metric.
Similarly it is established in Lemma 8.3.1 in the previous chapter that the decision
function (9.1) based on the L1 interpolation error leads to the bisection of the same edge.
As a result, the decision functions can be interchanged without changing the result of
Corollary 8.3.10 which extends as follows.
Theorem 9.2.7. Let Ω be a triangle, and let q be a quadratic function with positive
definite associated quadratic form q. Let qN be the approximant of q on Ω obtained by the
greedy algorithm for the Lp metric, using the L1, L2 or L∞ decision function (9.1), (9.3),
(9.4). Then
lim sup
N→∞
N‖q − qN‖Lp(Ω) ≤ C‖
√
det(q)‖Lτ (Ω), (9.17)
where 1
τ
= 1
p
+ 1 and where the constant C depends only on on the choice of the approxi-
mation operator AT used in the definition of the approximant.
The local perturbation analysis exposed in the previous chapter, §8.4.2, for the L1
based decision function extends without difficulties to the L2 and L∞ based decision
functions. From this point, it is not difficult to extend Theorem 9.2.7 to functions f which
are close enough to a positive definite quadratic function q, in the sense that
d2q ≤ d2f ≤ (1 + µ)d2q (9.18)
for a constant µ > 0 small enough.
Let us consider a C2 and strictly convex function f defined on a polygonal domain
Ω. In order to establish an asymptotical error estimate, we need to be ensured that
after sufficiently many steps of the greedy algorithm, the target function f can be well
approximated by a quadratic function q = qT on each triangle T , in the sense of (9.18),
so that our local results will apply on such triangles. This property follows from the next
proposition, which is an extension of Proposition 8.4.10 in which the L1 based decision
function (9.1) is replaced with the L∞ based decision function. We postpone its proof to
the appendix §9.5.2.
Proposition 9.2.8. Let f be a C2 function such that d2f(x) ≥ mI for some arbitrary
but fixed m > 0 independent of x. Let TN be the triangulation generated by the greedy
algorithm applied to f using the L∞ decision function given by (9.4). Then
lim
N→+∞
max
T∈TN
diam(T ) = 0,
i.e. the diameter of all triangles tends to 0.
As a consequence, we may extend Theorem 8.4.1 to the L∞ based decision function.
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Theorem 9.2.9. Let Ω be a polygonal domain and let f ∈ C2(Ω) be such that d2f(x) ≥
mI for all x ∈ Ω, for some arbitrary but fixed m > 0 independent of x. Let fN be the
approximant obtained by the greedy algorithm for the Lp metric, using the L1 decision
function (9.1) or the L∞ decision function (9.4). Then
lim sup
N→∞
N‖f − fN‖Lp ≤ C‖
√
det(d2f)‖Lτ ,
where 1
τ
= 1
p
+ 1 and where C is a constant independent of p, f and m.
9.2.2 Quadratic functions of mixed sign
In this section, we study the algorithm when applied to a quadratic polynomial q such
that det(q) < 0. We shall follow the same steps, and reach similar conclusions, as in the
positive definite case, using a measure of non-degeneracy which is equivalent to ρq(T ). If
a triangle T has edges a, b, c such that |q(a)| ≥ |q(b)| ≥ |q(c)|, we will still refer to a as
the “longest” edge in the sense of q, although q does not define a proper metric anymore.
Recall that
ρq(T ) :=
|q(a)|
|T |√| det q| .
The following inequalities that will be repeatedly used in this section can be derived
when ρq(T ) is large enough. We postpone their proof to the appendix.
Proposition 9.2.10. Let T be a triangle such that |q(a)| ≥ |q(b)| ≥ |q(c)|, and define
d = b−c
2
.
If ρq(T ) ≥ 4, then q(a)q(b) ≥ 0, |q(a)| ≥ 4|q(c)| and |q(a)| ≥ 4|q(d)|. (9.19)
If ρq(T ) ≥ 8, then |q(a)| ≤ 3
8
|q(b) + q(c)|. (9.20)
The L∞-based split
Theorem 9.2.11. The refinement procedure based on (9.9) selects the longest edge in the
sense of q : if |q(a)| > max{|q(b)|, |q(c)|} and ρq(T ) ≥ 4, then
dT (a, q) < min{dT (b, q), dT (c, q)}.
This theorem is very similar to the one for positive quadratic functions. In order to
prove it, we first study the interpolation error which has a simple form in this context.
Proposition 9.2.12. Let T be a triangle with edges a, b, c. Then
αT (q) =
1
4
max{|q(a)|, |q(b)|, |q(c)|}.
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Proof: Let x0 be the point of T at which the interpolation error is attained : x0 =
argmaxT |q − IT q|. If x0 is in the interior of T , then it must be a local extremum of
q − IT q. However this function has only one critical point on R2, which is not an extre-
mum since q has mixed signature. Therefore x0 must lie on an edge. On each edge of T ,
the function q − IT q is a one dimensional quadratic function vanishing at the endpoints.
It follows that x0 must lie in the middle of an edge and the result follows. 
Proposition 9.2.13. Let T be a triangle with edges |q(a)| ≥ |q(b)| ≥ |q(c)| and such
that ρq(T ) ≥ 4. Then
dT (b, q)− dT (a, q) ≥ |q(a)| − |q(b)|
8
,
dT (c, q)− dT (a, q) ≥ |q(a)|
8
.
Proof: The bisection through the edge a creates two sub-triangles T 1a , T
2
a of edges respec-
tively a
2
, b, d and a
2
, c, d. Using the last two inequalities in (9.19) we obtain that 4αT 1a =
max{|q(a/2)|, |q(b)|} and 4αT 2a = |q(a/2)|. Therefore
4dT (a, q) =
|q(a)|
4
+ max
{ |q(a)|
4
, |q(b)|
}
.
On the other hand, the choice of bisecting the edge b creates two subtriangles respectively
containing the edges a and b
2
, and the choice of bisecting the edge c creates two subtriangles
respectively containing the edges a and b. This provides us with the lower bounds
4dT (b, q) ≥ |q(a)|+ |q(b)|
4
,
4dT (c, q) ≥ |q(a)|+ |q(b)|.
The proposition follows easily, distinguishing between the two cases |q(a)| ≤ 4|q(b)| and
|q(a)| ≥ 4|q(b)|. 
The L2-based split
The same conclusions can be reached for the refinement procedure based on (9.12).
Theorem 9.2.14. The refinement procedure based on (9.12) selects the longest edge
in the sense of q : if |q(a)| > max{|q(b)|, |q(c)|} and ρq(T ) ≥ 4, then dT (a, q) <
min{dT (b, q), dT (c, q)}.
Proof: The expression found in (9.16) remains valid when det(q) < 0. Substituting a by
b or c and subtracting, we obtain
dT (b, q)− dT (a, q) = 5c1
2
|T |(q(a)− q(b))
(
s+
q(b)
5
)
,
dT (c, q)− dT (a, q) = 5c1
2
|T |(q(a)− q(c))
(
s+
q(c)
5
)
,
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where s = q(a) + q(b) + q(c). Using (9.19), we see that the quantities
s+
q(b)
5
, s+
q(c)
5
, q(a)− q(b) and q(a)− q(c)
all have the same sign as q(a) and are non-zero. It follows that
dT (a, q) < min{dT (b, q), dT (c, q)}
which concludes the proof. 
Convergence toward the optimal aspect ratio.
We have proved that the refinement procedure - either based on the L∞ or L2 decision
function - systematically picks the longest edge in the sense of q if ρq(T ) ≥ 4. Similarly
to the positive definite case, we now study the iteration of several refinement steps and
show that the generated triangles tend to adopt an optimal “aspect ratio” in the sense
of the measure of non-degeneracy ρq(T ) introduced in §8.2. If T is a triangle with edges
a, b, c, let us recall that
ρq(T ) :=
max{|q(a)|, |q(b)|, |q(c)|}
|T |√| det q| .
As in §8.3, we introduce a close variant to ρq(T ). If T is a triangle with edges a, b, c,
we define
σq(T ) :=
min {|q(a) + q(b)|, |q(b) + q(c)|, |q(c) + q(a)|}
4|T |√| det q| . (9.21)
Note that if q was a positive quadratic form, this definition is consistent with (8.22). We
define our measure of non-degeneracy κq by
κq(T ) := max{σq(T ), 5/2}. (9.22)
We first show that the quantities κq and ρq are equivalent.
Proposition 9.2.15. For any triangle T , one has
2σq(T ) ≤ ρq(T ), (9.23)
and
4
5
κq(T ) ≤ ρq(T ) ≤ 32
3
κq(T ). (9.24)
Proof: We denote by a, b, c the edges of T , and we assume that |q(a)| ≥ |q(b)| ≥ |q(c)|.
The inequality (9.23) follows directly from the triangle inequality :
2|T |
√
| det q|σq(T ) ≤ |q(b) + q(c)|
2
≤ |q(a)| ≤ |T |
√
| det q|ρq(T ).
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As mentioned earlier, ρq(T ) is always larger than 2 and therefore (9.23) implies the left
inequality in (9.24).
It remains to prove the right inequality in (9.24). If ρq(T ) ≤ 8, it is immediate since
κq(T ) ≥ 52 and 323 52 ≥ 8. If ρq(T ) ≥ 8 then q(a)q(b) ≥ 0 according to (9.19) and therefore
|q(b) + q(c)| ≤ |q(a) + q(c)| ≤ |q(a) + q(b)|.
We obtain using (9.20) that
ρq(T ) =
|q(a)|
|T |√| det q| ≤ 83 |q(b) + q(c)||T |√| det q| = 323 σq(T ) ≤ 323 κq(T ),
which concludes the proof. 
Similar to ρq, the quantity κq is invariant by a linear coordinate changes φ, in the
sense that
κq◦φ(T ) = κq(φ(T )).
Our next result shows that κq(T ) is always reduced by the refinement procedure.
Proposition 9.2.16. If T is a triangle with children T1 and T2 obtained by the refinement
procedure for the quadratic function q, using the L2 based or L∞ based decision function,
then
max{κq(T1), κq(T2)} ≤ κq(T ).
Proof: Let us assume that a is the longest edge in the sense of q. In the case where
ρq(T ) ≥ 4, we already noticed in the proof of Proposition 9.2.15 that
σq(T ) =
|q(b) + q(c)|
4|T |√| det q| .
Moreover, according Theorems 9.2.11 and 9.2.14 the edge a is selected by both decision
functions. It follows that the children Ti have edges a/2, b, (c− b)/2 and a/2, (b− c)/2, c
(recall that a+ b+ c = 0). We thus have
2|T |
√
| det q| σq(Ti) ≤
∣∣∣∣q(a2)+ q
(
b− c
2
)∣∣∣∣
=
∣∣∣∣q(b+ c2
)
+ q
(
b− c
2
)∣∣∣∣
=
|q(b) + q(c)|
2
= 2|T |
√
| det q| σq(T ).
We have proved that σq(Ti) ≤ σq(T ), and it readily follows that κq(Ti) ≤ κq(T ).
In the case where ρq(T ) ≤ 4, we remark that Ti contains at least one edge from T , say
s ∈ {a, b, c} and one half-edge t ∈ {a
2
, b
2
, c
2
}. This provides an upper bound for σq :
σq(Ti) ≤ |q(s) + q(t)|
2|T |√| det q| ≤ |q(a)|+ |q(
a
2
)|
2|T |√| det q| = 58ρq(T ) ≤ 52 . (9.25)
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Therefore κq(Ti) =
5
2
≤ κq(T ). 
Our next objective is to show that as we iterate the refinement process, the value of
κq(T ) becomes bounded independently of q for almost all generated triangles. If T is a
triangle such that |q(a)| ≥ |q(b)| ≥ |q(c)| and if the edge a is cut (which is the case as
soon as ρq(T ) ≥ 4, using the L2 or L∞ based decision functions) we define ψq(T ) as the
subtriangle containing the edge c. We first prove a result which is analogous to Proposition
8.3.7.
Proposition 9.2.17. If T is a triangle such that κq(ψ
3
q(T )) >
5
2
, then κq(ψ
3
q(T )) ≤
2
3
κq(T ).
Proof: Let S be a triangle such that κq(ψq(S)) >
5
2
. According to (9.25), one must have
ρq(S) > 4. We assume that the edges of S satisfy |q(a)| ≥ |q(b)| ≥ |q(c)|. Since the three
edges of ψq(S) are
a
2
, c and d = b−c
2
, it follows from (9.19) that the longest edge of ψq(S)
in the sense of q is a
2
.
Since
κq(ψq(T )) ≥ κq(ψ2q(T )) ≥ κq(ψ3q(T )) >
5
2
,
we can apply this observation to the triangles T , ψq(T ) and ψ
2
q(T ). Therefore, denoting by
a the longest edge of T in the sense of q, we find that a
8
is the longest edge of ψ3q(T ). Since
|ψ3q(T )| = |T |/8, we obtain that ρq(ψ3q(T )) = ρq(T )/8. Using the results of Proposition
9.2.15, we thus have
κq(ψ
3
q(T )) = σq(ψ
3
q(T )) ≤
1
2
ρq(ψ
3
q(T )) =
1
16
ρq(T ) ≤ 2
3
κq(T ),
which concludes the proof. 
An immediate consequence of Propositions 9.2.16 and 9.2.17 is the following.
Corollary 9.2.18. If (Ti)
8
i=1 are the 8 children obtained from 3 successive refinement
procedures from T for the function q, then
– for all i, κq(Ti) ≤ κq(T ),
– there exists i such that , κq(Ti) ≤ 23κq(T ) or κq(Ti) = 52 .
We eventually obtain the two following results which proof are exactly similar to the ones
of Theorem 8.3.9 and Corollary 8.3.10.
Theorem 9.2.19. Let T be a triangle, and let q a quadratic function of mixed type. Let
k = ln(2κq(T )/5)
ln 3−ln 2 . Then after n applications of the refinement procedure starting from T , at
most Cnk7n/3 of the 2n generated triangles are such that κq(S) >
5
2
where C is an absolute
constant. Therefore the proportion of such triangles tends exponentially to 0 as n→ +∞.
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Theorem 9.2.20. Let Ω be a triangle, and let q be a quadratic function such that det q <
0. Let qN be the approximant of q on Ω obtained by the greedy algorithm for the L
p metric,
using the L2 or L∞ decision function (9.3), (9.4). Then
lim sup
N→∞
N‖q − qN‖Lp(Ω) ≤ C‖
√
det(q)‖Lτ (Ω),
where 1
τ
= 1
p
+ 1 and where the constant C depends only on on the choice of the approxi-
mation operator AT used in the definition of the approximant.
9.3 Alternative bisection choices, and the approxi-
mation of cartoon functions
A popular, although simplistic, model for images is the set of cartoon functions, see
Definition 4.3.1. In summary a function f defined on a domain Ω is a cartoon function
if f is C2 except along a finite collection of C2 curves where f may have discontinuities.
For any cartoon function f on the bi-dimensional domain Ω = [0, 1]2, the approximations
(fN)N≥0 obtained by retaining the N largest coefficients in the wavelet expansion of f
satisfy, as observed in (4.3),
‖f − fN‖L2(Ω) ≤ CN− 12 . (9.26)
One of the purposes of anisotropic mesh adaptation is to improve on this estimate, and
we therefore focus in this section on the L2 approximation error. For any triangle T and
any function f ∈ L2(T ), we define
eT (f) := inf
pi∈IP1
‖f − pi‖L2(T ) = ‖f − PT (f)‖L2(T ), (9.27)
where PT is the operator of L
2(T ) orthogonal projection onto the space IP1 of affine
functions. For any triangulation T of a polygonal domain Ω, and any f ∈ L2(Ω), we
denote by eT (f) the error of approximation of f in the L2(Ω) norm by discontinuous
piecewise affine functions on T . This quantity is defined by
eT (f)2 :=
∑
T∈T
eT (f)
2 = ‖f − PT (f)‖2L2(Ω), (9.28)
where PT is the L2(Ω) orthogonal projection onto the space of discontinuous piecewise
affine functions on the triangulation T . The heuristic analysis led in (4.15) suggests that,
if f is a cartoon function on a polygonal domain Ω, then there exists a sequence (TN)N≥N0
of anisotropic triangulations of Ω, satisfying #(TN) ≤ N , and such that
eTN (f) ≤ CN−1. (9.29)
We make in this section an attempt, not totally conclusive, to answer the following
question : is it possible to produce a sequence (TN)N≥N0 of triangulations satisfying (9.29)
using a hierarchical refinement algorithm ? The analysis presented in §9.3.1 shows that
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Figure 9.2 – (left) Three bisection choices S3T , (right) Six bisection choices S
6
T .
unfortunately the refinement algorithm studied in the previous chapters does not satisfy
(9.29). This failure is inherently due to the limited geometric selectivity of the algorithm
due to the choice of bisections. For this reason, we study other types of bisections in
§9.3.2 and §9.3.3, also based on splitting a selected element (which may not anymore be a
triangle) by a line cut. In this more general setting, the greedy algorithm has the following
generic form :
1. An element T which maximizes the approximation error is selected within the par-
tition T .
T = argmax
T ′∈T
eT ′(f).
2. The refinement procedure considers a finite set ST of segments s along which the
element T may be split into two, thus creating two children elements T 1s and T
2
s .
The segment s ∈ ST which minimizes a given decision function dT (s, f) is selected
and we define
T ′ := T − {T}+ {T 1s , T 1s }.
Two possible choices for the set ST , denoted by S
3
T and S
6
T , are illustrated on Figure
9.2. The set S3T contains three segments, which join one of the three vertices of T to the
midpoint of the opposite edge. It corresponds to the three bisection choices studied in
the previous chapters. The set S6T contains a larger choice, namely six segments joining a
vertex v1 of T to the barycenter
1
3
v2 +
2
3
v3 of the other vertices v2 and v3. Other bisection
choices, that lead to non-triangular partitions, are displayed on Figure 9.9.
We typically consider the L2 based decision function : if an element T is bisected along
a segment s, creating two smaller elements T 1s and T
2
s , then
dT (s, f) := eT 1s (f)
2 + eT 2s (f)
2. (9.30)
Starting from a triangulation TN0 of the polygonal domain Ω on which the function f
needs to be approximated, with #(TN0) = N0, the greedy algorithm creates step after step
a sequence TN0+1, TN0+2, · · · of triangulations of Ω satisfying #(TN) = N . At the time of
writing, unfortunately, the author does not know how to choose the set of segments ST
and the decision function dT (s, f) such that given any cartoon function f , the sequence
(TN)N≥N0 of partitions produced by the greedy algorithm satisfies the desired estimate
(9.29).
As an intermediate objective, we choose to study the behavior of the refinement proce-
dure when f is a particularly simple cartoon function, the characteristic function f = χP
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when P is a half plane. Up to translation and rotation, we may always assume that P is
of the form
P := {(x, y) ∈ R2 ; y ≥ 0}.
We denote by D the line
D = ∂P = {(x, 0) ; x ∈ R}, (9.31)
and we observe that, denoting by T˚ the interior of a triangle T , one has
eT (χP ) = 0 if and only if T˚ ∩D = ∅. (9.32)
We shall first prove that, for certain configurations between the line D and the initial
triangulation T0, the refinement procedure based on the three bisection choices S3T pro-
duces a sequence of triangulations (TN)N≥1 that does not satisfy the optimal convergence
estimate
eTN (χP ) ≤ CN−1. (9.33)
We then show that if the six bisection choices S6T illustrated on Figure (9.2) are allowed,
and if an appropriate decision function is used, then (9.33) is satisfied. Eventually, we
consider another variant of the refinement procedure, which only involves three bisection
choices at each step, and for which (9.33) is again satisfied.
9.3.1 Three bisection choices : a negative result
We show in this section that the greedy algorithm studied in the previous chapters
beats the error estimate (9.26) associated to wavelet expansions when f = χP . However
it fails to achieve the desired error estimate (9.33). More precisely, Proposition 9.3.4
shows that, if the decision function dT (s, f) satisfies Assumptions 9.3.1, then the greedy
refinement procedure for the function f = χP , starting from an arbitrary triangulation
TN0 , #(TN0) = N0, produces a sequence (TN)N≥N0 of triangulations, #(TN) = N , such
that
eTN (χP ) ≤ CN−λ/2, (9.34)
where λ/2 = 0.732 · · · . This estimate cannot be improved since we establish in Proposition
9.3.2 that there exists a triangle Tref such that the sequence (TN)N≥1 produced by the
greedy refinement procedure for the function f = χP starting from T1 = {Tref} satisfies
eTN (χP ) ≥ cN−λ/2 (9.35)
where c > 0.
We say that two triangles T , T ′ are D-affine equivalent if there exists an affine change
of coordinates φ : R2 → R2, that transforms T into T ′ and leaves the line D defined at
(9.31) invariant :
φ(T ) = T ′ and φ(D) = D.
If T and T ′ are D-affine equivalent, then it follows from a change of variables that
|T |− 12 eT (χP ) = |T ′|− 12 eT ′(χP ). (9.36)
The following assumptions on the decision function are illustrated on Figure (9.3).
Their purpose is to create, through the refinement process, a thin layer of triangles along
the line D.
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Figure 9.3 – Illustrations of Assumptions 9.3.1, a) left and b) right. The line D (Thick),
forbidden bisection choices (dashed), authorized bisection choices (full).
Assumptions 9.3.1. Let T be a triangle such that eT (χP ) 6= 0. In the following we
work under the assumption that segment s ∈ S3T which minimizes the decision function
dT (s, χP ) satisfies the following properties.
a) If there is such a possibility in S3T , the bisection of T along s creates a child T
′ such
that eT ′(χP ) = 0.
b) If a) is impossible then the decision function selects a segment s ∈ S3T joining a vertex
of the triangle T to the midpoint of an edge which is intersected by the line D.
These two properties are illustrated in figure 9.3. Numerical experiments strongly
suggest that they are satisfied for the decision function based on the L2 error which is
defined by (9.30).
We first prove the lower error bound (9.35), and for that purpose we denote by Tref
the triangle of vertices
(0,−1), (3,−1), (0, 2).
Tref is the large triangle enclosing the others on Figure 9.4. The refinement procedure
applied to the triangle Tref and the function f = χP creates an infinite master tree Pref of
triangles. If P is a finite subtree of Pref , (in other words P contains Tref and the nodes of
P have either two or no children), then the leaves of P define a triangulation T of Tref .
Proposition 9.3.2. There exists a constant c > 0 such that : for any triangulation T
associated to a finite subtree of Pref , we have
eT (χP ) ≥ c#(T )−λ/2 (9.37)
where c > 0 is a positive constant and λ = 1.464 · · · is the solution of(
1
4
) 1
1+λ
+
(
1
8
) 1
1+λ
= 1. (9.38)
In particular let (TN)N≥1 be the sequence of triangulations generated by the greedy al-
gorithm applied to the function f = χP and starting from T1 = {Tref}. If the decision
function satisfies Assumptions 9.3.1, then for all N ≥ 1 one has
eTN (χP ) ≥ cN−λ/2.
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Figure 9.4 – Subdivision of the triangle Tref , some of its children and grand-children, with
a decision function satisfying Assumptions 9.3.1. The colored triangles satisfy eT (χP ) = 0.
a
b
a 1
c
b
a 1
2
Figure 9.5 – Tree associated to the subdivision illustrated on Figure 9.4 (left), and
equivalence classes of the elements of this tree for the relation of D-affine equivalence
(right).
Proof: Figures 9.4 and 9.5 reveal a surprising property of the master tree Pref . After a
few steps, as illustrated on the right of Figure 9.4 we obtain two (white) triangles which
are D-affine equivalent to the initial triangle Tref , and three (colored) triangles on which
the approximation error eT (χP ) is zero. It follows that, up to the relation of D-affine
equivalence, the tree Pref is self-similar and is a repetition of the pattern presented on
the right of Figure 9.5.
We define an auxiliary tree P ′ref as follows. The nodes of P ′ref are the triangles T0 ∈ Pref
which are affine equivalent to Tref with respect to D. The children T1, T2 of a triangle T0
in P ′ref are the grand-child and grand-grand-child of T0 in Pref which are affine equivalent
to Tref . Note that
|T0| = 4|T1| = 8|T2|. (9.39)
Let T be a triangulation of Tref associated to a finite subtree P of Pref . We denote by P ′
the smallest subtree of P ′ref such that any leaf of P ′ is contained in a leaf of P . We denote
by T ′ the collection of leaves of P ′. For instance, if T is any of the three triangulations
illustrated on Figure 9.4, then T ′ consists of the two white triangles in the right of Figure
9.4. A triangle T ∈ T contains a single triangle T ′ ∈ T ′ if eT (χP ) 6= 0, and none otherwise.
Therefore
#(T ′) ≤ #(T ). (9.40)
Furthermore, since all the elements of T ′ are D-affine equivalent to Tref , we have
eT (χP )2 =
∑
T∈T
eT (χP )
2 ≥
∑
T∈T ′
eT (χP )
2 = c0
∑
T∈T ′
|T | (9.41)
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where c0 = eTref (χP )
2/|Tref |. For any triangle T0 ∈ P ′, we denote by E(T0) the collection
of the elements of T ′ that it contains,
E(T0) := {T ∈ T ′ ; T ⊂ T0},
and we define
a(T0) :=
∑
T∈E(T0)
|T | and n(T0) := #(E(T0)).
We establish below that for any T0 ∈ P ′, the following inequality holds
|T0| ≤ a(T0)n(T0)λ. (9.42)
Once this property is established, then choosing T0 = Tref and combining this inequality
with (9.40) and (9.41) yields
eT (χP )2 ≥ c0
∑
T∈T ′
|T |
= c0 a(Tref)
≥ c0 |Tref |n(Tref)−λ
= c2 #(T ′)−λ
≥ c2 #(T )−λ,
where c2 = c0 |Tref | = eTref (χP )2. This establishes the announced result (9.37) and concludes
the proof of this proposition. In order to prove (9.42) we use an induction argument on
the tree P ′, and for that purpose we distinguish two cases.
i) If T0 is a leaf of P ′, then T0 ∈ T ′ and therefore a(T0) = |T0| and n(T0) = 1, hence
(9.42) holds.
ii) Otherwise T0 has two children T1 and T2 in P ′, and we may assume as an induction
hypothesis that
|T1| ≤ a(T1)n(T1)λ and |T2| ≤ a(T2)n(T2)λ. (9.43)
Applying the holder inequality
u1v1 + u2v2 ≤ (up1 + up2)
1
p (vq1 + v
q
2)
1
q
to the numbers
ui = a(Ti)
1
p , vi = n(Ti)
1
q , p = 1 + λ, q =
1 + λ
λ
=
p
λ
,
and elevating to the power p, we obtain((
a(T1)n(T1)
λ
) 1
p +
(
a(T2)n(T2)
λ
) 1
p
)p
≤ (a(T1) + a(T2)) (n(T1) + n(T2))λ . (9.44)
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Figure 9.6 – Bisection of a triangle, some of its children, grand-children and grand-grand-
children, with decision function satisfying Assumptions 9.3.1
If follows that
|T0| =
(( |T0|
4
) 1
p
+
( |T0|
8
) 1
p
)p
=
(
|T1|
1
p + |T2|
1
p
)p
≤
((
a(T1)n(T1)
λ
) 1
p +
(
a(T2)n(T2)
λ
) 1
p
)p
≤ (a(T1) + a(T2)) (n(T1) + n(T2))λ .
= a(T0)n(T0)
λ,
where we use successively (9.38), (9.39), (9.43), (9.44) and the equalities a(T0) =
a(T1) + a(T2) and n(T0) = n(T1) + n(T2). Again (9.42) holds, and by induction it
holds for any element of P ′. 
We now turn to the proof of the upper estimate (9.34), and for that purpose we begin
with a geometrical lemma which uses the two assumptions (9.3.1) to analyse the first steps
of the refinement procedure.
Lemma 9.3.3. Let T be a triangle such that eT (χP ) 6= 0. If the decision function satisfies
(9.3.1), then one of the following holds
i) A child T ′ produced by the bisection of T satisfies eT ′(χP ) = 0.
ii) Applying iteratively the refinement procedure to T , some of its children, grand-children
and grand-grand-children we obtain a triangulation T of T such that
– #(T ) ≤ 5, and |T ′| ≥ 1
24
|T | for all T ′ ∈ T .
– The approximation error eT ′(χP ) is non-zero for at most two triangles T
′ ∈ T .
Denoting these triangles by T1, T2, one of the following two possibilities holds
|T | = 2|T1| = 16|T2| or |T | = 4|T1| = 8|T2|.
Proof: Rather than reading a long discussion, the author invites the reader to check that,
if i) is impossible, then one of the two possibilities illustrated on Figure 9.6 occurs and
satisfies ii). 
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Proposition 9.3.4. Let TN0 be an arbitrary triangulation in R2 and let (TN)N≥N0 be the
sequence of triangulations generated by the greedy algorithm applied to the function f = χP
and starting from the triangulation T0. If the decision function satisfies Assumptions 9.3.1,
then
eTN (χP ) ≤ CN−λ/2,
where λ = 1.464 · · · is defined by (9.38).
Proof: A proof of this proposition can be obtained by a straightforward adaptation of
Lemma 9.3.7 and Proposition 9.3.8 in the next section, which is left to the reader. 
9.3.2 Six bisection choices
The previous section contains a negative result, Proposition 9.3.2, showing that the
greedy refinement procedure does not achieve the desired convergence rate (9.33) when it
is based on the three bisection choices S3T and a decision function satisfying the natural
assumptions 9.3.1.
In this section the segment along which a triangle T is bisected is picked among the
six possibilities in S6T , illustrated on Figure 9.2, instead of the three possibilities in S
3
T .
If the decision function satisfies Assumptions 9.3.5, then the desired convergence rate
(9.33) is achieved, see Proposition 9.3.8. This result can be seen as a first step towards
the construction of a hierarchical and anisotropic refinement algorithm well adapted to
the approximation of cartoon functions.
The following assumptions on the decision function dT (s, f) are illustrated on Figure
9.7. Their purpose is to create, through the refinement process, a thin layer of triangles
along the line D. Note that for any triangle T any for any segment s ∈ S6T , the two
children of T have areas 1
3
|T | and 2
3
|T |.
Assumptions 9.3.5. Let T be a triangle such that eT (χP ) 6= 0. In the following we
work under the assumption that segment s ∈ S6T which minimizes the decision function
dT (s, χP ) satisfies the following properties.
a) If there is such a possibility in S6T , the bisection of T along s creates a child T
′ such
that eT ′(χP ) = 0 and |T ′| = 23 |T |.
b) If a) is impossible, then whenever there is such a possibility in S6T , the bisection of T
along s creates a child T ′ such that eT ′(χP ) = 0 and |T ′| = 13 |T |.
c) If a) and b) are impossible then the decision function selects a segment s = [v1, b] ∈ S6T
joining a vertex v1 of the triangle T to the barycenter b =
1
3
v2+
2
3
v3 of the other vertices.
The choice of s must be such that the line D intersects the segment [b, v3].
The next lemma uses these three assumptions to analyse the first steps of the refine-
ment procedure on a triangle T .
Lemma 9.3.6. Let T be a triangle such that eT (χP ) 6= 0. If the decision function satisfies
(9.3.5), then one of the following holds
i) A child T ′ produced by the bisection of T satisfies eT ′(χP ) = 0.
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Figure 9.7 – Illustrations of Assumptions 9.3.5, a) left, b) center and c) right. The line
D (Thick), forbidden bisection choices (dashed), authorized bisection choices (full).
ii) Applying iteratively the refinement procedure to T , some of its children, grand-children
and grand-grand-children we obtain a triangulation T of T such that
– #(T ) ≤ 7, and |T ′| ≥ 1
34
|T | for all T ′ ∈ T .
– The approximation error eT ′(χP ) is non-zero for at most two triangles T
′ ∈ T .
Denoting these by T1, T2, there exists i ∈ {0, 1, 2} such that
|T1|
|T | ≤
1
3
×
(
3− i
3
)2
and
|T2|
|T | ≤
2
9
×
(
i+ 1
3
)2
. (9.45)
Proof: Rather than reading a long discussion, the author invites the reader to check that,
if i) is impossible, then one of the three possibilities illustrated on Figure 9.8 occurs and
satisfies ii). 
Let Tr be a triangle such that eTr(χP ) 6= 0. The decision function applied to Tr and its
descendants defines a master tree Pr of triangles. If P is a finite subtree of Pr, (in other
words P contains Tr, and the nodes of P have either two or no children), then the leaves of
P define a triangulation T of Tr. The next lemma describes some of these triangulations.
Lemma 9.3.7. For any 0 < ε ≤ 1, there exists a triangulation Tε of Tr associated to a
finite subtree of Pr, which satisfies #(Tε) ≤ Cε−µ and
max{|T | ; T ∈ Tε and eT (χP ) 6= ∅} ≤ ε|Tr| (9.46)
where C = 30 and µ = 0.329 · · · is the solution of(
4
27
)µ
+
(
8
81
)µ
= 1. (9.47)
As a result, the master tree Pr contains at most Cε−µ triangles T such that eT (χP )2 ≥
ε|Tr|.
Proof: We consider a second tree P ′r of triangles, with root Tr. A triangle T ∈ P ′r such
that eT (χP ) = 0 has no children. A triangle T ∈ P ′r such that eT (χP ) 6= 0 has at most 7
children, those described in Lemma 9.3.6. Two cases are possible :
i) The triangle T has two children and one of them, denoted by T ′, satisfies eT ′(χP ) = 0.
The child T ′ of T is therefore a leaf of the tree P ′r.
ii) The triangle T has at most 7 children, and at most two of them T1, T2 are not leaves
of the tree P ′r. Furthermore the areas of T1, T2 satisfy (9.45) for some i ∈ {0, 1, 2}.
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Figure 9.8 – Bisection of a triangle, some of its children, grand-children and grand-grand-
children, with a decision function satisfying Assumptions 9.3.5.
We denote by P ′ε the subtree of P ′r created as follows : we start from the root Tr, and
we include the children of a triangle T if and only if eT (χP ) 6= 0 and |T | > ε|Tr|. We
define Tε as the collection of leaves of P ′ε and we remark that (9.46) is satisfied. Note that
the parent T ∈ P ′ε of any triangle T ′ ∈ P ′ε satisfies |T | > ε|Tr|. Lemma 9.3.6 therefore
implies that
|T ′| ≥ ε|Tr|
34
for any T ′ ∈ P ′ε. (9.48)
We associate to each triangle T0 ∈ P ′ε the number
n(T0) := #{T ∈ Tε ; T ⊂ T0},
and we intend to show that for any triangle T0 in the tree P ′ε one has
n(T0) + 5 ≤ C
( |T0|
ε|Tr|
)µ
(9.49)
Once this point is established, choosing T0 = Tr concludes the proof of the first part of this
proposition. For that purpose, we proceed by induction on the tree P ′ε. We first remark
that for any leaf T0 of P ′ε is follows from (9.48) that
C
( |T0|
ε|Tr|
)µ
≥ C
(
1
34
)µ
≥ 6 = n(T0) + 5.
If T0 is not a leaf of P ′ε, then we may assume as an induction hypothesis that (9.49)
holds for all the children of T0. We now distinguish between the two types of nodes i) and
ii) of the tree P ′ε, and we obtain the following.
Type i) The triangle T0 has two children, T1, T2, where T2 is a leaf of the tree P ′ε. Since
T0 is not a leaf of P ′ε, it satisfies |T0| ≥ ε|Tr|. Furthermore |T1| ≤ 23 |T0|, hence
C
( |T0|
ε|Tr|
)µ
= C
(
2
3
× |T0|
ε|Tr|
)µ
+ C
(
1−
(
2
3
)µ)( |T0|
ε|Tr|
)µ
≥ C
( |T1|
ε|Tr|
)µ
+ C
(
1−
(
2
3
)µ)
≥ n(T1) + 5 + 1
= n(T0) + 5.
Therefore T0 satisfies (9.49).
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Type ii) The triangle T0 has at most seven children, and at most two of them, denoted
by T1, T2, are not leaves. Hence n(T0) ≤ n(T1) + n(T2) + 5. Using the estimate
(9.45) on the areas of T1 and T2, and the definition (9.47) of µ, we obtain( |T1|
|T0|
)µ
+
( |T2|
|T0|
)µ
≤ 1.
Therefore
C
( |T0|
ε|Tr|
)µ
≥ C
( |T1|
ε|Tr|
)µ
+ C
( |T2|
ε|Tr|
)λ
≥ n(T1) + 5 + n(T2) + 5
≥ n(T0) + 5,
which concludes the proof of (9.49).
We now turn to the second part of the proposition, and for that purpose we denote by Pε
the subtree of Pr associated to the triangulation Tε. Note that this tree is distinct from
the subtree P ′ε of P ′r. In particular Pε is a binary tree while P ′ε is not (the tree P ′ε can
be obtained by grouping some of the elements of Pε in a single node with some of their
descendants).
Since Pε is a binary tree, the cardinality of the set Pε \ Tε of its inner nodes has a
simple expression
#(Pε \ Tε) = #(Tε)− 1.
Furthermore, any triangle T ∈ Pr which does not belong to Pε \ Tε is an element of Tε or
one of its descendants, hence T satisfies eT (χP ) = 0 or eT (χP )
2 ≤ |T | < ε|Tr|. Therefore
#({T ∈ Pr ; eT (χP )2 ≥ ε|Tr|}) ≤ #(Pε \ Tε) = #(Tε)− 1 ≤ Cε−µ,
which concludes the proof. 
Proposition 9.3.8. Let TN0 be an arbitrary triangulation in R2 and let (TN)N≥N0 be the
sequence of triangulations generated by the greedy algorithm applied to the function f = χP
and starting from the triangulation T0. If the decision function satisfies the assumptions
9.3.5, then
eTN (χP ) ≤ CN−ν , (9.50)
where ν = 1
2µ
− 1
2
= 1.0188 · · · .
Proof: Let T0 be a triangle, let f ∈ L2(T ) and let T1, T2 be the children produced by
some bisection of T . Then
eT1(f)
2 + eT2(f)
2 = inf
pi1,pi2∈IP1
‖f − pi1‖2L2(T1) + ‖f − pi2‖2L2(T2)
≤ inf
pi∈IP1
‖f − pi‖2L2(T1) + ‖f − pi‖2L2(T2)
= eT0(f)
2.
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Hence
max{eT1(f), eT2(f)} ≤ eT0(f).
The decision function applied to the triangles in T0 and their descendants defines a collec-
tion P0 of N0 master trees. It follows from the previous inequality that the approximation
error eT (χP ) is larger on a triangle T than on any of its descendants.
At each step N ≥ N0, the greedy algorithm selects for bisection a triangle in TN ∈ TN
which maximizes the approximation error eT (χP ) among all T ∈ TN . As a result we have
for any N ≥ N0,
eTN0 (χP ) ≥ eTN0+1(χP ) ≥ · · · ≥ eTN (χP ) ≥ max {eT (χP ) ; T ∈ P0 \ {TN0 , · · · , TN}} .
We thus have for any N ≥ N0, since #(TN) = N ,
eTN (χP )
2 =
∑
T∈TN
eT (χP )
2 ≤ N eTN (χP )2. (9.51)
According to Lemma 9.3.7, for any 0 < ε ≤ 1 the collection P0 of N0 trees contains at
most C0ε
−µ triangles T such that eT (χP )2 ≥ ε, where C0 is independent of ε. Choosing
ε = C
1
µ
0 (N −N0 + 1)−
1
µ we obtain
eTN (χP )
2 ≤ C
1
µ
0 (N −N0 + 1)−
1
µ .
Combining this with (9.51) yields (9.50) which concludes the proof. 
Remark 9.3.9. The convergence rate obtained in Proposition 9.3.8 actually exceeds the
desired error estimate (9.33). This point is due to the fact that f = χP is a particularly
simple cartoon function. For a function cartoon f which is discontinuous along curved
edges, instead of a straight line, or which is not piecewise affine, the convergence rate
(9.33) is optimal.
9.3.3 Partitions of a domain into convex polygons
We suggest in this section another modification of the refinement procedure, in an at-
tempt to improve the result of Proposition 9.3.8. This proposition is indeed not completely
satisfactory, in particular because of the following three reasons.
– The decision function dT (s, f) needs to satisfy Assumptions 9.3.5. Unfortunately
numerical results suggest that the natural decision function (9.30) does not satisfy
these assumptions, and the author has not found a decision function with a simple
expression which satisfies these assumptions.
– The number of segments s ∈ S6T along which a triangle T may be bisected has
increased from 3 to 6. From the point of view of data compression, the hierarchical
bisection tree is therefore more expensive to encode. From the theoretical point of
view, the algorithm could be regarded as less elegant.
– Since the cartoon function f = χP is particularly simple, see Remark 9.3.9, a conver-
gence rate faster that (9.50) could be expected. For example an exponential conver-
gence rate eTN (χP ) ≤ Ce−βN where β > 0.
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Figure 9.9 – Bisection of a convex T ∈ C along the set of segments S3∗T determined by
three points a, b, c ∈ ∂T which maximize (9.52).
The modification of the algorithm described below solves these three points, at the
following cost. The modified greedy algorithm does not produce triangulations any more,
but partitions into convex polygons of the domain Ω on which the function f to be
approximated is defined.
We denote by C the collection of bounded closed and convex sets of nonempty interior
included in R2. We denote by the capital letter T the elements of C, whether they are
triangles or not, and by T any partition of a domain Ω into elements of C. The definitions
(9.27) and (9.28) of the approximation errors eT (f) and eT (f) are unchanged.
Let T ∈ C be a bounded closed and convex set, and let a, b, c ∈ ∂T be three distinct
points on the boundary of T . If none of the segments [a, b], [b, c] or [c, a] is included in
∂T , then the complementary in T of the triangle of vertices a, b, c has three connected
components. We denote by Ta the closure of the connected component which does not
contain a, and we define Tb and Tc likewise, see Figure 9.9. The bisection of T along
the segment [b, c], [c, a] or [a, b] produces a pair of children {Ta, T \ Ta}, {Tb, T \ Tb} or
{Tc, T \ Tc} respectively which also belong to C. We define
τ(T ; a, b, c) := min{|Ta|, |Tb|, |Tc|}
and we set the convention τ(T ; a, b, c) = 0 for any a, b, c ∈ ∂C such that the complemen-
tary in T of the triangle of vertices a, b, c has only two connected components. We also
define
τ(T ) := sup
a,b,c∈∂T
τ(T ; a, b, c). (9.52)
The next proposition gives a lower bound for the ratio τ(T )/|T |.
Proposition 9.3.10. The supremum (9.52) is attained and for any a, b, c satisfying
τ(T ; a, b, c) = τ(T ), we have |Ta| = |Tb| = |Tc| = τ(T ). Furthermore for any T ∈ C,
one has
|T | ≤ 7τ(T ). (9.53)
Proof: For any fixed T ∈ C, the boundary ∂T is compact and the map
(a, b, c) ∈ (∂T )3 7→ τ(T ; a, b, c)
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Figure 9.10 – Left : notations of Proposition 9.3.10, Center : three triangles contained
in the convex sets Ta, Tb and Tc, Right : three triangles contained in Ta′ , Tb′ and Tc′ .
is continuous. Hence the maximum (9.52) is attained. Furthermore let a, b, c ∈ ∂T and
let us assume that |Ta| > |Tb|, then moving the point c ∈ ∂T in the direction of Ta
continuously decreases |Ta| and increases |Tb|. As a result, if the triplet (a, b, c) ∈ (∂T )3
maximizes (9.52), then one must have |Ta| = |Tb| = |Tc|.
For any affine change of coordinates Φ(z) := φz+ z0, where φ ∈ GL2 and z0 ∈ R2, one
easily checks that
τ(T )
|T | =
τ(Φ(T ))
|Φ(T )| . (9.54)
Let T ∈ C and let (a, b, c) ∈ (∂T )3 be a triplet maximizing (9.52). In order to establish
(9.53) we may assume using (9.54), up to an affine change of coordinates, that the points
a, b, c are the vertices of an equilateral triangle Teq centered at the origin O = (0, 0) ∈ R2
and of edge-length 2 = |a − b| = |b − c| = |c − a|. See Figure 9.10 for an illustration of
this triangle and of the notations defined below.
We denote by a′ the point on ∂T such that O ∈ [a, a′], and we denote by α the distance
from a′ to the segment [b, c]. Since the convex set Ta contains the triangle of vertices a′, b, c,
we have
|Ta| ≥ |b− c|α
2
= α. (9.55)
We define b′, c′ and β, γ similarly. The triplet (a′, b′, c′) ∈ (∂T )3 defines three convex sets
Ta′ , Tb′ , Tc′ . Recalling that
τ(T ) = τ(T ; a, b, c) = |Ta| = |Tb| = |Tc|
≥ τ(T ; a′, b′, c′) = min{|Ta′ |, |Tb′ |, |Tc′|},
we obtain
τ(T ) ≥ max{|Ta|, |Tb|, |Tc|, min{|Ta′ |, |Tb′|, |Tc′ |}} (9.56)
Since |Ta′| contains the triangle of vertices a, b′, c′, an elementary computation shows that
|T ′a| ≥
| det(b′ − a, c′ − a)|
2
=
|√3(1− βγ) + β + γ|
4
,
hence
τ(T ) ≥ max
{
α, β, γ,
√
3
4
+
1
4
min{β + γ −
√
3βγ, γ + α−
√
3γα, α + β −
√
3αβ}
}
.
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Figure 9.11 – Left : A convex set (red, dashed), the segments S3∗T (blue, dotted), the line
D (black, thick). Right : After 8 steps of the greedy algorithm, with a decision function
satisfying Assumptions 9.3.11.
If the minimum appearing in the previous equation is negative, then α, β or γ is lar-
ger than 1/
√
3 >
√
3/4. It follows that τ(T ) ≥ √3/4, which concludes the proof since
|T | = |Teq|+ 3τ(T ) =
√
3 + 3τ(T ). 
We denote by S3∗T := {[a, b], [b, c], [c, a]} the collection of segments joining the three
points a, b, c ∈ (∂T )3 which maximize (9.52). Some convex polygons and the associated
optimal triplets (a, b, c) ∈ (∂T )3 are illustrated on Figure 9.9. If there are several triplets
(a, b, c) realizing this maximum, for instance if T is a disc or a regular polygon, then we
consider the minimal triplet with respect to the lexicographic order on (R2)3.
From an algorithmic point of view, for any convex polygon T ∈ C the points (a, b, c)
which maximize (9.52) can be found by solving a finite number of third degree equations
(one for each triplet of distinct faces of T ). Note that Proposition 9.3.10 is not optimal.
We conjecture that the minimal value τ(T )/|T | is attained when the convex set T is
the unit disc, and is equal to (pi/3 − √3/4)/pi ' 0.195 · · · , which is stricly larger than
1/7 ' 0.142 · · · .
Assumptions 9.3.11. Let T ∈ C be such that eT (χP ) 6= 0. In the following we work
under the assumption that the segment s ∈ S3∗T which minimizes the decision function
dT (s, χP ) satisfies the following property.
a) The bisection of T along s creates a child T ′ such that eT ′(χP ) = 0. (This is always
possible).
The following corollary shows that, under the previous assumption on the decision
function, the refinement procedure based on these bisection choices creates an exponen-
tially thin layer around the discontinuity of the function f = χP , as illustrated on Figure
9.11.
Corollary 9.3.12. Let Ω ⊂ R2 be a convex polygon, and let (TN)N≥1 be the sequence of
partitions of Ω into convex polygons generated by the greedy algorithm applied to the func-
tion f = χP and starting from T1 = {Ω}. If the decision function satisfies Assumptions
9.3.11 then
eTN (χP )
2 ≤ |Ω| (1− 1/7)N−1.
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Figure 9.12 – Triangulations produced by the greedy algorithm applied to the function
f(x, y) = x2 + 100y2 with the decision function (9.57) and 50 (i) and 200 (ii) elements.
Likewise for the function f(x, y) = x2 + y2 and 30 elements (iii).
Proof: It follows from the assumptions 9.3.11 that for all N ≥ 1 at most a single element
T ∈ TN satisfies eT (χP ) 6= 0. We denote this element by TN , and we remark that TN+1
is a child of TN . It follows from Proposition 9.3.10 that |TN+1| ≤ (1 − 1/7)|TN |, for any
N ≥ 1, hence
eTN (χP )
2 = eTN (χP )
2 ≤ |TN | ≤ |Ω| (1− 1/7)N−1,
which concludes the proof. See Figure 9.11 for an illustration. 
The bisection of T ∈ C along a segment s ∈ S3∗T creates two children T 1s and T 2s . In terms
of the notations previously used in this section, the bisection along s = [b, c] ∈ S3∗T creates
the two children T 1s = Ta and T
2
s = T \ Ta. From this point, we assume that the decision
function dT (s, f) is defined by
dT (s, f) := min
{
eT 1s (f)
|T 1s |
3
2
,
eT 2s (f)
|T 2s |
3
2
}
. (9.57)
If the approximation error of f on T 1s or T
2
s is zero, then dT (s, f) = 0. Therefore this deci-
sion function satisfies Assumptions 9.3.11, and leads to an exponentially fast convergence
if f = χP according to Corollary 9.3.12.
Let us consider a quadratic function f(z) = 1
2
zTQz, where Q is a 2 × 2 symmetric
matrix, to be approximated on a domain Ω. As seen in the previous chapters, the ele-
ments of a partition T of Ω should adopt, for an efficient approximation of f , an aspect
ratio dictated by the hessian matrix d2f = Q of f (at least in an average sense). The
numerical experiments presented in Figure 9.12 suggest that the greedy algorithm, based
on the bisection choices S3∗T and the decision function (9.57), generates such partitions.
Unfortunately, the author could not prove this property.
Eventually, numerical experiments were also led for the characteristic function f = χD
of the unit disc D = {(x, y) ∈ R2 ; x2 +y2 ≤ 1}. They seem to indicate that the partitions
(TN)N≥1 of the triangle of vertices (0, 0), (2, 0), (0, 2) generated by the greedy algorithm
do satisfy the desired error estimate
eTN (χD) ≤ CN−1,
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Figure 9.13 – Triangulation produced by the greedy algorithm applied to the function
f = χD, with the decision function (9.57) and 200 elements (i). Detail (ii). Decay of the
error eTN (χD), in logarithmic scale, for 1 ≤ N ≤ 40000.
see Figure 9.13. However, again, the author could not establish this property.
For better numerical precision, the numerical experiments illustrated in Figures 9.11,
9.12 and 9.13 were conducted without discretizing function f of interest but using its
explicit form in order to have an exact expression of the L2 approximation error.
9.4 A greedy algorithm based on rectangles
We study in this section another variation of the greedy algorithm which is simpler
than the previous ones. This algorithm produces partitions (TN)N≥1 of the unit square
Ω = [0, 1]2 into rectangles aligned with the horizontal or vertical axes, as studied in
Chapter 1 and illustrated on Figure 5 in the main introduction of the thesis, instead
of triangulations built of triangles of arbitrary direction. Here we work with piecewise
constant approximants, and we measure the approximation error in the L∞ norm. These
important simplifications allow us to establish an error estimate which applies to any
function f ∈ C1(Ω) and is asymptotically optimal in accordance with the results in
Chapter 1. We also establish a second error estimate which gives some valuable (yet non
optimal) information in a non-asymptotic sense, i.e. for any value of N ≥ 1.
In order to state our main result, we introduce some notation. A rectangle T ⊂ R2 is
a set of the form
T = I × J
where I and J are compact intervals of R. For any rectangle T and any f in C0(T ), we
denote by eT (f) the difference between the supremum and the infimum of f on T .
eT (f) := sup
T
f − inf
T
f.
Note that eT (f) is also the double of the error of best approximation of f on T in the L
∞
norm,
eT (f) = 2 inf
c∈R
‖f − c‖L∞(T ).
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If a function f ∈ C1(T ) attains its maximum on the rectangle T at the point zM =
(xM , yM), and its minimum at the point zm = (xm, ym) then observe that
f(zM)− f(zm) ≤
∣∣∣∣∫ xM
xm
∂xf(x, ym)dx
∣∣∣∣+ ∣∣∣∣∫ yM
ym
∂yf(xM , y)dy
∣∣∣∣
≤ |xM − xm|‖∂xf‖L∞(T ) + |yM − ym|‖∂yf‖L∞(T ).
Therefore if T = I × J , we obtain
eT (f) ≤ |I|‖∂xf‖L∞(T ) + |J |‖∂yf‖L∞(T ). (9.58)
For any partition T of a rectangle T into smaller rectangles, and for any f ∈ C0(T ), we
denote by eT (f) the maximum of eT (f) among all T ∈ T :
eT (f) := max
T∈T
eT (f).
We clearly also have
eT (f) = 2 min
g∈VT
‖f − g‖L∞(T ),
where VT is the collection of functions on T which are constant on the interior of each
T ∈ T .
Remark 9.4.1. Please note that the definition of eT (f) in this section differs a lot from
the definition of eT (f) in the previous section. Indeed, eT (f) stands here for the double of
the best approximation of f in L∞(T ) norm by a constant c ∈ R, whereas eT (f) stands in
the previous section for the best approximation of f in L2(T ) norm by an affine function
pi ∈ IP1.
For any rectangle T we denote by (Td, Tu) the down and up rectangles which are
obtained by a horizontal split of T through its barycenter and by (Tl, Tr) the left and
right rectangles which are obtained by a vertical split of T through its barycenter. For
any function f ∈ C0(T ), we define
eT,h(f) := max{eTd(f), eTu(f)} and eT,v(f) := max{eTl(f), eTr(f)}.
The greedy algorithm studied in this section takes as input a function f ∈ C0(Ω),
where Ω = [0, 1]2 is the unit square, and a parameter ρ ∈ [0, 1]. Given a partition T of
Ω into rectangles aligned with the coordinate axes, the greedy algorithm produces in one
step a refinement T ′ of T , satisfying #(T ′) = #(T ) + 1, proceeding as follows.
1. Select a rectangle T ∈ T which maximizes eT (f).
2. (Greedy split) If
min{eT,h(f), eT,v(f)} ≤ ρ eT (f), (9.59)
then bisect the rectangle T horizontally if eT,h(f) ≤ eT,v(f) and vertically otherwise,
thus producing two children T1, T2 of T . Define
T ′ := T − {T}+ {T1, T2}.
9.4. A greedy algorithm based on rectangles 419
3. (Security split) If
min{eT,h(f), eT,v(f)} > ρ eT (f), (9.60)
then bisect the rectangle T horizontally if |I| ≥ |J | and vertically otherwise where
I, J are the two compact intervals such that T = I×J . This bisection produces two
children T1, T2 of T and we define
T ′ := T − {T}+ {T1, T2}.
Starting from the partition T1 = {Ω} of the square Ω = [0, 1]2, the greedy algorithm
produces step after step a sequence (TN)N≥1 of partitions of Ω into dyadic rectangles,
satisfying #(TN) = N . The parameter ρ ∈ [0, 1] is chosen by the user. It should not be
chosen too small in order to avoid that all splits are of safety type which would then lead
to isotropic partitions. The choice ρ = 1 is not indicated either. Indeed let f(x, y) :=
sin(4pix), then for any rectangle T of the form T = [0, 1] × J , where J is a compact
interval, one has
eT (f) = eT,h(f) = eT,v(f) = 2.
If a rectangle T = [0, 1] × J is selected for bisection and if ρ = 1, then T is bisected
horizontally and we are facing a similar situation for its children Tu and Td. As a re-
sult, the greedy algorithm produces a sequence (TN)N≥1 of partitions of Ω consisting of
rectangles of the form [0, 1] × J where J are dyadic intervals. This shows that the ap-
proximations produced by the algorithm fail to converge towards f , and the global error
remains eTN (f) = 1 for all N ≥ 1. On the contrary, it is established in [35] that for any
choice of ρ ∈ [0, 1[ and any f ∈ C0(Ω), the partitions (TN)N≥1 produced by the greedy
algorithm satisfy eTN (f)→ 0 as N →∞.
We now prove that, using the specific value ρ = 1√
2
and measuring the error in the
L∞ norm, the refinement algorithm has optimal convergence properties (9.61) similar to
Theorem 1.1.5. The authors suspect that this result can be extended to the Lp norm, where
1 ≤ p ≤ ∞, and to an arbitrary parameter ρ ∈]1/2, 1[, at the price of more technicalities.
Theorem 9.4.2. There exists a constant C > 0 such that for any f ∈ C1(Ω), the
partitions (TN)N≥1 produced by the modified greedy refinement algorithm with parameter
ρ := 1√
2
satisfy the asymptotic convergence estimate
lim sup
N→+∞
N
1
2 eTN (f) ≤ C
∥∥∥∥√|∂xf ∂yf |∥∥∥∥
L2
. (9.61)
Furthermore for all N ≥ 1 one has
eTN (f) ≤ C‖∇f‖L∞(Ω)N−
1
2 . (9.62)
The asymptotical error estimate (9.61) is the best than one should hope to obtain.
Indeed it follows from Theorem 1.1.4 that there exists a constant c > 0 independent of f
and such that
lim inf
N→+∞
N
1
2 eT ′N (f) ≥ c
∥∥∥∥√|∂xf ∂yf |∥∥∥∥
L2
, (9.63)
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for any admissible sequence (T ′N)N≥N0 of partitions of Ω into rectangles. (Admissibility is
a minor technical condition, see Definition 1.1.3)
Here and after, we use the `∞ norm on IR2 for measuring the gradient : for z = (x, y) ∈
Ω
|∇f(z)| := max{|∂xf(z)|, |∂yf(z)|},
and
‖∇f‖L∞(T ) := sup
z∈T
|∇f(z)| = max{‖∂xf‖L∞(T ), ‖∂yf‖L∞(T )} .
We consider a fixed function f ∈ C1(Ω) and we denote by (TN)N≥1 the sequence of parti-
tions of the square Ω = [0, 1]2 into dyadic rectangles generated by the greedy algorithm.
Furthermore we define for each N ≥ 1
ε(N) := eTN (f).
Finally we sometimes use the notation x(z) and y(z) to denote the coordinates of a point
z ∈ IR2. The proof of Theorem 9.4.2 requires a preliminary result.
Lemma 9.4.3. Let T0 = I0×J0 ∈ TM be a dyadic rectangle obtained at some stage M ≥ 1
of the refinement algorithm, and let T = I × J ∈ TN be a dyadic rectangle obtained at
some later stage N > M and such that T ⊂ T0. We then have
|I| ≥ min
{
|I0|, ε(N)
4‖∇f‖L∞(T0)
}
and |J | ≥ min
{
|J0|, ε(N)
4‖∇f‖L∞(T0)
}
. (9.64)
Proof: Since the coordinates x and y play symmetrical roles, it suffices to prove the first
inequality. We reason by contradiction. If the inequality does not hold, there exists a
rectangle T ′ = I ′ × J ′ in the chain that led from T0 to T1 which is such that
|I ′| < ε(N)
2‖∇f‖L∞(T0)
, (9.65)
and such that T ′ is split vertically by the algorithm. If this was a safety split, we would
have that |J ′| ≤ |I ′| and therefore using (9.58)
eT ′(f) ≤ (|I ′|+ |J ′|)‖∇f‖L∞(T ) ≤ 2|I ′|‖∇f‖L∞(T ) < ε(N),
which is a contradiction, since all ancestors of T should satisfy eT ′(f) ≥ ε(N). Hence this
split was necessarily a greedy split.
Let zm := Argminz∈T ′f(z) and zM := Argmaxz∈T ′f(z), and let T
′′ be the child of
T ′ (after the vertical split) containing zM . Then T ′′ also contains a point z′m such that
|x(z′m)− x(zm)| ≤ |I ′|/2 and y(z′m) = y(zm). It follows that
eT ′,v(f) ≥ eT ′′(f)
≥ f(zM)− f(z′m)
≥ f(zM)− f(zm)− ‖∂xf‖L∞(T ′) |I
′|
2
≥ eT ′(f)− 1
4
ε(N)
≥ 3
4
eT ′(f)
> ρeT ′(f).
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where we used (9.65) to obtain the fourth line. The error was therefore insufficiently re-
duced which contradicts a greedy split. 
Proof of Inequality (9.62) We first observe that for any N ≥ 1,
ε(N) ≤ ε(1) = sup
Ω
f − inf
Ω
f ≤ 2‖∇f‖L∞(Ω).
Applying Lemma 9.4.3 to the square Ω = [0, 1]× [0, 1] we obtain
min{|I|, |J |} ≥ ε(N)
4‖∇f‖L∞(Ω)
for any rectangle T = I × J ∈ TN . Therefore
1 = |Ω| =
∑
T=I×J∈TN
|I| × |J | ≥ N
(
ε(N)
4‖∇f‖L∞(Ω)
)2
,
hence
N
1
2 ε(N) ≤ 4‖∇f‖L∞(Ω), (9.66)
which concludes the proof of (9.62). 
Proof of Inequality (9.61) We consider a small but fixed δ > 0, and we define h(δ) as
the maximal h > 0 such that
∀z, z′ ∈ Ω, |z − z′| ≤ 2h(δ)⇒ |∇f(z)−∇f(z′)| ≤ δ. (9.67)
For any rectangle T = I × J ⊂ Ω, we thus have
eT (f) ≥ (‖∂xf‖L∞(T ) − δ) min{h(δ), |I|},
eT (f) ≥ (‖∂yf‖L∞(T ) − δ) min{h(δ), |J |}. (9.68)
Let δ > 0 and let M = M(f, δ) be the smallest value of N such that ε(N) < 9δh(δ).
For all N ≥ M , and therefore ε(N) < 9δh(δ), we consider the partition TN which is a
refinement of TM . For any rectangle T0 = I0 × J0 ∈ TM , we denote by TN(T0) the set of
rectangles of TN that are contained T0. We thus have
TN :=
⋃
T0∈TM
TN(T0),
and TN(T0) is a partition of T0. We shall next bound by below the side length of T = I×J
contained in TN(T0), distinguishing different cases depending on the behaviour of f on T0.
Case 1. If T0 ∈ TM is such that ‖∇f‖L∞(T0) ≤ 10δ, then a direct application of Lemma
9.4.3 shows that for all T = I × J ∈ TN(T0) we have
|I| ≥ min
{
|I0|, ε(N)
40δ
}
and |J | ≥ min
{
|J0|, ε(N)
40δ
}
(9.69)
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Case 2. If T0 ∈ TM is such that ‖∂xf‖L∞(T0) ≥ 10δ and ‖∂yf‖L∞(T0) ≥ 10δ, we then claim
that for all T = I × J ∈ TN(T0) we have
|I| ≥ min
{
|I0|, ε(N)
20‖∂xf‖L∞(T0)
}
and |J | ≥ min
{
|J0|, ε(N)
20‖∂yf‖L∞(T0)
}
, (9.70)
and that furthermore
|T0| ‖∂xf‖L∞(T0)‖∂yf‖L∞(T0) ≤
(
10
9
)2 ∫
T0
|∂xf ∂yf |dxdy. (9.71)
This last statement easily follows by the following observation : recalling (9.68) we obtain
9δh(δ) > ε(M) ≥ eT0(f) ≥ (‖∂yf‖L∞(T0)− δ) min{h(δ), |J0|} ≥ 9δmin{h(δ), |J0|},
therefore |J0| ≤ h(δ). Similarly |I0| ≤ h(δ) and therefore for all z ∈ T0 we obtain
|∂xf(z)| ≥ ‖∂xf‖L∞(T0) − δ ≥
9
10
‖∂xf‖L∞(T0),
|∂yf(z)| ≥ ‖∂yf‖L∞(T0) − δ ≥
9
10
‖∂yf‖L∞(T0).
Integrating over T0 yields (9.71). Furthermore the previous equations show that ∂xf and
∂yf have a constant sign on T0. Let us assume that both are positive, then for any rectangle
T = [a, b]× [c, d] ⊂ T0 we obtain
eT (f) = sup
T
f − inf
T
f
≥ f(b, d)− f(a, c)
≥
∫ b
a
∂xf(x, c)dx+
∫ d
c
∂yf(b, y)dy
≥ 9
10
(
(b− a)‖∂xf‖L∞(T0) + (d− c)‖∂yf‖L∞(T0)
)
A similar reasoning can be applied if ∂xf or ∂yf is negative is negative on T0. Recalling
(9.58) we therefore obtain for any T ⊂ T0
9
10
≤ eT (f)‖∂xf‖L∞(T0)|I|+ ‖∂yf‖L∞(T0)|J |
≤ 1. (9.72)
Clearly the two inequalities in (9.70) are symmetrical, and it suffices to prove the first
one. Similar to the proof of Lemma 9.4.3, we reason by contradiction, assuming that a
rectangle T ′ = I ′ × J ′ with
|I ′|‖∂xf‖L∞(T0) <
ε(N)
10
(9.73)
was split vertically by the algorithm in the chain leading from T0 to T . A simple compu-
tation using (9.72) shows that
eT ′,h(f)
eT ′(f)
≤ eT ′,h(f)
eT ′,v(f)
≤ 5
9
× 1 + 2σ
1 + σ/2
with σ :=
‖∂xf‖L∞(T0)|I ′|
‖∂yf‖L∞(T0)|J ′|
.
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In particular if σ < 0.2 the we obtain that
eT ′,h(f) ≤ ρeT ′(f) and eT ′,h(f) ≤ eT ′,v(f),
hence the algorithm performs a horizontal greedy split on T ′, which contradicts our as-
sumption. Therefore σ ≥ 0.2, but this also leads to a contradiction since, using (9.73),
ε(N) ≤ eT ′(f) ≤ ‖∂xf‖L∞(T0)|I ′|+ ‖∂yf‖L∞(T0)|J ′| ≤ (1 + σ−1)
ε(N)
10
< ε(N).
Case 3. If T0 ∈ TM is such that ‖∂xf‖L∞(T0) ≤ 10δ and ‖∂yf‖L∞(T0) ≥ 10δ, we then
claim that for all T = I × J ∈ TN(T0) we have, with C0 := 200,
|I| ≥ min
{
|I0|, ε(N)
C0δ
}
and |J | ≥ min
{
|J0|, ε(N)
4‖∇f‖L∞
}
(9.74)
with a symmetrical result if T0 is such that ‖∂xf‖L∞(T0) ≥ 10δ and ‖∂yf‖L∞(T0) ≤ 10δ.
The right part of (9.74) is a direct consequence of Lemma 9.4.3, hence we focus on the
left part. Applying the second inequality of (9.68) to T = T0, we obtain
9δh(δ) > eT0(f) ≥ (‖∂yf‖L∞(T0)− δ) min{h(δ), |J0|} ≥ 9δmin{h(δ), |J0|},
from which we infer that |J0| ≤ h(δ). If z1, z2 ∈ T0 and x(z1) = x(z2) we therefore have
|∂yf(z1)| ≥ |∂yf(z2)| − δ. It follows that for any rectangle T = I × J ⊂ T0 we have
(‖∂yf‖L∞(T ) − δ)|J | ≤ eT (f) ≤ ‖∂yf‖L∞(T )|J |+ 10δ|I|. (9.75)
We then again reason by contradiction, assuming that a rectangle T ′ = I ′ × J ′ with
|I ′| < 2ε(N)
C0δ
(9.76)
was split vertically by the algorithm in the chain leading from T0 to T . If ‖∂yf‖L∞(T ′) ≤
10δ, then ‖∇f‖L∞(T ′) ≤ 10δ and Lemma 9.4.3 shows that T ′ should not have been split
vertically, which is a contradiction. Otherwise ‖∂yf‖L∞(T ′) − δ ≥ 910‖∂yf‖L∞(T ′), and we
obtain using (9.75) and (9.76) that
9
10
‖∂yf‖L∞(T ′)|J ′| ≤ eT ′(f) ≤ ‖∂yf‖L∞(T ′)|J ′|+ 10δ 2ε(N)
C0δ
.
Recalling that eT ′(f) ≥ ε(N) we obtain(
1− 20
C0
)
eT ′(f) ≤ ‖∂yf‖L∞(T ′)|J ′| ≤ 10
9
eT ′(f). (9.77)
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We now consider the children T ′v and T
′
h of T
′ of maximal error after a horizontal and
vertical split respectively. We obtain
eT ′,h(f) = eT ′h(f)
≤ ‖∂yf‖L∞(T ′) |J
′|
2
+ 10δ|I ′|
≤ 5
9
eT ′(f) +
20 ε(N)
C0
≤
(
5
9
+
20
C0
)
eT ′(f) =
59
90
eT ′(f),
where we used (9.75) in the second line, and (9.76) and (9.77) in the third line. On the
other hand, using (9.77) in the fourth line
eT ′,v(f) = eT ′h(f)
≥ (‖∂yf‖L∞(T ′) − δ)|J |
≥ 9
10
‖∂yf‖L∞(T ′)|J ′|
≥ 9
10
(
1− 20
C0
)
eT ′(f) =
81
100
eT ′(f).
Therefore eT ′,v(f) > eT ′,h(f) which is a contradiction, since our decision rule would then
select a horizontal split.
We now recall that ε(N) → 0 as N → ∞, see (9.66), and we choose N large enough
so that the minimum in (9.69), (9.70) and (9.74) is always equal to the second term. For
all T ∈ TN(T0), we respectively find that
ε(N)2
|T | ≤ C
2

δ2 if ‖∇f‖L∞(T0) ≤ 10δ
1
|T0|
∫
T0
|∂xf ∂yf | if ‖∂xf‖L∞(T0) ≥ 10δ and ‖∂yf‖L∞(T0) ≥ 10δ
δ‖∇f‖L∞ if ‖∂xf‖L∞(T0) ≤ 10δ and ‖∂yf‖L∞(T0) ≥ 10δ (or reversed).
with C2 := max{402, 202(10/9)2, 800} = 402. For z ∈ Ω, we set ψN(z) := 1|T | where
T ∈ TN is such that z ∈ T , and we obtain
N = #(TN) =
∫
Ω
ψN(z)dz ≤ C2ε(N)−2
(∫
Ω
|∂xf ∂yf |dxdy + δ‖∇f‖L∞ + δ2
)
.
Therefore
lim sup
N→∞
N
1
2 ε(N) ≤ C
(∫
Ω
|∂xf ∂yf |dxdy + δ‖∇f‖L∞ + δ2
) 1
2
.
Taking the limit as δ → 0, we obtain the announced result
lim sup
N→∞
N
1
2 ε(N) ≤ C
∥∥∥∥√|∂xf∂yf |∥∥∥∥
L2
,
which concludes the proof. 2
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9.5 Appendix
9.5.1 Proof of Proposition 9.2.10
Let q be a quadratic function of mixed type, and let T be a triangle with edges a, b, c
such that |q(a)| ≥ |q(b)| ≥ |q(c)|. Up to a linear change of variables, we may assume
that the quadratic part of q is q(x, y) = x2 − y2. Up to a translation, linear rescaling
and permutation between the x and y coordinates, we may assume that the edge a is
centered at 0 and such that q(a) = 4. We write a
2
= (u, v), and assume that u > 0
without loss of generality. Then 1 = q(a
2
) = u2 − v2, and there must be θ ∈ R such that
(u, v) = (cosh(θ), sinh(θ)).
We next observe that the linear transformation φ of matrix(
cosh(θ) − sinh(θ)
− sinh(θ) cosh(θ)
)
leaves q invariant, in the sense that q ◦ φ = q, and satisfies φ(a
2
) = (1, 0). Up to such a
transformation, we may therefore assume that a = (2, 0). Therefore the two vertices of
T at the ends of the edge a are (−1, 0) and (1, 0). We denote the third vertex by (s, t).
There is no loss of generality, eventually, in assuming that s ≥ 0 and t > 0. Note that
|T | = t and ρq(T ) = 4t .
We now specialize to the case where ρq(T ) ≥ 4, which is equivalent to t ≤ 1. Recall
that the edges of T are such that |q(a)| ≥ |q(b)| ≥ |q(c)|. The following lines show that
q(1 + s, t) ≥ |q(s− 1, t)|, which implies that b = −(1 + s, t) and c = (s− 1, t) :
q(1 + s, t)− q(s− 1, t) = 4s ≥ 0,
q(1 + s, t) + q(s− 1, t) = 2(1 + s2 − t2) ≥ 0.
In addition we see that q(b) ≥ 0 and we thus have proved that q(a)q(b) ≥ 0. For the
second and third inequality in (9.19) we remark that q(c) = (s−1)2−t2 and q(d) = s2−t2.
Clearly
−1 ≤ −t2 ≤ min{q(c),q(d)}.
If 0 ≤ s ≤ 1, we also clearly have
max{q(c),q(d)} ≤ 1.
If s ≥ 1 we have
q(c) ≤ q(d) = s2 − t2 = (s+ 1)2 − t2 − (2s+ 1) = q(b)− (2s+ 1) ≤ q(a)− 3 = 1.
We thus always have
max{|q(c)|, |q(d)|} ≤ |q(a)|
4
= 1, (9.78)
which concludes the proof of the inequalities (9.19).
Last, we specialize to the case where ρq(T ) =
4
t
≥ 8, equivalently t ≤ 1
2
, to prove
(9.20) :
q(b) + q(c) = (s+ 1)2 − t2 + (s− 1)2 − t2 = 2 + 2s2 − 2t2 ≥ 3
2
=
3
8
q(a).
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9.5.2 Proof of Proposition 9.2.8
For any triangle T we denote by Tx the interval defined as the projection of T on the
x axis, and by |Tx| its length. We denote by IT and ITx the two dimensional and one
dimensional local interpolations operators on T and Tx respectively. It is clear that if g is
a C2 convex function of one variable and if G(x, y) := g(x), then
‖G− ITG‖L∞(T ) = ‖g − ITxg‖L∞(Tx). (9.79)
The following lemma compares the interpolation error on an interval of R and on a sub-
interval.
Lemma 9.5.1. Let g ∈ C2(R,R) be such that 0 < m ≤ g′′ ≤ M . Let x1, x2, x3 be real
numbers satisfying x1 <
x1+x3
2
≤ x2 < x3, and denote u := x2 − x1 ≤ v := x3 − x1. Then
denoting by Iu and Iv the interpolation operators on the intervals [x1, x2] and [x1, x3]
respectively, we have
‖g − Ivg‖L∞([x1,x3]) ≥ mv2/8
and
‖g − Iug‖L∞([x1,x2]) ≤
(
1− αv − u
v
)
‖g − Ivg‖L∞([x1,x3])
with α := 1
4
√
m/M .
Proof: Let us define hv = Ivg − g. Since h′′v = −g′′ and hv(x1) = hv(x3) = 0, hv can be
represented as the integral
hv(x) =
∫ x3
x1
Kv(x, y)g
′′(y)dy. (9.80)
where the Green kernel Kv is given by
Kv(x, y) :=
1
v
{
(x− x1)(x3 − y) if x ≤ y,
(x3 − x)(y − x1) if x ≥ y.
Of course, we have a similar representation of hu = Iug − g with a kernel Ku.
The first part of the proposition immediately follows from
hv
(
x1 + x3
2
)
≥ m
∫ x3
x1
Kv
(
x1 + x3
2
, y
)
dy ≥ mv2/8.
In order to prove the second part, we shall compare the Green Kernels Ku and Kv. For
this purpose, we define
µ(x) :=
(x2 − x)/u
(x3 − x)/v .
For all x, y ∈ [x1, x2], we thus have
Ku(x, y)
Kv(x, y)
= min{µ(x), µ(y)} ≤ µ(x).
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Therefore, defining xu := argmaxt∈[x1,x2](Iug − g)(t) and using (9.80), we obtain
‖g − Iug‖L∞([x1,x2]) = hu(xu)
=
∫ x2
x1
Ku(xu, y)g
′′(y)dy
≤ µ(xu)
∫ x2
x1
Kv(xu, y)g
′′(y)dy
≤ µ(xu)
∫ x3
x1
Kv(xu, y)g
′′(y)dy
≤ µ(xu)‖g − Ivg‖L∞([x1,x3]).
In order to conclude, we need to estimate µ(xu). One easily checks by differentiation that
µ is decreasing and concave on the interval [x1, x2], and therefore for all x ∈ [x1, x2]
µ(x) ≤ 1− (x− x1)v − u
v2
.
Differentiating the integral representation of hu, we obtain
uh′u(xu) = −
∫ xu
x1
(y − x1)g′′(y)dy +
∫ x2
xu
(x2 − y)g′′(y)dy.
Since h′(xu) = 0 and 0 < m ≤ g′′ ≤M , we obtain
(x2 − xu)2m ≤ (xu − x1)2M.
Since x2 ≥ x1+x32 , this gives xu − x1 ≥
√
m/M v
4
. Therefore,
µ(xu) ≤ 1− 1
4
√
m/M
v − u
v
,
which concludes the proof. 
The following corollary uses the above lemma to compare the values of the L∞-based
decision functions for a convex function that depends only of one variable. For any vector
v ∈ R2 we denote by vx the absolute value of its x coordinate.
Corollary 9.5.2. Let T be a triangle with edges a, b, c, such that ax ≥ bx ≥ cx. Let
G(x, y) = g(x), where g ∈ C2 and 0 < m ≤ g′′ ≤M . Then, with dT defined by (9.9),
dT (b,G)− dT (a,G) ≥ Cax(ax − bx),
dT (c,G)− dT (a,G) ≥ Ca2x/2,
with C = m
3/2
32
√
M
.
Proof: We recall the notation αT (f) := ‖f − ITf‖L∞ . It follows from (9.79) that
αT (G) = ‖g − ITxg‖L∞(Tx).
We label the extremities of a by i ∈ {1, 2}, and denote by T ie , i ∈ {1, 2}, e ∈ {a, b, c} the
child of T resulting from the bisection through the edge e in such a way that T ie contains
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the extremity of a of label i. We denote by T ie,x the projection of T
i
e onto the x-axis. Then
(up to exchanging the labels of the extremities of a),
|T 1a,x| = bx, |T 2a,x| = ax/2,
|T 1b,x| = ax, |T 2b,x| = cx + bx/2,
|T 1c,x| = bx + cx/2, |T 2c,x| = ax.
In particular, we have T 2a,x ⊂ T 2b,x and T 1a,x ⊂ T 1b,x and therefore
αT 2a (G) = ‖g − IT 2a,xg‖L∞(T 2a,x) ≤ ‖g − IT 2b,xg‖L∞(T 2b,x) = αT 2b (G),
and similarly αT 1a (G) ≤ αT 1c (G). Moreover, we can apply the previous lemma with [x1, x2] =
T 1a,x ⊂ T 1b,x = [x1, x3] or with [x1, x2] = T 2a,x ⊂ T 2c,x = [x1, x3] which respectively leads to
αT 1b (G)− αT 1a (G) ≥
m3/2
32
√
M
ax(ax − bx),
and
αT 2c (G)− αT 2a (G) ≥
m3/2
32
√
M
a2x/2.
This allows us to conclude since dT (e,G) = αT 1e + αT 2e , for s ∈ {a, b, c}. 
Using the above result, we now prove that the decision function dT tends to prescribe
a longest edge bisection with respect to the euclidean metric when the triangle T becomes
too thin.
Corollary 9.5.3. Let f be a convex function such that m Id ≤ d2f ≤M Id, and let T be
a triangle with measure of non-degeneracy σ(T ) for the euclidean metric and edges a, b, c,
such that |a| ≥ |b| ≥ |c|. Then if σ(T ) > 2K the bisection prescribed by the decision
function dT (·, f) is a δ-near longest edge bisection with respect to the euclidean metric (in
the sense of definition 8.4.3), with K = 128(M
m
)3/2 and δ := K
σ(T )
.
Proof: We denote by p(X) the affine orthogonal projection of a point X ∈ IR2 onto the
line which includes the edge a, and we denote by O the midpoint of a. We then define
f˜(X) = f(p(X)) + dfO(X − p(X)).
Then, using the notation X(z) = p(X) + z(X − p(X)), we have
f(X)− f˜(X) = f(X)− f(p(X))− dfO(X − p(X))
=
∫ 1
0
(dfX(z) − dfO)(X − p(X))dz.
But for X ∈ T , we have X(z) ∈ T for all z ∈ [0, 1], so that |X(z)−O| ≤ |a| and therefore
‖dfX(z) − dfO‖ ≤M |a|.
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We also have
|X − p(X)| ≤ 2|T ||a| ≤
|a|
σ(T )
.
Therefore, ‖f − f˜‖L∞(T ) ≤ M |a|2σ(T ) . We can apply the previous lemma to the function f˜ ,
since it is the sum of a function of one variable and of an affine function which has no
effect on the interpolation error. Assuming without loss of generality (up to a rotation)
that a is parallel to the x axis, this gives us
dT (b, f˜)− dT (a, f˜) ≥ C|a|(|a| − bx) ≥ C|a|(|a| − |b|),
dT (c, f˜)− dT (a, f˜) ≥ C|a|2/2.
with C = m
3/2
32
√
M
. Since the Lebesgue constant of the interpolation operator on any triangle
is 2, we have
|dT (e, f)− dT (e, f˜)| ≤ 4||f − f˜ ||L∞(T )
which implies the following inequalities
dT (b, f)− dT (a, f) ≥ C|a|(|a| − |b|)− 4M |a|2/σ(T ),
dT (c, f)− dT (a, f) ≥ |a|2(C/2− 4M/σ(T )).
The second inequality shows that the edge c cannot be cut if C/2− 4M/σ(T ) > 0 which
is equivalent to σ(T ) > 2K. The first inequality shows that b may be cut provided that
C(|a|− |b|)− 4M |a|/σ(T ) ≤ 0, i.e. |b| ≥ (1− 4M
Cσ(T )
)|a| which shows the property of δ-near
longest edge bisection with δ := K
σ(T )
. 
The proof of Proposition 9.2.8 directly follows from this last result, proceeding exactly
as in the last paragraph of the proof of Proposition 8.4.10.
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