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Abstract
In this paper existence of solutions of initial value problems for discontinuous functional
differential equations is investigated firstly. By applying the method of upper and lower
solutions, which may be discontinuous, some existence results of extremal solutions are
obtained. Furthermore, we also develop a monotone iterative technique for obtaining
extremal solutions which are obtained as limits of monotone sequences.  2002 Elsevier
Science (USA). All rights reserved.
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1. Introduction
We first give in this section the appropriate generalization to functional dif-
ferential equations of the well-known Carathéodory conditions of ordinary dif-
ferential equations, which was firstly proposed by Carathéodory. Consider the
following initial value problem of functional differential equation:
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x˙(t)= f (t, xt),
xσ = φ, (1)
where t  σ , σ ∈ R, and let xt ∈ C = C([−r,0],R) (r  0) be defined by
xt (θ) = x(t + θ), −r  θ  0. Also, the supremum norm of φ ∈ C is defined
by ‖φ‖ = sup−rθ0 |φ(θ)|. Suppose that Ω is an open subset of R × C. Then
the system (1) is said to be a Carathéodory system if the function f :Ω → R
satisfies the following so-called Carathéodory conditions on Ω :
(P1) f (t,φ) is measurable in t for each fixed φ ∈C,
(P2) f (t,φ) is continuous in φ for each fixed t ,
(P3) there is a neighborhood V (t,φ) for any fixed (t, φ) ∈Ω and there exists a
Lebesgue integrable function m such that
|f (s,ψ)|m(s) for (s,ψ) ∈ V (t,φ).
If f satisfies the Carathéodory conditions on Ω , (σ,φ) ∈ R × C, we say
a function x = x(σ,φ,f ) is a solution of initial value problem (1) through
(σ,φ) if there is an A > 0 such that x ∈ C([σ − r, σ + A],R), xσ = φ, and
x(t) ∈ AC([σ,σ + A]) and satisfies x˙(t) = f (t, xt ) a.e. (almost everywhere) on
[σ,σ + A], where AC([σ,σ + A]) denotes the space of absolutely continuous
functions on [σ,σ +A].
In our paper we shall deal with the estimates of solutions of the above dis-
continuous functional differential equation in a sector by using the method of
lower and upper solutions and monotone iterative technique.
As we all know, the method of upper and lower solutions is a very efficient
tool to deal with existence of solutions of nonlinear ODEs and PDEs in a
sector. For instance, in [1], the author obtained the existence results for periodic
solutions of a first-order nonlinear ODE by using the method of upper and
lower solutions, which were required to be continuously differentiable functions.
However, the continuously differentiable property of upper and lower solutions
used in [1] are rather restrictive. Later, the case of Carathéodory system (ODEs)
and discontinuous upper and lower solutions were studied (see [2–4] for details).
Most recently, the weaker assumptions imposed on the right-hand side function of
ODEs and lower and upper solutions were considered and more general existence
results were obtained by Heikkilä, Lakshmikantham and Pouso. The interested
readers may consult [5,6].
However, most of authors only focused on studying the case of ODEs and
continuous FDEs (see [7,8]). To the best of our knowledge, there is still no
existence results on discontinuous functional differential equations. Motivated by
the above excellent works, in this paper we will emphasize on studying estimates
of solutions of the initial value problem (1) via the method of upper and lower
solutions, which are discontinuous. It is undoubtedly true that such upper and
lower solutions are more comprehensive. Obviously, our results are more general
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than the known ones, as we shall see. Furthermore, in last section a monotone
iterative technique coupled with the method of upper and lower solutions is
developed. In fact, explicit expression of the iteration is obtained by solving some
linear ODEs.
2. Existence of solutions
We throughout the paper denote I1 = [σ − r, σ ], I2 = [σ,σ +A], I = [σ − r,
σ +A] = I1 ∪ I2. Furthermore, we define a partial order on C and BV(I2), where
BV(I2) denotes the space of functions of bounded variation on I2. If we write
α,β ∈ C or BV(I2) with α  β , that means α(t)  β(t) for all t ∈ [−r,0] or
t ∈ I2. In such case, we can define function interval for t ∈ [−r,0] or t ∈ I2 as
follows:
[α,β] = {x: α  x  β}.
In the following we will give the existence results of solutions of initial value
problem (1) in sector I2 by using continuous and discontinuous lower and upper
solutions, respectively.
2.1. Continuous case
Consider the following initial value problem:{
x˙(t)= f (t, xt ) for a.e. t ∈ I2,
xσ = φ, (2)
where f satisfies the conditions (P1)–(P3) and σ ∈R, φ ∈C.
By applying the similar method given in [9], we can show that the initial value
problem (2) has at least a solution on I2 for every (σ,φ) ∈ R×C.
Theorem 1. Suppose that α  β for all t ∈ I . Also, let α(t) = α1(t) ∈ C1(I2)
when t ∈ I2 and ασ = φα ∈ C; β(t) = β1(t) ∈ C1(I2) when t ∈ I2 and βσ =
φβ ∈C. Assume that the following inequalities hold for t ∈ I2:
α˙1(t) f (t, α1t ), β˙1(t) f (t, β1t ),
where α1t (θ)= α1(t + θ), β1t (θ)= β1(t + θ), θ ∈ [−r,0].
Then φ ∈ [φα,φβ ] implies that every solution of the initial value problem (2)
belongs to [α,β].
The functions α and β are, respectively, the so-called lower and upper solutions
of the initial value problem (2).
In fact, the conclusion of Theorem 1 is true without demanding α1(t) and β1(t)
to satisfy the restrictive assumption of continuous differentiability. They can be
weakened to be only continuous. This is the following result.
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Theorem 2. Suppose that α,β ∈ C(I) and α  β for all t ∈ I . Also, let α(t) =
α1(t) when t ∈ I2 and ασ = φα ∈ C; β(t)= β1(t) when t ∈ I2 and βσ = φβ ∈ C.
Assume that for any t1, t2 ∈ I2 with t1  t2, the following inequalities hold:
α1(t2)− α1(t1)
t2∫
t1
f (s,α1s ) ds,
β1(t2)− β1(t1)
t2∫
t1
f (s,β1s) ds,
where α1s (θ)= α1(s + θ), β1s(θ)= β1(s + θ), θ ∈ [−r,0].
Then φ ∈ [φα,φβ ] implies that every solution of the initial value problem (2)
belongs to [α,β].
Proof. Consider the following auxiliary initial value problem:{
x˙(t)= F(t, xt ) for a.e. t ∈ I2,
xσ = φ, (3)
where
F(t, xt )=
{
f (t, β1t ) if xt (θ) > β1t (θ),
f (t, xt ) if α1t (θ) xt (θ) β1t (θ), for all θ ∈ [−r,0].
f (t, α1t ) if α1t (θ) > xt (θ),
Obviously, function F satisfies the conditions (P1)–(P3). This shows that the
initial value problem (3) has at least a solution on I2.
Next, we shall prove every solution x of (3) satisfying x  α1 on I2.
Assume that x  α1 is not true on I2. By α1(σ )  φ(0) = x(σ), there exist
t1, t2 ∈ I2 with t1  t2 such that
α1(t1)= x(t1) and α1(t) > x(t) for all t ∈ (t1, t2].
Since x(t) is the solution of (3), then one can get
x˙(t)= f (t, α1t ) for a.e. t ∈ (t1, t2].
By integrating the above equality from t1 to t ( t2) yields
x(t)= x(t1)+
t∫
t1
f (s,α1s ) ds  x(t1)+ α1(t)− α1(t1)= α1(t),
which is a contradiction. Thus, x(t) α1(t) for all t ∈ I2 holds.
Similarly, we can prove x(t) β1(t) on I2. This ends the proof. ✷
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2.2. Discontinuous case
From Theorems 1 and 2 we know that α(t) and β(t) are required to be con-
tinuous on I2. This may seem to be rather restrictive. In order to obtain the better
estimates of solutions of (2), we can weaken them to be discontinuous. Before
stating the more general results, let us introduce some convenient lemmas and the
concepts of lower and upper solutions for problem (2).
Lemma 1. For any g ∈ BV(I2), there exists a unique decomposition
g = g(a) + g(s),
where g(a) ∈ AC(I2), g(a)(σ )= 0, and g(s) is a singular function; i.e., g˙(s)(t)= 0
for a.e. t ∈ I2.
This lemma can be found in [10]. According to this lemma, we further define
two sets as follows:
BV+(I2)=
{
g ∈ BV(I2), g(s) is nondecreasing
}
,
BV−(I2)=
{
g ∈ BV(I2), g(s) is nonincreasing
}
.
The following two lemmas can be proven by using the similar method given
in [11].
Lemma 2. If g ∈ BV+(I2) is such that g(σ)  0 and g(b) < 0 for some b ∈
(σ,σ +A], then there exists t1 ∈ [σ,b) such that
g(t1)= 0 and g(t) < 0 for all t ∈ (t1, b].
Lemma 3. If g ∈ BV−(I2) is such that g(σ)  0 and g(b) > 0 for some b ∈
(σ,σ +A], then there exists t1 ∈ [σ,b) such that
g(t1)= 0 and g(t) > 0 for all t ∈ (t1, b].
Now, we define the concepts of lower and upper solutions for problem (2).
Definition 1. A function α : I → R is a lower solution of problem (2) if the
following conditions are satisfied:
(i) α1 ∈ BV−(I2), ασ = φα(θ) ∈C, φα(0)= α1(σ ), f (t, α1t ) ∈L1(I2),
(ii) α˙1(t) f (t, α1t ) for a.e. t ∈ I2.
Definition 2. A function β : I → R is an upper solution of problem (2) if the
following conditions are satisfied:
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(i) β1 ∈ BV+(I2), βσ = φβ(θ) ∈C, φβ(0)= β1(σ ), f (t, β1t ) ∈L1(I2),
(ii) β˙1(t) f (t, β1t ) for a.e. t ∈ I2.
Theorem 3. Suppose that α and β are a lower and an upper solution of problem
(2) in the sense of Definitions 1 and 2, respectively, and α  β for all t ∈ I .
Then φ ∈ [φα,φβ ] implies that every solution of the initial value problem (2)
belongs to [α,β].
Proof. Consider the following auxiliary initial value problem:{
x˙(t)= F(t, xt ) for a.e. t ∈ I2,
xσ = φ, (4)
where
F(t, xt )=
{
f (t, β1t ), if xt (θ) > β1t (θ),
f (t, xt ), if α1t (θ) xt (θ) β1t (θ), for all θ ∈ [−r,0].
f (t, α1t ), if xt (θ) < α1t (θ),
It is not difficult to verify that functionF satisfies conditions (P1)–(P3). Therefore,
problem (4) has solutions on I2.
Next, we shall prove that every solution x of (4) will satisfy x  α1 on I2.
Assume that x(t)  α1(t) is not true on I2. In view of x(σ)  α1(σ ) and
Lemma 3, there exist t1, t2 ∈ I2 with t1  t2 such that
α1(t1)= x(t1) and α1(t) > x(t) for all t ∈ (t1, t2]. (5)
Since x(t) is a solution of (4) on (t1, t2] and by Definition 1 we have
α˙1(t)− x˙(t) f (t, α1t )− f (t, α1t )= 0 for a.e. t ∈ (t1, t2].
Integrating the above inequality from t1 to t ( t2), we have
t∫
t1
α˙1(s) ds  x(t)− x(t1) for all t ∈ (t1, t2]. (6)
Since α1 ∈ BV(I2), we have by Lemma 1
α1(t)= (α1)(a)(t1)+
t∫
t1
α˙1(s) ds + (α1)(s)(t) for all t ∈ (t1, t2].
In view of α1 ∈ BV−(I2) and (6), we have
α1(t) (α1)(a)(t1)+ (α1)(s)(t1)+
t∫
t1
α˙1(s) ds = α1(t1)+
t∫
t1
α˙1(s) ds
 α1(t1)+ x(t)− x(t1)= x(t) for all t ∈ (t1, t2],
which contradicts (5). Thus, every solution x(t) of (4) satisfies x(t) α1.
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Similarly, we can prove x(t) β1(t). This completes the proof. ✷
It is not difficult to show (see [9]) that if f also satisfies the following Lipschitz
condition on every compact subset W of Ω :
(P4) there exists a Lebesgue integrable function L(t) such that
|f (t,φ)− f (t,ψ)|L(t)‖φ −ψ‖ for any φ,ψ ∈W,
then the initial value problem (2) has a unique solution on I2.
Corollary 1. In addition to the assumptions of Theorem 3, suppose that (P4)
holds; then the unique solution of (2) lies in [α,β].
Remark. (i) In fact, one can easily derive the conditions of Theorem 2 from
Definitions 1 and 2 by employing the Lemma 2.1 in [12]. This shows that the
result of Theorem 3 is more general.
(ii) From the proofs of Theorems 1–3 one can find that the condition φ ∈
[φα,φβ ] is not necessary. We can weaken it to φ(0) ∈ [φα(0),φβ(0)]. The
conclusions in Theorems 1–3 are still valid for t ∈ I2. This means that any solution
of (2) belongs to [α1, β1].
2.3. Example
In this section we will present an example to illustrate our main results of
Theorem 3.
Consider the following scalar discontinuous functional differential equation:

x˙(t)= a(t)x2(t)− b(t)x2(t − 1)+ 3x2(t)+1
x2(t)+1 + g(t)
for a.e. t ∈ [0,2],
x(t)= φ(t) for all t ∈ [−1,0],
(7)
where the initial function φ satisfies φ(0) = 0 and we take functions a(t), b(t),
g(t) as follows:
a(t)=
{
0, 0 t  1,
−1, 1 < t  2, b(t)=
{
1, 0 t  1,
0, 1 < t  2,
and
g(t)=
{−1, 0 t  1,
1, 1< t  2.
Evidently, the function
f (t,φ)= a(t)φ2(0)− b(t)φ2(−1)+ 3φ
2(0)+ 1
φ2(0)+ 1 + g(t)
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satisfies conditions (P1)–(P3). One can easily check that α ≡ 0 and β ≡ 2 for all
t ∈ [−1,2] are a lower and an upper solutions of (7) (note that here φ does not
belong to [φα,φβ ]; please see remark (ii) in Section 2). However, better approx-
imation with continuous constant upper solution for all t ∈ [−1,2] is difficult to
be obtained. For example, β = 1 is not an upper solution. By Theorem 3 we can
improve the upper solution as follows:
β(t)=
{
1, −1 t  1,
2, 1 < t  2.
It is easy to verify that such upper solutions satisfies the required conditions.
Then Theorem 3 allow us to assert that any solution x of (7) lies in [α,β] for all
t ∈ [0,2].
3. Monotone iterative technique
In this section we propose a method of constructing sequence of approximate
solutions. In order to do this, the following lemma will be of importance in our
further discussion.
Lemma 4. Suppose that v ∈ AC(I2) and m > 0 such that v′ + mv  0 for a.e.
t ∈ I2.
Then v(σ ) 0 implies v(t) 0 for all t ∈ I2.
Proof. Set v′(t)+mv(t)= p(t) 0, then we have
v(t)= v(σ )e−m(t−σ) +
t∫
σ
e−m(t−s)p(s) ds for a.e. t ∈ I2.
Obviously, v(σ )  0 implies v(t)  0 for a.e. t ∈ I2. By the absolute continuity
of v(t) on I2, finally, we get v(t) 0 for all t ∈ I2. The proof is complete. ✷
Theorem 4. Let the assumptions of Theorem 1 hold and
(P5) f (t,φ)− f (t,ψ)−m(φ(0)−ψ(0)) for a.e. t ∈ I2 and some m> 0 with
α1t (θ)ψ(θ) φ(θ) β1t (θ) for all θ ∈ [−r,0].
Then there exist two monotone sequences {α(n)} and {β(n)} with α(0) = α,
β(0) = β such that α(0)  α(n)  β(n)  β(0) for n = 1,2, . . . , which converge
uniformly and monotonically on I to the minimal and maximal solutions of the
initial value problem (2), respectively.
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Proof. Let α(0) = α; i.e., α(0)1 = α1 and α(0)σ = ασ . Consider the following linear
ODE:{
α˙
(1)
1 (t)+mα(1)1 (t)= p0(t),
α
(1)
1 (σ )= φ(0),
(8)
where m> 0 and p0(t)= f (t, α(0)1t )+mα(0)1 (t) for t ∈ I2.
It is easy to know by the property of f that system (8) is a Carathéodory system
of linear ODE. Then it has a unique solution α(1)1 which is absolutely continuous
on I2 and we can get its explicit expression as follows:
α
(1)
1 (t)= φ(0)e−m(t−σ)+
t∫
σ
e−m(t−s)p0(s) ds.
We define it as the first iteration. Further we take α(1)σ = φ. Subsequently, we
define α(2)1 (t) ∈ AC(I2) as the unique solution of{
α˙
(2)
1 (t)+mα(2)1 (t)= p1(t),
α
(2)
1 (σ )= φ(0),
(9)
where m> 0 and p1(t)= f (t, α(1)1t )+mα(1)1 (t) for t ∈ I2.
Similarly, we have
α
(2)
1 (t)= φ(0)e−m(t−σ)+
t∫
σ
e−m(t−s)p1(s) ds, α(2)σ = φ.
In general, α(n+1)1 is defined as the unique solution of the following initial value
problem of linear ODE:{
α˙
(n+1)
1 (t)+mα(n+1)1 (t)= pn(t),
α
(n+1)
1 (σ )= φ(0),
(10)
where m> 0 and pn(t)= f (t, α(n)1t )+mα(n)1 (t) for t ∈ I2.
It is not difficult to obtain
α
(n+1)
1 (t)= φ(0)e−m(t−σ)+
t∫
σ
e−m(t−s)pn(s) ds, α(n+1)σ = φ. (11)
Till now, we get a sequence {α(n)}n1 on I which satisfy α(n) = α(n)1 when
t ∈ I2 and α(n)σ = φ when t ∈ I1. We next shall show that {α(n)} is a monotone
nondecreasing sequence by using induction to prove
(a) α(0)1  α(1)1 on I2,
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(b) α(n−1)1  α(n)1 implies that α(n)1  α(n+1)1 for n 1.
To prove (a), let v1 = α(1)1 − α(0)1 . Then we have
v˙1(t)+mv1(t)= f
(
t, α
(0)
1t
)− α˙(0)1  0 for a.e. t ∈ I2
and
v1(σ )= α(1)1 (σ )− α(0)1 (σ )= φ(0)− φα(0) 0.
By Lemma 4, we know that v1(t) 0 on I2. This means that (a) holds.
To prove (b), let vn+1 = α(n+1)1 − α(n)1 and suppose that for some n, α(n−1)1 
α
(n)
1 . Then we have by the condition (P5)
v˙n+1(t)+mvn+1(t) f
(
t, α
(n)
1t
)− f (t, α(n−1)1t )+m(α(n)1 (t)− α(n−1)1 (t))
 0 for a.e. t ∈ I2
and
vn+1(σ )= α(n+1)1 (σ )− α(n)1 (σ )= 0.
Hence, by Lemma 4 there holds vn+1  0 on I2, and this means α(n)1  α
(n+1)
1 .
Similarly, we can obtain that α(n)1  β1 for each n ∈ N by setting wn =
β1 − α(n)1 and using Lemma 4. This shows that {α(n)1 } is a bounded sequence
of absolutely continuous functions on I2. Together with its monotone property
and Ascoli–Arzelá theorem, there exists limn→∞ α(n)1 (t) = ρ(t) uniformly and
monotonically on I2. Furthermore, by (11) and the continuity of function f with
respect to the second variable and the Lebesgue dominated convergence theorem
it follows that
ρ˙(t)= f (t, ρt ) and ρσ = φ.
Hence, ρ(t) is a solution of initial value problem (2).
By means of the same method, a nonincreasing sequence {β(n)} starting at
β(0) = β can be constructed. Let β(n)(t) = β(n)1 (t) when t ∈ I2 and β(n)σ = φ
when t ∈ I1 for each n ∈ N . Then {β(n)1 } uniformly converges to a solution γ (t)
of (2) on I2 and γσ = φ.
In order to prove that ρ,γ are minimal and maximal solutions of initial value
problem (2), we have to show that for any solution x of (2) on [α,β] there holds
α  ρ  x  γ  β on I . Firstly, let v = x − α(1)1 for t ∈ I2, then we have
v˙(t)+mv(t)= (f (t, xt)− f (t, α1t ))+m(x(t)− α1(t)) 0
for a.e. t ∈ I2
and
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v(σ )= x(σ)− α(1)1 (σ )= φ(0)− φ(0)= 0.
By Lemma 4, it follows that x  α(1)1 on I2. Next, suppose that for some n there
holds x  α(n)1 on I2 and set vn+1 = x − α(n+1)1 so that
v˙n+1 +mvn+1 =
(
f (t, xt )− f (t, α(n)1t )
)+m(x − α(n)1 ) 0
for a.e. t ∈ I2.
Also vn+1(σ ) = x(σ) − α(n+1)1 (σ ) = 0 and therefore, by Lemma 4, it follows
x  α(n+1)1 on I2. By induction that for all n, α
(n)
1  x . Similarly, we can get
x  β(n)1 on I2 and hence α
(n)
1  x  β
(n)
1 on I2. Then we have
α1  ρ  x  γ  β1 on I2,
and the proof is ended. ✷
Corollary 2. In addition to the assumption of Theorem 4, suppose that condition
(P4) holds.
Then x = ρ = γ is the unique solution of the initial value problem (2) such
that x ∈ [α,β].
Example. Consider the following RFDE:

x˙(t)=−x2(t)+ a(t) ln(1+ |x(t − 1)|)+ b(t)
for a.e. t ∈ [0,A], A > 0,
x(t)= φ(t) for t ∈ [−1,0],
(12)
where a(t), b(t) are measurable on [0,A] and satisfy 0 a(t) 1, b(t) 0, and
the initial function φ satisfies 0 φ(t) 2 for all t ∈ [−1,0].
Choose a fixed number M such that maxt∈[0,A]{b(t)}M and M  2. Then it
is easy to verify that α ≡ 0 and β ≡M is a lower and an upper solution of (12).
Moreover, we can choose m= 2M such that f satisfies the condition (P5). Thus,
the extremal solutions of (12) can be approximated by the method described in
the proof of Theorem 4.
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