Location estimation of heterogeneous smart devices is needed for the Internet of Things (IoT) based location services. Device orientation and heterogeneity are the bottlenecks in accurate location estimation, which are not addressed together in the existing methods. Also, most of the state-of-the-art Received Signal Strength (RSS) based localization methods consider a single Gaussian model instead of a mixture of Gaussians. In this paper, we propose to solve both these issues with a combination of multistage linear regression and Gaussian Mixture Model (GMM) method. Additionally, the proposed method detects the malicious data in the IoT network and estimates the location in case of sensor faults. The performance of the proposed method is tested using Wi-Fi signals in an indoor environment.
RSS based localization methods do not require any separate infrastructure or hardware equipment. They use already existing signals such as Wi-Fi or Bluetooth to name a few for location estimation, thereby reducing the cost [8] [9] [10] [11] [12] [13] . The heterogeneity of smart devices in the IoT network affect the indoor localization as discussed in [14] [15] [16] [17] . Most of the state-of-the-art localization methods
The associate editor coordinating the review of this manuscript and approving it for publication was Moayad Aloqaily . assume that the homogeneous devices are used for constructing the offline fingerprinting map as well as the online location estimation. In the IoT environment, heterogeneous devices record different RSS values at the same location, thereby providing high localization error. Orientation diversity is another issue which increases the localization error due to the orientation mismatch during offline and online phases. The human body also reflects and blocks the Wi-Fi signals [18] . Hence, users holding the smart device closer to the body in different orientations, cause a difference in the Wi-Fi RSS measurements. Also, a variation of 2.5-10 dBm is observed when a user changes its direction from facing the access point. Most of the state-of-the-art localization methods address device heterogeneity, but there are limited works on orientation issues [19] [20] [21] [22] [23] . The existing orientation compensation techniques are mainly based on fingerprint matching and do not establish any relationship among the orientations. Therefore, these methods are prone to performance degradation if the RSS data from exact test orientations do not exist in the offline database. Hence, the orientations and heterogeneity of the smart devices create RSS diversity, which is a bottleneck for localization in IoT networks.
In order to address these issues, various calibration methods are proposed such as least squares, histogram equalization, machine learning and navigation states from dead reckoning (DR) [14] , [20] , [24] [25] . In the literature, several calibration-free methods such as differential RSS (DRSS), pairwise differential, ZU-mean, Mean Differential Fingerprinting (MDF) and regression [15] , [16] , [27] [28] [29] are also proposed. However, as discussed in [30] , most of these methods suffer from RSS variations due to variable power of access points even after considering the ratio or difference of RSS values. Another issue with these methods is that they do not address both the heterogeneity and orientation issues together. In DR based methods, the accumulated error in sensor measurements of human activities further increases the localization error. Further, the existing methods do not provide any relationship between the RSS of heterogeneous smart devices with different orientations. In order to address the device heterogeneity, transformation methods such as [14] , [15] , [31] , [32] are also proposed. A drawback of these methods is the requirement of the prior knowledge of the device type. The device type information is utilized to develop a pairwise relationship (only two devices at a time). Hence, at a time, only two devices are used, which increases the storage demand of the smart device. For cases where the device type is unknown, the method fails. Additionally, these transformation methods do not address the orientation diversity issue.
Most of the discussed RSS based localization methods assume a single Gaussian distribution of RSS data. The stateof-the-art RSS localization methods [33] [34] [35] [36] [37] show that a single Gaussian distribution can not model the RSS data. It is because of the multipath, device heterogeneity, and device orientation issues in the indoor environment. However, the RSS data distribution follows a mixture of Gaussian [38] , which is also evident from Fig. 1 for the RSS data observed in our experimental setup. Therefore, single Gaussian can not provide accurate location estimation, and we need a multi Gaussian based method for localization [39] . Now, the fingerprinting pattern matching can be performed with two methods, namely probabilistic and non-probabilistic methods [12] , [13] . Further, the probabilistic pattern matching algorithms utilize a RSS probability distribution function from the training RSS data, and then the Maximum Likelihood (ML) method is used for smart device localization. On the contrary, the non-probabilistic methods do not require creating a parametric model and are suitable for an indoor IoT environment as it has small training sets [40] , [41] .
Finally, the RSS values can be affected by the malicious and erroneous smart devices in the IoT network [42] [43] [44] [45] . Most of the existing methods that address device heterogeneity and orientation do not test the localization performance in the presence of erroneous RSS values. In this paper, it is shown that the proposed method's performance is robust to these faults and the multiple Gaussian method outperforms the single Gaussian method in terms of the localization error.
B. CONTRIBUTIONS
In this paper, a localization system using multistage regression and GMM is proposed, that addresses the device heterogeneity and orientation diversity issues. Additionally, the method is robust to erroneous RSS data. The main contributions of this paper are summarized as follows 1) A multistage regression method that addresses the device heterogeneity and orientation issues for smart device localization in an indoor loT environment. 2) Investigating the effect of the choice of the dependent variables, that is, device type and orientation, for a regression method to compensate the device heterogeneity and orientation effect. 3) Leveraging multiple Gaussian instead of a single Gaussian method resulting in high localization accuracy. 4) The proposed method is robust to malicious RSS data. The remainder of the paper is organized as follows: Section II presents the proposed multistage regression and GMM localization method to address both the device heterogeneity and orientation issues. Section III describes the experimental setup and results of the proposed method. Finally, Section IV concludes the paper with future research challenges.
II. GMLOC: MULTISTAGE REGRESSION METHOD FOR SMART DEVICE LOCALIZATION
In the first stage, the data is collected and stored at a cloud server where the device information such as Media Access Control (MAC) address is available. Fig. 2 explains the overview of the proposed method for location estimation in an indoor environment. Missing RSS values due to hardware issues or connectivity failure can lead to a high localization error. We address this issue by estimating the missing values using a regression method. Further, a two-stage regression is performed on orientations and smart devices respectively to obtain a transformed RSS vector. Finally, the GMM parameters are estimated using the transformed RSS vectors for localization. The GMLoc method is explained in detail in the ensuing subsections.
A. HANDLING DEVICE HETEROGENEITY AND ORIENTATION ISSUES 1) DEVICE HETEROGENEITY
Consider a Redmi Note 5 Pro for building the offline fingerprinting map, and in the online phase, the user has VOLUME 7, 2019 Moto G Turbo. We demonstrate the device diversity challenge using recorded experimental dataset, as shown in Fig. 3(a) . It is observed that at a particular location, in terms of variance, there is a difference of approximately 14 dBm from one smart device to another. Hence, it increases the localization error. Also, signal processing operations such as shifting and scaling do not provide higher localization accuracy as smart devices of the same characteristic also perform differently [46] . The primary reasons for this variation are different receiver antenna designs of variable size, chip design materials with different absorption coefficients for RF signals, linear and non-linear receiver circuit design and support for a different number of frequency bands [47] .
2) ORIENTATION DIVERSITY
The RSS data is much affected with device orientations also. We collected the RSS data in four orientations, namely, 0 • , 90 • , 180 • and 270 • at the same location. Fig. 3 (b) shows the histogram for four different orientations. A maximum variance of 13 dBm is observed between multiple orientations. This variation leads to a higher localization error. It is also discussed in [48] , [49] that there is a variation of approximately 2.5 − 7.6 dBm due to the change in the orientation of the smart device. In order to develop a relationship between multiple orientations and devices' RSS data, we use a two-stage multiple regression method instead of the regression technique used in [15] that considers only two smart devices at a time. The advantage of multiple regression is that it models the relationship between many independent variables and a dependent variable by linear modeling of the observed RSS data.
3) MULTISTAGE LINEAR REGRESSION METHOD
We establish a relationship to address both the device heterogeneity and orientations. It is observed that there exist a linear pattern between multiple orientations as well as heterogeneous smart devices. Fig. 4 shows the RSS values of one orientation with another and similarly one smart device with another. A linear relationship is observed through these plots. Fig. 5 shows the proposed two-stage linear regression method. Let us consider three smart devices for illustration. It can be observed from Fig. 5 that the smart devices SD 1 , SD 2 and SD 3 have multiple orientations O 1 , O 2 , . . . , O m each respectively. In the first stage, a relationship is derived using regression between RSS of multiple orientations to generate a RSS vector for the three smart devices represented as RSS O1,D1 , RSS O1,D2 and RSS O1,D3 respectively, considering orientation 1 as dependent variable. The RSS vector RSS O1,D1 for first smart device with T samples can be obtained from Equation 1.
orientation selected as dependent variable from kth smart device and t ∈ {1, 2, · · · , T } represents the index of the set of T samples of the ith orientation where T > M . k ∈ {1, 2, · · · , K } represents the index of the total K smart devices with T > K . α j denotes the regression coefficient for jth orientation and is the residual term with distribution as N (0, σ 2 ), representing the difference between the observed and modeled RSS observation.
The regression coefficient using least square method can be estimated aŝ
Therefore, we estimate RSS Oi,Dk t using the estimated regression coefficient vectorα. Further, in the second stage the device heterogeneity is addressed using Equation 3 with the estimated orientation RSS vector RSS Oi,Dk t obtained at the first stage as
Here, RSS Dk t is the tth RSS value of the kth smart device selected as dependent variable. β j denotes the regression coefficient for jth smart device and γ is the residual term with distribution as N (0, σ 2 ) representing the difference between the observed and linear modeling of RSS data. We estimate the regression coefficient of smart devicesβ using the least square method discussed before. Finally, the estimated RSS vector RSS Dk t is obtained using the estimated regression coefficient for smart devices given asβ =
4) SELECTION OF DEPENDENT VARIABLE FOR MULTISTAGE REGRESSION
In order to improve the localization accuracy, we choose the orientation and smart device as the dependent variable. Therefore, the RMSE is evaluated between RSS Oi,Dk t and RSS Oi,Dk t for ith orientation as
The orientation for which least RMSE is obtained is chosen as the dependent variable. Same procedure is followed for choosing the smart device as dependent variable by computing the RMSE between RSS Dk t and RSS Dk t . Algorithm 1 explains the proposed multistage regression method for handling the device heterogeneity and orientation issues.
B. FINGERPRINTING BASED LOCALIZATION
Multipath propagation and shadow fading effects occur due to the human movements in an indoor environment along with the reflections and scattering due to the furniture and VOLUME 7, 2019
Algorithm 1 Multistage Regression Method to Compensate Heterogeneity and Orientation Effect
Data: building structure. It affects the performance of location estimation methods [1] , [2] , [8] , [9] . There are two phases in the fingerprinting method, namely, the offline training and online location estimation phases. The user records RSS data from the multiple training locations, and then the online phase compares the RSS data of an unknown location to the recorded fingerprinting map, thereby estimating the unknown location using the nearest fingerprint [12] .
wherel is the estimated location corresponding to the RSS test , RSS train l represents the offline training RSS values at location l, RSS train k,l denotes the offline training RSS values from the kth smart device at location l, P(.) represents the probability density function. Further, as we use the Gaussian method for fingerprinting,
where µ k,l and σ 2 k,l are the mean and variance of RSS values from the kth smart device at the particular location l in the offline database.
Therefore, to analyze the effect of device diversity on this fingerprinting method, it is considered that at the same location there are two sets of test vectors RSS test 1,l and RSS test 2,l , from two smart devices at location l. We denote the device diversity effect as RSS 1,2,l arising because of the two smart devices' RSS vectors at the same location l. The new estimated location index using this device diversity is denoted asl and is represented by the following
Hence, to compensate the bias RSS 1,2,l because of the device heterogeneity, we use the regression method. The regression between the smart devices' RSS values RSS test 1,l and RSS test 2,l gives a single output RSS test . Results show that using the RSS test , localization error is reduced. Hence, the new location indexl using the regression RSS values can be computed aŝ
The results show thatl is close to the actuall as the diversity is addressed with the regression output RSS test in Equation 6 . A similar analysis can be shown for orientation diversity affecting the estimated location indexl.
C. GMM BASED LOCALIZATION
GMM, as compared to single Gaussian, is a better fit for the probability distribution modeling of the RSS values that contain a weighted mixture of Gaussian, as shown in Fig. 1 . A GMM for the Wi-Fi RSS fingerprints, contains the superposition of Q Gaussian densities [51] with x as a D-dimensional RSS values given by Q m=1
each Gaussian density is denoted as a component of the mixture with mean µ m and covariance m . c m , the mixing coefficient is given as Q m=1 c m = 1, where 0 ≤ c m ≤ 1. The model parameter for location l is then given by ψ l = c l,m ; µ l,m ; l,m . Therefore, using the Maximum Likelihood parameter estimation method, the model parametersψ l at a location l are learned through the Equation 4. Further, for optimizing the parameters, the Expectation-Maximization (EM) algorithm is used [52] . The number of GMM components are estimated using AIC and BIC criteria using the Elbow method discussed next.
ELBOW METHOD FOR THE SELECTION OF NUMBER OF GAUSSIAN COMPONENTS USING AIC AND BIC
AIC provides the measure of goodness of fit of a statistical model such as GMM [53] . The AIC is defined as AIC = 2h − 2 ln(L) where h is the number of parameters and L is the likelihood function. The model with the lowest AIC score is preferred. BIC helps to choose between two different models with different numbers of parameters by selecting the one which gives the lowest BIC score given as BIC = ln(N )h − 2 ln(L) where N is the number of RSS data points. The elbow test is a heuristic method that helps in determining the values for AIC and BIC, after which the decrease in
Algorithm 2 GMM Based Localization
Data: RSS Dk t vector after multistage regression Result: Estimated location l of RSS Dk t vector. begin
• Input the RSS Dk t vectors for training the GMM.
• Estimate the number of Gaussian components using the AIC and BIC criteria.
• Determine the GMM parameters {µ k , m , c k }.
• Evaluate the probabilistic location for online RSS vectors using fingerprinting (Equation 6).
• return Estimated location index l of the RSS Dk t vector. end values are small so that after this point adding another Gaussian component does not help in minimizing the AIC/BIC scores [54] , [55] . Using the values of AIC and BIC, we find the number of Gaussian components in the mixture. Algorithm 2 summarizes the localization method after the orientation and device diversity are addressed through the regression method.
D. LOCALIZATION WITH DIFFERENT USER CASES
The location of the smart devices is estimated for three possible user cases, as shown in Fig. 2 . In the first case, both the orientation type, as well as device type or MAC ID, are known. Second, when only the device type is available but not the type of orientation. For scenarios where orientation is not known, we propose to detect the orientation leveraging the accelerometer sensor of the smart device along with a windowing threshold of RSS data. As the accelerometer sensor may provide erroneous orientation information due to the accumulation of gyroscope errors [56] , we use windowing threshold of RSS data to confirm the orientation change. In this method, the moving average is computed using a sliding window, where the mean of the samples for a particular length of the sliding window is computed. The orientation change is detected using the moving average RSS avg = 1 N N i=1 RSS i , where i = 1 to N (sliding window size). We define
where RSS new i is the next RSS value due to the new or existing orientation of the smart device for the sliding window after N samples. We test the proposed orientation detection method with a sliding window size of the unit sample (N = 1) and then keep appending the detected orientations into the sliding window to create the RSS fingerprints. A threshold value of ±4.5 dB is computed from the offline database as most of the orientation change is observed for a minimum change of ±4.5 dB. Also, as discussed in [19] , [49] due to change in the orientation the RSS values vary from 2.5 − 7.6 dBm. Therefore, the detection d is defined as
Hence, using the proposed method along with the accelerometer sensor information from the smart device provides an accurate information about the orientation change. Finally, the proposed method is tested for the scenario where neither device type nor its orientation is known. In this case, the localization error is higher than the previous two cases. In order to reduce the localization error, device identification is performed using the GMM method. The RSS vector received at the smart devices is fed to the GMM, which classifies the input RSS vector received from different smart devices using mean, variance, and mixing coefficient as features corresponding to a particular smart device, as explained in Section II. Further, when the smart device is identified, the proposed orientation detection method is applied. Therefore, the localization error is reduced when both the device type and orientation are detected.
E. ROBUSTNESS OF THE PROPOSED GMM METHOD
RSS values in a smart device are also affected by chipset degradation, noise in the IoT environment or router malfunctioning, and hence, this can affect the localization performance of the system. The RSS data may encounter an error in measurements such as precision degradation, offset, stuckat-fault, and missing data [43] [44] [45] , [57] . We analyze the performance of the proposed method for these type of faults. The first two faults can be modeled as RSS m = RSS a +β +η, where RSS m shows the measured RSS value (erroneous) from a smart device, RSS a is the actual RSS value from the smart device without any fault, β is the additive offset constant and η is the external noise. Precision degradation fault can occur because of the chipset failure in the smart device, thereby increasing the noise. This failure is modeled with β = 0 and the Gaussian noise parameter η [45] . The offset fault arises due to the calibration errors in the sensors, thereby generating the sudden deviations from the normal data with an additive constant β. We model it with η = 0. Stuck-at-fault arises due to device failures, external attacks, or connection failures, and the device generates a constant reading with no variation over a period of time. Fig. 6 represents the type of faults induced in the normal RSS vectors to test the proposed GMLoc method. Finally, missing data is a common problem where, for a certain duration, no data is received in a network. This is mainly due to the packet drop or configuration mismatch. In this paper, the missing data issue is addressed using the same regression method, where a regression model is developed when the data is available (not missing). Hence, we obtain the regression model between RSS values' time index and corresponding RSS values. Therefore, when a missing value is detected at a particular time index, the previously obtained regression model is used to estimate the missing RSS data. Finally, localization is performed using the proposed method on the complete RSS data obtained after replacing the missing data values. It is observed that the proposed method is robust to such errors and can provide accurate location of the smart device even in such adverse scenarios.
III. PERFORMANCE EVALUATION
In this section, we discuss the experimental setup for Wi-Fi RSS collection. The performance of GMLoc is discussed for both muliple and single Gaussian. Fig. 7(a) shows the experimental setup for the data collection. The data is collected in an indoor environment considering reflections, scattering, and absorptions from furniture, walls, and human bodies. The setup is as per [58] , because collections of RSS values for single grid points train the algorithm better and linear regression method can be used at a particular location. In order to consider the device heterogeneity, three different types of smartphones, namely Moto G Turbo, Xiaomi Note 5 Pro and Xiaomi Note 4 are used. Further, the RSS data is also collected in four orientations with 0 • (facing towards the access point), 90 • , 180 • (facing opposite to the access point) and 270 • [21] as shown in the Fig. 7(b) . The other orientations can also be considered. An Android-based application is used to collect the data for each orientation. The experimental dataset consists of a RSS vector with parameters T = 181, K = 3 and M = 4.
A. DATASET PREPARATION

B. THE CROSS-VALIDATION METHOD AND PERFORMANCE METRIC
In order to evaluate the performance of the proposed method, the cross-validation method is used to calculate the localization error of the test RSS data. The collected RSS samples are divided into two parts. One part is used as the training set to learn the model parameters for the GMM localization method. The second part contains test RSS vectors from an unknown location whose location is to be estimated [59] . Therefore, for 10-fold cross-validation method, the Wi-Fi RSS dataset is partitioned into ten equal size samples. One part is used for validation purpose, and the rest nine parts are used for training. Further, this same procedure is repeated ten times randomly to cover the whole dataset. Finally, the results of all the folds are averaged. The advantage of the method is that it uses the complete dataset randomly for both the training and testing purpose and avoids overfitting.
The performance of any localization algorithm is based on the localization error, which is the Euclidean distance between the actual and the estimated smart device's location. Therefore, the localization error is calculated as Localization Error = (Y P − Y A ) 2 + (X P − X A ) 2 where (X P , Y P ) are the estimated coordinates and (X A , Y A ) are the actual coordinates of the smart device location.
C. EXPERIMENTAL RESULTS
This subsection presents the results for the estimated Gaussian parameters, the effect of regression on orientation and device diversity, and the performance of multiple Gaussian method over single Gaussian.
1) MULTISTAGE REGRESSION TO MITIGATE THE EFFECT OF DEVICE HETEROGENEITY AND ORIENTATION
As discussed in the methodology section, multistage regression compensates the device and orientation diversity. Fig. 8(a) shows the regression output obtained between the three smart devices considering Redmi Note 5 as the dependent variable. The transformed RSS data is used as the input to the GMM localization method. Fig. 8(b) shows the Root Mean Square Error (RMSE) values for goodness fit of the RSS data values. It is observed that the linear model produces the least RMSE, and hence, there exist a linear relationship between the orientations as well as devices' RSS values. Fig. 8(c) shows the original data with orientation diversity and Fig. 8(d) shows the transformed orientation using the linear regression method. Fig. 9(a) shows the AIC and BIC scores computed for a particular location. It is observed from the elbow diagram that the number of Gaussian in the mixture is two as the difference between two consecutive AIC/BIC remains almost constant after two Gaussian. The Gaussian parameters estimated at a particular location are given as µ 1 = −51.62, µ 2 = −52.72, 1 = 0.057 and 2 = 0.46 with mixing coefficient c 1 = 67 and c 2 = 33. These results are shown for illustration purpose, and similarly, the GMM parameters are obtained for other locations. This is in accordance with the number of Gaussian components obtained with the heuristic AIC/BIC criteria. The regression coefficients obtained at a particular location are β 0 = −40.54, β 1 = 0.012 and β 2 = −0.15 respectively with a RMSE of 0.19. In a similar way, the regression coefficients at other locations are estimated. It is observed that the RMSE obtained is low and desirable for establishing a model; hence, the linear regression model is most suitable.
2) CHOICE OF DISTANCE METRIC, CROSS-VALIDATION FOLDS AND DEPENDENT VARIABLE
It is important to use the correct distance metric in fingerprinting based localization. Fig. 9(b) shows the error for the different type of distance metric used for the fingerprinting method. We observe that the minimum localization error of 0.57 m is obtained for the Euclidean distance metric and a maximum of 1.35 m for the Cosine distance metric. Hence, the Euclidean distance metric is chosen for the localization. This is also suggested in [60] that for higher dimensional dataset Mahalanobis and Euclidean distance are preferred. Further, the cross-validation method with least localization error is also analyzed. It is observed that the 10-fold cross-validation method gives the least localization error of 0.57 m, as shown in Fig. 9(c) . It is shown in Fig. 10 that a random selection of the dependent variable leads to a higher RMSE, which further leads to a higher localization error. It is observed that for our experimental RSS data, orientation 3 as a dependent variable provides least average RMSE. Hence, in the proposed method, we choose O 3 as the dependent variable for multiple regression, as shown in Fig. 10(a) . Similarly, Fig. 10(b) shows that SD 1 should be chosen as the dependent variable as the RMSE is least for SD 1 . The effect of the choice of the dependent variable on localization error is shown in Fig. 10(c) . It is observed that orientation 3 provides the best localization error of 0.27 m. Further, for the user case, when the device type is not known, smart device detection is performed as it helps in better location estimation. Fig. 10(d) shows the accuracy of the smart device detection. We find that the multiple Gaussian method detects the type of smart device with a high accuracy of 94% as the RSS data from multiple smart device follows a mixture of GMM.
3) LOCALIZATION ERROR PERFORMANCE Fig. 11(a) shows that error in distance estimation of the smart device from the access point using multiple Gaussian method is 0.25 m as compared to 0.49 m of single Gaussian considering orientation 3. Further, it can be observed from Fig. 11(b) that multiple Gaussian method outperforms the single Gaussian for all the four orientations. Also, the localization error is least for orientation 3 as the RMSE is least for the same. Cumulative distribution function (CDF) plot of localization error is shown in Fig. 12(a) . It is observed that in terms of localization error, for all the locations, multiple Gaussian method outperforms the single Gaussian method. This is because the RSS data from smart devices with multiple orientations in an IoT network follows a multi Gaussian model instead of a single Gaussian. Further, the localization error is computed for the three user cases. It is observed in Fig. 12(b ) that when the system has the prior knowledge of the type of orientation and smart device, it provides the least localization error of 0.27 m with the dependent variable as orientation O 3 .
The CDF plot shows that for more than 90% of the test RSS samples, the localization error is 0.3 m. Also, when the base orientation is not chosen with least RMSE, for example with the dependent variable as O 1 the localization error increases to 0.7 m. This result clearly shows the importance of the choice of the dependent variable. We also evaluate the performance of GMLoc when a different number of orientations are detected using the proposed threshold method. Fig. 13(a) shows that the proposed method estimates the location with an error of 1.35 m with the knowledge of a minimum of only two orientations. Further, Fig. 13(b) shows the comparison of localization error for three different user cases. It is observed that when no prior information of device type and orientation is available (BU case), the method yields a comparatively high localization error of 3 m. For such cases, the proposed method provides an improved localization error of 1.35 m by identifying the device type and orientation. Also, when we have the prior knowledge of the device type and orientation with the appropriate dependent variable, the proposed method achieves the least localization error of 0.27 m. Hence, the proposed method is suitable for all type of user cases in IoT network.
Finally, Fig. 14(a) shows the performance of the proposed algorithm for the test RSS vectors. The black dots show the actual location, and the red dots show the estimated location with the average localization error of 0.39 m. The performance of GMLoc is compared with machine learning methods such as neural networks where the data is fed without any regression, knowing the device type and the orientation. Fig. 14(b) shows that GMLoc outperforms the neural network classification method. Therefore, it is concluded that multistage regression with GMM addresses the device and orientation diversity issues better than the stateof-the-art single Gaussian and neural network method.
4) PERFORMANCE OF GMLOC ON ERRONEOUS RSS VALUES
The performance of GMLoc is also evaluated when the system encounters the attack, or the smart devices' sensors generate erroneous RSS readings. First, anomaly detection is performed with the proposed method. Fig. 15(a) shows the performance of the proposed method on the faults. The detection accuracy is high for stuck-at fault and the offset fault and marginal for the precision degradation fault. Further, the performance of the single Gaussian method over multiple Gaussian is compared for the erroneous data. In order to test the robustness of the proposed method, a maximum of 20% of the RSS values are made erroneous with η = 5 and β = 10. It is observed that the proposed method is still robust for erroneous RSS data and multiple Gaussian method outperforms single Gaussian. Fig. 15(b) shows the comparison of the GMLoc on normal and erroneous data for single and multiple Gaussian methods. It is concluded that the multiple Gaussian method outperforms the single Gaussian. This is because the erroneous data also follows a mixture of Gaussian instead of the single Gaussian; therefore, the location estimation is better with the multiple Gaussian method even in the case of erroneous RSS values. Fig. 15(c) shows the variation in the Cumulative Distribution Function (CDF) of the localization error. We find that 90% of the test RSS samples are located with an error of 1.2 m and more than 60% of the test RSS vectors are located within 1 m range. On the contrary, the single Gaussian method can locate 90 % of the test RSS vectors with approximately 2 m error. Further, Fig. 15(d) shows the performance of the proposed method on the RSS test data that contain missing data. We evaluated the performance of the proposed method with 15% missing data and imputed the RSS values using a linear regression method. It is observed that the multiple Gaussian method provides approximately the same results as on the normal RSS samples. Therefore, we conclude that the localization with multiple Gaussian method addresses the faulty data with higher accuracy than the single Gaussian method. The experiments are performed using Intel Core i5 processor having 8 GB RAM. It is observed that the multiple Gaussian method takes 0.35 seconds more than the single Gaussian method.
IV. CONCLUSION AND FUTURE RESEARCH CHALLENGES
The paper proposed a novel method to address both device heterogeneity and orientation issues in the IoT network using a multistage regression and GMM method. The effect of the choice of the dependent variable for orientation and device type on localization is also investigated. The results obtained using the GMM method achieve better localization as compared to single Gaussian methods. Also, the proposed method is robust to erroneous RSS data in the IoT network. Additionally, the proposed method detects the device type with an accuracy of 95%, which improves the localization error to 1.35 m even when both the device type and orientation are unknown. The future work includes the development of a mobile application for the proposed method.
A low complexity localization algorithm which is accurate, handles device diversity and orientation, and uses opportunistic signals is desirable for time-vayring IoT networks. The localization method needs to be robust to environment changes and the type of signals. Further, new methods using deep neural networks can be used to increase the localization accuracy for time-varying IoT networks. Channel State Information (CSI) based device-free localization method in the presence of fading effect is a potential future work for a smart environment.
