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INTSERV UYGULAMALARINDA KULLANILABĠLĠR AKTĠF KUYRUK YÖNETĠMĠ 
TEKNĠKLERĠNĠN KARġILAġTIRILMASI 
ÖZET 
İnternet üzerinde gözlenen tıkanıklık, paket kayıp oranlarını ve gecikmeleri arttırır. 
Yüksek paket kayıp oranı, kaçınılması gereken bir durumdur çünkü paket varışa 
ulaşmadan düşürüldüğü takdirde o ana kadar harcanan değerli kaynaklar boşa 
harcanmış olur. Bu durum nihayetinde tıkanıklık çöküşü (congestion collapse) olarak 
tanımlanan bir duruma dönüşebilir. 
Aynı IP ağ hatlarını kullanan bağlantıların iletim hızlarını kontrol etmek amacıyla, 
TCP’ de akış ve tıkanıklık kontrol mekanizmaları kullanıldı. Ancak çok geçmeden 
sondan düşürmeli paket düşürme yöntemi kullanan bu mekanizmaların bazı zaafları 
görüldü. Akışların eşzamanlaştırılması, akışlar arası eşit olmayan paket düşürme 
oranları, ağ kaynaklarının yetersiz kullanımı bu zaaflardan bazılarıdır. Dolayısı ile, 
uç sistemler TCP tıkanıklık denetimi mekanizmaları ile donatılsa dahi, sondan 
düşürmeli kuyruk kullanan ağlarda başarım hala tatmin edici değildir. 
Sondan düşürmeli kuyruk yapısı üzerinde calişan, TCP tıkanıklık denetimi 
algoritmalarının en ciddi problemi, kaynaklar yayım hızlarını ancak kuyruk taşması 
nedeni ile olan paket kaybını sezince düşürürler. Paketin yönlendirici tarafından 
düşürülüşü ve kaynak tarafından bunun sezilmesi arasında ciddi bir süre geçebilir. 
Bu süre içinde, kaynaklar ağın kaldıramayacağı yükse hızla paket göndermeye 
devam ederken, çok sayıda paket kayıbı olabilir.  
TCP’nin sondan düşürmeli kuyruklar üzerinde yukarıda bahsedilen başarım 
kısıtlarının gidermek üzere  Internet Engineering Task Force (IETF) aktif kuyruk 
yönetimi modelini önerdi. Aktif kuyruk yönetimi algoritmaları, kuyruk taşmadan, 
paket kayıpları henüz olmadan, TCP uçlarını erken uyarma fikri üzerine kuruludur. 
Flow Random Early Drop, Green, Stochastic Fair Blue, Stabilized RED, akış bazlı 
aktif kuyruk yönetimi algoritmalarındandır.  
Flow Random Early Drop (FRED), RED algoritmasının adil olmayan yapısını 
azaltmak amacı ile önerilmiştir. FRED, rastgele seçilen bağlantılara oranlı olarak 
paket düşürerek tıkanıklık uyarısı yapmak yerine, filtre edilmiş bir gurup bağlantıya 
seçici geribesleme gönderir. 
Stabilized Random Early Detection (SRED), kaynakların eşit kullanımını ve yüksek 
başarılı iletim hızını hedefler. Yüke bağlı bir olasılıkla paketleri düşürmekle birlikte, 
SRED kuyruk boyunu aktif bağlantı sayısından bağımsız olarak bir değere 
sabitlemeye çalışır. Akışlar hakkında bilgi toplamak ve analiz etmek için istatistiki bir 
yöntem kullanır. 
Stochastic Fair Blue (SFB), TCP akışlarını, tepkisiz akışlardan koruma amaçlı 
önerilen ve BLUE algoritmasını temel alan bir algoritmadır. 
 xi 
Tezin ana amacı, NS benzetim aracını kullanarak, FRED, GREEN, SFB, ve SRED 
algoritmalarının karşılaştırmalı bir başarım analizini sunmaktır. 
Farklı ağ ve trafik kurguları kullanarak, ortalama kuyruk boyu, kaynakların eşit 
kullanımı, iletim hızı, ve paket kayıp oranı bazında detaylı başarım analizleri yapıldı. 
Bu denli karşılaştırmalı bir çalışmanın, TCP/IP tıkanıklık denetimi için kullanılan akış 
bazlı aktif kuyruk yönetimi tekniklerinin daha iyi anlaşımasını sağlayacağını, ve farklı 
durumlarda doğru algoritma seçimine yardımcı olacağını düşünüyoruz. 
 
 xii 
COMPARISON OF ACTIVE QUEUE MANAGEMENT TECHNIQUES TO BE USED 
IN INTSERV IMPLEMENTATON  
SUMMARY 
Congestion in the Internet increases packet loss rates, and delays. High packet loss 
rate is an issue to be avoided because valuable resources that are used in transit 
are wasted if a packet is dropped before it reaches its destination. In extreme cases, 
this situation can lead to congestion collapse. 
To control the rates of individual connections sharing IP network links, flow and 
congestion control mechanisms of TCP have been used. However, the performance 
of the TCP congestion control mechanism in networks that implement drop-tail 
packet discard has some drawbacks, such as synchronization of flows, inequitable 
distribution of packet loss among flows, and low utilization of network resources. 
Therefore, even with end systems equipped with important algorithms such as the 
TCP congestion avoidance, slow start, fast retransmit, and fast recovery 
mechanisms, the performance of the TCP congestion control algorithms over 
current drop-tail networks can still be unsatisfactory.  
One of the major problems with TCP’s congestion control algorithm over drop-tail 
queues is that the sources reduce their transmission rates only after detecting 
packet loss due to queue overflow. Since considerable amount of time may elapse 
between the packet drop at the router and its detection at the source, a large 
number of packets may be dropped as the senders continue transmission at a rate 
that the network cannot support. 
Internet Engineering Task Force (IETF) has recommended active queue 
management mechanisms to overcome the above stated performance limitations of 
TCP over drop-tail networks. Active queue management algorithms are built based 
on the idea to convey congestion notification early to the TCP endpoints so that they 
can reduce their transmission rates before queue overflow and sustained packet 
loss occur.  
Flow Random Early Drop, Green, Stochastic Fair Blue, Stabilized RED are active 
queue management algorithms which are flow-based in nature. 
Flow Random Early Drop (FRED) is proposed to reduce the unfairness in RED. 
FRED generates selective feedback to a filtered set of connections which have a 
large number of packets queued, instead of indicating congestion to randomly 
chosen connections by dropping packets proportionally as done by RED. 
Stabilized RED (SRED) aims to improve throughput and fairness. Besides 
discarding packets preemptively with a load-dependent probability, SRED tries to 
stabilize its buffer occupation at a level independent of the number active 
connections. It uses a statistical mechanism to collect state information of the 
misbehaving flows and analyzing the information. 
 xiii 
Stochastic Fair Blue (SFB), is introduced to protect TCP flows against non-
responsive flows using the BLUE algorithm.  
The main objective of this thesis is to present a comparative analysis of the 
performance of the FRED, GREEN, SFB, and SRED algorithms using the NS 
Network Simulator. 
This simulation tool is utilized to conduct comprehensive analysis on the 
performance of the algorithms in terms of average queue size, fairness, utilization 
and packet loss rate under different network topologies and traffic patterns. We 
believe a comparative study of this kind can provide a better understanding of these 
flow-based active queue management techniques proposed for TCP/IP congestion 
control and makes the life easier in deciding the appropriate algorithm to deploy. 
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1. INTRODUCTION 
Traditionally, in the Internet, all packets are treated the same without any 
discrimination or explicit delivery guarantees.  
This is known as the best effort service model; all the network promises is to exert 
its best effort to deliver the packets injected into it without committing to any 
quantitative performance (quality of service, QoS) bounds. 
Users do not request permission before transmitting, and therefore perceived 
performance is determined not only by the network itself, but also from other users’ 
offered load, resulting in a complete lack of isolation and protection.  
The best effort service model has no formal specification; rather, it is specified 
operationally; packet delivery should be an expectation rather than an exception. 
The traditional applications and protocols were flexible, adaptive, and robust enough 
to operate under a wide range of network conditions without requiring any 
particularly well-defined service. 
1.1 Quality of Service in IP 
Today’s Internet only provides Best Effort Service in which traffic is processed as 
quickly as possible, but there is no guarantee as to timeliness or actual delivery. As 
the internet rapidly transformed into a commercial infrastructure, demands for 
service quality have also rapidly arisen. 
It is obvious that several service classes will likely be demanded. Companies doing 
business on the Web, demand predictable Internet services, for which they will pay 
price with no doubt. Because in return, they will utilize a service class that is reliable 
and giving users a fast feel of visiting Web sites.  
For Internet Telephony and Video Conferencing, another service class is needed 
that provides low delay and low jitter services to applications. Then companies will 
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be willing to pay a premium price to run a high quality videoconference to save 
travel time and cost.  
Finally, the Best Effort Service will remain for those customers who only need 
connectivity. 
The Internet Engineering Task Force (IETF) has proposed many service models and 
mechanisms to meet the demand for Quality of Service (QoS). The most common of 
them are the Integrated Services/RSVP model [1, 2], the Differentiated Services 
(DS) model [3, 4], MPLS [5], Traffic Engineering [6] and Constraint Based Routing 
[7]. 
The Integrated Services model is characterized by resource reservation. For real-
time applications, before data are transmitted, the applications must first set up 
paths and reserve resources. RSVP is a signaling protocol for setting up paths and 
reserving resources.  
In Differentiated Services, depends on the idea that packets in different classes 
receive different services. Packets are marked differently to create several packet 
classes.  
MPLS is a forwarding scheme. Packets are assigned labels at the ingress of a 
MPLS-capable domain. Subsequent classification, forwarding, and services for the 
packets are based on the labels.  
Traffic Engineering is the process of arranging how traffic flows through the network.  
Constraint Based Routing is to find routes that are subject to some constraints such 
as bandwidth or delay requirement. 
1.1.1 Integrated Services and RSVP 
The Integrated Services model [1] proposes two service classes in addition to Best 
Effort Service. They are:  
1) Guaranteed Service for applications requiring fixed delay bound; and  
2) Predictive Service for applications requiring probabilistic delay bound.  
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The implementations of the Guaranteed Service and the Predictive Service are 
defined in the Guaranteed Service RFC [5] and the Controlled Load Service RFC 
[6], respectively.  
The idea behind this model is that "there is an inescapable requirement for routers 
to be able to reserve resources in order to provide special QoS for specific user 
packet streams, or flows.  
This, in turn requires flow-specific state in the routers [8].  
RSVP was invented as a signaling protocol for applications to reserve resources [2]. 
The signaling process is illustrated in Figure 1.1.  
Figure 1.1: RSVP signaling [2]. 
RSVP works in a rather simple way. A PATH Message is sent to the receiver from 
the sender, specifying the characteristics of the traffic. All the intermediate routers 
along the path forward the PATH Message to the next hop determined by the 
routing protocol.  Upon receiving a PATH Message, the receiver responds with a 
RESV Message to request resources for the flow.  All intermediate routers along the 
path can either reject or accept the request of the RESV Message. If the request is 
rejected, the router will send an error message to the receiver, and the signaling 
process will terminate.  If the request is accepted, link bandwidth and buffer space 
are allocated for the flow and the related flow state information will be installed in the 
router.  
Integrated Services is implemented using the following components:  
 Signaling protocol (e.g. RSVP) 
 Admission control routine 
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 Classifier 
 Packet scheduler.  
Applications requiring Guaranteed Service or Controlled-Load Service must set up 
the paths and reserve resources before transmitting their data. The admission 
control routines will decide whether a request for resources can be granted. When a 
router receives a packet, the classifier will perform a Multi-Field (MF) classification 
and put the packet in a specific queue based on the classification result. The packet 
scheduler will then schedule the packet accordingly to meet its QoS requirements. 
Integrated Services architecture also brings some problems together with its 
benefits. The amount of state information places a huge storage and processing 
overhead on the routers. Therefore, this architecture does not scale well in the 
Internet core. Also the requirement on routers is high. All  routers must implement 
RSVP, admission control, MF classification and packet scheduling;  
1.2 Congestion Problem 
Congestion is the state of sustained network overload where the demand for 
network resources is close to or exceeds capacity.  
Network resources, which can also be called as link bandwidth and buffer space in 
the routers, are both finite and expensive. Congestion is inherent in best effort 
datagram networks because of the uncoordinated resource sharing. It is possible for 
several IP packets to arrive at the router simultaneously, needing to be forwarded on 
the same output link. Clearly, not all of them can be forwarded simultaneously; there 
must be a service order. The Internet has suffered a lot from this type of congestion. 
Sources that transmit simultaneously can create a demand for network resources 
(arrival rate) higher than the network can handle at a certain link. The buffer space 
in the routers offers a first level of protection against an increase in traffic arrival 
rate. However, if the situation persists, the buffer space is exhausted and the router 
has to start dropping packets. Internet routers use the first come first served (FCFS) 
service order, typically implemented by a first in first out (FIFO) queue, and drop 
from the tail at buffer overflow as their queue management strategy.  
Deploying “infinite” buffer space inside the network; is not a solution for congestion. 
The queues would then grow without bound, and the end-to-end delay would 
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increase.  Moreover, when packet lifetime is finite, the packets coming out of the 
router would have timed out already and been retransmitted by the transport 
protocols.  
Thus, it is apparent that, too much buffer space in the routers may be more harmful 
than too little, because the packets will have to be dropped only after they have 
consumed valuable network resources.  
1.2.1 The Threat of Congestion Collapse 
Congestion in the Internet can cause high packet loss rates, increased delays, and 
can even break the whole system by causing congestion collapse.  
Nagle [9] is the one who first reported on congestion collapse. The situation has 
arisen due to TCP connections, which unnecessarily retransmits packets that were 
either in transit or already received at the receiver.  
This is a state where any increase in the offered load leads to a decrease in the 
useful work done by the network.  
1.2.2 TCP Congestion Control and the Role of Cooperation 
In order to deal with congestion, the Internet used end-to-end window-based flow 
control in its Transmission Control Protocol (TCP) [1], primarily for controlling 
demand on the receiver’s bottleneck resources.  
Since 1987 TCP congestion control has been augmented with the Slow Start and 
Congestion Avoidance algorithms developed by Jacobson and Karels [8]; these 
algorithms became mandatory requirements for all Internet hosts [10].  
The receiver-driven TCP flow control mechanisms have been the only congestion 
control methods available. TCP congestion control mechanisms have served the 
Internet remarkably well and formed the basis for its survival and success.  
1.2.3 The Role of Cooperation 
TCP congestion control owes its success to the fact that everyone was using it; in 
other words, to cooperation.  
 6 
The Internet used to be a small network, operated by a technically knowledgeable 
community who obey informal rules about congestion control and the use of Internet 
services for many years. And, there was a uniform response to the congestion 
signals by all users. The operating systems in use were mainly UNIX and its 
variants, which allowed the “standard” congestion control algorithms of TCP to be 
deployed universally. To this day users, who misbehave in other words, do not 
respond to the congestion signals as the “standard” TCP rules prescribe, capture 
more bandwidth than their fair share, seriously degrade the service delivered to 
cooperating users, and in general threaten the stability and operation of the entire 
system.  
Non-TCP flows are considered TCP-friendly if “their long-term throughput does not 
exceed the throughput of a conformant TCP under the same conditions” [11].  
However, this definition is weak, since there are several TCP variants with widely 
different performance; moreover, the same average loss rate can affect throughput 
in different ways depending on the actual distribution of packet losses.  
The Internet architecture has not incorporated any incentives for cooperative 
congestion control behavior. Furthermore, users do not have information about the 
behavior of other users against whom they are competing for network resources, so 
creating appropriate incentives is not an easy task.  
Misbehaving users are even implicitly rewarded by receiving a larger fraction of 
bandwidth than they would have received by being cooperative. The importance of 
detecting and penalizing misbehaving users was realized from the early days of the 
Internet. Request for Comments (RFC) 896 [9] suggests that a router detect and 
disconnect a misbehaving host, although it is  acknowledged that such detection is a 
nontrivial task because the definition of a well behaved host in terms of its externally 
observed behavior is subtle. Floyd [11] points out that the incentives for cooperative 
user behavior can only come from the network itself, and therefore router 
mechanisms are an inescapable necessity.  
1.2.4 Fairness 
The notion of fairness is of major importance in the best effort Internet due to the 
lack of explicit admission control and quantitative service assurances.  
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Fairness is conceptually related to congestion control; under conditions of low load 
everybody’s demands are satisfied; there is no need for trade-offs and no 
considerations for decisions that lead to fair allocation of resources.  
Fairness becomes an issue only when there are unsatisfied demands and users 
have to compete for their share. In an environment of competitive individualist users, 
the critical factor of cooperation relies on the underlying notion of fairness as well as 
incentives for adopting certain behaviors.  
1.2.5 Congestion Control Mechanisms 
There are two broad classes of congestion control mechanisms based on where 
these mechanisms are implemented: host-based and router-based mechanisms.  
1.2.5.1 Host-based Congestion Control 
The entire Internet architecture was founded on the concept that all flow-related 
state should be kept on the hosts [12]; therefore, the congestion control 
mechanisms were mainly implemented in the end hosts.  
Upon detection of congestion the sources should inject their packets into the 
network more slowly. This mechanism is called end-to-end flow control.  
In order for a host to be able to detect congestion, the routers must be able to 
provide the information that the network is currently (or is about to become) 
overloaded; this mechanism is called feedback. Flow control and feedback are 
conceptually related, so they are often referred to as feedback flow control. 
The feedback mechanism is distributed and can be implemented partly or entirely at 
the end hosts (receiver side) or routers. Packet drops were, and to a great extent 
are still, the only means for a router to detect congestion. The sources become 
aware of the packet drops, interpret them as a congestion indication, and reduce 
their rates.  
The feedback from the network and the response from the source are the 
foundations of Internet congestion control and are very important because they 
facilitate decentralized resource allocation.  
However, with decisions made at the end hosts and treatment of the network as a 
black box that simply drops packets, there is clearly a limit on how much control can 
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be achieved over the allocation of network resources. This also limits the range of 
services the network is capable of offering.  
1.2.5.2 Router Based Congestion Control 
Routers know exactly how congested they are and can therefore perform more 
drastic resource management. Thus, the introduction of router mechanisms for 
congestion control that will enable the network to more actively manage its own 
resources seems inescapable [11].  
The extension of router functionality does not contradict the design philosophy of the 
Internet where all state should be kept at the end hosts or, better, at the edges of 
the network. Routers have two conceptually orthogonal methods of managing their 
own resources: scheduling to directly manage bandwidth allocation on an output 
link, and queue/buffer management to manage buffer space and queue occupancy, 
respectively, and thus indirectly affecting bandwidth allocation. 
1.2.6 Congestion Control Phases 
 Clearly congestion can be avoided at the expense of low resource utilization; 
however, this is usually undesirable. Thus, the goal of any congestion control 
mechanism, with respect to resource utilization, is to operate the resource (link) in a 
region close to its capacity. 
There are two phases in congestion control:  
 Congestion avoidance  
 Congestion recovery 
1.2.7 Feedback Mechanisms 
The term feedback is the mechanism used for notifying the sender about network 
congestion or the appropriate sending rate is called the feedback. Both the routers 
that generate the congestion signals and the receiver host(s) that propagates the 
signal to the sender for interpreting it accordingly are involved in feedback 
generation. Closed loop flow control mechanisms and overall network performance 
rely heavily on feedback.  
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If there were no feedback mechanisms, a source would be clueless as to what to do 
with its sending rate, and the network could become unstable, unfair, and either 
congested or underutilized. 
Feedback involves information about the state of the system, so in principle it should 
originate from the network and ultimately be delivered to the sender.  
Based on where the sender receives feedback, there are two forms of feedback: 
implicit or explicit.  
1.2.7.1 Implicit Feedback 
Implicit feedback requires the end-hosts to be responsible for monitoring the 
performance of their own transmissions (delay, loss) for indications that will let them 
infer the state of the network and determine their appropriate sending rate. 
Nevertheless, it is debatable how accurately this can be derived.  
The most common form of implicit feedback signal is packet drop and has been 
traditionally used by Internet routers. However, packet drop is not necessarily an 
indication of congestion, for instance in error prone wireless links.  
Another proposed method of implicit feedback is the observation of the rate at which 
packets emerge from the bottleneck [13] or the measurement of the change in end-
to-end delay as the transmission rate changes [14].  
The advantage of implicit feedback is implicitly in the routers; routers are left to 
focus only on resource allocation, and do not have to calculate and produce an 
appropriate feedback signal. However, the scheduling mechanisms must be known 
to the end hosts for implicit feedback to be useful; otherwise, the observed 
performance may be misleading and not accurately describe the actual congestion 
state of the network. For example, with FIFO scheduling an increase in the rate may 
lead to an increase in the observed throughput, although queues may have already 
started building up and the total delay has increased.  
1.2.7.2 Explicit Feedback 
In principle, explicit feedback can be in the form of congestion notification or rate 
indication. Due to the limitations in the information that can be carried in protocol 
headers explicit feedback can be binary (in its lowest granularity: “congestion 
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experienced”) or multivalued (usually limited to a small number of values: “how 
much congestion has been experienced”). 
In the case of binary feedback the appropriate operating point is found through an 
iteration process of network feedback and host adjustments. For explicit feedback 
the only methods proposed for TCP/IP networks is the ICMP Source Quench 
messages and Explicit Congestion Notification (ECN) proposal [15] (the idea first 
appeared in the DECbit scheme [16]).  
The ICMP Source Quench message is sent by the IP layer of a host or router to 
throttle back a sender in case the host/router runs out of buffers or throws 
datagrams away [17]. ICMP Source Quench is very rarely used in the Internet, and 
although there is no substantial evidence, the current feeling is to deprecate this 
message because it consumes bandwidth at times of congestion, and is generally 
an ineffective and unfair fix to congestion [18]. 
In the ECN feedback scheme the router sets a bit in the packet header (CE bit) 
whenever it detects incipient congestion. The receiver copies this bit into the header 
of the acknowledgment packet, and the flow control mechanism at the sender is 
responsible for adjusting the window (or rate) based on a certain algorithm. The 
algorithms used for congestion detection and window adjustment as responses to 
explicit feedback are part of the queue management and flow control mechanisms, 
respectively. Explicit feedback implies an extra mechanism in the router, but on the 
other hand provides more quantitative control information which can be valuable for 
the adjustment process.  
1.2.8 Scheduling Mechanisms 
The aim of a scheduling mechanism is to determine the service order of the packets 
and therefore it has the most direct control over how a network serves its users. The 
scheduling discipline controls the bandwidth allocation by serving a certain number 
of packets from each flow in a given time interval.  
A scheduling discipline must be: 
 easy to implement 
 provide fairness and protection 
 be able to satisfy certain performance bounds (deterministic or statistical) 
 11 
 have efficient admission control procedures 
Sometimes these requirements can be contradictory and lead to trade-offs. The 
simplest scheduling algorithm is FCFS, implemented with a FIFO queue, which 
serves packets in order of arrival. 
1.2.9 Buffer and Queue Management Mechanisms 
Scheduling cannot by itself offer a solution to resource management inside the 
network, mainly because traffic can arrive in bursts. So unless there is enough 
buffer space to   absorb these packet bursts and transmit them in subsequent 
silence intervals, the loss rate can be very high irrespective of the scheduler; thus, 
buffering is essential.  
However, buffer space in the router is finite and can be exhausted when the traffic 
arrival rate exceeds link bandwidth for a sufficiently long time. Even if the buffer 
space were infinite, it (surprisingly) would not solve the problem. Nagle [19] 
observes that a datagram network with infinite storage, FCFS scheduling, and finite 
packet lifetimes (based on the time to life, TTL, field in the IP header) under 
overload conditions will drop all packets.  
1.2.10 Buffer Management 
The aim of buffer management is to determine how the buffer space is shared 
between the different flows that traverse the gateway and, use the same output 
interface. There is a wide variety of possible strategies for buffer allocation:  
 static or dynamic 
 based on number of flows 
 based on current or past bandwidth allocation 
 based on current or past buffer occupancy 
The two most popular buffer management schemes are shared buffer pool and per-
flow allocation.  
There are more sophisticated ways of allocating buffer space, mostly influenced by 
router design and implementation issues. 
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In a shared buffer pool buffers are used on a first come first use basis, and there is 
clearly no protection between the flows since one flow can occupy all the buffers 
and starve all other flows by simply sending fast enough. Due to its simplicity and 
implementation  efficiency this scheme is found in most Internet routers today. 
Per-flow allocation protects flows from each other by keeping track of buffer 
utilization and dropping packets based on the buffer occupancy level of each flow. 
This is considered expensive and cannot scale in terms of processing power to meet 
the requirements of large numbers of flows in the backbone routers. The larger the 
maximum allowed queue length, the larger the size of burst that can be absorbed 
without dropping packets. However, it is obvious that long queues in the routers 
increase end-to-end delay. Delay is a very important performance measure for many 
applications therefore  maintaining in steady state short queues results in higher 
throughput and lower end-to-end delay while a high maximum queue limit can be 
useful for absorbing occasional large bursts of packets.  
1.2.11 Queue Management 
The aim of queue management is to control the length of the queue and potentially 
which flows occupy it, by selecting which packets to drop and determining when this 
is appropriate.  
The queue management mechanism is also the place where the feedback to the 
source originates by either dropping or marking packets.  
In a congestion situation where the offered load persistently exceeds link bandwidth, 
and the sources do not react uniformly to congestion, the queue management 
discipline has a stronger impact on bandwidth sharing than the scheduling discipline 
[20].  
1.2.12 Queue Management for Congestion Recovery  
Traditionally Internet routers have managed the queues based on the tail drop 
mechanism in which a maximum length for each queue is set, and packets are 
accepted until the maximum length is reached and then subsequent incoming 
packets are dropped until space becomes available in the queue.  
 13 
This method is known as tail drop because packets arriving at the end of the queue 
are dropped when the queue is full. Tail drop has served the Internet well for years, 
although two serious disadvantages are widely known:  
 it sustains full queues 
 it can cause lockout (global synchronization) under heavy traffic 
The queue works in full status most of the time because Tail drop mechanism, by 
nature, signals congestion very late; only when the queue overflows and packets are 
dropped. 
Using tail-drop routers it is also possible to introduce global synchronization in the 
network because when a queue overflows, packets from several sources are often 
dropped and all these sources reduce their transmission rate simultaneously and 
their control actions become synchronized. This can lead to reduced link utilization 
or lockout situation where a few sources monopolize queue space, preventing 
others from getting in [21]. 
Besides tail drop, another deterministic queue management mechanism that gets 
triggered on buffer overflow is dropfrom- front. The gateway drops the packet from 
the front of the queue upon arrival of a new packet. Lakshman et al. [22] have 
shown that this method improves the performance of TCP by allowing the 
congestion indication signal to reach the sender faster than waiting for the full queue 
to be transmitted first. It is also believed to prevent lockout and improves fairness. 
By the time, It has been realized that, by introducing randomization in the network, 
global synchronization and lockout phenomena can be avoided. One such 
mechanism is the random drop where the gateway randomly selects a packet to 
drop from the queue when a new packet arrives at a full queue. The intention of this 
mechanism is to notify those users whose traffic contributes more to the congestion 
of the router. The idea behind this is that a packet randomly and uniformly selected 
from all incoming traffic will belong to a particular flow with a probability proportional 
to the bandwidth share of that flow on that gateway.  
Random drop gateways are reported [23] to achieve improved fairness for late-
starting connections and slightly improved throughput for connections with longer 
RTTs. However, the operation of randomly selecting a packet to drop can be 
computationally expensive.  
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1.2.13 Active Queue Management for Congestion Avoidance  
Dropfrom-front and random-drop mechanisms described above, solve the problem 
of lockout to some extent but do nothing to solve the problem of full queues. This 
reason is  they do not react to congestion fast enough but only after congestion has 
occurred. In other words, they are congestion recovery mechanisms rather than 
congestion avoidance.  
The solution to the full queues problem can come only if routers take measures to 
prevent congestion before it happens, and this can be achieved by dropping packets 
proactively rather than reactively.  
This proactive approach is called active queue management and allows routers to 
control which packets to drop and when this should happen in order to avoid 
congestion.  
Moreover, this approach need not necessarily use packet drops (the traditional 
method of congestion notification) but can also mark a packet and notify the source 
to reduce its rate. The mark can consist of setting a bit in the packet header or some 
other method understood by the transport protocol.   
The primary goal of active queue management is congestion avoidance, but there 
are other goals:  
 avoid global synchronization 
 eliminate the bias against bursty traffic 
 maintain upper bounds on router queue sizes even in the presence of 
noncooperating flows 
 penalize aggressive flows 
 reduce the number of packet drops 
1.2.13.1 Early Random Drop 
Random drop, is also proposed for congestion avoidance by initiating the packet 
drop when congestion is anticipated instead of only when the queue becomes full. 
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The drop rate is derived from the level of congestion at the gateway which is inferred 
from the number of packet arrivals between drops. Congestion detection is a 
primary requirement for any congestion avoidance scheme. This was implemented 
in the simplest form by a static threshold in queue length, although more elaborate 
measures like exponentially weighted moving averages or link utilization have been 
proposed. The control interval is chosen in terms of packet arrivals, and the drop 
probability is fixed. An appropriate number of random variables are drawn in the 
packet range corresponding to the control interval, and these random numbers 
(uniformly distributed) are used to drop packets as they arrive by counting. ERD 
gateways are certainly an improvement over drop tail because they alleviate to a 
great extent the problem of flow segregation. However, they are not sufficient for 
providing fair bandwidth allocation and cannot successfully contain aggressive 
sources. ERD gateways are also biased against bursty traffic (like drop tail); this 
bias occurs because the contents of the queue do not necessarily reflect the 
average traffic.  
1.2.13.2 Random Early Detection 
Given the shortcomings of ERD gateways, a new mechanism was proposed by 
Floyd and Jacobson called random early detection (RED) [24].  
RED gateways attempt to mark packets sufficiently frequently to control the average 
queue size and avoid the biases described above. The mechanism works as 
follows. The gateway detects incipient congestion by computing the average queue 
size; when this exceeds a preset threshold, arriving packets are marked (or 
dropped) with a certain probability that is a function of the average queue size. The 
average queue size is kept low, but occasional bursts can pass through unharmed. 
During congestion the probability of marking a packet from a particular flow is 
roughly proportional to the bandwidth share of that flow.  
There are two distinct algorithms operating in a RED gateway: 
 The average queue size computation, which uses a low-pass filter with an 
exponentially weighted moving average, which determines the degree of 
burstiness that will be allowed. 
 The algorithm for calculating the packet marking probability, which determines 
how frequently packets get marked given the current level of congestion. 
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RED is the most prominent and widely studied active queue management 
mechanism and successfully addresses the problems found in its predecessors.  
However, it is very difficult to parameterize RED in order to perform well under 
different traffic conditions. In almost all studies the parameter settings are based on 
heuristics, and the proposed configuration is suitable only for the particular traffic 
conditions studied. It is possible that the performance of a RED gateway to 
approach that of a drop tail gateway for a given set of configuration parameters and 
traffic conditions.  
Feng [25] proposed a self-configuring (adaptive) active queue management 
mechanism which effectively reduces packet loss rates and maintains high network 
utilization across a wide range of traffic conditions. 
Selecting which packets will be dropped is a very powerful mechanism that enables 
the gateway to implement specific resource management policies, making active 
queue management a key mechanism for the differentiated services Internet as 
proposed by Clark [26]. This is also backed by the widespread belief that 
mechanisms like WFQ scheduling or any form of per-flow queuing does not scale 
with the number of flows, the bandwidth of the links, and the processing power and 
memory requirements of the routers in the core  of the network, although this 
requires further investigation. 
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2. FLOW BASED AQM ALGORITHMS  
2.1 Flow Random Early Drop 
The aim of Flow Random Early Drop [27] (FRED) is to reduce the unfairness in RED 
[24]. FRED generates selective feedback to a filtered set of connections which have 
a large number of packets queued, instead of indicating congestion to randomly 
chosen connections by dropping packets proportionally as done by RED. 
FRED  behaves very similiar to RED, but has the following additions: 
 introduces the parameters minq and maxq , goals for the minimum and maximum 
number of packets each flow should be allowed to buffer.  
 introduces the global variable avgcq, an estimate of the average per-flow buffer 
count; flows with fewer than avgcq packets queued are favored over flows with 
more. 
 maintains a count of buffered packets qlen for each flow that currently has any 
packets buffered.  
 maintains a variable strike for each flow, which counts the number of times the 
flow has failed to respond to congestion notification; FRED penalizes flows with 
high strike values. 
2.1.1 FRED Protects Fragile Flows 
In FRED, a connection is allowed to buffer minq  packets without loss. All additional 
packets undergo RED’s random drop.  Minq  is used as the threshold to decide 
whether to deterministically accept a packet from a low bandwidth connection. An 
incoming packet is always accepted if the connection has fewer than minq  packets 
buffered and the average buffer size is less than maxth .  
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2.1.2 FRED Manages Heterogeneous Robust Flows 
When the number of active connections is small (N << minth /minq ), FRED allows 
each connection to buffer minq  number of packets without dropping. Some flows, 
however, may have substantially more than minq  packets buffered. If the queue 
averages more than minth packets, FRED will drop randomly selected packets. Thus 
it may demonstrate the same kind of unfairness as RED: FRED will impose the 
same loss rate on all the connections that have more than minq packets buffered, 
regardless of how much bandwidth they are using. Although this might be a low 
probability event for a large back-bone gateway (where N > c x minth /minq ), it may 
occur frequently in a LAN environment where RTT is 0 and the gateway has 
hundreds of buffers. FRED fixes this problem by dynamically raising minq to 
the average per-connection queue length (avgcq) when the system is operating with 
a small number of active connections. For simplicity, we calculate this value by 
dividing the average queue length (avg) by the current number of active 
connections.  A connection is active when it has packets buffered, and is inactive 
otherwise. 
2.1.3 FRED Manages Non-adaptive Flows 
A TCP sender is able to adjust its offered load to whatever bandwidth the network 
provides. 
But a non-adaptive connection, can consume a large portion of the gateway buffers 
by injecting more packet arrivals than departures. Therefore, fairness cannot be 
maintained without proper connection level buffer usage policing.  
FRED never lets a flow buffer more than maxq  packets, and counts the number of 
times each flow tries to exceed maxq in the per-flow strike variable. Flows with high 
strike values are not allowed to queue more than avgcq packets; that is, they are not 
allowed to use more packets than the average flow. This allows adaptive flows to 
send bursts of packets, but prevents non-adaptive flows from consistently 
monopolizing the buffer space. 
2.1.4 FRED Calculates the Average Queue Length 
The average queue length  is estimated at each packet arrival by the original RED. 
The low pass filter wq  is used  to prevent the average from being sensitive to noise.  
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However, this estimation in FRED is done in both in arrival and departure not to 
miss dequeue movements. Therefore, the sampling frequency is the maximum of 
the input and output rate, which helps reflect the queue variation accurately.  
In addition, FRED does not modify the average if the incoming packet is dropped 
unless the instantaneous queue length is zero. Without this change, the same 
queue length could be sampled multiple times when the input rate is substantially 
higher than the output link rate. This change also prevents an abusive user from 
defeating the purpose of the low pass filter, even if all his packets are dropped. The 
detailed FRED algorithm is given in [27]. 
2.1.5 Evaluating the Performance of FRED 
 
Figure 2.1: A long delay TCP competes with four local TCP connections [27]. 
Using the topology in Figure 2.1, performance results for FRED is obtained as 
described in Table 2. In the simulations minq is set to two packets.   
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Table 2.1: Performance of a long RTT TCP connection under FRED [27]. 
 BS=16 BS=24 BS=32 BS=40 BS=48 BS=56 
BW/MAX 99% 98% 98% 98% 97% 97% 
Fragile’s Loss Rate 0.04% 0.01% 0.00% 0.00% 0.00% 0.00% 
R-1’s Loss Rate 0.98% 0.85% 0.93% 0.88% 0.86% 0.76% 
 
Looking at Table 2.1, it can easily be seen that, the long RTT connection is run as if 
there are no competitors. The lower half of the table indicates the loss rates of a 
fragile connection, and one of the robust one.  
The fragile connection can ramp up to its maximum possible rate because of this 
low loss rate.  
The same scenario is run, only changing the long RTT connection’s congestion 
window. It is let to increase up to 64 KB. With this modification, the same connection 
is observed to achieve a bandwidth close to the 20% fair share except for the case 
when buffer size is 16 KB. The reason for this is described in [27]. 
Table 2.2: Performance of a long RTT TCP connection under FRED [27]. 
 BS=16 BS=24 BS=32 BS=40 BS=48 BS=56 
BW/Link Rate 6.9% 19% 20% 20% 16% 15% 
Fragile’s Loss Rate 0.26% 0.08% 0.06% 0.07% 0.05% 0.04% 
R-1’s Loss Rate 1.35% 1.18% 1.21% 1.06% 0.86% 0.75% 
 
Looking at the results on Table 2.2, it can also be said that, FRED relates packet 
loss with buffer occupation. Although the long distance connection gets the same 
bandwidth as a competitors, it loss rates are much less than the others because of 
its moderate buffer usage. 
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Figure 2.2: Adaptive TCP competes with a CBR UDP over a FRED gateway [27]. 
Using the topology Figure 2.2, an experiment is carried out to show how affective 
FRED is in managing non-adaptive flows. With the beginning of the simulation, a 
CBR UDP connection generates 8 Mbs of traffic. Every 20 seconds, a TCP 
connection is added to the network. As seen below, each TCP connection is able to 
ramp up its rate to reach its fair share of bandwidth. 
 
Figure 2.3: CBR UDP gains more bandwidth share than TCP [27]. 
2.2 GREEN 
Green [28] is presented to prevent congestion from ever occurring and ensure a 
high degree of fairness between the flows. This is achieved by applying the 
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knowledge of steady state behavior of TCP connections to intelligently and 
proactively drop packets.  
Besides, Green also maintains high link utilization, low packet loss, and short 
queues.  
2.2.1 The Algorithm 
The aim of Green is to give each connection its fair share of bandwidth while 
keeping the queue length low. Mathis et al. [29] shows that a connection’s 
throughput satisfies the following equation under certain circumstances: 
 (2.1) 
Where: 
BW: throughput / bandwidth of the connection  
MSS: maximum segment size  
c: constant 
RTT: round trip time  
p: packet loss probability 
Consider a scenario, where there are N active flows at a router at a particular 
outgoing link of capacity L. A flow is said to be active only if it has sent at least one 
packet in a certain window of time. The fair share of a flow is L/N, putting L/N for BW 
in Equation 2.1, the following equation is obtained for loss probability p:  
 
(2.2) 
By keeping p at this value, GREEN makes flows send at their fair rate. It is obvious 
that for large N, and small RTT, congestion control notification is more aggressive.  
RTT x √p 
MSS x c 
BW = 
p = )  
L x RTT 
N x MSS x c 
(  
2 
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GREEN does not require per-flow state information. N and MSS can easily be 
estimated, and RTT can be inferred from the network, using the methods described 
in [28, Section 4] 
2.2.2 Evaluation 
The performance of GREEN is evaluated with respect to Drop-Tail, FRED[27], and 
SFB[30] in [28]. 
The topology in Figure 2.4 is used in the experiments.  
 
Figure 2.4: Network Topology used in the Experiments [28]. 
MSS is set to 1KB and c is fixed at 0,93. NS [31] is used as the simulation tool.  
GREEN is implemented at the gateway and the link utilization, fairness, packet loss, 
and queue size are measured at this gateway. 
2.2.2.1 Fairness 
GREEN aims to give each TCP flow its fair share of bandwidth. To asses GREEN’s 
success, Jain’s Fairness Index [32] is used. 
Higher Fairness Index shows better fairness between flows. When all the 
throughputs are equal, the Fairness Index is 1. 
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Figure 2.5: Jain’s fairness index vs network flows [28]. 
As seen in Figure 2.5, GREEN outperforms other queue management schemes in 
terms of fairness. GREEN’s fairness increases as the number of flows increases. 
GREEN slows down the flows with short RTTs by dropping packets, it cannot speed 
up the flows with long RTTs. Flows with longer RTTs, are unable to attain their 
steady state bandwidth in simulation duration. Better fairness is reached with fewer 
flows if the simulation time is increased. When the number of flows is large, the fair 
share is low to be reached by the flows. 
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2.2.2.2 Link Utilization 
 
Figure 2.6: Overall link utilisation vs number of flows [28]. 
DropTail achieves the highest utilization for all number of flows but it sacrifices 
fairness heavily. GREEN and SFB show similar characteristics in terms of better 
utilization compared to FRED because FRED only relies on queue occupancy 
statistics to regulate the queue size. 
2.2.2.3 Packet Loss 
 
Figure 2.7: Overall packet loss vs number of flows [28]. 
 26 
Figure 2.7, shows that the percentage of packet loss is roughly same for all the 
flows and queue management schemes, and stays below 0.5%. 
2.2.2.4 Queue Size 
Looking at Figure 2.8, it can be said that, as the number of flows increases, the 
average queue size for DropTail increases dramatically. In contrast, GREEN, FRED, 
and SFB keep the queue sizes low. 
 
Figure 2.8: Drop Tail; queue size vs time [28]. 
 
Figure 2.9: Green; queue size vs time [28]. 
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Figure 2.10: FRED; queue size vs time [28]. 
 
Figure 2.11: SFB; queue size vs time [28]. 
2.3 SRED: Stabilized RED 
Stabilized RED (SRED) is one of the flow based active queue management 
schemes, that is proposed by Ott, Wong, and Lakshman in [33].  It aims to improve 
throughput and fairness. 
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Besides discarding packets preemptively with a load-dependent probability, SRED 
tries to stabilize its buffer occupation at a level independent of the number active 
connections. It uses a statistical mechanism to collect state information of the 
misbehaving flows and analyzing the information. 
2.3.1 Zombie List 
SRED’s mechanism is solely based on the idea of checking whether an incoming 
packet belongs to the same flow with a randomly chosen zombie from the zombie 
list. A hit is said to occur if the test is successful. Active number of flows can easily 
be estimated using the hit rate.  
Zombie List is a list of M recent flows, each having an extra information of count and 
timestamp. 
The list is initially empty. Upon packet arrival: 
 The new coming packet is compared with a randomly chosen zombie 
 Hit Case: If the new packet belongs to the same flow with the zombie than a hit 
is said to occur. Count of the zombie is increased by one and the timestamp is 
set to packet arrival time. 
 No Hit Case: If two are belonging to different flows, no hit condition occurs and 
with probability p the flow identifier of the zombie is overwritten by the new 
packet’s flow identifier. Count and timestamp are also reset to 0 and packet 
arrival time respectively. With probability 1-p nothing is done. 
In case of a hit, the flow that the packet belongs to is likely to be a misbehaving flow. 
If the count of the zombie is high, the evidence is even stronger. Also a term total 
occurrence is introduced that can be briefly explained as the total number of packets 
of a flow which has a record in the zombie list. Total occurrence is also a useful tool 
in identifying misbehaving flows. 
A detailed description of how SRED works can be found in [33]. 
2.3.2 Simulation Results for SRED 
Two sets of simulations, symmetrical and asymmetrical, are run using the network 
below in Figure 2.12. 
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Figure 2.12: Network topology [33]. 
2.3.2.1  Symmetrical Runs 
In symmetrical runs, all links between a host and a router have a propagation delay 
of 10 msec. In that case the minimal possible round trip time (RTT) is 42 msec.  
All sources are started together to transfer a infinite sized file at time zero and 
SRED’s performance in stabilizing the queue is searched. As seen in the results 
below, stabilizes the buffer occupancy to a level that is independent of the number 
of flows. 
 
Figure 2.13: SRED with 50 persistent connections [33]. 
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Figure 2.14: SRED with 500 persistent connections [33]. 
 
Figure 2.15: SRED with 1000 persistent connections [33]. 
2.3.2.2 Asymmetrical Runs 
In the asymmetrical runs, the propagation delay between Host H1 and its router, and 
between Host H1* and its router, is 1 msec, and for hosts with higher sequence 
number the propagation delays increase linearly to 20 msec. Thus, the minimal 
possible RTT varies linearly from 6 msec for pair H1 – H1* to 82 msec for the pair 
with the highest sequence number.  
Figure 2.16 shows that SRED is effective in stabilizing buffer occupation whit flows 
having different RTTs. 
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Figure 2.16: SRED with 1000 persistent connections [33]. 
The Figures 2.17 and 2.18 show the throughput values for all the flows for Simple 
SRED and Full SRED. 
 
Figure 2.17: 100 Asymmetrical Connections and Simple SRED, individual throughputs [33]. 
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Figure 2.18: 100 Asymmetrical Connections and Full SRED, individual throughputs [33]. 
It is clearly seen that connections with short round trip times get higher throughput. It 
is also observed that Full SRED reduces this advantage by a small but noticeable 
amount (compared with “Simple SRED”). This ability of Full SRED to counteract the 
impact of differential Round Trip Times increases when the number of active 
connections decreases.  
2.4 Stochastic Fair Blue 
Since there are applications which don’t use TCP congestion control and are not 
responsive to the congestion signals given by the network, a lot of research has 
been done and being done to provide routers with mechanisms to protect the 
network against non-responsive flows. 
Stochastic Fair Blue (SFB) [30], is introduced to protect TCP flows against non-
responsive flows using the BLUE algorithm. It uses the following algorithm to 
achieve this aim. 
2.4.1 How does SFB Work? 
SFB maintains N x L accounting bins. The bins are organized in L levels with N bins 
in each level. In addition, SFB maintains L independent hash functions. Using the 
hash functions, SFB maps a flow into one of the N accounting bins in that level. An 
accounting bin keeps track of queue occupancy statistics of a flow belonging to a 
particular bin.  Every bin stores a marking/dropping probability pm that is updated 
according to buffer occupancy.  
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Upon a packet arrival, for each of the levels, it is hashed to a bin. If the number of 
packets mapped to a bin exceeds a certain threshold, pm is increased. If the number 
of packets drops to zero, pm is decreased.  
A non-responsive flow quickly rises pm to 1 in all the bins it is associated to in all the 
levels.  It is always possible for a responsive flow to share a bin or bins with a non-
responsive flow. Unless the number of non-responsive flows is very much large than 
responsive ones, a responsive flow is hashed into at least one bin that is not 
occupied by a non-responsive flow.  
The marking or dropping decision is based upon pmin, the minimum pm value of all bins 
the flow is mapped into.  If pm is 1, the packet is declared as belonging to a non-
responsive flow and the flow’s rate is limited.  
 
Figure 2.19: Example of SFB [30]. 
As clearly seen in Figure 2.20, the non-responsive flow has pm 1.0 in all the bins it is 
mapped into. TCP flow, however maps into normal bins and is not marked a non-
responsive flow. 
2.4.2 Simulation Results 
NS [31] is used to evaluate the performance of SFB. The network in Figure 2.21 is 
used for the experiments.  
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Figure 2.20: Network topology [30]. 
The SFB queue has a 200 KB buffer space, maintains two hash functions that maps  
to 23 bins. The space of a bin is set to 13 ( 50% more than 1/23 of the buffer space) 
The queue is also configured to rate limit non-responsive flows to 0.16 Mbs. 
A non-responsive flow is run together with 400 TCP resources for 100 seconds. The 
non-responsive flow transmits at a rate of 2 Mbs and 45 Mbs in two performed 
experiments.  Table 2.3 shows packet loss rates for both experiments.  
Table 2.3: SFB loss rates in Mbs (One non-responsive flow) [30]. 
Packet Loss 
(Mbs) 
2 Mbs non-responsive flow 45 Mbs non-responsive flow 
 SFB RED SFRED SFQ+RED SFB RED SFRED SFQ+RED 
Total 1.86 1.79 3.10 3.60 44.85 13.39 42.80 46.47 
Non-responsive  1.85 0.03 0.63 1.03 44.84 10.32 40.24 43.94 
All TCP  0.01 1.76 2.57 2.47 0. 01 3.07 2.56 2.53 
 
Since the non responsive flow is limited to a fixed amount of the link bandwidth, it 
experiences almost all the packet loss where as the TCP flows lose a very small 
amount of packet loss.  
Compared to SFB, RED [24] allows the non-responsive flow to obtain a throughput 
very close to its original sending rate. 
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Figure 2.21: Bandwidth of TCP flows (45 Mbs non-responsive flow, SFB on the left) [30]. 
The impact of non-responsive flow on TCP performance for two algorithms is shown 
in Figure 2.21. SFB lets each TCP flow to get its fair share of the link bandwidth 
while limiting the rate of the non-responsive flow below its transmission rate. 
In contrast, RED lets the non-responsive flow obtain a large portion of the link 
bandwidth where as the TCP flows suffer in terms of throughput. 
2.5 Comparison of Operational Requirements  
SRED maintains a Zombie List, or in other words a cache of flows. Maintaining this 
list is not the same as maintaing per flow state. A typical size of Zombie List is 1000. 
GREEN requires very little state information per flow. N and MSS can easily be 
estimated and RTT can be inferred from the network.  
SFB uses extremely small amount of state and a small amount of buffer space. For 
example, for 400 flows, 2 levels and 23 bins per level are enough. 
FRED requires large buffers to work well because it keeps state for flows which 
have packets queued at the bottleneck link. Without sufficient buffer space it 
becomes hard for FRED to detect non responsive flows.  
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3. COMPARISON OF FLOW-BASED AQM TECHNIQUES 
The active queue management schemes, FRED, Green, SFB, and SRED described 
in Section 2, have one thing in common that they all require per-flow state, in other 
words they are all flow based active queue management algorithms. 
The aim of this thesis is mainly comparing these flow-based algorithms in terms of 
fairness, utilization, packet loss rate, and average queue size under different traffic 
patterns and network topologies.  
NS[31] Simulator is utilized to make the experiments. The version used was NS 
2.1b9. Written communication was conducted with authors of the algorithms of 
scope and source codes were requested. The obtained codes were adapted to NS 
2.1b9 version. The scenarios in the papers that the algorithms were presented are 
formed and run in NS to validate the source codes. We worked on the algorithms 
until the same results are ontained as in the papers.   
Three main sets of experiments were performed. The first set of experiments was 
carried out by injecting TCP flows with varying RTTs. Where as in the second and 
the third set, a heterogeneous network was established by injecting both TCP and 
UDP flows. In fact, the second and third set includes two sets of experiments. In the 
first one, only 2% of the flows are UDP flows, and in the second, 10% of all are UDP 
flows. 
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3.1 TCP Flows with Varying RTTs. 
The topology in Figure 3.1 was used in the experiments.  
 
 
 
 
 
 
 
Figure 3.1: Network Topology 
N sources and N sinks are connected to the routers over 10 Mbs links with 
propagation delays varying from 500N ms to 500 ms. The simulations were run with 
50,100, 250, and 500 flows. 
The bottleneck has a bandwidth of 155 Mbs and a delay of 30 ms. Within the first 
second of the simulation, FTP connections were started, and the simulation ran for 
180 seconds. FRED, GREEN, SFB, SRED are implemented at the gateway and the 
link utilization, fairness, packet loss, and average queue size are measured at this 
gateway. DropTail queue is also used as to provide a baseline for assessing 
performance. 
3.1.1 Fairness 
To asses the algorithms performance, Jain’s Fairness Index [32] is used. Table 3.1 
below shows all the algorithms’ fairness index results for 50,100,250, and 500 flows. 
Figure 3.2 is presented to see the overall picture. 
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Table 3.1: Jain’s Fairness Index for Varying Number of Flows 
 Number of Flows 
Queue Type 50 100 250 500 
DropTail 0.435 0.433 0.508 0.504 
FRED 0.465 0.479 0.516 0.512 
Green 0.695 0.792 0.836 0.940 
SFB 0.445 0.368 0.451 0.447 
SRED 0.437 0.545 0.541 0.520 
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Figure 3.2: Jain’s Fairness Index vs. Number of Flows, for All Queue Types  
As seen in Figure 3.2, GREEN outperforms other queue management schemes in 
terms of fairness. GREEN’s fairness increases as the number of flows increases 
while it remains nearly constant in other algorithms. GREEN slows down the flows 
with short RTTs  by dropping packets, it cannot speed up the flows with long RTTs. 
When the number of flows is large, the fair share is low to be reached by the flows. 
SRED and FRED have better fairness compared to DropTail queue, but the 
difference is very small. SFB has performed worst in giving each flow its fair share of 
bandwidth. The possible reason for this is the missclassifaction problem. Flows with 
small RTTs make the bins polluted, which degrades SFB’s performance. 
3.1.2 Link Utilization 
For evaluating the utilization, Equation 2.4 explained in Section 2 is used. Table 3.2 
shows all the algorithms’ utilization results for 50,100,250, and 500 flows. Figure 3.3 
is presented to see the overall picture. 
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Table 3.2: Utilization (%) for Varying Number of Flows 
 Number of Flows 
Queue Type 50 100 250 500 
DropTail 62.307 65.731 73.716 83.635 
FRED 55.589 58.199 70.086 79.067 
Green 56.442 62.674 69.819 74.972 
SFB 52.386 48.660 53.380 60.707 
SRED 61.882 63.635 69.621 76.658 
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Figure 3.3: Utilization vs. Number of Flows 
DropTail achieves the highest utilization for all number of flows but it sacrifices 
fairness heavily. FRED, GREEN and SRED show similar characteristics in terms of 
utilization and they all perform well compared to SFB. 
3.1.3 Packet Loss 
As clearly seen in Table 3.3 and Figure 3.4, the percentage of packet loss is roughly 
same for active queue management schemes in all the simulations, and stays below 
0.1%. 
Table 3.3: Packet Loss Rates (%) for Varying Number of Flows 
 Number of Flows 
Queue Type 50 100 250 500 
DropTail 0,0015 0,0033 0,0086 0,0164 
FRED 0,0010 0,0025 0,0063 0,0129 
Green 0,0016 0,0027 0,0064 0,0137 
SFB 0,0021 0,0059 0,0152 0,0273 
SRED 0,0010 0,0027 0,0063 0,0130 
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Figure 3.4: Packet Loss vs. Number of Flows  
3.1.4 Average Queue Size 
Table 3.4 and Figure 3.5 shows the average queue size measurements of the 
algorithms. Looking at the results, it can be said that, as the number of flows 
increases, the average queue size for DropTail increases remarkably. In contrast, 
FRED, GREEN, SRED, and SFB keep the queue sizes low. SFB achieves the 
smallest average queue size in all the experiments. 
Table 3.4: Average Queue Size for Varying Number of Flows 
 Number of flows 
Queue Type 50 100 250 500 
DropTail 0,901 1,697 3,879 8,466 
FRED 0.465 0.750 2,144 4,428 
Green 0.551 1,159 2,382 3,767 
SFB 0.239 0.196 0,275 0,394 
SRED 0.851 1,279 2,069 2,891 
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Figure 3.5: Average Queue Size vs. Number of Flows 
3.2 Heterogeneous Network, Bottleneck Link Overloaded 
As stated earlier in the preceding sections, Internet relies heavily on the cooperative 
nature of TCP congestion control in order to limit packet loss and fairly share 
network resources. However, new applications which are not responsive to 
congestion signals given by the network are being deployed.  A lot of research has 
been done to protect router against these non-responsive flows because they drive 
up the packet loss in the network and impact the performance of responsive flows. 
In the second set of experiments, a heterogeneous network is simulated with 
responsive and non-responsive flows competing for the network resources.  Each 
algorithm is tested to see its performance in limiting non-responsive flows and 
throughput of every individual flow is recorded. The simulation is run for two different 
configurations. In the first one, 2% of the total flows is UDP flows, where as 10% of 
the total is UDP in the second one. 
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The following network topology is used in the simulations. The queue is configured 
with 200KB of buffer space.  
 
 
 
 
 
 
 
 
Figure 3.6: Network Topology 
3.2.1 2% UDP Flows 
The simulations are run with 100, 200, and 400 connections. The 2 % of the total 
number of flows are UDP flows with a transmit rate of 45 Mbs. The simulations are 
run for 100 seconds and the results obtained can be seen in Appendix A. 
3.2.2 10% UDP Flows 
The simulations are run with 100, 200, and 400 connections. The 10 % of the total 
number of flows are UDP flows with a transmit rate of 45 Mbs. The simulations are 
run for 100 seconds and the results obtained can be seen in Appendix B. 
3.2.3 Analysis of Results 
To see the performance of the flow based AQM mechanisms, as mentioned above, 
many experiments have been conducted. Here, since it best fits the real world 
cases, the case with 10% UDP flows where there are 400 flows in total will be 
presented, and analyzed. 
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3.2.3.1 Drop Tail 
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Figure 3.7: Droptail 400 Flows, TCP and UDP Flows 
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Figure 3.8: Droptail 400 Flows, TCP Flows only 
Figure 3.7 shows the throughput values for individual flows. The first 360 flows are 
TCP and the remaining 40 are UDP flows.  In Figure 3.8, throughputs of only TCP 
flows are presented. It is clearly seen, in Drop Tail case, nearly all of the flows suffer 
in terms of bandwidth usage, only a few number of UDP flows are using the link. A 
UDP flow transmits at a rate of 25 Mbps which is more than the half of the total 
bandwidth. This unfair situation is not an acceptable one.  
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3.2.3.2 Green 
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Figure 3.9: Green 400 Flows, TCP and UDP Flows 
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Figure 3.10: Green 400 Flows, TCP Flows only 
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Figure 3.11: Green 400 Flows, UDP Flows only 
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Figure 3.9 shows the throughput values for individual flows. The first 360 flows are 
TCP and the remaining 40 are UDP flows.  In Figure 3.10, throughputs of only TCP 
flows are presented. In Figure 3.11, throughputs of only UDP flows are presented. 
Green rate limits the UDP flows to a value in range [0-0.1] Mbps. But it is difficult 
see say the usage of bandwith is fair among the flows. Many of the TCP and UDP 
flows still suffer as in Drop Tail case, the improvement is very minor. This evidence 
clearly shows that, although very successful with TCP flows with varying RTTs, 
Green is not suitable to use in a heteregenous network, wıth responsive and non 
responsive flows together. 
3.2.3.3 FRED 
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Figure 3.12: FRED 400 Flows, TCP and UDP Flows 
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Figure 3.13: FRED 400 Flows, TCP Flows only 
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Figure 3.14: FRED 400 Flows, UDP Flows only 
Figure 3.12 shows the throughput values for individual flows. The first 360 flows are 
TCP and the remaining 40 are UDP flows.  In Figure 3.13, throughputs of only TCP 
flows are presented. In Figure 3.14, throughputs of only UDP flows are presented. 
FRED rate limits the UDP flows to a value in range [0-2] Mbps. Nearly all the UDP 
flows can now utilize the bottleneck link and the usage is around 1.2 Mbps which is 
above the fair share.  Besides, FRED is better in giving TCP flows a share 
compared to Drop Tail and Green. But TCP flows still suffer.  The 40 UDP flows, 
each trying to transmit at a rate of 45 Mbps, possibly pollute the FRED’s queue 
occupancy statistics and this arises this unsatisfactory performace. FRED may give 
better results if the queue size is increased. 
3.2.3.4 SFB 
Bandwidth of Flows [0-399]
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
0 100 200 300 400 500
Flow Number
T
h
ro
u
g
h
p
u
t 
(M
b
s
)
 
Figure 3.15: SFB 400 Flows, TCP and UDP Flows 
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Figure 3.16: SFB 400 Flows, TCP Flows only 
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Figure 3.17: SFB 400 Flows, UDP Flows only 
Figure 3.15 shows the throughput values for individual flows. The first 360 flows are 
TCP and the remaining 40 are UDP flows.  In Figure 3.16, throughputs of only TCP 
flows are presented. In Figure 3.17, throughputs of only UDP flows are presented. 
SFB rate limits the UDP flows to a value in range [0-0.45] Mbps. Nearly all the UDP 
flows can now utilize the bottleneck. Besides, SFB is better in giving TCP flows a 
share compared to Drop Tail and Green. But TCP flows still suffer. The 40 UDP 
flows, each trying to transmit at a rate of 45 Mbps, possibly pollute the bins. This 
leads to misclassification of flows which finally degrades SFB’s performace. SFB 
may give better results if the number of bins is increased. 
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3.2.3.5 SRED 
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Figure 3.18: SRED 400 Flows, TCP and UDP Flows  
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Figure 3.19: SRED 400 Flows, TCP Flows only 
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Figure 3.20: SRED 400 Flows, UDP Flows only 
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Figure 3.18 shows the throughput values for individual flows. The first 360 flows are 
TCP and the remaining 40 are UDP flows.  In Figure 3.19, throughputs of only TCP 
flows are presented. In Figure 3.20, throughputs of only UDP flows are presented. 
SRED cannot rate limit the UDP flows. Most of the UDP flows suffer. Besides, 
SRED is better in giving TCP flows a share compared to Drop Tail and Green. But 
TCP flows still suffer. 
3.3 Heterogeneous Network, Reasonable Load on Bottleneck Link 
In the experiments in section 3.2 UDP sources created an extremely heavly load on 
the bottleneck link. To see the performance performance of the algorithms under a 
reasonable traffic the experiments in sections 3.3.1 and 3.3.2 have been performed. 
3.3.1 2% UDP Flows 
The simulations are run with 400 connections using the topology in Figure 3.6. The 
2 % of the total number of flows are UDP flows with a transmit rate of 2.5 Mbs. The 
simulations are run for 100 seconds. 
3.3.1.1 Drop Tail 
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Figure 3.21: Droptail 400 Flows, TCP and UDP Flows 
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Figure 3.22: Droptail 400 Flows, TCP Flows only 
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Figure 3.23: Droptail 400 Flows, UDP Flows only 
The unfair bandwith usage still exists. But the share of TCP sources is higher 
compared to the overloaded scenario.  
 51 
3.3.1.2 Green 
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Figure 3.24: Green 400 Flows, TCP and UDP Flows 
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Figure 3.25: Green 400 Flows, TCP Flows only 
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Figure 3.26: Green 400 Flows, UDP Flows only 
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Compared to the overloaded scenario, the number of TCP sources that can use the 
bandwidth is larger in this case. However GREEN’s performance is still very poor in 
terms of fairness. 
3.3.1.3 FRED 
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Figure 3.27: FRED 400 Flows, TCP and UDP Flows 
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Figure 3.28: FRED 400 Flows, TCP Flows only 
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Figure 3.29: FRED 400 Flows, UDP Flows only 
FRED’s performance is very similar to its performance in overloaded case which 
means FRED can also work well in extremely overloaded scenarios which is a real 
benefit. 
3.3.1.4 SFB 
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Figure 3.30: SFB 400 Flows, TCP and UDP Flows 
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Figure 3.31: SFB 400 Flows, TCP Flows only 
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Figure 3.32: SFB 400 Flows, UDP Flows only 
As for FRED, there is no significant improvement in SFB’s performance when the 
load is decreased to a reasonable value. It shows that SFB can also work under 
overloaded traffic. 
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3.3.1.5 SRED 
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Figure 3.33: SRED 400 Flows, TCP and UDP Flows  
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Figure 3.34: SRED 400 Flows, TCP Flows only 
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Figure 3.35: SRED 400 Flows, UDP Flows only 
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Like in DropTail and Green cases, in SRED case, more TCP sources can use the 
bandwith when the load is a reasonable one. In other words, SRED’s performance 
degrades under heavy load. 
 
3.3.2 10% UDP Flows 
The simulations are run with 400 connections using the topology in Figure 3.6. The 
10 % of the total number of flows are UDP flows with a transmit rate of 0.5 Mbs. The 
simulations are run for 100 seconds. 
The results of the simulations can be seen in Appendix C. It is one more seen that, 
as in 2% case, SFB and FRED performed almost the same as under heavy load. 
DropTail, Green, SRED provided the TCP sources more bandwith usage under 
reasonable load. 
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4. CONCLUSIONS AND FUTURE WORK 
4.1 Conclusions 
In this thesis, a comparative analysis of the performance of the flow based active 
queue management algorithms; FRED, GREEN, SFB, and SRED is performed. The 
algorithms are compared mainly in various different network topologies and traffic 
patterns. 
First, a network of responsive TCP flows with varying RTTs is created and each 
algorithm is analyzed in terms of fairness, average queue size, packet loss rate, and 
link utilization. It is observed that, GREEN outperforms other queue management 
schemes in terms of fairness. Surprisingly, SRED, although not primarily designed 
with fairness concepts, achieves better fairness compared to FRED and SFB whose 
actual business is to provide fairness among the flows. FRED has better fairness 
compared to DropTail queue, but the difference is very small. SFB has performed 
worst in giving each flow its fair share of bandwidth.  DropTail achieves the highest 
utilization FRED, GREEN and SRED show similar characteristics in terms of 
utilization and they all perform well compared to SFB.The percentage of packet loss 
is roughly the same for active queue management schemes in all the simulations, 
and stays below 0.1%. The average queue size measurements of the algorithms 
show that, as the number of flows increases, the average queue size for DropTail 
increases remarkably. In contrast, FRED, GREEN, SRED, and SFB keep the queue 
sizes low. SFB achieves the smallest average queue size in all the experiments. 
In the heterogeneous network case, where TCP flows compete with the non-
responsive UDP flows, Drop Tail and SRED failed in limiting the rates of UDP flows 
and TCP flows suffered a lot. Green limited the UDP flows, but it also failed in giving 
TCP flows their fair share. FRED and SFB, both limited the UDP flows rates, 
provided better fairness compared the Drop Tail, SRED, and Green, but the results 
were still unsaticfactory. 
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In both cases, SFB suffered from misclassification. In the first case, flows with small 
RTTs, and in the second case, UDP flows polluted the bins. Thus, SFB could not 
protect the responsive flows. A similar condition exists for the FRED algorithm. Its 
queue occupancy statistics was polluted which resulted in performace degradation.  
Finally, the heterogeneous network case was repeated under a more reasonable 
load on the bottleneck link. There was a significant increase in the number of TCP 
sources that can use the link in DropTail, Green, and SRED algorithms. Where as 
FRED and SFB showed almost the same performance under overloaded traffic. This 
shows that FRED and SFB are more suitable to be used under heavy traffic. 
4.2 Future Work 
The set of experiments presented in this thesis, may be repeated for different queue 
sizes varying the number of flows. This will show the buffer space requirements of 
the AQM algorithms focused in this thesis. Also, trace files in real world may be 
obtained for multimedia traffic, and web traffic, the simulations may be run with 
these trace files.  SFB rate limits non responsive flows to a fixed amount of 
bandwidth. However, it is possible to fix it to the fair share. SFB may be modified to 
see the impact of this modification. In GREEN and BLUE, SRED’s mechanism can 
be used to identify misbehaving flows and more research may be done on doing 
what to non-responsive flows. SFB algorithm’s performace may be investigated by 
varying the number of bins, and FRED algorithm’s performace may be investigated 
by varying the queue size. 
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APPENDIX A 
Simulation Results for 2% UDP 
100 Flows 
 
Figure A.1: DropTail, 100 Flows, TCP and UDP Flows 
 
Figure A.2: DropTail, 100 Flows, TCP Flows Only 
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Figure A.3: Green, 100 Flows, TCP and UDP Flows  
 
Figure A.4: Green, 100 Flows, TCP Flows Only 
 
Figure A.5: FRED, 100 Flows, TCP and UDP Flows  
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Figure A.6: FRED, 100 Flows, TCP Flows Only 
 
Figure A.7: SFB, 100 Flows, TCP and UDP Flows 
 
Figure A.8: SFB, 100 Flows, TCP Flows Only 
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Figure A.9: SRED, 100 Flows, TCP and UDP Flows 
  
Figure A.10: SRED, 100 Flows, TCP Flows Only 
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200 Flows 
 
Figure A.11: DropTail, 200 Flows, TCP and UDP Flows 
 
Figure A.12: DropTail, 200 Flows, TCP Flows Only 
 
Figure A.13: Green, 200 Flows, TCP and UDP Flows 
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Figure A.14: Green, 200 Flows, TCP Flows Only 
 
Figure A.15: FRED, 200 Flows, TCP and UDP Flows  
 
Figure A.16: FRED, 200 Flows, TCP Flows Only 
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Figure A.17: SFB, 200 Flows, TCP and UDP Flows 
 
Figure A.18: SFB, 200 Flows, TCP Flows Only 
 
Figure A.19: SRED, 200 Flows, TCP and UDP Flows  
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Figure A.20: SRED, 200 Flows, TCP Flows Only 
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400 Flows 
 
Figure A.21: DropTail, 400 Flows, TCP and UDP Flows 
 
Figure A.22: DropTail, 400 Flows, TCP Flows Only 
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Figure A.23: DropTail, 400 Flows, UDP Flows Only 
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Figure A.24: Green, 400 Flows, TCP and UDP Flows  
 
Figure A.25: Green, 400 Flows, TCP Flows Only 
 
Figure A.26: Green, 400 Flows, UDP Flows Only 
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Figure A.27: FRED, 400 Flows, TCP and UDP Flows 
 
Figure A.28: FRED, 400 Flows, TCP Flows Only 
 
Figure A.29: FRED, 400 Flows, UDP Flows Only 
 72 
 
Figure A.30: SFB, 400 Flows, TCP and UDP Flows 
 
Figure A.31: SFB, 400 Flows, TCP Flows Only 
 
Figure A.32: SFB, 400 Flows, UDP Flows Only 
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Figure A.33: SRED, 400 Flows, TCP and UDP Flows  
 
Figure A.34: SRED, 400 Flows, TCP Flows Only 
 
Figure A.35: SRED, 400 Flows, UDP Flows Only 
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APPENDIX B 
Simulation Results for 10% 
100 Flows 
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Figure B.1: Droptail 100 Flows, TCP and UDP Flows 
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Figure B.2: Droptail 100 Flows, TCP Flows only 
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Figure B.3: Green 100 Flows, TCP and UDP Flows 
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Figure B.4: Green 100 Flows, TCP Flows only 
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Figure B.5: FRED 100 Flows, TCP and UDP Flows 
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Figure B.6: FRED 100 Flows, TCP Flows only 
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Figure B.7: SFB 100 Flows, TCP and UDP Flows 
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Figure B.8: SFB 100 Flows, TCP Flows only 
 77 
Bandwidth of Flows [0-99]
0
5
10
15
20
25
0 20 40 60 80 100 120
Flow Number
T
h
ro
u
g
h
p
u
t 
(M
b
s
)
 
Figure B.9: SRED 100 Flows, TCP and UDP Flows 
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Figure B.10: SRED 100 Flows, TCP Flows Only 
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200 Flows 
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Figure B.11: Droptail 200 Flows, TCP and UDP Flows 
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Figure B.12: Droptail 200 Flows, TCP Flows only 
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Figure B.13: Green 200 Flows, TCP and UDP Flows 
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Figure B.14: Green 200 Flows, TCP Flows only 
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Figure B.15: FRED 200 Flows, TCP and UDP Flows 
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Figure B.16: FRED 200 Flows, TCP Flows only 
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Figure B.17: SFB 200 Flows, TCP and UDP Flows 
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Figure B.18: SFB 200 Flows, TCP Flows only 
Bandwidth of Flows [0-199]
0
1
2
3
4
5
6
7
8
9
0 50 100 150 200 250
Flow Number
T
h
ro
u
g
h
p
u
t 
(M
b
s
)
 
Figure B.19: SRED 200 Flows, TCP and UDP Flows 
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Figure B.20: SRED 200 Flows, TCP Flows only 
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Figure B.21: Droptail 400 Flows, TCP and UDP Flows 
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Figure B.22: Droptail 400 Flows, TCP Flows only 
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Figure B.23: Droptail 400 Flows, UDP Flows only 
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Figure B.24: Green 400 Flows, TCP and UDP Flows 
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Figure B.25: Green 400 Flows, TCP Flows only 
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Figure B.26: Green 400 Flows, UDP Flows only 
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Figure B.27: FRED 400 Flows, TCP and UDP Flows 
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Figure B.28: FRED 400 Flows, TCP Flows only 
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Figure B.29: FRED 400 Flows, UDP Flows only 
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Figure B.30: SFB 400 Flows, TCP and UDP Flows 
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Figure B.31: SFB 400 Flows, TCP Flows only 
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Figure B.32: SFB 400 Flows, UDP Flows only 
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Figure B.33: SRED 400 Flows, TCP and UDP Flows  
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Figure B.34: SRED 400 Flows, TCP Flows only 
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Figure B.35: SRED 400 Flows, UDP Flows only 
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APPENDIX C 
Simulation Results for 10% 
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Figure C.1: Droptail 400 Flows, TCP and UDP Flows 
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Figure C.2: Droptail 400 Flows, TCP Flows only 
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Figure C.3: Droptail 400 Flows, UDP Flows only 
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Figure C.4: Green 400 Flows, TCP and UDP Flows 
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Figure C.5: Green 400 Flows, TCP Flows only 
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Figure C.6: Green 400 Flows, UDP Flows only 
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Figure C.7: FRED 400 Flows, TCP and UDP Flows 
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Figure C.8: FRED 400 Flows, TCP Flows only 
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Figure C.9: FRED 400 Flows, UDP Flows only 
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Figure C.10: SFB 400 Flows, TCP and UDP Flows 
Bandwidth of Flows[0-359]
0
0.05
0.1
0.15
0.2
0 100 200 300 400
Flow Number
T
h
ro
u
g
h
p
u
t 
(M
b
s
)
 
Figure C.11: SFB 400 Flows, TCP Flows only 
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Figure C.12: SFB 400 Flows, UDP Flows only 
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Figure C.13: SRED 400 Flows, TCP and UDP Flows  
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Figure C.14: SRED 400 Flows, TCP Flows only 
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Figure C.15: SRED 400 Flows, UDP Flows only 
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