On complex supersolvable line arrangements by Abe, Takuro & Dimca, Alexandru
ar
X
iv
:1
90
7.
12
49
7v
8 
 [m
ath
.A
G]
  2
6 S
ep
 20
19
ON COMPLEX SUPERSOLVABLE LINE ARRANGEMENTS
ALEXANDRU DIMCA1
Abstract. We show that the number of lines in anm–homogeneous supersolvable
line arrangement is upper bounded by
(
m+1
2
)
, and conjecture that one has the
sharper upper bound 3m − 3. We classify the m–homogeneous supersolvable line
arrangements with two modular points up-to lattice-isotopy, and show that they
satisfy the above conjecture. A lower bound for the number of double points n2
in an m–homogeneous supersolvable line arrangement of d lines is also considered.
When m ≥ d
2
or when there are at least two modular points, we show that n2 ≥ d2 ,
as conjectured by B. Anzis and S. O. Toha˘neanu. Both conjectures are shown
to hold for supersolvable line arrangements obtained as cones over generic line
arrangements, or cones over arbitrary line arrangements having a generic vertex.
1. Introduction
Let A : f = 0 be a line arrangement in the complex projective plane P2. An
intersection point p of A is called a modular point if for any other intersection point
q of A, the line pq determined by the points p and q belongs to the arrangement A.
The arrangement A is supersolvable if it has a modular intersection point. Super-
solvable arrangements have many interesting properties, in particular they are free
arrangements, see [4, 1, 21] or [16, Prop 5.114] and [13, Theorem 4.2]. For basic facts
on free arrangements, please refer to [4, 16, 24]. Recently, there is a renewed interest
in supersolvable arrangements, see [1, 2, 3, 9, 10, 21].
It was shown by Hanumanthu and Harbourne in [10, Corollary 2], that super-
solvable line arrangements having two modular points, say p and q, with distinct
multiplicity mp(A) 6= mq(A) are easy to describe, being the union of two pencils
with vertexes p and q, with a common line pq. Hence it remains to study the
m-homogeneous supersolvable line arrangements, i.e. the supersolvable line arrange-
ments in which all modular points have the same multiplicity m. The case m = 2 is
easy, see [10, Section 3.1], and the 3-homogeneous supersolvable line arrangements
can be easily described, see [10, Section 3.2.2] and Remark 2.4, so the really inter-
esting cases are for m ≥ 4. The first result of our paper is the following.
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Theorem 1.1. Let A be an m-homogeneous supersolvable line arrangement, with
m ≥ 2, consisting of d = |A| lines. Then
d ≤
(
m+ 1
2
)
.
For instance, when m = 100, we have d ≤ 5050, and this gives a negative an-
swer to the question about the existence of a 100-homogeneous supersolvable line
arrangement with d ≥ 7413 in [10, Remark 19]. The full monomial line arrangement
(1.1) A(m− 2, 1, 3) : xyz(xm−2 − ym−2)(ym−2 − zm−2)(xm−2 − zm−2) = 0,
for m ≥ 3, has d = 3m − 3 and it is an m-homogeneous supersolvable line arrange-
ment. It has three modular points, located at (1 : 0 : 0), (0 : 1 : 0) and (0 : 0 : 1) for
m > 3, while for m = 3, there is a fourth modular point located at (1 : 1 : 1). The
following result was obtained in [10, Section 3]. We reprove this result as part of our
Theorem 1.3 below, see also Remark 3.2 for the real supersolvable line arrangements.
Theorem 1.2. Let A be an m-homogeneous supersolvable line arrangement, with
m ≥ 3. Then the number M of modular points in A satisfies M ≤ 4. Moreover, any
m-homogeneous supersolvable line arrangement A with m ≥ 3, and having M ≥ 3
modular points, is projectively equivalent to the arrangement A(m− 2, 1, 3).
To state our next result, we define first some subarrangements A in A(m− 2, 1, 3)
and consider the intersection lattices L(A˜) of the associated central plane arrange-
ments A˜ in C3. Set n = m−2 and denote by µn the multiplicative group of the n-th
roots of unity. For 1 ≤ k ≤ n, let
W (n, k) = µkn \∆,
where
∆ = {(w1, . . . , wk) : wi ∈ µn and wj1 = wj2 for some j1 6= j2}.
For w = (w1, . . . , wk) ∈ W (n, k) we define the line arrangement
A(w) : f(w) = xyz(xn − yn)(xn − zn)
∏
j=1,k
(z − wjy) = 0
in P2 and the corresponding central plane arrangement A˜(w) : f(w) = 0 in C3. Let
Σk denote the symmetric group on k-elements, and consider the obvious action of
Σk on the set W (n, k). It is clear that f(w) = f(σw), for any σ ∈ Σk. The group µn
also acts on the set W (n, k) by translation, namely
aw = a(w1, . . . , wk) = (aw1, . . . , awk)
for any a ∈ µn. The coordinate change y 7→ ay shows that the line arrangements
A(w) and A(aw) are projectively equivalent. These two actions commute, and hence
the direct product N = Σk × µn acts on W (n, k). Finally, the group H = µ2 acts on
on the set W (n, k) by
(−1)w = (−1)(w1, . . . , wk) = (w−11 , . . . , w−1k ).
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The coordinate change y 7→ z, z 7→ y shows that the line arrangements A(w) and
A((−1)w) are projectively equivalent. It follows that the semidirect product
G = N ⋊φ H
of N and H , associated to the homomorphism φ : H → Aut(N) given by
φ(−1)(σ, a) = (σ, a−1)
acts on the set W (n, k). Moreover, to each class
[w] ∈ W (n, k) := W (n, k)/G,
there is a line arrangement A(w) in P2, well defined up-to projective equivalence, and
a plane arrangement A˜(w) in C3, well defined up-to linear equivalence. For k = 0 we
define W (n, 0) =W (n, 0) to be a singleton {w0}, and set
A(w0) : f(w0) = xyz(xn − yn)(xn − zn) = 0.
Note that W (n, n) is also a singleton, and the corresponding line arrangement A(w)
is precisely A(n, 1, 3).
For any [w] ∈ W (n, k), let L(w) denote the intersection lattice of the plane ar-
rangement A˜(w). Since the general linear group GL3(C) is connected, it follows
that for [w] = [w′], the plane arrangements A˜(w) and A˜(w) are lattice-isotopic, see
[17, 18] or [4, Definition 4.1] for the notion of lattice-isotopic arrangements. This im-
plies in particular that the two intersection lattices L(w) and L(w′) are isomorphic,
i.e. the arrangements A(w) and A(w′) have the same combinatorics. This class of
line arrangements enters into the following result.
Theorem 1.3. Let A be an m-homogeneous supersolvable line arrangement with
m ≥ 3, having M ≥ 2 modular points. Then there is a unique integer k such that
0 ≤ k ≤ m − 2 and a unique equivalence class [w] ∈ W (m− 2, k), such that the
associated central arrangements A˜ and A˜(w) are lattice-isotopic. In particular, the
two intersection lattices L(A˜) and L(w) = L(A˜(w)) are isomorphic. The number M
of modular points of the line arrangement A is given by
(1) M = 2 if k < m− 2,
(2) M = 3 if k = m− 2 ≥ 2, and
(3) M = 4 if k = m− 2 = 1.
Moreover, when k = m− 2, A is projectively equivalent to A(m− 2, 1, 3).
Using Randell’s results in [17, 18], Theorem 1.2 and Theorem 1.3 imply the fol-
lowing. For basic information on the Milnor fiber F (A) and the monodromy trans-
formation h : F (A)→ F (A) we refer to [4, Chapter 5].
Corollary 1.4. Let A : f = 0 be an m-homogeneous supersolvable line arrangement
with m ≥ 3, having at least two modular points. Then the combinatorics of A
determines the diffeomorphism type of the complement M(A) = P2 \ ∪L∈AL of A in
P2 and of the Milnor fiber F (A) : f(x, y, z) = 1 in C3, as well as the monodromy
operators h∗ : H∗(F (A),C)→ H∗(F (A),C).
4 ALEXANDRU DIMCA
Note that |A(m − 2, 1, 3)| = 3m − 3 and |A(w)| = 2m − 1 + k < 3m − 3 if
[w] ∈ W (m− 2, k). This fact suggests the following.
Conjecture 1.5. For any m-homogeneous supersolvable line arrangement A with
m ≥ 2, one has d = |A| ≤ 3m− 3.
Theorem 1.2 and Theorem 1.3 imply the following.
Corollary 1.6. Let A be an m-homogeneous supersolvable line arrangement, having
at least two modular points. Then Conjecture 1.5 holds for the line arrangement A.
Theorem 1.1 and Proposition 1.13 show that this conjecture also holds for 3 ≤
m ≤ 4. Conjecture 1.5 also holds for some m-homogeneous supersolvable line ar-
rangements, having one modular point, see Theorem 1.10 and Proposition 1.11.
In order to study the remaining case of m-homogeneous supersolvable line ar-
rangements, having one modular point, one notices first that such an arrangement
is the cone C(A′)e over a simpler line arrangement A′, constructed as follows. As-
sume that A′ consists of d′ lines in P2. Then we choose a point p ∈ P2, the vertex
of the cone, not situated on a line in A′. We get C(A′, p)0 by adding first to the
lines in A′, all the lines joining p to the intersection points of A′. Then we add
e ≥ 0 new lines through the vertex p, which meet A′ only at simple points, and
get in this way the line arrangement C(A′, p)e. To simplify the notation, we set
C(A′, p)e = C(A′)e, even though the combinatorics of C(A′, p)e depends heavily on
p. We also set C(A′) = C(A′)0 and let N ′ be the numbers of lines in C(A′) \ A′. In
the special case when A′ is a generic arrangement of d′ ≥ 3 lines, having N = (d′
2
)
double points, such cones C(A′)e play a special role in the theory, see Remark 4.1.
If, in addition, e = 0 and the point p is chosen generic, we have N ′ = N . In this case
one has for the arrangement A = C(A′): d = d′ +N , m = N ≥ 3, n2 = N(d′ − 2),
n3 = N and nm = 1, the other nj being zero. Note that for this arrangement A one
has n2 ≥ d/2. Maybe this was the origin of the following conjecture, which occurs
in [1], where it was checked for all supersolvable line arrangements A, not a pencil,
which are either real, see [1, Theorem 2.4], or complex, satisfying |A| ≤ 12, see [1,
Corollary 3.5].
Conjecture 1.7. Let A be a supersolvable line arrangement, consisting of d = |A|
lines, which is not a pencil. Then
n2 ≥ d
2
.
Theorem 1.2 and Theorem 1.3 imply the following result, since by deleting a line
z − ay = 0 with a ∈ µn from A(m − 2, 1, 3), we lose one double point on the line
x = 0, but add at least m− 2 double points on the deleted line.
Corollary 1.8. Let A be an m-homogeneous supersolvable line arrangement, having
at least two modular points. Then Conjecture 1.7 holds for the line arrangement A.
We prove, as a first step in the direction of understanding the m-homogeneous su-
persolvable line arrangements, having one modular point, the following three results.
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Theorem 1.9. Let A be a free line arrangement, consisting of d = |A| lines and
such that A is not a pencil. Let m be the maximal multiplicity of an intersection
point in A. If 2m ≥ d, then
n2 ≥ −2m2 + (3d− 1)m− d2 + d ≥ d
2
.
In particular, Conjecture 1.7 holds for an m-homogeneous supersolvable line arrange-
ment A, not a pencil, consisting of d = |A| lines such that 2m ≥ d.
Theorem 1.10. Let A be a cone C(A′)e over a generic arrangement A′ of d′ ≥ 3
lines, with an arbitrary vertex p. Then Conjecture 1.5 and Conjecture 1.7 hold for
the supersolvable line arrangement A.
We can also treat the case of cones over arbitrary line arrangements A′, but with
a generic vertex.
Proposition 1.11. Let A be a cone C(A′)e over an arbitrary arrangement A′ of
d′ ≥ 3 lines, which is not a pencil, with a generic vertex p. Then Conjecture 1.5 and
Conjecture 1.7 hold for the supersolvable line arrangement A.
In [10], the authors also put forth the following weaker conjecture.
Conjecture 1.12. Let A be a supersolvable line arrangement, which is not a pencil.
Then
n2 > 0.
Conjecture 1.12 is proved for them–homogeneous supersolvable line arrangements,
with 3 ≤ m ≤ 4, see [10, Theorem 17].
In the final part of this paper we prove Conjecture 1.7 for 4–homogeneous super-
solvable line arrangements, a fact which also follows combining Theorem 1.1 with [1,
Corollary 3.5]. For the case of 3–homogeneous supersolvable line arrangements, see
Corollary 2.5. We also prove a stronger form of Conjecture 1.12 for 5–homogeneous
supersolvable line arrangements. Here are the precise statements of these results.
Proposition 1.13. Any 4–homogeneous supersolvable line arrangement which is not
a pencil satisfies Conjecture 1.5 and Conjecture 1.7.
Proposition 1.14. For any 5–homogeneous supersolvable line arrangement A which
is not a pencil, one has n2 ≥ 3. In particular A satisfies Conjecture 1.12.
If we apply the method of proof of the above two Propositions, which was inspired
by the proof of [10, Theorem 17], to the case m = 6, we get only the following partial
result.
Proposition 1.15. Let A be a 6–homogeneous supersolvable line arrangement which
is not a pencil and such that d = |A|. If d ≤ 12, then Conjecture 1.7 holds for A
and if d ≥ 17, then Conjecture 1.12 holds for A.
The case d ≤ 12 can be derived from [1, Corollary 3.5] as well. Note that, by
Theorem 1.1, a 6–homogeneous supersolvable line arrangement A has d ≤ 21, and
Conjecture 1.5 would imply d ≤ 15.
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The proofs of the main results use a variety of techniques. For instance, a relation
between the degrees of Jacobian syzygies and Arnold’s exponents of a plane curve,
proved by Morihiko Saito and the author in [7], see Theorem 2.3 below, is used in the
proof of Theorem 1.1. Fine algebraic properties of the Jacobian module of a generic
line arrangement, and of its saturation, due to Rose and Terao [19], Yuzvinsky [23],
and Hassanzadeh and Simis [11], are used in the proof of Theorem 1.10. It may be
a challenging question to find purely combinatorial proofs for these results.
2. Proof of Theorem 1.1
First we recall a number of definitions and basic results needed in the proof.
Let S = C[x, y, z] be the polynomial ring in three variables x, y, z with complex
coefficients, and let A : f = 0 be an arrangement of d lines in the complex projective
plane P2. The minimal degree of a Jacobian syzygy for the polynomial f is the integer
mdr(f) defined to be the smallest integer r ≥ 0 such that there is a nontrivial relation
(2.1) afx + bfy + cfz = 0
among the partial derivatives fx, fy and fz of f with coefficients a, b, c in Sr, the vector
space of homogeneous polynomials in S of degree r. It is known that mdr(f) = 0
if and only if nd = 1, hence A is a pencil of d lines passing through one point.
Moreover, mdr(f) = 1 if and only if nd = 0 and nd−1 = 1, hence A is a near pencil in
the terminology of [10]. A line arrangement A : f = 0 is called nontrivial, following
[10], ifmdr(f) ≥ 2. Note that the line arrangements A : f = 0 satisfying mdr(f) = 2
are classified in [22].
Recall the following result, see [21, Lemma2.1] and [10, Lemma 1]. We denote by
mp(A) the multiplicity of an intersection point p of A, that is the number of lines in
A passing through the point p.
Lemma 2.1. If A is a supersolvable line arrangement, p a modular point of A, and q
a non-modular point of A, then mp(A) > mq(A). In other words, if mq(A) ≥ mp(A),
then q is also a modular point.
The following result relates the multiplicity of a modular point p in A : f = 0 to
the integer r = mdr(f).
Proposition 2.2. If A : f = 0 is a supersolvable line arrangement and p is a
modular point of A, then
r = min{mp(A)− 1, d−mp(A)}.
For a proof, one can use the factorization result for the characteristic polynomials
of a free arrangement and, respectively, of a supersolvable one, as in [4, 13, 16], or
look at the direct simple proof in [9, Proposition 3.2].
Let C be a reduced curve in the complex projective plane P2 defined by f = 0.
Let AR(f) ⊂ S3 be the graded S-module such, for any integer j, the corresponding
homogeneous component AR(f)j consists of all the triples ρ = (a, b, c) ∈ S3j satisfying
(2.1). The curve C : f = 0 is said to be free if the graded S-module AR(f) is free.
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Let αC be the minimum of the Arnold exponents (alias singularity indices or log
canonical thresholds, see Theorem 9.5 in [14]) αp of the singular points p of C. If
the germ (C, p) is weighted homogeneous of type (w1, w2; 1) with 0 < wj ≤ 1/2, then
one has
(2.2) αp = w1 + w2,
see for instance [6, Formula (2.4.7)]. With this notation, [7, Theorem 9] can be
restated in our setting as follows, see also [8, Theorem 2.1].
Theorem 2.3. Let C : f = 0 be a degree d reduced curve in P2 having only weighted
homogeneous singularities. Then AR(f)m = 0 for all m < αCd− 2.
Proof. It is enough to check that one has the obvious identification sNk = AR(f)k+2,
for any k < d + 1, where the graded S-module sN is defined in [7] using a shifted
version of the Koszul complex for fx, fy, fz. 
Now we can give the proof of Theorem 1.1. We discuss two cases.
Case 1: 2m ≤ d. Then m − 1 < d − m, and hence Proposition 2.2 implies that
mdr(f) = m − 1. Note that the minimal Arnold exponent for an m-homogeneous
supersolvable line arrangement A is
αA =
1
m
+
1
m
=
2
m
,
as follows from Lemma 2.1 and formula (2.2). Theorem 2.3 implies that
m− 1 = r ≥ 2d
m
− 2,
which gives the claim in Theorem 1.1.
Case 2: 2m > d. Then there is nothing to prove, since
d < 2m ≤
(
m+ 1
2
)
,
when m ≥ 3. The case m = 2 is obvious.
The proof of Theorem 1.1 is completed.
Remark 2.4. For m = 3, we get d ≤ 6 from Theorem 1.1. The 3-homogeneous
supersolvable line arrangement A(1, 1, 3) from (1.1) shows that the bound given by
Theorem 1.1 is sharp in some cases.
The 3-homogeneous supersolvable line arrangements with n3 > 1 are classified in
[10, Section (3.2.2)]. Here we show that the case n3 = 1 is not possible, and give an
alternative approach for the case n3 > 1. Let A be a 3–homogeneous supersolvable
line arrangement, which is not a pencil. Then the two cases in the proof above imply
that we have two possibilities.
(1) d = 6 and then mdr(f) = m − 1 = 2. Using the classification in [22] of line
arrangements with mdr(f) = 2, we see that the arrangement A is linearly
equivalent to the full monomial line arrangement A(1, 1, 3) above. For this
arrangement n2 = 3 = d/2.
8 ALEXANDRU DIMCA
(2) d = 5 and then again mdr(f) = 2 by Proposition 2.2. By the classification in
[22], we see that the arrangement A is linearly equivalent to the arrangement
B : xyz(x− y)(x− z) = 0,
obtained from A(1, 1, 3) by deleting one line, namely y − z = 0. For this
arrangement n2 = 4 > d/2.
This remark implies the following.
Corollary 2.5. Conjecture 1.7 holds for any 3-homogeneous supersolvable line ar-
rangement.
3. Proof of Theorem 1.3
Assume that two of the modular points are p = (0 : 0 : 1) and p′ = (0 : 1 : 0), and
hence the line L0 : x = 0 is in the arrangement A. Assume that the (m− 1) lines in
A passing through p, and different from L0, are given by the equations
Lj : y − bjx = 0 for j = 1, 2, . . .m− 1,
for some distinct complex numbers bj . Similarly, the (m − 1) lines in A passing
through p′, and different from L0, are given by the equations
L′j : z − cjx = 0 for j = 1, 2, . . .m− 1,
for some distinct complex numbers cj. Note that one has
Li ∩ L′j = (1 : bi : cj)
for any pair (i, j).
If d = |A| = 2m − 1, then we have listed all the lines in A, and the proof is
complete, namely A˜ is lattice-isotopic to A˜(w0), since the Zariski open set of all
vectors a = (a1, . . . , am−1) ∈ Cm−1 with ai 6= aj for i 6= j is path-connected by
smooth arcs.
If d > 2m − 1, then let L be a line in A, different from the 2m − 1 lines already
listed above. Then there is an index i such that q1 = L ∩ L1 = L ∩ L′i. We can and
do assume that i = 1 and b1 = c1 = 0, in other words q1 = (1 : 0 : 0). Then, for any
j = 2, . . . , m− 1, there is an index σ(j) ∈ {2, . . . , m− 1} such that
qj = L ∩  Lj = L ∩ L′σ(j) = (1 : bj : cσ(j)).
In this way we get a permutation σ of the set {2, . . . , m−1}. The points q1, . . . , qm−1
are collinear if and only if the two (m − 2) vectors u = (b2, . . . , bm−1) 6= 0 and
v = (cσ(2), . . . , cσ(m−1)) 6= 0 are proportional, i.e. there is λ ∈ C∗ such that v = λu.
An equation for the union of lines L1 ∪ . . . ∪ Lm−1 is
P (x, y) =
∏
j=1,m−1
(y − bjx),
and an equation for the union of lines L′1 ∪ . . . ∪ L′m−1 is
P ′(x, z) =
∏
j=1,m−1
(z − cjx).
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Under the coordinate change (x, y, z) 7→ (x, y, Z), where z = λZ, the polyno-
mial P becomes P (x, y) = yP0(x, y) and the polynomial P
′ becomes P ′(x, Z) =
λm−1ZP0(x, Z), where
P0(s, t) =
∏
j=2,m−1
(t− bjs),
is a polynomial with (m−2) distinct linear factors. Under this change of coordinates
the point q1 remains (1 : 0 : 0). To simplify the notation, we denote the new
coordinates by (x, y, z). The conclusion is that, if d > 2m− 1, we may assume that
the constants bj and cj above satisfy b1 = c1 = 0 and bj = cj for j > 1.
The line L is determined by the two points q1 = (1 : 0 : 0) and q2 = (1 : b2 : bσ(2)),
in other words it is determined by σ(2), and has the equation
L : b2z − bσ(2)y = 0.
As explained above, one has
v = (bσ(2), . . . , bσ(m−1)) = λ(b2, . . . , bm−1) = λu.
Let n = m−2 as in Introduction. By taking the product of the n components of the
vectors u and v we get ∏
j=2,m−1
bj = λ
n
∏
j=2,m−1
bj ,
and hence
(3.1) λn = 1,
since
∏
j=2,m−1 bj 6= 0. It follows that, for the given line L, there is a root of unity
λL ∈ µn such that
L : z − λLy = 0.
Let eL be the order of the root of unity λL, and let sj be the j-th symmetric function
in b2, . . . , bm−1. Then as above we get
sj = λ
jsj,
and hence sj = 0 when j is not a multiple of eL. This implies that the polynomial
P0(s, t) above has the special form
P0(s, t) = Q0(s
eL, teL),
for some homogeneous polynomial Q0(s, t) of degree n
′ = n/eL, having n
′ distinct
linear factors. In conclusion, the number k of lines L in A, through the point q1, and
distinct from L1 and L
′
1, satisfies
0 ≤ k ≤ n = m− 2.
Case 1: all the lines L in A, not passing through one of the two modular
points p and p′, have a common intersection point q.
This case is covered by the discussion above, since we can assume that q1 is the
common intersection point q. We can assume that A is given by the equation
A : xyzQ0(xe, ye)Q0(xe, ze)
∏
j=1,k
(z − λLjy) = 0,
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with λe
Lj
= 1 and the product being taken over the k lines L1, . . . , Lk in A passing
through q1 and different from L1 and L2. Here e is the least common multiple of the
orders of the various λLj in the above product. If we set
w = (λL1, . . . , λLk),
to show that the central plane arrangements A˜ and A˜(w) are lattice-isotopic, it is
enough to deform the polynomial Q0(s, t) to the polynomial Q
′
0(s, t) = s
n′ − tn′
within the class of degree n′ binary forms in s, t without multiple factors. This set of
binary forms, being the complement of the corresponding discriminant hypersurface,
is clearly path-connected by smooth arcs. Note that when k = n, then e = n and
hence Q0(s, t) = as + bt for some a, b ∈ C∗, being a linear form. This fact implies
that in this case, A is projectively equivalent to A(m− 2, 1, 3). This completes the
proof in this case, except for the uniqueness of w which is proved in the next Lemma.
Case 2: all the lines L in A, not passing through one of the two modular
points p and p′, do not have a common intersection point.
We show that this case is not possible. By the above discussion, we can assume
that A has a subarrangement B, given by the equation
B : xyzQ0(xe, ye)Q0(xe, ze)
∏
j=1,k
(z − λLjy) = 0,
Since we are in Case 2, there is at least one new line L′ ∈ A \B, with an equation
L′ : x+ by + cz = 0,
where bc 6= 0. This line creates the following new intersection points.
(i) The point p′′ = L∩L′, where we choose one line L = L1 as in the discussion above.
Then p′′ = (−b− cλL : 1 : λL). This point can be either on L0, and then b+ cλL = 0,
or if b+ cλL 6= 0, there is an index j0 and an index k0 such that p′′ = Lj0 ∩L′k0 . This
latter equality holds if and only if
1 + bj0(b+ cλL) = 0 and λL + bk0(b+ cλL) = 0.
(ii) The points pj = Lj ∩ L′ = (c : cbj : −(1 + bbj)) for j = 2, . . . , m− 1. As above,
there is a permutation σ′ of the set {2, . . . , m− 1} such that pj ∈ L′σ′(j). This means
1 + bbj + cbσ′(j) = 0.
If we sum up these equalities for j = 2, . . . , m − 1 and denote K = ∑j=2,...,m−1 bj ,
we get
m− 2 + (b+ c)K = 0.
Note that when e > 1, we get K = 0 and hence a contradiction, since m ≥ 3.
It follows that the only possible case is when e = 1, hence there is a unique line
L : y− z = 0 through q1, and passing through none of the two modular points p and
p′. Hence, the only possible case is e = 1 and K 6= 0, which implies that the sum
b+ c = (2−m)K−1 =: K ′
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is uniquely determined. The equation of L′ can then be written as
L′ = L′b : x+ by + (K
′ − b)z = x+K ′z + b(y − z) = 0,
and hence depends only on the parameter b. Note that the point p′′ is now given
by (−K ′ : 1 : 1), and hence, when b varies, all the lines L′b ∈ A \ B pass through
p′′. Since L also passes through p′′, we have reached a contradiction, namely the
arrangement A is in Case 1 above and not in Case 2.
Lemma 3.1. The isomorphism class of the lattice L(w) determines the class [w] ∈
W (n, k) uniquely.
Proof. The cases k = 0, k = 1 and k = n are obvious, since W (n, k) are singletons
in these cases. We assume that 2 ≤ k ≤ n − 1 and hence m > k + 2 = 4. We
use the notations in the above proof. The arrangement A(w) has two modular
points of multiplicity m, namely p and p′, a point q = q1 of multiplicity k + 2 with
4 ≤ k+2 < m, and other intersection points of multiplicity 2 and 3. We can and do
assume that
w = (1, w2, . . . , wk).
The fact that the line L1 : y − z = 0 is present, allows us to parametrize the n lines
Li through p avoiding p
′ and q, and the n lines L′j through p
′ avoiding p and q, using
as index set the group µn, in such a way that L
1 ∩ La ∩ L′a′ 6= ∅ for a, a′ ∈ µn if and
only if a = a′. Any other line Lj for j = 2, . . . , k through q avoiding p and p′ gives
rise to a bijection σj : µn → µn, which was shown above to be the translation by an
element wj ∈ µn. In this way we get the unordered set {w2, ..., wk}, which yields a
well defined class
[w] = [(1, w2, . . . , wk)] ∈ W (n, k).
This construction is canonical, up-to the interchange of the two modular points p
and p′. This operation changes w into
w′ = (1, w−12 , . . . , w
−1
k )
and clearly [w′] = [w]. 
Remark 3.2. If the line arrangement A in Theorem 1.3 is real, then in the above
proof we see that equation (3.1) implies that either λ = 1, or λ = −1 and m ≥ 4
even. So for real line arrangements, only the cases k = 0, 1 and any m, and k = 2
and m ≥ 4 even can occur, exactly as explained already in [10, Section 3.2.3]. To
see that the case k = 2 and m ≥ 4 even is realizable from our point of view, just
take the set of m− 2 nonzero real numbers {b2, . . . , bm−1} in the above proof to be
invariant under multiplication by −1.
Remark 3.3. Various other subarrangements of the full monomial line arrangement
A(n, 1, 3) have been studied by Marchesi and Valle`s in [15], in relation with free line
arrangements, not necessarily supersolvable, and Terao’s conjecture.
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4. Proof of Theorem 1.9
The numbers nk, of the intersection points of multiplicity k in a line arrangement
A, satisfy a number of relations. The easiest of them is the following.
(4.1)
∑
k≥2
nk
(
k
2
)
=
(
d
2
)
,
where d = |A|. A highly non-trivial restriction on these numbers is given by the
Hirzebruch inequality, valid for non trivial line arrangements, see [12]:
(4.2) n2 +
3
4
n3 − d ≥
∑
k>4
(k − 4)nk.
Moreover, if A is supersolvable, then it is shown in [1, Proposition 3.1] that the
following holds
(4.3) n2 ≥ 2
∑
k≥2
nk −m(d−m)− 2,
where m = max{k : nk 6= 0}.
Remark 4.1. It is shown in [1, Proposition 3.1] that the equality holds in (4.3) if
and only if the supersolvable line arrangement A is a cone C(A′)e over a generic
line arrangement A′, as defined in Introduction. See Theorem 1.10 for more on such
cones.
Denote by τ(A) the global Tjurina number of the arrangement A, which is the
sum of the Tjurina numbers τ(A, a) of the singular points a of A. One has
(4.4) τ(A) =
∑
k≥2
nk(k − 1)2.
Indeed, any singular point a of multiplicity k ≥ 2 of a line arrangement A being
weighted homogeneous, the local Tjurina number τ(A, a) coincides with the local
Milnor number µ(A, a) = (k − 1)2, see [20]. As said at the beginning of the Intro-
duction, any supersolvable line arrangement A : f = 0 is free, with exponents d1 = r
and d2 = d − 1 − r, where r = mdr(f) and d = |A|. Note that, for any free line
arrangement, one has
τ(A) = (d− 1)2 − d1d2,
see for instance [8]. In particular, for an m–homogeneous supersolvable line arrange-
ment, consisting of d = |A| lines one has
(4.5) τ(A) = (d− 1)2 − (m− 1)(d−m).
In fact, this formula holds more generally for any free line arrangement A, if we
assume 2m ≥ d, where m is the maximal multiplicity of an intersection point in A.
To see this, we use [5, Theorem 1.2], which shows that the condition 2m ≥ d implies
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that either d1 = d −m, d2 = m − 1, or d1 = m − 1 and d2 = d −m. The formulas
(4.4) and (4.5) imply
(4.6)
∑
k≥2
nk(k − 1)2 = (d− 1)2 − (m− 1)(d−m).
The proof of Theorem 1.9 uses first the relations (4.1) and (4.6). By eliminating
n3 we get
n2 = 2d(d− 1)− 3τ(A) +
∑
k≥4
nk(k
2 − 4k + 3) ≥ 2d(d− 1)− 3τ(A) +m2 − 4m+ 3.
If we use the formula (4.6), we get
n2 ≥ −2m2 + (3d− 1)m− d2 + d.
Hence it is enough to show that 2m ≥ d implies
−2m2 + (3d− 1)m− d2 + d ≥ d
2
.
This is equivalent to
−4m2 + 2(3d− 1)m− 2d2 + d = −(2m− d)(2m− 2d+ 1) ≥ 0,
which is clear since 2m − d ≥ 0 by our hypothesis, and 2m− 2d + 1 < 0 since A is
not a pencil. This ends the proof of Theorem 1.9.
5. Proof of Theorem 1.10 and of Proposition 1.11
Now we prove Theorem 1.10, using the notation in Introduction, when we have
defined the cone C(A′)e. Note that passing from C(A′)0 to C(A′)e increases the
multiplicity of the vertex p and the total number of lines by e, while the number
of double points is increased by ed′. Hence it is enough to consider the case e = 0.
First we discuss the case d′ = |A′| = 2d1+1 is odd. Then the total number of double
points in A′ is N = d1(2d1 + 1). By Bezout Theorem, any line in P2, not in A′, can
contain at most d1 among these N double points. It follows that N
′ ≥ d′, and this
is equivalent to Conjecture 1.7 for A = C(A′), since clearly d = d′ +N ′ and
n2 = d
′(N ′ − d′ + 1),
by [1, Proposition 3.1] quoted in Remark 4.1. This also implies Conjecture 1.5 for
A = C(A′), since d ≤ 3m− 3 is equivalent to 2N ′ ≥ d′ + 3 and we have d′ ≥ 3.
When d′ = 2d1 is even, then N = d1(2d1 − 1). Conjecture 1.5 and Conjecture
1.7 hold for A with the same argument as above, unless we are in the following
exceptional case: m = N ′ = 2d1 − 1 and any line determined by p and one of the
N nodes contains exactly d1 nodes. We show that this case cannot occur. This is a
special case of [1, Conjecture 3.3], since any line coming from A′ would contain only
triple points in A in this exceptional case.
Let g = 0 be an equation for the generic arrangement A′, and let Jg be the Jacobian
ideal of g, spanned by gx, gy, gz in S = C[x, y, z]. Then the minimal resolution of the
Milnor algebra S/Jg has the following form
0→ Sd′−3(2− 2d′)→ Sd′−1(3− 2d′)→ S3(1− d′)→ S,
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see [19, 23]. Using [11, Proposition 1.3 (i)], we see that the quotient Jsatg /Jg, where
Jsatg is the saturated ideal of Jg with respect to the maximal ideal (x, y, z), has d
′−3
generators as a graded S-module, all in degree d′−1. It follows that dim(Jsatg )d′−1 =
d′. Since A′ has only nodes as singularities, it follows that Jsatg =
√
Jg, and hence
a homogeneous polynomial h ∈ Jsatg if and only if h vanishes on the set of N nodes.
Let L1, ..., Ld′ be the lines in A′ and choose ℓi = 0 an equation for the line Li, for
i = 1, . . . , d′. Note that
g =
∏
i=1,d′
ℓi,
and the following set of d′ homogeneous polynomials of degree d′ − 1
gi =
g
ℓi
for i = 1, . . . , d′ is contained in (Jsatg )d′−1. Since these polynomials are clearly linearly
independent, they form a basis of the C-vector space (Jsatg )d′−1. Assume now that
we are in the exceptional case above. Choose the coordinates such that the vertex
p = (0 : 0 : 1), and assume that the line y = 0 is not among the m = d′ − 1 lines
passing through p. Note that in these coordinates, we can choose
ℓi = z − hi(x, y) with hi(x, y) = aix+ biy
where ai, bi ∈ C, and the ai’s are all distinct. In fact, the union of them lines through
p are given by any of the following equations
Hi =
∏
j=1,...,d′,j 6=i
(hi(x, y)− hj(x, y)) =
∏
j=1,...,d′,j 6=i
((ai − aj)x+ (bi − bj)y) = 0,
for i = 1, . . . , d′, which differ from each other by nonzero constant factors. Since H1
vanishes at all the N nodes of A′, it follows that H1 ∈ (Jsatg )d′−1, and hence there
are constants λi ∈ C such that
(5.1)
∑
i=1,d′
λigi = H1.
We can write
gi =
∏
j=1,...,d′,j 6=i
(z − hj) = zd′−1 − σi1zd
′−2 + σi2z
d′−3 + . . .+ (−1)d′−1σid′−1,
where σik denotes the k-th symmetric function of h1, . . . , ĥi, . . . , hd′, with σ
i
0 = 1 by
convention. If we denote by σk the k-th symmetric function of h1, . . . , hi, . . . , hd′ ,
with σ0 = 1, then one has the following relations
(5.2) σik = σk − σk−1hi + σk−2h2i − . . .+ (−1)kσ0hki .
Using the equation (5.1) we get the following system of equations:
(Ek) :
∑
k=1,d′
λiσ
i
k = 0,
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for k = 0, . . . , d′ − 2. Using now the equation (5.2), the system (Ei) can be trans-
formed into the following equivalent system of equations:
(E ′k) :
∑
i=1,d′
λih
k
i = 0,
for k = 0, . . . , d′ − 2. If we consider the coefficient of xuyv, for u + v = k, in the
equation (E ′k), we get the following system of equations
(E ′′u,v) :
∑
i=1,d′
λia
u
i b
v
i = 0.
for 0 ≤ u + v ≤ d′ − 2, with u, v ≥ 0. Since ai 6= aj for i 6= j, it follows that the
vectors
a(j) = (aj1, a
j
2, . . . , a
j
d′),
for j = 0, 1, . . . , d′ − 1 are linearly independent. Consider also the vector
b = (b1, b2, . . . , bd′),
and note that the vectors a(0), a(1) and b are linearly independent since the line
arrangement A′ has only double points.
Case 1. If the vectors a(j) = (aj1, a
j
2, . . . , a
j
d′), for j = 0, 1, . . . , d
′ − 2 and b are
linearly independent, then the above equations (E ′′u,v) in λi for the pairs (u, v) =
(0, 0), (1, 0), . . . , (d′ − 2, 0) and respectively (0, 1), imply that λi = 0 for all i, a
contradiction.
Case 2. If the vectors a(j) = (aj1, a
j
2, . . . , a
j
d′), for j = 0, 1, . . . , d
′ − 2 and b are
linearly dependent, then there are unique coefficients αi ∈ C such that
b =
∑
j=0,1,...,d′−2
αja
(j).
Let M = max{j : αj 6= 0} and note that 2 ≤M ≤ d′−2. If we look coordinate-wise,
we have
bi =
∑
j=0,1,...,d′−2
αja
j
i .
We multiply this equation by ak−1i , with 2 ≤ k = d′ −M ≤ d′ − 2 and get
ak−1i bi =
∑
j=0,1,...,M
αja
j+k−1
i ,
where the last term in the sum is αMa
d′−1
i . It follows that the vector
c = (ak−11 b1, a
k−1
2 b2, . . . , a
k−1
d′ bd′) =
∑
j=0,1,...,M
αja
(j+k−1)
is linearly independent of the vectors a(j) = (aj1, a
j
2, . . . , a
j
d′), for j = 0, 1, . . . , d
′ − 2.
Hence the above equations (E ′′u,v) for the pairs (u, v) = (0, 0), (1, 0), . . . , (d
′−2, 0) and
respectively (k − 1, 1), imply that λi = 0 for all i, a contradiction with the equation
(5.1). This completes the proof of Theorem 1.10.
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To prove Proposition 1.11, we note as above that it is enough to treat the case
e = 0. Let n′k be the number of points of multiplicity k in A′. If A′ is a near-pencil,
that is n′d′−1 6= 0, then the total number of singular points in A′ is N ′ = d′. Hence
d = |A| = 2d′ and m = mp(A) = d′, which shows that Conjecture 1.5 holds in this
case. Conjecture 1.7 also holds in this case, since d ≤ 2m and we apply Theorem 1.9.
Assume from now on that A′ is neither a pencil, nor a near-pencil. Then Hirzebruch’s
inequality (4.2) holds, and it implies
N ′ ≥ n′2 + n′3 ≥ d′.
We have as above d = d′ +N ′ and m = mp(A) = N ′, which shows that Conjecture
1.5 holds. Conjecture 1.7 also holds, since d ≤ 2N ′ and we apply Theorem 1.9.
6. Proofs of the other results
First we prove Proposition 1.13. If A is a cone C(A′)e, with A′ generic, then
Conjecture 1.7 holds for A, see Theorem 1.10. Hence we can assume that A is not
such a cone. When m = 4, Hirzebruch inequality (4.2) implies
(6.1) 8n2 + 6n3 − 8d ≥ 0.
The equation (4.1) multiplied by 2 becomes in this case
(6.2) 2n2 + 6n3 + 12n4 = d(d− 1).
Adding these two relations, we get
(6.3) − 2n2 + 12(n2 + n3 + n4)− 8d ≥ d(d− 1).
Using the relation (4.3), since A is not a cone, we get
4(d− 4) + 1 + n2 ≥ 2(n2 + n3 + n4).
The last two relations imply
(6.4) 4n2 ≥ d2 − 17d+ 90 ≥ 71
4
.
Hence n2 ≥ 5, which proves our claim concerning Conjecture 1.7, since d ≤ 10 by
Theorem 1.1. If we replace d = 10 and m = 4 in the equalities (4.1) and (4.6), we
can express n3 and n4 in terms of n2. We get
n4 =
n2 + 3
3
,
and hence n2 must be divisible by 3, which implies n2 ≥ 6. But then
n4 =
n2 + 3
3
≥ 3.
and by the classification of m-homogeneous supersolvable arrangements with at least
3 modular points given in [10], and recalled in Theorem 1.2 above, we see that A
should be projectively equivalent to A(2, 1, 3). But this is not possible, since
|A| = 10 > 9 = |A(2, 1, 3)|.
It follows that d ≤ 9, and hence Conjecture 1.5 holds in this case as well.
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The proof of Proposition 1.14 is very similar. When m = 5, Hirzebruch inequality
(4.2) implies
(6.5) 8n2 + 6n3 − 8d ≥ 8n5.
The equation (4.1) multiplied by 2 becomes in this case
(6.6) 2n2 + 6n3 + 12n4 + 20n5 = d(d− 1).
Adding these two relations, we get
(6.7) − 2n2 + 12(n2 + n3 + n4 + n5)− 8d ≥ d(d− 1).
Using the relation (4.3), since A is not a cone, we get
5(d− 5) + 1 + n2 ≥ 2(n2 + n3 + n4 + n5).
The last two relations imply
(6.8) 4n2 ≥ d2 − 23d+ 144 ≥ 47
4
.
Hence 4n2 ≥ 12, which proves our claim.
Remark 6.1. Theorem 1.9 shows that n2 ≥ d/2 for d ≤ 10. Moreover, the inequality
(6.8) shows that we have the following more precise information in Proposition 1.14.
(i) n2 ≥ 4 for d = 13;
(ii) n2 ≥ 5 for d = 14;
(iii) n2 ≥ 6 for d ∈ {8, 15}.
To prove Proposition 1.15, for the case d ≤ 12 we apply Theorem 1.9 or [1,
Corollary 3.5]. When d ≥ 13, we proceed as above, with only one small difference.
As in the proof of [10, Theorem 17], we set n2 = 0 and look for the values of d which
are possible in this situation. The relation corresponding to the inequality (6.7) is
(6.9) 12(n3 + n4 + n5) + 14n6 − 8d ≥ d(d− 1).
If n6 ≥ 2, then both Conjectures 1.7 and 1.12 hold for A by Theorem 1.2 and
Theorem 1.3. So we can assume that n6 = 1 and hence we get
12(n3 + n4 + n5 + n6) + 2− 8d ≥ d(d− 1).
Then we proceed as above and arrive at the inequality d2 − 29d + 208 ≤ 0 which
implies 13 ≤ d ≤ 16.
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