We discuss the validity of reciprocity and mutual impedance formulas within lossy cavities. Mutual impedance formulas are well-known from antenna theory and useful to describe the electromagnetic coupling between electromagnetic interference sources and victims. As an example the mutual impedance between two dipole antennas within a lossy rectangular cavity is calculated from a system of coupled Hallén's equations that efficiently is solved by the method of moments.
Introduction
An important framework to describe electromagnetic coupling between Electromagnetic Interference (EMI) sources and victims is antenna theory (, Lee, 1995; Tesche et al., 1997) . Traditionally, antenna theory relies on electromagnetic field propagation in free space. It cannot directly be applied to an interior Electromagnetic Compatibility (EMC) problem that is limited by boundaries such that electromagnetic resonances are supported. Electromagnetic propagation in a resonating environment, like a cavity, for example, can considerably differ from that in free space. That is, if we wish to make use of a result of antenna theory in order to solve an interior EMC problem we have to check if it is valid not only in free space but also in a resonating environment.
An important example of this circumstance is provided by the integral formulas for mutual antenna impedances that are useful to model the mutual coupling between an EMI source and an EMI victim. These can be derived via the reciprocity theorem, and usually this is done under the assumption that transmitting and receiving antenna are located in free space (Elliott, 1981) . In this paper we show that reciprocity and, thus, the integral mutual impedance formulas also are valid within lossy cavities.
The outline of the paper is as follows: Sect. 2 collects some standard formulas and notions in connection to reciprocity. Section 3 outlines the relation between reciprocity and surface boundary conditions while Sect. 4 links reciprocity to symmetry properties of the dyadic Green's function. Then, Correspondence to: F. Gronwald (frank.gronwald@et.uni-magdeburg.de) in Sect. 5, the mutual impedance formulas are introduced. We then review in Sect. 6 how to calculate antenna currents in a lossy rectangular cavity and compute, as an example, in Sect. 7 for a specific configuration of two antennas the mutual impedance. Sect. 8 provides some conclusions in view of EMC related issues.
General remarks on reciprocity
Suppose two sets of electric currents J a and J b exist in a region and produce electric and magnetic fields E a , H a and E b , H b , respectively. Then, in the frequency domain, Maxwell's equations
are valid. We note that within Faraday's induction law Eq. (1) the magnetic field strength B already is replaced by the magnetic excitation H with the help of a linear constitutive equation of the form B=µH . Dot multiplication of Eq. (1) with H b,a , and of Eq. (2) with E b,a yields, after some elementary algebraic manipulations,
Integration of this local relation over a simply connected volume V with surface S that encloses all sources J a , J b and application of Gauss's law leads to
This relation often is called reciprocity theorem (Elliott, 1981) . It is valid not only in free space but also in the presence of boundaries since it only is based on the local form of Maxwell's equations and the assumption of linear constitutive equations. We define the reaction <a, b> of field a on source b as the integral
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Then reciprocity, in a less general sense than Eq. (4), is defined by the condition
This relation proves to be particularly useful in antenna theory. Obviously, there are two possibilities to verify if reciprocity in this form is fulfilled. We can check if either the surface integral or the volume integral of Eq. (4) identically vanishes. In both cases we will need to know not only the dynamical Eqs. (1, 2) but also the boundary conditions imposed on the fields.
Reciprocity and surface boundary conditions
Let us concentrate on the surface integral of Eq. (4),
We now show that I S vanishes both in free space and inside a lossy cavity. 1. Free Space: This is the standard case. If the sources of the fields are located in free space the surface S can be chosen as the surface of a sphere with radius r that tends to infinity, r→∞. Then the appropriate surface boundary condition on the fields is given by the radiation condition. It ensures that the integrand (E b ×H a −E a ×H b ) falls off faster than 1/r 2 (Van Bladel, 1985) . It follows that the surface integral I S vanishes and reciprocity in the form Eq. (6) is ensured. 2. Inside a lossy cavity: If S contains material boundaries we need appropriate boundary conditions that relate on S the electric field strength E to the magnetic excitation H . A fairly general first order boundary condition has been given by Leontovich, see Senior and Volakis (1995) , for example,
with n the outward unit vector normal to S and Z the intrinsic impedance of the boundary. We then have
Clearly, this is invariant under exchange of a and b. Since d 2 r=nd 2 r it follows from Eq. (7) that the surface integral vanishes. Therefore the Leontovich boundary condition leads to reciprocity in the form Eq. (6). Combinations of these two cases are also conceivable. For example, a cavity with openings can also be considered as long as the volume V is simply connected such that we may apply Gauss's theorem to arrive at the integral relationship Eq. (4).
Reciprocity as expressed by dyadic Green's functions
To verify reciprocity we can also inspect the volume integral 
One should note that the Green's functionḠ E already contains the solution of Maxwell's equations with respect to specified boundary conditions. We express the currents J a,b by the motion of elementary charges q i at positions r a,b i =r a,b i (t) that move with velocities v a,b i ,
Then it follows from Eq. (14) that the electric fields E a,b are given by
With these expansions we find
5 Integral formulas for mutual impedance formulas
We now turn to electromagnetic coupling between an EMI source and an EMI victim. In many cases this coupling is modeled by the mutual coupling between two linear antennas. Generally, if two antennas are excited by electromagnetic sources there will be voltages V 1 , V 2 and currents I 1 , I 2 at the antenna input terminals. These quantities are related to each other by a 2×2 impedance matrix (Elliott, 1981 )
according to
compare Fig. 1 . The impedance matrix is independent of the excitation and concisely characterizes the antenna configuration which is determined from the antenna geometries, the antenna positions and orientations, and their environment. The impedances Z 11 and Z 22 are the self impedances of antenna 1 and antenna 2 in the presence of antenna 2 and antenna 1, respectively. The mutual impedances Z 12 and Z 21 are a measure for the electromagnetic coupling between both antennas. Even though impedance is a very basic notion one should keep in mind that it is only defined for sinusoidal time variation or, as a trivial case, for no time variation. It is evident from Eqs. (21, 22) that the mutual impedances can be calculated as ratios between open-circuit voltages and input currents. A solution of the antenna boundary value problem immediately yields the input currents but does not yield the open-circuit voltages.
If the antennas are located in free space usual antenna theory provides formulas for the open-circuit voltages that are based on the reciprocity theorem and a thin-wire approximation. For the mutual impedance Z 12 this is the integral expression (Elliott, 1981 )
The quantities in this expression refer to two different situations. The first is indexed by "t" and is given by a transmitting antenna 1 in absence of antenna 2. That is, I t 1 is the input current of a transmitting antenna in absence of antenna 2 and E t21 (ξ ) is the electric field at the position of antenna 2 which is generated by antenna 1 if antenna 2 is removed from its position. The second situation is indexed by "oc1" and is given by a transmitting antenna 2 in the presence of antenna 1 which is open-circuited. The corresponding quantities I oc1 2 and J oc1 2 (ξ ) refer to the input current and current distribution, respectively, of antenna 2 in this situation. Analogously, 
In the same way we also obtain from Eq. (22)
Equations (25, 26) can be used both in free space or within a cavity as long as the calculation of the currents I oc2 1 and I oc1 2 reflects the corresponding boundary conditions. In view of Eqs. (23, 24) it is important to note that these rely on reciprocity in the form Eq. (6) (Elliott, 1981) . We have discussed in the previous sections that reciprocity also is valid in a lossy cavity if the boundary condition Eq. (8) is assumed. Therefore Eqs. (23, 24) can also be applied in this situation.
Calculation of antenna currents within a cavity
There are two standard integral equations that are in use to calculate the electric current on linear antennas. These are Hallén's equation and Pocklington's equation (Nakano, 1996) . They are based on a vanishing tangential component of the magnetic vector potential A and the electric field E, respectively, on the antenna surface which we assume to be perfectly conducting. If we split the total fields in a scattered and an incident part we can write Hallén's equation as
and Pocklington's equation in the form
with the dyadic Green's functionḠ A (r, r ) for the magnetic vector potential andḠ E (r, r ) the dyadic electric Green's function. Equations (27, 28) must be enforced on each antenna surface such that for N antennas they constitute N coupled integral equations.
Hallén's and Pocklington's equation are equivalent (Nakano, 1996) , but which of both is more advantageous to 94 F. Gronwald and E. Blume: Reciprocity and mutual impedance formulas . . . use? The Coulomb singularity contained inḠ A (r, r ) is proportional to 1/|r−r | and weaker as the Coulomb singularity ofḠ E (r, r ) which, in the source region, is proportional to 1/|r−r | 3 . It follows that for numerical calculations Hallén's equation is preferable since it leads to algebraic equations that are numerically more stable. However, Hallén's equation has the disadvantage that it contains the incident field A inc . In practice, E inc is provided by a given source rather than A inc . To obtain A inc from E inc one observes that, quite generally, in the Lorenz gauge
Therefore a second order differential equation has to be solved to obtain A inc from E inc and this introduces two integration constants per antenna. These integration constants need to be determined from the vanishing of the antenna current at the end points of each antenna. We prefer in the following numerical stability and focus on Hallén's equation. For a lossy, rectangular cavity we have calculated a representation of the Green's functionḠ A (r, r ) which is quickly convergent (Gronwald, 2003) . This representation is based on the Ewald transformation (Ewald, 1921; Jordan et al., 1986; Park et al., 1998) . In general, for a rectangular cavity and Cartesian coordinates x, y, and z, the dyad G A (r, r ) has three non-vanishing components,
The components G A cav xx , G A cav yy , and G A cav zz have the same explicit form and can be related to each other by cyclic exchange of x, y, and z. Hence, without loss of generality, it is sufficient to concentrate in the following on one component, say, G A cav zz . The Ewald representation can be written in the combined form (Gronwald, 2003) 
The variables l x , l y , and l z denote the dimensions of the rectangular cavity while the wave number k ν is defined via Within the ray part the distances between original and mirrored sources to the observation point are given by,
The correct sign rules of the mirror principle are taken into account by the factor A zz i = +1 , i = 0, 1, 6, 7 −1 , i = 2, 3, 4, 5
.
Finally, "erfc" denotes the complementary error function and E is an adjustable parameter which balances the contribution of mode and ray part. In average, the Ewald representation requires for convergence order of magnitudes less terms than the standard representations (Gronwald et al., 2002) .
Example
Now we focus, for the sake of concreteness, on two dipole antennas within a rectangular cavity that are in parallel and aligned with the z-axis, compare Fig. 2 . If, for this configuration, a thin-wire approximation is applied we obtain from Hallén's equation (27) the coupled integral equations
1 G A cav zz (r 2 , r 1 )I 1 (r 1 ) dr 1 + 2 G A cav zz (r 2 , r 2 )I 2 (r 2 ) dr 2 = C 21 cos (k(z 2 −z 02 )) +C 22 sin (k(z 2 −z 02 )) (short circuited antenna) . The boundary conditions of vanishing current at the ends of the antennas will be enforced after discretization by means of the method of moments and determine the integration constants C 11 , C 12 , C 21 , and C 22 . In the method of moments procedure we will use pulse functions as basis functions and perform a point matching (Sadiku, 2000) . To write a corresponding computer program is rather straightforward since, due to the Green's function approach, there is no need to discretize the cavity. The boundaries are already taken into account by the Green's function of the cavity. In view of the calculation of the mutual impedance Z 12 we now turn to an instructive example. We consider a cavity with dimensions l x =6 m, l y =7 m, and l z =3 m. These dimensions roughly correspond to the mode-stirred chamber at the University of Magdeburg. Within this cavity we place an active antenna 2 and an open-circuited antenna 1. The coupled Hallén's Eqs. (37, 38) allow to calculate the antenna currents I 1 , I 2 and to study the influence of the presence of the open-circuited antenna 1 onto the antenna current of antenna 2. Both antennas are taken of length 2 m and radius 10 −3 m. We focus on the mode ν=212 with n x =2, n y =1, and n z =2, compare Eq. (32). According to Eq. (31) this yields a wavenumber k 212 ≈2.565 m −1 that corresponds to a frequency f 212 ≈122.5 Hz. With this frequency we excite antenna 2 by means of a slice generator of amplitude V 02 =1 V. Moreover, for a mode-stirred chamber as resonator it is realistic to assume a quality factor Q=1000. A finite quality factor prevents infinities at resonance and is taken into account by a complex wavenumber according to k→k(1−j/(2Q)). We note that, in principle, the quality factor depends on the frequency and it is not possible to define an overall value. However, for our purposes it is sufficient to keep a constant value of Q since the determination of the quality factor is independent of the following calculation.
To begin with we align antenna 1 with the z-axis with its center at z 01 =1.5 m and put it at x 1 =1.5 m, y 1 =3.5 m. Also antenna 2 gets aligned to the z-axis with its center at z 02 =1.5 m but is put at x 2 =4.5 m, y 1 =3.5 m. This configuration will be referred to in the following as "position 1". In view of the general form of the eigenfunctions Eq. (32) it is clear that in position 1 both antennas will couple to the mode 212. The corresponding solution of the coupled Hallén's equations is shown in Fig. 3 where the absolute values of the antenna currents are displayed as dotted and dashed lines. It is obvious that on the open-circuited antenna 1 there is an induced current that is of comparable size in regard to the current of the active antenna 2. It follows, as we will also see from the next paragraph, that the presence of the opencircuited antenna 1 has a large influence on the active antenna 2.
As a second configuration we keep antenna 2 at its position and parallelly displace antenna 1 to x 1 =3 m, y 1 = 3.5 m. This configuration will be referred to in the following as "position 2". The eigenfunction of the mode 212 vanishes at x 1 =3 m, and this is why antenna 1, in principle, will not couple to this mode in position 2. Now the solution of the coupled Hallén's equations yields the dashed-dotted and the solid line of Fig. 3 . The induced current on the open-circuited antenna 1 is about three orders of magnitude smaller than the current on the active antenna 2. (It is not exactly zero due to the finite quality factor of the cavity which leads to a minor shift of the resonance and due to numerical inaccuracies.) Therefore at position 2 the presence of the open-circuited antenna 1 practically has no influence on antenna 2. This is revealed if antenna 1 is completely removed and the current distribution on the single, active antenna 2 is calculated. This current distribution is represented in Fig. 3 by star-shaped 96 F. Gronwald and E. Blume: Reciprocity and mutual impedance formulas . . . markers. The difference to the current distribution on antenna 2 for position 1 is obvious.
We finally turn to the computation of the mutual impedance Z 12 which is obtained from Eq. (23). Figure 4 shows the absolute value |Z 12 | between 30 MHz and 100 MHz for position 1 and 2. For comparison we also show for these positions the mutual impedance in absence of the cavity. The mutual impedance within the cavity is characterized by sharp resonance peaks that can be attributed to the various cavity modes and indicate the strong mutual coupling at resonance. It should be noted that due to the specific placement of the antennas not all cavity modes get excited. In Fig. 4 the modes 110 (32.9 MHz), 210 (54.4 MHz), 130 (69.0 MHz), 310 (78.0 MHz), 230 (81.4 MHz), and 330 (98.8 MHz) can be identified. Modes with n y even or n z odd are not excited for positions 1 and 2. Moreover, in case of position 2 there is no excitation of modes with n x even. In between the different resonances the value of |Z 12 | within the cavity approaches that of free space.
In view of applications to EMC it becomes clear that the electromagnetic coupling between unintentionally coupled antennas within a cavity can be considerably reduced not only by avoiding resonance frequencies or decreasing the quality factor of the cavity. An equally important aspect is the positioning of the antennas within the cavity that should be chosen such that a simultaneous coupling to dominant modes is avoided. To do this in a systematic way requires a knowledge of the structure of the eigenmodes, of course.
Conclusion
The calculation of the mutual impedance between dipole antennas within a rectangular cavity is, in principle, straightforward. However, two steps deserve mentioning. One step is to check if the required integral expressions for the mutual impedance are also valid within a cavity, the second is to utilize a cavity's Green's function which is accurate and computationally efficient both in the source region and at resonance.
To solve a system of coupled integral equations that is based on Hallén's equation rather than on Pocklington's equation has numerical advantages. The integral kernels are less singular, leading to matrix systems within the methods of moments that are characterized by comparatively low condition numbers. To put this issue in the right perspective one should note that, quite generally, calculations of antenna impedances within resonating environments of high quality factors and near resonance a priori are plagued by numerical instabilities. In this context the Green's function approach, if applied by means of a computationally efficient series representation as above, proves to be advantageous.
It should be admitted that we have investigated a generic example. The cavity's Green's function approach clearly fails if the cavity under investigation is not of canonical shape such that its Green's function is not known. Also the coupled system of Hallén's equation becomes more complex if more complicated antenna configurations are under consideration. Especially the determination of the incident vector potential and its associated integration constants becomes cumbersome if more antennas with arbitrary orientation have to be investigated.
Finally we stress again that within a cavity the mutual impedance between two dipole antennas critically depends on their absolute position within the cavity. This is in contrast to free space where the relative position of the antennas is decisive. In particular, within a cavity the mutual coupling does not necessarily decay in case of increasing distance between the two antennas since the cavity modes do not decay with increasing distance, as well. For strong antenna coupling at resonance it is not the relative distance but the simultaneous coupling to a resonant mode that is important.
