We study various classes of random processes defined on the regular tree T d that are invariant under the automorphism group of T d . Most important ones are factor of i.i.d. processes (randomized local algorithms), branching Markov chains and a new class that we call typical processes. Using
Introduction
Fürstenberg's correspondence principle creates a fruitful link between finite combinatorics and ergodic theory. It connects additive combinatorics with the study of shift invariant measures on the Cantor set {0, 1}
Z . In particular it leads to various strengthenings and generalizations of Szemerédi's celebrated theorem on arithmetic progressions.
The goal of this paper is to study a similar correspondence principle between finite large girth d-regular graphs and Aut(T d ) invariant probability measures on F V (T d ) where F is a finite set and T d is the d-regular tree with vertex set V (T d ). The case d = 2 is basically classical ergodic theory however the case d ≥ 3 is much less developed.
Our approach can be summarized as follows. Assume that G is a d-regular graph of girth g.
We think of d as a fixed number (say 10) and g as something very large. We wish to scan the large scale structure of G in the following way. We put a coloring f : V (G) → F on the vertices of G with values in a finite set F . (It does not have to be a proper coloring i.e. neighboring vertices can have identical color.) Then we look at the colored neighborhoods (of bounded radius) of randomly chosen points v ∈ V (G). By this sampling we obtain a probability distribution on F -colored (bounded) trees that carries valuable information on the global structure of G. For example, if there is a coloring f : V (G) → {0, 1} such that, with high probability, a random vertex v has a color different from its neighbours, then G is essentially bipartite.
It turns out to be very convenient to regard the information obtained from a specific coloring as an approximation of a probability measure on F V (T d ) that is invariant under Aut(T d ). This can be made precise by using Benjamini-Schramm limits of colored graphs (see Section 2, or [5] for the original formulation). We will use the following definition.
Definition 1.1 Let
be a sequence of d-regular graphs. We say that S is a large girth sequence if for every ε > 0 there is an index n such that for every i ≥ n the probability that a random vertex in G i is contained in a cycle of length at most ⌈1/ε⌉ is at most ε. 
It is clear that if S ′ is a subsequence of S, then [S] ⊆ [S ′ ]. If [S] = [S ′ ] holds for every
subsequence S ′ of S, then S is called local-global convergent (see Subsection 2.1 and [28] ). Localglobal convergent sequences of graphs have limit objects in the form of a graphing [28] . For a convergent sequence S the set [S] carries important information on the structure of the graphs in S.
We call a process µ universal if µ ∈ [S] for every large girth sequence S. Universality means, roughly speaking, that it defines a structure that is universally present in every large girth d-regular graph. Weakening the notion of universality, we call a process µ typical if µ ∈ [{G ni } ∞ i=1 ] holds with probability 1 for some fixed sequence
is a sequence of independently and uniformly chosen random d-regular graphs with |V (G ni )| = n i . We will see that understanding i.i.d. We use standard methods from statistical physics, in particular, a heat-bath version of Glauber dynamics. The idea behind this goes back to Ornstein and Weiss: sufficient conditions for fast mixing of Glauber dynamics often imply that the process is factor of i.i.d. See also the paper of Häggström, Jonasson and Lyons [26] . We will see that the necessary condition on the covariance structure given in [3] is not sufficient for a branching Markov chain to be factor of i.i.d. To show this, we use our necessary conditions for typical processes (Section 4), which automatically apply for factor of i.i.d. processes.
Our paper is built up as follows. In the first part we summarize various known and new facts about factor of i.i.d, universal and typical processes, local-global convergence and graphings. Moreover, in this part, we formulate our correspondence principle between typical processes and random d-regular graphs. In Section 3 we focus more on branching Markov chains on T d . We give a Dobrushin-type sufficient condition for a branching Markov chain to be factor of i.i.d. In the last part (Section 4) we give necessary conditions for a process to be typical using joint entropy functions. We will see that this result implies necessary conditions on the large scale structure of random d-regular graphs. (Note that our entropy method is closely related to the F-invariant, introduced by Lewis Bowen [10] in ergodic theory, and also to the ideas developed by Molloy and Reed [41] to study random d-regular graphs in combinatorics.) In particular, we prove combinatorial results on random d-regular graphs, which are generalizations of results by Molloy and Reed [41] and Bollobás [8] . . We say that ν is a factor of µ.
Invariant processes
A possible way to get processes in I d goes through Benjamini-Schramm limits. For the general definition see [5] . We will use and formulate it for colored large-girth graph sequences, as follows.
Let F be a finite set. Assume that
is a large girth sequence of d-regular graphs. Let
be a sequence of colorings of G i . For every pair of numbers r, i ∈ N we define the probability distribution µ r,i concentrated on rooted F -colored finite graphs as follows.
We pick a random vertex v ∈ V (G i ) and then we look at the neighborhood N r (v) of radius r of v (rooted by v) together with the coloring f i restricted to N r (v). The colored graphs (G i , f i ) are Benjamini-Schramm convergent if for every r ∈ N the sequence {µ r,i } ∞ i=1 weakly converges to some measure µ r . The limit object is the probability measure µ on F V (T * d ) with the property that the marginal of µ in the neighborhood of radius r of the root is µ r . It is easy to see that the measure we get from µ by forgetting the root is in I d (F ).
We list various classes of invariant processes on T d that are related to large girth sequences of finite graphs. 
Local processes:
We say that a process is local if it is in the closure of factor of i.i.d processes in the weak topology. Let L d denote the set of such processes in I d .
Universal processes:
A process µ ∈ I d is called universal if µ ∈ [S] holds for every large girth sequence S of d-regular graphs. We denote the set of such processes by U d .
Typical processes:
] holds with probability 1 for some fixed sequence
is a sequence of independently chosen uniform random d-regular graphs with |V (G ni )| = n i . We denote the set of typical processes by R d .
Lemma 2.1 We have the follwing containments:
Proof. The first and last containments are trivial. The containment L d ⊆ U d is easy to see. For a proof we refer to [28] where a much stronger theorem is proved.
We also know by recent results of Gamarnik and Sudan [22] and Rahman and Virág [43] that
Their result implies that the indicator function of a maximal independent set (a set of vertices that does not contain any neighbors) in a random d-regular graph is not in L d (that is, the largest independent set can not be approximated with factor of i.i.d. processes); on the other hand, it is in R d .
It is sometimes useful to consider variants of F d , L d , U d and R d where the values are in an infinite topological space N . The definitions can be easily modified using the extension of BenjaminiSchramm limits to colored graphs where the colors are in a topological space. We denote by
the corresponding set of processes. Using this notation, it was proved in [27] 
In that paper Harangi and Virág used random Gaussian wave functions [17] to show this. See also Corollary 3.3. in the paper of Lyons [37] : it provides a discrete-valued example for a process in
The following question remains after these results.
Question 1 Is it true that
It is an important goal of this paper to give sufficient conditions (for particular models) and necessary conditions for processes to be in one of the above classes. A recent result [3] in this direction is the following.
Note that the statement also holds for processes in R d ; however the proof of that extension uses the very hard theorem of J. Friedman [19] on the second eigenvalue of random d-regular graphs.
There are various examples showing that the condition of theorem 1 is not sufficient. We also give a family of such examples using branching Markov processes (see theorem 5). Branching Markov processes will play an important role in this paper so we give a brief description of them.
Branching Markov processes:
Now choose M to be a finite state space S with the discrete topology. Let Q be the transition matrix of a reversible Markov chain on the state space S. Choose the state of the root uniformly at random. Then make random steps according to the transition matrix Q to obtain the states of the neighbors of the root. These steps are made conditionally independently,
given the state of the root. Continue this: given the state of a vertex at distance k from the root, choose the states of its neighbors which are at distance k + 1 from the root conditionally independently and according to the transition matrix Q. It is easy to see that reversibility implies that the distribution of the collection of the random variables we get is invariant, hence the distribution of the branching Markov process (which will be denoted by ν Q ) is in I d (S).
In the particular case when there is a fixed probability of staying at a given state, and another fixed probability of transition between distinct states, the branching Markov process is identical to the Potts model on the tree and for |S| = 2 we get the Ising model. See e.g. [18, 45] for the description of the connection of the parameters of the two models.
Correspondence between typical processes and random d-regular graphs
Typical processes might be of interest on their own, being the processes that can be modelled on random d-regular graphs. In addition to this, we can go in the other direction. As we will see later, results on typical processes imply statements for random d-regular graphs. In the last section, based on entropy estimates we give necessary conditions for an invariant process to be typical. In this section we show how these results can be translated to statements about random d-regular graphs.
We will present a correspondence principle between these objects.
Local-global convergence and metric
When we want to study the correspondence between typical processes (which are defined on the vertex set of the d-regular tree) and random d-regular graphs, another notion of convergence of bounded degree graphs will be useful. In this subsection we briefly resume the concept of localglobal convergence (also called colored neighborhood convergence) based on the papers of Bollobás and Riordan [9] (where this notion was introduced) and Hatami, Lovász and Szegedy [28] .
In the beginning of this section, we defined the notion of local (Benjamini-Schramm) convergence of bounded degree graphs. However, we need a finer convengence notion that captures more of the global structure than local convergence. Recall that if F is a finite set (colors) and G is a finite graph with some f : V (G) → F , then by picking a random vertex v ∈ V (G) and looking at its neighborhood N r (v) of radius r, we get a probability distribution µ r,G,f , which is concentrated on rooted F -colored finite graphs. (These distributions are called the local statistics of the coloring f .)
. . , k}, and we define
Let U r,k be the set of triples (H, o, f ) where (H, o) is a rooted graph of radius at most r and
is a coloring of its vertices with (at most) k colors. Let M(U r,k ) be the set of probability measures on U r,k . With this notation, we have that
is a compact metric space equipped with the total variation distance of probability measures:
(Note that we will use an equivalent definition of total variation distance later in this paper.) 
For every locally-globally convergent sequence (G n ) of bounded degree graphs there is a limit object called graphing such that the sets of local statistics of G n converge to the local stastics of the limit object; see theorem 3.2 of [28] for the precise statement, and e.g. [1, 3, 16] for more about graphings.
The following metrization of local-global convergence was defined by Bollobás and Riordan [9] . is measurable. Hence local-global convergence and metric both extend to graphings.
We will need the following two lemmas about the metric d CN . We remark that for sake of simplicity we will use the notion of random d-regular graphs with n vertices in the sequel without any restriction on d and n. If d and n are both odd, then there are no such graphs. We will formulate the statements such that they trivially hold for the empty set as well. 
Proof. Since the sum of the weights is finite in (1), and the all the Hausdorff distances are at most 1, it is enough to prove the statement for a single term. Let us fix k and r. Let µ r,G1,f ∈ Q r,G1,k be an arbitrary element corresponding to a coloring f :
It is enough to prove that the total variation distance of µ r,G1,f and µ r,G2,f can be bounded from above by a quantity depending only on i and tending to zero as i goes to ∞. Let e be the only edge in E(G 1 )△E(G 2 ). In both G 1 and 
Typical processes
In this section we prove a correspondence principle between typical processes and random d-regular graphs.
Throughout this section, d ≥ 3 will be fixed, and G n will be a uniformly chosen random dregular graph on n vertices.
Lemma 2.4 For fixed
Proof. Given ε > 0, for all n ≥ 1, by using Lemma 2.2, we choose an ε/4-net N n of size at most F (ε/4) in the set of d-regular graphs with n vertices with respect to the colored neighborhood metric. (We emphasize that the size of the net does not depend on the number of vertices of the graph.) For each n, let B n,ε ∈ N n be a (deterministic) d-regular graph on vertices such that
where G n is a uniform random d-regular graph on n vertices. Such a B n,ε must exist according to the definition of the ε/4-net N n .
We define f n,ε (
if n ≥ n 0 with some fixed n 0 , then f n,ε is a Lipschitz function with δ. By well-known concentration inequalities (based on the exploration process and Azuma's inequality on martingales, see e.g. [2,
Chapter 7], this implies the following. For all η > 0 there exists n 1 = n 1 (η) such that
By choosing 0 < η < min(ε/4, 1/F (ε/4)), inequalities (2) and (3) together imply E(f n,ε (G n )) ≤ ε/2 (n ≥ n 1 ). That is, since f n,ε is concentrated around its expectation (due to its Lipschitz property) for large n, and G n is close to some fixed graph with probability with a positive lower bound not depending on n, we conclude that this expectation has to be small for n large enough.
Putting this together, this yields
It is clear by the last inequality that {B n } ∞ n=1 satisfies the requirement.
Proposition 2.1 For all infinite S ⊆ N there exists an infinite S ′ ⊆ S and a graphing
(G i ) i∈S ′ locally-globally converges to the graphing G with probability 1.
Proof. First, based on Lemma 2.4, we can choose S 1 ⊆ S such that {d CN (B n , G n )} n∈S1 tends to 0 with probability 1. On the other hand, by compactness, there is an infinite subsequence S ′ ⊆ S 1 such that {B n } n∈S ′ is locally-globally convergent. Let G be its limit. This completes the proof.
Graphings arising as the local-global limits of sequences of random graphs -like in Proposition 2.1 -play an important role when we are dealing with random d-regular graphs and typical processes.
Definition 2.4 A graphing G ∈ X d is called typical if there exists an infinite S
locally-globally converges to G with probability 1.
We conjecture that (with respect to local-global equivalence) there is a unique typical graphing.
To put it in another way, the almost sure limit of sequences of random regular graphs does not depend on the sequence of the number of vertices. More precisely, the conjecture is the following.
If G and G ′ are both typical graphings, then G and G ′ are locally-globally equivalent (i.e. their localglobal distance is 0). This is essentially saying that a growing sequence of random d-regular graphs is convergent in probability. Deep results in favour of this conjecture were established by Bayati, Gamarnik and Tetali [4] . They proved the convergence in probability of various graph parameters, e.g. the independence ratio. Note that the paper [28] has a formally stronger conjecture, which states convergence with probability 1.
We will need the following fact, which would also trivially follow from this conjecture.
Lemma 2.5 The set of typical graphings is closed within the local-global topology in
be a sequence of typical graphings converging locally-globally to G. We can assume that
is finite. By definition, for every i ∈ N there is an infinite set S i such that {G n } n∈Si converges to G with probability 1. Choose j i ∈ S i such that
Using triangle inequality and our assumption on the seqence {G i }, we may replace G i by G, and the sum remains finite. This shows that the sequence of independent random graphs {G i } ∞ i=1 locallyglobally converges to G with probability 1, and hence G is a typical graphing.
Our goal is to understand the consequences of results on typical processes for random d-regular graphs. In order to do this, we recall that there is a connection between d-regular graphings and invariant processes on the d-regular tree [3, 28] , with the property that typical graphings correspond to typical processes. Suppose that G is a d-regular graphing. Moreover, suppose that the vertices of G are colored with a finite color set S in a measurable way. Then choose a random vertex of G and map the rooted d-regular tree into G by a random graph covering such that the root is mapped to the chosen vertex. By assigning to each vertex of the d-regular tree the color of its image in G, we get a random coloring of T * d . This way we get a random invariant process on T * d . Now we consider all the processes that can be obtained from G with an S-coloring. We denote by γ(G, S) the closure of this set in the weak topology. Note that γ(G, S) is invariant with respect to local-global equivalence of graphings.
It follows immediately from the definition that if the graphing G is typical and S is an arbitrary finite set, then all processes in γ(G, S) are typical. Furthermore, every typical process can be obtained this way. By lemma 2.5 we get the next corollary.
Lemma 2.6 For every fixed d and finite set S, the set of typical processes with values in S is closed with respect to the weak topology.
Now we are ready to prove the folowing correspondence principle between random graphs and typical graphings. Proof. Assume that S = {i ∈ N : P (G i ∈ C) > ε} is infinite for some ε > 0. Choose S ′ ⊆ S by proposition 2.1; that is, (G i ) i∈S ′ locally-globally converges to a fixed graphing G with probability 1.
On the other hand, by independence, it follows that with probability 1 we have G i ∈ C for infinitely many i ∈ S ′ . Since C is closed in the local-global topology, and G is the limit of the whole sequence almost surely, this implies that G has to be in C. But, by definition, G is typical. This contradicts our assumption on C.
The main application of proposition 2.2 is that we can turn statements about typical processes into statements about random d-regular graphs. As we have explained before, typical processes are exactly the processes coming from typical graphings. Therefore if we succeed in excluding typical processes from a closed set within the weak topology of invariant processes, then at the same time we exclude typical graphings from a closed set within the local-global topology, and through proposition 2.2 we obtain a result for random d-regular graphs. We will demonstrate this principle on concrete examples in Section 4.2.
Joinings and related metric
An invariant coupling, or shortly joining, of two elements µ,
such that the two marginal processes of ψ (with respect to the first and second coordinate in M × M ) are µ and ν. We denote by C(µ, ν) the set of all joinings of µ and ν.
Assume that the topology on M is given by a metric m :
where v is an arbitrary fixed vertex of T d and ψ| v is the restriction of ψ to v. Note that automorphism invariance implies that m c does not depend on the choice of v. If M has finite diameter, then m c (µ, ν) is a finite number bounded by this diameter. This is basically Ornstein'sd-metric, which was originally defined for Z-invariant processes, see e.g. [24] . See also the recent papers of Lyons and Thom [37, 39] where several results and open questions on T d are presented, connecting the factor of i.i.d. processes to this metric.
The key to the proof of the fact that this is a metric is the notion of relatively independent joining [24, Chapter 15, Section 7] . Assume that ψ 1,2 ∈ C(µ 1 , µ 2 ) and ψ 2,3 ∈ C(µ 2 , µ 3 ). Let us consider the unique joining of ψ 1,2 and ψ 2,3 that identifies the marginal µ 2 and has the property that µ 1 and µ 3 are conditionally independent with respect to µ 2 . We remark that using relatively independent joinings and some kind of Borel-Cantelli arguments one can check that the space of invariant processes is complete with respect to thed-metric.
The case when M is a finite set plays a special role in our paper. In this case we define m(x, y) = 1 if x = y and m(x, x) = 0 for x, y ∈ M . The corresponding metric m c is regarded as the Hamming distance for processes in I d (M ).
Glauber dynamics and branching Markov processes
Glauber dynamics is an important tool in statistical physics. In this chapter we consider a variant of heat-bath Glauber dynamics that is an m c -continuous transformation on I d (M ). We begin with the finite case, then we define the Dobrushin coefficient, and formulate the main results: a Dobrushin-type sufficient condition for branching Markov chains to be factor of i.i.d. Then we give a brief description of the Poisson Glauber dynamics that seems to be the closest analogy to classical
Glauber dynamics, and we define something similar, that is more technical, but more useful in our applications.
Glauber dynamics on finite graphs
First suppose that G is a (potentially infinite) d-regular graph, and we have a reversible Markov chain with finite state space S and transition matrix Q. We think of G such that each vertex has a state from S; the state of the graph is an element in It is also clear from the theory of finite state space Markov chains that (with appropriate conditions on Q) this Markov chain has a unique stationary distribution, which is the limiting distribution of the Glauber dynamics. However, the order of the mixing time depends on Q; the question typically is whether the mixing time can be bounded by a linear function of the number of vertices.
Our main result will show that the so called Dobrushin condition, which implies fast mixing, also implies that the process is factor of i.i.d. Note that the connection between fast mixing and factor of i.i.d. property was also implicitly used in [22] . A paper of Berger, Kenyon, Mossel and Peres It is important to mention the paper of Bubley and Dyer [11] on fast mixing of the Glauber dynamics of Markov chains and on the path coupling technique, which is applied in [6] , and whose ideas will be used in what follows. See also the paper of Dembo and Montanari [14] and Chapter 15 in [33] for more details on mixing time of the Glauber dynamics.
The Dobrushin coefficient and factor of i.id. processes
When we examine how the properties of the Glauber dynamics depend on the transition matrix Q, it is helpful to investigate the following: how does a change in the state of a single neighbor of v effect the conditional distribution of the state of v at the Glauber step? This is the idea of the definition of the Dobrushin coefficient (see e.g. [11, 15] ). 
where d T V is the total variation distance of probability distributions:
To put it in another way, we consider pairs of configurations on the neighbours of v that differ at only one place. We calculate the total variation distance of the conditional distributions at v given the two configurations. Finally we take the supremum for all these pairs. Note that this definition depends only on Q and the number of neighbors of v.
Now we can formulate the main result of this section, which will be proved in Subsection 3.7.
Theorem 2 If the condition D < 1/d holds for a reversible Markov chain with transition matrix Q
on a finite state space S, then the branching Markov process ν Q corresponding to Q on the d-regular
This theorem is heuristically in accordance with the results of Bubley and Dyer [11] , who proved fast mixing of the Glauber dynamics if the condition D < 1/d holds. Moveover, this condition has other consequences for correlation decay and the uniqueness of the Gibbs measure under various circumstances [15, 34, 44, 46] . However, we do not know in general whether fast mixing or the uniqueness of the Gibbs measure implies that the branching Markov process is factor of i.i.d.
Poisson Glauber dynamics on T d
When the vertex set of the underlying graph is finite, as we have already seen in Subsection 3.1, it is easy to define the Glauber dynamics. From now on we get back to the infinite d-regular tree, where it is not possible to choose a vertex uniformly at random, and perform Glauber dynamics step by step this way. In this subsection we give a heuristic description of the continuous time Glauber dynamics on the infinite tree for motivation. However, for our purposes the discrete version defined in the next subsection is more convenient, hence we omit the precise details of the definition of the continuous time model.
We assign independent Poisson processes with rate 1 to the vertices of the tree. That is, each vertex has a sequence of random times when it wakes up. At the beginning, at time zero, the vertices are in random states chosen independently and uniformly from the finite state space S. is the fact that the probability that neighbors wake up at the same time is zero. When we define the discrete time Glauber step in the next subsection, we will have to pay attention to avoid the event that neighbors are waking up simultaneously.
The factor of i.i.d. Glauber step on T d
As we have seen in Subsection 3.1, the single Glauber step for finite graphs maps each configuration in S V (G) to a random configuration. Now we are working with the infinite d-regular tree T d , hence we deal with random processes, which are probability distributions on S V (T d ) . We will describe a way of performing Glauber steps simultaneosly at different vertices such that our procedure produces factor of i.i.d. processes from factor of i.i.d. processes.
, which is a labelling of the vertices of the d-regular tree with labels from the finite state space S of the Markov chain, we will perform a single Glauber step to get a random configuration Gω in S V (T d ) . Fix the transition matrix Q. The scheme is the following;
we give the details afterwards.
1. Choose an invariant random subset U of V (T d ) such that it has positive density and it does not contain any two vertices of distance less than 3.
2. For each vertex v ∈ U perform the usual Glauber step at v: randomize the state of vertex v according to the conditional distribution with respect to the states of its neighbours.
More precisely, for the first part we need the following lemma.
Lemma 3.1 It is possible to find an invariant random subset U of V (T d ) such that • it is factor of i.i.d.: the distribution of the indicator function of U is in F d ({0, 1});
• it has positive density: the probability that the root o is in U is positive;
• it does not contain any two vertices of distance less than 3.
Proof. We start with This lemma ensures that we can perform the first part of the Glauber step as a factor of i.i.d.
process. As for the second part, we just refer to the definition of the Glauber step at a single vertex:
each vertex v ∈ U randomizes its state given the state of its neighbors and according to the distribution of the branching Markov process constrained on the finite subset v ∪ N (v). Since the distance of any two vertices in U is at least 3, these randomizations can be performed simoultaneously and independently.
It is straightforward to extend the definition of the Glauber step to a map from the set of probability measures on S V (T d ) to itself. Namely, choose a random configuration from S V (T d ) according to the given measure, and perform the Glauber step described above. This gives a new probability measure on S V (T d ) . It is also easy to see that if we apply this for an invariant probability measure, then the resulting measure will also be invariant. Hence we have extended the definition of the Glauber step to a transformation of the form G :
Moreover, note that if ν is factor of i.i.d., then G(ν) is also factor of i.i.d., since the set of vertices performing Glauber steps is chosen by a factor of i.i.d. process by lemma 3.1, and Glauber steps depend only on the state of the neighbors of these vertices.
The invariance of the branching Markov process for the Glauber step
In order to prove theorem 2, we will need the fact that the Glauber step defined above does not change the distribution of the branching Markov process.
Proposition 3.1 (Invariance) If ν Q ∈ I d (S) is the branching Markov process with transition matrix Q then it is a fixed point of the Glauber step corresponding to Q and d (i.e. G(ν
Proof. First we check that the Glauber step at a single vertex u does not change the distribution of the branching Markov process. It follows from the fact that the distribution of the state of u and the joint distribution of the states at V (T d ) \ {u ∪ N (u)} are conditionally independent given the states of the vertices in N (u).
Let U be the set of vertices performing Glauber steps when we apply G. Since these vertices are far away from each other (their distance is at least 3 according to lemma 3.1), the randomizations are independent, and therefore, since the Glauber step at a single vertex does not change the distribution, it is also invariant for finitely many steps. On the other hand, for arbitrary U it is possible to find finite sets of vertices U n such that (i) U n ⊆ U n+1 for all n; (ii)
if a vertex is in U ∩ U n , then all its neighbors are in U n . For example, one can use balls of appropriate radius with a few vertices omitted from the boundary. Since every U n contains finitely many vertices, and vertices on the boundary of U n do not perform Glauber steps, the distribution of the branching Markov process is invariant for the Glauber steps at vertices U ∩ U n . This also implies that the branching Markov process is invariant for G, when we perform Glauber steps at the vertices of U simultaneously.
The Glauber step as a contraction
We will prove that if the Dobrushin coefficient (Definition 3.1) is small enough, then the factor of i.i.d. Glauber step is a contraction with respect to the metric m c derived from the Hamming distance on S. First we need a notation and a lemma. 
2).
Recall that B v,ω is the distribution of the state of vertex v at the Glauber step if the state of its neighbors are given by ω ∈ S N (v) .
Lemma 3.2 Suppose that we have a branching Markov process on T d with Dobrushin coefficient
Proof. The case k = 1 is trivial. The general case follows by induction using the triangle inequality.
Now we can prove that the factor of i.i.d. Glauber step is a contraction if the Dobrushin condition holds.
Proposition 3.2 If
D < 1/d, then G : I d (S) → I d (
S) is a contraction with respect to the coupling
Hamming distance h c ; that is, there exists r < 1 such that
Proof. Choose ε > 0 such that r := (1 + ε)(1 − p + pdD) < 1, where p > 0 is the density of U in the Glauber step. This is possible if ν 2 ) by h. By the definition of the metric h c , there is a joining Ψ of ν 1 and ν 2 such that E(m(Ψ| v )) < (1 + ε)h holds ayt any given vertex v, where m denotes the Hamming distance on S.
Our goal is to construct a joining
We construct this joining in a way that the set of vertices that perform the Glauber step are the same for ν 1 and ν 2 . As a first step we choose an invariant random set U according to lemma 3.1 such that U is independent from Ψ.
We define Ψ ′ from Ψ and U as follows. When we randomize the state of a given vertex v ∈ U , conditionally on the states of vertices in N (v), we use the best possible coupling of the conditional distributions in total variation (the probability that the two random variables are different is minimal). Since we deal with finite number of configurations and a discrete probability space for fixed u, this is sensible. For the distinct vertices in U we join these couplings independently to get Ψ ′ for a fixed U . This defines Ψ ′ on the whole extended probability space.
Since U is invariant and the randomizations depend only on the states of the neighbors, Ψ ′ is also invariant. It is clear that the marginal distributions ν 
The probability that v ∈ U is p by definition. With probability 1 − p its state is not changed, therefore there is a difference in Ψ ′ with probability E(m(Ψ| v )) < h(1 + ε); this is just the density of differences in the original process. Otherwise a Glauber step is performed at v. The expected value of the number of differences in N (v) between the random configurations according to ν 1 and ν 2 is dE(m(Ψ| u )) < dh(1 + ε). By lemma 3.2, if the number of differences is k, then it is possible to couple the conditional distributions such that the probability that the state of v is a difference is less than or equal to kD. When we defined Ψ ′ , we have chosen the best couplings with respect to total variation. Therefore the probability that we see a difference in Ψ ′ is less than
. By the choice of ε (where we used the condition D < 1/d) this is less than h, and we get that 
Proof of Theorem 2
Recall that the Glauber step G can be defined as a map from the set of invariant processes to itself. It is a contraction with respect to thed-metric, whose unique fixed point is the corresponding branching . .) will be identical to the distribution of G(J k ). The main point is the coupling of these processes. First we couple G(J 1 ) and G(J 2 ) such that, at each vertex where a Glauber step is performed, the coupling realizes the total variation distance of the conditional distributions given the states of the neighbors. Then we couple G(J 3 ) to the already existing probability space such that it is optimally coupled to G(J 2 ) with respect to the total variation distance. We continue this, from the left to the right, we always couple the next term to the previous one with the coupling that realizes the total variation distance at each vertex.
Let I be the i.i.d. process on T d whose marginal distributions at the vertices are uniform on S.
We define
with n copies of I as follows. We already know that T maps any sequence of invariant processes to another sequence of processes of the same length. When we have a sequence, and we write an I before it, we mean the sequence consisting of a copy of I and the original sequence coupled to a common probability space independently. We get a longer sequence, and we apply T to this. Then again, we add an independent copy of I, and apply T . We repeat this n times to get I (n) . It is also clear that the kth term of this sequence of length n is identical in distribution to G k I. Therefore it belongs to F d (S).
When we are producing this sequence, we are using the following probability spaces that are coupled to each other. First, we need the spaces where these copies of I are defined. Then, when we apply the Glauber step, we need to choose the random set of vertices waking up, like in lemma 3.1. Finally, there are the moves when the given vertices randomize their current state with the appropriate coupling.
The next step is to show that I (∞) also makes sense. It will have infinitely many coordinates.
Since we performed the coupling procedure from the left to the right, if we want to determine the kth term of I (∞) , then it is sufficient to deal with the first k copies of I and choose the optimal couplings defined above finitely many times. Hence the whole sequence is well defined.
We go further and we will see that It is easy to see that each coordinate of I ∞ depends measurably on finitely many of these random variables. It follows that I ∞ is factor of i.i.d.
We claim that for each vertex v ∈ V (T d ) the sequence (H k (v)) is constant except for finitely many terms almost surely, and the process ν defined by v → lim k→∞ H k (v) is a factor of i.i.d.
process. Let p k be the probability that the root has a different state in H k and H k+1 . Since the Glauber step is a contraction with respect to the Hamming distance, p k tends to 0 exponentially fast. A Borel-Cantelli argument implies that the state of a given vertex stabilizes after finitely many steps. Then it follows that the limit is measurable and so it is factor of i.i.d.
Finally, since H k converges to the fixed point of G, which is the branching Markov process by Proposition 3.1, we get that the branching Markov process is factor of i.i.d.
Entropy inequalities
In this section we will formulate necessary conditions for invariant processes to be typical based on entropy. These inequalities imply necessary conditions for a process to be factor of i.i.d. Note that these kind of inequalities were used for various purposes. They are closely related to the results of Now we define configuration entropy as we will use it later on. Recall that if µ is a probability distribution on a finite set S of atoms with probabilities p 1 , p 2 , . . . , p K , then its entropy is defined
(If a probability p i is zero, then the corresponding term is also defined to be equal to zero.) We also define H(µ) := e h(µ) . Assume that a finite set of size n has an S-coloring with color distribution µ. Let H(µ, n) denote the number of such colorings. Then H(µ, n) = H(µ) n(1+o(1)) as n tends to infinity. The invariance of ν implies that h(F ) = h(F ′ ) whenever there is an automorphism of T d taking F to F ′ . This means that it makes sense to talk about the entropy of a given configuration in T d (for example an edge or a star) without specifying where the given configuration is in T d .
We prove two entropy inequalities, which hold for every typical process, and hence for every universal and factor of i.i.d. process by lemma 2.1.
Recall from Section 2 that R d is the set of invariant processes that can be modelled on random d-regular graphs. We denote by h() the edge entropy, that is, h(F ) when the finite graph is an edge, and h( q ) will be the vertex entropy, where F is a single vertex.
Theorem 3
For any typical process ν ∈ R d the following holds:
Before proving theorem 3 we need a lemma. Let P M (k) denote the number of perfect matchings on a set with k elements.
Lemma 4.1 Let V and S be finite sets where |V | = n. Let µ be a probability distribution on S and let ν be a probability distribution on S × S. Assume that f : V → S is a coloring of V such that the color of a random element in V has distribution µ. Let M f be the set of perfect matchings on V such that the pair of colors on the two endpoints of a random directed edge in the matching has
Proof. Let M ′ = ∪ g M g where g runs through the S-colorings of V with color distribution µ. We
On the other hand we can generate an element in M ′ by first choosing a perfect matching on V and then putting colors on the endpoints of the edges in a way that the distribution of colored edges is ν. This can be done in P M (n)H(ν, n/2) different ways. So we obtain that H(µ, n)|M f | = P M (n)H(ν, n/2). The proof is complete. Now we are ready to prove theorem 3.
Proof. The basic idea is the following. Assume that S is a finite set and ν ∈ R d is a typical process, which belongs to I d (S). We denote by
] holds with probability 1. Let ν v denote the marginal of ν on a vertex in T d and let ν e denote the marginal of ν on an edge in T d . Let ε > 0. We denote by G n,ε the set of S-colored d-regular graphs on the vertex set V n with the restriction that the distribution of vertex colors is ε-close to ν v and the distribution of colored (directed) edges is ε-close to ν e in total variation distance. Since ν is typical we know that if n is large enough and belongs to the sequence {n i } ∞ i=1 , then almost every d-regular graph on n vertices is in G n,ε . It follows that
holds for every ε > 0 where t n is the number of d-regular graphs on n vertices.
In the rest of the proof we basically compute the asymptotic behavior of log |G n,ε | if ε is small and n is large enough depending on ε. We start by assigning d half-edges to each element of V n .
Let V * n denote the set of these half edges. We first color the vertices according to the distribution ν v . We color V * n such that each half edge inherits the color of its incident vertex. Then we match these half-edges such that the distribution of the colors of the endpoints of a uniform random edge is ν e .
To be more precise, in each coloring throughout this proof, we allow an ε error in the total variation distance of distributions.
There are H( q ) n(1+o(1)) ways to color V n with distribution ν v . Here o(1) means a quantity that goes to 0 if first n goes to infinity and then ε goes to 0.
Assume that the vertices of V n have a fix coloring. Let M denote the set of perfect macthings on V * n that satisfy the above requirement. By lemma 4.1 we have that (1)) .
Finally we have to take into consideration that the order of the half-edges does not matter, hence we get every coloring (d!) n times.
Putting everything together, the number of colored d-regular graphs on V n with the required property is the following:
Using the same argument about the half-edges but forgetting about all colorings, one can see that the number of d-regular graphs on n vertices is
By (5) we conclude that
By tending to 0 with ε, taking the logarithm of both sides and rearranging we get the statement of the theorem.
Similarly to the proof of theorem 3, one can show the following.
Theorem 4
whered is the star of degree d.
Proof. The proof is very similar to the proof of theorem 3 so we only give the details that are . We obtain a d-regular graph G with a desired coloring g by using a perfect matching on the set of half-edges such that the second coordinate of each half-edge is equal to the first coordinate of its pair in the mathching.
Using lemma 4.1, we obtain that the number of such perfect matchings is
Thus the number of d-regular graphs with a desired coloring is
Similarly to the proof of theorem 3 we obtain that H(
. This completes the proof.
Entropy inequalities and branching Markov chains
In theorem 2 we gave a sufficient condition for a branching Markov process to be factor of i.i.d. For the ferromagnetic Ising model, the parameter ϑ is equal to the spectral radius of the transition matrix Q, which is, in general, the second largest eigenvalue in absolute value after the eigenvalue 1. More generally, the results of [3] imply that a branching Markov process is not the weak limit of factor of i.i.d. processes if the spectral radius ̺ of its transition matrix Q is larger than 1/ √ d − 1.
We will use theorem 3 to show that for general branching Markov processes the correlation bound is far from being optimal.
Theorem 5
For every d ≥ 3 and ε > 0 there exists a transition matrix Q such that
• its spectral radius is less than ε;
• the branching Markov process on the d-regular tree T d according to Q is not a typical process, and hence it is not the weak limit of factor of i.i.d. processes.
Proof. Choose a prime p which is equal to 1 modulo 4 and which satisfies
Due to Lubotzky, Phillips and Sarnak [36] , this is possible. Let Q be the transition matrix of the simple random walk on the vertices of G. (That is, Q is the adjacency matrix of G normalized by p + 1.) Let r be the spectral radius of G. By the definition of Ramanujan graphs we have that
The branching Markov process on T d according to Q is an invariant process in I d (N ), where N represents the vertices of G, that is, it has k elements. Since G is regular, the stationary random walk is uniformly distributed on its vertices, and therefore the vertex entropy of this branching Markov process is just ln k.
As for the edge entropy: we can choose the first vertex uniformly at random, and then one of its p + 1 neighbors arbitrarily, but the order does not matter. Therefore the edge entropy is ln k + ln(p + 1).
From Proposition 3 we get that if the branching Markov process according to the transition matrix Q was a typical process, then the following would be true:
This contradicts the choice of k. Therefore the branching Markov process according to Q is not a typical process. 
Entropy inequalities and random d-regular graphs
In this section we show how to use entropy inequalities to obtain results about random d-regular graphs. Our strategy is that we use theorem 4 to show the certain invariant processes can not be typical. Then, by the correspondence principle, we translate this to statements about random dregular graphs. Throughout this section we assume that d ≥ 3. We give two examples for families of rigid processes.
Lemma 4.2 Assume that S is a finite set in R and that µ satisfies the eigenvector equation; namely,
that a µ-random function f :
, which shows that the first condition is satisfied. We want to exclude the possibility that f (o), f (w 2 ), f (w 3 ), . . . , f (w n ) are identically distributed independent random variables. We can assume that all values in S are taken with positive probability. This means that for every pair (c 1 , c 2 ) ∈ S × S we have with positive probability that f (w 2 ) = f (w 3 ) = · · · = f (w d ) = c 1 , f (o) = c 2 , and thus f (w 1 ) = λc 2 −(d−1)c 1 .
It follows that λS + (1 − d)S ⊆ S (using Minkowski sum), which is impossible if S is finite.
For the second example, we need the next definition. e(g).
It will be important that the covering error ratio can be extended to graphings in a natural way such that the extension is continuous in the local-global topology. Let G be a graphing on the vertex set Ω. Let g : Ω → S be an arbitrary measurable function. Let W ⊆ Ω be the set of vertices at which g is not a covering of M . We denote by e(g) the measure of W . We define c(G, M ) as the infimum of e(g) where g runs through all measurable maps g : Ω → S. We can also obtain c(G, M )
as a minimum taken on processes. For µ ∈ I d (S) let e(µ) denote the probability that a µ random function f : T * d → S is not a covering of M at o. Using the fact that e(µ) is continuous in the weak topology and that γ(G, S) is compact in the weak topology we obtain that c(G, M ) = min µ∈γ(G,S) e(µ).
Now we are ready to prove the next combinatorial statement. For d = 3 this is a consequence of the results of Molloy and Reed [41] .
The next application is a result of Bollobás [8] , stating that random d-regular graphs are far from being bipartite. To put it in another way, it says that the independence ratio (size of the largest independent set divided by the number of vertices) of a random d-regular graph is at most 1/2 − ǫ with probability tending to 1 with the number of vertices for some ǫ > 0. We can obtain this by applying theorem 6 for the matrix M 2 .
Remark 4.3 One can obtain explicit estimates for the value of ǫ in theorem 6 for any given matrix
M by analizing the inequalities in proposition 4.1. 
Remark 4.4 An interesting application of theorem 6 is when

