Crawling deep web is the process of collecting data from search interfaces by issuing queries. With wide availability of programmable interface encoded in web services, deep web crawling has received a large variety of applications. One of the major challenges crawling deep web is the selection of the queries so that most of the data can be retrieved at a low cost. We propose a general method in this regard. In order to minimize the duplicates retrieved, we reduced the problem of selecting an optimal set of queries from a sample of the data source into the well-known set-covering problem and adopt a classical algorithm to resolve it. To verify that the queries selected from a sample also produce a good result for the entire data source, we carried out a set of experiments on large corpora including Wikipedia and Reuters. We show that our sampling-based method is effective by empirically proving that 1) The queries selected from samples can harvest most of the data in the original database; 2) The queries with low overlapping rate in samples will also result in a low overlapping rate in the original database; and 3) The size of the sample and the size of the terms from where to select the queries do not need to be very large.
Introduction
Deep web [3] is the web that is dynamically generated from data sources such as databases or file systems. Unlike surface web where data are available through URLs, data from a deep web are guarded by a search interfaces. The amount of data in deep web exceeds by far that of the surface web. This calls for deep web crawlers to excavate the data so that they can be reused, indexed, and searched upon in an integrated environment.
Crawling deep web [2, 5, 13, 14, 17] is the process of collecting hidden data by issuing queries through various search interfaces including HTML forms, web services and programmable web APIs Crawling deep web data sources is important for several reasons, such as indexing deep web data sources, or backing up data.
In this area, two research challenges have been substantially addressed. One is learning and understanding the interface and the returning result so that query submission [11] and data extraction [1] can be automated. The other is selecting appropriate queries so that most of the hidden data are harvested at a low cost [14] [17] [2] . With the popularity of publicly available web services that provide programmable interfaces [?] , where input and output data formats are explicitly specified, automated extraction of deep web data becomes more practical, and the problem of query selection is becoming more prominent.
In this paper, we focus on querying textual data sources, i.e., those data sources that contain plain text documents only. This kind of data sources usually provides a simple keywords-based query interface instead of multiple attributes as studied in [17] .
A naive approach to selecting queries to cover a textual data source is to choose words randomly from a dictionary. In order to reduce the network traffic, queries to be sent need to be selected carefully. Various other approaches [2] [14] [17] have been proposed to solve the query selection problem, with the goal of maximizing the coverage of the data source while minimizing the communication costs. Their strategy is to minimize the number of queries issued, by maximizing the unique returns of each query.
One of the most elaborate query selection methods along this line was proposed by Ntoulos et al [14] . The authors used an adaptive method to select the next query to issue based on the documents already downloaded. A greedy algorithm for set-covering problem is used to select an optimal query based on the documents downloaded so far and the prediction of document frequencies of the queries on the entire corpus. However, the same query that harvests a large chunk of new returns may also bring back many duplicates. In terms of network traffic, duplicate data far overweight the number of queries. In the present work, we will focus on reducing the duplicates.
Another shortcoming of Ntoulas et al's method is the necessity of downloading and analyzing of all the documents covered by current queries in order to select the next query to be issued, which is highly inefficient. In applications where only the links are the target of the collection, downloading the entire documents is unnecessary. Even when our final goal is to download the documents instead of the URLs, it would be more efficient to separate the URLs collection process from the document downloading itself. Usually, the implementation of a downloader should consider factors such as multithreading and network exceptions, and should not be coupled with link collection.
Because of those practical considerations, we propose an efficient sample-based method for collecting the URLs of a deep web data source: we first collect from the data source a set of data items as a sample that represents the original data source. From the sample data, we select a set of queries that cover most of the sample documents with a low cost. Then we use this set of queries to extract data from the original data source.
Our method relies on the hypothesis that the queries working well on the sample will also induce satisfactory results on the total data base (i.e., the original data source), which is the main contribution of the present work. More precisely, this paper establishes the following hypotheses:
1. The vocabulary learnt from the sample can cover most of the total database; 2. The overlapping rate in the sample can be projected to the total data base;
3. The sizes of the sample and the query pool do not need to be very large.
While the first result was borrowed from [4] , the last two are not reported in literature as far as we are aware of. As our method is dependent on the sample size and query pool size, we have empirically determined the appropriate sizes for the sample and the query pool for effective crawling of a deep web.
Problem formalization

Hit rate
The goal of data extraction is to harvest most of the data items within a data source. This is formalized as the Hit Rate that is defined below.
Let q be a query and DB a database. We use S(q, DB) to denote the set of data items in response to query q on database DB. Definition 1 (Hit Rate, HR) Given a set of queries Q={q 1 , q 2 , ..., q i } and a database DB. The hit rate of Q on DB, denoted by HR(Q,DB), is defined as the ratio between the number of unique data items collected by sending the queries in Q to DB and the size of the data base DB, i.e., hit rate at the i-th step is:
Overlapping rate
Definition 2 (Overlapping Rate, OR) Given a set of queries Q={q 1 , q 2 , ...,q i }, the overlapping rate of Q on DB, denoted by OR(Q,DB), is defined as the ratio between the total number of collected links and the number of unique links retrieved by sending queries in Q to DB. i.e.,
The cost of deep web crawling in our work refers to the redundant links that are retrieved, which can be defined by the overlapping rate. Note that we do not consider the cost for sending queries, as it is negligible compared to the large number of downloaded links, especially when the retrieved links are much larger than the queries. For example, suppose that each query retrieves 100 items in average, in total 1000 queries are sent, and overlapping rate is 4. Overall 100,000 items are collected, out of which 25,000 are unique items. The main network traffic can be characterized by the downloading of 100,000 links, or the 75,000 duplicates. Apparently, here the cost for sending 1000 queries is negligible. Hence we use the overlapping rate, instead of the number of queries needed as used in [14] , to measure the cost of crawling.
There are two challenges in selecting appropriate queries. First, selecting an optimal set of queries can Although various polynomial-time approximate algorithms exist in literature, they have an at least quadratic time complexity and hence unable to handle large number of queries and documents. The second challenge is that the actual corpus is unknown to the crawler beforehand, hence the crawler can not select the most suitable queries with the global knowledge of the underlying documents inside the database.
Our method
With our deep web crawling method, we first download a sample set of documents from the total database. From this sample, a set of queries is acquired. This set of queries are selected in such a way that it can be used to cover most of the documents in the original data source with a low cost. This method is illustrated in Figure 1 with the algorithm outlined below: To refine this algorithm, there are several parameters that need to be decided.
One is the number of documents that should be selected into the sample, i.e., the size of SampleDB. Although in general the larger sample will always produce a better result, we need to find an appropriate size for the sample so that it is amenable to efficient processing while still large enough to produce a satisfactory query list in QueryP ool.
The second uncertainty is how to select the terms from the SampleDB in order to form the QueryP ool. There are several parameters that can influence the selection of terms, typically, the the size of the pool and the document frequencies of the selected terms.
The Queries finally selected from the query pool also depends on various criteria, such as the size of Queries, the algorithm chosen to obtain the terms in SampleDB, and the document frequencies of those terms selected.
The soundness of Algorithm 1 relies on the hypothesis that the vocabulary that works well for the sample will also be able to extract the data from the actual database effectively. More precisely, this hypothesis says that 1. the terms selected from SampleDB will cover most documents in the T otalDB, and 2. the overlapping rate in T otalDB will be close to the overlapping rate in the SampleDB.
Before analyzing the correspondence between the sample and total databases in detail, we first study the problem of query selection from a sample data base.
Select queries from SampleDB
Create the query pool
In order to select the queries to issue, we need to obtain a query pool QueryP ool first. QueryP ool is built from the terms in a sample of the corpus, which may be obtained by the first batch of search results.
Not every word in the first batch of the search results should be taken into our consideration, due to the time constraint we suffer in order to calculate an effective query set Queries from the SampleDB with high hit rate and low overlapping rate. As we mentioned in the Introduction, searching for an optimal query set can be viewed as a set-covering problem. Set-covering problem is NP-hard, and satisfactory heuristic algorithms in the literature have a time complexity that are at least quadratic to the number of input words. This determines that we are able to calculate Queries only with a query pool of limited size.The first batch of search result, on the contrary, may well-exceed such a limit. For instance, a first-batch of result randomly selected from a newsgroups data contains more than 26,000 unique words! Therefor, we only consider a subset of words from the sample documents as a query pool.
Apparently,how big this subset is will affect the quality of the Queries we generate. Moreover, the size of the query pool should be measured relative to the sample size and the document frequencies of the terms. Intuitively, when a sample contains only few documents, very few terms would be able to jointly cover all of those documents. When the sample size increases, very often we need to add more terms into the QueryP ool in order to capture all the new documents.
The size of the query pool should also be measured relative to the document frequencies of its terms: terms with low frequency contribute less to the coverage of the document set. Taking into account the sample size and the document frequencies, we define the following relative query pool size as a factor that influences the quality of the generated queries
Definition 3 (Relative query pool size) Let Q be a set of queries and DB a database. The relative query pool size of Q on DB, denoted by relativeSize(Q, DB), is defined as follows
where df(q, DB) denotes the document frequency of q, in DB, i.e., the number of documents in DB that contain the query q.
In the following, we will show how relativeSize(QueryP ool, SampleDB) affects the quality of Queries.
Select queries from the query pool
Once the query pool is established, we need to select from this pool some queries that will be sent to the T otalDB.
Let QueryP ool = {q 1 , q 2 , ..., q n } be a query pool. We need to derive from it a subset Queries = {q 1 , ..., q m }, where m < n, so that
and we would like to find a Queries such that SampleDB) . Apparently, we have S i ⊆ S for i = 1, .., n, and n i=1 S i = S. Thus, the above problem is equivalent to the set-covering problem, i.e. to find a set S 1 , ..., S m such that for any i = 1, ..., m, S i = S j for some j, m i=1 S i = S and that the cost of the cover as defined by m i=1 |S i | is minimum. Note that in our algorithm, the cost function is defined with the aim to minimize the overlapping rate, unlike what is defined in [14] which is to select minimal number of queries.
In query selection, it is not easy to find a complete cover, especially when the language model of the data source, such as the distribution of the terms in the corpus, is unknown before hand. Hence, the set-covering problem is generalized to the p-partial covering problem, where p is the proportion of the coverage required.
Set covering is an NP-hard problem. Various heuristic algorithms have been proposed in both graph theory and various application domains such as crew scheduling. We have adopted the most straight-forward greedy algorithm. According to this algorithm, the set of queries are generated by repeatedly selecting the next query which minimizes the cost and maximizes the new documents returned.
Experiment
The purpose of the experiment is to study how well the queries selected from SampleDB perform in the totalDB. If the approach is effective, we want to identify the appropriate sample size and the relative query pool size.
We run our experiments on a variety of data collected from various domains and that are of different sizes ranging between 30 thousands to 1.4 millions. The four corpora are Reuters, Gov, Wikipedia, and Newsgroups. These are standard test data that are used by many researchers in information retrieval.
In the experiment we build our own search engine using Lucene [9] , in order to have details of a data source such as its size. In real deep web data sources, usually the total number of documents is unknown, hence it is impossible to calculate the HR and evaluate the crawling methods.
Hypothesis I
Our first hypothesis is that queries learnt from a SampleDB can cover most of the data in T otalDB, i.e., the queries can be used to retrieve most of the documents in T otalDB.
We tested the cases where the sample sizes range between 100 to 4000 documents for the 4 corpora studied. Figure 2 shows HR as a function of the sample size. It demonstrates that our method quickly finds the queries that can account for 90% of the documents in T otalDB. It is shown that at the beginning when the sample size increases, HR in total database will be higher. After about 1000 doc- uments, the increase of sample size has little impact on the HR in T otalDB.
Hypothesis II
Our second hypothesis is that the queries selected from SampleDB will also result in low overlapping rate in T otalDB.
While it is relieved to learn that it is easy to select the queries to retrieve all the documents in T otalDB, what we concern more is the cost, i.e., the overlapping rate, to retrieve the data. Although for SampleDB, it is known that the selected queries have a low cost. We are not sure yet whether the cost would be also low in the T otalDB. In order to verify this, we conducted a series of experiments to compare with the cost for random queries. Figure 3 illustrates the effectiveness of our method by comparing it with the performance of random queries. In this experiment the queries are selected from a QueryP ool of relative size 20. The query pool is constructed from a sample set of documents of size 3000. Take the plot for Reuters corpus for example, in order to harvest 90% of the data, random queries will induce approximately 5 overlapping rate, while greedy method will produce 2.5 overlapping rate. Since Reuters consists of 0.8 million of documents, it means that our method will save (5-2.5)*0.8 millions of documents compared with the random method.
Although this experiment shows that our method is effective, we need to identify what are the appropriate size for SampleDB and QueryP ool.
Hypothesis III
Our third hypothesis is that in order to download most of the documents with low overlapping, the sample size and query pool size do not need to be very large.
As for the proper sample size, Figure 2 shows that a few thousands of sample documents are good enough to harvest almost all the documents in T otalDB. However, we haven't shown how OR changes as sample size increases. Hence we conducted a series of experiments to investigate the impact of sample size on the overlapping rate. Figure  4 shows OR as a function of sample size for the 4 corpora, with hit rate fixed at 89%, and relative query pool size fixed at 20. It shows that sample size has little effect on OR, sometimes larger sample size may induce higher overlap in T otalDB. Although it is counter-intuitive, the reason is that with more documents in the sample, there are more words to choose from, most of them are of low frequency according Zipf's law. When those low frequency words are selected by the set covering algorithm, they results in low OR in SampleDB. However, when they are mapped to T otalDB, they are most probably still of low frequency, hence don't have much effect on the overall performance.
For the impact of query pool size on HR, Figure 5 shows the HR as a function of relative query pool size and sample size. It can be seen that HR is low only when query pool size is below 10. When query pool becomes larger, HR may decrease because of the same reason we explained in the last sub section, i.e., the inclusion of more low frequency words. The conclusion of this experiment is that best performance is achieved when pool size is set as 10 to 
Conclusions
We proposed an efficient and effective deep web crawling method. Our method can recover most of the data in a text data source with low overlapping rate. Using a sample of around 2000 documents, we can efficiently select a set of queries that can cover most of the data source with low cost. We also empirically identified the appropriate sizes for the sample and the query pool.
Using a sample to predicate the characteristics of a total population is widely used in various areas. Sampling a data source is well studied. Our Hypothesis 1 is related to the result by Callan et al [4] , which says that using around 500 documents from a sample, one can predicate rather accurately the ctf (total term frequency) ratio for the total DB. That result coincides with our Hypothesis 1. However, Hypothesis 2 and 3 are proposed by us as far as we are aware of. 
