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Abstract
Rattlesnake Springs are a high-discharge artesian springs situated in the upper Black River
Valley in southwestern Eddy Country, New Mexico. The aquifer that supplies the Rattlesnake Springs has been the main water source for domestic use by visitors of Carlsbad
Caverns National Park and residents of neighboring ranches since the 1930s. Several geological studies relying on surface geology and limited water wells had previously been
conducted in the area to examine the trend of ground water flow. In this study I used conductivity and resistivity geophysical techniques to identify possible locations of fractures
in the subsurface of Rattlesnake Springs. My main focus was on the north-south trending structure that appears to form a barrier to groundwater flow located just east of the
springs. We collected ground conductivity data at 10 meters spacing around the perimeter and easily accessible areas owned by the National Park and surrounding ranches. In
addition, we conducted Schlumberger and Wenner vertical electrical sounding at 10 sites,
primarily to investigate the depth of the conductivity anomalies, and a lateral resistivity
survey across a suspected barrier to fluid flow. I was not able to identify fractures zones
near the spring likely due to shallow investigation depth of my techniques; however, the
conductivity and resistivity data indicate higher conductivities near, north, and west of
the springs. The conductivity anomaly north of the spring is caused by decrease in grain
size, while the anomalies near and west of the spring reflect moist soils. Resistivity surveys
showed first layer that are thin (1 meter), because these are controlled by vegetation. The
resistivity models and conductivity surveys can be further developed and refined if more
geological or other geophysical information become available.
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Chapter 1
INTRODUCTION
Rattlesnake Springs is a high-discharge artesian spring that lies south of Guadalupe Ridge
and is located near to the New Mexico-Texas border in the upper Black River Valley in
southwestern Eddy County, New Mexico. The aquifer that supplies Rattlesnake Springs
has been the main water source for Carlsbad Caverns National Park since the 1930s. The
springs became a detached unit of Carlsbad Caverns National Park in 1934 for the primary
purpose of ensuring a reliable domestic water supply for cavern area development. A water
supply pipeline from the spring to the cavern area, which is still in use, was completed
in 1935. Today, a fraction of the spring water is pumped to the main unit of Carlsbad
Caverns National Park for domestic use by residents and visitors; another part of the
spring is allocated to neighboring ranches; additionally, the National Park Service (NPS)
and the New Mexico State Department of Game and Fish use a portion of the water for
irrigation and for use by fish and wildlife. Since the development of agricultural activities
in 1948, the National Park Service has become aware of the significant uses for Rattlesnake
Springs and of the importance of protecting this valuable water source. In the early 1960s
the NPS began sponsoring several geological studies of the springs, including the aquifer
that supplies Rattlesnake Springs, with the objective of assuring its preservation.
Several geological surveys have been conducted in the area to investigate the general
geology, the effect of agricultural development near the aquifer, and the trend of ground
water flow. Particularly, [2] established that the nearby Washington Ranch natural gas injection facility and the current agricultural withdrawals are not contaminating Rattlesnake
Springs. Nevertheless, Bowen cautioned that the development of the upper Black River
Valley, could have significant impact on the system due to the karstic nature of flow [2].

1

As a result, the NPS funded an investigation conducted by the Department of Geological Science at the University of Texas at El Paso (UTEP) to determine the location of
an inconspicuous channel (or channels) that feed Rattlesnake Springs. According to Dr.
D. Doser, the investigation in the Rattlesnake area indicated that the groundwater flow
at Rattlesnake Spring could be controlled by fractures or faults (personal communication,
2009). The presence of faults in an aquifer may cause water to spring outlets, resulting in
significant different quantities of discharge and water quality. Previous research has relied
on surface geology and limited water well information. In this study I used conductivity
and resistivity geophysical techniques to identify possible locations of fractures and faults
regions in the subsurface of Rattlesnake Springs.
Resistivity techniques are a promising monitoring tool for groundwater and subsurface
geology because of their low cost, simple interpretation, and high speed. The method
is used in a wide range of applications including the detection of the water table depth,
groundwater quality, brine plumes, seawater intrusion, general stratigraphic mapping, and
aquifer exploration. The method involves the localization of conductive anomalies within
the subsurface of the earth by measuring the electrical resistivity: the reciprocal of electrical
conductivity. Anomalous conditions or inhomogeneities within the ground, for instance
structures which contain movable electrical charges or structures lacking mobile charges,
are detected because they reflect the current and distort the normal potential. Every
resistivity measurement is an application of Ohms Law: V=IR, where V is the potential
difference, I is the current, and R denotes resistance. During resistivity surveys, current is
injected into the earth through a pair of current electrodes, and the potential difference is
measured between a pair of potential electrodes. The depth of penetration is proportional
to the separation between the electrodes in homogeneous ground, and varying the electrode
separation provides information about the stratification of the grounds.
Conductivity surveys, also known as electromagnetic methods (EM), determine the
ability of the soil and subsurface materials to conduct an electrical current. The EM
method measures the response of the ground due to an induced electromagnetic signal;

2

a transmitter coil is used to generate an electromagnetic field which propagates into the
ground; as the EM wave travels through the subsurface, eddy currents are induced in
conductors in the ground. These eddy currents then generate a secondary EM fields, which
are detected by a receiver. The ratio of the secondary to the primary magnetic field is
linearly proportional to the ground conductivity.
Ultimately, the conductivity and resistivity surveys will serve as preliminary studies that
will aid in the identification of possible fractures and fault in the Rattlesnake Springs area.
In chapter two the procedures of the resistivity survey will be explained further, and the
models’ interpretation. Moreover, the goal of appendix C is to present the resistivity models
obtained, and modeling process behind models. Similarly, the fundamentals theory behind
the conductivity will be explained in appendix D. While, conductivity field procedures, the
conductivity results, and interpretation will be will be presented in chapter three. Finally,
the conclusion and recommendations will be presented in chapter four.

1.1

Electrical Properties Earth Materials

Electrical properties of rocks, minerals, and soil are significant in resistivity and conductivity prospecting. The main properties include natural electrical potentials, electrical conductivity (or the inverse, electrical resistivity), and the dielectric constant. Nevertheless,
electrical conductivity is the most important. Natural or spontaneous potentials occurring
in the subsurface are caused by electrochemical or mechanical activity; underground water
is the controlling factor in all cases. These potentials are related to weathering of sulfide
mineral bodies, variation in rock properties at geological contacts, bioelectric activity of
organic materials, corrosion, thermal and pressure gradient in underground fluids [41].
Generally, rocks and minerals are consider to be good, intermediate, and poor conductors. A conductor is defined as a material of resistivity less than 10−5 Ω − m, while an
insulator has a resistivity greater than 107 Ω − m. Between these limits lie the semiconductor. Metals and graphite are all conductors; they contain a large amount of free electrodes
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whose mobility is very great. The semiconductor also carry current by mobile electrodes
but have fewer of them. Whereas insulators are characterized by ionic bonding so that the
valance electrodes are not free to move; the charge carriers are ions that must overcome
large barrier potentials than exist either in conductors and semiconductors. Furthermore,
conductors and semiconductors fluctuate differently with temperature and have their highest conductivity in the region of 0K. The semiconductors are practically insulators at low
temperature. Rock and minerals are classified as good, intermediate, or poor conductors
within the following range: Minerals of resistivity 10−5 to about one Ω − m, Minerals and
rock of resistivity one to 107 Ω − m, and Minerals and rock of resistivity above 107 Ω − m
[41].
Commonly soils and rocks are highly resistive, accordingly have low conductivity, and
are classified as electrical insulators. Predominantly the conductivity of a soil is determined by the number, shape and size of the soil particles; moisture content; concentration
of dissolved electrolytes; temperature and phase state of the moisture; and amount and
composition of colloids present [41].
Magnetite, graphite and various sulfides may occur naturally in enough quantities to
increase the grounds overall conductivity. Nonetheless, in standard soils the current flow
is mostly electrolytic and occurs through and around the moisture-filled pores and minute
cracks within the soil matrix [41].
Soils are generally classify by grain size, for example, sand is coarser than silts which
are coarser than clay. Sands and silts are normally exceptional insulators, because these are
completely dry clay; nevertheless, introducing moisture to dry clay alters its electrical characteristics significantly. Dry clays fain-grained characteristic creates an immense surface
area per unit volume of material which, with the addition of water, allows considerable ion
mobility. Generally, resistivity increase with soil particle size, decreasing colloidal fraction,
and decreasing moisture content [41].
The resistivity of electrolyte is inverse proportional to the number of ions available in
solution and the mobility of these ions within the solution. For example, in distilled water,
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there are few ions so its resistivity is high. Furthermore, the concentration of dissolves salt
in ground moisture can strongly influence the bulk resistivity of a soil. For instance sea
water intrusion of an area can disguise the real variations in geological subsurface feature.
Temperature variations with season and depth For example, as pore water freezes, its
resistivity rapidly increases [41].
In addition, the electrical conductivity in most rocks is essentially electrolytic, because
minerals grains are manly insulators. Groundwater filling the pore space of a rock is a
natural electrolyte with a large quantity of ions present that increase the conductivity.
Therefore, a highly porous or fissured rock holding a large amount of groundwater will be
highly conductive and conversely will have low resistivity. Furthermore if the temperature
increases the mobility of ions present in the water increments adding to conductivity and
resulting in slightly lower resistivity of rock saturated with thermal fluid [37].
Clay materials present in water-bearing rock release a relatively large number of ions by
an exchange processes. The ions contributed by the exchange process add to the normal ion
concentration in pore water; consequently, increasing the overall conductivity. Therefore,
all rocks in wet state containing clay minerals show abnormal high conductivity [37].
Normally hard rocks do not conduct electricity, but many geological processes can alter
a rock and significantly lower its resistivity. Specifically, dissolution, faulting, shearing,
columnar jointing weathering, and hydrothermal alteration usually increases porosity and
fluid permeability, and hence lower resistivity. Subsequently, fracture zones are likely to
contain more moisture than non-fractured bedrock, making them more electrically conductive corresponding with low resistivity values. 1D resistivity and conductivity methods
rarely detect individual fractures unless these ruptures are very large, thus regions of fracturing are the geophysical targets for these research. Additionally precipitation of calcium
carbonate or silica reduces porosity and increase resistivity. Similarly hardening of a rock
by compaction and/or metamorphosis will reduce porosity and permeability and hence
increase resistivity [37].
Resistivity and conductivity, defined as the reciprocal of resistivity, are extremely vari-
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able within Earths materials. However, a broad classification they can be classified. In
books such as Appiled Geophysics by Telfard et al., and Environmental and engineering
geophysics by Sharma, provide tables with approximate resistiresistivelyvity ranges of earth
materials.

1.2

Geological Background

Rattlesnake Springs is a classic Chihuahua oasis consisting of approximately one km of
wetland and a small stream. The limestone spring surrounded by a cottonwood grove is
about eight km south of Carlsbad Caverns National Park and streams from a small alluvial
wedge between the Gypsum Plain of the Delaware Basin and the Guadalupe Mountains
(Fig 1.1). The springs recharge by precipitation falling on the Guadalupe Mountains [2].
In this section a brief geological description of the Rattlesnake Springs and its surroundings
is presented.

1.2.1

Delaware Basin

The Delaware Basin is the major subdivision of the Permian Basin and is an irregular,
north-northwest trending, inverted pear-shape depression about 250km long and 180km
wide. The basin covers an area approximately 33, 670km2 , and is part of the larger Permian
Basin, which covers about 233, 100km2 . The outline of the basin is the Capital Reef
Complex: a horseshoe- shaped ring or belt of Permian-age limestone and dolomite rock
about eight km wide and 650km [15]. On the northwest the basin is bounded by the
Guadalupe Mountains, on the west by the Delaware Mountains, on the southwest by the
Apache Mountain, on the south-southwest by the Barrilla Mountains, and on the southsoutheast by the Glass Mountains [15] (Fig 1.2).
The Guadalupe Mountains are about 110km long and 25km wide, making them the
dominant topographic feature in the area. On the west face of the Guadalupe Mountains,
perpendicular cliffs stand in the relief above the Salt Flats below. A segmented portion
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Figure 1.1: The Rattlesnake Springs are situated in the upper Black River Valley
in southwestern Eddy Country, New Mexico. The spring streams from
a small alluvial wedge between the Gypsum Plain of Delaware Basin
and the Guadalupe Mountains, modified [15]
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Figure 1.2: The Rattlesnake Springs are a high-discharge artesian springs. The
aquifer that supplies the Rattlesnake Springs has been the main water
source for domestic use by visitors of Carlsbad Caverns National Park
and residents of neighboring ranches since the 1930s.
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of these cliffs, El Capitan, is the most remarkable landmark of the Guadalupe Mountains
National Park and the Delaware Basin area. The trend of the Guadalupe Mountains is
northeast for most of its distance, but about 25km southwest of Carlsbad changes direction
abruptly to the north-northwest. This bend in the reef is called the Cueva re-entrant or
The Elbow. The Cueva re-entrant divides the main, higher-elevated, southwestern part of
Guadalupe Mountains from the less-elevated, northeast part of the Guadalupe Mountain
[15].
The principal structural feature within the area is the north-northwestward-trending
regional topographic feature known as the Delaware-Guadalupe Mountain uplift. The
uplift is an asymmetric, faulted anticline extending for more than 160km along the western
edges of the Delaware and Guadalupe Mountains in New Mexico and West Texas. The
topographic form of the mountains greatly resembles the structural character of the uplift.
The structure is characterized by a broad, gently inclined eastern flank and a narrow,
highly faulted, steeply dipping western limb. According to King (1948), the GuadalupeDelaware Mountain uplift was formed during several mountain-building phases beginning
in the Miocene and ending in the Pleistocene. The mountains were uplifted as a result of
vertical compression, and were block-faulted and fractured due to these stresses [14].

1.2.2

Delaware Basin Stratigraphy

Basin stratigraphy consists of the Castile formation overlying the Delaware Mountain Group
Bell Canyon, Cherry Canyon, and Brushy Canyon formations (Fig.1.3). These formations
consist of sandstone, shales, and minor carbonates. The lower Permian is represented by
the Bone Springs Limestone. Beneath the Permian deposits are Pennsylvanian deposits of
the Canyon, Cisco, Atoka, Strawn, and Morrow formations [4]. The Morrow Formation is
the most significant source for natural gas in southeastern New Mexico and includes most of
the Pennsylvanian deposit roughly 580 meters thick [15]. The Castile formation, along with
the Salado formation, outcrops over an area of 2590km2 in New Mexico and West Texas.
In the Upper Black Valley it is either present at the surface or is overlain by alluvium. The
9

Figure 1.3: Delaware Basin Stratigraphy (modified from [15]).
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Castile Formation was named by Richardson (1904) and the name comes from the Castile
Spring, located 19.3km south of the Texas-New Mexico border. The Castile formation
consists of finely banded gypsum (anhydrite in the subsurface) and halite with a measured
depth in the Rattlesnake Springs area of about 310m [2]. The halite units were removed
by dissolution from the western portion of the basin, with collapse breccias recording their
removal. The Castile anhydrite consists of fine laminations that are highly continuous
throughout the Delaware basin [15]. The Castile formation represents the initial unit of
the final phase of filling of the Delaware Basin, and it has been considered to be a deep
water evaporation.

1.2.3

The Hydrology of the Delaware Basin

In response to uplift and eastward tilting, Permian carbonate rocks were flushed out and
the Delaware Basin became the dynamic groundwater system that is today [44]. The
Capitan reef became the principal aquifer in the Guadalupe, Apache, and Glass Mountains
as well as in the east and north side of the basin, while within the basin, water flow along
the Delaware Mountains Group sandstone from recharge areas in the west to discharge
areas in the east. A number of springs exist in the Guadalupe Mountains section of the
Delaware Basin. These consists of four major types: (1) spring discharging directly from
the Capitan aquifer, (2) spring discharging from the southeastern and western escarpments
of the Guadalupe Mountains, (3) spring discharging from backreef units, and (4) springs
discharging at the shelf-evaporite contact.
Groundwater is fairly abundant along the southeastern base of the Guadalupe Mountains where it comes to the surface in numerous springs [22]. Groundwater is fed to
these escarpment springs by watershed off the mountains and along southeastward-draining
canyons. The largest and most numerous of these springs issue from the sandstone of the
Delaware Mountain Group and the alluvian gravels that cover them. Some however, only
spring from the alluvian gravels. In the southwestern part of the escarpment these include
Pine Spring, Upper Pine Spring, Manzanita Spring and many others springs whose water
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is derived from the high Guadalupe Mountains to the northwest.
The largest escarpment spring is Rattlesnake Springs located further to the northeast
along the Reef Escarpment base of the Guadalupe Mountains. Water from Rattlesnake
Canyon recharges alluvium at the mouth of the canyon which descends into Bell Canyon
sandstone and then issues forth as a series of faint boils through the sandy bottom of a
pool. Rattlesnake Spring represents the discharge from an aquifer in the alluvium whose
source is considered to be southwest of the spring [12]. Presently Rattlesnake Springs flows
between 2650-7200 1/min, depending on the time of year, amount of precipitation, and the
location irrigation use (National Park Service, personal communication, 1993). Water is
pumped from the spring up to the top of the Reef Escarpment and is the source of water
for the Carlsbad Cavern National Park visitor center. Rattlesnake Springs is at an altitude
of 1108 m, 100 m higher than the lowest level of Carlsbad Caverns [14].

1.2.4

Rattlesnake Springs Surface Drainage

Rattlesnake Springs probably discharges, at least partially, from the upper Bell Canyon, as
was discussed previously under escarpment springs along the base of the Guadalupe Mountain. West of the Black River, near Rattlesnake Springs, groundwater flows principally
through alluvium varying between 15 − 104m thick [35]. Groundwater flow is principally
south toward a trough underlying Slaughter Canyon Draw and east to the Black River
through a narrow belt of alluvium. Gradients in this area are typically 7.6 − 9.5m/km.
Black River Spring, located only 1.6km from Rattlesnake Springs, is very different in composition from Rattlesnake Springs: Rattlesnake Springs is limestone water, whereas Black
River Spring is strong gypsum water [25]. Black River Spring may be primarily water
derived from the alluvial-evaporite aquifer, whereas Rattlesnake Spring probably derives
partially from the Bell Canyon Formation where evaporites have been dissolved away.
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Figure 1.4: Geologic map of Carlsbad Caverns National Park [3].

1.2.5

Geology of Rattlesnake Springs

The oldest rocks exposed in the Rattlesnake Springs area are those belonging to the limestone facies of the Permian Guadalupe series [12]. These rocks crop out in the Guadalupe
Mountains along the northwest boundary of the study area (Fig. 1.4). Along the Guadalupe
Reef Escarpment the reef talus beds dip steeply to the southeast and terminate in the subsurface where they interconnect with sandstone beds. In the Rattlesnake Spring area, the
limestone and sandstone beds are overlain by anhydrite and gypsum beds belonging to the
lower part of the Permian Ochoa series [12]. Quaternary alluvial sediments mantle most
of the bedrock [2]. Subsequent to the Permian, tectonism in the region created a set of
bedrock fractures in the gypsum and limestone.
Geological mapping performed by Langford (personal communication, 2008) suggests
that the landscape at Rattlesnake Springs is composed of two main elements: younger ter13

Figure 1.5: Geomorphic map of the Rattlesnake Springs area [3].
races and older fill (Fig. 1.5). Boulder gravel terraces, shed from canyons in the Guadalupe
Mountains, have created a set of smoothly sloping surfaces that incline eastward toward
the Pecos River. Incision during the Quaternary cut through these terraces, creating a
younger set of inset terraces. All of the terraces are probably Quaternary in age based
on the well-developed calcic soils observed within them according to Langford (personal
communication, 2008).
Several interesting valleys incise the terraces surround Rattlesnake Springs (Fig. 1.5).
These valleys are filled with clay-rich Holocene sediment and they are closed at one end.
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One hypothesis is that these valleys are karst features (Langford personal communication,
2008). The valleys may have sinkholes at their upper reaches and may have formed through
spring outflow, which caused dissolution and collapsed the surfaces. No detailed field studies
or drilling programs have been performed on the area around Rattlesnake Springs, so no
reliable age estimates can be made. Interpretations of the shallow geology are based on a
few shallow well logs [12] as well as other hydrological studies [2] that have been conducted
in the region.

1.3

Geological Studies

Early work conducted to investigate the geology of the area was published largely in the
Bulletin of the American Association of Petroleum Geologists. These initial investigations
were mostly carried out by oil geologists and members of the U.S. Geological Survey and
allowed a general classification of the complex geology of the Rattlesnake Springs region.
Research conducted by King (1948) focused on the general geology of the area and summarized all geological studies conducted in the area prior to the 1940s. Moreover, Sare
(1948) studied the geomorphology and hydrology of Choasa Draw, situated in the Gypsum
Plain near Rattlesnake Springs, and included a discussion of the Black River alluvium and
karst formation in the area. Hendrickson and Jones (1952) provided the first description
of the general ground-water condition in the region. This research was an investigation
sponsored by the U.S. Geological Survey in cooperation with the State of New Mexicos
Bureau of Mines and Minerals Resources and the State Engineers of New Mexico. A geological investigation by Hale (1955) examined the general trend of groundwater flow in
the immediate area using a system of seven water wells. In 1964 Mourant and Havens
provided information about test wells and pump tests for new wells drilled at Rattlesnake
Springs. Supplementary research at Rattlesnake Springs was conducted by Cox (1963) on
the discharge pattern of the springs following the drilling of the 3 irrigation wells. The
most recent work in the area was conducted by Bowen (1999). She constructed a numerical
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model of groundwater flow and showed that the Washington Ranch natural gas injection
facility did not pose a contamination threat to the springs. Nevertheless, the model was
based on limited water wells (10 wells). The author also analyzed water samples at the 10
well sites.

1.4

Geophysical Studies

Although there have been various studies conducted to understand the dynamics of the
Rattlesnake Springs watershed, none of these have used geophysical techniques. During the
winter of 2006 and 2007, researchers from the University of Texas at El Paso collected a
series of geophysical data at the Rattlesnake Springs [3]. These data were gathered with the
purpose of determining the extent of the underground channels that feed the Rattlesnake
Springs. First, a series of ground conductivity surveys were carried out using an EM-31
ground conductivity meter operating in vertical and horizontal loop mode. Results showed
high conductivity anomalies primarily near the springs and north of the springs and a small
anomaly at the western boundary of the park.
Next, a series of DC resistivity surveys were conducted using the Wenner array to
more accurately determine the depth of the conductivity anomalies. In general, the results
of the resistivity surveys were consistent with conductivity surveys, which indicated that
the conductivity highs are associated with areas of higher moisture content and/or clay
content. A pole-pole resistivity survey and SP survey were run to the west, north and
east of the springs in an effort to determine the major pathways of water flow into the
spring. The results from the surveys are shown in Fig. 1.6 and Fig. 1.7 (Doser personal
communication, 2007). These surveys suggested that shallow water flow into the spring
may be from the northwest. Additional geophysical surveys of the Rattlesnake Springs
watershed were conducted in a study area that extended about one to two km outward
from the central springs.
A small 3D- seismic reflection survey using a 48-channel seismic reflection unit with
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five m receiver spacing resulted in new preliminary information about the bedrock near
the spring. Previously the alluvial material near the springs was believed to be coarse
and irregularly shaped, and consequently, seismic energy was expected to be rapidly scattered. However, the preliminary surveys recovered strong reflections from buried units that
include layers within the alluvium and the alluvial/bedrock contact (Doser personal communication, 2007). The surveys concludes that more data collection is required in order to
delineate the depth to bedrock near the springs and the width/depth of karst zone/fracture
systems that seem to be controlling groundwater flow of the springs.
Finally, microgravity methods played an important part in the process to map the fracture systems controlling water flow near the spring. A preliminary microgravity survey
included taking over 120 readings at ∼ 200m intervals surrounding the spring. The results of this survey suggested that east-west and north-northwest-south-southeast oriented
bedrock fractures play a role in groundwater flow [3]. Based on this first survey, gravity
data collection has continued at the site, expanding to the west in a 300m spaced grid.
These data have not yet been analyzed. The resistivity and conductivity measurements
advance the ongoing research to determine structures that control water flow near the Rattlesnake Springs. Particularly, my main focus was on the north-south trending structure
that appears to form a barrier to groundwater flow located just east of the springs.

17

Figure 1.6: Pole-Pole apparent resistivity survey results. The green dots represent
electrode locations, and dashed red lines indicate 10ohm − m resistivity
contour. The box indicates approximate position of main springs.
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Figure 1.7: Pole-Pole survey self-potential results. The green dots indicated electrode locations, and dashed blue lines shows −50mV self- potential
contour. Arrows denote the interpreted direction of water flow toward
the spring. The box specifies the approximate position of main springs.
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Chapter 2
RESISTIVITY
2.1

Introduction

The direct current (DC) resistivity method is commonly defined as the observation of
electrical fields created by current injected into the ground as a means of studying earth
resistivity. Different structures and properties in the earth’s shallow subsurface can be
investigated by the DC resistivity technique. In principal, the method consists of measuring the voltage created by transmitting an artificial source of current between electrodes
rooted at the ground surface. Consequently, it is possible to calculate apparent electrical
resistivity of the subsurface from the voltage measured and the artificial source of current.
The distribution of apparent electrical resistivity in the earth is then plotted to interpret
subsurface anomalies.
Commonly, resistivity measures water saturation and connectivity of pore space. This
is because in the shallow subsurface of the Earth, the presence of water controls much of the
resistivity variations. Water has a low resistivity and, as it is commonly known, electric
current will follow the path of least resistance. Consequently, increasing saturation and
salinity of the underground water, porosity of rock (water-filled voids) and the number of
fractures (water-filled) will generally decrease measured resistivity. Conversely, increasing
compaction of soils or rock units will expel water and effectively increase resistively. Airfilling voids increase subsurface resistivity because air has naturally high resistivity.
Pioneering DC resistivity work started approximately a century ago in Sweden. In 1906,
early work was completed qualitatively by locating conductive anomalies and using Daft
and Williams method and equipment [32]. Later, in 1912, Conrad Schlumberger started
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his early work on electrical prospecting. At the same time, Wenner developed the same
idea in the USA [36]; [23]. Today, the development of hardware and software technology for
DC electrical resistivity methods, the process from data acquisition, raw data processing
inversion, low cost , simple interpretation, high speed and success in practice have made
DC resistivity interpretation more objective and less time-consuming [43]. Even more, the
ability to obtain variations with respect to depth as well horizontally makes it a prospecting
screening instrument.
There are many applications of DC electrical resistivity studies from shallow to intermediate depths. Some of these applications include geothermal, mining, environmental
and engineering applications. In addition, the method can be used to map stratigraphy,
fracture, voids, contaminant groundwater, water movement and salt water intrusion.
Despite its simple theory and methodology, the resistivity technique is limited in the
presence of complex geology and the existence of natural currents and potentials. For example, borehole electrical resistivity values vary instantaneously from one formation to the
next, and thus description of the real earth resistivity model in terms of the linear resistivity methods may not be sufficient; moreover, resistivity models are generally non-unique.
In other words, a large number of earth models can generate the same observed data or
sounding curve. For example, in general, resistivity methods determine the conductance of
a the subsurface. The conductance is the product of the resistivity and thickness of a unit.
Consequently, a subsurface layer might be thinner and more conductive. Conversely, the
layer could be thicker and less conductive, yet produce essentially the same result. Resistivity data interpretation consists of two steps: a physical interpretation of the measured
data, resulting in a physical model, and a geological interpretation of the resulting physical
parameters. This chapter explains the filed procedures, and interpretation of the resistivity
survey.
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2.2

Theory of Operation

Resistivity techniques are popular for investigating groundwater and subsurface geological situations because of their low cost, simple interpretation, high speed, and success in
practice. The resistivity equipment consist of a SYSCAL resistivity-meter and four steel
spike electrodes in connection with the resistivity-meter. To inject a direct electrical current into the ground the instrument uses a 12-volt battery. The injection of the current is
made through a pair of steel electrodes driven about 1 foot into the earth. Two additional
electrodes measure the earth potential difference, V, generated by the current. The depth
of investigation is a function of the electrode spacing, that is, the greater the spacing between the outer current electrodes, the deeper the electrical currents will flow in the earth;
therefore, the greater the depth of exploration. The depth of investigation is generally 20%
to 40% of the outer electrode spacing, depending on the earth resistivity structure. The
potential difference V, created between the potential electrodes, is measured and converted
into apparent resistivity (Fig. 2.1).

2.3

Apparent Resistivity

Resistivity is the property of a material that resists the flow of electrical current and is
defined as
ρ=

RA
L

(2.3.1)

Where R is the resistance present between opposite faces of a conducting body of length, L,
and cross-section area, A [37]. The SI unit of resistivity is ohm meter (Ωm) The conductivity σ =

1
ρ

of a material is defined as the reciprocal of its resistivity and measured in siemen

S
per meter m
. Consequently, both techniques should yield equivalent conclusions. The
mathematical derivation of resistivity is explained in appendix A. In appendix A current
flow, and potential into, and over homogeneous ground is considered. However, what is
really necessary is to define a resistivity for an inhomogeneous ground. The mathematical
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Figure 2.1: Sketch showing principle of DC resistivity measurement (modified from
[34] and [31]).
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derivation of this resistivity comes from equation A.0.24 and from considering different electrode spreads. As will be discussed below for resistivity field work, a number of electrodes
spreads have been designed. As mentioned in section A.4 the four electrode spread is the
practical arrangement used in resistivity field work. The potential difference corresponding
to this spread is given by equation A.0.24:

 

Iρ
1
1
1
1
∆V =
=
−
−
−
2π
r1 r2
r3 r4
On rearranging this equation we obtain
1
2π∆V
=
ρ=
I {(1/r1 − 1/r2 ) − (1/r3 − 1/r4 )}



2π∆V
I


G

(2.3.2)

Where the parameter G is related to the electrode geometry. Resistivity ρ is determined by
measuring the voltage difference, ∆V , between the two potential electrodes, the amount of
current input into the ground I and the electrode configuration G. Equation 2.3.2 can be
used to compute the true resistivity over a homogeneus isotropic subsurface. The resistivity
obtained is constant and independent of the electrode configuration and surface location.
Only in the case when the ground is uniform over a volume do we obtain the true
resistivity ρ. On the other hand, when the ground is inhomogeneous, the resistivity as
computed from equation 2.3.2, will vary on altering the geometrical arrangement of the
electrodes or on moving them on the ground surface without altering their geometry. Hence,
for each measurement we obtain a different value of ρ. Thus magnitude depends on the
arrangement of electrodes. This measured quantity obtained from equation 2.3.2 for an
inhomogeneous ground is known as the apparent resistivity, ρa . Apparent resistivity is
considered to be a volume average of a heterogeneous half-space, except that the averaging
is not arithmetic, but dependent on each instrument array and how it is used. This concept
is very useful in practical applications of the resistivity method to underground research.
For proper interpretation of ρa we must always keep in mind the configuration with which
it has been determined.
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2.4
2.4.1

Survey Methods
Choice of electrode configuration

Several commonly used linear array-types have been designed (Fig. 2.2) and for each
arrangement the apparent resistivity equation can be obtained by using the appropriate
geometrical factors in equation 2.3.2. In this thesis, I will concentrate on the Wenner and
Schlumberger arrays. This section describes the essential features of these arrays.
Wenner Array
In this research a resistivity survey was conducted in 2006-2007 using the Wenner array.
The Wenner array is the most commonly used point-electrode system spread (Fig. 2.2 (a))
In this configuration the electrodes are uniformly spaced in a line. Letting r1 = r4 = a and
r2 = r3 = 2a, equation 2.3.2. becomes:
ρa = 2πa

∆V
I

(2.4.1)

The Wenner array commonly provides a high signal-to-noise ratio, good resolution of horizontal layers, and good depth sensitivity [37]. Furthermore, the apparent resistivity is
simple to compute as we can see from equation 2.4.1. Regardless of its simple geometry,
this configuration has some disadvantages, as well as difficulties. In the field, the Wenner
array is not good at determining the lateral location of deep inhomogeneities [42], because
the large a-spacing minimizes lateral resolution, and the potential electrodes are located
within the spread of the current electrodes. It is possible to carry out limited profiling with
the Wenner array by keeping the a-spacing constant and moving the entire array laterally
between resistivity readings. Nevertheless, investigation depth and resolution are limited
for the profiling Wenner array if the a-spacing is held constant through the entire survey.
Finally all electrodes must be moved for each reading and consequently more field time is
required [37].
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Figure 2.2: Electrode configurations use in resistivity and induced polarization
studies. C1 , C2 and P1 ,P2 refer to the position of the current and
potential electrodes. Alternate symbols A, B for the current electrodes
and M , N for the potential electrodes are found in the literature for
the gradient and Schlumberger array [37].
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Shlumberger Array
In the most current survey, conducted in March 2009, the Schlumberger array was employed. In the Schlumberger array the current electrodes are spaced further apart than the
potential electrodes. From Fig. A.7 and Fig. 2.2(c), we obtain
r1 = (L − x) − l
r2 = (L + x) + l
r3 = (L − x) + l
r4 = (L + x) − l

Substituting these values into equation (2.3.2) gives


1
1
2π∆V
−
−
ρa =
I
(L − x) − l) (L + x) + l)


1
1
−
(L − x) + l) (L + x) − l)

(2.4.2)

When the smallest current-potential electrode distance is always considerably greater than
the distance between the two potential electrodes, by at least a factor of 10 or more, then
(L − x)) >> 3l and we have
π (L2 − x2 )2
ρa ≈
2l (L2 + x2 )



∆V
I


(2.4.3)

Furthermore, this configuration is frequently used symmetrically, when x = 0. In such case
ρa becomes:
πL2
ρa ≈
2l



∆V
I


(2.4.4)

In general, the Schlumberger configuration is less sensitive to lateral variations in resistivity.
In addition, the potential electrodes move less often than in other arrays, such as the
Wenner array. Thus the noise due to near surface heterogeneity is reduced. Finally, it
is only necessary to move two electrodes for each data point making the survey slightly
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faster in field operation [42]. Conversely, the data interpretations of this array are limited
to simple horizontal layer structures. Moreover, for large current electrodes spacing, very
sensitive voltmeters are required.

2.4.2

Vertical Electrical Sounding

Vertical electrical sounding (VES) involves increasing the electrode separation around a
mid-point in order to understand the vertical changes in resistivity of a number of relatively
horizontal layers. VES is based on the fact current penetrates constantly deeper with
increasing logarithmic separation of the current electrodes and thus reflects information
about the resistivity change with depth. Given that depth-sounding involves expansion
about a center point, the instrument in general stays stationary. Consequently, instrument
portability is less important. As mentioned before, in this thesis I will concentrate on the
Wenner array and Schlumberger arrays. Thus, in this section we continue with a discussion
of the use of the Schlumberger and Wenner array in vertical electrical sounding surveys.
VES using the Schlumberger array
For quickness and convenience the Schlumberger array is preferred. The survey location
is particularly important with the Schlumberger array, which is very susceptible to conditions around the closely spaced inner electrodes. A site where the upper layer is very
inhomogeneous is unsuitable for an array center.
In theory a Schlumberger array is expanded by moving the outer electrodes only, however, the voltage will ultimately become too small to be accurately measured unless the
inner electrodes are also moved farther apart. As a result, the sounding curve will consist of
a number of separate segments. Even if the ground is actually divided into layers that are
perfectly internally homogeneous, the segments will not join smoothly because the approximations made using the dipole equation are different for different l/L ratios. Generally,
this effect is less important than the effect of ground inhomogeneities around the potential
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electrodes, and the segments may be linked for interpretation by moving them in their
entirely parallel to the resistivity axis to form a continuous curve. In conclusion, the interpretation of Schlumberger array is complicated by the segmentation of the sounding curve
and by the use of array that only approximates the conditions assumed in interpretation
[37].
VES using the Wenner array
The Wenner array is very common in VES surveys. In electrical sounding, the Wenner array
spacing, a, is increased in steps, keeping the midpoint of the configuration fixed. With the
Wenner array near surface conditions differ at all four electrodes for each reading, thus we
have a high noise level. However, a smoother sounding curve can be produced with an offset
array of five equi-spaced electrodes. In addition, because the electrodes would be changed,
even when insulated from the ground, the existence of an electrical field between them can
cause charged particles in the ground to move. This current flow will be brief and continue
only until equal and opposite reverse potential has been established. However, if polarity
is reversed, there will be further flow of charge until a new equilibrium is established.
Therefore, an alternating voltage of sufficient high frequency will thus cause alternating
current to flow in the ground, despite the presence of the insulators [37].
VES depth of penetration
The depth of investigation in a DC survey is determined mainly by the separation between
the electrodes and the layering. Fig. 2.3 illustrates a two-layer problem with increasing
logarithmic spacing of the current electrodes.
When the current electrodes separation, C1 , C2 is small in comparison with the thickness, h, of the upper layer, the apparent resistivity found by measuring the potential
difference ∆V between the potentials electrodes P1 ,P2 , would be nearly the same as the
resistivity, ρ1 , of the upper layer. The reason for this is that a very small fraction of the
current would penetrate into the bedrock below the boundary [37]. A greater fraction of
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Figure 2.3: Basic concept of electrical sounding. (a) When the separation of the
current electrodes is small, the current flows along arc-shaped paths
limited to the surface layer (resistivity ρ1). Meanwhile, the potential
difference P1 and P2 will determine the apparent resistivity ρa. (b)
By increasing the spacing between the electrodes C1 and C2 more of
the injected current flows to greater depths and more information is
obtained about ρ2, as indicated in this figure above [37].
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current will penetrate deeper as the electrode separation increases. The real depth of penetration of current in a two-layered underground region is determined by several factors
[37]. For example, the measured potential difference will fall as the electrode spacing is
increased. Thus, measurable voltages over large electrode separation requires a greater electrical current. As a result, the maximum distance that current electrodes can be separated
by is in part dictated by the size of the generator used to produce the current.
Furthermore, another important factor affecting penetration of current is the degree of
electrical anisotropy of the layer media. Most rocks are not homogeneous and electrically
isotropic because they are full of fractures. Specifically, shale, slates, and commonly limestone and schist have a distinct anisotropic nature, particularly with respect to the bedding
planes. For instance, a point source at the surface of a semi-infinite medium in which the
resistivity is uniform in the horizontal direction and has the value ρh . Furthermore, the
vertical direction is also continuous and has a different magnitude ρv . In this case the
potential at a surface point P , a distance r1 from the current electrode C1 is given by
−Iρh λ
−I (ρh ρv )1/2
Vp =
=
2πr1
2πr1
. We see that the potential is equivalent to that for an isotropic medium of resistivity
(ρh ρv )1/2 . Hence, it is impossible to detect this type of anisotropy from field measurements. From the analysis of the previous equation we can conclude that the resistivity
measured over horizontal beds is larger than the actual horizontal resistivity in the beds,
but smaller than the vertical resistivity [41]. Conversely, if the beds have a steep dip and
the measurement is made with a spread perpendicular to strike, the apparent resistivity
will be smaller than the true resistivity normal to the bedding, just the opposite to the
result over horizontal layers, this is called ”paradox of anisotropy” [1]. Finally, additional
factors affecting penetration of current are sensitivity to near-surface inhomogeneities and
resistivity contrast between the surface layer and bedrock.
The penetration of the Wenner and Schlumberger array are likely to be similar. Theoretical analysis completed by [7] explains that the effective depth, z, of penetration by
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Wenner and Schlumberger arrays is of the order s/5 where s is the separation between
the current electrodes. Edwards defines z as the depth at which one-half the total signal
originates from above and one-half from below. When the electrode spacing is larger compared to the thickness of the surface layer (s > 10h), the apparent resistivity approaches
ρ2 because the fraction of current confined to the surface layer becomes insignificant.

2.4.3

Resitivity Profiling

Resistivity profiling is used in the detection of lateral changes. The array parameters
are kept constant and the depth of penetration, as a result, varies only with changes in
subsurface layering. Profiling is ideally used in the detection of a steeply dipping contact
between two rock types of very different resistivity, buried under thin and relatively uniform
overburden. Under these conditions the changes in apparent resistivity due to geological
changes are often small and must be distinguished from a background due to other geological
sources. The ideal arrays for resistivity traversing are those that can be most easily moved
such as the Schlumberger array and Wenner array. In this research a resistivity profile
was used to detect a possible geophysical contrasts across a suspected north-south trending
structure that may control groundwater flow. The lateral profile was carry out using the
Wenner array.
Resitivity profiling using the Wenner array
In the Wenner array method of electrical profiling all four electrodes (C2 , P2 , P1 , C1 ) are
moved as a whole with a constant array spacing along a line of measurement. The choice
of array spacing depends on the depth of the anomalous resistivity to be mapped. The
greatest advantage of the Wenner array is that all inter-electrode distances are the same,
thus mistakes are less likely.
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2.5

Resistivity Model

Initially quantitative interpretation of resistivity data was done using the curve matching
method, in which the data were plotted on double logarithmic diagrams and matched
against 2 or 3 layer master curves. By the use of auxiliary point diagrams it were possible
to interpret sequences of several layers ([39]; [24; [38]; [8]). However, the sizeable amounts of
data created by multi-electrode systems required automated data handling and processing.
In the 1970s the development of linear filter theory and digital computers initiated computer
based interpretation techniques (e.g. [9]). The first computerized methods used a trial and
error method, where the interpreter attempted to find the best fit between measured data
and the model response by adjusting layer thicknesses and resistivities. Consequently,
automatic inverse numerical modeling techniques, referred to as ”iterative inversion” or
”optimization,” have been developed. Inversion is performed by using software based on
linear inverse theory. Generally, the inversion process begins by creating a hypothetical
model, which divides the subsurface in sections, geoelectric layers, that increase with depth.
Also the model includes a log-log plot of apparent resistivity versus electrode separation
called a sounding curve. The theoretical electrical resistivity response over that model is
then calculated and compared with the observed field response. The hypothetical earth
model is adjusted by iteratively altering the resistivity and thickness of each geoelectric
layers until an acceptable agreement between the electrical field response and the electrical
resistivity model response is reached. Various approximate schemes have been developed
to reduce the large computational efforts associated with the sensitivity matrix used in
adjusting the model. The end product is a geoelectric cross section showing thicknesses
and resistivities of all the geoelectric layers.
Resistivity models are generally not unique; in other words, a large number of earth
models can generate the same observed data or sounding curve. For example, a subsurface layer might be thinner and have a higher resistivity. Conversely, the layer could be
thicker and have lower resistivity, yet produce essentially the same result. Nevertheless,
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information about the subsurface that is independent of previous observations, called a
priori information, suggests the relative likelihood of a model to be acceptable, even before
making any interpretations. Namely, based on existing knowledge from well information,
conductivity distribution, gravity profiles, and basic geology some models are more probable to be correct than others. Besides the nonuniqueness problem, one of the obstacles is
developing a stable inverse problem solution that can simultaneously resolve complicated
geological structures.
Resistivity data interpretation consists of two steps: a physical interpretation of the
measured data, resulting in a physical model, and a geological interpretation of the resulting
physical parameters. The interpretation is influenced by a combination of equivalence, the
robustness of the inversion algorithm and the number of layers used to model the data.
While analytical and analogue models have been developed for simulating many geological
structures, a problem of the effective incorporation of a priori constraints exists.
The data obtained from the 2009 VES surveys with Schlumberger array was modeled using a free software package called VES 1.3. This software models data collected exclusively
with the Schlumberger array; hence, the resistivity data obtained during 2006-2007 with
the Wenner array was modeled using a different free software program called the IPI2Win.
Lastly, the Wenner lateral profile was examined using Microsoft Excel. These 1-D resistivity model are not expected to detect individual fractures unless these fractures are very
large; rather this research focuses on finding regions of fracturing. Generally, fracture zones
are likely to contain more moisture than non-fractured bedrock, making them more electrically conductive, corresponding with low resistivity values. Additionally, these studies
examine the possible geophysical contrasts across the suspected the north-south trending
structure that may control groundwater flow. The goal of this section is to present the
modeling process behind the IPI2Win and VES 1.3 resistivity models. Later, I present the
interpretation of the resistivity models.
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2.5.1

Schlumberger Array Models

The freeware VES 1.3 was developed by professor Gordon Cooper from the University of
Witwatersrand. An initial commercial DOS version with GW Basic was developed in 1988,
and later converted to Fortran. The first Windows version using Borlands Turbo Pascal
was released in 1992. Later in 1995 VES 1.3 was converted to Borlands (Pascal based) Delphi. VES 1.3 was a commercial software available at Rockware until 2002. Subsequently
it became freeware and is accessible at
http://web.wits.ac.za/Academic/Science/GeoSciences/Research/Geophysics/GordonCooper/
Software.htm.
VES 1.3 performs forward modeling and inversion of resistivity sounding data using Singular Value Decomposition [26] and Ridge Regression [18] techniques to make certain that it is
continuously stable, and converges to a reasonable solution. The inversion procedure takes
the observed data and the resistivity model, and varies the model to improve the fit between
the observed and calculated curves by modifying the model parameters. Furthermore, the
Windows based software assumes a horizontal stratified earth made up of several layers
each with a given thickness and resistivity and does not allow for lateral inhomogeneties.
Particularly, it allows the modeling of up to 10 horizontal layers. The Ridge Regression
techniques and its numerical considerations: integration method, weighting, scaling and
residual variance, as explained in the paper Resistivity Inversion with Ridge Regression by
Joseph Robert [18] is described in a appendix B. On March 2009, four vertical soundings
surveys were collected, VES7-VES10. In addition VES3, from the 2006-2007 survey, was
reoccupied in order to tie the 2006-2007 and 2009 surveys. The detail procedures followed
to create the models are explained in appendix C.1 and I present the Schlumberger models
as well.
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2.5.2

Wenner Array Models

Six Wenner vertical electrical soundings (VES) were completed west to Rattlesnake Springs
with an east-west electrode alignment. Three different electrode spacing were used; the VES
1, VES 2, VES 3, and VES 4 surveys were conducted using a spacing of 3, 5, 7, 10, 12, 15,
20, 25, and 30 meters. The VES 5 spacing was modified to 3 ,5, 7, 10, 12, 20, 25, and 30
meters; because, the reading at spacing 15 meters was inconsistent due to an illegitimate
error. Finally, the VES 6 survey was carried out using a spacing of 2.5, 5, 10, 15, 20, 25,
and 30 meters.
The Wenner resistivity models were calculated using the IPI2win software. The program
is used for 1D automatic and manual interpretation of VES curves created by Moscow State
University. Similarly to the VES 1.3 software, the IPI2Win program creates a geoelectric
cross section showing thicknesses and resistivities of all the geoelectric layers. Additionally,
IPI2win creates a picture of apparent resistivity called the pseudo cross-section, which
Although this cross-section is not a true representation of the distribution of resistivity in
the subsurface it may yield in formation about deeper inhomogeneties.
The inversion code is a close source; however, the user manual specifies that it is solved
using a variant of the Newtons algorithm of the least number of layers or a regularized fitting
minimizing algorithm using Tikhonovs approach to solving incorrect problems. Priory
information on layers depths and resistivity can be used for regularizing the process of
the fitting error minimizing. The inverse problem is solved separately for each sounding
curve. This software was selected; because, it uses linear filters which rapidly process the
data and allows for a wide variety of resistivity models (resistivities ranging from 0.0000110000Ω − m) and electrode configurations: Schlumberger, Wenner (alpha), Wenner (beta),
Dipole axial, pole-pole two-electrode array AM. The procedure followed to create the models
are explained in appendix C.2 and the Wenner array models are also presented.
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2.5.3

Wenner Resistivty Profile

The resistivity profile was used to detect a possible geophysical contrasts across a suspected
north-south trending structure that may control groundwater flow from VES 3 to VES 7.
The lateral profile was carry out using the Wenner array with spacing of 40m. The Wenner
was chosen because of it is mobility in the field. The profile was created by plotting apparent
resistivity versus spacing in Microsoft Excel.

2.6

Survey location and data collection

The location of the 2006-2007 resistivity sounding surveys are denoted as VES1-VES6.
The most current survey, conducted on March 2009 are VES7-VES10. The location of the
vertical electrical soundings conducted during 2009 and 2007-2009 are shown in Fig. 2.4.
In addition the location of the lateral profile carry out using the Wenner array with spacing
of 40 m is depicted in Fig. 2.5.

2.7
2.7.1

Interpretation
Vertical Electrical Soundings

Two plots of apparent resistivity versus spacing are shown in Fig. 2.6 and Fig. 2.7 that
depicts the apparent resistivity trends as well as the highest and lowest values for the 2009
and 2006-2007 survey. Fig. 2.6 is a plot showing the 2009 survey results. In general, the
VES 9 and VES 3 lines are characterized by the highest values of apparent resistivity, this
observation is expected since these are furthest from the spring and suggests that in the
upper layers the soil was dry, while further down the soil moisture increased and resistivity
decreased. The lower apparent resistivity of the other sites may be a consequence of the
variable properties of shallow subsurface including moist soil and/or more clay rich soil.
Similar to the plot showing the 2009 survey results, the plot of apparent resistivity versus
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spacing for the 2006-2007 (Fig. 2.7) surveys show the high apparent resistivity values at
VES 3 with values decreasing gradually with spacing. This signifies that at VES 3 the
moisture content is increasing with depth. This is anticipated since VES 3 is furthest from
the spring. North west and west of the spring at VES 2, VES 4, and VES 5 the apparent
resistivity trends are analogous; in general the apparent resistivities begin at a high value
and decreases rapidly with spacing representing an increment in soil moistures with depth.
The lowest apparent resistivity values are found north of the spring at VES 1. The shape
of the VES 1 curve indicates that there is a drop of apparent resistivity at five meters
spacing follow by a minor gradual increase of apparent resistivity with spacing suggesting
that moisture content slowly fluctuates from high to low to high. Near the spring at VES
6, the curve depicts higher apparent resistivity values compared to the VES 1 values; the
apparent resistivity distributions indicate an increase in apparent resistivity at about five
meters spacing, implying that moisture content decreases with depth; nevertheless, there
is a gradual decrease at about 25m spacing. The apparent resistant at VES 1 and VES
6 appears to be increasing with depth at around five meters spacing, implying a small
decrease in soil moisture.
The true resistivity values found by the VES 1.3 and IPI2win models are summarized
in the Fig. 2.8, Fig. 2.9, and Fig. 2.10. The resistivity versus depth plots in Fig. 2.8
indicates that the first layers at VES 4, VES 2, VES 9 are thin and their second layers
increase in thickness; moreover, the resistivity of the first layers is greater than the second
layer, exempt, at VES 9, where the resistivity increases in the second layer. Furthermore,
the plots in Fig. 2.9 suggest that he first layers at VES 3, VES 7, and VES 8 are thin. The
second layer at VES 3 and VES 8 does not increase with thickness considerably. However,
at VES 7 the thickness of the second layer increases dramatically. At VES 3 and VES 8
resistivity varies from low to high to low with depth, while at VES 7 the resistivity varies
from high to low to high with depth. Lastly, Fig. 2.10 also shows thin first layers compared
to the second layers. The resistivity at VES1 , VES 5, and VES 10 is decreasing with depth;
however, at VES 6 the apparent resistivity varies from low values to high values and ends
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in very low values. The low resistivity values found in the third layer of VES 6 indicate
a high moisture content increase with depth. This observation is expected since VES 6 is
located near the spring where there is more moisture. The thin first layers observed at all
the sites may be due to moisture caused by vegetation.

2.7.2

Resistivity Profile

Resistivity profiling is used in the detection of lateral changes and it is ideally used in the
detection of a steeply dipping contact between two rock types of very different resistivity,
buried under thin and relatively uniform overburden. In this thesis the resistivity profile
was used to detect a possible geophysical contrasts across a suspected north-south trending
structure that may control groundwater flow between VES 3 and VES 8. The lateral profile
was carried out using the Wenner array with spacing of 40m (Fig. 2.11). Examination of
the profile shows an apparent resistivity fluctuation varying from a high point of 23.6 Ω−m
at VES 3 to low point of 15 Ω − m to a higher point of 21.2 Ω − m and back to a low
point of 17 Ω − m at VES 7 to culminate at VES 8 with an apparent resistivity value of
19.7 Ω − m. The apparent resistivity values shown at VES 3, VES 7, and VES 8 correlate
to the apparent resistivity trends from the soundings that show a high resistivity value at
VES 3 compare to VES 7 and VES 8. Overall the apparent resistivity fluctuation is minor
suggesting that the resistivity at the upper layer is much too low to allow current deeper
in the subsurface.

2.8

Conclusion

In general, the 2009 survey plots (Fig. 2.6) show that the VES 9 and VES 3 soundings
are characterized by the highest values of apparent resistivity, this observation is expected
since these are furthest from the spring and suggests that in the upper layers the soil
was dry, while further down the soil moisture increased and resistivity decreased. The
lower apparent resistivity trends at VES 7, VES 8, and VES 10 may be a consequence
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of the variable properties of shallow subsurface including moist soil caused by vegetation.
Furthermore, the 2006-2007 survey plot of apparent resistivity (Fig. 2.7) showed that near
the surface, five meters spacing, the apparent resistivity value of VES 6 and VES 1 are low
and must correspond to high moisture in the subsurface and/or more clay rich soil north
and south of the spring. These observations are reasonable since these soundings are near
the springs, but the results could be affected by the road and metal pipes adjacent to these
soundings. Additionally, based on the locations of VES 2, VES 3, VES 4, and VES 5, I
conclude that apparent resistivity is higher in the near surface, five meter spacing, both
west and north-west of the spring. The survey was collected towards at the end of the
rainfall months, when conditions at Carlsbad Caverns National Park are distinguished by
temperatures between 70 and 80 degrees Fahrenheit; therefore, the high resistivity values
may be explained by low moisture conditions in the ground.
The VES 1.3 and IPI2win models (Fig. 2.8-Fig. 2.10) showed thin first layers at all
the sites indicating moist near the surface controlled by vegetation. Moreover, the second
layers of VES 1, VES 2, VES 4, VES 5, and VES 7 have low resistivity values, ∼ 10Ω − m,
and at VES 6 the resistivity values are the lowest. The extremely small resistivity values
found in the second layer of VES 6 may be a result of the way IPI2win models the data;
however, the general trend of resistivity is reasonable and correlates to a model created using
Excel. The other sites depict second layers with higher resistivity values, in the range of
1000 to 10000 Ω − m. Finally, the resistivity profiling (Fig. 2.11) did not distinguished
major lateral changes. However, I expect the conductivity surveys to depict more obvious
lateral variations. Considering that 1D resistivity methods rarely detect individual fractures
unless these fractures are very large, I expected that regions of fracturing were more likely
to provide geophysical targets for theses resistivity surveys. Generally, fracture zones are
likely to contain more moisture than non-fractured bedrock, making them more electrically
conductive corresponding with low resistivity values. However, I was not able to identify
fracture zones near the spring, thus I concluded that my resistivity results depended on
moisture conditions and grain size variations in the subsurface.
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Figure 2.4: Yellow dots mark the location of the 2006-2007 DC resistivity surveys.
Red dots indicate the locations of the 2009 surveys. The blue dot is
the reoccupy VES 3. Carlsbad Caverns National Park boundary is
delineated in green.
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Figure 2.5: The red dot indicates the locations VES 8 from the 2009 surveys. The
blue dot is the reoccupy VES 3 from the 2006-2007 survey. Carlsbad
Caverns National Park boundary is delineated in green.
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Figure 2.6: Plot of apparent resistivity versus spacing for the 2009 survey. VES
3 and VES 9 are located farthest from the spring, while VES 10 is
northeast from the spring and VES 7, and VES 8 are situated in the
valley.
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Figure 2.7: Plot of apparent resistivity versus spacing for the 2006-2007 survey.
VES 1 and VES 2 are located north of the spring, VES 5 and VES 6
are located near the spring, and VES 4 and VES 3 are located west of
the spring.
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Figure 2.8: Summary of VES 1.3 and IPI2win models. Plots show the change of
reisistivity with depth for the VES 4, VES 2, and VES 9 models.
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Figure 2.9: Summary of VES 1.3 and IPI2win models. Plots show the change of
reisistivity with depth for the VES 3, VES 7, and VES 8 models.
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Figure 2.10: Summary of VES 1.3 and IPI2win models. Plots show the change of
reisistivity with depth for the VES 1, VES 5, VES 6, and VES 10
models.

47

Figure 2.11: Resistivity profile starting at VES 3 and ending at VES 8. The lateral
profile was carry out using the Wenner array with spacing of 40 meters.
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Chapter 3
CONDUCTIVITY
3.1

Introduction

Analogously to the resistivity surveys, the conductivity data was acquired at different
times. First during 2006 and 2007 and later in 2009 data was collected in the region north
of the Ranger Station, east, and the west of the park boundary. The EM31 instrument
was used to gathering the data; the tool helps detect geological discrepancies, ground
contamination or any subsurface feature related to a change in ground conductivity using a
patented electromagnetic inductive technique that allows measurement without electrodes
or ground contact. The EM31 is calibrated to read terrain conductivity in milli mhos per
meter. Once the data was collected it was interpreted by creating a series of contour maps.
Conductivity data interpretation is base on analyzing conductivity variations from point to
point that is, identifying the patterns formed by relative values. With a general knowledge
of possible material types and subsurface structure variations, a conductivity map allows
to see features as a result of their shape rather than by direct identification through specific
conductivity values. In this chapter, I explain the methods use to obtain and interpret the
conductivity data. Finally the results are presented and discuss.

3.1.1

Conductivity data acquisition using EM 31

Terrain resistivity measurements have been utilized to map subsurface geology for over half
a century. However, often difficulties in establishing good electrical contact with highly
resistive soils prevented the use of these techniques. Moreover, the expense involved in
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acquiring data frequently led to an insufficient number of measurements values to establish
a reasonable background against which anomalous readings could be delineated. Additionally, in conventionally resistivity techniques the effective depth of exploration is determined
by selected inter-electrode spacing, resistivity inhomogeneities which are small compared
to this depth and are located near the potential electrodes can cause a significant error
in the measurement. Such fluctuations in the measured results are truly geological noise,
because it is not possible to determine the physical size, resistivity contrast, or location of
the source. Consequently, resistivity profiles carried out at constant interelectrode spacing
tend to be noisy, limiting the resolution in achieved resistivity, regardless of the instruments
capability to produce much higher accuracy [30]. The disadvantages of conventional resistivity led to the use of electromagnetic (inductive) techniques as an alternative or support
of resistivity surveys.
In the conductivity surveys a Model EM 31 Non-Contacting Terrain Conductivity Meter, made by Geonics Instrument was used to obtain the entire conductivity data set. EM 31
weights about 20lbs and can be carried by one person. The tool consists of a balance boom
12f t long and it is powered by eight standard C cell alkaline batteries, which demonstrated
a useful life of 10 to 15 hours. The model EM 31 utilizes magnetic induction methods
of measuring the terrain conductivity at shallow depths, which resolves many of the mentioned difficulties. Specifically, the process begins when the instruments transmitting coil
Tx , energized with an alternating current Ip at an audio frequency, produces a primary filed
which induces eddy current Is in the subsurface conductor. The receiver coil Rx measures
the resultant of the primary filed Hs and secondary field Hs induced by the eddy current;
the result is the measurement of electrical conductivity [37]. A general sketch of electrical
induction process is depicted in Fig 3.1, and details behind the theory of conductivity are
given in appendix D.
In genera this secondary magnetic filed is a complicated function of the intercoil spacing
s, the operating frequency, f , and the ground conductivity σ [30].
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Figure 3.1: EM 31 weights about 20lbs and can be carried by one person. The tool
consists of a balance boom 12f t long. The instruments transmitting
coil (yellow), energized with an alternating current Ip , produces a primary filed (red) which induces eddy current Is (pink) in the subsurface
conductor. The receiver coil (green) measures the resultant of the primary filed and secondary field (blue) induced by the eddy current. The
result is the measurement of electrical conductivity.
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Figure 3.2: Vertical and horizontal dipole coil configuration [30].
Namely, the secondary magnetic filed is found by considering a vertical and horizontal
dipole configuration (Fig. 3.2).
In each case the transmitter is energized with alternating current at a frequency f Hertz.
The measures quantity is the ratio of the secondary magnetic filed Hs at the receiver when
both coils are lying on the surface of the homogeneous half-space, that is, as if the coils
were in free space. The field ratios for vertical and horizontal dipole configurations are
given by the following equations.
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(3.1.1)
(3.1.2)

µo =permeability of free space,
√
−1

i=

The expressions are functions of the variable γs which is a reasonable complex function
of frequency and conductivity. Nevertheless, under certain constrains these equations can
be simplify. A characteristic of homogeneous half-space is the electrical skin depth δ, which
is defined as the distance in the half-space that a propagation plane wave has traveled when
its amplitude has been attenuated to 1/e of the amplitude at the surface [37]. The skin
depth given by
r
δ=

√
2
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ωµo σ
γ

(3.1.3)

The ratio s/δ, the intercoil spacing divided by the skin depth, is defined as the induction
number B, upon which
γs =

√
2iB

(3.1.4)

If B is much less than unity, γs << 1 then the field ration of equation (3.1.1) and (3.1.2)
reduces to the simple expression
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(3.1.5)

Now, the magnitude of the secondary magnetic filed is proportional to the ground conductivity and the phase of the secondary magnetic filed lead the primary magnetic filed by
90o ; B can be made less than unity by making s very much less than δ and thus
ω <<

2
µo σs2

(3.1.6)

Having determined a value of s, which fixes the effective depth of penetration under the
condition B << 1, the maximum probable ground conductivity is estimated and the operating frequency is chosen so that the equation (3.1.6) is always satisfied. Consequently,
The apparent conductivity that the instrument reads is defined as
 
Hs
4
σa =
2
ωµo σs Hp
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(3.1.7)

EM31 has an intercoil spacing of three meters designed to cover an area about six meters
in diameter. The tool has an effective depth of exploration of about six meters in vertical
loop mode, but when the instrument is operated in horizontal loop mode, on its side, the
effective depth of exploration is reduced to approximately three meters. The instrument
can be used in station-by-station mode or read continuously. The presence of layering in
the earth can be detected by raising the instrument and noting the reading as a function of
instrument height. If the earth is two layered the conductivity of both layers and the upper
layers thickness can be resolved [30]. EM31 makes possible to map terrain conductivity
virtually as fast as the operator can walk; furthermore the sample volume is average in
such a manner as to yield-unexcelled resolution in conductivity [21].

3.1.2

Filed Methods

First a field survey grid must be established according to the purpose of the survey. The
grid divides the ground area into a series of more or less uniform spaced sampling points.
The great amount of brushwood in the Rattlesnake Spring area made it impossible to
physically establish grid points, thus a hand-held GPS unit was used to record the position
of each grid point. The virtual grid created was rectangular, with baseline reference to a
nearby road. The grid lines were east-west and parallel to one another. The lines extended
far enough past the principal area of interest to establish background values of terrain
conductivity, living a 30f t standoff distance from the near wire fence and powerline. At
each grid point two reading were taken, the first reading in vertical loop mode (Qv) and
the second in horizontal loop mode (Qh). The conductivity data was acquire at different
times. First during 2006 and 2007, a series of ground conductivity surveys were carried
out using an EM31 ground conductivity meter operating in vertical and horizontal loop
mode with reading at every five to 10m. The initial readings were made along all roads
within the park unit located upslope from the spring, and surrounding areas. On March
21 to 22, 2009 and May 21 to May 2, 2009 additional data were collected in the region
north of the Ranger Station, east and to the west of the park boundary. Readings were
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calibrated against 2006-2007 surveys by reoccupying several readings at points where roads
intersected. Fig. 3.3 depicts the reading positions for the 2006-2007 and the March 2009
conductivity surveys.

3.2

Processing Field Data

After acquiring the conductivity data, the raw data was transferred into a form, which can
be interpreted. Resistivity values collected at the field site resulted in a large set of data
values; explicitly, latitude, longitude, horizontal quad-phase, vertical quad-phase, horizontal inphase, and vertical inphase of each grid point. A contour map of the conductivity data
is an optimal tool to display this information, and depicts the fluctuations of the subsurface
conductivity caused by changes in ground moisture and/or grain size. Different software
produces conductivity contour maps; however, I selected a Windows base surface mapping
program call Surfer. This software converts conductivity data promptly and easily into to
contour map.
Initially, the data was organize in a Microsoft Excel worksheet and filtered by eliminating
extreme low and high values. In order to calibrate both the 2006-2007 survey and the 2009
survey it was necessary to shift the data. By examining the common points in both surveys
I determined that the 2009 values of Qh needed to be down shifted by a factor of six mS/m
relative to the 2006-2007 survey. Similarly, the values of Qv were shifted up by six mS/m
relative to the 2006-2007 survey. The discrepancy is caused by moisture variation in the
near surface during the collection of each survey. Subsequently, Surfer created a grid file
that was used to create a contour map. The conductivity contour maps, Q vertical (Qv)
and Q horizontal (Qh) are presented in Fig. 3.4 and Fig. 3.5 respectively. In order to
emphasize the high conductivity anomalies, a low pass filter was applied to the shifted Qh
and Qv conductivity maps.
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Figure 3.3: Conductivity surveys in the Rattlesnake Spring area. Dots indicate
location of conductivity readings. Blue dots are 2006-2007 survey. Orange, red and pink dots are location of 2009 surveys. Light pink dots
are road points use to correlate the 2006-2007 and 2009 surveys.
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3.2.1

Interpretation of Conductivity Contours

The manner that conductivity varies from point to point provides the means of interpretation. Namely, using general knowledge of possible material types and subsurface structure
variations, the conductivity map allow to detect features as a result of their shape rather
than by direct identification through specific conductivity values. Particularly, interpretation of the conductivity maps entailed identifying patterns of high conductivity that may
correspond to fracture zones.
In the identification of high conductivity regions that correspond to fracture zones it
was vital to consider all possible sources of high conductivity in Rattlesnake Springs. Four
possible causes of high conductivity in the study area are clay-rich sediments, high moisture
soils, metal pipes, and fracture zones. Specifically, Rattlesnake Springs is characterized by
numerous valleys that cut into the terraces surround the area; these valleys are filled with
clay-rich Holocene sediment and constitute a possible source of high conductivity. Equally,
the metal pipes and high moisture soil near the spring may manifest as high conductivity
regions. Previously it was stated that groundwater flow at Rattlesnake Spring could be
controlled by fractures or faults; consequently, if a high conductivity anomaly does not
correspond to one of the first three sources mentioned above, then the elevated conductivity
anomalies may indicate the presence of fracture zones.
Initial analysis of the conductivity maps (Fig. 3.4 and Fig 3.5) reveled two major
high conductivity anomalies (> 50mS/m) near and north of the spring with east-west
orientation. Furthermore, a high conductivity anomaly (> 50mS/m) is located along the
western side of the maps. All the anomalies are highly evident at approximately six meters
depth, when the conductivity measurements were recorded with the plane of the coils
parallel to the ground surface (vertical dipole mode, Qv). The reason is that conductivity
measurements recorded in vertical dipole mode over a vertical conductive features are
distinctive and diagnostic of those feature, while in the horizontal dipole mode, Qh, only
shows weak anomalies.
The major high conductivity anomalies are the main interesting in this study, because
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these may yield information about possible features controlling subsurface water flow at
Rattlesnake Springs. In order to correlate the resistivity results with the conductive anomalies I compared the second layer of the soundings with the Qh conductivity map that
corresponds to a depth of exploration of three meters. First, I observed that the high
conductivity anomalies near the spring correspond with low resistivity values at sites VES
6 and VES 5. The resistivity sounding and SP surveys, suggest that high conductivity and
low resistivity anomalies near the spring are related to moister soils. Equally, low resistivity
sounding west at VES 4, northwest at VES 2, and east of the spring at VES 7 correlate
to high conductivity values. The SP surveys, imply that these conductive anomaly are
associated to moist soils as well. Next, by subtracting Qh from Qv in Surfer the deepest
anomaly was identified (Fig. 3.6). The difference between Qv and Qh revealed the anomaly
north of the spring at VES 1 to be deeper. This anomaly may be caused by increased clay
content in the soil according to the resistivity soundings and SP surveys. In addition, the
low conductivity areas match the high resistivity soundings, namely VES 3, VES 8, VES
9, and VES 10.

3.3

Conclusion

Interpretation of Rattlesnake Springs conductivity maps involved identifying patterns of
high conductivity that may correspond to fracture zones. I was not able to identify fracture
zones; nevertheless, the conductivity maps Qv and Qh reveled two major high conductivity
anomalies (> 50mS/m) near and north of the spring that strike east-west. Both high
conductive anomalies correlate to the low resistivity areas found by the Schlumberger and
Wenner array surveys, explicitly VES 6 is related to moister soils and VES 1 may be caused
by increased clay content in the soil according to the resistivity soundings and SP surveys.
Finally, other high and low conductivity areas matched the resistivity soundings results.
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Figure 3.4: Qv conductivity contour map created in Surfer. The black square represents the location of Rattlesnake Springs. Qv values were shifted
up by six mS/m relative to the 2006-2007 survey. High conductivity
anomalies are in the range of 50mS/m, while low conductivity values
begin at five mS/m.

59

Figure 3.5: Qh conductivity contour map created in Surfer. The black square represents the location of Rattlesnake Springs. Qh values were shifted
down by six mS/m relative to the 2006-2007 survey. High conductivity
anomalies are in the range of 50mS/m, while low conductivity values
begin at five mS/m.
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Figure 3.6: The black square represents the location of Rattlesnake Springs. The
difference between Qv and Qh reveals the anomaly north of the spring
to be deeper. This anomaly may be due to a decrease in grain size.
Other anomalies around the are are due to high moisture in the subsurface.
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Chapter 4
CONCLUSION
Previous research at the Rattlesnake Springs area relied on surface geology and limited
water well information. Several geological surveys have been conducted in the area to investigate the general geology, the effect of agricultural development near the aquifer, and
the trend of ground water flow. In particular, Bowen (1998) established that the nearby
Washington Ranch natural gas injection facility and the current agricultural withdrawals
are not contaminating Rattlesnake Springs. Nevertheless, Bowen cautioned that the development of the upper Black River Valley could have significant impact on the system due
to the karstic nature of flow [2]. As a result, the NPS funded an investigation conducted
by the Department of Geological Science at the University of Texas at El Paso (UTEP)
to determine the location of an inconspicuous channel (or channels) that feed Rattlesnake
Springs. According to Dr. D. Doser, the investigation in the Rattlesnake area indicated
that the groundwater flow at Rattlesnake Spring could be controlled by fractures or faults
(personal communication, 2009). The presence of faults in an aquifer may cause water to
spring outlets, resulting in significant different quantities of discharge and water quality.
The conductivity and resistivity surveys served as preliminary studies that aided in the
identification of possible fractures and faults in the Rattlesnake Springs area.
I was not able to identify fractures zones near the spring likely due to shallow investigation depth of my techniques; however, the difference between conductivity Qv and Qh
shows the anomaly north of the spring to be deeper. This anomaly may be caused by a
decrease in grain size. Other anomalies around the area are due to high moisture in the
subsurface. The resistivity soundings correlate with the conductivity results at a depth of
exploration of three meters. Namely, the second layers of VES 6, VES 2, VES 4, VES 5,
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and VES 7 have low resistivity values, ∼ 10Ω − m and correspond to high conductivity
values near, north, east, and west of the spring cause by moisture. Also at VES 1 the
resistivity values are low and correspond to the deeper anomaly north of the spring; this
anomaly may be caused by a decrease in grain size.
The resistivity models and conductivity surveys can be further developed and refined
if more geological or other geophysical information become available. Moreover, the VES
1.3 and IPI2win models (Fig. 2.8-Fig. 2.10) showed that the first layers of the models are
thin because these are controlled by vegetation; consequently, by reducing the number of
layers in our models, to two layers, the upper layer may be better distinguished.
Furthermore, more resistivity and conductivity data could be collected to the west and
east of Rattlesnake Springs’ area; nevertheless, this is difficult due to the effect of pipelines,
picnic area, and power lines found at the springs. Consequently, advance surveys such as
seismic survey could provide high-resolution information about the subsurface geological
features (fractures, faults, channels, etc.) that control the groundwater flow towards the
springs.
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Appendix A
THEORY OF CURRENT FLOW IN
THE EARTH
A.0.1

Potential in Homogeneous Medium

Resistivity is the property of a material that resists the flow of electrical current and is
defined as
ρ=

RA
L

(A.0.1)

Where R is the resistance present between opposite faces of a conducting body of length,
L, and cross-section area, A [37]. The SI unit of resistivity is ohm meter (Ωm) The
conductivity σ =

1
ρ

of a material is defined as the reciprocal of its resistivity and measured in

S
. Consequently, both techniques should yield equivalent conclusions.
siemen per meter m

The mathematical derivation of resistivity begins by determining a potential distribution
due to a current source in a homogeneous medium.
In order to determine a potential distribution and consequently the resistivity, I begin
by deriving Laplace’s equation. First, we define the volume current density, J, measured

in Amperes per meter squared mA2 . When the flow of charge is distributed throughout
the entirety of a three-dimensional region, including the cross-section; we measure this by
taking the charge passing through a plane bisecting the volume in an amount of time.
Consider a ”tube” of infinitesimal cross section dA, running parallel to a flow of charge
(Fig. A.1).

If J is the volume current density in amperes per square meter, then current flowing
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Figure A.1: Tube of infinitesimal cross section dA, running parallel to a flow of charge.
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through dA is
dI = JdA

(A.0.2)

A simple approximation to the current density assumes the current simply is proportional
to the electric field. Therefore, the current density and the electrical field E in volts per
meter are related by Ohm’s Law:
J = σE

(A.0.3)

where σ is the conductivity of the medium.
According to the curl-less fields theorem any vector whose curl is zero is equal to the
gradient of some scalar [11]. For electrostatics the curl of the electrical field is always zero
since we do not expect the electric field to have twisters. Thus, the electrical field E can
be expressed as the gradient of a scalar potential.
5 × E = 0 ⇔ E = −5V

(A.0.4)

In terms of Equation A.0.3 we have
J = −σ 5 V

(A.0.5)

The continuity equation:
5· J=−

∂ρ
∂t

(A.0.6)

is defined as that the divergence of current density equal to the negative rate of change of the
charge density. When a steady current flows in a wire, its magnitude I must be continuous
all along the line [11]; therefore,

∂ρ
∂t

= 0 in magnetostatics, and thus the continuity equation

A.0.5 becomes
5·J=0

(A.0.7)

5·σ5V =0

(A.0.8)

Then

Using the vector identity 5 · (5 · φ) = 5φA + φ5 · A, we have
5σ · 5V + σ 52 V = 0
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(A.0.9)

If σ is constant throughout, the first term vanishes in equation A.0.8 and we have Laplace’s
equation
52 V = 0

(A.0.10)

Laplace’s equation does not by itself determine the potential V; an appropriate set of
boundary conditions must be applied. The appropriate boundary conditions sufficient to
determine V are the boundary conditions at interfaces between different media.
In order to derive these boundary conditions we begin with Maxwell’s equations in
terms of free charge and current.
(ia)

5 ·D = ρ,

(iiia)

(iia)

5 ·B = 0,

(iva)

∂B
,
∂t
∂D
.
5 ×H = J +
∂t
5 ×E = −

where for external sources in vacuum, D = εo E and B = µo H. These constitutive relations
depend on the nature of the material. Furthermore, J is defined as the current density
(A/m2 ), E is the electric field intensity (V /m), B is the magnetic flux density (teslas (T )),
H is the magnetic filed intensity (A/m), and D is the electric displacement (C/m2 ) In general, the fields E, B, D, and H, will be discontinuous at a boundary between two different
media. The exact form of these discontinuities can be deduced from the above Maxwell’s
equation in their integral form.

I

Z
D · n da =

(ib)
Is
(iib)

ρd3 x

v

B · n da = 0
I
Z
∂B
· n’da
E · dl = −
c
s0 ∂t

I
Z 
∂D
H · dl =
J+
· n’da
∂t
c
s0
s

(iiib)
(ivb)

Equation (ib) is just Gauss’s law, and equation (iib) is the magnetic analog. These equations
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were obtained by applying the divergence theorem to equations (ia) and (iia). In these
integrals we let V be a finite volume in space, S the closed surface bounding it, da an
element of area on the surface, and n a unit normal to the surface at da pointing outward
from the enclosed volume.
Moreover, by applying Stokes’s theorem to equation (iiia) and (iva) we obtain equations
(iiib) and (ivb), which are Faraday’s law of electromagnetic induction and the AmpèreMaxwell law respectively. In these integrals C is a closed contour in space, S’ an open
surface spanning the contour, dl a line element on the contour, da an element of area on
S’, and n’ a unit normal at da pointing in the direction given by the right-hand rule.
The integral form of the Maxwell’s equations can be used directly to deduce the relationship of various normal and tangential components of the fields on either side of a
surface between different media. Fig. A.2 and Fig. A.3 shows an appropriate geometrical
arrangement. First in Fig. A.2 an infinitesimal Gaussian pillbox straddles the boundary
surface between two media with different electromagnetic properties.
Secondly, in Fig A.3 an infinitesimal contour C has its long arms on either side of
the boundary and is oriented so that the normal to its spanning surface is tangent to the
interface.
We first apply the integrals (ib) and (iib) to the volume of the infinitesimal Gaussian
pillbox. In the limits of every shallow pillbox, the side surface does not contribute to the
integrals on the left of (ib) and (iib). Only on the top and bottom contribute. If the top
and the bottom are parallel, tangent to the surface, and the area ∆a, then the left-hand
integral in (ib) is
I
D · n da = (D2 − D1 ) · n∆a

(A.0.11)

s

in the same way for the integral (iib). If the charge density ρ is singular at the interface so
as to produce an idealized surface charge density σ, then the integral on the right in (ib) is
Z
ρd3 x = σ∆a
v

Thus the normal components of D and B on either side of the boundary surface are related
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Figure A.2: Diagram of boundary surface (red line) between different media. The
boundary region is assumed to carry idealized surface charge σ and
current density K. The volume V is small pillbox, half in medium one
and half in medium two with the normal n to its top.
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Figure A.3: The rectangular contour C is straddling the boundary surface and is
oriented with its plane perpendicular to the surface so that its normal
t is tangent to the surface.
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by
(D2 − D1 ) · n = σ

(A.0.12)

(B2 − B1 ) · n = 0

(A.0.13)

Hence, from these equations we find that the normal component of B is continuous and
the discontinuity of the normal component D at any point is equal to the surface charge
density at that point.
Turning to the integral (iiib), the infinitesimal Stokesian loop straddling the surface
can be used to determine the discontinuities of the tangential components of E and H. If
the short arms of the contour C in Fig. A.3 are of negligible length and each long arm is
parallel to the surface and length ∆l, then the left-hand integral of (iiib) is
I
E · dl = (t × n) · (E2 − E1 )∆l
c

Likewise for the left-hand side of (ivb). The right-hand side of (iiib) disappears because

∂B
∂t

is infinite at the surface and the area of the loop is zero as the length of the short side goes
to zero. The right-hand side of (ivb) does not go away, nonetheless, if there is an idealized
surface current density K flowing exactly on the boundary surface. Then the integral on
the right becomes
Z 
s0


∂D
J+
· tda = K · t∆l
∂t

Equally, if there is an idealized surface current density K flowing exactly on the boundary
surface the second term in the integral given above vanishes. Consequently, the tangential
components of E and H on either side of the boundary are related by
n × (E2 − E1 ) = 0

(A.0.14)

n × (H2 − H1 ) = K

(A.0.15)

In equation A.0.15 the current K has only components parallel to the surface at every
point. The tangential component of E across an interface is continuous, while the tangential
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component of H is discontinuous by an amount whose magnitude is equal to the magnitude
of the surface current density and whose direction is parallel to K×n.
The discontinuity equations A.0.12-A.0.15 are the general boundary conditions for electrodynamics and as mentioned before, are useful in solving Maxwell’s equations in their
integral form. In particular, these equations give a solution of Maxwell’s equations in different regions and then connect the solutions to obtain the fields throughout all space, by
using the constitutive relations of D and H in terms of E and B. Along with the assumption that there is no free charge or free current at the interface, the boundary conditions
can be express in terms of E and B alone:
(i)
(ii)

k

1 E1⊥ − 2 E2⊥ = 0

k

(iii) E1 − E2 = 0

B1 ⊥ − B2 ⊥ = 0

1 k
1 k
B1 − B2 = 0
µ1
µ2

(iv)

There are two specific boundary conditions that must hold at any contact between
two regions of different conductivity. The first and third of the boundary conditions for
interfaces where σ and µ change abruptly may be written in the form:
σ1 E1⊥ = σ2 E2⊥

and

k

k

E1 = E2

(A.0.16)

The potential, meanwhile, is continuous across any boundary (Fig. A.4), because as the
path length shrinks to zero, so does the integral.
Z b
V1 − V2 = −
E · dl
a

Thus, we have the additional boundary condition
V1 = V2

(A.0.17)

In the next sections I will consider several field configurations that are used in resistivity.

A.0.2

Single Electrode Buried at Depth

In the first configuration there is an electrode of small dimensions buried in a homogeneous
isotropic medium. The current circuit is completed through another electrode, commonly
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Figure A.4: The potential is continuous across any boundary.
at the surface, but far enough away that its influence is negligible. Due to the symmetry
of system, the potential will be a function of the distance from the first electrode, r. Given
these conditions Laplace’s equation, in spherical coordinates, simplifies to:
d2 V dV
=0
5 =
dr2 dr
2

Multiplying by r2 and integrating, we get
dV
A
= 2
dr
r

(A.0.18)

V = − Ar + B

(A.0.19)

integrating once more, we have

where A and B are constants. Since V = 0 when r → ∞ , we get B = 0. Also, the
current flows radially outward in all directions from the point electrode. Considering this
conditions and from equations A.0.5 and A.0.18 we find that the total current crossing a
spherical surface is:
I = 4πr2 J = −4πr2 σ
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dV
= −4πσA
dr

Figure A.5: Buried point source of current in homogeneous ground (Geldart and
Sheriff, 1995).

A can be expressed as
A=−

Iρ
4π

and the potential V becomes
V =(

Iρ 1
)
4π r

or solving for

ρ=

4πrV
I

(A.0.20)

Fig. A.5 shows the equipotentials, which are spherical surfaces given by r=constant and
are everywhere orthogonal to the current flow lines.
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A.0.3

Single Current Electrode at Surface

Now I consider a point electrode located at the surface of the homogeneous isotropic medium
and delivering I amperes of current. If the air above the ground has no conductivity, then
we have a three-point system. As in the previous configuration, the current electrode
is at great distance, and due to symmetry, Laplace’s equation in spherical coordinates
is applicable with a solution given by equation A.0.19 and B = 0. Since air above the
ground has no conductivity (σair = 0) then the condition to be satisfied at the surface is
Ez =

∂V
∂z

= 0 when z = 0. This is confirmed by substituting V = − Ar into Ez =

yields Ez =

∂V
∂z

=

∂(−A/r)
∂z

∂V
∂z

which

d A ∂r
= − dr
( r )( ∂z ) = ( Az
) = 0 at z = 0.
r3

Previously we established that at the ground σair = 0, thus the upper medium has no
electric field. Therefore, all the current now flows through a hemispherical surface in the
Iρ
lower medium (Fig. A.6), with A = − 2π
and the potential becomes:

V =

A.0.4

Iρ
2πr

or solving for ρ =

2πrV
I

(A.0.21)

Two Electrodes at Surface

Next, we define the potential at any surface point when the distance between the two
current electrodes is finite (Fig. A.7). In this case the potential will be a result of both
current electrodes.
The potential at any point P1 due to C1 is:
V1 = −

A1
r1

where A1 = −

Iρ
2π

(A.0.22)

However, source C2 has to be considered as well. The current at the two electrodes are
equal and opposite in direction, thus there is also an influence from C2 . The potential at
P1 due to C2 is given by:
V2 = −

A2
r2

where A2 = −
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Iρ
= −A1
2π

(A.0.23)

Figure A.6: Point source of current at the surface of a homogeneous medium [41].

Figure A.7: Pair of current and potential electrodes on the surface of homogeneous
isotropic ground of resistivity ρ [41].
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We need to superimpose these two solutions. Laplace’s equation is linear, the sum
of two solutions must also be a solution. Hence, the potential at P1 is the sum of both
potentials. As a result the potential at the first electrode is:
V1 + V2 = −

Iρ 1
1
A1 A2
−
=
( − )
r1
r2
2π r1 r2

By adding a second potential electrode at P2 we can measure the difference in potential
between P1 and P2 . Then, the potential difference is given by:

 

Iρ
1
1
1
1
∆V =
=
−
−
−
2π
r1 r2
r3 r4

(A.0.24)

This formula corresponds to the four electrode spread normally used in resistivity field
work. In this arrangement the current-flow lines and equipotentials are distorted by the
proximity of the second current electrode C2 . Fig. A.8 depicts the equipotential and
orthogonal current lines obtained by plotting the relations
1
1
−
= constant
R1 R2
R12 + R22 − 2R1 R2 cosθ = 4L2
This distortion from spherical equipotential is more obvious in the region between the
current electrodes.

A.0.5

Current Distribution

In a general manner Fig. A.5, A.6, A.8 and A.9 show the current flows in a homogeneous
ground. From these equations it can be seen that the current penetration increases as
the electrode spacing increases. Nevertheless, the quantitative distribution in depth is not
specified. Thus, we consider the current flow in a homogeneous medium between two point
electrodes C1 and C2 in Fig. A.10. The horizontal current density at point P is
Jx = (−1/ρ)∂V /∂x
= (−I/2π)∂/∂x(1/r1 − 1/r2 )

= (I/2π) x/r13 − (x − L)/r23
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Figure A.8: Plan view of equipotential and current flow lines for two point sources
of current on surface of the homogeneous ground [41].

83

Figure A.9: Vertical cross section of equipotential and current flow lines for two
point sources of current on surface of homogeneous ground [41].

If this point is on the vertical plane midway between C1 and C2 , we have r1 = r2 = r and
Jx =

I
L
2π z 2 + L2 3/2
4

(A.0.25)

The difference in current density with depth across this plane, both when the electrode
spacing is constant and when it is varied, is shown in Fig. A.11. In the case that the
√
electrode spacing is varied, it is found that Jx is a maximum when L = 2z.
We are able to calculate the fraction of current flowing through a strip of this vertical
plane between depths z1 and z2 ; because,
( 
)
2
L
2
2
2
r =
+y +z
2
the current through an element dy dz of the strip is
δIz = Jx

dydz =

I
L
2π {(L/2)2 + y 2 + z 2 )}3/2
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dydz

Figure A.10: Current density in uniform ground below two surfaces [41].
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Figure A.11: Current density versus depth (solid line) and electrode spacing (dashed
line) [41].
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thus, the fraction of total current through a long strip (z1 − z2 ) wide will be
Z ∞
Z
Ix
L z2
dy
=
dz

3/2
2
I
2π z1
−∞ (L/2) + y 2 + z 2
Integrating we obtain,
2
Ix
=
I
π



−1 2z2
−1 2z1
tan
− tan
L
L

(A.0.26)

This fraction has a broad maximum when L = 2(z1 z2 )1/2 . For example, if z1 = 180m, and
z2 = 300m, then the electrode spacing should be 420m in order to obtain the maximum
current density in the slab. Otherwise, if z2 → ∞, equation (A.0.25) becomes
Ix
2
2z1
= 1 − tan−1
I
π
L

(A.0.27)

Fig. 2.12 illustrates the electrode spacing necessary to force a given fraction of the
current into the ground below a depth z1 . From this plot we see that when L = 2z1 half
the current flows in the top layer, half below it. Potential variations, measured at surface,
are proportional to the current flow below; consequently, it is essential to get as much
current into the ground as possible. Furthermore, good penetration can be obtained by
using a large enough spacing such that plenty of current reaches the target depth. For
instance, if the target is suspected to be located at 50m depth (z1 = 50), then with an
spacing of 50m (L = 50m),

Iz
I

=

1
3

of the total current will pass below z1 according to Fig.

A.12.

A.1

Apparent Resistivity

In the previous section we have considered current flow, and potential into, and over homogeneous ground. However, what is really necessary is to define a resistivity for an
inhomogeneous ground. The mathematical derivation of this resistivity comes from equation A.0.24 and from considering different electrode spreads. As will be discussed below
for resistivity field work, a number of electrodes spreads have been designed.
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Figure A.12: Fraction of current flowing below depth z1 with electrode spacing L [41].
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As mentioned in section A.0.4 the four electrode spread is the practical arrangement
used in resistivity field work. The potential difference corresponding to this spread is given
by equation A.0.24:
Iρ
=
∆V =
2π



1
1
−
r1 r2




−

1
1
−
r3 r4



On rearranging this equation we obtain

2π∆V
1
ρ=
=
I {(1/r1 − 1/r2 ) − (1/r3 − 1/r4 )}



2π∆V
I


G

(A.1.1)

Where the parameter G is related to the electrode geometry. Resistivity ρ is determined by
measuring the voltage difference, ∆V , between the two potential electrodes, the amount of
current input into the ground I and the electrode configuration G. Equation A.1.1 can be
used to compute the true resistivity over a homogeneus isotropic subsurface. The resistivity
obtained is constant and independent of the electrode configuration and surface location.
Only in the case when the ground is uniform over a volume do we obtain the true
resistivity ρ. On the other hand, when the ground is inhomogeneous, the resistivity as
computed from equation A.1.1, will vary on altering the geometrical arrangement of the
electrodes or on moving them on the ground surface without altering their geometry. Hence,
for each measurement we obtain a different value of ρ. Thus magnitude depends on the
arrangement of electrodes. This measured quantity obtained from equation A.1.1 for an
inhomogeneous ground is known as the apparent resistivity, ρa . Apparent resistivity is
considered to be a volume average of a heterogeneous half-space, except that the averaging
is not arithmetic, but dependent on each instrument array and how it is used. This concept
is very useful in practical applications of the resistivity method to underground research.
For proper interpretation of ρa we must always keep in mind the configuration with which
it has been determined.
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Appendix B
THE RIDGE REGRESSION
In order to determine a set of unknown parameters xj , j = 1, ..., m from a set of data yi
i = 1, ..., n where yi are functionally related to the xj as follow
y1 = A1 (x1 , ..., xm )
.
.
yn = An (x1 , ..., xm )
If the function Ai (xj ) are linear in xj , the problem may be express in matrix form
yi = Aij xj

(B.0.1a)

y = Ax

(B.0.1b)

where y is the data column vector, A is the independent matrix (model) and x is the
unknown parameters column vector. The problem may be approached by operating on
both sides with an (m × n) inverse matrix H = A−1 and letting the solution, or model, be
x̂ = HAx = Hy.

(B.0.3)

The operator H will be a good inverse if it satisfies the following criteria. (a) AH ≈ In the
n × n identity matrix. This is a measure of how well the model fits the data, since Ax̂ = y
if AH = In . (b) HA ≈ Im . This is a measurement of the uniqueness of the solution if
AH = Im .
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(c) the uncertainties in x̂ are not large. It is desire to have more observations (y) than
unknowns; however, in this case matrix A is not singular. Multiplying matrix A with its
transpose make A square and the solution becomes
x̂ = HAT y = (AT A)−1 AT y.
Most resistivity structures have linear dependence between parameters causing the system
matrix to be nearly singular. The inversion method that uses generalized inverse theory or
least square technique is unsatisfactory if some of the parameters in the problem are nearly
linearly dependent.
Attempting to invert the nearly singular AT A matrix frequently cause difficulties. Marquardt (1970), Hoerl et .al(1970a), Hoerl et .al(1970b )proposed a method called ”ridge
regression” that deals with this collinearity by replacing the AT A matrix with a more
numerically stable matrix. Ridge regression and least squares regression are analogous;
however, ridge regression adds a minor constant value to the main diagonal of the variancecovariance matrix before determining the regression equation. Addition of the minor constant results in a new set of data with a lower degree of multicolliearity; consequently
achieving a better fit of the regression equation to the actual data while the mean square
error is reduced. It is important to determine the optimal constant added to the main
diagonal of the variance-covariance matrix that will maximize prediction. The typical way
of determining this maximal constant value (δ) is by using an iterative procedure: adding
in a series of possible delta values and seeing the effect on the regression equation. The
best delta value is the one associated with the lowest mean square error for the equation.
The regression equation associated with this value yields the maximal predictive power. It
is vital to realize that the resulting ridge regression equation is a biased estimate and not
reflective of population parameters. As such, ridge regression is of little use in theoretical modeling (Darlingon, 1978) and Marquadt (1970) concluded that the method of ridge
regression is preferable for problems with very small eigenvalues, while the method of the
generalized inverse is preferable for problems with some zero eigenvalues. The majority of
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resistivity problems involve small, but rarely zero, eigenvalues.
The Schumberger sounding problem over a plane-layer earth is nonlinear in the unknown
parameters, namely, the resistivity and thickness of each layer. The expression for apparent
resistivity [40] is
ρs = ρ1 L

2

Z

∞

k(λ)1...n J1 (λL)λdλ

(B.0.4)

0

The expression is the Schlumberger apparent resistivity [40]; in which ρi = resistivity of the
ith layer and L =

AB
2

for Schlumberger sounding. The expression’s linearization by a first

order Taylor’s series expansion in the unknown parameters is given by
∆G = A∆P + ε

(B.0.5)

where


[∆G]i = G P, xi − G P0 , xi ; i = 1, N

[A]i,j =

∂G(P, x)
∂Pj

x = xi ,

P = Po

[∆P ]j = Pj − Pj0 ; j = 1, M

The least-square estimate, ∆P̂ of ∆P is
∆P̂ = AT A

−1

AT ∆G

(B.0.6)

Hoerl and Kennard (1970) show that when AT A is nearly singular the average value of the
squared distance from ∆P̂, the estimate, to ∆P, the true parameter change, becomes very
large, as does the variance of the least-square estimator. The ridge regression estimate of
∆P, is
∆P̂∗ = AT A + kI
92

−1

AT ∆G)

(B.0.7)


where I is the identity matrix and k ≥ 0. The eigenvalues of AT A + kI are (λ2i + k),
where λ2i are the eigenvalues of AT A. Small eigenvalues of the least-squares estimator will
be increased in the ridge regression estimator by the factor k; therefore, the inversion of the

matrix AT A + kI will be more stable. Increasing the size of all the eigenvalues results
in a significant decrease of the mean of the squared length between ∆P, and ∆P̂∗ and
the variance of the estimated solution. Thus, in some cases, the solution ∆P̂∗ is much
closer to ∆P than the least-square solution ∆P̂. The residual sum of squares for the ridge
regression solution is given by
φ∗ = (∆G∗ )T ∆G∗

(B.0.8)

where ∆G∗ is the measured resistivity minus the apparent resistivity predicted by equation
(B.0.4) using the values P∗ = P0 + ∆P̂∗ . For a linear system the residual sum of squares
given by the ridge regression solution is greater than the residual sum of squares given
by the least-squares solution [18]. Noted that this is false for nonlinear systems. Some
examples demonstrated that the least square method diverges, resulting in, a very small
residual sum, while the ridge regression method converges to an acceptable residual sum.
It is vital to consider the value of k; the nonlinear problem could require several iterations before a solution is obtained, and each iteration may require a different value of k.
Marquardt (1963) algorithm determines the smallest value of k for which the ridge regression estimator of equation (B.0.7) will give a new model that better fits the field data. As
the inversion process approaches a solution or a minimum in the residual sum of squares
(equation (B.0.8)) smaller values of k are used.

The inversion method begins by calculating the eigenvalues of the matrix AT A . Small
eigenvalues imply a near-singular system, which is unstable in the presence of noisy data.
This is because when the inverse operation in equation (B.0.6) is performed, the eigenvalues
are inverted; consequently, the small eigenvalues have a large effect in the inverse solution.
These small eigenvalues could result in a parameter change vector,
Inma (1973) showed that the data eigenvectors associated with the large eigenvalues
tend to be smooth averages of all the data points, while the data eigenvectors associated
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with the small eigenvalues tend to represent the average of small groups of data points that
correspond to detailed features in the sounding curve. When the small eigenvalues and
their associated data eigenvectors are included in the estimator, the estimator attempts to
fit more detailed features of the sounding curve, as well as the broad features. Nevertheless,
if the residual sum of the squares is far from a minimum and an attempt is made at the
outset to fit the detailed features before obtaining a good fit of the broad features, the
least-square estimator will often diverge. Inma (1975) indicates good results have been
obtained using Marquardt (1963) techniques with a large values of k, on the order of 1.0,
when the initial guess is far from the solution. A smaller value for k, on the order of 0.01
or less, which is corresponds to including the smaller eigenvalues in the estimator, is used
near the solution.

B.0.1

Weighting

The data are weighted by assigning a degree of importance to each value; weighting removes
a bias inherent within the data or bias with the least-square fits so that it is more accurate
in one area of the curve than another. A large numerical difference between the values
of the data in the different regions of the curve may introduce an undesirable bias into
the final solution. The bias causes the ridge regression estimator to be biased toward
the large values while ignoring the small values, which may be as accurate and contain
important information. For example, consider a simple two-layer model with a top layer
resistivity of 10 ohm − m. The resistivity curve has two asymptotes with a large difference
in numerical values. A ridge regression estimator and least-square estimator respond to
differences between the field curve and the curve generated from the estimated model. The
difference would be greater at larger array spacings because of the large numerical values of
the curve in this region. This portion would influence the estimator more than the portion
of the curve at the smaller array spacing; consequently, the estimator might give a good
estimate of the resistivity of the lower half-space, but a poor estimate of the resistivity of
the first layer. In general, each point should be weighted according to the noise in the data;
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furthermore, the data point should not be assigned a false degree of importance based on
its large or small value in comparison with other data points. The weighted matrix M is
denoted by




σ12

ρ12 σ1 σ2 ρ1n σ1 σn




 ρ12 σ1 σ2
σ22
ρ2n σ2 σn 




M = σ2N = 

.
.
.






.
.
.


2
ρ1n σ1 σn ρ2n σ2 σn
σn

(B.0.9)

where
σi2 = E(ε2i ),
and
σi σj ρij = E(εi εj )
The factor %ij is the correlation coefficient and σ 2 is defined as problem variance used
when the relative variances σi2 are known or presupposed within a scale factor, σ 2 . The
matrix defined previously is the variance-covariance matrix of the data [13]. A first order
approximation assumes that the error in the data at one array spacing is unrelated to
the error in the data at another array spacing, so that the variance-covariance matrix
becomes a diagonal matrix with elements σia . Determining σia requires knowledge of the
error in the data. In most resistivity surveys the error must be estimated. Errors must come
from several sources: limited precision of instrumentation, effect of lateral inhomogeneities,
telluric noise, and errors in measuring spacing intervals. The procedure followed by the
ridge regression assumes that each data point has the same percentage standard deviation
except it is known or suspected that certain points are significantly noisier. Moreover, it
is initially assumed that each point has a standard deviation equal to one percent of its
measured value. The standard deviation is then adjusted to the estimated noise level of
the survey. Resistivity surveys commonly yield data accurate within five percent or less.
Incorporating the weighting matrix within the estimator entails multiplying each side of
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equation (B.0.5) by N−1/2 . By disregarding the error vector ε equation (B.0.5) becomes
N −1/2 ∆G = N −1/2 A∆P

(B.0.10)

These equation’s solution is a weighted least-square solution. The residual error becomes
φ = (∆G − A∆P)T N−1 (∆G − A∆P)

(B.0.11)

The weighted least-square estimator is given by [20] as
∆P̂ = (AT N−1 A)−1 AT N−1 ∆G

(B.0.12)

The corresponding ridge regression estimator is defined as
∆P̂∗ = ((AT N−1 A) + kI)−1 AT N−1 ∆G

(B.0.13)

Equation (B.0.13) gives the weighted ridge regression estimator in which the data have
been weighted by the inverse square root of the data variance-covariance matrix.
Scaling
Before adding the factor k, it is convenient to scale the matrix (AT N−1 A) so that the
diagonal elements have a value of 1.0. The scaled matrix (AT N−1 A)s and the scaled
vector (AT N−1 G)s are defined as
(AT N−1 A)sij =

(AT N−1 A)ij
[(AT N−1 A)ii ]1/2 [(AT N−1 A)jj ]1/2

and
(AT N−1 ∆G)sj =

(AT N−1 ∆G)j
[(AT N−1 A)jj ]1/2

Defining a diagonal scaling matrix with elements
Dij = 0 i 6= j

Dii = [(AT N−1 A)ii ]1/2 ,

we can rewrite equation (B.0.12) as follow
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∆P̂ = D(DAT N−1 AD)−1 DAT N−1 ∆G(B.0.14)and the regression estimator as
∆P̂∗ = D(DAT N−1 AD + kI)−1 DAT N−1 ∆G

(B.0.15)

Equation (B.0.15) is the estimator that is used to provide a biased best fit to Schlumberger
sounding data. The scalar matrix (DAT N−1 AD) is the correlation coefficient matrix of the
derivatives in the system matrix of equation (B.0.5), [28]. Correlation coefficients that are
nearly equal to one indicate that the problem is highly nonorthogonal, or nearly singular.
This will result in very small eigenvalues, a condition which makes the problem sensitive
to error in the data and to round-off errors in the computer; hence it is necessary to add
the factor k to the matrix (DAT N−1 AD) to stabilize the estimator.

B.0.2

Confidence of Estimate Parameters

This section describes the methods for placing confidence intervals on parameters estimates
and for evaluating the final fit of the datas.

B.0.3

Residual Variance

Estimating the confidence intervals of the parameters requires a prior residual variance
approximation, or problem variance, in equation (B.0.9). An approximation of the residual
variance is given by Hamilton (1964) as
σ2 =

(4G)T N−1 4G
N −M

(B.0.16)

for weighted least squares. At this point the values G(P, xi ), the measured apparent
resistivities, are require to be unbiased, finite variance estimates of the population means.
If the measurements at a point were repeated an infinite number of times, the average value
of all the measurements would be called the population mean. The increase in the number
of points with specific values as the value approaches the population mean distinguishes
the measured values’ finite variance. For simplicity it is assumed that each measurement is
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free of bias. In some instances this is not strictly true in a Schlumberger array, where AB/2
is often shorter than anticipated, but it is rarely longer. Nonetheless, in many carefully
conducted surveys this effect will probably be negligible.
Calculating σ̂ 2 depends on the fit between the theoretical data, computed for the hypothesized model, and the field data. When σ̂ 2 is considerably greater than σ 2 , the data
have not been fully explained by the hypothesized model. In numerous cases this means
that using a more complex model, such a multi-layered model, allows one to fit more detail
of the field curve. A σ̂ 2 greater than σ 2 may also mean that σ 2 is underestimated. Although
the value of σ 2 varies between surveys, it is assumed that the error in any data point is
five percent or less. If σ 2 is greater than σ̂ 2 , either the variance estimate of the observation
have been overestimated [45] or the curve calculated from the hypothesized model is fitting
noise in the data.
Hence, the residual variance may be used as an indicator of the goodness-of-fit given
by the hypothesized model [10]. The residual variance is independent of the linearity or
nonlinearity of the problem with respect to the model.
Covariance of parameters
Earlier the difficulty in determining accurate estimates for the parameters standard deviations when there is a high degree of correlation between the parameters or if the problem
is nonlinear in the estimated parameters. Moreover, calculating the variance of a biased
estimate (B.0.15) and interpreting the variance in terms of the earth model can be difficult.
First, a problem arises from the ridge regression estimator, which decreases with increasing
k. Increasing the value of k is equivalent to disregarding the small eigenvalues and the
associated eigenvectors of the system matrix A in equation B.0.5. Each eigenvector is a
linear combination of the original parameters of the model (resistivity and thickness), and
those parameters associated with the largest eigenvalues are the best determined linear
combinations. Thus, if the variance of equation (B.0.15) is calculated, the biased estimator, the standard deviation for the original parameters, will be unusually small because the
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linear combinations of the parameters with large variance have been neglected. As a result,
the variance of the biased estimator is a poor estimator of the true variance of the original
parameters. Although a solution is obtained using a biased estimator, the variance of the
parameters is computed with the least-squares estimator, which is not biased.
The least-square estimator, equation (B.0.14), includ all the eigenvalues, and therefore,
the parameter variance should be calculated from this expression. The variance-covariance
matrix is
cov(∆P̂) = D(DAT N−1 AD)−1 DAT N−1 ·
cov(∆G)N−1 AT D(DAT N−1 AD)−1 D
The covariance matrix of 4G is given in equation (B.0.9) as σ 2 N. The covariance of ∆P̂
now becomes
cov(∆P̂) = σ 2 (AT N−1 A)−1

(B.0.17)

The value of σ 2 is estimated by equation (B.0.16). Equation (B.0.18) is a matrix whose
diagonals elements are the variance terms between the elements of ∆P̂.
Equation (B.0.6) relates the covariance of ∆P̂ to the covariance of the model. In
equation (B.0.6) the vector ∆P̂ contains the predicted parameter P and the estimated
parameters P◦ Since P◦ is known, any large variance in ∆P̂ corresponds to a large variance
in P◦ (Glenn et al, 1973). Thus, the covariance of P may be written as equation cov(∆P ) =
σ 2 (AT N−1 A)−1 )The correction matrix is an indication of the linear dependence between
the parameters.
Solution Space
The diagonal elements of the covariance matrix are the variance terms for each parameter. If
the correlations are small, then the standard deviation is a good measure of the uncertainty
of each parameter. If two parameters are strongly correlated, then the standard deviation
given by the square roots of the diagonal terms of (B.0.19) will be larger than the actual
uncertainty. Both the covariance matrix and the correlation matrix are represented a slice
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of the solution space. Every point in the slice represents the parameters of a particular
model, and at each point the least-squares error between the sounding curve defined by the
model and the field curve is calculated. The values can then be contoured into confidence
regions defined by (Jenkins and Watts, 1968).


M
FM,N −M (1 − α)
φ(P) ≤ φ(P̂) 1 +
N −M
where φ(P) is the least-square error that defines a particular confidence interval and σ(P̂)
is the least-square error at the minimum (or solution) in solution space. The quantity
FM,N −M (1 − α) is the value of the F -distribution of M and N − M degrees of freedom at
the 1 − α confidence level. The value φ(P̂) defines a region in solution space in which there
is a 100(1 − α) percent chance of a repeated experiment yielding a value for φ(P̂) within
this region.
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Appendix C
CREATING THE MODELS
Our knowledge of the Earth’s interior has been obtained by the interpretation of measurements made at the surface, rather than direct sampling of internal materials. First, a valid
mathematical model describing the physics of the system under study is required in order
to calculate the values of observations made on an exactly known structure. Forward problems takes a geological model and predicts a geophysical outcome at the surface. When the
forward problem has been completely solved, there are unknown quantities in the mathematical model. Geophysics inverse theory takes geophysical measurements and attempts
to solve for unknown geological parameters. Specifically, the assumed model consists of a
set of equations representing a particular mathematical abstraction that prescribes a physical process. The models equations depend on a certain number of unknown quantities or
model parameters that represent physical properties of the Earth. Inverse theory obtains
the model parameters by attempting to reconstruct the earth model from the observations
made at surface.

C.1

Creating the Schlumberger models with VES 1.3

VES 1.3 commences the interpretation process by reading in a (*DAT) format file containing
the apparent resistivity values and the survey spacing of each VES station; the files are
arranged in the following format:
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T hree 1
Comment 2
Lines 3
AB1

Rho1

Rho01

.

.

.

.

.

.

.

.

.

ABN

RhoN Rho0N

The data files are downloaded into the software by selecting the Begin New Model
option in the main menu. Specifically, an initial dialog box appears onscreen (Fig. C.1)
in which the initial resistivities and thickness of the layers may be entered. Conversely,
the *DAT files created for each VES are opened by selecting the option Load field data
at the bottom of the dialog box. Once the desired *DAT file is chosen the data will be
displayed in a spreadsheet in which errors may be corrected. Expected resistivity models
consist of two or three layers could be created using free VES 1.3 automatic interpretation.
The feature labeled Automatic interpretation two and three layer model at the
bottom of the diagonal box generates an initial model of the entered data. The initial
model parameters will be displayed in a second dialog box (Fig. C.2), enabling it to be
edited. At the bottom of this dialog box the number of inversion iterations may be set.
Moreover, the feature Momentum is used as a means of preventing the inversion from
getting stuck in a local minimum of the error surface. A certain percentage of the change to
the model that occurred at the last iteration is added to the change at the current iteration.

Finally by pressing the OK button, in the initial dialog box (Fig. C.1), the model
and curves will be calculated and displayed. In the upper part of the model the apparent
resistivity is plotted on logarithmic scale against electrode half-space. The observed data
curve is displayed as a series of stars (∗), while the calculated curve is a solid line; the model
is drawn superimposed on this display as a dashed line. In the upper right hand corner
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Figure C.1: Dialog box in which the initial resistivities and thicknesses of the layers
may be entered.
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Figure C.2: Automatic interpretation dialog box. At the bottom of this dialog box
the number of inversion iterations may be set. Moreover, the feature
momentum is used as a means of preventing the inversion from getting
stuck in a local minimum of the error surface.
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Figure C.3: Dialog box used to change layer model properties
the error in the fit between the two datasets is displayed; if the two curves match perfectly,
the error is zero. The lower half of the display shows the model’s layers. Each layer has
the following information displayed upon it (from left to right); layer number, thickness,
resistivity, Dar Zarrouk S T parameters, inversion limits for thickness and resistivity.
Noisy data results in a poor automatic interpretation which requires modification. Alternatively, if a resistivity model is expected to contain more than three layers then it is
customized manually. Clicking on any of the layers in the created model with the left
mouse button calls up a dialog box containing all the parameters pertaining to the models
layer (Fig. C.3). The parameters that may be edited are: thickness, resistivity, and the
minimum and maximum limits of these parameters. The ”invert” feature found in the
dialog box indicates whether the resistivity and/or thickness of the layer are to be inverted;
furthermore, the buttons marked + and − located next to the resistivity and thickness
increment or decrement these values. The default increment/decrement is set to 10% of
the current parameter value. Additionally VES 1.3 allows addition or deletion of layers by
selecting the appropriate option from the Edit pull-down menu.
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Advance inversion of the model can be conducted by selecting Invert the Model on
the Edit the Model pull-down menu. This option will start the inversion of all the model
parameters marked previously. A dialog box will show the number of parameters being
inverted, and the number of iteration required may be entered. The software will cause
the inversion parameters to be varied in such a manner as to improve the fit between the
observed and calculated curves. The iteration and the misfit between the two curves are
displayed onscreen and decrease as the fit improves.
I initiated the modeling process using the automatic interpretation with three layers.
At Love et. al., 2006 minimum near surface priori information is available to constrain
the resistivity models; consequently, a simple three layer model is sufficient, and likely to
yield a reasonable interpretation of the area’s near-surface geology. In general, the initial
models, using the automatic interpretation, for VES 3, VES 7, VES 8, VES 9 and VES 10
were reasonable. In particularly, the misfit between the model curve and the data curve
were in the range of 3.8 and 65; however, in order to achieve the best fit possible the layer
parameters, e.i the resistivities and thicknesses, required further adjustment. The parameters were modified in the Change the Layer Properties dialog box (Fig. C.3) with the
invert option selected for both parameters. The software designer, Dr. Gordon Cooper,
recommends to invert the minimum number of parameters possible to avoid lengthening
the inversion process. Nevertheless, I found that in this case inverting both parameters
in all the layers decreased the misfit between the curves and did not significally delay the
inversion process; following these steps provided models with reasonable misfits. However,
applying the ”Invert the Model” option produced model curves far from the observed data
curves. Dr. Cooper explains that the inversion process may well diverge before it converges
later, for example the error parameter will increase rather than decrease. In this case the
staring model needs to be improved. However, if a starting model is very close to a good
fit then the inversion is distorting the noise in the data, and the inversion is not necessary;
therefore, the advanced inversion feature was not applied to the models.
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Five Schlumberger array vertical electrical soundings (VES) were carried out in the area
under investigation with a maximum spacing of 30m. The electrode spacings used were 2,
5 ,7 ,10 ,15 , 20 and 30m, and the alignment of the electrodes is east west. The VES 3,
and VES7 to VES 10 apparent resistivity curves are shown on the following pages.

C.2

Creating the Wenner Models with IPI2win

IPI2win begins the modeling process by selecting new VES point in the File menu. The
New VES Window displays the apparent resistivity curve in the right part of the window,
while an empty data table is displayed on the left (Fig. C.4). The columns of the table are
spacing (AB/2), measurement line length (NM), self potential (SP), voltage (U), current
(I), coefficient (K), apparent resistivity (Roa ). Alternatively, it is possible to create the
table with the same structure in a spreadsheet or data file. The modeling process continues
by clicking the OK bottom at the bottom of the The New VES Window. Consequently,
a window containing the sounding curve, resistvity cross-section, and pseudo-corss section
appears.
Similarly to VES 1.3, the sounding curve window shows a plot of apparent resistivity
versus electrode half-space on algorithmic scale. The observed data curve is displayed as a
series of circles ◦ connected by a black solid line, while the calculated curve is a red solid line;
the model is drawn superimposed on this display as a blue line. The fitting error between
the observed and theoretical curves is displayed at the top of a separate window enclosing
the model parameters (the resistivity, thickness, and the upper boundary depth). The
resistivity cross-section window depicts the models layers; the resistivity, ρ, and thickness,
H, scales are displayed vertically on the side of this section. The pseudo cross-section
shows specific apparent resistivity values ρa ; the apparent resistivity and spacing scales
are located at the edges of the pseudo cross-section. Additionally, color scale columns are
displayed besides the cross-sections. Finally, the bottom horizontal ruler represents the
names of the sounding points.
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Figure C.4: IPI2win New VES Point window
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I initiated the modeling process using the automatic minimization. This approach
creates a rough initial model and estimates the limits of the equivalence area. The least
quantity of layer approach is controlled by the greatest and least fitting error values. This
option can be implemented by selecting the Automatic minimization with number
of layers selection button in the toolbar. A initial model will be created with the least
quantity of layers and the best fitting of the observed data curve and the theoretical curve.
The layers depth of these model can be edited manually within the equivalent area. Next,
I employed the automatic interpretation by choosing the inversion button on the toolbar.
The automatic interpretation alters the parameters of the initial model to provide the best
fit of the observed field curve and theoretical curve. The models obtained for VES 1-VES
6 are shown on the following pages.
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Figure C.5: VES 3 resistivity model
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Figure C.6: VES 7 resistivity model.
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Figure C.7: VES 8 resistivity model.
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Figure C.8: VES 9 resistivity model.
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Figure C.9: VES 10 resistivity model.
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Figure C.10: VES 1 resistivity model
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Figure C.11: VES 2 resistivity model
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Figure C.12: VES 3 resistivity model
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Figure C.13: VES 4 resistivity model
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Figure C.14: VES 5 resistivity model
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Figure C.15: VES 6 resistivity model
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Appendix D
BASIC ELECTRO-MAGNETIC
THEORY
In this appendix, I will provide the require basic principles that comprise EM theory in
order to empathize how the electrical and electromagnetic in conjunction with the physical
properties of soils are used to map underground features.
The collection of reliable conductivity data and its adequate interpretation depends on
understanding how EM (electromagnetic) waves propagate through underground material.
Elementary development of electromagnetic theory is required to describe EM wave propagation, and to understand how geophysical instruments can resolve different sub-surface
geological features. The purpose of this section is to explain the basic principles that
comprise EM theory.

D.1

Maxwell Equations Inside Matter

Time constant electric and magnetic fields can he analyzed independently without considering interactions between them. For example, an electric field produced by charges at
rest or the magnetic field of a steady current. Nevertheless, fields that vary with time
are no longer independent. Faraday’s Law indicates that a time varying magnetic field
acts as source of an electric field, while Ampere’s Law, including the displacement current
discovered by J. Maxwell, shows how a time-varying electric field acts as a source of magnetic field. Maxwell’s equations summarize this mutual interaction between electric and
magnetic fields. Maxwells equations for linear medium assume the form
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(ia) 5·E =

ρ
ε0

,
(iia) 5×E = − ∂B
∂t
(iiia) 5·B = 0,
(iva) 5×B = µ0 J + µ0 ∂E
.
∂t
Earth materials are subject to electric and magnetic polarization; consequently Maxwell’s
equations should be written in a way that takes into account the effects of polarization
more precisely. The effect of polarization is to produce accumulations of bound charge
%b = − 5 ·P [11], where %b is the bound charge and P is the dipole moment per unit
volume or polarization. The field produced by this bound charge results from the field due
to polarization of the medium. Thus, the total charge density (%) is the result of the charge
due to polarization (%b ), and the charge that is not the result of polarization or free charge
(%f ) [11]. Mathematically this can be written as:
% = %b + %f ,

(D.1.1)

ε0 5 · E = % = −5 · P + %f ,

(D.1.2)

and Gauss’s law (equation ia) becomes

combining both divergence terms yields the following equation
5 · (ε0 E + P) = %f .

(D.1.3)

The expression in parentheses is designated by the letter D and is known as electric displacement
D ≡ ε0 E + P.

(D.1.4)

Finally, in terms of D equation ia (Gauss’s law) can be expressed as
5 · D = %f ,

(D.1.5)

This form of Gauss’s law refers to the free charges. Matter becomes polarized in the
presence of an electric field, and becomes magnetized, magnetic polarized, in the presence
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of a magnetic field. The state of magnetic polarization is given by the vector quantity
M that describes the magnetic dipole moment per unit volume, and it is also called the
magnetization. Similar to the polarization P in electrostatics M has a function, and in the
same way that charge is bounded due to polarization, currents is bounded due to magnetic
polarization. There are two bound currents resulting from M, explicitly volume current
density and surface current density. However, it is only necessary to examine the volume
current density because it results from a non-uniform magnetization [11]. This bound
current is defined as
Jb = 5 × M

(D.1.6)

Besides the contribution due to Jb and %b any change in the electric polarization produces
a flow of bound charge known as ”polarization current” Jp , which as previously mentioned
results from a variation in P . In a small piece of polarized material (Fig. D.1) the polarization causes a charge to accumulate in the surface. The relationship between polarization
and surface charge may be express mathematically as
%b = P · n̂

(D.1.7)

Where the surface charge density is defined as ζb .
P is parallel to da. Consequently, because (cos(0◦ = 1), %b = P at one end and −P at
the other. If P increases the charge on each end increases also giving a net current [11].
dI =

∂ςb
∂P
da ⊥=
da ⊥
∂t

(D.1.8)

Therefore, the polarization current density is
Jp =

∂P
∂t

(D.1.9)

This current is not related to the bound current Jp , associated with the magnetization of
the material. The bound current Jb , results from spin and orbital motion of the electrons,
whereas Jp is the result of a linear motion of the charge when a change in electric polarization is registered. Namely, if the vector P points to the left and is increasing, then each
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Figure D.1: Polarization.
negative charge moves to the right and each positive charge moves slightly to the left, the
cumulative of this effect is the polarization current Jp . Under this context equation D.0.9
is consistent with the continuity equation:
5 · Jp = 5 ·

∂
∂pb
∂P
= 5·P=−
∂t
∂t
∂t

(D.1.10)

Thus, the total charge density is separated in two parts:
ς = ςf + ςb = ςf − 5 · P

(D.1.11)

and the current density in three parts:
J = Jf + Jb + Jp = Jf + ×M +

∂P
∂t

(D.1.12)

Gauss’s law is re-written as:
5·E=

1
(ςb 5 · P)
o
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(D.1.13)

in terms of equation D.0.4 the expression becomes
5 · D = ςf

(D.1.14)

Meanwhile, Ampere’s law (including Maxwell’s term) is given by


∂E
∂P
+ µo o
5 × B = µ o Jf + 5 × M +
∂t
∂t

(D.1.15)

or
5 × H = Jf +

∂D
∂t

(D.1.16)

where
H=

1
B − M.
µ0

(D.1.17)

Faraday’s law (equation iia) and equation iiia are not affected by separation of charge and
current into free and bound parts, because they do not involve ς or J. Therefore, in terms
of free charges and currents, Maxwell’s equations read
5 · D = ζf ,

(D.1.18)

5 · B = 0,

(D.1.19)

∂B
,
∂t
∂D
5 × H = Jf +
.
∂t
5×E=−

(D.1.20)
(D.1.21)

Propagation and attenuation of electromagnetic waves can be understood in terms of equations D.0.20 and D.0.21, because they are expressed in a form relating electric and magnetic
fields. In regions of finite conductivity, charges do not accumulate to any extent during
current flow, therefore %f = 0 so that
5 · J = 0,

(D.1.22)

5 · D = 5 · E = 0,

(D.1.23)

D = E

(D.1.24)

consequently
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There is a relation between B and H. As mentioned previously, H is an secondary field
(see equation D.0.17) that allows to write Ampere’s law in terms of free currents only. This
secondary field is known as the magnetizing field, and in linear media can be related to the
magnetic field B by
B = µH

(D.1.25)

Note that both of equations D.0.24 and D.0.25 are expressed using MKS units (Griffiths,
1989). Faraday’s law and Ampere’s law (equations D.0.20 and D.0.21) can be rewritten for
homogeneous and isotropic media as
5 × E = −µ

∂H
,
∂t

(D.1.26)

and
5 × H = σE + 

∂E
∂t

(D.1.27)

Equation D.0.26 shows that an electrical field exists in the region of a time-varying magnetic
field, such that the induced emf is proportional to the negative rate of change of magnetic
flux. Equally, equation D.0.27 shows that a magnetic field is generated in space by current
flow, and that the field is proportional to the total current (Fig. D.2). Finally, by taking
the curl of equations D.0.26 and D.0.27, and applying the vector identity 5 × (5 × A) =
5(5 · A) − 52 A (note that 5 · E = 0 = 5 · H), gives
52 E = µσ

∂E
∂ 2E
+ µ 2
∂t
∂t

∂(5 × E)
∂H
∂ 2H
5 H = σ(5 × E) − 
= µσ
+ µ 2
∂t
∂t
∂t
2

(D.1.28)

(D.1.29)

Once Maxwell’s equations have been reduced to terms of t E and H and assuming time
variations of sinusoidal form we can write
E(t) = E0 eiwt
H(t) = H0 eiwt
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Figure D.2: Faraday’s and Ampere’s Law [41]

where i =

√

∂E
= iw E,
∂t
∂H
= iw H,
∂t
−i, and w = 2πf is the angular frequency of the field. The equations D.0.28

and D.0.29 can be rewrite as follows:
52 E = i ωµσE − ω 2 µE

(D.1.30)

52 H = i ωµσH − ω 2 µH

(D.1.31)

Equations D.0.30 and D.0.31 are the basic equations for propagation of electric and magnetic field vectors in an isotropic, homogeneous medium having conductivity σ, relative
permeability µ, and relative dielectric permittivity .

D.2

Conduction and Displacement currents

Angular frequency (ω) and medium properties can be grouped into one term known as
complex wave number or propagation parameter and designated as κ2 [37]. Complex wave
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number is obtained from:
κ2 = −i ωµ(σ + iω) = µω 2 − iωµσ

(D.2.1)

The term ωµσ are related to conduction currents, whereas terms involving µω 2 are related
to displacement currents. In order to understand electromagnetic wave propagation and
attenuation, two important cases can be distinguished depending on the behavior of the
propagation parameter (κ2 , in terms of both displacement and conduction currents) with
change of frequency.
If we consider low frequencies (f < 105 khz) (Sharma, 1997) with E for most rocks small
( ≈ 100 ≈ 9 × 10−11 F/m) and conductivity σ for favorable targets usually 10−2 S/m(σ ≤
10−2 S/m), then the displacement currents are much smaller than conduction currents
(µω 2  ωµσ). Under these conditions known as ”inductive” regime. the propagation
parameter is approximately given by
κ2 ≈ −iωµσ

(D.2.2)

Equation D.2.2 reflects the fact that displacement currents are practically negligible in the
”inductive” regime. Conversely, at frequencies on the order of 10 M Hz or higher (f 
10M Hz) with material of low conductivity (σ < 1mS/m), displacement current dominate
over conductivity current (µω 2  ωµσ). For this case, the propagation parameter is given
κ2 ≈ µω 2

(D.2.3)

Consequently, under high frequency and low conductivity conditions, the propagation of the
electro-magnetic wave depends mainly on the dielectric permittivity (see equation D.2.3).
These are generally the conditions under which ground-probing radar (GPR) is used [37].

D.3

Attenuation of EM waves in inductive regime

Waves are attenuated by traveling through some media, but, not in free space. Consider
the relative magnitudes of the parameters , µ, ω, and σ. The normal periodic natural
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frequencies (f ) employed in EM are usually less than 3, 000Hz [41], hence ω = 2πf ≤
1.89×104 . The corresponding wavelength (λ) is calculated from λ = c/f . Thus λ ≥ 100km,
and phase variations resulting from propagation are negligible, because distance involved
in field layouts do not exceed 2km.
Now, several situations are consider where the other parameters vary depending on
the material. In air, σ = 0,  = 0 , and µ = µ0 . Thus the conductivity current (ωµσ)
is zero and the displacement current (πω 2 ) is 4.2 × 10−9 ; however, conductivity in earth
materials, such as rocks, varies enormously. In low conductivity rocks the parameters might
be  = 100 , µ = µ0 and σ ≈ 10−3 S/m, so that
52 E ≈ (−4 × 10−8 + 2.5 × 10−5 i)E ≈0

(D.3.1)

Whereas in high conductivity rocks σ ≈ 103 S/m and
52 E ≈ (−4 × 10−8 + 2.5i)E ≈25iE

(D.3.2)

By comparing D.1.30 and D.1.31 is evident that the same relations hold for H; consequently,
in all cases where the natural frequency (f ) does not exceed 3, 000Hz (inductive regime)
the displacement currents are negligible (as we said without proof in the previous section).
Thus, in poorly conducting materials (such as air and some types of rock) we have
52 E ≈ 0

(D.3.3)

52 H ≈ 0

(D.3.4)

and

In contrast, within a good conductor the imaginary part (conductive currents) becomes
significant, thus
52 E ≈ iωµσE

(D.3.5)

52 H ≈ iωµσH

(D.3.6)

Equations D.3.5 and D.3.6 are the diffusion equation, which reduces to Laplaces’s equation
(equation D.3.4, no attenuation) in low conductivity materials. Time dependent (diffusion)
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equations are difficult to solve; however, we consider the case of a xy plane polarized
wave, being propagated in the z-direction. In a half-space (where the wave propagates) of
conductivity, σ a solution can be readily obtained by assuming the form
H = Hy (z, t) = H0 eiwt+mz

(D.3.7)

with H being the magnitude of H; therefore,
52 H =

∂ 2 Hy
= m2 H
∂z 2

(D.3.8)

and
∂Hy
= iωH
∂t

(D.3.9)

Finally, substituting D.3.9 in equation D.3.6 gives
m2 = iωµσ
or
m2 = ±(1 + i)
where α =

p
ωµσ/2 = ±(1 + i)α

(D.3.10)

p
ωµσ/2, where α is the wave’s attenuation factor). The plus sign of equation

D.3.10 is discarded because H must be finite when z → ∞ (see equation D.3.6); then the
solution becomes
Hy = H0 eiωt−(1+i)αz = H0 eαz+i(ωt−αz)

(D.3.11)

The real part of equation D.3.11 is the required solution, thus
Hy = H0 e−αz cos(ωt − αz)

(D.3.12)

In equation D.3.12, α is the damping parameter in the exponential part, where as the
second part, represents harmonic motion with a phase shift: The attenuation term may be
rewritten (taking µ = µ0 = 4π × 10−7 , ω = 2πf and σ = 1ς ) as
α=

p

ωµσ/2 =

p

4π × 10−7 f /ς ≈ −2 × 103 f /ς
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(D.3.13)

Thus, the attenuation of the EM wave can be expressed as
p
Hy
−3
≈ e−2×10 z f /ς
H0

(D.3.14)

The distance at which the EM wave’s amplitude is reduced by 1/e, that is to 37%, is
known as the skin depth. Then z must he equal to 1/α in equation D.3.12 in order to get
the envelope of the damped wave reduced by 37%. Thus. skin depth is mathematically
defined as
500
zd ≈ √
σf

(D.3.15)

If the conductivity and/or the frequency is high, then the magnetic field will not penetrate
the ground to any extent. Using equation D.1.25 and D.1.27 and ω  σ the current can
be determined
5 × H = σE = J

(D.3.16)

Note that J is a vector which has three components: Jx , Jy , and Jz in Cartesian coordinates,
but as we are assuming a wave being propagated in the z direction only, then there are no
components of H except Hy only, therefore
Jy = Jz = 0

(D.3.17)

and
Jx = −

π
∂Hy
= αH0 e−zα cos(ωt − zα) +
∂z
4

(D.3.18)

From this equation we conclude that the amplitude of the electric current is α times the
amplitude of the electric field at all points. In addition, the electric current is proportional
to the magnetic field Hy and how the parameter α determines the strength of the surface
current. If the value of σ (α is proportional to σ) is high, then the surface current is high,
too, and the larger the current the larger the secondary magnetic field produced, which is
out of phase with the original field.

131

D.4

Phase relation

In the previous sections I presented the basic principals that govern how an electromagnetic
filed is propagated and attenuated. The fields can be created by current configurations
and more or less attenuation, depending on the conducting properties of the medium of
propagation, as well as the frequency of the wave. Moreover, when the electromagnetic
filed encounters a good conductor the relatively good conductor is source of a secondary
field, which hast the same frequency as the primary field, but a different phase. Namely,
if there is a subsurface conductor present, a secondary magnetic field will be present,
and such presence can be determined, because a charge in amplitude and or, phase with
respect to the primary filed will sense by the detector signal device (Fig. 3.1). A primary
field P is generated by alternating current if intensity Ip and natural frequency of ω/2π
moving in a source called the transmitter (Fig. 3.1). The primary filed travels directly
from the transmitted coil to receiver coil above the ground with no amplitude reductions
but that due geometrical spreading. As the field P penetrates the ground it will induce
an electromotive force (emf ) es when it acts on a conductor. This emf is of the same
frequency as P with phase lag of
is shifted

π
2

π
.
2

The vector represents es in the vector diagram D.3

counterclockwise to P. If the the impedance of the circuit is represented by

Z = (R + iwL), where as usual, R is the resistance of the conductor, ω is the angular
frequency, and L is the inductance, then the induced current (eddy) Is =

es
z

[46], flowing

in the sub-surface conductor produces a secondary filed S. Both vectors show a phase lag,
φ behind es , where φ is determined from the relation tanφ =

ωL
R

[46]. Thus, the total

difference of S (secondary field) relative to P (primary field) according to figure D.3. is
expresses by
π
Lag = + φ = arctan
2



ωL
R


.

(D.4.1)

From this equation, it can be seen that when a very good conductor is present R → 0
and φ → π2 , then lag = π, or S is 180o behind of P, conversely, for example a very poor
conductor, R → ∞ and φ → 0, then lag = π/2 or S, with respect to the primary field P
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Figure D.3: Vector Diagram
is a measure of the ground conductivity.
Depending on the nature of the sub-surface conductor, the receiver coil measures a
resultant vector (R) given by the combination of S and P (Fig. D.3). This resultant
vector can be spanned by two components, one in phase with P whose magnitude is Rcosα
and direction in the same direction as P. Thus, in-phase component of the resultant
vector is Rcosαp̂. the vertical (imaginary component of R can be expressed as Rsinαeˆs ,
known as the out-of-phase or quadrature component, because it is precisely 90o out of
phase with P. Similarly the secondary field S can be resolved into real and imaginary
components, with the ration of components equal to tanφ, and in consequence, a measure of
the conductivity. Depending on the electrode-magnitude instrument detection capabilities,
some simply measure the ration

Re
,
Im

whereas other are capable of splitting the secondary

filed into its real and imaginary components.
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