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Wir untersuchen verschiedene Aspekte perturbativer und renormierter Quanteneichthe-
orien auf nicht-trivialen Lorentz’schen Hintergrundmetriken und nicht-trivialen Hinter-
grundzusammenhängen. Als erstes zeigen wir, dass der Beweis der Nilpotenz der renormierten
wechselwirkenden BRST-Ladung auf eine kohomologische Analyse des klassischen BRST-
Dierentials zurückgeführt werden kann. Dieses Resultat garantiert die Selbstkonsistenz
einer Klasse lokaler, renormierbarer Feldtheorien mit verschwindender “Eichanomalie”, wie
zum Beispiel der reinen Yang-Mills Theorie in vier Dimensionen. Selbstkonsistenz meint hier
die Tatsache, dass die Algebra der eichinvarianten Observablen als eine Kohomologie der
genannten Ladung konstruiert werden kann. Unser zweites Hauptresultat ist der Beweis der
Hintergrundunabhängigkeit der Yang-Mills Theorie. Wir denieren hintergrundunabhängige
Observablen in einer geometrischen Art und Weise als ache Schnitte eines Algebrakoho-
mologiebündels über der Mannigfaltigkeit der Hintergrundkongurationen, bezüglich eines
achen Zusammenhangs, der Variationen des Hintergrundes implementiert. Wir nden, dass
Hintergrundunabhängigkeit perturbativ quantisierter Theorien nicht automatisch gegeben
ist, jedoch durch endliche Umrenormierung erreicht werden kann. Als drittes konstruieren
wir die avancierten und retardierten Greensfunktionen und Hadamardparametrizen für lin-
earisierte Yang-Mills Theorie und linearisierte Gravitation in allgemeinen linear-kovarianten
Eichungen. Diese spielen für die Konstruktion von Eichtheorien auf gekrümmten Raumzeiten
eine entscheidende Rolle. Schließlich untersuchen wir eine superkonforme Eichtheorie in
drei Dimensionen (die ABJM Theorie) mit konformer Kopplung an einen gekruemmten Hin-
tergrund. Die superkonforme Symmetrie dieses Modells wird auf Mannigfaltigkeiten auf
denen Twistor-Spinoren existieren durch eine konforme Symmetrie-Superalgebra beschrieben.
Indem wir die entsprechende Kohomologieklasse eines geeigneten BV-BRST Dierentials un-




We study dierent aspects of perturbatively renormalized quantum gauge theories in the
presence of non-trivial background Lorentzian metrics and background connections. First,
we show that the proof of nilpotency of the renormalized interacting BRST charge can be
reduced to the cohomological analysis of the classical BRST dierential. This result guarantees
the self-consistency of a class of local, renormalizable eld theories with vanishing “gauge
anomaly” at the quantum level, such as the pure Yang-Mills theory in four dimensions. Self-
consistency here means that the algebra of gauge invariant observables can be constructed
as the cohomology of this charge. Second, we give a proof of background independence
of the Yang-Mills theory. We dene background independent observables in a geometrical
formulation as at sections of a cohomology algebra bundle over the manifold of background
congurations, with respect to a at connection which implements background variations.
We observe that background independence at the quantum level is potentially violated. We,
however, show that the potential obstructions can be removed by a nite renormalization.
Third, we construct the advanced/retarded Green’s functions and Hadamard parametrices
for linearized Yang-Mills and Einstein equations in general linear covariant gauges. They
play an essential role in formulating gauge theories in curved spacetimes. Finally, we study a
superconformal gauge theory in three dimensions (the ABJM theory) which is conformally
coupled to a curved background. The superconformal symmetry of this theory is described by
a conformal symmetry superalgebra on manifolds which admit twistor spinors. By analyzing
the relevant cohomology class of an appropriate BV-BRST dierential, we show that the full





2 Mathematical Preliminaries 9
2.1 Lorentzian geometry and dierential operators . . . . . . . . . . . . . . . . . 9
2.2 Principal bundles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3 Wave front set and scaling degree of distributions . . . . . . . . . . . . . . . 16
2.4 Local-covariant functionals . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3 Classical Gauge Theory 23
3.1 Yang-Mills theory around a background connections Ā . . . . . . . . . . . . 23
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4.2.1 Denition of the interacting algebra . . . . . . . . . . . . . . . . . . . 60
4.2.2 Manifestations of BRST symmetry in the interacting theory . . . . . 66
4.2.3 Conservation of the renormalized BRST Noether current . . . . . . . 70
4.2.4 Interacting anomalous Ward identity . . . . . . . . . . . . . . . . . . 75
4.2.5 Interacting consistency conditions . . . . . . . . . . . . . . . . . . . 81
4.2.6 Quantum BRST operator and quantum anti-bracket . . . . . . . . . . 83
4.2.7 Nilpotency of the derivation generated by quantum BRST charge . . 86
4.3 Physical algebra of gauge invariant observables FL . . . . . . . . . . . . . . 88
4.3.1 Denition of gauge invariant observables and scheme independence 88
5 Background Independence in Gauge Theories 97
5.1 A toy model: self-interacting scalar eld theory . . . . . . . . . . . . . . . . 98
5.1.1 Background dependence of renormalization schemes . . . . . . . . . 101
5.1.2 Geometrical denition of perturbative background independence . . 103
iii
TABLE OF CONTENTS
5.2 Pure Yang-Mills theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.2.1 Background independence of classical gauge-xed theory . . . . . . 106
5.2.2 Background dependence of the anomalies . . . . . . . . . . . . . . . 111
5.2.3 Proof of perturbative background independence . . . . . . . . . . . . 115
6 Green’s Functions and Hadamard Parametrices in Linear Covariant Gauges 125
6.1 Green’s functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
6.1.1 Scalar eld . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
6.1.2 Vector eld . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
6.1.3 Tensor eld . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
6.2 Hadamard expansion in four dimensions . . . . . . . . . . . . . . . . . . . . 137
6.2.1 Scalar eld . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
6.2.2 Vector eld . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
6.2.3 Tensor eld . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
7 Superconformal Chern-Simons Matter Theory in Curved Space-time 149
7.1 ABJM theory conformally coupled to a curved space-time . . . . . . . . . . . 150
7.1.1 Conformal symmetry superalgebra in 3 dimensions . . . . . . . . . . 150
7.1.2 Rigid backgrounds admitting twistor spinors . . . . . . . . . . . . . . 155
7.1.3 Supersymmetry transformations and the supersymmetric Lagrangian 156
7.2 Gauge xing and BRST symmetry . . . . . . . . . . . . . . . . . . . . . . . . 160
7.2.1 Finite dimensional case . . . . . . . . . . . . . . . . . . . . . . . . . . 161
7.2.2 N = 6 superconformal Chern-Simons matter eld theory . . . . . . 164
7.2.3 Calculation of BRST cohomology . . . . . . . . . . . . . . . . . . . . 169
8 Comparison with Other Approaches 177
8.1 Path integral formalism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
8.2 Batalin-Vilkovisky formalism in the pAQFT approach . . . . . . . . . . . . . 181
8.3 Renormalization group ow equation framework and Ward identities . . . . 183
8.4 Background independence as triviality of the relative Cauchy evolution . . . 184












Quantum eld theory (QFT) is one of the major advances in theoretical physics in the twentieth
century. It was formed as the synthesis of special theory of relativity and quantum physics,
and to date constitutes the most successful theory describing elementary particle physics
in the absence of gravity, i.e. in at space-time. Generalizations of QFT to curved space-
times, considered as rigid and background, have also been studied for particular backgrounds
with special properties. However, a fully generally covariant formulation of QFT has only
been successfully formulated in the last two decades. These developments were termed the
“framework of locally covariant eld theory [1–4]”. Within this framework, one does not view
QFT as a theory on a single xed background, but rather as a coherent assignment of quantum
elds simultaneously to all background space-times, in accordance with the Einstein’s general
covariance principle. In fact, the framework can be extended to incorporate more general
background elds, in particular, background gauge connections [5].
Of particular importance among QFTs are those with local gauge symmetry as they
describe the type of interactions between elementary particles. Although the quantum as-
pects of such theories in at space-time have been extensively studied, the description of
the elementary particles in the Early Universe where the curvature of space-time is not
negligible requires extending the framework of at space gauge theories to the curved space
setting. The rst aim of the present thesis is to study the self-consistency of eld theories
with local gauge symmetry at the quantum level, in the presence of Lorentzian background
metrics and background gauge connections. We, secondly, investigate the issue of whether
the quantum gauge theory is independent of these background structures. The rst amounts
to incorporating (perturbative) gauge invariance for the renormalized interacting theory into
the framework, which is achieved building on the earlier works in this direction [6–8]. The
second aim, consists of giving a mathematically precise meaning to the notion of perturbative
background independence following [9, 10], which for gauge theories is potentially obstructed
by non-trivial anomalies arising from gauge-xing.
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CHAPTER 1. INTRODUCTION
Generalities concerning QFT in curved space-times
Contrary to the at space-time setting where the quantum elds can be represented as
operators on a preferred Hilbert space containing the unique Poincaré-invariant vacuum
state, in QFT on a generic curved space-time [11–13] there is no preferred vacuum state and
hence no canonical Hilbert space representation of the theory. In fact, the non-local concepts
of a vacuum state and of particles are only meaningful on space-times with special properties.
Furthermore, there is no analogue of the Osterwalder-Schrader Theorem [14] in curved
space-time, as a Lorentzian space-time, in general, is not a real section of a complex analytic
manifold which admits a real Riemannian section. Therefore, there is no direct relationship
between a path integral formalism on compact Riemannian spaces and Lorentzian curved
space-times.
On the contrary, in the framework of locally covariant quantum eld theory [1–4] (see
[15, 16] for recent reviews), one eliminates all the non-local and state-dependent features of
the at space QFT and puts the emphasis on the algebraic relations between local observables.
This point of view is indeed the core idea of the algebraic approach to QFT in at Minkowski
space-time [17, 18]. This framework allows for proving general theorems about quantum eld
theory in curved space-time within a model-independent setting such as the PCT theorem
[19] and the spin-statistics theorem [20].
More precisely, in this formulation of QFT, one aims to construct the non-commutative alge-
bra of perturbatively renormalized observables in a generally covariant and state-independent
manner. To this end, one employs the ideas of “causal perturbation theory” [21] and techniques
of microlocal analysis [22, 23] which replace the momentum space techniques of the at space
QFT. In this completely local approach, the treatment of infrared and ultraviolet divergences
can be disentangled. This gives rise to a conceptually clear formulation of renormalization in
curved space-times in which the local and covariant nature of counter terms is manifest.
In the context of gauge theories, the issue of renormalization of quantum elds is tied
to that of preservation of local gauge symmetry at the quantum level. In fact, the BV-BRST
formalism of the pure Yang-Mills theory in the Feynman gauge and with trivial background
connections has been incorporated into the locally covariant approach rst in [6] where
the local and covariant nature of potential “gauge anomalies” in curved space-time was
established1. In this work, we further develop this formulation in dierent directions. First,
we present the construction of the algebra of observables in gauge theories and the proof
of symmetry preservation at he quantum level in more generalities. Second, we address the
issue of independence of the construction from an arbitrary non-trivial background gauge
connection. Third, we study the construction of local Hadamard parametrices for a family of
linear covariant gauges which comprises an important part of the construction of quantum
gauge theories. Forth, we study the issue of symmetry preservation at the quantum level
for a particular supersymmetric gauge theory in three dimensions with a more complicated
BV-BRST structure. Let us explain these in more details.
1See also [24] for a closely related treatment of gauge theories in this framework. A comparison to that
approach is discussed in Chapter 9.
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Quantum BRST charge and the algebra of gauge invariant
observables (based on [25])
One major challenge in quantization of theories with local gauge symmetry is to maintain
gauge-invariance under renormalization. This is closely related to the self-consistency of
such theories at the quantum level, in the sense of unitarity and positivity of the quantized
gauge theory. A major step forward in studying renormalizability and classifying potential
anomalies was the discovery of BV-BRST [26–28] symmetry of the gauge xed theory. For
perturbative quantization of such theories, one necessarily has to “x the gauge” which,
however, breaks the gauge invariance of the underlying theory. To restore gauge invariance
in the BV-BRST formalism, one enlarges the eld congurations to include certain “ghost
elds”. One, furthermore, constructs a “gauge-xed” and enlarged action Ŝ be requiring it
to be a solution to the master equation (Ŝ, Ŝ) = 0. Here, (−,−) is the so-called anti-bracket
which satises a Jacobi identity. The gauge-xed action enjoys the BV-BRST symmetry ŝ,
which is a nilpotent derivation i.e., satises ŝ2 = 0. Finally, the gauge invariant observables of
the original theory are recovered as the ŝ-cohomology at ghost number 0.
In at space-time, the quantization of such theories is conventionally performed in one of
the following approaches:
• The Hamiltonian approach: One rst constructs the Fock space corresponding to the
(free) gauge-xed theory which necessarily is an indenite inner product space. One
then denes [29, 30] the physical Hilbert space with a positive denite inner product
as the cohomology of the BRST charge Q̂ which is an operator on the Fock space. For
this construction to work, and for the matrix elements of the Hamiltonian operator
between physical states to be independent of the chosen gauge-xing, the BRST charge
has to be nilpotent, i.e.,
(1.1) Q̂2 = 0.
In this respect, it is argued that [31] “the nilpotency of Q̂ is the quantum expression of
the gauge invariance”. Usually, one has to check the nilpotency of Q̂ in a case-dependent
procedure, and this turns out to be a highly non-trivial task involving regularization
and renormalization of the composite operator Q̂2.
• The functional integral approach: One denes the quantized gauge theory in terms of
an eective action Γ = Ŝ + O(~) which is the generating functional of one-particle
irreducible Feynman diagrams. Gauge invariance at the quantum level is then expressed
by the “Slavnov-Taylor identity” in the “Zinn-Justin” form [32]
(1.2) (Γ,Γ) = 0,
which for ~ = 0 is reduced to the master equation. The Jacobi identity of the anti-
bracket, in turn, implies that the potential obstruction to (1.2) (the “gauge anomaly”)
satises a consistency condition of a cohomological nature, namely that (the leading
~-order coecient of) the gauge anomaly belongs to the cohomology ring H1(ŝ|d,M)
of ŝ modulo d at ghost number 1.
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In curved space-times, on the other hand, the objects of main interest in the framework
of locally covariant quantum eld theory are renormalized interacting quantum elds OL,
under interaction L. These are not operators on a (non-canonical) Hilbert space, but rather
are generators of an abstract non-commutative algebra. Within this algebra, one denes
the algebra of physical, gauge invariant observables as the cohomology of the derivation
[QL,−] generated by the renormalized quantum BRST chargeQL. Upon a choice of a physical
state, and under certain technical conditions on the background space-time, this cohomology
algebra turns out to admit a positive denite Hilbert space representation if Q2L = 0 [6, 137].
Our main result in this part of the thesis is proving that if the cohomology ringH1(ŝ|d,M)
is trivial, then Q2L = 0, and thus relating the above two criterion of gauge invariance at
the quantum level. We prove this by rst showing that under this cohomological condition,
the derivation [QL,−] is nilpotent (Theorem 4.38), and hence the algebra of gauge invariant
observables can indeed be dened as the cohomology of this derivation. Then, it follows
from the graded Jacobi identity of the commutator that Q2L = 12 [QL, QL] vanishes. Thus, the
problem of proving the nilpotency of the renormalized charge is reduced to an algebraic
problem of a cohomological nature. Our proof is a signicant improvement in the state of
aairs over [6]. There, the nilpotency of the charge was shown to hold based on a case-
dependent proof which requires, in addition to the triviality of H1(ŝ|d,M), the precise form
of the current of pure Yang-Mills theory and certain identities derived from it, as well as the
triviality of a higher cohomology class which seem to hold only for this specic theory.
The key identity that we derive in this part of the work, which forms the basis of the
proof of our main result, is called the interacting anomalous Ward identity (Theorem 4.32). It
is a master identity for the commutator of the quantum BRST charge QL and the generating
functional of the renormalized interacting time-ordered products TL,n(O1 ⊗ · · · ⊗ On). Here
O1, . . . ,On are local elds and TL,1(O) = OL. When evaluated in a state, such expressions
give the renormalized time-ordered correlation functions of the theory. For one local eld O,
this identity will give
[QL,OL] = i~(q̂O)L,(1.3)
where q̂O = ŝO +O(~) is called the quantum BRST operator (4.222) which is nilpotent, i.e.,
q̂2 = 0. For two local elds O1,O2, we will obtain
[QL, TL,2(O1 ⊗O2)] = i~TL,2
(









where ε1 is the Grassmann parity of O1, and where (O1,O2)~ = (O1,O2) + O(~) is called
the quantum anti-bracket (4.224) which measures the failure of q̂ to be a derivation. It is
compatible with q̂, in the sense that q̂(O1,O2)~ = (q̂O1,O2)~ − (−1)ε1(O1, q̂O2)~, and
satises a quantum Jacobi identity (4.230).
Background independence in gauge theories (based on [33])
In QFT, one frequently considers the quantum uctuations around classical eld congurations.
The important examples are: the Higgs mechanism, the background eld method [34] and
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perturbative quantum gravity [35, 36]. Also in this work, we split the gauge connection
A = Ā + A into a background connection Ā which is kept as a c-number and a vector
potential A which is quantized in perturbation theory.
Our construction of the algebra of gauge invariant observables as the cohomology of the
BRST charge described above, thus denes this algebra for a given background connection
Ā. We denote it by FĀ . The natural question is then whether and in which mathematically
precise sense this construction is independent of the chosen background Ā. More precisely,
at the level of observables, we would like to ask:
Given a background conguration and an observable dened with respect to this
background, what is the same observable on a dierent background?
At the classical level, since the Yang-Mills action is dened for the full connection A =
Ā+A, the theory is insensitive to putting part of the background into dynamical eld. In this
respect, we say that the classical theory exhibits split-independence. However, gauge-xing
necessarily breaks this split independence if one requires a covariant gauge xing (as we do
in this work). Nevertheless, it turns out that the violation of the split independence in the
gauge-xed action is ŝ-exact. Thus, classically split independence holds at the level of gauge
invariant observables.
In order to analyze the issue at the quantum level, following [9, 10] we dene background
independence in a geometrical fashion which is inspired by the Fedosov quantization of nite
dimensional manifolds [37]. Consider the manifold SYM of background congurations which
are solutions to the Yang-Mills equation. The tangent vectors δĀ(Ā) on this manifold are
then solutions to the linearized Yang-Mills equation around Ā ∈ SYM. We next construct the





One can then view the assignments Ā 7→ OL as a section of this algebra bundle. 2 We then
would like to dene a connection DδĀ on sections of FYM. This connection implements the
“variations w.r.t. Āminus variations w.r.t.A in the direction of δĀ”. We call a QFT background
independent if this connection is at on FYM, i.e., on the kernel of [QL,−] the curvature of
DδĀ has to vanish modulo an element in the image of [QL,−]. Flatness ensures that, at least
formally, any interacting observable on one background can be uniquely parallel transported
to any other background providing an answer to the question posed above.
In order to construct the desired connection, we face the following technical diculties.
First, for the “variation w.r.t. Ā” to make sense, one has to identify elements of dierent
algebras. This can indeed be achieved as a consequence of the perturbative agreement [39].
Second, we need to prove that the desired connection is well-dened on the BRST cohomology,
2In the present work, we are concerned with the algebraic aspects of this construction in gauge theories. For




(1.6) DδĀ ◦ [QL,−] = [QL,−] ◦DδĀ.
This condition and the atness ofDδĀ, however, turn out to be obstructed by a certain anomaly.
This anomaly can be roughly understood as follows. At the quantum level, the ŝ-exactness
of the violation of split-independence is not sucient: the violation must be in the image of
q̂ = ŝ +O(~) in order to ensure the background independence in the sense described above.
We analyze this O(~) anomalies for the case of Yang-Mills theory and show that it is indeed
possible to remove them by nite renormalization.
Local Hadamard parametrices in linear covariant gauges (based on
[40])
For physical predictions of a theory, one needs to measure the expectation value of the
renormalized composite observables, which as described above are constructed as elements of
an abstract algebra, in a particular state. On a generic curved space-time with no non-trivial
isometry, one needs to investigate physically motivated conditions to single out among all
possible states a class of them with physically reasonable properties. A class of states which
are of central importance in quantum eld theories in a curved space-time M are called
Hadamard states [41–43]. They can be characterized by their singularity structure which
mimics that of the Minkowski vacuum state. Furthermore, they exhibit physically reasonable
properties, e.g., nite expectation values and uctuations of the stress tensor. For instance, the
Minkowski vacuum state, the Gibbs states and the Bunch-Davies states in De Sitter space-time
of free spin 0, spin 1/2, spin 1 and spin 2 elds are Hadamard states.
The short distance behavior of any Hadamard state is described by a Hadamard parametrix
H(x, x′). This is a bi-solution of the corresponding eld equation with a smooth source.
The key point is that it is dened locally and geometrically, i.e., x′ is required to be in a
convex normal neighborhood of x, and H(x, x′) only depends on the geometry of M in this
neighborhood. Hadamard parametrices are used to dene renormalized composite operators
using the point-splitting method [44–46], which includes the renormalized stress tensor for
scalars, spinors, vectors, gravitons and p-forms [47–56]. In particular, the calculation of its
trace anomaly [46, 57, 58], and the calculation of chiral anomalies [59–62] can be performed
with the aid of a local Hadamard parametrix.
However, in the case of linearized Yang-Mills equations, the study of Hadamard para-
metrices has been mostly restricted to the Feynman gauge [63]. In Chapter 6, we consider a
generalization of this to the case of general linear covariant gauges which is parametrized
with a parameter ξ ∈ R.3 The corresponding Green hyperbolic dierential operator is




3While the limit ξ → 0 is not dened for the dierential operator, it exists for the Green’s function.
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Furthermore, we consider the linearized Einsteins equations in the linear covariant gauges
where the corresponding dierential operator P ρσµνξ,ζ , dened in equation (6.1), is parametrized
with (ξ, ζ) ∈ R2.
We determine the advanced/retarded Green’s functions and Hadamard parametrices in
curved space-times for P ξµν and P
ρσµν
ξ,ζ . It turns out that the Green’s functions can be expressed
in terms of the mass derivatives of the massive scalar and vector Green’s functions in the
Feynman and de Donder gauges. Furthermore, the vector and tensor parametrices turn out to
contain additional singular parts compared with their Feynman/de Donder-gauge counterpart
which are proportional to σ−2 and σ−3, respectively, where σ(x, x′) is the signed squire
geodesic distance between x, x′.
Rigid Superconformal Chern-Simons matter theory in curved
space-time (based in [64])
In the last part of the thesis, we work with a particular superconformal gauge theory in curved
space-time and examine the issue of its symmetry preservation at the quantum level.
In view of the holographic correspondence, the ABJM theory [65] which is conjectured to
be the holographic dual of a certain supergravity theory in four-dimensional anti-de Sitter
space, has attracted attention in the literature. The theory is originally formulated in at
Minkowski space and possesses N = 6 conformal supersymmetry.
We study the conformally coupled version of the ABJM theory to a Lorentzian three-
manifold. As it turns out, a rigid background supports some amount of supersymmetry if and
only if it admits a solution to the twistor or conformal Killing spinor equation [66] which is
a particular conformally invariant rst order dierential equation. Moreover, it is shown in
[67] that rigid superconformal symmetry forms the algebraic structure of a Lie superalgebra
S . It contains as the even part conformal Killing vectors of M and so(6) (the R-symmetry),
while the odd part of S is the set of all twistor spinors on M valued in the fundamental
representation of so(6).
As it turns out, in this theory rigid supersymmetry and local gauge symmetry are inter-
twined in the sense that supersymmetry transformations close onto eld dependent gauge
transformations and equations of motion. The correct gauge-xing for such “open algebras”
can be elegantly performed by employing (an extended version of) the BV-BRST formalism
[68–71], which is adapted to curved space-time in [72].
We set up a nilpotent BRST dierential for this theory which integrates all the symmetries,
including local gauge symmetry and rigid conformal, R and supersymmetry. We next work
out the relevant cohomology class of the BRST operator for the ABJM theory which contains
potential anomalies and show that this class is trivial. This leads to the proof that there exists
a renormalization scheme in which the full superalgebra S and the local gauge symmetry are




The organization of the thesis is as follows. We begin in Chapter 2 by introducing the basic
mathematical tools and notations which are used throughout the thesis. In Chapter 3, we set
up the basic denitions concerning the classical gauge-xed theory for the example of the pure
Yang-Mills theory. Moreover, we introduce the BV-BRST symmetry and the corresponding
structure which arise in the classical enlarged eld conguration space. In Chapter 4, we
give a self-contained presentation of renormalized perturbation theory of the gauge-xed
and enlarged theory. We next discuss dierent manifestations of the BRST symmetry at the
quantum level and prove our main result concerning the action of the renormalized BRST
charge on the quantum elds. In Chapter 5, we discuss the issue of background independence
of gauge theories. To clearly state our geometrical denition of background independence, we
begin with analysing the issue for the case of self-interacting scalar eld where complications
due to gauge-xing are absent. We then discuss in full detail the possible obstructions that
are present in the case of Yang-Mills theory and the way to remove them. In Chapter 6, we
present the construction of the Green’s functions and Hadamard parametrices for linearized
Yang-Mills and Einsteins equations in the linear covariant gauges. Chapter 7 is devoted to
the study of the superconformal gauge theory in three dimensions which was mentioned
above, where we give a detailed construction of the corresponding BV-BRST dierential and
the calculation of its cohomology. In Chapter 8, we compare the (formal) similarities and
dierences between our results and three other approaches in the literature, namely the path
integral formalism, the Batalin-Vilkovisky approach in the perturbative algebraic QFT and the
treatment of gauge theories in the ow equation framework. We also compare our denition
of background independence with another condition in the literature which is called the
triviality of relative Cauchy evolution, and point out the similarity and dierences between
the two denitions. Finally in Chapter 9, we summarize our main results and discuss possible
future research lines which can be pursued based on our results. For the convenience of the










In this chapter, we collect the mathematical tools that are needed throughout the thesis and
set our notations. This includes basic denitions and results in the Lorentzian geometry
and causal structures on globally hyperbolic space-times, a brief introduction to principal
bre bundle theory, and reviewing the denition of the wave front set of distributions on
manifolds which characterizes their singularity structure. Furthermore, we dene the notion
of local-covariant functionals in the presence of background metrics and background gauge
connections which is an essential concept in formulating QFT in curved space-time.
2.1 Lorentzian geometry and dierential operators
We begin by setting our notations about dierentiable manifolds and vector bundles on them.
Standard references on this subject are [73, 74].
Let M be an n-dimensional dierentiable manifold, and let V →M be a vector bundle.
Of particular importance are the tangent and cotangent bundles over M which are denoted
by TM and T ∗M , respectively. We denote the space of smooth sections of V →M by Γ(V )
and the space of compactly supported sections by Γ0(V )
A (p, q)-tensor eld on M is a smooth section of the tensor bundle (TM)⊗p ⊗ (T ∗M)⊗q.
We equip the manifold M with a Lorentzian metric g which is a non-degenerate symmetric
(0, 2)-tensor eld with signature (−,+, · · ·+).
A dierential k-form on M is a totally anti-symmetric (0, k)-tensor eld, that is a section
of





The wedge product ∧ : Ωk(M)× Ωl(M)→ Ωk+l(M) equips Ω(M) with the structure of
a graded algebra. An oriented n-dimensional manifold M together with a metric g admits a
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volume form, vol = ∗1 ∈ Ωn(M), where ∗ : Ωk(M)→ Ωn−k(M) is the Hodge star operator.
Another important operator in the theory of dierential forms is the exterior dierential
(2.1) d : Ωk(M)→ Ωk+1(M),
which is nilpotent, i.e., d2 ≡ d ◦ d = 0.
Relative to a local coordinate system xµ, with µ = 1, . . . , n, let {∂µ ≡ ∂∂xµ}µ be a basis for
TxM , and {dxµ}µ a basis for T ∗xM . Then in local coordinates, a dierential p-form ω ∈ Ωp(M)
can be written as
(2.2) ω = ωµ1...µpdx1 ∧ · · · ∧ dxp,
and its Hodge dual ∗ω ∈ Ωn−p(M) can be written as
(2.3) ∗ ω = 1
(n− p)!ω
µn−1p+1...µnεµ1...µndx
1 ∧ · · · ∧ dxn−p.
Furthermore, the volume form on (M, g) takes the form
(2.4) vol =
√−g dx1 ∧ · · · ∧ dxn ≡ dx,
where
√−g is the squire root of minus of the determinant of g.
Causal structure
Any Lorentzian metric on M allows for dening a casual structure on M .
Denition 2.1. Let (M, g) be a Lorentzian manifold. A vector eld X ∈ Γ(TM) is called
1. time-like if g(X,X) < 0,
2. light-like if g(X,X) = 0,
3. space-like if g(X,X) > 0.
Furthermore, a curve γ : R → M is called time/light/space-like if its tangent vector eld
γ̇ : R→ TM is time/light/space-like everywhere along the curve.
Denition 2.2. A space-time (M, g, t) is an n-dimensional oriented Lorentzian manifold
together with a choice of time-orientation t which is an everywhere time-like vector eld on
M .
The notion of a time orientation leads to two distinguished classes of causal (i.e., time- or
light-like) vector elds.
Denition 2.3. Let (M, g) be a spacetime. A causal vector eld X ∈ Γ(TM) is called
10
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1. future directed if g(t, X) < 0,
2. past-directed if g(t, X) > 0.
Furthermore, a curve γ : R → M is called future/past-directed if its tangent vector eld
γ̇ : R→ TM is future/past-directed everywhere along the curve.
Denition 2.4. Let (M, g) be a spacetime and let S ⊂ M . The causal future/past J±(S)
of S in M is the set of those points in M which can be reached by a future/past directed
causal curve emanating from a point in S.
Among all Lorentzian manifolds, a subclass of particular importance is that of globally
hyperbolic space-times.
Denition 2.5. Let (M, g) be an n-dimensional spacetime. An (n− 1) dimensional subman-
ifold Σ ⊂M is called a Cauchy surface if every inextensible time-like curve on M meets Σ
exactly once. A space-time admitting a Cauchy surface is called globally hyperbolic.
Theorem 2.6 ([75, 76]). On every globally hyperbolic space-timeM , a global time function
t : M → R can be chosen such that each surface of constant t is a Cauchy surface. Thus,M can
be foliated by Cauchy surfaces and the topology ofM is R× Σ, where Σ denotes any Cauchy
surface.
Throughout this work, we consider spacetimes with compact Cauchy surfaces.
Denition 2.7. Let S ⊂ M be a closed subset. The future domain of dependence of S is
denoted by D+(S) and is dened by
(2.5) D+(S) :=
{
p ∈M |every past inextendible causal curve through p intersects S
}
.
The past domain of dependence of S is dened similarly and is denoted by D−(S). The (full)
domain of dependence of S is denoted by D(S) and is dened by
(2.6) D(S) := D−(S) ∪D+(S).
Dierential operators, Green’s functions and Hadamard
parametrices
Here, we recall the basic denitions of dierential operators on vector bundles. We begin
with dening a linear connection.
Denition 2.8. Let M be a smooth manifold and V a vector bundle over M . A linear
connection D is a map
D : Γ(TM)× Γ(V )→ Γ(V ), (X, σ) 7→ DV σ,(2.7)
with the following properties:
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(1) D is tensorial in V , i.e.,
DV+Wσ = DV σ + DWσ, ∀V,W ∈ Γ(TM), σ ∈ Γ(V ),(2.8)
DfV σ = fDV σ, ∀f ∈ C∞(M), V ∈ Γ(TM), σ ∈ Γ(V ),(2.9)
(2) D is R-linear in σ, i.e.,
DX(σ + τ) = DXσ + DXτ, ∀X ∈ Γ(TM), σ, τ ∈ Γ(V ),(2.10)
(3) D satises the Leibniz rule, i.e.,
DX(fσ) = V (f) · σ + fDXσ, ∀f ∈ C∞(M), V ∈ Γ(TM), σ ∈ Γ(V ).(2.11)
A particularly important connection on any (semi-)Riemannian manifold is the Levi-Civita
connection.
Denition 2.9. Let (M, g) be a (semi-)Riemannian manifold. The Levi-Civita connection
∇ is the unique connection on TM which is
(1) metric compatible, i.e.,
g(∇XY, Z) + g(Y,∇XZ) = X(g(Y, Z)), ∀X, Y, Z ∈ Γ(TM),(2.12)
(2) torsion free, i.e.,
∇XY −∇XY = bX, Y c, ∀X, Y ∈ Γ(TM),(2.13)
where b−,−c : Γ(TM)× Γ(TM)→ Γ(TM) is the Lie bracket of vector elds on M .
Denition 2.10. Let us denote by∇ the induced connection on TM ⊗ V by the Levi-Civita
connection. A dierential operator P : Γ(V )→ Γ(V ) is called normally hyperbolic if in
local coordinates on M and in a local trivialization on V it takes the form
(2.14) Px = gµν(x)∇µ∇ν + Aµ(x)∇µ +B(x),
where Aµ and B are matrix valued coecients depending smoothly on x ∈M .
The Prime example of normally hyperbolic operators is the (massive) Klein-Gordon
operator
Pm2 ≡ 2−m2,(2.15)
where 2 := gµν∇µ∇ν , and where m ∈ R is a mass parameter.
Denition 2.11. Given a dierential operator P : Γ(V )→ Γ(V ),
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1. An operator ∆A/R : Γ0(V ) → Γ(V ) is called an advanced/retarded Green’s func-
tion of P , if it satises
Px∆A/R(x, x
′) = δ(x, x′) = Py∆A/R(x, x
′) ,(2.16)
where ∆A/R(x, x′) is the integral kernel of ∆A/R, and if
(2.17) supp(∆A/Rf) ⊂ J±(supp(f)).
2. The causal propagator ∆ of the dierential operator P is the dierence between its
advanced and retarded propagators:
(2.18) ∆ := ∆A −∆R.
The important fact about the normally hyperbolic operators is that, on globally hyperbolic
manifolds they admit unique advanced/retarded Green’s functions [77, 78]. In Chapter 6, we
consider another class of dierential operators called Green Hyperbolic operators [79, 80].
Denition 2.12. A dierential operator P : Γ(V ) → Γ(V ) is called Green hyperbolic if
the restriction of P to any globally hyperbolic subregion of M has advanced and retarded
Green’s functions.
For Green hyperbolic operators, while uniqueness of Green’s functions still holds, their
existence is not guaranteed.
Denition 2.13. Let U ⊂ M be a convex normal neighborhood such that any two points
x, x′ ∈ U can be joined with a unique geodesic lying inU . AHadamard parametrixH(x, x′)
for a dierential operator P is a distribution on U × U which satises
PxH(x, x
′) = 0 = Px′H(x, x
′), modulo C∞(M ×M).(2.19)
We give a detailed proof of derivation of the Hadamard parametrices for a family of Green
hyperbolic and normally hyperbolic operators including the Klein-Gordon operator (2.15) in
Chapter 6.
2.2 Principal bundles
For gauge theories, the mathematical language for describing the gauge elds is that of
principal bundles. In this section, we review the basic denitions and results in the theory of
principal bundles. A standard reference on this subject is [81], see also [82].
Denition 2.14. Let G be a Lie group with Lie algebra g. A bre bundle (P, π,M) together
with a smooth free right G-action r : P × G → P is called a principal G-bundle i (i)
M = P/G is the quotient of the G-action r, and (ii) P is locally trivial which means for every
x ∈ M there exists an open neighborhood U ⊂ M and a dieomorphism ψ : π−1(U) →
U ×G, which is bre preserving and G-equivariant, i.e., for all p ∈ π−1(U) and g ∈ G, we
have ψ(p) = (π(p),G(p)) for a map G : π−1(U) → G which satises G(r(p, g)) = G(p) · g,
where · is the group multiplication.
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A vector bundle of particular importance in gauge theories is an associated bundle to a
principal bre bundle.
Denition 2.15. 1. Let ρ : G→ Aut(F ) be a representation ofG on a vector spaceF , and
let r be the right action of G on P × F dened by r((p, f), g) = (r(p, g), ρ(g−1)f) for
p ∈ P, f ∈ F, g ∈ G. Then the vector bundle (P ×ρ F, πρ,M) is called an associated
vector bundle to the principal G-bundle (P, π,M), where
P ×ρ F = (P × F )/ ∼, (p1, f1) ∼ (p2, f2) ⇐⇒ (p2, f2) = r((p1, f1), g),(2.20)
for some g ∈ G and πρ([p, f ]) = π(p).
2. Let ad : G→ Aut(g) be the adjoint representation ofG on g. Then the adjoint bundle
gP of P is dened to be the following associated vector bundle
(2.21) gP := P ×ad g.
Denition 2.16. 1. A connection one-form A on a principal G-bundle P is a smooth
section of g⊗ Ω1(P ) which satises
(i) A(V Xp ) = X for all X ∈ g and p ∈ P , where V Xp := ddt(r(p, etX))|t=0 ∈ TpP is
the fundamental vector eld at p corresponding to X ,
(ii) r∗g(A) = adg−1(A) for all g ∈ G.
2. The curvature F of a connection A is a smooth section of g⊗ Ω2(P ) given by
(2.22) F = dA+ 1
2
[A,A]g,
where [−,−]g is the Lie bracket on g.
The connection A and its curvature F as dened above are dierential forms on P . It,
however, turns out that one can equivalently work with forms on the base manifold M . To
understand this correspondence, note that the dierence A− Ā of any two connections A
and Ā on P is a horizontal g-valued form on P (i.e., it annihilates all the vertical vector elds
v ∈ Ker{π∗ : TP → TM}). Furthermore, A− Ā satises the G-equivariance condition (ii)
above. Then, it turns out that the vector space Ω2Hor,G(P, g) of G-equivariant and horizontal
g-valued k-forms on P is isomorphic to the vector space of smooth sections of gP ⊗ Ωk(M)
(see e.g. [82] Proposition 1.2.12 for a proof).
In fact in our considerations, we always split a connection A
(2.23) A = Ā+ λA,
and consider Ā as a background connection and (λ times) A as a dynamical gauge eld which
is a smooth section of gP ⊗ Ω1(M). Here, λ ∈ R is a coupling constant which is redundant
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in the classical theory and may be absorbed into A, but is used as a formal parameter in
perturbative quantum eld theory. 1
Every connection A gives rise to a corresponding covariant derivative operator D which
acts on sections of a vector bundle associated to P . To describe its action on sections of
g⊗lP ⊗ (TM)⊗m ⊗ (T ∗M)⊗n, let us choose a local trivialization of the principal bundle and
work in local coordinates. Let {TI}, I = 1, 2, . . . , dimg be a basis for g, and let kIJ and
fIJK be the Cartan-Killing form and the structure constants of g, respectively. Then, in local
coordinates, we can write A = AIµTIdxµ and F = F IµνTIdxµ ∧ dxν and consider them as
g-valued one- and two-forms, respectively. Then, the corresponding covariant derivative
operator Dµ takes the form
(2.24) δIJDµ = δIJ∇̄µ + λfIJKAKµ ,
where ∇̄µ is the background covariant derivative operator corresponding to Ā.
Moreover, from the denition of F it follows that it is an element of Ω2Hor,G(P, g). We
denote by F the corresponding gauge eld strength two-form which is a section of gP⊗Ω2(M)
and can be written in terms of A as









where F̄ is the eld strength two-form of Ā (or the background curvature). Therefore, for
T Iµ ∈ Γ(gP ⊗ TM), we have
(2.26) [∇̄µ, ∇̄ν ]T Iσ = RµνσρT Iρ + f IJKF̄ JµνTKσ ,
where Rµνσρ is the Riemann curvature tensor of g. Furthermore, we dene the background
exterior dierential
(2.27) d̄ : g⊗lP ⊗ Ωk(M)→ g⊗lP ⊗ Ωk+1(M),
which is given by d̄ = dxµ∇̄µ on sections of g⊗lP and is extended to g⊗lP ⊗ Ωk(M) by Leibniz
rule. It, thus, satises d̄2 = F̄ .
Denition 2.17. Let (P, π,M) be a Principal G-bundle. A gauge transformation is a G-
equivariant dieomorphism f : P → P , i.e., f(r(p, g)) = r(f(p), g), where r is the right
action of G on P , such that π ◦ f = π.
Let Ad be the adjoint action of G on itself. The action of gauge transformations on the
space of connections are parametrized by smooth sections g of P ×Ad G. On a connection A,
they act via the inverse of the pullback of f : P → P , dened above, i.e.,
(2.28) A 7→ (f ∗)−1A = adg−1(A) + g∗θ,
where θ ∈ g⊗ Ω1(G) is the Maurer-Cartan form.
1In perturbative quantization of gauge theories, one always considers such a split and quantizes A around a
background Ā. See Chapter 4.
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Denition 2.18. Let A be a connection on a principal G-bundle which we call the full
connection. Let us also choose a background connection Ā on P , and split A according
to (2.23). Then, a gauge transformation (2.28) of the full connection A can be implemented
on Ā and A in the following two dierent ways:
1. A background gauge transformation which acts as
(2.29) Ā 7→ Āg, A 7→ Adg−1 A,
2. A dynamical gauge transformation which acts as
(2.30) Ā 7→ Ā, A 7→ Āg − Ā+ Adg−1 A.
2.3 Wave front set and scaling degree of distributions
In our formulation of QFT, quantum elds are distributions valued in a non-commutative
algebra. A crucial tool in analyzing the singular behavior of such distributions in the curved
space-time setting, is the wave front set of distributions. Here, we give the basic denitions
and some of the important properties of the wave front set. The standard reference for this
topic is [83], see also [84] for a review.
It is a well-known fact from the Fourier analysis that if f is a compactly supported smooth
function on Rn, then its Fourier transform f̂(k) is rapidly decreasing, i.e. ∀N ∈ N there exists
constants CN , such that |f̂(k)| < CN1+|k|N as k →∞.
The idea of wave front set is to characterize the singular behavior of a distribution using
the failure of such rapidly decreasing property.
Denition 2.19. Let u ∈ D′(Rn). A pair (x, k) ∈ Rn × ((Rn)∗ \ {0}) is called a regular
direction for u if there exist
1. φ ∈ C∞0 (Rn) with φ(x) 6= 0,
2. a conic neighborhood V of k in (Rn)∗, such that φ̂u(p) decays rapidly as p→∞ in V .
Denition 2.20. Let u ∈ D′(Rn). The wave front set of u is dened by
(2.31) WF (u) :=
{
(x, k) ∈ Rn × ((Rn)∗ \ {0})
∣∣(x, k) is not a regular direction for u}
The denition of wave front set can be generalized to a distribution u which is dened
on a smooth n dimensional manifold M . Let U ⊂M and ϕ : U → Rn be a coordinate chart
covering x ∈M , and let ψ be a smooth cuto function supported in U which is equal 1 near
x. Then ϕ∗(ψu)(f) := (ψu)(ϕ∗f) is a distribution on Rn. The wave front set of u is dened
to be WF (u) = ∪xWFx(u), where
(2.32) WFx(u) = (ϕ−1)∗WFϕ(x)(ϕ∗(ψu)) ⊂ T ∗xM.
In fact, the above denition does not depend on the choice of ϕ,U .
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Example 2.21. 1. For a smooth function f ∈ C∞(M), the wave front set is obviously the
empty setWF (f) = ∅.
2. The wave front set of the delta distribution is
(2.33) WF (δ) =
{
(x, k, x,−k) ∈ Ṫ ∗M2
}
,
where Ṫ ∗M ≡ T ∗M \ {0}.
3. The wave front set of the causal propagator ∆(x, y) 2.18 of the Klein-Gordon operator 2.15
is given by
WF (∆) = {(x1, k1, x2,−k2) ∈ Ṫ ∗M2|(x1, k1) ∼ (x2, k2)},(2.34)
where (x1, k1) ∼ (x2, k2) means x1 and x2 can be joined with a null geodesic and k1 and
k2 are cotangent and coparallel to that null geodesic.
Theorem 2.22. Let u, v ∈ D′(Rn). Then, the wave front set has the following properties
1. For λ, µ ∈ C, we have
(2.35) WF (λu+ µv) ⊂ WF (u) ∪WF (v)
2. For a partial dierential operator P we have
(2.36) WF (Pu) ⊂ WF (u).
As we will see in the following, the pathological behavior of quantum elds appears in
calculating products of singular distributions, the so-called UV divergences. The following
theorem plays a crucial role in studying such instances
Theorem 2.23. Let u, v be distributions onM . The product uv denes a distribution onM if
(2.37) 0 /∈ WF (u) +WF (v),
and the wave front set of the product satises
(2.38) WF (uv) ⊂ WF (u) +WF (v).
Another concept which is of importance in perturbative quantum eld theory is that of
the scaling degree of a distribution.
Denition 2.24. Let u ∈ D′(Rn). The scaling degree of u at the origin of Rn is dened by








where the limit is understood in the sense of distributions. The scaling degree sdx(u) at an
arbitrary point x ∈ Rn is similarly dened by translating u by x. Again, it turns out that this
denition does not depend on the choice of coordinates.
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On an arbitrary manifold M , one can dene the scaling degree sdx(u) of a distribution u
on M in a similar manner as for the wave front set, i.e.,
(2.40) sdx(u) = (ϕ−1)∗sdϕ(x)(ϕ∗(ψu)),
where ϕ : U → Rn is a coordinate chart covering x ∈M , and ψ is a smooth cuto function
supported in U which is equal 1 near x.
2.4 Local-covariant functionals
Classical eld theories are described in terms of certain eld congurations which are subject
to a dynamical law given by an action principle. Of particular importance in the theory of
quantum elds in arbitrary curved space-times are functionals which are constructed in a
local and covariant manner out of the eld congurations. In this section, we describe this
notion.
Denition 2.25. Let V →M be a vector bundle over the space-time M . A eld congura-
tion Φ(x) is a smooth section of this bundle. There are two kinds of eld congurations:
1. Dynamical elds are those which are subject to certain dynamical eld equations
(equations of motion) derived from an action functional,
2. Background elds are those which are either not subject to any dynamical equations
or their dynamics is given, that is, not generated by the action functional of the theory
under consideration.
For instance in the present work, the metric g of the background space-time is considered
as a background eld which is an arbitrary Lorentzian metric, not necessarily subject to the
Einstein’s equations. However, we take the background gauge eld (Denition 2.18) and the
background scalar eld (Denition 5.1) to be subject to the Yang-Mills and self-interacting
Klein-Gordon equations, but their dynamics are given and are not derived from the action
functional of the theory under consideration (i.e., they do not have a kinetic term in the
action).
Having dened the eld congurations, we are next interested in certain functionals, such
as the Lagrangian, which are constructed in a local and covariant way out of the elds and
nitely many of their derivatives. To formulate the locality of such functionals, let us recall
the denition of the jet space over V →M .
Denition 2.26. Let V → M be the vector bundle of which the eld congurations are
smooth sections. Then for x ∈ M the space of k-jets overM is denoted by Jkx (V ) and is
dened to be the equivalence class of all smooth sections Φ of V →M with the equivalence
relation Φ1 ∼ Φ2 if for all p ≤ k,∇pΦ1|x = ∇pΦ2|x, where∇ is any ane connection on the
bundle V →M , and where
(2.41) ∇pΦ = dxµ1 ⊗ · · · ⊗ dxµp∇(µ1 . . .∇µp)Φ.
18
2.4. LOCAL-COVARIANT FUNCTIONALS
Our background data now consists of (M, g, P, Ā), which are a smooth manifoldM with a
background Lorentzian metric g, a principal bre bundle P 7→M (with a xed structure group
G) and a background connection Ā on P . We would now like to dene the functionals of the
elds which are constructed in a local manner out of the eld congurations and transform
in a covariant manner under suitable transformations of the background data (isometries of
the background metric and gauge transformations of the background connection).
Denition 2.27 ([1, 5, 6]). Let (P, π, r,M) and (P ′, π′, r′,M ′) be two principal G-bundles
over (M, g) and (M ′, g′), and let Ā, Ā′ be two background connections on P, P ′. Furthermore,
let
(2.42) χ : P ′ → P
be a bundle morphism. This means that χ is a smooth map which is G-equivariant, i.e.,
χ(r′(p′, g)) = r(χ(p′), g) for all p′ ∈ P ′ and g ∈ G, and covers a causality preserving
isometric embedding
(2.43) ψ : (M ′, g′)→ (M, g),
i.e., π ◦ χ = ψ ◦ π′, with ψ∗g = g′, and χ∗Ā = Ā′. Let us also consider a set of rigid
congurations Ψ(x). 2
1. A g⊗l-valued (m,n)-tensor O(x) ≡ O(Jkx (V )) which is locally and covariantly con-
structed out of the dynamical and background elds and nitely many (up to k <∞) of
their derivatives (a local-covariant functional) is a smooth section of g⊗lP ⊗(TM)⊗m⊗
(T ∗M)⊗n which satises
(2.44) χ∗O[g, Ā,Φ,Ψ] = O[ψ∗g, χ∗Ā, χ∗Φ,Ψ].
2. The space of all local-covariant functionals with polynomial dependence on the dynam-
ical eld congurations is denoted by P(M).
Note that in the denition (2.44), the rigid congurations Ψ do not transform under
dieomorphisms. The local-covariant objects that we dened above are given at a point
x ∈M . Integrating them with a suitable (possibly densitized) compactly supported test tensor





By abuse of language, we, however, use the term “functional” both forO(x) and for integrated
F .
There are two important theorems regarding the nature of P(M).
2These congurations may depend on the choice of a coordinate system and should not be confused with
the background elds of Denition 2.25. For instance, the partial derivative ∂µ and the Christoel symbols Γµνρ
are considered as rigid, non-dynamical congurations.
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Theorem 2.28 (Thomas replacement theorem [6, 85]). If O is a functional satisfying (2.44),
then it can be written as
(2.46) O(x) = P
(
∇̄(α)Φ(x), gµν(x), gµν(x),∇(α)Rµνρσ(x), ∇̄(α)F̄µν(x)
)
,
where P is a polynomial, α stands for multi-indices, Rµνρσ is the Riemann curvature of g, F̄µν is
the curvature of Ā and ∇̄ is the corresponding background covariant derivative. In particular,
O(x) has no dependence upon the rigid congurations Ψ.
An important subspace of P(M) is the space Pp(M) of g⊗0-valued totally anti-symmetric
(0, p)-tensors, that is, local-covariant p-forms, which are maps
(2.47) O(x) : Jkx (V )→
p∧
T ∗xM,
which satisfy (2.44). We denote the exterior dierential on p-forms by
(2.48) d : Pp(M)→ Pp+1(M).
The second theorem concerns the local-covariant p-forms.
Theorem 2.29 (Algebraic Poincaré lemma [86]). Let O ∈ Pp(M) be a local-covariant p-form.
If dO = 0, then O = dO′ for some O′ ∈ Pp−1(M).
Note that this is a property of d-cohomology for functionals of Φ, and holds even for
space-times with non-trivial de Rham cohomology.
In any classical eld theory, a particularly important local-covariant functional, which is
considered as an n-form in this work, is the Lagrangian L = L[Φ] ∈ Pn(M). An associated
action functional S can be formed from L, for compactly supported eld congurations, by





As we will see in the next section, an important role is played in the BV-BRST for-
mulation of gauge theories by certain eld congurations which are Grassmann valued
(anti-commuting). They are dened as follows.
Denition 2.30. Let W be an innite dimensional complex vector space, and E = Ext(W )







Each element ei ∈ Ei is assigned the Grassmann parity
εi ≡ ε(ei) = i, modulo 2.(2.51)
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On E, there exists a wedge product ∧ : Ei × Ej → Ei+j with the property that
ei ∧ ej = (−1)ijej ∧ ei, ei ∈ Ei, ej ∈ Ej,(2.52)
and ei ∧ ej = 0 for all ei if and only if ei = λej . A Grassmann-valued eld Φ(x) is a eld




eiΦi(x), ei ∈ Ei,(2.53)
where each Φi is an ordinary eld conguration.
The eld equations are obtained from the functional derivatives of the action which are
dened as follows.
Denition 2.31. Let Φt be a one-parameter family of (Grassmann-valued) eld congurations
and let δΦ(x) = d
dt
Φt(x)|t=0. Then the left and right functional derivatives δLFδΦ(x) and δRFδΦ(x)
















Note that only for Grassmann-valued elds, the left and right derivatives are dierent
from each other. Throughout the text, by δF
δΦ(x)
without the subscript L/R, we mean the left
derivative. See also [87] for another denition of left and right derivative in the functional
formalism for fermions.
The functional derivative of the integrated functional F =
∫
M
f(x)O(x) leads to the












where k is the highest number of derivatives of Φ out of which O is constructed.















In this chapter, we describe the basics of the classical eld theories with local gauge symmetry
in the present of non-trivial background connections and elaborate on the underlying BV-
BRST structure of the gauge-xed theory. Although our discussion is applied to generic gauge
theories, in this chapter for concreteness we present the formalism for the example of pure
Yang-Mills theory. In Chapter 7, we work out these structures for the case of a superconformal
gauge theory with a more elaborate BV-BRST structure.
3.1 Yang-Mills theory around a background
connections Ā
Let (P, π,M) be a G-principal bre bundle over M , with G a semi-simple Lie group. The
Yang-Mills theory is the dynamical theory of a G-connection A on P , see Denition 2.16,
whose dynamics is governed by the Yang-Mills action





Tr(F ∧ ∗F ),
where F is the curvature of A. Variations of SYM with respect to A, gives rise to the Yang-
Mills eld equations:
(3.2) DµFµν = 0.
As explained in the previous section, we split the connection as in (2.23) into Ā and A. A is
the main dynamical eld which is quantized in perturbation theory and has to be gauge xed,
while Ā is kept as a classical (or c-number), background eld, i.e., it will commute with all
quantum elds. Here we take Ā to be a solution to the Yang-Mills equations, i.e., we require
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the curvature F̄ of Ā to satisfy
∇̄µF̄µν = 0.(3.3)
Gauge transformations are parametrized by smooth sections g of P ×Ad G as in (2.28).
Consequently, an innitesimal gauge transformation δΛ with a parameter ΛI which is a
g-valued scalar acts on the dynamical gauge eld as
(3.4) δΛAIµ = DµΛI .
For the purpose of perturbative quantization, the equations of motion for A generated by
the action have to be of hyperbolic type (Denition 2.10). Hyperbolic partial dierential equa-
tions are characterized by the fact that their dynamics is uniquely determined by their initial
data on a Cauchy surface in globally hyperbolic space-times. More technically, hyperbolic
equations admit unique retarded and advanced propagators which are the building blocks of








νK + λf IJK∇̄ν(AJµAKν ) = 0.
The linearized (free) eld equations around Ā, which are determined by setting λ = 0, are








These are not normally or Green hyperbolic equations because the highest order derivative
terms are not of the wave-operator type. In other words, the presence of the ∇̄µ∇̄ν term spoils
hyperbolicity. This is indeed a manifestation of the local gauge symmetry of the Yang-Mills
equations: the dynamics of gauge elds is not determined by initial data as in the course of
their evolution they might be modied by a gauge transformation.
The way out is to “x the gauge” by setting the terms which spoil hyperbolicity to zero.
However, this would break local gauge invariance of the original Yang-Mills theory. An elegant
way to systematically perform the gauge-xing and perturbative quantization is the BV-BRST
formalism [26–28] which utilizes the residual fermionic symmetry of the gauge-xed theory,
namely the BV-BRST symmetry.
3.2 Background covariant gauge-xing and BV-BRST
formalism
Enlarged eld congurations
In the BV-BRST formalism, one augments the eld content of the theory by further dynamical
elds (ghosts) and non-dynamical elds (anti-elds), as introduced below, and it turns out
that the resulting gauge-xed theory enjoys a nilpotent symmetry ŝ.
Let us denote the set of all dynamical elds by
(3.7) Φ = (AI , CI , C̄I , BI),
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whereC, C̄ are Grassmann-valued elds called ghosts andB is an auxiliary eld (the Nakanishi-
Lautrup eld). We also denote their corresponding anti-elds (or “BRST-sources”) by







which are elds of opposite Grassmann parity to Φ. Both elds and anti-elds are g-valued
forms. The Grassmann parity and form degree of all elds and anti-elds are given in Table
3.1.
The BRST transformations of all elds and anti-elds is a graded derivation on P(M) the
space of local-covariant functionals (see Denition 2.27 where now the eld congurations
involve (Φ,Φ‡)), as we describe below.
P(M) is a graded space with respect to dierent gradings. The rst grading is called the
ghost number and is denoted by q(Φ) ∈ Z which is assigned to to all the above elds and is
given in Table 3.1.







Mass dimension d(Φ) 1 0 2 2 3 4 2 2 0
Ghost number q(Φ) 0 1 −1 0 −1 −2 0 −1 0
Form degree p(Φ) 1 0 0 0 3 4 4 4 0
Grassmann parity ε(Φ) 0 1 1 0 1 0 0 1 0
Dynamical Yes Yes Yes Yes No No No No No
Table 3.1: Basic elds, anti-elds and their data.









∂(∇̄kC̄I) , NgO = q(O)O.(3.9)





where Pq(M) is the space of local-covariant functionals with ghost number q.
Restricting to the local-covariant p-forms (2.47), there is in addition a natural grading




Another grading is induced on P(M) by the mass dimension. The mass dimensions of
basic elds d(Φ) are given in Table 3.1. We assign to the metric gµν dimension zero and
dimension 1 to ∇̄. On a generic element of P(M), the dimension is counted by the operator
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One can also assign a scaling dimension ∆(Φ) to the elds as follows. Consider a rescaling
of the metric g 7→ µ2g by a constant conformal factor µ ∈ R (a Weyl rescaling). Then, a
Lagrangian L typically remains invariant under a corresponding unique rescaling Φi 7→
µ∆(Φ
i)Φi and λi 7→ µ∆(λi)λi of the elds Φi and coupling constants λi. The scaling dimension
of a eld turns out to be given by its tensorial rank minus its mass dimension. Thus ∆(gµν) = 2,
∆(gµν) = −2.
BV-BRST dierential
The BV-BRST operator is now dened to be a nilpotent graded derivation on P(M) which in-
creases the ghost number by one unit while leaving the dimension and form degree unchanged,
i.e.,
(3.12) ŝ : Pq(M)→ Pq+1(M),
and
(3.13) ŝ2 = 0.
To dene it, rst consider a nilpotent dierential s which acts on all elds by:






sC̄I = BI ,(3.16)
sBI = 0.(3.17)
Note that the action of s on AI is indeed an innitesimal gauge transformation (3.4) whose
parameter is replaced with the fermionic (Grassmann odd) ghostCI . Also the s transformation
of CI is its adjoint transformation with parameter CI .
Let us next dene the following s-invariant extended action Sext
(3.18) Sext := SYM −
∫
M
sΦi ∧ Φ‡i ,
in which the anti-elds Φ‡ play the role of sources of the non-linear elds sΦ. As mentioned
above, they are non-dynamical which means they do not have a kinetic term in the action.
We would now like to extend the action of s to anti-elds and perform the gauge-xing.
For these purposes, we need the following structure on P(M).
Denition 3.1. The anti-bracket (−,−) is a bilinear map
(3.19) (−,−) : Pq(M)× Pq′(M)→ Pq+q′+1(M),
26
3.2. BACKGROUND COVARIANT GAUGE-FIXING AND BV-BRST FORMALISM
which for integrated functionals F1 and F2 of the form (2.45) is dened by1












The anti-bracket has the following graded symmetry
(3.21) (F1, F2) = (−1)(ε1+1)(ε2+1)+1(F2, F1).
and satises the graded Jacobi identity
(−1)(ε1+1)(ε3+1)(F1, (F2, F3)) + (−1)(ε2+1)(ε1+1)(F2, (F3, F1))
+ (−1)(ε3+1)(ε2+1)(F3, (F1, F2)) = 0,(3.22)
where εi is the Grassmann parity of Fi.
By denition (3.20), the anti-bracket of a eld Φi(x) and an anti-eld Φ‡j(y) becomes
(3.23) (Φi(x),Φ‡j(y)) = δijδ(x, y),
that is, they are “conjugate variables” with respect to (−,−). This fact, together with the
Jacobi identity (3.22), lead us to view the anti-bracket as a “canonical structure” on the space
of enlarged eld congurations.
Using the anti-bracket, we can extend the action of s on anti-elds. s on all functionals F
(containing elds and anti-elds) is given by
(3.24) sF = (Sext, F ),
and, thus, the invariance of Sext under s, equivalently is expressed by the identity
(3.25) (Sext, Sext) = 0.
Background covariant gauge-xing
The operator s is, however, not yet the nal dierential that we need to work with. To obtain
that, we rst need to perform the gauge-xing which is obtained using the following operator.
Denition 3.2. Let ψ ∈ P(M) be a functional which do not contain anti-elds. A canonical
transformation e(−,ψ) generated by ψ ∈ P(M), is an operator
(3.26) e(−,ψ) : P(M)→ P(M),
dened by









((−, ψ), ψ), ψ
)
+ . . . .
The sum in e(−,ψ)F is a nite sum. The reason is that each (−, ψ) lowers the number of
anti-elds by one. Therefore, since the anti-bracket of two local elds without anti-elds
vanishes, the sum terminates after a nite number of terms.
1We also sometimes write the anti-bracket (O1(x1),O2(x2)) for non-integrated Oi(xi). This is to be
understood as the integral kernel of (F1, F2).
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The operator e(−,ψ) is called a “canonical transformation” since it leaves the anti-bracket
invariant, in the sense that
(3.28) e(−,ψ)(F1, F2) = (e(−,ψ)F1, e(−,ψ)F2),
which can be straightforwardly veried using the Jacobi identity (3.22).
To perform the gauge xing, let us introduce a one-parameter family of “gauge-xing








The choice ξ = 1 corresponds to the Feynman gauge, while the limit ξ → 0 is called the
Landau gauge. Here, we work with the Feynman gauge and we denote Ψξ=1 ≡ Ψ. We,
however, work out the construction of Green’s functions and local Hadamard parametrices
for arbitrary ξ in Chapter 6.
Denition 3.3. The gauge-xed action Ŝ, is dened to be the canonical transformation
generated by Ψ of the extended action Sext:
(3.30) Ŝ := e(−,Ψ)Sext.
The gauge-xing fermion Ψ is chosen in such a way that Ŝ gives rise to hyperbolic
eld equations for all elds Φ. This explicitly breaks the dynamical gauge invariance of SYM.
However, since Ψ transforms covariantly under background gauge transformations (2.30),
the resulting gauge-xed action Ŝ remains background gauge invariant. For this reason, the
choice (3.29) is called covariant gauge xing. It is a useful gauge in practical calculations and
is commonly employed in the background eld formalism [34, 88–92].
Since the extended action Sext is linear in anti-elds, (3.30) gives
(3.31) Ŝ = SYM −
∫
M
sΦi ∧ Φ‡i + sΨ.
Although Ŝ is not gauge-invariant anymore, it is invariant under the following dierential.
Denition 3.4. The gauge-xed BV-BRST dierential ŝ is dened to be
(3.32) ŝ := e(−,Ψ) ◦ s ◦ e−(−,Ψ).
Proposition 3.5. The dierential ŝ is nilpotent
(3.33) ŝ2 = 0,
and the gauge-xed action Ŝ satises the classical master equation
(3.34) (Ŝ, Ŝ) = 0.
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Proof. The proof of the nilpotency of ŝ is a direct consequence of s2 = 0:
(3.35) ŝ2 = e(−,Ψ) ◦ s2 ◦ e−(−,Ψ) = 0.
The master equation follows from
(Ŝ, Ŝ) = (e(−,Ψ)Sext, e(−,Ψ)Sext)
= e(−,Ψ)(Sext, Sext)
= 0,(3.36)
where we have used (3.28) and (3.25). 
Using (3.24) and the fact that Sext is linear in anti-elds2, the dierential ŝ for the Yang-Mills
theory becomes
(3.37) ŝ = (Ŝ,−).
This tells us that the classical master equation (3.34) expresses the BV-BRST invariance of the
gauge-xed action
(3.38) ŝŜ = 0.
The identity (3.37) is also stating that the gauge-xed action Ŝ is the “generator” of the BRST
transformations ŝ via (−,−). Furthermore, it follows from (3.37) and the Jacobi identity (3.22)
that ŝ is compatible with (−,−) in the sense that
ŝ(F1, F2) = (ŝF1, F2)− (−1)ε1(F1, ŝF2).(3.39)
Since Ψ does not contain anti-elds and under s, elds Φ do not transform into anti-elds,
the new term sΨ do not change the action of s on elds, i.e.,
(3.40) ŝΦ = sΦ,
given by equations (3.14)-(3.17). However, the BV-BRST transformation of an anti-eld Φ‡ is
the equation of motion of the corresponding eld Φ, obtained from the gauge-xed action Ŝ,
i.e.,
(3.41) ŝΦ‡(x) = δRŜ
δΦ(x)
,
which are given by
ŝA‡I = d̄ ∗ d̄AI − ∗d̄BI + fIJKF̄ J ∧ AK + λfIJK
(





L ∧ AM ∧ AK ,
ŝC‡I = −d̄ ∗ dC̄I − d̄A‡I + λfIJK
(
AJ ∧ ∗d̄C̄K − AJ ∧ A‡K + CJC‡K
)
,
ŝC̄‡I = d̄ ∗ d̄CI + λfIJKAJ ∧ ∗d̄CK ,
ŝB‡I = ∗BI + d̄ ∗ AI − C̄‡I .
(3.42)
2For supersymmetric theories, this is typically not the case, see Section 7.2.2.
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Remark 3.6. Note that the requirement of the background connection being on-shell is nec-
essary for the nilpotency of ŝ. For instance, one can check by direct calculation that ŝ2A‡Iµ =
f IJK∇̄νF̄ JµνCK , which vanishes only if ∇̄νF̄µν = 0.
BRST cohomologies
Dierent cohomology classes of the gauge-xed BV-BRST dierential turn out to play crucial
roles in the perturbative quantization of gauge theories. The q-th cohomology ring of ŝ is
dened by
(3.43) Hq(ŝ,M) :=
{Ker ŝ : Pq(M)→ Pq+1(M)}
{Im ŝ : Pq−1(M)→ Pq(M)}
.
There is another cohomology ring which is of great importance in analyzing the potential
anomalies of the BRST symmetry at the quantum level, namely the cohomology rings of ŝ
modulo d. Here, d is the exterior derivative operator (2.48) which increases the form degree,
which is nilpotent, d2 = 0, and which anti-commutes with ŝ:
(3.44) ŝ ◦ d + d ◦ ŝ = 0.
Let Opq ∈ Ppq(M) be a local-covariant operator of ghost number q and form degree p. The
cohomology ring of ŝ modulo d is dened by
(3.45) Hpq (ŝ|d,M) :=
{Opq |̂sOpq = dOp−1q+1}
{Opq |Opq = ŝOpq−1 + dOp−1q }
.
We note that, the following is a straightforward corollary of denition (3.32).
Corollary 3.7. Cohomologies of dierentials ŝ and s, are isomorphic under the map
α : H(s,M)→ H(ŝ,M)
O 7→ e(−,Ψ)O.(3.46)
Proof. We show that α maps kernel/image of s into kernel/image of ŝ. From (3.32), it follows
that
(ŝ ◦ α)O = e(−,Ψ) ◦ s ◦ e−(−,Ψ) ◦ e(−,Ψ)O
= e(−,Ψ) ◦ sO
= (α ◦ s)O,(3.47)
which proves the claim. 
Let us now briey mention the importance of the BRST cohomologies.
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Classical gauge invariant observables
As we explained above, in the BV-BRST formalism one enlarges the space of eld congu-
rations of the Yang-Mills theory and it turns out that the enlarged and gauge-xed theory
exhibits the BV-BRST symmetry. However, the local and covariant functionals introduced
above, of course, contain all possible gauge-variant functionals of the enlarged (un-physical)
theory. In fact, it turns out [93] that the gauge invariant observables of the original Yang-Mills
theory are recovered as those functionals O at ghost number zero which are annihilated by
the BRST dierential and which are not the BRST transformation of some otherO′ with ghost
number −1, i.e.,
ŝO = 0, O 6= ŝO′.(3.48)
In other words, gauge invariant observables are equivalence classes in the cohomology of ŝ at
ghost number 0:
(3.49) {classical gauge invariant observables} = H0(ŝ,M).
Gauge anomalies
At the quantum level, due to renormalization, the BV-BRST symmetry might potentially be
violated. The failure of this symmetry to persists at the quantum level denes the gauge
anomaly. As we will show in Section 4.1.3, the anomaly A =
∫
M
a(x) is a formal power
series in ~ whose leading order contribution Am =
∫
M
am(x) is an element of H41 (ŝ,M).
Equivalently, the local function am(x) belongs to H41 (ŝ|d,M):
(3.50) {potential gauge anomalies} = H41 (ŝ|d,M).
Anomalies of quantum gauge invariant observables
Furthermore, as we will see in Theorem 4.42, at the quantum level, BRST invariant observables
receive quantum corrections and may in general fail to remain invariant because of the
presence of certain anomalies which belong to H1(ŝ,M):
(3.51) {potential anomalies of BRST invariant observables} = H1(ŝ,M).
For the pure Yang-Mills theory, the cohomology analysis of ŝ in the local and covariant
setting in curved space-times is given in the following theorem.
Theorem 3.8. For the case of the pure Yang-Mills theory, whenG is semi-simple with no abelian
factors, we have
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where α stands for multi-indices, pr and Θs are invariant polynomials of the Lie-algebra
of G, rt is a local functional of the metric g, the background eld strength F̄ , the Riemann
tensor R and their derivatives. F is the full eld strength (2.25).
2. The cohomology ring H(ŝ|d,M) is generated by linear combination of elements of the























are the Chern-Simons forms in the presence of a background connection [94]. In this
expression,m(r) are the degrees of the independent Casimir elements of G. The trace is in
some representation of g. Furthermore, fs are strictly gauge invariant monomials of F ,
and rt are closed forms.
Proof. The proof of the theorem for the case of a trivial background connection, i.e., with
F̄ = 0, is given in [6], Lemma 1 and Theorem 1. That result is essentially based on the standard
results of the cohomological analysis of the BRST dierential which has been extensively
investigated in the literature, see e.g. [93, 95–99], which is adapted to the local-covariant
setting. The main dierence of the result given in [6] compared with the previous results in
the literature are the followings:
1. The coecients rt in expressions (3.52) and (3.53) can only depend in a local and
covariant manner on the background metric (in the sense of Denition 2.27), and are
not functions of arbitrary form on the space-time. The fact that rt must be a functional
of the Riemann tensor and its derivatives follows from the Thomas replacement theorem
2.28.
2. For the expression (3.53), the results in [93, 95–99] only state that rt are closed forms
on M . The fact that rt in (3.53) is an analytic function of R, ∇̄R, . . . , ∇̄kR follows from
the Thomas replacement theorem [85], assuming that elements in Pp(M) have analytic
dependence on the background metric. It, furthermore, follows from this theorem that
the rt may be chosen to be characteristic classes rt = Tr(R∧ · · · ∧R), where trace is in
some representation of the Lie algebra of so(n−1, 1), and whereR = TabRabµνdxµ∧dxν
is the curvature two-form of the metric, identied with a 2-form valued in so(n− 1, 1)
via a tetrad eld eaµdxµ.
The cohomological analysis of ŝ in the presence of non-trivial background elds can be
found, e.g. in [94]. The results stated in the above theorem are thus obtained by adapting this
case to the local-covariant setting, in view of the Thomas replacement theorem 2.28. 
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3.3 Linearized theory and BRST charge
As our goal is to carry out a perturbative quantization in the coupling constant λ in Chapter
4, we need to precisely dene the free theory around which the perturbation is going to be
performed. Let us expand the classical gauge-xed action (3.30) in powers of λ:








d̄AI ∧ ∗d̄AI + d̄C̄I ∧ ∗d̄CI +BI(d̄ ∗ AI +
1
2
∗BI − C̄‡I )− d̄CI ∧ A‡I ,(3.56)
where we have used that the background connection is on-shell, i.e., the linear term d̄∗F̄I∧AI




L0 which is obtained by setting λ = 0 in Ŝ and is quadratic in all dynamical
elds and anti-elds. Ŝint =
∫
M
Lint is the interaction3 where
(3.57) Lint = λL1 + λ2L2,













J ∧ AK ∧ ∗(AL ∧ AM).(3.59)
Correspondingly, the BRST dierential ŝ can be decomposed as
(3.60) ŝ = ŝ0 + λŝ1 + λŝ2 ≡ ŝ0 + ŝint.
Here ŝ0 is called the free BRST dierential which is obtained by setting λ = 0 in trans-
formations (3.14)-(3.17) and (3.42). It plays an important role in the formulation of the Ward
identity at the quantum level, Section 4.1.3.
Let us also denote
(3.61) S0 = Ŝ0|Φ‡=0.
Consider now the free (linearized) dierential operator P 0ij , of the gauge-xed theory dened
by




3In [24], a dierent split into free and interacting action is done, where one considers all the anti-eld
dependent terms as interaction. This leads to some dierences between the approach of [24] and ours, see
Section 8.2 for more detailed discussion.
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which explicitly is given by




µ 0 0 −∇̄µ
0 0 2̄ 0
0 −2̄ 0 0
∇̄ν 0 0 1

acting on (Aν , C, C̄, B), where 2̄ ≡ ∇̄λ∇̄λ and where P̄Ā was dened in (3.6). The operator
P 0ij admits the causal propagator matrix ∆ij(x, y) which satises (see Denition 2.11)
(3.64) P 0ik∆kj = 0 = ∆jkP 0ki.
It is given by
(3.65) ∆ij =

∆ µν 0 0 −∇̄ν∆ µν
0 0 −∆ 0
0 ∆ 0 0
−∇̄ν∆ µν 0 0 0
 ,
where ∆ µν and ∆ are vector and scalar causal propagators respectively.







0 0 ∇̄ν 0
0 0 0 0
0 0 0 0
0 1 0 0
 .
It satises
(3.67) KijΦj = ŝ0Φi.













is an anti-eld dependent source term, with Kij being the formal adjoint of Kij . Let us











where ε is the Grassmann parity of Φi. Using ŝ20Φ
‡
i = 0, it implies that
(3.71) P 0ijKjk + (−1)εKijP 0jk = 0.
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Denition 3.9. The (graded) Peierls bracket [100, 101] between two integrated functionals
F1 and F2 of the form (2.45) is dened by









The Peierls bracket has the following graded symmetry
(3.73) {F1, F2} = −(−1)ε1ε2{F2, F1},
and satises the graded Jacobi identity
(−1)ε1ε3{F1, {F2, F3}}+ (−1)ε3ε2{F3, {F1, F2}}+ (−1)ε1ε2{F2, {F3, F1}} = 0.(3.74)
In particular, it gives
(3.75) {Φi(x),Φj(y)} = ∆ij(x, y).
Moreover, it is compatible with ŝ in the sense that
(3.76) ŝ{F1, F2} = {ŝF1, F2}+ (−1)ε1{F1, ŝF2}.
BRST Noether current and the BRST charge
According to the Noether’s theorem, the invariance of Ŝ under ŝ results in the existence of a
current J ∈ Pn−11 (M) (the BRST current) which is a closed (n− 1)-form with ghost number
1, i.e., dJ = 0, once the equations of motion are satised.
Let us write the Lagrangian n-form as L = Lν1...νndxν1 ∧ · · · ∧ dxνn which is a local-
covariant functional constructed out of the eld congurations and their derivatives up to
their kth covariant derivatives. Then the BRST Noether current is given by
(3.77) J(Φ) = θ(Φ, ŝΦ)− B(Φ),










and where B ia the boundary term dened by ŝL = dB.
For the gauge-xed action (3.31) of the pure Yang-Mills theory in four dimensions, the
BRST current is a 3-form given by
(3.79) J = J0 + λJ1 + λ2J2 ≡ J0 + Jint,
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where






(∗d̄C̄I − A‡I)CJCK + CJAK ∧ ∗AI +BICJ ∗ AK +
1
2





f IJKfILM ∗ (AJ ∧ AK) ∧ ALCM .
(3.80)







which implies that the current is conserved once the equations of motion δŜ/δΦi(x) =
(−1)ε(Ŝ,Φ‡i (x)) = 0 are fullled.
Let us assume that (M, g) contains a compact Cauchy surface Σ. Then, there exists a





where γ is a closed 1-form on M with compact support such that
∫
M





In fact, Q is the generator of the BRST transformations on elds Φi in the sense that
(3.83) ŝΦi = {Q,Φi},










The perturbative quantization of classical eld theories with local gauge symmetry in globally
hyperbolic curved space-times is a non-trivial task in view of the fact that renormalization,
in general, does not respect the BV-BRST symmetry of the classical eld theory. This would
render the corresponding quantum eld theory inconsistent in the sense that the positivity of
the Hilbert space representation of the algebra of quantum elds will be lost. In this chapter,
we elaborate on this issue and precisely state the criteria under which a consistent formulation
of eld theories with local gauge symmetry at the quantum level is possible. These criteria
turn out to be fullled for the pure Yang-Mills theory, for a class of superconformal eld
theories in four dimensions [72], and as we will prove in Chapter 7, for a superconformal
Chern-Simons matter theory in three dimensions.
As discussed in the introduction, we dene the quantum theory in the framework of
local-covariant QFT [1–4] in terms of the local algebra of quantum observables which is
constructed in renormalized perturbation theory. For gauge theories, our nal goal is to
construct the algebra of on-shell, physical and gauge invariant interacting observables which
we denote by FL. Here L is an interaction with an IR cuto which is used throughout the
construction. The cuto can be removed in the end via the algebraic adiabatic limit. FL
is obtained as the quotient of the quantum BRST charge QL from an auxiliary algebra F̂L
of on-shell, un-physical and non gauge invariant quantum elds on which [QL,−] acts. It,
however, turns out that for perturbation theory it is more suitable to rst work with an o-
shell auxiliary algebra ŴL on which the quantum elds do not satisfy the eld equations. The
starting point for constructing ŴL is the gauge-xed and enlarged classical theory dened
by the action Ŝ (3.30) in the previous chapter. Elements of ŴL are formal power series in the
coupling constant λ with coecients in a non-commutative algebra Ŵ0 of free elds, which
is the quantization of the free theory dened by the free a action Ŝ0 = Ŝ|λ=0.
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Before presenting our formulation of quantum gauge theories in curved space-times, let
us mention the previous works in the literature concerning the constructions of Yang-Mills
theory in at space-time based on the Epstein-Glaser method [21]. These works include
[102–107] where the idea of formulating gauge invariance in the operator setting and at the
level of observables was implemented based on earlier ideas of [29, 30]. Moreover, a local
formulation of perturbative gauge invariance in the causal approach has been proposed in a
series of papers by Dütsch et al. in [7, 108–112], see also [113–118].
The main part of the material of this chapter is based on the preprint [25].
4.1 Algebra of free quantum theory Ŵ0
We begin with reviewing the construction of the algebra of free quantum elds Ŵ0 corre-
sponding to the gauge-xed theory dened by Ŝ0 (3.56).
4.1.1 Denition of the free algebra
The algebra of free quantum elds is obtained as a deformation quantization [119–122] of the
classical covariant phase space. This means that the classical commutative pointwise product
is deformed by certain “quantum corrections” of order O(~) to a non-commutative product
between quantum elds. This so-called star-product ?, is constructed in such a way that the
?-commutator gives (i~ times) the Peierls bracket plus quantum corrections.
An important ingredient in constructing Ŵ0 is an arbitrary but xed 2-point function of
Hadamard type.
Denition 4.1. Let P and Pµν be the Klein-Gordon and linearized Yang-Mills operators:
P = 2,(4.2)
P̄µν = gµν2̄−Rµν .(4.3)
1. A scalar 2-point function of Hadamard type ω(x, y) is a distribution on M ×M ,
which is a bi-solution of P
(4.4) (P ⊗ 1)ω(x, y) = 0 = (1⊗ P )ω(x, y),
which satises
(4.5) ω(x, y)− ω(y, x) = i∆(x, y),
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where ∆(x, y) is the causal propagator ofP , and which has the wave front setWF (ω) ⊂
C+(M, g), where
(4.6) C+(M, g) = {(x1, k1, x2,−k2) ∈ Ṫ ∗M2|(x1, k1) ∼ (x2, k2), k1 ∈ V +x1},
where V +x1 is the future lightcone at x and where (x1, k1) ∼ (x2, k2) means x1 and x2
can be joined with a null geodesic and k1 and k2 are cotangent and coparallel to that
null geodesic.
2. A vector 2-point function ofHadamard typeωµν(x, y) is similarly dened to satisfy
(P̄µρ ⊗ 1)ωρν(x, y) = 0 = (1⊗ P̄µρ)ωρν(x, y),(4.7)
and
ωµν(x, y)− ωνµ(y, x) = i∆µν(x, y),(4.8)
and the wave front set bound WF (ωµν) ⊂ C+(M, g).
Equivalently, the massless scalar and vector two point functions can be written in the
form of the matrix
(4.9) ωij(x, y) =

ω µν 0 0 −∇̄νω µν
0 0 −ω 0
0 ω 0 0
−∇̄νω µν 0 0 0
 ,
which satises
(P 0ik ⊗ 1)ωkj(x, y) = 0 = (1⊗ P 0ik)ωkj(x, y),(4.10)
where P 0 is the linearized dierential operator matrix (3.63), and which satises
ωij(x, y)− ωji(y, x) = i∆ij(x, y),(4.11)
where ∆ij(x, y) is the causal propagator matrix given in (3.65).
As we will see in the next sections, in order to extend the free BRST transformation to the
algebra of free quantum elds, the two-point functions are required to satisfy the following
consistency relations
∇̄x,µωµν(x, y) = −∇̄νyω(x, y), ∇̄y,νωµν(x, y) = −∇̄µxω(x, y).(4.12)
That one can construct Hadamard two-point functions ωµν and ω fullling these properties is
shown in [123, 124].
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Denition 4.2 ([1, 6]). Let ω be a Hadamard two-point function (4.9). For a given background
data (P, Ā,M, g), the o-shell free algebra (Ŵ0(P, Ā,M, g), ?ω) is the *-algebra generated
by the identity 1 and elements
Fω(u) =
∫
uk1...kmi1...in (x1, . . . , xn; y1, . . . , ym)




(y1) . . .Φ
‡
km
(ym)dx1 . . . dxndy1 . . . dyn.(4.13)
In this expression,





















with the star product of two basic elds being dened by
(4.15) Φi(x) ?ω Φj(y) = Φi(x)Φj(y) + ~ωij(x, y),
and u is a distribution on M subject to the following wave front set condition in the variables
x1, . . . , xn




×n ∪ (V̄ −x )×n] = ∅,
where V̄ ±x is the closure of the future/past lightcone at x ∈ M , but u is not subject to any
wave front set condition in the variables y1, . . . , ym. The product between two generators is
given by




where ⊗k denotes the k-times contracted tensor product of distributions u and v in n+m
and n′ +m′ variables, respectively, given by











ω(zi, zk+i)dz1 . . . dz2k,
(4.18)
where the sum is over all permutations of n+ n′ − 2k elements. The *-operation, denoted by
†, is dened by Fω(f)† = Fω(f̄).
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Remark 4.3. 1. Functionals of the form (4.13) with the wave-front set condition (4.16) are
called micro-causal. In fact, the wave-front set condition is chosen in order for the ?
product of distributions u and v to exist. The reason is that the (4.13) guarantees that the
wave-front sets of two micro-causal distributions can never add up to zero, and thus their
product is well dened.
2. The functionals (4.13) with u(x, x1, . . . xn) = δ(x, x1, . . . , xn) are called Wick powers
with respect to ω and are denoted by : Φn(x) :ω.
3. The star product implements the Wick’s theorem. For instance,
: (C̄ICI)(x) :ω ?ω : (C̄
JCJ)(x) :ω = : (C̄
ICIC̄JCJ)(x) :ω − 2i~ω(x, x): (C̄ICI)(x) :ω
+ ~2ω(x, x)21.(4.19)
4. The formula (4.17) can be equivalently written as
(4.20) F (u) ?ω F (v) = m ◦ exp(~Γω)(F (u)⊗ F (v)),
wherem is the point-wise multiplication of functionals,m(F (u)⊗ F (v)) = F (u)F (v),
and









We now state a few important properties of the algebra of free elds.
The algebra of free elds dened above explicitly depends on the choice of a Hadamard
two point function ω. However, a crucial fact about its construction is that algebras with
dierent choices of two-point functions turn out to be isomorphic.
Theorem 4.4 ([1]). Let ω and ω′ be two Hadamard two-point functions onM . Then, there exists
an algebra isomorphism
αω,ω′ : (Ŵ0, ?ω′)→ (Ŵ0, ?ω), αω,ω′F (u) := exp(~Θω,ω′)F (u),(4.22)
with
(4.23) Θω,ω′F (u) :=
∫




We, therefore, drop the ω dependence of the star product and simply write ?. Note that
the star product (4.15) in particular implies
[Φi(x),Φj(y)] = i~{Φi(x),Φj(y)}1,(4.24)
[Φ‡i (x),Φ
j(y)] = 0 = [Φ‡i (x),Φ
‡
j(y)],(4.25)
where {Φi(x),Φj(y)} = ∆ij(x, y) is the Peierls bracket dened in (3.72) and where
(4.26) [Φi(x),Φj(y)] = Φi(x) ? Φj(y)− (−1)εiεjΦj(y) ? Φi(x),
is the graded commutator, which satises the graded Jacobi identity
(−1)ε1ε3 [O1, [O2,O3]] + (−1)ε3ε2 [O3, [O1,O2]] + (−1)ε1ε2 [O2, [O3,O1]] = 0.(4.27)
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Theorem 4.5 ([1]). Let a ∈ Ŵ0 such that [a, F (u)] = 0 for all F (u) ∈ Ŵ0. Then, a is a
multiple of the identity operator 1 ∈ Ŵ0, i.e.,
(4.28) a = k1,
for some constant k made out of background elds.
The algebra Ŵ0 dened above is for a xed background data (P, Ā,M, g). A crucial
feature of our framework is the local-covariance behavior of the free quantum eld theory
under suitable transformations of the backgrounds which is formulated in the following
theorem.
Theorem 4.6 ([1, 125]). Let χ : P ′ → P be the bundle morphism (2.42). Then there exists an
algebra isomorphism
(4.29) αχ : Ŵ0(P ′, Ā′,M ′, g′)→ Ŵ0(P, Ā,M, g),
given by
(4.30) αχ(Fω′(u)) = Fω(χ∗u),
where ω′ = χ∗ω.
We have so far not imposed the equations of motion on elements of the algebra Ŵ0. This
will be done in the following denition.
Denition 4.7 ([1, 6]). The on-shell free algebra F̂0(M, g) is the quotient
(4.31) F̂0 = Ŵ0/J0,
where J0 is the ?-ideal generated by the equations of motion:
J0 =
{∫
uk1...kmi1...in (x1, . . . , xn; y1, . . . , ym)
: Φi1(x1) . . .
δŜ0
δΦii(xi)
. . .Φin(xn) :ω Φ
‡
k1
(y1) . . .Φ
‡
km
(ym)dx1 . . . dxndy1 . . . dyn
}
.(4.32)
Therefore in F̂0, the basic dynamical elds Φi(x) satisfy the free eld equationsP 0ijΦj(x) =
Ji(x), where Ji is an anti-eld dependent source term dened in (3.69).
4.1.2 Renormalization schemes and nite counter terms
The building blocks of perturbation theory are the time-ordered products. In other approaches
to QFT, the time-ordered products are a priori ill-dened objects which need to be suitably
regularized and renormalized in order to give the physical quantities. These renormalized
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quantities turn out to be dened with a renormalization ambiguity of adding nite counter
terms.
In our algebraic formulation of QFT, one directly constructs the renormalized time-ordered
products or renormalization schemes Tn in a regularization-independent manner à la causal
perturbation theory [21]. The renormalized time-ordered products are dened to satisfy a set
of physically reasonable axioms or renormalization conditions (see below). These axioms are
indeed turned into a concrete constructive algorithm for all Tn [2], which involves renormal-
ization in the sense of extending products of singular distributions to the coinciding points.
However, these properties do not uniquely x Tn, but only do so up to a well-charachterized,
local and covariant ambiguity (“nite counter terms”), which we dene in the next section.
This ambiguity precisely corresponds to the renormalization ambiguity in other approaches
to QFT in at space-time, with the addition of coupling to curvature.
Denition 4.8 (Renormalization schemes or time-ordered products). A renormaliza-
tion scheme T = (Tn)n∈N is the collection of multi-linear maps
(4.33) Tn : P(M)⊗n → Γ′((gP ⊗ T⊗M)n; Ŵ0),
from the space of local-covariant functionals to Ŵ0-valued distributional sections of gP ⊗
T⊗M , where gP := P ×ad g. It satises the following axioms (renormalization conditions):
T1) Locality and covariance. Let χ : P ′ → P be the bundle morphism (2.42) and let αχ
be the isomorphism (4.29). Then the time-ordered products are locally and covariantly
made out of the background data (P, Ā,M, g) in the following sense
(4.34) αχ ◦ T(P ′,Ā′,M ′,g′) = T(P,Ā,M,g) ◦ ⊗χ∗,
where χ∗ : P(M)→ P(M ′) is the natural push-forward map.
T2) Scaling. Each Tn has a poly-homogeneous scaling behavior under g 7→ µ2g. More
precisely, let
(4.35) T (µ)g (O1 ⊗ · · · ⊗ On) = µ∆1+···+∆nσ−1µ ◦ Tµ2g(O1 ⊗ · · · ⊗ On),
where ∆i is the scaling dimension of Oi, dened below equation (3.11), and where
(4.36) σµ : Ŵ0(M, g)→ Ŵ0(M,µ2g)
is a *-isomorphism dened by σµFω(u) = µ∆Fωµ(u), where ωµ = µ−2ω. T
(µ)
g ≡ T (µ)




T (µ)n = 0,
for some N ≥ 0.
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T3) Microlocal spectrum condition. The wave-front set of each Tn(O1(x1) ⊗ · · · ⊗
On(xn)) is bounded by WF (Tn) ⊂ CT (M, g), where
CT (M, g) =
{
(x1, k1; . . . ;xn, kn) ∈ Ṫ ∗Mn







pe,∀i = 1, . . . , n
}
.(4.38)
In this expression,G(p) is a graph embedded inM whose vertices are points x1 . . . xn ∈
M , and whose edges are oriented null geodesics. Pe is the coparallel, cotangent, covector
eld of the edge e. s(e) = i, and t(e) = j are respectively the source and target of the
edge e connecting xi and xj with i < j. It is required that pe is future/past directed if
xs(e) /∈ J±(xt(e)).
T4) Smoothness and Analyticity. Each Tn is a smooth and analytic functional of the
metric g and the background connection Ā in the following sense. Let {g(s)}s∈Ω and
{Ā(s)}s∈Ω, where Ω is a domain in R, be smooth one parameter families of metrics and
background gauge connections and let {T (s)}s∈Ω = Tg(s),Ā(s) be a corresponding family
of time ordered products. Moreover, let {ω(s)}s∈Ω be a family of quasi-free Hadamard
2-point functions with smooth truncated n-point functions (n 6= 2) depending smoothly




{(s, ρ;x1, k1;x2, k2) ∈ Ṫ ∗(Ω×M2)|(x1, k1;x2, k2) ∈ C+(M, g(s))},
(4.39)
where the family of cones C+(M, g(s)) are dened in equation (4.6). Then, the axiom




n (Φ(x1)⊗ · · · ⊗ Φ(xn))
)
depend smoothly




{(s, ρ;x1, k1; . . . ;x2, k2) ∈ Ṫ ∗(Ω×Mn)|(x1, k1; . . . ;x2, k2) ∈ CT (M, g(s))}.
(4.40)
Furthermore, if we only consider variations of the background gauge eld {Ā(s)}s∈Ω,
i.e., g(s) = g, and if {ω(s)}s∈Ω is a family of quasi-free Hadamard two-point functions
such that WF (ω(s)(x1, x2)) ⊂ Ω × {0} × C+(M, g), then we have WF (ω(s)n,T ) ⊂
Ω× {0} × CT (M, g).
Similarly, the axiom states that for an analytic one-parameter family of analytic metrics,
the expectation value of the time-ordered products in an analytic family of states varies
analytically in the same sense as for smoothness, but with the smooth wave front set
replaced with the analytic wave front set.
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T5) Graded symmetry. Each Tn is graded symmetric under a permutation of its arguments,
that is,
(4.41) Tn(· · · ⊗ Oi ⊗Oj ⊗ . . . ) = (−1)εiεjTn(· · · ⊗ Oj ⊗Oi ⊗ . . . ).




(−1)n+jT|I1|(⊗i∈I1Oi(xi)) ? · · · ? T|Ij |(⊗i∈IjOj(xj)),
(4.42)
where I1, . . . , Ij are pairwise disjoint subsets of n = {1, . . . , n}.
T7) Causal factorization. For x1, . . . , xi ∩ J−({xi+1, . . . , xn}) = ∅, it holds
Tn(O1(x1)⊗ · · · ⊗ On(xn)) = Ti(O1(x1)⊗ · · · ⊗ Oi(xi))
? Tn−i(Oi+1(xi+1)⊗ · · · ⊗ On(xn)).(4.43)
T8) Basic eld factor. A time ordered product with a basic eld factor simplies as
Tn+1(Φ








T (O1 ⊗ · · · ⊗∆ijA(x, y)
δOk(xk)
δΦj(y)
⊗ · · · ⊗ On)dy,
(4.44)
where εi and |Φj| are the Grassmann parities of Oi and Φj respectively, and where ∆ijA
the advanced propagator of P 0ij .









m<k εmTn(O1 ⊗ · · · ⊗
δOk
δΦi(x)
⊗ · · · ⊗ On).
(4.45)
T10) Action Ward identity (Leibniz rule). Each Tn commutes with derivatives, i.e.
(4.46) ∇̄xiTn(O1(x1)⊗· · ·⊗On(xn)) = Tn(O1(x1)⊗· · ·⊗∇̄xiOi(xi)⊗· · ·⊗On(xi)).
Remark 4.9. 1. It is shown in [126] that the analyticity assumption may be dropped.
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2. The time-ordered products can be equivalently dened to satisfy a condition similar to
(4.44), but with the retarded propagator ∆ijR of P 0ij :
Tn+1(Φ








T (O1 ⊗ · · · ⊗∆ijR(x, y)
δOk(xk)
δΦj(y)
⊗ · · · ⊗ On)dy.
(4.47)
Thus, the commutator of each Tn with a basic eld Φ(x) is implemented as








T (O1 ⊗ · · · ⊗∆ij(x, y)
δOk(xk)
δΦj(y)
⊗ · · · ⊗ On)dy.
(4.48)
where ∆ij = ∆ijA − ∆ijR is the causal propagator matrix (3.65). For the particular case
when O1 = Φj , the above relation reduces to (4.24).
3. Since the free eld equations δŜ0
δΦi
= P 0ijΦ
j − Ji is linear in elds, from the axiom T8 it
follows that the time-ordered products satisfy the following free eld equation property




⊗O1⊗ · · · ⊗On) ≈ i~
n∑
k=1
Tn(O1⊗ · · · ⊗
δOk(xk)
δΦi(x)
⊗ · · · ⊗On).
where ≈ means equal modulo the ideal J0 of free equations of motion (4.32)
(4.50) F ≈ G ⇔ F −G ∈ J0.




⊗O1 ⊗ · · · ⊗ On)
= P 0ijTn+1(Φ
j(x)⊗O1 ⊗ · · · ⊗ On)− Tn+1(Ji(x)⊗O1 ⊗ · · · ⊗ On)
= (P 0ijΦ







R (y, x)Tn(O1 ⊗ . . .
δ
δΦk(y)




Tn(O1 ⊗ · · · ⊗
δOk(xk)
δΦi(x)
⊗ · · · ⊗ On),
where in the rst step we have used T10, in the second step we have used T8 and that Ji
only contains anti-elds which do not contract with other elds via ∆kiR and in the last
step we have used that (P 0ijΦ
j(x)− Ji(x)) ? Tn(O1 ⊗ · · · ⊗ On) ∈ J0.
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4. The axiom T10 allows us to view each Tn as taking integrated local functionals F of
the form (2.45). To see this, note that integrated functionals of the form
∫
f∇̄µO may be
equivalently written as −
∫
∇̄µfO. However, (4.46) implies that
Tn(· · · ⊗
∫
f∇̄µO ⊗ . . . ) =
∫
fTn(· · · ⊗ ∇̄µO ⊗ . . . )
=
∫
f∇̄µTn(· · · ⊗ O ⊗ . . . )
= −
∫
∇̄µfTn(· · · ⊗ O ⊗ . . . )
= Tn(· · · ⊗ −
∫
∇̄µfO ⊗ . . . ),
which means that it does not matter how F is represented. Throughout the text, we use time-
ordered products whose arguments are either local-covariant (non-integrated) functionals
O(x) or integrated local functionals F =
∫
fO with a suitable compactly supported test
section f . By an abuse of notation, we will sometimes write Supp O, or that O is localized
in some region, which means that we restrict the support of test sections f with which O
can be smeared. In fact, in all generating functional type formulas such as (4.60), (4.62) and
(4.78) below, we use integrated F ’s, while for all other formulas where local functionals
appear in the arguments of Tn, Dn or An, we use non-integrated local O(x)’s.
Existence and uniqueness of renormalization schemes
The crucial fact about the renormalization schemes, proved in [2], is that they exist and are
unique up to a well-characterized, local-covariant “renormalization ambiguity”. As discussed
above, the issue of renormalization shows up in the construction of Tn satisfying the above
axioms. The proof of their existence rests on the following idea:
• For n = 1, T1(O(x)) is dened to be
(4.51) T1(O(x)) := : O(x) :Ĥ ≡ O(x).
Here : O(x) :Ĥ is called a local-covariant Wick power which is dened as in (4.14) but
with respect to a local Hadamard parametrix Ĥ ij(x, y) (see Denition 2.13) of the
operator P 0ij (3.63) (instead of a global two-point function ωij(x, y) (4.9)). Explicitly,
Ĥ ij(x, y) is the matrix
(4.52) Ĥ ij(x, y) =

H µν 0 0 −∇̄νH µν
0 0 −H 0
0 H 0 0
−∇̄νH µν 0 0 0
 ,
where H(x, y), Hµν(x, y) are scalar and vector Hadamard parametrices given in (6.69)
and (6.102) respectively.
The important fact about the local Wick powers, is that : O(x) :Ĥ diers from : O(x) :ω
only by a smooth function valued in Ŵ0.
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Theorem 4.10 ([1, 6, 22]). Let ω(x, y) be a two-point function of Hadamard type. Then
locally (i.e. where H is dened), ω −H is smooth.
• For n = 2, from axiom T7, T2(O1(x1)⊗O2(x2)) is known except for x1 = x2:
(4.53) T2(O1(x1)⊗O2(x2)) =
{
O1(x1) ?O2(x2) if x1 /∈ J−(x2)
O2(x2) ?O1(x1) if x2 /∈ J−(x1).
We therefore need to extend the distribution T2(O1(x1)⊗O2(x2)) ∈ D′(M2\∆M2 ;W0),
to a distribution on the entire M2, in a manner consistent with other axioms. Con-
struction of such an extension to the diagonal is the non-trivial task which requires
renormalization.
• For n ≥ 3, one can again write Tn in terms of already known Tm’s with m < n outside
of ∆Mn , and construct the extension to distributions on the whole Mn.
The precise formulation of the existence and uniqueness of time-ordered products is given
in the following theorem.
Theorem 4.11 (Themain theorem of renormalization theory [2], [1]). Renormalization
schemes satisfying the axioms of denition 4.8 exist. Let T and T̃ be two renormalization schemes
which satisfy those axioms. Then they are related via















where the sum runs over all partitions I0 ∪ · · · ∪ Ir of the set n = {1, . . . , n} into pairwise
disjoint non-empty subsets, and where D = (Dn)n≥1 is a hierarchy of maps
(4.55) Dn : P(M)⊗n → P(M)[[~]],
satisfying the following properties:
D1) Dn(O1(x1)⊗ · · · ⊗ On(xn)) is of order O(~) if all Oi are of order O(~0),
D2) EachDn is locally, and covariantly constructed out of g, and is an analytic functional of g,
D3) Each Dn(O1(x1)⊗ · · · ⊗ On(xn)) is supported on the total diagonal
(4.56) ∆n = {(x, . . . , x)|x ∈M} ⊂Mn,
D4) Each Dn is graded symmetric,
D5) The maps Dn are real Dn(O1(x1)⊗ · · · ⊗ On(xn))∗ = Dn(O∗1(x1)⊗ · · · ⊗ O∗n(xn)),
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D6) Each Dn satises the mass dimension constraint
d
(






where d(Oi) is the mass dimension of Oi (see Table 3.1) and the second term appears
because of the scaling dimension of the delta function in four dimensions,
D7) Derivatives can be pulled into Dn (Leibniz rule),
(4.58) ∇̄xiDn(O1(x1)⊗· · ·⊗On(xn)) = Dn(O1(x1)⊗· · ·⊗∇̄xiOi(xi)⊗· · ·⊗On(xn)),
D8) Each Dn is eld independent in the sense that,
δ
δΦ
Dn(O1(x1)⊗ · · · ⊗ On(xn)) =
n∑
i=1
Dn(O1(x1)⊗ · · · ⊗
δ
δΦ
Oi(xi)⊗ · · · ⊗ On(xn)).
(4.59)
Conversely, ifD satises D1 - D8, then any T̃ dened by (4.54) is a new renormalization scheme.
The relation between two renormalization schemes T and T̃ is best expressed in terms of
their generating functionals as follows. Let us denote by T (eF⊗) the generating functional of
all Tn’s, that is







The two renormalization schemes Tn and T̃n dier by











is similarly the generating functional for Dn’s. The above equation is stating that a QFT
dened by T̃ diers from the one dened by T by addition of the “local nite counter terms”
D(eF⊗) to the interaction F .
4.1.3 Ward identities and anomaly
Having dened the algebra of free quantum elds and the renormalization schemes on it,
we now turn to the issue of preservation of the BV-BRST symmetry at the quantum level.
One manifestation of the symmetry preservation for the free theory is the conservation of
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the free BRST Noether current. We dened the classical BRST Noether current in Section
3.3 and we expanded it in (3.79) into the free current J0 and the higher orders in λ. We will
now show that the quantized J0 ∈ F̂0, is conserved. This is a prerequisite for formulating the
Ward identity (equation (4.69), below) which in turn will imply the conservation of the full
quantized interacting current (Section 4.2.3).
Theorem 4.12. In pure Yang-Mills theory where the classical BRST current is given by (3.80)
the following hold.
1. The local-covariant free BRST current : J0 :Ĥ ∈ F̂0 is conserved,
2. the local-covariant free BRST charge
(4.63) : Q0 :Ĥ =
∫
M
γ ∧ : J0 :Ĥ
(c.f. denition (3.82)) squares to zero, i.e.,
(4.64) : Q0 :2Ĥ = : Q0 :Ĥ ? : Q0 :Ĥ = 0.
Proof. The divergence of the free part of the classical current J0 takes the form
(4.65) dJ0 = d̄ ∗ d̄AI ∧ d̄CI − d̄BI ∧ ∗d̄CI +BI d̄ ∗ d̄CI .
However in (4.52), there is no “contraction” between either AI and CI , or BI and CI , i.e.,
Ĥ12 = 0 = Ĥ42. Consequently, we have : dJ0 :Ĥ = dJ0 (the classical current) which vanishes
on-shell. For the same reason, we have : Q0 :2Ĥ = Q
2
0 = 0. 
Since the free BRST charge is nilpotent, the graded derivation
(4.66) [Q0,−] : F̂0 → F̂0,
generated by Q0 ≡ : Q0 :Ĥ is nilpotent as well, since
(4.67) [Q0, [Q0,−]] = [Q20,−] = 0,
where we have used the graded Jacobi identity (4.27) and that [Q0, Q0] = 2Q20 because the
chargeQ0 is Grassmann odd. One can then dene the following free algebra of gauge invariant
observables.






where Ng is the ghost number counting operator dened in (3.9).
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The nilpotent chargeQ0 dened above, can now be used to express the BV-BRST-invariance
of the time-ordered products in the form of a “Ward identity” [6]. For a given renormalization
scheme T , and for F =
∫
fO for allO ∈ P(M), and f a suitable smooth compactly supported
function, the Ward identity takes the form 1





(Ŝ0 + F, Ŝ0 + F )⊗ eiF/~⊗
)
,
where (−,−) is the anti-bracket bracket dened in (3.20). This identity is viewed as a further
renormalization condition imposed on T in addition to T1-T10 in Denition 4.8. However, it
turns out that the above identity for all F would not be compatible with T1-T10 and would
in general be violated by a potential anomaly term. Moreover, the way it is stated above, the
Ward identity only gives a condition on time-ordered products modulo the ideal of equations
of motion. It turns out that it is more useful to consider the sharpened version of (4.69), which
is an o-shell identity called the anomalous Ward identity. In this o-shell identity, [Q0,−]
is replaced with i~ŝ0 which acts non-trivially also on anti-elds where ŝ0 is the free BRST
operator dened in (3.60).
In order to formulate this identity we thus need to extend the action of ŝ0 : Ŵ0 → Ŵ0 to
the algebra Ŵ0.
Proposition 4.14. The free BV-BRST operator ŝ0 : Ŵ0 → Ŵ0 dened by





l<k εlO1(x1) ? · · · ? ŝ0Ok(xk) ? · · · ?On(xn),(4.70)
where Oi is either a basic eld Φ or anti-eld Φ‡, is a consistent graded derivation on Ŵ0. That
is, (4.70) is compatible with the algebraic relations (4.24), (4.25) in Ŵ0, in the sense that
ŝ0([Φ
i(x),Φj(y)]) = [̂s0Φ
i(x),Φj(y)] + (−1)εi [Φi(x), ŝ0Φj(y)].(4.71)
Proof. From the consistency conditions (4.12) it follows that the causal propagators also satisfy
(4.72) ∇̄x,µ∆µν(x, y) = −∇̄νy∆(x, y), ∇̄y,ν∆µν(x, y) = −∇̄µx∆(x, y).
Since ŝ0Φ = (∇̄µCI , 0, BI , 0), and using the form of the causal propagator matrix (3.65), the
only relation we need to check is the following
[̂s0A
µI(x), C̄J(y)] + [AµI(x), ŝ0C̄
J(y)] = [∇̄µCI(x), C̄J(y)] + [AµI(x), BJ(y)]





1Note that for the renormalization schemes Tn to exist, their arguments have to be local functionals, or
cuto integrated functionals. However, in the expression (4.69), Ŝ0 =
∫
L0 need not be cut o, since, on account
of (Ŝ0, Ŝ0) = 0, it appears only in the form (Ŝ0 + F, Ŝ0 + F ) = 2(Ŝ0, F ) + (F, F ).
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Theorem 4.15. Let Oi ∈ P(M) with Grassmann parity εi. Then a renormalization scheme
T satisfying the renormalization conditions T1-T10 of Denition 4.8, in addition satises the
following condition
T11) Anomalous Ward identity.



































where I is a non-empty and ordered partition of the set {1, 2, . . . , n} and Ic is the comple-
ment partition and |I2| = 2, and where εI2 and εI are sings that are obtained by reordering










Ok = (−1)εIO1 . . .On.(4.76)
For bosonic functionals F of the form (2.45), the generating functional form of the identity (4.74)
becomes2



















is the generating functional of the anomaly A = (An)n∈N which is dened to be the collection
of multi-linear maps
(4.79) An : P(M)⊗n → P(M)[[~]],
with properties
A1) An(O1(x1)⊗ · · · ⊗ On(xn)) is of order O(~) if all Oi are of order O(~0),
A2) Each An is locally, and covariantly constructed out of g, and is an analytic functional of g,
2For fermionic functionals, the symmetry property (3.21) of anti-bracket implies (Ŝ0 + F, Ŝ0 + F ) =
(Ŝ0, F ) + (F, F ) + (F, Ŝ0) = 0. Thus, (4.77) only applies to bosonic F ’s.
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A3) Each An(O1(x1)⊗ · · · ⊗ On(xn)) is supported on the total diagonal ∆n,
A4) Each An increases the ghost number by one unit, i.e.,
(4.80) q
(






where q(Oi) denotes the ghost number of Oi (see Table 3.1),
A5) Each An satises the mass dimension constraint
d
(






where q(Oi) denotes the ghost number of Oi (see Table 3.1) and the second term appears
because of the scaling dimension of the delta function in four dimensions,
A6) Each An is graded symmetric, i.e.,
(4.82) An(· · · ⊗ Oi ⊗Oj ⊗ . . . ) = (−1)εiεjAn(· · · ⊗ Oj ⊗Oi ⊗ . . . ),
A7) The maps An are real An(O1(x1)⊗ · · · ⊗ On(xn))∗ = An(O∗1(x1)⊗ · · · ⊗ O∗n(xn)),
A8) Derivatives can be pulled into An,
∇̄xiAn(O1(x1)⊗ · · · ⊗ On(xn)) = An(O1(x1)⊗ · · · ⊗ ∇̄xiOi(xi)⊗ · · · ⊗ On(xn)),
(4.83)







where ε is the Grassmann parity of Φi, and analogously for Φ‡i .
A10) An vanishes if one entry contains a basic eld or anti-eld, i.e.
An(O1(x1)⊗ · · · ⊗ Φ(xi)⊗ · · · ⊗ On(xn)) = 0(4.85)
An(O1(x1)⊗ · · · ⊗ Φ‡(xi)⊗ · · · ⊗ On(xn)) = 0.(4.86)
Remark 4.16. Note that the anomalous Ward identity denes the anomaly A(eF⊗) as a map
which takes integrated functionals F of the form (2.45). This is indeed possible due to the property
(4.83) (see Remark 4.9, item 4).
Proof. The proof of the identity (4.77) and the properties A1 - A9 of the anomaly is given in
[6]. Here we prove (4.74) and properties A9 and A10 which is taken from [33].
Proof of the identity (4.74): For the proof, we rst need the following lemma.
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Lemma 4.17. Let gi ∈ Ei, where Ei is dened in Denition 2.30. I.e., gi has Grassmann parity
εi and satises gigj = (−1)εiεjgjgi, and giOj = (−1)εiεjOjgi, such that giOi are bosonic. Then,
we have the following identities
(g1O1, g2O2) = (−1)(ε1+1)ε2g1g2(O1,O2),(4.87)




i<j εiεjg1 . . . gnAn(O1 ⊗ · · · ⊗ On),(4.88)
Proof. To prove (4.87), we make use of the symmetry property (3.21) and calculate
(g1O1, g2O2) = g1(O1, g2O2)
= (−1)ε1g1(g2O2,O1)
= (−1)ε1+(ε1+1)(ε2+1)+1g1g2(O1,O2).(4.89)
To prove (4.88) for n = 1, we observe that setting g1O1 = Ŝ0 in (4.87) we obtain
(4.90) ŝ0(g1O1) = (−1)ε1g1ŝ0O1.















from which it follows that A1(g1O1) = (−1)ε1g1A1(O1). For n insertions, we rst use the
graded symmetry of An to put all gi’s to the left
(4.91) An(g1O1 ⊗ · · · ⊗ gnOn) = (−1)
∑
i<j εiεjAn(g1 . . . gnO1 ⊗ · · · ⊗ On),
and then since g1 . . . gn has Grassmann parity
∑n
i=1 εi, we obtain (4.88) by pulling g1 . . . gn
out of An. 
To prove the identity (4.74), we rst consider (4.77) forn bosonic functionals g1O1, . . . gnOn,
and then “pull out g1, . . . gn to the left” to obtain the correct sign factors. From (4.77), we have
ŝ0Tn(g1O1 ⊗ · · · ⊗ gnOn) =
∑
k=0
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(−1)ε1ε2+···+εk−2εk−1g1, . . . gk−1(O1 ⊗ · · · ⊗ (−1)εkgk ŝ0Ok

























































































i εig1 . . . gn
∑
k=0






































from which the claim follows.
Proof of A9: From the anomalous Ward identity (4.77) and the eld-independence prop-

























F, F ) +
δ
δΦi
A(eF⊗)} ⊗ eiF/~⊗ ).
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F ⊗ {ŝ0F +
1
2










F ) + A(
δ
δΦi














































, ŝ0]F ⊗ eiF/~⊗ ),(4.98)
which together with (4.97) implies the claim. To prove this, we note that δŜ0
δΦi
is a linear





(dierential operator valued) coecients aij, bij . Thus,
(4.99) [ δ
δΦi










Therefore, (4.98) follows from eld and anti-eld independence of time-ordered products. For
anti-eld independence, the proof proceeds analogously.
Proof of A10: To prove the claim, we use the axiom T8, equation (4.44), which in the
present situation reads





F ⊗ eiF/~⊗ ),
where ∆ijA(x, y) is the retarded propagator of the dierential operator P 0ij dened in (3.63).






From (4.100) it follows that for the linear elds ŝ0Φi(x), we have
T (ŝ0Φ
i ⊗ eiF/~⊗ ) = T (KijΦj ⊗ eiF/~⊗ )
= ŝ0Φ
i ? T (e
iF/~
⊗ )− T (Kij∆jkA
δ
δΦk
F ⊗ eiF/~⊗ ),(4.102)
56
4.1. ALGEBRA OF FREE QUANTUM THEORY Ŵ0






To prove the claim, we rst apply ŝ0 on the left hand side of (4.100) and nd
ŝ0T (Φ
i ⊗ eiF/~⊗ )
= T ({ŝ0Φi + (F,Φi) + A(Φi ⊗ eF⊗)} ⊗ eiF/~⊗ )
+ (−1)ε i
~
T (Φi ⊗ {ŝ0F +
1
2
(F, F ) + A(eF⊗)} ⊗ eiF/~⊗ )
= T ({ŝ0Φi + (F,Φi) + A(Φi ⊗ eF⊗)} ⊗ eiF/~⊗ )
+ (−1)ε i
~
Φi ? T ({ŝ0F +
1
2













(F, F ) + A(eF⊗)} ⊗∆ijA
δ
δΦj
F ⊗ eiF/~⊗ )









F, F ) + (−1)εA(∆ijA
δ
δΦj






(F, F ) + A(eF⊗)} ⊗∆ijA
δ
δΦj
F ⊗ eiF/~⊗ ),
(4.103)
with ε the Grassmann parity of Φi. In the rst step we have used the anomalous Ward
identity (4.77) and the sign factor appears by commuting Φi and ŝ0F + 12(F, F ) + A(e
F
⊗)
which is fermionic. In the second step, we used equation (4.100) to pull Φi(x) out of the
time-ordered product, and in the last step we have used the anomalous Ward identity and




Φi ? T (e
iF/~
⊗ )− T (∆ijA
δ
δΦj
F ⊗ eiF/~⊗ )
]
= ŝ0Φ
i ? T (e
iF/~







F ) + A(∆ijA
δ
δΦj






F ⊗ {ŝ0F +
1
2
(F, F ) + A(eF⊗)} ⊗ eiF/~⊗ ).(4.104)
Equating (4.103) and (4.104) we arrive at




S0, F )⊗ eiF/~⊗ ),(4.105)
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Inserting this back into (4.105) and using (4.101), we obtain




which vanishes by (4.102).
For an anti-eld Φ‡i , the second term on the right hand side of (4.100) is absent, and so are




i ⊗ eiF/~⊗ ) = ŝ0Φ‡i ? T (eiF/~⊗ )− (−1)εT (P 0ij∆jkA
δ
δΦk
F ⊗ eiF/~⊗ )
= ŝ0Φ
‡
i ? T (e
iF/~
⊗ ) + (−1)εT ((Φ‡i , F )⊗ eiF/~⊗ ),
with ε the Grassmann parity of Φi. 
4.1.4 Consistency conditions of anomalies
The study of anomalies turns out to reduce to a cohomological problem. This follows from
certain consistency conditions that anomalies satisfy which are derived in [6]. They can be seen
as a generalization of the well-known “Wess-Zumino” conditions [129] to the local-covariant
framework. Here, we repeat the proof of these conditions which forms the basis of the proof
of interacting consistency conditions given in Theorem 4.34, below.
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To evaluate the terms in the right hand side, let us rst derive the following identity for all
operators O. Using that (4.77) holds for all F , we have






















































(Ŝ0 + F, (Ŝ0 + F, Ŝ0 + F )) + A(
1
2










(Ŝ0 + F, Ŝ0 + F )⊗
(1
2


























Now by Jacobi identity, (Ŝ0 + F, (Ŝ0 + F, Ŝ0 + F )) = 0. Also because of graded symmetry of
time-ordered products, T ((Ŝ0 + F, Ŝ0 + F )⊗ (Ŝ0 + F, Ŝ0 + F )⊗ eiF/~⊗ ) = 0 = T (A(eF⊗)⊗
A(eF⊗) ⊗ eiF/~⊗ ), since (Ŝ0 + F, Ŝ0 + F ) and A(eF⊗) are fermionic. Moreover, for the same
reasons T ((Ŝ0 + F, Ŝ0 + F ) ⊗ A(eF⊗) ⊗ eiF/~⊗ ) = −T (A(eF⊗) ⊗ (Ŝ0 + F, Ŝ0 + F ) ⊗ eiF/~⊗ ).














Since this relation holds for all F , it implies the identity (4.108). 
4.2 Auxiliary algebra of renormalized interacting
theory ŴL
In the previous Section 4.1, we dened the algebra of free quantum elds Ŵ0(M). This
algebra is associated to the free classical theory dened by Ŝ0, the quadratic part of the
action functional Ŝ = Ŝ0 + Ŝint (3.55), and the renormalization schemes where dened as
distributions valued in Ŵ0(M). We now turn to dening the *-algebra of interacting quantum
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where f is a smooth infra red (IR) cuto function dened as follows. Let t : M → R be a time
function on M whose level surfaces are Cauchy surfaces Σt = {t} × Σ which foliate M (see
Theorem 2.6). Let Σ = Σ0. Then, f is equal 1 on a time slice
(4.114) MT ≡ (−T, T )× Σ,
and smoothly falls o to zero outside of MT . Therefore, the true interaction Ŝint is obtained
by sending f to a constant function (equal 1) on the whole space-time, i.e., Ŝint = L(f = 1).
The objects of primary interest in the algebraic approach to interacting QFT are called
interacting elds O(x)L ∈ ŴL, associated to local-covariant classical functionals O(x) and
the cuto interaction L. The naive limit f → 1 for interacting elds, however, does not in
general exist. In fact, one of the important features of our local framework is that it suces
to construct the algebra of interacting elds for functionals which are localized in a causally
convex region3 R ⊂MT . The algebraic adiabatic limit then guarantees that this construction
is independent of the chosen cuto function. We now elaborate on these concepts in the
following.
4.2.1 Denition of the interacting algebra
We begin with dening the interacting analogue of the time-ordered products.
Denition 4.19. Given a renormalization scheme, Tn and an interaction L with cuto of the
form (4.113),
1. The interacting time-ordered product of n local functionals O1(x1), . . . ,On(xn),
associated with the cuto interaction L is the map
(4.115) TL,n : P(M)⊗n → Γ′((gP ⊗ T⊗M)n; Ŵ0[[λ, ~]])
dened by the Bogoliubov formula
TL,n(O1 ⊗ · · · ⊗ On) := T (eiL/~⊗ )−1 ? T (O1 ⊗ · · · ⊗ On ⊗ eiL/~⊗ )
=
dn




−1 ? T (e
iL/~+τ1O1+···+τnOn
⊗ )|τi=0,(4.116)




−1 is its formal inverse satisfying
(4.117) T (eiL/~⊗ )−1 ? T (e
iL/~
⊗ ) = 1 = T (e
iL/~




2. For the particular case of one local eld, O(x), the interacting time-ordered product is
called an interacting eld under interaction L and is denoted
(4.118) O(x)L ≡ TL,1(O(x)) = T (eiL/~⊗ )−1 ? T (O(x)⊗ eiL/~⊗ ).
3R ⊂M is called causally convex if every causal curve with endpoints inR entirely lies inR.
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Denition 4.20. The o-shell algebra of interacting quantum elds with a cuto interaction
L denoted by ŴL is a subalgebra of Ŵ0 generated by formal power series TL,n(O1⊗· · ·⊗On).
The interacting time-ordered products can be equivalently written using the retarded
products [130].
Denition 4.21. 1. The collection R = (Rn,k)n,k∈N of multi-linear maps
(4.119) Rn,k : P⊗(n+k) → Γ′((gP ⊗ T⊗M)(n+k); Ŵ0[[λ, ~]]),
dened via
(4.120) R(eiF/~⊗ ; e
iG/~
⊗ ) := T (e
iG/~
⊗ )
−1 ? T (e
iF/~
⊗ ⊗ eiG/~⊗ ).
is called the retarded product.
2. Denoting the generating functional of interacting time ordered products by







the interacting retarded products are dened by
(4.122) RL(eiF/~⊗ ; e
iG/~





⊗ ⊗ eiG/~⊗ ),
which, in particular, gives





By causal factorization property of time-ordered products T7, retarded products are trivial
if the support of second argument does not intersect the past of the support of the rst, i.e.,
(4.124) R(eiF/~⊗ ; e
iG/~
⊗ ) = T (e
iF/~
⊗ ) suppG ∩ J−(suppF ) = ∅,
where J−(suppF ) denotes the causal past of support of F (Denition 2.4).
Lemma 4.22. Interacting time-ordered products satisfy
RL(e
iF/~







































−1 ? T (e
iF/~
⊗ ⊗ eiL/~+τO⊗ )
∣∣∣
τ=0




−1 ? T (e
iF/~
⊗ ⊗O ⊗ eiL/~⊗ )
= −OL ? TL(eiF/~⊗ ) + TL(O ⊗ eiF/~⊗ ).
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To prove (4.126), we use the eld-independence axiom T9 of time-ordered products,












−1 ? T (e
iF/~
⊗ ⊗ eiL/~⊗ )
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−1 ? T (e
iF/~

















































where in the last step, we have used (4.122). 
Proposition 4.23. Interacting elds have the following properties:
1. The GLZ (Glaser-Lehmann-Ziemmermann) relation [131]:
[O1L,O2L] = (−1)ε1ε2R(O1;O2 ⊗ eiL/~⊗ )−R(O2;O1 ⊗ eiL/~⊗ ).(4.129)
2. They commute when causally separated:
[O1(x)L,O2(y)L] = 0, if x and y are causally separated,(4.130)




≈ 0, for x ∈ R,(4.131)
4. They reduce to free elds if the support of L is not in the past of support of O:
OL = T1(O), if suppL ∩ J−(suppO) = ∅ ,(4.132)
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5. They satisfy the causal factorization:
(4.133) TL(ei(F+G)/~⊗ ) = TL(e
iF/~
⊗ ) ? TL(e
iG/~
⊗ ) suppF ∩ J−(suppG) = ∅.
Proof. To prove the GLZ relation, we rst note that (4.125) to rst order in F gives 4
TL,2(O1 ⊗O2) = O2L ?O1L +R(O1;O2 ⊗ eiL/~⊗ ).(4.134)
We thus have
[O1L,O2L] = O1L ?O2L − (−1)ε1ε2O1L ?O2L
= TL,2(O2 ⊗O1)−R(O2;O1 ⊗ eiL/~⊗ )
− (−1)ε1ε2TL,2(O1 ⊗O2) + (−1)ε1ε2R(O1;O2 ⊗ eiL/~⊗ )
= (−1)ε1ε2R(O1;O2 ⊗ eiL/~⊗ )−R(O2;O1 ⊗ eiL/~⊗ ),
where we have used (4.134) and the graded symmetry of time ordered products.
(4.130) follows from the GLZ formula (4.129) and the support property (4.124) of retarded
products. To prove (4.131), we use the free eld equation property of time-ordered products.



































, and we thus arrive at (4.131). The
equation (4.132) follows from the causal factorization of time ordered products T7. If suppL∩




−1 ? T (O ⊗ eiL/~⊗ ) = T (eiL/~⊗ )−1 ? T (eiL/~⊗ ) ? T1(O)
= T1(O), if suppL ∩ J−(suppO) = ∅ .(4.136)
The proof of (4.133) follows from the causal factorization axiom T7 of the (free) time-ordered
products (4.43). For the details of the proof, we refer to [132] Theorem 2. 
4Note the dierence between R(O1;O2 ⊗ eiL/~⊗ ) and R(O1 ⊗O2; eiL/~⊗ ): in the latter, both O1 and O2 are
separated from interaction by a semicolon, while in the former O2 is in the “interaction slot”, i.e. is separated
from O1 by the semicolon and is tensored with the interaction. Their dierence is indeed (O2)L ? (O1)L.
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4.2.1.1 Algebraic adiabatic limit
So far, we have shown how to (perturbatively) construct the interacting elds O(x)L with
a local interaction L (4.113), in a causally convex region R ⊂ MT where MT (4.114) is the
region where the cuto f = 1. The following important theorem ensures that interacting
elds are independent of the cuto up to unitary equivalence.
Theorem 4.24 ([133]). Let f and f ′ be two smooth IR cutos which coincide on a neighbourhood
ofR and let L′ = L(f ′). Then, there exists a unitary transformation Vf,f ′ such that
(4.137) OL′ = Vf,f ′ ?OL ? V −1f,f ′ ,
and
(4.138) Vf,f ′ ? Vf ′,f ′′ ? Vf ′′,f = 1.
Let us denote by fT a cuto function which is compactly supported inM2T = (−2T, 2T )×
Σ, and is equal to one in MT . Let us also denote by OLT the corresponding interacting eld
with interaction LT = L(fT ), and denote UT ≡ Vft,fT for some xed t. Then, from the cocycle
condition (4.138), it follows that [3] the following sequence is convergent
lim
T→∞
UT ?O(x)LT ? U−1T , T ∈ N,(4.139)
since it only contains a nite number of terms for each xed x. This denes the algebraic
adiabatic limit, which intuitively corresponds to xing the eld during the nite time interval
(−t, t)× Σ, see [3] for details.
The existence of the algebraic adiabatic limit implies that it is enough to choose cuto
functions which are equal 1, in a neighbourhood ofR. Then, the cuto can be sent to 1 on the
entire space-time. Put dierently, in order to prove statements about OŜint(x) with the true
interaction Ŝint = L(f = 1), it suces to work with the cuto interaction L where f = 1 in
a suciently large neighbourhood containing x.
4.2.1.2 Local S-matrix
Denition 4.25. For F = iL/~, the generating functional (4.60) denes the local S-matrix
S(L) of the theory
(4.140) S(L) := T (eiL/~⊗ ).








Note that the local S-matrix is not an element of ŴL, and therefore the existence of the
algebraic adiabatic limit does not guarantee that the adiabatic limit can be taken for the local
S-matrix.
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As we will discuss in Section 4.3, under certain conditions, the subalgebra FL ⊂ ŴL of
on-shell gauge invariant observables can be represented on a Hilbert spaceHL
(4.142) πL : FL → End(HL).
In this representation, S(L) would formally lead to a “global scattering matrix” S by switching



























Whether and in which sense such an “adiabatic limit” exists is related to the infra-red (IR)
properties of the S-matrix whose existence is a non-trivial and dicult task to establish even
in Minkowski space-time. In fact, the limit will at best exist in the sense of matrix elements in
purely massive theories. See [134] for a mathematical proof of the existence of S-matrix for
massive scalar elds in Minkowski space-time.
Nevertheless, in our framework, we are not concerned with this issue as we explicitly keep
the IR cuto in all the constructions of the renormalized theory. Therefore in our completely
local approach, the formulation of the renormalization of quantum elds which is a short
distance, and hence UV issue and the IR issues (which do not show up for our local S-matrix
S(L)) are disentangled.
4.2.1.3 Renormalization ambiguities
As mentioned in section 4.1, two renormalization schemes T and T̃ are related via (4.61).
Here, we would like to understand how interacting time ordered products dened in dierent
schemes are related. Let TL(eiF/~⊗ ) be the generating functional for interacting time ordered
(4.121) products in the T -scheme. Now consider the interacting time-ordered products in the
T̃ -scheme, and denote their generating functional by T̃L(eiF/~⊗ ). Then we have the following
proposition.
Proposition 4.26. [3] Interacting time ordered products with a cuto interaction L dened in
two dierent schemes T and T̃ are related via
T̃L(e
iF/~





In the above expressions, D ≡ D(eL⊗),
Z : P(M)→ P(M)[[~]],
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with
(4.147) DL,n(O1 ⊗ · · · ⊗ On) ≡ D(O1 ⊗ · · · ⊗ On ⊗ eL⊗).
Proof. Expanding the generating functional identity (4.144) gives
T̃L,n
(
















We prove (4.148) for n = 1. We have
















= T ((O +D(eF⊗ ⊗O(x)))⊗ e
i(F+D(eF⊗))/~
⊗ ),(4.149)





(4.150) T̃L,1(O) = TL+D,1(ZO).
The proof for for n > 1 follows similarly by further dierentiating (4.150). For details, we
refer to [3]. 
4.2.2 Manifestations of BRST symmetry in the interacting theory
We have so far formulated the Ward identity (4.69) which characterizes the action of the
free BV-BRST dierential on (free) time-ordered products. We now turn to the interacting
time-ordered products and want to study the action of interacting BV-BRST transformations
on them. In fact, at the level of interacting algebra, local gauge symmetry has the following
dierent manifestations:
(i) conservation of the renormalized interacting Noether current JL of BRST symmetry
(dJL = 0),
(ii) nilpotency of [QL,−] generated by BRST charge QL (obtained from JL),
(iii) invariance of renormalized operators [QL,OL] = 0, for classically gauge invariant O,
Let us elaborate on these points: (i) is a prerequisite for existence of a conserved charge QL,
and thus for all the subsequent manifestations. By (ii), we can observe that the quantization of
the enlarged theory gives an algebra of interacting elds which can be represented only on a
space with indenite inner product. One then denes the physical algebra of gauge invariant
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observables, which, under certain conditions, admits a Hilbert space representation, as the
cohomology of [QL,−]. (iii) expresses the natural requirement that the renormalized gauge
invariant observables in the classical theory must remain gauge invariant in the quantum
theory.
Our main result in this chapter is a universal, model-independent proof that (i) and (ii)
follow from vanishing of the anomaly of the anomalous Ward identity (4.77) for the case
F = L, i.e., if there exists a renormalization scheme such that
(4.151) A(eL⊗) = 0.
Furthermore, we prove that (iii) is a consequence of vanishing of the following anomaly:
(4.152) A(O ⊗ eL⊗) = 0.
We now begin by reviewing the necessary conditions under which A(eL⊗) can be removed,
and we discuss the conditions for A(O⊗ eL⊗) = 0 in Section 4.3.1.1. We, then, argue that these
conditions can be achieved for the pure Yang-Mills theory in four space-time dimensions. In
Chapter 7, we prove that this can also be achieved for the conformally coupled ABJM theory
which is a superconformal gauge theory with a more complicated BV-BRST structure.
4.2.2.1 Removal of the anomaly
Let us now briey review how the anomaly can be removed by passing to a new renormaliza-
tion scheme.
Theorem4.27 ([6]). If the cohomology ringH41 (ŝ|d) is trivial, then there exists a renormalization
scheme such that
(4.153) A(eL⊗) = 0.
Sketch of proof. The proof consists of two parts: rst, we show that the anomaly vanishes for
f = 1, i.e., A(eŜint⊗ ) = 0 and second, we show that A(eL⊗) = 0 for all cuto functions f .
For the rst part, consider the expansion of A(eŜint⊗ ) in powers of ~
(4.154) A(eŜint⊗ ) = Am(eŜint⊗ )~m + Am+1(eŜint⊗ )~m+1 + . . . ,
for some integer m > 0. Setting F = Ŝint in (4.108) and using (Ŝ0 + Ŝint, Ŝ0 + Ŝint) = 0 we
obtain
ŝA(eŜint⊗ ) + A(A(e
Ŝint
⊗ )⊗ eŜint⊗ ) = 0.(4.155)
Since the second term (“the anomaly of anomaly”) is of higher ~ order, it implies the “~-
expanded consistency condition”:
(4.156) ŝAm(eŜint⊗ ) = 0.
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Now we write Am(eŜint⊗ ) =
∫
M
am(x) as an integral of a local four-form am(x). Also, by
property 4 of the denition of anomaly (given in theorem (4.15)) am(x) has ghost number 1.
Then, (4.156) means that am(x) belongs to the cohomology class H41 (ŝ|d,M), which is trivial
by assumption. Therefore,
(4.157) am(x) = ŝbm(x) + dcm(x),
for some local-covariant 4-form bm with ghost number 0 and a 3-form cm with ghost number 1.
We can now show that this ŝ-exact anomaly is absent if we pass to a specic renormalization
scheme. To be precise, we need to perform the following steps:
(1) Choose a new scheme T̃ by explicitly constructing the local nite counter terms Dn
using bm:
(4.158) Dmn (L1(x1)⊗ · · · ⊗ L1(xn)) = −~mbmn (x1)δ(x1, . . . , xn),
where Dm is the rst non-trivial term in the ~-expansion of D(eŜint⊗ ) and where we






(2) Rewrite the anomalous Ward identity (4.77) in the scheme T̃ :










T̃ (Ã(eF⊗)⊗ eiF/~⊗ ).
which means that in the new scheme, A(eF⊗) is replaced with Ã(eF⊗).
(3) Express the new anomaly Ã(eF⊗) in terms of the old anomalyA(e
F+D(eF⊗)
⊗ ) with modied
interaction F +D(eF⊗) ( [6], equation (387)), which to lowest order in ~ and for f = 1,
takes the form
(4.160) Ãm(eŜint⊗ ) = Am(eŜint⊗ ) + ŝDm(eŜint⊗ ).
(4) conclude from (4.157) and (4.160) that










For the second part of the proof, we use







Amn (x1, . . . , xn),
as a starting point. From this equation it follows that (see [6] Lemma 9)
(4.163) Amn (x1, . . . , xn) =
n∑
k=1
dkCmn/k(x1, . . . , xn),
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for some Cmn/k. Using this quantities, we make a further redenition and pass to another
scheme T̂ by setting
(4.164) DmL,n(L1(x1)⊗ · · · ⊗ K1(xk)⊗ · · · ⊗ L1(xn)) = −~mCmn/k(x1)δ(x1, . . . , xn),
where K1 is a 3-form with ghost number 1 dened by ŝ0L1 = dK1. Again, we express the
lowest order in the expansion of anomaly in the scheme T̂ in terms of that in the scheme T̃ :
(4.165) Âm(eL⊗) = Ãm(eL⊗) +
1
2
D̂((Ŝ0 + L, Ŝ0 + L)⊗ eL⊗).
However, using (4.164) we have D̂m((L,L)⊗ eL⊗) = 0 and D̂m(ŝ0L⊗ eL⊗) = −Ãm(eL⊗). This
means that there exists a scheme T̂ in which the anomaly Â(eL⊗) vanishes to lowest order in
~ and to all orders in λ. Proceeding by iteration in higher powers of ~, we conclude that the
anomaly can be removed to all orders in ~ and λ. 
Remark 4.28. For the pure Yang-Mills case in four dimensions, H41 (ŝ|d,M) is not trivial. The
general form of the elements of the ŝ cohomology mod d for semi-simpleG with no abelian factors
is given in Theorem 3.8. At ghost number 1 and dimension 4, the cohomology ring H41 (ŝ|d,M)
is generated by the so-called “gauge anomaly” of the form
(4.166) Agauge = d̄CI ∧
(
dIJKA
J ∧ dAK − i
12
dIJKLA
J ∧ AK ∧ AL
)
.




Tr (TITJTK + TITKTJ) ,(4.167)
dIJKL ≡ dIJMfKLM + dIKMfJLM + dILMfJKM ,(4.168)
where the trace is in some non-real representation of g. Thus, the anomaly vanishes if dIJK = 0.
This indeed holds for the following cases [82, 135]. For any unitary representation of g, dIJK
are imaginary. This means that for all real or pseudo-real representations dIJK = 0. This is
the case for su(2), so(2n + 1) and so(4n) with n ≥ 2, sp(n) with n ≥ 3, and the algebras
G2, F4, E7, E8. Furthermore, for so(2n+ 1) with n ≥ 2, although they admit representations
which are neither real nor pseudo-real, the tensor dIJK = 0. Therefore, the anomaly (4.166)
would be non-zero only if the gauge groupG contains SU(n)-factors with n ≥ 3 or U(1) factors.
Nevertheless, for pure Yang-Mills theory with a generic gauge group one can still argue [6] that
am(x) is the zero element in this cohomology class as follows. In Minkowski space-time, where
parity is an isometry, one can argue that am(x) is parity odd, i.e. it transforms as am 7→ −am
under dx 7→ −dx. However, the gauge anomaly (4.166) is evidently even under parity. Therefore
am(x) is the zero element in the cohomology. On the other hand, according to the expression
(3.53), at dimension 4 and ghost number 1 there cannot be any space-time curvature contribution
to the gauge anomaly. Thus, since anomaly is a local-covariant quantity, when it vanishes in one
space-time it vanishes on all space-times.
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4.2.3 Conservation of the renormalized BRST Noether current
The BRST symmetry of the classical theory results in the existence of the classical Noether
current J (3.80) which is conserved on-shell. However, since the current is a non-linear
operator, it is a highly non-trivial question whether at the quantum level the renormalized
Noether current remains conserved as well.
As discussed in Section 4.1.3, we split the BRST current J = J0 + Jint, into a quadratic (free)
part J0 and a higher than quadratic (interacting) part Jint. We have already shown in Section
4.1.3 that the local-covariant Wick power : J0 :Ĥ is conserved. In this section, we review the
proof given in [6] that that once it is possible to choose a renormalization scheme in which
the anomaly A(eL⊗) of the anomalous Ward identity (4.77) vanishes, then the full interacting
BRST current is conserved. In particular, we derive a result (Lemma 4.29) which is essential
in the proof of our main Theorem 4.31 in the next section.
The important feature of our proof is that it does not use directly the explicit functional
form of the classical BRST current J(x), and therefore is satised for any gauge theory with a
vanishing gauge anomaly.
The proof of dJL = 0 is essentially a consequence of the Ward identity (4.69) for F = L
(which follows from (4.77) in a renormalization scheme with A(eL⊗) = 0) expressed in the
following form. Let L be the cuto interaction (4.113), and denote by I = {k1, . . . , kr}
subsets of n = {1, . . . , n}. We also denote XI = (xk1 , . . . , xkr) and we set LI(XI) =

























Tt−1(LI1(XI1)⊗ · · · ⊗ (LIi(XIi),LIj(XIj))⊗ · · · ⊗ LIt(XIt)).
≈ 0.
(4.169)
Before stating our main Theorem 4.30, we begin with the following lemma.
Lemma 4.29. Let L be the cuto interaction (4.113). If the renormalization scheme satises
A(eL⊗) = 0, then there exist another renormalization scheme in which the following identity
holds for all x ∈M
T
(
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where
ŝ0L(x) = (Ŝ0,Φ
i(x))(Φ‡i (x), L) + (Φ↔ Φ‡)(4.171)
(L,L)(x) = (L,Φi(x))(Φ‡i (x), L).(4.172)

















Tt(LI1(XI1)⊗ · · · ⊗ {(Ŝ0,Φi(y))(Φ‡i (y),LIi(XIi)) + (Φ↔ Φ‡)}









Tt−2(LI1(XI1)⊗ · · · ⊗ (LIi(XIi),Φi(y))(Φ‡i (y),LIj(XIj))
⊗ · · · ⊗ LIt(XIt)) ≈ 0.
(4.173)
Upon multiplying this identity by in
n!~n , integrating against f(x1) . . . f(xn) and summing over
n, we obtain (4.170).
We show by induction that at each order n, the left hand side of the above expansion
is given by a term of the form T1(αn(y, x1, . . . , xn)), where each αn is a local-covariant
functional which is supported on the total diagonal ∆n+1 ⊂Mn+1. Next, we argue that we
can set αn(y, x1, . . . , xn) to zero by passing to a new renormalization scheme. For n = 1,
(4.173) is reduced to T1(dJ0(y)) ≈ 0 which has already been proven in Theorem 4.12. Now
assuming that αn(y, x1, . . . , xn) is supported on the diagonal for 1 < n < m for some m, we
show that αm(y, x1, . . . , xm) is also supported on the diagonal. To this end, we consider the
following case where (y, x1, . . . , xm) /∈ ∆m+1 and we show that in each of these cases the left
hand side of (4.173) vanishes which means αn(y, x1, . . . , xm) is supported on the diagonal.
(1) There is a Cauchy surface Σ ⊂M , such that y ∈ J−(Σ) and ({x1, . . . xm}) ∈ J+(Σ).
(2) The same as (1), but with “+” and “−” interchanged.
(3) There is a Cauchy surface Σ ⊂M and a proper non-empty subset J ⊂ {1, . . . ,m} such
that {y, xi}i∈J ∈ J−(Σ) and such that {xj}j∈Jc ∈ J+(Σ) where J c is the complement
of I .
(4) The same as (3), but with “+” and “−” interchanged.
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In case (1), by causal factorization of time-ordered products T7, the rst term in (4.173)
becomes T1(dJ0(y)) ? Tt(LI1(XI1) ⊗ · · · ⊗ LIt(XIt)) which vanishes modulo J0 by conser-
vation of the free current (Theorem 4.12). Also the second and third terms vanish since
(Φ‡(y),LIi(XIi)) = 0 = (Φ
‡(y),LIj(XIj)) for y ∈ J−(Σ) and ({x1, . . . xm}) ∈ J+(Σ). Case
(2) can be treated in the same way.
In case (3), again by causal factorization and the induction hypothesis for n < m, the rst
term in (4.173) becomes
















Ts(LJc1 (XJc1 )⊗ · · · ⊗ LJcs (XJcs )
 .(4.174)
Now using the induction hypothesis for n < m, we can write (4.174) in terms of the second
and third terms on the left hand side of (4.173) for n < m. These terms will precisely cancel
the terms obtained by the causal factorization of the second and third terms on the left hand
side of (4.173) at order m, and thus the left hand side of (4.173) vanishes in this case at order
m. Case (4) can be treated in the same way.
















Tt(LI1(XI1)⊗ · · · ⊗ {(Ŝ0,Φi(y))(Φ‡i (y),LIi(XIi)) + (Φ↔ Φ‡)}









Tt−1(LI1(XI1)⊗ · · · ⊗ (LIi(XIi),Φi(y))(Φ‡i (y),LIj(XIj))
⊗ · · · ⊗ LIt(XIt))
≈ T1(αn(y, x1, . . . , xn)).
(4.175)
We now want to show that αn(y, x1, . . . , xn) can be set to zero via a scheme redenition.




1 on an open neighborhood of {x1, . . . , xn} ⊂M
0 J−(Σ−),
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where Σ± are Cauchy surfaces in the future/past of {x1, . . . , xn}. We will show below that
the integral of the left hand side of (4.175) against h(y) vanishes as a consequence of the
Ward identity. It then follows that since h(y) = 1 on a neighborhood of {x1, . . . , xn}∫
αn(y, x1, . . . xn)dy = 0.(4.177)
Therefore, by Lemma 9 in [6], it follows that
(4.178) αn(y, x1, . . . , xn) = dyβn(y, x1, . . . , xn),
for some local-covariant βn. This βn can then be used for changing to a new scheme by setting
(4.179) Dn+1(J0 ⊗ L1(x1)⊗ · · · ⊗ L1(xn)) = βn(y, x1, . . . , xn).
By similar arguments as in the proof of theorem 4.27, it then follows that in the new scheme
the violation αn is absent.
It thus remains to be shown that the integral of the left hand side of (4.175) against h(y)




is independent of the choice of γ(y). We choose two dierent γ’s, namely γ+, and γ− with
γ+(y)− γ−(y) = dh(y) and
(4.180) supp(γ+) ⊂ J+({x1, . . . , xn}), supp(γ−) ⊂ J−({x1, . . . , xn}).
This allows us to write∫
dyh(y)Tt+1(dJ0(y)⊗ LI1(XI1)⊗ · · · ⊗ LIt(XIt))
= −
∫
dydh(y)Tt+1(J0(y)⊗ LI1(XI1)⊗ · · · ⊗ LIt(XIt))
= −
∫
dy(γ+(y)− γ−(y))Tt+1(dJ0(y)⊗ LI1(XI1)⊗ · · · ⊗ LIt(XIt))





dyγ−(y) ∧ T1(J0(y)) ? Tt(LI1(XI1)⊗ · · · ⊗ LIt(XIt))
= T1(Q0) ? Tt(LI1(XI1)⊗ · · · ⊗ LIt(XIt))− Tt(LI1(XI1)⊗ · · · ⊗ LIt(XIt)) ? T1(Q0)
≈ [Q0, Tt(LI1(XI1)⊗ · · · ⊗ LIt(XIt))].
(4.181)
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which means that we can write∫
dyh(y)Tt(LI1(XI1)⊗ · · · ⊗ {(Ŝ0,Φi(y))(Φ‡i (y),LIi(XIi)) + (Φ↔ Φ‡)} ⊗ · · · ⊗ LIt(XIt))
+
∫
dyh(y)Tt−1(LI1(XI1)⊗ · · · ⊗ (LIi(XIi),Φi(y))(Φ‡i (y),LIj(XIj))⊗ · · · ⊗ LIt(XIt))
= Tt(LI1(XI1)⊗ · · · ⊗ (Ŝ0,LIi(XIi))⊗ · · · ⊗ LIt(XIt))
+ Tt−1(LI1(XI1)⊗ · · · ⊗ (LIi(XIi),LIj(XIj))⊗ · · · ⊗ LIt(XIt)).
(4.183)


























Tt−1(LI1(XI1)⊗ · · · ⊗ (LIi(XIi),LIj(XIj))⊗ · · · ⊗ LIt(XIt)).
≈ 0,
(4.184)
by the Ward identity (4.169).

Theorem 4.30. In a renormalization scheme such that A(eL⊗) = 0 and the identity (4.170)
holds, the interacting BRST current is conserved on-shell.






= 0, ∀x ∈MT ,
where MT = (−T, T )× Σ is the region where f = 1.
We rst look at the divergence of the classical BRST current which using (3.81) and the
fact that the cuto function is equal 1 in MT can be written as
(4.186) dJ(x) = (Ŝ0 + L,Φi(x))(Φ‡i (x), Ŝ0 + L), ∀x ∈MT ,
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Expanding in powers of λ, this leads to
dJ0(x) = (Ŝ0,Φ
i(x))(Φ‡i (x), Ŝ0) ∀x ∈MT ,(4.187)
dJint(x) = (Ŝ0,Φ
i(x))(Φ‡i (x), L) + (Φ↔ Φ‡) + (L,Φi(x))(Φ‡i (x), L), ∀x ∈MT .
(4.188)
Thus, using the identity (4.170) proved in Lemma 4.29 we nd that for all x ∈MT we have
T (dJ(x)⊗ eiL/~⊗ ) = T ({dJ0(x) + dJint(x)} ⊗ eiL/~⊗ )
= T
(




4.2.4 Interacting anomalous Ward identity
In this section, we derive our main result concerning the commutator of the quantum BRST
charge and interacting time-ordered products in Theorem 4.32. Note that since the current
JL is conserved on-shell, the corresponding BRST charge QL =
∫
γ ∧ JL, where γ is dened
in Section 3.2, is independent of the precise choice of γ up to an element in J0, i.e., when
considered as an equivalence class in the on-shell interacting algebra
(4.190) F̂L := ŴL/J0.
In the following theorem, we derive an expression for [QL,−] : F̂L → F̂L when acting
on TL,n(O1 ⊗ · · · ⊗ On) in terms of [Q0, TL,n(O1 ⊗ · · · ⊗ On)], with Q0 being the free BRST
charge, and in Theorem 4.32 we express this commutator in terms of the quantum BRST
operator (4.222). Next, in Section 4.2.7, we prove that [QL,−] is nilpotent.
Theorem 4.31. In a renormalization scheme such that A(eL⊗) = 0, it holds
[QL, TL,n(O1 ⊗ · · · ⊗ On)] ≈ [Q0, TL,n(O1 ⊗ · · · ⊗ On)]
+RL(O1 ⊗ · · · ⊗ On;
1
2
(Ŝ0 + L, Ŝ0 + L)),(4.191)
where Q0 is the BRST charge of the free theory.
Proof. According to our discussion of algebraic adiabatic limit, the functionals O1, . . . ,On
are supported in a causally convex regionR ⊂MT , where MT (4.114) is the region where the
cuto function f = 1. Since JL(x) is conserved for x ∈MT (Theorem 4.30), in the denition
of the charge QL =
∫
γ ∧ JL, the one-form γ must be supported in MT . Keeping in mind
that QL is independent of γ, we choose two such one-forms γ+ and γ− which are supported
in the future and past of R. We denote their dierence by dh = γ+ − γ− for some smooth
compactly supported function h which is equal 1 onR. This is depicted in Figure 4.1.
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Figure 4.1: Dierent cuto functions used in the proof of Theorem (4.31).
Then, using the causal factorization of interacting time-ordered products (4.133) we get
[QL, TL,n(O1 ⊗ · · · ⊗ On)] = QL ? TL,n(O1 ⊗ · · · ⊗ On)
− TL,n(O1 ⊗ · · · ⊗ On) ? QL
= TL,1(
∫
γ−(x) ∧ J(x)) ? TL,n(O1 ⊗ · · · ⊗ On)





(γ−(x)− γ+(x)) ∧ J(x)⊗O1 ⊗ · · · ⊗ On)
= TL,n+1(
∫
h(x)dJ(x)⊗O1 ⊗ · · · ⊗ On)
= TL,n+1(
∫
h(x)dJ0(x)⊗O1 ⊗ · · · ⊗ On)
+ TL,n+1(
∫
h(x)(ŝ0L(x) + (L,L)(x))⊗O1 ⊗ · · · ⊗ On),(4.192)
where we have used the causal factorization of interacting time-ordered products (4.133)
and we have used the identity (4.188) which states dJ(x) = dJ0(x) + ŝ0L(x) + (L,L)(x) for
x ∈MT .
We now want to write the term TL,n+1(
∫
h(x)dJ0(x)⊗O1 ⊗ · · · ⊗ On) in terms of the
commutator with the free BRST charge Q0. Since by Theorem 4.12 the free current J0(x) is
conserved for all x ∈ M , in the denition of the free charge Q0 =
∫
η ∧ J0 the one-form η
can be supported everywhere. We, then, choose another pair of one-forms η± supported in
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the past and future of the support of L, and let dg = η+− η− with g a smooth function which
is equal 1 on support of f (see Figure 4.1). Thus using the causal factorization of time-ordered
products (4.43), we get
TL,n+1(
∫
gdJ0 ⊗O1 ⊗ · · · ⊗ On) = T (eiL/~⊗ )−1 ? T (
∫




−1 ? [Q0, T (O1 ⊗ · · · ⊗ On ⊗ eiL/~⊗ )].(4.193)
Also since g = 1 on Supp f , we get
TL,n+1(
∫




(Ŝ0 + L, Ŝ0 + L)⊗O1 ⊗ · · · ⊗ On).(4.194)
Thus, we obtain




(Ŝ0 + L, Ŝ0 + L)⊗O1 ⊗ · · · ⊗ On)
+ TL,n+1(
∫
(h− g)(x)dJ0(x)⊗O1 ⊗ · · · ⊗ On)
+ TL,n+1(
∫
(h− g)(x)(ŝ0L(x) + (L,L)(x))⊗O1 ⊗ · · · ⊗ On).(4.195)




−1 ? [Q0, T (O1 ⊗ · · · ⊗ On ⊗ eiL/~⊗ )] + TL,n+1(
1
2
(Ŝ0 + L, Ŝ0 + L)⊗O1 ⊗ · · · ⊗ On)




(Ŝ0 + L, Ŝ0 + L)⊗O1 ⊗ · · · ⊗ On),
which upon using (4.69) for F = L and the relation (4.125), becomes the r.h.s. of (4.191). It
therefore remains to show that the sum of the third and fourth terms in (4.195) vanishes. To
prove this, we note that h − g can be written as h − g = χ− + χ+ where χ± are smooth
functions supported in the past and future of R. Since O1, . . . ,On are supported in R, we
can use the causal factorization of interacting time-ordered products and write
TL,n+1(
∫
(h− g)(x)(dJ0(x) + ŝ0L(x) + (L,L)(x))⊗O1 ⊗ · · · ⊗ On)
= TL,1(
∫
χ−(x)(dJ0(x) + ŝ0L(x) + (L,L)(x)) ? TL,n+1(O1 ⊗ · · · ⊗ On)
+ TL,n+1(O1 ⊗ · · · ⊗ On) ? TL,1(
∫
χ+(x)(dJ0(x) + ŝ0L(x) + (L,L)(x))
= 0,(4.196)
where we have used (4.170). 
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Theorem 4.31 gives an expression for the commutator with the interacting BRST charge
in terms of the free BRST charge and an extra term. We would now like to derive an explicit
formula for the commutator of QL and quantum elds without any reference to Q0, and
express it in terms of the classical BRST dierential ŝ plus quantum corrections of order O(~)
coming from the anomalies with higher insertions (4.200). This is given in the following
theorem.
Theorem 4.32. In a renormalization scheme such that A(eL⊗) = 0, the following interacting
anomalous Ward identity holds for all Oi ∈ P(M) with Grassmann parity εi,
1
i~
































with the notation of Theorem 4.15. For bosonic functionals F of the form (2.45), the generating
functional form of the identity (4.197) becomes
[QL, TL(e
iF/~

















is the generating functional of interacting anomalies AL,n dened by
(4.200) AL,n(O1 ⊗ · · · ⊗ On) = A(O1 ⊗ · · · ⊗ On ⊗ eL⊗).
Proof. We prove the identity (4.198). Then (4.197) follows from (4.198) in exactly the same
way that (4.74) was proven in Theorem 4.15. From Theorem 4.31, we obtain
[QL, TL(e
iF/~
⊗ )] ≈ [Q0, TL(eiF/~⊗ )] +RL(eiF/~⊗ ;
1
2
(Ŝ0 + L, Ŝ0 + L)).(4.201)
It thus remains to show that
[Q0, TL(e
iF/~











(Ŝ0 + L, Ŝ0 + L)),(4.202)
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which upon expanding the generating functional TL(eiF/~⊗ ) is equivalent to
1
i~
[Q0, TL,n(O1 ⊗ · · · ⊗ On)] =
∑
k=0


























−RL(O1 ⊗ · · · ⊗ On;
1
2
(Ŝ0 + L, Ŝ0 + L)).(4.203)
We argue that the proof of the above identity follows from the anomalous Ward identity
(4.77): For n = 1, we calculate using (4.77)

















































ŝ0OL = ŝ0T (eiL/~⊗ )−1 ? T (O ⊗ eiL/~⊗ ) + T (eiL/~⊗ )−1 ? ŝ0T (O ⊗ eiL/~⊗ )
= −T (eiL/~⊗ )−1 ? ŝ0T (eiL/~⊗ ) ?OL + T (eiL/~⊗ )−1 ? ŝ0T (O ⊗ eiL/~⊗ )
=
(








(Ŝ0 + L, Ŝ0 + L)⊗ eiL/~⊗ ),(4.205)
where we have again used the anomalous Ward identity (4.77), and equation (4.204) for the








(Ŝ0 + L, Ŝ0 + L)⊗ eiL/~⊗ ),(4.206)
where in the rst term on the right hand side, we have used that f = 1 on R where O is
localized. This is (4.203) for n = 1. For n > 1, we replace F with F + τ1O1 + . . . τnOn in
(4.77), dierentiate with respect to τ1 . . . τn and set τi = 0. This procedure, together with the
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(Ŝ0 + F + τO, Ŝ0 + F + τO) + A(eF+τO⊗ )
)∣∣
τ=0




(Ŝ0 + F + τO2,O1) + A(O1 ⊗ eF+τO2⊗ )
)∣∣
τ=0




A(O1 ⊗ · · · ⊗ Ok ⊗ eF+τOk+1⊗ )
∣∣
τ=0
= A(O1 ⊗ · · · ⊗ Ok+1 ⊗ eF⊗),
(4.208)
(4.209)
leads, after straightforward calculations, to






































⊗O1 ⊗ · · · ⊗ On ⊗ eiF/~⊗ ) = 0.(4.210)
Now setting F = L, A(eL⊗) = 0 and ŝ0 ≈ 1i~ [Q0,−], we arrive at (4.203). 
Remark 4.33. 1. Equation (4.202) expresses that the commutator of the free BRST charge
Q0 and interacting time-ordered products of local functional F (localized inR) is given
by two terms. The rst one contains 1
2
(Ŝ + F, Ŝ + F ) +AL(e
F
⊗) which are localized inR
where the cuto f = 1. However, in the second term, one is not allowed to set f = 1 since
(Ŝ0 + L, Ŝ0 + L) is not localized in R and setting f = 1 would lead to IR divergences.
Nevertheless, our main formula (4.191) (or equivalently (4.201)) is essentially stating that
the operator [QL,−] diers from [Q0,−] exactly by +RL(eiF/~⊗ ; 12(Ŝ0 + L, Ŝ0 + L)), and
hence in the expressions in Theorem 4.32 such terms are absent, i.e. those expressions are
IR-nite.
2. If one, nevertheless, formally sets f = 1 in L, in the second term in the right hand side of
(4.191), then (Ŝ0 + L, Ŝ0 + L) = (S, S) = 0, and formally 12Rn,1(O1 ⊗ · · · ⊗ On; (Ŝ0 +
L, Ŝ0 + L)⊗ eiL/~⊗ )→ 0. Therefore,
[QL, TL,n(O1 ⊗ · · · ⊗ On)] = [Q0, TL,n(O1 ⊗ · · · ⊗ On)]?, (FORMALLY).(4.211)
That is, the commutator of the interacting BRST charge and interacting elds coincides
with the commutator of the free BRST charge with them.
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Formal BRST-invariance of the S-matrix
In a renormalization scheme with A(eL⊗) = 0, the Ward identity (4.69) for F = L expresses
the commutator of the free BRST charge and the local S-matrix S(L) (4.140):
(4.212) [Q0,S(L)] ≈ T
(1
2
(Ŝ0 + L, Ŝ0 + L)⊗ eiL/~⊗
)
.
As we explained in second point of the Remark 4.33, if one formally sets f = 1 in L, then
(Ŝ0 +L, Ŝ0 +L) = (S, S) = 0 and [Q0,−] = [QL,−] . Therefore, this leads to the conclusion
that if A(eL⊗) = 0, then the formal “S-matrix” S (4.143) formally commutes with the quantum
BRST charge:
[πL(QL),S] ≈ 0, (FORMALLY),(4.213)
where πL is a representation of the interacting algebra on a Hilbert space, see Section 4.3.1.2.
4.2.5 Interacting consistency conditions
In order to prove the nilpotency of the derivation [QL,−] on the interacting algebra, we need
to obtain a consistency condition for the interacting anomalies (4.200).
Theorem 4.34. In a renormalization scheme such that A(eL⊗) = 0, the interacting anomalies
AL,n dened by (4.200) satisfy the following interacting consistency condition for all Oi ∈
P(M) with Grassmann parity εi,






































where the sum runs over all non-empty subsets I of the set {1, 2, . . . , n}, Ic is the complement
subset and |I2| = 2 and where εI2 and εI are sing factors dened in (4.75) and (4.76). For bosonic
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Proof. We rst derive (4.215) for bosonic functionals. To drive this identity, we use the free
consistency condition (4.108) which is valid for all bosonic functionals F . We replace F with
F + τ1O1 + . . . τnOn in (4.108), dierentiate with respect to τ1 . . . τn and set τi = 0. This
procedure, together with the relations (4.207), (4.208), (4.209), in exactly the same way as in
the proof of Theorem 4.32, leads to





























+ A(O1 ⊗ · · · ⊗ On ⊗
(1
2




⊗ eF⊗) = 0.(4.216)
Now setting F = Ŝint, and using (Ŝ0 + Ŝint, Ŝ0 + Ŝint) = 0 and A(eŜint⊗ ) = 0 in the above
equation, we arrive at































which is the expanded identity (4.215) at order n.
To prove the identity (4.214), we use Lemma 4.17 and proceed in exactly the same way
as we proved (4.74) in Theorem 4.15: We rst consider (4.217) for n bosonic functionals
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g1O1, . . . gnOn:































and then “pull out g1, . . . gn to the left” to obtain the correct sign factors. To this end, we rst
note that using (4.87) and (4.88) we nd(













k≤l εkεl+εi(1+εi+1+···+εn)g1 . . . gn(






i≤j εiεjg1 . . . gn
{





































from which (4.214) follows. 
4.2.6 Quantum BRST operator and quantum anti-bracket
Let us now look at the expansion of the interacting anomalous Ward identity (4.198), to lowest
orders. It turns out that in the rst and second orders, one can combine the algebraic operators
ŝ and (−,−) of the classical theory with anomalies which are of quantum nature (i.e., vanish
as ~→ 0).
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Denition 4.35. 1. The quantum BRST operator q̂, is the linear map
(4.221) q̂ : P(M)→ P(M)[[~]],
dened by
(4.222) q̂O := ŝO + AL,1(O).
2. The quantum anti-bracket (−,−)~ is the bi-linear map
(4.223) (−,−)~ : P(M)× P(M)→ P(M)[[~]],
dened by
(4.224) (O1,O2)~ := (O1,O2) + (−1)ε1AL,2(O1 ⊗O2),
where ε1 is the Grassmann parity of O1.




[QL, TL,n(O1 ⊗ · · · ⊗ On)] =
n∑
i=1
























where |I| > 2. In particular, for n = 1, 2 it gives
[QL,OL(x)] = i~(q̂O(x))L,(4.226)










Therefore, (−,−)~ may be interpreted as the failure of q̂ to be a derivation.
Corollary 4.36. In a renormalization scheme in which A(eL⊗) = 0, we have:
1. The quantum BRST operator (4.222) is nilpotent
q̂2 = 0,(4.228)
2. The quantum BRST operator is compatible with the quantum anti-bracket (4.224)
q̂(O1,O2)~ = (q̂O1,O2)~ − (−1)ε1(O1, q̂O2)~,(4.229)
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3. The quantum anti-bracket satises the following quantum Jacobi identity
(−1)(ε1+1)(ε3+1)(O1, (O2,O3)~)~ + (−1)(ε2+1)(ε1+1)(O2, (O3,O1)~)~
+ (−1)(ε3+1)(ε2+1)(O3, (O1,O2)~)~ = (−1)ε1+ε2+ε3+ε1ε3
{
qAL,3(O1 ⊗O2 ⊗O3)
+ AL,3(qO1 ⊗O2 ⊗O3) + (−1)ε1AL,3(O1 ⊗ qO2 ⊗O3)




Proof. To prove (4.228), we use the consistency condition (4.214) for anomalies which in the
case of n = 1 gives
q̂AL,1(O) + AL,1(ŝO) = 0.(4.231)
and calculate
q̂2O = q̂ŝO + q̂AL,1(O)
= ŝ2O + AL,1(ŝO)− AL,1(ŝO)
= 0.
To prove the identity (4.229), we need (4.214) for n = 2 which reads
ŝAL,2(O1 ⊗O2)− (O1, AL,1(O2))− (−1)ε1(AL,1(O1),O2)
+ AL,2(q̂O1 ⊗O2)− (−1)ε1AL,2(O1 ⊗ q̂O2) + (−1)ε1AL,1((O1,O2)~) = 0.(4.232)
Now adding (−1)ε1
(
ŝ(O1,O2)− (ŝO1,O2) + (−1)ε1(O1, ŝO2) = 0
)
to the above equation,
we arrive at (4.229).
To prove the quantum Jacobi identity (4.230), consider (4.214) for the particular case of
n = 3:
q̂AL,3(O1 ⊗O2 ⊗O3)
+ AL,3(q̂O1 ⊗O2 ⊗O3) + (−1)ε1AL,3(O1 ⊗ q̂O2 ⊗O3) + (−1)ε1+ε2AL,3(O1 ⊗O2 ⊗ q̂O3)
+ (O1, AL,2(O2 ⊗O3))
+ (−1)ε1+ε2AL,2(O1 ⊗ (O2,O3)) + (−1)ε1AL,2(O1 ⊗ AL,2(O2 ⊗O3))
+ (−1)ε1ε2+ε1ε3
{
(O2, AL,2(O3 ⊗O1)) + (−1)ε2+ε3AL,2(O2 ⊗ (O3,O1))
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Adding the classical Jacobi identity
(−1)ε2(O1, (O2,O3))+(−1)ε1ε2+ε1ε3+ε3(O2, (O3,O1))+(−1)ε1ε3+ε2ε3+ε1(O3, (O1,O2)) = 0
to the above and factoring out the sign factor (−1)ε1+ε2+ε3+ε1ε3 , we obtain (4.230).

Remark 4.37. 1. By property A10 of the anomaly, on basic elds and anti-elds, the quan-
tum BRST operator coincides with the classical one, i.e.,
q̂Φ = ŝΦ, q̂Φ‡ = ŝΦ‡.(4.234)
2. The interacting consistency condition (4.214) for n = 1 takes the form:
(4.235) q̂AL,1(O) + AL,1(ŝO) = 0.
Now, using that by property A10 of the anomaly AL,1(Φ) = 0 = AL,1(Φ‡), we obtain
(4.236) AL,1(ŝΦ) = 0 = AL,1(ŝΦ‡).
3. The identity (4.230) in the limit of ~→ 0 gives the (classical) Jacobi identity (3.22) of the
classical anti-bracket. However, the quantum corrections prevent the quantum anti-bracket
to satisfy the classical Jacobi identity. Similar violations have been observed in [136] when
analyzing the Hamiltonian Batalin-Vilkovisky formalism for the non-abelian group of
eld reparametrization transformations.
4.2.7 Nilpotency of the derivation generated by quantum BRST
charge
We have so far derived how the quantum eld QL, associated with the classical Noether
charge Q of the BV-BRST symmetry, acts on arbitrary quantum elds via the ?-commutator.
It necessarily has to give the correct classical limit as ~ goes to zero. Indeed, since AL,1(O(x))






However, giving the correct classical limit is not a sucient condition for [QL,−] to dene
the action of the BRST symmetry on interacting quantum elds; in addition, it has to be
nilpotent.
Using (4.228), it is now easy to see that [QL,−], when acting on OL is nilpotent,
[QL, [QL,OL]] ≈ (q̂2O)L = 0.(4.238)
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One can then verify that it is also nilpotent when acting on the product of n interacting elds.
To see this, note that from the graded Jacobi identity (4.27) we obtain





l<k εlO1L ? · · · ? (q̂Oi)L ? · · · ?OnL.(4.239)
which gives (4.70) in the free theory in the limit where the coupling constant λ is set to zero.
Now applying once again [QL,−] on both sides of (4.239) and using that using q̂2 = 0, that
[QL,−] is a graded derivation and that the Grassmann parity of q̂Oi are opposite to that of
Oi, we nd [
QL, [QL,O1L ? · · · ?OnL]
]
≈ 0.(4.240)
We next show that [QL,−] acting on TL,n(O1 ⊗ · · · ⊗ On), is also nilpotent.






Proof. We have already proven the statement for n = 1. Before proving the claim for all n,
let us explicitly verify it for n = 2. Using q̂2 = 0 and (4.229), we have
1
(i~)2








We prove the claim for all n, by applying [QL,−] on both sides of the interacting anomalous







































(Ŝ + F, (
1
2























































where in the forth line, we used that (Ŝ +F, (Ŝ +F, Ŝ +F )) = 0 by Jacobi identity, the sixth
line vanishes using the graded symmetry of TL,n and the fact that 12(Ŝ + F, Ŝ + F ) +AL(e
F
⊗)
is fermionic, and the last line vanishes by the consistency condition (4.215) for AL(eF⊗) which
holds due to A(eL⊗) = 0. 
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4.3 Physical algebra of gauge invariant observables FL
4.3.1 Denition of gauge invariant observables and scheme
independence
The algebra F̂L = ŴL/J0 that we constructed above does not correspond to the renormalized
physical, gauge invariant observables of the Yang-Mills theory as it is a quantization of the
classical enlarged theory dened by Ŝ and thus it includes gauge-variant and un-physical
interacting elds, such as the vector potential and ghosts. We now want to dene within F̂L
a subalgebra FL of gauge invariant observables. As discussed in Chapter 3, at the classical
level, one can recover the gauge invariant observables as elements of the ŝ-cohomology class
at ghost number zero. Motivated by this fact, we make the following denition.






where Ng is the ghost number counting operator dened in (3.9).
Quantities in the renormalized quantum eld theory are dened only up to a well-
characterized, local-covariant renormalization ambiguity, described in Theorem 4.11. More
precisely, suppose an interacting eldOL ∈ FL is dened in a chosen renormalization scheme.
The natural question is, then, to what extent the construction of FL depends on that chosen
renormalization scheme. Here, we will show that there indeed exists an isomorphism between
physical algebras constructed in the two dierent schemes.
First, it can be shown [3] that there exists a *-isomorphism between the auxiliary inter-
acting algebras in two dierent schemes T and T̃ . More precisely, let ˜̂WL be the interacting
algebra generated by the T̃L,n
(
O1 ⊗ · · · ⊗ On
)
. Then from Proposition 4.26 it follows that
the following map is a *-isomorphism
ρ : ˜̂WL → ŴL+D,
ρT̃L(e
iF/~





We now want to prove that the map ρ also induces an isomorphism between the subal-
gebras F̃L ⊂ ˜̂WL and FL+D ⊂ ŴL+D of gauge invariant observables. This is the case if ρ
commutes with the derivation generated with the quantum BRST charge. To precisely state
this, we need to understand how the BRST charge acts on interacting time ordered products in
dierent schemes. We rst note that from the relation (4.150), the conserved BRST current for
the interaction L+D(eL⊗) which in view of (4.61) denes the scheme T̃ , is ZJ = J+D(J⊗eL⊗)
and the corresponding BRST charge is ZQ.
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Now Let Ã(eF⊗) be the anomaly of the anomalous Ward identity (4.77) in the T̃ scheme.
Then, assuming that Ã(eL⊗) = 0 in the T̃ scheme, Proposition 4.26 implies that the interacting
anomalous Ward identity with a cuto interaction L in the scheme T̃ takes the form
[Q̃L, T̃L(e
iF/~
⊗ )] ≈ −T̃L
({1
2







where ÃL(eF⊗) is the generating functional of the interacting anomalies ÃL,n(O1⊗· · ·⊗On) :=
Ã(O1 ⊗ · · · ⊗ On ⊗ eL⊗). Furthermore, assuming that A(eL+D⊗ ) = 0 in the T scheme, the
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⊗ ) is the generating functional of the interacting anomalies with
interaction L+D(eL⊗):
(4.248) AL+D,n(O1 ⊗ · · · ⊗ On) := A(O1 ⊗ · · · ⊗ On ⊗ eL+D⊗ ).








, at ghost number 0.(4.250)
We now want to show that ρ is a well-dened map on the cohomology algebra, i.e., ρ
maps the kernel/image of F̃L to the kernel/image of FL+D. This is equivalent to showing that
the map ρ commutes with the derivation generated by the BRST charge in the following sense
(4.251) ρ ◦ [Q̃L,−] ≈ [(ZQ)L+D,−] ◦ ρ.
To this end, we prove a lemma which gives a relation between anomalies in dierent
schemes.
Lemma 4.40. The anomalies Ã(eF⊗) and A(e
F+D(eF⊗)
⊗ ) of the anomalous Ward identity in two
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(4.254) ẐLO ≡ ZO +DL(O ⊗ eF⊗).















































Comparing (4.255) and (4.256), we arrive at (4.252). The identity (4.253) to lowest order in F
gives
(4.257) (Ŝ +D,ZO) + A(eF+D⊗ ⊗ ZO) = Z((Ŝ,O) + ÃL,1(O)).
We can prove this by replacing F with F + τO in (4.252), dierentiating with respect to τ ,
and setting τ = 0:
(Ŝ0 + F +D,Z
F (O)) + A(eF+D⊗ ⊗ ZF (O)) = ZF
(





(Ŝ0 + F, Ŝ0 + F ) + Ã(e
F
⊗))⊗O ⊗ eF⊗).(4.258)
Now, we set F = Ŝint, which implies D̂2((12(Ŝ0 + Ŝint, Ŝ0 + Ŝint) + Ã(e
Ŝint
⊗ ))⊗O) = 0, and
we thus obtain (4.257). The full identity (4.253) follows straightforwardly from (4.252) by
replacing F with F + τ1O1 + · · ·+ τnOn, dierentiating with respect to τn . . . τ1 and setting
τi = 0 for i = 1, . . . , n. 
We can now prove the desired identity (4.251).
Theorem 4.41. Let ρ be the isomorphism (4.245), Q̃L be the interacting BRST charge with
interaction L in a renormalization scheme T̃ and (ZQ)L+D be the interacting BRST charge
with interaction L+D(eL⊗) in a renormalization scheme T . Then ρ commutes with the graded
derivation generated by the quantum BRST charge, i.e., (4.251) is fullled.
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≈ [(ZQ)L+D, ρ(T̃L(eiF/~⊗ ))].(4.260)

Expanding the identity (4.246) to lowest order, we obtain
[Q̃L, ÕL] ≈ i~T̃L,1(ˆ̃qO),(4.261)
where
ˆ̃q := ŝO + ÃL,1(O),(4.262)
is the quantum BRST operator in the scheme T̃ . Also (4.247) implies
[(ZQ)L+D, (O)L+D] ≈ i~(q̂D(ZO))L+D,(4.263)
where
q̂D := (Ŝ +D,−) + A(eL+D⊗ ⊗−),(4.264)
is the quantum BRST charge in the scheme T but with the interaction L+D(eL⊗). Lemma
4.40, then, states that q̂D and ˆ̃q are related via conjugation by Z , i.e.
(4.265) q̂D = Z ◦ ˆ̃q ◦ Z−1.
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4.3.1.1 Gauge invariant interacting elds
We now want to understand what interacting elds belong to the algebra of gauge invariant
observables FL, dened in (4.244).
Theorem 4.42. Let O ∈ P(M) be a classical gauge invariant operator, i.e.
(4.266) ŝO = 0,
with ghost number 0. If the cohomology ringH1(ŝ,M) is trivial and there exists a renormalization
scheme in which A(eL⊗) = 0, then there exists another scheme such that
q̂O = 0.(4.267)
Proof. We rst note that since ŝO = 0, we have q̂O = AL,1(O). We proceed by showing
that the “obstruction” , AL,1(O(x)), for q̂O to vanish, can be removed by passing to a new
renormalization scheme.
Let us consider the expansion of the anomaly AL,1(O) =
∑
n=1 ~nAnL,1(O) in powers of
~. From equation (4.257) at order ~m, the coecients of the new and old anomalies are related
by
ÃmL,1(O) = AmL,1(O) + ŝDm(O ⊗ eL⊗)−Dm(ŝO ⊗ eL⊗) + AkL,1(DlL,1(O))−DkL,1(AlL,1(O)),
(4.268)
where we have set Dn(eL⊗) for all n = 1, 2, . . . ., and where l + k = m. We now want to
choose suitable nite counter terms DnL,1(O) such that in the new scheme the anomaly
ÃnL,1(O) vanishes for all n.
From the nilpotency of q̂, we have for all O ∈ P(M)
0 = q̂2O
= (ŝ + AL,1(−))(ŝO + AL,1(O))
= q̂AL,1(O) + AL,1(ŝO).(4.269)
Therefore, for those O with ŝO = 0 it follows that
(4.270) q̂AL,1(O) = 0.
Now assume that AnL,1(O) = 0 for all n < m. Then the above equation at order ~m gives
(4.271) ŝAmL,1(O) = 0.
Since O has ghost number 0, AmL,1(O) has ghost number 1 and thus it belongs to H1(ŝ,M)
which is trivial by assumption. Therefore,
(4.272) AmL,1(O(x)) = ŝbm(x),
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for some bm(x) ∈ P0(M). We now use this bm to redene the time-ordered products by
setting the following nite counter terms:
Dm(O(x)⊗ eL⊗) = −bm(x),(4.273)
which from (4.268) results in
ÃmL,1(O(x)) = AmL,1(O)− ŝbm(x) = 0.(4.274)
That is, in the new scheme the anomaly vanishes at order ~m. Iterating the argument, we can
fully remove the anomaly to all orders in ~. 
Remark 4.43. For the case of the pure Yang-Mills theory, whenG is semi-simple with no abelian
factors, H(ŝ,M) is generated by elements of the form (3.52) given in Theorem 3.8. However, at
ghost number 1 this expression vanishes as there is no invariant monomial pr, and thusH1(ŝ,M)
is trivial.
4.3.1.2 Hilbert space representation
We have now collected all the tools which are required to represent the algebra of observables
as linear operators with a dense, invariant domain on a Hilbert space HL. This space is
constructed using a deformation process [137] from a Hilbert space H0 on which the free
algebra F0, dened in (4.68), is represented, as we review below.
For theories without local gauge symmetry, such as the scalar eld theory, given a quasi
free, Hadamard state ω on the algebra F0, via the celebrated GNS construction, one obtains a
representation πω : F0 → End(Hω) of the algebra of observables as linear operators with the
so-called microlocal domain of smoothness [133] Dω on a Hilbert spaceHω. In theories with
local gauge symmetry, the perturbative quantization of the classically gauge-xed theory, led
to the free on-shell algebra F̂0 (4.31) which contains gauge-variant and unphysical elements.
In fact, F̂0 can only be represented on an indenite inner product space. In this case, the
domain Dω is dened as follows.
Denition 4.44. Let ω be a quasi free, Hadamard state on the algebra F̂0, and let πω0 : F̂0 →
End(Kω0 ) be a faithful representation of F0 on a space (Kω0 , 〈−,−〉) with indenite inner
product and such that all the anti-elds are represented by the 0 operator. The microlocal
domain of smoothness Dω ⊂ Hω is a dense invariant domain dened by
Dω =
{
ψ ∈ Hω|WF (u 7→ πω0 (F (u))ψ) ⊂ Fn(M)
}
,(4.275)
where F (u) is any element of the free algebra F̂0 of the form (4.13), and where
Fn(M) :=
{
(x1, k1, . . . , xn, kn) ∈ Ṫ ∗Mn|ki ∈ V −xi , i = 1, . . . , n
}
.(4.276)
In order to obtain a positive denite inner product, one in addition has to impose a
positivity condition [137] on the representation, as we describe below.
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Denition 4.45. Let πω0 be a representation of F̂0 as in Denition 4.44, and let Q0 ∈ F̂0 be
the free BRST charge (4.63). This representation is called to satisfy the positivity conditions,
if
〈φ, φ〉 ≥ 0, ∀φ ∈ Ker π0(Q0) ∩ Dω,(4.277)
φ ∈ Ker π0(Q0) ∩ Dω and 〈φ, φ〉 = 0 =⇒ φ ∈ Im π0(Q0) ∩ Dω.(4.278)
Theorem 4.46 ([137]). Let πω0 be a representation of the algebra F0 (4.68) as in Denition 4.44
which for all φ, ψ ∈ Dω and for all O ∈ F0 satises
〈π0(O†)φ, ψ〉 = 〈φ, π0(O)ψ〉,(4.279)
〈π0(Q0)φ, ψ〉 = 〈φ, π0(Q0)ψ〉,(4.280)
π0(Q0)
2 = 0, on Dω,(4.281)




is a pre Hilbert space.
It is shown in [137], Section 4.3, that the construction ofH0 is “stable under deformations”.
This means that once the positivity conditions (4.277) and (4.278) for the representation π0
are satised and the interacting BRST charge QL is nilpotent, then the algebra FL can be
represented on a Hilbert spaceHL with a positive-denite5 inner product which is indued
from the inner product onH0.
We have shown in Section 4.1.3 that the free BRST charge is nilpotent. As a corollary of
the nilpotency of [QL,−], we now show that the interacting BRST charge is also nilpotent
which is required for the algebra FL of interacting gauge invariant observables to admit a
Hilbert space representation.
Corollary 4.47 (of Theorem 4.38). If A(eL⊗) = 0, the quantum BRST charge is nilpotent
modulo an element in J0, i.e.
Q2L ≈ 0.(4.283)
Proof. Since QL is odd, we have
[QL, QL] ≈ 2QL ? QL = 2Q2L.(4.284)
5In that reference, a formal power series A =
∑
n λ
nAn ∈ C[[λ]] is called positive if there exists another
formal power series B =
∑
n λ
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From the nilpotency of [QL,−] and the graded Jacobi identity, we have for all TL,n(O1 ⊗
· · · ⊗ On) ∈ F̂L





[QL, QL], TL,n(O1 ⊗ · · · ⊗ On)
]
= [Q2L, TL,n(O1 ⊗ · · · ⊗ On)].(4.285)
By Theorem 4.5, it follows that Q2L must be a multiple of the identity element 1 in F̂L
Q2L ≈ k1,(4.286)
for some constant scalar k with ghost number 2 made out of background elds. However,
there is no such a constant in the theory, thus k = 0. 
Therefore, the only requirements for a positive-denite Hilbert space representation of
FL which must be fullled are the positivity conditions.
In [6], it is shown that for trivial background connections with F̄ = 0 the positivity
condition is satised in the following setting. Let U ⊂ Σ be an open domain in a Cauchy
surface Σ, with a smooth boundary ∂U and compact closure and vanishing rst deRahm
cohomology H1(U, d) 6 and let D(U) ⊂M be its domain of dependence, see Denition 2.7.
Then, within D(U), Hadamard two point functions ω and ωµν satisfying the consistency
relations (4.12) are explicitly constructed. This proof is based on the construction in [13,
42, 138] using a deformation argument which is roughly as follows. Consider an auxiliary
deformed space-time (M̂, ĝ) which is asymptotically static, i.e. a space-time which is identical
to the original undeformed one in the future of some Cauchy surface and is ultrastatic7
in the past of that Cauchy surface. Once a pair of scalar and vector two-point functions
satisfying (4.12) is shown to exists on this ultrastatic space-time, one can show that they
actually satisfy this condition as well as the correct wave front set conditions on the whole
deformed space-time. This can be shown using the fact that the two-point functions are
bisolutions to P and Pµν and using the propagation of singularity theorem [139]. Therefore,
in particular, on the part of the deformed space-time (M̂, ĝ) which is identical to the original
space-time (M, g) , this construction yields a pair of two-point functions satisfying (4.12).
This pair can then be propagated to solutions of P and Pµν on the original undeformed
space-time. Thus, the problem boils down to proving the existence of ω and ωµν satisfying
(4.12) on a space-time (M̂, ĝ), where M̂ = D̂(U) is the domain of dependence of U inside the
non-globally hyperbolic space-time R×U with metric ĝ = −dt2 +h, where h is a Riemannian
metric on U which does not depend on T . This is proven in [6] for U ⊂ Σ satisfying the
conditions mentioned above, based on the construction given in [140, 141].
Furthermore, it is argued that for a general, non-static space-time of the formD(U), where
U ⊂ Σ is a bounded subset of a Cauchy surface Σ, as above, and for compact Lie groups G
6These conditions on U are imposed in order to exclude the existence of “zero-modes”.
7A metric gµν is called ultrastatic if its line element is of the form ds2 = −dt2 + hijdxidxj , where hij is a
Riemannian metric on Σ which does not depend on t.
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with a positive-denite Cartan-Killing form, the positivity conditions are satised. The proof,
again rests on a (space-time) deformation argument and is explicitly carried out in [6] for the
case with ĝ = −dt2 + h, where h is a metric on U which is independent of t
Remark 4.48. In [6], the existence of the algebra FL as the cohomology of [QL,−] and the fact
that it admits a Hilbert space representation is proven in the opposite way of our proof; it is rst
shown that Q2L = 0, from which it follows that [QL,−] is nilpotent. However in that reference,
Q2L = 0 follows from the Ward identity (4.69) for the case F = L+
∫
f ∧ J which is potentially
violated by the anomaly AL,1(J) ∈ H32 (ŝ|d,M). Based on similar arguments discussed in remark
4.28, this anomaly can be shown to be the zero element in this cohomology class for the case of
pure Yang-Mills theory, but is not necessarily the case in many other theories with local gauge
symmetry. On the contrary in our analysis, the necessary condition for Q2L = 0 is only the









Background Independence in Gauge Theories
We have so far presented the formulation of the interacting gauge theories in curved space-
times for a given background connection Ā. The main aim of this chapter is to investigate
to what extent this construction depends on the chosen background. As discussed in the
introduction Chapter 1, we call a QFT background independent if there exists a consistent
assignment Ā 7→ OL,Ā of interacting observables to all backgrounds. As suggested in [9, 10],
this requirement can be formalized as the existence of a at connection on sections of an
algebra bundle over the manifold of background gauge connections. The parallel transport of
this connection would then formally provide such a consistent assignment. This geometrical
construction is inspired by the Fedosov quantization of nite-dimensional manifolds [37].
The similarity of background independence and Fedosov’s approach has been already noted,
in a quantum mechanical framework, in [142]. Moreover, a similar approach to the study of
background independence in the context of string (eld) theory based on the construction of
a connection on a “space of all two-dimensional conformal eld theories” has been pursued
in the literature, see e.g. [143–145].
As we will see in the subsequent sections, the above geometrical construction for gauge
theories faces dierent technical diculties due to gauge-xing and the BV-BRST structure
of the renormalized theory. To avoid such complications when presenting our denition
of background independence and to introduce some of the relevant concepts in a more
transparent manner, we have decided to rst consider the toy model of a self-interacting
Φ4-theory (which is worked out in [38]).
The material of this chapter is based on the preprint [33].
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5.1 A toy model: self-interacting scalar eld theory
Consider a scalar eld Φ ∈ C∞(M) whose dynamics is described by the action functional












Here, λ is a smooth compactly supported cuto function which is equal to constant λ0 on
a neighborhood of R (the space-time region on which the local algebra of observables is
constructed, see discussion in the beginning of Section 4.2). We now want to split our basic
dynamical eld into a background and a dynamical congurations and investigate whether
eld theory is insensitive to this split. We begin with some geometrical denitions.
Denition 5.1. Let SΦ4 ⊂ C∞(M) be the space of solutions to the Klein-Gordon equation
with λ
4!









φ̄ ∈ SΦ4 is called a background conguration. It is kept classical at the quantum level, i.e.,
it commutes with all quantum elds.
The space SΦ4 (5.2) can be equipped with the structure of a Fréchet manifold1 as follows.
As a consequence of the global well-posedness of the non-linear Cauchy problem (see e.g.
[148] and [38] Appendix B), there exists an isomorphism
ρ : SΦ4 → C∞(Σ)⊕ C∞(Σ) ≡ E , φ̄ 7→ (φ̄|Σ,∇nφ̄|Σ) ≡ (q, p),(5.3)
where Σ is a compact Cauchy surface, and∇n denotes the normal derivative to Σ (n ∈ Γ(TM)
is a future directed time-like vector eld normal to Σ). In other words, for each set of smooth
“initial data” (q, p) ∈ C∞(Σ)⊕ C∞(Σ), there exists a unique, globally dened and smooth
solution φ̄ ∈ SΦ4 whose restriction ρ(φ̄) to Σ gives (q, p). The linear space E has the structure
of a Fréchet space with the canonical Fréchet topology dened by the direct sum of the Fréchet
seminorm of C∞(Σ), see [146] Chapter 10. Hence, the isomorphism ρ induces a Fréchet
manifold structure on SΦ4 , as follows. Let ρ−1 : E → SΦ4 be the inverse of ρ. If we equip
SΦ4 ⊂ C∞(M) with the relative topology and E with with the canonical Fréchet topology,
then the map ρ−1 turns out to be continuous. Therefore, it provides a global chart for SΦ4
making it a Fréchet manifold with a natural smooth structure.
We now want to dene the tangent bundle of SΦ4 . Let φ̄ ∈ SΦ4 , and consider a smooth
curve φ̄s ∈ SΦ4 , where s ∈ I which is an open interval around 0 in R, with φ̄0 = φ̄. A
tangent vector at φ̄ is dened by the derivative






1A Fréchet space is a vector space equipped with a family of countably many seminorms (a locally convex
vector space) whose topology is induced by this family of seminorms. A Fréchet space is required to be complete
with respect to the metric which is naturally dened by a chosen family of seminorms. A Fréchet manifold is a
topological space modelled on Fréchet spaces. See e.g. [146, 147] for more details.
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δφ̄ is also called a background variation. The tangent space Tφ̄SΦ4 at φ̄ is then dened as
the set of all such tangent vectors. Since the curve φ̄s ∈ SΦ4 is a solution to the self-interacting
Klein-Gordon equation, δφ̄ is a solution to the linearized Klein-Gordon operator




This means that Tφ̄SΦ4 can be alternatively dened as
(5.6) Tφ̄SΦ4 :=
{
δφ̄ ∈ C∞(M)|Pφ̄δφ̄ = 0
}
.





and the background variations are viewed as smooth vector elds on SΦ4 , i.e., δφ̄ ∈ Γ(TSΦ4).
TSΦ4 inherits a natural topology and manifold structure from that of the base manifold SΦ4 .
To describe it, consider the map
ρ̇ : TSΦ4 → E ⊕ E , (φ̄, δφ̄) 7→ (ρ(φ̄), ρ(δφ̄)),(5.8)
where ρ is the map (5.3). ρ̇ is a bijection and its inverse ρ̇−1 : E ⊕ E → TSΦ4 and ρ̇ are, by
construction, continuous. Then, (E ⊕ E , ρ̇−1) is a global chart for TSΦ4 . In fact, we may also
endow TSΦ4 ⊂ C∞(M)⊕ C∞(M) with the relative topology, with respect to which ρ̇ and
ρ̇−1 are also continuous. Thus, the relative topology on TSΦ4 is compatible with the natural
topology induced by the global chart.
In the following sections, we are going to consider smooth sections of the “algebra bundle
of quantum elds over the smooth manifold SΦ4”. A notion of smoothness, called “on-shell
W -smoothness” for sections of such bundles is introduced in [38] in the context of Fedosov
quantization of innite dimensional manifolds. Here, we give the denition of this notion
of smoothness for functionals of SΦ4 which forms the basis for extending this notion to the
sections o the desired algebra bundle. We refer to [38] Chapter 3 for a complete discussion of
this rather technical issue.
Denition 5.2 ([38]). A functional F : SΦ4 → C is called on-shell W-smooth if it admits
an extension F̃ : C∞(M) → C, that is, F̃ (φ̄) = F (φ̄) for all φ̄ ∈ SΦ4 , which satises the
following conditions:
(W1) For all n ∈ N, n-th Gateaux derivative δnF̃φ/δφ(x1) . . . δφ(xn) exists as compactly
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where
Wn := Ṫ
∗Mn \ (W+n ∪W−n ),(5.10)
where
(5.11)
W±n := {(x1, . . . , xn; k1, . . . , kn) ∈ Ṫ ∗Mnki ∈ V̄ ±xi ∀i or ∃!kj /∈ V̄xj , ki 6=j ∈ V̄ ±xi 6=j},
(5.12)
where V̄ ±xi is the closure of the future/past light cones at xi ∈M .
(W2) Let R 3 ε 7→ φ(ε) ∈ C∞(M) be smooth. For all n ∈ N, n-th Gateaux derivative




δφ(x1) . . . δφ(xn)
)
⊂ R× {0} ×Wn.(5.13)
5.1.0.1 Split independence of the action
Consider now splitting the basic scalar eld
(5.14) Φ = φ̄+ φ,
into a background conguration φ̄ ∈ SΦ4 and a dynamical eld φ which is viewed as
“uctuations around φ̄” and is quantized in perturbation theory. Clearly, the action functional
(5.1) depends only on the combination φ̄+ φ, hence the classical eld theory is independent
of this split. We say that it exhibits split independence. Here we ask whether and in which
mathematically rigorous sense this split independence is preserved at the quantum level.
For the dynamical perturbations φ, we consider the expansion of the action S[Φ] around
a background φ̄


















vol ≡ S0 + L.
(5.15)
Note that the free Lagrangians for dierent backgrounds φ̄ coincide outside of the support of
λ. This is essential for identifying quantum theories around dierent backgrounds as we will
discuss in the next section. Also note that there is no source term in (5.15), i.e., a term linear
in φ, since φ̄ ∈ SΦ4 is required to fulll the interacting equation of motion.
For the action (5.15), background or split independence of the classical scalar eld theory
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Now consider local-covariant functionals F [φ, φ̄, g](x) ∈ P(M) which satisfy (2.44) for a
morphism χ : (M ′, g′, φ̄′)→ (M, g, φ̄) that is an isometric embedding which preserves the
causal structure, and such that χ∗φ̄ = φ̄′. Their background independence can be stated as
follows.
Denition 5.3. Let δφ̄ be a background variation dened by (5.4). The operators δ̄δφ̄, δδφ̄,Dδφ̄ :
P(M)→ P(M) are dened by their action on compactly supported integrated functionals F









Dδφ̄F := (δ̄δφ̄ − δδφ̄)F.(5.19)
Furthermore, we call a local-covariant functional F [φ̄, φ] background independent if it
satises
(5.20) Dδφ̄F = 0.
5.1.1 Background dependence of renormalization schemes
In Chapter 4, we have discussed in detail the construction of the free and interacting algebra
of observables for the Yang-Mills theory around a xed background connection Ā. For the
case of scalar eld theory, the construction carries over similarly and leads to the interacting
algebra WL,φ̄ = W0,φ̄ for each background φ̄. The main ingredient in constructing the free
algebra W0,φ̄ is a Hadamard two point function ωφ̄, which is a bi-solution to Pφ̄ (5.5).
We would now like to to dene an analogue of the operatorDδφ̄ at the quantum level. Due
to the eld independence axiom T9 of time-ordered products (4.45), the second derivative
(with respect to the dynamical eld φ) is well-dened on W0,φ̄. However, the rst derivative
(with respect to the background eld φ̄) has no obvious meaning on W0,φ̄, as one is comparing
elements of dierent algebras.2
A natural replacement is the retarded variation δr
δφ̄
dened as follows.
Denition 5.4. [8] Given two backgrounds φ̄ and φ̄′, the retarded Møller operator is an
algebra isomorphism
(5.21) τ rφ̄,φ̄′ : W0,φ̄′ →W0,φ̄,
dened by its action on functionals as
(5.22) (τ rφ̄,φ̄′F )ωφ̄ [φ] := Fωφ̄′ [rφ̄′,φ̄φ].
2Even if one interprets TL(eiF [φ̄,−]) as an evaluation functional, which one can dierentiate with respect to
φ̄, this operation is not well-dened on the on-shell algebra. Furthermore, we would like a dierentiation that
respects the algebraic structure, i.e., fullls the Leibniz rule with respect to the algebra product. This will not be
the case for such a naive derivative.
101
CHAPTER 5. BACKGROUND INDEPENDENCE IN GAUGE THEORIES
Here rφ̄′,φ̄ : C∞(M)→ C∞(M) is the retarded wave operator







being the retarded propagator of Pφ̄′ . rφ̄′,φ̄ maps solutions of Pφ̄φ = 0 to solutions
of Pφ̄′φ = 0 which coincide outside of J+(supp(φ̄ − φ̄′)), and the subscript ω denotes a
two-point function with respect to which the ? product on W0,φ̄ is dened, and ωφ̄′ is obtained
by acting with rφ̄′,φ̄ on both variables of ωφ̄ (viewed as a distribution on M ×M ).
Note that rφ̄′,φ̄ is well-dened as Pφ̄ − Pφ̄′ = −12λ(φ̄2 − φ̄′
2
) is compactly supported. For
a dierent (on-shell) denition of the Møller operator, see [1].
Denition 5.5. Given an innitesimal background variation δφ̄, as in (5.4), and a smooth









A key identity on which our discussion of background independence is based, is the so-
called principle of perturbative agreement formulated in [39]. It is derived from the requirement
that it should not matter whether one includes terms quadratic in the elds into the free or
the interacting part of the action when quantizing the theory. The comparison between the
two theories thus dened is performed by the retarded Møller operator, or, innitesimally, by
the retarded variation. For the variation of the background φ̄, this implies the following.
Theorem 5.6. Let T be a renormalization scheme satisfying the axioms T1 - T10 of Denition
4.8 and T11 of Theorem 4.15. In addition, it satises the following renormalization condition














is dened in (5.24).
Proof. In [39], the validity of perturbative agreement in dierent cases is discussed in full
detail. In particular, it is shown that it holds for changes in the (position dependent) “mass”
1
2
λφ̄2 of the scalar eld. See also [38, 149]. 
For what follows, we need to understand how δr
δφ̄
acts on interacting time-ordered prod-
ucts.

















⊗ ) = T (e
iL/~
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−1 ? δrδφ̄T (e
iF/~
⊗ ⊗ eiL/~⊗ )
− T (eiL/~⊗ )−1 ? δrδφ̄T (e
iL/~



























⊗ ; δ̄δ̄φS0) ? TL(e
iF/~
⊗ ).(5.27)
The claim then follows from
R(e
iF/~
⊗ ⊗ eiL/~⊗ ; δ̄δ̄φS0)−R(eiL/~⊗ ; δ̄δ̄φS0) ? TL(eiF/~⊗ )
= T (e
iF/~
⊗ ⊗ δ̄δφ̄S0 ⊗ eiL/~⊗ )− T (δ̄δφ̄S0 ⊗ eiL/~⊗ ) ? TL(eiF/~⊗ )
= T (e
iL/~
⊗ ) ? RL(e
iF/~
⊗ ; δ̄δφ̄S0),(5.28)
which is a consequence of (4.125). 
5.1.2 Geometrical denition of perturbative background
independence
We have now collected the necessary tools to dene an analogue of the operator Dδφ̄ (5.19) at
the quantum level. Consider the assignment
(5.29) φ̄ 7→ TL(eiF [φ̄,−])
of interacting time-ordered products to dierent backgrounds. The natural analogue of the
condition (5.20) to such assignments is then
(5.30) (δrδφ̄ − δδφ̄)TL(eiF [φ̄,−]) = 0.
It is natural to give this a geometric interpretation along the lines of Fedosov quantization,
as suggested in [9, 10] (see [38] for details). Consider the manifold SΦ4 of solutions to the
interacting Φ4 eld equations dened in (5.2). We patch all algebras WL,φ̄ at each φ̄ ∈ SΦ4




WL,φ̄ → SΦ4 .
An assignment (5.29) is then interpreted as a smooth section of WΦ4 , in the sense of Denition
(5.2). We denote the space of all such sections by Γ(WΦ4). Corresponding to the subalge-
bras WL,φ̄(L) for observables localized in the space-time region L, we may introduce the
subbundles WΦ4(L). The space of smooth sections Γ(WΦ4) of the algebra bundle WΦ4 is an
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algebra in itself, with the product being ber-wise given by ?. With a slight abuse of notation,
we denote the resulting product again by ?. For our purposes, it is sucient to think of it
as generated by sections (5.29) for local functionals F with a smooth dependence on the
background φ̄. Analogous to the usual denition of connections on vector bundles, we give a
denition of a connection on the interacting algebra bundle, with a supplementary space-time
localization condition, which seems natural in a quantum eld theoretical context.
Denition 5.8. A connection D on WΦ4 is a map
Γ(TSΦ4)× Γ(WΦ4)→ Γ(WΦ4), (δφ̄,OL) 7→ Dδφ̄OL,(5.32)
which is tensorial in δφ̄ and C∞(SΦ4)-linear in F in the sense of Denition 2.8, reduces to
the ordinary derivative on c-number functionals, i.e.,
(5.33) Dδφ̄(α1) = (δ̄δφ̄α)1, for all c-numbers α,
is a derivation, i.e., fullls
(5.34) Dδφ̄(OL ?O′L) = Dδφ̄OL ?O′L +OL ?Dδφ̄O′L,
and respects space-time localization, in the sense that
(5.35) Dδφ̄Γ(WΦ4(L)) ⊂ Γ(WΦ4(L)).
Dδφ̄, thus, implements a covariant derivative on the bundle Γ(WΦ4) in the direction of
the vector eld δφ̄. We can now dene the background independence at the quantum level.
Denition 5.9. A Quantum Field Theory of dynamical perturbations around background
congurations φ̄ dened by interacting algebras WL,φ̄ for all φ̄ ∈ SΦ4 is called background
independent if it admits a connection in the sense of Denition 5.8 which is at.
Flatness of the connection ensures that, at least formally, any interacting observable on
one background can be uniquely parallel transported to any other background.
We now want to show that for the Φ4 theory there exists a at connection. First, note
that by (5.26), due to the second term on the right hand side, the background variation δr
δφ̄
violates the locality requirement (5.35). But subtracting the derivative with respect to φ yields
a connection.
Proposition 5.10. The operator D : Γ(TSΦ4)× Γ(WΦ4)→ Γ(WΦ4) dened by
(5.36) Dδφ̄ := δrδφ̄ − δδφ̄






TL(Dδφ̄F ⊗ eiF/~⊗ ),
where δδφ̄ and Dδφ̄ are dened in (5.18) and (5.19), respectively.
104
5.1. A TOY MODEL: SELF-INTERACTING SCALAR FIELD THEORY
Proof. That Dδφ̄ is a derivation is a consequence of the retarded Møller operator being an
algebra isomorphism and of δδφ̄ being a derivation. The localization requirement (5.35) is a











⊗ ; {δ̄δφ̄S + δδφ̄L}).
The claim then follows from (5.16). 
Proposition 5.11. The connection Dδφ̄, dened in (5.36), is at, i.e., it satises
(5.39) ([Dδφ̄,Dδφ̄]−Dbδφ̄,δφ̄′c)TL(eiF/~⊗ ) = 0,
where b−,−c : TSΦ4 × TSΦ4 → TSΦ4 is the Lie bracket of vector elds δφ̄ and δφ̄′ on SΦ4 :
(5.40) bδφ̄, δφ̄′c := 〈 δ
δφ̄
(δφ̄′), δφ̄〉 − 〈 δ
δφ̄′
(δφ̄), δφ̄′〉.
Proof. From (5.37), the curvature of Dδφ̄ satises
(5.41) ([Dδφ̄,Dδφ̄]−Dbδφ̄,δφ̄′c)TL(eiF/~⊗ ) =
i
~
TL(([Dδφ̄,Dδφ̄′ ]−Dbδφ̄,δφ̄′c)F ⊗ eiF/~⊗ ).
It thus remains to show that Dδφ̄ satises
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Hence, dening the background independent observables as sections which are covari-
antly constant with respect to Dδφ̄, (5.37) implies that background independent interacting
elds OL correspond to classically split independent elds O, i.e., fullling Dδφ̄O = 0. This
means that there is a one-to-one correspondence between classical and quantum background
independent elds. Or, in the spirit of Fedosov quantization: The space of sections of WΦ4 is
much larger than the space of functionals of Φ, i.e., the space of functions on SΦ4 . However,
when restricting to sections that are at with respect to D, i.e., fulll (5.30), one obtains a
one-to-one correspondence between functions on SΦ4 and at sections of WΦ4 . Again, atness
of Dδφ̄ is crucial.
5.2 Pure Yang-Mills theory
In the previous section, we discussed our denition of background independence in QFT for
the example of a self-interacting scalar eld theory. We now turn to our main goal which is
gauge theory with the split (2.23). As discussed in Chapter 3, for a given background Ā, one can
quantize the gauge-xed and enlarged theory which leads to an auxiliary algebra WL,Ā. Next,
the algebra of gauge invariant observables FL,Ā ⊂WL,Ā is dened to be the cohomology at
ghost number 0 of the derivation [QL,−] generated by renormalized interacting quantum
BRST charge QL.
In analogy with the case of scalar eld theory, we intend to construct a at connection
DδĀ. This connection should be well-dened on [QL,−] cohomology, i.e., it must satisfy
(5.44) DδĀ ◦ [QL,−]− [QL,−] ◦DδĀ = 0,
and in fact need only be at on [QL,−] cohomology. Once such a connection is constructed,
we can dene the renormalized, interacting background independent observables as sections
Ā 7→ OL which are at with respect to this connection, up to an element in Im[QL,−].
In the subsequent sections, after discussing background independence for the classical
gauge theories, we analyze the well-denedness and atness of DδĀ. In fact, it turns out that
there are potential obstructions (anomalies) to the fullment of those requirements. In the
last section, we show that such anomalies are absent in the case of pure Yang-Mills theory in
four dimensions.
5.2.1 Background independence of classical gauge-xed theory
As we discussed in Section 3.1, we will consider background connections Āwhich are solutions
to the Yang-Mills equation (3.3). The global existence of solutions of the Yang-Mills equations
on globally hyperbolic four dimensional Lorentzian manifolds has been shown in [150].
Furthermore, it is shown in [151] that the set SYM of such solutions is a manifold, i.e., its
tangent space TĀSYM at a solution Ā is the space of solutions δĀ to the Yang-Mills equation
linearized around Ā,
(5.45) P̄ĀδĀIµ = 0,
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where P̄Ā is dened in (3.6), except at certain symmetrical background congurations Ā. At
these symmetrical background congurations, there are solutions to (3.6) that are not tangent
to SYM, i.e., do not arise as the derivative of a curve in SYM. The presence of such singular
points in conguration space SYM does not impart our considerations, as these are local in
SYM, so that we can restrict to regions not containing such exceptional points. Thus, we will
henceforth identify the space of solutions to (3.6) with the tangent space of SYM at Ā.
Localization setting of the interaction for well-denedness of retarded variation
As for the scalar eld, we need to localize the interaction in a compact space-time region. For
the scalar eld, we used a smooth compactly supported cuto function λ(x) which was equal
λ0 in the space-time regionR for which the algebra of interacting observables was constructed.
This cut-o had the additional consequence that, for any two background solutions φ̄, φ̄′, the
corresponding linearized wave operators Pφ̄, Pφ̄′ coincided outside of a compact space-time
region (the support of λ). This allowed to dene the at connection Dδφ̄, using the retarded
variation δr.
In the case of Yang-Mills theory, we also used in Chapter 4 a smooth cuto function λ(x)
in the split (2.23). However, this way of localizing the interaction turns out not to be suitable
for the purpose of background variations: For the linearized operator P̄Ā, dened in (3.6),
introducing a cuto function in a covariant way is not possible, since P̄Ā depends on Ā not
only through F̄µν but also via the covariant background derivative ∇̄ (contrary to the scalar
wave operator (5.5) in which φ̄ only appears as a mass term). In order to have a well-dened
retarded variation, we thus in this chapter split the connection in the following way
(5.46) A = Ā+ A.
We, furthermore, relax the condition that Ā is on-shell, i.e., a solution to (3.3), on the whole
space-time. Concretely, we choose a neighborhood U of R on which we require the back-
grounds Ā to be on-shell, i.e.,
(5.47) ∇̄µF̄µν(x) = 0, x ∈ U .
Furthermore, we require all backgrounds Ā to coincide outside of a larger region V ⊃ U with
an arbitrary connection A0. Consequently, the innitesimal variations δĀ are supported in
V and full the linearized Yang-Mills equation (3.6) in U . In this way, we ensures that the
retarded variation δr is well-dened.
Moreover, we localize the interaction by introducing a cut-o functionλ, which is supposed





∇̄µAν − ∇̄νAµ + λ[Aµ, Aν ]g
)I (∇̄µAν − ∇̄νAµ + λ[Aµ, Aν ]g)I




In R, where λ = 1 and the background Ā is on-shell, this is the Yang-Mills action (3.1)
expanded around Ā, with the constant term −1
2
∫
F̄ I ∧ ∗F̄I omitted. Note that the full Yang-
Mills action (3.1) would have a source term, i.e., a term linear in A, which however vanishes
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Ā = A0
V : λ = 0
U : ∇̄µF̄µν = 0
R : λ = 1, ∇̄µF̄µν = 0
U : ∇̄µF̄µν = 0
V : λ = 0
Ā = A0
Figure 5.1: Dierent regionsR ⊂ U ⊂ V in our localization set-up.
in R, as Ā is on-shell there. The set-up of our localization prescription is summarized in
Figure 5.1.
Thus, λ is not seen in this chapter as a coupling constant i.e., a formal parameter for
perturbation theory. Instead, we dene
(5.49) Deg = 2 deg~ + degφ,
where deg~ counts the number of ~ factors, and degφ counts the number of elds. Thus Deg
denes a grading on Wφ̄. It is obvious that the ? product respects this grading, i.e.,
(5.50) Deg(F ? G) = Deg(F ) + Deg(G).
This grading is in fact the natural grading in the context of Fedosov quantization [37]. We,
then, also need to impose the following renormalization condition
T0) Grading. Time-ordered products respect the Deg grading, i.e.,




Since ∇̄, F̄ and A transform covariantly under background gauge transformations, the
action (5.48) is invariant under background gauge transformations (2.29). Analogously to






Here L is the part of SYM which is of degree higher than 2 in A. The restriction to x ∈ R is
due to the infra-red cut-o of the interaction.
Following the procedure outlined in Section 3.2, we employ a covariant gauge-xing (3.29)
and introduce the anti-elds into the extended action Ŝ dened in (3.31) which is invariant
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under BRST transformation ŝ. We, however, remark that only on functionals supported in
R, where Ā is on-shell and λ = 1, the operator ŝ coincides with the standard nilpotent
BV-BRST dierential and the gauge-xed action fullls the classical master equation (3.34).
Furthermore, in view of Remark 3.6, ŝ0 is only nilpotent when restricted to functionals
localized in U , motivating our condition that suppλ ⊂ U .
The gauge-xed action Ŝ is invariant under background gauge transformations since all
the dynamical elds and anti-elds transform in the adjoint. However, it is no longer split
independent, not even inR, since Ψ destroys split independence as Ā andA no longer appear
in Ψ in the form Ā+ A.







δĀ(x)Ψ x ∈ R.
































where Sext is dened in (3.18) and where Sextint denotes the higher than quadratic part of Sext,
and where Ssc = −
∫
M
sΦi ∧ Φ‡i . In concluding (5.54), we have used that (5.52) also holds
with SYM replaced by Ssc and that δδAΨ is proportional to C̄ , on which ŝint vanishes. 
It is advantageous to also compute the action of DδĀ on S, the former being dened,
analogously to (5.20), by






Corollary 5.13. InR, i.e., when restricted to congurations supported inR, we have
(5.56) DδĀŜ = ŝDδĀΨ.
Proof. Using (5.53), we compute
(5.57) DδĀŜ = ŝδ̄δĀΨ− δδĀS0 = ŝδ̄δĀΨ− δδĀSYM,0 − δδĀs0Ψ.
The second term on the right hand side vanishes due to δĀ being, in R, a solution to the
linearized equation of motion. The result then follows from δδĀŝ0Ψ = ŝδδĀΨ. 
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5.2.1.1 Background independent local functionals
In the case of scalar eld theory, we dened the background independent classical local
functionals as those in the kernel of Dδφ̄, cf. (5.20). However, as discussed above, the gauge
invariant observables are dened to be equivalence classes of the BV-BRST cohomology.
Therefore, the suitable operator whose kernel denes the background-independent classical
local functionals, must be well-dened on BV-BRST cohomology (i.e., it must commute with ŝ).
However, since in view of (5.56), gauge-xing breaks the split-independence of the Yang-Mills
action, this is not the case for DδĀ. We, therefore, dene the following modied operator.
Denition 5.14. The operator D̂δĀ : P(M)→ P(M) dened by
D̂δĀ := e(−,Ψ) ◦ DδĀ ◦ e−(−,Ψ)
= DδĀ − (−,DδĀΨ),(5.58)
is called the classical gauge-xed connection, where e(−,Ψ) is the “canonical transforma-
tion” (3.27) generated by the gauge xing fermion Ψ ≡ Ψξ=1, (3.29).
Thus, in view of (3.32), the “correction term” (−,DδĀΨ) can be seen to naturally arise as
a consequence of gauge-xing. The operator D̂δĀ turns out to have the desired properties, as
stated in the following theorem.
Theorem 5.15. The operator D̂δĀ dened in (5.58), satises, for Fi with arbitrary support and
F supported inR,
D̂δĀ(F1, F2) = (D̂δĀF1, F2) + (F1, D̂δĀF2),(5.59) (
D̂δĀ ◦ ŝ− ŝ ◦ D̂δĀ
)
F = 0,(5.60) (
[D̂δĀ, D̂δĀ′ ]− D̂bδĀ,δĀ′c
)
F = 0.(5.61)
Proof. To prove (5.59), we calculate
D̂δĀ(F1, F2) = DδĀ(F1, F2)− ((F1, F2),DδĀΨ)
= (DδĀF1, F2) + (F1,DδĀF2)− ((F1,DδĀΨ), F2)− ((F1, (F2,DδĀΨ))
= (D̂δĀF1, F2) + (F1, D̂δĀF2),(5.62)
where we have used the identity
(5.63) DδĀ(F1, F2) = (DδĀF1, F2) + (F1,DδĀF2),
and the Jacobi identity (3.22) for the anti-bracket. To prove (5.60), we compute
(5.64) D̂δĀ(ŝF ) = D̂δĀ(S, F ) = (D̂δĀS, F ) + (S, D̂δĀF ) = ŝD̂δĀF,
where we have used (5.59) and (5.56).
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To prove (5.61), we calculate
D̂δĀD̂δĀ′F = DδĀDδĀ′F − (DδĀ′F,DδĀΨ)− (DδĀF,DδĀ′Ψ)
− (F,DδĀDδĀ′Ψ) + ((F,DδĀ′Ψ),DδĀΨ)(5.65)
Therefore, we nd




F − (F, {[DδĀ,DδĀ′ ]−DbδĀ,δĀ′c}Ψ)
+ ((F,DδĀ′Ψ),DδĀΨ)− ((F,DδĀΨ),DδĀ′Ψ)
= (F, (DδĀ′Ψ,DδĀΨ)),(5.66)
where we have used
(5.67) [DδĀ,DδĀ′ ]−DbδĀ,δĀ′c = 0,
which can be proven similar to (5.43), and we have used the Jacobi identity (3.22). However,
since Ψ does not contain anti-elds, (DδĀ′Ψ,DδĀΨ) = 0 and thus the curvature of D̂δĀ
vanishes. 
Remark 5.16. In view of (5.61), one may, similarly to Fedosov’s approach, add the tangent vector
elds δĀ to SYM as a new non-dynamical fermionic eld and dene a dierential δ̃ = 〈D̂−, δĀ〉
on δĀ independent functionals, and extend it naturally to δĀ dependent ones. By (5.60), δ̃ and
s then anticommute, so that one may dene a new dierential s̃ = ŝ + δ̃, whose cohomology
at grade 0 gives the gauge invariant, background independent, on-shell local functionals. Such
an approach was pursued by several authors in the literature, see e.g. [88, 152–155]. We do not
proceed in this way here, basically because in the quantized theory, the atness of the analog of
D̂ will only hold on cohomology, see below.
5.2.2 Background dependence of the anomalies
5.2.2.1 Principle of perturbative agreement
For the following, it is crucial to control the background dependence of the anomalies of
the anomalous Ward identity (4.77). This proceeds via perturbative agreement, which, for
variations of the background connection means
(5.68) δrδĀT (e
iF/~
⊗ ) = T (
i
~




Here the retarded variation is dened as the innitesimal version , cf. (5.24), of the retarded
Møller operator (5.22), dened as in (5.22) where instead of equation (5.23), we dene
rĀ′,ĀΦ
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where P 0 and K are dene in equations (3.62) and (3.66). rĀ′,Ā maps solutions to the free
equations of motion ŝ0Φ‡i = 0 on the background Ā to solutions on the background Ā′. It,
thus, follows that the retarded Møller operator τ r, dened as in (5.22), is well-dened on the
on-shell algebra.
The proof that (5.68) can be fullled in pure Yang-Mills theories is a generalization of
the proof given in [125] for the case of locally covariant Dirac elds charged under the
background gauge transformations of a background connection. A crucial ingredient in that
proof is conservation of the free current, obtained as the variation of the free part of the
action with respect to the background connection, i.e.,
(5.71) j(δA) := δ̄δAS0 = 〈jIµ, δAIµ〉,
where
(5.72) jIµ = f IJK
(
C̄J∇̄µCK − ∇̄µC̄JCK − AνJ(∇̄µAνK − ∇̄νAµK) +BJAµK − CJA‡µK
)
.
Here we naturally extend the action to o-shell backgrounds, i.e., δA is an arbitrary section
of gP ⊗ Ω1, not subject to the linearized equations of motion. When no sources are present,
this current is classically covariantly conserved on-shell. In the present case, this is spoiled
by the presence of anti-elds. One nds the o-shell identity
(5.73) ∇̄µjIµ = −(−1)ε[Φi, s0Φ‡i ]Ig − [KijΦj,Φ‡i ]Ig,
with ε the Grassmann parity of Φi. As shown in [125], cf. also [39], perturbative agreement
(5.68) can be fullled provided that3
(5.74) E(δA1, δA2) := δrδA1T1(j(δA2))−δrδA2T1(j(δA1))+ ī[T1(j(δA1)), T1(j(δA2))]? = 0.
This quantity is (anti-) eld independent. It was also shown in [125] that (5.74) holds on-shell,
provided that the divergence of the Wick ordered current vanishes on-shell,
(5.75) ∇̄µT1(jIµ(x)) ≈ 0.
As we argue below, this is true when anti-elds are set to zero (i.e., when the ideal generated
by Φ‡i is modded out). Thus, (5.74) holds when equations of motion s0Φ
‡
i and anti-elds Φ
‡
i
are modded out. But as E(δA1, δA2) is independent of (anti-) elds, (5.74) then also holds
o-shell, and so does perturbative agreement (5.68).
It remains to argue that (5.75) indeed holds when anti-elds are set to zero. The rst term
on the right hand side of (5.73) then yields equations of motion [Φi, P̄ijΦj]g. To evaluate the
corresponding Wick-ordered product, one has to apply P̄ to the Hadamard parametrix and
evaluate the limit of coinciding points. From the (anti-) ghosts, one obtains an expression of
the form [157]
(P̄H)IJ(x, x) = V (x)δIJ + cF̄Kµν(x)F̄
µνL(x) Tr(TI [TK , [TL, TJ ]g]g),
where V (x) depends only on space-time curvature. Both terms give a vanishing contribution
to (5.75), due to the antisymmetrization in I , J implied by the [−,−]g bracket in [Φi, P̄ijΦj]g.
Analogous results hold for the vector component.
3This requirement can be seen as a stronger version of the Wess-Zumino consistency condition, cf. [156].
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5.2.2.2 Background dependence of anomalies
Before proving the following important lemma, we note that in [6], a crucial ingredient in
proving the anomalous Ward identity (4.77) is that ŝ0 is a derivation and nilpotent. According
to the discussion of Section 5.2.1, this is only true on functionals F supported in U . We
therefore restrict the functionals F in (4.77) to be supported in U and we impose
T11) Support. Time-ordered products do not increase the support, i.e.,
(5.76) suppTn(O1 ⊗ · · · ⊗ On) ⊂ ∪i suppOi,
as a further renormalization condition. Furthermore, this motivates the localization suppL ⊂
U , which, by (5.76) ensures that suppTL(eiF/~⊗ ) ⊂ U for suppF ⊂ R.
Theorem 5.17. If perturbative agreement (5.68) holds, background variations of the anomaly
satisfy
(5.77) δ̄δĀA(eF⊗) = A(δ̄δĀ(S0 + F )⊗ eF⊗)
for all F supported in U .














































δ̄δĀ(S0, S0) = 0
and that
(5.80) A1(δ̄δĀS0) = 0.
The latter follows from the fact that the left hand side is a c-number (by properties A9 and
A10 of anomalies in Theorem 4.15) of ghost number 1. But no such c-number exists.
































































{δ̄δĀA1(Φ)− A1(δ̄δĀΦ)− A2(δ̄δĀS0 ⊗ Φ)} = 0,(5.83)
since the anomaly of a linear (anti-) eld vanishes. The action of both s0 and δrδĀ, and thus
also of [δr
δĀ






















Hence, the left hand side of (5.82) vanishes, which proves the statement. 
For the following considerations, it turns out to be convenient to introduce the notation
(5.85) ŝ(δ̄δĀΨ) := DδĀS − δδĀS0 = δ̄δĀS − δδĀL,
even though outside ofR, ŝ does not need to be well-dened as an operator on local functionals.
The important point is that in R, i.e., when restricted to congurations supported in R, ŝ
reduces to the BV-BRST dierential s, cf. Proposition 5.12.
Corollary 5.18. If perturbative agreement (5.68) holds, then, for F supported in U ,
(5.86) DδĀAL(eF⊗) = AL(DδĀF ⊗ eF⊗) + AL(ŝδ̄δĀΨ⊗ eF⊗),
with ŝδ̄δĀΨ dened by (5.85). In particular, for F supported inR,
(5.87) DδĀAL(F⊗n) = nAL(DδĀF ⊗ F⊗(n−1)) + AL(ŝδ̄δĀΨ⊗ F⊗n).
Proof. By eld independence of the anomaly (property A9 in Theorem 4.15), we have
(5.88) δδĀAL(eF⊗) = AL(δδĀF ⊗ eF⊗) + AL(δδĀL⊗ eF⊗).
With Theorem 5.17, we obtain
(5.89) DδĀAL(eF⊗) = AL(DδĀF ⊗ eF⊗) + AL({δ̄δĀ(S0 + L)− δδĀL} ⊗ eF⊗),
which proves the rst claim. The locality of the anomaly and the fact that on R, ŝδ̄δĀΨ =
ŝδ̄δĀΨ, then leads to (5.87). 
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5.2.3 Proof of perturbative background independence
Having introduced the setting for the quantum Yang-Mills theory perturbatively constructed
around each background Ā, we now turn to the formulation of background independence.
In analogy with the case of scalar eld theory (Section 5.1.1), we can identify the theories
dened on dierent backgrounds via the retarded variation δr
δĀ
whose action on time-ordered






where SYM is the manifold of background eld congurations which are solutions to the
Yang-Mills equation. A connection is here dened in complete analogy to Denition 5.8. The
local algebras FĀ(L) are then generated by TL(eiF/~⊗ ) satisfying [QL, TL(eiF/~⊗ )] = 0 with F
supported in L. We would also like to ensure that in the classical limit, it should reduce to the






TL(D̂δĀF ⊗ eiF/~⊗ ) +O(~),
for all TL(eiF/~⊗ ) satisfying [QL, TL(e
iF/~
⊗ )] = 0, where
OL ≈F O′L ⇔ OL −O′L ≈ [QL,O′′L], for some O′′L ∈ ŴL.(5.92)





and showing that it reduces to a connection on FYM, fullling the required properties. In
particular, we have to ensure that
(i) it is well-dened on the on-shell algebra;
(ii) it is well-dened on [QL,−] cohomology, i.e., it fullls (5.44), ensuring that it maps
kernel and image of [QL,−] onto themselves;
(iii) it is a derivation, i.e., fullls (5.34);
(iv) it respects space-time localization in the sense dened in (5.35).
Remark 5.19. There is a subtlety regarding the denition of the bundles FYM andWYM. We
recall that the backgrounds Ā are only required to be on-shell in U (and to coincide with an
arbitrary reference connection A0 outside of V). Hence, their behavior in V \ U is arbitrary.
A further requirement should thus be that the construction is independent of the choice of a
representative, i.e., the connectionDδĀ should vanish for δĀ supported in V \ U , when applied
to TL(e
iF/~
⊗ ) for F localized inR. That this is indeed the case is checked below, cf. Remark 5.23.
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δ̄δĀ − (−, δ̄δĀΨ)
}
− {δδĀ − (−, δδĀΨ)} ,
where the two terms on the right hand side are obtained by applying the canonical gauge
xing transformation as in (5.58) separately to δ̄δĀ and δδĀ. It is thus natural to see the rst
term on the right hand side as the gauge-xed background variation, and replace it by the
retarded variation. Our rst tentative denition is thus
(5.95) D0δĀ := δ
r
δĀ − δδĀ + (−, δδĀΨ).
That this is a natural starting point is evidenced by the following Lemma:
Lemma 5.20. The operator D0
δĀ
is well-dened on the on-shell algebra.
Proof. As the retarded variation is well-dened on the on-shell algebra, it remains to check
for the last two terms. We have




so that the last two terms are derivatives with respect to (anti-) elds. Such a derivative is
well-dened on the on-shell algebra if it acts in the direction of a solution to the free equations
of motion, i.e., those obtained by ŝ0Φ‡i (see equations (3.42)). The perturbation given by
(5.97) (A,B,C, C̄, A‡, B‡, C‡, C̄‡) = (δĀ, 0, 0, 0, 0, 0, 0, ∇̄µδĀµ)
indeed fullls that requirement, as δĀ is a solution to (3.6) in U . 
5.2.3.1 Well-denedness of the connection on the quantum BRST cohomology
To prepare for the issue of well-denedness on FYM, we note that, similarly to the case of













⊗ ; (D0δĀL+ δ̄δĀS0)),(5.98)
where
(5.99) D0δĀ := DδĀ + (−, δδĀΨ).
We note that, by (L, δδĀΨ) = ŝintδδĀΨ = 0, we have
(5.100) D0δĀL = DδĀL.
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Note the presence of the second term on the right hand side of (5.101) which is absent in the
case of scalar eld theory, cf. (5.37). It leads to a violation of the locality requirement (5.35).
This term appears because the gauge-xing fermion breaks the split independence of the
action S, cf. (5.53).
We rst state a lemma which is crucial for the proof of the following theorem.




(F, F ) + AL(e
F
⊗)} − ŝD0δĀF − (ŝδ̄δĀΨ, F )− (F,D0δĀF )
− AL(Ďδ̄AF ⊗ eF⊗)− AL(ŝδ̄δĀΨ⊗ eF⊗) = 0.
Proof. As a consequence of (5.60), (5.59), the graded Jacobi identity (3.22), and (5.87), the left
hand side equals
(5.103) (ŝF, δ̄δĀΨ)− ŝ(F, δ̄δĀ)− (ŝδ̄δĀΨ, F ) + (AL(eF⊗), δδĀΨ)− AL((F, δδĀΨ)⊗ eF⊗).
The rst three terms cancel due to (3.37) and (3.22) and the last two terms due to eld
independence of anomaly, taking into account (5.96) and the fact that L is independent of C̄‡.

Theorem 5.22. Assuming
AL,1(δ̄δAΨ) = 0, ∀δA, supp δA ⊂ R,(5.104)











where ŝ(δ̄ηδĀΨ) is dened in (5.85) and η is a smooth non-negative function supported on J−(R)








− [QL,DδĀTL(eiF/~⊗ )] ≈ 0
for all F supported inR. On this cohomology, it is independent of the choice of η. Furthermore,
for all TL(e
iF/~
⊗ ) satisfying [QL, TL(e
iF/~
⊗ )] = 0 we have
(5.107) DδĀTL(e
iF/~
⊗ ) ≈F TL({D̂δĀF + AL(δ̄δĀΨ⊗ eF⊗)} ⊗ eiF/~⊗ ).
In particular, DδĀ is a connection on FYM fullling (5.91).
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Remark 5.23. The last term in the denition (5.105) can be motivated as follows: Assume that
δĀ is supported outside of U . As discussed in Remark 5.19, the corresponding derivative DδĀ
should vanish on TL(e
iF/~
⊗ ) with F localized in R. The rst term on the right hand side of
(5.101) does indeed vanish (as the supports of δĀ and F are disjoint), but the second one does not.
However, due to causal factorization of interacting time-ordered products, it is cancelled by the
commutator which is added in (5.105). This is completely analogous to the unitary transformation
Vf,f ′ (its generator in the present case) which compensates a change of the infra-red cut-o of
the interaction in the algebraic adiabatic limit, see Section 4.2.1.1.
Proof. We begin by proving the independence of the choice of η. The dierence ξ = η1−η2 of
two admissible ηs is supported inR, where ŝ coincides with ŝ. Hence, under the assumption
(5.104),
(5.108) (ŝ(δ̄η1δĀΨ))L − (ŝ(δ̄η2δĀΨ))L = (ŝ(δ̄ξδĀΨ))L ≈ [QL, (δ̄ξδĀΨ)L].
However [[QL, (δ̄ξδĀΨ)L],−] vanishes on [QL,−] cohomology, as
(5.109) [[QL, (δ̄ξδĀΨ)L],−] = [QL, [(δ̄ξδĀΨ)L,−]] + (−1)ε[(δ̄ξδĀΨ)L, [QL,−]],
so that the action of [[QL, (δ̄ξδĀΨ)L],−] on a [QL,−] closed functional yields a [QL,−] exact
functional, i.e., a zero element in the cohomology.

























By the above, we may, without loss of generality, assume that supp η ∩ J+(suppF ) = ∅. We
split
(5.111) ŝ(δ̄δĀΨ) = ŝ(δ̄ηδĀΨ) + ŝ(δ̄χδĀΨ) + ŝ(δ̄ψδĀΨ),
in the second term on the right hand side of (5.110), where η, χ, and ψ are smooth non-
negative functions, summing up to 1, with χ being supported inside R and equal to 1 in a
neighborhood of suppF , η being supported in J−(R), and ψ supported in J+(R). By causal
factorization (4.43) and (4.125), we have
RL(e
iF/~
⊗ ; ŝ(δ̄δĀΨ)) = RL(e
iF/~
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With (4.198), we compute, using the assumption (5.104),
[QL,DδĀTL(e
iF/~






(F, F ) + AL(e
F
⊗)} ⊗ D0δĀF ⊗ e
iF/~
⊗ )








(F, F ) + AL(e
F
⊗)} ⊗ eiF/~⊗ ; ŝδ̄χδĀΨ)













(F, F ) + AL(e
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− [QL,DδĀTL(eiF/~⊗ )] ≈ TL(Cδ̄A(F )⊗ eiF/~⊗ )
with CδĀ(F ) the expression on the left hand side of (5.102). Lemma 5.21 thus proves (5.106).















(F, F ) +AL(e
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As a direct consequence of (5.107), DδĀ fullls (5.91) and respects space-time localization
in the sense dened in (5.35), and so denes a connection on FYM.

5.2.3.2 Flatness of the connection on the quantum BRST cohomology
Finally, we want to prove the atness of DδĀ.
Theorem 5.24. For all TL(e
iF/~
⊗ ) satisfying [QL, TL(e
iF/~
⊗ )] = 0, with F supported inR, and
under the assumption (5.104) we have
(5.118) ([DδĀ,DδĀ′ ]−DbδĀ,δĀ′c)TL(eiF/~⊗ ) ≈F 0.
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Proof. Using (5.107), it suces to prove
(5.119) i
~
TL(DδĀ,δĀ′(F )⊗ eiF/~⊗ ) ≈F 0,
with
DδĀ,δĀ′(F ) = ([D̂δĀ, D̂δĀ′ ]− D̂bδĀ,δĀ′c)F + D̂δĀAL(δ̄δĀ′Ψ⊗ eF⊗)− D̂δĀ′AL(δ̄δĀΨ⊗ eF⊗)
+ AL(δ̄δĀΨ⊗ D̂δ̄A′F ⊗ eF⊗)− AL(δ̄δĀ′Ψ⊗ D̂δ̄AF ⊗ eF⊗)− AL(δ̄bδĀ,δĀ′cΨ⊗ eF⊗)
+ AL(AL(δ̄δĀ′Ψ⊗ eF⊗)⊗ δ̄δĀΨ⊗ eF⊗)− AL(AL(δ̄δĀΨ⊗ eF⊗)⊗ δ̄δĀ′Ψ⊗ eF⊗).(5.120)
By (5.87), we have
DδĀAL(δ̄δĀ′Ψ⊗ eF⊗)−DδĀ′AL(δ̄δĀΨ⊗ eF⊗)− AL(δ̄bδĀ,δĀ′cΨ⊗ eF⊗)
= AL(δ̄δĀ′Ψ⊗ ŝδ̄δĀΨ⊗ eF⊗)− AL(δ̄δĀΨ⊗ ŝδ̄δĀ′Ψ⊗ eF⊗)
+ AL(δ̄δĀ′Ψ⊗DδĀF ⊗ eF⊗)− AL(δ̄δĀΨ⊗DδĀ′F ⊗ eF⊗)
+ AL({DδĀδ̄δĀ′ −DδĀ′ δ̄δĀ − δ̄bδĀ,δĀ′c}Ψ⊗ eF⊗).(5.121)
The last term on the right hand side vanishes by the atness of δ̄ and the property A10 of the
anomaly. Thus, with (5.61), we have
DδĀ,δĀ′(F ) = AL(δ̄δĀ′Ψ⊗ ŝδ̄δĀΨ⊗ eF⊗)− AL(δ̄δĀΨ⊗ ŝδ̄δĀ′Ψ⊗ eF⊗)
− (AL(δ̄δĀ′Ψ⊗ eF⊗),DδĀΨ) + (AL(δ̄δĀΨ⊗ eF⊗),DδĀ′Ψ)
− AL(δ̄δĀΨ⊗ (F,Dδ̄A′Ψ)⊗ eF⊗) + AL(δ̄δĀ′Ψ⊗ (F,Dδ̄AΨ)⊗ eF⊗)
+ AL(AL(δ̄δĀ′Ψ⊗ eF⊗)⊗ δ̄δĀΨ⊗ eF⊗)− AL(AL(δ̄δĀΨ⊗ eF⊗)⊗ δ̄δĀ′Ψ⊗ eF⊗).(5.122)
With the interacting consistency conditions (4.215) this simplies to
DδĀ,δĀ′(F ) = ŝAL(δ̄δĀ′Ψ⊗ δ̄δĀΨ⊗ eF⊗) + (F,AL(δ̄δĀ′Ψ⊗ δ̄δĀΨ⊗ eF⊗))
+ AL(AL(δ̄δĀ′Ψ⊗ δ̄δĀΨ⊗ eF⊗)⊗ eF⊗),(5.123)
where we used the eld independent property A9 of the anomaly, taking into account (5.96)
and the fact that L is independent of C̄‡, and that Ψ does not contain anti-elds, so that
(δ̄δĀ′Ψ, δ̄δĀΨ) = 0. With (4.198), we thus obtain
(5.124) i
~
TL(DδĀ,δĀ′(F )⊗ eiF/~⊗ ) ≈ [QL, TL(AL(δ̄δĀΨ⊗ δ̄δĀ′Ψ⊗ eF⊗)⊗ eiF/~⊗ )],
which proves the statement. 
5.2.3.3 Absence of obstructions to background independence for pure Yang-Mills
theory
Even though we discussed Yang-Mills theory here, the treatment of other gauge theories
should be completely analogous, provided that a few conditions are met. Here, we collect all
the assumptions that are made for the proof of Theorems 5.22 and 5.24:
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(i) The gauge anomaly A(eL⊗) must vanish (condition (4.151)),
(ii) The perturbative agreement w.r.t. changes in the background must hold (condition (5.25))
(iii) The interaction Lagrangian L must not contain C̄‡,
(iv) The gauge-xing fermion Ψ must be quadratic in elds,
(v) The gauge-xing fermion Ψ must not contain anti-elds (used in concluding equations
(5.61) and (5.123))
(vi) The anomaly AL,1(δ̄δAΨ) must vanish (condition (5.104)).
As we have discussed in the previous chapter (Theorem 4.27 and Remark 4.28), for pure
Yang-Mills theory in four dimension, (i) can be achieved. Furthermore, as proven in [33, 125],
(ii) can also be achieved for pure Yang-Mills theory. However, perturbative agreement will
in general not hold when the gauge elds couple to chiral fermions, due to the usual chiral
anomalies, see [157]. Assumptions (iii), (iv) and (v) can also be seen to hold from the expressions
of Ψ (3.29) and L (3.58), (3.59).
It thus remains to show that there always exists a renormalization scheme in which the
last condition (vi) is satised.









where m is some positive integer, that is, we assume that the anomaly is removed up to order
~m−1. From equation (4.258) at order ~m, the coecients of the anomalies in the schemes T
and T ′ are related by
A′(m)(O ⊗ eL⊗) = A(m)(O ⊗ eL⊗) + sD(m)(O ⊗ eL⊗)−D(m)(sO ⊗ eL⊗) + (O, D(m)(eL⊗)).
(5.126)
We would like to pass to a new scheme by redening time-ordered products involving sδ̄δAΨ.
This redenition must, however, be consistent with (4.158) which was made in Section 4.2.2.1
in order to remove the gauge anomaly A(eSint⊗ ). Furthermore, the redenition must not spoil
the perturbative agreement whose proof in Section 5.2.2.1 is based on the conservation of the
current jIµ dened in (5.72). This current involves s0δ̄δAΨ. In order not to interfere with the
conservation of jIµ, we thus only redene time-ordered products involving sintδ̄δAΨ, i.e., we
set
D(m)(eL⊗) = 0(5.127)
D(m)(δ̄δAΨ⊗ eL⊗) = 0(5.128)
D(m)(s0δ̄δAΨ⊗ eL⊗) = 0,(5.129)
D(m)n (sintδ̄δAΨ⊗ L1⊗n−1) = A(m)n+1(δ̄δAΨ⊗ L1⊗n).(5.130)
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This choice is also consistent with (4.158) since sintδ̄δAΨ is not proportional to L1. However,
there is still a possibility that the above choice becomes incompatible with ∇̄µT1(jIµ) = 0
and A1(L1) = 0. In view of eld independence of the counter terms D, equation (4.59), and











JAKµ ⊗ L1⊗n) ≡ aJKL ,(5.131)
which in turn by the Leibniz rule property of D, equation (4.58), implies
fKLMD
(m)
1 (∇̄µC̄JCM) = ∇̄µaJKL − fKLMD(m)1 (C̄J∇̄µCM).(5.132)
The terms ∇̄µC̄JCM and C̄J∇̄µCM appear in the current jµI . Since we do not want to












On the other hand, the term ∇̄µC̄JCK appears in δL1δAµI . Since we do not want to spoil absence













∇̄µC̄JCK − AνJ(∇̄µAνK − ∇̄νAµK)
)
.(5.134)
However, the relation (5.132) is stating that our choice (5.130) implies that the counter terms

















The rst redenition (5.135) together with (5.132) implies that
(5.138) D(m)1 (∇̄µC̄JCK) = 0.
This together with (5.137) implies that (5.134) is fullled. Furthermore, the above equation
together with (5.135), (5.136) and (5.137) imply that (5.133) is fullled.
Now in the T ′ scheme which is dened via the choice (5.130) we nd that for all n > 0
A
′(m)
n+1(δ̄δAΨ⊗ L1⊗n) = A(m)n+1(δ̄δAΨ⊗ L1⊗n)−D(m)n (sintδ̄δA ⊗ L1⊗n−1)
= 0.(5.139)
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It thus remains to show that for n = 0, the anomaly A1(δ̄δAΨ) vanishes. That is, the problem
of removing the interacting anomaly AL,1(δ̄δAΨ) is reduced to that of removing the “free
anomaly”A1(δ̄δAΨ). Since δ̄δAΨ = 〈[C̄, Aµ]Ig, δAIµ〉 is quadratic in the elds, the eld variation
ofA1(δ̄δAΨ) vanishes because the anomaly of a basic eld vanishes, equation (4.85). Therefore,
A1(δ̄δAΨ) is a c-number. We write
(5.140) A1(δ̄δAΨ) = 〈αIµ, δA〉,
A possible candidate for αIµ has to be a local-covariant section of p ⊗ Ω1(M) constructed
from the background elds with mass dimension 3 and ghost number 0. The only candidate
for this is
(5.141) αIµ = ∇̄νF̄ Iµν ,
which vanishes inR by the background equations of motion (3.3).
Iterating the argument, we can remove the anomaly to all orders of ~. 
5.2.3.4 Quantum gauge-xed connection
Lemma 5.21 can be seen as a master equation for the compatibility of D̂δĀ = D0δĀ− (−, δ̄δĀΨ)
and ŝ in the renormalized setting. Let us explore some consequences.
We recall from (4.226) that for a functional O to give rise to a gauge invariant interacting
eld OL, it must fulll q̂O = 0. As was discussed in Theorem 4.42, for any eld O with ghost
number 0, which is classically gauge invariant, ŝO = 0, also q̂O = 0 can be achieved by nite
renormalization. We now dene
Denition 5.26. The operator D~
δĀ
: P(M)→ P(M) dened by
D~δĀ := DδĀ − (−,DδĀ)~,
is called the quantum gauge-xed connection, where (−,−)~ is the quantum anti-bracket
(4.224).
From denition ofDδĀ, equation (5.58), it follows thatD~δĀ = D̂δĀ−AL,2(DδĀΨ⊗−), that
is the quantum connection is equal to the classical connection up to “quantum corrections”
AL,2(DδĀΨ⊗−).
As is obvious from (5.107), a functional O giving rise to a background independent
interacting eld OL must fulll
(5.142) D~δĀO ∈ Im q̂.
A straightforward consequence of Lemma 5.21 and Theorem 5.24 is the following:
Corollary 5.27. For all F supported inR, we have, under the assumption (5.104),
(5.143)
(
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Going to second order in the discussion of Lemma 5.21, we now note the following
straightforward consequence of Lemma 5.21 and the interacting consistency conditions
(4.215):
Corollary 5.28. For all Fi supported inR we have, under the assumption (5.104),
D~δĀ(F1, F2)~ − (D~δĀF1, F2)~ − (F1,D~δĀF2)~ = −(−1)ε1+ε2 q̂AL,3(F1 ⊗ F2 ⊗DδĀΨ)
(5.144)
− (−1)ε1+ε2AL,3(q̂F1 ⊗ F2 ⊗DδĀΨ)
− (−1)ε2AL,3(F1 ⊗ q̂F2 ⊗DδĀΨ).
Given two functionalsO1,O2 which are in the kernel of the quantum BV-BRST operator q,
the identity (4.229) implies that their quantum anti-bracket (O1,O2)~ is also in the kernel of
q̂. A natural question is now whether the quantum anti-bracket of two functionals satisfying
D~
δĀ
O1 = D~δĀO2 = 0 remains in the kernel of D~δĀ. As a straightforward consequence of
(5.144), we have the following:
Corollary 5.29. Given two functionals O1,O2 satisfying D~δĀO1 = D~δĀO2 = 0 and q̂O1 =
q̂O2 = 0, their anti-bracket satises









Green’s Functions and Hadamard Parametrices in Linear
Covariant Gauges
As we have seen in Chapter 4, a central notion in quantum eld theories in curved spacetime
is that of Hadamard two point function. These are distributional bisolutions of a linearized
dierential operator P of the underlying classical theory whose antisymmetric part coincides
with (i times) the causal propagator of P and are characterized by their singularity structure,
in the precise sense of Denition 4.1. Furthermore, we have seen in Chapter 4 that the local
Hadamard parametrices, which have the same short distance behavior of any Hadamard
state, are used to dene local-covariant Wick powers of observables in the free theory. The
Hadamard two point function, causal propagator and Hadamard parametrices of the linearized
Yang-Mills operator in the Feynman gauge (4.3) has been extensively studied in the literature,
see e.g. [41], as we described in Chapter 4. This corresponds to the choice ξ = 1 in the
gauge-xing action (3.29), in which the operator (4.3) is normally hyperbolic, i.e., the second
derivatives only appear in the form of a wave operator 2 ≡ gµν∇µ∇ν . 1
In this chapter, we consider the general case with an arbitrary ξ ∈ R2. The dierential
operator in these linear covariant gauges becomes




This operator contains second derivatives other than 2, and are only Green hyperbolic [79, 80].
For Green hyperbolic operators, while uniqueness of Green’s functions still holds, their
1In this Chapter, we take the background connection to be a trivial connection, i.e., with vanishing curvature
(F̄ = 0), and we take the background covariant derivative to coincide with the Levi-Civita connection ∇.
However, the background metric is taken to be an arbitrary solution to the Einstein’s equation with a cosmological
constant, see Section 6.1.3.
2While the limit ξ → 0 is not dened for the dierential operator, it exists for the Green’s function (6.15), as
is well known.
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existence is not guaranteed.
Furthermore, we consider the linearized Einsteins equations in the linear covariant gauges
which are parametrized with (ξ, ζ) ∈ R2. The dierential operator P ρσµνξ,ζ which acts on








































The gauge ξ = ζ = 1 is called the de Donder gauge which yields a normally hyperbolic
operator.
For the family of operators (1.7) and (6.1), in Section 6.1, we describe how to derive their
advanced/retarded Green’s functions in terms of the Green’s functions of the those operators
for the case of ξ = 1, and (ξ, ζ) = (1, 1) and in terms of the (mass derivatives) of the massive
scalar and vector Green’s functions. Furthermore, in Section 6.2, we determine the Hadamard
parametrices for these operators in four space-time dimensions. However, we emphasize that
in this work we do not address the question of existence of Hadamard two point functions
and Hadamard states.
The material of this chapter is based on the publication [40].
6.1 Green’s functions
We have dened the advanced/retarded Green’s functions of a dierential operator P in
Chapter 2, Denition 2.11. In this section, we describe how the advanced/retarded Green’s
functions ∆R/A of the Green hyperbolic operators (1.7) and (6.1) can be obtained in terms of
the known Green’s functions of the normally hyperbolic operators.
In the following, we drop the superscripts A,R and denote the advance/retarded Green’s
functions with G(x, x′). This means that G(x, x′) is either an advanced or retarded Green’s
function depending on the chosen boundary condition (support properties). Given a Green’s







Uniqueness of Green’s functions with a specic boundary condition, thus, leads to unique




Consider a massive scalar eld φ(x) ∈ C∞(M) (minimally) coupled to a an n-dimensional
manifold (M, g) which satises the Klein-Gordon equation Pm2φ(x) = 0, with the dierential
operator Pm2 dened in (2.15). Pm2 is a prime example of a normally hyperbolic dierential
operator, which admits unique advance and retarded Green’s functions Gm2(x, x′) satisfying
Pm2Gm2(x, x
′) = δ(x, x′),(6.4)
and the support properties discussed in Denition 2.11. For later use, we will need mass














By dierentiating equation (6.4) with respect to the mass, we obtain
Pm2Ĝm2(x, x




′) = 2Ĝm2(x, x
′).(6.6)
6.1.2 Vector eld
Now we turn to the dierential operator P µνξ in a general linear covariant gauge acting on
vector elds Aµ. As discussed above, this is a Green hyperbolic operator.
For ξ = 1 this operator becomes a normally hyperbolic operator
(6.7) P µν1 = gµν2−Rµν ,




′) = gµν δ(x, x
′).(6.8)
Before constructing the Green’s functions for P µνξ , let us explain the construction of the
Green’s functions for the Proca operator which is a prototype of Green hyperbolic operators.
6.1.2.1 Proca eld
The Proca eld theory, is a massive generalization of the Maxwell theory. The Proca dierential
operator is given by
(6.9) P µνm2 = g
µν(2−m2)−Rµν +∇µ∇ν
which is not in the form of the wave operator due to the presence of the last term. In the
absence of the mass term −gµνm2, this is reduced to the Maxwell or linearized Yang-Mills
operator P µν which does not admit a Green’s function. However, the presence of the mass
term makes P µνm2 a Green hyperbolic operator which does admit a Greens function. This can
be understood from the fact that gauge invariance is broken in the massive theory and hence
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the initial value problem could be well-posed. In fact, the Green’s functions of P µνm2 are known
to be [79]




where G1µν is dened in (6.8) and where Gm2 is the massive scalar Green’s function dened
in (6.4). It is straightforward to check that (6.10) satises (2.16). Also since the dierential
operator ∇µ∇ν does not increase supports, (6.10) satises the support property (2.17).
Note that the limit m2 → 0 does not exists. This is, of course, consistent with the fact that
P µνm2=0 does not admit a Green’s function.
6.1.2.2 Linearized Yang-Mills eld in linear covariant gauges
Our general strategy for obtaining the Green’s functions of P µνξ is inspired by the case of the
Proca operator. Consider the following two-parameter family of Green hyperbolic operators
parametrized with ξ and a mass m2




−Rµν − ξ − 1
ξ
∇µ∇ν .




′) = gµν δ(x, x
′),(6.12)
in terms ofGm2,1µν and the massive scalar Green’s function. We then obtain the Green’s function
for the massless case Gξµν as the limit m2 → 0 of Gm
2,ξ
µν which contrary to the Proca operator
exists. Let us begin with the following lemma.
Lemma 6.1. The Green’s functions Gm2,1µν and Gm2 of the operators P
µν
m2,1 and Pm2 satisfy the
following consistency relation





















Therefore,∇νGm2,1νβ′ (x, x′) +∇β′Gm2(x, x′) is the unique solution of the homogeneous Klein-
Gordon equation Pm2φ(x) with advanced or retarded boundary conditions. Thus, from (6.3)
with J(x) = 0, we obtain the claim. 
128
6.1. GREEN’S FUNCTIONS
Theorem 6.2. The Green’s function Gm2,ξµν of the operator P
µν


















νβ′ + (ξ − 1)∇ν∇β′G̃(6.16)















Since P µνm2,1 is normally hyperbolic, the solution of equation (6.17) with retarded or advanced




νβ′ . The relation (6.13) then











and we thus obtain the claim. Furthermore, since the dierential operator∇ν∇β′ does not
increase supports, (6.15) satises the support property (2.17). 
Now, by straightforward calculations using the relation (6.13) and equation (6.15) it follows
that the consistency condition for general ξ takes the form
∇νGm2,ξνβ′ + ξ∇β′Gξm2 = 0.(6.21)
We see that the transversality of the Green’s function in Landau gauge ξ = 0, which is
known from the at-space case, holds also in general curved spacetimes. The Green’s function
Gξµν of the massless operator P
µν
ξ can now be obtained as follows.
Corollary 6.3. The Green’s function Gξµν of the operator P
µν
ξ is given by
Gξνβ′ = G
1
νβ′ − (ξ − 1)∇ν∇β′Ĝ,(6.22)






Proof. In the limit m→ 0, we can expand Gm2 as follows.
Gm2 = G0 +m
2Ĝ+O(m4).(6.23)
Inserting this into (6.15), we obtain the claim. 
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6.1.3 Tensor eld
We now turn to the Green’s functions for a symmetric (0, 2)-tensor eld hµν (which we call
graviton) subject to the linearized Einstein equation, which is the basic quantum eld in
perturbative quantum gravity around xed backgrounds [158–160]. Since in two dimensions
the integral of the Ricci scalar is a topological invariant, we restrict to n ≥ 3 dimensions.









n− 2gµν , R =
2nΛ
n− 2 , ∇
µRµνρσ = 0,
where the last equation follows from the Bianchi identities.
Writing the full metric as gµν+κhµν with κ2 = 16πGN, and expanding the Einstein-Hilbert














where h ≡ gµνhµν ,∇µ is the covariant derivative operator with respect to the background
metric gµν and dgx is the volume form of the background metric.. To perform gauge xing,
we add to (6.26) the action













with two gauge parameters ξ and ζ , where the analogue of Feynman gauge, usually called de
Donder gauge, is given by ξ = ζ = 1. Variations of S(0) + SGF with respect to hµν leads to
the eld equation P ρσµνξ,ζ hµν = 0, with the dierential operator P
ρσµν
ξ,ζ dened in (6.1), and the
Green’s function Gξ,ζµνα′β′(x, x′) satises









P ρσµνξ,ζ is not a normally hyperbolic operator for general values of ξ and ζ .
Remark 6.4. Strictly speaking, even in the case ξ = ζ = 1 it is not normally hyperbolic since
the coecient of 2 is not the identity on symmetric rank-2 tensors. However, the trace-reversed
operator












is normally hyperbolic, and possesses unique retarded and advanced Green’s functions Ḡ1,1µνα′β′ .
From those, one obtains the Green’s functions of P µναβ1,1 by the same trace reversal, a purely
algebraic operation:






and thus their existence (and uniqueness) is also guaranteed. In the literature, it is common to
directly use the trace reversed variable h̄µν ≡ hµν − 12gµνh. However, in our case this does not
lead to a simplication, and in particular P̄ µνρσ1,1 is not the dierential operator which one would
obtain by replacing hµν by h̄µν in the action for ξ = ζ = 1.
To construct the Green’s function in the general case, we follow the same strategy as for
the vector eld. We thus rst derive a relation between the divergence of the tensor Green’s
function and the gradient of vector and scalar ones [161]. Let us introduce a mass parameter
(6.31) m2 ≡ − 4Λ
n− 2 .
Lemma 6.5. The Green’s functions G1,1µνα′β′ , G
m2,1





Pm2 satisfy the following trace identity
(6.32) gµνG1,1µνα′β′ = −
4
n− 2gα′β′Gm2 .
as well as the following consistency relation




















Since Pm2 is a normally hyperbolic operator, the solution of this equation with retarded or
advanced boundary conditions is unique and we arrive at (6.32).



















































Since Pm2/2 is a normally hyperbolic operator we conclude the identity (6.33).

Note that while certain states (i.e., Wightman functions or Feynman propagators) for elds of
negative mass might be ill-behaved, the retarded/advanced Green’s functions are completely
well-dened. For example, in de Sitter space where Λ > 0 the scalar Wightman function is
infrared-divergent for the natural Bunch-Davies vacuum state for all m2 ≤ 0 (which includes
m2 < 0), while in the retarded Green’s function the problematic infrared divergence cancels
out (see, e.g., Ref. [162]).
Theorem 6.6. The Green’s functions G1,1µνα′β′ , of the operator P
µνα′β′
1,1 is given by
Gξ,ζµνα′β′ = G
1,1





































Proof. Inspired from the at-space Green’s function3, we consider the following ansatz
G̃ξ,ζµνα′β′ ≡ Gξ,ζµνα′β′ + (ξ − 1)
(
∇µ∇α′G̃νβ′ +∇ν∇α′G̃µβ′ +∇µ∇β′G̃να′ +∇ν∇β′G̃µα′
)
− 4(1− ζ)










with unknown functions G̃νβ′ , G̃1 and G̃2. This combination satises









if G̃νβ′ , G̃1 and G̃2 full the conditions
gα′β′ (g
ρσ2− 2ζ∇ρ∇σ)PM2G̃1 + (n− 2)ζgρσ∇α′∇β′PM2G̃1









ζ (gµν∇ρ∇σ + gρσ∇µ∇ν) G̃ξ,ζµνα′β′ −
n− 2
4























(1− ζ)[1 + (n− 3)ζ]













where we have dened
(6.43) M2 ≡ − ζ
1− 2ζm
2.
3See, e.g., Refs. [163–165] and use the formula∫















in n dimensions [166] Eq. (A.40), [167] Eq. (8.715) (converted to our conventions).
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Since P ρσµν1,1 has unique retarded and advanced Green’s functions, we infer that G̃
ξ,ζ
µνα′β′ =
G1,1µνα′β′ , and can calculate the right-hand sides of these conditions using the relations (6.21),
(6.32) and (6.33). It is then easy to check that equations . (6.41) and (6.42) are fullled if










By a straightforward but lengthy calculation, we nd a solution of these latter conditions
in terms of (mass derivatives of) vector and scalar Green’s functions, and replacing those
solutions into the ansatz (6.39), we nd that the advanced/retarded Green’s function for
the graviton in a general linear covariant gauge takes the form (6.38). Moreover, since the
dierential operators∇µ∇ν and∇µ∇ν∇α′∇β′ do not increase supports, (6.38) satises the
support property (2.17). 
Lastly, we also want to give expressions for the trace and divergence of the graviton Green’s
function in the general gauge ξ, ζ 6= 1. Using the relation (6.32) for the trace of the graviton
Green’s function in the gauge ξ = ζ = 1, the divergence of the vector Green’s function (6.13)
and its mass derivative, the equations satised by the scalar Green’s function (6.4) and its











Now using also the relation (6.33) for the divergence of the graviton Green’s function in the




















The identities (6.47) and (6.48) reduce to (6.32) and (6.33) for ξ = ζ = 1.
6.1.3.1 Special gauges and vanishing cosmological constant
Let us elaborate here on the form of the graviton Green’s function (6.38), the trace iden-
tity (6.47) and the divergence identity (6.48) for special values of the gauge parameters and
for the case with a vanishing cosmological constant.
134
6.1. GREEN’S FUNCTIONS
1. ξ → 1: This limit is clearly seen to be regular for all three identities and will make
some of the terms in those expressions vanish.
2. ζ → 1: While the trace identity (6.47) is clearly regular in this limit, the regularity
of the other two identities is not apparent, since from the denition (6.43) we have
M2 → m2 for ζ → 1. However, the mass terms always appear in the combination
(6.49) 1− ζ






which remains regular as ζ → 1, and it follows that the Green’s function is given by
(6.50) Gξ,1µνα′β′ = G
1,1









while trace and divergence are
gµνGξ,1µνα′β′ = −
4





n− 2gα′β′∇µGm2 + 2(ξ − 1)∇α′∇β′∇µĜm2 .(6.52)
3. ξ → 1, ζ → 1: From the above expressions, G1,1µνα′β′ and the identities (6.32) and (6.33)
are clearly recovered in this limit.
4. ζ → 0: In this limit, M→ 0 and the trace of the Green’s function vanishes
(6.53) gµνGξ,0µνα′β′ = 0.
5. ξ → 0, ζ → ∞: In this limit, M → m2/2 and the trace term in the gauge-xing









In view of vanishing of the divergence of Green’s function, we can call this gauge
generalized Landau gauge.







(n− 2)(n− 1)gµνgα′β′GM2 ,(6.56)
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is transverse and traceless,
(6.58) ∇µGTTµνα′β′ = 0 = gµνGTTµνα′β′ ,
as can be checked using the trace (6.47) and divergence identities (6.48). This gauge is
used in AdS/CFT calculations [168].
7. Λ→ 0: At rst sight, this limit might seem divergent since both M2 and m2 vanish
in this limit. To show that the limit actually exists, we expand around zero mass







Ĝm2 = Ĝ0 + m
2 ˆ̂G0 +O(m4),(6.60)
and the analogous equations for M2, and obtain [using also the denitions of m2 (6.31)
and M2 (6.43)]
GM2 −Gm2


























































− 2(2[(n− 1)− (n− 2)ζ](1− ζ) + (n− 2)(ξ − 1)(1− 4ζ + 2ζ
2))
(n− 2)(1− 2ζ)2 ∇α′∇β′∇µĜ0.
(6.66)
In at space where in addition Rµνρσ = 0, this coincides with well-known results (see
footnote 3 on page 133).
6.2 Hadamard expansion in four dimensions
We now turn to the calculation of the Hadamard parametrices, dened in Chapter 2 Denition
2.13, in linear covariant gauges. As we have discussed in Chapter 4, the local Hadamard para-
metrices H(x, x′) are important since the short distance bahavior of any (global) Hadamard
two point function ω(x, x′) is identical to that of H(x, x′) (Theorem 4.10).
6.2.1 Scalar eld
Let x, x′ ∈ M , and consider a geodesic between x and x′, which is a curve γ : [a, b] → M
such that γ(a) = x and γ(b) = x′, which satises γ̇µ(t)∇µγ̇ν(t) = 0. This equation can be
derived as the Euler-Lagrange equation for the functional




Denition 6.7. LetU be a convex normal neighborhood of a point inM , dened in Denition





s(x, x′)2, if x, x′ are joined with a space-like geodesic,
−1
2
s(x, x′)2, if x, x′ are joined with a space-like geodesic.(6.68)











where σε(x, x′) is the signed squared geodesic distance between any x, x′ ∈ U with some ε
regularization4, and the functions U and V are smooth symmetric biscalars. They possess an
4For instance the Wightman and Feynman prescriptions are σ + iε(t− t′) and σ + iε, respectively. The
Hadamard parametrices obtained with these prescriptions will dier from the Wightman function/Feynman
propagator, by a smooth (state-dependent) part.
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as x′ → x with a smooth biscalar V (k)m2 , which for analytic spacetimes is even convergent (see,
e.g., [51, 57, 77, 169] and references therein). Requiring Hm2(x, x′) to solve the Klein-Gordon






where D is the van Vleck-Morette determinant [41, 170, 171]
D(x, x′) = − [g(x)g(x′)]−
1
2 det [∇α∇β′σ(x, x′)] ,(6.73)









with the dierential operator
Qk ≡ 2∇µσ∇µ −∇µσ∇µ lnD + k,(6.75)






It is seen that U and V are completely determined geometrically. In fact, one can give an
integral solution to the recursion relations (6.74) in the Riemannian normal coordinates. Since
Qk is a rst-order dierential operator, the solution is unique once we x one condition, for
example the value of F at x′ = x. In our case, demanding smoothness of the solution also
xes it uniquely. In those coordinates, the geodesics from x′ to x are given by































6.2. HADAMARD EXPANSION IN FOUR DIMENSIONS


















































For later use, we also need the mass derivative of Hm. In fact, U (0)m2 (6.72) is mass-independent,
and from the boundary condition (6.76) and the recursion formula (6.74) it follows that V (k)m2
is a polynomial in m2 of order k + 1. The Hadamard expansion of the mass derivative (6.5) is
then simply obtained by taking a mass derivative of equation (6.69) and the recursion relations



































for V̂ (0)m2 . For later use, we need to prove the following lemma.
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Proof. The proof is by induction on k. For k = 0, by the recursion relation (6.86) and the

































and the unique solution of this rst-order dierential equation which is smooth [] vanishes.
Assume now that k ≥ 1, and that the relation (6.88) has been shown for all k′ < k. Applying
























By induction, we may assume that V̂ (k)m2 = 1/(2k)V
(k−1)

























using the recursion equation (6.74). Again, the unique smooth solution of this rst-order
dierential equation vanishes, and the relation (6.88) is proven. 
































Pm2 ˆ̂V (k)m2 − 2V̂ (k)m2√
D
 (y, x′)λk+1 dλ,(6.95)
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Since the coecients V (k)m2 are polynomials in m2, one can also derive formulas which



















and then use the relations (6.88) and (6.97) and their generalisations to higher mass derivatives,
together with the boundary conditions (6.76), (6.87) and (6.96) and their generalisations to































































In this part, we derive the Hadamard parametrices for the operator P µνξ . Similar to the Green’s
functions, we rst consider the massive case, and then obtain the massless case.
Feynman gauge ξ = 1













where the same assertions as in the scalar case apply. In particular, the functions U and V are
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D gνβ′ , Q2V m
2,1(0)





where the bitensor of parallel transport gµβ′ is dened as the unique solution to
∇ρσ∇ρgµβ′ = 0, lim
x′→x
gµβ′ = gµβ.(6.107)
These equations can be solved in the same way as for the scalar eld.
Arbitrary linear gauge
For a general gauge, the retarded or advanced Green’s functions are given by equation (6.15)
in the massive case and equation (6.22) in the massless case, which completely determines
the U and V coecients and thus the Hadamard parametrix. Using the Hadamard expansion
of the scalar propagator (6.69) and taking into account that the rst coecient U (0)m2 is mass-

































νβ′ are obtained by inserting the expansions (6.70) into
equation (6.108), performing the derivatives and comparing manifest powers of σ. Using also















































2σ(ν∇β′)(V (k+1)ξm2 − V
(k+1)
m2 )
− (V (k+1)ξm2 − V
(k+1)








where to shorten the resulting expressions we dened
σµ···ν(x, x
′) = ∇ν · · · ∇µσ(x, x′).(6.113)
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The massless limit can be taken easily using the expansion (6.99), which we assume to

































νβ′ − (ξ − 1)
(














Remark 6.9. Naively, one might expect that the Hadamard expansion (6.108) of the vector
Green’s function in the general gauge ξ 6= 1 contains a term proportional to σ−3, arising from
two derivatives acting on the term proportional to σ−1 in the Hadamard expansion (6.69) of the
scalar Green’s function. However, since the general gauge vector Green’s function (6.15) involves
the dierence between two scalar Green’s functions with dierent masses, and the coecient
U
(0)
m2 of this term is independent of the mass (6.72), this term actually vanishes, and the most
singular term in the Hadamard expansion (6.108) is proportional to σ−2. Its coecient Um2,ξ(−1)
is again mass-independent (6.110), and thus the Hadamard expansion of the mass derivative of
the vector Green’s function (6.121) has only σ−1 as its most singular term.
Mass derivatives
For use in the graviton case, we also need the mass derivative of the vector coecients. In
















and taking a mass derivative of the boundary conditions (6.106) we have
(6.118) Ûm
2,1(0)





The last equation again admits a unique smooth solution [which can be checked using the


















CHAPTER 6. GREEN’S FUNCTIONS AND PARAMETRICES IN LINEAR COVARIANT GAUGES
In a general gauge, the mass derivative of the vector coecients is easily computed by
taking a mass derivative of the general Hadamard expansion (6.108). Since many terms are

























Using the relations (6.119) and (6.120) for the mass derivative of the Feynman gauge vector
coecients, (6.87) and (6.88) for the mass derivative of scalar coecients, and (6.99) for













































(σ · ∇)νβ′DV (k+1)ξ,m2 −
k + 1
2
σνσβ′DV (k+2)ξ,m2 (k ≥ 1),
(6.125)
where we dened



















Let us here make a remark on the singular nature of the vector Hadamard parametrices.
Naively, one might expect that the Hadamard expansion (6.108) of the vector Green’s function
in the general gauge ξ 6= 1 contains a term proportional to σ−3, arising from two derivatives
acting on the term proportional to σ−1 in the Hadamard expansion (6.69) of the scalar Green’s
function. However, since the general gauge vector Green’s function (6.15) involves the dier-
ence between two scalar Green’s functions with dierent masses, and the coecient U (0)m2 of
this term is independent of the mass (6.72), this term actually vanishes, and the most singular
term in the Hadamard expansion (6.108) is proportional to σ−2. Its coecient Um2,ξ(−1) is
again mass-independent (6.110), and thus the Hadamard expansion of the mass derivative of
the vector Green’s function (6.121) has only σ−1 as its most singular term.
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6.2.3 Tensor eld






+ V 1,1µνα′β′ lnσε
)
,
where the same assertions as in the scalar and vector case apply. In particular, the functions















ρσα′β′ = 0 outside of


























µνα′β′ = −gµρgνσP ρσκλ1,1 U
1,1(0)
κλα′β′ .(6.132)
To obtain the Hadamard expansion in the general gauge ξ, ζ 6= 1 we have to insert the
expansions (6.69), (6.84) and (6.121) for the scalar and vector Green’s function and their mass
derivatives in the general gauge Green’s function (6.38), using also the relations (6.120), (6.87),
(6.99) and (6.131) as well as the denitions of m2 (6.31) and M2 (6.43). After a straightforward






+ V ξ,ζµνα′β′ lnσε
)
,
where similar to the vector case the expansion of U ξ,ζ now contains negative powers of σ,
namely






























2(ξ − 1)σ(µgν)(α′σβ′) −
(1− ζ)
(1− 2ζ)(g · σ



















− 2(ξ − 1)σ(µV m
2,1(0)
ν)(α′ σβ′)




















(1− 2ζ)(g · σ · ∇)µνα′β′
√
































− 2(ξ − 1)σ(µV m
2,1(1)
ν)(α′ σβ′)





































gα′β′∇µ∇ν + gµν∇α′∇β′ +
(1− 3ζ)
4(1− 2ζ)m
2(g · σ · ∇)µνα′β′
+





− c(ξ, ζ)(σ · ∇3)µνα′β′
√
D + 2(σ2 ·2)µνα′β′DV ξ,ζ(2)
+ 6(σ3 · ∇)µνα′β′DV ξ,ζ(3) + 24σµσνσα′σβ′DV ξ,ζ(4)(6.140)
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− 2(k + 1)(ξ − 1)σ(µV m
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+∇µ∇ν∇α′∇β′DV ξ,ζ(k) + (k + 1)(σ · ∇3)µνα′β′DV ξ,ζ(k+1)
+ (k + 2)(k + 1)(σ2 ·2)µνα′β′DV ξ,ζ(k+2)
+ (k + 3)(k + 2)(k + 1)(σ3 · ∇)µνα′β′DV ξ,ζ(k+3)
+ (k + 4)(k + 3)(k + 2)(k + 1)σµσνσα′σβ′DV ξ,ζ(k+4),(6.141)
with the abbreviations




















(g · σ2)µνα′β′ ≡ gα′β′σµσν + gµνσα′σβ′ ,
(σ3 · ∇)µνα′β′ ≡ 2σµσνσ(α′∇β′) + 2σα′σβ′σ(µ∇ν)
+ 4σ(µσν)(α′σβ′) + σµσνσα′β′ + σµνσα′σβ′ ,
(g · σ · ∇)µνα′β′ ≡ 2gα′β′σ(µ∇ν) + 2gµνσ(α′∇β′) + gα′β′σµν + gµνσα′β′ ,
(σ2 ·2)µνα′β′ ≡ σα′σβ′∇µ∇ν + σµσν∇α′∇β′ + 2σµσ(α′∇β′)∇ν + 2σνσ(α′∇β′)∇µ
+ 2σµνσ(α′∇β′) + 2σα′β′σ(µ∇ν) + 4σ(α′σβ′)(µ∇ν) + 4σ(µσν)(α′∇β′)
+ σµνσα′β′ + 2σµ(α′σβ′)ν + 2σ(µσν)α′β′ + 2σ(α′σβ′)µν ,
(σ · ∇3)µνα′β′ ≡ 2σ(µ∇ν)∇α′∇β′ + 2σ(α′∇β′)∇µ∇ν + 2σµ(α′∇β′)∇ν + 2σν(α′∇β′)∇µ
+ σµν∇α′∇β′ + σα′β′∇µ∇ν + 2σα′β′(µ∇ν) + 2σµν(α′∇β′) + σµνα′β′ ,
c(ξ, ζ) ≡ (1− ζ)[(ξ − 1)(1− 3ζ) + 2(1− ζ)]
2(1− 2ζ)2 .(6.142)
Similarly to the vector case, the general-gauge graviton Green’s function (6.38) is less singular
than one would naively expect. Since the coecient U (0)m2 of the most singular term in the
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Hadamard expansion of the scalar Green’s function (6.69) is mass-independent, the term
proportional to σ−1 disappears both from the dierence of scalar Green’s functions and
their mass derivative in Eq. (6.38), leaving the logarithmic term ln(µ2σ) as the most singular.
Because four derivatives act on it, one would expect a term proportional to σ−4 in the
Hadamard expansion (6.133) for a general gauge. Nevertheless, the coecient of this term









Superconformal Chern-Simons Matter Theory in Curved
Space-time
Rigid supersymmetric eld theories in curved space-time have attracted attention in recent
years. In such theories, gravity is non-trivial but non-dynamical; it is considered as a rigid
background on which matter elds propagate, in contrast with supergravity in which the
dynamical gravitational eld plays the role of the gauge eld of local dieomorphisms. While
theories which preserve supersymmetry at the classical level are well studied in the literature,
the issue of realization of supersymmetry at the quantum level is less investigated.
One way to obtain the classical multiplet and invariant Lagrangian of such theories is via
taking the rigid limit of o-shell supergravity coupled to a supersymmetric eld theory in at
space [173, 174]. This way, one “freezes out” gravity and other auxiliary elds to a background
value by taking the limit where the Planck length approaches innity. In a similar fashion,
one can obtain theories with rigid superconformal symmetry as the rigid limit of the o-shell
conformal supergravity [175]. The other possibility to obtain such theories, which is followed
in the present work, is to conformally couple a supersymmetric theory in at space to a
curved space-time, which is done e.g. in [176] [72]. In both approaches, it turns out that the
rigid background supports superconformal symmetry if and only if it admits a solution to the
twistor or conformal Killing spinor equation. This equation is indeed a dierential constraint
imposed on the supersymmetry parameter ε(x) reecting the fact that supersymmetry is rigid.
The full bosonic and fermionic symmetries of such theories can be described by a conformal
symmetry superalgebra [67] as long as a nontrivial (rigid) R-symmetry is included.
In this chapter, we dene the superalgebra of the conformally coupled ABJM theory
with N = 6 conformal supersymmetry and construct the BRST operator for this theory.
As mentioned in the introduction, due to the open nature of the superalgebra, we need to
employ an extended version of the BV-BRST formalism which integrates rigid superconformal
symmetry and local gauge symmetries into a single nilpotent dierential ŝ. We then analyse
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the cohomology classes H1(ŝ|d) and H1(ŝ) at dimension three and show that they are indeed
trivial. Based on the general tools and arguments developed in Chapter 4, it then follows that
there exists a renormalization prescription in which the fullN = 6 superalgebra is preserved
at the quantum level.
The material of this chapter is based on the publication [64].
7.1 ABJM theory conformally coupled to a curved
space-time
In search for evidence in favor of the holographic conjecture, in the spacial case ofAdS4/CFT3,
a number of three dimensional superconformal gauge theories have been investigated [177–
182]. Among them, the model written by Aharony, Bergman, Jaeries, and Maldacena (ABJM)
[65] is of particular importance. It is a 2+1 dimensional,N = 6 superconformal Chern-Simons
theory with gauge group G = U(N) × U(N), which consists of two Chern-Simons the-
ories, corresponding to each U(N) factor, with opposite levels (couplings) k. It is argued
that this model corresponds to the low energy limit of N M2 branes located at the C4/Zk
orbifold. In the limit of large ’t Hooft coupling λ = N/k it becomes dual to the 11-dimensional
supergravity on AdS4 × S7/Zk.
7.1.1 Conformal symmetry superalgebra in 3 dimensions
In this section, we describe the classical conformally coupled ABJM theory. We rst introduce
the concept of conformal symmetry superlagebra which characterizes the underlying rigid
symmetry, and after briey reviewing the backgrounds supporting this symmetry, we present
the invariant Lagrangian.
The algebraic structure underlying rigid supersymmetric theories is that of a Lie superal-
gebra S . For the case of the conformally coupled theories, S is called a conformal symmetry
superalgebra formulated in [67] where a complete classication of S for dimensions 3,4,5,6 and
for both Riemannian and Lorentzian case is given. It is distinguished from other symmetry
superalgebras, see e.g. [183–186], by the inclusion of a non-trivial R-symmetry which is
needed to make all components of the graded Jacobi identity satised. Here we describe S
for the case of the 3 dimensional ABJM theory conformally coupled to a curved space-time
background. We begin by the geometrical setting.
7.1.1.1 Conformal Killing vectors
Let (M, g) be a Lorentzian 3 dimensional manifold with signature (−,+,+) which admits a
spin structure. Given the Levi-Civita connection∇ on TM (Denition 2.9), the Lie derivative
of a vector eld X ∈ Γ(TM) along another vector eld Y is dened by
(7.1) LXY = ∇XY −∇YX = bX, Y c,
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where b−,−c is the Lie bracket of vector elds on M . LX extends to tensor elds of arbitrary
rank via the Leibniz rule. The Lie derivative also denes a representation of (Γ(TM), b−,−c)
on the space of all tensor elds, since
(7.2) [LX ,LY ] = LbX,Y c.
Denition 7.1. Let (M, g) be a 3-dimensional Lorentzian manifold.
1. A conformal Killing vector eld X is a vector eld on M which satises
(7.3) LXg + 2σXg = 0,
where




2. A Killing vector eld X is a vector eld on M which satises (7.3) with σX = 0.
The linear space of all CKVs together with the Lie bracket of vector elds form the Lie
algebra Γc(TM) of conformal isometries of (M, g). Γc(TM) depends only on the conformal
class of g. For instance, for conformally at metrics it is isomorphic to Xc(R1,2) = so(2, 3).
7.1.1.2 Twistor spinors
The fermionic counterpart of a CKV is a conformal Killing spinor or a twistor spinor. In order
to introduce these objects, we rst need to x some basic notions about the spinor elds on
M .
Let C`(TM) be the Cliord bundle over M . We associate to each basis element ∂µ in
Γ(TM), relative to a local coordinate system xµ, with i = 1, 2, 3, a local section γµ ofC`(TM).
They obey
(7.5) γµγν + γνγµ = 2gµν1.
At each point x ∈M , the Cliord algebra is locally isomorphic toC`(TxM) ∼= Mat2(R)⊕
Mat2(R). A basis for C`(TxM) are







(−1)|σ|γµσ(1) . . . γµσ(k)
They obey
(7.8) γµν = εµνργρ, γµνρ = εµνρ1.
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Let P be a rank k polyvector eld on M , with k = 1, 2, 3. To each P , we associate a section
of C`(TM) by
(7.9) 6P := 1
k!
P µ1...µkγµ1...µk ,
which only depends on the spin-structure, not the chosen coordinate system.
Let SM be the spinor bundle over M which is an associated vector bundle of Spin(M)
dened by the spinor module for sections of C`(TM). A spinor eld ψ is then, dened to be
a smooth section of SM , and the space of all spinor elds on M is denoted by Γ(SM).
The action of ∇ can be extended to Γ(SM) by requiring it to be compatible with the
Cliord multiplication, in the sense that for all vector elds X, Y ∈ Γ(TM) and all spinor
elds ψ ∈ Γ(SM), it satises
(7.10) ∇X( 6Y ψ) = (∇X 6Y )ψ + 6Y (∇Xψ).
For all ψ ∈ Γ(SM), we have the identity





Given∇, a spinorial version of the Lie derivative of any ψ ∈ Γ(SM) along a vector eld
X ∈ Γ(TM), is dened by




The operator LX + wσX1 : Γ(SM)→ Γ(SM), with w ∈ R (the Weyl weight of spinor
ψ), denes a representation of the conformal isometry algebra Γc(TM) on Γ(SM). That is,
given any X, Y ∈ Γc(TM), we have
(7.13) [LX + wσX1,LY + wσY 1] = LbX,Y c + wσbX,Y c1.
Denition 7.2. Let (M, g) be a 3-dimensional Lorentzian manifold and let Γ(SM) be the
space of smooth spinor elds on M . Then
1. The Penrose operator P : Γ(SM)→ Γ(SM) is dened by




2. A twistor spinor or conformal Killing spinor ε(x) is a spinor eld on M which
satises
(7.15) Pµε(x) = 0,
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3. A Killing spinor with a Killing constant λ 6= 0 is a twistor spinor ε(x) which
satises
(7.16) 6∇ε = λε,
4. A parallel spinor is a twistor spinor ε(x) which satises
(7.17) ∇µε = 0.
We denote the linear space of all twistor spinors by Γc(SM):
(7.18) Γc(SM) = Ker P .
Similar to Γc(TM), Γc(SM) also depends only on the conformal class of g. This follows
from the fact that the twistor equation is Weyl invariant. In fact, under a Weyl transformation
of the metric gµν 7→ e2Ω(x)gµν , the Penrose operator transforms as
(7.19) Pµ 7→ eΩ/2 ◦ Pµ ◦ e−Ω/2.
Therefore, the dening equation for a twistor spinor ε (7.15) is Weyl invariant only if ε
is assigned Weyl weight wε = 1/2. Also taking w = 1/2 in (7.13) denes the Kosmann-
Schwartzbach Lie derivative




and only L̂ denes a representation of Γc(TM) on Γc(SM). In other words, compatibility of
the conformal and spin structure on M xes the Weyl weight of a twistor spinor wε = 1/2.
Let 〈−,−〉spin be a spin-invariant bilinear form on Γ(SM) which satises
X〈ψ, χ〉spin = 〈∇Xψ, χ〉spin + 〈ψ,∇Xχ〉spin, ∀X ∈ Γ(TM), ψ, χ ∈ Γ(SM).(7.21)
We denote by ψ̄ the dual of any ψ ∈ Γ(SM) with respect to 〈−,−〉spin, i.e. ψ̄χ = 〈ψ, χ〉spin,
for all χ ∈ Γ(SM). Thus χψ̄ is an endomorphism of Γ(SM) which can be written in the basis
(7.6) with coecients proportional to ψ̄γµ1,...µkχ. In three dimensions, a useful expression of
this kind, known as a Fierz identity, is the following
(7.22) χψ̄ = −1
2
(ψ̄χ1 + (ψ̄γµχ)γµ).
Furthermore, we have the following crucial identities for anti-commuting ψ, χ ∈ Γ(SM):
(7.23) ψ̄χ = χ̄ψ ψ̄γµχ = −χ̄γµψ,
We will later use commuting spinors as the supersymmetry parameters. It is worth noting
that for commuting ε1, ε2 these identities get an extra minus sign, which in particular imply
(7.24) ε̄ε = 0, εε̄ = 1
2
6ξ,
where ξµ = ε̄γµε.
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7.1.1.3 Conformal symmetry superalgebra S
Before dening the conformal symmetry superalgebra, let us state an important property of
twistor spinors, namely that they “square to” conformal Killing vectors in the following sense.
Proposition 7.3. Given any two twistor/Killing spinors ψ, χ, the bi-linear ξµ = ψ̄γµχ is a
conformal Killing/Killing vector.














where we have used the twistor equation (7.15) for χ and for ψ̄ (∇µψ̄ = 13γµ 6∇ψ̄). The proof
for Killing spinors follows similarly. 
In the following, we take the supersymmetry parameter, ε, to be a real bosonic (commuting)
twistor spinor carrying the 6 representation of so(6). Let {eI} be a basis on C6, with I =
1, 2, 3, 4, 5, 6, and let {eI} be the dual basis. Relative to this basis, ε = εIeI . We denote the
components of the so(6)-invariant nondegenerate bilinear form on C6 by εIJ , with inverse
εIJ (i.e. εIKεKJ = δIJ ).
Denition 7.4. The conformal symmetry superalgebra, for the conformally coupled ABJM
theory, is the Z2-graded vector space S(M) = B ⊕ F , where
(7.26) B = Γc(TM)⊕ so(6), FC = Γc(SM)⊗ C6,
together with the following graded Lie bracket
(7.27) [−,−]S : S(M)× S(M)→ S(M),
which for all X, Y ∈ Γc(TM), ρ, σ ∈ so(6), ε1, ε2 ∈ F is dened by
[X ⊕ ρ, Y ⊕ σ]S = bX, Y c ⊕ [ρ, σ]so(6),(7.28)
[X ⊕ ρ, ε]S = L̂Xε+ ρε · ε,(7.29)
[ε1, ε2]S = ξ12 ⊕ ρ12.(7.30)
In the right hand side of (7.28), the brackets are the Lie brackets of vector elds and the
Lie algebra so(6), respectively. In the right hand side of (7.29), (ρε · ε)I = ρIJεJ , with
ρε = ρ
I
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which as a consequence of the twistor equation (7.15) is covariantly constant
(7.32) ∇µρIJ = 0.
Also in the right hand side of 7.30, ξ12 ≡ 12(ξε1+ε2 − ξε2 − ξε1), where ξε = ξµ∂µ with
(7.33) ξµ = iε̄IγµεI ,
and ρ12 ≡ 12(ρε1+ε2 − ρε2 − ρε1).
From the general construction of [67], it follows that the graded Lie bracket [−,−]S
dened by (7.28), (7.29) and (7.30) satises the graded Jacobi identity.
7.1.2 Rigid backgrounds admitting twistor spinors
Admitting twistor spinors puts a strong restriction on the underlying background space-time.
Indeed, a complete classication of such Lorentzian manifolds is given in [187–190]. The
maximum number of linearly independent conformal Killing vectors, and twistor spinors in d
dimensions are 1
2
(d + 1)(d + 2) and 2b d2 c+1 respectively. The two bounds are saturated for
locally conformally at metrics.
In three dimensions, the twistor equation for ε(x), together with the Lichnerowicz-
Weitzenböck identity 6∇2ψ = ∇2ψ + 1
4










Here,Kµν = −Rµν + 14Rgµν is the Schouten tensor. Such 3-dimensional Lorentzian manifolds
fall into two distinct classes:
• Locally conformally at metrics.
• Certain types of pp-wave metrics1 which are not conformally at.
Let us explain these two cases in more details. In three dimensions, the Weyl tensor vanishes
identically. However, the Cotton-York tensor
(7.36) Cµνρ = ∇µKνρ −∇νKµρ
is in general non-zero, and vanishes if and only if the metric is conformally at. The pp-wave
metric in Brinkmann coordinates (u, v, x) takes the form
(7.37) g = 2dudv + h(u, x)du2 + dx2,
1PP stands for “plane-fronted gravitational waves with parallel rays”
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where h is an arbitrary smooth function of u and x. A calculation of the curvature tensors
show that, R = 0 for arbitrary h, but Rµνρσ = 0 and Rµν = 0 only if h is a linear function
of x. Also the only non-vanishing component of Cµνρ is proportional to ∂3xh. Therefore, a
pp-wave metric is conformally at only if h is a quadratic function of x. All pp-wave metrics
whose h are higher than quadratic in x, thus, belong to the second class above.
Examples of Twistor spinors in 3-dim Lorentzian manifolds
Recall from Denition 7.2 that a Killing spinor satises∇µε = λγµε. It is easy to see that for
Killing spinors 6∇ε = 3λε and 6∇2ε = 3λ6∇ε. Comparing with (7.34) we nd (R + 24λ2)ε = 0.
Therefore, for a manifold admitting a nowhere vanishing Killing spinor ε, the scalar curvature
R is constant and
(7.38) R =

< 0 λ real
= 0 λ = 0
> 0 λ imaginary.
Conversely, it turns out that if R is a non-zero constant, any twistor spinor can be written as
a linear combination of Killing spinors. Let us consider some examples.
1. Minkowski.R1,2 The general solution to the twistor equation is
(7.39) ε = αε0 + β 6xε0,
with ε0 begin a constant spinor with 4 linearly independent components, and α, β
arbitrary constants. There are also 10 linearly independent conformal Killing vectors
which form the algebra so(3, 2). The ABJM superalgebra is SR1,2 ∼= osp(6|2)
2. de Sitter. and anti-de Sitter Since dS3 and AdS3 are locally isometric to R1,2 up to
a Weyl rescaling with conformal factors Ωds and ΩAdS respectively, locally we have
εdS/AdS = Ω
1/2
dS/AdS(αε0 + β 6xε0).
3. pp-waves with arbitrary h. Any twistor spinor is parallel and for the non-conformally
at class, the maximum number of independent components are 2. The only conformal
Killing vector is ξ = ∂ν which is null.
4. Plane waves. These are a subclass of pp-waves with h(x, u) = x2, which are con-
formally at in 3d. Via the “Penrose limit” [191], they describe the geometry of any
Lorentzian space-time near a null geodesics.
7.1.3 Supersymmetry transformations and the supersymmetric
Lagrangian
Besides rigid conformal supersymmetry, the ABJM theory enjoys a local gauge symmetry
with gauge group G = U(N) × U(N), with Lie algebra g = u(N) ⊕ u(N). To obtain an
invariant Lagrangian under S ⊕ G, where G = C∞(M, g), we rst need to dene the action
of S ⊕ G on the elds.
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7.1.3.1 Field content
The basic elds are (A, Â,X,Ψ) as explained in the following.2
• Gauge elds: Here we split the gauge connection according to (2.23). However, we take
the background connection to be trivial , i.e., with F̄ = 0, and we take the background
covariant derivative to coincide with the Levi-Civita connection ∇. We denote the
dynamical gauge elds by a pair (A, Â) = (Aµdxµ, Âµdxµ) ∈ Γ(gP ⊗ Ω1(M)), where
gP is the adjoint bundle of a principal bre bundle P and g = u(N) ⊕ u(N), see
Denition 2.15.
• Matter elds: (XA,ΨA), withA = 1, 2, 3, 4, are a complex scalar and a Dirac spinor eld
respectively. They both carry the 4 representation under su(4) ∼= so(6) R-symmetry.
XA and ΨA also transform in the bi-fundamental representation (N̄,N) of u(N), while
XA and ΨA transform in the anti-bi-fundamental representation (N, N̄).
Since matter elds XA,ΨA and supersymmetry parameters εI (dened above denition
7.4) carry dierent representations of the R-symmetry, we will later need intertwiners between
6 and 4 representations. These are six, 4×4 anti-symmetric matrices ΓIAB = −ΓIBA satisfying
(7.40) ΓI Γ̃J + ΓJ Γ̃I = 2δIJ1,
where
(7.41) Γ̃IAB = 1
2
εABCDΓICD,
with εABCD being the so(6)-invariant totally anti-symmetric tensor in the 4 representation.
We also denote
(7.42) (ΓIJ)CA ≡ εJKΓ[IABΓ̃K]BC ,
which satises the following identity





7.1.3.2 Action of S on elds
For the bosonic part B ⊂ S , the action of a conformal Killing vector X on the space of eld
congurations is given by
(7.44) δXΦ = LXΦ + wΦσXΦ,
where wΦ is the Weyl weight of the eld Φ given in Table 7.1. From (7.2) it follows that
2We closely follow the notation of [192].
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Fields (Aµ, Âµ) XA ΨA
Dimension 1 1/2 1
Weyl weight 0 -1/2 -1
Spin 1 1 1/2
Table 7.1: Basic elds and their data.
(7.45) [δX , δY ] = LbX,Y c + wΦσbX,Y c = δbX,Y c.
In addition, the so(6) R-symmetry acts by
δρAµ = 0 = δρÂµ, δρXA = ρBAXB, δρΨA = ρBAΨB,(7.46)
where ρBA = (ΓIJ)BAρJ I , and δρ satises
(7.47) [δρ, δσ] = δ[ρ,σ]so(6) .
Since elements of so(6) are covariantly constant on M , see equation (7.32), δX⊕ρ dened
via (7.44) and (7.46) denes a representation of B ⊂ S on the space of elds because of the
relation
(7.48) [δX + δρ, δY + δσ] = δbX,Y c + δ[ρ,σ]so(6) .
The action of the Fermionic part F ⊂ S denes the superconformal transformations with





AXB − Γ̃IABXBΨ̄AγµεI ,(7.49)
δεÂµ = Γ
I
ABXB ε̄IγµΨA − Γ̃IABΨ̄AγµεIXB,(7.50)
δεXA = iΓIAB ε̄IΨB,(7.51)
δεΨA = Γ
I




where εI is a twistor spinor satisfying (7.15). The above transformations are the conformally
coupled version of the superconformal transformations of the ABJM theory in at spacetime
[192].
Contrary to the bosonic part of S , the transformations δε dene a representation ofF ⊂ S
on elds only up to a eld-dependent gauge transformation and equations of motion. To see
this, we calculate the commutator of two supersymmetry transformations which turns out to
be of the form 3
(7.53) δ2ε = δξ(ε) + δρ(ε) + δ(Λ(φ),Λ̂(φ)) + δe.o.m.
3For our commuting supersymmetry parameters ε1, ε2, the (anti-) commutator [δε1 , δε2 ] = δε1δε2 + δε2δε1
is related to δ2ε via polarization, i.e. [δε1 , δε2 ] = δ2ε1+ε2 − δ2ε1 − δ2ε2 .
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where δξ(ε) = Lξ + wΦσξ with ξµ dened in (7.33), and ρIJ is the so(6) R-symmetry param-
eter dened in (7.31), and δρ is dened above. The eld-dependent gauge transformation
parameters (Λ, Λ̂) are
Λ(φ) = (ξµAµ)− (ε̄I(ΓIJ)CDεJXDXC)(7.54)
Λ̂(φ) = (ξµÂµ)− (ε̄I(ΓIJ)CDεJXCXD),(7.55)
and δ(Λ,Λ̂) is dened in equation (7.63) below. The equations of motion only occur for the





δe.o.m.ΨA = 6ξEA + (ΓIJ)BA ε̄IεJEB,(7.58)
where
Jµ = iXADµXA − i(DµXA)XA − Ψ̄AγµΨA,(7.59)
Ĵµ = iXADµXA − i(DµXA)XA − Ψ̄AγµΨA,(7.60)
EA = 6DΨA − 2εABCDXBΨCXD − XBXBΨA + ΨAXBXB(7.61)
− 2ΨBXAXB + 2XBXAΨB.(7.62)
Remark 7.5. In the particular case of the Minkowski spacetime R1,2, the solution to the twistor
spinor equation (7.39) is a linear combination of a constant spinor εI0, and 6xεI0 ≡ ηI . In this case,
the above transformations for εI = εI0 reduce to the ABJM supersymmetry transformations on
R1,2, while with εI = ηI , they reduce to the superconformal transformations both derived in
[192].
7.1.3.3 Action of G on elds
Under a local gauge transformation with parameters (Λ, Λ̂) ∈ Γ(gP ⊗ C∞(M)), the elds
transform as
δΛAµ = DµΛ = ∇µΛ + i[Aµ,Λ]g,(7.63)
δΛ̂Âµ = DµΛ̂ = ∇µΛ̂ + i[Âµ, Λ̂]g,(7.64)
δ(Λ,Λ̂)XA = −iΛXA + iXAΛ̂,(7.65)
δ(Λ,Λ̂)Ψ
A = −iΛΨA + iΨAΛ̂.(7.66)
The gauge covariant derivatives act on elds by
DµXA = ∇µXA + i(AµXA − XAÂµ),(7.67)
DµXA = ∇µXA + i(ÂµXA − XAAµ).(7.68)
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The gauge transformations satisfy
[δΛ, δΛ′ ] = δ[Λ,Λ′]g .(7.69)
Furthermore, the commutator of the action of S and G satises
[δΛ, δX ] = δLXΛ, [δΛ, δρ] = [δΛ, δε] = 0.(7.70)
7.1.3.4 Supersymmetric Lagrangian
The invariant Lagrangian, LN=6 = LN=6dx, under the action of S ⊕ G is the conformally





LCS + Lkin + Lint
)
,





























(Ψ̄2AX2A + Ψ̄2AX2A) +
1
12
(X3IA X3AI + X3AI X3IA )
)
,(7.74)
where R is the scalar curvature of (M, g), and
Ψ̄2AX2A ≡ −εABCD(Ψ̄AXBΨCXD) + (Ψ̄AΨAXBXB)− 2(Ψ̄AΨBXAXB),(7.75)
Ψ̄2AX2A ≡ εABCD(Ψ̄AXBΨCXD))− (Ψ̄AΨAXBXB) + 2(Ψ̄AΨBXAXB),(7.76)
X3IA ≡ Γ̃IAB(XCXCXB − XBXCXC)− 2Γ̃IBCXBXAXC ,(7.77)
X3IA ≡ ΓIAB(XCXCXB − XBXCXC)− 2ΓIBCXBXAXC .(7.78)
The Lagrangian LN=6 is manifestly so(6) invariant, and its integral over M is gauge, Weyl
and supersymmetry invariant.
7.2 Gauge xing and BRST symmetry
In many supersymmetric gauge theories, rigid supersymmetry and local gauge symmetry are
intertwined. In our case, this can be seen from 7.53, where supersymmetry transformations
not only close onto local gauge transformations, but also onto a term proportional to the
equations of motion of elds. For such “open algebras”, one needs to make use of an extended
version of the BV-BRST formalism [68], [69], [70], [71], which has been adopted to curved
space-time in [72].
In more details, one introduces besides the dynamical ghost for the local gauge symmetry,
a set of rigid ghosts for conformal, R, and supersymmetry as well. Moreover, to every eld
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and ghost Φ of the theory, one associates an anti-eld Φ‡. The extended BRST dierential
ŝ then acts on (Φ,Φ‡) roughly as follows. ŝΦ is the sum of all (local and rigid) symmetry
transformations of Φ with each symmetry parameter replaced with its corresponding ghost
plus certain terms needed to incorporate the open nature of supersymmetry algebra . ŝΦ‡ is
the equation of motion of Φ coming from an action Ŝ. Of course, Ŝ and the precise form of ŝ
has to be made in such a way to satisfy ŝ2 = 0 and ŝŜ = 0.
7.2.1 Finite dimensional case
We begin by briey sketching the construction of ŝ for the nite dimensional case which is
worked out in [72]. Let C be the nite-dimensional supermanifold of (o-shell) eld cong-
urations. Here, we use the de Witt-Rogers notion of a supermanifold see e.g. [193]. In this
approach, C is modelled on Rn|m with n bosonic and m fermionic dimensions. Φi ≡ (φµ, θα)
are even and odd coordinates on Rn|m, and the set of smooth functions on Rn|m are denoted
GH∞(Rn|m).
Let (G, [−,−]G) be an ordinary Lie algebra and (S, [−,−]S) a Lie superalgebra. Let π :
S → End(G) be a linear map, and let
(7.79) Rπ(X, Y ) := [π(X), π(Y )]− π([X, Y ]S), X, Y ∈ S,
where all brackets are graded. Note that the “curvature” Rπ(X, Y ) 6= 0, indicating that π is
not a representation of a Lie superalgebra S on G. We would like to model the open algebra
of supersymmetry transformation (7.53) in this nite dimensional situation as follows. For
any X ∈ S ⊕ G the symmetry transformations δX : C∞(C)→ C∞(C) are dened to satisfy
[δX , δY ] = δπ(X)Y , if X ∈ S, Y ∈ G,(7.80)
[δX , δY ] = δ[X,Y ]S + δΛ(X,Y ) − idS̃EX,Y , if X, Y ∈ S,(7.81)
[δX , δY ] = δ[X,Y ]G , if X, Y ∈ G.(7.82)
In this expression, Λ is a bi-linear skew-symmetric map
(7.83) Λ : S × S → GH∞(C,G),
which corresponds to a eld-dependent gauge transformation (δ(Λ(φ),Λ̂(φ)) in (7.53) in the
innite-dimensional case), and E is a bi-linear map
(7.84) E : S × S → Γ(TC ∧ TC)
which corresponds to the eld equations (δe.o.m. in (7.53) in the innite-dimensional case) as
we now explain. S̃(φ) is an action functional which is invariant under the symmetries, i.e.
δX S̃ = 0 for all X ∈ S ⊕ G. i is the operator of internal multiplication of a vector with the
rst index of a tensor, i.e. idS̃EX,Y = Eij(φ)∂iS̃(φ)∧ ∂j . Thus, the last term in (7.81) vanishes
on-shell, i.e., on C0 = {φ ∈ C|∂jS̃(φ) = 0}. Both Λ and E are graded symmetric, that is
symmetric if both entries are in F , and anti-symmetric if both are in B. E,Λ and R satisfy a
set of consistency relations which are best expressed in the language of polyvectors and the
Schouten-Nijenhuis bracket explained in the following.
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Denition 7.6. Let Polyk(C) be the space of rank k poly-vectors v, i.e. v = vi1...ik(φ)∂i1 ∧
· · · ∧ ∂ik . 4 The Schouten-Nijenhuis bracket (anti-bracket)
(7.85) (−,−) : Polyk(C)× Polyl(C)→ Polyk+l−1(C),
is dened by
(7.86) (v, w)i1...ik+l−1 = kvj[i1...ik−1∂jwik...ik+l−1] + l(−1)klwj[i1...il−1∂jvik...ik+l−1],
for all v ∈ Polyk(C), and w ∈ Polyl(C) which satises a graded Jacobi identity (similar to
(3.22)).
Note that although the Schouten-Nijenhuis bracket can be dened in a coordinate inde-
pendent manner, here we prefer to dene it in terms of local coordinates on C in order to
be able to write the BRST transformations of elds and anti-elds below in a way which is
needed for the next section.
The BRST operator s is dened to be the graded derivation










⊗ S(G ⊕ S),
where S(G⊕S) = ⊕nn (G⊕S) is the symmetric algebra over G⊕S , i.e. the space of totally
symmetric tensors over G ⊕ S with arbitrary rank. Although one can write a coordinate
independent expression for s acting on elements of Vn (see [72], equation (70)), here we write
it in local coordinates introduced as follows.
Let {Φi} be a local coordinate on C (i = 1, . . . , dim C), and let {Xa} be a basis for G
(a = 1, . . . , dim G), and {XI} a basis for S , (α = 1, . . . , dim S). Then, we have the following
terminology
• φi “elds”,
• ca ∈ G∗ “ghosts” of X ∈ G : dual basis of {Xa},
• ξα ∈ S∗ “rigid ghosts” of X ∈ S : dual basis of {Xα} ,
• φ‡i ≡ ∂∂φi “anti-elds” : local coordinate vector elds on C,
• c‡a “anti-elds of ghosts”: generators of S(G ⊕ 1) relative to the basis {Xa},
• ξ‡α “anti-elds of rigid ghosts”: generators of S(1⊕ S) relative to the basis {Xα}.
4Indices for the odd coordinates on C are symmetric.
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We denote Φ ≡ (φi, ca, ξα) and Φ‡ ≡ (Φ‡i , c‡a, ξ‡α) and call them collectively “elds” and “anti-
elds”, respectively. Among them, the following are Grassmann odd variables: the fermionic
coordinates on C, the ghosts ca, part of the ghosts ξα associated with the bosonic part B of S ,
and the anti-elds Φ‡i of the bosonic coordinates on C. Let us also denote δXa = V ia (φ)∂i and
δXα = V
i
α(φ)∂i, and denote by πaαb the components of the map π : S → End(G). Then, the
action of ŝ on all elds and anti-elds is given by
sφi = V ia (φ)c


















































The original action functional S̃(Φ) is no longer invariant under s. However, by adding certain
terms to S̃, one obtains an invariant action S.
Theorem 7.7. Let us dene the extended action by






where Ssc = −(sφi · φ‡i + sca · c‡a + sξα · ξ‡α). Then, we have
1. s = (S,−),
2. (S, S) = 0,
which in particular implies sS = 0, s2 = 0.
Proof. The proof is a straightforward extension of the proof of Lemma 5 in [72], where the
anti-elds of rigid ghosts ξ‡α were not considered, to our case where such ghosts are present.
The proof of the rst statement follows from using the denition of (−,−) and taking into
account its graded symmetry and the Grassmann parity of all elds. To proof the second
statement, we need to use the consistency conditions, stated above, as well as the Jacobi
identity for G ⊕ S and the graded Jacobi identity for (−,−). 
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Following our discussion in Section 3.2. to perform the gauge-xing, we need a “gauge-
xing fermion” Ψ ∈ V−1, whose specic form depends on the theory under consideration. To
construct such a term, we need to add to our setting the (Ba, c̄a)-system. s acts on them by







Here, RIJba = ρcIbρaJc ± ρcJbρaIc − fKIJπaKb are the components of Rρ dened in 7.79. The +
sign is chosen when the ghosts ξI , ξJ are Grassmann even.
7.2.2 N = 6 superconformal Chern-Simons matter eld theory
We now turn to the eld theory case described in Section 7.1.3. In this case, the action of
the conformal symmetry superalgebra S (Denition 7.4) on eld congurations is given in





described in Section 7.1.3.2,
• Ghost: the pair (c, ĉ) ∈ Γ(gP ⊗ C∞(M)) with ghost number 1, which are dynamical
ghosts for the local gauge symmetry parameters.
• Rigid ghosts: the triplet (Xµ, αIJ , εI) with ghost number 1 associated to the conformal,











corresponding to the dynamical elds,
• Anti-elds of ghosts : (c‡, ĉ‡) corresponding to the dynamical ghosts,
• Anti-elds of rigid ghosts: (X‡µ, α‡IJ , ε
‡I) corresponding to the rigid ghosts.
• The (B, B̂) and (c̄, ¯̂c) system which are two pairs of (u(N)⊕ u(N))-valued dynamical
scalar elds needed for the gauge xing term (see below).
We collectively call the rst three items elds and denote them by Φ, and the rest anti-
elds denoted by Φ‡. By denition, each Φ‡ has the opposite Grassmann parity of the Φ,
and if (∆Φ, gΦ, wΦ) are dimension, ghost number and Weyl weights of Φ respectively,
then Φ‡ has
(7.96) (∆Φ‡ , gΦ‡ , wΦ‡) = (3−∆Φ,−1− gΦ,−3− wΦ).
We summarize the data for all ghosts in Table 7.2.
The innite dimensional analogues of the relations (7.80), (7.81) and (7.82) in the eld
theory case are (7.70), (7.53) and (7.69). This implies:
• The analogue of the components πα of the map π : S → End(G) are given by
πX = LX , πρ = πε = 0, ∀(X, ρ) ∈ B, ε ∈ F .(7.97)
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Ghosts (c, ĉ) αIJ εI Xµ (c̄, ¯̂c) (B, B̂)
Dimension 0 0 −1/2 1 1 1
Ghost number 1 1 1 1 −1 0
Grassmann parity 1 1 0 1 1 0
Weyl weight 0 0 1/2 0 −1 −1
Dynamical Yes No No No Yes Yes
Table 7.2: Data for ghosts and gauge-xing elds.
• The analogue of Λαβ are given by the pair (Λε,ε, Λ̂ε,ε) dened by equations (7.54) and
(7.55). Other components are given by polarization Λε,ε′ = 12(Λε+ε′,ε+ε′ − Λε,ε − Λε,ε′)
or vanish identically.






6ξΨ̄‡A + (ΓIJ)BA ε̄IεJΨ̄‡B
)
.(7.99)
Other components are given by polarizationEε,ε′ = 12(Eε+ε′,ε+ε′−Eε,ε−Eε,ε′) or vanish
identically.
From the general form of the transformations (7.89)-(7.89), we can now write the nilpotent
operator s, with s2 = 0, which increases the ghost number by +1, and acts on all elds Φ by
sAµ = Dµc+ LXAµ + ΓIAB ε̄IγµΨAXB − Γ̃IABXBΨ̄AγµεI + εµνρξνA‡ρ,(7.100)
sÂµ = Dµĉ+ LXÂµ + ΓIABXB ε̄IγµΨA − Γ̃IABΨ̄AγµεIXB + εµνρξνÂ‡ρ,(7.101)
sXA = −icXA + iXAĉ+ (ΓIJ)BAαJ IXB + (LX−
1
2
σX)XA + iΓIAB ε̄IΨB,(7.102)




+ ΓIAB 6DXBεI + ΓIAB(XCXCXB − XBXCXC)εI − 2ΓIBCXBXAXCεI





























sc̄ = (LX − σX)c̄+B,(7.109)
s¯̂c = (LX − σX)¯̂c+ B̂,(7.110)
sB = (LX − σX)B + (Lξ − σξ)c̄,(7.111)
sB̂ = (LX − σX)B̂ + (Lξ − σξ)¯̂c.(7.112)
We now dene the following action functional Sext













is the source term, which couples all BRST transformed elds ŝΦi to their corresponding clas-








ΨA‡ 6ξΨ̄‡A + (ΓIJ)BA ε̄IεJΨ‡AΨ̄‡B + εµνρA‡µξνA‡ρ + εµνρÂ‡µξνÂ‡ρ
)
dx.
To perform gauge-xing, we choose the following gauge-xing fermion














which implements the Feynman gauge. Following our general discussion in Section 3.2, the
gauge-xed action of the enlarged theory (3.30) is given by






This Ŝ leads to the gauge-xed dierential ŝ (3.32), which is given by
(7.118) ŝ := e(−,Ψ) ◦ s ◦ e−(−,Ψ) = (Ŝ,−),
and is invariant under ŝ:
(7.119) ŝŜ = (Ŝ, Ŝ) = 0.
The action of ŝ on all elds coincides with that of s (7.100), except for Aµ, Âµ which is given
by
ŝAµ = sAµ + εµνρξ
ν∇ρc̄, ŝÂµ = sÂµ + εµνρξν∇ρˆ̄c,(7.120)
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and on anti-elds is given by
(7.121) ŝΦ‡ = (Ŝ,Φ‡) = (−1)ε δŜ
δΦ
,
where ε is the Grassmann parity of Φ. Here, we explicitly give the ŝ-transformations of those
anti-elds which are needed in the following sections:
sAµ‡ = ξν(F












(X3AX2A)− Γ̃IBAΨ̄BγµεI(Aµ‡ + Âµ‡)

















sΨ‡A = 6DΨ̄A − 2εABCDXBΨ̄CXD − XBXBΨ̄A + Ψ̄AXBXB − 2Ψ̄BXAXB
(7.123)
+ 2XBXAΨ̄B − icΨ‡A + iΨ‡Aĉ+ (ΓIJ)ABαJ IΨ‡B + (LX−2σX)Ψ‡A
+ ΓIAB ε̄
IγµXB(A‡µ + Â‡µ) + iΓIBAε̄IX‡B,
(7.124)
sc‡ = −Dµ∇µc̄+ i[Aµ, A‡µ] + i[Âµ, Â‡µ]− iXAX‡A − iΨAΨ‡A





AXBX‡A + (ΓIJ)BAΨBΨA‡ − αIKα‡KJ + εI‡εJ ,(7.126)
sε‡I = Γ̃IABXBΨ̄A 6∇c̄− iεµνρε̄IγνA‡ρ∇µc̄− Γ̃IABXBΨ̄Aγµ(A‡µ + Â‡µ)
+ iεµνρε̄




















sB‡ = −∇µAµ +B + σX c̄+ (LX − 2σX)B‡ + c‡,(7.128)
where ξµ = iε̄IγµεI , and
(7.129) (Ψ2X)A ≡ ∂
∂XA
(Ψ̄2BX2B + Ψ̄2BX2B), (X3BX2B) ≡
∂
∂XB
(X3IB X3BI + X3BI X3IB )
is dened via equations (7.75) - (7.78).
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Remark 7.8. 1. The action of ŝ on elds diers from the usual BRST transformations in Yang
Mills theory (Equations (3.14) - (3.17)), by the addition of certain terms. Indeed, ŝ on all elds
and ghosts is in essence the sum of all local and rigid symmetries, δ(Λ,Λ̂) +δX +δρ+δε, with
symmetry parameters (Λ, Λ̂, X, ρ, ε) replaced by their corresponding ghosts (c, ĉ, X, α, ε),
plus additional terms needed to obtain ŝ2 = 0. More precisely, such additional terms arise
from the fact that in squaring ŝ, one encounters δ2ε = δξ(ε) + δρ(ε) + δ(Λ(φ),Λ̂(φ)) + δe.o.m.
(see equation 7.53). Thus, to construct a nilpotent ŝ,




A are needed for the BRST action on gauge
and fermionic eld, since ŝ on them produce their equations of motion,
• (Λ(φ), Λ̂(φ)) has to be included in (ŝc, ŝĉ),
• ρε has to be included in ŝα, and
• ξε has to be included in ŝX .
2. Compared with (3.18), the extended action (7.113) includes an extra term Saf which is




A in order that (Ŝ,−) generates the terms linear in anti-elds in
(7.100), (7.101), (7.103). Such a term is characteristic for supersymmetric gauge theories
where the algebra of transformations only closes on-shell.
3. By contrast to the usual gauge-xing of the Yang-Mills theory, our gauge-xed action Ŝ
has an additional term 1
2
(ŝΨ,Ψ). This term appears due to the presence of the quadratic







7.2.2.1 BRST Noether current
The identity (7.119) expresses the invariance of S under all rigid and local symmetries, i.e.
sS = 0. In fact, the Noether current of s is given by
(7.130) Jµ = Jgaugeµ + JSUSYµ + JRµ + J confµ + J anti-eldsµ ,

















DµXAρBAXB +DµXAρABXB + i(Ψ̄AγµρABΨB + Ψ̄AγµρBAΨB)
)
,(7.133)
J confµ = X
νTµν ,(7.134)
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(LX − σX)ˆ̄c+ B̂
)
ŝÂµ



































where in the last line, Φdyn = (Aµ, Âµ,XA,ΨA, c, ĉ, c̄, ¯̂c, B, B̂) are the dynamical elds and











+ iΨ̄Aγµ∇νΨA − igµνΨ̄A 6∇ΨA
)
,
This classical current is conserved on-shell, i.e. when the equations of motion are satised.
7.2.3 Calculation of BRST cohomology
In this part, we present the cohomology analysis of the nilpotent BV-BRST dierential ŝ
dened in the previous section. We calculate a particular cohomology ring which contains
the possible anomalies of the classical symmetry at quantum level, and show that this ring is
indeed trivial.
We now state a theorem [95] which plays an important role in calculation of the BRST
cohomology. To state it, we rst need the following denition.
Denition 7.9. (1) Two basic elds Φ1 and Φ2 are said to form a BRST doublet or a
contractible pair, denoted by (Φ1,Φ2)db, if ŝΦ1 = Φ2, (and hence ŝΦ2 = 0).
(2) A ltration is an operator N : P(M)→ P(M) with non-negative eigenvalues, such





s = s(0) + s(1) + . . . ,(7.137)
where NO(n) := nO(n).
Theorem 7.10 ([95]). (1) The cohomology classes in Hpq (ŝ|d,M) all have representatives
that are independent of the pair of elds (Φ1,Φ2)db forming a BRST doublet.
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(2) Let N be a ltration which commutes with the exterior derivative d. Then,
1. ŝ2(0) = 0,
2. Hpq (ŝ|d,M) is isomorphic to a subgroup of Hpq (ŝ(0)|d,M).
In practice, one can choose a specic ltration such that the cohomology of ŝ(0) with
respect to the chosen ltration becomes relatively simple to calculate. We will now state the
main theorem of this section.
Theorem 7.11. The cohomology ring H31 (ŝ|d,M) at mass dimension 3 is trivial.
Proof. The proof rests on choosing a ltration which decomposes the BRST dierential, ŝ,
into ŝ(0) + ŝ(1) + . . . . With respect to ŝ(0), part of the elds and their derivatives form doublets
and hence do not belong to H31 (ŝ(0)|d,M). We then calculate this cohomology class in two
steps:
(1) We write the most general candidate for the anomaly a(x) as a linear combination of
all possible local-covariant functionals with form degree and dimension 3, and ghost
number 1, made out of the remaining elds (which do not form doublets),
(2) By applying ŝ(0), we show that all the coecients of this linear combination have to
vanish, in order for a(x) to satisfy ŝ(0)a = dθ, for some θ of form degree and ghost
number 2.
Then, by Theorem 7.10, it follows that H31 (ŝ|d,M) ⊂ H31 (ŝ(0)|d,M), is trivial.













which counts the number of elds and anti-elds (Φ,Φ‡) with weights (nΦ, nΦ‡) which are
given in the table 7.3. We also assign the derivatives of the elds and anti-elds the same
weights, i.e.,
ndΦ = n∇µΦ = nΦ, ndΦ‡ = n∇µΦ‡ = nΦ‡ .(7.139)
Consequently, the ltration (7.138) satises
(7.140) [N , d] = 0 = [N ,∇µ].
Accordingly, the BRST dierential decomposes into ŝ = ŝ(0) + ŝ(1) + . . . . The zeroth order
part satises ŝ20 = 0 and
(7.141) ŝ(0)∇µ −∇µŝ(0) = 0 = ŝ(0) ◦ d + d ◦ ŝ(0).
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Φ (Aµ, Âµ) XA ΨA (c, ĉ) Xµ αIJ εI (c̄, ¯̂c) (B, B̂)








‡, ĉ‡) X‡µ α
‡I
J ε
‡I (c‡, ĉ‡) (B‡, B̂‡)
nΦ‡ 3 1 2 2 1 3 2 2 2
Table 7.3: Fields, anti-elds and their weights.
The elds and anti-elds with non-vanishing ŝ(0) transformations are
(ŝ(0)Aµ, ŝ(0)Âµ) = (∇µc,∇µĉ),





























We observe that the following elds form ŝ(0)-doublets,
(Aµ,∇µc)db, (Âµ,∇µĉ)db, (c̄, B)db, (¯̂c, B̂)db, (Ψ‡A, 6∇Ψ̄A)db,
(A‡µ, εµνρ∇νAρ)db, (Â‡µ, εµνρ∇νÂρ)db, (c‡,2c̄)db, (ĉ‡,2¯̂c)db, (B‡, B)db, (B̂‡, B̂)db.
Also, since both N and ŝ(0) commute with ∇µ and d, all derivatives of each doublet form
again new doublets, e.g. (∇νAµ,∇ν∇µc)db. Hence, by proposition 7.10, such elds do not
belong to the ŝ(0)-cohomology.
Let us denote the Hodge dual of a by A which is a scalar. To have ghost number +1, A
has to either:
(i) be linear in ghosts (c, ĉ), ε,X, α with ghost number +1, which we denote by A(c, ĉ),
A(ε), A(X), A(α) respectively, or
(ii) depend on X‡A, ε‡, α‡, X‡ with negative ghost numbers, and enough number of other
ghosts to make a combination with ghost number +1. We denote them by A(X‡), A(ε‡),
A(α‡), A(X‡), respectively.
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The most general manifestly gauge and so(6)-invariant form that these terms can take at
mass dimension 3 are
A(c) = Tr
(
cXA(a1XAXBXBXC + a2XBXCXAXB + a3XBXBXAXC)XC




ĉXA(â1XAXBXBXC + â2XBXCXAXB + â3XBXBXAXC)XC











A(ε) = Γ̃IEF ε̄ITr
(

































































XA(k1XAXBXBXC + k2XBXCXAXB + k3XBXBXAXC)XC




XA(k̂1XAXBXBXC + k̂2XBXCXAXB + k̂3XBXBXAXC)XC
+ Ψ̄A(k̂4XBΨCXDεABCD + k̂5ΨAXBXB + k̂6ΨBXAXB)
)
,










+ e2Tr(XAX‡A)αIJαJ I + ê2Tr(XAX‡A)αIJαJ I ,






























































J 6∇ε̄JεIc+ ĝ4α‡IJ 6∇ε̄JεI ĉ,
A(X‡) = h1Xµ‡XµTr c2 + ĥ1Xµ‡XµTr ĉ2 + h2Xµ‡XµαIJαJ I + h3Xµ‡Xµε̄IεI ,
where ai, âi, bi, b̂i, ki, k̂i, di, d̂i, ei, êi, fi, f̂i, gi, ĝi, hi, ĥi are constants, and R is the scalar cur-
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vature of the background spacetime. We now apply ŝ(0) on
A = A(c, ĉ) +A(ε) +A(X) +A(α) +A(X‡) +A(ε‡) +A(α‡) +A(X‡),(7.143)
and show that ŝ(0)A = ∇µBµ only if all the coecients vanish. For simplicity, we set the
coecients âi = b̂i = k̂i = d̂i = êi = f̂i = ĝi = ĥi = 0, and the ghost ĉ = 0. We obtain
ŝ(0)A(c, ĉ) = Tr
(
c(iΓIAD ε̄
IΨD)(a1XAXBXBXC + a2XBXCXAXB + a3XBXBXAXC)XC
+ a1cXA
(
(iΓIAD ε̄IΨD)XBXBXC + XA(iΓIBD ε̄IΨD)XBXC





(iΓIBD ε̄IΨD)XCXAXB + XB(iΓICD ε̄IΨD)XAXB





(iΓIBD ε̄IΨD)XBXAXC + XB(iΓIBD ε̄IΨD)XAXC
+ XBXB(iΓIAD ε̄IΨD)XC + XBXBXA(iΓICD ε̄IΨD)
)
XC
+ cXA(a1XAXBXBXC + a2XBXCXAXB + a3XBXBXAXC)(iΓICD ε̄IΨD)
+ Ψ̄A(a4((iΓ
IBE ε̄IΨE)Ψ













IΨD)XA + XA(iΓIAD ε̄IΨD)
)
.




((iΓIFD ε̄IΨD)XA + XF (iΓIAD ε̄IΨD))(b1XAXB + b2XBXA)XB
))
+ (XFXA)(b1((iΓIAE ε̄IΨE)XB + XA(iΓIBE ε̄IΨE)))XB
+ (XFXA)(b2((iΓIBE ε̄IΨE)XA + XB(iΓIAE ε̄IΨE)))XB
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ŝ(0)A(X) = σξTr
(
XA(k1XAXBXBXC + k2XBXCXAXB + k3XBXBXAXC)XC





IΨD)(k1XAXBXBXC + k2XBXCXAXB + k3XBXBXAXC)XC
+ k1XA
(
(iΓIAD ε̄IΨD)XBXBXC + XA(iΓIBD ε̄IΨD)XBXC





(iΓIBD ε̄IΨD)XCXAXB + XB(iΓICD ε̄IΨD)XAXB





(iΓIBD ε̄IΨD)XBXAXC + XB(iΓIBD ε̄IΨD)XAXC
+ XBXB(iΓIAD ε̄IΨD)XC + XBXBXA(iΓICD ε̄IΨD)
)
XC
+ XA(k1XAXBXBXC + k2XBXCXAXB + k3XBXBXAXC)(iΓICD ε̄IΨD)
+ Ψ̄A(k4((iΓ
IBE ε̄IΨE)Ψ
























IΨF )XCXBXDXEXE + XA(iΓICF ε̄IΨF )XBXDXEXE
+ XAXC(iΓIBF ε̄IΨF )XDXEXE + XAXCXB(iΓIDF ε̄IΨF )XEXE




































+ e2Tr((iΓIAB ε̄IΨB)X‡A)αIJαJ I .
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(iΓIAD ε̄IΨD)(g2XAXB + g3XBXA)XB
)
+ XA(g2((iΓIAE ε̄IΨE)XB + XA(iΓIBE ε̄IΨE)))XB
+ XA(g3((iΓIBE ε̄IΨE)XA + XB(iΓIAE ε̄IΨE)))XB





















We now analyze all the above terms and argue that they cannot cancel among each other.
• ŝ(0)A(c): It contains the combination of the ghosts cε̄. However, this ghost structure
does not appear as the ŝ(0) variations of any of the other terms, hence non of the terms
in ŝ(0)A(c) can be cancelled by other terms in ŝ(0)(A−A(c)). Thus all the coecients
ai have to vanish.
• ŝ(0)A(ε): The terms with coecients b1, b2, b7, b8 contain the combination of the ghosts
ε̄ε̄ which does not appear in ŝ(0)(A−A(ε)). Thus b1 = b2 = b7 = b8 = 0.
• ŝ(0)A(X): All the terms with coecients ki contain the combination σX ε̄ which does
not appear in ŝ(0)(A−A(X)). Thus ki = 0.
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• ŝ(0)A(α): All the terms with coecients di contain the combination αε̄ which does not
appear in ŝ(0)(A−A(α)). Thus di = 0. This also implies that b3 = b4 = b5 = b6 = 0
since the terms with these coecients cannot be canceled with any other term in
ŝ(0)(A−A(ε)−A(α)).
• ŝ(0)A(X‡): All the terms contain X‡, which does not appear in ŝ(0)(A−A(X‡)). Thus
ei = 0.
• ŝ(0)A(X‡): The term with coecient h2 contains X‡Xε̄6∇εα which cannot be cancelled
by other terms in ŝ(0)(A−A(X‡)). Thus h2 = 0. It also implies that f3 = 0 since it is
the coecient of the term containing X‡ξα2 which cannot be cancelled by other terms
because h2 = 0. This, in turn, implies that h1 = 0.
• ŝ(0)A(ε‡): The term with coecient f1 contains ε‡εε̄εε̄which does not appear as ŝ(0)(A−
A(ε‡)). Thus f1 = 0. It also implies that h3 = 0 since it is the coecient of a the term
containing X‡ξε̄ε which cannot be cancelled by other terms because f1 = 0. Also
f2 = 0 since it is the coecient of a the term containing X‡ which does not exist in
ŝ(0)(A−A(ε‡)−A(X‡)). Furthermore, f4 = 0 since ε‡εε̄6∇εα cannot be canceled with
other terms.
• ŝ(0)A(α‡): The term with coecient g1 contains α‡ε̄εc which does not appear in the
ŝ(0) variations of any of the other terms. Thus g1 = 0. Terms with g2 and g3 coecients
contain α‡ε̄εXε̄ which are not present in the ŝ(0) variations of any of the other terms.
Thus g2 = g3 = 0. Moreover, g4 = 0 since ε‡ε∇ε̄εc cannot be canceled with any other
term.
The above arguments work in exactly the same way for the case where the coecients
âi, b̂i, k̂i, d̂i, êi, f̂i, ĝi, ĥi, and the ghost ĉ are non vanishing. Thus, we have proven that










Comparison with Other Approaches
The local and covariant approach to gauge theories in curved space-times that we developed
in the body of the thesis, diers from the other approaches in the literature in many respects
that are explained in the text. In this chapter, we compare our approach with three dierent
formulations of gauge theories and outline a number of (formal) similarities between those
approaches and ours.
8.1 Path integral formalism
There are obvious dierences between our approach and the Path integral approach. In the
latter, one denes the generating functional for the correlation functions of the Euclidean
theory via an integral over the innite dimensional manifold of all eld congurations. Such a
path integral is a priori only formal in many respects: the measure on the innite dimensional
space does not exists, and if one wants to make sense of it as a formal power series in
the coupling constant each individual term suers from both IR and UV divergences. Even
ignoring these diculties, the path integral is a state-dependent quantity as it generates
correlation functions in a specic (globally dened) state. This makes it dicult to appreciate
the local and covariant nature of the renormalization ambiguities [2] in arbitrary curved
space-times with no preferred state. Despite those dierences, there are formal similarities
between the two approaches in studying gauge theories. They both lead to a kind of algebraic
structure which is called the Batalin-Vilkovisky (BV) algebra. Let us briey outline the types of
arguments in the path integral formalism which result in the emergence of the BV-structure,
and then compare that with our formalism.
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Batalin-Vilkovisky formalism
In the path integral approach to gauge theories (see e.g. [31], [194]), one modies the “measure”
by higher order terms in ~ to obtain a “gauge invariant measure Dφ”. This corrections can be





where O~ = O + ~(O~)1 + ~2(O~)2 + . . . and where S~ = S + ~(S~)1 + ~2(S~)2 + . . . is
called the quantum action. The precise form ofW is determined be requiring it to be a solution
to the quantum master equation (QME):
(8.2) (S~, S~) = −2i~∆S~,
which ensures that 〈O〉 is independent of the gauge-xing. In the above equation, ∆ =
(−1)ε δ
δΦδΦ‡
is the so-called BV laplacian. Using ∆, one denes the quantum dierential
σ = (S~,−)− i~∆,(8.3)
which satises the following properties:
(i) σ2 = 0,
(ii) σ(O1O2) = (σO1)O2 +O1(σO2) + (O1,O2),
(iii) σ(O1,O2) = (σO1,O2) + (O1, σO2).





〈O1 . . . σOi . . .On〉 = 0,
which for n = 1 is reduced to
(8.5) 〈σO〉 = 0.
We now point out the following analogies and dierences between the path integral
approach and ours.
(1) The denitions of our quantum BRST dierentials q̂ dened in equation (4.222) and
σ given in equation (8.3) are similar in that they both are given by classical BRST ŝ
plus higher ~ corrections. However, they are dierent in that the quantum corrections
for σ is given by ~
(
((S~)1,−) + i∆) +
∑
n≥2 ~n((S~)n,−) which are ill-dened since
∆ is a singular operator and Wn are in general IR divergent, whereas the quantum
corrections for q̂ are given byAL(−) dened in equation (4.200) which is a well-dened
local operator. Indeed, as rst noted by authors of [24] (however, see section 8.2 below),
AL(−) may be seen as the “renormalized BV laplacian”.
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(2) The properties (i), (ii), (iii) of σ dene the BV algebra. Evidently, (i) and (iii) are similar
to properties (4.228) and (4.229) of q̂, and property (ii) is similar to (1.4). The dierence
between them is the presence of quantum anti-bracket (−,−)~ which diers from the
classical anti-bracket by terms of order O(~2) (which are given by (4.224)). Therefore,
one may see our BV data (4.228), (4.229), and (1.4) as dening the “renormalized BV
algebra”.
(3) The QME is in general violated by potential anomalies, and as it turns out in the path
integral approach, such anomalies belong to the same cohomological class as A(eL⊗) (i.e.
H41 (ŝ|d,M)). Therefore, our proof that A(eL⊗) = 0, and hence the Ward identity (4.69)
holds, may be taken as the counterpart for the proof that the QME holds in the path
integral framework.
(4) As we have proved in the present work, from our Ward identity (4.69) it ultimately
follows that [QL,−] is a nilpotent derivation and hence one can dene the algebra of
physical observables as the cohomology of [QL,−]. Of course observables in the image
of q̂ are quotiented out and their expectation value in a physical state |Ψ〉 ∈ HL (see
Section 4.3.1.2) vanishes:
(8.6) 〈q̂O〉Ψ = 0.
This fact is clearly comparable with (8.5) which states that the expectation value of
observables in the image of σ vanishes if the quantum action satises the QME. For n






























where T 〈O1 . . .On〉Ψ := 〈Ψ|TL,n(O1 ⊗ · · · ⊗On)|Ψ〉 are renormalized time-ordered n
point functions of the theory in the state |Ψ〉 ∈ HL. Comparison with (8.4) reveals that
the identity (8.7) involves quantum corrections to (8.4) and may be interpreted as the
renormalized Ward identity for correlation functions.
Background independence
We now compare our denition of background independence and the results obtained in
Chapter 5 with the formal treatment of this issue in the path-integral formalism. The study
of QFT in the presence of non-trivial background elds is usually done in the framework of
background eld formalism [34]. In this framework, one calculates the physical quantities
such as S-matrix elements in the presence of a non-trivial background and one argues that
the S-matrix elements obtained in this method are the same as those obtained in the standard
QFT without a background. This is the content of the gauge equivalence theorem.
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Let us rst describe this theorem in the case of scalar eld theory. The generating functional
Wst[J ] of the “standard” connected n-point functions in the presence of an external source J
is dened by





One then denes the standard eective action Γst[ΦJ ] which is the generating functional of
the one particle irreducible n-point functions as the Legendre transform of Wst[J ]
(8.9) Γst[ΦJ ] :=
∫
JΦJ −Wst[J ],





Now splitting Φ = φ̄+ φ, into a background eld φ̄ and a dynamical (“quantum” or “uctua-
tion”) eld φ , one denes the “background” generating functional Wbg[J ; φ̄] of connected







Dφ exp(−S[φ̄+ φ] +
∫
φJ),
where only dynamical elds are integrated over. Correspondingly, the background eec-
tive action Γbg[φJ ; φ̄] is dened as the Legendre transform of Wbg[J ; φ̄], where now φJ :=
δWbg[J ; φ̄]/δJ , and
(8.12) ΦJ = φ̄+ φJ .
In the background eld formalism, a great amount of simplication in the calculations arise
if one sets the (expectation value of) the dynamical eld φJ = 0 or equivalently setting the
full eld equal to the background ΦJ = φ̄. It has been veried that this method gives the
same correlation functions which would be obtained in the standard approaches in one-loop
approximation by explicit calculations [88–92]. The gauge equivalence theorem is a general
proof of this claim which takes the following form
(8.13) δ
nΓbg[φJ = 0; φ̄]
δφ̄(x1) . . . δφ̄(xn) φ̄=Φj
=
δnΓst[ΦJ ]
δΦJ(x1) . . . δΦJ(xn)
.
For the scalar eld theory, the proof of the above equality [34] follows from the shift-invariance




Dφ exp(−S[φ̄ + φ]). In fact as
noted in [57], the principle of perturbative agreement (5.25) can be seen as the rigorous
version of the shift-invariance of the formal path integral measure. From this shift-invariance,
it straightforwardly follows that
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and hence
Γbg[φJ ; φ̄] = Γst[φ̄+ φJ ],(8.15)
from which (8.13) follows. (8.15) can be interpreted as expressing the background indepen-
dence of the eective action, in the sense that Γbg depends on φJ and φ̄ only in the form of
the sum φJ + φ̄, and thus
(8.16) Γbg[φJ − δφ; φ̄+ δφ] = Γbg[φJ ; φ̄].
For the treatment of background independence in gauge theory, shift invariance of the
path integral measure is also a crucial requirement. However, the above arguments are not
applicable for gauge theories as the gauge xed action is not split independent: the split
independence of the gauge-xed action is broken by a BRST-exact term (equation (5.54)).
To treat this diculty, a dierent approach is taken in [88] namely an extended BRST
dierential is introduced which also implements a shift between the background and the
dynamical vector potential. It is then argued that the corresponding Slavnov identities can
be fullled. A crucial ingredient in that proof is power counting renormalizability, which
restricts the number of possible counterterms.
Let us now point out the following major conceptual dierences between our treatment
and the path integral approach:
• Typically, dimensional regularization (or some other renormalization technique based
on momentum space) is employed, which requires that the propagator is translation
invariant. This means that the background is in fact treated perturbatively, i.e., it
enters only the vertices, not the propagators. This entails that the background eld is a
vector potential, not a principal bundle connection and also that shift invariance of the
path integral measure is trivially fullled. But the perturbative expansion with all the
background elds in the vertices is ill-dened, unless the background eld is treated
as an innitesimal perturbation, so that one may expand in powers of the background
eld. Hence, only an innitesimal neighborhood of a xed at reference connection
is actually treated. In contrast, in our approach, the background connection is treated
non-perturbatively.
• A formulation of background independence such as (8.16) does not refer to observables,
i.e., it does not address our main issue, that is, the consistent assignment of observables
to all backgrounds.
8.2 Batalin-Vilkovisky formalism in the pAQFT
approach
The closest approach to ours is the BV formalism in the framework of perturbative algebraic
quantum eld theory (pAQFT) developed in [24]. While this approach is in the same sprit as
ours, there are still notable dierences which we point out here.
181
CHAPTER 8. COMPARISON WITH OTHER APPROACHES
(1) In the pAQFT approach, contrary to (3.55), one makes a dierent split of the action Ŝ into
free S̃0 and interacting S̃int parts by putting all terms depending on the anti-elds into
S̃int. Although this does not aect the classical BRST dierential, i.e. ŝ = (S̃0 + S̃1,−) =
(S0 + S1,−), the free action S̃0 only acts on anti-elds, i.e. (S̃0,Φ‡(x)) = δS̃0δΦ(x) and
(S̃0,Φ) = 0. One then formulates a similar anomalous Ward identity in the form







(S̃0 + F, S̃0 + F )⊗ eiF/~⊗ )− i~T (∆(F )⊗ eiF/~⊗ )
)
,
where ∆(F ) denes the anomaly. Despite the obvious similarity to (4.77), a key dif-
ference is that, the left hand side of the above identity vanishes on-shell, contrary to
(4.77). To clarify the issue let us elaborate on the proof of our anomalous Ward identity
given in [6]. One rst decomposes ŝ = s + σ where s is the BRST dierential which
only acts on elds, and σ is the Koszul-Tate dierential which acts only on anti-elds.
The anomalous Ward identity is then obtained by adding two dierent identities: (1) an
identity for s0T (eiF/~⊗ ) which gives an anomaly term δ(eF⊗) and (2) an identity, originally





⊗) and obtains (4.77). It seems that the identity (8.17) is the second
identity mentioned above which realizes the free Koszul-Tate dierential on the local
S-matrix.
(2) The quantum BV operator s̃ in the pAQFT approach is dened by
(8.18) s̃ := R−1V ◦ (S̃0,−) ◦RV ,
where RV = T (eiV/~⊗ )−1 ? T (e
iV/~
⊗ ⊗ −) is viewed here as an operator (the quantum
Möller operator) which takes a functional O and gives OV . This denition diers from
q̂ for the following reason. From the nilpotency of (S̃0,−), it follows that s̃2 = 0, which
means that s̃ is always nilpotent by construction, irrespective of the presence or absence
of an anomaly. Evidently, this is dierent from our quantum BRST dierential q̂ which
is nilpotent only if A(eL⊗) = 0. Nevertheless, using the QME, one can show that s̃ takes
the following form:
(8.19) s̃O := ŝO −∆V (O),
which is analogous to our denition of q̂, except for the dierence between ∆V (O) and
AL,1(O) which was explained in point 1.
(3) In [128], it is shown that the quantum BV operator, on-shell, can be written as the
commutator with an interacting charge Q, i.e.
[RV (Q), RV (O)] = i~RV (s̃O), mod J0.(8.20)
As pointed out above, on-shell, where the above formula is valid, the right hand side
vanishes. Therefore, the formula (8.20) seems to express that the charge RV (Q) com-
mutes with all interacting elds on-shell. This is of course a plausible statement for Q
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being the generator of the Koszul-Tate dierential. However, this is obviously dierent
from identity (1.3) which expresses that the interacting BRST chargeQL only commutes
with interacting eldsOL for which q̂O = 0. Consequently, being in the cohomology of
[RV (Q),−] does not seem to provide a criterion for selecting the physical observables
and for selecting the physical states of the theory in a Hilbert space representation.
8.3 Renormalization group ow equation framework
and Ward identities
The renormalization group Flow equation framework [195–198] is a mathematically rigorous
framework to the renormalization of quantum elds in at Euclidean eld theories (see also
[199] for a generalization to Riemannian curved manifolds). The application of this approach
to gauge theories is worked out in [200] where a proof of perturbative renormalizability is
given in the sense that all correlation functions of arbitrary composite local operators full
suitable Ward identities.
In [200], similar operators to our q̂ and (−,−)~ appears in analysing the gauge invariance
of the Euclidean theory. These are given by q̂EO = ŝO+ Â1(O) and (O1,O2)E~ = (O1,O2) +
Â2(O1 ⊗ O2). Here Â1 and Â2 are of order O(~) and supported on the diagonal (contact
terms) and hence are analogous to our AL,1 and AL,2.
However, one major dierence with our approach is that in the ow equation framework no
analogue of our anomalies with more than two insertions appear at all in the approach of [200].
This fact has two consequences. First, contrary to (4.230), the quantum anti-bracket satises
the usual (classical) Jacobi identity (4.230) without AL,3 terms. The second consequence can
be seen by looking at the Ward identity which expresses gauge invariance in this framework.
This is an identity for the vacuum expectation values 〈O1 . . .On〉E0 of n operatorsO1, . . . ,On
(Schwinger functions), and takes the form
n∑
i=1
〈O1 . . . q̂EOi . . .On〉E0 +
n∑
1≤i<j
〈O1 . . . (Oi,Oj)E~ . . .On〉E0 = 0.(8.21)
This is obviously similar to the identity (8.7) with the dierence that the terms containing
AL,n with n ≥ 3 are absent.
This dierence might be a consequence of dierent renormalization conditions that are
imposed in the two approaches. In fact in our approach, besides the specic renormalization
scheme that we choose in which the anomaly is absent and the BRST current is conserved, we
do not impose any further renormalization condition. However, in the ow equation approach,
in deriving the Ward identities one imposes specic boundary conditions for the ow equation
which amounts to choosing a specic renormalization scheme. In this respect, our approach
seems more general in not restricting to a specic renormalization scheme. Nevertheless, if
AL,n with n ≥ 3 can be made not to appear at all by a choice of renormalization condition
in one approach, presumably one has to be able to pass to a renormalization scheme in our
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approach in which AL,n = 0 for n ≥ 3. However, to our knowledge, this does not seem to be
possible.
8.4 Background independence as triviality of the
relative Cauchy evolution
Finally, let us comment on a dierent criterion for background independence, which is used
in [35] in the context of perturbative quantum gravity. Based on ideas formulated in [201],
background independence is dened as triviality of the interacting relative Cauchy evolution
β. We rst discuss it in the example of the scalar eld. One denes
(8.22) βφ̄,φ̄ := Rφ̄(−; eiL/~⊗ )−1◦τ rφ̄φ̄′◦Rφ̄′(−; e
iL/~





Here τ a is the advanced Møller operator, dened in complete analogy to the retarded one, cf.
(5.22), and A is the advanced product1 dened as
(8.23) A(eiF/~⊗ ; e
iG/~
⊗ ) := T (e
iF/~
⊗ ⊗ eiG/~⊗ ) ? T (eiG/~⊗ )−1.
The inverses of retarded and advanced products appearing here are purely formal. However,






















The innitesimal version of this is, using perturbative agreement,
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is the advanced variation which is deed analogously to (5.24) with τ r replaced by
τ a. Formally, i.e., putting aside cut-o issues, we have δδφ̄S0 = 0, so that, with (5.16), we may
replace δ̄δφ̄S by δδφ̄S and conclude that the equation is indeed fullled, by the eld equations
(4.131).
In the case of Yang-Mills theory, the split independence of the action is broken by gauge

































1In this section, A denotes the advanced product, not the anomaly.
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8.4. BACKGROUND INDEPENDENCE AS TRIVIALITY OF THE RELATIVE CAUCHY EVOLUTION










Now for TL(eiF/~⊗ ) fullling [QL, TL(e
iF/~
⊗ )] ≈ 0, this becomes
[QL, T (e
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Therefore, if one in addition assumes that
(8.27) [QL, T (eiL/~⊗ )] = 0,
then on the kernel of [QL,−], the relative Cauchy evolution is trivial modulo image of [QL,−].
Let us now comment on the similarities and dierences between this approach and ours.
(1) As we discussed in Remark 4.33, the equation (8.27) may only hold formally. However,
in our denition of background independence, using that QL formally commutes with
T (e
iL/~
⊗ ) is not needed at all.
(2) The signicance of the criterion proposed in [35], i.e., triviality of the interacting relative
Cauchy evolution, seems unclear. Following the derivation above, one nds that, in the
case of gravity, it is implied by the on-shell vanishing of the stress-energy tensor δ̄δḡS,
or, equivalently, by the on-shell fulllment of the equations of motion. However, it gives
no information about how to relate observables dened on dierent backgrounds, i.e.,
it does not address the issue of consistently assigning observables to all backgrounds.
This is evidenced by the fact that all derivatives of F with respect to the background
elds drop out in the above calculations. Put dierently, the map βφ̄,φ̄ : Wφ̄ →Wφ̄ is
an automorphism of the algebra Wφ̄ on a given background φ̄. The physical meaning of
the triviality of relative Cauchy evolution is that given an interacting eld Oφ̄ dened





)−1 and then transporting it back via the retarded map τ r
φ̄′φ̄
would amount to the identity operator acting on Oφ̄, that is we end up again with the
interacting eld we started with on the same background φ̄ without encountering any
“obstruction”. This is, however, a weaker requirement for background independence than
the atness of the connection Dδφ̄, (5.36): Once Dδφ̄ is at, one can consistently relate
interacting elds Oφ̄ and Oφ̄′ on dierent backgrounds, via the the parallel transport
operator of Dδφ̄ along any path in the background conguration space SΦ4 , (5.2). In
particular, along a closed loop γ : [0, 1] → SΦ4 , with γ(0) = γ(1) = φ̄, the parallel
transport of Dδφ̄ would be the identity.
We therefore think that triviality of the interacting relative Cauchy evolution is not a











In this thesis, we have studied dierent aspects of gauge theories in curved space-times. Here,
we conclude by giving an overview of the main results and possible directions for future
research.
After presenting the mathematical background and preliminaries about classical gauge
theories and their BV-BRST structure in Chapters 2 and 3, we have discussed in Chapter 4 the
quantization of such theories on globally hyperbolic background space-times and on non-
trivial background gauge connections. We have proven that for a class of gauge theories with
trivial BRST cohomology containing potential gauge anomalies, the algebra of gauge-invariant
observables can be constructed in renormalized perturbation theory as the cohomology of the
quantum BRST charge QL. The crucial step in establishing this result is a model-independent
proof that QL is nilpotent for this class of gauge theories (Theorem 4.38). We have proven
this by showing that the commutator of Q and any renormalized operator can be expressed in
terms of a new nilpotent “quantum BRST operator” q̂ = ŝ+O(~) and a compatible “quantum
anti-bracket” (−,−)~ = (−,−) + O(~) (Denition 4.35). They dier from their classical
counterparts ŝ and (−,−) by certain quantum correction and provide the necessary tools to
prove the nilpotency of the charge QL.
In Chapter 5, we have given a proof of perturbative background independence of the
pure Yang-Mills theory. We have dened background independence as the existence of a
at connection on the algebra bundle of observables over the manifold of background eld
congurations (Denition 5.8). We have explicitly constructed such a connection DδĀ which
implements variations of observables with respect the background connection Ā minus
the variations with respect to the dynamical gauge eld A, in the direction of δĀ which
is viewed as a vector eld on the manifold of background congurations. Using the tools
developed in Chapter 4, we have been able to reduce the problem of well-denedness of
DδĀ on the quantum BRST cohomology, i.e., that it commutes with [QL,−], as well as the
problem of atness of DδĀ to the analysis of a certain anomaly (Theorems 5.22 and 5.24).
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We have shown in Section 5.2.3.3 that this anomaly does not occur in the pure Yang-Mills
theory in four dimensions. As we, however, pointed out in Chapter 8, such a result based
on our arguments cannot be achieved for perturbative quantum gravity due to perturbative
non-renormalizability.
In Chapter 6, we have studied the properties of a class of Green hyperbolic dierential
operators P ξµν and P
ρσµν
ξ,ζ corresponding to the linearized Yang-Mills and Einstein equations in
general linear covariant gauges, equations (1.7) and (6.1), respectively. We have constructed
the the advanced/retarded Green’s functions of the vector and tensor elds in linear covari-
ant gauges (Theorems 6.2 and 6.6). Furthermore, we have constructed the local Hadamard
parametrices for these operators in Sections 6.2.2 and 6.2.3. Compared with the parametrices
in the Feynman and de Donder gauges, the parametrices in linear covariant gauges turn out
to contain additional singular parts proportional to σ−2 and σ−3, respectively.
Finally, in Chapter 7, we have studied a particular superconformal gauge theory in curved
space-time. This theory is obtained by conformally coupling the ABJM theory (originally
formulated in at space) to a curved background. To support conformal supersymmetry, these
backgrounds must admit twistor spinors. The classical symmetry of this theory is described
by a conformal symmetry superalgebra S , Denition 7.4 To analyze the preservation of these
symmetries at the quantum level, we set up an extended version of the BV-BRST formalism
incorporating the open nature of the supersymmetry algebra in Section 7.2. We have, then,
analyzed the cohomology class of the BRST dierential which contains potential gauge
anomalies and have shown that this class is indeed trivial (Theorem 7.11). Based on the
discussion in the rst chapter, this leads to an algebraic proof that the full superalgebra S is
realized at the quantum level.
Our results opens dierent routes for future research that we outline in the following.
Gauge-xing independence at the quantum level
We have formulated the Yang-Mills theory in Chapter 4 in the Feynman gauge. A generalization
to other gauges would naturally be an interesting problem to pursue. An essential step
towards this generalization has been investigated in Chapter 6 where we have constructed
the Hadamard parametrices in linear covariant gauges. One other important issue will be
the construction of Hadamard states for this class of gauges. Once this is done, the natural
question would be whether and in which mathematically precise sense dierent quantum
eld theories dened with dierent (in general, non-linear) gauge-xings are equivalent?
At the classical level, the gauge-xing-independence of the theory is expressed in terms
of the isomorphism (3.46) which provides a one-to-one correspondence between the coho-
mologies of the classical BRST dierentials in dierent gauges. As mentioned above, at the
quantum level, the renormalized gauge-invariant observables are deed to be in the coho-
mology of the renormalized BRST charge QL. Hence, a natural denition of gauge-xing
independence at the quantum level would be the existence of an isomorphism between QL
cohomologies. In fact, the algebraic tools developed in Chapter 4 could enable us to construct
such an isomorphism as the “quantum corrected” version of the classical isomorphism using
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the quantum BRST operator and the quantum anti-bracket [202].
Superalgebra of charged twistor spinors
As described in Chapter 7, the classical symmetry of the superconformal eld theories in
curved backgrounds can be described by the conformal symmetry superalgebra [67]. The even
part of such superalgebras consists of conformal Killing vectors and constant R-symmetry,
while the odd part contains twistor spinors. However, there is only a restricted family of
space-times which admit such superalgebras. One way to obtain more interesting backgrounds
is to “gauge the R-symmetry”, that is to add an R-symmetry gauge eld to our background
data, and take the spinors to be charged under this gauged R-symmetry which denes the
so-called “charged twistor spinors” [203]. The superalgebra now consists of conformal Killing
vectors and gauged R-symmetry in the even part, and charged twistors in the odd part
[204]. Whether such a superalgebra exists, that is whether all Jacobi identities are satised
for suitable graded Lie brackets is the rst question. The next question would then be the
classication of all background metrics and gauge elds which admit charged twistor spinors.
And of course the last step would be to study the classical invariant Lagrangians under the
charged superalgebra, and ultimately to ask the question how much of the classical symmetry
is preserved at the quantum level. One way to proceed for generating classical backgrounds
is by employing ideas of the holographic correspondence [205–207]. In fact, the restriction of
a charged Killing spinor on an asymptotically AdS space-time to its conformal boundary can
be shown to be a charged twistor spinor [204]. Therefore, using asymptotic AdS supergravity





Ā background gauge connection, Ā ∈ Γ(g⊗ Ω1(P )). 14
A dynamical gauge eld, A ∈ Γ(gP ⊗ Ω1(M)). 14
An Anomaly, An : P(M)⊗n → P(M)[[~]]. 52
AL,n Interacting anomaly, AL,n(. . . ) = A(· · · ⊗ eL⊗). 78
δφ̄ Background scalar variation satisfying Pφ̄δφ̄ = 0 (tangent vector elds on SΦ4). 98
δĀ Background gauge variation satisfying P̄ĀδĀ = 0 (tangent vector elds on SYM). 106
δ̄δφ̄ Variation with respect to background eld δ̄δφ̄ = 〈 δδφ̄ , δφ̄〉. 101




δX Conformal transformation, X ∈ Γc(TM). 157
δρ R-symmetry transformation, ρ ∈ so(6) . 157
δε Supersymmetry transformation, ε ∈ Γc(SM). 158
d Exterior dierential, d : Ωk(M)→ Ωk+1(M). 10
d̄ Background exterior dierential, d̄ : g⊗lP ⊗ Ωk(M)→ g⊗lP ⊗ Ωk+1(M). 15
∆A/R Advanced/retarded Green’s functions of a dierential operator P. 12
∆ Causal propagator of a dierential operator P , ∆ = ∆A −∆R. 12
D van Vleck-Morette determinant. 138
Dn Local-covariant nite counter-terms, Dn : P(M)⊗n → P(M)[[~]]. 48
Dδφ̄ Connection on classical local functionals, Dδφ̄ = δ̄δφ̄ − δδφ̄. 101
Dδφ̄ Connection on sections OL, Dδφ̄ = δrδφ̄ − δδφ̄. 104
DδĀ Connection on classical local functionals , DδĀ = δ̄δĀ − δδĀ. 109
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GLOSSARY
D̂δĀ Gauge-xed connection on classical local functionals, D̂δĀ = DδĀ − (−,DδĀΨ). 110
D~
δĀ




DδĀ Connection on sections OL, DδĀ = δrδĀ − δδĀ − (−, δδĀΨ) + ī[(ηŝ(δ̄δĀΨ))Ā,−]?. 117
εi Grassmann parity of Oi. 20
ε(x) Supersymmetry parameter Pµε(x) = 0. 152
≈ Equal modulo free eld equations. 46
≈F Equality in FL. 115
φ̄ Background scalar eld. 98
φ Dynamical scalar eld. 100
F̄ curvature of Ā, d̄2 = F̄ . 15
F̂0 Algebra of on-shell free elds. 42
F0 Algebra of on-shell free gauge-invariant elds. 50
F̂L Algebra of on-shell interacting elds. 75
FL Algebra of on-shell gauge invariant interacting elds. 88
FYM Cohomology algebra bundle of gauge-invariant quantum elds, FYM =
⊔
ĀFL,Ā. 114
Γ(V ) Space of smooth sections of a vector bundle V →M . 9
Hq(ŝ,M) Cohomology ring of ŝ at ghost number q. 30
Hpq (ŝ|d,M) Cohomology ring of ŝ modulo d at ghost number q and form degree p. 30
H0 Hilbert space of free gauge invariant elds. 94
Ĥ ij(x, y) Hadamard parametrices matrix for ξ = 1. 47
Hm
2,ξ
νβ′ Hadamard parametrices for massive vector elds with mass m in ξ gauge. 142
Hξ,ζµνα′β′ Hadamard parametrices for tensor elds in (ξ, ζ) gauge. 145
J±(S) Causal future/past of S ⊂M . 11
J(Φ) Classical BRST-Noether current. 35
J0 Ideal of free equations of motion. 42
Kij Linearized BRST operator matrix. 34
192
GLOSSARY
L(f) Cuto interaction. 59
(M, g) Background curved manifold with the Lorentzian metric g. 10
∇ Levi-Civita connection on (M, g). 12
∇̄µ Background covariant derivative. 15
O(x)L Renormalized interacting elds with interaction L. 60
ωij(x, y) Hadamard two-point function matrix. 39
P(M) Space of local-covariant functionals. 19
P
p
q(M) Space of local-covariant p-forms with ghost number q. 25
P 0ij Linearized dierential operator matrix. 33
Pφ̄ Linearized Φ4 dierential operator around φ̄. 99
P̄Ā Linearized Yang-Mills operator around Ā. 24
P µνm2,ξ Linearized massive Yang-Mills operator in ξ gauge. 128
P ρσµνξ,ζ Linearized Einstein-Hilbert operator in (ξ, ζ) gauge. 126
Pµ Penrose operator. 152
Ψξ Gauge-xing fermion with gauge parameter ξ ∈ R. 28
q̂ Quantum BV-BRST dierential, q = s+O(~) . 84
Q Classical BRST charge . 36
QL Quantum BRST charge [QL,OL] ≈ (qO)L . 75
R Localization region of observables. 60
Rn,k Retarded products, Rn,k : P⊗(n+k) → Γ′((gP ⊗ T⊗M)(n+k); Ŵ0[[λ, ~]]). 61
SΦ4 Manifold of on-shell background Φ4 congurations. 98
SYM Manifold of on-shell background Yang-Mills connections. 106
ŝ Classical gauge-xed BV-BRST dierential. 28
S(M) Conformal symmetry superalgebra of the conformally coupled ABJM theory. 154
σ(x, x′) signed squared geodesic distance between x and x′. 137
Tn Time-ordered products, Tn : P⊗(n+k) → Γ′((gP ⊗ T⊗M)n; Ŵ0[[λ, ~]]). 43
TL,n Interacting time-ordered products. 60
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GLOSSARY
Ŵ0 Algebra of o-shell free elds. 39
ŴL Algebra of o-shell interacting quantum elds. 60
WΦ4 Algebra bundle of Φ4-theory, WΦ4 =
⊔
φ̄WL,φ̄. 103
WYM Algebra bundle of Yang-Mills theory, WYM =
⊔
Ā ŴL,Ā. 115
(O1,O2)~ Quantum anti-bracket, (−,−)~ = (−,−) +O(~) . 84
[Φi(x),Φj(y)] ?-Commutator of quantum elds. 41
b−,−c Lie bracket of vector elds on M,SΦ4/SYM. 12, 105
[−,−]g Lie bracket on the Lie algebra g. 14
[−,−]S Graded Lie bracket on the superalgebra S(M). 154
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Quantum field theory (QFT) is one of the major
advances in theoretical physics in the twentieth cen-
tury. It was formed as the synthesis of special the-
ory of relativity and quantum physics, and to date
constitutes the most successful theory describing el-
ementary particle physics in the absence of gravity,
i.e. in flat space-time. A fully generally covari-
ant formulation of QFT in curved space-times has
been successfully formulated in the last two decades.
These developments were termed the “framework of
locally covariant field theory [1, 2]”.
Of particular importance among QFTs are those
with local gauge symmetry as they describe the type
of interactions between elementary particles. Al-
though the quantum aspects of such theories in flat
space-time have been extensively studied, the de-
scription of the elementary particles in the Early
Universe where the curvature of space-time is not
negligible requires extending the framework of flat
space gauge theories to the curved space setting. In
this thesis, we study different aspects of gauge theo-
ries in this framework building on the earlier works
in this direction [3].
Quantum BRST charge and the alge-
bra of gauge invariant observables
One major challenge in quantization of theories
with local gauge symmetry is to maintain gauge-
invariance under renormalization. A major step for-
ward in this direction was the discovery of BV-BRST
symmetry ŝ which is the residual fermionic symme-
try of the gauge fixed theory.
In curved space-times, the objects of main interest
in the framework of locally covariant quantum field
theory are renormalized interacting quantum fields
OL, under interaction L. These are not operators
on a (non-canonical) Hilbert space, but rather are
generators of an abstract non-commutative algebra.
Within this algebra, one defines the algebra of phys-
ical, gauge invariant observables as the cohomology
of the derivation [QL,−] generated by the renormal-
ized quantum BRST charge QL. Upon a choice of
a physical state, and under certain technical con-
ditions, this cohomology admits a positive definite
Hilbert space representation if Q2L = 0.
Our main result in this part is proving that if the
cohomology ring H1(ŝ|d,M) is trivial, then Q2L = 0.
We prove this, by first showing that under this con-
dition, the derivation [QL,−] is nilpotent, and hence
the algebra of gauge invariant observables can be de-
fined as the cohomology of this derivation. Then,
from the Jacobi identity of the commutator, it fol-
lows that Q2L = 0. Thus, the analytic problem of
proving the nilpotency of the renormalized charge is
reduced to an algebraic problem of a cohomological
nature. This cohomological condition is indeed satis-
fied for the Yang-Mills theory in 4 dimenions and we
show in the las part of the thesis that it is also sat-
isfied for a superconformal theory in 3 dimensions.
Background independence in gauge
theories
In QFT, one frequently considers the quantum fluc-
tuations around classical field configurations. Also
in this work, we split the gauge connection A =
Ā + A into a background connection Ā which is
1
kept as a c-number and a vector potential A which is
quantized in perturbation theory. The natural ques-
tion is then whether and in which mathematically
precise sense this construction is independent of the
chosen background Ā.
In order to analyze this issue, following [4] we define
background independence in a geometrical fashion.
Consider the manifold SYM of background configura-
tions which are solutions to the Yang-Mills equation.
One can then view the assignments Ā 7→ OL as a
section of an algebra bundle FYM → SYM. We then
define a connection DδĀ on sections of FYM. This
connection implements the “variations w.r.t. Ā mi-
nus variations w.r.t. A in the direction of δĀ”, where
δĀ is a solution to the linearized Yang-Mills equation
around Ā ∈ SYM. We call a QFT background inde-
pendent if this connection is flat and it commutes
with the derivation [QL,−]. These conditions, how-
ever, turn out to be obstructed by a certain anomaly.
We analyze this anomalies for the case of Yang-Mills
theory and show that it is indeed possible to remove
them by finite renormalization.
Local Hadamard parametrices in linear
covariant gauges
On a generic curved space-time with no non-trivial
isometry, a class of states which are of central im-
portance are called Hadamard states.
The short distance behavior of any Hadamard state
is described by a Hadamard parametrix H(x, x′).
This is a bi-solution of the corresponding field equa-
tion with a smooth source.
In the case of linearized Yang-Mills equations, the
study of Hadamard parametrices has been mostly
restricted to the Feynman gauge. We consider in
this part of the thesis, a generalization of this to
the case of general linear covariant gauges which is
parametrized with a parameter ξ ∈ R. Furthermore,
we consider the linearized Einsteins equations in the
linear covariant gauges where the corresponding dif-
ferential operator is parametrized with (ξ, ζ) ∈ R2.
We determine the Hadamard parametrices in curved
space-times for these classes of gauges. It turns out
that they can be expressed in terms of the mass
derivatives of the massive scalar and vector Paramet-
rices in the ξ = 1 and ξ = ζ = 1 gauges. Further-
more, they turn out to contain additional singular
parts compared with the case of ξ = 1 and ξ = ζ = 1
which are proportional to σ−2 and σ−3, respectively,
where σ(x, x′) is the signed squire geodesic distance
between x, x′.
Rigid Superconformal Chern-Simons
matter theory in curved space-time
In view of the holographic correspondence, the
ABJM theory [5] has attracted attention in the lit-
erature. The theory is originally formulated in flat
Minkowski space and possesses N = 6 conformal
supersymmetry. In the last part of the thesis, we
study the conformally coupled version of the ABJM
theory to a Lorentzian three-manifold. As it turns
out, a rigid background supports some amount of
supersymmetry if and only if it admits a solution
to the twistor or conformal Killing spinor equation.
Moreover, it is shown in [6] that rigid superconfor-
mal symmetry forms the algebraic structure of a Lie
superalgebra S.
We set up a nilpotent BRST differential for this the-
ory which integrates all the symmetries, including
local gauge symmetry and rigid conformal, R and
supersymmetry. We next work out the relevant co-
homology class of the BRST operator for the ABJM
theory which contains potential anomalies and show
that this class is trivial. This leads to the proof that
there exists a renormalization scheme in which the
full superalgebra S and the local gauge symmetry
are realized at the quantum level.
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