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ABSTRACT
The current work investigates the problems that occur when coreference res-
olution is considered as a multilingual task. We assess the issues that arise
when a framework using the mention-pair coreference resolution model and
memory-based learning for the resolution process are used. Along the way,
we revise three essential subtasks of coreference resolution: mention detection,
mention head detection and feature selection. For each of these aspects we
propose various multilingual solutions including both heuristic, rule-based and
machine learning methods. We carry out a detailed analysis that includes eight
different languages (Arabic, Catalan, Chinese, Dutch, English, German, Italian
and Spanish) for which datasets were provided by the only two multilingual
shared tasks on coreference resolution held so far: SemEval-2 and CoNLL-2012.
Our investigation shows that, although complex, the coreference resolution
task can be targeted in a multilingual and even language independent way.
We proposed machine learning methods for each of the subtasks that are
affected by the transition, evaluated and compared them to the performance
of rule-based and heuristic approaches. Our results confirmed that machine
learning provides the needed flexibility for the multilingual task and that the
minimal requirement for a language independent system is a part-of-speech
annotation layer provided for each of the approached languages. We also
showed that the performance of the system can be improved by introducing
other layers of linguistic annotations, such as syntactic parses (in the form of
either constituency or dependency parses), named entity information, predicate
argument structure, etc. Additionally, we discuss the problems occurring in
the proposed approaches and suggest possibilities for their improvement.
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ZUSAMMENFASSUNG
Die vorliegende Arbeit untersucht die Problematik der multilingualen An-
wendung der Coreference Resolution (CR). Es wird bewertet, wie sich eine
Rahmenstruktur verhält, die sowohl auf das “Mention-pair CR”-Modell als
auch auf Memory-based Learning zurückgreift. Im Rahmen dessen werden
drei wichtige Teilaufgaben der CR überprüft: Mention Detection, Mention Head
Detection und Feature Selection. Für jede Teilaufgabe werden heuristische,
regelbasierte und Machine-Learning Lösungen aufgestellt, und einer detail-
lierten Analyse, die acht Sprachen umfasst (Arabisch, Katalanisch, Chinesisch,
Holländisch, Englisch, Deutsch, Italienisch und Spanisch) unterzogen. Die dazu
benötigten Datensätze entstammen den beiden bisher einzigen Shared Tasks,
die sich mit multilingualer CR auseinandersetzen: SemEval-2 und CoNLL-2012.
Die Forschungsrgebnisse lassen folgende Schlussfolgerungen zu: Erstens,
dass die komplexe Aufgabe der CR auf multilingualem und sprachunabhängi-
gen Wege durchführbar ist. Dazu wurden Machine-Learning-Methoden auf die
genannten Teilaufgaben angewandt und ihre Ergebnisse mit den Resultaten
der heuristischen und regelbasierten Herangehensweisen verglichen. Zweitens
wird gezeigt, dass für jede Sprache ein entsprechendes Set von Part-of-Speech-
Annotationen ausreicht, um sprachunabhängige Methoden aufzubauen. Die
Leistungsfähigkeit diese Methoden kann durch das Heranziehen weiterer lin-
guistischer Annotationen, z.B. durch syntaktische Analysen, Named-entity
Informationen, Prädikat-Argument Strukture, etc., verbessert werden. Neben
den Forschungsergebnissen werden Leistungen und Grenzen der behandel-
ten Herangehensweisen diskutiert und Möglichkeiten für deren Verbesserung
aufgezeigt.
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P R E FA C E

CHAPTER
1
INTRODUCTION AND
MOTIVATION
1.1 introduction
Computational Linguistics (CL), also called Natural Language Processing computational
linguistics(NLP) and Human Language Technology (HLT) is an interdisciplinary field of
natural language
processing
human language
technology
study that aims to develop and improve the automatic processing of Natural
Language (NL) in both spoken as well as written form.
natural language
NLP is an immensely challenging task and thus computational linguistics
has rapidly been divided into a large number of major areas or subfields. The
latter differ mainly on the medium of language that they target (e.g. written,
spoken, etc.) or the process that they perform on this medium (e.g. analysis,
recognition, generation, etc.). Some of the most prominent subfields of computa-
tional linguistics are: Machine Translation (aims at the automatic translation of
text from one NL to another), Information Extraction (the automatic extraction
of structured information from unstructured or semi-structured text/speech),
Coreference Resolution (the automatic identification of the real-world entities
to which various discourse mentions/phrases refer to and their clustering
into equivalence classes according to the referents), Word Sense Disambigua-
tion (automatic identification of the particular sense (of polysemous words)
with which a word is used in a context), Automatic Speech Recognition (the
automatic transformation of speech into a written text), Natural Language
3
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Figure 1.1: A word cloud for computational linguistics generated via TagCrowd1.
Generation (the automatic generation of NL from a machine readable structured
form, such as knowledge base or a logical form), Question Answering (the
automatic extraction of information and formulation of an answer posed in
natural language), Text Summarization (the automatic transformation of a
given text by extracting and reformulating the most important information
from it), Text Mining (the automatic derivation of specific information from
large text collections), etc.
Even though all these areas sound like relatively distant fields of exploration
and research, they are deeply connected and dependent on each other. For
example, larger subfields, such as Question Answering are dependent on
other areas of CL, such as Text Mining, Coreference Resolution, Word Sense
Disambiguation, Information Extraction, etc. This is well demonstrated by
the word cloud generated for computational linguistics (given in figure 1.1) that
combines various subareas of the field that are otherwise not directly related
(e.g. logic and statistical approaches).
In general, independent of the approach (e.g. rule-based approaches, whichrule-based
approaches rely mostly on manually defined rules modelling natural language and machine
learning approaches in which a method is employed that allows computers to
make inference about the language) that is used to tackle a given NLP problem,machine learning
approaches the aim is to achieve a good ability to process text or speech in either analysis,
recognition or generation. However, to be able to reach such a performance a
1http://tagcrowd.com
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Figure 1.2: Possible morphological ambiguity for the adjective undoable where the struc-
ture given in a) derives the meaning of “cannot be done” and the structure
shown in b) elicits the meaning of “can be undone”.
machine needs to have an in-depth representation of the input: its discourse,
its deeper semantics and syntactic structure, all its ambiguities and various
pitfalls. Such a representation can only be reached by exhaustive language and
discourse models as well as the use of an in-depth world knowledge. Modelling
world knowledge is one of the biggest challenges of computational linguistics
and is a task that all subfields of CL desperately try to solve. For example, let
us have a look at the ambiguity in example (1):
(1) If the dog leaves the cage, lock it.
In order to be able to find the correct referent for the pronoun it in exam-
ple (1), one needs to have world knowledge about its predicate. This means that
without knowing that a cage can be locked and that the dog needs to be in the
cage in order to be locked, it is hard for a machine to pick the correct referent
in this particular case. Both nouns dog and cage are equally good candidates.
In fact, ambiguity may occur in all linguistic subfields and levels:
• Phonetics and Phonology - the field of study that systematically an- phonetics and
phonologyalyzes and organizes the various sounds in natural language. Possi-
ble ambiguities in phonetics and phonology consist of different NL
words/phrases/fragments that sound the same but have different se-
mantics, such as the following pairs for example: there/their, here/hear,
plane/plain, sea/see, ice cream/I scream, etc.
• Morphology - the field of study that identifies, analyzes and describes morphology
the structure of language morphemes and other linguistic units, such
as, affixes, parts of speech, etc. Ambiguity in the field of morphology
occurs mainly for morphologically complex words for which there exists
more than one way to combine their building morphemes and therefore
there is more than one meaning of the resulting word. For example, con-
sider the word undoable for which two different meanings and thus two
different structures are possible. The first one, structurally represented
6 introduction and motivation
in figure 1.2 a), attaches first the suffix able to the verb do that forms a
word, namely doable, with the semantic meaning “able to be done”. Then
the prefix un is added and the full meaning is changed to “not able to be
done”. On the other hand, the tree in figure 1.2 b) attaches first the prefix
un to the verb do that forms the word undo with the meaning “reverse the
process of doing” and when the suffix able is added a different meaning
is formed: “able to reverse the process of doing” or in other words “can be
undone”.
• Syntax - is the field of study that examines the rules and principlessyntax
according to which sentences in natural language are formed. Similar
to the fields of phonetics and phonology as well as of morphology,
computational linguistics can be challenged by ambiguities in syntax
as well. In general, these ambiguities are similar to the ones we just
presented for morphology. One very typical example is the problem of
coordinated phrases. Let us take, for instance, the sentence She met the
old women and men. Two possible syntactic structures for this sentence are
given in figure 1.3 a) and b). The meaning that can be derived from part
a) indicates that She has met multiple old women and some men (here
only the women are old since there is no restriction to the relative age
of the men), while the possibility in b) indicates that both groups, the
women and the men, were old.
• Semantics - is the study of meaning of various linguistic structures,semantics
such as words, phrases, sentences, etc. A simple example of semantic
ambiguity is lexical ambiguity. For instance, the noun wedding may have
three different senses according to WordNet2: 1) the social event at which
the ceremony of marriage is performed; 2) the act of marrying; the nuptial
ceremony; 3) a party of people at a wedding. Such ambiguity may also
pose difficulties for many NLP approaches.
• Pragmatics - is the subfield of linguistics concerned with the ways inpragmatics
which context can contribute to meaning, it is knowledge of the relation-
ship of meaning to the actual goals and intentions of the speaker/writer.
In order to decode the meaning of the sentences presented in figure 1.3,
pragmatics will rely on the context provided around them in the dis-
course, the speaker/writer to the target part and his/her intent, but not
only on the syntactic structure of the sentences.
• Discourse - is a subfield of linguistics that aims to derive knowledgediscourse
about larger linguistic units than a single sentence. The actual objects
of discourse analysis are mainly defined in terms of coherent structures
or sequences of sentences, propositions, speech acts, or dialogue turns.
For example, consider the dialogue in example (2). The referent of the
2http://wordnetweb.princeton.edu/perl/webwn
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Figure 1.3: Possible syntactic ambiguity for the sentence She met the old women and men.
where the structure given in a) means that the group of women She met
consisted only of old women and of some men of undefined relative age,
while the structure shown in b) means that both groups, women and men,
consisted only of old individuals.
pronoun it in the last two utterances is different: Mary refers to the apple,
while John refers to the shelf.
(2) John: The apple fell off the shelf.
Mary: It must have rolled down the pile.
John: It is a tiled one.
This last type of ambiguity, namely discourse ambiguity, is a building block
of the current thesis. Discourse ambiguity is present in all natural language
occurrences, both spoken and written. It is not tied to a specific language,
culture, social background or age of the speaker. Indeed, natural language
can be so ambiguous that it is almost impossible for any human to make use
of only unambiguous discourse. Yet, people have the capability to easily and
correctly find the intended meaning of the given discourse without consciously
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realizing there was a difficulty. With respect to ambiguity, machines are far
more inadequate than humans, because the former cannot easily derive the
actual meaning of words, sentences, larger linguistic fragments, etc.
Our aim in the current thesis is to target one specific problem of discourse
ambiguity, namely Coreference Resolution (CR) (see chapter 2). In the last
decade the field of CR has been widely investigated and great advances have
been reached, especially when one specific language, and even more, a given
domain was the target of the resolution process. However, there are multiple
reasons why this task should be extended to a multilingual endeavor, which
is the main objective and investigation of our work in the field. The current
work will provide a detailed discussion of the problems that arise when
coreference resolution is applied to more than one language at a time. We
present the issues that a CR system that uses the mention-pair coreference
model and memory-based learning is confronted with when multilinguality
is approached. Our investigation delineates various solutions for the most
important subtasks in the Multilingual Coreference Resolution (MCR) field. We
show that multilinguality and even language independence of the pipeline can
be achieved when information-poor approaches that rely on machine learning
techniques are used. Before we continue with our exploration, we need to
delineate in more detail why multilinguality with respect to CR should be
devoted more attention from the CL community.
1.2 motivation
In a very recent study [Rehm and Uszkoreit, 2012], META-NET3, a Network of
Excellence funded by the European Commission, has published in the form of
white papers4 a large-scale analysis of the resources provided for 23 official,
national and regional languages in Europe. The analysis was targeted with
respect to four different aspects connected to natural language processing:
Machine Translation, Speech Processing, Text Analysis and Speech and Text
Resources. The overall results of this thorough investigation indicated that
there is an exceptionally high number of deficits in language technology and
language support as well as significant research gaps for each of the researched
languages. The study issued information for each separate language: Basque
[Hernáez et al., 2012], Bulgarian [Blagoeva et al., 2012], Catalan [Moreno et al.,
2012], Croatian [Tadic´ et al., 2012], Czech [Bojar et al., 2012], Danish [Pedersen
et al., 2012], Dutch [Odijk, 2012], English [Ananiadou et al., 2012], Estonian [Liin
et al., 2012], Finnish [Koskenniemi et al., 2012], French[Mariani et al., 2012],
Galician [García-Mateo and Arza Rodríguez, 2012], Greek [Gavrilidou et al.,
2012], German [Burchardt et al., 2012], Hungarian [Eszter et al., 2012], Icelandic
[Rögnvaldsson et al., 2012], Irish [Judge et al., 2012], Italian [Calzolari et al.,
3http://www.meta-net.eu
4http://www.meta-net.eu/whitepapers
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2012], Latvian [Skadin
›
a et al., 2012], Lithuanian [Vaišniene and Zabarskaite,
2012], Maltese [Rosner and Joachimsen, 2012], Norwegian (bokmål) [De Smedt
et al., 2012a], Norwegian (nynorsk) [De Smedt et al., 2012b], Polish [Miłkowski,
2012], Portuguese [Branco et al., 2012], Romanian [Trandaba˘t
›
et al., 2012],
Serbian [Vitas et al., 2012], Slovak [Šimková et al., 2012], Slovene [Krek, 2012],
Spanish [Melero et al., 2012] and Swedish [Borin et al., 2012].
The general outcome of the investigation on the language support across
Europe was well systematized by Rehm and Uszkoreit [2012] as shown in
table 1.1. The information in the table shows that across four different target
areas (Machine Translation, Speech Processing, Text Analysis as well as Speech
and Text Resources) the distribution of datasets, support, research and integra-
tion across the languages is highly divergent and significantly insufficient. The
only regularities and general conclusions confirmed by the achieved results are
the outlines that excellent support is not provided for any of the 23 targeted lan-
guages. This, in a way, is a fact that is strikingly expressive as well as worrying.
In general, it means that language support and technology “must urgently” be
enhanced and further developed across all European languages. Additionally,
the results show, that there is only one language for which the support can be
classified as good, namely English. This is a well known fact, since with the
beginning of the digital age, English has been the prevailing language across
all technical innovations. On the one hand, this tendency provides the ease
and possibility for an in-depth research and development of new approaches,
support and language-related novelties, but on the other hand, languages other
than English are often neglected and correspondingly, resources are seldom
developed and collected for them. The latter well explains the distribution of
the languages in the last three columns of table 1.1.
The META-NET study is only one example of the tremendous and pressing
need for enhanced research and language-related development for languages
other than English. In the last decades, most of the state-of-the-art approaches
to various natural language processing tasks have targeted largely language-
specific and even more domain-specific solutions to diverse computational
linguistic subtasks and problems. Such approaches have flourished, because
only they could achieve an acceptable overall performance. However, the devel-
opment of separate software, concepts, algorithms, resources and support for
each domain and that in each language is a highly costly endeavor. In the last
years, the computational linguistics community has invested massive assets in
the development of such language-specific, linguistically prepared and anno-
tated (meaning labeled or analysed) data. The latter has lead to a significant
improvement in various NLP areas, but has mostly been concentrating on well
resourced languages, such as English, German, French and Spanish, which is
also confirmed by the META-NET study.
With this work, we claim that the digital era has pushed the lim-
its of language-specific approaches and that nowadays much more effort
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Excellent Good Moderate Fragmentary Weak/no
support support support support support
Machine Translation
English French, Spanish Catalan, Dutch, German, Hun-
garian, Italian, Polish, Roma-
nian
Basque, Bulgarian, Croatian,
Czech, Danish, Estonian,
Finnish, Galician, Greek,
Icelandic, Irish, Latvian,
Lithuanian, Maltese, Nor-
wegian (Bokmål, Nynorsk),
Portuguese, Serbian, Slovak,
Slovene, Swedish
Speech Processing
English Czech, Dutch,
Finnish, French,
German, Italian,
Portuguese,
Spanish
Basque, Bulgarian, Catalan,
Danish, Estonian, Galician,
Greek, Hungarian, Irish, Nor-
wegian (Bokmål, Nynorsk),
Polish, Serbian, Slovak,
Slovene, Swedish
Croatian, Icelandic, Latvian,
Lithuanian, Maltese, Romanian
Text Analysis
English Dutch, French, Ger-
man, Italian, Span-
ish
Basque, Bulgarian, Cata-
lan, Czech, Danish, Finnish,
Galician, Greek, Hungarian,
Norwegian (Bokmål, Nynorsk),
Polish, Portuguese, Romanian,
Slovak, Slovene, Swedish
Croatian, Estonian, Icelandic,
Irish, Latvian, Lithuanian, Mal-
tese, Serbian
Speech and Text Resources
English Czech, Dutch,
French, German,
Hungarian, Italian,
Polish, Spanish,
Swedish
Basque, Bulgarian, Catalan,
Croatian, Danish, Estonian,
Finnish, Galician, Greek, Nor-
wegian (Bokmål, Nynorsk),
Portuguese, Romanian, Ser-
bian, Slovak, Slovene
Icelandic, Irish, Latvian,
Lithuanian, Maltese
Table 1.1: A summary of the outcome of the META-NET white paper series as presented
in [Rehm and Uszkoreit, 2012] in which the four areas (Machine Translation,
Speech Processing, Text Analysis as well as Speech and Text Resources) were
evaluated.
and research should be invested into multilingual or even better language-
independent algorithms, methods, systems, concepts and models. We believe
that such a direction of advancement is more appropriate to the development
of society and especially to the changes in all living languages. For this reason,
our investigation focuses mainly on solving the issues that raise when multi-
linguality is targeted within the coreference resolution task. Our approaches
suggest various ways to tackle the problems, which we compare, discuss and
evaluate in the context of this complex task. The following section (section 1.3)
lists a detailed outline of the work.
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In order to be able to present the problems with multilingual coreference resolu-
tion, we first need to properly delineate the dimensions of the CR task. For this
reason, chapter 2 serves as a detailed introduction to the field, while chapter 3
exhibits the problems and issues that multilinguality poses to this already
exceedingly complex task. In chapter 4, we isolate the issues to the context of a
specific framework, namely one that uses the mention-pair coreference model
and memory-based learning for the resolution process. The framework is set
by the MCR system in use: UBIU [Zhekova and Kübler, 2010, 2011, Zhekova
et al., 2012]. Chapter 5 discusses the first subtask, namely mention detection,
within the MCR pipeline that is challenged by the multilinguality aspect. We
present various heuristic, rule-based and machine learning methods to tackle
the problem and compare, discuss and evaluate all proposed approaches. An-
other subtask of MCR that also needs additional vigilance is mention head
detection. Similar to our work on mention detection, chapter 6 reviews differ-
ent heuristic, rule-based and machine learning methods that can be applied to
multilingual mention head detection. We present their evaluation and discuss
to what extend they can be employed on a language independent level. Finally,
the last important subarea of MCR that we need to examine is feature selection.
In chapter 7, we describe the difficulty of this task and the ways in which it
can be altered in order for language independent approaches to be possible.
In chapter 7, a thorough evaluation and discussion of the system results with
all employed methods is also presented and a language dependent optimiza-
tion based on the achieved output is carried out. Chapter 8 summarizes our
findings, proposes new directions and concludes our work.
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Part II
B A C K B O N E

CHAPTER
2
FUNDAMENTALS OF
COREFERENCE
RESOLUTION
Natural Language (NL) is inherently ambiguous, which is one of the reasons
why its automatic processing is so immensely difficult. It is not always easy for
a human to decipher all hidden pitfalls of ambiguity, let alone a machine that
generally does not have a very profound knowledge of the world that we live
in. One of the requirements for NLP to be perceived as a manageable task is the
ability to easily and precisely identify and classify the real world entities that
we refer to on a daily basis. Yet, from the CL perspective, if we consider this
classification task as a hard one, being able to perform it for multiple languages
is, indeed, even harder.
Before we start discussing the issue and predicaments of multilinguality
and their instances in Multilingual Coreference Resolution (see chapter 3), we
first need to delineate the concepts of its components. Thus, in the current
chapter we will introduce basic notions such as Reference Resolution (see
section 2.1), then in section 2.2 we will present Anaphora Resolution and
following in section 2.3 we will discuss Coreference Resolution. Section 2.4
provides a short summary and conclusive remarks for the discussion in this
part.
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2.1 reference resolution
Ambiguity has been attracting the attention of various linguistic researchers
for several decades now [Hindle and Rooth, 1993, Kooij, 1971, Krovetz and
Croft, 1992] and at present it is still one of the most significant and unresolved
problems in NLP, for NL can be inherently ambiguous at multiple levels (e.g. the
lexical level, the pragmatic level, the reference level, the structural level, etc.).
For this reason innumerable state-of-the-art computer linguistic systems are
generally restricted to the use of domain specific discourse as the latter reduces
the uncertainty of meaning and its countless possibilities for interpretation. Yet,
in order to be able to comprehend NL with respect to any given discourse one
first needs to be capable of identifying the separate entities and the references
or relations that are being used in that discourse [Webber, 1978].
(3)
John: Mary baked a vanilla slice for the birthday party.
Bob: Really?
For example, we can consider the first sentence in (3). There are three dif-
ferent entities that can be extracted just from this short utterance, as visualized
in example (4) – Mary, vanilla slice and the birthday party.
(4)
John: [Mary]1 baked a [vanilla slice]2 for [the birthday
party]3 .
Bob: Really?
The relation between the surface form in use and the actual discourse entity
is defined as reference. Identifying the linguistic expressions that refer to areference
given real-world entity (also called referring expressions) in a sentence andreferring expression
establishing the relations between them and the discourse entities (referents)referent
they refer to is the main task of reference resolution. However, in our toyreference resolution
example (4) all three linguistic expressions refer to distinct discourse entities.
If we extend the example and add another sentence, as shown in (5), we
acquire three further linguistic expressions (marked with indices 4, 5 and 6
in example (5)) that need to be identified and related to their corresponding
real-world entities.
(5)
John: [Mary]1 baked a [vanilla slice]2 for [the birthday
party]3 . Unfortunately, [she]4 forgot [the cake]5 in
[the oven]6 .
Bob: Really?
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# Referring Expression Referent
1 Mary, she Mary
2 vanilla slice, the cake the vanilla slice cake
3 the birthday party the birthday party
4 the oven the oven
Table 2.1: The referring expressions and their corresponding referents extracted from
the toy sentences given in example (5).
Yet, as can be seen in table 2.1 in which all referring expressions are listed
with their corresponding referents, not all new phrases refer to entities that
are new to the discourse. In (5) the personal pronoun she refers to the proper
noun Mary previously mentioned in the discourse and the Noun Phrase (NP)
the cake refers to the NP vanilla slice that has been also previously introduced.
This analogy can be further generalized by the terms antecedent (denoting antecedent
the referring expression that appears previous to a referring expression to the
same discourse entity) and anaphor (denoting the referring expression to an anaphor
entity that has already been referred to previously in the discourse). For this
reason, the anaphor and the antecedent are bound by an anaphoric relation anaphoric relation
and the actual reference to a given entity that has already been introduced in
the discourse is called anaphora. However, in example (5), Mary also refers to anaphora
Mary as well as vanilla slice also refers to vanilla slice. Such referring expressions
that share a single discourse entity as their referent are said to corefer. corefer
The difference between anaphora and coreference is often misunderstood
or equivocal, because the terms do describe similar phenomena. Before we
continue with more in-depth presentation of both concepts we consider it
essential to clarify the difference between them at this stage. A very precise
separation of coreference and anaphora is provided by Deemter and Kibble
[2000]. The authors define the former as an equivalence relation and as such it
can be described as reflexive, symmetric and transitive. Even though anaphora
is often considered to be a building block of coreference, it does not inherit any
of the latter three relations, it is irreflexive, nonsymmetrical and nontransitive.
One of the most characteristic differences between both phenomena is the
necessity of context for an appropriate interpretation. Anaphora is context-
sensitive, meaning that the resolution of the anaphor always depends on
the context, or in other words, the interpretation of the anaphor depends
on the interpretation of the antecedent. For coreferent phrases, however, the
interpretation of the anaphor does not depend on the interpretation of the
antecedent and can be achieved independently for each considered phrase.
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Figure 2.1: An example of potential anaphora relations with Mary being the antecedent
and she, lady, the student, person, her, my friend, the girl potential anaphors.
2.2 anaphora
Anaphora resolution [Barss, 2003, Branco, 2007, Lappin and Leass, 1994,anaphora
resolution Mitkov, 2002, Mitkov et al., 2001, Reuland, 2011] is the task that aims at
the identification of the antecedent of a target word or phrase previously in-
troduced to the discourse. If we refer back to example (5) on page 16, the task
of anaphora resolution will be to detect that the first noun phrase Mary is the
antecedent of the anaphor she.
Yet, anaphora resolution does not aim to detect all possible antecedents
of the target anaphor in the discourse. A good representation of potential
anaphoric relations is depicted in figure 2.1 – only the relations between the
phrases that can be used to refer to Mary are sought and not further relations
among those phrases. For this reason, as Mitkov [1999a] reports, the task of
anaphora resolution is already completed when one of the antecedents of the
target anaphor is identified (while coreference attempts to detect all phrases
in the text that refer to the entity that the anaphor refers to). Thus, Anaphora
Resolution (AR) is generally considered as being a subtask of Coreference Reso-
lution (CR) (see section 2.3). In computational linguistic applications, anaphora
most often occurs only as pronominal anaphora (section 2.2.1.1).
There are various types of anaphora, which are normally distinguished
either by the form of the anaphor or the location and the type of relation that
binds both. The following sections will only briefly introduce the basic types
of anaphora for it is not our aim to give a full account of that phenomenon.
A more detailed delineation of the concept can be found in [Barss, 2008,
Fox, 1993, Kabadjov, 2010, Mitkov, 2002]. Yet, a potential AR and respectively
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CR implementation needs to distinguish between the different instances of
both phenomena. In our explanation, we will mainly follow Mitkov’s [2002]
description and extract only the instances most common and most relevant to
our further discussion. We will first introduce the types of anaphora according
to the form of the anaphor (see section 2.2.1), then we will present possible
variations according to the locations of the anaphor and the antecedent (see
section 2.2.2) and in section 2.2.3 we will include other specific types that do
not fall in the first two categories.
2.2.1 Types of Anaphora according to the Form of the Anaphor
Each of the different types of anaphors can have a variety of antecedents: nouns,
noun phrases, verbs, verb phrases, clauses, sentences and even a sequence of
sentences. Yet, there is no defined subdivision of the type of the anaphora
phenomenon depending on the type of the antecedent, but rather depending
on the type of the anaphor.
In the following section we distinguish between four types of anaphora
depending on the form of the anaphor: pronominal anaphora (section 2.2.1.1),
lexical noun phrase anaphora (section 2.2.1.2), verb/adverb anaphora (sec-
tion 2.2.1.3) and zero anaphora (section 2.2.1.4). Those four instances are
among the most important and most often occurring types of anaphora and
thus they are also highly important to our further discussion.
2.2.1.1 Pronominal Anaphora
Pronominal anaphora is the anaphoric relation between an antecedent and a pronominal
anaphorapronoun anaphor. In table 2.2, we provide an example of an anaphora relation
between each type of pronoun and a corresponding antecedent. We extracted
these instances from the CoNLL-2012 English dataset [Pradhan et al., 2012].
We will present this data in more detail in section 3.1.2. As Gundel et al. [2003]
present, pronouns are normally used to refer to entities introduced to the
discourse by a nominal expression. Clausal or non-nominal constructions (such
as situations, facts, acts, etc.), however, are mostly referred to by demonstratives.
Pronouns are generally said to be anaphoric. Yet, one often seen exception
to the anaphoric phenomenon is the pleonastic occurrence of the personal pleonastic
pronoun it. This is the occurrence in which the pronoun it does not refer to a
specific entity, e.g. when it is used in temporal constructions, cleft constructions,
etc. Those uses of it are not considered anaphoric. An example of a pleonastic
use of it is provided in example (6).
(6) It seems that Mary forgot the vanilla slice in the oven.
Generic (a pronoun that does not refer to a specific referent, as in exam- generic
ple (7)) and deictic (acquiring a meaning only in a given context, as in exam- deictic
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personal
Parks inspired the Civil Rights movement of course when
she refused to give up her seat on a bus to a white man in
nineteen fifty-five.
possessive
Daisy Peters’ feelings are understandable, her house in
ruins.
reflexive
Chang is herself an accomplished carver of seal knobs, and
she knows the details and dates of all Wang’s seals and
calligraphies.
demonstrative
Lin Mei-lun’s mother often comes to stay, and this has done
much to lighten the burden of running her household
relative
Of all the ethnic tensions in America, which is the most
troublesome right now?
Table 2.2: Example instances of anaphoric pronouns (personal, possessive, reflexive, demon-
strative, relative) extracted from the CoNLL-2012 English dataset [Pradhan
et al., 2012].
ple (8)) uses of pronouns are also an exception to the anaphora phenomenon
and thus generic and deictic pronouns are not considered anaphoric.
(7) One should never waste chocolate.
(8) I love chocolate.
In (7) there is no reference to a specific person, whereas in (8) there is, but
only if that sentence is used in a context in which the referent behind the
pronoun I has already been introduced.
2.2.1.2 Lexical Noun Phrase Anaphora
Lexical noun phrase anaphora is the type of anaphora that considers only alexical noun phrase
anaphora subset of all definite expressions as an anaphor. In that regard, definite expres-
definite expressions sions are definite noun phrases, proper names, personal, reflexive, possessive
and demonstrative pronouns. Lexical noun phrase anaphora should not be
confused with noun anaphora (see section 2.2.3). Only definite NPs (e.g. the only
person in (9)) and proper names (e.g. Mary in (10)) can be used as an anaphor
in lexical noun phrase anaphora. Indefinite expressions (phrases that are notindefinite
expressions specific and not identifiable), as a cake in both example (9) and example (10),
cannot be considered as anaphors, for they are new to the discourse and there
is no specific antecedent preceding them in the context.
(9) Mary is the person that can make me bake a cake.
(10) The person that can make me bake a cake is Mary.
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Similar to pronominal anaphora, lexical noun phrase anaphora can also
make use of generic expressions that (as we described for pronominal anaphora)
are not anaphoric. Those expressions can be both definite NPs (see example (11))
and proper names (see example (12)).
(11) Who invented the telephone is a well known fact – it was Alexander
Graham Bell!
(12) We always have ice-cream on Monday.
2.2.1.3 Verb/Adverb Anaphora
Not only noun phrases and pronouns can be employed as anaphors. Verbs,
defining verb anaphora can also serve that purpose as well as adverbs, repre- verb anaphora
senting adverb anaphora. These two types are not as common as the ones we adverb anaphora
presented above. A verb can have both a verb (as in (13)) or a verb phrase (as
in (14)) as a possible antecedent.
(13) Tell me that you brought the cake, please do!
(14) John explicitly reminded Mary not to forget the cake when he called to
tell her about the traffic jam on the way, yet, Mary did.
2.2.1.4 Zero Anaphora
Zero anaphora is the last type of anaphora that we will discuss in the current zero anaphora
section. Already its name signals the way that this relation is realized in its
surface form, namely the anaphor position does not contain anything, it is
empty (denoted further as ∅). Depending on the types of the omitted anaphor,
there are several types of zero anaphora: zero pronominal anaphora (in which zero pronominal
anaphorathe missing anaphor is a pronoun (see example (15)), zero noun anaphora
zero noun
anaphora
(where the missing anaphor is a noun or only the head noun of a phrase, but
not the whole phrase itself (see example (16)), zero verb anaphora (accordingly,
zero verb anaphora
this is the type of zero anaphora in which the missing anaphor is a verb (see
example (17)) and zero verb phrase anaphora also known in the literature zero verb phrase
anaphoraas ellipsis (here instead of missing only the verb, the whole verb phrase is
ellipsisexcluded from the surface form (see example (18)).
(15) She left the birthday party and ∅ drove off. (∅ = she)
(16) A lot of people at the party asked her about the cake, but some ∅ didn’t.
(∅ = people)
(17) Mary baked a vanilla slice cake for the birthday party and ∅ some muffins
for her grandmother. (∅ = baked)
(18) Mary has never baked a cake, but she was surprised to find out that no
one else has ∅. (∅ = baked a cake)
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Zero pronominal anaphora occurs in pro-drop languages also calledpro-drop languages
pronoun-drop languages. A pro-drop language is one in which given pro-pronoun-drop
languages nouns can be omitted, but only in the cases in which they are pragmatically
inferable. For example, an elliptical subject can be excluded from the surface
form of a sentence but introduced in a different annotation layer, the syntacticannotation layer
annotation for instance, and still be considered coreferent. Annotation layers,
also referred to as linguistic annotations or simply annotations, are additionallinguistic
annotation
annotation
levels of information (both descriptive and analytic) provided for a given raw
text. In example (19), the Spanish sentence includes an elliptical pronoun sub-
ject that is not included in the surface form. Yet, it is still considered coreferent
with the proper name Toni. Such pro-drop features, conditions and annotations
can be highly complex and differ considerably from language to language,
which is a crucial issue when multilinguality is considered.
(19) Spanish: “Por ahora, [∅1 ] prefiero no hablar de [ese asunto 2 ]”, concluya
[Toni 1 ].
English: “ For now, I would rather not discuss that issue,” Toni com-
pleted.
2.2.2 Types of Anaphora according to the Locations of the Anaphor and the An-
tecedent
This section is devoted to the differences in anaphora depending on the location
of both the anaphor and the antecedent. Most of the example sentences we
have given by now represent intrasentential anaphora – this means that bothintrasentential
anaphora the anaphor (herself ) and the antecedent Mary are within the bounds of a single
sentence as represented in example (20). Yet, if we extend example (20) with
another sentence as in example (21) we can observe that the anaphoric relation
between the anaphor It and the antecedent the cake spans over the sentence
boundaries. This is an example of intersentential anaphora.intersentential
anaphora
(20) Mary told herself that going without the cake is not a big deal.
(21) Mary told herself that going without the cake is not a big deal. It is not
going to be eaten anyways.
In specific cases, the type of the pronoun used as an anaphor can already
select the type of anaphora it falls in. For example, reflexive pronouns, as herself
in example (20), always fall in the case of intrasentential anaphora.
In the last decade, there has been an exceptional effort to increase
the available datasets containing anaphora annotations (see section 2.3.4.1).
Such datasets consist of collections of documents and, often, a given
story/thread/topic in that data is not represented only by a single document.
For this reason, it is possible that anaphors refer to antecedents in the document
previous to their own – interdocument anaphora. Respectively, in the cases ininterdocument
anaphora
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which both phrases are in the same document we talk about intradocument
anaphora. intradocument
anaphora
2.2.3 Further Specific Types
In sections 2.2.1 and 2.2.2, we have introduced the types of anaphora that are
most often used and of high importance to our forthcoming discussion. How-
ever, Mitkov [2002] extends his discussion on the topic and delineates several
other shades of the phenomenon. One of them is indirect anaphora which indirect anaphora
arises when the relation between the anaphor and the antecedent requires
world knowledge and inference. This is, because the anaphor is not referring
to the exact same entity that the antecedent presents, but rather to a part of
it, a member from it, a more specific subset or a superset, etc. Example (22)
shows an instance of indirect reference between the antecedent a piece that is
only a piece of the whole cake and the anaphor The cake which is the superset
of the antecedent.
(22) Mary cut herself a piece and ate it right after she got back home. The
cake was delicious.
The counterpart of indirect anaphora is called direct anaphora. It occurs direct anaphora
when both the anaphor and the antecedent share the exact same head of the
phrase as example (23), in which the head cake is present in both the antecedent
vanilla slice cake and the anaphor that cake.
(23) Mary was now really sorry that she forgot the vanilla slice cake – she did
not even suspect that she can bake properly when she made that cake.
In general, the anaphor refers to the exact same individual that the an-
tecedent represents, which is when the term identity-of-reference anaphora is identity-of-
reference
anaphora
used. Yet, this is not always the case. Example (24) shows a relation between the
pronoun it and the vanilla slice that is not one of identity-of-reference, because
the grandmother did not think of baking that exact same cake but a cake of
that type – vanilla slice. This type of anaphora is known as identity-of-sense
anaphora. identity-of-sense
anaphora
(24) Mary told her grandmother about the success of the vanilla slice. The
old woman remembered often baking it and she smiled at her grand-
daughter.
A very special case of identity-of-sense anaphora is noun anaphora. It noun anaphora
represents the relation between the antecedent and an anaphor that is a non-
lexical pro-form (a function word that replaces another word, phrase or even a pro-form
clause in order to avoid repetition). In example (25) the pro-form one is used to
replace a word or a phrase describing a piece of the cake, but, a piece different
from the pieces Mary and her grandmother actually ate.
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Figure 2.2: A lattice structure of potential coreference relations depicting the possibility
for connecting mentions and the respective formation of a coreference chain.
(25) Mary and her grandmother ate a piece of the cake and gave one to the
raccoon that came by through the garden fence.
As Mitkov [2002] further describes, in the cases most often seen in natural
language, the antecedent precedes the anaphor. For pronominal anaphora
that precedence is usually within the same sentence or the sentence before
it. In case that the order in which the antecedent and the anaphor occur is
reversed, the relation that binds both is cataphoric and the correspondingcataphoric relation
reference is consequently cataphora. An instance of such an occurrence iscataphora
given in example (26) in which the anaphor Mary occurs after its antecedent
she.
(26) When she arrived at the party, Mary realised her blooper.
2.3 coreference resolution
In general, coreference is tightly bound to anaphora. It extends anaphora incoreference
such a way that we talk about identifying not only one, but all expressions
referring to one single discourse entity. The actual process of identification is
known as coreference resolution. As figure 2.2 depicts, not only the links fromcoreference
resolution a given phrase to the target entity are sought (as was shown in figure 2.1), but
the links between the referring phrases as well. Once all linguistic expressions
that link to the same entity are identified, an equivalence class or coreferenceequivalence class
chain is created. An equivalence class may have an unlimited number ofcoreference chain
members as long as all refer to the same discourse entity. All phrases that can
potentially be part of an equivalence class, or a coreference chain, are called
mentions. The process of identifying or extracting mentions from the datamention
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is called mention detection. Mentions can be found in the literature as well mention detection
under the name of markables or even potentially anaphoric phrases. Similar markable
potentially
anaphoric phrase
to anaphora, coreference also restricts the type of phrases that are accepted as
mentions – these can be noun phrases, pronouns, named entities or verbs.
In order to exemplify better what equivalence classes and respectively
coreference chains are, let us look at the text in example (27)1 which is an
excerpt from the CoNLL-2012 Shared Task English dataset [Pradhan et al.,
2012]. Section 3.1.2 describes this data in more detail.
(27)
Larry King: Hello hello Jay Georgia hello.
caller_3: Ah thank (you1 ) (Larry1 ). And (Mike2 ) (I3 ) loved
((your2 ) book 4 ). (It4 ) was great. And toward the end
of the (book4 ) (you2 ) said Secretary (Putin of Russia5 )
had asked (you2 ) to come over and (interview6 )
(him5 ). Had (you2 ) done (that6 )? Uh and (I3 )’d like
to know about (it6 ). Thank (you2 ) so much.
Mike Wallace: Yeah.
Larry King: (I1 ) did interview (Putin5 ) yes.
Mike Wallace: on the sixtieth anniversary of the uh end of World
War Two (he5 ) asked (me2 ) to come on over and
(interview7 ) (him5 ). And (it7 ) was carried uh in a
lot of places. But (I2 ) tell you something. (Putin5 ) to
(my2 ) way of thinking who calls (himself5 ) a democrat
- (He5 )’s not our kind of democrat.
In the given context in example (27), there are seven entities that were
referred to more than once: 1) Lary; 2) Mike; 3) caller_3; 4) Mike’s book;
5) Putin; 6) an interview; 7) the interview. For this reason, seven different
coreference chains could be formed with all phrases used to refer to those
seven entities. Once the mentions are considered to be a part of a specific
coreference chain they are said to refer to the same real-world entity that is
represented by that chain. In other words, all phrases are different descriptions
or linguistic forms of the same entity. A graphical visualization of the resulting
classes from example (27) is depicted in figure 2.3.
Resolving the equivalence classes determines the set of coreferent mentions. coreferent mention
This is the collection of all members of the equivalence classes or in other
words the collection of all mentions that refer to an entity that has more than
one referent in the text. The rest of the mentions are said to be singletons – singleton
mentions that refer to an entity in the text that no other mention refers to. In
1The text is presented as it occurs in the data, no punctuation, grammar or other types of
errors were corrected. The IDs assigned to the coreference chains were simplified with smaller
numbers for better readability.
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Figure 2.3: A graphical representation of the seven resulting equivalence classes (coref-
erence chains) extracted from example (27).
terms of set theory the set of all mentions is the union of the set of singletons
and the set of coreferent mentions graphically represented in figure 2.4 on
page 27.
After we have clarified the difference between anaphora resolution and
coreference resolution, from this point on we will use only the latter to refer to
both or will explicitly note if we refer only to anaphora resolution.
Since coreference is extensively used in natural language, it is regarded as
highly important with respect to the preservation of a coherent discourse nature.
Cohesion represents the grammatical and lexical relations within a givencohesion
discourse in which the interpretation of a linguistic expression is dependent
on a previously used alternative variant of that expression. In other words,
cohesion is often defined as the links that preserve the meaning and integrity
of text [Halliday and Hasan, 1976, Morris and Hirst, 1991, Hobbs, 1978].
Knowing what coreference resolution is, however, does not give us much
information about the computational linguistic approaches that have been
explored for tackling the CR problem. As Wunsch [2010] presents in his com-
parative study on anaphora resolution, one can employ either rule-based ap-
proaches (see section 2.3.1) or machine learning approaches (see section 2.3.2)
to solve the anaphora problem. The same is also possible for coreference reso-
lution. For this reason, we devote the next two sections to these two variations.
In section 2.3.3, we discuss additional improvements or advances in both and
in section 2.3.4, we introduce the available resources and attempted evaluation
approaches.
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Figure 2.4: A graphical representation of the set of all mentions defined as the union of
the set of singletons and the set of coreferent mentions.
2.3.1 Rule-Based Approaches to Coreference Resolution
Rule-based approaches to CR rely on the availability of lexical and encyclo- rule-based
approachespedic knowledge and manually handcrafted rules. Earlier work of this type
of approach is reviewed by Aone and McKee [1993], Harabagiu et al. [2001],
Markert and Nissim [2005], Mitkov [1998], Poesio et al. [2002], Yang and Su
[2007]. As Harabagiu et al. [2001] notes, such rules are designed to capture both
grammatical and lexical cohesion by ensuring agreement of gender, number,
semantic class, etc. The examples of coreference rules that Harabagiu et al.
[2001] show (duplicated in figure 2.5 for more convenience), demonstrate how
such an agreement can be forced over the pairs. However, rule-based methods’
reliance on handcrafted patterns has several drawbacks. Although the latter
are generally easy to design because of their simplicity and self-explanatory
individual structure, the lack of organization across entire rule sets leads to
difficulties in observing the impact of each distinct rule on the whole process.
This makes such rule sets difficult to validate and, since there is a direct corre-
lation between the number of rules included in the system and its efficiency,
also renders the processes using them progressively more inefficient as the
rule sets grow. However, the biggest disadvantages of rule-based approaches
are, on the one hand, the need to individually implement and regularly revise
rules for each separate phenomenon under consideration and, on the other
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Figure 2.5: An example of multiple manually developed rules for coreference resolution
as presented in [Harabagiu et al., 2001]. This set has been developed for
English and would need to be revized and adapted if applied to other
languages.
hand, an inherent inability to learn and re-use experience gained during rule
set building.
As Klaussner and Zhekova [2011] show, manually designed patterns can be
highly accurate when they are formulated for not so complex phenomena such
as hyponymy for example. Yet, the introduction of new examples, exceptions,
special cases and variation will inevitably lead to imperfection and thus the
need for revision and adaptation of the set of rules. This can be highly labor
intensive and therefore it is not a reasonably achievable goal. Recognizing the
immense effort that is needed for such an enterprise, Aone and Bennett [1995]
evaluate the trade off between employing a manual vs. automated approach to
anaphora resolution and conclude that rule-based methods as in [Aone and
McKee, 1993], even if exceptionally robust and extensible, should nevertheless
be geared towards a truly automated approach.
2.3.2 Machine-Learning Approaches to Coreference Resolution
In the search for other possibilities for addressing the CR task, it has been
natural to consider machine learning approaches as in [Aone and Bennett,machine learning
approaches 1995, Luo et al., 2004, McCarthy and Lehnert, 1995, Ng and Cardie, 2002a,
Ponzetto and Strube, 2006, Soon et al., 2001, Versley et al., 2008a, Yang et al.,
2003]. Machine Learning (ML) is a branch of Artificial Intelligence (AI) thatmachine learning
artificial
intelligence
considers various methods or algorithms for the analysis of data based on
empirical evidence. One of the principal advantages of machine learning
approaches is their concentration on the automatic extraction, analysis and
evaluation of patterns varying in complexity which can subsequently be used
for intelligent decision-making based on the information uncovered. A natural
hurdle to machine-based CR, however, is that it is necessarily data driven and
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thus dependent on the resources available for the targeted language. This
is typical not only for machine-based CR, but as well for all other machine
learning NLP approaches. Yet, the resources that those methods require are still
in short demand (see section 2.3.4).
Instead of manually handcrafted rules, machine learning for CR most often
recasts the problem as a binary classification task. The latter is also known as
the mention-pair model. The mention-pair model is the most widely used and mention-pair
modelunderstood model for attempting the coreference task. Rahman and Ng [2011]
summarize three further approaches: mention-ranking model, entity-mention mention-ranking
modelmodel and their own cluster-ranking model. Further on in their discussion,
entity-mention
model
cluster-ranking
model
Rahman and Ng [2011] comment that all the latter models attempt to ac-
count for the two major weaknesses of the mention-pair model: its inability to
represent transitivity within the CR phenomenon and the limitations in its ex-
pressiveness caused by the consideration of information representing only two
mentions at a time. However, neither the mention-ranking model nor the entity-
mention model manage to resolve both problems simultaneously. Furthermore,
these models, as well as the cluster-ranking model have a highly increased
complexity and thus cannot be employed as a simple baseline approach. Thus,
most state-of-the-art CR systems, as we show in sections 3.1 and 7.1.1, make
use of the mention-pair model. For the latter reason, we employ this model in
the investigation presented further in this work.
The first step in the employment of a mention-pair model (see chapter 4 for
further details) is to identify all potential mentions in the data. Then, all de-
tected phrases are paired up and features (e.g. information as number, gender, feature
semantic class, syntactic dependents, etc.) for the mention pairs and their con-
text are extracted and stored as feature vectors (a collection of features, or more feature vector
precisely, a collection of feature values). Then, an appropriate machine learning
algorithm that represents a distinct predictive model should be selected. A predictive model
predictive model defines the way in which the outcome is computed.
In case supervised learning is employed [Soon et al., 2001, Ng and Cardie, supervised learning
2002a, Bengtson and Roth, 2008], the correct labels, or in other words, answers
for the feature vectors of the mention pairs are provided in the initial (training)
dataset. Otherwise unsupervised learning [Ng, 2008, Haghighi and Klein, 2007] unsupervised
learningis made use of. A decision on the new, unseen instances known in the literature
as test data is made, based on the information extracted from the initial test data
corpus/corpora also called training data. Once the classification task is finished training data
the resulting positively linked pairs are clustered into equivalence classes as in
figure 2.3. A graphic representation of a machine learning process is shown in
figure 2.6.
Solving the problem of CR means that a complex combination of constraints
based on the correctness and coherence of salience, syntax, semantics and
discourse needs to be fulfilled. For example, in order to be coherent a given
text needs to fulfill the constraint of including successive linguistic expressions
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Figure 2.6: The backbone scheme of a machine learning process using labeled (for
supervized) or unlabeled (for unsupervized) training data for the learning
process and classifying the test data according to a previously selected
predictive model.
that refer to the same entity. Hence, assuming that a text is coherent, one can
traverse the latter constraint in use for coreference resolution, meaning that
only phrases found in a close distance can be rendered coreferent. Another
such restriction can be based on the syntactic analysis of the context: reflexive
pronouns are most often coreferent with the closest preceding subject, thus
syntactic knowledge can aid a constraint that ties such pronouns to the last
seen subject.
Machine learning approaches, however, cannot always account for such
specific restrictions that are based on precise observations. For this reason more
complex models combining both machine learning and rule-based methods
are often used. The latter are known as hybrid approaches [Hartrumpf, 2001,hybrid approaches
Lalitha Devi et al., 2011]. Hybrid approaches can represent a diverse combina-
tion of both methods throughout all subtasks of CR. One such combination for
example is using machine learning for the resolution process and rules in a
postprocessing step to enhance the output.
2.3.3 Various Improvements to Coreference Resolution
In the attempt to advance and improve CR system performance, research
has considered a variety of further aspects of the overall problem in the
hope that systems developed will reach higher accuracies and better, closer to
natural performance. For example, some approaches have attempted to employ
different modalities (modality can be described as a manner of communicationmodality
in a human-computer interaction) to improve accuracy, as Eisenstein and Davis
[2006] who explored features of hand gestures combined with a traditional
textual model. Results reported for this method suggest a statistically significant
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improvement of system performance. Alternatively, Luo et al. [2009] made use
of the speaker and turn-taking metadata provided in documents, which led
to improvements in system performance. Explorations of this kind, although
valuable, are nevertheless limited in their application and often too domain
specific or inapplicable to a wider variety of systems. Thus, such advances can
in certain respects be described as avoiding a more thorough consideration of
the ‘core linguistic’ contributions to CR.
There are also approaches that attempt to improve the coreference resolu-
tion process by exploring new sets of linguistic features. Such a large-scale
expansion of feature sets allows the inclusion of more sophisticated linguistic
knowledge [Mayfield et al., 2009, Ng and Cardie, 2002a]. Sasano et al. [2007],
who work on Japanese for example, report that a good knowledge of language
synonyms is required for effective CR approaches for that language.
All these approaches target different aspects of the coreference resolution
process and, as a consequence, there are still only a few full CR systems publicly
available. The development of such systems is a considerable engineering effort,
which itself results in systems that either are applicable to only one language
following the methodology proposed by Soon et al. [2001] or Steinberger et al.
[2007], or which can only perform partial resolution (e.g., pronoun resolution),
as in JavaRAP described by Qiu et al. [2004].
Only recently has a highly modular toolkit, BART by Versley et al. [2008b],
become available for the purpose of developing coreference applications. This
tool provides the possibility to develop CR systems for integration in further
applications. This is particularly valuable in that it makes it possible for re-
searchers with main interests in other areas to still use CR solutions. Such
publicly available general toolkits have also been developed for other CL areas
(such as Word Sense Disambiguation for example) marking a significant matu-
ration of the field. In the area of CR, however, there are still no publicly available
systems that are able to carry out the whole pipeline of necessary procedures,
starting with raw text and producing the final semantic interpretation, and all
this for multiple languages. Such systems demand considerable effort and also
a combination of the various approaches and techniques developed previously
in order to improve different aspects of coreference resolution in combination.
2.3.4 Resources and Evaluation for Coreference Resolution
As the definition of machine learning itself indicates, collections of data, and
more specifically linguistically annotated data, are needed in order for those
automated approaches to be achievable. Moreover, supervised methods require
those collections to be of a considerable size in order to accomplish competitive
performance. Once trained and evaluated, two distinct systems can only be
objectively compared if they are trained and tested on the exact same dataset,
which poses the additional requirement that those datasets be freely available.
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2.3.4.1 Available Resources
As Elango [2005] reports, there were only a few standard datasets available at
that time, which were distributed during the Message Understanding Com-
petition (MUC) evaluation exercises (MUC-6 [Grishman and Sundheim, 1995]
and MUC-7 [Hirschman and Chinchor, 1997]). Yet the author also expressed
the need for a wider variety of annotated data because the available datasets
represented only narrow domains2 which makes the development of general-
purpose CR systems difficult.
Later evaluation exercises such as ACE [Doddington et al., 2004] and
ARE [Oraˇsan et al., 2008] were undertaken. Additionally, multiple domain
specific corpora such as the GENIA corpus on the biomedical domain were
annotated with coreference information [Ohta et al., 2002]. Advancing the
available datasets allows for more detailed analysis of the CR phenomenon and
its issues as for example in the analysis presented by Stoyanov et al. [2009] on
various CR subtasks and their overall effect on the CR process for both MUC
and ACE datasets. One of the valuable contributions of Stoyanov et al. [2009]
enabled by the additional data is the evaluation of state-of-the-art resolvers of
different types of anaphora. The gained knowledge was further used to design
a measure that can provide a good estimate of the performance of a given
resolver for a new dataset.
Only a few years later a new collection of data was released that aimed to
provide datasets for more than the English language. The SemEval-2010 task 1:
Coreference Resolution in Multiple Languages3 [Recasens et al., 2010] included
various domains for six languages – Catalan, Dutch, English, German, Italian
and Spanish. Covering this range of languages, the SemEval-2010 task 1 was the
first to enable easier development and objective evaluation of multilingual CR
systems. Since it is the purpose of this work to discuss the multilingual issues
in CR, we devote more attention to the description of this task in section 3.1.1.
Up to 2011, all datasets were concentrating on noun phrase CR. It was the
CoNLL-2011 Shared Task: Modeling Unrestricted Coreference in OntoNotes4
[Pradhan et al., 2011] that provided a dataset for English not restricted to noun
phrases or a given set of entity types. A year later the enterprise was extended
with two further languages (Arabic and Chinese) during the CoNLL-2012
Shared Task: Modeling Multilingual Unrestricted Coreference in OntoNotes
[Pradhan et al., 2012]. Again, for the multilingual purpose of our work, we
include further details on this task in section 3.1.2.
2MUC-6 was assembled from news reports in the domain of “Negotiation of Labor Disputes
and Corporate Management Succession” and MUC-7 on news reports in the domain of “Airplane
Crashes, and Rocket/Missile Launches”.
3http://stel.ub.edu/semeval2010-coref
4http://conll.cemantix.org/2012
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2.3.4.2 Evaluation Metrics
Evaluating CR system performance has proven to be highly challenging [Prad-
han et al., 2011, Recasens et al., 2010]. In general, evaluation of system perfor-
mance is represented in terms of recall, precision and their harmonic mean,
the F-measure/F-score. Precision, or P, (see equation (2.1)) represents the precision
Pratio of the correct answers given by the system to the number of all given
answers. Recall, or R, (see equation (2.2)) is the percentage of instances from recall
Rthe test set for which the systems gives an answer. Their harmonic mean, the
F-score/F-measure/F (see equation (2.3)) represents the final system score. F-score
F-measure
F
precision =
jcorrect answer \ given answerj
jgiven answerj (2.1)
recall =
jcorrect answer \ given answerj
jcorrect answerj (2.2)
F =
2  (precision  recall)
precision + recall
(2.3)
There are four commonly used evaluation metrics that provide distinct
implementations of precision and recall that have been employed in the last
decade: Message Understanding Competition (MUC) metric [Vilain et al., 1995],
B3 [Bagga and Baldwin, 1998], Constrained Entity Alignment F-Measure (CEAF)
[Luo, 2005], and BiLateral Assessment of Noun-Phrase Coreference (BLANC)
[Recasens and Hovy, 2011]. Diverse variations of those metrics, as the improve-
ment of B3 and CEAF proposed by Cai and Strube [2010] were also explored.
As Cai and Strube [2010] note, the comparison between various systems evalu-
ated with those metrics has been a hard task on its own, for these systems were
not necessarily evaluated on the exact same metric or on different versions of
one metric. Another problem for this comparison to be objective, as the authors
show, is the fact that the different metrics consider different ways of computing
the correctness of the resulting coreference links.
In order to avoid the above mentioned drawbacks Recasens et al. [2010]
used a combination of MUC, B3 , CEAF and BLANC for the SemEval-2010
evaluation, while [Pradhan et al., 2011] used the same set of metrics apart from
BLANC for the CoNLL-2011 and CoNLL-2012 evaluations. The evaluations
of the methods presented in this work will be consistent with the evaluations
used for the aforementioned shared tasks and datasets on which we employ
the methods so that further comparability can be achieved.
muc [Vilain et al., 1995] is one of the first metrics used for evaluating corefer-
ence within the MUC-6 and MUC-7 evaluation tasks. It is a link-based metric. It
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compares the links between the equivalence classes in the key data, also knownkey data
as key (the data containing the answers) and response data (the system output)key
response data by estimating the minimal set of actions needed to transform the response
classes to their corresponding key classes. MUC calculates the number of links
that are present in both key and response – obtained by the difference between
the set of existing links in the equivalence classes in the key Si and the links
existing in the partitions relative to those classes p(S i ) in the response. To
compute recall (as shown in equation (2.4)), MUC divides this number by the
minimum number of correct links that are needed to form the equivalence
classes in the key data.
R =
P (jSi j - jp(Si )j)P (jSi j - 1) (2.4)
For further clarification, the relative partition p(S) of a given equivalence
set S is derived by the unification of the sets gained by the intersection of S
with the equivalence sets included in the response that overlap with S.
In contrast, precision considers the difference between the links in the
equivalence classes in the response S0i and the links existing in the partitions
relative to them p(S 0i ) in the key, divided by the minimum number of correct
links required to gain the equivalence classes in the response data. The complete
formula for calculating precision within the initial MUC metric is given in
equation (2.5).
P =
P (jS 0i j - jp0(S 0i )j)P (jS 0i j - 1)
(2.5)
All following explorations of evaluation metrics [Bagga and Baldwin, 1998,
Luo, 2005, Recasens and Hovy, 2011] report that MUC has two major drawbacks
that need to be resolved. First, the authors address the tendency of MUC to
be more compliant with overmerged equivalence classes resulting from the
consideration of the minimal number of needed links. This is a consequence of
the definition of MUC to penalize each error with an equal precision point. The
second disadvantage of MUC, as indicated by [Bagga and Baldwin, 1998, Luo,
2005, Recasens and Hovy, 2011], is the fact that MUC is completely insensitive
to the presence of singletons in the response data.
These two issues lay the grounds for the subsequent attempts to overcome
the shortcomings by accounting for them in appropriate ways. One such
approach is the development of the B3 metric.
b-cubed [Bagga and Baldwin, 1998], or B3 , is a mention-based metric that
addresses the favorable behaviour of MUC towards overmerged entities by
calculating precision and recall separately for each distinct mention. Unlike
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MUC, B3 also includes singleton mentions in its computation. In the latter,
recall (see equation (2.6)) is obtained by calculating the weighted average of
the separate equivalence class recalls. According to Bagga and Baldwin [1998],
weights are defined by the number of entities in a class. The authors define
precision analogically to MUC by reversing the key and answer sets in the
formula, as presented in equation (2.7).
R =
nX
i=1
jSi jP n
j=1 jSj j
Ri (2.6)
P =
nX
i=1
jS0i jP n
j=1 jS0j j
R0i (2.7)
In an attempt to overcome the problem that MUC faces with singletons, B3
shows a countereffect, namely exceptionally increased overall scores when sin-
gletons are present in the response data. Both MUC and B3 thus fail to perform
evaluation in a completely intuitive way, which led to further investigations of
the matter.
ceaf [Luo, 2005] is an enhancement of the B3 approach. According to
Recasens and Hovy [2011], B3 also provides counterintuitive evaluation of the
coreference phenomenon because every entity may be used more than once
when the alignment between the key and response is achieved. Luo [2005]
then defines a similarity function  which is the sum of similarities of all
aligned entity pairs. Depending on the exact definition of  , CEAF can be used
as either a mention-based or an entity-based metric. Nevertheless, recall is
computed by acquiring the similarity value for the optimal alignment divided
by the sum of the entity self-similarites in the key set (see equation (2.8)),
while precision considers the entity self-similarities in the response set (see
equation (2.9)).
R = (g
 )P
i (R i , Ri )
(2.8)
P = (g
 )P
i (S i , Si )
(2.9)
As Recasens and Hovy [2011] further report, CEAF still fails to provide
an acceptable solution to the singleton problem raised by both MUC and B3 ,
which also leads to boosted scores when singletons are present in the response
data. Moreover, if an entity from the response is not aligned properly with
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a key entity, a potential correctly identified coreference link will be ignored
by CEAF. The evaluation presented by Stoyanov et al. [2009] also remarks
that entities are weighted equally, independently of their size in terms of the
number of mentions they contain.
blanc [Recasens and Hovy, 2011] employs an implementation of the Rand
index presented in [Rand, 1971]. BLANC also aims at targeting the known
shortcomings of the previous metrics. It calculates both precision and recall
based on both coreference and non-coreference links. The overall recall, defined
as BLANC-R (see equation (2.12)) is defined by the arithmetic mean between
the recall of coreference Rc (presented in equation (2.10)) and non-coreference
links Rn (see equation (2.11)). Rc is obtained by the consideration of all right
coreference links rc towards their sum with all wrong non-coreference links
wn. Rn , by analogy, calculates the right non-coreference links rn divided by
their sum with all wrong coreference links wc.
Rc =
rc
rc + wn
(2.10)
Rn =
rn
rn + wc
(2.11)
BLANC - R =
Rc + Rn
2
(2.12)
The overall precision, also indicated as BLANC-P (see equation (2.15)),
is as well the arithmetic mean of precision considering coreference links Pc
(equation (2.13)) and precision gained from non-coreference links Pn (see
equation (2.14)). Pc is the right coreference links from all coreference links,
while Pn is gained by the same combination but considering non-coreference
links.
Pc =
rc
rc + wc
(2.13)
Pn =
rn
rn + wn
(2.14)
BLANC - P =
Pc + Pn
2
(2.15)
Unlike MUC, B3 and CEAF, BLANC does not calculate precision as shown
in equation (2.3) but uses the latter to obtain F-features for both F-score for
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coreference links Fc (see equation (2.16)) and F-score for non-coreference
links Fn (see equation (2.17)) that consider the respective precision and recall
figures. Then, the overall F-score, defined as BLANC (see equation (2.18)), is
the arithmetic mean of Fc and Fn .
Fc =
2PcRc
Pc + Rc
(2.16)
Fn =
2Pn Rn
Pn + Rn
(2.17)
BLANC =
Fc + Fn
2
(2.18)
The difference in the calculation of the BLANC metric also leads to the fact
that the final score can be lower than both BLANC-P and BLANC-R, unless
they are both considerably high. As Recasens and Hovy [2011] also reports,
BLANC manages to account well for the singleton problem of earlier metrics.
Yet, they also note that in specific cases (e.g. when the key contains multiple
non-coreference links and only one coreference link and the response includes
only non-coreferent ones) the BLANC metric will put an equal weight on the
one coreferent link in comparison to all non-coreferent ones leading to an
overall score not higher than 50%. This is a major drawback of the BLANC
metric, which can be seen by the results we report further on in chapter 5,
chapter 6 and chapter 7, because the figures that the metric reports are seldom
far from 50%, which renders the scores rather uninformative.
2.3.4.3 Exemplifying the Problems
Presenting the definitions and all known drawbacks of all four evaluation met-
rics in section 2.3.4.2 points out two basic flaws that the majority of the metrics
cannot appropriately overcome. The first, is their evaluation of equivalence
classes that consist of multiple real-world entities (overmerged entities) or its
opposing case in which all classes consist of one single member representing
one single entity. The second consideration is the behaviour of the metrics
when singleton mentions are present in the response. In the current section,
we will show examples of those issues and list the scores that each of the
metrics achieves in both cases in order to provide a better understanding of
their behaviour.
overmerged entities As presented in Kübler and Zhekova [2011] there
are two baselines that can be used in order to expose the deficiencies of the
evaluation metrics when overmerging of equivalence classes is concerned. The
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Figure 2.7: All mentions from example (27) on page 25 represented as separate entities
(when the singletons baseline is used) and building a single entity (when the
all-in-one baseline is employed).
first considers all mentions to represent a class on their own (all mentions
being singletons), referred to as singletons baseline, and the second merges
all mentions in one equivalence class, used further as all-in-one baseline. Let
us return again to the text in example (27). As figure 2.3 shows, there are
altogether seven different equivalence classes or in other words seven different
entities that are marked in the key dataset. A representation of those classes
within the singletons and all-in-one baselines is offered in figure 2.7.
Considering the two baselines, Recasens et al. [2010] assessed the per-
formance of the four evaluation metrics for the SemEval-2010 task 1 (see
section 3.1.1) English dataset. The results that the authors reported are listed in
table 2.3.
What the figures in table 2.3 show is that there is an exceedingly high
variation in the performance of all metrics for both baselines. When all mentions
are marked as singletons, or in other words, when there is absolutely no
coreference information present in the response set, the MUC metric does
not reward any points while CEAF and B3 report an exceedingly boosted
MUC CEAF B3 BLANC
R P F1 R P F1 R P F1 R P BLANC
singletons 0.0 0.0 0.0 71.2 71.2 71.2 71.2 100 83.2 50.0 49.2 49.6
all-in-one 100 29.2 45.2 10.5 10.5 10.5 100 3.5 6.7 50.0 0.8 1.6
Table 2.3: Baseline scores according to the two baselines (singletons and all-in-one) for
the English data set in the SemEval-2010 task 1 evaluated by the MUC, CEAF,
BCUB and BLANC metrics.
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Figure 2.8: Setting 1 from our toy example representing two equivalence classes in the
key set {A, B, C} and {D, E}, and two in the response {B, C} and {A, D, E}.
performance of 71.2% and 83.2% respectively. The BLANC metric keeps the
performance in the range of 50% reporting a BLANC score of 49.6%. On the
other hand, merging all mentions in one single class, the all-in-one baseline,
leads to a relatively boosted performance of MUC – 45.2%, while the rest of
the metrics do not increase beyond 10.5%. These results show that evaluating
a system via any of these metrics separately cannot lead to objective results,
because systems that are well-adapted at identifying all the mentions, but
not the coreference links between them, will be performing exceedingly well
judged by the CEAF and B3 , while their performance according to MUC will be
close to 0. Furthermore, systems that have the tendency to overmerge entities
will receive higher scores by MUC, but not by the rest of the evaluation metrics.
singletons The second major drawback of MUC, B3 , CEAF and BLANC
is their behaviour against singleton mentions in the response, as shown in the
toy example in Kübler and Zhekova [2011]. In the base setting (referred to as
setting 1), two equivalence classes are included in the key set – S1k = fA , B, Cg
and S2k = fD , Eg. For the same setting, one link error is introduced in the
response that attaches mention A erroneously to the wrong class, resulting
in the following equivalence classes: S1r = fB, Cg and S2r = fA , D , Eg. For
clarification, these sets are presented in figure 2.8.
Further, we included an additional error in the response by introducing a
new class with a single member S3r = fYg(see figure 2.9), referred to as setting
2. The last setting that we use as an example, setting 3, contains a singleton in
the key S3k = fXg(see figure 2.10).
In order to assess setting 1, 2 and 3 we use the scoring software presented
by the SemEval-2010 task 1 (see section 3.1.1). The results from this evaluation
are listed in table 2.4. The figures show that within the SemEval-2010 task 1 all
metrics, apart from MUC, were sensitive to the presence of singletons in both
the key and the response. We note that the difference between setting 1 and 2
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Figure 2.9: Setting 2 from our toy example representing two equivalence classes in the
key set {A, B, C} and {D, E}, and three classes in the response {B, C}, {Y} and
{A, D, E}.
Figure 2.10: Setting 3 from our toy example representing three equivalence classes in
the key set {A, B, C}, {X} and {D, E}, and two classes in the response {B, C}
and {A, D, E}.
is the presence of the singleton Y in response; the actual coreference links are
the same in both variants. However, B3 , CEAF and BLANC report decreases
in scores. When a singleton is introduced in the key (setting 3), MUC and
BLANC do not report variation in scores with respect to setting 1. However,
B3 indicates a small decrease, while for CEAF there is no difference between
having an additional singleton in the key or in the response.
This exploratory investigation shows that singletons are exceedingly im-
portant for the objective evaluation of coreference. They should be taken into
account in both key and response in order to achieve a better alignment of the
detected mentions and the links between them. However, the datasets provided
by the CoNLL-2012 shared task (see section 3.1.2) did not include singleton
mentions, for the latter are not contained in the annotation schemes of the
targeted languages. This fact poses a problem for the overall evaluation of the
participating systems, which led to the adaptation of the scoring software by
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MUC B3 CEAF BLANC
R P F1 R P F1 R P F1 R P F1
1 66.7 66.7 66.7 73.3 73.3 73.3 80.0 80.0 80.0 58.3 58.3 58.3
2 66.7 66.7 66.7 73.3 61.1 66.7 80.0 53.3 64.0 51.8 52.3 49.8
3 66.7 66.7 66.7 61.1 73.3 66.6 53.3 80.0 64.0 58.3 58.3 58.3
Table 2.4: Coreference scores on Setting 1, 2 and 3 from our toy example achieved by
the scoring software provided in SemEval-2010 task 1 evaluated by the MUC,
CEAF, BCUB and BLANC metrics.
MUC B3 CEAF BLANC
R P F1 R P F1 R P F1 R P F1
1 66.7 66.7 66.7 73.3 73.3 73.3 80.0 80.0 80.0 58.3 58.3 58.3
2 66.7 66.7 66.7 73.3 73.3 73.3 80.0 80.0 80.0 58.3 58.3 58.3
3 66.7 66.7 66.7 77.8 77.8 77.8 86.7 86.7 86.7 65.9 65.9 65.9
Table 2.5: Coreference scores on Setting 1, 2 and 3 from our toy example achieved by
the scoring software provided in CoNLL-2012 shared task evaluated by the
MUC, CEAF, BCUB and BLANC metrics.
the SemEval-2010 task 1 to account better for the presence of singletons in the
response. A reevaluation of the three toy settings with the scoring software
(see section 3.1.2) from the CoNLL-2012 shared task, the scores from which are
listed in table 2.5, shows that all metrics are rendered insensitive to singletons
in the response. Yet, additional singletons in the key boost the scores for all
metrics, except for MUC. This fact is not problematic when data from the
CoNLL-2012 shared task is used, since no singletons were included in the key,
yet, it should be taken into consideration if that version of the software is used
on different datasets.
2.4 summary and conclusion
In the current chapter, chapter 2, we presented coreference resolution by
introducing various aspects of the concept. We discussed both rule-based
and machine learning approaches to CR and outlined their advantages and
disadvantages in their employment for the task. The chapter highlighted
numerous new and innovative attempts for the improvement of coreference
resolution and provided an overview of existing resources and evaluation
standards for this task.
The depicted information will serve as the basis for our further discussion
in the thesis on redefining this task into a more complex enterprise. Yet, our
aim was to provide only the relevant to our investigation details. If more
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elaborate description and delineation of the concept is needed, we advocate
the exploration of the referenced relevant literature.
CHAPTER
3
MULTILINGUAL
COREFERENCE
RESOLUTION
In the increasingly complex and rapidly changing world, the need for robust
and efficient methods for Natural Language Processing (NLP) applications that
are flexible and that lead to good and stable system performance is rapidly
growing. With the advances of science and technological development as well as
the boosted access to information, software and ever growing communication,
the demand for multilingual applications is more than ample. Modern multilin-
gual systems build a bridge between the already widely available knowledge
and the monolingual end-user. One well known multilingual project for ex-
ample is Wikipedia1 – a multilingual, web-based, free-content encyclopedia.
This easily accessible resource allows for textual content to be entered and
used across language boundaries due to its hyperlinked nature. Yet, there is
no guarantee for the user that the content he or she is searching for will be
available in a language that the user can actually speak or understand. Further
multilingual assistants as Google Translate2 for example can be made use of in
order for that content to be understandable. Yet, multilingual approaches often
1http://www.wikipedia.org
2http://translate.google.com
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carry an immense engineering and implementation effort with them. For this
reason, it is necessary to shed more light on the problem of multilinguality for
the subject of our interest – coreference resolution.
Thus, in the current chapter we will continue beyond the notion of simple
CR and revise the advances of that field into more than one targeted language
and in this way we will delineate the complex task of Multilingual Coreference
Resolution (MCR). We will first review all initial approaches to MCR (see sectionmultilingual
coreference
resolution
3.1) and then discuss the basic necessities as well as pressing issues with
respect to MCR-based approaches (see section 3.2). Section 3.3 offers concluding
remarks.
3.1 contemporary multilingual coreference resolution
Multilingual Coreference Resolution has been gaining a great amount of in-
terest in the CL community for almost two decades now. It was first Aone
and McKee [1993] who presented a data-driven architecture for language-
independent anaphora resolution that was capable of functioning on any
language and still was robust, easily extendable and trainable. Mitkov [1999b]
proposed a knowledge-poor approach to AR that was initially developed and
tested for English and then further extended to Polish and Arabic as well as
Finnish, Russian and French. Yet, as the author notes, by that time there were
already several approaches on various languages such as: French [Popescu-
Belis and Robba, 1997, Rolbert, 1989], German [Dunker and Umbach, 1993,
Fischer et al., 1995, Leass and Schwall, 1991, Stuckardt, 1997], Japanese [Mori
et al., 1997, Nakaiwa and Ikehara, 1992, 1995], Portuguese [Abraços and Lopes,
1994], Swedish [Fraurud, 1988] and Turkish [Tin and Akman, 1994]. Later on
numerous other languages were added to that list: Bulgarian [Grigorova, 2011,
Tanev and Mitkov, 2002], Catalan [Mayol, 2006, Potau, 2008], Dutch [Hendrickx
et al., 2008, Hoste, 2005], Italian [Poesio et al., 2010, Sorace and Filiaci, 2006],
Spanish [Palomar and Martínez-Barco, 2001, Potau, 2008], etc.
However, the cases given above were and still are only a very small portion
of the AR and CR research, because it is on English that the most effort from
the CL community is concentrated. This is explained by the fact that linguistic
information, annotations and analysis tools are easily available for English, but
not for less resourced languages such as Bulgarian and Portuguese, for example
(see section 1.2). A multilingual approach dependent on deeper semantic and
syntactic analysis will inevitably prove to be inapplicable when that information
is not accessible for every targeted language. Yet, Mitkov [1999b] also points
out that the endeavour of concentrating on a multilingual approach is bound
to be directed towards circumventing more complex syntactic, semantic and
discourse analysis. After the two multilingual approaches [Aone and McKee,
1993, Mitkov, 1999b], there were only a few other methods concentrating
on more than one language at a time: [Harabagiu and Maiorano, 2000, Luo
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and Zitouni, 2005]. It was not until the introduction of two highly important
events for multilingual approaches that further methods and systems featuring
multiple languages simultaneously were presented:
1. SemEval-2 task 1: Coreference Resolution for Multiple Languages, further
referred to as SemEval-23 (see section 3.1.1)
2. CoNLL 2012 Shared Task: Modeling Multilingual Unrestricted Coref-
erence in OntoNotes, further referred to as CoNLL 20124 (see section
3.1.2)
Both events were organized as shared tasks and targeted the development of
coreference resolution systems that can be applied to the languages addressed
by the competitions. Both tasks lay foundational ground in MCR and play a
central role for our further discussion. Thus, we devote the following sections
to their introduction and the main aspects of their proceedings. Further, in
section 3.2 we will delineate the key problems to multilingual CR, because
these are the issues that serve as basis to the research in this work. Pradhan
et al. [2012] as well as Recasens et al. [2010] provide more detailed information
about the proceedings of both tasks.
3.1.1 SemEval-2 task 1: Coreference Resolution for Multiple Languages
The first multilingual endeavour was approached in 2010 by the SemEval-2
task 1: Coreference Resolution for Multiple Languages Recasens et al. [2010].
This was the first opportunity for MCR systems to be objectively reviewed and
comparatively evaluated. A new and highly innovative pursuit, as this aimed at
answering various questions (with respect to CR applied on multiple languages)
that were still open to the research community. Because of the fact that there
were hardly any systems able to work on more than one language, SemEval-2
planned to estimate the effort needed to transform a monolingual system to a
multilingual one. As Recasens et al. [2010] report, it was unclear how much lan-
guage specific modifications would be needed for a competitive performance as
well as how important general linguistic annotations as morphology, syntactic
and semantic layers are to that performance. Since manually annotated data,
also called gold data or gold standard, is exceptionally hard and expensive gold data
gold standardto obtain, it was necessary to investigate the difference between the system
performance on gold data vs. auto data. Auto data is noisier and inferior to auto data
gold data, because it is collected by the use of various computational tools. As
we presented in section 2.3.4.2, evaluation of CR systems is still highly difficult.
Thus, another question Recasens et al. [2010] were interested in was the overall
effect of the various evaluation metrics (MUC, CEAF, B3 , BLANC) on the
3http://stel.ub.edu/semeval2010-coref
4http://conll.cemantix.org/2012
46 multilingual coreference resolution
ranking, comparison and altogether the representation of the performance of
the participating systems. It is those and many other questions with respect to
multilinguality that we focus on in the context of our work. We will look into
the full coreference resolution pipeline within the SemEval-2 and the CoNLL
2012 shared tasks and analyze the results from the approach we make use of
(see chapter 4).
3.1.1.1 Data
The SemEval-2 shared task targeted six different languages: Catalan, Dutch,
English, German, Italian and Spanish. The six languages cover two language
families – the Romance language family (with representatives: Catalan, Italian
and Spanish) and the Germanic language family (with representatives: Dutch,
English and German). As Recasens et al. [2010] present, the datasets were
assembled based on the availability of distinct corpora and annotation tools for
the six approached languages that we summarize in the following paragraphs.
catalan and spanish The Catalan and Spanish data was extracted
from the AnCora corpora [Recasens and Martí, 2010], which mainly contains
newswire texts annotated manually for arguments and thematic roles, predi-
cate and semantic classes, named entities, WordNet5 nominal senses as well
as coreference. A Named Entity (NE) can be categorized as atomic element innamed entity
text according to a predefined list of categories. NEs can be of various different
types: proper names, locations, expressions of times or quantities, monetary
values, percentages, etc. Additionally, automatic annotations for lemmas and
Part of Speech (POS) information were acquired via the FreeLing6 open source
suit of language analyzers [Padró and Stanilovsky, 2012]. The dependency
structure and predicate semantic roles were achieved via the syntactic-semantic
JointParser7 [Lluís et al., 2009]. An example sentence for each of the two lan-
guages, Catalan and Spanish, is provided in table A.1 on page 248 and table A.6
on page 253 respectively.
dutch The dataset for the Dutch language was assembled from the KNACK-
2002 corpus [Hoste and Pauw, 2006], which also contains newswire texts. The
annotations in the texts include manually identified coreference relations and
semi-automatically annotated POS, phrase chunks and named entities. The au-
tomatic part of the annotation of lemmas, POS, and named entities was acquired
by the memory-based shallow parser for Dutch, presented in [Daelemans et al.,
1999]. The parser was developed by the Induction of Linguistic Knowledge
Research Group and is available from their website8. The dependency informa-
5http://wordnet.princeton.edu
6http://nlp.lsi.upc.edu/freeling
7http://nlp.lsi.upc.edu/jointparser/demo
8http://ilk.uvt.nl
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tion was labeled by the Alpino9 parser introduced in [Van Noord et al., 2006].
An example sentence for Dutch is given in table A.2 on page 249.
english The English part of the SemEval-2 shared task dataset was taken
from the OntoNotes Release 2.0 corpus [Pradhan et al., 2007]. This release
consists of newswire and broadcast news annotated with Penn Treebank10
syntactic annotations, Penn Propbank11 predicate argument structures, named
entities, word senses and coreference information. Automatic annotations for
lemmas and POS information were generated using the SVMTagger12 presented
in [Giménez and Màrquez, 2004]. The syntactic-semantic JointParser7 parser
[Lluís et al., 2009] was again used for the dependency structure and predicate
semantic roles. An example sentence for English can be found in table A.3 on
page 250.
german For German the data was extracted from the Tüba-D/Z corpus
[Hinrichs et al., 2005], which is a treebank of newswire texts with syntactic
and coreference annotations. Lemmas, POS, morphological and dependency
information were also automatically annotated. Lemmas were labeled by the
TreeTagger13 [Schmid, 1995]. POS tags and morphological information were
predicted by the RFTagger14 introduced in [Schmid and Laws, 2008], while
the dependency layer was constructed by the MaltParser15 presented in [Hall
and Nivre, 2008]. A German excerpt from the data is shown in table A.4 on
page 251.
italian The collection for Italian was acquired from the LiveMemories
corpus [Rodríguez et al., 2010] built up of Wikipedia, blogs, newswire and
dialogues. The data is annotated for coreference, agreement and named entities
on the basis of automatic parses. The TextPro16 suit of modular NLP tools
was used for the lemmas and POS annotations and the MaltParser15 [Hall and
Nivre, 2008] was employed for the acquisition of the dependency information.
An example sentence from the Italian dataset can be found in table A.5 on
page 252.
A complete summary of the size of the used datasets per language, as
given in [Recasens et al., 2010], is shown in table 3.1. The figures are separated
for the training, development and test parts of the datasets and counts are
listed for the number of documents, sentences and tokens within each part.
9http://www.let.rug.nl/vannoord/alp/Alpino
10http://www.ldc.upenn.edu/Catalog/CatalogEntry.jsp?catalogId=LDC99T42
11http://www.ldc.upenn.edu/Catalog/catalogEntry.jsp?catalogId=LDC2004T14
12http://www.lsi.upc.edu/~nlp/SVMTool
13http://www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger
14http://www.ims.uni-stuttgart.de/projekte/corplex/RFTagger
15http://www.maltparser.org
16http://textpro.fbk.eu
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training development test
docs sents tokens docs sents tokens docs sents tokens
Catalan 829 8,709 253,513 142 1,445 42,072 167 1,698 49,260
Dutch 145 2,544 46,894 23 496 9,165 72 2,410 48,007
English 229 3,648 79,060 39 741 17,044 85 1,141 24,206
German 900 19,233 331,614 199 4,129 73,145 136 2,736 50,287
Italian 80 2,951 81,400 17 551 16,904 46 1,494 41,586
Spanish 875 9,022 284,179 140 1,419 44,460 168 1,705 51,040
Table 3.1: A full summary of the size of the datasets for all six languages within the
SemEval-2 shared task. The numbers are separated for the training, devel-
opment and test sets and counts are provided for the number of documents
(docs), sentences (sents) and tokens (tokens).
As can be seen, the datasets differed to a great extent in length, with German
having the largest set and Italian the smallest. The size of the provided data is
important, because a machine learning approach, as the one that we will use
in our investigation (see chapter 4), needs a large number of examples to train
on.
3.1.1.2 Task Definition
Unlike previous evaluation exercises, such as ACE [Doddington et al., 2004]
and ARE [Oraˇsan et al., 2008], the task description of the SemEval-2 shared
task given in [Recasens et al., 2010] included the identification of mentions
in its definition. The competing systems needed to extract all types of noun
phrases (apart from NPs that cannot be referential, such as appositives, expletive
NPs, attributive NPs, etc.) and possessive determiners which were regarded as
mentions. Singletons are also considered entities and included in the set of gold
mentions. Both auto and gold annotation layers were provided for the majority
of languages and annotations: No gold layers were given for Italian and Dutch,
apart from named entities for Italian; German did not include gold NEs; None
of the datasets but the one for the Dutch language provided auto NEs.
The task aimed at the identification of intra-document coreference relations
across the identified mentions and their proper clustering into coreference
classes. Each class represents a distinct discourse entity.
3.1.1.3 Data Format
The format of the data was prepared in a simplified and uniform column-based
format. The dataset for each separate language consisted of one single file – one
file for the training, one for the development and one for the test data. Since
intra-document coreference was the target of the task, the files were divided
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#begin document <document ID>
<sentence>
<sentence>
...
<sentence>
#end document <document ID>
...
#begin document <document ID>
<sentence>
<sentence>
...
<sentence>
#end document <document ID>
Figure 3.1: The structure of the train/devel/test files provided for each of the six lan-
guages in the SemEval-2 shared task. The information listed within < > is a
placeholder for the actual data.
into documents. This structure is visualized in figure 3.1. Specific examples
including one sentence for each of the task languages are provided in A.1.
Each document consists of n sentences separated by empty lines. The
sentences were represented by their tokens listed each on a distinct line. The
latter is shown in figure 3.2. The various columns contained the diverse layers of
linguistic annotations made available by the task. The actual information listed
in the columns is given in table 3.2 on page 51. The two types of annotations,
auto and gold, were appended in an alternating order which is also made
visible by the descriptions provided in table 3.217. In case the information
<token#1 column#1> <token#1 column#2> <token#1 column#3> ...
<token#2 column#1> <token#2 column#2> <token#2 column#3> ...
<token#3 column#1> <token#3 column#2> <token#3 column#3> ...
...
Figure 3.2: The structure of the sentences building the documents provided for all six
languages in the SemEval-2 shared task. The information listed within < >
is a placeholder for the actual data.
17http://stel.ub.edu/semeval2010-coref/datasets
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in the column is not made available or it is irrelevant to the given token, an
underscore was used as a placeholder.
The coreference annotation was represented in a bracketed notation, the
so called open-close notation, which uses “(<entityID>” to signify that the
token is the beginning of a mention that refers to the entity identified by the
<entityID>. The “<entityID>)”, respectively, denotes the end of that mention.
Mentions that are marked by the same <entityID> are coreferent, because they
refer to the same entity. Yet, this is only true for mentions that are situated in the
same document. Mentions across documents that share identical <entityID>
are not coreferent. The same is also true for mentions across languages that
share the same <entityID>.
3.1.1.4 Evaluation
The SemEval-2 shared task included four different evaluation settings: gold-
closed, auto-closed, gold-open and auto-open. Those variations regulated the use
of gold vs. auto annotations and external tools and resources for preprocessing.
The groups are to be read as follows:
gold-closed – gold linguistic annotations must be used by the systems and no
external tools and resources are allowed for additional preprocessing.
auto-closed – auto linguistic annotations must be used by the systems and no
external tools and resources are allowed for additional preprocessing.
gold-open – gold linguistic annotations must be used by the systems and exter-
nal tools and resources are allowed for additional preprocessing.
auto-open – auto linguistic annotations must be used by the systems and exter-
nal tools and resources are allowed for additional preprocessing.
The SemEval-2 shared task did not release system rankings according to
the results submitted by all participating teams. Furthermore, as Pradhan et al.
[2012] report, because of the low number of contributors, the organizers of the
task were not able to achieve any strong conclusions. Appendix B.1 lists the
full system scores as reported by the SemEval-2 shared task.
3.1.2 CoNLL 2012 Shared Task: Modeling Multilingual Unrestricted Coreference
in OntoNotes
The second multilingual task that aimed at resolving coreference relations
for more than one language at a time was the CoNLL 2012 Shared Task:
Modeling Multilingual Unrestricted Coreference in OntoNotes [Pradhan et al.,
2012]. The task closely followed the framework established by the SemEval-2
shared task. For this reason, similar to the presentation in section 3.1.1, in the
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# type description
1 ID word identifiers in the sentence
2 TOKEN word forms
3 LEMMA word lemmas (gold standard manual annotation)
4 PLEMMA word lemmas predicted by an automatic analyzer
5 POS coarse part of speech
6 PPOS same as 5 but predicted by an automatic analyzer
7 FEAT morphological features (part of speech type, number, gender,
case, tense, aspect, degree of comparison, etc., separated by the
character "|")
8 PFEAT same as 7 but predicted by an automatic analyzer
9 HEAD for each word, the ID of the syntactic head (’0’ if the word is the
root of the tree)
10 PHEAD same as 9 but predicted by an automatic analyzer
11 DEPREL dependency relation labels corresponding to the dependencies
described in 9
12 PDEPREL same as 11 but predicted by an automatic analyzer
13 NE named entities
14 PNE same as 13 but predicted by a named entity recognizer
15 PRED predicates are marked and annotated with a semantic class label
16 PPRED Same as 13 but predicted by an automatic analyzer
* APREDs N columns, one for each predicate in 15, containing the semantic
roles/dependencies of each particular predicate
* PAPREDs M columns, one for each predicate in 16, with the same informa-
tion as APREDs but predicted with an automatic analyzer.
* COREF coreference annotation in open-close notation, using "|" to separate
multiple annotations (see more details below)
Table 3.2: The types of linguistic annotations provided for all six languages in the
SemEval-2 shared task.
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following sections we describe the data sets used for the CoNLL 2012 shared
task (see section 3.1.2.1), then we delineate the exact definition of the task
(section 3.1.2.2), in section 3.1.2.3 we describe the format of the data in more
detail and in section 3.1.2.4 we report on the evaluation procedure.
3.1.2.1 Data
As Pradhan et al. [2012] present, the datasets for the task were assembled from
the OntoNotes18 corpus [Hovy et al., 2006] available from the Linguistic Data
Consortium19. The task provided data for three languages (Arabic, English
and Chinese) within three distinct language families: Semitic (Arabic), Ger-
manic (English), Sino-Tibetan (Chinese). The following paragraphs describe
the datasets for the separate languages in more detail.
arabic The syntactic annotations for the Arabic dataset were acquired based
on the guidelines from the Arabic Treebank [Maamouri and Bies, 2004]. Verb
proposition was labeled according to the Arabic Proposition Bank [Palmer et al.,
2008, Zaghouani et al., 2010] guidelines. Word senses were manually marked
without interresource mappings, such as the mapping for English word senses
to WordNet. Named entities as well as coreference were also included in the
annotation. An example sentence for Arabic can be found under table A.7 on
page 254.
english For the English part of the data, the syntactic structure was labeled
according to a revised version of the English Penn Treebank [Marcus et al.,
1993, Babko-Malaya et al., 2006] guidelines. Propositions were labeled via the
English PropBank [Palmer et al., 2005, Babko-Malaya et al., 2006] guidelines.
Word senses were manually annotated and mapped to the WordNet semantic
structure. NEs and coreference information were also added to the annotation.
An excerpt from the English dataset is given in table A.8 on page 255.
chinese The dataset for Chinese was assembled similarly to those for Ara-
bic and English. The syntactic structure for this language was achieved by
the use of the Chinese version of the Penn Treebank [Xue et al., 2005] guide-
lines. Propositions were extracted according to the Chinese Proposition Bank
[Xue and Palmer, 2009] annotation guidelines. Word senses were also man-
ually marked without interresource mappings. Additionally, named entities
and coreference were included. An example sentence for Chinese is listed in
table A.9 on page 256.
A full summary of the size of the provided datasets for each of the targeted
languages is listed in table 3.3. The information is separated for the training,
18http://www.bbn.com/nlp/ontonotes
19http://www.ldc.upenn.edu/Catalog/catalogEntry.jsp?catalogId=LDC2011T03
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training development test
docs sents tokens docs sents tokens docs sents tokens
Arabic 359 7,422 242,702 44 950 28,327 44 1,003 28,371
English 2,802 75,187 1 299,312 343 9,603 163,104 348 9,479 169,579
Chinese 1,810 36,487 756,063 252 6,083 110,034 218 4472 92,308
Table 3.3: A full summary of the size of the datasets for all three languages within the
CoNLL 2012 shared task. The numbers are separated for the training, devel-
opment and test sets and counts are provided for the number of documents
(docs), sentences (sents) and tokens (tokens).
development and test subsets of the data and counts are listed for the number
of documents, sentences and tokens within each part.
3.1.2.2 Task Definition
Although the CoNLL 2012 shared task was highly similar to its multilingual
predecessor, the SemEval-2 shared task, it extended the task to the identifi-
cation not only of intradocument coreference relations between entities, but
rather between intradocument coreference relations among entities and events.
Consequently, the expected outcome was not in the form of entity chains
as before, but in the form of entity/event chains. The introduction of event
coreference increased the overall complexity of the CR task that is already chal-
lenging for state-of-the-art systems. As a result, most participating teams (e.g.
[Björkelund and Farkas, 2012, Martschat et al., 2012]) did not aim at resolving
event coreference. Furthermore, the task also included the identification of
mentions.
As Pradhan et al. [2012] discuss, providing auto and gold annotations across
all languages and linguistic information types proved more challenging than
expected. The lack of resources and availability of NLP tools as well as the
time constraint that the organizers faced within the frameset of the shared
task led to the fact that some of the annotation layers could not be provided
for all targeted languages. As reported in [Pradhan et al., 2012], the following
annotations were addressed for the Arabic, English and Chinese languages in
this respective order as follows:
segmentation – gold, gold, gold
lemma – gold, not applicable, auto
parse – auto, auto, auto
proposition – not provided, auto, auto
predicate frame – not provided, not provided, auto
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word sense – auto, auto, auto
named entities – not provided, not provided, auto
speaker – not applicable, gold, gold
3.1.2.3 Data Format
The format of the provided datasets again followed closely the guidelines used
by the Recasens et al. [2010] (see section 3.1.1.3).
One difference between the format of the data between both tasks is with
respect to the distribution/collection of documents within one/multiple files.
For the SemEval-2 shared task, a file was used to collect all documents for the
training/development/testing data. The CoNLL 2012 task included one file
for each of the documents.
Another difference concerns the number of columns and type of informa-
tion provided per column. A complete list of the annotation types and their
arrangement into the column system for the CoNLL 2012 shared task is given
in table 3.420.
As described in section 3.1.1.3, the coreference annotation layer is rep-
resented in the open-close notation. Again, mentions that share the same
<entityID> are coreferent, because they refer to the same entity. Still, this is
only true for the mentions that are in the same document. Mentions across
documents/languages that share identical <entityID> are not coreferent. The
latter facts should be noted, since throughout our further work we often demon-
strate various issues with examples from the data where these peculiarities
of the coreference annotation are often to be seen and might cause confusion
if not clarified. Thus, in all following examples, only mentions within the
same document, same language and sharing the same <entityID> should be
considered coreferent.
3.1.2.4 Evaluation
With respect to the evaluation procedure, the CoNLL 2012 task used both open
and close tracks that were also employed for the SemEval-2 task. Additionally,
the CoNLL 2012 task also provided a supplementary evaluation track. The
latter included the use of gold mention boundaries (the correct boundaries
for each of the mentions in the data, both singletons and coreferent, were
provided), gold mentions (only the non-singleton mention boundaries were
given), gold parse (manually annotated linguistic information could be used).
Appendix B.3 provides all system scores as reported by the CoNLL 2012 shared
task.
20http://conll.cemantix.org/2012/data.html
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# type description
1 Document ID This is a variation on the document filename
2 Part number Some files are divided into multiple parts num-
bered as 000, 001, 002, ... etc.
3 Word number This is the word index in the sentence
4 Word itself This is the token as segmented/tokenized in the
Treebank. Initially the *skel file contain the place-
holder [WORD] which gets replaced by the ac-
tual token from the Treebank which is part of the
OntoNotes release.
5 Part-of-Speech Part of Speech of the word
6 Parse bit This is the bracketed structure broken before
the first open parenthesis in the parse, and the
word/part-of-speech leaf replaced with a *. The
full parse can be created by substituting the aster-
isk with the "([pos] [word])" string (or leaf) and
concatenating the items in the rows of that column.
7 Predicate lemma The predicate lemma is mentioned for the rows for
which we have semantic role information. All other
rows are marked with a "-"
8 Predicate Frameset ID This is the PropBank frameset ID of the predicate
in Column 7.
9 Word sense This is the word sense of the word in Column 3.
10 Speaker/Author This is the speaker or author name where available.
Mostly in Broadcast Conversation and Web Log
data.
11 Named Entities These columns identifies the spans representing
various named entities.
12:N Predicate Arguments There is one column each of predicate argument
structure information for the predicate mentioned
in Column 7.
N Coreference Coreference chain information encoded in a paren-
thesis structure.
Table 3.4: The types of linguistic annotations provided for all three languages in the
CoNLL 2012 shared task.
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3.2 predicaments of multilingual coreference resolution
In section 3.1 we addressed the remark by Mitkov [1999b] that the endeavour
of concentrating on a multilingual approach is bound to be directed to cir-
cumventing more complex syntactic, semantic and discourse analysis. Another
constraint that multilinguality imposes on the task of CR is the expectation and
reliance of the CR pipeline on consistent, uniformly formatted and coordinated
data across all languages that the pipeline is working with.
Our multilingual approach is also, to a great extent, based on the assump-
tion that various standard layers of linguistic annotation are provided for each
of the languages we target. Working on a single language does not pose many
issues with respect to the format and irregularities/errors in the provided
annotations. However, this is not the case within a multilingual system, such
as the one we use.
Keeping this in mind, the current section discusses the matters with respect
to the availability of corpora annotations (see section 3.2.1) and introduces the
annotation schemes used for the different languages (section 3.2.2).
3.2.1 Availability of Corpora Annotations
The availability of different types of linguistic annotations that can be used
for the resolution of coreference as well as corpora annotated for coreference
itself are a crucial point in the research on multilingual coreference resolution.
The constant work in the direction also makes it exceedingly hard to achieve a
good and complete account for all existing tools and resources as well as to
have an objective evaluation on their quality and coverage.
For example, let us consider the thirty European languages listed in table 3.5.
The table gives an overview of the availability of two basic types of linguistic
annotations (POS and syntax) together with the availability of corpora annotated
for coreference. The constant development of NLP tools and annotation of
corpora, however, makes it very hard to give a complete and objective overview
with a comparison of the stage of development, quality, coverage and financial
value of the tool/corpus. This is an important issue in research, the optimal
solution to which is still not found. META-NET21 is one of the organizations
that put a considerable effort in this direction, which led to the designation and
implementation of META-SHARE22. META-SHARE is a sustainable network
containing information about different repositories of corpora, tools and web
services. Yet, even though the information META-SHARE can provide is highly
valuable its coverage is still limited. For this reason, the information provided in
table 3.5 can be regarded only as an outline of the availability of resources/tools.
21http://www.meta-net.eu
22http://www.meta-share.eu
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language POS syntax coreference
Basque
√ √
-
Bulgarian
√ √ √
Catalan
√ √ √
Croatian
√ √
-
Czech
√ √
-
Danish
√ √
-
Dutch
√ √ √
English
√ √ √
Estonian
√ √
-
Finnish
√ √
-
French
√ √ √
Galician
√ √
-
German
√ √ √
Greek
√ √
-
Hungarian
√ √ √
Icelandic
√ √
-
Irish
√ √
-
Italian
√ √ √
Latvian
√ √
-
Lithuanian
√
- -
Maltese
√
- -
Norwegian
√ √ √
Polish
√ √ √
Portuguese
√ √ √
Romanian
√ √ √
Serbian
√
- -
Slovak
√ √
-
Slovene
√ √
-
Spanish
√ √ √
Swedish
√ √ √
Table 3.5: A list of the availability of POS, syntactic and coreference annotations across
the thirty European languages, independent of their stage of development,
quality, coverage and financial value.
√
indicates that there are existing
resources/tools to achieve this layer of annotation, while - denotes its lack.
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From the information in table 3.5, we can see that POS information is
available across all thirty European languages. This indicates, that POS is a
layer of linguistic annotations that has a high chance of being provided within
standard data distributions. Syntactic information also adheres to this tendency.
However, for three out of all thirty languages (Maltese, Serbian, Slovak) there
are no tools or corpora that can provide syntactic analysis. As we show further
in our work, syntactic information is highly important and beneficial to the
process of coreference resolution. Although it is widely available, we cannot
completely rely on the guaranteed presence of syntactic annotation within
various datasets across languages.
One of the most crucial annotation layers to the CR task is the actual
coreference annotation of the data. Without corpora already annotated for
coreference, statistical systems would not be comparable, because they cannot
be properly evaluated. As table 3.5 shows, coreference is hardly the most widely
distributed and available annotation layer. Because coreference resolution
is a significantly complex phenomenon (see chapter 2), often enough there
are annotations for coreference that follow different annotation schemes (see
section 3.2.2) or only cover the relations partially. For example, the dataset
available for Bulgarian is derived from the BulTreeBank23 [Simov et al., 2002]
where coreference is annotated on the sentence level (comprising about 15000
sentences). The relations marked are identity, member-of, subset-of. What this
tells us, is that in order for Bulgarian to be included in a shared task, such as
SemEval-2 or CoNLL 2012, additional coreference annotations across sentences
need also be enclosed.
The size of the context window in which the coreference links are annotated,
however, is not the only important issue within standard annotation guidelines.
Even the few languages within the SemEval-2 shared task were annotated
according to divergent annotation schemes which can pose multiple difficulties
in the development of a coreference resolution system that should be able to
work equally well with all languages. For this reason, we devote section 3.2.2
on this issue.
3.2.2 Differences in Annotation Schemes
One of the reasons that makes working on one single language with respect
to the task of multilingual coreference resolution easier is the fact that only
one annotation scheme needs to be considered during the development of
the coreference model and resolution pipeline. Typologically close languages,
such as Catalan and Spanish, may have similar annotation guidelines, which
simplifies the problem, but still does not present a general solution. The
datasets provided by the two shared tasks used different annotation guidelines
across the distinct languages. In order to first identify the mentions that are
23http://www.bultreebank.org
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potentially coreferent and then detect the appropriate coreference links between
those mentions, multilingual systems are based around the assumption that
the underlying mentions are defined in a similar way.
Different annotation schemes pose substantial difficulties to the develop-
ment of heuristic or rule-based approaches to mention detection. Even though
machine learning approaches are a lot more flexible, they are also highly af-
fected by the variation in the annotation guidelines. This is so, because ML
approaches make use of informative features, yet, the latter can differ depend-
ing on the annotation scheme for the given language. For this reason, the
current section gives an overview of those schemes pointing out the relations
and definitions most important to our work.
3.2.2.1 SemEval-2 shared task
Most datasets for the languages targeted by the SemEval-2 shared task were
extracted from different corpora as discussed in section 3.1.1. The annotation
guidelines for the distinct corpora focused on the following aspects:
catalan and spanish For Catalan and Spanish identity, predicative and
discourse deixis relations are marked [Recasens and Martí, 2010]. Part-of and
set-member relations are excluded from the set of labeled relations.
With respect to the identity relation, NPs and proper nouns may be linked
to other proper pronouns, full NPs, 3rd person pronouns, 1st/2nd person
pronouns in quoted speech, clitics, demonstratives, relative and zero pronouns.
The full span of possessive phrases is marked coreferent. Embedded mentions
may refer to entities different than the referents of their larger NPs. In case
both coincide, the larger span is selected. Relative pronouns are not linked
when the phrase is nominalized and their maximal span is also preferred. Full
coordinated phrases or their singular parts may also be coreferent. Generic
nominal phrases are also marked when used referentially. As Recasens and
Martí [2010] report, even phrases that do not agree on gender or number may
be also linked. In the cases that a multiword expressions consist of multiple
embedded mentions and only one of these embedded mentions is coreferent,
the latter cannot be separated from the expression and thus cannot be annotated
for coreference.
dutch For Dutch [Hoste, 2005], identity (both identity of sense and iden-
tity of reference) and bound relations are marked. Appositions may also be
considered coreferent. All types of nominal phrases, named entities as well
as personal, demonstrative and indefinite pronouns can enter a coreference
relation. In the cases in which reflexives denote a world entity and are not
lexicalized, they may be coreferent. Null pronouns are also not marked for
coreference. Noun phrases with non-restrictive relative clauses may not be
coreferent. The guidelines for the Dutch corpus also allow the phrases that
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have a syntactic head other than a noun as well as metonyms to be marked as
coreferent.
english Not all relations annotated in the OntoNotes corpus [Hovy et al.,
2006] were used for the dataset for the English language. This means that
the English dataset within the SemEval-2 and the one from the CoNLL 2012
shared task constitute different collections of annotations. OntoNotes does
not annotate singletons, thus, these were marked additionally via heuristic
methods. Both maximal span as well as single constituents within coordinated
phrases may also be coreferent. See section 3.2.2.2 for a description of the
annotations in OntoNotes.
german The coreference annotation scheme for German [Naumann, 2006]
included definite noun phrases, personal pronouns, relative, reflexive, and
reciprocal pronouns, demonstrative, indefinite and possessive pronouns in the
set of mentions thus labeling only entity and not event coreference. Identity of
sense (only bound anaphora) and identity of reference relations are considered.
In contrast, part-whole and holonymy-metonymy relations as well as zero
anaphora are not marked. Maximal NPs are considered for complex cases as
coordination, apposition, etc. Coreference relations for indefinite noun phrases
are not labeled.
italian The dataset for Italian basically follows the guidelines provided by
the MATE meta-scheme [Poesio et al., 1999]. Noun phrases and possessives
are considered markables, however, singletons are excluded from the set.
Additionally, all anaphoric types of relations are marked. Predicative NPs are
not considered coreferent. Multiple antecedents referred to by a singular NP
are marked separately even if they are coordinated. The maximal span of the
coorrdination itself is not labeled as coreferent. Discourse deixis is also not
included.
3.2.2.2 CoNLL 2012 shared task
As Pradhan et al. [2012] report, the annotations provided in the CoNLL 2012
shared task were more compliant to a language independent annotation scheme
since they were acquired from one single corpus – the OntoNotes corpus. All
languages were labeled with identity and appositive coreference relations
between entities and events which were not restricted to predefined subset of
entity types. Bare verbs are also marked for coreference if they can refer to a NP
or another verb. All pronouns for English and Chinese (apart from expletive
or pleonastic for English) and demonstratives are linked to their respective
referents. The English generic you as well as Chinese generic pronouns were
excluded from the annotation. For Arabic, nominative personal pronouns and
demonstrative pronouns were marked.
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Generic NPs may refer to pronouns and definite NPs but not to other generic
noun phrases. Furthermore, bare plural nouns are always regarded as being
generic. Pre-modifiers and pre-modifier acronyms (unless the latter refer to
a nationality) that are not in a morphologically adjectival form may be also
marked as coreferent. For Chinese, adjectival and nominal forms of the geo-
graphical and political type of named entities (GPE) are not morphologically
distinct – thus the distinction in the usage is decided on by the annotators.
Named entities of type nationality, other, religion, political (NORP), subject
complements of copular verbs and small clauses are in general not regarded
as coreferent unlike NEs such as dates (DATE), monetary values (MONEY),
temporal expressions (TIME).
Additionally, Pradhan et al. [2012] list several special cases which we
summarize below:
• An organization and its members may not be marked as coreferent.
• GPEs refer to their governments.
• Metonymic mentions may be linked when high confidence about their
coreference is present.
• Verbal inflections are regarded not coreferent for Arabic.
3.2.2.3 Consequences of the Use of Divergent Annotation Schemes
In order to demonstrate how the differences in the various annotation schemes
might be harmful to a multilingual approach as ours or as well what they may
be helpful with, we would like to discuss several issues with respect to the
SemEval-2 datasets that directly affect the first and highly important subtask
of CR, mention detection (see chapter 5).
multiword expressions There is a significant difference in the use of
multiword expressions across the six languages of the task. For both Catalan
and Spanish (see table 3.6), for example, names, dates and complex numbers are
represented in the form of a multiword expression and not as separate tokens
as is the case for the rest of the languages. In general, such expressions may be
regarded as good indicators for mentions, especially if the annotation scheme
includes singletons in the set of labeled mentions. Additionally, as described
in section 3.2.2.1, in case the maximal span of the multiword expression is
not coreferent to another mention, but only part of it is, this link cannot be
included in the annotations.
correspondence to the syntactic structure One of the logical
ways to detect mentions within the datasets of various languages is to rely on
the syntactic annotations provided for them. Yet, it is also important that the
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language example
Catalan [la Gran_Bretanya]
[el 3,7_per_cent]
[el 30_de_novembre]
per_sobre_de
Dutch [de Europese Unie]
5,2 procent
maandag 18 februari
heeft kennis nodig
English Texas Commerce Bank
[March 17, 2003]
in spite of
German [Komitee Cap Anamur]
am [4. Juni 1989]
[gut elf Prozent]
in [Gang] bringen
Italian [Rai Uno]
[Il 1 gennaio [2000]]
non [aveva] bisogno de
Spanish [el japonés Mitsubishi_Corporation]
71_por_ciento
[el 5_de_julio_de_1993]
poner_en_marcha
Table 3.6: Examples from the annotation across the six languages of the SemEval-2
shared task. The tokens connected with underscores represent one single
multiword expression. The actual mentions are marked in square brackets.
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annotation schemes do agree on the level of overlap of the actual mentions and
the phrases that can be extracted from the syntactic layer. This is so because
a mention that does not have the exact same boundaries as its corresponding
mention in the key set will be completely discarded by the evaluation software
that is currently available. While mention boundaries generally correspond
to NPs, there are differences in whether non-referring phrases, including in-
definite NPs, and reflexive and relative pronouns are regarded as mentions.
For example, the English and German data sets consider all of these noun
phrases as mentions. Italian marks all non-pronominal NPs but does not mark
reflexive or relative pronouns. Catalan and Spanish mark relative pronouns,
but neither reflexives nor non-referring NPs. Dutch marks neither of these
categories. For Catalan and Spanish, the situation is further complicated by
the fact that null subjects are explicitly encoded in the data and are annotated
as mentions: [[_subj ] Reconoce que [la deuda exterior] es el principal obstáculo para
[el crecimiento] . . . .]. In Italian, in contrast, the verb is annotated as mention in
such cases. The fact that 3 out of the 6 languages do not mark singletons has
severe ramifications for the evaluation of mention detection since only after
coreference is resolved a system decides which mentions to discard.
correspondence to named entities Named entities are often good
indicators for mentions (see section 5.1.1). Thus, additional information can
be extracted, when annotations for named entities are provided. Yet, named
entities are not always included in standard annotation distributions. Such an
example can be found in the NE annotations provided in the SemEval-2 shared
task. In table 3.7 we list excerpt examples from the NE annotations from all
datasets. No information is included for German. For the other languages, the
named entities generally correspond to mentions, but to different degrees: since
Italian also annotates pronouns and abstract NPs (such as Il suo ecumenismo,
in English: “his ecumenism”) as named entities, the percentage of mentions
that correspond to named entities is considerably higher than for Catalan and
Spanish. Note that languages differ in whether determiners are regarded as
being part of the named entity. In English, they are normally not included
while Spanish does contain them. In the former case, this means that mentions
based on named entities must be processed to exclude determiners.
Another peculiarity of the overlap of noun phrases with named entities can
be observed in the Italian dataset of the SemEval-2 shared task. The example
listed in table 3.8 shows the named entities within two different sentences.
What is interesting here, is the fact that the NEs may span over sentence
boundary, which is not included in the definition of the annotation scheme for
the mentions. Thus, considering NEs in this particular case can be misleading
to the mention detection process.
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language token NE
Catalan
Jordi_Virallonga (person
, (person
director _
de _
l’ (org
Aula org)
, person)|person)
Dutch
Frans PER
Ferdinand PER
English
Denise (person
Dillon person)
German
Pedros _
Frau _
Mari-Gaila _
Italian
Mao (person
Asada person)
Spanish
la (person
pareja _
Sandon_Stolle-Mark_Woodforde (person)|person)
Table 3.7: Examples from the named entity annotations across all six languages of the
SemEval-2 shared task with included examples of multiword expressions.
level of mention embedding The data sets of the SemEval-2 shared
task differ to a great extent in the maximal level of mention embedding: The
highest level of 13 embedded mentions is reached in English followed by 10
embedded mentions in Catalan and Italian, closely followed by Spanish with 9.
German has a maximum of 5 and Dutch a very moderate embedding with a
maximum of 3. This is partly due to decisions whether non-referring mentions
are annotated. Thus, Dutch, which has the most restricted definition also has
the lowest number of embeddings. However, Catalan and Spanish have a
tendency to use definite NPs for non-referring expressions, thus having high
levels of embedding. Additionally, the wide definition of mention phenomena
leads to situations where a mention contains a relative pronoun belonging to
the same coreference chain: [6 a los militantes de muchos años [6 que] hoy tienen
una emoción especial]. Examples for the highest level of embedding in Catalan
and Dutch are shown in Table 3.9.
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# token NE mentionID
1 Torna (person) (5078)
2 nuovamente _ _
3 a _ _
4 Milano (gsp) (5079
5 , _ 5079)
6 per _ _
7 recarsi _ (5080)
8 , _ _
9 nel (time _
10 1675 time) _
11 , _ _
12 a _ _
13 Torino (gsp) (5082)
14 su _ _
15 invito (abstract _
16 della (person _
17 corte person)|abstract) _
18 , _ _
19 per _ _
20 le (concrete (5084
21 decorazioni _ _
22 della (facility _
23 chiesa _ _
24 gesuita _ _
25 dei (person _
26 Ss _ 5084)
27 . _ _
1 Martiri person)|facility)|concrete) _
2 ; _ _
Table 3.8: An example of the named entity annotations in the Italian dataset from the
SemEval-2 shared task that includes named entities spanning over sentence
boundaries. Column NE lists the entity annotations in the two different
sentences and column mentionID the set of gold mentions.
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language example
Catalan [Joves_Agricultors_i_Ramaders_de_Catalunya (JARC)] vol de-
nunciar [l’actitud d’[alguns escorxadors catalans [que] es neguen
a [la creació de [la llotja única per establir [els preus del [conill]]
i evitar així [[’les dents de serra’ en [aquest mercat]] i [les especu-
lacions de [majoristes [que] juguen amb [els diferents preus [que]
es fixen ara a [les llotges de [[Silleda] , [Madrid], [Saragossa] i
[Bellpuig]]]]]]]]]].
Dutch [De zakenman] werd vooral bekend als [voorzitter van [voetbal-
club KV [Mechelen]]].
Table 3.9: Example sentences for Catalan and Dutch from the SemEval-2 shared task
datasets including maximal level of embedding of mentions. The separate
mentions are marked by square brackets.
The level of embedding does not necessarily result from the typology of
the language at hand. For example, the level of embedding for English in the
CoNLL 2012 shared task was drastically decreased in comparison to the level
of embedding in the English SemEval-2 shared task dataset, namely it was
5. Arabic also shared the same level of embedded phrases, while for Chinese
the maximum number of embedded phrases was 4. The latter fact shows that
it is not only hard to develop a coreference pipeline that can work efficiently
across languages. On the contrary, training a coreference model or a CR system
does not guarantee optimal performance even if applied on the same language,
if the annotation scheme has such drastic differences, such as the change of
embedding for English in this case.
3.3 summary and conclusion
The current chapter offered a detailed introduction to the state-of-the art ap-
proaches to multilingual coreference resolution introducing the two shared
tasks, which are important for this enterprise: the SemEval-224 task 1:
Coreference Resolution for Multiple Languages (see section 3.1.1) and the
CoNLL 201225 Shared Task: Modeling Multilingual Unrestricted Coreference
in OntoNotes (see section 3.1.2).
In the second part of the chapter, we also discussed the availability of
various types of linguistic annotations as well as the fact that even across the
thirty European languages there are many cases for which corpora annotated
for coreference still do not exist. Moreover, the languages that do provide such
24http://stel.ub.edu/semeval2010-coref
25http://conll.cemantix.org/2012
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layers of annotation, follow highly divergent annotation schemes that addi-
tionally hinder the development of efficient and well performing approaches.
We consider it important that, whenever possible, alignment of the various
annotation schemes should be attempted as well as their standardization across
the languages for which data is already annotated so that future annotation
schemes can be easily made more uniform to that standard.
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CHAPTER
4
PREREQUISITES FOR A
PAIRWISE ML APPROACH
TO CR
As we showed in section 2.3.2 and section 2.3.1 there are two ways to ad-
dress the coreference resolution problem – rule-based and machine learning
approaches, as well as various combinations of both, known as hybrid ap-
proaches. Since we cannot discuss and analyze our results without specifying
the framework within which they were achieved, we devote the following
chapter to that technicality. Nevertheless, in our work we aim to gain a deeper
insight into the problems occurring within multilingual coreference resolution
and not just to achieve optimal system performance. For this reason, we do not
target system optimization and select the most widely used methods for the
resolution of this task.
While designing and applying rules is, as a method, relatively straightfor-
ward, the selection, design and execution of machine learning approaches is
far more complex. Apart from the decision on using either supervised, or unsu-
pervised, or semi-supervised, etc. learning algorithms (see section 2.3.2), which
mainly differ in the form of input they require in terms of answer labels, there
is as well a diverse variety of machine learning approaches that can be chosen
from. These vary based on the learning method they use for the resolution
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process. In both, the SemEval-2 and the CoNLL 2012 shared tasks, the majority
of the approaches to the multilingual coreference resolution problem were
implemented within a machine learning framework. The concentration on one
type of system can be attributed to multiple reasons, the most important of
which are the following:
1. the incommensurately increasing complexity and required in-depth lin-
guistic knowledge for the design of rule-based systems when more than
one language is targeted,
2. the availability of a wide range of annotated corpora for various lan-
guages on which supervised machine learning systems can be trained
and tested,
3. the realization that only machine learning can provide the flexibility and
multilinguality that is needed for the use of an approach that targets
more than one language simultaneously,
4. the constant growth, advancement and improvement of statistical ap-
proaches to the coreference resolution task that can be easily applied and
extended for further languages.
These reasons also motivate our choice of selecting a machine learning
approach for our investigation with respect to the problems and peculiarities
that can arise within a multilingual coreference resolution pipeline. Since we
aim at investigating CR across multiple languages simultaneously, we consider
a rule-based approach to the task as unmanageable in a reasonable time frame,
especially since the methodology must be extendable and applicable to new
languages. More importantly, an in-depth knowledge of the peculiarities of
the coreference phenomenon across all languages needs to be present in order
for efficient and robust rule sets to be assembled, which is not an easy task
considering the number of targeted languages. Furthermore, language specific
adjustments defeat the purpose of an efficient and easily adaptable multilingual
approach, which we regard as a starting point for our research and a reasonable
objective.
Based on the general methodology and implementation (in both machine
learning and rule-based approaches as well as using diverse representation
models), the systems participating in the SemEval-2 and the CoNLL 2012
shared tasks were divided into the following broad categories [Recasens et al.,
2010, Pradhan et al., 2012]:
1. decision trees – employ a tree-like structure in which the leaves (thedecision trees
leaf nodes without child nodes), represent the actual classes in the data and
the branches or conditions leading to those leaves are the combinations
of considered features that result in the given classes. Used in: [Broscheit
et al., 2010], [Kobdani and Schütze, 2010], [Sapena et al., 2010], [Xu et al.,
2012]
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2. maximum entropy – is used to determine probability distributions of the maximum entropy
classes in the training data given the combinations of observed features
for these labels and employing these probabilities for the observations
in the test data. Used in: [Broscheit et al., 2010], [Kobdani and Schütze,
2010], [Attardi et al., 2010], [Björkelund and Farkas, 2012], [Li, 2012], [Li
et al., 2012], [Yang et al., 2011]
3. memory-based learning – memory-based learning does not abstract away memory-based
learningfrom the data. All training instances are stored in memory and new
decisions are made on the basis of previously seen examples. Used in:
[Zhekova and Kübler, 2010], [Zhekova et al., 2012]
4. naïve Bayes – the naïve Bayes algorithm, also known as independent naïve Bayes
feature model, employs the Bayes’ theorem and considers all included independent
feature model
Bayes’ theorem
features to have an independent contribution to the overall probability of
the class. Used in: [Kobdani and Schütze, 2010]
5. support vector machines – also known as SVMs, or support vector net- support vector
machines
SVMs
works, are geared towards the recognition of patterns in the training data
support vector
networks
that contribute to the accomplishment of a binary decision on the class of
the new, test example. Used in: [Uryupina, 2010]
6. sieve-based – sieve-based or multi-sieve-based is an approach that splits sieve-based
multi-sieve-basedthe classification in multiple stages by attempting to make the easiest
decision in the first stage and increasing the difficulty for each further
level. Used in: [Fernandes et al., 2012], [Chen and Ng, 2012], [Zhang et al.,
2012], [Shou and Zhao, 2012], [Xiong and Liu, 2012]
7. logistic regression – logistic regressions are also binary classification logistic regression
algorithms that provide the positive or respectively negative outcome in
terms of probability. In fact, logistic regression modelling is often defined
as being equivalent to maximum entropy modelling [Klein and Manning,
2003]. Used in: [Stamborg et al., 2012]
8. directed multigraph representation – is a complex graph structure used directed
multigraph
representation
to represent the mentions and the relations between them allowing for
more than one relation between two mentions. The final class is induced
by observations on the clusters that the nodes build within the graph.
Used in: [Martschat et al., 2012]
9. latent structure – is based around the assumption that the coreference latent structure
trees in a document are latent structures and thus the probabilities are
calculated to represent the chance of a given classification depending on
predefined values. Used in: [Chang et al., 2012], [Fernandes et al., 2012]
10. BART-based – using the BART toolkit [Versley et al., 2008b] for resolution. BART-based
BART employes a variety of machine learning approaches and/or toolkits
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(e.g. WEKA and MaxEnt). Used in: [Martschat et al., 2012], [Uryupina
et al., 2012]
11. C4.5 – C4.5 is a subtype of the decision tree category, because the C4.5C4.5
algorithm generates a decision tree for the classification. It is an extension
of the previously used ID3 algorithm. Used in: [Yuan et al., 2012]ID3
12. deterministic rules – using language specific rules for each targeteddeterministic rules
language. Used in: [Yuan et al., 2012], [Xu et al., 2012], [Zhang et al., 2012]
None of the systems participating in either of the shared tasks that submit-
ted results for all targeted languages were solely rule-based. Yet, the diversity
of machine learning methods that were employed in the system implementa-
tions shows that it is still unclear which approach can provide the best solution
to this exceedingly complex task.
In order to tackle MCR and to be able to identify the problems that arise
within that complex enterprise, we employ memory-based learning, which we
present in more detail in the following section, section 4.1. In section 4.2, the
specific memory-based learning software that we embed in the overall system
architecture (see section 4.3) is described. Section 4.4 then provides a summary
and concluding remarks for the chapter.
4.1 memory-based learning for nlp
Memory-Based Learning (MBL) methods [Daelemans and Van Den Bosch, 2005]memory-based
learning are suitable for a wide range of NLP tasks and are thus often used as solutions
for various NLP problems. MBL has been used for decades in the research com-
munity: [Aha, 1997, Aha et al., 1991, Cost and Salzberg, 1993, Daelemans et al.,
2007, Kolodner, 1993, Stanfill, 1987, Stanfill and Waltz, 1986], leading to efficient
and robust performance across various natural language processing tasks. As
Roth [1999] reports, MBL is one of the most successful learning approaches used
in empirical NLP. Its flexibility and capability to adapt to various applications
renders memory-based learning appropriate for our multilingual approach
and provides a reasonable motivation for us to employ this technique within
our research. Before we continue, we provide a short introduction to MBL (sec-
tion 4.1.1) after which we delineate in more detail the manner of application of
the method (see section 4.1.2).
4.1.1 Overview
MBL is a representative of supervised learning methods, meaning that the
instances used for training include the correct answers. In memory-based
learning, every new example is classified by a similarity metric that comparessimilarity metric
that example to previously seen instances and assigns a class to it – normally,
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Figure 4.1: The general architecture of a memory-based learning system presenting the
learning (the upper part of the figure) and the performance (the lower part
of the figure) modules.
this is the most frequently seen class in a collected pool of the most similar
instances. Over the years the approach has gained a wide variety of names
that put the focus on various aspects of its nature: instance-based, case-based, instance-based
learning
case-based learning
similarity-based, example-based, memory-based, exemplar-based as well as
similarity-based
learning
example-based
learning
exemplar-based
learning
analogical. Because of the fact that the instances are stored directly in memory,
analogical learning
without any restructuring, reformulating or abstraction, this method is also
often called a lazy learning method. As Daelemans et al. [2007] report, a MBL
lazy learning
system is essentially built up of two components – a memory-based learning
component and a similarity-based one that is also known as the performance
component. Roth [1999] also points out that one of the key features of MBL,
as a result of memorizing instances and basing a decision on their type and
nature, is its closeness to rule-like behaviour. Due to the robust performance of
MBL we consider it a good solution for the coreference resolution task and its
multilingual setting. In the following section we present the application of that
approach to the CR task and provide examples for clarification. A more detailed
account of the methodology is provided in [Daelemans and Van Den Bosch,
2005].
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4.1.2 Application
The fundamental architecture of a system based on similarity of examples is
visualized in figure 4.1. The learning component (to be found in the upper partlearning
component of figure 4.1) has an easy and exceptionally straightforward task, namely adding
training examples directly into memory without any processing. Additionally,
it also performs the computation of the metrics. The performance componentperformance
component (found in the lower part of figure 4.1) uses the examples stored in memory by
the learning component to classify the new cases by selecting the class that
is represented with the highest frequency among the most similar previously
seen instances.
Usually, the data, or the examples that are used in a MBL approach, are in
the form of feature vectors. They represent a collection of features that provide
information about a given instance and its context in either the training or test
data.
In section 2.3.2, we noted that we consider mention pairs as instances for
the resolution process. So, let us take as an example the two sentences in (28)
where all NPs are marked as mentions and no coreference information is added
to the provided annotation.
(28) [Mary1 ] had [a good idea2 ]. [She3 ] wanted to tell [John4 ].
In order to create the feature vectors for these two sentences, a pairwise
approach, following the mention-pair model [Rahman and Ng, 2011], combines
each mention with all the mentions occurring previously to it in the part of the
text that is examined. In this way, for every mention for which an antecedent
needs to be found, all potential applicants for antecedents are observed. The
process creates the foundation of the feature vectors that are later extended. As
a result, we get the collection of mention-pairs listed in (29).
(29) [a good idea] [Mary]
[She] [a good idea]
[She] [Mary]
[John] [She]
[John] [a good idea]
[John] [Mary]
However, in a pairwise approach to CR, feature vectors include only the
syntactic heads of the actual mentions and thus the pairs acquire the respective
forms in (30) below.
(30) idea Mary
She idea
She Mary
John She
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John idea
John Mary
Once a decision on the features that need to be used is met (we provide
a detailed discussion on the topic in chapter 7), the information representing
those features is added to the vectors. For example, if we want to include a
feature distinguishing the lexical category, also called part-of-speech or POS, lexical category
part-of-speech
POS
we can either choose a binary value (being true or false for a given assumption)
or the part-of-speech information itself. Adding the latter for each of the
members of the pair to our toy example results in the short toy vectors listed
in (31). For more clarity, the first instance in (31) indicates that the mention
head idea is a common noun (specified by the POS tag NN), while the mention
head Mary is a proper noun (designated by the POS tag NNP).
(31) idea Mary NN NNP
She idea NNP NN
She Mary PRP NNP
John She NNP PRP
John idea NNP NN
John Mary NNP NNP
The vectors within the training and test data need to have the same number
of features and the order in which the values for those features are ordered
also needs to be kept. Additionally, there is no limitation to the number of
features that can be added to a feature vector. An important one for supervised
approaches, however, is the feature representing the answer – i.e. the classes
to be assigned to all new instances. In CR that class can be represented by a
binary value (T(rue) if the pair represents two coreferent mentions or F(alse) if
the mentions are not coreferent). The only coreferent pair in (28) is She Mary as
shown in (32).
(32) [Mary1 ] had a good idea. [She1 ] wanted to tell John.
Thus, adding that information to our feature vectors leads to a complete,
but still rather minimalistic, representation as in (33).
(33) idea Mary NN NNP F
She idea NNP NN F
She Mary PRP NNP T
John She NNP PRP F
John idea NNP NN F
John Mary NNP NNP F
The new/test instances acquire the exact same form without the last feature –
the answer. On the basis of all training instances from the training set that have
been stored in memory, the test instances can be labeled by a similarity-based
reasoning method.
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The similarity between the instances can be determined by various distance
metrics (such as the Overlap metric for example). As Daelemans et al. [2010]
report, the Overlap metric (as given in equation 4.1 and equation 4.2) denotes
the distance between example X and example Y (∆(X, Y)). The distance overall
is represented by n number of features and is then defined by the sum of the
distances (δ) between the separate features.
∆(X, Y) =
nX
i=1
δ(x i ,yi ) (4.1)
where:
δ(x i ,yi )
8
>><
>>:
abs( x i -y imax i -min i ) if numeric, else
0 if xi = yi
1 if xi 6=yi
(4.2)
The overlap metric is just one of the possibilities to measure the distance
between two given examples. Another possibility would be the Levenstein
metric for instance. The latter does not simply calculate the difference overall
between the examples but also examines the total number of needed actions
(insertions, deletions and substitutions) to transform instance X to instance Y.
Since our work does not aim at a comprehensive evaluation of the distance
metrics for the given problem but rather at the assembling of a basic framework
for coreference resolution that employs widely used approaches, we do not
assess all available distance metrics for MBL. We exploit mainly the default
settings and approaches (see section 4.2 ) and for that we make use of the
Overlap metric. For a wider overview of the possibilities in that area, we
recommend [Daelemans and Van Den Bosch, 2005] for more comprehensive
and detailed information on the distance metrics that can be used within a
complex MBL architecture.
Independently of the distance metric in use, one very well known drawback
of memory-based learning is the fact that features carrying less informative or
misleading information have a highly detrimental effect on the performance of
the learner [Aha, 1998]. In order to account for this deficiency, feature weights
can be included in the instance representation. These can be used to determine
which features are more relevant and descriptive for the phenomenon and to
put more emphasis on them.
For any objective voting system, it is impossible to make a decision if there
is a choice between two equally weighted options. Thus, in MBL, in the case
that two or more possible answers receive the same ranking (the so called tie )tie
a tie-breaking resolution method is used. This can either involve incrementing
the set of nearest neighbors until the tie is resolved or randomly choosing
between the possibilities.
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Figure 4.2: A graphical representation of the distribution of examples across the search
space of a k-nearest neighbor classification procedure.
4.2 tilburg memory-based-learner
In section 4.1 we introduced memory-based learning and motivated our deci-
sion for choosing it, among all machine learning methods, for our investigation
of the issues of multilinguality in CR. As an implementation of that algorithm,
we chose the Tilburg Memory-Based Learner (TiMBL). The following section
provides information on the structure and usage of this learner.
TiMBL1 is a robust representation of a combination of various different MBL
approaches. It is a highly efficient and discrete implementation of the k-nearest
neighbor (k-NN). The k-NN approach is an algorithm that makes a decision k-nearest neighbor
k-NNon the classification of a new, unseen instance derived from the class of the
most often seen closest example or examples within all training instances.
As illustrated in figure 4.2, the example to be resolved is labelled with the
class of the most often seen example in the search space (with x defining
the radius of the search space). Within that distance there are four examples
of type A and two examples of type B. Thus the type of the target instance
is classified as A. In our coreference resolution context, this classification
procedure means that a feature vector from the test set will acquire the label
that represented the highest number of closest vectors within the examined
distance. A more detailed description of the k-NN classification algorithm is
presented in Daelemans et al. [2007].
1http://ilk.uvt.nl/timbl
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TiMBL is a highly important and useful NLP tool because it is created around
the belief that intelligent behavior can be accomplished by analogical reasoning
rather than the use of abstract mental rules. The complete C++ source code is
released under the GNU General Public License (GNU GPL)2 as published by
the Free Software Foundation3.
Although originally TiMBL was designed to be an efficient solution for the
linguistic classification task, it can be exploited for any alternative catego-
rization task with appropriate (symbolic or numeric) features and discrete
(non-continuous) classes for which a sufficient amount of training data per
class is available. The latter directs us to the previously discussed topic of the
acute shortage of labeled data within the context of coreference resolution. In
fact, the shortage of labeled data is twofold. First, there is the acute need for
more corpora annotated for coreference altogether. Second, working on already
provided datasets, the coreference phenomenon in the context of a pairwise
resolution approach leads to a highly skewed distribution of positive (pairs
that are coreferent) vs. negative (pairs that are not coreferent) instances. For
example, let us look into the excerpt shown in (34), taken from [Recasens et al.,
2009]. The actual coreference chains in (34) are the following: 1-5-6-30-36, 9-11
and 7-18. However, before these chains are acquired the pairwise approach
first assembles a set of all potentially coreferent pairs (e.g. 3-4, 2-4, 1-4, etc.).
Altogether, this results in an exceptionally high number of pairs for such a
short example (more than 500). Yet the actually coreferent pairs are only 12,
which leads to a ratio of approximately 1:42 positive vs. negative instances.
(34) [The beneficiaries of [[spouse’s]3 pensions]2 ]1 will be able to keep [the
payment]4 even if [they]5 remarry provided that [they]6 fulfill [a series
of [conditions]8 ]7 , according to [the royal decree approved yesterday by
[the Council of Ministers]10 ]9 .
[The new rule]11 affects [the recipients of [a [spouse’s]13 pension]12
[that]14 get married after [January_1_,_2002]16 ]17 .
[The first of [the conditions]18 ]19 is being older [than 61 years old]20
or having [an officially recognized permanent disability [that]22 makes
one disabled for [any [profession]24 or [job]25 ]23 ]21 .
[The second one]26 requires that [the pension]27 be [the main or only
source of [the [pensioner’s]30 income]29 ]28 , and provided that [the
annual amount of [the pension]32 ]31 represents, at least, [75% of [the
total [yearly income of [the pensioner]36 ]35 ]34 ]33 .
At first sight, such a highly skewed distribution raises many questions
about the validity and importance of this ratio. Even though we observe it
only in a small, toy example, such similar cases have also been reported for
large scale corpora. Uryupina [2004], for instance, showed that in the MUC-7
2http://www.gnu.org/copyleft/gpl.html
3http://www.fsf.org
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Figure 4.3: A general overview of the workflow of the multilingual coreference reso-
lution system that is employed in our work showing its most important
modules: Mention Detection, Mention Head Detection, Feature Extraction
and Coreference Classification.
corpus presented in [Hirschman and Chinchor, 1997], there was an even bigger
discrepancy between the two types of pairs with an approximate ratio of 1:48
(in other words only 1-2% of the instances are actually coreferent). Similar
observations were announced by Ng and Cardie [2002b] for the MUC-6 dataset
as well. These findings confirm that the skewed distribution of examples
is typical for the pairwise approach. This fact is important for us, since as
Hoste [2005] points out, standard classification algorithms tend to lead to poor
performance when unbalanced datasets are used. In such cases, the minority
classes in the data (e.g. the positive/coreferent class in our toy instances)
tend to be highly or even completely ignored by various algorithms. This
results in a tendency of the learner to output only instances of the majority
classes (negative examples in our case). In the search for solutions to the
problem various instance sampling techniques have been explored that aim instance sampling
at the intentional increase of positive or/and decrease of negative examples
according to a predefined schema [Ng and Cardie, 2002b, Uryupina, 2004,
Zhao and Ng, 2007, Wunsch et al., 2009, Recasens and Hovy, 2009, Zhekova,
2011].
4.3 ubiu – a multilingual coreference resolution system
The full coreference pipeline that we are going to employ for our experimental
research is integrated within the UBIU coreference resolution system [Zhekova
and Kübler, 2010, 2011, Zhekova et al., 2012]. Since the focus of the thesis is to
propose and discuss solutions to the problems that occur within that framework,
a general introduction of the system is required and presented in the following
80 prerequisites for a pairwise ml approach to cr
section. A modular overview of the system is also presented in figure 4.3.
The figure shows the most important components of UBIU and their overall
interaction. Further description of the system and its participation within both
shared tasks (SemEval-2 and CoNLL 2012) can be found in [Zhekova and
Kübler, 2010, 2011, Zhekova et al., 2012]. Consequently, we will mainly focus
on the pipeline in order to provide more clarity to circumstances in which we
observe the multilingual issues for coreference resolution.
In section 4.3.1 we review the preprocessing techniques that we undertake,
while section 4.3.2 discusses the mention detection subtask of CR. Another
important subtask, namely mention head detection, is presented in section 4.3.3.
The initial set of features that we use is listed in section 4.3.4. The last, but
clearly not least important, part of the CR pipeline, coreference classification, is
delineated in section 4.3.5. All postprocessing procedures are accounted for in
section 4.3.6.
4.3.1 Preprocessing
As for any other natural language processing task that uses large collections
of data, a preprocessing step is an important and needed building block of
the pipeline. It ensures the integrity and mainly the consistency of the bits
and pieces that the following processes rely on. Additional steps such as data
reformatting, restructuring and enhancement can also be carried out within
this step. In UBIU, the preprocessing module guarantees that the data used
for the distinct languages avoids such inconsistencies and reformats the data
in the structure that the pipeline expects. For example, let us consider the
predicate arguments information provided in the annotations of the CoNLL
2012 datasets. The original format of those annotations is as shown in column
ParseBit_BPP in table 4.1. Yet, it is more helpful to have that information on
a per-token basis and thus during preprocessing the module distributes this
information for each of the tokens as shown in column ParseBitAPP in table 4.1.
4.3.2 Mention Detection
MD in UBIU strongly relies on the annotations provided for the various targeted
languages. The MD module identifies the mentions depending on the definition
of the CR task at hand. This means that if the system is supposed to tackle
only noun-phrase coreference, it will aim at extracting only nominal phrases as
mentions. Alternatively, if noun-phrase and verb coreference is the goal, then
verbs will be added to the set of mentions that the system has to identify as
well. This increases the difficulty of the CR task not only with respect to MD.
Adding verb coreference means that the modules following mention detection
need to handle two different resolution procedures – one for noun phrases and
one for verbs. This increased complexity led to the fact that most participating
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# token POS ParseBit_BPP ParseBit_APP
0 On IN (ARGM-LOC* ARGM-LOC
1 a DT * ARGM-LOC
2 wall NN * ARGM-LOC
3 outside IN * ARGM-LOC
4 the DT * ARGM-LOC
5 headquarters NN *) ARGM-LOC
6 we PRP (ARG0*) ARG0
7 found VBD (V*) V
8 a DT (ARG1* ARG1
9 map NN *) ARG1
10 . . * *
Table 4.1: Example of data-reformatting.
systems in the CoNLL 2012 shared task completely ignored verb coreference
[Pradhan et al., 2012].
Mention detection is a highly important and relatively complicated subtask
of multilingual CR. In order for a system to be able to decide whether phrases
are coreferent or not, those phrases first need to be correctly identified. However,
chunking, also known as shallow parsing or light parsing, which is the task of chunking
shallow parsing
light parsing
identifying constituents of a specific type in text (e.g. noun phrases) is already
a challenge on its own when a single language is targeted. In a multilingual
setting, the phrases, or chunks, to be extracted may differ considerably in their chunks
characteristics. Thus we devote chapter 5 to various issues concerned with the
problems arising within the multilingual coreference subtask – multilingual
mention detection.
4.3.3 Mention Head Detection
The next module in the system pipeline is still partially concerned with the
mentions in the data. This is so, because once the mentions are identified, the
system needs to extract their syntactic heads in order to be able to assemble
feature vectors, as already described in section 4.1.2.
In a monolingual setting, mention head detection can be successfully per-
formed by simple heuristics or rule-based methods and thus, in state-of-the-art
approaches rather than being a proper subtask of coreference resolution, it
was mainly considered as a subtask of mention detection. In chapter 6, we
address that issue and advocate its revision. Furthermore, similar to mention
detection itself, mention head detection can also face numerous additional
82 prerequisites for a pairwise ml approach to cr
Figure 4.4: The language specific part of the multilingual coreference resolution system
that is employed in our work, which is part of the Feature Extraction module
of the system.
problems in a multilingual setting. One difficulty, for example, is the fact that
languages tend to place the syntactic heads of their mentions in different
positions. Such problems as well as suggestions for their solutions are also
presented in chapter 6.
4.3.4 Feature Extraction
The feature extraction (also called feature selection) module in UBIU pro-
vides highly important functionality to the performance of the full coreference
pipeline. The features that this module collects carry the information on the
basis of which the final decision by the coreference resolver can be made. As
emphasized in figure 4.4, it is generally considered to be a language-dependent
component that extracts language specific features for the targeted languages,
dependent on the provided annotations in the data. Feature extraction within
a multilingual context raises various significant questions concerning the capa-
bility of the module to represent language specific knowledge in a flexible and
easily adaptable way. One of the main aims of our work is to propose accept-
able and efficient multilingual solutions to this very complex and elaborate
task. For this reason, we devote chapter 7 to that topic where, depending on the
selected features, we show that a multilingual and even language independent
module can be assembled.
4.3.5 Coreference Classification
The actual coreference classification module represents a wrapper component
for the TiMBL memory-based learner. It carries out the classification by labeling
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the test instances. Those labels are used to form the coreference clusters in
the postprocessing step. This part of the coreference pipeline is fully language
independent and thus does not present an issue interesting for our discussion.
The only linguistically motivated change that could be attempted in this module
is concerned with various parameter optimizations of the coreference learner
that are motivated by the distinct nature of the coreference phenomenon, which
can differ depending on the approached language.
However, since our main aim is not to reach the most optimal system
performance, we do not target an exhaustive parameter optimization for any
of our reported experiments. We use IB1 which is the default instance-based
learning algorithm. It is generally known to lead to higher accuracy at the cost
of more memory and slower computation [Daelemans et al., 2010]. Similarity is
computed in UBIU based on weighted overlap, while gain ratio is considered
for the relevance weights. These are default TiMBL parameter settings. The
number of nearest neighbors that are included in the search space is set to 3 (k =
3). With respect to the number of nearest neighbors, k = 1 is the default, yet in
[Zhekova and Kübler, 2010] we reported that using 3 instances leads to better
overall performance. For more details on the numerous options for parameter
optimization that TiMBL provides, the reader is referred to [Daelemans et al.,
2010].
4.3.6 Postprocessing
The postprocessing module in UBIU constructs the clusters that represent the
coreference chains based on the links identified by the coreference classification
module. Its task is simply to include the achieved results in the data. Further-
more, depending on the existence of singletons in the key set (the mentions
that constitute a distinct class on their own, or in other words, all singleton
mentions), all mentions that are not identified as members of any of the clusters
may either be removed (when the key does not contain singletons) or left in the
system output (when the key contains singletons). Noun phrases do not always
require an antecedent, since they can be new to the discourse. Yet, pronouns
most often refer to already introduced entities (apart from exceptional cases
such as the pleonastic use of the pronoun it for example). Thus, pronouns that
were not linked to an antecedent are superficially bound to the last seen subject
or, in the cases in which no subject is present, to the last seen mention in that
step. We note that all mention pairs that were positively classified as coreferent
by the previous module are involved in the formulation of the cluster.
The postprocessing step is also not dependent and affected by the variation
in multilinguality approached by the overall coreference resolution system. For
this reason, this part of the pipeline does not pose questions interesting to our
investigation and thus we do not return to it in our further discussion.
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4.4 summary and conclusion
In the current chapter, chapter 4, we presented the framework in which we
situate our research on the peculiarities and problems connected with recasting
the problem of coreference resolution as a multilingual enterprise.
As introduced in section 4.3.2, section 4.3.3 and section 4.3.4, mention
detection, mention head detection and feature selection are the processes with
a complex nature that are directly affected by the multilinguality aspect. For
this reason, our investigation will concentrate only on these three subtasks in
chapter 5, chapter 6 and chapter 7 respectively.
Part III
T O WA R D S M U LT I L I N G U A L C O R E F E R E N C E
R E S O L U T I O N

CHAPTER
5
MENTION DETECTION
In section 2.3, we introduced mention detection as the process of identifying mention detection
the phrases that can potentially be rendered coreferent to others. This is one of
the most essential subtasks of coreference resolution and, respectively, of its
multilingual setting. One of the ways to extract such constituents is by using
the syntactic annotations provided in the data – all included noun phrases are
then marked as mentions. Yet, syntactic annotations are not always available,
especially when underresourced languages are targeted by the coreference
system. Among all European languages, for example, there are several cases
such as Lithuanian, Maltese, Serbian, Slovak for which syntactic annotations
are not easily available or existent. Therefore, a truly multilingual or even
language independent system cannot always rely on this annotation layer.
Furthermore, most of the state-of-the-art CR systems in the last decade
concentrated only on the proper resolution process, because mention bound-
aries were included in the annotations provided for CR. Systems that use gold
standard mentions (including singletons) [Denis and Baldridge, 2008, Haghighi
and Klein, 2009, Ng and Cardie, 2002a] may be differently evaluated by the
current evaluation metrics: MUC [Vilain et al., 1995], for instance, is completely
insensitive to singletons in the system output, while B3 [Bagga and Baldwin,
1998], CEAF [Luo, 2005], and BLANC Recasens and Hovy [2011], assume
that there are no singletons in either training or test datasets. As Kübler and
Zhekova [2011] show, the presence of singleton mentions in both the key and
response sets can have a significant influence on the evaluation of coreference
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resolution systems. We note that singletons in the key set can lead to boosted
system performance, while singletons in the response affect less the overall
system scores. Yet, including singletons in the key datasets is a necessary step
that allows more realistic evaluation, because it properly rewards the system’s
mention detection performance. Moreover, in the case that a mention is re-
moved by the system (assuming that it is a singleton, while that mention is
present in the key set) it does not lead to artificially reduced scores. However,
newer CR enterprises, as both SemEval-2 and CoNLL 20121 shared tasks, do
not always include mention boundaries for singletons within the standard
annotation layers provided for training and testing the various systems. This
constitutes a problem, because any coreference resolution pipeline needs a
set of mentions to work with. For this reason, mention detection has to be
considered as a proper subtask of state-of-the-art CR systems. Altogether, this
increases the complexity of the task, but it as well situates it in a more realistic
scenario.
In general, mention detection can be achieved with high system perfor-
mance when consistent and reliable linguistic annotation layers are available
(such as POS tags, dependency or phrase structure, etc.). However, multilingual-
ity can increase the difficulty within this subtask as well as annotations and
annotation schemes may vary across languages or certain types of annotations
may not be available for all of the targeted languages (see chapter 3). In these
cases, information-poor approaches might be more easily applicable within the
MCR pipeline and thus present an interesting exploration goal for the research
community.
The increased difficulty, however, is not always concerned with the availabil-
ity and type of annotations. It is also important to know which approaches for
mention detection can be employed so that easier adaptation to data variations
can be achieved. Both machine learning and rule-based approaches can be
considered for this purpose. For example, Chen et al. [2011] and Zhou et al.
[2011] employ ML, however, Zhou et al. [2011] report that the machine learning
method that they used leads to low mention extraction recall. The latter gener-
ally results in low system performance of the coreference resolution pipeline.
For this reason, the authors developed and applied a rule-based approach to
the problem.
The present chapter investigates various methods for automatic mention
detection in a multilingual coreference resolution setting (see section 5.1). We
focus on methods that are applicable to different languages and investigate
which linguistic annotations are most beneficial across the different datasets
and annotation schemes. We present a thorough evaluation of the investi-
gated methods (see section 5.2) for both SemEval-2 and CoNLL 2012 datasets,
covering the following languages: Arabic, Catalan, Chinese, Dutch, English,
1However, CoNLL 2012 provided gold mentions and gold mention boundaries within extra
evaluation settings.
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German, Italian, and Spanish. Since we employ evidence from the datasets of
both shared tasks, SemEval-2 and CoNLL 2012, for which different types and
format of annotations were provided, we report experimental results for each
task separately.
We note that the results from the full coreference resolution pipeline for
SemEval-2 and CoNLL 2012 are not fully comparable, not only because of the
fact that different datasets were employed, but as well because different feature
sets and system settings were considered within the coreference resolver. This is
so because there are too many variables or, in other words, differences between
the pipelines employed on both datasets and a potential change in performance
could not be unambiguously predicated on one of the components of these
pipelines.
Via this detailed investigation, we are aiming to gain more insight into
multilingual mention detection and attempt to find an answer to the question:
Can mention detection be performed in a close to language independent manner?
Along the way we examine which annotation layers are sufficient for the
development of a multilingual approach and respectively which are necessary
for a reliable and robust one. It is also important to ask which layer provides
most indicative information and under what circumstances can this information
be employed. Another issue interesting to us is the quality of the annotation
layers and if they are equally reliable across the various languages. We are also
interested in what problems can occur, when MD is approached for more than
one language and what the prerequisites for objective evaluation of mention
detection methods would be.
5.1 methods for multilingual mention detection
As Uryupina [2010] reports, the majority of the state-of-the-art systems at this
time require mentions to be already identified within the data. The author
points the lack of more extensive studies on the topic of mention detection,
especially when the targeted noun phrases are not base NPs (simple, not base NPs
recursive noun phrases), but rather complex structures without any restriction
to their semantic type.
Section 5.1 presents six different approaches to the problem of mention
detection in a multilingual setting when semantically unrestricted and struc-
turally complex phrases are targeted. We describe the methodology behind
the approaches and discuss their data necessities and dependencies. Our main
goal is to identify the prerequisites for a robust and most importantly multilin-
gual approach by examining a variation of rule-based and machine learning
techniques within both shared tasks and across all eight languages included in
them.
Potential methods for mention detection that can identify complex phrases
are not easy to create, as they are always dependent on the data and annota-
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Figure 5.1: A graphical representation of a toy named entity network focusing on four
different named entity types: ordinal, person, time and organisation.
tions provided for that task. Thus, not all methods are directly applicable to
the datasets of both shared tasks, SemEval-2 and CoNLL 2012; section 5.1.7
provides a description of this issue and an overview of all methods and the
data they can be applied on.
5.1.1 Mention Detection based on Named Entity Structure
Named entity annotations, or simply named entities, are phrases that can
easily be discovered by both grammar-based and statistical approaches. They
can be exceedingly helpful in coreference resolution, because mentions of
the same entity type have a higher chance of being coreferent than mentions
of different semantic types. For this reason, CR corpora often contain this
type of annotations. As can be seen in figure 5.1 and in table 3.7 on page 64,
where we presented examples of NE annotations across the languages in the
SemEval-2 shared task, NEs can be instances of diverse entity types (e.g. person,
time, ordinal, organization), which makes those phrases exceptionally good
candidates for potentially coreferent mentions. They represent predefined
categories such as proper names, locations, quantities, expressions of time,
monetary values, etc, which are the phrases to which one most often refers to
in a given discourse.
For this reason, we propose the investigation of a mention detection pro-
cedure based on named entity annotations (further called Mention Detection
based on Named Entity Structure (mdNES)). mdNES is a rather simple, rule-based
method that relies solely on entity annotations in the data set. It defines a
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language token NE mentionID mdNES
Catalan
Jordi_Virallonga (person (8 (1
, (person _ (2
director _ _ _
de _ _ _
l’ (org (1 (3
Aula org) 1) 3)
, person)|person) 8) 2)|1)
Dutch
Frans PER (2076 (1
Ferdinand PER 2076)|2114) 1)
English
Denise (person (5 (1
Dillon person) 5) 1)
German
Pedros _ (506|(504) _
Frau _ _ _
Mari-Gaila _ 506) _
Italian
Mao (person (67 (1
Asada person) 67) 1)
Spanish
la (person (28 (1
pareja _ _ _
Sandon_Stolle-Mark_Woodforde (person)|person) 28)|7) (2)|1)
Table 5.1: Examples from the NE annotations within the SemEval-2 shared task datasets
for all six languages with added mdNES annotations. Column mentionID lists
the boundaries for the gold mentions in the data.
mention for each existing named entity. In order to visualize how mdNES would
detect mentions for the excerpts presented in table 3.7 on page 64, we add
another column to this table, as shown in table 5.1. Comparing columns mdNES
(containing the output of the mdNES method) and NE (listing the named entity
annotations in the data), there are several peculiarities that we should note.
Because named entities can be embedded according to the annotation of some
languages (e.g. Catalan, Spanish, etc.) and not according to the annotations of
others (e.g. Dutch, English, etc.), we allow for the identification of a separate
mention for each NE independently of its level of embedding. In case no NE
information is provided the mdNES method is not capable of detecting any
mentions. Therefore, we do not expect this method to lead to exceptionally
good results in a multilingual context, because there is no guarantee that NE
information will always be available. Additionally, for the simple reason that
in most languages pronouns are not marked as named entities, and therefore
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# token POS mentionID mdPOSP train mdPOSP test
0 Edgar NNP (19
NNP NNP
(1|(2)
1 Medina NNP 19) (3)|1)
2 read VBD - -
3 the DT (171
DT NNS
(4
4 books NNS 171) (5)|4)
5 and CC - -
6 says VBZ - -
7 Williams NNP (137) NNP (6)
8 convinced VBD - -
9 him PRP (19) PRP (7)
10 to TO - -
11 stay VB - -
12 in IN - -
13 school NN - (8)
14 /. . - -
Table 5.2: An example sentence from the SemEval-2 shared task English dataset. Col-
umn mentionID lists the gold mentions; mdPOSP train – the POS patterns that
the mdPOSP method extracts and column mdPOSP test shows the correspond-
ing output of the mdPOSP method.
they will not be labeled as mentions, the mdNES will lead to low recall which is
undesirable for the mention detection subtask in the context of the CR task.
5.1.2 Mention Detection based on Part of Speech Patterns
Mention Detection based on Part of Speech Patterns (mdPOSP) is the second
method that we propose in our investigation. It is a heuristic method designed
to identify and extract patterns based on the part-of-speech tags in the data.
This method is comparatively simple, has a straightforward implementation
and does not contain any language specific designations; for this reason we
consider it a baseline. The fact that the only required type of linguistic annota-
tion for it to function is POS information, which is available for a wide range of
languages, renders mdPOSP highly applicable in a multilingual environment. In
general, mdPOSP uses the training data and for each gold mention in this data,
mdPOSP extracts and memorizes a pattern of POS tags of the words building the
given mention (in other words a POS pattern constitutes a concatenation of the
POS tags of each of the tokens in the mention).
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In order to exemplify mdPOSP’s functionality, let us have a look at table 5.2.
In column mdPOSP train, we list the POS patterns that the method extracts from
the labels of the training gold mention (listed in column mentionID). Column
mdPOSP test shows the mention boundaries that the method would assign
to that sentence if it was a test instance. All patterns seen in the training
dataset are stored in memory and used for detecting mentions from the test
data. Analogically to the mdNES approach, if mentions are embedded, mdPOSP
will extract a pattern for each embedded layer. This fact can be seen to have
both positive and negative aspects, because mdPOSP will certainly extract all
possible observed POS combinations, yet, the accumulated patterns will lead
to excess overgeneration. The latter leads to high recall, which is desirable
for CR, because only the mentions that were discovered by the MD module
can be used further by the coreference pipeline (see further section 5.2.1 for
more detailed clarification). Yet, we assume that the induced mentions will be
beyond an acceptable threshold, meaning that generating too many mentions
will lead to an increased difficulty for the coreference resolver, since it will
have more mention pairs to work with. Moreover, this method will also detect
low frequency patterns that correspond either to idiosyncratic phrases or to
annotation errors. In order to filter such unsuccessful and thus undesirable
patterns, manually designed rules will need to be created individually for each
language, which will drastically decrease the multilingual flexibility of that
approach. Another, multilingual-friendly strategy that we propose to tackle
the problem is filtering. Filtering can be used in order to decrease the overall
overgeneration by excluding infrequent patterns and keeping only the ones
that occur at least n number of times within the set of patterns extracted from
the training set. We test both, the unmodified and the filtered versions of
this method. In our experiments, we vary n between 5, 10, and 20. We also
increased n to 30, but this filter showed a drastically detrimental performance
than n=20 and thus we do not report those scores. Altogether, mdPOSP requires
only POS information and since it does not make any additional assumptions
and abstractions over the data, it can be used with any language for which
part-of-speech annotation is available. Additionally, we note that the type of
the POS tagset in use and the granularity of its tags are also important for this
method to a great extent. For example, tagsets that consist of morphologically
rich tags may lead to more overspecified patterns with a different distribution
and frequencies across the dataset than patterns built from underspecified tags.
In such cases, if needed, stripping the morphological information can be used
to reach the expected performance.
5.1.3 Mention Detection based on Dependency Structure
Mention Detection based on Dependency Structure (mdDS) is the next method
that we would like to include in our comparison. Similar to the mdPOSP ap-
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Figure 5.2: The dependency structure and relations for the sentence “The blast tore a
huge gap in the ship’s side.” from the SemEval-2010 English test dataset.
proach, mdDS is a rule-based method that employs syntactic dependency struc-
tures as the basis for mention detection. In general, dependency structuresdependency
structure determine the dependency relations (the labels within a dependency structure
dependency
relation
that describe the relation between the words in a sentence) between each syn-
tactic head in a sentence and all its dependents. An example of a dependency
structure can be seen in figure 5.2. While most mention detection methods first
extract the whole phrase as a mention and then identify its syntactic head, the
mdDS approach first selects the syntactic heads of NPs and then collects all the
dependents via the labels of the dependency annotations. This process is not
as straightforward and trivial as using constituency annotations, for example,
since noun phrases are not directly represented in this annotation layer. The
syntactic heads are identified within the concept of the mdDS method by the
use of a predefined list of dependency relations. Possible relations to consider
are: subject, direct object, or prepositional modifier (the noun phrase inside a
prepositional phrase), etc, because noun phrases most often function as the
subject, object, complement of pre-/postposition of the verb in a sentence. Once
the set of relation labels used to identify the heads is assembled, the mdDS
method uses it during mention detection to extract first those heads and then
all their dependents in the test data. The dependents are extracted by following
all relations pointing to the syntactic heads and building an ordered set of
dependents for each of them. The successful identification of all dependents
results in the detection of a mention representing the sequence of members of
the ordered set for the given head.
In order to exemplify this procedure, let us look at table 5.3. Within that toy
sentence we search for all tokens (listed in column token) that are either nouns
or pronouns. In order to identify them as such, the POS tags provided by the
annotations (in column POS in table 5.3) are used. Further, only the nouns and
pronouns that have a label which is a member of our predefined set of labels
(the labels are shown in column DepRel) are selected, because only those can
be heads of noun phrases. As predefined set of target labels, let us assume the
toy set St = fSUBJ,OBJ,NMOD,PMODg.
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# token POS Head DepRel mentionID
1 Betsy NNP 2 NAME (184
2 Rogers NNP 3 SBJ 184)
3 teaches VBZ 0 sentence _
4 first JJ 7 NMOD (349
5 and CC 4 COORD _
6 second JJ 5 CONJ _
7 grade NN 8 NMOD _
8 students NNS 3 OBJ 349)
9 and CC 3 COORD _
10 leads VBZ 9 CONJ _
11 Alabama NNP 10 OBJ (371)
12 . . 3 P _
Table 5.3: An example sentence from the SemEval-2 shared task English dataset. The
column Head lists the IDs of the heads for each token, DepRel includes the
dependency labels and column mentionID shows the set of gold mentions for
the sentence.
Following, the heads that we can identify from table 5.3 are listed in table 5.4
(where # is the column containing the token IDs and column Head indicates
the token ID of the head of that current token). For each of these heads we
collect all dependents. This is done by following the IDs in column Head (i.e. if
we want to find all dependents of the head Alabama, we search for all tokens
that contain the ID 11 in their Head column, since the token ID of Alabama is
11). Since this process should be repeated recursively (repeated over and over recursive
again, given a condition is true, until the process cannot be repeated further
(until the base case is reached)) not only the direct dependents are gathered,
# token POS Head DepRel mentionID
2 Rogers NNP 3 SBJ 184)
7 grade NN 8 NMOD _
8 students NNS 3 OBJ 349)
11 Alabama NNP 10 OBJ (371)
Table 5.4: A list of all extracted heads from the example sentence in table 5.3, which
serve as a starting point of the identification of mentions for this excerpt.
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# token POS Head DepRel mentionID mdDS
1 Betsy NNP 2 NAME (184 (1
2 Rogers NNP 3 SBJ 184) 1)
3 teaches VBZ 0 sentence _ -
4 first JJ 7 NMOD (349 (2|(3
5 and CC 4 COORD _ -
6 second JJ 5 CONJ _ -
7 grade NN 8 NMOD _ 3)
8 students NNS 3 OBJ 349) 2)
9 and CC 3 COORD _ -
10 leads VBZ 9 CONJ _ -
11 Alabama NNP 10 OBJ (371) (4)
12 . . 3 P _ -
Table 5.5: The output of the method mdDS for the example sentence in table 5.3, listed
in column mdDS.
but all their dependents too. The complete spans of the mentions identified by
the mdDS approach for the heads in table 5.4 are listed in the mdDS column in
table 5.5.
Since, mdDS is not an approach based on statistics, it does not require
training data and can directly be applied on the test set. Yet, it does require
dependency annotation in the test sentences as well as previous knowledge
about the format of that annotation so that the set of rules can be assembled.
mdDS is a highly efficient and easy to implement approach, yet, there are
also some drawbacks that can be attributed to it. One disadvantage is the fact
that mdDS extracts only one mention per head – the longest matching span.
Additionally, dependency structure annotations are not always available for all
languages which is inconvenient within the multilingual context. Another such
complexity is the fact that the set of initial relation labels for the identification
of the syntactic heads, must be manually defined for each separate language,
defeating the purpose of easy adaptation in a multilingual context. Still, on the
positive side, mdDS is much more trustworthy than mdPOSP for it relies on the
dependency structure and not on POS information. For example, let us examine
the phrase Washington State listed in table 5.6. mdPOSP is not able to distinguish
between both tokens, because they are both proper nouns according to the
part-of-speech tags in column POS. Yet, mdDS uses the labels in the DepRel
column, which contains different labels for both tokens, depicting the difference
between the head of the phrase and its dependent.
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# token POS Head DepRel mentionID
17 Washington NNP 18 NAME (1
18 State NNP 16 CONJ 1)
Table 5.6: The dependency structure annotations (columns Head and DepRel) provided
for the noun phrase Washington State in the SemEval-2 English dataset.
5.1.4 Mention Detection based on Constituent Parse
Dependency information is an efficient but not the only and surely not the
most intuitive way to represent the syntactic structure of a sentence and
correspondingly its nominal phrases. In figure 5.2 on page 94, we gave an
example of the dependency structure for the sentence “The blast tore a huge gap
in the ship’s side.”. In order to extract nominal phrases from such a structure
mdDS relies on a predefined set of dependency labels and employs a search to
recursively collect all tokens dependent on the ones having those labels. This
is so, because dependency parses are syntactic parses that do not explicitly syntactic parse
show the different parts of the sentence. Syntax in general provides various syntax
rules that allow the combination of words into different sentence components
and as well rules to combine those components into complete sentences.
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Figure 5.3: Syntactic parse in the form of a constituency-based parse tree for the sentence
“The blast tore a huge gap in the ship’s side.” from figure 5.2 on page 94.
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Figure 5.4: A variation of the syntactic parse with a lower PP attachment for the sentence
“The blast tore a huge gap in the ship’s side.” in figure 5.2.
Instead of representing a sentence in terms of predicates, their arguments
and the variation of relations between them, phrase structures provide us withphrase structures
a direct representation of all constituents (in phrase structure a constituent canconstituent
be a single word, a group of words or even a whole clause that is represented
as one unit in a given hierarchical structure) within the given sentence. A
syntactic parse, as the one presented in figure 5.3, depicts all nominal phrases
as constituents labeled with NP in their structure.
Even though syntactic annotation is one often used linguistic annotationsyntactic
annotation layer provided for a wide range of languages, there can be various problems
with using this layer for multilingual mention detection. One such problem is
the overlap of mention boundaries to the used annotation scheme. For example,
let us look at structural ambiguity. Constituent parsers may have a preference
for higher or lower PP attachment, which results in a difference in the output
structure and thus a difference in the resulting structure of the phrases. One
such variation is displayed by figure 5.4 in which the PP attachment leads to
an additional NP with respect to the phrases presented in figure 5.3.
Altogether, such variations are not problematic for parsers and thus an-
notations are consistent when they are achieved in an automatic way. Yet, if
mentions are formed selecting one annotation scheme, and the phrase structure
or dependencies are labeled according to another, the mismatch will lead to
decrease in system performance.
5.1 methods for multilingual mention detection 99
# token POS constituents mentionID
1 The DT (ROOT(S(NP* (1
2 blast NN *) 1)
3 tore VBD (VP* _
4 a DT (NP* (2
5 huge JJ * _
6 gap NN *) _
7 in IN (PP* _
8 the DT (NP(NP* (3(4
9 ship NN * _
10 ’s POS *) 4)
11 side NN *)))) 3)2)
Table 5.7: An example of mismatch of syntactic annotations and mention boundaries
caused by a difference in the PP attachment for the sentence “The blast tore
a huge gap in the ship’s side.” (see mention 2 and the noun phrase “a huge
gap”). The example is extracted from the SemEval-2 English test dataset.
For example, let us assume that the annotations contain a structure, such
as the one in figure 5.3, visualized in column constituents in table 5.7. This
structure has a higher PP attachment leading to the shorter noun phrase a huge
gap. However, the mention boundaries provided by the SemEval-2 shared task
for that sentence are listed in column mentionID. They do not opt for higher
PP attachments since mention 2 includes the prepositional phrase – leading to
a mismatch between the noun phrases in the constituency structure and the
derived mentions.
The CoNLL 2012 shared task provided constituent parses (see figures 5.3
and 5.4) on the basis of which a different mention detection method can be
employed. Mention Detection based on Constituent Parse (mdCP) is a rule-
based approach that uses a given constituent parse of a sentence to extract
a mention for each separate NP of its structure. In table 5.8, we show an
example sentence from the CoNLL 2012 English dataset. Column Parse bit of
the table represents the constituent parse of the sentence within a bracketed
structure. In column mdCP the output of the mdCP module is provided. The
method is then applied to all three languages in the CoNLL 2012 shared
task with the only difference that an additional and relatively straightforward,
language specific modification was added for English that detects a mention
for every possessive pronoun. This modification was not needed for Arabic and
Chinese, because within those languages possessive pronouns were already
separately marked as NPs. The last column of table 5.8, mentionID, lists the
gold mentions labeled in the data. From a comparison between columns Parse
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# token POS Parse bit mdCP mentionID
0 The DT (TOP(S(NP(NP* (1(2 (1
1 world NN * _ _
2 ’s POS *) 2) _
3 fifth JJ * _ _
4 Disney NNP * _ (2)
5 park NN *) 1) 1)
6 will MD (VP* _ _
7 soon RB (ADVP*) _ _
8 open VB (VP* _ _
9 to IN (PP* _ _
10 the DT (NP* (3 _
11 public NN *)) 3) _
12 here RB (ADVP*))) _ _
13 . . *)) _ _
Table 5.8: An example sentence from the CoNLL 2012 English dataset. Column Parse bit
includes the constituency parse for the sentence, column mdCP – the output
from the mdCP method and column mentionID shows the boundaries for the
gold mentions in the data.
bit and mentionID, we can note that the key mentions correspond directly to
either an existing noun phrase or a named entity (as the named entity Disney)
from the annotation. This phenomenon was observed consistently within all 3
languages of the CoNLL 2012 shared task. Another observation that we can
make explicit is that not all noun phrases correspond to a mention – only
mentions that are not singletons are included in the key set. We previously
introduced this problem in section 3.2.2.3. For this reason, extracting all NPs
from the constituent structure should be approached in order to cover both
singletons and coreferent mentions. Then, after the resolution process, the
system can remove all mentions that it classifies as singletons.
5.1.5 Mention Detection based on IOB Annotation
Attempting to address the disadvantages of both mdPOSP and mdDS we continue
our search for an efficient and reliable method for mention detection within a
multilingual context of the task of coreference resolution. For this reason we
turn to the alternative of rule-based approaches and propose a method based
on machine learning techniques. Machine learning will provide us with more
flexibility and adaptability of the mention detection module for new languages
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and datasets. Thus, we will employ these techniques for the development
of a mention detection method that does not need a predefined set of rules
and is able to abstract away from the used training data. We start with the
concept of IOB tagging that was first introduced by Ramshaw and Marcus IOB tagging
[1995]. The authors implemented that approach for identifying noun chunks,
while Veenstra and Buchholz [1998] extended it further. The idea behind IOB
tagging is that each token within a sentence is labeled with one of the following
classes: B (meaning that the current token is the beginning of an existing chunk),
I (indicating that the token is inside of a chunk), and O (used when the token
is outside of the boundaries of any chunk).
As simple as it is, however, IOB tagging is not directly applicable to the
mention detection problem for CR. Chunking or more often known as NP chunking
chunking is the process of identifying flat structures in text (most often NPs, NP chunking
but chunks are not restricted to a specific category). The identified phrases are
flat in the sense that they do not contain other embedded phrases in them, they
are non-recursive [Abney, 1991]. Mentions, however, are not flat structures.
They may be embedded as mentions 2, 3 and 4 are in example (35) extracted
from the SemEval-2 shared task English dataset. For this reason, IOB tagging
needs to be redefined in order to be used for the multilingual MD subtask of
coreference resolution.
(35) [She1 ] is [an accomplished teacher with [22 years in [the
profession2 ]3 ]4 ].
In the current section, we define a variation of the IOB approach that allows
the detection and extraction of recursive structures within text and is thus
better applicable to MD. To our knowledge, only one variation of the IOB
tagging is targeted at such embedded phrases – the one presented by Tjong
Kim Sang [2001]. The author did not use one classifier but rather a full cascade
of classifiers targeting a predefined structure type. He trained a classifier for
each level of embedding starting from base NPs. Once the latter are identified,
a classifier is trained for the recognition of the phrases that contain only one
embedded structure. The process is repeated until a target level of embedding
is reached.
Within the corpora distributed by the SemEval-2 and CoNLL 2012 shared
tasks, most languages differ in the level of embedded phrases ranging approx-
imately between 3 and 132. Such variation in the embedding of the phrases
makes the approach presented by Tjong Kim Sang [2001] not easily applicable
to a multilingual setting and in the cases of high embedding (e.g. Catalan,
English and Spanish) the computational complexity and lack of training data
for each of the levels is highly inefficient (as Tjong Kim Sang [2001] discusses,
the targeted level of embedding is directly correlated with the possibility to
2Approximate distributions in SemEval-2 (Catalan – 10, Dutch – 3, English – 13, German – 5,
Italian – 10, Spanish – 9) and CoNLL 2012 (Arabic – 5, Chinese – 4, English – 5)
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extract training examples – the higher the level of embedding, the less examples
one can extract).
The variation of IOB tagging that we propose, further referred to as Mention
Detection based on IOB Annotation (mdIOBA), incorporates all levels of embed-
ding of phrases of different type within one single classifier which makes it
comparatively more efficient and usable for multilingual mention detection
than the method proposed by Tjong Kim Sang [2001]. Similar to the concept
of regular expressions, or more general finite state patterns, that are used toregular expressions
finite state
patterns
define the state of objects or text, we redefine the set of accepted IOB labels. We
extend this set (I, O, B) to a larger set – instead of label I, we allow for I+ (e.g.
I, II, III, IIII, etc.). II, for example, denotes a token that is inside two mentions
simultaneously. Furthermore, instead of label B, we allow for B+ (e.g. B, BB,
BBB, BBBB, etc.). Similar to II, the label BB can be assigned to a token that is
the beginning of two mentions at the same time, BBB indicates the beginning
of three mentions, etc. Additionally, the combination of the I and B tags within
the original IOB tagging approach, namely IB, does not exist, because there can
be only one or the other in use. We add this label to the set of allowed labels
and extend it as I+ B+ (e.g. IB, IIB, IBB, IIIB, etc.). Analogically to the original
IOB definition, the labels preserve their meaning, but in mdIOBA each symbol in
a label also represents a level of embedding. Consequently, the label IB means
that the current token is inside one mention and the beginning of another, IIB
denotes a token that is in two distinct mentions and the beginning of a third
mention, etc. There is no restriction to the number of labels that can be used by
the method, yet that number depends solely on the level of embedding existing
in the training instances for the given language. Each level of embedding n
(apart from a flat structure, which has 3 labels) results in n + 1 additional labels.
The full set of labels together with the corresponding frequency with which
every label occurs as observed in the training sets for all languages within the
SemEval-2 shared task, is listed in table 5.9.
In order to visualize the functionality of the mdIOBA approach, let us look
at the example in table 5.10. In column mentionID we list the gold mentions
provided by the task, column mdIOBA train contains the labels that the mdIOBA
method induces from the gold mentions for training a classifier. In the sentence
“Tragedies that test our strength and our resolve occur and have occurred in the past.”,
it can be seen that the complexity of used mdIOBA labels derived from the gold
mentions (column mentionID in the table) is already relatively high – IBBB,
IIBB. This accounts for the complexity of the labels in the mdIOBA output
as well. However, in ML, each distinct label in the training set represents a
different class. Therefore, the higher the number of labels, the bigger the set of
classes that the classifier needs to choose from. Moreover, for each of the labels,
the classifier needs to have enough training examples in order to learn the
proper representation of that class. For this reason, an increased set of labels
can only be used when an abundant amount of training data is present or a
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# tag CA DU EN GE IT SP
1 B 34316 4916 12716 72339 12000 38384
2 BB 2224 39 1484 3300 563 2887
3 BBB 156 1 43 9 6 138
4 I 74179 10423 25672 93464 23872 82429
5 IB 21508 766 5232 21002 8028 23348
6 IBB 1341 4 752 740 467 1715
7 IBBB 87 - 23 4 3 62
8 IBBBB 2 - 1 - - 1
9 II 34213 993 10529 25527 14153 40148
10 IIB 9852 51 1931 4614 4154 11064
11 IIBB 638 3 262 174 241 755
12 IIBBB 30 - 7 - - 24
13 III 13581 49 3823 4701 6764 16219
14 IIIB 3754 2 611 748 1829 4186
15 IIIBB 220 - 86 18 84 236
16 IIIBBB 10 - 2 - 1 5
17 IIII 4868 - 1210 780 2807 5664
18 IIIIB 1235 - 168 112 670 1380
19 IIIIBB 80 - 28 3 34 82
20 IIIIBBB 3 - 1 - - 1
21 IIIII 1412 - 302 85 942 1688
22 IIIIIB 361 - 48 8 251 382
23 IIIIIBB 17 - 13 - 12 26
24 IIIIII 389 - 110 4 380 451
25 IIIIIIB 106 - 16 1 85 100
26 IIIIIIBB 3 - 7 - 1 6
27 IIIIIII 93 - 34 - 140 85
28 IIIIIIIB 16 - 6 - 22 18
29 IIIIIIIBB 1 - 4 - 2 2
30 IIIIIIII 16 - 19 - 62 22
31 IIIIIIIIB 5 - 4 - 12 10
32 IIIIIIIIBB 1 - 1 - - -
33 IIIIIIIII 4 - 7 - 16 9
34 IIIIIIIIIB 3 - 1 - 4 -
35 IIIIIIIIIBB - - 1 - - -
36 IIIIIIIIII - - 4 - 5 -
37 IIIIIIIIIIB - - 1 - - -
38 IIIIIIIIIIBB - - 1 - - -
39 IIIIIIIIIII - - 1 - - -
40 IIIIIIIIIIIBB - - 1 - - -
41 IIIIIIIIIIII - - 2 - - -
42 IIIIIIIIIIIIB - - 1 - - -
43 O 90853 38811 30670 177126 20308 97105
Table 5.9: A full list of all IOB tags and the frequencies with which they occur across the
training sets of all six languages (CA(talan), DU(tch), EN(glish), GE(rman),
IT(alian), SP(anish)) within the SemEval-2 shared task.
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# token POS mentionID mdIOBA train
1 Tragedies NNS (69 B
2 that WDT - I
3 test VBP - I
4 our PRP$ (56|(50|(42) IBBB
5 strength NN 50) III
6 and CC - II
7 our PRP$ (55|(42) IIBB
8 resolve NN 55)|56) III
9 occur VBP - I
10 and CC - I
11 have VBP - I
12 occurred VBN - I
13 in IN - I
14 the DT (66 IB
15 past NN 66) II
16 . . 69) I
Table 5.10: An example sentence from the SemEval-2 shared task English training
dataset with the output from the mdIOBA method given in column mdIOBA
train.
higher chance of data sparseness and thus error-prone system performance
can occur. As we showed in table 5.9 each of the languages in the SemEval-2
shared task lead to a different number of used classes – in Catalan there are 35
unique labels, Dutch has only 12, English – 43, German – 21, Italian – 32 and
Spanish – 33. Those numbers show that mdIOBA will face a different level of
difficulty across the various languages – Dutch being the easiest to resolve with
the lowest variation across the labels and English being the hardest as it has 43
different classes.
The feature set that the mdIOBA classifier uses includes both POS and depen-
dency information for a context of 5 words before and after the target word. A
full list of the features that the mdIOBA method uses is provided in table 5.11.
A big advantage of ML and thus respectively of mdIOBA is that it is flexible in
regards to the use and need for annotations and can be employed successfully
only on POS information as well as only on dependency annotations.
The classification procedure is structured as follows. A feature vector con-
taining all features is built for each of the tokens in both the training and the
test set. For the learning process we make use of MBL (see section 4.1). The
resolver aims at labeling the test instances according to the ones already seen
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# Feature Description
1 the target word
2 part-of-speech tag of the target word
3 dependency label of the syntactic head of the target word
4 part-of-speech tag of word
-5
5 part-of-speech tag of word
-4
6 part-of-speech tag of word
-3
7 part-of-speech tag of word
-2
8 part-of-speech tag of word
-1
9 part-of-speech tag of word+1
10 part-of-speech tag of word+2
11 part-of-speech tag of word+3
12 part-of-speech tag of word+4
13 part-of-speech tag of word+5
14 dependency label of word
-5
15 dependency label of word
-4
16 dependency label of word
-3
17 dependency label of word
-2
18 dependency label of word
-1
19 dependency label of word+1
20 dependency label of word+2
21 dependency label of word+3
22 dependency label of word+4
23 dependency label of word+5
Table 5.11: The full list of features used by the mdIOBA classifier consisting in general of
POS and dependency information for a context window of 5 words before
and after the target token.
in the training data. The output of the module is the test set labeled with IOB
tags, which can be later converted to the bracketed form of mention bound-
aries. Yet, the mdIOBA classifier assigns a class to each word separately and
independently form its previous decisions or the upcoming instances. Thus,
the resulting mdIOBA labels can lead to inaccurate bracketing structures for the
final mentions. For that reason, a postprocessing step is needed to ensure and
validate mention boundary integrity. In that step we discard all mentions that
do not have an opening bracket and the mentions that have been opened, but
never closed, are terminated at the sentence boundary of the sentence in which
they are found.
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5.1.6 Mention Detection via a Voting Technique
Presenting various distinct methods that can be applied for mention detection
within multilingual coreference resolution, we showed both their advantages
as well as their disadvantages when applied to multiple languages. With the
latter we indicated as well the differences between the approaches that lead
to variations in their output. However, in the search for an optimal approach
we implement as well a hybrid method that is a combination of all previously
presented ones and thus combines a selection of their characteristics. Mention
Detection via a Voting Technique (mdVOTE) assesses the mentions detected by
mdPOSP (employing filter 5), mdDS and mdIOBA. We exclude mdNES from our
investigation, because named entity annotations were not provided consistently
across the datasets3. Yet, we include mdPOSP, mdDS and mdIOBA, because every
additional method enriches the information considered by mdVOTE and thus
improves on its output. This is so, because mdVOTE combines the mentions
from the various methods as voting candidates for its own output. Moreover,
a voting technique would require at least two candidates to be able to chose
from, but an even number of candidates can easily lead to the occurrence of
ties. In these cases, weighted techniques can also be applied. Since we use an
uneven number of methods, weights are not necessarily needed and therefore
not included. The approach incorporates the outputs into a voting scheme
in which each of the distinct methods is entitled to an equal vote. mdVOTE
evaluates the separate choices on per-word-basis and outputs the majority vote
as its label.
Similar to mdIOBA, mdVOTE determines a class on per-word-bases, indepen-
dently of previously made decisions and upcoming tokens. Analogically to
the postprocessing step for the output produced by mdIOBA, mdVOTE labels
can be corrected as well. Yet, the fact that mdVOTE combines three different
approaches can lead to the emergence of mentions that do not correspond to
any grammatical phrase, because the type of mentions produced by each of
the separate methods is considerably different (i.e. mdVOTE will either inherit
the type of errors or merging two mentions with wrong boundaries may lead
to a new and still incorrect resulting mention). For this reason, the mdVOTE
approach can lead to highly erroneous mentions and thus to a decrease in
system performance overall. In table 5.12, we provide an example of the out-
put produced by mdVOTE given the output of mdPOSP, mdDS and mdIOBA for a
sentence extracted from the SemEval-2 shared task English dataset.
3Dutch contained only automatically acquired NE labels. Catalan, English, Italian and Spanish
included only manual NE annotations and the German dataset did not provide any.
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# token mdPOSP mdDS mdIOBA mdVOTE
1 This _ _ (0) _
2 is _ _ _ _
3 The (2 (3 (1 (1
4 World 2) _ 1) 1)
5 , _ _ _ _
6 a (5 _ _ _
7 co-production 5) _ _ _
8 of _ _ _ _
9 the (7|(3 (0 (2 (2
10 BBC _ _ _ _
11 World 3) _ _ _
12 Service 7) _ 2) 2)
13 , _ _ _ _
14 PRI (6 _ (3|(4 (3
15 and _ _ 4) _
16 WGBH 6) (1 (5 (4
17 in _ _ _ _
18 Boston _ 0)|1)|(2)|3) (6)|5)|3) (5)|4)|3)
19 . _ _ _ _
Table 5.12: An example sentence from the SemEval-2 shared task English dataset. Col-
umn mdPOSP lists the output of the mdPOSP method when filter 5 is used,
column mdDS shows the output from the mdDS method, column mdIOBA
includes the output of the machine learning method mdIOBA and the last
column mdVOTE depicts the result from combining all methods via the
hybrid approach mdVOTE.
5.1.7 Applicability of the Mention Detection Methods within Both Multilingual
Shared Tasks: SemEval-2 and CoNLL 2012
As we noted in the introductory part of section 5.1, the diverse mention
detection methods, presented so far, constitute algorithms developed for a
specific type and format of annotations (e.g. POS, dependency information, NEs,
etc.). All these layers were provided in the SemEval-2 or CoNLL 2012 shared
tasks. Most of the approaches that we presented depend to a great extent
on the layer of annotation and will be rendered unusable within a different
setting. However, in real-world situations, it is most certain that a CR system
will not be provided with the exact same data format and annotation layers as
in both shared tasks. This was already proven by the SemEval-2 multilingual
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method SemEval-2 CoNLL 2012
mdNES
√ √
mdPOSP
√ √
mdDS
√
-
mdCP -
√
mdIOBA
√ √
mdVOTE
√ √4
Table 5.13: Overview of the aplicability of the diverse mention detection methods on the
datasets of the two multilingual shared tasks SemEval-2 and CoNLL 2012.√
indicates that the method is applicable (e.g. the necessary annotations are
provided) and - that is not.
follow-up – CoNLL 2012 which attempted to be highly compatible with the
SemEval-2 shared task by adopting the format of the data (e.g. each token is
provided on a separate line and for each layer of annotation a separate column
is used). Yet, the format of the data is not the only factor that needs to be
considered.
CoNLL 2012 did not provide dependency information within its layers of
annotation. For this reason mdDS is not applicable to that set of data. However,
CoNLL 2012 included a different syntactic annotation, namely phrase structure.
This allowed us to employ mdCP within that setting. An overview of the
applicability of all methods presented in this chapter is given in table 5.13.
The availability of annotations and the applicability of the various methods
in the different settings is highly important to our work. Comparing methods
for multilingual MD, which is our aim further down in the chapter, we note that
rule-based methods can lead to a better system performance. This is only so if
annotations are provided that can unambiguously lead to direct identification
of phrase structures or more specifically of nominal phrases. Unavailability of
annotation layers in such cases, however, instantaneously affects multilinguality,
which is crucial to our goals.
5.2 evaluation of multilingual mention detection
In sections (section 5.2.2 and section 5.2.3) we report on two evaluation settings
for the methods presented in section 5.1. We note, that all approaches are
only comparable if they are evaluated on the same data. Thus, we divide
the evaluation in two parts according to the dataset that is employed (being
4We note that the mdVOTE method will only be applicable if it uses mdCP instead of mdDS as
one of its votees.
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either the SemEval-2 or CoNLL-2012 data). Further, we evaluate how the
proposed methods perform on their own, without considering the actual
coreference performance of the system. Then, we integrate all approaches in
the multilingual coreference pipeline and assess the overall system scores.
However, we note that the achieved scores are not comparable across the two
tasks not only because we employ different datasets but as well because various
feature optimizations with regard to the underlying data sets (e.g. for SemEval-
2 we consider a span of only three sentences as search space for coreference,
while for CoNLL-2012 we increase this to 7 for Arabic and 10 for Chinese and
English) are made use of. Such system improvements render the scores not
comparable across the tasks. Furthermore, in both evaluation settings we will
aim not only at quantitative but as well at qualitative analysis of the output
and results. The latter will provide us with more knowledge about the type of
annotations and annotation schemes needed for the development of efficient
and robust multilingual approaches.
5.2.1 Mention Detection Scoring
We report system performance for all eight languages of both shared tasks
(Arabic, Catalan, Chinese, Dutch, English, German, Italian, Spanish) via pre-
cision, recall and F-measure over all provided evaluation metrics (MUC, B3 ,
CEAF and BLANC (see section 2.3.4)). The scores in both intrinsic and extrinsic
evaluations were acquired by version 1.045 of the scorer provided by and used
during the SemEval-2 shared task as well as the newer version (4.0) of the
scorer6 (released for the CoNLL 2012 task) that is employed for the respective
dataset. The two variants differ in their behaviour towards singleton mentions
in the system output as discussed in section 2.3.4.3.
Before we present any system scores on mention detection, we would like
to exemplify the effect of reducing singletons in the key set (the set containing key set
the answers) on the overall scores and more precisely on precision, as reported
by the evaluation software. For this purpose, let us consider a toy sentence
extracted from the SemEval-2 English dataset, listed in table 5.14. Along
with this sentence, we include four different sets of mentions available for it,
marked as FourM, ThreeM, TwoM and OneM in table 5.14. Then, we present
four evaluation settings with set FourM always being the test set and sets
FourM, ThreeM, TwoM and OneM, being the key set, i.e. the gold standard. The
scores that we can achieve by employing both the SemEval-2 and the CoNLL
2012 versions of the scorer (in this case both scorers achieve the same results)
are listed in table 5.15. We list the F-scores across all four evaluation metrics. In
column ThreeM of table 5.15 we can see the scores for using set ThreeM as the
key set and set FourM as the system output. The only difference between the
5http://www.lsi.upc.edu/~esapena/downloads/index.php?id=2
6http://conll.cemantix.org/2012/download/scorer.v4.tar.gz
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# token FourM ThreeM TwoM OneM
1 But _ _ _ _
2 Eagle (1) _ _ _
3 said _ _ _ _
4 the (2 (2 _ _
5 financing 2) 2) _ _
6 was _ _ _ _
7 insufficient _ _ _ _
8 and _ _ _ _
9 sales (3) (3) (3) _
10 during _ _ _ _
11 the (4 (4 (4 (4
12 past _ _ _ _
13 fiscal _ _ _ _
14 year 4) 4) 4) 4)
15 sagged _ _ _ _
16 . _ _ _ _
Table 5.14: Four toy system outputs for scoring evaluation with both SemEval-2 and
CoNLL-2012 scorers. Here set FourM is the test set in all cases and sets
FourM, ThreeM, TwoM, OneM the key sets for which the number of mentions
is gradually decreased.
two sets is the lack of mention 1 in set ThreeM. Similar to that is the decrease
of mentions in the rest of the key sets.
The motivation for this example is the fact that key sets do not necessarily
contain singletons, as the mentions in the mentionID column in table 5.7 on
page 99. Yet, mention detection extracts all mentions – potentially coreferent
and never coreferent mentions. The latter has a considerable effect on the
reported precision, which can be falsely interpreted. Falsely, because there is
no change in the actual precision of the mentions provided by the test set.
FourM ThreeM TwoM OneM
R P F1 R P F1 R P F1 R P F1
100 100 100 100 75.00 85.71 100 50.00 66.66 100 25.00 40.00
Table 5.15: Five mention detection evaluations with FourM, ThreeM, TwoM or OneM used
as key mentions and FourM as a test set.
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Only the number of mentions is changed, which results in a false reduction
in precision reported by the scoring software. If we again recall the definition
of precision given in 2.1, that measure is defined by the ratio of the correct
answers given by the system to the number of all given answers. Yet, in our
toy example, all answers provided by the system in all evaluation settings are
correct and therefore precision should not be reduced.
What can be seen from table 5.15 is that using set FourM as test set against
sets ThreeM, TwoM and set OneM reduces precision. Yet, the later three sets do
not differ in precision, or so to say, the mention boundaries for all included
mentions are identical. We would like to clarify that precision in those cases is
lower, not because the underlying mention boundaries are wrong, but because
including more mentions in the test set than the mentions present in the
key set conflicts with the definition of precision and leads to its substantial
reduction. It is of utmost importance for us to discuss this issue here, because
evaluating MD, outside of the coreference pipeline, means that we cannot rely
on precision figures. Thus, evaluation in this stage completely ignores precision
and respectively the F-measure calculated with it. Following, only recall is
favored when mention detection is approached outside of the CR pipeline. In
other words, the higher the recall values are, the better the MD method when
evaluated outside of the coreference pipeline. We also need to favor recall
and thus identify all potentially coreferent phrases, because mentions that are
not identified by the MD module cannot be used in the CR pipeline further
on. We will refer to this example later on in our discussion in sections 5.2.2
through 5.2.5.
5.2.2 SemEval-2 Intrinsic Evaluation
The following section provides both quantitative and qualitative analysis of
the methods for mention detection that can be employed on the SemEval-2
datasets across all six languages (Catalan, Dutch, English, German, Italian
and Spanish). We discuss extensively their applicability and effectiveness in
a multilingual setting in the attempt to answer the research questions that
we posed in the introduction of the chapter. Our main aim is to evaluate the
approaches on the task of multilingual mention detection and to determine
which approach provides the best performance in a multilingual setting.
5.2.2.1 Quantitative Analysis
Our quantitative analysis solely relies on the information that the SemEval-2
scoring software can provide. We present and analyze the results for two
settings: auto (considering the automatically acquired linguistic annotations)
and gold (employing only manually labeled data). Within the quantitative
analysis evaluation, the most optimal outcome will be to achieve results that
will clearly categorize one method as outperforming all the rest across all
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targeted languages. Moreover, a method that consistently reaches surpassing
scores within one language family will provide a higher guarantee that a
random new targeted language from the same language family will lead to the
highest performance across the MD methods.
In table 5.16, we present the scores within all evaluated settings (both gold
and auto linguistic annotations). However, as we noted in section 5.1.3, mdDS
only extracts one span per mention head, while mdIOBA does not follow such
a restriction. For this reason, in order to achieve a better and more objective
comparison between those approaches, in table 5.16 we include a modification
of mdDS that allows for more than one possible span per head (i.e. excluding
existing PP attachments and modifications of the target phrase instead of
considering only the longest span). Additionally, we evaluate the initial version
of mdDS against a modified version of mdIOBA, by restricting mdIOBA’s output to
select only the longest span per identified mention head. The respective scores
are listed in table 5.17. We do not modify mdNES, since its output is merely
mirroring the named entity annotations provided in the data. Furthermore,
mdPOSP and all its variants are also excluded from this comparison, since we
consider that method as a baseline heuristic and thus we do not increase its
complexity, apart from the initially presented filters: considering no filtering
at all (-), and n = 5, 10 and 20 for the frequency counts of filtered patterns
respectively (i.e. n = 5 means that only patterns that are seen at least five times
in the training set will be marked in the test set).
As we already noted in section 5.1.6, German does not provide any (gold
or auto) named entity annotations and thus we cannot report system results
for German within the mdNES method evaluation. This once more underlines
the importance of provided and, in general, available layers of linguistic anno-
tations for tasks, such as multilingual coreference resolution. The rest of the
languages include evaluation of mdNES, depending on the annotations their
datasets provide. Another peculiarity of the scores we provide is the lack of
results within the gold setting for Italian, apart from the mdNES method. The
reason for this is the lack of gold annotations in the Italian dataset. Similarly to
Italian, Dutch does not provide any manually labeled information and thus
that language is entirely excluded from the gold evaluation setting.
mdNES
The figures in table 5.16 give us the possibility to assess mdNES, which proves
to be a hard task, since the output achieved by mdNES is exceedingly unbalanced
(not all evaluation settings can be considered for lack of annotations in the data).
This renders the method hardly comparable to all other presented approaches.
Within the auto setting, only the results for Dutch can be compared across all
MD methods and even though mdNES outperforms all mdPOSP variants in terms
of F-scores, it does not achieve this in terms of recall, which is more important
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mdNES mdPOSP mdDS mdIOBA mdVOTE
- 5 10 20
auto CA R - 54.74 40.38 35.54 32.70 75.12 50.65 51.69
P - 8.79 49.90 56.16 68.08 45.96 53.01 53.50
F1 - 15.15 44.67 43.53 44.18 57.03 51.80 52.58
DU R 31.00 51.42 36.33 32.88 23.60 73.42 42.12 54.25
P 49.70 9.30 30.85 29.82 30.37 27.43 51.74 39.39
F1 38.18 15.76 33.37 31.27 26.56 39.94 46.44 45.64
EN R - 52.18 37.89 33.65 19.65 82.34 59.59 57.19
P - 21.05 60.36 62.04 60.61 44.50 66.50 58.05
F1 - 30.00 46.55 43.64 29.68 57.77 62.85 57.61
GE R - 49.93 42.44 41.00 35.49 78.96 67.32 66.39
P - 21.07 62.21 65.56 64.45 59.16 70.23 65.88
F1 - 29.64 50.45 50.45 45.77 67.64 68.74 66.14
IT R - 52.38 34.32 27.23 19.35 62.64 41.40 40.55
P - 23.25 58.02 64.49 63.10 42.35 46.42 45.89
F1 - 32.20 43.13 38.20 29.62 50.54 43.77 43.06
SP R - 55.08 41.54 38.41 31.08 76.82 50.51 44.80
P - 9.10 50.39 59.01 71.01 45.59 53.61 48.87
F1 - 15.62 45.54 46.53 43.24 57.22 52.01 46.75
gold CA R 25.23 38.90 40.40 38.93 32.20 76.28 53.58 53.03
P 88.31 17.15 50.13 51.69 70.66 47.03 55.84 54.32
F1 39.24 23.81 44.74 44.41 44.24 58.18 54.69 53.67
EN R 20.64 52.65 37.89 33.65 19.65 82.76 63.95 58.92
P 55.88 21.61 60.36 62.04 60.61 44.48 70.55 59.96
F1 30.15 30.68 46.55 43.64 29.68 57.86 67.09 59.43
GE R - 45.22 42.24 39.33 35.49 79.48 71.18 68.50
P - 36.64 62.44 63.75 64.45 59.82 74.59 68.40
F1 - 40.48 50.39 48.65 45.77 68.27 72.84 68.46
IT R 85.95 - - - - - - -
P 99.64 - - - - - - -
F1 92.29 - - - - - - -
SP R 24.34 39.20 41.15 35.63 31.08 78.25 54.36 47.94
P 88.03 15.25 53.05 60.18 71.01 46.23 57.23 51.51
F1 38.14 21.96 46.35 44.76 43.24 58.12 55.76 49.66
Table 5.16: Mention detection across all six languages of the SemEval-2 shared task
with all spans for each mention in both autoand goldsettings. The highest
recall is marked in bold. - marks the lack of annotations for the setting.
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mdNES mdPOSP mdDS mdIOBA mdVOTE
- 5 10 20
CA R - 54.74 40.38 35.54 32.70 73.01 46.57 51.77
P - 8.79 49.90 56.16 68.08 68.62 54.69 57.88
F1 - 15.15 44.67 43.53 44.18 70.75 50.30 54.66
DU R 31.00 51.42 36.33 32.88 23.60 71.15 41.91 53.21
P 49.70 9.30 30.85 29.82 30.37 35.93 51.86 38.70
F1 38.18 15.76 33.37 31.27 26.56 47.75 46.36 44.80
EN R - 52.18 37.89 33.65 19.65 79.67 56.59 56.80
P - 21.05 60.36 62.04 60.61 54.75 67.83 61.80
F1 - 30.00 46.55 43.64 29.68 64.90 61.70 59.19
GE R - 49.93 42.44 41.00 35.49 78.77 63.84 65.33
P - 21.07 62.21 65.56 64.45 67.69 71.13 70.77
F1 - 29.64 50.45 50.45 45.77 72.81 67.28 67.94
IT R - 52.38 34.32 27.23 19.35 61.88 29.86 35.03
P - 23.25 58.02 64.49 63.10 55.84 46.71 46.95
F1 - 32.20 43.13 38.20 29.62 58.70 36.43 40.12
SP R - 55.08 41.54 38.41 31.08 74.63 47.09 41.83
P - 9.10 50.39 59.01 71.01 71.14 55.43 49.13
F1 - 15.62 45.54 46.53 43.24 72.84 50.92 45.19
Table 5.17: Mention detection across all six languages of the SemEval-2 shared task
considering the longest span per mention in both autoand gold settings. The
highest recall figures are marked in bold. mdNES and mdPOSP scores are kept
for comparison. - marks the lack of annotations for the setting.
to us in the context of this evaluation setting. Furthermore, mdNES does not
outperform mdDS, mdIOBA and mdVOTE according to both observed criteria.
With respect to the scores in the gold setting, mdNES is also outperformed by
the rest of the methods in both recall and F-scores, with the exceptional case of
Italian. The only mention detection that could be achieved for Italian, within the
goldsetting (we remind the reader that no goldannotations apart from named
entities were included in the data for that language), reaches exceptionally high
performance leading to F-score of 92.29% and a recall of 85.95%. This is due to
the distinct annotation scheme for NEs (see section 3.2.1) that marks as an entity
all named entity instances, all pronouns as well as abstract noun phrases. This
significantly extends the semantic types of phrases that are included within that
annotation layer in comparison to other languages. Thus, the overlap between
the resulting NEs for Italian and the actual goldmentions is exceedingly high.
However, the high performance of the mdNES method is not transferable to
all languages and even less to both (auto and gold) evaluation settings. This
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is so for two main reasons: First, not all languages have such an exceedingly
high correspondence between the named entities provided in the data and the
included gold mentions; second, named entities are not always available for
both auto and gold annotation types. This is proven by the exceptionally high
variation in the results achieved by the mdNES method across all six languages –
being lowest for English with recall of 20.64% and highest for Italian with recall
of 85.95%. Additionally, no parallel between gold and auto is possible, because
none of the languages provided both annotation types – there is either a lack of
auto (Catalan, English, Italian, Spanish) or gold (Dutch) or even both (German)
annotations.
Altogether, we can conclude that the mdNES method leads to rather low
performance with the exception of Italian. For this reason, we do not include
mdNES as a stand-alone method within our further investigations. However,
our results and observations showed that named entities can be valuable
indicators of mentions (as in the case of Italian), which means that NEs should
be reevaluated not in the form of a stand-alone mention detection method, but
rather as supplementary information to other employed methods.
mdPOSP
The next approach for multilingual MD that we want to review, as listed in
table 5.16, is the mdPOSP method. Even though mdPOSP outperforms mdNES in
all comparable cases, it also performs worse, across all its filter variants (no
filter, 5, 10 and 20), than mdDS and mdIOBA and mdVOTE when recall is assessed.
Across all variants of mdPOSP, we can see that altering the values for n
directly affects the variation relation between precision and recall. Selecting a
filter with a higher value for n, as 10 or 20, means that the patterns used as
mentions often occur in the training set, thus those filters result in less, but
more precise mention boundaries. However, if the mdPOSP method is employed
for applications other than coreference resolution, being able to select a filter
that favors either precision or recall can be a great advantage during system
development.
The highest recall for mdPOSP is achieved when no filter is applied to the
method with a considerable increase over filter 5 (with minimum difference for
German – 7.49 percent points and maximum for Italian – 18.06 percent points).
However, as we will discuss further in our qualitative analysis, we cannot
favor recall exclusively for the mdPOSP method without using a frequency
filter. This is so, since every mention pattern that is seen in the training set
(including erroneous phrases) is consistently replicated in the test set leading
to overgeneration (producing well formed mentions as well as numerous overgeneration
incomplete phrases that are also marked as mentions) to a great extent and thus
the resulting phrases either do not correspond to correct mention boundaries or
are so many that the coreference pipeline is overloaded with potential mentions
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to choose from. Yet, too many mentions can be as bad as having too few of
them. In order to avoid such erroneously produced phrases, only for mention
detection as well as in the coreference pipeline, we compare mdPOSP with filters
5, 10 and 20 as potential candidates. For this analysis we also compare the
F-scores of the filters, as they give a good representation of both precision and
recall together. According to the figures in table 5.16, mdPOSP 5 outperforms
filters 10 and 20 with respect to recall and F-measure and in both gold and auto
settings across all languages. The only exceptions are the F-scores for Spanish
and German. The former indicates a higher result for filter 10 with respect to
filter 5 with 0.99 percent points. The F-scores of both filters for German are
equal.
Within the auto setting the difference in recall between the four filters
ranges across the languages as shown in table 5.16. For that setting, filter 5
outperforms filter 10 with 1.44 percent points (lowest difference) for German
and 7.09 percent points (highest difference) for Italian, while the results for
the recall achieved by filter 20 are even lower. This tendency is kept for the
gold setting as well (filter 5 reaches higher scores for recall with respect to filter
10 and 20) with the lowest difference for Catalan, being 1.47 percent points
and highest difference for Spanish, being 5.52 percent points (see table 5.16).
Moreover, filter 5 consistently achieves highest recall for all targeted languages
and across all evaluation settings and avoids the errors when no filter is applied.
This designates filter 5 as best performing in comparison to filter 10, 20 and no
filter at all and thus we employ only this filter in all our further analysis.
With respect to F-scores, as we noted above, filter 10 outperforms filter 5 for
Spanish and has equal score for German. The highest variation in that setting
between those two filters can be observed for Italian – 4.93 percent points. The
tendencies for the gold setting are more consistent, because filter 5 outperforms
filter 10 for each of the languages for which results can be compared. The
lowest difference can be seen for Catalan with an improvement of filter 5 of
0.33 percent points and highest improvement is reached for English with 2.91
percent points.
mdDS
The results in table 5.16 rank mdDS as the best performing method across
all the different approaches when recall is observed. The scores in the auto
setting indicate that there is a big variation between the achieved recall from
all four evaluated methods ranging with differences of more than 60 percent
points (being 19.35% for Italian (the performance of mdPOSP 20) and 82.34% for
English (the performance of mdDS)) when recall is favored for evaluation. We
can also note that there is a clear cut between the best performing method, mdDS,
and the performance of all other approaches. When recall is assessed, using
dependency information shows best results for both gold and auto settings
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(see table 5.16), with the exception of Italian and Dutch in the gold setting
for which gold dependency annotations were not provided. Moreover, mdDS
reaches highest recall across all languages also in its basic implementation
(when only the longest spans per mention head are selected (see table 5.17)).
Altogether, mdDS does not profit as much from the extraction of various spans
per mention head (the increase in recall across all languages is 1.69 percent
points) as mdIOBA loses when only the longest span is selected (4.29 percent
points across all six languages).
With regard to multilingual performance, we can note that mdDS performs
best, but not optimally balanced over all languages. When all spans are used
(table 5.16) mdDS reaches highest recall for English (82.34%) and lowest for
Italian (62.64%). The latter results in a variation of 19.70%. This means that
in case a new random language is included in the multilingual coreference
resolution pipeline, one cannot predict mdDS’s performance with a high confi-
dence. However, this difference is not only across six languages, but also across
two language families. Within the Romance language family the variation is
higher (14.18 percent points between Italian (62.64%) and Spanish (76.82%)),
while within the Germanic language family the difference is considerably lower
(8.92 percent points between Dutch (73.42%) and English (82.34%)). The latter
results show that mdDS reaches higher scores for Germanic languages with less
variation across the scores. This may be either caused by the similarities across
the languages of one family or the fact that in our case the annotations for those
languages were more consistent. If the former is the case, the introduction of
a new language from a language family integrated in the system will have
higher chances of performing close to the languages within that family than a
language within a different one. In order to be sure in our assumption that the
reason lies within the similarity of languages, additional families should be
observed.
Furthermore, what the differences tell us is that even if dependency in-
formation is provided via either automatically achieved or manually labeled
annotation layers, we cannot expect consistently robust performance over all
languages if there is not much overlap between the gold mention layer and
the phrases underlined by the dependency structure – good examples for that
again are the best and lowest performing languages: English (for which gold
mentions overlap considerably with the underlying noun phrases) and Italian
(for which less correspondence between noun phrases and gold mentions is
present). The latter peculiarities with respect to the correspondence of mentions
to the NP structure were described in more detail in section 3.2.2.
mdDS is also one of the methods for which the contrast between gold and
auto labels does not make a big difference in system performance overall.
The figures show that there is a variation between both settings of only 0.88
percent points when the four languages for which there are gold labels are
targeted (Catalan, English, German, Spanish), while the variation for mdIOBA,
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for example, is relatively higher – 3.75 percent points across the same four
languages. This is counterintuitive since mdDS is expected to be more sensitive
to the quality of the provided annotations. One reason, for example, is the
fact that as a rule-based method mdDS completely relies on the annotations
provided in the data without any capabilities of abstracting over the observed
information. This rule-based nature of the approach prevents it from accounting
for exceptions and errors in the automatically labeled data.
The latter fact again raises one of our main concerns within our work – how
suitable is the method at hand within a multilingual context? Considering the
quantitative data, mdDS is reliable and well performing for mention detection in
a multilingual coreference resolution system. It reaches best scores when recall
is favored, thus this method could be used whenever dependency annotations
are provided for all targeted languages. However, mdDS is fully dependent on
the presence of this type of annotation layer and cannot be used if dependencies
are not included in the data.
mdIOBA
mdIOBA is the next mention detection method that we proposed and want
to discuss with respect to the results presented in table 5.16 and table 5.17.
In both settings gold and auto and when all spans are included in the set of
mentions (see table 5.16), mdIOBA performs worse than mdDS when recall is
assessed. On average across all languages, mdIOBA also performs worse than
mdVOTE – within the auto setting and when all spans are used (table 5.16),
mdIOBA reaches 51.93% as an average recall score across all six languages,
while mdVOTE performs slightly better – 52.48%; within the gold setting (when
only Catalan, English, German and Spanish are compared), mdIOBA leads with
60.77% ahead of mdVOTE with 57.10%. This makes the comparison between
the two methods not that straightforward. Yet, within the auto setting, mdIOBA
reaches lower recall scores only for Catalan and Dutch with respect to mdVOTE,
where for Dutch the difference is much higher (being 12.13 percent points).
This gap accounts for the lower recall overall achieved by mdIOBA with respect
to mdDS.
mdIOBA also reaches higher recall when all potential mention spans are
included (table 5.16, auto setting) in comparison to the longest span per mention
head (table 5.17) with an average of 4.29 percent points over all languages.
Since mdIOBA is a machine learning approach it is not as dependent on
the provided annotations as the best performing rule-based approach – mdDS.
Having a machine learning nature, mdIOBA is easily adaptable to the provided
multilingual data annotations. It can also be easily optimized further and
tuned to a language specific approach, if needed, by selecting language specific
features and parameters.
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However, as noted in the analysis for mdDS, mdIOBA is more sensitive to
the quality of the provided annotations (gold and auto) with respect to mdDS,
leading to a difference of 3.75 percent points between the two settings and
across all four languages that provide that type of annotations as opposed to
0.88 percent points for mdDS.
The results that we report in table 5.16 are based on mdIOBA’s performance
when both part-of-speech and dependency annotations are made use of. How-
ever, it is important to know to what extent mdIOBA is applicable to different
types of annotations or in other words to what extent is it sensitive to the
presence or absence of the highly informative dependency labels. In this way,
we will gain a better awareness of the flexibility of this method and thus
of its adaptability to multilingual approaches. Additionally, we carry out an
investigation of detection of base NPs, because this is more intuitive and close
to the initial IOB tagging approach, which drastically reduces the number of
labels/classes the classifier has to choose from. Thus, having only 3 equivalence
classes (being I(inside), O(utside) and the B(eginning) of a potential mention)
decreases the difficulty for the machine learning resolver. Therefore, we can
expect that a better overall performance will be reached. For these reasons,
we designed an experiment that compares three different variations of mdIOBA
to the best performing mdPOSP approach – using filter 5. We select this com-
parison, because mdPOSP is a baseline approach that can be easily applied in a
multilingual setting and for which only part-of-speech information is needed.
The mdIOBA variations are as follow:
• mdIOBA - the original mdIOBA method using dependency annotations and
POS information.
• mdIOBA-POS - uses POS information only.
• mdIOBA-BASE - aims at the identification of base noun phrases – flat, not
embedded structures.
Table 5.18 lists the system performance across all languages for all three
mdIOBA variations together with the baseline mdPOSP approach. The figures
show that using dependency information boosts the performance of the mdIOBA
method. The difference for recall between mdIOBA (the variant including de-
pendency information) and mdIOBA-POS (the variant based solely on POS labels)
does not increase by 3% for any of the considered languages. This shows that
dependency information can help improve the performance of machine learn-
ing methods, but it also indicates that the presence of dependency information
is far less important to mdIOBA than to mdDS which completely relies on it. This,
we note, is a highly positive feature of mdIOBA.
Another comparison that we can achieve by the results in table 5.18 is the
contrast between the baseline pattern matching of part-of-speech tags and the
memory-based learning approach that mdIOBA-POS offers. Both methods use
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mdPOSP 5 mdIOBA-POS mdIOBA mdIOBA-BASE
R P F R P F R P F R P F
CA 40.38 49.90 44.67 49.15 51.33 50.22 50.65 53.01 51.80 31.60 70.60 43.66
DU 36.33 30.85 33.37 39.53 48.96 43.74 42.12 51.74 46.44 43.53 58.32 49.85
EN 37.89 60.36 46.55 56.56 67.87 61.70 59.59 66.50 62.58 43.90 79.63 56.60
GE 42.44 62.21 50.45 62.73 72.24 67.14 67.32 70.23 68.74 54.51 77.27 63.23
IT 34.32 58.02 43.13 37.53 45.96 41.81 41.40 46.42 43.77 44.20 60.43 52.32
SP 41.54 50.39 45.54 48.96 52.26 50.56 50.51 53.61 52.01 30.35 71.46 42.61
Table 5.18: The performance of the three variants of mdIOBA across all six languages of
the SemEval-2 shared task listed as: mdIOBA-POS, mdIOBA and mdIOBA-
BASE. The baseline mdPOSP 5 is included for comparison.
solely the POS annotation layer and thus their results can be directly compared.
The figures show that mdIOBA-POS consistently outperforms mdPOSP for all
languages, reaching a difference of more than 20% (for German) when recall is
assessed. One of the reasons for this big variation is the fact that mdIOBA-POS
is able to abstract away from the data and better account for exceptions and
unseen examples, while mdPOSP can only detect a mention if its pattern was
already present in the training set. The performance achieved by the mdIOBA-POS
approach is a highly positive outcome for our work. It indicates that a machine
learning method for mention detection can be designed in a competitive way
on a language independent level, since this method relies on the most widely
distributed annotation layer – POS.
The last variation that we investigated within the mdIOBA analysis is the
mdIOBA-BASE alternative. The figures in table 5.18 indicate that mdIOBA-BASE
is outperformed by both mdIOBA and mdIOBA-POS in terms of recall for all
languages, apart from Dutch and Italian. Altogether, the drop in system perfor-
mance is not consistent across the languages which can be the consequence of
the variation in mention embedding within the set of languages and the type
of annotation scheme used for mention labeling. What is more important to
us, however, is the fact that identifying base NPs is not sufficient within the
task of coreference resolution. This is indicated by the significant drop of recall
within the mdIOBA-BASE results – even though precision figures are increased
substantially for mdIOBA-BASE in comparison to both mdIOBA and mdIOBA-POS,
we cannot consider mdIOBA-BASE as a competitive method.
mdVOTE
The last approach to multilingual mention detection that we review is the
combination of mdPOSP, mdDS and mdIOBA, namely mdVOTE. As the figures in
the last column of table 5.16 reveal, a combination of such different methods
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mdDS mdIOBA mdDS
⋃
mdIOBA
CA R 75.12 50.65 81.84
P 45.96 53.01 40.26
F1 57.03 51.80 53.97
DU R 73.42 42.12 79.93
P 27.43 51.74 26.67
F1 39.94 46.44 40.00
EN R 82.34 59.59 85.92
P 44.50 66.50 40.97
F1 57.77 62.85 55.49
GE R 78.96 67.32 86.94
P 59.16 70.23 53.27
F1 67.64 68.74 66.06
IT R 62.64 41.40 71.88
P 42.35 46.42 36.58
F1 50.54 43.77 48.48
SP R 76.82 50.51 82.97
P 45.59 53.61 40.07
F1 57.22 52.01 54.05
Table 5.19: Mention detection with combined rule-based mdDSand machine learning
performance mdIOBA via the unification of both approaches as mdDS
⋃
mdIOBA across the six languages of the SemEval-2 shared task. Highest
recall figures are highlighted in bold.
improves the recall achieved by the system only for Catalan and Dutch. Yet,
when only longest spans are considered (table 5.17), mdIOBA’s performance
reaches such a drop that all languages apart from Spanish show higher figures
for recall for mdVOTE. Moreover, in comparison to mdDS, mdVOTE reaches scores
for recall that are up to about 30 percent points lower (Spanish) as well as a
variation across the languages of the same extent (German and Italian). The
problem, as we will better exemplify in the qualitative analysis of mdVOTE (see
section 5.2.2.2), is that often enough the two weaker approaches (mdIOBA and
mdPOSP) overrule the best performing method – mdDS. Another disadvantage of
mdVOTE is the fact that to achieve a decision, that approach needs output of at
least two reliable mention detection methods which is not easily accomplished
in most coreference resolution tasks.
As we mentioned in section 5.1.6, mdVOTE can be modified as a weighted
method, which can be used to solve ties when even number of votees is used
or when a preference can be given to one of the voting approaches. Another
possibility to combine the strengths of mdDS and mdIOBA is simply to unify their
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respective sets of identified mentions. This means that we combine all mentions
from mdDS and mdIOBA and exclude all redundant instances (this means that
mentions identified by both methods are included only once). The results
achieved by the union are shown in column mdDS
⋃
mdIOBA in table 5.19. The
recall figures across all languages are consistently higher than both methods,
mdDS and mdIOBA, separately. The overall performance for recall is with lowest
scores of 71.88% for Italian and highest scores of 86.94% for German with an
average score over all languages of 81.58%. These results indicate that when a
method based on the syntactic structure does not reach optimal performance, it
can be easily enhanced by a machine learning approach such as mdIOBA. As the
scores in column mdDS
⋃
mdIOBA in table 5.19 show, the unification reaches
an improvement of performance from 3.58 percent points for English to 9.24
percent points for Italian. That is an improvement with an average, across all
languages, of 6.70 percent points leading to best recall scores across all tested
approaches and for all targeted languages. For this reason, we consider the
unification of the outcomes of a syntactic and machine learning approach as a
good and quantitatively well performing strategy within a multilingual setting.
5.2.2.2 Qualitative Analysis
After we have assessed the numerical results within our quantitative analysis
of the intrinsic multilingual mention detection in section 5.2.2.1, it is time to
look at the actual output of the various methods and gain a more detailed
understanding of the type of the detected mentions and the errors made by
the approaches. For this, we looked at the first 100 sentences and assessed the
errors that occur within them. The new observations will give us a deeper
insight on the qualitative compatibility of the developed algorithms according
to the employed datasets and annotation schemes.
mdNES
Within the auto setting, the mdNES method could only be employed for the
Dutch language, because there is no annotation layer for automatically achieved
named entities for the rest of the languages. In order to exemplify some of
the problems of the mdNES method, let us look at the sentence in table 5.20. In
column NE, we include the labels for the named entities provided in the dataset,
column mentionID lists the gold labels for the coreferent mentions and column
mdNES reveals the mention boundaries that the mdNES method identifies. What
can be seen from the example sentence is that named entities do not correspond
to full noun phrases, which carries multiple consequences for the mention
identification process. First, the mentions that the mdNES identifies that do not
have identical boundaries with the gold mention boundaries, such as mentions
1 and 2 in column mdNES, are completely ignored by the scoring software and
thus drastically reduce the performance of this method. Second, with respect to
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# token POS NE mentionID mdNES
1 In VZ _ _ _
2 de LID _ (1 _
3 driemaandelijkse ADJ _ _ _
4 peiling N _ _ _
5 van VZ _ _ _
6 Marketing N PER _ (1)
7 Unit SPEC _ 1) _
8 behaalt WW _ _ _
9 het LID _ (3 _
10 Vlaams SPEC ORG _ (2
11 Blok SPEC ORG 3) 2)
12 zijn VNW _ (4 _
13 hoogste ADJ _ _ _
14 score N _ _ _
15 ooit BW _ 4) _
16 ( LET _ _ _
17 16,8 TW _ (4 _
18 procent N _ 4) _
19 , LET _ _ _
20 + LET _ _ _
21 0,3 N _ _ _
22 ) LET _ _ _
23 . LET _ _ _
Table 5.20: An example sentence with the annotations provided by the mdNES module
(column mdNES) from the SemEval-2 Dutch dataset. Column NE lists the
named entity annotation layer and column mentionID includes the set of
gold mentions.
mention 1 (de driemaandelijkse peiling van Marketing Unit (English: the quarterly
poll by Marketing Unit)) in column mentionID, we can see that the named entities
in the Dutch data do not always correspond to the same entities from the gold
mentions. Therefore, the syntactic heads of the mentions identified by the
system in the process directly following mention detection, namely mention
head detection (see chapter 6) are not always the correct mention heads. In this
case, the head of the gold mention 1 is Unit. It is also the token that should
have been selected by the system as well. Yet, the mdNES method elicits only
Marketing as a mention and, therefore, the system can select only this token
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# token POS NE mentionID mdNES
1 Fa VI (gsp (3 (1
2 parte SS gsp) 3) 1)
3 del ES (organizzazione (133 (2
4 Comprensorio SPN _ _ _
5 Alto SPN (gsp (4 (3
6 Garda SPN gsp) 4) 3)
7 e C_coo _ _ _
8 Ledro SPN (gsp)|organizzazione) (215)|133) (4)|2)
9 . XPS _ _ _
Table 5.21: An example sentence with the annotations provided by the mdNES module
(column mdNES) from the SemEval-2 Italian dataset. Column NE lists the
named entity annotation layer and column mentionID includes the set of
gold mentions.
as the head of the mention. This is crucial for the mention pair approach that
we employ, because phrases can only be rendered coreferent on the basis of
their syntactic heads plus additional information about the phrase. A failure to
identify the head of a phrase can lead to information about the mention that is
highly misleading for the classifier. Additionally, the named entity annotation
for Dutch covers only few different entity types7, and as can be seen from
the example sentence in table 5.20, it does not cover simple entities as ordinal
and cardinal numbers, that are generally easy to extract and can be helpful to
mention detection.
Within the gold setting only Catalan, English, Italian and Spanish provided
NE annotations. Similar to the problems that we discussed for Dutch, the
NE annotation does not provide optimal overlap between entities and gold
mentions with the exception of Italian. In table 5.21, we present a sentence
from the SemEval-2 Italian dataset from which we can see that the mentions
identified from the mdNES completely overlap with the boundaries of the gold
mentions in column mentionID. Moreover, the large number of entity types,
covered by the Italian NE annotation scheme (12 entity types), as well as the
fact that pronouns are also marked as entities, accounts for almost all mentions
in the dataset.
The examples from Dutch and Italian show that there is an extreme variation
between the usability of named entities as indicators for mentions within a
multilingual mention detection task for coreference resolution. Our analysis
shows, that NEs can only be used as support for more robust methods for
MD, unless exceptional cases (e.g. Italian) are targeted. Knowledge about the
7In fact Dutch covers only four different entity types: PER, MISC, LOC and ORG.
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semantic type of the phrases can also be helpful during the resolution process,
since depending on the language and annotation scheme in use some entity
types are seldom coreferent (for example, cardinals or ordinals).
mdDS
The method based on dependency structures achieves not only highest
quantitative but as well highest qualitative performance over all approached
languages. This is due to the fact that mdDS extracts mentions that correspond
to well-formed phrases overlapping reliably with the boundaries of the gold
mentions in the data. Again, both Dutch and Italian are outliers in performance
with respect to the other four languages. In order to better visualize the
problems that can occur within that method, let us consider the sentence
presented in table 5.22. The table lists the Head (the head of the phrase) and
DepRel (dependency relation) columns from the annotation, column mentionID
includes all gold mentions (including singletons) and in the last mdDS column
we include the output from the mdDS method.
One difference that we can note between the mentions in column mentionID
and mdDS is the mismatch of the use of postmodification. Gold mentions do
include all syntactic dependents of the head up to the first postmodifier. This,
however, is a language specific difference. Since the main aim of our work is to
investigate the needed steps for the development of a multilingual coreference
resolution pipeline, we do not account for such language specific variations.
Thus, the mdDS variant for Dutch extracts the full, according to the dependency
structure, noun phrases. This is fiercely penalized by the scoring software
as complete unrecognition of the given phrase (recall that both SemEval-2
and CoNLL-2012 scorers require that mentions are identified with the exact
boundaries of the mentions provided in the key set, otherwise the mentions
detected by the system are discarded). Such language specific details can be
accounted for, if improvements on given languages are needed. Yet, our main
aim is to achieve a multilingual and even language independent behaviour and
thus tuning the approach at this point defeats the purpose of our work.
Various other types of inconsistencies in the annotations are also a con-
siderable part of the errors of the mention detection module for Dutch. They
are either with respect to the dependency labels or the key boundaries, as
for example mention #4 in column mentionID in table 5.23. In that case, the
gold mention #4 includes token #20 in its boundaries. Yet, according to the
information provided in the Head column, that token is dependent on #15 and
not on any of the tokens included in mention #4 (#17, #18 and #19). Thus, mdDS
does not include this token in the boundaries of mention #2 in column mdDS.
Such inconsistencies are not easy to predict and analyze for a single lan-
guage and in a context of a multilingual coreference resolution system, such as
UBIU, they are even harder to cope with. Our analysis also confirms that the
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# token POS Head DepRel mentionID mdDS
1 Lezer N 6 su (1 (1
2 Luc SPEC 1 app _ _
3 Vanacker SPEC 2 mwp 1) _
4 uit VZ 1 mod _ _
5 Koksijde N 4 obj1 (2) (2)|1)
6 kon WW 0 ROOT _ _
7 bij VZ 23 mod _ _
8 wapenhandel N 7 obj1 (3 (3
9 Doucet N 8 app 3) _
10 in VZ 8 mod _ _
11 Koksijde N 10 obj1 (4) (4)
12 , LET 11 punct _ _
13 die VNW 8 mod _ _
14 nog BW 15 mod _ _
15 altijd BW 16 mod _ _
16 bestaat WW 13 body _ 3)
17 , LET 16 punct _ _
18 geen VNW 19 det _ (5
19 bevestiging N 23 obj1 _ _
20 van VZ 19 mod _ _
21 dit VNW 22 det (5 (6
22 verhaal N 20 obj1 5) 6)|5)
23 krijgen WW 6 vc _ _
24 . LET 23 punct _ _
Table 5.22: An example sentence with the annotations provided by the mdDS module
(column mdDS) from the SemEval-2 Dutch dataset. Column Head lists the
ID of the syntactic head for the token, column DepRel shows the dependency
relation label of the word and column mentionID includes the set of gold
mentions.
quality of linguistic annotations provided in the various datasets may differ
immensely. Accordingly, rule-based approaches, such as mdDS, that do not
abstract over the data and fully rely on its validity are correspondingly affected.
This drastically reduces the flexibility of the method to new languages and
their associated datasets, which is in conflict with the the main purview of the
current investigation.
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# token POS Head DepRel mentionID mdDS
12 de LID 13 det (3 (1
13 Universiteit SPEC 11 obj1 _ _
14 Antwerpen SPEC 13 mwp 3) 1)
15 analyseerden WW 0 ROOT _ _
16 in VZ 15 mod _ _
17 het LID 18 det (4 (2
18 blad N 16 obj1 _ _
19 Huisarts SPEC 18 app _ 2)
20 Nu SPEC 15 mod 4) _
21 hoe BW 15 vc _ _
22 artsen N 23 su _ _
23 beslissen WW 21 body _ _
Table 5.23: An example excerpt with the annotations provided by the mdDS module
(column mdDS) from the SemEval-2 Dutch dataset. Column Head lists the
ID of the syntactic head for the token, column DepRel shows the dependency
relation label of the word and column mentionID includes the set of gold
mentions.
mdPOSP
In table 5.24 we present an example sentence from the SemEval-2 English
dataset with the help of which we want to exemplify some of the problems
of the mdPOSP method. In column mdPOSP we list the output of the method
when no filter is applied to it. One thing that can be seen from the resulting
mentions is that using each and every sequence of patterns present in the
training set does not always prove to be a good approach. Some mentions, as
for example 1, 2 or 3, in column mdPOSP have wrong boundaries, because
they represent patterns of exceptional cases in the training set. Yet, once such a
pattern is recorded it is always applied in the test set. This can be exceptionally
misleading, because one error in the training set can lead to a replication of
that type of error over the full test set. Altogether, the mere overgeneration
of mentions that harms the overall performance leads to the use of filter 5
in mdPOSP. As can be seen from column mdPOSP 5, the number of mentions
is drastically reduced and only mentions that occur in the training set with
higher frequency can be applied. This, however, as shown in the examples, can
lead to overall shorter mentions, because longer patterns have less chance of
appearing frequently than shorter ones.
In fact, as the mdPOSP output shows, the mentions or phrases, identified by
the module, do not always correspond to grammatically correct noun phrases
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# token POS mentionID mdPOSP 5 mdPOSP mdIOBA-POS mdIOBA
1 A DT (55 (1 (1 (1 (1
2 committee NN _ 1) (2 _ _
3 representing VBG _ _ 2)|1) _ _
4 the DT (56 _ (3|(4 (2 _
5 unsecured JJ _ (2 _ _ _
6 creditors NNS 56)|55) 2) 4) 2)|1) 1)
7 agreed VBD _ _ 3) _ _
8 to TO _ _ _ _ _
9 accept VB _ _ _ _ _
10 24 CD (57 (3 (5|(6 (3 (2
11 cents NNS _ 3) _ _ 2)
12 on IN _ _ 6) 3) _
13 the DT (58 (4 _ (4 (3
14 dollar NN 58)|57) 4) 5) 4) 3)
15 , , _ _ _ _ _
16 Eagle NNP (59) _ (8) (5) (4)
17 said VBD _ _ _ _ _
18 . . _ _ _ _ _
Table 5.24: An example sentence with the annotations provided by the mdPOSP mod-
ule (columns mdPOSP 5 and mdPOSP) and the mdIOBA module (columns
mdIOBA-POS and column mdIOBA) from the SemEval-2 English dataset.
Column mentionID includes the set of gold mentions.
which is less often seen within the rest of the approaches. There are numerous
modifications and improvements that can be initiated in order to overcome
errors of various types. However, we proposed mdPOSP as a baseline approach.
A rule-based attempt to overcome such modifications does not offer a good
trade off for this baseline. Moreover, approaching such a modification in a
multilingual task will need a considerable effort for development and will
significantly reduce the flexibility of the baseline. The latter can be regarded as
an additional reason for the introduction of filters based on the frequency of
patterns, such as the ones we employ.
When we compare both mdPOSP columns with the output of the ma-
chine learning approach based on the same annotation layer listed in column
mdIOBA-POS, we can see that MBL can already easily account for exceptional
cases and lead to a more reasonable representation without the need to assem-
ble sets of rules for each separate language.
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mdIOBA
As we just peeked into mdIOBA-POS’s qualitative performance, let us see
how mdIOBA’s output can change when dependency information is added to
the knowledge the method can use for mention detection. From the quantitative
analysis and the results in table 5.18 on page 120 we saw that mdIOBA-POS and
mdIOBA proper have a very close overall performance, which is reflected in the
difference in the mentions presented in columns mdIOBA-POS and mdIOBA
in table 5.24. One of the positive effects of the additional information is the
corrected identification of the boundaries of the mention “24 cents”, which
were wrongly identified by mdIOBA-POS.
However, using more information during classification also means being
more restrictive, which can lead to other errors as excluding mention “the unse-
cured creditors” for example. What the data shows us is that using dependency
information, additional to part-of-speech tags, prompts for selecting flatter
phrase structures, which in general decreases recall. Yet, correcting erroneous
mention boundaries accounts for that loss as the data in table 5.24 shows.
The closer look into the output of both mdIOBA and mdIOBA-POS indicates
that merely looking at the evaluation numbers does not necessarily give us
the best performing method. Completely ignoring mentions with wrongly
identified boundaries is an often seen penalty by the scoring procedure for
this method, thus if the task was to find approximations of mentions rather
than detecting the exact boundaries of every mention, this method will be a
lot more successful. If a way to provide a better account for such entities is
found, mdIOBA-POS can prove more helpful in the attempt to detect mentions
and can certainly be easy to apply within a multilingual approach in which
no dependency information is provided. Nevertheless, as our quantitative
evaluation showed, mdIOBA-POS reaches a highly competitive performance.
Its increased flexibility to new datasets, resulting from the low dependability
on annotation layers other than POS, elicits mdIOBA-POS as an exceedingly
good candidate for language independent approaches.
mdVOTE
The similarities in mention boundaries between mdIOBA and mdPOSP (listed
in table 5.24) indicate that mdIOBA is strongly influenced by the part-of-speech
information that it uses. Thus, combining such a POS-biased approach with
mdPOSP (being a heuristic method solely driven by POS information) and mdDS
in a single annotation attempt leads to a highly biased voting scheme. Voting
on per-token basis proves difficult in such a setting, because the two weaker
approaches, with higher similarity of their output, often overrule the stronger
mdDS approach. Additionally, as the example in table 5.25 shows, selecting
a filter for mdPOSP (needed for more accurate performance) as well as using
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# token POS mentionID mdDS mdIOBA mdPOSP5 mdVOTE
18 the DT (19 (1 (1 (1 (1
19 Yemeni NNP _ (2) _ 1) 1)
20 port NN _ _ 1) _ _
21 of IN _ _ _ _ _
22 Aden NNP (75)|19) (3)|1) (2) (2) (2)
Table 5.25: An example part with the annotations provided by the mdVOTE method
(column mdVOTE) from the SemEval-2 English dataset. Columns mdDS,
mdIOBA and mdPOSP 5 show the output for its votees. Column mentionID
includes the set of gold mentions.
dependency information for mdIOBA leads to more flattened phrase structures,
resulting in the detection of less mentions altogether. The output from the
voting scheme inherits this property which is also confirmed by the low recall
figures in table 5.16. This is not a property that we aim for in MD for multilingual
coreference resolution. For this reason, either using a different combination
of methods as votees, or completely discarding this approach is an acceptable
option.
The best performing variant of combining different approaches that we
showed in the mdVOTE section in our quantitative analysis in section 5.2.2.1,
namely the unification of the outputs from mdDS and mdIOBA, directly inherits
the behaviour of both methods. As table 5.26 shows, only the mentions with
identical spans are merged and thus no further qualitative differences and
problems can be seen apart from those discussed in the sections for each respec-
tive method. Similar to the quantitative analysis of the unification approach,
here we can see that considering both outputs leads to an increase in the recall
# token POS mentionID mdDS mdIOBA mdDS
⋃
mdIOBA
18 the DT (19 (1 (1 (1|(2
19 Yemeni NNP _ (2) _ (3)
20 port NN _ _ 1) 2)
21 of IN _ _ _ _
22 Aden NNP (75)|19) (3)|1) (2) (4)|1)
Table 5.26: An example part with the annotations provided by the mdDS
⋃
mdIOBA
method (column mdDS
⋃
mdIOBA) from the SemEval-2 English dataset.
Columns mdDS and mdIOBA show the output from the respective methods.
Column mentionID includes the set of gold mentions.
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of mentions with no decrease in their quality, because there is no change in
the already existing mention boundaries identified by the separate mdDS and
mdIOBA methods. The latter fact shows that the unification of a machine learn-
ing and a rule-based approach, such as the one we investigate (mdDS
⋃
mdIOBA),
proves to be highly desirable in both quantitative and qualitative performance.
We assume that rule-based methods, such as mdDS, that are based on syntactic
information, can always profit from a ML approach whenever they do not
achieve optimal recall figures.
5.2.2.3 Discussion
We presented both quantitative and qualitative analysis of the methods pro-
posed in our work (introduced in section 5.1) that can be employed on the
SemEval-2 dataset. Our results indicate that the selection of a method for
detecting mentions within multilingual CR is dependent on multiple crucial
factors.
First, and most importantly, we showed that the presence of syntactic anno-
tations, such as dependency parses, is highly beneficial to mention detection.
We affirmed that the method based on this type of annotations performs reli-
ably and efficiently through all targeted languages. The results mdDS achieved
showed consistent recall performance throughout all settings in which it could
be evaluated.
We also showed that named entities are, indeed, phrases that have a very
high probability of being a mention (depending on the selected annotation
scheme), but the performance of mdNES also indicated that this layer of annota-
tions cannot be reasonably used for a stand-alone mention detection procedure
across a diverse set of languages and thus a diverse set of annotation schemes.
However, named entities, if provided, can be used as a complimentary support
to the MD method in use. For this reason, we exclude mdNES from our further
investigations.
One further remark, based on our observations, is the fact that a memory-
based learning approach, in the form of mdIOBA, can be easily and competitively
used when syntactic annotation layers are not provided. We showed that
mdIOBA can be employed by only using part-of-speech information and that
additional information, such as dependency structure, can have a beneficial
effect on the learner’s performance. Achieving a comparatively good behavior
mdIOBA-POS clearly outperforms the baseline method mdPOSP indicating that
memory-based learning can successfully and reliably be used for mention
detection across all languages for which part-of-speech information is provided.
This is a substantial advantage in a multilingual setting that can always be
used to enhance existing methods based on the syntactic structure.
As a matter of fact, the unification of mdDS and mdIOBA, namely
mdDS
⋃
mdIOBA, led to highest system performance within the auto setting across
all languages. Thus, we expect that mdIOBA, as a representative of a machine
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learning approach, will be a good method for combination and enhancement
of any rule-based approach, as mdDS in our case or a competitive substitute for
it in the rare case that no dependency information is provided.
Considering the language specific tuning employed in our methods, as for
example the language dependent sets of dependency labels (mdDS), motivates
the search for similarities between languages that can be generalized accord-
ing to various criteria. One such generalization can be approached around
the concept of language families, because various linguistic phenomena are
similarly represented across the annotation schemes of languages within one
language family (e.g. Catalan and Spanish). Moreover, providing language
specific information in a form that can serve the languages of a whole language
family provides system flexibility and robustness for new languages from an
already known family.
5.2.3 SemEval-2 Extrinsic Evaluation
In this section we provide a different evaluation for the mention detection
methods employed on the SemEval-2 datasets, namely, by including them
in the coreference resolution pipeline. This attempt will show if the best
performing method, mdDS, as well as the combination of mdDS and mdIOBA,
keep their good and robust performance when integrated in the full system
with respect to the performance for mdPOSP-5 and mdIOBA. The optimal outcome
of this approach would be that the system performance overall is highest when
mdDS
⋃
mdIOBA is used across all languages. In section 5.2.3.1 we present all
results and in section 5.2.3.2 a following discussion of the evaluation is offered.
5.2.3.1 Results
Table 5.27 and table 5.28 list the performance of the CR system across all six
languages within the full coreference pipeline. As in table 5.16 on page 113,
the results are listed in recall (R), precision (P) and F-measure. Using so many
and divergent in nature evaluation metrics renders the attempt to calculate
an average system score not very informative. For this reason we show the
results of the metrics separately and report calculated total scores for easier
comparison. Additionally, it is important to note that all results in table 5.27
and table 5.28 are achieved by the use of auto linguistic annotations. The last
setting, gold mentions, uses auto linguistic annotations, but instead of using the
mentions detected by the MD module includes the set of gold mentions. That
setting will allow a better comparison of the performance of the MD module
within the CR pipeline, because this is the optimal performance it can achieve,
or in other words, it is the upper bound. There are two reasons for the use ofupper bound
only auto linguistic annotations: First, we showed that the tendencies among
both, gold and auto, settings are kept for all targeted languages with the only
difference that results on gold annotations are higher than results on auto data,
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which is an expected outcome within most NLP tasks. Second, as we showed
in section 5.2.2, no gold annotations were provided for Dutch and Italian (apart
from NEs for Italian).
We would also like to note that there is a highly important difference
between the mention detection scores in table 5.27 and 5.28 (listed in column
MD in the tables) and the scores that we presented in the intrinsic evaluation in
section 5.2.2. Once a CR system uses the mentions identified by its MD module,
it keeps only the ones that it finds coreference relations for. This means, that
singletons are removed from the final system output, which affects the MD
scores reported by the SemEval-2 scoring software.
The overall evaluation presented by the figures in table 5.27 and table 5.28
reveals several facts interesting with respect to our work and goals. First, the
performance of the baseline mdPOSP within the CR pipeline is considerably
lower than both mdDS and mdIOBA as well as their union. It reaches a cross-
language difference of almost 20 percent points (the cross-language scores
calculated as an average of the total scores per language are listed in table 5.29
on page 136). Within the analysis of mdPOSP, we noted that this method over-
generates in terms of identification of a very high number of potential mentions
(which was the reason for us to integrate different filters) with erroneous men-
tion boundaries. This fact is well demonstrated by the low performance of
the method within the full coreference pipeline. For the latter, not only the
quantity but as well the quality of the mentions is important, since phrases
that were rendered coreferent but have erroneous boundaries will be discarded
by the scoring software. Second, unlike the more ample variation between the
performance of the mdDS and mdIOBA methods from their employment outside
of the coreference pipeline, the figures in table 5.29 indicate that there is only a
small difference of exactly 1 percent point across the languages with respect to
the extrinsic evaluation of these two methods. The biggest gap can be observed
for German (mdDS 64.29% and mdIOBA 61.90%). The more detailed figures in
table 5.28 for that language show that this difference is mainly due to the
improved performance reported by the MUC metric for mdDS. Moreover, the
union of the outcome of both methods, mdDS
⋃
mdIOBA, enhances the perfor-
mance of the MD module further leading to highest total scores for almost all
targeted languages (see table 5.29). The only outlier is English, for which the
performance of mdDS alone is better that mdDS
⋃
mdIOBA. Again, those changes
are mainly for the variations reported by the MUC metric, which shows higher
scores for all languages apart from English for mdDS
⋃
mdIOBA. As exemplified
in table 2.3 on page 38 in section 2.3.4.3, MUC is highly sensitive to overmerged
entities. With respect to that, the scores in table 5.27 and table 5.28 indicate
that the mentions identified by mdDS reach higher entity chaining in the overall
coreference output than the mentions provided by the mdIOBA method. We
assume that this is not only the result of the higher recall figures typical for
mdDS. mdDS provides mentions that are syntactically more precise than the ones
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CA DU EN
R P F1 R P F1 R P F1
mdPOSP-5 MD 40.38 49.99 44.67 36.33 30.85 33.37 37.89 60.36 46.55
MUC 0.01 1.75 0.03 1.10 6.22 1.87 1.24 14.63 2.29
B3 35.18 61.82 44.85 16.93 32.33 22.23 37.94 74.45 50.27
CEAFM 38.52 46.15 41.99 22.98 19.51 21.11 38.71 58.41 46.56
CEAFE 53.45 39.39 45.36 40.25 13.09 19.76 48.07 53.61 50.69
BLANC 49.99 48.65 45.32 50.01 51.52 35.18 50.11 57.36 48.35
TOTAL F1 35.51 20.03 39.63
mdDS MD 75.12 45.96 57.03 73.39 27.45 39.95 82.35 44.51 57.78
MUC 6.31 27.34 10.26 4.83 11.85 6.86 11.87 21.66 15.33
B3 63.41 93.13 75.45 47.65 80.23 59.79 74.72 87.90 80.77
CEAFM 61.85 61.85 61.85 35.96 35.96 35.96 69.26 69.26 69.26
CEAFE 83.89 57.44 68.19 48.77 29.18 36.51 82.25 70.69 76.03
BLANC 50.94 59.29 51.24 50.10 50.64 49.51 51.83 56.75 52.73
TOTAL F1 53.40 37.73 58.82
mdIOBA MD 50.65 53.01 51.80 42.12 51.74 46.44 59.59 66.50 62.85
MUC 6.49 22.38 10.06 4.20 38.60 7.59 4.56 23.71 7.65
B3 64.53 91.25 75.60 37.15 95.37 53.48 72.37 95.63 82.39
CEAFM 61.54 61.54 61.54 36.94 36.94 36.94 71.25 71.25 71.25
CEAFE 81.41 57.90 67.67 67.58 26.57 38.14 89.74 68.18 77.49
BLANC 50.82 56.78 51.05 50.36 63.77 49.21 50.59 58.29 50.79
TOTAL F1 53.18 37.07 57.91
mdDS
S
mdIOBA MD 74.44 44.82 55.95 77.92 28.58 41.83 80.37 43.08 56.10
MUC 13.52 29.38 18.52 16.35 23.85 19.40 11.87 20.21 14.95
B3 66.64 87.57 75.68 54.83 73.87 62.94 75.02 87.03 80.58
CEAFM 62.86 62.86 62.86 41.12 41.12 41.12 68.91 68.91 68.91
CEAFE 79.27 61.13 69.03 46.74 36.21 40.80 81.38 70.97 75.82
BLANC 51.87 59.82 52.81 51.21 55.88 51.52 51.84 55.76 52.67
TOTAL F1 55.78 43.16 58.59
gold mentions MD 100 100 100 100 100 100 100 100 100
MUC 13.00 39.79 19.60 6.92 47.57 12.08 13.21 38.69 19.70
B3 63.37 91.47 74.87 36.14 94.34 52.26 72.80 93.35 81.81
CEAFM 63.41 63.41 63.41 37.55 37.55 37.55 72.29 72.29 72.29
CEAFE 85.33 59.82 70.33 70.37 26.86 38.88 89.42 70.60 78.90
BLANC 51.96 63.71 52.95 50.59 65.05 49.59 52.16 65.56 53.52
TOTAL F1 56.23 38.07 61.24
Table 5.27: Results for the different mention extraction modules in UBIU within the
SemEval-2 shared task; MD evaluates the extraction of mentions; the best
F-scores per metric and language are marked in bold.
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GE IT SP
R P F1 R P F1 R P F1
mdPOSP-5 MD 42.44 62.21 50.45 34.32 58.02 43.13 41.54 50.39 45.54
MUC 0.94 26.05 1.80 0.67 13.68 1.27 1.94 23.05 3.58
B3 42.63 73.21 53.88 39.92 74.60 52.01 38.51 59.49 46.76
CEAFM 44.89 64.05 52.79 37.78 58.71 45.98 40.78 46.85 43.60
CEAFE 54.48 59.42 56.84 48.67 54.97 51.63 55.49 41.15 47.25
BLANC 50.02 56.18 48.03 50.03 56.45 48.04 50.02 54.62 45.44
TOTAL F1 42.67 39.79 37.32
mdDS MD 78.93 59.16 67.63 62.63 42.35 50.53 74.63 71.14 72.84
MUC 18.81 34.31 24.29 3.12 17.74 5.31 11.07 29.76 16.14
B3 78.73 90.74 84.31 72.46 95.85 82.53 65.38 89.67 75.62
CEAFM 76.11 76.11 76.11 70.05 70.06 70.06 63.52 63.52 63.52
CEAFE 87.66 76.96 81.96 89.60 68.00 77.32 82.98 61.28 70.50
BLANC 52.97 64.65 54.79 50.15 53.11 49.98 51.54 59.52 52.30
TOTAL F1 64.29 57.04 55.62
mdIOBA MD 67.32 70.23 68.74 41.41 46.43 43.78 50.51 53.61 52.01
MUC 10.61 30.48 15.75 1.60 17.46 2.90 7.03 24.14 10.89
B3 77.56 93.89 84.95 71.86 97.81 82.85 65.15 91.54 76.12
CEAFM 75.36 75.36 75.36 70.69 70.69 70.69 62.70 62.70 62.70
CEAFE 88.95 73.98 80.78 91.75 67.56 77.82 82.69 59.36 69.11
BLANC 51.58 63.38 52.64 50.08 55.12 49.80 50.93 57.39 51.28
TOTAL F1 61.90 56.81 54.02
mdDS
S
mdIOBA MD 84.34 56.01 67.32 67.19 39.96 50.12 75.16 45.72 56.85
MUC 22.33 38.51 28.26 3.87 22.83 6.62 11.95 29.58 17.03
B3 79.46 90.83 84.76 72.57 96.22 82.73 66.41 89.08 76.09
CEAFM 76.83 76.83 76.83 70.59 70.59 70.59 63.65 63.65 63.65
CEAFE 87.96 77.99 82.68 90.17 68.31 77.73 81.72 61.74 70.34
BLANC 53.70 66.35 55.89 50.22 57.09 50.11 51.66 58.77 52.48
TOTAL F1 65.68 57.56 55.92
gold mentions MD 100 100 100 100 100 100 100 100 100
MUC 25.33 47.12 32.95 6.24 45.40 10.98 13.92 40.96 20.78
B3 79.03 92.04 85.04 71.70 97.70 82.71 64.24 91.45 75.47
CEAFM 77.53 77.53 77.53 71.33 71.34 71.34 64.23 64.23 64.23
CEAFE 89.84 78.11 83.56 92.46 68.44 78.66 85.77 61.20 71.44
BLANC 53.87 69.11 56.27 50.38 65.16 50.37 52.02 63.93 53.10
TOTAL F1 67.07 58.81 57.00
Table 5.28: Results for the different mention extraction modules in UBIU within the
SemEval-2 shared task; MD evaluates the extraction of mentions; the best
F-scores per metric and language are marked in bold.
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CA DU EN GE IT SP average
mdPOSP-5 35.51 20.03 39.63 42.67 39.79 37.32 35.83
mdDS 53.40 37.73 58.82 64.29 57.04 55.62 54.48
mdIOBA 53.18 37.07 57.91 61.90 56.81 54.02 53.48
mdDS
⋃
mdIOBA 55.78 43.16 58.59 65.68 57.56 55.92 56.12
gold mentions 56.23 38.07 61.24 67.07 58.81 57.00 56.40
Table 5.29: Repeated total scores from table 5.27 and table 5.28 and the calculated for
them corr-language average.
provided by mdIOBA, which has a direct influence on the identification of the
head words for those phrases (see chapter 6). Since during the coreference
resolution process our approach strongly relies on the mention information
provided mainly by the head words, mdDS has a considerable advantage over
mdIOBA. The combination of the output of both methods (mdDS
⋃
mdIOBA) pro-
vides both higher recall as well as a mixture of the types of identified phrases.
This also leads to an enhancement of scores in comparison to the performance
by mdDS mainly for MUC, because all languages apart from English (mdDS –
15.33% in comparison to mdDS
⋃
mdIOBA – 14.95%, see table 5.27).
Another fact worth noting is the comparison between the system perfor-
mance of the CR pipeline when using mdDS
⋃
mdIOBA mentions and when gold
mentions are employed. First, across almost all languages, gold mentions lead to
higher overall scores. Yet, the improvement for any of the languages does not in-
crease by more than 3 percent points, while for Dutch the scores even decrease
by 5.09 percent points (mdDS
⋃
mdIOBA – 43.16% and gold mentions – 38.07%,
see table 5.29). The scores indicate that employing a combination of both ap-
proaches, mdDS
⋃
mdIOBA, for mention identification reaches almost optimal
performance for our system.
5.2.3.2 Discussion
The results presented in section 5.2.3.1 show that selecting a MD method for a
multilingual coreference resolution system is not a straightforward task and
that this selection should not be solely based on the intrinsic evaluation of
the mention detection approach, because the type, quality and quantity of
resulting mentions does affect the overall system performance. For this reason
an evaluation within the whole CR pipeline is a necessary prerequisite.
However, modifications and improvements on the knowledge that the final
coreference resolver uses (for example in the form of feature selection, as
presented in chapter 7) will also have a direct effect on the interaction of
the MD module with the resolution pipeline. This fact signifies that adjusting
and tuning a multilingual CR pipeline can prove to be a highly complex task,
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because all combinations of options within the set of selected languages must
be carefully examined and constantly reevaluated before an optimal setting
can be chosen.
The most valuable outcome of our evaluation until now is the fact that
the combination of a rule-base and a machine learning method has a positive
effect on the performance of most languages, which motivates its employment
further in other mention detection modules.
5.2.4 CoNLL-2012 Intrinsic Evaluation
Unfortunately, an objective quantitative comparison between the methods
presented to this point and mdCP is not possible because of the differences in the
linguistic annotations of the datasets in SemEval-2 and CoNLL 2012. Moreover,
there are various adaptations of the data model that we use (e.g. considered
sentence window, extracted features, etc.), as a consequence of the differences
in annotation. For this reason, in order to create a possibility for comparison,
in the following evaluation we integrate the baseline method mdPOSP as well
as the mdIOBA method that makes use solely of POS information. Note that for
simplicity, we refer to mdIOBA-POSP as mdIOBA in the current section. The
baseline and mdIOBA will allow us to gain a more precise and concrete idea
of the efficiency and robustness of the mdCP method in this evaluation setting.
We employ only POS information, since in section 5.2.2.1, we showed that POS
information is sufficient for the implementation of mdIOBA and that syntactic
information can only minimally improve the method’s performance. Similar to
the evaluation of the methods employed on the SemEval-2 datasets, we provide
both quantitative (section 5.2.4.1) and qualitative (section 5.2.4.2) analysis of the
output of the mdCP method and discuss the findings overall in section 5.2.4.3.
5.2.4.1 Quantitative Analysis
Unlike the SemEval-2 datasets, the CoNLL 2012 datasets did not include
singletons in their annotations. This renders mention detection evaluation,
when it is not included in the CR pipeline, more complicated and hard to
analyze. This is the result of the scoring problem, due to a higher number
of singletons in the response in comparison to the key, that we described in
section 5.2.1. Thus, the results that we present in the following section put an
even stronger emphasis on the significance of recall over precision and F-score.
Using the scoring software provided by the CoNLL 2012 shared task, we
evaluated all three approaches (mdPOSP, mdIOBA and mdCP) on both gold and
auto linguistic annotations provided in the training and development sets8 of
all three languages.
8Note that the final test set is not freely available at the time this chapter is written.
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mdPOSP mdIOBA mdCP mdCP
⋃
mdIOBA
auto AR R 34.55 46.01 87.93 89.08
P 14.34 56.37 17.95 17.58
F1 20.27 50.67 29.81 29.37
EN R 41.27 56.10 89.96 91.44
P 23.77 63.93 30.77 29.48
F1 30.17 59.76 45.85 44.59
ZH R 30.57 44.45 88.54 90.43
P 11.88 57.02 31.81 30.49
F1 17.12 49.96 46.80 45.61
gold AR R 35.35 47.49 95.65 96.17
P 15.94 56.65 19.69 19.10
F1 21.97 51.67 32.67 31.88
EN R 41.55 56.43 94.23 95.45
P 24.14 64.15 32.41 30.97
F1 30.54 60.04 48.23 46.77
ZH R 31.32 45.84 98.23 99.31
P 12.48 57.49 34.19 32.43
F1 17.85 51.01 50.72 48.89
Table 5.30: Results from the mdPOSP,mdIOBA, mdCP and mdCP
⋃
mdIOBA mention
detection methods across all three languages of the CoNLL 2012 shared task
in both autoand goldsettings. The highest recall figures are marked in bold.
We note that for Arabic there is an important difference between the
POS information provided in the gold and auto settings. While within the
auto setting the datasets contain morphologically-poor POS labels (e.g. NN,
JJ, PRP, etc.), the goldpart-of-speech annotations contained morphologically-
rich tags (e.g. DET+NOUN+CASE_DEF_NOM, DET+ADJ+CASE_DEF_NOM,
PV+PVSUFF_SUBJ:3MS, etc.). As we discussed in the introduction section
of the mdPOSP method, section 5.1.2, mdPOSP would only reach its expected
performance when morphologically-poor tagsets are used. The employment
of complex tags increases the complexity of the memorized patterns signifi-
cantly. Thus, the frequency counts for the various pattern types are drastically
decreased. For this reason, within the goldsetting we make use of a n :1 map-
ping of morphologically-rich to morphologically-poor tags. The n :1 mapping
combines all morphologically-rich tags of a given category (n number of tags)
in one morphologically-poor tag of the same category.
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For example, the following POS tags are a small subset of all
morphologically-rich variants of the proper noun category from the Arabic
gold POS annotation layer:
• DET+NOUN_PROP
• DET+NOUN_PROP+NSUFF_FEM_SG
• DET+NOUN_PROP+NSUFF_FEM_SG+CASE_DEF_ACC
• NOUN_PROP+NSUFF_FEM_SG
Instead of using these complex tags, the n:1 mapping will substitute them with
their morphologically-poor variant – NNP.
The system results are presented in table 5.30. We note again that the reason
to favor recall is that, as explained in section 5.2.1, every mention that is not
detected at this stage cannot be considered at all by the coreference pipeline
further on. The results in table 5.30 confirm the fact that the lack of singletons
in the key set increases the difficulty in evaluating mention detection on its
own.
Although we cannot directly compare the datasets of the two shared tasks,
when recall is considered, the baseline mdPOSP reaches a performance close
to the range reached for the six languages in the SemEval-2. This indicates
that with respect to mention detection both tasks were of similar difficulty. The
latter is also confirmed by the performance of the mdIOBA method, which also
keeps the trends established within the evaluation on the SemEval-2 datatsets.
mdIOBA reaches considerably higher recall than the baseline across all three
targeted languages using identical annotation layers.
From the figures in table 5.30, we can also see that mdCP reaches very
high recall, which indicates that the approach is able to identify almost all
mentions, both potentially coreferent and singletons. However, the English
dataset included event coreference, which we did not target. This means that
all non-nominal mentions that mdCP does not label have a direct detrimental
effect on recall for English.
Altogether, considering that we favor recall, the mdCP method performs
highly competitively and can be employed easily in a multilingual setting,
given that the needed annotation layer (phrase structure) is provided. Moreover,
similar to mdDS, this method is completely dependent on the existence and
quality of this type of annotations.
During the evaluation of mdDS and mdIOBA we showed that a combination
of rule-based and machine learning methods leads to enhanced mention de-
tection performance. Thus, we approached the evaluation of the unification
of the sets of mentions detected by both mdCP and mdIOBA (referred to as
mdCP
⋃
mdIOBA further on) for the CoNLL 2012 datasets as well. The results of
this evaluation setting are given in table 5.30. The figures confirm our findings
from the evaluation of the methods applied on the SemEval-2 data. For all
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# token ParseBit mdCP mentionID
0 Then (TOP(S(ADVP*) - -
1 welcome (VP* - -
2 to (PP* - -
3 the (NP(NP* (1|(2 -
4 official * - -
5 writing * - -
6 ceremony *) 2) -
7 of (PP* - -
8 Hong (NP(NML* (3|(4 (1|(2
9 Kong *) 4) 2)
10 Disneyland *))))) 3)|1) 1)
11 . *)) - -
Table 5.31: An example sentence from the CoNLL-2012 English dataset with mdCP
annotations listed in column mdCP. Column ParseBit shows the syntactic
parse for the sentence and column mentionID gives the set of gold mentions.
three languages and within both gold and auto evaluation settings the recall for
mention detection is highest for mdCP
⋃
mdIOBA.
5.2.4.2 Qualitative Analysis
mdCP is one of the methods that provided best overlap between the mention
annotation scheme of the CoNLL 2012 shared task and the identified by the
module mentions. As the example sentence in table 5.31 shows, all extracted
mentions (listed in column mdCP) have identical boundaries as the NPs found
in the syntactic parse, plus the additional NE for the phrase Hong Kong. Because
those boundaries are derived from constituent phrases within the syntactic
parses they represent well formed noun phrases which increases the quality of
the resulting markables. As we mentioned in the quantitative analysis of this
method, errors may be due to a lack of overlap between some NEs and the key
mentions as well as the fact that we do not cover event coreference for which
verbs should have been additionally extracted.
In contrast to the mentions identified by mdDS, which we needed to adapt
additionally for the task, mdCP provides the capability of extracting not only
longest span NPs, but as well smaller, embedded phrases. This increases the
method’s flexibility and adaptability to various annotation schemes, since mdCP
will be able to provide a highly adequate mention detection procedure for both
longest and all spans annotation scheme approaches without any additional and
language dependent adaptation.
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5.2.4.3 Discussion
Overall, mdCP bears the means of a highly valuable mention detection method
that can be successfully and easily applied within a multilingual coreference
resolution system. However, similar to all rule-based methods presented within
the SemEval-2 evaluation, it also suffers from high dependency on provided
annotation layers – in that particular case the presence of constituency parses.
Thus, mdCP shows once more that rule-based approaches to multilingual men-
tion detection may prove highly efficient, easily applicable for more than one
language and exceptionally well performing, but rather inapplicable when
the annotations they strongly rely on are not provided in the data. In general,
shared tasks, such as SemEval-2 and CoNLL-2012, aim at including various
linguistic annotations, but this is an aim that to some extent restricts the num-
ber of languages that can be targeted. Languages that have less resources are
not as easily supported, such as English and German for example. For this
reason, once again it becomes important to concentrate on algorithms and
methods, such as the solely POS driven mdIOBA variant, that do not require
such complex data analysis and can still perform competitively within the
multilingual coreference resolution task.
5.2.5 CoNLL-2012 Extrinsic Evaluation
This section aims at evaluating the mdCP method within the full coreference
pipeline analogous to the evaluation presented for the methods employed
on the SemEval-2 datasets. With this, we again aim to revise not only the
performance of the algorithm on its own but as well to see what its effect
on the overall system performance is. Thus, in section 5.2.5.1 we present the
achieved results and in section 5.2.5.2 we offer a follow up discussion.
5.2.5.1 Results
The scores that the coreference resolution system achieves when employing
the various mention detection methods within the CoNLL-2012 shared task
datasets are listed in table 5.32. We report results for all three CoNLL-2012
languages: Arabic (AR), English (EN) and Chinese (ZH). We also list results
from all evaluation metrics in addition to the averaged scores, because the
separate figures from the various metrics give a more objective and detailed
presentation of the actual system performance. We also note once more that
the performance of mention detection listed in rows MD in table 5.32 indicates
mention detection after coreference has been performed and respectively after
the mentions identified as singletons have been removed.
The figures in table 5.32 show highly interesting aspects of the evaluation.
While mdCP outperformed mdIOBA with a wide margin within the intrinsic
evaluation in section 5.2.4, the scores from the extrinsic evaluation in the current
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AR EN ZH
R P F1 R P F1 R P F1
POSP MD 14.28 33.33 20.00 21.92 65.18 32.80 17.30 69.23 27.69
MUC 6.66 20.83 10.10 18.68 59.03 28.38 12.50 40.00 19.04
B3 36.26 91.50 51.94 38.58 89.28 53.88 33.85 93.93 49.76
CEAFM 29.29 29.29 29.29 36.26 36.26 36.26 30.32 30.32 30.32
CEAFE 44.12 17.46 25.03 46.89 18.97 27.01 49.18 17.57 25.90
BLANC 49.82 47.89 48.38 57.08 77.12 59.94 50.22 55.98 49.25
TOTAL 32.95 41.09 34.85
mdIOBA MD 22.64 77.58 35.06 45.97 76.86 57.53 31.69 77.92 45.06
MUC 12.22 43.23 19.05 38.22 57.78 46.00 26.69 56.91 36.34
B3 36.22 86.73 51.10 48.98 68.28 57.04 44.81 77.36 56.75
CEAFM 35.25 35.25 35.25 40.20 40.20 40.20 38.12 38.12 38.12
CEAFE 51.61 20.71 29.56 40.81 24.10 30.30 45.81 22.14 29.85
BLANC 52.66 60.86 53.29 63.79 60.97 62.11 60.54 58.17 59.14
TOTAL 37.65 47.13 44.04
mdCP MD 20.71 74.83 32.45 62.04 66.53 64.21 39.23 69.55 50.16
MUC 15.03 57.92 23.87 49.76 50.38 50.07 33.08 53.29 40.82
B3 38.06 91.55 53.77 60.71 57.72 59.18 51.55 73.71 60.67
CEAFM 37.37 37.37 37.37 43.49 43.49 43.49 41.71 41.71 41.71
CEAFE 52.88 21.06 30.12 34.44 33.86 34.15 42.21 25.98 32.16
BLANC 53.59 73.61 54.89 65.21 59.20 61.03 63.04 60.71 61.73
TOTAL 40.00 49.58 47.42
mdCP
S
mdIOBA MD 46.01 43.38 44.66 62.38 64.55 63.44 42.03 59.22 49.17
MUC 24.19 18.72 21.11 50.23 49.00 49.60 34.56 41.73 37.81
B3 60.27 44.36 51.10 61.89 56.46 59.05 56.75 60.08 58.37
CEAFM 27.11 27.11 27.11 43.21 43.21 43.21 35.09 35.09 35.09
CEAFE 21.33 28.11 24.25 33.15 34.31 33.72 31.61 25.77 28.39
BLANC 50.47 50.11 48.12 65.95 59.53 61.50 58.78 52.36 51.60
TOTAL 34.34 49.42 42.25
gold mentions MD 100 100 100 100 100 100 100 100 100
MUC 41.66 81.37 55.11 65.59 76.70 70.71 45.88 76.20 57.28
B3 47.08 90.04 61.83 61.54 61.10 61.32 51.49 75.83 61.34
CEAFM 51.58 51.59 51.59 51.00 51.01 51.00 47.26 47.26 47.26
CEAFE 70.24 31.35 43.35 53.63 36.59 43.50 58.19 28.27 38.05
BLANC 58.31 81.40 61.91 69.57 62.10 64.05 66.68 62.49 64.17
TOTAL 54.76 58.12 53.62
Table 5.32: Results for the MD modules in UBIU within the CoNLL-2012 shared task;
the best total scores per language are marked in bold.
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section are not this far apart. Spread considerably balanced across all metrics,
mdIOBA’s average performance within the coreference pipeline is exceptionally
close to the performance reached by mdCP with differences smaller than 3.5
percent points (Arabic – 2.35 percent points, English – 2.45 percent points and
Chinese – 3.38 percent points) across all three languages. This indicates that
even though mdIOBA does not reach comparably high recall with respect to
mdCP, it provides mentions with which the coreference resolution system can
reach almost the same performance as the one achieved by mdCP. Moreover,
comparing the mention detection performance of the latter methods for Arabic
(MD rows for mdIOBA and mdCP in table 5.32) we can see that after coreference
resolution, mention detection for mdIOBA reaches higher scores than MD for
mdCP for all reported measures (recall, precision and F-measure). This is due to
the fact that mdCP identifies all noun phrases in the Arabic data. Yet, Arabic is
a highly NP-rich language. As a result, too many mentions are included in the
resolution process. This drastically increases the complexity level for the MBL
classifier and leads to a decrease in MD performance when the full CR pipeline
is employed.
Another interesting outcome of the evaluation in the current section is the
fact that the combination of mdCP and mdIOBA, or alternatively the combination
of the mentions they identify, does not lead to enhancement of performance as
was observed for the methods within the SemEval-2 shared task. Yet, this can
again be explained with the increased resolution difficulty posed by the high
number of mentions resulting by the unification of the two sets of mentions.
mdDS
⋃
mdIOBA reached better scores than both methods apart, because neither
of the methods achieves an exceptionally high recall alone, unlike mdCP. Since
mdCP reaches optimal recall on its own, mdCP
⋃
mdIOBA provides collections
of mentions that are a mere overgeneration of phrases. Thus, the resolution
process is overloaded, which is directly reflected in the scores achieved by
mdCP
⋃
mdIOBA in comparison to those for mdCP only. mdCP
⋃
mdIOBA leads to a
decrease in performance of 5.66 percent points for Arabic, 0.16 percent points
for English and 5.17 percent points for Chinese.
Comparing the overall scores between gold mentions and mdCP in table 5.32,
we can see that there is a large difference between the overall performance
across all three languages (14.76 percent points for Arabic, 8.54 percent points
for English and 6.2 percent points for Chinese). While mdCP achieves scores
for English and Chinese closer to the ones gained by the use of gold mentions,
the figures for Arabic indicate a bigger gap. Again, we assume that this is the
result of the fact that Arabic is a language with a highly NP-rich structure and
exceptionally long sentences which increases the number of mention pairs
proportionally and decreases the performance of the resolution process itself.
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5.2.5.2 Discussion
The extrinsic evaluation of the mdCP method once more reveals that the selection
of a mention detection algorithm for a multilingual approach within the
coreference resolution task is a difficult endeavor. mdIOBA’s performance shows
that even though achieving high recall is important for mention detection,
lower recall, such as the one achieved by mdIOBA, can prevent excess numbers
of mentions and thus overgeneration or overloading of the resolver, which
is observed in mdCP’s performance. Thus, mdIOBA reaches almost as good
a performance as mdCP within the CR pipeline. The latter also shows that
mdIOBA is highly reliable as a machine learning method, being able to lead
to competitive performance for all three languages. However, when syntactic
parses are present in the annotations, rule-based methods could be used as
more reliable and better performing multilingual mention detection methods
than the machine learning one – mdIOBA. Yet, the language independent nature
of mdIOBA, as a result of its exceptional flexibility and competitiveness is further
confirmed as one highly positive outcome of our work.
5.3 summary and conclusion
One of the main goals of this exploratory chapter was to investigate in more
detail to what extent the mention detection subtask of coreference resolution
can be performed in a close to language independent manner. What we learned
from our diverse observations is that such an attempt is easily achievable
even when basic layers of standard linguistic annotations, such as part-of-
speech tags, are provided. We showed that a machine learning method, such as
mdIOBA can achieve competitive performance to rule-based approaches to the
problem and can be designed in a fully language-independent manner. The
machine learning nature of the method also provides various possibilities of
improvement based on the selection of different learner algorithms, parameter
optimization and feature selection.
Even though that we can point to POS information as rather sufficient for
the development of a competitive, robust and reliably performing approach
to multilingual MD, we do not consider it commensurate with the design of
a high performance system. We showed that using further information as
dependency relations, for example, can boost the system performance. Our
investigation also demonstrated that annotation layers such as NEs do not
provide efficient and uniform representation for the development of stand-
alone methods across languages. However, we can conclude that named entities
can always be employed as an additional enhancement of the backbone method
in use, because they have a high chance of being regarded as a mention and
do not always correspond to well formed noun phrases.
The availability of additional annotation layers, apart from POS, has certainly
an enhancing effect on multilingual mention detection. Yet, another question
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that we aimed to provide an answer to is which layers can supply the most
indicative information for that process. Our approaches to both SemEval-2
and CoNLL-2012 attest that mention detection can be achieved with high
accuracy across multiple languages if annotations that provide the possibility
for the direct or indirect derivation of phrase structure, such as all types of
syntactic parses, are included in the targeted datasets. Syntactic parses include
a highly accurate and abundant delineation of the noun-phrase structures,
as our investigations on the mdDS and mdCP methods showed, which ranks
them as most helpful and providing most indicative information for tackling
multilingual mention detection.
A highly important conclusion that we can accomplish, based on our
observations, is that phrase structures can be indicative only if the annotation
scheme of the underlying mentions overlaps to a high degree with the noun
phrases existing in the data. Yet, the results achieved by mdCP strongly confirm
our assertion. The presence of high correspondence between noun phrases and
mentions also leads to the acquisition of close to language independent MD
methods that can perform equally across the distinct languages.
Altogether, we reviewed multiple issues concerning the application of each
method to more than one language and approached an exhaustive quantitative
and qualitative analysis of the problems. Moreover, we also exemplified that a
reliable evaluation of the mention detection module can only be achieved if
singleton mentions are included in the set of key mentions.
We believe, that our findings should be considered further during the anno-
tation, accumulation and dissemination of datasets for that highly important
and complex task that serves as the basis for every coreference resolution
approach. Additionally, our observations can be exceedingly beneficial for
future attempts to the development of multilingual MD modules in diverse
system architectures.
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CHAPTER
6
MENTION HEAD
DETECTION
Our work in chapter 5 showed that mention detection is a highly important
and a relatively complex subtask of CR, because mentions that are not identified
in the text cannot be rendered coreferent. We discussed how this task can be
approached in a multilingual context and what the various advantages and
disadvantages of the employed methods are when more than one language is
targeted. However, within the CR pipeline that we presented and exploited, the
MBL coreference classifier does not make use of the full mentions, or nominal
phrases, for the resolution process. In fact, a representation of all extracted
mentions is assembled by collecting only their syntactic heads and additional
features describing a variation of their context characteristics. The latter implies
that mention detection is tightly followed by the identification of mention
heads when pairwise classification are attempted.
Since most approaches to coreference resolution only target one language,
the identification of the heads of the extracted mentions was mostly seen as a
technicality by the computational linguistic community. It was either a subtask
of mention identification or performed by simple heuristics further down in
the CR pipeline. However, in the current chapter we address the increased
complexity of the problem when the task is intended to cover more than one
specific language. The problem arises by the difference in the typology of the
languages according to the position of the heads of their nominal phrases.
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Within this chapter, we also propose that for pairwise approaches, such
as the one that we employ, Mention Head Detection (MHD) is considered as
a separate subtask of coreference resolution equally important to mention
detection rather than being a minor subtask within mention detection. We
consider this as an important aspect, because multilinguality introduces new
problems that are hardly solvable by simple heuristic rules. Moreover, the
qualitative identification of mention heads is significantly important for the
coreference resolution process, as syntactic heads determine the syntactic
category of the phrase and carry highly relevant semantic information about it.
Thus a failure to identify the actual mention head can be compared to a failure
to identify the actual mention.
In order to provide an exhaustive delineation of the problem, we first outline
the differences between head-initial and head-final languages (section 6.1) and
the problems phrase directionality may pose for the head detection problem.
In section 6.2, we present the way multilingual mention head detection was
approached within the two multilingual shared tasks that we concentrate on:
SemEval-2 and CoNLL 2012. Following, in section 6.3, is the presentation of
three different solutions to the multilingual MHD task, which are thoroughly
evaluated and compared in section 6.4. We propose a new, machine learn-
ing method for mention head detection that allows for more flexibility and
language independency and assess it against the a heuristic and rule-based ap-
proach to the problem. Finally, section 6.5 sums up our findings and concludes
the current chapter.
6.1 head-initial vs. head-final languages
In phrase structure, the head of a phrase is the lexical item within that phrasehead
that determines its syntactic nature. Thus, the head, or also known as the
syntactic head of a noun phrase can either be a common or a proper noun orsyntactic head
a pronoun.
Across different languages, the head of a phrase can be placed in various
positions within that phrase. In most languages and especially in those in which
the verb precedes both the subject and the object in a sentence, the noun phrases
are head-initial or also known as head-first. These languages are known ashead-initial
head-first V(erb)S(ubject)O(bject) languages (e.g. Hebrew, Irish, Zapotec). Other, more
VSO languages commonly seen variations are the SVO languages (e.g. English, Mandarin,
SVO languages Russian) or SOV languages (e.g. Hindi, Japanese, Latin). Head-initial phrases
SOV languages are phrases in which the syntactic head is placed in the beginning of the full
structure. This often correlates the directionality of branching within the phrase
structures and thus these are also called left-branching languages. However, inleft-branching
reversed directionality, or in right-branching languages the syntactic head ofright-branching
the phrases is placed in final position and analogically to the already presented
head-initial and head-first languages, these languages are known as head-finalhead-final
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NPXXXXX

specifier N’
PPPP

N’
HH
N
head
complement
adjunct
Figure 6.1: A potential N’ phrase structure for a head-initial language with the syntactic
head placed after the specifier, but before the complement and the adjunct.
or head-last languages. head-last
Within the standard X-bar theory notation [Chomsky, 1970, Jackendoff, X-bar theory
1977], which accounts for the structural integrity of phrases across languages
and tries to identify syntactic similarities between them, the structure of a
phrase regarding its head, complements, specifiers and adjuncts can be repre-
sented as in the rules in (36).
(36) X’→ X, (complement)
X’→ X
X’→ (complement), X
XP→ X’
XP→ (specifier), X’
XP→ X’, (specifier)
X’→ X
X’→ (adjunct), X’
X’→ X’, (adjunct)
Without focusing on a specific language, these rules can be combined in a
variation of structures allowing for all possible permutations of the positioning
of the daughter nodes of the phrases. One possible variant of the noun phrase
structure according to the above presented rules, representing head-initial
phrases, is as shown in figure 6.1. If the language is head-final, the structure
will have the form as shown in figure 6.2. We note again that the head in those
structures must not necessarily be a common noun, but can also be represented
by a proper noun or a pronoun and that the specifiers, complements and
adjuncts are only optional components of the phrase.
In general, languages tend to be consistent in their nature and are thus
either uniformly head-initial or head-final with respect to one type of phrase.
Japanese is often given as an example of a language that places the head
consistently in last position across all types of phrases. For example, let us
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NP
PPPP

specifier N’
PPPP

adjunct N’
HH
complement N
head
Figure 6.2: A potential N’ phrase structure for a head-final language with the syntactic
head placed after the specifier, the adjunct and the complement.
consider the noun phrase yellow flower. In Japanese the head noun flower takes
the last position in the phrase as in example (37). However, in consistently
head-initial languages as Spanish, for instance, that order will be reversed and
the head noun flower will be in first position, as shown in example (38).
(37)
yellow flower
(38) flor amarill-a
flower yellow-fem
In natural language, it is not always the case that noun phrases are as
simple as in examples (37) and (38). If the slots for specifier, complement
and adjunct are filled complex structures, such as the one in figure 6.3, are
built. Such phrases pose a greater difficulty for the head detection procedure.
NP`
``````
       
the N’hhhhhhh
(((((((
N’
aaa
!!!
N
student
of Philosophy
with the traditional leather trousers
Figure 6.3: The outline of the N’ phrase structure for the complex noun phrase “the
student of Philosophy with the traditional leather trousers”.
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NPhhhhhhhhh
(((((((((
the N’hhhhhhhh
((((((((
N’
PPPP

NP
university student
of Philosophy
with the traditional leather trousers
Figure 6.4: The outline of the N’ phrase structure for the complex noun phrase “the
university student of Philosophy with the traditional leather trousers”.
Furthermore, if the head noun is also premodified, as shown in figure 6.4, a
deeper knowledge of the phrase structure of the given language is needed in
order to be able to identify the correct token as the syntactic head of the phrase.
For one targeted language, this is often an easily-solvable task. However,
if diverse languages with increased phrase complexity are considered, the
problem of head identification becomes more ambitious. The following section
addresses this issue in more detail.
6.2 issues in multilingual mention head detection
Targeting a single language for coreference resolution implies that only one
directionality of branching has to be taken into account and thus the head of a
given mention can be identified easily via simple heuristics (see section 6.3.1).
However, including multiple languages in the resolution task can lead to
diversity within the observed nominal structures, meaning that more language-
specific knowledge needs to be considered and represented in a more complex
description than simple heuristics. Additionally, heuristics are not always
capable of capturing difficult cases, such as the one presented in figure 6.4. In
the current section, we discuss the way contemporary multilingual CR systems
handle directionality (see section 6.2.1) and then show further problems that
they might face when dealing with different languages (see section 6.2.2).
6.2.1 Overcoming Directionality
In the CoNLL-2012 shared task the three languages, Arabic, English and
Chinese, constituted a good mixture of noun phrase directionality: while in
Chinese the head of a noun phrase is always in phrase-final position, English
is generally known to be a head-initial language, for it places “heavier” con-
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stituents, as adjuncts, more towards the end of a phrase. In Arabic, phrase
directionality is even more elaborate considering the construct state or alsoconstruct state
known as status constructus, which leads to a mixed directionality of thatstatus constructus
language (see section 6.2.2). In short, the construct state is composed for seman-
tically definite nouns that are modified by another noun that is in a genitive
construction.
For this reason, most of the systems participating in the shared task that
needed to perform MHD relied on more complex rules that captured the pecu-
liarities of the language-specific noun phrase structures. Chen and Ng [2012],
for example, use rules, such as the ones presented by Collins [1999]. Fur-
thermore, Björkelund and Farkas [2012] employ Choi and Palmer [2010]’s
perculation rules for Arabic and English and the rules of Zhang and Clark
[2011] for Chinese. Li et al. [2012] also use different sets of rules for English1
and for Chinese2. The system presented by Martschat et al. [2012] relies on the
SemanticHeadFinder (an implementation3 of the rules presented by Collins
[1999]) for English, while the head detection for Chinese is provided by the
SunJurafskyChineseHeadFinder (an implementation4 of the rules presented
by Sun and Jurafsky [2004]), both components of the Stanford Parser5, yet the
authors do not target coreference resolution for Arabic. Uryupina et al. [2012]
also employ the rules by Collins [1999] for English and different heuristic rules
for the rest of the languages: for Arabic, the first noun/pronoun in a sequence
is selected to be the head, in Chinese, the last noun/pronoun is appointed as
the head. The authors also note the importance of such predefined and well
documented collections of rules and address the fact that the absence of more
detailed linguistic knowledge can become an issue when such rules are to be
developed manually for each separate language.
The various approaches to mention head detection show that noun phrase
directionality is an important part to consider during that process. However,
developing rule sets for each separate language targeted in a multilingual MHD
approach requires in-depth knowledge of the nominal phrase structure of each
of the languages. For example, let us consider the role of common titles in the
three languages of the CoNLL-2012 shared task. While in English and Arabic
common titles precede the proper name as in figure 6.5 a), in Chinese they
are placed in phrase-final position figure 6.5 b). This poses a problem during
head identification, because selecting the last noun in such phrases for Chinese
(because Chinese is a head-final language) would wrongly appoint the title to
be the head of the phrase. In English, this phenomenon does not cause further
1http://w3.msi.vxu.se/~nivre/research/headrules.txt
2http://w3.msi.vxu.se/~nivre/research/chn_headrules.txt
3http://nlp.stanford.edu/nlp/javadoc/javanlp/edu/stanford/nlp/trees/
SemanticHeadFinder.html
4http://tides.umiacs.umd.edu/webtrec/stanfordParser/javadoc/edu/stanford/nlp/
trees/international/pennchinese/SunJurafskyChineseHeadFinder.html
5http://nlp.stanford.edu/software/lex-parser.shtml
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a) NP
HH
NN
title
NNP
proper name
b) NP
HH
NNP
proper name
NN
title
Figure 6.5: The structure of noun phrases that contain common titles. In a) the head is
in phrase-initial position, while in b) it is in phrase-final position.
NP
HHH

NNP
given name
NNP
surname
Figure 6.6: Phrase structure of personal proper names situating the given name in
phrase-initial position and the surname in phrase-final position.
complications, because in general the last noun is selected as the head and in
the structure given in figure 6.5 a) that is the proper name. Arabic, however also
follows the type of structure as the one shown in figure 6.5 a). However, the
head of Arabic noun phrases is generally in phrase-initial position. Thus, for
this language, as for Chinese, the title will be erroneously selected as the head
of the phrase. Heuristic approaches to mention head detection will not manage
to capture such exceptions. More complex rules can make use of predefined
lists of titles for each language and employ them during the identification
process.
However, common titles are not the only examples in which directionality
is not the most precise indicator. The case of complex proper names is very
similar. Let us consider for instance the general pattern for personal proper
names shown in figure 6.6. Typically, the surname is appointed to be the
head of such types of phrases. Yet, heuristic approaches will not capture this
difference for head-initial languages selecting the given name to be the head, as
in Arabic within the CoNLL-2012 shared task. Again, in such cases, additional
rules can be considered to exclude proper nouns from the head-initial heuristic.
The common title and proper names exceptions are rather simplistic devia-
tions from the standard position of the head in these three languages. However,
more complex situations might be posed by various language specific phenom-
ena for which a deeper linguistic knowledge is necessary.
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6.2.2 Construct State in Arabic
Apart from the language differences demonstrated by the head-initial and head-
final nature of noun phrases across the various languages, further complications
might be caused by exceptional cases such as the construct state in Arabic.
As Shlonsky [2003] presents, the Construct State (CS) is a type of genitive
noun phrase form that is often seen in Semitic languages, such as ArabicSemitic languages
and Hebrew for example. Another form that the noun phrases in Semitic
languages can take is the Free State (FS). Both states differ significantly in their
headedness. While the FS is close to the prepositional genitive construction
in Romance languages, the CS strictly requires that the head noun precedes
the determiner. Let us take for instance Shlonsky [2003]’s Moroccan Arabic
comparisons displayed in example (39) representing the FS and example (40)
representing the CS respectively.
(39) d-dar dyal l-wazir
the-apartment of the minister
’the minister’s apartment’
(40) d-dar l-wazir
apartment the minister
’the minister’s apartment’
Another peculiarity of the construct state is that there is a strict adjacency
of the members of the phrase imposed by the construct. This means that no
modifiers can appear between a noun and its complements. The difference
is depicted in example (41), displaying this case for the FS, and example (42)
and (43) showing the contrast for the CS.
(41) d-dar l-wasca dyal l-wazir
the-apartment the-spacious of the minister
’the minister’s spacious apartment’
(42) ∗ d-dar l-wasca l-wazir
apartment the-spacious the minister
’the minister’s spacious apartment’
(43) d-dar l-wazir l-wasca
apartment the minister the-spacious
’the minister’s spacious apartment’
(44) lO-amn-i majlis-i qaraaraat-i jamiic-i taTbiiq-u
security council resolutions all application
’the application of all of the resolutions of the Security Council’
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In addition, as Ryding [2005] reports, the CS allows for more than one em-
bedded genitive construction with up to five included nouns as in example (44).
In this form the construct state contains a head for each embedded genitive
construction and one for the construct itself. As can be seen in example (44), the
actual head of the full construct, namely application, is placed in phrase-final
position. This phenomenon can hardly be captured by a heuristic and thus
more language specific approaches have to be employed.
6.3 methods for multilingual mention head detection
Since the main aim of this thesis is to assess the possibility of performing multi-
lingual coreference resolution and to evaluate potential language independent
approaches, in the following section we present three different methods to
MHD that can be employed in a coreference resolution system and discuss their
applicability and performance when more than one language is targeted.
We include a baseline heuristic approach that we present in section 6.3.1,
a rule-based approach that requires more language specific knowledge (see
section 6.3.2) and finally we present a machine learning method (section 6.3.3)
that attempts to capture the various language phenomena in a more language
independent manner.
We concentrate our discussion on these methods and their performance
within the setting of the CoNLL-2012 shared task. We evaluate them on an
excerpt of the dataset for each of the separate languages. The limitation to
the smaller part of this data and not to the full set is necessary, because
the development of a memory-based learning approach, such as the one we
propose (see section 6.3.3), requires manually annotated instances. The latter
are not provided within the data sets of the SemEval-2 and within those of the
CoNLL-2012 shared task. Section 6.3.3 also introduces the employed excerpt of
the data.
6.3.1 Heuristic Approach
The Mention Head Detection Heuristic (mhdH) approach only includes phrase
directionality of the targeted language for the identification of the mention head.
Within head-initial languages it would appoint the first noun, proper noun
or a pronoun in a noun phrase to be its head, while in a head-final approach
the last one is picked. Since this is a baseline approach that should require a
minimal implementation effort, we do not look at any further language specific
conditions.
As simple as it is, we assume that this method is well applicable to lan-
guages with strong and consistent directionality, such as Arabic (being head-
initial, apart from CS forms, such as in example (44) on page (154)) and Chinese
(being head-final). Let us take as an example the three mentions presented in
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# token POS ParseBit mention ID MHDH
0 the DT (NP(NP (1|(2 -
1 long JJ - - -
2 call NN ) 2) 1|2
3 from IN (PP - -
4 the DT (NP (3 -
5 president NN ))) 3)|1) 3
Table 6.1: Example of the mhdH output for toy example mentions.
table 6.1. As we noted in the beginning of section 6.2.1 English places “heavier"
constituents such as complements and adjuncts after the head, which makes
it a head-initial language. For this reason the mhdH method will identify the
noun call as the head for both mentions 1 and 2, while the noun president will
be extracted as the head of mention 3.
Because of the fact that simple noun phrases in English, such as the long
call or the president that do not contain complements or adjuncts are indeed
head-final, English may be observed as a head-final language with respect to
noun-phrase directionality. However, if this is the case, in the example shown
in table 6.1, the mhdH method will select correctly the nouns call and president
for mentions 2 and 3 respectively, but it will wrongly pick the noun president
to be the head for mention 1. This confirms that English should be regarded as
head-initial language with respect to noun-phrases.
The simplicity of the mhdH heuristic allows its employment in an exception-
ally straightforward and relatively language independent way. However, we
assume that mhdH will not be able to account for a wide range of language spe-
cific exceptions as well as mixed language directionality, which will not render
it competitive against other methods for mention head detection. Yet, the only
knowledge needed to employ this heuristic is the predominant directionality
of the targeted language.
6.3.2 Rule-Based Approach
The Mention Head Detection Rule-Based (mhdR) approach is developed around
the idea of the mhdH heuristic. However, mhdR extends the approach with addi-
tional language specific knowledge by defining a set of rules for each separate
targeted language. Each set includes rules that cover various phenomena spe-
cific to the language in order to provide a more exact and precise detection of
the phrase heads for the distinct languages. Such rules are generally easy and
straightforward to create, yet they need the presence of deeper knowledge of
the language that they are developed for.
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# token POS ParseBit mention ID mhdH mhdR
0 a DT (NP(NP* (1|(2 - -
1 King NNP (NML* (3 1|2|3 -
2 Kong NNP *) 3) - 3
3 type NN *) 1) - 1|2
4 of IN (PP* - - -
5 animal NN (NP*)))) (4)|2) 4 4
Table 6.2: Example of the mhdR output for toy example mentions.
In our work, for both SemEval-2 and CoNLL-2012 shared tasks, the sets of
rules created for all languages were achieved by assembling a rule for each of
the separate language specific phenomena occurring in the first 100 sentences
of the training data. For all languages apart from English, language experts
were consulted to ensure the correctness of the resulting rules. Since Arabic and
Chinese have a highly consistent directionality, the rules for these languages
included mainly specifications for the position of the head with respect to
common titles and proper names as well as rules for coordinated phrases
that have more than one head. However, for English additional rules were
added improving on the identification of heads that are preceded by modifying
nouns/pronouns.
In order to gain a better idea of the functionality of this approach, let us
consider an English example and the tokens listed in table 6.2. As shown in
column mhdH, the mhdH method would extract token #1, King, for the first three
mentions, since it is the first noun in all those phrases. Yet, what mhdR would
return is the heads listed in column mhdR in table 6.2. In order to achieve that,
mhdR uses multiple additional rules. One of them ensures that mhdR selects as
a head not the first, but rather the last noun in a sequence of nouns or proper
nouns. This sequence should not be preceded by other nouns/pronouns in
the phrase. For this reason, instead of selecting King as the head of mention 3,
mhdR takes the last noun in that sequence and thus outputs Kong. Another
rule defines that the head should be positioned before any complements or
adjunct, which indicates that the head for mention 1 in table 6.2 should be
found before the preposition in token #4. Moreover, before token #4 there is a
sequence of nouns and according to the first rule we select the last noun in that
sequence – token #3, which is thus appointed as the head of mention 2. The
first rule also helps for the identification of the head of mention 1 – token #3,
while no specific decisions need to be met for extracting the head of mention 4
as it consists of a single token.
The various rules that the mhdR approach includes provide a more sophisti-
cated, language specific and linguistically reasoned approach to the selection
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# token POS ParseBit mentionID head
0 a DT (NP(NP* (1|(2 -
1 focus NN *) 2) 1|2
2 of IN (PP* - -
3 worldwide JJ (NP* (3 -
4 attention NN *))))))) 3)|1) 3
Table 6.3: Example of the mhdML annotations within the excerpt data of the English
dataset from the CoNLL 2012 shared task. The head column lists the manually
annotated heads of the gold mentions presented in column mentionID.
of the heads for all mentions found by the mention detection module. Yet,
assembling such rules assumes a highly detailed knowledge of the grammar of
the targeted language, which defeats the purpose of an easily applicable and
multilingual concept.
6.3.3 Machine Learning Approach
Similar to the task of mention identification, detection of mention heads via
a specifically designed and trained memory-based classifier can provide a
language independent solution to the problem. Since developing, assessing
and integrating multilingual approaches in the coreference resolution pipeline
and thus improving it in a general, not language specific way, is one of our
main aims in the current work, we employ machine learning also for the task
of MHD. The alternative to the rule-based method for detecting mention heads,
mhdR, which we presented in section 6.3.2 is the Mention Head Detection
Machine Learning Based (mhdML) approach.
Unfortunately, neither the SemEval-2 nor the CoNLL 2012 shared tasks
provided gold data annotations labeling the heads of the mentions included in
the datasets. Yet, in order to make the implementation of such an approach
possible and as well to have an output from mhdML that is reasonable and
comparable to the other approaches (e.g. mhdH and mhdR), we manually anno-
tated an excerpt of the dataset for each of the three languages in the CoNLL
2012 shared task. An example of the gold annotations for English is shown
in the head column in table 6.3. Manual annotation of examples is a tedious
and expensive endeavour. Thus, we are not able to target all languages within
both shared tasks. Moreover, the CoNLL 2012 shared task provides us with a
greater typological diversity over three language families and for this reason
we use its datasets for the following investigation.
The dataset for Arabic consists of an excerpt of 42 documents for training
and 8 for testing. For English, we include 20 documents as a test set and 100
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as the training set, while for Chinese 84 documents serve the purpose of a
training set and 16 are the test set. This is a feasible amount of data to train
and test a machine learning model across the three languages. Even though
Arabic has a lower number of included documents, it results in a high number
of extracted mentions, since Arabic has a very NP-rich syntactic structure. We
note that annotating the full datasets would not be manageable within the
scope of the current work. However, our investigation will provide a deeper
insight into the potential representation of the problem and its solution within
a machine learning framework. This knowledge can be used in the future for
the preparation of further datasets and as the basis for the development of
such ML-based frameworks.
Using the training examples that could be created from the data of the
manually annotated training set, we designed and trained a MBL classifier. It
observes the instances on per-token basis and uses features representing that
token within a given mention. The features also describe the context outside
of the mention – for example, whether the mention is positioned in a PP,
SBAR, VP, S. For the representation of that information, we include features
that depict the POS annotations of the target token as well as of the tokens
before and after it. Furthermore, we include features describing the position
of that token within the mention and providing more detailed information
about it in the context of that mention. A full list of the features is given in
table 6.4. As an implementation of a memory-based classifier, we again used
TiMBL (see section 4.2) without additional parameter optimization. The optimal
output from the machine learning approach to mention head detection for our
exploration is the one in which a highly accurate classifier can be trained via
the use of a set of simple and not language dependent features, such as the
ones we employ (see table 6.4). In the future, a more detailed investigation
of the feature selection for a wider diversity of learning algorithms can be
approached. At that point, we propose a base set of features that is language
independent and that can provide a good estimate for the syntactic head across
the languages we target.
The reason for us to consider mhdML is that we aim to evaluate the pos-
sibility for casting the subtask of coreference resolution, namely MHD, as a
more sophisticated machine learning method rather than simple heuristics
or a collection of language specific rules. This will allow for more flexibility
and adaptability of that particular CR subtask to a wider number and type of
languages. This is a key point to multilingual approaches that perform men-
tion head detection as a separate task within their full coreference resolution
pipeline. Additionally, we would like to raise the question of the need for pro-
viding that type of annotations (annotation for mention heads) within standard
annotation distributions, in order for good, efficient and most importantly
language independent approaches to be developed.
160 ment ion head detect ion
# Feature Description
1 the target token
2 part-of-speech tag of the target token
3 part-of-speech tag of token
-1
4 part-of-speech tag of token+1
5 Y if it is the only token in the mention; else N
6 Y if it is not in a PP, SBAR, VP, S; else N
7 Y if it is the first token in the mention; else N
8 Y if it is the last token in the mention; else N
9 Y if the target token is a noun
10 Y if the target token is a pronoun
11 Y if the target token is a noun or a pronoun
12 Y if the target token is followed by a noun
13 Y if the target token is followed by a pronoun
14 Y if the following token is possessive and the last token
in the mention
Table 6.4: The proposed set of 14 initial features used by the mhdML classifier. The
features provide information on per token basis within a given mention.
6.4 evaluation of all mhd methods within the excerpt data
As we already explained in section 6.3.3, the only fully comparable evaluation
(both intrinsic and extrinsic) between all three methods, presented in sec-
tions 6.3.1 through 6.3.3, can be achieved by using only the manually annotated
subsets for all three languages of the CoNLL 2012 shared task: Arabic, English
and Chinese. For this reason, the following section (section 6.4.1) presents the
results of an intrinsic evaluation of the MHD performed by the three approaches
within that data excerpt. For the sake of completeness and objectiveness, we
also offer an extrinsic evaluation for that data set in section 6.4.2.
Our main aim is to evaluate the possibilities that mhdML offers in terms
of overall performance within the coreference pipeline as well as alone with
respect to its rule-based opponent and the baseline heuristic. We also aim to
assess the multilinguality and flexibility of all methods as well as the type of
errors their outputs have, which is further mirrored in our qualitative analysis
in section 6.4.1.
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language metric mhdH mhdR mhdML
AR R 0.79 0.83 0.85
excerpt P 0.87 0.88 0.91
F1 0.83 0.85 0.88
EN R 0.65 0.92 0.87
excerpt P 0.70 0.97 0.98
F1 0.67 0.95 0.92
ZH R 0.84 0.96 0.97
excerpt P 0.98 0.98 0.99
F1 0.90 0.97 0.98
Table 6.5: Mention head detection for the excerpt datasets for all three languages of
the CoNLL 2012 shared task (Arabic (AR), English (EN) and Chinese (ZH)),
considering all spans for each mention; highest F-scores are marked in bold.
6.4.1 Intrinsic Evaluation
The intrinsic evaluation presented in the current section introduces both a
quantitative (see section 6.4.1.1) and a qualitative (see section 6.4.1.2) analysis
of the performance of all three approaches. We note, that this assessment
examines the performance of all mention head detection approaches alone
without being included in the full coreference pipeline. We use the excerpts for
which mentions were extracted automatically via the mdCP method presented
in section 5.1.4.
6.4.1.1 Quantitative Analysis
Providing a quantitative evaluation of MHD as a task on its own is not as
straightforward an enterprise as the quantitative intrinsic evaluation of mention
detection was. The reason for this is that the scoring software provided by both
shared tasks, SemEval-2 as well as CoNLL 2012, does not include calculation
of the scores for the detection of heads for all included mentions (the only
figures the scorers provide are precision, recall and F-measure for identification
of mentions and coreference performance). For this reason, we calculated
these metrics (precision, recall and F-measure) for each of the approaches
against the manually annotated data. We used the respective formula listed
in equations 2.1, 2.2 and 2.3 on page 33. Table 6.5 lists the scores achieved by
the mhdH, mhdR and mhdML approaches separately when all possible spans for
each mention are considered. The best scores are marked with bold.
mhdH
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The figures achieved by mhdH support the baseline nature of this method.
Selecting only the first noun/pronoun in a given mention as its head leads
mostly to low recall scores, which is directly mirrored in the final F-measure.
The weakness of the mhdH is best exemplified by its performance for English,
which is a head-initial language but also a language in which nouns can be
placed in the specifier position and thus be situated before the head. As can be
seen in table 6.5, for English, the mhdH method reaches overall performance
of 25 percent points lower than the performance reported for the other two
approaches. However, an F-score of 67% for a heuristic method as mhdH is a
good overall performance. Languages with strong phrase directionality for
which the head is placed more consistently in first or last position within the
phrase, such as Arabic and Chinese, reach higher overall performance. As
we previously discussed, phenomena such as the CS in Arabic may also pose
a problem to a potential heuristic approach. This is directly mirrored in the
overall lower F-score for this language (83%) with respect to Chinese (90%).
Easy and efficient applicability to languages, such as Chinese, is a noteworthy
advantage of the heuristic method and proves that it can be employed for
multilingual approaches targeting languages with strong and consistent phrase
directionality. However, languages, such as English, show that the heuristic is
not always sufficient and in a multilingual approach this finding provides the
motivation for further exploration of possible solutions to the problem.
mhdR
The next scores included in table 6.5 are those of the rule-based head
detection approach – mhdR. What the figures in table 6.5 show, is that mhdR
achieves higher scores with respect to mhdH for all languages. For Arabic the
improvement is the smallest consisting of 0.04 percent points for recall, 0.01
percent points for precision and 0.02 percent points for the final F-measure.
This shows that the exceptional cases, such as common titles, proper names and
difficulties posed by the CS, which are handled by the rules for this approach
do not occur very often in the excerpt data. For English the improvement
is a lot higher: recall – 27 percent points, precision – 27 percent points and
respectively F-measure – 28 percent points. The figures for English confirm the
difficulty that nominal specification poses for the head detection problem and
the fact that manually created rules are more efficient than the mhdH heuristic.
With an F-score of 95%, mhdR accomplishes the best performance across all
three approached methods for English. For Chinese, similar to Arabic, the
improvement in scores is due to increased recall – 0.12 percent points higher.
This improvement also results to a 0.07 percent points increase of the final
F-score for this language.
mhdR’s good performance shows once more that rule-based approaches to
the task can reach exceptionally good overall scores that are reliable in both
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recall and precision. As we described in section 6.3.2 the set of rules assembled
for all languages, is based on observations on the phenomena occurring in
the first 100 sentences in the training data. The latter fact implies that not all
exceptional cases are covered by the employed rules and thus the performance
of the mention head detection module can be improved if additional rules are
developed and added to the existing collection. However, language expertise is
necessary for every new targeted language and, thus, highly inconvenient for
a multilingual coreference resolution approach, such as the one we present in
our work. Bearing that in mind, we can state that close to optimal performance
can be achieved by the mhdR, but only if deeper knowledge of the targeted
language is present.
The last observation once more underlines the need of approaches that can
provide the efficiency of a rule-based method, but at the same time can be
more language independent in terms of less language specific knowledge and
the capability to account for exceptional cases in a better and more flexible
manner. Thus, the last approach that we consider in our experiments is the one
presented in section 6.3.3, namely mhdML.
mhdML
The results presented in table 6.5 indicate a highly interesting and as well
very successful outcome. The machine learning method mhdML achieves better
scores with respect to its rule-based opponent for Arabic (with 0.03 percent
points for the F-measure) and Chinese (0.01 percent points for the F-measure),
while for English the final score is decreased with 0.03 percent points. These fig-
ures show that the machine learning approach can easily cope with languages
that have comparatively consistent phrase headedness, such as Arabic and
Chinese, for which mhdML achieves results better than those reached by mhdR.
In general, it is not often the case that machine learning approaches outperform
rule-based ones, but in this case this behaviour can be explained by the relative
simplicity of the problem and the capability of the learner to account for new
and unseen examples. However, the behaviour observed for English is more
typical, which is due to the increased difficulty for this language.
The overall outcome of this evaluation is highly positive and the benefits
of our results are twofold. We introduced a method for MHD that is language
independent, relying on the features presented in table 6.4. The mhdML ap-
proach performs highly competitively to a language dependent rule-based
approach across three very typologically different languages. Additionally, the
high scores achieved by the method indicate that the mention head identifi-
cation problem is easily applicable to machine learning and particularly to
memory-based learning, as in our case. Moreover, the fact that such high scores
were achieved with a relatively small amount of training data (100 documents)
shows that corpora can be prepared for a wide number of languages with-
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# token POS mention ID mhdH head
0 leather NN (1 1 -
1 jacket NN 1) - 1
Table 6.6: Example of a noun placed in specifier position.
out much annotation effort. Including a bigger set of labeled instances will
additionally improve the robustness and accuracy of the method.
Altogether, the quantitative intrinsic analysis of the performance of the
mhdML method shows that the task of mention head detection can be easily and
successfully approached on a multilingual level with a high efficiency, which
is in favor of one of our main aims – transforming the coreference resolution
pipeline to a more flexible, language independent and efficient combination of
approaches.
6.4.1.2 Qualitative Analysis
Similar to the analysis presented in section 5.2.2.2 and 5.2.4.2, the qualitative
analysis of the mention head detection approaches assessed by us will undergo
a deeper examination that will provide a more detailed understanding of the
type of errors seen in the outcomes of all methods. We believe that further
improvements on all developed approaches can be achieved only if an exhaus-
tive evaluation for them is conducted. The following paragraphs provide an
overview of the errors seen within the first 100 sentences of the outcome of
each separate method.
mhdH
The baseline heuristic mhdH selects by definition the first/last seen noun/pro-
noun of each phrase as its syntactic head, depending on the phrase direction-
ality the targeted language has. With respect to English and Arabic, which
are head initial languages, the mhdH method selects the first noun/pronoun of
each phrase. For Chinese, the last one is selected.
The outcome of the mhdH, however, reveals several problems with that
approach. First, as we already noted in the quantitative analysis, English has a
phrase structure in which the specifier precedes the head within the phrase.
Yet, the position of the phrase specifiers in English can be filled in various ways.
For example, let us consider the Finite State Automata (FSA) representation of
possible specifier fillers represented in figure 6.7. We note that for simplicity
reasons the FSA represents an overgenerating automata allowing for multiple
occurrences of each of the transitions apart from a transition via a head noun.
Furthermore, the order in which the transitions may occur is also not specified
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Figure 6.7: A finite-state representation of the possible specifiers in an English noun
phrase.
by that representation. An important observation that can be made from the
automaton in figure 6.7 is that various nouns can precede the head noun,
in the slot for provenance or material for example. One such example is the
mention presented in table 6.6 in which the noun leader appears before the
head noun jacket filling in the material specifier position. In those cases, mhdH
would wrongly select the first noun as a head (visualized in column mhdH)
with respect to the correct selection, the token marked as the head in the gold
data (visualized in column head).
Similar to the latter example is the manipulation of compound nouns
consisting of several nouns and written separately (e.g. phone call, fish tank,
etc.), proper names consisting of more than one token (e.g. Hong Kong, Lantau
Island, Daisy Duck, etc.), common titles preceding proper names (e.g. Professor
Liu Jiangyong, President Barack Obama). All these cases are wrongly handled by
mhdH for English, because always the first noun is selected whereas the last
one is the head.
Furthermore, not only nouns preceding the head noun cause erroneous
selections by the mhdH method. Such can be also observed when a pronoun
precedes the head noun as in the mention listed in table 6.7.
Another type of error that leads to a decrease in recall is the fact that mhdH
does not extract a head for the mentions in which no noun or pronoun is
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# token POS mention ID mhdH head
0 their PRP$ (1 1 -
1 unique JJ - - -
2 charm NN 1) - 1
Table 6.7: Example of a pronoun preceding the head noun.
# token POS NE mention ID mhdH head
0 first JJ (ORDINAL) (1) - 1
Table 6.8: Example of a mention that is not a noun phrase and respectively does not
include a noun or a pronoun.
included for any of the targeted languages. In case named entities, which do
not necessarily correspond to noun phrases, are extracted by the MD module,
phrases that do not include nouns or pronouns can be present in the set
of mentions that the MHD module further uses. For example, consider the
mention presented in table 6.8. Since the token is marked as a named entity
(see column NE) that phrase is considered for mention head detection. Yet, the
MHD heuristic will not allow adjectives to be heads of mentions and thus will
not extract this token.
The last type of error that we will look at in our qualitative analysis is con-
nected with the inability of mhdH to cope with any kind of coordinated phrases.
Since each coordinated noun phrase embedded in a NP has its own head, the
mhdH method cannot properly deal with complex NPs that contain coordination.
For example, let us consider the three mentions listed in table 6.9. As can be
seen in column head, the heads in the gold annotations are altogether four –
one for each embedded noun phrase (mention 1 and mention 3) separately
and two for each of the heads of the complex NP (mention 2). mhdH identifies
only two of those four heads correctly by picking the first noun for mention 3
as the head, although the second one is the syntactic head of the phrase, and
ignoring the coordination in mention 2 and selecting only the first coordinate
as the head of the complex noun phrase.
The only solution to avoiding the errors that this simple heuristic leads
to can be found in enhancing it with further language specific rules, which
account for the above mentioned phenomena. Yet, the usage of sets of rules
is the scope of the rule-based approach to mention head detection. So, let us
have a look at the problems that more advanced and language specific rules
cannot cope with either.
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# token POS ParseBit mention ID mhdH head
0 dolphins NNS (NP(NP*) (1)|(2 1|2 1|2
1 and CC * - - -
2 sea NN (NP* (3 3 -
3 lions NNS *)))) 3)|2) - 2|3
Table 6.9: Example of the output of mhdH for coordinated phrases.
# token POS ParseBit mention ID mhdR head
0 two CD (ADVP(NP* (1|(2 - -
1 years NNS *) 2) 1|2 2
2 ago RB *) 1) - 1
Table 6.10: Example of the output of mhdR for non-nominal mentions.
mhdR
As a rule-based approach, mhdR aims at addressing most of the shortcomings
of the previously discussed heuristic – mhdH. Respectively, mhdR correctly
extracts the last noun within a series of nouns/pronouns in mention initial
position and thus appropriately handles common titles, proper names and
other noun modifiers containing nominals and preceding the head noun. It
also allows for the extraction of heads for mentions that do not contain a
noun/pronoun. As we showed in our quantitative analysis, the rule-based
approach achieves significantly higher scores for all languages with respect
to the heuristic, however, there are multiple issues that it cannot cope with
properly at that stage.
For example, let us consider mention 1 in table 6.10. As is shown in the
ParseBit column, that mention (two years ago) is an adverbial phrase and thus
its correct syntactic head is token #2 – the adverb ago. However, under the
assumption that all mentions are noun phrases, mhdR has a strong preference
for nouns or pronouns when selecting a head. Thus, in that case it prefers
token #1 – the plural noun years. Including additional rules that would allow
the selection of other word classes when a noun or a pronoun is present,
depending on the given constituency labels in the ParseBit column is not a
hard task and can easily be accomplished if needed. Yet, the majority of those
phrases represent dates for which the adverbs do not carry sufficient semantic
information. Thus, the trade off between lower MHD performance but more
informative semantic information in that particular case can be accepted.
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# token POS ParseBit mention ID mhdR head
0 a DT (NP(NP* (1|(2 - -
1 fishing NN * - - -
2 harbor NN *) 2) 2 1|2
3 one CD (ADVP(NP(QP* (3|(4 - -
4 hundred CD *) - - -
5 years NNS *) 4) 1|3|4 4
6 ago RB *))) 3)|1) - 3
Table 6.11: Example of the output of mhdR.
Another problem, specific to English, that mhdR cannot cope with is the
issue depicted in table 6.11. The correct head for mention 1 is token #2 – the
noun harbor, which is not accurately identified by mhdR. This is so for cardinal
numbers as well as nouns are allowed in specifier position, preceding the
syntactic head. Thus, token #5, years, is selected as the head of the phrase. Yet,
something that figure 6.7 did not unambiguously show is that in English the
multiple word classes used as noun modifiers can only appear in a relevant or-
der [Lam, 2004], shown in example (45) below. That order shows that cardinals
cannot appear after nouns within the specifier slot and thus a rule specific to
the English order of word classes allowed in specifier position can be included
to the set of rules mhdR relies upon.
(45) 1. pre-determiner
2. determiner
3. post-determiner
4. ordinal
5. cardinal
6. general
7. age
8. size
9. colour
10. participle
11. provenance
12. material
13. purpose
14. denominal
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# token POS ParseBit mention ID mhdR head
0 Bank NNP (NP(NP*) (1)|(2 1|2 1
1 of IN (PP* - - -
2 China NNP (NP* (3 - -
3 Tower NNP *))) 3)|2) 3 2|3
Table 6.12: Example of the output of mhdR for non-nominal mentions.
Another possibility for the resolution of the problem is to consider the
constituency information provided in the ParseBit column. If such information
is available, the head of recursive noun phrases can be defined as the head
of the first embedded NP in a complex noun phrase, such as mention 1, in
table 6.11. Looking deeper into the syntactic structure can also help with more
complex problems posed by coordination as for example the identification
of the heads for the phrase “the 2005 Ningxia Investment and Trade Fair and
Ningxia-Taiwan Economic and Trade Cooperation Seminar”, as Fair and Seminar.
Yet, neither the information provided in the ParseBit column nor the rules
can cope with exceptional cases such as the one in table 6.12. As can be seen
from the syntactic parse (see column ParseBit) the given representation for that
mention is as visualized in figure 6.8 a). However, that structure implies that
Bank is the head of the mention, yet, in the given discourse, it is not the bank
that is referred to but the tower of the Bank of China. Thus, Tower should be
correctly selected as the head for which a different phrase structure should have
been included in the annotations, as visualized in figure 6.8 b). Such exceptional
examples, however, are not easy to handle, especially if the structural ambiguity
has affected the correctness of the constituency annotations.
Altogether, the qualitative analysis of the mhdR approach shows that, as any
rule-based method, mhdR can be further improved and additional language
specific rules can be added in order to cope with exceptional or more complex
cases as the few presented here. However, such improvements can be time-
consuming and even impossible if a deeper knowledge of the targeted language
is not present. This is a great difficulty in a multilingual setting, such as the
one we investigate.
mhdML
mhdML meets the needs for our multilingual investigation exceptionally well.
As the quantitative analysis for this approach showed, mhdML reaches very
good and competitive overall performance for English and it outperforms its
rule-based opponent for Arabic and Chinese. The errors that this approach
has in its output, though, are similar in nature to the ones we reported for
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Figure 6.8: Possible phrase structures for the mention Bank of China Tower.
mhdR. For example, let us look at the mention in table 6.13. Since the features
used by the mhdML classifier (listed in table 6.4 on page 160) do not include any
information about the constituency label of the mention in which the tokens
are, it is difficult for the resolver to pick the correct head in that particular case.
Such errors can be addressed by an extended feature set that contains more
detailed information about the phrase itself in addition to the information
provided about the token.
Another error type that can be found in mhdML’s output is the selection
of nouns/pronouns as heads that occur after punctuation marks within the
mention, which are clear indicators for post-modification of the head. Such
an example is, for instance, the head selected by mhdML for mention 1 that
is listed in table 6.14. As can be seen in column head, displaying the gold
annotations for mention heads, the head of mention 1 is token #1, the proper
noun Kong. Instead, mhdML selects token #5, the proper noun Paradise as the
head of mention 1. Such errors are not often seen in the output of mhdML,
which is confirmed by its good overall performance. Yet, we assume that
extending the feature set with a feature to designate the existence or lack of
punctuation marks, as well as other types of indicators for post-modification
(e.g. prepositions, WH-words, etc.) will exclude that type of error from the
output of the memory-based method.
# token POS ParseBit mention ID mhdML head
0 high RB (NP(NP(ADJP* (1 - 1
1 above JJ *)) 1) 1 -
Table 6.13: Example of the output of mhdML for non-nominal mentions.
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# token POS ParseBit mention ID mhdML head
0 Hong NNP (NP* (1|(2 - -
1 Kong NNP *))))) 2) 2 1|2
2 : : * - - -
3 a DT (NP(NP* (3 - -
4 Shopping NNP - - - -
5 Paradise NNP *) 3)|1) 3|1 3
Table 6.14: Example of the output of mhdML for post-modification.
# token POS ParseBit mention ID mhdML head
0 Dr. NNP (TOP(S(NP(NP* (1|(2 - -
1 Robert NNP * (3 - -
2 Mann NNP *) 3)|2) 2|3 1|2|3
3 a DT (NP* (4 - -
4 forensic JJ * - - -
5 anthropologist NN *)) 4)|1) 1|4 4
Table 6.15: Example of the output of mhdML for post-modification without a good
indicator.
Similar to all previously presented methods, all errors and inconsistencies
in the annotations also have direct detrimental effect on the performance of
mhdML as well as ambiguities similar to the one presented by the mention Bank
of China Tower, shown in table 6.12.
Additionally, features representing the constituency structure within the
mention can be considered in order to better capture coordinated phrases or
head post-modification that is not easily identifiable by the POS information, as
for example in the instance presented in table 6.15.
Our qualitative analysis for mhdML shows that the types of errors that this
method makes are very similar to the errors reported for mhdR, although both
approaches are of completely different nature. As we noted above, we assume
that further improvement can be achieved by a more comprehensive and ex-
haustive set of features that will account for exceptional phenomena, similar to
adding new rules to the existing set used by mhdR. However, not only the quan-
titative but also the qualitative analysis shows, that mhdML provides a highly
competitive performance to mhdR and thus we consider it an exceptionally
good solution towards robust and multilingual mention head detection.
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6.4.1.3 Discussion
Section 6.4.1 provided an exhaustive quantitative and qualitative intrinsic
evaluation of all three approaches to the MHD subtask of coreference resolution
for all three targeted languages – Arabic, English and Chinese. We dealt with
MHD on its own and not within the coreference pipeline. Our analysis showed
a highly interesting outcome indicating that mention head detection is a task
that can easily be solved by simple heuristics when it is approached for one
specific language, especially if that language has a consistent either head-initial
or head-final directionality. This fact explains the well established practice
within state-of-the-art approaches to use such heuristics to tackle the task. Yet,
as we showed in the current section, heuristic approaches are not sufficient
when a high overall accomplishment is targeted for more than one language.
In such cases rule based approaches provide better performance as they allow
for the development of sets of rules that precisely describe the phenomenon
in each language. However, those rules are language dependent and need
an exceptionally thorough and deep knowledge of the targeted language in
order for accurate rules to be acquired. Following our main aim, namely
the exploration of multilingual and as well highly efficient approaches, we
presented and evaluated a memory-based method for MHD.
From both, our quantitative and our qualitative evaluation, it is evident that
MBL is easily applicable to the problem and provides a highly competitive solu-
tion. We showed that mhdML outperforms mhdR for languages consistent with
respect to their directionality, such as Arabic and Chinese and reaches very com-
petitive performance for more complex cases, such as English. mhdML produces
errors of similar types to the rule-based approach. Within our analysis, we also
provided suggestions for enhancing the performance of both approaches, mhdR
and mhdML, according to the errors we observed in the data. Even though our
investigation indicated that mhdML is reliable and efficient on its own, we need
to confirm its consistently good performance and competitiveness within the
full coreference pipeline.
6.4.2 Extrinsic Evaluation
An extrinsic evaluation of the approaches within the CR system is needed, in
order to ensure the correctness of our findings and to examine the effect of
the proposed approaches to MHD in the full coreference pipeline. Thus, the
current section, section 6.4.2, aims to provide an extrinsic evaluation of all three
approaches for mention head detection presented by now: mhdH, mhdR and
mhdML. Similar to the intrinsic evaluation (section 6.4.1), the only comparable
evaluation of all three methods is only possible if the manually annotated
excerpt of the datasets for all languages is taken into account. For this reason,
the results we report in section 6.4.2 are based on the employment of these
excerpts only.
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Following, in section 6.4.2.1 we will provide the results the UBIU multi-
lingual coreference resolution system (see section 4.3) achieves and in sec-
tion 6.4.2.2, we provide a consecutive discussion after which we conclude the
chapter.
6.4.2.1 Results
Table 6.16 lists the overall system performance for all three languages (Arabic,
English and Chinese) and for all three methods (parts in the table: mhdH, mhdR
and mhdML) as well as the final scores of the coreference resolver when gold
mention heads are made use of (part gold heads). We report the evaluation
scores for mention detection (MD) and additionally we provide all detailed
figures that are reported by each evaluation metric by the CoNLL-2012 shared
task scoring software (for more information on the scoring procedure, see
section 5.2.1). For an easier comparison and overview, averaged numbers from
all metrics’ F-scores in the form of total scores are provided (marked as TOTAL
in table 6.16).
The results achieved by the system, listed in table 6.16, indicate that all the
tendencies between the evaluated methods from the intrinsic evaluation (pre-
sented in more detail in section 6.4.1) are kept within the extrinsic evaluation
as well.
The heuristic method mhdH reaches overall performance lower than both
mhdR and mhdML across all three languages. The lower performance of mhdH
is characterized mainly by low scores from the MUC and BLANC metrics,
which increase for English and Chinese significantly for the mhdR and mhdML
approaches, as well as for the gold heads setting, while for Arabic the change
is not very large. The latter may be caused by the overall low improvement
of scores for the Arabic language across the results achieved by the different
approaches. We assume that the overall low scores of the mhdH methods are
the result of the fact that by selecting the first noun or the first pronoun in
a mention, mhdH cannot properly identify the links between the mentions
and thus many chains are left disjoint and represented by a collection of
“subchains”. This is very well supported by the exceedingly low scores for the
MUC metric, which is leaning towards the upper bounds when the entities are
overmerged and very low, as in this case, when there are less coreference links
in the output.
The results obtained by mhdR are considerably higher than those achieved by
mhdH. These changes adhere to the tendencies set by our previous results. We
obtain a very slight improvement for Arabic with 1.20 percent points of TOTAL
score enhancement, while the changes for English (8.30 percent points) and
Chinese (11.32 percent points) are more substantial. These figures confirm our
findings that rule-based approaches provide a better solution to the problem.
Similar to the intrinsic evaluation, the best system performance for English
(48.40) was achieved by the rule-based approach, indicating that languages,
174 ment ion head detect ion
AR EN ZH
R P F1 R P F1 R P F1
mhdH
MD 4.85 43.05 8.72 42.18 51.39 46.33 58.73 40.43 47.89
MUC 1.70 18.18 3.11 24.31 28.87 26.39 42.29 30.33 35.32
B3 31.82 94.60 47.63 52.29 62.17 56.81 61.54 45.82 52.53
CEAFM 29.11 29.11 29.11 34.96 34.96 34.96 28.78 28.78 28.78
CEAFE 49.33 16.36 24.58 32.06 27.16 29.41 15.92 24.02 19.15
BLANC 50.05 51.54 48.25 52.60 53.66 52.94 52.09 51.79 51.89
TOTAL 30.54 40.10 37.53
mhdR
MD 7.35 48.95 12.78 57.09 57.57 57.33 71.80 65.37 68.44
MUC 3.41 27.11 6.06 43.80 42.30 43.03 59.31 58.90 59.10
B3 33.10 93.43 48.88 61.49 59.08 60.26 51.39 62.79 56.52
CEAFM 29.79 29.79 29.79 42.55 42.55 42.55 40.59 40.59 40.59
CEAFE 49.04 17.07 25.32 32.90 34.24 33.56 24.83 25.16 25.00
BLANC 50.22 54.74 48.66 63.94 61.59 62.61 58.93 68.44 59.83
TOTAL 31.74 48.40 48.21
mhdML
MD 8.76 61.53 15.34 56.97 58.59 57.76 72.12 65.37 68.58
MUC 4.05 35.18 7.26 42.51 42.10 42.30 59.54 58.90 59.22
B3 31.90 94.26 47.66 59.05 59.56 59.30 51.57 62.67 56.58
CEAFM 30.41 30.41 30.41 41.38 41.38 41.38 40.65 40.65 40.65
CEAFE 52.28 17.28 25.98 33.40 33.77 33.58 24.78 25.29 25.03
BLANC 50.37 60.43 48.83 59.09 59.44 59.26 58.92 68.38 59.81
TOTAL 32.03 47.16 48.26
gold heads
MD 13.30 51.51 21.14 57.09 58.49 57.78 71.66 65.94 68.68
MUC 4.69 20.18 7.61 42.83 42.28 42.56 58.61 58.90 58.76
B3 36.24 87.14 51.19 59.40 59.54 59.47 49.33 62.52 55.15
CEAFM 30.87 30.87 30.87 41.65 41.65 41.65 39.37 39.37 39.37
CEAFE 46.06 18.87 26.77 33.48 33.97 33.72 24.77 24.54 24.60
BLANC 50.26 52.50 49.09 59.28 59.50 59.38 58.08 67.40 58.51
TOTAL 33.11 47.36 47.28
Table 6.16: Results for the three mention head detection methods: mhdH, mhdR and
mhdML compared to the use of gold heads within the full coreference pipeline
for both mdDS and gold mentions; the best total score is marked in bold (not
regarding the gold headsetting).
such as English, that do not have a consistent head directionality pose a greater
problem to the machine-learning approach as well. However, mhdML shows
itself to be well capable of representing the problem for Arabic and Chinese,
for which this method achieves best scores – 32.03 for Arabic and 48.26 for
Chinese.
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The last evaluation setting that we approached is shown in table 6.16 as gold
heads, listing the scores that the multilingual coreference resolution pipeline
reaches when the manually annotated heads are considered for the resolution
process. Those results are of great importance to us, because they show that
both mention head detection methods, mhdR and mhdML, achieve optimal or
close to optimal performance with mhdR even reaching higher overall scores
than the use of the actual gold data for English and Chinese as well as mhdML
for Chinese. This is possible because the output that the methods provide is
based on a consistent way of selecting a token as the head of a mention. Such
consistent behaviour is more helpful for the coreference resolver, for it bases
its decisions on previously seen examples, thus uniformity in the latter data
enhances its performance.
The fact that mhdML achieves scores so close for English, and even better ones
for Arabic and Chinese, to the ones acquired by the used manual annotations
is even more important to us than the good performance of mhdR. As the
numbers in table 6.16 show, the machine learning method mhdML is highly
competitive and also reaches optimal scores according to all evaluation metrics.
This outcome was the main aim of our work within the current chapter. It
shows that mhdML is capable of providing a competitive solution to the mention
head detection problem and can easily be used in a language independent
manner without the need for large annotated corpora.
6.4.2.2 Discussion
In the current section, section 6.4.2, we aimed at providing a comparison be-
tween all three mention head detection methods that furthers the intrinsic
assessment and reveals the capabilities of each approach within the full coref-
erence pipeline. We provided results for each of the three presented methods
as well as a comparison of their performance to the one achieved by manually
extracted mention heads.
The extrinsic evaluation revealed observations highly important to us that
confirmed the previously achieved results within the intrinsic evaluation: First,
although very well-performing for a simple heuristic, the mhdH baseline does
not provide a sufficient and accurate enough manner of extracting mention
heads. Second, mhdR achieves optimal overall performance and could be used
when a single language is targeted and when sufficient knowledge for that
language is present. Yet, our most valuable observation is the fact that the
machine learning mention head detection method mhdML achieves highly
competitive performance to its rule-base opponent and thus also leads to
optimal overall performance. This is a highly important fact for us, since
mhdML is a machine learning approach that does not require the development
effort of a rule-based approach, as well as an abundant amount of manual
annotations (as we noted we used a small amount of annotated documents
for training). Furthermore, the approach is developed in a way that can be
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considered not only multilingual but rather language independent. We assume
that the lower scores achieved by this method could be significantly improved
with a larger manually annotated training set, so that the memory-based
learner is provided with enough examples of all exceptional or less represented
cases.
6.5 summary and conclusion
In the current chapter, chapter 6, we discussed the problem that mention
head detection poses in a multilingual coreference resolution approach. We
demonstrated that approaches targeting more than one language at a time,
such as the ones participating at both shared tasks (SemEval-2 and CoNLL
2012) do not have a proper solution to the mention head detection problem
when the most widely used baseline coreference model is made use of, namely
the mention-pair model.
We showed that the heuristic baseline used from a large number of state-
of-the-art approaches so far does not provide sufficient functionality for that
purpose. Furthermore, we confirmed the state-of-the-art tendency that rule-
based methods can be applied very successfully to the task. Yet, our analysis
revealed that such methods require deeper and most importantly language
specific knowledge that is not always present when more than one language is
considered.
In our work, we proposed a machine learning method, mhdML, capable of
tackling both the efficiency and the multilinguality problem and showed that
it can be used reliably without much annotation effort. For this reason, we
suggest that such annotation layers are further provided within standard layers
of linguistic annotations in data distributions for the coreference resolution
task and respectively for its multilingual coreference resolution extension. The
latter will provide the possibility for multilingual or language independent
approaches to make direct use of any provided dataset without additional
language adaptations.
In addition to the analysis of the output that all discussed methods provide,
we proposed suggestions for improvement according to the observed errors
that each of the approaches makes. The machine learning method best supports
our main goal. In order to evaluate and develop the ways in which it can be
modified so that multiple languages can be targeted without much language
specific tuning, we provided an initial set of features and suggestions for
additional features that address its current weaknesses.
Altogether, the problems we discussed in the current chapter support our
initiative to consider mention head detection not a subtask of mention detection
but a proper subtask of coreference resolution and respectively of multilingual
coreference resolution. We showed that this is necessary when a multilingual
pipeline is assembled and that the suggested machine learning model does
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provide the needed efficiency and capability to represent the problem. For this
reason, the mhdML approach should be employed in the context of multilingual
coreference resolution instead of the state-of-the-art tendency to use different
variations of heuristic or rule-based methods.
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CHAPTER
7
FEATURE SELECTION FOR
MULTILINGUAL
COREFERENCE
RESOLUTION
Being able to properly identify all mentions in the context as well as correctly
extracting the syntactic heads of all already detected mentions are the two
important subtasks of coreference resolution that are directly affected by re-
casting the enterprise to a multilingual setting, which we thoroughly discussed
in the previous two chapters, chapter 5 and chapter 6. However, as we already
mentioned in chapter 4, there is a third procedure also highly important to
the overall pipeline. This is the assembling of features that can most reliably
and precisely describe the pairs of syntactic heads, their respective mentions
and the discourse they are extracted from, which also needs to be reconsidered
when more than one target language is included in the desideratum.
Our overall concerns can be covered by the following most important
questions:
1. Which of the features used in monolingual approaches are applicable in
multilingual or even language independent methods?
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2. Is there a difference in the information gain and importance between the
types of features considered by the pipeline and which type carries most
descriptive and helpful information for the coreference resolver? Does
that trend change across languages and which is the setting most helpful
to all considered languages?
3. Are there other layers of annotations or external sources of knowledge
that can enhance the resolution process and what kind of limitations do
those sources have?
In order to investigate these questions, in the current chapter we intend
to look deeper into the importance and the effect of the features used in
the multilingual coreference pipeline. For this reason, we need to consider
various languages similar to our explorations in chapter 5 and chapter 6.
However, the differences in the annotations between the corpora provided
in the two shared tasks, SemEval-2 and CoNLL 2012, makes a comparative
study between all eight languages hardly possible. Thus, only one set of data
can be selected for this investigation. SemEval-2 provides the possibility to
explore six different languages at the same time, yet it covers only two different
language families (Romance and Germanic) including very similar languages
(e.g. Catalan and Spanish). On the other hand, CoNLL 2012 includes three
typologically very different languages from three distinct language families
(Semitic, Sino-Tibetan and Germanic). This gives us a better motivation to
select the datasets provided from the CoNLL 2012 shared task in the following
investigation. Yet, the outcome of this research and the knowledge gained from
it will be further applicable to any corpora selection employed in multilingual
coreference resolution.
Our exploration begins with section 7.1 and an overview of the annotation
layers used for building state-of-the-art feature sets for coreference resolution
(mostly monolingual coreference resolution). Then, in section 7.2, we extend the
investigation to the examination of feature selection for more than one language
within the UBIU multilingual coreference resolution system and the CoNLL
2011 shared task datasets. In section 7.3, we look deeper into the effect of basic
linguistic annotations, such as part-of-speech tags, to the full MCR process and
in section 7.4, we divide the full set of features into multiple groups depending
on the type of information they provide and evaluate the informativeness of
those groups for the coreference resolver. Section 7.6 concludes our findings
and observations.
7.1 features for coreference resolution
Before we further explore the multilinguality aspect, we need to extend the
knowledge on feature selection that was presented shortly in section 4.1.2
consider more precisely the types of features that are employed in state-of-the-
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art approaches with respect to the information they provide about the mention
pair. Thus, the following section will discuss the general selection of features
for the state-of-the-art monolingual systems, presented in the context of the
CoNLL 2011 shared task on English (see section 7.1.1). We will discuss the
participation of UBIU in the CoNLL 2011 shared task and show an evaluation
of the minimal feature set that we used for the task, as well as the effect of
extending this set with ontological knowledge. On the basis of this information
we will further assess the features in UBIU within the multilingual environment.
Section 7.1.2, concludes the section with a short discussion.
7.1.1 The CoNLL 2011 Shared Task on English
The CoNLL 2011 shared task on “Modeling Unrestricted Coreference in
OntoNotes” [Pradhan et al., 2011] is the predecessor of the multilingual CoNLL
2012 shared task presented in section 3.1.2. In general, the definition of the 2011
task is identical with the one used for the 2012 competition, with the difference
that it employed English as the only language targeted by the systems. For
this reason, we will not repeat the details from section 3.1.2 here as well. One
of the conclusions made by the CoNLL 2011 shared task organizers that is of
high interest to us directly relates to the topic of the chapter, namely feature
selection. As Pradhan et al. [2011] discuss, the features that are used within
state-of-the-art machine learning coreference resolution systems are highly
complex. This is one of the reasons why rule-based approaches to CR are still
highly competitive in comparison to machine learning ones. This was proved
by the best performing system of the CoNLL 2011 shared task, which is of a
rule-based nature [Lee et al., 2011].
Both Lee et al. [2011] as well as Klenner and Tuggener [2011] employed a
rule-based approach to tackle the problem. However, the rest of the participat-
ing systems [Sapena et al., 2011, Chang et al., 2011, Björkelund and Nugues,
2011, Nogueira dos Santos and Lopes Carvalho, 2011, Cai et al., 2011, Uryupina
et al., 2011, Zhou et al., 2011, Kobdani and Schütze, 2011, Xiong et al., 2011,
Irwin et al., 2011, Lalitha Devi et al., 2011, Charton and Gagnon, 2011, Kum-
merfeld et al., 2011, Li et al., 2011, Zhekova and Kübler, 2011, Yang et al., 2011,
Stoyanov et al., 2011, Chen et al., 2011, Song et al., 2011] were machine-learning
based and included features providing different types of information about the
mention pair. Most of these features are standard and well established features
for CR. Selecting the most complete and informative feature set is not an easy
task even when one single language is concerned, however, since features are
designed and collected also depending on the type of the machine learning
approach used in the CR system. Additionally, the heterogeneity of the data also
needs to be analyzed. In the cases in which the feature sets consist of features
of multiple different kinds (e.g. discrete, discrete ordered, counts, continuous
values), some algorithms are more applicable than others. Many algorithms,
182 feature selection for multilingual coreference resolution
including support vector machines, linear regression, logistic regression, neural
networks and nearest neighbor methods, can make better use of features that
are scaled within a similar range. Approaches that make use of a distance
function, such as nearest neighbor and support vector machines, are even more
influenced by the type of features. One of the advantages of decision trees is
that they can better handle heterogeneous data. In the following section we
provide a short and selective overview of the type of system employed by each
team within the CoNLL 2011 shared task (we keep the order of the systems
that the task elicited and present each system separately for easier comparison
across the various methods). We mainly focus on the learning algorithm the
authors make use of and the type of features they include with respect to their
approach. Appendix B.2 provides in a summarized form the system results
released by the shared task.
7.1.1.1 Features in State-of-the-art Systems Applied to English
Sapena et al. [2011] use the RelaxCor system [Sapena et al., 2010], which was
introduced within the SemEval-2 shared task. As the authors report, RelaxCor
is a CR system based on constraint satisfaction. It represents the coreference
phenomenon in a graph structure. The candidate mention pairs are connected
and relaxation labeling is applied over a set of constraints so that the set of most
compatible coreference relations is extracted. In order to automatically build
the constraints, which are conjunctions of attribute-value pairs, an initial set
of over one hundred features (that the authors call attributes) is used. Sapena
et al. [2011] included attributes for distance and position of the mentions (e.g
are the candidate mentions in the same sentence, are they in consecutive ones,
the distance between the mentions, etc.), lexical features (e.g. string match
of the full mentions, string match of their heads, etc.), morphological (e.g.
number, gender, agreement information etc.), syntactic (e.g. NP definiteness,
embeddedness, coordination, etc.) and semantic information (e.g. semantic
class, speaker information, etc.)
Chang et al. [2011] introduce the Illinois-Coref system that uses Learning
Based Java [Rizzolo and Roth, 2010]. Illinois-Coref, [Bengtson and Roth, 2008],
is a system that also makes use of the mention-pair model and calculates a
compatibility score for each candidate pair on the basis of the features for
the pair extracted by the system. The features that Chang et al. [2011] use are
the ones presented in [Bengtson and Roth, 2008]. Bengtson and Roth [2008]
grouped the features in several categories: mention types (e.g. the mention
type pair), string relations (e.g. string match, modifiers match, alias, etc.),
semantic information (e.g. gender, number and speaker information as well as
ontological information), relative location (distance, apposition or information
if the mention is a relative pronoun, or not), learned (those are features that are
learned in the process, e.g. anaphoricity and name modifiers predicted match),
aligned modifiers (consisting of the relation between the aligned modifiers),
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memorization (this is also a learned feature that represents a pair of nouns that
is most often used to refer to the given entity as seen in previous examples)
and predicted entity types (e.g. entity types match and entity type pair).
Cai et al. [2011] introduce COPA, which is the CR system the authors use for
the CoNLL 2011 shared task. COPA represents each of the documents in the
data as a hypergraph in which the vertices denote the mentions extracted from
the text and the edges denote the relational features between those mentions.
The learning in COPA is realized by computing hypergraph weights on the
training data1. As Cai et al. [2011] report, the features used in the system are
grouped in three different classes: negative, positive and weak features. The six
negative features model the relations between mentions which do not corefer.
Such features are: if the mentions do not agree in number or gender; if the
mentions do not agree in their semantic class; if the mentions have the same
syntactic heads and the anaphor has a pre-modifier which does not occur in
the antecedent and does not contradict the antecedent; if the mentions are first
person pronouns that occur in direct speech and are elicited from different
speakers; if the two mentions are within the subject and object of the same verb
and the anaphor is a non-possessive pronoun. As positive features, the authors
extract 10 indicators: nominal/pronominal string match; alias information;
head match; if the antecedent is a pronoun and the anaphor is not; in case both
are pronouns, if the speaker of the second person pronoun is talking to the
speaker of the first person pronoun; if the one of both mentions is the subject
of a speak verb and other mentions are first person pronouns within direct
speech; if the anaphor is a possessive pronoun and the antecedent is the subject
of the sentence/subclause; if the mentions are of the same GPE named entity
type; if the mentions are of the same Organization named entity type. As weak
feature only 3 different indicators are included: if the mentions occur with a
word meaning to say in a window of 2 words; if the mentions are subjects; if
the mentions are synonyms.
With respect to their system that explored both decision trees and logic
regression, Björkelund and Nugues [2011] make use of the feature set pre-
sented by Soon et al. [2001]. This set consists of 12 features that describe a
candidate mention pair: sentence distance, if the antecedent is a pronoun, if
the anaphor is a pronoun, string match, NP definiteness, NP demonstrativeness,
number/semantic class/gender agreement, if the pair consists of proper names,
alias and appositiveness. Björkelund and Nugues [2011] extend the Soon et al.
[2001] set with additional features for which information was provided in the
CoNLL 2011 dataset, mostly based on the syntactic dependencies included in
the annotations.
Uryupina et al. [2011] also use decision trees for the resolution process.
The authors present their 42 features in several groups without further details
about the actual features. The different classes are as follow: 7 features are used
1Cai et al. [2011] used only 30% of the actual training dataset.
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to classify the mention type; 8 - for string matching; 2 - for aliasing, 4 - for
agreement, 12 - for syntactic information; 3 - to encode salience, 1 - to encode
patterns extracted from the Web, 3 - for proximity, and 2 - for 1st and 2nd
person pronouns.
The approach presented by Nogueira dos Santos and Lopes Carvalho
[2011] makes use of entropy guided transformation learning and decision trees
and random forest. Nogueira dos Santos and Lopes Carvalho [2011]’s system
calculates 80 different features most of which were already introduced by Ng
and Cardie [2002a] or Sapena et al. [2010]. The authors also divide the features
in several important groups: lexical (e.g. tokens themselves, string match,
length, edit distance, etc.), morphological (e.g. gender/number agreement, if
the mentions are proper names, basic gender agreement, etc.), syntactic (e.g.
POS information within a given context, predicate information, compatibility of
pronouns, embeddedness, etc.), semantic (e.g. baseline system output, head
token sense, NE type, semantic role information, speaker and alias information,
etc.), distance and position (e.g. sentence distance, mention distance, if both
mentions are pronouns - the distance in person names, apposition, etc.).
[Song et al., 2011] use maximum entropy as learning method. As the authors
note, the features they employ are commonly used for CR: word features/lexical
features, POS information, position within the sentence, semantic role, verb
and entity type features, string match, definitiveness, demonstrativeness and
pronoun information.
Stoyanov et al. [2011] use the Reconcile [Stoyanov et al., 2010] system for the
competition which trains a linear classifier using the averaged perceptron algo-
rithm [Freund and Schapire, 1999]. The authors include 61 different features
that have been shown to be successful indicators of coreference on different
datasets and tasks. However, no further clarification of the exact features is
provided.
Lalitha Devi et al. [2011]’s contribution applies refined salience measure
for the pronominal resolution process and conditional random fields for non-
pronominal classification. For this reason, the authors separate the feature set
in two parts: one for pronominal and one for nominal resolution. The first
includes the tokens and their POS in a window of five words and the second
follows the widely used feature set from Soon et al. [2001].
Kobdani and Schütze [2011]’s system SUCRE [Kobdani and Schütze, 2010]
uses decision trees as the backbone of the learning process. Similar to most
approaches presented above, the authors also base the feature set used by the
SUCRE system on already well established and tested collections of features
for English, such as the one from Bengtson and Roth [2008].
Zhou et al. [2011]’s support vector machine tree kernel also relies on features
similar to those of the most widely used set from Soon et al. [2001]. As the
authors report, their features are commonly used NLP processes covering:
named entity information, semantic role, POS information, the verb and verb
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frameset, string match, alias, distance, speaker information, gender/number
information, semantic relation and a minimal tree - a partial syntactic analysis
of the given mention rooted to the full document.
The system presented in [Charton and Gagnon, 2011] uses a multi-layer
perceptron to extract the coreference links again based on 22 well established
features: alias, similarity, token and sentence distance, if the mention is a
NE, personal pronoun, or a noun phrase, its semantic type, the type of pro-
noun used, definiteness, demonstrativeness as well as gender and number
information.
[Yang et al., 2011] also makes use of maximum entropy classification and
the features the authors include in their approach re-use many of the features
presented in other approaches above: definiteness and demonstrativeness
of the mentions, number/gender information, entity type, is the mention
subject/object as well as coordination of the phrase, the type of pronoun
used in the mention and existence of prepositions in it, NE type, syntactic
information, distance, string match, apposition and copular information, alias,
semantic and speaker information.
Xiong et al. [2011] make use of maximum entropy classification for the
resolution process. For their participation in the CoNLL 2011 shared task, the
authors use the set of features presented in [Soon et al., 2001] that the majority
number of systems also employ.
Li et al. [2011] use maximum entropy, integer linear programming and
information gain. In their work, Li et al. [2011] implement a knowledge-rich
approach including 65 different features from already predefined feature sets
(sentence distance, minimum edit distance [Strube et al., 2002]), (string match,
partial match, head word match [Daumé and Marcu, 2005]), (gender agreement,
number agreement [Soon et al., 2001]), (same head, path [Yang et al., 2006]),
(semantic class agreement, predicate [Ponzetto and Strube, 2006, Ng, 2007].
Chen et al. [2011] integrate multiple machine learning methods: maximum
entropy, decision trees and support vector machines. The authors also note
that the feature set in use consists mainly of the features in [Soon et al.,
2001]: distance, if the antecedent or the anaphor are a pronoun, string match,
definiteness and demonstrativeness of the anaphor, if the mentions are proper
names as well as number, gender, alias and semantic information.
Kummerfeld et al. [2011] presented an unsupervised generative model. As
the authors report, their approach makes use of a range of standard features,
which are not further presented in their work. However, before the actual
coreference classification is performed, pre-resolution filters are applied that
constitute three reliable features of spurious mentions: apposition information,
attributes signaled by copular verbs and single word mentions with one of the
following POS tags: EX, IN, WRB, WP.
The UBIU baseline system used by Zhekova and Kübler [2011], as described
in chapter 4.3, relies on memory-based learning for the resolution process.
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Two different feature sets were employed: a base feature set, which is a subset
of the set presented in [Rahman and Ng, 2009] and an extension set that
calculates features for semantic relatedness of the mentions. The feature set
described by Rahman and Ng [2009] is also largely a collection of features
already existing in the well established and previously used feature sets - [Soon
et al., 2001, Ng and Cardie, 2002a, Bengtson and Roth, 2008]. The base set
includes features such as: lexical information about the head, if the mentions are
pronominal or proper nouns, string match, number and distance information.
The extended set considers information about the relation between the heads
of both mentions such as: hyponymy, partial holonymy, partial meronymy for
nouns and entailment, hypernymy and troponymy for verbs.
The system presented in [Irwin et al., 2011] uses the cluster-ranking al-
gorithm introduced by Rahman and Ng [2009] and follows the description
of the [Rahman and Ng, 2009] feature set with respect to the cluster-ranking
model. The features provide information if the antecedent is a subject and its
NE type, definiteness, demonstrativeness and NE type of the anaphor as well as
if it is pronominal or not, distance, string match and schema and cluster-level
features.
7.1.1.2 UBIU’s Base Set of Features for the CoNLL 2011 Shared Task
As we shortly mentioned in the previous section, the participation of UBIU
within the CoNLL 2011 shared task [Zhekova and Kübler, 2011] was also based
on well established features. The overview of the systems participating in
the task showed that there is a huge variation with respect to the number of
features a system employs as well as the type of information these features may
carry. Additionally, it is seldomly reported which effect the different features
or a group of features have on the overall system performance. Our system
used two different datasets and at this point it is important to show what our
findings with respect to this division were.
The base feature set included altogether 14 different features and is listed
in table 7.1. The intuition behind this minimalistic selection is to show the per-
formance of the UBIU system at a baseline level. We targeted only English, but
our selection was motivated by various reasons supporting the multilinguality
and flexibility of application of the set:
• We included easily computable features that are not dependent on a
specific layer of annotation apart from POS information (e.g. the mentions
themselve, POS information and comparison, string match and distance).
This decision enables the application of this set of features on any dataset
for which POS information is provided, which is the most wide-spread
and easily available annotation type across all languages.
• The base feature set does not include any language specific features
(for example, features providing information about the pleonastic it in
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# Feature Description
1 mj - the antecedent
2 mk - the mention to be resolved
3 Y if mj is a pronoun; else N
4 number - S(ingular) or P(lural)
5 Y if mk is a pronoun; else N
6 C if the mentions are the same string; else I
7 C if one mention is a substring of the other; else I
8 C if both mentions are pronominal and are the same string; else I
9 C if the two mentions are both non-pronominal and are the same string; else I
10 C if both mentions are pronominal and are either the same pronoun or different
only w.r.t. case; NA if at least one of them is not pronominal; else I
11 C if the mentions agree in number; I if they disagree; NA if the number for one
or both mentions cannot be determined
12 C if both mentions are pronouns; I if neither are pronouns; else NA
13 C if both mentions are proper nouns; I if neither are proper nouns; else NA
14 sentence distance between the mentions
Table 7.1: The complete pool of features used as a base feature set including 14 different
features. Used for the participation of UBIU in the CoNLL 2011 shared task
[Pradhan et al., 2011].
English, which is a phenomenon that may not necessarily occur in every
language).
The reported performance of the UBIU system on the development set of
the CoNLL 2011 shared task when only the base feature set was made use of
is shown in table 7.2. This performance shows that the base feature set reaches
baseline performance with an averaged F-score of 43.01 over the three metrics
considered by the shared task (MUC, B3 and CEAFE).
The main motivation for a baseline feature set is that the latter can be
universally employed for any dataset and language. Whenever needed this set
can be further extended in a language dependent manner in order to improve
IM MUC B3 CEAFE Av.
R P F1 R P F1 R P F1 R P F1 F1
62.71 38.66 47.83 30.59 24.65 27.30 67.06 62.65 64.78 34.19 40.16 36.94 43.01
Table 7.2: UBIU’s results achieved on the CoNLL 2011 shared task development set
from the employment of the base feature set.
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Figure 7.1: An example of the hyponymy relation in WordNet representing the tree for
three different concepts: plant, brewery and chocolate.
the system performance. This was our main goal when we assembled an
extension set of features that aimed to provide semantic information about the
mention pair.
The CoNLL 2011 shared task allowed for the use and integration of Word-
Net2 version 3.0 as part of the closed task. Being a large lexical database and
ontology that includes conceptual-semantic and lexical relations, WordNet
provides information about many different lexical relations that can be help-
ful during the coreference resolution process. Such a relation is, for example,
hyponymy (denoting the inclusion of the semantic field of a token/phrase
within that of another token/phrase: e.g. cheese is a hyponym of food, cat is a
hyponym of animal, etc.), which is also graphically represented in figure 7.1.
All additional features that we extracted from WordNet are listed in table 7.3.
Note, that we also include features representing verb relations - features #21-
#26 in the table. This is so because UBIU also targeted verb coreference within
2http://wordnet.princeton.edu
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# Feature Description
15 C if both are nouns and mk is hyponym of mj ; I if both are nouns but mk is
not a hyponym of mj ; NA otherwise
16 C if both are nouns and mj is hyponym of mk ; I if both are nouns but mj is
not a hyponym of mk ; NA otherwise
17 C if both are nouns and mk is a partial holonym of mj ; I if both are nouns but
mk is not a partial holonym of mj ; NA otherwise
18 C if both are nouns and mj is a partial holonym of mk ; I if both are nouns but
mj is not a partial holonym of mk ; NA otherwise
19 C if both are nouns and mk is a partial meronym of mj ; I if both are nouns but
mk is not a partial meronym of mj ; NA otherwise
20 C if both are nouns and mj is a partial meronym of mk ; I if both are nouns but
mj is not a partial meronym of mk ; NA otherwise
21 C if both are verbs and mk entails mj ; I if both are verbs but mk does not entail
mj ; NA otherwise
22 C if both are verbs and mj entails mk ; I if both are verbs but mj does not entail
mk ; NA otherwise
23 C if both are verbs and mk is a hypernym of mj ; I if both are verbs but mk is
not a hypernym of mj ; NA otherwise
24 C if both are verbs and mj is a hypernym of mk ; I if both are verbs but mj is
not a hypernym of mk ; NA otherwise
25 C if both are verbs and mk is a troponym of mj ; I if both are verbs but mk is
not a troponym of mj ; NA otherwise
26 C if both are verbs and mj is a troponym of mk ; I if both are verbs but mj is
not a troponym of mk ; NA otherwise
Table 7.3: The supplemental features carrying semantic information about the mention
pair that we extracted from WordNet version 3.0 and used as an addition to
the base feature set in table 7.1.
IM MUC B3 CEAFE Av.
R P F1 R P F1 R P F1 R P F1 F1
B 62.71 38.66 47.83 30.59 24.65 27.30 67.06 62.65 64.78 34.19 40.16 36.94 43.01
E 62.72 39.09 48.16 30.63 24.94 27.49 66.72 62.76 64.68 34.19 39.90 36.82 43.00
Table 7.4: A comparison of the results achieved by the employment of the base (B) and
the extended (E) feature sets in the CoNLL 2011 shared task.
the CoNLL 2011 shared task. However, the latter fact is not of much interest
to the current discussion, since we want to concentrate more on the actual
feature set UBIU used in the CoNLL 2011 shared task with respect to nominal
coreference.
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The important and interesting part of our observations with respect to
system performance when this group of semantic features was added to the
base features is the fact that contrary to our expectations, using extended
semantic information does not improve the overall system performance. The
system performance is shown in table 7.4 as a comparison to the performance
achieved with the base feature set. Only on the mention level, we see a minimal
gain in precision. But this does not translate into any improvement on the
coreference level.
In general, the assumption is that deeper linguistic analysis leads to an
improved capability of the system to identify correctly the coreference relations
in the data. What our comparison showed is that this is not always the case.
However, the latter might be because of several different reasons:
• MBL is known to be sensitive to large feature sets with less indicative
features. This means that the semantic information might be more helpful
in an MBL approach if it is represented by less, but more informative
features.
• The supplementary feature set that we considered included also features
for verb coreference, which might lead to additional noise for the learner.
• WordNet is a big lexical database, but unfortunately not big enough for
tasks of this scale. It does not manage to provide the needed coverage,
meaning that it does not include all tokens in the data and even less a
complete set of the relations between the tokens we search for. This also
leads to less informative or even misleading features.
The best performing system in the CoNLL 2011 shared task, [Lee et al.,
2011], also reported that their semantic sieve that included information from
WordNet, Wikipedia infoboxes and Freebase records had a detrimental effect on
the overall performance of the system and was respectively not used in the final
system participation. The authors assume that this unexpected performance
could be changed via a different tuning for the sieve parameters. Unfortunately,
other approaches, such as [Sapena et al., 2011] that use WordNet features, do
not report the effect of the semantic features on the overall system performance
for the CoNLL 2011 shared task dataset. This makes it harder to draw further
conclusions on the use of WordNet for the task.
The fact that we discuss a set of features extracted from WordNet for
coreference resolution with respect to only one language, namely English, is
not a coincidence. Overall, semantic information is believed to increase the
system performance for all languages and not only for English. However,
ontologies that can provide information about the semantic relation for each of
the mention pairs is not always easily available for a wide range of languages.
Our comparison of the base and extended feature sets showed that even
WordNet is not sufficient for English, which is the language best supported
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by the project. The latter fact was confirmed by the implementation of the
successor of the CoNLL 2011 shared task, namely the CoNLL 2012 shared
task, for which Pradhan et al. [2012] reported that as a result of the lack of
resources and state-of-the-art tools, as well as time constraints, some layers
of information for the Chinese and Arabic portion of the data could not be
provided. Additionally, the use of WordNet within the closed track of the task
was also allowed only for the English language, since similar resources for
Arabic and Chinese do not provide comparable coverage.
7.1.2 Discussion
The general overview in the preceding section shows that almost all state-of-
the-art machine learning approaches to coreference resolution for English rely
on approximately identical feature sets such as the ones presented by Soon
et al. [2001], Ng and Cardie [2002a], Bengtson and Roth [2008]. Systems vary
to a great extent in the number of features they include in their sets ranging
between the 12 initial features of the Soon et al. [2001] set (e.g. [Lalitha Devi
et al., 2011, Zhou et al., 2011]) and the implementation of over 100 different
features as presented in [Sapena et al., 2011]. An interesting fact to note is
that there is no specific correlation between the number of features a system
uses and its overall coreference performance. Often, even if a given feature
is implemented within a given system, the form that is selected to represent
its values might not be very informative to the learning algorithm. For this
reason, it is highly important that features and their value representation are
thoroughly investigated and evaluated with respect to the learning method
they are employed with. Altogether, the latter is not a complex but rather highly
time consuming task, which leads to the fact that such evaluations are seldom
carried out and reported within state-of-the-art work. This is confirmed by the
approaches we reviewed in the previous section. Moreover, these approaches
targeted only a single language. Increasing the number of languages included
in the CR system leads to a drastic increase in the effort needed to evaluate
the separate features with respect to each language and machine learning
approach.
The overall lack of feature evaluation as well as the problem posed by
multilinguality on this subtask of coreference resolution motivates our further
explorations on the topic of feature selection within multilingual coreference
resolution.
7.2 features and their effect within the conll 2012
datasets
This section will address the issue of multilingual feature selection and evalu-
ation. We will employ the UBIU system in its implementation for the partic-
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# POS-based Type Feature Description
1
√
Lexical m j - the antecedent
2
√
m k - the mention to be resolved
3
√
C if both mentions are the same string; else I
4
√
C if one mention is a substring of the other; else I
5
√
C if both mentions are pronominal and are the same string; else I
6
√
C if both are non-pronominal and are the same string; else I
7
√
Grammatical C if m j is a pronoun; else I
8
√
NP type C if m k is a pronoun; else I
9
√
the concatenated values of feature 7 and feature 8
10
√
C if both are pronouns; I if neither is a pronoun; else U
11
√
C if both are proper nouns; I if neither is; else U
12 - D if m j is in a definite mention; I otherwise
13 - PR if m j is premodified, PO if it is postmodified; UN otherwise
14 - PR if m k is premodified, PO if it is postmodified; UN otherwise
15 - the concatenated values for feature 13 and 14
16 - Grammatical C if m j is within the subject; I-within an object; U otherwise
17 - function C if m k is within the subject; I-within an object; U otherwise
18 - C if both are within ARG0-ARG4; I-within ARGM; else U
19 - C if m j is within ARG0-ARG4; I-within ARGM; else U
20 - C if m k is within ARG0-ARG4; I-within ARGM; else U
21 - concatenated values for features 19 and 20
22 - the predicate argument label for m j
23 - the predicate argument label for m k
24 - Grammatical C if neither is embedded in a PP; I otherwise
25 - heuristic C if neither is embedded in a NP; I otherwise
26
√
Grammatical C if both mentions agree in number; else I
27 - agreement C if both mentions agree in gender; else I
28 - Semantic C if both mentions have the same speaker; I if they do not
29 - C if both mentions are the same named entity; I if they are not and U
if they are not assigned a named entity
30
√
Positional token distance between m j and m k
31
√
sentence distance between m j and m k
32
√
Other normalized levenstein distance for both mentions
33 - C if m j has been classified as singleton; I otherwise
Table 7.5: The features used by the coreference classifier of the UBIU system within its
participation in the CoNLL 2012 shared task. # lists the ID for each feature,
column POS-basedshows if the feature is (p ) or is not (-) part of the POS-based
feature set, column Typerepresents the separation of the feature group types
and column Feature Descriptionlists selection of values as well as description
of the feature.
ipation at the CoNLL 2012 shared task [Zhekova et al., 2012] as well as the
datasets provided by the task in order to evaluate the features that the system
uses. We include the full feature set that was considered within the CoNLL
2012 shared task, which is also listed in table 7.5. We separate the features
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of the full feature set in several aforementioned categories: Lexical features,
Grammatical features describing the NP type, Grammatical features describing
the function of the mention, Grammatical features extracted via heuristic rules,
Grammatical features for mention agreement, Semantic features, Positional
features and Other. These group types are given in table 7.5 in column Type.
The column POS-based of the table denotes if the given feature is considered as
being part of the POS-based feature set (
√
) or not (-).
The current section provides a thorough investigation of the performance
of the POS-based feature set and the full feature set (section 7.3). Following,
in section 7.4 we list a series of experiments in which we test the effect of
each of the feature groups from table 7.5 to the overall system performance by
removing this group from the full feature set. We show detailed system scores
and offer a comprehensive discussion for each of the targeted groups.
7.3 evaluation of performance of the pos-based and full
feature sets
7.3.1 Full Feature Set
The full feature set includes all features that we employed during our partici-
pation within the CoNLL 2012 shared task. We include all easily computable
features plus additional ones that require deeper analysis, such as semantic or
syntactic analysis of the data. We use various annotation layers provided by the
shared task, which enriches the overall system knowledge with respect to the
coreference problem. Our investigation will include a separate experiment for
each of the existing feature groups in which we will remove the given group
from the full feature set.
The results achieved by the MCR system on the CoNLL 2012 shared task
datasets with the use of the full feature set are listed in table 7.6. All inter-
mediate scores are reported from all evaluation metrics used by the scoring
software provided by the task. Additionally, a TOTAL score is computed that
is an average of the F-measures from the various evaluation metrics.
According to the figures presented in table 7.6 we can make several impor-
tant observations. Several aspects will be discussed for each of the achieved
intermediate results further on in the chapter in order to obtain an objective
comparison between the various groups of features in the implementation of
the UBIU multilingual coreference resolution system. We include the following
characteristics into our consideration: overall performance – general comments
about the performance of the feature set; recall vs. precision3 – analyses of
the difference in scores with respect to the changes of recall and precision.
This aims at investigating if some groups tend to improve/decrease system
performance only with respect to one of the metrics or with respect to both at
3This aspect is superfluous in this section, because we analyze the full feature set itself.
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AR EN ZH
R P F1 R P F1 R P F1
GM MD 100 100 100 100 100 100 100 100 100
MUC 37.88 77.89 50.97 67.69 76.59 71.86 49.64 76.24 60.13
B3 44.46 89.32 59.37 63.29 59.40 61.28 54.68 74.30 63.00
CEAFM 49.06 49.08 49.07 51.49 51.50 51.49 49.69 49.69 49.69
CEAFE 68.07 29.54 41.20 52.91 38.53 44.59 58.98 30.59 40.29
BLANC 57.59 79.94 60.85 69.85 62.03 63.98 68.93 62.89 65.11
TOTAL 52.29 58.64 55.64
GB MD 37.39 100 54.43 67.06 100 80.28 50.04 100 66.70
MUC 19.31 49.56 27.80 57.89 77.18 66.16 44.48 77.37 56.49
B3 34.69 80.98 48.57 56.05 67.46 61.23 51.74 77.90 62.18
CEAFM 37.20 37.20 37.20 50.35 50.35 50.35 48.00 48.00 48.00
CEAFE 56.81 22.25 31.98 56.94 31.58 40.63 58.34 27.38 37.27
BLANC 54.14 60.30 55.23 69.50 63.10 65.10 69.17 64.87 66.66
TOTAL 40.16 56.70 54.12
AM MD 17.34 70.55 27.83 61.06 64.65 62.80 44.87 71.69 55.19
MUC 11.80 52.62 19.27 48.20 48.47 48.34 37.76 54.94 44.76
B3 36.59 91.89 52.34 60.17 58.03 59.08 54.33 72.05 61.95
CEAFM 35.78 35.78 35.78 42.65 42.65 42.65 44.00 44.00 44.00
CEAFE 52.74 20.51 29.54 34.11 33.86 33.98 42.82 28.46 34.19
BLANC 52.48 71.88 53.01 64.07 58.83 60.50 63.98 60.66 62.03
TOTAL 37.99 48.91 49.39
Table 7.6: The results achieved by the UBIU coreference resolution system on the CoNLL
2012 shared task datasets with the use of the full feature set on the gold
mentions (GM), the gold boundaries (GB) and on auto mentions (AM). We
report the scores in terms of (P)recision, (R)ecall and (F)-measure from all
evaluation metrics and TOTAL denotes their averaged F-measures.
the same time; cross-lingual differences – which aims to investigate the effect
of the group of features on a cross-lingual level by a direct comparison among
the results of all three languages; mention detection3 – will discuss the changes
that can be observed for mention detection depending on the selection of the
feature set again with respect to the scores achieved by the full set of features.
overall performance – The full feature set leads to an overall perfor-
mance that corresponds to the participation of the UBIU system within
the CoNLL 2012 shared task. It ranges from a TOTAL score of 58.64 for
English when gold mentions (GM) are used to 37.99 for Arabic when
mentions are detected automatically (AM). As expected, the use of gold
mentions leads to the best overall scores, followed by the employment
of goldboundaries (GB) and finally, the worst performance is observed
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when mentions are detected automatically. Also worthwhile mentioning
is the fact that the decrease of the TOTAL scores across the three different
settings (GM, GB, AM) is seen for all evaluation metrics, but the largest
gap in general is reported by MUC. One explanation for this observation
can be found in connection to the sensitivity of the MUC metric to the
variation of fully detected coreference chains. The use of gold mentions is
not as complex a task as the use of auto mentions for any coreference sys-
tem. The GM set contains less mentions altogether and all the mentions
in it have the correct mention boundaries and spans. This means that
the CR system in use only needs to identify the correct chains. Increasing
the number of mentions, namely using the GB set, introduces all phrases
(including the singletons), which leads to a higher task complexity, di-
rectly mirrored by the lower scores for this setting. When UBIU uses the
AM set of mentions, the difficulty is increased by the errors introduced
by the mention detection procedure, such as wrong mention boundaries,
superfluous mentions, etc. which we discussed thoroughly in chapter 5.
As a result of the increased difficulty, the system does not manage to
create complete coreference chains. The coreference links that are iden-
tified build rather shorter and incomplete clusters, which has highest
significance for the MUC metric. This is one of the biggest drawbacks of
this evaluation metric, which we described in section 2.3.4.2.
cross-lingual differences – It is interesting to note that within almost
all settings (apart from GB for Arabic), the large differences across the
TOTAL scores of all languages within a given setting are mainly due
to the big gaps between the performance reported by the MUC metric.
This fact indicates that the MUC metric also has a higher cross-lingual
sensitivity than the rest of the evaluation metrics. We assume that the
latter is again caused by MUC’s higher scores for more complete chains or
overmerged entities. Arabic has a significantly larger number of mentions
in comparison to both English and Chinese, which makes it harder for
the system to identify all coreference links for a given entity. Therefore,
MUC’s score for this language is correspondingly a lot lower than the
scores for English or Chinese.
The results listed in table 7.6 are further included (highlighted in grey), for
better clarity and comparison, in the tables presenting the performance of the
various feature groups.
7.3.2 POS-based Feature Set
The motivation behind the POS-based feature set is relatively straightforward.
In it we include only features that can be solely derived from the text itself and
the POS annotation layer. Since POS information is generally widely available for
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a large number of languages, we assume that this will be the minimal setting
a system would be presented with. This allows us to evaluate a minimalistic
feature set on three typologically very different languages, such as Arabic,
Chinese and English. Such an investigation will show if a general expectation
about a comparable performance of the system for any given language can be
anticipated. A good system performance achieved on the POS-based feature
set will additionally motivate the further exploration of information-poor
multilingual approaches to coreference resolution. The set contains all the
features marked with
√
in column POS-based in table 7.5.
The results achieved by the UBIU coreference resolution system on the
CoNLL 2012 shared task datasets with the use of the POS-based feature set are
listed in table 7.7. The performance is again evaluated with respect to various
aspects:
overall performance – The overall performance of the POS-based feature
set is lower than the performance achieved via the use of the full set.
For Arabic we note an average decrease of 2.72 percent points across
all three settings. For English, the decline is 3.27 percent points and for
Chinese – 0.70 percent points. However, the POS-based set solely con-
sists of easily computable features that do not require deeper linguistic
analysis of the data and thus fewer provided annotation layers. Alto-
gether, the performance of the POS-based set shows that the trade-off
between annotation effort and performance ranges in a decrease in per-
formance from the full set between 0.45 percent points for Chinese in
the gold boundaries (GB) setting and and 3.88 percent points for English
in the gold mentions (GM) setting. This indicates that information-poor
approaches can be used with an approximate decrease of performance of
2 percent points as calculated by the results across the three languages we
target and all three evaluation settings. Depending on the application in
which multilingual CR is used, this trade-off could be highly acceptable
regarding the immense effort needed to provide training data with a
wide range of linguistic annotations. The latter is an important finding of
our investigation, since one of our main aims is to develop an approach
that is easily adaptable and applicable to all languages. As a multilingual
system, UBIU does not strive for best performance, but rather competitive
overall performance that can be achieved for any given language and
dataset with a minimum amount of linguistic annotations and annotation
effort. With the use of the POS-based feature set, this is made easier
without an unacceptable decrease of system performance.
recall vs. precision – With respect to the precision and recall that are
reported by the evaluation metrics in comparison to the full feature set,
there is again an interesting observation that is indicated by the figures
in table 7.7. It is not always the case that a lower F-score, caused by the
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AR EN ZH
R P F1 R P F1 R P F1
GM MD 100 100 100 100 100 100 100 100 100
full MUC 37.88 77.89 50.97 67.69 76.59 71.86 49.64 76.24 60.13
B3 44.46 89.32 59.37 63.29 59.40 61.28 54.68 74.30 63.00
CEAFM 49.06 49.08 49.07 51.49 51.50 51.49 49.69 49.69 49.69
CEAFE 68.07 29.54 41.20 52.91 38.53 44.59 58.98 30.59 40.29
BLANC 57.59 79.94 60.85 69.85 62.03 63.98 68.93 62.89 65.11
TOTAL 52.29 58.64 55.64
GM MD 100 100 100 100 100 100 100 100 100
POS-based MUC 34.85 79.12 48.39 71.16 77.44 74.17 52.91 76.97 62.71
B3 43.27 91.07 58.67 69.54 51.02 58.86 57.82 69.84 63.27
CEAFM 48.25 48.26 48.25 46.37 46.37 46.37 47.34 47.34 47.34
CEAFE 68.32 28.22 39.94 47.21 37.47 41.78 55.73 30.42 39.36
BLANC 56.38 80.81 59.16 66.47 56.56 52.63 68.50 58.32 60.24
TOTAL 50.88 54.76 54.58
GB MD 37.39 100 54.43 67.06 100 80.28 50.04 100 66.70
full MUC 19.31 49.56 27.80 57.89 77.18 66.16 44.48 77.37 56.49
B3 34.69 80.98 48.57 56.05 67.46 61.23 51.74 77.90 62.18
CEAFM 37.20 37.20 37.20 50.35 50.35 50.35 48.00 48.00 48.00
CEAFE 56.81 22.25 31.98 56.94 31.58 40.63 58.34 27.38 37.27
BLANC 54.14 60.30 55.23 69.50 63.10 65.10 69.17 64.87 66.66
TOTAL 40.16 56.70 54.12
GB MD 31.57 100 47.99 68.35 100 81.20 50.77 100 67.35
POS-based MUC 14.48 45.45 21.97 60.47 77.53 67.94 44.29 76.62 56.13
B3 32.71 84.23 47.12 60.64 60.89 60.77 52.28 76.93 62.26
CEAFM 34.70 34.70 34.70 47.01 47.02 47.02 47.35 47.35 47.35
CEAFE 55.98 20.48 29.99 53.50 31.34 39.52 57.93 27.29 37.10
BLANC 51.93 57.91 52.00 67.49 57.94 57.36 68.89 63.41 65.51
TOTAL 37.16 54.52 53.67
AM MD 17.34 70.55 27.83 61.06 64.65 62.80 44.87 71.69 55.19
full MUC 11.80 52.62 19.27 48.20 48.47 48.34 37.76 54.94 44.76
B3 36.59 91.89 52.34 60.17 58.03 59.08 54.33 72.05 61.95
CEAFM 35.78 35.78 35.78 42.65 42.65 42.65 44.00 44.00 44.00
CEAFE 52.74 20.51 29.54 34.11 33.86 33.98 42.82 28.46 34.19
BLANC 52.48 71.88 53.01 64.07 58.83 60.50 63.98 60.66 62.03
TOTAL 37.99 48.91 49.39
AM MD 10.28 71.48 17.98 57.22 59.06 58.13 43.36 65.38 52.14
POS-based MUC 6.59 54.13 11.75 44.83 43.28 44.04 34.80 49.98 41.03
B3 33.05 95.87 49.15 61.79 53.71 57.47 54.71 72.17 62.24
CEAFM 32.72 32.72 32.72 38.68 38.68 38.68 43.67 43.67 43.67
CEAFE 54.15 18.35 27.41 31.04 32.44 31.72 42.06 29.23 34.49
BLANC 51.01 71.63 50.13 61.59 54.12 53.94 62.78 62.39 62.58
TOTAL 34.23 45.17 48.80
Table 7.7: UBIU’s results on the CoNLL 2012 datasets with the use of the POS-based
feature set on the gold mentions (GM), the gold boundaries (GB) and on
auto mentions (AM). We report the scores in terms of (P)recision, (R)ecall
and (F)-measure from all evaluation metrics. TOTAL denotes their averaged
F-measures. In grey the performance of the full feature set is listed.
198 feature se lect ion for mu lt i l ingua l coreference reso lut ion
use of the POS-based feature set, is formed by both lower recall and
lower precision. The fact that both variations are present (for example,
for Arabic in the GM setting – MUC, B3 and BLANC report lower recall
but higher precision; in other cases, as for English in the automentions
(AM) setting, the same metrics show increase in recall, but decrease in
precision) makes it harder to draw a conclusion about the actual effect of
the change in the feature set. Moreover, because the evaluation metrics
have a highly different nature, their results often disagree in the change
of precision vs. recall. For our investigation, this change is important,
because often enough there is a preference for either a higher precision
or a higher recall depending on the NLP application the system is used in.
However, for the lack of agreement between the metrics no meaningful
conclusions can be drawn.
cross-lingual differences – Similar to the observations we had on the
performance of the full set, the MUC metric is most sensitive to the
changes of the resolution approach. In general, the overall tendencies of
TOTAL system performance across all three languages remain the same
with respect to the decrease of scores for all GM, GB and AM settings.
Yet, we can find an interesting occurrence. Across the three settings an
average of 2.72 percent points of decrease is observed for Arabic, 3.27
is the decrease for English and 0.70 percent points for Chinese. These
figures show that the POS-based set has a different effect on the system
performance depending on the language. While the deviation is not
overly large, it shows that the lack of more linguistically informative
features is more harmful to some languages, as English in this case,
and less to others, as Chinese. From the results within this evaluation
setting, it is not clear to what degree the various features that were
left out (excluded from the full feature set) affect the language-specific
performance. Even though we achieved a highly competitive performance
with a minimalistic feature set, such as the POS-based set, we consider
it important to know which group of features carries most indicative
information for the MBL classifier. For this reason, we offer a more detailed
analysis of the various types of features in section 7.4.
mention detection – With respect to MD, there are changes only for the
GB and AM settings. This happens, since when goldmentions are used
the system does not remove any singletons from the set of mentions after
the resolution process (see chapter 5). The use of gold boundaries and
the POS-based feature set leads to a decrease of 5.82 percent points for
MD recall for Arabic, while for both English (with 1.41 percent points)
and Chinese (with 0.73 percent points) the recall increases. Precision
is stable for this setting, since this mirrors the gold annotations of the
boundaries/spans of the used mentions. For the auto mentions (AM)
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setting, as we previously introduced, neither the boundaries nor the
complete set of mentions is defined by the annotations. Within that
setting both precision and recall as well as the calculated F-measures
for MD are lower, apart from the slight improvement in precision (0.93
percent points) for Arabic. The improvement in mention detection is
important to us, because a better performance means that the system
can better identify the actually coreferent mentions. Additionally, from
the TOTAL score, we can conclude that for the GB setting for English
and Chinese, UBIU better identifies the set of singletons, but does not
improve on the correct coreference links between the set of coreferent
mentions. Thus the MD scores are higher, but the TOTAL figures lower.
However, this observation is not valid for the AM setting (the most
realistic and objective setting, because the system needs to implement the
full pipeline), which does not confirm any specific effect of the POS-based
set on the mention detection capabilities of the multilingual coreference
resolution procedure. This finding has an overall positive meaning for
our work, because the POS-based feature set includes very simplistic and
easily computable features that do not harm the capability of the system
to identify the set of mentions participating in the coreference chains.
7.4 evaluation of performance loss per feature group
The comparison between the full and the POS-based feature sets that we
presented in section 7.3 showed that the POS-based feature set leads to a very
moderate decrease in system performance and that it could be used even
when only POS information is provided as an annotation layer of the given
dataset. However, our investigation did not lead to any further conclusive
remarks about the effect of the various features on the system performance.
Furthermore, we showed, that the tendencies vary across the languages, which
means that a deeper analysis of feature selection is needed to carry out a
better categorization of the various feature groups and their effect on the
separate languages. Such an evaluation would provide a deeper knowledge
on the informativeness of the features or feature types, which can be used
by multilingual systems that aim to gain an optimal language dependent
performance.
For this reason, the current section presents a distinct experimental setting
for each of the separate groups of features listed in table 7.5. Each setting uses
the full feature set from which the given group of features is excluded in order
to determine its informativeness for the CR pipeline. Section 7.4.1 discusses
the group of lexical features, section 7.4.2 observes the effect of the grammatical
NP type features on the system performance. Following (in section 7.4.3),
we show the performance when the set of grammatical function features is
excluded from the full set of features, section 7.4.4 covers grammatical heuristic
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features, section 7.4.5 – grammatical agreement features, section 7.4.6 discusses
the semantic feature set, in section 7.4.7 we show the effect of the small set of
positional features and finally in section 7.4.8 we present our observations when
the class of features listed as other in table 7.5 is removed.
7.4.1 Lexical
The current section will investigate the effect of the lexical group of features.
These are features #1 – #6 from table 7.5, which include the tokens of the
anaphor and the antecedent, as well as string-match information about these
tokens. Lexical features are an essential part of each state-of-the-art coreference
resolution system, since they can always be easily computed from the under-
lying text in the datasets. We will evaluate the informativeness of this set of
features by removing it from the full set of features and observing the change
in overall system performance. For convenience, we will further call this set
Full minus Lexical (F-L) feature set. The rest of the system settings and the
data that is used are kept the same.
The results that the UBIU multilingual coreference resolution system
achieves with the F-L set are listed in table 7.8. Again, we report the fig-
ures in the same manner as for the full and POS-based feature sets and keep
the conventions that we previously introduced. The performance of the MCR
system using the full feature set is also provided for better comparison (high-
lighted in grey in table 7.8). Similar to our discussion in the previous section,
we will consider the following aspects within the analysis of the results pre-
sented in table 7.8: overall performance, recall vs. precision, cross-lingual
differences and mention detection. This will allow us to observe the effect of
this type of features from different perspectives and gain a more objective
general evaluation.
overall performance – Regarding the overall evaluation we can again
note interesting changes in TOTAL scores. There is an overall increase
in the scores of 0.22 percent points for Arabic as well as a decrease
of 2.47 percent points for English and 1.83 percent points for Chinese.
While the POS-based feature set showed a detrimental effect on the
system performance, the use of the F-L set, shows slightly different
tendencies. It leads to a decrease in performance for English and Chinese,
while for Arabic the scores improve. This shows that lexical features for
Arabic are more noisy rather than informative for the memory-based
learner, because their exclusion from the full feature set leads to better
TOTAL system performance. The latter is presumably caused by the
morphological richness of the Arabic language and the fact that every
root in classical Arabic may lead to a large number of different word forms
and senses. The detrimental effect of the F-L group of features for Arabic
is an important finding, since lexical features are a well-established part of
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AR EN ZH
R P F1 R P F1 R P F1
GM MD 100 100 100 100 100 100 100 100 100
full MUC 37.88 77.89 50.97 67.69 76.59 71.86 49.64 76.24 60.13
B3 44.46 89.32 59.37 63.29 59.40 61.28 54.68 74.30 63.00
CEAFM 49.06 49.08 49.07 51.49 51.50 51.49 49.69 49.69 49.69
CEAFE 68.07 29.54 41.20 52.91 38.53 44.59 58.98 30.59 40.29
BLANC 57.59 79.94 60.85 69.85 62.03 63.98 68.93 62.89 65.11
TOTAL 52.29 58.64 55.64
GM MD 100 100 100 100 100 100 100 100 100
F-L MUC 38.26 77.53 51.23 65.11 76.22 70.23 47.68 74.36 58.10
B3 44.85 88.83 59.60 59.87 61.92 60.88 53.24 72.95 61.56
CEAFM 49.47 49.48 49.47 50.55 50.55 50.55 47.52 47.52 47.52
CEAFE 68.18 29.80 41.48 53.46 36.41 43.32 57.33 29.35 38.82
BLANC 57.47 78.82 60.64 67.61 62.21 63.96 67.77 61.77 63.90
TOTAL 52.48 57.79 53.98
GB MD 37.39 100 54.43 67.06 100 80.28 50.04 100 66.70
full MUC 19.31 49.56 27.80 57.89 77.18 66.16 44.48 77.37 56.49
B3 34.69 80.98 48.57 56.05 67.46 61.23 51.74 77.90 62.18
CEAFM 37.20 37.20 37.20 50.35 50.35 50.35 48.00 48.00 48.00
CEAFE 56.81 22.25 31.98 56.94 31.58 40.63 58.34 27.38 37.27
BLANC 54.14 60.30 55.23 69.50 63.10 65.10 69.17 64.87 66.66
TOTAL 40.16 56.70 54.12
GB MD 38.66 100 55.76 63.52 100 77.69 47.50 100 64.41
F-L MUC 20.03 49.94 28.59 53.65 74.90 62.52 41.10 75.52 53.23
B3 34.98 80.25 48.72 51.33 67.58 58.35 49.15 78.51 60.46
CEAFM 37.17 37.17 37.17 46.04 46.04 46.04 45.88 45.88 45.88
CEAFE 56.65 22.44 32.15 53.54 28.01 36.78 57.73 26.09 35.94
BLANC 54.01 59.18 55.00 64.70 61.44 62.68 66.48 64.69 65.52
TOTAL 40.33 53.27 52.21
AM MD 17.34 70.55 27.83 61.06 64.65 62.80 44.87 71.69 55.19
full MUC 11.80 52.62 19.27 48.20 48.47 48.34 37.76 54.94 44.76
B3 36.59 91.89 52.34 60.17 58.03 59.08 54.33 72.05 61.95
CEAFM 35.78 35.78 35.78 42.65 42.65 42.65 44.00 44.00 44.00
CEAFE 52.74 20.51 29.54 34.11 33.86 33.98 42.82 28.46 34.19
BLANC 52.48 71.88 53.01 64.07 58.83 60.50 63.98 60.66 62.03
TOTAL 37.99 48.91 49.39
AM MD 18.81 71.88 29.82 56.22 63.12 59.47 42.88 71.53 53.62
F-L MUC 12.43 52.66 20.11 41.65 44.55 43.05 34.00 51.91 41.09
B3 36.71 91.56 52.41 55.72 59.69 57.64 51.37 72.25 60.05
CEAFM 35.86 35.86 35.86 39.13 39.14 39.14 42.12 42.12 42.12
CEAFE 52.68 20.72 29.75 32.70 30.06 31.32 42.77 27.33 33.35
BLANC 52.66 72.07 53.32 58.77 57.02 57.73 60.44 61.14 60.78
TOTAL 38.29 45.78 47.48
Table 7.8: UBIU’s results on the CoNLL 2012 datasets with the use of the F-L feature set
on the goldmentions (GM), the goldboundaries (GB) and on automentions
(AM). We report the scores in terms of (P)recision, (R)ecall and (F)-measure
from all evaluation metrics. TOTAL denotes their averaged F-measures. In
grey the performance of the full feature set is listed.
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all state-of-the-art feature sets for coreference resolution (see section 7.1).
Moreover, previous work in the field of coreference resolution [Björkelund
and Nugues, 2011] indicates that lexical features carry information that is
highly valuable to the CR resolver. Yet, the authors based their study on
the CoNLL 2011 shared task dataset, which included only English data
and thus there is no indication about the helpfulness of this set of features
on a multilingual level. Our results show that lexical features may be
informative for some languages (e.g. English and Chinese), but not for all
(e.g. Arabic). We assume that languages that are highly morphologically
rich, as Arabic, will also lead to similar performance.
recall vs. precision – There are no particular cases that lead to abnormal
scores for precision or recall which shows that the F-L feature group does
not lead to any specific behaviour of the system.
cross-lingual differences – For Arabic, the F-L set leads to higher TOTAL
scores across all three evaluation settings (GM – increase of 0.19 percent
points, GB – 0.17 percent points and AM – 0.30). This tendency is not kept
for English and Chinese, for which the TOTAL scores are lower across
all evaluation settings. Similar to our observations on the POS-based
set, English shows highest deviations from the performance of the full
feature set. As a whole, the cross-lingual comparison of the results shows,
that the F-L feature set, and respectively all other groups of features,
should be reevaluated for each separate language and system setting in
order for the actual informativeness of the features in the given context
to be determined. This is also an important overall finding of our inves-
tigation, because it shows that only information-poor approaches can
achieve language independent behaviour. Information-rich approaches
and especially those that aim at optimal system performance for all tar-
geted languages need to be optimized via a language dependent feature
selection that depicts the proper groups of features per given language.
mention detection – When we look at the results for mention detection
we can again analyze the differences between GB and AM for the two
feature sets. The results in table 7.8 indicate another issue interesting to
us. The overall better coreference performance for Arabic is also mirrored
in the mention detection figures for this language when the GB scores
are considered, leading to an improvement from an F-measure of 54.43%
to 55.76% (gaining 1.33 percent points) and an improvement from an
F-measure of 27.83% to 29.82% (gaining 1.99 percent points) for the AM
setting. For English, MD decreases with 2.59 percent points for the GB
setting and with 1.53 percent points for the AM setting. Similar to English,
Chinese also shows a detrimental effect of the feature set on mention
detection with respect to both settings – 2.29 percent points lower for
GB and 1.57 percent points lower for AM. This fact can be an indicator
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that mention detection is tightly correlated to coreference resolution and
that the performance of both depend on each other. The fact that the MCR
system better identifies the coreference links allows for a more accurate
removal of singletons from the final output. However, this relation does
not always hold, as can be seen for example for English and Chinese and
the GB setting for the POS-based feature set. Thus, we will continue our
observation of this correlation for all feature sets we are further on going
to explore in order to be able to reach a more conclusive judgment about
the topic.
7.4.2 Grammatical NP type
The next set of features that we would like to examine is the full set without the
set marked as grammatical NP type in table 7.5 (further referred to as F-GNPt),
which includes features #7 through #15 from the table. These are features that
determine the type of noun phrase that both the antecedent and the anaphor
are – if they are pronominal, proper nouns, definite, pre-modified or post-
modified, or not modified at all, etc. Grammatical NP type features are also a
substantial part of state-of-the-art feature sets for coreference resolution. They
are easily computable and could be achieved solely by the POS annotation layer.
For this reason, grammatical NP type features are also partially included in our
POS-based set of features. However, in the POS-based set we do not consider
features #12 through #15, because they require language-specific knowledge
and adaptation, which is against our motivation for an easily implementable
and language independent POS-based feature set.
In table 7.9, we list the detailed scores from all evaluation metrics for the
evaluation setting of the F-GNPt set. The results should determine whether or
not this group is informative for the multilingual coreference resolver and to
what degree it is helpful across the three languages that we target. The figures
in the table again show information that is valuable for our investigation. We
examine the following aspects:
overall performance – The overall performance of UBIU is substantially
affected by the loss of the features that contain information about the
grammatical type of the anaphor and the antecedent. The scores vary
considerably with a decrease of 1.71 percent points for Arabic and an
increase of 3.08 percent points for English and 3.65 percent points for
Chinese. These figures show that the F-GNPt feature set is highly impor-
tant for the coreference resolver and could lead to a higher amplitude
deviation of the scores in comparison to the performance achieved by
the full feature set. What is specifically surprising here, is the fact that
for English and Chinese the results improve with the use of the F-GNPt
feature set. This was not what we had expected, as this group of features
is generally believed to be very important for coreference resolution and
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AR EN ZH
R P F1 R P F1 R P F1
GM MD 100 100 100 100 100 100 100 100 100
full MUC 37.88 77.89 50.97 67.69 76.59 71.86 49.64 76.24 60.13
B3 44.46 89.32 59.37 63.29 59.40 61.28 54.68 74.30 63.00
CEAFM 49.06 49.08 49.07 51.49 51.50 51.49 49.69 49.69 49.69
CEAFE 68.07 29.54 41.20 52.91 38.53 44.59 58.98 30.59 40.29
BLANC 57.59 79.94 60.85 69.85 62.03 63.98 68.93 62.89 65.11
TOTAL 52.29 58.64 55.64
GM MD 100 100 100 100 100 100 100 100 100
F-GNPt MUC 33.55 75.37 46.43 64.42 80.52 71.58 49.05 80.67 61.01
B3 42.16 88.98 57.22 59.61 72.54 65.45 53.90 82.48 65.19
CEAFM 46.74 46.76 46.75 56.86 56.87 56.86 53.61 53.61 53.61
CEAFE 66.11 27.48 38.82 62.84 38.30 47.60 63.67 31.18 41.86
BLANC 56.81 77.62 59.67 70.92 67.88 69.20 69.89 69.58 69.73
TOTAL 49.78 62.14 58.28
GB MD 37.39 100 54.43 67.06 100 80.28 50.04 100 66.70
full MUC 19.31 49.56 27.80 57.89 77.18 66.16 44.48 77.37 56.49
B3 34.69 80.98 48.57 56.05 67.46 61.23 51.74 77.90 62.18
CEAFM 37.20 37.20 37.20 50.35 50.35 50.35 48.00 48.00 48.00
CEAFE 56.81 22.25 31.98 56.94 31.58 40.63 58.34 27.38 37.27
BLANC 54.14 60.30 55.23 69.50 63.10 65.10 69.17 64.87 66.66
TOTAL 40.16 56.70 54.12
GB MD 35.19 100 52.06 68.94 100 81.62 53.93 100 70.07
F-GNPt MUC 18.05 49.94 26.52 58.41 81.12 67.92 47.37 82.27 60.12
B3 34.45 82.80 48.66 53.97 77.21 63.53 52.42 84.62 64.73
CEAFM 36.71 36.71 36.71 54.76 54.76 54.76 53.07 53.07 53.07
CEAFE 56.44 21.51 31.15 64.59 34.00 44.55 64.14 30.13 41.00
BLANC 53.60 62.08 54.58 69.37 68.30 68.81 69.33 70.62 69.95
TOTAL 39.52 59.91 57.77
AM MD 17.34 70.55 27.83 61.06 64.65 62.80 44.87 71.69 55.19
full MUC 11.80 52.62 19.27 48.20 48.47 48.34 37.76 54.94 44.76
B3 36.59 91.89 52.34 60.17 58.03 59.08 54.33 72.05 61.95
CEAFM 35.78 35.78 35.78 42.65 42.65 42.65 44.00 44.00 44.00
CEAFE 52.74 20.51 29.54 34.11 33.86 33.98 42.82 28.46 34.19
BLANC 52.48 71.88 53.01 64.07 58.83 60.50 63.98 60.66 62.03
TOTAL 37.99 48.91 49.39
AM MD 13.05 71.21 22.06 63.38 62.91 63.14 48.83 68.63 57.06
F-GNPt MUC 9.07 54.54 15.55 49.73 49.48 49.61 40.80 56.16 47.26
B3 34.54 94.16 50.55 61.37 62.41 61.88 56.95 74.90 64.71
CEAFM 33.90 33.90 33.90 45.72 45.72 45.72 47.76 47.76 47.76
CEAFE 53.16 19.07 28.07 36.37 36.61 36.49 44.63 31.87 37.18
BLANC 51.97 73.49 52.02 64.86 62.53 63.56 65.43 66.94 66.15
TOTAL 36.02 51.45 52.61
Table 7.9: UBIU’s results on the CoNLL 2012 datasets with the use of the F-GNPt feature
set on the goldmentions (GM), the goldboundaries (GB) and on automentions
(AM). We report the scores in terms of (P)recision, (R)ecall and (F)-measure
from all evaluation metrics. TOTAL denotes their averaged F-measures. In
grey the performance of the full feature set is listed.
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is thus often included in state-of-the-art feature sets. Another curious
observation is the big difference between the scores for Arabic. While the
use of the F-GNPt set leads to a decrease of scores of 2.51 percent points
in the GM setting, for the GB setting the reduction is only 0.64 percent
points. The surprising results are hard to explain since all of the features
in this particular set are linguistically well motivated and carry informa-
tion that is important for the problem. One possible reason would be the
fact that features #7 through #11 are redundant for the memory-based
classifier, since this information is contained in the lexical features (as
the tokens for the anaphor and the antecedent) and languages such as
English and Chinese that are not as morphologically rich as Arabic do
not need explicit features carrying this information. MBL is known to
be very sensitive to less informative features and thus morphologically
rich languages (e.g. Arabic) that have a large number of lexical surface
forms do not provide very informative lexical features (which we also
showed in the F-L section for this language) and can make better use of
the features included in the F-GNPt feature set.
This information once again confirms our observations that the infor-
mativeness of the separate sets of features are closely related to the
given evaluation setting, type of system, language selection and learning
algorithm.
recall vs. precision – The variation between the decrease in the GM
and GB setting for Arabic is also intriguing in regard to the recall and
precision figures reported by the evaluation metrics. For the GM setting,
the decrease is confirmed by all evaluation metrics used and via both
precision and recall figures. This gives a clear and mutually confirmed
indication that within this setting the F-GNPt set leads to a decrease
in system performance across the metrics and for both precision and
recall. This agreement is not as present in the GB and AM settings in
which the CEAF variants both report lower precision and recall, but the
rest of the metrics indicate rather lower recall and higher precision. The
latter finding is significant for our work, because the F-GNPt feature set
seems to carry important information mostly with respect to recall, thus
further use of the F-GNPt set for Arabic could be targeted when there is
a preference for higher precision than recall.
cross-lingual differences – The cross-lingual comparison of the figures
in table 7.9 was already discussed in the overall performance part of
this section. We depicted the division of languages on the basis of their
morphological richness. This is an important cross-lingual observation,
which is linguistically motivated and corresponds to the general expecta-
tions accompanied with the capabilities every MBL learner offers. These
findings should be further confirmed across a wider range of languages
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and language families, but they constitute an important part of our
investigation.
mention detection – With respect to mention detection, we can observe
a predictable performance, namely that a correlation exists between the
results achieved by the system for both mention detection and coreference
resolution. The figures in table 7.9 show that for this feature set an
increase in MD scores translates into an increase in CR performance. As
we already discussed in the previous section, this is not always the case
and there are no general tendencies that can be observed in the system
performance.
7.4.3 Grammatical Function
The set of features providing information about the grammatical function of
the anaphor and the antecedent is the next group that we will investigate. We
removed this group from the full feature set, which we further refer to as F-Gf.
F-Gf consists of features #16 through #23 from table 7.5. In order to have access
to such information, the data needs to be annotated with additional levels
of linguistic analysis, such as predicate-argument structure, predicate frame
set, etc. Deeper linguistic analysis is not easily available for every language,
which is the reason why we do not include features that are dependent on such
annotation layers in our POS-based feature set. The problem of availability of
annotation layers and respectively of state-of-the-art computational linguistic
tools to provide such annotations is also well demonstrated by the current
evaluation setting for the F-Gf feature set. While the gold data set for Arabic
contained predicate-argument information, the auto set did not include such
annotations [Pradhan et al., 2012]. Our experiments, though, make use of the
auto layers of the data and for this reason we will not be able to provide results
for Arabic in this particular experiment.
The system scores achieved by the F-Gf feature set for the two targeted
languages, English and Chinese, are presented in detail in table 7.10. The four
aspects that we consider in our examination follow below.
overall performance – The scores that UBIU achieves when the F-Gf
feature set is used show that the information that this group carries is
helpful to the multilingual memory-based coreference resolver. However,
a very curious fact is depicted by the scores for English with respect
to the three evaluation settings. According to the figures in table 7.10,
the F-Gf feature set does not show itself to be beneficial when gold
mentions are used in the pipeline – in other words, the lack of this set
leads to an increase in scores by 0.76 percent points. Within the GB and
AM settings, however, the scores for the given language decrease – 2.86
percent points for GB and 3.38 percent points for AM. This occurrence
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AR EN ZH
R P F1 R P F1 R P F1
GM MD 100 100 100 100 100 100 100 100 100
full MUC 37.88 77.89 50.97 67.69 76.59 71.86 49.64 76.24 60.13
B3 44.46 89.32 59.37 63.29 59.40 61.28 54.68 74.30 63.00
CEAFM 49.06 49.08 49.07 51.49 51.50 51.49 49.69 49.69 49.69
CEAFE 68.07 29.54 41.20 52.91 38.53 44.59 58.98 30.59 40.29
BLANC 57.59 79.94 60.85 69.85 62.03 63.98 68.93 62.89 65.11
TOTAL 52.29 58.64 55.64
GM MD * * * 100 100 100 100 100 100
F-Gf MUC * * * 67.13 77.38 71.89 53.62 76.51 63.05
B3 * * * 62.87 61.42 62.13 58.34 68.95 63.20
CEAFM * * * 52.32 52.32 53.32 47.63 47.63 47.63
CEAFE * * * 54.78 38.47 45.20 55.22 30.75 39.50
BLANC * * * 70.03 62.42 64.44 68.78 58.57 60.58
TOTAL * 59.40 54.79
GB MD 37.39 100 54.43 67.06 100 80.28 50.04 100 66.70
full MUC 19.31 49.56 27.80 57.89 77.18 66.16 44.48 77.37 56.49
B3 34.69 80.98 48.57 56.05 67.46 61.23 51.74 77.90 62.18
CEAFM 37.20 37.20 37.20 50.35 50.35 50.35 48.00 48.00 48.00
CEAFE 56.81 22.25 31.98 56.94 31.58 40.63 58.34 27.38 37.27
BLANC 54.14 60.30 55.23 69.50 63.10 65.10 69.17 64.87 66.66
TOTAL 40.16 56.70 54.12
GB MD * * * 70.56 100 82.74 52.77 100 69.08
F-Gf MUC * * * 63.37 77.53 69.74 46.82 76.85 58.19
B3 * * * 62.87 57.05 59.82 53.68 74.61 62.43
CEAFM * * * 45.58 45.59 45.59 47.36 47.36 47.36
CEAFE * * * 51.19 32.26 39.58 57.04 27.97 37.53
BLANC * * * 66.19 56.78 54.45 68.95 61.35 63.77
TOTAL * 53.84 53.86
AM MD 17.34 70.55 27.83 61.06 64.65 62.80 44.87 71.69 55.19
full MUC 11.80 52.62 19.27 48.20 48.47 48.34 37.76 54.94 44.76
B3 36.59 91.89 52.34 60.17 58.03 59.08 54.33 72.05 61.95
CEAFM 35.78 35.78 35.78 42.65 42.65 42.65 44.00 44.00 44.00
CEAFE 52.74 20.51 29.54 34.11 33.86 33.98 42.82 28.46 34.19
BLANC 52.48 71.88 53.01 64.07 58.83 60.50 63.98 60.66 62.03
TOTAL 37.99 48.91 49.39
AM MD * * * 62.18 59.82 60.98 45.91 64.45 53.62
F-Gf MUC * * * 49.89 44.53 47.06 37.68 49.22 42.69
B3 * * * 65.11 50.49 56.88 56.83 68.62 62.17
CEAFM * * * 38.89 38.89 38.89 43.01 43.01 43.01
CEAFE * * * 30.03 34.93 32.30 39.75 30.03 34.22
BLANC * * * 62.80 53.80 52.54 62.82 58.01 59.67
TOTAL * 45.53 48.35
Table 7.10: UBIU’s results on the CoNLL 2012 datasets with the use of the F-Gf feature
set on the goldmentions (GM), the goldboundaries (GB) and on automentions
(AM). We report the scores in terms of (P)recision, (R)ecall and (F)-measure
from all evaluation metrics. TOTAL denotes their averaged F-measures. In
grey the performance of the full feature set is listed. The evaluation settings
for Arabic, marked with *, are the ones for which no annotations for the
given feature set was provided.
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indicates that this group of features is more helpful when an increased
number of mentions is used by the system. This is not confirmed for
Chinese, but could be explained by the overall lower number of mentions
for this language. In fact, for English the difference in scores is quite
big, since it varies between an increase of performance of 0.76 percent
points for the GM setting and a decrease in performance of 3.38 percent
points for the AM setting. Even though the overall results for the two
languages as an average across the settings shows that the F-Gf group
has a positive effect on the performance, the results are not as clear and
indicative as for the F-GNPt group, especially with the lack of data for
Arabic. One explanation for the positive score for English could be the
fact that when gold mentions are used the performance of the system
for some feature groups is significantly different than within the other
two settings. This is an easily predictable behaviour, because the GM
setting contains a significantly different set of mentions than the GB or
AM settings. Furthermore, we already have seen several confirmations
of this assumption in our previous results. For example, the outcome
for Arabic and Chinese in the POS-based setting with a decrease per
setting as follows: GM – 1.41 percent points, GB – 3.00 percent points
and AM – 3.76 percent points for Arabic and GM – 1.06 percent points,
GB – 0.45 percent points and AM – 0.59 percent points for Chinese. The
F-L feature group also proved to lead to a different performance for the
GM setting with respect to what the system achieved for the GB and
AM settings. The decrease amounted to 0.85 percent points for GM, 3.43
percent points for GB and 3.13 percent points for AM. Such a distinctively
different behaviour clearly shows that the GM setting does not always
lead to similar system performance than the one achieved by GB and AM.
This fact indicates that a pipeline, such as the one we employ in our work,
cannot be optimized on one setting only and that the behaviour of the
system on a specific feature set for the GM setting cannot be predicted
on the basis of system output achieved from the GB and AM settings.
recall vs. precision – When recall and precision are concerned, the im-
provements in TOTAL scores for English within the GM setting, which
means that the system does not profit from the F-Gf feature set in that
setting, show similar tendencies. According to most metrics, the lack of
the F-Gf group in the feature set tends to increase precision rather than
recall. This is not the case for Chinese and the GM setting, which also
leads to the overall lower TOTAL score for this language, being reduced
from 55.64% to 54.79% (0.85 percent points). This outcome indicates that
knowing the grammatical function of either the anaphor or the antecedent
is more harmful rather than helpful with respect to recall for English
when the gold mentions are used.
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cross-lingual differences – Unlike the F-GNPt group, the results of the
F-Gf feature set do not show a big variation across the languages. For
English (which has the higher decrease) the scores are on average lower
with 1.83 percent points in comparison with the use of the full feature
set, while for Chinese the reduction is only 0.72 percent points. These
figures once again confirm our previous observations that each feature
group has a different effect on the system performance across the various
languages.
mention detection – Mention detection is once more to be compared only
for the GB and AM settings. The MD scores are interesting further, since
the general correlation between the MD and coreference performance is
not kept for both languages and settings. Namely, while the CR scores
for English and Chinese for the GB setting are decreased, the overall MD
F-measures are higher. This is counterintuitive, but we have observed
such a behaviour for the POS-based feature set already. This indicates that
the correlation is not confirmed by all of the evaluated feature sets and
settings. However, we will continue our observations on this particular
correlation for the rest of the feature groups in order to determine if such
exceptions do occur more often and what the causes for the changing
tendencies are.
7.4.4 Grammatical Heuristic
Section 7.4.4 will discuss the effect of a smaller feature group than the ones we
analyzed in the previous sections – the grammatical heuristic set of features.
The full set without the grammatical heuristic set of features is further referred
to as F-Gh. The grammatical heuristic group consist of only two separate
features that test if both mentions are embedded in a prepositional phrase or
in a noun phrase. In order to extract features of this type, we need a syntactic
parse of the data to be provided. The information is then further collected via
heuristic rules that are not language specific but rather dependent on the given
annotation layer.
All results achieved by the use of the F-Gh group as a feature set are listed
in table 7.11. The following section offers our analysis and detailed discussion
with respect to the new outcome and the overall conclusions that we can draw
out of the general system performance.
The figures that table 7.11 offers lead to some very surprising conclusions,
which are hardly categorizable in our predefined four aspects. The performance
that UBIU achieves when the F-Gh feature set is used is very interesting,
because there is absolutely no change (apart from the 0.01 percent points
decrease for English in the GB setting) in performance for any of the languages
and any of the three targeted settings. This shows that the two features within
this set do not carry important information for the memory-based learner,
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AR EN ZH
R P F1 R P F1 R P F1
GM MD 100 100 100 100 100 100 100 100 100
full MUC 37.88 77.89 50.97 67.69 76.59 71.86 49.64 76.24 60.13
B3 44.46 89.32 59.37 63.29 59.40 61.28 54.68 74.30 63.00
CEAFM 49.06 49.08 49.07 51.49 51.50 51.49 49.69 49.69 49.69
CEAFE 68.07 29.54 41.20 52.91 38.53 44.59 58.98 30.59 40.29
BLANC 57.59 79.94 60.85 69.85 62.03 63.98 68.93 62.89 65.11
TOTAL 52.29 58.64 55.64
GM MD 100 100 100 100 100 100 100 100 100
F-Gh MUC 37.88 77.89 50.97 67.69 76.59 71.86 49.64 76.24 60.13
B3 44.46 89.32 59.37 63.29 59.40 61.28 54.68 74.30 63.00
CEAFM 49.06 49.08 49.07 51.49 51.50 51.49 49.69 49.69 49.69
CEAFE 68.07 29.54 41.20 52.91 38.53 44.59 58.98 30.59 40.29
BLANC 57.59 79.94 60.85 69.85 62.03 63.98 68.93 62.89 65.11
TOTAL 52.29 58.64 55.64
GB MD 37.39 100 54.43 67.06 100 80.28 50.04 100 66.70
full MUC 19.31 49.56 27.80 57.89 77.18 66.16 44.48 77.37 56.49
B3 34.69 80.98 48.57 56.05 67.46 61.23 51.74 77.90 62.18
CEAFM 37.20 37.20 37.20 50.35 50.35 50.35 48.00 48.00 48.00
CEAFE 56.81 22.25 31.98 56.94 31.58 40.63 58.34 27.38 37.27
BLANC 54.14 60.30 55.23 69.50 63.10 65.10 69.17 64.87 66.66
TOTAL 40.16 56.70 54.12
GB MD 37.39 100 54.43 67.06 100 80.28 50.04 100 66.70
F-Gh MUC 19.31 49.56 27.80 57.89 77.18 66.16 44.48 77.37 56.49
B3 34.69 80.98 48.57 56.05 67.46 61.23 51.74 77.90 62.18
CEAFM 37.20 37.20 37.20 50.35 50.35 50.35 48.00 48.00 48.00
CEAFE 56.81 22.25 31.98 56.94 31.58 40.63 58.34 27.38 37.27
BLANC 54.14 60.30 55.23 69.50 63.10 65.10 69.17 64.87 66.66
TOTAL 40.16 56.69 54.12
AM MD 17.34 70.55 27.83 61.06 64.65 62.80 44.87 71.69 55.19
full MUC 11.80 52.62 19.27 48.20 48.47 48.34 37.76 54.94 44.76
B3 36.59 91.89 52.34 60.17 58.03 59.08 54.33 72.05 61.95
CEAFM 35.78 35.78 35.78 42.65 42.65 42.65 44.00 44.00 44.00
CEAFE 52.74 20.51 29.54 34.11 33.86 33.98 42.82 28.46 34.19
BLANC 52.48 71.88 53.01 64.07 58.83 60.50 63.98 60.66 62.03
TOTAL 37.99 48.91 49.39
AM MD 17.34 70.55 27.83 61.06 64.65 62.80 44.87 71.69 55.19
F-Gh MUC 11.80 52.62 19.27 48.20 48.47 48.34 37.76 54.94 44.76
B3 36.59 91.89 52.34 60.17 58.03 59.08 54.33 72.05 61.95
CEAFM 35.78 35.78 35.78 42.65 42.65 42.65 44.00 44.00 44.00
CEAFE 52.74 20.51 29.54 34.11 33.86 33.98 42.82 28.46 34.19
BLANC 52.48 71.88 53.01 64.07 58.83 60.50 63.98 60.66 62.03
TOTAL 37.99 48.91 49.39
Table 7.11: UBIU’s results on the CoNLL 2012 datasets with the use of the F-Gh feature
set on the goldmentions (GM), the goldboundaries (GB) and on automentions
(AM). We report the scores in terms of (P)recision, (R)ecall and (F)-measure
from all evaluation metrics. TOTAL denotes their averaged F-measures. In
grey the performance of the full feature set is listed.
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which is confirmed by all nine experimental settings for the evaluation of this
group. The outcome assertively indicates that these two features can be left out
for any other language that can be targeted within a similar system architecture
and resolution procedure. We would like to note that the number of features
within a given feature set does not necessarily stand in a correlation with the
informativeness of that set. In other words, even a set with one feature can lead
to a considerable change in scores if this feature carries information valuable
for the coreference resolver.
7.4.5 Grammatical Agreement
The next two features in table 7.5, #26 and #27, build the feature group for
grammatical agreement. These features describe if the mentions agree in either
number or gender. In fact, they are often considered as important features and
included in state-of-the-art feature sets. Unfortunately, number and gender
information is not always easily available when it is not included in the POS tags
or if the language does not follow easily derivable rules for their identification.
In our approach, we also use agreement information only if it is included in
the POS annotation layer (e.g. NN – is the POS tag for a singular noun and
NNS – the POS tag for plurals) or if we could use clues such as definite articles
for Arabic.
As in our previous evaluation settings, the results that the multilingual
coreference resolution system achieves via the employment of the full set
without the grammatical agreement features (F-Ga) are listed in detail in
table 7.12 on page 212. Similar to the F-Gh set, F-Ga also consists of only two
features. However, the performance that UBIU achieves with this set also leads
to a new and informative outcome. Our analysis of the outcome is listed below:
overall performance – The general system performance confirms our
previous findings that feature sets are informative to a different degree
to the memory-based learner across the languages and that for some
languages, such as Arabic in this case, the feature set is not informative
at all. What the figures in table 7.12 show is that for Arabic, the feature
set is not helpful, leading to 0.00 percent points change in TOTAL scores
for all three evaluation settings. However, this is not the case for English
and Chinese, for which the decrease in scores is considerably larger. It is
also important to note that unlike the F-Gh features, the number/gender
information is extracted in a different way for each of the three languages
because no annotation layer was included that provided this information
for all data sets consistently. This means that the informativeness of
the features could be improved by including consistent number/gender
annotations either as a separate annotation layer or combined with the
POS tagset.
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AR EN ZH
R P F1 R P F1 R P F1
GM MD 100 100 100 100 100 100 100 100 100
full MUC 37.88 77.89 50.97 67.69 76.59 71.86 49.64 76.24 60.13
B3 44.46 89.32 59.37 63.29 59.40 61.28 54.68 74.30 63.00
CEAFM 49.06 49.08 49.07 51.49 51.50 51.49 49.69 49.69 49.69
CEAFE 68.07 29.54 41.20 52.91 38.53 44.59 58.98 30.59 40.29
BLANC 57.59 79.94 60.85 69.85 62.03 63.98 68.93 62.89 65.11
TOTAL 52.29 58.64 55.64
GM MD 100 100 100 100 100 100 100 100 100
F-Ga MUC 37.88 77.89 50.97 65.99 75.46 70.41 50.58 75.72 60.65
B3 44.46 89.32 59.37 62.17 54.96 58.34 55.52 72.17 62.76
CEAFM 49.06 49.08 49.07 47.22 47.22 47.22 48.96 48.96 48.96
CEAFE 68.07 29.54 41.20 52.20 37.23 43.47 57.82 30.72 40.12
BLANC 57.59 79.94 60.85 65.10 56.99 56.38 68.52 60.82 63.19
TOTAL 52.29 55.16 55.14
GB MD 37.39 100 54.43 67.06 100 80.28 50.04 100 66.70
full MUC 19.31 49.56 27.80 57.89 77.18 66.16 44.48 77.37 56.49
B3 34.69 80.98 48.57 56.05 67.46 61.23 51.74 77.90 62.18
CEAFM 37.20 37.20 37.20 50.35 50.35 50.35 48.00 48.00 48.00
CEAFE 56.81 22.25 31.98 56.94 31.58 40.63 58.34 27.38 37.27
BLANC 54.14 60.30 55.23 69.50 63.10 65.10 69.17 64.87 66.66
TOTAL 40.16 56.70 54.12
GB MD 37.39 100 54.43 65.77 100 79.35 50.71 100 67.29
F-Ga MUC 19.31 49.56 27.80 56.60 74.96 64.50 44.93 76.33 56.57
B3 34.69 80.98 48.57 55.00 60.85 57.78 52.05 76.00 61.79
CEAFM 37.20 37.20 37.20 44.48 44.48 44.48 47.09 47.09 47.09
CEAFE 56.81 22.25 31.98 53.36 29.86 38.29 57.13 27.28 36.92
BLANC 54.14 60.30 55.23 64.25 57.06 57.08 68.54 62.81 64.95
TOTAL 40.16 52.43 53.46
AM MD 17.34 70.55 27.83 61.06 64.65 62.80 44.87 71.69 55.19
full MUC 11.80 52.62 19.27 48.20 48.47 48.34 37.76 54.94 44.76
B3 36.59 91.89 52.34 60.17 58.03 59.08 54.33 72.05 61.95
CEAFM 35.78 35.78 35.78 42.65 42.65 42.65 44.00 44.00 44.00
CEAFE 52.74 20.51 29.54 34.11 33.86 33.98 42.82 28.46 34.19
BLANC 52.48 71.88 53.01 64.07 58.83 60.50 63.98 60.66 62.03
TOTAL 37.99 48.91 49.39
AM MD 17.34 70.55 27.83 58.24 65.01 61.44 45.25 71.43 55.40
F-Ga MUC 11.80 52.62 19.27 45.23 46.64 45.93 37.55 53.80 44.23
B3 36.59 91.89 52.34 57.90 55.59 56.72 54.16 71.11 61.48
CEAFM 35.78 35.78 35.78 38.95 38.95 38.95 43.53 43.53 43.53
CEAFE 52.74 20.51 29.54 32.77 31.45 32.10 42.18 28.43 33.96
BLANC 52.48 71.88 53.01 59.74 54.21 54.47 63.29 59.76 61.16
TOTAL 37.99 45.63 48.87
Table 7.12: UBIU’s results on the CoNLL 2012 datasets with the use of the F-Ga feature
set on the goldmentions (GM), the goldboundaries (GB) and on automentions
(AM). We report the scores in terms of (P)recision, (R)ecall and (F)-measure
from all evaluation metrics. TOTAL denotes their averaged F-measures. In
grey the performance of the full feature set is listed.
7.4 evaluation of performance loss per feature group 213
recall vs. precision – For Arabic there is no change in TOTAL scores, as
well as no change in the ratio of precision and recall between the full
and the current feature set. When the results for English are observed,
we can note that the decrease in performance is distributed across both
precision and recall across all evaluation metrics, while this is not the
case for Chinese (e.g. recall increases for MUC and B3 in the GM and
GB settings). The latter shows that while the two agreement features are
clearly helpful for English, also confirmed by the highest variation in
scores, for Chinese their informativeness is limited and in cases harms
recall in favor of precision. Additionally these features seem not to be
informative for Arabic at all.
cross-lingual differences – The cross-lingual differences can be observed
again mainly with respect to the level with which the feature group is
informative to the given language. Across all settings, the F-Ga group
leads to 0.00 percent points change of TOTAL scores for Arabic, for
English the reduction is the highest observed across all previous and
further evaluations of the different feature sets – 3.68 percent points, while
for Chinese the lack of these two features lead to an overall reduction of
0.56 percent points.
mention detection – For Arabic there is no change of scores in any
of the settings and similar to previous settings we can compare only
recall for the GB setting and the complete scores for the AM setting
for English and Chinese. What the figures in table 7.12 show is that
for English and the GB setting there is a decrease in both mention
detection and coreference performance, while for Chinese in the same
setting mention detection shows higher scores for the new feature set.
Interestingly enough, the changes for the AM setting are not identical.
While recall is decreased for English, precision seems to profit from
the F-Ga set, but this improvement does not lead to an overall higher
F-measure for the mention detection score. For Chinese, we can observe
the opposite change, while MD recall increases for this language in the
AM setting, precision is slightly decreased. The deviations lead to an
overall higher F-measure for MD for Chinese, but lower coreference score.
These findings once more show that MD is important to the resolution
process, but is not the only factor that affects the system performance.
In other words, the CR pipeline can be influenced independently by
either MD or the actual ability of the system to identify the coreference
links between the mentions that were considered. A well performing
coreference resolution system, multilingual or not, is one that performs
well with respect to both aspects.
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7.4.6 Semantic
The set of semantic features also contains only two separate features. Feature
#28 shows if both mentions have the same speaker, while feature #29 indi-
cates if the mentions are the same named entity type or not. Similar to the
predicate-argument information, speaker and named entity annotations were
not provided within the auto set of the Arabic data. For this reason, we cannot
evaluate the performance of the full set minus the semantic features (F-S)
across all three languages, but again only with respect to English and Chinese.
However, in general both features are considered important for the coreference
resolution problem, specifically feature #29, the comparison between named
entities, because it is often the case that mentions that do not agree on their NE
class are seldom labeled as coreferent.
The detailed results for both English and Chinese are given in table 7.13 on
page 215. Note that the slots filled with * denote the lack of annotations and
correspondingly lack of different output (in comparison to the use of the full
feature set) for the Arabic language.
The discussion of scores in the current section will once more focus on the
four aspects we consider important and most indicative for the actual effect of
the used feature sets on the system performance.
overall performance – UBIU’s overall performance for English and Chi-
nese provides strong evidence that for a system, such as the one we
employ, namely one that uses memory-based learning, the two semantic
features lead to an improvement of the overall performance when ex-
cluded from the full feature set (i.e. the F-S feature set leads to better
system performance). In other words, the presence of the features in the
feature set in use has a detrimental effect on the system performance: For
English we have an increase in performance with 0.37 percent points for
the GM setting, 0.45 percent points for GB and 0.20 percent points for
AM; for Chinese, the GM setting improves with 0.18 percent points, GB
with 0.03 percent points and AM with 0.14 percent points.
recall vs. precision – There are no specific tendencies with respect to
precision and recall in connection to the increase of TOTAL scores for
both English and Chinese. All metrics behave differently across the
settings and use of mentions, which makes it hard to draw any sensible
conclusions for the effect of the given feature set.
cross-lingual differences – Unlike other feature groups, such as F-GNPt
or F-Ga, the deviation in scores is relatively small and in ranges similar
for both languages – 0.34 percent points is the average across all settings
for English and 0.12 percent points – for Chinese. This consistency and
similarity shows higher certainty that the use of these two semantic
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AR EN ZH
R P F1 R P F1 R P F1
GM MD 100 100 100 100 100 100 100 100 100
full MUC 37.88 77.89 50.97 67.69 76.59 71.86 49.64 76.24 60.13
B3 44.46 89.32 59.37 63.29 59.40 61.28 54.68 74.30 63.00
CEAFM 49.06 49.08 49.07 51.49 51.50 51.49 49.69 49.69 49.69
CEAFE 68.07 29.54 41.20 52.91 38.53 44.59 58.98 30.59 40.29
BLANC 57.59 79.94 60.85 69.85 62.03 63.98 68.93 62.89 65.11
TOTAL 52.29 58.64 55.64
GM MD * * * 100 100 100 100 100 100
F-S MUC * * * 67.45 76.91 71.87 49.48 76.10 59.97
B3 * * * 63.10 60.40 61.72 54.32 74.66 62.89
CEAFM * * * 52.08 52.08 52.08 49.98 49.98 49.98
CEAFE * * * 53.70 38.50 44.85 59.21 30.70 40.44
BLANC * * * 70.10 62.49 64.52 68.92 63.82 65.83
TOTAL * 59.01 55.82
GB MD 37.39 100 54.43 67.06 100 80.28 50.04 100 66.70
full MUC 19.31 49.56 27.80 57.89 77.18 66.16 44.48 77.37 56.49
B3 34.69 80.98 48.57 56.05 67.46 61.23 51.74 77.90 62.18
CEAFM 37.20 37.20 37.20 50.35 50.35 50.35 48.00 48.00 48.00
CEAFE 56.81 22.25 31.98 56.94 31.58 40.63 58.34 27.38 37.27
BLANC 54.14 60.30 55.23 69.50 63.10 65.10 69.17 64.87 66.66
TOTAL 40.16 56.70 54.12
GB MD * * * 67.26 100 80.42 49.75 100 66.45
F-S MUC * * * 58.26 77.78 66.62 44.20 77.75 56.36
B3 * * * 56.21 68.26 61.65 51.55 78.53 62.24
CEAFM * * * 50.98 50.98 50.98 48.14 48.14 48.14
CEAFE * * * 57.77 31.98 41.17 58.59 27.28 37.23
BLANC * * * 69.45 63.35 65.33 69.14 65.04 66.76
TOTAL * 57.15 54.15
AM MD 17.34 70.55 27.83 61.06 64.65 62.80 44.87 71.69 55.19
full MUC 11.80 52.62 19.27 48.20 48.47 48.34 37.76 54.94 44.76
B3 36.59 91.89 52.34 60.17 58.03 59.08 54.33 72.05 61.95
CEAFM 35.78 35.78 35.78 42.65 42.65 42.65 44.00 44.00 44.00
CEAFE 52.74 20.51 29.54 34.11 33.86 33.98 42.82 28.46 34.19
BLANC 52.48 71.88 53.01 64.07 58.83 60.50 63.98 60.66 62.03
TOTAL 37.99 48.91 49.39
AM MD * * * 60.38 64.51 62.38 44.65 72.00 55.12
F-S MUC * * * 48.18 48.76 48.47 37.29 55.11 44.48
B3 * * * 60.45 58.51 59.46 53.78 72.77 61.85
CEAFM * * * 42.99 42.99 42.99 44.20 44.20 44.20
CEAFE * * * 34.21 33.68 33.95 43.28 28.36 34.27
BLANC * * * 64.50 58.92 60.67 63.75 62.08 62.85
TOTAL * 49.11 49.53
Table 7.13: UBIU’s results on the CoNLL 2012 datasets with the use of the F-S feature set
on the goldmentions (GM), the goldboundaries (GB) and on automentions
(AM). We report the scores in terms of (P)recision, (R)ecall and (F)-measure
from all evaluation metrics. TOTAL denotes their averaged F-measures. In
grey the performance of the full feature set is listed. The evaluation settings
for Arabic, marked with *, are the ones for which no annotations for the
given feature set was provided.
216 feature selection for multilingual coreference resolution
features for other languages will have a detrimental effect on the system
scores.
mention detection – In almost all settings for which mention detection
can be compared, except GB for English, the increase in coreference
scores is not a result of improved mention detection. This fact confirms
that the F-S feature set has a direct effect on the capability of the UBIU
multilingual coreference resolution system to detect the coreference links
between the mention pairs, but not in the expected positive direction
(note that only a decrease in scores would have shown that the features
are informative to the learner).
7.4.7 Positional
Positional features are also often considered as easily implementable and not
dependent on various layers of annotation. For this reason, the two positional
features are again included in our POS-based set of features. Feature #30 calcu-
lates the token distance between the two mentions and feature #31 indicates
the sentence distance between them.
Once again we tested the effect of the given feature set for the performance
of the UBIU multilingual coreference resolution system by excluding this set
from the full feature set listed in table 7.5. We refer to the resulting set as F-P
further on in our work.
The following paragraphs examine the changes of the overall performance
of the system. We investigate if there are abnormal differences in recall and
precision figures, the cross-lingual conclusions that we can draw from the
numbers and as well our observations with respect to the correlation between
mention detection and coreference performance.
overall performance – The two positional features that we make use of
in the F-P feature set lead to an outcome both highly interesting and very
similar to previous results, such as the output for the F-GNPt feature set
for example. In general, the outcome shows that there is a big difference
between the influence of the feature set across the languages and as well
that for Arabic a striking gap across the three evaluation settings can
be observed. For Arabic the decrease in results (meaning that positional
features are informative for the Arabic CR learner) astonishingly reaches
10.00 percent points when gold mentions are used, while for GB and AM
the difference is less substantial – 2.70 percent points and 2.09 percent
points respectively. For English and Chinese the change leads to an
improvement in TOTAL scores (meaning that the F-P group is rather
uninformative and even harmful for the overall performance) within
a range of 0.06 percent points for AM and Chinese and 1.10 percent
points for English and the GB evaluation setting. This outcome once more
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AR EN ZH
R P F1 R P F1 R P F1
GM MD 100 100 100 100 100 100 100 100 100
full MUC 37.88 77.89 50.97 67.69 76.59 71.86 49.64 76.24 60.13
B3 44.46 89.32 59.37 63.29 59.40 61.28 54.68 74.30 63.00
CEAFM 49.06 49.08 49.07 51.49 51.50 51.49 49.69 49.69 49.69
CEAFE 68.07 29.54 41.20 52.91 38.53 44.59 58.98 30.59 40.29
BLANC 57.59 79.94 60.85 69.85 62.03 63.98 68.93 62.89 65.11
TOTAL 52.29 58.64 55.64
GM MD 100 100 100 100 100 100 100 100 100
F-P MUC 20.66 74.88 32.38 67.50 77.20 72.03 49.96 76.62 60.48
B3 36.26 93.38 52.24 63.77 60.03 61.85 54.96 74.26 63.17
CEAFM 39.87 39.89 39.88 51.75 51.75 51.75 49.83 49.83 49.83
CEAFE 60.76 21.43 31.68 53.90 38.41 44.86 59.12 30.70 40.42
BLANC 54.43 76.14 56.07 69.96 61.56 63.38 69.65 63.33 65.65
TOTAL 42.45 58.77 55.91
GB MD 37.39 100 54.43 67.06 100 80.28 50.04 100 66.70
full MUC 19.31 49.56 27.80 57.89 77.18 66.16 44.48 77.37 56.49
B3 34.69 80.98 48.57 56.05 67.46 61.23 51.74 77.90 62.18
CEAFM 37.20 37.20 37.20 50.35 50.35 50.35 48.00 48.00 48.00
CEAFE 56.81 22.25 31.98 56.94 31.58 40.63 58.34 27.38 37.27
BLANC 54.14 60.30 55.23 69.50 63.10 65.10 69.17 64.87 66.66
TOTAL 40.16 56.70 54.12
GB MD 14.59 100 25.47 67.83 100 80.83 49.83 100 66.51
F-P MUC 12.22 87.65 21.45 59.24 78.37 67.48 44.42 78.19 56.65
B3 32.64 98.40 49.02 57.40 68.32 62.39 51.53 78.91 62.34
CEAFM 35.42 35.42 35.42 51.59 51.59 51.59 48.38 48.38 48.38
CEAFE 58.50 18.34 27.93 58.01 32.52 41.67 59.35 27.61 37.69
BLANC 52.90 89.03 53.49 70.12 63.82 65.88 68.75 66.18 67.34
TOTAL 37.46 57.80 54.48
AM MD 17.34 70.55 27.83 61.06 64.65 62.80 44.87 71.69 55.19
full MUC 11.80 52.62 19.27 48.20 48.47 48.34 37.76 54.94 44.76
B3 36.59 91.89 52.34 60.17 58.03 59.08 54.33 72.05 61.95
CEAFM 35.78 35.78 35.78 42.65 42.65 42.65 44.00 44.00 44.00
CEAFE 52.74 20.51 29.54 34.11 33.86 33.98 42.82 28.46 34.19
BLANC 52.48 71.88 53.01 64.07 58.83 60.50 63.98 60.66 62.03
TOTAL 37.99 48.91 49.39
AM MD 12.00 61.89 20.10 61.96 64.50 63.21 45.52 72.02 55.78
F-P MUC 8.52 48.10 14.48 49.92 48.85 49.38 38.43 55.02 45.25
B3 35.63 93.21 51.56 61.65 57.13 59.31 54.49 71.44 61.82
CEAFM 33.96 33.96 33.96 42.97 42.97 42.97 43.80 43.80 43.80
CEAFE 51.39 19.32 28.09 33.33 34.32 33.82 42.37 28.49 34.07
BLANC 51.61 68.99 51.43 64.98 59.03 60.86 64.02 61.08 62.33
TOTAL 35.90 49.27 49.45
Table 7.14: UBIU’s results on the CoNLL 2012 datasets with the use of the F-P feature set
on the goldmentions (GM), the goldboundaries (GB) and on automentions
(AM). We report the scores in terms of (P)recision, (R)ecall and (F)-measure
from all evaluation metrics. TOTAL denotes their averaged F-measures. In
grey the performance of the full feature set is listed.
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confirms the fact that feature optimization should be approached on a
language dependent basis and that different system settings, such as the
use of diverse mention sets as in the GM, GB, AM settings, changes of the
machine learning algorithm, etc. should also be respectively anticipated.
recall vs. precision – Observing the figures for Arabic, we can see that
when gold mentions are used, the loss of information seems to be highly
influential in comparison to the case where only gold boundaries are
made use of and even less for auto mentions. The recall and precision
figures in this case are also very informative, because we can see that
in general for Arabic the drastic change in scores is a result of majorly
decreased recall and not this much decreased or in cases even increased
precision figures. A very good example of this ratio is presented by the
MUC metric across all evaluation settings, for which recall is in general
decreased more than precision. Moreover, for the GB evaluation setting a
surprising improvement of precision by 38.09 percent points (from 49.56%
when the full feature set is used to 87.65% when F-P is employed) does
not manage to lead to an overall higher F-measure with a recall that is
decreased only with 7.09 percent points. These results are important to
keep in mind, since increase in precision in this evaluation setting and
especially in the GB case, means that positional features are important
for Arabic not only, but mostly, with respect to precision.
cross-lingual differences – Our cross-lingual analysis of the scores con-
centrates on the high difference in averaged TOTAL scores. While Arabic’s
performance decreases with 4.93 percent points across all settings, the
figures for English and Chinese improve with 0.53 percent points and
0.23 percent points on average. This huge difference between Arabic on
the one side and English and Chinese on the other, confirms a fact that
we could observe in other evaluation settings as well, such as F-L, F-GNPt
and even F-Ga. System performance for English and Chinese is shown to
lead to similar or closer scores than the ones the system achieves for the
Arabic language. All three languages are typologically very different, but
again one reason for this immense difference may be the large variation
in the number of mentions per data set overall. Arabic has an exceedingly
noun-phrase rich syntactic structure, which increases the complexity of
the task for the memory-based learner. Thus, we assume that this is the
main cause for the overall lower system performance reported for this
language. Additionally, not all annotation layers were provided for Ara-
bic, which may put different weights on the various feature collections
and their direct effect to the MCR process.
mention detection – With respect to mention detection there are no new
insights that this specific setting can give us. For Arabic the decrease
in coreference scores is also connected to decrease in mention detection
7.4 evaluation of performance loss per feature group 219
figures, while for English the change is connected to an increase in both
results. For Chinese and the GB setting the improvement in coreference
scores is not accompanied by growth of mention detection figures, while
for the AM evaluation setting both F-scores are increased.
7.4.8 Other
The last set of features that we want to evaluate is the one listed as other in
table 7.5. This is a small set of two separate features: feature #32 indicating
the normalized levenstein distance between the two tokens in the mention
pair and feature #33, which is a learned feature, showing if the antecedent has
already been classified by the system as singleton. The first feature is easily
computable for any mention pair and does not require any specific annotation
layer, nor more complex calculations. However, the extraction or computation
of feature #33 is a complex problem on its own, since a separate classifier
needs to be trained in order to label each mention as either being a singleton
or not [Zhekova et al., 2012]. The singleton classifier is trained, based on the
features listed in table 7.15, which we used in the participation of the UBIU
multilingual coreference resolution system in the CoNLL 2012 shared task. The
full set without feature #32 and #33 is further referred to as F-O.
The results that the multilingual coreference resolution system UBIU
achieves when the F-O feature set is made use of are listed in table 7.16.
The following paragraphs include our interpretation of the figures.
overall performance – The highest decrease in performance is observed
for Arabic and the GM setting with a change of 1.85 percent points.
However, the GB and AM settings for this language are less harmed by
the lack of information provided by the features. On the contrary, English
and Chinese seem to profit from the lack of the feature group within the
GM setting and vice versa, the system reaches decreased scores for the
latter two languages and the GB and AM setting. This shows once more,
similar to the F-P setting for Arabic and F-Gf setting for English, that
the evaluation setting for which gold mentions are used, seems to lead
to most controversial results across the languages and feature groups.
One very logical explanation for this phenomenon can be found in the
drastically reduced number of mentions the system needs to work with,
which poses a different level of difficulty and information need.
recall vs. precision – With respect to recall and precision, there are no
new insights that we can gain from this evaluation setting.
cross-lingual differences – In general, the two features are shown to be
informative mostly for Arabic for which the system reaches an average
TOTAL decrease of 0.87 percent points. A lot smaller is the decrease for
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# Feature Description
1 the depth of the mention in the syntax tree
2 the length of the mention
3 the head token of the mention
4 the POS tag of the head
5 the NE of the head
6 the NE of the mention
7 PR if the head is premodified, PO if it is not; UN otherwise
8 D if the head is in a definite mention; I otherwise
9 the predicate argument corresponding to the mention
10 left context token on position token -3
11 left context token on position token -2
12 left context token on position token -1
13 left context POS tag of token on position token -3
14 left context POS tag of token on position token -2
15 left context POS tag of token on position token -1
10 right context token on position token +1
11 right context token on position token +2
12 right context token on position token +3
13 right context POS tag of token on position token +1
14 right context POS tag of token on position token +2
15 right context POS tag of token on position token +3
16 the syntactic label of the mother node
17 the syntactic label of the grandmother node
18 a concatenation of the labels of the preceding nodes
19 C if the mention is in a PP; else I
Table 7.15: The features used by the singleton classifier that extracts a feature for the
coreference classification indicating if the given mention is potentially single-
ton mention or not. This set we also used in our participation at the CoNLL
2012 shared task [Zhekova et al., 2012].
English, namely 0.08 percent points and for Chinese the average decrease
across all TOTAL scores is only 0.01 percent points. It is not surprising
that Arabic profits the most from the current feature group, since the
richer noun-phrase structure of this language leads to a proportionally
higher number of singleton mentions and, thus, not coreferent mention
pairs, as we noted in the overall performance analysis. However, it is
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AR EN ZH
R P F1 R P F1 R P F1
GM MD 100 100 100 100 100 100 100 100 100
full MUC 37.88 77.89 50.97 67.69 76.59 71.86 49.64 76.24 60.13
B3 44.46 89.32 59.37 63.29 59.40 61.28 54.68 74.30 63.00
CEAFM 49.06 49.08 49.07 51.49 51.50 51.49 49.69 49.69 49.69
CEAFE 68.07 29.54 41.20 52.91 38.53 44.59 58.98 30.59 40.29
BLANC 57.59 79.94 60.85 69.85 62.03 63.98 68.93 62.89 65.11
TOTAL 52.29 58.64 55.64
GM MD 100 100 100 100 100 100 100 100 100
F-O MUC 34.90 76.37 47.91 67.78 76.69 71.96 49.74 76.50 60.29
B3 42.70 89.48 57.82 63.39 59.41 61.33 54.73 74.49 63.10
CEAFM 47.27 47.28 47.27 51.50 51.50 51.50 49.75 49.75 49.75
CEAFE 67.13 28.20 39.72 52.96 38.57 44.63 59.07 30.61 40.32
BLANC 56.65 78.99 59.49 69.87 61.99 63.92 68.79 62.78 64.99
TOTAL 50.44 58.67 55.69
GB MD 37.39 100 54.43 67.06 100 80.28 50.04 100 66.70
full MUC 19.31 49.56 27.80 57.89 77.18 66.16 44.48 77.37 56.49
B3 34.69 80.98 48.57 56.05 67.46 61.23 51.74 77.90 62.18
CEAFM 37.20 37.20 37.20 50.35 50.35 50.35 48.00 48.00 48.00
CEAFE 56.81 22.25 31.98 56.94 31.58 40.63 58.34 27.38 37.27
BLANC 54.14 60.30 55.23 69.50 63.10 65.10 69.17 64.87 66.66
TOTAL 40.16 56.70 54.12
GB MD 36.79 100 53.79 66.67 100 80.00 49.94 100 66.61
F-O MUC 18.81 48.90 27.17 57.57 77.12 65.92 44.44 77.39 56.46
B3 34.49 81.13 48.41 55.85 67.60 61.17 51.68 77.95 62.15
CEAFM 36.96 36.96 36.96 50.15 50.15 50.15 47.96 47.96 47.96
CEAFE 56.65 22.08 31.78 56.77 31.28 40.33 58.34 27.35 37.25
BLANC 53.97 60.06 55.00 69.43 63.14 65.12 69.03 64.80 66.56
TOTAL 39.86 56.54 54.08
AM MD 17.34 70.55 27.83 61.06 64.65 62.80 44.87 71.69 55.19
full MUC 11.80 52.62 19.27 48.20 48.47 48.34 37.76 54.94 44.76
B3 36.59 91.89 52.34 60.17 58.03 59.08 54.33 72.05 61.95
CEAFM 35.78 35.78 35.78 42.65 42.65 42.65 44.00 44.00 44.00
CEAFE 52.74 20.51 29.54 34.11 33.86 33.98 42.82 28.46 34.19
BLANC 52.48 71.88 53.01 64.07 58.83 60.50 63.98 60.66 62.03
TOTAL 37.99 48.91 49.39
AM MD 17.12 71.26 27.61 60.62 64.75 62.62 44.84 71.75 55.19
F-O MUC 11.25 51.43 18.47 47.85 48.47 48.15 37.69 54.92 44.71
B3 36.10 91.87 51.83 59.89 58.16 59.02 54.23 72.11 61.91
CEAFM 35.33 35.33 35.33 42.50 42.50 42.50 43.98 43.98 43.98
CEAFE 52.87 20.36 29.40 34.09 33.52 33.80 42.84 28.43 34.18
BLANC 52.29 70.84 52.66 63.98 58.80 60.47 63.92 60.74 62.07
TOTAL 37.54 48.79 49.37
Table 7.16: UBIU’s results on the CoNLL 2012 datasets with the use of the F-O feature set
on the goldmentions (GM), the goldboundaries (GB) and on automentions
(AM). We report the scores in terms of (P)recision, (R)ecall and (F)-measure
from all evaluation metrics. TOTAL denotes their averaged F-measures. In
grey the performance of the full feature set is listed.
222 feature selection for multilingual coreference resolution
surprising that this improvement is not higher for the GB and AM settings
for Arabic, unlike the change for English and Chinese, since only these
settings actually include singletons in their mention sets. The reason
for this unexpected outcome can be found in the actual accuracy of the
singleton classifier. If it labels coreferent mentions as singletons, these
are excluded from the set of mentions considered during the coreference
resolution process and thus directly harm the overall outcome. Our scores
in this setting, similar to our results from the participation of UBIU in
the CoNLL 2012 shared task [Zhekova et al., 2012] indicate that singleton
classification is a highly complex problem on its own, but can have a great
impact on MCR and thus needs to be further improved and made use of on
a language independent level. The outcomes show that proper exclusion
of singleton mentions from the training/test data can reduce the bias
of the memory-based learner towards increased tendency to label the
output mentions as singletons as well. Furthermore, when working with
less mentions altogether, the system provides more complete coreference
chains, which is often confirmed by the increased results of the MUC
metric.
mention detection – Similar to our observations with respect to recall
and precision, there is no new or unexpected knowledge that we can gain
from the current evaluation setting.
7.5 excluding the sets with detrimental effect
The previous section presented a thorough evaluation of the separate feature
groups and their effect on the overall coreference resolution performance. We
observed this effect by excluding them from the full coreference resolution set
presented in table 7.5 and discussed the four different aspects: overall perfor-
mance, recall vs. precision, cross-lingual differences and mention detection.
We showed that some of the groups had a detrimental effect to the system
performance and some carried informative and thus helpful information for
the resolver. Before we summarize the findings of the previous sections and
conclude the chapter, however, there is another evaluation that we would like
to carry out.
One of the important findings of this research indicated that feature groups
have a different effect on the separate languages. The latter means that lan-
guage independent feature sets could be created only for information-poor
approaches, for which a small number of language independent features are
used, such as our POS-based evaluation. Feature sets, such as the one listed in
table 7.5, include a number of features or feature groups that cannot be defined
as language independent, because they were shown to have substantially dis-
tinct behaviour across the three languages we targeted. As a consequence, we
gain the ability to optimize the feature set used by the system on a language
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dependent basis. Even though our investigation focuses on the exploration and
development of multilingual approaches that allow for language independent
or at least as close to language independent behaviour as possible, we regard
language dependent optimization as important. The knowledge we will gain
with such an approach will be helpful for systems that target best performance
for all languages they target.
For this reason, the current section creates language dependent feature sets
that exclude the feature groups from the full feature set on a per-language basis.
We remove the sets that were shown to have detrimental or no effect for the
given language within our investigation. The full set of features without this
language specific collection of sets is further referred to as F-Det. We assume
that such a language specific optimization of the feature set will improve the
system capability to detect coreference relations maximally for each of the
targeted languages.
For Arabic, we exclude the F-L, F-Gh and F-Ga feature groups, while for the
English and Chinese language dependent sets we do not consider the F-GNPt,
F-Gh, F-S and F-P groups. Table 7.17 lists detailed results achieved by the
multilingual coreference resolution system with the use of the F-Det language
dependent feature set.
overall performance – The overall performance reported by UBIU shows
a very positive outcome. For all languages, the F-Det language specific
set reaches better performance than the one achieved by the full fea-
ture set, which shows that the features we exclude are not informative
for the memory-based learner. For Arabic the scores improve with 0.19
percent points for the GM setting, with 0.17 percent points for GB and
0.30 percent points for AM. For English, the GM setting reaches a 2.84
percent points higher score than the full set, GB improves with 4.15
percent points and AM with 3.14 percent points. The improvements for
Chinese are again very close to the performance for English, namely 2.72
percent points of increase for GM, 4.45 percent points for GB and 3.45
percent points for AM. This shows, that feature sets can be optimized
on a per-language basis. Moreover, as we showed in some of the evalua-
tion settings, the best optimization should as well include other factors,
such as for example the GM, GB or the AM setting, which also show
a variation in the performance tendencies. Our findings also indicate
that such an investigation could and should be further broken down
to an optimization performed by excluding separate features and not
feature groups. However, the latter issue raises the question whether
the trade-off between optimization/improvement and the time/effort
that needs to be invested in it for a language dependent approach is
appropriate with respect to the achieved improvement. This is so because
a possible optimization on per-feature bases for every language, every
mention set (GM, GB, AM), every type of system or learning approach
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AR EN ZH
R P F1 R P F1 R P F1
GM MD 100 100 100 100 100 100 100 100 100
full MUC 37.88 77.89 50.97 67.69 76.59 71.86 49.64 76.24 60.13
B3 44.46 89.32 59.37 63.29 59.40 61.28 54.68 74.30 63.00
CEAFM 49.06 49.08 49.07 51.49 51.50 51.49 49.69 49.69 49.69
CEAFE 68.07 29.54 41.20 52.91 38.53 44.59 58.98 30.59 40.29
BLANC 57.59 79.94 60.85 69.85 62.03 63.98 68.93 62.89 65.11
TOTAL 52.29 58.64 55.64
GM MD 100 100 100 100 100 100 100 100 100
F-Det MUC 38.26 77.53 51.23 60.35 80.78 69.09 47.25 83.63 60.38
B3 44.85 88.83 59.60 55.99 76.89 64.80 52.12 86.67 65.09
CEAFM 49.47 49.48 49.47 56.70 56.71 56.71 53.82 53.82 53.82
CEAFE 68.18 29.80 41.48 65.11 35.94 46.32 65.78 30.54 41.71
BLANC 57.47 78.82 60.64 70.51 70.48 70.50 68.15 74.59 70.79
TOTAL 52.48 61.48 58.36
GB MD 37.39 100 54.43 67.06 100 80.28 50.04 100 66.70
full MUC 19.31 49.56 27.80 57.89 77.18 66.16 44.48 77.37 56.49
B3 34.69 80.98 48.57 56.05 67.46 61.23 51.74 77.90 62.18
CEAFM 37.20 37.20 37.20 50.35 50.35 50.35 48.00 48.00 48.00
CEAFE 56.81 22.25 31.98 56.94 31.58 40.63 58.34 27.38 37.27
BLANC 54.14 60.30 55.23 69.50 63.10 65.10 69.17 64.87 66.66
TOTAL 40.16 56.70 54.12
GB MD 38.66 100 55.76 67.43 100 80.55 52.64 100 68.97
F-Det MUC 20.03 49.94 28.59 57.13 82.65 67.56 46.68 85.22 60.32
B3 34.98 80.25 48.72 53.36 81.07 64.36 51.82 88.36 65.33
CEAFM 37.17 37.17 37.17 56.09 56.09 56.09 54.00 54.00 54.00
CEAFE 56.65 22.44 32.15 66.83 33.54 44.66 66.30 30.09 41.39
BLANC 54.01 59.18 55.00 70.80 72.49 71.59 68.60 76.72 71.80
TOTAL 40.33 60.85 58.57
AM MD 17.34 70.55 27.83 61.06 64.65 62.80 44.87 71.69 55.19
full MUC 11.80 52.62 19.27 48.20 48.47 48.34 37.76 54.94 44.76
B3 36.59 91.89 52.34 60.17 58.03 59.08 54.33 72.05 61.95
CEAFM 35.78 35.78 35.78 42.65 42.65 42.65 44.00 44.00 44.00
CEAFE 52.74 20.51 29.54 34.11 33.86 33.98 42.82 28.46 34.19
BLANC 52.48 71.88 53.01 64.07 58.83 60.50 63.98 60.66 62.03
TOTAL 37.99 48.91 49.39
AM MD 18.81 71.88 29.82 61.35 63.64 62.47 48.54 69.55 57.17
F-Det MUC 12.43 52.66 20.11 47.64 50.36 48.96 40.60 57.83 47.71
B3 36.71 91.56 52.41 59.98 65.29 62.52 56.36 76.67 64.96
CEAFM 35.86 35.86 35.86 46.44 46.44 46.44 48.07 48.07 48.07
CEAFE 52.68 20.72 29.75 38.35 35.84 37.05 46.13 31.91 37.72
BLANC 52.66 72.07 53.32 65.46 65.07 65.26 64.54 67.21 65.75
TOTAL 38.29 52.05 52.84
Table 7.17: UBIU’s results on the CoNLL 2012 datasets with the use of the F-Det feature
set on the goldmentions (GM), the goldboundaries (GB) and on automentions
(AM). We report the scores in terms of (P)recision, (R)ecall and (F)-measure
from all evaluation metrics. TOTAL denotes their averaged F-measures. In
grey the performance of the full feature set is listed.
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parameter setting is an immense amount of computational work. Our
evaluation showed that such an optimization is a huge effort that leads to
an overall improvement of 2.38 percent points as an average on all three
languages. This figure may change depending on the targeted languages,
such as Arabic for example, which gained only 0.22 percent points.
recall vs. precision – For Arabic, for which the F-Det accomplishes the
smallest improvement in scores, the F-score, as well as precision and
recall figures are identical with the performance of the system achieved
by the F-L feature set. However, for the English and Chinese languages,
and especially based on the results reported by the MUC and B3 metrics,
the main improvement in results is based on the slight reduction of recall,
but increase in precision across all evaluation settings. This indicates
that the excluded feature groups for those languages allow for a better
recall, but on account of that for worse precision in the detection of the
coreference links.
cross-lingual differences – As we already pointed out, the improvement
for Arabic is only 0.22 percent points, which is basically derived from the
exclusion of the F-L feature set, as the other two sets do not show them-
selves to have an effect on the performance. However, for English and
Chinese the performance of the F-Det set is an accumulation of the vari-
ous excluded feature sets per language. English reaches a performance of
3.38 percent points higher than the use of the full feature set. Judged by
the previously seen scores, this change is mostly due to the effect of the
F-GNPt feature group. The changes are similar for Chinese – an increase
of 3.54 percent points, again mainly based on the absence of the F-GNPt
group of features.
mention detection – With respect to mention detection, we received one
last confirmation that in general MD features are tightly bound to the
overall CR performance. Using the F-Det feature set shows a correlation
between both in almost all cases apart from English and the AM setting,
for which MD performance decreases with 0.33 percent points (due to
decreased precision figures), while the overall CR performance improves
by 3.14 percent points. This again indicates that even though both aspects
are very closely related, they also have an independent effect on the
combined system performance.
7.6 summary and conclusion
For a better overview and clarity of the results from all evaluation settings,
we provide a table (table 7.18) that lists all TOTAL scores across the various
experimental settings and languages as well as the calculated deviation of the
given set of employed features from the use of the full feature set.
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Feature Set. AR EN ZH FST
Set TOTAL Dev TOTAL Dev TOTAL Dev AR EN ZH
Full
GM 52.29 - 58.64 - 55.64 -
- - -GB 40.16 - 56.70 - 54.12 -
AM 37.99 - 48.91 - 49.39 -
POS-based
GM 50.88 -1.41 54.76 -3.88 54.58 -1.06
-2.72 -3.27 -0.70GB 37.16 -3.00 54.52 -2.18 53.67 -0.45
AM 34.23 -3.76 45.17 -3.74 48.80 -0.59
F-L
GM 52.48 +0.19 57.79 -0.85 53.98 -1.66
+0.22 -2.47 -1.83GB 40.33 +0.17 53.27 -3.43 52.21 -1.91
AM 38.29 +0.30 45.78 -3.13 47.48 -1.91
F-GNPt
GM 49.78 -2.51 62.14 +3.50 58.28 +2.64
-1.71 +3.08 +3.17GB 39.52 -0.64 59.91 +3.21 57.77 +3.65
AM 36.02 -1.97 51.45 +2.54 52.61 +3.22
F-Gf
GM * * 59.40 +0.76 54.79 -0.85
* -1.83 -0.72GB * * 53.84 -2.86 53.86 -0.26
AM * * 45.53 -3.38 48.35 -1.04
F-Gh
GM 52.29 0.00 58.64 0.00 55.64 0.00
0.00 0.00 0.00GB 40.16 0.00 56.69 -0.01 54.12 0.00
AM 37.99 0.00 48.91 0.00 49.39 0.00
F-Ga
GM 52.29 0.00 55.16 -3.48 55.14 -0.50
0.00 -3.68 -0.56GB 40.16 0.00 52.43 -4.27 53.46 -0.66
AM 37.99 0.00 45.63 -3.28 48.87 -0.52
F-S
GM * * 59.01 +0.37 55.82 +0.18
* +0.34 +0.12GB * * 57.15 +0.45 54.15 +0.03
AM * * 49.11 +0.20 49.53 +0.14
F-P
GM 42.45 -10.00 58.77 +0.13 55.91 +0.27
-4.93 +0.53 +0.23GB 37.46 -2.70 57.80 +1.10 54.48 +0.36
AM 35.90 -2.09 49.27 +0.36 49.45 +0.06
F-O
GM 50.44 -1.85 58.67 +0.03 55.69 +0.05
-0.87 -0.08 -0.01GB 39.86 -0.30 56.54 -0.16 54.08 -0.04
AM 37.54 -0.45 48.79 -0.12 49.37 -0.02
F-Det
GM 52.48 +0.19 61.48 +2.84 58.36 +2.72
+0.22 +3.38 +3.54GB 40.33 +0.17 60.85 +4.15 58.57 +4.45
AM 38.29 +0.30 52.05 +3.14 52.84 +3.45
Table 7.18: A summary of UBIU’s TOTAL scores on the CoNLL 2012 shared task datasets
with the use of all combinations of the feature set on the gold mentions (GM),
the gold boundaries (GB) and on auto mentions (AM). The scores are the
TOTAL figures that denote the averaged F-measures of all metrics per setting.
Column Dev gives the calculated setting deviation from the full set. The
column FST lists the average group deviation from the full feature set. The
evaluation settings for Arabic, marked with *, are the ones for which no
annotations for the given feature set was provided.
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To sum up, our investigation of the effect of the various groups of features to
the overall system performance when a memory-based multilingual coreference
resolution system, such as UBIU, is made use of, showed several aspects
important for our work:
• When the full feature set is used, the system performs competitively
against state-of-the-art MCR approaches, as also reported by the CoNLL
2012 shared task proceedings [Pradhan et al., 2012]. UBIU was ranked
6th out of 16 participating systems on the CoNLL 2012 shared task
(which is an international and multilingual enterprise). This indicates
that our system has a good estimate for the MCR problem overall. The
fact that there were so few participants and even less managed to submit
scores for all three languages confirms our observations that multilingual
coreference resolution is a highly challenging task. The latter was also
one of the main conclusions of the SemEval-2 shared task where UBIU
was one of only two systems that submitted scores for all six targeted
languages.
• An employment of the POS-based feature set leads to an approximate
decrease of 2 percent points across the three languages and evaluation
settings we investigated. This is a trade-off that is acceptable when no
further annotations but POS information are provided within the used
datasets. Our results indicated that missing syntactic information can
be partially approximated by this type of local annotations. This shows
that information-poor approaches should be given further attention and
that less resourced languages will not be deeply affected by the lack of
annotated data and state-of-the-art NLP tools. The most valuable con-
clusion with respect to the use of the POS-based feature set is that it is
possible to employ a fully language independent pipeline within the
UBIU MCR system. We recall that we provided language independent
solutions based on the POS annotation layer for each of the main subtasks
of CR discussed in our work: mention detection, mention head detection
and now, feature selection.
• Each feature set that we examined showed itself to have a language-
specific behaviour. Thus if optimal performance for each of the targeted
languages is needed, a language dependent optimization, such as the one
we presented by assembling and testing the F-Det feature set should be
aimed at.
• The informativeness of the feature sets cannot be determined on a general
basis, because it appears that it is tightly connected with the employed
evaluation setting. For this reason, feature sets should be additionally
optimized for each of the settings separately.
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• Our experiments showed that there are feature sets that show uncertain
or surprising results because some of the outcomes lead to a decreased
system performance. In general, all the features we used are well estab-
lished features in various state-of-the-art approaches, so such detrimental
outcomes were unexpected and thus need to be further investigated. For
example, an evaluation that examines the effect of each of the features
within the feature groups that lead to such surprising outcomes could
show if the behaviour was due to one, multiple or all features present
in the given group. However, we note again that this is an exceedingly
time-consuming task that goes beyond the scope of this work.
• Similar to our findings in chapter 5, mention detection and proper coref-
erence resolution were shown to be tightly connected. While mention
detection directly affects the overall CR performance, tuning the coref-
erence resolver also shows an effect on MD results. The reason is that
improved CR performance means more correctly found links and thus less
wrongly excluded mentions from the final output. In certain cases, such
as the evaluation of the F-Gf feature set and the GB setting for English
and Chinese, the correlation between mention detection and coreference
results does not hold, which confirms that MD is not the only factor that
has a significant effect on the final system performance. The proper and
optimal selection of features can lead to an influential change of the in-
formativeness of the feature vectors for the memory-based learner. In our
work so far, we found evidence for both theses: that mention detection is
highly important and can directly affect the coreference performance and
vice versa that the actual coreference performance can influence the men-
tion detection scores to a great extent. This shows that an improvement
of the full coreference process can be achieved only when all important
aspects (mention detection and feature selection, as well as mention head
detection, discussed in chapter 6) are improved independently from each
other, so that possible interference is ruled out.
• There are features and feature sets that do not show themselves to be
valuable to any of the three targeted languages, such as the F-Gh feature
set for example. The latter is definitely not informative for any of the
evaluation settings, from which we cannot draw specific conclusions, but
which shows higher confidence that this feature set will also be uninfor-
mative for any other potentially targeted languages. Additionally, feature
sets, such as F-Ga, seem to be less informative for some languages (e.g.
Arabic), but more so for others (e.g. English). Such sets are informative
with less confidence on a cross-lingual basis, but can and should be
used for other new languages as well, as they do not indicate to have a
detrimental effect on the scores either.
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• There is no guarantee that features that are believed to be helpful for
state-of-the-art systems and are normally included in their feature sets
will be informative and thus beneficial for different types of systems
on which the effect of those features has not been tested. We showed
that well established features for various CR approaches did not lead to
the expected results within the UBIU system. Thus, feature optimization
needs to be not only language specific but as well learner/system specific.
• The three evaluation settings (GM, GB and AM) do not always seem
to show similar tendencies. The bigger gaps in TOTAL scores that we
observed for the POS-based feature set and the F-L feature set for English,
the F-GNPt set and Arabic, the F-Gf feature set and English, the huge
gap for Arabic in the F-P evaluation setting as well as the last feature set,
F-O, for all targeted languages, indicates that the use of gold mentions
may lead to a different outcome than the use of gold boundaries or auto
mentions in specific cases. We assume that the deviations that the GM
setting reaches, contrary to the GB and AM, are the result of the highly
reduced number of mentions with which the multilingual coreference
resolution system has to work with. The latter means that the memory-
based learner is confronted with an easier task and, thus, a different
amount and type of information is needed. This fact also indicates that
the performance of a MBL-based CR system in the GM setting cannot be
predicted with high certainty on the bases of output achieved in either
the GB or the AM settings.
• Morphologically rich languages, such as Arabic, do not provide informa-
tive lexical features. The increased number of lexical surface forms poses
a higher complexity for the MBL learner and features of this type should
be avoided for this class of languages.
• As we showed, for the F-L and F-GNPt feature sets, MBL proves to be
able to partially induce the information provided by the grammatical NP
type feature set from the information that the lexical features carry with
respect to languages that are not morphologically complex. Thus, these
two sets seem to convey redundant information for this type of learner.
Our results suggest that morphologically rich languages should include
the features presented in the grammatical NP type feature set, while the
memory-based learner can make a better use of lexical features for the
rest of the languages.
• Singleton classification is still not optimally used within UBIU and there-
fore more attention needs to be devoted to this matter. We noted that
this aspect has not yet been largely improved on a language independent
manner and should be observed regarding this aspect. There are several
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ways that the detection of singleton mentions can be incorporated within
a system.
– First, singletons could be filtered out before the formation of the
feature vectors that the memory-based classifier uses. This changes
the amount of data that the classifier needs to deal with, but also
introduces direct error propagation, because the wrongly classified
singletons will not be considered by the learner either.
– Second, instead of directly reducing the data, the information that
the singleton classifier provides can be used in a different way
(as we showed in our work), namely as additional information to
the feature set, or in other words – as a separate feature, that the
classifier can use during classification. This makes it possible to keep
the original proportion and ratios in the data and to let the classifier
make more objective conclusions based on the new information.
– Furthermore, a third option for the use of the singleton classifier in a
MCR system, such as UBIU, can be employed. Once the set of corefer-
ent mentions has been identified by the memory-based learner, there
will be mentions that were found to be potentially coreferent by the
singleton classifier but not included in any coreference chain by the
coreference classifier. During post-processing, though, all mentions
that are not part of a coreference chain are removed. At that step,
one can use the information provided by the singleton classifier and
remove only the mentions that are not a part of a coreference chain
and have been positively classified by the singleton classifier. This
may lead to an improvement in scores, because the system has not
managed to identify the correct chain to include those mentions,
but has managed to correctly recognize that they are potentially
coreferent, for which it will partially be rewarded by some of the
evaluation metrics.
The current chapter presented a detailed evaluation of the effect of various
feature groups on the full coreference pipeline. We carried out an analysis on
three languages that are typologically highly different, which has not been done
before in such detail and for this many languages simultaneously with respect
to coreference resolution. We concluded with multiple important findings that
can be further used for the development of multilingual coreference resolution
systems independent of the machine-learning approach that is employed. Our
results raised further questions that can be investigated in the future, such
as the fact that instead of evaluating feature groups, an even more detailed
and exact analysis can be carried out on a per-feature basis. Additionally, new
multilingual features, that can replace ontological information, or in other
words, features carrying world knowledge, should also be explored and better
integrated in the coreference resolution pipeline.
Part IV
F U T U R E W O R K A N D C O N C L U S I O N

CHAPTER
8
DISCUSSION, FUTURE
WORK AND CONCLUSION
The current work described different aspects that have a significant influence on
the challenging task of Coreference Resolution (CR), when this task is advanced
to a new, more complex level – multilinguality. We have covered the most
important aspects of multilingual coreference resolution, as well as the main
problems that Multilingual Coreference Resolution (MCR) systems, using the
mention-pair model as a coreference model and memory-based learning for
the resolution process, need to solve in order to tackle this highly demanding
task. Our investigation covered datasets in eight different languages (Arabic,
Catalan, Chinese, Dutch, English, German, Italian and Spanish) concerning the
three most important steps in the MCR pipeline of the UBIU system – mention
detection, mention head detection and feature selection.
In this chapter, we would like to review and discuss our findings (see sec-
tion 8.1), summarize the open problems for multilingual coreference resolution
(see section 8.2) and propose new ways and directions that can further be
investigated (section 8.3). This will give us the possibility to abstract away
from the details and summarize the newly gained knowledge from a different
perspective. With this abstraction and overview, we aim to provide the chance
for other approaches to the problem (employing other coreference models or
machine learning methods, as well as targeting a different set of languages) to
easily apply our advances in a new environment. Section 8.4 introduces the
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first international enterprise that aims at such an advance. In section 8.5, we
conclude our work.
8.1 discussion
In chapters 2 through 4, we introduced the complex task of coreference reso-
lution by describing both rule-based as well as machine learning approaches
to the problem. We discussed the difficulties that they face: the manual effort
needed to develop rules that gain wide coverage and at the same time are
efficient and accurate on the one hand, as well as the necessity of large corpora,
annotated with multiple layers of linguistic information, on the other. Addi-
tionally, we delineated the various attempts to improve on both methods or
merge them in a hybrid approach to coreference resolution. However, we also
showed that performance improvement is not the only important direction to
explore in the field. Coreference resolution has been furthermore extended to
accommodate emerging and modern needs for robust and accurate CR perfor-
mance for more than one given language and the ability to easily adapt already
existing methods to further, unexplored and less resourced languages. Multilin-
guality of the CR pipeline, the main topic of our work, was introduced within
the framework of the UBIU multilingual coreference resolution system that
uses the mention-pair model as a coreference model as well as memory-based
learning for the resolution procedure.
With respect to the selected framework, we showed that there are numerous
predicaments that a CR pipeline of this kind faces when multilinguality is
introduced. Along the way we examined various questions that we sum up
below together with the conclusions we drew based on the evidence our
experimental work provided:
which annotation layers are sufficient for the development
of a multilingual approach? Our findings showed that across all
three important subtasks of MCR, part-of-speech information is sufficient to
develop a minimalistic, but language independent approach based on machine
learning techniques.
With respect to mention detection, we showed that the Mention Detection
based on IOB Annotation (mdIOBA), a machine learning method, provides the
highly important flexibility for easy adaptation to any language that is newly
introduced to a system for which only Part of Speech (POS) information needs
to be provided. We also showed that mdIOBA reaches a performance that is
competitive to rule-based approaches and that additional annotation layers are
not necessarily needed but can be beneficial for mdIOBA’s performance.
With respect to mention head detection, part-of-speech and mention head
information was the minimal annotation requirement. With it, the Mention
Head Detection Machine Learning Based (mhdML) approach was capable of
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tackling the multilinguality problem and it led to system results that indicated
that mhdML can be used reliably without much annotation effort. We showed
that the heuristic approach used by many state-of-the-art systems does not
provide a competitive performance for every targeted language, but can be
used when no mention head information is provided and the targeted language
has a consistent directionality.
The last aspect we discussed, feature selection, also showed itself to be a
problem that can be efficiently resolved by machine learning techniques that
solely use part-of-speech information. The POS-based feature set did not
achieve optimal performance, such as the one reported by the F-Det set (which
is the language specific feature set constructed by excluding the groups of
features with detrimental effect for every language from the full feature set
from table 7.5 on page 192). However, the considerably smaller reduction
reached by the POS-based set with respect to the scores gained by the full
feature set (2.23 percent points of overall system performance across all three
evaluated languages) seems to be a reasonable trade off against the needed
effort to provide further annotation layers. Once multilinguality does not pose
a problem to the CR pipeline, system optimization in a language independent
manner would be a reasonable direction for future investigation.
which annotation layers are beneficial for a reliable, ro-
bust and well performing approach? In all three important
subtasks of the problem, we showed that additional annotation layers can
either enhance the performance of machine learning methods or provide the
background for the development of rule-based approaches.
According to our investigation, constituency and dependency structures
were highly beneficial for the mention detection procedure. We showed that
rule-based approaches can be successfully and easily implemented, when
such syntactic annotations are provided. Additionally, the system performance
indicated that the Memory-Based Learning (MBL) method we employed for
this task (mdIOBA) improved when syntactic information was included in its
feature set. This improvement showed that mdIOBA can profit from additional
information and thus it is a competitive and robust solution to the mention
detection task.
Mention head information is not provided in standard dataset distributions
for which we showed that it is the key to the development of competitive
and robust machine learning methods for mention head extraction. We propose
that the addition of this layer of annotation is included in standard linguistic
annotation distributions for the coreference resolution task.
With respect to feature selection, we showed that the complexity and impor-
tance of this subtask of coreference resolution is immense. We also demon-
strated that the identification of appropriate features on a language dependent
basis, extracted from various annotation layers, is not a straightforward task,
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but rather a highly time-consuming matter. Moreover, our investigation of
the feature selection procedure did not elicit a preference for any specific
annotation layer. Our results indicated that for feature selection any additional
information is beneficial and can be used depending on the particular setting
and language in use. We also showed that some of the information provided by
various annotation layers can be encoded within the information the POS anno-
tations carry (depending on the POS tagset, number, even gender information
can be extracted from the tags).
which layer provides the most indicative information for
multilingual coreference resolution? under what circum-
stances can this information be employed? As we already noted,
POS is the only annotation layer that is crucial to the MCR pipeline, which
also makes it the most indicative information repository. This is so because
only this annotation layer is provided across all targeted languages, and
can be easily integrated into a language independent approach to CR. The
optimal circumstances under which this annotation layer can be best employed
from a MCR framework would be to make use of a language independent
POS tagset. The latter can provide equal granularity (division of main lexical
categories, such as nouns into subcategories, such as proper nouns and common
nouns) for all different languages as well as an equal possibility and encoding
for morphological features, if such are present in the language. Universal
and language independent coarse POS tagsets have already been investigated
in various approaches [Yarowsky and Ngai, 2001, Xi and Hwa, 2005, Das
and Petrov, 2011, Petrov et al., 2012], which could be easily made use of in
multilingual enterprises, such as MCR.
Additionally, syntactic information also proved to play an important role
in the MCR pipeline. However, even more effort needs to be invested into
the preparation of this layer for every targeted language. Moreover, for a
multilingual and flexible pipeline, this layer of annotation needs to correspond
to the annotation scheme used for all targeted languages and annotation
schemes. We showed that annotation schemes for coreference may have a highly
divergent overlap with the underlying syntactic structure of the language and
thus lead to decreased system performance.
how important is the reliability of the annotation layers
across the various languages? Within our Mention Detection (MD)
investigation, we researched in more detail how important the reliability of the
annotation layers is across the various languages. Our analysis indicated that
there is not only a wide variation between the annotation schemes used across
the languages, but as well a big variation between the quality of the provided
information. This issue can be an essential problem for any of the procedures
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integrated in the multilingual coreference resolution pipeline and can also
significantly affect the system performance on a language dependent level.
Additionally, especially with respect to Arabic, we demonstrated that not
only the quality, but as well the lack of annotations can be even more crucial to
the development process. In some of the evaluation settings of feature selection
that we presented in chapter 7, we were not able to provide system output
for this language, because of missing annotation layers. These findings were
also one more important reason for the exploration of an information-poor
approach to multilingual coreference resolution.
These facts indicate that the biggest predicament for MCR is the lack and
unreliability of commensurate resources across languages as well as the use of
divergent annotation schemes for the coreference annotation.
which problems can occur when md is approached for more
than one language and what would the prerequisites for
objective evaluation of mention detection methods be? Our
in-depth MD analysis delineated several big problems for this particular
subtask of MCR:
• When rule-based approaches are developed, language specific knowl-
edge is needed in order to assemble rules that are accurate and well
performing.
• With respect to machine learning and MCR, we demonstrated that the
higher consistency across the annotation schemes and better quality of the
actual annotations directly translates to an improvement of the system’s
performance.
• We also showed that the datasets provided by the two shared tasks
(SemEval-2 and CoNLL-2012) differed in the presence or absence of
singletons in them. This can lead to serious ramifications with respect
to evaluation (as in the CoNLL-2012 shared task and our intrinsic eval-
uation where we showed that mention detection cannot be objectively
evaluated when singletons are not present in the key data) and thus a
harder comparison between the various languages. For this reason, we
propose that singleton mentions are always included in standard dataset
distributions.
which of the features used in monolingual approaches are
applicable in multilingual or even language independent
methods? In chapter 7, we evaluated the different feature groups and their
informativeness to the memory-based learner in the attempt to find an answer
to this question. Our investigation showed that feature selection is a highly
complex task for which general conclusions on a multilingual level can hardly
be drawn. As we showed, various groups seemed to have a beneficial effect for
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some languages and a detrimental one for others (e.g. the lexical, grammatical
NP type or positional groups of features). Some could not be evaluated for
all languages for lack of annotations (e.g. the grammatical function and the
semantic groups) and one did not show itself to have an effect for any of the
targeted languages (grammatical heuristic). Furthermore, we discussed the
fact that features can only be extracted when the corresponding annotation
layers are provided for all languages. Keeping this in mind, we concluded that
feature selection and optimization should be performed for every language
and specific system separately depending on the annotations that are provided
in the specific dataset.
Additionally, we showed that our POS-based feature set allows for a com-
pletely language independent behaviour of the system, because it can be easily
employed when POS information is provided for all languages with only 2.23
percent points decrease in system performance in comparison to the initial full
feature set.
is there a difference between the informativeness and im-
portance between the types of features considered by the
pipeline and which type carries the most descriptive and
helpful information for the coreference resolver? does
that trend change across languages and which is the set-
ting most helpful to all targeted languages? The evaluation of
the feature groups that we conducted brought strong evidence that all feature
groups differ in their importance and informativeness for the coreference
resolver. However, we also showed that none of the groups carried equally
descriptive and helpful information across all languages (apart from the
grammatical heuristic group, which was not helpful to any of the languages).
For this reason, in a multilingual approach features need to be selected on
a language dependent manner in order for optimal system performance
to be achieved. In our work, we also assembled such language dependent
feature sets (F-Det) that included only the feature groups per language that
were informative to the learner for that given language. The F-Det language
dependent feature sets lead to an average increase of system performance
of 2.38 percent points with respect to the performance achieved by the full
feature set.
are there other layers of annotations or external sources
of knowledge that can enhance the resolution process and
what kind of limitations do those sources have? In section 7.1,
we discussed the various layers of annotation that state-of-the-art systems
use and presented an evaluation of the use of ontological information. Our
investigation indicated that ontological information in the form and coverage
8.1 discussion 239
provided by WordNet is not sufficient for tasks with the scale of coreference
resolution and even less of multilingual CR.
We also discussed the fact that additional layers of annotation, such as
ontological information, mainly pose limitations to multilinguality and cover-
age. This is a highly important finding for our work, because it confirms that
multilingual approaches need to be developed in an exceedingly minimalistic
and information-poor manner, so that they are not dependent on sources and
annotation layers that cannot be provided for all languages targeted by the
system.
Besides all the important issues we described above, the main question that
our work aimed to answer captures the general idea of multilinguality in coref-
erence resolution. We showed that multilingual MCR faces various difficulties
within the selected framework. Moreover, we demonstrated that multilinguality
can be separated into two different levels: working successfully on a defined
set of more than one language (as for example the eight languages that we
used in our investigation) or achieving a completely language independent
manner of processing. For this reason, the next question proved to be the most
valuable question of our exploration.
can coreference resolution be performed in a close to lan-
guage independent manner within the framework of the
ubiu multilingual coreference resolution system? We showed
a detailed evaluation of various approaches to the important subtasks of CR
with respect to a mention-pair coreference resolution model and a resolution
process based on memory-based learning techniques. The three subtasks of
CR (mention detection, mention head detection and feature selection) were
shown to be highly challenging when multilinguality was taken as a key
feature for the system performance. Our work described in greater detail all
approaches to the subtasks and provided an evaluation of their performance,
dependability on various annotation layers and most importantly flexibility for
new languages.
We found evidence that each of the given subtasks can be approached
by information-poor machine learning approaches that rely solely on POS
information – mention detection can be easily applied to new languages when
the mdIOBA method is made use of; mention head detection also showed itself to
be a task that machine learning in the form of the mhdML approach could easily
solve when mention heads are also part of the coreference annotation layer;
with respect to feature selection, we proposed a POS-based set of features
that can be applied to any new language when this layer of annotation is
provided. In other words, for each of the main tasks of MCR, we searched
for and accordingly developed a well performing machine learning solution.
The latter relies solely on POS information which provided us with a pipeline
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that is competitive to the state-of-the-art approaches to coreference resolution.
Our approaches can be applied to any language for which part-of-speech
annotations are provided, with the latter being the most widely used and
accessible annotation layer across all datasets.
The investigation we carried out, reveals information, not only important to
approaches based on the discussed framework, but to all coreference resolution
enterprises that target more than one language at a time and especially lan-
guages that do not have an abundant collection of linguistic tools and resources
to enrich the employed datasets with additional annotation layers. Our findings
were supported by detailed evaluations, analysis and comparison across the
various methods, languages and settings. Additionally, for each of the subtasks
we proposed a language independent solution that constructed a MCR pipeline
that can be used as a guideline for systems of similar kinds. We did not focus
on achieving best system performance, but rather on exploring the possibilities
for recasting the task on a multilingual level. The system results we reported,
confirmed that language independent approaches do not always reach best
performance but are still highly competitive with the state-of-the-art. Another
drawback of the language independent pipeline we assembled is the need for
mention head information in order for an ML classifier to be trained.
Being such an exceptionally complex task, multilingual coreference res-
olution offers numerous possibilities for further research and advancement
with respect to all its subtasks. Some of these challenging opportunities are
presented in the following section.
8.2 open problems for multilingual cr
Multilinguality is one necessary step for CR which needs to be payed more
attention to in the coming years. In our work we discussed various open
problems, such as the lack of uniformity of the annotation standards and
schemes across the languages and even the lack of some annotation layers for
less resourced languages. We believe that this issue will not be easily solved
in the next decade, since the coordination and standardization of diverse
annotation layers is a complex task that requires a lot of manual exploration
and effort.
Multilinguality is a factor that also challenges the competitiveness of the CR
pipeline. The lack of language specific adaptation of the employed approaches
reduces the overall system performance. This is one disadvantage of MCR that
will be the main subject of investigation in the field in the following years.
However, the general performance of the MCR pipeline could be improved by
the introduction of easily available world knowledge that is attainable on a
language independent manner (e.g. by a direct extraction or computation from
the World Wide Web (WWW)). In section 8.3.1, we propose a way in which this
can be accomplished.
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In our work, we presented a truly language independent set of features
that can be collected for the coreference resolver. Yet, this set is applicable
for information-poor approaches to the task. We believe that the creation of
a language independent feature set for information-rich approaches to MCR
is and will be impossible. Additional features can be added if standardized
annotation schemes are employed. However, information-rich approaches nor-
mally include knowledge about highly language specific phenomena. Features
representing such knowledge will be helpful only for the language for which
they are developed and will distort the informativeness of the feature set for
the languages for which they do not apply. An approach that offers only a
partial solution to the problem is discussed in section 8.3.2.
8.3 future directions for multilingual cr
The current section proposes two ways in which MCR could be directed so that
enhanced and still multilingual system behaviour can be achieved. One such
direction is the exploration of other forms and techniques of representation
of world knowledge within the information used by the system (section 8.3.1).
In section 8.3.2, we suggest a possible generalization of the features or feature
groups that is not based on the specific language in use, but rather on the
language family that it is part of.
8.3.1 World Knowledge and Coreference Resolution
In chapter 7, we discussed the applicability of ontological information to the
MCR task and noted that the mere language dependability and variation in cov-
erage renders ontologies as hardly suitable for this type of enterprise. However,
ontological information has been shown to carry important world knowledge
for numerous NLP tasks, such as word sense disambiguation, information ex-
traction, question answering, etc. Nevertheless, world knowledge can also be
represented and structured in other forms and extracted from different sources.
Keeping this in mind, we propose that term co-occurrence or as well only term co-occurrence
co-occurrence, with the WWW as a search space, is examined as a potential co-occurrence
possibility to provide a large-scale source of world knowledge for multilingual
coreference resolution. Term co-occurrence can be used to enrich the features
describing each mention pair with information about the semantic proxim-
ity, or in other words the semantic similarity, of the syntactic heads of the semantic proximity
semantic
similarity
mentions.
For example, let us consider the two sentences given in example (46).
(46) Mary baked a dessert for the party. The best pie I have every tried!
The possible mention pairs that can be constructed from this example are listed
below:
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1. Mary dessert
2. Mary theater
3. Mary pie
4. dessert party
5. dessert pie
6. party pie
Our assumption is that with the use of term co-occurence within the WWW
search space, the semantic proximity between the tokens of the given mention
pairs can be established. The knowledge that can be gained merely describes
the correlation between the occurrences of these terms together in a document
in the web. With respect to coreference resolution, this information can be
directly included into the feature representation of the mention pair depicting
real counts of their co-occurence. These figures do not necessarily mean that the
mentions are either coreferent or not. However, mentions that never or rarely
occur together (such as dessert and party) will seldom be actually coreferent.
On the other hand, the co-occurence of dessert and pie will be higher, telling
us that there is a higher chance that this mention pair represents coreferent
mentions.
8.3.2 Coreference Resolution Across Language Families
All three subtasks of the multilingual coreference resolution process showed
themselves to have various language specific issues, such as the immensely
increased number of mentions for the Arabic language, the inconsistent head
directionality for English or the distinct behaviour of Arabic in the feature
selection investigation that we conducted. For all these problems, we pro-
posed, implemented and evaluated language independent solutions, which are
based on the POS tagsets that the datasets included. However, the introduced
POS-based feature set was shown to lead to an overall reduction of system
performance of 2.23 percent points. We also showed that feature selection is a
highly time-consuming task and thus in state-of-the-art research, systems are
mostly optimized for only one language. However, in the multilingual environ-
ment in which we situated our framework, we are interested in a possibility
that would allow us to optimize the system performance in a more efficient
manner than the language specific approach that we presented in chapter 7.
Typology or typological classification makes use of morphological, phono-typology
typological
classification
logical, syntactic, and semantic similarities of various languages of the world
in order to group them in language types. In general, language families in-
clude languages that are typologically similar. For this reason a well-motivated
direction for future work is the investigation of the hypothesis that typological
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information is beneficial for the design of multilingual coreference resolution
solutions. This should potentially provide a deeper insight about the inter-
section and dependencies between the MCR task and various language family
properties.
However, an examination of multilingual coreference resolution system
optimization around the typological differences of various language families
can only be conducted if several typologically distant language families are
included in the observation. Furthermore, each family must be represented by
more than one family member so that a generalization over the family can be
made. Unfortunately, there are, as yet, no resources of that scale and size in
order for an investigation of the hypothesis to be carried out.
8.4 advances in multilingual coreference resolution
The current work showed that nowadays flexibility and multilinguality of NLP
areas, such as CR, are important issues that can be tackled when machine
learning approaches are explored. We believe that the new direction of the
field will provide a bridge between language specific methods that were
previously used and innovative and adaptable solutions that can be applied
across languages. Various topics need to be addressed, such as the availability
and uniformity of resources and annotation schemes on a multilingual level as
well as the introduction of world knowledge from cross-lingual resources.
The advancement of MCR is also the main topic of The first international
workshop on Advances in Multilingual Coreference resolution (AMCR 2013)1,
which will be held on September 12th/13th, 2013 at the International Con-
ference on Recent Advances in Natural Language Processing (RANLP 2013),
Hissar, Bulgaria. We believe that this enterprise will provide the possibility for
in depth exploration of multilinguality in CR and will enable the exchange of
knowledge and experience on a cross-lingual level.
8.5 conclusion
The current work presented a thorough exploration of the possibility to recast
the complex coreference resolution task at a new, even more demanding level –
multilinguality. We carried out an examination of the issues that arise when
multilingual coreference resolution is considered in the framework of the
UBIU multilingual coreference resolution system. The framework we employed
uses the mention-pair coreference model and machine learning in the form of
memory-based learning for the resolution process.
Our analysis covered the three aspects essentially important to the frame-
work: mention detection, mention head detection and feature selection. We
reviewed the problems that multilinguality faces on each of these levels and
1http://cl.indiana.edu/~zhekova/amcr/2013
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proposed language independent solutions for each of them within the pipeline.
Additionally, we evaluated all methods and approaches across the datasets
distributed from the two multilingual shared tasks that have been organized
so far: SemEval-2 and CoNLL-2012.
We showed that multilinguality can be achieved with an information-
poor approach that requires only the POS annotation layer. We discussed the
improvements or the changes to the pipeline that can be approached when other
layers of annotations are provided. Furthermore, we compared the proposed
rule-based or heuristic methods to language independent machine learning
solutions. Eight different languages (Arabic, Catalan, Chinese, Dutch, English,
German, Italian and Spanish) were included in the analysis. According to
our knowledge, an exploration of multilinguality with respect to coreference
resolution in such detail has not been presented so far in state-of-the-art
research.
The most important finding of the current work is the fact that coreference
resolution can be taken to a multilingual and even language independent
level. On the way, we described the necessary steps needed for this transition
within the used framework. The newly gained knowledge can also be used
for CR problems employing other types of frameworks when there are areas of
common ground, such as mention detection for example, which is a main part
of most types of state-of-the-art coreference resolution systems.
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Table A.1: Excerpt from the Catalan SemEval-2 training data set (gold annotations).
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Table A.2: Excerpt from the Dutch SemEval-2 training data set (auto annotations).
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Table A.3: Excerpt from the English SemEval-2 training data set (gold annotations).
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Table A.4: Excerpt from the German SemEval-2 training data set (gold annotations).
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Table A.5: Excerpt from the Italian SemEval-2 training data set (auto annotations).
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Table A.7: Excerpt from the Arabic CoNLL 2012 training data set (gold annotations).
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Table A.8: Excerpt from the English CoNLL 2012 training data set (auto annotations).
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Table A.9: Excerpt from the Chinese CoNLL 2012 training data set (gold annotations).
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b.1 semeval-2
b.1.1 Catalan
Mention detection CEAF MUC B3 BLANC
P R F1 P R F1 P R F1 P R F1 P R F1
closedgold
RelaxCor 100 100 100 70.5 70.5 70.5 29.3 77.3 42.5 68.6 95.8 79.9 56.0 81.8 59.7
SUCRE 100 100 100 68.7 68.7 68.7 54.1 58.4 56.2 76.6 77.4 77.0 72.4 60.2 63.6
TANL-1 100 96.8 98.4 66.0 63.9 64.9 17.2 57.7 26.5 64.4 93.3 76.2 52.8 79.8 54.4
UBIU 75.1 96.3 84.4 46.6 59.6 52.3 8.8 17.1 11.7 47.8 76.3 58.8 51.6 57.9 52.2
closedregular
SUCRE 75.9 64.5 69.7 51.3 43.6 47.2 44.1 32.3 37.3 59.6 44.7 51.1 53.9 55.2 54.2
TANL-1 83.3 82.0 82.7 57.5 56.6 57.1 15.2 46.9 22.9 55.8 76.6 64.6 51.3 76.2 51.0
UBIU 51.4 70.9 59.6 33.2 45.7 38.4 6.5 12.6 8.6 32.4 55.7 40.9 50.2 53.7 47.8
opengold
openregular
Table B.1: The official results from the SemEval-2 shared task for Catalan [Recasens
et al., 2010].
b.1.2 Dutch
Mention detection CEAF MUC B3 BLANC
P R F1 P R F1 P R F1 P R F1 P R F1
closedgold
SUCRE 100 100 100 58.8 58.8 58.8 65.7 74.4 69.8 65.0 69.2 67.0 69.5 62.9 65.3
closedregular
SUCRE 78.0 29.0 42.3 29.4 10.9 15.9 62.0 19.5 29.7 59.1 6.5 11.7 46.9 46.9 46.9
UBIU 41.5 29.9 34.7 20.5 14.6 17.0 6.7 11.0 8.3 13.3 23.4 17.0 50.0 52.4 32.3
opengold
openregular
Table B.2: The official results from the SemEval-2 shared task for Dutch [Recasens et al.,
2010].
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b.1.3 English
Mention detection CEAF MUC B3 BLANC
P R F1 P R F1 P R F1 P R F1 P R F1
closedgold
RelaxCor 100 100 100 75.6 75.6 75.6 21.9 72.4 33.7 74.8 97.0 84.5 57.0 83.4 61.3
SUCRE 100 100 100 74.3 74.3 74.3 68.1 54.9 60.8 86.7 78.5 82.4 77.3 67.0 70.8
TANL-1 99.8 81.7 89.8 75.0 61.4 67.6 23.7 24.4 24.0 74.6 72.1 73.4 51.8 68.8 52.1
UBIU 92.5 99.5 95.9 63.4 68.2 65.7 17.2 25.5 20.5 67.8 83.5 74.8 52.6 60.8 54.0
closedregular
SUCRE 78.4 83.0 80.7 61.0 64.5 62.7 57.7 48.1 52.5 68.3 65.9 67.1 58.9 65.7 61.2
TANL-1 79.6 68.9 73.9 61.7 53.4 57.3 23.8 25.5 24.6 62.1 60.5 61.3 50.9 68.0 49.3
UBIU 66.7 83.6 74.2 48.2 60.4 53.6 11.6 18.4 14.2 50.9 69.2 58.7 50.9 56.3 51.0
opengold
Corry-B 100 100 100 77.5 77.5 77.5 56.1 57.5 56.8 82.6 85.7 84.1 69.3 75.3 71.8
Corry-C 100 100 100 77.7 77.7 77.7 57.4 58.3 57.9 83.1 84.7 83.9 71.3 71.6 71.5
Corry-M 100 100 100 73.8 73.8 73.8 62.5 56.2 59.2 85.5 78.6 81.9 76.2 58.8 62.7
RelaxCor 100 100 100 75.8 75.8 75.8 22.6 70.5 34.2 75.2 96.7 84.6 58.0 83.8 62.7
openregular
BART 76.1 69.8 72.8 70.1 64.3 67.1 62.8 52.4 57.1 74.9 67.7 71.1 55.3 73.2 57.7
Corry-B 79.8 76.4 78.1 70.4 67.4 68.9 55.0 54.2 54.6 73.7 74.1 73.9 57.1 75.7 60.6
Corry-C 79.8 76.4 78.1 70.9 67.9 69.4 54.7 55.5 55.1 73.8 73.1 73.5 57.4 63.8 59.4
Corry-M 79.8 76.4 78.1 66.3 63.5 64.8 61.5 53.4 57.2 76.8 66.5 71.3 58.5 56.2 57.1
Table B.3: The official results from the SemEval-2 shared task for English [Recasens
et al., 2010].
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b.1.4 German
Mention detection CEAF MUC B3 BLANC
P R F1 P R F1 P R F1 P R F1 P R F1
closedgold
SUCRE 100 100 100 72.9 72.9 72.9 74.4 48.1 58.4 90.4 73.6 81.1 78.2 61.8 66.4
TANL-1 100 100 100 77.7 77.7 77.7 16.4 60.6 25.9 77.2 96.7 85.9 54.4 75.1 57.4
UBIU 92.6 95.5 94.0 67.4 68.9 68.2 22.1 21.7 21.9 73.7 77.9 75.7 60.0 77.2 64.5
closedregular
SUCRE 79.3 77.5 78.4 60.6 59.2 59.9 49.3 35.0 40.9 69.1 60.1 64.3 52.7 59.3 53.6
TANL-1 60.9 57.7 59.2 50.9 48.2 49.5 10.2 31.5 15.4 47.2 54.9 50.7 50.2 63.0 44.7
UBIU 50.6 66.8 57.6 39.4 51.9 44.8 9.5 11.4 10.4 41.2 53.7 46.6 50.2 54.4 48.0
opengold
BART 94.3 93.7 94.0 67.1 66.7 66.9 70.5 40.1 51.1 85.3 64.4 73.4 65.5 61.0 62.8
openregular
BART 82.5 82.3 82.4 61.4 61.2 61.3 61.4 36.1 45.5 75.3 58.3 65.7 55.9 60.3 57.3
Table B.4: The official results from the SemEval-2 shared task for German [Recasens
et al., 2010].
b.1.5 Italian
Mention detection CEAF MUC B3 BLANC
P R F1 P R F1 P R F1 P R F1 P R F1
closedgold
SUCRE 98.4 98.4 98.4 66.0 66.0 66.0 48.1 42.3 45.0 76.7 76.9 76.8 54.8 63.5 56.9
closedregular
SUCRE 84.6 98.1 90.8 57.1 66.2 61.3 50.1 50.7 50.4 63.6 79.2 70.6 55.2 68.3 57.7
UBIU 46.8 35.9 40.6 37.9 29.0 32.9 2.9 4.6 3.6 38.4 31.9 34.8 50.0 46.6 37.2
opengold
openregular
BART 42.8 80.7 55.9 35.0 66.1 45.8 35.3 54.0 42.7 34.6 70.6 46.4 57.1 68.1 59.6
TANL-1 90.5 73.8 81.3 62.2 50.7 55.9 37.2 28.3 32.1 66.8 56.5 61.2 50.7 69.3 48.5
Table B.5: The official results from the SemEval-2 shared task for Italian [Recasens et al.,
2010].
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b.1.6 Spanish
Mention detection CEAF MUC B3 BLANC
P R F1 P R F1 P R F1 P R F1 P R F1
closedgold
RelaxCor 100 100 100 66.6 66.6 66.6 14.8 73.8 24.7 65.3 97.5 78.2 53.4 81.8 55.6
SUCRE 100 100 100 69.8 69.8 69.8 52.7 58.3 55.3 75.8 79.0 77.4 67.3 62.5 64.5
TANL-1 100 96.8 98.4 66.9 64.7 65.8 16.6 56.5 25.7 65.2 93.4 76.8 52.5 79.0 54.1
UBIU 73.8 96.4 83.6 45.7 59.6 51.7 9.6 18.8 12.7 46.8 77.1 58.3 52.9 63.9 54.3
closedregular
SUCRE 74.9 66.3 70.3 56.3 49.9 52.9 35.8 36.8 36.3 56.6 54.6 55.6 52.1 61.2 51.4
TANL-1 82.2 84.1 83.1 58.6 60.0 59.3 14.0 48.4 21.7 56.6 79.0 66.0 51.4 74.7 51.4
UBIU 51.1 72.7 60.0 33.6 47.6 39.4 7.6 14.4 10.0 32.8 57.1 41.6 50.4 54.6 48.4
opengold
openregular
Table B.6: The official results from the SemEval-2 shared task for Spanish [Recasens
et al., 2010].
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b.2 conll 2011
Participant Official Score
CT/PM OT/PM CT/GB OT/GB CT/GM OT/GM
[Lee et al., 2011] 57.79 58.31 60.74 61.36 - 73.05
[Sapena et al., 2011] 55.99 - - - - -
[Chang et al., 2011] 55.96 - 56.62 - 73.83 -
[Björkelund and Nugues, 2011] 54.53 - 56.91 - - -
[Nogueira dos Santos and Lopes Carvalho, 2011] 53.41 - 55.50 - - -
[Song et al., 2011] 53.05 - 49.77 - - -
[Stoyanov et al., 2011] 51.92 - 53.55 - - -
[Lalitha Devi et al., 2011] 51.90 - - - - -
[Kobdani and Schütze, 2011] 51.04 - 53.92 - - -
[Zhou et al., 2011] 50.92 - - - - -
[Charton and Gagnon, 2011] 50.36 - - - - -
[Yang et al., 2011] 49.99 - - - - -
[Xiong et al., 2011] 49.38 - - - - -
[Li et al., 2011] 48.46 - - - - -
[Chen et al., 2011] 48.07 - 50.25 - - -
[Kummerfeld et al., 2011] 47.10 - - - - -
[Zhekova and Kübler, 2011] 40.43 - 44.27 - - -
[Irwin et al., 2011] 31.88 35.84 - - - -
[Cai et al., 2011] - 55.71 - - - -
[Uryupina et al., 2011] - 54.32 - - - -
[Klenner and Tuggener, 2011] - 51.77 - - - -
Table B.7: The official results from the CoNLL 2011 shared task [Pradhan et al., 2011]
for all targeted settings and tracks: CT(closed track), OT(open track), GM(gold
mentions), GB(gold boundaries), PM(predicted mentions)
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b.3 conll 2012
b.3.1 Predicted Mentions (Official)
Participant Open Closed Official Final model
English Chinese Arabic English Chinese Arabic Score Train Dev
[Fernandes et al., 2012] 63.37 58.49 54.22 58.69
√ √
[Björkelund and Farkas, 2012] 61.24 59.97 53.55 58.25
√ √
[Chen and Ng, 2012] 63.53 59.69 62.24 47.13 56.35
√ ×
[Stamborg et al., 2012] 59.36 56.85 49.43 55.21
√ √
[Uryupina et al., 2012] 56.12 53.87 50.41 53.47
√ √
[Zhekova et al., 2012] 48.70 44.53 40.57 44.60
√ √
[Li, 2012] 45.85 46.27 33.53 41.88
√ √
[Yuan et al., 2012] 61.02 58.68 60.69 39.79
√ √
[Xu et al., 2012] 57.49 59.22 38.90
√ ×
[Martschat et al., 2012] 61.31 53.15 38.15
√ ×
[Zhang et al., 2012] 59.24 51.83 37.02 - -
yang1 55.29 18.43
√ ×
[Chang et al., 2012] 60.18 45.71 35.30
√ ×
[Li et al., 2012] 48.77 51.76 33.51
√ √
[Shou and Zhao, 2012] 58.25 19.42
√ ×
[Xiong and Liu, 2012] 59.23 44.35 44.37 0.00
√ √
Table B.8: The official results from the CoNLL 2012 shared task [Pradhan et al., 2012]
for the system runs using predicted mentions.
1This participant did not submit a final task paper.
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b.3.2 Gold Mention Boundaries (Supplementary)
Participant Open Closed Suppl. Final model
English Chinese Arabic English Chinese Arabic Score Train Dev
[Fernandes et al., 2012] 63.16 61.48 53.90 59.51
√ √
[Björkelund and Farkas, 2012] 60.75 62.76 53.50 59.00
√ √
[Chen and Ng, 2012] 70.00 60.33 68.55 47.27 58.72
√ ×
[Stamborg et al., 2012] 57.35 54.30 49.59 53.75
√ √
[Zhekova et al., 2012] 49.30 44.93 40.24 44.82
√ √
[Li, 2012] 43.04 43.28 31.46 39.26
√ √
[Yuan et al., 2012] 59.50 64.42 41.31
√ √
[Xu et al., 2012] 56.47 64.08 40.18
√ ×
[Chang et al., 2012] 60.89 20.30
√ √
Table B.9: The official results from the CoNLL 2012 shared task [Pradhan et al., 2012]
for the system runs using gold mentions.
b.3.3 Gold Mentions (Supplementary)
Participant Open Closed Suppl. Final model
English Chinese Arabic English Chinese Arabic Score Train Dev
[Fernandes et al., 2012] 69.35 66.36 63.49 66.40
√ √
[Björkelund and Farkas, 2012] 68.20 69.92 59.14 65.75
√ √
[Chen and Ng, 2012] 78.98 70.46 77.77 52.26 66.83
√ ×
[Stamborg et al., 2012] 68.66 66.97 53.35 62.99
√ √
[Zhekova et al., 2012] 59.06 51.44 55.72 55.41
√ √
[Li, 2012] 51.40 59.93 40.62 50.65
√ √
[Yuan et al., 2012] 69.88 76.05 48.64
√ √
[Xu et al., 2012] 63.46 69.79 44.42
√ ×
[Chang et al., 2012] 77.22 25.74
√ √
Table B.10: The official results from the CoNLL 2012 shared task [Pradhan et al., 2012]
for the system runs using gold boundaries.
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