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Mit Methoden der optischen Meßtechnik ko¨nnen die Oberfla¨chen realer Objekte ab-
schnittsweise fla¨chenhaft digitalisiert werden. Die Planung, Umsetzung und Integra-
tion der Teilaufnahmen zur vollsta¨ndigen Vermessung von Objekten erfordert jedoch
viel Zeit und Erfahrung. Daher bilden Verfahren zur automatischen Aufnahmeplanung
unter Beru¨cksichtigung der Datenqualita¨t (vor allem im Sinne der Abtastdichte) den
Gegenstand der vorliegenden Dissertation. Als Ergebnis ermo¨glichen die vorgeschla-
genen Verfahren die vollautomatische Digitalisierung initial unbekannter Objekte mit
Hilfe geeigneter Roboter.
Es werden Lo¨sungen fu¨r die beiden zentralen Teilprobleme der Aufnahmeplanung
vorgeschlagen: na¨mlich fu¨r die Repra¨sentation des erst teilweise vermessenen Ob-
jekts, sowie fu¨r die Ableitung einer geeigneten Zielsetzung fu¨r die Aufnahmeplanung.
Letztere nutzt die vorliegende Objektrepra¨sentation zur Pra¨diktion des Qualita¨tsge-
winns, der von einem zusa¨tzlichen Aufnahmevorgang zu erwarten ist. Dabei wird ge-
zeigt, wie sich die intrinsischen Eigenschaften des Sensors unter Verwendung compu-
tergraphischer Verfahren zur Planung nutzen lassen, indem gerenderte Darstellungen
der Objektrepra¨sentation analysiert werden.
Erga¨nzend wird eine Methodik zur Evaluation der Ergebnisse vorgeschlagen. Er-




Methods of optical metrology enable the surface digitisation of real world objects by pie-
cewise area scanning. However, the planning, acquisition, and integration of multiple
images necessary to completely measure the surface of objects requires substantial
time and experience. This thesis consequently focusses on techniques of automatic
view planning for the acquisition of images, aiming at the highest achievable quality of
the measurements (namely in terms of sampling density). As a result, the digitisation
of initially unknown objects can be performed fully automatic using suitable robots.
This thesis presents solutions for the two main problems of view planning: the repre-
sentation of the partly known object geometry, and the derivation of suitable criteria for
the view planning process. The latter is achieved by using the available object repre-
sentation to predict the increase in quality, which can be expected from an additional
acquisition step. The thesis demonstrates in which way the intrinsic properties of the
sensor can be exploited, namely using methods of computer graphics to analyse ren-
dered views of the object representation.
In addition, a methodology for the evaluation of the resulting 3d geometries is propo-
sed. Exemplary results documenting the automated measurement of buildings as well
as small object digitisation complete the thesis.
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In den letzten Jahren wurde eine Vielzahl von Verfahren vorgeschlagen, die die Rekon-
struktion dreidimensionaler Objekte und Szenen aus Tiefenbildern ermo¨glichen. In der
Praxis erfordern diese Verfahren jedoch noch einen großen Anteil interaktiver Ta¨tigkeit
durch erfahrenes Bedienpersonal. Insbesondere die Akquisition der beno¨tigten Tiefen-
bilder ist ein zeitaufwa¨ndiger Prozess, der von den meisten Benutzern nicht effizient
durchgefu¨hrt werden kann.
Eine Alternative zur bisher u¨blichen manuellen Vorgehensweise bildet die Automa-
tisierung des Rekonstruktionsprozesses. Die dafu¨r beno¨tigten Roboter stehen bereits
seit langem fu¨r alle relevanten Objektgro¨ßen zur Verfu¨gung. Die bisher vorgeschlage-
nen Algorithmen zur Aufnahmeplanung sind jedoch nicht hinreichend skalierbar, um
alle praxisrelevanten Anwendungsfa¨lle abzudecken. Die Aufnahmeplanung bildet also
einen limitierenden Faktor fu¨r die schnelle und kostengu¨nstige Erzeugung von 3D-
Modellen fu¨r computergraphische Anwendungen, fu¨r rapid-prototyping-Verfahren, und
fu¨r die sogenannte as-built-Analyse von Bauwerken und Industrieanlagen.
Es besteht eine auffa¨llige Verwandtschaft zwischen den Teilproblemen, die bei der
Aufnahmeplanung auftreten, und zahlreichen Lo¨sungsansa¨tzen der Computergraphik.
Beispielhaft genannt seien hier an erster Stelle die Sichtbarkeitsbestimmung und die
Schattierungsrechnung, aber auch Methoden der radiosity und der Abschattungsrech-
nung stehen in engem Bezug zur Aufnahmeplanung fu¨r marktga¨ngige 3D-Meßsyste-
me.
Eine wesentliche Motivation der Arbeit besteht daher darin, die bereits etablierten
Methoden der Computergraphik auch fu¨r die Aufnahmeplanung nutzbar zu machen.
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Die Bedeutung der Computergraphik ist an dieser Stelle nicht nur algorithmischer,
sondern auch rechentechnischer Natur durch die breite Verfu¨gbarkeit spezialisierter
Hardware in Gestalt von 3D-Graphik-Subsystemen, die zur Beschleunigung des re-
chenintensiven Prozesses der Aufnahmeplanung genutzt werden kann.
Eine effizient ablaufende automatische Aufnahmeplanung ero¨ffnet eine Vielzahl von
zusa¨tzlichen Anwendungsfeldern der 3D-Digitalisierung, die bisher wegen des not-
wendigen zeitaufwa¨ndigen Einsatzes hochqualifizierten Bedienpersonals aus Kosten-
gru¨nden nicht praktikabel waren. Hier ist vor allem an die Geometrie-Digitalisierung fu¨r
3D-Produktkataloge zu denken. Weitere Anwendungsfelder ergeben sich im medizin-
technischen Bereich, etwa bei der Digitalisierung von Abformungen in der Dentaltech-
nik oder in der Otoplastik. In der industriellen Qualita¨tskontrolle erfordert das zuneh-
mende Auftreten kleiner Fertigungslose bis hin zur
”
Losgro¨ße 1“ geeignete Digitalisie-
rungslo¨sungen, die den Kostenanteil der Qualita¨tssicherung von der Losgro¨ße entkop-
peln. Weitere relevante Anwendungsfelder sind die Dokumentation in der Archa¨ologie
sowie die systematische Erkundung nicht mehr zuga¨nglicher Geba¨udeteile nach Ka-
tastrophen oder zur Kampfmittelra¨umung durch autonome mobile Roboter.
1.2 Stand der Technik
Die bisher vorgeschlagenen Verfahren zur Aufnahmeplanung fu¨r initial unbekannte 3D-
Oberfla¨chen basieren, wie auch der in der vorliegenden Arbeit verfolgte Ansatz, auf
zwei Komponenten: einer geeigneten Beschreibung des Objekts, in der die bereits
bekannten Oberfla¨chenbereiche zusammen mit der mo¨glichen Lage noch nicht ein-
gesehener Bereiche repra¨sentiert sind, sowie einer Zielfunktion mit entsprechendem
Optimierverfahren. Ausfu¨hrliche ¨Ubersichten zur Thematik wurden unter anderem von
Tarabanis et al. [105] sowie weniger lang zuru¨ckliegend von Scott et al. [97] vero¨ffent-
licht, in denen auch ausfu¨hrlich auf die Planung basierend auf bekannten Geometrien
(CAD-Modelle) eingegangen wird. Eine Klassifikation vorgeschlagener Verfahren zur
Aufnahmeplanung ist in Abbildung 1.1 dargestellt.
Die Arbeit von Conolly [18] ist der erste bekannte Versuch, das Problem der Auf-
nahmeplanung zu lo¨sen. Der bereits 1985 vorgeschlagene Ansatz basiert auf einer
einfach skalierbaren Diskretisierung sowohl der Objektbeschreibung mittels eines bi-
na¨ren Octrees als auch des Suchraums mittels eines spha¨rischen Rasters. Die Ziel-
funktion wird durch einen ray-casting-Ansatz aus der Octree-Repra¨sentation berech-
net; letzterer wird inkrementell angepaßt. Wegen der zum Vero¨ffentlichungszeitpunkt
aufgetretenen exorbitanten Rechenzeiten wird alternativ ein vereinfachter Algorithmus
vorgeschlagen, welcher eventuell auftretende Eigenverdeckungen kurzerhand igno-
riert. Da die Entwicklung der Computergraphik heute effizientere Verfahren als das
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Abbildung 1.1: Klassifikation vorgeschlagener Verfahren (in Anlehnung an Scott et al.
[97]).
bina¨r-volumetrische ray casting ermo¨glicht, darf das Verfahren als u¨berholt bezeichnet
werden.
Der Ansatz von Whaite und Ferrie [114] bildet einen Sonderfall unter den Verfahren
zur Aufnahmeplanung, da eine nicht-diskrete geometrische Beschreibung der Objekto-
berfla¨che die Grundlage des Verfahrens bildet. Die Autoren verwenden eine
”
Unsicher-
heits-Ummantelung“ (“shell of uncertainty”), welche die tatsa¨chliche (teilweise noch
unbekannte) Oberfla¨che umschließt und durch sogenannte superquadrics repra¨sen-
tiert wird. Die Bestimmung der na¨chsten optimalen Ansicht hat die Minimierung des
Volumens dieser
”
Unsicherheits-Ummantelung“ zum Ziel. Der Ansatz ist nur fu¨r einfa-
che 3D-Oberfla¨chen geeignet, da sowohl die Berechnung der Objektrepra¨sentation als
auch die Evaluierung potentieller Aufnahme-Parametersa¨tze extrem rechenaufwa¨ndig
sind.
Maver und Bajcsy [65] schlagen ein Verfahren vor, das auf einen triangulationsba-
sierten Laser-Lichtschnitt-Sensor spezialisiert ist und dessen Schattenbildung beru¨ck-
sichtigt. Das Verfahren optimiert zuna¨chst die Orientierung des Triangulationsaufbaus,
um aus der bereits verwendeten Richtung weitere Aufnahmen zu akquirieren, die ver-
bleibende Lu¨cken schließen. In einem zweiten Schritt werden dann weitere Aufnah-
merichtungen bestimmt. Die Arbeit zeichnet sich durch eine detaillierte Unterschei-
dung der verschiedenen in einem triangulations-basierten Meßsystem auftretenden
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Abschattungs-Situationen aus und verwendet einen Histogramm-Ansatz, um die na¨ch-
ste Aufnahme zu bestimmen.
Eine Variante des volumetrischen Ansatzes wird von Massios und Fisher [64] vor-
geschlagen, bei der nicht nur die Vermessung bisher nicht eingesehener Oberfla¨chen-
teile als Ziel verfolgt wird, sondern auch die erneute Vermessung bisher suboptimal
vermessener Oberfla¨chenteile. Es handelt sich also im weiteren Sinne um einen qua-
lita¨tsbezogenen Ansatz.
Pito [79, 80] schla¨gt eine Erga¨nzung der bereits vermessenen Oberfla¨che durch so-
genannte void surfaces vor, die den bisher vom Sensor eingesehenen Teil des Raum-
es begrenzen. Die Optimierung der Aufnahmeparameter erfolgt zweischrittig, indem
zuna¨chst ohne Verdeckungsrechnung diejenigen Teile des Suchraumes identifiziert
werden, die mo¨gliche Optima enthalten. Die Begriffe der void surfaces und der void-
Volumen werden wegen ihrer Ku¨rze und ¨Ubersetzungsresistenz auch in der vorliegen-
den Arbeit verwendet und in Abschnitt 3.3 generalisiert und detaillierter definiert. Der
Kernpunkt des von Pito vorgeschlagenen Verfahrens ist die Repra¨sentation von Pla-
nungszwischenergebnissen im sogenannten “positional space”, der mit jedem zusa¨tz-
lichen Bild fortgeschrieben wird. Es erscheint allerdings fraglich, ob dieser Ansatz, der
nur fu¨r einen niedrig aufgelo¨sten zweidimensionalen Suchraum vorgefu¨hrt wird, auch
fu¨r gro¨ßere und ho¨herdimensionale Suchra¨ume geeignet ist.
Unter den Verfahren zur Aufnahmeplanung la¨ßt sich eine eigene Klasse unterschei-
den, welche die Oberfla¨chen der durch Eigenverdeckungen nicht eingesehenen Volu-
mina diskret analysiert. Reed et al. [87, 86] berechnen fu¨r jede dieser void surfaces
ein Polyeder, der alle Punkte einschließt, von denen aus die jeweilige void surface
sichtbar ist. Sequeira et al. [99] schlagen ein a¨hnliches Verfahren vor, das zusa¨tzlich
die Anzahl der beno¨tigten Aufnahmepositionen minimiert. Wa¨hrend Reed et al. einen
beliebigen Punkt innerhalb des Polyeders verwenden, schlagen Sequeira et al. eine
Zielfunktion zur Optimierung der Aufnahmeparameter innerhalb des Polyeders vor. Ro-
berts und Marshall [89] versuchen ebenfalls, mit einer minimalen Anzahl von Aufnah-
mevorga¨ngen auszukommen, indem sie eine Graphenstruktur in den Teilstu¨cken der
Oberfla¨che aufbauen, welche diejenigen Teilstu¨cke durch eine Kante verbindet, die von
einem gemeinsamen Punkt aus eingesehen werden ko¨nnen.
Die vollsta¨ndige Evaluation des Suchraumes kann durch Verfahren dieser Klasse
vermieden werden. Abha¨ngig vom konkreten Anwendungsfall kann aber die Anzahl
der zu beru¨cksichtigenden void surfaces eine bedeutende Rolle spielen (einige der ge-
nannten Verfahren besitzen eine nicht-polynomielle Komplexita¨t in der Anzahl der void
surfaces), so daß die Verfahren auf geometrisch einfache Objekte beschra¨nkt sind.
Das Anwendungsgebiet liegt daher in der Planung auf Basis vorbekannter Geometri-
en durch CAD-Modelle im Rahmen von Qualita¨tssicherungsaufgaben. Die Problematik
der nicht-polynomiellen Komplexita¨t wird von Tarbox und Gottschlich [106] sowie von
Scott et al. [96] thematisiert.
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Eine weitere eigene Klasse wird durch Verfahren zur Rekonstruktion von Umgebun-
gen unter freiem Himmel gebildet. Stellvertretend seien hier Blaer und Allen [8] sowie
Teller [107] genannt.
1.3 Zielsetzung und Abgrenzung der Arbeit
In der Literatur werden bezu¨glich des Problems der Aufnahmeplanung in Abha¨ngigkeit
von der vorab bekannten geometrischen Information mehrere Varianten unterschie-
den. In der vorliegenden Arbeit wird der Fall einer anfangs unbekannten Geometrie
mit vorgegebener Initialansicht thematisiert. Dabei werden die Parameter der folgen-
den Tiefenbildansichten iterativ innerhalb des folgenden, in Abbildung 1.2 dargestellten
Zyklus’ geplant:
1. Tiefenbildakquisition.
2. Integration des neu aufgenommenen Bildes in das rekonstruierte Modell.
3. Aufnahmeplanung: Bestimmung der Parameter der na¨chsten Akquisition oder
Beendigung, wenn keine weitere Verbesserung des Rekonstruktionsergebnisses
erreicht werden kann.
4. Bewegung des Akquisitionssystems.
Im Unterschied zum klassischen Ansatz der Aufnahmeplanung, der lediglich die
Vollsta¨ndigkeit der Vermessung zum Ziel hat, wird in der vorliegenden Arbeit ein Qua-
lita¨tsmaß beru¨cksichtigt. Das Ziel der Arbeit ist daher die automatische Vermessung
von 3D-Oberfla¨chen mit einer vorgegebenen Abtastdichte und einer vorgegebenen
Genauigkeit des resultierenden Modells.
Der oben skizzierte iterative Ablauf eignet sich, die verschiedenen Aspekte der vor-
liegenden Arbeit sowie die betreffenden Zielsetzungen und Abgrenzungen zu struktu-
rieren, die im folgenden beschrieben werden. Auf die nach der Erfassung der beno¨tig-
ten Tiefenbildaufnahmen folgende 3D-Rekonstruktion wird dagegen nicht weiter ein-
gegangen, da hierzu im Rahmen der vorliegenden Arbeit keine eigenen Lo¨sungsvor-
schla¨ge beigetragen werden. Auf die Weiterverarbeitung der Tiefenbilder wird aber an
zahlreichen Stellen Bezug genommen um die jeweilige Vorgehensweise bei der Pla-
nung zu motivieren und zu vergleichen.
Die Tiefenbildakquisition bildet einen fu¨r die Aufnahmeplanung wichtigen Aspekt der
3D-Rekonstruktion, da die Eigenschaften des Sensors bekannt sein mu¨ssen, um eine
Ergebnis-Pra¨diktion im Rahmen der Planung durchfu¨hren zu ko¨nnen. Dabei ist eine
gewisse Abstraktion vom konkret eingesetzten Gera¨t wu¨nschenswert. In der vorlie-
genden Arbeit wird daher eine entsprechende Klassifizierung vorgeschlagen. Meß-
technische Details werden nur soweit beschrieben, wie sie beim Zusammenspiel des







Abbildung 1.2: Die einzelnen, iterativ durchlaufenen Schritte des Aufnahmezyklus’.
Sensors mit dem Positionierungssystem sowie fu¨r die Pra¨diktion der zu planenden
Aufnahme relevant sind.
Die Integration zusa¨tzlicher Aufnahmen beru¨hrt einen der Kernpunkte der vorlie-
genden Arbeit. Die iterative Aufnahmeplanung erfordert eine effiziente, inkrementell
erga¨nzbare Repra¨sentation der teilvermessenen Oberfla¨che. Das verwendete Kalku¨l
ist die volumetrische Betrachtung der Sensorinformation, die neben den erfaßten Ober-
fla¨chendaten auch die Aufnahmeposition und die Bildgeometrie auswertet. Hierzu wer-
den neue Verfahren vorgeschlagen, und die zugrundeliegenden ¨Uberlegungen zur Re-
pra¨sentation der Oberfla¨che und mit ihr assoziierter Maßzahlen werden im Detail be-
schrieben.
Die eigentliche Aufnahmeplanung basiert auf dieser im Mehrbildintegrationsschritt
gewonnenen Objektrepra¨sentation und ist in zwei Teilaspekte unterteilt: zum einen
wird ein Optimierungsverfahren auf Basis planungstheoretischer Strukturen mit einer
geeigneten Zielfunktion formal vorgeschlagen, zum anderen bildet die effiziente Be-
rechnung mit den dazu geeigneten Vereinfachungen einen Schwerpunkt der Arbeit.
Die beabsichtigte Ru¨ckfu¨hrung der hier notwendigen Rechenschritte auf computergra-
phische Basisfunktionen bildet einen weiteren Kernpunkt der vorliegenden Arbeit.
Die Bewegung des Akquisitionssystems mit Hilfe eines geeigneten Roboters wird
in der vorliegenden Arbeit im Wesentlichen vorausgesetzt. Wichtige Teilprobleme wie
zum Beispiel die Wegplanung mobiler Roboter gehen u¨ber den Rahmen der vorliegen-
den Arbeit hinaus. Zur Vereinfachung der Roboter-Anbindung wird aber eine Schnitt-
stelle vorgeschlagen, die bereits vorhandene Verfahren zur Bewegungsplanung, wie
sie in Industrierobotern typischerweise implementiert sind, sinnvoll integriert.
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1.4 Kapitelu¨bersicht
Im nachfolgenden zweiten Kapitel wird zuna¨chst die eingesetzte Technik zur 3D-Ver-
messung und zu ihrer Automatisierung beschrieben und klassifiziert. Dabei bildet die
Identifizierung geeigneter Abstraktionsgrade und entsprechender Schnittstellen den fu¨r
die weiteren Kapitel wichtigsten Aspekt.
Die Kapitel 3 und 4 beinhalten die Kernaspekte der vorliegenden Arbeit. Im dritten
Kapitel wird zuna¨chst eine geeignete Repra¨sentation der anfa¨nglich nur teilweise be-
kannten Objektgeometrie vorgeschlagen. Neben der Repra¨sentation der Oberfla¨che
und der mit ihr assoziierten Maßzahlen bildet die inkrementelle Erga¨nzung dieser Re-
pra¨sentation im Rahmen des iterativen Aufnahmeprozesses einen wichtigen Teil die-
ses Kapitels.
Im vierten Kapitel wird die eigentliche Planungsaufgabe beschrieben und ein Verfah-
ren zu ihrer Lo¨sung vorgeschlagen. Auch hier werden zuna¨chst formal das Ziel und der
Algorithmus konkretisiert, bevor fu¨r verschiedene Sensortypen die Abbildung rechen-
intensiver Teilschritte auf computergraphische Basisfunktionen hergeleitet wird. Damit
wird neben der Mo¨glichkeit, die Rechengeschwindigkeit durch Nutzung des Graphik-
Subsystems zu erho¨hen, vor allem durch die Reduzierung der Rechengenauigkeit im
Rahmen des ¨Ubergangs auf die Bildauflo¨sung der Graphikausgabe eine wesentliche
Beschleunigung des Gesamtverfahrens erreicht. Ein weiterer wichtiger Aspekt ist die
Optimierung der jeweiligen na¨chsten Aufnahmekonfiguration. Hierzu wird ein Ansatz
vorgeschlagen, der in dem vorliegenden hochdimensionalen, aufgrund von diversen
Nebenbedingungen aber nur schwer systematisch zu analysierenden Parameterraum
eine bezu¨glich der verfu¨gbaren Rechenzeit skalierbare Optimierung vornimmt.
Kapitel 5 thematisiert vor der Pra¨sentation von Ergebnissen zuna¨chst Kriterien und
Analysemethoden, mit denen Verfahren der Aufnahmeplanung evaluiert werden ko¨n-
nen. Die vorgeschlagenen Verfahren sollen einen systematischen Vergleich mit ande-
ren Aufnahmeplanungen ermo¨glichen. Zusammenfassung und Ausblick schließen in
Kapitel 6 die Arbeit ab.
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KAPITEL 2
Verfahren der optischen Meßtechnik und
der Automatisierungstechnik
2.1 Einleitung
Die automatisierte 3D-Rekonstruktion setzt geeignete Gera¨te zur Datenakquisition vor-
aus, die in diesem Kapitel beschrieben werden. Die Digitalisierung der Oberfla¨che soll
dabei durch fla¨chenhaft optisch messende Systeme erfolgen, deren relative Lage zum
Objekt mit Hilfe einer Positioniereinrichtung vom Rechner gesteuert werden kann. Dar-
aus ergibt sich fu¨r kleine Objekte als typischer Aufbau ein ortsfestes 3D-Meßsystem,
vor dem das zu vermessende Objekt von einem Roboter bewegt wird. Fu¨r mittelgroße
Objekte, deren Positionierung aufwa¨ndiger als die des Meßsystems ist, bleibt meist
das Objekt ortsfest oder kann nur eingeschra¨nkt (zum Beispiel auf einem Drehtel-
ler) positioniert werden, wa¨hrend das Meßsystem von einem Roboter bewegt wird.
Im Architektur-Bereich und fu¨r sehr große Objekte ist im Regelfall ein mobiles Auf-
nahmesystem unumga¨nglich, welches ein Meßsystem mit entsprechender Reichweite
bewegt.
Das in den folgenden Kapiteln beschriebene Verfahren zur Aufnahmeplanung und
Automatisierung eignet sich prinzipiell fu¨r alle fla¨chenhaft messenden Systeme; die
wichtigsten Typen werden in Abschnitt 2.3 beschrieben. Eine fu¨r das entwickelte Ver-
fahren wichtige Eigenschaft des Meßsystems ist der jeweilige Standort des Sensors
bei der Erfassung eines Meßwertes. Daher bildet dieser Aspekt das Unterscheidungs-
kriterium bei der Klassifizierung der unterschiedlichen Typen von Meßsystemen.
Wa¨hrend die Verfahren der optischen Meßtechnik im Rahmen der Aufnahmepla-
nung relativ detailliert beru¨cksichtigt werden mu¨ssen, ko¨nnen die Verfahren zur Po-
sitionierung des Meßsystems in Abschnitt 2.4 vereinfacht beschrieben werden. Hier
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kommt es im Wesentlichen auf die Beru¨cksichtigung des Arbeitsbereichs an, wa¨hrend
Details der Robotik wie Inverse Kinematik und Pfadplanung u¨ber den Rahmen der fu¨r
die vorliegende Arbeit relevanten Themen hinausgehen und daher nur oberfla¨chlich
dargestellt werden.
2.2 Stand der Technik
Die optische Vermessung von sichtbaren Objektoberfla¨chen ist bereits seit la¨ngerem
Stand der Technik. Die im folgenden Abschnitt 2.3 gegebene ¨Ubersicht lehnt sich an
die Arbeit von Besl aus dem Jahr 1989 an [7]; seitdem sind zwar zahlreiche Detailver-
besserungen und Varianten der dort beschriebenen Verfahren publiziert, aber keine
grundlegend neuen Meßverfahren vorgeschlagen worden [9, 15]. Besl klassifiziert Tie-
fenbildgebungs-Sensorik zum einen nach den eingesetzten Meßprinzipien, zum an-
deren nach der Geometrie des nativen Sichtfeldes und den erforderlichen Relativbe-
wegungen zwischen Sensor und Objekt, die zur Erfassung eines zweidimensionalen
Tiefenbildes beziehungsweise der kompletten Objektoberfla¨che notwendig sind. Auf
diese Weise ergibt sich eine
”
natu¨rliche Hierarchie“ [7] von Sensortypen:
1. Punkt-Sensoren, die zur Erzeugung einer bildartigen Meßpunktmenge eine in
zwei Dimensionen parametrisierte Relativbewegung von Sensor und Objekt er-
fordern.
2. Zeilen-Sensoren, die eine eindimensional parametrisierte Relativbewegung zur
Erzeugung einer bildartigen Meßpunktmenge erfordern.
3. Fla¨chen-Sensoren, die direkt eine bildartige Meßpunktmenge liefern.
4. Mehrblickpunkt-Sensoren, die eventuell verbleibende Lu¨cken eines Einzelbildes
durch Hinzunahme weiterer Blickpunkte schließen.
Jeder Sensortyp innerhalb dieser Hierarchie kann durch Hinzunahme einer Ablenk-
oder Positioniereinheit in ein System der na¨chstho¨heren Hierarchiestufe u¨berfu¨hrt wer-
den.
Wa¨hrend die ersten drei Hierarchiestufen intuitiv eine einfache Parametrisierungs-
mo¨glichkeit nahelegen, erscheint die von Besl vorgeschlagene Kategorie der Mehr-
blickpunkt-Sensoren als Bruch innerhalb der Hierarchie. Mathematisch ist die ursa¨chli-
che Schwierigkeit der konsistenten Klassifizierung dadurch begru¨ndet, daß die bei
der Oberfla¨chenvermessung erfaßten Punktmengen in einer in den dreidimensionalen
Raum eingebetteten, gekru¨mmten 2D-Oberfla¨che liegen. Daher ko¨nnen die Elemente
der Punktmenge in null, einer oder zwei Dimensionen abschnittsweise geordnet vorlie-
gen; eine ho¨here Dimensionalita¨t ist nicht mo¨glich.
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Gleichzeitig bietet die abschnittweise geordnete Repra¨sentation von Punktmengen
gegenu¨ber ungeordneten Punktmengen den Vorteil, daß die Oberfla¨che auf einfache
Weise zwischen den Meßpunkten durch Interpolation stetig erga¨nzt werden kann. In-
nerhalb der von Besl vorgeschlagenen Hierarchie ergibt sich so ein Vorteil beim ¨Uber-
gang von Punkt- zu Zeilen-Sensoren sowie von Zeilen- zu Fla¨chen-Sensoren, wa¨hrend
der ¨Ubergang zu Mehrblickpunkt-Sensoren die Handhabung der entstehenden Punkt-
mengen nicht vereinfacht, sondern zuna¨chst erschwert, da redundant vermessene Be-
reiche geeignet beru¨cksichtigt werden mu¨ssen.
Aus diesen Gru¨nden wird in der vorliegenden Arbeit eine strikte Trennung vorge-
nommen, die zwischen dem System zur Oberfla¨chenerfassung und dem Positioniersy-
stem unterscheidet, obwohl das vorgeschlagene Gesamtsystem durchaus ein Mehr-
blickpunkt-Sensor im Besl’schen Sinne ist. In der vorliegenden Arbeit werden alle me-
chanischen Komponenten, die zur Erzeugung einer
”
bildartigen“, also zweidimensional
parametrisierten Meßpunktmenge erforderlich sind, dem Meßsystem zugeordnet, die
u¨brigen mechanischen Komponenten dagegen dem Positioniersystem.
2.3 Optische 3D-Meßtechnik
Mit Methoden der optischen Meßtechnik kann beru¨hrungslos geometrische Informati-
on u¨ber die einsehbaren Teile der Oberfla¨che eines vermessenen Objekts gewonnen
werden. Diese geometrische Information liegt zuna¨chst als Punktwolke vor, welche in
vielen Fa¨llen in einem zweidimensionalen Bildraster, einem sogenannten Tiefenbild
organisiert ist.
Fu¨r die automatisierte Erfassung von Oberfla¨chen mit Methoden der optischen Meß-
technik ist es naturgema¨ß notwendig, nicht nur die Geometrie der gemessenen Punk-
te, sondern auch die Standorte und Sichtlinien des Sensors relativ zur vermessenen
Oberfla¨che zu beru¨cksichtigen. Nur auf diese Weise kann die Sichtbarkeit einer zu
vermessenden Oberfla¨che bei der Bewertung einer mo¨glichen Aufnahmekonfiguration
entschieden werden. Daher wird in der vorliegenden Arbeit die einfache Punktwolke
als eine unvollsta¨ndige Repra¨sentation des Meßergebnisses angesehen. Zusa¨tzlich
wird zu jedem Meßpunkt auch die Lage der genutzten Beobachtungspunkte beno¨tigt.
Neben der Oberfla¨chengeometrie kann so auch eine volumetrische Information ge-
nutzt werden: zwischen dem vermessenen Oberfla¨chenbereich und den Beobach-
tungspunkten kann kein verdeckendes Element lokalisiert sein; das betreffende Vo-
lumen muß also leer sein1.
1Hier und im Folgenden wird davon ausgegangen, daß sich keine transparenten Materialien (Glas,
Wasser) im Meßbereich befinden.
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Dieser bekanntermaßen leere Teil des Raumes wird mit dem Begriff des
”
eingese-
henen Volumens“ bezeichnet und spielt eine entscheidende Rolle bei der Planung der
weiteren Messungen. Zum einen kann nur fu¨r das eingesehene Volumen ausgeschlos-
sen werden, daß ein bisher unzureichend oder noch gar nicht erfaßter Teil der Objek-
toberfla¨che von einem gegebenen Blickpunkt aus durch andere Objektteile verdeckt
wird und daher nicht vermessen werden kann. Zum anderen kann das Meßsystem
oftmals nur dann sicher an eine gewu¨nschte Aufnahmeposition bewegt werden, wenn
diese Bewegung im eingesehenen Volumen stattfindet, da auf diese Weise Kollisionen
ausgeschlossen werden ko¨nnen.
Daher wird im Folgenden besonders auf die Lage und Anzahl der genutzten Beob-
achtungspunkte eingegangen. In Abha¨ngigkeit vom Meßprinzip und vom Aufbau des
Meßsystems treten unterschiedliche Anzahlen von Beobachtungspunkten bei der Er-
fassung eines Oberfla¨chenpunktes beziehungsweise bei der Erfassung eines Tiefen-
bildes auf. Dies wird im Folgenden als Kriterium zur Klassifikation eingesetzt:
Unifokale Sensoren nutzen nur einen Beobachtungspunkt zur Erfassung eines Meß-
punktes, der fu¨r alle Rasterpunkte eines Tiefenbildes identisch ist. Entsprechen-
de Meßprinzipien werden in Abschnitt 2.3.1 beschrieben.
Triangulations-Sensoren nutzen mehrere (meist zwei) ra¨umlich signifikant verschie-
dene Beobachtungspunkte, die fu¨r alle Rasterpunkte eines Tiefenbildes iden-
tisch sind. Sie sind Gegenstand von Abschnitt 2.3.2.
Multifokale Sensoren erfassen die einzelnen Meßpunkte eines Tiefenbildes von je-
weils einem oder mehreren unterschiedlichen Beobachtungspunkten aus. Hierzu
werden auch Systeme geza¨hlt, die fu¨r (nicht notwendigerweise zusammenha¨n-
gende) eindimensionale Teilbereiche des Bildes identische Beobachtungspunk-
te verwenden, zum Beispiel bildspaltenweise. In Abschnitt 2.3.3 werden hierzu
Beispiele genannt.
Außerdem wird zwischen optisch aktiven und optisch passiven Systemkomponen-
ten unterschieden. Die optisch aktiven Komponenten zeichnen sich dadurch aus, daß
sie Signale im optischen Frequenzbereich in die beobachtete Szene aussenden. Im
Unterschied hierzu bezeichnet der Begriff geometrisch aktiv eine Systemkomponente,
deren relative Lage zu den u¨brigen Komponenten vorab durch Kalibrierung bekannt ist
und fu¨r die Meßpunkterfassung genutzt wird.
2.3.1 Unifokale Systeme
Zu den unifokalen Meßprinzipien za¨hlen die Lichtlaufzeitmessung, die Fokussierungs-
messung sowie die Fresnel-Diffraktion.




















Abbildung 2.1: Klassifikation tiefenbildgebender Verfahren nach Anzahl der beteiligten
Beobachtungspunkte.
2.3.1.1 Lichtlaufzeitsysteme
Das Laufzeitprinzip, das auch in zahlreichen anderen Meßverfahren wie beispielswei-
se der Sonographie, dem Echolot und dem Radar Anwendung findet, basiert auf der
einfachen Beziehung
c · δt = 2r (2.1)
mit der Ausbreitungsgeschwindigkeit c des Signals im jeweiligen Medium (Lichtge-
schwindigkeit), der gemessenen Zeit δt vom Aussendezeitpunkt bis zum Detektions-
zeitpunkt nach Reflektion von der Objektoberfla¨che, und der gemessenen Entfernung
r. Entscheidend fu¨r die Vermeßbarkeit einer Oberfla¨che ist die Sta¨rke des reflektierten
Signals in Richtung des Detektors, die eine eindeutige Unterscheidung vom Rauschen
der Umgebung zulassen muß. Nach Besl [7] verha¨lt sich die Sta¨rke des Signals am
Detektor PR gema¨ß der Formel
PR = K(t− δt)ρ cos θ/r2 (2.2)
in der r die Distanz, θ den Winkel zwischen Oberfla¨chennormale und Meßrichtung, ρ
einen Koeffizienten der diffusen Oberfla¨chenreflektion, und K eine Funktion bezeich-
net, die diverse gera¨tespezifische Einflußgro¨ßen beru¨cksichtigt. Mit Blick auf die auto-
matisierte Oberfla¨chenvermessung kann also eine schlechtere Datenqualita¨t erwartet
werden, wenn die Oberfla¨che aus einem flacheren Winkel oder aus gro¨ßerer Entfer-
nung vermessen wird.
Praktisch wird das Signal typischerweise von einem Laser erzeugt, der sequentiell in
zwei Richtungen mechanisch abgelenkt wird und so ein Rasterbild erzeugt. Fu¨r kurze
Distanzen werden neuerdings auch Leuchtdiodenfelder eingesetzt, die das komplette






Abbildung 2.2: Konfiguration von Sensor und Oberfla¨chenpunkt bei der Lichtlaufzeitmes-
sung.
Blickfeld parallel beleuchten und so die zeitsynchrone Erfassung eines vollsta¨ndigen
Tiefenbildes ermo¨glichen [116, 81].
Zur Bestimmung der Lichtlaufzeit werden unterschiedliche Verfahren eingesetzt:
Puls-Detektion: Hier wird ein einfacher Lichtpuls erzeugt und seine Laufzeit gemes-
sen.
Amplituden-Modulation: Durch ¨Anderung der an der Laser-Diode angelegten Span-
nung wird die Amplitude des erzeugten Lasersignals moduliert. Die Laufzeit kann
durch Messung der Phasendifferenz kontinuierlich bestimmt werden, allerdings
treten an den Grenzen des Eindeutigkeitsbereichs Phasenspru¨nge auf.
Frequenz-Modulation: Durch Modulation der an der Laser-Diode angelegten Span-
nung kann das erzeugte Laserlicht in seiner Frequenz (Wellenla¨nge) moduliert
werden und ebenfalls durch Signalvergleich mit dem Referenz-Signal eine Ent-
fernungsbestimmung erreicht werden. Auf die Details des Meßprinzips soll hier
nicht na¨her eingegangen werden.
Die Lichtlaufzeitmessung ist ein optisch aktives Verfahren, daß je nach Klassifi-
zierung des eingesetzten Lasers unter Umsta¨nden Maßnahmen zum Augenschutz
(Schutzbrille, Sperrung des Meßbereichs fu¨r Unbeteiligte) erfordert. Mit kommerziell
erha¨ltlichen Systemen lassen sich Meßbereiche von u¨ber 150 Metern abdecken.
Zur Erzeugung eines zweidimensionalen Bildrasters muß die nativ punktweise mes-
sende Laser-Detektor-Kombination in eine Ablenkeinheit integriert werden. Diese be-
steht typischerweise aus einem rotierenden Prismenspiegel zur horizontalen Ablen-
kung, sowie einem weiteren rotierbaren Spiegel zur vertikalen Ablenkung (Abb. 2.3).
Die Geometrie des Bildkoordinatensystems eines derart aufgebauten Sensors ent-
spricht na¨herungsweise einem Polarkoordinatensystem, so daß sich die gemessene
3D-Koordinate mit der gemessenen Entfernung r und den beiden Ablenkwinkeln ϑ





Abbildung 2.3: Erzeugung eines zweidimensionalen Bildes mit punktweiser Abtastung
und horizontaler und vertikaler Ablenkung u¨ber Spiegel.










beschreiben la¨ßt. Tatsa¨chlich muß in dieser Vorschrift zusa¨tzlich der Offset zwischen
den Ablenkachsen beru¨cksichtigt werden. Außerdem mu¨ssen etwaige Ungenauigkei-
ten des mechanischen Aufbaus modelliert und korrigiert werden. Gerade letzteres ist
oftmals nicht systematisch mo¨glich, so daß die Fehlerreduktion in der Praxis durch
Tabellen erfolgt, deren Inhalt bei der Kalibrierung bestimmt wird. Abb. 2.4 zeigt eine
derartige Korrekturwerttabelle, in der fu¨r jeden horizontalen Winkel bildspaltenweise
die Abweichung von den Idealkoordinaten (a¨quidistante Winkelschritte zwischen den
Bildspalten) aufgetragen ist.









Abbildung 2.4: Eintra¨ge der Korrekturwerttabelle der Winkelabweichungen der horizon-
talen Ablenkeinheit des K2T-Scanners fu¨r jede Bildspalte.
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2.3.1.2 Fokussierung
Wird ein punktfo¨rmiges Merkmal mit einer Kamera durch ein Linsensystem betrach-
tet, so wird dieses auf der Bildebene nur dann auf einen Punkt abgebildet, wenn das
Gauss’sche Gesetz du¨nner Linsen erfu¨llt ist (anschaulich in Abbildung 2.5 illustriert).
Fu¨r einen Punkt in Entfernung z vom Zentrum des Linsensystems mit Brennweite f ist











erfu¨llt. Punktfo¨rmige Merkmale, fu¨r die diese Bedingung nicht erfu¨llt ist, werden auf-
grund der Diffraktion an der Blendeno¨ffnung unscharf abgebildet. Aus dem Unscha¨r-
feradius der Abbildung eines Punktes kann nun seine vorzeichenlose Distanz in z-
Richtung zur fokussierten Ebene bestimmt werden, indem zuna¨chst die Intensita¨tsver-
teilung des Punktmerkmals im Bild durch eine 2D-Gauss-Verteilung mit dem Durch-
messer σ abgescha¨tzt wird. Der z-Wert ergibt sich bei diesem Ansatz durch
z± =
wf
w − f ± σF (2.5)
wobei F = f/D aus dem Blendeno¨ffnungsdurchmesser D abgeleitet wird (Darstel-
lung nach Besl [7]).
Abbildung 2.5: Die Fokuslage kann im Bild aus dem Unscha¨rferadius bekannter Geo-
metrien oder aus dem lokalen Kontrast bestimmt und zur Entfernungsmessung genutzt
werden.
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Aus diesen Zusammenha¨ngen kann auf unterschiedliche Weise die Oberfla¨chen-
geometrie bestimmt werden. Durch Projektion von Punkt- oder Linienmustern kann
entweder direkt aus dem Unscha¨rfedurchmesser im Bild bis auf das Vorzeichen der
jeweilige Abstand bestimmt werden, oder der Wert w wird mechanisch durch unter-
schiedliche Fokussierung der Linse variiert, so daß fu¨r jeden Punkt im Bild die Distanz
durch Minimierung des Unscha¨rfedurchmessers bestimmt werden kann.
Nayar et al. [70] verwenden beispielsweise das Grundprinzip der Fokussierung,
um einen in Video-Echtzeit arbeitenden Tiefenbild-Sensor aufzubauen. Hierzu wer-
den im gleichen Strahlengang ein Musterprojektor und zwei Kameras mit unterschied-
licher Fokussierung angeordnet, so daß durch Vergleich der beiden Kamerabilder die
Unscha¨rfe der projizierten Muster quantifiziert und daraus die Entfernung abgeleitet
werden kann2.
Roha´ly und Hart [91] schlagen einen Ansatz vor, dessen Grundprinzip zwischen
Fokussierung und Triangulation angesiedelt ist. Anstelle einer Blende, die durch eine
große Blendeno¨ffnung fu¨r Verunscha¨rfung sorgt, beschra¨nken sie den Strahlengang
durch eine kleine Blendeno¨ffnung, die neben der Hauptachse angeordnet ist und me-
chanisch um die Hauptachse rotiert werden kann. Mit der Bewegung der Blende wird
ein punktfo¨rmiges Merkmal auf einen Kreis im Bild abgebildet, dessen Radius von der
zu messenden Distanz abha¨ngt. Der Zusammenhang zwischen dem gemessenen Ra-
dius d, dem Radius R der rotierten Blendenposition relativ zur Hauptachse, der Brenn-










Um den Radius im Bild zu bestimmen, sind wenigstens zwei um 180◦ versetzte Ein-
zelaufnahmen auszuwerten. Ein a¨hnlicher Ansatz wird auch von Loranger et al. [60]
vorgeschlagen.
2.3.1.3 Konfokale Entfernungsmessung
Im Unterschied zur oben beschriebenen Entfernungsmessung durch Fokussierung
wird bei der konfokalen Mikroskopie [68] die Auswertung der Fokussierung nicht durch
Bildanalyse, sondern bereits durch den optischen Aufbau erreicht. Hier wird das Licht
am Ende des Strahlengangs durch eine sehr kleine Blende gefu¨hrt, so daß nur Licht
aus der Fokusebene den Detektor erreicht. Es handelt sich also um ein optisches
Schnittbildverfahren. Durch Variation der Fokussierung oder des z-Abstands kann ei-
ne Schnittbildsequenz fu¨r unterschiedliche z-Ebenen erzeugt und aus dieser die Ober-
fla¨chengeometrie rekonstruiert werden.
2Durch den Einsatz telezentrischer Optiken ist das beschriebene Gesamtsystem eigentlich den mul-
tifokalen Systemen zuzurechnen.
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Der mechanische Scanvorgang kann durch Codierung des gemessenen Lichts ver-
mieden werden. Tiziani und Uhde schlagen dazu das Verfahren der chromatisch-kon-
fokalen Entfernungsmessung [108] vor, bei dem eine wellenla¨ngenabha¨ngige Fokus-
sierung durch eine geeignete Linse erfolgt.
2.3.1.4 Fresnel-Diffraktion
Koha¨rentes Licht, das durch ein optisches Gitter fa¨llt, kann durch Ausnutzung des
Talbot-Effekts (interferometrische Selbstabbildung des optischen Gitters) zur Entfer-
nungsmessung genutzt werden [27]. Wenn die Gitter-Periodizita¨t p wesentlich gro¨ßer
als die Wellenla¨nge λ des Lichts ist, so treten fu¨r Ganzzahlen n in regelma¨ßigen
Absta¨nden D(n) = 2np2/λ scharfe Abbildungen des Gitters auf. Zusa¨tzlich treten
in Absta¨nden D′(n) = (2n+ 1)p2/λ um 180 Grad phasenverschobene scharfe Abbil-
dungen des Gitters auf. Dazwischen wird das Gitter auf berechenbare Weise unscharf
abgebildet, so daß aus dem lokalen Kontrast im Bild innerhalb eines Eindeutigkeits-
bereichs die Distanz abgeleitet werden kann. Der typische Aufbau besteht neben dem
optischen Gitter aus einer koha¨renten Lichtquelle, aus deren Strahlengang mit einem
halbdurchla¨ssigen Spiegel das Kamerabild entnommen wird. Nach Besl [7] kann mit
diesem Ansatz aufgrund einer Schwierigkeit der exakten Bestimmung des lokalen Kon-
trasts keine hohe Auflo¨sung erreicht werden.
2.3.2 Triangulations-basierte Systeme
Im Unterschied zu den im vorigen Abschnitt beschriebenen unifokalen Meßverfahren
werden bei den triangulations-basierten Verfahren zumindest zwei signifikant ausein-
anderliegende Beobachtungspunkte beno¨tigt, von denen im Regelfall der eine optisch
aktiv, der andere optisch passiv ist (Projektor-Kamera-Kombination). Zu den triangula-
tions-basierten Meßprinzipien za¨hlen im weiteren Sinne auch die Moire´-Interferometrie
und die holographische Interferometrie.
2.3.2.1 Meßprinzip
Das Grundprinzip der Entfernungsmessung durch Triangulation ist seit der Antike be-
kannt. Es existieren nachvollziehbare Beschreibungen, auf welche Weise Thales von
Milet im 6. Jahrhundert v. Chr. die Entfernung von Schiffen mit dem Prinzip der Triangu-
lation gemessen hat [49] (vermutlich unter Verwendung tabellierter Kotangens-Werte).
Zu diesem Zeitpunkt war die Problemstellung der Kotangens-Bestimmung bereits seit
weiteren 1000 Jahren aus der a¨gyptischen Mathematik u¨berliefert [11].







Abbildung 2.6: Konfiguration von Sensor und Oberfla¨chenpunkt bei der Entfernungsmes-
sung durch Triangulation.
Aus der Kenntnis einer La¨nge und zweier Winkel im Dreieck ko¨nnen die u¨brigen
Gro¨ßen abgeleitet werden. Wa¨hrend die bekannte La¨nge, die sogenannte Basislinie
(die Verbindungslinie der beiden Beobachtungspunkte, in Abb. 2.6 mit b bezeichnet),
konstant ist, a¨ndern sich die Winkel α und β, unter denen ein Punkt jeweils beobachtet
wird. Die gesuchte Entfernung ergibt sich durch
r = b · sin β
sinϑ
(2.7)
mit dem Triangulationswinkel ϑ := π − α − β. Zusa¨tzlich ist fu¨r die Bestimmung der
gemessenen 3D-Position noch ein weiterer Winkel relevant, der die Drehung des von
Meßpunkt und Beobachtungspunkten aufgespannten Dreiecks um die Basislinie be-
schreibt.
Im Kontext kamerabasierter Sensoren wird die zugrundeliegende Geometrie der
zwei Blickpunkte durch das Epipolarbu¨ndel beschrieben, das aus der Menge aller Ebe-
nen besteht, die die Basislinie enthalten, den sogenannten Epipolar-Ebenen. Abbil-
dung 2.7 zeigt die entsprechende Konfiguration der zwei Beobachtungspunkte c und
c′, vor denen sich jeweils die Bildebenen der Kamera befinden; die Epipolar-Ebene
ist grau dargestellt. Der Schnittpunkt der jeweiligen Bildebene mit der Basislinie wird
als Epipol bezeichnet (im Bild mit e beziehungsweise e′ bezeichnet), die Schnittkurven
von Bildebene und Epipolar-Ebenen heißen Epipolar-Kurven (wegen der nicht-linea-
ren perspektivischen Abbildung realer Linsensysteme aufgrund der Linsenverzeich-
nung existieren die sogenannten Epipolar-Geraden im Allgemeinen nur in nachtra¨glich
entzerrten Bildern).
Offensichtlich wird die zu einem beobachteten Punkt p geho¨rige Epipolar-Ebene be-
reits durch die Lage dieses Punktes im Bild der ersten Kamera (in c) bestimmt, sofern
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c c’Basislinie
e e’
Abbildung 2.7: Epipolar-Geometrie zweier Blickpunkte c und c′ mit Epipolen e, e′ in den
Bildebenen sowie dem Epipolarbu¨ndel (grau bzw gestrichelt, Darstellung in Anlehnung an
[43]).
der beobachtete Punkt nicht auf den Epipol abgebildet wird (in diesem Fall wu¨rde die
Triangulation auf einem degenerierten Dreieck basieren und ist daher nicht mo¨glich).
Der zweite Beobachtungspunkt muß nun lediglich die eindimensionale Information lie-
fern, unter welchem Winkel der Punkt p von c′ aus relativ zur Basislinie beobachtet
wird. Im Bild der Kamera in c′ sind die mo¨glichen Lagen auf die Epipolar-Kurve be-
schra¨nkt.
Abbildung 2.8: Szene unter strukturierter Beleuchtung durch einen Streifenlichtprojektor.
Um auf der Epipolar-Geometrie ein fla¨chenhaftes Meßverfahren aufzubauen, mu¨s-
sen daher zwei Teilprobleme gelo¨st werden. Zuna¨chst ist die Kamerageometrie durch
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Kalibrierung zu bestimmen, so daß jedem Punkt in der Bildebene ein Sichtstrahl zu-
geordnet werden kann. Die Kamerageometrie besteht aus der extrinsischen Geome-
trie, die die relative Lage der Kameras zueinander beschreibt, sowie der intrinsischen
Geometrie, die die Abbildung eines Punktes durch das Linsensystem auf das in der
Bildebene liegende Bildraster beschreibt. Optisch aktive Beobachtungspunkte (Projek-
toren) unterscheiden sich in den Anforderungen zuna¨chst nicht von optisch passiven
Beobachtungspunkten (Kameras), da auch fu¨r sie zu jedem Punkt im projizierten Mu-
ster der Sichtstrahl bekannt sein muß, um eine Triangulation durchfu¨hren zu ko¨nnen.
Aufgrund der Epipolar-Geometrie genu¨gt es allerdings fu¨r den zweiten Beobach-
tungspunkt c′, die Kamera- beziehungsweise Projektor-Geometrie nur insoweit zu be-
stimmen, daß nicht der Sichtstrahl, sondern lediglich eine den Sichtstrahl enthaltende
Sichtfla¨che zu jedem Bildpunkt bekannt ist, welche na¨herungsweise senkrecht zur Epi-
polar-Ebene angeordnet ist (zum Beispiel Linien-, Kurven- oder Streifenmusterprojek-
tion). Die Kenntnis der Lage des Sichtstrahls innerhalb der Sichtfla¨che wird fu¨r c′ zur
Triangulation nicht beno¨tigt.
Das zweite der Teilprobleme ist die Bestimmung der Korrespondenzpunkte in der
Bildebene der Kamera am zweiten Beobachtungspunkt c′. Die in der Literatur beschrie-
benen Verfahren zur passiven Rekonstruktion der Oberfla¨chengeometrie aus Stereo-
bildpaaren [47, 93, 82, 59] setzen eine signifikante Texturierung der Oberfla¨che voraus
und sind daher fu¨r einen großen Teil mo¨glicher Rekonstruktionsobjekte ungeeignet.
Daher werden die Ebenen des Epipolar-Bu¨ndels im Regelfall durch Einsatz von Mu-
sterprojektion strukturiert (Abbildung 2.8), so daß von c aus beobachteten Punkten
auf der Objektoberfla¨che eindeutig ein korrespondierender Punkt auf der jeweiligen





Abbildung 2.9: Aktive Musterprojektion, bei der die Geometrie des Projektors bekannt ist
und in die Triangulation einbezogen wird.
Dies kann entweder, wie bereits oben angedeutet, durch ein kalibriertes Projekti-
onsgera¨t am zweiten Beobachtungspunkt realisiert werden. Die Winkelinformation zu
c′ wird in diesem Fall auf der Objektoberfla¨che dargestellt und kann von einer Kamera
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in c direkt jedem Bildpunkt zugeordnet werden (Abb. 2.9). Alternativ kann ein geome-
trisch passiver Projektor eingesetzt werden, der u¨ber seine strukturierende Wirkung
hinaus keinen Beitrag zur Triangulation leistet und der daher nicht kalibriert werden






Abbildung 2.10: Passive Musterprojektion, bei der die Triangulierung u¨ber zwei Kameras
ohne Einbeziehung der Projektorgeometrie erfolgt.
Fu¨r die aktive Musterprojektion spricht vor allem der erheblich geringere Rechen-
aufwand, der darin begru¨ndet ist, daß die Korrespondenzpunkte nicht gesucht werden
mu¨ssen. Der Vorteil der passiven Musterprojektion liegt einerseits im ho¨heren Ge-
nauigkeitspotential der Kalibrierung zum zweiten Beobachtungspunkt c′, da hier das
Kamerabild direkt ausgewertet werden kann. Im Vergleich dazu mu¨ssen zur Projektor-
Kalibrierung die Aufnahmen einer mit einem gewissen Restfehler kalibrierten Kamera
herangezogen werden, so daß eine Fehlerakkumulation unterstellt werden darf. Zum
anderen stellt die passive Musterprojektion nur geringe Anforderungen an die Projek-
torqualita¨t, so daß kostengu¨nstige Gera¨te eingesetzt werden ko¨nnen (zum Beispiel
Video-Projektoren).
2.3.2.2 Mustercodierung
Ziel der Mustercodierung ist im Falle der passiven Musterprojektion, eine eindeutige
Zuordnung korrespondierender Bildpunkte zu ermo¨glichen. Im Falle der aktiven Mu-
sterprojektion ist das Ziel die Rekonstruktion des Projektionswinkels zu jedem Punkt
des Musters. Einfache Ansa¨tze verwenden beispielsweise eine einzelne, mit einer Zy-
linderoptik erzeugte Laserlinie, die durch das Meßfeld gefu¨hrt wird und fu¨r die im Falle
der aktiven Musterprojektion der jeweilige Winkel bekannt ist [90, als Beispiel]. Der
gravierende Nachteil dieses Verfahrens ist die Notwendigkeit der bildspalten-sequen-
tiellen Abtastung: fu¨r jeden Winkel, der mit der Laserlinie unterschieden werden soll,
wird eine eigene Kameraaufnahme beno¨tigt. Durch die Verwendung von koha¨rentem
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Laserlicht im Zusammenspiel mit schmalbandigen Detektorfiltern kann jedoch eine ho-
he Robustheit der Musterdetektion erreicht werden, die im industriellen Kontext oftmals
entscheidend ist.
Optimal in Bezug auf die Akquisitionszeit ist dagegen die passive Projektion eines
statischen Zufallsmusters, das auch in uniform texturierten Oberfla¨chenbereichen eine
robuste Korrespondenzetablierung mit nur einer Stereoaufnahme erlaubt. Nach die-
sem von Schewe und Fo¨rstner [94] vorgeschlagenen Verfahren erfolgt die Bestimmung
der Korrespondenzpunkte durch Kleinste-Quadrate-Anpassung zweier 8×8-Fenster
im Stereobildpaar. Das Verfahren ist dadurch sehr rechenintensiv.
In der vorliegenden Arbeit wurden Verfahren der Musterprojektion eingesetzt, die
die Punkte innerhalb des Projektorbildes durch Kombination mehrerer Einzelmuster
unterscheidbar machen, so daß ein streng monoton mit dem horizontalen Bildwin-
kel steigender Zahlenwert codiert wird. Hierzu werden Phasenschiebeverfahren ein-
gesetzt, die Bilder eines na¨herungsweise sinusfo¨rmig modulierten Streifenmusters in
N unterschiedlichen Phasenlagen kombinieren. Mit der Phasenverschiebung Φn =
(n− 1)(2π/N) kann die beobachtete Intensita¨t zu einem Punkt (x, y) durch
In(x, y) = a(x, y) + b(x, y) · cos(Φobj(x, y) + Φn) (2.8)
dargestellt werden, wobei a(x, y) die Umgebungsbeleuchtung, b(x, y) den Kontrast
des projizierten Musters und Φobj(x, y) den zu rekonstruierenden Phasenwert bezeich-
net. Da die Beziehung in Gleichung 2.8 drei Unbekannte, na¨mlich neben dem gesuch-
ten Phasenwert Φobj(x, y) die Werte a(x, y) und b(x, y) entha¨lt, mu¨ssen mindestens
drei dieser Gleichungen fu¨r unterschiedliche n aufgestellt werden. Aus diesen kann
der gesuchte Phasenwert durch
tanΦobj(x, y) =
∑N
n=1 In(x, y) sin(2πn/N)∑N
n=1 In(x, y) cos(2πn/N)
(2.9)
berechnet werden. Fu¨r N = 4 mit einem Phasen-Versatz von pi
2
ergibt sich beispiels-
weise die einfache Formel
tanΦobj(x, y) =
I1(x, y)− I3(x, y)
I4(x, y)− I2(x, y) (2.10)
Durch die Periodizita¨t des projizierten Sinusmusters kann auf diese Weise aller-
dings nur der Abschnitt innerhalb einer Sinuswelle, nicht aber die Wellenzahl codiert
werden, so daß auch die absolute horizontale Lage innerhalb des Projektorbildes nicht
bestimmt werden kann. Zur Codierung der Wellenzahl wird meist ein bina¨rer Gray-
Code eingesetzt [92] (in Abbildung 2.11 dargestellt), alternativ kommen auch Mehr-
wellenla¨ngenphasenschiebeverfahren [84, 85, 38] in Frage.
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Abbildung 2.11: Kombination von Gray-Code und Phaseschiebeverfahren zur Bestim-
mung von Phase und Wellenzahl.
2.3.2.3 Kameramodell und Kalibrierung
Die Geometrie handelsu¨blicher Fla¨chenkameras und ihrer Linsensysteme wird im Rah-
men der vorliegenden Arbeit durch eine Lochkamera mit punktfo¨rmiger Blendeno¨ff-
nung modelliert; zusa¨tzlich wird die Verzeichnung des Linsensystems modelliert. Ma-
thematisch la¨ßt sich damit die Abbildung eines in Weltkoordinaten vorliegenden Punk-
tes pw auf das Bildraster in den folgenden Schritten beschreiben. Mit den Parametern
der extrinsischen Kamerageometrie wird der Punkt zuna¨chst durch Rotation R und
Translation t in das Koordinatensystem der Kamera transformiert:
Pc = R · pw + t (2.11)
Per Konvention koinzidiert die positive z-Achse des Kamera-Koordinatensystems mit
der optischen Achse der Kamera, wa¨hrend der Ursprung des Kamera-Koordinatensy-























Abbildung 2.12: Kamerageometrie mit Weltkoordinatenachsen (xw, yw, zw), Kamerako-
ordinatenachsen (x, y, z) und Bildkoordinatenachsen (u, v). Aufgrund der Linsenverzeich-
nung ergibt sich ein zu korrigierender Versatz zwischen den idealen Rasterkoordidnaten
Pi und den tatsa¨chlichen Rasterkoordinaten Pd des projizierten Punktes Pw.
stems im optischen Zentrum liegt, wie in Abbildung 2.12 dargestellt. Mit den Parame-
tern der intrinsischen Kamerageometrie wird der nun in Kamerakoordinaten vorliegen-


















abgebildet. Dabei ist (u, v) die Position im Bildraster, und (u0, v0) = H der Bildhaupt-
punkt, an dem die optische Achse die Bildebene schneidet. Der Abstand d der Bildebe-
ne vom optischen Zentrum, der bei Fokussierung auf Unendlich der Brennweite f ent-
spricht, geht zusammen mit der Bildrasterskalierung durch den Wert α in die Rechnung
ein, so daß die tatsa¨chliche Chipgro¨ße und die Brennweite rechnerisch nicht getrennt
werden mu¨ssen, sondern nur das Pixelseitenverha¨ltnis s beru¨cksichtigt wird. Durch
∆u,∆v werden Abbildungsfehler beru¨cksichtigt, die durch radial-symmetrische Ver-
zeichnung und durch radial-asymmetrische und tangentiale Verzeichnung zustande-
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kommen. Vollsta¨ndigkeitshalber und um die Definition der Umkehrfunktion zu ermo¨gli-
chen, wird auch der an der Rasterposition (u, v) vorliegende z-Wert einem im Bildra-
ster zu repra¨sentierenden w-Wert zugeordnet. Dies geschieht durch eine beliebige
stetige und bijektive Funktion g : IR → IR, die typischerweise den Erfordernissen der
Zahlenrepra¨sentation Rechnung tra¨gt (zum Beispiel 16bit-Ganzzahl-Repra¨sentation).
Die Kalibrierung, also die Bestimmung der Parameter, eines derartigen Systems
kann im Prinzip als Stand der Technik betrachtet werden [13, 109, 103, 95]. Obwohl
aber im Manual of Photogrammetry [101, zitiert nach [102]] vor der starken Korrela-
tion der einzelnen Modellparameter als einem der zentralen Probleme der Kamera-
kalibrierung gewarnt wird, sind einige vero¨ffentlichte Verfahren diesbezu¨glich dennoch
von Heuristiken (zum Beispiel [113]) gepra¨gt, sofern die Problematik u¨berhaupt the-
matisiert wird. Daher werden im Folgenden eigene Arbeiten zur systematischen De-
korrelierung der Kameraparameter beschrieben, welche die numerische Optimierung
entscheidend vereinfachen. Zur Gewinnung der Na¨herungslo¨sung wird dagegen auf
die obengenannte Literatur verwiesen.
Die in den Gleichungen 2.11 und 2.12 beschriebene Abbildung weist Korrelationen
zwischen den Translationsparametern tx, ty mit der Position des Bildhauptpunktes u0,
v0 sowie zwischen dem Translationsparameter tz und der Kamerakonstanten α auf,
weiterhin bestehen Zusammenha¨nge zwischen diesen Parametern und den Koeffizi-
enten der radialen und tangentialen Linsenverzeichnung (in ∆u, ∆v zusammengefaßt).
¨Anderungen in einem der intrinsischen Parameter mu¨ssen daher im jeweils korrelie-
renden extrinsischen Parameter kompensiert werden, um den beabsichtigten Effekt
der intrinsischen Parametera¨nderung zu isolieren.
Eine ¨Anderung des Bildhauptpunktes bewirkt beispielsweise eine Translation aller
abgebildeten Punkte in der Bildebene. Beabsichtigt ist aber eine ¨Anderung des Zen-
trums der perspektivischen Abbildung, also der relativen Translationen der abgebilde-
ten Punkte in Abha¨ngigkeit von ihrer Distanz zur optischen Achse. Diese Diskrepanz ist
fu¨r die numerische Optimierung ungu¨nstig und erfordert den Einsatz rechenaufwa¨ndi-
ger Verfahren. Im Folgenden wird daher gezeigt, wie die Parameter rechnerisch dekor-
reliert werden ko¨nnen beziehungsweise Korrelationen durch geeignete ¨Anderungen
des Kameramodells vermieden werden ko¨nnen.
Kamerakonstante Anstelle der klassischen Formulierung der perspektivischen Pro-
jektion, bei der das optische Zentrum im Koordinatenursprung liegt, und die Bildebene
durch z = d definiert wird (Abbildung 2.13 links), ist eine alternative Formulierung [31]
numerisch gu¨nstiger, bei der die Bildebene durch z = 0 definiert ist, und das opti-
sche Zentrum entsprechend verschoben an der Stelle z = −d auf der z-Achse liegt
(Abbildung 2.13 rechts).



















Abbildung 2.13: Klassische (links) und alternative (rechts) Anordnung des Koordinaten-
systems relativ zu optischem Zentrum und Bildebene.
Rechnerisch a¨ndert sich dadurch die Formulierung der perspektivischen Projektion
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Im Falle einer nahezu telezentrischen Optik mit α→∞ ko¨nnen numerische Probleme
so auf elegante Weise vermieden werden (z·α−1 → 0). Die Optimierung von α−1 bietet
außerdem den Vorteil einer gleichma¨ßigeren Verteilung der ¨Anderungen im Bildraum
in Abha¨ngigkeit von der jeweiligen Parametera¨nderung im Wertebereich.
Zusa¨tzlich ist es sinnvoll, ¨Anderungen der Kamerakonstante durch eine entspre-
chende Anpassung der Translation in Richtung der optischen Achse zu kompensieren,
so daß sich die Lage der abgebildeten Objektpunkte fu¨r die mittlere Objekt-Kamera-
Distanz mz nicht a¨ndert. Jedem δα−1 muß dabei ein entsprechendes δz mit
δz = − δα−1 ·mz
α−1 + δα−1
(2.14)
zugeordnet werden, welches bei der Berechnung partieller Ableitungen und der Um-
setzung von Korrekturwerten im Rahmen der numerischen Optimierung zur Anwen-
dung kommt.
Bildhauptpunkt Die Parameter der Lage des Bildhauptpunktes H = (u0, v0) korre-
lieren numerisch mit der lateralen Translation parallel zur Bildebene (Parameter tx und
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ty). Analog zu der in Gleichung 2.14 beschriebenen Vorgehensweise kann auch hier
eine Dekorrelation erreicht werden, indem zu jeder ¨Anderung δu0 beziehungsweise δv0
eine entsprechende Kompensation in der a¨ußeren Orientierung tx beziehungsweise ty
vorgenommen wird, so daß sich wiederum die Lage der abgebildeten Objektpunkte fu¨r





( −δu0(1 +mz · α−1)
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δv0(1 +mz · α−1)
)
(2.15)
Auch diese Kompensationsterme kommen bei der Berechnung partieller Ableitungen
und der Umsetzung von Korrekturwerten im Rahmen der numerischen Optimierung
zur Anwendung.
Radial-symmetrische Verzeichnung Die radial-symmetrische Verzeichnung ist ei-
ne Variation des Abbildungsmaßstabs in Abha¨ngigkeit vom Bildradius und ha¨ngt da-
her unmittelbar mit der Kamerakonstanten zusammen. Ursa¨chlich ha¨ngt die radial-
symmetrische Verzeichnung von rotationssymmetrischen Fertigungsfehlern der Linse,
aber auch von Fokussierung und Blendeno¨ffnung ab. Die auftretenden Fehler ko¨nnen
fu¨r handelsu¨bliche Objektive in den Bildecken leicht 1% des Bildradius u¨berschreiten
[62] und mu¨ssen daher zwingend korrigiert werden.














6 + . . .)
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(2.16)
korrigiert, wobei u¯ = u− u0, v¯ = v − v0 und r =
√
u¯2 + v¯2.
Fryer [32, zitiert nach [62]] schla¨gt zur Beschreibung dieser Verzeichnung einen
Polynom-Ansatz vor, bei dem die Verzeichnungskorrektur an einem frei wa¨hlbaren
Radius r0 Null ist. r0 wird dabei so festgelegt, daß die minimal und maximal auftre-
tenden Verzeichnungswerte gleich groß sind (balanced radial distortion). Durch die








2 − r20) + κ2(r4 − r40) + κ3(r6 − r60) + . . .)
v¯(κ1(r
2 − r20) + κ2(r4 − r40) + κ3(r6 − r60) + . . .)
)
(2.17)
In der vorliegenden Arbeit wurde r0 vereinfacht auf 2/3 des maximal auftretenden
Bildradius’ festgelegt, da auf diese Weise der Optimalwert fu¨r typische Objektive be-
reits gut angena¨hert wird. Abbildung 2.14 und 2.15 zeigt die Verteilung und Richtung
der Verzeichnungskorrektur im Bild sowie die absoluten Verzeichnungwerte in Pixeln
fu¨r ein typisches Objektiv.
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Abbildung 2.14: Korrekturvektoren im Bild fu¨r die balancierte radial-symmetrische Lin-
senverzeichnung.







Abbildung 2.15: Korrekturbetra¨ge in Abha¨ngigkeit vom Bildradius fu¨r die balancierte
radial-symmetrische Linsenverzeichnung.
Radial-asymmetrische und tangentiale Verzeichnung Die radial-asymmetrische
und tangentiale Verzeichnung entsteht in erster Linie durch die Dezentrierung der Lin-
sen im Strahlengang des Objektivs. In Abha¨ngigkeit von der Qualita¨t der Objektiv-
Mechanik kann sie sich beispielsweise bei der Fokussierung a¨ndern. In der Standard-
formel nach Conrady [19] wird diese Verzeichnung durch die beiden Parameter b1, b2
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(2.18)
modelliert. Wie in Abbildung 2.16 zu sehen, ist die Verzeichnungskorrektur damit in
Abbildung 2.16: Korrekturvektoren der radial-asymmetrischen und tangentialen Ver-
zeichnung im Bild.
der Bildmitte Null, im Mittel bewirkt die Formel allerdings eine Translation des Bildes,
so daß eine Parameterkorrelation mit dem Bildhauptpunkt sowie mit der extrinsischen
Translation tx, ty zu erwarten ist. Analog zur Einfu¨hrung eines linearen Anteils bei der
Korrektur der radial-symmetrischen Verzeichnung nach Fryer sollen daher die Korrek-
turvektoren so definiert werden, daß die mittlere Korrektur u¨ber der Bildfla¨che Null ist.
Die mittlere Korrektur ergibt sich durch Integration u¨ber die Bildfla¨che, die hier durch





2 + v2) + 2b2uv
b2(u






















2 + v2) + 2b2uv
b2(u













2.3. OPTISCHE 3D-MESSTECHNIK 41
erreicht werden. In der Praxis wird dabei die Bildgro¨ße us, vs wiederum auf den tat-
sa¨chlich genutzten Bildbereich beschra¨nkt. Im Ergebnis gibt es fu¨r b1, b2 6= 0 vier
Punkte im Bild, fu¨r die die Verzeichungskorrektur Null ist; diese sind mit Verteilung
und Richtung der Korrekturen beispielhaft in Abbildung 2.17 dargestellt.
Abbildung 2.17: Korrekturvektoren der radial-asymmetrischen und tangentialen Ver-
zeichnung nach Subtraktion der mittleren Translation.
2.3.2.4 Fehler der Entfernungsmessung
Die Genauigkeit triangulations-basierter Systeme ha¨ngt nicht allein von den Eigen-
schaften der eingesetzten Gera¨te, sondern ganz wesentlich auch vom geometrischen
Aufbau ab. Traditionell wird davon ausgegangen, daß vor allem die Gro¨ße des Triangu-
lationswinkels die erreichbare Meßgenauigkeit bestimmt. Wa¨hrend der laterale Fehler
∆lat allein durch den Winkelfehler ε der Kamera mit ∆lat = r ·tan ε abgescha¨tzt werden
kann, ist der Zusammenhang fu¨r den Fehler ∆r der Entfernungsmessung nach Glei-
chung 2.7 durch den Einfluß mehrerer Fehlerquellen komplizierter. Im Folgenden wird
die Berechnung des Meßfehlers beschrieben, und es werden einige fu¨r die vorliegende
Arbeit relevante Beispielrechnungen durchgefu¨hrt.
Zur Analyse des Meßfehlers wird die Entfernungsberechnung als Funktion der bei-
den Winkel α und β, unter denen der beobachtete Punkt von den beiden Beobach-
tungspunkten eingesehen wird, sowie der La¨nge der Basislinie b zwischen den beiden
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Beobachtungspunkten durch
r(α, β, b) := b · sin β
sin(π − α− β) (2.21)
beschrieben. Da r nach den Variablen α, β und b stetige partielle Ableitungen besitzt,
kann die Fehlerschranke nach Bronstein [12] mit Hilfe des totalen Differentials von r
na¨herungsweise durch
∆r ≈ ∆α · |rα(α, β, b)|+∆β · |rβ(α, β, b)|+∆b · |rb(α, β, b)| (2.22)
angegeben werden. In der Praxis sind die in die Berechnung einfließenden Fehler-
quellen ∆α, ∆β und ∆b zuna¨chst durch die Qualita¨t der Kalibrierung bestimmt; im
laufenden Betrieb werden die Werte zusa¨tzlich durch mechanische ¨Anderungen des
Aufbaus wie beispielsweise die temperaturabha¨ngige Ausdehnung des Tra¨germateri-
als bestimmt. In der folgenden Beispielrechnung wird von einem symmetrischen Auf-
bau des Meßsystems und einer Messung in der Mitte des Meßvolumens ausgegangen,
so daß α = β = 1
2
(π−ϑ) mit dem Triangulationswinkel ϑ angenommen werden kann.
Fu¨r einen gegebenen Meßabstand r ha¨ngt damit auch die La¨nge der Basislinie vom
Triangulationswinkel u¨ber b = 2r sin ϑ
2
ab. Die drei Fehlersummanden aus Gleichung
2.22 ko¨nnen daher fu¨r ϑ < pi
2
durch









zur Abscha¨tzung des Entfernungsmeßfehlers zusammengefaßt werden. Zwei einfa-
che Rechenbeispiele sollen dies im Folgenden illustrieren; dabei wird als realistischer
Aufbau ein Meßabstand von 1000 mm und ein Stereo-Kamerasystem mit 1/2”-CCD-
Elementen mit einer Auflo¨sung von 1024×768 Pixeln angenommen, das mit Objektiven
der Brennweite f = 16 mm ausgeru¨stet ist (der horizontale ¨Offnungswinkel von 22.6◦
ergibt in 1000 mm Abstand eine Sichtfeldbreite von 391 mm).
Zur Abscha¨tzung des Winkelfehlers ∆α und ∆β wird als Fehlerquelle der Ru¨ckpro-
jektionsfehler der Kalibrierung und die Detektionsgenauigkeit des korrespondierenden
Punktes auf der Oberfla¨che (mit strukturierender Musterprojektion) angenommen, die
etwa 0.05 Pixel betra¨gt. Mit der CCD-Gro¨ße (1/2” entspricht 6.4×4.8 mm2) ergibt sich
daraus u¨ber Gleichung 2.12 in der Bildmitte unter Vernachla¨ssigung des Verzeich-
nungsfehlers ein Winkelfehler von 19.53 µRad. Abbildung 2.18 zeigt ∆r fu¨r diese Kon-
stellation in Abha¨ngigkeit vom Triangulationswinkel ϑ und unter der Annahme ∆b = 0.
Eine weitere, im Kontext der vorliegenden Arbeit wichtige Fehlerquelle ist die elasti-
sche Durchbiegung des Tra¨gerbalkens des Triangulationsaufbaus. Der maximale meß-
technisch relevante Fehler tritt bei der vergleichenden Betrachtung des waagrechten
Tra¨gerbalkens mit nach oben (Fall 1) und nach unten (Fall 2) gerichteten Kameras auf,
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Abbildung 2.18: Auswirkung eines konstanten Winkelfehlers auf die Fehlerschranke der
Entfernungsmeßgenauigkeit in Abha¨ngigkeit vom Triangulationswinkel.
da hier die gro¨ßte relative Lagea¨nderung der Kameras zueinander auftritt (absolute La-
gea¨nderungen beeintra¨chtigen nicht die Meßgenauigkeit, da die genaue absolute Lage
des Objekts wegen der Positionierungenauigkeit des Roboters ohnehin unbekannt ist).
Abbildung 2.19 zeigt die betrachteten Konstellationen und beteiligten Gro¨ßen L = 1
2
b
















Abbildung 2.19: Biegung des Tra¨gerbalkens.
einwirkende Kraft F (Gewicht der Kamera), zu der noch die gleichma¨ßig wirkende Kraft
durch das Eigengewicht des Balkens hinzukommt.
Zur Berechnung des Winkels der Verdrehung wird die Durchbiegung des Balkens
zuna¨chst als Funktion s : IR→ IR der Balkenla¨ngsachse formuliert. Hierzu werden die
Durchbiegungen durch Eigengewicht s1 und Traglast s2 mit
s1 =
F · L3
8E · Ia und s2 =
F · L3
3E · Ia
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mit dem materialspezifischen Elastizita¨tsmodul E und dem von der Querschnittsgeo-
metrie abha¨ngigen Fla¨chentra¨gheitsmoment Ia ausgedru¨ckt [104, 111]. Setzt man nun
an jedem Punkt x der Balkenla¨ngsachse das Gewicht des von der Einspannung weiter
entfernten Balkenabschnitts als zusa¨tzliche Traglast an, so erha¨lt man mit der Kraft c
des Eigengewichts pro La¨ngeneinheit die Durchbiegung
s(x) =
c · x4
8E · Ia +
(
F + c(L− x)) · x3
3E · Ia (2.25)
als Funktion des waagrechten Abstands zur Einspannung. Der Betrag der Durchbie-
gung selbst ist allerdings, anders als die Verdrehung, fu¨r die Genauigkeit der Entfer-
nungsmessung irrelevant, da er in senkrechter Richtung gemessen wird und daher
auf den symmetrischen Aufbau nur translatorisch wirkt, ohne die innere Geometrie zu
vera¨ndern. Der Winkel ψ der Verdrehung kann aus der Steigung der Biegelinie mit
tanψ = s′(L) (2.26)
abgeleitet werden. Als weitere mo¨gliche Fehlerquelle kann die Verku¨rzung des waag-
rechten Abstands der Kamera von der Balkeneinspannung identifiziert werden. ¨Uber
die Wegla¨nge der Biegelinie kann durch Lo¨sen der Gleichung∫ xL
0
√
1 + s′(x)2 dx = L (2.27)
der tatsa¨chliche waagrechte Abstand xL berechnet werden [12].
Fu¨r handelsu¨bliche Strangpreßprofile aus Aluminium ko¨nnen die relevanten Kenn-
zahlen vom Hersteller bezogen und mit den verwendeten Abmaßen und dem Kamera-
gewicht von 600 Gramm in die obenstehenden Gleichungen 2.26 und 2.27 eingesetzt
werden. Dabei stellt sich zuna¨chst heraus, daß die Verku¨rzung der Basislinie durch die
Durchbiegung vernachla¨ssigt werden kann, da sie bei allen betrachteten Ausfu¨hrun-
gen im Submikrometerbereich liegt und außerdem im betrachteten Fall neutralisiert
wird (die Verku¨rzung ist fu¨r die Blickrichtung nach oben und nach unten identisch). Die
berechneten Winkel der Verdrehung und die daraus mit Gleichung 2.23 resultierenden
Fehlerschranken der Entfernungsmessung fu¨r einen Meßabstand von 1000 mm sind in
Tabelle 2.1 aufgetragen.
Zur Diskussion der berechneten Fehlerschranken sei zuna¨chst angemerkt, daß die
Summierung der Einzelfehler ∆α und ∆β in diesem Fall keine theoretische Abscha¨t-
zung darstellt (wie die Betrachtung des Winkelfehlers aufgrund der Kamerakalibrie-
rung), sondern auch geometrisch motiviert ist – der gescha¨tzte Meßfehler tritt also
tatsa¨chlich auf. Dabei ist aufgrund der perspektivischen Kamerageometrie neben der
translatorischen Auswirkung des Entfernungsmeßfehlers auch mit einer Verzerrung
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Ausfu¨hrung La¨nge Querschnitt ϑ ψ Fehler ∆r
[mm] [Grad] [µRad] [µm]
Aluprofila 261 30× 30 mm2 15.0◦ 43.03 651.08
Aluprofil 174 40× 40 mm2 10.0◦ 5.69 130.04
Aluprofil 261 40× 40 mm2 15.0◦ 12.94 195.84
Aluprofil 500b 40× 40 mm2 18.8◦ 11.62 141.82
Aluprofil 261 50× 50 mm2 15.0◦ 5.90 89.27
CFK-Rohrc 261 ∅30 - 25 mm 15.0◦ 39.91 603.88
CFK-Rohr 261 ∅60 - 50 mm 15.0◦ 2.03 30.77
aDie Ergebnisse beziehen sich auf feingerichtete Strangpreßprofile nach DIN 17615 von MayTec, fu¨r
die der Hersteller jeweils Tra¨gheitsmoment und Gewicht angibt [66]. Die Materialkonstante E wird fu¨r
die verwendete Legierung Al Mg Si 0.5 F25 mit E = 70 kN/mm2angegeben.
bNur 326 mm werden als Basislinie genutzt; aufgrund der Einspannung betra¨gt die gebogene La¨nge
auf beiden Seiten 110 mm. Der nicht genutzte Teil des Balkens muß der Traglast zugeschlagen werden.
cMehrschicht-CFK-Verbund aus SIGRAFIL C® / Epoxidharz (60% Faseranteil), fu¨r den der Anbieter
Gewicht und die Materialkonstante E = 125 kN/mm2angibt [14]. Das Tra¨gheitsmoment kann fu¨r Rohre
mit Standardformeln [104] berechnet werden.
Tabelle 2.1: Beispielrechnungen fu¨r den Entfernungsmeßfehler durch Biegung des Tra¨ger-
balkens nach Gleichung 2.23. Die im Rahmen der vorliegenden Arbeit genutzte Variante
ist hervorgehoben.
der erfaßten Geometrie zu rechnen. Dennoch darf angenommen werden, daß ein we-
sentlicher Anteil des Entfernungsmeßfehlers nur translatorische Auswirkungen auf die
erfaßte Geometrie hat und daher bei der beabsichtigten Anwendung keine Rolle spielt.
Als wichtigstes Ergebnis der Fehlerberechnung kann der Zusammenhang der Bie-
gungsproblematik mit der Wahl des Triangulationswinkels ϑ festgehalten werden. Wie
man an den Beispielen des 40 mm-Profils mit unterschiedlichen Triangulationswinkeln
sieht, kann der Verlust an Meßgenauigkeit durch die Wahl eines kleineren Triangula-
tionswinkels unter Umsta¨nden sogar kompensiert werden, weil sich der entsprechend
ku¨rzere Tra¨gerbalken weniger stark verbiegt.
Generell erscheinen Aluminium-Profile als Tra¨germaterial fu¨r bewegte Triangulati-
onsmeßsysteme problematisch. Weitere Beispielrechnungen zu Rohren aus kohlefa-
serversta¨rktem Kunststoff (CFK) zeigen, daß bei einem einfachen Balkenaufbau erst
durch relativ hohe Tra¨gersta¨rken eine signifikante Erho¨hung der Stabilita¨t erreicht wird.
Fu¨r meßtechnische Anwendungen der robotergestu¨tzten 3D-Digitalisierung mit ent-
sprechend hohen Genauigkeitsanforderungen erscheint daher die Konstruktion eines
elastostatisch optimierten Tra¨geraufbaus sinnvoll, beispielsweise eines Fachwerks aus
mehreren Balken. Im Rahmen der vorliegenden Arbeit wurde stattdessen der Fehler
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durch ein 40 mm-Profil toleriert und durch einen gro¨ßeren Triangulationswinkel sowie
eine breitere Einspannung reduziert (Tabelle 2.1, Zeile 4).
2.3.3 Multifokale Systeme
Multifokale Meßsysteme ko¨nnen in zwei Unterklassen eingeteilt werden, von denen
die erste auf mechanischen Komponenten aufsetzt, die zweite dagegen auf Kamera-
systemen mit telezentrischen Optiken basiert. Mechanische Komponenten werden vor
allem mit nativ punkt- oder zeilenweise erfassenden Sensoren kombiniert, wa¨hrend te-
lezentrische Optiken mit allen kamera-basierten Verfahren kombiniert werden ko¨nnen.
Im Folgenden sollen einige ha¨ufig anzutreffende Beispiele der Kombination unifoka-
ler und triangulations-basierter Sensoren mit mechanischen Komponenten beispielhaft
beschrieben werden.
Triangulations-basierte Laserlichtschnitt-Sensoren werden oftmals ohne mechani-
sche Komponenten zur Variation der Laserebene angeboten. Der Aufbau reduziert
sich damit auf eine Kamera mit geeignetem Filter und eine Zylinderlinse zur Aufwei-
tung des Laserstrahls, so daß der Sensor nativ zu jedem Zeitpunkt eine Bildzeile par-
allel erfassen kann. Eine besonders kostengu¨nstige Methode zur Erfassung zweidi-
mensionaler Tiefenbilder besteht in der Ausnutzung einer ha¨ufig ohnehin vorhandenen
Bewegung des zu vermessenden Objekts quer zur Bildzeile. Dieser Ansatz ist daher
vor allem zur kontinuierlichen Profilerfassung an linear bewegten Stetigfo¨rderern (zum
Beispiel Fo¨rderband) geeignet, bei denen die Fo¨rderbewegung die zweite Bildachse
erzeugt. Die entstehende Bildgeometrie ist in der einen Achse durch eine perspektivi-
sche Projektion, in der anderen dagegen na¨herungsweise durch eine Parallelprojektion
bestimmt.
Ein weiteres Beispiel der Kombination eines Lasertriangulations-Sensors mit me-
chanischen Komponenten zielt auf die mo¨glichst vollsta¨ndige allseitige Erfassung geo-
metrisch einfacher Objekte ab: der Cyberware-Scanner bewegt einen zeilenweise er-
fassenden Laserlichtschnitt-Sensor auf einer kreisfo¨rmigen Trajektorie um das zu ver-
messende Objekt (insbesondere den menschlichen Kopf), so daß dieses in nur einem
Tiefenbild abgesehen von Hinterschnitten vollsta¨ndig erfaßt werden kann [25]. Hier ist
die entstehende Bildgeometrie in der einen Achse durch eine perspektivische Projek-
tion bestimmt, in der anderen Achse kann sie durch eine zylindrische Projektion mit
Versatz zur Zylinderachse funktional beschrieben werden.
Zur Vermessung von Eisenbahn-Tunneln werden lichtlaufzeitbasierte Sensoren mit
radialer Ablenkung durch rotierende Spiegel eingesetzt, die auf einer fahrenden Loko-
motive montiert werden. Die native Geometrie des entstehenden Bildes ist daher in der
einen Achse zylindrisch-spiralfo¨rmig, in der anderen Richtung durch die Trajektorie der
befahrenen Eisenbahn-Schienen bestimmt [46]. Eine a¨hnliche Situation tritt auch bei
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der Erfassung von Gela¨ndeprofilen mit Hilfe von Radar-Zeilensensoren vom Flugzeug
aus [22] auf3. Dabei wird die Trajektorie des Sensors durch eine direkte Georeferen-
zierung mit differentiellem GPS und inertialen Sensoren gewonnen. Die auffa¨lligste
Eigenschaft derartiger Bilderfassungsmethoden besteht in der großen Genauigkeits-
differenz, mit der die Kamerageometrie in den beiden Bildachsen bestimmt werden
kann.
Die intrinsische Geometrie von Bildern, die von einem Zeilensensor und der Flug-
zeug-Trajektorie bestimmt wird, eignet sich auch zur Veranschaulichung einiger Ein-
schra¨nkungen der Verwendbarkeit von Bilddaten im Rahmen der vorliegenden Arbeit:
Zum einen ist intuitiv einsichtig, daß die Zuordnung eines Punktes in Weltkoordinaten
zum Bildraster mehrere Lo¨sungen haben kann, wenn das Flugzeug eine Region mehr-
mals zum Beispiel auf einer Kreisbahn u¨berfliegt. Zum anderen kann durch ¨Anderung
der Flugzeugneigung (
”
Nicken“) lokal die Scan-Richtung gewechselt werden, so daß
bereits vermessene Bereiche spiegelbildlich ein weiteres Mal im Bild repra¨sentiert wer-
den. Mathematisch entsteht in der Abbildungsfunktion von 3D-Weltkoordinaten in den
Rasterkoordinatenraum des Bildes an dieser Stelle eine Singularita¨t.
2.3.4 Abstraktionsgrad und Schnittstelle
Die in den folgenden Kapiteln beschriebenen Verfahren zur automatisierten 3D-Digi-
talisierung setzen voraus, daß nicht allein das vom Sensor gelieferte Meßergebnis in
Form einer Punktwolke, sondern auch die Geometrie seiner Erzeugung bekannt ist.
Von den Sensoreigenschaften darf nur insoweit abstrahiert werden, als die rechneri-
sche Pra¨dktion eines zusa¨tzlichen Akquisitionsschrittes mit dem Sensor mo¨glich bleibt.
Als sinnvolle Schnittstelle hat sich dabei eine funktionale Beschreibung der Sen-
sorgeometrie herausgestellt, die die bijektive Abbildung zwischen kartesischen 3D-
Koordinaten im Koordinatensystem des Sensors und dem zweidimensionalen Bildra-
ster des Tiefenbildes mit dem gespeichertem Meßwert als (abha¨ngiger) dritter Koordi-
nate formalisiert. Durch die Einbeziehung des im Bildraster gespeicherten Meßwerts
wird der funktionale Zusammenhang umkehrbar. Durch partielle Differenzierung erge-
ben sich weitere wichtige Eigenschaften des Bildrasters wie zum Beispiel die einem
Bildpunkt zugeordnete Blickrichtung und die Winkelauflo¨sung. Daher muß die Abbil-
dungsfunktion im genutzten Bereich stetig differenzierbar und bijektiv sein. Eine ge-
nauere Beschreibung der genutzten Eigenschaften der Abbildungsfunktion erfolgt in
Abschnitt 3.3.
3Im anglo-amerikanischen Sprachraum wird diese Konstellation auch als sog. “pushbroom”-Kame-
ramodell bezeichnet. Derartige Systeme sind hier nur vollsta¨ndigkeitshalber erwa¨hnt; sie sind fu¨r die
vorliegende Arbeit nur von theoretischem Interesse.
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Weiterhin mu¨ssen als meßtechnische Rahmenbedingungen die Grenzen des Meß-
bereichs in den lateralen Richtungen und in der Distanz-Meßrichtung bekannt sein.
Fu¨r triangulations-basierte Sensoren erfordern die verwendeten Verfahren außerdem
die Kenntnis aller beteiligten Beobachtungspunkte. Außerdem ist eine gera¨tespezifi-
sche Qualita¨tsmetrik sinnvoll, aber fu¨r das vorgeschlagene Verfahren nicht zwingend
erforderlich, die aus dem Winkel zwischen Blickrichtung und Oberfla¨chennormale und
der Entfernung eine Maßzahl fu¨r die zu erwartenden Datenqualita¨t liefert. Auch hier
wird fu¨r triangulations-basierte Sensoren zusa¨tzlich der Winkel zwischen Oberfla¨chen-
normale und Blickrichtung des zweiten Beobachtungspunktes beno¨tigt.
2.4 Automatisierungstechnik
Die Umsetzung algorithmisch bestimmter Aufnahmekonfigurationen erfordert ein ge-
eignetes Handhabungsgera¨t, das Sensor und Objekt in eine vorzugebende relative
Lage zueinander bringen kann. Die in Frage kommende Gera¨teklasse ist die der Indu-
strieroboter, welche nach VDI-Richtlinie 2860 folgendermaßen definiert wird:
Industrieroboter sind universell einsetzbare Bewegungsautomaten mit
mehreren Achsen, deren Bewegungen hinsichtlich Bewegungsfolge und
Wegen beziehungsweise Winkeln frei programmierbar (d.h. ohne mecha-
nischen Eingriff vorzugeben beziehungsweise a¨nderbar) und gegebenen-
falls sensorgefu¨hrt sind. Sie sind mit Greifern, Werkzeugen oder anderen
Fertigungsmitteln ausru¨stbar und ko¨nnen Handhabe- oder andere Ferti-
gungsaufgaben ausfu¨hren [112].
Die auszufu¨hrende Aufgabe ist im vorliegenden Fall eine Inspektions- oder Vermes-
sungsaufgabe, die, wenn es sich um unbekannte Einzelstu¨cke handelt, mit
”
Losgro¨ße
1“ durchgefu¨hrt werden muß. Einschra¨nkend kommt hinzu, daß das Objekt erst durch
den Vermessungsvorgang Schritt fu¨r Schritt bekannt wird. Daher genu¨gt die Eigen-
schaft
”
frei programmierbar“ nicht (diese bezeichnet im Allgemeinen einen off-line-
Vorgang mit Unterbrechung des normalen Programmablaufs), sondern die Bewegun-
gen mu¨ssen wa¨hrend der Laufzeit des Verfahrens vorgegeben werden ko¨nnen.
In der industriellen Praxis werden heute fast ausschließlich stationa¨re Roboter ein-
gesetzt, die einen bauartbedingt eingeschra¨nkten Arbeitsbereich aufweisen. Diese eig-
nen sich naturgema¨ß nur zur Digitalisierung von Werkstu¨cken, deren Oberfla¨che (zu-
mindest abschnittsweise) in diesen Arbeitsbereich gebracht werden kann. Zur Digi-
talisierung unbekannter Innenra¨ume ist dagegen ein zumindest in zwei Dimensionen
weitgehend unbeschra¨nkter Arbeitsbereich notwendig. Im folgenden Abschnitt 2.4.1
werden daher zuna¨chst Eigenschaften der in der Industrie u¨blichen stationa¨ren Robo-
ter beschrieben, wa¨hrend in Abschnitt 2.4.2 die davon abweichenden Eigenschaften
2.4. AUTOMATISIERUNGSTECHNIK 49
mobiler Roboter-Lo¨sungen beschrieben werden. Die bauartbedingte Einschra¨nkung
des Arbeitsbereichs bildet dabei das Unterscheidungskriterium.
2.4.1 Stationa¨re Roboter
Stationa¨re Industrieroboter sind u¨blicherweise als offene kinematische Kette realisiert,
bei der jedes Armteil durch ein Dreh- oder Schubgelenk mit dem folgenden Armteil ver-
bunden wird. Das dem ersten Gelenk vorangehende Armteil wird als Basis, das dem
letzten Gelenk folgende als Effektor bezeichnet. Gelenke mit mehr als einem Freiheits-
grad wie zum Beispiel Kugelgelenke werden per Konvention durch einen sogenannten
fiktiven Armteil ohne ra¨umliche Ausdehnung verbunden, um eine einheitliche rechneri-
sche Behandlung zu ermo¨glichen.
2.4.1.1 Beschreibung nach Denavit-Hartenberg
Durch die Winkel beziehungsweise Schubla¨ngen der Gelenke ist die Lage des Effek-
tors relativ zur Basis eindeutig bestimmt. Zur kompakten Repra¨sentation der gesamten
kinematischen Kette und ihres Zustands hat sich die Denavit-Hartenberg-Konvention
[26] etabliert. Hierzu wird jedem Armteil einschließlich der Basis nach bestimmten Vor-
schriften ein Koordinatensystem zugeordnet, so daß die Orientierung4 des Effektors
durch eine Kette von Koordinatensystemtransformationen bestimmt werden kann, die
ihrerseits durch die Gelenkstellungen parametrisiert sind. Ziel der Denavit-Hartenberg-
Konvention ist es, die relativen Orientierungen zwischen den Armteil-Koordinatensy-
stemen mit nur vier Parametern (zwei Rotationswinkel und zwei Translationsparame-
ter) angeben zu ko¨nnen, von denen jeweils einer von der repra¨sentierten Gelenkstel-
lung abha¨ngig ist.
Im folgenden wird die Konvention zur Festlegung der Armteil-Koordinatensysteme
in Anlehnung an Weber [112] wiedergegeben. Fu¨r eine offene kinematische Kette mit
n Gelenken wird jedem Armteil i ≤ n ein lokales Koordinatensystem Ki zugeordnet,
das von den Basisvektoren xi, yi und zi aufgespannt wird. Der Ursprung jedes Koor-
dinatensystems Ki fu¨r i < n liegt in der Gelenkachse i + 1; die weitere Orientierung
wird folgendermaßen festgelegt:
Basiskoordinatensystem: Der Ursprung des Weltkoordinatensystem K0, auf das
sich die Lage der Roboter-Basis bezieht, kann auf der Gelenkachse 1 frei ge-
wa¨hlt werden. Die z0-Achse koinzidiert mit der Gelenkachse 1; die u¨brigen Ba-
sisvektoren ko¨nnen orthogonal zu z0 unter Beachtung der Ha¨ndigkeit frei gewa¨hlt
werden.
4Hier und im Folgenden wird durch den Begriff
”
Orientierung“ die Rotation und Translation gegenu¨ber
einem Bezugskoordinatensystem (Freiheitsgrad 6) bezeichnet.
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Armteil-Koordinatensysteme: Der Ursprung des Koordinatensystems Ki wird auf
Gelenkachse i+1 so gewa¨hlt, daß der Abstand zu Gelenkachse i minimal wird.
Ist dieser Punkt nicht eindeutig definiert (weil die Gelenkachsen parallel verlau-
fen), so wird zuna¨chst der Ursprung von Ki+1 bestimmt, und der Ursprung von
Ki auf Gelenkachse i+ 1 so gewa¨hlt, daß der Abstand zum Ursprung von Ki+1
minimal wird.
Der Basisvektor zi koinzidiert mit der Gelenkachse i+ 1, fu¨r den Basisvektor xi
wird eine Fallunterscheidung getroffen:
• Schneiden sich die Gelenkachsen i − 1 und i, so wird der Basisvektor xi
durch das Kreuzprodukt zi−1 × zi aufgespannt.
• Andernfalls wird der Basisvektor xi durch das Kreuzprodukt zi× zi+1 gebil-
det und so orientiert, daß Achse i+1 in positiver xi-Richtung vom Ursprung
von Ki liegt.
Der Basisvektor yi ist bereits durch die Ha¨ndigkeit des Koordinatensystems ein-
deutig bestimmt.
Effektor-Koordinatensystem: Die Lage des Effektor-Koordinatensystems Kn ist so
zu wa¨hlen, daß die relative Orientierung zwischen Kn−1 und Kn ebenfalls mit
den vier im folgenden definierten Denavit-Hartenberg-Parametern beschrieben
werden kann.
In der Praxis bedeutet dies, daß ein gegebenes Koordinatensystem des Werk-
zeugs (im Falle der vorliegenden Arbeit also das interne Koordinatensystem der
Kamera, das durch das optische Zentrum, die Hauptachse und die Richtung der
Bildachsen am Hauptachsenpunkt gebildet wird) im Allgemeinen nicht gema¨ß
der Denavit-Hartenberg-Konvention als Effektorkoordinatensystem definiert wer-
den kann. Daher wird zusa¨tzlich zu Kn noch eine konstante affine Abbildung von
Kn in das Werkzeugkoordinatensystem definiert.
Mit den so definierten Koordinatensystemen kann die relative Orientierung zweier
Koordinatensysteme Ki und Ki+1 durch die vier sogenannten Denavit-Hartenberg-
Parameter angegeben werden. Diese sind der Drehwinkel ϑi um die Gelenkachse
i, die Translation di, die dem Abstand der Urspru¨nge von Ki−1 und Ki in Richtung
zi−1 entspricht, die Translation ai, die dem Abstand der Gelenkachsen i − 1 und i in
Richtung xi entspricht, sowie dem Drehwinkel αi um xi.
Damit kann die Abbildung vom Koordinatensystem Ki−1 in das Koordinatensystem
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angegeben werden; die Matrizen T (i) werden auch als Denavit-Hartenberg-Matrizen
bezeichnet. Der variable Parameter ist bei einem Drehgelenk der Winkel ϑi, bei einem
Schubgelenk dagegen die Schubla¨nge di. Die gesamte Abbildung von Weltkoordinaten






darstellen. ¨Ublicherweise werden aus dieser Darstellung die sogenannten Gelenk-
koordinaten (auch als Roboterkoordinaten bezeichnet) abgeleitet, die in einem Vek-
tor q ∈ IRn repra¨sentiert sind, welcher den jeweils variablen Denavit-Hartenberg-
Parameter qi zu jedem Gelenk entha¨lt.
2.4.1.2 Weitere Definitionen
Die einzelnen Achsen eines Roboters werden in Hauptachsen und Nebenachsen un-
terteilt. Die Hauptachsen sind zur Umsetzung signifikanter Positionsa¨nderungen des
Werkzeugs geeignet, wa¨hrend die Bewegungen der Nebenachsen nur kleine Positi-
onsa¨nderungen bewirken und prima¨r die Rotation des Werkzeugs bestimmen. Schnei-
den sich die letzten drei Achsen der kinematischen Kette in einem Punkt, so wird die-
ser Teil der Kette als Zentralhand bezeichnet. Roboter mit mehr als sechs unabha¨ngi-
gen Achsen und einem entsprechenden Freiheitsgrad > 6 weisen eine sogenannte
redundante Kinematik auf, die meist zur Vergro¨ßerung des im Folgenden definierten
Arbeitsbereich genutzt wird.
Im Allgemeinen ko¨nnen die n Gelenke eines Roboters nur einen eingeschra¨nkten
Wertebereich von Drehwinkeln beziehungsweise Schubla¨ngen umsetzen; außerdem
mu¨ssen gegebenenfalls Kollisionen mit anderen Armteilen oder der Umgebung ver-
mieden werden, so daß weitere Teilbereiche des Gelenkkoordinatenraums nicht um-
gesetzt werden ko¨nnen. Die Gesamtheit aller erreichbaren Positionen des Effektors
wird als Arbeitsraum des Roboters bezeichnet und ist in Abbildung 2.20 dargestellt.
Die Teilmenge des Arbeitsraums, an der auch die Rotation des Effektors frei gewa¨hlt
werden kann, wird als dexterous workspace bezeichnet.
2.4.1.3 Inverse Kinematik
Mit dem in Abschnitt 2.4.1.1 dargestellten Verfahren kann aus gegebenen Gelenkko-
ordinaten auf eindeutige Weise die Orientierung des Effektors und damit des Werk-
zeugs berechnet werden (direktes kinematisches Problem). Zur Umsetzung algorith-
misch bestimmter Aufnahmekonfigurationen wird jedoch die umgekehrte Zuordnung
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Abbildung 2.20: Arbeitsbereich eines sechsachsigen Vertikalknickarmroboters (Reis
RV16 [88, mit freundlicher Genehmigung]) mit Zentralhand. Der 3D-Arbeitsbereich ergibt
sich durch Rotation der schraffierten Fla¨che um Achse 1, die senkrecht in der Mitte der
Basis liegt, im Bereich +150◦ - −180◦.
von Gelenkkoordinaten zu einer gegebenen Orientierung des Werkzeugs beno¨tigt (in-
verses kinematisches Problem) [45]. Die Lo¨sung dieses Problems wird durch mo¨gliche
Mehrdeutigkeiten und Singularita¨ten erschwert.
Zur formalen Beschreibung dieser Problematik wird zuna¨chst die Orientierung zwi-
schen Weltkoordinaten und Effektorkoordinaten durch einen sechselementigen Vektor




cosϕz cosϕy cosϕz sinϕy sinϕx−sinϕz cosϕx cosϕz sinϕy cosϕx+sinϕz sinϕx tx
sinϕz cosϕy sinϕz sinϕy sinϕx−cosϕz cosϕx sinϕz sinϕy cosϕx−cosϕz sinϕx ty
− sinϕy cosϕy sinϕx cosϕy cosϕx tz
0 0 0 1

 (2.30)
u¨berfu¨hrt werden kann. Analog kann auch zu jedem Gelenk i mit Gleichung 2.28 eine
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Funktion zur Berechnung der Denavit-Hartenberg-Matrix aus dem variablen Denavit-
Hartenberg-Parameter qi des Gelenks i mit TDH(qi) := T (i) angegeben werden, so





angegeben werden kann. Das direkte kinematische Problem kann nun durch die Funk-
tion f : IRn → IR6 der Abbildung von Gelenkkoordinaten in die Parameter der relativen
Orientierung des Effektors zur Basis mit
f(q) := {x | TWelt→Effektor(q) = SWelt→Effektor(x)} (2.32)
beschrieben werden. Die analytische Berechenbarkeit der Funktion f wurde im We-
sentlichen durch die Gleichungen 2.28, 2.29 und 2.31 gezeigt5; die Lo¨sung ergibt eine
eindeutige Matrix SWelt→Effektor(x).
Das inverse kinematische Problem kann nun durch die Umkehrfunktion f−1 : IR6 →
IRn beschrieben werden, die die Abbildung von den Parametern der relativen Orientie-
rung des Effektors zur Basis in Gelenkkoordinaten analog mit
f−1(x) := {q | TWelt→Effektor(q) = SWelt→Effektor(x)} (2.33)
beschreibt. Eine Singularita¨t bezu¨glich der Abbildung f tritt im Gelenkkoordinatenraum





singula¨r ist. Dies ist beispielsweise der Fall, wenn zwei Gelenkachsen aufgrund der
Stellung der dazwischenliegenden Gelenke koinzidieren, so daß ihre Gelenkwinkel frei
wa¨hlbar sind.
In vielen Fa¨llen hat f−1(x) mehrere Lo¨sungen. So kann beispielsweise fu¨r Drehge-
lenke i mit einem Arbeitsbereich von mehr als 2π unter Umsta¨nden eine alternative
Lo¨sung q′ mit |qi − q′i| = 2π ·N,N ∈ IN gefunden werden.
Sofern die nicht-redundante Kinematik eines Roboters eine Zentralhand aufweist,
kann die Lo¨sung von f−1(x) analytisch bestimmt werden [78]. Mehrdeutigkeiten mu¨s-
sen dabei nach festzulegenden Regeln aufgelo¨st werden, die beispielsweise den Ab-
stand zum vorangehenden Punkt im Gelenkkoordinatenraum nach einer geeigneten
5Die bekannte Methode der Bestimmung der Elemente von x aus einer homogenen Matrix wird
vorausgesetzt. Diese sollte zur Vermeidung von numerisch instabilen Lo¨sungen eine geeignete Auf-
lo¨sung der Mehrdeutigkeiten fu¨r ϕx und ϕz im Fall |sinϕy| = 1 beinhalten.
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Metrik miminieren. Dabei du¨rfen natu¨rlich nur solche Lo¨sungen in Betracht gezogen
werden, die innerhalb des Arbeitsbereichs der jeweiligen Gelenke liegen und die in-
nerhalb des Gesamt-Arbeitsbereichs des Roboters auch umgesetzt werden ko¨nnen.
Zur Lo¨sung des inversen kinematischen Problems fu¨r redundante Kinematiken und
fu¨r kinematische Ketten ohne Zentralhand mu¨ssen numerische Optimierungsverfahren
eingesetzt werden. Wegen des damit verbundenen Rechenaufwands und der Schwie-
rigkeit, die Echtzeit-Bedingung einzuhalten, sind Gelenkarmroboter ohne Zentralhand
in der Praxis nur selten anzutreffen; zusa¨tzliche Achsen mu¨ssen meist explizit getrennt
angesteuert werden, so daß die Problematik redundanter Kinematiken rechnerisch
vermieden wird.
2.4.1.4 Praxis der Ansteuerung
Die Umsetzung zur Laufzeit festgelegter Orientierungen des Effektors wird von der
Steuerungssoftware marktga¨ngiger Robotersysteme oftmals nur eingeschra¨nkt unter-
stu¨tzt. Die Ursache dieser Einschra¨nkung liegt in der Schwierigkeit, bei der Lo¨sung des
inversen kinematischen Problems zu konsistenten Lo¨sungen zu kommen. Insbeson-
dere wenn Mehrdeutigkeiten in Abha¨ngigkeit vom Vorzustand aufgelo¨st werden, kann
das Verhalten des Roboters zur Laufzeit nur noch schwer vorhergesagt und u¨berpru¨ft
werden. Methoden der Pfadplanung, die dieses Problem im Prinzip lo¨sen ko¨nnten, set-
zen eine weitgehende Kenntnis der Geometrie mo¨glicher Hindernisse im Arbeitsraum
voraus und sind daher fu¨r den industriellen Einsatz nicht praktikabel.
Das im Rahmen der vorliegenden Arbeit verwendete Robotersystem von Reis er-
mo¨glicht nicht die Definition neuer Effektororientierungen zur Laufzeit, sondern erlaubt
lediglich die Anwendung eines gemischt kartesisch und gelenkkoordinatenweise an-
gegebenen Korrekturvektors δx ∈ IRn mit
δx := (ϕx, ϕy, ϕz, tx, ty, tz, x7, . . . , xn)
T , (2.35)
der eine off-line definierte Effektororientierung modifiziert (nur der sechsachsige Ge-
lenkarmteil des Roboters kann kartesisch korrigiert werden, die weiteren Achsen mu¨s-
sen mit direkten Gelenkwinkel- beziehungsweise Schubla¨ngen-Werten korrigiert wer-
den). Der Korrekturvektor δx wird typischerweise zur Laufzeit aus Sensorwerten ge-
bildet, um beispielsweise den Programmablauf an die sensorisch erfaßte Lage eines
nur ungenau positionierten Werkstu¨cks anzupassen. Im Rahmen der vorliegenden Ar-
beit wird die XML-basierte TCP/IP-Schnittstelle der Robotersteuerung genutzt, um die
Elemente des Korrekturvektors zur Laufzeit zu modifizieren.
Die Betra¨ge der Elemente des Korrekturvektors sind abha¨ngig von der Gelenkko-
ordinaten-Position des Roboters eingeschra¨nkt; werden Korrekturen spezifiziert, die
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Abbildung 2.21: Gelenkarmroboter mit Streifenlichtsensor und vermessenem Objekt auf
Drehteller.
bezu¨glich der definierten Effektororientierung eine signifikante ¨Anderung der Gelenk-
stellungen bewirken, eine andere Auflo¨sung von Mehrdeutigkeiten vorsehen oder den
Durchgang von Bereichen des Gelenkkoordinatenraums erfordern, in denen die Jaco-
bi-Matrix schwach konditioniert oder singula¨r ist, so verursacht ihre Anwendung eine
Fehlermeldung von Seiten der Robotersteuerung. Dies ist mit Blick auf den beabsich-
tigten automatischen Ablauf der 3D-Digitalisierung ho¨chst unerwu¨nscht, da Fehlermel-
dungen der Robotersteuerung nicht softwareseitig abgefangen werden ko¨nnen, son-
dern zu einer Unterbrechung des Programmablaufs fu¨hren.
Eine softwareseitige Pru¨fung, ob ein gegebener Korrekturvektor bezogen auf eine
vordefinierte Effektororientierung zu einem Fehler fu¨hrt oder nicht, ist ebenfalls nicht
mo¨glich. Der Algorithmus zur Lo¨sung des inversen kinematischen Problems wird von
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den Herstellern der Robotersteuerung in der Regel weder zuga¨nglich gemacht noch
in seinen Eigenschaften dokumentiert. Aufgrund unterschiedlicher Genauigkeiten der
verwendeten numerischen Prozessoren kann das genaue Verhalten der Robotersteue-
rung meist auch nicht zuverla¨ssig vorab simuliert werden [112]. Der algorithmische
Lo¨sungsansatz wurde daher als undurchfu¨hrbar verworfen.
Als Lo¨sung wird dagegen ein Feld von vordefinierten Effektororientierungen vorge-
schlagen, in dem die relativen Absta¨nde so klein sind, daß jede relevante Orientierung
durch Anwendung eines Korrekturvektors auf die jeweils na¨chstliegende vordefinierte
Effektororientierung erreicht werden kann. Gleichzeitig kann jeder vordefinierten Ef-
fektororientierung eine durch den Korrekturvektor erreichbare Umgebung zugeordnet
werden, so daß die Umsetzbarkeit einer betrachteten Aufnahmekonfiguration softwa-
reseitig auf einfache Weise gepru¨ft werden kann.
Im Rahmen der vorliegenden Arbeit wurde die erreichbare Umgebung durch ein sehr
einfaches Verfahren angena¨hert: ein experimentell bestimmter Vektor der Form
δmaxx := (ϕx, ϕy, ϕz, tx, ty, tz)
T , (2.36)
limitiert elementweise die erlaubte Abweichung von der na¨chstliegenden vordefinierten
Effektorposition. Bei hinreichend dichten Effektorpositionen la¨ßt sich so auf einfache
Weise ein Kriterium aufbauen, welches Fehlermeldungen der Robotersteuerung auf-
grund ungu¨ltiger Konfigurationen wirksam verhindert. Gleichzeitig kann auf diese Wei-
se ein Kriterium zur Evaluation von Nebenbedingungen der Aufnahmeplanung bereit-
gestellt werden, welches nicht erreichbare Roboterpositionen bereits bei der Planung
ausschließt.
2.4.2 Mobile Roboter
Mobile Roboter unterscheiden sich von stationa¨ren Robotern im Wesentlichen da-
durch, daß das Basiselement ihres kinematischen Aufbaus nicht fest mit dem Welt-
koordinatensystem verbunden, sondern auf einer mobilen Plattform montiert ist. Diese
ist anwendungsspezifisch fahrend [21, 4], schwimmend oder fliegend [28], in seltene-
ren Fa¨llen auch auf Beinen laufend [3, 50] oder raupenartig kriechend [77] ausgefu¨hrt.
Der wichtigste technische Unterschied zu stationa¨ren Systemen besteht darin, daß
die aktuelle Orientierung der Plattform im Weltkoordinatensystem meist nur mit ver-
gleichsweise geringer Genauigkeit bekannt ist. Der Arbeitsbereich ist bezu¨glich der Ef-
fektorposition in den beiden horizontalen Dimensionen typischerweise durch den mit-
gefu¨hrten Energievorrat und die geometrischen Eigenschaften der Umgebung, aber
nicht durch den Roboter selbst eingeschra¨nkt. In der vertikalen Dimension ist der Ar-
beitsbereich der mobilen Plattform im Regelfall eingeschra¨nkt (Flugho¨he, Tauchtiefe,
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Abbildung 2.22: Mobiles Roboterfahrzeug, das die 3D-Lichtlaufzeitsensorik auf einer
ho¨henverstellbaren Plattform (Schubgelenk) tra¨gt.
feste Ho¨he u¨ber dem Untergrund); der kinematische Aufbau auf der Plattform unterliegt
denselben Einschra¨nkungen wie im Falle statischer Roboter.
Fu¨r mobile Roboter, die, wie im Falle der vorliegenden Arbeit, in initial unbekannten
Umgebungen eingesetzt werden sollen, ist zur Umsetzung algorithmisch bestimmter
Aufnahmekonfigurationen nicht nur das inverse kinematische Problem zu lo¨sen, son-
dern zusa¨tzlich das Problem der Pfadplanung in einer nur teilweise bekannten Um-
gebung, so daß die beabsichtigte Aufnahmeposition kollisionsfrei angefahren werden
kann. Eine funktionierende Implementierung zur Lo¨sung dieses Problems konnte im
Rahmen der vorliegenden Arbeit genutzt werden, ohne daß eine Auseinandersetzung
mit den Details oder spezifischen Schwierigkeiten notwendig geworden wa¨re. Auf eine
detailliertere Beschreibung der Problematik wird daher an dieser Stelle verzichtet.
Es sei noch angemerkt, daß die erwa¨hnte relativ ungenaue Positionsbestimmung
der mobilen Plattform, die bei fahrenden Ausfu¨hrungen meist durch Odometrie ge-
scha¨tzt werden muß, im Zusammenspiel mit dem transportierten Werkzeug zur fla¨-
chenhaften optischen Oberfla¨chenvermessung durch Registrierung der erfaßten Ober-
fla¨chenbereiche erheblich verbessert werden kann [4]. Fu¨r schwimmende und fliegen-
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de Plattformen ist ein derartiger Bezug auf externe Referenzen wegen der Dynamik
des jeweiligen Mediums (Wind, Stro¨mung) zur Navigation ohnehin unvermeidlich.
2.4.3 Abstraktionsgrad und Schnittstelle
Im Rahmen der vorliegenden Arbeit wurden zur Umsetzung der zur Laufzeit spezifizier-
ten Aufnahmekonfigurationen Schnittstellen implementiert beziehungsweise genutzt,
die eine direkte Vorgabe der beno¨tigten Kameraorientierung in sechs Freiheitsgraden
erlauben. Zur Beschleunigung der vorgeschlagenen Verfahren ist es daru¨berhinaus
hilfreich, die Erreichbarkeit von Aufnahmekonfigurationen durch das verwendete Ro-
botersystem mit mo¨glichst geringem Aufwand vorab pru¨fen zu ko¨nnen. Hierfu¨r nut-
zen die vorgeschlagenen Verfahren weitere Schnittstellen, die Information daru¨ber zur
Verfu¨gung stellen, ob eine gegebene Aufnahmekonfiguration durch den Roboter er-
reichbar ist oder nicht.
Die Geometrie des verwendeten Roboters kann daher fu¨r die vorgeschlagenen Ver-
fahren ebenso transparent bleiben wie die technischen Details der Ansteuerung, so
daß das verwendete Robotersystem auf einfache Weise ausgetauscht werden kann.
2.5 Zusammenfassung eigener Ergebnisse
In diesem Kapitel wurde ein ¨Uberblick u¨ber die Gera¨tetechnik aus den Bereichen der
optischen Meßtechnik und der Automatisierungstechnik gegeben, die sich zur Umset-
zung der in der vorliegenden Arbeit vorgestellten Verfahren eignet. Hierzu wurde eine
eigene Klassifikation fla¨chenhaft messender 3D-Sensoren vorgeschlagen, die auf der
jeweiligen Aufnahmeposition zu den erfaßten Datenpunkten basiert. Dieses Klassifi-
kationskriterium ist durch die Einbeziehung der jeweiligen Aufnahmepositionen in die
nachfolgend vorgeschlagenen Verfahren zur Aufnahmeplanung motiviert. Geeignete
Schnittstellen zur verwendeten Sensorik wurden vorgeschlagen, so daß lediglich die
Klassifizierung des Sensors spezifisch beru¨cksichtigt werden muß, ansonsten aber
vom konkret eingesetzten Gera¨t abstrahiert werden kann.
Triangulations-basierte Systeme bilden einen Schwerpunkt des Kapitels, der durch
die besondere Situation der Messung mit mehr als einem involvierten Beobachtungs-
punkt motiviert ist. Hierzu wurden eigene Vorschla¨ge zur numerischen Vereinfachung
der Kalibrierung beschrieben sowie eine detaillierte Analyse der Meßfehler in Abha¨n-
gigkeit von mechanischen Einflu¨ssen durchgefu¨hrt, wie sie bei der Bewegung des Sen-
sors durch einen Roboter auftreten.
Geeignete Roboter ko¨nnen im Vergleich zur Sensorik auf sehr viel einfachere Weise
angebunden werden, da die in der vorliegenden Arbeit vorgeschlagenen Verfahren zur
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Aufnahmeplanung eine Ausnutzung gera¨tespezifischer Konstruktionsprinzipien nicht
vorsehen. Stattdessen stehen insbesondere bei Industrierobotern die Probleme der
technischen Umsetzung der Ansteuerung im Vordergrund, da diese durch Erfordernis-
se der Arbeitssicherheit erschwert wird. Hierzu wurde ein Verfahren vorgeschlagen,
das durch Bezugnahme auf bekannte Roboter-Posen eine pra¨dizierbare und damit
sichere Bewegung bei der Umsetzung der zur Laufzeit bestimmten Aufnahmekonfigu-
rationen erlaubt.




Das zu rekonstruierende Objekt ist wa¨hrend des inkrementellen Rekonstruktionsvor-
gangs teil- und na¨herungsweise durch die Meßdaten bekannt. Diese Meßdaten mu¨s-
sen zuna¨chst in geeigneter Weise aufbereitet werden, damit die Planung weiterer Auf-
nahmen effizient durchgefu¨hrt werden kann. An die Repra¨sentation des teil- und na¨he-
rungsweise vermessenen Objekts ko¨nnen drei wichtige Forderungen gestellt werden:
• Neben dem bereits erfaßten Teil der Oberfla¨che muß auch der noch unvermes-
sene Teil des Objekts repra¨sentiert werden.
• Die Qualita¨t der Vermessung muß zu jedem Punkt der Objektoberfla¨che re-
pra¨sentiert werden.
• Die inkrementelle Integration zusa¨tzlicher Aufnahmen muß mit geringem Auf-
wand mo¨glich sein.
Ein zentraler Aspekt der Auswahl einer geeigneten Repra¨sentationsform ist die ef-
fiziente Sichtbarkeitsbestimmung, da diese bei der Evaluierung eines Parametersat-
zes zur na¨chsten Aufnahme den gro¨ßten Anteil des Rechenaufwandes beno¨tigt. Fu¨r
die Sichtbarkeitsbestimmung steht heute leistungsstarke und kostengu¨nstige Spezi-
alhardware (hardware-beschleunigte 3D-Graphikkarten) zur Verfu¨gung, die durch die
Objektrepra¨sentation unterstu¨tzt werden sollte. Daher kommen im Rahmen der vorlie-
genden Arbeit nur diskret-geometrische Oberfla¨chenmodelle in Frage, die durch com-
putergraphische Lichtquellen schattiert und durch Definition von Materialeigenschaften
(insbesondere Farbe) an jedem Punkt der Oberfla¨che in ihrer Darstellung differenziert
werden ko¨nnen.
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Die Einschra¨nkung auf diskret-geometrische Oberfla¨chenmodelle bietet auch dann
Vorteile durch den reduzierten Rechenaufwand, wenn aufgrund der Sensorgeometrie
keine durch Hardwareimplementierungen darstellbaren Blickfelder vorliegen, wie dies
bei multifokalen Sensoren der Fall ist. Derartige Sensoren werden im Rahmen der vor-
liegenden Arbeit zwar nicht betrachtet, ko¨nnen aber durch Implementierung speziell an
die Sensorgeometrie angepaßter Darstellungsverfahren ebenfalls unterstu¨tzt werden.
In den folgenden Abschnitten dieses Kapitels wird zuna¨chst eine mathematische
Definition der teilvermessenen Objektoberfla¨che hergeleitet, die sowohl auf die interne
(Sensor innerhalb des zu rekonstruierenden Objekts) wie auch auf die externe (Sen-
sor außerhalb des Objekts) Rekonstruktion angewendet werden kann. Anschließend
werden zwei Verfahren zu ihrer inkrementellen Konstruktion sowie Verfahren zur Inte-
gration unvermessener Objektteile und qualitativer Maßzahlen beschrieben. Den Ab-
schluß des Kapitels bilden Vorschla¨ge zur Repra¨sentation des unbekannten Objekts
zu Beginn des Verfahrens sowie eine kurze vergleichende Zusammenfassung der 3D-
Rekonstruktion auf Basis der automatisch akquirierten Einzelaufnahmen.
3.2 Stand der Technik
Die Erzeugung volumetrischer Objektbeschreibungen als Approximation der realen
Geometrie findet sich in der Literatur zuerst im Zusammenhang mit Intensita¨tsbildern
bei der Anwendung des Silhouettenverfahrens. Hierzu wird in mehreren Bildern das
Objekt vom Hintergrund segmentiert. Zusammen mit den bekannten Aufnahmeposi-
tionen kann aus den segmentierten Bildern durch Vereinigung der eingesehenen Volu-
mina eine Abscha¨tzung der Objektgeometrie gewonnen werden. Martin und Aggarwal
[63] thematisieren dabei die Anforderung der effizienten Modifikation durch zusa¨tzliche
Aufnahmen bei gleichzeitigem Erhalt der Detailinformation. Laurentini [56] unterschei-
det in der Ergebnisgeometrie Bereiche, die bekanntermaßen auf der Objektoberfla¨che
liegen, von solchen, die hilfsweise zur Erga¨nzung der geschlossenen Oberfla¨che hin-
zugefu¨gt wurden.
Im Zusammenhang mit der Geometrie-Rekonstruktion aus mehreren Tiefenbildern
sind die Ansa¨tze des sogenannten space carvings zu nennen. Curless und Levoy
[24] entfernen durch
”
Schnitzen“ zwischen Beobachtungspunkt und Meßpunkt Volu-





oberfla¨chennah“. Der oberfla¨chennahe Anteil wird bei
der Isofla¨chenextraktion unter Beru¨cksichtigung redundanter Meßdaten beru¨cksich-




nicht eingesehen“ mit sogenann-
ten
”
Lu¨ckenfu¨ller“-Oberfla¨chenelementen repra¨sentiert wird, so daß im Ergebnis eine
wasserdichte Oberfla¨che konstruiert wird.
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Einen a¨hnlichen Ansatz verfolgt Neugebauer [71], vermeidet aber die recheninten-
sive Isofla¨chenextraktion bei der Oberfla¨chendefinition. Stattdessen schla¨gt er eine
vorzeichenbehaftete Distanzfunktion vor, die effizient berechnet werden kann, weil die
Tiefenbilddaten bereits durch einen Vorverarbeitungsschritt miteinander abgeglichen
werden. Die Nulldurchga¨nge dieser Distanzfunktion werden trianguliert.
Pito [80] schla¨gt als Repra¨sentationsform des eingesehenen Volumens ein Voxelgrid
vor; dieser Ansatz wird auch in vielen der fru¨heren Arbeiten zur Aufnahmeplanung
verfolgt: Banta et al. [6] schlagen ebenfalls ein Voxelgrid vor, Conolly [18] verwendet
eine Octree-Datenstruktur.
In der vorliegenden Arbeit wird die vermessene und die unvermessene Objektober-
fla¨che a¨hnlich dem Ansatz von Neugebauer durch Triangulation einer vorzeichenbe-
hafteten Distanzfunktion erzeugt. Da fu¨r die Aufnahmeplanung aber eine niedrigere
Datenqualita¨t ausreichend ist, wird auf die in [72] vorgeschlagene aufwa¨ndige Vorver-
arbeitung der Tiefenbilddaten verzichtet.
Die wesentliche Neuerung des in der vorliegenden Arbeit vorgeschlagenen Verfah-
rens zur Konstruktion der Grenzfla¨che des eingesehenen Volumens besteht in ihrer
inkrementellen Konstruktion. Im Gegensatz zu Pito [80] wird nicht das Voxelgrid bei
der Integration zusa¨tzlicher Aufnahmen vera¨ndert, sondern direkt das Dreieicksnetz.
Dieser Ansatz ermo¨glicht den Einsatz relativ aufwa¨ndiger Verfahren zur Vereinfachung
des Dreiecksnetzes (mesh reduction), da diese auf jedem neu hinzugefu¨gten Abschnitt
nur einmalig ausgefu¨hrt werden mu¨ssen, wa¨hrend bei einem inkrementell vera¨nderten
Voxelgrid eine vollsta¨ndige Neuerzeugung des Dreiecksnetzes notwendig ist, da des-
sen urspru¨ngliche Struktur durch Reduktion zersto¨rt wird.
3.3 Definition der teilvermessenen Objektoberfla¨che
Die Oberfla¨che des teilvermessenen Objekts ist durch die akquirierten Tiefenbilder ge-
geben, welche als teilweise definierte explizite Oberfla¨chen r(u, v) betrachtet werden.
Die zuna¨chst meßpunktweise an den ganzzahligen Pixelpositionen definierte Funkti-
on r kann durch Interpolation stetig erga¨nzt werden; außerhalb der Bildra¨nder sowie
in Bereichen, in denen kein Meßpunkt vorliegt, ist sie undefiniert (Abbildung 3.1). Der
Parameterraum der Datenpunkte des Tiefenbildes (u, v, r(u, v))T ist dabei durch das
Bildraster und die interne Repra¨sentation der Entfernungswerte zu jedem Pixel gege-
ben und ha¨ngt daher in seiner geometrischen Bedeutung von den Sensoreigenschaf-
ten ab.
Dieser Zusammenhang wird durch die Projektionsfunktion h : IR3 → IR3 model-
liert, welche einem Punkt im kartesischen Koordinatensystem des Sensors x ∈ IR3
die entsprechende Pixelposition im Bildraster sowie den dort vorliegenden Pixelwert
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Abbildung 3.1: Die reliefartig erfaßte Oberfla¨che im Raster eines Tiefenbildes, durch
Interpolation zwischen den Meßpunkten stetig erga¨nzt. Der Pyramidenstumpf und die Git-
terlinien veranschaulichen die typische Geometrie der Parametrisierung eines perspekti-
vischen Kamerabildes.
zuordnet. Die Funktion h ha¨ngt von den intrinsischen Parametern des Sensors ab,
die typischerweise vorab bei der Kalibrierung bestimmt werden. Eine zentrale Eigen-
schaft der Funktion h ist ihre Umkehrbarkeit, so daß ein Meßpunkt des Tiefenbildes
(u, v, r(u, v))T in kartesische Koordinaten u¨berfu¨hrt werden kann. Durch lokale Linea-





ko¨nnen auch Vektoren, wie zum Beispiel die im Bildraster berechneten Tangentialvek-
toren oder die Kamerablickrichtung, in kartesische Koordinaten u¨berfu¨hrt werden. Zur
Vereinfachung der Notation wird im Folgenden fu¨r alle Bilder eine identische Funktion
h angenommen, obwohl dies keine notwendige Nebenbedingung des Verfahrens ist.
Die zugrundeliegende Speicherung der Meßpunkte als Skalare in ihrem nativen
Bildraster hat gegenu¨ber der expliziten Speicherung der 3D-Koordinaten der Meß-
punkte einige Vorteile, deren offensichtlichster der geringe Speicherplatzbedarf ist:
anstelle von drei Fließkommawerten genu¨gt fu¨r die Genauigkeit und Meßbereiche ty-
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pischer Sensoren ein einziger 16-bit Ganzzahlwert pro Meßpunkt1. Im Falle großer
Datensa¨tze wiegt der Vorteil des schnelleren Zugriffs (die Daten ko¨nnen vollsta¨ndig
im Hauptspeicher gehalten werden) den ho¨heren Rechenaufwand bei weitem auf. Im
Folgenden wird daru¨ber hinaus deutlich, wie die Aufnahmeplanung die Kenntnis der
Sensorgeometrie durch die Funktion h ausnutzen kann. Neugebauer [72] zeigt, daß
diese Vorgehensweise auch ohne explizite Kenntnis der Details der Sensorgeometrie
fu¨r beliebige Sensortypen mo¨glich ist, indem die Sensorgeometrie im Bildraster pi-
xelweise gespeichert wird. Ein a¨hnlicher Ansatz wird auch von Grossberg und Nayar
[36, 37] vorgeschlagen.
Die extrinsischen Parameter der Einzelbilder werden fu¨r jedes Bild i durch die Rota-
tion und Translation (Ri, ti) des Sensors relativ zum gemeinsamen Weltkoordinatensy-
stem repra¨sentiert. Diese Parameter sind im Falle einer automatisierten Vermessung
meist na¨herungsweise durch die bekannte Orientierung der Positioniereinrichtung be-
kannt und ko¨nnen durch Registrierung aus den Meßpunkten oder mit Hilfe eingemes-
sener Marken vollautomatisch mit hoher Genauigkeit bestimmt werden. Fu¨r einen 3D-
Punkt x ∈ IR3 in Weltkoordinaten ergibt sich damit der korrespondierende Datenpunkt




 = h(Ri · x+ ti) (3.2)
Aus den vorliegenden registrierten Tiefenbildern ri wird nun mit Hilfe der so defi-
nierten Abbildungen eine vorzeichenbehaftete Funktion f : IR3 → IR gebildet, die
eine bina¨re Aufteilung des Raumes in den Bereich außerhalb des Objekts und den Be-
reich, der potentiell innerhalb des Objekts liegt, erlaubt. Dieser Aufteilung liegt die Idee
zugrunde, daß Punkte zwischen der vermessenen Oberfla¨che und der Position des
beobachtenden Sensors wegen der Sichtbarkeit der Oberfla¨che nicht innerhalb des
Objekts liegen ko¨nnen, da diese andernfalls eine Verdeckung bilden wu¨rden. Punkte,
die diese Bedingung nicht erfu¨llen, liegen entweder innerhalb des zu rekonstruieren-
den Objekts oder sind Teil des zusa¨tzlichen sogenannten void-Volumens, das bisher
nicht eingesehen wurde und dessen Beseitigung eines der Ziele der Aufnahmeplanung
ist. Daher soll die Funktion f so definiert werden, daß Punkte außerhalb des Objekts
sich durch ihr Vorzeichen von den u¨brigen Punkten unterscheiden. Die Oberfla¨che des
bisher eingesehenen Volumens wird damit durch die Nulldurchga¨nge der Funktion f
definiert, wa¨hrend die vermessene Oberfla¨che durch f(x) = 0 implizit definiert ist [73].
Um f zu definieren wird zuna¨chst fu¨r jedes Tiefenbild ri eine Distanzfunktion gi :
IR3 → IR eingefu¨hrt, welche die vorzeichenbehaftete Distanz eines Punktes x zur
1Der geringe Speicherplatzbedarf wird unter der Annahme vollsta¨ndig besetzter Tiefenbilder oft auch
durch die Beschreibung “Verlustfreie Komprimierung um Faktor 12” auf den Punkt gebracht.
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vermessenen Oberfla¨che entlang der Blickrichtung berechnet:
gi(x) :=
{
ri(u, v)− ( 0 0 1 ) · h(Rix+ ti) ri(u, v) ist definiert
−1 sonst (3.3)
Dabei ist (u, v) die Pixelposition, auf die x durch h projiziert wird. Eine positive Distanz2
zeigt also an, daß der betrachtete Punkt x zwischen der vermessenen Oberfla¨che und
dem Sensor, also außerhalb des Objekts, liegt. Aus den Werten gi(x) fu¨r mehrere




hergeleitet werden, die, wie Abbildung 3.2 zeigt, auch Eigenverdeckungen korrekt be-
handelt.
Abbildung 3.2: Hier ist g1(x) > 0, wa¨hrend g2(x) < 0 ist.
Im Falle von triangulationsbasierten Sensoren, die mehrere bekannte Beobach-
tungspunkte aufweisen, stellt sich die Frage, wie neben dem Blickpunkt des Tiefen-
bildes auch die u¨brigen Beobachtungspunkte zu jeder Aufnahme in die Definition der
Funktionen f beziehungsweise gi integriert werden ko¨nnen. Da die Berechnung von
Schnittpunkten eines Sichtstrahls mit der vermessenen Oberfla¨che sehr aufwa¨ndig ist
bietet es sich an, hierzu fu¨r jeden zusa¨tzlichen Beobachtungspunkt ein Hilfsbild zu be-
rechnen, welches durch Abbildung der Meßpunkte und Interpolation, gegebenenfalls
mit reduzierter Auflo¨sung, aus dem jeweiligen Tiefenbild gewonnen werden kann. Auf
diese Weise kann die Schnittpunktsberechnung auch fu¨r die zusa¨tzlichen Blickpunkte
direkt durch Vergleich des Pixelwerts an der Stelle des projizierten Punktes verein-
facht werden. Die zusa¨tzlichen Hilfsbilder unterscheiden sich in ihrer Behandlung bei
der Definition von f nicht von den prima¨ren Tiefenbildern.
2Ohne Beschra¨nkung der Allgemeinheit wird hier davon ausgegangen, daß die gespeicherten Pixel-
werte mit der gemessenen Distanz ansteigen.





Abbildung 3.3: Der eingesehene Halbraum nach zwei Aufnahmen mit den vermessenen
und interpolierten Oberfla¨chenbereichen fu¨r die interne Rekonstruktion.
Die Definition der Funktion f ermo¨glicht prinzipiell die Klassifizierung beliebiger
Punkte im Raum. In den meisten Fa¨llen soll jedoch lediglich ein begrenztes Meßvo-
lumen V ⊂ IR3 in Betracht gezogen werden. So kann beispielsweise fu¨r Objekte meist
ein umschließender Quader oder zumindest der Halbraum oberhalb der Standfla¨che
angegeben werden. Auch im Falle von Innenra¨umen ist es oft sinnvoll, Grenzen des
zu rekonstruierenden Bereichs anzugeben, wenn dieser etwa nicht physisch abge-
schlossen ist (zum Beispiel durch eine offene Tu¨r). Hier muß topologisch zwischen
interner und externer Rekonstruktion unterschieden werden, da die Bereiche x 6∈ V
bei der internen Rekonstruktion innerhalb des zu rekonstruierenden Objekts liegen, bei
der externen Rekonstruktion aber außerhalb. Mit entsprechenden Erga¨nzungen ergibt
sich die Definition der Funktion gi durch






Abbildung 3.4: Situation wie in Abb. 3.3 fu¨r die externe Rekonstruktion, die zusa¨tzlich die
Grenze des betrachteten Volumens einbezieht.




ri(u, v)− ( 0 0 1 ) · h(Rix+ ti) wenn ri(u, v) definiert und x ∈ V




Die Nulldurchga¨nge von f definieren nun eine geschlossene und orientierbare Ober-
fla¨che S, die die bisher nicht eingesehenen Bereiche des Meßvolumens begrenzt. S ist
eine 2-Mannigfaltigkeit und kann daher mit den u¨blichen Methoden der Computergra-
phik dargestellt werden. Das durch S begrenzte Volumen besteht zum einen aus dem
Objektvolumen, zum anderen aus zusa¨tzlichem void-Volumen, von dem zuna¨chst nicht
bekannt ist, ob und in welchem Umfang es weitere Teile des Objekts entha¨lt. Die an
das void-Volumen angrenzenden Teile der Oberfla¨che S, die durch eine Diskontinuita¨t
am Nulldurchgang von f gekennzeichnet sind, werden im Folgenden als unvermesse-
ne Teile von S oder einfach als void-Fla¨chen bezeichnet.
Die Minimierung des void-Volumens ist eines der wesentlichen Ziele der Aufnahme-
planung. Da aber die Grenze zwischen void-Volumen und Objekt-Volumen nicht be-
kannt ist, kann dieses Ziel nicht direkt verfolgt werden. Die Strategie der Aufnahmepla-
nung besteht daher darin, zusa¨tzliche Aufnahmen an den unvermessenen Bereichen
von S auszurichten. Dabei kann insbesondere die Sichtbarkeitsbestimmung mit Hilfe
von S durchgefu¨hrt werden, die zwar falsch-negative (berechnete Verdeckung aus-
schließlich durch void-Volumen verursacht), aber prinzipbedingt niemals falsch-positi-
ve Ergebnisse liefern kann. In den folgenden Abschnitten wird gezeigt, wie eine com-
putergraphisch nutzbare Repra¨sentation von S effizient inkrementell konstruiert und
mit weiteren Attributen, insbesondere solchen zur Repra¨sentation der Datenqualita¨t,
erga¨nzt werden kann.
3.4 Inkrementelle Konstruktion der Objektoberfla¨che
Die im vorigen Abschnitt beschriebene implizite Definition der Oberfla¨che S durch die
Nulldurchga¨nge der Funktion f kann prinzipiell direkt zur Konstruktion einer compu-
tergraphisch darstellbaren Repra¨sentationsform genutzt werden. In der Literatur ste-
hen zahlreiche Vorschla¨ge zur Triangulierung implizit definierter Oberfla¨chen zur Ver-
fu¨gung. Diese Verfahren beru¨cksichtigen jedoch nicht die inkrementelle Natur der auto-
matisierten 3D-Rekonstruktion, so daß die Repra¨sentation von S in jedem Schritt neu
berechnet werden mu¨ßte. Tatsa¨chlich kann durch Unterscheidung von vermessenen
und unvermessenen Bereichen von S der Anteil neu zu berechnender Oberfla¨chenteile
deutlich reduziert werden.
Formal kann die Situation fu¨r den i-ten Aufnahmeschritt folgendermaßen beschrie-
ben werden: Der Aufnahme i wird das vom Sensor eingesehene Volumen vi ⊂ IR3, die
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vermessene Oberfla¨che mi ⊂ S sowie die unvermessene Oberfla¨che ui des eingese-
henen Volumens zugeordnet. Die Oberfla¨chen mi ∪ ui bilden dabei die vollsta¨ndige
Begrenzung des eingesehenen Volumens vi. Zur Integration mehrerer Aufnahmen in
eine gemeinsame Oberfla¨chenbeschreibung wird das gesamte in Schritt 1 . . . i einge-
sehene Volumen mit Vi, die in den Schritten 1 . . . i vermessene Oberfla¨che durch Mi,
und die unvermessene Oberfla¨che des in den Aufnahmen 1 . . . i eingesehenen Volu-
mens durch Ui bezeichnet. Offensichtlich sind initial M1 := m1, U1 := u1 und V1 := v1.
Die Oberfla¨che Si kann nun rekursiv durch
Ui+1 := Ui \ vi+1 ∪ ui+1 \ Vi
Mi+1 :=Mi \ vi+1 ∪ mi+1 \ Vi
Vi+1 := Vi ∪ vi+1
(3.6)
definiert werden3. Um die Nutzung und weitere Vereinfachung dieses Ansatzes theo-
retisch abzusichern, wird im folgenden gezeigt, daß die beiden Beschreibungsformen
tatsa¨chlich die gleiche Oberfla¨che definieren.
SATZ 3.1 Die inkrementelle Definition nach Gleichung 3.6 der Oberfla¨che
Si := Ui ∪Mi (3.7)
ist a¨quivalent zur Definition der Oberfla¨che
Si := {x ∈ IR3 | ∃δ ∈ IR3 : fi(x+ δ) · fi(x− δ) < 0, |δ| < ε} (3.8)
durch die Nulldurchga¨nge der Funktion f nach den Gleichungen 3.5 und 3.4 mit ε→ 0,
wobei fi die Funktion f bei Beru¨cksichtigung der Aufnahmen 1 . . . i und der entspre-
chenden Funktionen g1 . . . gi in Gleichung 3.4 bezeichnet.
BEWEIS 3.1 Fu¨r die initiale Konfiguration mit einer einzigen Aufnahme ist die Behaup-
tung bereits durch die Definition von m1 und u1 erfu¨llt:
m1 = {x ∈ IR3 | f1(x) = 0}, (3.9)
wobei δ ein beliebig kurzer Vektor in der jeweiligen Blickrichtung des Sensors ist. Ent-
sprechend ist
u1 = {x ∈ IR3 | ∃δ ∈ IR3 : f1(x + δ) · f1(x− δ) < 0, f1(x) 6= 0}, (3.10)
3Die entsprechende Definition in den Konferenzbeitra¨gen [51, 53] entha¨lt einen Notationsfehler, da
die Zeichen fu¨r Differenz (\) und Schnitt (∩) versehentlich vertauscht wurden.
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wobei δ ein beliebig kurzer Vektor in Richtung der Oberfla¨chennormale von S ist. Eben-
falls nach Definition gilt
v1 = {x ∈ IR3 | f1(x) > 0}. (3.11)
Fu¨r den ¨Ubergang von Si nach Si+1 ist nun zu zeigen, daß Si+1 einerseits alle
zusa¨tzlich durch die Beru¨cksichtigung von gi+1 zu Si hinzugekommenen Nulldurch-
ga¨nge entha¨lt, andererseits aber alle durch Beru¨cksichtigung von gi+1 entfallenden
Nulldurchga¨nge aus Si nicht in Si+1 enthalten sind. Fu¨r zusa¨tzliche Nulldurchga¨nge
x0 muß
gi+1(x0) = 0 (3.12)
(in Aufnahme i+ 1 vermessene Oberfla¨che) oder
gi+1(x0 + δ) · gi+1(x0 − δ) < 0 ∨ gi+1(x0) 6= 0 (3.13)
(unvermessene Grenzfla¨che des in Aufnahme i + 1 eingesehenen Volumens) erfu¨llt
sein; wegen der Maximum-Bildung in Gleichung 3.4 muß zusa¨tzlich
fi(x0) <= 0 (3.14)
erfu¨llt sein. Fu¨r die entfallenden Nulldurchga¨nge x0 gilt ebenfalls wegen der Maximum-
Bildung in Gleichung 3.4
gi+1(x0) > 0 (3.15)
Nach der Definition von ui, mi und vi gelten folgende ¨Aquivalenzrelationen, die offen-
sichtlich den in den Gleichungen 3.12, 3.13 und 3.15 beschriebenen Fa¨llen entspre-
chen:
ui+1 = {x ∈ IR3 | gi+1(x+ δ) · gi+1(x− δ) < 0, gi+1(x) 6= 0} (3.16)
mi+1 = {x ∈ IR3 | gi+1(x) = 0} (3.17)
vi+1 = {x ∈ IR3 | gi+1(x) > 0} (3.18)
Zusammen mit den Gleichungen zur intialen Konfiguration 3.9, 3.10 und 3.11 ergibt
sich durch Einsetzen in Gleichung 3.6 und vollsta¨ndige Induktion die Behauptung.
q.e.d.
Zur Vereinfachung der Konstruktion der Oberfla¨che S ist es sinnvoll, die einzel-
nen Elemente in Gleichung 3.6 auf ihre geometrische Relevanz hin zu untersuchen.
Wa¨hrend fu¨r die unvermessene Grenzfla¨che des eingesehenen Volumens Ui durch die
Differenzbildung mit dem eingesehenen Volumen erhebliche Geometriea¨nderungen zu
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erwarten sind, ist dies bei der Kombination der vermessenen Oberfla¨che nicht der Fall.
Hier ist die Differenzbildung mit dem eingesehenen Volumen im wesentlichen erfor-
derlich, um eine geschlossene 2-Mannigfaltigkeit zu erhalten; die durch diese Operati-
on verursachten geometrischen Unterschiede liegen in der Gro¨ßenordnung der Meß-
genauigkeit des Sensors. An dieser Stelle bestehen daher bei der Implementierung
Freiheitsgrade, um zugunsten des Rechenaufwands eine geringfu¨gige geometrische
Ungenauigkeit zu tolerieren. Zwei derartige Ansa¨tze, die im Rahmen der vorliegenden
Arbeit verwendet wurden, werden im Folgenden vorgestellt, wa¨hrend die Konstruktion
der Grenzfla¨che des eingesehenen Volumens Ui Gegenstand von Abschnitt 3.4.3 ist.
3.4.1 Vermaschung u¨berlappender Dreiecksnetze
Das Verfahren der Vermaschung von Dreiecksnetzen (engl. zippered polygon meshes
[110]) kombiniert die teilvermessenen Oberfla¨chen aus mehreren Tiefenbildaufnah-
men, indem jeder in Aufnahme i + 1 vermessene Oberfla¨chenabschnitt mi+1 zuerst
einzeln trianguliert und anschließend mit dem in den vorangegangenen Schritten 1 . . . i
erhaltenen Dreiecksnetz Ti verbunden werden. Hierzu ko¨nnen in einer fu¨r die Aufnah-
meplanung optimierten Variante [99] des Verfahrens alle bereits in Ti repra¨sentierten
Bereiche von mi+1 bei der Konstruktion des Dreiecksnetzes ti+1 des vermessenen
Oberfla¨chenabschnitts mi+1 weggelassen werden, so daß im Ergebnis immer die zu-
erst erfolgte Aufnahme Eingang in das Dreiecksnetz Ti findet. Die korrespondierenden
Ra¨nder von Ti und ti+1 werden durch zusa¨tzliche Dreieckskanten miteinander verbun-
den (“zippering”); die Oberfla¨chennormale kann fu¨r jeden Dreieckseckpunkt aus den
angrenzenden Dreiecken gemittelt werden.
Gegenu¨ber der direkten Umsetzung der Definition in Gleichung 3.6, die ein clipping
der Dreiecksnetze ti+1 und Ti gegen das eingesehene Volumen Vi beziehungsweise
vi+1 erfordern wu¨rde, ist hier lediglich die ¨Uberlappung von ti+1 mitMi zu pru¨fen. Diese
Operation kann fu¨r alle Eckpunkte von ti+1 effizient durch Projektion in die bisher auf-
genommenen Tiefenbilder ausgefu¨hrt werden. Insbesondere ist es nicht erforderlich,
korrespondierende Punkte auf dem Dreiecksnetz Ti zu suchen, so daß aufwa¨ndige
Datenstrukturen zur Unterstu¨tzung dieser Suche wie binary space partitioning trees
vermieden werden ko¨nnen. Auch der Aufwand fu¨r das initiale Auffinden korrespon-
dierender Punkte auf den Ra¨ndern von Ti und ti+1 la¨ßt sich durch Nutzung der Pro-
jektionsfunktion unabha¨ngig von der Anzahl der beteiligten Dreieckseckpunkte halten.
Daher ist die Komplexita¨t des Verfahrens fu¨r die Integration eines zusa¨tzlichen Bildes
linear in der Anzahl der bisher akquirierten Aufnahmen.
Der offensichtlichste Nachteil dieser Vorgehensweise ist der Erhalt qualitativ sub-
optimal repra¨sentierter Teile der Oberfla¨che, der durch die ausschließliche Beru¨ck-
sichtigung bisher unvermessener Teile von mi+1 in Ti+1 zustande kommt. Wie in Ab-
schnitt 3.6 deutlich wird, reicht es aber aus, eine topologisch korrekte (das heißt: alle
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Abbildung 3.5: Vereinigung der Dreiecksnetze aus drei beteiligten Einzelaufnahmen
durch mesh zippering. Durch die uniforme Gro¨ße und die bildachsparallele Anordnung
ist der ¨Ubergang zwischen den Aufnahmen auf der planaren Fla¨che links im Bild deutlich
zu erkennen.
Lo¨cher und Henkel repra¨sentierende) Initialtriangulierung mit einer gewissen geome-
trischen Mindestgenauigkeit zu bestimmen. Geometrische Ungenauigkeiten ko¨nnen
nachtra¨glich durch Projektion der Dreieckseckpunkte in Richtung der Oberfla¨chennor-
malen auf die implizit durch alle Tiefenbildaufnahmen definierte Oberfla¨che f(x) = 0
beseitigt werden, wa¨hrend der Interpolationsfehler des Dreiecksnetzes durch das ad-
aptive Einfu¨gen zusa¨tzlicher Dreieckseckpunkte auf einen vorgegebenen Schwellwert
reduziert werden kann [73]. Fu¨r die Aufnahmeplanung ist die so erreichbare Genauig-
keit allerdings im Regelfall gar nicht erforderlich, so daß diese Operation nur einmalig
am Ende des Rekonstruktionsprozesses durchgefu¨hrt werden muß.
3.4.2 Punktrendering
Ein Nachteil der Repra¨sentation von S durch ein Dreiecksnetz besteht in der konstan-
ten Auflo¨sung, die nicht an die Bildauflo¨sung bei der gerenderten Darstellung ange-
paßt werden kann. Wie bereits am Anfang dieses Kapitels angemerkt wurde, sollen
aber wesentliche Teile der Aufnahmeplanung, insbesondere die Sichtbarkeitsbestim-
mung, aus Gru¨nden des Rechenaufwands nur mit der Genauigkeit eines relativ niedrig
aufgelo¨sten Bildrasters berechnet werden. Hier besteht die Gefahr, daß ein hochauf-
gelo¨stes Dreiecksnetz bei der Projektion in das Bildraster pro Dreieck eine Fla¨che
belegt, die wesentlich kleiner als ein Pixel ist. Auf diese Weise bleibt ein erheblicher
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Teil der im Dreiecksnetz enthaltenen Detailinformation ungenutzt. Im Folgenden wird
eine Alternative zum klassischen Ansatz der Dreiecksnetzvereinfachung vorgestellt,
der die Oberfla¨che durch punktfo¨rmige Elemente darstellt. Die Schwierigkeit besteht
dabei darin, fu¨r eine gegebene Punktmenge, einen gegebenen Blickpunkt und fu¨r eine
gegebene Projektionvorschrift die einem Punkt zugeordnete Bildfla¨che so zu wa¨hlen,
daß keine Lu¨cken zwischen den fla¨chenhaft dargestellten Punktelementen auftreten.
Da die darzustellende Oberfla¨che nativ durch die Tiefenbild-Meßwerte punktweise
definiert ist, erfordert dieser Ansatz nur geringen Aufwand zur Aufbereitung der Daten.
Zusa¨tzlich kann die geordnete Repra¨sentation der Meßpunkte im Bildraster genutzt
werden, um weitere Eigenschaften der Oberfla¨che, insbesondere die Oberfla¨chennor-
male und die lokale Abtastdichte, effizient durch lokale Operatoren aus dem Tiefenbild
zu berechnen, so daß die entsprechenden aufwa¨ndigen Rechenschritte in der Literatur
vorgeschlagener Verfahren [2] hier vermieden werden ko¨nnen. Die Beru¨cksichtigung
der Oberfla¨chennormale ermo¨glicht die schattierte computergraphischen Darstellung;
dies ist eine wichtige Voraussetzung fu¨r das in Kapitel 4 vorgeschlagene Pra¨diktions-
verfahren.
Im Vergleich zur Definition der Oberfla¨che Mi in Gleichung 3.6 erfolgt hier die Kom-
bination mehrerer Aufnahmen durch die einfache Vorschrift
Mi+1 :=Mi ∪ mi+1, (3.19)
wodurch die 2-Mannigfaltigkeits-Bedingung der entstehenden Oberfla¨che verletzt wird,
da mehrere hintereinanderliegende und sich potentiell durchdringende Teiloberfla¨chen
in den u¨berlappend vermessenen Bereichen entstehen. Welche Teiloberfla¨chen mi in
der graphischen Darstellung von Mi tatsa¨chlich als sichtbar klassifiziert und angezeigt
werden, ha¨ngt in diesen Bereichen vom Blickpunkt, von der z-buffer -Quantisierung
und von der Reihenfolge ab. Im Unterschied zur Darstellung durch ein Dreiecksnetz,
die bei der in Abschnitt 3.4.1 beschriebenen Konstruktion abschnittweise stetige Ober-
fla¨chen ergibt, liefert die Darstellung durch Punktrendering unstetige Oberfla¨chen, da
der Abstand des jeweils dargestellten Punktelements zum Blickpunkt im Rahmen der
Streuung der Tiefenbildmeßwerte pixelweise variieren kann. Daher verbietet sich bei
der Darstellung durch Punktrendering die Auswertung der Oberfla¨chennormale des
computergraphischen z-buffers, die bei der Darstellung durch ein Dreiecksnetz dage-
gen mo¨glich ist.
Zusa¨tzlich zum (in diesem Fall fast trivialen) Aufbau der Oberfla¨chenrepra¨sentation
durch die in Gleichung 3.19 definierte Kombination der darzustellenden Punktelemente
erfordert das Punktrendering die Wahl der Gro¨ße der einem Punktelement zugeord-
neten Bildfla¨che. Hierzu muß zuna¨chst die minimale von einem Bildpunkt abgedeckte
Fla¨che As auf der darzustellenden Oberfla¨che bekannt sein, die sich fu¨r einen minima-
len Blickpunktabstand zmin, einen perspektivischen ¨Offnungswinkel α und eine durch
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Abbildung 3.6: Vereinigung der Daten der ersten zwei Aufnahmen eines Beispielobjekts
durch Punktrendering. Die fu¨r die Schattierung verwendeten Oberfla¨chennormalen wer-
den mit lokalen Operatoren aus den Tiefenbildern bestimmt.







abscha¨tzen la¨ßt. Fu¨r eine minimal auftretende Abtastdichte von d Meßpunkten pro




d · As (3.21)
angegeben werden. Daher muß die minimal auftretende Abtastdichte bei der Integra-
tion einer zusa¨tzlichen Aufnahme unter Beru¨cksichtigung mehrfach vermessener Be-
reiche neu bestimmt werden. Zur Vermeidung der ineffizienten Mehrfach-Darstellung
der Bildpunkte im Fall Ap < 1 kann die Anzahl der tatsa¨chlich zur Anzeige gebrach-
ten Punktelemente reduziert werden, so daß sich der Wert d entsprechend verkleinert.
Da die lokale Abtastdichte zu jedem Punkt der Oberfla¨che S ohnehin fu¨r die Auswer-
tung eines Qualita¨ts-Kriteriums bei der Aufnahmeplanung beno¨tigt wird, fa¨llt an dieser
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Stelle kein zusa¨tzlicher Rechenaufwand an. Die Berechnung der Abtastdichte wird in
Abschnitt 3.4.4 genauer dargestellt. Da dieser Schritt auch den Rechenaufwand des
Punktrenderings in Abha¨ngigkeit von der Bildanzahl begrenzt, wird zur Betrachtung
der Komplexita¨t des Verfahrens ebenfalls auf Abschnitt 3.4.4 verwiesen.
3.4.3 Grenzfla¨chen des eingesehenen Volumens
Durch die geradlinige Ausbreitung der Sichtstrahlen ist der unvermessene Rand Ui
des eingesehenen Volumens Vi zumindest in einer der Hauptkru¨mmungsrichtungen
ungekru¨mmt und kann daher effizient durch ein Dreiecksnetz repra¨sentiert werden. Im
Folgenden wird beschrieben, wie die Definition aus Gleichung 3.6 bei der inkrementel-
len Konstruktion einer Repra¨sentation von Ui direkt umgesetzt werden kann. Anders
als im Beweis zu Satz 3.1 wird hier jedoch der Rand des betrachteten Volumens ge-
sondert beru¨cksichtigt.
Fu¨r jede Aufnahme ri werden zuna¨chst an den Sprungkanten die eigentlich nicht zur
Interpolation geeigneten Datenpunkte durch Dreiecke verbunden. Zusa¨tzlich wird aus
den Ra¨ndern des definierten Bereichs von ri durch eine sweep-Operation in Richtung
der jeweiligen Sensor-Blickrichtung eine seitliche Begrenzungsfla¨che gewonnen, die
im Falle einer innerhalb des betrachteten Volumens liegenden Sensorposition sensor-
seitig geschlossen wird, andernfalls aber am Rand des betrachteten Volumens offen
bleibt. Das entstehende, im Allgemeinen aus mehreren Teilen bestehende Dreiecks-
netz wird mit ti bezeichnet.
Die Beru¨cksichtigung des Randes des betrachteten Volumens erfordert fu¨r die in-
terne und externe Rekonstruktion ein weiteres Dreiecksnetz tv, das die zusa¨tzliche
Grenzfla¨che repra¨sentiert. Dieses kann fu¨r die externe Rekonstruktion analog zu den
u¨brigen ti behandelt werden, indem die zugeho¨rige Oberfla¨che uv durch
U1 := uv \ v1 ∪ u1 (3.22)
initial beru¨cksichtigt wird. Bei der internen Rekonstruktion ist die Grenze des betrach-
teten Volumens initial kein Teil von S, sondern wird erst durch einen Schnitt mit dem
eingesehenen Volumen Teil von S. Daher muß uv in diesem Fall initial durch
U1 := uv ∩ v1 ∪ u1 (3.23)
und in jedem weiteren Iterationsschritt durch
Ui+1 := Ui \ vi+1 ∪ ui+1 \ Vi ∪ uv ∩ vi+1 (3.24)
















































Abbildung 3.7: Unterteilungsschema fu¨r das clipping der Dreiecksnetze.
beru¨cksichtigt werden. Die Differenz der Fla¨chen ui gegen das betrachtete Volumen
wird sowohl bei der internen wie bei der externen Rekonstruktion bereits bei der Kon-
struktion der Repra¨sentation ti von ui beru¨cksichtigt.
In allen Fa¨llen ko¨nnen Differenz- und Schnitt-Operation auf dem Dreiecksnetz durch
einen einfachen clipping-Algorithmus implementiert werden. Dabei werden fu¨r jedes
Dreieck drei Fa¨lle unterschieden:
1. Dreiecke, die vollsta¨ndig im eingesehenen Volumen einer Aufnahme liegen, wer-
den verworfen.
2. Dreiecke, die vollsta¨ndig außerhalb des in den bisherigen Aufnahmen eingese-
henen Volumens liegen, bleiben unvera¨ndert erhalten.
3. Alle u¨brigen Dreiecke werden mit einem einfachen, in Abbildung 3.7 dargestell-
ten Schema unterteilt.
Dies wird wiederholt, bis alle zu unterteilenden Dreiecke eine gewisse Mindestgro¨ße
unterschreiten. Als Unterteilungskriterium wird jeweils fu¨r die beiden Dreieckseckpunk-
te einer Kante gepru¨ft, ob die Zugeho¨rigkeit zum eingesehenen Volumen verschieden
ist; in diesem Fall kann auch ein optimierter Unterteilungspunkt durch bisection-Su-
che gewonnen werden. Ist dieses Kriterium fu¨r keine der Kanten erfu¨llt, so werden
alle drei Kanten am jeweiligen Kantenschwerpunkt unterteilt. Nach Anwendung dieses
Algorithmus’ wird das Dreiecksnetz auf Basis einer Kru¨mmungsanalyse vereinfacht.
Die im Allgemeinen nicht zusammenha¨ngenden Teile des entstehenden Dreiecks-
netzes ko¨nnen an den korrespondierenden Ra¨ndern durch Einfu¨gen zusa¨tzlicher Kan-
ten verbunden werden. Sofern die Lu¨cken zwischen den Teilen des Dreiecksnetzes
klein sind, ist dies ist fu¨r die Aufnahmeplanung zuna¨chst nicht notwendig. Wenn aller-
dings auch die vermessene Oberfla¨che durch vermaschte Dreiecksnetze repra¨sentiert
ist, so kann durch das Verbinden der Ra¨nder eine geschlossene (
”
wasserdichte“) poly-
gonale Repra¨sentation der Oberfla¨che S gewonnen werden, so daß bei der spa¨teren
Verarbeitung des vollsta¨ndigen Datensatzes, wie sie in Abschnitt 3.6 skizziert wird, der
Aufbau einer entsprechenden Initialtriangulierung nicht mehr notwendig ist.
Die Komplexita¨t des Verfahrens ist fu¨r die Integration eines zusa¨tzlichen Bildes offen-
sichtlich linear in der Anzahl der bisher akquirierten Aufnahmen, da die Dreiecksnet-
ze zu allen bisherigen Aufnahmen gegen das neu eingesehene Volumen geschnitten
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a) b)
c) d)
Abbildung 3.8: Die unvermessenen Grenzfla¨chen (rot) der beiden Aufnahmen in a) wer-
den durch Clipping gegen das eingesehene Volumen (grau) vereinigt. In b) ist der Schnitt
der neuen Grenzfla¨chen gegen das eingesehene Volumen der vorherigen Aufnahme dar-
gestellt, in c) der Schnitt der vorhandenen Grenzfla¨chen gegen das neu eingesehene Vo-
lumen. Die vermessenen Oberfla¨chen (gru¨n) werden vereinigt. Das Ergebnis ist in d) zu
sehen.
werden mu¨ssen, wa¨hrend das neu hinzuzufu¨gende Dreiecksnetz gegen das in allen
bisherigen Aufnahmen eingesehene Volumen geschnitten werden muß.
3.4.4 Repra¨sentation qualitativer Maßzahlen
Neben der Geometrie der Objektrepra¨sentation und der Mo¨glichkeit, unvermessene
Grenzfla¨chen des eingesehenen Volumens zu identifizieren, muß auch die Qualita¨t
der verfu¨gbaren Daten zu den bereits vermessenen Bereichen der Oberfla¨che in der
Objektrepra¨sentation enthalten sein. Die naheliegendste qualitative Maßzahl, die ei-
nem Oberfla¨chenpunkt zugeordnet werden kann, ist die lokale Abtastdichte; sie ist
gleichzeitig ein ha¨ufig vorgegebenes Qualita¨tsmaß fu¨r die 3D-Digitalisierung. Im Falle
bereits vermessener Oberfla¨chen kann außerdem eine adaptive, das heißt, lokal unter-
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Abbildung 3.9: Grenzfla¨chen des eingesehenen Volumens (rot) basierend auf simulierten
Aufnahmen einer ku¨nstlich definierten Testszene. Die Bildgeometrie des simulierten 3D-
Sensors ist im wesentlichen spha¨risch.
schiedliche Soll-Abtastdichte vom Benutzer vorgegeben werden, um beispielsweise fu¨r
wichtige Details eine erho¨hte Auflo¨sung zu spezifizieren. Weitere mo¨gliche Maßzahlen
sind (ohne Anspruch auf Vollsta¨ndigkeit) der flachste Winkel, aus dem die vermesse-
ne Oberfla¨che von einem der an der Messung beteiligten Blickpunkte aus eingesehen
wurde, der la¨ngste und der ku¨rzeste Meßabstand der bisherigen Messungen, sowie
die Varianz der einzelnen Messungen in mehrfach vermessenen Bereichen.
Zur Begrenzung des entstehenden Rechenaufwands erscheint es sinnvoll, sich auf
wenige Maßzahlen zu beschra¨nken, damit diese computergraphisch durch die u¨bliche
dreikanalige Farbdefinition (RGB) repra¨sentiert werden ko¨nnen. Hierzu wird im Folgen-
den zuna¨chst ein Qualita¨tsmaß eines Meßpunktes entwickelt, das im Falle von triangu-
lationsbasierten Stereo-Sensoren alle beteiligten Blickpunkte des Sensors beru¨cksich-
tigt. Bei der Aufnahmeplanung soll diese Maßzahl verwendet werden, um den Qua-
lita¨tsgewinn einer zusa¨tzlichen Aufnahme gegenu¨ber zuvor erfolgten Messungen zu
quantifizieren.
3.4.4.1 Laterale Abtastdichte
Die Abtastdichte eines Punktes pw ∈ IR3 in Weltkoordinaten in einer Aufnahme i la¨ßt
sich auf einfache Weise mit Hilfe der in Gleichung 3.2 eingefu¨hrten Projektionsfunktion
h berechnen, indem an der Stelle pr = h(Ri ·pw+ti) zuna¨chst zwei Tangentialvektoren
3.4. INKREMENTELLE KONSTRUKTION DER OBJEKTOBERFLA¨CHE 79






































Diese besitzen projiziert auf die Bildebene offensichtlich gerade den Abstand zweier
Abtastpunkte als La¨nge. Da die Skalierung von Weltkoordinaten und Kamerakoordina-
ten identisch ist, genu¨gt es, diese Vektoren in Kamerakoordinaten zu transformieren
durch Multiplikation mit der Jacobimatrix der Funktion h−1 an der Stelle pr, um mit
Hilfe des Vektorprodukts die Fla¨che des von diesen Vektoren aufgespannten Paralle-





















Im Falle eines unifokalen Sensors la¨ßt sich die Abtastdichte direkt als Qualita¨tsmaß
einsetzen, wa¨hrend im Falle eines triangulationsbasierten Stereo-Sensors auch die
Ortsauflo¨sung der Oberfla¨che bezu¨glich der u¨brigen Blickpunkte beru¨cksichtigt werden
muß. Im Gegensatz zum prima¨ren Tiefenbild tra¨gt allerdings die Auflo¨sung bezu¨glich
der sekunda¨ren Blickpunkte nicht zur lateralen Ortsauflo¨sung, sondern lediglich zur
Genauigkeit des gespeicherten Tiefenwertes bei. Daher genu¨gt es, die Auflo¨sung be-
zu¨glich eines sekunda¨ren Blickpunktes eindimensional auf der Schnittkurve der Epipo-
lar-Ebene mit der Objektoberfla¨che zu berechnen.
Um diese Gro¨ße auch ohne die explizite Speicherung des Sekunda¨rbildes berech-




























aus dem prima¨ren Bild bestimmt werden. Mit der relativen Orientierung (Rsek , tsek) der
sekunda¨ren Kamera, dem transformierten betrachteten Punkt psek = Rsek(Ri · pw +
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ti) + tsek und der zugeho¨rigen Projektionsfunktion hsek ko¨nnen die entsprechenden
Gro¨ßen im Bildraster des sekunda¨ren Bildes durch








sowie die sekunda¨re Blickrichtung und die transformierte Oberfla¨chennormale mit
csek =








n′ = Rsek · n (3.32)
bestimmt werden. Der gesuchte Auflo¨sungswert d′ kann nun durch
d′ =




∥∥ · csek · n′‖csek‖ · ‖n′‖ (3.33)
berechnet werden, indem zuerst die sekunda¨re laterale Auflo¨sung entlang des Sicht-
strahls der prima¨ren Aufnahme beru¨cksichtigt wird, die dann mit csek · n′ durch einen
Kosinus-Zusammenhang zum Winkel zwischen dem Sichtstrahl der sekunda¨ren Ka-
mera und der vermessenen Oberfla¨che in Beziehung gesetzt wird. Dabei geht der
Triangulationswinkel des Sensors bereits durch die Projektion des normierten Sicht-
strahls der prima¨ren Kamera in Gleichung 3.30 in die Rechnung ein.
Durch die allgemein gehaltene Formulierung auf Basis der Projektionsfunktionen
h und hsek wird auch ein wichtiger Sonderfall triangulationsbasierter Sensoren ab-
gedeckt, der bei der eindimensionalen Musterprojektion (Streifenlichtprojektion durch
spezielle Projektoren oder Laserlichtschnitt) auftritt. Dieses Verfahren fu¨hrt bei der Ka-
librierung des Projektors zu einem projektiven System, dessen Rasterauflo¨sung in
der einen Bildachse einer Kamera vergleichbar ist, in der anderen aber nahezu Null
ist. Typischerweise wird ein derartiger Projektor so zur Kamera angeordnet, daß die
Sichtstrahlen der Kamera, projiziert in das Bildraster des Projektors, mo¨glichst paral-
lel zur hochaufgelo¨sten Bildachse verlaufen, und die niedrige Auflo¨sung der anderen
Bildachse keinen Einfluß auf die Meßgenauigkeit hat.
3.4.4.3 Kombiniertes Qualita¨tsmaß
Der erhaltene fla¨chenbezogene Auflo¨sungwert d und die zusa¨tzlichen, auf den Tie-
fenwert bezogenen Maßzahlen d′, d′′, . . . , d(n) sollen nun zu einer einzigen Maßzahl
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zusammengefaßt. Abha¨ngig von der tatsa¨chlichen Sensorkonfiguration sollte natu¨rlich
ein Kombinationsverfahren verwendet werden, das den tatsa¨chlichen Meßvorgang ex-
akter modelliert. Die hier vorgeschlagene Methode wurde fu¨r den Fall konzipiert, daß
die dafu¨r no¨tigen Detailkenntnisse nicht vorliegen. Ziel ist es daher, die Genauigkeit be-
reits bei Verwendung eines einzigen suboptimalen Blickpunktes deutlich niedriger zu
bewerten, da die zusa¨tzlichen Blickpunkte meist nicht kumulativ in Form redundanter
Mehrfachmessung, sondern zur Triangulation mit dem prima¨ren Blickpunkt verwendet
werden. Aus d und dr wird nun durch Multiplikation eine volumenbezogene Auflo¨sungs-
maßzahl ds berechnet, die die Dichte potentieller Meßpunkte pro Volumeneinheit am
jeweiligen Punkt der Oberfla¨che angibt.
3.4.4.4 Kombination in mehrfach vermessenen Bereichen
Der Qualita¨tsgewinn, der sich durch die erneute Vermessung eines bereits erfaßten
Oberfla¨chenbereichs ergibt, ha¨ngt naturgema¨ß stark von den Details der weiteren Nut-
zung der Daten sowie von den Abtast-Eigenschaften des Sensors ab. Fu¨r letzteren
Aspekt ist der Fu¨llfaktor der Bildpunkte eine wichtige Maßzahl. Dieser gibt an, welcher
Anteil des einem Bildpunkt zugeordneten Raumwinkels tatsa¨chlich zur Bestimmung
des Meßwertes genutzt wird; typischerweise findet dabei eine Integration u¨ber diesen
Raumwinkel statt. Insbesondere bei der laserbasierten Lichtlaufzeitmessung kann der
Fu¨llfaktor erheblich in beide Richtungen von 100% abweichen und ist oftmals entfer-
nungsabha¨ngig, wa¨hrend bei kamerabasierten Systemen meist konstante Fu¨llfaktoren
knapp unter 100% anzutreffen sind.
Nur bei kleinen Fu¨llfaktoren ≪ 100% ergibt sich durch eine zusa¨tzliche Aufnahme
eine potentielle Steigerung der fla¨chenbezogenen Auflo¨sung, da auf diese Weise, an-
schaulich betrachtet,
”
Lu¨cken“ zwischen den gemessenen Fla¨chenstu¨cken geschlos-
sen werden. In allen anderen Fa¨llen wird lediglich die Gro¨ße der Stichprobe erho¨ht,
aus der mit statistischen Methoden die tatsa¨chliche Lage der Oberfla¨che gescha¨tzt
werden kann. Beide Fa¨lle erfordern spezialisierte Verfahren, um den mo¨glichen Qua-
lita¨tsgewinn tatsa¨chlich zu realisieren.
3.4.4.5 Inkrementelle Berechnung
Die Auflo¨sungsmaßzahl ds wird mit den Geometrieelementen der Objektrepra¨senta-
tion, im Falle vermaschter Dreiecksnetze also mit den Dreieckseckpunkten, im Falle
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des Punktrenderings mit den Punktelementen, gespeichert. Initial kann sie fu¨r jedes
Geometrieelement lokal im Tiefenbild berechnet werden. Fu¨r neu aufgenommene Tie-
fenbilder muß nun jedes Geometrieelement in alle bisher aufgenommenen Bilder pro-
jiziert werden, wa¨hrend die Geometrieelemente zu den u¨brigen Aufnahmen in das neu
aufgenommene Tiefenbild projiziert werden. Dabei wird jeweils eine unterschiedliche
Anzahl n von Korrespondenzen gefunden, zu denen die zugeho¨rigen Werte d(j)r und
maxj d(j) fu¨r 1 ≤ j ≤ n bestimmt werden.
Abbildung 3.10 zeigt die Datensituation fu¨r mehrere Einzelaufnahmen, in denen die
Qualita¨t der Daten auf der Objektoberfla¨che farbkodiert dargestellt wird.
Abbildung 3.10: Kombinierte Auf lo¨sungsmaßzahl fu¨r eine Mehrbildsituation aus 5 Ein-
zelaufnahmen, die hier farbkodiert auf der Objektoberfla¨che dargestellt ist. Gru¨ne Bereiche
besitzen eine hohe Abtastdichte, rote eine niedrige.
3.5 Initiale Repra¨sentation
Durch die Definition der Problemstellung, die von initial unbekannten Objektgeometri-
en ausgeht, liegen zu Beginn der automatisierten Rekonstruktion keine Tiefenbilddaten
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der zu rekonstruierenden Oberfla¨che vor. Dennoch gibt es fast immer andere Informa-
tionen bezu¨glich der relativen Lage des Sensors zum Objekt, die initial beru¨cksichtigt
und in die Objektrepra¨sentation integriert werden ko¨nnen.
3.5.1 Interne Rekonstruktion
Im Falle der internen Rekonstruktion kann zuna¨chst davon ausgegangen werden, daß
sich der Sensor im zu rekonstruierenden Raum befindet. Zusa¨tzlich ist seine absolute
Ho¨he bekannt; die daraus abgeleitete Lage des ebenen Bodens stellt in vielen Fa¨llen
auch ein wichtiges Kriterium zur Erreichbarkeit potentieller Aufnahmepositionen durch
den mobilen Roboter, der den Sensor tra¨gt, dar. Ebenso ist die vom mobilen Roboter
eingenommene Standfla¨che bekannt; das entsprechende Volumen kann kein Teil des
zu rekonstruierenden Objekts sein. Daher kann initial ein zusa¨tzliches
”
quasi-eingese-
henes“ Volumen angenommen werden.
Die unvermessene Oberfla¨che dieses zusa¨tzlichen eingesehenen Volumens ist al-
lerdings in Bezug auf die Planung der ersten Aufnahme weitgehend aussagelos, da
sie nur durch die Ho¨he des Sensors u¨ber dem Boden mit der Geometrie der zu ver-
messenden Oberfla¨che korrelliert. Daher wird das initial
”
quasi-eingesehene“ Volumen
v0 und die zugeho¨rige Oberfla¨che u0 erst bei der Integration der ersten Aufnahme
beru¨cksichtigt, indem die Definition aus den Gleichungen 3.6, 3.23 und 3.24 zu
U1 := uv ∩ (v0 ∪ v1) ∪ u0\v1 ∪ u1\v0 (3.35)
V1 := v0 ∪ v1 (3.36)
erweitert wird. Die erste Aufnahme selbst wird ungeplant mit vorgegebenen Standard-
Parametern akquiriert, die idealerweise ein mo¨glichst großes Sichtfeld des Sensors
ergeben.
3.5.2 Externe Rekonstruktion
3.5.2.1 Nicht zu rekonstruierende Oberfla¨chen
Im Falle der externen Rekonstruktion existieren grundsa¨tzlich zusa¨tzliche Oberfla¨chen,
die zur Fixiervorrichtung des zu vermessenden Objekts geho¨ren. Im einfachsten und
am ha¨ufigsten auftretenden Fall ist das die Standfla¨che. In vielen Fa¨llen wird zwar
die Akquisition von Meßpunkten auf dieser Oberfla¨che systematisch verhindert (matt-
schwarzes Material, volumetrischer Schnitt mit dem eingesehenen Volumen von Leer-
aufnahmen), dennoch ko¨nnen durch sie Verdeckungen verursacht werden. Die ent-
sprechenden Teile der Objektrepra¨sentation ko¨nnen getrennt von der Oberfla¨che des
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eingesehenen Volumens behandelt werden; einer zusa¨tzlichen Vermessung soll bei
der Aufnahmeplanung kein Qualita¨tsgewinn zugeordnet werden. Die Repra¨sentation
erfolgt daher durch ein Dreiecksnetz, zu dem als Qualita¨tsattribut fu¨r alle Geometrie-
elemente bereits die maximale gewu¨nschte Qualita¨t gespeichert wird.
3.5.2.2 Abscha¨tzung des zu betrachtenden Volumens
Weiterhin stellt sich die Frage, wie das zu betrachtende Volumen automatisch bestimmt
werden kann. Da bei der externen Rekonstruktion typischerweise reproduzierbare Be-
leuchtungsverha¨ltnisse gegeben sind, bietet es sich an, hierzu eine vorgeschaltete
Grobrekonstruktion des zu vermessenden Objekts auf Basis des Silhouettenschnitt-
verfahrens unter Verwendung vordefinierter Standardpositionen einzusetzen. Hierzu
wird zuna¨chst fu¨r jede Position eine einfache Intensita¨ts-Leeraufnahme gespeichert,
die durch Differenzbildung mit einem Intensita¨tsbild des Objekts dessen Silhouette lie-
fert.




Hintergrund“ tragen, ko¨nnen konsistent in die Oberfla¨chendefinition integriert werden,
indem fu¨r jedes Bild bi analog zur Distanzfunktion gi in Gleichung 3.5 eine entspre-











eingefu¨hrt wird, die sich in ihrer Behandlung bei der Definition der Funktion f (Glei-
chung 3.4) nicht von den Funktionen gi unterscheidet.
Im Gegensatz zur Datengewinnung durch den Tiefenbild-Sensor zeichnet sich das
hier verwendete Differenzbildverfahren allerdings durch eine sehr viel geringere Zu-
verla¨ssigkeit aus, da ein Bereich des Objekts, der im Bild die gleiche (oder geringer als
ein Schwellwert abweichende) Intensita¨t wie der von ihm verdeckte Hintergrund liefert,
fehlerhaft als
”
Hintergrund“ klassifiziert werden kann. Die Auswirkungen einer solchen
Fehlklasifikation sind durch die Maximum-Bildung in Gleichung 3.4 nicht mehr korri-
gierbar, so daß der Datensatz global inkonsistent und insbesondere fu¨r die Erreichbar-
keitsbestimmung des Roboters unbrauchbar wird. Daher kann dieses Verfahren nicht
vollautomatisch, sondern nur mit interaktiver Kontrolle und Korrektur durch den Be-
nutzer eingesetzt werden. Aus dem gleichen Grund ist es sinnvoll, eine Dilatation der
detektierten Objektregion im Bild um ein bis zwei Bildpunkte vorzunehmen.
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3.6 3D-Rekonstruktion aus mehreren Einzelbildern
Vergleichend zur inkrementellen Konstruktion einer Repra¨sentation der vermessenen
Oberfla¨che soll in diesem Abschnitt die Vorgehensweise am Ende des Akquisitions-
prozesses skizziert werden, mit der aus einer Anzahl u¨berlappender, registrierter Ein-
zelaufnahmen ein Modell des vermessenen Objekts generiert wird. Die Kenntnis der
spa¨teren Verwendung der akquirierten Meßdaten bildet eine wichtige Voraussetzung
fu¨r die Bewertung des Nutzens einer zusa¨tzlichen Aufnahme im Planungsprozess. Da-
bei wird auf die Umsetzung im SCULPTOR-System Bezug genommen, das die Grund-
lage eines Teiles der Ergebnisse der vorliegenden Arbeit bildet [72].
Anders als in der vorliegenden Arbeit wird im SCULPTOR-System nicht die inkremen-
telle Erga¨nzung des Datensatzes, sondern die globale Mehrbildintegration als zentra-
le Strategie verfolgt. Als Grundvoraussetzung mu¨ssen hierzu alle Einzelaufnahmen
na¨herungsweise in ein gemeinsames Koordinatensystem eingepaßt worden sein. Die
Na¨herungslo¨sungen fu¨r die extrinsischen Parameter jeder Aufnahme ko¨nnen entwe-
der durch das Positioniersystem oder durch Punktkorrespondenzen gewonnen wer-
den. Um eine Akkumulation der dabei auftretenden Restfehler zu vermeiden, werden
die extrinsischen Parameter des Datensatzes zuerst fu¨r den gesamten Bildverbund si-
multan optimiert. In den letzten Jahren wurden diverse Verfahren zur Lageoptimierung
großer Tiefenbildverbu¨nde vorgeschlagen [71, 83], so daß die Lo¨sung dieser Aufgabe
als Stand der Technik anzusehen ist. Im Folgenden werden nun die weiteren Schritte
zur Rekonstruktion der vermessenen Oberfla¨che aus dem bereits registrierten Mehr-
bilddatensatz beschrieben.
3.6.1 Redundanznutzung in mehrfach vermessenen Bereichen
Nach Abschluß der Bildakquisition sind typischerweise wesentliche Teile der zu rekon-
struierenden Oberfla¨che in mehr als einer Aufnahme sichtbar, so daß sich die Frage
nach der Fusion der redundanten Meßdaten stellt. Im Rahmen der Fusion sollen meh-
rere Ziele erreicht werden:
• Das Rauschen der Meßdaten soll durch Mittelwertbildung reduziert werden.
• Meßfehler sollen durch Konsistenzpru¨fung erkannt und eliminiert werden.
• Bildbereiche, die einen mehrfach vermessenen Oberfla¨chenabschnitt mit ver-
gleichsweise niedriger Auflo¨sung repra¨sentieren, sollen bei der interpolierenden
Berechnung von Oberfla¨chenpunkten nicht beru¨cksichtigt werden.
Diese Ziele lassen sich auf dem bereits registrierten Bildverbund durch Analyse der
bei den Einzelmessungen, also bildpunktweise, vorliegenden Blickrichtungen des Sen-
sors erreichen. Hierzu wird der Sichtstrahl des Sensors c zu einem gegebenen Meß-
punkt p betrachtet, so daß alle in der gegebenen Pixelposition von p speicherbaren
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Meßpunkt-Positionen als Punkte auf einer parametrisch beschriebenen Gerade durch
p+ λc (3.38)
dargestellt werden ko¨nnen. Die zu beru¨cksichtigenden Meßpunkte in anderen Auf-
nahmen ko¨nnen durch Schnittpunktbestimmung dieser Geraden mit der vermessenen
Oberfla¨che in einer geeignet gewa¨hlten Umgebung von p bestimmt werden, so daß
fu¨r n zu beru¨cksichtigende Meßpunkte letztlich eine Menge von skalaren Geradenpa-
rametern λ1, . . . , λn vorliegt. Bei der Kombination dieser Einzelwerte werden drei Ge-
wichte verwendet: die Qualita¨t wq der Datenpunkte (Abtastdichte sowie weitere sich
aus dem Meßverfahren ergebende Maßzahlen), ein durch das M-estimates-Verfahren
(Tukey’s biweight function) gewonnenes Gewicht wt, welches Ausreißer eliminiert, so-
wie ein Distanzmaß wd, welches den Abstand zum na¨chsten Rand des kontinuierlich
vermessenen Oberfla¨chenbereichs im jeweiligen Bild angibt. Durch Anwendung dieser
Gewichte kann nun eine gewichtete Mittelwertbildung
λ =
i∑
w(i)q · w(i)t · w(i)d · λi (3.39)
vorgenommen werden, so daß Meßfehler eliminiert werden und ein glatter ¨Ubergang
an den Ra¨ndern der kontinuierlich vermessenen Bereiche der Bilder erreicht wird.
Zusa¨tzlich werden Bildbereiche, die die Meßdaten durch die Rasterauflo¨sung des Bil-
des an der gemessenen 3D-Position nur in geringer Auflo¨sung repra¨sentieren ko¨nnen,
ausmaskiert, sofern die jeweiligen Meßwerte in anderen Bildern in ho¨herer Auflo¨sung
repra¨sentiert werden ko¨nnen.
Die redundante Mehrfachvermessung von Oberfla¨chenbereichen erho¨ht also nicht
nur den Datenumfang, sondern tra¨gt auch zur Qualita¨tsverbesserung bei. Das oben
skizzierte Verfahren ist jedoch nicht in der Lage, aus den redundanten Punkterastern
eine kombinierte Oberfla¨chenbeschreibung mit einer ho¨heren lateralen Oberfla¨chen-
auflo¨sung als in einem der einfließenden Bildraster zu gewinnen, so daß zum Erreichen
einer vorgegebenen Abtastdichte dennoch ein Bild erforderlich ist, das den betreffen-
den Oberfla¨chenbereich mit mindestens dieser Abtastdichte zeigt.
3.6.2 Oberfla¨chendefinition und Triangulierung
Die Oberfla¨chendefinition basiert im SCULPTOR-System auf einer impliziten Definition
a¨hnlich der in Abschnitt 3.3 durch die Gleichungen 3.3 und 3.4 definierten Funktion. Da
die Tiefenbilder nicht inkrementell, sondern erst nach Akquisition aller Aufnahmen wei-
terverarbeitet werden, wird hier eine andere Erga¨nzung des Definitionsbereichs vorge-
nommen, indem statt Gleichung 3.4 folgende Definition verwendet wird:
f(x) :=
{
maxi gi(x) ∃i | ri(u, v) ist definiert
+1 sonst
(3.40)
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Dabei ist wieder (u, v) die Pixelposition in Bild i, auf die x projiziert wird. Auf diese
Weise wird das betrachtete Volumen, in dem Nulldurchga¨nge von f auftreten ko¨nnen,
eingeschra¨nkt, ohne daß hierzu eine Grenze des zu rekonstruierenden Bereichs an-
gegeben werden muß. Der Grundgedanke dieses Ansatzes ist die Annahme, daß das
Objekt bereits vollsta¨ndig vermessen wurde, so daß sich in den Volumenbereichen,
die nicht auf definierte Tiefenbildoberfla¨chen projiziert werden ko¨nnen, kein Teil des
Objektes befinden kann.
Abbildung 3.11: Sukzessive Verfeinerung einer groben Initialtriangulierung durch adapti-
ve Dreiecksunterteilung
Fu¨r die weitere Verarbeitung in der Computergraphik und im rapid prototyping ist die
Repra¨sentation der definierten Objektoberfla¨che durch ein Dreiecksnetz die Methode
der Wahl. Zur Triangulierung implizit definierter Oberfla¨chen wurde eine große Zahl
von Verfahren vorgeschlagen [61, 69, 10], so daß die Lo¨sung dieses Problems eben-
falls als Stand der Technik betrachtet werden kann. Es sei noch darauf hingewiesen,
daß die Anzahl der akquirierten Einzelmeßpunkte im Allgemeinen abgesehen vom
Speicherplatzbedarf keinen direkten Einfluß auf die Laufzeit der in Frage kommenden
Verfahren hat, da die Oberfla¨che zuna¨chst durch eine sehr weitmaschige Initialtriangu-
lierung repra¨sentiert werden kann, die nachfolgend durch sukzessive Verfeinerung an
die jeweilige lokale Oberfla¨chenkru¨mmung angepaßt wird [73] (Abbildung 3.11).
3.7 Zusammenfassung eigener Ergebnisse
In diesem Kapitel wurde zuna¨chst ein Ansatz zur Repra¨sentation der teilvermesse-
nen Objektoberfla¨che vorgeschlagen, der auch die unvermessenen Bereiche sinnvoll
repra¨sentiert. Dabei bildet der Begriff des
”
eingesehenen Volumens“ die zentrale ¨Uber-
legung, die zwei disjunkte Teilra¨ume unterscheidet: den eingesehenen und daher be-
kanntermaßen leeren Teilraum, sowie den Teilraum, der die zu vermessende Objekt-
oberfla¨che entha¨lt. Die so definierte Oberfla¨che wird zusammen mit qualita¨tsbezoge-
nen Oberfla¨chenattributen im nachfolgenden Kapitel als Grundlage einer Bewertungs-
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funktion potentieller Aufnahmekonfigurationen eingesetzt, so daß die Effizienz der Re-
pra¨sentationsform und des dazugeho¨rigen Konstruktionsverfahrens entscheidend fu¨r
das Gesamtverfahren ist.
Im Einzelnen wurde zuna¨chst die formale Definition einer vorzeichenbehafteten Vo-
lumenfunktion hergeleitet, die zwischen der Situation bei der Rekonstruktion von In-
nenra¨umen (interne Rekonstruktion, das Meßsystem ist von der zu rekonstruieren-
den Oberfla¨che eingeschlossen) und von Gegensta¨nden (externe Rekonstruktion, das
Meßvolumen ist innerhalb des Arbeitsbereichs unbegrenzt und das Meßsystem befin-
det sich außerhalb der zu rekonstruierenden Oberfla¨che) unterscheidet.
Der wesentliche Beitrag des Kapitels besteht in den vorgeschlagenen Verfahren
zur inkrementellen Konstruktion der so definierten Oberfla¨che und der Berechnung,
Repra¨sentation und computergraphischen Darstellung von qualita¨tsbezogenen Maß-
zahlen, die jedem Punkt der Oberfla¨che als Attribut zugeordnet werden. Hier wird
unterschieden zwischen dem vermessenen Teil der Oberfla¨che, der durch eine Ver-
einigungsoperation inkrementell durch zusa¨tzliche Aufnahmen erga¨nzt wird, sowie der
unvermessenen Grenzfla¨che des eingesehenen Volumens, die durch eine Schnittope-
ration bezu¨glich des eingesehenen Volumens inkrementell durch zusa¨tzliche Aufnah-
men reduziert wird.
Die vorgeschlagenen Verfahren orientieren sich an der beabsichtigten Berechnung
einer Bewertungsfunktion mit Hilfe computergraphischer Verfahren. Daher wird die
inkrementelle Konstruktion der Oberfla¨chenelemente nicht, wie aus der Literatur be-
kannt, auf Basis von Volumendaten durchgefu¨hrt, sondern direkt auf den computer-
graphischen Primitiven, so daß diese soweit mo¨glich nach der Integration neuer Auf-
nahmen weiterverwendet werden ko¨nnen. Die redundante Durchfu¨hrung von Vereinfa-
chungsschritten auf dem Dreiecksnetz kann so vermieden werden.
Mit Hilfe der vorgeschlagenen Verfahren wird eine computergraphisch darstellbare
Geometrie erzeugt, mit der die Sichtbarkeit eines Punktes von den Beobachtungs-
punkten des Meßsystems aus entschieden, die bereits erreichte Meßdatenqualita¨t ab-
gelesen, und die zu erwartende Datenqualita¨t vorberechnet werden kann. Damit sind
die Grundlagen fu¨r die im folgenden Kapitel vorgeschlagenen Verfahren zur Bewertung
und Optimierung von Aufnahmekonfigurationen gelegt.
KAPITEL 4
Ziel und Umsetzung der
Aufnahmeplanung
4.1 Einleitung
Aufbauend auf der im vorangegangen Kapitel vorgeschlagenen Konstruktion einer
Oberfla¨chenbeschreibung, die auch unvermessene Teile des Objekts repra¨sentiert,
soll in diesem Kapitel nun ein Verfahren entwickelt werden, welches die Sequenz der
Aufnahmekonfigurationen dergestalt bestimmt, daß das Objekt mit mo¨glichst gerin-
gem Aufwand mo¨glichst vollsta¨ndig mit einer vorgegebenen Abtastdichte erfaßt wird.
Die Lo¨sung dieser Aufgabe kann in mehrere Teilprobleme mit unterschiedlichem Ab-
straktionsgrad gegliedert werden:
• Gegebene Aufnahmekonfigurationen mu¨ssen anhand der jeweils vorliegenden
Repra¨sentation des Objekts durch eine geeignete Metrik bewertet werden ko¨n-
nen, so daß die Aufnahmesequenz iterativ nach dem greedy -Ansatz bestimmt
werden kann.
• Neben dem Aufwand der Umsetzung geplanter Aufnahmekonfigurationen muß
auch der Rechenaufwand der Planung selbst beru¨cksichtigt werden. Daher wird
eine Hierarchie mehrerer Metriken beno¨tigt, die mit zunehmendem Aufwand und
entsprechend zunehmender Ergebnisqualita¨t gegebene Aufnahmekonfiguratio-
nen bewerten, so daß ein mehrstufiges Verfahren zur Bestimmung der Aufnah-
mesequenz aufgebaut werden kann.
• Zur Reduktion des Rechenaufwands ist es wu¨nschenswert, die Ergebnisse der
Bewertung in Frage kommender Aufnahmekonfigurationen zumindest teilweise
zu speichern und nach der Akquisition neuer Aufnahmen inkrementell zu aktua-
lisieren, so daß redundante Evaluationen der Metrik vermieden werden ko¨nnen.
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Die Umsetzung von Aufnahmekonfigurationen und die weitere Verarbeitung der er-
faßten Daten, insbesondere ihre Registrierung, implizieren außerdem Nebenbedin-
gungen, die bei der Bestimmung der Aufnahmekonfigurationen beru¨cksichtigt wer-
den mu¨ssen. Dabei treten konkurrierende Ziele auf: wa¨hrend einerseits die Erfassung
mo¨glichst großer, bis jetzt unvermessener Bereiche der Objektoberfla¨che angestrebt
wird, erschwert genau dies andererseits die zuverla¨ssige Registrierung dieser Ober-
fla¨chenbereiche mit den bis dahin vorliegenden Meßdaten.
Neben diesen Problemstellungen, die sich auf die Bestimmung erwu¨nschter Aufnah-
mekonfigurationen beziehen, treten daru¨berhinaus auch Situationen auf, die eine Ver-
meidung bestimmter Aufnahmekonfigurationen sinnvoll erscheinen lassen, ohne daß
dies aus der Repra¨sentation des Objekts, wie sie in Kapitel 3 vorgeschlagen wurde,
allein abgeleitet werden ko¨nnte. Stattdessen erfordern diese im folgenden genann-
ten Situationen die Beru¨cksichtung der Aufnahmesequenz selbst, also bereits erfolgter
oder zuku¨nftig mo¨glicher Aufnahmen:
• Aufnahmekonfigurationen, die bereits zu einem erfolglosen Versuch einer Da-
tenakquisition gefu¨hrt haben, sollten nicht wiederholt werden. Dies ist aus der
Objektrepra¨sentation allein zuna¨chst nicht ersichtlich, da der betroffene unver-
meßbare Teil der Oberfla¨che seinen unvermessenen Zustand nicht a¨ndert.
• Kleine und mittelgroße Objekte werden typischerweise im Verlauf ihrer Digita-
lisierung bewegt, um beispielsweise auch die Standfla¨che zu erfassen. Subop-
timale Aufnahmen von schwer einsehbaren Bereichen der Oberfla¨che sollten
daher vermieden werden, wenn diese Bereiche zu einem spa¨teren Zeitpunkt in
ho¨herer Qualita¨t erfaßt werden ko¨nnen.
Weiterhin ko¨nnen drei verschiedene Abschnitte mit jeweils unterschiedlichen Ziel-
setzungen innerhalb der zu planenden Aufnahmesequenz unterschieden werden (vgl.
[39]):
1. Zuerst muß die initial unbekannte Geometrie soweit erfaßt werden, daß neue
Aufnahmekonfigurationen sinnvoll bestimmt und Kollisionen bei ihrer Umsetzung
ausgeschlossen werden ko¨nnen.
2. Anschließend werden verbleibende Lu¨cken im bereits vermessenen Teil der Ober-
fla¨che gezielt geschlossen.
3. Der letzte Abschnitt hat das Ziel, die vorgegebene Abtastdichte zu erreichen.
Diese Abschnitte ko¨nnen auch als unterschiedliche Fa¨lle der Aufnahmeplanung gese-
hen werden, bei denen die zu vermessende Geometrie initial bereits in grober Na¨he-
rung beziehungsweise mit hoher Genauigkeit vorliegt, so daß der erste beziehungs-
weise der die ersten beiden Abschnitte nicht ausgefu¨hrt werden mu¨ssen.
Aus dieser kurzen Beschreibung der einzelnen Aspekte wird bereits deutlich, daß
es sich bei der Aufnahmeplanung um eine relativ komplexe Problemstellung mit meh-
reren, teilweise konkurrierenden Zielen handelt. In den folgenden Abschnitten dieses
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Kapitels soll, nach einem ¨Uberblick zum Stand der Technik, zuna¨chst eine theoreti-
sche Grundlage zur Beschreibung der oben genannten Aspekte gelegt werden. An-
schließend werden Vorschla¨ge zur Bestimmung einer Lo¨sung gemacht; dabei liegt
das Hauptaugenmerk auf einer effizienten Berechnung in vertretbarem Zeitaufwand,
damit das vorgeschlagene Verfahren auch praktisch genutzt werden kann. Neben der
grundsa¨tzlichen Struktur des Planungsalgorithmus bildet daher das Verfahren zur Be-
rechnung der Zielfunktion einen der Schwerpunkte des Kapitels. Ein Vorschlag fu¨r ein
geeignetes Abbruchkriterium des iterativen Gesamtverfahrens bildet den Abschluß des
Kapitels.
4.2 Stand der Technik
Die planungstheoretische Betrachtung der vorliegenden, aus der Literatur als “next
best view” -Problem bekannten Aufgabenstellung wird in den vero¨ffentlichten Arbei-
ten zur Aufnahmeplanung meist stiefmu¨tterlich behandelt. Monographien zur Planung
[55, 57] behandeln die Aufnahmeplanung auf der anderen Seite als eine von vielen re-
levanten Problemstellungen, denen nur wenig Raum zur detaillierten Betrachtung ge-
geben wird. Daher werden in der vorliegenden Arbeit die relevanten Datenstrukturen,
Planungs- und Akquisitions-Schritte im Kontext der in den genannten Monographien
beschriebenen Konzepte dargestellt.
In den bisher vero¨ffentlichten Arbeiten zur Aufnahmeplanung wird typischerweise
nur ein niedrig-dimensionaler Suchraum unterstu¨tzt, so daß eine geeignet gewa¨hlte
Zielfunktion einfach durch uniforme Abtastung des Parameterraums optimiert wer-
den kann. Pito [80] schla¨gt hierzu als zusa¨tzliche Datenstruktur den sogenannten
“positional space” vor, der die Planungsaufgabe unter Wiederverwertung bekannter,
unvera¨nderter Ergebnisse aus der vorigen Iteration unterstu¨tzt. Der Nachteil dieser
Ansa¨tze besteht darin, daß sie nicht auf ho¨herdimensionale Parameterra¨ume u¨ber-
tragen werden ko¨nnen. In der Literatur konnten keine Ansa¨tze zur Aufnahmeplanung
gefunden werden, die Parameterra¨ume der Dimensionalita¨t 6 oder ho¨her unter Beru¨ck-
sichtigung einer inhomogenen ra¨umlichen Verteilung von Nebenbedingungen abta-
sten.
In anderem Kontext wurden zu diesem Problem allerdings seit langem Lo¨sungs-
vorschla¨ge beigetragen. In der numerischen Integration werden Punktfolgen beno¨tigt,
die eine ra¨umlich gleichma¨ßige Abtastung eines mehrdimensionalen Parameterraums
ermo¨glichen. Hierzu sind neben der in der vorliegenden Arbeit eingesetzten van-der-
Corput-Punktfolge [20] vor allem die gebra¨uchlicheren Halton- [40] und Hammersley -
Punktfolgen [41] zu nennen (alle zitiert nach [57]). Niederreiter [76] nennt weitere al-
ternative Ansa¨tze, die allerdings im Rahmen der vorliegenden Arbeit nicht na¨her un-
tersucht wurden.
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Weitere relevante Vorarbeiten werden des einfacheren Versta¨ndnis’ wegen an der
Stelle der Beschreibung der jeweiligen neuen Beitra¨ge genannt. Stellvertretend sei hier
noch auf die ¨Ubersichtsarbeiten von Durand zur Sichtbarkeit [29] und von Hasenfratz
et al. zur Schattenrechnung [44] verwiesen.
4.3 Formulierung des Problems
In diesem Abschnitt soll das Problem der Aufnahmeplanung fu¨r initial unbekannte Geo-
metrien formal beschrieben und in Beziehung zur Planungstheorie gesetzt werden.
In den einzelnen Unterabschnitten werden dabei neben der formalen Zielsetzung die
Strukturierung des Suchraums, die einzuhaltenden Nebenbedingungen sowie der zu
erwartende Rechenaufwand und die sich daraus ergebende Notwendigkeit einer ver-
einfachten Na¨herung thematisiert.
4.3.1 Zielsetzung
Die konkrete Zielsetzung der Aufnahmeplanung fu¨r initial unbekannte Objekte unter
Beru¨cksichtigung des Aufwands la¨ßt sich folgendermaßen formulieren:
Finde diejenige Menge von Aufnahmekonfigurationen, mit der die Vereini-
gung der erfaßten Meßdaten eine vollsta¨ndige Abdeckung der Objektober-
fla¨che mit einer vorgegebenen Abtastdichte ergibt, und die eine gegebene
Kostenfunktion minimiert.
Fu¨r die weitere Betrachtung ist es hilfreich, die Eigenschaften der einzelnen Ele-
mente dieser Formulierung na¨her zu beschreiben und auf einen planungtheoretischen
Kontext zu beziehen. Dabei wird auf die von LaValle [57] vorgeschlagenen Konzepte
Bezug genommen.
Der Planungsvorgang la¨uft in diskreten Zeitschritten k ∈ IN ab, zwischen denen
lediglich Verarbeitungsschritte durchgefu¨hrt werden, die keiner Planung bedu¨rfen. Die
Bewegung des Roboters, die eigentliche Bildakquisition und die Integration des Bildes
in den bestehenden Bildverbund (einschließlich der in Kapitel 3 beschriebenen Hilfs-
strukturen) bleiben daher an dieser Stelle unberu¨cksichtigt.
Zu jedem Zeitschritt k befinden sich Aufnahmesystem und Arbeitsraum in einem
bestimmten Zustand xk aus der Menge mo¨glicher Zusta¨nde X . Der Zustand des Ar-
beitsraums e ∈ E kann dabei als konstant angenommen werden; andernfalls wa¨re die
Rekonstruktion des darin befindlichen Objekts durch Mehrbildverfahren im Allgemei-
nen unmo¨glich. Die Konfiguration des Aufnahmesystems, konkret seine Lage relativ
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zur Objektoberfla¨che, kann durch Registrierung mit hoher Genauigkeit bestimmt wer-
den und wird daher als bekannt angenommen. Weitere Eigenschaften des Zustandes
von Aufnahmesystem und Arbeitsvolumen sind fu¨r die Planungsaufgabe nicht relevant.
Formal kann jeder Zustand xk ∈ X daher in eine Konfiguration qk des Aufnahmesy-
stems und den konstanten Zustand der Umgebung e mit xk = (qk, e) zerlegt werden.
Dem Planungsalgorithmus stehen Informationen u¨ber das Arbeitsvolumen allerdings
nur eingeschra¨nkt in Form der erfaßten und verarbeiteten Daten zur Verfu¨gung. Der
Umfang dieser Informationen wird durch jeden neuen Akquisitionsschritt erga¨nzt. An-
stelle des beispielsweise in der Bewegungsplanung fu¨r Roboter klassischerweise an-
zutreffenden Zustandsraums X basiert die Beschreibung des Planungsproblems da-
her auf dem Informationsraum I , aus dem fu¨r jeden Zeitschritt ein Informationsstand
ik vorliegt.
Durch die Betrachtung der in Kapitel 3 eingefu¨hrten Objektrepra¨sentation wird deut-
lich, daß die Abgrenzung zwischen zustandsbasierter und informationsstandbasier-
ter Planung im vorliegenden Fall relativ unscharf ist. Bei der zustandsbasierten Pla-
nung wird zuna¨chst der Zustand aus der vorliegenden Information gescha¨tzt. Da die
vorliegende Information zur Objektgeometrie und zum Arbeitsvolumen unvollsta¨ndig
ist, muß ein zustandsbasierter Planungsalgorithmus robust gegenu¨ber fehlerhaft ge-
scha¨tzten Zusta¨nden sein. Alternativ wird die Planung bei der informationsstandba-
sierten Planung direkt auf Basis des Informationsstands durchgefu¨hrt, so daß der
tatsa¨chliche oder gescha¨tzte Zustand fu¨r die Planung nicht beno¨tigt wird.
Das in der vorliegenden Arbeit vorgeschlagene Verfahren nutzt keine expliziten Me-
thoden zur Scha¨tzung des Zustands, sondern basiert auf einer geometrischen Model-
lierung des Informationsstandes. Der Informationsstand bezieht sich damit nicht nur
auf den aktuellen Zustand, sondern auch auf alle vorangegangenen Zusta¨nde des
Systems wa¨hrend der bisherigen Ausfu¨hrung des Planungsalgorithmus sowie auf die
dabei vom Sensor erfaßten Daten. In der Literatur wird ein derartiger Informationsraum
als “history information space” [57] bezeichnet.
Formal ist der Plan
π : I → U (4.1)
damit in jedem Schritt eine Funktion des Informationsstandes ik und berechnet aus
diesem eine auszufu¨hrende Aktion uk ∈ U aus der Menge der mo¨glichen Aktionen.
Ziel des Planungsalgorithmus ist die Berechnung einer Sequenz {u1, . . . , un} von Ak-
tionen, welche zu einer konstanten Umgebung e ∈ E eine Menge von Meßpunkten
auf der Oberfla¨che liefert, deren paarweiser Abstand einen vorgegebenen Schwell-
wert nicht u¨berschreitet (vorgegebene Mindestabtastdichte). Als konkurrierendes Ziel
soll zusa¨tzlich der Aufwand des Plans minimiert werden. Mit einer Kostenfunktion
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ausgedru¨ckt werden. Dabei ist die tatsa¨chlich beno¨tigte Anzahl von Einzelnahmen n
initial unbekannt.
In der nachfolgend beschriebenen Problemstellung setzen sich die konkret repra¨-
sentierten Elemente des Informationsraums jeweils aus der Konfiguration des Aufnah-
mesystems in allen vorangegangenen Schritten sowie der in Gleichung 3.7 definierten
Oberfla¨che des bisher eingesehenen Volumens mit
Ik = S
2 × U˜k (4.3)
und (entsprechend [57])




ik = (Sk, u1, . . . , uk) (4.5)
zusammen, dabei beschreibt S2 die Menge der in den dreidimensionalen Raum einge-
betteten 2-Mannigfaltigkeiten (Oberfla¨chen physikalisch realisierbarer Objekte).
Zur Vereinfachung der Schreibweise wird hierbei die geplante Aktion ui und die
tatsa¨chlich ausgefu¨hrte Aktion ui +∆ui synonym verwendet, da die verwendeten Ro-
botersysteme eine hohe Genauigkeit bei der Umsetzung der jeweiligen Aktion errei-
chen, so daß ∆ui fu¨r die Planung vernachla¨ssigt werden kann. In der inkrementellen
Konstruktion der Objektoberfla¨che wird die durch den Fehler der Aktionsausfu¨hrung
∆ui verursachte Lageungenauigkeit bei der Integration des zusa¨tzlichen Bildes durch
Registrierung mit hoher Genauigkeit bestimmt und rechnerisch kompensiert. Entspre-
chend entha¨lt ik+1 nach Gleichung 4.2 nicht direkt das Ergebnis π(ik) des vorange-
gangenen Planungsschrittes, sondern die Daten der tatsa¨chlich ausgefu¨hrten Aktion,
so daß Gleichung 4.5 bei Beru¨cksichtung des Fehlers der Aktionsausfu¨hrung
ik = (Sk, u1 +∆u1, . . . , uk +∆uk) (4.6)
lautet.
Bevor in Abschnitt 4.4 gezeigt wird, wie auf Basis dieses Informationsstandes die
Planung durchgefu¨hrt werden kann, werden im Folgenden zuna¨chst die Eigenschaften
des Aktionsraums U beschrieben.
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4.3.2 Aktions- und Suchraum
Das Ergebnis jedes Planungsschrittes ist ein vollsta¨ndiger Satz von Parametern zur
Beschreibung der na¨chsten Bildakquisition. Abha¨ngig von den zur Laufzeit variablen
Gro¨ßen des Systems umfaßt der Aktionsraum U daher im Allgemeinen extrinsische
und intrinsische Parameter des Sensors. Analog zur Benennung in der Photogram-
metrie bezeichnen die extrinsischen Parameter die Lage des Sensors im Raum, die
vom Roboter umgesetzt werden muß, wa¨hrend sich die intrinsischen Parameter auf
die Bildgeometrie des Sensors beziehen.
4.3.2.1 Extrinsische Parameter
Konkret wurden die in Frage kommenden extrinsischen Parameter in Kapitel 2.4 be-
schrieben und insbesondere die Einschra¨nkung der Schnittstelle auf eine Orientierung
gegeben durch sechs Freiheitsgrade erwa¨hnt. Fu¨r Zwecke der Planung ist es jedoch
sinnvoll, den entsprechenden Aktionsraum (drei Drehwinkel und drei Translationspara-
meter) auch in Bezug auf seine topologische Struktur zu analysieren. Dabei ist insbe-
sondere die Parametrisierung der Menge aller Rotationen im dreidimensionalen Raum
aufgrund der Singularita¨ten und Identita¨ten einer einfachen Winkelrepra¨sentation pro-
blematisch: die gleiche Rotationsmatrix kann beispielsweise durch unterschiedliche
Kombinationen von Eulerwinkeln ausgedru¨ckt werden.
In der Mathematik der Bewegungsplanung fu¨r Roboter (hier dargestellt nach Latom-
be [55]) wird die Menge aller n-dimensionalen Rotationsmatrizen als spezielle ortho-
gonale Gruppe SO(n) bezeichnet. Mit dieser Gruppe der Rotationen kann die Menge
aller (n + 1) × (n + 1)-Transformationsmatrizen, die eine Rotation und Translation
beschreiben, definiert werden. Diese haben die Form{(
R v
0 1
) ∣∣∣∣ mit R ∈ SO(n) und v ∈ IRn
}
(4.7)
und werden als spezielle euklidische Gruppe SE(n) bezeichnet. Da Rotation und
Translation unabha¨ngig voneinander sind ist die Gruppe SE(n) homo¨omorph1 zur
Gruppe SO(n)× IRn.
Die Problematik der Parametrisierung dieser Gruppen soll aus Gru¨nden der An-
schaulichkeit zuna¨chst am einfachen Beispiel der Gruppe SE(2), also der rigid bo-
dy -Transformationen im zweidimensionalen Raum, betrachtet werden. Hier bildet die
Translationskomponente (tx, ty) ∈ IR2 eine zweidimensionale Mannigfaltigkeit. Die un-
abha¨ngig wa¨hlbare Rotation ϑ ∈ [0, 2π) bildet wegen der Identita¨t durch die ¨Aquiva-
lenz 0 ∼ 2π eine eindimensionale Mannigfaltigkeit S1. Daher ist SE(2) homo¨omorph
1Zwei topologische Ra¨ume werden als homo¨omorph bezeichnet, wenn eine bijektive und kontinuier-
liche Abbildung zwischen ihnen existiert.
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zu S1 × IR2; man kann sich dies als eine in den vierdimensionalen Raum eingebet-
tete dreidimensionale Zylinderoberfla¨che vorstellen; eine Parametrisierung von SE(2)
muß diese Topologie entsprechend beru¨cksichtigen.
Die entsprechende Topologie fu¨r SO(3) und damit auch fu¨r SE(3) ist sehr viel
schwieriger zu beschreiben als im zweidimensionalen Fall. Hierzu wird u¨blicherweise
die Quaternionen-Repra¨sentation der Rotation als Hilfsstruktur verwendet. Ein Quater-
nion q = (s, v) ∈ IR4 besteht a¨hnlich den komplexen Zahlen aus einem Realteil s ∈ IR
und einem dreidimensionalen Imagina¨rteil v ∈ IR3, welche als skalarer Drehwinkel und
vektorielle Drehachse interpretiert werden ko¨nnen und so eine dreidimensionale Ro-
tation beschreiben. Mit der Einschra¨nkung auf Einheitsquaternionen mit ‖q‖ = 1 kann
einem Quaternion q =
(
s, (vx, vy, vz)
T
)
eindeutig eine Rotationsmatrix durch
R(q) =

2(s2 + v2x)− 1 2(vxvy − svz) 2(vxvz + svy)2(vxvy + svz) 2(s2 + v2y)− 1 2(vyvz − svx)
2(vxvz − svy) 2(vyvz + svx) 2(s2 + v2z)− 1

 (4.8)
zugeordnet werden. Umgekehrt kann mit den aus einer Rotationsmatrix gewonnenen












gebildet werden; diese Zuordnung ist wegen R(q) = R(−q) jedoch nicht eindeutig.
Algebraisch bilden die Einheitsquaternionen mit ihrer Verkettungsoperation
q1 · q2 = (s1s2 − v1v − 2, s1v2 + s2v1 + v1 × v2), (4.10)
der Inversenbildung q−1 = (s,−v) und dem neutralen Element e = (1, (0, 0, 0)T)
(ebenso wie SO(3)) eine Gruppe2, die u¨blicherweise als spezielle Gruppe der Einheits-
quaternionen3 SU(2) bezeichnet wird. Die in Gleichung 4.8 definierte Zuordnungs-
funktion R : SU(2) → SO(3) bildet dabei einen Gruppenhomomorphismus, da die
Beziehungen R(q1 · q2) = R(q1) ·R(q2) sowie R(e) = I erfu¨llt sind.
2Eine Gruppe ist eine Menge G, die zusammen mit einer bina¨ren Operation · die folgenden Grup-
penaxiome erfu¨llt:
Abgeschlossenheit: Fu¨r alle a, b ∈ G gilt a · b ∈ G
Assoziativita¨t: Fu¨r alle a, b, c ∈ G gilt (a · b) · c = a · (b · c)
Neutrales Element: Es gibt ein e ∈ G mit e · a = a · e = a fu¨r alle a ∈ G
Inverse: Fu¨r jedes a ∈ G existiert ein a−1 ∈ G mit a · a−1 = a−1 · a = e
3Die Benennung ist auf den englischen Begriff unit quaternion zuru¨ckzufu¨hren.
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Topologisch bildet die Menge der Einheitsquaternionen wegen der Bedingung ‖q‖ =
1 fu¨r alle q ∈ SU(2) eine in den vierdimensionalen Raum eingebette dreidimensiona-
le Oberfla¨che der Einheitskugel, also eine 3-Mannigfaltigkeit, die mit S3 bezeichnet
wird. Aufgrund der in Gleichung 4.9 gegebenen zweideutigen Zuordnung zu SO(3)
ist S3 aber nicht homo¨omorph zu SO(3). Mit der Identifikation durch die ¨Aquivalenz
q ∼ −q fu¨r alle q ∈ SU(2) ergibt sich topologisch vielmehr die Homo¨omorphie zu
P
3
, dem dreidimensionalen projektiven Raum. Dieser kann als die Menge aller den Ur-
sprung enthaltenden Geraden im vierdimensionalen Raum betrachtet werden, so daß
die Punkte p und −p ∈ IR4 mit ‖p‖ = 1 die identische Gerade durch den Ursprung
beschreiben, wie auch die entsprechenden Rotationen identisch sind. Daher ist SO(3)
homo¨omorph zu P3 und
SE(3) ∼= P3 × IR3. (4.11)
Die Struktur des Suchraums wird in Abschnitt 4.6 noch eine wichtige Rolle spielen.
4.3.2.2 Intrinsische Parameter
Wa¨hrend die extrinsischen Parameter bei der Planung fu¨r einen beweglichen Sen-
sor sozusagen natu¨rlicherweise Gegenstand der Optimierung sind, ist dies fu¨r die
intrinsischen Parameter weniger naheliegend und tatsa¨chlich auch nur fu¨r spezielle
Sensortypen der Fall. Ursache hierfu¨r sind meist Einschra¨nkungen der Hardware, die
beispielsweise eine ¨Anderung der Brennweite eines perspektivischen Kamerasystems
nicht zulassen, ohne daß eine Neukalibrierung des Gera¨ts erforderlich wird.
Zur Verallgemeinerung dieses Sachverhalts kann die in Abschnitt 2.2 verwendete
Unterteilung [7] in den eigentlichen Sensor, der punkt-, zeilen- oder bildweise Meß-
daten erfaßt, und die zusa¨tzlichen Ablenk- oder Positioniereinheiten herangezogen
werden. Typischerweise sind diese zusa¨tzlichen Ablenk- oder Positioniereinheiten zur
Laufzeit programmierbar, so daß das sequentiell vom Sensor erfaßte Bild in seiner
Abtastdichte (Schrittweite) und -bereich modifiziert werden kann.
Konkret trifft dies auf die im Rahmen der vorliegenden Arbeit eingesetzten Lichtlauf-
zeitsysteme zu, deren horizontale und vertikale Ablenkung durch eine frei program-
mierbare pan-tilt unit realisiert ist, so daß sowohl die Abtastdichte als auch der Bild-
ausschnitt frei wa¨hlbar sind4. Im Einzelfall muß mit Blick auf den Aufbau des Meßsy-
stems untersucht werden, welche Parameter sinnvoll und unabha¨ngig von den extrin-
sischen Parametern in die Planung einbezogen werden ko¨nnen. Beispielsweise kann
4Im Unterschied zu kamerabasierten Sensoren kann dabei durch die sequentielle Bildakquisition
auch tatsa¨chlich ein Geschwindigkeitsvorteil durch die Einschra¨nkung auf einen kleinen Bildausschnitt
erzielt werden. Die Einschra¨nkung auf eine bestimmte region of interest mit entsprechender Erho¨hung
der Bildrate ist zwar auch fu¨r viele Fla¨chenkameras mo¨glich; dies wird aber von marktga¨ngigen Meßsy-
stemen nicht unterstu¨tzt.
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der horizontale Bildausschnitt fu¨r polare Sensorgeometrien auch durch entsprechende
extrinsische Parameter (Rotation um die Sensorachse) definiert werden.
Damit ergeben sich fu¨r typische Lichtlaufzeitsysteme drei bis vier Parameter zur Be-
stimmung von Bildausschnitt und -gro¨ße, sowie bis zu zwei weitere Parameter fu¨r die
horizontale und vertikale Bildauflo¨sung. Letztere sind fu¨r marktga¨ngige Meßsysteme
allerdings meist nur in wenigen Stufen konfigurierbar. Fu¨r kamerabasierte Meßsyste-
me entfa¨llt die Planung der intrinsischen Aufnahmeparameter, obwohl diese im Rah-
men des in der vorliegenden Arbeit vorgeschlagenen Verfahrens grundsa¨tzlich mo¨glich
wa¨re. Denkbar wa¨re neben dem sogenannten binning (Zusammenfassung von 2n×2n
Pixeln zu einem Pixel mit entsprechend gro¨ßerer Raumwinkelabdeckung) insbesonde-
re auch eine Einschra¨nkung auf Bildausschnitte bei der triangulationsbasierten Ver-
messung. Fu¨r Projektor-Kamera-Systeme ist dies einfach zu realisieren, indem das
Projektorbild unvera¨ndert gelassen wird. Stereo-Kamerasysteme setzen dagegen eine
Vorkenntnis der ungefa¨hren Objektgeometrie im zu erfassenden Sichtfeld voraus, da-
mit auch der Bildausschnitt der zweiten Kamera passend gewa¨hlt werden kann. Auch
dies ist im Rahmen des hier vorgeschlagenen Verfahrens prinzipiell mo¨glich, indem
die in Kapitel 3 vorgeschlagene Repra¨sentation des teilvermessenen Objekts heran-
gezogen wird. Im Verha¨ltnis zum zusa¨tzlichen Planungsaufwand ist der erzielbare Ge-
schwindigkeitsvorteil bei Bildakquisition und Weiterverarbeitung (geringere Speicher-
belastung) jedoch vermutlich bestenfalls marginal, so daß diese Idee nicht weiter ver-
folgt wurde.
4.3.3 Nebenbedingungen
Die zu planenden Aufnahmekonfigurationen unterliegen verschiedenen Nebenbedin-
gungen, die sich aus dem Meßsystem selbst, seiner Interaktion mit der Umgebung,
und aus der Weiterverarbeitung der Meßdaten ergeben. Sequeira [99] unterscheidet
operative Nebenbedingungen, die sich aus dem Arbeitsbereich des Meß- und Positio-
niersystems ergeben, sowie topologische Nebenbedingungen, die sich aus der Geo-
metrie der vermessenen Umgebung ergeben. Letztere sind auf den einfachen Sach-
verhalt zuru¨ckzufu¨hren, daß der Sensor und das mit ihm verbundene Positioniersystem
nur auf einer Seite der vermessenen Oberfla¨che (außerhalb des Objekts) positioniert
werden ko¨nnen, na¨mlich dem einsehbaren Halbraum. Die eigentliche Kollisionsver-
meidung zwischen Meßsystem und Objektoberfla¨che wird in der vorliegenden Arbeit
ebenfalls den topologischen Nebenbedingungen zugerechnet (vgl. [99]).
Zusa¨tzlich erfordert die Mehrbildintegration einen ausreichenden ¨Uberlappungsbe-
reich, der zudem geometrisch so strukturiert sein muß, daß die Registrierung des neu
akquirierten Bildes in den Bildverbund sicher mo¨glich ist. Fu¨r typische Innenraumsze-
nen und fu¨r viele Obejkte ist diese zweite Forderung stets erfu¨llt; daher wurde diese
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Nebenbedingung in dem im Rahmen der vorliegenden Arbeit vorgeschlagenen Ver-
fahren nicht gepru¨ft, sondern nur eine Mindestu¨berlappung gefordert. Im Falle von Ob-
jekten, die in großen Teilbereichen rotatorische oder translatorische Freiheitsgrade bei
der Registrierung offenlassen, bietet sich eine vorherige Analyse mit den von Gelfand
et al. [33] vorgeschlagenen Maßzahlen an, oder es muß auf photogrammetrische Paß-
marken zuru¨ckgegriffen werden, wie sie zum Beispiel im Meßsystem von GOM mbH
[34] Verwendung finden.
Planungstheoretisch sind die operativen Nebenbedingungen konstant, da sie aus-
schließlich von dem (unvera¨nderten) Aufbau und der Kalibrierung des Meßsystems
abha¨ngen. Die topologischen Nebenbedingungen sowie die Nebenbedingung der In-
tegrierbarkeit in den Mehrbildverbund sind dagegen in jedem Schritt k abha¨ngig vom
Informationsstand ik ∈ I . Die in Abschnitt 3.3 vorgeschlagene Definition des eingese-
henen Volumens und seiner Oberfla¨che liefert hierzu eine Abscha¨tzung der Objektgeo-
metrie, die sicher zur Beru¨cksichtigung der topologischen Nebenbedingungen und zur
Kollisionsvermeidung genutzt werden kann. Prinzipbedingt wird fu¨r noch nicht einge-
sehene Volumenbereiche angenommen, daß sie Teile des Objekts enthalten ko¨nnen,
so daß falsch-positive Evaluationsergebnisse der operativen Nebenbedingungen nicht
auftreten und Kollisionen sicher vermieden werden ko¨nnen.
4.4 Definition der Zielfunktion
Die in Abschnitt 4.3.1 formulierten Ziele sollen in diesem Abschnitt in eine formale
Beschreibung des bei der Planung der jeweils na¨chsten Aufnahme zu optimierenden
Kriteriums u¨berfu¨hrt werden. Wa¨hrend des Ablaufs der Vermessung wird dieses Krite-
rium nach jeder neuen Aufnahme und auf Basis der inkrementell erga¨nzten Objektbe-
schreibung genutzt, um die Aufnahmeparameter der na¨chsten Ansicht zu bestimmen.
Die technische Umsetzung der Evaluierung des Kriteriums und der Optimierung des
Parametersatzes bezu¨glich des Kriteriums ist Gegenstand von Abschnitt 4.5.
Der Grundgedanke des Kriteriums zur Bewertung mo¨glicher Aufnahmekonfiguratio-
nen ist die einheitliche Behandlung der bereits vermessenen Oberfla¨chenbereiche und
der bis dahin nur durch unvermessene Grenzfla¨chen des eingesehenen Volumens re-
pra¨sentierten Teile des Objekts, die noch unvermessen sind. Fu¨r den bereits vermes-
senen Teil der Objektoberfla¨che kann die Auswirkung einer zusa¨tzlichen Aufnahme
zuverla¨ssig pra¨diziert werden. Fu¨r die noch unvermessenen Bereiche der Objekto-
berfla¨che bieten die Grenzfla¨chen des eingesehenen Volumens zwar keine quantitativ
zuverla¨ssigen Vorhersagemo¨glichkeiten, ko¨nnen aber aus mehreren Gru¨nden als sinn-
volle Ersatzrepra¨sentation mit zumindest qualitativ zielfu¨hrendem Vorhersagepotential
verwendet werden:
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• Die Ersatzoberfla¨chen verdecken stets unvermessene Bereiche der tatsa¨chli-
chen Oberfla¨che. Wird also die Beobachtung einer Ersatzoberfla¨che geplant, so
ist es wahrscheinlich, daß im Ergebnis ein unvermessener Teil der tatsa¨chlichen
Oberfla¨che eingesehen wird.
• Durch die geplante Beobachtung einer Ersatzoberfla¨che kann in jedem Fall eine
Reduktion des bisher nicht eingesehenen Volumens erreicht werden.
• Die tatsa¨chliche Lage der Oberfla¨che liegt stets hinter der Ersatzoberfla¨che, so
daß die Grenzen des kalibrierten Meßbereichs zumindest in einer Richtung kor-
rekt beru¨cksichtigt werden ko¨nnen.
Wie schon aus der Formulierung dieser Argumente deutlich wird, ha¨ngt die Vorher-
sagegu¨te fu¨r die unvermessenen Bereiche von der korrekten Modellierung der Sicht-
barkeit und der gegenseitigen Verdeckung ab. Obwohl in der vorliegenden Arbeit nur
diskrete und opake Oberfla¨chen mit entsprechend bina¨ren Sichtbarkeitsentscheidun-
gen Verwendung finden, soll im Folgenden ein kurzer Exkurs zu den Mo¨glichkeiten
eingeschoben werden, die sich aus einer kontinuierlichen Sichtbarkeitsbewertung er-
geben.
Exkurs kontinuierliche Sichtbarkeitsbewertung In der klassischen Verdeckungs-
rechnung opaker Objekte wird die Sichtbarkeit durch die Reihenfolge bestimmt, in
der die Objektberandungen den Sichtstrahl schneiden; sichtbar ist der dem Betrach-
ter na¨chstliegende Schnittpunkt, der die weiteren Oberfla¨chen verdeckt. Auch im hier
betrachteten Fall werden die Oberfla¨chen als opak angenommen, aber ihre genaue
Geometrie ist im Falle der Ersatzoberfla¨che fu¨r bisher nicht eingesehene Teile des
Objekts unbekannt.
Die Unsicherheit, ob ein bestimmter Teil des Volumens opak oder aber leer und da-
mit verdeckungsfrei ist, kann mit einem nicht-bina¨ren Sichtbarkeits-Koeffizienten mo-
delliert werden. Die Umsetzung kann auf einfache Weise durch diskrete Oberfla¨chen-
modelle mit punkt- oder fla¨chenelementweise spezifizierter Transparenz (α-Kanal) er-
folgen. Aufwa¨ndigere Umsetzungen ko¨nnten eine ra¨umliche Repra¨sentation der Opa-
zita¨tswahrscheinlichkeit durch ein Volumenmodell beru¨cksichtigen, das auch innerhalb
des nicht eingesehenen Volumens unterschiedliche Transparenzen spezifiziert, bei-
spielsweise proportional zum Abstand zum na¨chsten vermessenen Oberfla¨chenpunkt.
Abbildung 4.1 veranschaulicht den Grundgedanken durch ein einfaches Beispiel.
Nach einer ersten Aufnahme einer Sa¨ulenreihe mit dahinterliegender Wand ergeben
sich hinter den Sa¨ulen uneingesehene Bereiche. Mit bina¨rer Sichtbarkeitsentschei-
dung kann in diesem Fall kein substantieller Bewertungsunterschied zwischen den
skizzierten Positionen 2a und 2b festgestellt werden. Die kontinuierliche Sichtbarkeits-
bewertung ermo¨glicht dagegen die Modellierung des unbekannten Inhalts der verdeck-
ten Volumina: mit einer gewissen Wahrscheinlichkeit befindet sich hinter der dritten
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Position 2b Position 2a
Position 1
Abbildung 4.1: Die Aufnahmeplanung sollte Position 2a ho¨her bewerten, da ein gro¨ße-
rer Anteil unvermessener Oberfla¨chen aufgelo¨st werden kann, wenn das initial verdeckte
Volumen (grau) leer ist.
Sa¨ule eine vermessbare Wandfla¨che, die entsprechend in die Bewertung einbezogen
wird, aber auch das gegenteilige Ereignis, welches die Vermessung einer durch die
zweite (respektive durch die dritte) Sa¨ule verdeckten Wandfla¨che ermo¨glicht, kann mit
entsprechender Gewichtung beru¨cksichtigt werden.
Im Rahmen der vorliegenden Arbeit muß die kontinuierliche Sichtbarkeitsbewertung
ein theoretischer Exkurs bleiben, da bis jetzt keine Mo¨glichkeit einer schnellen Be-
rechnung der entsprechenden Rendering-Schritte bei der Ergebnis-Pra¨diktion zu eva-
luierender Aufnahmeparameter besteht. Sowohl Volumen-Rendering als auch die rei-
henfolgeunabha¨ngige Akkumulation von Transparenzen sind gegenwa¨rtig im Vergleich
zum Rendering opaker Oberfla¨chen sehr viel rechenaufwa¨ndiger und verbieten sich
daher aus Laufzeitgru¨nden.
Hilfsfunktionen Zuna¨chst sind die Definitionen einiger Hilfsfunktionen nu¨tzlich, um
die Zielfunktion definieren zu ko¨nnen. Die Zielfunktion soll auf dem erwarteten Qua-
lita¨tsgewinn gegenu¨ber dem erreichten Zustand basieren und muß daher den vorlie-
genden, den gewu¨nschten und den erwarteten Qualita¨tsstand jedes Oberfla¨chenpunk-
tes sowie seine Sichtbarkeit fu¨r einen gegebenen Satz Aufnahmeparameter beru¨ck-
sichtigen.
Die im vorangegangenen Exkurs thematisierte Sichtbarkeit wird fu¨r einen Punkt
x ∈ S auf der Objektoberfla¨che S ∈ S2 und einen gegebenen Satz u ∈ U von Aufnah-
meparametern (der insbesondere auch das optische Zentrum der Aufnahme entha¨lt)
durch die Funktion
wsichtbar : IR
3 × U × S2 → {0, 1} (4.12)
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beschrieben, mit wsichtbar(p, u,Sk) = 1 wenn der Oberfla¨chenpunkt p mit dem Aufnah-
meparametersatz u verdeckungsfrei vom Sensor innerhalb seines Blickfeldes eingese-
hen werden kann. Dabei wird der Informationsstand ik ∈ Ik des k-ten Iterationsschrit-
tes zugrundegelegt, aus dem sich die Oberfla¨chenrepra¨sentation Sk ergibt. Ohne Be-
einflussung der nachfolgenden Definitionen kann an dieser Stelle zuna¨chst auch eine
kontinuierliche Sichtbarkeitsbewertung mit wsichtbar : IR3 ×U × S2 → IR angenommen
werden; die in Abschnitt 4.5 beschriebene konkrete Umsetzung des Verfahrens geht
aber von einer diskreten Sichtbarkeitsbewertung aus.
Zur Einbeziehung eines Qualita¨tskriteriums bei der Planung der na¨chsten Aufnahme
muß zuna¨chst der bereits erreichte Ist-Zustand der Vermessung durch die Datenqua-
lita¨t an jedem vermessenen Punkt der Oberfla¨che quantifiziert werden. Hierzu dient
die Funktion
β˜k : IR
3 × Ik → IR (4.13)
welche mit Hilfe der k bisher erfolgten Aufnahmenaktionen (u1, . . . , uk) ∈ U˜k und der
teilweise rekonstruierten Oberfla¨che Sk ∈ S2 einem Punkt p ∈ Sk ⊂ IR3 auf der bis
dahin rekonstruierten Oberfla¨che ein Qualita¨tsmaß
β˜k(p, ik) mit ik = (Sk, u1, . . . , uk) ∈ Ik (4.14)
zuordnet. Als Qualita¨tsmaß wird in der vorliegenden Arbeit die Abtastdichte der Meß-
punkte auf der Oberfla¨che verwendet; fu¨r unvermessene Teile der Oberfla¨che ergibt
das Qualita¨tsmaß daher den Wert 0. Zur konkreten Berechnung des Funktionswertes
auf Basis der k registrierten Einzelaufnahmen sei auf Abschnitt 3.4.4 (Gleichungen
3.26, 3.33 und 3.34) verwiesen.
Im Unterschied zur Sichtbarkeitsfunktion wsichtbar , die prinzipiell fu¨r beliebige Punkte
im Raum evaluiert werden kann, kann das Qualita¨tsmaß nur fu¨r Punkte der vermes-
senen Oberfla¨che angegeben werden. Dies ermo¨glicht die zweidimensionale Speiche-
rung als Attribut der Oberfla¨che, so daß im Kontext der Computergraphik die Repra¨sen-
tation als (mo¨glicherweise adaptiv aufgelo¨ste) Texturkarte naheliegt.
Zusa¨tzlich zum Ist-Zustand der erreichten Datenqualita¨t wird auch der gewu¨nschte
Soll-Zustand durch das in jedem Abschnitt der Oberfla¨che zu erreichende Qualita¨ts-
maß mit
βmax : IR
3 → IR (4.15)
angegeben. Der volumetrisch definierte Wertebereich ist an dieser Stelle notwendig,
um auch initial unbekannten Objekten oder Umgebungen eine ra¨umlich differenzier-
te Zielqualita¨t zuweisen zu ko¨nnen. So kann die gewu¨nschte Abtastdichte oftmals
abha¨ngig von der Ho¨he vorgegeben werden, um beispielsweise den Kopf einer Sta-
tue detaillierter zu erfassen, oder um die Decke eines Innenraums, die ohnehin au-
ßerhalb des relevanten Bereichs des eingesetzten mobilen Roboters liegt, nur grob zu
vermessen.
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Die durch die Parameter der evaluierten Aufnahme erwartete Qualita¨t wird durch
eine weitere Funktion
βk+1 : IR
3 × U × Ik (4.16)
beschrieben, die analog zu Gleichung 4.13 einem Punkt p ∈ Sk ⊂ IR3 auf der bis da-
hin rekonstruierten Oberfla¨che Sk den Qualita¨tswert βk+1(p, u, ik) zuweist, der nach
Umsetzung der Aktion u ∈ U dem vorliegenden Informationsstand ik zufolge mit Inte-
gration der evaluierten Aufnahme erreicht wird. Falls ik bereits die vollsta¨ndige Ober-
fla¨cheninformation des zu rekonstruierenden Objekts entha¨lt, so gilt der Zusammen-
hang
βk+1(p, u, ik) ≈ β˜k+1(p, ik+1) (4.17)
unter der Annahme, daß ik+1 den Informationsstand ik erga¨nzt um das Ergebnis
der Akquisitions-Aktion u beschreibt. Bei unvollsta¨ndiger Oberfla¨cheninformation er-
geben sich erwartungsgema¨ß Abweichungen, insbesondere liegt der zur Evaluation
von βk+1(p, u, ik) verwendete Punkt p nach der k + 1-ten Akquisition nicht notwendi-
gerweise auf der rekonstruierten Oberfla¨che.
Auch fu¨r die Scha¨tzung der durch den evaluierten Aufnahmeparametersatz erreich-
ten Qualita¨t wird in der vorliegenden Arbeit die Abtastdichte der Meßpunkte auf der
Oberfla¨che verwendet, die u¨ber die Kamerageometrie (von der jeweiligen Meßrichtung
abgedeckter Raumwinkel), die Entfernung zwischen Sensor und Oberfla¨che sowie die
Oberfla¨chennormale auf Basis der vorliegenden Oberfla¨chenrepra¨sentation bestimmt
werden kann. Fu¨r die konkrete Berechnung des Funktionswertes von βk+1 auf Basis
der k registrierten Einzelaufnahmen und dem evaluierten Parametersatz u sei wieder-
um auf Abschnitt 3.4.4 verwiesen.
Abschließend ist noch eine Hilfsfunktion zur Bewertung der Kosten eines Satzes
von Aufnahmeparametern zu definieren. Die Kostenfunktion soll im Wesentlichen ver-
hindern, daß bei variabler Bildfeldgro¨ße ein in zahlreiche sehr kleine Einzelaufnahmen
fragmentierter Bildverbund entsteht, dessen Weiterverarbeitung entsprechend rechen-
aufwa¨ndig ist. Gleichzeitig soll bei variabler Bildauflo¨sung das Datenvolumen als Ko-
stenfaktor beru¨cksichtigt werden. Mit der Funktion cp : U → IN, die dem Parametersatz
einer Aufnahme die entstehende Pixelanzahl zuordnet, sowie den konstanten Kosten
cA einer zusa¨tzlichen Bildakquisition und -integration ergibt sich
c(u) := cp(u) + cA (4.18)
als Kostenfunktion. Weitere Kostenfaktoren wie beispielsweise die zuru¨ckzulegende
Wegstrecke des Roboters von seiner aktuellen Position aus ko¨nnen an dieser Stelle
leicht beru¨cksichtigt werden; in der vorliegenden Arbeit wurde darauf verzichtet.
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Zielfunktion Die zu optimierende Zielfunktion kann nun mit den im vorigen Abschnitt
definierten Hilfsfunktionen formuliert werden. Dabei ist die jeweils zu erwartende Qua-
lita¨tssteigerung, also die Differenz des Qualita¨tsmaßes vor und nach der Umsetzung
der evaluierten Aktion, u¨ber der einsehbaren Oberfla¨che zu integrieren. Das Erreichen
eines Qualita¨tsmaßes u¨ber die gewu¨nschte Zielqualita¨t hinaus soll die Bewertung der
evaluierten Aktion nicht erho¨hen.
Die Qualita¨tssteigerung an einem gegebenen Punkt p ∈ IR3 durch die zusa¨tzliche
Aufnahme mit Parametersatz u ∈ U wird zur einfacheren Lesbarkeit zuna¨chst zu einer
Nutzenfunktion Bk : IR3 × U × Ik → IR mit
Bk(p, u, ik) := min{βmax(p), βk+1(p, u, ik)} −min{βmax(p), β˜k(p, ik)} (4.19)
zusammengefaßt. Da die erreichte Qualita¨t durch Integration der zusa¨tzlichen Aufnah-
me nicht abnehmen kann, gilt Bk(x, u, ik) > 0 fu¨r alle x ∈ Sk und alle u ∈ U . Damit
ergibt sich unter Beru¨cksichtigung von Kosten und Nutzen des evaluierten Parameter-




wsichtbar(p, u,Sk) · Bk(p, u, ik) dS
(4.20)
und ik = (Sk, u1, . . . , uk), welche die oben gestellten Anforderungen erfu¨llt. Den im
Nenner beru¨cksichtigten Kosten wird im Za¨hler die pra¨dizierte Qualita¨tssteigerung im
Integral u¨ber dem sichtbaren Teil der Objektoberfla¨che gegenu¨bergestellt.
Auf diese Weise kann die gesuchte Aufnahmesequenz u1, . . . durch einen greedy -
Ansatz iterativ bestimmt werden. In der Praxis lassen sich die relevanten Basisdaten




• und ein Qualita¨tsmaß fu¨r vorangegangene Aufnahmeschritte
zuru¨ckfu¨hren. Im folgenden Abschnitt wird ein Verfahren vorgeschlagen, mit dem das
Integral in Gleichung 4.20 auf effiziente Weise mit der in der Praxis beno¨tigten Genau-
igkeit berechnet werden kann.
4.5 Effiziente Berechnung der Zielfunktion
Die Berechnung der im vorangegangenen Abschnitt in Gleichung 4.20 vorgeschlage-
ne Zielfunktion erscheint in der praktischen Umsetzung auf den ersten Blick schwie-
rig. Mit der numerischen Standardmethode der Summierung von Stichproben mu¨ssen
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Abbildung 4.2: Farbkodierte Darstellung der Zielfunktionswerte fu¨r einen omnidirektio-
nal arbeitenden Lichtlaufzeitscanner, fu¨r den nur die Aufnahmeposition innerhalb einer
Ebene (hier transparent dargestellt) variiert wurde. Rot bezeichnet hohe, gru¨n niedrige
Funktionswerte, die optimale na¨chste Aufnahmeposition ist durch einen blauen Punkt ge-
kennzeichnet. Die verwendete Datensituation entstammt der Vermessung einer da¨nischen
Rundkirche, die auch in Abbildung 4.5 zu sehen ist.
auf der integrierten Oberfla¨che S zuna¨chst in geeigneter Dichte Stichprobenpositionen
definiert werden. Fu¨r jede dieser Stichprobenpositionen muß zuna¨chst unter Beru¨ck-
sichtigung aller u¨brigen Teile der Oberfla¨chenrepra¨sentation die Verdeckungsrechnung
bezu¨glich der evaluierten Aufnahmeposition durchgefu¨hrt werden, bevor die u¨brigen
Eigenschaften der Stichprobenposition in die Integralberechnung einfließen ko¨nnen.
Der in der vorliegenden Arbeit vorgeschlagene Lo¨sungsansatz zu dieser Problema-
tik basiert auf der Analogiebildung zwischen der Tiefenbildakquisition mit einem 3D-
Meßsystem und dem computergraphischen rendering, also der ¨Uberfu¨hrung einer be-
reits vorliegenden 3D-Szenenbeschreibung in ein Bild.
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4.5.1 Grundprinzip
Die in Gleichung 4.20 vorgeschlagene Zielfunktion abstrahiert von den tatsa¨chlich ein-
gesetzten 3D-Meßsystemen. Fu¨r ihre praktische Berechnung ist es sinnvoll, die zu-
grundeliegende Idee einer rechnerischen Ergebnis-Pra¨diktion der jeweils evaluierten
Aufnahmekonfiguration als zentralen Ansatz zu wa¨hlen. Die im Bildraster der jeweiligen
Aufnahme organisierten Meßpunkte liefern bereits eine sinnvolle Verteilung der Stich-
probenpositionen zur numerischen Integralberechnung. Daher ist es naheliegend, zur
evaluierten Aufnahmekonfiguration zuna¨chst ein Bild zu erzeugen, das die sichtbaren
Punkte der Oberfla¨che S entha¨lt.
Die Akquisition von Tiefenbildern einer realen Szene mit einem 3D-Meßsystem ent-
scheidet die Sichtbarkeit der im Bild zu repra¨sentierenden Oberfla¨che inha¨rent auf
eindeutige Weise. Transparente oder semitransparente Gegensta¨nde, die diese Ei-
genschaft konterkarieren wu¨rden, mu¨ssen durch entsprechende Vorbereitung (zum
Beispiel Einspru¨hen) opak gemacht oder aus der Szene entfernt werden. Im Ergeb-
nis wird das Blickfeld des 3D-Meßsystems so auf einem zweidimensional geordneten
Bu¨ndel von Sichtstrahlen optisch abgetastet, daß der na¨chstliegende Schnittpunkt des
jeweiligen Sichtstrahls mit der Oberfla¨che als Meßpunkt erfaßt wird.
Der duale Prozess in der Computergraphik ist das rendering, bei dem ebenfalls zu
einem zweidimensional organisierten Bu¨ndel von Sichtstrahlen die na¨chstliegenden
Schnittpunkte mit der bereits vorliegenden 3D-Oberfla¨che gefunden werden mu¨ssen.
Die wichtigsten bildpunktweise arbeitenden Verfahren sind hier ray-casting (Strahlver-
folgung) und der z-buffer -Algorithmus. Letzterer ist seit langem in geschwindigkeits-
kritischen Anwendungen als Standardverfahren etabliert; effiziente hardware-basierte
Implementierungen sind in fast allen Graphikkarten anzutreffen einschließlich kosten-
gu¨nstiger Modelle fu¨r den Massenmarkt.
Im Allgemeinen wird es allerdings nicht effizient mo¨glich sein, die Bildgeometrie des
3D-Meßsystems mit allen bei der Umrechnung der Meßwerte in 3D-Koordinaten zu
korrigierenden Eigenschaften (zum Beispiel Verzeichnung) computergraphisch nach-
zubilden. Insbesondere die Aufnahmen von 360◦-Systemen mit spha¨rischer Bildgeo-
metrie lassen sich mit den auf perspektivische und telezentrische Bildgeometrien spe-
zialisierten marktu¨blichen Graphiksubsystemen nur mit hohem Aufwand modellieren.
Dies ist fu¨r das vorgeschlagene Verfahren allerdings auch nicht notwendig: die gra-
phische Darstellung muß lediglich ein Bild liefern, welches homo¨omorph zum Bild des
3D-Meßsystems ist. Formal ist diese Forderung a¨quivalent zur Geltung der folgenden
Eigenschaften der Tiefenbilder r(u, v) des 3D-Meßsystems und r′(u′, v′) der compu-
tergraphischen Bildgeometrie:
• Die Bilder r(u, v) und r′(u′, v′) besitzen umkehrbare Projektionsfunktionen h :
IR3 → IR3 und h′ : IR3 → IR3, die einem Bildpunkt (u, v, r(u, v))T eine Position
im Raum h−1((u, v, r(u, v))T) zuordnen (h′ entsprechend).
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• Es existiert eine Abbildungsfunktion f : IR3 → IR3 mit f = h−1 ◦ h′.
• f ist bijektiv und stetig.
• Es existiert eine Umkehrfunktion f−1, die ebenfalls stetig ist.
Diese Bedingungen sind fu¨r Bildgeometrien, die sich auf den gleichen Blickpunkt be-
ziehen, erfu¨llt. Daher kann eine computergraphisch generierte Ansicht verwendet wer-
den, um die fu¨r die numerische Integralberechnung beno¨tigten Stichprobenpositionen
auf der Oberfla¨che S zu gewinnen. Dieses Grundprinzip wird in Abbildung 4.3 veran-
schaulicht.
Abbildung 4.3: Geometrie des computergraphischen Pra¨diktionsverfahrens. Das Bildra-
ster (exemplarisch durch einen Pixel in der Bildebene dargestellt) liefert die Summenele-
mente fu¨r die numerische Integration. Mit dem bekannten Raumwinkel, der Entfernung
und dem Winkel zwischen Oberfla¨chennormale und Blickrichtung wird die Abtastdichte
der Messung pra¨diziert. Die Farbe kodiert die bereits erreichte Qualita¨t.
4.5.2 Abbildung der Zielfunktion auf graphische Basisfunktionen
4.5.2.1 Erwartete Abtastdichte
In Abschnitt 3.4.4.1 wurde in Gleichung 3.26 gezeigt, wie die Abtastdichte durch lo-
kale Operatoren im Bildraster mit der Projektionsfunktion h berechnet werden kann.
Im Zusammenspiel mit computergraphisch generierten Ansichten stellt sich die Fra-
ge, ob die Anwendung lokaler Operatoren zur Bestimmung der Oberfla¨chennormale
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nicht vermieden werden kann, indem sie durch Auswertung graphischer Standardre-
chenschritte ersetzt wird, wie sie zum Beispiel bei der Berechnung der Schattierung
auftreten.
Der relevante Rechenschritt beim Verfahren der Schattierung ist die Berechnung
des reflektierten Lichtes von einer Oberfla¨che, die als diffus reflektierend angenommen
wird, nach dem Lambert’schen Kosinus-Gesetz. Dabei wird der Kosinus des Winkels
zwischen der Einfallsrichtung des Lichts ~c (Vektor vom betrachteten Oberfla¨chenpunkt
zur Lichtquelle) und der Oberfla¨chennormale ~n bestimmt. Ein a¨hnlicher Rechenschritt
wird auch bei der Berechnung des Raumwinkels5 durchgefu¨hrt, den ein gegebener






(p− x) · n|p
)
(p− x)2 dS (4.21)
Unter der Annahme kleiner und na¨herungsweise linearer Oberfla¨chenabschnitte kann
mit dieser Beziehung auch umgekehrt der Fla¨cheninhalt eines Oberfla¨chenabschnitts
abgescha¨tzt werden, wenn Raumwinkel, Entfernung und der gemittelte Kosinus-Aus-
druck bereits bekannt sind. Dies ist gerade die Datensituation, die in einem Bildra-
ster vorliegt, in welchem jedem Pixel bereits ein von ihm abgedeckter Raumwinkel A
sowie ein Entfernungswert (z-buffer -Eintrag) und ein Grauwert aus der schattierten
Darstellung der Oberfla¨che zugeordnet ist. Die Schattierung ist dabei das Ergebnis
eines Beleuchtungsmodells, das eine einzige Punktlichtquelle in der Beobachtungspo-
sition x sowie eine lambert-reflektierende Oberfla¨che beschreibt. Die Abtastdichte d




(p− x) · n)
A · (p− x)2 (4.22)
oder, ausgedru¨ckt mit der Schattierung s, dem z-buffer -Eintrag r und dem Raumwinkel
A zur jeweiligen Pixelposition (u, v), durch
d =
4π · s(u, v)
A(u, v) · r(u, v)2 (4.23)
Zweckma¨ßigerweise wird man den Wert 4π · A(u, v)−1 fu¨r jeden Pixel (u, v) einma-
lig vorberechnen, wa¨hrend s(u, v) und r(u, v) (bis auf Offset und Skalierung) fu¨r jede
evaluierte Akquisitions-Aktion vom Graphiksubsystem berechnet werden. Die Deko-
dierung der Schattierungswerte wird im folgenden Unterabschnitt 4.5.2.2 beschrieben.
5Das Maß des Raumwinkels ist (zitiert nach Bronstein [12])
”
die Fla¨che, die von diesem Raumwinkel
aus der Einheitskugel um den Scheitel als Mittelpunkt herausgeschnitten wird“, liegt also zwischen 0
und 4π. Der Scheitel ist im vorliegenden Fall der Beobachtungspunkt ~x.
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Relevant fu¨r die Berechnung der Zielfunktion ist an dieser Stelle allerdings nicht
die oben beschriebene Berechnung der Abtastdichte durch das Bildraster der compu-
tergraphischen Darstellung, sondern die der Abtastdichte des realen Sensors. Wenn
die computergraphische Ansicht, wie in Abschnitt 4.5.1 gefordert, homo¨omorph zur
Bildfeldgeometrie des 3D-Meßsystems ist, so kann fu¨r jeden Pixel der computergra-
phischen Ansicht auch die Anzahl der Meßpunkte bestimmt werden, die innerhalb des
vom computergraphischen Pixel abgedeckten Raumwinkels durch das 3D-Meßsystem
akquiriert werden. Die Details des rechnerischen Zusammenhangs zwischen der Auf-
lo¨sung des Sensors und der computergraphischen Ansicht werden im Anhang in Ab-
schnitt A.1 dargestellt.
4.5.2.2 Erreichte Abtastdichte
Durch die im vorigen Unterabschnitt vorgeschlagene computergraphische Berechnung
der erwarteten Abtastdichte unter Verwendung der schattierten Darstellung bleiben
von den drei verfu¨gbaren Freiheitsgraden der RGB-Darstellung zwei u¨brig, die zur Co-
dierung von Qualita¨tsmaßen genutzt werden ko¨nnen. Im Rahmen der vorliegenden
Arbeit wurde das Verha¨ltnis von Gru¨n zur Summe der Farbkana¨le genutzt, um die be-
reits erreichte Abtastdichte zu codieren. Fu¨r den Benutzer ergibt sich damit eine intuitiv
leicht versta¨ndliche Darstellung, die vorgabengerecht abgetastete Oberfla¨chenberei-
che gru¨n, unzureichend abgetastete Bereiche dagegen rot anzeigt.
Bei der Definition der Graphikprimitive wird die erreichte Qualita¨t q im Verha¨ltnis zur
maximal gewu¨nschten Qualita¨t qmax durch das RGB-Farbtripel (r, g, b) mit




codiert. Die Werte fu¨r die erreichte Qualita¨t q und fu¨r die Schattierung s, die in Glei-
chung 4.23 Verwendung findet, lassen sich aus dem Farbtripel (r, g, b) durch
q =
g
r + g + b
· qmax (4.25)
und
s = r + g + b (4.26)
rekonstruieren.
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4.5.2.3 Numerische Integration
Aus Gleichung 4.23 wird zuna¨chst die abgedeckte Fla¨che Fgraphic der Objektoberfla¨che
mit
Fgraphic(u, v) =
Agraphic(u, v) · r(u, v)2
4π · s(u, v) (4.27)
abgeleitet, die einem Pixel der computergraphischen Darstellung zugeordnet werden
kann. Mit den in Gleichungen 4.23 und 4.25 definierten pra¨dizierten Qualita¨t d(u, v)
und erreichten Qualita¨t q(u, v) zum Pixel (u, v) kann nun die Summe u¨ber der im Bild
sichtbaren Oberfla¨che zur Approximation des Integrals aus Gleichung 4.20 durch∫∫
p∈Sk










Verglichen mit der computergraphischen Berechnung der sichtbaren Oberfla¨che ist die
weitere Verarbeitung der generierten Daten nach der in Gleichung 4.23 pixelweise de-
finierten Vorgehensweise sehr viel weniger rechenaufwa¨ndig. Daher stellt sich die Fra-
ge, wie die erneute Berechnung der sichtbaren Oberfla¨che vermieden werden kann,
wenn zum gleichen Beobachtungspunkt verschiedene Blickrichtungen, Blickfelder und
Bildauflo¨sungen evaluiert werden sollen.
Hierzu ist theoretisch wie methodisch ein Blick auf die Verfahren des sogenannten
image based renderings sinnvoll. Einer der zentralen Begriffe des image based ren-
derings ist die von Adelson und Bergen [1, zitiert nach [67]] definierte plenoptische
Funktion. Diese ordnet einem Blickpunkt x, einem horizontalen und vertikalen Blick-
winkel (ϑ, ϕ) und einem betrachteten Wellenla¨ngenbereich λ einen Intensita¨tswert i
mit
i = P (ϑ, ϕ, λ,x) (4.29)
zu (die in der Originalarbeit enthaltene Parametrisierung nach der Zeit wird hier weg-
gelassen, da nur statische Szenen betrachtet werden). McMillan [67] definiert eine
Stichprobe der plenoptischen Funktion als das Abbild der Umgebung zu einem gege-
benen Blickpunkt. Das prima¨re Ziel des image based renderings besteht nun darin,
aus mehreren Stichproben durch geeignete Interpolationsmethoden neue Ansichten
der repra¨sentierten Szene zu gewinnen.
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Ebenso wie beim image based rendering muss auch im Rahmen der vorliegen-
den Arbeit die ra¨umliche Anordnung der Stichproben der plenoptischen Funktion so
gewa¨hlt werden, daß eine hinreichend genaue Beschreibung der zu evaluierenden An-
sichten entsteht. Anstelle synthetisierter Ansichten genu¨gt fu¨r die Aufnahmeplanung
aber die Bestimmung des in Gleichung 4.20 definierten Zielfunktionswertes, der als
Skalar auch eine wesentlich einfachere Interpolation zwischen den Stichproben (Stu¨tz-
stellen) ermo¨glicht.
Um die oben genannten Vorteile – Vermeidung der erneuten Verdeckungsrechnung
bei Evaluation mehrerer Ansichten zu gleichen Blickpunkt – mit dem Ansatz der plen-
optischen Funktion nutzen zu ko¨nnen, muß diese in einem geeigneten Raster abgeta-
stet und als Bild gespeichert werden. Dabei ist im Zusammenspiel mit der Erzeugung
der repra¨sentierten Daten durch die Graphikhardware eine Bildgeometrie sinnvoll, die
mit geringem Aufwand berechnet werden kann. Zylindrische und spha¨rische Bildgeo-
metrien scheiden damit aus.
Gut geeignet ist dagegen die von Greene [35] erstmalig vorgeschlagene Repra¨sen-
tation durch die sechs Fla¨chen eines Wu¨rfels. Analog zur von Cohen und Greenberg
im Kontext der radiosity -Rechnung [17] eingefu¨hrten Bezeichnung “hemi cube” fu¨r die
Repra¨sentation des Halbraums u¨ber einem Oberfla¨chenpunkt wird in der vorliegenden
Arbeit der Begriff “view cube” fu¨r die computergraphisch erzeugte Repra¨sentation der






Abbildung 4.4: Der view-cube mit der von einem Pixel abgedeckten Objektoberfla¨che.
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Abbildung 4.5: Schattierter Inhalt des view-cubes fu¨r die Planung der dritten Aufnahme
einer da¨nischen Rundkirche.
Aus implementierungstechnischer Sicht bildet der “view cube” in der Berechnung
der Zielfunktion eine Tabelle mit Zwischenergebnissen, die computergraphisch erzeugt
wird. Hierzu ko¨nnen als computergraphische Primitive sowohl Einzelpunkte im Punkt-
rendering eingesetzt werden als auch Dreiecksnetze unter Anwendung der Gouraud-
Schattierung, sofern die Dreieckskanten mit Unstetigkeiten in der Abtastdichte hinrei-
chend genau koinzidieren.
Die Ergebnisse der vorliegenden Arbeit zur geplanten internen 3D-Rekonstruktion
wurden mit Dreiecksnetzen erzeugt, die einer Zwischenstufe des mesh-zippering-Ver-
fahrens entnommen werden. Dabei wird zu jeder Einzelaufnahme ein Teilnetz erzeugt
und von Redundanzen mit anderen Teilnetzen bereinigt. Auf diese Weise ko¨nnen zwei
wichtige Forderungen der computergraphischen Berechnung der Zielfunktion erfu¨llt
werden:
• Suboptimale Teilmessungen sind nicht repra¨sentiert, so daß als Kombinations-
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verfahren in redundant vermessenen Bereichen das Maximum der erreichten
Einzelabtastdichten angenommen wird.
• Unstetigkeiten der Abtastdichte auf der Oberfla¨che sind bereits durch die Entfer-
nung suboptimal vermessener Bereiche aus jedem Teilnetz ausgeschlossen.
4.5.2.5 Stereoskopische Sichtbarkeit
Die Vermessbarkeit eines Objekts mit einem triangulationsbasierten 3D-Meßsystem
unterscheidet sich grundsa¨tzlich von einem unifokalen Meßsystem, da die Oberfla¨che
nur dann erfaßt wird, wenn sie von mehreren, meist zwei, verschiedenen Beobach-
tungspunkten aus eingesehen werden kann. In der akquirierten Einzelaufnahme er-
geben sich die fu¨r triangulationsbasierte Systeme typischen Abschattungen, die vom
ungeu¨bten Benutzer nur schwer vorherzusehen sind.
In der Pra¨diktion der Meßsituation ist das ein wichtiger Effekt, der in der computer-
graphischen Umsetzung mit etablierten Verfahren der Schatten-Rechnung [44, 115,
23] erzeugt werden kann. Dabei kann der prima¨re Beobachtungspunkt auch in der
computergraphischen Darstellung als Beobachtungspunkt verwendet werden, wa¨h-
rend der optisch aktive oder auch passive sekunda¨re Beobachtungspunkt (Projektor
oder zweite Kamera) wie eine Punktlichtquelle in der Schatten-Rechnung beru¨cksich-
tigt wird. Alle sonstigen aus dem Bereich der radiosity bekannten Effekte wie weitere
Lichtquellen oder indirekte Beleuchtung entsprechen in der hier betrachteten Meßauf-
gabe einer Sto¨rung der Messung, die unabha¨ngig von der Planung soweit minimiert
werden sollte, daß sie vernachla¨ssigbar wird. Das einzusetzende Verfahren ist daher
die Darstellung von Schlagschatten (engl. hard shadows), die glu¨cklicherweise weniger
aufwa¨ndig zu berechnen sind als die in natu¨rlichen Szenen typischerweise auftreten-
den Halbschatten6.
Die Berechnung der Stereo-Ansicht erfolgt in einem zweistufigen rendering-Verfah-
ren, in dessen erstem Schritt die Szene aus der Sicht des sekunda¨ren Beobachtungs-
punktes gerendert wird. Die dabei berechnete Tiefenkarte (z buffer ) wird als Schat-
tenkarte bezeichnet. Die Darstellung der Szene aus der Sicht des prima¨ren Beobach-
tungspunktes erfolgt fu¨r jeden Bildpunkt mit einem zusa¨tzlichen Test auf Abschattung:
• Sichtbarkeitspru¨fung durch z-buffer -Test.
• Abbildung des Bildpunktes in die Schatten-Karte, dort erneuter Sichtbarkeitspru¨-
fung durch z-buffer -Test.
6Durch Verunscha¨rfung beziehungsweise durch die Apertur der Optik zum sekunda¨ren Beobach-
tungspunkt ko¨nnen prinzipiell auch in triangulationsbasierten Meßsystemen Halbschatten auftreten.
Dabei wirkt aber die abschattende Geometrie wie eine zusa¨tzliche optische Blende, so daß die im
Halbschatten liegenden Bereiche in aller Regel nicht maßhaltig erfaßt werden ko¨nnen.
114 KAPITEL 4. ZIEL UND UMSETZUNG DER AUFNAHMEPLANUNG
• Schattierte Darstellung, wenn der Objektpunkt von beiden Blickpunkten einge-
sehen werden kann, sonst Darstellung in Hintergrundfarbe.
Die hier skizzierte Berechnung kann mit geringem Aufwand zum Beispiel mit standar-
disierten Erweiterungen7 der OpenGL [98, 58] unter Ausnutzung hardwarenaher Im-
plementierungen umgesetzt werden [30]. Es sei noch angemerkt, daß die bekannten
Aliasing-Probleme der Schattenrechnung in der geometrischen Konfiguration triangu-
lationsbasierter Meßsysteme typischerweise nicht auftreten ko¨nnen, da beide Beob-
achtungspunkte ungefa¨hr den gleichen Abstand und a¨hnliche Winkel zum Objekt ha-
ben.
Anders als im Falle der Punktlichtquelle ergeben sich im Falle eines triangulations-
basierten Meßsystems allerdings neben der einfachen Abschattung weitere Fa¨lle, in
denen die Oberfla¨che nicht erfaßt werden kann. Diese Einschra¨nkungen werden durch
die seitlichen Grenzen des auswertbaren Meßvolumens sowie durch den kalibrierten
Tiefenmeßbereich zu den beiden Blickpunkten verursacht.
Wa¨hrend sich die Beru¨cksichtigung der seitlichen Grenzen des Meßvolumens fu¨r
den prima¨ren Beobachtungspunkt trivial durch das gerenderte Bildfeld ergibt, erfor-
dern die u¨brigen Grenzen des Meßvolumens eine explizite Beru¨cksichtigung. In der
vorliegenden Arbeit werden hierzu die Grenzfla¨chen des Meßvolumens durch ein Drei-
ecksnetz modelliert, das in Abbildung 4.6 graphisch dargestellt ist. Dies ist meist mit
Abbildung 4.6: 3D-Bildfeldgeometrie eines realen Triangulationsmeßsystems mit jeweils
22.6◦ horizontalem ¨Offnungswinkel und 18.8◦ Triangulationswinkel. Die Fla¨chen in Aout
sind grau, die in Ain sind rot dargestellt. Der prima¨re Beobachtungspunkt, auf den sich die
Fla¨chenklassifizierung bezieht, liegt in der dargestellten Ansicht vorne.
7Die relevanten Erweiterungen GL ARB shadow beziehungsweise GL SGIX SHADOW zur einfa-
chen Darstellung von Schatten mit OpenGL sind bereits seit einigen Produktgenerationen als hardware-
beschleunigte Implementierungen der einschla¨gigen Hersteller verfu¨gbar: Silicon Graphics ab Infinite
Reality 2, NVidia ab GeForce3, ATI ab Radeon9500 [44].
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wenig Aufwand mo¨glich, da es sich bei der typischen Blickfeldgeometrie von Projek-
toren und Kameras um Pyramidenstu¨mpfe handelt. Kru¨mmungen der Randfla¨che auf-
grund von Verzeichnungen ko¨nnen an dieser Stelle auf einfache Weise beru¨cksich-
tigt werden; bei den typischerweise anzutreffenden Kameralinsen kann dieses Detail
aber vernachla¨ssigt werden. Eine Fusion der Blickfeldgeometrien von prima¨rem und
sekunda¨rem Beobachtungspunkt ist bei dem nachfolgend vorgeschlagenen Verfahren
nicht erforderlich.
Fu¨r die konkrete Pra¨diktion des vermeßbaren Bereichs der Oberfla¨che wird das
die Grenzfla¨che des Meßvolumens beschreibende orientierte Polyeder (Dreiecksnetz)
zuna¨chst in zwei disjunkte Teilmengen zerlegt. Der Teil der Grenzfla¨che, der vom
prima¨ren Beobachtungspunkt aus von außen sichtbar ist wird als Ain, der u¨brige Teil
dagegen als Aout bezeichnet. Mit diesen Zusatzfla¨chen geschieht die Darstellung in
folgenden reihenfolgeabha¨ngigen Teilschritten:
Abbildung 4.7: Sichtbarkeits-Bestimmung fu¨r ein Stereo-Meßsystem bei der Vermessung
einer Objektoberfla¨che (gru¨n). Die Fla¨chen in Aout sind rot, die in Ain sind blau dargestellt.
Der laterale Beschnitt am Bildrand (clipping, nicht z-buffering) der prima¨ren (linken) Kame-
ra wird hier graphisch nicht unterschieden.
1. Berechnung der Schatten-Karte.
2. Darstellung der Objektrepra¨sentation mit Test auf Abschattung.
3. Darstellung von Aout ohne Test auf Abschattung in der Hintergrundfarbe. Durch
den z-buffer -Tests wird der Teil der Objektrepra¨sentation, der aus Sicht der Ka-
mera hinter Aout liegt, mit der Hintergrundfarbe u¨berzeichnet.
4. Darstellung von Ain mit invertiertem z-buffer -Test ohne Test auf Abschattung in
der Hintergrundfarbe. Durch den invertierten z-Vergleich wird der Teil der Objek-
trepra¨sentation, der aus Sicht der Kamera vor Ain liegt, mit der Hintergrundfarbe
u¨berzeichnet.
Im Ergebnis werden gerade die Oberfla¨chen dargestellt, die vom 3D-Meßsystem
zuverla¨ssig (durch Beschra¨nkung auf das kalibrierte Meßvolumen) vermessen werden
ko¨nnen. Die u¨brigen Teile des Objekts werden dennoch bei der Sichtbarkeitspru¨fung
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Abbildung 4.8: Sichtbarkeits-Bestimmung fu¨r ein Stereo-Meßsystem durch Methoden der
Schattenrechnung. Der zweite Beobachtungspunkt liegt rechts vom Beobachtungspunkt
des dargestellten Bildes und verursacht unvermessbare Bereiche im Schatten der Nase.
Am oberen Bildrand ist die Grenze des Sichtfeldes des zweiten Beobachtungspunktes zu
erkennen.
und bei der Schattenrechnung beru¨cksichtigt. Das Verfahren ist in Abbildung 4.7, ein
typisches Ergebnis in Abbildung 4.8 graphisch dargestellt. Durch die exakte Vorhersa-
ge des tatsa¨chlich vermessbaren Oberfla¨chenbereichs ist das Verfahren auch bei der
Gestaltung einer graphischen Benutzerschnittstelle zur manuellen Robotersteuerung
hilfreich.
Kombination mit der omnidirektionalen Bildrepra¨sentation Angesichts des ver-
gleichsweise aufwa¨ndigen zweistufigen rendering-Verfahrens stellt sich die Frage, ob
dieses durch Anwendung der im vorigen Unterabschnitt vorgeschlagenen omnidirek-
tionalen Bildrepra¨sentation beschleunigt werden kann. Als Ansatzpunkte ko¨nnen zu-
na¨chst zwei Fa¨lle unterschieden werden:
Rotation um die Basislinie: In diesem Fall bleiben sowohl prima¨rer als auch se-
kunda¨rer Beobachtungspunkt unvera¨ndert. Die eingesehene Umgebung kann
daher analog zum view cube auf vier Bildfla¨chen, die topologisch einem Zylinder
entsprechend angeordnet sind, zwischengespeichert werden.
Rotation um einen der Beobachtungspunkte: In diesem Fall kann die Schatten-
Karte omnidirektional vorberechnet und zur Darstellung mehrerer Ansichten aus
der Sicht des prima¨ren Beobachtungspunkts verwendet werden.
Alternativ kann das von Zhang vorgeschlagene Verfahren des forward shadow
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mappings [118, zitiert nach [119]] verwendet werden, bei dem die Schatten-
Karte als 21
2
D-Textur auf das Bild des prima¨ren Beobachtungspunktes aufproji-
ziert wird. In diesem Fall kann der view cube zur omnidirektionalen Zwischen-
speicherung der einsehbaren Umgebung des prima¨ren Beobachtungspunktes
verwendet werden.
In allen Fa¨llen mu¨ssen die Grenzfla¨chen des Meßvolumens Ain und Aout zu jeder eva-
luierten Akquisitionsaktion nachtra¨glich beru¨cksichtigt werden.
In der Praxis der 3D-Rekonstruktion von Objekten stellt sich allerdings heraus, daß
ein sehr großer Teil der Ansichten konvexe Oberfla¨chenbereiche zeigt, so daß einer
Variation der Rotation um die Basislinie im Vergleich zur Rotation um den Objektmittel-
punkt oder um den prima¨ren Beobachtungspunkt nur eine untergeordnete praktische
Bedeutung zukommt. Auch fu¨r den relevantesten Fall der Rotation um die Blickachse
der prima¨ren Kamera kann nur eine geringe Beschleunigung der Aufnahmeplanung
(weniger als 50%) erreicht werden. Daher wurde die Kombination der omnidirektiona-
len Bildrepra¨sentation mit der stereoskopischen Sichtbarkeitspru¨fung im Rahmen der
vorliegenden Arbeit nicht praktisch umgesetzt.
4.6 Globale Optimierung der Aufnahmeparameter
4.6.1 Anforderungen
Nachdem die Zielfunktion der iterativen Aufnahmeplanung in den vorangegangenen
Abschnitten definiert und ein Verfahren zu ihrer effizienten Berechnung vorgeschlagen
wurde, soll nun die Algorithmik zur Bestimmung der jeweils na¨chsten Akquisitionsakti-
on beschrieben werden. Dabei handelt es sich um ein kontinuierliches globales Opti-
mierungsproblem mit Nebenbedingungen. Durch die Berechnung der Zielfunktion mit
der eingeschra¨nkten Bilddiskretisierung wird die Lo¨sung dieses Problems zusa¨tzlich
durch Rauschen erschwert. An das Optimierungsverfahren werden folgende Anforde-
rungen gestellt:
• Zwischenwerte, die als omnidirektionale Bildrepra¨sentation im view cube ge-
speichert werden, sollen optimal ausgenutzt werden. Daher muß das Optimie-
rungsverfahren eine geeignet geordnete ¨Anderung der einzelnen Parameter un-
terstu¨tzen, so daß insbesondere der Beobachtungspunkt fu¨r mo¨glichst viele auf-
einanderfolgende Evaluationen unvera¨ndert bleibt.
• Das Verfahren muß robust gegenu¨ber Rauschen in der Zielfunktion sein.
• Nebenbedingungen, die sich aus dem Arbeitsbereich des Roboters, der Kollisi-
onsvermeidung und der Mehrbildintegration ergeben, mu¨ssen geeignet beru¨ck-
sichtigt werden.
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Formal la¨ßt sich die Nebenbedingung, die sich aus dem Arbeitsbereich des Roboters
ergibt, durch eine Funktion Crobot : U → {0, 1} beschreiben, welche fu¨r eine gegebene
Aktion u ∈ U angibt, ob der Roboter sie umsetzen kann.
Entsprechend kann das Kriterium zur Kollisionsvermeidung durch eine Funktion
Ccollision : U × Ik → {0, 1} beschrieben werden, die basierend auf dem aktuellen
Informationsstand ik ∈ I angibt, ob bei der Ausfu¨hrung der Aktion u ∈ U eine Kollisi-
on auftreten kann. Die zugrundeliegenden ¨Uberlegungen und der Zusammenhang mit
dem eingesehenen Volumen sind Gegenstand von Abschnitt 4.3.3.
Die Integrierbarkeit des akquirierten Bildes zur evaluierten Aufnahmekonfiguration
in den Bildverbund wird durch eine weitere Funktion Cregist : U×Ik → IR beschrieben,
die den prozentualen Anteil der Meßpunkte angibt, der bei der Ausfu¨hrung der Aktion
u ∈ U erfaßt wird und bereits in einer der zuvor akquirierten Aufnahmen, die in ik ∈ I
enthalten sind, ebenfalls erfaßt wurde.
Mit diesen Hilfsfunktionen kann die Optimierungsaufgabe nun formal beschrieben
werden: gesucht ist in jedem Planungsschritt k diejenige Konfiguration u, die
minG(u, ik), Crobot(u) 6= 0 ∧
Ccollision(u, ik) 6= 0 ∧
Cregist(u, ik) > Schwellwert
(4.30)
fu¨r die in Gleichung 4.20 definierte Zielfunktion G erfu¨llt. Der in der Formel verwendete
Schwellwert zur Integrierbarkeit wird in der Praxis auf 20% festgelegt.
Zur Lo¨sung dieser Aufgabe wird eine leicht modifizierte uniforme Gridsuche ange-
wendet, die insbesondere die geforderte optimierte ¨Anderungsreihenfolge der Parame-
ter unterstu¨tzt. Rauschen in der Zielfunktion spielt bei diesem Verfahren keine Rolle.
Algorithmisch realisiert das Verfahren eine Reihenfolge von Parameterkombinationen,
die in den Dimensionen des Suchraums jeweils die erforderliche Abtastdichte liefern.
Das globale Minimum aller evaluierten Funktionswerte ist die berechnete Na¨herung
der in Formel 4.30 definierten Aufgabenstellung.
4.6.2 Reihenfolge der Funktionsevaluationen
Wie in den vorangegangenen Abschnitten bereits deutlich wurde, stehen die frei wa¨hl-
baren Parameter nicht gleichberechtigt nebeneinander, sondern das optische Zen-
trum des Aufnahmesystems nimmt eine Sonderstellung ein, die in der wechselseitigen
Homo¨omorphismus-Beziehung der Bilddaten von ein und derselben Aufnahmeposition
begru¨ndet liegt (Abschnitt 4.5.1). Zusa¨tzlich kann auch in der Berechnung der Funktion
Ccollision in vielen Fa¨llen (einschließlich des in der vorliegenden Arbeit eingesetzten mo-
bilen Meßsystems zur Innenraumrekonstruktion) eine rotationssymmetrische Form des
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Effektors angenommen werden, so daß die Evaluation dieser Nebenbedingung eben-
falls fu¨r Parameterkombinationen mit identischer Aufnahmeposition nur einmal aus-
gefu¨hrt werden muß. Wir gehen also im Folgenden von einer vereinfachten Funktion
C ′collision : IR
3×Ik → {0, 1} aus, die nicht von der vollsta¨ndigen Aufnahmekonfiguration,
sondern von deren Beobachtungspunkt abha¨ngig ist.
Als algorithmische Beschreibung der Vorgehensweise bei der Reihenfolge der Pa-
rametera¨nderungen zur Abtastung des Parameterraums wird im Folgenden die Ver-
schachtelung der relevanten Schleifen dargestellt:
Fu¨r alle evaluierten Beobachtungspunkte p mit C ′collision(p, ik) 6= 0 :
Berechne den sichtbaren Teil der teilvermessenen, erga¨nzten Oberfla¨che S.
Fu¨r alle Blickrichtungen (ϕx, ϕy, ϕz) mit Crobot(u) 6= 0 :
Fu¨r alle Sensor-Parameter {e1, . . . , en} mit Cregist(u, ik) > Schwellwert :
Berechne G(u, ik)
Speichere u zu minG(u, ik)
Durch die vorgeschlagene Struktur wird die Wiederverwertung von Zwischenergeb-
nissen optimiert, da die rechenaufwa¨ndigeren Schritte jeweils in weiter außen liegen-
den Schleifen ausgefu¨hrt werden. Im folgenden Abschnitt werden Verfahren zur Abta-
stung des Parameterraums fu¨r jede Stufe der verschachtelten Schleifen-Struktur vor-
geschlagen. Davon unabha¨ngig erscheint es sinnvoll, die Menge der evaluierten Be-
obachtungspunkte u¨ber die Nebenbedingungen hinaus zuna¨chst durch heuristische
Verfahren auf besonders vielversprechende Teilvolumina zu begrenzen, beispielswei-
se auf Bereiche, in denen große, zusammenha¨ngende unvermessene Randfla¨chen
des eingesehenen Volumens im Meßvolumen zu liegen kommen. Derartige Strategien
wurden im Rahmen der vorliegenden Arbeit aber nicht umgesetzt und bleiben zuku¨nf-
tigen Arbeiten vorbehalten.
4.6.3 Abtasten des Parameterraums
Bei der Abtastung des Parameterraums im Rahmen der oben dargestellten algorith-
mischen Schleifen-Struktur ko¨nnen drei Fa¨lle unterschieden werden. Fu¨r die Sensor-
Parameter (intrinsische Parameter) sind typischerweise sinnvolle Wertebereiche be-
kannt, innerhalb derer jede Parameterkombination gu¨ltige Aufnahme-Konfigurationen
ergibt. Fu¨r die extrinsischen Parameter gilt dies nicht, da große Bereiche des Para-
meterraums durch die Nebenbedingungen ausgeschlossen werden. Daher kann die
Anzahl der tatsa¨chlich zu evaluierenden Parametersa¨tze aus einer vorgegebenen Ab-
tastdichte nicht pra¨diziert werden. Folglich ist es wu¨nschenswert, nicht die Abtastdich-
te, sondern den Rechenaufwand vorzugeben. Dies setzt eine Reihenfolge der Para-
meterevaluationen voraus, die nach Ablauf der zur Verfu¨gu
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ner ra¨umlich dichten gleichma¨ßigen Verteilung der evaluierten Punkte des Parameter-





dichten gleichma¨ßigen Verteilung“ werden dazu zuna¨chst durch die entsprechenden
formal definierten Begriffe ersetzt.
4.6.3.1 Definitionen
Wir unterscheiden eine Punktmenge von einer Punktfolge. Eine Punktfolge ist eine
eindeutige Abbildung von IN in den IRn. Eine Punktfolge heißt beschra¨nkt, wenn ihr
Wertevorrat beschra¨nkt ist [12]. Fu¨r vollsta¨ndig verwendete Punktfolgen ist die Unter-
scheidung von den Punktmengen zwar algorithmisch nicht relevant; die Reihenfolge
der Punkte ist aber fu¨r die hier beabsichtigte unvollsta¨ndige Verwendung von Punktfol-
gen entscheidend. Wegen der unbekannten Anzahl der beno¨tigten Evaluationspunkte
fokussiert sich die Betrachtung dabei auf unbeschra¨nkte Punktfolgen.
Die wichtigste Eigenschaft der verwendeten unbeschra¨nkten Punktfolge besteht dar-
in, daß diese eine dichte Punktmenge ergibt. In einer dichten Punktmenge P ⊂ IRn
existiert fu¨r jeden Punkt x ∈ IRn ein Punkt p ∈ P fu¨r den ‖x − p‖ < ε fu¨r ein be-
liebiges ε ∈ IR gilt (die sta¨rkere Forderung, daß jeder Punkt im Raum Element der
unbeschra¨nkten Punktfolge sein soll, kann nicht gestellt werden, da IRn nicht abza¨hl-
bar ist). Fu¨r den weiter unten vorgeschlagenen Ansatz sei dazu noch angemerkt, daß
eine aus uniform verteilten Zufallspunkten gebildete unendlich große Punktmenge nur
mit der Wahrscheinlichkeit 1 eine dichte Punktmenge ist, diese Eigenschaft aber nicht
garantiert werden kann [57].
In der Praxis sind allerdings Punktmengen mit einer endlichen Anzahl an Elementen
anzutreffen. Analog zum Begriff der Auflo¨sung eines regula¨ren Punktrasters definieren
wir den Begriff der Dispersion fu¨r eine irregula¨re Punktmenge P mit Hilfe des metri-
schen Raums X mit P ⊂ X , auf dem eine Norm ‖.‖ definiert ist, durch





Anschaulich wird die Definition8, wenn man sich am Beispiel der L2-Norm um jeden
Punkt p ∈ P ⊂ IR3 eine Kugel vorstellt, in der kein anderer Punkt p′ ∈ P liegt. Die
Dispersion δ(P ) bezeichnet dann den gro¨ßten auftretenden Kugelradius; fu¨r die L∞-
Norm analog die halbe Kantenla¨nge des gro¨ßten auftretenden Wu¨rfels [57].
8Das Supremum G ist die kleinste obere Grenze einer Zahlenmenge X [12]. Falls X abgeschlossen
ist, so entspricht das Supremum von X dem Maximum.
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4.6.3.2 Punktfolgen in IRn
Eine einfaches Verfahren zur Erzeugung einer unendlichen Punktfolge kann auf die
von van der Corput [20, zitiert nach [57]] vorgeschlagene Zahlenfolge zuru¨ckgefu¨hrt
werden. Im eindimensionalen Fall wird hierzu die bina¨re Darstellung der indizierenden
Zahl k ∈ IN in ihrer Ziffernreihenfolge umgekehrt und als Bruchteil des betrachteten











ai · 2i (4.33)
und der erga¨nzenden Definition
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erreicht nach 2i Elementen fu¨r
alle i ∈ IN einen optimalen Dispersionswert im Verha¨ltnis zur Anzahl der Elemente.
Wird eine Punktfolge mit einer anderen La¨nge verwendet, so hat diese zumindest weit-
gehend gleichma¨ßige Dichte; insbesondere sind die zur 2i+1-elementigen Folge noch
fehlenden Elemente in der Folge der La¨nge 2i+1 − 2j fu¨r j ∈ IN, j < i gleichma¨ßig
verteilt. Abbildung 4.9 zeigt die van-der-Corput-Folgen der La¨ngen 1 bis 16.
Der Ansatz la¨ßt sich auf einfache Weise auf Punktfolgen im IRn erweitern, indem
die Ziffernfolge der bina¨ren Darstellung nach der Umkehrung ihrer Reihenfolge in n-
Tupel zusammengefaßt wird. Anschaulich betrachtet bestimmen dann jeweils n Ziffern
hierarchisch einen Quadranten, Oktanten beziehungsweise den entsprechenden Halb-
raumschnitt der Dimension n. Ziffernweise betrachtet bilden die ersten Elemente aller
vorliegenden n-Tupel die erste Koordinate, die zweiten Elemente die zweite Koordina-
te, und so weiter. Man erkennt aus dieser Struktur der Koordinatenerzeugung, daß in
diesem Fall nach jeweils (2n)i Elementen der Punktfolge fu¨r alle i ∈ IN ein optimaler
Dispersionswert im Verha¨ltnis zur Anzahl der Elemente erreicht wird. Abbildung 4.10
zeigt die entstehende Punktfolge fu¨r IR2.
Im Rahmen der vorliegenden Arbeit wird die van-der-Corput-Punktfolge fu¨r IR3 zur
Erzeugung der Blickpunkte bei der numerischen Bestimmung des globalen Maximums
der Zielfunktion eingesetzt. Auf diese Weise ist in der rechenintensivsten Stufe des
in Abschnitt 4.6.2 beschriebenen Schemas eine dichte und gleichma¨ßige Abtastung
garantiert. Dabei kann die Berechnung nach Ablauf eines vorgegebenen Zeitrahmens
jederzeit abgebrochen werden.
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Abbildung 4.9: Die van-der-Corput-Folgen der La¨ngen 1 bis 16 (gefu¨llte Kreise). Es wird
deutlich, daß stets nach 2i Elementen der Folge eine regula¨re Anordnung mit minimaler
Dispersion erzeugt wird. Die zur na¨chstla¨ngeren 2i-elementigen Folge noch fehlenden
Elemente sind als leere Kreise dargestellt.
4.6.3.3 Rotationsfolgen in SO(3)
Die gleichma¨ßige, dichte Abtastung des Raums der dreidimensionalen Rotationen
SO(3) ist, wie die Darstellung der Parametrisierung in Abschnitt 4.3.2.1 bereits vermu-
ten la¨ßt, mit einfachen Ansa¨tzen (wie etwa dem gleichma¨ßigen Abtasten des IR3 der
Euler-Winkel) nicht zu erreichen. ¨Uber die topologische ¨Aquivalenz la¨ßt sich zeigen,
daß vielmehr eine Gleichverteilung der Abtastpunkte auf der in den vierdimensionalen
Raum eingebetteten dreidimensionalen Kugeloberfla¨che des S3 erreicht werden muß,
welche durch die korrespondierenden Quaternionen gebildet wird (die Mehrdeutigkeit
der Zuordnung von SO(3) nach S3 vereinfacht hier die Definition, da die Doppeldeu-
tigkeit eine Unterscheidung der Hemispha¨ren u¨berflu¨ssig macht).
Wegen des geringeren Evaluationsaufwands der Zielfunktion bei alleiniger ¨Ande-
rung der Rotationsparameter im Rahmen des in Abschnitt 4.6.2 beschriebenen Sche-
mas erscheint es mo¨glich, eine Rotationsfolge basierend auf Zufallszahlen zu ver-
wenden. Die Problematik der nicht garantierten Dispersionsbegrenzung der Abtastung
kann so auf statistische Weise durch eine entsprechend große La¨nge der verwende-
ten Rotationsfolge in ihrer Wahrscheinlichkeit bis auf ein in der Praxis akzeptables Maß
reduziert werden.
Ein einfaches Verfahren zur Erzeugung von Rotationsfolgen wurde von Arvo [5]
vorgeschlagen. Es werden drei unabha¨ngige, gleichverteilte Zufallszahlen z1, z2, z3 ∈
(0, 1] beno¨tigt. Aus diesen kann ein gleichverteiltes Zufallsquaternion q durch
q = (
√
1− z1 sin 2πz2,
√
1− z1 cos 2πz2,√z1 sin 2πz3,√z1 cos 2πz3) (4.35)

































Abbildung 4.10: Die ersten 64 Punkte (links) bzw. die ersten 1024 Punkte (rechts) der
van-der-Corput-Punktfolge in 2D. Rechts werden die ersten Punkte rot, die letzten blau
dargestellt. Es wird deutlich, daß stets nach 4i Elementen der Punktfolge ein regula¨res
Gitter mit minimaler Dispersion erzeugt wird.
erzeugt werden. Auf den Beweis der Gleichverteilung wird an dieser Stelle verzichtet;
Details zur Herleitung finden sich neben der Originalarbeit auch in [54]. Die Gleich-
verteilung der erzeugten Rotationen wird in der Visualisierung in Abbildung 4.11 im
Vergleich mit einfachen, eulerwinkelbasierten Ansa¨tzen deutlich. Die Visualisierung
zeigt andererseits auch, daß bereits die Positionen der rotierten tangentialen Gera-
denabschnitte auf der Kugeloberfla¨che in sehr unterschiedlichem Abstand zueinander
liegen; betrachtet man auch die visuell weniger gut erkennbare dritte Rotation um die
Normale der Kugeloberfla¨che, so wird deutlich, daß das Verfahren den Raum der 3D-
Rotationen relativ ineffizient abtastet.
Eine Alternative bildet die Erzeugung einer deterministischen, unbeschra¨nkten und
dichten Rotationsfolge. Yershova et al. [117] schlagen ein derartiges Verfahren auf
Basis platonischer Polytope vor. Sie definieren ein Raster auf den Elementen des je-
weiligen Polytops und projizieren dieses Raster anschließend auf die Kugeloberfla¨che
S
3
. Hierzu stehen im IR4 6 regula¨re (platonische) Polytope zur Verfu¨gung, die aus 5, 8,
16, 24, 120 beziehungsweise 600 Polyedern aufgebaut sind. Der Implementierungs-
aufwand steigt dabei mit der Komplexita¨t des Polytops, und das Versta¨ndnis und die
Validierung werden durch die Dimensionalita¨t erschwert. Daher wird im Folgenden ei-
ne neue, vereinfachte Variante des gleichen Ansatzes vorgeschlagen, deren Konzepte
mit drei Dimensionen darstellbar und implementierbar sind.
Die Ru¨ckfu¨hrung auf dreidimensionale Strukturen wird plausibel, wenn man sich die
Definition eines Quaternions durch die Drehachse w mit ‖w‖ = 1 und den Drehwinkel
ϑ nach Gleichung 4.9 in Erinnerung ruft. Dabei wird die Drehachse zwar mit sin ϑ
2
skaliert; ihre Richtung bleibt aber vom Drehwinkel unbeeinflußt. Daher ko¨nnen w und ϑ
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Abbildung 4.11: Naive (links, gleichverteilte Euler-Winkel) und gleichverteilte Abtastung
(rechts, Quaternionen-Ansatz nach Gleichung 4.35) von SO(3). Dargestellt ist ein tangen-
tialer Geradenabschnitt auf einer Kugel um den Ursprung, welcher durch die jeweils 3078
erzeugten Rotationen transformiert wurde.
getrennt bestimmt werden; wegen ‖w‖ = 1 liegen die dreidimensionalen Imagina¨rteile
eines Quaternions stets in S2, also auf der Oberfla¨che der Einheitskugel in IR3. Der
skalare Realteil kann unabha¨ngig gewa¨hlt werden.
Im Kontext der vorliegenden Arbeit erscheint es dabei sehr sinnvoll, den Real- und
den Imagina¨rteil des Quaternions nicht nur unabha¨ngig zu berechnen, sondern dabei
auch die Dichte unterschiedlich zu wa¨hlen. Geometrisch entspricht der Imagina¨rteil, al-
so die Drehachse, bei entsprechender Verwendung der erzeugten Rotation der Haupt-
achse der Kamera, also der Blickrichtung. Hier ist, insbesondere bei der externen Di-
gitalisierung kleiner Objekte, eine hohe Aufo¨sung erforderlich, da bereits kleine ¨Ande-
rungen der Blickrichtung dazu fu¨hren, daß das Objekt nicht mehr in das Sichtfeld des
Sensors fa¨llt. Ein entspechend großer Anteil der erzeugten Drehachsen fu¨hrt daher
zu Quaternionen beziehungsweise Aufnahmekonfigurationen, die die Nebenbedingun-
gen nicht erfu¨llen. Der Realteil entspricht dagegen geometrisch der Drehung um die
Kamerahauptachse. Hier ist typischerweise eine niedrigere Dichte sinnvoll9.
Ziel des hier vorgeschlagenen Verfahrens ist also die mo¨glichst verzerrungsfreie Ab-
bildung einer zweidimensionalen Punktfolge auf die Oberfla¨che der Einheitskugel, um
9Die Anforderung, unterschiedliche Dichten in Real- und Imagina¨rteil des Quaternions beim Abtasten
des SO(3) zu beru¨cksichtigen, tritt in den Originalarbeiten [117, 54] nicht auf, da die beabsichtigte
Anwendung dort im Bereich path planning liegt.
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auf diese Weise die Imagina¨rteile der Quaternionen zu bestimmen. Analog zur Vor-
gehensweise von Yershova et al. [117] wird die Punktfolge zuna¨chst auf den planaren
Fla¨chenelementen eines platonischen Polyeders erzeugt. Wegen der einfachen Um-
setzung wird hierzu der Wu¨rfel ausgewa¨hlt, der punktsymmetrisch zum Ursprung im
Raum liegt. Die Elemente der Punktfolge auf der Wu¨rfelfla¨che ko¨nnen nun durch Nor-
malisierung auf die Einheitskugel abgebildet werden.





Abbildung 4.12: Ein gleichma¨ßiges Raster mit je 256 Punkten auf den Fla¨chen eines
Wu¨rfels erscheint nach der Projektion auf die Kugel zuna¨chst verzerrt (links). Eine Vor-
verzerrung des Rasters mit der in Gleichung 4.36 definierten Abbildungsfunktion (mitte)
beseitigt die Verzerrung auf der Kugeloberfla¨che weitgehend (rechts).
Wie in Abbildung 4.12 zu erkennen ist es sinnvoll, die Elemente der Punktfolge auf
der Wu¨rfeloberfla¨che verzerrt zu definieren, um nach der Projektion auf die Einheitsku-
gel einen gleichma¨ßigen Winkelabstand zwischen den Punkten zu erhalten. Die ent-
sprechende Korrekturabbildung ist aufgrund der einfachen Geometrie des Wu¨rfels mit














zu realisieren. Fu¨r den Erhalt der Dichtheit der Punktfolge bei der Anwendung der
Korrekturabbildung sind dabei Stetigkeit und Reproduktion der Ra¨nder entscheidend.





). Ferner ist wegen cot pi
4
= 1 und cot 3pi
4
= −1 auch die
Randreproduktion erfu¨llt. Abbildung 4.12 zeigt ein korrigiertes Raster und die Wirkung
auf der Kugeloberfla¨che.
Mit diesem Ansatz lassen sich dichte unbeschra¨nkte Rotationsfolgen aufbauen, in-
dem zuna¨chst die entsprechende dreidimensionale van-der-Corput-Punktfolge erzeugt
126 KAPITEL 4. ZIEL UND UMSETZUNG DER AUFNAHMEPLANUNG
wird. Die ersten beiden Koordinaten jedes Elements der 3D-Punktfolge definieren da-
bei sechs Punkte auf den quadratischen Wu¨rfelfla¨chen, aus denen sich durch die in
Gleichung 4.36 und Normalisierung die Drehachsen der entsprechenden Quaternio-
nen berechnen lassen. Die dritte Koordinate jedes Elements der 3D-Punktfolge defi-
niert fu¨r diese sechs Quaternionen jeweils den Drehwinkel. Im Mittel ergibt sich ein
Verha¨ltnis von ungefa¨hr 1 : 4.34 zwischen der Winkelauflo¨sung des Real- und des
Imagina¨rteils des Quaternions in der Rotationsfolge.
Fu¨r Systeme mit gro¨ßerem Meßabstand kann dieses Verha¨ltnis der Winkelauflo¨sun-
gen stufenweise angepaßt werden, indem die Wu¨rfelfla¨chen in n× n Teilquadrate zer-
legt werden, so daß jedes Element der 3D-Punktfolge 6n2 Quaternionen erzeugt. Ab-
bildung 4.13 visualisiert die so erzeugte Rotationsfolge in Analogie zur Visualisierung
Abbildung 4.13: Deterministische Abtastung von SO(3) durch eine unbeschra¨nkte dichte
Rotationsfolge basierend auf der van-der-Corput-Punktfolge. Dargestellt ist ein tangentia-
ler Geradenabschnitt auf einer Kugel um den Ursprung, welcher durch die jeweils 3078
erzeugten Rotationen transformiert wurde (vergleichbar der Darstellung in Abb. 4.11).
der Zufallsrotationsfolgen in Abbildung 4.11. Die Rotationsfolge erreicht stets nach
6n2 · 8i Elementen minimale Dispersionswerte im Verha¨ltnis zur Anzahl der Elemente.
Im Rahmen der vorliegenden Arbeit wird die auf Basis der van-der-Corput-Punkt-
folge definierte Rotationsfolge zur Erzeugung der extrinsischen Rotationsparameter
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bei der numerischen Bestimmung des globalen Maximums der Zielfunktion eingesetzt.
Auch hier kann die erzeugte Rotationsfolge an beliebiger Stelle nach Ablauf eines
vorgegebenen Zeitrahmens abgebrochen werden. Dabei ist jederzeit eine dichte und
gleichma¨ßige Abtastung des Raums der 3D-Rotationen SO(3) garantiert.
4.7 Abbruchkriterium des Gesamtverfahrens
Die Wahl des Abbruchkriteriums ist entscheidend fu¨r die Qualita¨t iterativer Verfahren.
Erfolgt der Abbruch zu fru¨h, so wird eine suboptimale Lo¨sung geliefert, erfolgt er zu
spa¨t, so wa¨chst die Gro¨ße des entstehenden Bildverbundes, ohne zusa¨tzliche Infor-
mationen zu liefern, und erschwert so die Weiterverarbeitung.
Es werden zwei Arten von Abbruchkriterien kombiniert, von denen der erste die
Konvergenz des Verfahrens betrifft. Das Konvergenzkriterium ist der Absolutwert des
pra¨dizierten Qualita¨tsgewinns der optimierten na¨chsten Aufnahmekonfiguration. Sinkt
dieser unter einen Schwellwert, so wird das Gesamtverfahren beendet. Das zweite
Kriterium betrifft Aufnahmekonfigurationen, bei denen der erwartete Qualita¨tsgewinn
nicht eintritt, weil beispielsweise eine unkooperative Oberfla¨che eingesehen wird, zu
der keine Meßdaten erhoben werden ko¨nnen. Hier ist eine manuelle Verbesserung der
Vermeßbarkeit der betreffenden Oberfla¨che no¨tig. Alternativ kann der betreffende Be-
reich von der weiteren Optimierung ausgeschlossen werden, indem den betreffenden
Grenzfla¨chen manuell die Zielqualita¨t als Oberfla¨chenattribut zugewiesen wird.
Aufgrund dieser ¨Uberlegung kann fu¨r den Fall unkooperativer Oberfla¨chen als Ab-
bruchkriterium die erreichte Qualita¨tssteigerung durch die durchgefu¨hrte Aufnahme
herangezogen werden. Durch Auffinden des Minimums der in Gleichung 4.20 definier-
ten Zielfunktion G kann mit
uk+1 = min
u
G(u, ik) + ∆uk+1 (4.37)
die geplante und mit der Abweichung ∆uk+1 tatsa¨chlich ausgefu¨hrte Aktion uk+1 be-
stimmt werden. Analog zu der in Gleichung 4.16 definierten Funktion βk+1, die auf Ba-
sis des Informationsstanded in Iteration k prospektiv die erwartete Qualita¨t beschreibt,
wird hier eine Funktion
β¯k−1 : IR
3 × U × Ik (4.38)
definiert, die retrospektiv auf Basis des Informationsstandes ik ∈ Ik der aktuellen
Iteration k einem Punkt p ∈ Sk ⊂ IR3 den Qualita¨tswert β¯k−1(p, u, ik) zuweist, der vor
Integration der im Rahmen von Aktion u akquirierten Aufnahme vorlag.
Mit Hilfe dieser Funktion la¨ßt sich eine Testgro¨ße t berechnen, indem die Qualita¨ts-
steigerung u¨ber dem Teil der Oberfla¨che integriert wird, der bei der durchgefu¨hrten
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wsichtbar(p, uk, ik) ·min{βmax(p), β¯k−1(p, u, ik)} dS
∫∫
p∈Sk
wsichtbar(p, uk, ik) ·min{βmax(p), β˜k(p, ik)} dS
(4.39)
ausdru¨cken. Trifft nach Integration der Aufnahme zur Aktion uk+1 das Abbruchkriterium
tk+1 > tSchwellwert zu, so terminiert das Verfahren, da aufgrund der nahezu unvera¨nder-
ten Datensituation auch in weiteren Iterationen keine Verbesserung erreicht werden
kann.
4.8 Zusammenfassung eigener Ergebnisse
In diesem Kapitel wurde zuna¨chst das Problem der Aufnahmeplanung formal spezifi-
ziert und auf die in der Planungstheorie etablierten Begriffe von Umgebung, Zustand
beziehungsweise Informationsstand und Aktion zuru¨ckgefu¨hrt. Dabei wurde besonders
auf die Struktur des Aktionsraums eingegangen, da dieser den schwierig zu handha-
benden Raum der 3D-Rotationen als Teilraum entha¨lt.
Einer der beiden Kernpunkte des Kapitels ist die vorgeschlagene Zielfunktion, die
auf Basis der im vorangegangenen Kapitel 3 definierten Grenzfla¨che des eingesehe-
nen Volumens jeder Aufnahmekonfigurationen eine Bewertung zuordnet. ¨Uber die aus
der Literatur bekannten Strategien hinaus beru¨cksichtigt die in der vorliegenden Arbeit
vorgeschlagene Zielfunktion auch den Aufwand der zusa¨tzlichen Aufnahme (im Sin-
ne einer
”
Kosten-Nutzen-Rechnung“) sowie die bereits erreichte und die gewu¨nschte
Qualita¨t der Oberfla¨chenvermessung.
Der zweite Kernpunkt des Kapitels ist die effiziente Berechnung der Zielfunktion.
Hier wurden neuartige Verfahren vorgeschlagen, mit denen die Zielfunktion in der
wa¨hlbaren Genauigkeit eines Bildrasters berechnet werden kann. Dazu wurden die
wesentlichen Teilschritte der Berechnung systematisch auf computergraphische Basis-
funktionen zuru¨ckgefu¨hrt, die sich mit Hilfe spezialisierter Graphik-Hardware beschleu-
nigt berechnen lassen. Wegen der zentralen Bedeutung der Sichtbarkeitsrechnung
wird dabei zwischen unifokalen Sensoren, die nur einen Beobachtungspunkt nutzen,
und triangulationsbasierten Sensoren mit zwei Beobachtungspunkten unterschieden.
Letztere erfordern Verfahren der Schattenrechnung, fu¨r die ein neuartiges Verfahren
zur computergraphischen Modellierung des Sensor-Verhaltens vorgeschlagen wurde.
Einen weiteren Beitrag bildet die Organisation der globalen Optimierung der Ziel-
funktion. Hier wurde ein Verfahren vorgeschlagen, das unter Beru¨cksichtigung des ab-
zutastenden Raums der 3D-Rotationen (SO(3)) eine Evaluationsreihenfolge nutzt, die
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jederzeit abgebrochen werden kann und dennoch eine gleichma¨ßige Abtasttastung
des Parameterraums garantiert.
Das Abbruchkriterium bildet schließlich die letzte Voraussetzung zum automatischen
Ablauf des vorgeschlagenen Gesamtverfahrens.




Die vorliegende Implementierung der in den Kapiteln 3 und 4 vorgeschlagenen Ver-
fahren wirft die Frage auf, wie diese bewertet und mit anderen Verfahren auf objektive
Weise verglichen werden kann. Die Antwort ergibt sich zum einen aus der Pru¨fung
der generellen Funktionsfa¨higkeit des Verfahrens: Wird die Vermessung eines unbe-
kannten Objekts oder einer unbekannten Umgebung tatsa¨chlich so geplant, daß der
zyklische Gesamtablauf der Bildakquisition und -integration sto¨rungsfrei ablaufen kann
und im Ergebnis zu einem brauchbaren Modell fu¨hrt? Zum anderen mu¨ssen die Fragen
nach der Ergebnisqualita¨t, nach dem Resourcenverbrauch und nach der Planungsef-
fizienz durch geeignete Maßzahlen beantwortet werden, die im folgenden Abschnitt
vorgeschlagen werden. Beispiele eigener Ergebnisse werden in Abschnitt 5.3 vorge-
stellt.
5.2 Evaluationskriterien
5.2.1 ¨Uberblick eigener Vorschla¨ge
Die Planung der Bildakquisition verfolgt verschiedene, teilweise konkurrierende Ziele.
Daher ist es nicht sinnvoll, ein einziges Kriterium zur Bewertung der geplanten Auf-
nahmesequenz heranzuziehen. Beispielsweise ist es fu¨r die Planung vorteilhaft, zu
einem mo¨glichst fru¨hen Zeitpunkt Aufschluß u¨ber die ungefa¨hre Objekt- beziehungs-
weise Umgebungsgeometrie zu erhalten, da auf diese Weise gro¨ßere Freiheit bei der
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Auswahl der optimalen Beobachtungspunkte unter Ausschluß von Kollisionen und Ei-
genverdeckungen gegeben ist. Dieses Ziel steht aber der angestrebten Erfassung der
Oberfla¨chen mit einer vorgegebenen Abtastdichte zuna¨chst entgegen.
Aus den in Abschnitt 4.1 formulierten Zielen der Aufnahmeplanung ko¨nnen zuna¨chst
die vier folgenden Kriterien abgeleitet werden, die die Qualita¨t der Planung kennzeich-
nen:
1. Der Volumenanteil, der vom Meßsystem eingesehen und als leer identifiziert
werden konnte, relativ zum gesamten Leervolumen. Die Maximierung dieses
Wertes erleichtert insbesondere bei der Erfassung der Umgebung mit mobilen
Robotern die Planung, da er mit der Bewegungsfreiheit des Aufnahmesystems
korreliert.
2. Der Anteil der mit einer gegebenen Mindestzuverla¨ssigkeit vermessenen Ob-
jektoberfla¨che relativ zur gesamten Objektoberfla¨che.
3. Die erreichte Abtastdichte an jedem Punkt der Oberfla¨che und, damit verwandt,
die Qualita¨t der jeweiligen Meßpunkte.
4. Das Datenvolumen und der Resourcenverbrauch, also insbesondere die An-
zahl der Akquisitionsschritte, die Anzahl der Meßpunkte (sofern variabel) und
(mit Einschra¨nkungen bei der Vergleichbarkeit) der Zeitaufwand.
Da das vierte Kriterium ein Kostenkriterium ist, liegt es nahe, die u¨brigen Kriterien
als erreichten Gewinn im Vergleich zum Aufwand darzustellen. Die Evaluierung der in
der vorliegenden Arbeit gezeigten Ergebnisse konzentriert sich auf die ersten beiden
Kriterien. Die vorgeschlagenen Kriterien und ihre Berechnung werden in den folgenden
Abschnitten beschrieben.
Die Anwendung der Kriterien erfordert bekannte Referenzwerte, insbesondere eine
exakte und vollsta¨ndige Beschreibung der zu rekonstruierenden Oberfla¨chen. In Versu-
chen mit ku¨nstlichen Oberfla¨chenmodellen ist dies einfach zu erreichen. In der vorlie-
genden Arbeit wurde ein Akquisitions-Simulator eingesetzt, der die geplanten Tiefen-
bild-Aufnahmen aus einem Dreiecksnetz-Modell erzeugt. Reale Szenen sind jedoch
oftmals nicht mit vertretbarem Aufwand vollsta¨ndig zu erfassen. Ersatzweise wird in
diesem Fall der am Ende des Rekonstruktionsprozesses generierte Datensatz als Re-
ferenz zur Evaluierung des Planungsverlaufs eingesetzt.
5.2.2 Volumetrisches Kriterium
Die volumetrische Betrachtung der Rekonstruktionssituation wa¨hrend des Ablaufs der
Planung gru¨ndet sich auf die bereits in Kapitel 3 thematisierte Erkenntnis, daß sich
zwischen einem auf der Oberfla¨che erfaßten Meßpunkt und der zugeho¨rigen Beob-
achtungsposition kein verdeckendes Hindernis befinden kann. Dieser Zusammenhang
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ist nicht nur fu¨r die konsistente Definition der teilvermessenen Objektoberfla¨che nu¨tz-
lich, sondern impliziert auch direkt den fu¨r die Planung verfu¨gbaren Bewegungsraum
des Robotersystems, in welchem Kollisionen sicher ausgeschlossen werden ko¨nnen.
Die Implementierung dieses Kriteriums basiert auf der Diskretisierung des betrach-
teten Raums mit Hilfe eines Voxel-Grids, in welchem fu¨r jeden Voxel die Sichtbarkeit
bezu¨glich der evaluierten Menge der Einzelaufnahmen bestimmt wird. Sichtbar ist ein
Voxel entsprechend Gleichungen 3.3 und 3.4 dann, wenn er in eines der Bilder proji-
ziert zwischen der im Bild repra¨sentierten Oberfla¨che und der Beobachtungsposition
zu liegen kommt. Als Maßzahl wird daraus der Volumenanteil abgeleitet, der zu einem
evaluierten Zeitpunkt innerhalb des Planungsablaufs als leer klassifiziert werden kann.
Neben dem relativen Freiraum bei der Planung der Roboterbewegung erlaubt das
volumetrische Kriterium auch eine Aussage u¨ber die noch nicht aufgelo¨sten void-
Volumen. Die Planung wird rechnerisch erheblich vereinfacht, wenn statt der unver-
messenen Grenzfla¨che eines noch nicht eingesehenen Teilvolumens eine beliebig
schlecht vermessene Oberfla¨che beru¨cksichtigt werden kann, da auf diese Weise eine
verla¨ßliche quantitative Aussage u¨ber den Gewinn einer Bildakquisition des betroffe-
nen Oberfla¨chenbereichs in die Planung einbezogen werden kann.
Fu¨r die externe Rekonstruktion von Gegensta¨nden ist das volumetrische Kriterium
nicht geeignet, da es im Unterschied zur internen Rekonstruktion von Innenra¨umen
keine durch die Meßaufgabe vorgegebene Grenze des zu betrachtenden Volumens
gibt. In der Praxis wird der zu betrachtende Bereich in Abha¨ngigkeit von der a priori
verfu¨gbaren Kenntnis u¨ber die Objektgro¨ße mo¨glichst klein gewa¨hlt. Dabei hat bei-
spielsweise der Arbeitsabstand des Meßsystems zur Objektoberfla¨che Einfluß auf die
einzuhaltenden Sicherheitsabsta¨nde und damit auf die Gro¨ße des Volumens, das fu¨r
eine sichere Vermessung als leer bekannt sein muß.
5.2.3 Abtastdichte
Alle im Rahmen der vorliegenden Arbeit angewendeten 3D-Meßsysteme liefern die
gemessenen Datenpunkte in einem 2D-Bildraster, welches die Messung der erreich-
ten Abtastdichte auf einfache Weise ermo¨glicht. Bevor diese beschrieben wird, soll
jedoch zuna¨chst auf den allgemeinen Fall eingegangen werden, in dem das 3D-Meß-
system lediglich eine unstrukturierte Punktwolke als Ergebnis liefert. Die vorgeschla-
gene Lo¨sung fu¨r diese Datensituation zeigt die prinzipielle Vergleichbarkeit der Evalua-
tionsergebnisse mit anderen Verfahren zur Aufnahmeplanung, die nicht auf bildartigen
Strukturen aufsetzen.
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5.2.3.1 Unstrukturierte Punktwolken
Eine in einer unstrukturierten Punktwolke enthaltene Einzelmessung bezieht sich auf
ein unendlich kleines Fla¨chenstu¨ck. Daher muß zuna¨chst eine geeignete Methode ge-
funden werden, um die Dichte dieser Einzelmessungen auf der rekonstruierten Ober-
fla¨che abzuscha¨tzen. Hierzu ko¨nnen etablierte Methoden der Statistik herangezogen
werden, wie sie zum Beispiel Silverman [100] beschreibt. Die u¨bliche Vorgehensweise
ersetzt die nativ vorliegenden δ-Funktionen (eine endliche Menge Information, na¨mlich
eine Messung, auf unendlich kleiner Fla¨che, dem 3D-Punkt) durch glatte kernel-Funk-
tionen k : IR → IR, die jedem Oberfla¨chenpunkt x in Abha¨ngigkeit vom Abstand zum
Meßpunkt einen durch diesen verursachten Dichtebeitrag k(|x−xi|) zuordnen. Dabei
ist das Integral der kernel-Funktion 1. Die lokale Dichte kann auf diese Weise an jedem
Punkt der rekonstruierten Oberfla¨che durch Summation der Dichtebeitra¨ge gescha¨tzt
werden (Abbildung 5.1).










Abbildung 5.1: Dichteabscha¨tzung mit einzelnen kernel-Funktionen (links) und Dich-
teabscha¨tzung unter Verwendung von schmalbandigen kerneln.
Der entscheidende Aspekt dieser Abscha¨tzung ist die Wahl der Bandbreite des ker-
nels, die in der Literatur als wesentlich wichtiger eingescha¨tzt wird als die Wahl der ker-
nel-Funktion selbst [100]. Dabei ist eine datenunabha¨ngige Wahl der Bandbreite sinn-
voll, damit unvermessenen Bereichen der rekonstruierten Oberfla¨che auch tatsa¨chlich
die Abtastdichte 0 zugeordnet wird. Gleichzeitig ist durch die vorgegebene gewu¨nsch-
te Abtastdichte eine sinnvolle Maßzahl verfu¨gbar, aus der die Bandbreite abgeleitet
werden kann. Aus implementierungstechnischer Sicht ist es daru¨berhinaus sinnvoll,
die Bandbreite so klein zu wa¨hlen, daß die euklidische 3D-Distanz als Distanz-Metrik
verwendet werden kann.
Durch die Beru¨cksichtigung aller Meßpunkte innerhalb der Einflußregion der kernel-
Funktion ist das Verfahren rechnerisch aufwa¨ndig und sollte lediglich als Notlo¨sung
eingesetzt werden, wenn die urspru¨ngliche Rasterung der Meßdaten nicht mehr rekon-
struiert werden kann. Eine mo¨gliche Vereinfachung ergibt sich, wenn die Meßpunkt-
dichte abschnittsweise auf der Oberfla¨che ermittelt wird. Dies ist zum Beispiel durch
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Projektion der Meßpunkte auf ein Dreiecksnetz einfach mo¨glich, indem die Dreiecks-
vermaschung als Abschnittsaufteilung gewa¨hlt wird. Fu¨r die weitergehende Analyse
zum Beispiel mit Schwellwerten ist allerdings ein sinnvolles Verha¨ltnis von Meßpunk-
ten pro Abschnitt eine wichtige Grundvoraussetzung. Im Rahmen der vorliegenden
Arbeit wurde das Verfahren nicht praktisch angewendet.
5.2.3.2 Tiefenbilder
Mit der in Abschnitt 3.3 eingefu¨hrten Projektionsfunktion h, die beliebige 3D-Punkte auf
das Bildraster der Tiefenbilder abbildet, kann auch die erreichte Abtastdichte gemes-
sen werden. Die Details dieser Berechnung fu¨r einzelne Punkte werden in Abschnitt
3.4.4.1 in den Gleichungen 3.25 und 3.26 beschrieben.
Der algorithmische Ablauf der Dichteberechnung aus mehreren Tiefenbildern ge-
staltet sich folgendermaßen:
1. Projiziere den Punkt p ∈ IR3 in jedes Tiefenbild i unter Verwendung der externen
Orientierung (Ri, ti) und der Projektionsfunktion h.
2. Vergleiche den an der Stelle h(Ri · p + ti) gespeicherten Tiefenwert (Sichtbar-
keitspru¨fung).
3. Berechne die Abtastdichte mit Gleichung 3.26; falls h(Ri · p + ti) verdeckt oder
außerhalb der Bildgrenzen liegt, sei die Abtastdichte 0.
4. Kombiniere die mit Schritt 3 berechneten Abtastdichten entsprechend dem ein-
gesetzten Auswerteverfahren (typischerweise Summierung oder Maximumbil-
dung).
Da an dieser Stelle keine Subpixel-Genauigkeit erforderlich ist, kann die Abtastdich-
te alternativ auch durch Berechnung der Fla¨che des 2×2-patches, in das der projizier-
te Punkt fa¨llt, berechnet werden. Dies wird in den meisten Fa¨llen rechenaufwa¨ndiger
sein und ist daher vor allem dann sinnvoll, wenn die Projektionsfunktion und ihre parti-
ellen Ableitungen nicht bekannt sind, so daß man sich zum Beispiel mit Suchverfahren
behelfen muß.
5.3 Ergebnisse und Diskussion
5.3.1 Interne Rekonstruktion
Die praktische Einsatzfa¨higkeit des Verfahren fu¨r Innenra¨ume wird anhand zweier kom-
plexer Beispielszenen demonstriert. Die erste Beispielszene ist das in Abbildung 5.2
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Abbildung 5.2: Gerenderte Ansicht der ku¨nstlichen Testszene unter Ausblendung ru¨ck-
wa¨rts eingesehener Oberfla¨chen (backface culling).
gezeigte ku¨nstliches Modell von 20m × 7m× 5.3m, das im Zusammenspiel mit einem
Bildakquisitions-Simulator eingesetzt wurde. Diese Vorgehensweise hat den Vorteil ei-
nes geringen Resourcenverbrauchs, da das Verfahren unu¨berwacht ablaufen kann.
Gleichzeitig ko¨nnen alle relevanten Eigenschaften eines realen mobilen Akquisitions-
systems (Bildgeometrie, Rauschen, Meßbereich) nachgebildet werden. Die zweite Bei-
spielszene ist eine reale typische Labor-Umgebung von 10m × 6m × 4.3m. Diese fu¨r
die Beurteilung des Verfahrens wichtige Situation kann nur an einem einzigen Bei-
spiel gezeigt werden, da der hohe Aufwand1 einer Wiederholung entgegensteht. Der
wesentliche Unterschied zwischen der ku¨nstlichen und der realen Szene besteht in
dem sehr viel ho¨heren Detailreichtum, vor allem durch Kabel und herumliegende Ge-
gensta¨nde.
5.3.1.1 Ku¨nstliche Testszene
Die ku¨nstliche Testszene wurde im Rahmen der vorliegenden Arbeit eigens modelliert
und entha¨lt eine Reihe herausfordernder Details: in einer Struktur von zwei durch einen
Korridor verbundenen Ra¨umen befinden sich vier Sa¨ulen, zwei halbhohe Wa¨nde so-
wie je zwei arbeitstischartige Geometrien, die Tischplatten auf Schubladenelementen
beziehungsweise auf Tischbeinen mit daraufstehenden Bildschirmen nachbilden. Um
auch das Verhalten des Verfahrens an gro¨ßeren nichtplanaren Fla¨chen zu simulieren
entha¨lt die Szene daru¨berhinaus eine halbkugelfo¨rmige Kuppel. Im Ergebnis fu¨hrt die
Anordnung der modellierten Teilgeometrien dazu, daß aus nahezu jedem Blickpunkt
1Es handelt sich um eine mehrstu¨ndige Messung außerhalb der normalen Arbeitszeiten, da der
Raum wa¨hrend der Messung wegen des zur Lichtlaufzeitmessung eingesetzten Lasers nicht betreten
werden darf. Zusa¨tzlich ist aufwa¨ndige Vorbereitung erforderlich, da alle spiegelnden und transparenten
Fla¨chen (Bildschirme, Fenster) sinnvollerweise vorher abgeklebt werden mu¨ssen.


























Abbildung 5.3: Zeichnung zur ku¨nstlichen Testszene in Seitenansicht (links) und Drauf-
sicht (rechts).
eine große Zahl von Eigenverdeckungen auftritt. Gleichzeitig sind einige der Struktu-
ren im Durchmesser in der Gro¨ße der Sensorauflo¨sung (5 cm dicke
”
Tischbeine“) aus-
gefu¨hrt, und die Szene entha¨lt einige
”
Lo¨cher“, die unvermessbare Teilbereiche simu-
lieren. Auf diese Weise werden auch Meßfehler und Meßpunktausfa¨lle in die Pra¨diktion
eingetragen, mit denen die Robustheit des Verfahrens untersucht werden kann.
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Abbildung 5.4: Ergebnisse fu¨r die ku¨nstliche Szene: Prozentsatz des eingesehenen Vo-
lumens (links) und Prozentsatz der Oberfla¨che, der mit einer Abtastdichte von ≥0, ≥25%,
≥50%, ≥75% und ≥100% der gewu¨nschten Abtastdichte repra¨sentiert ist (rechts, von
oben nach unten).
Die simulierte Bildgeometrie und die Nebenbedingungen entsprechen denen des
realen Akquisitionsgera¨ts (na¨herungsweise polare Bildgeometrie):
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Blickfeld horizontal 38◦ – 278◦
vertikal 30◦ – 60◦
Winkelauflo¨sung bis zu 0.1◦ / Pixel
gewu¨nschte Abtastdichte 1600 Punkte / m2
Dabei wird ein Abstand von wenigstens 60 cm zur na¨chsten Oberfla¨che vorausge-
setzt, um das Akquisitionsgera¨t platzieren zu ko¨nnen.
Abbildung 5.4 zeigt die vorgeschlagenen Bewertungskriterien fu¨r eine Sequenz von
20 Aufnahmen. Wa¨hrend der Anteil des eingesehenen Volumens bereits in Iteration 12
99% des Gesamtvolumens erreicht, sind zum Erreichen der gewu¨nschten Abtastdichte
erheblich mehr Iterationen erforderlich: obwohl 95% der Oberfla¨che in einer der 20 Auf-
nahmen erfaßt werden geschieht dies nur fu¨r 37.4% mit der gewu¨nschten Abtastdich-
te. Dies ist im Wesentlichen auf die komplizierte Szenengeometrie zuru¨ckzufu¨hren,
die eine große Zahl von Einzelaufnahmen aus kleinem Abstand zur Oberfla¨che er-
fordert. Das vorgeschlagene Verfahren zielt jedoch vorrangig auf die Auflo¨sung noch
nicht eingesehener Volumina ab. Dies wird in der Testszene auch tatsa¨chlich erreicht;
die verbliebenen 5% der Oberfla¨che, die in keiner der Aufnahmen repra¨sentiert sind,
liegen im Wesenlichen auf der Unterseite der Tischplatten und a¨hnlichen Bereichen,
die wegen der Einschra¨nkungen der Akquisitionspositionen auf den Arbeitsbereich der
Aufnahmeplattform unvermessbar sind.
5.3.1.2 Labor-Testszene
Die zweite Testszene ist eine typische Labor-Umgebung, die als Beispiel komplizierter,
praxisrelevanter Szenen dient. Die Geometrie ist im Ergebnisbild in Abbildung 5.6 gut
zu erkennen; sie entha¨lt zwei verschiedene Deckenho¨hen und eine verha¨ltnisma¨ßig
schmale Nische. Etwa in der Mitte des Raums wurde die Situation durch einen stirn-
seitig am Arbeitstisch anschließenden Schrank ku¨nstlich verkompliziert. Neben diver-
sen Stu¨hlen, Tischen, Regalen und Rechnern (mit Anschlußkabeln) liefert ein von
der Decke ha¨ngendes Trackingsystem aus 15 mm dicken Metallrohren interessante
Details, die mit der gewu¨nschten Abtastdichte nicht zuverla¨ssig rekonstruiert werden
ko¨nnen. Die technischen Parameter der Vermessung sind bis auf die gewu¨nschte und
die hardware-seitig mo¨gliche Auflo¨sung identisch zur im vorigen Abschnitt beschriebe-
nen Situation:
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Blickfeld horizontal 38◦ – 278◦
vertikal 30◦ – 60◦
Winkelauflo¨sung bis zu 0.5◦ / Pixel
gewu¨nschte Abtastdichte 625 Punkte / m2
Abbildung 5.5 zeigt die vorgeschlagenen Evaluationskriterien der ersten 10 Aufnah-
men. Wa¨hrend das rekonstruierte Volumen noch einige wichtige Verdeckungen ver-
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Abbildung 5.5: Ergebnisse fu¨r die reale Labor-Szene: Prozentsatz des eingesehenen Vo-
lumens (links) und Prozentsatz der Oberfla¨che, der mit einer Abtastdichte von ≥0, ≥25%,
≥50%, ≥75% und ≥100% der gewu¨nschten Abtastdichte repra¨sentiert ist (rechts, von
oben nach unten). Alle Werte beziehen sich auf den finalen Zustand nach 10 Aufnahmen.
missen la¨ßt, liefert das Verfahren auf mehr als 70% der rekonstruierten Oberfla¨che
eine hinreichende Abtastdichte. Dies zeigt die Effizient des Verfahrens im Fall einer li-
mitierten Anzahl von Gesamtaufnahmen, die hier wegen der zur Verfu¨gung stehenden
Meßzeit die wesentliche Einschra¨nkung bildete. Die Problematik einer nicht registrier-
baren Einzelaufnahme trat weder wa¨hrend des hier beschriebenen Experiments noch
wa¨hrend vorangegangener, hier nicht im Detail beschriebener Testla¨ufe auf. Ebenso
konnten die oben beschriebenen Details, die mit der gewu¨nschten Abtastdichte nicht
vermessbar sind, durch Bildfilterung erfolgreich entfernt werden, so daß sie den Pla-
nungsablauf nicht sto¨rten.
Abbildung 5.6 zeigt omnidirektional die sichtbare Oberfla¨che des eingesehenen Vo-
lumens fu¨r die geplante sechste Aufnahmeposition zusammen mit der Randlinie des
geplanten Sichtfeldes und der nachfolgend tatsa¨chlich akquirierten sechsten Aufnah-
me. In Abbildung 5.7 ist das rekonstruierte Ergebnis in mehreren computergraphich
generierten Ansichten zu sehen.
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Abbildung 5.6: Gerenderte Darstellung der Oberfla¨che des eingesehenen Volumens auf
den Fla¨chen des view cubes mit der Randlinie des Sichtfeldes (rote Linie) (oben), sowie
das Intensita¨tsbild der korrespondierenden Aufnahme (unten).
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Abbildung 5.7: Zwei Ansichten des Rekonstruktionsergebnisses einer Labor-Umgebung
nach 10 automatisch geplanten Aufnahmen. Die Grauwert-Textur wurde dabei aus den
Intensita¨tsbildern gewonnen, die der verwendete Lichtlaufzeitsensor liefert.
142 KAPITEL 5. BEWERTUNG UND ERGEBNISSE
5.3.2 Externe Rekonstruktion
Die praktische Anwendung des vorgeschlagenen Verfahrens fu¨r extern vermessene
Objekte zeigt einige grundsa¨tzliche Unterschiede zur internen Vermessung von In-
nenra¨umen. Wa¨hrend 3D-Meßsysteme, die auf Aufgaben der Geba¨udevermessung
spezialisiert sind, oftmals ein 360◦-Blickfeld aufweisen und daher bereits mit der er-
sten Aufnahme eine weitgehende ¨Ubersicht u¨ber die vorliegende Geometrie der Sze-
ne genutzt werden kann, ist dies bei der externen Vermessung erst nach vielen Ein-
zelaufnahmen mo¨glich. Diesem Unterschied wird in der Praxis Rechnung getragen, in-
dem zuna¨chst eine ungeplante, automatisierte Sequenz von Aufnahmen mit konstan-
ten Rotations-Schritten auf dem in das genutzte Roboter-System integrierten Dreh-
teller akquiriert wird. Erst danach werden die verbliebenen Lu¨cken der Oberfla¨chen-
Erfassung durch mit dem vorgeschlagenen Verfahren geplante Aufnahmen geschlos-
sen und die gewu¨nschte Abtastdichte sichergestellt.
Eine weiterer wichtiger Unterschied zwischen intern vermessenen Ra¨umen und ex-
tern vermessenen Objekten ist die zuna¨chst nicht einsehbare Standfla¨che. Wa¨hrend
das mobile Akquisitionssystem zur Vermessung von Innenra¨umen sich innerhalb des
vermessenen Objekts weitgehend frei bewegen kann, ist eine kontrollierte Lagea¨nde-
rung des auf dem Drehteller plazierten Objekts nicht mo¨glich, sondern muß manuell
ausgefu¨hrt werden. Dabei geht im Allgemeinen die bekannte relative Orientierung des
manuelle Erfassung der Standfläche
geplante Aufnahmeserie
Automatische Drehteller−Sequenz
Abbildung 5.8: Ablauf der automatisierten Vermessung von Objekten.
Objekts zum Koordinatensystem des Meßsystems verloren, so daß fu¨r die nachfolgen-
den Aufnahmen keine Na¨herungslo¨sung zur Integration in den Gesamtbildverbund zur
Verfu¨gung steht. Im nachfolgend beschriebenen Experiment wurden daher vier zusa¨tz-
liche Aufnahmen manuell definiert und durch benutzerdefinierte Punktkorresponden-
zen mit einer Na¨herungslo¨sung der relativen Orientierung versehen, so daß abschlie-
ßend auch Aufnahmen der Standfla¨che in den Bildverbund integriert werden konnten.
Der Gesamtablauf der Vorgehensweise ist in Abbildung 5.8 dargestellt.
Das verwendete Beispielobjekt aus dem Automobil-Bereich repra¨sentiert einen typi-
schen Fall der Einzelstu¨ckvermessung, der in der Praxis ha¨ufig auftritt. Es handelt sich
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um ein bereits repariertes Originalteil eines historischen Rennwagens, fu¨r das keine
Konstruktionsdaten mehr verfu¨gbar sind. Diese Konstruktionsdaten sollen nun auf Ba-
sis der erfaßten Meßdaten durch reverse engineering gewonnen und zur Fertigung
eines Ersatzteils verwendet werden.
Die Vermessung wurde mit den folgenden technischen Parametern durchgefu¨hrt:





Kameraauflo¨sung 1024× 768 Pixel
gewu¨nschte Abtastdichte 15 Punkte / mm2
Die gewu¨nschte Abtastdichte tra¨gt dabei dem Rekonstruktionsverfahren Rechnung,
welches die redundante Information in mehrfach vermessenen Bereichen nutzt, um
durch gewichtete Mittelwertbildung eine Erho¨hung der Datenqualita¨t und eine Elimi-
nierung von Meßfehlern zu erreichen. Die native Auflo¨sung der Kamera fu¨hrt in der
Mitte des kalibrierten Volumens zu einer Abtastdichte von nur bis zu 7 Punkten pro
Quadratmillimeter.
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Abbildung 5.9: Ergebnisse fu¨r das Automobil-Werkstu¨ck: Prozentsatz der Oberfla¨che,
der mit einer Abtastdichte von ≥0, ≥25%, ≥50%, ≥75% und ≥100% der gewu¨nschten
Abtastdichte repra¨sentiert ist (von oben nach unten). Alle Werte beziehen sich auf den
finalen Zustand nach 25 Aufnahmen, in dem verbliebene Lu¨cken des Modells erga¨nzt
wurden. Die roten Linien markieren den ¨Ubergang der in Abbildung 5.8 unterschiedenen
Abschnitte der Vermessung.
Abbildung 5.9 zeigt das vorgeschlagene Evaluationskriterium
”
Abtastdichte“. Aus
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den Daten ist zu erkennen, daß zuna¨chst auch ohne gezielte Planung der Aufnah-
men ein guter, 80% der Oberfla¨che umfassender ¨Uberblick u¨ber die Objektgeometrie
gewonnen werden kann. Die Vermessung des verbleibenden Fla¨chenanteils gestaltet
sich za¨h, aber der Anteil der Oberfla¨che, der mit der gewu¨nschten Abtastdichte ver-
messen werden konnte, wird von 35% auf 75% gesteigert. Zu Beginn des geplanten
Abschnitts tritt dabei das Problem auf, das zuna¨chst noch nicht eingesehene Volumi-
na als mo¨glicherweise opak klassifiziert werden und so die Planung erschweren. In
schlecht einsehbaren Bereichen ko¨nnen diese Volumina im Verlauf der Messung nicht
aufgelo¨st werden, wie in Abbildung 5.10 zu sehen.
Abbildung 5.10: Ansicht der Objektrepra¨sentation am Ende der Planung. Der zylin-
derfo¨rmige Hohlraum konnte nicht als leer erkannt werden.
Zuku¨nftige Arbeiten mu¨ssen an dieser Stelle zeigen, inwieweit mit nur einer Kame-
ra entschieden werden kann, ob ein gegebenes Volumen in Bohrungen oder gro¨ßeren
zylinderfo¨rmigen Hohlra¨umen eingesehen wird. Als Ansatz kann dabei eine Durchlicht-
Lo¨sung dienen, wie sie in Abschnitt 3.5.2.2 skizziert wurde. In vielen Fa¨llen typischer
Industrie-Objekte wird jedoch nur die Einbeziehung von Benutzerwissen u¨ber die Ob-
jektgeometrie helfen, die interaktiv geschehen mu¨ßte.
Abbildung 5.12 zeigt die Sequenz der aufgenommenen Tiefenbilder. Die Oberfla¨che
des Objekts konnte zu 95.6% erfaßt werden, dabei wird allerdings von einigen nicht
einsehbaren Hohlra¨umen abgesehen. Zur Vereinfachung der weiteren Verarbeitung
wird das Dreiecksnetz an unvermessenen Stellen initial durch die Grenzfla¨che des ein-
gesehenen Volumens erga¨nzt; daraus werden lokal Minimalfla¨chen zum Schließen der
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Abbildung 5.11: Planungsergebnis am Ende der Aufnahmesequenz nach Freigabe
der durch den Arbeitsbereich gegebenen Nebenbedingungen: die Standfla¨che wird als
na¨chste Ansicht vorgeschlagen.
Lu¨cken abgeleitet, so daß im Ergebnis eine geschlossene,
”
wasserdichte“ Oberfla¨che
entsteht. Auf deren Fla¨cheninhalt beziehen sich alle Prozentangaben.
Die Abbildungen 5.13 und 5.14 zeigen das Ergebnis der Rekonstruktion. Die Ansich-
ten sollen auch zeigen, daß die verwendete Geometrie fu¨r ungeu¨btes Bedienpersonal
durchaus erhebliche Schwierigkeiten verursacht, wenn eine vorgegebene Ergebnis-
qualita¨t mit geringem Aufwand erreicht werden soll.
5.4 Zusammenfassung eigener Ergebnisse
In diesem Kapitel wurden Maßzahlen vorgeschlagen, mit deren Hilfe die Ergebnisse
einer Aufnahmesequenz quantifiziert und prinzipiell auch mit anderen Sequenzen, die
nicht notwendigerweise mit demselben Verfahren geplant worden sein mu¨sssen, ver-
glichen werden ko¨nnen. Hierzu wird Bild fu¨r Bild der Anteil des bereits eingesehenen
Volumens sowie die Qualita¨t der Oberfla¨chenerfassung bezu¨glich der gewu¨nschten
Abtastdichte angegeben.
Weiterhin wurde das in der vorliegenden Arbeit vorgeschlagene Verfahren an drei
Beispielen getestet und mit den in diesem Kapitel beschriebenen Maßzahlen evaluiert.
Hierzu wurden eine ku¨nstliche und eine reale Innenraum-Szene sowie ein komplexes
Objekt aus dem Automobil-Bereich verwendet.
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Abbildung 5.12: Ansicht aller Scans des Beispielobjekts. Die Aufnahmen 0 bis 7 wurden
mit einer ungeplanten Drehtellersequenz akquiriert, die letzten vier Aufnahmen (mit “down-
side” bezeichnet) wurden nach dem Umdrehen des Objekts halbmanuell positioniert.
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Abbildung 5.13: Schattierte Darstellung der rekonstruierten Objektgeometrie mit u¨berla-
gerten Dreieckskanten.
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Ziel der vorliegenden Arbeit war die Entwicklung eines Verfahrens zur automatisierten
Rekonstruktion von Innenra¨umen und Gegensta¨nden mit Hilfe eines 3D-Meßsystems
und einem zu dessen Positionierung eingesetzten Roboter. Ein wesentlicher Anspruch
bestand darin, diese Aufgabe auch fu¨r die in der Praxis oftmals auftretenden detail-
reichen und komplexen Geometrien zu lo¨sen, die eine substantielle Anzahl von Ein-
zelaufnahmen mit einer Vielzahl von frei wa¨hlbaren Aufnahmeparametern erfordern.
Neben einer zielgerichteten Planung stand daher die Entwicklung effizient ablaufender
Berechnungsmethoden im Vordergrund. Dazu war eine Reihe von Teilproblemen zu
lo¨sen: die Repra¨sentation der teilvermessenen Objektgeometrie, die Definition einer
Zielfunktion zur vergleichenden Bewertung von Aufnahmekonfigurationen, sowie die
Optimierung dieser Zielfunktion mit der Maßgabe, in jeder Iteration die jeweils beste
na¨chste Aufnahmekonfiguration (“next best view”) zu finden.
Der Ansatz des vorgeschlagenen Verfahrens ist eine volumetrische Betrachtung des
akquirierten Tiefenbildes, die neben den Meßdaten auf der Objektoberfla¨che auch die
bei der Akquisition verwendeten Beobachtungspunkte auswertet. Diese Betrachtungs-
weise motiviert zuna¨chst die Klassifikation der 3D-Meßverfahren nach der Anzahl der
eingesetzten Beobachtungspunkte in unifokale, multifokale und triangulationsbasier-
te Verfahren. Durch Auswertung der Position der verwendeten Beobachtungspunkte
kann der eingesehene und daher bekanntermaßen leere Teil des Raumes identifiziert
werden. Die Grenzfla¨chen dieses eingesehenen Volumens werden durch die vorge-
schlagenen Verfahren modelliert, mit qualita¨tsbezogenen Attributen versehen und in-
krementell erga¨nzt, wenn ein neu akquiriertes Bild in den Bildverbund integriert wird.
Auf dieser Repra¨sentation der teilvermessenen Objektgeometrie setzt die eigentli-
che Aufnahmeplanung auf, die auf einer Bewertungsfunktion basiert. Die Bewertungs-
funktion berechnet fu¨r eine gegebene Aufnahmekonfiguration die Qualita¨tsverbesse-
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rung der 3D-Rekonstruktion, die durch die entsprechende Aufnahme nach dem vor-
liegenden Kenntnisstand erreicht wird. Diese Aufgabe hat strukturell große ¨Ahnlichkeit
mit der computergraphischen Verarbeitungskette der 3D-Geometriedarstellung. Daher
wurden die wesentlichen Berechnungsschritte systematisch auf computergraphische
Basisfunktionen abgebildet, fu¨r die in der typischen Graphik-Hardware effiziente Im-
plementierungen vorhanden sind.
Der wichtige Aspekt der effizienten Durchfu¨hrung der Aufnahmeplanung kann mit
dieser Strategie auf einfache Weise durch eine Anpassung der Rechengenauigkeit er-
reicht werden. So wurde von einer vereinfachten Geometrie des teilvermessenen Ob-
jekts ausgegangen, und es wurden Verfahren vorgeschlagen, die diese vereinfachte
Geometrie bei der Integration zusa¨tzlicher Aufnahmen erhalten. Dieser Ansatz wur-
de fu¨r die beiden wichtigsten computergraphischen Repra¨sentationsformen, na¨mlich
Dreiecksnetze und Punktmengen, algorithmisch umgesetzt.
Weiterhin kann die Genauigkeit der Berechnung der Bewertungsfunktion im Rahmen
der computergraphischen Berechnungsunterstu¨tzung durch die Wahl einer geeigne-
ten Bildgro¨ße gesteuert werden. Zusa¨tzlich wurde fu¨r unifokale Meßsysteme gezeigt,
wie die computergraphisch erzeugten Bilder, die die Grundlage der Funktionswertbe-
rechnung bilden, bei der aufeinanderfolgenden Evaluierung von Aufnahmekonfigura-
tionen zum gleichen Beobachtungspunkt wiederverwertet werden ko¨nnen. Fu¨r trian-
gulationsbasierte Sensoren wurde ein Verfahren zur computergraphischen Modellie-
rung der Meßfeldgeometrie unter Verwendung von Verfahren der Schattenrechnung
vorgeschlagen.
Eine weitere Steuerungsmo¨glichkeit ergibt sich durch die Wahl der Abtastdichte des
Parameterraums bei der globalen Optimierung der Aufnahmekonfiguration mit Hilfe
der Bewertungsfunktion. Weil die resultierende Laufzeit aber von den zu beachtenden
Nebenbedingungen und nicht zuletzt auch von der Objektgeometrie abha¨ngt, ist die
Abtastdichte selbst nicht als Steuerungsparameter geeignet. Daher wurde eine Ab-
taststrategie vorgeschlagen, die laufzeitorientiert gesteuert werden kann, da zu jedem
Zeitpunkt im Optimierungsablauf eine gleichma¨ßige Abtastung des Parameterraums
sichergestellt wird.
Die vorgeschlagenen Verfahren wurden in zwei verschiedenen 3D-Rekonstruktions-
systemen implementiert, getestet und evaluiert. Hierzu wurden im Rahmen der vor-
liegenden Arbeit geeignete Maßzahlen vorgeschlagen, die sensorunabha¨ngig die Effi-
zienz des Planungsverfahrens evaluieren und so prinzipiell auch einen Vergleich ver-
schiedener Verfahren ermo¨glichen. Als Testfa¨lle wurden eine ku¨nstliche und eine rea-
le Innenraum-Szene sowie ein komplexes Objekt aus dem Automobil-Bereich aus-
gewa¨hlt.
Das vorgeschlagene Gesamtverfahren umfaßt einen vollsta¨ndigen Satz von Lo¨sun-
gen fu¨r die oben genannten Teilprobleme, die mit dem Detailreichtum und der Kom-
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plexita¨t der zu rekonstruierenden Geometrie skalieren und effizient berechnet werden
ko¨nnen. Im Unterschied zur verbreiteten Technik der Beschleunigung unvera¨nderter
Algorithmen durch eine sogenannte
”
GPU-Implementierung“ werden in der vorliegen-
den Arbeit strukturelle ¨Ahnlichkeiten genutzt, um wesentliche Teile der Berechnung
auf computergraphische Basisfunktionen zuru¨ckzufu¨hren. Dabei werden nicht nur eine
Verbesserung des Laufzeitverhaltens durch Ausfu¨hrung der konkreten Berechnung im
Graphik-Subsystem erreicht, sondern auch einfache Skalierungsmo¨glichkeiten durch
Geometrievereinfachung und Reduktion der verwendeten Bildauflo¨sung.
Mo¨glichkeiten der zuku¨nftigen Weiterentwicklung des vorgeschlagenen Verfahrens
liegen im bisher wenig beachteten Zusammenspiel mit dem Positioniersystem. Abha¨n-
gig von der erreichbaren Bewegungsgeschwindigkeit des Roboters kann eine Beru¨ck-
sichtigung des zuru¨ckzulegenden Weges bei der Bewertung von Aufnahmekonfigura-
tionen ein erhebliches Beschleunigungspotential freisetzen (insbesondere fu¨r mobile
Aufnahmesysteme).
Im Falle extern vermessener Gegensta¨nde ist das Problem der Vermessung der
Standfla¨che bisher ungelo¨st. Das Objekt muß manuell im Verlauf der Vermessung um-
gedreht werden, um auch die Unterseite erfassen zu ko¨nnen. Dieser Vorgang sollte
in der Planung von Anfang an beru¨cksichtigt werden, indem beispielsweise bestimm-
te Bereiche, die zuna¨chst nur suboptimal vermessen werden ko¨nnen, zuru¨ckgestellt
werden, um im zweiten Teil der Messung auf einfachere Weise erfaßt zu werden.
Ein erhebliches Vereinfachungspotential bei der Bestimmung der optimalen Aufnah-
mekonfiguration liegt in einer vorangehenden Analyse derjenigen Bereiche der Objekt-
oberfla¨che, die durch die Integration der letzten Aufnahme unvera¨ndert bleiben. Bei-
spielsweise wird sich die optimale Position fu¨r eine zusa¨tzliche Aufnahme der Ru¨cksei-
te durch die Integration einer Aufnahme der Vorderseite im Regelfall nicht a¨ndern; noch
plakativer la¨ßt sich die Situation bei der Innenraumrekonstruktion in einer Mehrraum-
Umgebung vor Augen fu¨hren. Hier wa¨re eine Segmentierung in mehrere u¨berlappende
Teilbereiche mit Zwischenspeicherung der jeweils aussichtsreichsten lokalen Aufnah-
mekonfigurationen ein vielversprechender Ansatz.
Ein weiteres fu¨r die Praxis der Serien-Digitalisierung wichtiges Thema ist die Sicher-
heit von Objekt, Meßsystem und Roboter. Hier sind geeignete Ansa¨tze zu entwickeln,
die eine unabha¨ngige und mit der geforderten Sicherheit fehlerfreie Pru¨fung einer er-
rechneten Aufnahmekonfiguration in Bezug auf mo¨gliche Kollisionen durchfu¨hren. Erst
auf diese Weise wird die unbeaufsichtigte 3D-Digitalisierung unbekannter Objekte im
Dienstleistungsalltag praktikabel.
152 KAPITEL 6. ZUSAMMENFASSUNG UND AUSBLICK
ANHANG A
Formeln
A.1 Berechnung der Sensorauflo¨sung
aus der computergraphischen Ansicht
Hier soll der rechnerische Zusammenhang zwischen dem von einem Kamerapixel ab-
gedeckten Raumwinkel und der entsprechenden Gro¨ße in einer computergraphischen
Ansicht hergeleitet werden. Zur Berechnung des Raumwinkels der Kamera wird auf
das in Abschnitt 3.4.4.1 beschriebene Kalku¨l auf Basis der Projektionsfunktion h und
ihrer Jacobi-Matrix verwiesen. Analog zur Berechnung der Abtastdichte auf der ver-
messenen Oberfla¨che kann leicht hergeleitet werden, welcher Fla¨cheninhalt dem ab-
tastenden Pixel auf der Einheitskugel um den Beobachtungspunkt zuzuordnen ist.
Fu¨r die Bestimmung der entsprechenden Gro¨ße in einer computergraphischen An-
sicht ist die inverse Projektion relevant, also die Abbildung einer Rasterposition (xw, yw)
zusammen mit dem zugeordneten z-buffer -Eintrag zw in die Koordinaten (x, y, z) der
Szenenbeschreibung. Dieser Vorgang wird durch die 4 × 4-Projektionsmatrix P und
die 1 × 4-viewport-Spezifikation (Fensterposition und -gro¨ße) v gesteuert und kann
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Unter Ausnutzung der Zwischenergebnisse ergibt sich die Jacobi-Matrix durch Diffe-




























p11 p12 p13 p14
p21 p22 p23 p24
p31 p32 p33 p34
p41 p42 p44 p44

 (A.5)
Damit sind die Voraussetzungen erfu¨llt, um jedem Pixel der graphischen Darstellung
analog zur oben beschriebenen Vorgehensweise fu¨r die Kamera einen Raumwinkel
zuzuordnen. Diese Raumwinkel ko¨nnen nun zueinander in Beziehung gesetzt werden,
so daß im Ergebnis zu jedem Pixel der graphischen Darstellung die korrespondierende
Auflo¨sung der Kamera beru¨cksichtigt werden kann.
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