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ON FAITHFULLY BALANCED MODULES,
F-COTILTING AND F-AUSLANDER ALGEBRAS
BIAO MA AND JULIA SAUTER
Abstract. We revisit faithfully balanced modules. These are faithful modules having the double
centralizer property. For finite-dimensional algebras our main tool is the category cogen1(M) of mod-
ules with a copresentation by summands of finite sums of M on which Hom(−,M) is exact. For a
faithfully balanced module M the functor Hom(−,M) is a duality on these categories - for cotilting
modules this is the Brenner-Butler theorem. We also study new classes of faithfully balanced modules
combining cogenerators and cotilting modules. Then we turn to relative homological algebra in the
sense of Auslander-Solberg and define a relative version of faithfully balancedness which we call 1-F-
faithful. We find relative versions of the best known classes of faithfully balanced modules (including
(co)generators ,(co)tilting and cluster tilting modules). Here we characterize the corresponding modules
over the endomorphism ring of the faithfully balanced module - this is what we call a correspondence.
Two highlights are the relative (higher) Auslander correspondence and the relative cotilting correspon-
dence - the second is a generalization of a relative cotilting correspondence of Auslander-Solberg to an
involution (as the usual cotilting correspondence is).
1. Introduction
Let Λ be a ring and M a left Λ-module. We write endomorphisms of ΛM on the left, thus for
two endomorphisms f, g ∈ EndΛ(M) and an element m ∈ M the image of m under gf is g(f(m)).
Then M can be considered naturally as a left EndΛ(M)-module, and moreover as a left EndΛ(M)-
left Λ-bimodule. We say M is faithful/ balanced/ faithfully balanced 1 if the natural map of rings
Λ → EndEndΛ(M)(M) is injective/surjective/bijective. Balanced modules are also known as modules
with the double centralizer property, see for example [DR72]. In [Wis00], M is faithfully balanced
means Λ is M -static. In [BS98], a faithfully balanced module is a module of faithful dimension at
least 2.
In this paper, we restrict to study finite-dimensional algebras and finite-dimensional modules over
them. For a module ΛM we define add(M) to be the category consisting of direct summands of finite
direct sums of M and
cogen1(M) = {X | ∃ 0→ X →M0 →M1 exact,Mi ∈ add(M) and HomΛ(−,M) exact on it}.
Dually, one can define gen1(M). If ΛM is a faithfully balanced module, then we have a duality
HomΛ(−, ΛM) : cogen
1(ΛM)←→ cogen
1(ΓM) : HomΓ(−, ΓM)
where Γ = EndΛ(M). Buan and Solberg [BS98] first observed the symmetry: Λ ∈ cogen
1(ΛM)
is equivalent to DΛ ∈ gen1(ΛM) and both are equivalent to M being faithfully balanced (see also
Lemma 2.8). We will consider tuples (Λ,M1, . . . ,Mt) consisting of an algebra and several modules
up to an equivalence relation which identifies two such tuples (Λ,M1, . . . ,Mt) and (Λ
′,M ′1, . . . ,M
′
t)
if there is a Morita equivalence from Λ to Λ′ which sends each add(Mi) to add(M
′
i). We denote by
[Λ,M1, . . . ,Mt] the equivalence class of (Λ,M1, . . . ,Mt). It is easy to see that faithfully balancedness
of a module is preserved under this equivalence (cf. [CR72]).
(∗) The assignment [Λ, ΛM ] 7→ [EndΛ(M), EndΛ(M)M ] is an involution on the set of pairs [Λ, ΛM ]
with M a faithfully balanced module.
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1In [AF92, section 4], faithfully balancedness is only defined for bimodules. A faithfully balanced module ΛM in this
paper is called faithful and balanced in loc. cit., which is equivalent to say that ΛMEndΛ(M)op is a faithfully balanced
bimodule. For example in [SW09] faithfully balancedness is used for left modules as in this article.
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It is a generally intriguing problem to establish an Endo-dictionary explaining which properties of Λ
and ΛM are translated into which properties of EndΛ(M) and EndΛ(M)M . A restriction of (∗) to a
bijection between two sets of such pairs (or related tuples) will be called a correspondence.
Two classes of well-studied faithfully balanced modules are (co)tilting modules [BB80, Miy86] and
(co)generators [Tac69, Theorem 3] - and their special cases: generator-cogenerators [Mor71, Tac70]
and Auslander generators (i.e., the additive generator of the module category [Aus99]). Starting with
Mu¨ller’s results [Mu¨l68] there are also higher versions of any of these. One of our motivations was
to understand the interplay between correspondences and relative homological algebra in the sense of
Auslander-Solberg [AS93b]. In this paper we explain a relative version of faithfully balancedness and
then systematically look at the relative analogues of the well-known correspondences. Let us give a
brief overview of previously studied correspondences (see the following table) in representation theory
of finite-dimensional algebras (or more generally, artin algebras). The relative versions can be found
in the corresponding theorems in the second column.
Classical case Relative case
(co)generator correspondence
(=Wedderburn correspondence and Hom(−, ring)) Corollary 5.17 (1) (2)
Morita-Tachikawa correspondence
(=generator-cogenerator correspondence) Corollary 5.17 (3)
Mu¨ller correspondence Lemma 5.8
(higher) Auslander correspondence Theorem 6.7
Auslander-Solberg correspondence Theorem 6.4
(co)tilting correspondence
(=Brenner-Butler theorem) Theorem 8.9
correspondence of Gorenstein algebras Corollary 8.15
We give a summary of the content (but in the introduction we restrict to the easy versions).
In section 2, we study some basic properties of faithfully balanced modules and dualities (equiva-
lences) of subcategories.
We start the relative theory in section 5. We consider an additive subbifunctor F ⊆ Ext1(−,−) of
the form F = FG = F
H for a generator G and a cogenerator H - this is equivalent to consider the
exact structure on finite-dimensional Λ-modules induced by the functor F (cf. [DRSS99]), meaning
an exact sequence is F-exact if and only if it remains exact after applying the functor HomΛ(G,−)
(or equivalently after applying the functor HomΛ(−,H)). We define cogen
1
F
(M) ⊆ cogen1(M) to be
the full subcategory of modules X such that there exists an exact sequence 0→ X →M0 →M1 with
M0,M1 ∈ add(M) and HomΛ(−,H ⊕M) is exact on it (analogously we define gen
F
1 (M)). We also
introduce the notion of 1-F-faithfulness (meaning G ∈ cogen1
F
(M)) as the relative analogue of the
notion of faithfully balancedness. Let ΛM be 1-F-faithful, then we have a duality
HomΛ(−, ΛM) : cogen
1
FH
(M)←→ cogen1
FR
(M) : HomΓ(−, ΓM)
where Γ = EndΛ(M) and R = DHomΛ(M,H). There is also a dual version of the above duality which
involves the modules G and L := HomΛ(G,M). Then we observe the following relationship between
G,H and L,R
ΛGDD
(−,M)

τ
((❤
❞ ❴ ❬ ❱
ΛH
τ−hh ❤❞❴❬❱
ΓL
Ω−2
M
((❧ ❤
❞ ❴ ❬ ❱ ❘
ΓR

D(M,−)
ZZ
Ω2
M
hh ❧❤❞❴❬❱
❘
Here the upper dashed arrows mean H = τG ⊕ DΛ and G = τ−H ⊕ Λ whereas the lower dashed
arrows mean R = ΓM ⊕Ω
−2
M L and L = ΓM ⊕Ω
2
MR. As in the classical case, we have G ∈ cogen
1
F
(M)
is equivalent to H ∈ genF1 (M) (Theorem 5.6).
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We consider the assignment (AS) (referring to Auslander and Solberg):
(AS) The assignment [Λ, ΛM,G] 7→ [Γ = EndΛ(M), ΓM,L = HomΛ(G,M)] with M faithfully bal-
anced and G a generator.
Generator correspondence. A generator ΛG is, by definition, a module such that Λ ∈ add(G)
which is automatically a faithfully balanced module.
Theorem 1.1. (Generator correspondence, [Azu66, Tac69]) The assignment (∗) restricts to a bijection
{[Λ, G] : G is a generator}
1:1
←−→ {[Γ, P ] : P is a f.b. projective module}
where f.b. is the abbreviation of faithfully balanced.
The generator correspondence can also be expressed as Auslander’s Wedderburn correspondence
composed with the duality HomΓ(−,Γ), see [AS93d].
Our relative generalization is the following
Theorem 1.2. (= Corollary 5.17 (1)) The assignment (AS) restricts to an involution on the set of
triples [Λ,M,G] with Λ⊕M ∈ add(G) and M is 1-FG-faithful
In Corollary 5.17 we also give relative versions of the cogenerator correspondence and the generator-
cogenerator correspondence (also known as the Morita-Tachikawa correspondence [Mor71, Tac70], see
also [Rin07]). The most famous special case is the Auslander correspondence, see below.
Auslander-Solberg and Auslander correspondence. The Auslander-Solberg correspondence,
which is defined by Iyama and Solberg [IS18], characterizes algebras Λ with domdimΛ ≥ k+1 ≥ id Λ.
In the case k = 1, this result is due to Auslander-Solberg [AS93a].
Our relative generalization is the following
Theorem 1.3. (= Theorem 6.4, k = 1) The assignment (AS) restricts to an involution on the set of
triples [Λ,M,G] with Λ ∈ add(G), F = FG, M is both 1-F-faithful and F-projective-injective, and
domdimF Λ ≥ 2 ≥ idFG.
As a special case of the Auslander-Solberg correspondence, Iyama’s higher Auslander correspon-
dence ([Iya07]) characterizes algebras Λ with domdimΛ ≥ k + 1 ≥ gldimΛ. The case k = 1 is the
well-known Auslander correspondence [Aus99].
Our relative generalization is the following
Theorem 1.4. (= Theorem 6.7, k = 1) The assignment (AS) restricts to an involution on the set of
triples [Λ,M,G] with Λ ∈ add(G), F = FG, M is both 1-F-faithful and F-projective-injective, and
domdimF Λ ≥ 2 ≥ gldimF Λ.
Cotilting correspondence. The main result on relative cotilting modules (cf. Definition 8.1) of
Auslander-Solberg is the following
Theorem 1.5. ([AS93c, Theorem 3.13], [AS93d, Theorem 2.8]) The assignment (AS) restricts to a
bijection between the following two sets of triples
(1) [Λ,M,G] with Λ ∈ add(G), F = FG, M is F-cotilting, and
(2) [Γ, N,L] with N ∈ add(L), L ∈ cogen1(N) and L is a cotilting module.
To improve this result, we need the 4-tuple assignment
[Λ,M,L,G] 7→ [Γ, N, L˜, G˜]
with Γ = EndΛ(M), N = ΓM , L˜ = HomΛ(G,M), G˜ = HomΛ(L,M). Then we have
Theorem 1.6. (= Theorem 8.9) The 4-tuple assignment restricts to an involution on the set of
4-tuples [Λ,M,L,G] satisfying Λ ∈ add(G), F = FG, L is F-cotilting and L ∈ cogen
1
F
(M).
It is well known that a cotilting module will induce a triangle duality, see [Hap88, CPS86]. We prove
a relative analogue of this result (Proposition 8.12): In the situation of the previous theorem we have a
triangle duality between Db
FG
(Λ-mod) and Db
F
G˜
(Γ-mod) where Γ = EndΛ(M) and G˜ = HomΛ(L,M).
We illustrate the above results by the following easy examples which are special cases of F-Auslander
algebras from Example 6.9(4).
3
Example 1.7. (1) Let Λ be the path algebra of the quiver 1→ 2→ 3 and consider the Λ-modules
M = P1 ⊕ (P2 ⊕ τ
−P2), G = P3 ⊕M and H = I1 ⊕M . Then we have FG = F
H =: F. It is
easy to see that domdimF Λ = 2 = gldimF Λ, and hence Λ is a 1-F-Auslander algebra. Now,
we see EndΛ(M) ∼= Λ, EndΛ(M)M
∼= ΛM and HomΛ(G,M) ∼= ΛG. It follows that the triple
[Λ,M,G] is a fixed point of the assignment (AS).
(2) The same idea leads to a 2-F-Auslander algebra structure (i.e. domdimF Λ ≥ 3 ≥ gldimF Λ)
on Λ = K(1 → 2 → 3 → 4). Consider M = P1 ⊕ (P2 ⊕ τ
−P2) ⊕ (P3 ⊕ τ
−P3 ⊕ τ
−2P3),
G = P4 ⊕ M and H = I1 ⊕ M . Then we have FG = F
H =: F and one easily sees Λ is
a 2-F-Auslander algebra. We also define L = τ−P4 ⊕ M , the F-exact sequence sequence
0 → L → τ−P3 ⊕M → τ
−2P3 ⊕M → H → 0 can be used to show that L is a 2-F-cotilting
module and L ∈ cogen1
F
(M). Then we have
•
✼
✼✼
✼
Γ = EndΛ(M) : •
CC✞✞✞✞
✼
✼✼
✼ •
✼
✼✼
✼ ΓM =
1
0 1
0 0 1
⊕
1
1 1
0 1 1
⊕
1
1 1
1 1 0
⊕
1
1 0
1 0 0
•
CC✞✞✞✞
•
CC✞✞✞✞
•
G˜ := HomΛ(L,M) =
0
0 1
0 1 0
⊕ Γ, H˜ :=
1
0 1
0 0 1
⊕ DΓ and F
G˜
= FH˜ =: F˜. We also define
L˜ := HomΛ(G,M) =
0
0 0
0 0 1
⊕
0
0 1
0 0 1
⊕
0
0 1
0 1 1
⊕ ΓM and an F˜-exact sequence
0→ L˜→ ΓM ⊕ (
1
0 1
0 0 1
)2 ⊕
1
1 1
0 1 1
→ ΓM ⊕ (
1
1 0
1 0 0
)2 ⊕
1
1 1
1 1 0
→ H˜ → 0.
can be used to see that L˜ is a 2-F˜-cotilting module and L˜ ∈ cogen1
F˜
(M). This example
is an instance of a more general class of examples which we call special (co)tilting modules
systematically studied in section 9, for this particular example see subsubsection 9.1.1.
Acknowledgements: The first author is supported by the China Scholarship Council. The second
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von Humboldt Professorship endowed by the German Federal Ministry of Education and Research.
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2. On categories generated or cogenerated by a module
We fix a finite-dimensional algebra Λ (over a field K) and denote by Λ-mod the category of finitely
generated (or equivalently, finite-dimensional) left Λ-modules. Let M ∈ Λ-mod and Γ = EndΛ(M) be
its endomorphism ring. Then M can be naturally viewed as a left Γ-module. We write ΓM when we
consider M as a left Γ-module. We will study the following four contravariant functors
HomΛ(−,M) : Λ-mod←→ Γ-mod: HomΓ(−,M)
DHomΛ(M,−) : Λ-mod←→ Γ-mod: DHomΓ(M,−)
where D = HomK(−,K) is the standard K-dual functor.
In order to keep the formulas and diagrams in reasonable length we will often use the conventions
(−, ΛM) := HomΛ(−,M) and D(ΛM,−) := DHomΛ(M,−). If there is no ambiguity we may omit the
subscript and write (−, ΛM ) (or (−, ΓM)) as (−,M).
We begin with the Yoneda embedding which is known as projectivization ([ARS95]).
Lemma 2.1. ([AS93c, Lemma 3.3][ARS95, Proposition 2.1]) Let M ∈ Λ-mod and Γ = EndΛ(M).
(1) ((−, ΛM), (−, ΓM)) is an adjoint pair of contravariant functors and it restricts to a duality
(−, ΛM) : add(ΛM)←→ add(Γ) = P(Γ) : (−, ΓM).
(2) (D(ΛM,−),D(ΓM,−)) is an adjoint pair of contravariant functors and it restricts to a duality
D(ΛM,−) : add(ΛM)←→ add(DΓ) = I(Γ) : D(ΓM,−).
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For every non-negative integer k we associate to a module M ∈ Λ-mod two full subcategories of
Λ-mod
cogenk(M) :=
{
N
∣∣∣∣ ∃ exact seq. 0→N →M0 → · · · →Mk withMi ∈ add(M), and s.t.(Mk,M)→· · · → (M0,M)→ (N,M)→ 0 is exact
}
genk(M) :=
{
N
∣∣∣∣ ∃ exact seq.Mk → · · · →M0 → N → 0 withMi ∈ add(M), and s.t.(M,Mk)→· · · → (M,M0)→ (M,N)→ 0 is exact
}
.
Recall that a map f : N →M0 with M0 ∈ add(ΛM) is called a left add(M)-approximation if the map
HomΛ(f,M) : HomΛ(M0,M) → HomΛ(N,M) is an epimorphism, and this approximation is called
minimal if any endomorphism θ : M0 → M0 satisfying θf = f is an automorphism. It is well-known
that every left add(M)-approximation has a minimal version which is unique up to isomorphism,
see [ARS95, Theorem 2.4]. Dually, we can define right (minimal) add(M)-approximation. We define
cogen∞(M) to be the full subcategory consisting of modules N such that there exists an exact sequence
0 → N
f0
−→ M0
f1
−→ M1 · · ·
fn
−→ Mn → · · · such that fi factors through coker fi−1 → Mi which is a
minimal left add(M)-approximation for every i ≥ 0. The definition of gen∞(M) is dual.
The following lemma will be used frequently, the case k = 0 is well known and can be found in
[ASS06, Lemma VI 1.8].
Lemma 2.2. Let 1 ≤ k ≤ ∞.
(1) The following are equivalent for N ∈ Λ-mod.
(1a) N ∈ cogenk(M).
(1b) The natural map N → HomΓ(HomΛ(N,M),M) = ((N,M),M), n 7→ (f 7→ f(n)) is an
isomorphism and ExtiΓ(HomΛ(N,M),M) = 0 for 1 ≤ i ≤ k − 1.
(2) The following are equivalent for N ∈ Λ-mod.
(2a) N ∈ genk(M).
(2b) The natural map D(M,D(M,N)) ∼= HomΛ(M,N) ⊗Γ M → N , f ⊗ m 7→ f(m) is an
isomorphism and ExtiΓ(M,D(M,N)) = 0 for 1 ≤ i ≤ k − 1.
Proof. (1) Let N ∈ cogenk(M), that means we have an exact sequence
0→ N →M0 → · · · →Mk
with Mi ∈ add(M) and such that the functor HomΛ(−,M) is exact on it, i.e., we get an exact
sequence
(Mk,M)→ · · · → (M0,M)→ (N,M)→ 0.
This sequence is a projective resolution of HomΛ(N,M) as a left Γ-module. Applying the
functor HomΓ(−,M) to it yields a complex
0→ ((N,M),M) → ((M0,M),M)→ · · · → ((Mk,M),M).
Now, consider the natural map N → HomΓ(HomΛ(N,M),M), this gives a commutative dia-
gram,
0 // ((N,M),M) // ((M0,M),M) // · · · // ((Mk,M),M)
0 // N
OO
// M0
OO
// · · · // Mk
OO
The mapM ′ → HomΓ(HomΛ(M
′,M),M) is an isomorphism for M ′ ∈ add(M) because it is in
the case of M ′ =M . This implies that all vertical maps are isomorphisms, in particular N →
HomΓ(HomΛ(M,N),M) is an isomorphism and since the second row is exact, the complex in
the first row is also exact. This implies ExtiΓ(HomΛ(N,M),M) = 0 for 1 ≤ i ≤ k − 1.
For the other direction, by Lemma 2.1 (1) we can take a projective resolution of HomΛ(N,M)
as a left Γ-module as follows
(Mk,M)→ · · · → (M0,M)→ (N,M)→ 0
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and apply HomΓ(−,M) to compute Ext
i
Γ(HomΛ(N,M),M), 1 ≤ i ≤ k − 1. Since by assump-
tion ExtiΓ(HomΛ(N,M),M) = 0, 1 ≤ i ≤ k − 1 and N → HomΓ(HomΛ(N,M),M) is an
isomorphism. The complex gives an exact sequence
0→ N →M0 → · · · →Mk.
If we apply HomΛ(−,M) to this sequence we get the projective resolution from before, so it
is exact which shows that N is in cogenk(M).
(2) By using the facts that N ∈ genk(M) if and only if DN ∈ cogen
k(DM) and EndΛop(DM) ∼=
EndΛ(M)
op, we see that the statement (2) can be deduced from the right module version of
(1).

Corollary 2.3. For 1 ≤ k ≤ ∞, the categories cogenk(M) and genk(M) are closed under direct sums
and summands. Furthermore, we have
cogen∞(M) =
⋂
1≤k<∞
cogenk(M), gen∞(M) =
⋂
1≤k<∞
genk(M).
We will need the following useful lemma which already appeared for the specific situation of a relative
cotilting module in [AS93c, Lemma 3.3 (b)] and [AS93c, Proposition 3.7]. For a finite-dimensional
algebra Λ we write νΛ = D(−,Λ), ν
−
Λ = (DΛ,−) for the Nakayama functors (cf. [ASS06]).
Lemma 2.4. Let M ∈ Λ-mod and Γ = EndΛ(M).
(1) A module X ∈ cogen1(M) if and only if the natural map
HomΛ(Y,X)→ HomΓ((X,M), (Y,M))
is an isomorphism for all Y ∈ Λ-mod. Furthermore, in this case we have
νΓ(X,M) = D((X,M), (M,M)) ∼= D(M,X).
Dually, a module Y ∈ gen1(M) if and only if the natural map
HomΛ(Y,X)→ HomΓ(D(M,X),D(M,Y ))
is an isomorphism for all X ∈ Λ-mod. Furthermore, in this case
ν−Γ D(M,Y ) = (D(M,M),D(M,Y ))
∼= (Y,M).
(2) For k ≥ 1, X ∈ cogenk+1(M) if and only if the natural maps
ExtiΛ(Y,X)→ Ext
i
Γ((X,M), (Y,M)), 0 ≤ i ≤ k
are isomorphisms for all Y ∈
⋂k
i=1 ker Ext
i
Λ(−,M). Dually, Y ∈ genk+1(M) if and only if the
natural maps
ExtiΛ(Y,X)→ Ext
i
Γ(D(M,X),D(M,Y )), 0 ≤ i ≤ k
are isomorphisms for all X ∈
⋂k
i=1 ker Ext
i
Λ(M,−).
Proof. (1) Assume X ∈ cogen1(M), then there exists an exact sequence 0→ X →M0 →M1 such
that Mi ∈ add(M) and HomΛ(−,M) is exact on it. We apply HomΛ(Y,−) to get an exact
sequence
0→ HomΛ(Y,X)→ HomΛ(Y,M0)→ HomΛ(Y,M1).
Now, we consider the commutative diagram
0 // (Y,X) //
(−,M)

(Y,M0)
(−,M) ∼=

// (Y,M1)
(−,M) ∼=

0 // ((X,M), (Y,M)) // ((M0,M), (Y,M)) // ((M1,M), (Y,M)).
The second row also can be obtained by applying first HomΛ(−,M) then HomΓ(−, (Y,M)) to
the exact sequence 0→ X →M0 →M1, so it remains exact. The induced isomorphism of the
kernels is the map in the claim. Conversely, by taking Y = Λ we obtain a natural isomorphism
X
∼=
−→ ((X,M),M) which implies X ∈ cogen1(M).
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(2) Assume X ∈ cogenk+1(M), then we have an exact sequence 0→ X →M0 → · · · →Mk+1 such
that Mi ∈ add(M) and HomΛ(−,M) is exact on it. Applying HomΛ(−,M) yields an exact se-
quence (Mk+1,M)→ · · · → (M0,M)→ (X,M)→ 0 which is a projective resolution of (X,M)
as a left Γ-module. Now assume Y ∈
⋂k
i=1 ker Ext
i
Λ(−,M). To compute Ext
i
Γ((X,M), (Y,M))
for 1 ≤ i ≤ k we apply HomΓ(−, (Y,M)) to this projective resolution and delete the term
((X,M), (Y,M)) to get a complex · · · → 0 → ((M0,M), (Y,M)) → ((M1,M), (Y,M)) →
· · · → ((Mk+1,M), (Y,M)) → 0→ · · · which fits into the following commutative diagram
· · · // 0 // (Y,M0) //
(−,M) ∼=

(Y,M1) //
(−,M) ∼=

· · · // (Y,Mk+1)
(−,M) ∼=

// 0 // · · ·
· · · // 0 // ((M0,M), (Y,M)) // ((M1,M), (Y,M)) // · · · // ((Mk+1,M), (Y,M)) // 0 // · · ·
where the complex in the first row is obtained by applying HomΛ(Y,−) to 0 → X → M0 →
· · · → Mk+1 and deleting the term (Y,X). Our assumption Y ∈
⋂k
i=1 ker Ext
i
Λ(−,M) implies
that the i-th cohomology of the first row is ExtiΛ(Y,X). Now the isomorphism of the two
complexes induces the claimed natural isomorphisms. To prove the other implication, just
take Y = Λ.

We also prove the following simple criterion.
Lemma 2.5. LetM,N ∈ Λ-mod and Γ = End(M). If N and HomΓ(HomΛ(N,M),M) are isomorphic
as Λ-modules, then we have N ∈ cogen1(ΛM).
Proof. The essential image of the functor (−,M) is contained in cogen(M) since if Y = (Z,M), then
we may choose a projective cover P → Z and apply (−,M) to see that Y ∈ cogen(M).
This means N ∼= ((N,M),M) ∈ cogen(M). This implies that the natural map N → ((N,M),M)
mapping n 7→ (f 7→ f(n)) is a monomorphism. Since both vector spaces have the same dimension it
is an isomorphism. This implies by Lemma 2.2 that N ∈ cogen1(M). 
2.1. Faithfully balanced modules. Faithfully balanced modules can be defined for any ring. For
finite-dimensional algebras, Lemma 2.2 allows us to give the following internal definition.
Definition 2.6. We call a finitely generated (left or right) Λ-module M faithfully balanced if Λ ∈
cogen1(M).
The following surprising and also well-known result says every module becomes faithfully balanced
when considering as a module over its endomorphism ring.
Lemma 2.7. ([AF92, Proposition 4.12] [AS93a, Lemma 2.2]) Let M ∈ Λ-mod and Γ = EndΛ(M)
and consider M as a left Γ-module. Then ΓM is faithfully balanced.
In [BS98], a faithfully balanced module is also known as a module of faithful dimension at least 2.
The following lemma (the same as [BS98, Proposition 2.2]), which characterizes modules of faithful
dimension at least k + 1, can be obtained as an immediate consequence of Lemma 2.2.
Lemma 2.8. The following are equivalent for every 1 ≤ k ≤ ∞.
(1) Λ ∈ cogenk(M).
(2) The natural map Λ→ EndΓ(M) is an isomorphism and Ext
i
Γ(M,M) = 0, 1 ≤ i ≤ k − 1.
(3) DΛ ∈ genk(M).
Proof. The equivalence between (1) and (2) is a special case of Lemma 2.2. The equivalence to (3)
follows again by seeing that the equivalence between (1) and (2) also works for right modules. Then
pass with the duality from the right module statement for (1) to (3). 
The following lemma plays a fundamental role in this paper.
Lemma 2.9. (cf. [Xi00, Proposition 5.1]) Let M be a faithfully balanced Λ-module and Γ = EndΛ(M).
Then the functors (−, ΛM) : Λ-mod←→ Γ-mod: (−, ΓM) restrict to a duality of categories
cogen1(ΛM)←→ cogen
1(ΓM).
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They restrict further to a duality
cogenk(ΛM)←→ cogen
1(ΓM) ∩
k−1⋂
i=1
ker ExtiΓ(−, ΓM).
Dually, the functors D(ΛM,−) : Λ-mod←→ Γ-mod: D(ΓM,−) restrict to a duality of categories
gen1(ΛM)←→ gen1(ΓM).
They restrict further to a duality
genk(ΛM)←→ gen1(ΓM) ∩
k−1⋂
i=1
ker ExtiΓ(ΓM,−).
Proof. By Lemma 2.4 the functor (−, ΛM) is fully faithful on cogen
1(ΛM). Let Λ-ΓM be a Λ-Γ-
bimodule and ΛN a left Λ-module, and ΓN
′ a left Γ-module. We denote by αN : N → ((N,M),M)
and αN ′ : N
′ → ((N ′,M),M) the two natural maps. Then the compositions
(N,M)
α(N,M)// (((N,M),M),M)
(αN ,M)// (N,M)
(N,M)
α(N′,M)// (((N ′,M),M),M)
(αN′ ,M)// (N ′,M)
are both identities, since by Lemma 2.1 the functors (−, ΛM) and (−, ΓM) form an adjoint pair.
Therefore, if αN (resp. αN ′) is an isomorphism, then so is α(N,M) (resp. α(N ′,M)). Since M is
faithfully balanced the dualities follow from Lemma 2.2. 
Remark 2.10. We have already seen in Lemma 2.2 that cogen1(M) consists of the modules N such
that αN is an isomorphism. It is also straightforward to see that cogen(M) consists of the modules N
with αN a monomorphism.
If we now consider a faithfully balanced Λ-module M , Γ = EndΛ(M) and Im(−,M) the essential
image of the functor (−,M), then we have
cogen1(ΓM) ⊆ Im(−,M) ⊆ cogen(ΓM).
Let Im(−,M)⊕ be the full subcategory of Γ-mod whose objects are summands of modules in Im(−,M).
Then it is easy to see from the previous proof that Im(−,M)⊕ consists of those modules N such that
αN is a split monomorphism.
If ΛM is a cogenerator, then Im(−,M) = cogen
1(ΓM) and in particular Im(−,M) is closed under
summands in this case.
Corollary 2.11. Let k ≥ 1. Let M ∈ Λ-mod be faithfully balanced and assume id ΓM ≤ k − 1, then
we have
cogenk(M) = cogenk+1(M) = · · · = cogen∞(M).
Corollary 2.12. Let k ≥ 1 and M be a faithfully balanced Λ-module and ExtiΛ(M,M) = 0 for
1 ≤ i ≤ k − 1. Then we have
(1) The functors (−, ΛM), (−, ΓM) restrict to a duality
{M ′ ∈ add(ΛM) | pdM
′ ≤ k} ←→ {P ∈ add(Γ) | Ω
−(k+1)
M P = 0}.
(2) The functors D(ΛM,−),D(ΓM,−) restrict to a duality
{M ′ ∈ add(ΛM) | idM
′ ≤ k} ←→ {J ∈ add(DΓ) | Ω
(k+1)
M J = 0}.
Proof. It is straightforward to check that the duality from Lemma 2.9 restricts to these equivalences.

We also recall the following result of Wakamatsu.
Theorem 2.13. Let M be a faithfully balanced Λ-module and Γ = EndΛ(M). Assume M is self-
orthogonal both as left Λ-module and right Γ-module (i.e., Ext>0Λ (ΛM, ΛM) = 0 = Ext
>0
Γ (ΓM, ΓM) ).
Then we have the following
(1) If id ΛM <∞ and id ΓM <∞ (or resp. pdΛM,pd ΓM <∞ ), then they are equal.
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(2) If id ΛM, id ΓM < ∞ (or resp. pdΛM,pd ΓM < ∞ ), then we have |Γ| = |ΛM | = |ΓM | = |Λ|
and M is cotilting (or resp. tilting).
Proof. (1) is the main result in [Wak88]. If id ΛM, id ΓM < ∞, then it follows from the previous
corollary that the is a k such that ΩkM DΛ = 0, this implies that M is cotilting and in particular
|ΛM | = |Λ|. 
Example 2.14. Assume Λ is a self-injective algebra. Then a finite-dimensional Λ-module is a faithfully
balanced if and only if it is a cogenerator. In particular, any faithfully balanced module has at least
|Λ| summands.
3. Dualizing summands and the Auslander-Solberg assignment
Auslander and Solberg introduced (in [AS93d, section 2]) the following notion.
Definition 3.1. Let M,L ∈ Λ-mod and assume M is a summand of L. We say M is a dualizing
summand of L if L ∈ cogen1(M). For k ≥ 0, we say M is a k-dualizing summand if L ∈ cogenk(M).
Thus a dualizing summand of L is the same as a 1-dualizing summand of L.
By using the duality from Lemma 2.9 it is easy to find modules having a given faithfully balanced
module as a dualizing summand.
Corollary 3.2. Let M be a faithfully balanced Λ-module and Γ = End(M). Then the assignments
G 7→ (G,M), L 7→ (L,M) give inverse bijections between
(1) isomorphism classes of ΛG ∈ cogen
1(M) with Λ ∈ add(G), and
(2) isomorphism classes of modules L ∈ Γ-mod having ΓM as a dualizing summand.
Lemma 3.3. Let M,L ∈ Λ-mod, Γ = EndΛ(M) and assume M is a summand of L. Then M is a
dualizing summand of L if and only if cogen1(L) = cogen1(M).
Proof. The “if” part is obvious. For the “only if” part, assumeM is a dualizing summand of L andX ∈
cogen1(L). Then there exists an exact sequence 0 → X → LX0 → L
X
1 with L
X
i ∈ add(L) and (−, L)
exact on it. We apply (−, ΛM) to it and the resulting complex remains exact, sinceM ∈ add(L). Now
apply (−, ΓM) to see X ∼= ((X,M),M). This proves cogen
1(L) ⊆ cogen1(M). To prove cogen1(M) ⊆
cogen1(L), take any Y ∈ cogen1(M) and take the minimal left add(L)-approximations f : Y → LY0
and coker f → LY1 . Then we get a complex 0 → Y
f
−→ LY0 → L
Y
1 . We need to show it is exact. By
construction, we will obtain an exact sequence (LY1 ,M) → (L
Y
0 ,M) → (Y,M) → 0 after applying
(−, ΛM). Now apply (−, ΓM) to yield an exact sequence 0 → ((Y,M),M) → ((L
Y
0 ,M),M) →
((LY1 ,M),M) which is naturally isomorphic to the complex 0→ Y
f
−→ LY0 → L
Y
1 , as desired. 
There is another subcategory of Λ-mod that is closely related to cogenk(M):
copresk(M) := {N | ∃ exact seq. 0→ N →M0 → · · · →Mk withMi ∈ add(M)}.
This subcategory is useful in characterizing tilting modules (see [Wei10]). It follows from the definitions
that cogen0(M) = cogen(M) = copres0(M) and cogenk(M) ⊆ copresk(M) for any M and k ≥ 1. In
particular, if M is injective then cogenk(M) = copresk(M) for any k ≥ 0. We observe the following
Lemma 3.4. Let M,N ∈ Λ-mod and L = M ⊕ N . For k ≥ 1, if N ∈ cogenk(M) (i.e., M is a
k-dualizing summand of L ), then M is faithfully balanced if and only if L is faithfully balanced. In
this case we have cogenk(M) = cogenk(L). Furthermore, if additionally copresk(L) = cogenk(L) ,
then we also have copresk(M) = cogenk(M).
Proof. According to Lemma 3.3, we may assume k > 1. Since L ∈ cogenk(M) ⊆ cogen1(M), it
follows from Lemma 3.3 that cogen1(L) = cogen1(M) and hence M is faithfully balanced if and
only if L is faithfully balanced. Let us from now on assume that M,L are faithfully balanced. We
want to see that cogenk(L) = cogenk(M). Let Γ = EndΛ(M). Since L ∈ cogen
1(M) we can find a
generator G ∈ Γ-mod such that L = (G,M) by Corollary 3.2. We observe that L ∈ cogenk(M) implies
ExtiΓ((L,M),M) = Ext
i
Γ(G,M) = 0 for 1 ≤ i ≤ k−1. In other words ΓM ∈
⋂k−1
i=1 ker Ext
i
Γ(G,−). But
since G is a generator we have that genk+1(G) = Γ-mod. We set B = EndΛ(L)
∼= EndΓ(G)
op and take
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X ∈ cogenk(ΛM). Now, observe (X,L) ∼= (((X,M),M), (G,M)) ∼= (G, (X,M)) is an isomorphism of
left B-modules. The dual statement in Lemma 2.4 (2) gives that we have natural isomorphisms
ExtiΓ((X,M),M) → Ext
i
B((G, (X,M)), (G,M))
∼= ExtiB((X,L), L)
for 1 ≤ i ≤ k − 1. This implies by Lemma 2.2 that cogenk(M) = cogenk(L). Furthermore, since
cogenk(M) ⊆ copresk(M) ⊆ copresk(L) are always fulfilled, an equality cogenk(M) = copresk(L)
implies they are all equal. 
Remark 3.5. Let M be a faithfully balanced module. Morita [Mor58, Theorem 1.1] has shown that
for every indecomposable module N the following are equivalent:
(1) M ⊕N is faithfully balanced,
(2) N ∈ gen(M) or N ∈ cogen(M).
In particular, M ⊕P ⊕ I is faithfully balanced for every projective module P and injective module I.
Example 3.6. Let H be a cogenerator, then every summand of H of the form DΛ⊕X is a k-dualizing
summand for every k ≥ 0.
Now we look at triples (Λ,M,G) where Λ is a finite-dimensional algebra and M and G are
finite-dimensional left Λ-modules. We define the following equivalence relation between these triples:
(Λ,M,G) is equivalent to (Λ′,M ′, G′) if there is a Morita equivalence Λ-mod → Λ′-mod restricting
to equivalences add(M)→ add(M ′) and add(G)→ add(G′). We denote by [Λ,M,G] the equivalence
class of a triple.
Definition 3.7. We consider the following assignment
[Λ,M,G] 7→ [Γ, N,L]
with Γ = End(M), N = ΓM , L = (G,M) and call this the Auslander-Solberg assignment.
There is a dual assignment
[Λ,M,H] 7→ [Γ, N,R]
with Γ, N as before and R = D(M,H) which we call the dual Auslander-Solberg assignment.
From Corollary 3.2 we see that the Auslander-Solberg assignment gives a one-to-one correspondence
between the following
(1) [Λ,M,G] with Λ ∈ add(G), G ∈ cogen1(M),
(2) [Γ, N,L] with N ∈ add(L), Γ⊕ L ∈ cogen1(N).
The previous bijection has an obvious dual version using the dual Auslander-Solberg assignment and
gen, H and R instead of cogen, G and L, respectively.
We are going to refine this assignment, our first refinement needs the following definition. Here
we denote for Γ-modules N and X by ΩNX the kernel of the minimal right add(N)-approximation
NX → X. For k ≥ 1 we define inductively Ω
k
NX := ΩNX if k = 1 and Ω
k
NX := ΩN (Ω
k−1
N X) for
k ≥ 2. Dually, we define Ω−NX as the cokernel of a minimal left add(N)-approximation X → N
X and
Ω−kN X inductively as before.
Definition 3.8. Let k be a non-negative integer and L,N,R ∈ Λ-mod. An exact sequence
0→ L→ N0 → N1 → · · · → Nk → R→ 0
is called a k-add(N)-dualizing sequence from L to R if
(i) Ni ∈ add(N) for i ∈ {0, . . . , k},
(ii) the functors (−, N) and D(N,−) are exact on it,
(iii) add(R) = add(N ⊕ Ω
−(k+1)
N L) and add(L) = add(N ⊕ Ω
k+1
N R).
In this case we say L is the left end and R is the right end of this k-add(N)-dualizing sequence.
This has the following consequences for the ideal quotient categories add(L)/ add(N), add(R)/ add(N)
(for the definition of an ideal quotient category see [ASS06, A.3]):
Lemma 3.9. Let 0 → L → N0 → N1 → · · · → Nk → R → 0 be a k-add(N)-dualizing sequence from
L to R for some k ≥ 0 in Λ-mod. Then we have an equivalence
Ω
−(k+1)
N : add(L)/ add(N)←→ add(R)/ add(N) : Ω
k+1
N .
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Proof. We claim that given a short exact sequence η : 0 → U
f
−→ N0
g
−→ V → 0 with N0 ∈ add(N)
and such that the functors (−, N) and (N,−) are exact on it, then we have an equivalence Ω−1N :
add(U)/ add(N) ↔ add(V )/ add(N) : Ω1N . Take a map α : X → Y in add(U) and consider the
following commutative diagram
ηX : 0 // X
fX //
α

NX0
gX //
β
✤
✤
✤
Ω−1N X
//
γ
✤
✤
✤
0
ηY : 0 // Y
fY // NY0
gY // Ω−1N Y
// 0
where ηX and ηY are both direct summands of η by our assumption. In particular, we have ΩNΩ
−1
N X
∼=
X and ΩNΩ
−1
N Y
∼= Y in add(U)/ add(N). Assume there is another map β′ : NX0 → N
Y
0 such that
β′fX = fY α and denote by γ′ the induced map on cokernels. Then we have (β − β′)fX = 0 and
thus there exists a unique θ : Ω−1N X → N
Y
0 such that β − β
′ = θgX . It follows that γ − γ′ = gY θ.
Now assume α factors as α = α2α1 though an object N
′ ∈ add(N), then since fX is a left add(N)-
approximation there is a map φ : NX0 → N
′ such that α1 = φf
X . Thus we have α = α2α1 = (α2φ)f
X ,
and a diagram chasing gives a map ψ : Ω−1N X → N
Y
0 such that γ = g
Y ψ. These proves that the map
Homadd(U)/ add(N)(X,Y )→ Homadd(V )/ add(N)(Ω
−1
N X,Ω
−1
N Y ), α 7→ γ is well defined. Similarly, we have
a map Homadd(V )/ add(N)(Ω
−1
N X,Ω
−1
N Y ) → Homadd(U)/ add(N)(X,Y ), γ 7→ α. Clearly, these two maps
are mutually inverse and this proves the claim. Now the lemma follows by induction on k. 
Let X ∈ Λ-mod and k ≥ 1 be an integer. We define τkX = τ(Ω
k−1
Λ X) and τ
−
k X := τ
−(Ω
−(k−1)
Λ X).
We occasionally use the conventions X⊥1∼k :=
⋂k
i=1 ker Ext
i(X,−) and 1∼k⊥X :=
⋂k
i=1 ker Ext
i(−,X).
Lemma 3.10. Let M be a faithfully balanced Λ-module and Γ = EndΛ(M). Then, for k ≥ 1, the
assignment X,Y 7→ (X,M),D(M,Y ) gives a self-inverse bijection (up to seeing X,Y as Λ or as
Γ-modules) between the following sets of pairs of Λ-modules and Γ-modules
{ΛG, ΛH |
G = τ−k H ⊕ Λ ∈ cogen
1(M) ∩ 1∼(k−1)⊥M
H = τkG⊕DΛ ∈ gen1(M) ∩M
⊥1∼(k−1)
}
and
{ΓL, ΓR | ∃ a k- ΓM -dualizing sequence from L to R}.
If all modules are basic, we have D(M, τkG) = Ω
−(k+1)
M (G,M).
Proof. The bijection follows from Lemma 2.9 and the observation νΓ(M
′,M) = D(M,M ′) for every
M ′ ∈ add(M) ⊆ cogen1(M) from Lemma 2.4. The rest statements are obvious. 
Corollary 3.11. Let G,H be as in the bijection of Lemma 3.10, then we have an equivalence
τk : add(G)←→ add(H) : τ
−
k ,
where add(G) (resp. add(H)) denotes the projective (resp. injective) stable category, see [AB69].
Proof. This follows from the equivalence of Lemma 3.9 by pre- and postcomposing with (−,M) and
D(M,−) and then use the previous Lemma 3.10. 
Example 3.12. Obviously triples [Λ,M,M ] correspond to triples [Γ, N,Γ] and sinceM is a generator
we conclude that N is a projective Γ-module. The moduleM is a generator-cogenerator (i.e., Λ⊕DΛ ∈
add(M)) if and only if N is projective-injective.
Furthermore, add(M) = add(τkM ⊕ Λ) and M being a generator-cogenerator with Ext
i(M,M) = 0,
1 ≤ i ≤ k − 1 corresponds to a dualizing sequence 0 → Γ → N0 → · · · → Nk → DΓ → 0 with
Ni projective-injective and P(G) a projective generator, I(Γ) an injective cogenerator. But this is
equivalent to Γ being k-minimal Auslander-Gorenstein which means by definition id ΓΓ ≤ k + 1 ≤
domdimΓΓ. These algebras have been studied by Iyama and Solberg in [IS18].
Our previous results also enable us to understand all faithfully balanced modules in an easy example.
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Example 3.13. Let Λn = K(1→ 2→ · · · → n). Then, the faithfully balanced modules for Λ2 are the
module which are generator or cogenerators. In general every tilting (and automatically cotilting) Λn-
module T that is coming from a slice in the Auslander-Reiten quiver fulfills that every indecomposable
module is either cogenerated or generated by T . By Remark 3.5 we conclude that every module having
T as a summand is faithfully balanced. Clearly, faithfully balanced modules must have P1 = In as a
summand. But even if a module has a tilting module as a summand it is not necessarily faithfully
balanced, for example T0 = P1 ⊕S1⊕ S3 is a tilting Λ3-module but P1⊕S1⊕S2⊕S3 is not faithfully
balanced. The 21 faithfully balanced modules for Λ3 are: T0⊕I⊕P for a projective P and an injective
I, modules with one of the other four tilting modules as a summand (since these four come from slices)
and the module P2 ⊕ I2 ⊕ P1.
We call two modules N,M equivalent if cogen1(N) = cogen1(M) and gen1(N) = gen1(M). Then we
consider the partial order on equivalence classes
N ≤M ⇔ cogen1(N) ⊆ cogen1(M), gen1(N) ⊇ gen1(M)
The Hasse diagram for the 20 equivalence classes (the 2 generator-cogenerators are equivalent) of
faithfully balanced modules for Λ3 is the following.
DΛ
DΛ|S2
DΛ|P2|S2
DΛ|P3 DΛ|P2
DΛ|P3|S2 P1|I2|S2
P2|1|S2|I1 P3|1|S2|I2DΛ|Λ P2|1|S2|I2P3|P1|I1 P2|P1|I2
Λ|S2|I2Λ|S2|I1 P2|S2|P1
Λ|S2Λ|I1 Λ|I2
Λ
where for example P3|1|S2|I2 = P3 ⊕ P1 ⊕ S2 ⊕ I2.
4. Combining the cogenerator and the cotilting correspondence.
As an application of faithfully balanced modules we give a simultaneous generalization of the co-
generator and the cotilting correspondence. We look at modulesM which are of the formM = C⊕X
with C a cotilting module and X ∈ 0<⊥C. If C = DΛ, then M is an arbitrary cogenerator. If X = 0,
then M is a cotilting module. By Lemma 3.4 we know that M is faithfully balanced and if idC ≤ k,
then cogent(M) = cogent(C) for all t ≥ k − 1. So, what is the corresponding pair to a pair [Λ,M ] as
just described?
We will need the following definition.
Definition 4.1. Let Γ be a finite-dimensional algebra and N,J a left Γ-modules with J injective. We
say that N is a J-restricted k-cotilting module if the following holds
(i) there is an exact sequence 0→ N → J0 → · · · → Jk → 0 with Ji ∈ add J , 0 ≤ i ≤ k,
(ii) N is self-orthogonal,
(iii) there is an exact sequence 0→ Nk → · · · → N0 → J → 0 with Ni ∈ addN , 0 ≤ i ≤ k.
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The following is straightforward to see.
Lemma 4.2. If N is in cogen1(J) for an injective Γ-module J , the following are equivalent
(1) N is J-restricted k-cotilting,
(2) D(N,J) is a left k-cotilting B := End(J)op-module and ExtiB(D J,D(N,J)) = 0 for 1 ≤ i ≤ k.
Proof. Let B = EndΓ(J)
op. The injective module ΓJ induces a restriction functor D(−, J) : Γ−mod→
B−mod which has a fully faithful right adjoint r = (B DJ,−). By Lemma 2.9 we get an equivalence
of categories D(−, J) : cogenk+1(J) ←→
⋂k
i=1 ker Ext
i
B(D J,−) : r for every k ≥ 1 using that B DJ is
a generator.
Assume (1), then it is easy to check that D(N,J) is a k-cotilting B-module since D(−, J) is exact
and apply Lemma 2.4 (2) to prove the self-orthogonality. Since N ∈ cogenk+1(J), we can use the
equivalence just mentioned to see that (2) is fulfilled.
Assume (2), since ExtiB(D J,D(N,J)) = 0 for 1 ≤ i ≤ k we have that r is exact on an injective
coresolution of S := D(N,J) and on the exact sequence 0 → Sk → · · · → S0 → DB → 0 with
Si ∈ addS. Since N = (DJ, S), we can use again Lemma 2.4 (2) to see that N is self-orthogonal. 
Lemma 4.3. The assignment [Λ,M ] 7→ [Γ = End(M), N = ΓM ] restricts to a bijection between
(1) [Λ,M ] such that cogenk−1(M) is the perpendicular category of a k-cotilting module C which is
a summand of M .
(2) [Γ, N ] such that N is faithfully balanced J-restricted k-cotilting module for some injective mod-
ule J .
Furthermore, if [Λ,M = C⊕X] is mapped to [Γ, N ] as explained before, then we have |M | = |Λ|+ |X|
and |N | = |Γ| − |X| and End(C) ∼= EndΓ(J)
op, under this isomorphism End(C)C ∼= D(N,J) and
EndEnd(J)(J) ∼= EndEnd(C)((M,C)) ∼= EndΛ(M) = Γ, therefore ΓJ is also faithfully balanced.
We remark that in the previous lemma in (1) the tilting module C does not have to be mentioned
since it can be reobtained as the Ext-injectives in cogenk−1(M). Recall that a module I ∈ cogenk−1(M)
is Ext-injective if Ext1(N, I) = 0 for all N ∈ cogenk−1(M). Similar, in (2) a restricted cotilting module
N is restricted to a unique injective module which is obtained as the direct sum of the injectives
appearing in an injective coresolution of N .
Proof. (1) 7→ (2) : Let [Λ,M ] be as in (1). Since DΛ ∈ cogent(M) for all t ≥ 0 (cf. remark at the
beginning of this section), we conclude that ΓM = N is self-orthogonal by Lemma 2.4 (2). Since C is
a k-cotilting module, we have two exact sequences of Λ-modules
(1) 0→ Ck → Ck−1 → · · · → C0 → DΛ→ 0
(2) 0→ C → I0 → · · · → Ik−1 → Ik → 0
with Ci ∈ add(C), Ii ∈ addDΛ, 0 ≤ i ≤ k. Since M ∈ 0<
⊥C we have ExtiΛ(M,C) for all i ≥ 1, this
implies that D(M,−) is exact on both of the sequences, so if we denote J = D(M,C) ∈ addDΓ, then
we obtain two exact sequences with N = ΓM = D(M,DΛ)
(1′) 0→ N → J0 → · · · → Jk−1 → Jk → 0
(2′) 0→ Nk → Nk−1 → · · · → N0 → J → 0
with Ji ∈ addJ,Ni ∈ addN , 0 ≤ i ≤ k. Sequence (1
′) implies idN ≤ k. Since N is self-orthogonal,
we see that the functor D(N,−) is exact on sequence (1′) and (2′). This implies using sequence (2′)
that J ∈ genk(N) and Ω
k+1
N J = 0.
(2) 7→ (1) Let Λ = EndΓ(N) and M = ΛN , C = ΛD(N,J) ∈ add(M). If N is a J-restricted k-
cotilting, we get an isomorphism 0 = ExtiΓ(J,DΓ)→ Ext
i
Λ(M,C) for every i ≥ 1 by using Lemma 2.4.
In particular, M ∈
⋂
i≥1 ker Ext
i
Λ(−, C) and C self-orthogonal. It is straight-forward to see that the
functor D(N,−) is exact on the two exact sequences in the definition of the J-restricted k-cotilting
module and that these yield the two exact sequences to see that C is a k-cotilting module.

We can refine the previous two lemmas, for that we will use the following four assignments for
triples of finite-dimensional algebras together with two modules:
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• the Auslander-Solberg assignment (AS),
• the dual Auslander-Solberg assignment (dual AS),
• swap s([Λ,M,G]) := [Λ, G,M ], and
• passing to the opposite algebra (−)op([Λ,M,G]) := [Λop,DM,DG].
We remark that if all involved modules are faithfully balanced then each of the assignments is self-
inverse.
Theorem 4.4. We consider the following triples
(1) [Λ,M,C] such that C ∈ add(M), cogenk−1(M) = cogenk−1(C) = 0<⊥C,
(2) [Γ, N, J ] such that J ∈ addDΓ, N is faithfully balanced J-restricted k-cotilting module,
(3) [B,G,Q] such that Q is a k-cotilting module, B ∈ addG and G ∈ cogenk−1(Q).
Then the following diagram of bijective assignments is well-defined and commutes
(1)
(dual AS)
//
s◦(AS)◦s   ❆
❆❆
❆❆
❆❆
❆
(2)
(−)op◦(AS)◦s~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
(3)
Proof. The correspondence between (1) and (2) is Lemma 4.3, using also its proof to see J = D(M,C)
in this case. The correspondence between (2) and (3) is Lemma 4.2.
Let [Λ,M,C] be as in (1) corresponding to [Γ, N, J ] under the dual AS assignment. Now, we observe
in Lemma 4.3 also that we have EndΓ(J)
op ∼= EndΛ(C) =: B and using this isomorphism we have
B D J ∼= B(C,M), B D(N,J) ∼= BC. This implies that the whole diagram is commutative and the
correspondence between (1) and (3) is a consequence of this. 
Example 4.5. Let Λ be the path algebra of the quiver 1 → 2 → 3 over some field. Let M be the
Λ-module P2 ⊕P1 ⊕ S2 ⊕ I2. The we have M = C ⊕X for C = P1 ⊕ I2 ⊕ S2 a 1-cotilting module and
X = P2 ∈ cogen(C). We identify Γ with the commuting square
b
β
❃
❃❃
❃
a
α ??    
γ ❃
❃❃
❃ c
d
δ
@@     , βα − δγ = 0
via a = [P2], b = [P1], c = [I2], d = [S2]. Then ΓM = Ib⊕ Ic ⊕Pb is faithfully balanced, self-orthogonal
and it has injective dimension 1, the injective coresolution of Pb is given by 0 → Pb → Ic → Id → 0
and we observe that (M,−) is exact on it. We consider the injective module J = Ib ⊕ Ic ⊕ Id, the
previous exact sequence shows J ∈ gen1(M) and Ω
2
MJ = 0.
5. On categories relatively cogenerated by a module
Let M ∈ Λ-mod. We recall from [AS93b] that one can associate two additive subbifunctors
FM ,F
M ⊆ Ext1(−,−) to the subcategory add(M) defined for (C,A) ∈ (Λ-mod)op×Λ-mod as follows
FM (C,A) = {0→ A→ B → C → 0 | HomΛ(−,M) is exact on it}
FM (C,A) = {0→ A→ B → C → 0 | HomΛ(M,−) is exact on it}.
An exact sequence in Λ-modules is called FM exact if and only if HomΛ(−,M) is exact on it and the
category I(FM) = add(M ⊕DΛ) is called the category of FM -injectives.
An exact sequence in Λ-modules is called FM exact if and only if Hom(M,−) is exact on it and the
category P(FM ) = add(M ⊕ Λ) is called the category of FM -projectives.
If F ⊆ Ext1(−,−) is a subbifunctor, we will say a monomorphism f : X → Y is an F-monomorphism
if the short exact sequence 0 → X
f
−→ Y → coker f → 0 is F-exact, dually we define F-epimorphism.
We say a left exact sequence of morphisms is F-exact if all inclusions of images are F-monomorphisms,
dually we define a right exact map to be F-exact if all epimorphisms on cokernels are F-epimorphisms.
Compositions of F-monomorphisms (resp. F-epimorphisms) are again F-monomorphisms (resp. F-
epimorphisms).
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In the two new exact structures, we have
(1) cogenk(M) is the category of modules N such that there exists an FM -exact sequence
0→ N →M0 → · · · →Mk
with Mi ∈ add(M). Since M is F
M -injective, this sequence can be seen as the beginning of
an FM -injective coresolution.
(2) genk(M) is the category of modules N such that there exists an FM -exact sequence
Mk → · · · →M0 → N → 0
with Mi ∈ add(M). Since M is FM -projective, this sequence can be seen as the beginning of
an FM -projective resolution.
By [AS93b, Proposition 1.7], we have that FM ,FM are both additive subbifunctors of Ext
1
Λ(−,−)
with enough projectives and enough injectives. Therefore, one can define for F ∈ {FM ,FM} the
derived right functors Exti
F
(−,−), i ≥ 1, these are defined by using F-injective coresolutions or F-
projective resolutions.
There exist additive subbifunctors of Ext1Λ which are not of the form F
M or FM , see [Bua01] or
[DRSS99]. However, according to [AS93c], the existence of F-cotilting modules is equivalent to F is of
the form F = FG = F
H for a generator G and a cogenerator H, and in this case H = τG ⊕ DΛ and
G = τ−H⊕Λ. Such a functor is called an additive subbifunctor (of Ext1Λ) of finite type. As one of our
main results, we will prove (in section 8) the relative (co)tilting correspondence. So, in this paper, we
will only consider the additive subbifunctors of finite type. Note that, by definition, for any module
ΛM we have FM = FM⊕Λ and F
M = FM⊕DΛ.
We define two new full subcategories of Λ-mod
cogenkF(M) :=
{
N
∣∣∣∣ ∃ F-exact seq. 0→N →M0 → · · · →Mk with Mi ∈ add(M), and s.t.Hom(Mk,M)→· · · → Hom(M0,M)→ Hom(N,M)→ 0 is exact
}
genFk (M) :=
{
N
∣∣∣∣ ∃ F-exact seqMk → · · · →M0 → N → 0with Mi ∈ add(M), and s.t.Hom(M,Mk)→· · · → Hom(M,M0)→ Hom(M,N)→ 0 is exact
}
.
Similarly, we can define copresk
F
(M) and presFk (M). Then, we have cogen
k(M) = copresk
FM
(M) =
cogenk
FM
(M) and genk(M) = pres
FM
k (M) = gen
FM
k (M).
Example 5.1. Let F = FG = F
H for a generator G and a cogenerator H and M be a module with
ExtiΛ(G,M) = 0 (resp. Ext
i
Λ(M,H) = 0), 1 ≤ i ≤ k + 1 for some k ≥ 0. Then one has
cogenkF(M) = cogen
k(M) ∩
k+1⋂
i=1
ker ExtiΛ(G,−) (resp. gen
F
k (M) = genk(M) ∩
k+1⋂
i=1
ker ExtiΛ(−,H) ).
Lemma 5.2. Let F = FG = F
H for a generator G and a cogenerator H. A module Z ∈ cogenk(M)
is in cogenk
F
(M) if and only if the short exact sequences
0→ Ω−iMZ
fi
−→Mi → Ω
−(i+1)
M Z → 0
with fi minimal left add(M)-approximation are F-exact for 0 ≤ i ≤ k.
Proof. It is enough to observe the following: If f : X → Y is an F-monomorphism and F = FH , then
this is equivalent to (f,H) being surjective. So if an F-monomorphism f factors as f = αβ, then β
also has to be an F-monomorphism. 
Example 5.3. Let M be any module and k ≥ 0, then cogenk(M) = cogenk
FM
(M) = copresk
FM
(M) is
closed under summands and is FM -extension closed since M is FM -injective.
For k ≥ 1, it is closed under kernels of FM -epimorphisms X → Y with X,Y ∈ cogenk(M). For
k =∞ it is also closed under cokernels of FM -monomorphisms X → Y with X,Y ∈ cogen∞(M). So,
one can define the derived category Db
FM
(cogenk(M)), see [Nee90, Kel96]. It is completely unknown
which informations these encode.
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5.1. The relative version of faithfully balancedness. Recall that for a finite-dimensional algebra
Λ a module ΛM is faithful if and only if Λ ∈ cogen(M) = cogen
0(M), and it is faithfully balanced if
and only if Λ ∈ cogen1(M). So it makes sense to call a faithful module 0-faithful and call a faithfully
balanced module 1-faithful. Of course one can define the notion of k-faithful module for any non-
negative integer k. Since in the relative setting balancedness doesn’t make sense, we introduce the
following definition.
Definition 5.4. Let F ⊆ Ext1Λ(−,−) be an additive subbifunctor of finite type and k a non-negative
integer. We say a module M is k-F-faithful if P(F) ⊆ cogenk
F
(M). In particular, a 1-FΛ-faithful
module is just a faithfully balanced module.
Easy examples of 1-F-faithful modules are F-(co)tilting modules (see section 8) and modules which
have G or H as a summand. Here is an other easy example.
Example 5.5. (1) Let Λ be a finite-dimensional algebra, P1, . . . , Pn its indecomposable projec-
tives and assume that there is a subset I ⊆ {1, . . . , n} such that M :=
⊕
i∈I
⊕
j≥0 τ
−jPi
is finite-dimensional and faithfully balanced. Then G = M ⊕ Λ and H = M ⊕ DΛ fulfill
FG = F
H =: F. Clearly, we have G ∈ cogen1
F
(M), so M is 1-F-faithful.
(2) Let Λ be a basic Nakayama algebra and assume M =
⊕
X : indec, not simpleX is faithfully
balanced 2. Let G =M ⊕
⊕
Pi : simple proj
Pi and H =M ⊕
⊕
Ii : simple inj
Ii. Then we claim:
{1-F-faithful modules} = {M ′ ⊕ S | S semi-simple, add(M ′) = add(M)}
Since M is F-projective-injective, M has to be summand of every 1-F-faithful module. On
the other hand, let S be a semi-simple module, we want to see that M ⊕ S is 1-F-faithful.
Assume that there is a simple projective P /∈ add(S), since (P, S) = 0 = (S,P ) we have that
the minimal left add(M ⊕ S) equals the minimal left add(M) and the minimal left add(H)-
approximation, in particular G ∈ cogenF(M ⊕ S). Now, we look at the cokernel of the
approximation X = Ω−M⊕SP , since M is faithfully balanced we have X ∈ cogen(M), in
particular X has no simple injective summand. So, every simple summand S′ /∈ add(S) of X
has a minimal left add(H)-approximation which coincides with a minimal left add(M)- and
add(M ⊕ S)-approximation which is an F-monomorphism and therefore, we conclude that
G ∈ cogen1
F
(M ⊕ S).
The main result of this subsection is the following
Theorem 5.6. Let F ⊆ Ext1(−,−) be an addtive subbifunctor of the form F = FG = F
H for a
generator G and a cogenerator H. The following are equivalent for every module M and every k ≥ 0.
(1) G ∈ cogenk
F
(M).
(2) H ∈ genFk (M).
Let M ∈ Λ-mod and Γ = EndΛ(M). We define
Σ = EndΛ(H) and ∆ = EndΛ(G).
We first remark that generators and cogenerators are faithfully balanced, in particular this applies to
H and G and we have
Λ-mod = cogen(H) = cogen1(H) = cogen2(H) = · · · = cogen∞(H)
Λ-mod = gen(G) = gen1(G) = gen2(G) = · · · = gen∞(G).
By Lemma 2.9 we have dualities of categories
(−, ΛH) : Λ-mod←→ cogen
1(ΣH) : (−,ΣH)
D(ΛG,−) : Λ-mod←→ gen1(∆G) : D(∆G,−).
The key step in the proof is given by the following lemma.
Lemma 5.7. Keep the above notations. For 0 ≤ k ≤ ∞ we have
(1) The following are equivalent
2this is the case if Λ has no simple projective-injective and τ−S is not simple injective for every S simple projective
- for example An fulfills this for n ≥ 3.
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(1a) N ∈ cogenk
F
(M).
(1b) Σ(N,H) ∈ genk(Σ(M,H)).
(1c) Consider the natural map (M,H) ⊗Γ (N,M)→ (N,H), f ⊗ g 7→ f ◦ g.
(i) For k = 0: It is an epimorphism .
(ii) For k ≥ 1: It is an isomorphism and ExtiΓ((N,M),D(M,H)) = 0 for 1 ≤ i ≤ k−1.
(2) The following are equivalent
(2a) N ∈ genFk (M).
(2b) (G,N)∆ ∈ genk((G,M)∆).
(2c) Consider the natural map (M,N) ⊗Γ (G,M)→ (G,N), f ⊗ g 7→ f ◦ g.
(i) For k = 0: It is an epimorphism.
(ii) For k ≥ 1: It is an isomorphism and ExtiΓ((G,M),D(M,N)) = 0 for 1 ≤ i ≤ k−1.
Proof. It is easy to see the equivalence of (1a) and (1b) using that the duality (−,H) restricts to a
duality of categories
(−, ΛH) : cogen
k
F
(M)←→ cogen1(ΣH) ∩ genk(Σ(M,H)) : (−,ΣH).
To see that the map from the right to the left is well-defined it is important to observe that ΣH is
an injective module (since H is a cogenerator), therefore the functor (−,ΣH) is exact. Similarly, it is
easy to see the equivalence of (2a) and (2b) using the second equivalence mentioned above. For the
equivalence of (1b) and (1c) we translate the statement of (1c) into the characterization from Lemma
2.2. The most important observation is the following E := EndΣ((M,H)) = Γ
op. The natural map
from Lemma 2.2 (for the category genk Σ(M,H)) is:
HomΣ((M,H), (N,H)) ⊗E (M,H)→ (N,H)
f ⊗ g 7→ f(g).
First observe E = Γop means left (resp. right) E-modules are naturally right (resp. left) Γ-modules
and XE ⊗E EL ∼= LΓ ⊗Γ ΓX. Secondly, since H is a cogenerator we have
HomΣ((M,H), (N,H)) = (N,M)
With this identifications the map from before becomes the natural map mentioned in (1c).
The equivalence of (2b) and (2c) is analogue. We set C = End∆((G,M)) = Γ. By lemma 2.2 we have
to look at the natural map
Hom∆((G,M), (G,N)) ⊗C (G,M)→ (G,N)
f ⊗ g 7→ f(g)
We have an isomorphism of right Γ-modules since G is a generator
Hom∆((G,M), (G,N)) = (M,N)
With this identifications the map from before becomes the natural map in (2c). 
We observe that the proof of Theorem 5.6 is a direct consequence of the previous lemma: By setting
N = G in part (1) and N = H in part (2), we obtain the same maps in (1c), (2c) and therefore the
claim follows.
Lemma 5.8. Let F = FG = F
H for a generator G and a cogenerator H. Let M ∈ Λ-mod, Γ =
EndΛ(M), L = (G,M) and R = D(M,H).
If we assume that Λ ∈ cogen1
F
(M) and H ∈ gen1(M) then the duality (−, ΛM) : cogen
1(M) ↔
cogen1(M) : (−, ΓM) restricts to a duality cogen
1
FH
(ΛM) ↔ cogen
1
FR
(ΓM). Furthermore, it restricts
to a duality
(−, ΛM) : cogen
k
FH
(M)←→ cogen1
FR
(M) ∩
k−1⋂
i=1
ker ExtiΓ(−, R) : (−, ΓM)
In particular, G ∈ cogenk
FH
(M) is equivalent to L ∈ cogen1
FR
(M) and ExtiΓ(L,R) = 0 for 1 ≤ i ≤ k−1.
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Proof. Since H ∈ gen1(M) we have that D(M,R) = D(M,D(M,H)) → H is an isomorphism. So, it
is enough to proof that (−, ΛM) maps cogen
1
FH
(M) to cogen1
FR
(M) and use R ∈ gen1(ΓM) to get the
quasi-inverse by symmetry.
Let X ∈ cogen1
FH
(M). We choose a projective presentation P1 → P0 → X → 0. By applying
(−, ΛM) we get an exact sequence of Γ-modules 0→ (X,M)→ (P0,M)→ (P1,M) is with (Pi,M) ∈
add(M). We apply (−, R) to get a complex ((P1,M), R) → ((P0,M), R) → ((X,M), R) → 0. We
would like to see that it is exact. By Hom-Tensor adjunction it identifies with the first row in the
following commutative diagram
D[(M,H) ⊗Γ (P1,M)] // D[(M,H)⊗Γ (P0,M)] // D[(M,H)⊗Γ (X,M)] // 0
D(P1,H) //
OO
D(P0,H)
OO
// D(X,H) //
OO
0
Note that the arrows up are the dual of the natural maps (M,H) ⊗Γ (Y,M) → (Y,H) given by
f ⊗ g 7→ f ◦ g. By Lemma 5.7 we know that this natural map is an isomorphism if and only if
Y ∈ cogen1
FH
(M). By assumption we have P1, P0,X ∈ cogen
1
FH
(M) and the first row identifies with
the complex in the second row. But the exactness of the second row follows since D(−,H) is right
exact. This proves (X,M) ∈ cogen1
FR
(M). For the symmetry, we need to see Γ ∈ cogen1
FR
(M). But
Γ = (M,M) and M ∈ cogen1
FH
(M) implies the claim by the argument just given.
The further restriction follows directly from Lemma 5.7.

Of course there is a dual version of the previous lemma which we will leave out.
If ΛM is 1-F
H -faithful, then ΓM does not have to be 1-F
R-faithful (with Γ = EndΛ(M) and
R = D(M,H)). We give an example for this:
Example 5.9. Let Λ be the path algebra of 1
α
−→ 2
β
−→ 3 modulo the relation βα = 0. Let G = Λ⊕S1,
H = DΛ ⊕ S2 and F = F
H = FG. Then M := G is clearly 1-F
H -faithful and pdFM = 0. Let us
look at Γ = EndΛ(M), since we have irreducible morphisms S3 → 23 →
1
2 → S1, we can identify
it with the following bound path algebra d → c → b → a modulo all path of length 2. We have
ΓM = (P1,M) ⊕ (P2,M) ⊕ (P3,M) = Pb ⊕ Pc ⊕ Pd and ΓR := D(M,H) = ΓM ⊕ D(M,S2). We
apply D(M,−) to an injective coresolution 0 → S2 → I2 → I1 to obtain a projective presentation
Pb = (P1,M) → Pc = (P2,M) → D(M,S2) → 0. This implies D(M,S2) ∼= Sc and therefore τ
−R =
τ−Sc = Sd. It is easy to see that Sd /∈ cogen(ΓM) implying τ
−R /∈ cogen1
FR
(M). This shows ΓM is
not 1-FR-faithful.
Thus the property of being 1-F-faithful is not as nicely symmetric as being faithfully balanced.
Nevertheless, we can get the symmetry again if we restrict to the following special case.
Proposition 5.10. Let F = FG = F
H for a generator G and a cogenerator H. Let M be a faithfully
balanced Λ-module, Γ = EndΛ(M), L = (G,M) and R = D(M,H).
If M ∈ add(H) (or equivalently, DΓ ∈ add(R) ), then the following are equivalent:
(1) ΛM is 1-F
H-faithful.
(2) ΓM is 1-F
R-faithful.
Dually, if M ∈ add(G), then ΛM is 1-FG-faithful if and only if ΓM is 1-FL-faithful.
Proof. We assume M ∈ add(H). Assume G ∈ cogen1
FH
(M), we have to see τ−R ∈ cogen1
FR
(M).
Since H ∈ genF
H
1 (M) implies that we have an F-exact sequence
0→ Ω2MH →M1 →M0 → H → 0
with Mi ∈ add(M). Since M ∈ add(H), this implies Ω
2
MH ∈ cogen
1
F
(M). We apply D(M,−) to
the last three terms of the four term sequence and obtain an injective copresentation of R. We apply
(−,M) to the first three terms and observe and get an exact sequence
(M0,M)→ (M1,M)→ (Ω
2
MH,M) = τ
−R→ 0
in particular this proves the claim. 
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5.2. Strong dualizing sequences.
Definition 5.11. Let 0→ L→M0 →M1 → · · · →Mk → R→ 0 be a k-add(M)-dualizing sequence
in Γ-mod for some non-negative integer k. We say it is strong if D(L,−) is exact on it.
We can characterize it as follows.
Lemma 5.12. A k-add(M)-dualizing sequence as in the above definition is strong if and only if one
(equivalently all) of the following equivalent statement is fulfilled:
(1) D(L,−) is exact on it, i.e., it is an FL-exact sequence (or equivalently, R ∈ gen
FL
k (M) ).
(2) (−, R) is exact on it, i.e., it is an FR-exact sequence (or equivalently, L ∈ cogenk
FR
(M) ).
(3) Consider the natural map (M,R)⊗Λ (L,M)→ (L,R), where Λ = EndΓ(M).
(i) For k = 0: It is an epimorphism .
(ii) For k ≥ 1: It is an isomorphism and ExtiΛ((L,M),D(M,R)) = 0 for 1 ≤ i ≤ k − 1.
Proof. We will prove (1) and (3) are equivalent and the equivalence of (2) and (3) can be proved
dually.
We consider the following commutative diagram
0 // D(L,R)
i′ //
i

D(L,Mk)
f //
∼=

D(L,Mk−1) //
∼=

· · · // D(L,M0)
∼=

0 // D((M,R) ⊗ (L,M))
j //
∼=

D((M,Mk)⊗ (L,M))
g//
∼=

D((M,Mk−1)⊗ (L,M)) //
∼=

· · · // D((M,M0)⊗ (L,M))
∼=

0 // ((L,M),D(M,R)) // ((L,M),D(M,Mk)) // ((L,M),D(M,Mk−1)) // · · · // ((L,M),D(M,M0)).
Assume (1), then the first row is exact. Since the functor ((L,M),−) is left exact, the sequence
0→ D((M,R) ⊗ (L,M))→ D((M,Mk)⊗ (L,M)) → D((M,Mk−1)⊗ (L,M)) is exact. For k = 0, we
have ji is a monomorphism and so is i. This shows the natural map (M,R)⊗Λ (L,M)→ (L,R) is an
epimorphism. For k ≥ 1, we have an induced isomorphism on kernels
D(L,R) = ker f
∼=
−→ ker g = D((M,R)⊗ (L,M)).
This proves the natural map (M,R)⊗Λ (L,M)→ (L,R) is an isomorphism. Now the exactness of the
first row implies the exactness of the last row which is equivalent to ExtiΛ((L,M),D(M,R)) = 0 for
1 ≤ i ≤ k − 1. Conversely, assume (3). If k = 0, then the map i is a monomorphism and so is i′. If
k ≥ 1, then the last row is exact and the natural map (M,R)⊗Λ (L,M)→ (L,R) is an isomorphism
will imply the first row is isomorphisc to the last row. So we have, in both cases, that the first row is
exact. Since the functor D(L,−) is right exact, (1) follows from the exactness of the first row. 
Remark 5.13. From the proof of the above lemma we see that for any X if N ∈ cogen1
FX
(M)
then the natural map (M,X) ⊗ (N,M) → (N,X) is an isomorphism. The converse holds true if
X is a cogenerator (cf. Lemma 5.7). Similarly, we have if N ∈ genFX1 (M) then the natural map
(M,N) ⊗ (X,M)→ (X,N) is an isomorphism.
Lemma 5.14. Let Γ be a finite-dimensional algebra and 0 → L → M0 → · · · → Mk → R → 0
be a k-add(M)-dualizing sequence of Γ-modules with M faithfully balanced. Define Λ = EndΓ(M),
G = (L,M) and H = D(M,R). If Γ ∈ cogen1
FR
(M) and R ∈ gen1(M) then for every k ≥ 1 the
functor (−,M) restricts to a duality
cogenk
FR
(M)←→ cogen1
FH
(M) ∩
k−1⋂
i=1
ker ExtiΛ(−,H ⊕M).
In particular, L ∈ cogenk
FR
(M) is equivalent to ExtiΛ(G,H ⊕M) = 0, 1 ≤ i ≤ k − 1.
Proof. The case k = 1 follows directly from Lemma 5.8. For k > 1 we note that FR = FR⊕DΓ and
then apply Lemma 5.8 using the cogenerator R⊕DΓ (in place of H). 
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Lemma 5.15. Let M be a faithfully balanced Λ-module and Γ = EndΛ(M). Let k ≥ 1. Then, the
assignment X,Y 7→ (X,M),D(M,Y ) gives a self-inverse bijection (up to seeing X,Y as Λ or as
Γ-modules) between the following sets of pairs of Λ-modules and Γ-modules
{ΛG, ΛH |
G = τ−k H ⊕ Λ ∈ cogen
1
FH
(M) ∩ 1∼(k−1)⊥(M ⊕H)
H = τkG⊕DΛ ∈ gen
FG
1 (M) ∩ (M ⊕G)
⊥1∼(k−1)
}
and
{ΓL, ΓR | ∃ a strong k- ΓM -dualizing sequence from L to R}.
Proof. This follows from Lemma 3.10, Lemma 5.12 and Lemma 5.14. 
Example 5.16. LetM be a faithfully balanced Λ-module and assume that it has a summandX⊕τ−X
with X not injective. We define G = Λ ⊕ τ−X, H = DΛ ⊕ X and F = FG = F
H . Then, by defi-
nition we have G ∈ cogen1(M) = cogen1
F
(M) and H ∈ gen1(M) = gen
F
1 (M). Therefore, we obtain
for Γ = EndΛ(M) a strong add(ΓM)-dualizing sequence with a projective-plus-M left end and an
injective-plus-M right end.
Now, we can formulate a relative version of the generator/ cogenerator and Morita-Tachikawa
correspondence.
Corollary 5.17. (1) (relative generator correspondence)
The Auslander-Solberg assignment [Λ,M,G] 7→ [End(M),M, (G,M)] is an involution on the
set of triples [Λ,M,G] with Λ⊕M ∈ add(G) and M is 1-FG-faithful.
(2) (relative cogenerator correspondence)
The dual Auslander-Solberg assignment [Λ,M,H] 7→ [End(M),M,D(M,H)] is an involution
on the set of triples [Λ,M,H] with DΛ⊕M ∈ add(H) and M is 1-FH-faithful.
(3) (relative Morita-Tachikawa correspondence)
The assignment [Λ,M,G,H] 7→ [End(M),M,L = (G,M), R = D(M,H)] is a bijection between
* [Λ,M,G,H] with Λ ∈ add(G),DΛ ∈ add(H), G = Λ⊕ τ−H and M ∈ add(G) ∩ add(H)
is 1-FG-faithful, and
* [Γ, N,L,R] with L,R are the ends of a strong add(N)-dualizing sequence with Γ ∈ add(L)
and DΓ ∈ add(R).
5.3. F-dualizing summands. Of course, we can also consider relative dualizing summands.
Definition 5.18. Let F = FG = F
H , M,L ∈ Λ-mod and assume M is a summand of L. We say M
is an F-dualizing summand of L if L ∈ cogen1
F
(M). For k ≥ 0, we say it is a k-F-dualizing summand
if L ∈ cogenk
F
(M).
Relative dualizing summands have the properties which we expect from them:
Lemma 5.19. Let F = FG = F
H and M,N be Λ-modules and L =M⊕N , k ≥ 1. If N ∈ cogenk
F
(M)
(i.e., M is k-F-dualizing summand of L ), then M is 1-F-faithful if and only if L is 1-F-faithful.
If H ∈ gen1(M), then cogen
k
F
(M) = cogenk
F
(L). Furthermore, in this case if also copresk
F
(L) =
cogenk
F
(L) then we have copresk
F
(M) = cogenk
F
(M).
In particular, if M is 1-F-faithful, then M ⊕ P ⊕ I is 1-F-faithful for every F-projective module P
and F-injective module I.
Proof. Let Σ = EndΛ(H). We consider the duality for M from Lemma 5.7:
(−,H) : cogenk
F
(M)←→ cogen1(ΣH) ∩ genk(Σ(M,H)) : (−,H)
and also for L we have
(−,H) : cogenk
F
(L)←→ cogen1(ΣH) ∩ genk(Σ(L,H)) : (−,H).
Since (M,H) is a summand of (L,H) and (L,H) ∈ genk(M,H) follows that gen1(L,H) ⊆ gen1(M,H)
(dual argument to 1-dualizing summand situation).
Furthermore, we claim: if H ∈ gen1(M), then Σ(M,H) is faithfully balanced (and therefore, the claim
follows from the dual of Lemma 3.4 and using the duality from above again). So, assume there is
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an exact sequence M1 → M0 → H → 0 with Mi ∈ add(M) and (M,−) exact on it. Apply (−,H)
to it, to obtain an exact sequence 0 → Σ → (M0,H) → (M1,H). Apply (−, (M,H)) to it and
using ((X,H), (Y,H)) = (Y,X) for all Λ-modules X,Y you can identify the result with the complex
(M,M1) → (M,M0) → (M,H) → 0 which we know is exact since H ∈ gen1(M). This proves
Σ ∈ cogen1((M,H)) and therefore the claim. The remaining claims are proven as in Lemma 3.4. 
Example 5.20. Let G be a generator and F = FG. Then a 1-F-faithful summand of G is the same
as an F-dualizing summand of G. These are easily determined as follows, let H = DΛ ⊕ τG and
P1 → P0 → H → 0 a minimal F-presentation with Pi ∈ add(G). Then, the 1-F-faithful summands of
G are the summands P of G with P1 ⊕ P0 ∈ add(P ). Of course, with a dual statement one can find
the 1-F-faithful (i.e., the F-codualizing) summands of H.
6. Relative Auslander-Solberg and Auslander correspondence
We generalize the notion of dominant dimension to the relative setting.
Definition 6.1. Let Γ be a finite-dimensional algebra and F = FG = F
H for a generator ΓG and a
cogenerator ΓH. Consider the minimal F-coresolution of G by F-injectives
0→ G→ H0 → H1 → H2 → · · · .
We define domdimF Γ = k if there exists an integer k such that Hi ∈ add(G) for 0 ≤ i ≤ k − 1 and
Hk /∈ add(G). If Hi ∈ add(G) for all i ≥ 0 then we define domdimF Γ =∞.
Remark 6.2. As is in the classical case, our definition of F-dominant dimension is left-right symmetric
in the following sense: A functor F = FG = F
H determines a functor FDH = F
DG =: F∗ in the
category Γop-mod and vice versa, and domdimF Γ = k if and only if domdimF∗ Γ
op = k.
6.1. Relative Auslander-Solberg correspondence.
Lemma 6.3. Let F = FG = F
H with G and H basic and assume ΓM is a module such that add(M) =
add(G) ∩ add(H). Then the following are equivalent for every k ≥ 1.
(1) There is an F-exact sequence 0→ G→M0 →M1 → · · · →Mk → H → 0 with Mi ∈ add(M).
(2) domdimF Γ ≥ k + 1 ≥ idFG.
(3) domdimF Γ ≥ k + 1 ≥ pdFH.
Proof. (1) ⇒ (2) and (1) ⇒ (3) are obvious. We prove (2) ⇒ (1) and (3) ⇒ (1) is dual.
Assume (2) then we have an F-exact sequence
0→ G→M0 →M1 → · · · →Mk−1 →M
′
k → H
′ → 0
with Mi ∈ add(M) for 0 ≤ i ≤ k − 1, M
′
k ∈ add(M) and H
′ ∈ add(H). We may assume this F-exact
sequence is a successive composition of minimal left add(M)-approximations of the cokernels. By the
dual version of Lemma 8.3 we have M ⊕H ′ is an F-tilting module with idF(M ⊕H
′) = 0. By Lemma
8.8 (1) we know that M ⊕H ′ is basic and hence M ⊕H ′ = H. Now the desired F-exact sequence in
(1) can be obtained by adding M
1
−→M to M ′k → H
′. 
Theorem 6.4. Let ΛM be a faithfully balanced module and Γ = EndΛ(M). The assignment X,Y 7→
(X,M),D(M,Y ) gives a self-inverse bijection between the following sets of pairs of modules
(1) {ΛL, ΛR | ΛM⊕Λ ∈ add(L), ΛM⊕DΛ ∈ add(R), L = τ
−
k R⊕Λ, R = τkL⊕DΛ, Ext
i
Λ(L,R) = 0,
1 ≤ i ≤ k − 1 such that there exists a strong add(ΛM)-dualizing sequence with left end L and
right end R}.
(2) {ΓG, ΓH |M ⊕ Γ ∈ add(G),M ⊕DΓ ∈ add(H), G = τ
−H ⊕ Γ,H = τG⊕DΓ such that there
exists a strong k-add(ΓM)-dualizing sequence with left end G and right end H}.
Proof. Combine Lemma 5.15 and Lemma 6.3. 
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6.2. Relative Auslander correspondence.
Lemma 6.5. Let k ≥ 1 and assume domdimF Γ ≥ k + 1. Let ΓM be a module with add(M) =
add(G) ∩ add(H). Then we have cogenk
F
(M) = Ωk+1
F
(Γ-mod) and genFk (M) = Ω
−(k+1)
F
(Γ-mod).
Furthermore, the following are equivalent:
(1) cogenk
F
(M) = add(G).
(2) genFk (M) = add(H).
(3) gldimF Γ ≤ k + 1.
Proof. Since domdimF Γ ≥ k + 1 and add(M) = add(H) ∩ add(G), we have clearly add(G) ⊆
cogenk
F
(M) ⊆ Ωk+1
F
(Γ-mod). On the other hand, we prove in Lemma 8.3 that in this case:
cogenk
F
(M) =
⋂
i≥1
ker Exti
F
(−, C)
for C = M ⊕ Ωk+1M H and idFC ≤ k + 1. So given X ∈ Ω
k+1
F
(Γ-mod), there is an Y ∈ Γ-mod such
that X = Ωk+1
F
Y and then by dimension shift for i ≥ 1
Exti
F
(X,C) = Exti+k+1
F
(Y,C) = 0
since idFC ≤ k+ 1. In particular, X ∈ cogen
k
F
(M). One can prove genFk (M) = Ω
−(k+1)
F
(Γ-mod) with
the dual argument.
Now clearly, gldimF Γ ≤ k+1 is equivalent to Ω
k+1
F
(Γ-mod) ⊆ add(G) and by the just proved result,
we conclude it is equivalent to (1). The equivalence of (3) and (2) can be proven with the analogous
argument. 
Definition 6.6. Let M ∈ Λ-mod and assume that there is a strong add(M)-dualizing sequence with
left end L and right end R.
We say that M is a k-(L,R)-cluster tilting module if
(i) Λ ∈ cogen1
FR
(M) and DΛ ∈ genFL1 (M),
(ii) cogen1
FR
(M)∩
⋂k−1
i=1 ker Ext
i
Λ(−, R) = add(L) and gen
FL
1 (M)∩
⋂k−1
i=1 ker Ext
i
Λ(L,−) = add(R).
Let Γ be a finite-dimensional algebra and F = FG for a generator G. Then we say Γ is a k-F-Auslander
algebra if domdimF Γ ≥ k + 1 ≥ gldimF Γ.
Theorem 6.7. (relative Auslander correspondence)
Let k ≥ 1. There is a one-to-one correspondence between isomorphism classes of basic k-(L,R)-cluster
tilting modulesΛM (for some L,R ) and finite-dimensional algebras Γ with an exact structure given
by F = FG = F
H such that domdimF Γ ≥ k + 1 ≥ gldimF Γ. The correspondence is induced by the
assignment
[Λ,M,L,R] 7→ [Γ = EndΛ(M), ΓM,G = (L,M),H = D(M,R)].
Proof. Let M be an k-(L,R)-cluster tilting moduleand Γ = EndΛ(M), G = (L,M),H = D(M,R) and
F = FG = F
H . Since L ∈ cogen1
FR
(M) ∩
⋂k−1
i=1 ker Ext
i
Λ(−, R), we have G ∈ cogen
k
F
(M) by Lemma
5.8. Similarly, from Λ ∈ add(L),DΛ ∈ add(R) we conclude that ΓM ∈ add(G)∩add(H) and therefore
domdimF Γ ≥ k+1. By the same lemma, we also have cogen
k
F
(M) = add(G) and therefore by Lemma
6.5 gldimF Γ ≤ k + 1.
Conversely, by Lemma 6.5 and Lemma 5.8 we can also conclude the other implication. 
The easiest example can be found for k = 1. Here, for a 1-cluster tilting pair (L,R) with respect
to M we have G = L is a generator, H = R is a cogenerator with F = FG = F
H and the definition
shortens to a module M such that cogen1
F
(M) = add(G) and genF1 (M) = add(H) is fulfilled.
Here are some easy examples of 1-F-Auslander algebras.
Example 6.8. (1) Let F = FΛ and M be a projective-injective module such that cogen
1(M) =
add(Λ) and gen1(M) = add(DΛ). Then, by Lemma 6.5 it is easy to see that this is equivalent
to domdimΛ ≥ 2 ≥ gldimΛ and it is well-known that this characterizes Λ to be an Auslander
algebra.
22
(2) Assume F = FG = F
H and G = H is a generator-cogenerator, in this case we say Λ is F-
selfinjective. A classification of F-selfinjective algebras can be found in [AS93a, section 5]. For
example, if G is an Auslander generator (= 1-cluster tilting module), this is fulfilled. Then,
if we choose M = G = H, then we have cogen1
F
(M) = cogen1(M) = add(M) = gen1(M) =
genF1 (M) and this gives us another example.
(3) Let Γ be the path algebra of 1→ 2→ 3 and let M = P2⊕P1⊕ I2. We define G := Γ⊕M and
H := DΓ ⊕M , then it is easy to see FG = F
H =: F and cogen1
F
(M) = add(G), genF1 (M) =
add(H).
(4) Let Γ be the path algebra of the following quiver: 1

3 // 2 // 4.
LetM := P2⊕τ
−P2⊕τ
−2P2, G =M⊕P1⊕P3⊕P4,H =M⊕I1⊕I3⊕I4 and F := FG = F
H .
Then we have F-exact sequences
0→ P4 → P2 → τ
−P2 → I4 → 0
0→ P3 → τ
−P2 → τ
−2P2 → I3 → 0
0→ P1 → τ
−P2 → τ
−2P2 → I1 → 0
which show domdimF Γ = 2. It also easy to see that 2 = maxX{pdFX}(= gldimF Γ) , since
the three missing indecomposables which are not in addG or addH are 2, 12 ,
3
2 which appear
as cosyzygies of the three injectives in the F-exact sequences and so all have pdF = 1. We
have Λ = EndΓ(M) is given by the following quiver with relations
•
α
//
β // •
γ
//
δ // • γα = δβ = δα+ γβ = 0.
(5) Let Λ be the path algebra modulo the relations: b β
((❘❘
❘❘
a
α 66♠♠♠♠
γ ))❙
❙❙❙ d, βα− δγ = 0
c δ
55❦❦❦❦
Its Auslander-Reiten quiver is drawn in the following graphic, in the square boxes you find
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d
c
⊕Pa⊕
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c
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It is very easy to see thatM is faithfully balanced and F = FG = F
M⊕DΛ fulfills domdimF Λ =
2 = gldimF Λ. Now we look at Γ = EndΛ(M), this is given by the path algebra of the following
quiver with the overlapping zero-relations
3
δ
❁
❁❁
❁
1 α
// 2
β
//
γ AA✂✂✂✂
4 ε
// 5, βα = 0 = δγα, εβ = 0 = εδγ
the vertices 1, 2, 3, 4, 5 correspond to the summands d,
b
d
c
, Pa,
b
a
c
, a in the given order. To
calculate ΓM = (Λ,M) = D(M,DΛ) we look at its four indecomposable summands
P3 = (Pa,M) = D(M, Ia) = I5 I3 = D(M, Id) = (Pd,M) = P1
(Pb,M) = D(M, Ib) (Pc,M) = D(M, Ic)
then we apply (−,M) to the F-exact sequence 0 → Pb →
b
d
c
→
b
a
c
→ Ib → 0 and obtain a
projective presentation 0 → P5 → P4 → P2 → (Pb,M) → 0 (and similar for (Pc,M)). From
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this we conclude that (Pb,M), (Pc,M) are two regular modules in different homogeneous tubes
for the full subquiver A˜2, more precisely:
(Pb,M) =: R0 : K 1
!!❈❈
❈
0 // K
0
//
1 ==④④④
K // 0
(Pc,M) =: R1 : K 1
!!❈❈
❈
0 // K
1
//
1 ==④④④
K // 0
then we have τ (±)Rj = Rj, j = 0, 1. We set now G˜ = P2⊕P4⊕P5⊕M, H˜ = I1⊕I2⊕I4⊕M and
define F˜ := F
ΓG˜
= FΓH˜ , observe that add(ΓM) = add(G˜) ∩ add(H˜). The following sequences
are F˜-exact (setting R01 = R0 ⊕R1)
0 // P2 // R01 // I3 // I1 // 0
0 // P4 // P3 // I3 // I2 // 0
0 // P5 // P3 // R01 // I4 // 0
We deduce domdim
F˜
Γ = 2 = id
F˜
DΓ. We have EndΓ(G˜)
op ∼= EndΛ(G) has gldim ≤ 4 since
gldimF Λ ≤ 2 by Appendix, Lemma 10.1, therefore by the same argument and the observation
2 = id
F˜
DΓ we conclude gldim
F˜
Γ ≤ 2.
Here are examples of higher F-Auslander algebras.
Example 6.9. (1) A k-(L,R)-cluster tilting moduleM with L = M = R is just the same as a
k-cluster tilting module in the sense of [Iya08]. In this case, Γ = EndΛ(M), G = (M,M) = Γ,
H = D(M,M) = DΓ, so F = FΓ and so domdimF Γ = domdimΓ, gldimF Γ = gldimΓ and we
reobtain a higher Auslander algebra (this is the Krull-dimension zero case of Iyama’s Auslander
correspondence, see [Iya07]).
(2) Let Γ be the path algebra of 1 → 2 → · · · → n. Let Mt :=
⊕
i 6=t
⊕
j≥0 τ
−jPi, Gt = Mt ⊕ Pt,
Ft = FGt , 1 < t ≤ n, then Γ has the structure of a (t− 2)-Ft-Auslander algebra for t ≥ 3 and
for t = 2 we have domdimF2 Λ = 1 = gldimF2 Λ. For large n we have that Λ3 = EndΛ(M3) is
a representation-infinite algebra with an F-Auslander structure.
(3) We consider the following quiver (of Dynkin type E6) Q
f
a // b // c //
OO
d // e
For x ∈ {a, b, d, e, f} we define Mx =
⊕
y 6=x
⊕
j≥0 τ
−jPy, Gx =Mx ⊕ Px, Fx = FGx . Then an
inspection if the AR-quiver gives the following for the path algebra Γ = KQ: Γ is a 2-Fa- and
2-Fb-Auslander algebra, a 4-Fd- and 4-Ff -Auslander algebra and 6-Fe-Auslander algebra
(4) Let Γ = K(1→ 2→ · · · → n) for some integer n > 3 and we define M :=
⊕n−1
i=1
⊕
j≥0 τ
−jPi,
G = M ⊕ Pn, H = M ⊕ I1 and F = FG = F
H . We find the minimal F-projective resolution
of I1 (which is also the minimal F-injective resolution of Pn) as follows
0→ Pn → n−1n →
n−2
n−1 → · · · →
1
2 → I1 → 0 (∗)
from this we conclude pdFDΓ = n− 1 and domdimFG = n− 1. One can easily see that the
highest pdF is obtained at an injective module and therefore gldimF Γ = n− 1, so we have an
(n− 2)-F-Auslander algebra.
Let Λ = EndΓ(M), we denote by P[Mi], I[Mi], S[Mi] the projective, injective and semi-simple
Λ-module associated toMi ∈ add(M). Let L = Λ(G,M) = Λ⊕(Pn,M), R = D(M,H) = DΛ⊕
D(M, I1) and ΛM ∈ add(L)∩add(R). Then we have Π := (
⊕
1<j<n Pj,M) = D(M,
⊕
1<j<n Ij)
is a projective-injective Λ-module, M = Π ⊕ P[P1] ⊕ I[P1], L = Λ ⊕ I[P1], R = DΛ ⊕ P[P1].
We verify (Π, P[P1]) = ((Si,M), P[P1]) = (I[P1], P[P1]) = 0 for 3 ≤ i ≤ n and (I1,M) = 0,
(S2,M) = S[ 12 ]
. We apply (−,M) to (∗) and obtain an exact sequence of Λ-modules
0→ 0 = (I1,M)→ P[ 12 ]
→ P
[ 23 ]
→ · · · → P[n−1n ]
→ I[P1] → 0 (∗∗)
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This implies pd I[P1] = n − 2. Now, apply (−, P[P1]) to (∗∗) and obtain K = (S[ 12 ]
, P[P1])
∼=
Ext1Λ((S3,M), P[P1]) = Ext
n−2
Λ (I[P1], P[P1]).
We would like to see that ΛM is a (n−2)-(L,R)-cluster tilting modulewith respect to L andR
as before. Since we easily verify cogen1
FH
(ΓM) = add(G⊕
⊕
3≤i<n Si) and (Si,M) = Ω
n−iI[P1]
by the exact sequence (∗∗), we have cogen1
FR
(M) = add(L ⊕
⊕
3≤i<nΩ
n−iI[P1]). Now, we
conclude
cogen1FR(M) ∩
n−3⋂
i=1
ker ExtiΛ(−, R)
= add(L⊕
⊕
3≤i<n
Ωn−iI[P1]) ∩
n−3⋂
i=1
ker ExtiΛ(−, P[P1])
= add(L)
where we use the calculation of ExtjΛ(I[P1], P[P1]), j ≥ 1 from before.
There are further examples of converting KAn into a relative Auslander algebra. Here is another
family of these:
Example 6.10. We fix Γ = K(1 → 2 → · · · → n) for some integer n ≥ 3 and we will also allow
quotients by certain admissible 2-sided ideals I. Our aim is to describe a family of F-Auslander
algebras which interpolate between Iyama’s example [Iya08, Example 2.4] and the usual exact structure
on Γ-mod. We study the following class of generators Gℓ := Γ⊕
⊕
1≤i≤ℓ
⊕
j>0 τ
−jPi, 1 < ℓ < n− 1
3 .
1. If (n−ℓ+1)|n (or equivalently, (n−ℓ+1)|(ℓ−1)), then Γ is a (2 ℓ−1n−ℓ+1 )-minimal Fℓ-Auslander-
Gorenstein algebra (i.e., domdimFℓ Γ ≥ 2
ℓ−1
n−ℓ+1 + 1 ≥ idFℓ Gℓ), where Fℓ = FGℓ . If ℓ < n− 1
and n− ℓ+ 1 does not divide n, then Γ is not a minimal Fℓ-Auslander-Gorenstein algebra.
proof: For ℓ ≤ k ≤ n we look at the Fℓ-injective resolution of Pk and here we keep track the
sequence of tops (they are all simple) of the Fℓ-injectives appearing, it fulfills a1 = ℓ, a2 =
k − (n − ℓ− 1), at = at−2 − (n − ℓ+ 1) for all t ≥ 3. Now, the condition to be a minimal Fℓ-
Auslander-Gorenstein algebra is equivalent to that there is one t (for all k) such that at = 1.
Since t has to work for all k (and ℓ < n − 1), we conclude that t has to be uneven, say
t = 2s + 1 (then it is an 2s-minimal Fℓ-Auslander-Gorenstein algebra). Now, the recursion
tells us 1 = at = at−2 − (n − ℓ + 1) = at−2s − s(n − ℓ + 1) = ℓ − s(n − ℓ + 1), so it follows
s = ℓ−1n−ℓ+1 .
2. But from the shape of the Auslander-Reiten quiver of Γ we can conclude that the maximal
pdFℓ is obtained at an injective module, therefore gldimFℓ Γ = pdFℓ DΓ and we have:
Γ is a k-Fℓ-Auslander algebra (for some k) if and only if (n − ℓ + 1)|n and in this case
k = 2( ℓ−1n−ℓ+1).
3. Assume I is a 2-sided admissible ideal with {X | IX = 0} ⊆ {X | dimK X ≥ n − ℓ+ 2}. We
define Gℓ := Γ/I ⊗Γ Gℓ is a generator for Γ/I and we set Fℓ := FGℓ . Since we can use the
same F-projective and F-injective resolutions (because of the choice of the ideal) we have: Γ
is a k-Fℓ-Auslander algebra) if and only if Γ/I is an k-Fℓ-Auslander algebra)
In particular, if we set I = radn−ℓ+1(Γ), then we have Gℓ = Γ/I and if (n − ℓ+ 1)|n then we
get a (non-relative) 2( ℓ−1n−ℓ+1 )-Auslander algebra.
If we allow ℓ = n − 1 (cf. previous example), this describes the (n − 1)-Auslander algebra of
Iyama [Iya08, Example 2.4].
Conceptually the same family can be defined more generally for Nakayama algebras, we explain
this in the selfinjective Nakayama algebra case:
Example 6.11. Let Cn be the oriented cycle quiver with arrows i→ i+ 1(mod n) and J ⊆ KCn be
the ideal generated by the arrows, N ∈ N, we define Γ := KCn/J
N (this is a self-injective Nakayama
algebra). Let n− ℓ+1 < N andMℓℓ≥n−ℓ+1 be the direct sum of all modules of vector space dimension
≥ n − ℓ + 1 and let Xn be the direct sum of all modules having Sn as a composition factor and
3For ℓ = 1 we have F1 = Ext
1
Γ and observe domdimΓ = 1 = gldimΓ; ℓ = n, n− 1 are already studied in the previous
examples
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vector space dimension < n − ℓ+ 1, we define Gℓ = Mℓℓ≥n−ℓ+1 ⊕Xn and Fℓ = FGℓ . Then Gn is the
Auslander generator and for ℓ = n− 1 we have Γ is an (n − 2)- Fn−1- Auslander algebra. Moreover,
for 1 < ℓ < n− 1 we have Γ is a k-Fℓ-Auslander algebra (for some k) if and only if (n− ℓ+ 1)|n, and
in this case k = 2 ℓ−1n−ℓ+1 . The proof is exactly the same as in the previous example.
7. The 4-tuple assignment
Now we consider 4-tuples (Λ,M,L,G) with Λ a finite-dimensional algebra and M,L,G finite-
dimensional Λ-modules. We define the following equivalence relation between these 4-tuples: (Λ,M,L,G)
is equivalent to (Λ′,M ′, L′, G′) if there is an equivalence of categories Λ-mod
∼
−→ Λ′-mod restricting
to equivalences add(M)
∼
−→ add(M ′), add(L)
∼
−→ add(L′) and add(G)
∼
−→ add(G′). We denote by
[Λ,M,L,G] the equivalence class of a 4-tuple and we may assume the algebra and all the modules
appearing in the equivalence class to be basic.
To establish a relative version of cotilting correspondence which is an involution, we will need the
following definition.
Definition 7.1. We define the following assignment
[Λ,M,L,G] 7→ [Γ, N, L˜, G˜]
with Γ = EndΛ(M), N = ΓM , L˜ = (G,M), G˜ = (L,M) and call this the balanced Auslander-Solberg
assignment or just the 4-tuple assignment.
The dual 4-tuple assignment is the following
[Λ,M,R,H] 7→ [Γ, N, R˜, H˜ ]
with Γ = End(M), N = ΓM , R˜ = D(M,H), H˜ = D(M,R). Since, we will always consider pairs
(G,H) and (L,R) which determine each other, we will in later proofs combine the two assignments
into a 6-tuple assignment
[Λ,M,L,R,G,H] 7→ [Γ, N, L˜, R˜, G˜, H˜ ]
with Γ = End(M), N = ΓM , L˜ = (G,M), R˜ = D(M,H), G˜ = (L,M), H˜ = D(M,R).
Lemma 7.2. Keep the above notations. Then we have
(1) The 4-tuple assignment restricts to an involution on the set of 4-tuples [Λ,M,L,G] with Λ ∈
add(G), F = FG, M is 1-F-faithful, M is an F-dualizing summand of L and L is the left end
of an F-exact strong add(M)-dualizing sequence.
(2) The dual 4-tuple assignment restricts to an involution on the set of 4-tuples [Λ,M,R,H] with
DΛ ∈ add(H), F = FH , M is 1-F-faithful, M is an F-codualizing summand of R and R is
the right end of an F-exact strong M -dualizing sequence.
Proof. We take a 6-tuple [Λ,M,L,R,G,H] with Λ ∈ add(G),DΛ ∈ add(H), F = FG = F
H , M 1-F-
faithful and there is an F-exact strong M -dualizing sequence 0→ L→M0 →M1 → R→ 0. We want
to see that applying the 6-tuple assignment gives an involution. So consider [Γ, N, L˜, R˜, G˜, H˜] with
Γ = End(M), N = ΓM , L˜ = (G,M), R˜ = D(M,H), G˜ = (L,M), H˜ = D(M,R). Clearly, Γ ∈ add(G˜),
DΓ ∈ add(H˜) since M ∈ add(L) ∩ add(R) and since L and R are ends of an add(ΛM)-dualizing
sequence we have FG˜ = F
H˜ =: F˜. Since L is left end of a strong add(M)-dualizing sequence, we have
by Lemma 5.15 that G˜ = (L,M) ∈ cogen1
F˜
(N), this means N is 1-F˜-faithful. Since M is 1-F-faithful
we get a strong add(N)-dualizing sequence 0→ L˜→ N˜0 → N˜1 → R˜→ 0 by Lemma 5.15. It split off
the summand 0→ N
1
−→ N
0
−→ N
1
−→ N → 0 and obtain an exact sequence
0→ L˜′ → N0 → N1 → R˜
′ → 0 (∗)
with Ni ∈ add(N). The only missing property is that (∗) is F˜-exact. We first observe that Ni =
D(M, Ii) with 0 → H
′ → I1 → I0 is an injective copresentation, H = DΛ ⊕ H
′. Since (G˜,−) =
((L,M),−) is left exact, it is enough to check that it is also right exact on (∗). Now, since L ∈
cogen1
FH
(M) we have a natural isomorphism D(L,H) → ((L,M),D(M,H)) by Lemma 5.7 (1). In
particular, we have a natural isomorphism (G˜,Ni) = ((L,M),D(M, Ii))→ D(L, Ii) since Ii ∈ add(H).
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This means when we apply (G˜,−) to the last three nonzero terms of (∗) we get an exact sequence
which identifies under the just mentioned natural isomorphism with
D(L, I0)→ D(L, I1)→ D(L,H
′)→ 0
and this is exact. 
8. Relative cotilting theory
Relative cotilting modules are introduced in [AS93c].
Definition 8.1. Let F = FH ⊆ Ext1Λ be an additive subbifunctor with H a cogenerator. We call a
Λ-module C a k-F-cotilting module if
(i) it is F-self-orthogonal (i.e., Ext>0
F
(C,C) = 0),
(ii) idFC ≤ k, and
(iii) there is an F-exact sequence 0→ Ck → · · · → C1 → C0 → H → 0 with Ci ∈ add(C).
We recall a result of Wei. Partially, it is already proven in [AR91a].
Theorem 8.2. ([Wei10, Theorem 3.10]) Let F ⊆ Ext1(−,−) be an additive subbifunctor with enough
projectives and injectives, C be a Λ-module and let k ≥ 1. Then the following are equivalent
(1) C is a k-F-cotilting module.
(2) cogenk−1
F
(C) =
⋂
i≥1 ker Ext
i
F
(−, C).
In this case, we also have copresk−1
F
(C) = cogenk−1
F
(C) and
cogenk−1
F
(C) = cogenk
F
(C) = cogenk+1
F
(C) = · · · = cogen∞
F
(C).
Lemma 8.3. Let F = FG = F
H ⊆ Ext1(−,−) be an additive subbifunctor with enough projectives
and injectives. Let k ≥ 1 and M an F-self-orthogonal module. If idFM ≤ 1 and H ∈ gen
F
k−1(M),
then C =M ⊕ΩkMH is a k-F-cotilting module. Furthermore, we have
cogenk−1
F
(M) =
⋂
i≥1
ker ExtiF(−, C).
Then M is an (k − 1)-F-dualizing summand of C.
Proof. It is straightforward to check idFC ≤ k by induction on k. Now we check C is F-self-orthogonal:
(i) using the definition of ΩkMH by approximations one easily checks Ext
i
F
(M,ΩkMH) = 0 for all i ≥ 1,
(ii) then using M F-selforthogonal one shows Exti
F
(ΩkMH,M)
∼= Exti+1
F
(Ωk−1M H,M) = 0 for all i ≥ 1
, here the last space is zero since idFM ≤ 1,
(iii) to see Exti
F
(ΩkMH,Ω
k
MH) = 0 for all i ≥ 1 we use (i) and idF C ≤ k. More precisely, one applies
(−,ΩkMH) to the F-exact sequences 0 → Ω
t
MH → Mt−1 → Ω
t−1
M H → 0 with Mt−1 ∈ add(M). We
then can conclude Exti
F
(ΩkMH,Ω
k
MH)
∼= Exti+1
F
(Ωk−1M H,Ω
k
MH)
∼= · · · ∼= Exti+k
F
(H,ΩkMH) = 0 since
idF C ≤ k.
Together with H ∈ genFk−1(M), we conclude that C is an k-F-cotilting module. Furthermore, it is
easy to check cogenk−1
F
(M) ⊆
⋂
i≥1 ker Ext
i
F
(−, C). We prove the other inclusion by induction over k.
Let k = 1. By definition we have C ∈ cogenF(M) and this implies using Wei’s result ker Ext
1
F
(−, C) =
cogenF(C) ⊆ cogenF(M).
Let k ≥ 2. Since C does depend on k we denote it in this part of the proof with Ck. We first observe
(i)
⋂
i≥1 ker Ext
i
F
(−, Ck) ⊆
⋂
i≥1 ker Ext
i
F
(−, Ck−1). This is easy to see using that there is an F-exact
sequence 0→ Ck →M
′ → Ck−1 → 0 with M
′ ∈ add(M).
(ii) By induction hypothesis we may assume
⋂
i≥1 ker Ext
i
F
(−, Ck) ⊆ cogen
k−2
F
(M).
Let X ∈
⋂
i≥1 ker Ext
i
F
(−, Ck), so there exists an F-exact sequence 0 → X → M
0 → · · · → Mk−2 →
Z → 0 withM i ∈ add(M), (−,M) exact on it. We claim Z ∈ cogenF(M) = ker Ext
1
F
(−, C1). We split
the sequence up in short F-exact sequences X := X0, Z := Xk−1 and 0 → Xt → M t → Xt+1 → 0,
0 ≤ t ≤ k − 2. Since (−,M) is exact on the sequence for t = k − 2, we conclude Ext1
F
(Z,M) = 0. So,
it is enough to see Ext1
F
(Z,Ω1MH) = 0. We first show:
(iii) Ext1
F
(Z,Ω1MH)
∼= ExtkF(Z,Ω
k
MH) by applying (Z,−) to the sequences 0 → Ω
t
MH → Mt−1 →
Ωt−1M H → 0 and concluding Ext
i
F
(Z,Ωt−1M H)
∼= Exti+1
F
(Z,ΩtMH) for all i ≥ 1. Applying this iteratively
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gives (iii). Now, we prove:
(iv) Extk
F
(Z,ΩkMH)
∼= Ext1(X,ΩkMH) by applying (−,Ω
k
MH) to the short exact sequences 0→ X
t →
M t → Xt+1 → 0 and conclude Exti
F
(Xt,ΩkMH)
∼= Exti+1
F
(Xt+1,ΩkMH) for all i ≥ 1. Applying this
iteratively gives (iv).
But since X ∈
⋂
i≥1 ker Ext
i
F
(−, Ck) we have Ext
1(X,ΩkMH) = 0 and therefore, using (iii) and (iv)
this implies Ext1
F
(Z,Ω1MH) = 0. 
Remark 8.4. If C is a 1-F-cotilting module and M an F-dualizing summand, then we have M = C.
Therefore, non-trivial F-dualizing summands only appear in the theory of F-cotilting modules with
idF > 1.
Example 8.5. Let M ∈ Λ-mod be rigid (i.e., Ext1Λ(M,M) = 0) and also X := Ω
−M be rigid, then
for H = X ⊕DΛ, F = FH we have idFM ≤ 1, M is F-self-orthogonal and X ∈ gen1(M).
If we now assume additionally that M is faithfully balanced and Ext1,2(M ⊕X,X) = 0, then we have
H ∈ genF1 (M) = gen1(M) ∩
2⋂
i=1
ker Exti(−,X)
(cf. Example 5.1) implying that M is 1-F-faithful. In particular, we have then C := M ⊕ ΩMH is a
1-F-cotilting module with
cogenF(M) =
⋂
i≥1
ker Exti
F
(−, C).
Example 8.6. Let X be an arbitrary faithfully balanced module and k ≥ 1. If τX ∈ cogenk−1(X),
then cogenk−1(X) is the FX-perpendicular category
⋂
i≥1 ker Ext
i
FX
(−, C) for the FX-k-coltilting
module C = X ⊕ ΩkX DΛ. If add(X) is, for example, τ -stable then τX ∈ cogen
k−1(X).
More generally we will study the F-cotilting modules obtained from a 1-F-faithful F-injective mod-
ule as special cotilting modules (in section 9).
Let us fix an F-exact resolution by F-projectives of H (with add(H) = I(F))
· · · → P2 → P1 → P0 → H → 0.
Then we obtain the relative version of [IZ18, Theorem 1.1] as follows, let cotiltFn (Λ) be the set of
basic isomorphism classes of n-F-cotilting Λ-modules. It is naturally a poset with respect C ≤ C ′ if
and only if C ∈
⋂
i≥1 ker Ext
i
F
(−, C ′).
Lemma 8.7. Let F = FG = F
H and n ≥ 1, we define P :=
⊕n−1
j=0 Pj. If idF P ≤ n and idFΩ
n
PH ≤ n,
then C = P ⊕ ΩnPH is an n-F-cotilting module and it is the minimum element in cotilt
F
n (Λ).
Furthermore, if idF Pj ≤ j + 1, 1 ≤ j ≤ n− 1, then idF P ⊕ Ω
n
PH ≤ n.
Proof. We check that idF C ≤ n implies that C is F-selforthogonal: Observe that Ω
n
PH = Ω
n
F
H and
let i ≥ 1, then we have Exti
F
(C,C) = Exti
F
(Ωn
F
H,C) = Exti+n
F
(H,C) = 0 since idF C ≤ n.
Since the last condition is fulfilled by definition of C, we can conclude that C is an n-F-cotilting
module.
If L ∈ cotiltFn (Λ), then we have by definition of C that Ext
i
F
(C,L) = Exti+n
F
(H,L) = 0 since idF L ≤ n.
Therefore C is the minimum.
The last claim is a straight forward induction over n. For n = 1 the claim follows from the previous
lemma. For the induction step apply (−,M) to the F-exact sequence 0→ ΩnPH → Pn−1 → Ω
n−1
P H →
0, by hypothesis idF Pn−1 ≤ n, idF Ω
n−1
P H ≤ n− 1 we conclude idFΩ
n
PH ≤ n. 
In particular, if P0, . . . , Pn−1 are F-injective, this will be referred to as F-domdimΛ ≥ n, then the
previous lemma applies.
8.1. The relative cotilting correspondence. We give a generalization of the cotilting correspon-
dence to a relative set-up together with a relative dualizing summand - this is a generalization of
Auslander-Solberg’s main results in [AS93c, AS93d] which we reobtain as a corollary. We will use the
4-tuple assignments for our theorem (see Definition 7.1, Lemma 7.2).
As before, we fix an additive subbifunctor F = FG = F
H of Ext1Λ(−,−) for some generator G and
cogenerator H.
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Define
K
+,b
F
(add(H)) = {Y ∈ K+(add(H)) | ∃ n ∈ Z such that Hi(HomΛ(Y,H)) = 0 for i ≥ n}
then we have Db
F
(Λ-mod) ≃ K+,b
F
(add(H)) as triangulated categories, whereDb
F
(Λ-mod) is the bounded
derived category of the exact category Λ-mod with the exact structure induced by F. For more on the
derived category of an exact category we refer to [Nee90, Kel96, Pan16]. As in the standard case, one
can prove that an F-self-orthogonal Λ-module L is an F-cotilting module if and only if Thick(L) =
K
b(add(H)) where by Thick(L) we mean the smallest triangulated subcategory of Kb(add(H)) which
contains L and closed under direct summands. We also have the following lemma which can be proved
by the same argument in the standard case (cf. [CHU94, AI12]).
Lemma 8.8. Let L =M ⊕ U be a basic F-cotilting module.
(1) If there exists an F-exact sequence 0 → U
f
−→ M0 → V → 0 with f the left minimal add(M)-
approximation of U , then M ⊕ V is a basic F-cotilting module with idF(M ⊕ V ) ≤ idF L.
Furthermore, this F-exact sequence (after adding 1M to f and its cokernel ) gives rise to a
strong 0-add(M)-dualizing sequence with Exti(U ⊕M,V ⊕M) = 0 for i ≥ 1.
(2) If there exists an F-exact sequence 0→ V →M1
g
−→ U → 0 with g the right minimal add(M)-
approximation of U , then M ⊕ V is a basic F-cotilting module with idF(M ⊕ V ) ≤ idF L+ 1.
Again this gives rise to a strong 0-add(M)-dualizing sequence with Exti(V ⊕M,U ⊕M) = 0
for i ≥ 1.
Now we are ready to present our improvement of Auslander and Solberg’s results. Recall, the
4-tuple assignment
[Λ,M,L,G] 7→ [Γ, ΓM, L˜, G˜]
where Γ = EndΛ(M), L˜ = (G,M) and G˜ = (L,M). We also consider the dual 4-tuple assignment
[Λ,M,R,H] 7→ [Γ, ΓM, R˜, H˜ ]
where Γ = EndΛ(M), R˜ = D(M,H) and H˜ = D(M,R).
Theorem 8.9. Keep the above notations. Then we have
(1) The 4-tuple assignment restricts to an involution on the set of 4-tuples [Λ,M,L,G] satisfying
(1a) Λ ∈ add(G), F = FG,
(1b) L is F-cotilting and M is an F-dualizing summand of L.
(2) The dual 4-tuple assignment restricts to an involution on the set of 4-tuples [Λ,M,R,H] sat-
isfying
(2a) DΛ ∈ add(H), F = FH ,
(2b) R is F-cotilting and M is an F-codualizing summand of R (that is, M ∈ add(R) and
R ∈ genF1 (M) ).
Furthermore, for an assignment [Λ,M,R,H] 7→ [Γ, ΓM, R˜, H˜] we have idFH R = idFH˜ R˜.
Proof. We prove (1) and (2) together.
We want to use Lemma 7.2, so we first prove that (1b) (or (2b)) implies that M is 1-F-faithful.
To prove M is 1-F-faithful we need to show the natural map (M,H) ⊗Γ (G,M) → (G,H) is an
isomorphism, where Γ = EndΛ(M). Since L is F-cotilting it is 1-F-faithful and thus the natural map
(L,H) ⊗B (G,L) → (G,H) is an isomorphism, where B = EndΛ(L). By Lemma 5.7 (1), M being an
F-dualizing summand of L is equivalent to that the natural map (M,H) ⊗Γ (L,M) → (L,H) is an
isomorphism. Hence we have
(M,H) ⊗Γ (G,M)
∼=
−→ ((M,H)⊗Γ (L,M)) ⊗B (G,L)
∼=
−→ (L,H) ⊗B (G,L)
∼=
−→ (G,H)
as desired. Since L is F-cotilting and M is an F-dualizing summand of L, we have an F-exact strong
add(M)-dualizing sequence 0 → L → M0 → M1 → R → 0 with Mi ∈ add(M). By Lemma 8.8 we
see that R is also an F-cotilting module. Now, by Lemma 7.2 the 6-tuple assignment restricts to an
involution on the set of 6-tuples [Λ,M,L,R,G,H] satisfying the conditions (1a), (1b), (2a) and (2b)
if we prove that R˜ := D(M,H) and L˜ := (G,M) are F˜-cotilting modules, where F˜ := FG˜ = F
H˜ ,
G˜ = (L,M) and H˜ = D(M,R).
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Assume idFR = n, then we have F-exact sequences
0→ R→ H0 → H1 → · · · → Hn−1 → Hn → 0 (∗)
and
0→ Rn → Rn−1 → · · · → R1 → R0 → H → 0. (∗∗)
The functor (M,−) is exact on both (∗) and (∗∗). Applying D(M,−) to (∗∗) we get an exact
sequence
0→ D(M,H) = R˜→ D(M,R0)→ D(M,R1)→ · · · → D(M,Rn−1)→ D(M,Rn)→ 0 (⋆⋆)
of Γ-modules, where each D(M,Ri) ∈ add(H˜) is an F˜-injective module. We claim that this sequence
is F˜-exact which will imply that (⋆⋆) is an F˜-injective resolution of R˜ and so id
F˜
R˜ ≤ n. Consider the
following commutative diagram
0 // ((L,M),D(M,H)) //
∼=

((L,M),D(M,R0)) //
∼=

· · · // ((L,M),D(M,Rn)) //
∼=

0
0 // D((M,H) ⊗ (L,M)) // D((M,R0)⊗ (L,M)) // · · · // D((M,Rn)⊗ (L,M)) // 0
0 // D(L,H) //
∼=
OO
D(L,R0) //
∼=
OO
· · · // D(L,Rn) //
∼=
OO
0
The first row and the second row are naturally isomorphic by the Hom-Tensor adjunction, the second
row and the last row are naturally isomorphic because H,R ∈ genFL1 (M). The last row is obtained
by applying the functor D(L,−) to (∗∗) and it is exact . Hence the first row is exact and the claim
follows.
Similarly, apply the functor D(M,−) to (∗) we will get an F˜-exact sequence
0→ D(M,Hn)→ D(M,Hn−1)→ · · · → D(M,H1)→ D(M,H0)→ D(M,R) = H˜ → 0 (⋆)
with D(M,Hi) ∈ add(R˜). Now applying the functor D(R˜,−) = D((M,H),−) to (⋆⋆) we will get the
first row of the following commutative diagram
0 // (D(M,H),D(M,H)) // (D(M,H),D(M,R0)) // · · · // (D(M,H),D(M,Rn)) // 0
0 // (H,H) //
∼= D(M,−)
OO
(R0,H) //
∼= D(M,−)
OO
· · · // (Rn,H) //
∼= D(M,−)
OO
0
The lower row is exact because (∗∗) is F-exact and the vertical arrows are isomorphisms because
H,R ∈ gen1(M). Therefore the upper row is exact and this means Ext
i
F˜
(R˜, R˜) = 0 for i > 0.
Combining (⋆) and (⋆⋆), we see that R˜ is an F˜-cotilting module. According to the proof of Lemma
7.2, there is a strong add(ΓM)-dualizing sequnce 0→ L˜→ M˜0 → M˜1 → R˜→ 0 with M˜i ∈ add(ΓM ).
Again by Lemma 8.8, we conclude that L˜ is an F˜-cotilting module.
Finally, since the dual 4-tuple assignment restricts to an involution we have idFR = idF˜ R˜.

Corollary 8.10. (1) The functors (−, ΛM) : Λ-mod ←→ Γ-mod : (−, ΓM) restrict to dualities
0<⊥FL←→ 0<⊥F˜L˜ and 0<⊥FR←→ 0<⊥F˜R˜.
(2) We have idFR ≤ idF L ≤ idFR+ 2 and idF˜ R˜ ≤ idF˜ L˜ ≤ idF˜ R˜+ 2.
Proof. (1) Given X ∈ 0<⊥FL we need to show that (X, ΛM) ∈ 0<
⊥
F˜L˜ and it is enought to show
(X, ΛM) ∈ copres
∞
F˜
(L˜) by Theorem 8.2. Taking an F-projective resolution · · · → P1 → P0 → X → 0
of X and applying (−, ΛM) to get a complex 0 → (X,M) → (P0,M) → (P1,M) → · · · . A standard
argument shows that it is F˜-exact and therefore (X, ΛM) ∈ copres
∞
F˜
(L˜). Now given Y ∈ 0<⊥FR we
will prove that (Y, ΛM) ∈ 0<
⊥
F˜R˜. Applying ((Y,M),−) to the F˜-injective resolution (⋆⋆) of R˜ gives
a complex 0 → ((Y,M), R˜) → ((Y,M),D(M,R0)) → · · · → ((Y,M),D(M,Rn)) → 0. One can easily
check that it is in fact exact and thus (Y, ΛM) ∈ 0<
⊥
F˜R˜.
(2) follows from Lemma 8.8. 
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Remark 8.11. In particular, if we take M = L to be the trivial F-dualizing summand then we have
[Λ, L, L,G] 7→ [Γ, ΓL, L˜ = (G,L),Γ] and thus L˜ is a cotilting Γ-module, ΓL is a dualizing summand
of L˜ and idF L ≤ idΓ L˜ ≤ idF L + 2. This gives [AS93c, Theorem 3.13]. The fact that the 4-tuple
assignment restricts to an involution gives [AS93d, Theorem 2.8].
8.2. Derived equivalence induced by an F-dualizing summand. Let [Λ,M,L,G] be a 4-tuple
satisfying Λ ∈ add(G), F = FG, L is F-cotilting and M is an F-dualizing summand of L. Then
by Theorem 8.9 the 4-tuple assignment gives a 4-tuple [Γ = EndΛ(M), ΓM, L˜ = (G,M), G˜ = (L,M)]
satisfying Γ ∈ add(G˜), F˜ = F
G˜
, L˜ is F˜-cotilting and ΓM is an F˜-dualizing summand of L˜. We consider
the derived categories of exact categories Db
F
(Λ-mod) and Db
F˜
(Γ-mod) and we will show the functors
(−, ΛM) and (−, ΓM) induce a duality between triangulated categories D
b
F
(Λ-mod) and Db
F˜
(Γ-mod).
Proposition 8.12. Let [Λ,M,L,G] be a 4-tuple such that Λ ∈ add(G), F = FG, L is F-cotilting and
M is an F-dualizing summand of L and let [Γ, ΓM, L˜, G˜] be the corresponding 4-tuple under the 4-tuple
assignment. Then the functors (−, ΛM) and (−, ΓM) induce a triangle duality between D
b
F
(Λ-mod)
and Db
F˜
(Γ-mod).
Proof. Let B = EndΛ(L) and B˜ = EndΓ(L˜), then C := (G,L) is a cotilting B-module and C˜ :=
(G˜, L˜) is a cotilting B˜-module. By [Bua01, Proposition 4.4.3] , the functor (−, ΛL) induces a triangle
duality between Db
F
(Λ-mod) and Db(B-mod) and the functor (−, ΓL˜) induces a triangle duality between
D
b
F˜
(Γ-mod) and Db(B˜-mod).
We note that by Lemma 2.4 (1) the composition
EndB(C) = ((G,L), (G,L))
∼=
−→ EndΛ(G)
op ∼=−→ ((G,M), (G,M)) = EndΓ(L˜) = B˜
is an isomorphism of algebras. Similarly, we have End
B˜
(C˜) ∼= EndΓ(G˜)
op ∼= B. Since BC is cotilting,
B˜
C is also cotilting and we have
B˜C = (B,BC) = ((L,L), (G,L))
∼=
−→ (G,L)
∼=
−→ ((L,M), (G,M)) = (G˜, L˜) = B˜C˜
by Lemma 2.4 (1). It follows that the functors (−,BC) and (−, B˜C˜) induce a triangle duality between
D
b(B-mod) and Db(B˜-mod). The desired triangle duality follows by combining this duality and the
above triangle dualities. 
Remark 8.13. As the above proof suggests, there exist triangle equivalences Db
F
(Λ-mod) ≃ Db(B˜-mod)
and Db
F
(Γ-mod) ≃ Db(B-mod). The dual version of Proposition 8.12 shows that an F-codualizing sum-
mand of an F-tilting module will induce a relative derived equivalence.
8.3. F-Gorenstein algebra. Recall that an algebra Λ is called Gorenstein if id(ΛΛ) < ∞ and
id(ΛΛ) <∞. Define
P∞(Λ) = {X ∈ Λ-mod |pdΛX <∞} and I
∞(Λ) = {Y ∈ Λ-mod | idΛ Y <∞}.
Then Λ being Gorenstein is equivalent to P∞(Λ) = I∞(Λ). Let F = FG = F
H be a subbifunctor of
Ext1Λ and define
P∞(F) = {X ∈ Λ-mod |pdFX <∞} and I
∞(F) = {Y ∈ Λ-mod | idF Y <∞}.
Following [AS93a] we call an algebra F-Gorenstein if P∞(F) = I∞(F), and F-Gorenstein algebras
can be chcaracterized as follows.
Lemma 8.14. ([AS93a, Proposition 3.3])
(1) An algebra Λ is F-Gorenstein if and only if there exists an F-cotilting F-tilting module.
(2) An algebra Λ is F-Gorenstein if and only if every F-cotilting module is F-tilting and every
F-tilting module is F-cotilting.
Corollary 8.15. Let [Λ,M,L,G] be a 4-tuple satisfying Λ ∈ add(G), F = FG, L is F-cotilting and M
is an F-dualizing summand of L and let [Γ, ΓM, L˜, G˜] be the corresponding 4-tuple under the 4-tuple
assignment. Then Λ is an F-Gorenstein algebra if and only if Γ is an F˜-Gorenstein algebra.
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Proof. Consider the 6-tuple assignment [Λ,M,L,R,G,H] 7→ [Γ, ΓM, L˜, R˜, G˜, H˜] as in the proof of
Theorem 8.9. Then L,R are F-cotilting modules and L˜, R˜ are F˜-cotilting modules. By Lemma 8.14,
Λ is F-Gorenstein if and only if L and R are F-tilting modules, if and only if L˜, R˜ are F˜-tilting modules
by the tilting version of Theorem 8.9, if and only if Γ is F˜-Gorenstein by Lemma 8.14 again. 
Remark 8.16. (1) The tilting version of Theorem 8.9 implies that pd
F˜
L˜ = pdF L, pdF L ≤
pdFR ≤ pdF L+ 2 and pdF˜ L˜ ≤ pdF˜ R˜ ≤ pdF˜ L˜+ 2. Now by using [AS93a, Proposition 3.4],
we see that pd
F˜
G˜ = id
F˜
H˜ ≤ pd
F˜
L˜+ id
F˜
L˜ ≤ pdF L+ idFR+ 2.
(2) In particular, if we take M = L then the above result gives [AS93a, Proposition 3.1 and
Proposition 3.6].
9. Special cotilting
We assume throughout this section that F = FG = F
H for a generator G and a cogenerator H.
The easiest situation where relative dualizing summands appear in relative cotilting modules are when
these summands are 1-F-faithful F-injective modules.
Definition 9.1. Let C be an F-cotilting module of idFC ≤ r. We say that C is special if it has an
F-injective (r− 1)-F-dualizing summand I. This is equivalent to an F-injective summand I of C such
that cogenr−1
F
(C) = cogenr−1
F
(I) by Lemma 5.19. We sometimes call C I-special if it is special with
respect to the F-injective I.
Dually, we say an F-tilting module T of pdF T ≤ r is special if it has a F-projective summand P such
that genFr−1(T ) = gen
F
r−1(P ).
We look at a minimal F-injective F-coresolution of G
0→ G→ I0 → I1 → I2 → · · ·
and define Jn =
⊕
t≤n It (so in particular we have G ∈ cogen
n
F
(Jn)
Theorem 9.2. Let r ≥ 1. We consider the following three finite sets.
(1) Isomorphism classes of basic special cotilting modules of idF ≤ r.
(2) Isomorphism classes of basic F-injective modules I with G ∈ cogenr−1
F
(I).
(3) Isomorphism classes of basic I ∈ add(H) with Jr−1 ∈ add(I).
Then the sets (2) and (3) are equal. Mapping C to its maximal F -injective summand gives a bijection
between (1) and (2). The inverse is given by mapping I to CI,r := I ⊕ Ω
r
IH.
Proof. Assume Jr−1 ∈ add(I) ⊂ add(H), then clearly G ∈ cogen
r−1
F
(Jr−1) ⊂ cogen
r−1
F
(I) and we
conclude that (3) is a subset of (2). So assume I ∈ add(H) with G ∈ cogenr−1
F
(I). Since the minimal
F-injective F-exact r-copresentation (of G) must be a summand of any other F-injective F-exact r-
copresentation, it follows that Jr−1 ∈ add(I) and therefore the sets (2) and (3) are equal.
So let C be an I-special r-F-cotilting module and let J be its maximal injective summand - of course
I ∈ add(J) and clearly copresr−1
F
(I) ⊆ copresr−1
F
(J) ⊆ copresr−1
F
(C). Since I, J are F-injective and
C is r-F-cotilting we conclude that these inclusions of subcategories coincide with cogenr−1
F
(I) ⊆
cogenr−1
F
(J) ⊆ cogenr−1
F
(C). Since C is I-special it follows that they are all equal, in particular
J ∈ cogenF(I) implies J ∈ add(I) and therefore add(I) = add(J). This means the map is well-
defined. It follows from lemma 8.3 that the assignment I 7→ CI = I ⊕ Ω
r
IH is the inverse map. 
Let Σr
F
(Λ) be the finite subposet of the poset of isomorphism classes of basic F-cotilting modules
of idF ≤ r, where the partial order is given by inclusion of perpendicular categories...
Let addJr−1(H) be the lattice given by isomorphism classes of basic summands I of H such that
Jr−1 ∈ add(I) . The partial order is just given by inclusion of summands, the meet and join are
defined in the obvious way. In particular, if H = Jr−1 ⊕X with |X| = t, then the lattice addJr−1(H)
is isomorphic to the power set P({1, 2, . . . , t}) which is a poset with respect to inclusion and a lattice
with respect to intersection and union (sometimes also referred to as a t-dimensional cube).
Corollary 9.3. The finite poset Σr
F
(Λ) is a lattice and the bijection from the previous theorem gives
a lattice isomorphism
Σr
F
(Λ)→ addJr−1(H).
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We also observe that if an I-special r-F-cotilting module C has an (r − 1)-F-dualizing summand
M , then I ∈ add(M).
We give now several little applications, in particular connecting it with the other parts of the article.
9.1. Examples and applications.
(1) Non-relative special tilting has been defined in [PS17] and many special cases had been con-
sidered before, as APR-tilting and BB-tilting [BGfP73], [BB80], [APR79], n-APR-tilts [IO11]
or flip-flops for posets [Lad07]. Any endomorphism ring of a generator has a canonical special
cotilt, this has been used to define desingularizations of orbit closures and quiver Grassman-
nians in [CIFR13], [CBS17], [PS18].
(2) We explain that (non-relative) special cotilting naturally gives two recollements relating the
cotilted algebras: Let I be a (k− 1)-faithful injective Λ-module for k ≥ 1 and C = CI,k = I ⊕
ΩkI DΛ the I-special k-cotilting module. Then Ω
k
I is an equivalence of categories addDΛ/ add I →
addC/ add I (for the definition of ideal quotients, see [ASS06, A.3]) with quasi-inverse Ω−kI
(this follows from [AR91b, Theorem 5.2] with X = add(I)). Let B = EndΛ(C)
op, then B DC
is special k-tilting module with respect to the (k − 1)-faithful projective module P = (C, I).
Let P = Bε and I = D(eΛ) for idempotents e ∈ Λ, ε ∈ B. Then the equivalence ΩkI induced
an isomorphism of algebras
(Λ/(e))op = EndaddDΛ/ add I(DΛ) ∼= EndaddC/ add I(C) = (B/(ε))
op
Observe also eΛe ∼= EndΛ(I)
op ∼= εBε, therefore we have two recollements with isomorphic
ends induced by the idempotents e, ε.
Λ-mod
F

puu❦❦❦❦
❦❦❦
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❦❦❦
❦❦q
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❦❦❦
❦❦
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Furthermore, the cotilting functor F := D(−, C) commutes with the following functors from
the recollements ε ◦ F = e, F ◦ ℓ = λ.
(3) The standard cogenerator correspondence says that the assignment [Λ, ΛE] 7→ [Γ, ΓI] defined
by Γ = End(E), I = ΓE gives a bijection between
(a) [Λ, ΛE] with DΛ ∈ addE.
(b) [Γ, ΓI] with I injective and Γ ∈ cogen
1(I).
Let us denote CI to be the special 2-cotilting Γ-module which exists in situation (b). Then
the AS-assignment [Γ, ΓI, CI ] 7→ [Λ, ΛE,G] with G = (CI , I) gives a natural extension of the
cogenerator correspondence to a bijection between the following.
(a’) [Λ, ΛE,G] with DΛ ∈ addE and E is an FG-cotilting module.
(b’) [Γ, ΓI, CI ] with I injective and Γ ∈ cogen
1(I), CI 2-cotilting with cogen
1(CI) = cogen
1(I).
This can be generalized to the 4-tuple assignment as follows:
9.1.1. Example of the relative cotilting correspondence using special cotilting. This is our main exam-
ple for theorem 8.9. Let us look at the 5-tuple assignment [Λ, I, L,G,H] 7→ [Γ = EndΛ(I), ΓI, L˜ =
(G, I), G˜ = (L, I), H˜ = D(I,H)]. Then this gives a involution on the following 5-tuples [Λ, I, L,G,H]
with Λ ∈ add(G),DΛ⊕ I ∈ add(H), F = FH = FG and L is an I-special 2-F-cotilting module.
The proof goes as follows: By Theorem 8.9 we know that L˜ is again an F˜-cotilting module with
F˜ = FH˜ and has an F˜ -dualizing summand ΓI. So we need to see that idF˜ L˜ ≤ 2, then L˜ is the
(uniquely determined) ΓI-special 2-F-cotilting module. Recall that the assumption ensures that we
have an F-exact strong I-dualizing sequence 0 → L → I0 → I1 → H → 0 with Ij ∈ add(I), so we
can see R := H as the right end of it. This has been used to show that for G˜ := (L, I), H˜ = D(I,H)
we have F˜ = FH˜ = FG˜. Now, apply (−, I) to a minimal projective presentation of G and D(I,−)
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to a minimal injective copresentation of H to obtain an F˜-exact, strong ΓI-dualizing sequence with
left end (G, I) = L˜ and right end D(I,H) = H˜. This ensures that id
F˜
L˜ ≤ 2 and therefore L˜ is an
ΓI-special 2-F˜-cotilting.
We remark that special r-(co)tilting requires an F-injective (r − 1)-F-dualizing summand. In our
previously considered assignments we looked only at 1-F-dualizing summands, that is why our example
only works for r = 2.
9.1.2. Mutation and dualizing sequences induce special tilts on endomorphism rings.
Lemma 9.4. Let 0 → L → M0 → · · · → Mk → R → 0 be an F-exact strong k-M -dualizing sequence
with Extj
F
(L,R) = 0 for j ≥ 1 and L,R be F-selforthogonal. Let B = End(L) and A = End(R).
Then T = (L,R) is a special k-tilting A-module with respect to P = (M,R) and C = D(L,R) is a
special k-cotilting B-module with respect to I = D(L,M). Furthermore, we have EndA(T ) ∼= B
op and
EndB(C) ∼= A
op.
Proof. Apply (−, R) to the strong dualizing sequence, setting Pi = A(Mi, R) ∈ add(P ), we get an
exact sequence of A-modules
0→ A→ Pk → · · · → P0 → T → 0.
This shows pdT ≤ k and A has an add(T )-resolution with all middle terms in add(P ) (⊆ add(T )).
Since the dualizing sequence is strong and by assumption L ∈ F,1≤⊥R∩cogen∞
F
(R), we can use Lemma
2.4,(2) to get an isomorphism Extj
F
(L,L) → ExtjA(T, T ). Since L is F-selforthogonal, the module T
is selforthogonal. This implies that T is a special k-tilting module with respect to P . Similarly, one
can show that C is a special k-cotilting module with respect to I. The last claim follows from Lemma
2.4,(1). 
9.1.3. Passing to endomorphism rings of special cotilting modules. Recall, that in the non-relative
case the Brenner-Butler assignment (BB) : [Σ, J, L′] 7→ [B = EndΣ(L
′),D(L′, J),BL
′] maps J-special
t-cotilting Σ-modules L′ to a D(L′, J)-special t-cotilting B-module and this assignment is an involution
on these triples.
We explain how this relates to relative special cotilting: Let H be a basic cogenerator, Σ = EndΛ(H)
op
and ε ∈ Σ the projection onto the summand DΛ, then we have a pair of adjoint functors
ℓ = D(−,H) : Λ-mod⇄ Σ-mod: ε = (Σε,−)
(cf. Appendix) with Im ℓ = gen1(Σε). As always we set F = F
H . Then for I ∈ add(H) we have
ℓ(I) ∈ add(DΣ) and: H ∈ genFt−1(I)⇔ DΣ ∈ gent−1(ℓ(I)),
⊕t
j≥1Ω
j
ℓ(I)DΣ ∈ gen1(Σε).
The assignment [Λ, I, L,H] 7→ [Σ = EndΛ(H)
op, ℓ(I), ℓ(L)] injects an I-special t-FH -cotilting mod-
ules L to an ℓ(I)-special t-cotilting Σ-module ℓ(L). Any J-special t-cotilting Σ-module L′ for some
J ∈ add(DΣ) is in the image of this assignment if and only if
⊕t
j≥1Ω
j
J DΣ ∈ gen1(Σε). The as-
signment [Λ, I, L,H] 7→ [B = EndΛ(L),D(L, I),D(L,H)] injects an I-special t-F
H -cotilting modules
L to an D(L, I)-special t-cotilting B-module D(L,H). In fact, combining the assignments we get a
commuting triangle as follows
[Λ, I, L,H]
ℓ
tt❥❥❥❥
❥❥❥
❥❥❥❥
❥❥❥❥ D(L,−)
**❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯❯
[Σ = EndΛ(H)
op, ℓ(I), ℓ(L)] oo
(BB)
// [B = EndΛ(L),D(L, I),D(L,H)]
Example 9.5. Here are the endomorphism rings of the special cotilts of the relative Auslander algebras
for Λ = K(1 → 2 → 3 → 4 → 5), G = P5 ⊕M,M =
⊕4
i=1
⊕
j≥0 τ
−jPi, F = FG from Example 6.9,
(4). We choose I = M ∈ add(H), then the M -special tilting and cotilting modules conincide with:
G,M ⊕ S4,M ⊕ S3,M ⊕ S2,H. Their respective endomorphism ring is shown by the quiver with
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10. Appendix: Embedding into an abelian category
We fix ∆ = EndΛ(G)
op and e ∈ ∆ projection onto the summand Λ (resp. Σ = EndΛ(H)
op and
ε ∈ Σ the projection onto DΛ), r = HomΛ(G,−) then we have a pair (e, r) of adjoint functors (resp.
ℓ = Σε⊗Λ − = DHomΛ(−,H), then we have an adjoint pair (ε, ℓ))
e : ∆-mod⇄ Λ-mod: r (resp. ℓ : Λ-mod⇄ Σ-mod: ε)
with e is exact and r is fully faithful, maps F-exact sequences to exact sequences and add(G) to
add(∆). In particular, it maps F-projective resolutions to projective resolutions and we get induced
isomorphisms
Exti
F
(M,N)→ Exti∆(r(M), r(N)), i ≥ 0.
Dually, ε is exact, ℓ is fully faithful, maps F-exact sequences to exact sequences and add(H) to
add(DΣ), it maps F-injective resolutions to injective resolutions and induces isomorphisms on the
Ext-groups Exti
F
(M,N)→ ExtiΣ(ℓ(M), ℓ(N)), i ≥ 0. We have
Im r = cogen1(D(e∆)) and Im ℓ = gen1(Σε).
It is also easy to see: If T is a relative tilting Λ-module, then r(T ) is a tilting ∆-module: Conversely,
every tilting ∆-module in cogen1(J) restricts under e to a relative tilting module. This gives a bijection,
respecting the partial order (given by inclusion of perpendicular categories).
If C is a relative cotilting module then ℓ(C) is a cotilting Σ-module and every cotilting module in
Im ℓ = gen1(Σε) restricts under ε to a relative cotilting module.
Furthermore, in [AS93c] Auslander and Solberg showed
gldimF Λ ≤ gldim∆ ≤ gldimF Λ+ 2.
Lemma 10.1. Let Λ and ∆ be as before and k ≥ 0. Then the following are equivalent:
(1) pdFDΛ ≤ k and gldim∆ ≤ k + 2,
(2) gldimF Λ ≤ k,
(3) idF Λ ≤ k and gldimΣ ≤ k + 2.
Proof. (1)⇒ (2) : Let J = D(e∆). Clearly, gldimF Λ ≤ k if and only if Ext
k+1
∆ (cogen
1(J), cogen1(J)) =
0. We have J = D(e∆) = r(DΛ) and it is easily seen that pdFDΛ ≤ k is equivalent to pd∆J ≤ k.
We claim the stronger implication: gldim∆ ≤ k+2 and pdJ ≤ k implies Extk+1(cogen1(J),∆-mod) =
0 (i.e., pdX ≤ k for all X ∈ cogen1(J)).
If we have an exact sequence 0→ A→ J0 → B → 0 with J0 ∈ add(J) and we apply a functor (−, Y )
then we get a dimension shift Exti(A,Y ) ∼= Exti+1(B,Y ) for all i ≥ k + 1. In particular, we have
for X ∈ cogen1(J): Extk+1(X,Y ) ∼= Extk+2(Ω−X,Y ) ∼= Extk+3(Ω−2X,Y ) = 0 since we assume that
gldim∆ ≤ k + 2.
(2) ⇒ (1) Clearly, if gldimF Λ ≤ k, then pdFDΛ ≤ k. By Auslander-Solberg’s result (see before) we
also have
gldim∆ ≤ gldimF Λ + 2 ≤ k + 2.
The equivalence of (2) and (3) is proven analogously. 
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Example 10.2. Let Λ = K(1→ 2→ · · · → n). Then there are 2N with N =
∑n−1
k=1 k basic generators
G. The minimal F-global dimension is 0 which is obtained if and only of G is the Auslander generator.
The maximal F-global dimension is n− 1 (cf. Example 6.9, (4)).
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