tially the greatest poem; (2) The United States have the fullest poetical nature. These sentences roughly mean the same thing, but they evoke different kinds of implications. Gelman and Heyman (1999) suggested that categorical noun labels (e.g., "poem" in Sentence 1), unlike feature labels (e.g., "poetical" in Sentence 2), evoke a sense of immutability, endurance, and centrality linked to the identity of an object, even in 5-year-old children (see also Walton & Banaji, 2004; Yamauchi, 2005) .
The distinction between categorical noun labels and feature labels in inductive generalization has been well documented in developmental research on children's acquisition of new knowledge (e.g., Brown, 1957; Gelman & Heyman, 1999; E. M. Markman & Hutchinson, 1984; Waxman & Booth, 2001 ; but see also Sloutsky, 2003; Sloutsky & Fisher, 2004) . A number of cognitive studies have also demonstrated the importance of category labels in inductive generalization (Clapper & Bower, 2002; Waldmann & Hagmayer, 2006; Yamauchi, 2005, in press ; see also Murphy & Medin, 1985; Murphy & Ross, 1994; Rosch, 1978; Ross & Murphy, 1996) . However, there is no clear consensus among cognitive scientists on exactly how category labels and feature labels differ. Researchers exploring computational aspects of inductive generalization tend to assume that category labels and feature labels are basically the same thing (e.g., Anderson, 1990) . In such studies, category labels may be useful for predicting certain attributes and may attract more attention, but the distinction is regarded as trivial, and the major computational models of inductive generalization make no qualitative distinction between the two types of labels (Kruschke, 1992; Love, Medin, & Gureckis, 2004; Osherson, Smith, Wilkie, López, & Shafir, 1990; Sloman, 1993; Sloutsky, 2003; Sloutsky & Fisher, 2004; see Heit, 2000, for a review) .
In this study, we contrasted category labels and feature labels and investigated how they differ in their influence on predictive inference. Yamauchi, Kohn, and Yu (2007) provided two findings illustrating the distinction between category and feature labels in an inference task. Because the present study is directly related to that of Yamauchi et al., in the next paragraph we describe in detail the results of the previous study.
In Yamauchi et al. (2007) , participants were shown a sample stimulus and a test stimulus side by side and predicted the value of a hidden feature of the test stimulus on the basis of the sample stimulus ( Figure 1A ). Both the sample and test stimuli carried verbal labels, which were blurred, and only became legible to the participant when the cursor was moved over a particular location. The meanings of the labels were manipulated in two conditions. In one (the category condition), the labels (e.g., "monek" in Figure 1A) represented names of two different insect categories; in the other (the attribute condition), the same labels represented names of attributes of the insects (the shapes of wings hidden beneath their bodies). The results showed that when the two labels were associated with category information, they were a reliable guide for predictive inference. For example, when the sample and test stimuli had the same label ( Figure 1A ), the projection of attributes from sample to test stimuli increased dramatically (i.e., selecting the long antennae ["horns" in the stimuli and instructions] in Figure 1A ); when the sample and test stimuli had different labels ( Figure 1B ), the projection of attributes from the sample to the test stimulus declined dramatically (i.e., selecting the short antennae in Figure 1B) ; this dramatic Category labels versus feature labels: Category labels polarize inferential predictions
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What makes category labels different from feature labels in predictive inference? This study suggests that category labels tend to make inductive reasoning polarized and homogeneous. In two experiments, participants were shown two schematic pictures of insects side by side and predicted the value of a hidden feature of one insect on the basis of the other insect. Arbitrary verbal labels were shown above the two pictures, and the meanings of the labels were manipulated in the instructions. In one condition, the labels represented the category membership of the insects, and in the other conditions, the same labels represented attributes of the insects. When the labels represented category membership, participants' responses became substantially polarized and homogeneous, indicating that the mere reference to category membership can modify reasoning processes.
proportion of features selected that were consistent with the sample stimulus when the sample and test stimuli had different labels ( Figures 1B and 1D ) from the proportion of consistent features selected when the sample and test stimuli had the same labels ( Figures 1A and 1C) . We also measured the extent to which participants' responses became similar to each other (i.e., the homogeneity effect). If labels are used as abstract rules, feature information should be discounted, and participants' response patterns should become highly uniform (the details of measuring the homogeneity effect will be described later, in the Results section of Experiment 1).
As in Yamauchi et al. (2007) , participants in the present study were shown schematic pictures of insects side by side and made predictions about a test stimulus on the basis of a sample stimulus ( Figure 1A ). These schematic insects were produced from combinations of five feature dimensions (antennae = long/short, head = round/angular, torso = dotted/striped, legs = eight/four, tail = long/short) and two verbal labels ("monek"/"plaple"; see Table 1 ). The test stimulus had one feature missing, and participants were asked to make a judgment about this feature. Two choices were given for the missing feature: One was consistent and the other was inconsistent with the sample stimulus. For example, in Figure 1A , the choice of long antennae is consistent with the feature in the sample stimulus, whereas the choice of short antennae is not. We fluctuation in the projection of feature values, depending on the matched or mismatched labels, is called a polarity effect in this article. This tendency was particularly conspicuous when the labels were associated with category membership information.
The focus of the Yamauchi et al. (2007) study was on the impact of categorical labeling on the time course of decision making. In that study, the movement of the computer cursor was tracked every 50 msec in order to examine when and how often participants viewed the hidden labels in each trial. The results indicated that participants tended to view the labels more often and earlier in each trial when category labels were given. In the present study, on the other hand, we compared the inductive potentials of category labels and of a wide variety of feature labels; specifically, the category labels were contrasted with more fundamental and diverse feature labels related to the biological, behavioral, and physical characteristics of imaginary insects. If the distinction between category labels and feature labels is real, the polarity effect that was observed in the previous study should be replicated.
In the present study, we introduced three conditions, in which two labels were characterized as the names of diseases that the imaginary insects carry, foods that they eat, or islands that they live on, in order to assess the polarity and homogeneity created by categorical labeling. Specifically, we measured "polarity scores" by subtracting the Second, individual responses made in the category condition should be homogeneous relative to those in the attribute conditions. That is, participants should exhibit a tendency to ignore feature information (e.g., the number of matching and mismatching features) and to use labels as abstract decision rules. As a result, individual responses in the category condition should become similar to each other. To test this idea, we analyzed individual response patterns with cluster analyses (the details of this procedure are explained later, in the Experiment 1 Results section).
ExpErImENT 1 method participants. A total of 211 undergraduate students participated in this experiment for course credit. The participants were randomly compared the proportions of making a "consistent choice" when the labels carried category membership or attribute information, to produce a consistency score.
In three attribute conditions, the two labels were characterized as the names of islands on which the insects live, foods that they eat, or diseases that they carry. In this manner, the arbitrary labels were associated with the habitats, sustenance, and biological dispositions of the insects. Because these features are likely to affect the behavior of the insects, we assumed that these attributes were central to the category (see Sloman, Love, & Ahn, 1998 , for a discussion of the centrality of category features). In the category condition, the two labels were characterized as the names of categories to which the insects belonged.
To investigate the distinction between category and feature labels, we created 20 test stimuli from two sets of sample stimuli (10 from Set A and 10 from Set B in Figure 2 ). These sample stimuli (Sets A and B) were related to each other in their abstract feature values but were different in their exact appearances. For example, the "monek" samples in Sets A and B both had long antennae, round faces, dotted torsos, eight legs, and short tails. Similarly, the "plaple" samples in the two sets had short antennae, angular faces, striped torsos, four legs, and long tails. The specific instantiations of the individual features, though, were different. Thus, this variable would increase the variation of test stimuli; however, we think this variation would be discounted when the labels carry category membership information.
predictions
We think that category labels play a guiding role in feature inference (E. M. Markman, 1989; Yamauchi, 2005; Yamauchi et al., 2007; Yamauchi & Markman, 2000) and promote a reasoning strategy using abstract rules (see Sloman, 1996, and Sloman, 1994 , for the distinction between rule-based and similarity-based reasoning strategies). First, participants' inferential projections should depend primarily on the matching/mismatching status of the labels when the two labels are characterized as the names of categories. That is, consistency scores should rise (1, 0) = (long, short antennae), (round, angular head), (dotted, striped body), (8, 4 legs), or (short, long tail). A total of 20 test stimuli were produced from two sets of stimuli, A and B (see Figure 2 ). The 20 stimuli were shown twice, in the matched and mismatched conditions, yielding 40 trials for each participant.
Figure 2. Two sets of sample stimuli. All test stimuli were produced from these sample stimuli. In one version, the two stimuli ("monek" and "plaple") in Set A were used as sample stimuli; in the other version, the sample stimuli were taken from Set B.
Set A monek plaple
Set B monek plaple results polarity effect. Overall, the mean polarity score was substantially larger in the category condition than in the attribute conditions (Table 2 ). There was a main effect of label condition [F 1 (3,207) = 2.74, MS e = 0.24, p < .05, η 2 = .04; F 2 (3,72) = 5.21, MS e = 0.02, p < .01, η 2 = .18]. There was no interaction between label condition and feature instantiation [F 1 (3,207) = 2.09, MS e = 0.05, p = .10, η 2 = .03; F 2 < 1].
Pairwise comparisons suggest that the mean polarity score in the category condition was higher than in the food-and island-attribute conditions [category vs. food, t 1 (102) Common responses: A cluster analysis. We used a hierarchical cluster analysis to examine the extent to which individual responses obtained from each participant were similar to each other (i.e., a homogeneity effect). In this analysis, every individual response was transcribed to a vector of 40 dimensions (with each dimension representing a response score of 1 or 0 obtained from an individual trial and with N i response vectors in each label condition, where N i represents the number of participants in the ith label condition). We measured the proximity distances of all pairs of individual response vectors in each label condition and applied a hierarchical cluster analysis to these response vectors (see Johansen & Kruschke, 2005 , for a similar analysis). The logic behind this analysis was that if individual response patterns in a given label condition were homogeneous, these response vectors should be highly similar to each other, resulting in a large cluster of response vectors.
To create a hierarchical tree, we used the unweighted average distance method, which measures the average distance between all pairs of cases in two clusters. The proximity distance was measured by the city-block metric because that method is easy to interpret. For example, a proximity distance of 12 in the city-block metric suggests that 2 participants made different responses in 12 assigned to one of four conditions: category (n = 58), disease-attribute (n = 49), food-attribute (n = 46), and island-attribute (n = 58). materials. All test stimuli had two features consistent with the sample of one category, two features consistent with the sample of the other category, and one feature masked for an inference question. By assigning binary values of 1 or 0 to each feature dimension, the sample stimulus in the "monek" group ("monek" stimuli in Figure 2) can be expressed as (1, 1, 1, 1, 1, 1) = (long antennae, round head, dotted body, eight legs, short tail), and the sample stimulus in the "plaple" group can be expressed as (0, 0, 0, 0, 0, 0) = (short antennae, angular head, striped body, four legs, long tail) (see Table 1 ). Twenty test stimuli were produced in this manner from the two different instantiations of the sample stimuli.
In one version of the experiment, the two stimuli of Set A were shown as the sample stimuli; in the other version, the two stimuli of Set B were shown as the samples.
procedure. Participants were shown a pair of sample and test stimuli on a computer screen and predicted one of two feature values of the test stimulus on the basis of the sample stimulus (Figure 1) . One choice was consistent with a feature shown in the sample stimulus (e.g., the long antennae in Figure 1A ), and the other was inconsistent with that feature. The 20 test stimuli were shown twice. In one case, a test stimulus was paired with a sample stimulus that had the same label (i.e., the match condition- Figures 1A and 1C ). In the other case, the same test stimulus was paired with a sample stimulus that had a different label (i.e., the mismatch condition- Figures 1B  and 1D ). Each participant received a total of 40 trials; the order of the trials was determined randomly for each participant.
Design. The experiment had a 4 (label condition: category, disease-attribute, food-attribute, island-attribute; between subjects) 3 2 (match status: match, mismatch; within subjects) 3 2 (feature instantiation: same, different; within subjects) 3 2 (stimulus version: 1, 2; between subjects) factorial design. The stimulus version, which was created for counterbalancing, did not interact with the other factors; therefore, this factor was collapsed for subsequent data analyses. Label condition was manipulated solely in the instructions (see the Appendix). In the category condition, the two labels were characterized as representing two "types" of bugs. In the three attribute conditions (disease, food, and island), the same two labels were characterized as representing two kinds of diseases that the bugs carry, two kinds of foods that they eat regularly, or two different islands on which they live. Match status represents the matched/mismatched status of the labels attached to the sample and test stimuli (e.g., matched labels in Figures 1A and 1C , mismatched label in Figures 1B and 1D) . Feature instantiation is the correspondence of the feature instances used to depict the sample and test stimuli. Ten of the test stimuli were produced from the same feature instances used to depict the sample stimuli (e.g., Set A in Figures 1A and 1B) ; the remaining 10 were produced from instances different from the sample stimuli (e.g., Set B in Figures 1C and 1D ). This factor was introduced in order to avoid a ceiling effect while ensuring that inductive judgments made in the four label conditions would vary sufficiently.
Responses consistent with the sample stimulus were coded as "consistent responses" (e.g., selecting the long antennae in Figures 1A and 1C) . The polarity effect, which reflects the influence of the matching and mismatching of labels, was measured by subtracting the proportions of consistent responses obtained with the mismatched stimuli from those with the matched stimuli (i.e., the polarity score). Thus, for the actual data analyses, 4 (label condition) 3 2 (feature instantiation) ANOVAs were applied to the polarity scores calculated for individual participants.
Analyses with both participant-based (F 1 ) and item-based (F 2 ) ANOVAs were reported in order to draw appropriate interpretations. For the item-based ANOVAs, we combined the two stimulus versions and analyzed the 40 trials averaged across participants. The two independent variables, label condition and feature instantiation, were treated as "between-subjects" (i.e., here, the individual items) factors. employed a similarity-like strategy (polarity scores # 0), whereas 40.8%, 32.6%, and 37.9% in the disease-, food-, and island-attribute conditions, respectively, adopted such a strategy (category vs. disease-attribute, z = 2.05, p = .04; category vs. food-attribute, z = 1.15, p = .25; category vs. island-attribute, z = 1.84, p = .07; category vs. all attribute conditions combined, z = 2.13, p = .03). These results favor the view that the category and attribute conditions differed in terms of the degree to which rule-and similarity-based strategies were adopted.
To test this idea further, we compared the skewness of the distributions of the polarity scores in each label condition. Because the polarity scores depend on the overall consistency scores (i.e., the proportion of times that feature values consistent with the sample stimuli were selected), it is important to compare the distributions of the polarity scores independently of the overall levels of consistency scores. A skewness score indicates the degree of asymmetry of a distribution. With a score of 0, the distribution is said to be symmetric. With a large positive skew score, the distribution is asymmetric with most data placed around the left side of the distribution, with relatively few extreme data points placed around the right side. If a single strategy is predominantly employed (e.g., a rule-based strategy), the distribution should be highly symmetric. Because miscellaneous factors should influence participants' performance, the polarity scores under a uniform (e.g., rule-based) strategy should be roughly normally distributed. In contrast, if the two reasoning strategies, ruleand similarity-based, were employed to different degrees, the distribution of the polarity scores would be relatively asymmetric. For example, if 70% of the participants used a similarity-based process and 30% of the participants used a rule-based process, many low polarity scores should arise from the similarity-based process and a few high polarity scores from the rule-based process, yielding a highly skewed distribution. This analysis showed that the distribution from the category condition was fairly symmetric . 1 This extra analysis suggests that participants in the category condition were more likely to follow a single, rule-based strategy, whereas those in the attribute conditions primarily used a similarity-based strategy, with some use of a rule-based strategy.
Discussion
In the attribute conditions, the two arbitrary labels were associated with three basic characteristics of insectswith diseases, foods, and locations connected with them; in the category condition, the same labels were associated with the category membership of the insects. These labels were characterized solely in the instructions, which differed only in a few words across the four conditions. Even with these subtle manipulations, participants' responses became substantially polarized and homogeneous when the labels carried category information. and identical responses in 28 of 40 trials. In this manner, the value from the city-block metric corresponds to the number of trials with different responses.
Overall, the proximity distances observed in the category condition were significantly smaller than those observed in the other attribute conditions (Wilcoxon ranked sum tests: zs > 8.7, ps < .001; see Table 3 ). This suggests that the individual response patterns obtained in the category condition were highly similar to each other, as compared with those in the attribute conditions. Given a proximity distance of 12, 43% of the participants in the category condition were included in the largest cluster, indicating that these participants made identical responses on an average of 28 out of the 40 trials (i.e., 70%). Given the same proximity distance, the percentages of participants in the largest cluster were only 29%, 24%, and 24% for the disease-, food-, and island-attribute conditions, respectively.
Was the homogeneity effect in the category condition linked to a rule-based strategy prompted by the category labels (see Sloman, 1996; Smith & Sloman, 1994) ? To explore this idea, we counted the number of participants whose average polarity scores were .5 or above and the number whose average polarity scores were 0 or below. If a rule-based strategy was adopted, the feature information would be discounted, and very high polarity scores would result. In contrast, if a similarity-based strategy was adopted, labels would be discounted, and very low polarity scores would emerge. If the labels were ignored completely, the polarity score should be about 0, because the sample and test stimuli all had two matching features and two mismatching features.
This additional analysis showed that 43.1% of the participants in the category condition predominantly adopted a rule-like strategy (their polarity scores were at least .5), whereas 26.5%, 23.9%, and 22.4% in the disease-, food-, and island-attribute conditions, respectively, followed such a strategy (category vs. disease-attribute, z = 1.58, p = .11; category vs. food-attribute, z = 1.84, p = .07; category vs. island-attribute, z = 2.18, p = .03; category vs. all attribute conditions combined, z = 2.52, p = .01). In contrast, 20.7% of the participants in the category condition <.001 Note-The left columns show the percentages of participants who formed the largest cluster at a given level of proximity distance. For example, given a proximity distance of 8, 36% of the participants in the category condition were grouped together. This means that these participants made different responses on an average of 8 out of 40 trials. The proximity distance was measured by the city-block metric. "Average proximity distance" represents the average distance of all pairs of the participants in a given label condition. The z scores and p values were obtained from Wilcoxon ranked sum tests comparing the proximity distances of all pairs of participants in the category condition with the proximity distances obtained in each of the other attribute conditions. stimuli have different labels) would also represent a high degree of using labels. According to these assumptions, we predict that high consistency scores with the matched stimuli should correlate with fast responses in the category condition but not the DNA condition. Similarly, low consistency scores with the mismatched stimuli should also correlate with fast responses in the category condition but not the DNA condition. method participants. A total of 116 undergraduate students participated in the experiment for course credit. The data from 4 of the participants were removed because they either misunderstood the instructions or did not carry out the experiment as the instructions directed. 2 Thus, 112 participants were randomly assigned to two conditions: category (n = 53) or DNA (n = 59). materials and procedure. The materials and procedure for this experiment were identical to those described in Experiment 1, except for minor modifications. In the DNA condition, the labels "monek" and "plaple" were characterized as names of two different components of DNA in these insects. The instructions further stated that the DNA components "affect the physical characteristics of these bugs" (see the Appendix). The category condition was identical to that condition in Experiment 1, in which the instructions characterized the labels as the names of two different types of insects. No reference was made about a link between these "types" and the physical characteristics of these insects.
Design. The experiment had a 2 (label condition: category, DNA) 3 2 (match status: matched, mismatched) 3 2 (feature instantiation: same, different) 3 2 (stimulus version: 1, 2) factorial design. The stimulus version factor did not interact with the others; therefore, this factor was collapsed in subsequent data analyses. As in Experiment 1, the polarity effect was measured by subtracting the proportion of consistent responses obtained with the mismatched stimuli from the one obtained with the matched stimuli (i.e., a "polarity score"), and the actual data analyses were carried out using 3 (label condition) 3 2 (feature instantiation) ANOVAs. results polarity effect. As predicted, the mean polarity score in the category condition was statistically indistinguishable from that in the DNA condition (Table 4 ). There was no main effect of label condition nor any interaction of label condition and feature instantiation (F 1 and F 2 < 1).
Correlation between response times and the use of labels. Given the matched stimuli in the category condition, there was a significant negative correlation between consistency scores and response times (r = 2.36, p < .01), indicating that the participants who used labels more also tended to respond more quickly when the matched stimuli were given ( Figure 3A ). In the DNA condition, no correlation was present (r = .05, p = .72; Figure 3B ).
With the mismatched stimuli, the correlation between consistency score and response times was not significant One may argue that these results simply reflect how relevant these labels were in predicting the physical characteristics of the insects. For example, a label representing "food" might have had little to do with the body parts of the imaginary insects. As a result, the labels in the foodattribute condition were less useful as predictors than the labels in the category condition. The same argument could be applied to the labels in the category condition, which represented the names of two types of insects without specifying exactly what each "type" consisted of. However, because the contextual relevance of attributes is an important factor determining the strength of inductive judgments (Heit & Rubinstein, 1994; Medin, Coley, Storms, & Hayes, 2003; Sloman, 1993) , this relevance variable should be taken into account when comparing category and feature labels. Experiment 2 addressed this issue.
ExpErImENT 2
Are category labels different from feature labels, even when the feature labels are directly related to predictions about body parts? In Experiment 2, we introduced a new, DNA condition, in which the labels were characterized as the names of DNA components, and the instructions explicitly explained that these DNA components affect the physical characteristics of the insects (see the Appendix). In this manner, the two labels in the DNA condition were linked to the prediction of body parts of the insects.
The polarity scores in the DNA condition should be large because of the direct predictability of the labels. The polarity scores in the category condition should be no less pronounced than those in the DNA condition. We think that participants would make an assumption that the "types" of insects are related to the insects' internal structures, and that they would use the labels to guide their inferential judgments (Gelman, 2003) . However, we still expect systematic differences between the two conditions, even in this setting.
Our previous study investigating the time course of inductive judgments indicated that category labels, unlike feature labels, expedite the inferential process by providing substantial background information earlier in the time course of decision making (Yamauchi et al., 2007 ; see also Luhmann, Ahn, & Palmeri, 2006; Palmeri & Blalock, 2000) . When labels conveyed category membership information, participants viewed them more often and earlier during the decision making process. Unlike feature labels, category labels are used as a heuristic to facilitate a reasoning process. This means that the more participants use the labels to make predictions, the more likely they are to respond quickly. In other words, there should be a positive correlation between the degree of using labels and the speed of making inferential judgments. This tendency should be pronounced in the category condition but not in the DNA condition.
We assume that high consistency scores with the matched stimuli (i.e., selection of a feature value consistent with the sample when both stimuli have the same label) would represent a high degree of using labels in the matched stimuli. Similarly, low consistency scores with the mismatched stimuli (i.e., selection of a feature value inconsistent with the sample when the sample and test smaller than those observed in the DNA condition (z = 5.34, p < .001; Table 5 ). This suggests that participants in the category condition were similar to each other in their response patterns. Note that the mean proximity distances were not very different between (category condition, M = 17.28; DNA condition, M = 17.95), but the distributions of proximity scores in the two conditions were substantially different. Specifically, the proximity score distributions were different in their medians (category, 18; DNA, 19) , standard deviations (category, 4.93; DNA, 5.39), and skewness (category, 20.56; DNA, 20.87); the ps for all measures were <.05. 3 Given the proximity distance of 12, 40% of the participants in the category condition were included in the largest cluster. Given the same proximity distance, 37% of the participants in the DNA condition formed the largest cluster.
Did the category and DNA conditions differ in the participants' use of rule-and similarity-based strategies? An additional analysis showed that 40.0% of the participants in the category condition and 33.9% of those in the DNA condition adopted a rule-based strategy (i.e., their polarity scores were at least .5; z = 0.43, p = .67). In contrast, 20.8% in the category condition and 32.2% in the DNA condition employed a similarity-based strategy (i.e., their polarity scores were #0-see the Results section of Experiment 1 for the operational definitions of rule-and similarity-based reasoning strategies; z = 1.15, p = .25). An additional analysis of the distributions of polarity scores was also consistent with the results from Experiment 1: The polarity distribution in the DNA condition in the category condition (r = .07, p = .64). However, this lack of correlation was due to five outliers ( Figure 3C ; note that the dots for two nearly identical scores overlap). Without these outliers, there was a significant positive correlation between response times and consistency scores in the category condition (r = .37, p < .05). This supports the view that participants who used labels more also responded faster. There was a significant negative correlation in the DNA condition. However, the direction of the correlation was opposite to that in the category condition:
The participants who used the labels more were in fact slower in their responses (r = 2.29, p < .05; Figure 3D ).
To investigate further the relationship between polarity scores and response times, we divided the participants in each label condition into two groups-those who made fast responses and those who did not (median split). We then calculated the polarity scores among fast responders and slow responders. Among the fast responders, the mean polarity score in the category condition (M = .40) was marginally higher than that in the DNA condition (M = .23) [t(64) = 1.73, p = .09]. Without the five outliers in the category condition (see the previous paragraph and Figure 3C ), the difference between the category (M = .50) and DNA (M = .23) conditions was significant [t(59) = 2.65, p = .01].
Common responses: A cluster analysis. The results from the cluster analysis, which measured the degree of response commonality among the participants in each label condition, show that the proximity distances observed in the category condition were significantly Despite these subtle manipulations, there were significant disparities in the ways category labels and feature labels influenced predictive inference. Overall, participants tended to predict the feature values of test stimuli on the basis of the matched or mismatched status of labels attached to the sample and test stimuli when those labels carried category membership information. This tendency was far less pronounced for feature labels, which conveyed attribute information. Furthermore, whereas category labels made the participants' responses highly homogeneous, this tendency was absent in feature labels.
The disparity between category and feature labels goes beyond the contextual information with which the individual labels are associated. Even when the feature labels were highly relevant to the inference questions, there was a systematic difference in the ways that category and feature labels influenced reasoning processes. In Experiment 2, we made feature labels highly diagnostic to the prediction of body parts by stating that they represented the names of DNA components that affect the physical characteristics of the insects. In this case, both the category and the feature labels were clearly helpful, as observed in the high polarity scores in the DNA condition as well as in the category condition. However, participants in the DNA and category conditions derived their predictions in drastically different manners. In the category condition, the participants who responded quickly were most likely to show high polarity scores, suggesting that they used the labels to ease the reasoning process. Such a use of the labels was absent in the DNA condition.
The present results extend the findings from the Yamauchi et al. (2007) study in two ways. First, the distinction between category labels and feature labels in inductive inference is quite robust, in that it can be generalized to feature labels that are basic and central to the inference task (in this case, when the attributes were associated with the biological and behavioral characteristics of the insects). Second, the influence of category labels is fundamental because they influence reasoning processes by providing an initial assessment for inductive generalization. In other words, category labels point out not only what features to project but also how to project them.
Where does the inductive potential of category labels come from? We offer three speculations. The first reason is cognitive economy (Rosch, 1978) . Research has shown that people focus on a single category and make a predictive inference on the basis of the category that is immediately recognizable (Lagnado & Shanks, 2003; Murphy & Ross, 1994; Ross & Murphy, 1996) . By forming concepts, we treat individual objects as a group and deal with the characteristics of the group as a whole, rather than of the individual objects separately. "Grouped" representation can expedite many cognitive tasks. This may be the primary reason why category labels play a pivotal role in inductive inference, because they can dramatically improve cognitive economy.
Another reason is the communicative constraints that category labels receive. Category labels, which generally correspond to count nouns, are subject to communicative constraints to a larger degree than are feature labels, which generally correspond to adjectives. Because count nouns Taken together, the results from Experiment 2 suggest that the category and DNA conditions were roughly equivalent in their overall mean polarity scores but were still substantially different, in that the labels were used as an inferential guide to expedite decision processes in the category condition, whereas they were used as a salient feature in the DNA condition.
Discussion
Experiment 2 addressed the issue of relevance in predictive inference. Clearly, relevance is an important factor in constraining inference: The mean polarity score in the DNA condition was statistically equivalent to the one in the category condition, but the two conditions remained distinct in terms of the ways the labels interacted with decision processes. There was a significant correlation between response times and the degree of using labels in the category but not in the DNA condition, suggesting that category labels, unlike feature labels, initiate reasoning processes.
Although the mean polarity scores obtained in the two conditions were roughly equivalent, the homogeneity in the category condition was still substantial. The individual responses observed in the category condition were highly similar as compared with those in the DNA condition, suggesting that the distinction between category and feature labels cannot be attributed solely to the relevance of the labels in predictive inference.
GENErAl DISCuSSIoN
We attached arbitrary labels to imaginary insects and manipulated the meanings associated with those labels, in order to investigate the manipulation's influence on how participants predicted the characteristics of body parts of the insects. In one condition, the instructions characterized the arbitrary labels as the names of categories to which the imaginary insects belonged (a category condition). In the other conditions, they characterized the same labels as the names of diseases, foods, or islands associated with the insects (attribute conditions). These manipulations were introduced solely in the instructions that the participants received. All participants were shown the same stimuli and answered the same questions. The left columns show the percentages of participants who formed the largest cluster at a given level of proximity distance. Proximity distance was measured by the city-block metric. "Average proximity distance" represents the average distance of all pairs of the participants in a given label condition. The z scores and p values represent results from a Wilcoxon ranked sum test comparing the proximity distances in the category condition with those in the DNA condition.
vastly outnumber adjectives in linguistic communication, many constraints, such as the intention of a speaker (Bloom, 1996) , conversational agreements between interlocutors (Malt & Sloman, 2004; A. B. Markman & Makin, 1998) , and cultural and historical precedents (Malt, Sloman, Gennari, Shi, & Wang, 1999) are likely to influence what category labels stand for. Because of these constraints, category labels deviate from "category representation" and affect inductive inference separately from similarity information (see, e.g., Gelman & Markman, 1986; Malt et al., 1999) .
Finally, we think that category labels are also different from feature labels in the framework knowledge that noun labels evoke. An intuitive belief that categories are created because of some "essence" (e.g., psychological essentialism; Gelman, 2003; Medin & Ortony, 1989) , a general assumption that one object has only one label (the "mutually exclusive constraint"; E. M. Markman, Wasow, & Hansen, 2003) , and a sense of generality associated with generic noun labels (Gelman, Hollander, Star, & Heyman, 2000; Prasada, 2000; in press) inform basic knowledge about how category members are organized (Heys, 2006) . This framework knowledge can be accentuated by category labels, which thereby influence inferential predictions differently from feature labels (see, e.g., Gelman & Heyman, 1999) .
Conclusion
This study contrasted the influence of category labels to that of feature labels by manipulating the meanings associated with arbitrary labels. The two experiments showed that fundamental differences exist in how category and feature labels influence inductive inference. We suggest that category labels, unlike feature labels, initiate inductive inference and expedite decision processes. As a result, category labels tend to make inductive generalizations more homogeneous and polarized.
