In this paper, we introduce a modified Van der Waerden algorithm to decompose a variety into the union of irreducible varieties. We give an effective representation for irreducible varieties obtained by the algorithm, which allows us to obtain an irredundant decomposition easily. We show that in the zero dimensional case, the polynomial systems for the irreducible varieties obtained in the Van der Waerden algorithm are prime ideals. As a consequence, we have an algorithm to decompose the radical ideal generated by a finite set of polynomials as the intersection of prime ideals and the degree of the polynomials in the computation is bounded by O(d n ) where d is the degree of the input polynomials and n is the number of variables.
Introduction
A fundamental construction in commutative algebra is to decompose a radical ideal into the intersection of prime ideals. From a geometric viewpoint, this is equivalent to decomposing an algebraic variety into irreducible varieties. The geometric version is slightly weaker than the algebraic version, since an irreducible variety is not necessarily represented by a prime ideal.
In recent years, there appeared a lot of work on this kind of decomposition algorithms. Algorithms for computing the prime decomposition of radical ideals have been proposed in [9, 10, 12, 13] . All of these algorithms are based on the Gröbner basis and have no complexity analysis. Corresponding to the prime decomposition of radical ideals, algorithms for irreducible decomposition of varieties are developed in [2, 3, 5, 6, 17, 18, 19] . The method in [6] uses Bezontian matrices. It only gives the general point of each irreducible variety, but can not give the generating polynomial systems of these varieties. This method also needs combinatorial selection of parameters. The algorithms developed in [2, 3] use multivariate resultants. They introduce as a perturbed parameter to obtain a regular system F and recover the information about the isolated roots from the trailing coefficient in of the determinant of the Macaulay matrix associated to the system F . Another approach is the characteristic set method [4, 5, 7, 13, 14, 17, 19] , which can decompose a variety into the union of irreducible varieties represented by irreducible ascending chains. Generating polynomial systems for the irreducible varieties can also be found via Chow form or Gröbner bases [4, 7, 17, 18] . This approach has a very high worst case complexity. A characteristic set method with single exponential complexity is given in [14] . This method only decomposes the variety as unmixed ones represented by their characteristic sets.
In this paper, we give an algorithm to compute the irredundant irreducible variety decomposition of a given variety defined by the following polynomial equations f 1 (x 1 , . . . , x n ) = 0, . . . , f m (x 1 , . . . , x n ) = 0.
(1)
We give a complexity analysis of this algorithm. We prove that our algorithm also gives an irredundant prime ideal decomposition of the radical ideal generated by f 1 , . . . , f n when this ideal is zero-dimensional. We use an algorithm developed by B. L. Van der Waerden in [15] (abbr, VDW algorithm) to decompose the variety generated by (1) into irreducible varieties. This algorithm computes 2n resultants at most, and the degree of the polynomials which occur in the computation in any variable is bounded by d 4 n where d = max i∈{1,...,n} {deg x i (f 1 ), . . . , deg x i (f m )}. As a consequence, we obtain an irreducible decomposition for a variety by computing at most 2n resultants of polynomials with degrees bounded by d 4 n . We present two major improvements of this algorithm. First, we give an effective representation for the irreducible varieties obtained by the algorithm. Using this representation, we can easily decide the inclusion relationship of two varieties. As a consequence, we may give an irredundant decomposition. Note that the generating polynomial systems given in the VDW algorithm are not prime ideals in the general case and deciding the inclusion relationship of two varieties need compute Gröbner bases without our method. Second, we show that in the zero dimensional case, the VDW algorithm gives prime ideals. Combining the ideas from [2] and the result in this paper, we give an algorithm to decompose the zero-dimensional radical ideal generated by (1) as intersection of prime ideals and the degree of the polynomials in the computation is bounded by
Comparing to the Gröbner basis method, the computation step of the VDW algorithm is very "large" in the sense that each step eliminates one variable in all the polynomials. In the Gröbner basis computation, each step is very "small", which only eliminates one monomial. The characteristic set method is in between: each step decreases the degree of a polynomial. Also note that to obtain a prime decomposition requires to compute the Gröbner bases for many times. The VDW algorithm is quite similar to the one in [2] . The difference is that the VDW algorithm uses a top-to-down approach in the sense that it computes the components with higher dimensions first, while the algorithm in [2] computes components with lower dimension first.
Preliminaries
Notations and results needed in this paper are summarized in this section. In what follows the reader is assumed to be familiar with the basic notions about characteristic sets for which we refer to [8, 19] .
Let K be a computable field of characteristic zero, e.g., Q. We use
to denote the ring of polynomials in the indeterminates x 1 , . . . , x n . Unless explicitly mentioned otherwise, all polynomials in this paper are in K [x] . Let E be a universal extension field of K, i.e., an algebraic closed extension of K which contains sufficiently many independent indeterminates over K. We will consider zeros of polynomials in the field E.
Let P be a polynomial. The class of P , denoted by cls(P ), is the largest p such that some x p actually occurs in P . If P ∈ K, cls(P ) = 0. A sequence of polynomials A = A 1 , . . . , A p is said to be an ascending chain(asc chain), or simply, a chain, if either r = 1 and 
Definition 2.1 The dimension of an irreducible chain
An ideal distinct from (1) and (0) 
where u, v are indeterminates which are adjoined to the field K. 
Outline of the VDW Decomposition Algorithm
In this section, we will introduce the algorithm developed by B.L. van der Waerden [15] without prove. Suppose that we want to decompose the zero set of the following polynomial equations
into irreducible varieties. Denote this variety by
To construct this algorithm, we introduce a new variable z as follows
where u 1 , . . . , u n are indeterminates. Now, let us explain the algorithm described in [15] that computes the zero decomposition of (3) by eliminating the variables successively from x n to x 1 in n steps. In the first step, we rename x j and u j in (3), (4) j respectively, where i=1,. . . ,n. We give a sketch to describe this algorithm:
In the above sketch, P (1) = {(3), (4)}, and P
. . , n. Now, let us explain the i-th step of above algorithm. To discuss conveniently, we denote P
To avoid the resultant system vanishing identically, we do a linear transformation:
where
, and
and v
n−i+1 is a nonzero constant in K. After this transformation, z is still a linear form in x (i) and u
to be the set of new polynomials obtained from P , the greatest common factor of all g
j , which is called the i-th partial resultant of (3) and l
. So l , and denote {e
Replacing z by u
µ , and arranging it according to the power products of the u (i) . Denote {h
µk } to be these coefficients. After all the x are eliminated. We obtain a sequence of partial resultants
Theorem 3. (7) is of the form
where ξ k are independent with u (r) i
and {ξ k } is a set of solutions of (3). Now we consider an irreducible factor h , ξ), we have
where different ξ
n } are conjugate to each other. Let ξ
. Then ξ is a (n − i)-dimensional point in variety M because ξ 1 , . . . , ξ n−i are indeterminates and ξ n−1+1 , . . . , ξ n are their algebraic functions.
The set of equations We give following example to explain this algorithm.
Since the leading coefficient of f 3 in x 2 is not zero, we will eliminate x 2 first. The resultant system of P
The GCD of g
1 , g
2 , g
3 is h
3 = g 3 . The resultant system of l (1) w.r.t z is e (1)
We obtain P (2) = {l
3 , e (1) 1 }. We compute the resultant system P (2) wrt x 1 and obtain the second partial resultant:
, we obtain the coefficients of the power products of the u: h
12 = x 3 + x 2 . Now we obtain an 1-dimensional irreducible variety M (2) 1 = Zero(h (2) 11 , h (2) 12 ). Continuing our computation, we obtain the third partial resultant
which has four irreducible factors:
Substituting z = u 1 x 1 + u 2 x 2 + u 3 x 3 into the above polynomials, we obtain the coefficients of the power products of the u:
43 = −x 3 + 5. We obtain four zero-dimensional irreducible varieties: M
31 , h (3) 32 , h 41 , h (3) 42 , h (3) 43 ). The final decomposition is:
In the following result, we give an estimation for the degrees of the polynomials in the computation procedure.
Theorem 3.6 Let (3) define a variety M , and d = max i∈{1,...,n} {deg
x i (f 1 ), . . . , deg x i (f m )}. Then,
in the VDW Algorithm, the maximal degree in any x i of any polynomial occurring in the computation is bounded by d
4 n . Proof: The only computation in the algorithm increasing the degree is the computation of the resultant. After computing a resultant wrt x n , the maximal degree of g is d 4 n . As a consequence, we may obtain an irreducible decomposition for a variety by computing 2n resultants of polynomials with degrees bounded by d 4 n . In the following sections, we will discuss the applications and improvements of this algorithm.
Irredundant Decomposition
In Sect. 3, we know that the VDW algorithm can be used to decompose a variety into the union of irreducible varieties. In general, this decomposition is redundant. In this section, we will show how to obtain an irredundant decomposition. In order to do that, we need to remove those varieties M (i) µ which are contained in varieties M (k) η with higher dimensions. As suggested in [15] , since we know the basis of M (i) µ , the irredundant decomposition can be reached in principle with the methods such as the characteristic set method [19] or the Groebner basis method [1] . But to use these general methods needs extra work. We will give a direct method to find an irredundant decomposition.
Let h
be an irreducible factor of the i-th partial resultant from (6) . Introduce the following notations.
n )) where the h In the following discussion, to simplify the expressions, we still use x, u to denote
when we do not need to distinguish x (i) , u (i) and x (j) , u (j) .
Lemma 4.1 Use the notations in (11). Under the variable order
µ has a char set of the form R
µ is a prime ideal whose parameter set is u,
µ is also a prime ideal whose parameter set is u, x 1 , . . . , x n−i . According to Lemma 2.7, I
(i) µ has a char set A of the form R
µ0 is an irreducible polynomial in u, x 1 , . . . , x n−i , z and h , x 1 , . . . , x n−i , z) vanishes at this generic zero, and hence β = α 1 τ 1 + . . . + α n τ n . Furthermore, + 1, . . . , n. So B k , k = 1, . . . , i are in I (i) µ and they are linear in x n−i+k . Also note that , x 1 , . . . , x n−i , z)| (u,x,z)=(α,τ,β) = 0. From the definition of irreducible chain, we can choose R
From the above lemma, we know that α 1 , . . . , α n , τ 1 , . . . , τ n−i , β, τ n−i+1 , . . . , τ n given above is a generic zero of ideal I (13) where R (i) µj is from (12) . This representation is called effective due to the following reasons.
Then there exists an integer r > 0 and polynomials
, z], j = 0, . . . , n such that
µ . We prove the lemma.
As a consequence, we have the following result.
ηj . As a consequence, we give an irredundant decomposition of variety M with the VDW algorithm. Proof: When we consider the including relationship between two varieties, we need to present them in the same coordinate. Note that
is the linear transformation between x
From the above theorem, we have a new and more efficient method to decide the including relationship of irreducible components. (f 1 , f 2 , f 3 ) .
We have computed the irreducible decomposition of the variety in Example 3.5. We need only remove those irreducible varieties which are included in some higher dimensional varieties.
For M
1 , the ascending chain corresponding to it is A
11 , A 
We obtain the following irredundant irreducible decomposition of M :
4 .
Decomposing Zero-dimensional Radical Ideals
In this section, we will show that if the given polynomial system is zero-dimensional, then we can decompose the radical ideal generated by them as the intersection of prime ideals with the VDW Algorithm. We also give a modified algorithm using Macaulay resultant to decompose the zero-dimensional radical ideals.
Decomposing Zero-Dimensional Radical Ideals Using VDW Algorithm
Lemma 5.1 Use the notations defined in (11) and (13) 
µ . Use the same method, we have 
On the other hand, we need to prove J
is a char set of J (n) µ by Lemma 5.1. According to the proof of Lemma 2.5, we can get a new char setÃ
and the initials ofR
µ , by Lemma 5.1, there exist Q, a product of the powers of the initials of polynomials inÃ
Substituting (14) into the above equation and arranging the right hand polynomial according to R (n) µi , we get 
As a consequence of Theorem 5.2, we have that if the ideal I generated by (3) is zero-dimensional, the VDW Algorithm gives a prime decomposition of the radical ideal √ I. We write this result as a corollary.
µ1 are from (10) . Then,
µ decomposes the radical ideal √ I as an intersection of prime ideals.
Corollary 5.4 Let H (i)
µ be defined in (11) . Then the ideal generated by H Using the algorithm given in Sect. 3, we obtain the following polynomials: P 
In this subsection we always assume that the ideal generated by the polynomials in F is zero-dimensional. We have m ≥ n. We first consider the case m = n. Denote 
