The recent spate of mega-earthquakes since 2004 has led to speculation of an underlying change in 2 the global 'background' rate of large events. At a regional scale, detecting changes in background rate 3 is also an important practical problem for operational forecasting and risk calculation, for example 4 due to volcanic processes, seismicity induced by fluid injection or withdrawal, or due to redistribution 5 of Coulomb stress after natural large events. Here we examine the general problem of detecting 6 changes in background rate in earthquake catalogues with and without correlated events, for the first 7 time using the Bayes factor as a discriminant for models of varying complexity. First we use synthetic 8
Introduction 1
The ability to detect changes in the basic rate of earthquakes, which can be caused by crustal fluid 2 movement, volcanism, human activities, or as yet unknown mechanisms, is an important yet 3 challenging part of statistical analysis of earthquake occurrence. Examples include distinguishing 4 accelerating trends from background processes in volcanic eruption (e.g. Bell et al., 2013) ; changes in 5 rate due to re-injection of waste water produced by developing unconventional hydrocarbon reserves 6 (e.g. Ellsworth, 2013) ; and localised changes in rate due to Coulomb stress redistribution following 7 large natural events (e.g. Hainzl et al., 2010) . Recently there has been considerable practical interest 8 in assessing the significance of apparent rate changes, generated by the recent cluster of mega-9 earthquakes, beginning in 2004, generating some debate as to whether this is a real global change 10 (Ammon et al., 2010) or a statistical artefact of sampling a stationary distribution (Michael, 2011) . A 11 variety of statistical methods are routinely used either to claim significance in rate changes in local 12 occurrence, or to demonstrate that apparent changes are nevertheless consistent with a temporally 14 stationary stochastic process (Touati et al., 2014 , Michael, 2011 . 15
16
One of the reasons that event rate variations are difficult to infer is that the background process must 17 first be separated from the aftershocks. To this end, the Epidemic-Type Aftershock Sequences 18 (ETAS) model (Ogata, 1988 ) is often used in statistical analysis of earthquakes. It is based on a 19
Poisson process of 'independent' events, representing the effect of stationary tectonic loading, with 20 aftershocks triggered from every event in the catalogue (including aftershocks of other events). 21
Aftershocks occur at a time-decaying rate defined by the Omori law; the total number of aftershocks 22 increases exponentially with the magnitude of the triggering event. The ETAS model is thus capable 23 of accounting for event rates that fluctuate in time and space due to aftershock triggering, according to 24 its conditional intensity function: 25 
where ti are the times of the past events and Mi are their magnitudes, µ is the independent or 1 'background' event rate, A, c and p are parameters of the Omori law, and α is the aftershock 2 productivity parameter. Aftershocks themselves are thus a form of clustering or non-stationarity,
3
which presents the challenge of accounting both for the aftershock process (under sometimes 4 considerable uncertainty) and any additional non-stationarity caused by a change in the seeding rate, 5 µ, as two separate effects. We have previously shown that the degree of temporal overlap of separate 6 aftershock sequences is an important determinant of the accuracy with which the aftershock statistics 7 can be inferred using maximum likelihood (Touati et al., 2011) ; overlap results in a masking effect 8 whereby the signature of the aftershocks in the time intervals between events is lost. Thus it can be 9 challenging to account for aftershocks accurately enough to be confident of event rate changes that go 10 beyond ordinary aftershock triggering. 11
12
There are further, more subtle pitfalls associated with changepoint detection: one being that an 13 extreme event (of some kind) in a very long data set is actually an expected outcome in a random 14
process. Thus what appears to be an anomaly can sometimes turn out to have a non-negligible 15 probability of occurring within the period spanned by the data set. Furthermore, as Shearer and Stark 16 (2012) point out, every realisation of a random process contains some feature or other that is 17 statistically highly unlikely, and so the more specifically an 'anomalous' feature of a data set is 18 described, the more unlikely it appears to be. We should be sceptical about claims involving very 19 narrow descriptions of highly anomalous occurrences that are only drawn up after having seen the 20 data. 21 
22
In this paper we test the efficacy of various well-referenced statistical methods for detecting change 23 points or choosing between stationary or non-stationary models for seismicity. In principle these 24 methods could be applied to the detection of changes in background rate in natural earthquake 25 populations, volcanic seismicity or induced seismicity. While the latter two examples represent clear 26 physical perturbations to the long-term stationary tectonic forcing observed in Nature (DeMets, 1995), 27 1 A more common approach to calculating evidence is to use Nested Sampling (Skilling, 2006) . This 2 method achieves greater efficiency by reducing the dimensionality of the required integration to a 3 single variable, the prior mass. Using a progressively more constrained set of samples, the enclosed 4 prior mass is shrunk by a particular (known) factor at each iteration, while concurrently the likelihood 5 corresponding to each removed 'layer' is evaluated. The numerical integration of equation (5) is then 6 one-dimensional and straightforward. The iterations continue until a convergence criterion has been 7 reached. Sampling being by far the most popular evidence evaluation method. To our knowledge, they have 13 not yet been used in the selection of statistical models of seismicity. 14 15
Runs and Kolmogorov-Smirnov tests 16
These standard statistical tests are based on a null hypothesis of a Poisson process, which may be 17 rejected at some chosen significance level depending on the calculated p-value. 18 
19
The Kolmogorov-Smirnov one-sample test evaluates the probability that a specified distribution 20 function is the underlying distribution from which a given sample has been generated, and rejects this 21 null hypothesis if the probability is smaller than a chosen significance threshold (Gibbons, 2011a) . In 22 the case of a Poisson process, this can be used to test whether the intervals between events are 23 exponentially distributed. 24
25
The' runs test' explicitly uses a null hypothesis of a Poisson process. It is designed to detect 26 autocorrelations in the data by looking at the number of distinct 'runs' of successive values within the 27 data that are above or below the mean value, and evaluating the probability of that number occurring 28 under the null hypothesis of a Poisson process (Gibbons, 2011b ). Either a small or an abnormally 1 large number of runs would indicate the presence of autocorrelations. 2 3 These tests have both been used on earthquake data to detect non-stationary behaviour (Mulargia and 4 Tinti, 1985 , Lombardi et al., 2010 , Wang et al., 2010 . For seismicity that is well represented by a 5 stationary ETAS model, the residual point process (RPP) of Ogata (1988) will be a Poisson process of 6 unit rate, making the RPP a suitable event series on which to perform these tests. The residual point 7 process is created by integration of the conditional intensity: 8
where λ is the ETAS conditional intensity function (equation (1)). Alternatively, the seismicity can be 9 declustered to remove aftershocks and leave only the occurrence times of events that are deemed to be 10 part of the background or 'seeding' process, for example using Zhuang's (2002) stochastic 11 declustering. 12 13 Z-score and similar metrics 14
Another class of changepoint metrics uses the Normal distribution to assess the significance of 15 deviations from a stationary Poisson process after a specific point in time, through a Z-score. Again, 16 for seismicity, the residual point process or a declustered background process may be tested with 17
these. 18 19
The expression for the test statistic is derived by constructing a Poisson process as an arbitrary 20 number of consecutive time windows or bins of width δ, in each of which, the distribution of the 21 number of events is Poissonian, with mean × δ, where µ is the event rate. The number of events in 22 each bin is an independent draw from the distribution. The mean number of events per bin, then, by 23 the central limit theorem, is normally distributed, with a standard deviation /√ , where n is the 24 number of bins, and σ is the sampling standard deviation for the bin count. Because the distribution of 25 bin counts is Poissonian, this sampling standard deviation is = √ . The expression for Z, the test 1 statistic for comparing the mean Poisson rate in the bins with the theoretical rate, is: 2
Eliminating the arbitrary number and width of the bins by substituting = Δ / , where Δa is the 3 duration of the potential deviation after the changepoint, and evaluating the measured event rate ̂ as 4 the number of events Na in the deviation divided by Δa, gives: 5
which will have a standard normal distribution under the null hypothesis. 6
7
Matthews and Reasenberg (1987) expressed scepticism about the validity of the Normal 8 approximation and its apparent independence of the length of data. However, the validity depends on 9 the number of bins, which is purely hypothetical since bins are never actually constructed, and this 10 number can be regarded as arbitrarily large. Figure 1 compares, for different values of Na and Δa, (1) 11 the probability of those values derived from calculating Z and converting it to a tail probability, with 12 taking the form of a step change in µ followed by a step change back to its original value. Ogata 19 (1992) uses a statistic ξ, which introduces a correction to the denominator in Z above to account for 20 uncertainty in the 'base' (or null hypothesis) Poisson rate due to it being estimated from a finite 21 sample. Effectively this enlarges the standard deviation, particularly at small sample sizes. 22
Habermann (1983) presents the equivalent Z score for a difference between two means, i.e. the mean 23 rates before and after a changepoint. This is based on a null hypothesis of stationarity (equality of 1 observed rates before and after the changepoint), unlike the simple Z above which compares an 2 observed mean rate with a theoretical (null hypothesis) value. Habermann's Z is given by: 3
where the subscripts 'a' and 'b' refer to after and before the changepoint, respectively. This method is 4 also widely used in detecting non-stationarity in seismicity data (Wyss and In terms of detecting a changepoint, these Z-type metrics, unlike the information criteria, evidence, 8
Kolmogorov-Smirnov or runs methods, require the potentially anomalous period -and hence the 9 changepoint time -to be specified in advance of the evaluation. The identification of a changepoint 10 for use in a Z-type test entails extra considerations which we discuss in a later section. 11
12
Note that deriving a theoretical long-term rate from data, as required for the simple Z test, involves a 13 choice of whether to include the potentially anomalous period in the rate calculation. Clearly, 14 including it will give a higher theoretical rate and make the changepoint harder to accept. Similarly, 15 for analysis of correlated seismicity, for example using the ETAS model, there is a choice about 16 whether to base the RPP on parameters inverted from the whole catalogue, or from only the period 17 prior to the changepoint. If the null hypothesis is one of no change, then it seems logical that the 18 estimation of the rate and the RPP should be based on the whole catalogue. 19 20
Testing changepoint detection methods on simulated samples 21
We test the changepoint detection methods described in the previous section using simulations of the 22
Poisson and ETAS models as follows. We simulate 500 realisations of each case examined, upon 23 which to perform the analysis. Each realisation has 1000 events, in which the first 500 events are 24 generated using a background rate µ1 and the second 500 events are generated with a rate 2 = × 25 1 , where ν ranges from 1 to 2. For the ETAS simulations, we also include an extra 1000 events prior 1 to the start of the sample (using the rate µ1) as 'history', to be used in evaluating the likelihood for the 2 sample of interest; this is to reduce the possibility of wrongly ascribing aftershocks to the background 3 process when the parent event occurred prior to the start of the sample. For the Poisson tests, we give 4 µ1 the value 0.1 in every case (the results -as one would expect -are insensitive to the choice). For 5 ETAS, the timescale of the aftershock rate decay does not change with the rate of the independent 6 events, and the relative timescales of these two processes have been shown to affect the statistics of 7 the time series and the detectability of aftershock parameters , Touati et al., 2011 ; 8 the effect of the parameter µ1 thus has to be explored. We choose three different values for µ1: 0.01, 9 0.1 and 1. A Gutenberg-Richter frequency-magnitude model is used, with parameter b=1; this and the 10 other parameter values used (A=10, α= 1, c= 0.01, p = 1.2) are constant throughout the simulation and 11 result in a branching ratio of 0.88, which is in the typical range for tectonic seismicity. 12
13
The question to which we seek an answer is: given a set of 1000 events, how successful are the 14 methods described in the previous section at (1) rejecting the null hypothesis of a stationary process 15 when there is a change in µ within the data, and (2) declining to reject the null hypothesis when the 16 data is stationary? We essentially measure the rates of type 1 and type 2 statistical errors (Dimer de 17 Oliveira, 2012). In some ways this is a limited question; real seismicity studies often deal with 18 multiple changepoints, longer catalogues, and potential changepoints that are far from the centre of 19 the data set. However, the insights gleaned on the efficacy of these methods for this particular 20 situation can guide a strategy for other situations; they also provide an example methodology for 21 evaluating the efficacy, that may be replicated for other situations. Although we test the methods on 22 simulations with an increased rate following a changepoint, the results are statistically equivalent to 23 the corresponding case of switching to a quiescent period (none of the tests are constrained only to 24 detect an increase in rate), and are thus applicable to such situations also. 25
26
Carrying out the tests with AIC and BIC requires fitting the appropriate model (Poisson or ETAS) to 27 the simulation. We use maximum likelihood to fit both (1) the stationary model, and (2) a 28 'changepoint' model, in which µ's value changes from µ1 to µ2 at a changepoint tc (in time), and all 1 other parameters (in the case of ETAS) are constant throughout the sample. The changepoint model 2 therefore has seven parameters: µ1, µ2, A, α, c, p and tc. The maximised log likelihoods can then be 3 compared through AIC and BIC to discover which model is preferred. A significance threshold of 4 4 for the AIC difference is applied. BIC does not have a clear rule of thumb for significance, but we use 5 a threshold of 2, by analogy with the log Bayes Factor, which is deemed 'decisive' for values greater 6 than 2 (Kass and Raftery, 1995) . 7 8 Initial attempts to calculate the Bayesian evidence via a simple numerical evaluation of equation (5), 9
by sampling from the priors and averaging the likelihood, were not successful. After 2,000,000 10 samples, the evidence had still not converged, due to the size of the model space (even with the 11 relatively small number of parameters in the ETAS models) relative to the size of the peak region and 12 its much higher likelihood. Nested Sampling was found to be a good alternative, using the code of 13
Sivia and Skilling (Sivia, 2007 ) as a basis. 14 15
The Nested Sampling procedure requires an initial number of parameter samples η to be generated 16 from the prior; we use η = 100 samples here, from a uniform prior. At every iteration, the sample with 17 the worst likelihood is discarded and replaced by a new sample with a better likelihood, after 18 including its contribution to the evidence. In this way the evidence is computed as the sum of 19
contributions from approximately concentric bands of the model space. The most challenging and 20 time-consuming aspect of the procedure is the selection of a new sample from the prior under the 21 constraint that its likelihood must be higher than a particular value. As the algorithm proceeds, 22
typically a large number samples must be tried and rejected at each iteration. Ellipsoidal sampling 23 (Shaw et al., 2007) exploits the (usually) ellipsoidal shape of the likelihood contours, by finding the 24 spanning ellipsoid for the existing set of samples within the parameter space, enlarging it slightly, and 25 obtaining a uniform sample from within this ellipsoid (assuming the prior is uniform) as a candidate 26 new sample. We implement this method, with an 'enlargement factor' for the ellipsoid of 1.1. For a 27 changepoint model with stationary data, however, the likelihood surface is highly non-ellipsoidal due 28 to the lack of constraint for the changepoint parameter in the data. The changepoint has a higher 1 likelihood of being very near either the beginning or end of the data set, presumably due to the ease of 2 fitting the very small number of events captured at one side of the changepoint with almost any event 3
rate. This results in two 'arm'-like structures in the likelihood surface, and hence, highly inefficient 4 sampling using the ellipsoid approximation. We tested two ways of handling this situation: (1) 5 truncating the prior on the changepoint so that it was restricted to be within the middle 600 events of 6 the sample, thus eliminating the 'arms'; (2) employing a cuboidal sampling regime with three 7 cuboids, one for each of the 'arms' and one central one, that neither overlap nor leave gaps between 8 their boundaries. Both of these interventions were found to greatly improve the efficiency, and the 9 results were not significantly different between the two methods. The results we present here are 10 using the restricted prior on the changepoint. to process the full 500 realisations of each case. The preference for a changepoint model can be 18 deemed significant for a log Bayes Factor of at least 0.5, and 'decisive' for values greater than 2 (Kass 19 and Raftery, 1995); we use a threshold of 2 for accepting a changepoint. 20
21
For the tests that use a Poisson process as a null hypothesis, we apply these to ETAS simulations by 22 producing both the residual point process (Ogata, 1988 ) and a stochastic declustered version of the 23 sample (Zhuang et al., 2002) , both of which should take the form of a stationary Poisson process 24 under the null hypothesis. In order to incorporate the parameter inversion error that would be present 25 in a real situation, we optimise the parameters as if they are unknown. This is done over (1) the first 26 500 events, i.e. the period prior to the potential changepoint, and (2) the whole 1000-event sample, to 27 analyse the consequences of this choice. 28 1 In our implementation of the simple Z test, which compares the average rate in a particular time 2 period with a theoretical long-term value, the theoretical rate is estimated both possible ways: from 3 the first 500 events, and from the whole 1000 events. In all our Z tests, we take the pre-specified 4 location of the changepoint to be the 501 st event, deferring discussion of the issues around making 5 such a choice to the next section. We use the 95% confidence bounds of the standard normal 6 distribution, or a deviation of ±2, as the threshold for significance. For the Kolmogorov-Smirnov and 7 runs tests we also reject the null hypothesis if the value of the relevant statistic falls outside of the 8 95% confidence bounds. 9 10
Results of simulation tests 11 12

Poisson simulations 13
The results of testing the above changepoint detection methods are collated in Figure 2 (a) 14 which shows the fraction of realisations for which the changepoint was accepted as a function of ν. 15 where a changepoint does exist. BIC and the Bayes Factor both give very low acceptance probabilities 23 for a stationary process. AIC rejects the stationary Poisson process slightly more often, giving a lower 24 rate of type 2 errors but a slightly higher rate of type 1 errors. BIC slightly outperforms the Bayes 25 Factor throughout; this is somewhat surprising given the more rigorous approach in calculating the 26 full Bayesian evidence. There is some subjectivity in the precise choice of acceptance threshold for 27 the Bayesian methods; in practice we would recommend calibrating the thresholds to simluations 28 which are conditioned on the problem of interest to help inform the choice of threshold. However, the 1 general results are robust. The runs and Kolmogorov-Smirnov tests, which are designed to reject a stationary Poisson process on 7 grounds of temporal clustering or the poor fit of an exponential distribution for the time intervals 8 between events, respectively, are relatively poor at rejecting the null hypothesis, in this context of a 9
Poisson process with a change in rate half-way through the data. Even with a doubling of the rate, the 10 rejection probabilities are only around 0.55 and 0.3, respectively. These two tests are the most generic 11 of the methods evaluated here, and do not incorporate the concept of a changepoint, so perhaps it is 12 not surprising that they are outperformed by other, more specific tests. 13
14
For the Z tests, the Habermann Z gives a type 1 error rate of about 0.05, which is as expected given 15 the 95% confidence bounds. These rejections represent null-hypothesis realisations that have a 16 spurious increase or decrease in the average rate after the changepoint -an effect that appears 17 significant by chance. The rejection rates when using data with a changepoint (i.e. type 2 errors) are 18 lower than those with AIC, BIC or the Bayes Factor. 19
20
The simple Z test naturally suffers from the inaccuracy in the theoretical long-term rate, whether this 21 is derived from the first 500 events or the whole 1000 events: the significance of a deviation from this 22 rate after the changepoint is over-and under-estimated, respectively, in comparison to Habermann's 23 Z. We would expect the results for simple Z to converge towards Habermann's Z given a longer event 24 history prior to the changepoint; also, we note that Ogata (1992) provided a modification to the simple 25 Z to account for the uncertainty in the long-term rate when the event history is short. 26
27
ETAS simulations 28
In moving from a Poisson process to one that also includes triggered earthquakes (the ETAS model), 1 we find that the introduction of aftershocks generally leads to substantially fewer changepoint 2 detections, i.e. more type 2 errors. Aftershocks themselves are a form of clustering or non-stationarity, 3
which presents the challenge of accounting both for the aftershock process (under sometimes 4 considerable uncertainty) and any additional non-stationarity caused by a change in the seeding rate, 5 µ, as two separate effects. We have previously shown that the degree of temporal overlap of separate 6 aftershock sequences is an important determinant of the accuracy with which the aftershock statistics 7 can be inferred using maximum likelihood (Touati et al., 2011) ; overlap results in a masking effect 8 whereby the signature of the aftershocks in the time intervals between events is lost. Thus it is 9 difficult to distinguish between aftershocks and independent events when the independent event rate 10 (µ) is high. Through the current simulation exercise, we provide a quantitative analysis of the 11 difficulty of distinguishing between aftershock clustering and a change in the basic background or 12 random seeding rate. 13
14
In agreement with the Poisson case, the performances of AIC and BIC on ETAS were found to be 15 comparable, with AIC giving slightly more frequent changepoint acceptances. We neglected to assess 16 the runs and Kolmogorov-Smirnov tests for the ETAS simulations since the results had been so poor 17 for the Poisson case. For the Z tests, we again found that the simple Z test with the two different 18 estimations of the theoretical rate (the average rate before the changepoint, and the average rate in the 19 whole sample) gave two different results, and that the Habermann Z results were in the middle. We 20 found no large differences in the results when using optimised parameters from the whole of the 21 sample versus from only the period before the changepoint, in creating the RPP or declustered sample. 22
We also found that using the RPP or a declustered sample gave comparable results. 23 24 Figure 3 compares the performance of Habermann's Z (tested on the residual point process obtained 25 from an inversion of ETAS parameters for the whole of each sample) with that of AIC, and also 26 shows the effect of the absolute value of the background rate, µ1, in both of these tests. In agreement 27
with the Poisson case, Habermann's Z test performs broadly similarly to AIC, but produces more type 28 1 errors (more than the expected rejection fraction of 0.05 when ν = 1). Interestingly, changepoint 1 acceptance probability seems to be a decreasing function of µ1 for AIC. This effect can be explained 2 in terms of our earlier results on the masking of aftershock statistics: higher µ would tend to make the 3 inversion of parameters, for both the stationary and the changepoint models, less accurate. The 4 likelihood functions of both would be flatter, the difference in likelihood smaller, and thus the 5 difference in AIC less likely to be positive. The Z test, by contrast, is dependent only on fitting 6 stationary ETAS. Since the result of this becomes biased towards a lower branching ratio when µ is 7 high (Touati et al., 2011) , the conversion to a residual point process should result in a more dramatic 8 change in slope at the changepoint, as the aftershocks in the data cannot all be accommodated by the 9 model as aftershocks. However, inter-event times are more exponentially distributed at high µ anyway 10 The values of the standard deviation for log evidence, however, admit the possibility that some of 22 these are not decisive; caution must also be used when inferring a general pattern from a single 23 realisation. However, it does seem that the method may accept more spurious changepoints than 24
Habermann's Z and AIC, and more so for larger µ1. 25
26
We have a couple of comments to make on the results of these simulation tests
11
Secondly, the null hypothesis is that Z has a standard normal distribution for any given sample; that is, 12 any period of data selected at random -which is precisely the situation represented by these 13 simulation tests. A changepoint in a catalogue, however, is not generally identified by selecting a 14 single candidate changepoint at random and rejecting or accepting it. Often the procedure is to scan 15 through the catalogue and look for the most extreme value of Z, which is asking a different question period. This would find application in a slightly different situation from the simple changepoint 27 identification: for example, the identification by eye of a surprising cluster (or quiescent period) 28 within a record of events, and the desire to know whether it is extreme enough not to have arisen by 1 chance within a record of that length, as part of a long-term Poisson process. If the surprising period 2 occurs at the beginning or end of the record, however, then it is equivalent to the single-changepoint 3
problem. 4 5
Recognising the effect of scanning through a catalogue for extreme values of the test statistic, Ogata 6 (1992) and Matthews and Reasenberg (1988) use an empirical null distribution for their changepoint-7 detection test statistics, derived from stationary Poisson simulations. Habermann (1983) , on the other 8 hand, uses the standard normal. We can compare the performance of Habermann's Z with the Poisson 9 scan statistics (using Naus's approximation) in assessing the significance of an apparent cluster in a 10 long catalogue, as follows. We construct an apparently anomalous period of 50 days in which 70 11 events occur, and an event history preceding that in which we assume the average event rate is found 12 to be 1 event per day. Whatever the length of the history, we set the candidate changepoint to be at the 13 start of the 50-day cluster, making the assumption that an optimisation would identify this as the most 14 extreme changepoint. For the Poisson statistics, we assume that the theoretical rate is considered to be 15 1 event per day, i.e. the rate prior to the changepoint, noting that if the whole-catalogue average rate 16 was used instead, this would result in a higher probability (and more so at shorter catalogue lengths). 17 Figure 5 shows the analytical probability of this cluster as a function of catalogue length, using both 18
Poisson scan statistics and Habermann's Z. Z has been converted to the probability in the upper tail of 19 the standard normal, i.e., the probability of this increase in rate or a bigger one; correspondingly, the 20 Poisson probability is of 70 events or more within 50 days. The 95% confidence limits for the null 21 hypothesis imply that a probability of less than 0.025 would make the cluster significant in a two-22 sided test. With the shortest event history of 50 days, the subsequent cluster is not found to be outside 23 the 95% confidence limits by either Habermann's Z or the Poisson probability. For Z, the probability 24 then drops into the significant range when an increasing catalogue length (or event history) is 25 considered -due to a smaller uncertainty in the event rate prior to the changepoint -and quickly 26 becomes indifferent to catalogue length. However, for the Poisson scan statistics, the probability of 27 the cluster grows considerably with catalogue length and approaches 1, such that the occurrence of 28 this hypothetical cluster is not considered surprising at all in a long enough catalogue. Because of 1 their equivalence with the simple Z, the Poisson scan statistics results can be assumed to be equivalent 2 to the probability obtained from a simple Z that is optimised and evaluated against an empirical null 3 distribution for the situation, as done by Ogata (1992) and Matthews and Reasenberg (1988) . A 4 similar result should be expected using Habermann's Z combined with an appropriate empirical null 5 distribution. Even though Habermann's Z explicitly depends on the length of the event history, it does 6 not do so in a way that accounts for the scanning, when combined with a standard normal assumption 7 for the null distribution. 8 9
Global large earthquakes data 10
Having tested the efficacy of several changepoint detection methods on simulations, we now turn our 11 attention to a real setting in which these methods could be applied. The assumption that the largest 12 events worldwide are a stationary Poisson process has been called into question in recent years (Bufe 13 and Perkins, 2005), primarily due to the appearance of a temporal clustering of megaquakes from 14
2004 to the present. Given this apparent changepoint, global megaquakes are a good case study upon 15 which to apply the best-performing techniques for changepoint detection as ascertained in this paper, 16
and to illustrate the usefulness of our findings. 17
18
Global catalogues have a relatively high completeness threshold compared with those of regional 19 catalogues. When earthquake catalogues are truncated at higher and higher minimum threshold 20 magnitudes, the effect is to make the events appear more independent -partly because, since the 21 majority of aftershocks are smaller than their parent event, the events remaining after this truncation 22 are indeed more likely to be independent; and partly because in some cases, two events that are part of 23 a common triggering sequence may be deemed independent after the removal of intermediate related 24
events below the threshold, leading to a lowering of the apparent branching ratio (Saichev and 25
Sornette, 2006). Selecting only the very largest worldwide earthquakes makes the Poisson assumption 26
reasonable, and the more so the higher the inclusion threshold is raised, but it remains an 27 approximation. Some declustering is often applied when analysing global data, using criteria of 28 temporal and spatial proximity to infer causally related events; for example, using the values given by 1
Gardner and Knopoff (1974). squared test as discriminants, and point out that every realisation of a random process contains some 10 feature that is highly unlikely, and the more specifically the feature is described (e.g. through 11
optimisation of some parameter for the most extreme result), the more unlikely it becomes. The 12
Kolmogorov-Smirnov test has also been used to see whether a Poisson process should be rejected 13 (Michael, 2011) . 14 15
Here we apply the more successful of the changepoint detection methods tested in sections 2-4 to 16 global large events, using data from the recent International Seismological Centre-Global Earthquake 17
Model (ISC-GEM) worldwide catalogue (Storchak et al., 2013) . This is a unique catalogue extending period of 1900-1917 is likely to be incomplete even above that level (Michael, 2014) . We therefore 26 analyse data from 1918 onwards, of magnitudes 7.0 and above, at all locations and depths. Thus, 27
including the CMT data, we have 96.79 years of data. We look at data above four different magnitude 28 thresholds: 7.0, 7.5, 8.0 and 8.5. In each case we analyse the entire data, but also compare this with a 1 declusered subset of the data, obtained by applying the Michael (2011) criteria to identify triggered 2 sequences of events and remove all but the largest event from each identified sequence. Declustering 3 using ETAS would be inappropriate for the whole globe due to wide variation in tectonic styles and 4 associated parameter values. However, the insight of Saichev and Sornette (2006) that triggering 5 relationships tend to be broken when increasing the magnitude threshold is certainly relevant for the 6 whole Earth. Taking this into account, we perform the Michael (2011) declustering on data of 7 magnitude 5.0 and above before applying the desired (higher) thresholds to the result, in order to 8 minimise the number of related events that are mistakenly taken to be independent. This is found to 9 result in the removal of a significantly larger number of events compared with applying the threshold 10 first: for example, 179 events (or 16%) at magnitude 7.0 and above are removed, compared with only 11 94 events (8%) in the same range when applying the declustering algorithm to data that is first 12 truncated below magnitude 7.0. 13
14
The numbers of included events for each analysis case are given in Table 2 . Figure 6 These trends are still present to some extent in the declustered data. Thus, it seems reasonable to ask 21 whether a change in event rate has occurred somewhere in the recent past. 22
23
We fit both the stationary and the changepoint Poisson models to each set of data using the maximum 24 likelihood method. The changepoint model was more difficult to fit as it appeared to have a complex 25 likelihood surface without a clear peak; a variety of different starting values for the changepoint time 26
were used in order to be confident that a global maximum was found. The results of the parameter 27 inversion are given in the third and fourth columns of table 2. The maximised likelihoods are then 28 used to compute the difference in AIC and BIC between the two models, with positive values 1 indicating preference for a changepoint model. 2
3
We also apply the nested sampling algorithm to compute the Bayes Factor; again, positive values 4 indicating preference for a changepoint. The Habermann Z is computed using the changepoint time 5 inverted in the Poisson changepoint model. This changepoint time is also used in calculating the 6 probability of the data occurring after the changepoint using the Poisson scan statistics of Naus 7 (1982) ; the theoretical long-term rate used in the latter calculation is the average event rate during the 8 whole data set, from 1918.0-2014.79, reflecting a null hypothesis of no rate change. For some of the 9 cases with lower a magnitude thresholds, this could not be calculated due to the factorial of the 10 number of events in the 'cluster' -required as part of the calculation -being too large for 11 computational representation. 12
13
The results of all tests are presented in table 2. The post-changepoint rate µ2 inferred by fitting the 14 changepoint Poisson model is greater than µ1 in every case, confirming the observation of an apparent 15 increase in recent years. However, the changepoint identified in the model varies by more than ten 16 years between the different data sets. In terms of its acceptance, AIC tends to accept a changepoint at 17 low threshold and reject it at higher thresholds; the declustering generally decreases the favourability 18 of the changepoint, which is never accepted decisively for declustered data. BIC does not show the 19 same variation with the threshold value, perhaps because of its accounting for the number of data 20 points; it always rejects a changepoint more strongly for declustered data, and it rejects a changepoint 21 for all but the M ≥ 7 non-declustered series. The Bayes Factor rejects the changepoint in all cases 22 except for non-declustered data with threshold 7.5 (but this latter case is not decisive). In Figure  23 2(a,c), it can be seen that the Bayes Factor tends to reject true changepoints more often than BIC does, 24 but that these methods have a comparable, low probability of accepting a changepoint in stationary 25 data. The similarly low changepoint acceptance rates of BIC and the Bayes Factor for this global data, 26 then, might be taken as an indication that the data is stationary. 27 28 For Habermann's Z, which is intended to have a standard normal distribution under the null 1 hypothesis, the significance level for 95% confidence is ±2. Thus Habermann's Z accepts the 2 changepoint in all cases except for the data with threshold 8.5 and the declustered data with threshold 3 8.0. It must be borne in mind, of course, that evaluating the significance in this way is misleading as it 4 does not take into account the increasing occurrence frequency of extreme events with data length. 5
The values given here can only be taken as an upper limit. When using the scan statistics with the 6 Poisson probability to include this dependence on data length, the probabilities of the 'cluster' periods 7 following the changepoints are in all cases substantially higher than the significance probability level 8 of 0.025. 9
10
As stated earlier in this section, we found that significantly more events were removed when 11 declustering the data prior to applying a magnitude threshold than when declustering after the 12 truncation. This is because truncation below a magnitude threshold 'hides' some triggering 13 relationships that may exist between events that remain in the catalogue, relationships that no longer 14 appear to exist after removal of the intermediate (smaller) events in the sequence. Indeed, when the 15 changepoint detection methods are applied to data that is declustered after applying a threshold of 7.0, 16 the results (not shown) are more similar to those for the non-declustered data. This poses the question: 17 have all aftershocks been removed by declustering a catalogue of magnitude 5.0 and above; or would 18 an even lower threshold be needed to successfully identify all triggering relationships prior to an 19 analysis that seeks to exclude these from any conclusions about anomalous temporal clustering? 20
According to Helmstetter (2003) , it depends on the way aftershock productivity and occurrence 21 frequency both scale with magnitude, and it may well be the case that triggering is driven by the 22 smallest earthquakes; in this case, a threshold much lower than 5.0 (if global data were plentiful 23 enough) would probably remove significantly more events and change the conclusions. 24
25
In summary, when comparing the results of several different changepoint methods on global large 26 earthquakes, and having tested their efficacy in previous sections, we see no strong evidence that the 27 basic rate of large events worldwide has increased in recent years. Of the cases we examined, none 28 had a changepoint accepted by all methods. Given the sensitivity of the methods to changes in event 1
rate for Poisson processes, demonstrated in Figure 2 , we can conclude that if there is a change in 2 event rate, it is relatively small. We expect that the data declustered at magnitude 5.0 and above will 3 still contain some triggered events, and thus a small fluctuation in event rate (if it did exist) could 4 easily be attributed to this. 5 6
Discussion and conclusions 7
In our results for the tests on Poisson simulations, the type 1 error rate appears to be higher for AIC 8 and Habermann's Z than for BIC and the Bayes Factor; we conclude that strong rejection by AIC or 9
Habermann's Z could therefore be quite decisive. 10
11
We did not obtain good results using the Kolmogorov-Smirnov or runs tests, with Poisson 12 simulations. There were a large number of type 2 errors, and for the runs test, type 1 also. This is 13 likely to be because these are more general tests not dealing with changepoints specifically but with 14 general deviations from a Poisson process. 15
16
Habermann's Z or Ogata's ξ are preferable to the simple Z, because of the inaccuracy in any estimate 17 of the long-term rate for the latter. However, it is very important that the length of the catalogue is 18 taken into account when assessing the significance of a Z value. An extreme event (such as a 19 'cluster') in a very long data set is actually an expected outcome in a random process. Choosing a 20 changepoint by eye should, in our opinion, be viewed as the result of an informal scanning or 21 optimising procedure. An empirical null distribution for Z should be computed for the specific 22 situation tested, rather than assuming a standard normal distribution. 23
24
That having been said, it is still the case that every realisation of a random process contains some 25 feature or other that is statistically highly unlikely. A highly unlikely sequence or pattern is not always 26 an imperative to reject the null hypothesis. The more specifically an 'anomalous' feature of a data set 27 is described, the more unlikely it appears to be (Shearer and Stark, 2012) ; very narrow descriptions of 1 highly anomalous occurrences, that are a result of having seen the data, should be avoided. 2
3
Scan statistics are often easier to compute than a null Z distribution, and should give equivalent results 4 to using the simple Z with an empirical null distribution -although for long clusters, the factorial of 5 the number of events may be large enough to make this method impractical. Poisson scan statistics are 6 a good alternative to Habermann's Z or Ogata's ξ when there is a long history and a short cluster. 7
8
When using the ETAS model to convert a seismicity catalogue into a Poisson process prior to using a 9 Z-type metric, i.e. computing the residual point process or declustering with ETAS, the empirical null 10 distribution for Z should ideally be derived not from Poisson simulations but from ETAS simulations 11 upon which the inversion of model parameters and calculation of the RPP or background process has 12 been performed, in order to account for error in that process. This would obviously be more time-13
consuming. In general, we found changepoint detection in ETAS-type data to be much more 14 challenging, with a higher rate of type 2 errors in particular (Figure 3) . 15
16
Using AIC, BIC and the Bayes Factor to choose between competing models would be a good 17 complementary strategy to the above methods which require a changepoint to be specified. The 18 changepoint can be one parameter in a model, which incurs a penalty (either explicitly in AIC/BIC, or 19 implicitly in the Bayesian evidence) analogous to the 'penalty' imposed by use of the empirical null 20 distribution for a Z-type metric which would be wider than the standard normal. We found that the 21 results using the Bayes Factor were surprisingly poorer than those for BIC, for the Poisson simulation 22 tests we carried out. Given the computational cost of evaluating the Bayes Factor, particularly for 23 more complex models than Poisson (such as ETAS), we would suggest that AIC and BIC are 24 sufficient, provided the global maximum in the likelihood function can be found with confidence. 25
26
When declustering data to remove normal aftershock triggering processes before testing for deviations 27 from a Poisson process, it is important to use all available data, including events smaller than the 28 completeness threshold and/or the threshold of interest. Our analysis of global data has shown that the 1 results can be significantly altered by declustering data that is already magnitude-truncated, due to the 2 incomplete removal of aftershocks in that case. This is further evidence that smaller events play an 3 important overall role in triggering (Helmstetter, 2003) . 4 
5
Changes in magnitude determination methods can give rise to spurious rate changes on the order of 6 those simulated in this paper; magnitude stability would need to be established before reaching any 7 conclusion on a change in the basic rate of earthquakes. 8
9
Our analysis provides no strong evidence that the basic rate of large events worldwide has increased 10 in recent years. Of the cases we examined, none had a changepoint accepted by all methods. Given 11 that the data was declustered at magnitude 5.0 and above, a small fluctuation in event rate (if it did 12 exist) is likely to be a result of incomplete removal of aftershocks. paper) included a two-window test on moment release and Benioff strain (test 3 in that paper). 19
Nevertheless our results may prove useful in the analysis of change points in places such as Oklahoma 20 (e.g. Llenos and Michael, BSSA, 2013) where the main extra forcing term appears to be a sudden 21 change in the total rate of re-injection of waste water produced from hydraulic fracturing for shale gas 22 extraction. 23 24 R codes for the tests examined in this paper will be published on http://www.corssa.org/. 25 26
Appendix 27 28
Here we briefly examine the question of whether there is any cross-correlation between the different 1 tests in terms of the likelihood of changepoint acceptance. We do this by examining changepoint 2 acceptance by individual synthetic dataset, for the Poisson simulation tests presented in Figure 2 . derived from the first half of the data) also failing; and AIC rarely fails without the Habermann Z and 10 simple Z also failing. However, the runs test mostly gives false positives on different datasets. 11
12
We see this pattern broadly echoed in Figure A function of ν, the factor by which the simulated rate increases at the changepoint half-way through the 10 simulation. Each point is based on 500 realisations of 1000 events, as detailed in the text. Note that 11 the simple Z test has two curves; for the upper one, the long-term rate was estimated from the first 12 500 events, and for the lower, the long-term rate was estimated from the whole 1000 events; (b) 13 
