Introduction
This paper is concerned with the general problem of testing for dependence in the bivariate case. In this context we consider the independent, identically distributed random vectors (Xj, Yj), j = 1, . . ., n, but with unknown joint distribution, and we seek to test the null hypothesis H(, that X and Y are independent. Our emphasis will be on procedures consistent against nonparametric alternative classes, and hence appropriate for data from potentially complex distributional structures. In simpler situations, where the dependency has what can loosely be described as monotone character, the product moment correlation is generally used, and when robustness against nonnormality is important, tests such as the Spearman rank-correlation, Kendall-tau, and Fisher-Yates normal scores tests are often used instead. But these tests are not consistent in general, and in fact will not be appropriate even in the simple situation where Y has a non-monotone regression o n X, and X is sampled randomly. More interesting situations can arise in engineering applications where signals are modeled and simulated using expansions such as those of Karhunen-Loeve and it is of interest to test for dependency amongst the uncorrelated random coefficients that appear in such models. Other potential applications involve testing the adequacy of random number generators. Although our emphasis here is on the bivariate context, it is applications such as these, wherein the forms of dependency can be of a complex nature, that motivate the study of consistent tests for dependence.
In part because simple forms of dependence are the most common, there is only a modest literature on the general problem of testing for dependence. The main exception is the H(,-distribution-free rank test first proposed by Hoeffding (1948) where the f, are kernel density estimates and a(x, y) is a weight function was studied by Rosenblatt (1975) . This test is not H(-distribution-free, although in itself this fact does not in any important way affect the applicability of (1.2) as a practical testing procedure. In contrast however, Rosenblatt reported that tests based on density estimates typically are less powerful than those based on sample distribution functions; this fact is of significant concern for applications. Also surprising are the very different asymptotic distributional characters of (1.1) and (1.2) which, under H(), are a weighted sum of independent xI variates and normally distributed respectively, while under (fixed) alternatives are both normally distributed. In our discussions below, we shall uncover a reason for these irreconcilable differences.
Although we shall use Fourier considerations, and in particular empirical characteristic functions (ecf's), to develop our proposal for a test statistic, the resulting procedures are more general than the context from which they arise. In fact our main proposal may be introduced and motivated in a suggestive alternative manner. We next make an adjustment to the statistic (1.4); interjecting absolute value signs (and removing the factor of 2 from the denominator for convenience) we arrive at the form and this is equivalent to the test statistic we shall obtain using ecf methods below.
Our main proposal for a test statistic for dependence is an ecf version of the statistics (1.1) and (1.2) and is presented in Section 4, but first, some related graphical methods are presented in Section 2, and some properties of dependence-related ecf quantities are discussed in Section 3. In Section 5, the relation to Rosenblatt's tests is discussed, and in Section 6, the asymptotic distributions are derived. Some analytical difficulties occur in extensions to dimension k > 2; this is described in Section 7. Finally, in Section 8, a brief numerical study is presented. Of course, there are many possible variants of these plots to experiment with. For example, the functions shown could be standardized by dividing them by their estimated standard error functions which may readily be derived; alternatively data can be replaced, say, by their normal scores prior to the computations. We will not pursue these variants here.
The 
To develop nonparametric (i.e. H,-distribution-free) tests we shall need to replace the Xi and Yi by approximate normal score quantities X; and Y;. This leads us to consider the associated quantities cx (s), cY (s), c'(s, t) and n(s, t) = cn(s, t) -cn (s) c (t)
calculated from the scored data. In this context, the marginal quantities cX (-) and cY (-) will approximate the function e-~i2 and will no longer be random. Consequently, under H(, we will have
coV( (F"(s,, tl), F'(s2, t))= covy (c'(s , t,), c'(s2, t2)) n--I [(Pn (s -S2) -Pn(Sl)Pn(S2)[)n(tl -t2) -Onn(tl)n(t2)] (3.3) where 4, is the ecf corresponding to the approximate normal scores. This computation involves the straightforward combinatorics of uniformly random assignments of X, to Y' scores, as appropriate to the H( distribution. It follows from (3.3) that n * Var (T'(s, t))--(1 -e-S2) ? (1 -e-'2). (3.4) Finally, we need to consider the stochastic process e,(s, t) = n. (c(s, t) -Ec'(s, t)).
By 
Development of the Test Statistics
We are now in a position to make a specific proposal for a useful class of nonparametric test statistics for dependence, namely The difference between (4.8) and (4.12) depends on the specific approximate scores used, but here was found numerically to be approximately equal to 3.1/n over a very broad range of conditions that were tested.
Relation to Rosenblatt's Tests
Suppose now that we disregard the initial variance rescaling, and also that we use unscored data, so that instead of (4.1) we choose to work with T = f F,(s, t)2 W(s, t) ds dt. Table  8 .2 gives the powers of the test for various alternative distributions, sample sizes, and levels. The number of Monte Carlo trials used for Table 8 .1 were 6,000, 14,000, 4,800, 500 and 2,400 for sample sizes 100, 200, 300, 400 and 500 respectively, and the number of trials used for Table 8 .2 were at least 200 trials for each entry. The number of digits selected for reporting in each case is such that the standard error is ordinarily at most one or two units in the last digit provided, and usually much less. The four distributions indicated in Table 8 .2 refer to normals with correlations 0.2 and 0.5, the annular distribution discussed in Section 3 in the context of Fig. 3a-d , and the (U Z, U Z') distribution discussed in Section 3 in the context of Fig. 5a-d. 
