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This study presents a nonautonomous boundary value problem, arising from
the surface-tension driven flow in a cylindrical floating zone. It is shown that this
problem possesses exactly eight different types of solutions. In addition, multiple
solutions are also found when the Reynold’s number Q is sufficiently large.
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1. INTRODUCTION
We consider the following nonautonomous equation
yf 0=y00 CQf f 0=y0 − yf 0=y2 D y  0 D d=dy (1)
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subject to the boundary conditions
f 0 D f 1 D 0; lim
y!0C
f 0=y0 D lim
y!1−
f 0=y0 − 1 D 0: (2)
This problem arises from the study of similarity reduction of the axis-
symmetric surface-tension driven flow of liquid metal in a cylindrical
floating zone under a microgravity environment. Here Q is related to the
Reynold number,  is an integration constant, f y is an unknown func-
tion related to the stream function, and y D 1 denotes the position at the
free surface. In the semiconductor industry, the oscillatory flows in melting
silicon cause the striation of the silicon rods which is undesirable. The oc-
currence of oscillation can be indicated by the number of sign changes of
f 0. For the derivation of (1), (2), one may refer to [1].
An N-cell solution means that the first derivative of the solution changes
sign N − 1 times in 0; 1. Numerical solutions were found for 0  Q  32:7
and Q  1749 [1] (see Fig. 1). The numerical studies indicated that problem
(1), (2) possesses a 2-cell solution for 0  Q  32:7 and Q  1749, and
a 3-cell solution for Q > 2500. The verification of 2-cell solutions with
0  Q  1 was given by Lu and Kazarinoff [4] by applying the Schauder
fixed point theorem.
The organization of this paper is as follows. A transformation hy D
−f py is introduced which engenders the problem (1), (2) equivalent to
problem (6), (7) (see below). In Section 2, we study the smoothness of so-
lutions for the equivalent problem and prove the existence and uniqueness
of solutions to the initial value problem (6), (8). Moreover, the solutions
for the problem (6), (8) are continuously dependent upon the initial con-
ditions. Hence, the shooting method can be used. In section 3, we obtain a
"homogeneity" property and classify all possible solutions for problem (1),
(2). Our result is as follows:
Theorem A. The problem (1), (2) possesses exactly eight different types
of solutions.
Finally, based on Theorem 2.6 and Proposition 3.1, we prove the exis-
tence of multiple solutions for problem (1), (2) in Section 4.
Theorem B. For sufficiently large Q > 0, the problem (1), (2) possesses
at least four different types of solutions.
2. PRELIMINARY
By assuming hy D −f py, we rewrite (1), (2) by
yh000 C h00 C Q
2
h02 − hh00 D −
8
(3)
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FIG. 1. The bifurcation diagram of (1), (2) for Q  0 which was reported by Gill et al. [1].
with
h0 D h1 D h001 C 1
4
D 0; lim
y!0
p
yh00y D 0: (4)
Note that (3) is also the similarity equation obtained from the study of
laminar flows through a cylindrical porous tube [7, 8], with the associated
conditions
h0 D h1 − 1 D h01 D 0; lim
y!0C
p
yh0y D 0: (5)
Skalak and Wang [6] proposed a scaling technique to classify possible solu-
tions for (3), (5).
Since hy D y1 − y=8 solves (3) and (4) uniquely when Q D 0 with
the corresponding  D 2, therefore, we assume Q 6D 0 in the following
study. Let g D 2hy=Q,  D by, where b is a positive constant to be
determined. Then the problem (3), (4) is equivalent to
g000 C g00 C g02 − gg00 D E 0D d=d (6)
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subject to
g0 D gb D g00b CQ=8b2 D 0; lim
!oC
p
g00 D 0; (7)
with E D −Q=16b2. Suppose g is C1 at  D 0. Then, we may assign the
values g00 D ; g000 D  and let gy; be the unique solution of an
initial value problem (IVP) consisting of (6) and the initial conditions
g0 D g00 −  D g000 −  D 0: (8)
If g meets the -axis at some positive a0, then problem (1), (2) pos-
sesses a solution when Q D −8a20g00a0 and  D 16a20E=Q provided that
g00a0 6D 0. Therefore, the solvability of the given problems strongly de-
pends upon the existence of positive zeros for g if g is C1 at  D 0. In
the following, we present the verification of the smoothness of g at  D 0
which was assumed in [6].
Let g 2 C0; l \ C10; l be a solution of (6) satisfying g0 D 0 and
lim!0C
p
g00 D 0 for sufficiently small l > 0.
Lemma 2.1. lim!0C nC3=2gnC3 D 0 for n  0.
Proof. It is clear that there is a  > 0 such that g00 < 1=p for
 2 0; : So we have
g0  g0 C
Z 

dt=
p
t
 g0 C 2
p

for  2 0;  and M D sup20; g0 < 1 for  2 0; l. By multi-
plying (6) with
p
, we have
3=2g000 D p E − g00 C gg00 − g02: (9)
Thus 3=2g000 tends to 0 as  ! 0C. Now, we verify the lemma by
induction.
Assume that the assertion holds when n < k for some k  1. By differ-
entiating (6) k times, we have
gkC3 C kC 1− ggkC2 C F;k D 0; (10)
where F;k D Pk−1iD0 (ki − ( kiC1giC1gk−iC1 C g0gkC1:
Now mutiplying (10) by kC1=2 and applying the inductive hypothesis, the
desired result is obtained. Q.E.D.
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Let I; yk D expR  kC 1− gt=tdt be the integral factor of
(10). We have
gkC2 D Iz; ykgkC2z C
Z z

I; ykF;kd=; (11)
by integrating (10) from  to z with the given integral factor. Then, we use
the integration by parts to have
Iz; yk D exp
Z z

ln tg0tdt

zkC1−gz
kC1−g
and Z z

ln tg0tdt
 M Z 0  lnt <1;
for z 2 0; . Finally, we have the estimate
gkC2zIz; yk  g−k−1z1=2−gz  zkC1=2gkC2zN
for z 2 0; , where N D expM R 0  ln tdt. Hence, we have the
next lemma from Lemma 2.1 and (11).
Lemma 2.2. gnC2 D − R 0 1=I;ynF; nd for n  1 and
 2 0; l. In particular, giv  0 for  2 0; l.
Now we are ready to verify the existence of the limits of g and g0 as the
 tend to 0C.
Lemma 2.3. lim!0C gn exists for n D 1; 2.
Proof. If g00 D 0 for  > 0, then the result is trivial since g0 D pE
for  > 0. Suppose g00 6 0. From Lemma 2.2, g00 is a concave function.
Then, there is a 1 > 0 such that g00 6D 0 on 0; 1. This implies that g0
is monotone and bounded on 0; 1. Hence lim!0C g0 exists.
Let lim!0C g0 D . Then, by integrating (6) from z to , we have
g00 − zg00z
D  − zE − 2
Z 
z
g02 dC gg0 − gzg0z: (12)
When z tends to 0C, (12) yields
g00 D E − 2

Z 
0
g02dC 1

gg0 (13)
and lim!0C g00 D E − 2: Q.E.D.
The properties of the higher derivative of g near  D 0 can be ob-
tained from the next two lemmas.
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Lemma 2.4. lim!0CgnC2 <1 for n  1.
Proof. From Lemma 2.2, we havegnC2  N
nC1−g
Z 
0
F; nn−gd
for n  1 and
dn−g
d
D n−1−gn− g − g0 > 0
provided  > 0 and small enough. This implies that n−g is mono-
tone increasing on 0; 2 for some 2. Hence gnC2  N2= R 
0 F; nd for  2 0; 2. In the following, we shall verify the lemma
by induction.
The assertion holds when n D 1 from F; 1 D g0g00 and Lem-
ma 2.3. Suppose the assertion holds for n  k. Then, there is a 3 2 0; 2
and c D c1 > 0 such that sup20;3 F; kC 1  c since
F; kC 1 
kX
iD0
kC 1i

−

kC 1
iC 1
 giC1gkC2−i
C g0gkC2:
The desired result is trivial. Q.E.D.
Lemma 2.5. lim!0C gnC2 exists for n  1.
Proof. From (9), it yields lim!0C g000 D −E − 2=2. Suppose
lim!0C gnC2 D nC2 for 1  n < k and define 1 D ; 2 D E − 2. Now,
lim
!0C
F;k D 1kC1 C
k−1X
iD1

k
i

−

k
iC 1

iC1kC1−i

and, then,
lim
!0C
gkC2 D − lim
!0C
F;k=kC 1:
Hence the assertion holds by induction. Q.E.D.
Now we are ready to verify the existence of a unique C1 solution for the
following initial value problem
giv C 2 − gg000 C g0g00 D 0; (14)
g0 D g00 −  D g000 −  D g0000 C 
2
D 0: (15)
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Theorem 2.6. For ; 2 R2, there exists a unique C1 solution
gy; of the problem (14), (15). Moreover gy; is C1 in ;.
Proof. Note that problem (14), (15) possesses a solution if and only if
g D R 0 g0tdt; g0 D C R 0 g00tdt and
g00 D E − 2

Z 
0
Z t
0
g00sds C 
2
C 1

Z 
0
g00tdt C 
Z 
0
Z t
0
g00sdsdt C 

;
with E D C 2. This suggests that we may define
T hy; D C 2 − 2

Z 
0
Z t
0
hsds C 
2
dt
1

Z 
0
htdt C 
Z 
0
Z t
0
hsdsdt C 

; (16)
for ; 2 R2 and h 2 C0; . It is clear that T hy;0 D  and
problem (14), (15) possesses a solution if T has a fixed point. Choose
 D 1=31 C  C 2 and M D 1 C 2. Define a closed bounded set
 D ; by
; D h 2 C0;  x h0 D ; h− 1 M:
Furthermore, T    since
T hy; −   3
Z 
0
htdt
Z 
0
htdt C 2

 31C  C 21C  C 2 C 2
D 1
3
C 2 M;
for  2 0; . Also, if h1; h2 2 ;, then
T hy; − T h2y;
 3
Z 
0
h1tdt − h2tdt
Z 
0
h1t C h2t C 2dt

 61C  C 3
Z 
0
h1t − h2tdt
 621C  C 3h1 − h21
D ;h1 − h21;
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where ; D 2C 2 C 6=1C  C 2 < 1 for  2 0; . This
implies that T y; is contractive on  and T has a unique fixed point
Nh in . Hence, g D C R 0 R t0 Nhsdsdt is the unique solution of (14),
(15) and the smoothness of g is clear from the previous lemma.
Verification is required that g, or equivalently Nh, is C1 in ;. Define
8hy; by
8hy; D h− T hy;:
One can verify that 8 is continuously Frechet differentiable on C0;  
R2. In fact, the Frechet derivative with respect to the h-variable is given by
80hy; D I − T 0hy; and, for each K 2 C0; , T 0hy;K
is defined by
T 0hy;K D 1


−4
Z 
0
Z t
0
Ksds

F 0tdt
C F 0
Z 
0
Z t
0
Ksdsdt

C F
Z 
0
Ktdt

;
for  > 0, wtih F D R 0 R t0 hsdsdt C  and T 0hy;K0 D 0.
Then
T 0hy;K
 4

F 01K1 
2
2
C 1

F 01K1
2
2
C FK1
D

5
2
F 01 C F1

K1
 7
12
K1;
for  2 0; . This implies that T 0hy; is bounded linear on C0;  and
80hy; has bounded inverse. Then, by the implicit function theorem for
Banach space, if 8h0y0; 0 D 0, there is a differentiable map h; D
hy; 2 C0;  with h0; 0 D h0 and 8h;y; D 0 for −
0;  − 0 small enough. Thus gy; D C
R 
0
R t
0 hsy;dsdt is
the solution of (14), (15) and C1 in ;. Q.E.D.
3. CLASSIFICATION
It is obvious that gy; can be extended to the maximal interval
0;M for M D M;  1 and g tends to −1 as  tending to M if
M <1. It is clear that gy; 0   and g0y; 0   has no positive
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zero for  2 R − 0. Therefore, the classification of positive zeros of g; g0
is given by choosing ; from the quadrants
D1 D ;    0;  > 0;
D2 D ;   < 0;  > 0;
D3 D ;    0;  < 0;
and
D4 D ;   > 0;  < 0:
Let aij be the jth positive zero, if any, of giy;. As in [2],
gy;, aij;Q, and  satisfy the following homogeneity.
Proposition 3.1. (i) giy; D igiy=;=2; for  > 0
and i D 0; 1; 2; : : : y
(ii) For  > 0,
aij; D iaij=;=2;
Q; D Q=;=2;
and
; D =;=2:
It is easy to verify that aij and  are C1 functions in terms of  and .
The homogeneity in Proposition 3.1 also implies that the corresponding pa-
rameter Q; is unique if ; is chosen arbitrarily on a certain parabola
 D k2 for some k. Hence, in a numerical study, one may locate the pos-
sible zeros of gy; by simply applying an initial value problem code
SDRIV2 [3] with choosing ; along a simple closed curve around the
origin in the ; plane. Moreover, by Theorems 3.3–3.6 in the following,
we can specify ; for which gy; will have zeros. The bifurcation
diagram in the Q−  plane is shown in Fig. 2.
It is clear that the existence of positive zeros of g depends on the
occurrence of ones of g0. As mentioned earlier, the classification of the
zeros of g0 was given in [6]. As argued in [6], the existence of positive
zeros of gi; i D 0; 1; 2 for ; in Di; i D 1; 2; 3, can be obtained directly.
Thus, we have the next theorem.
Theorem 3.2. (i) For ; 2 D1; g; g0 and g00 have exactly one posi-
tive zero, respectively, and a21 < a11 < a01.
(ii) For ; 2 D2; g; g0 have exactly two positive zeros, respectively,
and g00 has only one positive zero. Moreover, a11 < a01 < a21 < a12 < a02.
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FIG. 2. The bifurcation diagram of (1), (2) in the Q− plane which presents new branches.
(iii) For ; 2 D3, neither g nor g0 possesses any positive zero on
0;M.
Note that g00a01;y; < 0 and g00 changes sign once on 0; a01 for
; 2 D1. The corresponding solution f to (1), (2) satisfies that f < 0; f 0
and f 0=y0 change sign once on 0; 1 with Q > 0;  < 0 and we designate
the solution f as the V(ii) solution, as in Fig. 2, which was reported as
the 2-cell solutions for some Q  1749 in [1]. For ; 2 D2, we have
g00a01 > 0 and g00a02 < 0. Then, the first zero a01 leads to the 2-cell
solution f , as I(ii) in Fig. 2, with Q < 0;  > 0; f < 0 on 0; 1 while the
second zero a02 corresponds to the 3-cell solution, as V(i) in Fig. 2, with
Q > 0;  < 0, which was also reported in [1].
Moreover, the 2-cell solution with Q  32:7 can be led from the first zero
of gy; if ; 2 D4. The new type of solutions to (1), (2) can also
be found in the following by similar arguments if ; 2 D4:
In [6], it was reported that g0y; has either one or exactly three
positive zeros for ; in D4. However, the regions in D4 on which g0
may possess one or three zeros are not clear. Therefore, the existence of
zeros of gy; may not be the direct consequence of the ones of g0.
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We shall show that g0 may also have exactly two positive zeros for some
; in D4.
Theorem 3.3. Suppose  > 0;  < 0, and   −2. Then g00 < 0 on
0;M and g; g0 have exactly one positive zero, respectively.
Proof. Suppose g00 has the first zero a21. Then g000a21  0 since g000 D
 < 0 and g0000 D −=2 > 0. From (6), we have 0  a21g00a21 C
g0a212 D E D  C 2  0, and g0 D g00 D g000 D 0 at  D a21. This
yields that g00  0 and it is a contradiction to the fact that giv < 0 on
0;M:
From direct intergration on (6), we have
g0  −
4

− 2

2
C C 
2

and this implies that g02= D C 2=  0. But g00 D  > 0, and
this yields that g0 has the unique zero a11 where 0 < a11  2=. Hence, g
must have the unique zero a01 where a01 > a11. Q.E.D.
Note that the given zero a01 leads to the 2-cell solution f , as I(i) in
Fig. 2, with Q > 0;   0 which was reported in [1] as the one with some
Q  32:7. Also, ; 2 D 0 for  > 0.
Theorem 3.4. Suppose  > 0;  < 0;  > −2, and g000 > 0 on
0;M. Then g00 < 0 on 0;M and g; g0 have exactly one positive zero,
respectively.
Proof. We first claim that g00 < 0 on 0;M. Assume that it fails to
hold. Then g0 must be convex for large  and there must exist a large
N such that g0 > 0; g > 3, for  > N. Then, we get
g5 D g4g − 3=− g00= < 0
on  N;M and g000 is concave down on  N;M. This is a contradiction and,
then, g00 < 0 on 0;M: Hence, g; g0 have at most one zero.
Note that M D 1 here since g00 < 0 and g000 > 0 on 0;M. Now
suppose g0 < 0 on 0;1. Then, we get
g000g − 2 D giv C g0g00 < 0
and g < 2 on 0;1. This implies that lim!1 gi D 0; i D 1; 2; 3: But
lim!1g000 C g00 D  C 2 > 0 and it leads to g00 > C 2=2 for
sufficiently large . This is a contradiction again. Hence g0 has a unique pos-
itive zero a11 and, consequently, the unique a01 satisfies a01 > a11. Q.E.D.
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The zero a11 leads to a 2-cell solution f with Q > 0;  < 0, as I(i) in
Fig. 2, which was reported in [1]. Note that the existence of unique a01; a11
strongly depends on the fact that g00 < 0; g000 > 0 on 0;M. However, g000
may change sign if  is sufficiently small. Therefore, the occurrence of
positive zeros of g00 is expected. Suppose  > −2 and g000y; has
exactly one positive zero a31. Then g000 < 0; giv < 0 for  > a31. This
implies that g; g0 and g00 are concave down and decreasing for sufficiently
large . Then g and g0 have at least one positive zero respectively since
g; g0 > 0 initially. Also, g00 can only have either none or exactly two positive
zeros a21 < a22. Therefore, we have the following theorem.
Theorem 3.5. Suppose  > 0;  < 0, and   −2=2. Then g; g0; g000
have exactly one positive zero, respectively, and g00 has exactly two positive
zeros on 0;M.
Proof. It is clear that, on 0;M,
g00 −  > g000 D C 2 C g00g − 1 − g02;
since giv < 0. Then, g02 > 2 C 2 C g00g − 2 on 0;M and g00 < 0,
g > 2, g000 < 0 at  D a11 since a11 is the first zero of g0. Therefore, g000
has a unique zero a31 where a31 < a11. g0 is concave down on a11;M and,
then, g; g0 have a unique zero respectively. Hence, we get that g0g00 > 0 at
 D a31 and this implies that g00a31 > 0. Thus, g00 has exactly two positive
zeros and a21 < a31 < a22 < a11 < a01. Q.E.D.
Now, for ; satisfying −2 <  < −2=2; g00y; has either no
or exactly two positive zeros. Let
A D r < 0  g00y 1; w has exactly two positive zeros
a21 < a22 for w 2 r; 0
}
:
It is clear that −1 < r  −1=2, A is not empty and −1 < p D infA < −1=2.
In fact, one can easily show that g00 has exactly two positive zeros on 0;M
provided that both g and g0 have exactly three positive zeros.
Note that ga211; r x 1; r > 0 for r 2 −1=2; 0 and ga211; ry 1; r <
0 if r 2 p;p C  for sufficiently small  > 0. Then, there is a q0 2
p;−1=2 such that ga211; q0 x 1; q0 D 0. Now let
q D infq0 > p  ga211; q0 x 1; q0 D 0}:
This shows that gy 1; q and g0y 1; q have exactly three positive zeros,
respectively.
But g0a211; qy 1; q < 0 and g0a211; ry 1; r > 0 for −1=2 < r < 0.
This implies that there is a l0, satisfying q < l0 < −1=2, such that
g0a211; l0y 1; l0 D 0. Let
l D infl0 > q  a l0; satisfying g0a211; l0y 1; l0 D 0}:
nonautonomous boundary value problems 539
Then, g0y 1; l has exactly two positive zeros and g has exactly one posi-
tive zero on 0;M. This also yields that g0y 1; r has exactly three
positive zeros for r 2 p; l.
It is clear that g0a211; ry 1; r < 0 for r 2 p; l and g0a221; ry 1; r
> 0 for r 2 p; 0. This implies that ga121; s0y 1; s0 D 0 for some s0 2
q; l. Let
s0 D infs0  ga121; s0y 1; s0 D 0
and
s1 D sups0 < l  ga121; s0y 1; s0 D 0:
Then ga121; s0y 1; s0 D ga121; s1y 1; s1 D 0. Therefore, we have ob-
tained the next theorem.
Theorem 3.6. There exist negative constants −1 < p < q < s0 < s1 <
l1 < −1=2, such that the following arguments hold:
(i) g0y; has exactly three positive zeros for ; satisfying
p2 <  < l2 and g0y; l2 has exactly two positive zeros on 0;M;
(ii) gy; has exactly one positive zero for s12 <  < 0 and three
positive zeros for p2 <  < s02 on 0;M. Moreover gy; s02 and
gy; s12 have exactly two positive zeros.
Note that the zero a011; r; p < r < l, leads to a 2-cell solution f with f
positive, nonconvex on 0; 1 and Q < 0;  > 0 which is designated as II in
Fig. 2. Also, a011; r;−1 < r < p , leads to the 2-cell solution f designated
as I(i) in Fig. 2 and obtained in [1], with Q > 0;  < 0.
The zero a011; r; s1 < r < 0, leads to another 2-cell solution f with f
nonpositive, f 0 changing sign once, f 0=y0 changing sign twice on 0; 1
and Q > 0;  < 0 which is designated as IV(ii) in Fig. 2. For p < r <
s0; a031; r leads to a 4-cell solution f , designated as IV(i) in Fig. 2, with
Q > 0;  < 0. The zero a021; r; p < r < s0, corresponds to a 3-cell solu-
tion f , designated as III in Fig. 2, with Q < 0;  > 0. The profiles of the
solutions I(i)–V(ii) corresponding to h are shown in Fig. 3(a)–(d). Now,
Theorem A is obtained. Note that the solutions I(ii), II, III, IV(i), and
IV(ii) are new types of solutions which were not found in [1].
4. EXISTENCE OF SOLUTIONS
As in Fig. 2, our numerical computation does not obtain any solution
when Q; satisfies Q − 2 > 0. Indeed, it can be verified easily from
the next theorem.
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FIG. 3. (a) The graph of solution h for Type I(i)–(ii). (b) The graph of solution h for Types
II–III.
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FIG. 3 (continued). (c) The graph of solution h for Type IV(i)–(ii). (d) The graph of solu-
tion h for Type V(i)–(ii).
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Theorem 4.1. The problem (1), (2) possesses no solution provided that
Q; satisfies Q− 2 > 0.
Proof. We shall verify the result by studying the associated initial value
problem (6), (8). Suppose g has the first positive at  D a. By intergrating
(6) on 0; a, we get that
ag00a1 C
Z a
0
g0s2 − gsg00sds D ag
00a
2
since E D g00a=2. It leads to
ag00a− 2 D 4
Z a
0
g0s2ds > 0: (17)
Hence Q− 2 < 0 and the proof is complete. Q.E.D.
For verifying the existence of solutions, we first let bi; i D 1; 2; : : : ; 8,
denote the zeros a0j ’s which leads to the solutions designated in I(i), I(ii), II,
III, IV(i), IV(ii), V(i) and V(ii) as in Fig. 2, respectively. For i D 1; 2; : : : ; 8,
define the set of ; on which bi; exists by
i D ; x bi; exists:
For ; 2 i, we further define
Si; D Qi;; i;
and
Pi D Si;  ; 2 i;
where
Qi; D −8b2i ;g00bi;y;;
i; D 2C 2=g00bi;y;:
Then, by the classification, the next theorem is clear.
Theorem 4.2. The problem (1), (2) possesses either type I(i), I(ii), II,
IV(i), IV(ii), V(i), or V(ii) solutions if and only if Q; 2 Pi; i D 1; 2; : : : ; 8,
respectively.
Now, suppose we can verify that the Pi’s are connected subsets of the
Q; plane and obtain some limiting behavior for Q or  in terms of 
or . Then, the continuous families of bifurcation curves are obtained by
means of the connectedness of Pi’s. This technique was first presented by
Hwang and Wang [2]. However, the classification in D4 is not completely
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clear since the infimum and supremum arguments were applied. Instead of
analyzing the Pi’s, we define
QP1 D S1;−1 x 0 <   1 [ S11;  x −1   < q0;
QP2 D S2−1;  x 0 <   1 [ S2; 1 x −1 <  < 0;
QP3 D S31;  x q1 <  < s0;
QP4 D S41;  x p <  < s0;
QP5 D S51;  x q1 <  < s0;
QP6 D S61;  x s1 <  < s0;
QP7 D S7−1;  x 0 <   1 [ S7; 1 x −1 <  < 0
and
QP8 D S81;  x 0 <   1 [ S8; 1 x 0   < 1;
where p; s0; s1 are defined in Section 3, q0 D infq0 > p  ga21y 1; q0 D 0
and q1 D supq0 < s0  ga21y 1; q0 D 0. It is clear that QPi  Pi. Also the
continuity of Q; in terms of ; implies that the QPi’s are connected
sets. Then, we have the next lemma.
Lemma 4.3. The sets QPi; i D 1; 2; : : : ; 8 are connected subsets of the
Q; plane. Moreover, QPi D Pi; i D 2; 7; 8; and QPi  Pi for i 6D 2; 7; 8.
Note that QPi; i D 5; 6; 7; 8; are connected subsets of the quadrant Q > 0,
 < 0.
Suppose we are able to verify that lim!0C Q81;  D lim!0C Q7−1; 
D lim!0− Q61;  D lim!pC Q51;  D 1. Then, the multiple solutions
for large Q > 0 are obtained.
Theorem 4.4. For sufficiently large Q > 0, the problem (1), (2) possesses
at least four different solutions which consist of the types IV(i), IV(ii), V(i),
and V(ii), respectively.
Proof. We shall only provide the verification of lim!0C Q81;  D 1
since the corresponding arguments are similar. From (6), we get that
g02 D C 2 C gg00 − g00 − g00  C 2
at  D a22 and a03. Note that a22 < a03. Then, g0a22 
p
C 2 and
g0a03  −
p
C 2 . Since g00a03 < 0 and g00 is increasing on a22; a03,
we have that
a03g
00a03  a03 − a22g00a03 
Z a03
a22
g00d
D g0a03 − g0a22  −2
q
C 2 :
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By the continuous dependence on initial data and gy 1; 0  , we
get lim!0C a031;  D 1 and, then, lim!0C Q81;  D 1 is obtained.
Q.E.D.
Recall that the argument in Theorem 4.1 (1), (2) has no solution if
Q − 2 > 0. However, the exsitence of solutions where   2 and Q
is small can be verified.
Theorem 4.5. For sufficiently small Q > 0, the problem (1), (2) has at
least two 2-cell solutions f with f < 0 and f 0 changes sign once in 0; 1.
Proof. It is clear the gy 0;−1 < 0 on 0;M. Then lim!0C b1;
−1 D 0 by the continuous dependence on the initial data. Hence,
lim!0C Q1;−1 D 0. Also, from (17), we get that lim!0C 1;−1 D 2.
This implies that P1 has a limit point 0; 2.
Hence, by the definition of q0, we have lim!q−0 Q11;  D 0 and
lim!q−0 11;  D −1. This implies that Pi is a connected subset of the
quadrant Q > 0;   2 with two limit points 0; 2 and 0;−1. This
completes the proof. Q.E.D.
5. CONCLUDING REMARKS
All types of solutions for (1), (2) are completely classified, by applying
the shooting scheme, and the existence of multiple solutions is verified for
large Q. In comparison for the results in [1], new types of solutions are
found. The mathematical results verify a portion of the numerical obser-
vations as in Fig. 2. In fact, the homogeneity property plays the crucial
role, throughout this paper, which provides extended results beyond those
obtained from the standard fixed point theory.
Although the nonexistence result is verified when Q − 2 > 0, the
bifurcation diagram Fig. 2 also indicates that problem (1), (2) possesses
no solution for 32:7 < Q < 1749. This gives no evidence to the assertion,
reported in [4], that there might be a new branch of solutions that connect
the disjoint branches. The exact multiplicity of solutions is not yet clear
which will require further delicate studies.
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