In this paper an active random noise control using adaptive learning rate neural networks is presented. The adaptive learning rate strategy increases the learning rate by a small constant if the current partial derivative of the objective function with respect to the weight and the exponential average of the previous derivatives have the same sign, otherwise the learning rate is decreased by a proportion of its value. The use of an adaptive learning rate attempts to keep the learning step size as large as possible without leading to oscillation. It is expected that a cost function minimize rapidly and training time is decreased. Numerical simulations and experiments of active random noise control with the transfer function of the error path will be performed, to validate the convergence properties of the adaptive learning rate Neural Networks. Control results show that adaptive learning rate Neural Networks control structure can outperform linear controllers and conventional neural network controller for the active random noise control.
INTRODUCTION
This paper presents an active random noise control using adaptive learning rate neural networks. In recent years, many researchers have reported on the active noise control. A wide range different types of dependence on time of the signals observed occur in acoustical and vibration problems. These can range from the perfectly predictable continuous sinusoidal pressure fluctuation to a random fluctuation with time whose value at any instant is in practice unpredictable from knowledge of its previous values. These two types of signal represent two broad classes of fluctuation which are generally termed either "deterministic" or "random". Random fluctuations are those whose values cannot be predicted perfectly from the previous time history.
Adaptive linear filtering techniques have been extensively used for the active control of sound and vibration, and many of today's implementations of active control use those techniques. A popular adaptive filtering algorithm is the multi channel filtered-X LMS algorithm because of its simplicity and it's relatively low computational load. This algorithm is a steepest descent algorithm that uses an instantaneous estimate of the gradient of the cost function. This algorithm uses adaptive FIR filters for the digital controller. However, such filters typically require fewer coefficients, but the convergence is not as predictable as in the case of adaptive FIR filters. The topic of artificial NN (ANN) for identification and control is at present one of the key research areas in the field of control systems. ANN has been proposed by information and neural science as a result of the study of the mechanisms and structures of the brain. This has led to the development of new computational models, based on this biological back-ground, for solving complex problems like pattern recognition, fast information processing, learning and adaptation.
If the learning rate is too large, then the NN can over-shoot the minimum cost value, jumping back and forth over the minimum and failing to converge. Moreover, it can be shown that the learning rate in a layer must decrease as the number of neurons in that layer increases. Aside from correcting these problems, adapting the learning rate can significantly speed up the convergence of the weights. The adaptive learning rate strategy increases the learning rate by a small constant if the current partial derivative of the objective function with respect to the weight and the exponential average of the previous derivatives have the same sign, otherwise the learning rate is decreased by a proportion of its value. The use of an adaptive learning rate attempts to keep the learning step size as large as possible without leading to oscillation. It is expected that a cost function minimize rapidly and training time is decreased. This paper will focus on the problem of active random noise control using adaptive learning rate Neural Networks. Numerical simulations and experiments of active random noise control with the transfer function of the error path will be performed, to validate the convergence properties of the adaptive learning rate Neural Networks. Control results show that adaptive learning rate Neural Networks control structure can outperform linear controllers and conventional neural network controller for the active random noise control. The concept of active sound control has been presented by Lueg's original patent in 1936. Active sound control works on the principle of destructive interference between an original "primary" disturbance sound field and a "secondary" sound field that is generated by some control actuators. Fig 1 shows a schematic diagram of an active noise control system with an actuator and two sensors (a loudspeaker and two microphones in this case). A left side microphone (called a reference sensor) is used to measure an advanced information on the disturbance sound wave, and right side microphone (called an error sensor) is used to monitor the performance of the active sound control system, thus providing feedback to a control algorithm. The control structure of Fig. 1 is called feedforward, because the controller feeds the actuator with a signal based on the advanced information obtained from the reference sensor. If the controller works properly, the signal sent in the actuator will generate a sound wave that will cancel the disturbance sound wave at the location of the quiet zone. Detailed presentations of active sound control theory and applications can be found in [1] [2] [3] [4] .
ACTIVE NOISE CONTROL
Adaptive linear filtering techniques have been extensively used for the active control of sound and vibration, and many of today's implementations of active control use those techniques. The filtered-x LMS algorithm is most widely accepted feedforward control algorithm because of its ease of implementation and remarkable performance. However, this algorithm has an inherent drawback because of the required control-to-error transfer function model. This model is typically obtained off-line and thus is not adaptive to changes in the control-to-error plant. An alternative algorithm, based on the gradient search using Newton's method and termed the time-averaged gradient (TAG) algorithm, has been presented. The updated algorithm only requires input from the error signal. This algorithm is adaptive and does not require an off-line model of the plant. The linear digital controllers described may not perform well in the cases where nonlinearities and random processes are found in an active control system. The use of a nonlinear controller can improve the control performance on a system with a nonlinear and random behavior, and neural networks can be used as nonlinear controllers for such an active random noise control.
NEURAL ADAPTIVE NOIS E CONTROL SYSTEM
The block diagram of an active noise control system is shown in Fig. 2 . A three layer neural networks is used for the active random noise control. The backpropagation method is used for learning rule of this system. The backpropagation learning rule is used to train nonlinear, multilayered networks to perform function approximation, pattern association, and pattern classification. The backpropagation method is a gradient descent method that establishes the weights in a multi-layer, feedforward adaptive neural network. Learning is accomplished by successively adjusting the weights based on a set of input patterns and a corresponding set of desired output patterns. During this iterative process, an input pattern is presented to the network and propagated forward to determine the resulting signal at the output units. The differences between the actual resulting output signal and the predetermined desired o utput signal in each output unit represents an error that is backpropagated through the network in order to adjust the weights. This error is computed as the sum of the root-mean squares of the difference between the actual and desired outputs at each output node. The learning process continues until this error is below a preset value over the entire set of input patterns. The training process using backpropagation is not an easy one. Backpropagation can be improved in two different ways: by heuristics, and by using more powerful methods of optimization. Momentum decreases backpropagation's sensitivity to small details in the error surface. This helps the network avoid getting stuck in shallow minima which would prevent the network from finding a lower error solution.
The sound pressure signal of the noise taken in by the controller and its history are used for the input of a network.
The activation function of input layer and output layer is a linear function, and one of a hidden layer is a sigmoid function.
where I expresses a set of the index of the unit of the input layer. H expresses a set of the index of the unit of a hidden layer. O expresses a set of the index of the unit of the output layer, respectively. i is the number of the unit of an input layer. j is the number of the unit of a middle layer. k is the number of the unit of an output layer, respectively. y i is the output of an input layer. y j is the output of a hidden layer. y k is the output of an output layer. f H (*) is an output function in a hidden layer. f O (*) is an output function in a output layer. w ij is the weight of between an input layer and a hidden layer. w jk is the weight of between a hidden layer and an output layer. q i is the bias of hidden layer. g k is the bias of output layer, respectively.
An cost function is expressed as 
where α is the learning rate that affects the convergence speed and stability of the weights during learning, β is the momentum constant, η is the learning rate of the bias.
The neural networks consisted of an input layer with 10 units, a hidden layer with 10 units and an output layer with a single unit. 
ADAPTIVE LEARNING RATE NNS
The backpropagation method is a gradient descent method that establishes the weight in a multi-layer, feed-forward adaptive NN. Learning is accomplished by successively adjusting the weight based on a set of input patterns and a corresponding set of desired output patterns. During this iterative process, an input pattern is presented to the network and propagated forward to determine the resulting signal at the output units. The differences between the actual resulting output signal and the predetermined desired output signal in each output unit represents an error that is backpropagated through the network in order to adjust the weights. The learning process continues until the network responds with an output signal the sum of whose root-mean square errors from the desired output signals are less than a preset value. The training process using backpropagation is a difficult process. It is necessary to find an appropriate architecture, adequate size and quality of training data, satisfactory initialization, learning parameter values, and to avoid over-training effects. Several improvements can be made to correct deficiencies in gradient descent NN learning algorithms. These can be applied at each layer of a multilayer NN when using backpropagation tuning. Improvements in performance are given by using learning with momentum, using an adaptive learning rate, etc.
To speed up the convergence behavior, the selection of parameters such as the learning rates is done by using the utilization of a momentum factor. The learning rule utilized consists of a weight update using momentum β with the exception that each weight has its own learning rate parameter α. To minimize the cost function E, the updating equation of the weights is defined by the activation function of input layer and output layer is a linear function, and one of a hidden layer is a sigmoid function.
If the learning rate α is too large, then the NN can overshoot the minimum cost value, jumping back and forth over the minimum and failing to converge.
Moreover, it can be shown that the learning rate in a layer must decrease as the number of neurons in that layer increases.
Aside from correcting these problems, adapting the learning rate can significantly speed up the convergence of the weights.
The adaptive learning rate strategy increases η by a small constant if the current partial derivative of the objective function E with respect to the weight w jk and the exponential average of the previous derivatives have the same sign, otherwise η is decreased by a proportion of its value.
This IF-THEN algorithm is shown as follow,
1.
( ) ( ) ( ) ( ) ( )
If : E(t-1) < E(t) then : retain w ij (t+1) and increase learning step size, η(t+1) = (1+f) η(t) Go to 2.
Else if : E(t+1) > E(t)
then : reject w ij (t+1) and decrease learning step size, η(t+1) = (1-f) η(t) Go to 1.
t=t+1
Go to next iteration. 
SIMULATION RESULTS
The white noise after passing through a LPF for the random signal is used in the simulation as shown in Fig. 5 . Cutoff frequency of the LPF is 1000Hz. Fig. 3 shows the acoustic transfer function substituted for the sound transfer system H of the block diagram as shown in Fig. 2 . The gain characteristic and the phase characteristics of the acoustic transfer function is a transfer function from our lab's data. This acoustic transfer function has two mechanical resonance frequencies in 300 Hz, 500 Hz, 800 Hz and 1200 Hz. Fig. 4 shows the noise signal for the simulation and the control result of the neural adaptive filter. Simulation conditions are shown in Table 1 . Fig. 5 is the power spectrum of the noise signal and control result signal. Within 0.3 seconds the network decreases 80% of the random noise. Offset correction parameter β 1×10 -8 Moment parameter η 1×10 -8
EXPERIMENTAL RESULTS
Some real-time control experiments of active random noise control were performed, in order to evaluate the performance of the adaptive learning rate neural network controller for an active random noise control. Fig. 8 shows the experimental setup, including two loudspeakers (BOSE Model 121), a microphone (SONY Model ECM-261), a power amplifier, a preamplifier, A/D and D/A converters, a PC and a DSP system (dSPACE Model DS1104). When the learning algorithm had converged to a good control solution or when a certain number of iterations of optimization had been performed, the solution of the controller was downloaded into the DSP system, where the forward propagation was computed in real-time for the control network. The white noise after passing through a BPF for the random signal is used in the experiment as shown in Fig. 7 . Band pass frequency of the BPF is from 200Hz to 400Hz (6 th order Butterworth band-pass filter) for the limitation of the real-time computations by the DSP. Fig. 6 shows the noise signal for the experiment and the control result of the neural adaptive filter. In the experiment at first 2 seconds the controller was switched off. And then the controller was switched on. The experiment conditions are shown in Table 3 . Fig. 7 is the power spectrum of the noise signal and control result signal. The adaptive rate learning neural network controller produced 70% reduction during the control stage. Fig. 9 shows the noise signal for the experiment and the control result of the conventional backpropagation neural adaptive filter. Fig. 10 is the power spectrum of the noise signal and control result signal of the conventional backpropagation neural network. The experiment conditions of the conventional backpropagation neural network are shown in Table 4 . With comparison to the conventional backpropagation neural network method, the proposed adaptive learning rate neural network controller has a faster convergence speed and good control performance for the active random noise control. Offset correction parameter β 1×10 -8 Moment parameter η 1×10 -8 Fig . 6 Experimental result of adaptive learning method. Offset correction parameter β 1×10 -8 Moment parameter η 1×10 -8
CONCLUSION
This paper presents an active random noise control using adaptive learning rate neural networks. Numerical simulations and experiments of active random noise control with an acoustic transfer function of the error path are performed to validate the convergence properties of the Neural Networks. Control results show that the adaptive learning rate neural networks controller can outperform the conventional backpropagation neural network controller for the active random noise control. Within 0.5 seconds the adaptive rate learning neural networks decreases 80% of the random noise. The results of the simulation and experiment show that the adaptive neural network controller provides effective alternatives to an active random noise control.
