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Abstract :
The purpose of this work has been to describe some techniques which are normally 
used for cluster data analysis process of unsupervised learning. The thesis consists of two 
parts. The first part of thesis has been focused on some algorithms theory describing 
advantages and disadvantages of each discussed method and validation of clusters quality. 
There are many ways how to estimate and compute clustering quality based on internal and 
external knowledge which is mentioned in this part. A good technique of clustering quality
validation is one of the most important parts in cluster analysis. The second part of thesis 
deals with implementation of different clustering techniques and programs on real datasets
and their comparison with true dataset partitioning and published related work.
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1. ÚVOD
V mnoha oblastech se již dnes setkáme s potřebou nějak analyzovat a 
zpracovat soubor dat. Tyto soubory dat jsou většinou příliš velké a nepřehledné na to, 
aby je byl schopen zpracovávat člověk a tak je nutné použít nějakou techniku pro 
klasifikaci. Je mnoho způsobu jak klasifikovat data. V praxi existují 2 možné 
zastřešující přístupy: 1) učení s učitelem (tzv. supervised learning) – klasifikace [14]
a 2) učení bez učitele (tzv. unsupervised learning) – shlukování [14]. Rozdíl mezi 
těmato dvěma přístupy je v tom, že učení bez učitele nemá k dispozici externí znalost 
(žádaný výstup), kdežto učení s učitelem tuto skutečnost předpokládá např. 
z předchozího měření. Podstatou činnosti učení bez učitele je hledání společných 
vlastností vstupních dat a proces vlastního učení [3], proto bývá i v literatuře učení 
bez učitele označováno i termínem samoorganizující [3].  Obě tyto kategorie mají 
své specifické uplatnění a záleží na tom, kde a za jakých podmínek je chceme použít. 
Obr 1.1: Učení s učitelem [6] Obr 1.2: Učení bez učitele [6]
V této práci bude dále věnována pozornost především oblasti učení bez 
učitele. Do této oblasti zájmu spadá další podoblast shluková analýza (tzv. cluster 
analysis) (Obr 2.1), nebo se také lze setkat s počeštěnou verzí anglického termínu, 
klastrová analýza.  V dalších kapitolách budou zmíněny základní principy, algoritmy 
a použití Shlukové analýzy.
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2. SHLUKOVÁ ANALÝZA – TEORIE A 
ROZDĚLENÍ
Obr 2.1: Metoda učení bez učitele [42]
Seskupuje, sdružuje jedince do skupin, shluků na základě vzájemné 
podobnosti nebo odlišnosti. Za pomoci různých technik se snaží hledat jinak skryté 
struktury v souborech dat. Za zakladatele shlukové analýzy je považován profesor 
psychologie R.C.Tryon [5] v roce 1939 [7]. Bohužel každá z metod znamená jiný 
přístup a dalo by se říct, že je pravidlem i odlišný podávaný výsledek. Shluková 
analýza trpí jedním neduhem, neexistencí jednotné terminologie. Stejné algoritmy 
jsou často mnohými autory pojmenovávány různými způsoby, což je někdy matoucí. 
Také byť jen triviální změna v algoritmu sebou nese změnu názvu metody. Tento 
fakt byl způsoben, jak tvrdí [5], vyvíjením nových metod S.A. v různých odvětvích 
vědních disciplín. Za poslední léta vznikla spousta nových a modifikujících metod, 
které se pokoušejí především odstranit úskalí a nevýhody těch starých.
Jedna z mnoha definic (Everitt, B. S):
„Shluková analýza je významným nástrojem rychle se rozvíjející oblasti 
známé jako průzkumová (exploratorní) analýza dat a nachází uplatnění v pestré 
škále vědeckých disciplin např. v biologii, psychologii, medicíně, marketingu, 
počítačovém vidění. Shluková analýza si klade za cíl odhalit skrytou strukturu v 
datech jejich uspořádáním do smysluplných skupin (shluků) nebo určité hierarchie.“
[19, 20]
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2.1 ZÁKLADNÍ METODY
A) Hierarchické [6]
1) Podle směru utváření
a) aglomerativní
b) divizní
2) Podle přístupu
a) Monotetický (speciální typ Divizního shlukování) 
„Shluky se vytvářeji na určité úrovni vždy pouze podle 
jedné proměnné“ [5].
b) polytetický 
všechny proměnné se berou v úvahu současně [5].
B) Nehierarchické (Partial [6], Rozdělující, Ploché (flat) [5])
1) k-průměr (k-means)
každý shluk je reprezentován střední hodnotou objektů 
ve shluku.
2) modifikace k-průměru
a) k-medoid
každý shluk je reprezentován jedním z objektů, umístěným 
blízko středu shluku [9] 
b) k-mod
c) k-histogram
d) c-means (fuzzy means)
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C) Nové metody pro velké soubory [5,7]
3) CLARA (Clustering LARge Applications)
vychází z algoritmu k-metoidů [5]
4) CLARANS (Clustering LARge Applications based upon 
RANdomized Search) – vylepšená CLARA [5]
5) metody založené na mřížce (BANG, STING, WaveCluster) [20]
prostor objektů je rozdělen mřížkou. Tato metoda je velice rychlá [9] 
6) metody založené na modelu (EM)
7) metody založené na hustotě (DBSCAN, OPTICS, DBCLASD) [20] 
shluk se zvětšuje, pokud počet objektů v sousedství překračuje určitou 
zadanou mez [9].
8) metody kombinované (smíšené)
kombinují více metod.
D) Biologicky inspirované metody [5]
1) Umělé neuronové sítě
a) Samoorganizující se mapy (SOM – self-organizing map) 
-Kohonenovy mapy
b) Soft konkurenční s možností změny architektury
neuronový plyn
c) Neuronový plyn s konkurenčním Hebbovským učením
d) Rostoucí neuronový plyn (GNG)
e) Rostoucí buněčná struktura (GCS)
f) Samoorganizující se strom (SOTA)                         
založen na kohonenově SOM a na algoritmu rostoucích 
ÚSTAV AUTOMATIZACE A MĚŘICÍ TECHNIKY
Fakulta elektrotechniky a komunikačních technologií
Vysoké učení technické v Brně
6
buněk. Tvar bin. stromu-> lze považovat za hierarchickou 
metodu [5]
g) Teorie adaptivní rezonance (ART – Adaptive Resonance 
Theory) – učí se pouze v rezonačním stavu [5]
2) Genetické algoritmy
Dále [33] definuje tzv. Hard (Obr 2.2a) a Soft (Obr 2.2b) clustering. Hard 
clustering (např. k-means) má definované ostré hrany, kdežto soft clustering ne 
(např. fuzzy-means).
Obr 2.2: a) hard b) soft shlukování [33]
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2.2 VSTUPNÍ MATICE
Máme vstupní matici objektů:
nobjekt
objekt
xx
xx
X
nkn
k
..
1
...
......
...
1
111











kde: n…objekt (vektor)
k…atribut (proměnná)
2.2.1 Normalizace, konstrukce matice (ne)podobností
Matice (ne)podobnosti objektů:
kobjektnobjekttnepodobnos
kobjektobjekttnepodobnos
ankan
kaaaa
kaaaa
kaaaa
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..11
......1
..........
3..333231
2..232221
1..131211

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
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












a11, a22 a a33,… jsou vzdálenosti, resp. (ne)podobnosti objektů sama sebe, 
proto tedy hlavní diagonála zůstává nulová vždy. Jedná se o jednu možnou formu 
zápisu. Tuto reprezentaci získáme příkazem squareform v Matlab toolboxu, jinak 
výstupní formát je standardně ve tvaru: a12, a13, a23. Stejné a nulová čísla jsou tak 
vynechána, ale pro lepší matematickou interpretaci se většinou používá 
(ne)podobnostní matice.
Před výpočtem jednotlivých (ne)podobností objektů je vhodné vstupní data ve 
vstupní matici normovat (všem proměnným dát stejnou váhu). Postup je dle [7] 
následující:
1) Vypočteme střední absolutní hodnotu odchylky dle [7], tímto je redukován vliv 
odlehlých hodnot dle [5]:
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n
S f
)|x-    x||x-    x||x-    x|( fnff2ff1f  (2.1)
Autor [5] uvádí, že tento přístup je např. používán v systému S-PLUS. Lze 
také použít výběrovou směrodatnou odchylku [5]:
1
)( 2
1





n
xx
S
n
i
fif
f (2.2)
kde fx je aritmetický průměr: 
n
x
iffx (2.3)
2) Samotný výpočet normovaných hodnot (tzv. z-skórů [5],[7])
f
fif
if S
xx
z

 (2.4)
2.3 PODOBNOST, BLÍZKOST (PROXIMITY)
Rozlišujeme:  
1) Konvenční shlukování [5]
Prošetření podobnosti se děje na základě blízkosti bodů, objektů. Na základě 
matice (ne)podobnosti a s použitím konkrétních metrik jsou pak objekty shlukovány.
2) Konceptuální shlukování [5]
Neprošetřují se jen vlastnosti dvou objektů, ale i okolí (množina sousedních 
vzorů) a popisný jazyk (způsob jakým jsou skupiny objektů popsány), jak uvádí [5]. 
Stejně jako [5] se ani tato práce nebude zabývat tímto typem shlukování, jelikož 
předpokládáme, že nemáme znalost o zařazení objektů do skupin. 
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2.3.1 Metriky pro výpočet matice (ne)podobností
1) Míry vzdálenosti [8,9]: 
a) Euklidovská vzdálenost (nejznámější):
aij= ji
m
ĺ
jlil xxxx 
1
2)(   (2.5)
b) Euklidovská vážená:
aij= 


m
ĺ
jlill xxw
1
22 )( (2.6)
c) Euklidovská čtvercová:
aij=


m
ĺ
jlil xx
1
2)( (2.7)
d) Čebyševova:
aij= )(max jlill xx  (2.8)
e) Minkovského:
aij= q
m
ĺ
q
jlil xx


1
(2.9)
f) Lanceyova-Williamova (Canberra)[5]:
aij=
 
m
ĺ jlil
jlil
xx
xx
1
(2.10)
g) Manhettanská
aij= ji
m
ĺ
jlil xxxx 
1
(2.11)
h) další
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2) Míry podobnosti [5]:
Ještě se někdy používají místo míry vzdálenosti i míry podobnosti.
a) Kosinová míra:
Sij=




m
l
jl
m
l
il
m
l
jlil
xx
xx
1
2
1
2
1 (2.12)
b) Jaccardův koeficient:
Sij=





m
l
jlil
m
l
jl
m
l
il
m
l
jlil
xxxx
xx
11
2
1
2
1 (2.13)
c) Diceův koeficient:
Sij=





m
l
jl
m
l
il
m
l
jlil
xx
xx
1
2
1
2
1
2
(2.14)
d) Czekanowského koeficient:
Sij=
 
)(
,min2
1
1
jl
m
l
il
m
l
jlil
xx
xx





(2.15)
Obr 2.3: Ukázka některých metrik [35]
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Proto, abychom získali přímo hodnotu koef. čísla v matici A stačí dosadit do 
vztahu: 
aij=1-Sij. (2.16)
Všechny tyto metriky 1) a 2) lze použít pro kvantitativní data. V programech 
jako statistica, univerzálnějším Matlabu, popř. nekomerčních programech Weka, 
Rapidminer (Yale) je lze zvolit a vytvářet pak shluky na základě nich. Data lze 
reprezentovat také jako binární data (1-atribut přítomen, 0-nepřítomen). Ty však lze 
převést na dekadickou reprezentaci. Vznikne nám pak 1-N rozměr. Při klasickém 
převedení řady čísel nám však výjde 1 dimenze. Zvolení více dimenzí může mít 
nějaký učelový charakter, avšak 1 dimenze nám značně zjednodušuje řešení. Pro 
takto převedená binární data pak lze použít metriky viz. výše stejně jako pro klasická 
kvantitativní data. 
2.3.2 Metody měření mezishlukové vzdálenosti
Speciálně pro Hierarchické metody definujeme další pojem, mezishluková 
vzdálenost.
1) Metoda průměrné vazby (Sokal, Michener 1958) [20]
Obr 2.4: Metoda průměrné vazby (Group Average) [16]
Vzdálenost shluku h od h’ [5]:
hg
hh
h
gh
hh
h
hhg Dnn
nD
nn
nD 



 


, (2.17)
-Je kompromisem mezi bodem 2. a 3:
(+) Méně citlivá na šum a odlehlé hodnoty (outliers) [16]
(-) Předpojatost vůči kulovitým shlukům [16]
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2) Metoda nejbližšího souseda (nearest-neighbour, single-linkage) 
(Sneath 1957) [20]
Obr 2.5: Metoda nejbližšího souseda (MIN) [16]
(+) zvládá neeliptické tvary [16,27]
(+) zvládá shluky různých velikostí [27]
(-) citlivý na šum a odlehlé hodnoty (outliers) [16,27]
Vzdálenost shluku h od h’ [5]:
)(
2
1
, hgghhgghhhg DDDDD   (2.18)
3) Metoda nejvzdálenějšího souseda (furthest-neighbour, complete-
linkage) (McQuitty 1960) [20]
Obr 2.6: Metoda nejvzdálenějšího souseda (MAX) [16,27]
(+) Méně citlivá na šum a odlehlé hodnoty (outliers) [16,27]
(-) Sklon k rozdělení velkých shluků [16,27]
(-) Předpojatost vůči kulovitým shlukům [16,27]
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Obr 2.7: Slabina vzdálenosti typu MAXimum [16]
Vzdálenost shluku h od h’ [5]:
)(
2
1
, hgghhgghhhg DDDDD   (2.19)
4) Centroidní metoda (Sokal, Michener 1958)[20]
Obr 2.8: Centroidní metoda (Distance between centroids) [16]
Vzdálenost shluku h od h’ [5]:
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
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
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5) Mediánová metoda (Lance, Williams 1966, Gower 1967)
Také Unweighted group average [22]. Byla zavedena z důvodu odstranění 
nedostatku centroidní metody, u které může docházet vlivem rozdílných počtů 
objektů ve shlucích k potlačení vlastností malých shluků [22].
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Vzdálenost shluku h od h’ [5]
hhhgghhhg DDDD   4
1
2
1
2
1
, (2.21)
6) Wardova – Wishartova metoda (Ward, 1963)[21,22]
Také Ward's error sum of squares method. Spojovány jsou takové shluky, 
jejichž sloučením minimalizujeme kritérium euklidovského součtu vzdáleností mezi 
centroidy a jednotlivými shluky. Algoritmus má tendenci odstraňovat malé shluky a 
vytvářet shluky podobných velikostí [22]. Kritérium pro výběr 2 vhodných shluků 
pro spojení [20,22] viz. vzorec 2.22.
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
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Vzdálenost shluku h od h’ [5]
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2.4 METODY SHLUKOVÉ ANALÝZY
2.4.1 Definice požadavků [15]
 Rozšiřitelnost
 Schopnost pracovat s různými druhy atributů
 Hledání shluků s libovolným tvarem
 Minimální požadavky na znalost k určení vstupních parametrů
 Schopný pracovat se šumem a outliers (odlehlými body=např. chyba měření)
 Necitlivý na pořadí vstupních záznamů
 Vysoká dimenzionalita
 Začlenění uživatelem specifikovaného omezení
 Interpretovatelnost a použitelnost
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2.4.2 Pro malé soubory dat
A. Metody hierarchické
Výstupním grafem je tzv. „dendrogram“, který má tvar stromu. 2 body přímo 
spojené mezi sebou znamenají maximální blízkost a výška spojení mezi nimi 
označuje jejich vzdálenost od sebe. Hierarchické metody jsou velmi obvyklé 
v genetice při zkoumání podobností genů v DNA řetězci.
1) Aglomerativní (AGNES – Aglomerative NESting)
Na začátku je každý objekt samostatným shlukem. S každým dalším krokem 
se podle podobnosti přiřadí k dalšímu objektu a vznikne větší shluk, ten se pak spojí 
s dalším shlukem, atd., dokud nevznikne 1 velký shluk. Jak již bylo zmíněno, 
výstupním grafem hierarchických metod je dendrogram. Zajímavý příklad takového 
aglomerativního dendrogramu převzatého z [10] je na Obr 2.9. Na Obr 2.10 lze pak 
vidět algoritmus postupného spojování shluků analogicky k příkladu na Obr 2.9 z 
[10]. Algoritmus je velice jednoduchý a běžnější než divizní metoda.
Obr 2.9: Dendrogram [10] Obr 2.10: Alogritmus Agnes [10]
2) Divizní (DIANA – Divisive ANAlysis)
Postupuje se opačným směrem. Nejdříve je vytvořen 1 velký shluk, do 
kterého náleží všechny objekty, poté se tento shluk rozděluje na menší, dokud není 
každý bod (objekt) samostatným shlukem. Tato metoda má obecně menší zastoupení 
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v programech [20]. Tato skutečnost je způsobena větší náročností. Jak udává [20], 
vzniká 2n-1 možností rozdělení jednoho shluku. Autor [20] také píše o způsobu 
řešení navrženém Kaufmannem a Rousseeuwem, které zavádí pojem nejméně 
spokojený prvek [20], který je identifikován jako objekt, který má největší vzdálenost 
od středu shluku. Ukázku algoritmu dává [23] na Obr 2.11.
Obr 2.11: Divizní shlukování [23]
Popis:
a) inicializační fáze shluk s průměrem D [23]
b) první rozdělující prvek označen (d1 je nejvzdálenější prvek) [23]
c) d2 je nejvzdálenější prvek [23]
d) Divizní koeficient pro konečné rozdělení po 2 iteracích [23]
kde: DC.......divizní koeficient [23]
d
ed
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
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(2.24)
Jako příklad lze použít stejný případ jaký je v [5], viz. Tabulka 1. Binární 
data lze převést na dekadickou formu (Tabulka 2). Na základně těchto hodnot pak lze 
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vytvořit hierarchický divizní strom (Obr 2.12), který najdeme třeba v systému s-plus. 
Koeficient DC pro uvedený příklad vychází DC=0,97. Výsledek je po normalizaci.
Tabulka 1
metoda hierarch aglom medoidy fuzzy 2rozm velsoub dendr banner obrys
k-means 0 0 0 0 0 0 0 0 0
PAM 0 0 1 0 0 0 0 0 1
CLARA 0 0 1 0 0 1 0 0 1
FANNY 0 0 0 1 0 0 0 0 1
AGNES 1 1 0 0 0 0 1 1 0
DIANA 1 0 0 0 0 0 1 1 0
MONA 1 0 0 0 0 0 0 1 0
Two way 1 1 0 0 1 0 0 0 0
Tabulka 2
k-means = 0
PAM       = 65
CLARA   = 73
FANNY   = 33
AGNES   = 390
DIANA    = 262
MONA    = 258
2-way     = 400
Obr 2.12: DIANA [5]
Hlavní nevýhodou hierarchických metod je neschopnost provedení úprav po 
již provedeném rozdělení nebo spojení shluků [26].
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B.Metody nehierarchické
1) k-průměr (k-means) 
Jedna z prvních základních metod reprezentujících nehierarchické metody. 
Na začátku algoritmus očekává vstupní parametr, počet shluků. Podle počtu shluků je 
vygenerován ekvivalentní počet bodů, tzv. centroidů. V každém kroku se do shluku 
přiřadí takové objekty, které mají co nejmenší vzdálenost od reprezentanta shluku –
centroida (středy shluků reprezentované body, které ale nepatří do souboru dat). 
Autorem první verze k-means byl Forgy v roce 1965 [20] a druhé vylepšené verze 
pak Mac Queen v roce 1967 [15, 20]. První verze k-means je v literatuře často 
označována jako batch k-means nebo také offline k-means. Přídomek offline získal 
tento algoritmus proto, že vypočítává novou polohu středu až po přiřazení všech 
objektů všem shlukům. Online metoda vypočítává polohu středů v každé iteraci a tak 
se minimalizuje nebezpečí vzniků prázdných shluků. Kvůli tomu vlastně online verze 
k-means vznikla.
Nejdiskutovanějším problémem této metody je nutnost zvolení počtu shluků a 
jejich počáteční inicializace, které mají na výsledek zásadní vliv. Polohu můžeme 
zvolit náhodně nebo přímo. Pokud necháme implicitně náhodně vybrat pozici, může 
nám obecně vzniknout více řešení a také různý počet iterací, po které je splněna 
zakončovací podmínka. Problém estimace počtu a inicializace shluků částečně řeší 
kritéria popsané v sekci 2.4.5. Dalším problémem k-means je, že může snadno 
spadnout do lokálního minima, který není optimálním řešením [14]. Metoda má 
problémy se soubory dat v níž se vyskytují shluky výrazně odlišné hustoty. Také 
odlehlé hodnoty mají špatný vliv na tuto metodu, neboť příliš ovlivňují střední 
hodnotu [14]. Problém s robustností částečně řeší k-medoids (PAM). Metoda je 
určena pro numerické proměnné. Pro kategoriální proměnné se používá alternativa k-
means, metoda k-nodes (Huang 1998)[28], pro kombinace numerických a 
kategoriálních dat se používá metoda k-prototyp [20,28].
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a) Offline k-means
Obr 2.13:  Algoritmus offline k-průměru [13]
b) Online k-means (kmo)
Rozdíl online verze je v tom, že poloha centroidu je přepočítávána při každém 
přiřazení objektu do shluku. Metoda takto upravená je pak odolnější vůči vytváření 
prázdných shluků.
Algoritmus [23]:
1) inicializace centroidů pro shluky { nmm ,...1 }
2) opakovat n interací
 Pro každý objekt xi ze souboru dat X spočítáme min.  vzdálenost a 
přiřadíme do patřičné množiny shluku        
2
minarg ki
k
i mxy  (2.25)
 Aktualizujeme centroid shluku jež je definován jako [33]
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i
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
  (2.26)
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kde: ..... parametr učení (obvykle malé kladné číslo, např. 0.05). Číslo je 
možné taky během učícího procesu postupně snižovat [33]
3) Minimalizované kritérium průměrné kvadratické chyby [33]

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i Cx
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xmdist
N
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1
2 ),(1 (2.27)
Výše zmíněný algoritmus nejen, že se vyznačuje robustností vůči prázdným
shlukům, ale také rychleji konverguje. Bohužel problém ovlivnění odlehlými 
pozorováními (outliers) zůstává.
Ukázka algoritmu k-means po krocích [12]:
1) Počáteční nastavení 3 shluky= 3 polohy reprezentantů, centroidů
Obr 2.14: k-průměr inicializace [12] Obr 2.15: k-průměr jednotlivé iterace [12]
Obr 2.16: jiná počáteční inicializace [12]
Soubor obsahuje 20 vzorků a počáteční body, centroidy k (3 body k: k1, k2, 
k3) pro shluky na určité inicializované náhodné pozici. Přesuny ke shlukům objektů 
a vytvoření shluků na základě použité metriky podobnosti (zde euklidovská) jsou na
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Obr 2.15. Pro vyřešení této úlohy s konkrétními počátečními hodnotami bylo potřeba
2 iterací. Na Obr 2.16 je případ pro jiné počáteční podmínky. Na Obr 2.16 s jinou 
počáteční inicializací bylo dosaženo jiného výsledku. Konečné řešení bylo nalezeno 
po 1. iteraci. Na první pohled ale případ na Obr 2.15 vychází lépe než na Obr 2.16. 
Z uvedeného příkladu je tak potvrzena vlastnost metody k-means, nalezení
lokálního optima. I přesto si ale metoda nachází své široké uplatnění. Pro stanovení 
lepšího lokálního optima ale ji je vhodné doplnit nějakou validací kvality shlukování.
2) k-medoids (PAM)
Nazýván též PAM (Partitioning Around Medoids) [5]
1987 – autoři Kaufman, Rousseeuw [15]
Bezmála po 20-ti letech byla starší metoda k-means inovována z důvodu 
lepšího zohledňování odlehlých hodnot, protože mediánová metoda nemění kvůli 
těmto hodnotám tak výrazně svou hodnotu. Centroid je reprezentován jedním 
z objektů ve shluku. Pro názornost lze uvést příklad z [14]:
Průměr {1, 3, 5, 7, 9}=5
V tomto případě bychom mohli říct, že na tomto základě lze provést 
reprezentativní centroid pro shluk, ale zkusme uvažovat případ, kdy číslo 9 
nahradíme např. 1009 [14].
Průměr {1, 3, 5, 7, 1009}=205
V tomto případě tedy lze aplikovat k-medoid metodu, protože ta není takto 
výrazně ovlivněna.
Median {1, 3, 5, 7, 1009}=5
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Obr 2.17: Ukázka práce k-medoidu[15]
Výpočet celkového zisku (Total swap cost) je znázorněn na Obr 2.18. 
Obrázek byl převzat z [15] a upraven aby korespondoval s výše uvedeným. 
Spočítáme pro všechny body j příslušného shluku sumy vzdáleností od aktuálního O 
medoidu a také pro adepta na nový náhodně vybraný medoid Orand (viz. vzorce 2.31 a 
2.32). Ze vzorce 2.31 vychází, že ke zlepšení dojde, pokud celkově vzorec je menší 
než 0. Toto je také podmínkou pro akceptování medoidu.
Výpočet Total swap cost pro přehození medoidu:
),(),(,, jOdjOdC randOOj rand  (2.28)
randrand OOj
j
OO CTC ,,,  (2.29)
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Obr 2.18: Výpočet zisku přehozením [15]
Nevýhodou této metody je, že umí zpracovávat jen malé soubory dat, ale 
z této metody vycházejí metody CLARA a CLARANS, které velké soubory dat 
zvládají. Bohužel neodstraňuje problém k-means, počáteční stanovení požadovaného 
počtu shluků. Výhodou však, ale je vyšší robustnost než k-means, co se týče outliers 
bodů.
3) Fuzzy k-means 
Také c-means, FCM (Dunn 1973, vylepšil pak Bezdek 1981)[24,25]. Metoda 
k-means vytváří ostré hranice shluků [20]. V praxi však zařazení do shluků nemusí 
být jednoznačné [20]. Z toho důvodu vznikla další modifikovaná metoda k-means, 
fuzzy k-means [20]. Shluky Sk jsou chápány jako fuzzy množiny, které jsou 
charakterizovány maticí stupňů příslušnosti [25]:
)(, nkkn xS  (2.30)
které splňují podmínku:
0  ,1 ,,  
n
kn
k
kn  (2.31)
Algoritmus:
1) Zvolíme náhodně počáteční středy shluků ck [25]
2) Spočítáme stupeň příslušnosti objektu xn ke shluku Sk [20,25]:
ÚSTAV AUTOMATIZACE A MĚŘICÍ TECHNIKY
Fakulta elektrotechniky a komunikačních technologií
Vysoké učení technické v Brně
24
1
1
1
2
1
2
,






j m
jn
mkn
kn
cx
cx
 (2.32)
Kde m>1
3) Vypočítají se nové středy shluků jako vážené průměry příslušných objektů (váha 
m-tou mocninou jejich stupně příslušnosti) [20,25].
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4) Opakovat od bodu 2, dokud nedojde ke snížení kritéria
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cx (2.34)
I u této modifikace k-means je bohužel nutné zadat počet shluků. Metoda je 
ale robustnější vůči odlehlým hodnotám (outliers) a má srovnatelnou rychlost jako 
základní k-means metoda. Fuzzy k-means však ale v Rapidmineru není dostupná.
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C. Metody založené na modelu
Vychází z předpokladu, že objekty mají strukturu, kterou lze definovat 
pomocí matematického modelu [20].
a) EM (Expectation-Maximization)[25]
Jedná se o iterativní proces střídání kroku E – odhadu hodnot neznámých 
proměnných a kroku M-maximalizace věrohodnostní funkce (odhad parametrů 
pravděpodobnostního modelu) [20,40]
Platí vzorce: 2.33, 2.34
Algoritmus pro směs normálních rozdělení
1) Zvolí se náhodně počáteční středy shluků ck [25]
2) Spočítá se stupeň příslušnosti objektu xn ke shluku Sk (krok E) [25]
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3) Aktualizuje se váha shluku (krok M) [25]
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4) Aktualizuje se střed jako průměr shluku vážený stupněm příslušnosti [25]
k
n
nkn
n
kn
n
nkn
k Nq
xx
c




,
,
, 


(2.37)
5) Opakuje se bod 2, algoritmus EM, pokud nedošlo k podstatné změně.
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Výhody [20]:
– Algoritmus lze modifikovat i pro složitou strukturu dat
– Lze pomocí něj zjistit chybějící data v souboru dat
Nevýhody [20]:
– Velká časová složitost
– Nutnost zadat počet shluků
– V některých případech nalezení lokálního maxima
– Algoritmus prochází celý soubor při každé iteraci [40]
– Závisí na inicializační startovací pozici [40]
D. Metody založené na hustotě
Tyto metody hledají oblasti s vyšší hustotou bodů v porovnání 
s ostatními[20]. Díky tomu jsou schopny nalézt shluky libovolných tvarů a jsou také 
odolnější vůči outliers, odlehlým bodům[20]. Bohužel metody založené na hustotě 
nejsou vhodné pro kategoriální data[20]. „Shluk je definován jako maximální možná 
množina propojených objektů“ [26]. „Každý objekt, který se nenachází v nějakém 
shluku je považován za šum“ [26].
Podle [26,27] definujeme tyto parametry:
Eps – maximální specifikovaná velikost okolí
MinPts – minimální počet prvků v okolí
Jádro – objekt obsahující ve svém okolí vymezeném rádiusem nejméně MinPts
objektů
Hustota – počet bodů uvnitř specifikované oblasti Eps[16]
Dále [26,27] definuje pojem přímo dosažitelný objekt a propojené objekty:
Objekt p je přímo dosažitelný z objektu q, pokud p je v okolí q, jež je 
jádrem[26,27].
Objekt p je dosažitelný z objektu q, pokud existuje posloupnost objektů 
p1..pn,p1=p,pn=q a platí, že pi+1 je přímo dosažitelný z pi [26,27].
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Objekty p a s, jsou propojené, pokud existuje objekt q, a oba objekty jsou 
dosažitelné z objektu q [26,27].
Algoritmus [20, 26]:
- Vybere a zkontroluje okolí každého bodu
- Pokud splňuje podmínku minimálního počtu bodů MinPts v okolí Eps, vytvoří 
nový shluk
- Vytvoří množiny přímo dosažitelných bodů z jednotlivých jader
- Žádný bod nelze již přidat do žádného shluku->konec
1) DBSCAN (Density Based Spatial Clustering of Applications with Noise) 
(Ester 1996)
Obr 2.19: DBScan v akci [16,27]
Analyticky k předchozímu výkladu na příkladu převzatém z [16,27] viz. obr. 
výše. Core point je bod jež je jádrem pokud je splněna podmínka na MinPts uvnitř 
Eps. Border point, neboli hraniční bod sice nesplňuje podmínku MinPts uvnitř Eps, 
ale je v sousedství bodu jádra[16,27]. Noise point, bod šumu, je takový bod jež není 
ani Core point (jádrem) ani Border point (hraniční). Platí algoritmus výše popsaný.
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Výhody [20]:
- Hledá shluky s libovolným tvarem
- Časová náročnost (podle [20] lze urychlit požitím R*-stromů)
- Algoritmus nepotřebuje uvedení počtu žádaných shluků
- Robustnost vůči outliers bodům a šumu
Nevýhody:
- lze použít pouze na data se stejnou hustotou
- vysoká dimenze dat
- nutnost zadat parametry Eps a MinPts, které ovlivňují výsledek srovnatelně 
jako u k-means parametr k.
2.4.3 Pro velké soubory dat
Požadavky na algoritmy pro shlukování velkých databází [16]:
 Jedno prozkoumání databáze (nebo méně)
 Online
 Pozastavení, zastavení, obnovení
 Inkrementální algoritmus
 S ohledem na limitované paměťovými prostředky
 Různé techniky prohledávání
 Zpracovat každý tuple (záznam v databázi) jednou
A. Modifikace hierarchických metod
1) BIRCH 
Balanced Iterative Reducing and Clustering using Hierarchies. (Zhang, 
Ramakrishnan, Livny 1996)[27].Používá CF-strom v němž se ukládají CF(Clustering 
Feature) hodnoty, které shrnují statistické informace o podshlucích.
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Algoritmus [20,40]:
1) Vytvoří CF-strom zařazením všech objektů ze souboru dat
2) Pokud je překročena maximální velikost bufferu paměti, upraví listy stromu 
tak, jako by byly objekty. Zvýší se tolerance T. Opakuje bod 1 a 2 dokud není 
dosaženo takové velikosti stromu jež by nepřesáhla paměťový buffer.
3) Použije hierarchický algoritmus pro shlukování CF do k shluků.
4) Přiřadí objekty nejbližsím shlukům.
Obr 2.20: CF na 2 shlucích [23]
Obr 2.21: Příklad CF stromu [16]
Každý uzel (node) má CF hodnoty každého z potomků. Koncové uzly (Leaf 
node) reprezentují shluk a mají uloženy CF hodnoty pro každý podshluk.
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Výpočet koeficientu CF [23]:
 SSLSNCF ,, (2.38)
kde:
N ... počet objektů ve shluku



N
i
ixLS
1
(2.39)


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N
i
ixSS
1
2 (2.40)
„Známe-li CF pro dva shluky, je možné dopočítat výsledné CF pro shluk 
vzniklý jejich spojením“ [20].
Nevýhody: 
 Zvládá pouze numerická data
 Citlivý na pořadí
Výhody:
 Lineární časová složitost
 Kvalitní shlukování s jedním skenováním
 Kvalitu lze zvýšit několika skenováními navíc
2) CURE
Clustering Using Representatives
Vytváření shlukovací hierarchie je zastaveno pokud bylo dosaženo úrovně k 
počtů shluků
Používá více bodů pro reprezentaci shluku namísto pouhého jednoho [16]:
– Používá množinu zastupujících bodů pro výpočet vzdáleností mezi 
shluky, dobře se přizpůsobí libovolně tvarovaným shlukům a zabrání 
efektu jednoduchého propojení.
– Body budou dobře roztroušeny
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Nevýhody metod shlukování založených na kvadratické chybě [16]:
– Uvažují jen jeden bod jako zástupce shluku
– Jsou dobré jen pro konvexní tvary, podobná velikostí a hustotou, pokud je 
k možné rozumně odhadnout.
Obr 2.22: CURE [16]
Algoritmus [16]:
1) Vybere vzorek náhodné množiny bodů s (Obr 2.23a)
2) Rozdělí tento vzor na konečný počet rozdělení s/p (Obr 2.23a)
3) Částečně shlukuje body v každém z těchto rozdělení na s/pq počet shluků
(Obr 2.23a)
4) Odstranění outliers bodů založených na velikosti shluku nebo pokud shluk 
narůstá příliš pomalu je odstraněn (Obr 2.23a)
5) Shlukování všech dat ve vzorku (Obr 2.23b)
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a) b)
Obr 2.23: Algoritmus CURE [16]
B. Modifikace nehierarchických metod
1) CLARA
Clustering LARge Applications (Kaufmann, Rousseeuw, 1990). Vybírá 
náhodný podsoubor (skupinu náhodně vybraných bodů) z dat, na kterých pak 
následně použije metodu shlukování PAM a zbylé body v souboru dat k těmto 
shlukům přiřadí
Algoritmus [20]:
1) Vybere vzorek (náhodný podsoubor) z n objektů ze souboru dat a 
seskupí je do k skupin pomocí PAM algoritmu.
2) Přiřadí se všechny zbývající objekty ze souboru dat do nejbližší 
skupiny.
3) Spočítá průměrnou vzdálenost mezi objekty a medoidy z jejich 
příslušných skupin.
4) Opakujte n-krát a vybere shlukování s nejmenší průměrnou 
vzdáleností bodů k jejim příslušným medoidům.
Výhody:
 Dokáže pracovat s rozměrnějšími daty než PAM.
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Nevýhody:
 Efektivita závisí na rozsahu výběru
 Dobré shlukování založené na vzorcích nepředstavují nutně dobré shlukování 
celé skupiny dat, pokud je vybraný vzor předpojatý.
2) CLARANS (Randomized CLARA) (Ng, Han 1994)[28]
A Clustering Algortithm based on Randomized Search. Je efektivnější než 
PAM i CLARA. Po nalezení jednoho lokální optima, pokračuje v hledání dalších 
[28].
Algoritmus [20, 40]:
1) Zvolí počáteční libovolnou množinu S k objektů, i=1
2) j=1
3) Vybere náhodně souseda R množiny S. Spočítá Total Swap podle vzorce 
2.32.
4) Pokud je Total Swap záporný tak S nahradí  R a pokračuje krokem 2, jinak 
inkrementuje j++. Pokud jMaxNeigh bod 3 
5) Porovná S s nejlepším nalezeným řešením a lepší uloží, i++
6) Pokud i > MaxSol  konec
MaxNeigh – Maximální počet sousedů
MaxSol – Maximální počet řešení
j – počet prohledaných řešení
i – počet nalezených řešení
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2.4.4 Problematika výběru správné inicializace
Jak již bylo popsáno v teorii o k-means počáteční inicializace centroidů pro 
shluky může výrazně ovlivnit výsledek nebo dokonce může nastat případ, kdy třeba 
k-means selže úplně. Toto nastane, jsou-li v dat. souboru prázdné shluky. Jsou to 
případy, kdy je centroid neustále porážen v efektivní vzdálenosti tak, že ostatní 
získají všechny objekty.
Pravděpodobnost, že vybereme správnou inicializaci se snižuje s počtem 
shluků (viz. vzorec 2.41)[16].
KK
K
K
K
Kn
nKP !
)(
! 
centroidykvybratjakzpůsobůpočet
shlukukaždéhozcentroidujednohovýběruzpůsobůpočet (2.41)
Např. pro k=10 je pravděpodobnost 00036.0
10
!10
10 P [16]
Což je poměrně nízká pravděpodobnost. 
Řešení:
1 Vícenásobná spuštění
– “Může pomoci, ale pravděpodobnost P není na naší straně” [16]
2 Použití hierarchického shlukování pro zjištění inicializací centroidů. [16]
3 Postprocessing [16]
4 Bisecting K-means - Není tolik citlivá na inicializaci [16]
Např. u klasické metody k-means může nastat situace, kdy se centroidy 
nepřiřadí žádnému objektu a tak vznikají prázdné shluky. Tento problém částečně 
řeší inkrementální (online) alternativa k-means navrhovaná v [16], která přepočítává 
polohu centroidu při každém přiřazení objektu, ne až po přiřazení všech jak je tomu u 
klasické metody.
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2.4.5 Validita shluků
Problematika validity shluků, stanovení kvality shlukování, bývá zřejmě 
největším problémem shlukové analýzy. Pro oblast učení s učitelem, klasifikaci, 
máme možnosti exaktního výpočtu: Accuracy (přesnost), precision(určitost), 
recall(vybavení)[27]. Zde je evaluace problematičtější. Pro řešení této problematiky 
existuje v literatuře nepřeberné množství variant kritérií, z nichž popíši ty častěji 
diskutované a používané. 
Důvody, proč je dobré vyhodnocovat validitu shluků:
určení tendence shlukování datového souboru, zda v datech neexistuje pouze 
náhodná struktura [27].
 zjištění správného počtu shluků
vyhodnocení jak se výsledek shlukování dobře hodí pro daná data bez externí 
znalosti[27].
porovnání výsledků shlukování vůči vnějším známým výsledkům (externě 
známá třída zařazení/label shluku)[27]
porovnání 2 uspořádání shluků pro stanovení lepšího [27]
První 3 jsou technikou učení bez učitele [27] a poslední 3 lze aplikovat na 
celé nebo na jednotlivé shlukování [27].
1) Přístup učení bez učitele – interní validace [27] 
Pokud neexistuje žádná klasifikace vstupních dat je nutné použít metod, které 
využívají statistických testů a pravděpodobností. Každá metoda je ale založena na 
jiném přístupu a nelze určit, která z nich je vhodnější, protože ty se na různých 
testovaných datech mohou lišit. Nejjednodušším zástupcem této kategorie je metoda 
tzv. Sum of Squared Error (SSE) [16, 18], také známá jako koheze [16,27]. 
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Koheze a separace:
Koheze – definuje, v jak blízkém vztahu jsou objekty ve shluku[27]
Separace - definuje jak odlišný nebo dobře separovaný (oddělený) je shluk od 
jiných shluků [27].
Obr 2.24: Grafově založený přístup a) separace b) koheze [27]
Obr 2.25: Modelově založený přístup a) separace b) koheze [27]
a) Suma čtverců chyb[16,18,27] – výpočet koheze [16,27]
Sum of Squared Error (SSE) [16, 18] je jedna z nejpoužívanějších metod 
také díky své jednoduchosti. Vypočítá se jako celková suma všech vzdáleností ve 
všech shlucích dohromady (vzorec 2.41 [16]).
Výpočet středu shluku [18]:



iCx
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i
i Xn
m 1 (2.42)

 

K
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i
i
xmdistSSE
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2 ),( (2.43)
Výpočet vzdálenosti pro euklidovskou míru [18]:
22 ),( ii mxxmdist  (2.44)
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Kritérium SSE nabývá R+ hodnot [16]:
 ,0SSE (2.45)
V místě největší záporné derivace (poklesu) SSE má kritérium optimum. Tato 
metoda byla implementována do experimentálního programu k-means. Dle [18] je 
tato metoda vhodnější pro méně rozsáhlé soubory dat. Pro takové, které jsou dobře 
separované jeden od druhého. Naproti tomu se nehodí tam, kde je počet vzorů 
v jednotlivých shlucích odlišný. Může totiž dojít k rozdělení souboru (Obr 2.26), jak 
uvádí [18]. 
Obr 2.26: Chyba přiřazení u SSE [18]
Nevýhody:
 Kritérium může nabývat libovolných kladných hodnot, nelze srovnat 
kvalitu ani model
 Neodhalí nahodilá řešení (Obr 2.26).
b) Výpočet Separace [27]
Autor v [27] definuje pro potřeby dalšího počítání jako doplněk k metodě a) 
SSE, metodu, jež počítá separaci – čtverce vzdáleností mezi shluky.
 
i
ii mmCBSS 2)( (2.46)
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c) Koeficient Silhouette
Slučuje obě myšlenky a) a b) [16,27].
Obr 2.27: [16]
Pro individuální bod, i [16]:
- Vypočte se a=průměrná vzdálenost bodu i k bodům uvnitř jeho shluku [16]
- Vypočte se b=min (průměrná vzdálenost bodu i k bodům uvnitř jiného 
shluku [16]
- Silhouette koeficient bodu se vypočítá podle:  
),max(
),min(1
ba
bas  (2.47)
- Nabývá hodnot 0-1, kde vyšší hodnota znamená lepší separovanost a 
kompaktnost [16]
d) Davies-Bouldinův index (Davies a Bouldin, 1979) [29,32]
Je založen na míře podobnosti shluků Rij jehož základem je měření rozptylu 
uvnitř shluku Si a měření nepodobnosti shluku dij. Měření nepodobnosti shluků Rij 
může být definováno různě, ale musí splňovat násl. podmínky:
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RSaSpokud
RR
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
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Postup:
1) Vypočítají se rozptyly uvnitř jednotlivých shluků S1..Sn [29]
a
b
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2) Vypočítají se vzdálenosti center shluků mezi sebou [29]
),( jiij mmdd  (2.49)
3) Vypočítají se všechny míry podobnosti shluků Rij [29]
ij
ji
ij d
SS
R

 (2.50)
4) Vyberou se maximální hodnoty nepodobností Rij mezi shluky [29]
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5) Konečné výsledné kritérium se získá ze vztahu [29]
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Čím je nižší hodnota Davies-Bouldenova indexu, tím je lepší shlukovací 
konfigurace (kompaktnost a separovanost) [29]. Toto kritérium se v Rapidmineru 
nachází pod blokem validace ClusterCentroidEvaluator. Standardně Rapidminer 
násobí výsledek -1. Toto je možné odstranit zatržením položky maximize. Lze 
bohužel použít jen pro metodu k-means.
e) Dunnův index (Dunn, 1974) [29,31,32]
Pokud soubor dat obsahuje dobře separované shluky, vzdálenosti mezi shluky 
se dají očekávat malé [29]. Proto větší hodnota znamená lepší shlukovací konfiguraci 
[29]. Nevýhodou Dunnova indexu je, že je výpočetně zdlouhavá a je citlivá na šum 
[29]. Existují i jiné modifikace, které mají rozdílně definovány vzdálenosti shluků a 
diametr shluku jak uvádí [29].
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Postup:
1) Definice vzdálenosti 2 shluků [29]:
 ),(min),(
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 (2.53)
2) Šířka shluku i [29]
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3) Dunnův index [29]
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Výhody: 
 Časová náročnost je lineární [31]
 Vhodný pro realtime operace [31]
Nevýhody:
 Může být náchylný na šum v datech [31]
 Měří pouze 2 vzdálenosti [31]
f) RMSSDT (Root –Mean–Square Standard DeviaTion) a RS index [29]
Většinou se používá pro hierarchické metody, lze ale použít i pro jiné [29]. 
Měří homogenitu shluků. Nižší hodnota RMSSDT indexu znamená ve smyslu 
homogenity shluků lepší shlukování [29].
RMSSTD index [29,30]:
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Dalším indexem v pořadí je RS index, který nabývá hodnot v rozsahu 0-1. 
Hodnota 0 znamená, že není žádný rozdíl mezi shluky a 1, že jsou významně 
rozdílné [29].
Postup:
1) Celková suma kvadrátů celého souboru dat (Total sum) [29,30]
2
1 1
)(    dj nk jkt j xxSS (2.57)
2) Suma čtverců uvnitř skupiny (Within Sum of Squares) [29,30]
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3) RS index [29,30]
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SSRS  (2.59)
Kde: SSb je suma čtverců mezi skupinami
g) SD Validity Index [29,30]
Jeho základem je průměrný rozptyl (scattering) shluků a celková separace 
shluků [29]. Scattering se počítá pomocí rozptylu (variance) shluků a rozptylu 
souboru dat. Měří tak homogenitu a kompaktnost shluků [29].
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1) Rozptyl souboru dat a tvar matice [29]
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2) Rozptyl shluku a tvar matice [29]:
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3) Průměrný rozptyl (average scattering) shluků [29,30]
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4) Celková separovanost shluků je založena na vzdálenosti center shluků [29,30]
 




















c c
c
c
n
k
n
ji
j
ij
ijnji
ijnji mm
mm
mm
Dis
1
1
1
..1,
..1,
)(min
)(max
(2.63)
5) SD index:
DisScattSD  (2.64)
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h) C-index [Hubert, 1976] [32]
minmax
min
SS
SSC

 (2.65)
kde: minS ........suma n nejmenších vzdáleností, pokud jsou všechny páry 
objektů uvažovány [32]
maxS ........suma n největších vzdáleností ze všech párů [32]
S ........... suma vzdáleností všech párů objektů ze stejného shluku, kde n 
je jejich počet [32]
-Tento index nabývá hodnot 0-1. Snažíme se ho minimalizovat.
Výhody:
 Kvalitní ohodnocení (validace) [31]
Nevýhody:
 Kvadratická časová náročnost [31]
i) Bayesovské (Schwartzovo) informační kritérium (BIC) [5]
U kritéria BIC (Bayesian information criteria) se zohledňuje hustota rozložení 
objektů v souboru dat, která je závislá na zvoleném počtu shluků. Kritérium může 
nabývat jakýkoliv hodnot a také stejně jako u předchozí metody SSE se jedná o 
absolutní hodnotu. Lze tedy srovnávat pouze na stejných datech. Kritérium BIC je 
obsaženo v inovativním x-means nebo také BIC-means (Bisecting Incremental 
Means) algoritmu, které vychází z k-means. Zmíněné kritérium BIC je základem pro 
2krokovou shlukovou analýzu prezentovanou v [5]. Nutno poznamenat, že vztahy 
převzaté z [5] jsou určeny pro směs kategoriálních a spojitých proměnných. Pokud 
nejsou žádné kategoriální proměnné v datovém souboru, tak všechny výpočty 
s koeficienty m(2) odpadají.
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Kritérium BIC [5]:
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Charakteristika g-tého shluku [5]:



  

)2(
1
)1(
1
22 )ln(
2
1 m
l
gl
m
l
gllgg HSSn
(2.68)
Entropie [5]:
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j) Akaikovo informační kritérium (AIC) [5]
Toto kritérium je obdobou kritéria BIC s jediným rozdílem, že kritérium AIC 
není váhováno počtem shluků. Obě kritéria lze spočítat a vyhodnotit jaký počet 
shluků pro obě z metod vychází optimální.
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2) Přístup učení s učitelem
Autor [37] uvádí rozdělení podle potřeby metody mít nebo nemít stejný počet 
tříd a shluků srovnávaných dat. Tedy:
a) 2 srovnávaná rozdělení souboru musí mít počet tříd=počtu shluků
- Jaccardův index (Jain a Dubes, 1988) [38]
- Minkowského skóre (Minkowski score)
- Randův Index (Rand 1971)
b) 2 srovnávaná rozdělení souboru nemusí mít stejný počet tříd a shluků
- Upravený Randův Index (Adjusted Rand Index, Hubert a Arabie 
1985) [37]
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- F měření (van Rijsbergen, 1979)
a) Rand a Adjusted Rand index [36, 37]
Obě tyto metody využívají externí informace ke stanovení kvality shlukování na 
základě známých tříd. Stejně jako [36] je možné uvést postup pomocí tabulky, v níž 
se porovnávají shluky a třídy. Ai je známá třída vstupních dat a Bj jsou shluky 
vytvořené algoritmem shlukování. Jednotlivé položky Cij znamenají počet stejných 
objektů (průniku množin) Ai a Bj. Řádky a sloupce jsou pak sumovány. Kde, jS je 
suma v každém sloupci (=počet objektů ve třídě Bj), iS je suma v každém řádku 
(=počet objektů ve shluku Ai) a Smn je součet sum řádků a sloupců a je rovna počtu 
objektů v celém souboru dat.
Obr 2.28: Tabulka pro stanovení Rand a Adj. Rand indexů [36]
Postup:
1) Spočítají se jednotlivé koeficienty x,y,z a w [36]
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2) Vypočítá se kritérium [36]
a) Randův index:
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b) Upravený Randův index:
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- Nemusí mít stejný počet tříd a shluků
- Maximální hodnota 1 vyjadřuje nejlepší shodu [37]
- Předpokládaná hodnota 2 náhodně korelovaných rozdělení 
souboru dat je 0. Tuto vlastnost nemají ale ostatní zmíněné 
metody.
- Jedná se o relativní Rand index
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Autor [38] uvádí zjednodušení výpočtu RI:
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b) Jaccardův index (Jain a Dubes) [38]
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2.5 POPIS NÁSTROJŮ
2.5.1 Popis programu Rapidminer (starší verze známá jako Yale)
Rapidminer je freeware opensource nástroj určený pro úlohy strojového
učení. Učení bez učitele je zde trochu znevýhodněno nemožností použití univerzální 
validace kvality shlukování, ale algoritmy se stále vyvíjí. Standardně například 
v Rapidmineru neexistuje možnost externí validace kvality shlukování pomocí 
jediného bloku validace. Existuje ale postup jak toho lze docílit (viz. bod 2). Tato 
problematika byla diskutována na Fóru Rapidmineru a podle předběžné informace se 
vývojáři tento nedostatek pokusí do vydání dalších verzí odstranit. V průběhu psaní 
této práce byla vydána verze 4.1. Jelikož je Rapidminer opensource lze v něm dělat i 
úpravy.
1) Úvodní seznámení s prostředím:
Spustíme program, vytvoříme nový projekt. V prázdném dokumentu 
na levém panelu klikneme na root pravým tlačítkem myši. Vybereme první položku 
new operator poté learner a zvolíme unsupervised. Zde jsou všechny dostupné 
hlavní algoritmické operátory/bloky týkající se oblasti učení bez učitele. Je zde i 
algoritmus k-means a k-metoid, apod. Vytvářený projekt pro učení bez učitele 
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v Rapidmineru se skládá především ze 2 bloků. Hlavní, samotný algoritmus, jsem již 
zmínil, ale potřebujeme také blok vstupních dat new operator->IO->Examples-
>ExampleSource. Lze například použít i blok pro načtení iris dat z MS-Excelu. 
Velice zajímavým blokem by také mohl být výpočet optimálního počtu shluků, který 
najdeme ve: Validation->Performance->Clustering->ClusterCentroidEvaluator. 
V záložce Performance Vector je pak uvedena hodnota zvoleného kritéria. Bohužel 
se nejedná ale o příliš kvalitní kritéria, které by mělo cenu zmiňovat. Především 
implementované kritérium jako je average within distance je, kritérium, které není 
příliš obvyklé. V Rapidmineru lze dělat breakpointy stejně jako v jiných 
developerských programech.
2) Použitá validace v programu Rapidminer
Jak bylo výše zmíněno, existuje i v Rapidmineru jedna možnost externí 
validace, která lze použít pro všechny algoritmy. Validaci lze uskutečnit pomocí 
bloků, které mění názvy tříd klasifikačních dat na názvy korespondující se shluky, 
které jsou zde reprezentovány čísly. Správnost porovnání shluků si ale musíme 
pohlídat sami. Obecně z více možností vybíráme hodnotu kritéria, která je nejvyšší. 
Podle toho poznáme, že máme správně překryty shluky s třídami. Tento způsob lze 
použít z tohoto důvodu jen u dat s menším počtem shluků. Ukázka řešení spolu s xml 
kódem viz. Obr 2.29. Vstupní data jsou nejdříve normalizována, pak jsou 
transformována na 2 – rozměrnou dimenzi pomocí bloku PCA (Principal Component 
Analysis). PCA blok ale vyžaduje použití dalšího dodatečného bloku ModelApplier, 
aby byl použit. Následují bloky: blok algoritmu Learner; bloky nahrazující názvy 
každého shluku na názvy stejné jako jsou třídy vstupního klasifikačního souboru; 
blok kopírující celý atribut s názvy do nového (není nutné použít); blok vytvářející 
roli predikce pro tento atribut; blok validace.
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<operator name="Root" class="Process" expanded="yes">
    <operator name="ExampleSource" class="ExampleSource">
        <parameter key="attributes" value="C:\iris.aml"/>
    </operator>
    <operator name="Normalization" class="Normalization">
    </operator>
    <operator name="PCA" class="PCA">
        <parameter key="dimensionality_reduction" value="fixed number"/>
        <parameter key="number_of_components" value="2"/>
        <parameter key="variance_threshold" value="0.9"/>
    </operator>
    <operator name="ModelApplier" class="ModelApplier">
        <list key="application_parameters">
        </list>
    </operator>
    <operator name="KMeans" class="KMeans">
        <parameter key="k" value="3"/>
    </operator>
    <operator name="AttributeValueMapper" class="AttributeValueMapper">
        <parameter key="apply_to_special_features" value="true"/>
        <parameter key="attributes" value="cluster"/>
        <parameter key="replace_by" value="Iris-setosa"/>
        <parameter key="replace_what" value="0"/>
    </operator>
    <operator name="AttributeValueMapper (2)" class="AttributeValueMapper">
        <parameter key="apply_to_special_features" value="true"/>
        <parameter key="attributes" value="cluster"/>
        <parameter key="replace_by" value="Iris-versicolor"/>
        <parameter key="replace_what" value="1"/>
    </operator>
    <operator name="AttributeValueMapper (3)" class="AttributeValueMapper">
        <parameter key="apply_to_special_features" value="true"/>
        <parameter key="attributes" value="cluster"/>
        <parameter key="replace_by" value="Iris-virginica"/>
        <parameter key="replace_what" value="2"/>
   </operator>
    <operator name="AttributeCopy" class="AttributeCopy">
        <parameter key="attribute_name" value="cluster"/>
        <parameter key="new_name" value="cluster_pred"/>
    </operator>
    <operator name="ChangeAttributeRole" class="ChangeAttributeRole">
        <parameter key="name" value="cluster_pred"/>
        <parameter key="target_role" value="prediction"/>
    </operator>
    <operator name="Performance" class="Performance">
    </operator>
</operator>
Obr 2.29: Možný způsob validace v Rapidmineru
Použitá validace Performance produkuje estimaci kvality accuracy, známou 
jakožto validaci používanou u učení s učitelem. Počet bloků AttributeValueMapper =
počtu tříd (shluků). Příklad na Obr 2.29 byl použit pro otestování metod na souboru 
dat Iris v praktické části této práce.
Pozn.:
Je-li potřeba přidat nebo ubrat řádky v načtených datech v bloku 
ExampleSource, je toto třeba učinit v editoru, jelikož program má zřejmě ve verzi 4.0 
vadu, která způsobí, že při odebrání remove row přidá do souboru velké množství 
otazníků a ty způsobí nefunkčnost projektu v Rapidmineru. Použití „remove-
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column“ funguje bez problémů. Dále v RapidMineru schází u bloku k-means a k-
metoids možnost nastavení inicializace. Ta je vybírána náhodně ze souboru dat.
2.5.2 Matlab
a) Základní toolbox
V základním toolboxu lze najít jak Shlukovou analýzu Hierarchickou
aglomerativní, tak Nehierarchickou k-means (k-průměr). Na Obr 2.30 a Obr 2.31
jsou uvedeny příklady aglomerativního shlukování provedené Matlab toolboxem.
Obr 2.30: Výsledný dendrogram
Na ose y jsou vyneseny jednotlivé vzdálenosti mezi body či samotnými 
shluky, jejich výška závisí také na zvolené metrice. Na uvedeném příkladu je 
zvolenou metrikou Euklidovská míra vzdálenosti. Na ose X jsou vyneseny jednotlivé 
objekty se sobě vlastním indexovým číslem. Toto číslo je vlastně pořadí v jakém se 
vektor nalézá ve vstupní matici.
Spojený objekt 1 a 2 v nulové výšce znamená, že vzdálenost mezi těmito 
objekty je nulová. To znamená, že objekty musí být ekvivalentní, což souhlasí podle 
vstupní matice (1. a 2.objekt mají x=5 a y=10).
M-file pro tento příklad vypadá následovně:
VstupniMatice X - zapis vektorove
X=[5 10;5 10;6 12;8 15;5 16;20 13;25 16;13 28;12 21;15 31;16 12;18 1; 19 5];
vzdalenosti ("pdist") zde lze zvolit metrika
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A=pdist(X,'euclidean');
Maticový zápis-nelze ale použít pro linkage, který vyžaduje A typu pdist
squareform(A); 
Tyto hodnoty se zlinkují
Alink=linkage(A,'average') mezishlukova metrika:single,complete,average, 
centroid,ward
Vykreslení dendrogramu
dendrogram(Alink);
Dále lze kód doplnit o: 
dendrogram(Alink,'colorthreshold','default');
Výsledkem jsou jednotlivé vybarvené shlukované oblasti (Obr 2.31).
Obr 2.31: Srovnání použití různých mezishlukových metrik (stejné vst. X)
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Pro výběr vhodnější mezishlukové metriky a také především algoritmu 
můžeme zjistit konzistenci stromu pomocí tzv. Cophenetic correlation coefficientu.
Zapíšeme v Matlabu: cophenet(Alink,A).
Reprezentuje, jak věrohodně strom popisuje nepodobnosti v souboru dat. Pro 
kvalitní shlukování by mělo být velmi blízké 1 [11]. Je definován jako lineární 
korelační koeficient mezi vzdálenostmi získanýma ze stromu, které jsou dány výškou 
spojení mezi pozorováními, a originálními vzdálenostmi (nepodobnostmi) použitými 
pro tvorbu stromu. Největší číslo v tomto případě je 0.7838 pro průměrnou 
vzdálenost. Nejnižší hodnotu 0.7233 má Single (Nejkratší vzdálenost). Jiná metrika i 
pro objekty má také vliv na korelační koeficient, např. pro seuclidean vyšel pro 
průměrnou mezishlukovou vzdálenost 0.8158.
b) Rozšiřující toolbox CVAP1
Program vytvořený v Matlabu speciálně určený pro validace různých 
algoritmů shlukování. Na výběr jsou metody: PAM, SOM, K-means, Neural Gas, 
Aglomerativní single link, complete link, centroid. Pro estimaci kvality shlukování je 
na výběr z několika indexů (kritérií) pro a) externí validaci: Rand index, Adjust 
Rand index, Jaccardův index; pro b) interní validaci: FM (Fowlkes-Mallows) index, 
Silhouette index, Davies-Bouldin, Calinski-Harabasz, Dunn index, R-squared index,
Homogeneity index, Separation index. Pro estimaci optimálního počtu shluků se pak 
používá včetně předešlých indexů: Hubert-Levin (C-index), Krzanowski-Lai index, 
Hartigan index, Root-mean-square standard deviation (RMSSTD) index, Semi-
partial R-squared (SPR) index, Distance between two clusters (CD) index, weighted 
inter-intra index.
                                               
1 Dostupný na adrese:  
http://www.mathworks.com/matlabcentral/fileexchange/loadFile.do?objectId=14620&objectType=file
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2.5.3 Vlastní program
Podle požadavků byl naprogramován jeden z algoritmů, k-means, který je i se 
zdrojovým kódem na přiloženém CD součástí této práce. Byl použit prezentovaný 
algoritmus z Obr 2.13. 
Obr 2.32: Vlastní program k-means
Popis:
1) Vymaže všechny body v grafu.
2) Otevře soubor s daty ve formátu „x;y;“ ukládaném 
programem nebo „x y“.
3) Uloží vstupní data do souboru.
4) Zadávání vstupních dat. Body lze zadat: a) náhodně tolik 
bodů, kolik je v políčku počet bodů zadané číslo, pomocí 
tlačítka náhodně nebo b) zadáním bodů ručně do políček X a 
Y a stisknutím tlačítka přidej bod.
5) Kritéria kvality. Dostupné jsou tyto: a) SSE, b) BIC kritéria. 
Měnit je lze poklepáním tlačítka myši.
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6) Počáteční inicializace centroidů: a) náhodně pomocí 
přepínače náhodná nebo b) zadáním pomocí přepínače 
vlastní číslo.
7) Zobrazení doplňujících vlastností k výběru z bodu 6. Pokud 
je vybráno: a) náhodně: Lze provést inicializaci buď zcela 
náhodně nebo náhodným výběrem bodu ze souboru dat a 
inicializace polohy centroidu podle něj. Inicializace 
2.způsobem je spolehlivější.
8) Je z důvodu ošetření programu proti zacyklení. Počet iterací, 
které program bude maximálně akceptovat. Poté se 
vykonávání přeruší. Pokud vzniknou prázdné shluky, je o 
tom podána informace.
9) Pokud je označeno před spuštěním výpočtu, tak lze zobrazit 
jednotlivé iterace.
10)Spustí výpočet
11)Zobrazuje rychlost výpočtu v ms.
12)Tlačítko aboutbox – informace o programu
13)Graf. Posouvání a zoom lze pomocí tlačítek myši
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3. VLASTNÍ PRÁCE
3.1 ÚVOD DO PROBLEMATIKY, VSTUPNÍ DATA
Pro srovnání výsledků byly zvoleny tyto vstupní data:
a) iris data 
b) Wisconsin breast cancer
c) Delta set
3.2 POROVNÁNÍ KVALITY SHLUKOVÁNÍ ALGORITMŮ,  
SROVNÁNÍ NÁSTROJŮ
Pro porovnání byl vybrán CVAP1 toolbox [1] (Cluster Validity Analysis 
Program) do Matlabu, distribuovaný jako Freeware, a program Rapidminer, který
bohužel standardně nedisponuje žádným kritériem, kterým by bylo možné srovnat 
jednotlivé metody a tak je využito nestandardních postupů. Všechny popsané 
validace využívají externích kritérií pro validaci. Error rate je chyba v [%] zjištěná 
pomocí porovnání známých tříd ke shlukům. Autor programu CVAP tvrdí, že ve 
složitějších souborech dat je těžší spočítat shodné označení třídami a že někdy Error 
rate nemusí podávat správný výsledek (ER vyšší než 20%). Doporučuje však použití 
jiných metod. Například zde byla použita metoda ARI, Adjusted Rand Index. Pro 
srovnání výsledků Rapiminera a CVAP toolboxu byly u metod vyskytující se v obou 
programech dopočítány hodnoty kritérií ARI. Odlišné výsledky analýz komponent 
PCA provedené na vstupních datech v jednotlivých programech lze odůvodnit tím, 
že program CVAP ani prezentované grafy autorem [39] v grafech nejsou zakresleny
po normalizaci. Dále, ale jsou podle [39] data normalizovány. Data v programu 
CVAP byly normalizovány taktéž. Pro ujasnění je uvažována normalizace před PCA, 
ta totiž mění výrazně tvar. Normalizace za PCA mění pouze měřítko. Nedává tedy 
stejnou váhu všem proměnným. Samotné PCA v různých programech mohou mít 
                                               
1 Dostupný na adrese:  
http://www.mathworks.com/matlabcentral/fileexchange/loadFile.do?objectId=14620&objectType=file
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také odlišný výsledek měřítkem a případně mohou být i zrcadlově otočené. 
Rozložení a vztahy mezi objekty ale zůstávají zachovány.
a) Iris data1
Nejznámější soubor dat používaný pro testování ve strojovém učení [39].  
Obsahuje ho v základu snad každý nástroj pro strojové učení. Obsahuje 150 objektů 
(3 třídy po 50 objektech) a 4 atributy. Jedná se o numerické atributy popisující 
měření odlišností 3 druhů rostlin Iris Versicolour, Iris Setosa a Iris Virginica. Soubor 
měření byl prezentován v roce 1936 panem Fisherem. Vstupní transformované data 
na 2D prostor pomocí PCA analýzy komponent v toolboxu CVAP a Rapidmineru lze 
vidět na Obr 3.1. Původní záměr bylo shromáždění možných variant květin iris na 
jihovýchodě Kanady v oblasti Gaspé Peninsula, získaných Edgarem Andersonem. 
Jednotlivé atributy vyjadřují: 
a) délka kališního lístku [cm]
b) šířka kališního lístku [cm]
c) délka okvětního lístku [cm]
d) šířka okvětního lístku [cm]
a) b)
Obr 3.1: Vstupní klasifikovaná data: a) CVAP a b) normalizovaná Rapidminer
                                               
1 Dostupný na adrese: http://archive.ics.uci.edu/ml/datasets/Iris
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Tabulka 3: Srovnání metod na testovaných datech (CVAP) - externí validace
Algoritmus počet k 2 3 4 5 6 7 8 9 10 rychlost
ER [%] 33,30 4,00 31,33 40,67 78,67 78,67 91,33 91,33 91,33
ARI 0,57 0,89 0,75 0,70 0,55 0,49 0,42 0,35 0,32
ER [%] 33,30 4,00 40,00 83,33 83,33 83,33 83,33 89,30 89,30
ARI 0,57 0,89 0,72 0,56 0,55 0,44 0,41 0,37 0,33
ER [%] 66,67 50,00 47,33 48,00 94,67 83,33 64,67 89,33 94,00
ARI 0,00 0,44 0,78 0,68 0,36 0,46 0,69 0,41 0,44
ER [%] 33,33 3,33 88,00 82,67 86,67 89,33 89,33 90,67 88,67
ARI 0,57 0,90 0,77 0,55 0,58 0,53 0,47 0,37 0,36
PAM
k-means
SOM
NG
2s
2s
11s
1s
Tabulka 4: Srovnání metod na testovaných datech (Rapidminer) – externí validace
Algoritmus Accuracy [%] ARI
PAM 86,00 0,67
EM 85,33
k-means 83,33 0,62
X-means 83,33
batch k-means 82,00
CobWeb 81,33
SOM 69,33 0,53
DBScan 64,67
Farthest First 63,33
Nastavené parametry (Tabulka 4) pro: a) DBScan: MinPts=15, Eps=0,6, b) 
CobWeb: Acuity=0,4, Cutoff=0,1, Random number seed=50.
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Obr 3.2: Závislost a) Error rate a b) ARI kritéria na počtu shluků
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a) b)
Obr 3.3: Interní validace
c)
Obr 3.4: Výsledky prezentované v [39]
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a) b)
c) d)
Obr 3.5: Výsledky některých shlukování SOM: a) CVAP, b) prezentované [39], c) Rapidminer; 
DBScan: d) Rapidminer (MinPts=15, Eps=0,6)
Zhodnocení:
Srovnáním lze vidět, že metody s nejhorším výsledkem (SOM) a nejlepším 
v rámci výběru, Neural Gas, vyšly i v případě tohoto experimentu. Výsledky získané 
v CVAP toolboxu byly ve všech 3 případech vyjímaje SOM lepší. Na druhém místě 
se umístila metoda k-medoids, která je jak si lze všimnout na konkrétních datech 
lepší než k-means. Je to způsobeno tím, že v souboru dat Iris se vyskytují odlehlé 
body, které mění nežádoucím způsobem polohu cetroidů a tím vznikají i chybná 
přiřazení do shluku. V případě provedeného experimentu na metodě SOM došlo 
k odlišným výsledkům estimace provedené pomocí toolboxu CVAP a Rapidmineru. 
Validace SOM v CVAP toolboxu chybně určila počet shluků (Tabulka 3), 50% 
chyba u správného počtu shluků je příliš vysoká. Toto mohlo být způsobeno tím, že
v programu CVAP nedošlo k optimální organizaci mapy během stanového úseku 
(iterace), který je zde pevně nastaven na 10, nebo špatnou počáteční inicializací vah. 
Příklad z Rapidmineru měl 30 iterací. Metoda DBScan má se shlukováním nad iris 
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daty také problémy. Vychází to z dřívější definice, že metoda DBScan selhává, 
pokud jsou v souboru dat shluky rozdílných hustot. DBScan označí body, které mají 
rozdílnou hustotu jako odlehlé pozorování (outliers) viz. Obr 3.5d. Na Obr 3.3 jsou 
ukázány některé interní validace kvality v závislosti na počtu shluků. Bohužel ani 
jedna z validací v estimaci kvality ani počtu shluků neuspěla. U shlukování pomocí 
SOM vyšly hodnoty některých indexů pro k=2 jako nedefinované. Z tohoto důvodu 
nejsou zobrazeny.
b) Wisconsin breast cancer1
Soubor dat byl prezentován doktorem Wolbergem v roce 1990 popisující 
diagnostiku rakoviny prsu. Obsahuje 699 objektů, z toho 16 má zaimplementován 
jeden chybný atribut. Stejně jako [39] byly tyto objekty odstraněny, pro dosažení 
relevantních srovnatelných výsledků jako v [39], které jsou na Obr 3.8.
a) b)
Obr 3.6: Vstupní klasifikovaná data (nenormalizovaná CVAP a normalizovaná Rapidminer)
                                               
1 Dostupný na adrese: http://archive.ics.uci.edu/ml/datasets/Breast+Cancer+Wisconsin+(Diagnostic)
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Tabulka 5: Srovnání metod na testovaných datech (CVAP) – externí validace
Algoritmus počet k 2 3 4 5 6 7 8 9 10 rychlost
ER [%] 4,10
ARI 0,84 0,76 0,41 0,32 0,28 0,27 0,27 0,25 0,24
ER [%] 3,95
ARI 0,85 0,79 0,76 0,40 0,39 0,38 0,39 0,26 0,34
ER [%] 4,39
ARI 0,83 0,77 0,74 0,73 0,72 0,73 0,71 0,72 0,71
ER [%] 4,25
ARI 0,83 0,77 0,76 0,40 0,41 0,38 0,36 0,36 0,64
PAM
k-means
SOM
NG
1m20s
9s
56s
3s
Tabulka 6: Srovnání metod na 
testovaných datech (Rapidminer) –
externí validace
Algoritmus Accuracy [%] ARI
SOM 97,22 0,89
CobWeb 96,63
PAM 96,05 0,85
batch k-means 95,31
X-means 95,31
k-means 94,88 0,80
EM 94,29
DBScan 73,94
Farthest First 56,22
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Obr 3.7: Závislost ARI kritéria na počtu shluků
Nastavené parametry pro: a) DBScanu: MinPts=16, Eps=0,59, b) CobWeb: 
Acuity=0,9, Cutoff=0,05, Random number seed=42.
Obr 3.8: Prezentované výsledky z [39]
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a) b)
Obr 3.9: Interní validace
c)
Tabulka 7: Hodnoty kritérií při k=2
Algoritmus Dunn Davies-B. Silhoutte
PAM 1.7652 0.75701 0.59669
k-means 1.7595 0.75726 0.5968
SOM 1.7745 0.7579 0.59731
NG 1.7595 0.75699 0.59733 
Interní kritéria
Zhodnocení:
Interní kritéria, která byla použita na Obr 3.9, identifikovala všechna počet 
shluků k=2 správně. Tabulka 7 ukazuje přesné hodnoty kritérií z Obr 3.9 při k=2. 
Lze vidět, že u Davies-Bouldinova a Silhouette indexu vyšla lépe metoda Neural 
Gas, kdežto u Dunnova indexu metoda SOM. V tomhle případě tedy vyšla lépe 
hodnota Dunnova indexu, jelikož ve srovnání výsledků Rapidmineru a výsledků 
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prezentovaných v [39] v obou případech byla metoda SOM u tohoto souboru dat 
shledána jako nejlepší s Accuracy=97,22%, viz. Tabulka 6.
c) Delta set 1
Soubor dat Delta je určen přímo pro shlukovou analýzu. Není tedy přítomna 
třída, která by rozdíly v datech nějak popisovala. Na první pohled však, ale lze vidět, 
jak by mělo shlukování vypadat. Jedná se o soubor dat, v kterém jsou shluky dobře 
separované, ale většina metod neumí nalézt shluky různých tvarů. Soubor dat 
obsahuje 2 atributy a 424 objektů. Vzhledem k tomu, že jsou shluky dobře 
separované, předpokládám, že není potřeba uvádět kritérium jak moc špatně, která 
metoda shlukuje, protože většina metod neodpovídá takovéto definici a je tedy 
irelevantní je měřit kvantitativně. Jen pro účely srovnání validace DB je ukázán 
stejný algoritmus k-means s odlišnými výsledky (CVAP, Rapidminer) na Obr 2.11. 
Davies-Bouldinův index je totiž jediný z popsaných metod validace dostupný i 
v Rapidmineru, ale pouze pro metodu k-means. Pro tento případ pak K-means 
v Rapidmineru DB= 0,664, DB=0,7745 pro CVAP. Kritérium je tedy lepší v případě 
výsledku shlukování v Rapidmineru. I když nejedná se o výsledek, s kterým by se 
bylo možné spokojit. Na Obr 3.11 lze pak vidět výsledky jednotlivých dalších metod.
a) b)
Obr 3.10: Rozdíl ve výsledku k-means: a) CVAP, b) Rapidminer
                                               
1 Dostupný na adrese: ftp.disi.unige.it/person/CamastraF/delta.dat
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a) Cobweb b) Agnes complete link c) DBScan d) DBScan
e) EM, k-medoid, k-means f) Farthes First h) X-means i) Agnes single link
Obr 3.11: Výsledky metod
Zhodnocení:
V dané úloze obstály pouze aglomerativní shlukování single link a DBScan. 
Zatímco Single link nepotřeboval žádnou další informaci, kromě počtu hledaných 
shluků, v které části dendrogramu se má skončit, metodu DBScan potřebuje daleko 
specifičtější informace a vyžaduje delšího zkoušení. Problémem tohoto souboru je 
totiž taky trochu odlišná hustota v souboru dat, která se v prvním případě může 
projevit, tak, že při nastavení vyššího počtu MinPts a menšího rádiusu Eps (Obr 
3.11c), může dojít k rozdělení na 2 shluky. Pro jejich spojení je tedy nutné zvětšit 
rádius Eps (Obr 3.11d). Pro první případ na Obr 3.11c bylo nastaveno MinPts=65, 
Eps=0,57 a pro případ na Obr 3.11d, MinPts=65, Eps=0,65. Ostatní metody na tomto 
souboru dat selhaly. Autor [39] uvádí algoritmus KG- Kernel Grower, který podle 
autorem provedeného experimentu také dokázal správně identifikovat shluky.
Shnutí:
Všechny uvedené výsledky jsou po normalizaci. V programu Rapidminer 
byly parametry všech metod experimentálně nastaveny na nejlepší možný výsledek. 
Jedině tak lze metody porovnat. V Rapidmineru také metoda mapování umožňuje 
srovnání pouze pokud počet shluků odpovídá skutečnému rozdělení klasifikovaných 
dat (počtu tříd). Nastavování metod DBScan a CobWeb bylo poněkud 
komplikovanější. Třeba metoda CobWeb má 3 parametry, kterými lze výsledek 
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ovlivnit. DBScan má pouze 2, ale i v tomto případě je vyžadována vyšší znalost o 
souboru, což je nežádoucí. Postup, který byl použit pro výpočet accuracy pomocí 
mapování v Rapidmineru, je smysluplné použít na základě zkušeností získaných 
experimentováním do počtu tříd = 3. Pro vyšší počet podstatně narůstají možnosti
mapování shluku konkrétní třídou. Popsaný způsob řešení v Rapidmineru se ale 
nejspíš neujme, protože pro následující verze Rapidmineru se počítá s rozšířením o 
další validace, které by měly být lepší než současné a hlavně by měly mít univerzální 
použití, čemuž tak doposud není. Standardně není možnost shlukování pomocí SOM 
v Rapidmineru v nabídce, protože ve většině programů byl SOM, pokud je dostupný, 
přednostně určen na redukci dimenze. Pokud máme tuto dimenzi=1, bude výstupem 
zařazení do shluků v závislosti na vybraném rozměru sítě (=počet shluků). Zobrazení 
a výpočet kvality shlukování accuracy byla u SOM algoritmu v Rapidmineru 
poněkud složitější. Bylo potřeba uložit data po provedení redukce PCA do jednoho 
souboru a poté po použití bloku SOMDimensionalityReduction do souboru druhého. 
Data se pak dala spojit pomocí krátkého skriptu nebo pomocí importu do Excelu. Do 
souboru .aml bylo nutné připsat tento další sloupec a dát mu atribut typu cluster 
s datovým typem nominal. Data se pak v Rapidmineru znovu načetly a pomocí bloku 
ChangeAttributeRole se nastavila role cluster atributu cluster. Poté už následovala 
jen validace. Tabulka popisující zkráceně vlastnosti některých algoritmů převzatá od 
[20] je na Obr 3.12.
Obr 3.12: Shrnutí vlastností některých metod publikovaných v [20]
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4. ZÁVĚR:
Shluková analýza je mocným nástrojem a zahrnuje široké možnosti a rozličné 
přístupy k problematice shlukování datových souborů. Algoritmy se stále vyvíjí. 
V této práci byly diskutovány různé přístupy algoritmů, které shluková analýza 
používá. Byla provedena testování na skutečných datech, která již byla prezentována. 
U prvních 2 souborů dat, které patří ve strojovém učení k nejoblíbenějším, byla 
zjištěna nevhodnost algoritmů Farthest First a DBScan. V případě iris dat byla 
nejlepší srovnávanou metodou metoda Neural Gas a PAM. Nejlepší výsledky u iris
dat byly zjištěny pomocí CVAP toolboxu. Algoritmus SOM byl nejlepší u 
experimentu na datech Winsconsin Cancer, který byl u Rapidmineru lepší než
srovnávané výsledky autora [39]. U metod Neural Gas a SOM bohužel ale není 
konvergence garantována a tak se dosažené výsledky mohou významně lišit, jak je 
tomu převážně u těch získaných pomocí CVAP toolboxu. Poslední soubor dat delta
byl podle očekávání správně identifikován pouze pomocí hierarchické aglomerativní 
metody a DBScan, které jediné z testovaných dokáží identifikovat shluky 
neeliptických tvarů. Na základě provedených experimentů nelze jeden algoritmus 
označit za jednoznačně lepší než algoritmy ostatní. Oblast použití jednotlivých 
algoritmů je tedy různá. Každá z metod má své specifické vlastnosti a oblasti 
možného použití.
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