Parabolic layer potentials and initial boundary value problems in Lipschitz cylinders with data in Besov spaces by Jakab, Tunde, 1974-
PARABOLIC LAYER POTENTIALS AND
INITIAL BOUNDARY VALUE PROBLEMS
IN LIPSCHITZ CYLINDERS
WITH DATA IN BESOV SPACES
A Dissertation
presented to
the Faculty of the Graduate School
University of Missouri-Columbia
In Partial Fulfillment
of the Requirements for the Degree
Doctor of Philosophy
by
TUNDE JAKAB
Dr. Marius Mitrea, Dissertation Supervisor
MAY 2006
The undersigned, appointed by the Dean f the Graduate School, 
have examined the dissertation entitled 
 
PARABOLIC LAYER POTENTIALS AND 
INITIAL BOUNDARY VALUE PROBLEMS 
IN LIPSCHITZ CYLINDERS 
WITH DATA IN BESOV SPACES 
Presented by Tunde Jakab 
A candidate for the degree of Doctor of Philosophy 
And hereby certify that in their opinion it is worthy of acceptance. 
 
 
ACKNOWLEDGEMENTS
Over the past few years I had the privilege to work and study under the guidance
of Professor Marius Mitrea. It is a distinct pleasure to express my sincere thanks and
deepest appreciation to him for not only sharing his knowledge, but his invaluable
insights, motivation, encouragement, and constant support, as well. Benefiting from
his expertise, professional advice, and learning from the way he handled mathemat-
ical issues has been a decisive experience for me.
I would also like to express my gratitude to the members of my doctoral commit-
tee, Professor Steve Hofmann, Professor Dorina Mitrea, Professor Yuri Latushkin
from the Mathematics Department, as well as Professor Bahram Mashhoon and
Professor Brian DeFacio from the Department of Physics and Astronomy. Special
thanks go to Professor Dorina Mitrea, who sparked my interest in partial differential
equations with her expertise and enthusiasm while teaching graduate PDE classes.
During my graduate studies I had constant support and encouragement from my
husband and parents. Their patience, understanding and belief in me have greatly
contributed to the completion of this dissertation.
ii
Contents
Acknowledgements ii
Abstract vi
1 Introduction 1
1.1 History and description of main results . . . . . . . . . . . . . . . . . 1
1.2 Basic definitions, notation and preliminary results . . . . . . . . . . . 12
1.2.1 Notation and basic conventions . . . . . . . . . . . . . . . . . 12
1.2.2 Lipschitz domain . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.2.3 Estimates for the caloric fundamental solution . . . . . . . . . 18
1.2.4 Function spaces . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.2.5 Review of Fourier transform . . . . . . . . . . . . . . . . . . . 26
1.2.6 Review of multipliers . . . . . . . . . . . . . . . . . . . . . . . 29
1.2.7 Real and complex interpolation methods . . . . . . . . . . . . 37
1.2.8 Parabolic sequence spaces . . . . . . . . . . . . . . . . . . . . 61
1.2.9 Envelopes of Hardy spaces . . . . . . . . . . . . . . . . . . . . 66
2 Parabolic function spaces 76
iii
2.1 Euclidean setting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
2.1.1 Besov and Triebel-Lizorkin spaces . . . . . . . . . . . . . . . . 76
2.1.2 Sobolev spaces . . . . . . . . . . . . . . . . . . . . . . . . . . 100
2.1.3 Hardy spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
2.1.4 Interpolation . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
2.2 Spaces on Lipschitz cylinders . . . . . . . . . . . . . . . . . . . . . . . 140
2.3 Spaces defined on the lateral boundary . . . . . . . . . . . . . . . . . 155
2.3.1 Atomic decompositions of Besov spaces . . . . . . . . . . . . . 186
2.3.2 Atomic decompositions of Hardy spaces . . . . . . . . . . . . . 189
2.4 Duality results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
2.5 Envelopes of parabolic Hardy spaces . . . . . . . . . . . . . . . . . . 200
3 Spaces with built-in initial conditions 211
3.1 The interior of the cylinder . . . . . . . . . . . . . . . . . . . . . . . . 211
3.2 The lateral side of the cylinder . . . . . . . . . . . . . . . . . . . . . . 238
3.3 Banach envelopes of Hardy spaces with built-in initial conditions . . . 249
3.4 Interpolation scales of spaces with built-in initial conditions . . . . . 260
4 Mapping properties of the double layer potential 286
4.1 Two basic estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . 286
4.2 General case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 306
5 Mapping properties of the single layer potential 321
5.1 Basic estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 321
iv
5.2 General case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 399
6 Invertibility of boundary potential operators 428
6.1 Case of an unbounded cylinder . . . . . . . . . . . . . . . . . . . . . 430
6.2 Case of a bounded cylinder . . . . . . . . . . . . . . . . . . . . . . . . 438
7 The boundary trace operator, the normal derivative and the New-
tonian potential 462
7.1 Mapping properties of the trace operator . . . . . . . . . . . . . . . . 462
7.2 The normal derivative . . . . . . . . . . . . . . . . . . . . . . . . . . 471
7.3 The caloric Newtonian potential . . . . . . . . . . . . . . . . . . . . . 484
8 Boundary value problems 504
8.1 The Poisson problem with Dirichlet boundary conditions . . . . . . . 505
8.2 The Poisson problem with Neumann boundary conditions . . . . . . . 509
Bibliography 513
Index 527
Vita 527
v
PARABOLIC LAYER POTENTIALS AND INITIAL BOUNDARY VALUE
PROBLEMS IN LIPSCHITZ CYLINDERS WITH DATA IN BESOV SPACES
Tunde Jakab
Dr. Marius Mitrea, Dissertation Supervisor
ABSTRACT
We adapt the method of boundary layer potentials to the Poisson problem for the
heat operator ∂t −∆ in a bounded Lipschitz cylinder, with Dirichlet and Neumann
boundary conditions. When the lateral datum has a fractional amount of smoothness
measured at the Besov scale with parabolic anisotropy, the well-posedness of these
problems is obtained in a constructive fashion. More specifically, the solution can
be represented as a double layer potential in the Dirichlet case, and as a single layer
potential in the Neumann case.
The main theorems we prove extend, generalize and bring together many ear-
lier results, such as the work of E. Fabes and N.Rivie`re (1978) for C1 domains;
R.Brown (1990) for integer amount of smoothness; D. Jerison and C.Kenig (1995),
and E. Fabes, O.Mendez and M.Mitrea (1998) who dealt with the case of the Lapla-
cian.
vi
Chapter 1
Introduction
1.1 History and description of main results
Due to the numerous applications of the theory of initial boundary value problems,
they have been extensively studied over the past decades.
In 1968 E. Fabes and M. Jodeit considered parabolic boundary value problems in
smooth cylinders, as well as Sobolev-Besov spaces exhibiting parabolic anisotropy.
Using parabolic singular integral operators, they obtained the existence, uniqueness,
and a priori estimates of the solutions of the homogeneous parabolic boundary value
problem, with Dirichlet and Neumann type boundary conditions.
Considering the same problem with boundary datum from Lp(Rn), in 1972 E. Fabes
utilized the a priori estimates to uniquely solve the boundary value problem.
In 1978 E. Fabes and N.Rivie`re ([FaRi]) considered the initial Dirichlet and Neu-
mann problems for the heat operator in the cylindrical domain Ω × (0, T ) for a
bounded C1 domain Ω in Rn. They constructed solutions to these problems satis-
fying the zero initial condition in the form of a caloric double layer potential in the
Dirichlet case and a caloric single layer potential in the Neumann case. While the
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Neumann datum is taken from the Lebesgue space Lp(∂Ω× (0, T )), 1 < p <∞, the
Dirichlet datum g is assumed to be either from Lp(∂Ω× (0, T )), 1 < p <∞, or from
the anisotropic Sobolev space Lp1(∂Ω × (0, T )), where the anisotropy is dictated by
the parabolic nature of the heat operator. More precisely, Lp1(∂Ω× (0, T )) contains
functions which belong to Lp(∂Ω× (0, T )) together with their first-order spacial and
“half-order” time derivatives. The authors also prove that, in the Dirichlet case, the
solution u satisfies the following estimates:
‖N (u)‖Lp(∂Ω×(0,T )) ≤ c ‖g‖Lp(∂Ω×(0,T )), (1.1.1)
and
‖N (∇u)‖Lp(∂Ω×(0,T )) + ‖N (D1/2timeu)‖Lp(∂Ω×(0,T )) ≤ c ‖g‖Lp1(∂Ω×(0,T )), (1.1.2)
where N (u)(x, t) := sup(y,s)∈Γ(x,t) |u(y, s)| is the parabolic nontangential maximal
function of u at the boundary point (x, t) ∈ ∂Ω × (0, T ), and Γ(x, t) ⊂ Ω is a
parabolic nontangential cone at (x, t). Also, the family of fractional time-derivative
operators are introduced as
Dθtime :=
∂
∂t
I1−θtime, 0 ≤ θ ≤ 1, (1.1.3)
where, for f ∈ L1(−∞, T ) which decays fast enough at −∞, and for 0 < θ ≤ 1, the
fractional integral operator of order θ is defined by
Iθtimef(t) :=
1
Γ(θ)
∫ t
−∞
f(s)
(t− s)1−θ ds. (1.1.4)
In this context Γ is the usual Euler’s gamma function. For θ = 0, I0time is taken to be
the identity operator. In particular, D1time = ∂/∂t, is the ordinary time-derivative.
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The technique used by E. Fabes and N.Rivie`re relies on the method of layer
potentials. Tipically, solving a Dirichlet or Neumann problem amounts to inverting
an operator of the form “identity+K”, whereK is a singular integral operator, acting
on appropriate boundary function spaces. When the domain is of class C1, it has
been observed that the operator K is compact on the Lebesgue scale Lp, first in [FJR]
for the case of the Laplace operator, then sortly thereafter in [FaRi] for the case of
the heat operator. For domains whose boundary is only Lipschitz, K may fail to
be compact and this creates difficulties of a fundamental nature. In the case of the
Laplacian these have been overcome by G.Verchota in [Ver1] and B.Dahlberg and
C.Kenig in [DaKe].
In 1990 R.Brown ([Bro2]) was able to adapt this analysis to the case of the ini-
tial Dirichlet and Neumann boundary problems for the heat equation in Lipschitz
cylinders, with zero initial data. The key ingredient in Brown’s approach was es-
tablishing the invertibility of the appropriate caloric boundary layer potentials on
Sobolev spaces with an integer amount of smoothness. In the case of the Neumann
problem, the boundary datum is taken from Lp(∂Ω × (0, T )) for 1 < p ≤ 2. When
considering the initial Dirichlet problem, the lateral datum belongs to the space
Lp1(∂Ω× (0, T )) of functions having one spatial gradient and half of a time derivative
in Lp(∂Ω× (0, T )) for 1 < p ≤ 2.
The inhomogeneous Dirichlet problem for the elliptic case, in bounded Lipschitz
domains was studied in 1995 by D. Jerison and C.Kenig ([JeKe]), via harmonic mea-
sure techniques, emphasizing the difference between smooth domains and domains
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having only a Lipschitz boundary. The optimal range of solvability and smoothness
of the solution of {
∆u = f in Ω,
Tru = 0 on ∂Ω,
and {
∆u = 0 in Ω,
Tru = g on ∂Ω,
is presented, where f and g is allowed to have fractional order of smoothness.
A natural continuation of the work in [JeKe] is presented by E. Fabes, O.Mendez
and M.Mitrea in [FMM], where Poisson’s equation is considered for the Laplacian,
with data in Sobolev-Besov spaces. The main results are establishing the invert-
ibility of boundary layer potential operators on the Sobolev-Besov scale for optimal
ranges of indices. It is also shown that the (inhomogeneous) Laplace equation with
Dirichlet and Neumann boundary conditions can be treated via single and double
layer potentials.
Other, more recent, related developments can be found in Communications of
Partial Differential Equations ([Mit2]), where M.Mitrea studies variable coefficient
parabolic systems in nonsmooth cylinders, and in the Illinois Juornal of Mathematics
([HLM]), where S.Hofmann, J. Lewis and M.Mitrea consider transmission initial
boundary value problems in nonsmooth domains.
As we have seen, a lot of work has been done in particular for data in Lebesgue
and Sobolev spaces (the latter with an integer amount of smoothness). This work
aims to generalize and bring together all the previously mentioned major results in
such a way that the earlier results appear as special limiting cases of our theory.
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The main results of this present work are establishing well-posedness of the Pois-
son problem for the heat operator with Dirichlet and Neumann boundary conditions,
when the boundary datum has a fractional amount of smoothness (Theorems 8.1.1
and 8.2.1). The solutions can be represented as a double layer potential, in the
Dirichlet case, and as a single layer potential, in the Neumann case. Also, there is a
precise correlation between the smoothness of the solution and that of the boundary
data.
Chapter 1 contains basic definitions, notation needed throughout the dissertation.
We also discuss isotropic function spaces, Fourier transforms and multipliers, the
real and complex interpolation methods, as well as parabolic sequence spaces and
envelopes of (isotropic) Hardy spaces.
In Chapter 2 we introduce and study the anisotropic function spaces, where the
anisotropy is dictated by the heat operator. More precisely, in the Littlewood-Paley
characterization of anisotropic Besov and Triebel-Lizorkin spaces we replace the usual
norm by the parabolic norm ‖(x, t)‖par := (|x|2 + |t|)1/2 for x ∈ Rn and t ∈ R. Then
the parabolic Besov scale is well-suited for measuring smoothness. One of the most
impotrant properties of the diagonal Besov scale Bp,pα,par ≡ Bpα,par is Fubini’s property
(Proposition 2.1.19), which allows us to decompose the amount of smoothness sep-
arately in time and space. This is used in obtaining an intrinsic characterization of
Bpα,par(Rn×R), whose proper isotropic analogue can be found on p. 189 in [Tri4]. Sev-
eral real and complex interpolation results are presented when the underlying space
is the interior of a Lipschitz cylinder or its lateral boundary. The key ingredient in
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the first case is finding a well-suited extension operator from the interior of the cylin-
der Ω× I to Rn ×R, where Ω is a Lipschitz domain in Rn and I ⊆ R is an interval.
We also describe the atomic decompositions of (homogeneous and inhomogeneous)
parabolic Besov and Hardy spaces defined on the lateral side of a Lipschitz cylinder
∂Ω× I. Finally, dulaity results for the anisotropic Besov and Triebel-Lizorkin scale
are presented, as well as envelopes of parabolic Hardy spaces.
The novelty of Chapter 3 is the construction of parabolic function spaces with
built-in initial conditions. More precisely, for 1 < p, q < ∞, α ∈ R \ {0}, and
a Lipschitz domain Ω in Rn, 0 < T < ∞, we define (cf. Definition 3.1.5 and
Remark 3.1.6)
0B
p,q
α,par(Ω× (0, T )) :=
{
F |Ω×(−∞,T ) : F ∈ Bp,qα,par(Rn × R), suppF ⊆ Rn × [0,∞)
}
,
0Bp,qα,par(Ω× (0, T )) :=
{
F |Ω×(0,∞) : F ∈ Bp,qα,par(Rn × R), suppF ⊆ Rn × (−∞, T ]
}
,
and
zB
p,q
α,par(Ω× (0, T )) :=
{
F |Rn×(−∞,T ) : F ∈ Bp,qα,par(Rn × R),
suppF ⊆ (Ω× [0,∞)) ∪ (Rn × [T,∞))} .
One of the main duality results of this chapter is Theorem 3.1.11, which states that,
under the same assumptions as above,
(
0Bp,qα,par(Ω× (0, T ))
)∗
= zB
p′,q′
−α,parΩ× (0, T )).
With regard to the lateral side of a Lipschitz cylinder, ∂Ω× (0, T ), for 1 < p, q <∞
and α ∈ (−1, 1) \ {0}, we define
0B
p,q
α,par(∂Ω×(0, T )) :=
{
F |∂Ω×(−∞,T ) : F ∈ Bp,qα,par(∂Ω× R), suppF ⊆ ∂Ω× [0,∞)
}
,
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0Bp,qα,par(∂Ω×(0, T )) :=
{
F |∂Ω×(0,∞) : F ∈ Bp,qα,par(∂Ω× R), suppF ⊆ ∂Ω× (−∞, T ]
}
.
A remarkable duality property of these spaces is the following:
(
0B
p,q
α,par(∂Ω× (0, T ))
)∗
= 0Bp
′,q′
−α,par(∂Ω× (0, T )),
where 1 < p, q <∞, α ∈ (−1, 1)\{0}, and p, p′, as well as q, q′ are conjugate indices,
i.e. 1/p+ 1/p′ = 1 and 1/q + 1/q′ = 1.
Chapter 4 deals with the mapping properties of the double layer heat potential,
which is defined by
Df(x, t) :=
∫
∂Ω×R
∂νy [E(x− y, t− s)]f(y, s) dσy ds, (1.1.5)
where (x, t) ∈ (Rn \∂Ω)×R and dσ is the canonical surface measure on ∂Ω. First we
treat the two endpoint cases separately, namely p = 1 in Theorem 4.1.2 and p =∞
in Theorem 4.1.4. Then the idea is to use the real interpolation method to obtain
the most general result:
Consider a bounded Lipschitz domain Ω in Rn, 0 < T <∞ and indices 0 < α < 1
and 1 < p ≤ ∞ such that (α, 1
p
) belongs to the interior of OABCDE in the following
diagram.
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Then
D : 0Bpα,par(∂Ω× (0, T )) −→ 0Bpα+ 1
p
,par
(Ω× (0, T ))
is bounded.
Similarly, in Chapter 5 we present the mapping properties of the single layer heat
potential, which is defined, for (x, t) ∈ (Rn \ ∂Ω)× R, by
Sf(x, t) :=
∫
∂Ω×R
E(x− y, t− s)f(y, s) dσy ds.
Interpolating, this time by the complex method, between the endpoint cases p = 1
(Theorem 5.1.9) and p =∞ (Theorem 5.1.10), the final conclusion of this chapter is
the following:
Let Ω be a bounded Lipschitz domain in Rn, 0 < T < ∞, and 1 < p < ∞,
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0 < α < 1, the caloric single layer potential operator
S : 0Bp−α,par(∂Ω× (0, T )) −→ 0Bp1−α+1/p,par(Ω× (0, T ))
is bounded.
In Chapter 6 we study the invertibility of boundary layer operators on Besov
spaces with fractional amount of smoothness. Similar results were obtained in [Bro2]
for integer order of smoothness, i.e. for Lp(∂Ω×(0, T )) and Lp1(∂Ω×(0, T )). The main
result of this chapter is that for a bounded Lipschitz domain Ω ⊂ Rn, 0 < T <∞, and
indices α (representing smoothness), p (representing integrability) such that (α, 1
p
)
belongs to the interior of the hexagon OABCDE, the operators
±1
2
I +K : 0B
p
α,par(∂Ω× (0, T )) ∼−→ 0Bpα,par(∂Ω× (0, T ))
are invertible. Here I represents the identity operator and for a boundary point
(x, t) ∈ ∂Ω× R,
Kf(x, t) := p.v.
∫
∂Ω×R
∂νy [E(x− y, t− s)]f(y, s) dσy ds, (1.1.6)
where p.v. indicates that the above integral is taken in the principal value sense.
Also, if K ′ is introduced as in [Bro2], i.e. K ′ = R◦K∗ ◦R, where K∗ is the formal
adjoint of K, and R is the reflection operator in time, then
±1
2
I +K ′ : 0B
p
−α,par(∂Ω× (0, T )) ∼−→ 0Bp−α,par(∂Ω× (0, T ))
are invertible for (α, 1 − 1
p
) in the interior of OABCDE, which is the proper range
of solvability of the Neumann problem.
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Chapter 7 deals with the mapping properties of the boundary trace operator
and the definition of the normal derivative, as well as with the caloric Newtonian
potential. The trace operator is originaly given in the nontangential limit sense, i.e.
for almost every (x, t) ∈ ∂Ω× R,
Tru(x, t) = u|∂Ω×R(x, t) := lim
(y,s)→(x,t)
(y,s)∈Γ(x,t)
u(y, s), (1.1.7)
where Γ(x, t) is a nontangential cone at the boundary point (x, t) as in (1.2.8).
According to Theorem 7.1.2,
Tr : 0B
p
α,par(Ω× (0, T )) −→ 0Bpα− 1
p
,par
(∂Ω× (0, T )) is bounded,
where Ω is a bounded Lipschitz domain in Rn, 0 < T < ∞, and the pair of indices
(α, 1
p
) belongs to a region that contains the hexagon OABCDE.
For u ∈ 0Bp1−α+ 1
p
,par
(Ω× (0, T )) we define the normal derivative of u as a linear
functional, i.e.
∂νu ∈ 0Bp−α,par(∂Ω× (0, T )) =
(
0Bp
′
α,par(∂Ω× (0, T ))
)∗
, 1
p
+ 1
p′ = 1.
The actual definition depends on the interval α+ 1
p
belongs to (see Definition 7.2.3).
The parabolic Newtonian potential is defined by formal convolution with the
fundamental solution of the heat operator (Definition 7.3.1), i.e. for (x, t) ∈ Rn×R,
(Πparf)(x, t); =
∫
Rn×R
E(x− y, t− s)f(y, s) dy ds.
When smoothness is measured on Lp-based spaces, the (parabolic) Newtonian po-
tential has a smoothing effect of order 2 (Theorem 7.3.13).
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Finally, the inhomogeneous Poisson problem for the heat operator (and for the
adjoint heat operator) with Dirichlet and Neumann boundary conditions are formu-
lated and solved in Chapter 8. More specifically, one of the main results of this work
is the following.
Theorem 8.1.1. For each bounded Lipschitz domain Ω in Rn there exists some
small constant ε > 0 with the following significance. Let 0 < T < ∞ and assume
that the indices 1 < p < ∞ and 0 < α < 1 are such that the point with coordinates
(α, 1
p
) belongs to the interior of the hexagon OABCDE. Then there exists a unique
solution u ∈ 0Bpα+ 1
p
,par
(Ω× (0, T )) to the problem
(PD)
{
(∂t −∆)u = f ∈ 0Bpα+ 1
p
−2,par(Ω× (0, T )),
u|∂Ω×(0,T ) = g ∈ 0Bpα,par(∂Ω× (0, T )).
Furthermore, there is an integral representation of the solution and
‖u‖
0B
p
α+1p ,par
(Ω×(0,T )) ≤ c (‖f‖0Bp
α+1p−2,par
(Ω×(0,T )) + ‖g‖0Bpα,par(∂Ω×(0,T ))).
In particular, we shall prove that the solution u can be represented in the following
form:
u = Πparf +D
[(
1
2
I +K
)−1
(g − Tr (Πparf))
]
.
The other main result of this chapter (and dissertation) is as follows.
Theorem 8.2.1. Given a bounded Lipschitz domain Ω in Rn, there exists ε > 0
such that if 0 < T < ∞ and 1 < p <∞, 0 < α < 1 with the property that the point
with coordinates (α, 1 − 1
p
) belongs to the interior of the hexagon OABCDE, then
there exists a unique solution u ∈ 0Bp1−α+ 1
p
,par
(Ω× (0, T )) to the problem
(PN)
{
(∂t −∆)u = f |Ω×(0,T ), f ∈ zBp−1−α+ 1
p
, par
(Ω× (0, T )),
∂νu = g ∈ 0Bp−α, par(∂Ω× (0, T )).
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In addition, u can be represented in terms of caloric layer potentials and
‖u‖
0B
p
1−α+1p ,par
(Ω×(0,T )) ≤ c (‖f‖zBp−1−α+1p , par(Ω×(0,T )) + ‖g‖0B
p
−α, par(∂Ω×(0,T ))).
Generally, ∂νu is understood as the normal derivative of u, relative to the extension
Ext((∂t −∆)u) of (∂t −∆)u. In Theorem 8.3.1, ∂νu means the normal derivative of
u, relative to the functional (∂t −∆)u = f .
We shall prove that the solution of (PN) can be represented in the form
u = Πparf + S
[
(−1
2
I +K ′)−1(g − ∂ν(Πparf, f))
]
.
The proper analogue of these theorems for the adjoint heat operator are formu-
lated in Theorems 8.1.2 and 8.2.2.
1.2 Basic definitions, notation and preliminary re-
sults
1.2.1 Notation and basic conventions
N = {1, 2, . . .}, N0 = N ∪ {0}, Z = {. . . ,−2,−1, 0, 1, 2, . . .},
C = the complex plane,
Rn = the n-dimensional Euclidean space,
z¯ = the complex conjugate of z,
|x| =
√
x21 + . . .+ x
2
n for x ∈ Rn,
[a] = the integer part of a ∈ R,
(a)+ := max{a, 0},
sign(a) :=

−1 for a < 0,
0 for a = 0,
1 for a > 0,
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⊕ = direct sum,
∂Ω = the boundary of Ω,
A = the closure of a set A,
Ac = the complement of a set A,
|A| = the volume of the set A,
χA = the characteristic function of the set A,
supp f = support of f ,
(f ∗ g)(x) := ∫Rn f(y)g(x− y)dy = convolution of f with g, (x ∈ Rn),
C∞(Rn) = class of infinitely differentiable functions on Rn,
C∞c (Rn) = class of infinitely differentiable, compactly supported functions on Rn,
I represents the identity operator unless otherwise noted,
−∫
A
f(x) dx := 1|A|
∫
A
f(x) dx = average of f over the set A,
T ∗ denotes the adjoint of the operator T ,
↪→ stands for continuous embedding, i.e. A1 ↪→ A2 if and only if there exists a
positive finite constant such that ‖a‖A1 ≤ c ‖a‖A2 for all a ∈ A1.
Given two Banach spaces X and Y , the space of bounded linear operators from
X to Y is denoted by L(X,Y ). By X∗ we denote the dual of the Banach space X.
The duality pairing between f ∈ X∗ and g ∈ X is denoted by 〈f, g〉X∗,X or 〈f, g〉.
Given an operator M ∈ L(X,Y ), its adjoint is denoted by M∗.
Let U and V be open subsets of Rn. If U ⊂ U ⊂ V and U is compact, then we
write U ⊂⊂ V and say that U is compactly contained in V .
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For any muiltiindex α = (α1, . . . , αn) ∈ Nn0 and x ∈ Rn, |α| := α1 + . . .+ αn,
xα := xα11 . . . x
αn
n , ∂
α
x := ∂
α1
x1
. . . ∂αnxn .
By `p, 1 ≤ p ≤ ∞, we denote the colletion of all sequences s = {sj}∞j=1 of real (or
complex) numbers such that
‖s‖`p :=

( ∞∑
j=1
|sj|p
) 1
p
<∞, if 1 ≤ p <∞,
sup
j∈N0
|sj| <∞, if p =∞.
For (x, t) ∈ Rn × R, the parabolic norm of (x, t) is defined by
‖(x, t)‖par := (|x|2 + |t|)1/2.
Throughout this dissertation S stands for the Schwartz class of rapidly decreasing
functions and S′, its dual, represents the space of tempered distributions. D′ and E ′
will denote, respectively, the class of distributions and the class of distributions with
compact support. We let c and C denote finite positive constants which may vary
from one occurence to another. By A ≈ B we mean that c ≤ A/B ≤ C.
1.2.2 Lipschitz domain
An open set Ω ⊂ Rn is called a Lipschitz domain if for each x∗ ∈ ∂Ω there exists a
rectangular coordinate system, (x′, xn), x′ ∈ Rn−1, xn ∈ R, assumed to be a rotation
and translation of the standard rectangular coordinates for Rn, a neighborhood of
x∗, U ≡ U(x∗) ⊂ Rn, and a function ϕ ≡ ϕx∗ : Rn−1 → R such that
(i) |ϕ(x′)− ϕ(y′)| ≤ Cx∗ |x′ − y′| for all x′, y′ ∈ Rn−1, Cx∗ <∞,
(ii) U ∩ Ω = {(x′, xn) : xn > ϕ(x′)} ∩ U .
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Let Ω ⊂ Rn, n ≥ 2, be a bounded Lipschitz domain with boundary ∂Ω. By a
cylinder, Z(x, r), we mean an open, right circular, doubly truncated cylinded centered
at x ∈ Rn with radius r. A coordinate cylinder for Ω, Z = Z(x∗, r), x∗ ∈ ∂Ω,
will be defined by the following properties. First, the bases of Z are some positive
distance from ∂Ω. Second, there exists a rectangular coordinate system for Rn,
(x′, xn), x ∈ Rn−1, xn ∈ R, with the xn-axis containing the axis of Z, and there exists
an associated function ϕ = ϕZ : Rn−1 → R that is Lipschitz, i.e. |ϕ(x′) − ϕ(y′)| ≤
c |x′ − y′|, c = cZ <∞, for all x′, y′ ∈ Rn−1 and satisfies
(i) Z ∩ Ω = Z ∩ {(x′, xn) : xn > ϕ(x′)},
(ii) x∗ = (0, ϕ(0)).
The pair (Z,ϕ) will be called a coordinate pair. In addition we will occasionally
write Ze = Z \ Ω and Zi = Z ∩ Ω and call these the exterior and interior cylinders,
respectively. For any positive number t, tZ(x, r) will denote the cylinder {z ∈ Rn :
x+ (z − x)/t ∈ Z}, i.e. the dilation of Z about x by a factor of t.
By compactness, it is possible to cover ∂Ω with a finite number of coordinate
cylinders Z1, . . . , ZN . Furthermore, it is possible and often convenient to do this
in such a way that for each Zj there is a coordinate pair (Z
∗
j , ϕj) with Z
∗
j = tjZj,
where tj is some sufficiently large positive number. For example, it can be useful to
take tj > 10(1 + ‖∇ϕj‖2L∞(Rn−1))1/2, for 1 ≤ j ≤ N . Whenever we cover ∂Ω with
coordinate cylinders we will also assume that the coordinate cylinders Z∗ exist. Note
that ϕj may be taken to have compact support in Rn−1.
For a Lipschitz domain Ω, there exists a numberM <∞, so that for any covering
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of ∂Ω with coordinate pairs (Zj, ϕj), the ϕj’s have Lipschitz constants less then or
equal to M . The smallest such number is called the Lipschitz constant for Ω.
By a cone we mean an open, circular, doubly truncated cone with two non-empty,
convex components. If x ∈ ∂Ω, Γ(x) will denote a cone with vertex at x and one
component in Ω and the other in Rn\Ω. The component interior to Ω will be denoted
by Γi(x) and the component exterior to Ω will be denoted by Γe(x). Assigning one
cone, Γ(x), to each x ∈ ∂Ω, we call the resulting family, {Γ(x) : x ∈ ∂Ω}, regular if
there is a finite covering of ∂Ω by coordinate pairs (Z,ϕ), as described above, such
that for each (Z, ϕ) there are three cones, Γ1, Γ2, and Γ3, each with vertex at the
origin and axis along the axis of Z enjoying the following properties:
Γ1 ⊂ Γ2 \ {0} ⊂ Γ3,
and for all (x′, ϕ(x′)) = x ∈ 4
5
Z∗ ∩ ∂Ω, where x′ ∈ Rn−1,
Γ1 + x ⊂ Γ(x) ⊂ Γ(x) \ {x} ⊂ Γ2 + x,
(Γ3 + x)i ⊂ Ω ∩ Z∗, and (Γ3 + x)e ⊂ Z∗ \ Ω.
A basic observation is that for any bounded Lipschitz domain Ω ⊂ Rn there exists
a regular family of cones {Γ} as described above. See [Ver1].
Remark 1.2.1. For the applications we have in mind, we are going to use the
following approach. For any bounded Lipschitz domain Ω ⊂ Rn there exist Vi (i =
1, . . . , N , N finite) open, bounded subsets of Rn such that ∂Ω ⊆ ∪Ni=1Vi, and there
are, in some coordinate system, Lipschitz graphs ∂Ωi with Vi ∩ ∂Ω ⊂⊂ ∂Ωi ∩ ∂Ω.
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Also, there exists a finite partition of unity ψi ∈ C∞c (Vi) (i.e.
∑N
i=1 ψi = 1) on ∂Ω
such that suppψi ⊆ Vi. The above mentioned coordinate system is obtained from the
standard one via translation and rotation.
We next introduce the parabolic approach (cone-like) regions to the lateral bound-
ary of Ω± × I, where Ω+ := Ω is a Lipschitz domain in Rn, Ω− := Rn \ Ω, and I is
an interval in R. Fix some κ = κ(∂Ω, I) > 1, sufficiently large. Then for a boundary
point (x, t) ∈ ∂Ω× I these regions, lying in Ω+ × I and Ω− × I, respectively, are:
Γ±(x, t) := {(y, s) ∈ Ω± × I : dist((x, t), (y, s)) < κ dist((y, s), ∂Ω× I)} . (1.2.8)
For an arbitrary function u : Ω± × I → R we define the parabolic non-tangential
maximal operator N by
N (u)(x, t) := sup
(y,s)∈Γ±(x,t)
|u(y, s)|, (x, t) ∈ ∂Ω× I. (1.2.9)
The non-tangential restrictions to the boundary are defined as
u |∂Ω×I (x, t) := lim
(y,s)→(x,t)
(y,s)∈Γ±(x,t)
u(y, s), for a.e. (x, t) ∈ ∂Ω× I, (1.2.10)
the choice of the sign depending on whether the function u is defined in Ω+ × I or
Ω− × I. Similarly, for the normal derivative of u, ∂νu we set
∂νu(x, t) := ν(x) ·
(
lim
(y,s)→(x,t)
(y,s)∈Γ±(x,t)
(∇u)(y, s)
)
, for a.e. (x, t) ∈ ∂Ω× I, (1.2.11)
where ν is the outward unit normal to Ω. Also, ∇tan := ∇− ν∂ν and dσ will denote
the tangential gradient and the canonical surface measure, respectively, on ∂Ω.
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1.2.3 Estimates for the caloric fundamental solution
Denote by E(x, t) the fundamental solution of the heat operator
∂t −∆ := ∂t −
n∑
i=1
∂2
∂x2i
(1.2.12)
in Rn × R, i.e.
E(x, t) :=
1
(4pit)n/2
exp
{−|x|2
4t
}
χ(0,∞)(t), x ∈ Rn, t ∈ R.
Proposition 1.2.2. For every multiindex α = (α1, . . . , αn) and every k ∈ N0 there
exists a constant cn,k,α such that
|∂kt ∂αxE(x, t)| ≤
cn,k,α
(|x|2 + |t|)(n+|α|+2k)/2 (1.2.13)
uniformly for (x, t) ∈ Rn × R.
Proof. We first claim that for every k ∈ N0 there exist constants {cn,k,j}j such that
∂kt E(x, t) = E(x, t)
2k∑
j=k
cn,k,j
|x|2(j−k)
tj
, (x, t) ∈ Rn × R. (1.2.14)
In order to show (1.2.14) we proceed by induction and note that for k = 0 there
is nothing to prove. Next, assume that (1.2.14) holds for some k ∈ N0. Then
differentiating the identity (1.2.14) with respect to time gives
∂t(∂
k
t E(x, t)) = E(x, t)
(
2k∑
j=k
cn,k,j
|x|2(j−k)
tj+1
+
2k∑
j=k
cn,k,j
|x|2(j−k+1)
tj+2
)
= E(x, t)
(
2k+1∑
l=k+1
cn,k,l
|x|2[l−(k+1)]
tl
+
2k+2∑
m=k+2
cn,k,m
|x|2[m−(k+1)]
tm
)
= E(x, t)
2k+2∑
l=k+1
cn,k,l
|x|2[l−(k+1)]
tl
.
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Thus, by induction, (1.2.14) holds for any k ∈ N0. Our second claim is that for any
α ∈ Nn0 there are constants {cn,α,β,j}j,β such that
∂αxE(x, t) = E(x, t)
|α|∑
j=[ |α|+12 ]
∑
|β|=2j−|α|
cn,α,β,j
xβ
tj
. (1.2.15)
To prove (1.2.15) first observe that if |α| = 0, then (1.2.15) naturally holds. Second,
assume (1.2.15) holds for some α ∈ Nn0 . Then, differentiating (1.2.15) with respect
to xi, 1 ≤ i ≤ n, we get
∂xi(∂
α
xE(x, t))
= E(x, t)
 |α|∑
j=[ |α|+22 ]
∑
|β|=2j−(|α|+1)
cn,α,β,j
xβ
tj
+
|α|∑
j=[ |α|+12 ]
∑
|β|=2j−|α|
cn,α,β,j
xβ+1
tj+1

= E(x, t)
 |α|∑
j=[ |α|+22 ]
∑
|β|=2j−(|α|+1)
cn,α,β,j
xβ
tj
+
|α|+1∑
s=[ |α|+12 ]+1
∑
|γ|=2s−(|α|+1)
cn,α,γ,s
xγ
ts

= E(x, t)
|α|+1∑
j=[ |α|+22 ]
∑
|β|=2j−(|α|+1)
cn,α,β,j
xβ
tj
.
Hence, by induction, (1.2.15) holds for any multiindex α.
Consequently, for k ∈ N0 and α ∈ Nn0 , applying ∂kt to (1.2.15) and writing out
the result using Leibnitz’s formula, we obtain that
∂kt ∂
α
xE(x, t) =
k∑
l=0
∂ltE(x, t) ∂k−lt
 |α|∑
j=[ |α|+12 ]
∑
|β|=2j−|α|
cn,α,β,j
xβ
tj


= E(x, t)
k∑
l=0
(
2l∑
r=l
cn,r,l
|x|2(r−l)
tr
) |α|∑
j=[ |α|+12 ]
∑
|β|=2j−|α|
cn,α,β,j
xβ
tj+k−l

= E(x, t)
k∑
l=0
2l∑
r=l
|α|∑
j=[ |α|+12 ]
∑
|β|=2j−|α|
∑
|δ|=2r−2l+|β|
cn,α,δ,β,j,r,l
xδ
tr+j+k−l
.
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Note that 0 ≤ r − l ≤ l. Moreover, if q := r + j + k − l, then the above identity can
be rewritten in the form
∂kt ∂
α
xE(x, t) = E(x, t)
|α|+2k∑
q=[ |α|+12 ]+k
∑
|δ|=2q−2k−|α|
cn,k,α,δ,q
xδ
tq
. (1.2.16)
Having justified (1.2.16), we now turn out attention to the task of proving (1.2.13).
Granted (1.2.16), in order to show the estimate (1.2.13), it is enough to prove that
|E(x, t)|
|α|+2k∑
q=[ |α|+12 ]+k
cn,k,α,q
(|x|2)q−k− |α|2
tq
≤ Cn,k,α
(|x|2 + t)n2+ |α|2 +k
for x ∈ Rn, t > 0.
This follows, in turn, since obviously (|x|2)q−k− |α|2 (|x|2+ t)n2+ |α|2 +k ≤ (|x|2+ t)q+n2 , as
soon as we prove that
exp
{
−|x|
2
4t
} |α|+2k∑
q=[ |α|+12 ]+k
cn,k,α,q
( |x|2 + t
t
)q+n
2
≤ Cn,k,α (1.2.17)
uniformly for x ∈ Rn and t > 0. Each term in the left-hand side of (1.2.17) can be
handled individually, using the fact that lim
s→∞
(P (s) e−s) = 0 for any polynomial P on
R. Hence the proof of (1.2.13) is complete. ¤
We shall also make use of estimates for partial derivatives of E(x, t) with fractional
order. To state these, recall the fractional time-derivative Dθtime and the fractional
integral operator Iθtime.
Dθtime :=
∂
∂t
I1−θtime, 0 ≤ θ ≤ 1,
where, for f ∈ L1(−∞, T ) which decays fast enough at −∞, and for 0 < θ ≤ 1,
Iθtimef(t) :=
1
Γ(θ)
∫ t
−∞
f(s)
(t− s)1−θ ds.
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In this context Γ is the usual Euler’s gamma function. For θ = 0, I0time is taken to be
the identity operator. In particular, D1time = ∂/∂t, is the ordinary time-derivative.
Proposition 1.2.3. According to Proposition 5.2 of [Mit2], for 0 < θ < 1, α ∈ Nn0 ,
β ∈ N0, we have the following estimates:
|Dθtime∂αx∂βtimeE(x, t)| ≤ cα,β,θ
|t|1−θ
|x|n+2+|α|+2β
(
min
{
1,
|x|2
|t|
})β+2
, (1.2.18)
|Iθtime∂αx∂βtimeE(x, t)| ≤ cα,β,θ
|t|θ
|x|n+|α|+2β
(
min
{
1,
|x|2
|t|
})β+1
. (1.2.19)
1.2.4 Function spaces
Definition 1.2.4. Given U ⊆ Rn and V ⊆ R, we define the space Lip(U × V )
as the collection of all Lipschitz functions f with respect to the parabolic norm, i.e.
functions with the following property: there exists a finite positive constant c such
that
|f(x, t)− f(y, s)| ≤ c (|x− y|+ |t− s|1/2)
for every x, y ∈ U and t, s ∈ V .
Definition 1.2.5. For a measure space (Ω, dµ), a Banach space X and 0 < p ≤ ∞
we define
Lp(Ω;X) := {f : Ω→ X : ‖f‖Lp(Ω;X) <∞},
where, for 0 < p <∞,
‖f‖Lp(Ω;X) :=
(∫
Ω
‖f(x)‖pX dµx
)1/p
,
and, for p =∞,
‖f‖L∞(Ω;X) := sup
x∈Rn
‖f(x)‖X .
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Note that in particular, when Ω = Rn and dµ is the Lebesgue measure dx, then
Definition 1.2.5 gives the usual Lebegue space defined as
Lp(Rn) := {f : Rn → R : ‖f‖Lp(Rn) <∞},
where, for 0 < p <∞,
‖f‖Lp(Rn) :=
(∫
Rn
|f(x)|p dx
)1/p
,
and, for p =∞,
‖f‖L∞(Rn) := ess supx∈Rn|f(x)|.
Definition 1.2.6. For a measure space (Ω, dµ), a Banach space X and 0 < p ≤ ∞,
0 < α < 1 we define
Bpα(Ω;X) := {f : Ω→ X : ‖f‖Bpα(Ω;X) <∞},
where, for 0 < p <∞,
‖f‖Bpα(Ω;X) := ‖f‖Lp(Ω;X) +
(∫
Ω
∫
Ω
‖f(x)− f(y)‖pX
|x− y|n+αp dµx dµy
)1/p
,
and, for p =∞,
‖f‖B∞α (Ω;X) := ‖f‖L∞(Ω;X) + sup
x,y∈Rn
x6=y
‖f(x)− f(y)‖X
|x− y|α .
Remark 1.2.7. For 1 ≤ p <∞ and 0 < α < 1 we have
Bpα(Rn;Lp(R)) = Lp(R;Bpα(Rn)).
Proof. We first observe that by definition, f belongs to Bpα(Rn;Lp(R)) if and only if
‖f‖Lp(Rn×R) <∞ and
∫
Rn
∫
Rn
∫
R
|f(x, t)− f(y, t)|pdt
|x− y|n+αp dx dy <∞. (1.2.20)
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Onthe other hand, by definition,
f ∈ Lp(R;Bpα(Rn))⇐⇒
∫
R
‖f(·, t)‖p
Bpα(Rn) dt <∞. (1.2.21)
Since (1.2.20) and (1.2.21) are equivalent with each other, the proof of the remark is
complete. ¤
Next we give a Littlewood-Paley type definition of the (isotropic) Besov and
Triebel-Lizorkin spaces (cf. p. 45 of [Tri4]). Fix ϕ0 ∈ C∞(Rn) such that ϕ0(x) = 1 if
|x| ≤ 1 and supp ϕ0 ⊂ {x ∈ Rn : |x| ≤ 2}. Then introduce
ϕj(x) := ϕ0(2
−jx)− ϕ0(2−j+1x), x ∈ Rn, j ∈ N.
It follows that {ϕj}∞j=0 is a partition of unity, i.e.
∞∑
j=0
ϕj(x) = 1 for x ∈ Rn.
Definition 1.2.8. For 0 < p, q ≤ ∞, α ∈ R, define
Bp,qα (Rn) :=
{
f ∈ S′(Rn) : ‖f‖Bp,qα (Rn) :=
( ∞∑
j=0
2jαq‖F−1(ϕjFf)‖qLp(Rn)
)1/q
<∞
}
and, for p 6=∞,
F p,qα (Rn) :=
{
f ∈ S′(Rn) : ‖f‖F p,qα (Rn) :=
∥∥∥( ∞∑
j=0
2jαq|F−1(ϕjFf)|q
)1/q∥∥∥
Lp(Rn)
<∞
}
with the usual modification if q =∞, i.e.
Bp,∞α (Rn) :=
{
f ∈ S′(Rn) : ‖f‖Bp,∞α (Rn) := sup
j∈N0
[
2jα‖F−1(ϕjFf)‖Lp(Rn)
]
<∞
}
and, for p 6=∞,
F p,∞α (Rn) :=
{
f ∈ S′(Rn) : ‖f‖F p,∞α (Rn) :=
∥∥∥ sup
j∈N0
(
2jα|F−1(ϕjFf)|
) ∥∥∥
Lp(Rn)
<∞
}
.
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Note that different choices of ϕ0 yield the same function spaces with equivalent
norms. For this, we refer the reader to Proposition 1 in 2.3.2 of [Tri4].
As is well known (see, e.g. Theorem on p. 48 and Proposition 2 on p. 47 in [Tri4]),
for 0 < p, q ≤ ∞, α ∈ R the spaces Bp,qα (Rn) and F p,qα (Rn) (p 6= ∞ for the F -scale)
are complete, for p, q ≥ 1 they are Banach spaces, and in general
S(Rn) ↪→ Bp,qα (Rn) ↪→ S′(Rn), (1.2.22)
S(Rn) ↪→ F p,qα (Rn) ↪→ S′(Rn) if p 6=∞ (1.2.23)
are continuous, while the first inclusions in (1.2.22) and (1.2.23) are dense provided
0 < p, q <∞. Moreover, the following simple embedding results hold for 0 < p ≤ ∞
(p 6=∞ for the Triebel-Lizorkin scale) and α, α0, α1 ∈ R.
Bp,q0α (Rn) ↪→ Bp,q1α (Rn), F p,q0α (Rn) ↪→ F p,q1α (Rn) for 0 < q0 ≤ q1 ≤ ∞, (1.2.24)
Bp,qα0 (R
n) ↪→ Bp,rα1 (Rn), F p,qα0 (Rn) ↪→ F p,rα1 (Rn) for α0 > α1, 0 < q, r ≤ ∞, (1.2.25)
Bp,min{p,q}α (Rn) ↪→ F p,qα (Rn) ↪→ Bp,max{p,q}α (Rn), 0 < q ≤ ∞. (1.2.26)
In order to simplify the notation, we will write Bpα in place of B
p,p
α for 0 < p ≤ ∞
and α ∈ R.
Proposition 1.2.9. (Part (i) of Definition in 2.5.13 of [Tri4])
Let 0 < p ≤ ∞ and α > n
(
1
min(p,1)
− 1
)
. Then Bpα(Rn) satisfies the Fubini property,
i.e.
n∑
j=1
∥∥‖f(x1, . . . , xj−1, ·, xj+1, . . . , xn)‖Bpα(R)∥∥Lp(Rn−1)
is an equivalent quasi-norm in Bpα(Rn).
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Definition 1.2.10. For 1 < p < ∞ and α ∈ R we define the (isotropic) Sobolev
spaces as
Lpα(Rn) := F p,2α (Rn).
As on p. 333 in [Gri2], for 1 ≤ p ≤ ∞, k ∈ N0 and a Banach space X, the space
Lpk(R;X) is defined as
Lpk(R;X) :=
{
f ∈ Lp(R;X) : d
j
dtj
f ∈ Lp(R;X), 1 ≤ i ≤ k
}
. (1.2.27)
Next, for 1 ≤ p ≤ ∞, α /∈ N, α > 0 and a Banach space X, we define
Lpα(R;X) :=
[
Lpk(R;X), L
p
k+1(R;X)
]
θ
, (1.2.28)
where [·, ·]θ denotes the complex interpolation method, k := [α], 0 < θ < 1 and
α = k + θ.
Proposition 1.2.11. For 1 < p <∞ and α > 0, there holds
Lpα(R;Lp(Rn)) = Lp(Rn;Lpα(R)).
Proof. For α ∈ N0 there is nothing to prove. When α > 0 is not an integer, by
(1.2.28) and the result of this proposition for integer α, we obtain that
Lpα(R;Lp(Rn)) =
[
Lp(Rn;Lpk(R)), L
p(Rn;Lpk+1(R))
]
θ
= Lp
(
Rn;
[
Lpk(R), L
p
k+1(R)
]
θ
)
= Lp(Rn;Lpα(R)),
where α = k + θ and 0 < θ < 1. Here we have also used Theorems 5.1.2 and 6.4.5
from [BeLo¨]. ¤
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1.2.5 Review of Fourier transform
Given f ∈ S(Rn), we define its Fourier transform by
Ff(ξ) = fˆ(ξ) := 1
(2pi)n/2
∫
Rn
e−i x·ξf(x) dx, ξ ∈ Rn, (1.2.29)
and its invers Fourier transform by
F−1f(ξ) = fˇ(ξ) := 1
(2pi)n/2
∫
Rn
ei x·ξf(x) dx, ξ ∈ Rn. (1.2.30)
Some of the basic properties of these operators are as follows. For f, g ∈ S(Rn),
1. F(F−1f) = f = F−1(Ff),
2. (Plancherel) ‖f‖L2(Rn) = ‖Ff‖L2(Rn) = ‖F−1f‖L2(Rn),
3. F(∂αf)(ξ) = (i ξ)αFf(ξ), where ξ ∈ Rn, α ∈ Nn0 ,
4. F(f ∗ g) = (2pi)n/2Ff Fg,
5. F(f g) = (2pi)−n/2(Ff ∗ Fg),
6.
∫
Rn f(x) g(x) dx =
∫
Rn Ff(ξ)Fg(ξ) dξ.
Definition 1.2.12. Given f ∈ S(Rn) we define its Fourier transform in the j-th
component (1 ≤ j ≤ n), Fjf , by
(Fjf)(x1, . . . , xj−1, ξ, xj+1, . . . , xn) := 1√
2pi
∫
R
e−i xj ξf(x1, . . . , xj−1, xj, xj+1, . . . , xn)dxj,
where ξ ∈ R.
Proposition 1.2.13. With the above notation we have F = F1 ◦F2 ◦ . . .◦Fn, where
F represents the (global) Fourier transform in Rn, introduced in (1.2.29) .
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Proof. The proof is straightforward. Consider f ∈ S(Rn) and ξ ∈ Rn. Then
(Ff)(ξ) = 1
(2pi)n/2
∫
Rn
n∏
j=1
e−i ξj xjf(x1, . . . , xn) dx1 . . . dxn
=
1√
2pi
∫
R
e−i ξ1 x1
 1√
2pi
∫
R
e−i ξ2 x2
. . .
 1√
2pi
∫
R
e−i ξn xnf(x1, . . . , xn) dxn
. . .
dx2
dx1
= F1(F2(. . . (Fnf) . . .))(ξ1, ξ2, . . . , ξn) = (F1 ◦ F2 ◦ . . . ◦ Fnf)(ξ),
which is what we wanted to show. ¤
Definition 1.2.14. For f ∈ S(Rn × R) define the Fourier transform in the time
variable, Ftime, by
(Ftimef)(x, τ) := 1√
2pi
∫
R
e−i t τf(x, t) dt, x ∈ Rn, τ ∈ R,
and recall from (1.2.29) the definition of the (global) Fourier transform in Rn × R
(Ff)(ξ, τ) := 1
(2pi)(n+1)/2
∫
Rn×R
e−i (x,t)·(ξ,τ)f(x, t) dx dt, ξ ∈ Rn, τ ∈ R.
The corresponding invers Fourier transforms are defined as
(F−1timef)(x, τ) :=
1√
2pi
∫
R
ei t τf(x, t) dt, x ∈ Rn, τ ∈ R,
and
(F−1f)(ξ, τ) := 1
(2pi)(n+1)/2
∫
Rn×R
ei (x,t)·(ξ,τ)f(x, t) dx dt, ξ ∈ Rn τ ∈ R.
A word of warning is in order here. The Fourier transform (1.2.29) on Rn will
be used in the context of distributions in Rn × R. We shall nonetheless continue to
employ the same symbol F . Also, typically, the Fourier variables corresponding to
(x, t) ∈ Rn × R will be denoted by (ξ, τ).
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Definition 1.2.15. Consider f ∈ S(Rn ×R) and θ ∈ R. For x, ξ ∈ Rn and t, τ ∈ R
define the following operators:
(∂θtimef)(x, t) := F−1time
[
(1 + τ 2)θ/2 (Ftimef(x, ·)) (τ)
]
(t), (1.2.31)
(∂θt f)(x, t) := F−1
[
(1 + τ 2)θ/2(Ff)(ξ, τ)] (x, t). (1.2.32)
Proposition 1.2.16. The operators introduced in Definition 1.2.15 are equal in the
sense that for any complex-valued test function ϕ ∈ S(Rn × R), the following holds:∫
Rn×R
(∂θt f)(x, t)ϕ(x, t) dx dt =
∫
Rn×R
(∂θtimef)(x, t)ϕ(x, t) dx dt.
Proof. The proof consists of a direct calculation. According to Definition 1.2.15,
using Parseval’s theorem and Proposition 1.2.13, we have∫
Rn×R
(∂θt f)(x, t)ϕ(x, t) dx dt
=
∫
Rn×R
(1 + τ 2)θ/2(Ff)(ξ, τ) (Fϕ)(ξ, τ) dξ dτ
=
∫
R
(1 + τ 2)θ/2
[ ∫
Rn
F1(. . . (Fn(Ftimef)) . . .)(ξ1, . . . , ξn, τ)
×F1(. . . (Fn(Ftimeϕ)) . . .)(ξ1, . . . , ξn, τ) dξ1 . . . dξn
]
dτ
=
∫
R
(1 + τ 2)θ/2
[∫
Rn
(Ftimef)(x, τ) (Ftimeϕ)(x, τ) dx
]
dτ
=
∫
Rn
∫
R
Ftime
{F−1time [(1 + τ 2)θ/2(Ftimef(x, ·))(τ)] (t)} (τ) (Ftimeϕ)(x, τ) dτ dx
=
∫
Rn×R
(∂θtimef)(x, t)ϕ(x, t) dx dt.
This completes the proof of the proposition. ¤
Proposition 1.2.17. The operator ∂θtime described in (1.2.31) is self-adjoint, i.e.∫
Rn×R
(∂θtimef)(x, t) g(x, t) dx dt =
∫
Rn×R
f(x, t) (∂θtimeg)(x, t) dx dt (1.2.33)
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for any complex-valued functions f, g ∈ S(Rn × R).
Proof. If we denote the left-hand side of (1.2.33) by LHS then, by the identity
already established in Proposition 1.2.16 and Parseval’s theorem, we obtain that
LHS =
∫
Rn×R
(1 + τ 2)θ/2Ff(ξ, τ)Fg(ξ, τ) dξ dτ. (1.2.34)
Using the same ingredients as before, and denoting the right-hand side of (1.2.33)
by RHS, we get the following.
RHS =
∫
Rn×R
f(x, t)F
[
(1 + τ 2)θ/2Fg(−ξ,−τ)
]
(x, t) dx dt
=
∫
Rn×R
F(F−1f)(x, t)F [(1 + τ 2)θ/2(Fg)(−ξ,−τ)](x, t) dx dt
=
∫
Rn×R
F−1f(ξ, τ) (1 + τ 2)θ/2Fg(−ξ,−τ) dξ dτ.
Making the change of variables −ξ = η ∈ Rn and −τ = r ∈ R, we further obtain
that
RHS =
∫
Rn×R
F−1f(−η,−r) (1 + r2)θ/2Fg(η, r) dη dr
=
∫
Rn×R
(1 + r2)θ/2Ff(η, r)Fg(η, r) dη dr.
(1.2.35)
Finally, (1.2.33) follows from (1.2.34) and 1.2.35). ¤
1.2.6 Review of multipliers
Let m be a bounded measurable function on Rn. For f ∈ L2(Rn) ∩ Lp(Rn),
1 < p <∞, one can define the linear transformation Tm by
F(Tmf)(ξ) = m(ξ)Ff(ξ).
We say that m is a multiplier for Lp(Rn), 1 ≤ p ≤ ∞, if f ∈ L2(Rn)∩Lp(Rn) implies
Tmf ∈ Lp(Rn), and ‖Tmf‖Lp(Rn) ≤ c ‖f‖Lp(Rn), with c independent of f .
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Remark 1.2.18. If m1 and m2 are multipliers for L
p(Rn), then their product m1m2
is a multiplier for Lp(Rn) as well.
Theorem 1.2.19. As a consequence of the Marcinkiewicz multiplier theorem, m is
a multiplier for Lp(Rn) (1 < p <∞) if one of the following criteria holds:
sup
|α|≤[n/2]+1, ξ∈Rn
|ξ||α| |Dαξm(ξ)| <∞ (Mihlin, Theorem 2 of [Mih]), (1.2.36)
sup
αi∈{0,1}, ξ∈Rn
|ξαDαξm(ξ)| <∞ (Lizorkin, Theorem 8 in [Liz2]). (1.2.37)
In what follows we shall give several examples of multipliers for Lp(Rn×R), where
1 < p <∞. These multipliers are going to be especially useful for us in Chapter 2.
Examples of multipliers for Lp(Rn × R), 1 < p <∞.
Example 1.
m1(ξ, τ) :=
√|ξ|2 + i τ∑n
j=1 |ξj|+ |τ |1/2
, ξ ∈ Rn, τ ∈ R. (1.2.38)
Proof. Based on Lizorkin’s citerion (1.2.37) we need to prove that
sup
αj,β∈{0,1}
(ξ,τ)∈Rn×R
|ξα11 . . . ξαnn τβ∂α1ξ1 . . . ∂αnξn ∂βτm1(ξ, τ)| <∞.
We consider several separate cases starting with:
Case 1. αj = β = 0 for all j ∈ {1, . . . , n}. Then, using the fact that |
√
z| = √|z|
for any complex number z,
|m1(ξ, τ)| ≤ c (|ξ|
4 + |τ |2)1/4
|ξ|+ |τ |1/2 <∞.
Case 2. αj = 0 for all j ∈ {1, . . . , n}, β = 1. Then
|τ ∂τm1(ξ, τ)| ≤ c |τ |
(|ξ|+ |τ |1/2)(|ξ|4 + |τ |2)1/4 + c
|τ |1/2(|ξ|4 + |τ |2)1/4
(|ξ|+ |τ |1/2)2 <∞.
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Case 3. α1 = 1, αj = 0 for j ∈ {2, . . . , n}, β = 1. Along the same lines as before,
|ξ1τ ∂ξ1∂τm1(ξ, τ)| ≤ c
|τ | |ξ|2
(|ξ|+ |τ |1/2)4 + c
|τ | |ξ|
(|ξ|+ |τ |1/2)3
+ c
|τ |1/2 |ξ|2
(|ξ|+ |τ |1/2)3 + c
|τ |1/2 |ξ|
(|ξ|+ |τ |1/2)2 <∞.
All the other cases are handled in a similar fashion. ¤
Example 2.
m2(ξ, τ) :=
∑n
j=1 |ξj|+ |τ |1/2√|ξ|2 + i τ , ξ ∈ Rn, τ ∈ R. (1.2.39)
Proof. We will show that m2 satisfies
sup
αj,β∈{0,1}
(ξ,τ)∈Rn×R
|ξα11 . . . ξαnn τβ∂α1ξ1 . . . ∂αnξn ∂βτm2(ξ, τ)| <∞.
Case 1. αj = β = 0 for all j ∈ {1, . . . , n}. Then, using the fact that |
√
z| = √|z|
for any complex number z,
|m2(ξ, τ)| ≤ c |ξ|+ |τ |
1/2
(|ξ|4 + |τ |2)1/4 <∞.
Case 2. αj = 0 for all j ∈ {1, . . . , n}, β = 1. Then
|τ ∂τm2(ξ, τ)| ≤ c |τ |
1/2
(|ξ|4 + |τ |2)1/4 + c
|τ |(|ξ|+ |τ |1/2)
(|ξ|4 + |τ |2)3/4 <∞.
Case 3. α1 = 1, αj = 0 for j ∈ {2, . . . , n}, β = 1. Along the same lines as before,
|ξ1τ ∂ξ1∂τm2(ξ, τ)| ≤ c
|τ |1/2 |ξ|2
(|ξ|4 + |τ |2)3/4 + c
|τ | |ξ|
(|ξ|4 + |τ |2)3/4 + c
|τ | |ξ|2
(|ξ|+ |τ |1/2)4 <∞.
The other cases are handled in a similar way. ¤
Example 3.
m3(ξ, τ) :=
(1 + |ξ|4 + τ 2)α/4∑n
j=1(1 + ξ
2
j )
α/2 + (1 + τ 2)α/4
, ξ ∈ Rn, τ ∈ R. (1.2.40)
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Proof. Based on Lizorkin’s criterion (1.2.37) we need to show that
sup
βi,γ∈{0,1}
(ξ,τ)∈Rn×R
|ξβ11 . . . ξβnn τ γ ∂β1ξ1 . . . ∂βnξn ∂γτ m3(ξ, τ)| <∞. (1.2.41)
Case 1. βj = γ = 0 for all j ∈ {1, . . . , n}. The inequality |m3(ξ, τ)| < ∞ is then
equivalent with
1 + |ξ|4 + τ 2 ≤ c
(
n∑
k=1
(1 + ξ2k)
2 + 1 + τ 2
)
,
or, with
|ξ|4 ≤ c (n+ |ξ|2)2 ,
which is certainly true.
Case 2. βj = 0 for all j ∈ {1, . . . , n}, γ = 1. Then |τ ∂τm3(ξ, τ)| <∞ if
(1 + |ξ|4 + τ 2)α/4−1 τ 2∑n
j=1(1 + ξ
2
j )
α/2 + (1 + τ 2)α/4
<∞ (1.2.42)
and
τ 2(1 + τ 2)α/4−1 (1 + |ξ|4 + τ 2)α/4(∑n
j=1(1 + ξ
2
j )
α/2 + (1 + τ 2)α/4
)2 <∞. (1.2.43)
The inequality (1.2.42) can be rewritten in the following form:
m3(ξ, τ)
τ 2
1 + |ξ|4 + τ 2 <∞,
which, based on Case 1, holds. The left-hand side of (1.2.43) is bounded by
(1 + τ 2)α/4 (1 + |ξ|4 + τ 2)α/4(∑n
j=1(1 + ξ
2
j )
α/2 + (1 + τ 2)α/4
)2 ,
which, in turn, is controlled by m3(ξ, τ). Therefore, with the help of Case 1, the
inequality (1.2.43) holds, as well.
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Case 3. β1 = 1, βj = 0 for j ∈ {2, . . . , n}, γ = 1. Then |ξ1τ ∂ξ1∂τm3(ξ, τ)| <∞ if
τ 2 (1 + |ξ|4 + τ 2)α/4−2 |ξ|2|ξ1|2∑n
j=1(1 + ξ
2
j )
α/2 + (1 + τ 2)α/4
<∞, (1.2.44)
τ 2 (1 + |ξ|4 + τ 2)α/4−1 (1 + ξ21)α/2−1|ξ1|2(∑n
j=1(1 + ξ
2
j )
α/2 + (1 + τ 2)α/4
)2 <∞, (1.2.45)
|τ |(1 + τ 2)α/4−1 (1 + |ξ|4 + τ 2)α/4−1 |ξ|2|ξ1|2(∑n
j=1(1 + ξ
2
j )
α/2 + (1 + τ 2)α/4
)2 <∞, (1.2.46)
and
|τ |(1 + τ 2)α/4−1 (1 + |ξ|4 + τ 2)α/4 (1 + ξ21)α/2−1|ξ1|2(∑n
j=1(1 + ξ
2
j )
α/2 + (1 + τ 2)α/4
)3 <∞. (1.2.47)
The left-hand side of (1.2.44) does not exceed
(1 + |ξ|4 + τ 2)α/4−1 |ξ|4∑n
j=1(1 + ξ
2
j )
α/2 + (1 + τ 2)α/4
≤ |m3(ξ, τ)| <∞. (1.2.48)
Similarly, the left-hand side of (1.2.45) is controlled by
(1 + |ξ|4 + τ 2)α/4 (1 + ξ21)α/2(∑n
j=1(1 + ξ
2
j )
α/2 + (1 + τ 2)α/4
)2 ≤ |m3(ξ, τ)| <∞.
Going further, using (1.2.48) and the fact that 2 |τ | ≤ 1 + τ 2, we can conclude that
the left-hand side of (1.2.46) is bounded by
(1 + τ 2)α/4 (1 + |ξ|4 + τ 2)α/4−1 |ξ|4(∑n
j=1(1 + ξ
2
j )
α/2 + (1 + τ 2)α/4
)2 ≤ (1 + |ξ|4 + τ 2)α/4−1 |ξ|4∑n
j=1(1 + ξ
2
j )
α/2 + (1 + τ 2)α/4
<∞.
Finally, using some elementary estimates and Case 1, the left-hand side of (1.2.47)
is controlled by
(1 + τ 2)α/4 (1 + |ξ|4 + τ 2)α/4 (1 + ξ21)α/2(∑n
j=1(1 + ξ
2
j )
α/2 + (1 + τ 2)α/4
)3 ≤ |m3(ξ, τ)| <∞,
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which completes the proof in Case 3. All the other possible cases can be reduced to
the first one (as we could observe in Cases 2 and 3). ¤
Example 4.
m4(ξ, τ) :=
∑n
j=1(1 + ξ
2
j )
α/2 + (1 + τ 2)α/4
(1 + |ξ|4 + τ 2)α/4 , ξ ∈ R
n, τ ∈ R.
Proof. We will show that m4 satisfies Lizorkin’s criterion (1.2.37), i.e.
sup
βi,γ∈{0,1}
(ξ,τ)∈Rn×R
|ξβ11 . . . ξβnn τ γ ∂β1ξ1 . . . ∂βnξn ∂γτ m4(ξ, τ)| <∞.
Case 1. βj = γ = 0 for all j ∈ {1, . . . , n}. Then
|m4(ξ, τ)| ≤ c

(∑n
j=1(1 + ξ
2
j )
)2
+ 1 + τ 2
1 + |ξ|4 + τ 2

α/4
≤ c
(
1 + |ξ|2 + |ξ|4 + τ 2
1 + |ξ|4 + τ 2
)α/4
<∞.
Case 2. βj = 0 for all j ∈ {1, . . . , n}, γ = 1. In a similar way, using also Case 1, we
have
|τ ∂τm4(ξ, τ)| ≤ c
 (1 + τ 2)α/4
(1 + |ξ|4 + τ 2)α/4 +
[∑n
j=1(1 + ξ
2
j )
α/2 + (1 + τ 2)α/4
]
τ 2
(1 + |ξ|4 + τ 2)α/4(1 + |ξ|4 + τ 2)

<∞.
Case 3. β1 = 1, βj = 0 for j ∈ {2, . . . , n}, γ = 1. Then one can easily show that
the inequality |ξ1τ ∂ξ1∂τm4(ξ, τ)| <∞ holds if
τ 2(1 + τ 2)α/4−1|ξ|2ξ21
(1 + |ξ|4 + τ 2)α/4+1 <∞,
τ 2(1 + ξ21)
α/2−1ξ21
(1 + |ξ|4 + τ 2)α/4+1 <∞, (1.2.49)
and
τ 2
(∑n
j=1(1 + ξ
2
j )
α/2 + (1 + τ 2)α/4
)
|ξ|2ξ21
(1 + |ξ|4 + τ 2)α/4+2 <∞. (1.2.50)
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Both ineqalities in (1.2.49) can be handled using elemantary estimates. The left-
hand side in (1.2.50) is controlled by |m4(ξ, τ)|, which, in turn, based on Case 1, is
bounded by a finite constant. All the other cases are treated in a similar fashion to
Cases 1, 2 and 3. ¤
Example 5.
m5(ξ, τ) :=
(1 + τ 2)θ/4
(1 + |ξ|4 + τ 2)θ/4 , ξ ∈ R
n, τ ∈ R.
Proof. We will show that m5 verifies Lizorkin’s criterion (1.2.37), i.e. that
sup
βi,γ∈{0,1}
(ξ,τ)∈Rn×R
|ξβ11 . . . ξβnn τ γ ∂β1ξ1 . . . ∂βnξn ∂γτ m5(ξ, τ)| <∞.
Case 1. βj = γ = 0 for all j ∈ {1, . . . , n}. The inequality |m5(ξ, τ)| ≤ 1 is
immediate.
Case 2. βj = 0 for all j ∈ {1, . . . , n}, γ = 1. Then we can write
|τ ∂τm5(ξ, τ)| ≤ c
(
(1 + τ 2)θ/4
(1 + |ξ|4 + τ 2)θ/4 +
(1 + τ 2)θ/4+1
(1 + |ξ|4 + τ 2)θ/4+1
)
<∞.
Case 3. β1 = 1, βj = 0 for j ∈ {2, . . . , n}, γ = 1. Then
|ξ1τ ∂ξ1∂τm5(ξ, τ)| ≤ c
(
τ 2(1 + τ 2)θ/4−1|ξ|2ξ21
(1 + |ξ|4 + τ 2)θ/4+1 +
τ 2(1 + τ 2)θ/4|ξ|2ξ21
(1 + |ξ|4 + τ 2)θ/4+2
)
<∞.
The other cases are handled in a similar way. ¤
Example 6.
m6(ξ, τ) :=
√|ξ|2 + iτ
(1 + |ξ|2)1/2 + |τ |1/2 , (ξ, τ) ∈ R
n × R.
Proof. We will show that m6 satisfies
sup
βi,γ∈{0,1}
(ξ,τ)∈Rn×R
|ξβ11 . . . ξβnn τ γ ∂β1ξ1 . . . ∂βnξn ∂γτ m6(ξ, τ)| <∞.
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Case 1. βj = γ = 0 for all j ∈ {1, . . . , n}. It is easy to see that |m6(ξ, τ)| < ∞
holds.
Case 2. βj = 0 for all j ∈ {1, . . . , n}, γ = 1. Then
|τ ∂τm6(ξ, τ)| ≤ c |τ |
(|ξ|4 + τ 2)1/4 [(1 + |ξ|2)1/2 + |τ |1/2]+c
|τ |1/2(|ξ|4 + τ 2)1/4
[(1 + |ξ|2)1/2 + |τ |1/2]2 <∞.
Case 3. β1 = 1, βj = 0 for j ∈ {2, . . . , n}, γ = 0. In this case we obtain that
|ξ1 ∂ξ1m6(ξ, τ)| ≤ c
|ξ|2
(|ξ|4 + τ 2)1/4 [(1 + |ξ|2)1/2 + |τ |1/2]
+ c
|ξ|2(|ξ|4 + τ 2)1/4
(1 + |ξ|2)1/2 [(1 + |ξ|2)1/2 + |τ |1/2]2
<∞.
Similar considerations apply to all the other cases. ¤
The remaining examples are handled in a similar fashion as the above ones.
Example 7.
m7(ξ, τ) :=
(1 + |ξ|4 + τ 2)1/4
1 + (|ξ|2 + |τ |)1/2
, (ξ, τ) ∈ Rn × R.
Example 8.
m8(ξ, τ) :=
(|ξ|2 + |τ |)1/2
(1 + |ξ|4 + τ 2)1/4
, (ξ, τ) ∈ Rn × R.
Example 9.
m9(ξ, τ) :=
∑n
j=1
(
1 + ξ2j
)1/2
+ (1 + τ 2)
1/4
1 +
∑n
j=1 |ξj|+ |τ |1/2
, (ξ, τ) ∈ Rn × R.
Example 10.
m10(ξ, τ) :=
∑n
j=1 |ξj|+ |τ |1/2∑n
j=1
(
1 + ξ2j
)1/2
+ (1 + τ 2)1/4
, (ξ, τ) ∈ Rn × R.
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1.2.7 Real and complex interpolation methods
In this subsection we present only the definitions and results regarding the real
and complex interpolation methods, which are needed in our further study. A more
comprehensive treatment of these methods is given in [Cal2], [Peet], [BeLo¨] and [Tri2].
Initially, both interpolation methods were given for Banach spaces, but it is well-
known that the real method can be extended to quasi-Banach spaces.
Definition 1.2.20. Let A0 and A1 be two topological vector spaces. A0 and A1
are called compatible if there is a Hausdorff topological vector space H such that A0
and A1 are subspaces of H. Then we can form their sum A0 + A1 consisting of all
elements a ∈ H which can be represented as a = a0 + a1 for some a0 ∈ A0 and
a1 ∈ A1. A compatible pair (A0, A1) is called an interpolation couple. For 0 < t <∞
and a ∈ A0 + A1, J. Peetre’s K-functional is given by
K(t, a;A0, A1) := inf(‖a0‖A0 + t ‖a1‖A1),
where the infimum is taken over all representations of a = a0 + a1 with a0 ∈ A0 and
a1 ∈ A1. Let 0 < θ < 1 and 0 < q ≤ ∞. Then
(A0, A1)θ,q :=
{
a ∈ A0 + A1 : ‖a‖(A0,A1)θ,q <∞
}
,
where
‖a‖(A0,A1)θ,q :=
{ (∫∞
0
[t−θK(t, a;A0, A1)]q dtt
)1/q
if 1 < q <∞,
sup0<t<∞[t
−θK(t, a;A0, A1)] if q =∞.
We next prove some abstract results needed in the following chapters.
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Lemma 1.2.21. For any N ∈ N and interpolation couples (Ai0, Ai1), i = 1, . . . , N ,
we have (
N⊕
i=1
Ai0,
N⊕
i=1
Ai1
)
θ,p
=
N⊕
i=1
(
Ai0, A
i
1
)
θ,p
, (1.2.51)
where 0 < θ < 1 and 0 < p ≤ ∞.
Proof. It is enough to show that, for interpolation pairs (A0, A1) and (B0, B1),
0 < θ < 1 and 0 < p ≤ ∞,
(A0 ⊕B0, A1 ⊕B1)θ,p = (A0, A1)θ,p ⊕ (B0, B1)θ,p, (1.2.52)
since (1.2.51) will follow from (1.2.52) by induction.
Let us consider the projection piA : Aj ⊕Bj → Aj, j = 0, 1 defined by
piA(a, b) := a for (a, b) ∈ Aj ⊕Bj.
Then, by real interpolation, we have
piA : (A0 ⊕B0, A1 ⊕B1)θ,p −→ (A0, A1)θ,p.
Similarly, the projection piB : Aj ⊕Bj → Bj, j = 0, 1, defined by
piB(a, b) := b for (a, b) ∈ Aj ⊕Bj
has the property that
piB : (A0 ⊕B0, A1 ⊕B1)θ,p −→ (B0, B1)θ,p
is bounded. Going further,
Ψ : (A0 ⊕B0, A1 ⊕B1)θ,p −→ (A0, A1)θ,p ⊕ (B0, B1)θ,p
Ψ(x) := (piAx, piBx) for x ∈ (A0 ⊕B0, A1 ⊕B1)θ,p
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is well-defined, linear and bounded.
On the other hand, for ιA : Aj → Aj ⊕Bj, j = 0, 1, given by
ιA(a) := (a, 0) for a ∈ Aj,
by real interpolation, we have that
ιA : (A0, A1)θ,p −→ (A0 ⊕B0, A1 ⊕B1)θ,p
is bounded. Similarly, ιB : Bj → Aj ⊕Bj, j = 0, 1, defined by
ιB(b) := (0, b) for b ∈ Bj
has the property that
ιB : (B0, B1)θ,p −→ (A0 ⊕B0, A1 ⊕B1)θ,p
is bounded. Finally,
Φ : (A0, A1)θ,p ⊕ (B0, B1)θ,p −→ (A0 ⊕B0, A1 ⊕B1)θ,p
Φ(a, b) := ιA(a) + ιB(b) for (a, b) ∈ (A0, A1)θ,p ⊕ (B0, B1)θ,p
is well-defined, linear and bounded. Moreover, it is easy to check that
(Ψ ◦ Φ)(a, b) = (a, b) for any (a, b) ∈ (A0, A1)θ,p ⊕ (B0, B1)θ,p,
and
(Φ ◦Ψ)(x) = x for any x ∈ (A0 ⊕B0, A1 ⊕B1)θ,p ,
consequently, Φ is an isomorphism on (A0, A1)θ,p⊕(B0, B1)θ,p = (A0 ⊕B0, A1 ⊕B1)θ,p.
This finishes the proof of the lemma. ¤
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Lemma 1.2.22. Let Xi, Yi, Zi, i = 0, 1, be Banach spaces. Assume that X0 and X1
are contained in a larger Banach space such that X0 ∩ X1 is dense in both X0 and
X1, similarly for Z0 and Z1. Suppose that Yi ↪→ Zi, i = 0, 1, and that there is a
continuous linear mapping D : Xi → Zi, i = 0, 1. Define the spaces
Xi(D) := {u ∈ Xi : Du ∈ Yi} , i = 0, 1,
equipped with the graph norm, i.e. ‖u‖Xi(D) := ‖u‖Xi + ‖Du‖Yi, i = 0, 1. Suppose
that there exist continuous linear mappings G : Zi → Xi and K : Zi → Yi such
that D ◦ Gf = f +Kf for all f ∈ Zi. Then we can define D by real interpolation,
for 0 < θ < 1 and 1 ≤ p ≤ ∞, as a mapping from (X0, X1)θ,p to (Z0, Z1)θ,p and
the natural inclusion (Y0, Y1)θ,p ↪→ (Z0, Z1)θ,p. It follows that, for 0 < θ < 1 and
1 ≤ p ≤ ∞,
(X0(D), X1(D))θ,p = {u ∈ (X0, X1)θ,p : Du ∈ (Y0, Y1)θ,p} . (1.2.53)
Proof. In order to show the left-to-right inclusion in (1.2.53), note that X0(D) ⊂ X0,
X1(D) ⊂ X1, hence
(X0(D), X1(D))θ,p ↪→ (X0, X1)θ,p for 0 < θ < 1 and 1 ≤ p ≤ ∞. (1.2.54)
Also, since D : Xi → Zi and Xi(D) ⊂ Xi, we have that D : Xi(D)→ Zi. Moreover,
if u ∈ Xi(D), then Du ∈ Yi, therefore D : Xi(D) → Yi. Consequently, by real
interpolation,
D : (X0(D), X1(D))θ,p −→ (Y0, Y1)θ,p. (1.2.55)
Now the left-to-right inclusion in (1.2.53) follows from (1.2.54) and (1.2.55).
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Conversely, let u ∈ (X0, X1)θ,p so that Du ∈ (Y0, Y1)θ,p. By Definition 1.2
from [Zaf] this amounts to
u =
∫ ∞
0
tθf(t)
dt
t
, where f ∈ W (p,X0, X1) (1.2.56)
and
Du =
∫ ∞
0
tθg(t)
dt
t
, where g ∈ W (p,X0, X1). (1.2.57)
To clarify the terms we are using we invoke the following: according to Definition 1.1
from [Zaf], for an interpolation pair (B0, B1) and for 1 ≤ p ≤ ∞, the setW (p,B0, B1)
is the collection of all strongly measurable functions F : (0,∞)→ B0 ∩B1 for which
‖F‖W := max
{‖F (t)‖Lp∗(B0), ‖tF (t)‖Lp∗(B1)} <∞.
Here Lp∗(B) stands for the space of functions F : (0,∞) → B, where B is a quasi-
Banach space, such that F is strongly measurable with respect to the measure dt
t
and
‖F‖Lp∗(B) :=
{ (∫∞
0
‖F‖pB dtt
)1/p
<∞, if 1 ≤ p <∞,
supt>0 ‖F (t)‖B <∞, if p =∞.
Returning to the proof, for t > 0 let us define
h(t) := f(t)−GDf(t) +Gg(t).
Then, by (1.2.56) and (1.2.57), ∫ ∞
0
tθh(t)
dt
t
= u,
which amounts to u ∈ (X0(D), X1(D))θ,p provided h ∈ W (p,X0(D), X1(D)). This,
in turn, holds if
h : (0,∞) −→ X0(D) ∩X1(D) is strongly measurable, (1.2.58)
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∫ ∞
0
‖h(t)‖pX0(D)
dt
t
<∞ if 1 ≤ p <∞, (1.2.59)
sup
t>0
‖h(t)‖X0(D) <∞ if p =∞, (1.2.60)
∫ ∞
0
‖t h(t)‖pX1(D)
dt
t
<∞ if 1 ≤ p <∞ (1.2.61)
and
sup
t>0
‖t h(t)‖X1(D) <∞ if p =∞. (1.2.62)
To show (1.2.59) and (1.2.60), first observe that ‖h(t)‖X0(D) = ‖h(t)‖X0+‖Dh(t)‖Y0 .
Second, one can easily see that
‖h(t)‖X0 ≤
(
1 + ‖GD‖L(X0,X0)
) ‖f(t)‖X0 + ‖G‖L(Y0,X0) ‖g(t)‖Y0
≤ c ‖f(t)‖X0 + c ‖g(t)‖Y0 .
(1.2.63)
Rewriting Dh we get that Dh = g +Kg −KDf . Then
‖Dh(t)‖Y0 ≤
(
1 + ‖K‖L(Y0,Y0)
) ‖g(t)‖Y0 + ‖KD‖L(X0,Y0) ‖f(t)‖X0
≤ c ‖f(t)‖X0 + c ‖g(t)‖Y0 .
(1.2.64)
As a consequence of (1.2.63) and (1.2.64) we obtain that
‖h(t)‖X0(D) ≤ c ‖f(t)‖X0 + c ‖g(t)‖Y0 .
Hence, using the facts that f ∈ W (p,X0, X1) and g ∈ W (p, Y0, Y1),∫ ∞
0
‖h(t)‖pX0(D)
dt
t
≤ c
∫ ∞
0
‖f(t)‖pX0
dt
t
+ c
∫ ∞
0
‖g(t)‖pY0
dt
t
<∞ if 1 ≤ p <∞,
and
sup
t>0
‖h(t)‖X0(D) ≤ c sup
t>0
‖f(t)‖X0 + c sup
t>0
‖g(t)‖Y0 <∞ if p =∞,
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finishing the proof of (1.2.59) and (1.2.60).
Next, to handle (1.2.61) and (1.2.62), we proceed in a similar way, first observing
that ‖t h(t)‖X1(D) = ‖t h(t)‖X1 + ‖tDh(t)‖Y1 . Furthermore,
‖t h(t)‖X1 ≤
(
1 + ‖GD‖L(X1,X1)
) ‖t f(t)‖X1 + ‖G‖L(Y1,X1) ‖t g(t)‖Y1
≤ c ‖t f(t)‖X1 + c ‖t g(t)‖Y1 ,
(1.2.65)
and, as before, tDh(t) = t g(t) + tKg(t)− tKDf(t). Then
‖tDh(t)‖Y1 ≤
(
1 + ‖K‖L(Y1,Y1)
) ‖t g(t)‖Y1 + ‖KD‖L(X1,Y1) ‖t f(t)‖X1
≤ c ‖t f(t)‖X1 + c ‖t g(t)‖Y1 .
(1.2.66)
As a consequence of (1.2.65) and (1.2.66) we obtain that
‖t h(t)‖X1(D) ≤ c ‖t f(t)‖X1 + c ‖t g(t)‖Y1 .
Hence, using that f ∈ W (p,X0, X1) and g ∈ W (p, Y0, Y1), for 1 ≤ p <∞,∫ ∞
0
‖t h(t)‖pX1(D)
dt
t
≤ c
∫ ∞
0
‖t f(t)‖pX1
dt
t
+ c
∫ ∞
0
‖t g(t)‖pY1
dt
t
<∞,
and, for p =∞,
sup
t>0
‖t h(t)‖X1(D) ≤ c sup
t>0
‖t f(t)‖X1 + c sup
t>0
‖t g(t)‖Y1 <∞.
This completes the proof of (1.2.61), (1.2.62) and of the lemma. ¤
Remark 1.2.23. Lemma 1.2.22 holds true if Xi, Yi, Zi, i = 0, 1 are quasi-Banach
spaces. Since this aspect is not going to be important for us, we only include the idea
in the proof, and leave the details to the interested reader. The goal is to establish
the following equivalence:
K(t, a;X0(D), X1(D)) ≈ K(t, a;X0, X1) +K(t,Da;Y0, Y1). (1.2.67)
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In order to do so we consider a ∈ X0 +X1 with
a = x0 + x1, xi ∈ Xi, and Da = y0 + y1, yi ∈ Yi, i = 0, 1 (1.2.68)
such that
‖x0‖X0 + t ‖x1‖X1 ≈ K(t, a;X0, X1) and ‖y0‖Y0 + t ‖y1‖Y1 ≈ K(t,Da;Y0, Y1).
(1.2.69)
It is possible to split a in a different way than in (1.2.68), namely
a = x′0 + x
′
1, where xi := xi −GDxi +Gyi, i = 0, 1. (1.2.70)
Then one could easily check that for i = 0, 1
‖x′i‖Xi ≤ c (‖xi‖Xi + ‖yi‖Yi) and ‖Dx′i‖Yi ≤ c (‖xi‖Xi + ‖yi‖Yi), (1.2.71)
which, in turn, yield (1.2.67).
Lemma 1.2.24. Let us consider X and Y quasi-Banach spaces, {Xpα}p,α∈R ⊂ X and
{Y p,qα }p,q,α∈R ⊂ Y function spaces on a domain Ω ⊂ Rn such that, for pi, αi ∈ R,
i = 0, 1, (
Xp0α0 , X
p1
α1
)
θ,q
= Y p,qα ,
where 0 < θ < 1, 1 ≤ q ≤ ∞, 1
p
= 1−θ
p0
+ θ
p1
and α = (1 − θ)α0 + θα1. Let D1 ⊆ Ω
open and D2 ⊂ Ω closed subsets, and define
Xpα,D1 := {f |D1 : f ∈ Xpα} and Xpα,D2,∗ := {f ∈ Xpα : supp f ⊆ D2}.
Similarly,
Y p,qα,D1 := {f |D1 : f ∈ Y p,qα } and Y p,qα,D2,∗ := {f ∈ Y p,qα : supp f ⊆ D2}.
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(i) If there exists a universal extension operator ED1 : X
p
α,D1
→ Xpα for all p, α in
R, then (
Xp0α0,D1 , X
p1
α1,D1
)
θ,q
= Y p,qα,D1 ,
where pi, αi ∈ R, i = 0, 1, 0 < θ < 1, 1 ≤ q ≤ ∞, 1p = 1−θp0 + θp1 and α =
(1− θ)α0 + θα1.
(ii) If for any pi, αi ∈ R, i = 0, 1, Xp0α0 ∩Xp1α1 is dense in both Xp0α0 and Xp1α1, and if
there exists a universal extension operator EDc2 : X
p
α,Dc2
→ Xpα for all p, α ∈ R, where
Dc2 := Ω \D2, then (
Xp0α0,D2,∗, X
p1
α1,D2,∗
)
θ,q
= Y p,qα,D2,∗, (1.2.72)
where 0 < θ < 1, 1 ≤ q ≤ ∞, 1
p
= 1−θ
p0
+ θ
p1
and α = (1− θ)α0 + θα1.
(iii) Assume (1.2.72) holds and, for p, q, α ∈ R, define
X˜pα,D1 := {f |D1 : f ∈ Xpα,D2,∗} and Y˜ p,qα,D1 := {f |D1 : f ∈ Y p,qα,D2,∗}.
If there exists a universal extension operator E : X˜pα,D1 → Xpα,D2,∗ for all p, α ∈ R,
then (
X˜p0α0,D1 , X˜
p1
α1,D1
)
θ,q
= Y˜ p,qα,D1 ,
where 0 < θ < 1, 1 ≤ q ≤ ∞, 1
p
= 1−θ
p0
+ θ
p1
and α = (1− θ)α0 + θα1.
Proof. (i) Define the restriction operator RD1f = f |D1 . Then RD1 : Xpα → Xpα,D1 ,
hence RD1 ◦ ED1 = I on Xpα,D1 . By real interpolation we also have
RD1 :
(
Xp0α0 , X
p1
α1
)
θ,q
−→ (Xp0α0,D1 , Xp1α1,D1)θ,q ,
i.e. RD1 : Y
p,q
α →
(
Xp0α0,D1 , X
p1
α1,D1
)
θ,q
. Since RD1 maps Y
p,q
α onto Y
p,q
α,D1
, we get that
Y p,qα,D1 ↪→
(
Xp0α0,D1 , X
p1
α1,D1
)
θ,q
.
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On the other hand, ED1 :
(
Xp0α0,D1 , X
p1
α1,D1
)
θ,q
→ Y p,qα and RD1 : Y p,qα → Y p,qα,D1 . Their
composition RD1 ◦ ED1 = I, therefore
(
Xp0α0,D1 , X
p1
α1,D1
)
θ,q
↪→ Y p,qα,D1 ,
and the proof of (i) is complete.
(ii) In the case when X ,Y are Banach spaces, we can apply Lemma 1.2.22 with
X0 = X
p0
α0
, X1 = X
p1
α1
, Z0 = X
p0
α0,Dc2
, Z1 = X
p1
α1,Dc2
, Y0 = Y1 = 0, K = 0, D = RDc2 ,
and G = EDc2 . Then RDc2 ◦ EDc2 = I on Xpα,Dc2 ,
X0(D) = X
p0
α0,D2,∗ and X1(D) = X
p1
α1,D2,∗.
Consequently,
(
Xp0α0,D2,∗, X
p1
α1,D2,∗
)
θ,q
=
{
f ∈ (Xp0α0 , Xp1α1)θ,q : f |Dc2 = 0}
= {f ∈ Y p,qα : supp f ⊆ D2}
= Y p,qα,D2,∗,
where pi, αi ∈ R (i = 0, 1), 0 < θ < 1, 1 ≤ q ≤ ∞, 1p = 1−θp0 + θp1 and α =
(1− θ)α0 + θα1.
If X ,Y are quasi-Banach spaces, the proof follows from the following.
Claim. Consider Aj, Bj, j = 0, 1, quasi-Banach spaces such that Bj ↪→ Aj, and
let the operator T : Aj → Bj be such that T 2 = T and T |Bj = I. Then, for 0 < θ < 1
and 1 ≤ q ≤ ∞,
T (A0, A1)θ,q = (B0, B1)θ,q. (1.2.73)
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Proof of Claim. Since T : (A0, A1)θ,q → (B0, B1)θ,q, the left-to-right inclusion in
(1.2.73) is immediate. To show the opposite inclusion in (1.2.73) first note that, for
j = 0, 1, the operator T − I : Bj → 0, hence T − I : (B0, B1)θ,q → 0 for 0 < θ < 1.
Therefore,
∀x ∈ (B0, B1)θ,q ↪→ (A0, A1)θ,q we have x = Tx ∈ T (A0, A1)θ,q,
i.e. (B0, B1)θ,q ↪→ T (A0, A1)θ,q, which completes the proof of the claim. ¤
In order to show that the proof of (ii) follows from the above Claim, let us consider
the operator P defined as
P := I − EDc2 ◦RDc2 .
Take f ∈ Xpα. Then RDc2f ∈ Xpα,Dc2 , and (EDc2 ◦ RDc2)f ∈ Xpα, hence Pf ∈ Xpα.
Moreover, since RDc2 ◦ EDc2 = I,
RDc2(Pf) = RDc2f − (RDc2 ◦ EDc2 ◦RDc2)f = 0,
which implies that suppPf ⊆ D2. Consequently,
P : Xpα −→ Xpα,D2,∗.
Going further, for any f ∈ Xpα,D2,∗ we have f ∈ Xpα with supp f ⊆ D2, implying
Pf = f . This amounts to P : Xpα → Xpα,D2,∗ being onto.
To show that P 2 = P on Xpα, let f ∈ Xpα. Then Pf ∈ Xpα with supp(Pf) ⊆ D2,
and
P 2f = P (Pf) = Pf − (EDc2 ◦RDc2)(Pf) = Pf.
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Taking also into account the fact that P |Xpα,D2,∗ = I, the operator P and the spaces
Xpα, X
p
α,D2,∗ satisfy the conditions of the Claim. Therefore,
P (Xp0α0 , X
p1
α1
)θ,q = (X
p0
α0,D2,∗, X
p1
α1,D2,∗)θ,q. (1.2.74)
The left-hand side of (1.2.74) is P (Y p,qα ), and since P is onto, P (Y
p,q
α ) = Y
p,q
α,D2,∗,
consequently, (
Xp0α0,D2,∗, X
p1
α1,D2,∗
)
θ,q
= Y p,qα,D2,∗,
where 0 < θ < 1, 1 ≤ q ≤ ∞, 1
p
= 1−θ
p0
+ θ
p1
and α = (1− θ)α0 + θα1.
Note. In view of Remark 1.2.23, we can justify (ii) for quasi-Banach spaces in the
same spirit as we did for Banach spaces (as above).
(iii) Consider the restriction operator RD1 defined in the proof of (i). Then clearly
RD1 : X
p
α,D2,∗ → X˜pα,D1 , hence RD1 ◦ E = I on X˜pα,D1 . Also,
RD1 : Y
p,q
α,D2,∗ −→
(
X˜p0α0,D1 , X˜
p1
α1,D1
)
θ,q
.
Since RD1 maps Y
p,q
α,D2,∗ onto Y˜
p,q
α,D1
, we obtain that, for the appropriate indices,
Y˜ p,qα,D1 ↪→
(
X˜p0α0,D1 , X˜
p1
α1,D1
)
θ,q
.
On the other hand,
(
X˜p0α0,D1 , X˜
p1
α1,D1
)
θ,q
E−→ Y p,qα,D2,∗
RD1−→ Y˜ p,qα,D1 ,
and RD1 ◦E = I, therefore,
(
X˜p0α0,D1 , X˜
p1
α1,D1
)
θ,q
↪→ Y˜ p,qα,D1 , which completes the proof
of (iii) and the lemma. ¤
Next, we invoke a result describing the way Banach space valued Lp-spaces inter-
polate via the real method.
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Theorem 1.2.25. (Theorem 1.1 on p. 47 in [LiPe])
Let (A0, A1) be an interpolation couple of Banach spaces, and consider p0 and p1
such that 1 ≤ p0, p1 ≤ ∞. Then
(Lp0(A0), L
p1(A1))θ,p = L
p ((A0, A1)θ,p) ,
where 0 < θ < 1 and 1
p
= 1−θ
p0
+ θ
p1
.
We now turn our attention to the complex interpolation method, which, in con-
trast to the real method, cannot be extended immediately from Banach spaces to
quasi-Banach spaces. However, Caldero´n’s original definition for Banach spaces has
several (at least three) modifications. We first present the most general one, which
is also suited for the applications we have in mind, and it is due to N. Kalton and
M. Mitrea.
Following [KaMi] and [MeMi], let us invoke that if X is a quasi-Banach space and
Ω ⊆ C is an open subset of the complex plane, then f : Ω → X is called analytic
if for each z0 ∈ Ω there exists r > 0 such that there is a power series expantion
f(z) =
∑∞
n=0 xnz
n, xn ∈ X, converging uniformly for |z − z0| < r.
We let (X0, X1) be an interpolation couple of quasi-Banach spaces, i.e. assume
that Xj with j = 0, 1 are continuously embedded into a larger topological vector
space, and X0∩X1 is dense in Xj, j = 0, 1. We then define F, the class of admissible
functions, as the collection of all bounded, analytic functions
f : {x ∈ C : 0 < Re z < 1} −→ X0 +X1,
which extend continuously to the closure of the strip such that the traces t 7→ f(j+it)
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are bounded continuous functions into Xj, j = 0, 1.
As in Cladero´n’s original definition for Banach spaces, we equip F with the quasi-
norm
‖f‖F := max
{
sup
t∈R
‖f(it)‖X0 , sup
t∈R
‖f(1 + it)‖X1
}
. (1.2.75)
Then, for 0 < θ < 1 we define
[X0, X1]θ := {x ∈ X0 +X1 : x = f(θ) for some f ∈ F} , (1.2.76)
and endow it with the quasi-norm
‖x‖[X0,X1]θ := inf{‖f‖F : f ∈ F, f(θ) = x}, for x ∈ [X0, X1]θ. (1.2.77)
The difficulties with the above definition is that F and the intermediate spaces
[X0, X1]θ are not necessarily complete. This is due to the fact that, in general, there
is no analogue of the Maximum Modulus Principle in quasi-Banach spaces. However,
there exists an important subclass of quasi-Banach spaces, called A-convex (analyt-
ically convex) in [Kal] (see pp. 299 – 300 and Theorem 4.1) in which the Maximum
Modulus Principle does hold.
A quasi-Banach space (X, ‖ · ‖X) is called A-convex if there exists a constant C
such that for every polynomial P : C→ X we have ‖P (0)‖X ≤ Cmax|z|=1 ‖P (z)‖X .
For further applications we also note that a quasi-Banach space (X, ‖·‖X) is A-convex
if and only if there exists a positive finite constant C such that
max
0<Re z<1
‖f(z)‖X ≤ C max
Re z=0,1
‖f(z)‖X (1.2.78)
for any analytic function f : {z ∈ C : 0 < Re z < 1} → X which is continuous and
bounded on the closed strip {z ∈ C : 0 ≤ Re z ≤ 1}.
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With the additional assumption that X0 +X1 is A-convex, we have
sup {‖f(z)‖X0+X1 : 0 < Re z < 1} ≤ C ‖f‖F, (1.2.79)
uniformly for f ∈ F. This rectifies all the shortcomings of the above definition of
the complex interpolation method. Moreover, the abstract stability theory developed
in [KaMi] is valid. In particular, the following result is going to be of basic importance
for us.
Proposition 1.2.26. (Corollary 2 in [MeMi])
Assume that the family of A-convex quasi-Banach spaces {Xp,qα }, indexed by triplets
{p, q, α} in some open connected subset U of (0,∞) × (0,∞) × R, is a complex
interpolation scale, i.e. for any (pj, qj, αj) ∈ U , j = 0, 1, there holds
[
Xp0,q0α0 , X
p1,q1
α1
]
θ
= Xp,qα , ∀ θ ∈ (0, 1), (1.2.80)
where 1/p := (1− θ)/p0 + θ/p1, 1/q := (1− θ)/q0 + θ/q1, and α := (1− θ)α0 + θα1.
Also, suppose that T is a linear operator mapping each Xp,qα boundedly into itself and
so that there exists (p∗, q∗, α∗) ∈ U for which T is an isomorphism when considered
from Xp
∗,q∗
α∗ onto itself.
Then there exists an open neighborhood V of (p∗, q∗, α∗) in U such that T continues
to be an isomorphism of Xp,qα for each (p, q, α) ∈ V.
We also invoke two other results from [MeMi], which are essential for the appli-
cations we have in mind.
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Lemma 1.2.27. (Lemma 1 in [MeMi])
Assume that (Ω, dµ) is a measure space, 0 < p ≤ ∞ and that (X, ‖ · ‖X) is an
A-convex quasi-Banach space. Then Lp(Ω;X) is an A-convex quasi-Banach space.
Proposition 1.2.28. (Proposition 7 in [MeMi])
For any 0 < p, q ≤ ∞, α ∈ R, the spaces Bp,qα (Rn) and F p,qα (Rn) (p 6= ∞ for
the Triebel-Lizorkin scale) are A-convex. The same is true for their homogeneous
versions and for the associated (homogeneous and inhomogeneous) discrete spaces.
For the definition of the discrete Besov and Triebel-Lizorkin spaces we refer the
reader to p. 46 in Section 5 of [FJW] and pp. 47, 71, 130 in [FrJa2], respectively (which
correspond to the isotropic analogue of Definition 1.2.38). The parabolic counterpart
of Proposition 1.2.28 can be proved in a very similar fashion, obtaining:
Proposition 1.2.29. For any 0 < p, q ≤ ∞ and any α ∈ R, the anisotropic spaces
Bp,qα,par(Rn ×R) and F p,qα,par(Rn ×R) (p 6=∞ for the Triebel-Lizorkin scale) exhibiting
parabolic anisotropy are A-convex. The same is true for their homogeneous versions
and for the associated (homogeneous and inhomogeneous) discrete spaces.
The parabolic spaces are introduced in Definitions 2.1.2, 2.1.4, 2.1.6 and 2.1.8.
Their discrete versions can be found in Definition 1.2.38.
In order to state the next result, we invoke some definitions from pp. 516 – 517
of [MeMi]. Consider a σ-finite measure space (Ω,Σ, µ) and let L be the collection
of all complex-valued, µ-measurable functions on Ω. Then a quasi-Banach function
space X on (Ω,Σ, µ) is an order-ideal in the space L containing a strictly positive
52
function, equipped with a quasi-norm ‖·‖X so that (X, ‖·‖X) is complete, and f ∈ X
and g ∈ L with |g| ≤ |f | a.e. implies g ∈ X with ‖g‖X ≤ ‖f‖X .
Given two quasi-Banach lattices of functions (Xj, ‖ · ‖Xj), j = 0, 1, the Caldero´n
product X1−θ0 X
θ
1 , where 0 < θ < 1, is the function space defined by
X1−θ0 X
θ
1 :=
{
g ∈ L : ∃ f0 ∈ X0, f1 ∈ X1 such that |g| ≤ |f0|1−θ|f1|θ
}
with the quasi-norm
‖g‖X1−θ0 Xθ1 := inf
{‖f0‖1−θX0 ‖f1‖θX1 : |g| ≤ |f0|1−θ|f1|θ, fj ∈ Xj, j = 0, 1} .
The erarlier advertised result is as follows.
Theorem 1.2.30. (Theorem 3.4 in [KaMi])
Let Ω be a Polish space (i.e. complete, separable, metric space), and let µ be a
σ-finite Borel measure on Ω. Assume that X0 and X1 are quasi-Banach function
spaces on (Ω, µ), they are A-convex and separable. Then X0 + X1 is A-convex and
[X0, X1]θ = X
1−θ
0 X
θ
1 for each 0 < θ < 1, in the sense of equivalence of quasi-norms.
Remark 1.2.31. The complex method described above was applied, by O. Mendez
and M. Mitrea, to pairs of Besov and Triebel-Lizorkin spaces (see p. 520 in [MeMi]).
Formally, there is a resemblance between their results and the ones proved in Sec-
tion 2.4.7 of [Tri4]. However, the reader should be aware that in [Tri4] there is a
different definition of the complex interpolation method, which is not general enough
(for our purposes), and which does not have the so-called interpolation property (i.e.
preservation of the boundedness of linear operators (see the comment at the begin-
ning of Section 2.4.8 of [Tri4]). This promted us to adapt the above approach.
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For the convenience of the reader, we also give the definition of the modified
complex method due to A. P. Caldero´n and A. Torchinsky (cf. [CaTo1], [CaTo2], see
also Section 2.4.4 in [Tri4]), which then can be applied to some quasi-Banach spaces,
in particular, to Besov and Triebel-Lizorkin spaces. For brevity we present this
method for the Besov scale Bp,qα (Rn), 0 < p, q ≤ ∞, α ∈ R, but similar considerations
apply to the Triebel-Lizorkin scale F p,qα (Rn) with 0 < p <∞, 0 < q ≤ ∞ and α ∈ R.
Definition 1.2.32. Let A := {z ∈ C : 0 < Re z < 1} be a strip in the complex
plane, and consider f such that:
(i) f(z) ∈ S′(Rn) for every z ∈ A,
(ii) for every ϕ ∈ S(Rn) with compact support in Rn, (F−1ϕFf)(x, z) is a uni-
formly continuous bounded function in Rn × A,
(iii) for every ϕ ∈ S(Rn) with compact support in Rn and every fixed x ∈ Rn,
(F−1ϕFf)(x, z) is an analytic function in A.
Assume that 0 < p0, p1, q0, q1 ≤ ∞, α0, α1 ∈ R, 0 < θ < 1, and define
[
Bp0,q0α0 (R
n), Bp1,q1α1 (R
n)
]
θ
:=
{
g ∈ S′(Rn) : ∃f(z) satisfying (i), (ii) and (iii) with
f(it) ∈ Bp0,q0α0 (Rn), f(1 + it) ∈ Bp1,q1α1 (Rn)
for every t ∈ R, such that g = f(θ)},
and
‖g‖[Bp0,q0α0 (Rn),Bp1,q1α1 (Rn)]θ := inff(z)
{
max
[
sup
t∈R
‖f(it)‖Bp0,q0α0 (Rn), supt∈R ‖f(1 + it)‖B
p1,q1
α1
(Rn)
]}
.
The following abstract results will be needed in our further discussion.
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Lemma 1.2.33. (Theorem 14.3 of [LiMa], Vol. I, see also Lemma 2.12 of [JeKe])
Let Xi, Yi, Zi, i = 0, 1, be Banach spaces. Assume that X0 and X1 are contained in
a larger Banach space such that X0 ∩X1 is dense in both X0 and X1, similarly for
Z0 and Z1. Suppose that Yi ↪→ Zi, i = 0, 1, and that there is a continuous linear
mapping D : Xi → Zi. Define the spaces
Xi(D) := {u ∈ Xi : Du ∈ Yi} , i = 0, 1,
equipped with the graph norm, i.e. ‖u‖Xi(D) := ‖u‖Xi + ‖Du‖Yi, i = 0, 1. Suppose
that there exist continuous linear mappings G : Zi → Xi and K : Zi → Yi such that
D ◦ Gf = f +Kf for all f ∈ Zi. Then we can define D by complex interpolation,
for 0 < θ < 1, as a mapping from [X0, X1]θ to [Z0, Z1]θ and the natural inclusion
[Y0, Y1]θ ↪→ [Z0, Z1]θ. It follows that, for 0 < θ < 1,
[X0(D), X1(D)]θ = {u ∈ [X0, X1]θ : Du ∈ [Y0, Y1]θ} . (1.2.81)
Remark 1.2.34. With the additional assumption that the spacesX0+X1 and Y0+Y1
are A-convex, Lemma 1.2.33 holds true for Xi, Yi, Zi, i = 0, 1, quasi-Banach spaces.
Inded, it is not hard to see that the proof of Theorem 14.3 in [LiMa] can be
carried out, for quasi-Banach spaces, with minor adjustments. The only aspect we
need to verify is that the space X0(D) + X1(D) is A-convex. In order to see this
we first note that based on the decompositions (1.2.68) and (1.2.70), one can easily
check that X0(D) +X1(D) = (X0 +X1)(D), where
(X0 +X1)(D) := {u ∈ X0 +X1 : Du ∈ Y0 + Y1} (1.2.82)
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equipped with the natural graph norm. We shall prove that the space (X0+X1)(D)
is A-convex. To do so, let us consider the open strip U := {x ∈ C : 0 < Re z < 1}
and an analytic function f : U → (X0 + X1)(D) which is continuous and bounded
on the closed strip U . Since the operator D : (X0 +X1)(D)→ Y0 + Y1 is linear and
bounded, Df is a Y0+Y1-valued analytic function in U , which extends by continuity
to U . Thus, employing our hypotheses that the spaces X0 + X1 and Y0 + Y1 are
A-convex, we obtain the following:
max
0<Re z<1
‖f(z)‖(X0+X1)(D) ≈ max
0<Re z<1
‖f(z)‖X0+X1 + max
0<Re z<1
‖Df(z)‖Y0+Y1
≤ C max
Re z=0,1
‖f(z)‖X0+X1 + C max
Re z=0,1
‖Df(z)‖Y0+Y1
≈ max
Re z=0,1
‖f(z)‖(X0+X1)(D).
In view of (1.2.78) this amounts to (X0 +X1)(D) being A-convex, which is what we
wanted to show.
Lemma 1.2.35. Let us consider X ,Y quasi-Banach spaces, {Xp,qα }p,q,α∈R ⊂ X and
{Y p,qα }p,q,α∈R ⊂ Y function spaces on a domain Ω ⊂ Rn such that, for pi, qi, αi ∈ R,
i = 0, 1, the sum Xp0,q0α0 +X
p1,q1
α1
is A-convex, and
[
Xp0,q0α0 , X
p1,q1
α1
]
θ
= Y p,qα ,
where 0 < θ < 1, 1
p
= 1−θ
p0
+ θ
p1
, 1
q
= 1−θ
q0
+ θ
q1
, and α = (1− θ)α0 + θα1. Let D1 ⊆ Ω
open and D2 ⊂ Ω closed subspaces, and define
Xp,qα,D1 := {f |D1 : f ∈ Xp,qα } and Xp,qα,D2,∗ := {f ∈ Xp,qα : supp f ⊆ D2}.
Similarly,
Y p,qα,D1 := {f |D1 : f ∈ Y p,qα } and Y p,qα,D2,∗ := {f ∈ Y p,qα : supp f ⊆ D2}.
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(i) If there exists a universal extension operator ED1 : X
p,q
α,D1
→ Xp,qα for all
p, q, α ∈ R, then [
Xp0,q0α0,D1 , X
p1,q1
α1,D1
]
θ
= Y p,qα,D1 ,
where 0 < θ < 1, 1
p
= 1−θ
p0
+ θ
p1
, 1
q
= 1−θ
q0
+ θ
q1
and α = (1− θ)α0 + θα1.
(ii) If Xp0,q0α0 ∩ Xp1,q1α1 is dense in both Xp0,q0α0 and Xp1,q1α1 , and if there exists a
universal extension operator EDc2 : X
p,q
α,Dc2
→ Xp,qα for all indices p, q, α ∈ R, where
Dc2 := Ω \D2, then [
Xp0,q0α0,D2,∗, X
p1,q1
α1,D2,∗
]
θ
= Y p,qα,D2,∗, (1.2.83)
where 0 < θ < 1, 1
p
= 1−θ
p0
+ θ
p1
, 1
q
= 1−θ
q0
+ θ
q1
and α = (1− θ)α0 + θα1.
(iii) Assume (1.2.83) holds and, for p, q, α ∈ R, define
X˜p,qα,D1 := {f |D1 : f ∈ Xp,qα,D2,∗} and Y˜ p,qα,D1 := {f |D1 : f ∈ Y p,qα,D2,∗}.
If there exists a universal extension operator E : X˜p,qα,D1 → Xp,qα,D2,∗ for all p, q, α ∈ R,
then [
X˜p0,q0α0,D1 , X˜
p1,q1
α1,D1
]
θ
= Y˜ p,qα,D1 ,
where 0 < θ < 1, 1
p
= 1−θ
p0
+ θ
p1
, 1
q
= 1−θ
q0
+ θ
q1
and α = (1− θ)α0 + θα1.
Remark 1.2.36. Before we proceed to prove the above lemma, a comment is in
order here. First note that in part (ii) of Lemma 1.2.35 the A-convexity of the
space Xp0,q0α0,D2,∗ + X
p1,q1
α1,D2,∗ is automatically satisfied (see the proof of (ii) below and
Remark 1.2.34 above). Second, we observe that given two quasi-Banach function
spaces X0, X1 on a domain Ω ⊂ Rn such that X0 + X1 is A-convex, the space
X0,D1 +X1,D1 is A-convex, as well, where Xi,D1 := {f |D1 : f ∈ Xi}, i = 0, 1, and D1
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is a closed subset of Ω. In order to justify this we can show that X0,D1 + X1,D1 =
(X0 + X1)D1 and, using (1.2.78), that (X0 + X1)D1 is A-convex. This property
will guarantee that the complex interpolation method described in this subsection
can be applied, without additional assumption, to the pairs
(
Xp0,q0α0,D1 , X
p1,q1
α1,D1
)
and(
X˜p0,q0α0,D1 , X˜
p1,q1
α1,D1
)
in parts (i) and (iii), respectively, of Lemma 1.2.35.
Proof of Lemma 1.2.35. (i) Define the restriction operator RD1f = f |D1 . Then
RD1 : X
p,q
α → Xp,qα,D1 , hence RD1 ◦ ED1 = I on Xp,qα,D1 . By complex interpolation we
also have
RD1 :
[
Xp0,q0α0 , X
p1,q1
α1
]
θ
−→ [Xp0,q0α0,D1 , Xp1,q1α1,D1]θ ,
i.e. RD1 : Y
p,q
α →
[
Xp0,q0α0,D1 , X
p1,q1
α1,D1
]
θ
. Since RD1 maps Y
p,q
α onto Y
p,q
α,D1
, we get that
Y p,qα,D1 ↪→
[
Xp0,q0α0,D1 , X
p1,q1
α1,D1
]
θ
.
On the other hand, ED1 :
[
Xp0,q0α0,D1 , X
p1,q1
α1,D1
]
θ
→ Y p,qα and RD1 : Y p,qα → Y p,qα,D1 . Their
composition RD1 ◦ ED1 = I, therefore
[
Xp0,q0α0,D1 , X
p1,q1
α1,D1
]
θ
↪→ Y p,qα,D1 ,
and the proof of (i) is complete.
(ii) In the case when X ,Y are Banach spaces, we can apply Lemma 1.2.33 with
X0 = X
p0,q0
α0
, X1 = X
p1,q1
α1
, Z0 = X
p0,q0
α0,Dc2
, Z1 = X
p1,q1
α1,Dc2
, Y0 = Y1 = 0, K = 0, D = RDc2 ,
and G = EDc2 . Then RDc2 ◦ EDc2 = I on Xp,qα,Dc2 ,
X0(D) = X
p0,q0
α0,D2,∗ and X1(D) = X
p1,q1
α1,D2,∗.
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Consequently,
[
Xp0,q0α0,D2,∗, X
p1,q1
α1,D2,∗
]
θ
=
{
f ∈ [Xp0,q0α0 , Xp1,q1α1 ]θ : f |Dc2 = 0}
= {f ∈ Y p,qα : supp f ⊆ D2}
= Y p,qα,D2,∗,
where 0 < θ < 1, 1
p
= 1−θ
p0
+ θ
p1
, 1
q
= 1−θ
q0
+ θ
q1
and α = (1− θ)α0 + θα1.
If X ,Y are quasi-Banach spaces, we will show that the proof follows from the
following.
Claim. Let Aj, Bj, j = 0, 1, be quasi-Banach spaces such that Bj ↪→ Aj, and
consider the operator T : Aj → Bj with the property that T 2 = T and T |Bj = I.
Then, for 0 < θ < 1,
T [A0, A1]θ = [B0, B1]θ. (1.2.84)
Proof of Claim. Since T : [A0, A1]θ → [B0, B1]θ, the left-to-right inclusion in
(1.2.84) is immediate. To show the opposite inclusion in (1.2.84) note that for j = 0, 1
the operator T − I : Bj → 0, hence T − I : [B0, B1]θ → 0 for 0 < θ < 1. Therefore,
∀x ∈ [B0, B1]θ ↪→ [A0, A1]θ we have x = Tx ∈ T [A0, A1]θ,
i.e. [B0, B1]θ ↪→ T [A0, A1]θ, which completes the proof of the claim. ¤
In order to show that the proof of (ii) follows from the above Claim, let us consider
the operator P defined as
P := I − EDc2 ◦RDc2 .
Take f ∈ Xp,qα . Then RDc2f ∈ Xp,qα,Dc2 , and (EDc2 ◦ RDc2)f ∈ Xp,qα , hence Pf ∈ Xp,qα .
59
Moreover, since RDc2 ◦ EDc2 = I,
RDc2(Pf) = RDc2f − (RDc2 ◦ EDc2 ◦RDc2)f = 0,
which implies that suppPf ⊆ D2. Consequently,
P : Xp,qα −→ Xp,qα,D2,∗.
Going further, for any f ∈ Xp,qα,D2,∗ we have f ∈ Xp,qα with supp f ⊆ D2, implying
Pf = f . This amounts to P : Xp,qα → Xp,qα,D2,∗ being onto.
To show that P 2 = P on Xp,qα , let f ∈ Xp,qα . Then Pf ∈ Xp,qα with supp(Pf) ⊆
D2, and
P 2f = P (Pf) = Pf − (EDc2 ◦RDc2)(Pf) = Pf.
Taking also into account the fact that P |Xp,qα,D2,∗ = I, the operator P and the
spaces Xp,qα , X
p,q
α,D2,∗ satisfy the conditions of the Claim. Therefore,
P [Xp0,q0α0 , X
p1,q1
α1
]θ = [X
p0,q0
α0,D2,∗, X
p1,q1
α1,D2,∗]θ. (1.2.85)
The left-hand side of (1.2.85) is P (Y p,qα ), and since P is onto, P (Y
p,q
α ) = Y
p,q
α,D2,∗,
consequently, [
Xp0,q0α0,D2,∗, X
p1,q1
α1,D2,∗
]
θ
= Y p,qα,D2,∗,
where 0 < θ < 1, 1
p
= 1−θ
p0
+ θ
p1
, 1
q
= 1−θ
q0
+ θ
q1
and α = (1− θ)α0 + θα1.
Note. In view of Remark 1.2.34 the proof of (ii) for quasi-Banach spaces can be
carried out in the same spirit as the proof of (ii) for Banach spaces (as above).
(iii) Consider the restriction operator RD1 defined in the proof of (i). Then,
naturaly, RD1 : X
p,q
α,D2,∗ → X˜p,qα,D1 , hence RD1 ◦ E = I on X˜p,qα,D1 . Moreover, by
60
(1.2.83), we have
RD1 : Y
p,q
α,D2,∗ −→
[
X˜p0,q0α0,D1 , X˜
p1,q1
α1,D1
]
θ
.
Since RD1 maps Y
p,q
α,D2,∗ onto Y˜
p,q
α,D1
, we obtain that
Y˜ p,qα,D1 ↪→
[
X˜p0,q0α0,D1 , X˜
p1,q1
α1,D1
]
θ
.
On the other hand,
[
X˜p0,q0α0,D1 , X˜
p1,q1
α1,D1
]
θ
E−→ Y p,qα,D2,∗
RD1−→ Y˜ p,qα,D1 ,
and RD1 ◦ E = I, therefore,
[
X˜p0,q0α0,D1 , X˜
p1,q1
α1,D1
]
θ
↪→ Y˜ p,qα,D1 , which completes the proof
of (iii) and the lemma. ¤
The argument in the proof of Lemma 1.2.21 with complex interpolation instead
of the real one yields the following.
Lemma 1.2.37. For any N ∈ N and interpolation couples (Ai0, Ai1), i = 1, . . . , N ,
such that Ai0 + A
i
1 are A-convex, there holds[
N⊕
i=1
Ai0,
N⊕
i=1
Ai1
]
θ
=
N⊕
i=1
[
Ai0, A
i
1
]
θ
, (1.2.86)
where 0 < θ < 1.
1.2.8 Parabolic sequence spaces
In this subsection we concentrate on the connection between parabolic function
spaces (defined in Chapter 2) and their discrete counterparts. This correlation plays
a crucial role when we try to ensure that the above described complex interpolation
method can be applied to parabolic quasi-Banach spaces. We start with the defini-
tion of the discrete version of the parabolic Besov and Triebel-Lizorkin spaces (cf.
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Definitions 3.1 and 3.3 in [Bow2], Definitions 3.1 and 3.3 of [BoHo] for the anisotropic
case, and pp. 47, 71, 130 of [FrJa2] for the f -scale, p. 46 of [FJW] for the b-scale in
the isotropic setting).
Definition 1.2.38. For ν ∈ Z and (k, l) ∈ Zn×Z consider the parabolic dyadic cube
Q = Qν,k,l := {(x, t) ∈ Rn × R : 2−νki ≤ xi ≤ 2−ν(ki + 1), 1 ≤ i ≤ n,
2−2νl ≤ t ≤ 2−2ν(l + 1)}.
(1.2.87)
Consider 0 < p, q ≤ ∞ and α ∈ R. The sequence space b˙p,qα,par is the collection of all
complex-valued sequences s = {sQ}Q such that
‖s‖b˙p,qα,par :=
∑
ν∈Z

∥∥∥∥∥∥
∑
l(Q)=2−ν
|Q| −αn+2− 12 |sQ|χQ
∥∥∥∥∥∥
Lp(Rn×R)

q
1/q
<∞. (1.2.88)
For the same indices the sequence space f˙p,qα,par is the collection of all complex-valued
sequences s = {sQ}Q such that
‖s‖f˙p,qα,par :=
∥∥∥∥∥∥
[∑
Q
(
|Q| −αn+2− 12 |sQ|χQ
)q]1/q∥∥∥∥∥∥
Lp(Rn×R)
<∞, if p <∞, (1.2.89)
and
‖s‖f˙∞,qα,par := sup
P dyadic
[
1
|P |
∫
P
∑
Q⊂P
(
|Q| −αn+2− 12 |sQ|χQ(x, t)
)q
dx dt
]1/q
<∞. (1.2.90)
The spaces bp,qα,par and f
p,q
α,par of sequences associated with the inhomogeneous case
are defined in a similar manner, except that the sum only involves cubes with side-
length l(Q) ≤ 1.
Remark 1.2.39. Writing the sum in (1.2.89) as a double sum (as in (1.2.88)), and
observing that with l(Q) = 2−ν the χQ’s have disjoint support, one can see that the
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b˙ and f˙ norms are obtained from each other by interchanging the Lp(Rn×R) and `q
norms (as in the case of Besov and Triebel-Lizorkin spaces).
Also, note that b˙p,qα,par and f˙
p,q
α,par coincide for p = q. In this case, for simplicity, we
shall write b˙pα,par instead of b˙
p,q
α,par. Similar considerations apply to the inhomogeneous
case, as well.
Definition 1.2.40. Consider the parabolic dyadic cube Q as above (in (1.2.87)) and
ϕ ∈ S(Rn × R) with
supp ϕˆ ⊂ ([−pi, pi]n \ {0})× ([−pi2, pi2] \ {0}) ,
sup
m∈Z
|ϕˆ(Am(ξ, τ))| > 0 for all (ξ, τ) ∈ Rn × R \ {(0, 0)}
and ∑
m∈Z
|ϕˆ(Am(ξ, τ))|2 = 1 ∀(ξ, τ) ∈ Rn × R \ {(0, 0)},
where A = (aij)1≤i,j≤n+1 is a matrix defined by aii = 2 if i ≤ n, aii = 4 if i = n+ 1,
and aij = 0 for i 6= j. Also, let ν ∈ Z, (k, l) ∈ Zn × Z, and set
ϕQ(x, t) := 2
ν(n+2)
2 ϕ(2νx− k, 22νt− l), (x, t) ∈ Rn × R. (1.2.91)
We next invoke the definition of the operators Tϕ and Sϕ (see Definition 3.2 in [Bow2]
or in [BoHo])
Tϕλ :=
∑
Q
λQϕQ for λ = {λQ}Q (1.2.92)
and
Sϕf := {〈f, ϕQ〉}Q for f ∈ S ′(Rn × R)/P, (1.2.93)
where P = P (Rn × R) is the collection of all polynomials in Rn × R.
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In what follows we record some important results (see Theorem 3.5 of [Bow2]
and [BoHo]).
Theorem 1.2.41. Consider the operators Tϕ and Sϕ as in Definition 1.2.40. Then,
for 0 < p, q ≤ ∞ (p 6=∞ for the F and f scales) and α ∈ R,
Tϕ : b˙
p,q
α,par −→ B˙p,qα,par(Rn × R),
Tϕ : f˙
p,q
α,par −→ F˙ p,qα,par(Rn × R)
and
Sϕ : B˙
p,q
α,par(Rn × R) −→ b˙p,qα,par,
Sϕ : F˙
p,q
α,par(Rn × R) −→ f˙p,qα,par
are bounded. Also,
Tϕ ◦ Sϕ = I on B˙p,qα,par(Rn × R) and Tϕ ◦ Sϕ = I on F˙ p,qα,par(Rn × R).
Remark 1.2.42. According to [Bow2] (p. 558) and [BoHo] (p. 20), the inhomoge-
neous counterpart of Theorem 1.2.41 is also valid. In this case the correspoding
operators are defined by
Tϕ,Φλ :=
∑
|Q|=1
λQΦQ +
∑
|Q|<1
λQ ϕQ for λ = {λQ}|Q|≤1 (1.2.94)
and
Sϕ,Φf := {(Sϕ,Φf)Q}|Q|≤1 for f ∈ S′(Rn × R), (1.2.95)
where
(Sϕ,Φf)Q :=
{ 〈f,ΦQ〉, if |Q| = 1,
〈f, ϕQ〉, if |Q| < 1.
(1.2.96)
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In this scenario the assumptions on ϕ,Φ ∈ S(Rn × R) are as follows:
supp ϕˆ ⊂ ([−pi, pi]n \ {0})× ([−pi2, pi2] \ {0}),
supp Φˆ ⊂ [−pi, pi]n × [−pi2, pi2],
sup
m∈Z
|ϕˆ(Am(ξ, τ))| > 0 for all (ξ, τ) ∈ Rn × R \ {(0, 0)},
sup
m≥1
{
|ϕˆ(A−m(ξ, τ))|, |Φˆ(ξ, τ)|
}
> 0 for all (ξ, τ) ∈ Rn × R \ {(0, 0)},
where the matrix A is the same as in Definition 1.2.40.
In the remaining part of the current subsection, following the proof of Theorem 11
in [MeMi], we show that the above described complex interpolation method can be
applied to the parabolic Besov and Triebel-Lizorkin scales defined in Section 2.1.1.
Theorem 1.2.43. Let 0 < p0, p1, q0, q1 ≤ ∞ (0 < p0, p1 <∞ for the Triebel-Lizorkin
scale), and α0, α1 ∈ R. Then
Bp0,q0α0,par(R
n × R) +Bp1,q1α1,par(Rn × R) is A-convex, (1.2.97)
F p0,q0α0,par(R
n × R) + F p1,q1α1,par(Rn × R) is A-convex. (1.2.98)
The same is true for their homogeneous versions.
Proof. We sketch a proof of (1.2.97) only, since the same argument works for (1.2.98)
and for the homogeneous scales.
We first observe that, by Remark 1.2.42, Bpi,qiαi,par(R
n × R) with 0 < pi, qi ≤ ∞,
αi ∈ R, i = 0, 1, can be identified with the discrete scale bpi,qiαi,par with the same indices.
Hence, in order to prove (1.2.97), it suffices to show that, for the indices specified
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above, bp0,q0α0,par + b
p1,q1
α1,par
is A-convex. This, in turn, follows from the fact that each
bpi,qiαi,par, i = 0, 1, is A-convex (cf. Proposition 1.2.29) and from Theorem 1.2.30. ¤
1.2.9 Envelopes of Hardy spaces
Following [Mit3], this subsection is an introduction to the envelopes of quasi-
normed spaces. In particular, the envelope of the (homogeneous) Hardy space H˙p(R)
is computed. We present only the information needed for our purposes, for more
details we refer the reader to [Mit3] and [MeMi].
Let 0 < p ≤ 1. A set S (in a vector space X) is called p-convex if S coincides
with its p-convex hull, i.e.
{∑
finite
λjaj : aj ∈ S, λ ≥ 0,
∑
λp ≤ 1
}
. (1.2.99)
Also, call S absolutely p-convex if S coincides with its absolutely p-convex hull,
i.e. {∑
finite
λjaj : aj ∈ S,
∑
|λ|p ≤ 1
}
. (1.2.100)
Let X be a linear, topological space and, for each 0 < p ≤ 1, let WX,p be the
absolutely p-convex hull of the unit ball in X. Set
‖|x|‖p := inf
{
λ > 0 : x/λ ∈ WX,p
}
. (1.2.101)
Recall that X∗, the dual of X, is defined as the collection of all linear, continuous
functionals on X. The latter condition means that f : X → R satisfies
∀ ε > 0 ∃ δ > 0 such that ‖x‖X < δ ⇒ |f(x)| < ε. (1.2.102)
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If X is locally bounded, with a topology given by a quasi-norm ‖ · ‖X , the above
condition is equivalent to
‖f‖ := sup{|f(x)| : ‖x‖X ≤ 1} < +∞. (1.2.103)
We say that X∗ separates the points in X if x = 0⇔ f(x) = 0, ∀ f ∈ X∗.
Proposition 1.2.44. If X is a quasi-normed space whose dual separates its points,
then (1.2.101) is a p-norm. That is, ‖|x|‖p = 0 if and only if x = 0, ‖|λx|‖p =
|λ| ‖|x|‖p, and
‖|x+ y|‖pp ≤ ‖|x|‖pp + ‖|y|‖pp, ∀x, y ∈ X. (1.2.104)
For each X as above, we denote by Ep(X) the p-envelope of X, i.e. the completion
of X in the quasi-norm ‖| · |‖p.
Comments. (i) The ‖| · |‖p “norm” generates a locally p-convex topology, weaker
that the original topology on X.
(ii) Ep(X) is a p-Banach space, i.e. a complete metric space whose metric is
naturally induced by a p-norm.
(iii) Ep(X) should be thought of as the “smallest” locally p-convex topological
space containing X. In fact, if X is locally bounded, then Ep(X) is the “smallest”
p-Banach space containing X. In particular, if X is a p-Banach space to begin with,
then Ep(X) = X.
(vi) When p = 1, Ep(X) corresponds to the so-called Banach envelope of X, i.e.
the “smallest” Banach space containing X. See [MeMi].
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Throughout, all vector spaces considered are assumed to be quasi-normed, whose
duals separate points.
Proposition 1.2.45. Any bounded, linear operator T : X → Y extends to a bounded
operator Tˆ : Ep(X)→ Ep(Y ).
Proof. This is carried out much as in the case p = 1 treated in [MeMi]. ¤
Proposition 1.2.46. For each 0 < p ≤ 1,
Ep(X)∗ = X∗. (1.2.105)
Proof. Since X ↪→ Ep(X), the mapping Φ : (Ep(X))∗ → X∗, defined by Φ(f) := f |X
is well defined, linear and bounded. Also, by Proposition 1.2.44, any f ∈ X∗ extends
to a unique element fˆ ∈ (Ep(X))∗, and we define Ψ : X∗ → (Ep(X))∗ by Ψ(f) := fˆ .
Then, clearly, Φ(Ψ(f)) = fˆ |X = f .
Also, for any f ∈ (Ep(X))∗, the fact that (̂f |X)|X = f |X , in concert with the fact
that X ↪→ Ep(X) densely, implies that (̂f |X) = f . Thus, Ψ(Φ(f)) = f .
This proves that Ψ and Φ are inverses to each other, justifying (1.2.105). ¤
Remark 1.2.47. Fix 0 < p ≤ p∗ ≤ 1. Since WX,p ⊆ WX,p∗, it follows that ‖|x|‖p∗ ≤
‖|x|‖p for any x ∈ X. In particular, any Cauchy sequence in ‖| · |‖p is also Cauchy
in ‖| · |‖p∗. In turn, (in concert with the abstract definition of compeletion as the
vector space of equivalence classes of Cauchy sequences) implies that the identity map
I : X → X extends to a linear, bounded operator I : Ep(X) → Ep∗(X). However,
even though Ep(X)∗ = Ep∗(X)∗(= X∗), there are no guarantees that this map is
one-to-one! Also, generally speaking, the dual of Ep(X) may not separate its points.
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Theorem 1.2.48. Let E,F be two quasi-Banach spaces whose duals separate points,
and fix 0 < p ≤ 1. Suppose that F is a p-Banach space, E ⊆ F and the inclusion
ι : E ↪→ F is continuous with dense range. Also, assume that E has a good approx-
imation of identity, in the sense that there exists a sequence of operators {Am}m,
Am : E → E, such that
‖Amx‖Ep(E) ≤ C‖x‖F , uniformly in m, for each x ∈ E, (1.2.106)
and
‖Amx− x‖E → 0 as m→∞, for each fixed x ∈ E. (1.2.107)
Then F is the p-envelope of E, i.e. F = Ep(E), if and only if the closure in F of
the absolutely p-convex hull of BE(0, 1), the unit ball of E, is a neighborhood of the
origin in F .
Proof. Assume that F = Ep(E). Then, if W denotes the absolutely p-convex hull of
BE(0, 1),
‖x‖F < 1⇒ ∃λ ∈ (0, 1) such that x/λ ∈ W ⇒ x ∈ λW ⊆ W ⊆ W ‖·‖F .
This proves the left-to-right implication.
Conversely, assume that the closure in F of the absolutely p-convex hull of
BE(0, 1) is a neighborhood of the origin in F . First, by Proposition 1.2.44, the
inclusion ι : E ↪→ F extends to a bounded, linear operator
ιˆ : Ep(E) −→ F. (1.2.108)
Our goal is to show that this extension is, in fact, an isomorphism.
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As a preliminary step, we note that
E ∩BEp(E)(0, 1) coincides with WE,p, the absolutely p-convex hull of BE(0, 1).
(1.2.109)
Indeed, if x ∈ WE,p then y ∈ E and ‖x‖Ep(E) < 1, proving the left-to-right inclusion
in (1.2.109). As for the opposite one, we note that if x ∈ E and ‖x‖Ep(E) < 1 then
there exits λ ∈ (0, 1) such that x/λ ∈ WE,p. In particular, x ∈ λWE,p ⊆ WE,p, as
desired.
Having justified (1.2.109) we then observe that
WE,p = ιˆ(E ∩BEp(E)(0, 1)) ⊆ ιˆ(BEp(E)(0, 1)). (1.2.110)
Thus,
WE,p
‖·‖F ⊆ ιˆ(BEp(E)(0, 1))
‖·‖F
. (1.2.111)
Since the set in the left side of (1.2.111) is, by the current hypotheses, a neighborhood
of 0 in F , it follows from the Open Mapping Theorem on p. 9 in [KPR] that ιˆ in
(1.2.108) is onto.
There remains to show that this operator is also one-to-one. A moment’s reflection
shows that this is equivalent to proving that
xj ∈ E, {xj}j Cauchy in Ep(E), xj → 0 in F ⇒ xj → 0 in Ep(E). (1.2.112)
Granted this, and recalling the approximate identity operators Am, we write
‖xj‖Ep(E) ≤ C‖xj − Amxj‖Ep(E) + C‖Amxj‖Ep(E). (1.2.113)
Under the current hypotheses on {xj}j and {Am}m, given any ε > 0 there exists jε
such that C‖xjε‖F ≤ ε and C‖xjε−Amxjε‖E ≤ ε/2 providedm is large enough. Thus,
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‖Amxjε‖Ep(E) ≤ C‖xjε‖F ≤ ε/2 and C‖Amxjε‖Ep(E) ≤ C‖Amxjε‖E ≤ ε/2. Hence,
by (1.2.113), ‖xjε‖Ep(E) ≤ ε. This proves that {xj}j contains a subsequence which
is convergent to zero in Ep(E). Being Cauchy, then the entire sequence converges to
zero in Ep(E), as desired. ¤
As is well-known (cf. Theorem I from [Coi], pp. 591 – 593 of [CoWe2], Theorem
in [Lat]), for 0 < p ≤ 1, the homogeneous atomic Hardy space H˙p(Rn) is defined as
the `p-span of atoms, i.e.
supp a ⊂ Q, ‖a‖L∞(Rn) ≤ |Q|−1/p, for some cube Q ⊆ Rn,
and
∫
Rn
xβa(x) dx = 0, ∀ β ∈ Nn0 with |β| ≤ [n(1/p− 1)].
(1.2.114)
On the other hand, if 0 < p∗ ≤ 1 and α ∈ R, then the homogeneous Besov space
B˙p
∗
α (Rn) is defined (cf. Theorems 2.6 and 3.1 in [FrJa1], or Theorem 4.1 in [FrJa2])
as the `p
∗
-span of atoms, i.e. functions satisfying
supp a ⊂ Q,
‖∂γa‖L∞(Rn) ≤ |Q|α/n−1/p∗−|γ|/n, if |γ| ≤ ([α] + 1)+, γ ∈ Nn0 ,∫
Rn
xβa(x) dx = 0, ∀ β ∈ Nn0 , |β| ≤ max{[n(1/p∗ − 1)+ − α],−1}.
(1.2.115)
Remark 1.2.49. If 0 < p < p∗ ≤ 1 and α = n(1/p∗ − 1/p) then the atoms defined
as in (1.2.114) coincide with the atoms defined in (1.2.115).
Remark 1.2.50. If 0 < p < p∗ ≤ 1 and α = n(1/p∗−1/p) then H˙p(Rn) ↪→ B˙p∗α (Rn).
Our goal is to eventually prove that
Theorem 1.2.51. For 0 < p < p∗ ≤ 1 and α := n(1/p∗ − 1/p),
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Ep∗(H˙p(Rn)) = B˙p∗α (Rn). (1.2.116)
Proof. The strategy is to use Theorem 1.2.48. We proceed in steps, starting with
Step I. The closure in B˙p
∗
α (Rn) of the p∗-convex hull of the standard unit ball of
H˙p(Rn) contains a ball centered at the origin in B˙p∗α (Rn).
To see this, fix u ∈ B˙p∗α (Rn) with ‖u‖B˙p∗α (Rn) < 1. Then there exist λj ∈ R and aj
atoms so that
u =
∑
j
λjaj,
∑
j
|λj|p∗ < 1.
Now, by Remark 1.2.49 above, each partial sum
∑N
j=1 λjaj belongs to the p
∗-convex
hull of the standard unit ball in H˙p(Rn), so that u can be approximated (in B˙p∗α (Rn))
by elements from this set. This clearly justifies the claim made in Step I.
Step II. The space H˙p(Rn) has the approximate identity property, relative to B˙p∗,p∗s (Rn).
Given a real-valued function ϕ and, for ν ∈ Z, k ∈ Zn, a dyadic cube Q = Qν,k,
Qν,k :=
{
x ∈ Rn : 2−νki ≤ xi ≤ 2−ν(ki + 1), 1 ≤ i ≤ n
}
,
we set, as usual, ϕQ(x) := 2
νn/2ϕ(2νx− k).
Let {ϕ`}` be a family of “mother wavelets” and, for each m ∈ N, set
Amf :=
2n−1∑
`=1
∑
|ν|≤m
∑
dist(Q,0)≤m
〈f, ϕ`Q〉ϕ`Q, (1.2.117)
i.e. a truncated wavelet expansion of f . According to Theorems 2.6 and 3.1 in
[FrJa1], Theorem 4.1 of [FrJa2],
‖f‖
B˙p
∗
α (Rn) ≈
2n−1∑
`=1
∥∥∥{f˜ `Q}Q∥∥∥`p∗ , (1.2.118)
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where
f˜ `Q := |Q|1/p−1/2〈f, ϕ`Q〉. (1.2.119)
Also,
ϕ˜`Q := |Q|1/2−1/pϕ`Q (1.2.120)
is a H˙p-atom, and
Amf =
∑∑∑
f˜ `Qϕ˜
`
Q. (1.2.121)
Consequently, if λ :=
∑2n−1
`=1 ‖{f˜ `Q}Q‖`p∗ , then Amf/λ belongs to the absolute
p∗-convex hull of the unit ball in H˙p(Rn), so that
‖Amf‖Ep∗ (H˙p(Rn)) ≤ λ ≈ ‖f‖B˙p∗α (Rn), (1.2.122)
uniformly in m. This justifies (1.2.106) in the present context.
Since it is well known that
Amf −→ f as m→∞, in H˙p(Rn), (1.2.123)
(cf., e.g., Theorem 7.20 in [FJW]), it follows that the analogue of (1.2.107) also holds.
The proof of the Theorem 1.2.51 is therefore finished. ¤
The following abstract lemma will be useful in order to prove Theorems 3.3.1,
3.3.3 and Corollaries 3.3.2, 3.3.4.
Lemma 1.2.52. Consider Xi, i = 1, 2, quasi-Banach spaces, Yi, i = 1, 2, Banach
spaces, so that the incusions Xi ↪→ Yi are well-defined, continuous and dense. As-
sume that P ∈ L(Y1, Y2) is well-defiened, continuous and has a continuous inverse
to the right, as well as P |X1 ∈ L(X1, X2). Then, if Ep(X1) = Y1, 0 < p ≤ 1, then we
also have Ep(X2) = Y2.
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Proof. Denote the right-inverse of P by R. Then P ◦R = I on Y2 and P ◦R|X2 = I
on X2. Moreover, P : X1 → X2 and R : X2 → X1 extend linearly and boundedly as
Pˆ : Ep(X1) −→ Ep(X2) and Rˆ : Ep(X2) −→ Ep(X1),
where 0 < p ≤ 1. Since Ep(X1) = Y1,
Pˆ ◦R : Y2 −→ Ep(X2), P ◦ Rˆ : Ep(X2) −→ Y2
are bounded. In order to prove that Ep(X2) = Y2, we will show that
(Pˆ ◦R) ◦ (P ◦ Rˆ) = I on Ep(X2) (1.2.124)
and
(P ◦ Rˆ) ◦ (Pˆ ◦R) = I on Y2. (1.2.125)
For (1.2.124) it is enough to consider a dense subclass of Ep(X2), in particular, X2.
It is not hard to see that (Pˆ ◦R)◦(P ◦ Rˆ) is the identity operatr on X2. Similarly, for
(1.2.125), we consider X2, a dense subclass of Y2, and we show that (P ◦ Rˆ) ◦ (Pˆ ◦R)
is the identity on X2. This completes the proof of the lemma. ¤
Remark 1.2.53. In Theorem 1.2.52 it is enough to assume the density of the inclu-
sion X1 ↪→ Y1 only, since, in this case, the density of X2 ↪→ Y2 follows.
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Proof. Let y ∈ Y2. Then Ry ∈ Y1 and, since X1 is dense in Y1, there exists a sequence
{xk}k∈N in X1 such that ‖xk − Ry‖Y1 → 0 as k → 0. Moreover, Pxk ∈ X2 for each
k ∈ N and
‖Pxk − y‖Y2 = ‖Pxk − (P ◦R)y‖Y2 = ‖P (xk −Ry)‖Y2 ≤ c ‖xk −Ry‖Y1 .
Therefore, X2 is dense in Y2. ¤
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Chapter 2
Parabolic function spaces
In this chapter we discuss Sobolev, Besov, Hardy and Triebel-Lizorkin spaces
with parabolic anisotropy. Section 2.1 deals with the Euclidean setting Rn × R. In
Sections 2.2 and 2.3 we adapt these definitions to the case of a Lipschitz cylinder
and its lateral boundary, respectively. Section 2.4 contains duality results on different
geometrical settings. In Section 2.5 we extend the theory of envelopes of isotropic
Hardy spaces to the parabolic setting.
2.1 Euclidean setting
2.1.1 Besov and Triebel-Lizorkin spaces
We first give the definition of the parabolic Besov and Triebel-Lizorkin spaces,
then we shall present several important features of these spaces.
Recall that ‖(x, t)‖par := (|x|2 + |t|)1/2 for x ∈ Rn, t ∈ R.
Definition 2.1.1. Define the system Φ of complex-valued functions {ϕj}∞j=0 with the
following properties:
(i) ϕj ∈ C∞c (Rn × R);
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(ii) For κ > 1 an appropriate number,
suppϕ0 ⊂ {(x, t) ∈ Rn × R : ‖(x, t)‖par ≤ κ 2},
suppϕj ⊂
{
(x, t) ∈ Rn × R : 1
κ
2j ≤ ‖(x, t)‖par ≤ κ 2j+1
}
, j ∈ N;
(iii) There exist positive constants c0 and c1 such that
c0 ≤
∣∣∣∣∣
∞∑
j=0
ϕj(x, t)
∣∣∣∣∣ ≤ c1, (x, t) ∈ Rn × R;
(iv) For every multiindex γ ∈ Nn0 and every k ∈ N0 there exists a positive constant
Cγ,k such that
|∂γx∂kt ϕj(x, t)| ≤
Cγ,k
2j(|γ|+2k)
.
An example of the family {ϕj}∞j=0 is as follows. Fix ϕ0 ∈ C∞(Rn × R) such that
ϕ0(x, t) = 1 if ‖(x, t)‖par ≤ 1 and supp ϕ0 ⊂ {(x, t) ∈ Rn × R : ‖(x, t)‖par ≤ 2}.
Then introduce
ϕj(x, t) := ϕ0(2
−jx, 2−2jt)− ϕ0(2−j+1x, 22(−j+1)t), (x, t) ∈ Rn × R, j ∈ N.
It follows that {ϕj}∞j=0 is a partition of unity, i.e.
∞∑
j=0
ϕj(x, t) = 1 for (x, t) ∈ Rn × R,
and, clearly, {ϕj}∞j=0 satisfies all of the conditions (i)-(iv) of Definition 2.1.1, hence
{ϕj}∞j=0 ∈ Φ.
Based on this system Φ, we can then give a Littlewood-Paley type definition of
parabolic Besov and Triebel-Lizorkin spaces much as in [Sto¨1] (pp. 790 – 793) and in
the isotropic setting (cf. pp. 171 – 172 of [Tri2]).
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Definition 2.1.2. For 0 < p, q ≤ ∞, α ∈ R and {ϕj}∞j=0 ∈ Φ define
Bp,qα,par(Rn × R) :=
{
f ∈ S′(Rn × R) :
‖f‖Bp,qα,par(Rn×R) :=
( ∞∑
j=0
2jαq‖F−1(ϕjFf)‖qLp(Rn×R)
)1/q
<∞
}
and, for p 6=∞,
F p,qα,par(Rn × R) :=
{
f ∈ S′(Rn × R) :
‖f‖F p,qα,par(Rn×R) :=
∥∥∥( ∞∑
j=0
2jαq|F−1(ϕjFf)|q
)1/q∥∥∥
Lp(Rn×R)
<∞
}
with the usual modification if q =∞, i.e.
Bp,∞α,par(Rn × R) :=
{
f ∈ S′(Rn × R) :
‖f‖Bp,∞α,par(Rn×R) := sup
j∈N0
[
2jα‖F−1(ϕjFf)‖Lp(Rn×R)
]
<∞
}
and, for p 6=∞,
F p,∞α,par(Rn × R) :=
{
f ∈ S′(Rn × R) :
‖f‖F p,∞α,par(Rn×R) :=
∥∥∥ sup
j∈N0
(
2jα|F−1(ϕjFf)|
) ∥∥∥
Lp(Rn×R)
<∞
}
.
When emphasizing the system Φ, we shall use the notation Bp,q,Φα,par and F
p,q,Φ
α,par instead
of Bp,qα,par and F
p,q
α,par, respectively.
Note that a different choice of {ϕj}∞j=0 ∈ Φ yields a vector space equipped with
an equivalent quasi-norm. For this, we refer the reader to pp. 790 – 793 in [Sto¨1],
Theorem 3.6 of [Yam], Corollary 3.7 of [BoHo] and Theorem 3 of [DaTr].
Remark 2.1.3. There exist other natural possibilities of introducing the systems
Φ’s. For example, we can define Φ′ much as in Definition 2.1.1, except that
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(iii)′
∑∞
j=0 ϕj is real-valued and there exist positive constants c0 and c1 such that
c0 ≤
∞∑
j=0
ϕj(x, t) ≤ c1, (x, t) ∈ Rn × R.
Similarly, we can introduce Φ′′ as in Definition 2.1.1, except that
(iii)′′
∑∞
j=0 ϕj is real-valued and, for (x, t) ∈ Rn × R, we have
∑∞
j=0 ϕj(x, t) = 1.
Nonetheless, one can show that these definitions lead to the same Besov and
Triebel-Lizorkin spaces when Φ′ or Φ′′ is used in place of Φ (although their norms
change up to an equivalence).
A sketch of proof is based on the following ideas. Here we only consider the
Besov scale with 0 < p < ∞, however a similar argument can be easily carried out
for p =∞ and for the Triebel-Lizorkin space, as well. Clearly, Φ′′ ⊂ Φ′ ⊂ Φ. Hence
Bp,q,Φ
′′
α,par (Rn × R) ↪→ Bp,q,Φα,par(Rn × R). (2.1.1)
In order to show the opposite inclusion in (2.1.1), let f ∈ Bp,q,Φα,par(Rn×R), {ϕj}∞j=0 ∈ Φ
and set
ϕ :=
∞∑
j=0
ϕj, ϕ˜j :=
ϕj
ϕ
. (2.1.2)
Then {ϕ˜j}∞j=0 ∈ Φ′′ and, by definition,
‖f‖
Bp,q,Φ
′′
α,par (Rn×R) =
( ∞∑
j=0
2jαq‖F−1(ϕ˜j Ff)‖qLp(Rn×R)
)1/q
=
( ∞∑
j=0
2jαq
∥∥∥∥F−1 [ϕj F (F−1( 1ϕ Ff
))]∥∥∥∥q
Lp(Rn×R)
)1/q
=
∥∥∥∥F−1( 1ϕ Ff
)∥∥∥∥
Bp,q,Φα,par(Rn×R)
≤ c ‖f‖Bp,q,Φα,par(Rn×R).
(2.1.3)
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The inequality in (2.1.3) holds provided that 1/ϕ is a multiplier in Bp,q,Φα,par(Rn × R)
for any 0 < p, q ≤ ∞ and any α ∈ R. This, in turn, can be verified by the following
(cf. Theorem 2.1 and Remark 2.1 of [Sto¨1]). For every multiindex γ ∈ Nn0 and every
k ∈ N0 there exists a positive finite constant Cγ,k such that∣∣∣∣∣∣∂γξ ∂kτ
( ∞∑
j=0
ϕj(ξ, τ)
)−1∣∣∣∣∣∣ ≤ Cγ,k(1 + ‖(ξ, τ)‖par)γ+2k , (ξ, τ) ∈ Rn × R. (2.1.4)
Taking into account the support conditions on ϕj, j ∈ N0 (see part (ii) of Def-
inition 2.1.1) and using part (iv) of Definition 2.1.1, as well, one can check that
(2.1.4) holds. Therefore (2.1.3) is true, which further implies the opposite inclusion
in (2.1.1), finishing the proof of Remark 2.1.3.
For further applications we find it useful to give yet another definition.
Definition 2.1.4. Let ϕ ∈ S(Rn × R) be such that
ϕ(x, t) > 0 for 2−1 < ‖(x, t)‖par < 2,
supp ϕ = {(x, t) ∈ Rn × R : 2−1 ≤ ‖(x, t)‖par ≤ 2}
and
∞∑
j=−∞
ϕ(2−jx, 2−2jt) = 1 for (x, t) 6= 0.
Define the functions ϕj and ψj by
(Fϕj)(x, t) = ϕ(2−jx, 2−2jt) for j ∈ Z,
(Fψ0)(x, t) = 1−
∞∑
j=1
ϕ(2−jx, 2−2jt), ψj = ϕj for j ≥ 1.
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Then, for 0 < p, q ≤ ∞, α ∈ R, the parabolic Besov and Triebel-Lizorkin spaces are
defined by
Bp,qα,par(Rn × R) :=
{
f ∈ S′(Rn × R) :
‖f‖Bp,qα,par(Rn×R) :=
( ∞∑
j=0
2jαq‖ψj ∗ f‖qLp(Rn×R)
)1/q
<∞
}
and, for p 6=∞,
F p,qα,par(Rn × R) :=
{
f ∈ S′(Rn × R) :
‖f‖F p,qα,par(Rn×R) :=
∥∥∥( ∞∑
j=0
2jαq|(ψj ∗ f)(·)|q
)1/q∥∥∥
Lp(Rn×R)
<∞
}
,
with the usual modification if q =∞, i.e.
Bp,∞α,par(Rn × R) :=
{
f ∈ S′(Rn × R) :
‖f‖Bp,∞α,par(Rn×R) := sup
j∈N0
(
2jα‖(ψj ∗ f)|Lp(Rn×R)
)
<∞
}
and, for p 6=∞,
F p,∞α,par(Rn × R) :=
{
f ∈ S′(Rn × R) :
‖f‖F p,∞α,par(Rn×R) :=
∥∥∥ sup
j∈N0
(
2jα|(ψj ∗ f)(·)|
) ∥∥∥
Lp(Rn×R)
<∞
}
.
This definition is equivalent with Definition 2.1.4, since {Fψj}j∈N0 satisfies similar
properties to {ϕj}j∈N0 from Definition 2.1.2.
As is well known (see, e.g. Remark 3.1, Proposition 3.5 of [Yam], and p. 11
of [Joh]), for 0 < p, q ≤ ∞, α ∈ R the spaces Bp,qα,par(Rn × R) and F p,qα,par(Rn × R)
(p 6= ∞ for the F -scale) are complete, for p, q ≥ 1 they are Banach spaces, and in
general
S(Rn × R) ↪→ Bp,qα,par(Rn × R) ↪→ S′(Rn × R), (2.1.5)
S(Rn × R) ↪→ F p,qα,par(Rn × R) ↪→ S′(Rn × R) if p 6=∞ (2.1.6)
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are continuous, while the first inclusions in (2.1.5) and (2.1.6) are dense provided
0 < p, q <∞. Moreover, the following simple embedding results hold for 0 < p ≤ ∞
(p 6=∞ for the Triebel-Lizorkin scale) and α, α0, α1 ∈ R.
Bp,q0α,par(Rn × R) ↪→ Bp,q1α,par(Rn × R), F p,q0α,par(Rn × R) ↪→ F p,q1α,par(Rn × R),
when 0 < q0 ≤ q1 ≤ ∞,
(2.1.7)
Bp,qα0,par(R
n × R) ↪→ Bp,rα1,par(Rn × R), F p,qα0,par(Rn × R) ↪→ F p,rα1,par(Rn × R)
for α0 > α1 and every 0 < q, r ≤ ∞,
(2.1.8)
Bp,min{p,q}α,par (Rn ×R) ↪→ F p,qα,par(Rn ×R) ↪→ Bp,max{p,q}α,par (Rn ×R), 0 < q ≤ ∞. (2.1.9)
Next we turn our attention to the homogeneous Besov and Triebel-Lizorkin
spaces, starting with the counterpart of Definitions 2.1.1 and 2.1.2 for the homo-
geneous scale.
Definition 2.1.5. Define the system Φ˙ of complex-valued functions {ϕj}∞j=−∞ with
the following properties:
(i) ϕj ∈ C∞c (Rn × R \ {(0, 0)});
(ii) For κ > 1 an appropriate number,
suppϕj ⊂
{
(x, t) ∈ Rn × R : 1
κ
2j ≤ ‖(x, t)‖par ≤ κ 2j+1
}
;
(iii) There exist positive constants c0 and c1 such that
c0 ≤
∣∣∣∣∣
∞∑
j=−∞
ϕj(x, t)
∣∣∣∣∣ ≤ c1, (x, t) ∈ Rn × R \ {(0, 0)};
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(iv) For every multiindex γ ∈ Nn0 and every k ∈ N0 there exists a positive constant
Cγ,k such that
|∂γx∂kt ϕj(x, t)| ≤
Cγ,k
2j(|γ|+2k)
.
Definition 2.1.6. For 0 < p, q ≤ ∞, α ∈ R and {ϕj}∞j=−∞ ∈ Φ˙ define
B˙p,qα,par(Rn × R) :=
{
f ∈ S′(Rn × R) :
‖f‖B˙p,qα,par(Rn×R) :=
( ∞∑
j=−∞
2jαq‖F−1(ϕjFf)‖qLp(Rn×R)
)1/q
<∞
}
and, for p 6=∞,
F˙ p,qα,par(Rn × R) :=
{
f ∈ S′(Rn × R) :
‖f‖F˙ p,qα,par(Rn×R) :=
∥∥∥( ∞∑
j=−∞
2jαq|F−1(ϕjFf)|q
)1/q∥∥∥
Lp(Rn×R)
<∞
}
with the usual modification if q =∞, i.e.
B˙p,∞α,par(Rn × R) :=
{
f ∈ S′(Rn × R) :
‖f‖B˙p,∞α,par(Rn×R) := sup
j∈Z
[
2jα‖F−1(ϕjFf)‖Lp(Rn×R)
]
<∞
}
and, for p 6=∞,
F˙ p,∞α,par(Rn × R) :=
{
f ∈ S′(Rn × R) :
‖f‖F˙ p,∞α,par(Rn×R) :=
∥∥∥ sup
j∈Z
(
2jα|F−1(ϕjFf)|
) ∥∥∥
Lp(Rn×R)
<∞
}
.
Different sequences {ϕj}∞j=−∞ ∈ Φ˙ yield equivalent quasi-norms (cf. Theorem 1.1
of [Sto¨1]).
Remark 2.1.7. A remark similar is spirit to Remark 2.1.3 can be made in connection
with Definition 2.1.5.
The proper analogue of Defnition 2.1.4 for homogeneous spaces is as follows.
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Definition 2.1.8. In the context of Definition 2.1.4, for 0 < p, q ≤ ∞ and α ∈ R,
the homogeneous parabolic Besov space is given by
B˙p,qα,par(Rn × R) :=
{
f ∈ S′(Rn × R) :
‖f‖B˙p,qα,par(Rn×R) :=
( ∞∑
j=−∞
2jαq‖ϕj ∗ f‖qLp(Rn×R)
)1/q
<∞
}
.
For p 6=∞ the homogeneous parabolic Triebel-Lizorkin space is given by
F˙ p,qα,par(Rn × R) :=
{
f ∈ S′(Rn × R) :
‖f‖F˙ p,qα,par(Rn×R) :=
∥∥∥( ∞∑
j=−∞
2jαq|(ϕj ∗ f)(·)|q
)1/q∥∥∥
Lp(Rn×R)
<∞
}
.
The usual modifications for q =∞ are as follows:
B˙p,∞α,par(Rn × R) :=
{
f ∈ S′(Rn × R) :
‖f‖B˙p,∞α,par(Rn×R) := sup
j∈N0
(
2jα‖(ϕj ∗ f‖Lp(Rn×R)
)
<∞
}
and, for p 6=∞,
F˙ p,∞α,par(Rn × R) :=
{
f ∈ S′(Rn × R) :
‖f‖F˙ p,∞α,par(Rn×R) :=
∥∥∥ sup
j∈N0
(
2jα|(ϕj ∗ f)(·)|
) ∥∥∥
Lp(Rn×R)
<∞
}
.
Proposition 2.1.9. According to [See] (p. 391), for 1 < p < ∞, 1 < q ≤ ∞ and
α > 0,
F p,qα,par(Rn × R) = F˙ p,qα,par(Rn × R) ∩ Lp(Rn × R) (2.1.10)
with equivalent norms, meaning
‖f‖F p,qα,par(Rn×R) ≈ ‖f‖F˙ p,qα,par(Rn×R) + ‖f‖Lp(Rn×R). (2.1.11)
In particular,
‖f‖Bpα,par(Rn×R) ≈ ‖f‖B˙pα,par(Rn×R) + ‖f‖Lp(Rn×R) for 1 < p <∞, α > 0. (2.1.12)
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We next present a few lifting operators on inhomogeneous and homogeneous
Besov and Triebel-Lizorkin scales, starting with the operators already in the litera-
ture.
Theorem 2.1.10. Let σ be a real number and define the lifting operator Iσ by
Iσf := F−1
{[(
1 + |ξ|2) 12 + |τ | 12]−σ Ff(ξ, τ)} , (ξ, τ) ∈ Rn × R, σ ∈ R,
(2.1.13)
for f ∈ S′(Rn × R). Then, for 0 < p, q ≤ ∞ (p 6= ∞ in the case of the Triebel-
Lizorkin space) and α ∈ R, the operators
Iσ : Bp,qα,par(Rn × R) ∼−→ Bp,qα+σ,par(Rn × R),
Iσ : F p,qα,par(Rn × R) ∼−→ F p,qα+σ,par(Rn × R)
are isomorphisms.
Proof. According to Proposition 3.3 of [Yam], the lifting operator Iσ maps the space
Bp,qα,par(Rn × R) boundedly into Bp,qα−σ,par(Rn × R). Since Iσ ◦ I−σ = I−σ ◦ Iσ = I on
Bp,qα,par(Rn × R), the map Iσ is an isomorphism. The same argument can be carried
out for the Triebel-Lizorkin scale. ¤
Theorem 2.1.11. (Theorem 6 in [StTr] , see also Remark 3.1 in [Sto¨1])
Let 0 < p, q ≤ ∞ (0 < p <∞ for the F -scale) and σ ∈ R. Define the operator Iσ by
Iσf := F−1
[( n∑
j=1
(1 + ξ2j )
σ/2 + (1 + τ 2)σ/4
)
(Ff)(ξ, τ)
]
, (ξ, τ) ∈ Rn × R,
for f ∈ S′(Rn × R). Then the operator Iσ is an isomorphism in the following in-
stances:
Iσ : B
p,q
σ,par(Rn × R) ∼−→ Bp,q0,par(Rn × R),
Iσ : F
p,q
σ,par(Rn × R) ∼−→ F p,q0,par(Rn × R).
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Theorem 2.1.12. ((4.3) of [StTr] , see also Theorem 3.1 in [Sto¨1])
Let 0 < p, q ≤ ∞ (0 < p <∞ for the F -scale) and σ ∈ R. Define the operator I˙σ by
I˙σf := F−1
[( n∑
j=1
|ξj|σ + |τ |σ/2
)
(Ff)(ξ, τ)
]
, (ξ, τ) ∈ Rn × R,
for f ∈ S′(Rn × R). Then the operators
I˙σ : B˙
p,q
σ,par(Rn × R) ∼−→ B˙p,q0,par(Rn × R),
I˙σ : F˙
p,q
σ,par(Rn × R) ∼−→ F˙ p,q0,par(Rn × R)
are isomorphisms.
We find it useful to introduce other lifting operators, since they will play impor-
tant roles in some of our further results.
Theorem 2.1.13. For f ∈ S′(Rn × R) define the operator
L˙f := F−1[√|ξ|2 + iτ Ff(ξ, τ)], (ξ, τ) ∈ Rn × R.
For 0 < p <∞,
L˙ : F˙ p,21,par(Rn × R) ∼−→ F˙ p,20,par(Rn × R)
is an isomorphism.
Proof. We take a sequence {ϕj}∞j=−∞ ∈ Φ˙ such that
∑∞
j=−∞ ϕj = 1 and 0 ≤ ϕj ≤ 1.
See the example on p. 93 in [RuSi] for a construction of such a sequence in the
isotropic setting. For the parabolic case this is carried out in a similar fashion. Next,
for j ∈ Z we define
ψj(ξ, τ) := ϕj(ξ, τ)
2j√|ξ|2 + iτ , (ξ, τ) ∈ Rn × R. (2.1.14)
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As a preliminary step we shall prove that the sequence {ψj}∞j=−∞ ∈ Φ˙.
Parts (i) and (ii) in Definition 2.1.5 are obvious. Based on the finite overlap of
the support of ϕj’s, on the fact that∣∣∣∣∣ 2j√|ξ|2 + iτ
∣∣∣∣∣ ≈ 1 on the support of ϕj, (2.1.15)
and on the way the sequence {ϕj}∞j=−∞ was introduced, it is not too difficult to check
that (iii) in Definition 2.1.5 holds.
In order to show part (iv) of the same definition, note that it suffices to prove
that for every γ ∈ Nn0 and every k ∈ N0 there exists a positive constant Cγ,k such
that ∣∣∣∣∣∂γξ ∂kτ
(
1√|ξ|2 + iτ
)∣∣∣∣∣ ≤ Cγ,k2j(|γ|+2k+1) (2.1.16)
for (ξ, τ) ∈ Rn × R with ‖(ξ, τ)‖par ≈ 2j. One can check that, in general, for every
γ ∈ Nn0 and every k ∈ N0 there exists a positive constant Cγ,k such that∣∣∣∣∣∂γξ ∂kτ
(
1√|ξ|2 + iτ
)∣∣∣∣∣ ≤ Cγ,k
∣∣∣∣∣ 1√|ξ|2 + iτ
∣∣∣∣∣
|γ|+2k+1
, (ξ, τ) ∈ Rn × R. (2.1.17)
Then (2.1.16) follows from (2.1.17) and (2.1.15), hence part (iv) of Definition 2.1.5
holds . Therefore, {ψj}∞j=−∞ ∈ Φ˙. Using this, as well as the fact that, under the
current assumptions,
F−1
[
ψj(ξ, τ)F(L˙f)(ξ, τ)
]
= 2j F−1 [ϕj(ξ, τ)Ff(ξ, τ)] ,
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we obtain the following: for f ∈ F˙ p,21,par(Rn × R),
‖f‖F˙ p,21,par(Rn×R)
def
=
∥∥∥∥∥∥
( ∞∑
j=−∞
22j |F−1(ϕj Ff)|2
) 1
2
∥∥∥∥∥∥
Lp(Rn×R)
=
∥∥∥∥∥∥
( ∞∑
j=−∞
|F−1(ψj F(L˙f))|2
) 1
2
∥∥∥∥∥∥
Lp(Rn×R)
def
= ‖L˙f‖F˙ p,20,par(Rn×R).
This completes the proof of the theorem. ¤
Theorem 2.1.14. For σ ∈ R and f ∈ S′(Rn × R) define the operator I˙σ by
I˙σf := F−1
[(|ξ|2 + |τ |)−σ2 Ff(ξ, τ)] , (ξ, τ) ∈ Rn × R.
Then, if 0 < p, q ≤ ∞ (p 6=∞ for the F -scale) and α ∈ R,
I˙σ : B˙
p,q
α,par(Rn × R) ∼−→ B˙p,qα+σ,par(Rn × R),
I˙σ : F˙
p,q
α,par(Rn × R) ∼−→ F˙ p,qα+σ,par(Rn × R)
are isomorhisms.
Proof. Let {ϕj}∞j=−∞ ∈ Φ˙ such that
∑∞
j=−∞ ϕj = 1 and 0 ≤ ϕj ≤ 1. For a
construction of such sequence in the isotropic case, see the example on p. 93 in [RuSi].
In the parabolic setting this is carried out in a similar fashion. Next, for j ∈ Z and
σ ∈ R we define
ψj(ξ, τ) := ϕj(ξ, τ)
(|ξ|2 + |τ |)σ2
2jσ
, (ξ, τ) ∈ Rn × R.
First we will show that {ψj}∞j=−∞ belongs to the system Φ˙.
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Parts (i) and (ii) of Definition 2.1.5 are immediate. On the support of ϕj we have
that ‖(ξ, τ)‖par ≈ 2j and
(|ξ|2 + |τ |)σ2
2jσ
≈ 1. (2.1.18)
Based on the finite overlap of the support of ϕj’s, on (2.1.15) and on the way
{ϕj}∞j=−∞ was defined, it is not difficult to check that part (iii) of Definition 2.1.5
holds.
To prove part (iv) of the same definition it is enough to show that for every
γ ∈ Nn0 and every k ∈ N0 there exists a positive constant Cσ,γ,k such that∣∣∣∂γξ ∂kτ [(|ξ|2 + |τ |)σ2 ]∣∣∣ ≤ Cσ,γ,k2j(|γ|+2k−σ) , (2.1.19)
where (ξ, τ) ∈ Rn×R with ‖(ξ, τ)‖par ≈ 2j. One can check that, in general, for every
γ ∈ Nn0 and every k ∈ N0 there exists a positive constant Cσ,γ,k such that∣∣∣∂γξ ∂kτ [(|ξ|2 + |τ |)σ2 ]∣∣∣ ≤ Cσ,γ,k (|ξ|2 + |τ |)σ−|γ|−2k2 , (ξ, τ) ∈ Rn × R. (2.1.20)
Then (2.1.19) follows from (2.1.20) and (2.1.18), proving part (iv) of Definition 2.1.5,
hence, {ψj}∞j=−∞ ∈ Φ˙ holds. With this in hand,
F−1
[
ψj(ξ, τ)F(I˙σf)(ξ, τ)
]
= 2−jσ F−1 [ϕj(ξ, τ)Ff(ξ, τ)]
implies the following: for f ∈ B˙p,qα,par(Rn × R),
‖f‖B˙p,qα,par(Rn×R)
def
=
( ∞∑
j=−∞
2jα q ‖F−1(ϕjFf)‖qLp(Rn×R)
)1/q
=
( ∞∑
j=−∞
2j(α+σ)q ‖F−1(ψjF(I˙σf))‖qLp(Rn×R)
)1/q
def
= ‖I˙σf‖B˙p,qα+σ,par(Rn×R).
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Similarly, for f ∈ F˙ p,qα,par(Rn × R),
‖f‖F˙ p,qα,par(Rn×R)
def
=
∥∥∥∥∥∥
( ∞∑
j=−∞
2jα q |F−1(ϕj Ff)|q
) 1
q
∥∥∥∥∥∥
Lp(Rn×R)
=
∥∥∥∥∥∥
( ∞∑
j=−∞
2j(α+σ)q|F−1(ψj F(I˙σf))|q
) 1
q
∥∥∥∥∥∥
Lp(Rn×R)
def
= ‖I˙σf‖F˙ p,qα+σ,par(Rn×R).
This completes the proof of the theorem. ¤
Theorem 2.1.15. For σ ∈ R and f ∈ S′(Rn × R) define the operator Θσ by
Θσf := F−1
[(
1 + |ξ|4 + τ 2)σ4 Ff(ξ, τ)] , (ξ, τ) ∈ Rn × R. (2.1.21)
Then, if 0 < p, q ≤ ∞ (p 6=∞ for the F -scale) and α ∈ R,
Θσ : B
p,q
α,par(Rn × R) ∼−→ Bp,qα−σ,par(Rn × R),
Θσ : F
p,q
α,par(Rn × R) ∼−→ F p,qα−σ,par(Rn × R)
are isomorhisms.
Proof. We omit the proof, since it can be carried out along the same lines as the
proof of Theorem 2.1.14. ¤
We next invoke some results due to M. Yamazaki, which will be needed in our
further discussion.
Theorem 2.1.16. (Proposition 3.3 of [Yam], see also (A.12) from [Gru1])
Let β ∈ Nn0 , k ∈ N0 and f ∈ Bp,qα,par(Rn×R), where 0 < p, q ≤ ∞, α ∈ R (respectively
f ∈ F p,qα,par(Rn−1 × R), p 6=∞). Then
∂βx∂
k
t f ∈ Bp,qα−|β|−2k,par(Rn × R)
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(respectively ∂βx∂
k
t f ∈ F p,qα−|β|−2k,par(Rn × R), p 6=∞) and a natural estimate holds.
Theorem 2.1.17. (Theorem 3.4 from [Yam])
1. Suppose 0 < p0 < p1 ≤ ∞, 0 < q ≤ ∞ and α ∈ R. Then the inclusion
Bp0,qα,par(Rn × R) ↪→ Bp1,qα−(n+2)(1/p0−1/p1),par(Rn × R)
holds in the sense of quasi-normed spaces.
2. Suppose 0 < p0 < p1 <∞, 0 < q0, q1 ≤ ∞ and α ∈ R. Then the inclusion
F p0,q0α,par(Rn × R) ↪→ F p1,q1α−(n+2)(1/p0−1/p1),par(Rn × R)
holds in the sense of quasi-normed spaces.
Remark 2.1.18. For 0 < p <∞ and α ∈ R one has
Bp,pα,par(Rn × R) ≡ F p,pα,par(Rn × R). (2.1.22)
In order to simplify the notation, we will write Bpα,par and B˙
p
α,par in place of B
p,p
α,par
and B˙p,pα,par, respectively, for 0 < p ≤ ∞ and α ∈ R.
Prior to presenting our next result let us recall the definition of the class Lp(Ω;X)
and of the isotropic Besov space from Defnitions 1.2.5 and 1.2.8, respectively.
Proposition 2.1.19. For 1 ≤ p ≤ ∞, α > 0 the diagonal Besov scale has the Fubini
property:
Bpα,par(Rn × R) = Lp(Rn;Bpα/2(R)) ∩ Lp(R;Bpα(Rn)).
Proof. For notational convenience we present an argument for p < ∞. The case
p =∞ is treated analogously.
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By Definition 5.1 and Theorem 5.1 from [Dac1], f belongs to Bpα,par(Rn × R) if
and only if
n∑
j=1
∥∥‖f(x1, . . . , xj−1, ·, xj+1, . . . , xn, t)‖Bpα(R)∥∥Lp(Rn) <∞ (2.1.23)
and ∥∥∥‖f(x, ·)‖Bp
α/2
(R)
∥∥∥
Lp(Rn)
<∞. (2.1.24)
On the other hand, by definition,
f ∈ Lp(Rn;Bpα/2(R))⇐⇒
[∫
Rn
‖f(x, ·)‖p
Bp
α/2
(R)dx
] 1
p
<∞⇐⇒ (2.1.24),
and
f ∈ Lp(R;Bpα(Rn))⇐⇒
∫
R
‖f(·, t)‖p
Bpα(Rn)dt <∞.
Using the Fubini property of the isotropic space Bpα(Rn) (see Proposition 1.2.9), we
obtain that∫
R
‖f(·, t)‖p
Bpα(Rn)dt ≈
∫
R
[
n∑
j=1
∥∥‖f(x1, . . . , xj−1, ·, xj+1, . . . , xn, t)‖Bpα(R)∥∥Lp(Rn−1)
]p
dt
≈
∫
R
n∑
j=1
∥∥‖f(x1, . . . , xj−1, ·, xj+1, . . . , xn, t)‖Bpα(R)∥∥pLp(Rn−1) dt
=
n∑
j=1
∫
R
∫
Rn−1
‖f(x1, . . . , xj−1, ·, xj+1, . . . , xn, t)‖pBpα(R)dx1 · · · dxj−1dxj+1 · · · dxndt
=
n∑
j=1
∥∥‖f(x1, . . . , xj−1, ·, xj+1, . . . , xn, t)‖Bpα(R)∥∥pLp(Rn)
≈
[
n∑
j=1
∥∥‖f(x1, . . . , xj−1, ·, xj+1, . . . , xn, t)‖Bpα(R)∥∥Lp(Rn)
]p
.
This shows that f ∈ Lp(R;Bpα(Rn)) if and only if (2.1.23) holds, completing the proof
of the proposition. ¤
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We next discuss the identification of the parabolic Besov space B∞α,par(Rn × R)
with the Ho¨lder space Cαpar(Rn×R) with parabolic anisotropy. We begin by defining
the latter.
Definition 2.1.20. For 0 < α < 1 we define the (parabolic) space of Ho¨lder contin-
uous functions of order α in the following way.
Cαpar(Rn × R) :=
{
f ∈ S′(Rn × R) : ‖f‖Cαpar(Rn×R) <∞
}
,
where
‖f‖Cαpar(Rn×R) := ‖f‖L∞(Rn×R) + sup
(x,t),(y,s)∈Rn×R
(x,t)6=(y,s)
|f(x, t)− f(y, s)|
(|x− y|+ |t− s|1/2)α .
Lemma 2.1.21. Let 0 < α < 1. Then
B∞α,par(Rn × R) = Cαpar(Rn × R). (2.1.25)
Proof. Proposition 2.1.19 and p. 189 of [Tri4] give the following equivalences:
f ∈ B∞α,par(Rn × R)⇐⇒ f ∈ L∞(Rn;B∞α/2(R)) ∩ L∞(R;B∞α (Rn)) (2.1.26)
⇐⇒

sup
x∈Rn
sup
t∈R
|f(x, t)| <∞, sup
t∈R
sup
x∈Rn
|f(x, t)| <∞,
sup
x∈Rn
sup
t,s∈R
t 6=s
|f(x, t)− f(x, s)|
|t− s|α/2 <∞,
sup
t∈R
sup
x,y∈Rn
x 6=y
|f(x, t)− f(y, t)|
|x− y|α <∞.
(2.1.27)
First assume that f ∈ B∞α,par(Rn × R). Then f ∈ L∞(Rn × R) and, for any
(x, t), (y, s) ∈ Rn × R with (x, t) 6= (y, s), we may write
|f(x, t)− f(y, s)|
[|x− y|+ |t− s|1/2]α ≤
|f(x, t)− f(x, s)|
(|x− y|+ |t− s|1/2)α +
|f(x, s)− f(y, s)|
(|x− y|+ |t− s|1/2)α
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≤ |f(x, t)− f(x, s)||t− s|α/2 +
|f(x, s)− f(y, s)|
|x− y|α .
Hence, by the last two inequalities in (2.1.27), we have
sup
(x,t),(y,s)∈Rn×R
(x,t)6=(y,s)
|f(x, t)− f(y, s)|
[|x− y|+ |t− s|1/2]α
≤ sup
x∈Rn,t,s∈R
t 6=s
|f(x, t)− f(x, s)|
|t− s|α/2 + supx,y∈Rn,s∈R
x 6=y
|f(x, s)− f(y, s)|
|x− y|α <∞.
This proves the left-to-right inclusion in (2.1.25).
Turning to the oposite one, assume that f ∈ L∞(Rn × R) and
sup
(x,t),(y,s)∈Rn×R
(x,t)6=(y,s)
|f(x, t)− f(y, s)|
(|x− y|+ |t− s|1/2)α <∞. (2.1.28)
Suitably specializing (2.1.28) yields
sup
x∈Rn
sup
t,s∈R
t 6=s
|f(x, t)− f(x, s)|
|t− s|α/2 <∞ and supt∈R supx,y∈Rn
x 6=y
|f(x, t)− f(y, t)|
|x− y|α <∞. (2.1.29)
Now
f ∈ L∞(Rn;L∞(R)) = L∞(R;L∞(Rn)),
in concert with (2.1.29) ultimately amounts to
f ∈ L∞(Rn;B∞α/2(R)) ∩ L∞(R;B∞α (Rn)) = Bpα,par(Rn × R),
where the last equality has been noted in (2.1.26). ¤
Next, we present an intrinsic characterization of Bpα,par(Rn × R) with p <∞.
Lemma 2.1.22. Let 1 ≤ p <∞ and 0 < α < 1. Then f ∈ Bpα,par(Rn × R)⇐⇒
f ∈ Lp(Rn × R) and
∫
Rn×R
∫
Rn×R
|f(x, t)− f(y, s)|p
(|x− y|+ |t− s|1/2)n+2+αp dy ds dx dt <∞.
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Proof. Using Proposition 2.1.19 and p. 189 of [Tri4], membership of f to the space
Bpα,par(Rn × R) is equivalent to
f ∈ Lp(Rn × R),
∫
Rn
∫
R
∫
R
|f(x, t)− f(x, s)|p
|t− s|1+αp2 ds dt dx <∞,∫
R
∫
Rn
∫
Rn
|f(x, t)− f(y, t)|p
|x− y|n+αp dy dx dt <∞.
(2.1.30)
To prove the direct implication in the statement of the lemma, let us assume that
f ∈ Bpα,par(Rn × R). Then, by the triangle inequality,∫
Rn×R
∫
Rn×R
|f(x, t)− f(y, s)|p
(|x− y|+ |t− s|1/2)n+2+αp dy ds dx dt
≤ C
∫
Rn×R
∫
Rn×R
|f(x, t)− f(x, s)|p
(|x− y|+ |t− s|1/2)n+2+αp dy ds dx dt
+C
∫
Rn×R
∫
Rn×R
|f(x, s)− f(y, s)|p
(|x− y|+ |t− s|1/2)n+2+αp dy ds dx dt
=: I + II.
Making the change of variables x − y = z ∈ Rn, z = z′|t − s|1/2 ∈ Rn in I, and
t− s = r ∈ R, r = r′|x− y|2 ∈ R in II yields
I + II ≤ C
(∫
Rn
dz′
(|z′|+ 1)n+2+αp
)∫
Rn
∫
R
∫
R
|f(x, t)− f(x, s)|p
|t− s|1+αp2 ds dt dx
+C
(∫
R
dr′
(|r′|+ 1)n+2+αp
)∫
R
∫
Rn
∫
Rn
|f(x, s)− f(y, s)|p
|x− y|n+αp dx dy ds
≤ C <∞.
Since Bpα,par(Rn ×R) ↪→ Lp(Rn ×R) is immediate by definition, we have proved the
direct implication.
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To prove the oposite one, assume f ∈ Lp(Rn × R) and
∫
Rn×R
∫
Rn×R
|f(x, t)− f(y, s)|p
(|x− y|+ |t− s|1/2)n+2+αp dy ds dx dt <∞. (2.1.31)
The strategy is to rely on (2.1.12) so we need to be able to control ‖f‖B˙pα,par(Rn×R)
uniformly in f . To this end, we shall invoke Theorem 1 from [See] with m = 1,
r = 1 and p = q (for 1 ≤ p <∞, 0 < α < 1), to the effect that
‖f‖B˙pα,par(Rn×R) ≈ ‖Dαp,1,1f‖Lp(Rn×R),
where, for X := (x, t) ∈ Rn × R and Y := (y, s) ∈ Rn × R,
Dαp,1,1f(X) :=
(∫ ∞
0
[
osc01(f,X, θ)
]p dθ
θ1+αp
) 1
p
, (2.1.32)
osc01(f,X, θ) := inf
c∈R
−
∫
‖X−Y ‖par≤θ
|f(Y )− c| dY. (2.1.33)
There remains to estimate ‖Dαp,1,1f‖Lp(Rn×R) in terms of (2.1.32) and (2.1.33). As a
preliminary step in this direction we observe that, if p′ denotes the conjugate of p
(i.e. 1/p+ 1/p′ = 1), by Ho¨lder’s inequality we have
[
osc01(f,X, θ)
]p ≤ [−∫
‖X−Y ‖par≤θ
|f(Y )− f(X)|dY
]p
≤
(
1
θn+2
)p (
θn+2
) p
p′
∫
‖X−Y ‖par≤θ
|f(Y )− f(X)|pdY
=
(
θn+2
) p
p′−p+1 1
θn+1
∫
‖X−Y ‖par≤θ
|f(Y )− f(X)|pdY
= −
∫
‖X−Y ‖par≤θ
|f(Y )− f(X)|pdY.
(2.1.34)
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Then, using (2.1.34) we obtain that
‖Dαp,1,1f‖pLp(Rn×R)
= C
∫
X∈Rn×R
(∫ ∞
0
[
osc01(f,X, θ)
]p dθ
θ1+αp
)
dX
≤ C
∫
X∈Rn×R
[∫ ∞
0
1
θn+2
(∫
‖X−Y ‖par≤θ
|f(X)− f(Y )|p dY
)
dθ
θ1+αp
]
dX
≤ C
∫
X∈Rn×R
∫
Y ∈Rn×R
|f(X)− f(Y )|p
(∫ ∞
‖X−Y ‖par
dθ
θn+3+αp
)
dY dX
≤ C
∫
X∈Rn×R
∫
Y ∈Rn×R
|f(X)− f(Y )|p
‖X − Y ‖n+2+αppar
dY dX
= C
∫
Rn×R
∫
Rn×R
|f(x, t)− f(y, s)|p
(|x− y|+ |t− s|1/2)n+2+αp dy ds dx dt <∞,
Hence
‖f‖Bpα,par(Rn×R)
≈ ‖f‖Lp(Rn×R) + ‖f‖B˙pα,par(Rn×R)
≈ ‖f‖Lp(Rn×R) + ‖Dαp,1,1f‖Lp(Rn×R)
≈ ‖f‖Lp(Rn×R) +
(∫
Rn×R
∫
Rn×R
|f(x, t)− f(y, s)|p
(|x− y|+ |t− s|1/2)n+2+αp dy ds dx dt
)1/p
<∞,
as desired. ¤
In the last part of this subsection we present the atomic decompositions of ho-
mogeneous and inhomogeneous anisotropic Besov spaces with parabolic anisotropy.
Remark 2.1.23. Recall that a parabolic cube Q in Rn×R with sidelength r has the
form Q = Q′ × I, where Q′ ⊆ Rn is a (regular) cube of sidelength r and I ⊆ R is an
97
open interval of length r2. We note that |Q| = rn+2. Instead of parabolic (regular)
cubes one may consider corresponging balls as well. In this case the resulting vector
space is equipped with a quasi-norm which is equivalent with the quasi-norm of the
space obtained using cubes.
At the beginning of our discussion we focus on spaces with positive amount of
smoothness.
Definition 2.1.24. Let Q be a parabolic cube in Rn×R of sidelength r and suppose
that n+2
n+3
< p ≤ 1, (n+ 2)(1
p
− 1) < α < 1. Then aQ is called a (p, α)-atom if
supp aQ ⊂ Q,
‖aQ‖L∞(Rn×R) ≤ rα−
n+2
p ,
‖∂xiaQ‖L∞(Rn×R) ≤ rα−1−
n+2
p ,
‖∂taQ‖L∞(Rn×R) ≤ rα−2−
n+2
p .
Recall that the spaces B˙pα,par(Rn×R) and Bpα,par(Rn×R) were introduced (both for
positive and negative order of smoothness) in Definitions 2.1.6 and 2.1.2, respectively.
Theorem 2.1.25. (Theorem 5.8 of [BoHo])
In the context of Definition 2.1.24, f belongs to the homogeneous parabolic Besov
space B˙pα,par(Rn×R) if and only if f admits the representation f =
∑
Q sQaQ, where
{sQ}Q ∈ `p and aQ are (p, α)-atoms. Moreover, if f ∈ B˙pα,par(Rn × R), then
‖f‖B˙pα,par(Rn×R) ≈ inf
(∑
Q
|sQ|p
)1/p
,
where the infimum is taken over all atomic decompositions of f .
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Theorem 2.1.26. (Theorem 5.11 of [BoHo])
Using the notation of Definition 2.1.24, f ∈ Bpα,par(Rn×R) if and only if f admits
the representation f =
∑
Q sQaQ, where {sQ}Q ∈ `p and aQ are (p, α)-atoms with
|Q| ≤ 1. Moreover, if f ∈ Bpα,par(Rn × R), then
‖f‖Bpα,par(Rn×R) ≈ inf
( ∑
|Q|≤1
|sQ|p
)1/p
,
where the infimum is taken over all representations of f .
When the order of smoothness is negative, the following characterizations are
going to be useful.
Definition 2.1.27. Consider a parabolic cube Q in Rn×R with sidelength r. Suppose
n+2
n+3
< p ≤ 1 and (n+ 2)(1
p
− 1) < 1− α < 1. Then we call aQ a (p,−α)-atom if
supp aQ ⊂ Q,
‖aQ‖L∞(Rn×R) ≤ r−α−
n+2
p ,∫
Rn×R
aQ(x, t) dx dt = 0.
Theorem 2.1.28. (Theorem 5.8 of [BoHo])
In the conext of Definition 2.1.27, f belongs to the homogeneous parabolic Besov
space B˙p−α,par(Rn×R) if and only if f admits the representation f =
∑
Q sQaQ, where
{sQ}Q ∈ `p and aQ are (p,−α)-atoms. Moreover, if f ∈ B˙p−α,par(Rn × R), then
‖f‖B˙p−α,par(Rn×R) ≈ inf
(∑
Q
|sQ|p
)1/p
,
where the infimum is taken over all representations of f .
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Theorem 2.1.29. (Theorem 5.11 of [BoHo])
Using the notation of Definition 2.1.27, f ∈ Bp−α,par(Rn × R) if and only if f
admits the representation f =
∑
Q sQaQ, where {sQ}Q ∈ `p and aQ are (p,−α)-
atoms with |Q| ≤ 1. Moreover, if f ∈ Bp−α,par(Rn × R), then
‖f‖Bp−α,par(Rn×R) ≈ inf
( ∑
|Q|≤1
|sQ|p
)1/p
,
where the infimum is taken over all atomic decompositions of f .
2.1.2 Sobolev spaces
In this subsection we focus our attention on a distinguished subclass of the Triebel-
Lizorkin scale, namely the Sobolev/Bessel potential spaces.
Definition 2.1.30. We define the parabolic Sobolev space for 1 < p <∞ and α ∈ R
by
Lpα,par(Rn × R) := F p,2α,par(Rn × R).
By virtue of Proposition 3.11 in [Yam], if 1 < p <∞ then
F p,20,par(Rn × R) = Lp(Rn × R), (2.1.35)
so that
Lp0,par(Rn × R) = Lp(Rn × R), 1 < p <∞. (2.1.36)
A characterization, via a Fourier multiplier, of these parabolic Sobolev spaces
(which is a special case of Theorem 2.1.15), is as follows.
Corollary 2.1.31. Let 1 < p < ∞ and α ∈ R. Then, for f ∈ S′(Rn × R), the
following are equivalent:
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(1) f ∈ Lpα,par(Rn × R);
(2) Θαf ∈ Lp(Rn × R),
where recall that
Θαf := F−1
[(
1 + |ξ|4 + τ 2)α/4Ff(ξ, τ)] , (ξ, τ) ∈ Rn × R. (2.1.37)
Remark. In order to prove Corollary 2.1.31 for a restricted range of α, i.e. for
α ≥ 0, we could have also used Proposition 2.1.38 (which is proved independently
of Corollary 2.1.31) in the following way. First, we assume that f ∈ Lpα,par(Rn ×R).
By Proposition 2.1.38,
g := F−1
[(
n∑
k=1
(1 + ξ2k)
α/2 + (1 + τ 2)α/4
)
Ff(ξ, τ)
]
∈ Lp(Rn × R). (2.1.38)
Notice that we can rewrite Θαf as Θαf = F−1 [q(ξ, τ)Fg(ξ, τ)], where
q(ξ, τ) :=
(1 + |ξ|4 + τ 2)α/4∑n
k=1(1 + ξ
2
k)
α/2 + (1 + τ 2)α/4
, ξ ∈ Rn, τ ∈ R,
and g is given in (2.1.38). Since g ∈ Lp(Rn × R) and q is a Fourier multiplier for
Lp(Rn×R) (see m3 in Example 3 of 1.2.6), we can conclude that Θαf ∈ Lp(Rn×R),
which proves (2).
Conversely, assume (2), i.e. that h := Θαf ∈ Lp(Rn × R). In order to show
that Θ−αh = f belongs to the Sobolev space Lpα,par(Rn × R), according to Proposi-
tion 2.1.38, it is enough to prove that
G := F−1
[(
n∑
k=1
(1 + ξ2k)
α/2 + (1 + τ 2)α/4
)
F(Θ−αh)(ξ, τ)
]
∈ Lp(Rn ×R), (2.1.39)
or, equivalently, using the description of the operator Θα in (2.1.37), that
r(ξ, τ) :=
∑n
k=1(1 + ξ
2
k)
α/2 + (1 + τ 2)α/4
(1 + |ξ|4 + τ 2)α/4 , ξ ∈ R
n, τ ∈ R,
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is a Fourier multiplier for Lp(Rn × R). This, in turn, was proved in Example 4 of
1.2.6.
Remark 2.1.32. In [Gru1] (pp. 84 – 85) the parabolic Sobolev space Lpα,par(Rn×R)
is defined as the collection of all f ∈ S′(Rn × R) so that
F−1
[(
1 + |ξ|4 + τ 2)α/4F f(ξ, τ)] ∈ Lp(Rn × R)
for 1 < p <∞ and α ∈ R.
Proposition 2.1.33. For 1 < p < ∞ and α ≥ 0 the following Fubini property for
the parabolic Sobolev scale holds:
Lpα,par(Rn × R) = Lp(R;Lpα(Rn)) ∩ Lp(Rn;Lpα/2(R)).
Proof. For α = 0 there is nothing to prove. When α > 0, according to (i) in (A.10)
of [Gru1],
Lpα,par(Rn × R) = Lp(R;Lpα(Rn)) ∩ Lpα/2(R;Lp(Rn)). (2.1.40)
Recall from Proposition 1.2.11 that
Lpα/2(R;L
p(Rn)) = Lp(Rn;Lpα/2(R)). (2.1.41)
Now (2.1.40) and (2.1.41) readily imply what we wanted to show. ¤
Definition 2.1.34. The homogeneous parabolic Sobolev (Bessel potential) space, for
1 < p <∞ and α ∈ R, is defined as
L˙pα,par(Rn × R) := F˙ p,2α,par(Rn × R).
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Corollary 2.1.35. As a consequence of (2.1.10) and (2.1.11), for 1 < p < ∞ and
α > 0,
Lpα,par(Rn × R) = L˙pα,par(Rn × R) ∩ Lp(Rn × R) (2.1.42)
with equivalent norms.
Since the case of (2.1.42) with α = 1 is going to be particularly useful for us,
we also sketch a direct proof of it. In order to do so, we shall use an alternative
characterization of L˙p1,par(Rn × R) inspired by [Bro2], pp. 5 – 6. First we make a
definition.
Definition 2.1.36. For 1 < p <∞
f ∈ Lp1(Rn−1 × R)⇐⇒ F−1
[√
|ξ|2 + iτ (Ff)(ξ, τ)
]
∈ Lp(Rn−1 × R).
As a preliminary step we prove the following.
Lemma 2.1.37. The spaces Lp1(Rn×R) and L˙p1,par(Rn ×R) coincide for each value
of p with 1 < p <∞.
Proof. According to Theorem 2.1.12, in order to prove the inclusion Lp1(Rn × R) ⊇
L˙p1,par(Rn × R), it is enough to show that
m(ξ, τ) :=
√|ξ|2 + iτ∑n
j=1 |ξj|+ |τ |1/2
, ξ ∈ Rn, τ ∈ R,
is a multiplier for Lp(Rn × R). This, in turn, was proved in Example 1 of 1.2.6, i.e.
m = m1 for m1 as in (1.2.38).
Conversely, we need to show that
q(ξ, τ) :=
∑n
j=1 |ξj|+ |τ |1/2√|ξ|2 + iτ , ξ ∈ Rn, τ ∈ R,
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is a multiplier for Lp(Rn×R). Since q = m2 for m2 as in (1.2.39), and we showed in
Example 2 of 1.2.6 that m2 is a multiplier for L
p(Rn×R), the proof of the lemma is
complete. ¤
Proof of (2.1.42) when α = 1.
We shall employ lifting operators, and several natural choices present themselves.
Our reasoning is based on Theorems 2.1.14 and 2.1.15, although we could have also
used Theorems 2.1.12 and 2.1.11 (and Examples 9 and 10 in 1.2.6).
First assume that f ∈ L˙p1,par(Rn × R) and f ∈ Lp(Rn × R). Our goal is to show
that f ∈ Lp1,par(Rn × R). According to Theorem 2.1.14, the first hypothesis implies
that, for (ξ, τ) ∈ Rn × R, we have the following:
h := F−1
[(|ξ|2 + |τ |)1/2Ff(ξ, τ)] ∈ Lp(Rn × R). (2.1.43)
Since f ∈ Lp(Rn × R) by hypothesis, (2.1.43) yields
f + h = F−1
[(
1 +
(|ξ|2 + |τ |)1/2)Ff(ξ, τ)] ∈ Lp(Rn × R). (2.1.44)
In order to show that f ∈ Lp1,par(Rn ×R), by Theorem 2.1.15, it suffices to prove
that, for (ξ, τ) ∈ Rn × R,
g := F
[(
1 + |ξ|4 + τ 2)1/4Ff(ξ, τ)] ∈ Lp(Rn × R). (2.1.45)
Recall from Example 7 of 1.2.6 that m defined as
m(ξ, τ) :=
(1 + |ξ|4 + τ 2)1/4
1 + (|ξ|2 + |τ |)1/2
, (ξ, τ) ∈ Rn × R,
is a multiplier for Lp(Rn × R), 1 < p <∞. With this and (2.1.44) in hand, (2.1.45)
immediately follows, proving the right-to-left inclusion in (2.1.42) for α = 1.
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Conversely, suppose that f is contained in Lp1,par(Rn × R). We shall prove that
f ∈ L˙p1,par(Rn×R) and f ∈ Lp(Rn×R). In view of Theorem 2.1.15, our assumption
amounts to
F
[(
1 + |ξ|4 + τ 2)1/4Ff(ξ, τ)] ∈ Lp(Rn × R), (2.1.46)
where (ξ, τ) ∈ Rn × R. To prove that f ∈ L˙p1,par(Rn × R), by Theorem 2.1.14, it is
enough to show the following: for (ξ, τ) ∈ Rn × R,
F−1
[(|ξ|2 + |τ |)1/2Ff(ξ, τ)] ∈ Lp(Rn × R). (2.1.47)
From Example 8 in 1.2.6 we have that
q(ξ, τ) :=
(|ξ|2 + |τ |)1/2
(1 + |ξ|4 + τ 2)1/4
, (ξ, τ) ∈ Rn × R,
is a multiplier for Lp(Rn ×R), 1 < p <∞. Therefore, (2.1.47) follows from (2.1.46),
proving that f belongs to L˙p1,par(Rn × R).
To see that f ∈ Lp(Rn × R), we recall the Fubini property of the Sobolev scale
from Proposition 2.1.33. Then our current assumption implies that
f ∈ Lp(R;Lp1(Rn)),
hence, by a particular case of (1.2.25), f ∈ Lp(R;Lp(Rn)) = Lp(Rn×R). This proves
the left-to-right inclusion in (2.1.42) for α = 1. ¤
We next give a Fourier multiplier characterization of the parabolic Sobolev space
Lpα,par(Rn × R).
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Proposition 2.1.38. For any 1 < p <∞ and α ∈ R the following holds:
F ∈ Lpα,par(Rn × R)⇐⇒ F ∈ S′(Rn × R) and
F−1
[( n∑
k=1
(1 + ξ2k)
α/2 + (1 + τ 2)α/4
)
FF (ξ, τ)
]
∈ Lp(Rn × R).
Moreover,
‖F‖Lpα,par(Rn×R) ≈
∥∥∥∥∥F−1[(
n∑
k=1
(1 + ξ2k)
α/2 + (1 + τ 2)α/4
)
FF (ξ, τ)
]∥∥∥∥∥
Lp(Rn×R)
.
Proof. In order to show that we can reduce matters to prove a simpler statement,
we recall the definition and a property of certain anisotropic (in our case parabolic)
Sobolev spaces from [Far] (cf. (2.7) on p. 89 in [Far]) . For each k ∈ {1, 2, . . . , n},
define Lp,xkα,par(Rn × R) as the collection of f ∈ S′(Rn × R) such that
gk := F−1k
{
(1 + ξ2k)
α/2 [Fkf(ξ1, . . . , ξk−1, ·, ξk+1, . . . , ξn, τ)] (ξk)
} ∈ Lp(Rn × R),
and equip it with the norm
‖f‖Lp,xkα,par(Rn×R) := ‖gk‖Lp(Rn×R).
Similarly, Lp,tα,par(Rn × R) is defined as the set of all f ∈ S′(Rn × R) for which
gt := F−1time
{
(1 + τ 2)α/4 [Ftimef(ξ, ·)] (τ)
} ∈ Lp(Rn × R),
and it is equipped with the norm
‖f‖Lp,tα,par(Rn×R) := ‖gt‖Lp(Rn×R).
Then, according to (9.1) of [Nik] (see also (2.8) on p. 89 of [Far]),
Lpα,par(Rn × R) =
(
n⋂
k=1
Lp,xkα,par(Rn × R)
)⋂
Lp,tα,par(Rn × R),
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and
‖f‖Lpα,par(Rn×R) ≈
n∑
k=1
‖f‖Lp,xkα,par(Rn×R) + ‖f‖Lp,tα,par(Rn×R).
The relevance of the above discussion is the following. In order to prove the
proposition, it is enough to show that given f ∈ Lpα(R2) and
g := F−1 {[(1 + ξ21)α/2 + (1 + ξ22)α/2]Ff(ξ1, ξ2)} ,
g1 := F−11
{
(1 + ξ21)
α/2 [F1f(·, ξ2)] (ξ1)
}
,
g2 := F−12
{
(1 + ξ22)
α/2 [F2f(ξ1, ·)] (ξ2)
}
,
we have
g ∈ Lp(R2)⇐⇒ g1, g2 ∈ Lp(R2) (2.1.48)
and
‖g‖Lp(R2) ≈ ‖g1‖Lp(R2) + ‖g2‖Lp(R2). (2.1.49)
To see this, we use Proposition 1.2.13 to rewrite g in the following way
g = (F1 ◦ F2)−1
{[
(1 + ξ21)
α/2 + (1 + ξ22)
α/2
]F1 ◦ F2f(ξ1, ξ2)}
= F−12 ◦ F−11
[
(1 + ξ21)
α/2F1 ◦ F2f(ξ1, ξ2)
]
+ F−12 ◦ F−11
[
(1 + ξ22)
α/2F1 ◦ F2f(ξ1, ξ2)
]
= F−11
[
(1 + ξ21)
α/2F1f(ξ1, ξ2)
]
+ F−12
[
(1 + ξ22)
α/2F2f(ξ1, ξ2)
]
= g1 + g2.
With this in hand, we immediately obtain (2.1.48) and (2.1.49). ¤
Before we present another characteriation of the Sobolev space Lp1,par(Rn × R),
we need a few preliminary results.
Lemma 2.1.39. ( [Ste1], Lemma 2, p. 133) Let α > 0.
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(i) There exists a finite measure µα on Rn such that its Fourier transform µ̂α is
given by
µ̂α(x) =
(2pi |x|)α
(1 + 4pi2 |x|2)α/2 .
(ii) There exist a pair of finite measures να and λα on Rn such that
(1 + 4pi2 |x|2)α/2 = ν̂α(x) + (2pi |x|)αλ̂α(x).
Proposition 2.1.40. Let f ∈ Lp(Rn), 1 < p <∞, α > 0 and 1 ≤ i ≤ n. Then the
following are equivalent:
(1) g := F−1[(1 + ξ2i )α/2Ff(ξ)] ∈ Lp(Rn);
(2) h := F−1[|ξi|αFf(ξ)] ∈ Lp(Rn).
Moreover, there are natural accompanying estimates.
Proof. In order to show that (1) implies (2), we first rewrite h in the following way.
h = F−1
[ |ξi|α
(1 + ξ2i )
α/2
FF−1(1 + ξ2i )α/2Ff(ξ)
]
.
Then, by part (i) of Lemma 2.1.39,
h = F−1[FµFg],
where µ is a finite measure on R and g = F−1[(1+ξ2i )α/2Ff(ξ)] ∈ Lp(Rn). Moreover,
h = F−1[F(g ∗i µ)] = g ∗i µ, the convolution acting in the i-th variable.
Next, with x1, . . . , xi−1, xi+1, . . . , xn ∈ R fixed, define the operator T as
T gi := gi ∗i µ for gi := g(x1, . . . , xi−1, · , xi+1, . . . , xn).
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We will show that T is a bounded operator on Lp(R) for 1 < p < ∞. In ordere to
do so, we first consider the case when gi ∈ L1(R). Then
‖T gi‖L1(R) =
∫
R
∣∣∣ ∫
R
gi(z − y)dµ(y)
∣∣∣dz
≤
∫
R
∫
R
|gi(z − y)|dz dµ(y)
≤ ‖gi‖L1(R) µ(R) <∞,
hence T is bounded on L1(R). Second, we let gi ∈ L∞(R). Then for almost every
z ∈ R
|T gi(z)| ≤
∫
R
|gi(z − y)| dµ(y) ≤ ‖gi‖L∞(R) µ(R) <∞,
therefore T is bounded on L∞(R). Consequently, by real (or complex) interpolation,
T is bounded on Lp(R) for 1 < p < ∞. Using this fact, after we integrate with
respect to the variable xi, we get that
‖h‖pLp(Rn) =
∫
Rn
∣∣∣ ∫
R
g(x1, . . . , xi−1, xi − t, xi+1, . . . , xn)dµ(t)
∣∣∣pdx
=
∫
Rn−1
‖T gi‖pLp(R)dx1 . . . dxi−1dxi+1 . . . dxn
≤ c
∫
Rn−1
‖gi‖pLp(R)dx1 . . . dxi−1dxi+1 . . . dxn
≤ c ‖g‖pLp(Rn) <∞.
Hence, h ∈ Lp(Rn) and the implication (1)⇒(2) is proved.
Conversely, we assume (2) and we will show that (1) holds. By part (ii) of
Lemma 2.1.39 we know that there exist µ1, µ2 finite measures on R such that
(1 + ξ2i )
α/2 = µ̂1(ξi) + |ξi|α µ̂2(ξi).
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Then
g = F−1(Fµ1Ff) + F−1(Fµ2 |ξi|αFf)
= f ∗i µ1 + F−1(Fµ2Fh)
= f ∗i µ1 + h ∗i µ2,
where the convolution ∗i acts in the i-th variable. By hypothesis, f, h ∈ Lp(Rn), and
we have seen that the operator of convolution with a finite measure is bounded on
Lp for 1 < p < ∞. Now reasoning as we did in the first part of the proof, we may
conclude that g ∈ Lp(Rn). This finishes the proof of the proposition. ¤
Now we are ready to give the characterization - via derivatives - of the Sobolev
space Lp1,par(Rn × R).
Theorem 2.1.41. For any 1 < p <∞ we have
Lp1,par(Rn×R) = {f ∈ Lp(Rn×R) : ∂xif, ∂1/2timef ∈ Lp(Rn×R), 1 ≤ i ≤ n} (2.1.50)
Proof. For the left-to-right inclusion in (2.1.50) we observe that, by Proposition 2.1.33,
f ∈ Lp(R;Lp1(Rn)) (2.1.51)
and
f ∈ Lp(Rn;Lp1/2(R)). (2.1.52)
Now (2.1.51) implies that f,∇f ∈ Lp(Rn × R), while from (2.1.52) we obtain that∫
Rn
‖f(x, ·)‖p
Lp
1/2
(R)dx <∞.
Rewriting the left-hand side of the above inequality, using the characterization of the
space Lp1/2(R) given in (1.2) on p. 168 of [GrKo], we get that∫
Rn
∫
R
∣∣∣{F−1time[(1 + τ 2)1/4(Ftimef(ξ, ·))(τ)](x, ·)}(t)∣∣∣pdt dx <∞,
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or, equivalently, that
F−1time[(1 + τ 2)1/4(Ftimef(ξ, ·))(τ)] ∈ Lp(Rn × R).
This, in turn, by Definition 1.2.15, amounts to ∂
1/2
timef ∈ Lp(Rn × R), finishing the
proof of the left-to-right inclusion in (2.1.50).
Conversely, assume that f,∇f, ∂1/2timef ∈ Lp(Rn × R). Our goal is to prove that
f ∈ Lp1,par(Rn × R). According to Proposition 2.1.38, it is enough to show that
F−1[(1 + τ 2)1/4Ff(ξ, τ)] ∈ Lp(Rn × R) (2.1.53)
and
F−1[(1 + ξ2i )1/2Ff(ξ, τ)] ∈ Lp(Rn × R), for all i = 1, . . . , n. (2.1.54)
By Proposition 1.2.16 we have ∂
1/2
time = ∂
1/2
t . Definition 1.2.15 and the assumption
that ∂
1/2
timef ∈ Lp(Rn × R) readily yield (2.1.53). To prove (2.1.54), based on Propo-
sition 2.1.40, it is enough to show that
F−1(|ξi|Ff(ξ, τ)) ∈ Lp(Rn × R), for all i = 1, . . . , n. (2.1.55)
Observe that F−1(|ξi|Ff(ξ, τ)) can be expressed as
F−1space ◦ F−1time (|ξi|(Ftime ◦ Fspacef)(ξ, τ)) = F−1i (|ξi|(Fif)(ξ, τ))
= F−1i [(sign(ξi)) ξi(Fif)(ξ, τ)]
= cF−1i [(sign(ξi))Fi(∂xif)(ξ, τ)]
= cH(∂xif),
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where Fspace and F−1space are the Fourier transform and the invers Fourier transform,
respectively, in the spacial variable in Rn, c ∈ R is a suitable constant, and H
stands for the Hilbert transform with respect to the i-th spacial variable. Since
∇f ∈ Lp(Rn×R) and H is bounded on Lp(R) for 1 < p <∞, we may conclude that
(2.1.55) holds, and the proof of the theorem is complete. ¤
In the last part of this subsection we record some mapping properties of the
operator ∂
θ/2
time defined in (1.2.31).
Theorem 2.1.42. For any α, θ ∈ R and 1 < p <∞ the operators
∂
θ/2
time : L
p
α,par(Rn × R) −→ Lpα−θ,par(Rn × R) (2.1.56)
and
∂
θ/2
time : B
p
α,par(Rn × R) −→ Bpα−θ,par(Rn × R) (2.1.57)
are bounded.
Proof. First we will show that
Θα−θ∂
θ/2
timeΘ−α : L
p(Rn × R) −→ Lp(Rn × R) (2.1.58)
is bounded, where Θα is given in (2.1.37) and α, θ, p are as in the theorem. Con-
sider f from Lp(Rn × R). Then, combining the definitions of Θα and ∂θtime, ∂θt (see
Definition 1.2.15), using also the equivalence between the operators ∂θtime and ∂
θ
t (cf.
Proposition 1.2.16), we obtain that
Θα−θ∂
θ/2
timeΘ−αf = F−1 [m(ξ, τ)Ff(ξ, τ)]
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with
m(ξ, τ) :=
(1 + τ 2)θ/4
(1 + |ξ|4 + τ 2)θ/4 .
In order to show that Θα−θ∂
θ/2
timeΘ−αf ∈ Lp(Rn×R), it is enough to prove that m is a
multiplier for Lp(Rn×R). This, in turn, was proved in Example 5 in 1.2.6., therefore
we can conclude that (2.1.58) holds for the appropriate range of parameters.
Going further we note that, based on Lemma 2.1.31, the mapping property
(2.1.58) is equivalent with the following:
∂
θ/2
time : L
p
α,par(Rn × R) −→ Lpα−θ,par(Rn × R) (2.1.59)
is bounded for α, θ ∈ R and 1 < p <∞. This proves (2.1.56).
In order to show (2.1.57) we pick α0, α1 ∈ R such that α0 6= α1. Then real
interpolation of parabolic Sobolev spaces (cf. part (i) of Theorem 2.1.60) yields
(
Lpα0,par(R
n × R), Lpα1,par(Rn × R)
)
η,p
= Bpα,par(Rn × R),
where 0 < η < 1 and α = (1− η)α0 + ηα1. With this in hand we can conclude that
∂
θ/2
time : B
p
α,par(Rn × R) −→ Bpα−θ,par(Rn × R)
is bounded for any α, θ ∈ R and 1 < p <∞, finishing the proof of the theorem. ¤
2.1.3 Hardy spaces
We shall now specialize the Triebel-Lizorkin scale to yet another distinguished
subclass, that of Hardy spaces.
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Definition 2.1.43. The inhomogeneous and homogeneous parabolic Hardy scales are
defined as
Hppar(Rn × R) := F p,20,par(Rn × R) and H˙ppar(Rn × R) := F˙ p,20,par(Rn × R), (2.1.60)
respectively, for 0 < p ≤ 1.
We first present the atomic characterizations of these spaces, and we continue to
employ the parabolic cubes discussed in Remark 2.1.23. We begin with the descrip-
tion of two types of atoms.
Definition 2.1.44. Let Q be a parabolic cube in Rn × R with sidelength r, and let
n+2
n+3
< p ≤ 1. Then aQ is a p-atom if
supp aQ ⊂ Q,
‖aQ‖L∞(Rn×R) ≤ r−
n+2
p ,∫
Rn×R
aQ(x, t) dx dt = 0.
Definition 2.1.45. Let Q be a parabolic cube in Rn × R with sidelength r, and let
n+2
n+3
< p ≤ 1, 1 ≤ q ≤ ∞ such that p < q. Then aQ is a (p, q)-atom if
supp aQ ⊂ Q,
‖aQ‖Lq(Rn×R) ≤ r(n+2)(
1
q
− 1
p
),∫
Rn×R
aQ(x, t) dx dt = 0.
The atomic decomposition of the homogeneous Hardy space H˙ppar(Rn×R), intro-
duced in Definition 2.1.43, is given in the following theorem.
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Theorem 2.1.46. (Theorem 1 of [LaUc], or Theorem 6.5 and Definition 4.3 from
Chapter 1 of [Bow1])
Let n+2
n+3
< p ≤ 1 and 1 ≤ q ≤ ∞ such that p < q. Then f ∈ H˙ppar(Rn × R) if
and only if f admits the representation f =
∑
Q sQaQ, where {sQ}Q ∈ `p and aQ are
p-atoms (or (p, q)-atoms). Moreover, if f ∈ H˙ppar(Rn × R), then
‖f‖H˙ppar(Rn×R) ≈ inf
(∑
Q
|sQ|p
)1/p
,
where the infimum is taken over all atomic decompositions of f .
In what follows we focus on the inhomogeneous atoms and local Hardy spaces.
Definition 2.1.47. Consider a parabolic cube Q in Rn × R with sidelength r, and
let n+2
n+3
< p ≤ 1. Then a bounded measurable function aQ is called an inhomogeneous
(local) p-atom if
supp aQ ⊂ Q, ‖aQ‖L∞(Rn×R) ≤ r−
n+2
p ,
and either
|Q| < 1 and
∫
Rn×R
aQ(x, t) dx dt = 0;
or
|Q| = 1.
In analogy with the elliptic case described in Lemma 5 of [Gol] (see also Theo-
rem 2.3 in [CKS]), we obtain the atomic decomposition of the parabolic inhomoge-
neous Hardy space Hppar(Rn × R), defined in (2.1.60).
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Theorem 2.1.48. Suppose n+2
n+3
< p ≤ 1. Then f ∈ Hppar(Rn × R) if and only
if f admits the representation f =
∑
Q sQaQ, where {sQ}Q ∈ `p and aQ are local
(inhomogeneous) p-atoms. Moreover, if f ∈ Hppar(Rn × R), then
‖f‖Hppar(Rn×R) ≈ inf
( ∑
|Q|≤1
|sQ|p
)1/p
,
where the infimum is taken over all representations of f .
Remark 2.1.49. Adapting Goldberg’s original description of an inhomogeneous
(local) p-atom (for the elliptic case, see pp. 36-37 of [Gol]) to the parabolic setting,
we obtain that a bounded measurable function aQ is called an inhomogeneous (local)
p-atom if
supp aQ ⊂ Q, ‖aQ‖L∞(Rn×R) ≤ r−
n+2
p , |Q| = rn+2,
and either
|Q| < 1 and
∫
Rn×R
aQ(x, t) dx dt = 0;
or
|Q| ≥ 1.
In order to show that the `p-span of these atoms yields the same parabolic Hardy
space Hppar(Rn × R) as the `p-span of the atoms described in Definition 2.1.47, the
only case we have to analyze is when |Q| > 1.
Since |Q| = rn+2, we know that 2N−1 < r ≤ 2N for some N ∈ N. Take a cube
with sidelength 2N which contains Q, and divide it into 2N(n+2) cubes Qi. Then each
Qi will have sidelength ri = 1 and |Qi| = 1. Also,
aQ =
2N(n+2)∑
i=1
aQ χQi =
2N(n+2)∑
i=1
aQ χQi r
n+2
p r−
n+2
p =
2N(n+2)∑
i=1
bQi βQi ,
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where bQi := aQ χQi r
n+2
p and βQi := r
−n+2
p . Then
supp bQi ⊂ Qi, |Qi| = 1, ‖bQi‖L∞(Rn×R) ≤ 1 = r
−n+2
p
i ,
hence bQi are inhomogeneous (local) p-atoms in the sense of Definition 2.1.47. As
far as the coefficients are concerned, we observe that for f ∈ Hppar(Rn × R),
f =
∑
Q
aQsQ =
∑
|Q|≤1
aQsQ +
∑
|Q|>1
aQsQ =
∑
|Q|≤1
aQsQ +
∑
|Q|>1
2N(n+2)∑
i=1
bQiβQi
 sQ,
and that ∑
|Q|>1
2N(n+2)∑
i=1
|βQi|p
 |sQ|p < ∑
|Q|>1
2n+2|sQ|p <∞,
as desired.
Remark 2.1.50. Similar to the elliptic case considered by D.-C.Chang, S.Krantz
and E. Stein (see Definition 2.2. in [CKS]), a bounded measurable function aQ is
called an inhomogeneous (local) p-atom if
supp aQ ⊂ Q, ‖aQ‖L∞(Rn×R) ≤ r−
n+2
p , |Q| = rn+2,
and either
|Q| ≤ 1 and
∫
Rn×R
aQ(x, t) dx dt = 0;
or
|Q| > 1.
In order to show that the `p-span of these atoms yields the same parabolic Hardy
space Hppar(Rn×R) as the `p-span of the atoms described in Remark 2.1.49 (hence the
`p-span of the atoms described in Definition 2.1.47), we need to show that Goldberg’s
117
description implies the characterization given by D.-C.Chang, S.Krantz and E. Stein.
Assume |Q| = 1 (the proof in the other cases is immediate). We will show that in
this case aQ is a fixed constant multiple of an inhomogeneous (local) p-atom in the
sense of Goldberg’s description (see Remark 2.1.49). Let us consider a cube Q′ with
sidelength l(Q′) = r′ = 2 which contains Q. Then
‖aQ‖L∞(Rn×R) ≤ 1 = cn,p 2−
n+2
p ,
or, equivalently,
‖a˜Q‖L∞(Rn×R) ≤ (r′)−
n+2
p ,
where a˜Q :=
aQ
cn,p
. Also, the support of a˜Q is included in Q
′ and |Q′| ≥ 1, therefore
aQ is a fixed constant multiple of an atom described in Remark 2.1.49.
The second part of our discussion deals with the homogeneous Hardy scale H˙1,ppar(Rn×
R).
Definition 2.1.51. In the spirit of p. 7 in [Bro2], we say that, for n+2
n+3
< p ≤ 1, f
belongs to the space H˙1,ppar(Rn × R) if and only if
F−1
[√
|ξ|2 + i τ Ff(ξ, τ)
]
∈ H˙ppar(Rn × R),
where ξ ∈ Rn and τ ∈ R.
It is important to note the following equivalence between H˙1,ppar(Rn × R) and the
Triebel-Lizorkin space F˙ p,21,par(Rn × R).
Proposition 2.1.52. For n+2
n+3
< p ≤ 1,
H˙1,ppar(Rn × R) ≡ F˙ p,21,par(Rn × R) (2.1.61)
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with equivalent norms.
Proof. By Definitions 2.1.51 and 2.1.43
f ∈ H˙1,ppar(Rn × R)⇐⇒ L˙f ∈ H˙ppar(Rn × R) ≡ F˙ p,20,par(Rn × R), (2.1.62)
where the operator L˙ was defined in Theorem 2.1.13, i.e.
L˙f = F−1
[√
|ξ|2 + i τ Ff(ξ, τ)
]
for (ξ, τ) ∈ Rn × R.
From the same theorem we obtain that
L˙f ∈ F˙ p,20,par(Rn × R)⇐⇒ f ∈ F˙ p,21,par(Rn × R). (2.1.63)
Consequently, (2.1.62) and (2.1.63) yield the desired result. ¤
Since Proposition 2.1.52 is particulary important to us, for the reader’s conve-
nience we include yet another proof of this result.
Alternative proof of Proposition 2.1.52. According to Theorem 2.1.14, for 0 < p ≤ 1,
f ∈ F˙ p,21,par(Rn × R)⇐⇒ F−1
[(|ξ|2 + |τ |)1/2Ff(ξ, τ)] ∈ H˙ppar(Rn × R). (2.1.64)
In view of (2.1.64), Definitions 2.1.51 and 2.1.43, in order to show the left-to-right
inclusion in (2.1.61) it is enough to prove that
m(ξ, τ) :=
(|ξ|2 + |τ |)1/2√|ξ|2 + i|τ | , ξ ∈ Rn, τ ∈ R,
is a multiplier for H˙ppar(Rn × R). According to [StTr] (4.2) (see also [Sto¨1], Theo-
rem 2.1), we need to show that for every multiindex γ = (γ1, . . . , γn), γj ∈ N0 and
every k ∈ N0, there exists a constant cγ,k such that
|∂γξ ∂kτm(ξ, τ)| ≤
cγ,k
(|ξ|+ |τ |1/2)|γ|+2k .
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Case 1. |γ| = 0, k = 0. Using the fact that |√z| =√|z| for every z ∈ C, we obtain
that
|m(ξ, τ)| ≤ (|ξ|
2 + |τ |)1/2
(|ξ|4 + |τ |2)1/4 ≤ c.
Case 2. |γ| = 0, k = 1. Then
|∂τm(ξ, τ)| ≤ c |m(ξ, τ)|−1 (|ξ|
4 + |τ |2)1/2
|ξ|4 + |τ |2 ≤
c
(|ξ|+ |τ |1/2)2 .
Case 3. γj = 1, γ1 = . . . = γj−1 = γj+1 = . . . = γn = 0, k = 0. First note that
∂ξjm(ξ, τ) =
( |ξ|2 + |τ |
|ξ|2 + i|τ |
)−1/2
ξj|τ |(i− 1)
(|ξ|2 + i|τ |)2 .
Therefore,
|∂ξjm(ξ, τ)| ≤ c
|ξ| |τ |
(|ξ|2 + |τ |)2 ≤
c
|ξ|+ |τ |1/2 .
Case 4. γj = 2, γ1 = . . . = γj−1 = γj+1 = . . . = γn = 0, k = 0. Using the previous
case as a starting point, we get that
|∂2ξjm(ξ, τ)| ≤ c |m(ξ, τ)|−3
|ξ|2 |τ |2
(|ξ|2 + |τ |)4 + c |m(ξ, τ)|
−1 |τ |(|ξ|2 + |τ |) + |ξ|2 |τ |
(|ξ|2 + |τ |)3
≤ c
(|ξ|+ |τ |1/2)2 .
Case 5. γj = 1, γ1 = . . . = γj−1 = γj+1 = . . . = γn = 0, k = 1. Along the same lines
as before,
|∂τ∂ξjm(ξ, τ)| ≤ c |m(ξ, τ)|−3
|ξj| |τ |
(|ξ|2 + |τ |)3 + c |m(ξ, τ)|
−1 |ξj|
(|ξ|2 + |τ |)2
≤ c
(|ξ|+ |τ |1/2)3 .
All the other cases are treated in a similar fashion. This proves the left-to-right
inclusion in (2.1.61).
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For the opposite one (based on a similar argument as before) it is enough to show
that
q(ξ, τ) :=
√|ξ|2 + i|τ |
(|ξ|2 + |τ |)1/2 , ξ ∈ R
n, τ ∈ R,
is a multiplier for H˙ppar(Rn × R). According to [StTr] (4.2) (see also [Sto¨1], Theo-
rem 2.1), we need to show that for every multiindex γ = (γ1, . . . , γn), γj ∈ N0 and
every k ∈ N0, there exists a constant cγ,k such that
|∂γξ ∂kτ q(ξ, τ)| ≤
cγ,k
(|ξ|+ |τ |1/2)|γ|+2k .
Case 1. |γ| = 0, k = 0. Using the fact that |√z| =√|z| for every z ∈ C, we obtain
that
|q(ξ, τ)| ≤ (|ξ|
4 + |τ |2)1/4
(|ξ|2 + |τ |)1/2 ≤ c.
Case 2. |γ| = 0, k = 1. Then
|∂τq(ξ, τ)| ≤ c |q(ξ, τ)|−1 1|ξ|2 + |τ | ≤
c
(|ξ|+ |τ |1/2)2 .
Case 3. γj = 1, γ1 = . . . = γj−1 = γj+1 = . . . = γn = 0, k = 0. First observe that
∂ξjq(ξ, τ) =
( |ξ|2 + i |τ |
|ξ|2 + |τ |
)−1/2
ξj|τ |(1− i)
(|ξ|2 + |τ |)2 .
Then,
|∂ξjq(ξ, τ)| ≤ c
|ξ| |τ |
(|ξ|2 + |τ |)2 ≤
c
|ξ|+ |τ |1/2 .
Case 4. γj = 2, γ1 = . . . = γj−1 = γj+1 = . . . = γn = 0, k = 0. Using the previous
case we get that
|∂2ξjq(ξ, τ)| ≤ c |q(ξ, τ)|−3
|ξ|2 |τ |2
(|ξ|2 + |τ |)4 + c |q(ξ, τ)|
−1 |τ |(|ξ|2 + |τ |) + |ξ|2 |τ |
(|ξ|2 + |τ |)3
≤ c
(|ξ|+ |τ |1/2)2 .
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Case 5. γj = 1, γ1 = . . . = γj−1 = γj+1 = . . . = γn = 0, k = 1. Similar to the
previous cases,
|∂τ∂ξjq(ξ, τ)| ≤ c |q(ξ, τ)|−3
|ξ| |τ |
(|ξ|2 + |τ |)3 + c |q(ξ, τ)|
−1 |ξ|
(|ξ|2 + |τ |)2
≤ c
(|ξ|+ |τ |1/2)3 .
All the other cases are treated in a similar way. This proves the right-to-left inclusion
in (2.1.61), completing the alternative proof of Proposition 2.1.52. ¤
In the last part of this subsection we show the equivalence between the Triebel-
Lizorkin scale F p,21,par(Rn×R) and the spaceH1,ppar(Rn×R). We start with the definition
of the latter, in which the parabolic cubes Q retain the same signficance as in Re-
mark 2.1.23.
Definition 2.1.53. For n+2
n+3
< p ≤ 1 we define the space H1,ppar(Rn×R) as the `p-span
of local (inhomogeneous) (1, p)-atoms, where aQ is called a local (1, p)-atom if
supp aQ ⊂ Q, |Q| = rn+2 ≤ 1,
‖aQ‖L˙21,par(Rn×R) ≤ r
(n+2)(1/2−1/p).
(2.1.65)
The associated norm is given by
‖f‖H1,ppar(Rn×R) := inf
{(∑
Q
|sQ|p
)1/p
:
f =
∑
Q
sQaQ, {sQ}Q ∈ `p, aQ local (1, p)-atoms
}
.
Remark 2.1.54. Recall the spaces Lq1(Rn × R), 1 < q <∞, from Definition 2.1.36
and the result from Lemma 2.1.37 to the effect that the spaces Lq1(Rn × R) and
L˙q1,par(Rn × R) coincide for each 1 < q <∞. Using this with q = 2, we observe that
the space H1,1par(Rn × R) is denoted by L11(Rn × R) on p. 7 in [Bro2].
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Remark 2.1.55. A closer inspection of a local (1, p)-atom aQ reveals that
‖aQ‖L21,par(Rn×R) ≤ r(n+2)(1/2−1/p). (2.1.66)
Indeed, since ‖∇aQ‖L2(Rn×R) ≤ r(n+2)(1/2−1/p) and r ≤ 1, we obtain that
‖aQ‖L2(Rn×R) ≤ r(n+2)(1/2−1/p).
Due to the fact that L21,par(Rn×R) = L˙21,par(Rn×R)∩L2(Rn×R) (cf. Theorem 2.1.35),
the proof of (2.1.66) is complete.
The following result will be useful in order to give an atomic decomposition of
the Triebel-Lizorkin space F p,21,par(Rn × R), when n+2n+3 < p ≤ 1.
Lemma 2.1.56. Consider n+2
n+3
< p ≤ 1 and Q ⊂ Rn × R a parabolic cube with
sidelength l(Q) ≤ 1. Assume that A ∈ L21,par(Rn × R) satisfies
suppA ⊂ Q, ‖A‖L21,par(Rn×R) ≤ |Q|1/2−1/p. (2.1.67)
Then there exists a positive constant c such that
‖A‖F p,21,par(Rn×R) ≤ c. (2.1.68)
Proof. Without loss of generality we can assume that the cube Q is centered at 0.
Recall from Defnition 2.1.4 the ingredients needed in order to give a Littlewood-Paley
type definition of the space F p,21,par(Rn × R). Fix ϕ ∈ S(Rn × R) such that
ϕ(x, t) > 0 for 2−1 < ‖(x, t)‖par < 2,
supp ϕ = {(x, t) ∈ Rn × R : 2−1 ≤ ‖(x, t)‖par ≤ 2}
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and
∞∑
j=−∞
ϕ(2−jx, 2−2jt) = 1 for (x, t) 6= 0.
Define the functions ϕj and ψj by
(Fϕj)(x, t) = ϕ(2−jx, 2−2jt) for j ∈ Z,
(Fψ0)(x, t) = 1−
∞∑
j=1
ϕ(2−jx, 2−2jt), ψj = ϕj for j ≥ 1.
(2.1.69)
Based on the comments on p. 236 in [HPW] and Definition 3.3 in [BoHo], the defini-
tion of F p,21,par(Rn×R) can also involve a compactly supported F−1ϕ and ψ0, meaning
that F−1ϕ ∈ S(Rn × R) such that
F−1ϕ(x, t) > 0 for 2−1 < ‖(x, t)‖par < 2,
suppF−1ϕ = {(x, t) ∈ Rn × R : 2−1 ≤ ‖(x, t)‖par ≤ 2},
∞∑
j=−∞
(F−1ϕ(2−j·, 2−2j·))(x, t) = 1 for (x, t) 6= 0,
and with ϕj (j ∈ Z), ψj (j ∈ N0) defined as in (2.1.69), ψ0 having compact support.
We next decompose
‖A‖p
F p,21,par(Rn×R)
=
∥∥∥∥∥∥
( ∞∑
j=0
22j|ψj ∗ A|2
)1/2∥∥∥∥∥∥
p
Lp(Rn×R)
=
∫
c0Q
( ∞∑
j=0
22j|(ψj ∗ A)(x, t)|2
)p/2
dx dt
+
∫
Rn×R\ c0Q
( ∞∑
j=0
22j|(ψj ∗ A)(x, t)|2
)p/2
dx dt
=: I + II
(2.1.70)
for a fixed c0 > 0 to be specified later.
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Expressing ϕj in terms of ϕ gives that for j ∈ Z and (x, t) ∈ Rn × R,
ϕj(x, t) = (F−1ϕ(2−j·, 2−2j·))(x, t)
= 2j(n+2)(F−1ϕ)(2jx, 22jt)
(2.1.71)
with ‖(x, t)‖par ≤ 2−j+1. Hence, for j ∈ N,
suppψj ⊂ Bpar(0, c 2−j), (2.1.72)
where Bpar((x0, t0), r) denotes a parabolic ball centered at (x0, t0) ∈ Rn × R with
radius r. Since F−1ϕ ∈ S(Rn × R) ↪→ L∞(Rn × R), (2.1.71) also implies that
‖ψj‖L∞(Rn×R) ≤ c 2j(n+2) for j ∈ N. (2.1.73)
Taking into account that F−1ϕ > 0 on its support, for (x, t) 6= 0 we have
ψ0(x, t) =
[
F−1
(
0∑
j=−∞
ϕ(2−j·, 2−2j·)
)]
(x, t) =
0∑
j=−∞
(F−1ϕ(2−j·, 2−2j·)) (x, t)
≤
∞∑
j=−∞
(F−1ϕ(2−j·, 2−2j·)) (x, t) = 1.
Therefore,
‖ψ0‖L∞(Rn×R) ≤ 1. (2.1.74)
Going further, fix r := 2
p
∈ (1,∞) and let r′ be the conjugate index of r, i.e.
1
r
+ 1
r′ = 1. Then by Ho¨lder’s inequality,
|I| ≤

∫
c0Q
( ∞∑
j=0
22j|(ψj ∗ A)(x, t)|2
) p
2
r
dx dt

1
r {∫
c0Q
dx dt
} 1
r′
≤ c ‖A‖p
F 2,21,par(Rn×R)
|Q| 2−pp .
(2.1.75)
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Consequently, (2.1.75) and (2.1.67) imply that |I| ≤ c. In order to show that |II| ≤ c,
our goal is to prove the following estimate.
‖ψj ∗ A‖L∞(Rn×R) ≤ c 2j(n+2) |Q|1+
1
n+2
− 1
p , j ∈ N0. (2.1.76)
Pick κ ∈ C∞c (2Q) such that κ ≡ 1 on Q and 0 ≤ κ ≤ 1. Then, by the duality
result given in Theorem 2.4.2, for (x, t) ∈ Rn × R and j ∈ N0, we obtain that
|(ψj ∗ A)(x, t)| = |〈ψj(x− ·, t− ·), A〉| = |〈ψj(x− ·, t− ·)κ(·, ·), A〉|
≤ ‖ψj(x− ·, t− ·)κ(·, ·)‖L2−1,par(Rn×R) ‖A‖L21,par(Rn×R).
(2.1.77)
Since ‖A‖L21,par(Rn×R) ≤ |Q|1/2−1/p (by hypothesis (2.1.67)), with (2.1.77) in hand, in
order to prove (2.1.76), it is enough to show that for all j ∈ N0,
‖ψj(x− ·, t− ·)κ(·, ·)‖L2−1,par(Rn×R) ≤ c 2j(n+2) |Q|
1
2
+ 1
n+2 (2.1.78)
uniformly in (x, t) ∈ Rn × R.
To simplify the notation, for (x, t) ∈ Rn × R and a fixed j ∈ N0 we introduce
Φ := ψj(x − ·, t − ·)κ(·, ·). Using the properties of the lifting operator defined in
(2.1.13) (cf. Theorem 2.1.10), we obtain that
‖Φ‖L2−1,par(Rn×R) ≈
∥∥∥∥F−1 [ 1(1 + |ξ|2)1/2 + |τ |1/2 FΦ(ξ, τ)
]∥∥∥∥
L2(Rn×R)
=
∥∥∥∥∥F−1
[
m(ξ, τ)
1√|ξ|2 + iτ FΦ(ξ, τ)
]∥∥∥∥∥
L2(Rn×R)
,
(2.1.79)
where
m(ξ, τ) :=
√|ξ|2 + iτ
(1 + |ξ|2)1/2 + |τ |1/2 , (ξ, τ) ∈ R
n × R.
Observe that m ∈ L∞(Rn×R) (in fact, m is a multiplier for Lp(Rn×R) , 1 < p <∞,
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see Example 6 in 1.2.6), hence the last expression in (2.1.79) is equivalent with∥∥∥∥∥F−1
[
1√|ξ|2 + iτ FΦ(ξ, τ)
]∥∥∥∥∥
L2(Rn×R)
≈ ‖F−1[Fλ(ξ, τ)FΦ(ξ, τ)]‖L2(Rn×R) ≈ ‖λ ∗ Φ‖L2(Rn×R)
= ‖ΛΦ‖L2(Rn×R),
(2.1.80)
where, for (x, t) ∈ Rn × R,
λ(x, t) :=

2
(4pit)
n+1
2
e−
|x|2
4t , if t > 0,
0, if t ≤ 0,
and
ΛΦ(x, t) := (λ ∗ Φ)(x, t) =
∫ t
−∞
∫
Rn
λ(x− y, t− s) Φ(y, s) dy ds.
We have also used the fact that, for (ξ, τ) ∈ Rn × R,
Fλ(ξ, τ) = c 1√|ξ|2 + iτ .
According to [Bro2] (p. 6), the operator Λ : Lp0(Rn×R) −→ Lq0(Rn×R) is bounded
for q0 =
(n+2)p0
n+2−p0 and 1 < p0 < n+ 2. In particular, if q0 = 2, then p0 =
2(n+2)
n+4
, hence
Λ : Lp0(Rn × R) −→ L2(Rn × R) for p0 = 2(n+ 2)
n+ 4
. (2.1.81)
As a consequence of (2.1.79), (2.1.80) and (2.1.81), we have
‖Φ‖L2−1,par(Rn×R) ≤ c ‖Φ‖Lp0(Rn×R). (2.1.82)
Moreover, by (2.1.73), (2.1.74) and the properties of κ we obtain that for all j ∈ N0,
‖Φ‖Lp0 (Rn×R) def= ‖ψj(c− ·, t− ·)κ(·, ·)‖Lp0 (Rn×R) ≤ c ‖ψj‖L∞(Rn×R) ‖κ‖Lp0(Rn×R)
≤ c 2j(n+2) |Q| 1p0 = c 2j(n+2) |Q| 12+ 1n+2 .
(2.1.83)
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This, together with (2.1.82), proves (2.1.78), therefore (2.1.76) holds.
Going further, to estimate II, first note that
II =
∫
Rn×R\ c0Q
 ∞∑
j=0
(x,t)∈supp(ψj∗A)
22j|(ψj ∗ A)(x, t)|2

p/2
dx dt, (2.1.84)
and that (ψj∗A)(x, t) = 〈ψj((x, t)−(y, s)), A(y, s)〉 with (y, s) ∈ suppA ⊂ Q. Taking
also into account (2.1.72) and using the triangle inequality, we obtain that, for all
j ∈ N0,
‖(x, t)‖par ≤ ‖(x, t)− (y, s)‖par + ‖(y, s)‖par ≤ c 2−j +
√
n+ 2 l(Q). (2.1.85)
Also, (x, t) ∈ Rn × R \ c0Q implies that
c0 l(Q) ≤ ‖(x, t)‖par. (2.1.86)
Consequently, (2.1.85) and (2.1.86) gives
c0 l(Q) ≤ c 2−j +
√
n+ 2 l(Q),
or, equivalently,
l(Q) ≤ c
c0 −
√
n+ 2
2−j if c0 >
√
n+ 2. (2.1.87)
Having specified c0, from (2.1.85) and (2.1.87) we also obtain that there exists a
positive constant c such that
‖(x, t)‖par ≤ c 2−j, j ∈ N0. (2.1.88)
Solving (2.1.88) for j yields
j ≤ log2
(
c
‖(x, t)‖par
)
for some c > 0. (2.1.89)
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With (2.1.89) and (2.1.76) in hand, we estimate II in the following way.
II ≤ c
∫
Rn×R\c0Q
{ ∑
j∈N0
j≤log2
“
c
‖(x,t)‖par
”
22j
(
2j(n+2) |Q|1+ 1n+2− 1p
)2 } p
2
dx dt
≤ c |Q|p+ pn+2−1
∫
Rn×R\c0Q
(
c
‖(x, t)‖par
)p(n+3)
dx dt
≤ c (l(Q)n+2)p+ pn+2−1 1
l(Q)p(n+3)−(n+2)
= c.
This shows that II ≤ c, and the proof of the lemma is complete. ¤
We now define the concept of a rough atom, which will play an important role
shortly.
Definition 2.1.57. Let Q be a parabolic cube in Rn×R with |Q| ≤ 1 and sidelength
l(Q), and fix n+2
n+3
< p ≤ 1. Then A is called a local (inhomogeneous) rough p-atom if
suppA ⊂ 3Q and ‖A‖L21,par(Rn×R) ≤ |Q|1/2−1/p, (2.1.90)
where 3Q is the parabolic cube in Rn×R concentric with Q and with sidelength 3l(Q).
Armed with Definition 2.1.57, we proceed to establish a decomposition of the
space F p,21,par(Rn × R) into rough atoms.
Theorem 2.1.58. Let n+2
n+3
< p ≤ 1. Then f ∈ F p,21,par(Rn × R) if and only if f can
be represented as
f =
∞∑
j=0
λjAj, where {λj}j∈N0 ∈ `p and Aj are local rough p-atoms.
Proof. First assume that f =
∑∞
j=0 λjAj, where {λj}j∈N0 ∈ `p and Aj are local
rough p-atoms. Since ‖ · ‖F p,21,par(Rn×R) is a p-norm (see Proposition 1.2.44), using also
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Lemma 2.1.56 for the atoms Aj, we obtain that
‖f‖p
F p,21,par(Rn×R)
=
∥∥∥∥∥
∞∑
j=0
λjAj
∥∥∥∥∥
p
F p,21,par(Rn×R)
≤
∞∑
j=0
|λj|p ‖Aj‖pF p,21,par(Rn×R)
≤ c
∞∑
j=0
|λj|p <∞.
This proves the left-to-right implication in the theorem.
The opposite one follows in the same fashion as its elliptic counterpart (cf. [FrJa2],
p. 133). ¤
One of the main result of this subsection is as follows.
Theorem 2.1.59. Let n+2
n+3
< p ≤ 1. Then
H1,ppar(Rn × R) ≡ F p,21,par(Rn × R) (2.1.91)
with equivalent quasi-norms.
Proof. Since every local (inhomogeneous) (1, p)-atom for H1,ppar(Rn × R) (see Def-
inition 2.1.53 and Remark 2.1.55) is also a local rough p-atom for F p,21,par(Rn × R)
(see Definition 2.1.57 and Theorem 2.1.58), the left-to-right inclusion in (2.1.91)
obviously holds.
For the opposite one, consider f ∈ F p,21,par(Rn × R) with the representation
f =
∑
|Q|≤1
λQAQ,
where {λQ}Q ∈ `p , suppAQ ⊂ 3Q and ‖AQ‖L21,par(Rn×R) ≤ |Q|1/2−1/p. This is possible
due to Theorem 2.1.58 and Definition 2.1.57. We can decompose 3Q =
∑3n+2
i=1 Qi with
|Qi| = |Q| ≤ 1 and write
AQ =
3n+2∑
i=1
AQχQi =
3n+2∑
i=1
AQi , AQi := AQχQi .
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Then, naturally, suppAQi ⊂ Qi with |Qi| ≤ 1. Moreover,
‖AQi‖L˙21,par(Rn×R) ≤ ‖AQi‖L21,par(Rn×R) ≤ ‖AQ‖L21,par(Rn×R) ≤ |Q|
1/2−1/p,
hence, each AQi is a local (1, p)-atom for H
1,p
par(Rn × R). Therefore we have
f =
∑
|Q|≤1
λQ
(
3n+2∑
i=1
AQi
)
=
3n+2∑
i=1
∑
|Q|≤1
λQAQi ∈ H1,ppar(Rn × R),
which proves the right-to-left inclusion in (2.1.91). ¤
2.1.4 Interpolation
In this subsection we collect all the real and complex interpolation results re-
garding the parabolic Besov and Triebel-Lizorkin spaces defined on the Euclidean
setting.
Theorem 2.1.60. The following interpolation formulas hold.
(a) (Theorem 1(i) in [Sto¨2], Lemma 2 on p. 30 in [FJSi]) Suppose 0 < p < ∞,
0 < q0, q1, q ≤ ∞ and α0, α1 ∈ R such that α0 6= α1. Then(
F p,q0α0,par(R
n × R), F p,q1α1,par(Rn × R)
)
θ,q
=
(
F p,q0α0,par(R
n × R), Bp,q1α1,par(Rn × R)
)
θ,q
= Bp,qα,par(Rn × R)
for 0 < θ < 1 and α = (1− θ)α0 + θα1.
(b) If 0 < θ < 1, 1
p
= 1−θ
p0
+ θ
p1
= 1−θ
q0
+ θ
q1
and α = (1− θ)α0 + θα1, then(
Bp0,q0α0,par(R
n × R), Bp1,q1α1,par(Rn × R)
)
θ,p
= Bpα,par(Rn × R)
either for 0 < p0 < p1 < ∞, 0 < q0 < q1 < ∞ and α0, α1 ∈ R (on account of
Theorem 1(ii) in [Sto¨2]), or for 0 < p0, p1, q0, q1 < ∞ and α0, α1 > 0, α0 6= α1
(according to Corollary 4.5 in [GHT1]).
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(c) (Theorem 1(i) in [Sto¨2], Lemma 2 on p. 30 in [FJSi]) If 0 < p, q0, q1 ≤ ∞ and
α0, α1 ∈ R such that α0 6= α1, then
(
Bp,q0α0,par(R
n × R), Bp,q1α1,par(Rn × R)
)
θ,q
= Bp,qα,par(Rn × R),
where 0 < θ < 1, 0 < q ≤ ∞ and α = (1− θ)α0 + θα1.
(d) (Proposition 5 of [FJSi]) If 0 < p0 < p1 <∞, 0 < q ≤ ∞ and α ∈ R, then
(
F p0,qα,par(Rn × R), F p1,qα,par(Rn × R)
)
θ,p
= F p,qα,par(Rn × R)
for 0 < θ < 1 and 1
p
= 1−θ
p0
+ θ
p1
.
(e) (Corollary 2.6.4 from [Joh]) If 0 < p0, p1 <∞, 0 < q0, q1 ≤ ∞ and α0, α1 ∈ R,
then [
F p0,q0α0,par(R
n × R), F p1,q1α1,par(Rn × R)
]
θ
= F p,qα,par(Rn × R)
for 0 < θ < 1, 1
p
= 1−θ
p0
+ θ
p1
, 1
q
= 1−θ
q0
+ θ
q1
and α = (1− θ)α0 + θα1.
(f) (Corollary 2.6.4 from [Joh]) If 0 < p0, p1, q0, q1 ≤ ∞ and α0, α1 ∈ R, then
[
Bp0,q0α0,par(R
n × R), Bp1,q1α1,par(Rn × R)
]
θ
= Bp,qα,par(Rn × R)
for 0 < θ < 1, 1
p
= 1−θ
p0
+ θ
p1
, 1
q
= 1−θ
q0
+ θ
q1
and α = (1 − θ)α0 + θα1. For the same
range of indices except that 1 ≤ p0, p1, q0, q1 ≤ ∞, the result can also be invoked from
Theorem 6.1 in [Gri1].
(g) (Theorem 6.2 in [Gri1]) If 1 ≤ p0, p1 ≤ ∞ and α0, α1 ∈ R, then
(
Bp0α0,par(R
n × R), Bp1α1,par(Rn × R)
)
θ,p
= Bpα,par(Rn × R)
for 0 < θ < 1, 1
p
= 1−θ
p0
+ θ
p1
and α = (1− θ)α0 + θα1.
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(h) ((A.4) from [Gru1]) If 1 < p <∞ and α0, α1 ∈ R, then
[
Lpα0,par(R
n × R), Lpα1,par(Rn × R)
]
θ
= Lpα,par(Rn × R)
for 0 < θ < 1 and α = (1− θ)α0 + θα1.
(i) ((A.7) in [Gru1]) If 1 < p <∞ and α0, α1 ∈ R with α0 6= α1, then
(
Lpα0,par(R
n × R), Lpα1,par(Rn × R)
)
θ,p
= Bpα,par(Rn × R)
for 0 < θ < 1 and α = (1− θ)α0 + θα1.
(j) (Theorem 3.1 of [CaTo2], particular case of part (e) above)
For indices n+2
n+3
< p0, p1 ≤ 1,
[
Hp0par(Rn × R), Hp1par(Rn × R)
]
θ
= Hppar(Rn × R),
where 0 < θ < 1 and 1
p
= 1−θ
p0
+ θ
p1
.
Remark 2.1.61. An inspection of the arguments in [Sto¨2] and [BeLo¨] also shows
that parts (a), (e), (f) and (i) (not only, but these are the results needed later on) of
Theorem 2.1.60 hold for the homogeneous scales, as well. More specifically, one has
(a) For 0 < p < ∞, 0 < q0, q1, q ≤ ∞, α0, α1 ∈ R, α0 6= α1, 0 < θ < 1 and
α = (1− θ)α0 + θα1,
(
F˙ p,q0α0,par(R
n × R), F˙ p,q1α1,par(Rn × R)
)
θ,q
= B˙p,qα,par(Rn × R).
(b) For 0 < p0, p1 < ∞, 0 < q0, q1 ≤ ∞, α0, α1 ∈ R, 0 < θ < 1, 1p = 1−θp0 + θp1 ,
1
q
= 1−θ
q0
+ θ
q1
and α = (1− θ)α0 + θα1,
[
F˙ p0,q0α0,par(R
n × R), F˙ p1,q1α1,par(Rn × R)
]
θ
= F˙ p,qα,par(Rn × R).
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(c) For 0 < p0, p1, q0, q1 ≤ ∞, α0, α1 ∈ R, 0 < θ < 1, 1p = 1−θp0 + θp1 , 1q = 1−θq0 + θq1
and α = (1− θ)α0 + θα1,[
B˙p0,q0α0,par(R
n × R), B˙p1,q1α1,par(Rn × R)
]
θ
= B˙p,qα,par(Rn × R).
(d) For 1 < p <∞, α0, α1 ∈ R, α0 6= α1, 0 < θ < 1 and α = (1− θ)α0 + θα1,(
L˙pα0,par(R
n × R), L˙pα1,par(Rn × R)
)
θ,p
= B˙pα,par(Rn × R).
In the last part of this subsection we present a proof of one of the interpolation
results invoked above, following the proof of the corresponding result in the isotropic
setting (cf. Theorem 6.4.5 in [BeLo¨]). This approach can be used to show other
interpolations formulas, as well, but since it yields some of the above results for a
smaller range of indices, we only give the proof of part (f) in Theorem 2.1.60 with
1 ≤ p0, p1, q0, q1 ≤ ∞. In order to do this, we shall invoke some definitions and
known results.
Definition 2.1.62. For 0 < q ≤ ∞, α ∈ R, and any Banach space A, let us
introduce the space `qα(A) of all sequences {aj}∞j=0, aj ∈ A, such that, for 0 < q <∞,
‖{aj}‖`qα(A) =
( ∞∑
j=0
2jαq ‖aj‖qA
) 1
q
<∞
and, for q =∞,
‖{aj}‖`∞α (A) = sup
j∈N0
(
2jα ‖aj‖A
)
<∞.
We invoke from Theorem 5.6.3 in [BeLo¨] a complex interpolation result for these
spaces: [
`q0α0(A0), `
q1
α1
(A1)
]
θ
= `qα ([A0, A1]θ)
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for 1 ≤ q0, q1 ≤ ∞, α0, α1 ∈ R, where A0, A1 are Banach spaces, 0 < θ < 1,
1
q
= 1−θ
q0
+ θ
q1
and α = (1− θ)α0 + θα1.
Definition 2.1.63. (Definition 6.4.1 from [BeLo¨])
We say that the space B is a retract of the space A if there are morphisms
I : B → A and P : A→ B
such that P ◦ I = I on B.
Theorem 2.1.64. (Theorem 6.4.2 of [BeLo¨])
If the couple (B0, B1) is a retract of (A0, A1) with mappings I and P, then
[B0, B1]θ and (B0, B1)θ,q are retracts of [A0, A1]θ and (A0, A1)θ,q, respectively, with
the same mappings.
Sketch of Proof. Since I : Bi → Ai, i = 0, 1, we have that I : [B0, B1]θ → [A0, A1]θ
and I : (B0, B1)θ,q → (A0, A1)θ,q. Similarly, P : [A0, A1]θ → [B0, B1]θ and P :
(A0, A1)θ,q → (B0, B1)θ,q. Moreover, P ◦ I = I on [B0, B1]θ and on (B0, B1)θ,q. Now
in view of Definition 2.1.63 the conclusion holds. ¤
We next introduce two mappings, I and P , as follows: I maps S′(Rn×R) to the
space of all sequences of tempered disrtibutions, and it is given by
(If)j := F−1(ϕjFf), j = 0, 1, 2, . . . . (2.1.92)
We define P by
Pa :=
∞∑
j=1
F−1(ϕ˜j Faj), where a = {aj}∞j=0, aj ∈ S′(Rn × R), (2.1.93)
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for those sequences {aj}∞j=0 of tempered distributions for which the series defining
Pa converges in S′(Rn×R). Here ϕ˜0 := ϕ0+ϕ1 and ϕ˜j := ϕj−1+ϕj+ϕj+1 for j ≥ 1,
where ϕj (j = 0, 1, 2, . . .) are introduced in the following way: ϕ0 ∈ C∞(Rn × R),
ϕ0(x, t) = 1 if ‖(x, t)‖par ≤ 1 and supp ϕ0 ⊂ {(x, t) ∈ Rn × R : ‖(x, t)‖ ≤ 2}, and
ϕj(x, t) := ϕ0(2
−jx, 2−2jt)− ϕ0(2−j+1x, 22(−j+1)t) for j ∈ N.
Lemma 2.1.65. Let I and P as above. Then P ◦ I = I on S′(Rn × R).
Proof. For f ∈ S′(RN × R) we have
(P ◦ I)(f) =
∞∑
j=0
F−1 (ϕ˜jϕjFf) = F−1
( ∞∑
j=0
ϕ˜jϕjFf
)
= F−1
{
Ff
[
(ϕ0 + ϕ1)ϕ0 +
∞∑
j=1
(ϕj−1 + ϕj + ϕj+1)ϕj
]}
.
Since (ϕ0 + ϕ1)(x, t) = ϕ(2
−1x, 2−2t), it follows that ϕ0 + ϕ1 = 1 if ‖(x, t)‖ ≤ 2 and
supp (ϕ0 + ϕ1) ⊂ {(x, t) ∈ Rn × R : ‖(x, t)‖ ≤ 22}. Now one can conclude that
(ϕ0+ϕ1)ϕ0 = ϕ0. For the second term,
∞∑
j=1
(ϕj−1+ϕj +ϕj−1)ϕj, let us rewrite ϕ˜j as
follows
ϕ˜j(x, t) = ϕ0(2
−j−1x, 22(−j−1)t)− ϕ0(2−j+2x, 22(−j+2)t).
Then, by the size and support conditions of ϕ0, we can see that
ϕ˜j = 1 if 2
j−1 ≤ ‖(x, t)‖par ≤ 2j+1
and
supp ϕ˜j ⊂ {(x, t) ∈ Rn × R : 2j−2 ≤ ‖(x, t)‖par ≤ 2j+2}.
By the properties of ϕj this amounts to ϕ˜jϕj = ϕj for each j ≥ 1. Consequently,
(ϕ0 + ϕ1)ϕ0 +
∞∑
j=1
(ϕj−1 + ϕj + ϕj+1)ϕj = ϕ0 +
∞∑
j=1
ϕj =
∞∑
j=0
ϕj = 1,
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and P ◦ I = I on S′(Rn × R). ¤
Theorem 2.1.66. Consider 1 ≤ p, q ≤ ∞ and α ∈ R. Then the parabolic Besov
space Bp,qα,par(Rn × R) is a retract of `qα(Lp(Rn × R)).
Proof. Case 1. 1 ≤ q < ∞. Let f ∈ Bp,qα,par(Rn × R). By the definitions of the
spaces inviolved, taking also into account that {ϕj}∞j=0 ∈ Φ (see the example after
Defnition 2.1.1), we have
‖If‖`qα(Lp(Rn×R)) =
( ∞∑
j=0
2jαq‖(If)j‖qLp(Rn×R)
) 1
q
=
( ∞∑
j=0
2jαq‖F−1(ϕjFf)‖qLp(Rn×R)
) 1
q
= ‖f‖Bp,qα,par(Rn×R),
therefore I : Bp,qα,par(Rn × R)→ `qα(Lp(Rn × R)) is bounded.
We next let a = {ak}∞k=0 ⊂ `qα(Lp(Rn × R)). On account of definitions we can
write
Pa =
∞∑
k=0
F−1(ϕ˜kFak) = F−1
( ∞∑
k=0
ϕ˜kFak
)
and
‖a‖Bp,qα,par(Rn×R) =
( ∞∑
j=0
2jαq‖F−1 (ϕjF(Pa)) ‖qLp(Rn×R)
) 1
q
(2.1.94)
=
 ∞∑
j=0
2jαq
∥∥∥∥∥F−1
(
ϕj
∞∑
k=0
ϕ˜kFak
)∥∥∥∥∥
q
Lp(Rn×R)
 1q . (2.1.95)
At this stage we observe that, for j ≥ 2,
∞∑
k=0
ϕ˜kϕjFak =
j+2∑
k=j−2
ϕ˜kϕjFak ≤
j+2∑
k=j−2
Fak. (2.1.96)
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For j = 0, 1, taking into account the support conditions on ϕ˜k and ϕj, the sum in
the leftmost of (2.1.96) contains even less terms then in the case j ≥ 2, each of them
is less then or equal to Fak, with k at most 1. With the contribution of one of the
terms from the sum
∑j+2
k=j−2Fak, for example for k = j−1, the expression in (2.1.95)
is bounded by( ∞∑
j=2
2jαq ‖aj−1‖qLp(Rn×R)
) 1
q
=
( ∞∑
i=1
2iαq 2αq ‖ai‖qLp(Rn×R)
) 1
q
≤ c
( ∞∑
i=0
2iαq ‖ai‖qLp(Rn×R)
) 1
q
≤ c ‖{aj}‖`qα(Lp(Rn×R)).
(2.1.97)
Similar considerations apply to the other terms of the sum
∑j+2
k=j−2Fak, as well as
to the case when j = 0, 1. Consequently, (2.1.94)–(2.1.97) imply that
‖a‖Bp,qα,par(Rn×R) ≤ c ‖{aj}‖`qα(Lp(Rn×R)),
hence P : `qα(Lp(Rn × R))→ Bp,qα,par(Rn × R) is bounded.
Finally, since P ◦ I is the identity operator on Bp,qα,par(Rn ×R), in view of Defini-
tion 2.1.63, the space Bp,qα,par(Rn × R) is a retract of `qα(Lp(Rn × R)) for 1 ≤ p ≤ ∞,
1 ≤ q <∞ and α ∈ R.
Case 2. q =∞. Following the steps of the previous case, we have
‖If‖`∞α (Lp(Rn×R)) = sup
j∈N0
(
2jα ‖(If)j‖Lp(Rn×R)
)
= sup
j∈N0
(
2jα ‖F−1(ϕjFf)‖Lp(Rn×R)
)
= ‖f‖Bp,∞α,par(Rn×R),
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which implies that I : Bp,∞α,par(Rn × R)→ `∞α (Lp(Rn × R)) is bounded.
For a = {ak}∞k=0 ⊂ `∞α (Lp(Rn × R)) we obtain that
‖Pa‖Bp,∞α,par(Rn×R) = sup
j∈N0
2jα ∥∥∥∥∥F−1
(
ϕj
∞∑
k=0
ϕ˜kFak
)∥∥∥∥∥
Lp(Rn×R)

≤ c sup
j∈N0
(
2jα ‖aj‖Lp(Rn×R)
)
= c ‖a‖`∞α (Lp(Rn×R)),
hence P : `qα(Lp(Rn × R))→ Bp,qα,par(Rn × R) is bounded.
Finally, since P ◦ I = I on Bp,∞α,par(Rn × R), by Definition 2.1.63, the space
Bp,∞α,par(Rn × R) is a retract of `∞α (Lp(Rn × R)) for 1 ≤ p ≤ ∞ and α ∈ R. This
finishes the proof of the theorem. ¤
The result of the next theorem can be found in Theorem 6.1 of [Gri1] for the
same range of indices, and in Corollary 2.6.4 of [Joh] for the same indices except
that 0 < p0, p1, q0, q1 ≤ ∞. Here we present a (different) proof based on the above
results in this section.
Theorem 2.1.67. For 1 ≤ p0, p1, q0, q1 ≤ ∞, α0, α1 ∈ R and 0 < θ < 1 we have
[
Bp0,q0α0,par(R
n × R), Bp1,q1α1,par(Rn × R)
]
θ
= Bp,qα,par(Rn × R), (2.1.98)
where 1
p
= 1−θ
p0
+ θ
p1
, 1
q
= 1−θ
q0
+ θ
q1
, and α = (1− θ)α0 + θα1.
Proof. On account of Theorems 2.1.64 and 2.1.66, the intermediate space
[
Bp0,q0α0,par(R
n × R), Bp1,q1α1,par(Rn × R)
]
θ
is a retract of [
`q0α0(L
p0(Rn × R)), `q1α1(Lp1(Rn × R))
]
θ
,
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which in turn, by Theorem 5.6.3 from [BeLo¨], is
`qα ([L
p0(Rn × R), Lp1(Rn × R)]θ) = `qα(Lp(Rn × R))
for 1
p
= 1−θ
p0
+ θ
p1
, 1
q
= 1−θ
q0
+ θ
q1
, and α = (1 − θ)α0 + θα1. On the other hand, we
know from Theorem 2.1.66 that Bp,qα,par(Rn × R) is a retract of `qα(Lp(Rn × R)) for
any 1 ≤ p, q ≤ ∞ and α ∈ R.
Summarizing the properties of the operators I and P introduced in (2.1.92) and
2.1.93), respectively, we get that
I : Bp,qα,par(Rn × R) −→ `qα(Lp(Rn × R)), (2.1.99)
I : [Bp0,q0α0,par(Rn × R), Bp1,q1α1,par(Rn × R)]θ −→ `qα(Lp(Rn × R)), (2.1.100)
P : `qα(Lp(Rn × R)) −→
[
Bp0,q0α0,par(R
n × R), Bp1,q1α1,par(Rn × R)
]
θ
(2.1.101)
for 0 < θ < 1, 1
p
= 1−θ
p0
+ θ
p1
, 1
q
= 1−θ
q0
+ θ
q1
and α = (1− θ)α0 + θα1 with α0, α1 ∈ R,
and
P maps `qα(Lp(Rn × R)) onto Bp,qα,par(Rn × R) (2.1.102)
for 1 ≤ p, q ≤ ∞ and α ∈ R. Consequently, (2.1.99)–(2.1.102) readily imply
[
Bp0,q0α0,par(R
n × R), Bp1,q1α1,par(Rn × R)
]
θ
= Bp,qα,par(Rn × R)
for 1 ≤ p0, p1, q0, q1 ≤ ∞, α0, α1 ∈ R, 0 < θ < 1, 1p = 1−θp0 + θp1 , 1q = 1−θq0 + θq1 and
α = (1− θ)α0 + θα1, completing the proof of the theorem. ¤
2.2 Spaces on Lipschitz cylinders
In this section we adapt earlier definitions to the case when the underlying space
is the interior of a Lipschitz cylinder, then we discuss several properties of these
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spaces.
Definition 2.2.1. Consider an open set O ⊆ Rn × R. Then for 0 < p, q ≤ ∞,
α ∈ R, we define
Bp,qα,par(O) := Bp,qα,par(Rn × R)|O
with
‖f‖Bp,qα,par(O) := inf
{‖F‖Bp,qα,par(Rn×R) : F ∈ Bp,qα,par(Rn × R), F |O = f} ,
and, for p 6=∞,
F p,qα,par(O) := F p,qα,par(Rn × R)|O
with
‖f‖F p,qα,par(O) := inf
{‖F‖F p,qα,par(Rn×R) : F ∈ F p,qα,par(Rn × R), F |O = f} .
The above conventions apply to the Sobolev scale Lpα,par(O) for 1 < p < ∞, to
the Hardy scales Hpα,par(O) for 0 < p ≤ 1 and H1,pα,par(O) for n+2n+3 < p ≤ 1, and to
the Ho¨lder class Cαpar(O) for 0 < α < 1, as well as to the homogeneous Besov and
Triebel-Lizorkin (hence Sobolev, Hardy and Ho¨lder) scales. In particular, all the
inclusions in (2.1.7), (2.1.8) and (2.1.9) continue to hold with Rn×R replaced by an
open subset O of Rn × R.
Using the same argument as in the proof of Proposition 2.1.33 but for some
interval I ⊆ R instead of R, we obtain the following.
Proposition 2.2.2. For 1 < p <∞ and α ≥ 0 the following Fubini property for the
parabolic Sobolev scale holds:
Lpα,par(Rn × I) = Lp(I;Lpα(Rn)) ∩ Lp(Rn;Lpα/2(I)),
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where I is an arbitrary interval in R.
We shall find this result particularly useful when I = (−∞, 0) and I = (−∞, T )
for some 0 < T <∞.
Proposition 2.2.3. Let Ω be a Lipschitz domain in Rn, I ⊆ R an interval, and
1 ≤ p ≤ ∞, α > 0. Then the following identification holds:
Bpα,par(Ω× I) = Lp(Ω;Bpα/2(I)) ∩ Lp(I;Bpα(Ω)). (2.2.103)
Proof. First let f ∈ Bpα,par(Ω× I) be arbitrary. Then by Definition 2.2.1 there exists
a function F in Bpα,par(Rn × R) such that f = F |Ω×I . Based on Proposition 2.1.19
we have F ∈ Lp(Rn;Bpα/2(R)) ∩ Lp(R;Bpα(Rn)) and, hence, f = F |Ω×I belongs to
Lp(Ω;Bpα/2(I)) ∩ Lp(I;Bpα(Ω)). This proves the left-to-right inclusion in(2.2.103).
For the opposite one, if f ∈ Lp(Ω;Bpα/2(I)) ∩ Lp(I;Bpα(Ω)), then∫
Ω
‖f(x, ·)‖p
Bp
α/2
(I)
dx <∞ (2.2.104)
and ∫
I
‖f(·, t)‖p
Bpα(Ω)
dt <∞. (2.2.105)
In order to prove that f ∈ Bpα,par(Ω× I), we make use of the following difference
operators defined for X := (x, t) ∈ Rn × R, h ∈ R and m ∈ N, m > 1, by
∆i(h)f(X) := f(X + hei)− f(X), i = 1, 2, . . . , n, n+ 1,
∆mi (h)f(X) := ∆i(h)
[
∆m−1i (h)f(X)
]
=
m∑
j=0
(−1)m−j
(
j
m
)
f(X + jhei).
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Here
(
j
m
)
is the usual binomial coefficient. The concept of finite differences on a
set G ⊂ Rn × R is defined as follows. If f : G → R and X = (x, t) ∈ G, then for
1 ≤ i ≤ n+ 1, h ∈ R and m ∈ N, m > 1 we set
∆mi (h;G)f(X) :=
{
∆mi (h)f(X) if [X,X +mhei] ⊂ G,
0 if [X,X +mhei] 6⊂ G.
We employ the notation ∆time when these differences are taken in the time compo-
nent, that is ∆time = ∆n+1. Our goal is to use Definition 18.1 and Theorem 18.2
from [BIN] (pp. 58 – 60 in Vol. II) with p0 = p1 = . . . = pn = θ = p, h0 = 1, mi ∈ N,
ki = 0, mi > 1 > li = α > 0 for i = 1, . . . , n,
and
kn+1 = 0, mn+1 = m > 1 > ln+1 =
α
2
> 0.
One can show that (2.2.104) implies
∫
Ω
∫ 1
0
‖∆mtime(h; I)f(x, ·)‖pLp(I)
h
α
2
p
dh
h
dx <∞. (2.2.106)
For further use let us point out that (2.2.104) also entails
∫
Ω
∫
I
|f(x, t)|p dt dx =
∫
Ω
‖f(x, ·)‖pLp(I) dx <∞.
Next, (2.2.105) implies that
∫
I

n∑
i=1
[∫ 1
0
‖∆mii (h; Ω)f(·, t)‖pLp(Ω)
hαp
dh
h
] 1
p

p
dt
≈
n∑
i=1
∫
I
∫ 1
0
‖∆mii (h; Ω)f(·, t)‖pLp(Ω)
hαp
dh
h
dt <∞. (2.2.107)
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Going further, use (2.2.106) to write∫ 1
0
∫
Ω
‖∆mtime(h; I)f(x, ·)‖pLp(I)dx
h
α
2
p
dh
h
≈
∫ 1
0
‖∆mtime(h; Ω× I)f‖pLp(Ω×I)
h
α
2
p
dh
h
<∞, (2.2.108)
and use (2.2.107) to write
n∑
i=1
∫ 1
0
∫
I
‖∆mii (h; Ω)f(·, t)‖pLp(Ω)dt
hαp
dh
h
≈
n∑
i=1
∫ 1
0
‖∆mii (h; Ω× I)f‖pLp(Ω×I)
hαp
dh
h
≈
n∑
i=1
[∫ 1
0
‖∆mii (h; Ω× I)f‖pLp(Ω×I)
hαp
dh
h
] 1
p
<∞. (2.2.109)
Now (2.2.108) and (2.2.109) together with f ∈ Lp(Ω × I) imply f ∈ Bα,parp (Ω × I),
where membership to the space Bα,parp (Ω × I) is defined in [BIN] (Definition 18.1)
by requiring
‖f‖Bα,parp (Ω×I) := ‖f‖Lp(Ω×I) +
n∑
i=1
[∫ 1
0
‖∆mii (h; Ω× I)f‖pLp(Ω×I)
hαp
dh
h
] 1
p
+
[∫ 1
0
‖∆mtime(h; Ω× I)f‖pLp(Ω×I)
hαp/2
dh
h
] 1
p
<∞.
Consequently, in order to prove the proposition, we need to show that
Bα,parp (Ω× I) = Bpα,par(Ω× I) for 1 ≤ p ≤ ∞ and α > 0. (2.2.110)
With this in mind fix some f ∈ Bα,parp (Ω×I). Then, by Theorem 18.5 from [BIN],
there exists an extension operator E such that for 1 ≤ p ≤ ∞ and α > 0
E : Bα,parp (Ω× I) −→ Bα,parp (Rn × R)
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is linear, bounded and (Ef)|Ω×I = f . Here we were also using the fact that a Lip-
schitz cylinder fits into the more general class of domains considered by O.Besov,
V. Il’in and S.M.Nikol’ski˘ı (who require that Ω× I satisfies the strong l-horn condi-
tion, cf. pp. 153 – 157 in Vol. I of [BIN] for more details). The next step is to observe
that, according to Theorem 4.3 of [Dac1] we have
Bα,parp (Rn × R) = Bpα,par(Rn × R) for 1 ≤ p ≤ ∞ and α > 0.
Thus, F := Ef ∈ Bpα,par(Rn ×R) and F |Ω×I = f , which, by Definition 2.2.1, further
implies that f ∈ Bpα,par(Ω× I). This proves the left-to-right inclusion in (2.2.110).
For the opposite inclusion in (2.2.110) consider f in Bpα,par(Ω × I). By Defini-
tion 2.2.1, there exists a function F in Bpα,par(Rn × R) such that F |Ω×I = f . Now
using Theorem 4.3 from [Dac1] and Definition 18.1 from [BIN], we can conclude that
F ∈ Bα,parp (Rn × R),
which, in view of F |Ω×I = f , implies that f ∈ Bα,parp (Ω× I). Hence the right-to-left
inclusion in (2.2.110) holds. This finishes the proof of Proposition 2.2.3. ¤
We next note the identification of B∞α,par(Ω×I) with the Ho¨lder space Cαpar(Ω×I).
Lemma 2.2.4. Consider a Lipschitz domain Ω in Rn, let I ⊆ R be an interval, and
0 < α < 1. Then
B∞α,par(Ω× I) = Cαpar(Ω× I).
Proof. We follow the same argument as in the proof of Lemma 2.1.21, and use
Proposition 2.2.3 (Fubini property for Bpα,par(Ω × I)), as well as the fact (cf. p. 189
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of [Tri4]) that, for 0 < α < 1,
‖f‖B∞α (Ω) ≈ ‖f‖L∞(Ω) + sup
x,y∈Ω
x6=y
|f(x)− f(y)|
|x− y|α .
This finishes the proof of the lemma. ¤
In what follows we discuss an intrinsic characterization of Bpα,par(Ω×I) for p <∞.
Lemma 2.2.5. Let Ω be a Lipschitz domain in Rn, I ⊆ R an interval, 1 ≤ p < ∞
and 0 < α < 1. Then f ∈ Bpα,par(Ω× I) if and only if
f ∈ Lp(Ω× I) and
∫
Ω×I
∫
Ω×I
|f(x, t)− f(y, s)|p
(|x− y|+ |t− s|1/2)n+2+αp dy ds dx dt <∞.
Furthermore, there is a natural norm estimate associated with this statement.
Proof. First assume that f ∈ Bpα,par(Ω × I). Then, by Definition 2.2.1, there exists
a function F in Bpα,par(Rn × R) such that F |Ω×I = f , and by Lemma 2.1.22 (the
intrinsic characterization of parabolic Besov spaces on Rn×R), F ∈ Lp(Rn×R) and
∫
Rn×R
∫
Rn×R
|F (x, t)− F (y, s)|p
(|x− y|+ |t− s|1/2)n+2+αp dy ds dx dt <∞.
Consequently,
∫
Ω×I
∫
Ω×I
|f(x, t)− f(y, s)|p
(|x− y|+ |t− s|1/2)n+2+αp dy ds dx dt
=
∫
Ω×I
∫
Ω×I
|F (x, t)− F (y, s)|p
(|x− y|+ |t− s|1/2)n+2+αp dy ds dx dt
≤
∫
Rn×R
∫
Rn×R
|F (x, t)− F (y, s)|p
(|x− y|+ |t− s|1/2)n+2+αp dy ds dx dt <∞,
as desired. Since Bpα,par(Ω × I) ↪→ Lp(Ω × I) is immediate by definition, we have
proved the direct implication.
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To show the opposite one, assume that f ∈ Lp(Ω× I) and∫
Ω×I
∫
Ω×I
|f(x, t)− f(y, s)|p
(|x− y|+ |t− s|1/2)n+2+αp dy ds dx dt <∞.
Relying on (2.1.12), it remains to control ‖f‖B˙pα,par(Ω×I) uniformly in f . In order to
do so, we first invoke Corollary 1 from [See] with m = 1 and r = 1, to the effect that
‖f‖p
B˙pα,par(Ω×I) ≤ c
∫
X∈Ω×I
 δX∫
0
[
osc01(f,X, θ)
]p dθ
θ1+αp
 dX, (2.2.111)
where, for X := (x, t) ∈ Ω × I, we define δX := dist(X, (Rn × R) \ (Ω × I)), and
osc01 was introduced in (2.1.33). Then expressing the right-hand side of (2.2.111) in
a more explicit fashion, and integrating with respect to θ, we obtain that
‖f‖p
B˙pα,par(Ω×I) ≤ c
∫
X∈Ω×I

∫ ∞
0
1
θn+2
∫
‖X−Y ‖par≤θ
Y ∈Ω×I
|f(X)− f(Y )|pdY dθ
θ1+αp
 dX
≤ c
∫
X∈Ω×I
∫
Y ∈Ω×I
|f(X)− f(Y )|p
(∫ ∞
‖X−Y ‖par
dθ
θn+3+αp
)
dY dX
≤ c
∫
Ω×I
∫
Ω×I
|f(X)− f(Y )|p
‖X − Y ‖n+2+αppar
dY dX
= c
∫
Ω×I
∫
Ω×I
|f(x, t)− f(y, s)|p
[|x− y|+ |t− s|1/2]n+2+αp dy ds dx dt <∞,
which completes the proof of the lemma. ¤
As a consequence of Theorem 2.1.42, we record the following useful result.
Corollary 2.2.6. Let Ω be a Lipschitz domain in Rn, 1 < p < ∞ and 0 < θ < α.
Then the operator
∂
θ/2
time : B
p
α,par(Ω× R) −→ Bpα−θ,par(Ω× R)
is bounded.
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Proof. Let a function f be from Bpα,par(Ω × R). Then, by Definition 2.2.1, there
exists F ∈ Bpα,par(Rn × R) such that F |Ω×R = f . Consider ϕ0 ∈ C∞c (Rn) with
suppϕ0 ⊂ K for some compact set K ⊂ Ω, ϕ1 ∈ C∞c (R), and ϕ : Rn × R → R
defined by ϕ(x, t) := ϕ0(x)ϕ1(t).
Due to the fact that for any θ ∈ R, the operator ∂θtime is self-adjoint (cf. Propo-
sition 1.2.17), using also the properties of ϕ and F , we obtain the following.
〈∂θ/2timeF, ϕ〉 =
∫
Rn×R
(∂
θ/2
timeF )(x, t)ϕ(x, t) dx dt
=
∫
Rn×R
F (x, t) (∂
θ/2
timeϕ)(x, t) dx dt
=
∫
Ω×R
f(x, t)ϕ0(x) (∂
θ/2
timeϕ1)(t) dx dt
=
∫
Rn×R
f(x, t) (∂
θ/2
timeϕ)(x, t) dx dt
=
∫
Rn×R
(∂
θ/2
timef)(x, t)ϕ(x, t) dx dt
= 〈∂θ/2timef, ϕ〉.
Consequently, ∂
θ/2
timeF |Ω×R = ∂θ/2timef . With this in hand, using also the fact that
∂
θ/2
timeF ∈ Bpα−θ,par(Rn × R) (by Theorem 2.1.42), we can conclude that
∂
θ/2
timef ∈ Bpα−θ,par(Ω× R).
This finishes the proof of the corollary. ¤
In order to present the last part of this section we make a comment regarding an
extension operator.
Remark 2.2.7. To prove interpolation results for Triebel-Lizorkin spaces defined
on a Lipschitz cylinder, it is convenient to use an extension operator E introduced
by A. Seeger (Theorem 2 of [See]). We also note that Lipschitz cylinders Ω × I,
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where Ω is a Lipschitz domain in Rn and I ⊆ R is an interval, do fit into the more
general domains considered by A. Seeger. Therefore, in the context of the domains
we consider, Theorem 2 of [See] reads as follows:
(i) Let Ω be a Lipschitz domain in Rn, I ⊆ R an interval, and 0 < p, q <∞,
α > σp,q := max
{
0, (n+ 2)
(
1
p
− 1
)
, (n+ 2)
(
1
q
− 1
)}
. (2.2.112)
Then there exists a linear extension operator E such that
E : F p,qα,par(Ω× I) −→ F p,qα,par(Rn × R). (2.2.113)
In particular, this extension operator can be applied to the parabolic Sobolev
space Lpα,par(Ω × I) for 1 < p < ∞, α > 0, and to the Ho¨lder class H1,ppar(Ω × I) for
n+2
n+3
< p ≤ 1. After we show part (a) of Theorem 2.2.8, we shall prove that E can
be applied to the parabolic Besov scale, as well. More specifically, we will show the
following:
(ii) Let Ω be a Lipschitz domain in Rn, I ⊆ R an interval, 0 < p <∞, 0 < q ≤ ∞
and
α > σp := max
{
0, (n+ 2)
(
1
p
− 1
)}
. (2.2.114)
Then there exists a linear extension operator E such that
E : Bp,qα,par(Ω× I) −→ Bp,qα,par(Rn × R). (2.2.115)
We now are ready to record several useful results pertaining to the way anisotropic
Besov and Triebel-Lizorkin spaces interpolate. Recall from 1.2.7 that given a pair of
compatible Banach spaces (X, Y ), we let (X, Y )θ,q and [X, Y ]θ denote the interme-
diate spaces obtained by the real and complex interpolation methods, respectively.
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Theorem 2.2.8. Recall the defnitions of σp,q and σp from (2.2.112) and (2.2.114),
respectively. Let Ω be a Lipschitz domain in Rn and I ⊆ R an interval. Then the
following interpolation formulas hold.
(a) If 0 < p, q0, q1 <∞ and αi > σp,qi, i = 0, 1, such that α0 6= α1, then
(
F p,q0α0,par(Ω× I), F p,q1α1,par(Ω× I)
)
θ,q
= Bp,qα,par(Ω× I) (2.2.116)
for 0 < θ < 1, 0 < q ≤ ∞ and α = (1− θ)α0 + θα1.
(b) If 0 < p, q0 <∞, 0 < q1 ≤ ∞ and α0 > σp,q0, α1 > σp with α0 6= α1, then
(
F p,q0α0,par(Ω× I), Bp,q1α1,par(Ω× I)
)
θ,q
= Bp,qα,par(Ω× I), (2.2.117)
where 0 < θ < 1, 0 < q ≤ ∞ and α = (1− θ)α0 + θα1.
(c) If αi > σpi, i = 0, 1, and 0 < θ < 1,
1
p
= 1−θ
p0
+ θ
p1
= 1−θ
q0
+ θ
q1
, α =
(1− θ)α0 + θα1, then
(
Bp0,q0α0,par(Ω× I), Bp1,q1α1,par(Ω× I)
)
θ,p
= Bpα,par(Ω× I) (2.2.118)
either for 0 < p0 < p1 <∞, 0 < q0 < q1 <∞, or for 0 < p0, p1, q0, q1 <∞, α0 6= α1.
(d) If 0 < p <∞, 0 < q0, q1 ≤ ∞, αi > σpi, i = 0, 1, with α0 6= α1, then
(
Bp,q0α0,par(Ω× I), Bp,q1α1,par(Ω× I)
)
θ,q
= Bp,qα,par(Ω× I), (2.2.119)
where 0 < θ < 1, 0 < q ≤ ∞ and α = (1− θ)α0 + θα1.
(e) If 0 < p0 < p1 <∞, 0 < q <∞ and α > σp0,q, then
(
F p0,qα,par(Ω× I), F p1,qα,par(Ω× I)
)
θ,p
= F p,qα,par(Ω× I) (2.2.120)
for 0 < θ < 1 and 1
p
= 1−θ
p0
+ θ
p1
.
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(f) If 0 < pi, qi <∞ and αi > σpi,qi, i = 0, 1, then
[
F p0,q0α0,par(Ω× I), F p1,q1α1,par(Ω× I)
]
θ
= F p,qα,par(Ω× I) (2.2.121)
for 0 < θ < 1, 1
p
= 1−θ
p0
+ θ
p1
, 1
q
= 1−θ
q0
+ θ
q1
and α = (1− θ)α0 + θα1.
(g) If 0 < pi <∞, 0 < qi ≤ ∞ and αi > σpi, i = 0, 1, then
[
Bp0,q0α0,par(Ω× I), Bp1,q1α1,par(Ω× I)
]
θ
= Bp,qα,par(Ω× I) (2.2.122)
for 0 < θ < 1, 1
p
= 1−θ
p0
+ θ
p1
, 1
q
= 1−θ
q0
+ θ
q1
and α = (1− θ)α0 + θα1.
(h) If 0 < pi <∞ and αi > σpi, i = 0, 1, then
(
Bp0α0,par(Ω× I), Bp1α1,par(Ω× I)
)
θ,p
= Bpα,par(Ω× I) (2.2.123)
for 0 < θ < 1, 1
p
= 1−θ
p0
+ θ
p1
and α = (1− θ)α0 + θα1.
(i) If 1 < p <∞ and α0, α1 > 0, then
[
Lpα0,par(Ω× I), Lpα1,par(Ω× I)
]
θ
= Lpα,par(Ω× I) (2.2.124)
for 0 < θ < 1 and α = (1− θ)α0 + θα1.
(j) If 1 < p <∞ and α0, α1 > 0 with α0 6= α1, then
(
Lpα0,par(Ω× I), Lpα1,par(Ω× I)
)
θ,p
= Bpα,par(Ω× I) (2.2.125)
for 0 < θ < 1 and α = (1− θ)α0 + θα1.
Proof. We shall prove parts (a) and (b) only, since the rest of the theorem follows by
the same argument using Remark 2.2.7 and the corresponding interpolation results
on Rn × R (Theorem 2.1.60).
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Proof of (a). According to part (i) of Remark 2.2.7 there exists a linear, bounded
operator E such that
E : F p,qiαi,par(Ω× I) −→ F p,qiαi,par(Rn × R)
and (Efi)|Ω×I = fi for fi ∈ F p,qiαi,par(Ω× I), i = 0, 1, where 0 < p, q0, q1 <∞ and
αi > σp,qi := max
{
0, (n+ 2)
(
1
p
− 1
)
, (n+ 2)
(
1
qi
− 1
)}
, i = 0, 1.
Then using a real interpolation result, more specifically the first part in (a) of The-
orem 2.1.60, we get that
E :
(
F p,q0α0,par(Ω× I), F p,q1α1,par(Ω× I)
)
θ,q
−→ Bp,qα,par(Rn × R) (2.2.126)
for
0 < p, q0, q1 <∞,
αi > σp,qi := max
{
0, (n+ 2)
(
1
p
− 1
)
, (n+ 2)
(
1
qi
− 1
)}
, i = 0, 1,
0 < θ < 1, 0 < q ≤ ∞ and α = (1− θ)α0 + θα1.
(2.2.127)
A moment’s reflection allows one to deduce from (2.2.126) that the left-to-right
inclusion in (2.2.116) holds for the range of indices as in (2.2.127).
As for the opposite one, by reasoning in a similar fashion, the restriction operator
maps
·|Ω×I : F p,qiαi,par(Rn × R) −→ F p,qiαi,par(Ω× I), i = 0, 1,
hence, by the first part in (a) of Theorem 2.1.60,
·|Ω×I : Bp,qα,par(Rn × R) −→
(
F p,q0α0,par(Ω× I), F p,q1α1,par(Ω× I)
)
θ,q
(2.2.128)
152
for
0 < p <∞, 0 < q0, q1, q ≤ ∞, α0, α1 ∈ R, α0 6= α1,
0 < θ < 1 and α = (1− θ)α0 + θα1.
(2.2.129)
On the other hand
·|Ω×I : Bp,qα,par(Rn × R) −→ Bp,qα,par(Ω× I)
is, by definition, onto. This, in concert with (2.2.128), proves the right-to-left in-
clusion in (2.2.116) for the range of indices specified in (2.2.129). Consequently,
(2.2.116) holds with indices as in (2.2.127), proving part (a) of the theorem.
Proof of (ii) in Remark 2.2.7. Given α > σp := max
{
0, (n+ 2)
(
1
p
− 1
)}
and
0 < θ < 1, there exist
α0, α1 > σp = max
{
0, (n+ 2)
(
1
p
− 1
)}
(2.2.130)
such that α = (1 − θ)α0 + θα1. Part (i) of Remark 2.2.7 with 0 < p < ∞ and
1 ≤ q0, q1 <∞ (hence with α0, α1 as in (2.2.130)) implies that
E : F p,qiαi,par(Ω× I) −→ F p,qiαi,par(Rn × R), i = 0, 1, is bounded.
Taking into account part (a) of Theorem 2.2.8 and the first part of (a) in Theo-
rem 2.1.60, as well as the fact that E is a linear operator, real interpolation yields
E : Bp,qα,par(Ω× I) −→ Bp,qα,par(Rn × R)
is bounded for 0 < p < ∞, 0 < q ≤ ∞ and α > max
{
0, (n+ 2)
(
1
p
− 1
)}
. This
proves (ii) in Remark 2.2.7.
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Proof of (b). With parts (i) and (ii) of Remark 2.2.7 in hand, real interpolation
gives that
E :
(
F p,q0α0,par(Ω× I), Bp,q1α1,par(Ω× I)
)
θ,q
−→ (F p,q0α0,par(Rn × R), Bp,q1α1,par(Rn × R))θ,q
is bounded for the range of indices as in (b). By the second part of (a) in Theo-
rem 2.1.60,
(
F p,q0α0,par(R
n × R), Bp,q1α1,par(Rn × R)
)
θ,q
= Bp,qα,par(Rn × R)
for 0 < p < ∞, 0 < q0, q1, q ≤ ∞, α0, α1 ∈ R with α0 6= α1, and 0 < θ < 1,
α = (1− θ)α0+ θα1. This shows the left-to-right inclusion in (2.2.117) for indices as
in (b).
For the opposite one, note that the restriction operators map
· |Ω×I : F p,q0α0,par(Rn × R) −→ F p,q0α0,par(Ω× I),
· |Ω×I : Bp,q1α1,par(Rn × R) −→ Bp,q1α1,par(Ω× I),
(2.2.131)
for 0 < p < ∞, 0 < q0, q1 ≤ ∞ and α0, α1 ∈ R. Hence, by the second part in (a) of
Theorem 2.1.60,
·|Ω×I : Bp,qα,par(Rn × R) −→
(
F p,q0α0,par(Ω× I), Bp,q1α1,par(Ω× I)
)
θ,q
(2.2.132)
for
0 < p <∞, 0 < q0, q1, q ≤ ∞, α0, α1 ∈ R, α0 6= α1,
0 < θ < 1 and α = (1− θ)α0 + θα1.
(2.2.133)
On the other hand
·|Ω×I : Bp,qα,par(Rn × R) −→ Bp,qα,par(Ω× I)
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is, by definition, onto. This, in concert with (2.2.132), proves the right-to-left inclu-
sion in (2.2.117) for the range of indices specified in (2.2.133). Consequently, (2.2.117)
holds with indices as in (b), completing the proof of part (b) of Theorem 2.2.8. ¤
Remark 2.2.9. In order to prove interpolation results for parabolic Besov spaces
defined on a Lipschitz cylinder we could also employ the linear extension operator
given by O.Besov, V. Il’in and S.M.Nikol’ski˘ı in Theorem 18.5 (p. 63 in Vol. II)
of [BIN], for 1 ≤ p ≤ ∞ and α > 0. We also note that Lipschitz cylinders fit into the
more general class of domains (satisfying the strong l-horn condition), considered
on pp. 153 – 155 in Vol. I of [BIN]. Using this extension operator we obtain similar
results to parts (c), (d), (g) and (h) of Theorem 2.2.8. More specifically:
(c’) The range of indices in (c) is larger then the one obtained using the extension
operator from [BIN].
(d’) If 1 ≤ p, q0, q1 ≤ ∞, α0, α1 > 0 with α0 6= α1, then (2.2.119) holds for
0 < θ < 1, 1 ≤ q ≤ ∞ and α = (1− θ)α0 + θα1.
(g’) If 1 ≤ pi, qi ≤ ∞ and αi > 0, i = 0, 1, then (2.2.122) holds for 0 < θ < 1,
1
p
= 1−θ
p0
+ θ
p1
, 1
q
= 1−θ
q0
+ θ
q1
and α = (1− θ)α0 + θα1.
(h’) If 1 ≤ p0, p1 ≤ ∞ and α0, α1 > 0, then (2.2.123) holds for 0 < θ < 1,
1
p
= 1−θ
p0
+ θ
p1
and α = (1− θ)α0 + θα1.
2.3 Spaces defined on the lateral boundary
This section contains the definitions and various properties of the parabolic Besov
and Triebel-Lizorkin spaces on the lateral boundary of a Lipschitz cylinder.
155
Here we give the precise definitions only for the inhomogeneous scale, their ho-
mogeneous counterparts are definied in an analogous way. We also note that for
simplicity we shall write Bpα,par(∂Ω× R) in place of Bp,pα,par(∂Ω× R). Similar consid-
erations apply to the homogeneous Besov scale and for spaces defined on ∂Ω × I,
where I is any open interval in R.
Recall that (a)+ := max{a, 0}.
Definition 2.3.1. Let n+1
n+2
< p, q ≤ ∞ and (n+ 1)(1
p
− 1)+ < α < 1.
(i) For an unbounded Lipschitz domain Ω ⊂ Rn above the graph of (a Lipschitz
function) ϕ : Rn−1 → R, define the space
Bp,qα,par(∂Ω× R) :=
{
f ∈ Lp(∂Ω× R) : f ◦ Φ ∈ Bp,qα,par(Rn−1 × R)
}
,
where
Φ : Rn−1 × R −→ ∂Ω× R, Φ(x′, t) := (x′, ϕ(x′), t),
and
‖f‖Bp,qα,par(∂Ω×R) := ‖f ◦ Φ‖Bp,qα,par(Rn−1×R).
(ii) Let Ω be a bounded Lipschitz domain in Rn as in Remark 1.2.1. By definition,
f ∈ Bp,qα,par(∂Ω× R)⇐⇒ gi := ψ˜if
∂Ωi ∈ Bp,qα,par(∂Ωi × R) ∀i = 1, . . . , N,
where ˜ ∂Ωi stands for the extension by 0 to ∂Ωi, and
‖f‖Bp,qα,par(∂Ω×R) :=
N∑
i=1
‖gi‖Bp,qα,par(∂Ωi×R)
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Remark 2.3.2. 1. Observe that
‖f‖Bp,qα,par(∂Ω×R) ≈ inf
[
N∑
i=1
‖gi‖Bp,qα,par(∂Ωi×R)
]
,
where the infimum is taken over all smooth coverings {Vi}Ni=1 as in Remark 1.2.1 and
all partitions of unity {ψi}Ni=1 subordinated to this cover.
2. The definition of Bp,qα,par(∂Ω × R) is independent of {Vi}1≤i≤N and {ψi}1≤i≤N ,
meaning that different choices of {Vi}i and {ψi}i yield isomorphic spaces.
3. If f ∈ Bp,qα,par(∂Ω× R) and ξ ∈ C∞(Rn), then ξf belongs to Bp,qα,par(∂Ω× R).
4. If supp f ⊂⊂ ∂Ωi ∩ ∂Ω, then the following are equivalent:
f˜
∂Ω ∈ Bp,qα,par(∂Ω× R),
f˜
∂Ωi ∈ Bp,qα,par(∂Ωi × R).
Definition 2.3.3. (Besov spaces with negative amount of smoothness)
(i) If Ω is an unbounded Lipschitz domain in Rn with ∂Ω being the graph of the
function ϕ : Rn−1 → R, and n+1
n+2
< p, q <∞, (n+ 1)(1
p
− 1)+ < α < 1, then
f ∈ Bp,qα−1,par(∂Ω× R)⇐⇒ g ∈ Bp,qα−1,par(Rn−1 × R), (2.3.134)
where
g(x′, t) := f(x′, ϕ(x′), t)
√
1 + |∇ϕ(x′)|2, x′ ∈ Rn−1, t ∈ R,
and
‖f‖Bp,qα−1,par(∂Ω×R) := ‖g‖Bp,qα−1,par(Rn−1×R).
(ii) For a bounded domain Ω in Rn as in Remark 1.2.1, by definition,
f ∈ Bp,qα−1,par(∂Ω× R)⇐⇒ gi := ψ˜if
∂Ωi ∈ Bp,qα−1,par(∂Ωi × R) ∀i = 1, . . . , N,
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where ˜ ∂Ωi represents the extension by 0 to ∂Ωi, and
‖f‖Bp,qα−1,par(∂Ω×R) := inf
[
N∑
i=1
‖gi‖Bp,qα−1,par(∂Ωi×R)
]
,
where the infimum is taken over all smooth coverings {Vi}Ni=1 and all partitions of
unity {ψi}Ni=1 subordinated to this cover.
Definition 2.3.4. Let Ω be a Lipschitz domain in Rn, I ⊆ R an interval, and
either
n+ 1
n+ 2
< p, q ≤ ∞, (n+ 1)
(1
p
− 1
)
+
< α < 1,
or
n+ 1
n+ 2
< p, q <∞, (n+ 1)
(1
p
− 1
)
+
− 1 < α < 0.
(2.3.135)
Then
Bp,qα,par(∂Ω× I) := Bp,qα,par(∂Ω× R)|∂Ω×I
and
‖f‖Bp,qα,par(∂Ω×I) := inf
{‖F‖Bp,qα,par(∂Ω×R) : F ∈ Bp,qα,par(∂Ω× R), F |∂Ω×I = f} .
Definition 2.3.5. Suppose that either
n+ 1
n+ 2
< p <∞, n+ 1
n+ 2
< q ≤ ∞, (n+ 1)
( 1
min{p, q} − 1
)
+
< α < 1, (2.3.136)
or
n+ 1
n+ 2
< p <∞, q = 2, α = 1. (2.3.137)
(i) Consider an unbounded Lipschitz domain Ω ⊆ Rn and, using the notation of
Definition 2.3.1, define
F p,qα,par(∂Ω× R) :=
{
f ∈ Lp(∂Ω× R) : f ◦ Φ ∈ F p,qα,par(Rn−1 × R)
}
,
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‖f‖F p,qα,par(∂Ω×R) := ‖f ◦ Φ‖F p,qα,par(Rn−1×R).
(ii) Let Ω be a bounded Lipschitz domain in Rn. Then, in the context of Defini-
tion 2.3.1 and Remark 1.2.1,
f ∈ F p,qα,par(∂Ω× R)⇐⇒ gi ∈ F p,qα,par(∂Ωi × R) ∀i = 1, . . . , N,
and
‖f‖F p,qα,par(∂Ω×R) :=
N∑
i=1
‖gi‖F p,qα,par(∂Ωi×R).
Remark 2.3.6. Note that
‖f‖F p,qα,par(∂Ω×R) ≈ inf
[
N∑
i=1
‖gi‖F p,qα,par(∂Ωi×R)
]
,
where the infimum is taken over all smooth coverings {Vi}Ni=1 as in Remark 1.2.1 and
all partitions of unity {ψi}Ni=1 subordinated to this cover.
Definition 2.3.7. (Triebel-Lizorkin spaces with negative amount of smoothness)
Consider either
n+ 1
n+ 2
< p, q <∞, (n+ 1)
( 1
min{p, q} − 1
)
+
< α < 1, (2.3.138)
or
n+ 1
n+ 2
< p <∞, q = 2, α = 1. (2.3.139)
(i) If Ω is an unbounded Lipschitz domain in Rn with ∂Ω being the graph of
ϕ : Rn−1 → R, then
f ∈ F p,qα−1,par(∂Ω× R)⇐⇒ g ∈ F p,qα−1,par(Rn−1 × R),
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where
g(x′, t) := f(x′, ϕ(x′), t)
√
1 + |∇ϕ(x′)|2, x′ ∈ Rn−1, t ∈ R,
and
‖f‖F p,qα−1,par(∂Ω×R) := ‖g‖F p,qα−1,par(Rn−1×R).
(ii) For a bounded domain Ω, with the notation of Definition 2.3.3 and Re-
mark 1.2.1,
f ∈ F p,qα−1,par(∂Ω× R)⇐⇒ gi = ψ˜if
∂Ωi ∈ F p,qα−1,par(∂Ωi × R) ∀i = 1, . . . , N,
and
‖f‖F p,qα−1,par(∂Ω×R) := inf
[
N∑
i=1
‖gi‖F p,qα−1,par(∂Ωi×R)
]
,
where the infimum is taken over all smooth coverings {Vi}Ni=1 and all partitions of
unity {ψi}Ni=1 subordinated to this cover.
We next introduce the notation we are going to employ for some of the dis-
tingiushed subclasses of the Triebel-Lizorkin scale.
Definition 2.3.8. Let Ω be a Lipschitz domain in Rn and 0 ≤ α ≤ 1. Then
Lp±α,par(∂Ω× R) := F p,2±α,par(∂Ω× R) and L˙p±α,par(∂Ω× R) := F˙ p,2±α,par(∂Ω× R)
for 1 < p <∞.
Definition 2.3.9. Consider a Lipschitz domain Ω in Rn and n+1
n+2
< p ≤ 1. Then
H1,ppar(∂Ω× R) := F p,21,par(∂Ω× R) and H˙1,ppar(∂Ω× R) := F˙ p,21,par(∂Ω× R).
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Definition 2.3.10. Let Ω be a Lipschitz domain in Rn, I ⊆ R an interval, and the
indices p, q, α satisfying one of the following conditions:
(a)
n+ 1
n+ 2
< p <∞, n+ 1
n+ 2
< q ≤ ∞, (n+ 1)
( 1
min{p, q} − 1
)
+
< α < 1;
(b)
n+ 1
n+ 2
< p, q <∞, (n+ 1)
( 1
min{p, q} − 1
)
+
− 1 < α < 0;
(c)
n+ 1
n+ 2
< p <∞, q = 2, α ∈ {0, 1}.
(2.3.140)
Then
F p,qα,par(∂Ω× I) := F p,qα,par(∂Ω× R)|∂Ω×I
and
‖f‖F p,qα,par(∂Ω×I) := inf
{‖F‖F p,qα,par(∂Ω×R) : F ∈ F p,qα,par(∂Ω× R), F |∂Ω×I = f} .
Definition 2.3.11. For 1 < p <∞ and 0 ≤ α ≤ 1 we define
Lpα,par(∂Ω× I) := F p,2α,par(∂Ω× I).
Based on (2.1.7), (2.1.8), (2.1.9) and Definitions 2.3.1, 2.3.3, 2.3.5 and 2.3.7 the
following simple embedding results hold for any Lipschitz domain Ω in Rn, when the
corresponding indices satisfy (2.3.135) in the case of the Besov scale, and one of the
conditions in (2.3.140) in the case of the Triebel-Lizorkin scale:
Bp,q0α,par(∂Ω×R) ↪→ Bp,q1α,par(∂Ω×R), F p,q0α,par(∂Ω×R) ↪→ F p,q1α,par(∂Ω×R), when q0 ≤ q1,
(2.3.141)
Bp,qα0,par(∂Ω× R) ↪→ Bp,rα1,par(∂Ω× R), F p,qα0,par(∂Ω× R) ↪→ F p,rα1,par(∂Ω× R)
for α0 > α1,
(2.3.142)
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Bp,min{p,q}α,par (∂Ω×R) ↪→ F p,qα,par(∂Ω×R) ↪→ Bp,max{p,q}α,par (∂Ω×R). (2.3.143)
In view of Definitions 2.3.4 and 2.3.10, in (2.3.141), (2.3.142) and (2.3.143) we
can replace R with an arbitrary interval I ⊆ R.
As a consequence of Theorem 2.1.10 we obtain the following.
Proposition 2.3.12. Let Ω be an unbounded domain (in Rn) above the graph of the
Lipschitz function ϕ : Rn−1 → R. For any real number σ and any f ∈ S′(∂Ω × R)
define the operator
Iσ := Φ ◦ Iσ ◦ Φ−1,
where Iσ is the operator introduced in (2.1.13) and
Φ : Rn−1 × R −→ ∂Ω× R, Φ(x′, t) := (x′, ϕ(x′), t).
Then
Iσ : Bp,qα,par(∂Ω× R) ∼−→ Bp,qα+σ,par(∂Ω× R),
Iσ : F p,qα,par(∂Ω× R) ∼−→ F p,qα+σ,par(∂Ω× R)
(2.3.144)
are isomorphisms, provided that the corresponding indices satisfy (2.3.135) in the
case of the Besov scale, and one of the conditions in (2.3.140) in the case of the
Triebel-Lizorkin scale.
The next result is an immediate consequence of Theorem 2.1.17 and part (i) of
Definitions 2.3.1, 2.3.3, 2.3.5 and 2.3.7.
Proposition 2.3.13. Let Ω be an unbounded Lipschitz domain in Rn, p0 < p1 and
α1 := α0 − (n+ 1)(1/p0 − 1/p1).
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1. Then
Bp0,qα0,par(∂Ω× R) ↪→ Bp1,qα1,par(∂Ω× R),
as long as (2.3.135) holds for the indices (p0, q, α0) and (p1, q, α1).
2. In a similar spirit,
F p0,q0α0,par(∂Ω× R) ↪→ F p1,q1α1,par(∂Ω× R),
provided that the indices (p0, q, α0) and (p1, q, α1) satisfy one of the conditions in
(2.3.140).
In the following lemmas we give characterizations of the parabolic Besov space
Bp,qα,par(∂Ω× I) and of the parabolic Triebel-Lizorkin scale F p,qα,par(∂Ω× I).
Lemma 2.3.14. Let I ⊆ R be an interval and consider either n+1
n+2
< p, q ≤ ∞,
(n+ 1)(1
p
− 1)+ < α < 1 or n+1n+2 < p, q <∞, (n+ 1)(1p − 1)+ − 1 < α < 0.
(i) If Ω is an unbounded domain (in Rn) above the graph of the Lipschitz function
ϕ : Rn−1 → R, then
Bp,qα,par(∂Ω× I) =
{
f ∈ Lp(∂Ω× I) : g ∈ Bp,qα,par(Rn−1 × I)
}
, (2.3.145)
where, for (x′, t) ∈ Rn−1 × I,
g(x′, t) :=
{
f(x′, ϕ(x′), t), if α > 0,
f(x′, ϕ(x′), t)
√
1 + |∇ϕ(x′)|2, if α < 0.
(2.3.146)
(ii) If Ω is a bounded Lipschitz domain, in the context of Definition 2.3.1 and
Remark 1.2.1, we have
Bp,qα,par(∂Ω× I) =
{
f ∈ Lp(∂Ω× I) : gi|I ∈ Bp,qα,par(∂Ωi × I) for each i = 1, . . . , N
}
.
(2.3.147)
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Proof. We shall carry out the proof only for spaces with positive amount of smooth-
ness, since the case with negative smoothness is treated in a similar fashion.
(i) Let f ∈ Bp,qα,par(∂Ω × I). Then, by Definition 2.3.4, there exists a function
F ∈ Bp,qα,par(∂Ω× R) with F |∂Ω×I = f , and, from Definition 2.3.1 we have that
F ∈ Lp(∂Ω× R) and F ◦ Φ ∈ Bp,qα,par(Rn−1 × R),
where
Φ : Rn−1 × R −→ ∂Ω× R, Φ(x′, t) := (x′, ϕ(x′), t).
For (x′, t) ∈ Rn × I we can write
(f ◦ Φ|Rn−1×I)(x′, t) = f(x′, ϕ(x′), t) = (F |∂Ω×I) (x′, ϕ(x′), t) = (F ◦ Φ)|Rn−1×I(x′, t),
and, since F ◦ Φ ∈ Bp,qα,par(Rn × R), we obtain that
g = f ◦ Φ|Rn−1×I ∈ Bp,qα,par(Rn × I). (2.3.148)
Moreover, F ∈ Lp(∂Ω × R) and F |∂Ω×I = f readily yield f ∈ Lp(∂Ω × I). This, in
concert with (2.3.148) implies that f belongs to the right-hand side of (2.3.145).
Conversely, suppose f ∈ Lp(∂Ω × I) and g ∈ Bp,qα,par(Rn−1 × I). Then, by Defi-
nition 2.2.1, there exists a function F ∈ Bp,qα,par(Rn−1 × R) with F |Rn−1×I = g. For
(x′, t) ∈ Rn−1 × I we have
f(x′, ϕ(x′), t) = g(x′, t) = F (x′, t) = (F ◦ pi0)(x′, ϕ(x′), t),
where
pi0 : ∂Ω× I −→ Rn−1 × I, pi0(x′, ϕ(x′), t) := (x′, t).
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Since pi : ∂Ω × R → Rn−1 × R is defined by pi(x′, ϕ(x′), t) := (x′, t), we obtain
that (F ◦ pi)|∂Ω×I = F ◦ pi0 = f and F ◦ pi ∈ Bp,qα,par(∂Ω × R). This amounts to
f ∈ Bp,qα,par(∂Ω× I), completing the proof of (i).
(ii) First, consider f from Bp,qα,par(∂Ω× I). Then, by Definition 2.3.4, there exists
a function F ∈ Bp,qα,par(∂Ω×R) such that F |∂Ω×I = f . Moreover, by Definition 2.3.1,
with the notation of Remark 1.2.1, F ∈ Lp(∂Ω × R) and Gi = ψ˜iF
∂Ωi
belongs to
Bp,qα,par(∂Ωi × R), where recall that {ψi}Ni=1 is a partition of unity on ∂Ω and ˜∂Ωi
stands for the extension by 0 to ∂Ωi. For (y, t) ∈ (∂Ω ∩ Vi) × I, i = 1, . . . , N , we
have
Gi(y, t) = ψ˜iF
∂Ωi
(y, t) = ψ˜if
∂Ωi
(y, t) = gi(y, t),
therefore, gi|I ∈ Bp,qα,par(∂Ωi × I), for each i = 1, . . . , N . This, together with the fact
that f ∈ Lp(∂Ω× I) (which is immediate), implies that f belongs to the right-hand
side of (2.3.147).
Conversely, let f ∈ Lp(∂Ω× I) and gi|I ∈ Bp,qα,par(∂Ωi × I) for each i = 1, . . . , N .
By definition, gi ∈ Bp,qα,par(∂Ωi×R), and gi = ψ˜iF
∂Ωi
with F ∈ Bp,qα,par(∂Ω×R). Since
ψ˜if
∂Ωi
= gi|I = ˜ψi(F |∂Ω×I)
∂Ωi
,
we also have that F |∂Ω×I = f . With this in hand, taking also into account that F
belongs to the space Bp,qα,par(∂Ω×R), based on Definition 2.3.4 we can conclude that
f ∈ Bp,qα,par(∂Ω× I), completing the proof of (ii) and of the lemma. ¤
In a very similar spirit to the proof of Lemma 2.3.14, using Definitions 2.3.5
and 2.3.10, one can show the following.
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Lemma 2.3.15. Let I ⊆ R be an interval and assume that the indices p, q, α are
such that one of the conditions in (2.3.140) is satisfied.
(i) Consider an unbounden Lipschitz domain Ω ⊆ Rn, whose boundary ∂Ω is the
graph of (the Lipschitz function) ϕ : Rn−1 → R. Then
F p,qα,par(∂Ω× I) =
{
f ∈ Lp(∂Ω× I) : g ∈ F p,qα,par(Rn−1 × I)
}
,
where g was given in (2.3.146).
(ii) Let Ω be a bounded Lipschitz domain in Rn. Then, using the notation of
Definition 2.3.1 and Remark 1.2.1,
F p,qα,par(∂Ω× I) =
{
f ∈ Lp(∂Ω× I) : gi|I ∈ F p,qα,par(∂Ωi × I) for each i = 1, . . . , N
}
.
We next present the Fubini property of the Besov scale Bpα,par(∂Ω× I).
Proposition 2.3.16. Let Ω be a Lipschitz domain in Rn, I ⊆ R an interval, and
assume that 1 ≤ p ≤ ∞ and 0 < α < 1. There holds
Bpα,par(∂Ω× I) = Lp(∂Ω;Bpα/2(I)) ∩ Lp(I;Bpα(∂Ω)).
Proof. (i) First consider the unbounded case (i.e. ∂Ω is the graph of a Lipschitz
function ϕ : Rn−1 → R). Using the first part of Lemma 2.3.14 and Proposition 2.2.3
with Ω = Rn−1, we obtain the following equivalences
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f ∈ Bpα,par(∂Ω× I)⇐⇒ f ∈ Lp(∂Ω× I) and f ◦ Φ0 ∈ Bpα,par(Rn−1 × I)
⇐⇒ f ◦ Φ0 ∈ Lp(Rn−1;Bpα/2(I)) and f ◦ Φ0 ∈ Lp(I;Bpα(Rn−1))
⇐⇒
∫
Rn−1
‖f(Φ0(x′, ·))‖pBp
α/2
(I)
dx′ <∞ and
∫
I
‖f(Φ0(·, t))‖pBpα(Rn−1)dt <∞
⇐⇒
∫
Rn−1
‖f(x′, ϕ(x′), ·)‖p
Bp
α/2
(I)
dx′ <∞ and
∫
I
‖f(·, ϕ(·), t)‖p
Bpα(Rn−1)dt <∞
y=(x′,ϕ(x′))∈∂Ω
dσy≈dx′⇐⇒
∫
∂Ω
‖f(y, ·)‖p
Bp
α/2
(I)
dxσy <∞ and
∫
I
‖f(·, t)‖p
Bpα(∂Ω)
dt <∞
⇐⇒ f ∈ Lp(∂Ω;Bpα/2(I)) and f ∈ Lp(I;Bpα(∂Ω)).
This completes the proof of the proposition in case (i).
(ii) Second, let Ω be a bounded Lipschitz domain in Rn, with the notation of
Remark 1.2.1. Then Lemma 2.3.14 and the previous (unbounded) case of this propo-
sition for each Ωi, i = 1, . . . , N , yield
f ∈ Bpα,par(∂Ω× I) ⇐⇒ f ∈ Lp(∂Ω× I) and gi|I ∈ Bpα,par(∂Ωi × I), 1 ≤ i ≤ N
⇐⇒ gi|I ∈ Lp(∂Ωi;Bpα/2(I)) ∩ Lp(I;Bpα(∂Ωi)), 1 ≤ i ≤ N,
which is further equivalent with∫
∂Ωi
‖gi(y, ·)‖pBp
α/2
(I)
dσy <∞, i = 1, . . . , N, (2.3.149)
and ∫
I
‖gi(·, t)‖pBpα(∂Ωi)dt <∞, i = 1, . . . , N. (2.3.150)
Since (2.3.149) holds for each i = 1, . . . , N ,∫
∂Ω
‖f(y, ·)‖p
Bp
α/2
(I)
dσy ≈
N∑
i=1
∫
∂Ωi
‖gi(y, ·)‖pBp
α/2
(I)
dσy <∞,
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and this amounts to
f ∈ Lp(∂Ω;Bpα/2(I)). (2.3.151)
Moreover,
N∑
i=1
∫
I
‖gi(·, t)‖pBpα(∂Ωi)dt ≈
∫
I
[
N∑
i=1
‖gi(·, t)‖Bpα(∂Ωi)
]p
dt ≈
∫
I
‖f(·, t)‖p
Bpα(∂Ω)
dt
and by (2.3.150),
f ∈ Lp(I;Bpα(∂Ω)). (2.3.152)
In view of (2.3.151) and (2.3.152) the proof of the proposition is finished. ¤
Our next discussion is about the identification of B∞α,par(∂Ω×I) with the parabolic
Ho¨lder space Cαpar(∂Ω× I). We start with the definition of the latter.
Definition 2.3.17. Let Ω be a Lipschitz domain in Rn, I ⊆ R an interval. For
0 < α < 1 we define
Cαpar(∂Ω× I) :=
{
f : ‖f‖Cαpar(∂Ω×I) <∞
}
,
where
‖f‖Cαpar(∂Ω×I) := ‖f‖L∞(∂Ω×I)) + sup
(x,t),(y,s)∈∂Ω×I
(x,t) 6=(y,s)
|f(x, t)− f(y, s)|
(|x− y|+ |t− s|1/2)α .
Lemma 2.3.18. Let Ω be a Lipschitz domain in Rn, I ⊆ R an interval, and consider
0 < α < 1. Then
B∞α,par(∂Ω× I) = Cαpar(∂Ω× I). (2.3.153)
Proof. First let us invoke the definition of the space of Ho¨lder continuous functions
on ∂Ω in the isotropic setting: B∞α (∂Ω), 0 < α < 1, is defined as the Banach space
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of measurable functions f on ∂Ω such that
‖f‖B∞α (∂Ω) := ‖f‖L∞(∂Ω) + sup
x,y∈∂Ω
x6=y
|f(x)− f(y)|
|x− y|α <∞. (2.3.154)
Assume that f belongs to B∞α,par(∂Ω× I). On account of Proposition 2.3.16 with
p =∞ and of the definition in (2.3.154), it follows that supx∈∂Ω,t∈I |f(x, t)| <∞,
sup
x∈∂Ω
sup
t,s∈I
t 6=s
|f(x, t)− f(x, s)|
|t− s|α/2 <∞ (2.3.155)
and
sup
t∈I
sup
x,y∈∂Ω
x 6=y
|f(x, t)− f(y, t)|
|x− y|α <∞. (2.3.156)
From (2.3.155) and (2.3.156), by adding and subtracting f(y, t), and using elementary
estimates, we obtain that
sup
(x,t),(y,s)∈∂Ω×I
(x,t)6=(y,s)
|f(x, t)− f(y, s)|
(|x− y|+ |t− s|1/2)α <∞,
which proves the left-to-right inclusion in (2.3.153).
Conversely, assume that f belongs to the right-hand side of (2.3.153). Then, by
definition,
f ∈ L∞(∂Ω;L∞(I)) and sup
x∈∂Ω
sup
t,s∈I
t 6=s
|f(x, t)− f(x, s)|
|t− s|α/2 <∞. (2.3.157)
With (2.3.154) in hand, (2.3.157) further implies that
f ∈ L∞(∂Ω;B∞α/2(I)). (2.3.158)
Also, by definition, f ∈ L∞(I;L∞(∂Ω)) and
sup
t∈I
sup
x,y∈∂Ω
x 6=y
|f(x, t)− f(y, t)|
|x− y|α <∞,
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from which we can deduce that
f ∈ L∞(I;B∞α (∂Ω)). (2.3.159)
Consequently, (2.3.158), (2.3.159) and Proposition 2.3.16 (with p = ∞) yield the
right-to-left inclusion in (2.3.153), completing the proof of the lemma. ¤
Next, we note an intrinsic characterization of Bpα,par(∂Ω× I) for p <∞.
Lemma 2.3.19. Let Ω be a Lipschitz domain in Rn, I ⊆ R an interval, 1 ≤ p <∞
and 0 < α < 1. Then f ∈ Bpα,par(∂Ω× I) if and only if
f ∈ Lp(∂Ω× I) and
∫
∂Ω×I
∫
∂Ω×I
|f(x, t)− f(y, s)|p
(|x− y|+ |t− s|1/2)n+1+αp dσy ds dσx dt <∞.
(2.3.160)
Proof. Case (i) Ω is unbounded. Consider f from the Besov space Bpα,par(∂Ω × I).
Then, by definition, there exists a function F from Bpα,par(∂Ω × R) such that its
restriction to ∂Ω× I is f . Moreover, F ∈ Lp(∂Ω×R) and F ◦Φ ∈ Bpα,par(Rn−1×R)
with F |∂Ω×I = f . By Lemma 2.2.5 with Ω = Rn−1 and I = R we have∫
Rn−1×R
∫
Rn−1×R
|(F ◦ Φ)(x′, t)− (F ◦ Φ)(y′, s)|p
(|x′ − y′|+ |t− s|1/2)n+1+αp dy
′ ds dx′ dt <∞,
or, equivalently,∫
Rn−1×R
∫
Rn−1×R
|F (x′, ϕ(x′), t)− F (y′, ϕ(y′), s)|p
(|x′ − y′|+ |t− s|1/2)n+1+αp dy
′ ds dx′ dt <∞.
We make the change of variables x = (x′, ϕ(x′)) ∈ ∂Ω and y = (y′, ϕ(y′)) ∈ ∂Ω.
Then |x′ − y′| ≈ |x − y|, dx′ ≈ dσx, dy′ ≈ dσy and the above integral inequality
becomes∫
∂Ω×R
∫
∂Ω×R
|F (x, t)− F (y, s)|p
(|x− y|+ |t− s|1/2)n+1+αp dσy ds dσx dt <∞. (2.3.161)
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Taking into account (2.3.161) and the fact that f = F |∂Ω×I , we obtain f ∈ Lp(∂Ω×I)
and ∫
∂Ω×I
∫
∂Ω×I
|f(x, t)− f(y, s)|p
(|x− y|+ |t− s|1/2)n+1+αp dσy ds dσx dt
≤
∫
∂Ω×R
∫
∂Ω×R
|F (x, t)− F (y, s)|p
(|x− y|+ |t− s|1/2)n+1+αp dσy ds dσx dt <∞,
as desired.
Conversely, assume f satisfies (2.3.160) and define the function G on Rn−1× I by
G(x′, t) := f(x′, ϕ(x′), t). Then G ∈ Lp(Rn−1 × I) and∫
Rn−1×I
∫
Rn−1×I
|G(x′, t)−G(y′, s)|p
(|x′ − y′|+ |t− s|1/2)n+1+αp dy
′ ds dx′ dt <∞,
which, according to Lemma 2.2.5 (with Ω = Rn−1), amounts to G ∈ Bpα,par(Rn−1×I).
By Definition 2.2.1 (with n − 1 in place of n and O = Rn−1 × I), there exists G˜
belonging to the Besov space Bpα,par(Rn−1 × R) whose restriction to Rn−1 × I is G.
Finally, define f˜(x′, ϕ(x′), t) := G˜(x′, t). Then f˜ ∈ Bpα,par(∂Ω × R) and f˜ |∂Ω×I = f ,
which implies that f ∈ Bpα,par(∂Ω× I).
Case (ii) Ω is bounded. According to Definitions 2.3.4 and 2.3.1, a function f
belongs to the space Bpα,par(∂Ω × I) if and only if there exists a function F from
Bpα,par(∂Ω× R) such that F |∂Ω×I = f , and Gi := ψ˜iF
∂Ωi ∈ Bpα,par(∂Ωi × R) for each
i = 1, . . . , N . Now using Case (i) for each unbounded domain Ωi, i = 1, . . . , N ,∫
∂Ωi×R
∫
∂Ωi×R
|Gi(x, t)−Gi(y, s)|p
(|x− y|+ |t− s|1/2)n+1+αp dσy ds dσx dt <∞
for each i = 1, . . . , N , which is equivalent with∫
∂Ω×R
∫
∂Ω×R
|F (x, t)− F (y, s)|p
(|x− y|+ |t− s|1/2)n+1+αp dσy ds dσx dt <∞.
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Since F |∂Ω×I = f , and F ∈ Lp(∂Ω × R), we readily obtain (2.3.160). The other
direction can be carried out in the same way as in the unbounded case, each step is
justified by definitions and properties given earlier. ¤
In the next part of this section we record several interpolation properties of
anisotropic Besov and Triebel-Lizorkin spaces defined on the lateral boundary of
a Lipschitz cylinder. Recall that, this time,
σp,q := max
{
0, (n+ 1)
(
1
p
− 1
)
, (n+ 1)
(
1
q
− 1
)}
and
σp := max
{
0, (n+ 1)
(
1
p
− 1
)}
.
We also note that the equivalent forms of σp,q and σp used in the definition of Triebel-
Lizorkin and Besov spaces on the lateral side of a Lipschitz cylinder were
σp,q = (n+ 1)
(
1
min {p, q} − 1
)
+
and σp = (n+ 1)
(
1
p
− 1
)
+
,
where (a)+ := max{a, 0}.
Theorem 2.3.20. Let Ω be a Lipschitz domain in Rn and consider I ⊆ R an interval.
Then the following interpolation formulas hold.
(a) Assume that
either
n+ 1
n+ 2
< p, q0 <∞, σp,q0 < α0 < 1,
or
n+ 1
n+ 2
< p <∞, q0 = 2, α0 = 1,
(2.3.162)
and
either
n+ 1
n+ 2
< p, q1 <∞, σp,q1 < α1 < 1,
or
n+ 1
n+ 2
< p <∞, q1 = 2, α1 = 1,
(2.3.163)
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with the additional property that α0 6= α1. Then(
F p,q0α0,par(∂Ω× I), F p,q1α1,par(∂Ω× I)
)
θ,q
= Bp,qα,par(∂Ω× I) (2.3.164)
for 0 < θ < 1, n+1
n+2
< q ≤ ∞ and α = (1− θ)α0 + θα1.
(b) Suppose that
either
n+ 1
n+ 2
< p, q0 <∞, σp,q0 < α0 < 1,
or
n+ 1
n+ 2
< p <∞, q0 = 2, α0 = 1,
(2.3.165)
and n+1
n+2
< p <∞, n+1
n+2
< q1 ≤ ∞, σp < α1 < 1 such that α0 6= α1. Then(
F p,q0α0,par(∂Ω× I), Bp,q1α1,par(∂Ω× I)
)
θ,q
= Bp,qα,par(∂Ω× I), (2.3.166)
where 0 < θ < 1, n+1
n+2
< q ≤ ∞ and α = (1− θ)α0 + θα1.
(c) If σpi < αi < 1, i = 0, 1, and 0 < θ < 1,
1
p
= 1−θ
p0
+ θ
p1
= 1−θ
q0
+ θ
q1
,
α = (1− θ)α0 + θα1, then(
Bp0,q0α0,par(∂Ω× I), Bp1,q1α1,par(∂Ω× I)
)
θ,p
= Bpα,par(∂Ω× I) (2.3.167)
either for n+1
n+2
< p0 < p1 < ∞, n+1n+2 < q0 < q1 < ∞, or for n+1n+2 < p0, p1, q0, q1 < ∞,
α0 6= α1.
(d) If n+1
n+2
< p <∞, n+1
n+2
< q0, q1 ≤ ∞, and σpi < αi < 1, i = 0, 1, with α0 6= α1,
then (
Bp,q0α0,par(∂Ω× I), Bp,q1α1,par(∂Ω× I)
)
θ,q
= Bp,qα,par(∂Ω× I), (2.3.168)
where 0 < θ < 1, n+1
n+2
< q ≤ ∞ and α = (1− θ)α0 + θα1.
(e) Assume that
either
n+ 1
n+ 2
< p0, p1, q <∞, σp0,q < α < 1, σp1,q < α,
or
n+ 1
n+ 2
< p0, p1 <∞, q = 2, α = 1,
(2.3.169)
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with the additional property that p0 < p1. Then
(
F p0,qα,par(∂Ω× I), F p1,qα,par(∂Ω× I)
)
θ,p
= F p,qα,par(∂Ω× I) (2.3.170)
for 0 < θ < 1 and 1
p
= 1−θ
p0
+ θ
p1
.
(f) Suppose that
either
n+ 1
n+ 2
< p0, q0 <∞, σp0,q0 < α0 < 1,
or
n+ 1
n+ 2
< p0 <∞, q0 = 2, α0 = 1,
(2.3.171)
and
either
n+ 1
n+ 2
< p1, q1 <∞, σp1,q1 < α1 < 1,
or
n+ 1
n+ 2
< p1 <∞, q1 = 2, α1 = 1.
(2.3.172)
Then [
F p0,q0α0,par(∂Ω× I), F p1,q1α1,par(∂Ω× I)
]
θ
= F p,qα,par(∂Ω× I) (2.3.173)
for 0 < θ < 1, 1
p
= 1−θ
p0
+ θ
p1
, 1
q
= 1−θ
q0
+ θ
q1
and α = (1− θ)α0 + θα1.
(g) If n+1
n+2
< pi <∞, n+1n+2 < qi ≤ ∞ and σpi < αi < 1, i = 0, 1, then[
Bp0,q0α0,par(∂Ω× I), Bp1,q1α1,par(∂Ω× I)
]
θ
= Bp,qα,par(∂Ω× I) (2.3.174)
for 0 < θ < 1, 1
p
= 1−θ
p0
+ θ
p1
, 1
q
= 1−θ
q0
+ θ
q1
and α = (1− θ)α0 + θα1.
(h) If n+1
n+2
< pi <∞ and σpi < αi < 1, i = 0, 1, then
(
Bp0α0,par(∂Ω× I), Bp1α1,par(∂Ω× I)
)
θ,p
= Bpα,par(∂Ω× I) (2.3.175)
for 0 < θ < 1, 1
p
= 1−θ
p0
+ θ
p1
and α = (1− θ)α0 + θα1.
(i) If 1 < p <∞ and 0 ≤ α0, α1 ≤ 1, then
[
Lpα0,par(∂Ω× I), Lpα1,par(∂Ω× I)
]
θ
= Lpα,par(∂Ω× I) (2.3.176)
174
for 0 < θ < 1 and α = (1− θ)α0 + θα1.
(j) If 1 < p <∞ and 0 ≤ α0, α1 ≤ 1 with α0 6= α1, then
(
Lpα0,par(∂Ω× I), Lpα1,par(∂Ω× I)
)
θ,p
= Bpα,par(∂Ω× I) (2.3.177)
for 0 < θ < 1 and α = (1− θ)α0 + θα1.
Before we proceed with the proof, a few observations are in order here. In each
part of the above theorem we have to make sure that the indices of the resulting
space (after interpolation, i.e. right-hand sides) belong to the correct range, where
the space in question is well-defined. In particular, in part (a) we have to ensure
that n+1
n+2
< p, q ≤ ∞ and σp < α < 1. Similar conditions need to be verified in each
case. Since the argument proving these conditions is elementary, we omit the details.
Proof. The proofs of parts (a)–(h) are very similar, here we give the reasoning for
part (d). Also, (i) and (j) are handled in the same way, we shall prove part (i)
only. The reason we need to treat (i) and (j) separately is that we cannot use the
corresonding parts of Theorem 2.2.8 (as we do in cases (a)–(h)), since they do not
hold for α0 = α1 = 0. Instead, we shall employ results when the underlying space is
Rn−1 × R (not Rn−1 × I, as in parts (a)–(h)).
Proof of (d). When Ω is an unbounded domain above the graph of (a Lipschitz
function) ϕ : Rn−1 → R, we define the operators
T1 : B
p,qk
αk,par
(∂Ω× I) −→ Bp,qkαk,par(Rn−1 × I), k = 0, 1,
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by T1f := f ◦ Φ0, where Φ0 : Rn−1 × I → ∂Ω× I, Φ0(x′, t) := (x′, ϕ(x′), t) and
R1 : B
p,qk
αk,par
(Rn−1 × I) −→ Bp,qkαk,par(∂Ω× I), k = 0, 1,
by R1g := g ◦ Φ−10 . Then, for 0 < θ < 1, n+1n+2 < q ≤ ∞,
T1 :
(
Bp,q0α0,par(∂Ω× I), Bp,q1α1,par(∂Ω× I)
)
θ,q
−→ (Bp,q0α0,par(Rn−1 × I), Bp,q1α1,par(Rn−1 × I))θ,q
and using part (d) of Theorem 2.2.8 with Ω = Rn−1,
T1 :
(
Bp,q0α0,par(∂Ω× I), Bp,q1α1,par(∂Ω× I)
)
θ,q
−→ Bp,qα,par(Rn−1 × I),
where α = (1− θ)α0 + θα1. This shows the left-to-right inclusion in (2.3.168).
For the opposite one, using part (d) of Theorem 2.2.8 with Ω = Rn−1, a similar
argument yields
R1 : B
p,q
α,par(Rn−1 × I) −→
(
Bp,q0α0,par(∂Ω× I), Bp,q1α1,par(∂Ω× I)
)
θ,q
(2.3.178)
is bounded, where 0 < θ < 1, n+1
n+2
< q ≤ ∞ and α = (1− θ)α0 + θα1.
On the other hand, by definition, R1 maps B
p,q
α,par(Rn−1× I) onto Bp,qα,par(∂Ω× I).
This, together with (2.3.178), further implies the right-to-left inclusion in (2.3.168)
for 0 < θ < 1, n+1
n+2
< q ≤ ∞ and α = (1− θ)α0 + θα1, completing the proof of (d) in
the case when Ω is a graph domain.
If Ω is bounded, we retain the notation from part (ii) of Definition 2.3.1 and
Remark 1.2.1. Let us introduce the operator
T2 : B
p,qk
αk,par
(∂Ω× I) −→
N⊕
i=1
Bp,qkαk,par(∂Ωi × I)), k = 0, 1,
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T2 f :=
{
ξ˜if
∂Ωi
}N
i=1
, where ξi ∈ C∞c (Rn−1), supp ψi ⊂ supp ξi ⊆ Vi, ξi ≡ 1 on the
supp ψi, and ˜ ∂Ωi means extension by 0 to ∂Ωi. We also define
R2 :
N⊕
i=1
Bp,qkαk,par(∂Ωi × I) −→ Bp,qkαk,par(∂Ω× I), k = 0, 1,
by R2
({fi}Ni=1) := N∑
i=1
ψ˜ifi
∂Ω
, where ˜ ∂Ω means extension by 0 to ∂Ω. Then it is
easy to check that
(R2 ◦ T2)(f) = R2
(
{ξ˜if
∂Ωi}Ni=1
)
=
N∑
i=1
˜(
ψiξ˜if
∂Ωi
)∂Ω
= f
N∑
i=1
ψi = f.
Since, for 0 < θ < 1 and n+1
n+2
< q ≤ ∞,
T2 :
(
Bp,q0α0,par(∂Ω× I), Bp,q1α1,par(∂Ω× I)
)
θ,q
−→
(
N⊕
i=1
Bp,q0α0,par(∂Ωi × I),
N⊕
i=1
Bp,q1α1,par(∂Ωi × I)
)
θ,q
,
by Lemma 1.2.21 we have
T2 :
(
Bp,q0α0,par(∂Ω× I), Bp,q1α1,par(∂Ω× I)
)
θ,q
−→
N⊕
i=1
(
Bp,q0α0,par(∂Ωi × I), Bp,q1α1,par(∂Ωi × I)
)
θ,q
.
On account of the previous (graph domain) case, this further implies that
T2 :
(
Bp,q0α0,par(∂Ω× I), Bp,q1α1,par(∂Ω× I)
)
θ,q
−→
N⊕
i=1
Bp,qα0,par(∂Ωi × I),
where α = (1− θ)α0 + θα1, showing the left-to-right inclusion in (2.3.168).
After a similar reasoning as before we arrive at
R2 :
N⊕
i=1
Bp,qα,par(∂Ωi × I) −→
(
Bp,q0α0,par(∂Ω× I), Bp,q1α1,par(∂Ω× I)
)
θ,q
is bounded
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for 0 < θ < 1, n+1
n+2
< q ≤ ∞ and α = (1−θ)α0+θα1. SinceR2 maps
N⊕
i=1
Bp,qα,par(∂Ωi×I)
onto Bp,qα,par(∂Ω×I), the right-to-left inclusion in (2.3.168) holds, completing the proof
of (d).
Proof of (i). When Ω is an unbounded domain above the graph of (a Lipschitz
function) ϕ : Rn−1 → R, we define the operators
T3 : L
p
αk,par
(∂Ω× I) −→ Lpαk,par(Rn−1 × R), k = 0, 1,
by T3f := E(f ◦ Φ0), where Φ0 : Rn−1 × I −→ ∂Ω × I is given by Φ0(x′, t) :=
(x′, ϕ(x′), t), and E is the extension operator introduced in Proposition 3.4.2. We
also consider
R3 : L
p
αk,par
(Rn−1 × R) −→ Lpαk,par(∂Ω× I), k = 0, 1,
by R3g := g|Rn−1×I ◦ Φ−10 . Then for 0 < θ < 1,
T3 :
[
Lpα0,par(∂Ω× I), Lpα1,par(∂Ω× I)
]
θ
−→ [Lpα0,par(Rn−1 × R), Lpα1,par(Rn−1 × R)]θ .
By part (h) of Theorem 2.1.60 this further implies that
T3 :
[
Lpα0,par(∂Ω× I), Lpα1,par(∂Ω× I)
]
θ
−→ Lpα,par(Rn−1 × R),
where α = (1− θ)α0 + θα1. Hence the left-to-right inclusion in (2.3.176) holds.
For the opposite inclusion in (2.3.176), by a similar reasoning as above, one can
easily see that for 0 < θ < 1,
R3 : L
p
α,par(Rn−1 × R) −→
[
Lpα0,par(∂Ω× I), Lpα1,par(∂Ω× I)
]
θ
,
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where α = (1 − θ)α0 + θα1. We also note that R3 ◦ T3 is the identity operator on
Lpα,par(∂Ω × I), and R3 maps Lpα,par(Rn−1 × R) onto Lpα,par(∂Ω × I). This further
implies the right-to-left inclsion in (2.3.176), completing the proof of (i) when Ω is a
graph domain.
If Ω is bounded, one follows the same steps as in the proof of part (d) in Theo-
rem 2.3.20 and obtains the desired result. ¤
Remark 2.3.21. Based on Remark 2.2.9, similar to the proof of Theorem 2.3.20,
we obtain the results of parts (c), (d), (g) and (h) of Theorem 2.3.20 for a different
range of indices. More specifically:
(c’) Let 0 < αi < 1, i = 0, 1, and 0 < θ < 1,
1
p
= 1−θ
p0
+ θ
p1
= 1−θ
q0
+ θ
q1
,
α = (1 − θ)α0 + θα1. Then (2.3.167) holds either for 1 ≤ p0 < p1 < ∞ and
1 ≤ q0 < q1 <∞, or for 1 ≤ p0, p1, q0, q1 <∞ and α0 6= α1.
(d’) If 1 ≤ p, q0, q1 ≤ ∞, 0 < α0, α1 < 1 with α0 6= α1, then (2.3.168) holds for
0 < θ < 1, 1 ≤ q ≤ ∞ and α = (1− θ)α0 + θα1.
(g’) If 1 ≤ pi, qi ≤ ∞ and 0 < αi < 1, i = 0, 1, then (2.3.174) holds for 0 < θ < 1,
1
p
= 1−θ
p0
+ θ
p1
, 1
q
= 1−θ
q0
+ θ
q1
and α = (1− θ)α0 + θα1.
(h’) If 1 ≤ p0, p1 ≤ ∞ and 0 < α0, α1 < 1, then (2.3.175) holds for 0 < θ < 1,
1
p
= 1−θ
p0
+ θ
p1
and α = (1− θ)α0 + θα1.
In the last part of this section we give the counterpart of Theorem 2.1.16 for
spaces defined on ∂Ω× R. Recall that by definition ∂τjk := νj∂k − νk∂j.
Proposition 2.3.22. If Ω is a Lipschitz domain in Rn and 1 < p <∞, then for all
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j, k ∈ {1, 2, . . . , n}, the operators
∂τjk : B
p
α,par(∂Ω× R) −→ Bpα−1,par(∂Ω× R), 0 < α < 1, (2.3.179)
and
∂τjk : L
p
α,par(∂Ω× R) −→ Lpα−1,par(∂Ω× R), 0 ≤ α ≤ 1, (2.3.180)
are bounded.
Proof. Step 1. Show that matters can be reduced to the graph domain case.
Let 0 < α < 1 and assume that Ω is a bounded Lipschitz domain in Rn. With
the notation of Remark 1.2.1, by definition,
f ∈ Bpα,par(∂Ω× R) if and only if
ψ˜if
∂Ωi ∈ Bpα,par(∂Ωi × R) for each i = 1, . . . , N.
(2.3.181)
Similarly,
∂τjkf ∈ Bpα−1,par(∂Ω× R) if and only if
˜ψi(∂τjkf)
∂Ωi ∈ Bpα−1,par(∂Ωi × R) for each i = 1, . . . , N.
(2.3.182)
The observation we make is that
∂τjk(ψif) = (∂τjkψi)f + ψi(∂τjkf), (2.3.183)
hence
˜ψi(∂τjkf)
∂Ωi
= ∂τjk(ψ˜if
∂Ωi
)− ˜(∂τjkψi)f
∂Ωi
. (2.3.184)
Given f ∈ Bpα,par(∂Ω×R), the second term in the right-hand side of (2.3.184) belongs
to Bpα,par(∂Ωi × R) ↪→ Bpα−1,par(∂Ωi × R) for each i = 1, . . . , N . With this in mind,
from (2.3.181), (2.3.182) and (2.3.184) we can concude that
∂τjk : B
p
α,par(∂Ω× R) −→ Bpα−1,par(∂Ω× R) is bounded
180
if and only if
∂τjk : B
p
α,par(∂Ωi × R) −→ Bpα−1,par(∂Ωi × R) is bounded for each i = 1, . . . , N.
A similar argument for the Sobolev space Lpα,par(∂Ω× R) with 0 ≤ α ≤ 1 completes
the proof of Step 1.
Step 2. Consider a graph Lipschitz domain Ω in Rn and 1 < p < ∞. Then for
any j, k ∈ {1, 2, . . . , n} show that
∂τjk : L
p
1,par(∂Ω× R) −→ Lp(∂Ω× R) is bounded.
Let ϕ : Rn−1 → R be the Lipschitz function such that the graph of ϕ represents the
boundary of Ω. Recall that the outward normal unit vector at the boundary point
(x′, ϕ(x′)) ∈ ∂Ω is
ν(x′, ϕ(x′)) =
(∇ϕ(x′),−1)√
1 + |∇ϕ(x′)|2 , x
′ ∈ Rn−1.
We let f ∈ Lp1,par(∂Ω × R). Then by definition, g belongs to Lp1,par(Rn−1 × R),
where g(x′, t) := f(x′, ϕ(x′), t) for (x′, t) ∈ Rn−1 ×R. On account of Theorem 2.1.16
(or Theorem 2.1.41) this further implies that
∂xjg ∈ Lp(Rn−1 × R) for each j such that 1 ≤ j ≤ n− 1. (2.3.185)
Note also that
∂xjg(x
′, t) = ∂jf(x′, ϕ(x′), t) + ∂jϕ(x′)∂nf(x′, ϕ(x′), t), 1 ≤ j ≤ n− 1. (2.3.186)
Our goal in this step is to show that ∂τjk ∈ Lp(∂Ω×R) for all j, k ∈ {1, 2, . . . , n}.
If j = k, there is nothing to prove, hence we may assume, without loss of gener-
ality, that j 6= k. We shall consider two cases:
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• 1 ≤ j ≤ n− 1 and k = n, and
• 1 ≤ j, k ≤ n− 1.
When 1 ≤ k ≤ n− 1 and j = n, using symmetry, one proceeds as in the case when
1 ≤ j ≤ n− 1 and k = n, therefore it suffices to analyze the above two cases.
If 1 ≤ j ≤ n − 1 and k = n, then using the definition of the operator ∂τjk we
obtain that
∂τjkf(x
′, ϕ(x′), t) =
∂jϕ(x
′)∂nf(x′, ϕ(x′), t) + ∂jf(x′, ϕ(x′), t)√
1 + |∇ϕ(x′)|2 . (2.3.187)
In concert with (2.3.186) this further implies that
∂τjkf(x
′, ϕ(x′), t) =
∂xjg(x
′, t)√
1 + |∇ϕ(x′)|2 . (2.3.188)
Consequently, (2.3.185) and (2.3.188) imply that ∂τjkf ∈ Lp(Rn−1 × R) in the case
when 1 ≤ j ≤ n− 1 and k = n.
When 1 ≤ j, k ≤ n− 1, similar to the previous case, we have
∂τjkf(x
′, ϕ(x′), t) =
∂jϕ(x
′)∂kf(x′, ϕ(x′), t)− ∂kϕ(x′)∂jf(x′, ϕ(x′), t)√
1 + |∇ϕ(x′)|2 . (2.3.189)
Adding and subtracting the mixt term ∂jϕ(x
′)∂kϕ(x′)∂nf(x′, ϕ(x′), t) in the numer-
ator of the right-hand side in (2.3.189) yields
∂τjkf(x
′, ϕ(x′), t) =
∂jϕ(x
′)√
1 + |∇ϕ(x′)|2 [∂kf(x
′, ϕ(x′), t) + ∂nf(x′, ϕ(x′), t)∂kϕ(x′)]
− ∂kϕ(x
′)√
1 + |∇ϕ(x′)|2 [∂jf(x
′, ϕ(x′), t) + ∂nf(x′, ϕ(x′), t)∂jϕ(x′)] .
(2.3.190)
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Taking into account (2.3.186), we can rewrite (2.3.190) as follows:
∂τjkf(x
′, ϕ(x′), t) =
∂jϕ(x
′)√
1 + |∇ϕ(x′)|2 ∂xkg(x
′, t)
− ∂kϕ(x
′)√
1 + |∇ϕ(x′)|2 ∂xjg(x
′, t).
(2.3.191)
From (2.3.185), (2.3.191) and the fact that ϕ is a Lipschitz function one concludes
that ∂τjkf ∈ Lp(Rn−1 × R) for 1 ≤ j, k ≤ n− 1, finishing the proof of Step 2.
Step 3. Consider a graph Lipschitz domain Ω in Rn and 1 < p < ∞. Then for
any j, k ∈ {1, 2, . . . , n} show that
∂τjk : L
p(∂Ω× R) −→ Lp−1,par(∂Ω× R) is bounded.
Our goal is to find the dual of the operator ∂τjk , then to dualize the resut found in
Step 2. In order to compute (∂τjk)
∗ we let f, g ∈ C1(Ω×R). Then by the Gauss-Green
theorem applied to (∂kf)g and (∂jf)g, we deduce that for any j, k ∈ {1, 2, . . . , n},∫
∂Ω×R
(∂τjkf)g dσ dt =
∫
∂Ω×R
νj(∂kf)g dσ dt−
∫
∂Ω×R
νk(∂jf)g dσ dt
=
∫
Ω×R
{∂j [(∂kf)g]− ∂k [(∂jf)g]} dx dt.
(2.3.192)
This simplifies to∫
∂Ω×R
(∂τjkf)g dσ dt =
∫
Ω×R
[(∂kf)(∂jg)− (∂jf)(∂kg)] dx dt. (2.3.193)
Interchanging f and g, as well as j and k in (2.3.193) yields∫
∂Ω×R
f(∂τkjg) dσ dt =
∫
∂Ω×R
(∂τjkf)g dσ dt, (2.3.194)
therefore (∂τjk)
∗ = ∂τkj for all j, k ∈ {1, 2, . . . , n}. With this in hand, the result of
Step 2 implies that for any j, k ∈ {1, 2, . . . , n}, the operator
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∂τkj : (L
p(∂Ω× R))∗ −→ (Lp1,par(∂Ω× R))∗ is bounded, (2.3.195)
where Ω is a graph Lipschitz domain in Rn and 1 < p <∞. Since (Lp(∂Ω× R))∗ =
Lp
′
(∂Ω× R) and , by Remark 2.4.7,
(
Lp1,par(∂Ω× R)
)∗
= Lp
′
−1,par(∂Ω× R)
for 1/p+1/p′ = 1, the boundedness of the operator in (2.3.195) readily implies what
we wanted to show in Step 3.
Step 4. For a graph Lipschitz domain Ω in Rn show (2.3.179) and (2.3.180) in
Proposition 2.3.22.
Since ∂τkj is a linear operator, real interpolation between the results of Steps 2
and 3 yields the following: for a graph Lipschitz domain Ω in Rn, 1 < p < ∞, and
any j, k ∈ {1, 2, . . . , n},
∂τjk :
(
Lp1,par(∂Ω× R), Lp(∂Ω× R)
)
θ,p
−→ (Lp(∂Ω× R), Lp−1,par(∂Ω× R))θ,p
(2.3.196)
is bounded, where 0 < θ < 1. On account of part (j) of Theorem 2.3.20,
(
Lp1,par(∂Ω× R), Lp(∂Ω× R)
)
θ,p
= Bp1−θ,par(∂Ω× R). (2.3.197)
With regard to the target space, using Remark 2.4.7 with 1/p + 1/p′ = 1 and the
duality theorem for the real method (Theorem 3.7.1 in [BeLo¨]), then part (j) of
Theorem 2.3.20 and Proposition 2.4.5, we deduce that
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(
Lp(∂Ω× R), Lp−1,par(∂Ω× R)
)
θ,p
=
((
Lp
′
(∂Ω× R)
)∗
,
(
Lp
′
1,par(∂Ω× R)
)∗)
θ,p
=
[(
Lp
′
(∂Ω× R), Lp′1,par(∂Ω× R)
)
θ,p′
]∗
=
(
Bp
′
θ,par(∂Ω× R)
)∗
= Bp−θ,par(∂Ω× R).
(2.3.198)
From (2.3.196)–(2.3.198), denoting 1− θ by α, we conclude that for all j, k ∈ N such
that 1 ≤ j, k ≤ n,
∂τjk : B
p
α,par(∂Ω× R) −→ Bpα−1,par(∂Ω× R)
is bounded, where Ω is a graph Lipschitz domain in Rn and 1 < p <∞, 0 < α < 1.
Similarly, complex interpolation between the results of Steps 2 and 3 yields that
for a graph Lipschitz domain Ω in Rn, 1 < p <∞, and any j, k ∈ {1, 2, . . . , n},
∂τjk :
[
Lp1,par(∂Ω× R), Lp(∂Ω× R)
]
θ
−→ [Lp(∂Ω× R), Lp−1,par(∂Ω× R)]θ
(2.3.199)
is bounded, where 0 < θ < 1. On account of part (i) of Theorem 2.3.20,
[
Lp1,par(∂Ω× R), Lp(∂Ω× R)
]
θ
= Lp1−θ,par(∂Ω× R). (2.3.200)
Regarding the target space, we are using Remark 2.4.7 with 1/p + 1/p′ = 1, the
duality theorem for the complex method (Corollary 4.5.2 in [BeLo¨]) along with the
fact that Lp
′
(∂Ω × R) is reflexive for 1 < p′ < ∞, then part (i) of Theorem 2.3.20
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and Remark 2.4.7, we deduce that[
Lp(∂Ω× R), Lp−1,par(∂Ω× R)
]
θ
=
[(
Lp
′
(∂Ω× R)
)∗
,
(
Lp
′
1,par(∂Ω× R)
)∗]
θ
=
([
Lp
′
(∂Ω× R), Lp′1,par(∂Ω× R)
]
θ
)∗
=
(
Lp
′
θ,par(∂Ω× R)
)∗
= Lp−θ,par(∂Ω× R).
(2.3.201)
From (2.3.199)–(2.3.201), with 1− θ = α, we ultimately obtain that for all j, k ∈ N
such that 1 ≤ j, k ≤ n,
∂τjk : L
p
α,par(∂Ω× R) −→ Lpα−1,par(∂Ω× R) (2.3.202)
is bounded, where Ω is a graph Lipschitz domain in Rn and 1 < p <∞, 0 < α < 1.
The endpoint cases α = 0 and α = 1 of (2.3.202) are covered by Steps 3 and 2,
respectively. This completes the proof of Step 4.
In view of Steps 1 and 4 the proof of Proposition 2.3.22 is finished. ¤
2.3.1 Atomic decompositions of Besov spaces
Relying on the atomic characterizations of Besov spaces in the Euclidean setting
described in Section 2.1.1, we next give the decompositions of parabolic Besov spaces
when the underlying space is ∂Ω× R, Ω being a Lipshitz graph domain in Rn.
Remark 2.3.23. Given that Ω is a (Lipschitz) domain in Rn and I ⊆ R an interval,
we call Q a parabolic surface cube on ∂Ω × I with sidelength r if Q has the form
Q = Q′ × J , where Q′ ⊆ ∂Ω is a (regular) surface cube of sidelength r and I ⊆ J is
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an open interval of length r2. Note that |Q| = rn+1. Instead of parabolic (regular,
surface) cubes one may consider corresponging balls as well. In this case the resulting
vector space is equipped with a quasi-norm which is equivalent with the quasi-norm
of the space obtained using cubes.
We start with the counterparts of Definition 2.1.24 and Theorems 2.1.25 and
2.1.26.
Definition 2.3.24. Let us consider an unbounded Lipschitz domain Ω ⊆ Rn, and
a parabolic surface cube Q on ∂Ω × R. Further assume that n+1
n+2
< p ≤ 1 and
(n+ 1)(1
p
− 1) < α < 1. Then we call aQ a (p, α)-atom for B˙pα,par(∂Ω×R) if a˜Q is a
(p, α)-atom for B˙pα,par(Rn−1 × R), where
aQ(x
′, ϕ(x′), t) = a˜Q(x′, t), (x′, t) ∈ Rn−1 × R,
and the graph of ϕ : Rn−1 → R is the boundary of Ω.
With the extra assumption that |Q| ≤ 1, aQ is a (p, α)-atom for Bpα,par(∂Ω× R),
if a˜Q is a (p, α)-atom for B
p
α,par(Rn−1 × R).
Definition 2.3.25. Let Ω be an unbounded Lipschitz domain Rn, n+1
n+2
< p ≤ 1 and
(n+ 1)(1
p
− 1) < α < 1. Then
B˙pα,par(∂Ω×R) :=
{∑
Q
sQaQ : {sQ}Q ∈ `p, aQ are (p, α)-atoms for B˙pα,par(∂Ω×R)
}
.
(2.3.203)
The associated norm is given by
‖f‖B˙pα,par(∂Ω×R) := inf
{(∑
Q
|sQ|p
)1/p
: f =
∑
Q
sQaQ
}
.
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Recall that the space Bpα,par(∂Ω × R) with positive α was introduced in Defini-
tion 2.3.1.
Proposition 2.3.26. Let Ω be an unbounded Lipschitz domain Rn, n+1
n+2
< p ≤ 1 and
(n+1)(1
p
−1) < α < 1. Then f ∈ Bpα,par(∂Ω×R) if and only if f =
∑
Q sQaQ, where
{sQ}Q ∈ `p and aQ are (p, α)-atoms introduced in Definition 2.3.24 with |Q| ≤ 1.
Also, if f ∈ Bpα,par(∂Ω× R), then
‖f‖Bpα,par(∂Ω×R) ≈ inf
( ∑
|Q|≤1
|sQ|p
)1/p
,
where the infimum is taken over all representations of f .
When the smoothness is of negative order, the corresponding definitions and
result to Definition 2.1.27 and Theorems 2.1.28 and 2.1.29 (on the geometrical setting
∂Ω× R) are the following.
Definition 2.3.27. Consider an unbounded Lipschitz domain Ω ⊆ Rn, and a parabolic
surface cube Q on ∂Ω × R. Further assume that the indices p, α are such that
n+1
n+2
< p ≤ 1 and (n + 1)(1
p
− 1) < α < 1. We then call aQ a (p,−α)-atom for
B˙p−α,par(∂Ω× R) if a˜Q is a (p,−α)-atom for B˙p−α,par(Rn−1 × R), where
aQ(x
′, ϕ(x′), t)
√
1 + |∇ϕ(x′)|2 = a˜Q(x′, t), (x′, t) ∈ Rn−1 × R,
and the graph of ϕ : Rn−1 → R is the boundary of Ω.
With the extra assumption that |Q| ≤ 1, aQ is a (p,−α)-atom for Bp−α,par(∂Ω×R),
if a˜Q is a (p,−α)-atom for Bp−α,par(Rn−1 × R).
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Definition 2.3.28. Let Ω be an unbounded Lipschitz domain Rn, n+1
n+2
< p ≤ 1 and
(n+ 1)(1
p
− 1) < α < 1. Then
B˙p−α,par(∂Ω×R) :=
{∑
Q
sQaQ : {sQ}Q ∈ `p, aQ are (p,−α)-atoms for B˙p−α,par(∂Ω×R)
}
.
(2.3.204)
The associated norm is given by
‖f‖B˙p−α,par(∂Ω×R) := inf
{(∑
Q
|sQ|p
)1/p
: f =
∑
Q
sQaQ
}
.
Recall that for negative order of smoothness the parabolic Besov spaces on ∂Ω×R
were introduced in Definition 2.3.3.
Proposition 2.3.29. Let Ω be an unbounded Lipschitz domain Rn, n+1
n+2
< p ≤ 1 and
(n+1)(1
p
−1) < α < 1. Then f ∈ Bp−α,par(∂Ω×R) if and only if f =
∑
Q sQaQ, where
{sQ}Q ∈ `p and aQ are (p,−α)-atoms introduced in Definition 2.3.27 with |Q| ≤ 1.
Moreover, if f ∈ Bp−α,par(∂Ω× R), then
‖f‖Bp−α,par(∂Ω×R) ≈ inf
( ∑
|Q|≤1
|sQ|p
)1/p
,
where the infimum is taken over all representations of f .
2.3.2 Atomic decompositions of Hardy spaces
This subsection contains the atomic decompositions of homogeneous and inhomo-
geneous Hardy spaces defined on ∂Ω×R, where Ω is a Lipschitz domain in Rn. Recall
the parabolic surface cubes from Remark 2.3.23 and the definition and properties of
Hardy spaces in the Euclidean setting from Section 2.1.3.
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Definition 2.3.30. Consider an unbounded Lipschitz domain Ω ⊆ Rn, and a parabolic
surface cube Q on ∂Ω × R. Further assume that n+1
n+2
< p ≤ 1 and 1 ≤ q ≤ ∞ with
p < q. We then call aQ a p-atom (respectively, a (p, q)-atom) for H˙
p
par(∂Ω × R), if
a˜Q is a p-atom (respectively, a (p, q)-atom) for H˙
p
par(Rn−1 × R), where
aQ(x
′, ϕ(x′), t)
√
1 + |∇ϕ(x′)|2 = a˜Q(x′, t), (x′, t) ∈ Rn−1 × R,
and the graph of ϕ : Rn−1 → R is the boundary of Ω.
A bounded, measurable function aQ is an inhomogeneous (local) p-atom for the
space Hppar(∂Ω× R), if a˜Q is an inhomogeneous (local) p-atom for Hppar(Rn−1 × R).
Definition 2.3.31. Let Ω be an unbounded Lipschitz domain Rn, n+1
n+2
< p ≤ 1 and
1 ≤ q ≤ ∞ with p < q. Then the space H˙ppar(∂Ω× R) is defined as
{∑
Q
sQaQ : {sQ}Q ∈ `p, aQ are p-atoms (or (p, q)-atoms) for H˙ppar(∂Ω× R)
}
.
(2.3.205)
The associated norm is given by
‖f‖H˙ppar(∂Ω×R) := inf
{(∑
Q
|sQ|p
)1/p
: f =
∑
Q
sQaQ
}
.
Under the same assumptions on Ω and p as above, Hppar(∂Ω× R) is defined by
{∑
Q
sQaQ : {sQ}Q ∈ `p, aQ are inhomogeneous (local) p-atoms for Hppar(∂Ω× R)
}
,
(2.3.206)
and the associated norm is given by
‖f‖Hppar(∂Ω×R) := inf
{(∑
Q
|sQ|p
)1/p
: f =
∑
Q
sQaQ
}
.
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In the case when Ω is a bounded Lipschitz domain and I is an interval in R, we de-
fine the parabolic homogeneous and inhomogeneous (local) Hardy spaces, H˙ppar(∂Ω×
I) and Hppar(∂Ω× I), respectively, as follows.
Definition 2.3.32. Consider a bounded Lipschitz domain Ω in Rn and I ⊆ R an
open interval. Let Q be a parabolic surface cube on ∂Ω × I with sidelength r, and
n+1
n+2
< p ≤ 1, 1 ≤ q ≤ ∞ such that p < q. A measurable function aQ is called a
homogeneous (p, q)-atom for H˙ppar(∂Ω× I) if it satisfies the following conditions:
supp aQ ⊂ Q, ‖aQ‖Lq(∂Ω×I) ≤ r(n+1)(
1
q
− 1
p
) and
∫
∂Ω×I
aQ(x, t) dσx dt = 0.
(2.3.207)
Definition 2.3.33. Let Ω be a bounded Lipschitz domain in Rn, I ⊆ R an interval,
and n+1
n+2
< p ≤ 1. Then
H˙ppar(∂Ω× I) :=
{∑
Q
sQ aQ : {sQ}Q ∈ `p, aQ’s are p-atoms satisfying (2.3.207)
}
,
and the associated norm is given by
‖f‖H˙ppar(∂Ω×I) := inf
{(∑
Q
|sQ|p
)1/p
: f =
∑
Q
sQ aQ
}
.
Definition 2.3.34. Consider a bounded Lipschitz domain Ω in Rn and I ⊆ R an
open interval. Let Q be a parabolic surface cube on ∂Ω × I with sidelength r, and
n+1
n+2
< p ≤ 1, 1 ≤ q ≤ ∞ such that p < q. In this setting a measurable function aQ is
called a local (inhmogeneous) (p, q)-atom for Hppar(∂Ω× I) if it satisfies the following
conditions:
supp aQ ⊂ Q, ‖aQ‖Lq(∂Ω×I) ≤ r(n+1)(
1
q
− 1
p
) (2.3.208)
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and
either |Q| < η and
∫
∂Ω×I
aQ(x, t) dσx dt = 0,
or |Q| ≥ η.
(2.3.209)
Above η = η(∂Ω, I) > 0 is a fixed, sufficiently small constant.
Definition 2.3.35. Consider a bounded Lipschitz domain Ω in Rn, I ⊆ R an inter-
val, and n+1
n+2
< p ≤ 1. Then
Hppar(∂Ω× I) :=
{∑
Q
sQ aQ : {sQ}Q ∈ `p, aQ’s satisfy (2.3.208) and (2.3.209)
}
equipped with the usual infimum norm.
Remark 2.3.36. i. The choice of q in (2.3.208) does not affect the definition of
Hppar(∂Ω× I) (cf. Theorem A on p. 592 in [CoWe1]).
ii. We note that, as in the ellipic setting (cf. p. 147 of [EsMi]), for a bounded
Lipschitz domain Ω in Rn, I ⊂ R a bounded interval, and n+1
n+2
< p ≤ 1,
Hppar(∂Ω× I) = H˙ppar(∂Ω× I) + Lq(∂Ω× I) ∀q > 1. (2.3.210)
In order to see the left-to-right inclusion in (2.3.210), let f ∈ Hppar(∂Ω × I). Then,
by definition, f can be decomposed as
f =
∑
Q
sQ aQ =
∑
|Q|<η
sQ aQ +
∑
|Q|≥η
sQ aQ =: f1 + f2,
where {sQ}Q ∈ `p and aQ are local (inhomogeneous) (p, q)-atoms for Hppar(∂Ω × I).
Since aQ with |Q| < η are homogeneous (p, q)-atoms for H˙ppar(∂Ω × I), we readily
have f1 ∈ H˙ppar(∂Ω× I). It is straightforward to check that f2 ∈ Lq(∂Ω× I), which
completes the proof of the left-to-right inclusion in (2.3.210).
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For the opposite one we first note that H˙ppar(∂Ω × I) ↪→ Hppar(∂Ω × I), based
on their atomic decomposition. Therefore it suffices to show that for any q > 1,
Lq(∂Ω× I) ↪→ Hppar(∂Ω× I). In order to do so, depending whether |∂Ω| ≥ |I|(n−1)/2
or |∂Ω| < |I|(n−1)/2, we divide either ∂Ω = ∪N1j=1∆j such that ∆j × I are parabolic
surface cubes of sidelength rj, or I = ∪N2j=1Ij such that ∂Ω× Ij are parabolic surface
cubes of sidelength Rj. Note that since ∂Ω × I is bounded, N1 and N2 are finite.
Also,
f =
N1∑
j=1
χ∆j×If =
N1∑
j=1
sjaj, (2.3.211)
where
sj :=
‖f‖Lq(∆j×I)
r
(n+1)( 1
q
− 1
p
)
j
, rn+1j = |∆j × I|, (2.3.212)
and
aj(x, t) := s
−1
j χ∆j×I(x, t)f(x, t), (x, t) ∈ ∂Ω× I. (2.3.213)
A similar argument applies in the case when the interval I is divided. Then it is not
hard to check that aj are local (p, q)-atoms for H
p
par(∂Ω × I) and that {sj}j ∈ `p.
Consequently, f ∈ Hppar(∂Ω × I), finishing the proof of the right-to-left inclusion in
(2.3.210).
2.4 Duality results
In this section we identify the duals of parabolic Besov and Triebel-Lizorkin spaces
on different geometrical settings.
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Lemma 2.4.1. For any real number σ and f ∈ S′(Rn × R) recall from (2.1.13) the
definition of the lifting operator Iσ, i.e.
Iσf := F−1
{[(
1 + |ξ|2) 12 + |τ | 12]−σ Ff(ξ, τ)} , (ξ, τ) ∈ Rn × R, σ ∈ R,
(2.4.214)
Then, with I∗σ denoting the adjoint of the operator Iσ, one has
I∗σ = Iσ.
Proof. For complex-valued f, g ∈ S′(Rn × R) we may write
〈I∗σf, g〉 =
∫
Rn×R
f(ξ, τ) Iσg(ξ, τ) dξ dτ
=
∫
Rn×R
f(ξ, τ)F−1
{[
(1 + |x|2)1/2 + |t|1/2]−σ Fg(−x,−t)} (ξ, τ) dξ dτ
=
∫
Rn×R
F(F−1f)(ξ, τ)F
{
[(1 + |x|2)1/2 + |t|1/2]−σ Fg(−x,−t)
}
(ξ, τ) dξ dτ.
Now using Parseval’s Theorem, then the change of variables −x = y ∈ Rn and
−t = s ∈ R, we obtain that
〈I∗σf, g〉 =
∫
Rn×R
F−1f(x, t) [(1 + |x|2)1/2 + |t|1/2]−σ Fg(−x,−t) dx dt
=
∫
Rn×R
Ff(y, s) [(1 + |y|2)1/2 + |s|1/2]−σ Fg(y, s) dy ds
=
∫
Rn×R
FF−1
{[
(1 + |y|2)1/2 + |s|1/2]−σ Ff(y, s)} FF−1(Fg(y, s)) dy ds.
Using again Parseval’s Theorem, we can conclude that
〈I∗σf, g〉 = 〈Iσf, g〉,
as desired. ¤
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Theorem 2.4.2. Consider 1 < p < ∞, σ ∈ R, and p′ the dual index of p, i.e.
1/p+ 1/p′ = 1. Then
(
F p,2σ,par(Rn × R)
)∗
= F p
′,2
−σ,par(Rn × R).
Proof. An argument relying on isotropic spaces can be found in [ScTr] 4.2.4. The
result itself (without a proof) can also be found in the first part of (A.9) from [Gru1].
Here we present a direct proof using the lifting operator recalled in (2.4.214).
First note that, by Theorem 2.1.10,
Iσ : F p,qα,par(Rn × R) ∼−→ F p,qα+σ,par(Rn × R)
for any 0 < p <∞, 0 < q ≤ ∞ and α, σ ∈ R. If 1 < p <∞, q = 2 and α = 0, then
for any σ ∈ R,
Iσ : Lp(Rn × R) ∼−→ F p,2σ,par(Rn × R),
and dualizing the above result, we have
I∗σ :
(
F p,2σ,par(Rn × R)
)∗ ∼−→ Lp′(Rn × R).
Therefore, with Lemma 2.4.1 in hand, we obtain that(
F p,2σ,par(Rn × R)
)∗
= (I∗σ)−1
(
Lp
′
(Rn × R)
)
= (Iσ)−1
(
Lp
′
(Rn × R)
)
= I−σ
(
Lp
′
(Rn × R)
)
= F p
′,2
−σ,par(Rn × R),
which is what we wanted to show. ¤
A particular case (i.e when p = q) of the following result (without a proof), can
be found in the second part of (A.9) from [Gru1].
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Theorem 2.4.3. Let 1 < p <∞, 1 ≤ q <∞ and σ ∈ R. Then
(
Bp,qσ,par(Rn × R)
)∗
= Bp
′,q′
−σ,par(Rn × R),
where 1/p+ 1/p′ = 1 and 1/q + 1/q′ = 1.
Proof. For two different real numbers σ0 and σ1 the real interpolation of Triebel-
Lizorkin spaces (cf. first part of (a) in Theorem 2.1.60) gives a Besov space, more
precisely, (
F p,2σ0,par(R
n × R), F p,2σ1,par(Rn × R)
)
θ,q
= Bp,qσ,par(Rn × R),
where 0 < θ < 1, 1 ≤ q < ∞ and σ = (1 − θ)σ0 + θσ1. Now, by the Duality
Theorem for the real method (Theorem 3.7.1 from [BeLo¨]), and by Theorem 2.4.2,
we obtain that(
Bp,qσ,par(Rn × R)
)∗
=
((
F p,2σ0,par(R
n × R))∗ , (F p,2σ1,par(Rn × R))∗)θ,q′
=
(
F p
′,2
−σ0,par(R
n × R), F p′,2−σ1,par(Rn × R)
)
θ,q′
= Bp
′,q′
−σ,par(Rn × R).
This finishes the proof of the theorem. ¤
Next we give a more general result regarding the dual of a parabolic Triebel-
Lizorkin space.
Theorem 2.4.4. Consider σ ∈ R and 1 < p, q <∞ so that the point with coordinates
(1
p
, 1
q
) belongs to the interior of OMNP in the following diagram:
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1
q
1
p
O(0, 0) (1, 0)
(0, 1)
66
--
M(0, 1
2
) P (1, 1
2
)
N(1, 1)
©©
©©
©©
©©
©©
©©
©©
©©
©©
©©
©©
©©
©©
©©
©©
©©
Then (
F p,qσ,par(Rn × R)
)∗
= F p
′,q′
−σ,par(Rn × R),
where 1/p+ 1/p′ = 1 and 1/q + 1/q′ = 1.
Proof. Given p and q as in the theorem, geometrical considerations yield to the
existence of p0 and p1 such that 1 < p0, p1 <∞, 1p0 ∈ (MP ), 1p1 ∈ (ON), and
1
p
=
1− θ
p0
+
θ
p1
and
1
q
=
1− θ
2
+
θ
p1
for 0 < θ < 1. For p, q, θ as above, and σ0, σ1 ∈ R, recall from part (e) of Theo-
rem 2.1.60 the following complex interpolation result:
[
F p0,2σ0,par(R
n × R), F p1,p1σ1,par(Rn × R)
]
θ
= F p,qσ,par(Rn × R),
where σ = (1 − θ)σ0 + θσ1. Due to the reflexivity of the space F p0,2σ0,par(Rn × R)
(which follows from Theorem 2.4.2), we can use the Duality Theorem of the complex
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interpolation method (Corollary 4.5.2 from [BeLo¨]), and then Theorems 2.4.2 and
2.4.3, to obtain that(
F p,qσ,par(Rn × R)
)∗
=
[(
F p0,2σ0,par(R
n × R))∗ , (F p1,p1σ1,par(Rn × R))∗]θ
=
[
F
p′0,2−σ0,par(R
n × R), F p′1,p′1−σ1,par(Rn × R)
]
θ
= F p
′,q′
−σ,par(Rn × R),
(2.4.215)
where 1
p0
+ 1
p′0
= 1 and 1
p1
+ 1
p′1
= 1. We can easily check that
1
p′
=
1− θ
p′0
+
θ
p′1
and
1
q′
=
1− θ
2
+
θ
p′1
,
which is necessary in the last equality of (2.4.215). ¤
In what follows, we specialize Theorems 2.4.3 and 2.4.4 to the case when the
underlying space is ∂Ω× R for any Lipschitz domain Ω ⊆ Rn.
Proposition 2.4.5. Let Ω be a Lipschitz domain in Rn and consider the indices
1 < p <∞, 1 ≤ q <∞ and 0 < |α| < 1. Then one has
Bp,q−α,par(∂Ω× R) =
(
Bp
′,q′
α,par(∂Ω× R)
)∗
,
where 1/p+ 1/p′ = 1 and 1/q + 1/q′ = 1.
Proof. We present only the proof of the case when 0 < α < 1, since if −1 < α < 0,
one proceeds analogously, employing Definition 2.3.1 in place of Definition 2.3.3.
Case (i) Ω is unbounded. Theorem 2.4.3 and Definition 2.3.3 yield the desired
result.
Case (ii) Ω is bounded. Let us recall the notation from Remark 1.2.1 and intro-
duce the following mappings.
Φ : Bp,q−α,par(∂Ω× R) −→
(
Bp
′,q′
α,par(∂Ω× R)
)∗
,
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[Φ(f)] (g) :=
N∑
i=1
〈η˜if
∂Ωi
, ψ˜ig
∂Ωi〉
for f ∈ Bp,q−α,par(∂Ω× R) and g ∈ Bp′,q′α,par(∂Ω× R), where ηi ∈ C∞c (Vi) and ηi ≡ 1 on
the support of ψi, i = 1, . . . , N . Also, let
Ψ :
(
Bp
′,q′
α,par(∂Ω× R)
)∗
−→ Bp,q−α,par(∂Ω× R)
defined by
Ψ(Λ) :=
N∑
i=1
ψ˜i · Λ
∂Ω
, Λ ∈
(
Bp
′,q′
α,par(∂Ω× R)
)∗
,
where
(ψi · Λ)(f) := Λ(ψ˜if
∂Ω
) for f ∈ Bp′,q′α,par(∂Ωi × R).
Note that matters have been arranged so that, when Φ is acting on L∞c -functions
on ∂Ω×R, and Ψ is considered on functionals which are pairings with L∞c -functions
on ∂Ω× R, Φ and Ψ are the identity operator.
According to Definition 2.3.3 (partition of unity and pull-back), f belongs to
Bp,q−α,par(∂Ω× R) if and only if for each i = 1, . . . , N ,
Fi ∈ Bp,q−α,par(Rn−1 × R),
where Fi(x
′, t) := ψ˜if
∂Ωi
(x′, ϕi(x′), t)
√
1 + |∇ϕi(x′)|2 for (x′, t) ∈ Rn−1 ×R, and the
graph of the Lipschitz function ϕi : Rn−1 → R represents the boundary of Ωi.
Since L∞c (Rn−1×R) is dense in Bp,q−α,par(Rn−1×R), the class of functionals, which
are pairings with L∞c -functions on Rn−1 × R, is dense in
(
Bp
′,q′
α,par(Rn−1 × R)
)∗
=
Bp,q−α,par(Rn−1 × R).
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In order to show that Φ ◦ Ψ = I on (Bp′,q′α,par(∂Ω× R))∗, and that Ψ ◦ Φ = I on
Bp,q−α,par(∂Ω×R), it is enough to work with dense subclasses, in which case, given the
above observation, the verification is straightforward. ¤
In a very similar fashion, relying on Theorem 2.4.4 and Definitions 2.3.5 and 2.3.7,
we obtain the following.
Proposition 2.4.6. For a Lipschitz domain Ω ⊆ Rn, indices 1 < p, q <∞ such that
the pair (1
p
, 1
q
) belongs to the interior of OMNP , and 0 < |α| < 1, we have
F p,q−α,par(∂Ω× R) =
(
F p
′,q′
α,par(∂Ω× R)
)∗
,
where 1/p+ 1/p′ = 1 and 1/q + 1/q′ = 1.
Remark 2.4.7. In particular, if we take q = 2 in Proposition 2.4.6, then 1 < p <∞
and one may consider 0 ≤ |α| ≤ 1. In this case, for a Lipschitz domain Ω ⊆ Rn, the
previous result reads as
Lp−α,par(∂Ω× R) =
(
Lp
′
α,par(∂Ω× R)
)∗
,
where 1/p+ 1/p′ = 1.
2.5 Envelopes of parabolic Hardy spaces
We now present the parabolic analogue of Theorem 1.2.51 and its inhomogeneous
counterpart, then a related result involving the same type of spaces, but with different
amount of smoothness. Their consequence, Corollary 2.5.3 will play a key role in the
proof of our main result in Section 6.1, Theorem 6.1.4.
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Theorem 2.5.1. For n+2
n+3
< p < p∗ ≤ 1 and α = (n+ 2)
(
1
p
− 1
p∗
)
one has
Ep∗
(
H˙ppar(Rn × R)
)
= B˙p
∗
−α,par(Rn × R), (2.5.216)
Ep∗
(
Hppar(Rn × R)
)
= Bp
∗
−α,par(Rn × R). (2.5.217)
Proof. Step I. Show that the closure in B˙p
∗
−α,par(Rn × R) of the p∗-convex hull
of the parabolic unit ball of H˙ppar(Rn × R) contains a ball centered at the origin in
B˙p
∗
−α,par(Rn × R).
Let u ∈ B˙p∗−α,par(Rn×R) such that ‖u‖B˙p∗−α,par(Rn×R) < 1. Then there exist {λQ}Q ∈
`p
∗
and aQ atoms for B˙
p∗
−α,par(Rn × R) such that
u =
∑
Q
λQaQ and inf
(∑
Q
|λQ|p∗
)1/p∗
< 1.
For the given range of indices one can easily check that the atoms for the space
B˙p
∗
−α,par(Rn ×R) coincide with the atoms for H˙ppar(Rn ×R), hence aQ are also atoms
for H˙ppar(Rn × R). Therefore, each partial sum
∑
Q λQaQ belongs to the p
∗-convex
hull of the parabolic unit ball in H˙ppar(Rn × R), thus u can be approximated (in
B˙p
∗
−α,par(Rn × R)) by elements from Ep∗
(
H˙ppar(Rn × R)
)
.
Step II. Show that the space H˙ppar(Rn × R) has the approximate identity property,
relative to B˙p
∗
−α,par(Rn × R).
In order to apply a result of [BoHo], let us consider ϕ ∈ S(Rn × R) with the
following characteristics:
supp ϕˆ ⊂ ([−pi, pi]n \ {0})× ([−pi2, pi2] \ {0}) ,
sup
m∈Z
|ϕˆ(Am(ξ, τ))| > 0 for all (ξ, τ) ∈ Rn × R \ {(0, 0)}
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and ∑
m∈Z
|ϕˆ(Am(ξ, τ))|2 = 1 ∀(ξ, τ) ∈ Rn × R \ {(0, 0)},
where A = (aij)1≤i,j≤n+1 is a matrix defined by aii = 2 if i ≤ n, aii = 4 if i = n+ 1,
and aij = 0 for i 6= j. Also, let ν ∈ Z, (k, l) ∈ Zn × Z, and recall the definition of
the parabolic dyadic cube from (1.2.87):
Q = Qν,k,l := {(x, t) ∈ Rn × R : 2−νki ≤ xi ≤ 2−ν(ki + 1), 1 ≤ i ≤ n,
2−2νl ≤ t ≤ 2−2ν(l + 1)}.
We also recall from Definition 1.2.40 the way the operators Tϕ and Sϕ are defined,
and, as in (1.2.91), we set
ϕQ(x, t) := 2
ν(n+2)
2 ϕ(2νx− k, 22νt− l), (x, t) ∈ Rn × R.
According to Theorem 1.2.41, the operators
Tϕ : b˙
p∗
−α,par(Rn × R) −→ B˙p
∗
−α,par(Rn × R)
and
Sϕ : B˙
p∗
−α,par(Rn × R) −→ b˙p
∗
−α,par(Rn × R)
are bounded, and
Tϕ ◦ Sϕ = I on B˙p∗−α,par(Rn × R).
Therefore, given f ∈ B˙p∗−α,par(Rn × R),
‖f‖
B˙p
∗
−α,par(Rn×R) ≤ ‖(Tϕ ◦ Sϕ)f‖B˙p∗−α,par(Rn×R) ≤ c ‖Sϕf‖b˙p∗−α,par(Rn×R). (2.5.218)
On the other hand
‖Sϕf‖b˙p∗−α,par(Rn×R) ≤ c ‖f‖B˙p∗−α,par(Rn×R). (2.5.219)
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Now from (2.5.218) and (2.5.219) we obtain that
‖f‖
B˙p
∗
−α,par(Rn×R) ≈ ‖Sϕf‖b˙p∗−α,par(Rn×R)
=
∥∥∥∥∥∥
(∑
Q
|Q| αp
∗
n+2
− p∗
2 |〈f, ϕQ〉|p
∗
χQ
)1/p∗∥∥∥∥∥∥
Lp∗ (Rn×R)
=
(∑
Q
|Q| αp
∗
n+2
− p∗
2
+1 |〈f, ϕQ〉|p
∗
)1/p∗
=
∥∥∥{|Q| αn+2− 12+ 1p∗ 〈f, ϕQ〉}∥∥∥
`p
∗
=
∥∥∥∥{〈|Q| 1p− 12f, ϕQ〉}
Q
∥∥∥∥
`p∗
=
∥∥∥∥{〈f˜Q, ϕQ〉}
Q
∥∥∥∥
`p∗
=
∥∥∥∥{f˜ lQ}
Q
∥∥∥∥
`p∗
,
where, by definition, f˜Q := |Q|
1
p
− 1
2f and f˜ lQ := 〈f˜Q, ϕQ〉. We can also write
f = (Tϕ ◦ Sϕ) f =
∑
Q
〈f, ϕQ〉ϕQ =
∑
Q
f˜ lQϕ˜
l
Q,
where ϕ˜lQ := |Q|
1
2
− 1
pϕQ. We are left with showing that ϕ˜
l
Q belongs to H˙
p
par(Rn ×R).
In particular, we claim that ϕ˜lQ is a fixed multiple of a molecule for H˙
p
par(Rn × R).
Based on Lemma 9.3 and the Remark on p. 63 of [Bow1], a molecule b for the space
H˙ppar(Rn × R) localized around the parabolic ball (x0, t0) + Bk (where Bk := Ak∆,
k ∈ Z and ∆ := {(x, t) ∈ Rn × R : |x| + |t|1/2 < 1}) should satisfy the following
conditions:∫
Rn×R
b(x, t) dx dt = 0,
(2.5.220)

(
1
|Bk|
∫
(x0,t0)+Bk
|b(x, t)|q dx dt
)1/q
≤ c |Bk|−1/p if 1 ≤ q <∞,
‖b‖L∞(Rn×R) ≤ c |Bk|−1/p if q =∞,
(2.5.221)
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|b(x, t)| ≤ |Bk|−1/pρ(A−k[(x, t)− (x0, t0)])−δ for (x, t) ∈ (x0, t0) +Bck, (2.5.222)
where 1 ≤ q ≤ ∞, n+2
n+3
< p ≤ 1, p < q, ρ(x, t) = (|x|2 + |t|)n+22 and δ > 1
p
.
In order to see that ϕ˜lQ satisfies (2.5.220) we note that under the current assump-
tions, cf. Definition 3.2 of [BoHo],
∫
Rn×R
xβtsϕQ(x, t) dx dt = 0 for any multiindex β and any s ∈ N0. (2.5.223)
To verify (2.5.221) for ϕ˜lQ we proceed as follows. Using Section 2.2 from [BoHo]
and the fact that |detA|−ν = |Q|, for some (x0, t0) ∈ Rn × R we have
ϕ˜lQ(x, t) = |Q|1−
1
p |detA|νϕ(Aν [(x, t)− (x0, t0)])
= |Q|− 1pϕ(Aν [(x, t)− (x0, t0)]).
With this in hand one can easily see that
‖ϕ˜lQ‖L∞(Rn×R) ≤ c |Q|−1/p ⇐⇒ sup
(x,t)∈Rn×R
|ϕ(Aν [(x, t)− (x0, t0)])| ≤ c
⇐⇒ ‖ϕ‖L∞(Rn×R) ≤ c. (2.5.224)
Since ϕ ∈ S(Rn × R) by hypothesis, (2.5.224) holds, proving the second part of
(2.5.221), i.e. when q = ∞. In the case when 1 ≤ q < ∞, using the fact that
‖ϕ˜lQ‖L∞(Rn×R) ≤ c |Q|−1/p, we obtain that 1|Q|
∫
(x0,t0)+A−ν∆
|ϕ˜lQ(x, t)|q dx dt

1/q
≤ c |Q|−1/p ⇐⇒
(
1
|Q| |Q|
−q/p |Q|
)1/q
≤ c |Q|−1/p.
This clearly shows that ϕ˜lQ satisfies the first part of (2.5.221) as well.
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Finally, we are going to show that ϕ˜lQ satisfies (2.5.222) with a fixed mutiplicative
constant. In order to do so we first observe that for ρ(x, t) = (|x|2 + |t|)n+22 and
(x, t) /∈ (x0, t0) +Q, the following equivalences hold
|ϕ˜lQ(x, t)| ≤ c |Q|−1/pρ(Aν [(x, t)− (x0, t0)])−δ (2.5.225)
⇐⇒ |ϕ (Aν [(x, t)− (x0, t0)])| ≤ c ρ(Aν [(x, t)− (x0, t0)])−δ
⇐⇒ (|y|2 + |s|)n+22 δ |ϕ(y, s)| ≤ c. (2.5.226)
Since ϕ ∈ S(Rn × R), ϕ decays faster then any polynomial at infinity, in particular
|ϕ(y, s)| ≤ c
(|y|2+|t|)n+22 δ
, therefore (2.5.226) holds, and ϕ˜lQ satisfies (2.5.222) with a
multiplicative constant.
We now can conclude that ϕ˜lQ is a fixed multiple of a molecule for H˙
p
par(Rn×R).
Therefore, ϕ˜lQ belongs to H˙
p
par(Rn × R), and the proof of (2.5.216) is complete.
In order to show (2.5.217), we follow the above argument with some modifications.
More precisely, in Step I we use the fact that, for the range of indices we consider,
atoms for Bp
∗
−α,par(Rn × R) are also atoms for Hppar(Rn × R). In Step II we assume
that ϕ,Φ ∈ S(Rn × R) have the following properties:
supp ϕˆ ⊂ ([−pi, pi]n \ {0})× ([−pi2, pi2] \ {0}),
supp Φˆ ⊂ [−pi, pi]n × [−pi2, pi2],
sup
m∈Z
|ϕˆ(Am(ξ, τ))| > 0 for all (ξ, τ) ∈ Rn × R \ {(0, 0)},
sup
m≥1
{
|ϕˆ(A−m(ξ, τ))|, |Φˆ(ξ, τ)|
}
> 0 for all (ξ, τ) ∈ Rn × R \ {(0, 0)}.
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We next recall form Remark 1.2.42 the definition of the operators Tϕ,Φ and Sϕ,Φ,
as well as their important property that Tϕ,Φ ◦ Sϕ,Φ is the identity operator on
Bp
∗
−α,par(Rn × R). According to Section 3.2 of [BoHo], for any f that belongs to
S′(Rn × R),
f =
∑
|Q|=1
〈f,ΦQ〉ΦQ +
∑
|Q|<1
〈f, ϕQ〉ϕQ, (2.5.227)
where
ΦQ(x, t) := 2
ν(n+2)
2 Φ(2νx− k, 22νt− l), (x, t) ∈ Rn × R, (2.5.228)
and, as in the first part of this proof, ν ∈ Z, (k, l) ∈ Zn×Z. Similar to the argument
in the proof of (2.5.216), the second sum in the right-hand side of (2.5.227) can be
expressed as ∑
|Q|<1
〈f, ϕQ〉ϕQ =
∑
|Q|<1
f˜ lQϕ˜
l
Q,
where f˜ lQ := 〈f˜Q, ϕQ〉, f˜Q := |Q|1/p−1/2f and ϕ˜lQ := |Q|1/2−1/pϕQ. In the spirit of the
proof of (2.5.216) we can show that ϕ˜lQ ∈ H˙ppar(Rn × R), hence ϕ˜lQ ∈ Hppar(Rn × R).
As far as the first sum in the right-hand side of (2.5.227) is concerned, we are left
with showing that ΦQ belongs to H
p
par(Rn ×R), in particular, we claim that ΦQ is a
fixed multiple of a molecule for Hppar(Rn×R). Much as in the elliptic case, molecules
for Hppar(Rn × R) are as those for H˙ppar(Rn × R) if |Q| < 1, and with no vanishing
moment condition if |Q| = 1.
Note that in order to check the size conditions (2.5.221) and (2.5.222) for ΦQ with
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|Q| = 1, one needs to show that
(∫
(x0,t0)+A−ν∆
|ΦQ(x, t)|q dx dt
)1/q
≤ c if 1 ≤ q <∞,
‖ΦQ‖L∞(Rn×R) ≤ c if q =∞,
(2.5.229)
and
|ΦQ(x, t)| ≤ c
(|x− x0|2 + |t− t0|)
n+2
2
δ
for some δ >
1
p
. (2.5.230)
We can easily verify the inequalities in (2.5.229) and (2.5.230) using only the defini-
tion of ΦQ (see (2.5.228)) and the hypothesis that Φ ∈ S(Rn × R). Hence ΦQ is a
fixed multiple of a molecule for Hppar(Rn ×R). This completes the proof of (2.5.217)
and of Theorem 2.5.1. ¤
Our next goal is to establish an analogue of Theorem 2.5.1, involving spaces which
have an additional unit of smoothness.
Theorem 2.5.2. For n+2
n+3
< p < p∗ ≤ 1 and α = (n + 2)
(
1
p
− 1
p∗
)
the following
holds:
Ep∗
(
H˙1,ppar(Rn × R)
)
= B˙p
∗
1−α,par(Rn × R), (2.5.231)
Ep∗
(
H1,ppar(Rn × R)
)
= Bp
∗
1−α,par(Rn × R). (2.5.232)
Proof. In order to prove (2.5.231), first let us recall from Theorem 2.1.14 the definition
of the operator I˙σ: for σ ∈ R and f ∈ S′(Rn × R),
I˙σf := F−1
[(|ξ|2 + |τ |)−σ2 Ff(ξ, τ)] , (ξ, τ) ∈ Rn × R.
From the same theorem we know that, if 0 < p, q ≤ ∞ (p 6=∞ for the F -scale) and
α ∈ R, then
I˙σ : B˙
p,q
α,par(Rn × R) ∼−→ B˙p,qα+σ,par(Rn × R), (2.5.233)
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I˙σ : F˙
p,q
α,par(Rn × R) ∼−→ F˙ p,qα+σ,par(Rn × R) (2.5.234)
are isomorhisms. In particular, for q = 2, α = 0 and σ = 1, (2.5.234) reads as
I˙1 : F˙
p,2
0,par(Rn × R) ∼−→ F˙ p,21,par(Rn × R) (2.5.235)
for any 0 < p < ∞. According to Definition 2.1.43 and Proposition 2.1.52, respec-
tively, for n+2
n+3
< p ≤ 1, one has the following equivalences:
F˙ p,20,par(Rn × R) ≡ H˙ppar(Rn × R) and F˙ p,21,par(Rn × R) ≡ H˙1,ppar(Rn × R). (2.5.236)
Now (2.5.235) in concert with (2.5.236) yields
I˙1 : H˙
p
par(Rn × R) ∼−→ H˙1,ppar(Rn × R), where
n+ 2
n+ 3
< p ≤ 1. (2.5.237)
With this in hand, thanks to Proposition 1.2.45, we can conclude that, for any
0 < p∗ ≤ 1, the operator I˙1 extends to
I˙1 : Ep∗
(
H˙ppar(Rn × R)
) ∼−→ Ep∗ (H˙1,ppar(Rn × R)) . (2.5.238)
Identifying the envelope of H˙ppar(Rn×R), in view of Theorem 2.5.1, the isomorphism
in (2.5.238) becomes
I˙1 : B˙
p∗
−α,par(Rn × R) ∼−→ Ep∗
(
H˙1,ppar(Rn × R)
)
, (2.5.239)
where n+2
n+3
< p < p∗ ≤ 1 and α = (n+ 2)
(
1
p
− 1
p∗
)
.
Keepig this in mind, we now employ a particular case of (2.5.233). More con-
cretely, for n+2
n+3
< p < p∗ ≤ 1 and α = (n+ 2)
(
1
p
− 1
p∗
)
, the operator
I˙1 : B˙
p∗
−α,par(Rn × R) ∼−→ B˙p
∗
1−α,par(Rn × R) (2.5.240)
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is an isomorphism. One can now see that (2.5.239) and (2.5.240) yield the first part
of the theorem, i.e. (2.5.231).
In order to show the second part of the statement, i.e. (2.5.232), we start with
recalling from Theorem 2.1.10 that the lifting operator Iσ has the following property:
for 0 < p, q ≤ ∞ (p 6=∞ for the F -scale) and α, σ ∈ R,
Iσ : Bp,qα,par(Rn × R) ∼−→ Bp,qα+σ,par(Rn × R), (2.5.241)
Iσ : F p,qα,par(Rn × R) ∼−→ F p,qα+σ,par(Rn × R) (2.5.242)
are isomorphisms. By Definition 2.1.43 and Theorem 2.1.59, respectively, for the
range n+2
n+3
< p ≤ 1, one has the equivalences
F p,20,par(Rn × R) ≡ Hppar(Rn × R) and F p,21,par(Rn × R) ≡ H1,ppar(Rn × R). (2.5.243)
With (2.5.242) and (2.5.243) in hand, according to Proposition 1.2.45, the operator
I1 extends to an isomorphism from Ep∗
(
Hppar(Rn × R)
)
to Ep∗
(
H1,ppar(Rn × R)
)
for
any 0 < p∗ ≤ 1. Applying the second part of Theorem 2.5.1 in order to identify the
envelope of Hppar(Rn × R), this further implies that
I1 : Bp∗−α,par(Rn × R) ∼−→ Ep∗
(
H1,ppar(Rn × R)
)
(2.5.244)
is invertible for the range of indices n+2
n+3
< p < p∗ ≤ 1 and α = (n+ 2)
(
1
p
− 1
p∗
)
.
For the same indices as above, a special case of (2.5.241) is the following:
I1 : Bp∗−α,par(Rn × R) ∼−→ Bp
∗
1−α,par(Rn × R) (2.5.245)
is invertible. Consequently, (2.5.244) and (2.5.245) imply the second part of the
statement, hence the proof of Theorem 2.5.2 is complete. ¤
209
As a direct consequence of a bi-Lipschitz change of variables in Theorems 2.5.1
and 2.5.2 one obtains similar results involving spaces defined on ∂Ω× R where Ω is
a graph Lipschitz domain in Rn. More specifically, we have the following.
Corollary 2.5.3. Let Ω be an unbounded (graph) Lipschitz domain in Rn. Suppose
also that n+1
n+2
< p < p∗ ≤ 1 and α = (n+ 1)
(
1
p
− 1
p∗
)
. Then
Ep∗
(
H˙ppar(∂Ω× R)
)
= B˙p
∗
−α,par(∂Ω× R), (2.5.246)
Ep∗
(
Hppar(∂Ω× R)
)
= Bp
∗
−α,par(∂Ω× R), (2.5.247)
and
Ep∗
(
H˙1,ppar(∂Ω× R)
)
= B˙p
∗
1−α,par(∂Ω× R), (2.5.248)
Ep∗
(
H1,ppar(∂Ω× R)
)
= Bp
∗
1−α,par(∂Ω× R). (2.5.249)
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Chapter 3
Spaces with built-in initial
conditions
In this chapter we introduce and explore various properties of parabolic Besov and
Triebel-Lizorkin spaces with several different built-in initial conditions. Sections 3.1
and 3.2 deal with these spaces defined on the interior of a Lipschitz cylinder and on its
lateral boundary, respectively. Relying on the foundation developed in Section 2.5,
Envelopes of parabolic Hardy spaces, as well as on the abstract result formulated
in Lemma 1.2.52, in Section 3.3 we compute Banach enelopes of Hardy spaces with
a certain type of built-in initial condition. Finally, Section 3.4 contains several real
and complex interpolation results involving Besov and Triebel-Lizorkin spaces with
built-in initial conditions.
3.1 The interior of the cylinder
We first present the case when the underlying space is the interior of a Lips-
chitz cylinder. In preparation we need some additional introductory definitions and
preliminary results.
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Definition 3.1.1. For 0 < p, q ≤ ∞ and α ∈ R define
Bp,qα,par,0(Rn × (0,∞)) :=
{
f ∈ Bp,qα,par(Rn × R) : supp f ⊆ Rn × [0,∞)
}
and, for 0 < T <∞,
Bp,qα,par,T (R
n × (−∞, T )) := {f ∈ Bp,qα,par(Rn × R) : supp f ⊆ Rn × (−∞, T ]} .
The norms are given by
‖f‖Bp,qα,par,0(Rn×(0,∞)) := inf
{‖f‖Bp,qα,par(Rn×R) : supp f ⊆ Rn × [0,∞)}
and
‖f‖Bp,qα,par,T (Rn×(−∞,T )) := inf
{‖f‖Bp,qα,par(Rn×R) : supp f ⊆ Rn × (−∞, T ]} ,
respectively.
The spaces F p,qα,par,0(Rn× (0,∞)) and F p,qα,par,T (Rn× (−∞, T )), for the same indices
except p 6=∞, are defined in a similar fashion.
Remark 3.1.2. Resembling the notation introduced in Remark 2.1.18, we shall write
Bpα,par,0 and B
p
α,par,T in place of B
p,p
α,par,0 and B
p,p
α,par,T , respectively.
Lemma 3.1.3. Let 1 < p, q <∞ and α ∈ R \ {0}. Then
(
Bp,qα,par,0(Rn × (0,∞))
)∗
= Bp
′,q′
−α,par(Rn × R)|Rn×(0,∞), (3.1.1)
where 1/p + 1/p′ = 1 and 1/q + 1/q′ = 1. Under the extra assumption that the
pair (1/p, 1/q) belongs to the interior of OMNP in the figure below, the analogue of
(3.1.1) holds true for the Triebel-Lizorkin scale, as well.
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Proof. In order to show the right-to-left inclusion in the indentification (3.1.1) let us
consider f from Bp
′,q′
−α,par(Rn×R)|Rn×(0,∞). Then there exists F ∈ Bp
′,q′
−α,par(Rn×R) such
that F |Rn×(0,∞) = f . Since Bp′,q′−α,par(Rn×R) =
(
Bp,qα,par(Rn × R)
)∗
(cf. Theorem 2.4.3),
we can define the functional Λ by
Λ(g) := 〈F, g〉
for g ∈ Bp,qα,par(Rn×R) with supp g ⊆ Rn× [0,∞). To show that Λ(g) is independent
of the choice of F , we pick F and F ′ from Bp
′,q′
−α,par(Rn × R) such that F |Rn×(0,∞) =
F ′|Rn×(0,∞) = f . For gj(x, t) := g(x, t− 1j ) with j ∈ R+ we have supp gj ⊆ Rn×[1j ,∞)
and limj→∞ ‖gj − g‖Bp,qα,par(Rn×R) = 0. Moreover,
〈F − F ′, g〉 = lim
j→∞
〈F − F ′, gj〉 = 0,
since the support of F −F ′ and the support of gj have no common points. Therefore,
the mapping
Bp
′,q′
−α,par(Rn × R)|Rn×(0,∞) 3 f 7−→ Λ ∈
(
Bp,qα,par,0(Rn × (0,∞))
)∗
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is independent of the choice of F , in particular, for given f1, f2 with extensions F1
and F2, respectively, we can choose F1+F2 to be the extension of f1+ f2, hence the
mapping f 7−→ Λ is linear.
Conversely, if Λ is a linear functional defined on Bp,qα,par,0(Rn× (0,∞)), which is a
closed subspace of Bp,qα,par(Rn × R), then, by the Hahn-Banach theorem, there exists
an extension of Λ, Λ˜, that is a linear functional defined on Bp,qα,par(Rn × R), i.e., by
the duality Theorem 2.4.3, Λ˜ ∈ Bp′,q′−α,par(Rn × R). We next define
f := Λ˜|Rn×(0,∞).
Then, clearly, f belongs to the right-hand side of (3.1.1). To show that the definition
of f is independent of the particular choice of the extension Λ˜, let us pick two different
extensions of Λ, Λ˜ and ˜˜Λ from Bp
′,q′
−α,par(Rn×R), and let ϕ be from C∞c (Rn× (0,∞)).
Also, for (x, t) ∈ Rn × R, consider
ϕ˜(x, t) :=
{
ϕ(x, t), for (x, t) ∈ Rn × (0,∞)),
0, for (x, t) ∈ Rn × (−∞, 0]).
Then ϕ˜ ∈ Bp,qα,par(Rn × R) with supp ϕ˜ ⊆ Rn × [0,∞), hence ϕ˜ belongs to the space
Bp,qα,par,0(Rn × (0,∞)). Moreover,
〈Λ˜|Rn×(0,∞), ϕ〉 = 〈Λ, ϕ˜〉 = 〈 ˜˜Λ|Rn×(0,∞), ϕ〉,
which completes the proof of the left-to-right inclusion in (3.1.1).
In order to prove that the two maps constructed above are inverses to each other,
on the one hand, let f ∈ Bp′,q′−α,par(Rn × R)|Rn×(0,∞) and consider the mappings
f 7−→ Λ 7−→ Λ˜|Rn×(0,∞)
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defined earlier. For ϕ ∈ C∞c (Rn × (0,∞)), we obtain that
〈Λ˜|Rn×(0,∞), ϕ〉 = 〈Λ˜, ϕ˜〉 = 〈Λ, ϕ˜〉 = 〈F, ϕ˜〉 = 〈F |Rn×(0,∞), ϕ〉 = 〈f, ϕ〉,
as desired. On the other hand, let Λ ∈ (Bp,qα,par,0(Rn × (0,∞)))∗ and, retaining the
above notation,
Λ 7−→ Λ˜|Rb×(0,∞) = f 7−→ 〈F, ·〉.
As we have established earlier in the present proof, the pairing 〈F, ·〉 is independent
of the particular choice of the extension F of f , hence we can take F = Λ˜. Then
〈Λ˜, ·〉 = Λ on Bp,qα,par,0(Rn×(0,∞)), which suits our goal, finishing the proof of (3.1.1).
In a similar manner, using Theorem 2.4.4 in place of Theorem 2.4.3, we arrive at
(3.1.1) with B replaced by F . The additional assumption that (1/p, 1/q) ∈ OMNP
is necessary, since Theorem 2.4.4 is valid for this range of indices. Therefore, the
proof of Lemma 3.1.3 is complete. ¤
The proper analogue of Lemma 3.1.3 for the spaces Bp,qα,par,T (Rn × (−∞, T )) and
F p,qα,par,T (Rn × (−∞, T ))) introduced in Definition 3.1.1 is as follows.
Lemma 3.1.4. Let 1 < p, q <∞, α ∈ R \ {0}, and 0 < T <∞. Then
(
Bp,qα,par,T (R
n × (−∞, T )))∗ = Bp′,q′−α,par(Rn × R)|Rn×(−∞,T ), (3.1.2)
where 1/p + 1/p′ = 1 and 1/q + 1/q′ = 1. With the additional hypothesis that the
pair (1/p, 1/q) belongs to the interior of OMNP in the figure in Lemma 3.1.3, the
analogue of (3.1.2) is valid for the Triebel-Lizorkin scale, as well.
Proof. With minor modifications, one could follow the same steps as in the proof of
Lemma 3.1.3 to obtain the desired results. However, a simpler proof can be given by
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using the reflection operator in time, defined by Rf(x, t) = f(x, T − t) for x ∈ Rn
and t ∈ R. Since this proof relies on Lemma 3.1.3, we only present the case of the
Besov scale. The same argument yields (3.1.2) with B replaced by F .
We first let f ∈ Bp′,q′−α,par(Rn×R)|Rn×(−∞,T ). Then R◦f ∈ Bp
′,q′
−α,par(Rn×R)|Rn×(0,∞),
and, according to Lemma 3.1.3,
R ◦ f ∈ (Bp,qα,par,0(Rn × (0,∞)))∗ ,
hence, for ϕ ∈ Bp,qα,par,T (Rn × (−∞, T )), we can define
〈f, ϕ〉 := 〈R ◦ f,R ◦ ϕ〉.
Therefore, f belongs to
(
Bp,qα,par,T (Rn × (−∞, T ))
)∗
, proving the right-to-left inclusion
in (3.1.2).
Conversely, let Λ ∈ (Bp,qα,par,T (Rn × (−∞, T )))∗. Then, for any ϕ from the space
Bp,qα,par,T (Rn × (−∞, T )),
〈Λ, ϕ〉 = 〈Λ, R ◦R ◦ ϕ〉 = 〈R ◦ Λ, R ◦ ϕ〉,
where we have used the fact that R is self-adjoint, i.e. R∗ = R. Since R ◦ ϕ belongs
to the space Bp,qα,par,0(Rn × (0,∞)), in concert with Lemma 3.1.3, we obtain that
R ◦ Λ ∈ (Bp,qα,par,0(Rn × (0,∞)))∗ = Bp′,q′−α,par(Rn × R)|Rn×(0,∞)
for the appropriate indices. This yields
Λ ∈ Bp′,q′−α,par(Rn × R)|Rn×(−∞,T ),
proving the left-to-right inclusion in (3.1.2).
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Finally, it is easy to see that the two maps constructed above, i.e.
f 7→ 〈f, ·〉 for f ∈ Bp′,q′−α,par(Rn × R)|Rn×(−∞,T )
and
〈Λ, ·〉 7→ Λ for Λ ∈ (Bp,qα,par,T (Rn × (−∞, T )))∗
are inverses to each other. This finishes the proof of the lemma. ¤
In the following Definitions (3.1.5, 3.1.7 and 3.1.9) we construct parabolic Besov
and Triebel-Lizorkin spaces with specific types of built-in initial conditions.
Definition 3.1.5. For indices 1 < p, q <∞, α > 0, and Ω Lipschitz domain in Rn,
0 < T <∞, define the following spaces.
(a) 0B
p,q
α,par(Ω× (0, T )) :=
{
F |Ω×(0,T ) : F ∈ Bp,qα,par(Rn × R), suppF ⊆ Rn × [0,∞)
}
,
(b) 0Bp,qα,par(Ω×(0, T )) :=
{
F |Ω×(0,T ) : F ∈ Bp,qα,par(Rn × R), suppF ⊆ Rn × (−∞, T ]
}
,
(c) 0B
p,q
−α,par(Ω× (0, T )) :=
{
F |Ω×(−∞,T ) : F ∈ Bp,q−α,par(Rn × R),
suppF ⊆ Rn × [0,∞)} ,
(d) 0Bp,q−α,par(Ω× (0, T )) :=
{
F |Ω×(0,∞) : F ∈ Bp,q−α,par(Rn × R),
suppF ⊆ Rn × (−∞, T ]} .
The norms are given by
‖f‖
0B
p,q
α,par(Ω×(0,T )) := inf
{‖F‖Bp,qα,par(Rn×R) : F |Ω×(0,T ) = f, suppF ⊆ Rn × [0,∞)} ,
and similarly for the other spaces.
For p 6= ∞ the classes 0F p,q±α,par(Ω × (0, T )) and 0F p,q±α,par(Ω × (0, T )) are defined
as above, using F in place of B.
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In order to simplify the notation, we shall use 0B
p
±α,par and
0Bp±α,par instead of
0B
p,p
±α,par and
0Bp,p±α,par, respectively.
Remark 3.1.6. For indices 1 < p, q < ∞, α > 0, and Ω Lipschitz domain in Rn,
0 < T <∞, another way to look at the spaces with positive smoothness, introduced
in Definition 3.1.5 (a) and (b), is the following.
0B
p,q
α,par(Ω× (0, T )) =
{
F |Ω×(−∞,T ) : F ∈ Bp,qα,par(Rn × R), suppF ⊆ Rn × [0,∞)
}
,
0Bp,qα,par(Ω× (0, T )) =
{
F |Ω×(0,∞) : F ∈ Bp,qα,par(Rn × R), suppF ⊆ Rn × (−∞, T ]
}
.
When p 6=∞, a similar statement holds true for the Triebel-Lizorkin scale.
Definition 3.1.7. Consider a Lipschitz domain Ω in Rn, 0 < T < ∞ and indices
1 < p, q <∞, α ∈ R \ {0}. By definition,
zB
p,q
α,par(Ω× (0, T )) :=
{
F |Rn×(−∞,T ) : F ∈ Bp,qα,par(Rn × R),
suppF ⊆ (Ω× [0,∞)) ∪ (Rn × [T,∞))}
with
‖f‖
zB
p,q
α,par(Ω×(0,T )) := inf
{‖F‖Bp,qα,par(Rn×R) : F |Rn×(−∞,T ) = f,
suppF ⊆ (Ω× [0,∞)) ∪ (Rn × [T,∞))} .
The space zF
p,q
α,par(Ω× (0, T )), for p 6=∞, is defined in a similar manner.
Remark 3.1.8. The region
(
Ω× [0,∞)) ∪ (Rn × [T,∞)) is given in the diagram
below:
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Definition 3.1.9. Consider a Lipschitz domain Ω in Rn, 0 < T < ∞ and assume
that 1 < p, q <∞, α ∈ R \ {0}. By definition,
zBp,qα,par(Ω× (0, T )) :=
{
F |Rn×(0,∞) : F ∈ Bp,qα,par(Rn × R),
suppF ⊆ (Ω× (−∞, T ]) ∪ (Rn × (−∞, 0])}
with
‖f‖zBp,qα,par(Ω×(0,T )) := inf
{‖F‖Bp,qα,par(Rn×R) : F |Rn×(0,∞) = f,
suppF ⊆ (Ω× (−∞, T ]) ∪ (Rn × (−∞, 0])} .
The space zF p,qα,par(Ω× (0, T )), for p 6=∞, is defined in a similar fashion.
Remark 3.1.10. The region
(
Ω× (−∞, T ])∪ (Rn × (−∞, 0]) is given in the follow-
ing diagram:
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For notational convenience, we are going to use zB
p
α,par and
zBpα,par in place of
zB
p,p
α,par and
zBp,pα,par, respectively.
We now are in a position to present one of our duality results which will play an
important role later on.
Theorem 3.1.11. Consider a Lipschitz domain Ω in Rn, 0 < T < ∞, and the
indices 1 < p, q <∞, α ∈ R \ {0}. Then
(
0Bp,qα,par(Ω× (0, T ))
)∗
= zB
p′,q′
−α,par(Ω× (0, T )), (3.1.3)
where 1/p + 1/p′ = 1 and 1/q + 1/q′ = 1. With the additional assumption that the
pair (1/p, 1/q) belongs to the interior of OMNP in the figure in Lemma 3.1.3, the
analogue of (3.1.3) is valid for the Triebel-Lizorkin scale, as well.
Proof. We present the proof of (3.1.3) only, since the same argument, using Theo-
rem 2.4.4 instead of Theorem 2.4.3, yields the desired result.
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Let us first assume that f ∈ (0Bp,qα,par(Ω× (0, T )))∗, and consider the restriction
operator RΩ×(0,∞). According to Definitions 3.1.1 and 3.1.5, RΩ×(0,∞) maps the space
Bp,qα,par,T (Rn × (−∞, T )) into 0Bp,qα,par(Ω× (0, T )), therefore
f ◦RΩ×(0,∞) ∈
(
Bp,qα,par,T (R
n × (−∞, T )))∗ = Bp′,q′−α,par(Rn × R)|Rn×(−∞,T ),
where we have also used Lemma 3.1.4. Hence there exists F from the Bp
′,q′
−α,par(Rn×R)
such that F |Rn×(−∞,T ) = f ◦RΩ×(0,∞). Then suppF ⊆
(
Ω× [0,∞))∪ (Rn × [T,∞)),
which further implies
f ◦RΩ×(0,∞) ∈ zBp′,q′−α,par(Ω× (0, T )).
Conversely, let f ∈ zBp′,q′−α,par(Ω × (0, T )). By Definition 3.1.7, there exists F
in Bp
′,q′
−α,par(Rn × R) so that f = F |Rn×(−∞,T ) and the support of F belongs to(
Ω× [0,∞)) ∪ (Rn × [T,∞)). We take u ∈ 0Bp,qα,par(Ω × (0, T )), which, by Defi-
nition 3.1.5 and Remark 3.1.6, implies the existence of U ∈ Bp,qα,par(Rn × R) with
U |Ω×(0,∞) and suppU ⊆ Rn × (−∞, T ]. For f and u as above we define the duality
pairing
〈f, u〉 := 〈F,U〉(Bp,qα,par(Rn×R))∗,Bp,qα,par(Rn×R). (3.1.4)
In order to show that the above definition is independent of the particular choice of
the extension U of u, let U,U ′ ∈ Bp,qα,par(Rn×R) such that U |Ω×(0,∞) = u = U ′|Ω×(0,∞)
and both U and U ′ are supported in Rn × (−∞, T ]. Then
supp(U − U ′) ⊆ (Rn × (−∞, T ]) \ (Ω× (0, T )) .
To this end, we introduce Vj ∈ Bp,qα,par(Rn × R), j ∈ N, so that
lim
j→∞
‖(U − U ′)− Vj‖Bp,qα,par(Rn×R) = 0
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and
suppVj ⊆ interior [(Rn × (−∞, T ]) \ (Ω× (0, T ))] .
Then we obtain that
〈F,U − U ′〉 = lim
j→∞
〈F, Vj〉 = 0,
since the supports of F and Vj are disjoint.
To show that the pairing defined in (3.1.4) is independent of the choice of the
extension F of f , we consider F, F ′ ∈ Bp′,q′−α,par(Rn × R) =
(
Bp,qα,par(Rn × R)
)∗
(cf.
Theorem 2.4.3 for this last identification) such that F |Rn×(−∞,T ) = f = F ′|Rn×(−∞,T ),
and both F and F ′ are supported in
(
Ω× [0,∞)) ∪ (Rn × [T,∞)). Let us also
introduce Uj ∈ Bp,qα,par(Rn × R), j ∈ N, such that
lim
j→∞
‖U − Uj‖Bp,qα,par(Rn×R) = 0
and suppUj ⊆ Rn× (−∞, T ). Therefore the supports of F −F ′ and Uj are disdoint,
and
〈F − F ′, U〉 = lim
j→∞
〈F − F ′, Uj〉 = 0.
One could follow a similar approximation argument for F −F ′ instead of U to obtain
that (3.1.4) is independent of the particular choice of the extension F of f .
Finally, we claim that the two maps constructed above, i.e.
f 7−→ f ◦RΩ×(0,∞) for f ∈
(
0Bp,qα,par(Ω× (0, T ))
)∗
and
f 7−→ 〈f, ·〉 for f ∈ zBp′,q′−α,par(Ω× (0, T ))
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are inverses to each other.
First, let f ∈ (0Bp,qα,par(Ω× (0, T )))∗. Then there exists F ∈ Bp′,q′−α,par(Rn×R) such
that F |Rn×(−∞,T ) = f ◦RΩ×(0,∞), and we have seen earlier that f ◦RΩ×(0,∞) belongs
to zB
p′,q′
−α,par(Ω× (0, T )). Consider u ∈ 0Bp,qα,par(Ω× (0, T )) and U ∈ Bp,qα,par(Rn×R) so
that U |Ω×(0,∞) = u and suppU ⊆ Rn× (−∞, T ]. For Uj ∈ C∞c (Rn×R), j ∈ N, such
that limj→∞ ‖U − Uj‖Bp,qα,par(Rn×R) = 0 and suppUj ⊆ Rn × (−∞, T ), we obtain that
〈f ◦RΩ×(0,∞), u〉 = 〈F,U〉 = lim
j→∞
〈F,Uj〉 = lim
j→∞
〈F |Rn×(−∞,T ), Uj〉
= lim
j→∞
〈f ◦RΩ×(0,∞), Uj〉 = lim
j→∞
〈〈f, Uj|Ω×(0,∞)〉〉
= 〈〈f, u〉〉,
where 〈〈·, ·〉〉 stands for a (0Bp,qα,par(Ω× (0, T )))∗ , 0Bp,qα,par(Ω× (0, T )) duality pairing,
and we were using that limj→∞ ‖Uj|Ω×(0,∞) − u‖0Bp,qα,par(Ω×(0,T )) = 0.
Second, let f ∈ zBp′,q′−α,par(Ω × (0, T )). We have seen that 〈f, ·〉 defined in (3.1.4)
belongs to
(
0Bp,qα,par(Ω× (0, T ))
)∗
, and that 〈f, ·〉 ◦ RΩ×(0,∞) ∈ zBp′,q′−α,par(Ω × (0, T )).
For ϕ ∈ C∞c (Rn × (−∞, T )) and F ∈ Bp
′,q′
−α,par(Rn × R) with F |Rn×(−∞,T ) = f and
support included in
(
Ω× [0,∞)) ∪ (Rn × [T,∞)), we have the folowing:
〈f, ϕ〉 ◦RΩ×(0,∞) = 〈f, ϕ|Ω×(0,∞)〉 = 〈F, ϕ〉 = 〈F |Rn×(−∞,T ), ϕ〉 = f(ϕ),
which completes the proof of (3.1.3). ¤
A relatively simple, yet important consequence of Theorem 3.1.11 is as follows.
Corollary 3.1.12. Consider a Lipschitz domain Ω ⊆ Rn, 0 < T < ∞, and indices
1 < p, q <∞, α ∈ R \ {0}. Then
(
zB
p,q
α,par(Ω× (0, T ))
)∗
= 0Bp
′,q′
−α,par(Ω× (0, T )), (3.1.5)
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where 1/p+ 1/p′ = 1 and 1/q + 1/q′ = 1. Under the additional assumption that the
pair (1/p, 1/q) belongs to the interior of OMNP in the figure in Lemma 3.1.3, the
analogue of (3.1.5) for the Triebel-Lizorkin scale is also valid.
Proof. Our first observation is that thanks to Theorem 2.4.3, the space Bp,qα,par(Rn×R)
is reflexive. Taking also into account that 0Bp,qα,par(Ω × (0, T )) is a closed subspace
of Bp,qα,par(Rn × R), by the Eberlein-Shmulyan Theorem (see p. 141 of [Yos]), the
space 0Bp,qα,par(Ω× (0, T )) is also reflexive. With this at hand, dualizing the result of
Theorem 3.1.11, we altogether obtain (3.1.5). For the F -scale one follows the same
argument. ¤
The analogue of Theorem 3.1.11 and Corollary 3.1.12 (in the sense of having
opposite initial conditions) are the next two results.
Theorem 3.1.13. Let Ω be a Lipschitz domain in Rn, 0 < T < ∞, and consider
1 < p, q <∞, α ∈ R \ {0}. Then
(
0B
p,q
α,par(Ω× (0, T ))
)∗
= zBp
′,q′
−α,par(Ω× (0, T )), (3.1.6)
where 1/p + 1/p′ = 1 and 1/q + 1/q′ = 1. Under the additional hypothesis that the
pair (1/p, 1/q) belongs to the interior of OMNP in the figure in Lemma 3.1.3, a
similar equivalence to (3.1.6) holds true for the Triebel-Lizorkin scale.
Proof. Note that once (3.1.6) is established, the same follows for the F -scale, similar
to the cases we have encountered earlier in the present section.
In order to show (3.1.6), one possibility is to follow, with minor modifications,
each step in the proof of Theorem 3.1.11. However, a simpler proof can be obtained
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by using the reflection operator in time, defined by Rf(x, t) = f(x, T − t) for x ∈ Rn
and t ∈ R.
On the one hand, we let f ∈ zBp′,q′−α,par(Ω × (0, T )). Then R ◦ f belongs to
zB
p′,q′
−α,par(Ω× (0, T )) and, according to Theorem 3.1.11,
R ◦ f ∈ (0Bp,qα,par(Ω× (0, T )))∗ ,
hence, for ϕ ∈ 0Bp,qα,par(Ω× (0, T )), we can define
〈f, ϕ〉 := 〈R ◦ f,R ◦ ϕ〉.
Therefore, f belongs to
(
0B
p,q
α,par(Ω× (0, T ))
)∗
, as desired.
On the other hand, let Λ ∈ (0Bp,qα,par(Ω× (0, T )))∗. Then, for any ϕ from the
space 0B
p,q
α,par(Ω× (0, T )),
〈Λ, ϕ〉 = 〈Λ, R ◦R ◦ ϕ〉 = 〈R ◦ Λ, R ◦ ϕ〉,
where we have used that R is self-adjoint, i.e. R∗ = R. Since R ◦ ϕ belongs to the
space 0Bp,qα,par(Ω× (0, T )), on account of Theorem 3.1.11 we arrive at
R ◦ Λ ∈ (0Bp,qα,par(Ω× (0, T )))∗ = zBp′,q′−α,par(Ω× (0, T ))
for the appropriate indices. This yields
Λ ∈ zBp′,q′−α,par(Ω× (0, T )).
Finally, it is easy to see that the two maps constructed above, i.e.
f 7→ 〈f, ·〉 for f ∈ zBp′,q′−α,par(Ω× (0, T ))
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and
〈Λ, ·〉 7→ Λ for Λ ∈ (0Bp,qα,par(Ω× (0, T )))∗
are inverses to each other. This finishes the proof of the theorem. ¤
Corollary 3.1.14. Consider a Lipschitz domain Ω ⊆ Rn, 0 < T < ∞, and indices
1 < p, q <∞, α ∈ R \ {0}. Then
(
zBp,qα,par(Ω× (0, T ))
)∗
= 0B
p′,q′
−α,par(Ω× (0, T )), (3.1.7)
where 1/p + 1/p′ = 1 and 1/q + 1/q′ = 1. With the additional assumption that the
pair (1/p, 1/q) belongs to the interior of OMNP in the figure in Lemma 3.1.3, the
proper counterpart of (3.1.7) for the Triebel-Lizorkin scale holds, as well.
Proof. We first note that, by Theorem 2.4.3, the space Bp,qα,par(Rn × R) is reflex-
ive. Considering also the fact that 0B
p,q
α,par(Ω × (0, T )) is a closed subspace of
Bp,qα,par(Rn ×R), on account of the Eberlein-Shmulyan Theorem (see p. 141 of [Yos]),
the space 0B
p,q
α,par(Ω× (0, T )) is also reflexive. With this at hand, dualizing the result
of Theorem 3.1.13, yields the desired conclusion. As before, the case of the F -scale
is treated in a similar fashion. ¤
Our next goal is to identify the range of indices for which the Besov spaces
0B
p,q
α,par(Ω × (0, T )) and ¤Bp,qα,par(Ω × (0, T )) (and their counterpart in the sense of
opposite initial conditions) are equivalent. We begin by defining the latter.
Definition 3.1.15. For a Lipschitz domain Ω ⊆ Rn, 0 < T < ∞, and indices
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1 < p, q <∞, α > 0 let us introduce the following function spaces.
(a) ¤B
p,q
α,par(Ω×(0, T )) :=
{
F |Ω×(0,T ) : F ∈ Bp,qα,par(Ω× R), suppF ⊆ Ω× [0,∞)
}
(3.1.8)
and
(b) ¤Bp,qα,par(Ω×(0, T )) :=
{
F |Ω×(0,T ) : F ∈ Bp,qα,par(Ω× R), suppF ⊆ Ω× (−∞, T ]
}
.
(3.1.9)
The norms are given by
‖f‖¤Bp,qα,par(Ω×(0,T )) := inf
{‖F‖Bp,qα,par(Ω×R) : F |Ω×(0,T ) = f, suppF ⊆ Ω× [0,∞)}
and
‖f‖¤Bp,qα,par(Ω×(0,T )) := inf
{‖F‖Bp,qα,par(Ω×R) : F |Ω×(0,T ) = f, suppF ⊆ Ω× (−∞, T ]} ,
respectively.
For the same indices as above except p 6= ∞, the spaces ¤F p,qα,par(Ω × (0, T )) and
¤F p,qα,par(Ω× (0, T )) are defined in a similar manner.
Choosing to use ¤Bpα,par and
¤Bpα,par in place of ¤B
p,p
α,par and
¤Bp,pα,par, respectively,
will simplify the notation later on.
Remark 3.1.16. Under the same assumptions as in Definition 3.1.15, we may char-
acterize the spaces just introduced as
(a) ¤B
p,q
α,par(Ω×(0, T )) =
{
F |Ω×(−∞,T ) : F ∈ Bp,qα,par(Ω× R), suppF ⊆ Ω× [0,∞)
}
and
(b) ¤Bp,qα,par(Ω×(0, T )) =
{
F |Ω×(0,∞) : F ∈ Bp,qα,par(Ω× R), suppF ⊆ Ω× (−∞, T ]
}
.
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Naturally, similar considerations apply to ¤F p,qα,par(Ω×(0, T )) and ¤F p,qα,par(Ω×(0, T )),
as well.
Our next result is isotropic in nature, and its parabolic analogue is established
in Lemma 3.1.18. As a preamble to the statement of this isotropic result, let us
invoke that the trace operator, denoted by Tr and initially defined on C∞(Ω) as the
restriction to ∂Ω, extends to a bounded linear operator from Bpα(Ω) to B
p
α−1/p(∂Ω)
for any Lipschitz domain Ω in Rn and indices 1 ≤ p ≤ ∞, 1
p
< α < 1 + 1
p
(cf.
Theorem 3.1 from [JeKe], which is a special case of Theorem 2 on p. 209 in [JoWa]).
Lemma 3.1.17. (Isotropic result)
Let 1 < p < ∞, 1
p
< α < 1 + 1
p
, and u± ∈ Bpα(Ω±), where Ω+ := Ω is a bounded
Lipschitz domain in Rn and Ω− := Rn \ Ω. Further assume that Tr(u+) = Tr(u−)
and, for x ∈ Rn, define
u(x) :=
{
u+(x) for x ∈ Ω+,
u−(x) for x ∈ Ω−.
Then u ∈ Bpα(Rn) and
‖u‖Bpα(Rn) ≈ ‖u+‖Bpα(Ω+) + ‖u−‖Bpα(Ω−). (3.1.10)
Proof. Since u+ ∈ Bpα(Ω+), there exists U+ ∈ Bpα(Rn) so that U+|Ω+ = u+. Define
v := U+|Ω− − u−.
Then v ∈ Bpα(Ω−) and
Tr v = Tr(U+|Ω+)− Tr(u−) = Tr(u+)− Tr(u−) = 0.
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According to Corollary 1.4.4.5 of [Gri3], v ∈ {v ∈ Bpα(Ω−) : v˜ ∈ Bpα(Rn)}, where v˜ is
the extension of v by 0 outside Ω−, i.e. for x ∈ Rn,
v˜(x) :=
{
v(x), if x ∈ Ω−,
0, if x ∈ Rn \ Ω−.
Then
U+(x)− v˜(x) =
{
u+(x) for x ∈ Ω+,
U+|Ω−(x)− v(x) for x ∈ Ω−,
or, equivalently, U+ − v˜ = u. Since both U+ and v˜ belong to Bpα(Rn), we also have
that u ∈ Bpα(Rn). Moreover,
‖u‖Bpα(Rn) = ‖U+ − v˜‖Bpα(Rn)
≤ ‖(U+ − v˜)|Ω+‖Bpα(Ω+) + ‖(U+ − v˜)|Ω−‖Bpα(Ω−)
= ‖u+‖Bpα(Ω+) + ‖u−‖Bpα(Ω−).
(3.1.11)
This establishes one direction in the equivalence (3.1.10).
Conversely, by the continuity of the restriction operator ·|Ω± , we have that
‖u+‖Bpα(Ω+) + ‖u−‖Bpα(Ω−) ≤ c ‖u‖Bpα(Rn).
With this in hand, in concert with (3.1.11), we ultimately obtain (3.1.10), completing
the proof of the lemma. ¤
The parabolic counterpart of the above result is as follows.
Lemma 3.1.18. Let 1 < p < ∞, 1
p
< α < 1 + 1
p
, and u± ∈ Bpα,par(Ω± × I), where
Ω+ := Ω is a bounded open subset of Rn with a Lipschitz boundary, Ω− := Rn\Ω, and
I ⊆ R is an interval. Further assume that Tr(u+) = Tr(u−) and, for (x, t) ∈ Rn× I,
define
u(x, t) :=
{
u+(x, t) for (x, t) ∈ Ω+ × I,
u−(x, t) for (x, t) ∈ Ω− × I.
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Then u ∈ Bpα,par(Rn × I) and
‖u‖Bpα,par(Rn×I) ≈ ‖u+‖Bpα,par(Ω+×I) + ‖u−‖Bpα,par(Ω−×I). (3.1.12)
Proof. Our first observation is that by Proposition 2.2.3,
‖u‖Bpα,par(Rn×I) ≈ ‖u‖Lp(Rn;Bpα/2(I)) + ‖u‖Lp(I;Bpα(Rn)). (3.1.13)
On the one hand,
‖u‖p
Lp(Rn;Bp
α/2
(I))
=
∫
Ω+
‖u(x, ·)‖p
Bp
α/2
(I)
dx+
∫
Ω−
‖u(x, ·)‖p
Bp
α/2
(I)
dx
= ‖u+‖p
Lp(Ω+;B
p
α/2
(I))
+ ‖u−‖p
Lp(Ω−;Bpα/2(I))
≤ ‖u+‖p
Bpα,par(Ω+×I) + ‖u
−‖p
Bpα,par(Ω−×I).
(3.1.14)
On the other hand,
‖u‖p
Lp(I;Bpα(Rn)) =
∫
I
‖u(·, t)‖p
Bpα(Rn)dt,
where
u(·, t) :=
{
u+(·, t) in Ω+,
u−(·, t) in Ω−.
Also, since u±(·, t) ∈ Bpα(Ω±) for almost every t ∈ I, and Tru+(·, t) = Tru−(·, t), we
can apply the isotropic case, Lemma 3.1.17, for u±(·, t) with fixed t ∈ I. This yields
u(·, t) ∈ Bpα(Rn) for almost every t ∈ I, and
‖u(·, t)‖Bpα(Rn) ≈ ‖u+(·, t)‖Bpα(Ω+) + ‖u−(·, t)‖Bpα(Ω−).
Going further, using Fubini’s property (Proposition 2.2.3) for u±, we obtain that
‖u‖p
Lp(I;Bpα(Rn)) ≤ c
(∫
I
‖u+(·, t)‖p
Bpα(Ω+)
dt+
∫
I
‖u−(·, t)‖p
Bpα(Ω−)
dt
)
≤ c
(
‖u+‖p
Lp(I;Bpα(Ω+))
+ ‖u−‖p
Lp(I;Bpα(Ω−))
)
≤ c
(
‖u+‖p
Bpα,par(Ω+×I) + ‖u
−‖p
Bpα,par(Ω−×I)
)
.
(3.1.15)
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From (3.1.13), (3.1.14) and (3.1.15) we obtain one direction in the equivalence
(3.1.12). The opposite direction readily follows from the continuity of the restriction
operator ·|Ω±×I . This finishes the proof of the lemma. ¤
We now are able to start the discussion on the equivalence between the spaces
0B
p,q
α,par(Ω× (0, T )) and ¤Bp,qα,par(Ω× (0, T )) (and their proper analogues in the sense
of opposite initial conditions). In the first this type of result we consider an arbitrary
Lipschitz domain.
Theorem 3.1.19. Let Ω be a Lipschitz domain in Rn, 0 < T <∞ and 1 < p <∞.
(i) For 1 < q <∞ and α > 0 we have the natural inclusions
0B
p,q
α,par(Ω× (0, T )) ↪→ ¤Bp,qα,par(Ω× (0, T )) (3.1.16)
and
0Bp,qα,par(Ω× (0, T )) ↪→ ¤Bp,qα,par(Ω× (0, T )). (3.1.17)
Similar results are valid for the Triebel-Lizorkin scale, as well.
(ii) If 0 < α < 2/p, then
0B
p
α,par(Ω× (0, T )) = ¤Bpα,par(Ω× (0, T )) (3.1.18)
and
0Bpα,par(Ω× (0, T )) = ¤Bpα,par(Ω× (0, T )). (3.1.19)
Proof. (i) In order to show (3.1.16), we let f ∈ 0Bp,qα,par(Ω × (0, T )). By part (a) of
Definition 3.1.5, there exists a function F ∈ Bp,qα,par(Rn × R) such that F |Ω×(0,T ) = f
and suppF ⊆ Rn × [0,∞). If we now define F ′ := F |Ω×R, then
F ′|Ω×(0,T ) = F |Ω×(0,T ) = f,
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and, naturally, F ′ ∈ Bp,qα,par(Ω × R) with suppF ′ ⊆ Ω × [0,∞). Therefore, based
on Definition 3.1.15 (a), f belongs to ¤Bp,qα,par(Ω× (0, T )). This completes the proof
of (3.1.16). A similar argument yields (3.1.17) and the appropriate results for the
Triebel-Lizorkin spaces.
(ii) The left-to-right inclusion in (3.1.18) narurally follows from (3.1.16). In order
to show the opposite inclusion, we let f ∈ ¤Bpα,par(Ω × (0, T )). Then, on account
of Definition 3.1.15 (a), we have f = F |Ω×(0,T ) for some F ∈ Bpα,par(Ω × R) with
suppF ⊆ Ω × [0,∞). Going further, by definition, there exists a function G that
belongs to Bpα,par(Rn × R) such that G|Ω×R = F . With G in hand, we now define
F˜ := GχRn×(0,∞).
Since G belongs to Lp(Rn;Bpα/2(R)) (by the Fubini type property of the parabolic
Besov scale, Proposition 2.1.19), and χ(0,∞) is a pointwise multiplier for B
p
α/2(R) if
0 < α < 2/p (cf. Proposition 5.1 of [Tri5]), we obtain that
F˜ ∈ Lp(Rn;Bpα/2(R)). (3.1.20)
Using again Proposition 2.1.19 we obtain that G ∈ Lp(R;Bpα(Rn)), which further
implies that
F˜ ∈ Lp(R;Bpα(Rn)). (3.1.21)
Finally, (3.1.20) and (3.1.21), in concert with Proposition 2.1.19, this time used for
F˜ , yield
F˜ ∈ Bpα,par(Rn × R).
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Taking also into account the other properties of F˜ , i.e. that
supp F˜ ⊆ Rn × [0,∞) and F˜ |Ω×(0,T ) = G|Ω×(0,T ) = F |Ω×(0,T ) = f,
we obtain that f ∈ 0Bpα,par(Ω × (0, T )), as desired. Similar considerations and
reasoning imply (3.1.19), completing the proof of the theorem. ¤
In the next result we shall consider a bounded Lipschitz domain.
Theorem 3.1.20. Let Ω be a bounded open subset of Rn with Lipschitz boundary,
and 0 < T <∞. Also, consider 1 < p <∞ and α > 0 such that the pair (α − 1
p
, 1
p
)
belongs to the interior of the hexagon OABCDE in the figure below.
1
p
αO(0, 0) (1, 0)
(0, 1)
(0, 1
2
)
66
--
E(ε, 0)
A(0, 1+ε
2
)
D(1, 1−ε
2
)
B(1− ε,1)
C(1, 1)
!!
!!
!!
!!
!!
!!
!!
!!
!!
!!
!!
!!
Then
0B
p
α,par(Ω× (0, T )) = ¤Bpα,par(Ω× (0, T )) (3.1.22)
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and
0Bpα,par(Ω× (0, T )) = ¤Bpα,par(Ω× (0, T )). (3.1.23)
Proof. We first observe the folowing: the hypothesis that (α − 1
p
, 1
p
) belongs to the
interior of OABCDE is equivalent with saying that (α, 1
p
) ∈ interior of OMNPQR
in the following diagram.
1
p
αO(0, 0) (1, 0) (2, 0)
(0, 1)
(0, 1
2
)
66
--¡
¡
¡
¡
¡
¡
¡
¡
¡
¡
¡
¡
¡
¡
¡
¡
¡
¡
¡
¡
¡
¡
¡
¡
¡
¡
¡
¡
¡
¡
¡
¡
!!
!!
!!
!!
!!
!!
!!
!!
!
!!
!!
!!
!!
!!
!!
!!
!!
!
M(1
2
+ ε, 1
2
+ ε)
N(2− ε, 1)
P (2, 1)
Q(3
2
− ε, 1
2
− ε)
R(ε, 0)
q q q q q q qq q q q q q q qq q q q q q q q q q
q q q q q q q q q q q qq q q q q q q q q q q q qq q q q q q q q q q q q q q
q q q q q q q q q q q q q q q qq q q q q q q q q q q q q q q qq q q q q q q q q q q q q q q q
q q q q q q q q q q q q q qq q q q q q q q q q q qq q q q q q q q q q q
q q q q q q q q q qq q q q q q q qq q q q q q q
Therefore, the current assumptions on the indices imply that 1
p
< α < 1 + 1
p
.
Since the proofs of (3.1.22) and (3.1.23) are very similar to each other, we restrict
out attention to (3.1.22). Note that the left-to-right inclusion in (3.1.22) holds for
a larger range of indices, as in (3.1.16). In order to show the opposite inclusion in
(3.1.22), suppose that f ∈ ¤Bpα,par(Ω × (0, T )). Then, by definition, f = F |Ω×(0,T )
for some F ∈ Bpα,par(Ω × R) with support included in Ω × [0,∞). Let us introduce
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ψ ∈ C∞c (Rn×R) with suppψ ⊆ Rn×[−T, 2T ] and such that ψ ≡ 1 in a neighborhood
of Ω× (0, T ). Then
ψF ∈ Bpα,par(Ω×R), supp(ψF ) ⊆ Ω× [0,∞) and (ψF )|Ω×(0,T ) = F |Ω×(0,T ) = f.
According to Theorem 7.1.1 (which is independent of Theorem 3.1.20) and the fact
1
p
< α < 1 + 1
p
established earlier, we obtain that the boundary trace of F , TrF ,
belongs to Bp
α− 1
p
,par
(∂Ω×R). Also, the support of Tr(ψF ) is included in ∂Ω× [0,∞)
and Tr(ψF ) = [Tr(ψF )]|∂Ω×(0,2T ), therefore,
Tr(ψF ) ∈ 0Bpα− 1
p
,par
(∂Ω× (0, 2T )).
To this end, let us define
h :=
(
−1
2
I +K
)−1
Tr(ψF ),
where I is the identity operator and K is the boundary potential operator defined
in (1.1.6). On account of the invertibility of the operator −1
2
I + K on the space
0B
p
α− 1
p
,par
(∂Ω× (0, 2T )) for the range of indices satisfying (α− 1
p
, 1
p
) ∈ interior of the
hexagon OABCDE (cf. 6.2.77 established independently of all the consequences of
the presenet result), we may conclude that h ∈ 0Bpα− 1
p
,par
(∂Ω× (0, 2T )). Hence, by
definition, there exists H from Bp
α− 1
p
,par
(∂Ω × R) such that suppH ⊆ ∂Ω × [0,∞)
and H|∂Ω×(0,2T ) = h.
Going further, denote Ω+ := Ω and Ω− := Rn \ Ω, and consider
G := ϕDH in Ω− × R, (3.1.24)
235
where ϕ ∈ C∞(Rn × R) is such that there exists a constant k > 0 with suppϕ ⊆
{x ∈ Rn : dist(x, ∂Ω) < k} × R, and ϕ ≡ 1 in a neighborhood of ∂Ω × R. Here
D stands for the caloric double layer potential operator introduced in (1.1.5). Now
Theorem 4.2.8 implies that G ∈ Bpα,par(Ω− × (0, 2T )). Moreover,
suppG ⊆ Ω− × [0,∞),
and, on ∂Ω× (−∞, 2T ) we have the following:
TrG = Tr(DH) =
(
−1
2
I +K
)
H =
(
−1
2
I +K
)
h = Tr(ψF ),
(see part (2) of Theorem 4.17 in [Bro2] for the trace of D).
We next define
W :=
{
ψF in Ω+ × (−∞, 2T ),
G in Ω− × (−∞, 2T ).
Then, by Lemma 3.1.18, W belongs to the space Bpα,par(Rn× (−∞, 2T )). Also, note
that W is supported in Rn × [0,∞) and W |Ω×(0,T ) = (ψF )|Ω×(0,T ) = f .
Finally, consider
U(x, t) :=
{
ξ(x, t)W (x, t), if (x, t) ∈ Rn × (−∞, 2T ),
0, if (x, t) ∈ Rn × (2T,∞),
where ξ ∈ C∞c (Rn × R) with supp ξ ⊆ Rn × (−∞, 3T/2] and such that ξ ≡ 1 in a
neighborhood of Ω× [0, T ]. Then
U ∈ Bpα,par(Rn × R),
with suppU ⊆ Rn × [0,∞) and U |Ω×(0,T ) = W |Ω×(0,T ) = f . Hence, we can conclude
that f belongs to 0B
p
α,par(Ω × (0, T )), as desired, completing the proof of Theo-
rem 3.1.20. ¤
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As a consequence of Theorems 3.1.19 and 3.1.20, for a bounded Lipschitz domain
Ω we obtain the following.
Corollary 3.1.21. Let Ω be a bounded open subset of Rn with Lipschitz boundary,
and 0 < T < ∞. Also, consider 1 < p < ∞ and α > 0 such that the pair (α, 1
p
)
belongs to the interior of OSPQR in the following diagram.
1
p
αO(0, 0) (1, 0) (2, 0)
S(0, 1)
(0, 1
2
)
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P (2, 1)
Q(3
2
− ε, 1
2
− ε)
R(ε, 0)
q q q q q q q qq q q q q q q q q qq q q q q q q q q q q q
q q q q q q q q q q q q q q qq q q q q q q q q q q q q q q q qq q q q q q q q q q q q q q q q q q q q
q q q q q q q q q q q q q q q q q q q q q q qq q q q q q q q q q q q q q q q q q q q q q q qq q q q q q q q q q q q q q q q q q q q q q q q q
q q q q q q q q q q q q q q q q q q q q q q q q q qq q q q q q q q q q q q q q q q q q q q q q q q q q qq q q q q q q q q q q q q q q q q q q q q q q q q q q q
q q q q q q q q q q q q q q q q q q q q q q q q q q q q qq q q q q q q q q q q q q q q q q q q q q q q q q q q q q qq q q q q q q q q q q q q q q q q q q q q q q q q q q q q q q
Then
0B
p
α,par(Ω× (0, T )) = ¤Bpα,par(Ω× (0, T )) (3.1.25)
and
0Bpα,par(Ω× (0, T )) = ¤Bpα,par(Ω× (0, T )). (3.1.26)
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3.2 The lateral side of the cylinder
In the present section we discuss parabolic Besov and Triebel-Lizorkin spaces with
built-in initial conditions, defined on the lateral boundary of a Lipschitz cylinder.
Definition 3.2.1. Similar to Definition 3.1.1, for an unbounded Lipschitz domain
Ω in Rn, and indices p, q, α such that
either
n+ 1
n+ 2
< p, q ≤ ∞, (n+ 1)
(1
p
− 1
)
+
< α < 1,
or
n+ 1
n+ 2
< p, q <∞, (n+ 1)
(1
p
− 1
)
+
− 1 < α < 0,
(3.2.27)
we define
Bp,qα,par,0(∂Ω× (0,∞)) :=
{
f ∈ Bp,qα,par(∂Ω× R) : supp f ⊆ ∂Ω× [0,∞)
}
and
Bp,qα,par,T (∂Ω× (−∞, T )) :=
{
f ∈ Bp,qα,par(∂Ω× R) : supp f ⊆ ∂Ω× (−∞, T ]
}
.
The norms are given by
‖f‖Bp,qα,par,0(∂Ω×(0,∞)) := inf
{‖f‖Bp,qα,par(∂Ω×R) : supp f ⊆ ∂Ω× [0,∞)}
and
‖f‖Bp,qα,par,T (∂Ω×(−∞,T )) := inf
{‖f‖Bp,qα,par(∂Ω×R) : supp f ⊆ ∂Ω× (−∞, T ]} ,
respectively.
The spaces F p,qα,par,0(∂Ω × (0,∞)) and F p,qα,par,T (∂Ω × (−∞, T )) are defined in a
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similar fashion as long as p, q and α satisfy one of the following conditions:
(a)
n+ 1
n+ 2
< p <∞, n+ 1
n+ 2
< q ≤ ∞, (n+ 1)
( 1
min{p, q} − 1
)
+
< α < 1;
(b)
n+ 1
n+ 2
< p, q <∞, (n+ 1)
( 1
min{p, q} − 1
)
+
− 1 < α < 0;
(c)
n+ 1
n+ 2
< p <∞, q = 2, α ∈ {0, 1}.
(3.2.28)
Definition 3.2.2. Let Ω be a Lipschitz domain in Rn, 0 < T < ∞, and indices
p, q, α with the property that
either
n+ 1
n+ 2
< p, q ≤ ∞, (n+ 1)
(1
p
− 1
)
+
< α < 1,
or
n+ 1
n+ 2
< p, q <∞, 0 < α < 1− (n+ 1)
(1
p
− 1
)
+
.
(3.2.29)
We then define
(a) 0B
p,q
α,par(∂Ω×(0, T )) :=
{
F |∂Ω×(0,T ) : F ∈ Bp,qα,par(∂Ω× R), suppF ⊆ ∂Ω× [0,∞)
}
,
(b) 0Bp,qα,par(∂Ω× (0, T )) :=
{
F |∂Ω×(0,T ) : F ∈ Bp,qα,par(∂Ω× R),
suppF ⊆ ∂Ω× (−∞, T ]} ,
(c) 0B
p,q
−α,par(∂Ω× (0, T )) :=
{
F |∂Ω×(−∞,T ) : F ∈ Bp,q−α,par(∂Ω× R),
suppF ⊆ ∂Ω× [0,∞)} ,
(d) 0Bp,q−α,par(∂Ω× (0, T )) :=
{
F |∂Ω×(0,∞) : F ∈ Bp,q−α,par(∂Ω× R),
suppF ⊆ ∂Ω× (−∞, T ]} ,
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where the spaces Bp,q±α,par(∂Ω×R) were introduced in Definitions 2.3.1 and 2.3.3. The
norms are given by
‖f‖
0B
p,q
α,par(∂Ω×(0,T )) := inf
{‖F‖Bp,qα,par(∂Ω×R) : F |∂Ω×(0,T ) = f, suppF ⊆ ∂Ω× [0,∞)} ,
and similarly for the other spaces.
The classes 0F
p,q
α,par(∂Ω× (0, T )) and 0F p,qα,par(∂Ω× (0, T )) are introduced in a simi-
lar manner for the range of p, q and α specified in (3.2.28). Note that this covers the
spaces 0H
1,p
par(∂Ω× (0, T )) and 0H1,ppar(∂Ω× (0, T )), n+1n+2 < p ≤ 1, due to the identifi-
cation proved in Theorem 2.1.59 and the notation introduced in Definition 2.3.9. As
far as the Hardy scale Hppar is concerned, relying on the definitions of H
p(∂Ω × R)
and H˙p(∂Ω × R) form Section 2.3.2, we define the spaces 0Hppar(∂Ω × (0, T )) and
0Hppar(∂Ω × (0, T )), n+1n+2 < p ≤ 1, (and their homogeneous counterparts) as we did
for the Besov scale above.
Remark 3.2.3. We shall use the notation 0B
p
±α and
0Bp±α instead of 0B
p,p
±α and
0Bp,p±α,
respectively.
Note that for any Lipschitz domain Ω in Rn, 0 < T < ∞, and 1 < p, q < ∞,
0 < α < 1, the following identifications hold.
0B
p,q
α,par(∂Ω× (0, T )) =
{
F |∂Ω×(−∞,T ) : F ∈ Bp,qα,par(∂Ω× R),
suppF ⊆ ∂Ω× [0,∞)}
and
0Bp,qα,par(∂Ω× (0, T )) =
{
F |∂Ω×(0,∞) : F ∈ Bp,qα,par(∂Ω× R),
suppF ⊆ ∂Ω× (−∞, T ]} .
A similar statement is valid for the F -scale.
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Remark 3.2.4. Consider a bounded Lipschitz domain Ω ⊂ Rn, 0 < T < ∞ and
n+1
n+2
< p ≤ 1.
i. Based on the definition of the spaces we consider, using the extension operator
by 0 (similar to the proof of (6.2.43)), there holds
0H
p
par(∂Ω× (0, T )) ≡ Hppar(∂Ω× (0, T )), (3.2.30)
0H˙
p
par(∂Ω× (0, T )) ≡ H˙ppar(∂Ω× (0, T )). (3.2.31)
ii. One also has
0H
p
par(∂Ω× (0, T )) = 0H˙ppar(∂Ω× (0, T )) + Lq(∂Ω× (0, T )) ∀q > 1. (3.2.32)
The right-to-left inclusion in (3.2.32) is a consequence of Remark 2.3.36 and (3.2.30),
(3.2.31). The opposite one follows along the same lines as Remark 2.3.36 if one keeps
in mind a special atomic decomposition (i.e. atoms supported in ∂Ω× [0,∞), as in
Step 6 of Theorem 6.2.6) of the space Hppar(∂Ω× R).
In order to use (later on) some of the results form [Bro2], first we have to identify
the spaces in [Bro2] with the corresponding ones in our notation.
Lemma 3.2.5. For a bounded Lipschitz domain Ω ⊂ Rn and 0 < T <∞,
0H
1,1
par(∂Ω× (0, T )) ≡ L11(∂Ω× (0, T )), (3.2.33)
where the space in the right-hand side of (3.2.33) is defined on p. 10 in [Bro2].
Proof. First let us consider f ∈ L11(∂Ω × (0, T )). Then, by definition, f = g χ(0,T ),
where g ∈ L11(∂Ω× (0,∞)) and
(ψi g˜) ◦ pi−1i ∈ L11(Rn−1 × R). (3.2.34)
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Here {ψi}Ni=1 is a partition of unity on ∂Ω, for more details the reader is referred to
Remark 1.2.1. Also, for each i = 1, . . . , N , the function pi−1i is given by
pi−1i : Rn−1 × R −→ ∂Ωi × R,
pi−1i (x
′, t) := (x′, ψi(x′), t),
and g˜ is the extension by 0 of g to ∂Ω × (−∞, 0). Recall from Remark 2.1.54 that
L11(Rn−1 × R) coincides with H1,1par(Rn−1 × R). Then (3.2.34) yields
(ψi g˜) ◦ pi−1i ∈ H1,1par(Rn−1 × R) (3.2.35)
for i = 1, . . . , N . This furher implies that ψi g˜ ∈ H1,1par(∂Ωi×R) for each i = 1, . . . , N ,
hence we can conclude that g˜ ∈ H1,1par(∂Ω×R) and g˜|∂Ω×(0,T ) = f with supp g˜ ⊆ [0,∞),
which amounts to f ∈ 0H1,1par(∂Ω × (0, T )), as desired. This shows the right-to-left
inclusion in (3.2.33).
Conversely, let f ∈ 0H1,1par(∂Ω×(0, T )). Then, by definition, there exists a function
F ∈ H1,1par(∂Ω × R) such that F |∂Ω×(0,T ) = f and suppF ⊆ [0,∞). With the above
notation,
(ψi F ) ◦ pi−1i ∈ H1,1par(Rn−1 × R),
and by the equivalence between the spaces H1,1par and L11 on Rn−1 × R (see Re-
mark 2.1.54), we obtain that
(ψi F ) ◦ pi−1i ∈ L11(Rn−1 × R).
Therefore, ψi F ∈ L11(∂Ωi × R) for each i = 1, . . . , N , which further implies that
F ∈ L11(∂Ω × (0,∞)) and f = F χ(0,T ). Hence, f ∈ L11(∂Ω × (0, T )), which proves
the left-to-right inclusion in (3.2.33). ¤
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Lemma 3.2.6. Consider a bounded Lipschitz domain Ω in Rn, 0 < T < ∞ and
1 < p < n+ 1. Then
0L
p
1,par(∂Ω× (0, T )) ≡ Lp1(∂Ω× (0, T )), (3.2.36)
where the space on the right-hand side of (3.2.36) is defined on p. 10 in [Bro2].
Proof. First, let us consider f ∈ Lp1(∂Ω × (0, T )). Then, by definition, f = g χ(0,T ),
where g ∈ Lp1(∂Ω× (0,∞)) and
(ψi g˜) ◦ pi−1i ∈ Lp1(Rn−1 × R). (3.2.37)
Here {ψi}Ni=1 is a partition of unity on ∂Ω, for more details the reader is referred to
Remark 1.2.1. Also, for each i = 1, . . . , N , the function pi−1i is given by
pi−1i : Rn−1 × R −→ ∂Ωi × R,
pi−1i (x
′, t) := (x′, ψi(x′), t),
and g˜ is the extension by 0 of g to ∂Ω × (−∞, 0). Without loss of generality we
can assume that g = Gψ, where G ∈ Lp1(∂Ω × (0,∞)), and ψ ∈ C∞c (0,∞) such
that ψ ≡ 1 on (0, T ), suppψ ⊆ (0, 2T ). Therefore, according to [Bro2] (p. 10),
(ψi g˜) ◦ pi−1i ∈ L
(n+1)p
n+1−p (Rn−1 × R) for 1 < p < n + 1 and i = 1, . . . , N , which further
implies that ψi g˜ ∈ L
(n+1)p
n+1−p (∂Ωi × R) for 1 < p < n + 1 and i = 1, . . . , N . Summing
up from i = 1 to N , we get that g˜ ∈ L (n+1)pn+1−p (∂Ω × R) for 1 < p < n + 1. Hence
f = g χ(0,T ) ∈ L
(n+1)p
n+1−p (∂Ω × (0, T )) ↪→ Lp(∂Ω × (0, T )), and we may then write
g ∈ Lp(∂Ω× (0,∞)). With this in hand, we also have
(ψi g˜) ◦ pi−1i ∈ Lp(Rn−1 × R) (3.2.38)
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for 1 < p < n + 1 and i = 1, . . . , N . Now, form (3.2.37) and (3.2.38), relying on
the equivalence between the spaces Lp1 ∩ Lp and Lp1,par on Rn−1 × R established in
Chapter 2 (see Theorem 2.1.35), we obtain that
(ψi g˜) ◦ pi−1i ∈ Lp1,par(Rn−1 × R) (3.2.39)
for 1 < p < n+1 and i = 1, . . . , N . This furher implies that ψi g˜ ∈ Lp1,par(∂Ωi×R) for
each i = 1, . . . , N and 1 < p < n+1, hence we can conclude that g˜ ∈ Lp1,par(∂Ω×R)
and g˜|∂Ω×(0,T ) = f with supp g˜ ⊆ [0,∞), which amounts to f ∈ 0Lp1,par(∂Ω× (0, T )),
as desired. This proves the right-to-left inclusion in (3.2.36).
Conversely, let f ∈ 0Lp1,par(∂Ω × (0, T )). Then, by definition, there exists a
function F ∈ Lp1,par(∂Ω × R) such that F |∂Ω×(0,T ) = f and suppF ⊆ [0,∞). With
the above notation,
(ψi F ) ◦ pi−1i ∈ Lp1,par(Rn−1 × R),
and by the equivalence between the spaces Lp1∩Lp and Lp1,par on Rn−1×R, established
in Chapter 2 (see Theorem 2.1.35), we obtain that
(ψi F ) ◦ pi−1i ∈ Lp1(Rn−1 × R).
Therefore, ψi F ∈ Lp1(∂Ωi × R) for each i = 1, . . . , N , which further implies that
F ∈ Lp1(∂Ω × (0,∞)) and f = F χ(0,T ). Hence, f ∈ Lp1(∂Ω × (0, T )), showing the
left-to-right inclusion in (3.2.36). ¤
We now are ready to explore the duality properties of the classes introduced in
Definition 3.2.2. These results will play an important role in Chapters 6-8.
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Theorem 3.2.7. Consider a Lipschitz domain Ω ⊆ Rn, 0 < T < ∞, and indices
1 < p, q <∞, 0 < α < 1. Then
(
0Bp,qα,par(∂Ω× (0, T ))
)∗
= 0B
p′,q′
−α,par(∂Ω× (0, T )) (3.2.40)
and (
0B
p,q
α,par(∂Ω× (0, T ))
)∗
= 0Bp
′,q′
−α,par(∂Ω× (0, T )), (3.2.41)
where 1/p + 1/p′ = 1 and 1/q + 1/q′ = 1. With the additional assumption that
the pair (1/p, 1/q) belongs to the interior of OMNP in the figure in Lemma 3.1.3,
similar results hold for the Triebel-Lizorkin scale, as well.
Proof. Our first goal is to show (3.2.40).
Case (i) Ω is unbounded. Applying Theorem 3.1.11 with Ω = Rn−1 and using the
definitions of the appropriate function spaces, we obtain that(
0Bp,qα,par(Rn−1 × (0, T ))
)∗
= zB
p′,q′
−α,par(Rn−1 × (0, T ))
=
{
F |Rn−1×(−∞,T ) : F ∈ Bp
′,q′
−α,par(Rn−1 × R), suppF ⊆ Rn−1 × [0,∞)
}
= 0B
p′,q′
−α,par(Rn−1 × (0, T )).
This, in turn, due to a bi-Lipschitz change of variables, is equivalent with (3.2.40) in
the setting of a graph domain.
Case (ii) Ω is bounded. We consider a partition of unity {ψi}1≤i≤N subordinated
to a smooth covering of ∂Ω as in Remark 1.2.1. Based on Definitions 3.2.2 and 2.3.3
we then arrive at the following equivalence:
f ∈ 0Bp′,q′−α,par(∂Ω× (0, T ))⇐⇒ gi ∈ 0Bp
′,q′
−α,par(Rn−1 × (0, T )) ∀i = 1, . . . , N,
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where, for (x′, t) ∈ Rn−1 × (0, T ),
gi(x
′, t) := ψ˜if
∂Ωi
(x′, ϕ(x′), t)
√
1 + |∇ϕi(x′)|2.
With this in hand, we proceed much as in the proof of Proposition 2.4.5 and use
the previous case with Ω = Rn−1. This completes the proof of the first part of the
theorem.
In order to show (3.2.41) when Ω is unbounded, we apply Theorem 3.1.13 with
Ω = Rn−1. In view of the definitions of the spaces involved, we arrive at(
0B
p,q
α,par(Rn−1 × (0, T ))
)∗
= zBp
′,q′
−α,par(Rn−1 × (0, T ))
=
{
F |Rn−1×(0,∞) : F ∈ Bp
′,q′
−α,par(Rn−1 × R), suppF ⊆ Rn−1 × (−∞, T ]
}
= 0Bp
′,q′
−α,par(Rn−1 × (0, T )),
which, thanks to a bi-Lipschitz change of variables, amounts to (3.2.41) with a graph
domain. When Ω is bounded, we use the same approach as we did in the case of
(3.2.40).
Using the appropriate parts of Theorems 3.1.11 and 3.1.13, a similar reasoning
yields the desired result for the Triebel-Lzorkin scale. This finishes the proof of the
theorem. ¤
Theorem 3.2.8. Consider a Lipschitz domain Ω in Rn, 0 < T < ∞, and indices
1 < p, q <∞, 0 < α < 1. Then
(
0Bp,q−α,par(∂Ω× (0, T ))
)∗
= 0B
p′,q′
α,par(∂Ω× (0, T )) (3.2.42)
246
and (
0B
p,q
−α,par(∂Ω× (0, T ))
)∗
= 0Bp
′,q′
α,par(∂Ω× (0, T )), (3.2.43)
where 1/p + 1/p′ = 1 and 1/q + 1/q′ = 1. Under the additional hypothesis that
the pair (1/p, 1/q) belongs to the interior of OMNP in the figure in Lemma 3.1.3,
similar results hold for the Triebel-Lizorkin scale, as well.
Proof. Since the ingredients necessary to prove (3.2.42) and (3.2.43) are the same,
we will present only the proof of the first duality result, (3.2.42).
Case (i) Ω is unbounded. The main idea is to show that the Besov space
0B
p,q
α,par(∂Ω × (0, T )) is reflexive, then to use the duality result (3.2.41). First, we
note that
0B
p,q
α,par(∂Ω× (0, T )) =
{
F |∂Ω×(0,T ) : F ∈ Bp,qα,par,0(∂Ω× (0,∞))
}
.
In order to construct an extension operator from the Besov space 0B
p,q
α,par(∂Ω×(0, T ))
to Bp,qα,par,0(∂Ω × (0,∞)), we let f be a function from 0Bp,qα,par(Rn−1 × (0, T )). Then,
by definition, there exists a function F ∈ Bp,qα,par(Rn−1 × R) such that suppF is
included in Rn−1 × [0,∞) and f = F |Rn−1×(0,T ). Let us introduce ψ0, ψ1 ∈ C∞(R)
with ψ0 + ψ1 = 1, so that
ψ0 ≡ 1 on [T,∞), suppψ0 ⊆ (0,∞),
ψ1 ≡ 1 on (−∞, 0], suppψ1 ⊆ (−∞, T ].
We also define E˜f := ψ1F + ψ0Ef , where E is the extension operator introduced in
Remark 2.2.7.
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Then E˜f ∈ Bp,qα,par(Rn−1 × R) and supp E˜f ⊆ Rn−1 × [0,∞), hence
E˜f ∈ Bp,qα,par,0(Rn−1 × (0,∞)).
Moreover, E˜f |Rn×(0,T ) = (ψ0 + ψ1)f = f ∈ 0Bp,qα,par(Rn−1 × (0, T )). To show that the
definition of E˜ is independent of the choice of F , we pick F, F ′ from Bp,qα,par(Rn−1×R)
so that suppF ⊆ Rn−1 × [0,∞), suppF ′ ⊆ Rn−1 × [0,∞), and f = F |Rn−1×(0,T ) =
F ′|Rn−1×(0,T ). Then we can see that ψ1(F − F ′) ≡ 0 for a.e. t ∈ R, which means
that the definition of E˜ is independent of the particular choice of F . Hence, for
given f, g ∈ 0Bp,qα,par(Rn−1 × (0, T )) with extensions F and G, respectively, from
Bp,qpar(Rn−1×R), we can choose F +G to be the extension of f + g. Consequently, E˜
is linear.
Using a bi-Lipschitz change of variables we obtain that there exists a linear,
bounded extension operator
˜˜E : 0B
p,q
α,par(∂Ω× (0, T )) −→ Bp,qα,par,0(∂Ω× (0,∞)).
If we denote ˜˜E ◦ R∂Ω×(0,T ) by P , where R∂Ω×(0,T ) is the restriction operator, then
P 2 = P , i.e. P is a projection, and
0B
p,q
α,par(∂Ω× (0, T )) ' P (Bp,qα,par,0(∂Ω× (0,∞))) ↪→ Bp,qα,par,0(∂Ω× (0,∞)). (3.2.44)
Since Bp,qα,par,0(∂Ω×(0,∞)) is a closed subspace of Bp,qα,par(∂Ω×R), which is reflexive
(according to Proposition 2.4.5), then by the Eberlein-Shmulyan Theorem (p. 141
in [Yos]), the space Bp,qα,par,0(∂Ω × (0,∞)) is also reflexive. Moreover, (3.2.44) and
a similar argument as above yields the reflexivity of 0B
p,q
α,par(∂Ω × (0, T )), which, in
concert with (3.2.41), implies the desired result.
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Case (ii) Ω is bounded. We can use the same approach as in the proof of Theo-
rem 3.2.7 and Proposition 2.4.5.
As far as the Triebel-Lizorkin scale is concerned, one proceeds as above, us-
ing Proposition 2.4.6 and an analogue of (3.2.41) in place of Proposition 2.4.5 and
(3.2.41), respectively. This concludes the proof of the theorem. ¤
3.3 Banach envelopes of Hardy spaces with built-
in initial conditions
Based on Theorems 2.5.1 and 2.5.2, in this section we present a few direct appli-
cations of Lemma 1.2.52 and their consequences, which are going to play a significant
role in our discussion on the invertibility of boundary potential operators on bounded
Lipschitz cylinders.
Theorem 3.3.1. Consider the indices n+2
n+3
< p < 1 and α = (n + 2)(1
p
− 1) and let
0 < T <∞. Then the following holds:
E1
(
0H
p
par(Rn × (0, T ))
)
= 0B
1
−α,par(Rn × (0, T )).
Proof. Our goal is to apply Lemma 1.2.52 with
X1 = H
p
par(Rn × R), Y1 = B1−α,par(Rn × R),
X2 = 0H
p
par(Rn × (0, T )), Y2 = 0B1−α,par(Rn × (0, T )).
For the range of indices we consider, the inclusion
Hppar(Rn × R) ↪→ B1−α,par(Rn × R) (3.3.45)
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is well-defined, continuous and dense. Indeed, acccording to Theorem 2.1.17 with
p0 = p, q0 = 2, α = 0 and p1 = q1 = 1, the inclusion in (3.3.45) is continuous. Next,
recall from (2.1.5) and (2.1.6) that S(Rn × R) ↪→ B1−α,par(Rn × R) densly, and that
S(Rn×R) ↪→ Hppar(Rn×R). Consequently, the inclusion in (3.3.45) is dense, as well.
Going further, we shall define the operators P and R from Lemma 1.2.52 in a few
of steps, starting with
Step 1. Definition of an extension operator
ext : B1−α,par(Rn × (−∞, 0)) −→ B1−α,par(Rn × R).
For (x, t) ∈ Rn × R let us introduce
(ext f)(x, t) :=
{
f(x, t), if t < 0,
−f(x,−t), if t > 0,
and choose f ∈ B1−α,par(Rn × (−∞, 0)). Then, by definition, there exists g from
B1−α,par(Rn × R) so that g|Rn×(−∞,0) = f . According to the atomic decomposition of
the space B1−α,par(Rn × R) (see Theorem 2.1.29),
g =
∞∑
j=0
λj aj,
where the sequence {λj}j∈N0 ∈ `1 and aj are (1,−α)-atoms satisfying the following
conditions:
• supp aj ⊂ Q, |Q| = rn+2 ≤ 1,
• ‖aj‖L∞(Rn×R) ≤ r−α−(n+2),
• ∫Rn×R aj(x, t) dx dt = 0.
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Also, note that
ext f =
∞∑
j=0
λj ext(aj|Rn×(−∞,0)).
The claim we make is that ext(aj|Rn×(−∞,0)) is a fixed constant multiple of a (1,−α)-
atom. In order to see this, we analyze three different situations. When aj is supported
in Rn× [0,∞), then, obviously, ext(aj|Rn×(−∞,0)) = 0 is a (1,−α)-atom. If supp aj is
in Rn × (−∞, 0], then aj|Rn×(−∞,0) = aj, and, for (x, t) ∈ Rn × R,
(ext aj)(x, t) =
{
aj(x, t), if t < 0,
−aj(x,−t), if t > 0.
Therefore, supp(ext aj) ⊂ 2Q,
‖ext aj‖L∞(Rn×R) ≤ 2 ‖aj‖L∞(Rn×R) ≤ 2 r−α−(n+2)
and ∫
Rn×R
ext aj(x, t) dx dt =
∫
Rn×(−∞,0)
aj(x, t) dx dt−
∫
Rn×(0,∞)
aj(x,−t) dx dt = 0.
Hence, in this case, ext(aj|Rn×(−∞,0)) is a fixed constant multiple of a (1,−α)-atom.
Finally, when the support of aj intersects the plane Rn × {t = 0}, we denote
aj|Rn×(−∞,0) by bj. Then supp(ext bj) ⊂ 2Q,
‖ext bj‖L∞(Rn×R) ≤ 2 ‖bj‖L∞(Rn×R) ≤ 2 ‖aj‖L∞(Rn×R) ≤ 2 r−α−(n+2)
and ∫
Rn×R
ext bj(x, t) dx dt =
∫
Rn×(−∞,0)
bj(x, t) dx dt−
∫
Rn×(0,∞)
bj(x,−t) dx dt = 0.
Therefore, in this scenario (and, as we have seen above, in the other two cases, as
well) ext(aj|Rn×(−∞,0)) is a fixed constant multiple of a (1,−α)-atom.
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Consequently, for f ∈ B1−α,par(Rn × (−∞, 0)), we have ext f ∈ B1−α,par(Rn × R),
which is what we wanted to show in Step 1.
Step 2. Definition of P .
Let us consider the operator P defined by
P :=
(
I − ext ◦RRn×(−∞,0)
) |Rn×(−∞,T ).
For g ∈ B1−α,par(Rn × R) we have
g − ext ◦R|Rn×(−∞,0)g ∈ B1−α,par(Rn × R),
supp(g − ext ◦R|Rn×(−∞,0)g) ⊆ Rn × [0,∞),
therefore, by definition,
Pg =
(
g − ext ◦R|Rn×(−∞,0)g
) |Rn×(−∞,T ) ∈ 0B1−α,par(Rn × (0, T )).
Consequently, P : B1−α,par(Rn × R) → 0B1−α,par(Rn × (0, T )) is well-defined and
continuous.
Step 3. Definition of the right inverse of P .
We introduce the operator Ext given by
Ext f := ψ1F + ψ0Ef,
where ψ0, ψ1 ∈ C∞(R) with ψ0 + ψ1 = 1 and such that
ψ0 ≡ 1 on [T,∞), suppψ0 ⊆ [0,∞),
ψ1 ≡ 1 on (−∞, 0], suppψ1 ⊆ (−∞, T ].
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For (x, t) ∈ Rn × R, the operator E is defined by
Ef(x, t) :=
{
f(x, t), if t < T,
−f(x,−t), if t > T,
and F is given in the following way: for f ∈ 0B1−α,par(Rn × (0, T )), by definition,
there exists F from B1−α,par(Rn × R) with suppF ⊆ Rn × [0,∞) and such that
F |Rn×(−∞,T ) = f .
Following the idea in Step 1, we can easily show that the operator E maps
B1−α,par(Rn × (−∞, T )) linearly and boundedly into B1−α,par(Rn × R). Using also
the fact that 0B
1
−α,par(Rn × (0, T )) ↪→ B1−α,par(Rn × (−∞, T )), we obtain that
Ext : 0B
1
−α,par(Rn × (0, T )) −→ B1−α,par(Rn × R)
is bounded. By the definition of the operator Ext we also have supp(Ext f) ⊆
Rn × [0,∞) and (Ext f)|Rn×(−∞,T ) = f .
To show that the definition of Ext is independent of the choice of F , we pick F
and F ′ from B1−α,par(Rn × R) so that suppF ⊆ Rn × [0,∞), suppF ′ ⊆ Rn × [0,∞),
and F |Rn×(−∞,T ) = f = F ′|Rn×(−∞,T ). Then ψ1(F − F ′) ≡ 0 for almost every t ∈ R,
hence, the definition of the operator Ext is independent of the particular choice
if F . Therefore, for given f, g ∈ 0B1−α,par(Rn × (0, T )) with extensions F and G,
respectively, from B1−α,par(Rn×R), we can choose F +G to be the extension of f+g.
Consequently, Ext is linear.
In order to prove that Ext is the right inverse of P , we observe that for f in
0B
1
−α,par(Rn × (0, T )), there holds
(P ◦ Ext)f = (Ext f)|Rn×(−∞,T ) = f,
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i.e. P ◦Ext is the identity operator on 0B1−α,par(Rn× (0, T )). This concludes Step 3.
Steps 1, 2 and 3 for the parabolic Hardy scale (instead of the Besov scale) can be
carried out in a very similar fashion. Also, according to Theorem 2.5.1, for indices
n+2
n+3
< p < 1 and α = (n+ 2)(1
p
− 1), and for 0 < T <∞, we have
E1
(
Hppar(Rn × R)
)
= B1−α,par(Rn × R).
Now we can apply Lemma 1.2.52 to conclude that for indices n+2
n+3
< p < 1,
α = (n+ 2)(1
p
− 1), and for 0 < T <∞, we have
E1
(
0H
p
par(Rn × (0, T ))
)
= 0B
1
−α,par(Rn × (0, T )).
This finishes the proof of the theorem. ¤
As a consequence of Theorem 3.3.1 we obtain the following.
Corollary 3.3.2. For any Lipschitz domain Ω in Rn, 0 < T < ∞ and fixed p and
α such that n+1
n+2
< p < 1 and α = (n+ 1)(1
p
− 1) there holds
E1
(
0H
p
par(∂Ω× (0, T ))
)
= 0B
1
−α,par(∂Ω× (0, T )).
Proof. The case when Ω is a graph domain immediately follows from Theorem 3.3.1,
therefore we assume that Ω is a bounded domain. The idea is to apply Lemma 1.2.52.
Recall from Remark 1.2.1 that, for a bounded Lipschitz domain Ω ⊂ Rn, there
exist Vi (i = 1, . . . , N , N finite) open, bounded subsets of Rn such that ∂Ω ⊆ ∪Ni=1Vi,
and there are, in some coordinate system, Lipschitz graphs ∂Ωi with Vi ∩ ∂Ω ⊂⊂
∂Ωi∩ ∂Ω. Also, there exists a finite partition of unity ψi ∈ C∞c (Vi) (
∑N
i=1 ψi = 1) on
∂Ω such that suppψi ⊆ Vi.
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We define the operators P and R by
P ({fi}Ni=1) := N∑
i=1
ψ˜ifi
∂Ω
, fi ∈ S′(Rn−1 × R), i = 1, . . . , N,
and
Rf :=
{
ξ˜if
∂Ωi
}N
i=1
, f ∈ S′(Rn−1 × R),
where ξi ∈ C∞c (Rn−1), suppψi ⊂ supp ξi ⊆ Vi, ξi ≡ 1 on the support of ψi, and
the symbols ˜ ∂Ω, ˜ ∂Ωi stand for extensions by 0 on ∂Ω and ∂Ωi, respectively. In
particular,
P :
N⊕
i=1
0H
p
par(∂Ωi × (0, T )) −→ 0Hppar(∂Ω× (0, T )),
P :
N⊕
i=1
0B
1
−α,par(∂Ωi × (0, T )) −→ 0B1−α,par(∂Ω× (0, T ))
and
R : 0Hppar(∂Ω× (0, T )) −→
N⊕
i=1
0H
p
par(∂Ωi × (0, T )),
R : 0B1−α,par(∂Ω× (0, T )) −→
N⊕
i=1
0B
1
−α,par(∂Ωi × (0, T ))
are bounded. Moreover, for f ∈ S′(Rn−1 × R),
(P ◦ R)(f) = P
({
ξ˜if
∂Ωi
}N
i=1
)
=
N∑
i=1
˜
ψiξ˜if
∂Ωi
∂Ω
= f
N∑
i=1
ψi = f,
hence R is the right-inverse of P . In order to show that
N⊕
i=1
0H
p
par(∂Ωi × (0, T )) ↪→
N⊕
i=1
0B
1
−α,par(∂Ωi × (0, T )) (3.3.46)
is well-defined, continuous and dense, it suffices to show that
0H
p
par(Rn−1 × (0, T )) ↪→ 0B1−α,par(Rn−1 × (0, T )) (3.3.47)
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is well-defined, continuous and dense. First, let f ∈ 0Hppar(Rn−1 × (0, T )). Then,
by definition, there exists an F ∈ Hppar(Rn−1 × R) such that f = F |Rn−1×(0,T ) and
suppF ⊆ Rn−1 × [0,∞). Due to the continuity of the inclusion in (3.3.45), we have
that F ∈ B1−α,par(Rn−1 × R), hence, by definition, f ∈ 0B1−α,par(Rn−1 × (0, T )).
The density of the inclusion in (3.3.47) follows from Remark 1.2.53 and the proof of
Theorem 3.3.1. We now apply Lemma 1.2.52 with
X1 =
N⊕
i=1
0H
p
par(∂Ωi × (0, T )), Y1 =
N⊕
i=1
0B
1
−α,par(∂Ωi × (0, T )),
X2 = 0H
p
par(∂Ω× (0, T )), Y2 = 0B1−α,par(∂Ω× (0, T )).
Using the fact that the present corollary holds true for the graph domains Ωi, i =
1, . . . , N , the conclusion of Lemma 1.2.52 follows. This proves the corollary for
bounded domains Ω. ¤
Our next result is the proper analogue of Theorem 3.3.1, this time involving
spaces that have an additional unit of smoothness.
Theorem 3.3.3. Consider the indices n+2
n+3
< p < 1 and α = (n+ 2)(1
p
− 1), and let
0 < T <∞. Then the following holds:
E1
(
0H
1,p
par(Rn × (0, T ))
)
= 0B
1
1−α,par(Rn × (0, T )).
Proof. The general idea is to apply Lemma 1.2.52 with
X1 = H
1,p
par(Rn × R), Y1 = B11−α,par(Rn × R),
X2 = 0H
1,p
par(Rn × (0, T )), Y2 = 0B11−α,par(Rn × (0, T )).
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For the range of indices we consider, the inclusion
H1,ppar(Rn × R) ↪→ B11−α,par(Rn × R) (3.3.48)
is well-defined, continuous and dense. Indeed, acccording to Theorem 2.1.17 with
p0 = p, q0 = 2, α = 1 and p1 = q1 = 1, the inclusion in (3.3.48) is continuous. Next,
recall from (2.1.5) and (2.1.6) that S(Rn × R) ↪→ B11−α,par(Rn × R) densly, and that
S(Rn×R) ↪→ H1,ppar(Rn×R). Consequently, the inclusion in (3.3.48) is dense, as well.
We shall define the operators P and R from Lemma 1.2.52 in a few of steps,
starting with
Step 1. Definition of an extension operator
ext : H1,ppar(Rn × (−∞, 0)) −→ H1,ppar(Rn × R).
For (x, t) ∈ Rn × R let us introduce
(ext f)(x, t) :=
{
f(x, t), if t < 0,
−f(x,−t), if t > 0,
and choose f ∈ H1,ppar(Rn × (−∞, 0)). Then, by definition, there exists g from
H1,ppar(Rn × R) such that g|Rn×(−∞,0) = f . According to the atomic decomposition
of the space H1,ppar(Rn × R) (cf. Definition 2.1.53 and Remark 2.1.55),
g =
∑
|Q|≤1
sQaQ,
where {sQ}Q ∈ `p and aQ are local (inhomogeneous) (1, p)-atoms satisfying
supp aQ ⊂ Q, |Q| ≤ 1, and ‖aQ‖L21,par(Rn×R) ≤ |Q|1/2−1/p. (3.3.49)
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Also, note that
ext f =
∑
|Q|≤1
sQ ext(aQ|Rn×(−∞,0)).
In order to show that ext f ∈ H1,ppar(Rn × R), we have to differentiate three cases. If
supp aQ ⊂ Rn × [0,∞), then, naturally, ext(aQ|Rn×(−∞,0)) = 0 is a local (1, p)-atom.
When supp aQ ⊂ Rn × (−∞, 0], then aQ|Rn×(−∞,0) = aQ, and, for (x, t) ∈ Rn × R,
(ext aQ)(x, t) =
{
aQ(x, t), if t < 0,
−aQ(x,−t), if t > 0.
(3.3.50)
Therefore, supp(ext aQ) ⊂ 2Q. Next recall from Theorem 2.1.41 a characterization
of the Sobolev space L21,par(Rn × R), i.e.
L21,par(Rn × R) = {f ∈ L2(Rn × R) : ∀i = 1, . . . , n, ∂if, ∂1/2timef ∈ L2(Rn × R)}.
(3.3.51)
Based on (3.3.49) – (3.3.51) we obtain the following:
‖ext aQ‖L2(Rn×R) ≤ 2 ‖aQ‖L2(Rn×R) ≤ 2 |Q|1/2−1/p,
‖∇(ext aQ)‖L2(Rn×R) ≤ 2 ‖∇aQ‖L2(Rn×R) ≤ 2 |Q|1/2−1/p,
‖∂1/2time(ext aQ)‖L2(Rn×R) ≤ 2 ‖∂1/2timeaQ‖L2(Rn×R) ≤ 2 |Q|1/2−1/p.
(3.3.52)
In view of (3.3.51) this further implies that
‖ext aQ‖L˙21,par(Rn×R) ≤ ‖ext aQ‖L21,par(Rn×R) ≤ c |Q|
1/2−1/p,
therefore, in this case, ext aQ is a fixed constant multiple of a local (1, p)-atom for
H1,ppar(Rn×R). When the support of aQ intersects the plane Rn×{t = 0}, we denote
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aQ|Rn×(−∞,0) by bQ. Then supp(ext bQ) ⊂ 2Q and
‖ext bQ‖L2(Rn×R) ≤ 2 ‖bQ‖L2(Rn×R) ≤ 2 ‖aQ‖L2(Rn×R) ≤ 2 |Q|1/2−1/p,
‖∇(ext bQ)‖L2(Rn×R) ≤ 2 ‖∇bQ‖L2(Rn×R) ≤ 2 ‖∇aQ‖L2(Rn×R) ≤ 2 |Q|1/2−1/p,
‖∂1/2time(ext bQ)‖L2(Rn×R) ≤ 2 ‖∂1/2timebQ‖L2(Rn×R) ≤ 2 ‖∂1/2timeaQ‖L2(Rn×R) ≤ 2 |Q|1/2−1/p.
(3.3.53)
Now (3.3.53) and (3.3.51) imply that
‖ext bQ‖L˙21,par(Rn×R) ≤ ‖ext bQ‖L21,par(Rn×R) ≤ c |Q|
1/2−1/p,
hence, in this scenario, ext bQ is a fixed constant multiple of a local (1, p)-atom for
H1,ppar(Rn × R).
Consequently, ext f ∈ H1,ppar(Rn×R) for f ∈ H1,ppar(Rn×(−∞, 0)), which completes
the proof of Step 1.
In a very similar fashion we can show that ext f belongs to B11−α,par(Rn ×R) for
f ∈ B11−α,par(Rn × (−∞, 0)), using the atomic decomposition of the parabolic Besov
space B11−α,par(Rn × R).
Steps 2, 3 can be carried out exactly as in the proof of Theorem 3.3.1, for both
the Hardy and Besov scales.
Now using Lemma 1.2.52 and the fact that, for the current range of indices,
E1
(
H1,ppar(Rn × R)
)
= B11−α,par(Rn × R),
(cf. (2.5.232) with p∗ = 1) we may conclude that
E1
(
0H
1,p
par(Rn × (0, T ))
)
= 0B
1
1−α,par(Rn × (0, T )).
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This finishes the proof of Theorem 3.3.3. ¤
As a consequence of Theorem 3.3.3, in a similar fashion as Corollary 3.3.2, we
obtain the following.
Corollary 3.3.4. For any Lipschitz domain Ω in Rn, 0 < T < ∞ and fixed p and
α such that n+1
n+2
< p < 1 and α = (n+ 1)(1
p
− 1) the following holds:
E1
(
0H
1,p
par(∂Ω× (0, T ))
)
= 0B
1
1−α,par(∂Ω× (0, T )).
3.4 Interpolation scales of spaces with built-in ini-
tial conditions
In this section we collect all the real and complex interpolation results involving
spaces with built-in initial conditions, that are needed in our further discussion in
Chapters 6 – 8. Recall that (·, ·)θ,p and [·, ·]θ denote the real and complex interpolation
methods, respectively. These methods were described in 1.2.7.
Lemma 3.4.1. Let Ω be a Lipschitz domain in Rn, 0 < T < ∞ and n+1
n+2
< p ≤ 1.
Then 0H
p
par(∂Ω× (0, T )) is a complex interpolation scale, i.e. for n+1n+2 < p0, p1 ≤ 1,
[
0H
p0
par(∂Ω× (0, T )), 0Hp1par(∂Ω× (0, T ))
]
θ
= 0H
p
par(∂Ω× (0, T )), (3.4.54)
with equivalent quasi-norms, where 0 < θ < 1 and 1
p
= 1−θ
p0
+ θ
p1
.
The same is true for the homogeneous scale 0H˙
p
par(∂Ω× (0, T )).
Proof. Here we present the proof of (3.4.54) only, since the homogeneous scale is
treated in a similar fashion.
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Case (i) Ω is unbounded. Due to a bi-Lipschitz change of variables, it is enough
to show that, for p0 and p1 such that
n+2
n+3
< p0, p1 ≤ 1,
[
0H
p0
par(Rn × (0, T )), 0Hp1par(Rn × (0, T ))
]
θ
= 0H
p
par(Rn × (0, T )), (3.4.55)
where 0 < θ < 1 and 1
p
= 1−θ
p0
+ θ
p1
. In order to prove (3.4.55), we proceed in two
stages, starting with
Step I. Show that for the appropriate parameters
[
Hp0par,0(Rn × (0,∞)), Hp1par,0(Rn × (0,∞))
]
θ
= Hppar,0(Rn × (0,∞)),
where, by definition,
Hppar,0(Rn × (0,∞)) :=
{
f ∈ Hppar(Rn × R) : supp f ⊆ Rn × [0,∞)
}
.
We apply part (ii) of Lemma 1.2.35 with X = Y , Xpi = Hpipar(Rn × R), i = 0, 1,
D2 = Rn × [0,∞), and with
EDc2 = E : H
pi
par(Rn × (−∞, 0)) −→ Hpipar(Rn × R),
an extension operator defined by
(Ef)(x, t) :=
{
f(x, t), if t < 0,
− f(x,−t), if t > 0, (3.4.56)
for (x, t) ∈ Rn × R. To show that Ef ∈ Hppar(Rn × R) for f ∈ Hppar(Rn × (−∞, 0))
and p ∈ (n+2
n+3
, 1], first note that, by definition, there exists F from Hppar(Rn × R)
such that F |Rn×(−∞,0) = f . According to the atomic decomposition of the parabolic
Hardy space Hppar(Rn × R),
F =
∞∑
j=0
λjaj,
where {λj}j ∈ `p and aj’s are inhomogeneous (local) p-atoms satisfying
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• supp aj ⊂ Q, |Q| = rn+2,
• ‖aj‖L∞(Rn×R) ≤ r−
n+2
p ,
• either |Q| < 1 and ∫Rn×R aj(x, t) dx dt = 0, or |Q| = 1.
Here Q is a parabolic cube in Rn × R (see Definition 2.1.44 and Theorem 2.1.46).
We can easily see that
Ef =
∞∑
j=0
λjE
(
aj|Rn×(−∞,0)
)
.
Our next goal is to show that E(aj|Rn×(−∞,0)) is a fixed constant multiple of an
inhomogeneous (local) p-atom for Hppar(Rn ×R). We have three different situations.
If supp aj ⊂ Rn × [0,∞), then, evidently, E
(
aj|Rn×(−∞,0)
)
= 0 is an inhomogeneous
(local) p-atom. When supp aj ⊂ Rn × (−∞, 0] (but supp aj does not intersect the
plane Rn × {t = 0}), then aj|Rn×(−∞,0) = aj, and, for (x, t) ∈ Rn × R,
(Eaj)(x, t) =
{
aj(x, t), if t < 0,
− aj(x,−t), if t > 0.
Then supp(Eaj) ⊂ 2Q, and
‖Eaj‖L∞(Rn×R) ≤ 2 ‖aj‖L∞(Rn×R) ≤ 2 r−
n+2
p .
If |2Q| = 1, then, at this stage, we may conclude that E (aj|Rn×(−∞,0)) is a fixed
constant multiple of an inhomogeneous (local) p-atom for Hppar(Rn×R). If |2Q| < 1,
we have to make sure that the vanishing moment condition holds. To this end, note
that ∫
Rn×R
Eaj(x, t) dx dt =
∫
Rn×(−∞,0)
aj(x, t) dx dt−
∫
Rn×(0,∞)
aj(x,−t) dx dt = 0,
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where we have used the change of variables t = −s for t ∈ (0,∞). Therefore,
in this scenario, E(aj|Rn×(−∞,0)) is a fixed constant multiple of an inhomogeneous
(local) p-atom for Hppar(Rn×R). Finally, when the support of aj inersects the plane
Rn × {t = 0}, we let aj|Rn×(−∞,0) =: bj. Then, supp(Ebj) ⊂ 2Q, and
‖Ebj‖L∞(Rn×R) ≤ 2 ‖bj‖L∞(Rn×R) ≤ 2 ‖aj‖L∞(Rn×R) ≤ 2 r−
n+2
p .
If |2Q| = 1, then we may conclude that E (aj|Rn×(−∞,0)) is a fixed constant multiple
of an inhomogeneous (local) p-atom for Hppar(Rn×R). If |2Q| < 1, we have to ensure
that the vanishing moment condition holds. One can easily see that
∫
Rn×R
Ebj(x, t) dx dt =
∫
Rn×(−∞,0)
bj(x, t) dx dt−
∫
Rn×(0,∞)
bj(x,−t) dx dt = 0,
where we have used the change of variables t = −s for t ∈ (0,∞). Therefore, in this
case (and, as we have seen above, in the other cases, as well) E(aj|Rn×(−∞,0)) is a
fixed constant multiple of an inhomogeneous (local) p-atom for Hppar(Rn × R).
Consequently, Ef ∈ Hppar(Rn×R) for f ∈ Hppar(Rn× (−∞, 0)), which is what we
wanted to show.
Going further, granted that
[
Hp0par(Rn × R), Hp1par(Rn × R)
]
θ
= Hppar(Rn × R) for
indices n+2
n+3
< p0, p1 ≤ 1, 0 < θ < 1 and 1p = 1−θp0 + θp1 (Theorem 2.1.60, (j)), the
conclusion of part (ii) of Lemma 1.2.35 holds, i.e. we have proved the claim of Step I.
Step II. Show (3.4.55).
We apply Lemma 1.2.35, this time part (iii), with X = Y , D1 = Rn× (0, T ), and
XpiD2,∗ = H
pi
par,0(Rn × (0,∞)), i = 0, 1. In view of Step I and the fact that, based on
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the definitions of the spaces involved,
0H
p
par(Rn × (0, T )) =
{
f |Rn×(0,T ) : f ∈ Hppar,0(Rn × (0,∞))
}
,
in order to prove (3.4.55), it suffices to show that there exists a universal extension
operator
E˜ : 0H
p
par(Rn × (0, T )) −→ Hppar,0(Rn × (0,∞)).
To construct E˜, we first consider f from 0H
p
par(Rn × (0, T )). Then there exists a
function F ∈ Hppar(Rn ×R) such that suppF ⊆ Rn × [0,∞) and f = F |Rn×(0,T ). Let
us introduce ψ0, ψ1 ∈ C∞(R) with ψ0 + ψ1 = 1, so that
ψ0 ≡ 1 on [T,∞), suppψ0 ⊆ [0,∞),
ψ1 ≡ 1 on (−∞, 0], suppψ1 ⊆ (−∞, T ].
Now we define E˜f := ψ1F + ψ0Ef , where E is the extension operator introduced as
follows. For (x, t) ∈ Rn × R,
(Ef)(x, t) :=
{
f(x, t), if t < T,
− f(x, 2T − t), if t > T. (3.4.57)
Strictly speaking we need
E : 0H
p
par(Rn × (0, T )) −→ Hppar(Rn × R)
to be bounded, but since 0H
p
par(Rn× (0, T )) ↪→ Hppar(Rn× (−∞, T )), it is enough to
prove that
E : Hppar(Rn × (−∞, T )) −→ Hppar(Rn × R)
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is bounded. To show that Ef ∈ Hppar(Rn × R) for f ∈ Hppar(Rn × (−∞, T )) and
p ∈ (n+2
n+3
, 1], first note that, by definition, there exists F from Hppar(Rn × R) such
that F |Rn×(−∞,T ) = f . According to the atomic decomposition of the parabolic Hardy
space Hppar(Rn × R),
F =
∞∑
j=0
λjaj,
where {λj}j ∈ `p and aj’s are inhomogeneous (local) p-atoms satisfying
• supp aj ⊂ Q, |Q| = rn+2,
• ‖aj‖L∞(Rn×R) ≤ r−
n+2
p ,
• either |Q| < 1 and ∫Rn×R aj(x, t) dx dt = 0, or |Q| = 1.
Here Q is a parabolic cube in Rn × R (see Definition 2.1.44 and Theorem 2.1.46).
Then
Ef =
∞∑
j=0
λjE
(
aj|Rn×(−∞,T )
)
.
The claim that we make is that E
(
aj|Rn×(−∞,T )
)
is a fixed constant multiple of an
inhomogeneous (local) p-atom for Hppar(Rn×R). There are three different scenarios.
If supp aj ⊂ Rn × [T,∞), then, evidently, E
(
aj|Rn×(−∞,T )
)
= 0 is an inhomogeneous
(local) p-atom. When supp aj ⊂ Rn × (−∞, T ] (but the support of aj does not
intersect the plane Rn × {t = T}), then aj|Rn×(−∞,T ) = aj, and, for (x, t) ∈ Rn × R,
(Eaj)(x, t) =
{
aj(x, t), if t < T,
− aj(x, 2T − t), if t > T.
Since the transformation t 7→ 2T − t amounts to a reflection about the line t = T ,
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suppEaj ⊂ 2Q, and
‖Eaj‖L∞(Rn×R) ≤ 2 ‖aj‖L∞(Rn×R) ≤ 2 r−
n+2
p .
If |2Q| = 1, then, at this stage, we may conclude that E (aj|Rn×(−∞,T )) is a fixed
constant multiple of an inhomogeneous (local) p-atom for Hppar(Rn×R). If |2Q| < 1,
we have to ensure that the vanishing moment condition holds. To this end, note that
∫
Rn×R
Eaj(x, t) dx dt =
∫
Rn×(−∞,T )
aj(x, t) dx dt−
∫
Rn×(T,∞)
aj(x, 2T − t) dx dt = 0,
where we have used the change of variables 2T − t = s for t ∈ (T,∞). Therefore, in
this case, E(aj|Rn×(−∞,T )) is a fixed constant multiple of an inhomogeneous (local) p-
atom for Hppar(Rn×R). Finally, if the support of aj inersects the plane Rn×{t = T},
we let aj|Rn×(−∞,T ) =: bj. Then, supp(Ebj) ⊂ 2Q, and
‖Ebj‖L∞(Rn×R) ≤ 2 ‖bj‖L∞(Rn×R) ≤ 2 ‖aj‖L∞(Rn×R) ≤ 2 r−
n+2
p .
If |2Q| = 1, then we may conclude that E (aj|Rn×(−∞,T )) is a fixed constant multiple
of an inhomogeneous (local) p-atom for Hppar(Rn ×R). If |2Q| < 1, we have to make
sure that the vanishing moment condition holds. It is easy to see that
∫
Rn×R
Ebj(x, t) dx dt =
∫
Rn×(−∞,T )
bj(x, t) dx dt−
∫
Rn×(T,∞)
bj(x, 2T − t) dx dt = 0,
where we have used the change of variables 2T − t = s for t ∈ (T,∞). Therefore, in
this scenario (as well as in the other ones above) E(aj|Rn×(−∞,T )) is a fixed constant
multiple of an inhomogeneous (local) p-atom for Hppar(Rn×R). This proves the claim
we made earlier in Step II.
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Consequently, Ef ∈ Hppar(Rn ×R), which is what we wanted to show. Also, note
that Ef |Rn×(0,T ) = f ∈ 0Hppar(Rn × (0, T )).
Going further, we turn out attention to the operator E˜. From the definition of
E˜ one can easily see that E˜f ∈ Hppar(Rn × R) and supp E˜f ⊆ Rn × [0,∞). Hence
E˜f ∈ Hppar,0(Rn × (0,∞)).
Moreover, E˜f |Rn×(0,T ) = (ψ0 + ψ1)f = f ∈ 0Hppar(Rn × (0, T )), as desired.
In order to show that the definition of E˜ is independent of the choice of F , we pick
F and F ′ from Hppar(Rn×R) such that suppF ⊆ Rn× [0,∞), suppF ′ ⊆ Rn× [0,∞),
and F |Rn×(0,T ) = f = F ′|Rn×(0,T ). Then we can see that ψ1(F − F ′) ≡ 0 for a.e.
t ∈ R. This shows that the definition of E˜ is independent of the particular choice of
F . Hence, for given f, g ∈ 0Hppar(Rn× (0, T )) with extensions F and G, respectively,
from Hppar(Rn×R), we can choose F +G to be the extension of f + g. Consequently,
E˜ is linear. This concludes Step II and the proof of (3.4.55).
Case (ii) Ω is bounded. This can be carried out in a similar fashion to the proof
of part (d) of Theorem 2.3.20 for a bounded domain. ¤
Prior to our next interpolation theorem, we present an independent result, needed
in Theorems 3.4.3, 3.4.4 and 2.3.20.
Proposition 3.4.2. Let 1 < p <∞, 0 ≤ α ≤ 1 and I an interval in R. Then there
exists a linear extension operator
E : Lpα,par(Rn × I) −→ Lpα,par(Rn × R).
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Proof. Let us consider f ∈ Lpα,par(Rn × I) and, for x ∈ Rn, t ∈ R, we define
(Ef)(x, t) := E [f(x, ·)](t), (3.4.58)
where E is Stein’s extension operator. More specifically, E is introduced as follows.
Based on pp. 181 – 182 of [Ste1], there exists an infinitely differentiable function δ∗(t)
defined on R \ I such that δ∗(t) ≈ dist(t, I), and∣∣∣∣ dβdtβ δ∗(t)
∣∣∣∣ ≤ cβ (dist(t, I))1−β for every β ∈ N0.
Also, there exists a continuous function ψ defined on [1,∞) such that ψ(λ) = O(λ−N)
as λ→∞ for every N (ψ is rapidly decreasing at ∞), and
∫ ∞
1
ψ(λ) dλ = 1,
∫ ∞
1
λk ψ(λ) dλ = 0 for k = 1, 2, . . . .
Then the extension operator E is given by
Eu(t) :=

∫ ∞
1
u(t+ λ δ∗(t))ψ(λ) dλ, if t ∈ R \ I,
u(t), if t ∈ I.
Let us invoke Theorem 5 on p. 181 in [Ste1] to the effect that for all k ∈ N0 and all
p with 1 ≤ p ≤ ∞, the operator
E : Lpk(I)→ Lpk(R) is linear and bounded. (3.4.59)
As is well-known in the theory of complex interpolation of isotropic Sobolev spaces
(cf., e.g., p. 317 in [Tri2] or Proposition 2.4 on p. 170 in [JeKe]), for any k ∈ N0 and
1 < p <∞, [
Lpk(I), L
p
k+1(I)
]
θ
= Lpk+θ(I), 0 < θ < 1, (3.4.60)
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and (cf. part (7) of Theorem 6.4.5 in [BeLo¨]), for the same range of indices as above,
[
Lpk(R), L
p
k+1(R)
]
θ
= Lpk+θ(R), 0 < θ < 1. (3.4.61)
Now (3.4.59)-(3.4.61) further imply that, for 1 < p <∞ and α ≥ 0,
E : Lpα(I) −→ Lpα(R) is bounded. (3.4.62)
In our particular case we take u := f(x, ·), where x ∈ Rn. Then for (x, t) ∈ Rn×R,
E [f(x, ·)](t) =

∫ ∞
1
f(x, t+ λ δ∗(t))ψ(λ) dλ, if t ∈ R \ I,
f(x, t), if t ∈ I.
and, for any 1 ≤ j ≤ n, when t ∈ R \ I,
∂xjE [f(x, ·)](t) =
∫ ∞
1
∂xjf(x, t+ λ δ
∗(t))ψ(λ) dλ
= E [∂xjf(x, ·)](t).
Hence ∂xj(Ef) = E(∂xjf) for any 1 ≤ j ≤ n.
We next claim that, for 1 < p <∞,
E : Lp(Rn × I) −→ Lp(Rn × R) (3.4.63)
is bounded. Indeed, if we consider f ∈ Lp(Rn × I), then
‖Ef‖pLp(Rn×R) =
∫
Rn
∫
R
|E [f(x, ·)](t)|p dt dx
≤ c
∫
Rn
∫
I
|f(x, t)|p dt dx
= c ‖f‖pLp(Rn×I).
As a next step, we shall prove that, for 1 < p < ∞, E maps Lp1,par(Rn × I)
boundedly into Lp1,par(Rn ×R). To do so, let f ∈ Lp1,par(Rn × I). Then, according to
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the Fubini property of Lp1,par(Rn × R) (see Proposition 2.1.33),
‖Ef‖p
Lp1,par(Rn×R) ≈
∫
Rn
‖(Ef)(x, ·)‖p
Lp
1/2
(R) dx+
∫
R
‖(Ef)(·, t)‖p
Lp1(Rn)
dt
=: I + II.
(3.4.64)
The Fubini property of Lp1,par(Rn×I) (cf. Proposition 2.2.2), in concert with (3.4.62)
with α = 1/2, imply that
I =
∫
Rn
‖(Ef)(x, ·)‖p
Lp
1/2
(R) dx ≤ c
∫
Rn
‖f(x, ·)‖p
Lp
1/2
(I)
dx
≤ c ‖f‖p
Lp1,par(Rn×I).
(3.4.65)
Using (1.2.27) with X = R, (3.4.63) with α = 0 for f and ∇f , and the Fubini
property of Lp1,par(Rn × I), we obtain that
II =
∫
R
‖(Ef)(·, t)‖p
Lp1(Rn)
dt
≤ c
∫
R
‖(Ef)(·, t)‖pLp(Rn) dt+ c
∫
R
‖∇(Ef)(·, t)‖pLp(Rn) dt
≤ c
∫
I
∫
Rn
|f(x, t)|p dx dt+ c
∫
I
∫
Rn
|∇f(x, t)|p dx dt
≤ c
∫
I
‖f(·, t)‖p
Lp1(Rn)
dt
≤ c ‖f‖p
Lp1,par(Rn×I).
(3.4.66)
On account of (3.4.64) – (3.4.66), the operator
E : Lp1,par(Rn × I) −→ Lp1,par(Rn × R) (3.4.67)
is bounded for all 1 < p < ∞. In view of (3.4.63), (3.4.67) and the fact that E is a
linear operator, complex interpolation of Sobolev spaces (see p. 88 of [Gru1] for the
spaces defined on Rn × I, and part (h) of Theorem 2.1.60 for the target spaces) we
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obtain that, for all 1 < p <∞ and 0 ≤ α ≤ 1, the operator E introduced in (3.4.58)
has the following property:
E : Lpα,par(Rn × I) −→ Lpα,par(Rn × R) (3.4.68)
is bounded.
We also note that E defined in (3.4.58) is an extension operator, since for any
function f defined on Rn × I,
(Ef)|Rn×I = (Ef)|Rn×I = f. (3.4.69)
In view of (3.4.68) and (3.4.69) the proof of the proposition is complete. ¤
We now are ready to present our next interpolation result, this time involving
parabolic Sobolev spaces.
Theorem 3.4.3. Let Ω be a Lipschitz domain in Rn, 0 < T < ∞, and indices
1 < p0, p1 <∞, 0 ≤ α0, α1 ≤ 1. Then
[
0L
p0
α0,par
(∂Ω× (0, T )), 0Lp1α1,par(∂Ω× (0, T ))
]
θ
= 0L
p
α,par(∂Ω× (0, T )),
with equivalent norms, where 0 < θ < 1, 1
p
= 1−θ
p0
+ θ
p1
and α = (1− θ)α0 + θα1.
Proof. Case (i) Ω is unbounded. Thanks to a bi-Lipschitz change of variables, it is
enough to show that, for the appropriate indices,
[
0L
p0
α0,par
(Rn × (0, T )), 0Lp1α1,par(Rn × (0, T ))
]
θ
= 0L
p
α,par(Rn × (0, T )). (3.4.70)
Step I. Show that for the parameters as in the theorem,
[
Lp0α0,par,0(R
n × (0,∞)), Lp1α1,par,0(Rn × (0,∞))
]
θ
= Lpα,par,0(Rn × (0,∞)),
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where recall that
Lpα,par,0(Rn × (0,∞)) :=
{
f ∈ Lpα,par(Rn × R) : supp f ⊆ Rn × [0,∞)
}
.
We apply part (ii) of Lemma 1.2.35 with X = Y , Xpiαi = L
pi
αi,par
(Rn × R), i = 0, 1,
D2 = Rn × [0,∞), and
EDc2 = E : L
pi
αi,par
(Rn × (−∞, 0)) −→ Lpiαi,par(Rn × R),
where E is the extension operator introduced in Proposition 3.4.2 with I = (−∞, 0).
Granted that
[
Lp0α0,par(R
n × R), Lp1α1,par(Rn × R)
]
θ
= Lpα,par(Rn × R) for indices
1 < p0, p1 < ∞, α0, α1 ∈ R, 0 < θ < 1, 1p = 1−θp0 + θp1 and α = (1 − θ)α0 + θα1 (cf.
part (e) of Theorem 2.1.60), the conclusion of Lemma 1.2.35, part (ii), holds. This
finishes the proof of Step I.
Step II. Show (3.4.70).
We apply Lemma 1.2.35, this time part (iii), with X = Y , D1 = Rn × (0, T ),
Xpiαi,D2,∗ = L
pi
αi,par,0
(Rn × (0,∞)), i = 0, 1. In view of Step I and the fact that, based
on the definition of the spaces involved,
0L
p
α,par(Rn × (0, T )) =
{
f |Rn×(0,T ) : f ∈ Lpα,par,0(Rn × (0,∞))
}
,
in order to prove (3.4.70), it suffices to show that there exists a universal extension
operator
E˜ : 0L
p
α,par(Rn × (0, T )) −→ Lpα,par,0(Rn × (0,∞)).
To construct E˜, we first let f ∈ 0Lpα,par(Rn×(0, T )). Then, by definition, there exists
a function F ∈ Lpα,par(Rn × R) such that suppF ⊆ Rn × [0,∞) and f = F |Rn×(0,T ).
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Let us introduce ψ0, ψ1 ∈ C∞(R) with ψ0 + ψ1 = 1, so that
ψ0 ≡ 1 on [T,∞), suppψ0 ⊆ [0,∞),
ψ1 ≡ 1 on (−∞, 0], suppψ1 ⊆ (−∞, T ].
We now define E˜f := ψ1F +ψ0Ef , where E is the extension operator introduced in
Proposition 3.4.2 with I = (−∞, T ). Note that
0L
p
α,par(Rn × (0, T )) ↪→ Lpα,par(Rn × (−∞, T ))
and Ef |Rn×(0,T ) = f ∈ 0Lpα,par(Rn × (0, T )). We can easily show that E˜f belongs to
Lpα,par(Rn × R) and supp E˜f ⊆ Rn × [0,∞), hence
E˜f ∈ Lpα,par,0(Rn × (0,∞)).
Moreover, E˜f |Rn×(0,T ) = (ψ0 + ψ1)f = f ∈ 0Lpα,par(Rn × (0, T )), as desired.
To show that the definition of E˜ is independent of the choice of F , we choose F
and F ′ from Lpα,par(Rn × R) so that suppF ⊆ Rn × [0,∞), suppF ′ ⊆ Rn × [0,∞),
and F |Rn×(0,T ) = f = F ′|Rn×(0,T ). Then one can see that ψ1(F − F ′) ≡ 0 for a.e.
t ∈ R, i.e. the definition of E˜ is independent of the particular choice of F . Hence,
for given f, g ∈ 0Lpα,par(Rn × (0, T )) with extensions F and G, respectively, from
Lpα,par(Rn ×R), we can choose F +G to be the extension of f + g. Consequently, E˜
is linear. This concludes Step II and the proof of (3.4.70).
Case (ii) Ω is bounded. This can be carried out in a similar fashion to the proof
of part (d) of Theorem 2.3.20 for a bounded domain. ¤
The analogue of Theorem 3.4.3, with the complex interpolation method replaced
by the real one, is as follows.
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Theorem 3.4.4. Let Ω be a Lipschitz domain in Rn, 0 < T < ∞, and indices
1 < p <∞, 0 ≤ α0, α1 ≤ 1 so that α0 6= α1. Then
(
0L
p
α0,par
(∂Ω× (0, T )), 0Lpα1,par(∂Ω× (0, T ))
)
θ,p
= 0B
p
α,par(∂Ω× (0, T )),
with equivalent norms, where 0 < θ < 1 and α = (1− θ)α0 + θα1.
Proof. Case (i) Ω is unbounded. In this scenario, in order to prove the theorem, it
is enough to show (due to a bi-Lipschitz change of variables), that
(
0L
p
α0,par
(Rn × (0, T )), 0Lpα1,par(Rn × (0, T ))
)
θ,p
= 0B
p
α,par(Rn × (0, T )) (3.4.71)
for the appropriate range of indices.
Step I. Show that under the current assumptions on the indices,
(
Lpα0,par,0(R
n × (0,∞)), Lpα1,par,0(Rn × (0,∞))
)
θ,p
= Bpα,par,0(Rn × (0,∞)),
where recall that
Lpα,par,0(Rn × (0,∞)) :=
{
f ∈ Lpα,par(Rn × R) : supp f ⊆ Rn × [0,∞)
}
and
Bpα,par,0(Rn × (0,∞)) :=
{
f ∈ Bpα,par(Rn × R) : supp f ⊆ Rn × [0,∞)
}
.
We apply part (ii) of Lemma 1.2.24 with Xpαi = L
p
αi,par
(Rn × R), i = 0, 1, Y pα =
Bpα,par(Rn × R), D2 = Rn × [0,∞), and
EDc2 = E : L
p
αi,par
(Rn × (−∞, 0)) −→ Lpαi,par(Rn × R),
where E is the extension operator introduced in Proposition 3.4.2 with I = (−∞, 0).
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Granted that
(
Lpα0,par(R
n × R), Lpα1,par(Rn × R)
)
θ,p
= Bpα,par(Rn × R) for indices
1 < p <∞, α0, α1 ∈ R, α0 6= α1, 0 < θ < 1, and α = (1− θ)α0 + θα1 (cf. part (i) of
Theorem 2.1.60), the conclusion of Lemma 1.2.24, part (ii), holds. This finishes the
proof of the claim in Step I.
Step II. Show (3.4.71).
To this end, we invoke part (iii) of Lemma 1.2.24 withD1 = Rn×(0, T ), Xpαi,D2,∗ =
Lpαi,par,0(R
n × (0,∞)), i = 0, 1, and Y pα,D2,∗ = Bpα,par,0(Rn × (0,∞)). Since
0L
p
α,par(Rn × (0, T )) =
{
f |Rn×(0,T ) : f ∈ Lpα,par,0(Rn × (0,∞))
}
and
0B
p
α,par(Rn × (0, T )) =
{
f |Rn×(0,T ) : f ∈ Bpα,par,0(Rn × (0,∞))
}
,
with Step I in hand, in order to prove (3.4.71), it suffices to show that there exists a
universal extension operator
E˜ : 0L
p
α,par(Rn × (0, T )) −→ Lpα,par,0(Rn × (0,∞)).
We take E˜ to be the same operator as in the proof of Theorem 3.4.3. This concludes
the proof of (3.4.71).
Case (ii) Ω is bounded. An argument similar to the one in the proof of Theo-
rem 2.3.20, part (d) for a bounded domain, yields the desired conclusion. ¤
We now turn our attention to the complex interpolation of parabolic Besov and
Triebel-Lizorkin spaces. Since an extension operator applied to these spaces will be
often used, we recall from Remark 2.2.7 the following.
275
Remark 3.4.5. Let Ω be a Lipschitz domain in Rn, I ⊆ R an interval. Then there
exists a linear extension operator E such that
‖Ef‖F p,qα,par(Rn×R) ≤ c ‖f‖F p,qα,par(Ω×I),
where 0 < p, q <∞ and
α > σp,q := max
{
0, (n+ 2)
(
1
p
− 1
)
, (n+ 2)
(
1
q
− 1
)}
.
The same extension operator E has the property that
E : Bp,qα,par(Ω× I) −→ Bp,qα,par(Rn × R)
is bounded for 1 ≤ p <∞, 0 < q ≤ ∞ and α > 0. For more details on E the reader
is referred to Remark 2.2.7.
Theorem 3.4.6. Consider a Lipschitz domain Ω ⊂ Rn, 0 < T < ∞, and indices
1 ≤ p0, p1 <∞, 1 ≤ q0, q1 ≤ ∞, 0 < α0, α1 < 1. Then
[
0B
p0,q0
α0,par
(∂Ω× (0, T )), 0Bp1,q1α1,par(∂Ω× (0, T ))
]
θ
= 0B
p,q
α,par(∂Ω× (0, T )),
with equivalent norms, where 0 < θ < 1, 1
p
= 1−θ
p0
+ θ
p1
, 1
q
= 1−θ
q0
+ θ
q1
and α =
(1− θ)α0 + θα1.
Proof. Case (i) Ω is unbounded. In order to prove the theorem in this scenario, it
suffices to show that, for the appropriate indices
[
0B
p0,q0
α0,par
(Rn × (0, T )), 0Bp1,q1α1,par(Rn × (0, T ))
]
θ
= 0B
p,q
α,par(Rn × (0, T )). (3.4.72)
Step I. Show that for the parameters as in the theorem,
[
Bp0,q0α0,par,0(R
n × (0,∞)), Bp1,q1α1,par,0(Rn × (0,∞))
]
θ
= Bp,qα,par,0(Rn × (0,∞)),
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where recall that by definition
Bp,qα,par,0(Rn × (0,∞)) :=
{
f ∈ Bp,qα,par(Rn × R) : supp f ⊆ Rn × [0,∞)
}
.
We first recall part (ii) of Lemma 1.2.35 with X = Y , Xpi,qiαi = B
pi,qi
αi,par
(Rn × R),
i = 0, 1, D2 = Rn × [0,∞), and
EDc2 = E : B
pi,qi
αi,par
(Rn × (−∞, 0)) −→ Bpi,qiαi,par(Rn × R),
where E is the extension operator as in either Remark 3.4.5 or Remark 2.2.9. Second,
granted that
[
Bp0,q0α0,par(R
n × R), Bp1,q1α1,par(Rn × R)
]
θ
= Bp,qα,par(Rn × R)
for indices 0 < p0, p1, q0, q1 ≤ ∞, α0, α1 ∈ R, 0 < θ < 1, 1p = 1−θp0 + θp1 , 1q = 1−θq0 + θq1
and α = (1 − θ)α0 + θα1 (cf. Theorem 2.1.60, (f)), the conclusion of part (ii) of
Lemma 1.2.35 holds. Therefore, the proof of the claim made in Step I is complete.
Step II. Show (3.4.72).
We apply part (iii) of Lemma 1.2.35 with X = Y , D1 = Rn × (0, T ), Xpi,qiαi,D2,∗ =
Bpi,qiαi,par,0(R
n × (0,∞)), i = 0, 1. Considering also the result proved in Step I and the
fact that, on account of definitions,
0B
p,q
α,par(Rn × (0, T )) =
{
f |Rn×(0,T ) : f ∈ Bp,qα,par,0(Rn × (0,∞))
}
,
in order to prove (3.4.72), it is enough to show that there exists a universal extension
operator
E˜ : 0B
p,q
α,par(Rn × (0, T )) −→ Bp,qα,par,0(Rn × (0,∞)).
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To construct E˜, we first let f ∈ 0Bp,qα,par(Rn×(0, T )). Then there exists a function
F ∈ Bp,qα,par(Rn × R) such that suppF ⊆ Rn × [0,∞) and f = F |Rn×(0,T ). Let us
introduce ψ0, ψ1 ∈ C∞(R) with ψ0 + ψ1 = 1, so that
ψ0 ≡ 1 on [T,∞), suppψ0 ⊆ [0,∞),
ψ1 ≡ 1 on (−∞, 0], suppψ1 ⊆ (−∞, T ].
We then define E˜f := ψ1F + ψ0Ef , where E is the extension operator from Re-
mark 3.4.5. Note that E˜f ∈ Bp,qα,par(Rn × R) and supp E˜f ⊆ Rn × [0,∞), hence
E˜f ∈ Bp,qα,par,0(Rn × (0,∞)).
One also has the following: 0B
p,q
α,par(Rn × (0, T )) ↪→ Bp,qα,par(Rn × (−∞, T )), and
Ef |Rn×(0,T ) = f ∈ 0Bp,qα,par(Rn × (0, T )). This further implies that E˜f |Rn×(0,T ) =
(ψ0 + ψ1)f = f ∈ 0Bp,qα,par(Rn × (0, T )).
To show that the definition of E˜ is independent of the choice of F , we pick F
and F ′ from Bp,qα,par(Rn×R) such that suppF ⊆ Rn× [0,∞), suppF ′ ⊆ Rn× [0,∞),
and F |Rn×(0,T ) = f = F ′|Rn×(0,T ). Then one can see that ψ1(F − F ′) ≡ 0 for a.e.
t ∈ R, i.e. the definition of E˜ is independent of the particular choice of F . Hence,
for given f, g ∈ 0Bp,qα,par(Rn × (0, T )) with extensions F and G, respectively, from
Bp,qα,par(Rn × R), one can choose F + G to be the extension of f + g. Consequently,
E˜ is linear. This concludes Step II and the proof of (3.4.72).
Case (ii) Ω is bounded. The same reasoning as in the proof of Theorem 2.3.20,
part (d) for a bounded domain, yields the desired result, concluding the proof of
Theorem 3.4.6. ¤
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In a very similar fashion, using the complex interpolation of Triebel-Lizorkin
spaces on the Euclidean setting (part (e) of Theorem 2.1.60) and the extension
operator from Remark 3.4.5, we obtain the following.
Theorem 3.4.7. Consider a Lipschitz domain Ω ⊂ Rn, 0 < T < ∞, and indices
0 < p0, p1, q0, q1 <∞ and
αi > σpi,qi := max
{
0, (n+ 1)
(
1
pi
− 1
)
, (n+ 1)
(
1
qi
− 1
)}
, i = 0, 1. (3.4.73)
Then
[
0F
p0,q0
α0,par
(∂Ω× (0, T )), 0F p1,q1α1,par(∂Ω× (0, T ))
]
θ
= 0F
p,q
α,par(∂Ω× (0, T )),
with equivalent quasi-norms, where 0 < θ < 1, 1
p
= 1−θ
p0
+ θ
p1
, 1
q
= 1−θ
q0
+ θ
q1
and
α = (1− θ)α0 + θα1.
Remark 3.4.8. We first note that the condition (3.4.73) ensures the existence of the
extension operator as in Remark 3.4.5, that are needed in the proof of Theorem 3.4.7.
Second, we observe that in particular, if 1 ≤ pi, qi <∞, i = 0, 1, in Theorem 3.4.7,
then σpi,qi = 0, i = 0, 1. Therefore, in this scenario, the condition (3.4.73) reduces to
αi > 0, i = 0, 1.
Third, if n+1
n+2
< p0, p1 ≤ 1 and q0 = q1 = 2 in Theorem 3.4.7, then
1 > σpi = max
{
0, (n+ 1)
(
1
pi
− 1
)}
.
Therefore, we may consider the special case when α0 = α1 = 1, and, on account of
Theorem 2.1.59 to the effect that H1,ppar(Rn × R) ≡ F p,21,par(Rn × R) for n+2n+3 < p ≤ 1,
we arrive at the following theorem, which will be useful later on.
279
Theorem 3.4.9. Consider a Lipschitz domain Ω ⊂ Rn, 0 < T < ∞, and indices
n+1
n+2
< p0, p1 ≤ 1. Then
[
0H
1,p0
par (∂Ω× (0, T )), 0H1,p1par (∂Ω× (0, T ))
]
θ
= 0H
1,p
par(∂Ω× (0, T )),
where 0 < θ < 1 and 1
p
= 1−θ
p0
+ θ
p1
.
In the last part of this section we prove three complex interpolation results which
involve parabolic Besov spaces with particular amounts of smoothness, and with two
different types of built-in initial conditions. These properties will play important
roles in Chapter 7. Recall the hexagon OABCDE from our earlier discussion.
1
p
αO(0, 0) (1, 0)
(0, 1)
(0, 1
2
)
666
---
E(ε, 0)
A(0, 1+ε
2
)
D(1, 1−ε
2
)
B(1− ε,1)
C(1, 1)
!!
!!
!!
!!
!!
!!
!!
!!
!!
!!
!!
!!
!!
!!
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Theorem 3.4.10. Consider a bounded Lipschitz domain Ω ⊂ Rn, 0 < T <∞, and
indices 1 < p0, p1 < ∞, 0 < α0, α1 < 1 such that the pairs (1 − αi, 1pi ), i = 0, 1,
belong to the interior of the hexagon OABCDE. Then
[
0B
p0
1−α0+ 1p0 ,par
(Ω× (0, T )), 0Bp11−α1+ 1p1 ,par(Ω× (0, T ))
]
θ
= 0B
p
1−α+ 1
p
,par
(Ω× (0, T )),
(3.4.74)
with equivalent norms, where 0 < θ < 1, 1
p
= 1−θ
p0
+ θ
p1
, and α = (1− θ)α0 + θα1.
Proof. Step I. Show that for the appropriate parameters,
[
Bp0
1−α0+ 1p0 ,par,0
(Ω× (0,∞)), Bp1
1−α1+ 1p1 ,par,0
(Ω× (0,∞))
]
θ
= Bp
1−α+ 1
p
,par,0
(Ω× (0,∞)),
where, by definition,
Bp
1−α+ 1
p
,par,0
(Ω× (0,∞)) :=
{
f ∈ Bp
1−α+ 1
p
,par
(Ω× R) : supp f ⊆ Ω× [0,∞)
}
.
We first consider part (ii) of Lemma 1.2.35 in the special case when X = Y , Xpi,piαi =
Bpi
1−αi+ 1p ,par
(Ω× R), i = 0, 1, D2 = Ω× [0,∞), and
EDc2 = R|Ω×R ◦ E : Bpi1−αi+ 1p ,par(Ω× (−∞, 0)) −→ B
pi
1−αi+ 1p ,par
(Ω× R),
where E is the extension operator from Remark 3.4.5.
Granted that
[
Bp0
1−α0+ 1p ,par
(Ω× R), Bp1
1−α1+ 1p ,par
(Ω× R)
]
θ
= Bp
1−α+ 1
p
,par
(Ω × R)
for indices 1 < p0, p1 < ∞, 0 < α0, α1 < 1, 0 < θ < 1, 1p = 1−θp0 + θp1 , and
α = (1− θ)α0+ θα1 (cf. part (g) of Theorem 2.2.8), the conclusion of Lemma 1.2.35
holds. This finishes the proof of he claim made in Step I.
Step II. Show (3.4.74).
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Our goal is to apply part (iii) of Lemma 1.2.35 with X = Y , D1 = Ω × (0, T ),
Xpi,piαi,D2,∗ = B
pi
1−αi+ 1p ,par,0
(Ω × (0,∞)), i = 0, 1. We recall Theorem 3.1.20 regarding
the equivalence between the classes 0B
q
β,par(Ω× (0, T )) and ¤Bqβ,par(Ω× (0, T )) for a
bounded Lipschitz domain, where (β − 1
q
, 1
q
) belongs to the interior of the hexagon
OABCDE. In our situation, i.e. with 1 − αi + 1pi , i = 0, 1, and 1 − α + 1p in place
of β, by hypotheses and convex combination, the conditions (1−αi, 1pi ), (1−α, 1p) ∈
interior of the hexagon OABCDE are naturally satisfied. Then, by Theorem 3.1.20
and by the definitions of the spaces involved,
0B
pi
1−αi+ 1pi ,par
(Ω× (0, T )) =
{
f |Ω×(0,T ) : f ∈ Bpi1−αi+ 1pi ,par,0(Ω× (0,∞))
}
, i = 0, 1,
(3.4.75)
for the range of indices we consider. There is a similar characterization of the space
0B
p
1−α+ 1
p
,par
(Ω × (0, T )), as well. In view of (3.4.75), Step I and the particular case
of Lema 1.2.35 mentioned above, in order to show (3.4.74), it suffices to prove that
there exists a universal extension operator
E˜ : 0B
p
1−α+ 1
p
,par
(Ω× (0, T )) −→ Bp
1−α+ 1
p
,par,0
(Ω× (0,∞)).
To construct E˜, we first let f ∈ 0Bp1−α+ 1
p
,par
(Ω × (0, T )). Then, by definition,
there exists a function F ∈ Bp
1−α+ 1
p
,par
(Ω × R) such that suppF ⊆ Ω × [0,∞) and
f = F |Ω×(0,T ). Let us introduce ψ0, ψ1 ∈ C∞(R) with ψ0 + ψ1 = 1, such that
ψ0 ≡ 1 on [T,∞), suppψ0 ⊆ [0,∞),
ψ1 ≡ 1 on (−∞, 0], suppψ1 ⊆ (−∞, T ].
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We now define E˜f := ψ1F + ψ0 (R|Ω×R ◦ E)f , where E is the extension operator as
in Remark 3.4.5.
Note that E˜f ∈ Bp
1−α+ 1
p
,par
(Ω× R) and supp E˜f ⊆ Ω× [0,∞), hence
E˜f ∈ Bp
1−α+ 1
p
,par,0
(Ω× (0,∞)).
Also, it is easy to see that 0B
p
1−α+ 1
p
,par
(Ω × (0, T )) ↪→ Bp
1−α+ 1
p
,par
(Ω × (−∞, T )),
and Ef |Ω×(0,T ) = f ∈ 0Bp1−α+ 1
p
,par
(Ω × (0, T )). In addition to that, E˜f |Ω×(0,T ) =
(ψ0 + ψ1)f = f ∈ 0Bp1−α+ 1
p
,par
(Ω× (0, T )).
To show that the definition of E˜ is independent of the choice of F , we pick F
and F ′ from Bp
1−α+ 1
p
,par
(Ω× R) so that suppF ⊆ Ω× [0,∞), suppF ′ ⊆ Ω× [0,∞),
and F |Ω×(0,T ) = f = F ′|Ω×(0,T ). Then one can see that ψ1(F − F ′) ≡ 0 for a.e.
t ∈ R, i.e. the definition of E˜ is independent of the particular choice of F . Hence,
for given f, g ∈ 0Bp1−α+ 1
p
,par
(Ω× (0, T )) with extensions F and G, respectively, from
Bp
1−α+ 1
p
,par
(Ω×R), we can choose F +G to be the extension of f + g. Consequently,
E˜ is linear. This concludes Step II and the proof of Theorem 3.4.10. ¤
Contrary to the results we have presented above in this section, we now consider
parabolic Besov spaces with a different type of built-in initial condition. The hexagon
OABCDE retains the same significance as above.
Theorem 3.4.11. Let Ω be a bounded Lipschitz domain in Rn, 0 < T < ∞, and
indices 1 < p0, p1 < ∞, 0 < α0, α1 < 1 such that the pairs (αi, 1 − 1pi ), i = 0, 1,
belong to the interior of the hexagon OABCDE. Then[
zB
p0
−1−α0+ 1p0 ,par
(Ω× (0, T )), zBp1−1−α1+ 1p1 ,par(Ω× (0, T ))
]
θ
= zB
p
−1−α+ 1
p
,par
(Ω×(0, T )),
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with equivalent norms, where 0 < θ < 1, 1
p
= 1−θ
p0
+ θ
p1
and α = (1− θ)α0 + θα1.
Proof. As a first step, similar to the proof of Theorem 3.4.10, we show that the space
0Bp
1−α+ 1
p
,par
(Ω × (0, T )) is a complex interpolation scale for (1 − α, 1
p
) ∈ interior of
the hexagon OABCDE, or, equivalently,
0Bp
β+ 1
p
,par
(Ω× (0, T )) is a complex interpolation scale for
(β,
1
p
) ∈ interior of the hexagon OABCDE.
(3.4.76)
We next recall from Theorem 3.1.11 and Corollary 3.1.12 that for any p, β ∈ R such
that 1 < p <∞ and β + 1
p
6= 0,
(
0Bp
β+ 1
p
,par
(Ω× (0, T ))
)∗
= zB
p′
−β− 1
p
,par
(Ω× (0, T )) (3.4.77)
and (
zB
p′
−β− 1
p
,par
(Ω× (0, T ))
)∗
= 0Bp
β+ 1
p
,par
(Ω× (0, T )) (3.4.78)
respectively, where 1/p + 1/p′ = 1. Based on (3.4.77) and (3.4.78), it is easy to see
that 0Bp
β+ 1
p
,par
(Ω×(0, T )) is reflexive. With this and (3.4.76) in hand, we can use the
Duality Theorem for the complex interpolation method (cf., e.g., Theorem 4.5.1 and
Corollary 4.5.2 in [BeLo¨]), and we ultimately obtain that zB
p′
−β− 1
p
,par
(Ω× (0, T )) is a
complex interpolation scale for the range (β, 1
p
) ∈ interior of the hexagon OABCDE.
This, in turn, is equivalent with the fact that zB
p′
−1−β+ 1
p′ ,par
(Ω× (0, T )) is a complex
interpolation scale for (β, 1− 1
p′ ) ∈ interior of the hexagon OABCDE, as desired. ¤
In a very similar fashion, this time relying on Theorem 3.1.13 and Corollary 3.1.14
(instead of Theorem 3.1.11 and Corollary 3.1.12), we obtain the following.
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Theorem 3.4.12. Let Ω be a bounded Lipschitz domain in Rn, 0 < T < ∞, and
indices 1 < p0, p1 < ∞, 0 < α0, α1 < 1 such that the pairs (αi, 1 − 1pi ), i = 0, 1,
belong to the interior of the hexagon OABCDE. Then
[
zBp0−1−α0+ 1p0 ,par
(Ω× (0, T )), zBp1−1−α1+ 1p1 ,par(Ω× (0, T ))
]
θ
= zBp−1−α+ 1
p
,par
(Ω×(0, T )),
with equivalent norms, where 0 < θ < 1, 1
p
= 1−θ
p0
+ θ
p1
and α = (1− θ)α0 + θα1.
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Chapter 4
Mapping properties of the double
layer potential
Our goal in this chapter is to prove that for a bounded Lipschitz domain Ω ⊂ Rn,
0 < T <∞ and appropriate indices, the caloric double layer potential D is a bounded
linear map from 0B
p
α,par(∂Ω×(0, T )) into 0Bpα+ 1
p
,par
(Ω×(0, T )) (see Theorem 4.2.11).
This can be achieved via interpolation between the endpoint cases p = 1 (Theo-
rem 4.1.2) and p =∞ (Theorem 4.1.4).
4.1 Two basic estimates
This section contains the discussion of the above mentioned endpoint cases p = 1
and p =∞.
Recall from (1.1.5) that the caloric double layer potential operator is defined by
Df(x, t) :=
∫
∂Ω×R
∂νy [E(x− y, t− s)]f(y, s) dσy ds
for (x, t) ∈ Ω×R, where E(x, t) is the fundamental solution of the heat operator and
Ω is a domain in Rn with outward unit notmal ν and surface measure dσ. Before
stating our first result, we need to fix some notation. By δ(x), for x ∈ Ω, we mean
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the distance from x to the boundary of the domain Ω in Rn, i.e. δ(x) := dist(x, ∂Ω).
The symbol ∇k denotes any combination of mixed spacial partial derivatives of order
k. Also, recall the definition of the fractional integral operator from (1.1.4).
The most significant result regarding one of the endpoint cases (when p = 1) is
as follows.
Theorem 4.1.1. Let Ω be a Lipschitz domain in Rn, and consider N := k + 2γ −
2θ − α − 1 > −1, where k, γ ∈ N0, 0 ≤ θ < 1, 0 < α < 1 such that 2γ − 2θ − α > 0
for θ 6= 0. Then
δN∇k∂γtimeIθtimeD : B1α, par(∂Ω× R) −→ L1(Ω× R) (4.1.1)
is bounded.
Proof. First let us consider the case 0 < θ < 1.
Let f ∈ B1α,par(∂Ω × R) and fix (x, t) ∈ Ω × R. Also let xˆ ∈ ∂Ω such that
δ(x) = dist(x, ∂Ω) = |x− xˆ| and denote this distance by τ . Then we have
(δN∇k∂γtimeIθtimeDf)(x, t)
=
∫
R
∫
∂Ω
δ(x)N(∂ν(y)∇k∂γtimeIθtime)[E(x− y, t− s)]f(y, s) dσy ds
= δ(x)N
∫
R
∫
∂Ω
(∇k+1∂γtimeIθtime)[E(x− y, t− s)]{f(y, s)− f(xˆ, t)} dσy ds
+ δ(x)Nf(xˆ, t)(∇k∂γtimeIθtime)
{∫
R
∫
∂Ω
∂ν(y)[E(x− y, t− s)] dσy ds
}
,
where the last term equals zero, since the expression inside the braces is D1 = 1, and
we cannot have k = 0 and γ = 0 at the same time. In view of the Fubini property
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of the space B1α,par(∂Ω× R) (see Proposition 2.3.16), we need to prove that
‖δN∇k∂γtimeIθtimeDf‖L1(Ω×R) ≤
∫
∂Ω
‖f(y, ·)‖B1
α/2
(R)dσy +
∫
R
‖f(·, t)‖B1α(∂Ω)dt. (4.1.2)
We will show that∫
Ω×R
∫
∂Ω×R
δ(x)N |(∇k+1∂γtimeIθtime)[E(x− y, t− s)]| |f(y, s)− f(y, t)| dσy ds dx dt
≤ c
∫
∂Ω
∫
R
∫
R
|f(y, s)− f(y, t)|
|t− s|1+α2 dt ds dσy,
(4.1.3)
and that∫
Ω×R
∫
∂Ω×R
δ(x)N |(∇k+1∂γtimeIθtime)[E(x− y, t− s)]| |f(y, t)− f(xˆ, t)| dσy ds dx dt
≤ c
∫
R
∫
∂Ω
∫
∂Ω
|f(y, t)− f(z, t)|
|y − z|n−1+α dσy dσz dt,
(4.1.4)
which yield to a slightly stronger inequality than (4.1.2).
To show (4.1.3) and (4.1.4), we split the domain of integration into two parts,
first we consider the case when |x− y|2 ≥ |t− s|, second, when |x− y|2 < |t− s|.
Using (1.2.19), the left-hand side of (4.1.3), when |x − y|2 ≥ |t − s|, is bounded
by
c
∫
D1
τN
|t− s|θ
|x− y|n+k+1+2γ
[
min
{
1,
|x− y|2
|t− s|
}]γ+1
|f(y, s)− f(y, t)| dσy ds dx dt,
(4.1.5)
where
D1 := {(x, t, y, s) ∈ Ω× R× ∂Ω× R : |x− y|2 ≥ |t− s|}.
By the change of variables x = (xˆ, τ) ∈ ∂Ω× R+, (4.1.5) is bounded by
c
∫
D2
τN
|t− s|θ
(|xˆ− y|+ τ)n+k+1+2γ |f(y, s)− f(y, t)| dσy ds dσxˆ dτ dt, (4.1.6)
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where
D2 := {(xˆ, τ, t, y, s) ∈ ∂Ω× R+ × R× ∂Ω× R : |xˆ− y|+ τ ≥ |t− s|1/2}.
Note that |x − y| ≈ |xˆ − y| + τ (we were also using that dx ≈ dσxˆdτ). Making the
translation xˆ− y = x′ ∈ Rn−1, the expresion in (4.1.6) is controlled by
c
∫
D3
τN
|t− s|θ|f(y, s)− f(y, t)|
(|x′|+ τ)n+k+1+2γ dσy ds dt dx
′ dτ. (4.1.7)
Here
D3 := {(x′, τ, t, y, s) ∈ Rn−1 × R+ × R× ∂Ω× R : |x′|+ τ ≥ |t− s|1/2}.
Now if we rescale (4.1.7) in x′ and τ , by setting x′ = |t− s|1/2x′′ and τ = |t− s|1/2τ ′,
we’ll obtain that (4.1.7) is bounded by ∫
∂Ω
∫
R
∫
R
|f(y, s)− f(y, t)|
|t− s|1+α/2 ds dt dσy
 ∫
D4
(τ ′)N
(|x′′|+ τ ′)n+k+1+2γ dx
′′ dτ ′
 , (4.1.8)
where D4 := {(x′′, τ ′) ∈ Rn−1 × R+ : |x′′| + τ ′ ≥ c}. Denote the integral in the
brackets in (4.1.8) by I1. Comparing (4.1.3) and (4.1.8), we are left with showing
that I1 is finite.
When τ ′ ≥ |x′′|, we make the change of variables x′′ = τ ′x˜, x˜ ∈ Rn−1. Then from
the conditions we have for τ ′ and x′′ it follows that τ ′ > c and |x˜| ≤ 1. The integral
I1 ≤ c

∫
τ ′∈R+
τ ′>c
dτ ′
(τ ′)2θ+α+3

∫
x˜∈Rn−1
|x˜|≤1
dx˜
(|x˜|+ 1)n+k+1+2γ <∞,
since 2θ + α+ 3 > 1.
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If |x′′| > τ ′, we let τ ′ = |x′′|r, r ∈ R+. Hence
I1 ≤ c

∫
r∈R+
r≤1
rN
(1 + r)n+k+1+2γ
dr

∫
x′′∈Rn−1
|x′′|>c
dx′′
|x′′|n+2θ+α+1 <∞.
Here we were using that the power of |x′′| is greater than n− 1, and that for r ≤ 1
the expression 1 + r behaves like 1, and
∫
0<r≤1 r
Ndr is finite for N > −1.
As of now we proved that (4.1.3) holds true when |x− y|2 ≥ |t− s|. For the other
domain of integration, following the same steps as before (x = (xˆ, τ), xˆ − y = x′),
we obtain that, when |x− y|2 < |t− s|, the left-hand side of (4.1.3) is bounded by
c
∫
D′1
τN
|t− s|θ
|x− y|n+k+1+2γ
[
min
{
1,
|x− y|2
|t− s|
}]γ+1
|f(y, s)− f(y, t)| dσy ds dx dt
≤ c
∫
D′2
τN
|f(y, s)− f(y, t)|
(|xˆ− y|+ τ)n+k−1|t− s|γ−θ+1 dσy ds dσxˆ dτ dt
≤ c
∫
D′3
τN |f(y, s)− f(y, t)|
(|x′|+ τ)n+k−1|t− s|γ−θ+1 dσy ds dx
′ dτ dt, (4.1.9)
where
D′1 := {(x, t, y, s) ∈ Ω× R× ∂Ω× R : |x− y|2 < |t− s|},
D′2 := {(xˆ, τ, t, y, s) ∈ ∂Ω× R+ × R× ∂Ω× R : |xˆ− y|+ τ < |t− s|1/2},
and
D′3 := {(x′, τ, t, y, s) ∈ Rn−1 × R+ × R× ∂Ω× R : |x′|+ τ < |t− s|1/2}.
As in the previous case, let x′ = |t−s|1/2x′′ and τ = |t−s|1/2τ ′. Then the integral
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in (4.1.9) is controlled by
c
 ∫
∂Ω
∫
R
∫
R
|f(y, s)− f(y, t)|
|t− s|1+α/2 dt ds dσy

 ∫
D′4
(τ ′)N
(|x′′|+ τ ′)n+k−1 dx
′′ dτ ′
 , (4.1.10)
where D′4 := {(x′′, τ ′) ∈ Rn−1 × R+ : |x′′| + τ ′ < c}. We denote the integral in the
brackets in (4.1.10) by I ′1, and we will show that I
′
1 is finite.
First, suppose that |x′′| ≤ τ ′ and set x′′ = x˜τ ′, x˜ ∈ Rn−1. Then |x˜| ≤ 1,
0 < τ ′ < c, and
I ′1 ≤ c
 ∫
0<τ ′<c
(τ ′)2γ−2θ−α−1 dτ ′
 ∫
x˜∈Rn−1
|x˜|≤1
dx˜
(1 + |x˜|)n+k−1 <∞,
since 2γ − 2θ − α− 1 > −1.
Second, assume |x′′| > τ ′, and set τ ′ = |x′′|r, r ∈ R+. Then
I ′1 ≤ c
 ∫
0<r<1
rN
(1 + r)n+k−1
dr
 ∫
x′′∈Rn−1
|x′′|<c
dx′′
|x′′|n−2γ+2θ+α−1 <∞,
where we were using that 1 + r ≈ 1, ∫
0<r<1
rNdr < ∞ for N > −1, and that
n − 2γ + 2θ + α − 1 < n − 1, x′′ ∈ Rn−1. Therefore, I ′1 is finite, and by comparing
(4.1.10) with (4.1.3), we can see that (4.1.3) is proved.
Now we turn our attention to (4.1.4). Using again (1.2.19), the left-hand side of
(4.1.4), when |x− y|2 ≥ |t− s|, is bounded by
c
∫
D1
τN
|t− s|θ
|x− y|n+k+1+2γ
[
min
{
1,
|x− y|2
|t− s|
}]γ+1
|f(y, t)− f(xˆ, t)| dσy ds dx dt,
(4.1.11)
where D1 is as before, i.e.
D1 = {(x, t, y, s) ∈ Ω× R× ∂Ω× R : |x− y|2 ≥ |t− s|}.
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By the change of variables x = (xˆ, τ) ∈ ∂Ω× R+, (4.1.11) is bounded by
c
∫
D2
τN
|t− s|θ
(|xˆ− y|+ τ)n+k+1+2γ |f(y, t)− f(xˆ, t)| dσy ds dσxˆ dτ dt.
Here
D2 = {(xˆ, τ, t, y, s) ∈ ∂Ω× R+ × R× ∂Ω× R : |xˆ− y|+ τ ≥ |t− s|1/2},
as before (we were also using that |x − y| ≈ |xˆ − y| + τ and dx ≈ dσxˆdτ). Let
t− s = s′. Then the above integral is equivalent with
c
∫
D5
τN
|s′|θ
(|xˆ− y|+ τ)n+k+1+2γ |f(y, t)− f(xˆ, t)| dσy ds
′ dσxˆ dτ dt, (4.1.12)
where
D5 := {(xˆ, τ, t, y, s′) ∈ ∂Ω× R+ × R× ∂Ω× R : |xˆ− y|+ τ ≥ |s′|1/2}.
Now we rescale in τ and s′, by setting τ = τ ′|xˆ− y| and s′ = s′′|xˆ− y|, to obtain
that (4.1.12) is controlled by
c
 ∫
∂Ω
∫
∂Ω
∫
R
|f(y, t)− f(xˆ, t)|
|xˆ− y|n−1+α dt dσy dσxˆ
×
×
∫
τ ′∈R+
(τ ′)N
(1 + τ ′)n+k+1+2γ

∫
s′′∈R
|s′′|1/2≤1+τ ′
|s′′|θds′′
 dτ ′
≤ c
 ∫
∂Ω
∫
∂Ω
∫
R
|f(y, t)− f(xˆ, t)|
|xˆ− y|n−1+α dt dσy dσxˆ
 ∫
τ ′∈R+
(τ ′)N
(1 + τ ′)n+k−1+2γ−2θ
dτ ′. (4.1.13)
Let I2 be the integral in the brackets in (4.1.13). If 0 < τ
′ ≤ 1, then 1 + τ ′ ≈ 1
and
∫
0<τ ′≤1(τ
′)Ndτ ′ is bounded for N > −1. On the other hand, when τ ′ > 1,
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1 + τ ′ ≈ τ ′, and I2 ≤ c
∫
τ ′>1
dτ ′
(τ ′)n+α <∞, since n + α > 1. This proves (4.1.4) when
|x− y|2 ≥ |t− s|.
In the other case, when |x− y|2 < |t− s|, the left-hand side of (4.1.4) is bounded
by
c
∫
D′1
τN
|x− y|n+k−1|t− s|γ−θ+1 |f(y, t)− f(xˆ, t)| dσy ds dx dt, (4.1.14)
with
D′1 = {(x, t, y, s) ∈ Ω× R× ∂Ω× R : |x− y|2 < |t− s|}.
Following the steps of the previous case, i.e. x = (xˆ, t), t − s = s′, and the
rescaling τ = τ ′|xˆ− y|, s′ = s′′|xˆ− y|2, we can control (4.1.14) by
c
∫
D′2
τN
(|xˆ− y|+ τ)n+k−1|t− s|γ−θ+1 |f(y, t)− f(xˆ, t)| dσy ds dt dσxˆ dτ
≤ c
∫
D′5
τN
(|xˆ− y|+ τ)n+k−1|s′|γ−θ+1 |f(y, t)− f(xˆ, t)| dσy ds
′ dt dσxˆ dτ
≤ c
 ∫
∂Ω
∫
∂Ω
∫
R
|f(y, t)− f(xˆ, t)|
|xˆ− y|n−1+α dσy dσxˆ dt
×
×
∫
τ ′∈R+
(τ ′)N
(1 + τ ′)n+k−1

∫
s′′∈R
|s′′|1/2>1+τ ′
ds′′
|s′′|γ−θ+1
 dτ ′, (4.1.15)
where
D′2 = {(xˆ, τ, t, y, s) ∈ ∂Ω× R+ × R× ∂Ω× R : |xˆ− y|+ τ < |t− s|1/2},
and
D′5 = {(xˆ, τ, t, y, s′) ∈ ∂Ω× R+ × R× ∂Ω× R : |xˆ− y|+ τ < |s′|1/2}.
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Denoting the integral in the brackets in (4.1.15) by I ′2, and observing that γ −
θ + 1 > 1 we can see that
I ′2 ≤ c
∫
τ ′∈R+
(τ ′)N
(1 + τ ′)n+k1
1
(1 + τ ′)2(γ−θ)
dτ ′ =
∫
τ ′∈R+
(τ ′)N
(1 + τ ′)n+k+2γ−2θ−1
dτ ′.
If 0 < τ ′ ≤ 1, then 1 + τ ′ ≈ 1 and ∫
0<τ ′≤1(τ
′)Ndτ ′ <∞ for N > −1. In the other
case, when τ ′ > 1, we have 1 + τ ′ ≈ τ ′ and I ′2 ≤ c
∫
τ ′>1
dτ ′
(τ ′)n+α <∞, since n+ α > 1,
τ ′ ∈ R+. This proves the inequality (4.1.4) for |x − y|2 < |t − s|. We showed that
(4.1.4) holds when |x− y|2 ≥ |t− s|, hence (4.1.4) holds in general. This completes
the proof of the theorem for 0 < θ < 1.
Finally, let us consider the case θ = 0. Similar to the other case, when 0 < θ < 1,
let f ∈ B1α,par(∂Ω × R) and fix (x, t) ∈ Ω × R. Also let xˆ ∈ ∂Ω such that δ(x) =
dist(x, ∂Ω) = |x− xˆ| and denote this distance by τ . Then we have the following
(δN∇k∂γtimeDf)(x, t) =
∫
R
∫
∂Ω
δ(x)N(∂ν(y)∇k∂γtime)[E(x− y, t− s)]f(y, s) dσy ds
= δ(x)N
∫
R
∫
∂Ω
(∇k+1∂γtime)[E(x− y, t− s)]{f(y, s)− f(xˆ, t)} dσy ds
+ δ(x)Nf(xˆ, t)(∇k∂γtime)
{∫
R
∫
∂Ω
∂ν(y)[E(x− y, t− s)] dσy ds
}
,
where the last term equals zero, since the expression inside the braces is D1 = 1,
and we cannot have k = 0 and γ = 0 at the same time. Therefore,
‖δN∇k∂γtimeDf‖L1(Ω×R)
=
∫
Ω×R
∫
∂Ω×R
δ(x)N |(∇k+1∂γtime)[E(x− y, t− s)]| |f(y, s)− f(xˆ, t)| dσy ds dx dt
≤ c
∫
Ω×R
∫
∂Ω×R
τN |f(y, s)− f(xˆ, t)|
(|x− y|+ |t− s|1/2)n+k+1+2γ
dσy ds dx dt =: I3,
(4.1.16)
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where we have used (1.2.13) to bound the derivatives of the fundamental solution E of
the heat operator. Making once again the change of variables x = (xˆ, τ) ∈ ∂Ω×R+,
then τ = τ ′
(|xˆ− y|+ |t− s|1/2), we obtain that
I3 ≤ c
∫
∂Ω×R+
∫
R
∫
∂Ω×R
τN |f(y, s)− f(xˆ, t)|
(|xˆ− y|+ τ + |t− s|1/2)n+k+1+2γ
dσy ds dt dσxˆ dτ
≤ c
 ∫
∂Ω×R
∫
∂Ω×R
|f(y, s)− f(xˆ, t)|
(|xˆ− y|+ |t− s|1/2)n+1+α dσy ds dσxˆ dt
 ∫
τ ′∈R+
(τ ′)N
(1 + τ ′)n+k+1+2γ
dτ ′
≤ c ‖f‖B1α,par(∂Ω×R) I ′3,
where I ′3 :=
∫
τ ′∈R+
(τ ′)N
(1+τ ′)n+k+1+2γ dτ
′, and we were using the fact that the expression
in parentheses is a part of the norm ‖f‖B1α,par(∂Ω×R) (cf. Lemma 2.3.19, the intrinsic
characterization of Besov spaces).
If 0 < τ ′ ≤ 1, then I ′3 ≤
∫
0<τ ′≤1(τ
′)Ndτ ′ < ∞, since N > −1. In the other case,
when τ ′ > 1, we obtain that I ′3 ≤
∫
τ ′>1
dτ ′
(τ ′)n+2+α <∞, since n+ 2 + α > 1.
Consequently, (4.1.16) and the fact we have just proved to the effect that I ′3 <∞,
imply that ‖δN∇k∂γtimeDf‖L1(Ω×R) ≤ c ‖f‖B1α,par(∂Ω×R), which completes the proof of
Theorem 4.1.1. ¤
In order to state the next result let us recall from (1.1.3) the definition of the
fractional time-derivative operator . If we replace Iθtime with D
θ
time in Theorem 4.1.1,
then we obtain the following.
Theorem 4.1.2. Consider a Lipschitz domain Ω in Rn, and set N ′ := k+2γ+2θ−
α − 1 > −1, where k, γ ∈ N0, 0 ≤ θ < 1, 0 < α < 1 such that 2γ + 2θ − α > 0 for
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θ 6= 0. Then
δN
′∇k∂γtimeDθtimeD : B1α, par(∂Ω× R) −→ L1(Ω× R) (4.1.17)
is bounded.
Proof. In view of the definition of the fractional time-derivative (and integral) oper-
ator Dθtime (and I
θ
time) (see (1.1.3) and (1.1.4), respectively), we have that
δN
′∇k∂γtimeDθtime = δN
′∇k∂γ+1timeI1−θtime. (4.1.18)
For 0 < θ < 1, we use Theorem 4.1.1 and (4.1.18) to obtain (4.1.17). If θ = 0, notice
that D0time = ∂timeI
1
time = I = I
0
time, and we can use the case θ = 0 of Theorem 4.1.1
to conclude the desired result. ¤
In the second part of this section we turn our attention to the other endpoint
case, i.e. when p =∞.
Theorem 4.1.3. Let Ω be a Lipschitz domain in Rn, and consider N0 := k + 2γ −
2θ − α > 0, where k, γ ∈ N0, 0 ≤ θ < 1, 0 < α < 1. Then
δN0∇k∂γtimeIθtimeD : B∞α, par(∂Ω× R) −→ L∞(Ω× R) (4.1.19)
is bounded.
Proof. First let us consider the case 0 < θ < 1.
Let f ∈ B∞α,par(∂Ω × R) and fix (x, t) ∈ Ω × R. Also let xˆ ∈ ∂Ω such that
δ(x) = dist(x, ∂Ω) = |x− xˆ| and denote this distance by τ . Then we have
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(δN0∇k∂γtimeIθtimeDf)(x, t)
=
∫
R
∫
∂Ω
δ(x)N0(∂ν(y)∇k∂γtimeIθtime)[E(x− y, t− s)]f(y, s) dσy ds
= δ(x)N0
∫
R
∫
∂Ω
(∇k+1∂γtimeIθtime)[E(x− y, t− s)]{f(y, s)− f(xˆ, t)} dσy ds
+ δ(x)N0f(xˆ, t)(∇k∂γtimeIθtime)
{∫
R
∫
∂Ω
∂ν(y)[E(x− y, t− s)] dσy ds
}
,
where the last term equals zero, since the expression inside the braces is D1 = 1,
and we cannot have k = 0 and γ = 0 at the same time. Then, by an equivalent
characterization of B∞α,par(∂Ω× R) (see Lemma 2.3.18), we obtain that
‖δN0∇k∂γtimeIθtimeDf‖L∞(Ω×R)
= sup
(x,t)∈Ω×R
{
δ(x)N0
∣∣∣∣∫
R
∫
∂Ω
(∇k+1∂γtimeIθtime)[E(x− y, t− s)] [f(y, s)− f(xˆ, t)] dσy ds
∣∣∣∣}
≤ sup
(x,t)∈Ω×R
{
δ(x)N0
∫
R
∫
∂Ω
∣∣(∇k+1∂γtimeIθtime)[E(x− y, t− s)]∣∣×
× ‖f‖B∞α,par(∂Ω×R)
(|xˆ− y|+ |t− s|1/2)α dσy ds}.
Since we need to prove that ‖δN0∇k∂γtimeIθtimeDf‖L∞(Ω×R) ≤ ‖f‖B∞α,par(∂Ω×R), it is
enough to show that there exists a positive constant c < ∞ such that for any pair
(x, t) ∈ Ω× R,
∫
R
∫
∂Ω
|∇k+1∂γtimeIθtime)[E(x− y, t− s)]|
(|xˆ− y|+ |t− s|1/2)α dσy ds ≤ c δ(x)−N0 .
(4.1.20)
We devide the domain of integration in four parts. First, let
D1 := {(y, s) ∈ ∂Ω× R : |xˆ− y| > cτ and |t− s|1/2 > cτ}
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and set
I1 :=
∫∫
D1
|∇k+1∂γtimeIθtime)[E(x− y, t− s)]|
(|xˆ− y|+ |t− s|1/2)α dσy ds.
According to (1.2.19), we obtain the following.
I1 ≤ c
∫∫
D1
|t− s|θ (|xˆ− y|+ |t− s|1/2)α
|x− y|n+k+1+2γ
[
min
{
1,
|x− y|2
|t− s|
}]γ+1
dσy ds
= c
∫∫
D1
|t− s|θ (|xˆ− y|+ |t− s|1/2)α
|x− y|n+k−1
[
min
{
1
|x− y|2 ,
1
|t− s|
}]γ+1
dσy ds.
Since |x− xˆ| ≤ |x− y| for any y ∈ ∂Ω, we have that |xˆ− y| ≤ 2 |x− y|, and
I1 ≤ c
∫∫
D1
|t− s|θ (|xˆ− y|+ |t− s|1/2)α
|xˆ− y|n+k−1
[
min
{
1
|xˆ− y|2 ,
1
|t− s|
}]γ+1
dσy ds.
Let y = (y′, ϕ(y′)) and xˆ = (x′, ϕ(x′)), where the graph of the Lipschitz function
ϕ : Rn−1 → R is the boundary of Ω (if Ω is a bounded Lipschitz domain, then we
take a finite partition of unity on ∂Ω and consider a piece of the boundary which,
after extending by 0, is the boundary of an unbounded Lipschitz domain). Then
|xˆ− y| ≈ |x′ − y′|, dσy ≈ dy′, and I1 will be bounded by
c
∫∫
D′1
|t− s|θ (|x′ − y′|+ |t− s|1/2)α
|x′ − y′|n+k−1
[
min
{
1
|x′ − y′|2 ,
1
|t− s|
}]γ+1
dy′ ds,
where D′1 := {(y′, s) ∈ Rn−1 × R : |x′ − y′| > cτ, |t − s|1/2 > cτ}. We make the
change of variables x′ − y′ = y′′ ∈ Rn−1 and t− s = s′ ∈ R, and we obtain that
I1 ≤ c
∫∫
y′′∈Rn−1, s′∈R
|y′′|>cτ, |s′|1/2>cτ
|s′|θ (|y′′|+ |s′|1/2)α
|y′′|n+k−1
[
min
{
1
|y′′|2 ,
1
|s′|
}]γ+1
dy′′ ds′.
If we set s′ = (s′′)2, s′′ ∈ R, then
I1 ≤ c
∫∫
y′′∈Rn−1, s′′R
|y′′|>cτ, |s′′|>cτ
|s′′|2θ+1 (|y′′|+ |s′′|)α
|y′′|n+k−1
[
min
{
1
|y′′| ,
1
|s′′|
}]2γ+2
dy′′ ds′′.
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Recall the notation τ = δ(x). Next, we rescale in y′′ and s′′ by seting y′′ = zτ ,
z ∈ Rn−1 and s′′ = rτ , r ∈ R. This yields
I1 ≤ c τ−N0
∫∫
z∈Rn−1, r∈R
|z|>c, |r|>c
|r|2θ+1 (|z|+ |r|)α
|z|n+k−1
[
min
{
1
|z| ,
1
|r|
}]2γ+2
dz dr.
In the case when |r| ≤ |z|,
I1 ≤ c τ−N0
∫∫
z∈Rn−1, r∈R
c<|r|≤|z|
|r|2θ+1
|z|n+k+2γ−α+1 dz dr.
Let r = r′|z|, r′ ∈ R. Then |r′| ≤ 1 and
I1 ≤ c τ−N0

∫
r′∈R
|r′|≤1
|r′|2θ+1dr′

∫
z∈Rn−1
|z|>c
dz
|z|n+N0−1 ≤ c τ
−N0 ,
since z ∈ Rn−1 and n+N0 − 1 > n− 1.
When |z| < |r|,
I1 ≤ c τ−N0
∫
r∈R
|r|>c
1
|r|1+2γ−2θ−α

∫
z∈Rn−1
c<|z|<|r|
dz
|z|n+k−1
 dr
≤ c τ−N0
∫
r∈R
|r|>c
dr
|r|N0+1
≤ c τ−N0 .
The last inequality holds, since N0 > 0. As of now we proved that I1 ≤ c δ(x)−N0 .
Let the second domain of integration be
D2 := {(y, s) ∈ ∂Ω× R : |xˆ− y| > cτ and |t− s|1/2 < cτ}
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and set
I2 :=
∫∫
D2
|∇k+1∂γtimeIθtime[E(x− y, t− s)]|
(|xˆ− y|+ |t− s|1/2)α dσy ds.
Following the first couple of steps of the previous case, we obtain that
I2 ≤ c τ−N0
∫
z∈Rn−1, r∈R
|z|>c, |r|<c
|r|2θ+1 (|z|+ |r|)α
|z|n+k−1
[
min
{
1
|z| ,
1
|r|
}]2γ+2
dz dr
= c τ−N0
∫∫
z∈Rn−1, r∈R
|r|<c<|z|
|r|2θ+1 (|z|+ |r|)α
|z|n+k+2γ+1 dz dr
≤ c τ−N0
∫∫
z∈Rn−1, r∈R
|r|<c<|z|
|r|2θ+1
|z|n+k+2γ−α+1 dz dr.
After the change of variables r = r′|z|, r′ ∈ R, we get that
I2 ≤ c τ−N0

∫
r′∈R
|r′|<c
|r′|2θ+1dr′

∫
z∈Rn−1
|z|>c
dz
|z|n+N0−1
≤ c τ−N0 ,
since z ∈ Rn−1 and n+N0 − 1 > n− 1. This proves that I2 ≤ c δ(x)−N0 .
For the third part, let
I3 :=
∫∫
D3
|∇k+1∂γtimeIθtime[E(x− y, t− s)]|
(|xˆ− y|+ |t− s|1/2)α dσy ds,
where D3 := {(y, s) ∈ ∂Ω× R : |xˆ− y| < cτ and |t− s|1/2 > cτ}. By (1.2.19),
I3 ≤ c
∫∫
D3
|t− s|θ (|xˆ− y|+ |t− s|1/2)α
|x− y|n+k+1+2γ
[
min
{
1,
|x− y|2
|t− s|
}]γ+1
dσy ds.
Now |x− xˆ| ≤ |x− y| for any y ∈ ∂Ω, hence |xˆ− y| ≤ 2|x− y|, and |x− y| < cτ for
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(y, s) ∈ D3. Therefore
I3 ≤ c
∫∫
D′3
|t− s|θ (|x− y|+ |t− s|1/2)α
|x− y|n+k+1+2γ
[
min
{
1,
|x− y|2
|t− s|
}]γ+1
dσy ds,
where
D′3 := {(y, s) ∈ ∂Ω× R : |x− y| < cτ and |t− s|1/2 > cτ}.
Since x ∈ Ω and y ∈ ∂Ω, x = (x′, ϕ(x′) + τ) and y = (y′, ϕ(y′)), where x′, y′ ∈ Rn−1,
τ ∈ R+ and the graph of ϕ is the boundary of Ω. Then |x − y| ≈ |x′ − y′| + τ ,
dσy ≈ dy′ and I3 is majorized by a constant multiple of∫∫
D′′3
|t− s|θ (|x′ − y′|+ τ + |t− s|1/2)α
(|x′ − y′|+ τ)n+k+1+2γ
[
min
{
1,
(|x′ − y′|+ τ)2
|t− s|
}]γ+1
dy′ ds,
where
D′′3 := {(y′, s) ∈ Rn−1 × R : |x′ − y′|+ τ < cτ and |t− s|1/2 > cτ}.
Let x′ − y′ = y′′ and t− s = s′. Then
I3 ≤ c
∫∫
D′′′3
|s′|θ (|y′′|+ τ + |s′|1/2)α
(|y′′|+ τ)n+k+1+2γ
[
min
{
1,
(|y′′|+ τ)2
|s′|
}]γ+1
dy′′ ds′.
Here D′′′3 := {(y′′, s′) ∈ Rn−1 × R : |y′′| + τ < cτ, |s′|1/2 > cτ}. After the change of
variables s′ = (s′′)2, s′′ ∈ R, we obtain that
I3 ≤ c
∫∫
y′′∈Rn−1, s′′∈R
|y′′|+τ<cτ, |s′′|>cτ
|s′′|2θ+1 (|y′′|+ τ + |s′′|)α
(|y′′|+ τ)n+k+1+2γ
[
min
{
1,
|y′′|+ τ
|s′′|
}]2γ+2
dy′′ ds′′.
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Now rescale in y′′ and s′′ by setting y′′ = zτ , z ∈ Rn−1 and s′′ = rτ , r ∈ R. Then
I3 ≤ c τ−N0
∫∫
z∈Rn−1, r∈R
|z|+1<c, |r|>c
|r|2θ+1 (|z|+ 1 + |r|)α
(|z|+ 1)n+k+1+2γ
[
min
{
1,
|z|+ 1
|r|
}]2γ+2
dz dr
≤ c τ−N0
∫∫
z∈Rn−1, r∈R
|z|+1<c<|r|
dz dr
(|z|+ 1)n+k−1|r|2γ−2θ−α+1
≤ c τ−N0
∫
r∈R
|r|>c
dr
|r|N0+1
≤ c τ−N0 .
The integral in r is bounded, since N0 + 1 > 1 and r ∈ R. This shows that I3 ≤
c δ(x)−N0 .
Finally, we let the last domain of integration be
D4 := {(y, s) ∈ ∂Ω× R : |xˆ− y| < cτ and |t− s|1/2 < cτ}.
We also set
I4 :=
∫∫
D4
|∇k+1∂γtimeIθtime[E(x− y, t− s)]|
(|xˆ− y|+ |t− s|1/2)α dσy ds.
As in the case of I3,
I4 ≤ c τ−N0
∫∫
z∈Rn−1, r∈R
|z|+1<c, |r|<c
|r|2θ+1 (|z|+ 1 + |r|)α
(|z|+ 1)n+k+1+2γ
[
min
{
1,
|z|+ 1
|r|
}]2γ+2
dz dr.
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In the case when |r| ≤ |z|+ 1,
I4 ≤ c τ−N0
∫∫
z∈Rn−1, r∈R
|r|≤|z|+1<c
|r|2θ+1(|z|+ 1 + |r|)α
(|z|+ 1)n+k+2γ+1 dz dr
≤ c τ−N0
∫∫
z∈Rn−1, r∈R
|r|≤|z|+1<c
|r|2θ+1
(|z|+ 1)n+k+2γ−α+1 dz dr
≤ c τ−N0
 ∫
r∈R
|r|<c
|r|2θ+1dr
 ∫
z∈Rn−1
|z|+1<c
dz
(|z|+ 1)n+k+2γ−α+1
≤ c τ−N0 .
On the other hand, when |z|+ 1 < |r|, we have that
I4 ≤ c τ−N0
∫∫
z∈Rn−1, r∈R
|z|+1<|r|<c
dz dr
(|z|+ 1)n+k−1|r|2γ−2θ−α+1
≤ c τ−N0

∫
z∈Rn−1
|z|+1<c
dz
(|z|+ 1)n+k−1

∫
r∈R
1<|r|<c
dr
|r|2γ−2θ−α+1
≤ c τ−N0 ,
which completes the proof of (4.1.20) and of the case 0 < θ < 1 of the theorem.
Analogously to the above discussion, if θ = 0, it is enough to show that there
exists a positive constant c <∞ such that for any (x, t) ∈ Ω× R,
∫
R
∫
∂Ω
|∇k+1∂γtime[E(x− y, t− s)]|
(|xˆ− y|+ |t− s|1/2)α dσy ds ≤ c δ(x)−N0 . (4.1.21)
We devide the domain of integration in two parts. First, we consider the domain
D′ := {(y, s) ∈ ∂Ω× R : |xˆ− y|+ |t− s|1/2 > cτ}
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and we set
I ′ :=
∫∫
D′
|∇k+1∂γtime[E(x− y, t− s)]|
(|xˆ− y|+ |t− s|1/2)α dσy ds.
Using 1.2.13) to bound the derivatives of the fundamental solution E, and the fact
that |xˆ− y| ≤ 2|x− y|,
I ′ ≤ c
∫∫
D′
(|xˆ− y|+ |t− s|1/2)α
(|x− y|+ |t− s|1/2)n+k+1+2γ
dσy ds
≤ c
∫∫
D′
dσy ds
(|xˆ− y|+ |t− s|1/2)n+k+2γ−α+1
.
Since xˆ, y ∈ ∂Ω, we can make the change of variables y = (y′, ϕ(y′)), where y′ ∈ Rn−1,
and set xˆ = (x′, ϕ(x′)), x′ ∈ Rn−1 (here the graph of ϕ is the boundary of Ω). Then
|xˆ− y| ≈ |x′ − y′| and
I ′ ≤ c
∫∫
y′∈Rn−1, s∈R
|x′−y′|+|t−s|1/2>cτ
dy′ ds
(|x′ − y′|+ |t− s|1/2)n+k+2γ−α+1
. (4.1.22)
If we let x′ − y′ = y′′ ∈ Rn−1 and t− s = s′ ∈ R, then (4.1.22) can be rewritten as
I ′ ≤ c
∫∫
y′′∈Rn−1, s′∈R
|y′′|+|s′|1/2>cτ
dy′′ ds′
(|y′′|+ |s′|1/2)n+k+2γ−α+1
.
Moreover, if s′ = (s′′)2, s′′ ∈ R, then
I ′ ≤ c
∫∫
y′∈Rn−1, s′′∈R
|y′′|+|s′′|>cτ
|s′′|
(|y′′|+ |s′′|)n+k+2γ−α+1 dy
′′ ds′′
≤ c
∫∫
y′∈Rn−1, s′′∈R
|y′′|+|s′′|>cτ
dy′′ ds′′
(|y′′|+ |s′′|)n+k+2γ−α .
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Finally, we rescale in y′′ and s′′ using the change of variables y′′ = zτ , z ∈ Rn−1 and
s′′ = rτ , r ∈ R. Hence
I ′ ≤ c τ−N0
∫∫
z∈Rn−1, r∈R
|z|+|r|>cτ
dz dr
(|z|+ |r|)n+k+2γ−α ≤ c τ
−N0 ,
where we have used that n+ k + 2γ − α = n+N0 > n, (z, r) ∈ Rn.
Denote the other domain of integration by
D′′ := {(y, s) ∈ ∂Ω× R : |xˆ− y|+ |t− s|1/2 ≤ cτ}
and set
I ′′ :=
∫∫
D′′
|∇k+1∂γtime[E(x− y, t− s)]|
(|xˆ− y|+ |t− s|1/2)α dσy ds.
Using again (1.2.13) to bound the derivatives of E, we get that
I ′′ ≤ c τα
∫∫
D′′
dσy ds
(|x− y|+ |t− s|1/2)n+k+1+2γ
.
By the inequality τ = |x − xˆ| ≤ |x − y| ≤ |x − y| + |t − s|1/2, which holds for any
y ∈ ∂Ω,
I ′′ ≤ c τα
∫∫
D′′
dσy ds
τn+k+2γ+1
≤ c τ−N0 · τ−n−1

∫
y∈∂Ω
|xˆ−y|<cτ
dσy
 ·
∫
s∈R
|t−s|1/2<cτ
ds
≤ c τ−N0 .
This shows that (4.1.19) holds for θ = 0, as well, hence the proof of Theorem 4.1.3
is complete. ¤
Replacing Iθtime with D
θ
time in Theorem 4.1.3 yields the following.
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Theorem 4.1.4. Consider a Lipschitz domain Ω in Rn, and set N ′0 := k+2γ+2θ−
α > 0, where k, γ ∈ N0, 0 ≤ θ < 1, 0 < α < 1. Then
δN
′
0∇k∂γtimeDθtimeD : B∞α, par(∂Ω× R) −→ L∞(Ω× R) (4.1.23)
is bounded.
Proof. According to the definition of the fractional time-derivative and integral
operators Dθtime and I
θ
time (see (1.1.3) and (1.1.4)), we have that
δN
′
0∇k∂γtimeDθtime = δN
′
0∇k∂γ+1timeI1−θtime. (4.1.24)
For 0 < θ < 1, we use Theorem 4.1.3 and (4.1.19) to obtain (4.1.23). If θ = 0, notice
that D0time = ∂timeI
1
time = I = I
0
time, and we can use the case θ = 0 of Theorem 4.1.3
to conclude the desired result. ¤
4.2 General case
As of now, we have presented two endpoint cases, i.e. Theorem 4.1.2 for p = 1 and
Theorem 4.1.4 for p = ∞. In this section we first give an intermediate result, then
we treat the derivatives ∇k∂γtimeDθtime for a target space with smoothness, obtaining
the expected mapping property of the double layer potential D.
We begin with interpolating between the results of Theorems 4.1.2 and 4.1.4.
Theorem 4.2.1. Let Ω be a Lipschitz domain in Rn, 0 < α < 1, 1 ≤ p ≤ ∞,
k, γ ∈ N0, 0 ≤ θ < 1 and set N := k + 2γ + 2θ − α > 0 such that 2γ + 2θ > α for
0 < θ < 1. Then the operator
δN−
1
p∇k∂γtimeDθtimeD : Bpα, par(∂Ω× R) −→ Lp(Ω× R) (4.2.25)
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is bounded.
Proof. For z = u+ iv, 0 ≤ u ≤ 1 and v ∈ R, we define the family of operators
Tz := δ
N−z∇k∂γtimeDθtimeD.
According to Theorem 4.1.4, the operator Tiv = δ
−ivδN∇k∂γtimeDθtimeD is bounded
from B∞α, par(∂Ω × R) into L∞(Ω × R). Similarly, by Theorem 4.1.2, the operator
T1+iv = δ
−ivδN−1∇k∂γtimeDθtimeD is bounded from B1α, par(∂Ω × R) into L1(Ω × R).
Now Theorem 3.4 from [CaTo2] implies that, for any 0 < u =: η < 1,
Tz :
[
B∞α, par(∂Ω× R), B1α, par(∂Ω× R)
]
η
−→ [L∞(Ω× R), L1(Ω× R)]
η
(4.2.26)
is bounded. By part (g) of Theorem 2.3.20 (complex interpolation of Besov spaces)
and Theorem 5.1.1 from [BeLo¨] (complex interpolation of Lebesgue spaces), the
mapping property (4.2.26) further implies that
Tz : B
p
α,par(∂Ω× R) −→ Lp(Ω× R) (4.2.27)
is bounded for p = 1
η
∈ (1,∞), uniformly in v. Since Tz = δ−ivδN−
1
p∇k∂γtimeDθtimeD,
and we may take v = 0, (4.2.27) implies that
δN−
1
p∇k∂γtimeDθtimeD : Bpα,par(∂Ω× R) −→ Lp(Ω× R) (4.2.28)
is bounded for 1 < p <∞. The endpoint cases, p = 1 and p =∞, of (4.2.28), folow
from Theorems 4.1.2 and 4.1.4, respectively. Thus
δN−
1
p∇k∂γtimeDθtimeD : Bpα, par(∂Ω× R) −→ Lp(Ω× R)
for all 1 ≤ p ≤ ∞, which completes the proof of the theorem. ¤
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Remark 4.2.2. The following argument also leads to the conclusion of Theorem 4.2.1.
The basic estimates (4.1.17) and (4.1.23) are equivalent with
∇k∂γtimeDθtimeD : B1α,par(∂Ω× R) −→ L1(R;L1(Ω, δN
′
dx)) (4.2.29)
and
∇k∂γtimeDθtimeD : B∞α,par(∂Ω× R) −→ L∞(R;L∞(Ω, δNdx)), (4.2.30)
respectively, where N := k+2γ+2θ−α > 0, N ′ := N −1, and k, γ ∈ N0, 0 ≤ θ < 1,
0 < α < 1. Next we use the real interpolation method (part (h’) of Remark 2.3.21)
to obtain that
(
B1α,par(∂Ω× R), B∞α,par(∂Ω× R)
)
η,p
= Bpα,par(∂Ω× R) (4.2.31)
for 0 < η < 1, 1
p
= 1− η. On the other hand, for the current assumptions on η and
p, using the real interpolation of Banach space valued Lp-spaces (Theorem 1.2.25),
then the real interpolation of weighted Lp-spaces ( [Fre], Theorem 1), we have that
(
L1(R;L1(Ω, δN ′dx)), L∞(R;L∞(Ω, δNdx))
)
η,p
= Lp
(
R;
(
L1(Ω, δN
′
dx), L∞(Ω, δNdx)
)
η,p
)
= Lp
(
R;Lp
(
Ω, (δN
′
)1−η(δN)ηdx
))
= Lp
(
R;Lp
(
Ω, δN−
1
pdx
))
.
Consequently, (4.2.29), (4.2.30) and (4.2.31) imply that,
∇k∂γtimeDθtimeD : Bpα,par(∂Ω× R) −→ Lp
(
R;Lp
(
Ω, δN−
1
pdx
))
(4.2.32)
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for p = 1
1−η ∈ (1,∞), or, equivalently,
δN−
1
p∇k∂γtimeDθtimeD : Bpα,par(∂Ω× R) −→ Lp(Ω× R) (4.2.33)
for 1 < p <∞. The endpoint cases, p = 1 and p =∞, of (4.2.33) are the two basic
estimates (4.1.17) and (4.1.23), respectively, already established in Section 4.1. ¤
Next, for σ ∈ R, we define the lifting operator I˙σ : S′(Rn) → S′(Rn) by I˙σf :=
F−1 (| · |−σFf), where 0 /∈ suppFf . The operator I˙σ is often called the Riesz
potential of order σ. It is well-known ([Tri4], p. 242), that I˙σ maps the homoge-
neous isotropic Triebel-Lizorkin space F˙ p,qα (Rn) isomorphically onto F˙
p,q
α+σ(Rn), for
any 0 < p < ∞, 0 < q ≤ ∞ and α ∈ R. In the particular case q = 2 and α = 0, we
have that
I˙σ : L
p(R) −→ L˙pσ(R) for σ > 0, 1 < p <∞. (4.2.34)
Going further, we present a preliminary result.
Lemma 4.2.3. Let 0 < θ < 1, 1 < p <∞, f ∈ S′(R) such that Dθf ∈ Lp(R), where
Dθ is the fractional derivative of order θ. Then f ∈ L˙pθ(R).
Proof. According to Lemma 5.1 (v) from [Mit2], we have that
I˙−θf = F−1
(|ξ|θFf)
= c F−1 {[1− i sign(ξ)] [|ξ|θ(1 + i sign(ξ))]Ff}
= c (I −H)(Dθf),
where Hf denotes the Hilbert transform of f , and we have used the fact that Hf =
cF−1[i sign(ξ)Ff ]. Now Dθf ∈ Lp(R) implies I˙−θf ∈ Lp(R) for 1 < p < ∞. Since
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I˙θ(I˙−θf) = f , in view of (4.2.34), we can conclude that f ∈ L˙pθ(R) for 0 < θ < 1 and
1 < p <∞. ¤
In what follows, we explore several useful mapping properties of the double layer
potential D.
Corollary 4.2.4. Let Ω be a Lipschitz domain in R, 0 < α < 1 and 1 < p < ∞.
Then
D : Bpα,par(∂Ω× R) −→ Lp(Ω; L˙p(α+ 1
p
)/2
(R))
is bounded.
Proof. Let us consider f ∈ Bpα,par(∂Ω× R). Then, by Theorem 4.2.1,
Dθtime
(
δN−
1
p∇k∂γtimeDf
)
∈ Lp(Ω× R) = Lp(Ω;Lp(R)),
where 0 ≤ θ < 1, k, γ ∈ N0, and N = k + 2γ + 2θ − α > 0 (also, 2γ + 2θ > α for
0 < θ < 1). Now applying Lemma 4.2.3 in the time variable, we obtain that
δN−
1
p∇k∂γtimeDf ∈ Lp(Ω; L˙pθ(R))
for the current assumptions on N , k, γ and θ. In the special case when k = γ = 0 and
θ =
(
α + 1
p
)
/2, all these conditions are verified and the conclusion of Lemma 4.2.3
becomes
Df ∈ Lp(Ω; L˙p
(α+ 1
p
)/2
(R)),
which proves the corollary. ¤
Lemma 4.2.5. Let us consider ζ ∈ C∞(Rn × R) such that there exists a constant
k > 0 with supp ζ ⊆ {x ∈ Rn : dist(x, ∂Ω) < k} ×R, and ζ ≡ 1 in a neighborhood of
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∂Ω× R. For 0 < α < 1, 1 < p <∞ and Ω Lipschitz domain in Rn,
ζ D : Bpα,par(∂Ω× R) −→ Lp(Ω;Lp(R))
is bounded.
Proof. Since Bpα,par(∂Ω× R) ⊂ Lp(∂Ω× R) by definition, it is enough to show that
ζ D : Lp(∂Ω× R) −→ Lp(Ω× R)
is bounded. For f ∈ Lp(∂Ω× R),
‖(ζ D)f‖pLp(Ω×R) = c
∫
R
∫
∂Ω
∫ 1
0
|[(ζ D)f ](x′, xn, t)|pdxndσx′dt
≤ c ‖N [(ζ D)f ]‖pLp(∂Ω×R) ≤ c ‖N (Df)‖pLp(∂Ω×R)
≤ c ‖f‖pLp(∂Ω×R),
where the last inequality holds cf. Theorem 4.17 in [Bro2]. ¤
Theorem 4.2.6. For 0 < α < 1, 1 < p < ∞, Ω Lipschitz domain in Rn, and ζ as
in Lemma 4.2.5,
ζ D : Bpα,par(∂Ω× R) −→ Lp(Ω;Bp(α+ 1
p
)/2
(R)) (4.2.35)
is bounded.
Proof. From Corollary 4.2.4 and Lemma 4.2.5 we have
ζ D : Bpα,par(∂Ω× R) −→ Lp(Ω; L˙p(α+ 1
p
)/2
(R) ∩ Lp(R))
is bounded, or, equivalently (by Theorem 6.3.2 from [BeLo¨]),
ζ D : Bpα,par(∂Ω× R) −→ Lp(Ω;Lp(α+ 1
p
)/2
(R))
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is bounded. Now let 0 < α0, α1 < 1 such that α0 6= α1. Then the operator ζ D :
Bpαi,par(∂Ω×R)→ Lp(Ω;Lp(αi+ 1p )/2(R)), i = 0, 1 is bounded. Using real interpolation
of parabolic Besov spaces (part (h) of Theorem 2.3.20), real interpolation of Banach
space valued Lp-spaces (Theorem 1.2.25) and finally, real interpolation of isotropic
Sobolev spaces (Theorem 6.4.5.(4) from [BeLo¨]), we obtain that
ζ D : Bpα∗,par(∂Ω× R) −→ Lp(Ω;Bp(α∗+ 1
p
)/2
(R)),
where α∗ = (1− θ)α0 + θα1 and 0 < θ < 1. From this, (4.2.35) follows. ¤
Theorem 4.2.7. For 0 < α < 1, 1 < p < ∞ and Ω Lipschitz domain in Rn, the
operator
D : Bpα,par(∂Ω× R) −→ Lp(R;Bpα+ 1
p
(Ω))
is bounded.
Proof. Considering two special cases (γ = θ = 0, k = 1 and γ = θ = 0, k = 2) of
Theorem 4.2.1, we obtain that the oparators
δ1−α−
1
p∇D : Bpα,par(∂Ω× R) −→ Lp(Ω× R) (4.2.36)
and
δ2−α−
1
p∇2D : Bpα,par(∂Ω× R) −→ Lp(Ω× R) (4.2.37)
are bounded for 1 ≤ p ≤ ∞, 0 < α < 1. We denote
[
α + 1
p
]
=: l and
{
α + 1
p
}
=: s.
If 0 < α + 1
p
< 1, then (4.1.1) yields
δ1−s∇D : Bpα,par(∂Ω× R) −→ Lp(Ω× R).
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When 1 < α + 1
p
< 2, from (4.1.2) we have
δ1−s∇2D : Bpα,par(∂Ω× R) −→ Lp(Ω× R).
These two cases imply that for l = 0, 1
f ∈ Bpα,par(∂Ω× R) =⇒ δ1−s∇l+1Df ∈ Lp(R;Lp(Ω)),
plus natural estimates. Now applying Theorem 4.1 of [JeKe] in the spacial variable,
we obtain that Df ∈ Lp(R;Bpl+s(Ω)) for any f ∈ Bpα,par(∂Ω× R), which amounts to
D : Bpα,par(∂Ω× R) −→ Lp(R;Bpα+ 1
p
(Ω)) (4.2.38)
for 0 < α < 1, 1 < p <∞ such that α + 1
p
∈ (0, 1) ∪ (1, 2).
Since α+ 1
p
∈ (0, 2), we are left with the case when α+ 1
p
= 1. Let α0, α1 ∈ (0, 1)
such that α0 +
1
p
= 1
2
and α1 +
1
p
= 3
2
. Then α0 6= α1, and (4.2.38) implies that
D : Bpα0,par(∂Ω× R) −→ Lp(R;Bp1
2
(Ω))
and
D : Bpα1,par(∂Ω× R) −→ Lp(R;Bp3
2
(Ω)).
By the real interpolation method we obtain that
D : Bpα,par(∂Ω× R) −→ Lp(R;Bpα∗(Ω)),
where α = (1 − θ)α0 + θα1, α∗ = 12(1 − θ) + 32θ and 0 < θ < 1. If θ = 1/2, then
α = 1− 1
p
and α∗ = 1, hence
D : Bpα,par(∂Ω× R) −→ Lp(R;Bp1(Ω)) (4.2.39)
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for 0 < α < 1, 1 < p <∞ such that α = 1− 1
p
.
Finally, (4.2.38) and (4.2.39) yield to the desired conclusion. ¤
Some of the general results advertised at the beginning of Section 4.2 (for any
Lipschitz domain) are formulated in the next two theorems.
Theorem 4.2.8. Let Ω be a Lipschitz domain in Rn, 0 < α < 1, 1 < p <∞, and ζ
as in Lemma 4.2.5. Then
ζ D : Bpα,par(∂Ω× R) −→ Bpα+ 1
p
,par
(Ω× R)
is bounded.
Proof. According to Theorems 4.2.6 and 4.2.7, for 0 < α < 1 and 1 < p <∞,
ζ D : Bpα,par(∂Ω× R) −→ Lp(Ω;Bp(α+ 1
p
)/2
(R)) ∩ Lp(R;Bp
α+ 1
p
(Ω))
is bounded. In view of the Fubini property of the diagonal Besov scale Bpα,par (cf.
Proposition 2.2.3) the proof is complete. ¤
Theorem 4.2.9. Let Ω be a Lipschitz domain in Rn and 0 < α < 1. Then the
caloric double layer potential
D : B∞α,par(∂Ω× R) −→ B∞α,par(Ω× R))
is bounded.
In preparation, we state and prove a lemma of independent interest.
Lemma 4.2.10. Let Ω be a Lipschitz domain in Rn, 0 < α < 1 and consider F from
C1(Ω×R). Recall that for any x ∈ Ω the distance from x to ∂Ω is denoted by δ(x).
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Assume that there is a positive constant c0 such that the following holds:
sup
(x,t)∈Ω×R
[
δ(x)1−α|∇F (x, t)|+ δ(x)2−α|∂tF (x, t)|
] ≤ c0 <∞. (4.2.40)
Then there exists c1(Ω, α) > 0 such that
sup
(x,t),(y,s)∈Ω×R
(x,t)6=(y,s)
|F (x, t)− F (y, s)|
(|x− y|+ |t− s|1/2)α ≤ c1(Ω, α) c0 <∞. (4.2.41)
Proof. Let us denote by en := (0, . . . , 0, 1) the standard unit vector in the n-th
direction in Rn. For any (x, t), (y, s) ∈ Ω × R with (x, t) 6= (y, s), r denotes the
parabolic distance between (x, t) and (y, s). Then r ≈ |x − y| + |t − s|1/2 for any
(x, t), (y, s) ∈ Ω × R with (x, t) 6= (y, s). We shall choose a positive constant M
later such that the segment connecting the poits (x+Mren, t) and (y+Mren, s) lies
inside Ω× R. We observe that
|F (x, t)− F (y, s)| ≤ |F (x, t)− F (x+Mren, t)|
+|F (x+Mren, t)− F (y +Mren, s)|
+|F (y +Mren, s)− F (y, s)|
= : I + II + III.
Then, in order to prove (4.2.41), it is enough to show that
I ≤ c0 c1(Ω, α) rα, II ≤ c0 c1(Ω, α) rα, and III ≤ c0 c1(Ω, α) rα. (4.2.42)
By the Fundamental Theorem of Calculus,
I ≤
∫ 1
0
|∇F (x+Mrven, t) ·Mren|dv ≤
∫ 1
0
|∇F (x+Mrven, t)|Mr dv.
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Now using the hypothesis (4.2.40) with (x+Mrven, t) ∈ Ω× R,
I ≤Mr
∫ 1
0
c0
δ(x+Mrven)1−α
dv.
Let xˆ ∈ ∂Ω be such that δ(x) = |x− xˆ|. Then δ(x +Mrven) = |x +Mrven − xˆ| ≥
|x+Mrven − x| =Mrv, hence
I ≤ c0Mr
∫ 1
0
dv
(Mrv)1−α
= c0 c1(Ω, α) r
α,
which is what we wanted to prove.
In a similar way we can show that III ≤ c0 c1(Ω, α) rα.
In order to prove the inequality in (4.2.42) which involves II, first we use the
Fundamental Theorem of Calculs. Denoting x+v(y−x)+Mren =: z and t+v(s−t) =:
u, we have
II =
∣∣∣∣∫ 1
0
d
dv
[F (z, u)] dv
∣∣∣∣
≤
∫ 1
0
|(∇F (z, u), ∂tF (x, u)) · (y − x, s− t)| dv
=
∫ 1
0
∣∣(∇F (z, u), |s− t|1/2∂tF (x, u)) · (y − x,±|s− t|1/2)∣∣ dv
≤
∫ 1
0
∣∣(∇F (z, u), |s− t|1/2∂tF (x, u))∣∣ ∣∣(y − x,±|s− t|1/2)∣∣ dv
≤ c r
∫ 1
0
{|∇F (z, u)|+ r |∂tF (z, u)|} dv.
We next choose the positive constant M such that the segment connecting the poits
(x + Mren, t) and (y + Mren, s) lies inside Ω × R. In other words we need to
find M > 0 such that z = x + v (y − x) + Mren ∈ Ω for all v ∈ [0, 1]. Since
x = (x′, xn), y = (y′, yn) ∈ Ω (with x′, y′ ∈ Rn−1 and xn, yn ∈ R), we have xn > ϕ(x′)
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and yn > ϕ(y
′), where the graph of the Lipschitz function ϕ : Rn−1 → R represents
∂Ω. Some elementary calculations and the fact that ϕ is Lipschitz yield
ϕ[x′ + v (y′ − x′)]− xn − v (yn − xn)
= (1− v)ϕ[x′ + v (y′ − x′)]− (1− v)xn + v ϕ[x′ + v (y′ − x′)]− v yn
< (1− v) {ϕ[x′ + v (y′ − x′)]− ϕ(x′)}+ v {ϕ[x′ + v (y′ − x′)]− ϕ(y′)}
≤ 2c v (1− v) |y′ − x′|
≤ c(Ω)
2
r < c(Ω) r.
Now if we choose M to be c(∂Ω), a constant which depends only on the Lipschitz
character of ϕ, then xn + v (yn − xn) + Mr > ϕ[x′ + v (y′ − x′)], which amounts
to z = x + v (y − x) +Mren ∈ Ω for all v ∈ [0, 1]. Moreover, if z = (z′, zn) with
z′ ∈ Rn−1 and zn ∈ R, then
δ(z) ≈ zn − ϕ(z′)
= xn + v (yn − xn) +Mr − ϕ[x′ + v (y′ − x′)]
≥ c(Ω) r.
Returning to estimate II, we obtain that
II ≤ c r
∫ 1
0
{|∇F (z, u)|+ δ(z)|∂tF (z, u)|} dv
≤ c0 c r
∫ 1
0
dv
δ(z)1−α
≤ c0 c r
∫ 1
0
dv
r1−α
= c0 c r
α,
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where the constant c depends only on the Lipschitz character of Ω and on α. We
have shown each part of (4.2.42), hence the lemma is proved. ¤
We are now ready to present the
Proof of Theorem 4.2.9.
According to Lemma 4.2.10, for any F ∈ C1(Ω× R),
‖F‖B∞α,par(Ω×R) ≤ c sup
(x,t)∈Ω×R
{
δ(x)1−α|∇F (x, t)|+ δ2−α|∂timeF (x, t)|
}
,
where δ(x) = dist(x, ∂Ω) and 0 < α < 1.
Let f ∈ B∞α,par(∂Ω× R). Then, applying Lemma 4.2.10 for Df , we obtain that
‖Df‖B∞α,par(Ω×R) ≤ c ‖δ1−α∇Df + δ2−α∂timeDf‖L∞(Ω×R)
≤ c ‖δ1−α∇Df‖L∞(Ω×R) + c ‖δ2−α∂timeDf‖L∞(Ω×R)
≤ c ‖f‖B∞α,par(∂Ω×R).
Here we have also used two special cases of Theorem 4.1.4, namely k = 1, γ = θ = 0
and k = 0, γ = 1, θ = 0, respectively. ¤
The main result of this chapter, for a bounded Lipschitz domain, is as follows.
Theorem 4.2.11. Let Ω be a bounded Lipschitz domain in Rn, 0 < T < ∞ and
0 < α < 1, 1 < p ≤ ∞ such that (α, 1
p
) ∈ interior of OABCDE in the diagram
below. Then
D : 0Bpα,par(∂Ω× (0, T )) −→ 0Bpα+ 1
p
,par
(Ω× (0, T ))
is bounded.
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1
p
αO(0, 0) (1, 0)
(0, 1)
(0, 1
2
)
666
---
E(ε, 0)
A(0, 1+ε
2
)
D(1, 1−ε
2
)
B(1− ε,1)
C(1, 1)
!!
!!
!!
!!
!!
!!
!!
!!
!!
!!
!!
!!
!!
!!
Proof. Let f ∈ 0Bpα,par(∂Ω × (0, T )). Then, by definition, there exists a function
F ∈ Bpα,par(∂Ω × R) such that f = F |∂Ω×(0,T ) and F is supported in ∂Ω × [0,∞).
Also, in view of the definition of the double layer potential and of the fundamental
solution E of the heat operator, for (x, t) ∈ Ω× R, we have
DF (x, t) =
∫
R
∫
∂Ω
∂ν(y)[E(x− y, t− s)]F (y, s) dσy ds
=
∫ t
0
∫
∂Ω
∂ν(y)[E(x− y, t− s)]F (y, s) dσy ds.
Going further,
(DF )|Ω×(0,T )(x, t) =
∫ t
0
∫
∂Ω
∂ν(y)[E(x− y, t− s)]F (y, s) dσy ds
=
∫ t
0
∫
∂Ω
∂ν(y)[E(x− y, t− s)]f(y, s) dσy ds
= (Df)(x, t),
(4.2.43)
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since 0 < s < t < T implies s ∈ (0, T ), and F |∂Ω×(0,T ) = f . Also, from The-
orems 4.2.8 and 4.2.9, we have that for any 0 < α < 1, 1 < p ≤ ∞ and F in
Bp,qα,par(∂Ω× R),
DF ∈ Bp,q
α+ 1
p
,par
(Ω× R). (4.2.44)
We next observe that
DF (x, t) ≡ 0 for t < 0. (4.2.45)
Indeed, t < 0 and s < t (which holds, since otherwise E(x− y, t− s) = 0) imply that
s < 0. Now (4.2.45) follows from the fact that F (y, s) ≡ 0 for s < 0.
Consequently, recalling the spaces ¤B
q
β,par(Ω× (0, T ))) from Definition 3.1.15, we
note that (4.2.43)-(4.2.45) amount to
Df ∈ ¤Bpα+ 1
p
,par
(Ω× (0, T ))).
Finally, in view of the equaivalence between the spaces ¤B
p
α+ 1
p
,par
(Ω × (0, T ))) and
0B
p
α+ 1
p
,par
(Ω × (0, T ))) for (α, 1
p
) ∈ interior of OABCDE (by Theorem 3.1.20), we
obtain that
D : 0Bpα,par(∂Ω× (0, T )) −→ 0Bpα+ 1
p
,par
(Ω× (0, T ))
is bounded, completing the proof of the theorem. ¤
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Chapter 5
Mapping properties of the single
layer potential
In this chapter we shall prove that for a bounded Lipschitz domain Ω in Rn
and 0 < T < ∞, indices 1 < p < ∞ and 0 < α < 1, the caloric single layer
potential opetator S is a bounded linear map from the space 0Bp−α,par(∂Ω × (0, T ))
into 0B
p
1−α+ 1
p
,par
(Ω × (0, T )) (see Theorem 5.2.7). The main idea of our approach
consists of interpolating between the endpoint cases p = 1 (Theorem 5.1.9) and
p =∞ (Theorem 5.1.10).
5.1 Basic estimates
The first part of this section contains several preliminary results needed in order
to show the above mentioned endpoint cases. Then we shall discuss the mapping
properties of the single layer potential in the instances when p = 1 and p = ∞,
respectively.
Recall that the single layer potential operator is defined by
Sf(x, t) :=
∫
∂Ω×R
E(x− y, t− s)f(y, s) dσy ds
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for (x, t) ∈ Ω × R, where E(x, t) is the fundamental solution of the heat operator
and Ω is a domain in Rn with surface measure dσ.
We next introduce a truncated version of the single layer potential.
Definition 5.1.1. Let Ω be a domain in Rn and consider ψ˜ ∈ C∞c (Rn) and ψ, ˜˜ψ ∈
C∞c (Rn × R) with the following properties: supp ψ˜ ∩ Ω ⊆ K˜ ⊂ Ω,
supp ψ ∩ (∂Ω× R) ⊆ K × I with K ⊂ ∂Ω, I ⊂ R,
supp ˜˜ψ ∩ (∂Ω× R) ⊆ ˜˜K × ˜˜I with ˜˜K ⊂ ∂Ω, ˜˜I ⊂ R,
and such that ψ˜ ≡ 1 in K² ∩ K˜, where K² is a neighborhood of K, and ˜˜ψ ≡ 1 in
some neighborhood of K × I (assume K × I ⊂ ˜˜K × ˜˜I). Using the above notation, we
define
S˜f := ψ˜ S( ˜˜ψ ψ f).
Recall that for a domain Ω (in Rn) and for x ∈ Ω, δ(x) = dist(x, ∂Ω) represents
the distance from x to the boundary of Ω. Also, ∇k denotes any combination of
mixed spacial partial derivatives of order k, and Iθtime stands for the fractional integral
operator defined in (1.1.4).
One of our basic estimates regarding the truncated single layer potential operator
(when p = 1) is as follows.
Theorem 5.1.2. Consider a Lipschitz domain Ω in Rn, and set N := k+2γ− 2θ+
α − 2 > −1, where k, γ ∈ N0, 0 ≤ θ < 1, 0 < α < 1, and 2γ − 2θ + α > 1 for
0 < θ < 1. Then for any f ∈ (B∞α, par(∂Ω× R))∗
δN ψ˜∇k∂γtimeIθtimeS( ˜˜ψ ψ f) ∈ L1(Ω× R), (5.1.1)
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with natural accompanying estimates.
Proof. First we consider the case when 0 < θ < 1.
Let f ∈ (B∞α,par(∂Ω× R))∗ and note that for each fixed (x, t) ∈ Ω× R we have
δN ψ˜∇k∂γtimeIθtimeS( ˜˜ψ ψ f)(x, t) = 〈δ(x)N ψ˜(x)∇k∂γtimeIθtimeE(x− ·, t− ·) ˜˜ψ, ψf〉.
(5.1.2)
Moreover,
‖δN ψ˜∇k∂γtimeIθtimeS( ˜˜ψ ψ f)‖L1(Ω×R)
= sup
F∈L∞(Ω×R)
‖F‖L∞≤1
∫
Ω×R
F (x, t)
〈
δ(x)N ψ˜(x)∇k∂γtimeIθtimeE(x− ·, t− ·) ˜˜ψ, ψf
〉
dx dt
= sup
F∈L∞(Ω×R)
‖F‖L∞≤1
〈 ∫
Ω×R
F (x, t)δ(x)N ψ˜(x)∇k∂γtimeIθtimeE(x− ·, t− ·) ˜˜ψ dx dt, ψf
〉
≤ ‖ψ f‖(B∞α,par(∂Ω×R))∗×
× sup
F∈L∞(Ω×R)
‖F‖L∞≤1
∥∥∥ ∫
Ω×R
F (x, t)δ(x)N ψ˜(x)∇k∂γtimeIθtimeE(x− ·, t− ·) ˜˜ψ dx dt
∥∥∥
B∞α,par(∂Ω×R)
.
We fix a function F ∈ L∞(Ω × R) with ‖F‖L∞(Ω×R) ≤ 1, and two pair of points
(y, s), (z, r) ∈ K × I ⊂ ∂Ω×R, (y, s) 6= (z, r). Then estimating the B∞α,par(∂Ω×R)-
norm of the last integral comes down to proving that there exists a positive finite
constant c such that
A.
∣∣∣∣∣∣
∫
Ω×R
F (x, t)δ(x)N ψ˜(x)∇k∂γtimeIθtimeE(x− y, t− s) ˜˜ψ(y, s)dx dt
−
∫
Ω×R
F (x, t)δ(x)N ψ˜(x)∇k∂γtimeIθtimeE(x− z, t− r) ˜˜ψ(z, r)dx dt
∣∣∣∣∣∣
≤ c (|y − z|+ |t− s|1/2)α ,
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and that
B. sup
(y,s)∈K×I
∣∣∣∣∣∣∣
∫
K˜×R
F (x, t)δ(x)N ψ˜(x)
[∇k∂γtimeIθtimeE(x− y, t− s)] ˜˜ψ(y, s)dxdt
∣∣∣∣∣∣∣ <∞,
where K × I ⊂ ∂Ω× R and K˜ ⊂ Ω are compact subsets.
Since ‖F‖L∞(Ω×R) ≤ 1, ‖ψ˜‖L∞(Ω) ≤ c, and ˜˜ψ ≡ 1 on K × I, in order to prove A
it is enough to show that∫
Ω×R
δ(x)N
∣∣∇k∂γtimeIθtimeE(x− y, t− s)−∇k∂γtimeIθtimeE(x− z, t− r)∣∣ dx dt
≤ c (|y − z|+ |t− s|1/2)α
(5.1.3)
where (y, s), (z, r) ∈ K × I ⊂ ∂Ω× R with (y, s) 6= (z, r).
At this point we can drop the restriction that (y, s) and (z, r) are in a compact
subset of ∂Ω×R, and we will prove that (5.1.3) holds for any (y, s), (z, r) ∈ ∂Ω×R,
by dividing the domain of integration Ω × R in four parts, and handling each case
separately. Denote
(|y − z|+ |t− s|1/2)α by A, and set
I1 :=
∫
D1
δ(x)N
∣∣∇k∂γtimeIθtimeE(x− y, t− s)∣∣ dx dt,
where D1 := {(x, t) ∈ Ω × R : |x − y| < cA, |t − s|1/2 < cA}. We estimate∣∣∇k∂γtimeIθtimeE(x− y, t− s)∣∣ using (1.2.19), obtaining
I1 ≤ c
∫
D1
δ(x)N
|t− s|θ
|x− y|n+k+2γ
[
min
{
1,
|x− y|2
|t− s|
}]γ+1
dx dt. (5.1.4)
Given x ∈ Ω, y ∈ ∂Ω, we can write x = (x′, ϕ(x′) + τ) and y = (y′, ϕ(y′)), where
x′, y′ ∈ Rn−1, τ ∈ R+, and ϕ : Rn−1 → R is a Lipschitz function, whose graph is ∂Ω
(if Ω is bounded, use a finite partition of unity on ∂Ω). Then |x− y| ≈ |x′ − y′|+ τ
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and dx ≈ dx′ dτ . Making also the change of variables t − s = t′ ∈ R, (5.1.4) is
equivalent with
I1 ≤ c
∫
D11
τN
|t′|θ
(|x′ − y′|+ τ)n+k+2γ
[
min
{
1,
(|x′ − y′|+ τ)2
|t′|
}]γ+1
dx′ dτ dt, (5.1.5)
where D11 := {(x′, τ, t′) ∈ Rn−1 × R+ × R : |x′ − y′| + τ < cA, |t′|1/2 < cA}. By
setting x′ − y′ = x′′ ∈ Rn and t′ = (t′′)2, t′′ ∈ R, we can rewrite (5.1.5) as follows.
I1 ≤ c
∫
D21
τN
|t′′|2θ+1
(|x′|+ τ)n+k+2γ
[
min
{
1,
(|x′|+ τ)2
|t′′|2
}]γ+1
dx′′ dτ dt′′, (5.1.6)
where D21 := {(x′′, τ, t′′) ∈ Rn−1×R+×R : |x′|+ τ < cA, |t′′| < cA}. Going further,
let x′′ = Au, τ = Aκ and t′′ = Av (rescale in x′′, τ and t′′). Then (5.1.6) yields
I1 ≤ cAα
∫
D31
κN
|v|2θ+1
(|u|+ κ)n+k+2γ
[
min
{
1,
( |u|+ κ
|v|
)2}]γ+1
du dκ dv, (5.1.7)
where D31 := {(u, κ, v) ∈ Rn−1 × R+ × R : |u|+ κ < c, |v| < c}.
Going further, first, if |v| ≤ |u|+ κ, we let
D41 := {(u, κ, v) ∈ Rn−1 × R+ × R : |v| ≤ |u|+ κ < c}.
From (5.1.7), after making the change of variables v = v˜(|u| + κ), v˜ ∈ R, we obtain
that
I1 ≤ cAα
∫
D41
κN
|v|2θ+1
(|u|+ κ)n+k+2γ du dκ dv
≤ cAα
 ∫
v˜∈R
|v˜≤1
|v˜|2θ+1dv˜
 ∫
(u,κ)∈Rn−1×R+
|u|+κ<c
κN
(|u|+ κ)n+k+2γ−2θ−2 du dκ
≤ cAα
∫
(u,κ)∈Rn−1×R+
|u|+κ<c
κN
(|u|+ κ)n+N−α du dκ, (5.1.8)
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We next let κ = κ′|u|, κ′ ∈ R+ in (5.1.8). Then
I1 ≤ aAα

∫
u∈Rn−1
|u|<c
du
|u|n−1−α

∫
κ′∈R+
(κ′)N
(κ′ + 1)n+N−α
dκ′ ≤ cAα,
wher we have used that if κ′ ≤ 1, then κ′+1 ≈ 1 and ∫
0<κ′≤1
κ′Ndκ′ <∞ for N > −1,
as well as the fact that if κ′ > 1, then κ′ + 1 ≈ κ′ and ∫
κ′<1
dκ′
(κ′)n−α is finite, since
n− α > 1.
Second, if |u|+ κ < |v|, we denote
D51 := {(u, κ, v) ∈ Rn−1 × R+ × R : |u|+ κ < |v| < c}.
From (5.1.7) we obtain that
I1 ≤ cAα
∫
D51
κN
(|u|+ κ)n+k−2|v|2γ−2θ+1 du dκ dv,
which, after the change of variables v = v′(|u|+ κ), yields v′ ∈ R,
I1 ≤ cAα

∫
v′∈R
|v′|≥1
dv′
(v′)2γ−2θ+1

∫
(u,κ)∈Rn−1×R+
|u|+κ<c
κN
(|u|+ κ)n+N−α du dκ. (5.1.9)
The first integral in (5.1.9) is bounded by a finite constant, since the hypothesis
2γ − 2θ > 1− α implies 2γ − 2θ > 0, while the second integral in (5.1.9) is the same
as the integral in (5.1.8) which, we have seen, is bounded. Therefore I1 ≤ cAα.
Next, we set
I ′1 :=
∫
D1
δ(x)N
∣∣∇k∂γtimeIθtimeE(x− z, t− r)∣∣ dx dt,
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where D1 = {(x, t) ∈ Ω × R : |x − y| < cA, |t − s|1/2 < cA}, as before. Note that
|x− z| ≤ |x− y|+ |y − z| < cA and |t− r|1/2 ≤ |t− s|1/2 + |s− r|1/2 < cA. Hence
I ′1 ≤
∫
D′1
δ(x)N
∣∣∇k∂γtimeIθtimeE(x− z, t− r)∣∣ dx dt = I1 ≤ cAα,
where D′1 := {(x, t) ∈ Ω× R : |x− z| < cA, |t− r|1/2 < cA}.
Going further, let the second domain of integration be
D2 := {(x, t) ∈ Ω× R : |x− y| < cA, |t− s|1/2 > cA},
and set
I2 :=
∫
D2
δ(x)N
∣∣∇k∂γtimeIθtimeE(x− y, t− s)∣∣ dx dt.
Following the same steps as in the case of I1, we obtain a similar inequality to
(5.1.7) (only the domain of integration is different), namely
I2 ≤ cAα
∫
D12
κN
|v|2θ+1
(|u|+ κ)n+k+2γ
[
min
{
1,
( |u|+ κ
|v|
)2}]γ+1
du dκ dv,
where D12 := {(u, κ, v) ∈ Rn−1 × R+ × R : |u| + κ < c, |v| > c}. After some
simplifications and the change of variables v = v′(|u|+ κ), v′ ∈ R, we get that
I2 ≤ cAα
∫
D12
κN
(|u|+ κ)n+k−2|v|2γ−2θ+1 du dκ dv
≤ cAα

∫
v′∈R
|v′|≥1
dv′
(v′)2γ−2θ+1

∫
(u,κ)∈Rn−1×R+
|u|+κ<c
κN
(|u|+ κ)n+N−α du dκ. (5.1.10)
The integrals in (5.1.10) are the same as in (5.1.9) (which are bounded by a finitite
constant), therefore I2 ≤ cAα.
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For
I ′2 :=
∫
D2
δ(x)N
∣∣∇k∂γtimeIθtimeE(x− z, t− r)∣∣ dx dt,
with D2 := {(x, t) ∈ Ω× R : |x− y| < cA, |t− s|1/2 > cA}, note that |x− z| < cA
and cA < |t− s|1/2 ≤ |t− r|1/2 + |s− r|1/2 ≤ |t− r|1/2 + A. Hence for c > 1 (which
we can assume without loss of generality), |t− r|1/2 > cA and
I ′2 ≤
∫
D′2
δ(x)N
∣∣∇k∂γtimeIθtimeE(x− z, t− r)∣∣ dx dt = I2 ≤ cAα,
where D′2 := {(x, t) ∈ Ω× R : |x− z| < cA, |t− r|1/2 > cA}.
Taking the third domain of integration to be
D3 := {(x, t) ∈ Ω× R : |x− y| > cA, |t− s|1/2 < cA},
we consider
I3 :=
∫
D3
δ(x)N
∣∣∇k∂γtimeIθtimeE(x− y, t− s)∣∣ dx dt.
Following the same steps as in the case of I1, we obtain a similar inequality to
(5.1.7) (only the domain of integration is different), namely
I3 ≤ cAα
∫
D13
κN
|v|2θ+1
(|u|+ κ)n+k+2γ
[
min
{
1,
( |u|+ κ
|v|
)2}]γ+1
du dκ dv,
where D13 := {(u, κ, v) ∈ Rn−1 × R+ × R : |u| + κ > c, |v| < c}. After some
simplifications we obtain that
I3 ≤ cAα
 ∫
v∈R
|v|<c
|v|2θ+1dv
 ∫
(u,κ)∈Rn−1×R+
|u|+κ>c
κN
(|u|+ κ)n+k+2γ du dκ
≤ cAα
∫
(u,κ)∈Rn−1×R+
|u|+κ>c
κN
(|u|+ κ)n+k+2γ du dκ. (5.1.11)
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To proceed, we consider two cases. First, let κ ≤ |u|, and make the change of
variables κ = κ′|u|, κ′ ∈ R+. Then κ′ ≤ 1, |u| > c, and we obtain that
I3 ≤ cAα
 ∫
0<κ′≤1
(κ′)N
(κ′ + 1)n+k+2γ
dκ′
 ∫
|u|∈Rn−1
|u|>c
du
|u|n+1+2θ−α
≤ cAα.
Second, let κ > |u|, and set u = u′κ, u′ ∈ Rn−1. Then |u′| < 1, κ > c, and
I3 ≤ cAα
 ∫
κ>c
dκ
κ3+2θ−α
 ∫
u′∈Rn−1
|u′|<1
du′
(|u′|+ 1)n+k+2γ
≤ cAα.
Similar to the above cases, we consider
I ′3 :=
∫
D3
δ(x)N
∣∣∇k∂γtimeIθtimeE(x− z, t− r)∣∣ dx dt,
with
D3 = {(x, t) ∈ Ω× R : |x− y| > cA, |t− s|1/2 < cA}.
Observe that cA < |x−z|+|y−z| ≤ |x−z|+A, hence, for c > 1 we have |x−z| > cA.
Also, |t− r|1/2 ≤ |t− s|1/2 + |s− r|1/2 < cA. Therefore
I ′3 ≤
∫
D′3
δ(x)N
∣∣∇k∂γtimeIθtimeE(x− z, t− r)∣∣ dx dt = I3 ≤ cAα,
where
D′3 := {(x, t) ∈ Ω× R : |x− z| > cA, |t− r|1/2 < cA}.
Finally, let the fourth domain of integration be
D4 := {(x, t) ∈ Ω× R : |x− y| > cA, |t− s|1/2 > cA},
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and, different from the previous cases, consider
I4 :=
∫
D4
δ(x)N
∣∣∇k∂γtimeIθtimeE(x− y, t− s)−∇k∂γtimeIθtimeE(x− z, t− s)∣∣ dx dt,
and
I ′4 :=
∫
D4
δ(x)N
∣∣∇k∂γtimeIθtimeE(x− z, t− s)−∇k∂γtimeIθtimeE(x− z, t− r)∣∣ dx dt.
We shall prove that I4 ≤ cAα and I ′4 ≤ cAα, which will complete the proof of the
theorem in the case when 0 < θ < 1.
To handle the difference in the integral in I4, use the Fundamental Theorem of
Calculus. Then
∣∣∇k∂γtimeIθtimeE(x− y, t− s)−∇k∂γtimeIθtimeE(x− z, t− s)∣∣
≤
∫ 1
0
∣∣∇k+1∂γtimeIθtimeE(x− ξj, t− s)∣∣ |y − z| dj, (5.1.12)
where ξj = (1− j)z + jy. By (1.2.19), the expression in (5.1.12) does not exceed
c |y − z|
∫ 1
0
|t− s|θ
|x− ξj|n+k+1+2γ
[
min
{
1,
|x− ξj|2
|t− s|
}]γ+1
dj,
= c |y − z|
∫ 1
0
|t− s|θ
|x− ξj|n+k−1
[
min
{
1
|x− ξj|2 ,
1
|t− s|
}]γ+1
dj.
We can easily show that, on the domain of integration (more precisely due to the
fact that |x − y| > cA), we have |x − ξj| ≥ c max{|x − y|, |x − z|}, which implies
|x− ξj| ≥ c |x− y|. Therefore
I4 ≤ cA
∫
D4
δ(x)N
|t− s|θ
|x− y|n+k−1
[
min
{
1
|x− y|2 ,
1
|t− s|
}]γ+1
dx dt.
Since x ∈ Ω, y ∈ ∂Ω, we can write x = (x′, ϕ(x′) + τ), y = (y′, ϕ(y′)), where
x′, y′ ∈ Rn−1, ϕ : Rn−1 → R is a Lipschitz function such that Ω lies above the graph
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of ϕ (if Ω is a bounded domain, then use a finite partition of unity on ∂Ω), and τ is
some positive real number. Then |x − y| ≈ |x′ − y′| + τ , δ(x) ≈ τ and dx ≈ dx′dτ .
Also, I4 is bounded by
cA
∫
D14
τN
|t− s|θ
(|x′ − y′|+ τ)n+k−1
[
min
{
1
(|x′ − y′|+ τ)2 ,
1
|t− s|
}]γ+1
dx′ dτ dt,
where D14 := {(x′, τ, t) ∈ Rn−1 × R+ × R : |x′ − y′| + τ > cA, |t − s|1/2 > cA}. To
simplify the integral we make the change of variables x′ − y′ = x′′, x′′ ∈ Rn−1 and
t− s = (t′)2, t′ ∈ R, and obtain that
I4 ≤ cA
∫
D24
τN
|t′|2θ+1
(|x′′|+ τ)n+k−1
[
min
{
1
(|x′′|+ τ)2 ,
1
|t′|2
}]γ+1
dx′′ dτ dt′,
where D24 := {(x′′, τ, t′) ∈ Rn−1 ×R+ ×R : |x′′|+ τ > cA, |t′| > cA}. Going further,
let x′′ = Au, u ∈ Rn−1; τ = Aκ, κ ∈ R+; and t′ = Av, v ∈ R. Then
I4 ≤ cAα
∫
D34
κN
|v|2θ+1
(|u|+ κ)n+k−1
[
min
{
1
(|u|+ κ)2 ,
1
|v|2
}]γ+1
du dκ dv,
where D34 := {(u, κ, v) ∈ Rn−1 × R+ × R : |u|+ κ > c, |v| > c}.
To proceed, first consider the case when |v| ≤ |u| + κ, and set v = v′(|u| + κ),
v′ ∈ R. Then
I4 ≤ cAα

∫
v′∈R
|v′|≤1
|v′|2θ+1dv′

∫
(u,κ)∈Rn−1×R+
|u|+κ>c
κN
(|u|+ κ)n+N−α+1 du dκ
≤ cAα
∫
(u,κ)∈Rn−1×R+
|u|+κ>c
du dκ
(|u|+ κ)n−α+1
≤ cAα.
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If |u|+ κ < |v|, we set u = u′|v|, u′ ∈ Rn−1 and κ = κ′|v|, κ′ ∈ R+. This yields
I4 ≤ cAα
 ∫
v∈R
|v|>c
dv
|v|2−α
 ∫
(u′,κ′)∈Rn−1×R+
|u′|+κ′<1
(κ′)N
(|u′|+ κ′)n+k−1 du
′dκ′
≤ cAα
∫
(u′,κ′)∈Rn−1×R+
|u′|+κ′<1
du′dκ′
(|u′|+ κ′)n+1−2γ+2θ−α
≤ cAα,
provided 2γ − 2θ + α > 1.
For the diffenence in the integral I ′4 we use the Fundamental Theorem of Calculus
to obtain that
∣∣∇k∂γtimeIθtimeE(x− z, t− s)−∇k∂γtimeIθtimeE(x− z, t− r)∣∣
≤
∫ 1
0
∣∣∇k∂γ+1timeIθtimeE(x− z, t− ζj)∣∣ |s− r| dj, (5.1.13)
where ζj = (1−j)r+js. According to (1.2.19), the expression in (5.1.13) is controlled
by
c |s− r|
∫ 1
0
|t− ζj|θ
|x− z|n+k+2γ+2
[
min
{
1,
|x− z|2
|t− ζj|
}]γ+2
dj,
which is equivalent with
c |s− r|
∫ 1
0
[min {|t− ζj|, |x− z|2}]γ+2
|x− z|n+k+2γ+2 |t− ζj|γ+2−θ dj.
Simple calculations yield to the following. On the domain of integration (precisely
due to the fact that |t − s|1/2 > cA) we have |t − ζ| ≈ |t − s| (≈ |t − r|). Also,
|x− y| > cA implies |x− z| > cA. Therefore
I ′4 ≤ cA2
∫
D44
δN
[min {|t− s|, |x− z|2}]γ+2
|x− z|n+k+2γ+2 |t− s|γ+2−θ dx dt,
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where D44 := {(x, t) ∈ Ω× R : |x− z| > cA, |t− s|1/2 > cA}. Since x ∈ Ω, z ∈ ∂Ω,
we can write x = (x′, ϕ(x′)+ τ), z = (z′, ϕ(z′)), where x′, z′ ∈ Rn−1, ϕ : Rn−1 → R is
a Lipschitz function such that Ω lies above the graph of ϕ (if Ω is a bounded domain,
then we use a finite partition of unity on ∂Ω), and τ is some positive real number.
Then |x− z| ≈ |x′ − z′|+ τ , δ(x) ≈ τ , dx ≈ dx′dτ , and
I ′4 ≤ cA2
∫
D54
τN
[min {|t− s|, (|x′ − z′|+ τ)2}]γ+2
(|x′ − z′|+ τ)n+k+2γ+2 |t− s|γ+2−θ dx
′ dτ dt,
where D54 := {(x′, τ, t) ∈ Rn−1×R+×R : |x′− z′|+ τ > cA, |t− s|1/2 > cA}. Going
further, let x′ − z′ = x′′, x′′ ∈ Rn−1, and t− s = (t′)2, t′ ∈ R, which yields
I ′4 ≤ cA2
∫
D24
τN
[min {|t′|, |x′′|+ τ}]2γ+4
(|x′′|+ τ)n+k+2γ+2 |t′|2γ+3−2θ dx
′′ dτ dt′,
where D24 = {(x′′, τ, t′) ∈ Rn−1 × R+ × R : |x′′| + τ > cA, |t′| > cA}, as before.
Next, let x′′ = Au, u ∈ Rn−1, τ = Aκ, κ ∈ R+, and t′ = Av, v ∈ R. Recall that
D34 = {(u, κ, v) ∈ Rn−1 × R+ × R : |u| + κ > c, |v| > c}. The above change of
variables yields
I ′4 ≤ cAα
∫
D34
κN
[min {|v|, |u|+ κ}]2γ+4
(|u|+ κ)n+k+2γ+2 |v|2γ+3−2θ du dκ dv. (5.1.14)
In order to show that I ′4 ≤ cAα, we first assume |v| ≤ |u| + κ, and make the
change of variables v = v′(|u|+ κ), v′ ∈ R in (5.1.14). Then the following holds.
I ′4 ≤ cAα

∫
v′∈R
|v′|≤1
|v′|2θ+1dv′

∫
(u,κ)∈Rn−1×R+
|u|+κ>c
κN
(|u|+ κ)n+N−α+2 du dκ
≤ cAα
∫
(u,κ)∈Rn−1×R+
|u|+κ>c
du dκ
(|u|+ κ)n−α+2
≤ cAα.
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Second, assume |v| > |u| + κ, and make the same change of variables, i.e. v =
v′(|u|+ κ), v′ ∈ R. Then
I ′4 ≤ cAα

∫
v′∈R
|v′|>1
dv′
|v′|2γ+3−2θ

∫
(u,κ)∈Rn−1×R+
|u|+κ>c
κN
(|u|+ κ)n+N−α+2 du dκ
≤ cAα
∫
(u,κ)∈Rn−1×R+
|u|+κ>c
du dκ
(|u|+ κ)n−α+2
≤ cAα,
completing the proof of A.
In order to show B, note that, since ‖F‖L∞(Ω×R) ≤ 1, ‖ψ˜‖L∞(Ω) ≤ c, and ˜˜ψ ≡ 1
on K × I, it suffices to prove that
J1 := sup
(y,s)∈K×I
∫
K˜×R
δ(x)N |∇k∂γtimeIθtimeE(x− y, t− s) dx dt| <∞, (5.1.15)
where K × I ⊂ ∂Ω× R and K˜ ⊂ Ω are compact sets.
According to (1.2.19),
J1 ≤ c
∫
K˜×R
δ(x)N
|t− s|θ
|x− y|n+k+2γ
[
min
{
1,
|x− y|2
|t− s|
}]γ+1
dx dt.
If Ω is a bounded Lipschitz domain, we can reduce matters to the graph case by
choosing a finite partition of unity on ∂Ω. In this scenario, x = (x′, ϕ(x′) + τ),
y = (y′, ϕ(y′)), where x′, y′ ∈ Rn−1, τ ≈ δ(x), and the graph of the Lipschitz function
ϕ : Rn−1 → R represents the boundary of Ω. Moreover, since x ∈ K˜ and y ∈ K, we
also have |x′| ≤ c, τ ≤ c, and |y′| ≤ c. Consequently,
J1 ≤ c
∫
Rn−1×R+×R
|x′|≤c, τ≤c
τN |t− s|θ
(|x′ − y′|+ τ)n+k+2γ
[
min
{
1,
(|x′ − y′|+ τ)2
|t− s|
}]γ+1
dx′ dτ dt.
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The change of variables x′ − y′ = z ∈ Rn−1 and t− s = r2, r ∈ R yield
J1 ≤ c
∫
Rn−1×R+×R
|z|≤c, τ≤c
τN |r|2θ+1
(|z|+ τ)n+k+2γ
[
min
{
1,
|z|+ τ
|r|
}]2γ+2
dz dτ dr. (5.1.16)
In the case when |r| ≤ |z|+ τ , we let r = r′(|z|+ τ), r′ ∈ R, and obtain that
J1 ≤ c
 ∫
R
|r′|≤1
|r′|2θ+1dr′
 ∫
Rn−1×R+
|z|≤c, τ≤c
τN
(|z|+ τ)n+k+2γ−2θ−2 dz dτ
≤ c
∫
Rn−1×R+
|z|≤c, τ≤c
τN
(|z|+ τ)n+N−α dz dτ.
(5.1.17)
Going further, if |z| ≤ τ , we make the change of variables z = z′τ , where z′ ∈ Rn−1.
Then |z′| ≤ 1, and
J1 ≤ c
∫
Rn−1
|z′|≤1
dz′
(|z′|+ 1)n+N−α
 ∫
0<τ≤c
dτ
τ 1−α

≤ c,
where we have used the given fact that α > 0. When |z| > τ , we let τ = κ|z|, where
κ ∈ R+. Then κ < 1, and
J1 ≤ c
∫
Rn−1
|z|≤c
dz
|z|n−1−α
 ∫
0<κ<1
κN
(1 + κ)n+N−α
dκ

<∞,
since α > 0 and N > −1.
On the other hand, when |u| + τ < |r|, the change of variables r = r′(|u| + τ),
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r′ ∈ R in (5.1.16) yields
J1 ≤ c
 ∫
R
|r′|>1
dr′
|r′|2γ−2θ+1
 ∫
Rn−1×R+
|u|≤c, τ≤c
τN
(|u|+ τ)n+k+2γ−2θ−2 du dτ
≤ c
∫
Rn−1×R+
|u|≤c, τ≤c
τN
(|u|+ τ)n+N−α du dτ.
To control the integral in r′, we were using the hypothesis 2γ−2θ > 1−α > 0. Now,
the integral with respect to u and τ is the same as the last integral in (5.1.17), hence
we can conclude that J1 is bounded by a finite constant, completing the proof of B.
This finishes the proof of Theorem 5.1.2 in the case when 0 < θ < 1.
When θ = 0, following the same steps as in the case 0 < θ < 1, it is enough to
show that
C.
∫
Ω×R
δ(x)N
∣∣∇k∂γtimeE(x− y, t− s) − ∇k∂γtimeE(x− z, t− r)∣∣ dx dt
≤ c (|y − z|+ |t− s|1/2)α
(5.1.18)
holds for any fixed (y, s), (z, r) ∈ ∂Ω× R, and that
D. sup
(y,s)∈K×I
∫
K˜×R
δ(x)N |∇k∂γtimeE(x−y, t−s) dx dt| <∞, (5.1.19)
where K × I ⊂ ∂Ω× R and K˜ ⊂ Ω are compact sets.
In order to show C, as before, we divide the domain of integration Ω×R in four
parts, and handle each case separately. First, let
II1 :=
∫
D1
δ(x)N
∣∣∇k∂γtimeE(x− y, t− s)∣∣ dx dt,
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where D1 = {(x, t) ∈ Ω × R : |x − y| < cA, |t − s|1/2 < cA}, as before, and we set
A =
(|y − z|+ |t− s|1/2)α. Using (1.2.13),
II1 ≤ c
∫
D1
δ(x)N
(|x− y|+ |t− s|1/2)n+k+2γ
dx dt.
Moreover, we know that x = (x′, ϕ(x′) + τ) ∈ Ω, y = (y′ϕ(y′)) ∈ ∂Ω, where x′, y′ ∈
Rn−1, τ ∈ R+, and ϕ : Rn−1 → R is a Lipschitz function such that ∂Ω is the
graph of ϕ (for a bounded domain use a finite partition of unity on ∂Ω). Then
|x− y| ≈ |x′ − y′|+ τ , dx ≈ dx′dτ , and
II1 ≤ c
∫
D11
τN
(|x′ − y′|+ τ + |t− s|1/2)n+k+2γ
dx′ dτ dt,
where D11 = {(x′, τ, t) ∈ Rn−1×R+×R : |x′− y′|+ τ < cA, |t− s|1/2 < cA}. Making
the change of variables x′ − y′ = x′′, x′′ ∈ Rn−1 and t− s = (t′)2, t′ ∈ R yields
II1 ≤ c
∫
D21
τN |t′|
(|x′′|+ τ + |t′|)n+k+2γ dx
′′ dτ dt′,
where D21 = {(x′′, τ, t′) ∈ Rn−1 × R+ × R : |x′′| + τ < cA, |t′| < cA}. Next, we set
x′′ = Au, u ∈ Rn−1; τ = Aκ, κ ∈ R+; and t′ = Av, v ∈ R, to obtain that
II1 ≤ cAα
∫
D31
κN |v|
(|u|+ κ+ |v|)n+k+2γ du dκ dv,
with D31 = {(u, κ, v) ∈ Rn−1 × R+ × R : |u| + κ < c, |v| < c}. Since both κ and |v|
are bounded above by |u|+ κ+ |v|,
II1 ≤ c
∫
D61
du dκ dv
(|u|+ κ+ |v|)n+1−α
≤ cAα,
where D61 = {(u, κ, v) ∈ Rn−1 × R+ × R : |u|+ κ+ |v| < c}.
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Remaining at the first domain of integration D1, let
II ′1 :=
∫
D1
δ(x)N
∣∣∇k∂γtimeE(x− z, t− r)∣∣ dx dt.
The conditions on x, y, z and t, s, r imply |x− z| < cA and |t− r|1/2 < cA, hence
II ′1 ≤
∫
D′1
δ(x)N
∣∣∇k∂γtimeE(x− z, t− r)∣∣ dx dt = II1 ≤ cAα,
where D′1 = {(x, t) ∈ Ω× R : |x− x| < cA, |t− r|1/2 < cA}.
Let the second domain of integration be, as before,
D2 = {(x, t) ∈ Ω× R : |x− y| < cA, |t− s|1/2 > cA},
and set
II2 :=
∫
D2
δ(x)N
∣∣∇k∂γtimeE(x− y, t− s)∣∣ dx dt.
Following the same steps as in the case of II1, we obtain that
II2 ≤ cAα
∫
D12
κN |v|
(|u|+ κ+ |v|)n+k+2γ du dκ dv,
where D12 = {(u, κ, v) ∈ Rn−1 × R+ × R : |u| + κ < c, |v| > c}. Making the change
of variables v = v′(|u|+ κ), v′ ∈ R yields
II2 ≤ cAα
 ∫
v′∈R
|v′|
(|v′|+ 1)n+k+2γ dv
′
 ∫
(u,κ)∈Rn−1×R+
|u|+κ<c
κN
(|u|+ κ)n+k+2γ−2 du dκ.
(5.1.20)
If |v′| ≤ 1, then the first integral in (5.1.20) is bounded by a constant. If |v′| > 1,
the same integral is majorized by a constant multiple of
∫
v′∈R,|v′|>1
dv′
|v′|n+k+2γ−1 , which
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is finite, since N = k+2γ+α− 2 > −1 implies k+2γ > 1−α > 0, and n ≥ 2. The
second integral in (5.1.20) is controlled by
∫
(u,κ)∈Rn−1×R+
|u|+κ<c
du dκ
(|u|+ κ)n−α ≤ c.
With D2 as before, we set
II ′2 :=
∫
D2
δ(x)N
∣∣∇k∂γtimeE(x− z, t− r)∣∣ dx dt.
Due to the fact that (x, t) ∈ D2 implies |x− z| < cA and |t− r|1/2 > cA, we have
II ′2 ≤
∫
D′2
δ(x)N
∣∣∇k∂γtimeE(x− z, t− r)∣∣ dx dt = II2 ≤ cAα,
where D′2 = {(x, t) ∈ Ω× R : |x− z| < cA, |t− r|1/2 > cA}.
Taking the third domain of integration to be
D3 = {(x, t) ∈ Ω× R : |x− y| > cA, |t− s|1/2 < cA},
we consider
II3 :=
∫
D3
δ(x)N
∣∣∇k∂γtimeE(x− y, t− s)∣∣ dx dt.
The same steps as in the case of II1 yield to the inequality
II3 ≤ cAα
∫
D13
κN |v|
(|u|+ κ+ |v|)n+k+2γ du dκ dv,
where D13 = {(u, κ, v) ∈ Rn−1 × R+ × R : |u| + κ > c, |v| < c}. Now, evidently,
|u|+κ+ |v| ≥ |u|+κ, the power in the denominator n+k+2γ > 0, and the integral
in v,
∫
v∈R,|v|<c
|v|dv, is finite. Therefore
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II3 ≤ cAα
∫
(u,κ)∈Rn−1×R+
|u|+κ>c
κk+2γ+α−2
(|u|+ κ)n+k+2γ du dκ ≤ cA
α
∫
(u,κ)∈Rn−1×R+
|u|+κ>c
du dκ
(|u|+ κ)n+2−α
≤ cAα.
With the same D3 as before, we let
II ′3 :=
∫
D3
δ(x)N
∣∣∇k∂γtimeE(x− z, t− r)∣∣ dx dt,
which is bounded by
∫
D′3
δ(x)N
∣∣∇k∂γtimeE(x− z, t− r)∣∣ dx dt = II3 ≤ cAα,
where D′3 = {(x, t) ∈ Ω× R : |x− z| > cA, |t− r|1/2 < cA}.
Finally, let the fourth domain of integration be
D4 = {(x, t) ∈ Ω× R : |x− y| > cA, |t− s|1/2 > cA},
and, different from the previous cases, consider
II4 :=
∫
D4
δ(x)N
∣∣∇k∂γtimeE(x− y, t− s)−∇k∂γtimeE(x− z, t− s)∣∣ dx dt,
and
II ′4 :=
∫
D4
δ(x)N
∣∣∇k∂γtimeE(x− z, t− s)−∇k∂γtimeE(x− z, t− r)∣∣ dx dt.
We are going to prove that II4 ≤ cAα and II ′4 ≤ cAα, which will complete the
proof of the theorem in the case when θ = 0.
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To handle the difference in the integral in II4, use the Fundamental Theorem of
Calculus. Then
∣∣∇k∂γtimeE(x− y, t− s)−∇k∂γtimeE(x− z, t− s)∣∣
≤
∫ 1
0
∣∣∇k+1∂γtimeE(x− ξj, t− s)∣∣ |y − z| dj (5.1.21)
where ξj = (1− j)z + jy. By (1.2.13), the integral in (5.1.21) is controlled by
c |y − z|
∫ 1
0
dj
(|x− ξj|+ |t− s|1/2)n+k+1+2γ
.
Since |x− ξj| ≥ c |x− y| (as in the case of I4), we obtain that
II4 ≤ cA
∫
D4
δ(x)N
(|x− y|+ |t− s|1/2)n+k+1+2γ
dx dt.
Similar to the case of I4, we have x = (x
′, ϕ(x′)+ τ) ∈ Ω, y = (y′, ϕ(y′)) ∈ ∂Ω, where
x′, y′ ∈ Rn−1, ϕ : Rn−1 → R is a Lipschitz function such that Ω lies above the graph
of ϕ (if Ω is a bounded domain, then use a finite partition of unity on ∂Ω), and τ is
some positive real number. Then |x− y| ≈ |x′ − y′|+ τ , δ(x) ≈ τ , dx ≈ dx′dτ , and
II4 ≤ cA
∫
D14
τN
(|x′ − y′|+ τ + |t− s|1/2)n+k+1+2γ dx
′ dτ dt,
where D14 = {(x′, τ, t) ∈ Rn−1 × R+ × R : |x′ − y′| + τ > cA, |t − s|1/2 > cA}. To
simplify the integral we make the change of variables x′ − y′ = x′′, x′′ ∈ Rn−1 and
t− s = (t′)2, t′ ∈ R, and obtain that
II4 ≤ cA
∫
D24
τN |t′|
(|x′′|+ τ + |t′|)n+k+1+2γ dx
′′ dτ dt′,
where D24 = {(x′′, τ, t′) ∈ Rn−1 × R+ × R : |x′′|+ τ > cA, |t′| > cA}. Going further,
let x′′ = Au, u ∈ Rn−1; τ = Aκ, κ ∈ R+; and t′ = Av, v ∈ R. Then
II4 ≤ cAα
∫
D34
κN |v|
(|u|+ κ+ |v|)n+k+1+2γ du dκ dv,
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where D34 = {(u, κ, v) ∈ Rn−1 × R+ × R : |u| + κ > c, |v| > c}. Both κ and v are
bounded by |u|+ κ+ |v|, thus
II4 ≤ cAα
∫
D64
du dκ dv
(|u|+ κ+ |v|)n+2−α ≤ cA
α,
where D64 := {(u, κ, v) ∈ Rn−1 × R+ × R : |u|+ κ+ |v| > c}.
In a similar fashion, the difference in II ′4
∣∣∇k∂γtimeE(x− z, t− s)−∇k∂γtimeE(x− z, t− r)∣∣
≤
∫ 1
0
∣∣∇k∂γ+1timeE(x− z, t− ζj)∣∣ |s− r| dj
≤ c |s− r|
∫ 1
0
dj
(|x− z|+ |t− ζj|1/2)n+k+2γ+2
,
where ζj = (1 − j)r + js. Note that the inequality |t − ζj| ≥ c |t − s| holds for the
range of parameters we consider. Also, |x− y| > cA implies |x− z| > cA, therefore
II ′4 ≤ cA2
∫
D44
δ(x)N
(|x− z|+ |t− s|1/2)n+k+2γ+2
dx dt,
where D44 = {(x, t) ∈ Ω × R : |x − z| > cA, |t − s|1/2 > cA}. Similar to the case
of I ′4, we have x = (x
′, ϕ(x′) + τ) ∈ Ω, z = (z′, ϕ(z′)) ∈ ∂Ω, where x′, z′ ∈ Rn−1,
ϕ : Rn−1 → R is a Lipschitz function such that Ω lies above the graph of ϕ (if Ω is a
bounded domain, then use a finite partition of unity on ∂Ω), and τ is some positive
real number. Then |x− z| ≈ |x′ − z′|+ τ , δ(x) ≈ τ , dx ≈ dx′dτ , and
II ′4 ≤ cA2
∫
D14
τN
(|x′ − z′|+ τ + |t− s|1/2)n+k+2γ+2 dx
′ dτ dt,
where D54 = {(x′, τ, t) ∈ Rn−1 × R+ × R : |x′ − z′| + τ > cA, |t − s|1/2 > cA}. To
simplify the integral we make the change of variables x′ − z′ = x′′, x′′ ∈ Rn−1 and
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t− s = (t′)2, t′ ∈ R, and obtain that
II ′4 ≤ cA2
∫
D24
τN |t′|
(|x′′|+ τ + |t′|)n+k+2γ+2 dx
′′ dτ dt′,
where D24 = {(x′′, τ, t′) ∈ Rn−1 × R+ × R : |x′′|+ τ > cA, |t′| > cA}. Going further,
let x′′ = Au, u ∈ Rn−1, τ = Aκ, κ ∈ R+, and t′ = Av, v ∈ R. Then
II ′4 ≤ cAα
∫
D34
κN |v|
(|u|+ κ+ |v|)n+k+2γ+2 du dκ dv,
where D34 = {(u, κ, v) ∈ Rn−1 × R+ × R : |u| + κ > c, |v| > c}. Both κ and v are
bounded by |u|+ κ+ |v|, hence
II ′4 ≤ cAα
∫
D64
du dκ dv
(|u|+ κ+ |v|)n+3−α ≤ cA
α,
where D64 = {(u, κ, v) ∈ Rn−1 ×R+ ×R : |u|+ κ+ |v| > c}, which finishes the proof
of C.
To handle D, let us denote
J2 :=
∫
K˜×R
δ(x)N
∣∣∇k∂γtimeE(x− y, t− s)∣∣ dx dt,
where (y, s) ∈ K×I. Our goal is to prove that J2 <∞. First we note that according
to (1.2.13),
J2 ≤ c
∫
K˜×R
δ(x)N
(|x− y|+ |t− s|1/2)n+k+2γ
dx dt.
If Ω is a bounded Lipschitz domain, use a finite partition of unity on ∂Ω to reduce
matters to a graph domain case. In this situation, x = (x′, ϕ(x′)+ τ), y = (y′, ϕ(y′)),
where x′, y′ ∈ Rn−1, τ ≈ δ(x), and the graph of the Lipschitz function ϕ : Rn−1 → R
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represents the boundary of the unbounded domain Ω. Due to the extra assumptions
we have, i.e. x ∈ K˜ and y ∈ K, we also have |x′| ≤ c, τ ≤ c, and |y′| ≤ c. Then
J2 ≤ c
∫
Rn−1×R+×R
|x′|≤c, τ≤c
τN
(|x′ − y′|+ τ + |t− s|1/2)n+k+2γ
dx′ dτ dt,
which, after the change of variables t− s = r(|x′ − y′|+ τ)2, r ∈ R, becomes
J2 ≤ c
∫
Rn−1×R+
|x′|≤c, τ≤c
τN
(|x′ − y′|+ τ)n+k+2γ−2 dx
′ dτ
∫
R
dr
(1 + |r|1/2)n+k+2γ

≤ c
∫
Rn−1×R+
|z|≤c, τ≤c
τN
(|z|+ τ)n+N−α dz dτ.
Now we distinguish two cases. If |z| ≤ τ , we make the cange of variables z = z′τ ,
where z′ ∈ Rn−1. Then |z′| ≤ 1, and
J2 ≤ c
∫
Rn−1
|z′|≤1
dz′
(|z′|+ 1)n+N−α
 ∫
0<τ≤c
dτ
τ 1−α
 <∞,
where we have used the given fact that α > 0. In the other case, when |z| > τ , let
τ = κ|z|, where κ ∈ R+. Then κ < 1, and
J2 ≤ c
∫
Rn−1
|z|≤c
dz
|z|n−1−α
 ∫
0<κ<1
κN
(1 + κ)n+N−α
dκ
 <∞,
since α > 0, and the proof of D is complete, finishing the proof of the theorem when
θ = 0.
As part of the proof, we also need to make sure (see (5.1.2)) that, for each fixed
(x, t) ∈ Ω× R, and for the whole range of indices
δ(x)N ψ˜(x)
[∇k∂γtimeIθtimeE(x− ·, t− ·)] ˜˜ψ(·, ·) ∈ B∞α,par(K × I),
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where K × I ⊂ ∂Ω× R.
Since supp ψ˜ ∩ Ω ⊆ K˜ and ˜˜ψ ≡ 1 in some neighborhood of K × I, it suffices to
show that
∇k∂γtimeIθtimeE(x− ·, t− ·) ∈ B∞α,par(K × I). (5.1.22)
An idependent argument presented later (see (5.1.60) and (5.1.66)) shows that
∇k∂γtimeIθtimeE(x− ·, t− ·) ∈ Lip (K × I),
which further implies that
∇k∂γtimeIθtimeE(x− ·, t− ·) ∈ L∞(K × I). (5.1.23)
Moreover,
sup
(y,s),(z,r)∈K×I
(y,s) 6=(z,r)
|∇k∂γtimeIθtimeE(x− y, t− s)−∇k∂γtimeIθtimeE(x− z, t− r)|
(|y − z|+ |s− r|1/2)α
≤ c sup
(y,s),(z,r)∈K×I
(y,s)6=(z,r)
(|y − z|+ |s− r|1/2)1−α <∞. (5.1.24)
Now (5.1.23) and (5.1.24) imply (5.1.22), completing the proof of Theorem 5.1.2. ¤
Our next goal is to establish a similar result to Theorem 5.1.2, with Iθtime replaced
by Dθtime, where D
θ
time represents the fractional time-derivative operator defined in
(1.1.3).
Theorem 5.1.3. Consider a Lipschitz domain Ω in Rn, and let ψ˜, ˜˜ψ, ψ be as in
Definition 5.1.1. Set N := k + 2γ + 2θ + α − 2 > −1, where k, γ ∈ N0, 0 ≤ θ < 1
and 0 < α < 1. Then
δN ψ˜∇k∂γtimeDθtimeS( ˜˜ψ ψ f) ∈ L1(Ω× R) (5.1.25)
for any f ∈ (B∞α, par(∂Ω× R))∗.
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Proof. First let us consider the case when 0 < θ < 1.
Let f ∈ (B∞α,par(∂Ω× R))∗. For each fixed (x, t) ∈ Ω× R we have
δN ψ˜∇k∂γtimeDθtimeS( ˜˜ψ ψ f)(x, t) = 〈δ(x)N ψ˜(x)∇k∂γtimeDθtimeE(x− ·, t− ·) ˜˜ψ, ψf〉.
(5.1.26)
Moreover,
‖δN ψ˜∇k∂γtimeDθtimeS( ˜˜ψ ψ f)‖L1(Ω×R)
= sup
F∈L∞(Ω×R)
‖F‖L∞≤1
∫
Ω×R
F (x, t)
〈
δ(x)N ψ˜(x)∇k∂γtimeDθtimeE(x− ·, t− ·) ˜˜ψ, ψf
〉
dx dt
= sup
F∈L∞(Ω×R)
‖F‖L∞≤1
〈 ∫
Ω×R
F (x, t)δ(x)N ψ˜(x)∇k∂γtimeDθtimeE(x− ·, t− ·) ˜˜ψ dx dt, ψf
〉
≤ ‖ψ f‖(B∞α,par(∂Ω×R))∗×
× sup
F∈L∞(Ω×R)
‖F‖L∞≤1
∥∥∥ ∫
Ω×R
F (x, t)δ(x)N ψ˜(x)∇k∂γtimeDθtimeE(x− ·, t− ·) ˜˜ψ dx dt
∥∥∥
B∞α,par(∂Ω×R)
,
where (y, s) ∈ K × I.
Next we fix a function F ∈ L∞(Ω × R) with ‖F‖L∞(Ω×R) ≤ 1, and two points
(y, s), (z, r) ∈ ∂Ω × R, (y, s) 6= (z, r), which belong to K × I (from the support
condition on ψ). In order to contol the B∞α,par(∂Ω × R)-norm of the integral above,
we shall show that there exists a positive finite constant c such that
A.
∣∣∣∣∣∣
∫
Ω×R
F (x, t)δ(x)N ψ˜(x)∇k∂γtimeDθtimeE(x− y, t− s) ˜˜ψ(y, s) dx dt
−
∫
Ω×R
F (x, t)δ(x)N ψ˜(x)∇k∂γtimeDθtimeE(x− z, t− r) ˜˜ψ(z, r) dx dt
∣∣∣∣∣∣
≤ c (|y − z|+ |t− s|1/2)α ,
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and that
B. sup
(y,s)∈K×I
∣∣∣∣∣∣∣
∫
K˜×R
F (x, t)δ(x)N ψ˜(x)
[∇k∂γtimeDθtimeE(x− y, t− s)] ˜˜ψ(y, s) dx dt
∣∣∣∣∣∣∣ <∞,
where K × I ⊂ ∂Ω× R and K˜ ⊂ Ω are compact sets.
Since ‖F‖L∞(Ω×R) ≤ 1, ‖ψ˜‖L∞(Ω) ≤ c, and ˜˜ψ ≡ 1 on K × I, in order to prove A
it is enough to show that∫
Ω×R
δ(x)N
∣∣∇k∂γtimeDθtimeE(x− y, t− s)−∇k∂γtimeDθtimeE(x− z, t− r)∣∣ dx dt
≤ c (|y − z|+ |t− s|1/2)α .
(5.1.27)
At this point we can release the restriction that (y, s) and (z, r) are in a compact
subset of ∂Ω×R, and we will prove that (5.1.3) holds for any (y, s), (z, r) ∈ ∂Ω×R,
by dividing the domain of integration Ω× R in four parts, and handeling each case
separately. Denote
(|y − z|+ |t− s|1/2)α by A, and set
I1 :=
∫
D1
δ(x)N
∣∣∇k∂γtimeDθtimeE(x− y, t− s)∣∣ dx dt,
where D1 := {(x, t) ∈ Ω× R : |x− y| < cA, |t− s|1/2 < cA}. Using (1.2.18),
I1 ≤ c
∫
D1
δ(x)N
|t− s|1−θ
|x− y|n+2+k+2γ
[
min
{
1,
|x− y|2
|t− s|
}]γ+2
dx dt. (5.1.28)
Given x ∈ Ω, y ∈ ∂Ω, we can write x = (x′, ϕ(x′) + τ) and y = (y′, ϕ(y′)), where
x′, y′ ∈ Rn−1, τ ∈ R+, and ϕ : Rn−1 → R is a Lipschitz function, whose graph is ∂Ω
(if Ω is bounded, use a finite partition of unity on ∂Ω). Then |x− y| ≈ |x′ − y′|+ τ
and dx ≈ dx′ dτ . Making also the change of variables t− s = t′, (5.1.28) yields
I1 ≤ c
∫
D11
τN
|t′|1−θ
(|x′ − y′|+ τ)n+2+k+2γ
[
min
{
1,
(|x′ − y′|+ τ)2
|t′|
}]γ+2
dx′ dτ dt,
(5.1.29)
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where D11 := {(x′, τ, t′) ∈ Rn−1 × R+ × R : |x′ − y′| + τ < cA, |t′|1/2 < cA}. By
setting x′ − y′ = x′′ and t′ = (t′′)2, we can rewrite (5.1.29) as follows.
I1 ≤ c
∫
D21
τN
|t′′|3−2θ
(|x′|+ τ)n+2+k+2γ
[
min
{
1,
(|x′|+ τ)2
|t′′|2
}]γ+2
dx′′ dτ dt′′, (5.1.30)
where D21 := {(x′′, τ, t′′) ∈ Rn−1×R+×R : |x′|+ τ < cA, |t′′| < cA}. Going further,
let x′′ = Au, τ = Aκ and t′′ = Av (rescale in x′′, τ and t′′). Then (5.1.30) yields
I1 ≤ cAα
∫
D31
κN
|v|3−2θ
(|u|+ κ)n+2+k+2γ
[
min
{
1,
( |u|+ κ
|v|
)2}]γ+2
du dκ dv, (5.1.31)
where D31 := {(u, κ, v) ∈ Rn−1 × R+ × R : |u|+ κ < c, |v| < c}.
We distinguish two cases. First, we let |v| ≤ |u|+ κ. In this case, if
D41 := {(u, κ, v) ∈ Rn−1 × R+ × R : |v| ≤ |u|+ κ < c},
then (5.1.31) implies the following.
I1 ≤ cAα
∫
D41
κN
|v|3−2θ
(|u|+ κ)n+2+k+2γ du dκ dv
≤ cAα
 ∫
v˜∈R
|v˜|≤1
|v˜|3−2θdv˜
 ∫
(u,κ)∈Rn−1×R+
|u|+κ<c
κN
(|u|+ κ)n+k+2γ−2θ du dκ
≤ cAα
∫
(u,κ)∈Rn−1×R+
|u|+κ<c
κN
(|u|+ κ)n+N−α du dκ, (5.1.32)
where we have made the change of variables v = v˜(|u| + κ), v˜ ∈ R. Finally, let
κ = κ′|u|, κ′ ∈ R+ in (5.1.32). Then
I1 ≤ aAα

∫
u∈Rn−1
|u|<c
du
|u|n−1−α

∫
κ′∈R+
(κ′)N
(κ′ + 1)n+N−α
dκ′ ≤ cAα,
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wher we have used that if κ′ ≤ 1, then κ′+1 ≈ 1 and ∫
0<κ′≤1
κ′Ndκ′ <∞ for N > −1,
as well as the fact that if κ′ > 1, then κ′ + 1 ≈ κ′ and ∫
κ′<1
dκ′
(κ′)n−α is finite, since
n− α > 1.
Second, let |u|+ κ < |v| and denote
D51 := {(u, κ, v) ∈ Rn−1 × R+ × R : |u|+ κ < |v| < c}.
From (5.1.31) we obtain that
I1 ≤ cAα
∫
D51
κN
(|u|+ κ)n+k−2|v|2γ+2θ+1 du dκ dv,
which, after the change of variables v = v′(|u|+ κ), yields v′ ∈ R,
I1 ≤ cAα

∫
v′∈R
|v′|≥1
dv′
(v′)2γ+2θ+1

∫
(u,κ)∈Rn−1×R+
|u|+κ<c
κN
(|u|+ κ)n+N−α du dκ. (5.1.33)
Clearly, the integral with respect to v′ in (5.1.33) is bounded by a finite constant.
The second integral in (5.1.33) is equivalent with the integral in (5.1.32) which, we
have seen, is bounded. Therefore I1 ≤ cAα.
Next, we set
I ′1 :=
∫
D1
δ(x)N
∣∣∇k∂γtimeDθtimeE(x− z, t− r)∣∣ dx dt,
where D1 = {(x, t) ∈ Ω × R : |x − y| < cA, |t − s|1/2 < cA}, as before. Note that
|x− z| ≤ |x− y|+ |y − z| < cA and |t− r|1/2 ≤ |t− s|1/2 + |s− r|1/2 < cA. Hence
I ′1 ≤
∫
D′1
δ(x)N
∣∣∇k∂γtimeDθtimeE(x− z, t− r)∣∣ dx dt = I1 ≤ cAα,
where D′1 := {(x, t) ∈ Ω× R : |x− z| < cA, |t− r|1/2 < cA}.
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Going further, let the second domain of integration be
D2 := {(x, t) ∈ Ω× R : |x− y| < cA, |t− s|1/2 > cA},
and set
I2 :=
∫
D2
δ(x)N
∣∣∇k∂γtimeDθtimeE(x− y, t− s)∣∣ dx dt.
Following the same steps as in the case of I1, we obtain a similar inequality to
(5.1.31) (only the domain of integration is different), namely
I2 ≤ cAα
∫
D12
κN
|v|3−2θ
(|u|+ κ)n+2+k+2γ
[
min
{
1,
( |u|+ κ
|v|
)2}]γ+2
du dκ dv,
where D12 := {(u, κ, v) ∈ Rn−1 × R+ × R : |u| + κ < c, |v| > c}. After some
elementary simplifications and the change of variables v = v′(|u|+κ), v′ ∈ R, we get
that
I2 ≤ cAα
∫
D12
κN
(|u|+ κ)n+k−2|v|2γ+2θ+1 du dκ dv
≤ cAα

∫
v′∈R
|v′|≥1
dv′
(v′)2γ+2θ+1

∫
(u,κ)∈Rn−1×R+
|u|+κ<c
κN
(|u|+ κ)n+N−α du dκ. (5.1.34)
The integrals in (5.1.34) are equivalent with those in (5.1.33), hence they are bounded
by a finitite constant. This shows that I2 ≤ cAα.
For
I ′2 :=
∫
D2
δ(x)N
∣∣∇k∂γtimeDθtimeE(x− z, t− r)∣∣ dx dt,
with D2 := {(x, t) ∈ Ω× R : |x− y| < cA, |t− s|1/2 > cA}, note that |x− z| < cA
and cA < |t− s|1/2 ≤ |t− r|1/2 + |s− r|1/2 ≤ |t− r|1/2 + A. Hence for c > 1 (which
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we can assume without loss of generality), |t− r|1/2 > cA and
I ′2 ≤
∫
D′2
δ(x)N
∣∣∇k∂γtimeDθtimeE(x− z, t− r)∣∣ dx dt = I2 ≤ cAα,
where D′2 := {(x, t) ∈ Ω× R : |x− z| < cA, |t− r|1/2 > cA}.
Taking the third domain of integration to be
D3 := {(x, t) ∈ Ω× R : |x− y| > cA, |t− s|1/2 < cA},
we consider
I3 :=
∫
D3
δ(x)N
∣∣∇k∂γtimeDθtimeE(x− y, t− s)∣∣ dx dt.
Following the same steps as in the case of I1, we obtain a similar inequality to
(5.1.31) (only the domain of integration is different), i.e.
I3 ≤ cAα
∫
D13
κN
|v|3−2θ
(|u|+ κ)n+2+k+2γ
[
min
{
1,
( |u|+ κ
|v|
)2}]γ+2
du dκ dv,
where D13 := {(u, κ, v) ∈ Rn−1 × R+ × R : |u| + κ > c, |v| < c}. One can easily
deduce that
I3 ≤ cAα
 ∫
v∈R
|v|<c
|v|3−2θdv
 ∫
(u,κ)∈Rn−1×R+
|u|+κ>c
κN
(|u|+ κ)n+2+k+2γ du dκ
≤ cAα
∫
(u,κ)∈Rn−1×R+
|u|+κ>c
κN
(|u|+ κ)n+2+k+2γ du dκ. (5.1.35)
To proceed, we consider two cases. First, we let κ ≤ |u|, and we make the change of
variables κ = κ′|u|, κ′ ∈ R+. Then κ′ ≤ 1, |u| > c, and (5.1.35) yields the following.
I3 ≤ cAα
 ∫
0<κ′≤1
(κ′)N
(κ′ + 1)n+2+k+2γ
dκ′
 ∫
|u|∈Rn−1
|u|>c
du
|u|n+3−2θ−α
≤ cAα.
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Second, let κ > |u|, and set u = u′κ, u′ ∈ Rn−1. Then |u′| < 1, κ > c, and (5.1.35)
implies that
I3 ≤ cAα
 ∫
κ>c
dκ
κ5−2θ−α
 ∫
u′∈Rn−1
|u′|<1
du′
(|u′|+ 1)n+2+k+2γ
≤ cAα.
We next consider
I ′3 :=
∫
D3
δ(x)N
∣∣∇k∂γtimeDθtimeE(x− z, t− r)∣∣ dx dt,
with
D3 := {(x, t) ∈ Ω× R : |x− y| > cA, |t− s|1/2 < cA}.
Observe that cA < |x−z|+|y−z| ≤ |x−z|+A, hence, for c > 1 we have |x−z| > cA.
Also, |t− r|1/2 ≤ |t− s|1/2 + |s− r|1/2 < cA. Therefore
I ′3 ≤
∫
D′3
δ(x)N
∣∣∇k∂γtimeDθtimeE(x− z, t− r)∣∣ dx dt = I3 ≤ cAα,
where
D′3 := {(x, t) ∈ Ω× R : |x− z| > cA, |t− r|1/2 < cA}.
Finally, let the fourth domain of integration be
D4 := {(x, t) ∈ Ω× R : |x− y| > cA, |t− s|1/2 > cA},
and, different from the previous cases, consider
I4 :=
∫
D4
δ(x)N
∣∣∇k∂γtimeDθtimeE(x− y, t− s)−∇k∂γtimeDθtimeE(x− z, t− s)∣∣ dx dt,
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and
I ′4 :=
∫
D4
δ(x)N
∣∣∇k∂γtimeDθtimeE(x− z, t− s)−∇k∂γtimeDθtimeE(x− z, t− r)∣∣ dx dt.
We shall prove that I4 ≤ cAα and I ′4 ≤ cAα, which will complete the proof of the
theorem in the case when 0 < θ < 1.
To handle the difference in the integral in I4, we use the Fundamental Theorem
of Calculus. Then∣∣∇k∂γtimeDθtimeE(x− y, t− s)− ∇k∂γtimeDθtimeE(x− z, t− s)∣∣
≤
∫ 1
0
∣∣∇k+1∂γtimeDθtimeE(x− ξj, t− s)∣∣ |y − z| dj, (5.1.36)
where ξj = (1−j)z+jy. By (1.2.18), the expression in the right-hand side of (5.1.36)
is bounded by
c |y − z|
∫ 1
0
|t− s|1−θ
|x− ξj|n+k+3+2γ
[
min
{
1,
|x− ξj|2
|t− s|
}]γ+2
dj,
which is equal to
c |y − z|
∫ 1
0
|t− s|1−θ
|x− ξj|n+k−1
[
min
{
1
|x− ξj|2 ,
1
|t− s|
}]γ+2
dj.
We can easily show that, on the domain of integration (more precisely due to the
fact that |x − y| > cA), we have |x − ξj| ≥ c max{|x − y|, |x − z|}, which implies
|x− ξj| ≥ c |x− y|. Therefore
I4 ≤ cA
∫
D4
δ(x)N
|t− s|1−θ
|x− y|n+k−1
[
min
{
1
|x− y|2 ,
1
|t− s|
}]γ+2
dx dt.
Since x ∈ Ω, y ∈ ∂Ω, we can write x = (x′, ϕ(x′) + τ), y = (y′, ϕ(y′)), where
x′, y′ ∈ Rn−1, ϕ : Rn−1 → R is a Lipschitz function such that Ω lies above the graph
353
of ϕ (if Ω is a bounded domain, then use a finite partition of unity on ∂Ω), and τ is
some positive real number. Then |x − y| ≈ |x′ − y′| + τ , δ(x) ≈ τ and dx ≈ dx′dτ .
Also, I4 is bounded by
cA
∫
D14
τN
|t− s|1−θ
(|x′ − y′|+ τ)n+k−1
[
min
{
1
(|x′ − y′|+ τ)2 ,
1
|t− s|
}]γ+2
dx′ dτ dt,
where D14 := {(x′, τ, t) ∈ Rn−1 × R+ × R : |x′ − y′| + τ > cA, |t − s|1/2 > cA}. To
simplify the integral we make the change of variables x′ − y′ = x′′, x′′ ∈ Rn−1 and
t− s = (t′)2, t′ ∈ R, and obtain that
I4 ≤ cA
∫
D24
τN
|t′|3−2θ
(|x′′|+ τ)n+k−1
[
min
{
1
(|x′′|+ τ)2 ,
1
|t′|2
}]γ+2
dx′′ dτ dt′,
where D24 := {(x′′, τ, t′) ∈ Rn−1 ×R+ ×R : |x′′|+ τ > cA, |t′| > cA}. Going further,
let x′′ = Au, u ∈ Rn−1, τ = Aκ, κ ∈ R+, and t′ = Av, v ∈ R. Then
I4 ≤ cAα
∫
D34
κN
|v|3−2θ
(|u|+ κ)n+k−1
[
min
{
1
(|u|+ κ)2 ,
1
|v|2
}]γ+2
du dκ dv, (5.1.37)
for D34 := {(u, κ, v) ∈ Rn−1 × R+ × R : |u| + κ > c, |v| > c}. To proceed, first
consider the case when |v| ≤ |u|+ κ, and set v = v′(|u|+ κ), v′ ∈ R. Then
I4 ≤ cAα

∫
v′∈R
|v′|≤1
|v′|3−2θdv′

∫
(u,κ)∈Rn−1×R+
|u|+κ>c
κN
(|u|+ κ)n+N−α+1 du dκ
≤ cAα
∫
(u,κ)∈Rn−1×R+
|u|+κ>c
du dκ
(|u|+ κ)n−α+1
≤ cAα.
If |u| + κ < |v|, we set u = u′|v|, u′ ∈ Rn−1 and κ = κ′|v|, κ′ ∈ R+. Then (5.1.37)
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yields the following.
I4 ≤ cAα
 ∫
v∈R
|v|>c
dv
|v|2−α
 ∫
(u′,κ′)∈Rn−1×R+
|u′|+κ′<1
(κ′)N
(|u′|+ κ′)n+k−1 du
′dκ′
≤ cAα
∫
(u′,κ′)∈Rn−1×R+
|u′|+κ′<1
du′ dκ′
(|u′|+ κ′)n+1−2γ−2θ−α
≤ cAα.
This finishes the proof of the inequality I4 ≤ cAα.
For the diffenence in the integral I ′4, analogously to the way we treated I4, we use
the Fundamental Theorem of Calculus to obtain that∣∣∇k∂γtimeDθtime E(x− z, t− s)−∇k∂γtimeDθtimeE(x− z, t− r)∣∣
≤
∫ 1
0
∣∣∇k∂γ+1timeDθtimeE(x− z, t− ζj)∣∣ |s− r| dj, (5.1.38)
where ζj = (1− j)r+ js. According to (1.2.18), the expression in the right-hand side
of (5.1.38) is controlled by
c |s− r|
∫ 1
0
|t− ζj|1−θ
|x− z|n+k+2γ+4
[
min
{
1,
|x− z|2
|t− ζj|
}]γ+3
dj,
which is equivalent with
c |s− r|
∫ 1
0
[min {|t− ζj|, |x− z|2}]γ+3
|x− z|n+k+2γ+4 |t− ζj|γ+2+θ dj.
Simple calculations yield to the following. Due to the fact that |t− s|1/2 > cA), we
have |t− ζ| ≈ |t− s| (≈ |t− r|). Also, |x− y| > cA implies |x− z| > cA. Therefore
I ′4 ≤ cA2
∫
D44
δN
[min {|t− s|, |x− z|2}]γ+3
|x− z|n+k+2γ+4 |t− s|γ+2+θ dx dt,
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where D44 := {(x, t) ∈ Ω× R : |x− z| > cA, |t− s|1/2 > cA}. Since x ∈ Ω, z ∈ ∂Ω,
we can write x = (x′, ϕ(x′)+ τ), z = (z′, ϕ(z′)), where x′, z′ ∈ Rn−1, ϕ : Rn−1 → R is
a Lipschitz function such that Ω lies above the graph of ϕ (if Ω is a bounded domain,
then use a finite partition of unity on ∂Ω), and τ is some positive real number. Then
|x− z| ≈ |x′ − z′|+ τ , δ(x) ≈ τ , dx ≈ dx′dτ , and
I ′4 ≤ cA2
∫
D54
τN
[min {|t− s|, (|x′ − z′|+ τ)2}]γ+3
(|x′ − z′|+ τ)n+k+2γ+4 |t− s|γ+2+θ dx
′ dτ dt,
for D54 := {(x′, τ, t) ∈ Rn−1 × R+ × R : |x′ − z′| + τ > cA, |t − s|1/2 > cA}. Going
further, let x′ − z′ = x′′, x′′ ∈ Rn−1, and t− s = (t′)2, t′ ∈ R, which yields
I ′4 ≤ cA2
∫
D24
τN
[min {|t′|, |x′′|+ τ}]2γ+6
(|x′′|+ τ)n+k+2γ+4 |t′|2γ+3+2θ dx
′′ dτ dt′,
where D24 = {(x′′, τ, t′) ∈ Rn−1 × R+ × R : |x′′| + τ > cA, |t′| > cA}, as before. We
next let x′′ = Au, u ∈ Rn−1, τ = Aκ, κ ∈ R+, and t′ = Av, v ∈ R. Then, with
D34 = {(u, κ, v) ∈ Rn−1 × R+ × R : |u|+ κ > c, |v| > c}, we obtain that
I ′4 ≤ cAα
∫
D34
κN
[min {|v|, |u|+ κ}]2γ+6
(|u|+ κ)n+k+2γ+4 |v|2γ+3+2θ du dκ dv. (5.1.39)
To handle (5.1.39), we first assume |v| ≤ |u|+κ, and make the change of variables
v = v′(|u|+ κ), v′ ∈ R. Then, in this case,
I ′4 ≤ cAα

∫
v′∈R
|v′|≤1
|v′|3−2θdv′

∫
(u,κ)∈Rn−1×R+
|u|+κ>c
κN
(|u|+ κ)n+N−α+2 du dκ
≤ cAα
∫
(u,κ)∈Rn−1×R+
|u|+κ>c
du dκ
(|u|+ κ)n−α+2
≤ cAα.
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Second, we assume |v| > |u| + κ, and make the same change of variables, i.e. v =
v′(|u|+ κ), v′ ∈ R. Then
I ′4 ≤ cAα

∫
v′∈R
|v′|>1
dv′
|v′|2γ+3+2θ

∫
(u,κ)∈Rn−1×R+
|u|+κ>c
κN
(|u|+ κ)n+N−α+2 du dκ
≤ cAα
∫
(u,κ)∈Rn−1×R+
|u|+κ>c
du dκ
(|u|+ κ)n−α+2
≤ cAα.
This finishes the proof of the inequality I ′4 ≤ cAα, completing the proof of A.
In order to show B, note that, since ‖F‖L∞(Ω×R) ≤ 1, ‖ψ˜‖L∞(Ω) ≤ c, and ˜˜ψ ≡ 1
on K × I, it suffices to show that
J1 := sup
(y,s)∈K×I
∫
K˜×R
δ(x)N |∇k∂γtimeDθtimeE(x− y, t− s) dx dt| <∞, (5.1.40)
where K × I ⊂ ∂Ω× R and K˜ ⊂ Ω are compact sets. According to (1.2.18),
J1 ≤ c
∫
K˜×R
δ(x)N
|t− s|1−θ
|x− y|n+k+2γ+2
[
min
{
1,
|x− y|2
|t− s|
}]γ+2
dx dt.
If Ω is a bounded Lipschitz domain, we can reduce matters to the graph case by
choosing a finite partition of unity on ∂Ω. In this scenario, x = (x′, ϕ(x′) + τ),
y = (y′, ϕ(y′)), where x′, y′ ∈ Rn−1, τ ≈ δ(x), and the graph of the Lipschitz function
ϕ : Rn−1 → R represents the boundary of Ω. Moreover, since x ∈ K˜ and y ∈ K, we
also have |x′| ≤ c, τ ≤ c, and |y′| ≤ c. Consequently,
J1 ≤ c
∫
Rn−1×R+×R
|x′|≤c, τ≤c
τN |t− s|1−θ
(|x′ − y′|+ τ)n+k+2γ+2
[
min
{
1,
(|x′ − y′|+ τ)2
|t− s|
}]γ+2
dx′ dτ dt.
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The change of variables x′ − y′ = z ∈ Rn−1 and t− s = r2, r ∈ R yield
J1 ≤ c
∫
Rn−1×R+×R
|z|≤c, τ≤c
τN |r|3−2θ
(|z|+ τ)n+k+2γ+2
[
min
{
1,
|z|+ τ
|r|
}]2γ+4
dz dτ dr. (5.1.41)
In the case when |r| ≤ |z|+ τ , we let r = r′(|z|+ τ), r′ ∈ R. Then
J1 ≤ c
 ∫
R
|r′|≤1
|r′|3−2θdr′
 ∫
Rn−1×R+
|z|≤c, τ≤c
τN
(|z|+ τ)n+k+2γ+2θ−2 dz dτ
≤ c
∫
Rn−1×R+
|z|≤c, τ≤c
τN
(|z|+ τ)n+N−α dz dτ.
(5.1.42)
Now we distinguish two cases. If |z| ≤ τ , we make the change of variables z = z′τ ,
where z′ ∈ Rn−1. Then |z′| ≤ 1, and
J1 ≤ c
∫
Rn−1
|z′|≤1
dz′
(|z′|+ 1)n+N−α
 ∫
0<τ≤c
dτ
τ 1−α
 ≤ c,
where we have used the given fact that α > 0. In the other case, when |z| > τ , let
τ = κ|z|, where κ ∈ R+. Then κ < 1, and (5.1.42) implies
J1 ≤ c
∫
Rn−1
|z|≤c
dz
|z|n−1−α
 ∫
0<κ<1
κN
(1 + κ)n+N−α
dκ
 ≤ c,
since α > 0 and N > −1.
On the other hand, when |u| + τ < |r|, the change of variables r = r′(|u| + τ),
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r′ ∈ R in (5.1.41) yields
J1 ≤ c
 ∫
R
|r′|>1
dr′
|r′|2γ+2θ+1
 ∫
Rn−1×R+
|u|≤c, τ≤c
τN
(|u|+ τ)n+k+2γ+2θ−2 du dτ
≤ c
∫
Rn−1×R+
|u|≤c, τ≤c
τN
(|u|+ τ)n+N−α du dτ.
The integral with respect to u and τ is equivalent with the last integral in (5.1.42),
hence we can conclude that J1 is bounded by a finite constant, completing the proof
of B. This finishes the proof of Theorem 5.1.3 for 0 < θ < 1.
In the case when θ = 0, the operator we consider is the same as the one in
Theorem 5.1.2 for θ = 0. Since Theorem 5.1.2 was already established, the proof of
our theorem, when θ = 0, is complete.
As part of the proof, we also need to make sure (see (5.1.26)) that, for each fixed
(x, t) ∈ Ω× R, and for the whole range of indices
δ(x)N ψ˜(x)
[∇k∂γtimeDθtimeE(x− ·, t− ·)] ˜˜ψ(·, ·) ∈ B∞α,par(K × I),
where K × I ⊂ ∂Ω× R.
Since supp ψ˜ ∩ Ω ⊆ K˜, and ˜˜ψ ≡ 1 in some neighborhood of K × I, it suffices to
show that
∇k∂γtimeDθtimeE(x− ·, t− ·) ∈ B∞α,par(K × I). (5.1.43)
First, we shall prove that ∇k∂γtimeDθtimeE(x − ·, t − ·) ∈ Lip (K × I), i.e. for any
(y, s); (z, r) ∈ K × I,
∣∣∇k∂γtimeDθtimeE(x− y, t− s)−∇k∂γtimeDθtimeE(x− z, t− r)∣∣
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≤ c (|y − z|+ |s− r|1/2) .
If we denote the difference
∣∣∇k∂γtimeDθtimeE(x− y, t− s)−∇k∂γtimeDθtimeE(x− z, t− s)∣∣
by M1, by the Fundamental Theorem of Calculus, and (1.2.18), we have that
M1 ≤
∫ 1
0
∣∣∇k+1∂γtimeDθtimeE(x− Γ(j), t− s)∣∣ |Γ˙(j)| dj
≤ c |y − z|
∫ 1
0
|t− s|1−θ
|x− Γ(j)|n+k+3+2γ
[
min
{
1,
|x− Γ(j)|2
|t− s|
}]γ+2
dj
≤ c |y − z|
∫ 1
0
|t− s|1−θ
|x− Γ(j)|n+k−1
[
min
{
1
|x− Γ(j)|2 ,
1
|t− s|
}]γ+2
dj,
where Γ : [0, 1]→ ∂Ω, Γ(j) := ((1− j)y′ + jz′, ϕ((1− j)y′ + jz′)), and y = (y′, ϕ(y′)) ∈
K ′ ⊂ ∂Ω, z = (z′, ϕ(z′)) ∈ K ′ ⊂ ∂Ω. We were also using that |Γ˙(j)| ≤ c |y′ − z′| ≈
|y − z|. Since Γ(j) ∈ ∂Ω, we have |x− Γ(j)| ≥ dist(x, ∂Ω) = δ(x), therefore
M1 ≤ c |y − z| |t− s|
1−θ
δ(x)n+k−1
[
min
{
1
δ(x)2
,
1
|t− s|
}]γ+2
.
When |t−s| ≤ δ(x)2, using the fact that δ(x) is a constant depending on x ∈ K˜ ⊂ Ω,
we obtain that M1 ≤ c |y − z|. If δ(x)2 < |t− s|, then
M1 ≤ c |y − z| 1
δ(x)n+k−1 |t− s|γ+1+θ ≤ c |y − z|.
Therefore,
M1 ≤ c |y − z|. (5.1.44)
Going further, we let
M2 :=
∣∣∇k∂γtimeDθtimeE(x− z, t− s)−∇k∂γtimeDθtimeE(x− z, t− r)∣∣ .
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By the Fundamental Theorem of Calculus, and (1.2.18), we obtain that
M2 ≤ |s− r|
∫ 1
0
∣∣∇k∂γ+1timeDθtimeE(x− z, t− ζj)∣∣ dj
≤ c |s− r|
∫ 1
0
|t− ζj|1−θ
|x− z|n+k+2γ+4
[
min
{
1,
|x− z|2
|t− ζj|
}]γ+3
dj,
where ζj = (1− j)s+ jr. If |t− ζj| ≤ |x− z|2, we get that
M2 ≤ c |s− r||x− z|n+k+2γ+2θ+2 ≤ c |s− r|
1/2, (5.1.45)
where we were also using that |x− z| ≥ δ(x), and |s− r|1/2 ≤ c. On the other hand,
when |x− z|2 < |t− ζj|,
M2 ≤ c |s− r|
∫ 1
0
dj
|x− z|n+k−2 |t− ζj|2+γ+θ
≤ c |s− r||x− z|n+k+2γ+2θ+2
≤ c |s− r|1/2,
where we were also using that |x− z| ≥ δ(x), and |s− r|1/2 ≤ c. Therefore,
M2 ≤ c |s− r|1/2. (5.1.46)
From (5.1.44) and (5.1.46) we immediately have that, for 0 < θ < 1,
∇k∂γtimeDθtimeE(x− ·, t− ·) ∈ Lip (K × I),
which, in concert with (5.1.66), further implies that, for 0 ≤ θ < 1,
∇k∂γtimeDθtimeE(x− ·, t− ·) ∈ L∞(K × I). (5.1.47)
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Moreover,
sup
(y,s),(z,r)∈K×I
(y,s)6=(z,r)
|∇k∂γtimeDθtimeE(x− y, t− s)−∇k∂γtimeDθtimeE(x− z, t− r)|
(|y − z|+ |s− r|1/2)α
≤ c sup
(y,s),(z,r)∈K×I
(y,s)6=(z,r)
(|y − z|+ |s− r|1/2)1−α <∞. (5.1.48)
Consequently, (5.1.47) and (5.1.48) imply (5.1.43), completing the proof of Theo-
rem 5.1.3. ¤
Remark 5.1.4. Using Theorem 5.1.2 it is possible to prove Theorem 5.1.3 with the
extra assumption 2γ + 2θ + α > 1, when 0 < θ < 1. In this case, for 0 < θ < 1 we
can rely on the fact that Dθtime = ∂timeI
1−θ
time, i.e. δ
N∇k∂γtimeDθtime = δN∇k∂γ+1timeI1−θtime,
which yields N = k + 2γ + 2θ + α − 2 > −1. If θ = 0, D0time = I = I0time, and the
theorem follows from the case θ = 0 of Theorem 5.1.2.
The following result is the counterpart of Theorem 5.1.2 for the other endpoint,
i.e. corresponding to p =∞.
Theorem 5.1.5. Let Ω be a Lipschitz domain in Rn, ψ˜, ˜˜ψ, ψ be as in Definition 5.1.1,
and set N := k+ 2γ − 2θ+ α− 1 > 0, where k, γ ∈ N0, 0 ≤ θ < 1, 0 < α < 1. Then
δN ψ˜∇k∂γtimeIθtimeS( ˜˜ψ ψ f) ∈ L∞(Ω× R) (5.1.49)
for any f ∈ (B1α, par(∂Ω× R))∗.
Proof. First we consider the case when 0 < θ < 1. Then, for f ∈ (B1α, par(∂Ω× R))∗,
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we have
‖δN ψ˜∇k∂γtimeIθtimeS( ˜˜ψ ψ f)‖L∞(Ω×R)
= sup
(x,t)∈Ω×R
{
δ(x)N |ψ˜(x)|
∣∣∣〈∇k∂γtimeIθtimeE(x− ·, t− ·) ˜˜ψ, ψf〉∣∣∣}
≤ c ‖ψf‖(B1α, par(∂Ω×R))∗ sup
(x,t)∈Ω×R
{
δ(x)N
∥∥∥∇k∂γtimeIθtimeE(x− ·, t− ·) ˜˜ψ∥∥∥
B1α,par(∂Ω×R)
}
≤ c ‖f‖(B1α, par(∂Ω×R))∗ ,
(5.1.50)
provided that there exists a positive constant c <∞ such that for all points (x, t) in
Ω× R, ∥∥∥∇k∂γtimeIθtimeE(x− ·, t− ·) ˜˜ψ∥∥∥
B1α,par(∂Ω×R)
≤ c δ(x)−N . (5.1.51)
Observe that in order to prove (5.1.51), it suffices to show that, for x ∈ K˜ ⊂ Ω
and t ∈ R,
A.
∫
∂Ω×R
∫
∂Ω×R
∣∣∇k∂γtimeIθtimeE(x− y, t− s)−∇k∂γtimeIθtimeE(x− z, t− r)∣∣
(|y − z|+ |s− r|1/2)n+1+α dσy ds dσz dr
≤ c δ(x)−N ,
and
B. ∥∥∥∇k∂γtimeIθtimeE(x− ·, t− ·) ˜˜ψ∥∥∥
L1(∂Ω×R)
≤ c δ(x)−N .
In order to show A, first let us consider the domain
D1 := {(y, s, z, r) ∈ ∂Ω× R× ∂Ω× R : |x− y| < c |y − z|}
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and denote the integral∫∫
D1
∣∣∇k∂γtimeIθtimeE(x− y, t− s)−∇k∂γtimeIθtimeE(x− z, t− s)∣∣
(|y − z|+ |s− r|1/2)n+1+α dσy ds dσz dr
by I1. Since x ∈ Ω and y, z ∈ ∂Ω, we may write x = (x′, ϕ(x′) + τ), y = (y′, ϕ(y′))
and z = (z′, ϕ(z′)), where x′, y′, z′ ∈ Rn−1, τ ∈ R+, and ϕ : Rn−1 → R is a Lipschitz
function such that the graph of ϕ is ∂Ω (if Ω is a bounded domain, take a finite
partition of unity on ∂Ω). Therefore |x − y| ≈ |x′ − y′| + τ , |y − z| ≈ |y′ − z′|,
δ(x) ≈ τ , and I1 is bounded by
c
∫∫
D11
∣∣∇k∂γtimeIθtimeE(x− y, t− s)−∇k∂γtimeIθtimeE(x− z, t− s)∣∣
(|y′ − z′|+ |s− r|1/2)n+1+α dy
′ ds dz′ dr,
where D11 := {((y′, s), (z′, r)) ∈ Rn−1 × R × Rn−1 × R : |x′ − y′| + τ < c |y′ − z′|}.
By the change of variables (in r) s− r = r′|y′ − z′|2, r′ ∈ Rn−1, we obtain that I1 is
controlled by(∫
R
dr′
(1 + |r′|1/2)n+1+α
)
×
×
∫
D21
∣∣∇k∂γtimeIθtimeE(x− y, t− s)−∇k∂γtimeIθtimeE(x− z, t− s)∣∣
|y′ − z′|n−1+α dy
′ ds dz′,
where D21 := {(y′, s, z′) ∈ Rn−1 × R × Rn−1 : |x′ − y′| + τ < c |y′ − z′|}. Since the
integral in r′ is finite, and we can set t− s = s′ ∈ R,
I1 ≤ c
∫
D21
∣∣∇k∂γtimeIθtimeE(x− y, s′)∣∣
|y′ − z′|n−1+α dy
′ds′dz′ + c
∫
D21
∣∣∇k∂γtimeIθtimeE(x− z, s′)∣∣
|y′ − z′|n−1+α dy
′ds′dz′
=: I ′1 + I
′′
1 .
According to (1.2.19), we obtain that
I ′1 ≤ c
∫
D21
|s′|θ
[
min
{
1, (|x
′−y′|+τ)2
|s′|
}]γ+1
(|x′ − y′|+ τ)n+k+2γ |y′ − z′|n−1+α dy
′ ds′ dz′.
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Making the change of variables (in z′) y′ − z′ = z′′(|x′ − y′|+ τ), z′′ ∈ R, yields
I ′1 ≤ c

∫
z′′∈R
0<c≤|z′′|
dz′′
|z′′|n−1+α

∫∫
(y′,s′)∈Rn−1×R
|s′|θ
[
min
{
1, (|x
′−y′|+τ)2
|s′|
}]γ+1
(|x′ − y′|+ τ)n+k+2γ+α dy
′ ds′,
where the integral in z′′ is finite. By setting x′ − y′ = u ∈ R, s′ = v2, v ∈ R, we can
further conclude that
I ′1 ≤ c
∫∫
(u,v)∈Rn−1×R
|v|2θ+1
[
min
{
1, (|u|+τ)
2
|v|2
}]γ+1
(|u|+ τ)n+k+2γ+α du dv. (5.1.52)
To proceed from here, first assume |u| + τ ≥ |v|, and set v = v′(|u| + τ), v′ ∈ R.
Then
I ′1 ≤ c

∫
v′∈R
|v′|≤1
|v′|2θ+1dv′

∫
u∈Rn−1
du
(|u|+ τ)n+N−1 ,
where the integral in v′ is bounded by a constant. Finally, let u = u′τ , u′ ∈ R. Then
we get that
I ′1 ≤ c τ−N
∫
u′∈Rn−1
du′
(|u′|+ 1)n+N−1 ≤ c τ
−N ,
which is what we wanted to prove.
On the other hand, if |u| + τ < |v|, we let u = u′τ , u′ ∈ R and v = v′′τ , v′′ ∈ R.
This yields the inequality
I ′1 ≤ c τ−N
∫∫
(u′,v′′)∈Rn−1×R
|u′|+1<|v′′|
du′ dv′′
(|u′|+ 1)n+k+α−2 |v′′|2γ−2θ+1 .
Integrating first with respect to u′ yields
I ′1 ≤ c τ−N
∫
v′′∈R
|v′′|>1
dv′′
|v′′|N+1 ≤ c τ
−N ,
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consequently, I ′1 ≤ c τ−N in all possible cases.
To obtain the same estimate for I ′′1 , note that
|x′ − z′|+ τ ≤ |x′ − y′|+ |y′ − z′|+ τ < c |y′ − z′|,
therefore
I ′′1 ≤ c
∫
D31
∣∣∇k∂γtimeIθtimeE(x− z, s′)∣∣
|y′ − z′|n−1+α dy
′ ds′ dz′,
where D31 := {(y′, s′, z′) ∈ Rn−1×R×Rn−1 : |x′−z′|+τ < c |y′−z′|}. Hence I ′′1 ≤ I ′1,
which, we have seen, is controlled by c τ−N .
Next, let the second domain of integration be
D2 := {(y, s, z, r) ∈ ∂Ω× R× ∂Ω× R : |x− z| < c |y − z|}
and denote the integral
∫∫
D2
∣∣∇k∂γtimeIθtimeE(x− y, t− s)−∇k∂γtimeIθtimeE(x− z, t− s)∣∣
(|y − z|+ |s− r|1/2)n+1+α dσy ds dσz dr
by I2. Since |x− z| < c |y − z| implies |x− y| < c |y − z|,
I2 ≤ I1 ≤ c τ−N .
Finally, denote the complement of D1 ∪D2 by D3, i.e.
D3 := {(y, s, z, r) ∈ ∂Ω× R× ∂Ω× R : |x− y| > c |y − z|, |x− z| > c |y − z|}
and set
I3 :=
∫∫
D3
∣∣∇k∂γtimeIθtimeE(x− y, t− s)−∇k∂γtimeIθtimeE(x− z, t− s)∣∣
(|y − z|+ |s− r|1/2)n+1+α dσy ds dσz dr.
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By the Fundamental Theorem of Calculus and (1.2.19), the difference∣∣∇k∂γtimeIθtimeE(x− y, t− s)−∇k∂γtimeIθtimeE(x− z, t− s)∣∣
≤ |y − z|
∫ 1
0
∣∣∇k+1∂γtimeIθtimeE(x− ξj, t− s)∣∣ dj
≤ c |y − z|
∫ 1
0
|t− s|θ
|x− ξj|n+k+2γ+1
[
min
{
1,
|x− ξj|2
|t− s|
}]γ+1
dj
≤ c |y − z|
∫ 1
0
|t− s|θ
|x− ξj|n+k−1
[
min
{
1
|x− ξj|2 ,
1
|t− s|
}]γ+1
dj,
where ξj = (1−j)y+jz. A simple argument shows that on the domain of integration
|x− ξj| ≥ c |x− y|, hence
I3 ≤ c
∫∫
D3
|y − z| |t− s|θ
[
min
{
1
|x−y|2 ,
1
|t−s|
}]γ+1
|x− y|n+k−1 (|y − z|+ |s− r|1/2)n+1+α dσy ds dσz dr.
Since x ∈ Ω and y, z ∈ ∂Ω, we may write x = (x′, ϕ(x′) + τ), y = (y′, ϕ(y′)) and
z = (z′, ϕ(z′)), where x′, y′, z′ ∈ Rn−1, τ ∈ R+, and ϕ : Rn−1 → R is a Lipschitz
function such that the graph of ϕ is ∂Ω (if Ω is a bounded domain, take a finite
partition of unity on ∂Ω). Therefore |x − y| ≈ |x′ − y′| + τ , |y − z| ≈ |y′ − z′|,
δ(x) ≈ τ , and
I3 ≤ c
∫∫
D13
|y′ − z′| |t− s|θ
[
min
{
1
(|x′−y′|+τ)2 ,
1
|t−s|
}]γ+1
(|x′ − y′|+ τ)n+k−1 (|y′ − z′|+ |s− r|1/2)n+1+α dy
′ ds dz′ dr,
where the domain D13 is given by
{(y′, s, z′, r) ∈ Rn−1×R×Rn−1×R : |x′−y′|+τ > c |y′−z′|, |x′−z′|+τ > c |y′−z′|}.
The change of variables s− r = r′ |y′ − z′|2, r′ ∈ R yields
I3 ≤ c
(∫
R
dr′
(1 + |r′|1/2)n+1+α
)∫
D23
|t− s|θ
[
min
{
1
(|x′−y′|+τ)2 ,
1
|t−s|
}]γ+1
(|x′ − y′|+ τ)n+k−1 |y′ − z′|n−2+α dy
′ ds dz′,
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where D23 is the domain
{(y′, s, z′) ∈ Rn−1 × R× Rn−1 : |x′ − y′|+ τ > c |y′ − z′|, |x′ − z′|+ τ > c |y′ − z′|}.
Notice that the integral in r′ is finite. Going further, let t− s = (s′)2, s′ ∈ R. Then
I3 ≤ c
∫
y′∈Rn−1
∫
s′∈R
|s′|2θ+1
[
min
{
1
|x′−y′|+τ ,
1
|s′|
}]2γ+2
(|x′ − y′|+ τ)n+k−1
(∫
D33
dz′
|y′ − z′|n−2+α
)
dy′ ds′,
where D33 := {z′ ∈ Rn−1 : |x′ − y′| + τ > c |y′ − z′|}. Integrating with respect to z′,
and setting x′ − y′ = u ∈ Rn−1, gives us
I3 ≤ c
∫
u∈Rn−1
∫
s′∈R
|s′|2θ+1
(|u|+ τ)n+k+α−2
[
min
{
1
|u|+ τ ,
1
|s′|
}]2γ+2
du ds′, (5.1.53)
The right-hand side of (5.1.53) is equivalent with the right-hand side of (5.1.52),
which, as we have seen earlier, is bounded by c τ−N . Hence I3 ≤ c τ−N . What we
have proved so far is as follows.∫
∂Ω×R
∫
∂Ω×R
∣∣∇k∂γtimeIθtimeE(x− y, t− s)−∇k∂γtimeIθtimeE(x− z, t− s)∣∣
(|y − z|+ |s− r|1/2)n+1+α dσy ds dσz dr
≤ c δ(x)−N .
(5.1.54)
Next, let I4 be the integral∫∫
D4
∣∣∇k∂γtimeIθtimeE(x− z, t− s)−∇k∂γtimeIθtimeE(x− z, t− r)∣∣
(|y − z|+ |s− r|1/2)n+1+α dσy ds dσz dr,
where D4 := {(y, s, z, r) ∈ ∂Ω× R× ∂Ω× R : |t− s| < c |s− r|}. As in the case of
I1 (and I3), we may write y = (y
′, ϕ(y′)) ∈ ∂Ω and z = (z′, ϕ(z′)) ∈ ∂Ω, hence I4 is
controlled by
c
∫∫
D14
∣∣∇k∂γtimeIθtimeE(x− z, t− s)−∇k∂γtimeIθtimeE(x− z, t− r)∣∣
(|y′ − z′|+ |s− r|1/2)n+1+α dy
′ ds dz′ dr,
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where D14 := {(y′, s, z′, r) ∈ Rn−1×R×Rn−1×R : |t− s| < c |s− r|}. By the change
of variables y′ − z′ = y′′ |s− r|1/2, y′′ ∈ Rn−1, we obtain that
I4 ≤ c
(∫
Rn−1
dy′′
(|y′′|+ 1)n+1+α
)
×
∫
D24
∣∣∇k∂γtimeIθtimeE(x− z, t− s)−∇k∂γtimeIθtimeE(x− z, t− r)∣∣
|s− r|(2+α)/2 ds dz
′ dr,
where D24 := {(s, z′, r) ∈ R×Rn−1×R : |t−s| < c |s−r|}. The integral with respect
to y′′ is finite, hence we can write
I4 ≤ c
∫
D24
∣∣∇k∂γtimeIθtimeE(x− z, t− s)∣∣
|s− r|(2+α)/2 ds dz
′ dr
+ c
∫
D24
∣∣∇k∂γtimeIθtimeE(x− z, t− r)∣∣
|s− r|(2+α)/2 ds dz
′ dr
=: I ′4 + I
′′
4 .
Using (1.2.19), we obtain that
I ′4 ≤ c
∫
D24
|t− s|θ
[
min
{
1, |x−z|
2
|t−s|
}]γ+1
|x− z|n+k+2γ |s− r|(2+α)/2 ds dz
′ dr,
where |x− z| ≈ |x′− z′|+ τ , (x = (x′, ϕ(x′) + τ)), hence, setting also s− r = r′ ∈ R,
I ′4 ≤ c
∫
D34
|t− s|θ
[
min
{
1
(|x′−z′|+τ)2 ,
1
|t−s|
}]γ+1
(|x′ − z′|+ τ)n+k−2 |r′|(2+α)/2 ds dz
′ dr′,
where D34 := {(s, z′, r′) ∈ R × Rn−1 × R : |t − s| < c |r′|}. To simplify the above
integral, let x′ − z′ = u ∈ R and t− s = s′ ∈ R. Then
I ′4 ≤ c
∫
D44
|s′|θ
[
min
{
1
(|u|+τ)2 ,
1
|s′|
}]γ+1
(|u|+ τ)n+k−2 |r′|(2+α)/2 ds
′ du dr′,
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with D44 := {(s′, u, r′) ∈ R × Rn−1 × R : |s′| < c |r′|}. Next, we make the change of
variables r′ = r′′ |s′|, r′′ ∈ R, which yields the following.
I ′4 ≤ c

∫
r′′∈R
0<c≤|r′′|
dr′′
|r′′|(2+α)/2

∫
u∈Rn−1
∫
s′∈R
|s′|θ−α/2
[
min
{
1
(|u|+τ)2 ,
1
|s′|
}]γ+1
(|u|+ τ)n+k−2 du ds
′.
The integral in r′′ is bounded, hence, with s′ = v2, v ∈ R, we obtain that
I ′4 ≤ c
∫
u∈Rn−1
∫
v∈R
|v|2θ−α+1
(|u|+ τ)n+k−2
[
min
{
1
|u|+ τ ,
1
|v|
}]2γ+2
du dv.
Going further, rescale in u ans v by letting u = τ u′, u′ ∈ Rn−1 and v = τ v′, v′ ∈ R.
Then
I ′4 ≤ c τ−N
∫
u′∈Rn−1
∫
v′∈R
|v′|2θ−α+1
(|u′|+ 1)n+k−2
[
min
{
1
|u′|+ 1 ,
1
|v′|
}]2γ+2
du′ dv′.
To proceed from here, first assume that |v′| ≤ |u′|+1 and let v′ = v′′(|u′|+1), v′′ ∈ R.
In this setting,
I ′4 ≤ c τ−N
 ∫
u′∈Rn−1
du′
(|u′|+ 1)n+N−1
 ∫
v′′∈R
|v′′|≤1
|v′′|2θ−α+1 dv′′
≤ c τ−N .
On the other hand, if |u′| + 1 < |v′|, then integrating first with respect to u′, we
obtain that
I ′4 ≤ c τ−N
∫
v′∈R
|v′|>1
1
|v′|1+2γ−2θ+α

∫
u′∈Rn−1
|u′|+1<|v′|
du′
(|u′|+ 1)n+k−2
 dv′
≤ c τ−N
∫
v′∈R
|v′|>1
dv′
|v′|N+1
≤ c τ−N .
370
To obtain a similar estimate for I ′′4 , observe that |t− s| < c |s− r| implies |t− r| <
c |s− r|, hence
I ′′4 ≤ c
∫
D54
∣∣∇k∂γtimeIθtimeE(x− z, t− r)∣∣
|s− r|(2+α)/2 ds dz
′ dr = I ′4 ≤ c τ−N ,
where D54 := {(s, z′, r) ∈ R× Rn−1 × R : |t− r| < c |s− r|}. This finishes the proof
of the inequality I4 ≤ c τ−N .
Next, let the second domain of integration be
D5 := {(y, s, z, r) ∈ ∂Ω× R× ∂Ω× R : |t− r| < c |s− r|}
and denote the integral
∫∫
D5
∣∣∇k∂γtimeIθtimeE(x− z, t− s)−∇k∂γtimeIθtimeE(x− z, t− r)∣∣
(|y − z|+ |s− r|1/2)n+1+α dσy ds dσz dr
by I5. Since |t− r| < c |s− r| implies |t− s| < c |s− r|,
I5 ≤ I4 ≤ c τ−N .
Finally, denote the complement of D4 ∪D5 by D6, i.e.
D6 := {(y, s, z, r) ∈ ∂Ω× R× ∂Ω× R : |t− s| > c |s− r|, |t− r| > c |s− r|}
and the integral
∫∫
D6
∣∣∇k∂γtimeIθtimeE(x− z, t− s)−∇k∂γtimeIθtimeE(x− z, t− r)∣∣
(|y − z|+ |s− r|1/2)n+1+α dσy ds dσz dr
by I6. By the Fundamental Theorem of Calculus and (1.2.19), the difference
∣∣∇k∂γtimeIθtimeE(x− z, t− s)−∇k∂γtimeIθtimeE(x− z, t− r)∣∣
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is controlled by
|s− r|
∫ 1
0
∣∣∇k∂γ+1timeIθtimeE(x− z, t− ζj)∣∣ dj
≤ c |s− r|
∫ 1
0
|t− ζj|θ
|x− z|n+k+2γ+2
[
min
{
1,
|x− z|2
|t− ζj|
}]γ+2
dj
≤ c |s− r|
∫ 1
0
[min {|t− ζj|, |x− z|2}]γ+2
|x− z|n+k+2γ+2 |t− ζj|γ+2−θ dj,
where ζj := (1− j)r + js. On the domain of integration |t− ζj| ≈ |t− s|, therefore
I6 ≤ c
∫∫
D6
|s− r| [min {|t− s|, |x− z|2}]γ+2
(|y − z|+ |s− r|1/2)n+1+α |x− z|n+k+2γ+2 |t− s|γ+2−θ dσy ds dσz dr.
Since x = (x′, ϕ(x′) + τ) ∈ Ω, y = (y′, ϕ(y′)) ∈ ∂Ω and z = (z′, ϕ(z′)) ∈ ∂Ω, I6 does
not exceed a constant multiple of
∫∫
D16
|s− r| [min {|t− s|, (|x′ − z′|+ τ)2}]γ+2
(|y′ − z′|+ |s− r|1/2)n+1+α (|x′ − z′|+ τ)n+k+2γ+2 |t− s|γ+2−θ dy
′ ds dz′ dr,
where
D16 := {(y′, s, z′, r) ∈ Rn−1 × R× Rn−1 × R : |t− s| > c |s− r|, |t− r| > c |s− r|}.
Making the change of variables y′− z′ = y′′ |s− r|1/2, y′′ ∈ Rn−1 yields the following.
I6 ≤ c
 ∫
Rn−1
dy′′
(|y′′|+ 1)n+1+α

×
∫
D26
[min {|t− s|, (|x′ − z′|+ τ)2}]γ+2
|s− r|α/2(|x′ − z′|+ τ)n+k+2γ+2 |t− s|γ+2−θ ds dz
′ dr,
where D26 := {(s, z′, r) ∈ R × Rn−1 × R : |t − s| > c |s − r|, |t − r| > c |s − r|},
and the integral in y′′ is finite. Next, integrating with respect to r, and setting
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x′ − z′ = z′′ ∈ Rn−1, we obtain that
I6 ≤ c
∫
z′′∈Rn−1
∫
s∈R
[min {|t− s|, (|z′′|+ τ)2}]γ+2
(|z′′|+ τ)n+k+2γ+2 |t− s|γ+1−θ+α/2 ds dz
′′.
Going further, let t− s = (s′)2, s′ ∈ R. Then
I6 ≤ c
∫
z′′∈Rn−1
∫
s′∈R
[min {|s′|, |z′′|+ τ}]2γ+4
(|z′′|+ τ)n+k+2γ+2 |s′|2γ−2θ+α+1 ds
′ dz′′.
Finally, let z′′ = τ u, u ∈ Rn−1 and s′ = τ v, v ∈ R, which yields
I6 ≤ c τ−N
∫
u∈Rn−1
∫
v∈R
[min {|v|, |u|+ 1}]2γ+4
(|u|+ 1)n+k+2γ+2 |v|2γ−2θ+α+1 dv du.
In order to proceed from here, first assume |v| ≤ |u| + 1, and let v = v′(|u| + 1),
v′ ∈ R. In this case
I6 ≤ cτ−N
∫
R
du
(|u|+ 1)n+N−1
 ∫
v′∈R
|v′|≤1
|v′|3+2θ−α dv′
≤ cτ−N .
When |u|+ 1 < |v|, we obtain that
I6 ≤ c τ−N
∫
v∈R
|v|>1
1
|v|2γ−2θ+α+1

∫
u∈Rn−1
|u|+1<|v|
du
(|u|+ 1)n+k−2
 dv
≤ c τ−N
∫
v∈R
|v|>1
dv
|v|N+1
≤ c τ−N .
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Summarizing the estimates obtained for I4, I5 and I6, we have proved that∫
∂Ω×R
∫
∂Ω×R
∣∣∇k∂γtimeIθtimeE(x− z, t− s)−∇k∂γtimeIθtimeE(x− z, t− r)∣∣
(|y − z|+ |s− r|1/2)n+1+α dσy ds dσz dr
≤ c δ(x)−N .
(5.1.55)
Now A follows from (5.1.54) and (5.1.55).
To show B, note that the variables (y, s) are in suppψ ∩ (∂Ω × R) ⊆ K × I ⊂
∂Ω×R, and ˜˜ψ ≡ 1 in some neighborhood of suppψ∩(∂Ω×R) (let this neighborhood
be K ′ × I ′), therefore it is enough to show that
∫
K′×I′
∣∣∇k∂γtimeIθtimeE(x− y, t− s)∣∣ dσy ds ≤ c δ(x)−N , (5.1.56)
where (x, t) ∈ K˜ × R is fixed, K˜ ⊂ Ω. By (1.2.19), denoting the integral in the
left-hand side of (5.1.56) by J , we have that
J ≤ c
∫
K′
∫
I′
|t− s|θ
|x− y|n+k+2γ
[
min
{
1,
|x− y|2
|t− s|
}]γ+1
dσy ds.
Since x = (x′, ϕ(x′) + τ) ∈ K˜ ⊂ Ω, y = (y′, ϕ(y′)) ∈ K ⊂ ∂Ω, the above inequality is
equivalent with
J ≤ c
∫
y′∈Rn−1
|y′|≤c
∫
s∈I′
|t− s|θ
(|x′ − y′|+ τ)n+k+2γ
[
min
{
1,
(|x′ − y′|+ τ)2
|t− s|
}]γ+1
dy′ ds.
The change of variables x′ − y′ = u ∈ Rn−1, and t− s = r2, r ∈ R yield
J ≤ c
∫
u∈Rn−1
|u|≤c
∫
r∈R
|r|2θ+1
(|u|+ τ)n+k+2γ
[
min
{
1,
|u|+ τ
|r|
}]2γ+2
du dr.
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In the case when |r| ≤ |u|+ τ , we let r = r′(|u|+ τ), r′ ∈ R. Then
J ≤ c

∫
r′∈R
|r′|≤1
|r′|2θ+1 dr′

∫
u∈Rn−1
|u|≤c
du
(|u|+ τ)n+N−α−1
≤ c
∫
u∈Rn−1
|u|≤c
du
(|u|+ τ)n+N−1 ,
since (|u|+ τ)α ≤ c (x ∈ K˜ ⊂ Ω). Now let u = u′τ , u′ ∈ Rn−1. Then
J ≤ c τ−N
∫
Rn−1
du′
(|u′|+ 1)n+N−1 ≤ c τ
−N .
On the other hand, when |u|+ τ < |r|, using again the fact that |u|+ τ ≤ c,
J ≤ c
∫∫
(u,r)∈Rn−1×R
|u|+τ<|r|
du dr
(|u|+ τ)n+k+α−2 |r|2γ−2θ+1 .
After the change of variables u = u′τ , u′ ∈ Rn−1 and r = r′τ , r′ ∈ R, then integating
with respect to u′, we obtain that
J ≤ c τ−N
∫∫
(u′,r′)∈Rn−1×R
|u′|+1<|r′|
du′ dr′
(|u′|+ 1)n+k+α−2 |r′|2γ−2θ+1
≤ c τ−N
∫
r′∈R
|r′|>1
dr′
|r′|N+1
≤ c τ−N ,
which completes the proof of B.
As part of the proof, we also need to ensure (see (5.1.50)) that
∇k∂γtimeIθtimeE(x− ·, t− ·) ˜˜ψ ∈ B1α,par(∂Ω× R) (5.1.57)
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for x ∈ K˜ ⊂ Ω and t ∈ R. Also, note that (y, s) ∈ suppψ ∩ (∂Ω × R) ⊆ K × I ⊂
∂Ω×R, and ˜˜ψ ≡ 1 in some neighborhood of suppψ∩(∂Ω×R) (let this neighborhood
be K ′ × I ′), therefore, in order to prove (5.1.57), it is enough to show that
∇k∂γtimeIθtimeE(x− ·, t− ·) ∈ B1α,par(K ′ × I ′),
where x ∈ K˜ ⊂ Ω and t ∈ R.
First, we shall prove that ∇k∂γtimeIθtimeE(x− ·, t− ·) ∈ Lip (K ′ × I ′), i.e. for any
(y, s), (z, r) ∈ K ′ × I ′,
∣∣∇k∂γtimeIθtimeE(x− y, t− s)−∇k∂γtimeIθtimeE(x− z, t− r)∣∣ ≤ c (|y − z|+ |s− r|1/2) .
If we denote the difference
∣∣∇k∂γtimeIθtimeE(x− y, t− s)−∇k∂γtimeIθtimeE(x− z, t− s)∣∣
by G1, by the Fundamental Theorem of Calculus, and (1.2.19), we have that
G1 ≤
∫ 1
0
∣∣∇k+1∂γtimeIθtimeE(x− Γ(j), t− s)∣∣ |Γ˙(j)| dj
≤ c |y − z|
∫ 1
0
|t− s|θ
|x− Γ(j)|n+k+1+2γ
[
min
{
1,
|x− Γ(j)|2
|t− s|
}]γ+1
dj
≤ c |y − z|
∫ 1
0
|t− s|θ
|x− Γ(j)|n+k−1
[
min
{
1
|x− Γ(j)|2 ,
1
|t− s|
}]γ+1
dj,
where Γ : [0, 1] → ∂Ω is defined by Γ(j) := ((1− j)y′ + jz′, ϕ((1− j)y′ + jz′)),
and y = (y′, ϕ(y′)) ∈ K ′ ⊂ ∂Ω, z = (z′, ϕ(z′)) ∈ K ′ ⊂ ∂Ω. We were also using that
|Γ˙(j)| ≤ c |y′−z′| ≈ |y−z|. Since Γ(j) ∈ ∂Ω, we have that |x−Γ(j)| ≥ dist(x, ∂Ω) =
δ(x), hence
G1 ≤ c |y − z| |t− s|
θ
δ(x)n+k−1
[
min
{
1
δ(x)2
,
1
|t− s|
}]γ+1
.
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When |t−s| ≤ δ(x)2, using the fact that δ(x) is a constant depending on x ∈ K˜ ⊂ Ω,
we obtain that G1 ≤ c |y − z|. If δ(x)2 < |t− s|, then
G1 ≤ c |y − z| 1
δ(x)n+k−1 |t− s|γ+1−θ ≤ c |y − z|.
Therefore,
G1 ≤ c |y − z|. (5.1.58)
Next, let
G2 :=
∣∣∇k∂γtimeIθtimeE(x− z, t− s)−∇k∂γtimeIθtimeE(x− z, t− r)∣∣ .
By the Fundamental Theorem of Calculus and (1.2.19) we obtain that
G2 ≤ |s− r|
∫ 1
0
∣∣∇k∂γ+1timeIθtimeE(x− z, t− ζj)∣∣ dj
≤ c |s− r|
∫ 1
0
|t− ζj|θ
|x− z|n+k+2γ+2
[
min
{
1,
|x− z|2
|t− ζj|
}]γ+2
dj,
where ζj := (1− j)s+ jr. If |t− ζj| ≤ |x− z|2, we get that
G2 ≤ c |s− r||x− z|n+k+2γ−2θ+2
≤ c |s− r|1/2,
where we were also using that |x− z| ≥ δ(x), and |s− r|1/2 ≤ c. On the other hand,
when |x− z|2 < |t− ζj|,
G2 ≤ c |s− r|
∫ 1
0
dj
|x− z|n+k−2 |t− ζj|2+γ−θ
≤ c |s− r||x− z|n+k+2γ−2θ+2
≤ c |s− r|1/2,
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where we were also using that |x− z| ≥ δ(x), and |s− r|1/2 ≤ c. Consequently,
G2 ≤ c |s− r|1/2. (5.1.59)
From (5.1.58) and (5.1.59) we immediately have that
∇k∂γtimeIθtimeE(x− ·, t− ·) ∈ Lip (K ′ × I ′). (5.1.60)
Going further, (5.1.60) implies that ∇k∂γtimeIθtimeE(x − ·, t − ·) ∈ L∞(K ′ × I ′),
which further implies that
∇k∂γtimeIθtimeE(x− ·, t− ·) ∈ L1(K ′ × I ′). (5.1.61)
On the other hand, if we denote the main part of the B1α,par(K
′ × I ′) - norm, i.e.
∫
K′×I′
∫
K′×I′
∣∣∇k∂γtimeIθtimeE(x− y, t− s)−∇k∂γtimeIθtimeE(x− z, t− r)∣∣
(|y − z|+ |s− r|1/2)n+1+α dσy ds dσz dr,
by H, then, using (5.1.60), we obtain that
H ≤ c
∫
K′×I′
∫
K′×I′
dσy ds dσz dr
(|y − z|+ |s− r|1/2)n+α .
Since y = (y′, ϕ(y′)) ∈ K ′ ⊂ ∂Ω, and z = (z′, ϕ(z′)) ∈ K ′ ⊂ ∂Ω, we have
H ≤ c
∫
y′∈Rn−1
|y′|≤c
∫
I′
∫
z′∈Rn−1
|z′|≤c
∫
I′
dy′ ds dz′ dr
(|y′ − z′|+ |s− r|1/2)n+α .
The change of variables y′ − z′ = u ∈ Rn−1 and s− r = v ∈ R yield to
H ≤ c
∫
u∈Rn−1
|u|≤c
∫
v∈R
|v|≤c
du dv
(|u|+ |v|1/2)n+α .
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Finally, let u = u′ |v|1/2, u′ ∈ Rn−1. Then
H ≤ c
 ∫
Rn−1
du′
(|u′|+ 1)n+α
 ∫
v∈R
|v|≤c
dv
|v|(α+1)/2 <∞.
From this and (5.1.61) it follows that ∇k∂γtimeIθtimeE(x − ·, t − ·) ∈ B1α,par(K ′ × I ′),
which is what we wanted to show. Hence the proof of Theorem 5.1.5 is complete for
the case 0 < θ < 1.
When θ = 0, similar to the case 0 < θ < 1, it is enough to show that, for
x ∈ K˜ ⊂ Ω, t ∈ R,
C.
∫
∂Ω×R
∫
∂Ω×R
∣∣∇k∂γtimeE(x− y, t− s)−∇k∂γtimeE(x− z, t− r)∣∣
(|y − z|+ |s− r|1/2)n+1+α dσy ds dσz dr ≤ c δ(x)
−N ,
and
D. ∥∥∥∇k∂γtimeE(x− ·, t− ·) ˜˜ψ∥∥∥
L1(∂Ω×R)
≤ c δ(x)−N .
In order to show C, first let us invoke that, earlier in the proof, the domain D1
was introduced as
D1 = {(y, s, z, r) ∈ ∂Ω× R× ∂Ω× R : |x− y| < c |y − z|}.
We also set
II1 :=
∫∫
D1
∣∣∇k∂γtimeE(x− y, t− s)−∇k∂γtimeE(x− z, t− s)∣∣
(|y − z|+ |s− r|1/2)n+1+α dσy ds dσz dr.
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Following the same steps as in the case of I1, we obtain that
II1 ≤ c
∫
D21
∣∣∇k∂γtimeE(x− y, s)∣∣
|y′ − z′|n−1+α dy
′ ds dz′ + c
∫
D21
∣∣∇k∂γtimeE(x− z, s)∣∣
|y′ − z′|n−1+α dy
′ ds dz′
=: II ′1 + II
′′
1 .
where, as before, D21 = {(y′, s, z′) ∈ Rn−1×R×Rn−1 : |x′− y′|+ τ < c |y′− z′|} and
x = (x′, ϕ(x′) + τ) ∈ Ω, y = (y′, ϕ(y′)) ∈ ∂Ω. According to (1.2.13), and using the
fact that |x− y| ≈ |x′ − y′|+ τ , we obtain that
II ′1 ≤ c
∫
D21
dy′ ds dz′
(|x′ − y′|+ τ + |t− s|1/2)n+k+2γ |y′ − z′|n−1+α
.
Making the change of variables y′ − z′ = z′′(|x′ − y′|+ τ), z′′ ∈ Rn−1 yields
II ′1 ≤ c
 ∫∫
(y′,s)∈Rn−1×R
dy′ ds
(|x′ − y′|+ τ + |t− s|1/2)n+k+2γ (|x′ − y′|+ τ)α
×
×
∫
z′′∈Rn−1
0<c≤|z′′|
dz′′
|z′′|n−1+α ,
where the integral with respect to z′′ is bounded by a finite constant. Going further,
let x′ − y′ = y′′ ∈ Rn−1, and t− s = s′(|y′′|+ τ), s′ ∈ R. Then
II ′1 ≤ c
 ∫
Rn−1
dy′′
|y′′|n+k+2γ+α−2
∫
R
ds′
(1 + |s′|1/2)n+k+2γ
,
where the integral is s′ is finite. The change of variables y′′ = τ u, u ∈ Rn−1 yields
the following.
II ′1 ≤ c τ−N
∫
Rn−1
du
(|u|+ 1)n+N−1 ≤ c τ
−N .
To obtain the same estimate for II ′′1 , note that
|x′ − z′|+ τ ≤ |x′ − y′|+ |y′ − z′|+ τ < c |y′ − z′|,
380
therefore
II ′′1 ≤ c
∫
D31
∣∣∇k∂γtimeE(x− z, s)∣∣
|y′ − z′|n−1+α dy
′ ds dz′,
where D31 = {(y′, s, z′) ∈ Rn−1 × R × Rn−1 : |x′ − z′| + τ < c |y′ − z′|}, as before.
Hence II ′′1 ≤ II ′1, which, we have seen, is majorized by c τ−N .
Next, as earlier in the proof, let the second domain of integration be
D2 = {(y, s, z, r) ∈ ∂Ω× R× ∂Ω× R : |x− z| < c |y − z|}
and denote
II2 :=
∫∫
D2
∣∣∇k∂γtimeE(x− y, t− s)−∇k∂γtimeE(x− z, t− s)∣∣
(|y − z|+ |s− r|1/2)n+1+α dσy ds dσz dr.
Since |x− z| < c |y − z| implies |x− y| < c |y − z|,
II2 ≤ II1 ≤ c τ−N .
Finally, denote the complement of D1 ∪D2 by D3, i.e.
D3 = {(y, s, z, r) ∈ ∂Ω× R× ∂Ω× R : |x− y| > c |y − z|, |x− z| > c |y − z|}
and the integral
II3 :=
∫∫
D3
∣∣∇k∂γtimeE(x− y, t− s)−∇k∂γtimeE(x− z, t− s)∣∣
(|y − z|+ |s− r|1/2)n+1+α dσy ds dσz dr.
By the Fundamental Theorem of Calculus and (1.2.13) we obtain that∣∣∇k∂γtimeE(x− y, t− s)− ∇k∂γtimeE(x− z, t− s)∣∣
≤ |y − z|
∫ 1
0
∣∣∇k+1∂γtimeE(x− ξj, t− s)∣∣ dj
≤ c |y − z|
∫ 1
0
dj
(|x− ξj|+ |t− s|1/2)n+k+1+2γ
,
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where ξj = (1−j)y+jz. A simple argument shows that on the domain of integration
we have |x− ξj| ≥ c |x− y|, hence II3 is controlled by
c
∫∫
D3
|y − z|
(|x− y|+ |t− s|1/2)n+k+1+2γ (|y − z|+ |s− r|1/2)n+1+α
dσy ds dσz dr.
Since x ∈ Ω and y, z ∈ ∂Ω, we may write x = (x′, ϕ(x′) + τ), y = (y′, ϕ(y′)) and
z = (z′, ϕ(z′)), where x′, y′, z′ ∈ Rn−1, τ ∈ R+, and ϕ : Rn−1 → R is a Lipschitz
function such that the graph of ϕ corresponds to ∂Ω (if Ω is a bounded domain, take
a finite partition of unity on ∂Ω). Therefore |x− y| ≈ |x′− y′|+ τ , |y− z| ≈ |y′− z′|,
δ(x) ≈ τ , and II3 does not exceed
c
∫∫
D13
|y′ − z′|
(|x′ − y′|+ τ + |t− s|1/2)n+k+1+2γ (|y′ − z′|+ |s− r|1/2)n+1+α
dy′ ds dz′ dr,
where the domain D13, as earlier in the proof, is given by
{(y′, s, z′, r) ∈ Rn−1×R×Rn−1×R : |x′−y′|+τ > c |y′−z′|, |x′−z′|+τ > c |y′−z′|}.
The change of variables s− r = r′|y′ − z′|2, r′ ∈ R yields
II3 ≤ c
∫
D23
dy′dsdz′
(|x′ − y′|+ τ + |t− s|1/2)n+k+1+2γ |y′ − z′|n−2+α
∫
R
dr′
(1 + |r′|1/2)n+1+α ,
where D23, as before, is the domain
{(y′, s, z′) ∈ Rn−1 × R× Rn−1 : |x′ − y′|+ τ > c |y′ − z′|, |x′ − z′|+ τ > c |y′ − z′|},
and the integral with respect to r′ is finite. Going further, let t−s = s′(|x′−y′|+ τ),
s′ ∈ R. Then II3 is controlled by
c
 ∫
Rn−1
1
(|x′ − y′|+ τ)n+k+2γ−1
∫
D33
dz′
|y′ − z′|n−2+α
 dy′
∫
R
ds′
(|s′|1/2 + 1)n+k+2γ+1
,
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where D33 = {z′ ∈ Rn−1 : |x′−y′|+τ > c |y′−z′|}. Since the integral in s′ is bounded
by a constant, integrating with respect to z′, and setting x′− y′ = y′′ ∈ Rn−1 implies
that
II3 ≤ c
∫
Rn−1
dy′′
(|y′′|+ τ)n+N−1 ,
which, after the change of variables y′′ = τ u, u ∈ Rn−1, becomes
II3 ≤ c τ−N
∫
Rn−1
du
(|u|+ 1)n+N−1 ≤ c τ
−N .
What we have proved so far is as follows.
∫
∂Ω×R
∫
∂Ω×R
∣∣∇k∂γtimeE(x− y, t− s)−∇k∂γtimeE(x− z, t− s)∣∣
(|y − z|+ |s− r|1/2)n+1+α dσy ds dσz dr ≤ c δ(x)
−N .
(5.1.62)
Next, we let
II4 :=
∫∫
D4
∣∣∇k∂γtimeE(x− z, t− s)−∇k∂γtimeE(x− z, t− r)∣∣
(|y − z|+ |s− r|1/2)n+1+α dσy ds dσz dr,
where, as earlier in the proof, D4 = {(y, s, z, r) ∈ ∂Ω×R×∂Ω×R : |t−s| < c |s−r|}.
Following the same steps as in the case of I4, we obtain that
II4 ≤ c
∫
D24
∣∣∇k∂γtimeE(x− z, t− s)∣∣
|s− r|(2+α)/2 ds dz
′ dr
+c
∫
D24
∣∣∇k∂γtimeE(x− z, t− r)∣∣
|s− r|(2+α)/2 ds dz
′ dr
=: II ′4 + II
′′
4 ,
where D24 = {(s, z′, r) ∈ R×Rn−1×R : |t− s| < c |s− r|}, as before. Using (1.2.13)
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and the fact that |x− z| ≈ |x′ − z′|+ τ , we obtain the estimate
II ′4 ≤ c
∫
D24
ds dz′ dr
(|x′ − z′|+ τ + |t− s|1/2)n+k+2γ |s− r|(2+α)/2
.
Let x′ − z′ = z′′ ∈ Rn−1 and s− r = r′|t− s|, r′ ∈ R. Then
II ′4 ≤ c
 ∫
z′′∈Rn−1
∫
s∈R
ds dz′′
(|z′′|+ τ + |t− s|1/2)n+k+2γ |t− s|α/2
 ∫
r′∈R
0<c≤|r′|
dr′
|r′|(2+α)/2 ,
where the integral with respect to r′ is bounded by a constant. Going further, set
t− s = s′(|z′′|+ τ)2, s′ ∈ R. Then we obtain that
II ′4 ≤ c
 ∫
Rn−1
dz′′
(|z′′|+ τ)n+N−1
∫
R
ds′
(1 + |s′|1/2)n+k+2γ |s′|α/2
≤ c
∫
Rn−1
dz′′
(|z′′|+ τ)n+N−1 .
Finally, the change of variables z′′ = τu, u ∈ Rn−1 yields the estimates
II ′4 ≤ c τ−N
∫
Rn−1
du
(|u|+ 1)n+N−1 ≤ c τ
−N ,
which is what we wanted to show.
To obtain a similar estimate for II ′′4 , observe that |t − s| < c |s − r| implies
|t− r| < c |s− r|, hence
II ′′4 ≤ c
∫
D54
∣∣∇k∂γtimeE(x− z, t− r)∣∣
|s− r|(2+α)/2 ds dz
′ dr = II ′4 ≤ c τ−N ,
where D54 = {(s, z′, r) ∈ R× Rn−1 × R : |t− r| < c |s− r|}, as before.
Next, as earlier in the proof, let the second domain of integration be
D5 = {(y, s, z, r) ∈ ∂Ω× R× ∂Ω× R : |t− r| < c |s− r|}
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and denote
II5 :=
∫∫
D5
∣∣∇k∂γtimeE(x− z, t− s)−∇k∂γtimeE(x− z, t− r)∣∣
(|y − z|+ |s− r|1/2)n+1+α dσy ds dσz dr
Since |t− r| < c |s− r| implies |t− s| < c |s− r|, we obtain that
II5 ≤ II4 ≤ c τ−N .
Finally, denote the complement of D4 ∪D5 by D6, i.e.
D6 = {(y, s, z, r) ∈ ∂Ω× R× ∂Ω× R : |t− s| > c |s− r|, |t− r| > c |s− r|}
and set
II6 :=
∫∫
D6
∣∣∇k∂γtimeE(x− z, t− s)−∇k∂γtimeE(x− z, t− r)∣∣
(|y − z|+ |s− r|1/2)n+1+α dσy ds dσz dr.
By the Fundamental Theorem of Calculus and (1.2.13), we get that∣∣∇k∂γtimeE(x− z, t− s)− ∇k∂γtimeE(x− z, t− r)∣∣
≤ |s− r|
∫ 1
0
∣∣∇k∂γ+1timeE(x− z, t− ζj)∣∣ dj
≤ c |s− r|
∫ 1
0
dj
(|x− z|+ |t− ζj|1/2)n+k+2γ+2
,
where ζj = (1 − j)r + js. On the domain of integration |t − ζj| ≈ |t − s|, therefore
II6 is majorized by
c
∫∫
D6
|s− r|
(|x− z|+ |t− s|1/2)n+k+2γ+2 (|y − z|+ |s− r|1/2)n+1+α
dσy ds dσz dr,
or, equivalently, since we know that x = (x′, ϕ(x′)+ τ) ∈ Ω, y = (y′, ϕ(y′)) ∈ ∂Ω and
z = (z′, ϕ(z′)) ∈ ∂Ω,
c
∫∫
D16
|s− r|
(|x′ − z′|+ τ + |t− s|1/2)n+k+2γ+2 (|y′ − z′|+ |s− r|1/2)n+1+α
dy′ ds dz′ dr,
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where, as before,
D16 = {(y′, s, z′, r) ∈ Rn−1 × R× Rn−1 × R : |t− s| > c |s− r|, |t− r| > c |s− r|}.
We make the change of variables y′− z′ = y′′|s− r|1/2, y′′ ∈ Rn−1, and integrate with
respect to y′′, then with respect to r, to obtain the following.
II6 ≤ c
(∫
Rn−1
dy′′
(|y′′|+ 1)n+1+α
)
×
∫
z′∈Rn−1
∫
s∈R
1
(|x′ − z′|+ τ + |t− s|1/2)n+k+2γ+2
∫
D36
dr
|s− r|α/2
 dz′ ds
≤ c
∫
z′∈Rn−1
∫
s∈R
dz′ ds
(|x′ − z′|+ τ + |t− s|1/2)n+k+2γ+2 |t− s|α/2−1
,
where D36 := {r ∈ R : |t− s| > c |s− r|}. Going further, let t− s = s′(|x′− z′|+ τ)2,
s′ ∈ R. Then
II6 ≤ c
(∫
Rn−1
dz′
(|x′ − z′|+ τ)n+N−1
)∫
R
ds′
(1 + |s′|1/2)n+k+2γ+2 |s′|(α−2)/2
,
where the integral in s′ is bounded by a constant. Finally, let x′−z′ = z′′τ , z′′ ∈ Rn−1,
which yields
II6 ≤ c τ−N
∫
Rn−1
dz′′
(|z′′|+ 1)n+N−1 ≤ c τ
−N .
The estimates we have proved for II4, II5 and II6 imply∫
∂Ω×R
∫
∂Ω×R
∣∣∇k∂γtimeE(x− z, t− s)−∇k∂γtimeE(x− z, t− r)∣∣
(|y − z|+ |s− r|1/2)n+1+α dσy ds dσz dr ≤ c δ(x)
−N .
(5.1.63)
We observe that C readily follows from (5.1.62) and (5.1.63).
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In order to show D, note that the variables (y, s) are in suppψ ∩ (∂Ω × R) ⊆
K × I ⊂ ∂Ω × R, and ˜˜ψ ≡ 1 in some neighborhood of suppψ ∩ (∂Ω × R) (let this
neighborhood be K ′ × I ′), therefore it is enough to show that
∫
K′×I′
∣∣∇k∂γtimeE(x− y, t− s)∣∣ dσy ds ≤ c δ(x)−N , (5.1.64)
where (x, t) ∈ K˜ × R is fixed, K˜ ⊂ Ω. If, temporarily, we denote the left-hand side
of (5.1.64) by LHS, then, by (1.2.13),
LHS ≤ c
∫
K′
∫
I′
dσy ds
(|x− y|+ |t− s|1/2)n+k+2γ
.
Taking also into account that x = (x′, ϕ(x′)+τ) ∈ K˜ ⊂ Ω, y = (y′, ϕ(y′)) ∈ K ⊂ ∂Ω,
we get that
LHS ≤ c
∫
y′∈Rn−1
|y′|≤c
∫
s∈I′
dy′ ds
(|x′ − y′|+ τ + |t− s|1/2)n+k+2γ
.
Next we let x′ − y′ = y′′ ∈ Rn−1, then t − s = s′(|y′′| + τ)2, s′ ∈ R, to obtain the
following.
LHS ≤ c
∫
y′′∈Rn−1
|y′′|≤c
∫
s′∈R
dy′′ ds′
(|y′′|+ τ)n+k+2γ−2 (1 + |s′|1/2)n+k+2γ
≤ c
∫
y′′∈Rn−1
|y′′|≤c
dy′′
(|y′′|+ τ)n+N−1 ,
where we have used the fact that (|y′′| + τ)α ≤ c. Finally, the change of variables
y′′ = uτ , u ∈ Rn−1 yields
L ≤ c τ−N
∫
Rn−1
du
(|u|+ 1)n+N−1 ≤ c τ
−N ,
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which is what we needed to show, and the proof of D is complete.
As part of the proof, similar to the case when 0 < θ < 1, we also need to ensure
that
∇k∂γtimeE(x− ·, t− ·) ˜˜ψ ∈ B1α,par(∂Ω× R) (5.1.65)
for x ∈ K˜ ⊂ Ω and t ∈ R. Note that the variables (y, s) are in suppψ ∩ (∂Ω×R) ⊆
K × I ⊂ ∂Ω × R, and ˜˜ψ ≡ 1 in some neighborhood of suppψ ∩ (∂Ω × R) (let this
neighborhood be K ′ × I ′), therefore, to prove (5.1.65), it is enough to show that
∇k∂γtimeE(x− ·, t− ·) ∈ B1α,par(K ′ × I ′),
where x ∈ K˜ ⊂ Ω and t ∈ R.
First, we shall prove that ∇k∂γtimeE(x − ·, t − ·) ∈ Lip (K ′ × I ′), i.e. for any
(y, s), (z, r) ∈ K ′ × I ′,
∣∣∇k∂γtimeE(x− y, t− s)−∇k∂γtimeE(x− z, t− r)∣∣ ≤ c (|y − z|+ |s− r|1/2) .
Let us denote the difference
∣∣∇k∂γtimeE(x− y, t− s)−∇k∂γtimeE(x− z, t− s)∣∣
by V1. Then, by the Fundamental Theorem of Calculus, and (1.2.13), we get that
V1 ≤
∫ 1
0
∣∣∇k+1∂γtimeE(x− Γ(j), t− s)∣∣ |Γ˙(j)| dj
≤ c |y − z|
∫ 1
0
dj
(|x− Γ(j)|+ |t− r|1/2)n+k+1+2γ
≤ c |y − z|
∫ 1
0
dj
|x− Γ(j)|n+k+1+2γ
≤ c |y − z| 1
δ(x)n+k+1+2γ
≤ c |y − z|,
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where Γ : [0, 1] → ∂Ω is giben by Γ(j) := ((1− j)y′ + jz′, ϕ((1− j)y′ + jz′)), and
y = (y′, ϕ(y′)) ∈ K ′ ⊂ ∂Ω, z = (z′, ϕ(z′)) ∈ K ′ ⊂ ∂Ω. We were also using the fact
that |Γ˙(j)| ≤ c |y′ − z′| ≈ |y − z| and |x− Γ(j)| ≥ dist(x, ∂Ω) = δ(x). Next, let
V2 :=
∣∣∇k∂γtimeE(x− z, t− s)−∇k∂γtimeE(x− z, t− r)∣∣ .
Then a similar argument yields the following.
V2 ≤ |s− r|
∫ 1
0
∣∣∇k∂γ+1timeE(x− z, t− ζj)∣∣ dj
≤ c |s− r|
∫ 1
0
dj
(|x− z|+ |t− ζj|1/2)n+k+2γ+2
≤ c |s− r| 1|x− z|n+k+2γ+2
≤ c |s− r| 1
δ(x)n+k+2γ+2
≤ c |s− r|1/2,
where ζj = (1− j)s+ jr.
From the estimates for V1 and V2 we immediately have that
∇k∂γtimeE(x− ·, t− ·) ∈ Lip (K ′ × I ′). (5.1.66)
Moreover, (5.1.66) implies that ∇k∂γtimeE(x−·, t−·) ∈ L∞(K ′×I ′), which further
implies that
∇k∂γtimeE(x− ·, t− ·) ∈ L1(K ′ × I ′). (5.1.67)
On the other hand, if we denote the main part of the B1α,par(K
′ × I ′)-norm, i.e.∫
K′×I′
∫
K′×I′
∣∣∇k∂γtimeE(x− y, t− s)−∇k∂γtimeE(x− z, t− r)∣∣
(|y − z|+ |s− r|1/2)n+1+α dσy ds dσz dr,
389
by H ′, then, following the same steps as in the case of H (earlier in the proof), we
obtain that
H ′ <∞. (5.1.68)
Now (5.1.67) and (5.1.68) imply ∇k∂γtimeE(x − ·, t − ·) ∈ B1α,par(K ′ × I ′), and the
proof of Theorem 5.1.5 is complete. ¤
In order to state the next result let us recall from (1.1.3) the definition of the
fractional time-derivative operator. If we replace Iθtime with D
θ
time in Theorem 5.1.5,
we obtain the following.
Theorem 5.1.6. Let Ω be a Lipschitz domain in Rn, ψ˜, ˜˜ψ, ψ be as in Definition 5.1.1,
and N = k + 2γ + 2θ + α− 1 > 0, where k, γ ∈ N0, 0 ≤ θ < 1, 0 < α < 1. Then
δN ψ˜∇k∂γtimeDθtimeS( ˜˜ψ ψ f) ∈ L∞(Ω× R) (5.1.69)
for any f ∈ (B1α, par(∂Ω× R))∗.
Proof. When 0 < θ < 1, we use Theorem 5.1.5 and the fact that Dθtime = ∂timeI
1−θ
time,
therefore
δN∇k∂γtimeDθtime = δN∇k∂γ+1timeI1−θtime,
with N = k + 2γ + 2θ + α− 1 > 0. When θ = 0, it is known that D0time = I = I0time,
and the theorem follows from the case θ = 0 of Theorem 5.1.5. ¤
Before we present our next result, we give and prove two intermediate results.
Lemma 5.1.7. Let Ω be a Lipschitz domain in Rn, f ∈ (B∞α,par(∂Ω× R))∗, and
Φ ∈ C∞c (Rn × R) with suppΦ ∩ (∂Ω × R) ⊆ K compact, K ⊂ ∂Ω × R. Then there
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exists a constant c = c(K) such that∣∣∣∣∣∣
∫
∂Ω×R
Φ(y, s)f(y, s) dσy ds
∣∣∣∣∣∣
≤ c ‖f‖(B∞α,par(∂Ω×R))∗
{‖∇tanΦ‖L∞(∂Ω×R) + ‖∂tΦ‖L∞(∂Ω×R) + ‖Φ‖L∞(∂Ω×R)} .
Proof. Considering Φ ∈ C∞c (Rn×R) with suppΦ∩(∂Ω×R) ⊆ K compact in ∂Ω×R,
we obtain the following.
sup
(y,s),(z,r)∈K
(y,s)6=(z,r)
|Φ(y, s)− Φ(z, r)|
(|y − z|+ |s− r|1/2)α
≤ sup
(y,s),(z,s)∈K
y 6=z
|Φ(y, s)− Φ(z, s)|
|y − z|α + sup(z,s),(z,r)∈K
s6=r
|Φ(z, s)− Φ(z, r)|
|s− r|α/2
≤ c sup
s∈R
sup
y,z∈∂Ω
y 6=z
|Φ(y, s)− Φ(z, s)|
|y − z| + c supz∈∂Ω sups,r∈R
s6=r
|Φ(z, s)− Φ(z, r)|
|s− r|
≤ c{‖∇tanΦ‖L∞(∂Ω×R) + ‖∂tΦ‖L∞(∂Ω×R)} .
(5.1.70)
As is well-knonw,∣∣∣∣∣∣
∫
∂Ω×R
Φ(y, s)f(y, s) dσy ds
∣∣∣∣∣∣ ≤ c ‖f‖(B∞α,par(∂Ω×R))∗‖Φ‖B∞α,par(∂Ω×R)
= ‖f‖(B∞α,par(∂Ω×R))∗
 sup(y,s),(z,r)∈K
(y,s)6=(z,r)
|Φ(y, s)− Φ(z, r)|
(|y − z|+ |s− r|1/2)α + ‖Φ‖L∞(∂Ω×R)
 .
(5.1.71)
In view of (5.1.70) and (5.1.71), the proof is complete. ¤
An analogue of the above result is as follows.
Lemma 5.1.8. Let Ω be a Lipschitz domain in Rn, f ∈ (B1α,par(∂Ω× R))∗, and
Φ ∈ C∞c (Rn × R) with suppΦ ∩ (∂Ω × R) ⊆ K0 × I0 compact (K0 ⊂ ∂Ω, I0 ⊂ R).
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Then there exists a constant c = c(K) such that∣∣∣∣∣∣
∫
∂Ω×R
Φ(y, s)f(y, s) dσy ds
∣∣∣∣∣∣
≤ c ‖f‖(B1α,par(∂Ω×R))∗
{‖∇tanΦ‖L1(∂Ω×R) + ‖∂tΦ‖L1(∂Ω×R) + ‖Φ‖L1(∂Ω×R)} .
Proof. Let f ∈ (B1α,par(∂Ω× R))∗, and Φ ∈ C∞c (Rn × R) with suppΦ ∩ (∂Ω× R) ⊆
K0 × I0 compact, K0 ⊂ ∂Ω, I0 ⊂ R. Then, by Proposition 2.3.16 (Fubini property
of the diagonal Besov scale), we obtain that∣∣∣∣∣∣
∫
∂Ω×R
Φ(y, s)f(y, s) dσy ds
∣∣∣∣∣∣ ≤ c ‖f‖(B1α,par(∂Ω×R))∗‖Φ‖B1α,par(∂Ω×R)
≤ c ‖f‖(B1α,par(∂Ω×R))∗
{
‖Φ‖L1(K0;B1α/2(I0)) + ‖Φ‖L1(I0;B1α(K0))
}
≤ c ‖f‖(B1α,par(∂Ω×R))∗
{
‖Φ‖L1(K0×I0)
+
∫
K0
∫
I0
∫
I0
|Φ(y, s)− Φ(y, r)|
|s− r|1+α/2 ds dr dσy +
∫
I0
∫
K0
∫
K0
|Φ(y, s)− Φ(z, s)|
|y − z|n−1+α dσy dσz ds
}
=: c ‖f‖(B1α,par(∂Ω×R))∗
{‖Φ‖L1(K0×I0) +B1 +B2} .
Observe that in order to prove the lemma it is enough to show that
B1 +B2 ≤ c
{‖∇tanΦ‖L1(∂Ω×R) + ‖∂tΦ‖L1(∂Ω×R)} . (5.1.72)
If we let ζj := (1− j)r + js, where j ∈ [0, 1], then by the Fundamental Theorem of
392
Calculus,
B1 ≤
∫
K0
∫
I0
∫
I0
∫ 1
0
|∂tΦ(y, ζj)| |s− r| dj
|s− r|1+α/2 ds dr dσy
≤
∫
K0×I0
∫
I0
r∫
s
|∂tΦ(y, ζj)|
|s− r|1+α/2 ds dr dσy dζj
≤
∫
K0×I0
|∂tΦ(y, ζj)|
∫
I0
∫
I0
ds dr
|s− r|1+α/2
 dσy dζj
≤ c ‖∂tΦ‖L1(∂Ω×R).
(5.1.73)
In a similar way, if ξj = (1− j)z + jy for j ∈ [0, 1], then
B2 ≤
∫
I0
∫
K0
∫
K0
∫ 1
0
|∇tanΦ(ξj, s)| |y − z| dj
|y − z|n−1+α dσy dσz ds
≤
∫
K0×I0
∫
K0
y∫
z
|∇tanΦ(ξj, s)|
|y − z|n−1+α dσy dσz ds dσξj
≤
∫
K0×I0
|∇tanΦ(ξj, s)|
∫
K0
∫
K0
dσydσz
|y − z|n−1+α
 dσξj ds
≤ c‖∇tanΦ‖L1(∂Ω×R).
(5.1.74)
Consequently, (5.1.73) and (5.1.74) imply (5.1.72), hence the proof of the lemma is
complete. ¤
In the last part of this section we present two estimates, corresponding to p = 1
and p = ∞, on which the following section is based. We begin with the case when
p = 1.
Theorem 5.1.9. Let Ω be a Lipschitz domain in Rn, N = k+2γ+2θ+α−2 > −1,
where k, γ ∈ N0, 0 ≤ θ < 1 and 0 < α < 1. Also, recall from Definition 5.1.1 the
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truncated single layer potential operator S˜. Then
δN∇k∂γtimeDθtimeS˜ :
(
B∞α,par(∂Ω× R)
)∗ −→ L1(Ω× R)
is bounded.
Proof. Let f ∈ (B∞α,par(∂Ω× R))∗. Then, for (x, t) ∈ Ω × R fixed, we have the
following.
δN∇k∂γtimeDθtimeS˜f(x, t)
= δN∇k∂γtimeDθtime
[
ψ˜ S( ˜˜ψ ψ f)
]
(x, t)
= δ(x)N∇k∂γtimeDθtime
ψ˜(x) ∫
∂Ω×R
E(x− y, t− s) ˜˜ψ(y, s)ψ(y, s) f(y, s) dσy ds

= δ(x)N∇k
ψ˜(x) ∫
∂Ω×R
∂γtimeD
θ
timeE(x− y, t− s) ˜˜ψ(y, s)ψ(y, s) f(y, s) dσy ds

= δ(x)N ψ˜(x)∇k∂γtimeDθtime
 ∫
∂Ω×R
E(x− y, t− s) ˜˜ψ(y, s)ψ(y, s) f(y, s) dσy ds

+ δ(x)N
∑
β1,β2∈N
β1+β2=k,β1≥1
∇β1ψ˜(x)
∫
∂Ω×R
∇β2∂γtimeDθtimeE(x− y, t− s) ˜˜ψ(y, s)ψ(y, s)f(y, s)dσy ds
=: A1(x, t) + A2(x, t)
Since A1 = δ
N ψ˜∇k∂γtimeDθtimeS( ˜˜ψ ψ f), according to Theorem 5.1.3, we have that
A1 ∈ L1(Ω× R). On the other hand, to control |A2|, we can use Lemma 5.1.7 with
ψ f ∈ (B∞α,par(∂Ω× R))∗ and Φ = ∇β2∂γtimeDθtimeE(x − ·, t − ·) ˜˜ψ ∈ C∞c (Rn × R).
394
Then we obtain the following.
|A2| ≤ c δ(x)N
∑
β1,β2∈N
β1+β2=k,β1≥1
|∇β1ψ˜(x)| ‖ψ f‖(B∞α,par(∂Ω×R))∗×
×
{
‖∇β2+1∂γtimeDθtimeE(x− ·, t− ·) ˜˜ψ‖L∞(∂Ω×R)
+ ‖∇β2∂γ+1timeDθtimeE(x− ·, t− ·) ˜˜ψ‖L∞(∂Ω×R)
+ ‖∇β2∂γtimeDθtimeE(x− ·, t− ·) ˜˜ψ‖L∞(∂Ω×R)
}
=: c δ(x)N
∑
β1,β2∈N
β1+β2=k,β1≥1
|∇β1ψ˜(x)|{A12 + A22 + A32} ,
(5.1.75)
where we were using the fact that ˜˜ψ ≡ 1 in some neighborhood of K × I. Since
(y, s) ∈ K × I (otherwise A2 = 0), and ∇β1ψ˜(x) = 0 for x ∈ K² ∩ K˜, we are left
considering the case when x /∈ K² neighborhood of K, x ∈ K˜ ⊂ Ω, K˜ compact, and
y ∈ K ⊂ ∂Ω, K compact. In a situation like this, |x− y| ≈ 1.
When 0 < θ < 1, using (1.2.18), we obtain that
A12 ≤ c sup
(y,s)∈K×I
{
|t− s|1−θ
|x− y|n+3+β2+2γ
[
min
(
1,
|x− y|2
|t− s|
)]γ+2}
≤ c sup
s∈I
{
|t− s|1−θ
[
min
(
1,
1
|t− s|
)]γ+2}
.
If t ∈ I, then |t− s| ≤ c and
A12 ≤ c sup
s∈I
{|t− s|1−θ} ≤ c. (5.1.76)
If t ∈ R \ I, then |t− s| ≥ c and |t− s| ≈ 1 + |t|. Also
A12 ≤ c
1
(|1 + |t|)1+γ+θ . (5.1.77)
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Using the same argument for A22 and A
3
2 we get that, if t ∈ I,
A22 <∞, A32 <∞, (5.1.78)
and if t ∈ R \ I,
A22 ≤
c
(|1 + |t|)2+γ+θ , A
3
2 ≤
c
(|1 + |t|)1+γ+θ . (5.1.79)
Now, using (5.1.76) – (5.1.79), and that |∇β1ψ˜(x)| <∞, we obtain that∫
Ω×R
|A2(x, t)| dx dt
≤ c

∫
Ω×I
δ(x)Ndx dt+
∫
Ω×(R\I)
δ(x)N
(1 + |t|)1+γ+θ dx dt+
∫
Ω×(R\I)
δ(x)N
(1 + |t|)2+γ+θ dx dt

<∞,
since N > −1 and 1 + γ + θ > 1.
When θ = 0, based on (1.2.13) we obtain that
A12 ≤ c sup
(y,s)∈K×I
1
(|x− y|+ |t− s|1/2)n+β2+1+2γ
≤ c sup
s∈I
1
(1 + |t− s|1/2)n+β2+1+2γ
< ∞.
Similarly, A22 ≤ c and A32 ≤ c. Consequently, in view of (5.1.75),∫
Ω×R
|A2(x, t)| dx dt ≤ c
∫
Ω×I
δ(x)Ndx dt <∞,
since N > −1. We have showed that A1, A2 ∈ L1(Ω×R), which completes the proof
of Theorem 5.1.9. ¤
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The proper analogue of the previous result, corresponding to the case when p =
∞, is as follows.
Theorem 5.1.10. Let Ω be a Lipschitz domain in Rn, N = k+2γ+2θ+α− 1 > 0,
where k, γ ∈ N0, 0 ≤ θ < 1 and 0 < α < 1. Also, recall from Definition 5.1.1 the
truncated single layer potential operator S˜. Then
δN∇k∂γtimeDθtimeS˜ :
(
B1α,par(∂Ω× R)
)∗ −→ L∞(Ω× R)
is bounded.
Proof. Let f ∈ (B1α,par(∂Ω× R))∗. Then, as in the proof of the previous theorem,
for (x, t) ∈ Ω× R fixed, we have the following.
δN∇k∂γtimeDθtimeS˜(x, t)
= δN∇k∂γtimeDθtime
[
ψ˜ S( ˜˜ψ ψ f)
]
(x, t)
= δ(x)N ψ˜(x)∇k∂γtimeDθtime
 ∫
∂Ω×R
E(x− y, t− s) ˜˜ψ(y, s)ψ(y, s) f(y, s) dσy ds

+ δ(x)N
∑
β1,β2∈N
β1+β2=k,β1≥1
∇β1ψ˜(x)
∫
∂Ω×R
∇β2∂γtimeDθtimeE(x− y, t− s) ˜˜ψ(y, s)ψ(y, s)f(y, s)dσy ds
=: A3(x, t) + A4(x, t)
Since A3 = δ
N ψ˜∇k∂γtimeDθtimeS( ˜˜ψ ψ f), according to Theorem 5.1.6, A3 belongs to
L∞(Ω × R). On the other hand, to control |A4|, we can use Lemma 5.1.8 with
ψ f ∈ (B1α,par(∂Ω× R))∗ and Φ = ∇β2∂γtimeDθtimeE(x − ·, t − ·) ˜˜ψ ∈ C∞c (Rn × R).
Then we obtain the following.
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|A4| ≤ c δ(x)N
∑
β1,β2∈N
β1+β2=k,β1≥1
|∇β1ψ˜(x)| ‖ψ f‖[B1α,par(∂Ω×R)]∗×
×
{
‖∇β2+1∂γtimeDθtimeE(x− ·, t− ·) ˜˜ψ‖L1(∂Ω×R)
+ ‖∇β2∂γ+1timeDθtimeE(x− ·, t− ·) ˜˜ψ‖L1(∂Ω×R)
+ ‖∇β2∂γtimeDθtimeE(x− ·, t− ·) ˜˜ψ‖L1(∂Ω×R)
}
=: c δ(x)N
∑
β1,β2∈N
β1+β2=k,β1≥1
|∇β1ψ˜(x)|{A14 + A24 + A34} .
(5.1.80)
Here we were also using the fact that ˜˜ψ ≡ 1 in some neighborhood of K × I. Note
that δ(x)N < ∞, and |∇β1ψ˜(x)| < ∞. Since (y, s) ∈ K × I (otherwise A2 = 0),
and ∇β1ψ˜(x) = 0 for x ∈ K² ∩ K˜, we are left considering the case when x /∈ K²
neighborhood of K, x ∈ K˜ ⊂ Ω, K˜ compact, and y ∈ K ⊂ ∂Ω, K compact. In this
scenario, |x− y| ≈ 1. Using (1.2.18), we obtain that
A14 ≤ c
∫
K×I
|t− s|1−θ
|x− y|n+3+β2+2γ
[
min
(
1,
|x− y|2
|t− s|
)]γ+2
dσy ds
≤ c
∫
I
|t− s|1−θ
[
min
(
1,
1
|t− s|
)]γ+2
ds.
If t ∈ I, then |t− s| ≤ c and
A14 ≤ c
∫
I
|t− s|1−θ ds <∞. (5.1.81)
If t ∈ R \ I, then |t− s| ≥ c and |t− s| ≈ 1 + |t|. Also,
A14 ≤ c
1
(|1 + |t|)1+γ+θ . (5.1.82)
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Using the same argument for A24 and A
3
4 we get that, if t ∈ I,
A24 <∞, A34 <∞, (5.1.83)
if t ∈ R \ I,
A24 ≤
c
(|1 + |t|)2+γ+θ , A
3
4 ≤
c
(|1 + |t|)1+γ+θ . (5.1.84)
Consequently, by (5.1.81) – (5.1.84) and in view of (5.1.80), we have
sup
(x,t)∈Ω×R
|A4(x, t)| ≤ c sup
(x,t)∈Ω×R
{
1 +
1
(1 + |t|)1+γ+θ +
1
(1 + |t|)2+γ+θ
}
<∞,
which is what we wanted to show. Proving that both A3 and A4 belong to L
∞(Ω×R)
completes the proof of the theorem. ¤
5.2 General case
Building on the previous section, first we interpolate between the endpoint cases
p = 1 (Theorem 5.1.9) and p = ∞ (Theorem 5.1.10) in order to obtain Theo-
rem 5.2.1. Based on this, after several intermediate results, we obtain the mapping
property of the caloric single layer potential operator on bounded Lipschitz cylinders
(Theorem 5.2.7).
Recall that for a domain Ω (in Rn) and for x ∈ Ω, δ(x) = dist(x, ∂Ω) is the
distance from x to the boundary of Ω. Also, ∇k denotes any combination of mixed
spacial partial derivatives of order k, and Dθtime is the fractional time-derivative
operator defined in (1.1.3). As before, S˜ represents the truncated caloric single layer
potential operator from Definition 5.1.1.
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Theorem 5.2.1. Let Ω be a Lipschitz domain in Rn and 1 ≤ p ≤ ∞. Also, consider
N = k + 2γ + 2θ + α− 1 > 0, where k, γ ∈ N0, 0 ≤ θ < 1 and 0 < α < 1. Then the
operator
δN−
1
p∇k∂γtimeDθtimeS˜ :
(
Bp
′
α,par(∂Ω× R)
)∗
−→ Lp(Ω× R)
is bounded, where 1/p+ 1/p′ = 1.
Proof. We first note that Theorems 5.1.9 and 5.1.10 imply, respectively, that the
operators
∇k∂γtimeDθtimeS˜ :
(
B∞α,par(∂Ω× R)
)∗ −→ L1(R;L1(Ω; δN−1dx)) (5.2.85)
and
∇k∂γtimeDθtimeS˜ :
(
B1α,par(∂Ω× R)
)∗ −→ L∞(R;L∞(Ω; δNdx)) (5.2.86)
are bounded. Now using the real interpolation method, Theorem 3.7.1 from [BeLo¨],
then part (h’) of Remark 2.3.21, we obtain that, for 0 < η < 1,((
B∞α,par(∂Ω× R)
)∗
,
(
B1α,par(∂Ω× R)
)∗)
η,p
=
(
B∞α,par(∂Ω× R), B1α,par(∂Ω× R)
)∗
η,p′
=
(
Bp
′
α,par(∂Ω× R)
)∗
,
(5.2.87)
where 1/p + 1/p′ = 1. On the other hand, by Theorem 1.2.25 and Theorem 1
from [Fre], we have that, for 0 < η < 1 and 1
p
= 1− η,(
L1(R;L1(Ω; δN−1dx)), L∞(R;L∞(Ω; δNdx))
)
η,p
= Lp
(
R; (L1(Ω; δN−1dx), L∞(Ω; δNdx))η,p
)
= Lp(R;Lp(Ω, δN−
1
pdx)).
(5.2.88)
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Therefore, by (5.2.85) – (5.2.88), it follows that
∇k∂γtimeDθtimeS˜ :
(
Bp
′
α,par(∂Ω× R)
)∗
−→ Lp(R;Lp(Ω; δN− 1pdx))
for 1 < p <∞, which is equivalent with saying that the operator
δN−
1
p∇k∂γtimeDθtimeS˜ :
(
Bp
′
α,par(∂Ω× R)
)∗
−→ Lp(Ω× R) (5.2.89)
is bounded for 1 < p < ∞. Since the endpoint cases (p = 1 and p = ∞) of (5.2.89)
are already established in Theorems 5.1.9 and 5.1.10, the proof of the theorem is
complete. ¤
Relying on Theorem 5.2.1, we next describe how the operator S˜ alone - without
any derivatives on it - behaves.
Theorem 5.2.2. Let 0 < α < 1 and 1 < p <∞. Then the operator
S˜ : Bp−α,par(∂Ω× R) −→ Lp(Ω; L˙p(1−α+1/p)/2(R))
is bounded, where Ω is a Lipschitz domain in Rn.
Proof. Assume f ∈ Bp−α,par(∂Ω × R). Then, by the duality result described in
Proposition 2.4.5, f belongs to
(
Bp
′
α,par(∂Ω× R)
)∗
, where 1/p+ 1/p′ = 1. Moreover,
according to Theorem 5.2.1,
Dθtime
(
δN−
1
p∇k∂γtimeS˜ f
)
∈ Lp(Ω;Lp(R)),
where N = k + 2γ + 2θ + α− 1 > 0, k, γ ∈ N0, 0 ≤ θ < 1 and 0 < α < 1. Hence, by
Lemma 4.2.3,
δN−
1
p∇k∂γtimeS˜ f ∈ Lp(Ω; L˙pθ(R)).
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In the special case when k = γ = 0 and θ = (1− α+ 1/p)/2, we obtain that
S˜ f ∈ Lp(Ω; L˙p(1−α+1/p)/2(R)),
which proves the theorem. ¤
The following intermediate result will play an important role shortly.
Lemma 5.2.3. For Ω Lipschitz domain in Rn, and indices 0 < α < 1, 1 < p <∞,
the operator
S˜ : Bp−α,par(∂Ω× R) −→ Lp(Ω;Lp(R))
is bounded.
Proof. Step 1. Under the assumptions of Lemma 5.2.3,
Bp−α,par(∂Ω× R) ↪→ Lp−1,par(∂Ω× R). (5.2.90)
According to (2.3.142), for any 1 ≤ r <∞,
Bp−α,par(∂Ω× R) ↪→ Bp,r−1,par(∂Ω× R).
In particular, for r = 2, Bp−α,par(∂Ω × R) ↪→ Bp,2−1,par(∂Ω × R), and for 2 ≤ p < ∞,
due to (2.3.143),
Bp,2−1,par(∂Ω× R) ↪→ F p,2−1,par(∂Ω× R) = Lp−1,par(∂Ω× R).
This proves (5.2.90) for 2 ≤ p < ∞. Next, assume 1 < p < 2. Then 2 < p′ < ∞,
where p′ = (1 − 1/p)−1. Moreover, using again (2.3.143) with 2 < p′ and (2.3.142)
with α < 1, for any 0 < r ≤ ∞
Lp
′
1,par(∂Ω× R) ↪→ Bp
′
1,par(∂Ω× R) ↪→ Bp
′,r
α,par(∂Ω× R).
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In particular, for r = p′ we obtain that
Lp
′
1,par(∂Ω× R) ↪→ Bp
′
α,par(∂Ω× R),
which further implies that
(Bp
′
α,par(∂Ω× R))∗ ↪→ (Lp
′
1,par(∂Ω× R))∗.
Identifying these dual spaces with the help of Propositions 2.4.5 and 2.4.6 yields
(5.2.90) for 1 < p < 2. This concludes Step 1.
Step 2. Let Ω be a Lipschitz domain in Rn, 1 < p < ∞ and f ∈ Lp−1,par(∂Ω × R).
Then there exist gjk, g, g0 ∈ Lp(∂Ω× R) such that
f =
∑
j,k
∂τjkgjk + ∂
1/2
timeg + g0,
where ∂τjk := νj∂k − νk∂j.
Based on Proposition 2.4.6, f belongs to the dual space (Lp
′
1,par(∂Ω×R))∗, where
p′ is the conjugate index of p. Next, for b in Lp
′
1,par(∂Ω× R) we define
Qb := ({∂τjkb}jk, ∂1/2timeb, b)
and note that ImQ ↪→ [Lp′(∂Ω × R)]N . Therefore, by the Hahn-Banach theorem,
there exists a functional ˜f ◦Q−1 defined on [Lp′(∂Ω× R)]N .
In order to show that ImQ is closed, we pick a sequence {Qf}r ∈ ImQ and
({Fjk}jk, G,H) ∈ [Lp′(∂Ω× R)]N such that
‖{Qf}r − ({Fjk}jk, G,H)‖[Lp′ (∂Ω×R)]N −→ 0 as r →∞,
and show that ({Fjk}jk, G,H) ∈ ImQ.
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First of all ‖fr − H‖Lp′ (∂Ω×R) → 0 as r → ∞. Also, (2.1.56) with θ = 1, α = 0
and Rn replaced by the boundary of Ω, gives us the boundedness of
∂
1/2
time : L
p′(∂Ω× R) −→ Lp′−1,par(∂Ω× R)
for 1 < p′ <∞. Therefore, ∂1/2timefr → ∂1/2timeH in Lp
′
−1,par(∂Ω× R) as r →∞. On the
other hand, ∂
1/2
timefr → G in Lp′(∂Ω× R) as r →∞, hence
G = ∂
1/2
timeH. (5.2.91)
In a similar fashion, this time using Corollary 2.3.22, we obtain that ∂τjkfr → ∂τjkH
in Lp
′
−1,par(∂Ω×R) as r →∞. Since ∂τjkfr → Fjk in Lp′(∂Ω×R) as r →∞, we have
Fjk = ∂τjkH. (5.2.92)
Now (5.2.91) and (5.2.92) imply that ImQ is closed.
Going further, by the Riesz representation theorem, there exists ({Fjk}jk, G,H)
in ([Lp
′
(∂Ω× R)]N)∗ = [Lp(∂Ω× R)]N such that
〈 ˜f ◦Q−1, ({gjk}jk, h, k)〉 =
∑
j,k
∫
∂Ω×R
Fjk gjk +
∫
∂Ω×R
Gh+
∫
∂Ω×R
H k
for all ({gjk}jk, h, k) ∈ [Lp′(∂Ω × R)]N . In particular, for ({gjk}jk, h, k) := Qg ∈
[Lp
′
(∂Ω× R)]N , where g ∈ Lp′1,par(∂Ω× R), we obtain that
〈 ˜f ◦Q−1, Qg〉 =
∑
j,k
∫
∂Ω×R
Fjk ∂τjkg +
∫
∂Ω×R
G∂
1/2
timeg +
∫
∂Ω×R
H g. (5.2.93)
Since ˜f ◦Q−1 = f ◦Q−1 on ImQ, (5.2.93) is equivalent with
〈f, g〉 = 〈−(
∑
j,k
∂τjk Fjk + ∂
1/2
timeG+ h), g〉 (5.2.94)
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for all g ∈ Lp′1,par(∂Ω × R). Consequently, for f ∈ Lp−1,par(∂Ω × R) there exist
g˜jk, g˜, g˜0 ∈ Lp(∂Ω× R) such that
f =
∑
j,k
∂τjk g˜jk + ∂
1/2
timeg˜ + g˜0.
To justify the integration by parts from (5.2.93) to (5.2.94) (right-hand sides), we use
a partition of unity and pull-back to Rn−1×R, then approximation by C∞c -functions,
and the fact that C∞c (Rn × R) is dense in F p,qα,par(Rn−1 × R) for any 0 < p < ∞,
0 < q ≤ ∞ and α ∈ R, which covers the Sobolev spaces we are working with. This
finishes the proof of Step 2.
Step 3. Consider a Lipschitz domain Ω in Rn, 1 < p < ∞, 0 < α < 1 and let
f ∈ Bp−α,par(∂Ω× R). Define F := ˜˜ψ ψ f , where ˜˜ψ, ψ ∈ C∞c (Rn × R),
supp ˜˜ψ ∩ (∂Ω× R) ⊆ ˜˜K × ˜˜I with ˜˜K ⊂ ∂Ω, ˜˜I ⊂ R,
suppψ ∩ (∂Ω× R) ⊆ K × I with K ⊂ ∂Ω, I ⊂ R,
and ˜˜ψ ≡ 1 in some neighborhood of K × I. Then
SF =
∑
j,k
∂τjk(Sgjk) + ∂1/2time(Sg) + Sg0
for some gjk, g, g0 ∈ Lp(∂Ω× R) with compact support in the spacial variable.
Based on Steps 1 and 2 we know that F ∈ Lp−1,par(∂Ω × R), hence F can be
represented as
F =
∑
j,k
∂τjkgjk + ∂
1/2
timeg + g0,
where gjk, g, g0 ∈ Lp(∂Ω × R). Since suppF ⊆ K × I ⊂ ∂Ω × R, if we choose
φ ∈ C∞c (Rn) with suppφ ∩ ∂Ω ⊆ K ′ ⊂ ∂Ω such that φ ≡ 1 in a neighborhood of K,
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then φF ≡ F and
(φF )(x, t) = φ(x)
∑
j,k
∂τjkgjk(x, t) + φ(x) ∂
1/2
timeg(x, t) + φ(x) g0(x, t)
=
∑
j,k
∂τjk(φ(x) gjk(x, t))−
∑
j,k
(∂τjkφ(x)) gjk(x, t)
+ ∂
1/2
time(φ(x) g(x, t)) + φ(x) g0(x, t)
=
∑
j,k
∂τjk g˜jk + ∂
1/2
timeg˜ + g˜0
for some g˜jk, g˜, g˜0 ∈ Lp(∂Ω×R) with compact support in the spacial variable. There-
fore,
SF = S(φF ) = S
(∑
j,k
∂τjk g˜jk + ∂
1/2
timeg˜ + g˜0
)
=
∑
j,k
∂τjk(S g˜jk) + ∂1/2time(S g˜) + S g˜0.
This concludes Step 3.
Step 4. Let Ω be a Lipschitz domain in Rn, 1 < p < ∞ and 0 < α < 1. Then the
operator
S˜ : Bp−α,par(∂Ω× R) −→ Lp(Ω;Lp(R))
is bounded.
Recall that S˜ = ψ˜ S( ˜˜ψ ψ f), where ψ˜ ∈ C∞c (Rn) with supp ψ˜ ∩ Ω ⊆ K˜ ⊂ Ω, and
˜˜ψ, ψ are as in Step 3. In view of Step 3, in order to prove Step 4, it suffices to show
that
ψ˜ ∂τjk(Sgjk) ∈ Lp(Ω× R), (5.2.95)
ψ˜ ∂
1/2
time(Sg) ∈ Lp(Ω× R), (5.2.96)
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and
ψ˜ Sg0 ∈ Lp(Ω× R), (5.2.97)
for some gjk, g, g0 ∈ Lp(∂Ω× R) with compact support in the spacial variable.
Observation. Note that for a function u with suppu ⊆ K˜ × R, K˜ ⊂ Rn, such that
Nu ∈ Lp(∂Ω× R), we have u ∈ Lp(Ω× R). Indeed,
∫
(Ω∩K˜)×R
|u(x, t)|p dx dt ≤
∫
R
∫
∂Ω∩K˜
c∫
0
|u(x′, x, t)|p dxn dσx′ dt
≤ c
∫
R
∫
∂Ω
|N (u)(x′, t)|p dσx′ dt <∞.
Now (5.2.95) and (5.2.96) follows from the above observation by setting u = ψ˜ ∂τjk(Sgjk)
and u = ψ˜ ∂
1/2
time(Sg), respectively. Note that in both cases the support of u is in-
cluded in K˜ × R and the fact that Nu ∈ Lp(∂Ω × R) follows from Theorem 4.16
of [Bro2], since gjk, g ∈ Lp(∂Ω× R).
In order to use the above observation with u = ψ˜ Sg0, we need to show that
Nu ∈ Lp(∂Ω× R). Since
N (ψ˜ Sg0)(x, t) ≤ ψ˜0 (Sg0)(x, t) for all (x, t) ∈ ∂Ω× R,
where ψ˜0 ∈ C∞c (Rn), it is enough to prove that Sg0 ∈ Lp(∂Ω×R), where the spatial
variable in Sg0(x, t) is in some compact set in ∂Ω, and g0 ∈ Lp(∂Ω×R) with compact
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support in the spacial variable. First, we have the following estimates.
S1 := sup
(x,t)∈∂Ω×R
|x|≤c
∫
∂Ω×R
|y|≤c
|E(x− y, t− s)| dσy ds
≤ c sup
(x,t)∈∂Ω×R
|x|≤c
∫
∂Ω×R
|y|≤c
1
(|x− y|+ |t− s|1/2)n dσy ds
≤ c sup
x∈Rn−1
|x|≤c
∫
Rn−1×R
|y|≤c
1
(|x− y|+ |r|1/2)n dy dr,
where we have made the change in variables t−s = r ∈ R. We next let r = τ |x−y|2,
τ ∈ R and integrate in τ . Then
S1 ≤ c sup
x∈Rn−1
|x|≤c
∫
Rn−1
|y|≤c
dy
|x− y|n−2
∫
R
dτ
(1 + |τ |1/2)n ≤ c supx∈Rn−1
|x|≤c
∫
Rn−1
|y|≤c
dy
|x− y|n−2
Letting x− y = z ∈ Rn−1, we obtain that
S1 ≤ c
∫
Rn−1
|z|≤c
dz
|z|n−2 <∞. (5.2.98)
Similarly,
S2 := sup
(y,s)∈∂Ω×R
|y|≤c
∫
∂Ω×R
|x|≤c
|E(x− y, t− s)| dσx ds <∞. (5.2.99)
Consequently, (5.2.98) and (5.2.99) imply, according to Schur’s Lemma (cf., e.g.,
Proposition 5.1 on p. 488 in Vol. I of [Tay]) that Sg0 belongs to L
p(∂Ω × R), which
completes the proof of Step 4 and of Lemma 5.2.3. ¤
The relevance of Lemma 5.2.3 will be apparent from the proof of the following
result.
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Theorem 5.2.4. For Ω Lipschitz domain in Rn, and indices 0 < α < 1, 1 < p <∞,
the operator
S˜ : Bp−α,par(∂Ω× R) −→ Lp(Ω;Bp(1−α+1/p)/2(R))
is bounded.
Proof. Theorem 5.2.2 and Lemma 5.2.3 imply
S˜ : Bp−α,par(∂Ω× R) −→ Lp(Ω; L˙p(1−α+1/p)/2(R) ∩ Lp(R)),
or, by Theorem 6.3.2 from [BeLo¨],
S˜ : Bp−α,par(∂Ω× R) −→ Lp(Ω;Lp(1−α+1/p)/2(R)). (5.2.100)
Now let 0 < α0, α1 < 1 such that α0 6= α1. Real interpolation of two instances (i.e.
for αi, i = 0, 1) of (5.2.100) yields
S˜ : Bp−α∗,par(∂Ω× R) −→ Lp(Ω;Bp(1−α∗+1/p)/2(R)),
where α∗ = (1−η)α0+ηα1, 0 < η < 1. Here we have used Theorem 3.7.1 from [BeLo¨]
and part (h) of Theorem 2.3.20 to interpolate between the spaces Bp−αi,par(∂Ω×R) =(
Bp
′
αi,par
(∂Ω× R))∗, 1/p + 1/p′ = 1. For this last identity we refer the reader to
Proposition 2.4.5. In order to interpolate between the target spaces we were using
Theorem 1.2.25, and Theorem 6.4.5 (4) from [BeLo¨]. This finishes the proof of the
theorem. ¤
Our next result is similar in spirit to Theorem 5.2.4, the only difference is that -
this time - the smoothness of the target space is in the spacial variable (not the time
variable, as it was in Theorem 5.2.4).
409
Theorem 5.2.5. For Ω Lipschitz domain in Rn, and indices 0 < α < 1, 1 < p <∞,
the operator
S˜ : Bp−α,par(∂Ω× R) −→ Lp(R;Bp1−α+1/p(Ω))
is bounded.
Proof. Based on Proposition 2.4.5, for 1 < p <∞ and 1/p+ 1/p′ = 1, we have
Bp−α,par(∂Ω× R) =
(
Bp
′
α,par(∂Ω× R)
)∗
.
That is why we may consider two special cases (k = 1, γ = θ = 0 and k = 2,
γ = θ = 0) of Theorem 5.2.1, to obtain that
δα−1/p∇S˜ : Bp−α,par(∂Ω× R) −→ Lp(Ω× R) (5.2.101)
and
δ1+α−1/p∇2S˜ : Bp−α,par(∂Ω× R) −→ Lp(Ω× R) (5.2.102)
are bounded for any 0 < α < 1 and 1 < p < ∞. As earlier, for x ∈ Ω, δ(x) =
dist(x, ∂Ω) denotes the distance from x to the boundary of Ω. We denote the integer
and the fractional part of 1− α + 1/p by l and s, respectively, i.e.[
1− α + 1
p
]
=: l and
{
1− α+ 1
p
}
=: s.
Case 1. When 0 < 1− α + 1
p
< 1, the estimate (5.2.101) yields
δ1−s∇S˜ : Bp−α,par(∂Ω× R) −→ Lp(Ω× R).
Case 2. When 1 < 1− α + 1
p
< 2, from (5.2.102) we have
δ1−s∇2S˜ : Bp−α,par(∂Ω× R) −→ Lp(Ω× R).
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Based on these two cases, we can say that for any f from Bp−α,par(∂Ω × R),
δ1−s∇l+1S˜f belongs to Lp(R;Lp(Ω)), where l = 0, 1. Then, according to Theorem 4.1
of [JeKe], we can conclude that for any f ∈ Bp−α,par(∂Ω× R), S˜f ∈ Lp(R;Bpl+s(Ω)),
i.e.
S˜ : Bp−α,par(∂Ω× R) −→ Lp(R;Bp1−α+1/p(Ω)) (5.2.103)
is bounded for 0 < α < 1 and 1 < p <∞ such that 1− α+ 1
p
∈ (0, 1) ∪ (1, 2). Since
1− α+ 1
p
∈ (0, 2), we are left considering
Case 3. When 1 − α + 1
p
= 1. Let α0, α1 ∈ (0, 1) such that 1 − α0 + 1p = 12 and
1− α1 + 1p = 32 . Then α0 6= α1, and (5.2.103) implies that
S˜ : Bp−α0,par(∂Ω× R) −→ Lp(R;Bp1/2(Ω))
and
S˜ : Bp−α1,par(∂Ω× R) −→ Lp(R;Bp3/2(Ω))
are bounded. By the real interpolation method, Theorem 3.7.1 of [BeLo¨], Theo-
rem 2.3.20 (h), and Theorem 1.2.25, Theorem 6.4.5 (3) from [BeLo¨], we obtain that
S˜ : Bp−α,par(∂Ω× R) −→ Lp(R;Bpα′(Ω)),
where α = (1 − η)α0 + ηα1, α′ = 12(1 − η) + 32η, and 0 < η < 1. For η = 12 we get
that α = 1
p
and α′ = 1, hence
S˜ : Bp−α,par(∂Ω× R) −→ Lp(R;Bp1−α+1/p(Ω)) (5.2.104)
is bounded for 0 < α < 1 and 1 < p <∞ such that 1−α+ 1
p
= 1. Now the theorem
follows from (5.2.103) and (5.2.104). ¤
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The most general mapping property of the truncated caloric single layer potential
operator S˜ (see Definition 5.1.1) is as follows.
Theorem 5.2.6. Let Ω be a Lipschitz domain in Rn and 0 < α < 1, 1 < p < ∞.
Then the operator
S˜ : Bp−α,par(∂Ω× R) −→ Bp1−α+1/p,par(Ω× R) (5.2.105)
is bounded. Moreover,
S˜ : (B1α,par(∂Ω× R))∗ −→ B∞1−α,par(Ω× R) (5.2.106)
is also bounded.
Proof. When 1 < p <∞, the boundedness of (5.2.105) follows from Theorems 5.2.4,
5.2.5 and Proposition 2.2.3 (Fubini property of the diagonal Besov space).
In order to show (5.2.106), let us consider f ∈ (B1α,par(∂Ω× R))∗. Then, for each
fixed (x, t) ∈ Ω× R, we have
S˜f(x, t) =
〈
ψ˜(x)E(x− ·, t− ·)|∂Ω×R ˜˜ψ, ψ f
〉
. (5.2.107)
Before going further we show that the pairing in the right-hand side of (5.2.107) is
well-defined, i.e. that for (x, t) ∈ Ω× R
ψ˜(x)E(x− ·, t− ·)|∂Ω×R ˜˜ψ ∈ B1α,par(∂Ω× R). (5.2.108)
As a first step we will show that ψ˜(x)E(x − ·, t − ·) ˜˜ψ ∈ Lip(∂Ω × R), where
(x, t) ∈ Ω× R. For this it suffices to prove that
|E(x− y, t− s)− E(x− z, t− r)| ≤ c (|y − z|+ |s− r|1/2), (5.2.109)
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where x ∈ K˜ ⊂ Ω, t ∈ R, y, z ∈ ˜˜K ⊂ ∂Ω, and s, r ∈ ˜˜I ⊂ R. We denote
V1 := |E(x− y, t− s)− E(x− y, t− r)|,
and use the Fundamental Theorem of Calculus in the time variable to obtain that
V1 ≤ |s− r|
∫ 1
0
|∂timeE(x− y, t− ηθ)| dθ, (5.2.110)
where ηθ := (1−θ)s+θr. Using (1.2.13) to estimate the right-hand side of (5.2.110),
then by the current assumptions on the variables involved, we get that
V1 ≤ c |s− r|
∫ 1
0
dθ
(|x− y|+ |t− ηθ|1/2)n+2
≤ c |s− r||x− y|n+2
≤ c |s− r|1/2.
(5.2.111)
In a similar manner, if
V2 := |E(x− y, t− r)− E(x− z, t− r)|,
then, using the Fundamental Theorem of Calculus in the spacial variable, we obtain
that
V2 ≤
∫ 1
0
∣∣∣∣ ∂∂θE(x− γ(θ), t− r)
∣∣∣∣ dθ,
where γ(θ) := ((1− θ)y′ + θ z′, ϕ((1− θ)y′ + θ z′)) ∈ ∂Ω, y = (y′, ϕ(y′)), z = (z′, ϕ(z′)),
and the graph of the Lipschitz function ϕ : Rn−1 → R corresponds to ∂Ω (for
a bounded domain we use a finite partition of unity). We can easily show that
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| d
dθ
γ(θ)| ≤ c |y − z|, hence, using also (1.2.13) to estimate ∇E, we obtain that
V2 ≤ |y − z|
∫ 1
0
|∇E(x− γ(θ), t− r)| dθ
≤ c |y − z|
∫ 1
0
dθ
(|x− γ(θ)|+ |t− r|1/2)n+1
≤ c |y − z|
∫ 1
0
dθ
|x− γ(θ)|n+1
≤ c |y − z|
δ(x)n+1
≤ c |y − z|.
(5.2.112)
Consequently, (5.2.109) follows from (5.2.111) and (5.2.112). Therefore
ψ˜(x)E(x− ·, t− ·) ˜˜ψ ∈ Lip(∂Ω× R),
which - due to the compact support condition on ˜˜ψ - further implies that
ψ˜(x)E(x− ·, t− ·) ˜˜ψ ∈ L1(∂Ω× R). (5.2.113)
In order to prove (5.2.108), we are left with showing that for x ∈ K˜ ⊂ Ω and t ∈ R
V :=
∫
˜˜K× ˜˜I
∫
˜˜K× ˜˜I
|E(x− y, t− s)− E(x− z, t− r)|
(|y − z|+ |s− r|1/2)n+1+α dσy ds dσz dr <∞. (5.2.114)
Using (5.2.109) and a pull-back, (5.2.114) is equivalent with
V ≤ c
∫
˜˜K× ˜˜I
∫
˜˜K× ˜˜I
1
(|y − z|+ |s− r|1/2)n+α dσy ds dσz dr
≤ c
∫∫
(y′,s),(z′,r)∈Rn−1× ˜˜I
|y′|≤c and |z′|≤c
dy′ ds dz′ dr
(|y′ − z′|+ |s− r|1/2)n+α
We make the change of variables y′− z′ = y′′ |s− r|1/2 with y′′ ∈ Rn−1 to obtain that
V ≤ c
∫
Rn−1
dy′′
(|y′′|+ 1)n+α
(∫
˜˜I
∫
˜˜I
ds dr
|s− r|(α+1)/2
)
<∞. (5.2.115)
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This completes the proof of (5.2.114), which, along with (5.2.113), implies (5.2.108).
Now we return to (5.2.107) and observe that by Lemma 4.2.10, in order to prove
(5.2.106), it suffices to show that
S˜ : (B1α,par(∂Ω× R))∗ −→ L∞(Ω× R) (5.2.116)
is bounded, and that
sup
(x,t)∈Ω×R
[
δ(x)α|〈ψ˜(x)∇E(x− ·, t− ·) ˜˜ψ, ψ f〉|
+ δ(x)α|〈∇ψ˜(x)E(x− ·, t− ·) ˜˜ψ, ψ f〉|
+ δ(x)1+α|〈ψ˜(x) ∂timeE(x− ·, t− ·) ˜˜ψ, ψ f〉|
]
≤ c ‖f‖(B1α,par(∂Ω×R))∗ .
(5.2.117)
First let us consider f ∈ (B1α,par(∂Ω× R))∗. Then by (5.2.108) we get that
‖S˜f‖L∞(Ω×R) = sup
(x,t)∈Ω×R
∣∣∣〈ψ˜(x)E(x− ·, t− ·)|∂Ω×R ˜˜ψ, ψ f〉∣∣∣
≤ sup
(x,t)∈Ω×R
[
‖f‖(B1α,par(∂Ω×R))∗ ‖ψ˜(x)E(x− ·, t− ·)
˜˜ψ‖B1α,par(∂Ω×R)
]
≤ c ‖f‖(B1α,par(∂Ω×R))∗ .
This shows that the operator in (5.2.116) is bounded.
Going further, note that (5.2.117) is equivalent with saying that there are finite
positive constants c such that, for any (x, t) ∈ Ω× R,
A. ‖ψ˜(x)∇E(x− ·, t− ·)‖B1α,par(K×I) ≤ c δ(x)−α,
B. ‖ψ˜(x) ∂timeE(x− ·, t− ·)‖B1α,par(K×I) ≤ c δ(x)−1−α,
C. ‖∇ψ˜(x)E(x− ·, t− ·)‖B1α,par(K×I) ≤ c δ(x)−α.
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For part of A first we will show the following.∫
∂Ω×R
∫
∂Ω×R
|∇E(x− y, t− s)−∇E(x− z, t− r)|
(|y − z|+ |s− r|1/2)n+1+α dσy ds dσz dr ≤ c δ(x)
−α,
(5.2.118)
where (x, t) ∈ Ω× R. We split the domain of integration in three parts. First, let
D1 := {(y, s, z, r) ∈ ∂Ω× R× ∂Ω× R : |x− y| < c |y − z|},
and
I1 :=
∫∫
D1
|∇E(x− y, t− s)−∇E(x− z, t− s)|
(|y − z|+ |s− r|1/2)n+1+α dσy ds dσz dr.
We make the change of variables x = (x′, ϕ(x′) + τ) ∈ Ω, y = (y′, ϕ(y′)) ∈ ∂Ω and
z = (z′, ϕ(z′)) ∈ ∂Ω, where x′, y′, z′ ∈ Rn−1, τ > 0, and the graph of the Lipschitz
function ϕ : Rn−1 → R is the boundary of Ω (if Ω is a bounded domain, we use a
finite partition of unity on ∂Ω). Then
I1 ≤
∫∫
D′1
|∇E(x− y, t− s)−∇E(x− z, t− s)|
(|y′ − z′|+ |s− r|1/2)n+1+α dy
′ ds dz′ dr, (5.2.119)
where
D′1 := {(y′, s, z′, r) ∈ Rn−1 × R× Rn−1 × R : |x′ − y′|+ τ < c |y′ − z′|}.
Setting s − r = |y′ − z′|2r′ for r′ ∈ R, along with the fact that ∫R dr′(1+|r′|1/2)n+1+α is
finite, (5.2.119) implies that
I1 ≤
∫∫
D′′1
|∇E(x− y, t− s)−∇E(x− z, t− s)|
|y′ − z′|n−1+α dy
′ ds dz′
≤
∫∫
D′′1
|∇E(x− y, s)|
|y′ − z′|n−1+α dy
′ ds dz′ +
∫∫
D′′1
|∇E(x− z, s)|
|y′ − z′|n−1+α dy
′ ds dz′
=: J1 + J2,
(5.2.120)
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where
D′′1 := {(y′, s, z′) ∈ Rn−1 × R× Rn−1 : |x′ − y′|+ τ < c |y′ − z′|}.
Estimating ∇E (see (1.2.13)) yields
J1 ≤ c
∫∫
D′′1
1
(|x′ − y′|+ τ + |s|1/2)n+1 |y′ − z′|n−1+α dy
′ ds dz′. (5.2.121)
Furthermore, let y′ − z′ = z′′(|x′ − y′| + τ), z′′ ∈ Rn−1. Since ∫
Rn−1
0<c≤|z′′|
dz′′
|z′′|n−1+α < ∞,
from (5.2.121) we obtain that
J1 ≤ c
∫∫
(y′,s)∈Rn−1×R
1
(|x′ − y′|+ τ + |s|1/2)n+1 (|x′ − y′|+ τ)α dy
′ ds.
Finally, if we set s = s′(|x′ − y′| + τ)2, s′ ∈ R, and let x′ − y′ = τ y′′, y′′ ∈ Rn−1, we
can conclude that
J1 ≤ c
∫
y′∈Rn−1
dy′
(|x′ − y′|+ τ)n−1+α
 ∫
s′∈R
ds′
(1 + |s′|1/2)n+1

≤ c τ−α
∫
Rn−1
dy′′
(|y′′|+ 1)n−1+α
≤ c τ−α.
(5.2.122)
Similarly,
J2 ≤ c
∫∫
D′′1
1
(|x′ − z′|+ τ + |s|1/2)n+1 |y′ − z′|n−1+α dy
′ ds dz′.
One can easily verify that |x′ − y′|+ τ < c |y′ − z′| implies |x′ − z′|+ τ < c |y′ − z′|,
hence
J2 ≤ c
∫∫
D′′′1
1
(|x′ − z′|+ τ + |s|1/2)n+1 |y′ − z′|n−1+α dy
′ ds dz′. (5.2.123)
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where
D′′′1 := {(y′, s, z′) ∈ Rn−1 × R× Rn−1 : |x′ − z′|+ τ < c |y′ − z′|}.
Now comparing (5.2.121) and 5.2.123), and using the estimate for J1 (see (5.2.122)),
we can conclude that J2 ≤ c τ−α, which, in concert with (5.2.122) and (5.2.120)
implies that
I1 ≤ c δ(x)−α. (5.2.124)
We let the second domain of integration be
D2 := {(y, s, z, r) ∈ ∂Ω× R× ∂Ω× R : |x− z| < c |y − z|},
and we set
I2 :=
∫∫
D2
|∇E(x− y, t− s)−∇E(x− z, t− s)|
(|y − z|+ |s− r|1/2)n+1+α dσy ds dσz dr.
Since |x− z| < c |y − z| implies |x− y| < c |y − z|, we obtain that
I2 ≤ I1 ≤ c δ(x)−α. (5.2.125)
Third, we let D3 be the complement of D1 ∪D2, i.e.
D3 := {(y, s, z, r) ∈ ∂Ω× R× ∂Ω× R : |x− y| > c |y − z|, |x− z| > c |y − z|},
and set
I3 :=
∫∫
D3
|∇E(x− y, t− s)−∇E(x− z, t− s)|
(|y − z|+ |s− r|1/2)n+1+α dσy ds dσz dr. (5.2.126)
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Using the Fundamental Theorem of Calculus for the difference in the numerator in
(5.2.126), we obtain that
|∇E(x− y, t− s)−∇E(x− z, t− s)| ≤ |y − z|
∫ 1
0
∣∣∇2E(x− ξθ, t− s)∣∣ dθ
≤ c |y − z|
∫ 1
0
1
(|x− ξθ|+ |t− s|1/2)n+2
dθ,
where ξθ := (1 − θ)y + θz, and we were also using Proposition 1.2.2 (one could use
Proposition 2.1.9 from [She2], as well) to estimate |∇2E|. Due to the geometrical
position of the points involved, we can easily show that |x−ξθ| ≥ min{|x−y|, |x−z|}.
Therefore,
I3 ≤ c
∫∫
D3
|y − z|
(|x− y|+ |t− s|1/2)n+2 (|y − z|+ |s− r|1/2)n+1+α dσy ds dσz dr.
We make the change of variables x = (x′, ϕ(x′) + τ) ∈ Ω, y = (y′, ϕ(y′)) ∈ ∂Ω and
z = (z′, ϕ(z′)) ∈ ∂Ω, where x′, y′, z′ ∈ Rn−1, τ > 0, and the graph of the Lipschitz
function ϕ : Rn−1 → R is the boundary of Ω (if Ω is a bounded domain, we use a
finite partition of unity on ∂Ω). Then
I3 ≤ c
∫∫
D′3
|y′ − z′|
(|x′ − y′|+ τ + |t− s|1/2)n+2 (|y′ − z′|+ |s− r|1/2)n+1+α dy
′ ds dz′ dr,
where the set D′3 is given by
{(y′, s, z′, r) ∈ Rn−1×R×Rn−1×R : |x′−y′|+τ > c |y′−z′|, |x′−z′|+τ > c |y′−z′|}.
Let s − r = r′|y′ − z′|2 with r′ ∈ R. Then, using the fact that ∫R dr′(1+|r′|1/2)n+1+α is
finite,
I3 ≤ c
∫∫
D′′3
1
(|x′ − y′|+ τ + |t− s|1/2)n+2 |y′ − z′|n−2+α dy
′ ds dz′,
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where
D′′3 := {(y′, s, z′) ∈ Rn−1×R×Rn−1 : |x′−y′|+τ > c |y′−z′|, |x′−z′|+τ > c |y′−z′|}.
Moreover, if we set t− s = s′(|x′ − y′| + τ) with s′ ∈ R, and take into account that∫
R
ds′
(1+|s′|1/2)n+2 <∞, we obtain that
I3 ≤ c
∫∫
D′′′3
1
(|x′ − y′|+ τ)n |y′ − z′|n−2+α dy
′ dz′,
where
D′′′3 := {(y′, z′) ∈ Rn−1 × Rn−1 : |x′ − y′|+ τ > c |y′ − z′|, |x′ − z′|+ τ > c |y′ − z′|}.
Integrating with respect to z′, then making the change of variables x′ − y′ = τ y′′,
where y′′ ∈ Rn−1, yield
I3 ≤ c
∫
Rn−1
dy′
(|x′ − y′|+ τ)n−1+α
≤ c τ−α
∫
Rn−1
dy′′
(1 + |y′′|)n−1+α
≤ c δ(x)−α.
(5.2.127)
Consequently, I1, I2 and I3 are bounded by some constant multiple of δ(x)
−α (cf.
(5.2.124), (5.2.125) and (5.2.127), respectively). Therefore∫
∂Ω×R
∫
∂Ω×R
|∇E(x− y, t− s)−∇E(x− z, t− s)|
(|y − z|+ |s− r|1/2)n+1+α dσy ds dσz dr ≤ c δ(x)
−α,
(5.2.128)
where (x, t) ∈ Ω× R.
Our next goal is to prove that∫
∂Ω×R
∫
∂Ω×R
|∇E(x− z, t− s)−∇E(x− z, t− r)|
(|y − z|+ |s− r|1/2)n+1+α dσy ds dσz dr ≤ c δ(x)
−α,
(5.2.129)
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where (x, t) ∈ Ω × R. In order to do so, we split the domain of integration in a
different way than we did earlier in the proof. First we set
D4 := {(y, s, z, r) ∈ ∂Ω× R× ∂Ω× R : |t− s| < c |s− r|},
and
I4 :=
∫∫
D4
|∇E(x− z, t− s)−∇E(x− z, t− r)|
(|y − z|+ |s− r|1/2)n+1+α dσy ds dσz dr.
We make the change of variables x = (x′, ϕ(x′) + τ) ∈ Ω, y = (y′, ϕ(y′)) ∈ ∂Ω and
z = (z′, ϕ(z′)) ∈ ∂Ω, where x′, y′, z′ ∈ Rn−1, τ > 0, and the graph of the Lipschitz
function ϕ : Rn−1 → R is the boundary of Ω (if Ω is a bounded domain, we use a
finite partition of unity on ∂Ω). Then
I4 ≤
∫∫
D′4
|∇E(x− z, t− s)−∇E(x− z, t− r)|
(|y′ − z′|+ |s− r|1/2)n+1+α dy
′ ds dz′ dr,
where
D′4 := {(y′, s, z′, r) ∈ Rn−1 × R× Rn−1 × R : |t− s| < c |s− r|}.
Going further, we set y′ − z′ = y′′|s− r|1/2 with y′′ ∈ Rn−1, and use the finiteness of∫
Rn−1
dy′′
(|y′′|+1)n+1+α to obtain that
I4 ≤
∫∫
D′′4
|∇E(x− z, t− s)−∇E(x− z, t− r)|
|s− r|(2+α)/2 ds dz
′ dr
≤
∫∫
D′′4
|∇E(x− z, t− s)|
|s− r|(2+α)/2 ds dz
′ dr +
∫∫
D′′4
|∇E(x− z, t− r)|
|s− r|(2+α)/2 ds dz
′ dr
=: J3 + J4,
(5.2.130)
where
D′′4 := {(s, z′, r) ∈ R× Rn−1 × R : |t− s| < c |s− r|}.
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According to (1.2.13),
J3 ≤ c
∫
D′′4
1
(|x′ − z′|+ τ + |t− s|1/2)n+1 |s− r|(2+α)/2 ds dz
′ dr.
Next, we let s−r = r′|t−s|, where r′ ∈ R. Then, due to the fact that ∫
r′∈R
0<c≤|r′|
dr′
|r′|(2+α)/2
is controlled by a positive finite constant,
J3 ≤ c
∫∫
(z′,s)∈Rn−1×R
1
(|x′ − z′|+ τ + |t− s|1/2)n+1 |t− s|α/2 dz
′ ds. (5.2.131)
In (5.2.131) letting t− s = s′(|x′ − z′|+ τ)2 for s′ ∈ R implies that
J3 ≤ c
∫
Rn−1
dz′
(|x′ − z′|+ τ)n−1+α
∫
R
ds′
(1 + |s′|1/2)n+1 |s′|α/2

≤ c
∫
Rn−1
dz′
(|x′ − z′|+ τ)n−1+α .
Finally, the change of variables x′ − z′ = τ z′′ with z′′ ∈ Rn−1, yields
J3 ≤ c τ−α
∫
Rn−1
dz′′
(|z′′|+ 1)n−1+α
≤ c δ(x)−α.
(5.2.132)
With regard to J4, note that |t− s| < c |s− r| implies |t− r| < c |s− r|, hence
J4 ≤ J3 ≤ c δ(x)−α. (5.2.133)
As a consequence of (5.2.130) and (5.2.133) we can conclude that
I4 ≤ c δ(x)−α. (5.2.134)
Let the second domain of integration be
D5 := {(y, s, z, r) ∈ ∂Ω× R× ∂Ω× R : |t− r| < c |s− r|},
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and set
I5 :=
∫∫
D5
|∇E(x− z, t− s)−∇E(x− z, t− r)|
(|y − z|+ |s− r|1/2)n+1+α dσy ds dσz dr.
Since |t− r| < c |s− r| implies |t− s| < c |s− r|, we obtain that
I5 ≤ I4 ≤ c δ(x)−α. (5.2.135)
For the third domain of integration, we consider D6 to be the complement of D4∪D5,
i.e.
D6 := {(y, s, z, r) ∈ ∂Ω× R× ∂Ω× R : |t− s| > c |s− r|, |t− r| > c |s− r|},
and set
I6 :=
∫∫
D6
|∇E(x− z, t− s)−∇E(x− z, t− r)|
(|y − z|+ |s− r|1/2)n+1+α dσy ds dσz dr.
By the Fundamental Theorem of Calculus in the time variable, and by (1.2.13),
|∇E(x− z, t− s)−∇E(x− z, t− r)| ≤ |s− r|
∫ 1
0
|∂time∇E(x− z, t− ηθ)| dθ
≤ c |s− r|
∫ 1
0
dθ
(|x− z|+ |t− ηθ|1/2)n+3
.
From geometrical considerations, |t− ηθ| ≥ |t− s|, hence
I6 ≤ c
∫∫
D6
|s− r|
(|x− z|+ |t− s|1/2)n+3 (|y − z|+ |s− r|1/2)n+1+α dσy ds dσz dr,
or, equivalently (using a pull-back as before),
I6 ≤ c
∫∫
D′6
|s− r|
(|x′ − z′|+ τ + |t− s|1/2)n+3 (|y′ − z′|+ |s− r|1/2)n+1+α dy
′ ds dz′ dr,
where
D′6 := {(y′, s, z′, r) ∈ Rn−1 × R× Rn−1 × R : |t− s| > c |s− r|, |t− r| > c |s− r|}.
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Next, we let y′−z′ = y′′|s−r|1/2 with y′′ ∈ Rn−1. Since ∫Rn−1 dy′′(1+|y′′|)n+1+α is bounded
by a positive finite constant, we obtain the following.
I6 ≤ c
∫∫
D′′6
1
(|x′ − z′|+ τ + |t− s|1/2)n+3 |s− r|α/2 ds dz
′ dr
≤ c
∫∫
(z′,s)∈Rn−1×R
1
(|x′ − z′|+ τ + |t− s|1/2)n+3
 ∫
r∈R
|t−s|>c |s−r|
dr
|s− r|α/2
 dz′ ds.
where
D′′6 := {(s, z′, r) ∈ R× Rn−1 × R : |t− s| > c |s− r|, |t− r| > c |s− r|}.
Integrating with respect to r, then making the change of variables t− s =
s′(|x′ − z′|+ τ)2, where s′ ∈ R, yields
I6 ≤ c
∫∫
(z′,s)∈Rn−1×R
1
(|x′ − z′|+ τ + |t− s|1/2)n+3 |t− s|(α−2)/2 dz
′ ds
≤ c
∫
Rn−1
dz′
(|x′ − z′|+ τ)n−1+α
(∫
R
ds′
(1 + |s′|1/2)n+3 |s′|(α−2)/2
)
≤ c
∫
Rn−1
dz′
(|x′ − z′|+ τ)n−1+α .
Finally, we set x′ − z′ = τ z′′ with z′′ ∈ Rn−1 to obtain that
I6 ≤ c τ−α
∫
Rn−1
dz′′
(|z′′|+ 1)n−1+α
≤ c τ−α.
(5.2.136)
Consequently, I4, I5 and I6 are bounded by c δ(x)
−α (cf. (5.2.134), (5.2.135) and
(5.2.136), respectively). This shows (5.2.129), which, in concert with (5.2.128) proves
(5.2.118).
In order to complete the proof of A, we need to show that, for (x, t) ∈ Ω× R,
‖ψ˜(x)∇E(x− ·, t− ·)‖L1(K×I) ≤ c δ(x)−α. (5.2.137)
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First we estimate ∇E using (1.2.13), then we make the change of variables x =
(x′, ϕ(x′) + τ) ∈ K˜ ⊂ Ω, y = (y′, ϕ(y′)) ∈ K ⊂ ∂Ω, where x′, y′ ∈ Rn−1, and Ω lies
above the graph of the Lipschitz function ϕ : Rn−1 → R (for a bounded domain we
use a partition of unity). Then we obtain the following.
‖ψ˜(x)∇E(x− ·, t− ·)‖L1(K×I) ≤ c
∫∫
K×I
1
(|x− y|+ |t− s|1/2)n+1 dσy ds
≤ c
∫∫
Rn−1×I
|y′|≤c
1
(|x′ − y′|+ τ + |t− s|1/2)n+1 dy
′ ds
≤ c
∫∫
Rn−1×R
|y′|≤c
1
(τ + |r|1/2)n+1 dy
′ dr
≤ c
≤ c δ(x)−α.
Here we were also using the fact that 0 < τ ≈ δ(x) ≤ c, since x belongs to the
compact support K˜ ⊂ Ω of ψ˜. This completes the proof of (5.2.137) and that of A.
Folowing exactly the same steps as in the case of A, we can show that B holds, as
well. Similarly, the main part of the norm in the left-hand side of C is controlled by
c δ(x)−α. Keeping in mind that x belongs to the compact support K˜ ⊂ Ω of ψ˜, and
by checking that ‖∇ψ˜(x)E(x − ·, t − ·)‖L1(K×I) ≤ c δ(x)−α, we immediately obtain
C, completing the proof of Theorem 5.2.6. ¤
As the last result of this chapter we present the mapping property of the single
layer potential operator S on bounded Lipschitz cylinders, a property which will be
crutial for the applications we have in mind, especially in Chapter 8.
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Theorem 5.2.7. For a bounded Lipschitz domain Ω ⊂ Rn, 0 < T < ∞, and
1 < p <∞, 0 < α < 1, the caloric single layer potential operator
S : 0Bp−α,par(∂Ω× (0, T )) −→ 0Bp1−α+1/p,par(Ω× (0, T ))
is bounded.
Proof. Given f ∈ 0Bp−α,par(∂Ω × (0, T )), by Definition 3.2.2 (c), there exists F ∈
Bp−α,par(∂Ω × R) with F |∂Ω×(−∞,T ) = f and support included in ∂Ω × [0,∞). From
Theorem 5.2.6 we have
S˜F ∈ Bp1−α+1/p,par(Ω+ × R),
(S˜F )− ∈ Bp1−α+1/p,par(Ω− × R),
where Ω+ = Ω and Ω− = Rn \ Ω. With this in hand, if we define
G =
{ S˜F in Ω+ × R,
(S˜F )− in Ω− × R,
then, Lemma 3.1.18 implies that
G ∈ Bp1−α+1/p,par(Rn × R). (5.2.138)
Since the domain Ω is bounded, and 0 < t < T , s < t, one can easily see that
G|Ω×(0,T )(x, t) = (S˜F )|Ω×(0,T )(x, t) = (SF )|Ω×(0,T )(x, t)
=
(∫
∂Ω
∫
R
E(x− y, t− s)F (y, s) dσy ds
)∣∣∣∣
(x,t)∈Ω×(0,T )
=
∫
∂Ω
∫ T
−∞
E(x− y, t− s)f(y, s) dσy ds
= (Sf)(x, t).
(5.2.139)
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Our next goal is to show that
suppG ⊆ Rn × [0,∞). (5.2.140)
First we note that for (x, t) ∈ Ω× R
(SF )(x, t) =
∫
∂Ω
∫
R
E(x− y, t− s)F (y, s) dσy ds.
Since F is supported in ∂Ω× [0,∞) and t− s > 0, it follows that t > 0, and
supp S˜F ⊆ suppSF ⊆ Ω× [0,∞) ⊆ Rn × [0,∞).
Similarly, supp(SF )− ⊆ Rn × [0,∞), therefore (5.2.140) holds.
All in all, (5.2.138), (5.2.139) and (5.2.140) are what we need in order to conclude,
by definition, that Sf ∈ 0Bp1−α+1/p,par(Ω× (0, T )). ¤
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Chapter 6
Invertibility of boundary potential
operators
In the present chapter we establish the invertibility of caloric boundary potential
operators on parabolic Besov spaces defined on (unbounded and bounded) Lipschitz
cylinders. These properties are going to play a crutial role in solving the boundary
value problems considered in Chapter 8.
For the convenience of the reader we recall from (1.1.6) the definition of the caloric
boundary potential operator K: for a boundary point (x, t) ∈ ∂Ω× R, where Ω is a
Lipschitz domain in Rn, we introduce
Kf(x, t) := p.v.
∫
∂Ω×R
∂νy [E(x− y, t− s)]f(y, s) dσy ds, (6.0.1)
where p.v. indicates that the above integral is taken in the principal value sense.
Above ν and dσ denote, respectively, the unit normal and the surface measure on
∂Ω. We next set
K ′ := R ◦K∗ ◦R, (6.0.2)
where K∗ is the formal adjoint of K and R stands for the reflection operator in time,
i.e. Rf(x, t) := f(x,−t) for any (x, t) ∈ Rn × R. Recall that the double and single
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layer caloric potentials, respectively, are defined as
Df(x, t) :=
∫
∂Ω×R
∂νy [E(x− y, t− s)]f(y, s) dσy ds,
Sf(x, t) :=
∫
∂Ω×R
E(x− y, t− s)f(y, s) dσy ds,
(6.0.3)
where (x, t) ∈ (Rn \ ∂Ω) × R. For the boundary trace of the caloric single layer
potential we introduce the notation
Sf := Sf |∂Ω×R. (6.0.4)
Throughout this chapter I denotes the identity operator.
We will not make a distinction between K as defined in (6.0.1) and KT , where
KTf := (Kf)|∂Ω×(0,T ). Each time, whether K or KT is used, should be clear from
the context. The same applies to the operators K ′, D, S and S defined in (6.0.2),
(6.0.3) and (6.0.4).
We next invoke the fact that for any caloric function in Ω× R,
u = D(u|∂Ω×R)− S(∂νu), (6.0.5)
(cf., e.g., (2.29) in [HLM]). In particular, if u := Sf for some density f , then,
taking the boundary traces of both sides in (6.0.5) and using parts (2) of Theo-
rems 4.16 and 4.17 from [Bro2] for the trace of ∂νS and D, respectively, we obtain
that
KS = SK ′. (6.0.6)
Note that (6.0.6) readily yields
±1
2
I +K = S
(
±1
2
I +K ′
)
S−1. (6.0.7)
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6.1 Case of an unbounded cylinder
In this section we study different mapping properties of the boundary potential
operators ±1
2
I + K, the ultimate goal being the invertibility of these operators on
Besov spaces defined on an unbounded Lipschitz cylinder. First we record a few
known results due to R. Brown, and their direct consequences.
Let Ω be an unbounded Lipschitz domain in Rn. According to Corollary 4.20
from [Bro2], there exists ε > 0 such that for 2− ε < p <∞ the operators
±1
2
I +K : Lp(∂Ω× R) ∼−→ Lp(∂Ω× R) (6.1.8)
are invertible. Also, from Theorem 4.18 of [Bro2] we can conclude that there exists
an ε > 0 such that, for 1 < p < 2 + ε, the operators
±1
2
I +K : L˙p1,par(∂Ω× R) ∼−→ L˙p1,par(∂Ω× R) (6.1.9)
are invertible. From the same theorem we have that the operators ±1
2
I + K∗ are
isomorphisms on H˙1par(∂Ω × R), therefore, applying Theorem 2.7 of [KaMi], there
exists an ε′ = ε′(Ω, n) such that
±1
2
I +K∗ are invertible on H˙ppar(∂Ω× R) for each 1− ε′ < p ≤ 1. (6.1.10)
When we applied Theorem 2.7 of [KaMi] we were using the fact that the homogeneous
parabolic Hardy scale {H˙ppar(Rn × R)}0<p<∞ is a complex interpolation scale (cf.
Theorem 3.1 from [CaTo2]), and due to a bi-Lipschitz change of variables the same
statement holds for {H˙ppar(∂Ω× R)}0<p<∞, where Ω is a graph domain in Rn.
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In order to continue our discussion we need an intermediate result. Inspired by
the proof of Theorem B in [CoWe2] we obtain the following.
Theorem 6.1.1. Let Ω be a Lipschitz domain in Rn, and indices n+1
n+2
< p < 1,
α = (n+ 1)
(
1
p
− 1
)
. Then(
H˙ppar(∂Ω× R)
)∗
= C˙αpar(∂Ω× R). (6.1.11)
Proof. Let g ∈ C˙αpar(∂Ω× R) and f ∈ H˙ppar(∂Ω× R). We define the functional
Lf :=
∫
∂Ω×R
f(x, t)g(x, t) dσx dt.
According to Definition 2.3.31, f admits an atomic decomposition, i.e. f =
∑∞
j=0 λjaj
with supp aj ⊂ Qj, ‖aj‖L∞(∂Ω×R) ≤ c |Qj|−1/p = c r−(n+1)/pj and vanishing moment
condition, where Qj are parabolic surface cubes on ∂Ω×R with sidelength rj. Then
one can easily see that
|Lf | =
∣∣∣∣∣∣
∫
∂Ω×R
∞∑
j=0
λi aj(x, t)g(x, t) dσx dt
∣∣∣∣∣∣ =
∣∣∣∣∣
∞∑
j=0
λj
∫
Qj
aj(x, t)g(x, t) dσx dt
∣∣∣∣∣
=
∣∣∣∣∣
∞∑
j=0
λj
∫
Qj
aj(x, t) [g(x, t)− g(x0, t0)] dσx dt
∣∣∣∣∣ ,
(6.1.12)
where (x0, t0) is the center of the cube Qj. Using the assumptions on the atoms aj,
as well as the fact that g ∈ C˙αpar(∂Ω× R), (6.1.12) further implies that
|Lf | ≤
∞∑
j=0
|λj|
∫
Qj
|aj(x, t)| ‖g‖C˙αpar(∂Ω×R)
(|x− x0|+ |t− t0|1/2)α dσx dt
≤ c
∞∑
j=0
|λj| |Qj|−1/p rαj
∫
Qj
dσx dt
≤ c
( ∞∑
j=0
|λj|p
)1/p
.
(6.1.13)
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Taking the infimum over all representations of f in (6.1.13), we obtain that
|Lf | ≤ c inf
( ∞∑
j=0
|λj|p
)1/p
= c ‖f‖H˙ppar(∂Ω×R),
hence L is bounded, linear and continuous. This finishes the proof of the right-to-left
inclusion in (6.1.11).
Conversely, suppose L is a bounded linear functional on H˙ppar(∂Ω× R).
Step 1. First we will show the existence of a function G, bounded on each sphere
S on ∂Ω× R, such that Laj =
∫
∂Ω×R
aj(x, t)G(x, t) dσx dt for each H˙
p
par-atom aj. By
a sphere centered at (x, t) and of radius r > 0 we mean
Sr(x, t) := {(y, s) ∈ ∂Ω× R : |x− y|+ |t− s|1/2 < r}.
For a sphere S on ∂Ω × R we let L10(S) :=
{
f ∈ L1(S) : ∫
S
f(x, t) dσx dt = 0
}
.
Then, for f ∈ L10(S), we easily verify that
a(x, t) := f(x, t) ‖f‖−1L1(S) |S|1−
1
p
is a (p, 1)-atom for H˙ppar(∂Ω × R) supported in S. Also, ‖f‖H˙ppar(∂Ω×R) < ∞, hence
Lf is well-defined and
|Lf | ≤ ‖L‖ |S| 1p−1 ‖f‖L1(S).
Therefore L is a bounded linear functional on L10(S). Since L
1
0(S) is a closed subspace
of L1(S), by the Hahn-Banach theorem, there exists an extension of L, which we
denote also by L, a bounded linear functional on L1(S). According to the Riesz
representation theorem, there exists g ∈ L∞(S) such that
Lf =
∫
S
f(x, t)g(x, t) dσx dt for all f ∈ L10(S). (6.1.14)
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Next we show that g is uniquely determined up to a constant. For this it is enough
to show that
∫
S
f(x, t)g(x, t) dσx dt = 0 ∀ f ∈ L10(S) implies g is a constant.
To see this we choose h ∈ L1(S). Then h− 1|S|
∫
S
h(y, s) dσy ds ∈ L10(S) and
0 =
∫
S
(
h(x, t)− 1|S|
∫
S
h(y, s) dσy ds
)
g(x, t) dσx dt
=
∫
S
h(x, t)
(
g(x, t)− 1|S|
∫
S
g(y, s) dσs ds
)
dσx dt,
(6.1.15)
which implies that g(x, t) − 1|S|
∫
S
g(y, s) dσy ds = 0 for almost every (x, t) ∈ S, i.e.
g(x, t) is constant for almost every (x, t) ∈ S.
Considering (6.1.14) and the uniqueness of such g, as well as the fact that if a
is a (p, 1)-atom for H˙ppar(∂Ω × R) supported in a sphere S, then a ∈ L10(S), we can
conclude that there exists a unique G ∈ L∞(S) such that
La =
∫
S
a(x, t)G(x, t) dσx dt for all (p, 1)-atoms a. (6.1.16)
This conludes the proof of Step 1.
Step 2. Our next goal is to show that for G as above, G ∈ C˙αpar(∂Ω×R). To do
so, let us consider f ∈ L1(S) with ‖f‖L1(S) = 1, and set
b(x, t) := |S|1− 1p
(
f(x, t)− 1|S|
∫
S
f(y, s) dσy ds
)
. (6.1.17)
One can easily verify that b is a (p, 1)-atom for H˙ppar(∂Ω × R), supported in S,
therefore, by (6.1.16), there exists a unique G ∈ L∞(S) so that
Lb =
∫
S
b(x, t)G(x, t) dσx dt. (6.1.18)
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Moreover, for b as in (6.1.17) and G ∈ L∞(S) as above,
‖L‖ ≥ |Lb| =
∣∣∣∣∫
S
b(x, t)
(
G(x, t)− 1|S|
∫
S
G(y, s) dσy ds
)
dσx dt
∣∣∣∣
= |S|1− 1p
∣∣∣∣∫
S
f(x, t)
(
G(x, t)− 1|S|
∫
S
G(y, s) dσy ds
)
dσx dt
∣∣∣∣ .
In other words, since α = (n+ 1)
(
1
p
− 1
)
,∣∣∣∣∫
S
f(x, t)
(
G(x, t)− 1|S|
∫
S
G(y, s) dσy ds
)
dσx dt
∣∣∣∣ ≤ ‖L‖ |S| αn+1 . (6.1.19)
The inequality (6.1.19) furher implies that, for G ∈ L∞(S) satisfying (6.1.18),∥∥∥∥G− 1|S|
∫
S
G(y, s) dσy ds
∥∥∥∥
L∞(S)
= sup
f∈L1(S)
‖f‖L1(S)=1
∣∣∣∣∫
S
f(x, t)
(
G(x, t)− 1|S|
∫
S
G(y, s) dσy ds
)
dσx dt
∣∣∣∣
≤ ‖L‖ |S| αn+1 .
(6.1.20)
Finally, let us consider (x, t), (y, s) ∈ ∂Ω× R. If ‖(x, t)− (y, s)‖par ≤ c for some
constant c, then we choose the smallest parabolic surface ball S, S ⊂ ∂Ω× R, with
radius r, such that (x, t), (y, s) ∈ S. Then ‖(x, t)−(y, s)‖par ≈ r ≈ |S| 1n+1 . Using the
triangle inequality in the numerator of the left-hand side in (6.1.21), then (6.1.20),
we obtain that, for G ∈ L∞(S) which fulfills condition (6.1.18),
|G(x, t)−G(y, s)|
‖(x, t)− (y, s)‖αpar
<∞. (6.1.21)
If ‖(x, t)− (y, s)‖par ≥ c for some constant c, then for the same G as above,
|G(x, t)−G(y, s)|
‖(x, t)− (y, s)‖αpar
≤ c ‖G‖L∞(S) <∞, (6.1.22)
where S is a parabolic surface ball on ∂Ω× R so that (x, t), (y, s) ∈ S.
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Based on (6.1.21) and (6.1.22) we can conclude that there exists a unique (up
to a constant) G ∈ C˙αpar(∂Ω × R) such that La =
∫
∂Ω×R a(x, t)G(x, t) dσx dt for all
(p, 1)-atoms a. Given the atomic decomposition of the space H˙ppar(∂Ω×R), the proof
of Theorem 6.1.1 is complete. ¤
By dualizing (6.1.10) and using Theorem 6.1.1 we obtain the following.
Corollary 6.1.2. Consider an unbounded Lipschitz domain Ω in Rn. Then there
exists an ε′ = ε′(Ω, n) such that the operators
±1
2
I +K are isomorphisms on B˙∞α,par(∂Ω× R) for each 1− ε′ < p ≤ 1, (6.1.23)
where α = (n+ 1)
(
1
p
− 1
)
.
Another important aspect of the behavior of the operators ±1
2
I +K is analyzed
in the next theorem.
Theorem 6.1.3. Let Ω be an unbounded Lipschitz domain in Rn. There exists an
ε′ = ε′(Ω, n) > 0 such that the maps
±1
2
I +K are isomorphisms on H˙1,ppar(∂Ω× R) (6.1.24)
for each 1− ε′ < p ≤ 1.
Proof. In view of the definition of the space H˙1,ppar(Rn−1 × R) (see Definition 2.1.51)
and of pp. 5 – 7 in [Bro2], for n+1
n+2
< p ≤ 1 there exists an isomorphism
I˙ : H˙ppar(Rn−1 × R) ∼−→ H˙1,ppar(Rn−1 × R), (6.1.25)
where I˙ stands for the convolution with E˜, i.e. I˙f := f ∗ E˜, and E˜(x, t) :=
2(2pi t)−n/2exp(−|x|2/4t)χ(0,∞)(t) for x ∈ Rn−1, t ∈ R. Due to a bi-Lipschitz change
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of variables, there exists an isomorphism
I˙ : H˙ppar(∂Ω× R) ∼−→ H˙1,ppar(∂Ω× R), (6.1.26)
where Ω is an unbounded Lipschitz (graph) domain in Rn and n+1
n+2
< p ≤ 1. Since
H˙ppar(∂Ω× R) is a complex interpolation scale for 0 < p <∞, as seen earlier in this
chapter, (6.1.26) further implies that
H˙1,ppar(∂Ω× R) is a complex interpolation scale for 0 < p <∞. (6.1.27)
On the other hand, from Theorem 4.18 of [Bro2] we can easily derive that the
operators
±1
2
I +K are invertible on H˙1,1par(∂Ω× R). (6.1.28)
Consequently, (6.1.27) and (6.1.28), in concert with Theorem 2.7 of [KaMi], yields
the following: there exists an ε′ = ε′(Ω, n) such that the maps
±1
2
I +K are isomorphisms on H˙1,ppar(∂Ω× R)
for each 1− ε′ < p ≤ 1. This finishes the proof of the theorem. ¤
We now are ready to present our main result in this section.
Theorem 6.1.4. Consider an unbounded (graph) Lipschitz domain Ω in Rn. Then
there exists an ε = ε(Ω, n) > 0 with the property that the operators
±1
2
I +K are invertible on B˙pα,par(∂Ω× R) (6.1.29)
for each p and α such that the pair
(
α, 1
p
)
belongs to the interior of the hexagon
OABCDE in the figure below.
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Proof. Thanks to Proposition 1.2.45 we can extend the results of Theorem 6.1.3,
then, by identifying the Banach envelope of the space H˙1,ppar(∂Ω×R) (using (2.5.248))
we conclude that there exists an ε′ = ε′(Ω, n) > 0 such that
±1
2
I +K are isomorphisms on B˙11−β,par(∂Ω× R) (6.1.30)
for β = (n + 1)
(
1
p0
− 1
)
and 1 − ε′ < p0 ≤ 1. This gives the invertibility of the
operators ±1
2
I +K on the upper horizontal segment BC in the figure above.
Another observation is that complex interpolation (cf. part (b) of Remark 2.1.61)
between (6.1.8) and (6.1.9) yields the following: there exists a positive ε = ε(Ω, n)
so that
±1
2
I +K are invertible on L˙pα,par(∂Ω× R) for
(
α,
1
p
)
∈ OACD. (6.1.31)
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We next consider two instances of (6.1.31) with the same p and α1 6= α2 such that
(α1,
1
p
), (α2,
1
p
) ∈ OACD. Using real interpolation (see part (d) of Remark 2.1.61)
between these two instances we obtain the existence of ε = ε(Ω, n) > 0 such that
±1
2
I +K are invertible on B˙pα,par(∂Ω× R) for
(
α,
1
p
)
∈ OACD. (6.1.32)
Finally, by the complex interpolation of Besov spaces (Remark 2.1.61 c), as well as
by the results (6.1.32), (6.1.23) - corresponding to the lower horizontal segment OE,
and (6.1.30) - corresponding to the upper horizontal segment BC, we obtain the
desired result. ¤
6.2 Case of a bounded cylinder
In the present section we focus our attention on the mapping properties of the
operators ±1
2
I+K on parabolic Besov spaces defined on bounded Lipschitz cylinders.
As a preliminary step we discuss a few invertibility results of the operators ±1
2
I+
K and ±1
2
I +K ′. These are going to be very useful later on. Recall the definitions
of K, K ′, S from (6.0.1), (6.0.2), (6.0.4), and the identity (6.0.7).
Lemma 6.2.1. Consider a bounded Lipschitz domain Ω in Rn, 0 < T < ∞. Then
the operators ±1
2
I +K ′ are isomorphisms on 0H1par(∂Ω× (0, T )).
Proof. We shall prove the lemma only for 1
2
I +K ′, since the same argument applies
to −1
2
I + K ′. Recall a particular case of Remark 3.2.4 (ii) to the effect that for a
bounded Lipschitz domain Ω and 0 < T <∞,
0H
1
par(∂Ω× (0, T )) = 0H˙1par(∂Ω× (0, T )) + L2(∂Ω× (0, T )). (6.2.33)
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First we show that 1
2
I+K ′ : 0H1par(∂Ω×(0, T ))→ 0H1par(∂Ω×(0, T )) is onto. In order
to do so, let f ∈ 0H1par(∂Ω× (0, T )). On account of (6.2.33) this further implies that
f = f1+f2 with f1 ∈ 0H˙1par(∂Ω×(0, T )) and f2 ∈ L2(∂Ω×(0, T )). Since the operator
1
2
I +K ′ is invertible (hence onto) on both 0H˙1par(∂Ω × (0, T )) and L2(∂Ω × (0, T ))
(cf. Theorem 5.25 of [Bro2]), we obtain that there exist g1 ∈ 0H˙1par(∂Ω× (0, T )) and
g2 ∈ L2(∂Ω× (0, T )) such that
(1
2
I +K ′
)
g1 = f1 and
(1
2
I +K ′
)
g2 = f2.
Therefore, g := g1+ g2 ∈ 0H1par(∂Ω× (0, T )) with the property that (12I +K ′)g = f ,
as desired.
Second, our goal is to prove that f ∈ 0H1par(∂Ω × (0, T )) with (12I + K ′)f = 0
implies f = 0. Using again (6.2.33), f can be witten as f = f1 + f2 with f1 ∈
0H˙
1
par(∂Ω×(0, T )) and f2 ∈ L2(∂Ω×(0, T )). This and the assumption (12I+K ′)f = 0
implies that (1
2
I +K ′
)
f1 = −
(1
2
I +K ′
)
f2. (6.2.34)
Applying (a slighty modified version of) Corollary 5 form [AlMu¨] to the complex
interpolation scale {
0H˙
p
par(∂Ω× (0, T )), for n+1n+2 < p ≤ 1,
Lp(∂Ω× (0, T )), for 1 < p <∞,
(6.2.35)
yields that the action of (1
2
I +K ′)−1 is compatible, i.e. (6.2.34) futher gives
f1 = −f2.
Consequently, f = 0. This completes the proof of the lemma. ¤
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Lemma 6.2.2. Consider a bounded Lipschitz domain Ω in Rn, 0 < T < ∞. Then
the operators ±1
2
I +K are isomorphisms on 0H
1,1
par(∂Ω× (0, T )).
Proof. Recall from (6.0.7) that
±1
2
I +K = S
(
±1
2
I +K ′
)
S−1. (6.2.36)
According to Theorem 5.25 of [Bro2] the operators
S : 0H˙
1
par(∂Ω× (0, T )) ∼−→ 0H1,1par(∂Ω× (0, T )) (6.2.37)
and
±1
2
I +K ′ : 0H˙1par(∂Ω× (0, T )) ∼−→ 0H˙1par(∂Ω× (0, T )) (6.2.38)
are isomorphisms. Consequently, (6.2.36) – (6.2.38) further imply that ±1
2
I +K are
invertible on 0H
1,1
par(∂Ω× (0, T )). ¤
Going further, we establish the desired properties of the operators ±1
2
I +K on
parabolic Sobolev spaces.
Proposition 6.2.3. Let Ω be a bounded Lipschitz domain in Rn, 0 < T <∞. Then
there exists an ε = ε(∂Ω) > 0 such that
±1
2
I +K : 0L
p
1,par(∂Ω× (0, T )) ∼−→ 0Lp1,par(∂Ω× (0, T )) (6.2.39)
isomorphically, for 1 < p < 2 + ε.
Proof. Recall form Lemma 3.2.6 that for a bounded Lipschitz domain Ω ⊂ Rn,
0 < T <∞ and 1 < p < n+ 1,
0L
p
1,par(∂Ω× (0, T )) ≡ Lp1(∂Ω× (0, T )). (6.2.40)
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On account of Theorem 5.25 in [Bro2], given a bounded Lipschitz domain Ω in Rn
and 0 < T <∞, there exists an ε = ε(∂Ω) > 0 such that the operators
±1
2
I +K ′ :Lp(∂Ω× (0, T )) ∼−→ Lp(∂Ω× (0, T )),
S :Lp(∂Ω× (0, T )) ∼−→ Lp1(∂Ω× (0, T ))
(6.2.41)
are invertible for 1 < p < 2 + ε. We also recall from (6.0.7) that ±1
2
I + K =
S
(±1
2
I +K ′
)
S−1. With this in hand, (6.2.41) and (6.2.40) imply that given a
bounded Lipschitz domain Ω in Rn and 0 < T < ∞, there exists an ε = ε(∂Ω) > 0
such that
±1
2
I +K : 0L
p
1,par(∂Ω× (0, T )) ∼−→ 0Lp1,par(∂Ω× (0, T ))
isomorphically, for 1 < p < 2 + ε. This finishes the proof of Proposition 6.2.3. ¤
The isomorphic property of the operators ±1
2
I + K on Lp-spaces with built-in
initial conditions is formulated in the following proposition.
Proposition 6.2.4. Let Ω be a bounded Lipschitz domain in Rn, 0 < T <∞. Then
there exists an ε = ε(∂Ω) > 0 such that
±1
2
I +K : 0L
p(∂Ω× (0, T )) ∼−→ 0Lp(∂Ω× (0, T )) (6.2.42)
isomorphically, for 2− ε < p <∞.
Proof. The claim that we first make is that
0L
p(∂Ω× (0, T )) ≡ Lp(∂Ω× (0, T )). (6.2.43)
In order to see the right-to-left inclusion in (6.2.43), let f ∈ Lp(∂Ω × (0, T )) and
consider f˜ to be the extension (to ∂Ω×R) by 0 of f , i.e. f˜ = f on ∂Ω× (0, T ) and
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f˜ = 0 on ∂Ω × (−∞, 0] ∪ [T,∞). Then by Definition 3.2.2, f ∈ 0Lp(∂Ω × (0, T )).
The left-to-right inclusion in (3.4.72) is trivial.
We next invoke a part of Corollary 5.26 of [Bro2] to the effect that the operators
±1
2
I+K are invertible on Lp(∂Ω× (0, T )) for 2−ε < p <∞. With (6.2.43) in hand,
this readily yields the desired conclusion. ¤
Prior to another result that involves the operators ±1
2
I +K, we identify the dual
spaces of Hppar(∂Ω× I) and 0Hppar(∂Ω× (0, T )) for a bounded Lipschitz domain Ω.
Theorem 6.2.5. Consider a bounded Lipschitz domain Ω ⊂ Rn, a bounded interval
I ⊂ R, and indices p and α such that n+1
n+2
< p < 1 and α = (n+ 1)(1
p
− 1). Then
(
Hppar(∂Ω× I)
)∗
= Cαpar(∂Ω× I). (6.2.44)
Proof. Let g ∈ Cαpar(∂Ω× I) and f ∈ Hppar(∂Ω× I). We define the functional
Lf :=
∫
∂Ω×I
f(x, t)g(x, t) dσx dt.
According to Definition 2.3.35, f admits an atomic decomposition, i.e. f =
∑∞
j=0 λjaj
with supp aj ⊂ Qj, ‖aj‖L∞(∂Ω×I) ≤ |Qj|−1/p = r−(n+1)/pj and vanishing moment con-
dition if |Qj| < η, where Qj are parabolic surface cubes on ∂Ω × I with sidelength
rj. Then one can easily see that
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|Lf | =
∣∣∣∣∣∣
∫
∂Ω×I
∞∑
j=0
λi aj(x, t)g(x, t) dσx dt
∣∣∣∣∣∣ =
∣∣∣∣∣
∞∑
j=0
λj
∫
Qj
aj(x, t)g(x, t) dσx dt
∣∣∣∣∣
=
∣∣∣∣∣∣
∑
|Qj |<η
λj
∫
Qj
aj(x, t) [g(x, t)− g(x0, t0)] dσx dt
∣∣∣∣∣∣
+
∣∣∣∣∣∣
∑
|Qj |≥η
λj
∫
Qj
aj(x, t)g(x, t) dσx dt
∣∣∣∣∣∣ ,
(6.2.45)
where (x0, t0) is the center of the cube Qj. Using the assumptions on the atoms aj,
as well as the fact that g ∈ Cαpar(∂Ω× I), (6.1.12) further implies that
|Lf | ≤
∑
|Qj |<η
|λj|
∫
Qj
|aj(x, t)| ‖g‖C˙αpar(∂Ω×I)
(|x− x0|+ |t− t0|1/2)α dσx dt
+
∑
|Qj |≥η
|λj|‖g‖L∞(∂Ω×I)‖aj‖L∞(∂Ω×I)|Qj|
≤ c
∑
|Qj |<η
|λj| |Qj|−1/p rαj
∫
Qj
dσx dt+ c
∑
|Qj |≥η
|λj| 1
ηα/(n+1)
≤ c
( ∞∑
j=0
|λj|p
)1/p
.
(6.2.46)
Taking the infimum over all representations of f in (6.1.13), we obtain that
|Lf | ≤ c inf
( ∞∑
j=0
|λj|p
)1/p
= c ‖f‖Hppar(∂Ω×I),
hence L is bounded, linear and continuous on Hppar(∂Ω× I). This finishes the proof
of the right-to-left inclusion in (6.2.44).
Conversely, suppose L is a bounded linear functional on Hppar(∂Ω× I).
Step 1. First we will show the existence of a function G, bounded on each sphere
S on ∂Ω× I, such that Laj =
∫
∂Ω×I
aj(x, t)G(x, t) dσx dt for each aj, local (p, 1)-atom
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for Hppar(∂Ω× I). By a sphere centered at (x, t) and of radius r > 0 we mean
Sr(x, t) := {(y, s) ∈ ∂Ω× I : |x− y|+ |t− s|1/2 < r}.
For a sphere S on ∂Ω× I we let
L10(S) :=
{
f ∈ L1(S) : either |S| < η and
∫
S
f(x, t) dσx dt = 0, or |S| ≥ η
}
,
(6.2.47)
where η = η(∂Ω, I) is a fixed, sufficiently small constant. Then, for f ∈ L10(S), we
easily verify that
a(x, t) := f(x, t) ‖f‖−1L1(S) |S|1−
1
p
is a local (p, 1)-atom for Hppar(∂Ω × I) supported in S. Also, ‖f‖Hppar(∂Ω×I) < ∞,
hence Lf is well-defined and
|Lf | ≤ ‖L‖ |S| 1p−1 ‖f‖L1(S).
Therefore L is a bounded linear functional on L10(S). Since L
1
0(S) is a closed subspace
of L1(S), by the Hahn-Banach theorem, there exists an extension of L, which we
denote also by L, a bounded linear functional on L1(S). According to the Riesz
representation theorem, there exists g ∈ L∞(S) such that
Lf =
∫
S
f(x, t)g(x, t) dσx dt for all f ∈ L10(S). (6.2.48)
Next we show that g is uniquely determined up to a constant. For this it is enough
to show that
∫
S
f(x, t)g(x, t) dσx dt = 0 ∀ f ∈ L10(S) implies g is a constant.
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To see this we choose h ∈ L1(S). Then h− 1|S|
∫
S
h(y, s) dσy ds ∈ L10(S) and
0 =
∫
S
(
h(x, t)− 1|S|
∫
S
h(y, s) dσy ds
)
g(x, t) dσx dt
=
∫
S
h(x, t)
(
g(x, t)− 1|S|
∫
S
g(y, s) dσy ds
)
dσx dt,
(6.2.49)
which implies that g(x, t) − 1|S|
∫
S
g(y, s) dσy ds = 0 for almost every (x, t) ∈ S, i.e.
g(x, t) is constant for almost every (x, t) ∈ S.
Considering (6.1.14) and the uniqueness of such g, as well as the fact that if a is
a local (p, 1)-atom for Hppar(∂Ω× I) supported in a sphere S, then a ∈ L10(S), we can
conclude that there exists a unique G ∈ L∞(S) such that
La =
∫
S
a(x, t)G(x, t) dσx dt for all (p, 1)-atoms a. (6.2.50)
This conludes the proof of Step 1.
Step 2. Our next goal is to show that for G as above, G ∈ Cαpar(∂Ω× I). To do
so, let us consider f ∈ L1(S) with ‖f‖L1(S) = 1, and set
b(x, t) := |S|1− 1p
(
f(x, t)− 1|S|
∫
S
f(y, s) dσy ds
)
. (6.2.51)
One can easily verify that b is a local (p, 1)-atom for Hppar(∂Ω× I), supported in S,
therefore, by (6.2.50), there exists a unique G ∈ L∞(S) so that
Lb =
∫
S
b(x, t)G(x, t) dσx dt. (6.2.52)
Moreover, for b as in (6.2.51) and G ∈ L∞(S) as above,
‖L‖ ≥ |Lb| =
∣∣∣∣∫
S
b(x, t)
(
G(x, t)− 1|S|
∫
S
G(y, s) dσy ds
)
dσx dt
∣∣∣∣
= |S|1− 1p
∣∣∣∣∫
S
f(x, t)
(
G(x, t)− 1|S|
∫
S
G(y, s) dσy ds
)
dσx dt
∣∣∣∣ .
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In other words, since α = (n+ 1)
(
1
p
− 1
)
,∣∣∣∣∫
S
f(x, t)
(
G(x, t)− 1|S|
∫
S
G(y, s) dσy ds
)
dσx dt
∣∣∣∣ ≤ ‖L‖ |S| αn+1 . (6.2.53)
The inequality (6.2.53) furher implies that, for G ∈ L∞(S) satisfying (6.2.52),∥∥∥∥G− 1|S|
∫
S
G(y, s) dσy ds
∥∥∥∥
L∞(S)
= sup
f∈L1(S)
‖f‖L1(S)=1
∣∣∣∣∫
S
f(x, t)
(
G(x, t)− 1|S|
∫
S
G(y, s) dσy ds
)
dσx dt
∣∣∣∣
≤ ‖L‖ |S| αn+1 .
(6.2.54)
Finally, let us consider (x, t), (y, s) ∈ ∂Ω × I. If ‖(x, t) − (y, s)‖par ≤ c for some
constant c, then we choose the smallest parabolic surface ball S, S ⊂ ∂Ω × I, with
radius r, such that (x, t), (y, s) ∈ S. Then ‖(x, t)−(y, s)‖par ≈ r ≈ |S| 1n+1 . Using the
triangle inequality in the numerator of the left-hand side in (6.2.55), then (6.2.54),
we obtain that, for G ∈ L∞(S) which fulfills condition (6.2.52),
|G(x, t)−G(y, s)|
‖(x, t)− (y, s)‖αpar
<∞. (6.2.55)
If ‖(x, t)− (y, s)‖par ≥ c for some constant c, then for the same G as above,
|G(x, t)−G(y, s)|
‖(x, t)− (y, s)‖αpar
≤ c ‖G‖L∞(S) <∞, (6.2.56)
where S is a parabolic surface ball on ∂Ω× I so that (x, t), (y, s) ∈ S.
Based on (6.2.55) and (6.2.56) we can conclude that there exists a unique (up
to a constant) G ∈ C˙αpar(∂Ω × I) such that La =
∫
∂Ω×I a(x, t)G(x, t) dσx dt for all a
local (p, 1)-atoms for Hppar(∂Ω × I). Since G ∈ L∞(Sj) for every parabolic surface
ball Sj on ∂Ω× I, and ∂Ω× I is bounded, we have G ∈ L∞(∂Ω× I). Consequently,
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G ∈ Cαpar(∂Ω × I), and given the atomic decomposition of the space Hppar(∂Ω × I),
the proof of Theorem 6.2.5 is complete. ¤
Inspired by a proof on pp. 11 – 12 in [Bro2], we next determine the dual of
0H
p
par(∂Ω× (0, T )) for a bounded Lipschitz domain Ω.
Theorem 6.2.6. Consider a bounded Lipschitz domain Ω ⊂ Rn, 0 < T < ∞, and
let n+1
n+2
< p < 1, α = (n+ 1)
(
1
p
− 1
)
. Then one has
(
0H
p
par(∂Ω× (0, T ))
)∗
= 0Cαpar(∂Ω× (0, T )). (6.2.57)
Proof. First, let g ∈ 0Cαpar(∂Ω× (0, T )), f ∈ 0Hppar(∂Ω× (0, T )) and define
Lf :=
∫
∂Ω×(0,T )
f(x, t)g(x, t) dσx dt.
By the definitions of the spaces involved, there exist
g˜ ∈ Cαpar(∂Ω× R) such that g˜|∂Ω×(0,T ) = g, supp g˜ ⊆ ∂Ω× (−∞, T ],
and
f˜ ∈ Hppar(∂Ω× R) so that f˜ |∂Ω×(0,T ) = f, supp f˜ ⊆ ∂Ω× [0,∞).
Since g ∈ Cαpar(∂Ω× (0, T )) and f ∈ Hppar(∂Ω× (0, T )), on account of Theorem 6.2.5
with I = (0, T ) and (3.2.30), we obtain that
|Lf | ≤ c ‖f‖Hppar(∂Ω×R) ≤ c ‖f‖0Hppar(∂Ω×(0,T )),
hence L is bounded and continuous on 0H
p
par(∂Ω× (0, T )). This proves the right-to-
left inclusion in (6.2.57).
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Conversely, let Λ be a linear functional on 0H
p
par(∂Ω × (0, T )). Since the space
Hppar(∂Ω× (0, T )) is continuously embedded in 0Hppar(∂Ω× (0, T )), we also have
Λ ∈ (Hppar(∂Ω× (0, T )))∗ . (6.2.58)
According to Theorem 6.2.5, if we consider a bounded Lipschitz domain Ω in Rn and
0 < T <∞, then
(
Hppar(∂Ω× (0, T ))
)∗
= Cαpar(∂Ω× (0, T )), (6.2.59)
where n+1
n+2
< p < 1 and α = (n+1)
(
1
p
− 1
)
. Now (6.2.58) and (6.2.59) further imply
the existence of h ∈ Cαpar(∂Ω× (0, T )) such that
Λ(f) =
∫
∂Ω×(0,T )
h(x, t)f(x, t) dσx dt for any f ∈ Hppar(∂Ω× (0, T )). (6.2.60)
In order to prove the left-to-right inclusion in (6.2.57), we need to show that
A. There exists a function g˜ ∈ Cαpar(∂Ω × R) with the properties g˜|∂Ω×(0,T ) = g
and supp g˜ ⊆ ∂Ω× (−∞, T ] such that
Λ(f˜) =
∫
∂Ω×R
g˜(x, t)f˜(x, t) dσx dt
for any f˜ ∈ Hppar(∂Ω× R) with supp f˜ ⊆ ∂Ω× [0,∞);
B. The map
(
0H
p
par(∂Ω× (0, T ))
)∗ 3 Λ 7→ g ∈ 0Cαpar(∂Ω× (0, T )) is well-defined,
linear and one-to-one.
Step 1. For a parabolic surface cube Q ⊆ ∂Ω × (0, T ) of sidelength r and such
that dist(Q, ∂Ω × {T}) ≤ κ r for some constant κ > 0, we will show that Λ(χQ) is
meaningful and that
|Λ(χQ))| ≤ ‖Λ‖ c(κ) r(n+1)(
1
p
−1) |Q|.
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Proof of Step 1. Consider Q˜ ⊆ ∂Ω× (T,∞) the reflection of Q across ∂Ω×{T}, and
define
AQ := r(n+1)(1−
1
p)
[
1
|Q|χQ −
1
|Q˜|χQ˜
]
.
Then the size of the support of AQ is comparable to the size of Q,
‖AQ‖L∞(∂Ω×R) ≤ r
(n+1)(1− 1p)
|Q| = r
−n+1
p ,
and ∫
∂Ω×R
AQ = 0.
Hence, by Definition 2.3.35, AQ is a fixed constant multiple of a (p,∞)-atom for
Hppar(∂Ω×R). Also AQ vanishes for t < 0, therefore AQ|∂Ω×(0,T ) ∈ 0Hppar(∂Ω×(0, T )),
which amounts to
r(n+1)(1−
1
p) 1
|Q|χQ ∈ 0H
p
par(∂Ω× (0, T )).
This further implies that Λ(χQ) is meaningful and∥∥∥∥r(n+1)(1− 1p) 1|Q|χQ
∥∥∥∥
0H
p
par(∂Ω×(0,T ))
≤ c(κ).
Therefore,
|Λ(χQ)| ≤ ‖Λ‖ c(κ) r(n+1)(
1
p
−1) |Q|,
which finishes the proof of Step 1.
Step 2. Suppose there is a cube Q∗ ⊆ ∂Ω× (0, T ) such that Λ(χQ∗) =
∫
Q∗ g for some
g ∈ Cαpar(∂Ω× (0, T )). Then
Λ(χQ) =
∫
Q
g for any Q ⊆ ∂Ω× (0, T ).
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Proof of Step 2. First, let Q ⊆ ∂Ω× (0, T ) an adjacent cube to Q∗ with |Q| = |Q∗|.
Then |Q ∪ Q∗| ≈ |Q∗| = rn+1 and consider
a := r(n+1)(1−
1
p)
[
1
|Q|χQ −
1
|Q∗|χQ∗
]
.
Based on Definition 2.3.35, a is a fixed constant multiple of a (p,∞)-atom for the
space Hppar(∂Ω× (0, T )), since
• supp a ⊂ Q ∪ Q∗,
• ‖a‖L∞(∂Ω×(0,T )) ≤ c r−
n+1
p ,
• ∫
∂Ω×(0,T )
a = 0.
Then, in view of the discussion prior to Step 1 (more specifically, (6.2.60)),
Λ
(
r(n+1)(1−
1
p)
[
1
|Q|χQ −
1
|Q∗|χQ∗
])
(6.2.61)
= r(n+1)(1−
1
p) 1
|Q|
∫
Q
g − r(n+1)(1− 1p) 1|Q∗|
∫
Q∗
g (6.2.62)
for some g ∈ Cαpar(∂Ω× (0, T )). We also note that (6.2.61) is equivalent with
r(n+1)(1−
1
p) 1
|Q| Λ(χQ)− r
(n+1)(1− 1p) 1
|Q∗| Λ(χQ∗). (6.2.63)
Therefore, if we compare (6.2.63) with (6.2.62), and use the hypothesis to the effect
that Λ(χQ∗) =
∫
Q∗ g for some g ∈ Cαpar(∂Ω× (0, T )), we arrive at
Λ(χQ) =
∫
Q
g for Q ⊆ ∂Ω× (0, T ) adjacent to Q∗.
One can also choose
Q =
1
2
Q∗ =
{
(y, s) ∈ ∂Ω× (0, T ) : |x− y| ≤ r
2
, |t− s| ≤
(r
2
)2}
,
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where (x, t) is the center of Q∗, and obtain the same result as above.
We next observe that for any given cube Q ⊆ ∂Ω× (0, T ) there is a sequence of
cubes {Qj}j∈N such that limj→∞Qj = Q and
Λ(χQj) =
∫
Qj
g for some g ∈ Cαpar(∂Ω× (0, T )).
Therefore, as j →∞,
Λ(χQ) =
∫
Q
g for any Q ⊆ ∂Ω× (0, T ), where g ∈ Cαpar(∂Ω× (0, T )).
Step 3. Consider Λ with the same significance as before. Let g ∈ Cαpar(∂Ω× (0, T ))
such that
Λ(χQ) =
∫
Q
g for any cube Q ⊆ ∂Ω× (0, T ).
Then g|∂Ω×{T} = 0.
Proof of Step 3. We choose Q to be the cube in Step 1, |Q| = rn+1. In addition to
that, without loss of generality we may assume 0 < r ≤ 1, since we want to send
r → 0 later. Then κ = 1 in Step 1, and
|Λ(χQ)| ≤ c ‖Λ‖ r(n+1)(
1
p
−1)|Q|.
Therefore, |g(xr, tr)| ≤ c ‖Λ‖ r(n+1)(
1
p
−1) for (xr, tr) ∈ Q. Consequently, as r → 0, we
ultimately obtain that |g(x0, T )| = 0 for x0 ∈ ∂Ω, which suits our goal.
Step 4. If g ∈ Cαpar(∂Ω × (0, T )) with Λ(χQ) =
∫
Q
g for any Q ⊂ ∂Ω × (0, T ), then
there exists a function g˜ ∈ Cαpar(∂Ω × R) such that g˜|∂Ω×(0,T ) = g and supp g˜ ⊆
∂Ω× (−∞, T ].
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Proof of Step 4. For (x, t) ∈ ∂Ω× R define
g˜(x, t) :=

g(x, 0) if t ≤ 0,
g(x, t) if 0 < t < T,
0 if t ≥ T.
On account of Step 3, g˜ is continuous on ∂Ω × R, and, in order to prove Step 4,
all we have to show is that g˜ ∈ Cαpar(∂Ω × R). Using the definition of this space
and the hypotheses that g ∈ Cαpar(∂Ω × (0, T )), it suffices to show that for any
(x, t), (y, s) ∈ ∂Ω× R,
|g˜(x, t)− g˜(y, s)| ≤ c (|x− y|+ |t− s|1/2)α . (6.2.64)
We have several cases to analyze. In each of these cases we take x, y ∈ ∂Ω, and we
use the hypothesis that g ∈ Cαpar(∂Ω× (0, T )).
• When t, s ≤ 0, we have
|g˜(x, t)− g˜(y, s)| = |g(x, 0)− g(y, 0)|
≤ c |x− y|α
≤ c (|x− y|+ |t− s|1/2)α .
• If t, s ∈ (0, T ), then
|g˜(x, t)− g˜(y, s)| = |g(x, t)− g(y, s)|
≤ c (|x− y|+ |t− s|1/2)α .
• When t, s ≥ T , there is nothing to prove.
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• For t ≤ 0 and s ∈ (0, T ) we obtain that
|g˜(x, t)− g˜(y, s)| = |g(x, 0)− g(y, s)|
≤ c (|x− y|+ |s|1/2)α
≤ c (|x− y|+ |t− s|1/2)α .
• When t ≤ 0 and s ≥ T , we arrive at
|g˜(x, t)− g˜(y, s)| = |g(x, 0)− g(y, T )|
≤ c (|x− y|+ |T |1/2)α
≤ c (|x− y|+ |t− s|1/2)α .
• Finally, if t ∈ (0, T ) and s ≥ T , then
|g˜(x, t)− g˜(y, s)| = |g(x, t)− g(y, T )|
≤ c (|x− y|+ |t− T |1/2)α
≤ c (|x− y|+ |t− s|1/2)α .
This shows (6.2.64), hence the proof of Step 4 is finished.
Step 5. Let a be a (p,∞)-atom for Hppar(∂Ω × R), which vanishes for t < 0. Then
there exists g ∈ Cαpar(∂Ω× (0, T )) such that
Λ(a|∂Ω×(0,T )) =
∫
∂Ω×(0,T )
a g.
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Proof of Step 5. Let Q = S × I a cube in ∂Ω × R such that supp a ⊂ Q. If
I ∩ (0, T )) = ∅, then the claim in Step 5 is obviously true. If I ∩ (0, T ) 6= ∅
and I ∩ (0, T )c 6= ∅, then consider J ⊆ (0, T ) an interval of lenght r2 such that
I∩ (0, T ) ⊆ J . Also, let Qˆ := S×J . Then the size of J and I coincide (i.e. |J | = |I|)
and |Qˆ| = |Q| = rn+1. If I ⊆ (0, T ), then we choose J := I and Qˆ := Q. Going
further, we introduce
A := a|∂Ω×(0,T ) −
 ∫
∂Ω×(0,T )
a
 1|Qˆ|χQˆ.
One can easily check that suppA ⊆ Qˆ, ‖A‖L∞(∂Ω×(0,T )) ≤ c r−
n+1
p , and
∫
∂Ω×(0,T )
A = 0.
Therefore, in view of Definition 2.3.35, A is a fixed constant multiple of a (p,∞)-atom
for Hppar(∂Ω × (0, T )). On account of (6.2.60), this further implies the existsence of
g ∈ Cαpar(∂Ω× (0, T )) such that
Λ(A) =
∫
∂Ω×(0,T )
Ag =
∫
∂Ω×(0,T )
a g −
 ∫
∂Ω×(0,T )
a
 1|Qˆ|
∫
Qˆ
g. (6.2.65)
Also, from the definition of A it is immediate that a|∂Ω×(0,T ) = A+
( ∫
∂Ω×(0,T )
a
)
1
|Qˆ|χQˆ,
which further yields
Λ
(
a|∂Ω×(0,T )
)
= Λ(A) +
 ∫
∂Ω×(0,T )
a
 1|Qˆ|Λ(χQˆ)
= Λ(A) +
 ∫
∂Ω×(0,T )
a
 1|Qˆ|
∫
Qˆ
g.
(6.2.66)
From (6.2.65) and (6.2.66) we altogether obtain that there exists g ∈ Cαpar(∂Ω×(0, T ))
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such that
Λ(a|∂Ω×(0,T )) =
∫
∂Ω×(0,T )
a g.
This completes the proof of Step 5.
Step 6. Given g ∈ 0Cαpar(∂Ω× (0, T )) one has
Λ(f) =
∫
∂Ω×(0,T )
gf for any f ∈ 0Hppar(∂Ω× (0, T )).
Proof of Step 6. Let us consider f ∈ 0Hppar(∂Ω × (0, T )). Then, by definition,
there exists f˜ ∈ Hppar(∂Ω × R) such that f˜ |∂Ω×(0,T ) = f and f˜ ≡ 0 for t < 0. By
Definition 2.3.35, f˜ admits an atomic decomposition, i.e. f˜ =
∑∞
j=0 λjaj, where
{λj}j∈N ∈ `p and aj’s are (p,∞)-atoms for Hppar(∂Ω× R). We next define
a˜j(x, t) :=
{
aj(x, t) + aj(x,−t) if t > 0,
0 if t < 0,
where (x, t) ∈ ∂Ω×R. Using the notation supp aj ⊂ Q := S × I, where S ⊂ ∂Ω and
I ⊂ R, we obtain the following properties for a˜j:
• supp a˜j ⊂ {(x, t) ∈ ∂Ω× (0,∞) : x ∈ S, t ∈ I or − t ∈ I}
= {(x, t) ∈ ∂Ω× R : x ∈ S, t ∈ [I ∪ (−I)]+},
and [I ∪ (−I)]+ ⊆ J such that |J | = r2, hence
supp a˜j ⊂ Q˜ = S × J, where |Q˜| = |Q| = rn+1;
• ‖a˜j‖L∞(∂Ω×R) ≤ 2 r−
n+1
p ;
• eiher |Q˜| < η and ∫
∂Ω×R
a˜j(x, t) dσx dt =
∫
∂Ω×R
aj(x, t) dσx dt = 0, or |Q˜| ≥ η.
455
Above η = η(∂Ω) > 0 is a fixed, sufficiently small constant. Consequently, on
account of Definition 2.3.35, a˜j’s are fixed constant multiples of (p,∞)-atoms for
Hppar(∂Ω × R) with support included in S × J ⊆ ∂Ω × [0,∞). Hence, without loss
of generality, we may assume that f˜ =
∑∞
j=0 λj a˜j, where {λj}j∈N ∈ `p and a˜j’s are
(p,∞)-atoms for Hppar(∂Ω× R) with the property that a˜j ≡ 0 for t < 0.
At this stage we can apply Step 5 with a = a˜j. This yields the existence of
g ∈ Cαpar(∂Ω× (0, T )) such that
Λ(a˜j|∂Ω×(0,T )) =
∫
∂Ω×(0,T )
a˜j g. (6.2.67)
Using (6.2.67) and the above atomic decomposition of f˜ , we ultimately obtain that
Λ(f) = Λ
( ∞∑
j=0
λj
(
a˜j|∂Ω×(0,T )
))
=
∞∑
j=0
λj Λ
(
a˜j|∂Ω×(0,T )
)
=
∞∑
j=0
λj
∫
∂Ω×(0,T )
a˜jg =
∫
∂Ω×(0,T )
f g.
This completes the proof of Step 6.
The observation we make is that Steps 4 and 6 imply A. In order to show B, first
assume that there exist g1, g2 ∈ 0Cαpar(∂Ω× (0, T )) such that
Λ(f) =
∫
∂Ω×(0,T )
g1f =
∫
∂Ω×(0,T )
g2f
for any f ∈ 0Hppar(∂Ω× (0, T )). Then∫
∂Ω×(0,T )
(g1 − g2)f = 0 for any f ∈ Hppar(∂Ω× (0, T )),
hence g1 − g2 = 0 on ∂Ω× (0, T ). Consequently, Λ 7→ g is well-defined.
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We next suppose that Λ(f1) = Λ(f2) for f1, f2 ∈ 0Hppar(∂Ω× (0, T )). By Step 6,∫
∂Ω×(0,T )
g(f1 − f2) = 0 for g ∈ 0Cαpar(∂Ω× (0, T )),
therefore f1 = f2. This shows that Λ is one-to-one. Consequently, the proof of B is
finished, which completes the proof of Theorem 6.2.6. ¤
After this digression we now return to analyze the behavior of the operators
±1
2
I +K on parabolic Besov spaces defined on bounded Lipschitz cylinders.
Theorem 6.2.7. Let Ω be a bounded Lipschitz domain in Rn and 0 < T <∞. Then
there exists an ε = ε(∂Ω) > 0 such that
±1
2
I +K : 0B
∞
α (∂Ω× (0, T )) ∼−→ 0B∞α (∂Ω× (0, T )) (6.2.68)
isomorphically, for α = (n+ 1)
(
1
p
− 1
)
and 1− ε < p < 1.
Proof. According to Lemma 6.2.1 the operators ±1
2
I+K ′ are invertible on the space
0H
1
par(∂Ω × (0, T )). Since 0Hppar(∂Ω × (0, T )) is a complex interpolation scale (cf.
Lemma 3.4.1), perturbing the above result, using Theorem 2.7 from [KaMi], yields
the existence of ε = ε(∂Ω) > 0 such that
±1
2
I +K ′ : 0Hppar(∂Ω× (0, T )) ∼−→ 0Hppar(∂Ω× (0, T )) (6.2.69)
for 1− ε < p ≤ 1. Dualizing (6.2.69), with Theorem 6.2.6 in hand, we further obtain
that
R ◦
(
±1
2
I +K
)
◦R : 0Cαpar(∂Ω× (0, T )) ∼−→ 0Cαpar(∂Ω× (0, T )) (6.2.70)
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for α = (n+1)
(
1
p
− 1
)
and 1− ε < p < 1. Here R stands for the reflection operator
in time, i.e. Rf(x, t) := f(x, T − t) for (x, t) ∈ ∂Ω× (0, T ). Note that
R : 0Cαpar(∂Ω× (0, T ) ∼−→ 0Cαpar(∂Ω× (0, T )), (6.2.71)
and R ◦ R gives the identity operator. We also recall from Lemma 2.3.18 the iden-
tification of the parabolic Ho¨lder class Cαpar(∂Ω × (0, T )) with B∞α,par(∂Ω × (0, T )).
Consequently, (6.2.70) and (6.2.71) yield
±1
2
I +K : 0B
∞
α,par(∂Ω× (0, T )) ∼−→ 0B∞α,par(∂Ω× (0, T ))
for indices α = (n + 1)
(
1
p
− 1
)
and 1− ε < p < 1. This completes the proof of the
theorem. ¤
Another crutial property of the operators ±1
2
I +K is discussed in the following
theorem.
Theorem 6.2.8. Let Ω be a bounded Lipschitz domain in Rn, 0 < T < ∞, and
α = (n+1)
(
1
p
− 1
)
. Then there exists an ε = ε(∂Ω) > 0 such that, for 1−ε < p < 1,
±1
2
I +K : 0B
1
1−α,par(∂Ω× (0, T )) ∼−→ 0B11−α,par(∂Ω× (0, T )). (6.2.72)
Proof. We first recall from Lemma 6.2.2 that the operators
±1
2
I +K are invertible on 0H
1,1
par(∂Ω× (0, T )). (6.2.73)
An independent result (Theorem 3.4.9) shows that 0H
1,p
par(∂Ω× (0, T )) is a complex
interpolation scale for n+1
n+2
< p ≤ 1. With this in hand, Theorem 2.7 of [KaMi]
implies that there exists η = η(∂Ω) > 0 such that for 1− η < p ≤ 1,
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±1
2
I +K are invertible on 0H
1,p
par(∂Ω× (0, T )). (6.2.74)
Taking E1-envelopes in (6.2.74), using also Proposition 1.2.45, one can conclude the
existence of η = η(∂Ω) > 0 such that for 1− η < p ≤ 1,
±1
2
I +K are invertible on E1
(
0H
1,p
par(∂Ω× (0, T ))
)
. (6.2.75)
Finally, let us recall from Corollary 3.3.4 that for any Lipschitz domain Ω in Rn,
0 < T <∞ and n+1
n+2
< p < 1, α = (n+ 1)(1
p
− 1), the following holds:
E1
(
0H
1,p
par(∂Ω× (0, T ))
)
= 0B
1
1−α,par(∂Ω× (0, T )). (6.2.76)
Now (6.2.75) and (6.2.76) ultimately imply what we wanted to show. This finishes
the proof of the theorem. ¤
We now are ready to present the main result of this section.
Theorem 6.2.9. Consider a bounded Lipschitz domain Ω in Rn and 0 < T < ∞.
Then there exists ε = ε(∂Ω) > 0 such that the operators
±1
2
I +K : 0B
p
α,par(∂Ω× (0, T )) ∼−→ 0Bpα,par(∂Ω× (0, T )) (6.2.77)
are invertible provided the point with coordinates
(
α, 1
p
)
belongs to the interior of the
hexagon OABCDE in the diagram below.
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1
p
αO(0, 0) (1, 0)
(0, 1)
(0, 1
2
)
666
---
E(ε, 0)
A(0, 1+ε
2
)
D(1, 1−ε
2
)
B(1− ε,1)
C(1, 1)
!!
!!
!!
!!
!!
!!
!!
!!
!!
!!
!!
!!
!!
!!
Proof. Our first observation is that comlex interpolation (Theorem 3.4.3) between the
results of Propositions 6.2.3 and 6.2.4 gives the invertibility of the operators ±1
2
I+K
on parabolic Sobolev spaces 0L
p
α,par(∂Ω × (0, T )), where Ω is a bounded Lipschitz
domain in Rn and the pair
(
α, 1
p
)
belongs to the interior of the parallelogram OACD.
Second, for each fixed p and α0 6= α1, by real interpolation between two instances
of 0L
p
αi,par
(∂Ω× (0, T )), i = 0, 1 (Theorem 3.4.4) we obtain that ±1
2
I+K are isomor-
phisms on Besov spaces 0B
p
α,par(∂Ω× (0, T )), where Ω is a bounded Lipschitz domain
in Rn and the pair
(
α, 1
p
)
belongs to the interior of the parallelogram OACD.
Finally, according to Theorem 3.4.6 (complex interpolation), with the results of
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Theorems 6.2.7 and 6.2.8 in hand, we can conclude that
±1
2
I +K : 0B
p
α,par(∂Ω× (0, T )) ∼−→ 0Bpα,par(∂Ω× (0, T ))
for Ω bounded Lipschitz domain in Rn and
(
α, 1
p
)
∈ interior of OABCDE. ¤
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Chapter 7
The boundary trace operator, the
normal derivative and the
Newtonian potential
7.1 Mapping properties of the trace operator
Recall that originally, the boundary traces are taken in the nontangential limit
sense, i.e. for almost every (x, t) ∈ ∂Ω× R,
Tru(x, t) = u|∂Ω×R(x, t) := lim
(y,s)→(x,t)
(y,s)∈Γ(x,t)
u(y, s), (7.1.1)
where Γ(x, t) is a nontangential cone at the boundary point (x, t) as in (1.2.8). The
main result of this section is as follows.
Theorem 7.1.1. Let Ω be a Lipschitz domain in Rn and 1 < p ≤ ∞, 1
p
< α < 1+ 1
p
.
Then the trace operator defined in (7.1.1) extends to
Tr : Bpα,par(Ω× R) −→ Bpα− 1
p
,par
(∂Ω× R)
as a bounded operator.
Proof. It is natural to treat the case p = ∞ separately. In this case, given
f ∈ Bpα,par(Ω × R), the intrinsic characterization of the parabolic Besov spaces
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(Lemma 2.2.4) yields
f ∈ L∞(Ω× R), and sup
(X,t),(Y,s)∈Ω×R
(X,t) 6=(Y,s)
|f(X, t)− f(Y, s)|
(|X − Y |+ |t− s|1/2)α <∞, (7.1.2)
where X = (x′, ϕ(x′) + xn), Y = (y′, ϕ(y′) + yn), x′, y′ ∈ Rn−1, xn, yn ∈ R, and the
graph of the Lipschitz function ϕ : Rn−1 → R represents the boundary of Ω, in case
that Ω is an unbounded domain. If Ω is a bounded Lipschitz domain, we use a finite
partition of unity on ∂Ω.
Denote x˜ = (x′, ϕ(x′)), y˜ = (y′, ϕ(y′)). Then (7.1.2) implies
Tr f ∈ L∞(∂Ω× R), and sup
(x˜,t),(y˜,s)∈∂Ω×R
(x˜,t)6=(y˜,s)
|Tr f(x˜, t)− Tr f(y˜, s)|
(|X − Y |+ |t− s|1/2)α <∞,
which mean, according to the intrinsic characterization of the parabolic Besov spaces
defined on the lateral side of a cylinder (Lemma 2.3.18), that Tr f ∈ B∞α,par(∂Ω×R).
For the rest of the proof assume 1 < p <∞.
Case 1. 1
p
< α < 1. Let f ∈ Bpα,par(Ω× R) and define ψ : Rn+ × R→ Ω× R by
ψ(x′, xn, t) := (x′, ϕ(x′) + xn, t),
where the graph of the Lipschitz function ϕ : Rn−1 → R is the boundary of Ω, if Ω
is an unbounded domain (in the case when Ω is a bounded Lipschitz domain, use a
finite partition of unity on ∂Ω). Using the notation
X = (x′, ϕ(x′) + xn), x = (x′, xn),
Y = (y′, ϕ(y′) + yn), y = (y′, yn),
and Lemma 2.2.5 (the intrinsic characterization of Bpα,par(Ω× R)), we get that
f ∈ Lp(Ω× R) and
∫
Ω×R
∫
Ω×R
|f(X, t)− f(Y, s)|p
(|X − Y |+ |t− s|1/2)n+2+αp dX dt dY ds <∞,
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which is equaivalent with
f ◦ ψ ∈ Lp(Rn+ × R) and
∫
Rn+×R
∫
Rn+×R
|f(ψ(x, t))− f(ψ(y, s))|p
(|x− y|+ |t− s|1/2)n+2+αp dx dt dy ds <∞,
(7.1.3)
since |X − Y | ≈ |x − y|, dX ≈ dx, and dY ≈ dy. In other words, f ◦ ψ belongs to
the space Bpα,par(Rn+ × R). Then, applying the trace operator to f ◦ ψ,
Tr(f ◦ ψ) ∈ Bp
α− 1
p
,par
(Rn−1 × R), (7.1.4)
and, using again the intrinsic characterization of parabolic Besov spaces, this time
for Bp
α− 1
p
,par
(Rn−1 × R) (Lemma 2.1.22), (7.1.4) further yields
Tr(f ◦ ψ) ∈ Lp(Rn−1 × R) and∫
Rn−1×R
∫
Rn−1×R
|Tr(f ◦ ψ)(x′, t)− Tr(f ◦ ψ)(y′, s)|p
(|x′ − y′|+ |t− s|1/2)n+αp dx
′ dt dy′ ds <∞. (7.1.5)
Going further, consider Φ : Rn−1 × R→ ∂Ω× R defined by
Φ(x′, t) := (x′, ϕ(x′), t),
where, if Ω is an unbounded domain, the boundary of Ω is the graph of the Lipschitz
function ϕ : Rn−1 → R (in the case when Ω is a bounded Lipschitz domain, use a
finite partition of unity on ∂Ω). Then (7.1.5) can be rewritten as
Tr(f ◦ ψ) ◦ Φ−1 ∈ Lp(∂Ω× R) and∫
∂Ω×R
∫
∂Ω×R
|Tr(f ◦ ψ)(Φ−1(x˜, t))− Tr(f ◦ ψ)(Φ−1(y˜, s))|p
(|x˜− y˜|+ |t− s|1/2)n+αp dx˜ dt dy˜ ds <∞,
where x˜ = (x′, ϕ(x′)), y˜ = (y′, ϕ(y′)), and |x′ − y′| ≈ |x˜− y˜|. This amounts to
Tr(f ◦ ψ) ◦ Φ−1 ∈ Bp
α− 1
p
(∂Ω× R). (7.1.6)
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Finally, a closer look at Tr(f ◦ ψ) ◦ Φ−1 reveals that
Tr(f ◦ ψ) ◦ Φ−1(x˜, t) = Tr(f ◦ ψ)(x′, t) = lim
(y,s)→(x′,t)
(y,s)∈Γ˜(x′,t)⊂Rn+×R
(f ◦ ψ)(y, s)
≈ lim
(Y,s)→(x˜,t)
(Y,s)∈Γ(x˜,t)⊂∂Ω×R
f(Y, s) = Tr f(x˜, t).
(7.1.7)
Here Γ˜(x′, t) is a nontangential cone in Rn+ × R at the boundary point (x′, t). Now
the conclusion can be seen from (7.1.6) and (7.1.7).
Case 2. 1 < α < 1 + 1
p
. We can reduce matters to the previous case, mostly
due to the fact that the operator ∂θtime, defined in (1.2.31), can be applied to and
lifted from an appropriate function. Let us consider f ∈ Bpα,par(Ω×R). According to
Fubini’s property described in Proposition 2.2.3, f belongs to Lp(R;Bpα(Ω)), hence,
by the mapping property of the trace operator in the isotropic case (see Theorem 3.1
of [JeKe]),
Tr f ∈ Lp(R;Bp
α− 1
p
(∂Ω)). (7.1.8)
On the other hand, we pick θ > 0 so that 1
p
< α − 2θ < 1. Using the fact that
the operator ∂θtime : B
p
α,par(Ω × R) → Bpα−2θ,par(Ω × R) is bounded for 0 < 2θ < α
(Theorem 2.2.6), we obtain that
∂θtimef ∈ Bpα−2θ,par(Ω× R).
Now from the previous case we have
Tr(∂θtimef) ∈ Bpα−2θ− 1
p
,par
(∂Ω× R),
and by the Fubini property (Proposition 2.3.16),
∂θtime(Tr f) ∈ Lp(∂Ω;Bp(α−2θ− 1
p
)/2
(R)),
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or, equivalently, ∫
∂Ω
‖∂θtime(Tr f)(x, ·)‖pBp
(α−2θ− 1p )/2
(R)dx <∞.
Furthermore, the operator ∂θtime can be lifted (see second part of (1.3) from [GrKo]),
to obtain that ∫
∂Ω
‖(Tr f)(x, ·)‖p
Bp
(α− 1p )/2
(R)dx <∞,
i.e.
Tr f ∈ Lp(∂Ω;Bp
(α− 1
p
)/2
(R)). (7.1.9)
Finally, based on (7.1.8), (7.1.9) and Fubini’s property, one can conclude that Tr f
belongs to Bp
α− 1
p
,par
(∂Ω× R), as desired.
Case 3. α = 1. Here we are using both Cases 1 and 2, and interpolate between
them. We could use either the real or the complex interpolation method, both yield
the same result, here we present the proof with the real method.
Let β ∈ R so that 0 < β < min{1− 1
p
, 1
p
}. Then 1
p
< 1−β < 1, and we can apply
the result of Case 1, i.e.
Tr f : Bp1−β,par(Ω× R) −→ Bp1−β− 1
p
,par
(∂Ω× R). (7.1.10)
Moreover, 1 < 1 + β < 1 + 1
p
, and Case 2 inplies that
Tr f : Bp1+β,par(Ω× R) −→ Bp1+β− 1
p
,par
(∂Ω× R). (7.1.11)
Now, by the real interpolation method (see, for example, part (c) or (d) of Theo-
rems 2.2.8 and 2.3.20), we obtain that
Tr f : Bpβ∗,par(Ω× R) −→ Bpβ∗− 1
p
,par
(∂Ω× R),
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where β∗ = (1 − η)(1 − β) + η(1 + β) and 0 < η < 1. If η = 1
2
, then β∗ = 1 and
Tr f : Bp1,par(Ω×R) −→ Bp1− 1
p
,par
(∂Ω×R) is bounded, which completes the proof of
Case 3, and the boundedness of the trace operator on parabolic Besov spaces. ¤
In the last part of this section we turn our attention to the mapping properties
of the trace operator on parabolic Besov spaces with built-in initial conditions.
Theorem 7.1.2. Let Ω be a bounded Lipschitz domain in Rn, 0 < T < ∞, and
1 < p ≤ ∞, (α, 1
p
) ∈ interior of OLPQR in the following diagram.
1
p
αO(0, 0) (1, 0) (2, 0)
(0, 1)
(0, 1
2
)
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¡
¡
¡
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¡
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!!
!!
!!
!
L(1, 1) P (2, 1)
Q(3
2
− ε, 1
2
− ε)
R(ε, 0)
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Then the trace operator defined in (7.1.1) extends to
(a) Tr : 0B
p
α,par(Ω×(0, T )) −→ 0Bpα− 1
p
,par
(∂Ω×(0, T ))
and
(b) Tr : 0Bpα,par(Ω×(0, T )) −→ 0Bpα− 1
p
,par
(∂Ω×(0, T ))
as a bounded operator.
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Proof. (a) First observe that for the range of indices considered, based on Theo-
rems 3.1.19 (ii) and 3.1.20, we have the equivalence
0B
p
α,par(Ω× (0, T )) = ¤Bpα,par(Ω× (0, T )).
This is why letting f ∈ 0Bpα,par(Ω × (0, T )), by Definition 3.1.15, amounts to the
existence of F ∈ Bpα,par(Ω × R) such that F |Ω×(0,T ) = f and suppF ⊆ Ω × [0,∞).
Now we can apply Theorem 7.1.1, which yields
TrF ∈ Bp
α− 1
p
,par
(Ω× R). (7.1.12)
Also, it is not hard to see that
(TrF )|∂Ω×(0,T ) = Tr
(
F |Ω×(0,T )
)
= Tr f,
supp(TrF ) ⊆ ∂Ω× [0,∞).
(7.1.13)
In view of Definition 3.2.2, (7.1.12) and 7.1.13) ultimately imply that
TrF ∈ 0Bpα− 1
p
,par
(∂Ω× (0, T )).
Part (b) of the theorem is proved in a similar fashion, using the same ingredients. ¤
Theorem 7.1.3. Let Ω be a bounded Lipschitz domain in Rn, 0 < T < ∞, and
1 < p ≤ ∞, α > 0 such that the pair (α − 1
p
, 1
p
) ∈ interior of OABCDE in the
following diagram.
468
1
p
αO(0, 0) (1, 0)
(0, 1)
(0, 1
2
)
666
---
E(ε, 0)
A(0, 1+ε
2
)
D(1, 1−ε
2
)
B(1− ε,1)
C(1, 1)
!!
!!
!!
!!
!!
!!
!!
!!
!!
!!
!!
!!
!!
!!
Note that, automatically, 1
p
< α < 1 + 1
p
. Then the trace operator
Tr : 0B
p
α,par(Ω× (0, T )) −→ 0Bpα− 1
p
,par
(∂Ω× (0, T ))
has a linear, continuous right-inverse.
Proof. Let us consider f ∈ 0Bpα− 1
p
,par
(∂Ω × (0, T )) and F := D
[(
1
2
I +K
)−1
f
]
.
It is meaningful to talk about the inverse of the boundary operator 1
2
I +K, since,
according to (6.2.77), this operator is invertible on 0B
p
α− 1
p
,par
(∂Ω × (0, T )) as long
as (α − 1
p
, 1
p
) ∈ interior of OABCDE. Using the mapping properties of the caloric
double layer potential (Theorem 4.2.11), we get that F belongs to the Besov space
0B
p
α,par(Ω× (0, T )), as desired.
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On the other hand, by Theorem 4.17 (2) of [Bro2],
TrF =
(
1
2
I +K
)[(
1
2
I +K
)−1
f
]
= f,
which completes the proof of the theorem. ¤
Theorem 7.1.4. Let Ω be a bounded Lipschitz domain in Rn, 0 < T < ∞, and
1 < p ≤ ∞, α > 0 such that the pair (α− 1
p
, 1
p
) ∈ interior of OABCDE. Note that,
automatically, 1
p
< α < 1 + 1
p
. Then the trace operator
Tr : 0Bpα,par(Ω× (0, T )) −→ 0Bpα− 1
p
,par
(∂Ω× (0, T ))
has a linear, continuous right-inverse.
Proof. Consider the reflection operator in time defined by Rf(x, t) := f(x, T − t) for
(x, t) ∈ Rn × (0, T ), and let
F := R
[
D
((
1
2
I +K
)−1
Rf
)]
,
where f ∈ 0Bp
α− 1
p
,par
(∂Ω × (0, T )). Then Rf ∈ 0Bpα− 1
p
,par
(∂Ω × (0, T )), and by the
invertibility of the operator 1
2
I +K (cf. (6.2.77)),(
1
2
I +K
)−1
Rf ∈ 0Bpα− 1
p
,par
(∂Ω× (0, T )).
Moreover, according to the mapping properties of the caloric double layer potential
(see Theorem 4.2.11), we have that
D
((
1
2
I +K
)−1
Rf
)
∈ 0Bpα,par(Ω× (0, T )).
Finally,
F = R
[
D
((
1
2
I +K
)−1
Rf
)]
∈ 0Bpα,par(Ω× (0, T )),
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which is what we wanted to show. On the other hand, using the fact that the
boundary trace of the double layer potential operator is 1
2
I +K (by Theorem 4.17
of [Bro2]), we arrive at
TrF = R
{
Tr
[
D
((
1
2
I +K
)−1
Rf
)]}
= R
[(
1
2
I +K
)(
1
2
I +K
)−1
Rf
]
= f.
This finishes the proof of the theorem. ¤
7.2 The normal derivative
In this section we give the definition of the normal derivative of a function that
has low regularity. Proir to do so, we need some preliminary results.
Theorem 7.2.1. Consider a Lipschitz domain Ω ⊆ Rn, 0 < T < ∞, and indices
1 < p <∞, α ∈ R \ {0, 2}. Then the heat and the adjoint heat operators
∂t ±∆ : 0Bpα,par(Ω× (0, T )) −→ 0Bpα−2,par(Ω× (0, T )),
∂t ±∆ : 0Bpα,par(Ω× (0, T )) −→ 0Bpα−2,par(Ω× (0, T ))
are bounded.
Proof. First, let us suppose that f ∈ 0Bpα,par(Ω × (0, T )). Then, according to
Definition 3.1.5 (a), (c), and Remark 3.1.6 (since the smoothness α may be positive
or negative), there exists F ∈ Bpα,par(Rn×R) with support in Rn× [0,∞), such that
F |Ω×(−∞,T ) = f . Now, from the mapping properties of the differential operators with
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respect to time and space (Theorem 2.1.16),
∂tF,∆F ∈ Bpα−2,par(Rn × R).
Also, differentiation does not change the support condition of F , and
((∂t −∆)F ) |Ω×(−∞,T ) = (∂t −∆)
(
F |Ω×(−∞,T )
)
= (∂t −∆)f.
Therefore, we may conclude that
(∂t −∆)f ∈ 0Bpα−2,par(Ω× (0, T ),
with appropriate norm estimates. A similar argument yields the second mapping
property in the theorem. ¤
Before we start the presentation about the normal derivative, we state and prove
a lemma of independent interest, which will be needed in our further discussion.
Lemma 7.2.2. Let (Ω, µ) be a measure space, E a separable metric space, and
1 < p < ∞. Then for any f ∈ Lp(Ω, E∗) there exists a linear functional Λf from(
Lp
′
(Ω, E)
)∗
, associated with f , such that the correspondence f 7→ Λf is one-to-one.
Proof. Let us consider f from Lp(Ω, E∗) and define
〈Λf , g〉 =
∫
Ω
〈f(x), g(x)〉E∗,E dµ(x) for g ∈ Lp′(Ω, E).
Then
|〈Λf , g〉| ≤
∫
Ω
‖f(x)‖E∗‖g(x)‖E dµ(x)
≤ ‖f‖Lp(Ω,E∗)‖g‖Lp′ (Ω,E) <∞,
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hence the operator
Lp(Ω, E∗) 3 f 7−→ Λf ∈ (Lp′(Ω, E))∗
is well-defined, linear and bounded. To show that this operator is one-to-one, we
consider f ∈ Lp(Ω, E∗) with Λf = 0, and show that f(x) = 0 for x ∈ E∗. For this,
let us fix e ∈ E and define fe : Ω→ R by fe(x) = 〈f(x), e〉. For a subset A of Ω,
0 = 〈Λf , χAe〉 =
∫
Ω
〈f(x), χA〉dµ(x) =
∫
A
〈f(x), e〉dµ(x) =
∫
A
fe(x) dµ(x),
hence there exists Se ⊆ Ω with µ(Se) = 0 such that fe(x) = 0 for every x ∈ Ω \ Se.
Since E is separable, there is a sequence (ej)j∈N ⊆ E dense in E. Denote ∪∞j=1Sej
by S. Then S ⊆ Ω, µ(S) = 0, and for every x ∈ Ω \ S, fej(x) = 0, therefore
〈f(x), ej〉 = 0 for every j ∈ N and x ∈ Ω \ S. Using the fact that (ej)j∈N is dense in
E, we can conclude that f = 0 in E∗. ¤
Note. In Lemma 7.2.2 with the extra assumptions that µ is a finite measure
and that E∗ is separable, we can conclude that Lp(Ω, E∗) = (Lp
′
(Ω, E))∗, according
to [DiUh], IV.1.
Definition 7.2.3. Given a bounded Lipschitz domain Ω ⊆ Rn, 0 < T < ∞, and
1 < p <∞, 0 < α < 1, let us introduce the space
0Bpα :=
{
(u,w) ∈ 0Bp1−α+1/p,par(Ω× (0, T ))⊕ zBp−1−α+1/p,par(Ω× (0, T )) :
(∂t−∆)u = w|Ω×(0,T )
}
.
Define
∂ν : 0Bpα −→ 0Bp−α,par(∂Ω× (0, T )) =
(
0Bp
′
α,par(∂Ω× (0, T ))
)∗
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by
〈∂ν(u,w), f〉 :=
{ 〈∇u,∇F 〉 − 〈w,F 〉+ 〈∂tu, F 〉, if 0 < α + 1p < 1,
〈∇u,∇F 〉 − 〈w,F 〉 − 〈u, ∂tF 〉, if α + 1p > 1.
(7.2.14)
Note that since f ∈ 0Bp′α,par(∂Ω × (0, T )), by Theorem 7.1.4, hence for (α, 1p′ ) ∈
interior of OABCDE, there exists F from 0Bp
′
α+1/p′,par(Ω×(0, T )) such that TrF = f .
Also,
‖∂ν(u,w)‖0Bp−α,par(∂Ω×(0,T )) ≤ c(‖u‖0Bp1−α+1/p,par(Ω×(0,T )) + ‖w‖zBp−1−α+1/p,par(Ω×(0,T ))).
(7.2.15)
Remark 7.2.4. In order to show that ∂ν(u,w) exists for α +
1
p
= 1 as well, it is
enough to show that 0Bpα is a complex interpolation scale. Applying Lemma 1.2.33
with Xi = 0B
pi
1−α+i+1/pi,par(Ω × (0, T )) ⊕ zB
pi
−1−αi+1/pi,par(Ω × (0, T )), Yi = {0},
D = (∂t − ∆)u − w|Ω×(0,T ) and G = (Πpar(·)|Ω×(0,T ), 0), where Πpar is the caloric
Newtonian potential (see Section 7.3), we obtain that[
0Bp0α0 ,0 Bp1α1
]
θ
=
{
(u,w) ∈ 0Bp1−α+1/p,par(Ω× (0, T ))⊕ zBp−1−α+1/p,par(Ω× (0, T )) : D(u,w) = 0
}
= 0Bpα,
where 0 < θ < 1, 1
p
= 1−θ
p0
+ θ
p1
and α = (1 − θ)α0 + θα1. Here we were using the
facts that, for the given range of indices, the spaces 0B
p
1−α+1/p,par(Ω × (0, T )) and
zB
p
−1−α+1/p,par(Ω× (0, T )) are complex interpolation scales (see Theorems 3.4.10 and
3.4.11).
Remark 7.2.5. For every u ∈ 0Bp1−α+1/p,par(Ω× (0, T )) there exists w that belongs
to zB
p
−1−α+1/p,par(Ω× (0, T )) such that the pair (u,w) ∈ 0Bpα.
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Indeed, take w = Ext((∂t −∆)u). Observe that, by Theorem 7.2.1 and a duality
result of spaces with built-in initial conditions (Corollary 3.1.14), for 1/p+1/p′ = 1,
(∂t −∆)u ∈ 0Bp−1−α+1/p,par(Ω× (0, T )) =
(
zBp
′
α+1/p′,par(Ω× (0, T ))
)∗
.
Since zBp
′
α+1/p′,par(Ω× (0, T )) is a closed subspace of 0Bp
′
α+1/p′,par(Ω× (0, T )), by the
Hahn-Banach theorem, there exists an extension of the functional (∂t −∆)u, i.e.
w = Ext((∂t −∆)u) ∈
(
0Bp
′
α+1/p′,par(Ω× (0, T ))
)∗
= zB
p
−1−α+1/p,par(Ω× (0, T )),
where we have also used Theorem 3.1.11.
Definition 7.2.6. Given a bounded Lipschitz domain Ω ⊆ Rn, 0 < T < ∞, and
1 < p <∞, 0 < α < 1, let us introduce the space
0Bpα :=
{
(u,w) ∈ 0Bp1−α+1/p,par(Ω× (0, T ))⊕ zBp−1−α+1/p,par(Ω× (0, T )) :
(∂t+∆)u = w|Ω×(0,T )
}
.
Define
∂ν :
0Bpα −→ 0Bp−α,par(∂Ω× (0, T )) =
(
0B
p′
α,par(∂Ω× (0, T ))
)∗
by
〈∂ν(u,w), f〉 :=
{ 〈∇u,∇F 〉+ 〈w,F 〉 − 〈∂tu, F 〉, if 0 < α + 1p < 1,
〈∇u,∇F 〉+ 〈w,F 〉+ 〈u, ∂tF 〉, if α+ 1p > 1.
(7.2.16)
Note that since f ∈ 0Bp′α,par(∂Ω × (0, T )), by Theorem 7.1.3, hence for (α, 1p′ ) ∈
interior of OABCDE, there exists F from 0B
p′
α+1/p′,par(Ω×(0, T )) such that TrF = f .
Also,
‖∂ν(u,w)‖0Bp−α,par(∂Ω×(0,T )) ≤ c(‖u‖0Bp1−α+1/p,par(Ω×(0,T )) + ‖w‖zBp−1−α+1/p,par(Ω×(0,T ))).
(7.2.17)
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Remark 7.2.7. In order to show that ∂ν(u,w) exists for α +
1
p
= 1 as well, it is
enough to show that 0Bpα is a complex interpolation scale. Applying Lemma 1.2.33
with Xi =
0Bpi1−α+i+1/pi,par(Ω × (0, T )) ⊕ zB
pi
−1−αi+1/pi,par(Ω × (0, T )), Yi = {0},
D = (∂t + ∆)u − w|Ω×(0,T ) and G = (Πbpar(·)|Ω×(0,T ), 0), where Πbpar is the adjoint
caloric Newtonian potential (see Section 7.3), we obtain that[
0Bp0α0 ,0 Bp1α1
]
θ
=
{
(u,w) ∈ 0Bp1−α+1/p,par(Ω× (0, T ))⊕ zBp−1−α+1/p,par(Ω× (0, T )) : D(u,w) = 0
}
= 0Bpα,
where 0 < θ < 1, 1
p
= 1−θ
p0
+ θ
p1
and α = (1 − θ)α0 + θα1. Here we were using the
facts that, for the given range of indices, the spaces 0Bp1−α+1/p,par(Ω × (0, T )) and
zBp−1−α+1/p,par(Ω× (0, T )) are complex interpolation scales (see Theorems 3.4.10 and
3.4.11).
Remark 7.2.8. For every u ∈ 0Bp1−α+1/p,par(Ω× (0, T )) there exists w that belongs
to zBp−1−α+1/p,par(Ω× (0, T )) such that the pair (u,w) ∈ oBpα.
Indeed, take w = Ext((∂t +∆)u). Observe that, by Theorem 7.2.1 and a duality
result of spaces with built-in initial conditions (Corollary 3.1.12), for 1/p+1/p′ = 1,
(∂t +∆)u ∈ 0Bp−1−α+1/p,par(Ω× (0, T )) =
(
zB
p′
α+1/p′,par(Ω× (0, T ))
)∗
.
Since zB
p′
α+1/p′,par(Ω× (0, T )) is a closed subspace of 0Bp
′
α+1/p′,par(Ω× (0, T )), by the
Hahn-Banach theorem, there exists an extension of the functional (∂t +∆)u, i.e.
w = Ext((∂t +∆)u) ∈
(
0B
p′
α+1/p′,par(Ω× (0, T ))
)∗
= zBp−1−α+1/p,par(Ω× (0, T )),
where we have also used Theorem 3.1.13.
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In what follows we will show that all duality pairings in (7.2.14) are well-defined.
The same argument can be applied to show that the duality pairings in (7.2.16) are
meaningful, as well, or one could use the properties of the reflection operator in time.
In preparation, we need an intermediate result.
Theorem 7.2.9. Consider a Lipschitz domain Ω in Rn, 0 < T <∞ and indices p,
α such that 1 < p <∞, −1 + 1
p
< α < 1
p
. Then
0B
p
α,par(Ω× (0, T )) = zBpα,par(Ω× (0, T )) (7.2.18)
and
0Bpα,par(Ω× (0, T )) = zBpα,par(Ω× (0, T )). (7.2.19)
Proof. The ingredients in the proof of (7.2.18) and (7.2.19) are the same, here we
show only (7.2.18). Note that in order to prove (7.2.18), it is enough to show that
(7.2.18) holds for a smaller range of indices, namely 0 < α < 1
p
.
Otherwise, if −1 + 1
p
< α < 0, by Theorem 3.1.13 and Corollary 3.1.14,
((
0B
p
α,par(Ω× (0, T ))
)∗)∗
=
(
zBp
′
−α,par(Ω× (0, T ))
)∗
= 0B
p
α,par(Ω×(0, T )). (7.2.20)
Also, from Corollary 3.1.12 and Theorem 3.1.11,
((
zB
p
α,par(Ω× (0, T ))
)∗)∗
=
(
0Bp
′
−α,par(Ω× (0, T ))
)∗
= zB
p
α,par(Ω×(0, T )). (7.2.21)
Comparing (7.2.20) and (7.2.21), their second term are equal to each other, due to
(7.2.19) for the case when 0 < −α < 1
p′ = 1− 1p . Hence, (7.2.18) holds for the range
−1 + 1
p
< α < 0.
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We now turn our attention to the case 0 < α < 1
p
. It is trivial, from the definition
of the spaces involved, that the right-to-left inclusion holds. Suppose f belongs to
the left-hand side of (7.2.18). By definition, there exists F ∈ Bpα,par(Rn × R) such
that F |Ω×(0,T ) = f and suppF ⊆ Rn × [0,∞). Let us introduce
G := FχO, where O := [Ω× (0, T )] ∪ [Rn × (T,∞)].
Then it is not hard to see that
suppG ⊆ [Ω× [0,∞)] ∪ [Rn × [T,∞)] ,
G|Rn×(−∞,T ) = F |Ω×(0,T ) = f.
(7.2.22)
Moreover, we have the following sequences of inequalities.∫
Rn
‖(FχO)(x, ·)‖pBp
α/2
(R)dx ≤
∫
Ω
‖F (x, ·)‖p
Bp
α/2
(R)dx+
∫
Rn\Ω
‖F (x, ·)‖p
Bp
α/2
(R)dx
≤
∫
Rn
‖F (x, ·)‖p
Bp
α/2
(R)dx <∞,
(7.2.23)
since F ∈ Bpα,par(Rn × R). On the other hand,∫
R
‖(FχO)(·, t)‖pBpα(Rn)dt =
∫ T
0
‖(FχO)(·, t)‖pBpα(Rn)dt+
∫ ∞
T
‖(FχO)(·, t)‖pBpα(Rn)dt
≤
∫ T
0
‖F (·, t)‖p
Bpα(Rn)dt+
∫ ∞
T
‖F (·, t)‖p
Bpα(Rn)dt
≤
∫
R
‖F (·, t)‖p
Bpα(Rn)dt <∞,
(7.2.24)
since F ∈ Bpα,par(Rn×R). All in all, (7.2.23) and 7.2.24), along with Fubini’s property,
imply that
G ∈ Bpα,par(Rn × R). (7.2.25)
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Finally, (7.2.22) and (7.2.25) yield the desired conclusion, i.e. that f belongs to the
space zB
p
α,par(Ω× (0, T )). ¤
Returning to the duality parings, note that 〈∂ν(u,w), f〉 is well-defined.
The pairing 〈∇u,∇F 〉.
Since F ∈ 0Bp′
α+ 1
p′ ,par
(Ω× (0, T )), as in Theorem 7.2.1, we can show that
∇F ∈ 0Bp′
α+ 1
p′−1,par
(Ω× (0, T )). (7.2.26)
Similarly, for u ∈ 0Bp1−α+1/p,par(Ω× (0, T )) we have
∇u ∈ 0Bp−α+1/p,par(Ω×(0, T )) = zBp−α+1/p,par(Ω×(0, T )) =
(
0Bp
′
α−1/p,par(Ω× (0, T ))
)∗
,
(7.2.27)
which can be seen from Theorems 7.2.9 and 3.1.11. Now we may conlude from
(7.2.26) and (7.2.27) that the pairing 〈∇u,∇F 〉 is meaningful.
The pairing 〈Ext((∂t −∆)u), F 〉.
We have seen earlier (in Definition 7.2.3), that
Ext((∂t −∆)u) ∈
(
0Bp
′
α+ 1
p′ ,par
(Ω× (0, T ))
)∗
.
Since F ∈ 0Bp′
α+ 1
p′ ,par
(Ω× (0, T )), the pairing 〈Ext((∂t −∆)u), F 〉 is well-defined.
The pairing 〈∂tu, F 〉 in the case when α+ 1p < 1.
Due to the fact that
u ∈ 0Bp1−α+ 1
p
,par
(Ω× (0, T )) ↪→ Bp
1−α+ 1
p
,par
(Ω× (0, T ))
and Fubini’s property,
u ∈ Lp
(
Ω;Bp
(1−α+ 1
p
)/2
(0, T )
)
. (7.2.28)
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Since it is clear that for any intrval I in R and any α ∈ R, 0 < p, q ≤ ∞, the operator
∂t : B
p,q
α (I) −→ Bp,qα−1(I) (7.2.29)
is bounded, (7.2.28) further implies that
∂tu ∈ Lp
(
Ω;Bp
(−1−α+ 1
p
)/2
(0, T )
)
. (7.2.30)
One may also use Proposition 2.18 from [JeKe] to conclude (7.2.30) from (7.2.28).
Going further, based on (43) and (41) of [Tri5], the space Bp
(−1−α+ 1
p
)/2
(0, T ) can
be identified with
(
Bp
′
(1+α− 1
p
)/2
(0, T )
)∗
provided −1 < α + 1
p
< 1. Finally, using the
abstract result described in Lemma 7.2.2,
∂tu ∈
[
Lp
′
(
Ω;Bp
′
(α+ 1
p′ )/2
(0, T )
)]∗
. (7.2.31)
On the other hand,
F ∈ 0Bp′
α+ 1
p′ ,par
(Ω× (0, T )) ↪→ Bp′
α+ 1
p′ ,par
(Ω× (0, T )),
and by Fubini’s property,
F ∈ Lp′
(
Ω;Bp
′
(α+ 1
p′ )/2
(0, T )
)
. (7.2.32)
Finally, from (7.2.31) and (7.2.32) we can see that 〈∂tu, F 〉 is meaningful for α+ 1p < 1.
The pairing 〈u, ∂tF 〉 in the case when α+ 1p > 1.
Similar to the previous case,
u ∈ Lp
(
Ω;Bp
(1−α+ 1
p
)/2
(0, T )
)
,
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or, equivalently, by (43) and (41) of [Tri5], if 1 < α + 1
p
< 3,
u ∈ Lp
(
Ω;
(
Bp
′
(−1+α− 1
p
)/2
(0, T )
)∗)
.
According to the abstract result stated in Lemma 7.2.2, this further implies that
u ∈
[
Lp
′
(
Ω;Bp
′
(−1+α− 1
p
)/2
(0, T )
)]∗
if 1 < α +
1
p
< 3. (7.2.33)
On the other hand, in view of (7.2.29), the membership property (7.2.32) of F from
the previous case yields
∂tF ∈ Lp′
(
Ω;Bp
′
(α+ 1
p′−2)/2
(0, T )
)
. (7.2.34)
From (7.2.33) and (7.2.34) we may conclude that the pairing 〈u, ∂tF 〉 is well-defined
for α+ 1
p
> 1.
In order to show that the definition of 〈∂ν(u,w), f〉 (in Definition 7.2.3) does not
depend on the particular extension F of f , we need the following proposition.
Proposition 7.2.10. For a bounded Lipschitz domain Ω ⊆ Rn, 0 < T < ∞, and
1 < p <∞, 1
p
< α < 1 + 1
p
, we have
{
u ∈ 0Bpα,par(Ω× (0, T )) : Tru = 0
}
= zB
p
α,par(Ω× (0, T )). (7.2.35)
Proof. The right-to-left inclusion in (7.2.35) naturally holds. Assume u belongs
to 0B
p
α,par(Ω × (0, T )) with Tru = 0. Then, by definition, u = U |Ω×(0,T ), where
U ∈ Bpα,par(Rn × R) with support included in Rn × [0,∞). Let us introduce
W := U |Rn×(−∞,T )
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and
F := WχΩ×(−∞,T ).
Then W ∈ Bpα,par(Rn× (−∞, T )) with suppW ⊆ Rn× [0,∞), and we will show that
F also belongs to the space Bpα,par(Rn × (−∞, T )). First, observe that∫
Rn
‖F (x, ·)‖p
Bp
α/2
(−∞,T )dx =
∫
Ω
‖W (x, ·)‖p
Bp
α/2
(−∞,T )dx
≤
∫
Rn
‖W (x, ·)‖p
Bp
α/2
(−∞,T )dx <∞,
(7.2.36)
since W ∈ Lp(Rn;Bpα/2(−∞, T )). On the other hand,∫ T
−∞
‖F (·, t)‖p
Bpα(Rn)dt =
∫ T
−∞
‖(WχΩ)(·, t)‖pBpα(Rn)dt <∞. (7.2.37)
An explanation is in order here. If we denote by W˜χΩ the extension of WχΩ by 0
outside Ω, i.e.
W˜χΩ(·, t) =
{
WχΩ(·, t) in Ω+,
0 in Ω−,
then, since WχΩ(·, t) ∈ Bpα(Ω+) for almost every t ∈ (−∞, T ), and TrW (·, t) =
TrU(·, t) = Tru = 0 on ∂Ω, based on Lemma 3.1.17 we obtain that
WχΩ(·, t) ∈ Bpα(Rn) for almost every t ∈ (−∞, T ).
On account of the Fubini property, (7.2.36) and (7.2.37), we may conclude that
F ∈ Bpα,par(Rn × (−∞, T )).
Hence, there exists G ∈ Bpα,par(Rn ×R) such that G|Rn×(−∞,T ) = F . Moreover, since
the support of F is included in Ω× [0, T ),
supp ⊆ [Ω× [0,∞)] ∪ [Rn × [T,∞)] ,
G|Ω×(0,T ) = F |Ω×(0,T ) = W |Ω×(0,T ) = U |Ω×(0,T ) = u,
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which amounts to
F ∈ zBpα,par(Ω× (0, T )).
Finally, with the contribution of the facts that F , W and U coincide on Ω× [0, T ),
and U |Ω×(0,T ) = u, we may deduce that u ∈ zBpα,par(Ω× (0, T )). ¤
In a similar manner, or using the reflection operator in time, given by Rf(x, t) =
f(x, T − t) for (x, t) ∈ Rn ×R, we can show the proper analogue of the above result
for opposite initial conditions, formulated in the following proposition.
Proposition 7.2.11. For a bounded Lipschitz domain Ω ⊆ Rn, 0 < T < ∞, and
1 < p <∞, 1
p
< α < 1 + 1
p
, we have
{
u ∈ 0Bpα,par(Ω× (0, T )) : Tru = 0
}
= zBpα,par(Ω× (0, T )). (7.2.38)
Now we are ready to show that the definition of 〈∂ν(u,w), f〉 is independent of
the particular choice of F .
Let F1, F2 ∈ 0Bp′α+ 1
p′ ,par
(Ω × (0, T )) such that TrF1 = TrF2 = f and set F :=
F1 − F2. Then TrF = 0, and Proposition 7.2.11 implies that
F ∈ zBp′
α+ 1
p′ ,par
(Ω× (0, T )), (7.2.39)
provided 1
p′ < α +
1
p′ < 1 +
1
p′ , which, naturally, holds for any 0 < α < 1.
Recall from Definition 7.2.3 and Remark 7.2.5 that w = Ext((∂t −∆)u), where
(∂t −∆)u ∈
(
zBp
′
α+1/p′,par(Ω× (0, T ))
)∗
.
In view of (7.2.39), the extension of the linear functional (∂t −∆)u agrees with the
functional itself, and the pairing 〈w,F 〉 in (7.2.14) can be expressed as 〈(∂t−∆)u, F 〉.
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Hence
〈∇u,∇F 〉 − 〈(∂t −∆)u, F 〉+ 〈∂tu, F 〉 = 〈∇u,∇F 〉+ 〈∆u, F 〉 = 0. (7.2.40)
The integration by parts in the last step of (7.2.40) is justified by taking dense
subclasses of the function spaces involved. In a similar way we show that
〈∇u,∇F 〉 − 〈(∂t −∆)u, F 〉 − 〈u, ∂tF 〉 = 0,
consequently, the definition of 〈∂ν(u,w), f〉 in (7.2.14) does not dependent of the
extension F of f .
Analogously, the definition of 〈∂ν(u,w), f〉 in (7.2.16) is independent of the par-
ticular extension F of f .
7.3 The caloric Newtonian potential
The purpose of this section is to introduce and study the parabolic Newtonian
potential operator and its adjoint operator. We begin with a definition.
Definition 7.3.1. The caloric Newtonian potential Πpar : E ′(Rn×R)→ D′(Rn×R)
is defined as
(Πparf)(x, t) :=
∫
Rn×R
E(x− y, t− s)f(y, s) dy ds,
where E stands for the fundamental solution of the heat operator.
Proposition 7.3.2. For ϕ, ψ ∈ C∞c (Rn × R) the operators
ϕΠpar ψ : L
p(Rn × R) −→ Lp(Rn × R) (7.3.41)
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and
ϕ∇Πpar ψ : Lp(Rn × R) −→ Lp(Rn × R) (7.3.42)
are bounded for 1 < p <∞.
Proof. Assume suppϕ ⊆ K1 × I1 and suppψ ⊆ K2 × I2, where K1, K2 are compact
subsets of Rn, and I1, I2 are compact intervals in R. The proof relies on Schur’s
Lemma (cf., e.g., Proposition 5.1 on p. 488 in Vol. I of [Tay]), hence, for (7.3.41) and
(7.3.42) to hold, it is enough to show the following:
sup
(x,t)∈K1×I1
∫
K2×I1
|ϕ(x, t)| |E(x− y, t− s)| |ψ(y, s)| dy ds <∞, (7.3.43)
sup
(y,s)∈K2×I2
∫
K1×I1
|ϕ(x, t)| |E(x− y, t− s)| |ψ(y, s)| dx dt <∞, (7.3.44)
sup
(x,t)∈K1×I1
∫
K2×I1
|ϕ(x, t)| |∇E(x− y, t− s)| |ψ(y, s)| dy ds <∞ (7.3.45)
and
sup
(y,s)∈K2×I2
∫
K1×I1
|ϕ(x, t)| |∇E(x− y, t− s)| |ψ(y, s)| dx dt <∞. (7.3.46)
After obtaining an upper bound of the absolute value of the fundamental solution
(see (1.2.13)), we make the change of variables x − y = z ∈ some compact K ⊂ Rn
and t− s = r2, where r is in a compact interval I ⊂ R. Then we obtain that∫
K2×I2
|E(x− y, t− s)| dy ds ≤ c
∫
K2×I2
1
(|x− y|+ |t− s|1/2)n dy ds
≤ c
∫
K×I
|r|
(|z|+ |r|)n dz dr ≤ c
∫
|z|<c,|r|<c
(z,r)∈Rn×R
1
(|z|+ |r|)n−1 dz dr
≤ c <∞.
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The same argument yields (7.3.44). As far as (7.3.45) is concerned, reasonong in a
similar fashion, we obtain that∫
K2×I2
|∇E(x− y, t− s)| dy ds ≤ c
∫
K2×I2
1
(|x− y|+ |t− s|1/2)n+1 dy ds
≤ c
∫
K×I
|r|
(|z|+ |r|)n+1 dz dr ≤ c
∫
|z|<c,|r|<c
(z,r)∈Rn×R
1
(|z|+ |r|)n dz dr
≤ c <∞.
Since (7.3.46) is handled in the same way as (7.3.45), the proof of the proposition is
finished. ¤
Another important property of the caloric Newtonian potential is given in the
following proposition.
Proposition 7.3.3. For 1 < p <∞ the operator
∇2Πpar : Lp(Rn × R) −→ Lp(Rn × R) (7.3.47)
is bounded.
Proof. According to Theorem 4.7 from [BrCe] (or [CoGu], [CoWe1]), for (7.3.47) to
hold, it is enough to show that
(a) ∇2Πpar : L2(Rn × R) −→ L2(Rn × R) is bounded;
(b) The kernel k((x, t), (y, s)) of ∇2Πpar satisfies the following condition:
For a fixed (x0, t0) ∈ Rn × R and r > 0, there exist c, β > 0,M > 1
such that, for any (x, t) ∈ Br(x0, t0) and (y, s) /∈ BMr(x0, t0),
|k((x0, t0), (y, s))− k((x, t), (y, s))| ≤ c
‖(x0, t0)− (x, t)‖βpar
‖(x0, t0)− (y, s)‖n+2+βpar
;
(7.3.48)
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(c) The kernel of (∇2Πpar)∗ satisfies (7.3.48).
Proof of (a). If we set
Tjkf(x, t) := p.v.
∫
Rn×R
(∂j∂kE)(x− y, t− s)f(y, s) dy ds
for j, k = 1, . . . , n, then evaluating the Fourier transform of the fundamental solution
E of the heat operator, we obtain that, for (ξ, τ) ∈ Rn × R,
F(Tjkf)(ξ, τ) = ξjξk F(E ∗ f)(ξ, τ)
= ξjξk (FE)(ξ, τ) (Ff)(ξ, τ)
= m(ξ, τ) (Ff)(ξ, τ),
where m(ξ, τ) :=
ξjξk
|ξ|2+iτ . Since |m(ξ, τ)| ≤ 1, from Plancherel’s theorem it follows
that
Tjk : L
2(Rn × R) −→ L2(Rn × R)
is bounded.
Proof of (b). Note that the kernel of ∇2Πpar is k((x, t), (y, s)) = ∇2E(x − y, t − s).
For (x0, t0) ∈ Rn×R and r > 0 fixed, and (x, t) ∈ Br(x0, t0), (y, s) ∈ BMr(x0, t0) for
some M > 1, applying the Mean Value Theorem, we obtain the following:
|k((x0, t0), (y, s))− k((x, t), (y, s))|
≤
∫ 1
0
∣∣∣∣ ddθ [k ((1− θ)(x0, t0) + θ(x, t)− (y, s))]
∣∣∣∣ dθ
≤ c
∫ 1
0
|x− x0|
∣∣(∇3E) ((1− θ)(x0, t0) + θ(x, t)− (y, s))∣∣ dθ
+ c
∫ 1
0
|t− t0|
∣∣(∂time∇2E) ((1− θ)(x0, t0) + θ(x, t), (y, s))∣∣ dθ
=: I1 + I2.
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To estimate ∇3E and ∂time∇2E, note that (1.2.13) and geometrical considerations
imply that
I1 ≤ c |x− x0|
∫ 1
0
1
‖(1− θ)(x0, t0) + θ(x, t)− (y, s)‖n+3par
dθ
≤ c |x− x0|‖(x0, t0)− (y, s)‖n+3par
≤ c ‖(x0, t0)− (x, t)‖par‖(x0, t0)− (y, s)‖n+3par
,
(7.3.49)
and
I2 ≤ c |t− t0|
∫ 1
0
1
‖(1− θ)(x0, t0) + θ(x, t)− (y, s)‖n+4par
dθ
≤ c ‖(x0, t0)− (x, t)‖
2
par
‖(x0, t0)− (y, s)‖n+4par
≤ c ‖(x0, t0)− (x, t)‖par‖(x0, t0)− (y, s)‖n+3par
.
(7.3.50)
In the last inequality in (7.3.50) we have also used the fact that
‖(x0, t0)− (x, t)‖par ≤ r = 1
M
Mr ≤ 1
M
‖(x0, t0)− (y, s)‖par.
Consequently, (7.3.48) holds for β = 1 and any M > 1.
Proof of (c). Note that the kernel of the operator (∇2Πpar)∗ is
k∗((x, t), (y, s)) = ∇2yE(y − x, s− t).
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An analogous resoning to the previous case (b) yields
|k∗((x0, t0), (y, s))− k∗((x, t), (y, s))|
≤
∫ 1
0
∣∣∣∣ ddθ [k∗ ((1− θ)(x0, t0) + θ(x, t), (y, s))]
∣∣∣∣ dθ
≤ c
∫ 1
0
|x− x0|
∣∣(∇3E) ((y, s)− (1− θ)(x0, t0)− θ(x, t))∣∣ dθ
+ c
∫ 1
0
|t− t0|
∣∣(∂time∇2E) ((y, s)− (1− θ)(x0, t0)− θ(x, t))∣∣ dθ
≤ c |x− x0|
∫ 1
0
1
‖(y, s)− (1− θ)(x0, t0)− θ(x, t)‖n+3par
dθ
+ c |t− t0|
∫ 1
0
1
‖(y, s)− (1− θ)(x0, t0)− θ(x, t)‖n+4par
dθ.
From this point on one proceeds much as in the previous case, more precisely as in
(7.3.49) and (7.3.50), and obtains the desired conclusion, finishing the proof of the
proposition. ¤
The result of Proposition 7.3.3, where we replace the two spacial derivatives with
one time derivative, is given below.
Proposition 7.3.4. For 1 < p <∞ the operator
∂timeΠpar : L
p(Rn × R) −→ Lp(Rn × R) (7.3.51)
is bounded.
Proof. According to Theorem 4.7 from [BrCe] (or [CoGu], [CoWe1]), it is enough to
show that
(a) ∂timeΠpar : L
2(Rn × R) −→ L2(Rn × R) is bounded.
(b) The kernel k((x, t), (y, s)) of ∂timeΠpar satisfies (7.3.48).
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(c) The kernel of (∂timeΠpar)
∗ satisfies (7.3.48).
Proof of (a). For (x, t) ∈ Rn × R let us introduce
(Tf)(x, t) := p.v.
∫
Rn×R
(∂timeE)(x− y, t− s) f(y, s) dy ds.
Evaluating the Fourier transform of the fundamental solution E, we obtain that, for
(ξ, τ) ∈ Rn × R,
F(Tf)(ξ, τ) = τ F(E ∗ f)(ξ, τ)
= q(ξ, τ)Ff(ξ, τ),
where q(ξ, τ) := τ|ξ|2+iτ . Since |q(ξ, τ)| ≤ 1, by Plancherel’s theorem, we conclude
that
∂timeΠpar : L
2(Rn × R) −→ L2(Rn × R)
is bounded.
Proof of (b). Note that the kernel k((x, t), (y, s)) of the oprator ∂timeΠpar is
k((x, t), (y, s)) = ∂timeE(x− y, t− s).
For (x0, t0) ∈ Rn×R and r > 0 fixed, and (x, t) ∈ Br(x0, t0), (y, s) ∈ BMr(x0, t0) for
some M > 1, applying the Mean Value Theorem, we obtain the following:
|k((x0, t0), (y, s))− k((x, t), (y, s))|
≤
∫ 1
0
∣∣∣∣ ddθ [k ((1− θ)(x0, t0) + θ(x, t)− (y, s))]
∣∣∣∣ dθ
≤ c
∫ 1
0
|x− x0| |(∇∂timeE) ((1− θ)(x0, t0) + θ(x, t)− (y, s))| dθ
+ c
∫ 1
0
|t− t0|
∣∣(∂2timeE) ((1− θ)(x0, t0) + θ(x, t), (y, s))∣∣ dθ
=: II1 + II2.
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To estimate ∇∂timeE and ∂2timeE, it is not hard to see that (1.2.13) and geometrical
considerations give
II1 ≤ c |x− x0|
∫ 1
0
1
‖(1− θ)(x0, t0) + θ(x, t)− (y, s)‖n+3par
dθ
≤ c |x− x0|‖(x0, t0)− (y, s)‖n+3par
≤ c ‖(x0, t0)− (x, t)‖par‖(x0, t0)− (y, s)‖n+3par
,
(7.3.52)
and
II2 ≤ c |t− t0|
∫ 1
0
1
‖(1− θ)(x0, t0) + θ(x, t)− (y, s)‖n+4par
dθ
≤ c ‖(x0, t0)− (x, t)‖
2
par
‖(x0, t0)− (y, s)‖n+4par
≤ c ‖(x0, t0)− (x, t)‖par‖(x0, t0)− (y, s)‖n+3par
.
(7.3.53)
In the last inequality in (7.3.53) we have also used the fact that
‖(x0, t0)− (x, t)‖par ≤ r = 1
M
Mr ≤ 1
M
‖(x0, t0)− (y, s)‖par.
Consequently, (7.3.48) holds for the kernel k((x, t), (y, s)) of ∂timeΠpar, and for β = 1
and any M > 1.
Proof of (c). Note that the kernel of the operator (∂timeΠpar)
∗ is
k∗((x, t), (y, s)) = ∂timeE(y − x, s− t).
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An analogous reasoning to the previous case (b) yields to
|k∗((x0, t0), (y, s))− k∗((x, t), (y, s))|
≤
∫ 1
0
∣∣∣∣ ddθ [k∗ ((1− θ)(x0, t0) + θ(x, t), (y, s))]
∣∣∣∣ dθ
≤ c
∫ 1
0
|x− x0| |(∇∂timeE) ((y, s)− (1− θ)(x0, t0)− θ(x, t))| dθ
+ c
∫ 1
0
|t− t0|
∣∣(∂2timeE) ((y, s)− (1− θ)(x0, t0)− θ(x, t))∣∣ dθ
≤ c |x− x0|
∫ 1
0
1
‖(y, s)− (1− θ)(x0, t0)− θ(x, t)‖n+3par
dθ
+ c |t− t0|
∫ 1
0
1
‖(y, s)− (1− θ)(x0, t0)− θ(x, t)‖n+4par
dθ.
From this point on one proceeds much as in the previous case, more precisely as in
(7.3.52) and (7.3.53), and obtains the desired conclusion. ¤
As a consequece of Propositions 7.3.2, 7.3.3 and 7.3.4 we obtain the following.
Theorem 7.3.5. For ϕ, ψ ∈ C∞c (Rn × R) and 1 < p <∞, the operator
ϕΠpar ψ : L
p(Rn × R) −→ Lp2,par(Rn × R) (7.3.54)
is bounded.
Proof. First observe that
∇2(ϕΠpar ψ) = ϕ (∇2Πpar)ψ + (∇2ϕ)Πparψ + (∇ϕ) · (∇Πparψ) (7.3.55)
and
∂time(ϕΠpar ψ) = ϕ(∂timeΠpar)ψ + (∂timeϕ)Πparψ. (7.3.56)
Applying Propositions 7.3.3 and 7.3.4 for the first term in the right-hand side of
(7.3.55) and (7.3.56), respectively, along with Proposition 7.3.2, we can conclude
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that
ϕΠpar ψ : L
p(Rn × R) −→ {f ∈ Lp(Rn × R) : ∂timef,∇f,∇2f ∈ Lp(Rn × R)},
which, in view of [Gru1] (A.1), is what we wanted to show. ¤
We next present the counterpart of the above discussion for the adjoint parabolic
Newtonian potential, starting with its definition.
Definition 7.3.6. For (x, t) ∈ Rn × R we introduce the adjoint caloric Newtonian
potential as
(Πbparf)(x, t) :=
∫
Rn×R
Eb(x− y, t− s) f(y, s) dy ds,
where Eb stands for the fundamental solution of the adjoint heat operator ∂t +∆.
In order to see how Eb is related to E, first, let us recall the definition of the
reflection operator in time R, i.e.
(Rf)(x, t) := f(x,−t) for (x, t) ∈ Rn × R. (7.3.57)
One can easily check the following properties of R:
R ◦R = I, R∗ = R,
∂tR = −R∂t, ∆R = R∆.
(7.3.58)
On account of Theorem 3.3.3 and Definition 3.3.1 from [Ho¨r], we have that
(∂t −∆)E = δ, (7.3.59)
where E is the fundamental solution of the heat operator, and δ represents the
Kronecker symbol. Rewriting (7.3.59), with the help of the properties of the reflection
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operator, we obtain that
R(R∂t −R∆)E = δ,
or, equivalently,
(∂t +∆)(−RE) = Rδ.
Note that for any test function ϕ ∈ S(Rn × R),
〈Rδ, ϕ〉 = 〈δ, Rϕ〉 = (Rϕ)(0, 0) = ϕ(0, 0) = 〈δ, ϕ〉.
Consequently,
(∂t +∆)(−RE) = δ,
hence
Eb(x, t) = (−RE)(x, t) = −E(x,−t)
is the fundamental solution of the adjoint heat operator ∂t +∆.
Some correlations between the parabolic Newtonian potential and its adjoint is
formulated in the following three results.
Lemma 7.3.7. For the caloric Newtonian potential Πpar and the adjoint caloric
Newtonian potential Πbpar, we have
Πbpar = −RΠparR (7.3.60)
and
Πpar = −RΠbparR, (7.3.61)
where R is the reflection operator defined in (7.3.57).
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Proof. First, note that, for (x, t) ∈ Rn × R,
(Πbparf)(x, t) = −
∫
Rn×R
E(x− y, s− t) f(y, s) dy ds.
Moreover,
(RΠbparf)(x, t) = −
∫
Rn×R
E(x− y, s+ t) f(y, s) dy ds.
Making the change in variables s = −r ∈ R yields
(RΠbparf)(x, t) = −
∫
Rn×R
E(x− y, t− r) f(y,−r) dy dr
= (−ΠparRf)(x, t),
which further implies (7.3.60). Once this is established, (7.3.61) follows from (7.3.60)
via composition with R from the left and from the right, using the fact that R ◦ R
is the identity operator. ¤
Lemma 7.3.8. One has the following:
(Πbpar)
∗ = −Πpar, (7.3.62)
(Πpar)
∗ = −Πbpar. (7.3.63)
Proof. For two test functions f and g, by Lemma 7.3.7, we obtain that
〈(Πbpar)∗g, f〉 =
∫
Rn×R
g(x, t) (Πbparf)(x, t) dx dt
= −
∫
Rn×R
g(x, t) (RΠparRf)(x, t) dx dt
= −
∫
Rn×R
∫
Rn×R
g(x, t)E(x− y,−t− s) f(y,−s) dy ds dx dt.
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The change of variables −s = r ∈ R yields
〈(Πbpar)∗g, f〉 = −
∫
Rn×R
(∫
Rn×R
g(x, t)E(y − x, r − t)dxdt
)
f(y, r) dy dr
= −
∫
Rn×R
(Πparg)(y, r) f(y, r) dy dr
= 〈−Πparg, f〉,
which proves (7.3.62). As for (7.3.63), using Lemma 7.3.7, the fact that R∗ = R, and
(7.3.62), we obtain that
(Πpar)
∗ = (−RΠbparR)∗ = −R∗(Πbpar)∗R∗ = RΠparR = −Πbpar,
which completes the proof of the lemma. ¤
Corollary 7.3.9. For ϕ, ψ ∈ C∞c (Rn × R), there holds
(ϕΠbparψ)
∗ = −ψΠparϕ (7.3.64)
and
(ϕΠparψ)
∗ = −ψΠbparϕ. (7.3.65)
Proof. Observe that the left-hand side of (7.3.64) can be rewritten as ψ(Πbpar)
∗ϕ,
which, in concert with (7.3.62), implies (7.3.64). In a very similar manner, (7.3.63)
yields (7.3.65). ¤
Turning to the mapping properties of the adjoint parabolic Newtonian potential,
we start to build on the folowing result.
Theorem 7.3.10. For ϕ, ψ ∈ C∞c (Rn × R) and 1 < p <∞, the operator
ϕΠbpar ψ : L
p(Rn × R) −→ Lp2,par(Rn × R) (7.3.66)
is bounded.
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Proof. The proof readily follows from Theorem 7.3.5 and Lemma 7.3.7. ¤
Proposition 7.3.11. Consider ϕ, ψ ∈ C∞c (Rn × R), 1 < p < ∞, and the caloric
Newtonian potential Πpar. Then the operator
ϕΠpar ψ : L
p
−2,par(Rn × R) −→ Lp(Rn × R)
is bounded.
Proof. Dualizing the result of Theorem 7.3.10, using (7.3.64) and the fact that
(
Lp2,par(Rn × R)
)∗
= Lp
′
−2,par(Rn × R) for
1
p
+
1
p′
= 1,
completes the proof of the proposition. ¤
Theorem 7.3.12. Let ϕ, ψ ∈ C∞c (Rn × R) and 1 < p, q <∞. Then,
ϕΠpar ψ : L
p
α−2,par(Rn × R) −→ Lpα,par(Rn × R) (7.3.67)
for 0 ≤ α ≤ 2, and
ϕΠpar ψ : B
p,q
α−2,par(Rn × R) −→ Bp,qα,par(Rn × R) (7.3.68)
for 0 < α < 2.
Proof. Complex interpolation (see part (e) or (h) of Theorem 2.1.60) between the
results of Theorem 7.3.5 and Proposition 7.3.11 yields to (7.3.67). Furthermore, if
we pick α0, α1 ∈ [0, 2] such that α0 6= α1, then real interpolation (see part (a) of
Theorem 2.1.60) of two instances of (7.3.67) implies (7.3.68). ¤
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Theorem 7.3.13. Let ϕ, ψ ∈ C∞c (Rn × R) and 1 < p, q <∞. Then,
ϕΠbpar ψ : L
p
α−2,par(Rn × R) −→ Lpα,par(Rn × R) (7.3.69)
for 0 ≤ α ≤ 2, and
ϕΠbpar ψ : B
p,q
α−2,par(Rn × R) −→ Bp,qα,par(Rn × R) (7.3.70)
for 0 < α < 2.
Proof. The result in the theorem follows from Theorem 7.3.12 and the duality result
(7.3.65). ¤
Theorem 7.3.14. Consider ϕ, ψ ∈ C∞c (Rn × R) and 1 < p, q <∞. Then,
ϕΠpar ψ : L
p
α−2,par,0(Rn × (0,∞)) −→ Lpα,par,0(Rn × (0,∞)) (7.3.71)
for 0 ≤ α ≤ 2, and
ϕΠpar ψ : B
p,q
α−2,par,0(Rn × (0,∞)) −→ Bp,qα,par,0(Rn × (0,∞)) (7.3.72)
for 0 < α < 2.
Proof. Recall from Definition 3.1.1 that
Lpα,par,0(Rn × (0,∞)) =
{
f ∈ Lpα,par(Rn × R) : supp f ⊆ Rn × [0,∞)
}
.
Given a function f ∈ Lpα−2,par(Rn × R) with support included in Rn × (0,∞), by
Theorem 7.3.12 we have
ϕΠparψ f ∈ Lpα,par(Rn × R). (7.3.73)
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Moreover, since
(ϕΠparψ f)(x, t) = ϕ(x, t)
∫
Rn
∫ t
−∞
E(x− y, t− s)ψ(y, s) f(y, s) dy ds,
and t− s > 0, s ≥ 0, one can conclude that t > 0. This, along with (7.3.73), implies
that ϕΠparψ f ∈ Lpα,par,0(Rn × (0,∞)).
In a very similar manner, by the mapping property of ϕΠparψ on spaces defined
on Rn × R (second part of Theorem 7.3.12), we obtain (7.3.72). ¤
Theorem 7.3.15. Consider ϕ, ψ ∈ C∞c (Rn × R) and 1 < p, q <∞. Then,
ϕΠbpar ψ : L
p
α−2,par,T (R
n × (−∞, T )) −→ Lpα,par,T (Rn × (−∞, T )) (7.3.74)
for 0 ≤ α ≤ 2, and
ϕΠbpar ψ : B
p,q
α−2,par,T (R
n × (−∞, T )) −→ Bp,qα,par,T (Rn × (−∞, T )) (7.3.75)
for 0 < α < 2.
Proof. Recall from Definition 3.1.1 that
Lpα,par,T (R
n × (−∞, T )) = {f ∈ Lpα,par(Rn × R) : supp f ⊆ Rn × (−∞, T ]} .
Given a function f ∈ Lpα−2,par(Rn × R) with support included in Rn × (−∞, T ], the
first part of Theorem 7.3.13 implies that
ϕΠbparψ f ∈ Lpα,par(Rn × R). (7.3.76)
Moreover, since
(ϕΠbparψ f)(x, t) = −ϕ(x, t)
∫
Rn
∫ t
−∞
E(x− y, s− t)ψ(y, s) f(y, s) dy ds,
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and t−s > 0, s ≤ T , one can conclude that t < T . This, along with (7.3.76), implies
that ϕΠbparψ f ∈ Lpα,par,T (Rn × (−∞, T )). In a very similar fashion, by the mapping
property of ϕΠbparψ on spaces defined on Rn × R (second part of Theorem 7.3.13),
we obtain (7.3.75). ¤
In the last part of this section we study the ontoness of the heat (and adjoint
heat) operator(s) on parabolic Besov spaces with built-in initial conditions.
Theorem 7.3.16. Let Ω be a Lipschitz domain in Rn, 0 < T <∞, and 1 < p <∞,
0 < α < 2. Given f ∈ 0Bpα−2,par(Ω × (0, T )), there exists w ∈ 0Bpα,par(Ω × (0, T ))
such that
(∂t −∆)w = f in Ω× (0, T ),
and
‖w‖
0B
p
α,par(Ω×(0,T )) ≤ c ‖f‖0Bpα−2,par(Ω×(0,T )).
Proof. Given f ∈ 0Bpα−2,par(Ω × (0, T )), by definition, f = F |Ω×(0,T ), where F
is from Bpα−2,par(Rn × R) with support included in Rn × [0,∞). Let us consider
ϕ, ψ ∈ C∞c (Rn × R) so that ϕ ≡ ψ ≡ 1 in a neighborhood of Ω× [0, T ], and define
w = (ϕΠparψ F ) |Ω×(0,T ).
According to (7.3.72), ϕΠparψ F ∈ Bpα,par,0(Rn × (0,∞)), hence
w ∈ 0Bpα,par(Ω× (0, T )).
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Moreover,
(∂t −∆)w = (ϕ(∂t −∆)Πparψ F ) |Ω×(0,T )
= (ϕψ F )|Ω×(0,T )
= (F )|Ω×(0,T )
= f.
(7.3.77)
Here we were using the fact that (∂t −∆)Πpar is the identity operator. This can be
seen from the following. For some g ∈ S′(Rn × R),
(F Πparg)(ξ, τ) = (FE)(ξ, τ) (Fg)(ξ, τ)
=
1
|ξ|2 + iτ (Fg)(ξ, τ), (ξ, τ) ∈ R
n × R.
Therefore, differentiation yields
(∂t −∆)(Πparg) = (∂t −∆)(F−1F Πparg)
= F−1(Fg) = g.
As far as the norm estimates are concerned, note that by definition,
‖w‖
0B
p
α,par(Ω×(0,T )) = inf
{‖G‖Bpα,par(Rn×R) : G|Ω×(0,T ) = w, suppG ⊆ Rn × [0,∞)} .
Since ϕΠparψF is one of the extensions of w, on account of Theorem 7.3.12, we obtain
that
‖w‖
0B
p
α,par(Ω×(0,T )) ≤ ‖ϕΠparψF‖Bpα,par(Rn×R)
≤ c ‖F‖Bpα−2,par(Rn×R).
Taking the infimum over all F ’s such that F |Ω×(0,T ) = f with suppF ⊆ Rn× [0,∞),
we arrive at
‖w‖
0B
p
α,par(Ω×(0,T )) ≤ c ‖f‖0Bpα−2,par(Ω×(0,T )).
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This concludes the proof of the theorem. ¤
The adjoint counterpart of Theorem 7.3.16 is given below.
Theorem 7.3.17. Let Ω be a Lipschitz domain in Rn, 0 < T <∞, and 1 < p <∞,
0 < α < 2. Given f ∈ 0Bpα−2,par(Ω × (0, T )), there exists w ∈ 0Bpα,par(Ω × (0, T ))
such that
(∂t +∆)w = f in Ω× (0, T ),
and
‖w‖0Bpα,par(Ω×(0,T )) ≤ c ‖f‖0Bpα−2,par(Ω×(0,T )).
Proof. The same steps can be carried out as in the proof of Theorem 7.3.16, or, a
different approach can be used involving the reflection operator in time R. In the
current scenario, since we are considering a finite cylinder Ω × (0, T ), the oparator
R is defined as
Rf(x, t) := f(x, T − t).
One can easily check the following properties.
R ◦R = I, ∂tR = −R∂t, ∆R = R∆,
and, for 1 < p, q <∞, α ∈ Rn \ {0},
R : 0B
p,q
α,par(Ω× (0, T ) ∼−→ 0Bp,qα,par(Ω× (0, T ).
The assumption f ∈ 0Bpα−2,par(Ω × (0, T )) implies Rf ∈ 0Bpα−2,par(Ω × (0, T )),
which, by Theorem 7.3.16, futher implies the existence of
v ∈ 0Bpα,par(Ω× (0, T )),
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such that
(∂t −∆)v = Rf in Ω× (0, T ), (7.3.78)
and we have the corresponding norm estimate
‖v‖
0B
p
α,par(Ω×(0,T )) ≤ ‖Rf‖0Bpα−2,par(Ω×(0,T )). (7.3.79)
Going further, there exists w ∈ 0Bpα,par(Ω × (0, T )) so that Rw = −v. Then
(7.3.78) can be rewritten as
(∂t −∆)(−Rw) = Rf in Ω× (0, T ),
or, equivalently,
(∂t +∆)w = f in Ω× (0, T ),
which is what we wanted to show. To obtain the appropriate norm estimate, note
that
‖w‖0Bpα,par(Ω×(0,T )) ≈ ‖Rw‖0Bpα,par(Ω×(0,T ))
≈ ‖v‖
0B
p
α,par(Ω×(0,T ))
≤ c ‖Rf‖
0B
p
α−2,par(Ω×(0,T ))
≈ ‖f‖0Bpα−2,par(Ω×(0,T )).
This concludes the proof of the theorem. ¤
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Chapter 8
Boundary value problems
In this chapter we establish the well-posedness of the Poisson problem for the heat
operator with Dirichlet and Neumann boundary conditions in a bounded Lipschitz
cylinder. The hexagon OABCDE retains the same significance as before, i.e.
1
p
αO(0, 0) (1, 0)
(0, 1)
(0, 1
2
)
666
---
E(ε, 0)
A(0, 1+ε
2
)
D(1, 1−ε
2
)
B(1− ε,1)
C(1, 1)
!!
!!
!!
!!
!!
!!
!!
!!
!!
!!
!!
!!
!!
!!
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8.1 The Poisson problem with Dirichlet boundary
conditions
Theorem 8.1.1. For each bounded Lipschitz domain Ω in Rn there exists some small
ε = ε(∂Ω) > 0 with the following significance. Let 0 < T < ∞ and assume that the
indices 1 < p < ∞ and 0 < α < 1 are such that the point with coordinates (α, 1
p
)
belongs to the interior of the hexagon OABCDE. Then there exists a unique solution
u ∈ 0Bpα+ 1
p
,par
(Ω× (0, T )) to the problem
(PD)
{
(∂t −∆)u = f ∈ 0Bpα+ 1
p
−2,par(Ω× (0, T )),
u|∂Ω×(0,T ) = g ∈ 0Bpα,par(∂Ω× (0, T )).
In addition, u can be represented in terms of caloric layer potentials and
‖u‖
0B
p
α+1p ,par
(Ω×(0,T )) ≤ c (‖f‖0Bp
α+1p−2,par
(Ω×(0,T )) + ‖g‖0Bpα,par(∂Ω×(0,T ))). (8.1.1)
Proof. Existence and estimates. We first define
u := Πparf +D
[(
1
2
I +K
)−1
(g − Tr (Πparf))
]
.
Then, based on the main results of Chapters 4–7, u solves (PD), and it belongs to
the space 0B
p
α+ 1
p
,par
(Ω× (0, T )), satisfying the norm estimate (8.1.1).
Uniqueness. It suffices to show that f ≡ 0 and g ≡ 0 imply u ≡ 0.
Our first goal is to prove that u ∈ 0Bpα+ 1
p
,par
(Ω × (0, T )) with (∂t − ∆)u = 0
in Ω × (0, T ), and that Tru = 0 on ∂Ω × (0, T ) imply that ∂νu = 0. Considering
h ∈ 0Bp′1−α,par(∂Ω×(0, T )), from the existence part of Theorem 8.1.2 (which is proved
independently of Theorem 8.1.1), it follows that there exists
v ∈ 0Bp′
1−α+ 1
p′ ,par
(∂Ω× (0, T ))
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such that {
(∂t +∆)v = 0,
Tr v = h.
This, in concert with the facts that u vanishes at t = 0, while v vanishes at t = T ,
further implies
〈∂νu, h〉 = 〈∂νu,Tr v〉 =
∫ T
0
∫
Ω
〈∇u,∇v〉 dx dt+
∫ T
0
∫
Ω
〈∂tu, v〉 dx dt
= −
∫ T
0
∫
Ω
〈u,∆v〉 dx dt+
∫ T
0
∫
Ω
〈∂tu, v〉 dx dt
=
∫ T
0
∫
Ω
[〈u, ∂tv〉+ 〈∂tu, v〉] dx dt
=
∫ T
0
∫
Ω
d
dt
〈u, v〉 dx dt =
∫
Ω
(〈u, v〉|t=Tt=0 ) dx = 0.
Second, we will show that if u ∈ 0Bpα+ 1
p
,par
(Ω × (0, T )) with (∂t − ∆)u = 0 in
Ω × (0, T ), Tru = 0, and ∂νu = 0 on ∂Ω × (0, T ), then for any (x, t) ∈ Ω × (0, T ),
u(x, t) = 0. According to [Eva] (pp. 49 – 50),
u(x, t) =
∫ t
0
∫
Rn
E(x− y, t− s) f(y, s) dy ds solves (∂t −∆)u = f in Rn × (0,∞).
In our case u = uχΩ, and, for x ∈ Ω, t ∈ (0, T ), we have the following:
u(x, t) = (∂t −∆)
∫ t
0
∫
Rn
E(x− y, t− s) (uχΩ)(y, s) dy ds
=
∫ ∞
0
∫
Ω
(∂t −∆x) [E(x− y, t− s)] u(y, s) dy ds
=
∫ ∞
0
∫
Ω
(−∂s −∆y) [E(x− y, t− s)] u(y, s) dy ds.
(8.1.2)
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This further implies that
u(x, t) =
∫ ∞
0
∫
Ω
E(x− y, t− s) (∂s −∆y)u(y, s) dy ds
+
∫
Ω
[E(x− y, t− s) u(y, s)] |s=∞s=0 dy
−
∫ ∞
0
∫
∂Ω
∂νy [E(x− y, t− s)] u(y, s) dσy ds
+
∫ ∞
0
∫
∂Ω
E(x− y, t− s) ∂νyu(y, s) dσy ds.
(8.1.3)
According to the assumptions we have on u, each term on the right-hand side of the
last equality in (8.1.3) equals zero, therefore u ≡ 0. ¤
The adjoint counterpart of Theorem 8.1.1 is as follows.
Theorem 8.1.2. For each bounded Lipschitz domain Ω in Rn there exists ε =
ε(∂Ω) > 0 with the following significance. Let 0 < T < ∞ and assume that
1 < p <∞, 0 < α < 1 are such that the point with coordinates (α, 1
p
) belongs to the
interior of OABCDE. Then there exists a unique solution u ∈ 0Bp
α+ 1
p
,par
(Ω×(0, T ))
to the problem
(PD)∗
{
(∂t +∆)u = f ∈ 0Bpα+ 1
p
−2,par(Ω× (0, T )),
u|∂Ω×(0,T ) = g ∈ 0Bpα, par(∂Ω× (0, T )).
Furthermore, there is an integral representation formula for the solution and
‖u‖0Bp
α+1p ,par
(Ω×(0,T )) ≤ c (‖f‖0Bp
α+1p−2,par
(Ω×(0,T )) + ‖g‖0Bpα,par(∂Ω×(0,T ))). (8.1.4)
Proof. Existence and estimates. On account of the results in Chapters 4–7, it is
not difficult to check that
u := Πbparf +R ◦ D
[(
1
2
I +K
)−1
◦R(g − Tr (Πbparf))
]
507
solves the problem in (PD)∗, and that u belongs to 0B
p
α+ 1
p
,par
(Ω× (0, T )), satisfying
the norm estimate (8.1.4).
Uniqueness. We shall prove that f ≡ 0 and g ≡ 0 imply u ≡ 0.
Our first goal is to show that u ∈ 0Bp
α+ 1
p
,par
(Ω× (0, T )) with (∂t +∆)u = 0 and
Tru = 0 imply ∂νu = 0.
Considering h ∈ 0Bp′1−α,par(∂Ω× (0, T )), from the existence part of Theorem 8.1.1
it follows that there exists
v ∈ 0Bp′1−α+ 1
p′ ,par
(∂Ω× (0, T ))
such that {
(∂t −∆)v = 0,
Tr v = h.
As in the proof of Theorem 8.1.1, it is not hard to prove that 〈∂νu, h〉 = 0.
Second, we will show that if u ∈ 0Bp
α+ 1
p
,par
(Ω × (0, T )) with (∂t + ∆)u = 0,
Tru = 0, and ∂νu = 0, then for any (x, t) ∈ Ω × (0, T ), u(x, t) = 0. Using the fact
that
u(x, t) =
∫ t
0
∫
Rn
Eb(x− y, t− s) f(y, s) dy ds solves (∂t +∆)u = f in Rn × (0,∞),
where Eb is the fundamental solution of the adjoint heat operator ∂t + ∆, we have
a similar sequence of equalities as in (8.1.2) and (8.1.3), consequently, u ≡ 0. This
finishes the proof of the theorem. ¤
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8.2 The Poisson problem with Neumann bound-
ary conditions
Theorem 8.2.1. Given a bounded Lipschitz domain Ω in Rn, there exists some small
constant ε = ε(∂Ω) > 0 with the following significance. Let 0 < T <∞ and assume
that the indices 1 < p < ∞ and 0 < α < 1 are such that the point with coordinates
(α, 1 − 1
p
) belongs to the interior of the hexagon OABCDE. Then there exists a
unique solution u ∈ 0Bp1−α+ 1
p
,par
(Ω× (0, T )) to the problem
(PN)
{
(∂t −∆)u = f |Ω×(0,T ), f ∈ zBp−1−α+ 1
p
, par
(Ω× (0, T )),
∂νu = g ∈ 0Bp−α, par(∂Ω× (0, T )).
In addition, u can be represented in terms of caloric layer potentials and
‖u‖
0B
p
1−α+1p ,par
(Ω×(0,T )) ≤ c (‖f‖zBp−1−α+1p , par(Ω×(0,T )) + ‖g‖0B
p
−α, par(∂Ω×(0,T ))). (8.2.5)
Generally, ∂νu is understood as the normal derivative of u, relative to the exten-
sion Ext((∂t −∆)u) of (∂t −∆)u. More details on this are given in Definition 7.2.3.
In Theorem 8.2.1, ∂νu means the normal derivative of u, relative to the functional
(∂t −∆)u = f .
Proof. Existence and estimates. On account of the main results in Chapters 4–7,
it is simple to check that
u := Πparf + S
[
(−1
2
I +K ′)−1(g − ∂ν(Πparf, f))
]
solves (PN), it satisfies (8.2.5), and that u ∈ 0Bp1−α+ 1
p
,par
(Ω× (0, T )).
Uniqueness. What we need to show is that f ≡ 0 and g ≡ 0 imply u ≡ 0.
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First, we will show that u ∈ 0Bp1−α+ 1
p
,par
(Ω × (0, T )) with (∂t − ∆)u = 0 and
∂νu = 0 imply that Tru = 0. In order to do so, observe that
Tru ∈ 0Bp1−α,par(∂Ω× (0, T )) =
(
0Bp
′
α−1,par(∂Ω× (0, T ))
)∗
,
and consider h ∈ 0Bp′α−1,par(∂Ω×(0, T )). Then, from Theorem 8.2.2 (whose existence
part can be proved independently of our theorem), we can find v from the space
0Bp
′
α+ 1
p′ ,par
(Ω× (0, T )) such that
{
(∂t +∆)v = 0 in Ω× (0, T ),
∂νv = h on ∂Ω× (0, T ).
Moreover,
〈Tru, h〉 = 〈∂νv,Tru〉 =
∫ T
0
∫
Ω
〈∇v,∇u〉 dx dt−
∫ T
0
∫
Ω
〈∂tv, u〉 dx dt. (8.2.6)
On the other hand,
0 = 〈∂νu,Tr v〉 =
∫ T
0
∫
Ω
〈∇v,∇u〉 dx dt+
∫ T
0
∫
Ω
〈∂tu, v〉 dx dt,
which, in concert with (8.2.6), implies that
〈Tru, h〉 = −
∫ T
0
∫
Ω
[〈∂tu, v〉+ 〈∂tv, u〉] dx dt
= −
∫ T
0
∫
Ω
d
dt
〈u, v〉 dx dt = −
∫
Ω
(〈u, v〉|t=Tt=0 ) dx = 0.
Here we have used the fact that u and v vanish for t = 0 and t = T , respectively.
Second, to show that u ∈ 0Bp1−α+ 1
p
,par
(Ω × (0, T )) with (∂t −∆)u = 0, ∂νu = 0,
and Tru = 0 imply u ≡ 0, one proceeds much as in the proof of Theorem 8.1.1. ¤
The counterpart of Theorem 8.2.1 for the adjoint heat operator is given below.
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Theorem 8.2.2. Given a bounded Lipschitz domain Ω in Rn, there exists ε =
ε(∂Ω) > 0 such that if 0 < T < ∞ and 1 < p < ∞, 0 < α < 1 with the prop-
erty that (α, 1 − 1
p
) ∈ interior of OABCDE, then there exists a unique solution
u ∈ 0Bp
1−α+ 1
p
,par
(Ω× (0, T )) to the problem
(PN)∗
{
(∂t +∆)u = f |Ω×(0,T ), f ∈ zBp−1−α+ 1
p
,par
(Ω× (0, T )),
∂νu = g ∈ 0Bp−α,par(∂Ω× (0, T )).
Furthermore, there is an integral reprsentation formula for the solution and
‖u‖0Bp
1−α+1p ,par
(Ω×(0,T )) ≤ c (‖f‖zBp−1−α+1p , par(Ω×(0,T )) + ‖g‖0B
p
−α, par(∂Ω×(0,T ))). (8.2.7)
Proof. Existence and estimates. The main results of Chapters 4–7 imply that
u := Πbparf +R ◦ S
[
R ◦
(
−1
2
I +K∗
)−1
(g − ∂ν(Πbparf, f))
]
solves (PN)∗, it satisfies (8.2.7), and u ∈ 0Bp1−α+ 1
p
,par
(Ω× (0, T )).
Uniqueness. What we need to show is that f ≡ 0 and g ≡ 0 imply u ≡ 0.
First, we will show that u ∈ 0Bp
1−α+ 1
p
,par
(Ω × (0, T )) with (∂t + ∆)u = 0 and
∂νu = 0 imply Tru = 0. Note that
Tru ∈ 0Bp1−α,par(∂Ω× (0, T )) =
(
0B
p′
α−1,par(∂Ω× (0, T ))
)∗
,
and consider h ∈ 0Bp′α−1,par(∂Ω × (0, T )). Then, employing Theorem 8.2.1, we can
find v from the space 0B
p′
α+ 1
p′ ,par
(Ω× (0, T )) such that{
(∂t −∆)v = 0 in Ω× (0, T ),
∂νv = h on ∂Ω× (0, T ).
As in the proof of Theorem 8.2.1, we can show that Tr u = 0, using the facts that u
and v vanish for t = T and t = 0, respectively.
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Second, to show that u ∈ 0Bp
1−α+ 1
p
,par
(Ω × (0, T )) with (∂t + ∆)u = 0, ∂νu = 0,
and Tru = 0 implies u ≡ 0, one proceeds much as in the proof of Theorem 8.1.2.
This completes the proof of the theorem. ¤
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