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Resumo
Contrariando as projec¸o˜es para crescimento da economia mundial, o mercado de se-
micondutores cresce de forma acelerada, a uma taxa superior a 10% ao ano, movimen-
tando anualmente mais de 270 bilho˜es de do´lares. Acompanhando este crescimento, a
importac¸a˜o de componentes eletroˆnicos pelo Brasil e´ um dos ı´tens que mais contribuem
negativamente em sua balanc¸a comercial, deixando claro que o pa´ıs na˜o tem atuado de
forma econoˆmicamente interessante neste mercado.
Um conso´rcio formado por 8 das principais universidades brasileiras, chamado Brazil-
IP, foi criado tendo como principal intuito inserir o Brasil no seleto grupo de pa´ıses
produtores de artefatos em semicondutores, em especial, na produc¸a˜o de componentes na
forma de propriedade intelectual (IPs). Este grupo tem alcanc¸ado considera´vel sucesso
ao longo dos u´ltimos anos e e´ o foco da presente dissertac¸a˜o.
O autor, que participou dos treˆs primeiros anos de vida deste conso´rcio, buscou re-
gistrar, na forma de me´todo, as propostas, cursos, documentos e experieˆncias ocorridas
durante seu envolvimento. Sa˜o tambe´m apresentados casos reais de aplicac¸a˜o da metodo-
logia no desenvolvimento de um decoder de a´udio MP3 e um codificador RSA.
Uma das intenc¸o˜es deste trabalho e´ evitar que todo o conhecimento, adquirido e gerado
pelo conso´rcio, se volatilize, ale´m de permitir, atrave´s deste registro e exemplos de seu
uso, que o me´todo seja facilmente reaplicado em outras instituic¸o˜es de pesquisa.
Somando-se a estas contribuic¸o˜es, dida´ticas e documentais, a dissertac¸a˜o ainda ana-




Contrary to the projections of the worldwide economy’s growth rate, the semiconductor
market, estimated in 270 billions of dollars, grows over 10% each year. The electronic
components market in Brazil has been growing at the same rate and poses a huge payout
for the country in this area, leading to efforts in semiconductor training.
The Brazil-IP consortium, formed by 8 of the major universities in Brazil, was created
to try to insert the country into the select group of countries that design semiconductors,
focusing on intellectual property (IP) market. This group has achieved a considerable
success over the past years and the systematization of its methodology is the focus of this
dissertation.
The contributions of this work are divided into three groups: (1) It registers the metho-
dology in a reproducible way since the proposals, courses, documents and experiences that
took place during the fist years were not put together. Since the author participated in the
first three years, he is one of the recommended persons to do that. (2) It also exemplifies
the methodology with real case studies, MP3 decoder and RSA, which is small enough
to be used as first case exercise for new designers to be trained. (3) Finally it comments,
makes suggestions and analyses the positive and negative points of the methodology as
applied in the Institute of Computing, proposing enhancements and complementation.
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Um progressivo distanciamento entre reflexo˜es sistematizadas sobre a natureza e o
pensamento co´smico-religioso pode ser considerado o aspecto seminal de uma cieˆncia em-
briona´ria, conforme observado na histo´ria do pensamento cient´ıfico de muitas sociedades.
Os primeiros registros deste fato remontam ao antigo Egito, ha´ mais de 2500 a.C., onde
medicina e religia˜o aparentavam ja´ na˜o andarem juntas, existindo cirurgio˜es para a cura
de doenc¸as, formados atrave´s da tradic¸a˜o e do conhecimento emp´ırico[1].
Apesar de registros anteriores, o pensamento cient´ıfico se difundiu largamente na Gre´-
cia antiga - por volta de 600 a.C. - com o surgimento da filosofia atrave´s das contribuic¸o˜es
de Tales de Mileto e outros pensadores pre´-socra´ticos, ale´m de So´crates e seus disc´ıpulos[2].
Contudo, durante toda a idade me´dia, principalmente devido ao fortalecimento da Igreja
Cato´lica, a cieˆncia permaneceu parcialmente engessada, ficando por se´culos seu desen-
volvimento a cargo do mundo a´rabe e dos hereges. Este per´ıodo tambe´m e´ conhecido
como idade das trevas e somente com o movimento renascentista e posterior Iluminismo,
o homem e a raza˜o voltaram ao foco, possibilitando a retomada e evoluc¸a˜o do pensamento
cient´ıfico.
O me´todo cient´ıfico, que tambe´m teve na Gre´cia sua principal origem (a diale´tica)
e´, junto com a matema´tica, uma das principais bases para a evoluc¸a˜o do pensamento
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cient´ıfico ocidental. Segundo Max Weber[3], diversos outros povos desenvolveram, para-
lelamente, cieˆncias como astronomia, medicina, historiografia, dentre outras, mas todas
careciam de fundamentac¸o˜es racionais, matema´ticas ou experimentais. Ao agregar estes
fundamentos, o me´todo cient´ıfico foi um importante diferencial para o desenvolvimento
da cultura e, especialmente, da cieˆncia ocidental.
O intuito desta sucinta retrospectiva, atrave´s da histo´ria da cieˆncia, e´ mostrar ao leitor
que a palavra me´todo, corriqueira nos dias atuais, representa o fruto de mais de 4000 anos
de progressos do homem em sua organizac¸a˜o cognitiva e compreensa˜o do meio e que mesmo
a 500 anos atra´s (Renascimento, Iluminismo, Racionalismo) na˜o era algo cotidiano, tendo
valor reconhecido apenas entre os pensadores da e´poca. Ja´ na atualidade, me´todos sa˜o
largamente difundidos. Sa˜o ta˜o presentes no desenvolvimento te´cnico e cient´ıfico que ja´
na˜o se questiona sua origem, como se fosse algo inerente da natureza e da forma de pensar
humana. A auseˆncia de me´todos cient´ıficos e´ algo impensa´vel na sociedade atual, regida
pela crenc¸a na cieˆncia.
Concluindo etimologicamente este breve estudo, a palavra me´todo vem do Grego met’
hodos que literalmente significa ”caminho para chegar a um fim”[4]. Isto e´ exatamente o
que se objetiva com este trabalho, apresentar um caminho da concepc¸a˜o a` conclusa˜o de
um projeto e, por isto, houve tamanho afinco em contextualizar o leitor. O foco desta
dissertac¸a˜o e´ a apresentac¸a˜o de um me´todo que foi desenvolvido e aplicado em uma a´rea
restrita do conhecimento humano, mas muito dinaˆmica e importante na atualidade, de-
nominada microeletroˆnica ou, mais especificamente, desenvolvimento de circuitos lo´gicos
em microeletroˆnica.
O me´todo em questa˜o foi criado visando gerir e aprimorar os trabalhos de um grande
grupo de pesquisadores, formado por participantes de 8 universidades brasileiras: UFPE,
UNICAMP, USP, UFMG, UnB, UFCG, PUC-RS, UFRGS. Este conso´rcio de universida-
des, chamado Brazil-IP, teve como principais objetivos a formac¸a˜o de talentos humanos
para concepc¸a˜o e desenvolvimento de circuitos integrados e a inserc¸a˜o do Brasil no seleto
grupo de pa´ıses produtores de IPs (Intellectual Property) para semicondutores.
3As metas propostas por este conso´rcio podem inserir o Brasil num mercado estimado,
para 2010, em 2.7 bilho˜es de do´lares e com um crescimento atual de 15 a 20% ao ano,
contrariando as previso˜es para crescimento da econoˆmia global[5]. Tal iniciativa e´ cer-
tamente muito importante para um pa´ıs em desenvolvimento, mas precisa estar calcada
em bases e resultados so´lidos. Alguns passos, nesse sentido, foram possibilitados pelo
conso´rcio Brazil-IP e sua metodologia de desenvolvimento.
Este me´todo foi gerado, em grande parte, no decorrer dos dois primeiros anos de
atividades do conso´rcio, atrave´s de workshops e cursos, ministrados a estudantes, profes-
sores e coordenadores, que foram, gradativamente, tomando forma e gerindo os esforc¸os
dos grupos envolvidos. Infelizmente, muito do material produzido em tais atividades, ao
contra´rio do planejado inicialmente, na˜o foi registrado, permitindo que todo este conheci-
mento, adquirido e criado, aos poucos se volatilizasse. Por este motivo, uma das principais
contribuic¸o˜es almejadas por esta dissertac¸a˜o e´ sintetizar e registrar, na forma de me´todo,
as propostas, cursos, documentos e experieˆncias ocorridas neste conso´rcio durante a evo-
luc¸a˜o de seus trabalhos, em especial, durante seus treˆs primeiros anos, per´ıodo em que o
autor deste texto participava ativamente do Brazil-IP.
Invocando novamente as bases do me´todo cient´ıfico, este deve, obrigatoriamente, apre-
sentar uma caracter´ıstica chamada reprodutibilidade, que consiste na possibilidade de ou-
tros pesquisadores o seguirem e reproduzirem resultados similares. Neste ponto, o presente
trabalho apresenta uma preocupac¸a˜o especial em contribuir, na˜o apenas apresentando os
passos para sua reproduc¸a˜o, mas explicitando, em dois casos de uso e exemplos, detalhes
que facilitem a assimilac¸a˜o da metodologia e ate´ mesmo o uso desta dissertac¸a˜o como
ferramenta dida´tica para futuros desenvolvedores.
Como qualquer outro me´todo cient´ıfico, sujeito a` cr´ıtica e reconstruc¸a˜o, este tambe´m
pode ser continuamente aprimorado, atrave´s de experieˆncias puramente racionais ou, em
especial, emp´ıricas1 e e´ por isto que este trabalho almeja tambe´m contribuir ao apresen-
tar, continuamente, as experieˆncias ocorridas durante a aplicac¸a˜o desta metodologia na
1“Scientific method is a body of techniques for investigating phenomena, acquiring new knowledge,
or correcting and integrating previous knowledge. It is based on gathering observable, empirical and
measurable evidence subject to specific principles of reasoning” - Isaac Newton[6]
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Universidade Estadual de Campinas, permitindo a ana´lise de pontos julgados positivos
ou negativos e sugerindo, para alguns pontos, complementac¸o˜es e aprimoramentos.
Por fim, os positivos resultados obtidos atrave´s da aplicac¸a˜o deste me´todo ressaltam
a importaˆncia milenar da estrutura metodolo´gica para a organizac¸a˜o do pensamento e
para o desenvolvimento te´cnico e cient´ıfico. A aplicac¸a˜o de um me´todo bem elaborado
provavelmente foi um dos principais responsa´veis pelo sucesso obtido pelo conso´rcio Brazil-
IP, permitindo com estes resultados, de repercussa˜o internacional[7], que o pa´ıs tente se
firmar como um dos atores neste promissor cena´rio da economia mundial: a produc¸a˜o de
propriedade intelectual para semicondutores.
Em sequ¨eˆncia a` presente introduc¸a˜o, o leitor encontrara´ esta dissertac¸a˜o organizada
da seguinte forma: o Cap´ıtulo 2 contextualiza apresentando alguns trabalhos relaciona-
dos a` a´rea de desenvolvimento de IPs. O Cap´ıtulo 3 apresenta o resultado da tentativa
de sintetizar e registrar, na forma de me´todo, o conteu´do gerado nos primeiros anos de
trabalhos do conso´rcio. O Cap´ıtulo 4 demonstra, com detalhes e de forma dida´tica, a
linguagem SystemC, cujo uso foi um dos principais diferencias em relac¸a˜o a outras pro-
postas de desenvolvimento de circuitos eletroˆnicos, tornando-se uma das bases da meto-
dologia Brazil-IP. O Cap´ıtulo 5 intenciona contribuir para a aplicac¸a˜o, complementac¸a˜o
e aprimoramento do me´todo, por isto apresenta, detalhadamente, dois casos de uso desta
metodologia, mostrando os passos para sua reproduc¸a˜o e comentando sobre experieˆncias
ocorridas durante sua implementac¸a˜o, expo˜e tambe´m poss´ıveis dificuldades – e soluc¸o˜es –
que podem surgir no decorrer dos trabalhos. Sugesto˜es para o preenchimento de algumas
lacunas do me´todo tambe´m sa˜o feitas. O Cap´ıtulo 6 conclui expondo os resultados do uso
da metodologia, as contribuic¸o˜es desta dissertac¸a˜o e propostas de futuros trabalhos. Ao
final, um apeˆndice apresenta, como sugesta˜o de modelo, a especificac¸a˜o gerada durante o
desenvolvimento de um dos casos de estudo demonstrados no cap´ıtulo 5.
Cap´ıtulo 2
Trabalhos Relacionados
Ao tratar-se de desenvolvimento de softwares, na˜o e´ dif´ıcil encontrar diversas metodo-
logias que tentam delinear e otimizar todo este processo, desde a interface com o cliente
ate´ a entrega do produto final e sua documentac¸a˜o. Algumas destas sa˜o ate´ bastante
consagradas como o RUP (Rational Unified Process) e o eXtreme Programming (XP).
Por outro lado, tratando-se de IPs, ja´ na˜o se encontra uma literatura ta˜o diversificada
no que diz respeito a metodologias para gerir seu desenvolvimento. Poucos se propuseram
a sistematizar todo o processo, desde a especificac¸a˜o do produto ate´ a entrega final em Soft-
IP ou sil´ıcio. A respeito de verificac¸a˜o de IPs, pode-se ate´ encontrar uma boa literatura,
mas apesar de ser uma etapa extremamente, sena˜o a mais importante, e´ sabido que e´
apenas parte de um complexo processo.
Como uma das propostas do projeto Brazil-IP era criar uma abrangente metodologia
para desenvolvimento de IPs, sera˜o apresentados neste cap´ıtulo, como trabalhos relacio-
nados, alguns me´todos que tentam sistematizar, em parte ou em todo, este processo.
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2.1 Virtual Socket Interface Alliance (VSIA)
Utilizar em um u´nico chip diversos IPs, de razoa´vel complexidade, desenvolvendo dis-
positivos conhecidos como SoCs (System-on-a-Chip), e´ uma clara tendeˆncia da indu´stria
de microeletroˆnica. Por outro lado, notou-se que para otimizar o desenvolvimento destes
SoCs, seria importante uma padronizac¸a˜o que facilitasse a integrac¸a˜o e reusabilidade de
IPs desenvolvidos por diferentes empresas.
Visualizando esta necessidade, empresas l´ıderes mundiais nas a´reas de semicondutores,
IPs e EDA, se uniram, fundando em 1996 a Virtual Socket Interface Alliance (VSIA)[8].
Atualmente, esta organizac¸a˜o conta com mais de 30 participantes, entre eles Intel, Ca-
dence, Canon e o pro´prio Brazil-IP.
Nestes pouco mais de 10 anos de existeˆncia, foram criados mais de 20 artigos que
tentam padronizar documentac¸o˜es e me´todos, ale´m de criar me´tricas para avaliac¸o˜es. A
VSIA tem seu trabalho baseado em treˆs pilares ba´sicos: protec¸a˜o, transfereˆncia e qua-
lidade de IPs. O primeiro discute formas de protec¸a˜o da propriedade intelectual, desde
a criptografia a` protec¸a˜o qu´ımica. Tambe´m discute como escolher um n´ıvel de protec¸a˜o
adequado e propo˜e me´tricas para avaliar qua˜o bem protegido esta´ o produto.
O pilar de transfereˆncia trata dos poss´ıveis problemas da entrega de um IP, pelo
desenvolvedor, a` empresa integradora que o utilizara´ em um SoC. Tenta padronizar uma
documentac¸a˜o que facilite o uso do IP, minimizando a ocorreˆncia de falhas neste processo.
Enfim, o u´ltimo pilar tenta criar me´tricas para analisar a qualidade de um IP. Deste
pilar vem o documento criado pela VSIA mais utilizado atualmente na indu´stria: ”the
QIP Metric”[9]. Nele tenta-se medir a qualidade de um IP com crite´rios baseados em seu
co´digo fonte, verificac¸a˜o, reusabilidade e documentac¸a˜o.
E´ fa´cil notar que a preocupac¸a˜o principal da VSIA esta´ relacionada ao ”Mercado de
IPs”, literalmente, ou seja, pontos que facilitem a compra e venda de propriedade inte-
lectual, baseando-se em quesitos como confianc¸a, qualidade e documentac¸a˜o. Apesar de
muito importante este trabalho, esta organizac¸a˜o raramente trata de pontos relacionados
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ao fluxo completo de projetos, desta forma acaba por contribuir apenas parcialmente no
desenvolvimento de IPs.
2.2 Reuse Methodology Manual (RMM)
Um dos mais citados trabalhos na a´rea de metodologia de desenvolvimento de IPs
atualmente e´ o Reuse Methodology Manual (RMM) [10]. Este livro se auto-descreve como
um conjunto de boas pra´ticas para criar IPs, facilmente reutiliza´veis em projetos de SoCs.
Tais pra´ticas sa˜o baseadas nas experieˆncias dos autores e de equipes de desenvolvimento
em va´rias empresas do mundo.
O trabalho e´ bastante completo, tratando de muitos pontos presentes no fluxo de
desenvolvimento de IPs, desde a especificac¸a˜o do produto a` sua integrac¸a˜o em SoCs. Os
autores discorrem sobre poss´ıveis fluxos de desenvolvimento como cascata, espiral, Top-
Down, Bottom-Up, e o Construct by Correction, utilizado pela SUN Microsystems no
desenvolvimento do UltraSPARC.
Em alguns cap´ıtulos conseguem ser bastante meto´dicos, sugerindo algumas padroni-
zac¸o˜es de co´digo e interfaces. Por outro lado, pontos como especificac¸a˜o do produto sa˜o
tratados de forma um pouco superficial.
Apesar de conter um material amplo e com dicas bastante ricas, e´ um pouco complicado
definir tal manual como uma metodologia. Ele na˜o tenta ditar ou delimitar detalhada-
mente quais os passos de um desenvolvimento e nem como estes devem ser executados.
Normalmente o que se nota e´, na˜o fugindo de sua auto-definic¸a˜o, um conjunto de boas
pra´ticas para cada etapa do processo, com um forte foco em reusabilidade e come´rcio de
IPs.
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2.3 Advanced Verification Methodology (AVM)
AVM e´ uma metodologia muito recente, desenvolvida pela empresa Mentor
Graphics [11]. Segundo esta, a AVM e´ a primeira metodologia de verificac¸a˜o que, verda-
deiramente, permite trabalhar de forma transparente em todos os n´ıveis de abstrac¸a˜o, do
n´ıvel de sistema ate´ o RTL.
Com o intuito de fortalecer a metodologia, seus criadores deram uma atenc¸a˜o especial
a` comunidade de co´digo livre. O livro Questa - The verification cookbook e parte dos
co´digos (especialmente bibliotecas) sa˜o livres1. Ale´m disso, adotou-se para TLM o padra˜o
da OSCI (Open SystemC Initiative), que tambe´m e´ aberto.
De modo geral, a metodologia lembra em muito outras, mas pelo menos dois pontos
faz questa˜o de enfatizar: Assertion Based Verification (ABV) e mu´ltiplas linguagens.
O primeiro, ABV, resume-se a incluir no meio do co´digo funcional de mo´dulos e test-
benchs, co´digos que visam garantir que certas restric¸o˜es na˜o sejam violadas. Caso ocorra
a violac¸a˜o de alguma restric¸a˜o, tais co´digos interrompem a simulac¸a˜o e orientam sobre o
poss´ıvel problema.
Na verdade, tal pra´tica ja´ e´ bastante conhecida, tanto na criac¸a˜o de softwares quanto
hardware, no entanto a AVM evidencia muito a importaˆncia do uso dessa boa pra´tica de
programac¸a˜o. A ferramenta Questa, criada para a metodologia, possui funcionalidades
especialmente implementadas para lidar com assertions e os documentos da mesma utili-
zam frases de efeito para enfatizar sua importaˆncia: ”Problemas que consumiriam 2 dias
podem ser resolvidos em 2 horas ao utilizar-se assertions”[11].
O segundo ponto muito enfatizado pela metodologia e´ a necessidade de poder integrar
diferentes linguagens em um mesmo projeto. Alega-se que isto aumenta a reusabilidade
de mo´dulos ale´m de trazer mais flexibilidade, permitindo simultaneamente utilizar pontos
positivos de diferentes linguagens e diferentes n´ıveis de abstrac¸a˜o. A possibilidade de
utilizar linguagens como o SystemC ou SystemVerilog na construc¸a˜o de testbenchs em
1Sa˜o licenciados atrave´s da open-source Apache 2.0 license
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TLM, mesmo de mo´dulos escritos em outras linguagens, tambe´m e´ um forte apelo a favor
disto.
Por outro lado, e´ discut´ıvel se o uso de va´rias linguagens e´ propriedade de uma metodo-
logia ou de uma ferramenta. Este questionamento nos faz notar que AVM foi desenvolvida
com um foco muito forte na plataforma de verificac¸a˜o, tanto que e´ dif´ıcil separar a me-
todologia da ferramenta Questa. O pro´prio fluxograma do me´todo (figura 2.3), apesar
de similar ao fluxo de outras metodologias, deixa evidente o papel nuclear e principal do
software desta empresa.
Figura 2.1: Fluxo proposto pela AVM
De qualquer forma, mesmo com o forte apelo comercial desta metodologia, ela e´ uma
opc¸a˜o interessante. Seus pontos negativos sa˜o o custo e a dependeˆncia de uma ferramenta,
ale´m do fato de na˜o tratar o fluxo completo de um projeto, mas apenas da verificac¸a˜o.
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2.4 IpProcess
O IpProcess [12] e´ uma metodologia que foi desenvolvida, e continua sendo aperfei-
c¸oada, pela Universidade Federal de Pernambuco (UFPE). Ela se propo˜e a sistematizar
todas as etapas existentes no desenvolvimento de Soft-IPs para FPGA, da especificac¸a˜o
a` prototipac¸a˜o, definindo detalhes de quem, como e quando deve ser efetuado.
Esta metodologia tem uma forte influeˆncia de outras metodologias utilizadas na a´rea
de engenharia de softwares como eXtreme Programming (XP) e Rational Unified Process
(RUP). Talvez por esta influeˆncia, este me´todo e´ o que mais detalhadamente descreve
e sistematiza a importante etapa de especificac¸a˜o do produto. Trata de pontos como
vocabula´rios, interface com o cliente, documentac¸a˜o inicial, etc. Pontos que normalmente
sequer sa˜o citadas em outros processos de desenvolvimento de hardware, mas que ja´ sa˜o
muito consolidadas na engenharia de softwares.
Por outro lado, metodologias usadas em engenharia de softwares na˜o podem ser a
u´nica fonte inspiradora quando se tratando de verificac¸a˜o de IPs. Isto se deve ao fato
das significativas diferenc¸as entre verificac¸a˜o de softwares e hardwares. Mesmo que, em
sua generalidade, algumas pra´ticas possam ser utilizadas, o fluxo, a forma, as ferramentas
e o custo por falha em muito se diferem, necessitando de uma proposta espec´ıfica de
verificac¸a˜o para hardware.
Neste ponto, verificac¸a˜o, nota-se uma grande similaridade entre a metodologia pro-
posta pelo IpProcess e o pelo Brazil-IP. Detalhes como a estrutura dos testbenchs e a
gerac¸a˜o de est´ımulos para testes sa˜o praticamente iguais. Provavelmente isto se deve a`
influeˆncia exercida pelo Brazil-IP, pois dentre os dois, foi o primeiro a propor estes mol-
des [13, 14] e os desenvolvedores do IpProcess, contemporaneamente, participavam deste
conso´rcio.
O IpProcess ja´ foi utilizado, com bons resultados, no desenvolvimento de alguns Soft-
IPs como o micro-controlador 8051 [12].
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2.5 OCP - Open Core Protocol
Assim como a VSIA, a OCP-IP Open Core Protocol International Partnership[15] tem
como preocupac¸a˜o principal o mercado de IPs. Esta associac¸a˜o e´ mantida por empresas,
dos mais variados segmentos, relacionados com semicondutores e desenvolvimento e uso
de IPs. Tem como missa˜o difundir e tornar o OCP o padra˜o de interface mais utilizado na
indu´stria de propriedade intelectual (IP), visando desta forma facilitar o desenvolvimento
de SoCs (System-on-Chip).
Tal iniciativa alega preencher todos os requerimentos para desenvolvimento destes
sistemas (SoCs): reusabilidade, reduc¸a˜o de tempo de desenvolvimento, reduc¸a˜o de riscos
e de custos. Ale´m disto disponibilizam uma ferramenta chamada CoreCreator, que permite
simular e analisar o desempenho e comportamento de IPs desenvolvidos neste padra˜o.
OCP e´ um protocolo[16] para interfaces de cores (IPs) que possui um conjunto ba´sico
de sinais bastante simples e intuitivos. Ale´m deste conjunto ba´sico, possui va´rias formas de
extenso˜es, muito bem delimitadas e de forma a suprir praticamente qualquer necessidade
em relac¸a˜o a interfaces, podendo ser utilizada em cores das mais diversas a´reas como
telecomunicac¸o˜es, processamento de dados, armazenamento, etc.
Seguindo a tendeˆncia da indu´stria, o protocolo OCP foi tambe´m adotado pelo conso´rcio
Brazil-IP desde seu in´ıcio, tornando-se a interface padra˜o para todos os IPs por este
desenvolvidos.
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2.6 Comparac¸o˜es
A respeito das metodologias e padro˜es apresentados neste cap´ıtulo, pode-se dizer que
apesar de tratarem do mesmo assunto - concepc¸a˜o de IPs em sua forma geral, possuem
enfoques e ate´ mesmo alguns objetivos muito diferenciados.
Tenta-se resumir na tabela 2.6 os diferentes pontos tratados pelos trabalhos citados.
E´ poss´ıvel notar a diversidade entre as propostas e a inexisteˆncia de unanimidades. Indo
um pouco ale´m da tabela, mesmo quando existem pontos em comum, estes podem ser
elaborados a partir viso˜es completamente diferentes. Por exemplo, uma metodologia pode
tratar de verificac¸a˜o explicitando como implementa´-la e que ferramentas utilizar, enquanto
outra pode focar em suas definic¸o˜es e o que se deve entregar ao cliente como sinal de uma
verificac¸a˜o confia´vel.
Pontos Tratados Me´todos e Padro˜es
VSIA OCP RMM Questa IPprocess
Especificac¸a˜o D N P N D
Implementac¸a˜o N N D S D
Verificac¸a˜o S N D D D
Prototipac¸a˜o em FPGA N N S N D
Interface de uso D D S N N
Documentac¸o˜es D S S N D
Ferramentas N P N D D
Me´tricas de Qualidade D N N N N
Protec¸a˜o da Propriedade Intelectual D N N N N
Tabela 2.1: Pontos tratados em cada trabalho citado: D = detalhadamente, P = parci-
almente, S = superficialmente e N = na˜o tratado.
As organizac¸o˜es VSIA e OCP, teˆm seu foco majoritariamente voltado para o mer-
cado de IPs (tabela 2.6), preocupando-se principalmente com padronizac¸o˜es e em como
desenvolveˆ-los de forma a facilitar sua aquisic¸a˜o e uso pelo cliente. Contudo, o OCP e´
bem delimitado, ocupando-se apenas em tentar definir e promover uma interface de uso
padronizada, visando que diferentes IPs, adquiridos em diferentes fontes, possam facil-
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mente se comunicar. Ja´ o VSIA, apesar do foco principal em comum, aparentemente na˜o
tem restric¸o˜es quanto a sua a´rea de atuac¸a˜o, podendo definir me´todos ou padro˜es sobre
qualquer caracter´ıstica ou etapa presentes em IPs, desde que isto proporcione ganhos em
usabilidade e come´rcio (mercado).






Tabela 2.2: Principal foco das metodologias e padro˜es.
Ja´ os me´todos Questa, RMM e IPprocess teˆm seu foco voltado para o fluxo de desen-
volvimento de IPs, mas mesmo tendo esta orientac¸a˜o em comum, notam-se importantes
diferenc¸as entre eles. O me´todo proposto pela Mentor Graphics - Questa - trata superfi-
cialmente a etapa de implementac¸a˜o, pois seu foco e´ em verificac¸a˜o e, em especial, no uso
das ferramentas de seu criador.
O RMM apresenta diversos caminhos que podem ser tomados durante o desenvolvi-
mento de um IP e, talvez por isto, falta-lhe a`s vezes objetividade em algumas etapas deste
processo. Uma outra caracter´ıstica e´ que, apesar de ter como foco o fluxo de desenvolvi-
mento, existe uma forte e evidente preocupac¸a˜o relacionada a` reusabilidade e come´rcio,
algo que, apesar de existente, na˜o e´ ta˜o expl´ıcito no IPprocess e ainda menos no Questa.
Diferentemente, o IPprocess delimita rigidamente cada uma das etapas que propo˜e, com
detalhes de documentac¸o˜es, processos e ate´ mesmo ferramentas. Se por um lado isto torna
mais clara e bem determinada a metodologia, por outro, tamanha rigidez pode vir a tornar
dispendioso o cumprimento das etapas, inviabilizando seu uso em pequenas equipes.
Enfim, existem diversas formas de olhar e dirigir a concepc¸a˜o de IPs e uma metodologia
deve ter bem definido qual caminho deseja trilhar. O Brazil-IP, como sera´ demonstrado no
decorrer deste trabalho, focou-se no fluxo de desenvolvimento propriamente dito, deixando
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os detalhes de interfaces e de algumas documentac¸o˜es serem regidos por padro˜es que
colaboram de forma a complementar a metodologia, como OCP e VSIA.
Cap´ıtulo 3
A metodologia Brazil-IP
O conso´rcio Brazil-IP foi formado, inicialmente, por 8 universidades brasileiras: UFPE,
UNICAMP, USP, UFMG, UnB, UFCG, PUC-RS e UFRGS. Tinha como meta a constru-
c¸a˜o de uma sofisticada plataforma, com base em FPGA, composta por um decodificador
de v´ıdeo Mpeg4, um decodificador de a´udio MP3[17, 18], um microcontrolador 8051, uma
NoC (Network-on-a-Chip), BlueTooth, USB e controladores de LCD e teclado (figura 3.1).
Esta plataforma ficou conhecida como Feˆnix.
Cada universidade ficou responsa´vel pelo desenvolvimento de um destes dispositivos.
A` UNICAMP coube o desenvolvimento do decodificador de a´udio no formato MP3.
Como forma de padronizar o trabalho de todos os grupos, foi proposta a criac¸a˜o de
uma metodologia (figura 3.2). Atrave´s de diversos workshops e cursos, esta metodologia
foi gradativamente tomando forma e orientando os esforc¸os, mas infelizmente, ao contra´rio
do planejado inicialmente, poucos registros sobre seu conteu´do e aplicac¸a˜o foram gerados
no decorrer do conso´rcio.
Apenas alguns documentos esparsos, em especial sobre verificac¸a˜o, foram criados. Na˜o
existe nenhuma s´ıntese do que foi produzido durante este per´ıodo, dificultando a preser-
vac¸a˜o e reproduc¸a˜o deste me´todo, podendo permitir que grande parte deste esforc¸o aos
poucos desaparec¸a.
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Figura 3.1: Plataforma Feˆnix, proposta pelo conso´rcio Brazil-IP.
Portanto, uma das principais contribuic¸o˜es deste trabalho, e em especial deste cap´ıtulo,
e´ aglutinar, sedimentar e registrar as propostas e experieˆncias ocorridas durante o processo
de formac¸a˜o da metodologia Brazil-IP. Obviamente, estes registros foram feitos segundo
a interpretac¸a˜o do autor e seu grupo, e sa˜o apresentados na forma como foram aplicados
na Universidade Estadual de Campinas.
Na˜o se pode afirmar que essa era a ide´ia inicial, mas na forma como ocorreu, a meto-
dologia Brazil-IP adquiriu uma caracter´ıstica que possibilita defin´ı-la como uma Metodo-
logia Aberta. Este tipo de metodologia se caracteriza por ditar seus pontos fundamentais,
que devem necessariamente ser seguidos, mas na˜o define detalhadamente de que maneira
aplica´-los, deixando aberto ao implementador quais caminhos tomar para atingir as metas
propostas.
A metodologia Brazil-IP definiu, por exemplo, um fluxo de projeto partindo da extra-
c¸a˜o de requisitos, passando por diferentes especificac¸o˜es e terminando na implementac¸a˜o e















Figura 3.2: Fluxo de projeto sugerido pela metodologia.
refereˆncia qualquer outra metodologia para sua implementac¸a˜o, como por exemplo a fase
de extrac¸a˜o de requisitos e especificac¸a˜o. Por outro lado, pontos considerados cr´ıticos
quando se trata de desenvolvimento de hardware, como por exemplo verificac¸a˜o, tiveram
uma documentac¸a˜o a` parte, detalhadamente definida desde seu fluxo ate´ as ferramentas
a serem utilizadas.
As ferramentas sugeriadas pela metodologia sera˜o apresentadas com mais detalhes
posteriormente. O fluxo completo de projeto sera´ apresentado a seguir, divido em duas
sec¸o˜es: compreensa˜o do objeto e desenvolvimento.
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3.1 Compreensa˜o do Objeto
“Na˜o existe problema sem soluc¸a˜o”. Esta e´ uma ma´xima de uso muito recorrente e,
obviamente, de veracidade questiona´vel. Na˜o e´ deste ponto que se deseja tratar aqui, mas
foi citada porque uma variac¸a˜o desta e´, neste momento, bastante oportuna: “na˜o existe
soluc¸a˜o sem problema”. Este trocadilho simples ilustra perfeitamente a ordem destes
fatores. Para se buscar uma soluc¸a˜o e´ necessa´rio que se tenha primeiro um problema e,
ale´m disto, que este seja suficientemente bem conhecido. Por isto, a primeira parte da
metodologia Brazil-IP e´ composta por alguns passos que visam delinear com precisa˜o o
objeto a ser desenvolvido, ou seja, o problema a ser resolvido. E´ necessa´rio compreendeˆ-lo
por completo, saber exatamente do que se trata, quais as suas implicac¸o˜es, suas minu´cias
e suas restric¸o˜es.
Esta primeira etapa consiste em colher toda a informac¸a˜o poss´ıvel sobre o objeto,
analisando-o, tentando compreendeˆ-lo como um todo e, ao final, criando documentos que
orientem as demais etapas de desenvolvimento. Os documentos criados nesta fase sa˜o
normalmente conhecidos como especificac¸o˜es.
Para esta tarefa, de ana´lise e especificac¸a˜o do problema, a Engenharia de Software
se mostra um campo prop´ıcio, permitindo colher ide´ias perfeitamente aplica´veis ao de-
senvolvimento de projetos de hardware. E´ uma a´rea consolidada, com muitos trabalhos
produzidos. Alguns destes, como ja´ mencionado, sa˜o bastante consagrados como o RUP
(Rational Unified Process) e o eXtreme Programming (XP).
Poss´ıvelmente, com base em trabalhos desta a´rea, tenha sido criada considera´vel parte
da metodologia Brazil-IP. Como se pode notar na figura do fluxo da metodologia (3.2),
foram definidos pontos ja´ comuns e mandato´rios em metodologias de desenvolvimento de
software, como extrac¸a˜o de requisitos, especificac¸o˜es, etc.
Por outro lado, nesta mesma figura, encontram-se pontos que podem na˜o fazer muito
sentido ao se falar em desenvolvimento de software. Por exemplo: duplicar implementa-
c¸o˜es, criando um Modelo de Refereˆncia, na tentativa de garantir o correto funcionamento
do produto final. Duas implementac¸o˜es, paralelas, e´ claramente algo dispendioso e que so´
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faz sentido levando-se em considerac¸a˜o algumas caracter´ısticas intr´ınsecas ao desenvolvi-
mento de hardware, como o alt´ıssimo custo por falha e a complexidade das implementac¸o˜es
devido ao baixo n´ıvel de abstrac¸a˜o.
Diferenc¸as sutis, mas importantes como estas, deixam claro que apesar de serem uma
interessante fonte de inspirac¸a˜o, metodologias criadas para desenvolvimento de software
na˜o podem ser integralmente utilizadas no desenvolvimento de hardware.
Com um perfil de metodologia aberta, esta dita as etapas mas na˜o dita detalhes
r´ıgidos do como efetua´-las. Va´rias te´cnicas podem ser usadas e me´todos tradicionais
da engenharia de software podem ser facilmente importados para uso nestes casos. Deste
modo, nas pro´ximas sec¸o˜es sera˜o apresentados os passos definidos pela metodologia Brazil-
IP, na forma como foi interpretada e aplicada na Universidade Estadual de Campinas.
3.1.1 Extrac¸a˜o de Requisitos e Especificac¸a˜o Inicial
O processo de extrac¸a˜o de requisitos requer uma ana´lise cuidadosa do produto em
questa˜o, do domı´nio de sua aplicac¸a˜o, das necessidades do mercado, desempenho, custos
e, principalmente, das informac¸o˜es do cliente sobre suas necessidades, exigeˆncias e desejos.
Este processo pode significar a interac¸a˜o entre pessoas com domı´nios de conhecimento
completamente diferentes; cliente e desenvolvedor tratando de um mesmo objeto: o pro-
duto a ser desenvolvido. Estes precisam se fazer entender reciprocamente, chegando a um
resultado comum, consensual.
E´ uma tarefa dif´ıcil, imprecisa e de automatizac¸a˜o completa praticamente imposs´ıvel.
Esta´ sujeita aos mesmos problemas encontrados na extrac¸a˜o de requisitos da engenharia
de software [19] como a falta de conhecimento das necessidades reais por parte do cliente,
falta de conhecimento do domı´nio do problema por parte do desenvolvedor, comunicac¸a˜o
inadequada, diferenc¸as de vocabula´rios, etc. Enfim, e´ um processo ana´logo ao da enge-
nharia de softwares, tanto no que diz respeito aos problemas, quanto a`s poss´ıveis soluc¸o˜es,
sendo de boa postura recorrer-se a esta como orientac¸a˜o sempre que necessa´rio.
Apo´s extra´ıdos os requisitos, inicia-se a fase de especificac¸a˜o, que consiste em gerar
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uma documentac¸a˜o que descreva com precisa˜o o produto a ser desenvolvido. Esta espe-
cificac¸a˜o inicial, tambe´m conhecida como Anteprojeto ou Especificac¸a˜o Preliminar, deve
sintetizar, de forma global e gene´rica, segundo a visa˜o do cliente e usua´rios, o projeto a ser
desenvolvido. Ela e´ elaborada como forma de conhecer as expectativas e reais necessidades
dos usua´rios, dimensionar a abrangeˆncia e delimitar seu escopo.
Nessa especificac¸a˜o, apesar de se poder descrever opc¸o˜es existentes ou desejadas pelo
cliente no que se refere a` tecnologia pretendida, na˜o devera´ haver a preocupac¸a˜o com
a soluc¸a˜o te´cnica que sera´ adotada. A soluc¸a˜o tecnolo´gica, caminho de implementac¸a˜o
e deciso˜es arquiteturais sera˜o objeto de uma segunda especificac¸a˜o: Especificac¸a˜o para
S´ıntese.
Deve-se, ao final desta especificac¸a˜o, obter apenas um estudo superficial da viabilidade
do projeto desejado. Este ainda na˜o foi devidamente analisado e, somente em uma pro´xima
etapa, tera´ explorada as poss´ıveis alternativas para torna´-lo eficaz como produto [20].
Obviamente, como todo relato´rio, esta e demais especificac¸o˜es e documentos devera˜o
zelar pela objetividade e clareza das informac¸o˜es. Na˜o se deve permitir exageros nem
omisso˜es, deve-se utilizar dados real´ısticos, de forma a obter estimativas e projec¸o˜es coe-
rentes.
3.1.2 Especificac¸a˜o para S´ıntese
A metodologia preveˆ a divisa˜o dos trabalhos em equipes atuando em duas diferentes
frentes: implementac¸a˜o e verificac¸a˜o. Esta primeira e´ a responsa´vel por definir todos
os detalhes relativos a` forma final que tera´ o produto: arquitetura, recursos utilizados,
tecnologia, etc. A segunda e´ responsa´vel por tentar garantir uma correta implementac¸a˜o
do sistema e sera´ apresentada em detalhes na pro´xima sec¸a˜o.
A Especificac¸a˜o para S´ıntese deve ser criada pela equipe de implementac¸a˜o e visa
traduzir a Especificac¸a˜o Preliminar, de seu escopo global, sem grandes preocupac¸o˜es te´c-
nicas, para o escopo do desenvolvedor RTL (register transfer level), devendo propor meios
para obter um produto final em conformidade com o especificado inicialmente. E´ nesta
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etapa que deve ser definido se o projeto e´ realmente fact´ıvel, quais sa˜o seus riscos de
implementac¸a˜o, bem como sua viabilidade te´cnica, operacional e econoˆmica.
A equipe de implementac¸a˜o deve, inicialmente, analisar todos os dados presentes na
Especificac¸a˜o Preliminar tentando, a partir desta, definir poss´ıveis pontos cr´ıticos do pro-
jeto. Requisitos como desempenho, custos, resisteˆncia a adversidades enfrentadas quando
em funcionamento, consumo de energia e seguranc¸a da propriedade intelectual sa˜o alguns,
dentre muitos, que devem ser levados em conta ao se definir o caminho a ser trac¸ado du-
rante o desenvolvimento. Tais pontos podem ser de maior ou menor relevaˆncia, de acordo
com cada projeto, mas devem ser cuidadosamente analisados a fim de produzir uma boa
Especificac¸a˜o para S´ıntese.
Apo´s esta primeira ana´lise, a equipe de implementac¸a˜o deve se debruc¸ar sobre os pon-
tos mais cr´ıticos, analisando os riscos que apresentam, se sa˜o contorna´veis e como. E´ nesta
fase que va´rias deciso˜es importantes para o projeto sa˜o tomadas como, por exemplo, a
definic¸a˜o da arquitetura a ser utilizada. Devem ser especificados detalhes como as diviso˜es
do projeto em sub-mo´dulos para simplificar a implementac¸a˜o e verificac¸a˜o, protocolos de
comunicac¸a˜o para configurac¸o˜es e fluxo dos dados - internos e externos, algoritmos pass´ı-
veis de implementac¸a˜o, uso de recursos como a´rea e memo´ria, restric¸o˜es aceita´veis ou na˜o
no sistema, capacidade de processamento, entre outros. A definic¸a˜o de uma arquitetura
adequada e´ importante porque, normalmente, impacta diretamente em requisitos como
desempenho, custos do produto e tempo de desenvolvimento.
A experieˆncia gerada a partir do uso desta metodologia permite afirmar que trac¸ar
caminhos demasiadamente errados, durante a Especificac¸a˜o para S´ıntese, pode significar
a perda de meses de trabalho pelo fato de, apo´s muito ja´ feito, notar-se que na˜o sera´
poss´ıvel alcanc¸ar alguma das metas fundamentais para a conclusa˜o do projeto. Portanto,
nota-se que e´ de grande importaˆncia nesta etapa, a participac¸a˜o de uma ou mais pes-
soas, com considera´vel experieˆncia em desenvolvimento de projetos em semicondutores.
Este conhecimento e´ importante para apontar as restric¸o˜es ou possibilidades de uma de-
terminada tecnologia, ajudando a definir que caminhos e deciso˜es devera˜o ser tomadas
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para possibilitar a conclusa˜o do produto. Infelizmente, uma metodologia por si so´, por
mais abrangente e detalhista que seja, ainda sera´ para um iniciante apenas teoria. O
conhecimento acumulado em anos de trabalhos e´ muito bem vindo, especialmente nesta
etapa.
3.1.3 Especificac¸a˜o para Verificac¸a˜o
Na era atual dos circuitos integrados contendo milho˜es de transistores, nenhum traba-
lho de implementac¸a˜o em HDL se inicia sem antes ser criada uma especificac¸a˜o detalhada
para orienta´-lo. Por outro lado, empresas calculam investir, na etapa de verificac¸a˜o,
dois terc¸os dos esforc¸os envolvidos no desenvolvimento dos IPs, na tentativa de garantir
a auseˆncia de falhas nos mesmos[13]. Partindo-se deste cena´rio, onde se geram muito
mais linhas de co´digos e investe-se muito mais tempo e dinheiro na etapa de verificac¸a˜o,
nota-se que na˜o faria nenhum sentido iniciar estes trabalhos sem antes uma especificac¸a˜o
detalhada para orienta´-los.
A metodologia Brazil-IP preveˆ a criac¸a˜o de documentos especialmente voltados para
orientar a verificac¸a˜o. Esta documentac¸a˜o tambe´m e´ gerada a partir da especificac¸a˜o
inicial, mas apesar de possuir a mesma origem, tem um enfoque completamente diferente
da Especificac¸a˜o para S´ıntese. O principal objetivo da Especificac¸a˜o para Verificac¸a˜o e´
montar um plano de trabalho que tem como meta tentar garantir que o produto criado
estara´ funcionando satisfatoriamente e, idealmente, livre de erros.
Esta especificac¸a˜o deve conter todos os requisitos importantes para a conclusa˜o do
produto e que sa˜o pass´ıveis de serem verificados, de prefereˆncia, de forma automatizada.
Como a Especificac¸a˜o Inicial deve conter todas as funcionalidades desejadas para o
produto e todos os poss´ıveis casos de uso do mesmo, ela se torna a principal fonte de ori-
entac¸a˜o para a gerac¸a˜o da Especificac¸a˜o para Verificac¸a˜o. Mas e´ importante lembrar que,
dependendo do produto, outras fontes podem e devem ser utilizadas para tal finalidade,
como por exemplo, documentos normativos da ISO, ABNT, etc.
Partindo de uma ana´lise de todas estas informac¸o˜es, especialmente sobre as funciona-
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lidades e os casos de uso do IP em desenvolvimento, deve-se criar um plano de verificac¸a˜o,
que devera´ conter cada teste a ser realizado, explicitando como sera´ efetuado e quais casos
de uso sera˜o cobertos pelo mesmo. Tambe´m e´ importante definir os tipos de est´ımulos que
sera˜o usados para cada um dos testes. Conforme sera´ detalhado futuramente (sec¸a˜o 3.2.2),
segundo a metodologia estes est´ımulos dividem-se em aleato´rios, corner cases, compliance
e reais.
Um plano de verificac¸a˜o bem desenvolvido e´ de muita importaˆncia para se poder
definir, com maior precisa˜o, os esforc¸os necessa´rios, o tempo que sera´ gasto e quando o
projeto podera´ ser, definitivamente, dado como completo e aprovado.
3.1.4 Modelo de Refereˆncia
Ainda com o intuito de melhor entender o objeto em questa˜o, segundo a metodologia,
a equipe de verificac¸a˜o necessita implementar um Modelo de Refereˆncia do sistema a ser
desenvolvido. Este modelo tem como meta, ale´m de sedimentar o conhecimento rece´m
adquirido, servir como base para o processo de verificac¸a˜o, dirigindo cada uma de suas
etapas.
Durante a evoluc¸a˜o para cada nova fase de verificac¸a˜o, atrave´s de simulac¸o˜es com os
testbenchs, est´ımulos sa˜o enviados ao Modelo de Refereˆncia e ao mo´dulo em desenvolvi-
mento (ou refinamento), confrontando os resultados gerados por estes dois e averigu¨ando
seu correto funcionamento.
Normalmente, os IPs desenvolvidos sa˜o compostos por diversos submo´dulos, visando
facilitar os trabalhos de implementac¸a˜o ao dividir sua complexidade em va´rias partes. Por
isto, e´ necessa´rio que o Modelo de Refereˆncia seja tambe´m divis´ıvel em partes menores,
ao menos tantas quanto o nu´mero de submo´dulos esperados para a implementac¸a˜o do
sistema. Desta forma, sera´ poss´ıvel verificar o funcionamento de cada uma das partes
para, somente depois, garantir o funcionamento do IP como um todo.
Devido ao foco da verificac¸a˜o funcional, utilizada na metodologia, e´ necessa´rio frisar
que o Modelo de Refereˆncia deve, preferencialmente, ser implementado sem precisa˜o de
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ciclos de relo´gio ou noc¸a˜o de tempo (timeless), pois a verificac¸a˜o ocorre na forma de“Caixa
Preta” (Black Box ), na qual somente importam os resultados e na˜o como sa˜o obtidos.
Quando existirem restric¸o˜es relacionadas ao tempo, como por exemplo frequ¨eˆncia de
operac¸a˜o, elas na˜o sa˜o codificadas no Modelo de Refereˆncia, sa˜o implementadas no test-
bench, que utilizara´ simulac¸o˜es com as informac¸o˜es dos atrasos na propagac¸a˜o dos sinais
ele´tricos, para averiguar se as respostas do circuito continuam corretas.
E´ importante que o Modelo de Refereˆncia seja simples e objetivo, desenvolvido em
uma linguagem com alto n´ıvel de abstrac¸a˜o (C, Java, MatLab) para evitar falhas de
implementac¸a˜o. Normalmente na˜o devem existir preocupac¸o˜es com o uso de recursos ou
desempenho, deve-se focar na clareza e simplicidade do co´digo, ale´m e´ claro, de seu correto
funcionamento.
Diversas linguagens poderiam ser utilizadas para tal modelo, mas a metodologia sugere
fortemente o uso de SystemC/C++. Isto, conforme sera´ apresentado posteriormente,
facilitara´ a confecc¸a˜o dos testbenchs e sua reutilizac¸a˜o. Ale´m disso, possibilitara´ compilar
o modelo de refereˆncia, o mo´dulo RTL em desenvolvimento e a estrutura de testes, em
um u´nico programa executa´vel, agilizando consideravelmente a simulac¸a˜o e verificac¸a˜o do
sistema.
3.2 Desenvolvimento
A fase de desenvolvimento se caracteriza pela implementac¸a˜o, propriamente dita, dos
algoritmos e co´digos que resultara˜o no produto final (IP) e nos conjuntos de testes que ga-
rantira˜o seu correto funcionamento. Conforme a metodologia, o desenvolvimento deve ser
feito por duas diferentes frentes de trabalhos, ta˜o independentes entre si quanto poss´ıvel,
uma responsa´vel pela implementac¸a˜o do IP e outra pela verificac¸a˜o do mesmo.
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3.2.1 Implementac¸a˜o
Seguindo as tendeˆncias do mercado, que busca em novas linguagens trabalhar num
n´ıvel de abstrac¸a˜o mais elevado, possibilitando a criac¸a˜o de sistemas complexos de manei-
ras mais simples, o conso´rcio Brazil-IP teve especial cuidado ao padronizar a linguagem
de desenvolvimento de hardware que seria utilizada. A linguagem escolhida e´ chamada
SystemC.
SystemC foi originalmente desenvolvida pela empresa Synopsys e, posteriormente,
em junho de 2000, padronizada por uma organizac¸a˜o chamada OSCI (Open SystemC
Initiative), criada a partir da unia˜o de esforc¸os de diversas empresas da a´rea de EDA
(Eletronic Design Automation). E´ uma linguagem de co´digo aberto e que tem se mostrado
bastante promissora. Sera´ detalhadamente apresentada ao leitor no cap´ıtulo 4.
Utilizando SystemC como linguagem padra˜o e partindo da Especificac¸a˜o para S´ıntese,
gerada em uma etapa anterior, as equipes de implementac¸a˜o devem comec¸ar a dar forma
ao produto. Mo´dulos, algoritmos e co´digos devem ser criados, seguindo rigorosamente o
plano de s´ıntese e cobrindo todas as funcionalidades previstas.
Durante a implementac¸a˜o do IP, deve-se ter um cuidado muito grande com as regras de
codificac¸a˜o das linguagens e ferramentas. As linguagens de descric¸a˜o de sistemas (SDL -
System Description Language) e de descric¸a˜o de hardware (HDL - Hardware Description
Language), quando em uso para s´ıntese de circuitos, sa˜o extremamente limitadas. Os
co´digos criados devem sempre seguir um padra˜o suportado pelas ferramentas de s´ıntese.
No caso de HDLs como Verilog e VHDL, tais padro˜es ja´ sa˜o bem conhecidos e muito
parecidos entre diferentes ferramentas, o que facilita as implementac¸o˜es e a portabilidade
dos co´digos.
Para as SDLs, como SystemC, este cena´rio e´ um pouco pior. Como sa˜o linguagens
novas, em geral, sequer sa˜o pass´ıveis de s´ıntese pelas ferramentas convencionais, sendo
necessa´rio utilizar ferramentas tradutoras para posteriormente proceder com a s´ıntese dos
circuitos. Estas linguagens de descric¸a˜o de sistemas (SDLs) sa˜o normalmente muito fle-
x´ıveis e isto pode se tornar um problema, pois co´digos gerados com um alto n´ıvel de
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abstrac¸a˜o sa˜o dif´ıceis de serem transformados em circuitos de forma automa´tica. Esta ca-
pacidade de s´ıntese, a partir de descric¸o˜es em alto n´ıvel de abstrac¸a˜o, esta´ intrinsecamente
ligada a`s ferramentas que sera˜o utilizadas durante o fluxo. Por isto, e´ necessa´rio que a
equipe conhec¸a muito bem o funcionamento e as limitac¸o˜es destas ferramentas antes de
iniciar os trabalhos de implementac¸a˜o.
Apesar da flexibilidade das novas linguagens poder ser algo traic¸oeiro, pode tambe´m
representar significativos ganhos ao processo de desenvolvimento de IPs quando conscien-
temente utilizada. Tanto a metodologia Brazil-IP quanto os defensores de tais linguagens,
creˆem ser mais produtivo e seguro desenvolver primeiramente um modelo com alto n´ıvel
de abstrac¸a˜o. Estes modelos podem ser rapidamente desenvolvidos, por vezes fazendo uso
de bibliotecas especializadas e usufruindo de todo potencial e facilidades permitidas pelas
SDLs.
Com este desenvolvimento inicial, va´rios poss´ıveis problemas de desempenho, arqui-
tetura e ate´ mesmo custos podem ser analisados e solucionados antecipadamente. Isto e´
importante, pois os trabalhos de implementac¸a˜o ainda estara˜o em suas primeiras etapas
e na˜o ocorrera´ grande desperd´ıcio de tempo e recursos, caso os caminhos trac¸ados para o
desenvolvimento tenham que ser revistos ou refeitos. Por outro lado, encontrar problemas
em uma etapa mais madura de implementac¸a˜o poderia representar a perda de meses de
trabalho.
Pelo modo proposto, somente apo´s validar completamente o funcionamento dos mo´du-
los em desenvolvimento, deve ser despendido esforc¸os no refinamento dos co´digos, visando
chegar ao circuito eletroˆnico desejado.
O fluxo de s´ıntese sugerido pela metodologia pode ser visto detalhadamente na figura
3.3. Deve-se iniciar as implementac¸o˜es, como ja´ mencionado, com modelos com alto
n´ıvel de abstrac¸a˜o, visando validar funcionalmente os mo´dulos em desenvolvimento. Apo´s
isto, os co´digos devem ser refinados ate´ possibilitarem a sua traduc¸a˜o para linguagens
convencionais como Verilog ou VHDL. Esta traduc¸a˜o deve ser feita automaticamente
atrave´s do uso de ferramentas espec´ıficas. Os co´digos traduzidos sa˜o enta˜o sintetizados
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por outra ferramenta que ira´ inferir, a partir destes, um circuito eletroˆnico. Este circuito





















Figura 3.3: Fluxo de s´ıntese sugerido pela metodologia.
Como pode-se notar, o fluxo de s´ıntese da figura 3.3 tem um comportamento circular,
passando a cada novo ciclo pela fase de verificac¸a˜o. Um mo´dulo na˜o deve avanc¸ar sua fase
de desenvolvimento sem antes ser aprovado novamente por seu testbench, garantido, desta
forma, que as mudanc¸as em sua implementac¸a˜o na˜o deterioraram nenhuma de suas fun-
cionalidades. Caso seja reprovado pela verificac¸a˜o, o mo´dulo deve retornar a` fase anterior
de desenvolvimento, sofrendo as alterac¸o˜es necessa´rias para solucionar o problema.
E´ importante ressaltar que toda e qualquer versa˜o de co´digo, gerada durante o fluxo
do projeto e considerada minimamente esta´vel, deve ser armazenada em um reposito´rio
de co´digos1. Desta forma, registra-se o histo´rico da evoluc¸a˜o de tudo o que for produzido,
armazenando-se verso˜es que podem ser necessa´rias em algum momento, caso a linha de
desenvolvimento tomada se mostre inadequada.
A metodologia Brazil-IP tem como seu principal pilar a busca pelo desenvolvimento
de IPs ausentes de falhas. Por isto, toda a fase de implementac¸a˜o e´ fortemente centrada
1Reposito´rio e´ o nome dado ao conjunto de co´digos fontes (e seus histo´ricos de modificac¸o˜es) ar-
mazenados em um banco de dados de uma ferramenta de controle de verso˜es. No projeto Brazil-IP, as
ferramentas indicadas para controle de verso˜es foram o SVN e o CVS, ambas gratuitas e de co´digo aberto.
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em verificac¸a˜o, tendo como nu´cleo deste fluxo os testbenchs (conforme a figura 3.3). Com
este processo, a metodologia espera chegar ao fim do desenvolvimento com co´digos ma-
duros e corretos, eliminando surpresas desagrada´veis que poderiam ocorrer justamente no
momento mais cr´ıtico: conclusa˜o do projeto em FPGA ou sil´ıcio.
3.2.2 Verificac¸a˜o Funcional
A indu´stria de IPs, atualmente, estima investir ate´ 70% dos seus custos e esforc¸os, na
tentativa de garantir que os sistemas desenvolvidos estejam livres de falhas [13]. A grande
preocupac¸a˜o com a verificac¸a˜o de IPs se deve ao fato destes, diferentemente de softwares,
possuirem um alevad´ıssimo custo por falha. Este custo cresce vertiginosamente a` medida
que o projeto avanc¸a. Por exemplo, falhas encontradas em um per´ıodo intermedia´rio ou
avanc¸ado de desenvolvimento, podem forc¸ar que parte considera´vel do co´digo desenvolvido
tenha que ser refeito. Isto, ale´m de dispender recursos inicialmente na˜o previstos, pode
atrasar consideravelmente o cronograma do projeto, podendo significar a perda da janela
de mercado, possivelmente implicando na morte prematura do produto.
Falhas encontradas quando o produto ja´ esta´ em uso no mercado podem ser ainda
mais catastro´ficas, traduzindo-se em altos custos para a reposic¸a˜o das pec¸as defeituosas
e ate´ mesmo na perda de credibilidade da empresa junto a seus clientes. Como exemplo,
um caso muito conhecido ocorrido em 1994: o processador pentium, da intel, possu´ıa uma
falha na unidade de ponto flutuante que produzia resultados erroˆneos, a partir da quinta
casa decimal. Apesar do erro afetar apenas 1 a cada 1 milha˜o de usua´rios, especialistas
dizem que a credibilidade da Intel caiu e isto ajudou a abrir espac¸o para sua concorrente
AMD [21, 13].
Atentos a` importaˆncia que uma “garantia de qualidade” tem para um IP, os ideali-
zadores do conso´rcio Brazil-IP tiveram uma preocupac¸a˜o especial ao definir o modelo de
verificac¸a˜o que seria usado nesta metodologia. Por isto, ao contra´rio das outras etapas
que se caracterizam por ter grande grau de liberdade quanto a sua forma de aplicac¸a˜o,
a verificac¸a˜o e´ a etapa melhor definida e mais r´ıgida. Ao inve´s de apenas um conjunto
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de boas pra´ticas e de padronizac¸o˜es de ferramentas e documentac¸o˜es, foi desenvolvido
para esta etapa um me´todo a` parte, que sera´ apresentado nesta sec¸a˜o e posteriormente
exemplificado durante o estudo de casos.
O paradigma de verificac¸a˜o escolhido pelo conso´rcio Brazil-IP e´ conhecido como Verifi-
cac¸a˜o Funcional, por buscar garantir que todas as funcionalidades definidas na especifica-
c¸a˜o inicial sejam atingidas. Normalmente, na˜o sa˜o de importaˆncia as deciso˜es tecnolo´gicas
tomadas, nem a arquitetura, os algoritmos, a quantidade de memo´ria ou a´rea utilizadas.
Para a verificac¸a˜o funcional o importante e´ garantir que o sistema desenvolvido atenda
aos requisitos funcionais2 especificados.
Como pode-se notar, logo no inicio do fluxo de desenvolvimento proposto (figura 3.2),
os trabalhos se bifurcam em duas frentes independentes. Isto visa garantir uma regra de
ouro desta metodologia: redundaˆncia na interpretac¸a˜o de todos os detalhes do objeto a
ser desenvolvido. A importaˆncia de haver duas ou mais interpretac¸o˜es, independentes, de
um mesmo ponto e´ tentar reduzir as possibilidades de erros, confrontando opinio˜es que,
ao divergirem, levam a uma discussa˜o e novos estudos sobre o objeto, ate´ se chegar a um
consenso. As interpretac¸o˜es distintas sa˜o de responsabilidade da equipe de implementac¸a˜o
e da equipe de verificac¸a˜o. E´ importante ressaltar que, para garantir duas viso˜es realmente
independentes, e´ necessa´rio que haja o mı´nimo ou nenhuma comunicac¸a˜o entre as equipes
a respeito da interpretac¸a˜o do objeto.
Testbenchs
A verificac¸a˜o e´ feita atrave´s da montagem de uma estrutura, em SystemC, que permite
simular a injec¸a˜o de milho˜es de est´ımulos, simultaneamente, no mo´dulo em desenvolvi-
mento e no modelo de refereˆncia do mesmo. Estes est´ımulos visam provocar respostas
dos dois componentes, que sera˜o confrontadas em busca de alguma divergeˆncia. No caso
2Requisitos funcionais descrevem o que o produto faz, usando notac¸o˜es informais, semiformais, formais
ou uma combinac¸a˜o delas [19]
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de diferenc¸as entre estas respostas, faz-se necessa´ria uma investigac¸a˜o em busca do erro e
consequ¨ente correc¸a˜o.
A estrutura do testbench e´ modularizada e muito bem definida. Cada um dos com-
ponentes e´ implementado em um arquivo separado, tendo comportamento muito bem
delimitado. A comunicac¸a˜o entre os componentes e´ feita, sempre que poss´ıvel, em n´ıvel
de transac¸o˜es (TLM - Transaction Level Modeling), como forma de tornar o co´digo mais
simples, mais confia´vel e aumentar sua reusabilidade. Os componentes de um testbench

























































Figura 3.4: Modelo de Testbench da metodologia.
Source: este componente e´ o responsa´vel por gerar todos os est´ımulos que sera˜o enviados
ao Modelo de Refereˆncia e ao Mo´dulo em Teste. A qualidade de um testbench esta´
intimamente ligada a` qualidade dos est´ımulos gerados por este componente. Quando
gerados adequadamente, os est´ımulos podem expor falhas do projeto, mas quando
inadequadamente criados, podem permitir que falhas importantes passem desper-
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cebidas. Visando auxiliar no processo de gerac¸a˜o destes est´ımulos, a metodologia
preveˆ, sugere e os classifica em quatro importantes grupos:
• Corner Cases: sa˜o est´ımulos que visam colocar o mo´dulo em teste sob situ-
ac¸o˜es incomuns ou extremas, para analisar se o mesmo respondera´ coerente-
mente. Por vezes sa˜o situac¸o˜es de erro, falhas ou possivelmente imprevistas
pelo implementador;
• Compliance: tambe´m conhecidos como testes de conformidade, visam garantir
que o produto em desenvolvimento esta´ dentro dos padro˜es especificados pelo
cliente ou por normas como ISO, ABNT, etc;
• Reais: conjunto de est´ımulos iguais aos que o mo´dulo sera´ exposto quando em
uso real;
• Aleato´rios: estes est´ımulos sa˜o muito importantes e sempre recomendados para
qualquer testbench. Normalmente, sa˜o simples de serem criados, sendo poss´ıvel
gera´-los, automaticamente, a ordem de milho˜es. Devido a sua quantidade e a
natureza aleato´ria destes dados, eles podem detectar erros ao criarem situac¸o˜es
simplesmente na˜o previstas pelas equipes de verificac¸a˜o ou implementac¸a˜o.
Modelo de Refereˆncia: o modelo deve ter sido criado pela equipe de verificac¸a˜o du-
rante a fase de compreensa˜o do produto. Ele se comunica com o Source e Checker
sempre em n´ıvel de transac¸o˜es (TLM), que trafegam em canais de comunicac¸a˜o, pre´-
definidos em SystemC, conhecidos como FIFOs (First In First Out). Ao receber
os est´ımulos, o Modelo de Refereˆncia deve processa´-los, gerando respostas que sa˜o
enviadas ao Checker para serem, posteriormente, confrontadas com os resultados
gerados pelo mo´dulo em teste.
Driver: e´ o componente responsa´vel por receber as transac¸o˜es enviadas pelo Source,
transforma´-las em sinais (baixo n´ıvel de abstrac¸a˜o) e injeta´-las no mo´dulo em teste.
Monitor: faz um papel oposto ao do Driver recebendo, na forma de sinais, as respostas
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do mo´dulo em teste e empacotando-as em transac¸o˜es. Em seguida, as transac¸o˜es
sa˜o enviadas, via FIFO, ao componente Checker.
Checker: recebe transac¸o˜es vindas do Modelo de Refereˆncia e do Monitor. Estas tran-
sac¸o˜es conte´m os dados das simulac¸o˜es e seus conteu´dos sera˜o confrontados para
analisar se os resultados sa˜o satisfato´rios.
Mo´dulo em Teste: e´ o foco da simulac¸a˜o, o mo´dulo que se deseja validar. Normalmente,
a verificac¸a˜o e´ feita na forma Black Box, que significa que nada que ocorre dentro
do mo´dulo - sinais, varia´veis, ciclos de relo´gio - e´ de interesse da verificac¸a˜o. O
testbench so´ se preocupa com os resultados que saira˜o do mo´dulo, na˜o importando
a forma como foram processados.
Top Level: este e´ o componente que engloba todos os demais, conectando-os atrave´s
de sinais ou FIFOS. Tambe´m e´ responsa´vel por disparar a simulac¸a˜o e registrar as
formas de onda geradas.
Todos estes componentes, englobados pelo Top Level, sa˜o compilados em um u´nico
arquivo executa´vel que efetua o processo de simulac¸a˜o. Este arquivo e´ normalmente auto-
suficiente, gerando todos os dados que necessita e consumindo, atrave´s do confronto de
resultados, todos os dados que os testes geram. Apesar de poder ser auto-suficiente, nada
impede que receba ou grave est´ımulos no ambiente. Alia´s, registrar as formas de ondas
do sinais internos ao mo´dulo em teste, enquanto e´ executada a simulac¸a˜o, e´ uma pra´tica
interessante de depurac¸a˜o. Mas deve ficar claro que estas formas de onda sa˜o de interesse
apenas do implementador que deseje corrigir problemas no co´digo, o verificador na˜o deve
se preocupar com o que ocorre internamente no mo´dulo em verificac¸a˜o.
Cossimulac¸a˜o
Implementac¸o˜es de circuitos em SystemC normalmente na˜o sa˜o diretamente sintetiza´-
veis e devem ser traduzidas para outras linguagens como VHDL e Verilog. Felizmente, isto
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na˜o e´ necessa´rio para os co´digos implementados para os testbenchs. Estes na˜o precisam
ser reescritos ou traduzidos, pois conforme sera´ detalhado na sec¸a˜o 5.1.7, utilizando ferra-
mentas adequadas, e´ poss´ıvel integrar co´digos escritos em SystemC com implementac¸o˜es
ou traduc¸o˜es em linguagens diversas. Esta possibilidade e´ conhecida como cossimulac¸a˜o
e permite que uma estrutura de testes possa ser utilizada do in´ıcio ao fim do projeto,
passando por todas as etapas do fluxo de s´ıntese (figura 3.3), permitindo a maturac¸a˜o e
reutilizac¸a˜o dos co´digos gerados para verificac¸a˜o.
A cossimulac¸a˜o tem se mostrado muito eficiente no que diz respeito a` verificac¸a˜o, pois
permite utilizar de todas as flexibilidades e facilidades de SDLs como SystemC, juntamente
com HDLs ja´ tradicionais no desenvolvimento de IPs. A soluc¸a˜o, de linguagens mistas,
aproveitando o melhor que cada uma tem atualmente a oferecer, vem sendo adotada cada
vez com maior frequ¨eˆncia. Ale´m do Brazil-IP, outras novas metodologias como AVM-
Questa (Advanced Verification Methodology - sec¸a˜o 2.3), teˆm proposto cossimulac¸a˜o entre
linguagens, utilizando TLM e SDLs, para obter uma maior eficieˆncia na validac¸a˜o de
sistemas.
Cobertura da Verificac¸a˜o
Definir quando um pequeno mo´dulo ou um sistema completo esta´ verificado de forma
satisfato´ria e´ uma tarefa dif´ıcil[22]. Depende intrinsecamente do que esta´ em desenvol-
vimento, das suas especificac¸o˜es e funcionalidades. Por outro lado, existem alguns paraˆ-
metros que podem auxiliar nesta tarefa, sendo indicadores de qualidade do trabalho de
verificac¸a˜o. Normalmente, os indicadores sa˜o nume´ricos, baseados em porcentagens de
itens cobertos em relac¸a˜o a um porcentual teo´rico e, por isto, sa˜o geralmente chamados
de coberturas.
A metodologia Brazil-IP define dois principais grupos de coberturas: de co´digo e
funcional. A cobertura de co´digo basea-se na ana´lise de dados extra´ıdos sobre a execuc¸a˜o
das linhas de co´digos implementadas. Procura, desta forma, definir quais partes dos
co´digos gerados foram e, principalmente, na˜o foram satisfatoriamente executadas. A
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cobertura de co´digo pode ainda se dividir em va´rias outras sub-classificac¸o˜es[23], mais
espec´ıficas, por exemplo:
• cobertura de declarac¸o˜es (statement coverage): um me´todo simples mas
consideravelmente eficiente, que tem sua me´trica baseada na quantidade, ou pro-
porc¸a˜o, de linhas ou blocos executados. Co´digos pouco executados podem na˜o ter
sido suficientemente testados. Mais criticamente, co´digos na˜o executados normal-
mente representam problemas, pois ou foram desnecessa´ria e erroneamente escritos
ou o testbench desenvolvido na˜o gerou est´ımulos que obrigassem a execuc¸a˜o de tais
linhas. Em ambos os casos, esta simples ana´lise aponta falhas na implementac¸a˜o ou
verificac¸a˜o do mo´dulo, que devem ser corr´ıgidas;
• cobertura de caminhos (path coverage): basea-se em quais caminhos foram
tomados, dentre os poss´ıveis, durante a execuc¸a˜o de um co´digo. Caminhos, ou linhas
de execuc¸a˜o, sa˜o a sequ¨eˆncia de instruc¸o˜es executadas antes que alguma condic¸a˜o
especial provoque um desvio na execuc¸a˜o do co´digo. Por exemplo, dois blocos, A
e B, consecutivos e iniciados pelo comando “if ”, podem ter ate´ quatro diferentes
sequ¨encias poss´ıveis: executar os blocos A e B, executar apenas A, executar apenas
B e, finalmente, na˜o executar nenhum dos blocos. Idealmente, todos estes caminhos
devem ser verificados;
• cobertura de estados (FSM coverage): e´ baseada na ana´lise de ma´quinas de
estados, normalmente comuns em implementac¸o˜es de hardware. Idealmente, um
testbench deve gerar est´ımulos que provoquem a passagem por todos os estados
poss´ıveis em uma ma´quina de estados. Ale´m disso, na˜o apenas os estados em si
devem ser averiguados, mas tambe´m todas as transic¸o˜es poss´ıveis entre eles, por
exemplo: se em uma ma´quina pode-se chegar ao estado A partindo de treˆs outros
estados, estas transic¸o˜es devem ser verificadas e na˜o apenas a correta execuc¸a˜o do
estado A.
Diversas outras especializac¸o˜es, baseadas nas ana´lises de cobertura de co´digos, sa˜o
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poss´ıveis. O Brazil-IP definiu que, pelo menos, uma destas e´ fundamental: cobertura de
declarac¸o˜es. Esta e´ simples e eficiente, os dados podem ser coletados com ferramentas
gratuitas e analisados visualmente ou, preferencialmente, utilizando pequenos programas
e scripts. As demais formas de coberturas sa˜o certamente bem vindas, mas geralmente
necessitam de ferramentas proprieta´rias especializadas, que possibilitam a extrac¸a˜o de
dados de ma´quinas de estados, caminhos poss´ıveis, expresso˜es, entre outros, possibilitando
uma ana´lise detalhada.
O segundo tipo importante de cobertura, previsto pela metodologia, e´ a cobertura
funcional. Esta, como sugerido pelo nome, basea-se na ana´lise dos requisitos funcionais
propostos para projeto, ou necessa´rios por mo´dulos constituintes do sistema para o correto
funcionamento. Tambe´m pode ser divida em sub-grupos, de acordo com a forma de ana´lise
e o tipo das funcionalidades:
• cobertura de itens (item coverage): basea-se no registro do nu´mero de respos-
tas, geradas pelo mo´dulo em teste, para determinado item ou funcionalidade. Todas
as funcionalidades de um mo´dulo ou sistema devem ser cobertas pelos est´ımulos ge-
rados pelo testbench, preferencialmente de centenas a milho˜es de vezes;
• cobertura cruzada (cross coverage): muito similar a cobertura de itens, com a
diferenc¸a de testar combinac¸o˜es de resultados. Se o objeto em teste puder apresentar
respostas a mais de uma funcionalidade simultaneamente, devem, idealmente, ser
verificadas todas as combinac¸o˜es poss´ıveis entres elas. Isto pode na˜o ser poss´ıvel na
pra´tica, pois normalmente tem um crescimento fatorial em relac¸a˜o ao nu´mero de
funcionalidades, portanto algumas escolhas podem ser necessa´rias;
• cobertura de transic¸o˜es (transition coverage): visa analisar se ocorrem pro-
blemas de transic¸o˜es entre diferentes funcionalidades do dispositivo. Idealmente,
deve-se cobrir todas as combinac¸o˜es de transic¸o˜es poss´ıveis, mas como na cobertura
cruzada, abranger todo este espac¸o pode na˜o ser poss´ıvel, exigindo algumas escolhas.
Este tipo de cobertura pode, por exemplo, identificar falhas em um processador com
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pipeline quando este executa a leitura de um registrador logo apo´s uma gravac¸a˜o no
mesmo (data hazard).
Outros tipos de coberturas funcionais tambe´m sa˜o poss´ıveis. A metodologia determina,
ao menos, o uso da cobertura de itens, que pode ser aplicada a` qualquer dispositivo
em desenvolvimento. As outras coberturas, dependendo do objeto em desenvolvimento,
podem tambe´m ser muito importantes, quando na˜o fundamentais.
O SystemC possui uma biblioteca que e´ de grande ajuda na gerac¸a˜o de dados e na
avaliac¸a˜o de tais coberturas, e´ especialmente desenvolvida para auxiliar o papel do verifi-
cador, sendo denominada SystemC Verification Library (SCV) [24, 25, 26]. O conso´rcio
Brazil-IP, visando facilitar e padronizar tais tarefas, tambe´m criou uma biblioteca cha-
mada Brazil-IP Verification Extension (BVE)[27, 28], que facilita o registro e ana´lise da
cobertura obtida, permitindo ate´ mesmo analisar coberturas cruzadas.
O uso de tais bibliotecas e´ determinado pela metodologia e, para ana´lise de cober-
turas, devem ser utilizadas no componente Checker, anteriormente apresentado. Este,
sera´ responsa´vel por utilizar os procedimentos existentes nas bibliotecas, registrando as
informac¸o˜es julgadas necessa´rias, como os est´ımulos recebidos, respostas geradas ou fun-
cionalidades testadas, possibilitando assim uma posterior ana´lise da cobertura obtida.
3.3 Considerac¸o˜es
Apesar de inicialmente desenvolvida para Soft-IPs3, a metodologia Brazil-IP foi tam-
be´m utilizada no fluxo de desenvolvimento de circuitos integrados do tipo ASIC, resul-
tando em 100% de sucesso nos treˆs IPs desenvolvidos: decodificador de a´udio Mp3, deco-
dificador de v´ıdeo Mpeg4 e microcontrolador 8051.
A UNICAMP, universidade onde o autor desenvolveu este trabalho, foi responsa´vel
pela implementac¸a˜o do decodificador de a´udio Mp3. A metodologia, na forma como foi
3Propriedade intelectual de circuitos eletroˆnicos, desenvolvida para ser utilizada de forma flex´ıvel, na˜o
dependendo diretamente de bibliotecas de tecnologia de fabricantes de CIs. Normalmente utilizadas para
desenvolvimento em FPGAs
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implementada nesta universidade, foi a base para o trabalho aqui apresentado. Pore´m, e´
importante ressaltar que, uma vez que ainda nova e em desenvolvimento, esta metodologia
pode ter sido implementada com pequenas variac¸o˜es entre as diferentes universidades
participantes do conso´rcio.
No decorrer dos pro´ximos cap´ıtulos, com o intuito de permitir sua assimilac¸a˜o e fa´-
cil reproduc¸a˜o, a metodologia, ferramentas e alguns casos de uso, desenvolvidos nesta
universidade, sera˜o detalhadamente expostos.
Cap´ıtulo 4
SystemC
Devido aos grandes e complexos sistemas possibilitados pelas novas tecnologias VLSI,
os trabalhos de criac¸a˜o e verificac¸a˜o de CIs tem se tornado consideravelmente complicados
e dispendiosos.
Prevendo tal dificuldade, surgiram linguagens para descric¸a˜o de sistemas que permitem
trabalhar em n´ıveis superiores de abstrac¸a˜o, visando facilitar a confecc¸a˜o de circuitos
integrados com este novo grau de complexidade. Estas linguagens sa˜o tambe´m conhecidas
como SDLs (System Description Language), tendo como exemplos a SpecC, SystemVerilog
e SystemC [29, 30].
Um dos cuidados do conso´rcio Brazil-IP foi de estar atento a`s mais promissoras e no-
vas tecnologias presentes no mercado. Por tal motivo, ao inve´s de optar pelas tradicionais
HDLs (Verilog e VHDL) o conso´rcio optou por padronizar uma destas novas linguagens
para a confecc¸a˜o de seus IPs, no caso SystemC.
Resumidamente, SystemC e´ um conjunto de objetos, func¸o˜es e estruturas de dados,
todos escritos na conhecida linguagem C++ e agrupados em uma biblioteca. Por este
fato, essa SDL herda a mesma sintaxe e flexibilidade desta linguagem.
SystemC permite trabalhar em va´rios n´ıveis de abstrac¸a˜o, desde descric¸o˜es precisas de
portas lo´gicas, ate´ implementac¸o˜es muito pro´ximas de modelos em software.
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E´ poss´ıvel descrever circuitos com o mesmo rigor e detalhamento das convencionais
HDLs. Normalmente a isto chama-se de descric¸a˜o RTL (register transfer level). Obvia-
mente o intuito destas novas linguagens e´ evitar este baixo n´ıvel de abstrac¸a˜o, pois exige
mais linhas de co´digo, sendo consequ¨entemente mais sujeito a erros e dispendendo mais
horas de trabalho.
O outro extremo para a forma de implementac¸a˜o e´ normalmente conhecido como Tran-
saction Level Modeling (TLM). Este permite um alto grau de abstrac¸a˜o, tornando mais
ra´pidas e simples tarefas como verificac¸a˜o e descric¸a˜o comportamental. Na˜o bastasse
isto, existe uma biblioteca adicional chamada SCV (SystemC Verification Library) onde
encontra-se uma se´rie de consistentes recursos quem visam padronizar e tornar mais pra´-
ticas algumas implementac¸o˜es espec´ıficas de verificac¸a˜o, tais como a gerac¸a˜o de est´ımulos
e ana´lises de cobertura de funcionalidades.
As treˆs sec¸o˜es iniciais deste cap´ıtulo sera˜o dedicadas a uma introduc¸a˜o ao SystemC. As
duas u´ltimas relatara˜o experieˆncias em relac¸a˜o a` utilizac¸a˜o desta linguagem no conso´rcio
Brazil-IP.
4.1 SystemC-RTL
SystemC-RTL e´ o nome dado ao subconjunto do SystemC que e´ pass´ıvel de ser in-
terpretado pelas ferramentas de s´ıntese e transformado em um circuito composto por
portas lo´gicas. Ao contra´rio de outras HDLs, na˜o e´ simples delimitar com precisa˜o este
subconjunto, pois ele e´ muito dependente das ferramentas de s´ıntese que sera˜o utilizadas.
Por outro lado, boa parte deste subconjunto e´ extremamente parecido com VHDL e es-
pecialmente com Verilog. Assim sendo, e´ de fa´cil traduc¸a˜o para tais linguagens tornando-
se, consequ¨entemente, pass´ıvel de s´ıntese pelas ferramentas tradicionais. Por garantia, sera´
aqui denominado RTL este subconjunto menor, semelhante ao das tradicionais HDLs.
Para muitas das estruturas RTL existentes em SystemC encontram-se semelhantes
nestas outras linguagens. A seguir e´ demonstrada a descric¸a˜o de um flipflop em VHDL
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e em SystemC para explicitar estas semelhanc¸as (figura 4.1). Vale a ressalva de que o









































Figura 4.1: Flip Flop D descrito em VHDL e SystemC.
Em SystemC, atrave´s da macro SC MODULE e´ declarada a entidade que sera´ descrita,
assim como suas portas, sinais internos e processos. No exemplo e´ descrito uma entidade
de nome flipflop D, um processo de nome process D e as portas de entrada e sa´ıda de
dados (clock, reset, input, q e not q).
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SystemC utiliza a programac¸a˜o orientada a` objetos para construir suas entidades. Por
este fato, e´ necessa´rio implementar um construtor para toda entidade e isto e´ feito atrave´s
da macro SC CTOR.
E´ dentro do SC CTOR que algumas propriedades dos processos internos sa˜o definidos,
tais como lista de sensibilidade, n´ıvel de abstrac¸a˜o e forma de simulac¸a˜o. No exemplo,
atrave´s da macro SC METHOD, process D e´ descrito como sens´ıvel ao sinal clock e reset.
Isto significa que a cada mudanc¸a no valor de um destes sinais, o processo process D sera´
executado.
A macro SC METHOD tambe´m e´ utilizada para definir processos que foram descri-
tos em RTL. Esta macro na˜o permite o uso de algumas abstrac¸o˜es comportamentais do
SystemC, portanto, para processos na˜o RTL (comportamentais), e´ utilizada uma macro
similar denominada SC THREAD, que sera´ detalhada futuramente.
Com estes poucos passos, conclu´ı-se a descric¸a˜o RTL de um exemplo SystemC. Para
entidades mais complexas, outras portas, sinais e processos podem ser implementados,
bastando seguir a mesma estrutura aqui desenvolvida.
4.2 TLM em verificac¸a˜o
Implementac¸o˜es TLM (Transaction Level Modeling) sa˜o o grande diferencial das lin-
guagens de descric¸a˜o de sistemas (SDLs) em relac¸a˜o a`s convencionais HDLs.
Linguagens como VHDL ja´ possu´ıam tal n´ıvel de abstrac¸a˜o, mas extremamente enges-
sadas e limitadas. Tarefas como, por exemplo, abrir um arquivo texto e analisa´-lo, gerando
a partir deste est´ımulos para testes ou para configurac¸o˜es, costumam ser complicadas de
fazer.
Em SystemC, por outro lado, ao programar-se em TLM pode-se utilizar de todos
os recursos dispon´ıveis na linguagem C++. Isto inclui toda a abstrac¸a˜o para lidar com
arquivos, dados em memo´ria e ate´ orientac¸a˜o a` objetos. Desta forma, o exemplo anterior
de abrir e analisar um arquivo texto torna-se trivial. Pode-se ir muito ale´m criando, por
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exemplo, scripts que sa˜o interpretados pelos pro´prios programas de verificac¸a˜o, podendo
chegar a utilizar bibliotecas como lexers e parsers, comuns em C/C++. Com tamanha
flexibilidade, fica simples criar arquivos para controlar testes e configurac¸o˜es, pois sa˜o
”human-readable”, ao inve´s dos zeros e uns comumente utilizados em VHDL para facilitar
a implementac¸a˜o.
E´ mostrado a seguir o co´digo de um TestBench, em TLM, do FlipFlop implementado
na sec¸a˜o anterior. Obviamente, como um primeiro exemplo, este e´ muito simples, servindo
apenas para expor algumas pequenas diferenc¸as entre descric¸o˜es TLM e RTL.
1 SCMODULE( t e s t b en ch ) {
2 s c i n<bool> c l o c k ;
3 s c out<bool> r e s e t o u t ;
4 s c out<bool> b i t o u t ;
5 s c i n<bool> q i n ;
6 s c i n<bool> no t q i n ;
7
8 i n t o l d b i t ;
9 i n t b i t ;
10 i n t d e l a y e d b i t ;
11
12 void t e s t b e n c h p r o c e s s ( ) {
13 wa i t ( ) ;
14 r e s e t o u t . w r i t e ( 1 ) ; // i n i c i a r mo´dulo
15 o l d b i t = d e l a y e d b i t= 0 ; // v a l o r e s i n i c i a i s
16 wa i t ( ) ; // pu l s o de r e l o´ g i o para i n i c i a r
17 r e s e t o u t . w r i t e ( 0 ) ;
18 whi le (1 ) {
19 b i t = rand ( ) & 0x01 ; // dados a l e a t o´ r i o s para a en t r ada
20 b i t o u t . w r i t e ( b i t ) ; // grava dados
21 i f ( ( q i n . r ead ( ) != o l d b i t ) | | // compara s a ı´ d a e en t r ada a n t e r i o r
22 ( q i n . r ead ( ) != ( ! ( n o t q i n . r ead ( ) ) ) ) ) // compara q e not ( q )
23 {
24 p r i n t f ( ”E r r o r !\ n ”) ;
25 s c s t o p ( ) ; // pa r a r s imu l a c¸ a˜ o
26 } e l s e p r i n t f ( ”Ok\n ”) ;
27
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28 o l d b i t = d e l a y e d b i t ; // para comparar no pr o´x imo c i c l o
29 wa i t ( ) ; // agua rda r um pu l s o de r e l o´ g i o




34 SC CTOR( t e s t b en ch ) {
35 SC THREAD( t e s t b e n c h p r o c e s s ) ;
36 s e n s i t i v e << c l o c k . pos ( ) ;
37 }
38 } ;
Algoritmo 4.1 - Testbench para FlipFlop D.
A entidade testbench e´ responsa´vel por gerar est´ımulos aleato´rios e injeta´-los na en-
tidade em verificac¸a˜o, no caso FlipFlop D. Tambe´m e´ responsa´vel por ler os est´ımulos
da sa´ıda e verificar se esta˜o corretos. Em caso de erro, a entidade aborta a simulac¸a˜o
utilizando a func¸a˜o sc stop.
Em SystemC, ao trabalhar-se em TLM, existe uma diferenc¸a importante em relac¸a˜o
a`s descric¸o˜es RTL: ao definir o processo no construtor, utiliza-se a macro SC THREAD
ao inve´s de SC METHOD.
Conforme sugere o nome, um processo SC THREAD tera´ uma linha de execuc¸a˜o em
paralelo a outras, muito semelhante a`s threads de sistemas operacionais. Ale´m disso,
diferentemente de um processo SC METHOD, que e´ completamente executado sempre
que um dos sinais da lista de sensibilidades muda de valor, um processo SC THREAD
so´ e´ executado uma vez (no momento de sua criac¸a˜o), por isto comumente utilizam-se
construc¸o˜es com lac¸os infinitos como ”while(1)”.
A entidade testbench, por si so´, na˜o e´ capaz de testar a entidade FlipFlop D. Isto
porque, obviamente, precisa-se de algum co´digo que interligue estas duas entidades e
injete pulsos de relo´gio no sistema, fazendo-o funcionar. Esta entidade, aqui chamada
top level, e´ apresentada na figura 4.2.









Figura 4.2: Diagrama de blocos do simulador final
O co´digo a seguir (algoritmo 4.2) faz o papel da entidade Top Level.
1 i n t sc main ( i n t argc , char ∗ argv [ ] )
2 {
3 s c c l o c k c l k ; // ge rado r de r e l o´ g i o
4 s c s i g n a l <bool> r e s e t ; // f i o
5 s c s i g n a l <bool> b i t ; // f i o
6 s c s i g n a l <bool> q ; // f i o
7 s c s i g n a l <bool> not q ;
8
9
10 f l i p f l o p D f f d ( ” f f d ”) ; // nova i n s t aˆ n c i a da en t i d ad e f l i p f l o p D
11 t e s t b en ch tb ( ”tb ”) ; // nova i n s t aˆ n c i a da en t i d ad e t e s t b en ch
12
13 // conectando po r t a s e f i o s
14 t e s t . c l o c k ( c l k ) ;
15 t e s t . r e s e t o u t ( r e s e t ) ;
16 t e s t . b i t o u t ( b i t ) ;
17 t e s t . q i n ( q ) ;
18 t e s t . n o t q i n ( not q ) ;
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19
20 // conectando po r t a s e f i o s
21 f f d . c l o c k ( c l k ) ;
22 f f d . r e s e t ( r e s e t ) ;
23 f f d . i n pu t ( b i t ) ;
24 f f d . q ( q ) ;
25 f f d . not q ( not q ) ;
26
27 // s e l e c i o n a r s i n a i s para a n a´ l i s e p o s t e r i o r
28 s c t r a c e f i l e ∗ t f = s c c r e a t e v c d t r a c e f i l e ( ” f f d t r a c e ”) ;
29 s c t r a c e ( t f , c l k , ”c l k ” ) ;
30 s c t r a c e ( t f , r e s e t , ” r e s e t n ”) ;
31 s c t r a c e ( t f , b i t , ”i n pu t ” ) ;
32 s c t r a c e ( t f , q , ”q ”) ;
33 s c t r a c e ( t f , not q , ”not q ”) ;
34
35 s c s t a r t ( 1 0 0 ) ; // e x e c u t a r 100 pu l s o s do r e l o´ g i o
36 return 0 ;
37 } ;
Algoritmo 4.2 - Top-Level para teste do sistema.
A func¸a˜o com o nome reservado sc main() e´ semelhante a` func¸a˜o main() existente em
C e e´ o bloco de co´digo que sera´ inicialmente executado ao rodar o simulador.
E´ nesta func¸a˜o que e´ feita a interligac¸a˜o das portas de entrada e sa´ıda dos mo´dulos,
utilizando elementos ana´logos a fios, chamados signals. Tambe´m nessa func¸a˜o sa˜o defini-
dos, atrave´s das func¸o˜es sc trace, os sinais que se deseja analisar em caso de depurac¸a˜o
do co´digo.
Atrave´s da func¸a˜o sc start(100) a simulac¸a˜o e´ iniciada, neste caso, injetando 100 pulsos
de relo´gio no sistema. Pode-se visualizar o resultado da simulac¸a˜o, por exemplo, gravando-
se dados em um arquivo com comandos da linguagem C, como fprintf(), ou visualizando,
atrave´s de softwares como o GtkWave1, o arquivo de forma de ondas gerado pelo sc trace.
Como ja´ dito, o exemplo demonstrado nesta sec¸a˜o e´ bastante simples, mas suficiente
para uma visa˜o geral. Um aprofundamento sobre o assunto verificac¸a˜o sera´ feito em
1Ferramenta, de co´digo aberto, para visualizac¸a˜o de formas de ondas
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Figura 4.3: Forma de onda da simulac¸a˜o do FlipFlop D.
outro cap´ıtulo. No entanto, adianta-se que no projeto Brazil-IP foi desenvolvida uma
metodologia especialmente para tratar a verificac¸a˜o funcional. Esta metodologia tenta
usufruir de todo o potencial que o SystemC/C++ oferece, como ana´lise de cobertura de
co´digo e a interessante biblioteca SCV (SystemC Verification Library).
4.3 TLM em modelagem comportamental
Na˜o e´ dif´ıcil notar que a flexibilidade em TLM, herdada do C++, traz grandes ga-
nhos para as tarefas de verificac¸a˜o, mas os ganhos na˜o sa˜o somente nesta a´rea. Essa
flexibilidade pode tambe´m ser aproveitada para agilizar o desenvolvimento e depurac¸a˜o
de co´digos. Ao projetar uma entidade, por exemplo, o usua´rio pode implementar rapi-
damente verso˜es em n´ıvel comportamental e, somente apo´s chegar a um modelo maduro,
comec¸ar a migra´-lo para n´ıvel RTL. Desta forma, a implementac¸a˜o das minu´cias de um
co´digo RTL e´ necessa´ria somente quando estiver bem definido e testado o comportamento
da entidade, evitando recodificac¸o˜es intermedia´rias em baixo n´ıvel de abstrac¸a˜o. Ale´m
disso, no decorrer desta migrac¸a˜o, pode-se utilizar os testes da etapa anterior, garantido
que a versa˜o sintetiza´vel tenha o mesmo funcionamento da versa˜o comportamental.
Como um exemplo, sera´ utilizado o pro´prio modelo de refereˆncia (alto n´ıvel de abs-
trac¸a˜o) de uma DCT como versa˜o comportamental de uma entidade que pretende-se
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sendo N o nu´mero de pontos, neste exemplo sera´ 32, e Yk um vetor com k pontos (k =
0..N − 1)
Esta equac¸a˜o e´ facilmente traduzida no co´digo a seguir (algoritmo 4.3), tornando-se
um Modelo de Refereˆncia (MdR):
1 #de f i n e N 32
2 #de f i n e PI 3 .141592
3 void s imp l e d c t ( f l o a t x [N] , f l o a t Y[N] ) {
4 i n t i , k ;
5 f o r ( k=0; k<N; k++) {
6 Y[ k ]=0; // i n i t i l i z e Y[ k ]
7 f o r ( i =0; i<N; i++) {




Algoritmo 4.3 - DCT em linguagem C.
E´ poss´ıvel, utilizando o modelo anterior, criar rapidamente em SystemC uma primeira
versa˜o comportamental deste mo´dulo:
1 #de f i n e N 32
2 #de f i n e PI 3 .141592
3 SCMODULE( s imp l e d c t ) {
4 s c i n<bool> c l o c k ;
5 s c i n < s c u i n t <32> > i n pu t ;
6 s c out< s c u i n t <32> > q ;
7 i n t i , k ;
8 f l o a t x [N ] ;
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9 f l o a t Y;
10
11 void p r o c e s s d c t ( ) {
12 whi le (1 ) {
13 f o r ( i =0; i<N; i++) { // read i npu t data
14 wa i t ( ) ;
15 x [ i ] = ( f l o a t ) i n pu t . r ead ( ) ;
16 }
17 f o r ( k=0; k<N; k++) {
18 Y=0; // i n i t i l i z e Y
19 f o r ( i =0; i<N; i++) { // c a l c u l a t e
20 wa i t ( ) ;
21 Y += x [ i ] ∗ cos ( ( (2∗ i +1)∗k∗PI ) / (2∗N) ) ;
22 }





28 SC CTOR( s imp l e d c t ) {
29 SC THREAD( p r o c e s s d c t ) ;
30 s e n s i t i v e << c l o c k . pos ( ) ;
31 }
32 } ;
Algoritmo 4.4 - DCT em SystemC.
Neste exemplo (algoritmo 4.4), ale´m das estruturas ba´sicas de HDLs como lista de
sensibilidade e portas de entrada e sa´ıda, apenas dois pontos foram modificados para
transformar o modelo de refereˆncia em uma entidade HDL.
O primeiro foi a aquisic¸a˜o e sa´ıda dos dados, pois no modelo de refereˆncia isto era
feito atrave´s de um vetor e na entidade e´ feito atrave´s da leitura e escrita nas portas. E´
importante ressaltar que, devido ao fato das portas serem do tipo inteiro, esta entidade so´
tera´ a mesma precisa˜o que o modelo de refereˆncia durante os ca´lculos, pois ocorrera´ um
truncamento dos valores na sa´ıda dos dados. Pore´m, este truncamento e´ perfeitamente
50 Cap´ıtulo 4. SystemC
aceita´vel neste caso, uma vez que na˜o e´ simples, e normalmente na˜o necessa´rio, trabalhar
com ponto flutuante em hardware.
A segunda mudanc¸a foi o uso da func¸a˜o wait(). Essa func¸a˜o paralisa a execuc¸a˜o do
processo ate´ que ele receba algum est´ımulo da sua lista de sensibilidades, neste caso uma
borda de subida do relo´gio (clock.pos). Desta forma, a entidade passa a ter a noc¸a˜o de
temporizac¸a˜o do sistema.
Feitas tais alterac¸o˜es, conclui-se uma entidade para as primeiras simulac¸o˜es e ate´
ana´lises emp´ıricas, tais como a suficieˆncia ou na˜o da precisa˜o dos ca´lculos devido ao
truncamento, ou se o nu´mero de ciclos de relo´gio gastos sera´ ou na˜o problema para o
sistema em implementac¸a˜o.
Desta forma, com tais simulac¸o˜es e ana´lises, pode-se antecipar deciso˜es importantes
do projeto, como detalhes da arquitetura, necessidades de desempenho e precisa˜o, simpli-
ficac¸o˜es poss´ıveis, entre outros pontos.
Somente ao atingir a maturidade desejada, a entidade sera´ reescrita visando a s´ıntese
lo´gica em FPGA/ASIC. Neste caso, possivelmente o co´digo do exemplo daria lugar ao
co´digo de uma ma´quina de estados e as varia´veis do tipo float seriam substitu´ıdas por
alguma convenc¸a˜o de ponto-fixo, permitindo assim sua s´ıntese.
4.4 S´ıntese comportamental
A maior promessa para ganhos proporcionados pelo TLM e´ a S´ıntese Comportamental.
Esta, juntamente com verificac¸a˜o funcional, sustenta a tese de que as novas SDLs sera˜o
a soluc¸a˜o para modelagem dos complexos sistemas possibilitados pelas novas tecnologias
VLSI.
Infelizmente, diferente da verificac¸a˜o funcional que ja´ e´ facilmente utilizada e bastante
consolidada, a s´ıntese comportamental ainda esta´ em esta´gios iniciais de evoluc¸a˜o, um
pouco longe de atingir uma maturidade satisfato´ria.
Realizar s´ıntese comportamental e´ uma tarefa nada fa´cil. Mesmo com os modernos
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computadores e algoritmos, essa ainda e´ uma a´rea extremamente desafiadora. Algumas
empresas, incluindo a Synopsys, uma das gigantes mundiais produtoras de ferramentas
EDA (Electronic Design Automation), apostaram inicialmente nesta a´rea, mas acabaram
posteriormente descontinuando as ferramentas (para SystemC e outras), pois acreditaram
na˜o ser comercialmente vantajoso devido aos grandes investimentos e incertezas.
Por outro lado, apesar das dificuldades, nos u´ltimos anos algumas novas ferramentas
comec¸aram a chamar a atenc¸a˜o e mostrar que, se continuarem tal evoluc¸a˜o, realmente se
estabelecera´ um novo patamar para desenvolvimento de sistemas.
Entre o terceiro e quarto ano do projeto Brazil-IP, foi fechado um conveˆnio com
o desenvolvedor de uma destas novas ferramentas e poˆde-se enta˜o testar este potencial
promissor, chamado S´ıntese Comportamental em SystemC.
Com esta ferramenta, desenvolvida pela Forte Design Systems, entidades em TLM
como a DCT do exemplo anterior podem ser, diretamente ou com pequenas alterac¸o˜es,
traduzidos do SystemC para Verilog-RTL, tornando-se enta˜o sintetiza´vel pelas ferramentas
tradicionais. Isto diminui a necessidade de recodificac¸o˜es, evitando os erros que podem
ser inseridos nesta etapa e reduzindo muito o tempo de desenvolvimento.
Vale lembrar que a DCT exemplificada utiliza varia´veis do tipo float e, mesmo assim,
a ferramenta seria capaz de sintetiza´-la. Neste caso, utiliza-se uma biblioteca da pro´pria
ferramenta, que cuida de todos os complexos detalhes de implementac¸o˜es de ponto flu-
tuante em hardware. Caso a implementac¸a˜o na˜o necessite de tal precisa˜o, ou se queira
economizar a´rea, com poucas modificac¸o˜es pode-se utilizar uma biblioteca de ponto-fixo
em substituic¸a˜o aos ca´lculos com ponto-flutuante.
Ale´m disso, o usua´rio na˜o precisa se preocupar com detalhes arquiteturais e de tec-
nologia, pois a ferramenta se encarrega disto. Pode-se configurar a mesma para que gere
va´rias verso˜es RTL da entidade, todas com diferentes nuances ou restric¸o˜es. E´ poss´ıvel,
por exemplo, gerar verso˜es da DCT utilizando apenas registradores ou apenas modelos
de memo´ria de uma determinada tecnologia, podendo-se comparar as estimativas de a´rea
e frequ¨eˆncia ma´xima de funcionamento. Pode-se tambe´m remover a noc¸a˜o de tempo das
52 Cap´ıtulo 4. SystemC
entidades (waits) e deixar que a ferramenta tome estas deciso˜es, criando as ma´quinas de
estados e diferentes tamanhos de pipelines, podendo aumentar ainda mais a frequ¨eˆncia de
operac¸a˜o.
Obviamente, como ainda e´ uma ferramenta em fase de aperfeic¸oamento, alguns pro-
blemas eventualmente ocorrem, mas nada que desencoraje a utilizac¸a˜o da mesma. Bons
resultados ja´ foram obtidos com seu uso no Brazil-IP, como exemplo um decodificador
MP3, que partindo de um software chegou a um co´digo comportamental, sintetiza´vel pela
ferramenta, em apenas 3 meses[31].
4.5 Ana´lise de benef´ıcios
Fazendo um estudo de caso do uso do SystemC no grupo Brazil-IP da UNICAMP,
pode-se avaliar pontos positivos e negativos sobre a escolha desta linguagem.
Como um dos focos principais do projeto era formac¸a˜o de talentos humanos na a´rea
de projetos de CIs, a grande maioria dos alunos nunca havia tido contato com HDLs. Por
outro lado, praticamente todos eram estudantes de computac¸a˜o e a´reas afins tendo, devido
a isto, considera´vel experieˆncia com linguagem C/C++. Este fato foi um ponto positivo
em relac¸a˜o a` aprendizagem, facilitando bastante o primeiro contato com esta HDL. Eles
se sentiam familiarizados com as estruturas e sintaxe, necessitando apenas aprenderem
detalhes espec´ıficos sobre implementac¸o˜es de hardware.
Outro ponto interessante foi a possibilidade de depurarem as descric¸o˜es em SystemC
utilizando os ja´ conhecidos depuradores de co´digo - ou debuggers, como o GDB (GNU
Debugger), comuns para C/C++. Desta forma, podiam utilizar o mesmo paradigma e
ferramental utilizado para depurac¸a˜o de softwares, ao inve´s do uso das tradicionais formas
de onda, que as vezes pareciam um pouco complexas para os iniciantes.
Continuando sobre ferramentas, ale´m dos debuggers, C e C++ possuem ainda uma
grande e so´lida infraestrutura, que pode ser facilmente aplicada ao SystemC. De muito
aux´ılio, por exemplo, tem-se programas como Doxygen, que ajudam na tarefa de docu-
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mentac¸a˜o de co´digos. Existe tambe´m um grande conjunto de ferramentas gratuitas da
GNU (gcc, g++, gdb, gprof, etc) que ja´ sa˜o amplamente utilizadas, dispendendo assim
um menor tempo para aprendizagem das mesmas e reduzindo custos com softwares pro-
prieta´rios. Outros softwares gratuitos tambe´m teˆm surgido, como o caso do GSC2, um
projeto iniciado por um ex-integrante do Brazil-IP e que tem substitu´ıdo satisfatoria-
mente as ferramentas proprieta´rias que faziam a traduc¸a˜o de SystemC-RTL para VHDL
e Verilog.
Na verificac¸a˜o funcional, como esperado, o SystemC mostrou-se muito produtivo. Os
testbenchs eram normalmente de simples implementac¸a˜o e de grande reusabilidade, che-
gando a ser utilizados, atrave´s de cossimulac¸a˜o, para testar modelos ja´ sintetizados e com
back-annotation3 em Verilog. Desta forma foi poss´ıvel utilizar os mesmos testbenchs desde
a primeira descric¸a˜o comportamental ate´ as verificac¸o˜es com informac¸o˜es de atrasos de
propagac¸a˜o dos sinais. Obviamente, esta reutilizac¸a˜o de co´digo reduziu muito o tempo
gasto em verificac¸a˜o e trouxe mais solidez ao processo.
Um grande ponto negativo de SystemC mostrou-se quando os alunos iniciaram a fase
de s´ıntese de seus projetos. Como na˜o tinham suficiente experieˆncia com HDLs, foi di-
f´ıcil prever que as ferramentas de s´ıntese seriam incapazes de lidar com co´digos que, em
SystemC, pareciam simples e funcionavam perfeitamente.
Alguns mo´dulos, verificados e funcionando conforme esperado, considerados por isto
em fase avanc¸ada de desenvolvimento, tiveram que ser total ou em grande parte rees-
critos, pois o n´ıvel de abstrac¸a˜o utilizado na˜o possibilitava qualquer traduc¸a˜o para algo
sintetiza´vel. As ferramentas, especialmente as que se diziam de s´ıntese comportamental,
impunham e esperavam um co´digo extremamente limitado e dentro de restric¸o˜es expli-
citadas em um gigantesco manual. Os detalhes e forma de uso na˜o eram simples sequer
para pessoas ja´ familiarizadas a`s convencionais HDLs, muito menos para iniciantes.
Esta necessidade inesperada de reescrever diversas entidades, resultou em perda de
2http://www.sc2v.com, http://sourceforge.net/projects/gscc
3Simulac¸a˜o do circuito contabilizando os atrasos de propagac¸a˜o dos sinais ele´tricos
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tempo e de muitas linhas de co´digo, chegando a atrasar alguns prazos de entrega previstos
no projeto.
Felizmente, este ponto que se mostrou muito preocupante em SystemC, esta´ sendo
atenuado pelas novas ferramentas que surgiram no mercado. Como ja´ dito anteriormente,
estas esta˜o se mostrando mais robustas e inteligentes, conseguindo lidar de forma aceita´vel
com as complexas descric¸o˜es de hardware poss´ıveis em SystemC.
Ale´m disto, contratempos como o ocorrido na fase de s´ıntese poderiam ser catastro´ficos
em uma empresa, mas sa˜o frut´ıferos em meio universita´rio, pois possibilitam ana´lises e
contribuic¸o˜es para o aperfeic¸oamento do processo.
No balanc¸o geral, o uso do SystemC foi positivo, possibilitando ricas experieˆncias em
uma nova proposta para desenvolvimento de hardware, fato este que na˜o ocorreria, caso
o projeto tivesse utilizado as tradicionais HDLs.
Cap´ıtulo 5
Aplicac¸o˜es, Contribuic¸o˜es e Ana´lises
sobre a metodologia
Ale´m do registro da metodologia Brazil-IP, conforme detalhado no cap´ıtulo 3, esta
dissertac¸a˜o apresenta outros resultados que visam contribuir para a aplicac¸a˜o, comple-
mentac¸a˜o e aprimoramento do me´todo. Estes resultados, complementares e de igual
importaˆncia, sa˜o apresentados no presente cap´ıtulo.
Uma importante contribuic¸a˜o origina-se da detalhada demonstrac¸a˜o do desenvolvi-
mento de um IP criptogra´fico baseado no sistema de chaves assime´tricas RSA[32]. Esta
demonstrac¸a˜o visa orientar e facilitar a reproduc¸a˜o do me´todo por outras entidades de
pesquisa ou desenvolvedores de IPs. O codificador RSA foi complementamente desenvol-
vido pelo autor para compor a dissertac¸a˜o e resultou, como sera´ apresentado na sec¸a˜o
5.1, em um detalhado guia de implementac¸a˜o da metodologia que pode ser facilmente
utilizado para fins dida´ticos.
Tambe´m e´ feita, neste cap´ıtulo, uma ana´lise detalhada da aplicac¸a˜o da metodologia
no desenvolvimento de um decodificador de a´udio no formato MP3[17, 18]. Este desen-
volvimento ocorreu na Universidade Estadual de Campinas e sa˜o apresentados pontos
55
56 Cap´ıtulo 5. Aplicac¸o˜es, Contribuic¸o˜es e Ana´lises sobre a metodologia
positivos e negativos sobre o uso deste me´todo, ale´m de alguns problemas ocorridos e suas
poss´ıveis soluc¸o˜es.
Uma outra forma de desenvolvimento, que mostrou-se muito interessante, e´ resultado
de uma pequena variac¸a˜o da metodologia que permite, gradativamente, transformar um
software em uma descric¸a˜o sintetiza´vel. Esta contribuic¸a˜o e´ apresentada detalhadamente
na sec¸a˜o 5.2.5.
Por fim, mais uma importante contribuic¸a˜o e´ feita atrave´s da sugesta˜o de formas para
verificar o correto funcionamento de um IP quando em prototipac¸a˜o em FPGA (sec¸o˜es
5.1.9 e 5.2.6). Esta e´ uma etapa importante do desenvolvimento de IPs, mas na˜o era
contemplada pela metodologia original.
5.1 Codificador RSA
Segundo a metodologia Brazil-IP, o desenvolvedor RTL deve limitar-se ao desenvol-
vimento de co´digos para s´ıntese, na˜o podendo participar dos trabalhos de verificac¸a˜o e
de implementac¸a˜o dos modelos de refereˆncia. Por tal motivo, houve um cuidado especial
durante escolha do IP que seria utilizado neste estudo de caso. Como o trabalho foi de-
senvolvido por apenas um autor, era preciso minimizar os poss´ıveis erros de interpretac¸a˜o
que poderiam ocorrer. Quando a metodologia e´ estritamente seguida, os erros de inter-
pretac¸a˜o sa˜o minimizados pelo fato de confrontarem-se as interpretac¸o˜es de, pelo menos,
duas diferentes pessoas.
A escolha do codificador RSA deveu-se ao fato deste ser bastante conhecido e estudado,
pass´ıvel de implementac¸o˜es - comportamentais - muito simples, sendo ate´ mesmo poss´ıvel
encontra´-las prontas em co´digo aberto. Desta forma, com modelos de refereˆncia simples e
prontos, minimiza-se a possibilidade de falha na interpretac¸a˜o e implementac¸a˜o do modelo.
Relembrando brevemente, RSA e´ um me´todo para criptografia assime´trica baseado
em matema´tica modular, onde existem uma chave privada d e uma chave pu´blica e.
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Existe tambe´m o valor n, que e´ utilizado como mo´dulo para os ca´lculos e e´ resultado da
multiplicac¸a˜o de dois nu´meros primos.
Para obter a mensagem criptografada c a partir da mensagem original m, basta o
seguinte ca´lculo:
c = memodn (5.1)
Para recuperar a mensagem original m, procede-se da mesma forma, mas utilizando
desta vez a chave privada (ou vice e versa).
m = cdmodn (5.2)
Note que tendo-se ja´ definidos os valores do mo´dulo n e das chaves pu´blica e privada,
tanto o codificador quando o decodificador RSA resumem-se a uma exponenciac¸a˜o modu-
lar. Portanto o IP aqui desenvolvido tambe´m se resume a` mesma func¸a˜o matema´tica.
5.1.1 Especificac¸a˜o para S´ıntese
O codificador foi implementado para trabalhar com chaves e mensagens de 256 bits,
sendo utilizado como autenticador de um sistema em FPGA. Seus requisitos sera˜o aqui
apresentados de forma sucinta, mas uma especificac¸a˜o mais detalhada encontra-se no
apeˆndice A.
Quando em funcionamento, a cada segundo, pode ser requisitada uma autenticac¸a˜o a
este IP. Portanto, no quesito desempenho, este necessita criptografar apenas uma men-
sagem a cada per´ıodo de um segundo. Por outro lado, ja´ que um alto desempenho na˜o
foi exigido, foi importante durante o desenvolvimento a preocupac¸a˜o em minimizar a a´rea
utilizada pelo IP.
Partindo da especificac¸a˜o inicial e estudando detalhadamente o assunto, foi esboc¸ada
uma especificac¸a˜o de s´ıntese (sec¸a˜o A.2). Resumidamente, o IP deveria ser desenvolvido
com as seguintes caracter´ısticas:
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• Protocolo detalhadamente definido para mo´dulos internos e protocolo OCP-IP para
comunicac¸a˜o externa;
• Subdivisa˜o em va´rios mo´dulos para reduzir a complexidade de implementac¸a˜o;
• Ca´lculos internos efetuados com 8 bits, visando minimizac¸a˜o de a´rea utilizada e
aceita´vel frequ¨eˆncia de operac¸a˜o (ao menos 50MHz);
• Reutilizac¸a˜o, quando poss´ıvel, de recursos (mo´dulos), visando minimizac¸a˜o de a´rea
utilizada;
• Processamento de, ao menos, uma mensagem por segundo;
• Deseja´vel parametrizac¸a˜o para aumento de reusabilidade.
Protocolo interno
Ao desdobrar alguns dos itens apresentados na especificac¸a˜o, primeiramente definiu-se














Figura 5.1: Protocolo para comunicac¸a˜o dos mo´dulos internos
Va´rios ciclos sa˜o normalmente gastos entre o recebimento de um dado e a finalizac¸a˜o de
seu processamento, por isto no protocolo escolhido, existe uma porta para sinalizar uma
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entrada de dados va´lidos (in valid) e uma porta para sinalizar a conclusa˜o dos ca´lculos e
consequ¨ente sa´ıda de dados va´lidos (out valid). Estes sinais ficam ativos quando em n´ıvel
lo´gico igual a 1 e sa˜o mantidos por apenas um ciclo do relo´gio.
As demais portas, propostas pelo protocolo, sa˜o: os barramentos para entrada e sa´ıda
de dados, que podem variar conforme a necessidade do mo´dulo, a porta clk para a entrada
do relo´gio do sistema e a porta reset para coloca´-lo no estado inicial de funcionamento.
Protocolo externo (OCP)
Em conformidade com a metodologia, foi adotado para transfereˆncia de dados entre
este IP e seu usua´rio, o protocolo OCP 2.0. Tal IP tem uma interface escravo e, conforme
tabela a seguir, utilizou-se um sub-conjunto dos sinais ba´sicos, ale´m do sinal MReset n,
opcional e pertencente ao conjunto de sinais chamados Sideband signals.
Sinal Bits Descric¸a˜o sucinta
Clk 1 Relo´gio do sistema
MCmd 3 Comandos de leitura e escrita
MData 256 Barramento para gravac¸a˜o de dados
SCmdAccept 1 Aceite de comando
SData 256 Barramento para resposta a` solicitac¸a˜o de leitura
SResp 2 Co´digo de status da resposta
MReset n 1 Reset s´ıncrono e ativo em zero
Tabela 5.1: Sinais escolhidos para compor a interface escravo do IP RSA.
O protocolo e´ muito simples e segue a temporizac¸a˜o, para leituras e escritas, demons-
trada na figura 5.2.
Quando desejar uma codificac¸a˜o, o usua´rio escrevera´ uma mensagem de 256 bits no
IP (MCmd=WR, MData=mensagem). Apo´s o ma´ximo de 1 segundo, o IP devera´ ser
capaz de retornar, como resposta a uma solicitac¸a˜o de leitura (MCmd=RD), a mensagem
codificada (SResp=DVA, SData=mensagem codificada). Devido a simetria do RSA, para
decodificac¸a˜o o processo sera´ o mesmo.
Caso o IP esteja ocupado processando alguma solicitac¸a˜o anterior, devera´ responder
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Figura 5.2: Exemplo de uso do protocolo. Fonte: especificac¸a˜o OCP 2.0
a`s novas solicitac¸o˜es com o sinal SCmdAccept=0, significando que o dispositivo na˜o esta´
dispon´ıvel.
Modularizac¸a˜o do IP
Partindo de uma primeira ana´lise do IP, como forma de simplificar sua implementac¸a˜o e
verificac¸a˜o, foi feita uma sub-divisa˜o em 6 mo´dulos. Estes sera˜o referenciados pela palavra
entidades, como forma de evitar confuso˜es com o mo´dulo matema´tico, muito utilizado a
seguir.
Para definic¸a˜o de quais entidades seriam criadas, foi analisada a implementac¸a˜o do
co´digo de uma exponenciac¸a˜o modular [33], apresentada no algoritmo 5.1.
1 whi le ( e > 0) {
2 i f ( ( e & 1) == 1)
3 r e s u l t = ( r e s u l t ∗ v a l ) % m;
4 e >>= 1 ;
5 v a l = ( v a l ∗ v a l ) % m;
6 }
7 return r e s u l t ;
Algoritmo 5.1 - Exponenciador Modular em linguagem C.
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Neste algoritmo ’val’ e´ o valor a ser exponenciado, ’e’ e´ o exponenciador e ’m’ o
mo´dulo. ’Result’ e´ a varia´vel, iniciada com 1, que evoluira´ ate´ obter o resultado final da
exponenciac¸a˜o modular.
Dentre outras operac¸o˜es, este co´digo reduz o valor de ’e’ ate´ que este seja menor ou
igual a zero - while (e > 0), quando finalmente o resultado estara´ calculado e a execuc¸a˜o
do lac¸o termina.
Com uma ana´lise um pouco mais cuidadosa, pode-se notar que, pelo fato de ’e’ ser
reduzido por deslocamentos para direita, este nunca sera´ menor que zero, permitindo que
a primeira linha do co´digo seja alterada para while (e != 0). Esta pode parecer uma mu-
danc¸a insignificante, mas foi suficiente para evitar o uso de um comparador de magnitude,
usando ao inve´s disto, um simples detector de zero, que em hardware e´ significativamente
menor e de implementac¸a˜o mais simples. Este mesmo identificador de zeros, foi tambe´m
a primeira entidade definida para implementac¸a˜o.
A segunda linha e´ apenas uma comparac¸a˜o do bit menos significativo da varia´vel ’e’,
portanto foi desnecessa´ria a criac¸a˜o de uma entidade especializada. O mesmo poˆde-se
dizer para a quarta linha do co´digo, pois um deslocamento de bits tambe´m e´ uma tarefa
bastante simples.
As linhas 3 e 5 fazem uso de uma multiplicac¸a˜o modular, que e´ a operac¸a˜o mais
complexa deste co´digo. Por isto, foi criada uma entidade especializada para esta tarefa.
Para a multiplicac¸a˜o modular, foi proposta uma implementac¸a˜o com multiplicac¸o˜es
parciais, de 8 por 256 bits, com o intuito de economizar a´rea e obter uma frequ¨eˆncia de
operac¸a˜o aceita´vel. Neste processo, os resultados parciais devem ser somados a cada novo
ciclo, o que tornou necessa´ria a criac¸a˜o de uma entidade capaz de efetuar somas entre
nu´meros inteiros representados com uma grande quantidade de bits.
Por ser uma operac¸a˜o modular, o resultado final na˜o pode ser superior ao valor do
mo´dulo desejado, portanto, sempre que um resultado parcial supera o valor modular, uma
subtrac¸a˜o deve ser efetuada. Este fato gerou a necessidade de criac¸a˜o de uma entidade
capaz de efetuar subtrac¸o˜es que tambe´m utilizem um grande nu´mero de bits.
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Como soma e subtrac¸a˜o sa˜o operac¸o˜es muito similares, foi decidido criar uma u´nica
entidade, capaz de efetua´-las utilizando nu´meros representados por 2641, ou mais, bits.
Esta entidade somadora e subtratora, utilizada internamente pelo multiplicador modular,
tambe´m foi implementada utilizando processamento interno com 8 bits.
Para controlar, direta ou indiretamente, todas as entidades anteriormente propostas,
uma outra entidade foi necessa´ria. Esta foi responsa´vel por fazer a tarefa ana´loga ao lac¸o
existente no co´digo analisado, retornando o resultado final da operac¸a˜o. Tal entidade e´ o
exponenciador modular propriamente dito.
Finalmente, duas u´ltimas entidades fazem uso direto do exponenciador modular: o
codificador RSA pu´blico e o codificador RSA privado, que utilizaram o exponenciador
modular com valores fixos para o mo´dulo e para os expoentes (chaves pu´blica e privada).
Ao fim desta ana´lise, chegou-se a` definic¸a˜o de que as seguintes entidades precisariam
ser criadas, todas elas capazes de lidar com 256 ou mais bits:




• Codificador RSA pu´blico;
• Codificador RSA privado.
5.1.2 Implementac¸a˜o
Nesta sec¸a˜o, sera˜o apresentados detalhes sobre a implementac¸a˜o de mo´dulos do co-
dificador RSA, demonstrando como refinar descric¸o˜es em SystemC, partindo de um alto
n´ıvel de abstrac¸a˜o ate´ chegar a co´digos sintetiza´veis pelas ferramentas.
1Multiplicac¸o˜es entre valores representados por 8 bits e 256 bits resultam em valores representados
em, no ma´ximo, 264 bits
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Detector de Zeros
O detector de zeros e´ um mo´dulo bastante simples, que devera´ sinalizar quando rece-
ber como entrada valores iguais a zero. Sua descric¸a˜o comportamental e´ apresentada no
co´digo SystemC a seguir (algoritmo 5.2).
1 SCMODULE( z e r o ) {
2 s c i n<bool> c l k ;
3 s c i n<bool> i n v a l i d ;
4 s c i n<bool> r e s e t ;
5 s c out<bool> r e s u l t ;
6 s c out<bool> o u t v a l i d ;
7 s c i n< s c l v<RTL BU NUM BITS> > op ;
8
9 void p r o c z e r o ( ) {
10 i f ( ( c l k ) && ( i n v a l i d ) && ( ! r e s e t ) ) {
11 i f ( op . r ead ()==0) r e s u l t = 1 ;
12 e l s e r e s u l t = 0 ;
13 o u t v a l i d = 1 ;
14 }
15 e l s e o u t v a l i d = 0 ;
16 }
17
18 SC CTOR( z e r o ) {
19 SCMETHOD( p r o c z e r o ) ;
20 s e n s i t i v e << c l k . pos ( ) << r e s e t . pos ( ) ;
21 }
22 } ;
Algoritmo 5.2 - Detector de Zeros em SystemC comportamental.
O primeiro bloco deste co´digo apenas define as portas de entrada (sc in) e as portas
de sa´ıda (sc out) do mo´dulo. O segundo bloco, composto pelo processo proc zero, e´ o
que descreve a funcionalidade do mo´dulo. Deve-se notar sua simplicidade: a cada entrada
va´lida (in valid) ocorre uma comparac¸a˜o que resulta em uma sa´ıda falsa (0) ou verdadeira
(1).
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O terceiro bloco de co´digo, o construtor (SC CTOR), define a lista de sensibilidades
do mo´dulo. Como e´ um processo s´ıncrono, e´ sens´ıvel a` subida do relo´gio (clk), ale´m do
sinal de reset.
Com esta simples descric¸a˜o, tem-se uma versa˜o comportamental do mo´dulo, possibili-
tando que o devido responsa´vel inicie sua verificac¸a˜o funcional.
Dependendo da ferramenta utilizada, este co´digo ja´ seria pass´ıvel de s´ıntese, mas
trabalharia com um comparador de tamanho igual ao da constante RTL BU NUM BITS,
que no caso e´ de 256 bits. Conforme a especificac¸a˜o, os mo´dulos deveriam trabalhar
internamente com 8 bits. Portanto, uma versa˜o mais refinada torna-se, de qualquer forma,
necessa´ria.
Este mo´dulo foi integrado ao seu testbench, criado pela equipe de verificac¸a˜o - conforme
sera´ visto na sec¸a˜o 5.1.4, sendo aprovado sem nenhum problema. Apo´s isto, a cada
pequeno refinamento feito pelo desenvolvedor RTL, o testbench era novamente executado
visando, desta forma, garantir que as mudanc¸as efetuadas na˜o haviam comprometido o
correto funcionamento do mo´dulo.
Apo´s alguns refinamentos, chegou-se a versa˜o RTL, apresentada no algoritmo 5.3.
1 #i n c l u d e ”sys temc . h ”
2 #i n c l u d e ”r t l b i g u n s i g n e d . h ”
3
4 SCMODULE( z e r o ) {
5 s c i n<bool> c l k ;
6 s c i n<bool> i n v a l i d ;
7 s c i n<bool> r e s e t ;
8 sc out<bool> r e s u l t ;
9 sc out<bool> o u t v a l i d ;
10 s c i n< s c l v<RTL BU NUM BITS> > op ;
11
12 s c b i g u i n t<RTL BU NUM BITS> a ;
13 s c u i n t <8> coun t e r ;
14
15 void p r o c z e r o ( ) {
16 i f ( r e s e t ) {
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17 o u t v a l i d = 0 ; // v a l o r e s i n i c i a i s
18 coun t e r = 0 ;
19 r e s u l t = 0 ;
20 } e l s e i f ( c l k ) {
21 o u t v a l i d = 0 ; // v a l o r padr a˜o
22 a = op ; // c a s t i n g p/ f a c i l i t a r e s c r i t a
23 i f ( ( i n v a l i d ) | | ( coun t e r !=0)) { // i n i c i a r v e r i f i c a c¸ a˜ o
24 i f ( ( a [ coun t e r ∗8+0]==0) && ( a [ coun t e r ∗8+1]==0) &&
25 ( a [ coun t e r ∗8+2]==0) && ( a [ coun t e r ∗8+3]==0) &&
26 ( a [ coun t e r ∗8+4]==0) && ( a [ coun t e r ∗8+5]==0) &&
27 ( a [ coun t e r ∗8+6]==0) && ( a [ coun t e r ∗8+7]==0))
28 {
29 i f ( coun t e r==RTL BU NUM BYTES−1) { // acabou v e r i f i c a c¸ a˜ o , e´ z e r o
30 r e s u l t = 1 ;
31 o u t v a l i d = 1 ;
32 coun t e r = 0 ;
33 } e l s e {
34 coun t e r++;
35 }
36 } e l s e { // acabou v e r i f i c a c¸ a˜ o , na˜o e´ z e r o
37 r e s u l t = 0 ;
38 o u t v a l i d = 1 ;






45 SC CTOR( z e r o ) {
46 SCMETHOD( p r o c z e r o ) ;
47 s e n s i t i v e << c l k . pos ( ) << r e s e t . pos ( ) ;
48 }
49 } ;
Algoritmo 5.3 - Detector de Zeros em SystemC RTL.
Basicamente, as mudanc¸as feitas foram: definir valores iniciais no reset do mo´dulo e
efetuar comparac¸o˜es de apenas 8 bits, utilizando um contador para percorrer todos os
66 Cap´ıtulo 5. Aplicac¸o˜es, Contribuic¸o˜es e Ana´lises sobre a metodologia
bytes do est´ımulo de entrada. Desta forma, em no ma´ximo 32 ciclos, uma operac¸a˜o de
256 bits e´ completada.
Posteriormente este mo´dulo foi traduzido para Verilog, utilizando a ferramenta cynth-
VLG desenvolvida pela Forte Design Systems. Foi sintetizado pela ferramenta Quartus
II da Altera, para uma FPGA Stratix II, utilizando 108 LUTs (Look Up Tables) e funci-
onando a mais de 160 MHz.
Exponenciador Modular
O exponenciador modular foi um dos mo´dulos escolhidos para demonstrac¸a˜o, por expli-
citar o potencial e facilidade de refinamento de co´digos em SystemC. Uma implementac¸a˜o
sintetiza´vel e´ muito complexa, enquanto uma comportamental pode ser muito simples.
O co´digo a seguir foi a primeira versa˜o criada para o exponenciador modular. Ele foi
baseado no co´digo em C exibido anteriormente (algoritmo 5.1). Como pode-se notar, ale´m
da definic¸a˜o de portas e varia´veis, comum nas HDLs, quase na˜o houve modificac¸o˜es no
co´digo original, o que facilita muito a confecc¸a˜o de uma primeira versa˜o comportamental.
1 SCMODULE( expmod ) { // exponenc i ado r modular
2 s c i n<bool> c l k ;
3 s c i n<bool> i n v a l i d ;
4 s c i n<bool> r e s e t ;
5 sc out<bool> o u t v a l i d ;
6 s c i n< s c l v<RTL BU NUM BITS> > v a l ;
7 s c i n< s c l v<RTL BU NUM BITS> > exp ;
8 s c i n< s c l v<RTL BU NUM BITS> > mod ;
9 sc out< s c l v<RTL BU NUM BITS> > r e s u l t ;
10
11 s c b i g u i n t<RTL BU NUM BITS> r e s ;
12 s c b i g u i n t<RTL BU NUM BITS> v ;
13 s c b i g u i n t<RTL BU NUM BITS> m;
14 s c b i g u i n t<RTL BU NUM BITS> e ;
15
16 void proc expmod ( ) {
17 o u t v a l i d = 0 ; // v a l o r padr a˜o
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18 i f ( ( c l k ) && ( i n v a l i d ) ) {
19 v = v a l ; // c a s t i n g
20 e = exp ; // c a s t i n g
21 m = mod ; // c a s t i n g
22 r e s = 1 ;
23 whi le ( e != 0) {
24 i f ( ( e & 1) == 1)
25 r e s = ( r e s ∗ v ) % m;
26 e = e / 2 ;
27 v = ( v ∗ v ) % m;
28 }
29 r e s u l t . w r i t e ( r e s ) ;




34 SC CTOR( expmod ) {
35 SCMETHOD( proc expmod ) ;
36 s e n s i t i v e << c l k . pos ( ) ;
37 }
38 } ;
Algoritmo 5.4 - Exponenciador Modular em SystemC comportamental.
Esta primeira versa˜o foi integrada a seu testbench, fechando o primeiro ciclo de de-
senvolvimento deste mo´dulo. Em seguida, outros refinamentos foram feitos. O primeiro
deles foi a definic¸a˜o da ma´quina de estados do mo´dulo (figura 5.3), baseada no co´digo do
algoritmo 5.1, dividida nos 7 estados demonstrados a seguir:
• waiting: Logo ao ser iniciada, a ma´quina entra neste estado e aguarda a entrada
de um dado va´lido (in valid=1 ) para comec¸ar a processar;
• check zero: Este estado faz o papel da linha 1 do algoritmo 5.1 (aprimorado)
do exponenciador modular - while (e != 0), mantendo um lac¸o ate´ que um valor
zero seja identificado, quando e´ enta˜o finalizado o ca´lculo. Utiliza para esta tarefa o
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mo´dulo detector de zeros. Ale´m disto, para evitar demasiada quantidade de estados,
a decisa˜o da linha 2 - if ((e & 1) == 1) - tambe´m e´ tomada neste estado.
• init mult res: Inicia o mo´dulo multiplicador modular para efetuar a multiplicac¸a˜o
da varia´vel res, conforme a linha 3 do co´digo de refereˆncia (res = (res * v) % m);
• wait mult res: Aguarda a conclusa˜o dos ca´lculos do estado anterior (init mult res);
• shift: E´ responsa´vel por deslocar para direita (ou dividir por 2) o valor do expoente,
conforme linha 4 do co´digo.
• init mult val: Inicia o mo´dulo multiplicador modular para efetuar a multiplicac¸a˜o
da varia´vel val, conforme a linha 5 do co´digo de refereˆncia (val = (val * val) % m);
• wait mult val: Aguarda a conclusa˜o dos ca´lculos do estado anterior (init mult val).
Apo´s isto, volta ao estado de decisa˜o check zero;
Figura 5.3: Figura da ma´quina de estados do exponenciador modular.
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O co´digo resultante e´ apresentado no algoritmo 5.5. Apenas os estados foram inseridos,
todos os ca´lculos se mantiveram comportamentais. Esta forma de refinamento se mostrou
muito interessante, pois permitiu fracionar a evoluc¸a˜o do mo´dulo, evitando a complexidade
de ja´ utilizar outros sub-mo´dulos (multiplicadores, comparadores), limitando as alterac¸o˜es
desta etapa a` criac¸a˜o da FSM (Finite State Machine).
1 SCMODULE( expmod ) { // exponenc i ado r modular
2 s c i n<bool> c l k ;
3 s c i n<bool> i n v a l i d ;
4 s c i n< s c l v<RTL BU NUM BITS> > v a l ;
5 s c i n< s c l v<RTL BU NUM BITS> > exp ;
6 s c i n< s c l v<RTL BU NUM BITS> > mod ;
7 s c out< s c l v<RTL BU NUM BITS> > r e s ;
8 s c out<bool> o u t v a l i d ;
9 s c i n<bool> r e s e t ;
10
11 typedef enum {wa i t i ng , check ze ro , i n i t m u l t r e s ,
12 wa i t mu l t r e s , s h i f t , i n i t m u l t v a l ,
13 wa i t mu l t v a l } s t a t e s ;
14 s t a t e s s t ;
15
16 s c b i g u i n t<RTL BU NUM BITS> r e s u l t ;
17 s c b i g u i n t<RTL BU NUM BITS> v ;
18 s c b i g u i n t<RTL BU NUM BITS> m;
19 s c b i g u i n t<RTL BU NUM BITS> e ;
20
21
22 void proc expmod ( ) {
23 i f ( r e s e t ) {
24 v = v a l ; // i n i c i a v a l o r e s
25 e = exp ;
26 m = mod ;
27 s t = wa i t i n g ;
28 } e l s e i f ( c l k ) {
29 o u t v a l i d = 0 ; // v a l o r padr a˜o
30 switch ( s t ) {
31 case wa i t i n g : // e s tado
32 i f ( i n v a l i d ) {
33 r e s u l t = 1 ; // v a l o r i n i c i a l
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34 v = v a l ;
35 e = exp ;
36 m = mod ;
37 s t = che ck z e r o ;
38 } break ;
39
40 case ch e ck z e r o : // e s tado
41 i f ( e==0) { // t e´ rm ino do c a´ l c u l o
42 r e s = r e s u l t ;
43 o u t v a l i d = 1 ;
44 s t = wa i t i n g ;
45 } e l s e {
46 i f ( ( e & 1)==1) s t = i n i t m u l t r e s ;




51 case i n i t m u l t r e s : // e s tado
52 r e s u l t = ( r e s u l t ∗ v ) % m;
53 s t = wa i t mu l t r e s ;
54 break ;
55
56 case wa i t mu l t r e s : // e s tado
57 s t = s h i f t ;
58 break ;
59
60 case s h i f t : // e s tado
61 e = e >> 1 ;
62 s t = i n i t m u l t v a l ;
63 break ;
64
65 case i n i t m u l t v a l : // e s tado
66 v = ( v ∗ v ) % m;
67 s t = wa i t mu l t v a l ;
68 break ;
69
70 case wa i t mu l t v a l : // e s tado
71 s t = che ck z e r o ;
72 break ;
73 } //END sw i t ch ( s t )
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74 } // END i f c l o c k
75 }
76
77 SC CTOR( expmod ) {
78 SCMETHOD( proc expmod ) ;
79 s e n s i t i v e << c l k . pos ( ) << r e s e t . pos ( ) ;
80 }
81 } ;
Algoritmo 5.5 - Exponenciador Modular apo´s implementac¸a˜o da ma´quina de estados.
O testbench, ja´ desenvolvido para este mo´dulo, permitiu validar que a ma´quina de
estados foi criada corretamente, pois os resultados se mantiveram inalterados.
E´ importante ressaltar que a cada modificac¸a˜o aprovada, conforme sugerido pela me-
todologia (sec¸a˜o 3.2.1), uma nova versa˜o do mo´dulo era disponibilizada no reposito´rio.
Desta forma, registrou-se o histo´rico da evoluc¸a˜o dos mo´dulos, armazenando verso˜es que
poderiam vir a ser necessa´rias no futuro, caso a linha de desenvolvimento tomada, em
algum momento, se mostrasse inadequada.
Apo´s a validac¸a˜o da ma´quina de estados, iniciou-se a segunda e u´ltima etapa de refi-
namento deste mo´dulo. Em cada ciclo de evoluc¸a˜o, um estado do mo´dulo era reescrito,
trocando-se o co´digo comportamental por co´digo RTL. A cada um destes passos utilizou-se
o testbench para garantir que as modificac¸o˜es foram feitas corretamente.
Por exemplo: o estado init mult res teve seu co´digo comportamental
case i n i t m u l t r e s :
r e s u l t = ( r e s u l t ∗ v ) % m;
s t = wa i t mu l t r e s ;
break ;
trocado por
case i n i t m u l t r e s :
mmod in va l id = 1 ;
mmod opa = r e s ;
mmod opb = v ;
s t = wa i t mu l t r e s ;
break ;
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no qual ele deixa de fazer ca´lculos comportamentais e injeta valores (sinais mmod * )
num sub-mo´dulo capaz de efetuar os mesmos ca´lculos, mas em n´ıvel RTL, tornando-se
pass´ıvel de s´ıntese pelas ferramentas. Obviamente, o co´digo apresentado acima e´ apenas
parte de todo o co´digo necessa´rio para as alterac¸o˜es referentes a este estado. As outras
alterac¸o˜es necessa´rias foram: a instanciac¸a˜o do sub-mo´dulo multiplicador e conexa˜o dos
sinais em suas respectivas portas.
Feitas as modificac¸o˜es e aprovadas pelo testbench, mudanc¸as em um outro estado da
ma´quina eram iniciadas. Apo´s todos os refinamentos necessa´rios, em todos os estados, o
exponenciador modular chegou ao co´digo final e sintetiza´vel, apresentado no algoritmo 5.6.
1 SCMODULE( expmod ) {
2 s c i n<bool> c l k ;
3 s c i n<bool> i n v a l i d ;
4 s c i n< s c l v<RTL BU NUM BITS> > v a l ;
5 s c i n< s c l v<RTL BU NUM BITS> > exp ;
6 s c i n< s c l v<RTL BU NUM BITS> > mod ;
7 sc out< s c l v<RTL BU NUM BITS> > r e s u l t ;
8 sc out<bool> o u t v a l i d ;
9 s c i n<bool> r e s e t ;
10
11 typedef enum {wa i t i ng , check ze ro , i n i t m u l t r e s ,
12 wa i t mu l t r e s , s h i f t , i n i t m u l t v a l ,
13 wa i t mu l t v a l } s t a t e s ;
14 s t a t e s s t ;
15
16 // s i n a i s do d e t e c t o r de z e r o
17 s c s i g n a l <bool> z e r o i n v a l i d ;
18 s c s i g n a l <bool> z e r o r e s u l t ;
19 s c s i g n a l <bool> z e r o o u t v a l i d ;
20
21 // s i n a i s do mu l t i p l i c a d o r modular
22 s c s i g n a l <bool> mmod in va l id ;
23 s c s i g n a l <bool> mmod out va l id ;
24 s c s i g n a l < s c l v<RTL BU NUM BITS> > mmod opa ;
25 s c s i g n a l < s c l v<RTL BU NUM BITS> > mmod opb ;
26 s c s i g n a l < s c l v<RTL BU NUM BITS> > mmod mod ;
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27 s c s i g n a l < s c l v<RTL BU NUM BITS> > mmod res ;
28
29 // i n s t a n c i a c¸ a˜ o de mo´dulos u t i l i z a d o s i n t e rnament e
30 z e r o ∗ z e r o i ;
31 multmod ∗ mmod i ;
32
33 s c b i g u i n t<RTL BU NUM BITS> r e s ;
34 s c b i g u i n t<RTL BU NUM BITS> v ;
35 s c b i g u i n t<RTL BU NUM BITS> m;
36 s c s i g n a l < s c b i g u i n t<RTL BU NUM BITS> > e ;
37 s c s i g n a l < s c l v<RTL BU NUM BITS> > e l v ;
38
39 void w i r e s ( ){
40 e l v = e . read ( ) ;
41 mmod mod = mod ;
42 }
43
44 void proc expmod ( ) {
45 i f ( r e s e t ) {
46 v = v a l ; // i n i c i a v a r i a´ v e i s e p o r t a s
47 e = exp . r ead ( ) ;
48 m = mod ;
49 mmod opa = 0 ;
50 mmod opb = 0 ;
51 z e r o i n v a l i d = 0 ;
52 mmod in va l id = 0 ;
53 s t = wa i t i n g ;
54 l = 0 ;
55 } e l s e i f ( c l k ) {
56 z e r o i n v a l i d = 0 ; // v a l o r padr a˜o
57 mmod in va l id = 0 ;
58 o u t v a l i d = 0 ;
59 switch ( s t ) {
60 case wa i t i n g :
61 i f ( i n v a l i d ) {
62 r e s = 1 ; // v a l o r i n i c i a l
63 v = v a l ;
64 e = exp . r ead ( ) ;
65 m = mod ;
66 z e r o i n v a l i d = 1 ; // para i n i c i a r v e r i f i c a c¸ a˜ o de z e r o
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67 s t = che ck z e r o ;
68 } break ;
69
70 case ch e ck z e r o :
71 i f ( z e r o o u t v a l i d ) { // v e r i f i c a c¸ a˜ o de z e r o te rminada
72 i f ( z e r o r e s u l t ==1) { // e´ zero , acabou c a´ l c u l o
73 r e s u l t = r e s ;
74 o u t v a l i d = 1 ;
75 s t = wa i t i n g ;
76 } e l s e {
77 i f ( ( e & 1)==1) s t = i n i t m u l t r e s ;





83 case i n i t m u l t r e s :
84 mmod in va l id = 1 ;
85 mmod opa = r e s ;
86 mmod opb = v ;
87 s t = wa i t mu l t r e s ;
88 break ;
89
90 case wa i t mu l t r e s :
91 i f ( mmod out va l id ) {
92 r e s = mmod res ;




97 case s h i f t :
98 e = e >> 1 ;
99 s t = i n i t m u l t v a l ;
100 break ;
101
102 case i n i t m u l t v a l :
103 mmod in va l id = 1 ;
104 mmod opa = v ;
105 mmod opb = v ;
106 s t = wa i t mu l t v a l ;
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107 break ;
108
109 case wa i t mu l t v a l :
110 i f ( mmod out va l id ) {
111 v = mmod res ;
112 s t = che ck z e r o ;
113 z e r o i n v a l i d = 1 ; // para i n i c i a r v e r i f i c a c¸ a˜ o de z e r o
114 }
115 break ;
116 } //END sw i t ch ( s t )




121 SC CTOR( expmod ) {
122 z e r o i = new z e r o ( ”z e r o ”) ;
123 z e r o i−>c l k ( c l k ) ;
124 z e r o i−> i n v a l i d ( z e r o i n v a l i d ) ;
125 z e r o i−>r e s u l t ( z e r o r e s u l t ) ;
126 z e r o i−>o u t v a l i d ( z e r o o u t v a l i d ) ;
127 z e r o i−>r e s e t ( r e s e t ) ;
128 z e r o i−>op ( e l v ) ;
129
130 mmod i = new multmod ( ”mmod”) ;
131 mmod i−> i n v a l i d ( mmod in va l id ) ;
132 mmod i−>o u t v a l i d ( mmod out va l id ) ;
133 mmod i−>opa (mmod opa ) ;
134 mmod i−>opb (mmod opb ) ;
135 mmod i−>mod(mmod mod ) ;
136 mmod i−>r e s u l t ( mmod res ) ;
137 mmod i−>r e s e t ( r e s e t ) ;
138 mmod i−>c l k ( c l k ) ;
139
140 SCMETHOD( proc expmod ) ;
141 s e n s i t i v e << c l k . pos ( ) << r e s e t . pos ( ) ;
142 SCMETHOD( w i r e s ) ;
143 s e n s i t i v e << e << mod ;
144 }
145 } ;
Algoritmo 5.6 - Versa˜o final em RTL do exponenciador modular.
76 Cap´ıtulo 5. Aplicac¸o˜es, Contribuic¸o˜es e Ana´lises sobre a metodologia
Este processo, que parte de verso˜es em alto n´ıvel de abstrac¸a˜o e, atrave´s de conse-
cutivos refinamentos, sempre verificados por testbenchs, chega a uma versa˜o com co´digo
sintetiza´vel, foi utilizado para todos os demais mo´dulos desenvolvidos.
5.1.3 Especificac¸a˜o para Verificac¸a˜o
Conforme sugerido pela metodologia, de uma especificac¸a˜o inicial onde se define o
produto final segundo a visa˜o do cliente, devem surgir duas especificac¸o˜es com conteu´do
mais te´cnico, uma sobre os detalhes de implementac¸a˜o e s´ıntese, outra sobre verificac¸a˜o
funcional.
No caso da verificac¸a˜o do RSA, na˜o foi gerada uma extensa documentac¸a˜o, pois devido
a natureza deste dispositivo, os casos de uso sa˜o poucos e muito simples. A especificac¸a˜o
completa encontra-se no apeˆndice A.3.
Resumidamente, os pontos definidos para a verificac¸a˜o foram os seguintes:
• Confecc¸a˜o de testbenchs para cada um dos mo´dulos previstos: Todos os
mo´dulos deveriam ter seu pro´prio testbench, possibilitando assim granularizar os
testes, garantindo que cada parte desenvolvida foi testada isoladamente antes de ser
utilizada em outro mo´dulo;
• Gerac¸a˜o de est´ımulos dos tipos Corner Cases e Aleato´rios: Apenas estes
dois tipos de est´ımulos foram escolhidos para serem gerados pelos testbenchs. Es-
t´ımulos do tipo Compliance na˜o foram usados, pois na˜o ha´ sentido falar em testes
de conformidade para o RSA, este dispositivo efetua ca´lculos com nu´meros inteiros,
portanto estando corretos esta˜o conformes. Est´ımulos do tipo Reais, devido a forma
de utilizac¸a˜o e natureza do dispositivo, que recebera´ valores inteiros como mensagens
a serem processadas, sa˜o integralmente cobertos por est´ımulos aleato´rios.
• Cobertura: Definir quando um mo´dulo esta´ verificado de forma satisfato´ria e´ uma
tarefa dif´ıcil. Mesmo a metodologia Brazil-IP na˜o deixa expl´ıcito quais sa˜o estes
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nu´meros ou crite´rios. Para o RSA, foi adotado uma cobertura de 100% de linhas
executadas e era deseja´vel que cada mo´dulo fosse exposto a 1 milha˜o de est´ımulos
aleato´rios.
5.1.4 Verificac¸a˜o Funcional
A verificac¸a˜o e´ certamente um dos pontos mais importantes em projetos de hardware.
Estima-se que, atualmente, 70% dos esforc¸os em tais projetos sa˜o concentrados nesta etapa
[13]. No conso´rcio Brazil-IP, atenc¸a˜o especial foi dada a esta tarefa, sendo ela regida por
um me´todo muito bem delineado.
Nesta sec¸a˜o, sa˜o apresentadas implementac¸o˜es de todos os componentes necessa´rios
para concluir um testbench, que segundo a metodologia sa˜o: monitor, driver, source,
checker,mo´dulo em teste, modelo de refereˆncia e top-level (figura 3.4). Estes co´digos foram
escritos visando a verificac¸a˜o funcional do IP Criptogra´fico RSA, apresentado nos cap´ıtulos
anteriores. Todos os co´digos foram, incluindo o modelo de refereˆncia, implementados
utilizando a linguagem SystemC.
Modelo de Refereˆncia (MdR)
Os modelos de refereˆncia foram criados com o mais alto n´ıvel de abstrac¸a˜o poss´ıvel,
na tentativa de evitar erros de implementac¸a˜o. O co´digo de um dos modelos de refereˆncia
desenvolvidos, o detector de zeros, e´ apresentado no algoritmo 5.7.
1 SCMODULE( modref ) {
2 s c f i f o i n < t r a n s s t r u c t ∗> s t imu l u s ;
3 s c f i f o o u t <t r a n s s t r u c t ∗> r e s pon s e ;
4 t r a n s s t r u c t ∗ t r p t r ;
5
6 void proc mdr ( ) {
7 whi le (1 ) {
8 t r p t r = s t imu l u s . r ead ( ) ;
9 i f ( t r p t r−>op == 0) t r p t r−>r e s u l t = 1 ; //1 = t r u e
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10 e l s e t r p t r−>r e s u l t = 0 ; //0= f a l s e




15 SC CTOR( modref ) {
16 SC THREAD( proc mdr ) ;
17 }
18 } ;
Algoritmo 5.7 - Modelo de refereˆncia do detector de zeros.
Modelos de refereˆncia devem se comunicar somente com os componentes source e chec-
ker, utilizando sempre a abstrac¸a˜o de transac¸o˜es (TLM) para isto. Os sinais stimulus e
response fazem este papel de comunicac¸a˜o utilizando as estruturas, definidas em SystemC,
sc fifo in e sc fifo out. Tais estruturas sa˜o canais para o tra´fego de pacotes (ou aponta-
dores) do tipo trans struct, que sa˜o definidos pelo desenvolvedor e sera˜o apresentados em
breve.
Normalmente, os modelos de refereˆncia caracterizam-se por um u´nico procedimento
que possui um lac¸o infinito, dentro do qual sua funcionalidade e´ executada. Neste exemplo,
as linhas 8 e 11 sa˜o responsa´veis, respectivamente, por ler o est´ımulo de entrada e escrever
o resultado (sa´ıda). A funcionalidade do detector, propriamente dito, esta´ descrita em
apenas duas linhas: 9 e 10.
Pode parecer demasiadamente simples, mas esta e´ a ide´ia: modelos de refereˆncia sim-
ples sa˜o menos sujeitos a erros. A simplicidade deste co´digo na˜o se deve apenas ao fato
de um detector de zeros ser algo trivial. Mesmo um mo´dulo mais sofisticado, como o
multiplicador modular, que em sua versa˜o RTL tornou-se o mais complexo entre os de-
senvolvidos, tem como modelo de refereˆncia algo muito simples. Para obter o co´digo do
multiplicador modular, a partir do co´digo do detector de zeros, basta substituir as linhas
9 e 10 pela seguinte:
t r p t r−>r e s u l t = ( t r p t r−>opa ∗ t r p t r−>opb ) % t r p t r−>mod ;
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Com isto, consegue-se uma grande reutilizac¸a˜o de co´digo e, consequ¨ente, velocidade
de desenvolvimento. Esta eficieˆncia se deve ao alto n´ıvel de abstrac¸a˜o utilizado (TLM),
ale´m da padronizac¸a˜o quanto aos canais de comunicac¸a˜o e estruturas de dados.
Um u´ltimo ponto que deve ser observado no exemplo e´ o construtor do objeto. Utiliza-
se a macro SC THREAD, pois este e´ um processo comportamental e que deve ter uma
linha de execuc¸a˜o paralela, sempre pronto para receber est´ımulos, independente do relo´gio
do sistema. Alia´s este e´ um ponto muito importante na metodologia: na verificac¸a˜o
funcional, o modelo de refereˆncia na˜o deve ter noc¸a˜o de tempo, o que importa e´ apenas sua
funcionalidade. Pontos relacionados ao tempo, como frequ¨eˆncia de operac¸a˜o, importantes
nas simulac¸o˜es do circuito final - com informac¸o˜es de atraso, sa˜o definidos no componente
top-level e na˜o no modelo de refereˆncia.
Transac¸o˜es
Transac¸o˜es e´ o nome dado a`s informac¸o˜es que trafegam no testbench em TLM. Esta˜o na
forma de estruturas de dados, cujos limites de abstrac¸a˜o sa˜o dados apenas pela linguagem
em uso. Seu conteu´do e´ transportado entre componentes por canais chamados fifos (na˜o
sintetiza´veis).
A estrutura das transac¸o˜es de cada testbench e´ definida no arquivo ’trans.h’ e deve en-
globar todas as informac¸o˜es que transitara˜o do source ate´ o checker, passando pelo modelo
de refereˆncia. O desenvolvedor da verificac¸a˜o e´ quem julga quais sa˜o estas informac¸o˜es,
necessa´rias para averiguar o correto funcionamento do mo´dulo.
No algoritmo 5.8 e´ apresentado um exemplo de estrutura de transac¸o˜es, definida e
utilizada no multiplicador modular do RSA.
No caso do multiplicador, os treˆs primeiros campos da estrutura armazenam os valores
de entrada do modelo, o u´ltimo, result, armazena o resultado final dos ca´lculos (sa´ıda).
O resultado e´ posteriormente utilizado pelo componente checker para confrontar com os
dados gerados pelo Modelo de Refereˆncia e pelo mo´dulo em verificac¸a˜o.
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1 #de f i n e RTL BU NUM BITS 256
2
3 s t ruc t t r a n s s t r u c t {
4 s c b i g u i n t<RTL BU NUM BITS> opa ;
5 s c b i g u i n t<RTL BU NUM BITS> opb ;
6 s c b i g u i n t<RTL BU NUM BITS> mod ;
7 s c b i g u i n t<RTL BU NUM BITS> r e s u l t ;
8 } ;
Algoritmo 5.8 - Modelo de estrutura de transac¸o˜es.
Source
E´ o responsa´vel por gerar os dados que estimulara˜o tanto o modelo de refereˆncia
quanto o mo´dulo em teste. A qualidade do processo de verificac¸a˜o esta´ intimamente
ligada a` qualidade dos est´ımulos gerados por este componente, pois tais est´ımulos sa˜o os
responsa´veis por expor, ou na˜o, os erros existentes nos mo´dulos.
No algoritmo 5.9 e´ mostrado o co´digo do componente Source utilizado no testbench
do mo´dulo detector de zeros.
1 #i n c l u d e ”sys temc . h ”
2 #i n c l u d e ”t r a n s . h ”
3 #i n c l u d e ”scv . h ”
4
5 #de f i n e BUINT s c b i g u i n t<RTL BU NUM BITS>
6 #de f i n e PESO RTL BU NUM BITS
7
8 s t a t i c scv bag< pa i r< BUINT , BUINT > > d i s t ; // r e p o s i t o´ r i o de v a l o r e s
9 s t a t i c s c v sma r t p t r< BUINT > bag ; // p o n t e i r o p/ s o r t e i o de v a l o r e s
10
11 void i n i t b a g ( ) {
12 i n t i ;
13 BUINT max b igu in t ;
14 BUINT j u s t o n e b i t ;
15 BUINT ze ro = 0 ;
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16
17 // d e f i n i r maior i n t e i r o p o s s ı´ v e l
18 f o r ( i =0; i<RTL BU NUM BITS−1; i++) max b igu in t [ i ]=1;
19
20 // c o l o c a r d i s t r i b u i c¸ a˜ o de [ 0 . . m a i o r i n t e i r o ] na s a c o l a
21 d i s t . add ( pa i r< BUINT , BUINT >(0 , max b igu in t ) , PESO) ;
22
23 // c o l o c a r z e r o s na s a c o l a
24 d i s t . add ( pa i r< BUINT , BUINT > ( 0 , 0 ) , PESO) ;
25
26 // c o l o c a r v a l o r e s com apenas um b i t i g u a l a ’1 ’ na s a c o l a
27 f o r ( i =0; i<RTL BU NUM BITS ; i++) {
28 j u s t o n e b i t = 0 ;
29 j u s t o n e b i t [ i ] = 1 ;
30 d i s t . add ( pa i r< BUINT , BUINT > ( j u s t o n e b i t , j u s t o n e b i t ) , 1 ) ;
31 }
32
33 // de f i n e , para o pon t e i r o , a d i s t r i b u i c¸ a˜ o de v a l o r e s c r i a d a




38 void r and da ta ( t r a n s s t r u c t ∗ data ){
39 data−>op = bag−>r ead ( ) ;




44 SCMODULE( s ou r c e ) {
45 s c f i f o o u t <t r a n s s t r u c t ∗> s t imu l u s mod r e f ;
46 s c f i f o o u t <t r a n s s t r u c t ∗> s t i m u l u s d r i v e r ;
47
48 t r a n s s t r u c t data ;
49 t r a n s s t r u c t ∗ p1 , ∗ p2 ;
50 unsigned i n t r s e e d ;
51
52 void s r c ( ) {
53 i n i t b a g ( ) ; // co l o c a dados na s a c o l a p/ s o r t e i o
54 whi le (1 ) {
55 r and da ta (&data ) ; // s o r t e i a v a l o r
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56 p1 = new t r a n s s t r u c t ;
57 p2 = new t r a n s s t r u c t ;
58 ∗p1 = data ;
59 ∗p2 = data ;
60 s t imu l u s mod r e f . w r i t e ( p1 ) ;




65 SC CTOR( s ou r c e ) {
66 SC THREAD( s r c ) ;
67 }
68 } ;
Algoritmo 5.9 - Source - Gerador de est´ımulos para o testbench do detector de zeros.
Conforme os demais componentes, este tambe´m possui um procedimento com lac¸o
infinito. Nele sa˜o gerados os dados, alocada a memo´ria e enviadas as transac¸o˜es, atrave´s
das fifos, ao modelo de refereˆncia e ao mo´dulo em teste.
O lac¸o principal faz uso do procedimento rand data para gerar os est´ımulos. Este
procedimento utiliza a estrutura scv bag, da biblioteca de verificac¸a˜o do SystemC (SCV),
para gerar aproximadamente 33.3% de dados com todos os bits iguais a zero, 33.3% de
dados com valores aleato´rios para cada bit e 33.3% de est´ımulos do tipo Corner Cases,
onde apenas um dos bits e´ diferente de zero. Esta proporc¸a˜o foi definida atrave´s do proce-
dimento init bag, criado pelo autor para definir os valores e suas distribuic¸o˜es, inserindo-os
na estrutura scv bag para posterior sorteio.
Apesar de parecerem simples, e´ importante registrar que os est´ımulos do tipo Corner
cases mostraram sua importaˆncia durante a verificac¸a˜o do mo´dulo detector de zeros.
O co´digo a seguir e´ parte de uma versa˜o RTL deste mo´dulo. Neste havia um erro que
passou despercebido pela primeira versa˜o de seu testbench, mesmo apo´s mais de 1 milha˜o
de est´ımulos.
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n . . .
n+1 i f ( ( a [ coun t e r ∗8+0]==0) && ( a [ coun t e r ∗8+1]==0) &&
n+2 ( a [ coun t e r ∗8+2]==0) && ( a [ coun t e r ∗8+3]==0) &&
n+3 ( a [ coun t e r ∗8+4]==0) && ( a [ coun t e r ∗8+3]==0) &&
n+4 ( a [ coun t e r ∗8+6]==0) && ( a [ coun t e r ∗8+7]==0))
n+5 { . . .
O erro encontra-se na linha n+3 e ocorreu, provavelmente, ao se agilizar a edic¸a˜o do
co´digo copiando trechos ja´ escritos. Este erro so´ foi descoberto quando, em um aprimo-
ramento, foi inserido a gerac¸a˜o de est´ımulos Corner Cases no testbench.
Driver
O Driver e´ o componente que recebe as transac¸o˜es geradas pelo Source e as transforma
em sinais (baixo n´ıvel de abstrac¸a˜o) podendo, desta forma, injetar os dados no mo´dulo
em verificac¸a˜o (DUV - Design Under Verification).
1 #de f i n e RTL BU NUM BITS 256
2
3 SCMODULE( d r i v e r ) {
4
5 // f i f o de en t r ada de t r a n s a c¸ o˜ e s
6 s c f i f o i n <t r a n s s t r u c t ∗> s t imu l u s ;
7
8 // r e l o´ g i o do s i s t ema
9 s c i n<bool> c l k ;
10
11 // s i n a i s conec tados ao mo´dulo em v e r i f i c a c¸ a˜ o
12 s c out<bool> i n v a l i d ;
13 s c out<bool> r e s e t ;
14 s c out< s c l v<RTL BU NUM BITS> > op ;
15 s c i n<bool> o u t v a l i d ;
16
17 // p o n t e i r o para l e i t u r a da t r an s a c¸ a˜ o
18 t r a n s s t r u c t ∗ t r p t r ;
19
20 void p r o c d r v ( ) {
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21 op = 0 ;
22 r e s e t = 1 ; // r e i n i c i a r mo´dulo
23 wa i t ( ) ; // agua rda r 1 pu l s o
24 r e s e t = 0 ; // v o l t a r ao normal
25 wa i t ( ) ;
26 whi le (1 ) {
27 t r p t r = s t imu l u s . r ead ( ) ; // l e r f i f o de en t r ada
28 op = t r p t r−>op ; // g r a v a r dados no mo´dulo
29 i n v a l i d = 1 ; // v a l i d a r g rava c¸ a˜ o
30 wa i t ( ) ;
31 de lete t r p t r ; // l i b e r a r memo´ria da t r an s a c¸ a˜ o
32 i n v a l i d = 0 ;




37 SC CTOR( d r i v e r ) {
38 SC THREAD( p r o c d r v ) ;
39 s e n s i t i v e << c l k . pos ( ) ;
40 }
41 } ;
Algoritmo 5.10 - Driver desenvolvido para o testbench do detector de zeros.
Este co´digo, primeiramente levanta o sinal reset por 1 ciclo de relo´gio, colocando o
mo´dulo a ser verificado em seu estado inicial. Feito isto, entra em um lac¸o infinito onde
leˆ uma transac¸a˜o de sua fifo de entrada e grava os valores nos sinais do mo´dulo. Apo´s
liberar a memo´ria ocupada pela transac¸a˜o, fica aguardando que o mo´dulo pulse o sinal
out valid, sinalizando o fim dos ca´lculos e possibilitando o rein´ıcio do ciclo.
Monitor
O componente Monitor faz o trabalho inverso do Driver, recebendo sinais do mo´dulo
em verificac¸a˜o e os convertendo em transac¸o˜es. Estas transac¸o˜es sa˜o enta˜o enviadas ao
componente Checker, atrave´s de uma fifo, para que tenham seus valores confrontados com
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os resultados vindos do modelo de refereˆncia.
1 SCMODULE( mon i to r ) {
2
3 // f i f o para s a ı´ d a de t r a n s a c¸ o˜ e s
4 s c f i f o o u t <t r a n s s t r u c t ∗> r e s pon s e ;
5
6 // r e l o´ g i o do s i s t ema
7 s c i n<bool> c l k ;
8
9 // s i n a i s que saem do mo´dulo em v e r i f i c a c¸ a˜ o
10 s c i n<bool> r e s ;
11 s c i n<bool> o u t v a l i d ;
12
13 // p o n t e i r o para armazenar a t r an s a c¸ a˜ o
14 t r a n s s t r u c t ∗ t r p t r ;
15
16 void proc mon ( ) {
17 whi le (1 ) {
18 wa i t ( o u t v a l i d . po s edge even t ( ) ) ;
19 t r p t r = new t r a n s s t r u c t ( ) ;
20 t r p t r−>r e s u l t = r e s ;




25 SC CTOR( mon i to r )
26 { SC THREAD( proc mon ) ;
27 s e n s i t i v e << c l k . pos ( ) ;
28 }
29 } ;
Algoritmo 5.11 - Monitor desenvolvido para o testbench do detector de zeros.
Este co´digo permanece em um lac¸o infinito e, a cada dado va´lido - sinalizado por
out valid.posedge event(), leˆ os sinais do mo´dulo, gera uma transac¸a˜o e a grava em uma
fifo conectada ao Checker.
86 Cap´ıtulo 5. Aplicac¸o˜es, Contribuic¸o˜es e Ana´lises sobre a metodologia
Checker
Como sugerido pelo nome, este e´ o componente que faz a validac¸a˜o dos resultados
gerados.
1 #i n c l u d e ”sys temc . h ”
2 #i n c l u d e ”scv . h ”
3 #i n c l u d e ”bve . h ”
4 #i n c l u d e ”t r a n s . h ”
5
6 #de f i n e NUM STIMULUS 1000000 // t e s t a r 1 mi lh a˜o de e s t ı´mu l o s
7
8
9 SCMODULE( che cke r )
10 {
11 s c f i f o i n <t r a n s s t r u c t ∗> r e spon s e mod r e f ;
12 s c f i f o i n <t r a n s s t r u c t ∗> r e s pon s e mon i t o r ;
13 char msg [ 8 0 ] ;
14 bv e co v e r bu ck e t c h e c k e r c v ;
15 t r a n s s t r u c t ∗modre f p t r , ∗mon i t o r p t r ;
16
17 void chk ( ) {
18 bool e r r o r =0;
19 whi le ( ! e r r o r ){
20
21 // l e r t r a n s a c¸ o˜ e s das f i f o s de en t r ada
22 modre f p t r = re spon s e mod r e f . r ead ( ) ;
23 mon i t o r p t r = r e s pon s e mon i t o r . r ead ( ) ;
24
25 // c o n f r o n t a r r e s u l t a d o s
26 i f ( modre f p t r−>r e s u l t != mon i t o r p t r−>r e s u l t ) {
27 e r r o r = 1 ;
28 s p r i n t f (msg , ”ERROR: ModRed %d != DUV %d ” ,
29 modre f p t r−>r e s u l t , mon i t o r p t r−>r e s u l t ) ;
30 SCV REPORT ERROR( ”” , msg ) ; // r e p o r t a r e r r o
31 }
32
33 // a n a l i s a r c o b e r t u r a f u n c i o n a l
34 ch e c k e r c v . beg in ( ) ;
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35 BVE COVER BUCKET( checke r cv , ( mon i t o r p t r−>r e s u l t ==0), NUM STIMULUS ) ;
36 BVE COVER BUCKET( checke r cv , ( mon i t o r p t r−>r e s u l t ==1), NUM STIMULUS ) ;
37 ch e c k e r c v . end ( ) ;
38
39 // l i b e r a r memo´ria das t r a n s a c¸ o˜ e s
40 de lete modre f p t r ;




45 SC CTOR( che cke r ) : c h e c k e r c v ( ”ch e c k e r c v ”) {
46 SC THREAD( chk ) ;
47 }
48 } ;
Algoritmo 5.12 - Checker desenvolvido para os testbenchs.
Este co´digo mante´m-se em um lac¸o ate´ que a cobertura funcional desejada seja al-
canc¸ada. Neste caso, tal cobertura e´ composta apenas pelas funcionalidades de detecc¸a˜o
positiva e negativa de zeros. E´ utilizado o componente bve cover bucket, da biblioteca
Brazil-IP Verification Extension (BVE)[27, 28], para assegurar que a cobertura desejada
seja alcanc¸ada.
A cada volta no lac¸o ele leˆ as duas fifos de entrada, confronta os resultados a` procura
de erros, registra o est´ımulo no controlador de cobertura e libera a memo´ria usada nas
transac¸o˜es. No caso de erro, e´ utilizada a macro SCV REPORT ERROR, da biblioteca
de verificac¸a˜o do SystemC, para reportar o resultado.
E´ importante notar que este co´digo e´ extremamente reutiliza´vel, pois apenas compara
os resultados recebidos atrave´s das duas fifos, independente do que sejam. Como as
transac¸o˜es e os testbenchs sa˜o todos padronizados, foi poss´ıvel utilizar, ajustando apenas
os crite´rios de cobertura, o mesmo co´digo para a verificac¸a˜o de praticamente todos os
mo´dulos, reduzindo significativamente o tempo de implementac¸a˜o. Os ganhos ganhos
em reusabilidade e em velocidade de implementac¸a˜o podem novamente ser atribu´ıdos a`
metodologia e ao paradigma de desenvolvimento SystemC-TLM.
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Top Level
Segundo a metodologia, este e´ o u´ltimo dos componentes integrantes de um testbench.
Resumidamente, ele e´ o responsa´vel por criar instaˆncias e conectar todos os demais.
1 i n t sc main ( i n t argc , char ∗ argv [ ] )
2 {
3 // C r i a r s i n a i s p/ cone c t a r p o r t a s
4 s c c l o c k c l k ( ”c l k ” , 20 , SC NS ) ; //50MHz
5 s c s i g n a l <bool> i n v a l i d ;
6 s c s i g n a l <bool> r e s u l t ;
7 s c s i g n a l <bool> r e s e t ;
8 s c s i g n a l <bool> o u t v a l i d ;




13 s c f i f o <t r a n s s t r u c t ∗> s o u r c e d r i v e r ;
14 s c f i f o <t r a n s s t r u c t ∗> s ou r c e mod r e f ;
15 s c f i f o <t r a n s s t r u c t ∗> modre f checke r ;
16 s c f i f o <t r a n s s t r u c t ∗> mon i t o r ch e ck e r ;
17
18 modref mod r e f i ( ”mod r e f i ” ) ;
19 d r i v e r d r i v e r i ( ” d r i v e r i ” ) ;
20 moni to r mon i t o r i ( ”mon i t o r i ” ) ;
21 s ou r c e s o u r c e i ( ”s o u r c e i ” ) ;
22 checke r c h e c k e r i ( ”c h e c k e r i ” ) ;
23
24 z e r o z e r o i ( ”z e r o ”) ; // i n s t a n c i a r mo´dulo para v e r i f i c a c¸ a˜ o
25
26 // cone c t a r componentes
27 z e r o i . c l k ( c l k ) ;
28 z e r o i . i n v a l i d ( i n v a l i d ) ;
29 z e r o i . o u t v a l i d ( o u t v a l i d ) ;
30 z e r o i . r e s e t ( r e s e t ) ;
31 z e r o i . op ( op ) ;
32 z e r o i . r e s u l t ( r e s u l t ) ;
33
34 // cone c t a r componentes
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35 d r i v e r i . c l k ( c l k ) ;
36 d r i v e r i . i n v a l i d ( i n v a l i d ) ;
37 d r i v e r i . o u t v a l i d ( o u t v a l i d ) ;
38 d r i v e r i . r e s e t ( r e s e t ) ;
39 d r i v e r i . op ( op ) ;
40
41 // cone c t a r componentes
42 mon i t o r i . c l k ( c l k ) ;
43 mon i t o r i . o u t v a l i d ( o u t v a l i d ) ;
44 mon i t o r i . r e s ( r e s u l t ) ;
45
46 // cone c t a r componentes
47 s o u r c e i . s t i m u l u s d r i v e r ( s o u r c e d r i v e r ) ;
48 d r i v e r i . s t imu l u s ( s o u r c e d r i v e r ) ;
49 s o u r c e i . s t imu l u s mod r e f ( s ou r c e mod r e f ) ;
50 mod r e f i . s t imu l u s ( s ou r c e mod r e f ) ;
51 mod r e f i . r e s pon s e ( modre f checke r ) ;
52 c h e c k e r i . r e s pon s e mod r e f ( mod re f checke r ) ;
53 mon i t o r i . r e s pon s e ( mon i t o r ch e ck e r ) ;
54 c h e c k e r i . r e s pon s e mon i t o r ( mon i t o r ch e ck e r ) ;
55
56 // d e f i n i r s i n a i s para r a s t r e amen to
57 s c t r a c e f i l e ∗ t f = s c c r e a t e v c d t r a c e f i l e ( ”wave ”) ;
58 ( ( v c d t r a c e f i l e ∗) t f )−> s c s e t v c d t im e u n i t (−11);
59 s c t r a c e ( t f , c l k , ”c l k ” ) ;
60 s c t r a c e ( t f , i n v a l i d , ” i n v a l i d ” ) ;
61 s c t r a c e ( t f , o u t v a l i d , ”o u t v a l i d ” ) ;
62 s c t r a c e ( t f , r e s u l t , ” r e s u l t ” ) ;
63 s c t r a c e ( t f , op , ”op ”) ;
64 s c t r a c e ( t f , z e r o i . counte r , ”z e r o i . c oun t e r ” ) ;
65
66 s c s t a r t ( ) ;
67 return 0 ;
68 } ;
Algoritmo 5.13 - Top Level do testbench do detector de zeros.
Como demonstrado no co´digo, este componente conecta todos os outros atrave´s de
sinais e fifos, formando a estrutura de testbench apresentada na figura 3.4. Ale´m disso,
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define quais sinais sera˜o rastreados (sc trace) durante a tarefa de depurac¸a˜o do mo´dulo,
gerando o arquivo ’wave.vcd’ para ana´lise de formas de ondas. Ao final deste co´digo, e´
iniciada a simulac¸a˜o atrave´s do procedimento sc start.
5.1.5 Cobertura
A metodologia Brazil-IP define a ana´lise de cobertura (coverage) como um dos princi-
pais crite´rios para avaliar a qualidade da verificac¸a˜o. E´ dividida em dois grupos: Cobertura
Funcional e Cobertura de Co´digo.
A Cobertura Funcional, como sugerido pelo nome, resume-se em verificar se todas
as funcionalidades, previstas para o mo´dulo ou IP durante a especificac¸a˜o, esta˜o imple-
mentadas corretamente. Tais funcionalidades devem ser verificadas automaticamente no
componente Checker, preferencialmente utilizando a biblioteca BVE, conforme ja´ demons-
trado na sec¸a˜o 5.1.4.
Nesta sec¸a˜o sera´ apresentado um caso pra´tico da ana´lise de Cobertura de Co´digo,
atrave´s da qual torna-se poss´ıvel identificar quais partes dos algoritmos criados foram
ou, principalmente, na˜o foram suficientemente executados. E´ uma importante ferramenta
para examinar a qualidade do testbench e do mo´dulo desenvolvido.
Esta tarefa foi efetuada com o uso da ferramenta GCov, sugerida pela metodologia
para ana´lise de cobertura de co´digo. O GCov e´ um software de co´digo livre e comumente
integrante do pacote GNU Compiler Collection, mais conhecido como GCC.
O uso da ferramenta e´ simples, especialmente para aqueles que ja´ sa˜o usua´rios do GCC.
A u´nica mudanc¸a necessa´ria para utiliza´-la e´ inserir as seguintes diretivas ao compilar o
testbench: -fprofile-arcs -ftest-coverage
Apo´s isto, basta rodar a simulac¸a˜o rece´m compilada e, em seguida, executar o comando
gcov [nome do testbench]. Desta forma, e´ apresentada para cada arquivo integrante do
testbench, a porcentagem do co´digo executado (figura 5.4). Uma vez que as bibliotecas
SystemC tambe´m fazem parte do testbench, sa˜o tambe´m apresentadas nas estat´ısticas,
mas estas informac¸o˜es podem ser ignoradas.
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. . .
F i l e ’ modref . h ’
L i n e s execu t ed :100.00% of 9
modref . h : c r e a t i n g ’ modref . h . gcov ’
F i l e ’ che cke r . h ’
L i n e s execu t ed :92.00% of 25
checke r . h : c r e a t i n g ’ che cke r . h . gcov ’
. . .
Figura 5.4: Exemplo de uso do GCov.
Ale´m destes valores porcentuais, para cada arquivo e´ gerado um outro arquivo com
extensa˜o ’.gcov’, no qual encontra-se o co´digo original adicionado com informac¸o˜es de
quantas vezes cada linha foi executada, sendo excelente para ana´lises mais detalhadas.
Para o Modelo de Refereˆncia do somador, por exemplo, obteve-se o resultado da figura
5.5 .
Apesar da simplicidade deste co´digo (fig. 5.5), a ana´lise de cobertura permite extrair
algumas informac¸o˜es interessantes: na˜o existem linhas - funcionais - que na˜o tenham sido
executadas durante a simulac¸a˜o. Ale´m disto, os dois poss´ıveis caminhos de execuc¸a˜o,
gerados pelo comando if, foram executados de forma equilibrada, conforme esperado para
este mo´dulo.
Em co´digos mais complexos, as ana´lises geradas por esta ferramenta poderiam ser
mais ricas. Caso existissem linhas funcionais na˜o executadas, este seria um claro sinal de
problemas. Esta falha poderia estar no testbench, por na˜o ter gerado est´ımulos adequados
que forc¸assem execuc¸a˜o tais linhas, ou poderia estar no mo´dulo em teste, que implementou
estas linhas desnecessariamente. Linhas de co´digo executadas em uma proporc¸a˜o muito
abaixo do esperado, tambe´m podem ser sinais de problemas, em especial por parte do
testbench, que pode na˜o ter distribu´ıdo adequadamente sua gerac¸a˜o de est´ımulos.
Extrapolando um pouco a pura ana´lise de Cobertura de Co´digos, informac¸o˜es sobre a
Cobertura Funcional do mo´dulo tambe´m podem ser extra´ıdas a partir desta ferramenta.
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−: 1:# i n c l u d e ”systemc . h ”
−: 2:# i n c l u d e ”t r a n s . h ”
−: 3 :
−: 4 :
1 : 5 :SCMODULE( modref ) {
−: 6 : s c f i f o i n < t r a n s s t r u c t ∗> s t imu l u s ;
−: 7 : s c f i f o o u t <t r a n s s t r u c t ∗> r e s pon s e ;
−: 8 : t r a n s s t r u c t ∗ t r p t r ;
−: 9 :
1018 : 10 : void proc mdr ( ) {
1017 : 11 : whi le (1 ) {
1018 : 12 : t r p t r = s t imu l u s . r ead ( ) ;
1018 : 13 : i f ( t r p t r−>s u b t r a c t )
515 : 14 : t r p t r−>r e s u l t = t r p t r−>opa − t r p t r−>opb ;
−: 15 : e l s e
503 : 16 : t r p t r−>r e s u l t = t r p t r−>opa + t r p t r−>opb ;
1018 : 17 : r e s pon s e . w r i t e ( t r p t r ) ;
−: 18 : }
−: 19 : }
1 : 20 : SC CTOR( modref ) { SC THREAD( proc mdr ) ; }
−: 2 1 : } ;
Figura 5.5: Resultado do GCov ao analisar o Modelo de Refereˆncia do Somador.
Por exemplo: tanto a operac¸a˜o de soma quanto a de subtrac¸a˜o foram testadas, significando
que as duas (todas) funcionalidades existentes no mo´dulo foram verificadas. Ale´m disto, os
testes se distribu´ıram de maneira equilibrada, pois as linhas referentes a`s funcionalidades
de soma e subtrac¸a˜o apresentaram aproximadamente o mesmo nu´mero de execuc¸o˜es.
Durante a verificac¸a˜o do RSA, utilizou-se a cobertura de declarac¸o˜es, tendo como meta
100% das linhas de co´digo executadas. Apenas em alguns casos aceitou-se coberturas
menores, como o ocorrido com os arquivos dos componentes Checker. Este, visando parar
a execuc¸a˜o da simulac¸a˜o, executa parte do co´digo somente quando encontra algum erro
nos dados. Como no fluxo normal de testes podem na˜o ocorrer erros, estas linhas na˜o sa˜o
executadas.
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Vale pore´m lembrar que, segundo a metodologia, erros tambe´m devem ser verificados,
ou seja, deve-se verificar se o testbench responde adequadamente quando ocorrem erros.
Por isto, tais linhas dos componentes checker so´ foram ignoradas, na ana´lise de cobertura,
apo´s devidamente e isoladamente testadas.
5.1.6 S´ıntese
Apo´s todos os co´digos terem sido implementados e aprovados pelo processo de verifi-
cac¸a˜o, iniciou-se a fase de s´ıntese dos mesmos.
A linguagem utilizada, SystemC, na˜o e´ aceita diretamente pela ferramenta de s´ıntese
para FPGAs Altera (Quartus II). Este e´ um fato comum em va´rias ferramentas, uma
vez que SystemC e´ uma linguagem muito nova. Por isto, primeiramente todos os co´digos
foram traduzidos para uma HDL tradicional, neste caso Verilog.
Para a conversa˜o foram utilizadas, inicialmente, as ferramentas gsc2 e cynthVLG3.
Posteriormente, por lidar melhor com o co´digo criado para o RSA, foi padronizado o uso
do cynthVLG para esta tarefa.
Durante a fase de traduc¸a˜o, na˜o houve grandes problemas, mas talvez isto se deva a`
experieˆncia pre´via do autor com ferramentas deste tipo. E´ poss´ıvel que, pessoas menos
experientes, necessitem fazer modificac¸o˜es na forma de codificac¸a˜o, afim de que a fer-
ramenta consiga efetuar a traduc¸a˜o. Alia´s, antes de produzirem grandes quantidades de
co´digos, e´ aconselha´vel que novos usua´rios efetuem testes, construindo e traduzindo peque-
nos mo´dulos, para compreenderem melhor o funcionamento e as restric¸o˜es da ferramenta
de traduc¸a˜o que utilizara˜o. Desta forma, evita-se que tenham que refazer co´digos que,
apesar de simularem corretamente, na˜o sa˜o pass´ıveis de traduc¸a˜o e, consequ¨entemente, de
s´ıntese.
Apo´s geradas as traduc¸o˜es Verilog de todos os mo´dulos, o pro´ximo passo foi a s´ıntese
dos mesmos e posterior ana´lise dos resultados obtidos.
2http://www.sc2v.com, http://sourceforge.net/projects/gscc
3desenvolvida pela Forte Design Systems
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Figura 5.6: Resultado da s´ıntese do RSA pela ferramente Quartus II v7.1.
A s´ıntese resultou em um circuito capaz de funcionar a 52MHz em uma FPGA Altera
(Stratix II). Esta frequ¨eˆncia pode na˜o parecer muito alta, mas visto que este IP utiliza
aproximadamente 30 milho˜es de ciclos para cada ca´lculo, isto e´ o suficiente para efetuar
1.7 ca´lculos por segundo, ou seja, 70% mais do que o exigido na especificac¸a˜o. Ale´m disto,
desde o ı´nicio do desenvolvimento, ficou estabelecido que a preocupac¸a˜o principal seria
a´rea e na˜o capacidade de processamento.
Focar esforc¸os na reduc¸a˜o de a´rea consumida pelo IP foi uma decisa˜o muito importante,
feita logo no in´ıcio da especificac¸a˜o para s´ıntese. Mesmo com todo o cuidado tomado,
este IP consumiu aproximadamente 4500 elementos lo´gicos (LUTs - Look Up Tables).
Para efeito comparativo, filtros FIRs (Finite Impulse Response) e ate´ moduladores para
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TV-Digital (DVB-S1) ocupam muito menos, normalmente entre 700 e 1500 elementos
lo´gicos[34, 35].
Esta preocupac¸a˜o com o consumo de a´rea foi a responsa´vel por possibilitar que o
desenvolvimento deste IP chegasse ate´ a etapa de s´ıntese em FPGA. Caso contra´rio, este
provavelmente se depararia com o mesmo problema que outros IPs semelhantes tiveram[36,
37, 38, 39]: a a´rea ocupada pode tornar-se ta˜o grande que inviabiliza a s´ıntese para as
FPGAs existentes atualmente, resultando assim em IPs que na˜o va˜o ale´m de co´digos para
simulac¸a˜o.
Apesar de satisfato´rios, constatou-se que e´ poss´ıvel melhorar estes resultados. Peque-
nas modificac¸o˜es no co´digo Verilog gerado, implicaram em uma economia de 5% de a´rea,
ale´m de proporcional ganho na frequ¨eˆncia de operac¸a˜o. Isto aponta para uma clara inefici-
eˆncia, ainda existente, nas ferramentas de traduc¸a˜o. O uso de ferramentas de s´ıntese mais
sofisticadas, como o Synplify da empresa Synplicity, apresentou resultados ainda melhores
que as modificac¸o˜es manuais, reduzindo a a´rea ocupada em 1200 elementos lo´gicos (aprox.
30%) e aumentando a frequ¨eˆncia de operac¸a˜o em 10%.
5.1.7 Verificac¸a˜o po´s-traduc¸a˜o
SystemC e´ uma linguagem que permite n´ıveis de abstrac¸a˜o consideravelmente superio-
res aos das convencionais HDLs. Isto por um lado e´ muito interessante, pois pode agilizar
o trabalho de desenvolvimento, mas por outro lado pode ser bastante traic¸oeiro. Um mo´-
dulo que estiver funcionando muito bem durante a simulac¸a˜o, pode ter va´rios problemas
apo´s sua traduc¸a˜o para Verilog/VHDL ou, por vezes, sequer pode ser traduzido.
Neste ponto, surge uma nova etapa no que diz respeito aos fluxos convencionais de
projetos de hardware: a verificac¸a˜o apo´s-traduc¸a˜o. Esta etapa na˜o existia simplesmente
porque na˜o eram necessa´rias traduc¸o˜es entre linguagens, as implementac¸o˜es eram feitas
diretamente em linguagens sintetiza´veis.
A verificac¸a˜o po´s-traduc¸a˜o e´ importante, pois tenta garantir, antecipadamente, que
na˜o houve problemas durante as traduc¸o˜es. Caso na˜o seja verificada a corretude dos
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co´digos gerados, pode tornar-se complicado diagnosticar se problemas ocorridos apo´s a
s´ıntese sa˜o devidos a` ferramenta sintetizadora ou a` ferramenta de traduc¸a˜o.
Para esta verificac¸a˜o, toda a estrutura de testes ja´ criada deve ser reutilizada, trocando-
se apenas a versa˜o do mo´dulo em teste, de SystemC por Verilog ou VHDL. Isto tambe´m
e´ conhecido como cossimulac¸a˜o, pelo fato de ser uma simulac¸a˜o utilizando diferentes
linguagens.
A cossimulac¸a˜o, por utilizar testbenchs gerados e usados em etapas anteriores, permite,
ale´m de ganhos com reutilizac¸a˜o de co´digo, ganhos na qualidade da verificac¸a˜o efetuada,
pois os co´digos reutilizados sa˜o consideravelmente maduros.
Por outro lado, talvez devido a considera´vel complexidade em simular simultaneamente
diferentes linguagens, na˜o se encontra ferramentas de co´digo aberto ou gratuitas para
executar esta tarefa. Por isto, normalmente utiliza-se ferramentas proprieta´rias para
efetuar a cossimulac¸a˜o. No caso do desenvolvimento do RSA, foi utilizada a ferramenta
Modelsim, da empresa Mentor. Infelizmente, ao cossimular utilizando SystemC, esta
ferramenta na˜o e´ ta˜o intuitiva e simples como quando cossimulando apenas Verilog e
VHDL. Apesar disto foi poss´ıvel verificar e aprovar todos os mo´dulos traduzidos.
Uma alternativa interessante, em detrimento das ferramentas proprieta´rias, e´ fazer
uma segunda traduc¸a˜o, transformando Verilog novamente em SystemC. Desta forma, e´
poss´ıvel executar as simulac¸o˜es utilizando apenas um compilador C++. Por outro lado,
insere-se neste caminho mais uma varia´vel para erros: a traduc¸a˜o de Verilog para SystemC.
Caso a simulac¸a˜o na˜o funcione, torna-se complicado definir em qual das traduc¸o˜es esta´ o
problema.
Contudo, utilizando-se este fluxo alternativo, foram feitos testes com alguns mo´dulos
e os resultados foram positivos, sendo todos eles aprovados. Utilizou-se, para efetuar a
traduc¸a˜o de Verilog para SystemC uma ferramenta gratuita e, aparentemente, bastante
confia´vel, chamada Verilator4.
4http://www.veripool.com/verilator.html
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5.1.8 Verificac¸a˜o po´s-s´ıntese
Apo´s conclu´ıda a verificac¸a˜o dos co´digos gerados em Verilog, iniciou-se a etapa se-
guinte, consistindo da s´ıntese dos mesmos. As ferramentas de s´ıntese atuais sa˜o bastante
confia´veis, contudo sempre existe a possibilidade de interpretarem de forma equivocada
uma implementac¸a˜o HDL, resultando em um circuito com funcionamento diferente do
desejado. Por isto, apo´s sintetizado, cada um dos mo´dulos passou novamente por cossi-
mulac¸o˜es (po´s-s´ıntese).
Como as ferramentas de s´ıntese sa˜o capazes de gerar arquivos Verilog/VHDL equiva-
lentes aos circuitos inferidos para a FPGA, as cossimulac¸o˜es podem transcorrer de maneira
semelhante a`s anteriores. Esta semelhanc¸a permite utilizar a ferramenta Modelsim tam-
be´m nesta etapa.
As simulac¸o˜es po´s-s´ıntese sa˜o muitos mais sofisticadas, pois levam em conta, utilizando
bibliotecas espec´ıficas, detalhes da arquitetura do dispositivo e ate´ mesmo o tempo de
propagac¸a˜o do sinal ele´trico no circuito. Devido a esta complexidade, na˜o foi poss´ıvel
praticar o fluxo alternativo utilizando a ferramenta Verilator para a traduc¸a˜o de Verilog
para SystemC.
Estas simulac¸o˜es consistiram em gerar, atrave´s da ferramenta de s´ıntese, arquivos
Verilog e arquivos de temporizac¸a˜o (extensa˜o SDO ou SDF - standart delay file) que re-
presentassem o comportamento dos circuitos. Os arquivos foram compilados no Modelsim,
juntamente com os testbenchs originais, possibilitando as cossimulac¸o˜es.
A grande maioria dos mo´dulos na˜o apresentaram problemas nesta verificac¸a˜o. Apenas
nos mo´dulos RSA-Privado e RSA-Pu´blico foram detectadas falhas. Estes mo´dulos sa˜o
os de mais alta hierarquia, instanciando todos os demais. Apesar disto sa˜o muito sim-
ples, pois apenas utilizam o exponenciador modular com constantes pre´-definidas para o
expoente e para o mo´dulo. Estas constantes sa˜o as chaves RSA e definem se o IP e´ o
RSA-Pu´blico ou RSA-Privado.
O trecho de co´digo problema´tico, em SystemC, ficava no construtor do mo´dulo, onde
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eram definidos valores de constantes.
#de f i n e MODULUS ”69287899298235119936303333579845633758093. . . ”




SC CTOR( r s a p r i v ) {
n u i n t = MODULUS; // c a s t i n g
e u i n t = PRIV KEY ; // c a s t i n g
n = n u i n t ; // l i g a r s i n a l na po r t a do expmod
e = e u i n t ; // l i g a r s i n a l na po r t a do expmod
emod i = new expmod ( ”expmod pr iv ” ) ;
emod i−>c l k ( c l k ) ;
emod i−>r e s u l t ( r e s u l t ) ;
emod i−>r e s e t ( r e s e t ) ;
emod i−>v a l (mes ) ;
emod i−>exp ( e ) ;
emod i−>mod(n ) ;
emod i−>o u t v a l i d ( o u t v a l i d ) ;
emod i−> i n v a l i d ( i n v a l i d ) ;
}
} ;
Algoritmo 5.15 - Parte do co´digo SystemC do RSA-Privado.
Este trecho, apresentado em SystemC, era traduzido para o seguinte co´digo em Verilog.
1 module r s a p r i v ( c l k , i n v a l i d , o u t v a l i d , r e s e t , mes , r e s u l t ) ;
2 i n pu t c l k ;
3 i n pu t i n v a l i d ;
4 i n pu t r e s e t ;
5 i n pu t [ 2 5 5 : 0 ] mes ;
6 output o u t v a l i d ;
7 output [ 2 5 5 : 0 ] r e s u l t ;
8 r eg [ 2 5 5 : 0 ] n ;
9 r eg [ 2 5 5 : 0 ] e ;
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10 r eg [ 2 5 5 : 0 ] n u i n t ;
11 r eg [ 2 5 5 : 0 ] e u i n t ;
12
13 i n i t i a l b eg in
14 n u i n t = /∗ ( [ 2 5 6 ] ) ∗/ ”69287899298235119936303333579845633758093. . . ” ;
15 e u i n t = /∗ ( [ 2 5 6 ] ) ∗/ ”11617132816470559031236487067279507456347. . . ” ;
16 n <= n u i n t ; // l i g a r s i n a l na po r t a do expmod
17 e <= e u i n t ; // l i g a r s i n a l na po r t a do expmod
18 end
19
20 expmod expmod pr iv ( . c l k ( c l k ) , . i n v a l i d ( i n v a l i d ) , . v a l (mes ) ,
21 . exp ( e ) , .mod( n ) , . r e s u l t ( r e s u l t ) ,
22 . o u t v a l i d ( o u t v a l i d ) , . r e s e t ( r e s e t ) ) ;
23 endmodule
Algoritmo 5.15 - Co´digo Verilog do RSA-Privado, gerado pela ferramenta cynthVLG.
Na˜o se pode dizer que ha´ erros no Verilog gerado, mas o bloco initial begin, onde o
valor das constantes sa˜o definidos, e´ uma construc¸a˜o comportamental e so´ tem validade
para efeitos de simulac¸a˜o. Quando sintetizada, esta parte do co´digo e´ desconsiderada,
enta˜o na˜o define nenhum valor para as constantes, explicando assim o mal funcionamento
do circuito inferido.
Para corrigir tal problema, este bloco comportamental foi alterado manualmente, sendo
trocado por:
paramete r n = ”69287899298235119936303333579845633758093. . . ” ;
paramete r e = ”11617132816470559031236487067279507456347. . . ” ;
Apo´s estas modificac¸o˜es o mo´dulo foi sintetizado, novamente verificado e, enfim, apro-
vado.
5.1.9 Verificac¸a˜o final em FPGA
Mesmo apo´s todo o cuidado tomado no processo de verificac¸a˜o, na˜o e´ poss´ıvel assegurar
o satisfato´rio funcionamento de um IP. Por isto, a etapa final de desenvolvimento ocorreu
com os testes diretamente em FPGA.
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E´ importante ressaltar que a verificac¸a˜o em FPGA na˜o foi tratada pela metodologia
original, portanto esta sec¸a˜o e a sec¸a˜o 5.2.6 sa˜o apresentadas como modelos poss´ıveis
para preencher esta lacuna. Os modelos sugeridos foram utilizados, com sucesso, no
desenvolvimento dos dois circuitos apresentados nesta dissertac¸a˜o e tambe´m em outros
projetos na Universidade Estadual de Campinas.

















Figura 5.7: Me´todo utilizado para testes em FPGA
Os testes consistiram em colocar um microprocessador (NIOS II) na FPGA para verifi-
car os IPs. Estes foram conectados ao microprocessador atrave´s de um mo´dulo adaptador,
desenvolvido pelo autor, que fazia a comunicac¸a˜o entre os protocolos OCP e Avalon (bar-
ramento do microprocessador).
Um programa, executado no microprocessador, foi o responsa´vel por gerar os est´ımulos
de entrada dos mo´dulos e por averiguar se as respostas estavam corretas. Isto foi feito da
seguinte forma:
• O programa gerava valores aleato´rios, de 256 bits, e os injetava no RSA-Privado;
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• Apo´s 1 segundo, o programa solicitava a resposta ao IP e averiguava apenas se o
valor era diferente do injetado;
• Em seguida, a resposta obtida era injetada no RSA-Pu´blico;
• Apo´s mais 1 segundo, uma resposta era solicitada ao segundo IP, sendo enta˜o com-
parada ao primeiro valor, que fora gerado aleatoriamente. Segundo a teoria, para
estar correto, a u´ltima resposta deveria ser igual ao valor injetado no primeiro IP.
Desta forma, um microprocessador executando um programa bastante simples foi ca-
paz de injetar milhares de est´ımulos nos IPs em teste. E´ importante notar que a sim-
plicidade do programa vem do fato deste utilizar o RSA Pu´blico como contra-prova dos
resultados gerados pelo RSA-Privado. Os dois IPs sa˜o, portanto, testados simultaˆnea-
mente e tudo que este o programa necessita fazer e´ sortear e comparar valores. Devido a
autosuficieˆncia deste teste, era poss´ıvel, caso desejado, deixar o sistema funcionando por
va´rios dias, validando milho˜es de resultados vindos dos IP.
Estes testes trouxeram uma garantia muito maior sobre o funcionamente do IP, pois
cobriram a interpretac¸a˜o das especificac¸o˜es, gerac¸a˜o do Verilog, s´ıntese da ferramenta,
temporizac¸a˜o do circuito em FPGA e caracter´ısticas do produto final. Mas vale lembrar
que, apesar de prova´vel, ainda e´ praticamente imposs´ıvel garantir que o IP esteja livre
de qualquer falha. Isto pelo simples fato de na˜o ser pratica´vel a realizac¸a˜o de testes para
todas situac¸o˜es (combinac¸o˜es) em que o IP estara´ exposto quando em funcionamento.
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5.2 Decodificador de A´udio MP3
Em 1987, o Instituto Fraunhofer iniciou seus trabalhos em compressa˜o de a´udio per-
ceptual. Junto com outras empresas, em 1993, obteve um poderoso algoritmo que foi
padronizado como o MPEG-1 Layer III (ISO 11172-3)[17]. Mais conhecido como MP3,
este e´ um formato de codificac¸a˜o de a´udio que se utiliza do conhecimento das imperfeic¸o˜es
ou limitac¸o˜es na audic¸a˜o humana, para eliminar informac¸o˜es de forma quase impercept´ı-
vel, obtendo uma excepcional qualidade e compressa˜o dos dados.
Durante os quatro primeiros anos de participac¸a˜o no conso´rcio Brazil-IP, a Universi-
dade Estadual de Campinas - UNICAMP, foi responsa´vel por desenvolver um decodifica-
dor de a´udio, segundo este padra˜o (MP3). Por treˆs destes quatro anos, o autor participou
ativamente deste desenvolvimento. Dois anos atrave´s de trabalhos de iniciac¸a˜o cient´ıfica
e um ano, durante seu mestrado, coordenando uma equipe com 11 graduandos. Muitas
experieˆncias foram acumuladas durante este per´ıodo e algumas destas sera˜o apresentadas
neste trabalho.
Diferentemente do estudo de caso anterior, neste na˜o sera´ dado foco a todos os detalhes
de implementac¸a˜o e verificac¸a˜o de um IP, nem explicadas as minu´cias dos co´digos gerados.
Este tera´ como intuito demonstrar, de forma geral, a aplicac¸a˜o da metodologia em um
projeto de maior complexidade e durac¸a˜o, os problemas enfrentados, soluc¸o˜es propostas
e ate´ mesmo pequenas variac¸o˜es da metodologia.
5.2.1 Implementac¸a˜o
O decodificador MP3 teve sua proposta de desenvolvimento toda baseada na metodo-
logia Brazil-IP. Apo´s alguns estudos do padra˜o[17] e seguindo os passos da metodologia,
foram propostos nove mo´dulos para compor o IP, em uma estrutura do tipo pipeline
conforme figura 5.8.
Os estudantes, participantes do conso´rcio Brazil-IP, foram divididos em grupos e cada
um destes ficou responsa´vel pela implementac¸a˜o ou verificac¸a˜o de algum dos mo´dulos. E´
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Figura 5.8: Pipeline proposto para o decodificador MP3
importante ressaltar que houve sempre a preocupac¸a˜o em rotacionar os trabalhos, de forma
que todos os participantes desenvolvessem experieˆncias, tanto implementando mo´dulos,
quanto verificando-os.
Outro ponto importante do desenvolvimento foi o fato de um grupo nunca verificar
um mo´dulo desenvolvido por ele pro´prio. Desta forma, pelo menos dois diferentes grupos
trabalhavam em um mesmo mo´dulo, um implementando e outro verificando. Evitava-se
assim, ferir uma das principais regras da metodologia, segundo a qual deve-se confrontar
sempre duas interpretac¸o˜es, o mais independentes poss´ıveis, de um mesmo mo´dulo ou IP.
5.2.2 Modelo de Refereˆncia
Para modelo de refereˆncia, optou-se por utilizar algum co´digo mais maduro, alguma
biblioteca open-source que ja´ fosse amplamente usada e testada. Foi enta˜o escolhida uma
biblioteca chamada LibMAD (Mpeg Audio Decoder Library), por apresentar importantes
caracter´ısticas:
• Segue a padronizac¸a˜o ISO;
104 Cap´ıtulo 5. Aplicac¸o˜es, Contribuic¸o˜es e Ana´lises sobre a metodologia
• O co´digo, feito em C, facilita sua migrac¸a˜o para SystemC;
• Os ca´lculos na˜o utilizam ponto flutuante. Sa˜o efetuados utilizando ponto fixo, com a
parte inteira utilizando 8 bits e a mantissa com 24 bits, sendo muito eficiente quanto
a velocidade dos ca´lculos. Implementar um IP que siga tal modelo (ponto fixo)
torna-se muito mais simples, uma implementac¸a˜o de ponto-flutuante em hardware
seria de considera´vel e desnecessa´ria complexidade;
• A biblioteca tem excelente qualidade de som, produzindo como sa´ıda dados no
padra˜o PCM de ate´ 24 bits de precisa˜o;
• Co´digo aberto, disponibilizado atrave´s da licenc¸a GPL (GNU General Public Li-
cense).
Como optou-se por na˜o desenvolver umModelo de Refereˆncia pro´prio, inicialmente esta
biblioteca foi utilizada como principal orientac¸a˜o para desenvolvimento do decodificador
MP3.
Contudo, mesmo sendo esta uma excelente biblioteca e provavelmente uma boa escolha,
optar por utiliza´-la como u´nico modelo de refereˆncia na˜o foi uma boa ide´ia. Por ser um
software que visa um bom desempenho, os co´digos desta biblioteca sa˜o muito otimizados
e de dif´ıcil compreensa˜o, dificultando muito sua utilizac¸a˜o pelos estudantes. Por vezes os
desenvolvedores perderam dias tentando entender seu funcionamento para, somente enta˜o,
poder utiliza´-la como modelo de refereˆncia para a verificac¸a˜o ou para a implementac¸a˜o.
A principal falha ocorrida neste caso foi crer que, conseguindo um bom Modelo de
Refereˆncia seria poss´ıvel, ale´m de maiores garantias quanto a` interpretac¸a˜o, adiantar os
trabalhos ao se evitar a implementac¸a˜o de um modelo de refereˆncia pro´prio. Infelizmente
na˜o foi isto o que ocorreu.
No decorrer do projeto, apo´s notar-se que os alunos estavam dispendendo tempo ten-
tando entender particularidades de uma implementac¸a˜o ao inve´s de entenderem propri-
amente o padra˜o MP3, algumas atitudes foram tomadas. Entre elas, foi adquirido pelo
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laborato´rio, um bom livro[18] como forma de complementar e auxiliar na interpretac¸a˜o
do padra˜o (ISO). Ale´m disso foi incentivado o uso de modelos de refereˆncia mais simples
e preferencialmente produzidos pelo pro´prio grupo. Estas duas medidas foram suficientes
para, num prazo de 2 ou 3 meses, clarear muito a visa˜o dos estudantes quanto ao projeto
que tinham em ma˜os.
Enfim, um modelo de refereˆncia consolidado, feito por terceiros, pode ser realmente
muito bom para apoiar e garantir que o desenvolvimento do projeto esta´ caminhando no
sentido correto. Mas isto na˜o deve excluir a confecc¸a˜o dos modelos pelo grupo. Esta e´
uma fase importante, que permite que os conhecimentos adquiridos durante o estudo do
objeto sejam sedimentados e colocados a` prova, possibilitando um grau de maturidade
muito maior ao grupo antes de iniciar os trabalhos e implementac¸a˜o e verificac¸a˜o.
5.2.3 Verificac¸a˜o
Para cada um dos mo´dulos do pipeline do decodificador MP3 foi criado um testbench
independente. Desta forma, foi poss´ıvel garantir o adequado funcionamento de cada parte
antes de integra´-la ao conjunto.
Ale´m disto, infelizmente na˜o e´ va´lido supor que mo´dulos funcionando isoladamente
continuem a funcionar quando colocados juntos. Caso na˜o funcionem, e´ dif´ıcil identificar
qual deles pode estar com problemas e qual e´ o erro. Por isto, foram criados alguns test-
benchs que simulavam a integrac¸a˜o de dois ou treˆs mo´dulos, como forma de garantir que
se comunicavam de forma coerente. Estas simulac¸o˜es foram interessantes, pois incremen-
tavam gradualmente a complexidade dos testes efetuados, facilitando a localizac¸a˜o dos
problemas.
Definic¸a˜o de est´ımulos de testes
Diferentemente do RSA (sec¸a˜o 5.1.3) e de alguns mo´dulos internos, o testbench criado
para o IP final do decodificador MP3 cobriu todos os 4 tipos de est´ımulos sugeridos pela
metodologia. Cada tipo visou cobrir diferentes necessidades:
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• Compliance: Os est´ımulos do tipo Compliance visavam garantir que o IP respon-
deria conforme restric¸o˜es presentes na norma ISO 11172-3 que o padroniza;
• Corner Cases: Quando em uso, o decodificador MP3 esta´ sujeito a receber dados
corrompidos ou totalmente inva´lidos. Era necessa´rio garantir que o mesmo respon-
deria adequadamente nestas situac¸o˜es;
• Aleato´rios: Dados gerados de forma aleato´ria tentavam garantir uma boa cober-
tura, gerando uma quantidade muito grande de est´ımulos e possivelmente cena´rios
que na˜o foram previstos pelo verificador;
• Reais: Apesar da grande cobertura gerada pelos testes aleato´rios, era necessa´rio
garantir o correto funcionamento com dados reais.
Para os testbenchs dos mo´dulos internos, por serem mais simples, nem sempre eram
necessa´rio os quatro tipos de est´ımulos. Os est´ımulos utilizados sa˜o apresentados na tabela
5.2.
Mo´dulo Est´ımulos
Corner Cases Aleato´rios Compliance Reais
Sincronizac¸a˜o Sim Sim Na˜o Aplica´vel Na˜o
CRC Na˜o Aplica´vel Sim Na˜o Aplica´vel Na˜o
Header Decoder Sim Na˜o Sim Sim
Scale Factors Sim Sim Na˜o Aplica´vel Na˜o
HuffMan Na˜o Aplica´vel Sim Sim Na˜o
IMDCT Na˜o Sim Na˜o Aplica´vel Sim
IMDCT Window Na˜o Sim Na˜o Aplica´vel Na˜o
DCT Na˜o Sim Na˜o Aplica´vel Na˜o
DCT Window Na˜o Sim Na˜o Aplica´vel Na˜o
Top Level - MP3 Sim Sim Sim Sim
Tabela 5.2: Est´ımulos usados durante a verificac¸a˜o de cada mo´dulo.
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Verificac¸a˜o IMDCT
Um fato interessante, relacionado ao tipo de est´ımulo utilizado, ocorreu durante a
verificac¸a˜o de um dos mo´dulos deste decodificador. Ao ser verificado, a IMDCT (Inverse
Modified Discrete Cosine Transform) apresentou, casualmente, resultados diferentes dos
gerados pelo Modelo de Refereˆncia. Curiosamente, este fato ocorria somente quando o
mo´dulo era exposto a est´ımulos do tipo aleato´rio.
Por ser mais eficiente, havia-se optado por utilizar um algoritmo criado por Szu-
Wei Lee[40] para efetuar os ca´lculos da IMDCT. Foram feitas algumas alterac¸o˜es neste
algoritmo visando proporcionar maior precisa˜o, mas descobriu-se, posteriormente, que tais
alterac¸o˜es poderiam gerar instabilidade nos ca´lculos com ponto-fixo. Esta instabilidade
era a fonte dos problemas deste mo´dulo, ocasionando overflows dependendo dos valores
de entrada.
Analisando a distribuic¸a˜o de valores que ocorrem em casos reais (arquivos MP3) e com
uma pequena alterac¸a˜o no testbench, foi poss´ıvel gerar valores aleato´rios que respeitassem
a distribuic¸a˜o de valores encontrada em est´ımulos reais. Com estes novos est´ımulos, o
mo´dulo deixou de apresentar problemas, indicando que, quando em uso real, poderia se
comportar corretamente.
No entanto, uma questa˜o importante foi colocada: apesar do problema na˜o ter ocorrido
nas simulac¸o˜es com dados reais, isto deveria ou na˜o ser considerado um erro? Deveria-se
abrir ma˜o, talvez desnecessariamente, da precisa˜o nos ca´lculos?
Neste caso, apesar de na˜o ter sido provado que o erro poderia ocorrer tambe´m com
dados reais, optou-se por reduzir a precisa˜o nos ca´lculos, evitando as possibilidades de
ocorreˆncia do problema.
Campo experimental
A verificac¸a˜o deste projeto seguiu rigidamente as pra´ticas sugeridas pela metodologia
de verificac¸a˜o funcional, proposta ao conso´rcio Brazil-IP pelo professor Dr. Elmar Uwe
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Kurt Melcher[13]. Talvez por isto, ale´m dos resultados objetivos de uma verificac¸a˜o,
o projeto MP3 mostrou-se como um rico campo de experimentac¸a˜o desta metodologia,
chegando a expor casos de estudo que foram mais tarde apresentados no artigo[14] An
Automatic Testbench Generation Tool for a SystemC Functional Verification Methodology
- SBCCI 2004 - Brazil.
5.2.4 Traduc¸a˜o e S´ıntese
As etapas de traduc¸a˜o e s´ıntese foram, inicialmente, bastante complicadas no projeto
MP3. Devido a` inexperieˆncia, os alunos que acreditavam que, uma vez o IP funcionando
em SystemC, na˜o haveriam grandes problemas para concluir o projeto. No entanto, muitos
co´digos tiveram que ser total ou consideravelmente reescritos, pois o n´ıvel de abstrac¸a˜o
utilizado na˜o possibilitava qualquer traduc¸a˜o para algo sintetiza´vel.
Inicialmente, foram necessa´rias modificac¸o˜es para que a ferramenta de traduc¸a˜o - De-
sign Compiler da Synopsys - conseguisse traduzir os co´digos em SystemC para Verilog.
Em seguida, um outro problema: o Verilog gerado era sintetizado apenas na ferramenta
FPGA-Compiler II (tambe´m da Synopsys) e esta na˜o fazia um mapeamento satisfato´rio
para o modelo de FPGA em uso. A ferramenta de s´ıntese do fabricante da FPGA - neste
caso era o ISE5 da Xilinx - na˜o conseguia lidar com o co´digo Verilog gerado.
Desta forma, na˜o era poss´ıvel efetuar o fluxo de s´ıntese por nenhuma das duas fer-
ramentas, o que obrigou novas mudanc¸as nos co´digos SystemC, a fim de que o tradutor
gerasse um co´digo sintetiza´vel pelo ISE.
Apo´s as mudanc¸as, a ferramenta conseguiu concluir a s´ıntese dos mo´dulos, mas outros
problemas surgiram. O mo´dulo DCT (Discrete Cosine Transform), por exemplo, ocupou
42% da a´rea de uma FPGA onde se esperava ainda colocar, ao menos, os outros 8 mo´dulos
do decodificador MP3. Ale´m disto, quando cossimulado, o circuito gerado na˜o apresentava
resultados corretos.
Analisando dos co´digos originais, criados em SystemC, notou-se o uso de memo´ria de
5ISE Integrated Software Environment e´ o ambiente de s´ıntese para FPGAs da fabricante Xilinx
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forma inadequada. Sempre que era necessa´rio armazenar dados, utilizava-se vetores, por
serem uma construc¸a˜o muito comum e de fa´cil uso em C++. Ale´m disso, os acessos a estes
vetores eram feitos de forma indiscriminada, podendo ocorrer va´rias leituras e gravac¸o˜es
em um mesmo ciclo de relo´gio.
A ferramenta, na tentativa de criar um circuito com este comportamento, mapeava os
vetores (milhares de bits) em registradores, utilizando uma gigantesca a´rea e resultando
em circuitos problema´ticos.
Esta forma problema´tica de codificac¸a˜o, em grande parte, provavelmente ocorreu de-
vido a` inexperieˆncia dos alunos em HDLs e em circuitos lo´gicos. Mas estes, possivelmente,
na˜o foram os u´nico pontos. A flexibilidade permitida pelo SystemC mostrou-se novamente
traic¸oeira, levando os inexperientes alunos, por vezes, a esquecerem que estavam desen-
volvendo hardware, utilizando construc¸o˜es imposs´ıveis ou dispendiosas.
Para resolver o problema, foram necessa´rias novas alterac¸o˜es nos co´digos. Desta vez,
as alterac¸o˜es foram muito mais significativas, pois foi necessa´rio modificar todos os trechos
que faziam uso de memo´ria na forma descrita. Estas modificac¸o˜es implicaram em prati-
camente reescrever os mo´dulos desenvolvidos, ja´ que suas ma´quinas de estado precisavam
ser totalmente revistas, criando novos estados para evitar mu´ltiplas leituras ou escritas
no mesmo ciclo de relo´gio.
Somando-se a isto, tambe´m foi necessa´rio descobrir um modelo de codificac¸a˜o que a
ferramenta de s´ıntese interpretasse como memo´ria s´ıncrona, mapeando-a para os Block-
RAMs6 existentes na FPGA, evitando a infereˆncia desnecessa´ria de registradores e, con-
sequ¨entemente, economizando considera´vel quantidade de elementos lo´gicos.
Apo´s todas estas modificac¸o˜es, enfim, os mo´dulos foram sintetizados e funcionaram
em FPGA.
6blocos de memo´rias, fisicamente implementados, dentro de FPGA
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5.2.5 Variac¸a˜o da Metodologia
O fato da linguagem de descric¸a˜o de hardware adotada (SystemC) e a linguagem utili-
zada no modelo de refereˆncia (linguagem C) serem perfeitamente integra´veis, possibilitou
adotar uma variac¸a˜o interessante da metodologia ao desenvolver o MP3.
Esta variac¸a˜o consistiu em substituir, gradualmente, os procedimentos e func¸o˜es de
uma co´pia do modelo de refereˆncia, codificado em C, por mo´dulos descritos em SystemC.
Desta forma foi poss´ıvel, aos poucos, transformar um software em uma descric¸a˜o sinteti-
za´vel.
A cada nova mudanc¸a, os co´digos eram recompilados e era verificado se os mo´dulos
adicionados na˜o haviam deteriorado os resultados, comparado-os aos resultados do co´digo
original em C (modelo de refereˆncia). Este modelo de verificac¸a˜o tambe´m seguia, dentro
do poss´ıvel, a verificac¸a˜o funcional proposta pela metodologia Brazil-IP (figura 5.9).
Figura 5.9: Verificac¸a˜o do Modelo SystemC+C do decoder MP3
E´ importante deixar claro que esta verificac¸a˜o foi utilizada paralelamente a` padroni-
zada pela metodologia e, apesar de reforc¸ar os resultados da verificac¸a˜o padra˜o, tinha
um propo´sito diferente: um teste espec´ıfico de conformidade, importante para garantir a
qualidade da mu´sica decodificada.
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Conforme o padra˜o ISO, para efetuar este teste de conformidade, deve-se avaliar os
resultados, apo´s completa decodificac¸a˜o do dados, utilizando o me´todo dos Mı´nimos Qua-





(xk − yk)2 (5.3)
onde n e´ o nu´mero total de amostras, x e´ a amostra de refereˆncia e y a amostra
resultante da decodificac¸a˜o pelo mo´dulo.
Para ser considerado satisfato´rio, o resultado RMS na˜o pode ultrapassar 2−15/
√
12,
ale´m de que |xk − yk| na˜o poder ultrapassar 2−14.
Para garantir isto, a cada significativa mudanc¸a de co´digo C para SystemC, o test-
bench era recompilado e simulava a decodificac¸a˜o de alguns arquivos no formato MP3,
averiguando se a norma na˜o era violada.
Este me´todo se mostrou muito importante no desenvolvimento do decodificador MP3,
pois permitia, a qualquer momento, efetuar testes de regressa˜o que garantiam que na˜o
havia sido tomado algum caminho errado durante a implementac¸a˜o. Ale´m disto, permitia
averiguar se as variac¸o˜es dos algoritmos implementadas, em todos os mo´dulos, eram ca-
pazes de manter a precisa˜o, mesmo apo´s o acu´mulo de ca´lculos do pipeline, na˜o violando
o padra˜o ISO.
5.2.6 Verificac¸a˜o em FPGA
Mesmo com um complexo processo de verificac¸a˜o, incluindo simulac¸o˜es com informa-
c¸o˜es dos atrasos dos sinais ele´tricos no circuito em FPGA, na˜o e´ poss´ıvel garantir o correto
funcionamento do IP. Por este motivo, e´ de extrema importaˆncia a prototipac¸a˜o e verifica-
c¸a˜o final em FPGA. Nesta etapa, e´ poss´ıvel buscar em situac¸o˜es de uso real, problemas na
ferramenta de s´ıntese lo´gica ou falhas que tenham passado despercebidas pela verificac¸a˜o
ou pela especificac¸a˜o do sistema.
No projeto MP3, por exemplo, foram encontradas falhas no protocolo de comunicac¸a˜o
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de um mo´dulo, que ocorriam quando este era submetido a uma situac¸a˜o de intenso tra´fego
de dados. Esta falha deveria ter sido detectada pelo testbench do mo´dulo, mas este,
aparentemente, na˜o foi confeccionado de forma a simular este cena´rio em espec´ıfico. Um
outro problema, encontrado durante a prototipac¸a˜o, poˆde ser atribu´ıdo a falhas durante a
especificac¸a˜o do sistema, pois os dados da sa´ıda do IP e da entrada do controlador de a´udio
utilizavam diferentes padro˜es, sendo um little-endian e o outro big-endian, transformando
o resultado da decodificac¸a˜o do a´udio em ru´ıdos.
Durante a prototipac¸a˜o do MP3, inspirado no modelo apresentado na sec¸a˜o 5.2.5, no
qual se utilizou simulac¸o˜es parcialmente em linguagem C e parcialmente em SystemC,
criou-se um me´todo para avaliar se os mo´dulos em desenvolvimento estariam funcionando
satisfatoriamente no sistema final. O me´todo consistiu em sintetizar e programar, em
FPGA, os mo´dulos que ja´ estavam em fase final de desenvolvimento, utilizando para
gerar os est´ımulos de teste, um decodificador MP3 parcial - em software, executado em
um microprocessador.
Como, por decisa˜o de projeto, optou-se por desenvolver primeiramente os u´ltimos mo´-
dulos no fluxo do pipeline, tornou-se poss´ıvel fazer o in´ıcio da decodificac¸a˜o em software
e injetar os dados, parcialmente decodificados, no pipeline em construc¸a˜o, para que este
finalizasse a decodificac¸a˜o. Em seguida, os dados resultantes eram enviados a um contro-
lador de a´udio ou para um DAC (Digital to Analogic Converter) ligado a um auto-falante,
permitindo escutar o som resultante do processo de decodificac¸a˜o (figura 5.10). Atrave´s
do microprocessador e de um analisador lo´gico intra-chip (SignalTap ou ChipScope), era
poss´ıvel investigar todo o comportamento dos mo´dulos em FPGA, depurando-os, caso
necessa´rio.
Este processo foi iniciado colocando-se apenas dois mo´dulos em FPGA e os demais
executando como software. Quando um novo mo´dulo chegava a esta etapa final de desen-
volvimento, ele era adicionado ao pipeline em hardware e o seu similar, em software, era
removido do processador. Ao final do processo, teria-se o decodificador completamente
em RTL, eliminando-se a necessidade de um microprocessador.












Figura 5.10: Me´todo para teste dos mo´dulos em FPGA
Este me´todo foi interessante por permitir, durante o desenvolvimento, avaliar de forma
incremental o satisfato´rio funcionamento do IP. Por outro lado, o fato da avaliac¸a˜o estar
baseada apenas na audic¸a˜o humana, e´ um ponto muito negativo, pois pequenos defeitos
podem passar totalmente despercebidos. E´ imposs´ıvel, por exemplo, avaliar se o resultado
em FPGA esta´ em conformidade com a norma ISO no que diz respeito a` qualidade da
decodificac¸a˜o (ana´lise via RMS).
Por este motivo, foram tambe´m efetuados testes onde, ao inve´s de enviados ao DAC,
os resultados da decodificac¸a˜o eram lidos pelo microprocessador, permitindo uma ana´lise
detalhada dos dados.
5.2.7 Resultados Finais
Apo´s a validac¸a˜o do decodificador em FPGA, o pro´ximo passo foi porta´-lo para um
ASIC (application-specific integrated circuit). Esta etapa iniciou-se ao final do terceiro ano
de existeˆncia do Brazil-IP e na˜o sera´ aqui detalhada, pois o autor ja´ na˜o mais coordenava o
grupo de desenvolvimento da UNICAMP. Ale´m disto, a metodologia Brazil-IP na˜o previa
tal etapa, pois tinha inicialmente como meta a criac¸a˜o de uma plataforma com va´rios IPs
em FPGA. A possibilidade de efetuar um fluxo ate´ ASIC surgiu posteriormente.
Apo´s quatro anos de trabalho, o conso´rcio Brazil-IP obteve resultados de repercussa˜o
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internacional: EETimes - Brazil design team joins IP silicon club [7]. Esta repercussa˜o
foi devida a apresentac¸a˜o, em Grenoble na Franc¸a, de um artigo [41] e treˆs micro-chips
desenvolvidos pelo conso´rcio: decodificador Mpeg4, decodificador MP3 (figura 5.11) e um
micro-controlador 8051.
Figura 5.11: Microchip do decodificador Mp3, um dos 3 desenvolvidos pelo conso´rcio.
A: Chip sem encapsulamento, B: Layout do Chip na ferramenta, C: Chip encapsulado
para uso e D: Visa˜o do Chip atrave´s do microsco´pio.
Cap´ıtulo 6
Concluso˜es e Trabalhos Futuros
A metodologia Brazil-IP foi desenvolvida com uma grande preocupac¸a˜o de englobar as
novas tecnologias e tendeˆncias do mercado de desenvolvimento de IPs e semicondutores.
O uso da linguagem SystemC, ferramentas profissionais como Synopsys, Mentor Graphics
e Cadence, protocolo de comunicac¸a˜o OCP, sugesta˜o de documentac¸a˜o no padra˜o VSIA,
entre outros, sa˜o pontos que deixam clara tal preocupac¸a˜o.
Algumas escolhas, devido ao seu pioneirismo, por vezes trouxeram contratempos como,
por exemplo, o uso e s´ıntese de circuitos descritos na linguagem SystemC (conforme a ana´-
lise detalhada apresentada na sec¸a˜o 4.5). Por outro lado, escolhas como estas tambe´m
se mostraram muito frut´ıferas, pois possibilitaram analisar novos paradigmas de desen-
volvimento, confrontando-os com o que comumente ainda e´ utilizado na indu´stria e em
universidades, permitindo visualizar os ganhos, riscos e cuidados que devem ser tomados
nestes novos caminhos.
Esta metodologia e o conso´rcio que a criou, colheram frutos de muita qualidade, ob-
tendo resultados de repercussa˜o internacional como uma mate´ria na revista eletroˆnica EE
Times e o preˆmio Best IP/SoC 2006 Design da IP/SoC Conference. Tais resultados atrai-
ram olhares de diversas partes do mundo para o Brasil, que em conformidade com o t´ıtulo
de uma das mate´rias - Brazil design team joins IP silicon club, surgiu no cena´rio mundial
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como novo produtor de IPs e semicondutores. E´ poss´ıvel que resultados como os obtidos,
com o desenvolvimento de 3 microchips - ASICs, com 100% de sucesso (First Time Silicon
Success), na˜o encontre muitos resultados compara´veis na histo´ria da microeletroˆnica em
universidades brasileiras.
6.1 Contribuic¸o˜es
O primeiro ponto objetivado por este trabalho foi registrar, na forma de uma metodo-
logia, o resultado das propostas, cursos, documentos e experieˆncias ocorridas durante o
desenvolvimento dos trabalhos do conso´rcio Brazil-IP. Espera-se que este objetivo tenha
sido alcanc¸ado a contento, especialmente atrave´s do cap´ıtulo 3 que apresenta, descritiva-
mente, o fluxo desta metodologia na forma como foi aplicada na Universidade Estadual
de Campinas. Ale´m disto, esta dissertac¸a˜o e´, possivelmente, o primeiro documento que
trata e registra todas as etapas propostas por esta metodologia de desenvolvimento de
IPs, tentando evitar que este conhecimento gerado possa aos poucos se deteriorar.
Um segundo objetivo importante, proposto pelo autor, foi tornar esta metodologia
mais acess´ıvel, facilitando sua reproduc¸a˜o. Por isto houve um cuidado especial em apre-
sentar, de forma simples e dida´tica, mas sem fugir do rigor necessa´rio em uma dissertac¸a˜o
de mestrado, a linguagem SystemC e um estudo de casos rico em detalhes e exemplos
(cap´ıtulos 4 e 5). Desta forma, acredita-se que este trabalho permitira´ a reproduc¸a˜o do
me´todo ate´ mesmo por iniciantes nesta a´rea.
Apesar da metodologia desejar propor um fluxo completo, da especificac¸a˜o inicial ao
IP em FPGA, modelos para testes diretamente em hardware na˜o foram propostos. Isto,
talvez tenha ocorrido, por se partir do pressuposto que simulac¸o˜es com informac¸o˜es de
atrasos seriam suficientes para tentar garantir a auseˆncia de falhas. No decorrer do pro-
jeto, atrave´s do desenvolvimento dos trabalhos, poˆde-se aprender que estas simulac¸o˜es
sa˜o insuficientes para a garantia do correto funcionamento e que ana´lises diretamente em
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hardware sa˜o normalmente necessa´rias. Por este motivo, espera-se ter contribu´ıdo, pre-
enchendo uma lacuna da metodologia, ao apresentar-se (sec¸o˜es 5.1.9 e 5.2.6) abordagens
para prototipac¸a˜o e validac¸a˜o em FPGA, utilizando para a injec¸a˜o e ana´lise de dados,
microprocessadores embarcados e analisadores lo´gicos intra-chip.
O fato do autor participar do conso´rcio desde seu in´ıcio e por um per´ıodo de treˆs
anos, possibilitou que fosse exposto algo mais que apenas impresso˜es sobre a metodologia.
Foi poss´ıvel apresentar, de forma mais madura, experieˆncias positivas e negativas sobre
va´rios pontos presentes no fluxo de desenvolvimento proposto, desde sua especificac¸a˜o ate´
o produto final.
Portanto, uma u´ltima e considera´vel contribuic¸a˜o deve-se a este ativo per´ıodo de par-
ticipac¸a˜o no conso´rcio. Procurou-se, em quase todos os cap´ıtulos, expor e analisar tais
experieˆncias, apontando boas pra´ticas, poss´ıveis problemas e soluc¸o˜es, com o intuito de
poder colaborar, complementar e aprimorar a metodologia Brazil-IP.
6.2 Sugesto˜es para trabalhos futuros
Por ser nova, em desenvolvimento e utilizada em va´rias universidades, a metodolo-
gia Brazil-IP pode apresentar considera´veis diferenc¸as ao se comparar a forma como foi
aplicada nos diferentes grupos de trabalhos espalhados pelo pa´ıs. Por isto, uma ana´lise
comparativa entre a forma utilizada na Universidade Estadual de Campinas e em alguma
outra universidade poderia trazer considera´veis contribuic¸o˜es, apresentando novos poss´ı-
veis problemas e suas soluc¸o˜es, ou mesmo novas abordagens para problemas ja´ conhecidos.
Em relac¸a˜o a` parte dida´tica do processo, colaborac¸o˜es poderiam ser feitas catalogando-
se toda a gama de ferramentas dispon´ıveis no mercado, proprieta´rias ou especialmente
gratuitas, que poderiam ser utilizadas neste fluxo, adicionadas de descric¸o˜es e exemplos
da utilizac¸a˜o destes softwares.
Finalizando, seria de grande contribuic¸a˜o o registro de detalhes do fluxo ocorrido,
durante o quarto ano de trabalhos do conso´rcio, entre a conclusa˜o em FPGA e a criac¸a˜o
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de circuitos em ASICs incluindo, ale´m do me´todo, experieˆncias ocorridas e ferramentas
utilizadas, possibilitando apresentar uma metodologia que compreenda todas as etapas,
da concepc¸a˜o de um IP ate´ sua validac¸a˜o em sil´ıcio.
Apeˆndice A
Especificac¸a˜o do IP Criptogra´fico
RSA
A.1 Especificac¸a˜o Inicial
Este documento caracteriza-se por ser uma especificac¸a˜o preliminar do produto e visa
definir seus requisitos segundo a visa˜o do cliente. Devera´ servir como base para os docu-
mentos posteriores como Especificac¸a˜o para S´ıntese e Especificac¸a˜o para Verificac¸a˜o.
A.1.1 Produto
IP Criptogra´fico RSA em FPGA
A.1.2 Descric¸a˜o
O IP criptogra´fico RSA sera´ utilizado em sistemas de lo´gica programa´vel (FPGAs),
com o intuito de autenticar o sistema em uso, garantido que o mesmo na˜o seja fruto de
uma reproduc¸a˜o ilegal.
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A principal motivac¸a˜o para desenvolver este dispositivo e´ substituir a utilizac¸a˜o de
FPGAs de primeira linha (Stratix, Virtex) por FPGAs de baixo custo. Esta primeira,
conta com um sofisticado dispositivo criptogra´fico que inibe a reproduc¸a˜o e proliferac¸a˜o
ilegal de seu conteu´do, por outro lado, teˆm um custo muito elevado quando comparado
com a segunda classe, que possui caracter´ısticas similares mas na˜o conta com tal recurso
de seguranc¸a.
Normalmente, FPGAs podem estar programadas com sistemas sofisticados, com alto
custo de desenvolvimento e que, caso na˜o sejam tomados os devidos cuidados, podem ser
facilmente copiados e transformados em produtos concorrentes do desenvolvedor original.
Por outro lado, os altos custos de seguranc¸a podem ser, por vezes, inibitivos para a comer-
cializac¸a˜o do produto. Deseja-se que o mo´dulo criptogra´fico em questa˜o possa viabilizar
ou rentabilizar alguns produtos, permitindo o uso de FPGAs de baixo custo e garantindo
uma satisfato´ria seguranc¸a da propriedade intelectual do sistema.
A autenticac¸a˜o sera´ feita em duas etapas:
• Primeiramente, o sistema enviara´ a mensagem original (aleato´ria) ao mo´dulo RSA,
ambos em FPGA, e recebera´ como resposta, apo´s no ma´ximo 1 segundo, uma men-
sagem cifrada.
• Amensagem cifrada sera´ enta˜o enviada para um outro sistema, externo a` FPGA, que
devera´ processa´-la e devolver outra mensagem. Esta segunda mensagem devera´ ser
exatamente igual a` original, comprovando sua capacidade de decodificar a mensagem
cifrada e, consequ¨entemente, sua autenticidade.
Detalhes do sistema externo, usado como parte da autenticac¸a˜o, na˜o foram expostos
pelo cliente como forma de garantia de seguranc¸a. De qualquer forma, o sistema externo
tambe´m funcionara´ utilizando o me´todo de criptografia assime´trica RSA.
O mo´dulo RSA a ser desenvolvido devera´ ser de uso simples, podendo ser utilizado em
diferentes sistemas em FPGA. Estes sistemas requisitara˜o autenticac¸a˜o a cada 5 segun-
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dos de operac¸a˜o e, em caso de autenticac¸a˜o inva´lida, deixara˜o de operar como forma de
seguranc¸a.
A.1.3 Resumo de requisitos
• Possibilitar autenticac¸a˜o atrave´s do algoritmo RSA;
• Cifragem de, ao menos, uma mensagem por segundo;
• Propiciar protec¸a˜o da propriedade intelectual dos sistemas que utilizarem o dispo-
sitivo;
• Permitir reduc¸a˜o de custos atrave´s de uso de FPGAs de baixo valor;
• Uso simples para diferentes sistemas em FPGA.
122 Apeˆndice A. Especificac¸a˜o do IP Criptogra´fico RSA
A.2 Especificac¸a˜o para S´ıntese
O presente documento visa definir a forma e os trabalhos, segundo a visa˜o do imple-
mentador em HDL, necessa´rios para o grupo de Implementac¸a˜o concluir o projeto.
A.2.1 Produto
IP Criptogra´fico RSA em FPGA
A.2.2 Descric¸a˜o
O IP sera´ desenvolvido para uso em FPGAs de baixo custo (Cyclone, Spartan) e
devera´ ter um consumo modesto de recursos como a´rea e memo´ria. Visando esta meta,
sem comprometer a frequ¨eˆncia de operac¸a˜o devido a somas e multiplicac¸o˜es utilizando
uma elevada quantidade de bits, os mo´dulos devera˜o, ao processar internamente os dados,
fazer uso de registradores e operadores com 8 bits.
O processamento de cada uma das mensagens, a serem criptografadas, devera´ demorar,
no ma´ximo, um segundo.
Apo´s um estudo do me´todo a ser implementado, dos n´ıveis de seguranc¸a proporciona-
dos e dos recursos que a sua implementac¸a˜o podera´ consumir, define-se neste documento
que o IP Criptogra´fico RSA sera´ desenvolvido visando a criptografia de mensagens de 256
bits. Este nu´mero aparenta proporcionar um aceita´vel custo com satisfato´ria seguranc¸a.
Apesar disto, por precauc¸a˜o, o IP deve possibilitar a parametrizac¸a˜o do tamanho das
mensagens para valores entre 32 e 1024 bits. Para isto, durante a codificac¸a˜o, devera˜o ser
definidas constantes parametriza´veis.
Para facilitar o desenvolvimento deste IP, o mesmo sera´ divido em 6 diferentes mo´dulos,
conforme definido detalhadamente na sec¸a˜o A.2.4
O fluxo de dados devera´ ocorrer utilizando-se os protocolos definidos neste documento
(sec¸o˜es A.2.5 e A.2.6).
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A.2.3 Resumo de requisitos
• Protocolo bem delineado para mo´dulos internos e protocolo OCP-IP para comuni-
cac¸a˜o externa;
• Subdivisa˜o em va´rios mo´dulos para reduzir a complexidade de implementac¸a˜o;
• Ca´lculos internos efetuados com 8 bits, visando minimizac¸a˜o da a´rea utilizada sem
comprometimento da frequ¨eˆncia de operac¸a˜o;
• Frequ¨eˆncia de operac¸a˜o deseja´vel de, pelo menos, 50MHz;
• Processamento de, ao menos, uma mensagem por segundo;
• Deseja´vel parametrizac¸a˜o para aumento de reusabilidade.
A.2.4 Modularizac¸a˜o do IP
O desenvolvimento deste IP sera´ dividido em 6 diferentes mo´dulos, que sera˜o utiliza-






RSA Público ou RSA Privado
Figura A.1: Diagrama de blocos do IP RSA.
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• Detector de Zeros: Detectara´ a ocorreˆncia de uma entrada com valor zero (op ==
0). Este mo´dulo recebera´ uma entrada de 256 bits, conforme protocolo interno (pa-
dronizado a seguir) e tera´ como sa´ıda os valores 1 ou 0, representando, respecti-
vamente, a detecc¸a˜o ou na˜o do valor zero em sua entrada. A resposta do mo´dulo
podera´ levar mais de 1 ciclo e sera´ sinalizada atrave´s do sinal out valid do protocolo
em questa˜o.
• Somador/subtrator: Recebera´ como entrada dois valores de 264 bits e um sinal
(subtract) que define se a operac¸a˜o a efetuar sera´ de soma ou subtrac¸a˜o (result =
opa+ opb , result = opa− opb). Neste e demais mo´dulos, a representac¸a˜o de valores
sempre se dara´ em complemento de dois. Apo´s indeterminado nu´mero de ciclos
do relo´gio, o mo´dulo sinalizara´ a conclusa˜o dos ca´lculos atrave´s do sinal out valid,
resultando em uma sa´ıda de 264 bits como resposta. Os 8 bits extras visam facilitar
o uso do somador pelo multiplicador modular. Devido a quantidade de bits extras
utilizada (8) e a` forma como sera´ utilizado este mo´dulo, na˜o havera´ necessidade de
sinalizar ocorreˆncia de overflow.
• Multiplicador Modular: Devera´ receber como entrada dois operandos e um va-
lor modular, todos de 256 bits, e efetuara´ a operac¸a˜o result = (opa ∗ opb)%mod.
Internamente, para evitar o uso de um registrador de 512 bits, este mo´dulo devera´
realizar multiplicac¸o˜es parciais de valores de 8 bits por valores de 256 bits (figura
A.2). Desta forma, e utilizando a propriedade da multiplicac¸a˜o modular resultar
num valor sempre menor que o mo´dulo, podera´ utilizar um registrador de apenas
264 bits para acumular os resultados. Os 8 bits extras (256+8) sa˜o necessa´rios para
permitir armazenar o maior valor poss´ıvel nas multiplicac¸o˜es parciais entre dados
de 256 bits e de 8 bits.
Tal economia de bits e´ poss´ıvel porque, diferentemente da multiplicac¸a˜o tradicional
(figura A.2), que tem um resultado de 2n bits, a multiplicac¸a˜o modular resultara´ em
apenas n bits. Por isto, e´ poss´ıvel efetuar otimizac¸o˜es a cada soma de multiplicac¸o˜es
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parciais = resultado final
(2n bits)
Figura A.2: Multiplicac¸a˜o de n bits atrave´s de multiplicac¸o˜es parciais.
parciais. Sempre que o resultado das somas ultrapassarem o valor modular, basta
subtrair do acumulador um valor mu´ltiplo do modular, mantendo-o assim sempre
com, no ma´ximo, 256 bits.
• Exponenciador Modular: Recebera´ como entrada treˆs valores de 256 bits, efe-
tuando a operac¸a˜o result = valexp%mod. Utilizara´ internamente o mo´dulo Multi-
plicador Modular para efetuar os ca´lculos. Tera´ como sa´ıda um valor de 256 bits.
A implementac¸a˜o deste mo´dulo devera´ ser baseada no algoritmo A.1:
1 whi le ( e != 0) {
2 i f ( ( e & 1) == 1)
3 r e s u l t = ( r e s u l t ∗ v a l ) % m;
4 e >>= 1 ;
5 v a l = ( v a l ∗ v a l ) % m;
6 }
7 return r e s u l t ;
Algoritmo A.1 - Modelo de exponenciador modular.
Neste algoritmo, ’val’ e´ o valor a ser exponenciado, ’e’ e´ o exponenciador e ’m’ o
mo´dulo. ’Result’ e´ a varia´vel, iniciada com 1, que evoluira´ ate´ obter o resultado
final da exponenciac¸a˜o modular
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• Codificador RSA Pu´blico: Sera´ um mo´dulo top level, ou seja, que engloba todos
os demais. Basicamente este mo´dulo utilizara´, internamente, o Exponenciador Mo-
dular com valores fixos para o sinal exp (chave pu´blica) e para o sinal mod. O sinal
val recebera´ a mensagem a ser criptografada.
• Codificador RSA Privado: Similar ao codificador RSA Pu´blico mas utilizando
como valor fixo para o sinal exp uma chave privada ao inve´s de pu´blica.
A.2.5 Protocolo Interno
O protocolo que sera´ utilizado para comunicac¸a˜o interna entre os mo´dulos e´ apresen-













Figura A.3: Protocolo para comunicac¸a˜o dos mo´dulos internos
Sa˜o mandato´rios, neste protocolo, as portas com os nomes e func¸o˜es a seguir:
• clk: Porta de entrada com 1 bit, do tipo sc in<bool>. Recebe o sinal de relo´gio
do sistema; O funcionamento do IP devera´ estar sincronizado a` borda de subida
(0=>1) deste sinal;
• reset: Porta de entrada com 1 bit, ativa em n´ıvel lo´gico alto (1), do tipo sc in<bool>.
Recebe o sinal de reset do sistema. Este sinal e´ ass´ıncrono e, quando ativado, reco-
loca o sistema em seu estado inicial;
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• in valid: Porta de entrada com 1 bit, ativa em n´ıvel lo´gico alto (1), do tipo
sc in<bool>. Sinaliza a entrada de dados va´lidos no mo´dulo. Deve ficar ativa
por apenas 1 ciclo para cada entrada de dados;
• out valid: Porta de sa´ıda com 1 bit, ativa em n´ıvel lo´gico alto (1), do tipo sc out<bool>.
Sinaliza a conclusa˜o do processamento e sa´ıda de dados va´lidos. Deve ficar ativa
por apenas 1 ciclo para cada sa´ıda de dados;
Ale´m dos sinais mandato´rios no protocolo, cada mo´dulo ainda possuira´ as seguintes
portas:
Mo´dulo: ZERO
Sinal Tipo Bits Orientac¸a˜o Descric¸a˜o sucinta
op sc lv 256 entrada Valor para avaliac¸a˜o
result bool 1 sa´ıda Resultado da avaliac¸a˜o
Tabela A.1: Sinais definidos para o mo´dulo zero.
Mo´dulo: SOMADOR
Sinal Tipo Bits Orientac¸a˜o Descric¸a˜o sucinta
opa sc lv 264 entrada Operando A para o ca´lculo
opb sc lv 264 entrada Operando B para o ca´lculo
subtract bool 1 entrada subtrac¸a˜o (1) ou soma (0)
result sc lv 264 sa´ıda Resultado da operac¸a˜o
Tabela A.2: Sinais definidos para o mo´dulo somador.
Mo´dulo: MULTIPLICADOR MODULAR
Sinal Tipo Bits Orientac¸a˜o Descric¸a˜o sucinta
opa sc lv 256 entrada Operando A para o ca´lculo
opb sc lv 256 entrada Operando B para o ca´lculo
mod sc lv 256 entrada Valor modular para o ca´lculo
result sc lv 256 sa´ıda Resultado da operac¸a˜o
Tabela A.3: Sinais definidos para o mo´dulo multiplicador modular.
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Mo´dulo: EXPONENCIADOR MODULAR
Sinal Tipo Bits Sentido Descric¸a˜o sucinta
val sc lv 256 entrada Operando para o ca´lculo
exp sc lv 256 entrada Valor do expoente para o ca´lculo
mod sc lv 256 entrada Valor modular para o ca´lculo
result sc lv 256 sa´ıda Resultado da operac¸a˜o
Tabela A.4: Sinais definidos para o mo´dulo exponenciador modular.
A.2.6 Protocolo Externo
Sera´ adotado, para comunicac¸a˜o com sistemas externos, o protocolo OCP 2.0. Uma in-
terface escravo sera´ utilizada tanto para o RSA Pu´blico quanto para o Privado e, conforme
tabela a seguir, utilizar-se-a um sub-conjunto dos sinais ba´sicos, ale´m do sinal MReset n,
opcional e pertencente ao conjunto de sinais chamados Sideband signals.
Maiores detalhes sobre o protocolo devem ser buscados em sua especificac¸a˜o[16].
Mo´dulos: RSA PRIVADO e RSA PU´BLICO
Sinal Tipo Bits Sentido Descric¸a˜o sucinta
Clk sc lv 1 entrada Relo´gio do sistema
MCmd sc lv 3 entrada Comandos de leitura e escrita
MData sc lv 256 entrada Barramento para gravac¸a˜o de dados
SCmdAccept sc lv 1 sa´ıda Aceite de comando
SData sc lv 256 sa´ıda Resposta a` solicitac¸a˜o de leitura
SResp sc lv 2 sa´ıda Co´digo de status da resposta
MReset n sc lv 1 entrada Reset s´ıncrono e ativo em zero
Tabela A.5: Sinais escolhidos para compor a interface escravo dos IPs RSA.
Obs: caso o IP esteja ocupado processando alguma solicitac¸a˜o anterior, devera´ res-
ponder a`s novas solicitac¸o˜es com o sinal SCmdAccept=0, significando que o dispositivo
na˜o esta´ dispon´ıvel.
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A.3 Especificac¸a˜o para Verificac¸a˜o
O presente documento visa definir a forma e os trabalhos, segundo a visa˜o do verifi-
cador, necessa´rios para o grupo de Verificac¸a˜o Funcional concluir o projeto.
A.3.1 Produto
IP Criptogra´fico RSA em FPGA
A.3.2 Descric¸a˜o
O IP Criptogra´fico RSA sera´ verificado seguindo estritamente a metodologia de ve-
rificac¸a˜o proposta pelo conso´rcio Brazil-IP. O desenvolvimento deste IP foi dividido em
va´rios mo´dulos, visando facilitar sua implementac¸a˜o e verificac¸a˜o. Os mo´dulos definidos
sa˜o:




• Codificador RSA Pu´blico
• Codificador RSA Privado
Detalhes sobre o protocolo e as portas de cada um dos mo´dulos podem ser encontrados
diretamente na especificac¸a˜o para s´ıntese. A funcionalidade de cada mo´dulo tambe´m pode
ser esclarecida na especificac¸a˜o mas devera´ ser revista e analisada pelo responsa´vel pela
verificac¸a˜o do mesmo.
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A.3.3 Modelos de Refereˆncia
Para cada um dos mo´dulos devera´ haver um testbench e, consequ¨entemente, um mo-
delo de refereˆncia, possibilitando a verificac¸a˜o individual e progressiva do sistema em
desenvolvimento. Ambos, testbenchs e modelos de refereˆncia, devera˜o ser implementados
em SystemC.
A.3.4 Gerac¸a˜o de Est´ımulos
Cada testbench devera´ expor seus mo´dulos a um total de, pelo menos, 1.000.000 de
est´ımulos, conforme especificados a seguir.
Detector de zeros: o testbench devera´ gerar os 3 diferentes tipos de est´ımulos descritos
abaixo, com uma distribuic¸a˜o de 1/3 do total para cada um, e injeta´-los no mo´dulo,
seguindo protocolo interno definido na especificac¸a˜o para s´ıntese.
• zeros : est´ımulos em que todos os bits sa˜o iguais a zero;
• aleato´rios : os bits destes est´ımulos devera˜o ser definidos, entre 0 e 1, aleatori-
amente;
• corner cases: sera˜o est´ımulos em que apenas 1 dos bits devera´, aleatoriamente,
ser diferente de zero.
Somador/Subtrator: seguindo protocolo interno, definido na especificac¸a˜o para s´ıntese,
devera˜o ser gerados e injetados nas portas opa e opb, est´ımulos com as seguintes
propriedades:
• aleato´rios;
• 264 bits cada;
• distintos entre si, salvo caso em que aleatoriamente forem iguais;
• inteiros positivos, negativos e nulos;
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• representac¸a˜o em complemento de dois.
Ale´m disso, o sinal subtract devera´ ser ativado (n´ıvel lo´gico 1) em 50% dos est´ımulos.
Multiplicador Modular: seguindo protocolo interno, definido na especificac¸a˜o para s´ın-
tese, devera˜o ser gerados e injetados nas portas opa, opb e mod, est´ımulos com as
seguintes propriedades:
• aleato´rios;
• 256 bits cada;
• distintos entre si, salvo caso em que aleatoriamente forem iguais;
• inteiros positivos diferentes de zero para o sinal mod ;
• inteiros positivos para os sinais opa e opb.
Exponenciador Modular: seguindo protocolo interno, definido na especificac¸a˜o para
s´ıntese, devera˜o ser gerados e injetados nas portas val, exp e mod, est´ımulos com as
seguintes propriedades:
• aleato´rios;
• 256 bits cada;
• distintos entre si, salvo caso em que aleatoriamente forem iguais;
• inteiros positivos e diferentes de zero para os sinais mod e exp;
• inteiros positivos para o sinal val.
Codificador RSA Pu´blico: devera˜o ser gerados e injetados no mo´dulo, seguindo o pro-
tocolo OCP, est´ımulos traduzidos de transac¸o˜es com as seguintes propriedades:
• 0.001% de transac¸o˜es que reiniciem o mo´dulo atrave´s do sinal s´ıncrono MRe-
set n.
• transac¸o˜es aleato´rias de leitura e escrita, atrave´s do sinal MCmd ;
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• valores aleato´rios, inteiros e positivos, representados por 256 bits devera˜o ser
injetados no sinal MData.
Codificador RSA Privado: Semelhante ao codificador RSA Pu´blico.
A.3.5 Cobertura de Co´digos
Sera´ utilizada a ferramenta GCov para ana´lise de cobertura dos mo´dulos implementa-
dos. Sera´ utilizado o me´todo de cobertura de declarac¸o˜es (linhas) e e´ deseja´vel que 100%
destas sejam executadas, pelo menos, 1000 vezes cada.
A.3.6 Cobertura Funcional
O testbench de cada um dos mo´dulos implementados, devera´ analisar a cobertura
simples de itens funcionais, conforme descriminados abaixo.
Detector de zeros :
• detecc¸a˜o de valores zeros (50%)
• detecc¸a˜o de valores diferentes de zero (50%)
Somador/Subtrator :
• somas de opa positivos e opb positivos (12.5%);
• somas de opa positivos e opb negativos (12.5%);
• somas de opa negativos e opb negativos (12.5%);
• somas de opa negativos e opb positivos (12.5%);
• subtrac¸o˜es de opa positivos e opb positivos (12.5%);
• subtrac¸o˜es de opa positivos e opb negativos (12.5%);
• subtrac¸o˜es de opa negativos e opb negativos (12.5%);
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• subtrac¸o˜es de opa negativos e opb positivos (12.5%);
Multiplicador Modular e Exponenciador Modular :
• ca´lculos com inteiros positivos diferentes de zero para o sinal mod e inteiros
positivos para os sinais opa e opb (100%).
Codificador RSA Pu´blico e Privado :
• ca´lculos com inteiros positivos e diferentes de zero para os sinais mod e exp e
inteiros positivos para o sinal val (100%).
A.3.7 Crite´rios de Aprovac¸a˜o
Devido a` natureza dos mo´dulos, na˜o se faz necessa´ria a definic¸a˜o de crite´rios individu-
ais de aprovac¸a˜o. Contudo, sera˜o considerados aprovados os mo´dulos que apresentarem
comportamento igual ao modelo de refereˆncia e que tenham sido estimulados, ao menos,
1.000.000 de vezes.
Ale´m disto, para aprovac¸a˜o, suas funcionalidades devera˜o ser testadas na mesma pro-
porc¸a˜o que a distribuic¸a˜o de est´ımulos especificada na sec¸a˜o A.3.6. A cobertura de co´digos
tambe´m devera´ estar em conformidade com a sec¸a˜o A.3.5.
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A.3.8 Verificac¸a˜o em FPGA
Os mo´dulos codificador RSA Pu´blico e codificador RSA Privado, devera˜o ser conecta-
dos, simultaneamente, ao barramento do microprocessador NIOS II e recebera˜o milhares

















Figura A.4: Me´todo utilizado para testes em FPGA
Mensagens com valores aleato´rios devera˜o ser injetados no RSA Privado. A resposta
obtida neste primeiro est´ımulo sera´ injetada no RSA Pu´blico, que devera´ retornar como
resposta o valor originalmente gerado e injetado no primeiro IP.
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