Abstract. Relative perturbation bounds for invariant subspaces of complex matrices are reviewed, with emphasis on bounding the sines of the largest principal angle between two subspaces, i.e. sin theorems. The goal is to provide intuition, as well as an idea for why the bounds hold and why they look the way they do. Relative bounds are presented in the context of additive and multiplicative perturbations. In the process we simplify some bounds and proofs for Hermitian positive-de nite and inde nite matrices.
1. Introduction. The goal is to assess the quality of perturbed invariant subspaces of complex matrices. Of interest is a new class of perturbation bounds, called relative perturbation bounds. These bounds can be sharper than traditional bounds when the perturbations arise from numerical errors of certain computational methods.
The following example illustrates what we mean by relative bounds. The di erence between these two eigenvectors depends on c?a and c?b . This suggests that the angle between the two vectors can be bounded in terms of kE 1 The absolute bound contains kEk and an absolute separation, while the relative bound contains kA ?1 Ek and a relative separation. This means, the absolute bound measures sensitivity with regard to perturbations E, while the relative bound measures sensitivity with regard to perturbations A ?1 E. The sensitivity to absolute perturbations is determined by an absolute separation, while the sensitivity to relative perturbations is determined by a relative separation.
There are other ways to construct relative bounds, by taking advantage of structure in the perturbation. The estimates provided by absolute and relative bounds can be very di erent. Which bound to use depends on the particular matrix and perturbation.
The advantage of relative perturbation bounds is that they can explain why some numerical methods are much more accurate than the traditional, absolute bounds would predict. That's because the errors caused by these methods can be represented as small, relative perturbations. Speci cally for the computation of eigenvectors, numerical methods that deliver high relative accuracy include:
Inverse iteration for real symmetric scaled diagonally dominant matrices 1, x11] and real symmetric positive-de nite matrices 8, x5] Here we review relative perturbation bounds for invariant subspaces. Due to space limitations the emphasis is on bounding the sines of the largest principal angle between two subspaces, i.e. sin theorems. The goal is to provide intuition, as well as an idea for why the bounds hold and why they look the way they do. We present and derive relative as well as absolute bounds to show that there is nothing inherently special about relative bounds. Sometimes relative bounds are even implied by absolute bounds, hence they are not necessarily stronger than absolute bounds.
Relative bounds have been derived in the context of two di erent perturbation models:
Additive perturbations (x3) represent the perturbed matrix as A + E. Bounds for the following matrix types are presented: general (x3. The idea is to write (A + E)x =^ x as (Ã +Ẽ)x =x, whereÃ ^ A ?1 , and E ?A ?1 E. Note thatÃ andÃ +Ẽ are associated with the same projectors P and P, respectively, as A and A + E. which is equal to the norm in relsep.
Since the relative bound is derived by means of the absolute bound one cannot necessarily conclude that relative perturbation bounds are stronger than absolute bounds. However there are particular matrices and classes of perturbations, where relative bounds can be much sharper than absolute bounds. In this case the relative bound is sharper by a factor of 10 2k than the absolute bound. So far we have considered bounds between two subspaces that make no reference to any basis. From a computational point of view, however, this may not be useful. This is why from now on we express subspace bounds in terms of speci ed bases. Such bounds turn out to be weaker, as they are derived by bounding from below abssep in . We make the later choice for diagonalizable matrices, so that absolute and relative separations can be expressed in terms of eigenvalues. For normal and Hermitian matrices, fortunately, the two choices coincide. Thus the eigenspace S is insensitive to absolute (relative) perturbations if the eigenvector bases are well-conditioned and if the perturbed eigenvalues are wellseparated in the absolute (relative) sense from the undesired exact eigenvalues. In the particular case whenŜ has dimension one, the absolute bound in Theorem 3.4 reduces to 13, Theorem 3.1], see also Theorem 4.1.
Bounds similar to the Frobenius norm bounds in Theorem 3.4 can be derived for the two-norm. This is done either by bounding the Frobenius norm in terms of the two-norm and inheriting a factor of p n in the bound, where n is the order of A 18, In particular, the above bounds hold for Hermitian matrices. However, the relative perturbation A ?1 E is, in general, not Hermitian. By expressing the relative perturbation di erently, one can obtain a Hermitian perturbations. This is done in the following sections.
3.3. Hermitian Positive-De nite Matrices. Relative bounds with Hermitian perturbations are derived for eigenspaces of Hermitian positive-de nite matrices. The discussion is initially restricted to positive-de nite matrices because it is easy to construct Hermitian relative perturbations. Bounds for inde nite matrices are more intricate, and their derivations are often guided by those for de nite matrices.
In contrast to the preceding results, one would like to express relative perturbations for Hermitian matrices as A ?1=2 EA ?1=2 , where A 1=2 is a square-root of A. The nice thing about Hermitian positive-de nite matrices A is that one can choose A 1=2 to be Hermitian. Hence A ?1=2 EA ?1=2 remains Hermitian whenever E is Hermitian.
Let S andŜ be respective eigenspaces for Hermitian positive-de nite matrices A and A + E, and let the columns of Y andX be respective orthonormal bases for S ? 3.5. Hermitian Inde nite Matrices. The bound for positive-de nite Hermitian matrices in x3.3 is extended to inde nite matrices, however with a penalty.
To understand the penalty, it is necessary to introduce polar factors and J-unitary matrices. Let A be Hermitian matrix with eigendecomposition A = V V and denote by j j the diagonal matrix whose diagonal elements are the absolute values of the diagonal elements in . The generalization of this absolute value to non-diagonal matrices is the Hermitian positive-de nite polar factor (or spectral absolute value 37, x1]) of A, jAj V j j V . When A happens to be positive-de nite then jAj = A. Note that the polar factor jAj has the same eigenvectors as A.
The J in the J-unitary matrices comes from the inertia of A. Write an eigendecomposition of A A = V V = V j j 1=2 J j j 1=2 V ; where J is a diagonal matrix with 1 on the diagonal that re ects the inertia of A. A matrix Z with ZJZ = J is called J-unitary. When A is de nite then J = I is a multiple of the identity, hence J-unitary matrices are just plain unitary. One needs Junitary matrices to transforms one decomposition of an inde nite matrix into another. For instance, suppose one has two decompositions A = Z 1 JZ 1 = Z 2 JZ 2 . Then there exists a J-unitary matrix Z that transforms Z 1 into Z 2 . That is, Z 1 = Z 2 Z; ZJZ = J: One such matrix is simply Z = Z ?1 2 Z 1 . Now we are ready to extend Theorem 3.6. The derivation was inspired by the proof of 36 The rst bound in Theorem 3.9 looks exactly like the rst bound in Theorem 3.6, except that the square-roots in 2 and F are now square-roots of polar factors and the relative eigenvalue separation has absolute values under the square-root. The second bound di ers from that in Theorem 3.6 only in the factor kZk, that's the penalty. In the lucky case when A happens to be positive-de nite, Z is unitary and Theorem 3.9 reduces to Theorem 3.6. When A is inde nite, the eigenspace sensitivity is magni ed by the norm of the J-unitary matrix, which in some sense re ects the deviation of A from de niteness. Fortunately, it appears that factors like kZk do not grow unduly 36, x4, x5].
However, not all relative bounds for Hermitian matrices necessarily look like the one above. For instance, there are relative bounds speci cally geared towards real symmetric tridiagonal matrices. The cosine between two Ritz vectors associated with an eigenvalue cluster of a real, symmetric tridiagonal matrix can be expressed in terms of a relative gap 27, x5]. Perturbations of the LDL T decomposition of a real, symmetric tridiagonal matrix lead to relative bounds on the tangent between eigenvectors, and an eigenvector condition number that depends on all eigenvalues, not just a single eigenvalue separation 28, x10].
Like a tridiagonal matrix, one can decompose any Hermitian matrix as A = G JG, where J is a diagonal matrix with diagonal entries 1. The norm-wise perturbation of a spectral projector induced by perturbations of the factor G can be bounded in terms of a relative eigenvalue separation 35, (12) In a di erent application illustrated below, multiplicative perturbations represent de ation in block triangular matrices. is to be eliminated, making the de ated matrix Hence kfk 2 j^ j 2 ; kfk 2 j^ j 1 =kD 2x k 2 : The idea is to rst apply the absolute bound to the residual f and then make an adjustment from z tox. Since f contains^ as a factor we'll end up with a relative bound.
Applying the absolute bound to f gives k sin k 2 (Y ) kfk 2 = min 2 j ?^ j;
where represents the angle between z and S. 2 into the rst bound for k sin k 2 and the second bound for kfk 2 into the second bound for k sin k 2 .
The relative bound consists of two summands. The rst summand represents the (absolute or relative) deviation of D 1 and D 2 from a similarity transformation, ampli ed by the eigenvector conditioning (Y ) and by the relative eigenvalue separation; while the second summand represents the (absolute and relative) deviation of the similarity transformation from the identity. The factor 1 is an absolute deviation from similarity, while 2 Now the matrix can be safely de ated without harming the eigenvector, if the trailing diagonal block is`large enough compared to' the o -diagonal block.
In some cases the rst summand in the bound of Theorem 4.1 can be omitted. In the case of similarity transformations D 1 = D ?1 2 , the eigenspace angle is bounded by the relative deviation of D 2 from identity, without any ampli cation by (Y ) or by a relative gap. As a consequence, eigenvectors of diagonalizable matrices are well-conditioned when the perturbation is a similarity transformation. Similarly, in the case^ = 0 it follows that null vectors of diagonalizable matrices are wellconditioned under multiplicative perturbations.
A di erent approach is sketched in 21, Remark 3.3] for deriving eigenspace bounds of diagonalizable matrices when both eigenspaces have the same dimension 1.
4.2. Hermitian Matrices. Two-norm and Frobenius norm bounds are presented for multiplicative perturbations that are equivalence transformations.
When applied to Hermitian matrices, Theorem 4.1 simpli es. Remember that in this context the perturbed eigenspace has dimension one,Ŝ = range(x), and D ADx = x; kxk 2 = 1; and S is the eigenspace of A associated with the eigenvalues of A closest to^ . The relative bound consists of two summands. The rst summand represents the (absolute or relative) deviation of the equivalence transformation from a similarity, ampli ed by the relative eigenvalue separation; while the second summand represents the (absolute and relative) deviation of the similarity transformation from the identity.
Hence the eigenspace S is insensitive to perturbations that are equivalence transformations if the equivalence transformation is close to a similarity transformation that does not di er much from the identity.
In the special case when S has dimension one, Corollary 4.3 is slightly stronger 
