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Notac¸a˜o
N conjunto dos nu´meros naturais
N0 conjunto dos nu´meros inteiros na˜o negativos
Z conjunto dos nu´meros inteiros
R corpo dos nu´meros reais
C corpo dos nu´meros complexos
H espac¸o de Hilbert complexo separa´vel
Rn espac¸o vectorial real dos n-uplos reais
Cn espac¸o vectorial dos n-uplos complexos
Mn a´lgebra das matrizes n× n com entradas complexas
Mn,m espac¸o vectorial das matrizes n×m com entradas complexas
Mn(R) a´lgebra das matrizes n× n com entradas reais
Hn espac¸o vectorial real das matrizes Hermı´ticas de ordem n
Ur,n−r grupo das matrizes pseudo-unita´rias de assinatura (r, n− r)
Sm grupo sime´trico de grau m de identidade id
⊗mH m-e´simo produto tensorial de H∧mH m-e´simo espac¸o exterior, de Grassmann ou anti-sime´trico sobre H
H(m) m-e´simo espac¸o (completamente) sime´trico sobre H
⊕ soma directa
⊗ produto tensorial
∧ produto anti-sime´trico
∗ produto sime´trico
K fecho topolo´gico do conjunto K
∂K fronteira do conjunto K
coK invo´lucro convexo do conjunto K
ReK projecc¸a˜o ortogonal do subconjunto K do plano no eixo real
ImK projecc¸a˜o ortogonal do subconjunto K do plano no eixo imagina´rio
Re z parte real do nu´mero complexo z
Im z parte imagina´ria do nu´mero complexo z
diag(a1, . . . , an) matriz diagonal de entradas principais os escalares a1, . . . , an
iii
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In matriz identidade de ordem n
J Ir ⊕−In−r, 0 ≤ r ≤ n
x∗ vector linha de componentes conjugadas do vector coluna x ∈ Cn
A∗ adjunta ou transconjugada de A
A[∗] adjunta-H ou adjunta-J de A
A−1 inversa da matriz na˜o-singular A
A1/2 u´nica raiz quadrada semi-definida positiva da matriz A
A(k) k-e´sima matriz composta da matriz A
A[kl] submatriz principal de A determinada pelas linhas e colunas k e l
P
(r)
m A r-e´sima derivac¸a˜o da matriz ou operador A em Cn(m) ou H(m)
A > 0 A ∈ Hn definida positiva
A ≥ 0 A ∈ Hn semi-definida positiva
A ≥ B A,B ∈ Hn, satisfazendo A−B ≥ 0
σ(A) espectro do operador ou matriz A
Tr (A) trac¸o da matriz A
det (A) determinante da matriz A
per (A) permanente da matriz A
Tr(k)m (A) trac¸o parcial da matriz A
Γm,n conjunto das sucesso˜es de m nu´meros inteiros de 1 a n
Qm,n subconjunto de Γm,n das sucesso˜es estritamente crescentes
Gm,n subconjunto de Γm,n das sucesso˜es na˜o decrescentes
e⊗α eα1⊗ · · · ⊗ eαm , em que α = (α1, . . . , αm) ∈ Γm,n
e∧α eα1 ∧ · · · ∧ eαm , em que α = (α1, . . . , αm) ∈ Qm,n
e∗α eα1 ∗ · · · ∗ eαm , em que α = (α1, . . . , αm) ∈ Gm,n
eki ei ∗ · · · ∗ ei, envolvendo k factores
δij s´ımbolo de Kronecker, isto e´, 1, se i = j, e 0, se i 6= j
Γ∗ a´lgebra sime´trica sobre C2
Γ∧ a´lgebra de Grassmann sobre C2
Γ(q) subespac¸o de Γ∗ gerado pelos vectores en+τq1 ∗ en+κq2 , n ∈ N0
S(A) entropia da matriz semi-definida positiva A
S(A,B) entropia relativa de Umegaki
Sˆ(A|B) entropia relativa para operadores (de Fujii e Kamei)
#α me´dia da poteˆncia-α de matrizes, 0 ≤ α ≤ 1
≺ majorac¸a˜o de matrizes Hermı´ticas
≺w majorac¸a˜o fraca de matrizes Hermı´ticas
≺(log) majorac¸a˜o logar´ıtmica de matrizes semi-definidas positivas
Introduc¸a˜o
In early studies of Hilbert spaces (by Hilbert, Hellinger, Toeplitz, and others) the
objects of chief interest were quadratic forms.
Paul R. Halmos, in A Hilbert Space Problem Book
A noc¸a˜o de contradomı´nio nume´rico deve parte da sua motivac¸a˜o a` teoria cla´ssica
de formas quadra´ticas. Seja H um espac¸o de Hilbert complexo separa´vel dotado de um
produto interno 〈·, ·〉 e seja
x 7→ 〈Ax, x〉, x ∈ H, (1)
a forma quadra´tica associada ao operador linear A em H. Considera-se H munido da
norma induzida pelo produto interno ‖x‖ = 〈x, x〉1/2, x ∈ H. O contradomı´nio da forma
quadra´tica (1) restrita a` superf´ıcie da esfera unita´ria {x ∈ H : ‖x‖ = 1} denomina-se o
contradomı´nio nume´rico de A e denota-se por W (A). A literatura sobre este conjunto
remonta ao ano de 1918, nomeadamente, a dois artigos famosos, um de Toeplitz [127] e
outro de Hausdorff [75]. Em conjunto, estabelecem uma das propriedades geome´tricas
mais importantes do contradomı´nio nume´rico: a sua convexidade. Desde enta˜o, este re-
sultado, conhecido por Teorema de Toeplitz-Hausdorff tem suscitado o interesse de uma
vasta comunidade de investigadores, sendo considera´vel a variedade de generalizac¸o˜es ao
conceito cla´ssico, com motivac¸o˜es teo´ricas e aplicadas. Particularmente interessante e´ o es-
tudo da relac¸a˜o entre as propriedades alge´bricas e anal´ıticas do operador e as propriedades
geome´tricas do seu contradomı´nio nume´rico.
A teoria de contradomı´nios nume´ricos e suas generalizac¸o˜es tem-se revelado de su-
blinha´vel alcance em aplicac¸o˜es a diferentes ramos da matema´tica pura e aplicada, como
a ana´lise matricial, teoria de operadores, ana´lise funcional, ana´lise nume´rica, a´lgebras de
Banach, a´lgebras-C∗, teoria de sistemas, equac¸o˜es diferenciais, tendo-se estendido recen-
temente a` F´ısica [15, 17, 18, 117] e a` Arquitectura [109]. A riqueza desta teoria adve´m
na˜o so´ do largo espectro das suas aplicac¸o˜es, mas tambe´m se reflecte na utilizac¸a˜o de
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me´todos e te´cnicas de va´rios domı´nios da matema´tica, tais como alge´bra linear e multi-
linear, ana´lise, teoria combinato´ria, teoria das perturbac¸o˜es, grupos e a´lgebras de Lie,
geometria diferencial, curvas alge´bricas, topologia alge´brica e diferencial, entre outros.
O contradomı´nio nume´rico tem interesse em F´ısica por va´rias razo˜es, ja´ que encerra
informac¸a˜o sobre o operador A, particularmente, sobre a localizac¸a˜o dos seus valores pro´-
prios. Se x ∈ H representar um estado (normalizado) de um sistema com uma so´ part´ıcula,
e se o comportamento dessa part´ıcula for determinado pelo observa´vel representado pelo
operador A, enta˜o 〈Ax, x〉 e´ o valor me´dio de uma medida do observa´vel A no estado x. O
conjunto W (A) pode ser entendido como a colecc¸a˜o de todos os valores me´dios poss´ıveis
de medidas de A em estados do sistema em causa [17]. O comportamento da fronteira de
W (A) pode conter informac¸a˜o particularmente u´til sob o ponto de vista f´ısico. Contudo,
esta terminologia de contradomı´nios nume´ricos esta´ para ja´ ausente dos textos de F´ısica.
A substituic¸a˜o do produto interno por um produto interno indefinido gera uma teoria
de contradomı´nios nume´ricos interessante e objecto de estudo recente [95, 96, 97]. Ao
pretendermos mostrar o papel dos me´todos alge´bricos na caracterizac¸a˜o do contradomı´nio
nume´rico cla´ssico de alguns operadores lineares, com incideˆncia em F´ısica Quaˆntica, fomos
naturalmente conduzidos ao estudo do contradomı´nio nume´rico no aˆmbito de espac¸os com
produto interno indefinido e aos resultados originais dos primeiros dois cap´ıtulos. Na
parte final desta Dissertac¸a˜o, investigamos, ainda, algumas desigualdades espectrais de
matrizes, envolvendo a entropia relativa quaˆntica.
O primeiro cap´ıtulo apresenta uma visa˜o global da teoria de contradomı´nios nume´ricos
e de algumas das suas generalizac¸o˜es. Divide-se em quatro secc¸o˜es, cujos conteu´dos pas-
samos a pormenorizar. A primeira secc¸a˜o, dedicada ao contradomı´nio nume´rico cla´ssico de
operadores, inclui algumas propriedades bem conhecidas deste conjunto, entre as quais o
Teorema do Contradomı´nio El´ıptico e o Teorema de Toeplitz-Hausdorff. Esta compilac¸a˜o
de resultados chave e´ na˜o so´ u´til, como pretende motivar a teoria que seguidamente se
desenvolve.
Na segunda secc¸a˜o, introduz-se o conceito de contradomı´nio nume´rico em espac¸os de
Krein, isto e´, em espac¸os munidos de um produto interno indefinido. Restringe-se o estudo
a espac¸os de dimensa˜o finita n, no aˆmbito dos quais este conjunto se encontra natural-
mente associado a uma matriz Hermı´tica na˜o-singular H; raza˜o pela qual se designa por
contradomı´nio nume´rico-H de A e se denota por WH(A), sendo A uma matriz quadrada
complexa de ordem n. Coligem-se algumas propriedades ba´sicas de WH(A), que gene-
ralizam as antes apresentadas para o contradomı´nio nume´rico cla´ssico, ou que realc¸am
as diferenc¸as que eventualmente ocorram. Por exemplo, WH(A) e´ pseudo-convexo, na˜o
necessariamente limitado nem fechado, por oposic¸a˜o a W (A) que, para ale´m de convexo,
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e´ compacto, em espac¸os de dimensa˜o finita. Prossegue a exposic¸a˜o com um importante
resultado relativo a` curva geradora de fronteira de WH(A), que generaliza o Teorema de
Murnagham-Kippenhahn [86, 105]. Uma observac¸a˜o crucial, relacionando o contradomı´-
nio nume´rico-H e o contradomı´nio nume´rico-J de matrizes, onde J e´ a matriz de ine´rcia
de H, permite simplificar drasticamente o estudo proposto. Seguem-se resultados envol-
vendo matrizes Hermı´ticas-J e normais-J , alguns dos quais oferecem respostas parciais a
questo˜es colocadas por Chi-Kwong Li, Nam-Kiu Tsing e Frank Uhlig [95]. A dominar a
Subsecc¸a˜o 1.2.4, demonstramos o Teorema do Contradomı´nio Hiperbo´lico que caracteriza
completamente o contradomı´nio nume´rico-J de uma matriz quadrada complexa de ordem
dois, quando J e´ a matriz diagonal de entradas principais a unidade e o seu sime´trico.
Como aplicac¸a˜o, revelam-se algumas curvas alge´bricas hiperbo´licas geradoras da fronteira
do contradomı´nio nume´rico-J de matrizes por blocos, de ordem superior a dois.
Uma das generalizac¸o˜es mais famosas do contradomı´nio nume´rico cla´ssico, dada uma
matriz complexa C, e´ o contradomı´nio nume´rico-C. Este conceito motiva a definic¸a˜o
do contradomı´nio tracial-C,H de uma matriz A, denotado por WHC (A), e apresentado
na terceira secc¸a˜o do primeiro cap´ıtulo. Investigam-se algumas suas formas especiais,
tais como a forma el´ıptica ou hiperbo´lica para matrizes de dimensa˜o dois, a de conjunto
singular e a de subconjunto de uma recta. Como consequeˆncia do Teorema de Tarski,
prova-se, seguindo a linha de abordagem de Leal Duarte [48], que a fronteira de WHC (A)
e´ uma unia˜o finita de arcos alge´bricos. Posto isto, estudam-se certos pontos fronteiros
especiais de W JC (A), os pontos angulosos, generalizando resultados previamente obtidos
por Nata´lia Bebiano [11].
Para finalizar o cap´ıtulo um, como variac¸a˜o do contradomı´nio tracial, define-se o con-
tradomı´nio determinantal-C,H de uma matriz A, denotado por 4HC (A). Apresentam-se
alguns resultados relativos a`s formas especiais e aos pontos angulosos de4JC(A), paralelos
aos antes apresentados para W JC (A). Em particular, quando H e´ a matriz identidade,
4HC (A) reduz-se ao contradomı´nio determinantal-C de A, cuja histo´ria esta´ intimamente
ligada a` famosa conjectura de Marcus-Oliveira [100, 113], relativa ao determinante da
soma de duas matrizes normais com valores pro´prios prescritos.
No segundo cap´ıtulo, investiga-se o contradomı´nio nume´rico cla´ssico de alguns ope-
radores descritos em termos de operadores de criac¸a˜o e destruic¸a˜o que surgem na F´ısica
Quaˆntica. A iniciar o cap´ıtulo, algumas noc¸o˜es preliminares sobre classes sime´tricas de
tensores clarificam o papel do m-e´simo espac¸o (completamente) sime´trico e do m-e´simo
espac¸o de Grassmann sobre um espac¸o de Hilbert. Estes revelam-se os espac¸os de estados
adequados para descrever sistemas com m boso˜es e m fermio˜es, respectivamente.
A terceira secc¸a˜o, manifestamente a principal do segundo cap´ıtulo, centra a atenc¸a˜o nos
operadores de emparelhamento, definidos em termos de operadores de criac¸a˜o e destruic¸a˜o.
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Aqui, estudam-se algumas propriedades espectrais dos operadores de emparelhamento,
utilizando uma transformac¸a˜o de Bogoliubov adequada, e obteˆm-se importantes teore-
mas que caracterizam o contradomı´nio nume´rico cla´ssico destes operadores ilimitados,
quando restritos a determinados subespac¸os da a´lgebra sime´trica sobre C2. Comec¸ando
pelos operadores de emparelhamento boso´nicos auto-adjuntos, obte´m-se a descric¸a˜o do
contradomı´nio nume´rico de determinadas matrizes Hermı´ticas tridiagonais infinitas. No
caso geral, prova-se que o contradomı´nio nume´rico destes operadores de emparelhamento
toma a forma hiperbo´lica (possivelmente degenerada), bem como as suas representac¸o˜es
matriciais tridiagonais infinitas. Fruto da relac¸a˜o que se estabelece entre o contradomı´nio
nume´rico cla´ssico destes operadores e o contradomı´nio nume´rico em espac¸os de Krein de
uma certa matriz de ordem dois, estes resultados derivam do Teorema do Contradomı´nio
Hiperbo´lico que ocupara lugar de destaque no primeiro cap´ıtulo. No que diz respeito a
operadores de emparelhamento fermio´nicos, ou seja, definidos na a´lgebra de Grassmann,
o seu contradomı´nio nume´rico resulta simplesmente da representac¸a˜o matricial destes
operadores na base cano´nica.
A terminar o segundo cap´ıtulo, investiga-se uma nova classe de operadores definidos
em termos de operadores de criac¸a˜o e destruic¸a˜o boso´nicos, restritos ao m-e´simo espac¸o
sime´trico sobre C2. A primeira derivac¸a˜o de matrizes complexas de ordem dois e´ dada por
tais operadores lineares, que podem ser representados por matrizes tridiagonais finitas.
Mostra-se que estes admitem contradomı´nios nume´ricos el´ıpticos homote´ticos de raza˜o
m, e generaliza-se o resultado ao contradomı´nio nume´rico-c, para c ∈ Rn. Prova-se ainda
a invariaˆncia do contradomı´nio nume´rico-c, c ∈ Rn, perante a troca de duas entradas
sime´tricas fora da diagonal principal de uma matriz tridiagonal, generalizando resultados
recentes de Ethan Brown e Ilya Spitkovksy [36].
No terceiro cap´ıtulo, investigam-se algumas desigualdades matriciais com incideˆncias
em F´ısica. Uma breve resenha histo´rica introduz as noc¸o˜es de entropia, segundo Shannon
e von Neumann, a entropia relativa de Umegaki e a variante para operadores de Fujii e
Kamei. Recorda-se a desigualdade de Furuta [58], uma generalizac¸a˜o nota´vel da desigual-
dade de Lo¨wner-Heinz, a` custa da qual se obte´m uma nova majorac¸a˜o logar´ıtmica, usando
te´cnicas de Ando e Hiai. Esta majorac¸a˜o e´ utilizada para fornecer uma prova alternativa
para um resultado conhecido de Hiai e Petz [77], complementado por Ando e Hiai [2],
que estabelece um limite superior para a entropia relativa de Umegaki. Em particular,
obteˆm-se algumas desigualdades traciais logar´ıtmicas, que se reescrevem em linguagem de
entropia relativa.
As secc¸o˜es seguintes sa˜o dedicadas a` desigualdade de Peierls-Bogoliubov, que desem-
penha um papel importante na estimativa de um valor aproximado para a func¸a˜o de
partic¸a˜o de um sistema f´ısico, e a` desigualdade termodinaˆmica. Generalizamos a primeira,
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fornecemos uma prova puramente alge´brica para a segunda. Recorrendo a uma variante
da desigualdade de Golden-Thompson, obtemos ainda uma versa˜o generalizada da de-
sigualdade termodinaˆmica, envolvendo a me´dia da poteˆncia-α de matrizes.
Quase a finalizar, demonstramos uma cadeia de equivaleˆncias, contendo algumas das
desigualdades antes obtidas. Em particular, estabelecemos uma relac¸a˜o entre a desigual-
dade termodinaˆmica, a desigualdade de Peierls-Bogoliubov e a positividade da entropia
relativa para matrizes de densidade.
Acrescentamos, em jeito de considerac¸o˜es finais, alguns problemas em aberto que
decorreram da nossa investigac¸a˜o, ilustrativos de potenciais linhas de rumo nesta empol-
gante a´rea da teoria de matrizes e teoria de operadores lineares.
Preocupa´mo-nos em orientar a exposic¸a˜o de modo lo´gico e sequencial. Perante a
vastida˜o e riqueza do tema, recorremos a uma bibliografia vasta. Para tornar o texto
auto-contido, sintetizamos alguns conteu´dos preliminares, no in´ıcio de cada cap´ıtulo, e in-
cluimos demonstrac¸o˜es de resultados auxiliares, mesmo que na˜o da nossa autoria, mas que
sa˜o reveladores das ferramentas e te´cnicas usadas. Perante diferentes provas conhecidas
de um mesmo resultado, optamos pelas que consideramos mais elegantes e procuramos,
quando poss´ıvel, proporcionar verso˜es mais simplificadas. A refereˆncia bibliogra´fica que
acompanha a demonstrac¸a˜o identifica a fonte em que nos baseamos. Para alguns teoremas
conhecidos, apresentamos novas provas.
Os resultados originais desta Dissertac¸a˜o foram divulgados, na sua maioria, a` comu-
nidade cient´ıfica internacional em confereˆncias da a´rea [19]; alguns dos quais esta˜o ja´ publi-
cados [20, 21, 22] em revistas da especialidade, outros submetidos e aceites, encontram-se
em fase de publicac¸a˜o [23, 25].
Neste ponto, importa recordar os diferentes esta´dios por que passou esta Dissertac¸a˜o,
nomeadamente, em relac¸a˜o aos conjuntos WH(A), W
H
C (A) e 4HC (A), que sofreram al-
terac¸a˜o na definic¸a˜o inicial [22], onde eram denotados por VH(A), VH,C(A) e DH,C(A),
respectivamente. Esta nova forma parece adaptar-se melhor ao propo´sito de evidenciar
as similitudes e diferenc¸as com os conjuntos W (A), WC(A) e 4C(A) que generalizam.
Tambe´m reflexo desta evoluc¸a˜o e´ o enunciado do Teorema do Contradomı´nio Hiperbo´lico
(e suas verso˜es para o caso tracial e determinantal) e alguns resultados demonstrados nas
Subsecc¸o˜es 1.3.1 e 1.4.1, em condic¸o˜es um pouco mais gerais do que em [22].
Apraz-nos saber que parte do trabalho por no´s desenvolvido, no aˆmbito das desigual-
dades de matrizes, foi muito recentemente alvo de citac¸a˜o por parte de outros inves-
tigadores [57, 64, 65, 133]. Esperamos que este trabalho seja um pequeno contributo
para a a´rea dos contradomı´nios nume´ricos, das desigualdades matriciais e suas potenciais
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aplicac¸o˜es em F´ısica.
Cap´ıtulo 1
Contradomı´nios Nume´ricos
A matema´tica pura e´, a` sua maneira, a poesia das ideias lo´gicas.
Albert Einstein
1.1 Contradomı´nio Nume´rico Cla´ssico
Seja H um espac¸o de Hilbert complexo munido de um produto interno 〈·, ·〉 e seja
A um operador linear definido em H. O contradomı´nio nume´rico do operador A e´ o
subconjunto do plano complexo de Argand que se denota e define por
W (A) = {〈Ax, x〉 : x ∈ H, 〈x, x〉 = 1}. (1.1)
Otto Toeplitz [127] e Felix Hausdorff [75] referiram-se a este conjunto como o Wertvorrat
de uma forma bilinear, a comunidade russa chamou-lhe domı´nio de Hausdorff, outros au-
tores optaram pela denominac¸a˜o field of values (campo de valores) e Marshall Stone [123],
na sua obra influente em teoria de operadores, sugeriu a terminologia numerical range
(contradomı´nio nume´rico). Nesta competic¸a˜o de designac¸o˜es, a letra inicial da primeira
ficou consagrada na notac¸a˜o W (A), tendo apenas as duas u´ltimas sobrevivido na nomen-
clatura corrente.
Supo˜e-se, ao longo desta Dissertac¸a˜o, que o espac¸o de Hilbert e´ separa´vel, ou equiva-
lentemente, que tem dimensa˜o numera´vel [45, 4.16].
Se H e´ de dimensa˜o finita n, escolhida uma base ortonormada no espac¸o H, podem
obviamente representar-se os vectores de H por n-uplos complexos e o operador A por um
elemento da a´lgebra Mn das matrizes quadradas complexas de ordem n. Considerando
Cn munido do produto interno euclidiano
〈x, y〉 = y∗x, x, y ∈ Cn,
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define-se o contradomı´nio nume´rico da matriz A ∈Mn por
W (A) = {x∗Ax : x ∈ Cn, x∗x = 1}. (1.2)
Neste contexto, alguns autores [81] preferem manter a designac¸a˜o campo de valores de
A e usam, em alternativa, a notac¸a˜o F (A)1, contudo na literatura actual e´ irrefuta´vel a
supremacia do termo contradomı´nio nume´rico de A e da notac¸a˜o W (A).
Se H e´ de dimensa˜o infinita, verificam-se diferenc¸as entre algumas propriedades do
conjunto (1.1) e da sua versa˜o matricial (1.2). Estas diferenc¸as podem mesmo ser assi-
nala´veis, quando se trata de operadores lineares ilimitados. Aprofundaremos este assunto
no segundo cap´ıtulo.
Ate´ final desta secc¸a˜o, consideram-se A e B operadores lineares limitados definidos no
espac¸o de Hilbert H, e denotam-se por I e IV os operadores identidade em H e num seu
subespac¸o V , respectivamente.
Realc¸am-se algumas propriedades ba´sicas do contradomı´nio nume´rico cla´ssico, nomea-
damente, a inclusa˜o espectral:
W1. σ(A) ⊆ W (A) 2, onde σ(A) denota o espectro de A;
a propriedade da translac¸a˜o e multiplicac¸a˜o por um escalar:
W2. W (αI + βA) = α+ β W (A), quaisquer que sejam os escalares α, β ∈ C;
a invariaˆncia unita´ria:
W3. W (U∗AU) =W (A), qualquer que seja o operador unita´rio U ;
e, mais geralmente, dado 1 ≤ r ≤ n e V um subespac¸o vectorial de H de dimensa˜o r, a
propriedade da projecc¸a˜o isome´trica:
W3’. W (P ∗AP ) ⊆ W (A), para qualquer operador P : V → H tal que P ∗P = IV , com
igualdade se r = n;
a acc¸a˜o do operador adjunto de A:
W4. W (A∗) = {z¯ : z ∈ W (A)};
e a subaditividade:
W5. W (A+B) ⊆ W (A) +W (B).
A inclusa˜o espectral foi originalmente provada, em 1929, por Aurel Wintner [132].
(Para outra demonstrac¸a˜o ver, por exemplo, Paul R. Halmos [73, Soluc¸a˜o 214].) As
1A letra F deriva da terminologia inglesa field of values.
2K denota o fecho topolo´gico do conjunto K.
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propriedades W2-W5 sa˜o consequeˆncia imediata da definic¸a˜o. (Para mais pormenores,
consultar [71] e [81, cap´ıtulo 1].)
Define-se o raio nume´rico de A por r(A) = sup{|z| : z ∈ W (A)}. Verifica-se que r(A)
e´ uma norma equivalente a` norma do operador
‖A‖ = sup
‖x‖=1
‖Ax‖,
pois r(A) ≤ ‖A‖ ≤ 2 r(A) [71, p.9], donde se conclui que se r(A) = 0 enta˜o A = 0.
Este u´ltimo facto, em conjunto com W2, permite caracterizar os operadores cujo con-
tradomı´nio nume´rico e´ um conjunto singular:
W6. W (A) = {λ} se e so´ se A = λI, para determinado λ ∈ C;
e, em conjunto com W4 e W5, os operadores cujo contradomı´nio nume´rico e´ um subcon-
junto do eixo real:
W7. W (A) ⊆ R se e so´ se A e´ um operador auto-adjunto, isto e´, A = A∗.
Atendendo a` decomposic¸a˜o cartesiana de A, dada por A = ReA+ i ImA, em que
ReA =
A+ A∗
2
e ImA =
A− A∗
2i
sa˜o operadores auto-adjuntos, e a`s propriedades W5 e W2, tem-se a seguinte inclusa˜o:
W8. W (A) ⊆ W (ReA) + iW (ImA).
Ale´m disso, valem as relac¸o˜es:
W9. ReW (A) =W (ReA) e ImW (A) =W (ImA),
em que ReK e ImK denotam as projecc¸o˜es ortogonais do conjunto K nos eixos real e
imagina´rio, respectivamente.
Em virtude de W (A) ser a imagem da superf´ıcie da esfera unita´ria pela aplicac¸a˜o
cont´ınua x 7→ 〈Ax, x〉, tem-se que
W10. W (A) e´ um conjunto compacto e conexo, se o espac¸o H e´ de dimensa˜o finita.
Se A ∈ Mn, 1 ≤ r ≤ n e P ∈ Mn,r se obte´m da matriz identidade In por eliminac¸a˜o
de n − r colunas, enta˜o P ∗AP e´ uma submatriz principal de A, obtendo-se de W3’ a
propriedade da inclusa˜o para submatrizes:
W11. W (B) ⊆ W (A), qualquer que seja a submatriz principal B da matriz A.
4 CAPI´TULO 1. Contradomı´nios Nume´ricos
1.1.1 Teorema do Contradomı´nio El´ıptico
A primeira demonstrac¸a˜o conhecida do Teorema do Contradomı´nio El´ıptico data de
1932 e e´ devida a Francis D. Murnaghan [105]. Mais tarde, William F. Donoghue [47]
descreve a fronteira el´ıptica do contradomı´nio nume´rico de um operador linear A definido
num espac¸o de Hilbert bidimensional, como a envolvente a uma famı´lia de circunfereˆncias.
Desde enta˜o, surgiram na literatura va´rias outras provas (vide [71, 81, 118, 122] e suas
refereˆncias); destacamos a mais recente de Chi-Kwong Li [93] que, de uma forma elegante,
reduz o estudo ao caso circular.
Lema 1.1.1 O contradomı´nio nume´rico da matriz
A1 =
[
0 1
0 0
]
. (1.3)
e´ um disco circular centrado na origem e de diaˆmetro um.
Demonstrac¸a˜o: Pela definic¸a˜o de contradomı´nio nume´rico, tem-se
W (A1) =
{
x¯1x2 : x1, x2 ∈ C, |x1|2 + |x2|2 = 1
}
. (1.4)
Tomando r = |x1|2 e θ = arg x2 − arg x1, pode reescrever-se (1.4) na forma
W (A1) =
⋃
r∈[0,1]
{√
r(1− r) eiθ : θ ∈ [0, 2pi)
}
.
Quando θ varia de 0 a 2pi, os elementos de W (A1), para r fixo, descrevem uma circun-
fereˆncia centrada na origem e de raio
√
r(1− r). A` medida que r varia de 0 a 1, os raios
das circunfereˆncias percorrem todos os valores de 0 a 1/2 e W (A1), sendo a unia˜o desta
famı´lia de curvas, e´ um disco circular. 
Teorema 1.1.1 (Teorema do Contradomı´nio El´ıptico, 1932) Seja A ∈ M2 de va-
lores pro´prios α1 e α2. O contradomı´nio nume´rico de A e´ um disco el´ıptico (possivelmente
degenerado), de focos α1 e α2, cujos eixos maior e menor teˆm comprimento√
Tr (A∗A)− 2Re (α1α2) e
√
Tr (A∗A)− |α1|2 − |α2|2, (1.5)
respectivamente.
Demonstrac¸a˜o [93]: Pelo Teorema da Triangularizac¸a˜o de Schur [80, p.79], toda a matriz
A ∈M2 e´ unitariamente semelhante a uma matriz triangular superior do tipo
B =
[
α1 b
0 α2
]
, b ∈ C,
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e, pela invariaˆncia unita´ria W3, vale W (A) =W (B).
I. Se A e´ normal, enta˜o b = 0 e W (B) = {α1r + α2(1− r) : 0 ≤ r ≤ 1} e´ o segmento
de recta fechado de extremos α1 e α2 (que se reduz ao ponto α1, quando A e´ escalar).
II. Seja A na˜o normal, isto e´, b 6= 0, e α1 = α2. Enta˜o B = α1I2 + bA1, onde A1 e´
a matriz (1.3). A partir do Lema 1.1.1 e recorrendo a` propriedade W2, conclui-se que
W (B) = α1 + bW (A1) e´ um disco circular centrado em α1 e de diaˆmetro |b|.
III. Se A e´ na˜o normal e α1 6= α2, enta˜o B = 12 Tr (A) I2 + 12 (α1 − α2)V ∗CV, onde
C =
[
1 2|c|
0 −1
]
e V =
[
1 0
0 ei arg c
]
, c =
b
α1 − α2 6= 0.
Sendo V uma matriz unita´ria, as propriedades W2 e W3 garantem que
W (B) =
1
2
Tr (A) +
1
2
(α1 − α2)W (C), (1.6)
pelo que basta estudar o contradomı´nio nume´rico de C. Verifica-se que a matriz
D = |c|ReC + i
√
1 + |c|2 ImC
tem ambos os valores pro´prios nulos e, pelo Teorema da Triangularizac¸a˜o de Schur,
existe U ∈ M2 unita´ria tal que U∗DU = 2|c|
√
1 + |c|2A1, onde A1 e´ a matriz (1.3).
Pelo Lema 1.1.1, conclui-se que W (D) e´ um disco circular centrado na origem e de raio
|c|√1 + |c|2. Claramente,
|c|x+ i
√
1 + |c|2 y ∈ W (D) ⇔ x+ iy ∈ W (C).
Conhecida a forma circular e o raio de W (D), tem-se x =
√
1 + |c|2 cos θ e y = |c| sin θ,
θ ∈ [0, 2pi). Portanto,W (C) e´ um disco el´ıptico de focos 1 e −1, de eixos maior e menor de
comprimento 2
√
1 + |c|2 e 2|c|, respectivamente. Ale´m disso, sendoW (B) uma translac¸a˜o
do conjuntoW (C) previamente multiplicado por b/(2c), conforme (1.6), e´ claro queW (B)
e´ um disco el´ıptico; os seus focos sa˜o os valores pro´prios α1 e α2, e os eixos maior e menor
teˆm comprimento
√|α1 − α2|2 + |b|2 e |b|, respectivamente. Para terminar, observa-se
que Tr (A∗A) = |α1|2 + |α2|2 + |b|2, o que permite reescrever os comprimentos dos eixos
da elipse na forma (1.5). 
A norma euclideana ou de Frobenius de A ∈Mn e´ dada por ‖A‖2 =
√
Tr(A∗A). O con-
tradomı´nio nume´rico de A ∈ M2 e´, assim, um disco el´ıptico completamente determinado
por ‖A‖2 e pelos valores pro´prios de A.
Em especial, se A e´ um operador linear definido num espac¸o de Hilbert bidimensional,
cujos valores pro´prios α1 e α2 sa˜o distintos, enta˜o W. F. Donoghue [47] provou que a
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excentricidade da elipse que delimita W (A) e´ dada por sinϕ, onde
ϕ = arccos
|〈x1, x2〉|
‖x1‖‖x2‖ , xi ∈ Eαi , i = 1, 2,
e´ o aˆngulo reduzido entre os dois subespac¸os pro´prios Eα1 e Eα2 de A, associados a α1 e
α2, respectivamente.
Apesar da descric¸a˜o geome´trica do contradomı´nio nume´rico de A ∈ Mn ser particu-
larmente simples para n = 2, em geral, pode revelar-se complicada. No caso n = 3,
investigado por D. Keeler, L. Rodman e I. Spitkovsky [85], o contradomı´nio nume´rico
pode tomar a forma el´ıptica, co´nica ou triangular, ovular ou com uma porc¸a˜o plana na
fronteira. Se n ≥ 4, conhece-se, apenas, a forma geome´trica do contradomı´nio nume´rico
de algumas classes especiais de matrizes e desconhecem-se quais os conjuntos convexos e
compactos do plano que podem ocorrer como o contradomı´nio nume´rico de matrizes.
1.1.2 Teorema de Toeplitz-Hausdorff
Em 1918, Otto Toeplitz [127] mostrou que a fronteira do contradomı´nio nume´rico e´
uma curva convexa, mas na˜o excluiu a possibilidade de buracos ocorrerem no seu in-
terior. Seis meses depois, Felix Hausdorff [75] provou que o conjunto e´ simplesmente
conexo. Desde enta˜o, va´rios autores (consultar, por exemplo, [46, 68, 81]) apresentaram
demonstrac¸o˜es alternativas para a convexidade de W (A). Neste percurso, o Teorema do
Contradomı´nio El´ıptico desempenha um papel central, ja´ que a maioria das provas reduz
o estudo da convexidade de W (A) ao caso bidimensional. Tal reduc¸a˜o e´ via´vel, mesmo
quando o espac¸o subjacente e´ de dimensa˜o infinita.
Seja V um subespac¸o vectorial de H e PV a projecc¸a˜o ortogonal de H em V . Dado um
operador linear A em H, o operador PVA restrito ao subespac¸o V diz-se a compressa˜o do
operador A a V .
Lema 1.1.2 Se A e´ um operador linear em H, enta˜o W (A) conte´m o contradomı´nio
nume´rico de todas as compresso˜es de A.
Demonstrac¸a˜o [122]: Seja V um subespac¸o vectorial de H e designe-se por AV a com-
pressa˜o de A a V . Dado x ∈ V , tem-se
〈AV x, x〉 = 〈PVAx, x〉 = 〈Ax, PV x〉 = 〈Ax, x〉 ∈ W (A),
logo W (AV) ⊆ W (A). 
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Teorema 1.1.2 (Teorema de Toeplitz-Hausdorff, 1918) Se A e´ um operador linear
em H, enta˜o W (A) e´ um conjunto convexo.
Demonstrac¸a˜o [47]: Sejam z, w dois pontos distintos de W (A) e L o segmento de recta
que os une. Existem vectores unita´rios x, y ∈ H tais que z = 〈Ax, x〉 e w = 〈Ay, y〉. Seja
Axy a compressa˜o de A ao subespac¸o vectorial gerado por x e y (de dimensa˜o dois, caso
contra´rio z = w). Pelo Teorema do Contradomı´nio El´ıptico, W (Axy) e´ um disco el´ıptico,
que por conter os pontos z e w, tambe´m conte´m o segmento de recta L. Atendendo ao
Lema 1.1.2, tem-se
W (A) ⊇ W (Axy) ⊇ L,
o que prova que W (A) e´ convexo. 
O Teorema de Toeplitz-Hausdorff continua, ainda hoje, a ser uma fonte de inspirac¸a˜o
para muitos investigadores (refira-se, por exemplo, uma prova muito recente deste teorema
[72] obtida, num aˆmbito mais geral, usando me´todos de geometria e topologia diferencial).
Estabelecida a convexidade, distinguem-se mais algumas propriedades do contradomı´-
nio nume´rico, como a da soma directa [81, p.12]:
W12. W (A⊕B) = co (W (A) ∪W (B)), quaisquer que sejam A,B ∈Mn,
em que coK denota o invo´lucro convexo do conjunto K. Ale´m disso, a propriedade da
inclusa˜o espectral admite o seguinte refinamento:
W1’. coσ(A) ⊆ W (A), qualquer que seja o operador linear A em H,
ocorrendo igualdade de conjuntos em W1’, se A for um operador normal [71, 123]. Em
particular, verifica-se que:
W13. W (A) = [λn, λ1], se A ∈Mn e´ Hermı´tica de valores pro´prios λ1 ≥ · · · ≥ λn.
Dada A ∈ Mn, atendendo a`s propriedades W8, W13 e ao facto de ReA e ImA serem
matrizes Hermı´ticas, conclui-se que W (A) esta´ contido no rectaˆngulo com ve´rtices os
valores pro´prios ma´ximo e mı´nimo de ReA e ImA.
Designa-se recta de suporte de um subconjunto convexo K do plano complexo toda a
recta que intersecta K em pelo menos um ponto e que define dois semi-planos, um dos
quais na˜o conte´m ponto algum de K. Denota-se a fronteira de K por ∂K.
Claramente, se λ1(ReA) e λn(ReA) denotam o valor pro´prio ma´ximo e mı´nimo de
ReA, respectivamente, enta˜o
L1 = {λn(ReA) + iy : y ∈ R} e L2 = {λ1(ReA) + iy : y ∈ R}
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sa˜o as rectas de suporte vertical esquerda e direita de W (A). Se x e´ um vector pro´prio
unita´rio de ReA associado ao seu valor pro´prio ma´ximo (mı´nimo) e se z = 〈Ax, x〉, enta˜o
z ∈ L2 (z ∈ L1); portanto z e´ um ponto da fronteira de W (A).
Proposic¸a˜o 1.1.1 Seja A um operador linear em H e θ ∈ [0, 2pi). Supondo que existe
valor pro´prio ma´ximo (mı´nimo) de Re (eiθA) e que xθ e´ o correspondente vector pro´prio
unita´rio, enta˜o 〈Axθ, xθ〉 ∈ ∂W (A). Em particular, se A ∈Mn, enta˜o
W (A) = co {〈Axθ, xθ〉 : 0 ≤ θ < 2pi}.
Demonstrac¸a˜o: Seja
Ω = {θ ∈ [0, 2pi) : Re (eiθA) admite valor pro´prio ma´ximo}
e Aθ = e
iθA, θ ∈ Ω. Tendo em conta as hipo´teses e a observac¸a˜o que precedeu este
resultado, e´ claro que 〈Aθ xθ, xθ〉 ∈ ∂W (Aθ). Pela propriedade W3 relativa a` multiplicac¸a˜o
escalar, tem-se e−iθW (Aθ) =W (A), donde 〈Axθ, xθ〉 = e−iθ〈Aθ xθ, xθ〉 ∈ ∂W (A). Quando
A ∈Mn, obviamente Ω = [0, 2pi) e a conclusa˜o decorre da convexidade de W (A). 
Um ponto anguloso de um subconjunto convexo K do plano complexo e´ um ponto na
fronteira de K que e´ ve´rtice de um sector, contendo K, de medida angular inferior a pi
radianos. E´ claro que por um ponto anguloso pertencente a K passam pelo menos duas
rectas de suporte de K.
A fronteira de um conjunto convexo e´ uma curva diferencia´vel, excepto quando muito
num conjunto numera´vel de pontos angulosos [122]. Em virtude da convexidade do con-
tradomı´nio nume´rico, todos os pontos na˜o diferencia´veis de ∂W (A) sa˜o pontos angulosos.
Em F´ısica, os pontos angulosos correspondem a estados particularmente importantes. Por
exemplo, o estado de va´cuo produz um ponto anguloso do contradomı´nio nume´rico do
operador energia [18].
Ale´m disso, existe uma ligac¸a˜o entre os pontos angulosos do contradomı´nio nume´rico
de um operador e o seu espectro. Este resultado, originalmente formulado por Rudolf Kip-
penhahn [86], e´ frequentemente atribu´ıdo a William F. Donoghue [47] que o restabeleceu
em condic¸o˜es mais gerais.
Teorema 1.1.3 Seja A um operador linear em H. Se z ∈ W (A) e´ um ponto anguloso
de W (A), enta˜o z e´ um valor pro´prio de A.
Demonstrac¸a˜o [47]: Sejam x ∈ H um vector unita´rio tal que z = 〈Ax, x〉 e y ∈ H\{0}.
Seja Axy a compressa˜o de A ao subespac¸o vectorial gerado por x e y. Atendendo ao
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Teorema do Contradomı´nio El´ıptico e ao Lema 1.1.2, a fronteira de W (Axy) e´ uma elipse
(possivelmente degenerada) contida em W (A). Como z e´ um ponto anguloso de W (A) e
z ∈ W (Axy), enta˜o z e´ necessariamente um ponto anguloso de W (Axy). Assim sendo, o
disco el´ıptico W (Axy) degenera num segmento de recta, de extremo z, ou no ponto z. Em
ambos os casos, z e´ um valor pro´prio da compressa˜o Axy e, consequentemente, um valor
pro´prio do operador A, de vector pro´prio associado x. 
1.2 Contradomı´nio Nume´rico em Espac¸os de Krein
Em a´lgebra linear, os conceitos de comprimento, aˆngulo e ortogonalidade definem-se
tradicionalmente a` custa de um produto interno (definido). Um produto interno indefinido
satisfaz todas as condic¸o˜es de um produto interno (definido), excepto possivelmente a
positividade. A utilizac¸a˜o de um produto interno indefinido pode produzir alterac¸o˜es
substanciais na geometria, referindo-se, entre as va´rias aplicac¸o˜es, a sua importaˆncia na
teoria da relatividade. Analisar o efeito de tal substituic¸a˜o no contradomı´nio nume´rico
de matrizes e´ o objectivo desta segunda secc¸a˜o.
Seja K um espac¸o de Hilbert complexo dotado de um produto interno 〈·, ·〉 e seja H
um operador linear em K, limitado, auto-adjunto e invert´ıvel. A fo´rmula
[x, y] = 〈Hx, y〉, x, y ∈ K, (1.7)
determina um produto interno indefinido em K. Reciprocamente, todo o produto interno
indefinido [·, ·] em K e´ induzido por um u´nico operador linear H, definido em K, limitado,
auto-adjunto e invert´ıvel, tal que (1.7) se verifica [66]. Por este motivo, escreve-se 〈x, y〉H
em vez de [x, y]. O espac¸o de Hilbert complexoKmunido de um produto interno indefinido
diz-se um espac¸o de Krein.
Sendo A um operador linear limitado num espac¸o de Krein K, a noc¸a˜o de contrado-
mı´nio nume´rico de A no espac¸o de Krein K esta´ naturalmente associada a um operador
linear limitado, auto-adjunto e invert´ıvel H, definido nesse mesmo espac¸o K. Atribui-se
justamente a designac¸a˜o de contradomı´nio nume´rico-H de A a este subconjunto do plano
complexo de Argand que se denota e define por
WH(A) =
{〈Ax, x〉H
〈x, x〉H : x ∈ K, 〈x, x〉H 6= 0
}
.
Se H e´ o operador identidade, enta˜o WH(A) reduz-se ao contradomı´nio nume´rico cla´ssico
W (A). O conjunto generalizado WH(A) marca uma nova era de investigac¸a˜o, impulsio-
nada por Chi-Kwong Li, Nam-Kiu Tsing e Frank Uhlig [95] num artigo que, em 1996,
inaugura a revista Electronic Journal of Linear Algebra.
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Restringimos o nosso estudo a espac¸os de Krein K de dimensa˜o finita n. Assim, ao
longo desta segunda secc¸a˜o, identifica-se K com Cn, munido do produto interno indefinido
〈x, y〉H = y∗H x, x, y ∈ Cn,
onde H ∈Mn e´ uma matriz Hermı´tica na˜o-singular, e dirigimos a atenc¸a˜o para o contra-
domı´nio nume´rico-H de matrizes A ∈Mn.
Por convenieˆncia, consideram-se os conjuntos relacionados
W±H (A) = {〈Ax, x〉H : x ∈ Cn, 〈x, x〉H = ±1}
que designaremos por contradomı´nio nume´rico-H positivo ou negativo3 de A ∈ Mn. Se
H = ±In, enta˜o ±W±H (A) =W (A) e W∓H (A) = ∅. Facilmente se verifica que
W+−H(A) = −W−H (A) e WH(A) = W+H (A) ∪W+−H(A).
Alguns autores [96, 97] preferiram adoptar o conjunto W+H (A) ao generalizar o contrado-
mı´nio nume´rico a espac¸os de Krein, por W+H (A) decorrer naturalmente de (1.2) por troca
do produto escalar euclidiano por um indefinido. Contudo a falta de simetria deste u´ltimo
conjunto pode limitar a sua utilidade.
1.2.1 Propriedades Ba´sicas
Doravante, Hn denota o espac¸o vectorial real das matrizes Hermı´ticas deMn e H ∈ Hn
e´ na˜o-singular. Introduzimos, antes de mais, a noc¸a˜o de matriz adjunta relativamente ao
produto interno indefinido induzido por H. A adjunta-H de A ∈ Mn e´ a matriz A[∗]
unicamente determinada pela relac¸a˜o
〈Ax, y〉H = 〈x,A[∗]y〉H , x, y ∈ Cn,
que se pode exprimir explicitamente em termos das matrizes A e H por
A[∗] = H−1A∗H.
As definic¸o˜es seguintes surgem, assim, naturalmente. Uma matriz A ∈ Mn diz-se
Hermı´tica-H se A = A[∗]. Uma matriz N ∈Mn diz-se normal-H se NN [∗] = N [∗]N. Uma
matriz U ∈ Mn diz-se unita´ria-H se U e´ invert´ıvel e U−1 = U [∗]. Dada H ∈ Hn uma
matriz na˜o-singular prescrita, o conjunto das matrizes unita´rias-H forma um grupo.
3A notac¸a˜o W±H (A) deve ser entendida da seguinte forma: quando x percorre o conjunto dos vectores
para os quais 〈x, x〉H = 1, define-se o contradomı´nio nume´rico-H positivo W+H (A); quando x percorre os
vectores para os quais 〈x, x〉H = −1, define-se o contradomı´nio nume´rico-H negativo W−H (A).
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Um subespac¸o E de Cn diz-se isotro´pico-H se 〈x, x〉H = 0, para todo o x ∈ E.
Observa-se que o espectro de uma matriz U unita´ria-H e´ sime´trico relativamente ao
c´ırculo unita´rio D, isto e´, se λ ∈ σ(U) enta˜o λ¯−1 ∈ σ(U) [66, Proposic¸a˜o 2.7] e Eλ,
subespac¸o pro´prio de U associados a λ 6∈ D, e´ isotro´pico-H [66, p.29].
Por oposic¸a˜o a` noc¸a˜o de vector isotro´pico-H, um vector x ∈ Cn tal que 〈x, x〉H 6= 0
denomina-se anisotro´pico-H. Denotando por σH(A) (σ
±
H(A)) o conjunto dos valores pro´-
prios de A que teˆm vectores pro´prios anisotro´picos-H (vectores pro´prios x ∈ Cn tais que
〈x, x〉H = ±1), verifica-se que
WH1. σH(A) ⊆ WH(A); WH1’. σ±H(A) ⊆ ±W±H (A).
Se H = In, enta˜o σH(A) = σ(A) e WH1 reduz-se a` inclusa˜o espectral do contradomı´nio
nume´rico cla´ssico.
Listamos, agora, algumas propriedades do contradomı´nio nume´rico-H que sa˜o con-
sequeˆncia directa da definic¸a˜o, comec¸ando pela referente a` translac¸a˜o e multiplicac¸a˜o
escalar:
WH2. WH(αIn + βA) = α+ β WH(A), para quaisquer escalares α, β ∈ C;
passando a` invariaˆncia unita´ria-H:
WH3. WH(U
[∗]AU) =WH(A), qualquer que seja a matriz U unita´ria-H;
a` acc¸a˜o da matriz adjunta-H de A:
WH4. WH(A
[∗]) = {z¯ : z ∈ WH(A)};
e a` propriedade subaditiva:
WH5. WH(A+B) ⊆ WH(A) +WH(B).
Importa realc¸ar que as mesmas propriedades sa˜o va´lidas ao substituir WH por W
±
H ,
excepto WH2. Em alternativa, verifica-se
WH2’. W
±
H (αI + βA) = ±α+ βW±H (A), para quaisquer escalares α, β ∈ C.
A caracterizac¸a˜o das matrizes cujo contradomı´nio nume´rico-H e´ um conjunto singular
[95, Teorema 2.3 b] revela um claro paralelismo com o caso cla´ssico:
WH6. WH(A) = {λ} se e so´ se A = λIn, para determinado λ ∈ C;
bem como a caracterizac¸a˜o das matrizes cujo contradomı´nio nume´rico-H e´ um subcon-
junto do eixo real [95, Corola´rio 2.5]:
WH7. WH(A) ⊆ R se e so´ se A e´ um matriz Hermı´tica-H.
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Estas duas u´ltimas caracterizac¸o˜es valem ainda para os conjuntos W±H (A), desde que
satisfeitas as respectivas condic¸o˜es σ(H) ∩ R± 6= ∅.
Qualquer matriz A ∈Mn pode decompor-se na forma A = ReHA+ i ImHA, em que
ReHA =
A+ A[∗]
2
e ImHA =
A− A[∗]
2i
sa˜o matrizes Hermı´ticas-H. Quando H = In, esta reduz-se a` decomposic¸a˜o cartesiana de
A. Atendendo a`s propriedades WH5 e WH2, tem-se
WH8. WH(A) ⊆ WH(ReHA) + iWH(ImHA);
e, claramente, valem as igualdades:
WH9. ReWH(A) =WH(Re
HA) e ImWH(A) =WH(Im
HA).
O contradomı´nio nume´rico conjunto de treˆs4 matrizes F,G,H ∈ Hn e´ o subconjunto
de R3 definido por
W (F,G,H) = {(x∗Fx, x∗Gx, x∗Hx) : x ∈ Cn, x∗x = 1}, (1.8)
Au-Yeung e Tsing [6] mostraram que W (F,G,H) e´ um conjunto convexo, se n > 2 (vide
[72] para outra abordagem), o qual se reduz a` superf´ıcie de um elipso´ide (eventualmente
degenerado), se n = 2.
Um subconjunto S de R3 diz-se um cone se, para todo o α > 0 e qualquer que seja o
x ∈ S, se verifica αx ∈ S. Chi-Kwong Li, Nam-Kiu Tsing e Frank Uhlig [95] observaram
que o contradomı´nio nume´rico em espac¸os de Krein esta´ intimamente relacionado com
K(F,G,H) =
⋃
β≥0
β W (F,G,H),
o cone gerado por (1.8), quando F = Re(HA), G = Im(HA) e H ∈ Hn e´ na˜o-singular,
em virtude de
W±H (A) = {x+ iy : (x, y,±1) ∈ K(F,G,H)}. (1.9)
Visto que K(F,G,H) e´ um cone convexo, e´ o´bvio que W±H (A) sa˜o conjuntos convexos,
mas WH(A) pode na˜o o ser. Contudo, mostra-se que WH(A) e´ pseudo-convexo, isto e´,
dados dois pontos distintos z, w ∈ WH(A), ou WH(A) conte´m o segmento de recta de
extremos z e w, ou WH(A) conte´m a recta definida por z e w, excepto o segmento de
recta aberto que os une.
4Pode-se definir o contradomı´nio nume´rico conjunto dem matrizes Hermı´ticas, m ∈ N, de modo o´bvio.
Este conjunto revela-se u´til, por exemplo, em teoria de sistemas e estabilidade robusta [51].
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Teorema 1.2.1 Se A ∈Mn, enta˜o WH(A) e´ um conjunto pseudo-convexo.
Demonstrac¸a˜o [95]: Suponhamos que WH(A) na˜o e´ um conjunto singular. A convexi-
dade de W+H (A) garante que WH(A) conte´m os segmentos de recta que unem todos os
pares de pontos distintos de W+H (A). Ana´logo racioc´ınio vale para pontos de W
+
−H(A).
Se H e´ definida positiva (negativa), enta˜o W+−H(A) (W
+
H (A)) e´ um conjunto vazio e
nada mais ha´ a provar, ou seja, verifica-se que WH(A) e´ convexo.
Se H e´ indefinida, enta˜o W+H (A) e W
+
−H(A) sa˜o ambos conjuntos na˜o vazios. Sejam
z ∈ W+H (A) e w ∈ W+−H(A) distintos. Tomam-se x = Rez, y = Imz, u = Rew e v = Imw.
Sendo um cone convexo, K(F,G,H) conte´m o segmento de recta L que une (x, y, 1) a
−(u, v, 1). Se α ≥ 1, enta˜o −α−1(u, v, 1) ∈ α−1L e
α(x, y, 1) + (1− α)(u, v, 1) = α2(α−1(x, y, 1) + (1− α−1)(−α−1)(u, v, 1)) ∈ ⋃
β>0
βL.
Como K(F,G,H) conte´m
⋃
β>0 βL, usando (1.9), vem αz + (1 − α)w ∈ W+H (A), para
todo o α ≥ 1, e W+H (A) e´ ilimitado. Se α ≤ 0, pode provar-se, de modo similar, que
α(x, y, 1)+(1−α)(u, v, 1) ∈ −K(F,G,H), o que equivale a ter αz+(1−α)w ∈ −W−H (A),
de novo por (1.9). Em s´ıntese,
{αz + (1− α)w : α ≤ 0 ou α ≥ 1} ⊆ WH(A)
e, portanto, WH(A) e´ ilimitado e pseudo-convexo. 
Se H ∈ Hn e´ definida positiva ou negativa, enta˜o WH(A) e´ compacto e convexo.
Se H ∈ Hn na˜o-singular e´ indefinida, enta˜o WH(A) e´ um conjunto singular ou um
conjunto ilimitado, pseudo-convexo e na˜o necessariamente fechado [95, 97].
1.2.2 Curva Geradora de Fronteira
Chamam-se pontos angulosos e rectas de suporte de WH(A) aos pontos angulosos e
rectas de suporte, respectivamente, das componentes convexas W+H (A) e W
+
−H(A). As
rectas de suporte podem na˜o existir e, existindo, podem na˜o ser u´nicas.
Existe uma relac¸a˜o entre os pontos angulosos de WH(A) e os valores pro´prios de A,
como descrito no lema seguinte, originalmente obtido em [97, Teorema 3.1] e para o qual
apresentamos uma nova demonstrac¸a˜o na Secc¸a˜o 1.3.3 (vide Nota 1.3.1).
Lema 1.2.1 Seja A ∈ Mn. Se z e´ um ponto anguloso do conjunto ±W±H (A), enta˜o
z ∈ σ±H(A) e existe x ∈ Cn, tal que Ax = zx, A[∗]x = z¯x e 〈x, x〉H = ±1.
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Dada A ∈ Mn, um subespac¸o E de Cn diz-se A-redut´ıvel, em relac¸a˜o ao produto
interno indefinido induzido por H, se Ax ∈ E e A[∗]x ∈ E, para todo o x ∈ E.
Em particular, o Lema 1.2.1 afirma que se z e´ um ponto anguloso de WH(A), enta˜o
z ∈ σH(A) e existe um vector pro´prio anisotro´pico-H de A associado a z que gera um
subespac¸o pro´prio A-redut´ıvel.
Francis D. Murnaghan [105] e Rudolf Kippenhahn [86] provaram, independentemente,
que a fronteira do contradomı´nio nume´rico cla´ssico de uma matriz A ∈Mn e´ gerada pelo
conjunto C(A) dos pontos reais da curva alge´brica, cuja equac¸a˜o em coordenadas lineares
homoge´neas e´
det (uReA+ v ImA+ wIn) = 0. (1.10)
(Para um tratamento pormenorizado de curvas alge´bricas ver, por exemplo, [35, 56, 130]).
Esta curva alge´brica tem classe n, o que significa que por um ponto gene´rico do plano
passam n rectas tangentes a` curva. Ale´m disso, os seus n focos reais sa˜o os valores pro´-
prios da matriz A [53, 121]. O conjunto W (A) e´ o invo´lucro convexo da curva C(A) e
∂W (A) e´ uma unia˜o de arcos alge´bricos (arcos de C(A) e porventura segmentos de recta).
Por esta raza˜o, C(A) designa-se a curva geradora da fronteira de W (A). Generalizamos
este resultado ao contradomı´nio nume´rico-H.
Teorema 1.2.2 Seja A ∈Mn. Se ux+ vy + w = 0 e´ a equac¸a˜o de uma recta de suporte
de WH(A), enta˜o
det (uReHA+ v ImHA+ wIn) = 0. (1.11)
Demonstrac¸a˜o: Escreva-se AHθ = Re
H
(
e−iθA
)
, θ ∈ [0, 2pi). Como AHθ e´ uma matriz
Hermı´tica-H, pela propriedade WH7 e Teorema 1.2.1,WH
(
AHθ
)
e´ um subconjunto pseudo-
-convexo do eixo real. Seja Ω o conjunto dos aˆngulos θ ∈ [0, 2pi) para os quais WH
(
AHθ
)
e´ um segmento de recta fechado ou a unia˜o disjunta de duas semi-rectas fechadas de
extremos zθ1 e z
θ
2 . Como z
θ
j e´ um ponto anguloso de WH
(
AHθ
)
, pelo Lema 1.2.1, conclui-se
que zθj e´ um valor pro´prio de A
H
θ , portanto,
det
(
AHθ − zθj In
)
= 0, j = 1, 2. (1.12)
Por outro lado, e´ claro que Lj =
{
zθj + iy : y ∈ R
}
, j = 1, 2, sa˜o rectas de suporte de
WH
(
e−iθA
)
. Submetendo as rectas Lj a uma rotac¸a˜o segundo o aˆngulo θ, obteˆm-se as
rectas de suporte de eiθWH
(
e−iθA
)
= WH(A) de equac¸o˜es
cos θ x+ sin θ y = zθj , j = 1, 2.
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A` medida que θ percorre Ω, descrevem-se todas as rectas de suporte de WH(A). Assim,
qualquer que seja a recta de suporte de WH(A) de equac¸a˜o ux+ vy +w = 0, existem um
aˆngulo θ0 ∈ Ω, um escalar na˜o nulo r ∈ R e j ∈ {1, 2}, tais que
u = r cos θ0, v = r sin θ0 e w = −r zθ0j . (1.13)
Tomando θ = θ0 em (1.12), atendendo a que A
H
θ0
= cos θ0Re
HA+ sin θ0 Im
HA e a (1.13),
obte´m-se r−n det (uReHA+ v ImHA+ wIn) = 0, donde vem a equac¸a˜o (1.11). 
Se H = ±In, enta˜o o Teorema 1.2.2 reduz-se ao Teorema de Murnaghan-Kippenhahn.
Denota-se o plano projectivo complexo por CP2. Como e´ usual, identifica-se cada ponto
(x, y) ∈ C2 com [x, y, 1] ∈ CP2, e identifica-se cada ponto [x, y, z] ∈ CP2, tal que z 6= 0,
com
(
x
z
, y
z
) ∈ C2.
Nota 1.2.1 Dada A ∈Mn, como
pA(u, v, w) = det (uRe
HA+ v ImHA+ wIn)
e´ um polino´mio homoge´neo de grau n, enta˜o o conjunto
ΥpA = {[u, v, w] ∈ CP2 : pA(u, v, w) = 0}
define uma curva alge´brica de grau n. A sua curva dual e´ dada por
Υ∧pA = {[x, y, z] ∈ CP2 : ux+ vy + wz = 0 e´ uma recta tangente a ΥpA}.
Denota-se por CH(A) a parte real desta curva alge´brica (de classe n), isto e´, o conjunto
dos pontos x+ iy, com (x, y) ∈ R2, tais que ux+ vy+w = 0 e´ uma recta tangente a ΥpA ,
e CH(A) denomina-se a curva geradora da fronteira de WH(A).
Em geral, uma curva alge´brica de classe n tem n2 focos, incluindo multiplicidades. Se
os coeficientes da equac¸a˜o da curva sa˜o reais, enta˜o exactamente n de entre os focos sa˜o
reais [121]. Neste caso, o polino´mio pA(u, v, w) tem coeficientes reais e os n focos reais da
curva CH(A) sa˜o exactamente os valores pro´prios da matriz A.
Se A ∈ M2, enta˜o ΥpA define uma curva alge´brica de grau dois, isto e´, uma co´nica.
A sua curva dual e´ novamente uma co´nica. Assim, CH(A) e´ uma hipe´rbole, para´bola ou
elipse, possivelmente degeneradas:
I. Se A e´ uma matriz escalar, pela propriedade WH6, tem-se queWH(A) e´ um conjunto
singular;
Caso contra´rio,
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II. Se H ∈ H2 e´ definida positiva ou negativa, enta˜o WH(A) e´ limitado e convexo,
consequentemente, CH(A) e´ uma elipse, cujos focos sa˜o os valores pro´prios de A, e
WH(A) e´ o invo´lucro convexo de CH(A). Obte´m-se, assim, um disco el´ıptico, cujos
eixos se podem explicitar, usando o Teorema do Contradomı´nio El´ıptico, dado que
WH(A) = W (SAS
−1), onde S ∈ M2 na˜o-singular e´ tal que S∗S = ±H. Efectiva-
mente, ao substituir A por SAS−1 em (1.5), obteˆm-se expresso˜es para os eixos, em
tudo ana´logas a`s do caso cla´ssico, excepto que A[∗] toma o lugar de A∗.
III. Se H ∈ H2 na˜o-singular e´ indefinida, enta˜o o conjunto WH(A) e´ ilimitado e pseudo-
-convexo, podendo na˜o ser convexo, ou seja, CH(A) e´ necessariamente uma hipe´rbo-
le, cujos focos sa˜o os valores pro´prios de A, eWH(A) consiste na hipe´rbole e seu inte-
rior. (O Teorema do Contradomı´nio Hiperbo´lico que caracteriza completamente este
conjunto, incluindo os casos degenerados, sera´ pormenorizado na Subsecc¸a˜o 1.2.4.)
Uma matriz U ∈ Mn diz-se pseudo-unita´ria de assinatura (r, n − r), 0 ≤ r ≤ n, se a
correspondente aplicac¸a˜o linear preservar a forma quadra´tica Hermı´tica
q(x) = |x1|2 + · · ·+ |xr|2 − |xr+1|2 − · · · − |xn|2, x = (x1, . . . , xn) ∈ Cn,
o que equivale a afirmar que U∗JU = J [114], ou seja, U e´ unita´ria-J , para J = Ir⊕−In−r.
Denota-se o grupo das matrizes pseudo-unita´rias de assinatura (r, n− r) por Ur,n−r.
Se r e´ o nu´mero de valores pro´prios positivos da matriz na˜o-singular H ∈ Hn, contando
multiplicidades, enta˜o J = Ir ⊕ −In−r e´ a matriz de ine´rcia de H. A conhecida lei da
ine´rcia de Sylvester [80, p.222] assegura a existeˆncia de R ∈ Mn na˜o-singular, tal que
R∗HR = J . Dada A ∈Mn, considerando AR = R−1AR, verifica-se facilmente que
WH(A) = WJ(AR). (1.14)
Ale´m disso, A e´ uma matriz Hermı´tica-H (normal-H, unita´ria-H) se e so´ se AR e´ uma ma-
triz Hermı´tica-J (normal-J , unita´ria-J , respectivamente). Portanto, investigar o contra-
domı´nio nume´rico-H de uma das classes-H de matrizes acima mencionadas pode reduzir-se
ao estudo do contradomı´nio nume´rico-J da respectiva classe-J .
Em particular, se H e´ definida positiva (r = n) ou negativa (r = 0), enta˜o J = ±In e
WH(A) =W (AR), pelo que se estendem muitas propriedades do contradomı´nio nume´rico
cla´ssico a WH(A). Contudo, quando H e´ indefinida (0 < r < n), ocorrem diferenc¸as entre
WH(A) e a versa˜o cla´ssica, aqui residindo o maior desafio deste estudo.
Assim, doravante e sem perda de generalidade, considera-se J = Ir ⊕ −In−r, com
0 ≤ r ≤ n, e o contradomı´nio nume´rico-J de matrizes e´ o objecto central a investigar.
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Lema 1.2.2 Seja A ∈Mn e x ∈ Cn tal que 〈x, x〉J = ±1. Se W±J
(
ReJA
)
e´ um segmento
de recta fechado ou uma semi-recta fechada, enta˜o as condic¸o˜es seguintes sa˜o equivalentes:
(a) Re 〈Ax, x〉J e´ um ponto extremo de ±ReW±J (A);
(b) 〈ReJAx, x〉J e´ um ponto extremo de ±W±J
(
ReJA
)
;
(c) ReJAx = λMx, onde λM e´ o ma´ximo ou o mı´nimo de σ
±
J
(
ReJA
)
.
Demonstrac¸a˜o: Dado que 〈Ax, x〉J = 〈A[∗]x, x〉J , enta˜o Re 〈Ax, x〉J = 〈ReJAx, x〉J e e´
o´bvia a equivaleˆncia entre (a) e (b). Seja z um ponto extremo de W+J
(
ReJA
)
. Enta˜o z
e´ um ponto anguloso de W+J
(
ReJA
)
e, pelo Lema 1.2.1, z e´ o valor pro´prio ma´ximo ou
mı´nimo em σJ(Re
JA), isto e´, z = λM .
(c) ⇒ (b) Se x e´ um vector pro´prio de ReJA associado a λM , enta˜o 〈ReJAx, x〉J = λM .
Logo, 〈ReJAx, x〉J e´ um extremo de W+J
(
ReJA
)
.
(b) ⇒ (c) Se x na˜o fosse vector pro´prio de ReJA associado ao valor pro´prio λM , enta˜o
〈ReJAx, x〉J 6= λM , e λM na˜o seria um ponto extremo de W±J
(
ReJA
)
, uma contradic¸a˜o.
Ana´logo racioc´ınio garante a equivaleˆncia, quando z e´ um ponto extremo da componente
convexa −W−J
(
ReJA
)
. 
O conjuntoWJ(A) obte´m-se da curva geradora de fronteira CJ(A) como o seu invo´lucro
pseudo-convexo da seguinte forma. Dados z1 e z2 dois pontos arbitra´rios da curva CJ(A),
sejam xi ∈ Cn tais que
〈Axi, xi〉J
〈xi, xi〉J = zi, i = 1, 2;
se 〈x1, x1〉J〈x2, x2〉J > 0, enta˜o WJ(A) conte´m o segmento de recta fechado que une z1 a
z2; se 〈x1, x1〉J〈x2, x2〉J < 0, enta˜o WJ(A) conte´m as semi-rectas
{αz1 + (1− α)z2 : α ≤ 0 ou α ≥ 1}.
Teorema 1.2.3 Seja A ∈ Mn e seja Ω o conjunto dos aˆngulos θ ∈ [0, 2pi) para os quais
os n valores pro´prios de ReJ
(
e−iθA
)
sa˜o todos reais, cujos vectores pro´prios associados
uθ1, . . . , u
θ
n sa˜o anisotro´picos-J . Se Ω e´ um subconjunto na˜o vazio de [0, 2pi), enta˜o WJ(A)
e´ o invo´lucro pseudo-convexo de{〈Auθk, uθk〉J
〈uθk, uθk〉J
: θ ∈ Ω, k = 1, . . . , n
}
.
Demonstrac¸a˜o: Seja pA(u, v, w) = det (uRe
JA + v ImJA + wIn). A curva CJ(A) e´ a
parte real da curva Υ∧pA , dual da curva alge´brica determinada por pA(u, v, w) = 0, no
plano projectivo complexo CP2. No Teorema 1.2.2, mostrou-se que se ux+ vy + w = 0 e´
a equac¸a˜o de uma recta de suporte de WJ(A), enta˜o pA(u, v, w) = 0. Como a curva dual
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a Υ∧pA e´ a curva original definida por pA(u, v, w) = 0, inferimos, em particular, que toda
a recta de suporte de WJ(A) e´ tangente a CJ(A).
Consideramos a direcc¸a˜o real (u, v) = (cos θ, sin θ), θ ∈ Ω, para a qual pA(u, v, w) = 0
fornece n valores pro´prios reais λθ1, . . . , λ
θ
n para
ReJ
(
e−iθA
)
= cos θReJA+ sin θ ImJA.
Por hipo´tese, os vectores pro´prios que lhe esta˜o associados uθ1, . . . , u
θ
n, θ ∈ Ω, sa˜o aniso-
tro´picos-J . Se os valores pro´prios correspondentes a vectores pro´prios uθk, satisfazendo
〈uθk, uθk〉J > 0, sa˜o todos maiores (ou menores) que os valores pro´prios correspondentes a
vectores pro´prios uθk, tais que 〈uθk, uθk〉J < 0, enta˜o existem rectas de suporte de WJ(A).
Seja λθM o valor pro´prio ma´ximo (ou mı´nimo) de Re
J
(
e−iθA
)
, tal que cos θ x+sin θ y = λθM
e´ uma recta de suporte L de WJ(A). Aplicando o Lema 1.2.2 a` matriz e−iθA, conclui-se
que a intersecc¸a˜o L ∩ W±J (A) consiste em todos os pontos 〈Au, u〉J para os quais u e´
um vector pro´prio de ReJ
(
e−iθA
)
associado a λθM , tal que 〈u, u〉J = ±1. Estes pontos
pertencem a CJ(A). Pela pseudo-convexidade do contradomı´nio nume´rico-J , conclui-se
que WJ(A) e´ o invo´lucro pseudo-convexo dos pontos
〈Auθk, uθk〉J
〈uθk, uθk〉J
, θ ∈ Ω, k = 1, . . . , n.
Se na˜o existirem rectas de suporte deWJ(A), enta˜o em qualquer direcc¸a˜o real de R2, diga-
mos (cos θ, sin θ), θ ∈ [0, 2pi), existem n rectas tangentes reais a CJ(A) com esta direcc¸a˜o,
nomeadamente, determinadas pelos n valores pro´prios λθ1, . . . , λ
θ
n, assim se concluindo a
demonstrac¸a˜o. 
O Teorema 1.2.3 verifica-se, em especial, quando os n valores pro´prios da matriz
ReJ
(
e−iθA
)
sa˜o todos reais e simples. Esta hipo´tese mais restritiva garante que todos os
vectores pro´prios associados sejam anisotro´picos-J .
1.2.3 Resultados para Matrizes Hermı´ticas-J e Normais-J
Seja J = Ir ⊕−In−r, 0 ≤ r ≤ n. Como ja´ referido em WH7, se A e´ uma matriz Her-
mı´tica-J , enta˜o WJ(A) e´ um subconjunto do eixo real. Provamos de seguida que, ale´m
disso, vale a igualdade WJ(A) = R, se A admitir pelo menos um valor pro´prio na˜o real.
Teorema 1.2.4 Se A ∈ Mn e´ Hermı´tica-J e se os seus valores pro´prios na˜o sa˜o todos
reais, enta˜o WJ(A) = R.
Demonstrac¸a˜o: Suponhamos que os valores pro´prios da matriz A sa˜o λ1, λ¯1, . . . , λs,λ¯s,
λ2s+1, . . . , λn, todos simples, e que apenas λ2s+1, . . . , λn sa˜o reais. Enta˜o existe uma base
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BA de vectores pro´prios associados f1, g1, . . . , fs, gs,f2s+1, . . . , fn satisfazendo
〈fk, fj〉J = 〈gk, gj〉J = 〈fk, gj〉J = 0, k 6= j, k, j = 1, . . . , n, (1.15)
〈fk, fk〉J = 〈gk, gk〉J = 0, k = 1, . . . , s. (1.16)
De facto, se 〈fk, fj〉J 6= 0, como A e´ Hermı´tica-J , enta˜o
λk =
〈Afk, fj〉J
〈fk, fj〉J =
〈fk, Afj〉J
〈fk, fj〉J = λ¯j, k 6= j, k, j = 1, . . . , n,
o que contradiz o facto de os valores pro´prios serem todos distintos. De modo ana´logo, se
obteˆm as restantes relac¸o˜es em (1.15) e (1.16).
Seja D a matriz em Mn cujas colunas sa˜o os vectores pro´prios da base BA. Atendendo
a (1.15), a matriz D∗JD e´ diagonal por blocos 2× 2 e 1× 1, correspondentes aos valores
pro´prios complexos e reais, respectivamente. Atendendo a (1.16), os blocos 2× 2 teˆm as
entradas diagonais nulas e, como det(D∗JD) 6= 0, as entradas fora da diagonal sa˜o na˜o
nulas. Portanto, γk = 〈gk, fk〉J 6= 0 e, consequentemente, 〈Agk, fk〉J = λ¯kγk, k = 1, . . . , s.
Considere-se o subconjunto Rk(A) de WJ(A) definido por
Rk(A) =
{〈Avθk, vθk〉J
〈vθk, vθk〉J
: vθk = fk + e
iθgk, θ ∈ [0, 2pi), 〈vθk, vθk〉J 6= 0
}
.
Mediante alguns ca´lculos, prova-se que os elementos de Rk(A), k = 1, . . . , s, sa˜o da forma
〈Avθk, vθk〉J
〈vθk, vθk〉J
=
Re(eiθλ¯kγk)
Re(eiθγk)
= |λk| (cos ξk + sin ξk tanφk) ,
com ξk = arg λk 6= 0 e φk = θ + arg γk 6= pi/2 + npi, n ∈ Z. Como λk 6= 0, k = 1, . . . , s, a`
medida que θ varia de 0 a 2pi, os elementos de Rk(A) percorrem todo o eixo real. Sendo
A Hermı´tica-J , enta˜o Rk(A) ⊆ WJ(A) ⊆ R. Portanto, WJ(A) = R.
Se os valores pro´prios de A na˜o forem todos simples, por uma perturbac¸a˜o, podemos
torna´-los todos distintos e o resultado segue por um argumento de continuidade. 
Como constataremos na Subsecc¸a˜o 1.2.4, o rec´ıproco do Teorema 1.2.4 vale para ma-
trizes de dimensa˜o dois. Contudo, para matrizes de dimensa˜o superior, WJ(A) pode ser
todo o eixo real, mesmo que os valores pro´prios da matriz A Hermı´tica-J sejam todos
reais. Tal acontece, por exemplo, quando A = diag (1, 3, 2) e J = diag (1, 1,−1), pelo
facto de 1, 3 ∈ σ+J (A), 2 ∈ σ−J (A) e atendendo a` pseudo-convexidade do contradomı´nio
nume´rico-J .
Uma matriz A ∈ Mn diz-se essencialmente Hermı´tica-J se existirem α, β ∈ C, β 6= 0,
tais que αIn + βA e´ Hermı´tica-J .
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Corola´rio 1.2.1 Se A ∈ Mn e´ essencialmente Hermı´tica-J e se os valores pro´prios da
matriz Hermı´tica-J αIn + βA, α, β ∈ C, β 6= 0, na˜o sa˜o todos reais, enta˜o WJ(A) e´ a
recta que passa por −α/β e que tem a direcc¸a˜o de − arg β.
Demonstrac¸a˜o: Pelo Teorema 1.2.4, tem-seWJ(αIn+βA) = R. Pela propriedade WH2,
vale WJ(αIn + βA) = α+ β WJ(A) e o resultado segue facilmente. 
O pro´ximo corola´rio e´ especialmente u´til, pois relaciona os valores pro´prios da matriz
ReJ
(
eiθA
)
com a existeˆncia de uma recta de suporte de WJ(A) segundo um determinado
aˆngulo perpendicular a θ.
Corola´rio 1.2.2 Seja A ∈ Mn e θ ∈ [0, 2pi). Se WJ(A) tem uma recta de suporte na
direcc¸a˜o perpendicular a` do aˆngulo θ, enta˜o os valores pro´prios de ReJ
(
eiθA
)
sa˜o todos
reais.
Demonstrac¸a˜o: Se a matriz Hermı´tica-J ReJ
(
eiθA
)
admitisse pelo menos um valor pro´-
prio na˜o real, pelo Teorema 1.2.4, ter-se-ia WJ
(
ReJ
(
eiθA
))
= R. Como as propriedades
WH2 e WH8 garantem que Re
(
eiθWJ(A)
)
= WJ
(
ReJ
(
eiθA
))
, conclui-se que a projecc¸a˜o
ortogonal da rotac¸a˜o de WJ(A) segundo o aˆngulo θ seria todo o eixo real. Portanto,
WJ(A) na˜o teria nenhuma recta de suporte na direcc¸a˜o perpendicular a` do aˆngulo θ. 
Apesar do rec´ıproco do Corola´rio 1.2.2 se verificar no caso 2×2, na˜o e´ va´lido em geral.
Exemplo 1.2.1 Se J = diag (1,−1,−1) e
A =
 1 0 00 1 −2
0 0 1
 ,
enta˜o os valores pro´prios de ReJ
(
eiθA
)
, θ ∈ [0, 2pi), sa˜o os nu´meros reais cos θ e cos θ ± 1,
contudo, WJ(A) na˜o possui recta de suporte em direcc¸a˜o alguma. Efectivamente, a curva
geradora da fronteira CJ(A) e´ constitu´ıda pelo ponto (1, 0) e pela circunfereˆncia de centro
(1, 0) e raio de comprimento um; cujo invo´lucro pseudo-convexo e´ todo o plano complexo.
Chi-Kwong Li e Leiba Rodman [96] implementaram um programa em Matlab para
gerar uma aproximac¸a˜o ao conjunto W+H (A), a partir do contradomı´nio nume´rico con-
junto de um triplo de matrizes Hermı´ticas. Seguindo uma abordagem alternativa, na
linha do Teorema 1.2.3 e dos resultados obtidos na presente subsecc¸a˜o, desenvolvemos um
algoritmo, com vista a gerar computacionalmente uma aproximac¸a˜o ao conjunto WJ(A)
e suas curvas geradoras de fronteira (consultar [22]). A ideia do algoritmo e´ baseada na
existeˆncia ou na˜o de rectas de suporte em diferentes direcc¸o˜es.
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Como ja´ referimos, a propo´sito da propriedade W1’, o contradomı´nio nume´rico cla´ssico
de uma matriz normal A ∈ Mn e´ o invo´lucro convexo do espectro de A. A validade de
um resultado ana´logo para WJ(A), quando A e´ uma matriz normal-J , e´ uma questa˜o
levantada em [95]. Respondemos afirmativamente a esta questa˜o, quando A tem valores
pro´prios simples.
Teorema 1.2.5 Se A ∈ Mn e´ uma matriz normal-J de valores pro´prios simples, enta˜o
WJ(A) e´ o invo´lucro pseudo-convexo de σ(A).
Demonstrac¸a˜o: Como os valores pro´prios λ1, . . . , λn de A sa˜o todos distintos, existe uma
base de vectores pro´prios v1, . . . , vn satisfazendo Avk = λkvk e 〈vk, vk〉J 6= 0, k = 1, . . . , n.
Por hipo´tese, A comuta com A[∗], a sua adjunta-J , enta˜o AA[∗]vk = λkA[∗]vk, isto e´,
wk = A
[∗]vk e´ um vector pro´prio de A associado a λk. A independeˆncia linear de v1, . . . , vn
assegura que exista ck ∈ C tal que wk = ckvk. Atendendo a A[∗]vk = ckvk e Avk = λkvk,
tem-se
ck〈vk, vk〉J = 〈A[∗]vk, vk〉J = 〈vk, Avk〉J = λ¯k〈vk, vk〉J ,
logo ck = λ¯k. Mediante ca´lculos ba´sicos, obte´m-se
ReJ
(
e−iθA
)
vk = Re
(
e−iθλk
)
vk, k = 1, . . . , n, θ ∈ [0, 2pi),
o que significa que v1, . . . , vn sa˜o vectores pro´prios de Re
J
(
e−iθA
)
independentes de θ e
que os valores pro´prios de ReJ
(
e−iθA
)
sa˜o todos reais. Nestas circunstaˆncias, podemos
aplicar o Teorema 1.2.3, considerando uθk = vk, qualquer que seja θ. Da igualdade
σ(A) =
{〈Avk, vk〉J
〈vk, vk〉J : k = 1, . . . , n
}
,
inferimos que WJ(A) e´ o invo´lucro pseudo-convexo do espectro de A. 
A existeˆncia de valores pro´prios mu´ltiplos de A pode originar a existeˆncia de vectores
pro´prios isotro´picos-J . Por exemplo, se J = diag (1,−1), enta˜o
A =
[
3 −1
1 1
]
e´ uma matriz Hermı´tica-J de valor pro´prio duplo 2 e os vectores pro´prios que lhe esta˜o
associados sa˜o isotro´picos-J . Ora, como constataremos a partir do Teorema 1.2.7 e) ii,
WJ(A) = R \ {2}, na˜o sendo aqui aplica´vel o conceito de invo´lucro pseudo-convexo do
espectro de A.
E´ bem conhecido [81] que A ∈ Mn e´ uma matriz unita´ria se e so´ se W (A) e´ um
pol´ıgono inscrito no disco unita´rio D e σ(A) ⊆ ∂D. A validade de um resultado ana´logo
22 CAPI´TULO 1. Contradomı´nios Nume´ricos
para WJ(U), quando U e´ uma matriz pseudo-unita´ria, e´ outra questa˜o levantada em [95].
Neste sentido, apresenta-se o seguinte resultado.
Corola´rio 1.2.3 Se U ∈ Ur,n−r tem valores pro´prios simples, enta˜o WJ(U) e´ o invo´lucro
pseudo-convexo de σ(U) ⊆ ∂D.
Demonstrac¸a˜o: A simplicidade dos valores pro´prios λ1, . . . , λn de U assegura a existeˆncia
de uma base de vectores pro´prios anisotro´picos-J de U , digamos v1, . . . , vn que lhes esta˜o
associados. Como U [∗]U = In e Uvk = λkvk, tem-se λkU [∗]vk = vk e, portanto,
〈vk, vk〉J = λk〈U [∗]vk, vk〉J = λk〈vk, Uvk〉J = λkλ¯k〈vk, vk〉J , (1.17)
concluindo-se que |λk| = 1, k = 1, . . . , n, ou seja, σ(U) ⊆ ∂D. Aplicando o Teorema 1.2.5
a` matriz U normal-J , prova-se o corola´rio. 
1.2.4 Teorema do Contradomı´nio Hiperbo´lico
Nesta subsecc¸a˜o, obte´m-se um importante teorema que, paralelamente ao Teorema
do Contradomı´nio El´ıptico, permite caracterizar, de forma minuciosa, o contradomı´nio
nume´rico-H de matrizes A ∈M2, qualquer que seja H ∈ H2 na˜o-singular.
Numa primeira abordagem ao problema, Chi-Kwong Li e Leiba Rodman [96] sugerem
a forma hiperbo´lica deWH(A), quandoH ∈ H2 na˜o-singular e´ indefinida, e a possibilidade
deW+H (A) degenerar num subconjunto de uma recta, num semi-plano ou em todo o plano
complexo. Contudo, na˜o pormenorizam a caracterizac¸a˜o dos conjuntos, nem especificam
em que condic¸o˜es concretas cada caso degenerado ocorre. Propomo-nos, seguindo uma
via alternativa, obter uma descric¸a˜o completa. Comec¸amos por um resultado parcial,
envolvendo uma classe espec´ıfica de matrizes.
Teorema 1.2.6 Sejam J = diag (1,−1),
A1 =
[
1 a1e
iθ1
b1e
iθ1 −1
]
, a1, b1 ≥ 0, a1 6= b1, θ1 ∈ [0, 2pi),
e N1 = 2 |det(A1)|+ 2− a21 − b21.
(i) Se N1 < 0, enta˜o WJ(A1) e´ todo o plano complexo.
(ii) Se N1 = 0, enta˜o WJ(A1) e´ todo o plano complexo, excepto uma recta.
(iii) Se N1 > 0, enta˜o WJ(A1) e´ limitado por uma hipe´rbole centrada na origem e de eixo
tranverso de comprimento
√
N1.
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Demonstrac¸a˜o: Considera-se a func¸a˜o
µ(ϕ) =
1
4
(
2− a21 − b21 + 2 cos(2ϕ) + 2a1b1 cos(2θ1 + 2ϕ)
)
, ϕ ∈ R.
Os valores pro´prios da matriz ReJ(eiϕA1) sa˜o da forma λ
ϕ
k = ±
√
µ(ϕ), k = 1, 2.
a) Se det(A1) = 0, isto e´, a1b1 = 1 e θ1 = pi/2 + npi, n ∈ Z, enta˜o
N1 = −(1− a
2
1)
2
a21
< 0
e os valores pro´prios λϕk = ±
√
N1/2, i = 1, 2, sa˜o nu´meros complexos imagina´rios puros,
independentes de ϕ. O Corola´rio 1.2.2 garante, nestas circunstaˆncias, que WJ(A1) na˜o
tem rectas de suporte em direcc¸a˜o alguma, o que significa que WJ(A1) = C.
b) Se det(A1) 6= 0, isto e´, a1b1 6= 1 ou θ1 6= pi/2 + npi, n ∈ Z, enta˜o µ e´ uma func¸a˜o
real, satisfazendo
4µ(ϕ) = 2− a21 − b21 + 2
∣∣1 + a1b1 e2iθ1∣∣ cos(δ1 + 2ϕ) ≤ N1, ϕ ∈ R,
onde
tan δ1 =
a1b1 sin(2θ1)
1 + a1b1 cos(2θ1)
.
Assim, a func¸a˜o µ atinge um ma´ximo, dado por N1/4, no ponto ϕ0 = npi − δ1/2, n ∈ Z.
(i) Se N1 < 0, e´ claro que µ(ϕ) < 0 e os valores pro´prios λ
ϕ
1 e λ
ϕ
2 sa˜o nu´meros complexos
imagina´rios puros, para todo o ϕ ∈ R. Como no caso a), conclui-se que WJ(A1) e´ todo o
plano complexo.
(ii) Se N1 = 0, enta˜o λ
ϕ
1 e λ
ϕ
2 sa˜o nu´meros complexos imagina´rios puros, qualquer que
seja ϕ 6= ϕ0. Pelo Corola´rio 1.2.2, WJ(A1) so´ pode, eventualmente, admitir uma recta de
suporte na direcc¸a˜o perpendicular a ϕ0. Ora, λ
ϕ0
1 = λ
ϕ0
2 = 0 e os vectores pro´prios de A1
que lhe esta˜o associados sa˜o isotro´picos-J . Portanto, WJ(A1) e´ todo o plano complexo,
excepto a recta cosϕ0 x+ sinϕ0 y = 0.
(iii) Se N1 > 0, enta˜o existem intervalos (ξ, η) contendo ϕ0, com µ(ξ) = µ(η) = 0, tais
que µ(ϕ) > 0, para qualquer ϕ ∈ (ξ, η). Em geral, dado ϕ ∈ R, os vectores
uϕk =
(−2 cosϕ− 2λϕk , a1e−i(θ1+ϕ) + b1ei(θ1+ϕ))
sa˜o vectores pro´prios de ReJ(eiϕA1) associados a λ
ϕ
k que satisfazem
〈uϕk , uϕk 〉J = 4 (λϕk + cosϕ)(λϕk + cosϕ)− a21 − b21 + 2a1b1 cos(2θ1 + 2ϕ). (1.18)
Dado ϕ ∈ (ξ, η), como a1 6= b1, temos
0 < µ(ϕ) ≤ cos2 ϕ− 1
4
(a1 − b1)2 < cos2 ϕ,
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portanto, os valores pro´prios λϕk , k = 1, 2, sa˜o nu´meros reais na˜o nulos de vectores pro´prios
anisotro´picos-J , ja´ que 〈uϕk , uϕk 〉J = 8λϕk (λϕk + cosϕ) 6= 0, k = 1, 2. Pelo Teorema 1.2.3, os
pontos da forma
xϕ + iyϕ =
〈A1uϕk , uϕk 〉J
〈uϕk , uϕk 〉J
, ϕ ∈ (ξ, η) ,
pertencem a` curva geradora de fronteira de WJ(A1), verificando-se que
xϕ =
1
4λϕk
(
2a1b1 cos(2θ1 + ϕ)− (a21 + b21 − 4) cosϕ
)
, (1.19)
yϕ =
1
4λϕk
(
2a1b1 sin(2θ1 + ϕ) + (a
2
1 + b
2
1) sinϕ
)
. (1.20)
Mediante alguns ca´lculos, a partir de (1.19) e (1.20), vem{
α1 cos(2ϕ) + β1 sin(2ϕ) = γ1
α2 cos(2ϕ) + β2 sin(2ϕ) = γ2
, (1.21)
onde
α1 = C
2 − B2 − 8Dx2, β1 = 2B(C + 4x2), γ1 = 8Ex2 − B2 − C2,
α2 = B
2 − A2 − 8Dy2, β2 = 2B(A + 4y2), γ2 = 8Ey2 − A2 − B2,
e
A = a21 + b
2
1 + 2a1b1 cos(2θ1), B = 2a1b1 sin(2θ1),
C = a21 + b
2
1 − 2a1b1 cos(2θ1)− 4, D = 2 + 2a1b1 cos(2θ1),
E = 2− a21 − b21, F = 14 (a21 − b21)
2 − A.
Eliminando ϕ no sistema (1.21), obte´m-se Ax2+2Bxy+Cy2+F = 0, a equac¸a˜o quadra´tica
de uma co´nica que, reduzida aos eixos principais, mediante uma mudanc¸a de coordenadas
adequada, tem equac¸a˜o
X2
N1
− Y
2
M1
=
1
4
, (1.22)
com M1 = 2 |det(A1)| − 2 + a21 + b21. Como M1 > 0, a equac¸a˜o (1.22) da curva gera-
dora de fronteira de WJ(A1) e´ uma hipe´rbole centrada na origem, de eixos transverso e
na˜o-transverso de comprimento
√
N1 e
√
M1, respectivamente. 
O pro´ximo lema permitira´ simplificar consideravelmente o estudo a que nos propomos.
Lema 1.2.3 Dada A = [aij] ∈M2, existe uma matriz pseudo-unita´ria U ∈ U1,1 tal que
U−1AU =
[
a11 |a12| ei ϑ
|a21| ei ϑ a22
]
, ϑ =
1
2
arg (a12a21) .
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Demonstrac¸a˜o: Seja U = diag (eiη, eiµ), tal que 2η+arg a21 = 2µ+arg a12. A matriz U
pertence ao grupo pseudo-unita´rio U1,1 e satisfaz o pretendido. 
E´ chegado o momento de apresentar, na sua forma mais geral, o Teorema do Con-
tradomı´nio Hiperbo´lico, um pilar essencial desta teoria de contradomı´nios nume´ricos em
espac¸os de Krein e que se revelara´ de muito interesse e utilidade na˜o so´ nas secc¸o˜es
seguintes, como ainda na obtenc¸a˜o dos resultados centrais do cap´ıtulo dois.
Teorema 1.2.7 (Teorema do Contradomı´nio Hiperbo´lico) Seja J = diag (1,−1) e
A = [aij] ∈M2, tal que σ(A) = {α1, α2}, α = 12Tr(A). Sejam
M = |α1|2 + |α2|2 − Tr
(
A[∗]A
)
e N = Tr
(
A[∗]A
)− 2Re (α1α2) . (1.23)
a) Se M > 0 e N > 0, enta˜o WJ(A) e´ limitado por uma hipe´rbole de focos α1 e α2, eixos
transverso e na˜o-transverso de comprimento
√
N e
√
M , respectivamente.
b) Se M > 0 e N = 0, enta˜o WJ(A) e´:
i. a recta l, se |a12| = |a21|, ii. todo o plano, excepto a recta l, se |a12| 6= |a21|,
em que l e´ a recta que passa por α e e´ perpendicular ao segmento que une α1 a α2;
c) Se M > 0 e N < 0, enta˜o WJ(A) e´ todo o plano complexo.
d) Se M = 0 e N > 0, enta˜o WJ(A) e´ a recta definida por α1 e α2, excepto o segmento
de recta aberto de extremos α1 e α2.
e) Se M = N = 0, enta˜o WJ(A) e´:
i. {α}, se a11 = a22; ii. a recta definida por a11 e a22, excepto α, se a11 6= a22.
Demonstrac¸a˜o: Consideram-se
Ak =
[
k ake
i θk
bke
i θk −k
]
e βk =
1
2
(a11 − a22)k + 1− k,
com k = 0, se a11 = a22, e k = 1, caso contra´rio. Pelo Lema 1.2.3, existe uma matriz
pseudo-unita´ria U ∈ U1,1, tal que
U [∗]AU = αI2 + βkAk, (1.24)
em que U [∗] e´ a adjunta-J de U e
ak = |a12||βk|−1, bk = |a21||βk|−1, θk = 1
2
arg(a12a21)− arg βk.
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Utilizando as propriedades WH1 e WH2, podemos descrever WJ(A) a partir de
WJ(Ak) =
{
k|x1|2+ k|x2|2+ (akx1x2− bkx1x2)e iθk
|x1|2− |x2|2 : x1, x2 ∈ C, |x1| 6= |x2|
}
, (1.25)
com k = 0, se a11 = a22, e k = 1, caso contra´rio. Tomando
r =
|x1|2 + |x2|2
|x1|2 − |x2|2 e φ = arg x2 − arg x1,
reescreve-se (1.25) na forma
WJ(Ak) =
{
rk +
1
2
√
r2 − 1 (ake iφ − bke−iφ) e iθk : r ∈ R, r2 − 1 ≥ 0, φ ∈ [0, 2pi)} .
Portanto, x+ iy ∈ WJ(Ak) se e so´ se
x = k r +
1
2
√
r2 − 1 ((ak − bk) cos θk cosφ− (ak + bk) sin θk sinφ),
y =
1
2
√
r2 − 1 ((ak − bk) sin θk cosφ+ (ak + bk) cos θk sinφ).
I. Seja k = 1 e a1 6= b1. Mediante alguns ca´lculos, obte´m-se a seguinte famı´lia de curvas:
((x− r) sin θ1 − y cos θ1)2
(a1 + b1)2
+
((x− r) cos θ1 + y sin θ1)2
(a1 − b1)2 =
r2 − 1
4
,
determinada pelo paraˆmetro r tal que r2 − 1 ≥ 0. A envolvente a esta famı´lia de curvas
e´ dada pela equac¸a˜o Ax2 + 2Bxy + Cy2 + F = 0 de uma co´nica, em que
A = a21 + b
2
1 + 2a1b1 cos(2θ1), B = 2a1b1 sin(2θ1),
C = a21 + b
2
1 − 2a1b1 cos(2θ1)− 4, F = 14 (a21 − b21)
2 − A. (1.26)
Reduzindo a co´nica aos seus eixos principais, atrave´s de uma mudanc¸a de coordenadas
adequada, obte´m-se a equac¸a˜o reduzida
M1X
2 −N1Y 2 = M1N1
4
, (1.27)
em que M1 e −N1 sa˜o os valores pro´prios da matriz sime´trica real
S =
[
A B
B C
]
, (1.28)
associada a` forma quadra´tica Ax2 + 2Bxy + Cy2, ou seja,
M1 = 2
√
1 + 2a1b1 cos(2θ1) + a21b
2
1 − 2 + a21 + b21, (1.29)
N1 = 2
√
1 + 2a1b1 cos(2θ1) + a21b
2
1 + 2− a21 − b21. (1.30)
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Atendendo a a21 + b
2
1 ≥ 2a1b1, tem-se
M1 ≥ 2|1− a1b1| − 2(1− a1b1) ≥ 0.
(Mais, M1 = 0 se e so´ se a1 = b1 = 0 ou a1 = b1 ≤ 1 e θ1 = pi/2 + npi, n ∈ Z.) Sendo
a1 6= b1, obviamente M1 > 0. Verifica-se, ainda, facilmente que Tr (A[∗]1 A1) = 2− a21 − b21
e, como os valores pro´prios de A1 sa˜o α
′
1 =
√
1 + a1b1e 2iθ1 e −α′1, tem-se
M1 = 2|α′1|2 − Tr (A[∗]1 A1) e N1 = 2|α′1|2 + Tr (A[∗]1 A1). (1.31)
Por outro lado, os vectores pro´prios da matriz S em (1.28) associados ao valor pro´prio
M1 teˆm a direcc¸a˜o do vector
u =
(
Re (α′1)
2 − |α′1|2, Im (α′1)2
)
.
Ora, identificando vectores em R2 com nu´meros complexos, u2 e´ dado por(
Re (α′1)
2 − |α′1|2 + i Im (α′1)2
)2
= 2
(
Re (α′1)
2 − |α′1|2
)
(α′1)
2
,
concluindo-se que a recta definida pelos valores pro´prios −α′1 e α′1 tem a direcc¸a˜o do vector
u. Podemos, agora, classificar a co´nica que descreve a fronteira de WJ(A1), atendendo
ao sinal de M1N1, apenas dependente do sinal de N1, dada a positividade estrita de M1.
Treˆs subcasos podem ocorrer:
a) Se N1 > 0, enta˜o (1.27) reduz-se a` equac¸a˜o
X2
N1
− Y
2
M1
=
1
4
,
de uma hipe´rbole centrada na origem, cujos eixos transverso e na˜o-transverso teˆm com-
primento
√
N1 e
√
M1, respectivamente, sendo a semi-distaˆncia focal dada por γ = |α′1|.
A direcc¸a˜o do eixo transverso da hipe´rbole e´ a do vector u, concluindo-se que os seus focos
sa˜o ± γ u/‖u‖, precisamente, os valores pro´prios de A1.
b) Se N1 = 0, enta˜o (1.27) degenera na equac¸a˜o X = 0, da recta l1 que passa pela origem
e e´ perpendicular ao segmento que une −α′1 a α′1. Pelo Teorema 1.2.6 (ii), WJ(A1) e´ todo
o plano complexo, excepto a recta l1.
c) Se N1 < 0, pelo Teorem 1.2.6 (i), tem-se que WJ(A1) e´ todo o plano complexo.
II. Seja k = 1 e a1 = b1.
a) Se a1 = 0 ou θ1 = pi/2+npi, n ∈ Z, enta˜o os valores pro´prios da matriz A1 reduzem-se a
α′1 =
√
1− a21 e −α′1, eWJ(A1) e´ um subconjunto pseudo-convexo de R. Os elementos das
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componentes convexas W+J (A1) e −W−J (A1) sa˜o determinados pelas imagens da famı´lia
de func¸o˜es fφ| [1,+∞), φ ∈ [0, 2pi), e fφ| (−∞,−1], φ ∈ [0, 2pi), respectivamente, definidas por
fφ(r) = r − a1(−1)n
√
r2 − 1 sinφ, r ∈ (−∞,−1] ∪ [1,+∞).
Para n par, como fpi/2 ≤ fφ ≤ f3pi/2, qualquer que seja φ ∈ R, basta estudar os extremos
das func¸o˜es fpi/2 e f3pi/2 (fpi/2 na˜o admite mı´nimo, nem f3pi/2 ma´ximo, quando a1 ≥ 1).
Se a1 < 1, verifica-se que α
′
1 e´ o mı´nimo de fpi/2| [1,+∞) e f3pi/2| [1,+∞) na˜o admite ma´ximo,
ou seja, W+J (A1) = [α
′
1,+∞). Se a1 = 1, constata-se que fpi/2(r) > 0, para todo o r ≥ 1,
e W+J (A1) = (0,+∞). Para n ı´mpar, invertem-se os pape´is das func¸o˜es fpi/2 e f3pi/2, mas
tiram-se as mesmas concluso˜es. Mais se observa que fpi/2(−r) = −f3pi/2(r), o que permite
descrever −W−J (A1) a partir de W+J (A1). Em resumo,
i. WJ(A1) = R \ ]− α′1, α′1[, se a1 < 1;
ii. WJ(A1) = R \ {0}, se a1 = 1;
iii. WJ(A1) = R, se a1 > 1 (pelo Teorema 1.2.4, pois A1 e´ Hermı´tica-J e α′1 ∈ C \R).
b) Se a1 6= 0 e θ1 6= pi/2 + npi, n ∈ Z, enta˜o caracterizam-se os elementos de WJ(A1)
pela famı´lia de segmentos de recta y sin θ1 = (r− x) cos θ1, com r ∈ R tal que r2 − 1 ≥ 0,
de extremos determinados por y = ± a1
√
r2 − 1 cos θ1. Eliminando o paraˆmetro r destas
duas equac¸o˜es, obte´m-se
(x+ tg θ1 y)
2 −
(
y
a1 cos θ1
)2
= 1,
precisamente a equac¸a˜o da co´nica Ax2 + 2Bxy + Cy2 + F = 0 obtida em I, com A,B,C,F
definidos por (1.26), para o caso particular a1 = b1. Assim, as concluso˜es para WJ(A1)
adveˆm das obtidas em I, ou seja, WJ(A1) e´ uma hipe´rbole como a do subcaso I.a), aten-
dendo a que M1, N1 > 0, quando se toma a1 = b1 em (1.29) e (1.30).
III. Seja k = 0. Para a0 = b0 = 0, e´ claro que WJ(A0) = {0}. Se a0 = b0 6= 0, enta˜o
WJ(A0) = ie
iθ0R, a recta que passa pela origem e e´ perpendicular a` recta definida pelos
valores pro´prios de A0. Se a0 6= b0, observa-se que e−iθ0(x+ i y) ∈ WJ(A0) se e so´ se
x2
(a0 + b0)2
+
y2
(a0 − b0)2 =
r2 − 1
4
, r ∈ (−∞,−1] ∪ [1,+∞),
ou seja, WJ(A0) = C.
IV. Conclu´ıda a descric¸a˜o de WJ(Ak), k = 0, 1, podem tirar-se as devidas concluso˜es para
WJ(A). Ora, resulta de (1.24), pelas propriedades WH1 e WH2, que
WJ(A) = α + βkWJ(Ak),
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com k = 0, se a11 = a22, e k = 1, caso contra´rio. Constata-se, ainda, que WJ(A) conte´m
os valores pro´prios α1 e α2 de A, desde que WJ(Ak) contenha os valores pro´prios α
′
1 e
−α′1 de Ak, uma vez que
α1 = α + βkα
′
1 e α2 = α − βkα′1. (1.32)
Da relac¸a˜o (1.32) entre os valores pro´prios de A e Ak e a partir de (1.24), donde resulta
U [∗]A[∗]U = α¯I2 + β¯kA
[∗]
k , concluem-se as igualdades
QA = 2|α|2 + |βk|2QAk , (1.33)
onde (QA,QAk) e´ dado pelas expresso˜es (|α1|2 + |α2|2, 2|α′1|2) ou (2Re (α1α2) , 2|α′1|2) ou
(Tr(A[∗]A),Tr(A[∗]k Ak)). A partir de (1.33), mediante ca´lculos elementares, verifica-se que
M,N definidos em (1.23) e M1, N1 em (1.31) esta˜o relacionados da seguinte forma:
M = |β1|2M1 e N = |β1|2N1.
Assim, se a11 = a22, a partir do estudo feito para k = 0 em III, conclui-se que WJ(A)
e´ o ponto α, se A e´ uma matriz escalar; a recta l que passa por α e que e´ perpendicular a`
recta definida por α1 e α2, se |a12| = |a21| 6= 0; e todo o plano complexo, caso contra´rio.
Agora, seja a11 6= a22 e utilize-se o estudo antes efectuado para k = 1. Quando
|a12| 6= |a21|, com base no discutido em I, caso em que M > 0, tem-se:
A) Se N > 0, enta˜o WJ(A) e´ limitado por uma hipe´rbole centrada em α, de focos α1
e α2, eixos transverso e na˜o-transverso de comprimento
√
N e
√
M , respectivamente;
B) Se N = 0, enta˜o WJ(A) e´ todo o plano complexo, excepto a recta l;
C) Se N < 0, enta˜o WJ(A) e´ todo o plano complexo.
Quando |a12| = |a21| 6= 0 e a diferenc¸a entre arg(a12a21) e 2 arg(a11 − a22) e´ um aˆngulo
distinto de pi, enta˜o M,N > 0 e, por II.b), o conjunto WJ(A) tem a fronteira hiperbo´lica
descrita em A). Quando |a12| = |a21| e arg(a12a21) e 2 arg(a11 − a22) diferem entre si por
um aˆngulo pi, ou A e´ uma matriz diagonal na˜o escalar, enta˜o WJ(A) e´ um subconjunto
da recta s, dada por α + β1R, que passa por α e e´ claramente definida por a11 = α + β1
e a22 = α− β1. A partir da ana´lise tecida em II.a), conclui-se, em particular, que:
D) Se 2|a12| < |a11 − a22|, enta˜o WJ(A) e´ a recta s, excepto o segmento aberto que
une α1 a α2 (nota-se que α1, α2 sa˜o distintos e pertencem a s);
E) Se 2|a12| = |a11 − a22|, enta˜o WJ(A) e´ toda a recta s, excepto o ponto α (nota-se
que α = α1 = α2);
F) Se 2|a12| > |a11−a22|, enta˜oWJ(A) e´ toda a recta s (nota-se que α1, α2 sa˜o distintos,
definem uma recta perpendicular a s e, portanto, s coincide com l).
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O caso descrito em E) ocorre, se M = N = 0. Nos restantes casos, em que WJ(A) e´
um subconjunto de uma recta, pelo menos uma das constantes M ou N e´ zero, sendo a
outra positiva. Perante a unia˜o de semi-rectas em D), temos M = 0 e N > 0. Quando a
situac¸a˜o da recta em F) ocorre, temos N = 0 e M > 0. 
A prova que apresentamos para o Teorema do Contradomı´nio Hiperbo´lico e´ algo ex-
tensa. O tratamento exaustivo que fazemos tem a virtude de permitir discernir, de forma
consistente, a raza˜o da ocorreˆncia de cada conjunto degenerado.
Nota 1.2.2 Perante as hipo´teses do Teorema 1.2.7 a), b) ii e d), a matriz A ∈M2 admite
um valor pro´prio em σ+J (A), digamos α1. Da demonstrac¸a˜o anterior, facilmente se deduz
que o conjunto W+J (A) e´:
• a componente convexa de WJ(A), limitada pelo ramo da hipe´rbole, que conte´m o
valor pro´prio α1, na hipo´tese a);
• o semi-plano aberto definido pela recta l e contendo α1, na hipo´tese b) ii;
• a semi-recta fechada em WJ(A) com α1 por extremo, na hipo´tese d);
• a semi-recta aberta de extremo α, contendo o ponto a11, na hipo´tese e) ii;
• coincidente com WJ(A), nos restantes casos.
Como mencionado no ponto III da Nota 1.2.1, estamos, agora, em condic¸o˜es de com-
pletar a caracterizac¸a˜o de WH(A), quaisquer que sejam A ∈ M2 e H ∈ H2 indefinida
na˜o-singular. Para tal, basta recordar a relac¸a˜o (1.14) entre o contradomı´nio nume´rico-
-H de A e o contradomı´nio nume´rico-J de AR = R
−1AR, onde R ∈ M2 e´ uma matriz
na˜o-singular, satisfazendo R∗HR = J . Observa-se que os valores pro´prios de A e AR
coincidem, que Tr(H−1A∗HA) = Tr(JA∗RJAR) e aplica-se o Teorema 1.2.7. Conclui-se,
assim, que WH(A) e´ limitado por uma hipe´rbole, possivelmente degenerada, de focos nos
valores pro´prios α1 e α2 de A, cujos eixos transverso e na˜o-transverso teˆm comprimento√
NH e
√
MH , respectivamente, onde
MH = |α1|2 + |α2|2 − Tr
(
A[∗]A
)
, NH = Tr
(
A[∗]A
)− 2Re (α¯1α2) ,
e A[∗] e´ a adjunta-H de A. Nos casos degenerados, WH(A) reduz-se a um ponto, a um
subconjunto de uma recta, a todo o plano complexo, ou a todo o plano excepto uma
recta. Os sinais das constantes MH e NH (e a relac¸a˜o entre as entradas diagonais ou na˜o
diagonais de AR) ditam os diferentes casos degenerados.
Como corola´rio do Teorema 1.2.7, obte´m-se a descric¸a˜o de W+J (A), para matrizes
A ∈M2 Hermı´ticas-J .
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Corola´rio 1.2.4 Se J = diag (1,−1) e A = [aij] ∈ M2 e´ uma matriz Hermı´tica-J de
valores pro´prios α1 e α2, enta˜o W
+
J (A) e´:
i) R, se α1, α2 ∈ C \ R; iv) {α1}, se α1 = α2 e a11 = a22;
ii) [α1,+∞), se α1 > α2 e a11 > a22; v) (α1,+∞), se α1 = α2 e a11 > a22;
iii) (−∞, α1], se α1 < α2 e a11 < a22; vi) (−∞, α1), se α1 = α2 e a11 < a22;
com α1, α2 ∈ R nos casos ii) - vi).
Demonstrac¸a˜o: Repetindo o rac´ıocinio inicial da demonstrac¸a˜o do Teorema 1.2.7, o
Lema 1.2.3 garante que existe uma matriz pseudo-unita´ria U ∈ U1,1, satisfazendo
U [∗]AU = αI2 + βkAk, (1.34)
onde
α =
1
2
Tr(A), βk =
1
2
(a11 − a22)k + 1− k e Ak =
[
k ake
i θk
bke
i θk −k
]
,
em que
ak = |a12||βk|−1, bk = |a21||βk|−1, θk = 1
2
arg(a12a21)− arg βk,
com k = 0, se a11 = a22, e k = 1, caso contra´rio. Claramente, A e´ Hermı´tica-J se e so´ se
Ak e´ Hermı´tica-J se e so´ se ak = bk e (ak = 0 ou θk = pi/2+npi, n ∈ Z). Nestas condic¸o˜es,
α, βk ∈ R e os valores pro´prios de Ak sa˜o dados por α′1 =
√
k2 − a2k e α′2 = −α′1. Ale´m
disso, como os valores pro´prios de A e de Ak satisfazem a relac¸a˜o αj = α+βkα
′
j, j = 1, 2,
a partir do estudo pormenorizado efectuado nos casos II.a) e III da demonstrac¸a˜o do
Teorema 1.2.7, podemos clarificar as diversas situac¸o˜es que podem surgir:
i) Obviamente, αj /∈ R se e so´ se α′1 ∈ i (R \ {0}), o que ocorre quando k = 0 e a0 6= 0, ou
quando k = 1 e a1 < 1. Em ambos os casos, resulta da demonstrac¸a˜o do Teorema 1.2.7
que W+J (Ak) = R, k = 0, 1.
ii) - iii) Ora, αj ∈ R se e so´ se α′1 ∈ R. Ale´m disso, α1 6= α2 se e so´ se α′1 6= 0. Tal ocorre
apenas quando k = 1 e a1 > 1, verificando-se que W
+
J (A1) = [
√
1− a21,+∞).
iv) A matriz A e´ escalar se e so´ se k = 0 e A0 = 0, tendo-se W
+
J (A0) = {0}.
v) -vi) A matriz A e´ na˜o escalar e α1 = α2 se e so´ se k = 1 e α
′
1 = 0, isto e´, a1 = 1, caso
em que W+J (A1) = (0,+∞).
As propriedades WH1 e WH2’ aplicadas a (1.34) conduzem a W
+
J (A) = α + βkW
+
J (Ak).
Facilmente se caracteriza W+J (A) a partir do ja´ estudado conjunto W
+
J (Ak), que vem
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agora afectado do sinal de β1, quando k = 1, permitindo distinguir entre ii) e iii), e entre
v) e vi). 
A partir do Corola´rio 1.2.4, pode descrever-se, com facilidade, o contradomı´nio nume´-
rico-J de matrizes A ∈M2 essencialmente Hermı´ticas-J .
Exemplo 1.2.2 Sejam J = diag (1,−1) e a seguinte matriz essencialmente Hermı´tica-J
A = (1 + i)
[
1 a
−a −1
]
, a > 0.
Designa-se por lpi/4 a bissectriz dos quadrantes ı´mpares do plano complexo. Se a > 1,
enta˜o WJ(A) e´ a recta lpi/4. Se a = 1, enta˜o WJ(A) e´ a recta lpi/4, com excepc¸a˜o da
origem. Se a < 1, apenas os pontos ± eipi/4√1− a2 pertencem a` fronteira de WJ(A).
Em particular, quando a =
√
2/2, tem-se que WJ(A) e´ a unia˜o disjunta das semi-rectas
fechadas, colineares a lpi/4, de extremos
1
2
(1− i) e 1
2
(1 + i).
1.2.5 Contradomı´nios Hiperbo´licos de Matrizes por Blocos
Considera-se, para 0 < r < n, a matriz por blocos
A =
[
aIr X
Y bIn−r
]
, a, b ∈ C, X, Y ∗ ∈ Mr×(n−r), (1.35)
em que XY e Y X sa˜o matrizes normais, e p = min(r, n − r). Ethan S. Brown e Ilya
M. Spitkovsky [36] provaram que W (A) e´ o invo´lucro convexo de p elipses, algumas
eventualmente coincidentes e/ou degeneradas, todas centradas em (a + b)/2. Para A do
tipo (1.35) e J = Ir ⊕ −In−r, provaremos que o conjunto WJ(A) e´, sob determinadas
condic¸o˜es, o invo´lucro pseudo-convexo de p hipe´rboles na˜o degeneradas, todas centradas
em 1
2
(a+ b).
Lema 1.2.4 Seja A uma matriz por blocos do tipo (1.35), 0 < r < n, com XY e Y X
matrizes normais, e p = min(r, n− r). Sejam σ1, . . . , σp e δ1, . . . , δp os valores singulares
de X e Y , respectivamente. Enta˜o existe uma matriz pseudo-unita´ria U ∈ Ur,n−r, tal que
U−1AU =
[
aIr Σ
∆ bIn−r
]
, (1.36)
onde Σ e ∆ sa˜o matrizes de entradas na˜o diagonais nulas e de entradas da diagonal prin-
cipal dadas por σ1e
iφ1 , . . ., σp e
iφp e δ1e
iφ1 , . . . , δp e
iφp, respectivamente, para determinados
φ1, . . . , φp ∈ [0, 2pi).
1.2. Contradomı´nio Nume´rico em Espac¸os de Krein 33
Demonstrac¸a˜o: Pelo Teorema da Decomposic¸a˜o dos Valores Singulares [80], existem
matrizes unita´rias U1 ∈ Mr e U2 ∈ Mn−r, tais que U∗1XU2 tem as entradas da diago-
nal principal dadas pelos valores singulares σ1, . . . , σp de X e as restantes entradas sa˜o
nulas. Sendo XY e Y X ambas matrizes normais, existem φ1, . . . , φp ∈ [0, 2pi), tais que os
elementos da diagonal principal de U∗1Y
∗U2 sa˜o dados por δ1e2iφ1 , . . . , δpe2iφp e os restantes
elementos sa˜o zero [80, p.426]. Tomando
D1 = diag
(
eiη1 , . . . , eiηp
)⊕ Ir−p, D2 = diag (eiµ1 , . . . , eiµp)⊕ In−r−p,
em que µk − ηk = φk, k = 1, . . . , p, verifica-se, com facilidade, que a matriz por blocos
U = (U1D1)⊕ (U2D2) satisfaz simultaneamente U∗JU = J , J = Ir ⊕−In−r, e (1.36). 
Antes da apresentac¸a˜o do resultado principal desta secc¸a˜o, relembra-se que se T ∈Mn
e´ uma matriz por blocos do tipo
T =
[
X Y
Z W
]
, X ∈ Mr, W ∈ Mn−r,
em queX e´ na˜o-singular, enta˜o det(T ) = det(X) det(W−ZX−1Y ) [89]. Em particular, se
n = 2r e X, Y, Z,W sa˜o matrizes que comutam entre si, enta˜o det(T ) = det(XW −ZY ).
Teorema 1.2.8 Seja J = Ir ⊕ −In−r, 0 < r < n, seja A uma matriz por blocos do tipo
(1.35), com XY e Y X matrizes normais, e p = min(r, n− r). Consideram-se
βj± =
1
2
(a+ b) ± 1
2
√
(a− b)2 + 4σjδje2iφj , j = 1, . . . , p, (1.37)
em que σ1, . . . , σp e δ1, . . . , δp sa˜o os valores singulares de X e Y , respectivamente, e
φ1, . . . , φp ∈ [0, 2pi) sa˜o determinados por X e Y como no Lema 1.2.4. Se
2Re
(
β¯j+βj−
)
< |a|2 + |b|2 − σ2j − δ2j < |βj+|2 + |βj−|2, j = 1, . . . , p, (1.38)
enta˜o a curva geradora de fronteira de WJ(A) e´ constitu´ıda por p hipe´rboles na˜o degene-
radas (algumas possivelmente coincidentes), todas centradas em 1
2
(a+ b), de focos βj+ e
βj−, eixo na˜o-transverso de comprimento√
|βj+|2 + |βj−|2 − |a|2 − |b|2 + σ2j + δ2j , j = 1, . . . , p, (1.39)
e eventualmente um ponto, a se n < 2r, e b se n > 2r. O conjunto WJ(A) e´ o invo´lucro
pseudo-convexo destas p hipe´rboles.
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Demonstrac¸a˜o: Pelo Lema 1.2.4, atendendo a` propriedade WH1, pode centrar-se a
atenc¸a˜o no estudo de WJ(B), em que B e´ a matriz por blocos em (1.36). O polino´mio
caracter´ıstico de
ReJ
(
eiθB
)
=
1
2
[
2Re
(
aeiθ
)
Ir e
iθΣ− e−iθ∆∗
eiθ∆− e−iθΣ∗ 2Re(beiθ)In−r
]
,
e´ dado por
Pn(t) = (t− caθ)r−p(t− cbθ)n−r−p det ((t− caθ)(t− cbθ)Ip −Dθ),
em que caθ = |a| cos(θ+arg a), cbθ = |b| cos(θ+arg b) e Dθ e´ a matriz diagonal p× p, cuja
j-e´sima entrada diagonal e´
dθj =
1
2
σjδj cos(2θ + 2φj)− 1
4
(σ2j + δ
2
j ), j = 1, . . . , p.
As ra´ızes do polino´mio Pn(t) satisfazem
(t− caθ)r−p(t− cbθ)n−r−p
p∏
j=1
(
t2 − (caθ + cbθ) t+ caθcbθ − dθj
)
= 0,
e os valores pro´prios de ReJ
(
eiθB
)
sa˜o
λθj± =
1
2
(caθ + cbθ) ± 1
2
√
(caθ − cbθ)2 + 4dθj , j = 1, . . . , p, (1.40)
e caθ (cbθ), se n < 2r (n > 2r). Obviamente σj, δj na˜o sa˜o simultaneamente zero, caso
contra´rio a segunda desigualdade em (1.38) na˜o se verificaria. O vector uθj± ∈ Cn, de
componentes j e r + j iguais a 2caθ − 2λθj± e σje−i(θ+φj) + δje i(θ+φj), respectivamente,
todas as restantes sendo zero, e´ um vector pro´prio de ReJ
(
eiθB
)
associado ao valor pro´-
prio λθj±, j = 1, . . . , p. Se n < 2r, o vector el da base cano´nica de Cn e´ um vector pro´prio de
ReJ
(
eiθB
)
associado ao valor pro´prio caθ, que satisfaz 〈Bel, el〉J = a, l = n− r+ 1, . . . , r;
se n > 2r, enta˜o el e´ um vector pro´prio de Re
J
(
eiθB
)
associado ao valor pro´prio cbθ,
satisfazendo 〈Bel, el〉J = −b, l = 2r+ 1, . . . , n. Como (1.38) se verifica, existem direcc¸o˜es
determinadas pelos aˆngulos θ, para as quais todos os valores pro´prios de ReJ
(
eiθB
)
sa˜o
nu´meros reais. Assim, a partir do Teorema 1.2.3, conclui-se que a curva geradora de
fronteira de WJ(B) coincide com as curvas geradoras de fronteira de WJ2(Bj), quando
J2 = diag (1,−1) e
Bj =
[
a σje
iφj
δje
iφj b
]
, j = 1, . . . , p, (1.41)
e possivelmente um ponto, a se n < 2r, e b se n > 2r. Os valores pro´prios de Bj sa˜o
βj± definidos em (1.37) e vale Tr (B
[∗]
j Bj) = |a|2 + |b|2 − σ2j − δ2j . Pelo Teorema 1.2.7 a),
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conclui-se que WJ2(Bj) e´ limitado por uma hipe´rbole, de focos em βj+, βj− e eixo na˜o-
-transverso de comprimento (1.39). Se n = 2r, a curva geradora de fronteira de WJ(B)
e´ dada precisamente por estas p hipe´rboles, algumas das quais podem coincidir. Ale´m
disso, e´ claro que a ∈ W+J2(Bj) e b ∈ −W−J2(Bj), j = 1, . . . , p. Consequentemente, mesmo
quando as matrizes X, Y sa˜o rectangulares, isto e´, no caso n 6= 2r, o conjunto WJ(B) e´ o
invo´lucro pseudo-convexo das p hipe´rboles anteriormente descritas. 
Exemplo 1.2.3 Sejam J = I2 ⊕−I2 e
A =

1 0 1
2
0
0 1 0 3
2
1 0 −1 0
0 i 0 −1
 . (1.42)
Ora, A e´ uma matriz por blocos do tipo (1.35), com a = 1, b = −1, tal que XY = Y X e´
uma matriz diagonal. Pelo Teorema 1.2.8, WJ(A) e´ o invo´lucro pseudo-convexo de duas
hipe´rboles apresentadas na Figura 1.1.
Figura 1.1: Curva geradora de fronteira de WJ(A), para A e J no Exemplo 1.2.3.
Considera-se, agora, Y ∗ = kX, k ∈ C, na matriz A definida por blocos em (1.35).
Neste caso especial, A admite um contradomı´nio nume´rico cla´ssico el´ıptico [36]. No
corola´rio seguinte, obte´m-se o paralelo hiperbo´lico para o contradomı´nio nume´rico-J .
Corola´rio 1.2.5 Seja J = Ir ⊕−In−r, 0 < r < n, seja A uma matriz por blocos do tipo
(1.35), com Y ∗ = kX, k ∈ C, e p = min(r, n− r). Consideram-se
βj± =
1
2
(a+ b) ± 1
2
√
(a− b)2 − 4kσ2j , j = 1, . . . , p,
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em que σ1, . . . , σp sa˜o os valores singulares de X. Se
2Re
(
β¯j+βj−
)
< |a|2 + |b|2 − σ2j (1 + |k|2) < |βj+|2 + |βj−|2, j = 1, . . . , p,
enta˜o WJ(A) e´ limitado por uma hipe´rbole, de focos β1+ e β1−, cujo eixo na˜o-transverso
tem comprimento √
|β1+|2 + |β1−|2 − |a|2 − |b|2 + σ21(1 + |k|2).
Demonstrac¸a˜o: Da prova do Teorema 1.2.8, conclui-se queW+J (A) e´ o invo´lucro convexo
de W+J2(Bj), onde J2 = diag (1,−1) e Bj sa˜o as matrizes 2 × 2 em (1.41), j = 1, . . . , p.
Como Y ∗ = kX, enta˜o δj = |k|σj e 2φj = arg k + pi, j = 1, . . . , p. Provaremos que
W+J2(Bj) ⊆ W+J2(B1), j = 2, . . . , p. (1.43)
Recordando a definic¸a˜o de W+J2(Bj), tem-se
W+J2(Bj) =
{
a|x1|2 − b|x2|2 + σjeiφj(x¯1x2 + |k|x¯2x1) : |x1|2 − |x2|2 = 1
}
. (1.44)
Tomando r = |x1|2 e γ = arg x2 − arg x1 em (1.44), e denotando por E a curva
{(1 + |k|) cos γ + i(1− |k|) sin γ : γ ∈ [0, 2pi)} ,
podemos escrever
W+J2(Bj) =
⋃
r≥1
(
(a− b)r + b+ σjeiφj
√
r(r − 1) E
)
.
Qualquer z ∈ W+J2(Bj) esta´ sobre a curva Γj = (a − b)r + b + σjeiφj
√
r(r − 1) E , para
uma determinada escolha de r. Consoante o valor de k, a curva E e´ a fronteira de uma
elipse centrada na origem, ou um segmento de recta. Como σ1 ≥ σj, enta˜o Γj esta´ no
domı´nio limitado por Γ1. Ora Γ1 ⊆ W+J2(B1) e este u´ltimo conjunto e´ convexo, pelo que
z ∈ Γj ⊆ W+J2(B1) e verifica-se (1.43). Assim, W+J (A) =W+J2(B1). Resultado ana´logo vale
para W−J (A) e o corola´rio e´ consequeˆncia do Teorema 1.2.8. 
Exemplo 1.2.4 Sejam J = I2 ⊕−I2 e
A =

1 0 1
2
0
0 1 0 3
2
− i
2
0 −1 0
0 −3i
2
0 −1
 . (1.45)
Ora, A e´ uma matriz por blocos do tipo (1.35), com a = 1 e b = −1, Y ∗ = iX. Pelo
Corola´rio 1.2.5, WJ(A) e´ uma hipe´rbole e seu interior. A Figura 1.2 apresenta as duas
hipe´rboles que formam a curva geradora de fronteira de WJ(A).
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Figura 1.2: Curva geradora de fronteira de WJ(A), para A e J no Exemplo 1.2.4.
Chama-se matriz quadra´tica a uma matriz A ∈Mn que satisfac¸a uma equac¸a˜o quadra´-
tica do tipo A2+βA+γIn = 0, com β, γ ∈ C. Estas matrizes teˆm polino´mio caracter´ıstico
de grau dois. Se A ∈ Mn e´ uma matriz quadra´tica de valores pro´prios a e b, enta˜o A e´
unitariamente semelhante a uma matriz do tipo[
aIr X
0 bIn−r
]
, (1.46)
em que X e´ uma matriz semi-definida positiva. Shu-Hsien Tso e Pei Yuan Wu [128]
mostraram que o contradomı´nio nume´rico cla´ssico de matrizes quadra´ticas e´ um disco
el´ıptico. Agora, ao tomar-se k = 0 no Corola´rio 1.2.5, obte´m-se o resultado seguinte,
especificando o contradomı´nio nume´rico-J desta classe especial de matrizes.
Corola´rio 1.2.6 Seja J = Ir ⊕ −In−r, 0 < r < n, e seja A uma matriz quadra´tica
unitariamente semelhante a uma matriz por blocos do tipo (1.46). Se 0 < σ1 < |a − b|,
em que σ1 e´ o maior valor pro´prio de X, enta˜o WJ(A) e´ limitado por uma hipe´rbole de
focos em a e b, e eixo na˜o-transverso de comprimento σ1.
1.3 Contradomı´nio Tracial-C,H
Introduzimos, de seguida, uma das generalizac¸o˜es mais famosas do contradomı´nio
nume´rico cla´ssico, devida a Moshe Goldberg e E. G. Straus [67]. Dada C ∈ Mn, o
contradomı´nio nume´rico-C de A ∈Mn e´ o subconjunto do plano complexo que se denota
e define por
WC(A) = {Tr (CU∗AU) : U ∈Mn, U∗U = In} .
Se C = diag (1, 0, . . . , 0), enta˜o WC(A) =W (A).
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Define-se a o´rbita unita´ria da matriz A ∈Mn por
O(A) = {U∗AU : U ∈Mn, U∗U = In}.
Pode encarar-se O(A) como o conjunto de todas as representac¸o˜es matriciais de um de-
terminado operador linear L em Cn, em relac¸a˜o a diferentes bases ortonormadas. Para
ilustrar o seu papel, observa-se que o operador linear L e´ normal (auto-adjunto) se e so´
se O(A) conte´m uma matriz diagonal (diagonal real), ou que L e´ um mu´ltiplo escalar do
operador identidade se e so´ se O(A) e´ um conjunto singular.
Neste ponto, recorda-se que o produto interno usual da a´lgebra Mn e´ da forma
〈X,Y 〉 = Tr (Y ∗X) , X, Y ∈ Mn,
Pelo Teorema da Representac¸a˜o de Riesz [45, 3.4], dada uma funcional linear F em Mn,
existe uma matriz C ∈Mn, tal que F (X) = Tr (CX), qualquer que seja X ∈Mn. Assim,
WC(A) e´ justamente a imagem da o´rbita unita´ria de A ∈ Mn por uma funcional linear
em Mn.
Ao substituir C por matrizes com estruturas especiais, WC(A) reduz-se a outros con-
tradomı´nios nume´ricos mais simples. Apresentamos alguns exemplos.
Se C = Ik ⊕ 0n−k, enta˜o WC(A) diz-se o contradomı´nio nume´rico-k de A ∈ Mn e
denota-se por Wk(A), k = 1, . . . , n. Obviamente, W1(A) = W (A) e Wn(A) = {Tr (A)}.
O conjunto Wk(A) e´ convexo. A primeira soluc¸a˜o para este problema, proposto por Paul
R. Halmos, deve-se a C. A. Berger [30] (consultar [73] para uma versa˜o simplificada).
Se C = diag (c1, . . . , cn), enta˜o WC(A) diz-se o contradomı´nio nume´rico-c de A ∈Mn,
simplesmente denotado por Wc(A), em que c = (c1, . . . , cn) ∈ Cn. Este conceito foi
introduzido, em 1975, por Westwick [131] que provou a convexidade de Wc(A), c ∈ Rn,
usando teoria de Morse. Desde enta˜o, ao contra´rio do Teorema de Toeplitz-Hausdorff,
na˜o surgiram alternativas de demonstrac¸a˜o para o Teorema de Westwick, com excepc¸a˜o
de uma prova puramente alge´brica de Yiu-Tung Poon [116].
Verifica-se que o conjunto WC(A) e´ unitariamente invariante por transformac¸o˜es de
semelhanc¸a unita´ria de A ou de C. Assim sendo, se C ∈ Mn e´ normal e os seus valores
pro´prios sa˜o as componentes do vector c ∈ Cn, enta˜o WC(A) =Wc(A). Em particular, se
C ∈ Mn e´ essencialmente Hermı´tica ou, equivalentemente, normal com valores pro´prios
colineares, enta˜o resulta do Teorema de Westwick que WC(A) e´ convexo, para A ∈ Mn
arbitra´ria. Em geral, WC(A) na˜o e´ convexo, mesmo para A,C ∈M3 normais [131].
Na˜o obstante, Wai-Shun Cheung e Nam-Kiu Tsing [38] mostraram que WC(A) e´ um
conjunto estrelado relativamente ao ponto 1
n
Tr (A) Tr (C). Um conjunto S diz-se estrelado
relativamente a um ponto x se αx+ (1− α)y ∈ S, para todo o y ∈ S e 0 ≤ α ≤ 1.
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Alvo de intensa investigac¸a˜o recente e com muitas propriedades interessantes (ver [92]
para uma s´ıntese dos principais resultados conhecidos a` data), o conjunto WC(A) motiva
a nossa pro´xima definic¸a˜o.
Sejam C ∈ Mn e H ∈ Hn uma matriz na˜o-singular. O contradomı´nio tracial-C,H de
A ∈Mn denota-se e define-se por
WHC (A) =
{
Tr
(
CU [∗]AU
)
: U ∈Mn, U∗HU = H
}
. (1.47)
Este conjunto reduz-se ao contradomı´nio nume´rico-C, quando H = ±In.
As seguintes propriedades ba´sicas do contradomı´nio tracial-C,H deduzem-se facil-
mente da definic¸a˜o:
WHC1. W
H
V [∗]CV (U
[∗]AU) =WHC (A), para quaisquer matrizes U e V unita´rias-H;
WHC2. W
H
C (αIn + βA) = αTr(C) + βW
H
C (A), para quaisquer escalares α, β ∈ C;
WHC3. W
H
C[∗](A
[∗]) = {z¯ : z ∈ WHC (A)};
WHC4. W
H
C (A) =W
H
A (C), isto e´, sa˜o sime´tricos os pape´is das matrizes A e C.
Sem perda de generalidade, pode considerar-se na definic¸a˜o de WHC (A), no lugar da
matriz H, a matriz J = Ir ⊕ −In−r, onde r e´ o nu´mero de valores pro´prios positivos de
H, contando multiplicidades. Efectivamente, utilizando a lei de ine´rcia de Sylvester [80],
facilmente se verifica que
WHC (A) = W
J
CR
(AR), (1.48)
em que R e´ uma matriz na˜o-singular tal que R∗HR = J e´ a matriz de ine´rcia de H,
AR = R
−1AR e CR = R−1CR.
Pelo facto do grupo pseudo-unita´rio Ur,n−r ser conexo [114] e de W JC (A) ser o con-
tradomı´nio da aplicaca˜o cont´ınua de Ur,n−r em C definida por U 7→ Tr
(
CU [∗]AU
)
, conclui-
-se que W JC (A) e´ um conjunto conexo, quaisquer que sejam A,C ∈ Mn. Sendo o grupo
unita´rio Un,0 compacto, ana´logo racioc´ınio garante a compacidade do conjunto WC(A),
quaisquer que sejam A,C ∈Mn.
Seja σ = σ1σ2 uma permutac¸a˜o em Sn, o grupo sime´trico de grau n, tal que σ1 e σ2
sa˜o permutac¸o˜es de 1, . . . , r e r + 1, . . . , n, respectivamente. Se αi e ci, i = 1, . . . , n, sa˜o
os valores pro´prios de A e C, respectivamente, os pontos
zσ =
r∑
i=1
ciασ1(i) +
n∑
i=r+1
ciασ2(i), (1.49)
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dizem-se os pontos-σ de W JC (A). Quando r = n, os pontos zσ, σ ∈ Sn, pertencem a
WC(A) e desempenham um papel fundamental nesta teoria.
Uma matriz U de colunas x1, . . . , xn ∈ Cn pertence ao grupo pseudo-unita´rio Ur,n−r
se e so´ se o conjunto de vectores x1, . . . , xn forma uma base ortonormada-J , isto e´,
〈xk, xl〉J = jk δkl, k, l = 1, . . . , n, (1.50)
onde jk denota a k-e´sima entrada diagonal da matriz J = Ir ⊕−In−r, 0 ≤ r ≤ n.
Se C = diag (c1, . . . , cn) ∈ Mn, enta˜o decorre directamente da definic¸a˜o do contrado-
mı´nio tracial-C, J que
W JC (A) =
{
n∑
k=1
jk ck 〈Axk, xk〉J : x1, . . . , xn ∈ Cn satisfazendo (1.50)
}
. (1.51)
Podemos, sem perda de generalidade, fixar uma ordem para os elementos principais da
matriz diagonal C, uma vez que a reordenac¸a˜o das primeiras r e das u´ltimas n−r entradas
principais na˜o afecta a forma de W JC (A). Efectivamente, se Cσ = P
T
σ CPσ, onde Pσ e´ a
matriz de permutac¸a˜o associada a σ = σ1σ2 ∈ Sn, com σ1 e σ2 permutac¸o˜es de 1, . . . , r e
r+1, . . . , n, respectivamente, pela propriedade WHC1, vale a igualdade W
J
C (A) =W
J
Cσ
(A).
Por exemplo, se c = (c1, . . . , cn) ∈ Rn, como Wc(A) na˜o depende da ordenac¸a˜o das
componentes de c, podemos supor a seguinte ordem na˜o-crescente: c1 ≥ · · · ≥ cn.
Em particular, se C = Ekk, onde {E11, . . . , Enn} denota a base cano´nica de Mn, enta˜o
W JC (A) reduz-se a ±W±J (A), consoante jk = ±1.
1.3.1 Formas Especiais do Contradomı´nio Tracial-C, J
Uma te´cnica muito u´til na teoria de contradomı´nios nume´ricos e suas generalizac¸o˜es e´ a
reduc¸a˜o de certos problemas ao caso bidimensional. O primeiro e mais famoso problema
a usufruir desta manipulac¸a˜o engenhosa foi a convexidade do contradomı´nio nume´rico
cla´ssico, ou seja, o Teorema de Toeplitz-Hausdorff.
O Caso 2× 2 para W JC (A) e C diagonal
Moshe Goldberg e E. G. Straus [67] caracterizaram o contradomı´nio nume´rico-C de
matrizes 2× 2, quando C e´ diagonal. Este Teorema do Contradomı´nio El´ıptico relativo a
WC(A) mostra que o conjunto e´ convexo, neste caso especial.
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Teorema 1.3.1 Se C = diag (c1, c2) ∈ M2 e A ∈ M2 tem valores pro´prios α1 e α2,
enta˜o WC(A) e´ um disco el´ıptico (possivelmente degenerado), cujos focos sa˜o os pontos-σ,
zid = c1α1 + c2α2 e z(12) = c1α2 + c2α1, e cujos eixos maior e menor teˆm comprimento
|c1 − c2|
√
Tr(A∗A)− 2Re (α¯1α2) e |c1 − c2|
√
Tr(A∗A)− |α1|2 − |α2|2,
respectivamente.
Demonstrac¸a˜o [67]: Como C = c2 I2 + (c1 − c2)E11 e WE11(A) = W (A), atendendo a`s
propriedades WHC2 e W
H
C4 (com H = In), tem-se
WC(A) = c2Tr(A) + (c1 − c2)W (A). (1.52)
Se C e´ uma matriz escalar, e´ o´bvio que WC(A) = {Tr(A)Tr(C)/2} . Se C e´ na˜o-escalar, o
resultado e´ imediato a partir de (1.52) e do Teorema 1.1.1. 
Prossegue-se com a caracterizac¸a˜o do contradomı´nio tracial-C, J para matrizes ar-
bitra´rias 2× 2, quando C e´ diagonal e J = diag (1,−1), a qual decorre de modo simples
e natural do Teorema do Contradomı´nio Hiperbo´lico.
Teorema 1.3.2 Seja J = diag (1,−1), C = diag (c1, c2) ∈ M2 e A = [aij] ∈ M2, com
σ(A) = {α1, α2}, α = 12Tr(A) Tr(C). Sejam
M = (c1 − c2)2
(|α1|2 + |α2|2 − Tr(A[∗]A)) ,
N = (c1 − c2)2
(
Tr
(
A[∗]A
)− 2Re (α¯1α2)) .
Consideram-se ainda os pontos-σ zid = c1α1 + c2α2 e z(12) = c1α2 + c2α1.
a) Se M > 0 e N > 0, enta˜o W JC (A) e´ limitado por um dos ramos da hipe´rbole de
focos zid e z(12), cujos eixos transverso e na˜o-transverso teˆm comprimento
√
N e
√
M ,
respectivamente.
b) Se M > 0 e N = 0, enta˜o W JC (A) e´:
i. a recta l, se |a12| = |a21|;
ii. um semi-plano aberto definido pela recta l, se |a12| 6= |a21|;
em que l e´ a recta que passa por α e e´ perpendicular ao segmento que une zid a z(12).
c) Se M > 0 e N < 0, enta˜o W JC (A) e´ todo o plano complexo.
d) Se M = 0 e N > 0, enta˜o W JC (A) e´ uma semi-recta fechada, sobre a recta definida por
zid e z(12), com um dos pontos-σ por extremo.
e) Se M = N = 0, enta˜o W JC (A) e´:
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i. o conjunto singular {α}, se a11 = a22 ou c1 = c2;
ii. uma semi-recta aberta, sobre a recta definida por c1a11 + c2a22 e c2a11 + c1a22, de
extremo α, se a11 6= a22 e c1 6= c2.
Demonstrac¸a˜o: Como C = c2 I2 + (c1 − c2)E11 e W JE11(A) =W+J (A), pois j1 = 1, pelas
propriedades WHC2 e W
H
C4, tem-se
W JC (A) = c2Tr(A) + (c1 − c2)W+J (A). (1.53)
Se C e´ uma matriz escalar, e´ o´bvio que W JC (A) = {α} . Se C e´ na˜o-escalar, o resultado e´
consequeˆncia de (1.53) e do Teorema 1.2.7. 
Corola´rio 1.3.1 Se J = diag (1,−1), C = diag (c1, c2) ∈M2(R) e A = [aij] ∈M2 e´ uma
matriz Hermı´tica-J de valores pro´prios α1 e α2, tal que zid = c1α1 + c2α2, enta˜o W
J
C (A)
e´:
i) R, se α1, α2 ∈ C \ R;
ii) [zid,+∞), se (α1 > α2 e a11 > a22 e c1 > c2) ou (α1 < α2 e a11 < a22 e c1 < c2);
iii) (−∞, zid], se (α1 < α2 e a11 < a22 e c1 > c2) ou (α1 > α2 e a11 > a22 e c1 < c2);
iv) {zid}, se (α1 = α2 e a11 = a22) ou c1 = c2, isto e´, A = α1I2 ou C = c1I2;
v) (zid,+∞), se α1 = α2 e (c1 − c2)(a11 − a22) > 0;
vi) (−∞, zid), se α1 = α2 e (c1 − c2)(a11 − a22) < 0;
com α1, α2 ∈ R nos casos ii) - vi).
Demonstrac¸a˜o: Atendendo a (1.53), o resultado segue facilmente do Corola´rio 1.2.4 que
apresenta a descric¸a˜o minuciosa de W+J (A), quando A e´ Hermı´tica-J . 
A ana´lise atenta e criteriosa do caso 2 × 2 permite derivar outros resultados interes-
santes para o contradomı´nio nume´rico, para ale´m da convexidade, como a caracterizac¸a˜o
das matrizes cujo contradomı´nio nume´rico e´ um conjunto singular ou o subconjunto de
uma recta ou um pol´ıgono (e seu interior), e a caracterizac¸a˜o de pontos da fronteira na˜o
diferencia´veis. Dirigimos a atenc¸a˜o destes problemas para o contradomı´nio tracial-C, J .
Condic¸o˜es para W JC (A) ser um Conjunto Singular
Dada A ∈ Mn e k, l ∈ {1, . . . , n}, denota-se por A[kl] a submatriz principal de A
determinada pelas linhas e colunas k e l.
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Lema 1.3.1 Sejam C = diag (c1, . . . , cn) , A = [aij] ∈ Mn. Enta˜o W JC (A) conte´m o
conjunto
W JklCkl(Akl) +
∑
i6=k,l
ciaii, (1.54)
onde Akl = A[kl], Ckl = C[kl] e Jkl = J [kl], 1 ≤ k < l ≤ n.
Demonstrac¸a˜o: Seja z um elemento arbitra´rio do conjunto (1.54), isto e´,
z = Tr(CklM
−1AklM) +
∑
i6=k,l
ciaii,
em que M ∈M2 e´ uma matriz satisfazendo M∗JklM = Jkl. Sejam
A′ =
[
Akl A12
A21 Aˇkl
]
, C ′ =
[
Ckl 0
0 Cˇkl
]
,
e UM as matrizes que se obteˆm de A, C e M ⊕ In−2, respectivamente, permutando as
linhas e colunas 1 e 2 pelas linhas e colunas k e l. Observa-se que
(M ⊕ In−2)−1A′(M ⊕ In−2) =
[
M−1AklM M−1A12
A21M Aˇkl
]
.
Mediante ca´lculos simples, verifica-se que
z = Tr(CklM
−1AklM) + Tr(CˇklAˇkl) = Tr(C ′(M⊕In−2)−1A′(M⊕In−2)) = Tr(CU [∗]MAUM),
onde UM ∈Mn satisfaz U∗MJUM = J . Portanto, z ∈ W JC (A). 
Se A ∈Mn ou C ∈Mn e´ uma matriz escalar, e´ claro que WHC (A) =
{
1
n
Tr(A)Tr(C)
}
.
Teorema 1.3.3 Seja C ∈ Mn uma matriz diagonal na˜o-escalar. Dada A ∈ Mn, W JC (A)
e´ um conjunto singular se e so´ se A e´ uma matriz escalar.
Demonstrac¸a˜o: A implicac¸a˜o (⇐) e´ o´bvia.
(⇒) Seja Cσ = PσCP Tσ , em que Pσ e´ a matriz de permutac¸a˜o associada a σ ∈ Sn e
C = diag (c1, . . . , cn). Suponhamos que A = [aij] e´ uma matriz na˜o-escalar. E´ poss´ıvel
encontrar k, l, tais que 1 ≤ k < l ≤ n (com k ≤ r < l, se 0 < r < n), e σ = σ1σ2, com σ1 e
σ2 permutac¸o˜es de 1, . . . , r e r+1, . . . , n, respectivamente, de tal modo que Akl = A[kl] e
C ′kl = Cσ[kl] sa˜o submatrizes principais na˜o-escalares de A e Cσ, respectivamente. Nestas
condic¸o˜es, a adjunta-J de Pσ e´ P
T
σ e, pela propriedade W
H
C1, tem-se W
J
C (A) = W
J
Cσ
(A).
Pelo Lema 1.3.1, W JCσ(A) conte´m o conjunto
Γkl = W
Jkl
C′kl
(Akl) +
∑
i6=k,l
cσ(i)aii.
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Se r = 0 ou r = n, enta˜o W JklC′kl
(Akl) = WC′kl(Akl) e, pelo Teorema 1.3.1, o subconjunto
Γkl de W
J
C (A) e´ um disco el´ıptico, eventualmente degenerado, mas nunca um ponto. Se
0 < r < n, enta˜o Jkl = diag (1,−1) e, pelo Teorema 1.3.2, o subconjunto Γkl de W JC (A) e´
um ramo de uma hipe´rbole com interior, possivelmente degenerada, mas nunca um ponto.
Em qualquer caso, W JC (A) na˜o e´ um conjunto singular. 
Condic¸o˜es para W JC (A) ser um Subconjunto de uma Recta
Agora, generalizamos o resultado de WC(A) ser um subconjunto do eixo real se e so´ se
A e´ uma matriz Hermı´tica, quando C ∈Mn(R) e´ diagonal, ao contradomı´nio tracial-C, J .
Teorema 1.3.4 Seja C ∈ Mn(R) uma matriz diagonal na˜o-escalar. Dada A ∈ Mn,
W JC (A) e´ um subconjunto do eixo real se e so´ se A e´ uma matriz Hermı´tica-J .
Demonstrac¸a˜o: (⇐) Qualquer z ∈ W JC (A) e´ da forma z = Tr
(
CU [∗]AU
)
, U ∈ Ur,n−r, e
satisfaz
z¯ = Tr
(
CU [∗]AU
)∗
= Tr
(
JU [∗]A[∗]UJC
)
.
Como C e´ diagonal, e´ claro que JCJ = C. Se A[∗] = A, enta˜o z¯ = z, logo W JC (A) ⊆ R.
(⇒) Supondo que A = [aij] na˜o e´ Hermı´tica-J , enta˜o A conte´m uma submatriz prin-
cipal Akl = A[kl], 1 ≤ k < l ≤ n (com k ≤ r < l, se 0 < r < n), que na˜o e´ Hermı´tica-Jkl
onde Jkl = J [kl]. Como na demonstrac¸a˜o do Teorema 1.3.3, atendendo de novo ao
Lema 1.3.1, W JC (A) conte´m o conjunto
Γkl = W
Jkl
C′kl
(Akl) +
∑
i6=k,l
cσ(i)aii,
onde σ = σ1σ2, sendo σ1 e σ2 permutac¸o˜es de 1, . . . , r e r+ 1, . . . , n, respectivamente, tal
que C ′kl = Cσ[kl] e´ uma submatriz principal na˜o escalar de Cσ = PσCP
T
σ . Repetindo os
passos da demonstrac¸a˜o do Teorema 1.3.3, o subconjunto Γkl deW
J
C (A) e´ um disco el´ıptico
ou um ramo de uma hipe´rbole com interior, que nunca degeneram num subconjunto do
eixo real. 
O Corola´rio que se segue e´ uma consequeˆncia imediata do Teorema 1.3.4.
Corola´rio 1.3.2 Seja C ∈ Mn(R) uma matriz diagonal na˜o-escalar. Dada A ∈ Mn,
W JC (A) e´ um subconjunto de uma linha recta se e so´ se A e´ uma matriz essencialmente
Hermı´tica-J .
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Demonstrac¸a˜o: (⇐) Da definic¸a˜o de matriz essencialmente Hermı´tica-J , pela pro-
priedade WHC2 e pelo Teorema 1.3.4, tem-se o pretendido.
(⇒) SeW JC (A) e´ um subconjunto de uma linha recta, pela propriedade WHC2, pode aplicar-
-se uma rotac¸a˜o e uma translac¸a˜o a W JC (A), de modo a obter-se um subconjunto do eixo
real, isto e´, existem escalares α, β ∈ C, α 6= 0, tais que W JC (αIn + βA) ⊆ R. Pelo
Teorema 1.3.4, a matriz αIn + βA e´ Hermı´tica-J , concluindo-se que A e´ essencialmente
Hermı´tica-J . 
1.3.2 Uma Consequeˆncia do Teorema de Tarski
Recorrendo a um teorema devido a Tarski, Leal Duarte [48] mostrou que a fronteira
de WC(A), A,C ∈ Mn, e´ uma unia˜o finita de arcos alge´bricos. Nakazato, Mishikawa e
Takaguchi [108] seguiram outra abordagem e obtiveram o mesmo resultado. Provaremos
que um resultado ana´logo vale para o contradomı´nio tracial-C,H.
Apo´s introduzir alguma notac¸a˜o u´til, enunciamos o Teorema de Tarski, remetendo a
sua demonstrac¸a˜o para [83]. Denota-se por Z[t1, . . . , tr;x1, . . . , xs] o anel de polino´mios
sobre o conjunto dos nu´meros inteiros, constitu´ıdo pelos polino´mios f(t1, . . . , tr;x1, . . . , xs)
nas varia´veis x1, . . . , xs e de coeficientes em Z[t1, . . . , tr].
Teorema 1.3.5 (Teorema de Tarski) Sejam f1, . . . , fm e g1, . . . , gn polino´mios no anel
Z[t1, . . . , tr;x1, . . . , xs]. E´ poss´ıvel encontrar, num nu´mero finito de passos, uma colecc¸a˜o
finita de conjuntos ψ1, . . . , ψp, onde
ψl = {Fl1 , . . . , Flpl ;Gl1 , . . . , Glql}, Fli , Glj ∈ Z[t1, . . . , tr], 1 ≤ i ≤ pl, 1 ≤ j ≤ ql,
tal que, qualquer que seja w = (w1, . . . , wr) ∈ R, em que R e´ um corpo real fechado
arbitra´rio, as equac¸o˜es polinomiais
f1(w1, . . . , wr;x1, . . . , xs) = 0, . . . , fm(w1, . . . , wr;x1, . . . , xs) = 0,
g1(w1, . . . , wr;x1, . . . , xs) > 0, . . . , gn(w1, . . . , wr;x1, . . . , xs) > 0
teˆm uma soluc¸a˜o se e so´ se existe pelo menos um l, 1 ≤ l ≤ p, tal que
Fli(w) = 0, 1 ≤ i ≤ pl, Glj(w) > 0, 1 ≤ j ≤ ql,
tambe´m tem uma soluc¸a˜o.
Seguindo de perto a abordagem adoptada por Leal Duarte [48], aplica-se o Teorema
de Tarski para provar que a fronteira de WHC (A) e´ constitu´ıda por uma unia˜o finita de
arcos alge´bricos.
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Teorema 1.3.6 Sejam A,C ∈ Mn matrizes diagonais. A fronteira de WHC (A) e´ uma
unia˜o finita de arcos alge´bricos e, portanto, uma curva de classe C∞, excepto possivelmente
num nu´mero finito de pontos.
Demonstrac¸a˜o: Primeiro, mostra-se que estamos nas condic¸o˜es de aplicar o Teorema
de Tarski. Sejam A = diag (α1, . . . , αn) e C = diag (c1, . . . , cn) . Ora, z ∈ WHC (A) se e
so´ se existe uma matriz U unita´ria-H tal que z = Tr(CU [∗]AU). Sejam H = [akj + ibkj]
e U = [xkj + iykj], onde akj, bkj, xkj, ykj ∈ R, k, j = 1, . . . , n. Os pontos de WHC (A)
satisfazem as seguintes condic¸o˜es nas varia´veis xkj e ykj:
Re z + i Im z − Tr(C[akj + ibkj]−1[xkj + iykj]∗[akj + ibkj]A[xkj + iykj]) = 0, (1.55)
n∑
k,l=1
(xkm − i ykm)(akl + i bkl)(xlr + i ylr)− (amr + i bmr) = 0, 1 ≤ m, r ≤ n. (1.56)
Os primeiros membros das equac¸o˜es (1.55) e (1.56) sa˜o polino´mios nos paraˆmetros Re z,
Im z, Reαh, Imαh, Re ch, Im ch, h = 1, . . . , n, akj, bkj, k, j = 1, . . . , n, e nas varia´veis
xkj, ykj, k, j = 1, . . . , n. Considerando as partes reais e imagina´rias destes polino´nios e
igualando-as a zero, obte´m-se um conjunto de equac¸o˜es polinomiais de coeficientes inteiros
nos mesmos paraˆmetros e varia´veis. Pelo Teorema de Tarski, pode concluir-se que existe
uma colecc¸a˜o finita de conjuntos ψ1, . . . , ψp, onde
ψl = {Fl1 , . . . , Flnl ;Gl1 , . . . , Glml}, Fls , Glq ∈ Z[t1, . . . , tn2+4n+2], 1 ≤ s ≤ nl, 1 ≤ q ≤ ml,
tais que, para qualquer
w = ((Re z, Im z), (Reαh, Imαh,Re ch, Im ch, h = 1, . . . , n), (akj, bkj, k, j = 1, . . . , n)),
em Cn2+4n+2, as equac¸o˜es iniciais (1.55) e (1.56) teˆm uma soluc¸a˜o se e so´ se existe pelo
menos um l, 1 ≤ l ≤ p, tal que
Fls(w) = 0, 1 ≤ s ≤ nl, Glq(w) > 0, 1 ≤ q ≤ ml, (1.57)
tem uma soluc¸a˜o. Um ponto que apenas satisfac¸a as desigualdade em (1.57) (e nenhuma
igualdade) na˜o pertence a` fronteira de WHC (A). A fronteira de W
H
C (A) e´ constitu´ıda por
um nu´mero finito de arcos alge´bricos. Os pontos fronteiros sa˜o de classe C∞, a menos que
satisfac¸am as equac¸o˜es (1.57) para, no mı´nimo, dois valores de l, o que apenas se verifica
para um nu´mero finito de pontos [83, p.325]. 
O resultado anterior pode ser generalizado a matrizes arbitra´rias A,C ∈Mn.
Aplicando este resultado a C = E11 (Enn), com 0 < r < n, conclui-se que a fronteira
de W JC (A) = W
+
J (A) (−W−J (A)) e´ uma unia˜o finita de arcos alge´bricos. Em particular,
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para AR = R
−1AR, em que R e´ uma matriz na˜o-singular tal que R∗HR = J e´ a matriz
de ine´rcia de H, conclui-se que as curvas geradoras de fronteira de WH(A) =WJ(AR) sa˜o
curvas alge´bricas, respondendo afirmativamente a uma questa˜o colocada por C.-K. Li, N.
K. Tsing e F. Uhlig [95, p.16].
1.3.3 Pontos Angulosos do Contradomı´nio Tracial-C, J
Consideremos J = Ir⊕−In−r, 0 ≤ r ≤ n, e C ∈Mn uma matriz diagonal. O teorema
seguinte, sobre os pontos angulosos de W JC (A), generaliza um importante resultado de
Nata´lia Bebiano [11], relativo ao contradomı´nio nume´rico-C.
Teorema 1.3.7 Seja C = c1In1 ⊕ · · · ⊕ cpInp, n1, . . . , np ∈ N, n1 + · · · + np = n, com
c1, . . . , cp nu´meros complexos distintos dois a dois. Se A ∈ Mn e z = Tr
(
CU [∗]AU
)
,
U ∈ Ur,n−r, e´ um ponto anguloso de W JC (A), enta˜o
U [∗]AU = A1 ⊕ · · · ⊕ Ap e z =
p∑
i=1
ciTr(Ai), Ai ∈Mni , i = 1, . . . , p.
Demonstrac¸a˜o: Para simplificar, escreva-se AU = U
[∗]AU . Como J = Ir ⊕ −In−r,
tem-se J1/2 = Ir ⊕ i In−r. Dada S ∈ Mn uma matriz Hermı´tica arbitra´ria e t ∈ R numa
vizinhanc¸a de zero,
eitJ
1/2SJ1/2 = I + itJ1/2SJ1/2 +O(t2)
e´ uma matriz pseudo-unita´ria em Ur,n−r. Considera-se a func¸a˜o diferencia´vel
f(t) = Tr
(
C e−itJ
1/2SJ1/2AU e
itJ1/2SJ1/2
)
.
Como z = Tr(CAU) e´ um ponto anguloso de W
J
C (A), a derivada de f em relac¸a˜o a t no
ponto t = 0 e´ nula. Ora
f ′(0) = iTr
(
CAUJ
1/2SJ1/2 − CJ1/2SJ1/2AU
)
= iTr
(
SJ1/2[C,AU ]J
1/2
)
,
dada a propriedade c´ıclica do trac¸o e usando a notac¸a˜o usual de comutadores de matrizes.
Sendo S arbitra´ria, de f ′(0) = 0, conclui-se que J1/2[C,AU ]J1/2 = 0 e, assim,
[C,AU ] = 0. (1.58)
Por hipo´tese, C e´ uma soma directa de p matrizes escalares ciIni , com ci, i = 1, . . . , p,
todos distintos. Portanto, segue de (1.58), ou seja, do facto de AU e C comutarem entre
si, que AU e´ uma soma directa do tipo A1 ⊕ · · · ⊕ Ap, em que Ai ∈ Mni , i = 1, . . . , p.
Verifica-se, com facilidade, que
z = Tr(CAU) =
p∑
i=1
ciTr(Ai). 
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Apresentam-se algumas consequeˆncias imediatas do Teorema 1.3.7.
Corola´rio 1.3.3 Seja C = Ik ⊕ 0n−k, 1 ≤ k ≤ n. Se A ∈ Mn e z ∈ W JC (A) e´ um ponto
anguloso de W JC (A), enta˜o existe U ∈ Ur,n−r tal que
U [∗]AU = A1 ⊕ A2 e z = Tr(A1), A1 ∈Mk.
Se J = In, enta˜o o Teorema 1.3.7 e o Corola´rio 1.3.3 caracterizam os pontos angulosos
do contradomı´nio nume´rico-C e do contradomı´nio nume´rico-k de A, respectivamente.
Corola´rio 1.3.4 Seja A ∈ Mn. Se z e´ um ponto anguloso do conjunto ±W±J (A), enta˜o
z ∈ σ±J (A) e existe x ∈ Cn, tal que
Ax = zx, A[∗]x = z¯x e 〈x, x〉J = ±1.
Demonstrac¸a˜o: Seja z ∈ W+J (A) um ponto anguloso de W+J (A). Enta˜o J 6= −In e,
pelo Corola´rio 1.3.3, com k = 1, existe U ∈ Ur,n−r, r 6= 0, tal que U [∗]AU = [z] ⊕ A2,
onde A2 ∈ Mn−1. Enta˜o U [∗]A[∗]U = [z¯] ⊕ B2, em que B2 e´ a adjunta-J [11] de A2.
Obte´m-se, assim, U [∗]AUe1 = ze1 e U [∗]A[∗]Ue1 = z¯e1, onde e1 e´ o primeiro vector da
base cano´nica de Cn. Como UU [∗] = In, tem-se AUe1 = zUe1 e A[∗]Ue1 = z¯Ue1, ou seja,
x = Ue1 e´ simultaneamente um vector pro´prio de A associado ao valor pro´prio z e um
vector pro´prio de A[∗] associado ao valor pro´prio z¯, satisfazendo 〈x, x〉J = 〈e1, e1〉J = 1.
De modo ana´logo, prova-se o resultado quando z e´ um ponto anguloso de −W−J (A). 
Nota 1.3.1 O Lema 1.2.1, embora mais geral, e´ consequeˆncia imediata do Corola´rio 1.3.4.
De facto, seja z ∈ ±W±H (A) um ponto anguloso de ±W±H (A). Ora, dada AR = R−1AR,
onde R e´ uma matriz na˜o-singular tal que R∗HR = J e´ a matriz de ine´rcia de H, tem-se
W±H (A) = W
±
J (AR). Pelo Corola´rio 1.3.4 aplicado a` matriz AR, existe x ∈ Cn, tal que
ARx = zx, JA
∗
RJx = z¯x e 〈x, x〉J = ±1. Donde resulta, para y = Rx, que Ay = zy,
H−1A∗Hy = zy e 〈y, y〉H = 〈x, x〉J = ±1, portanto, z ∈ σ±H(A) e z¯ ∈ σ±H(A[∗]).
Se A e C sa˜o matrizes nas hipo´teses do Teorema 1.3.7, e´ o´bvio que det(A− λIn) = 0
se e so´ se det(Ai − λIni) = 0, i = 1, . . . , p. Portanto, os pontos angulosos de W JC (A) sa˜o
do tipo
z =
p∑
i=1
ci
ni∑
k=1
αik,
em que αik, k = 1, . . . , ni, sa˜o os valores pro´prios da matriz A associados ao bloco Ai,
i = 1, . . . , p. O resultado seguinte e´, assim, uma consequeˆncia trivial do Teorema 1.3.7,
quando p = n, e relaciona os pontos angulosos e os pontos-σ do contradomı´nio tracial-C, J .
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Corola´rio 1.3.5 Seja C = diag (c1, . . . , cn) ∈ Mn, com c1, . . . , cn todos distintos. Se
A ∈ Mn tem valores pro´prios α1, . . . , αn e z ∈ W JC (A) e´ um ponto anguloso de W JC (A),
enta˜o z e´ um ponto-σ do tipo
zσ =
r∑
i=1
ciασ1(i) +
n∑
i=r+1
ciασ2(i), (1.59)
com σ = σ1σ2 ∈ Sn, para σ1 e σ2 permutac¸o˜es de 1, . . . , r e r+ 1, . . . , n, respectivamente.
Demonstrac¸a˜o: Pelo Teorema 1.3.7, com p = n, existe uma matriz pseudo-unita´ria
U ∈ Ur,n−r, tal que U [∗]AU e´ um matriz diagonal, cujas entradas da diagonal principal
sa˜o os valores pro´prios de A. Assim, U [∗]AU = P Tσ diag (α1, . . . , αn)Pσ, onde Pσ e´ a
matriz de permutac¸a˜o associada a` permutac¸a˜o σ, e resulta da observac¸a˜o que precedeu
este corola´rio que z e´ um ponto-σ do tipo (1.59). 
A ana´lise do caso 2 × 2 e´ ainda u´til no estudo de determinados pontos especiais da
fronteira do contradomı´nio tracial-C, J .
Teorema 1.3.8 Sejam C = diag (c1, . . . , cn) ∈Mn e A = [aij] ∈Mn uma matriz triangu-
lar superior (inferior). Se Tr(CA) ∈ ∂W JC (A) e ck 6= cl, enta˜o akl = 0, para 1 ≤ k < l ≤ n.
Demonstrac¸a˜o: Suponhamos que A e´ triangular superior. Sejam 1 ≤ k < l ≤ n, tais
que ck 6= cl, e considere-se a submatriz principal de A, determinada pelas linhas e colunas
k e l,
Akl =
[
akk akl
0 all
]
,
com akl 6= 0. Pelo Lema 1.3.1, W JC (A) conte´m o subconjunto
Γkl = W
Jkl
Ckl
(Akl) − ckakk − clall + Tr (CA)
onde Ckl = C[kl] e Jkl = J [kl]. O conjunto W
Jkl
Ckl
(Akl) e´ um disco el´ıptico (se jk = jl) ou
um ramo de uma hipe´rbole com interior (se jk = −jl), possivelmente degenerados. Em
ambos os casos, ckakk+ clall e´ um dos focos desta co´nica. Como Akl na˜o e´ essencialmente
Hermı´tica-Jkl (caso contra´rio akl = 0) e Ckl na˜o e´ escalar, W
Jkl
Ckl
(Akl) pode, quando muito,
reduzir-se a um disco circular, a um semi-plano ou a todo o plano, mas na˜o a um subcon-
junto de uma linha recta. Tal significa que ckakk + clall e´ um ponto interior a W
Jkl
Ckl
(Akl).
Daqui se conclui que Tr(CA) e´ um ponto interior ao subconjunto Γkl de W
J
C (A), o que
contradiz a hipo´tese de pertencer a ∂W JC (A), a menos que akl se anule. Ana´logo rac´ıocinio
vale para A triangular inferior. 
Os dois u´ltimos corola´rios desta secc¸a˜o sa˜o consequeˆncia o´bvia do Teorema 1.3.8.
50 CAPI´TULO 1. Contradomı´nios Nume´ricos
Corola´rio 1.3.6 Seja C = c1In1 ⊕ · · · ⊕ cpInp, n1, . . . , np ∈ N, n1 + · · · + np = n, com
c1, . . . , cp nu´meros complexos todos distintos. Se A ∈Mn e´ uma matriz triangular superior
(inferior) e Tr(CA) ∈ ∂W JC (A), enta˜o A = A1 ⊕ · · · ⊕ Ap, onde cada Ai ∈ Mni e´ uma
matriz triangular superior (inferior), i = 1, . . . , p.
Corola´rio 1.3.7 Seja C = diag (c1, . . . , cn) ∈ Mn, em que c1, . . . , cp sa˜o dois a dois
distintos. Se A ∈ Mn e´ uma matriz triangular superior (inferior) e Tr(CA) ∈ ∂W JC (A),
enta˜o A e´ uma matriz diagonal.
1.4 Contradomı´nio Determinantal-C,H
Dada C ∈Mn, o contradomı´nio determinantal-C de A ∈Mn define-se por
4C(A) = {det (C + U∗AU) : U ∈Mn, U∗U = In} .
Sendo a imagem da o´rbita unita´ria O(A) pela aplicac¸a˜o cont´ınua X 7→ det (C +X),
pode entender-se 4C(A) como uma variac¸a˜o do contradomı´nio nume´rico-C. Alia´s, um
interessante paralelismo existe entre estes dois conjuntos, que partilham propriedades
similares [10, 12].
A primeira propriedade em comum e´ obviamente o facto de WC(A) e 4C(A) serem
conjuntos conexos e compactos, para quaisquer A,C ∈ Mn. Ambos os conjuntos sa˜o
invariantes por transformac¸o˜es de semelhanc¸a unita´ria de A ou de C; e reduzem-se a um
ponto, quando uma das matrizes A ou C e´ escalar.
Definem-se pontos-σ de 4C(A) por
zσ =
n∏
i=1
(
ci + ασ(i)
)
, σ ∈ Sn, (1.60)
onde αi e ci, i = 1, . . . , n, sa˜o os valores pro´prios de A e C, respectivamente. Os pontos-σ
(1.60) pertencem a 4C(A) e, tal como os pontos-σ de WC(A), o seu papel e´ de destaque.
Por exemplo, se A,C ∈ Mn sa˜o ambas Hermı´ticas, enta˜o os extremos dos conjuntos
compactos reais WC(A) e 4C(A) sa˜o pontos-σ [104, 52].
Apesar das propriedades semelhantes encontradas, WC(A) e 4C(A) exibem diferenc¸as
cruciais. O conjunto 4C(A) e´ estrelado para A,C ∈ M3 normais [14], contudo 4C(A)
pode nem sequer ser simplesmente conexo [10], ainda que A,C sejam Hermı´ticas. De
modo geral, o grau de dificuldade dos problemas envolvendo 4C(A) supera largamente
os correspondentes problemas envolvendo o conjunto WC(A).
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Com vista a documentar a afirmac¸a˜o anterior, reportamo-nos a uma famosa conjec-
tura, relativa ao determinante da soma de duas matrizes normais com valores pro´prios
prescritos. Devida a Marvin Marcus [100] e Graciano N. de Oliveira [113], pode ser re-
formulada, em termos do contradomı´nio determinantal-C e seus pontos-σ, pela seguinte
inclusa˜o:
4C(A) ⊆ conv {zσ : σ ∈ Sn} , (1.61)
para A,C ∈ Mn matrizes normais. Este problema continua em aberto para n ≥ 4, com
excepc¸a˜o de alguns casos particulares. A conjectura encontra-se resolvida, por exemplo,
quando os pontos-σ de 4C(A) sa˜o colineares; se det (A+ C) = 0; quando A e´ definida
positiva e σ(C) ⊆ iR; se σ(A) ∩ σ(C) conte´m um valor pro´prio de multiplicidade na˜o
inferior a n− 2; se A ou C e´ essencialmente Hermı´tica. Os principais avanc¸os obtidos na
a´rea devem-se a N. Bebiano, S. W. Drury, A. Kovacˇec, J. K. Merikoski, J. da Provideˆncia
e A.Virtanen (alguns resultados podem ser revistos em [16]).
A soluc¸a˜o do problema ”dual”, relativo a` inclusa˜o de WC(A) no invo´lucro convexo dos
seus pontos-σ e´ conhecida [113]. Se os valores pro´prios da matriz normal C ∈ Mn sa˜o
colineares, da convexidade de WC(A), tem-se a igualdade
WC(A) = conv {zσ : σ ∈ Sn} ,
para qualquer A ∈Mn normal. Em virtude de 4C(A) na˜o ser, em geral, convexo, mesmo
que a inclusa˜o (1.61) seja va´lida, esta na˜o se converte em igualdade.
Perspectivando-se a conjectura de Marcus-Oliveira de elevada complexidade, fica a
certeza das potencialidades decorrentes de explorar as propriedades de 4C(A).
Como variac¸a˜o do contradomı´nio tracial-C,H apresenta-se o contradomı´nio determi-
nantal-C,H de A ∈Mn que se define por
4HC (A) =
{
det
(
C + U [∗]AU
)
: U ∈Mn, U∗HU = H
}
.
Se H = ±In, este conceito reduz-se a 4C(A).
Listam-se algumas propriedades ba´sicas do contradomı´nio determinantal-C,H que
podem ser entendidas como duais das propriedades WHC1, W
H
C3 e W
H
C4 do contradomı´nio
tracial-C,H :
DHC1. 4HV [∗]CV (U [∗]AU) = 4HC (A), para quaisquer matrizes U e V unita´rias-H;
DHC2. 4HC[∗](A[∗]) = {z¯ : z ∈ 4HC (A)};
DHC3. 4HC (A) = 4HA (C), isto e´, sa˜o sime´tricos os pape´is das matrizes A e C.
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Repetindo o rac´ıocinio da demonstrac¸a˜o do Teorema 1.3.6, prova-se que a fronteira
de 4HC (A) e´ uma unia˜o finita de arcos alge´bricos, quando A,C ∈Mn sa˜o matrizes diago-
nais. Recorrendo ao Teorema de Tarski, pode ainda estender-se este resultado a matrizes
arbitra´rias A,C ∈Mn.
Teorema 1.4.1 Sejam A,C ∈ Mn. A fronteira de 4HC (A) e´ uma unia˜o finita de arcos
alge´bricos e, portanto, uma curva de classe C∞, excepto possivelmente num nu´mero finito
de pontos.
Como ja´ observa´mos, pode reduzir-se o estudo de WHC (A) a W
J
CR
(AR), para certas
matrizes AR e CR, sendo J = Ir ⊕−In−r e r e´ o nu´mero de valores pro´prios positivos de
H, contando multiplicidades. Ana´logo racioc´ınio permite simplificar o estudo de 4HC (A).
De facto, a partir da lei de ine´rcia de Sylvester [80], verifica-se a proveitosa relac¸a˜o:
4HC (A) = 4JCR(AR), (1.62)
onde R e´ uma matriz na˜o-singular tal que R∗HR = J e´ a matriz de ine´rcia de H,
AR = R
−1AR e CR = R−1CR.
Sejam A e C matrizes de valores pro´prios, respectivamente, αi e ci, i = 1, . . . , n.
Definem-se os pontos-σ de 4JC(A) por
zσ =
r∏
i=1
(
ci + ασ1(i)
) n∏
i=r+1
(
ci + ασ2(i)
)
,
onde σ = σ1σ2 ∈ Sn, para σ1 e σ2 permutac¸o˜es de 1, . . . , r e r + 1, . . . , n, respectiva-
mente. Como ilustraremos nas subsecc¸o˜es seguintes, o papel dos pontos-σ de 4JC(A) e´
ta˜o importante como o papel dos pontos-σ dos conjuntos 4C(A), WC(A) e W JC (A).
Observa-se, ainda, que4JC(A) e´ um conjunto conexo, quaisquer que sejam A,C ∈Mn,
visto que 4JC(A) e´ o contradomı´nio de uma aplicaca˜o cont´ınua do conjunto conexo Ur,n−r
em C.
1.4.1 Formas Especiais do Contradomı´nio Determinantal-C, J
A analogia que existe entre WC(A) e 4C(A) e que se manifesta pela partilha de
resultados similares, como a elipticidade da fronteira no caso 2 × 2 (excepto os focos
distintos) e a identificac¸a˜o de pontos angulosos como pontos-σ [9, 49] estende-se aos
conjuntos W JC (A) e 4JC(A). Terminamos este primeiro cap´ıtulo com alguns resultados
relativos ao contradomı´nio determinantal-C, J , versando este tema, paralelos aos antes
apresentados para o contradomı´nio tracial-C, J .
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O caso 2× 2 para 4JC(A) e C diagonal
Mesmo que C seja diagonal, o estudo da geometria de 4JC(A), como a de W JC (A),
revela-se tanto mais complicada quanto maior for a dimensa˜o das matrizes em causa. O
caso bidimensional e´ excepcionalmente simples.
Dadas C = diag (c1, c2) ∈ M2 e A ∈ M2 de valores pro´prios α1 e α2, o Teorema
do Contradomı´nio El´ıptico para 4C(A) [12] estabelece que este conjunto e´ um disco
el´ıptico (possivelmente degenerado), cujos focos sa˜o os pontos-σ zid = (c1 + α1)(c2 + α2)
e z(12) = (c1 + α2)(c2 + α1), e cujos eixos maior e menor teˆm comprimento
|c1 − c2|
√
Tr(A∗A)− 2Re (α¯1α2) e |c1 − c2|
√
Tr(A∗A)− |α1|2 − |α2|2,
respectivamente.
Analisamos, agora, o caso bidimensional para o contradomı´nio determinantal-C, J ,
quando J = diag (1,−1) e C e´ diagonal.
Teorema 1.4.2 Sejam J = diag(1,−1), C = diag (c1, c2) ∈ M2 e A = [aij] ∈ M2, de
valores pro´prios α1 e α2, tais que α = det (A+ C), α
′ = det (A+ diag (c2, c1)). Sejam
M = (c1 − c2)2
(|α1|2 + |α2|2 − Tr(A[∗]A)) ,
N = (c1 − c2)2
(
Tr
(
A[∗]A
)− 2Re (α¯1α2)) .
Consideram-se ainda os pontos-σ zid = (c1 + α1)(c2 + α2) e z(12) = (c1 + α2)(c2 + α1).
a) Se M > 0 e N > 0, enta˜o 4JC(A) e´ limitado por um dos ramos da hipe´rbole de
focos zid e z(12), cujos eixos transverso e na˜o-transverso teˆm comprimento
√
N e
√
M ,
respectivamente.
b) Se M > 0 e N = 0, enta˜o 4JC(A) e´:
i. a recta l, se |a12| = |a21|,
ii. um semi-plano aberto definido pela recta l, se |a12| 6= |a21|,
em que l e´ a recta que passa por α e e´ perpendicular ao segmento que une zid a z(12).
c) Se M > 0 e N < 0, enta˜o 4JC(A) e´ todo o plano complexo.
d) Se M = 0 e N > 0, enta˜o 4JC(A) e´ uma semi-recta fechada, sobre a recta definida por
zid e z(12), com um dos pontos-σ por extremo.
e) Se M = N = 0, enta˜o 4JC(A) e´:
i. o conjunto singular {α}, se a11 = a22 ou c1 = c2;
ii. uma semi-recta aberta, sobre a recta definida pelos pontos α e α′, de extremo α,
se a11 6= a22 e c1 6= c2.
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Demonstrac¸a˜o: Facilmente se verifica o seguinte desenvolvimento para o determinante
da soma de duas matrizes 2× 2:
det
(
C + U [∗]AU
)
= det (C) + det
(
U [∗]AU
)
+ Tr
(
C ′U [∗]AU
)
,
em que C ′ = diag (c2, c1), para qualquer matriz pseudo-unita´ria U ∈ U1,1. Usando este
desenvolvimento, tem-se
4JC(A) = c1c2 + α1α2 + W JC′(A),
ou seja, o contradomı´nio determinantal-C, J resulta do contradomı´nio tracial-C ′, J por
uma translac¸a˜o. Pelo Teorema 1.3.2, mediante ca´lculos simples, tem-se o pretendido. 
Condic¸o˜es para 4JC(A) ser um Conjunto Singular
Conclu´ıdo o estudo do caso bidimensional, seja J = Ir ⊕−In−r, 0 ≤ r ≤ n, e C ∈Mn
uma matriz diagonal. Provar um lema auxiliar do tipo do Lema 1.3.1 e´ o nosso pro´ximo
passo, com vista a caracterizar em que condic¸o˜es o contradomı´nio determinantal-C, J de
uma matriz diagonal A ∈ Mn toma a forma de conjunto singular ou de subconjunto da
recta real.
Lema 1.4.1 Sejam A = diag (a1, . . . , an) ∈ Mn e C = diag (c1, . . . , cn) ∈ Mn. Enta˜o
4JC(A) conte´m o conjunto
4JklCkl(Akl)
∏
i6=k,l
(ai + ci) , (1.63)
onde Akl = A[kl], Ckl = C[kl] e Jkl = J [kl], 1 ≤ k < l ≤ n.
Demonstrac¸a˜o: Qualquer elemento z do conjunto (1.63) e´ da forma
z = det
(
Ckl + M
−1AklM
) ∏
i6=k,l
(ai + ci) ,
em que M ∈M2 satisfaz M∗JklM = Jkl. A matriz UM que se obte´m da matriz identidade
In substituindo as linhas e colunas k e l, pela linhas e colunas 1 e 2 da matriz M ,
respectivamente, satisfaz a condic¸a˜o U∗MJUM = J . Dadas A2 e C2 as submatrizes que
resultam de A e C, respectivamente, eliminando as linhas e colunas k e l, verifica-se que
z = det
(
Ckl +M
−1AklM
)
det (A2 + C2) = det
(
C + U
[∗]
MAUM
)
,
por isso, z ∈ 4JC(A). 
Se pelo menos uma das matrizes A ou C for escalar, enta˜o 4JC(A) = {det(A+ C)}.
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Teorema 1.4.3 Sejam A,C ∈Mn matrizes diagonais e C na˜o escalar, tais que os pontos-
-σ de 4JC(A) sa˜o na˜o nulos. O conjunto 4JC(A) e´ singular se e so´ se A e´ uma matriz
escalar.
Demonstrac¸a˜o: A implicac¸a˜o (⇐) e´ o´bvia.
(⇒) Suponhamos que A = diag (a1, . . . , an) e´ na˜o escalar. Existem pelo menos duas
entradas diagonais distintas ak e al, 1 ≤ k < l ≤ n (com k ≤ r < l, se 0 < r < n). Seja
Cσ = PσCP
T
σ , em que C = diag (c1, . . . , cn) e Pσ e´ a matriz de permutac¸a˜o associada a
σ = σ1σ2 ∈ Sn, com σ1 e σ2 permutac¸o˜es de 1, . . . , r e r+1, . . . , n, respectivamente, de tal
modo que C ′kl = Cσ[kl] e´ na˜o escalar. Pela propriedade D
H
C1, tem-se 4JC(A) = 4JCσ(A).
Pelo Lema 1.4.1, 4JC(A) conte´m o conjunto
Πkl = 4JklC′kl(Akl)
∏
i6=k,l
(
ai + cσ(i)
)
.
onde Akl = A[kl] e Jkl = J [kl]. Pelo Teorema do Contradomı´nio El´ıptico relativo a4C(A)
e pelo Teorema 1.4.2, o subconjunto Πkl de 4JC(A) e´ um disco el´ıptico, se jk = jl, ou e´
um ramo de uma hipe´rbole com interior, se jk 6= jl. Como Akl, C ′kl sa˜o matrizes na˜o
escalares e os pontos-σ de 4JC(A) sa˜o na˜o nulos, em ambos os casos, Πkl pode degenerar,
mas nunca num so´ ponto e, portanto, 4JC(A) na˜o e´ um conjunto singular. 
Condic¸o˜es para 4JC(A) ser um Subconjunto da Recta Real
Argumentos ana´logos aos da demonstrac¸a˜o do Teorema 1.4.3, permitem provar o
seguinte resultado.
Teorema 1.4.4 Sejam A,C ∈Mn matrizes diagonais e C ∈Mn(R) na˜o escalar, tais que
os pontos-σ de 4JC(A) sa˜o na˜o nulos. Enta˜o 4JC(A) e´ um subconjunto do eixo real se e
so´ se A ∈Mn(R).
Demonstrac¸a˜o: (⇐) Todo o z ∈ 4JC(A) e´ da forma z = det
(
C + U [∗]AU
)
, para uma
certa matriz U ∈ Ur,n−r, e satisfaz
z¯ = det
(
C + U [∗]AU
)∗
= det (C∗ + U∗A∗JUJ) = det
(
C [∗] + U [∗]A[∗]U
)
.
Como A,C ∈Mn(R) sa˜o diagonais, A[∗] = A, C [∗] = C e z¯ = z, donde 4JC(A) ⊆ R.
(⇒) Suponhamos que A = diag (a1, . . . , an) tem pelo menos uma entrada na˜o real.
Enta˜o A conte´m uma submatriz principal Akl = diag (ak, al) que na˜o e´ Hermı´tica-Jkl,
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onde Jkl = diag (jk, jl), 1 ≤ k < l ≤ n (com k ≤ r < l, se 0 < r < n). Como na
demonstrac¸a˜o do Teorema 1.4.3 e atendendo, de novo, ao Lema 1.4.1, 4JC(A) conte´m
Πkl = 4JklC′kl(Akl)
∏
i6=k,l
(
ai + cσ(i)
)
.
onde σ = σ1σ2, com σ1 e σ2 permutac¸o˜es de 1, . . . , r e r + 1, . . . , n, respectivamente, tal
que C ′kl = diag
(
cσ(k), cσ(l)
)
e´ na˜o escalar. Como Akl na˜o e´ Hermı´tica-Jkl e os pontos-σ de
4JC(A) na˜o se anulam, similarmente a` demonstrac¸a˜o do Teorema 1.4.3, verifica-se que o
subconjunto Πkl de4JC(A) e´ um disco el´ıptico ou um ramo de uma hipe´rbole com interior,
que nunca degenera num subconjunto do eixo real. 
Apesar das propriedades semelhantes partilhadas pelos conjuntos W JC (A) e 4JC(A), o
n´ıvel de dificuldade dos problemas que envolvem o segundo e´ manifestamente superior,
da´ı serem menos gerais as condic¸o˜es dos teoremas obtidos neste u´ltimo caso.
1.4.2 Pontos Angulosos do Contradomı´nio Determinantal-C, J
Nata´lia Bebiano [12] investigou os pontos angulosos na˜o nulos de 4C(A), quando C e´
diagonal. Neste secc¸a˜o, considera-se J = Ir ⊕−In−r, 0 ≤ r ≤ n, e obte´m-se um resultado
ana´logo para os pontos angulosos na˜o nulos de 4JC(A). Antes, referimos o seguinte lema
devido a Fiedler [52].
Lema 1.4.2 Se X, Y ∈Mn sa˜o tais que X e´ na˜o-singular, enta˜o
det (X + t Y ) = det (X)
[
1 + tTr
(
Y X−1
)]
+O(t2), (1.64)
para qualquer t ∈ R numa vizinhanc¸a da origem.
Demonstrac¸a˜o: Facilmente se verifica (1.64), quando X = In, a partir do desenvolvi-
mento do polino´mio caracter´ıstico de uma matriz A ∈Mn, isto e´,
pA (t) = t
n +
n∑
k=1
(−1)kEk (A) tn−k,
em que Ek(A) denota a soma dos
(
n
k
)
menores principais de A de ordem k. De facto,
para qualquer t ∈ R numa vizinhanc¸a da origem, tem-se
det (In + t A) = t
n p−A (1/t) = 1 + tTr (A) +O(t2),
atendendo a que E1 (−A) = −Tr (A). Em geral, basta tomar A = Y X−1 e notar que
det (X + t Y ) = det (X) det (In + t Y X
−1). 
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Teorema 1.4.5 Seja C = c1In1 ⊕ · · · ⊕ cpInp, n1, . . . , np ∈ N, n1 + · · · + np = n, com
c1, . . . , cp nu´meros complexos distintos dois a dois. Se A ∈ Mn e z = det
(
C + U [∗]AU
)
,
U ∈ Ur,n−r, e´ um ponto anguloso na˜o nulo de 4JC(A), enta˜o
U [∗]AU = A1 ⊕ · · · ⊕ Ap e z =
p∏
i=1
det (ciIni + Ai) , Ai ∈Mni , i = 1, . . . , p.
Demonstrac¸a˜o: Por simplicidade de notac¸a˜o, escreve-se AU = U
[∗]AU. Dada S ∈ Mn
Hermı´tica, considera-se a func¸a˜o diferencia´vel
f(t) = det
(
AU+ e
itJ1/2SJ1/2C e−itJ
1/2SJ1/2
)
,
que, pelo Lema 1.4.2, admite o seguinte desenvolvimento
f(t) = det (C + AU)
[
1 + i tTr
(
(C + AU)
−1 (J1/2SJ1/2C − CJ1/2SJ1/2))]+O(t2),
para t ∈ R numa vizinhanc¸a de zero. Como det (C + AU) 6= 0 e´ um ponto anguloso de
4JC(A), a derivada de f(t) em relac¸a˜o a t na origem anula-se, logo
Tr
(
SJ1/2
[
C, (C + AU)
−1] J1/2) = 0. (1.65)
Sendo S arbitra´ria, de (1.65), conclui-se que [C, (C + AU)
−1] = 0, o que implica que
[C,AU ] = 0. Logo AU e C sa˜o simultaneamente diagonaliza´veis por uma transformac¸a˜o de
semelhanc¸a unita´ria. Repetindo o rac´ıocinio do final da demonstrac¸a˜o do Teorema 1.3.7,
tiram-se as concluso˜es pretendidas. 
Como consequeˆncia do Teorema 1.4.5, quando p = n, temos o seguinte resultado
”dual” do Corola´rio 1.3.5, com excepc¸a˜o do ponto zero.
Corola´rio 1.4.1 Seja C = diag (c1, . . . , cn) ∈ Mn, com c1, . . . , cn todos distintos. Se
A ∈ Mn tem valores pro´prios α1, . . . , αn e z ∈ 4JC(A) e´ um ponto anguloso na˜o nulo de
4JC(A), enta˜o z e´ um ponto-σ do tipo
zσ =
r∏
i=1
(
ci + ασ1(i)
) n∏
i=r+1
(
ci + ασ2(i)
)
, (1.66)
com σ = σ1σ2 ∈ Sn, para σ1 e σ2 permutac¸o˜es de 1, . . . , r e r+ 1, . . . , n, respectivamente.

Cap´ıtulo 2
Contradomı´nios Nume´ricos em F´ısica
Symmetry, as wide or as narrow as you may define it, is one idea by which man
through the ages has tried to comprehend order, beauty and perfection.
Herman Weyl, in Introductory Statistichal Mechanics
The miracle of the appropriateness of the language of mathematics for the for-
mulation of the laws of physics is a wonderful gift which we neither understand nor
deserve.
Eugene P. Wigner (Pre´mio Nobel da F´ısica)
Em Mecaˆnica Quaˆntica, descrevem-se os estados de uma part´ıcula por vectores de
um espac¸o de Hilbert, dito o espac¸o de estados. Perante sistemas f´ısicos compostos por
va´rias part´ıculas ideˆnticas, definir operadores que criam ou destroem part´ıculas em estados
individuais espec´ıficos revela-se especialmente u´til. Outros operadores de interesse f´ısico
podem exprimir-se em termos destes operadores de criac¸a˜o e destruic¸a˜o. Neste segundo
cap´ıtulo, investigamos o contradomı´nio nume´rico de certos operadores deste tipo, alguns
dos quais ilimitados, mas que admitem representac¸o˜es matriciais tridiagonais infinitas
bem estruturadas. Antes de mais, introduzimos alguns conceitos preliminares aos espac¸os
de estados adequados a este estudo.
2.1 Preliminares de Classes Sime´tricas de Tensores
Seja H um espac¸o de Hilbert complexo n-dimensional com produto interno 〈·, ·〉 e
m ∈ N. Denota-se por ⊗mH o m-e´simo produto tensorial de H e por x1 ⊗ · · · ⊗ xm o
produto tensorial dos vectores x1, . . . , xm ∈ H.
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Seja G um subgrupo de Sm, o grupo sime´trico de grau m, de ordem |G| e seja id
a permutac¸a˜o identidade em Sm. Uma func¸a˜o χ : G → C satisfazendo χ(id) = 1 e
χ(σ1σ2) = χ(σ1)χ(σ2), quaisquer que sejam σ1, σ2 ∈ G, diz-se um caracter complexo de
grau um em G. O u´nico operador linear SGχ : ⊗mH → ⊗mH que satisfaz
SGχ (x1 ⊗ · · · ⊗ xm) = |G|−1/2
∑
σ∈G
χ(σ) xσ−1(1) ⊗ · · · ⊗ xσ−1(m) (2.1)
designa-se o simetrizador determinado por G e χ. A imagem de ⊗mH pelo simetrizador
SGχ denomina-se classe sime´trica de tensores sobre H associada a G e χ, e denota-se por
Hmχ (G). Os elementos da forma (2.1) sa˜o os tensores decompon´ıveis de Hmχ (G).
O estudo de classes sime´tricas de tensores tem motivac¸o˜es de va´rias a´reas da matema´-
tica pura e aplicada: teoria das matrizes, teoria dos operadores, teoria combinato´ria, re-
presentac¸a˜o de grupos, geometria diferencial, geometria alge´brica, equac¸o˜es com derivadas
parciais, mecaˆnica quaˆntica e outras [101].
Com vista a munir o espac¸o Hmχ (G) de um produto interno, define-se a func¸a˜o gene-
ralizada de matrizes dGχ :Mm → C associada a G e χ por
dGχ (X) =
∑
σ∈G
χ(σ)x1σ(1) · · ·xmσ(m), X = [xij] ∈Mm.
Induzido pelo produto interno em H, dota-se Hmχ (G) de um produto interno definido por
〈SGχ (x1 ⊗ · · · ⊗ xm) , SGχ (y1 ⊗ · · · ⊗ ym) 〉m = dGχ [〈xi, yj〉],
para x1 ⊗ · · · ⊗ xm e y1 ⊗ · · · ⊗ ym vectores decompon´ıveis em ⊗mH. Identificando o
espac¸o de Hilbert H com Cn e cada tensor de Hmχ (G) do tipo (2.1) com uma matriz X
de colunas x1, . . . , xm, a norma ‖ · ‖ induzida pelo produto interno em Hmχ (G) e´ tal que
‖SGχ (x1 ⊗ · · · ⊗ xm)‖2 = dGχ (X∗X).
Introduz-se seguidamente alguma notac¸a˜o que sera´ u´til na construc¸a˜o de uma base
(ortonormada) do espac¸o Hmχ (G) a partir de uma base (ortonormada) de H. (Para um
tratamento aprofundado sobre este assunto, consultar [101].)
Considera-se o conjunto Γm,n das sucesso˜es de comprimento m de nu´meros inteiros de
1 a n. O nu´mero de ocorreˆncias do inteiro i na sucessa˜o α ∈ Γm,n denomina-se o nu´mero
de ocupac¸a˜o de n´ıvel i de α e denota-se por ki(α).
Duas sucesso˜es α e β em Γm,n dizem-se equivalentes mo´dulo G, o que se denota por
α
G∼ β, se existir uma permutac¸a˜o σ ∈ G tal que β = ασ. Por exemplo, a relac¸a˜o
de equivaleˆncia mo´dulo Sm pode ser explicitada, a` custa dos nu´meros de ocupac¸a˜o das
sucesso˜es em causa, da seguinte forma: α
Sm∼ β se e so´ se ki(α) = ki(β), i = 1, . . . , n.
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Obviamente, a relac¸a˜o de equivaleˆncia
G∼ particiona Γm,n em classes de equivaleˆncia.
Considera-se um sistema de representantes ∇ destas classes de equivaleˆncia, em que se
escolhe cada sucessa˜o de ∇ como a primeira, na ordem lexicogra´fica, da sua classe de
equivaleˆncia. Na relac¸a˜o mo´dulo Sm, tal significa escolher, em cada classe de equivaleˆncia
distinta, a sucessa˜o de componentes α1, . . . , αm que satisfaz 1 ≤ α1 ≤ · · · ≤ αm ≤ n;
portanto, ∇ e´ o conjunto Gm,n das sucesso˜es na˜o decrescentes em Γm,n.
Chama-se estabilizador de α ∈ Γm,n ao subgrupo Gα = {σ ∈ G : ασ = α} de G.
Define-se ∇¯ como o subconjunto de ∇ das sucesso˜es cujo estabilizador esta´ contido no
nu´cleo do caracter χ, ou seja, das sucesso˜es α ∈ ∇ tais que |Gα| =
∑
σ∈Gα χ(σ).
Dada uma base {e1, . . . , en} de H, escreve-se e⊗α = eα1 ⊗ · · ·⊗ eαm , para cada sucessa˜o
α ∈ Γm,n de componentes α1, . . . , αm. O conjunto
{
SGχ (e
⊗
α ) : α ∈ ∇¯
}
constitui uma base
da classe sime´trica de tensores Hmχ (G). Se a base {e1, . . . , en} de H for ortonormada,
enta˜o
{|Gα|−1/2SGχ (e⊗α ) : α ∈ ∇¯} e´ uma base ortonormada de Hmχ (G).
O produto tensorial ⊗mH e´ uma classe sime´trica de tensores associada ao subgrupo
trivial G = {id}. Ale´m disso, se {e1, . . . , en} e´ uma base (ortonormada) de H, enta˜o
∇ = ∇¯ = Γm,n e {e⊗α : α ∈ Γm,n} constitui uma base (ortonormada) de ⊗mH.
Apresentam-se, de seguida, dois outros exemplos de classes sime´tricas de tensores,
ambas associadas ao grupo sime´trico de grau m, de interesse especial pelas suas aplicac¸o˜es
a variadas a´reas da matema´tica e da f´ısica.
Espac¸o Sime´trico
A classe sime´trica de tensores sobre H associada ao grupo sime´trico Sm e ao caracter
principal 1 denomina-se o m-e´simo espac¸o (completamente) sime´trico sobre H e denota-se
por H(m), m ∈ N. Escreve-se
x1 ∗ · · · ∗ xm = (m!)−1/2
∑
σ∈Sm
xσ−1(1) ⊗ · · · ⊗ xσ−1(m)
para denotar um elemento decompon´ıvel de H(m), dito o produto (tensorial) sime´trico dos
vectores x1, . . . , xm ∈ H. Neste caso, como a func¸a˜o generalizada de matrizes dSm1 e´ dada
pelo permanente, define-se um produto interno por
〈x1 ∗ · · · ∗ xm, y1 ∗ · · · ∗ ym〉m = per [〈xi, yj〉],
para x1 ∗ · · · ∗ xm e y1 ∗ · · · ∗ ym vectores decompon´ıveis de H(m).
Perante a relac¸a˜o mo´dulo Sm, o sistema de representantes ∇ das classes de equivaleˆn-
cia e´ o conjunto Gm,n e, como χ = 1, tem-se ∇¯ = ∇. Dada uma base {e1, . . . , en} de H,
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escreve-se e∗α = eα1 ∗ · · · ∗ eαm , para cada sucessa˜o α ∈ Gm,n de componentes α1, . . . , αm.
O conjunto
{e∗α : α ∈ Gm,n} (2.2)
constitui uma base deH(m). Se a base {e1, . . . , en} deH for ortonormada, enta˜o os vectores
de (2.2) previamente divididos por
√
k1(α) ! · · · kn(α) ! constituem uma base ortonormada
de H(m). A dimensa˜o do espac¸o H(m) e´
(
m+n−1
n
)
.
E´ adequado fazer-se a seguinte interpretac¸a˜o f´ısica. Suponhamos que existem m
part´ıculas num sistema f´ısico, obedecendo a` estat´ıstica de Bose-Einstein, cujos vectores de
estado normalizados x1, . . . , xn formam um conjunto ortonormado. Supondo que existem
exactamente kj part´ıculas no estado xj, j = 1, . . . , n, enta˜o representa-se o seu estado
misto pelo tensor x∗α = xα1 ∗ · · · ∗ xαm , onde a sucessa˜o α ∈ Gm,n de componentes
α1, . . . , αm tem nu´meros de ocupac¸a˜o k1, . . . , kn [18].
Por convenc¸a˜o, H(0) = C. A soma directa dos m-e´simos espac¸os sime´tricos sobre H,⊕+∞
m=0 H(m), designa-se a a´lgebra sime´trica sobre H, e denota-se por Γ∗(H).
Espac¸o de Grassmann
O caracter ε : Sm → C, onde ε(σ) e´ o sinal da permutac¸a˜o σ ∈ Sm, diz-se o caracter
alternante. Denota-se por
∧mH, m ∈ N, a classe sime´trica de tensores sobre H associada
a Sm e ao caracter alternante. A
∧mH da´-se o nome de m-e´simo espac¸o de Grassmann
sobre H, tambe´m conhecido por m-e´simo espac¸o exterior de H ou m-e´simo espac¸o anti-
-sime´trico sobre H. Escreve-se
x1 ∧ · · · ∧ xm = (m!)−1/2
∑
σ∈Sm
ε(σ) xσ−1(1) ⊗ · · · ⊗ xσ−1(m)
para denotar um seu elemento decompon´ıvel, dito o produto (tensorial) anti-sime´trico ou
o produto exterior dos vectores x1, . . . , xm ∈ H. Neste caso, a func¸a˜o generalizada dSmε e´
o determinante e define-se um produto interno por
〈x1 ∧ · · · ∧ xm, y1 ∧ · · · ∧ ym〉m = det [〈xi, yj〉],
para x1 ∧ · · · ∧ xm e y1 ∧ · · · ∧ ym vectores decompon´ıveis de
∧mH.
Perante a relac¸a˜o mo´dulo Sm, tem-se ∇ = Gm,n. Sendo χ = ε, verifica-se que ∇¯ e´ o
conjunto Qm,n das sucesso˜es estritamente crescentes em Γm,n. Se m > n, enta˜o Qm,n = ∅,
raza˜o pela qual apenas interessa considerar
∧mH, quando m ≤ n. Dada uma base
(ortonormada) {e1, . . . , en} de H, escreve-se e∧α = eα1 ∧ · · · ∧ eαm , para cada sucessa˜o
α ∈ Qm,n de componentes α1, . . . , αm. Ora, o estabilizador de α ∈ Qm,n tem ordem um e
{e∧α : α ∈ Qm,n} (2.3)
2.2. Operadores de Criac¸a˜o e de Destruic¸a˜o 63
constitui uma base (ortonormada) de
∧mH. Logo, ∧mH e´ de dimensa˜o ( n
m
)
.
Se m = 0, convenciona-se que
∧0H = C. A soma directa dos m-e´simos espac¸os de
Grassmann sobre H, ⊕nm=0 ∧mH, diz-se a a´lgebra de Grassmann sobre H e denota-se
por Γ∧(H). Esta a´lgebra e´ de dimensa˜o finita 2n.
2.2 Operadores de Criac¸a˜o e de Destruic¸a˜o
Em F´ısica Quaˆntica, podem exprimir-se operadores lineares a actuar em espac¸os de
Hilbert de sistemas de muitos-corpos a partir de operadores de criac¸a˜o e destruic¸a˜o
[29, 33, 110]. Na Natureza, observam-se estados completamente sime´tricos e comple-
tamente anti-sime´tricos; as part´ıculas que ocorrem nestes estados chamam-se boso˜es e
fermio˜es, respectivamente. As primeiras caracterizam-se por um seu nu´mero arbitra´rio
poder ocupar o mesmo estado quaˆntico e as segundas pela impossibilidade de dois fermio˜es
do sistema ocuparem o mesmo estado. Se H for o espac¸o de estados de uma so´ part´ıcula,
o m-e´simo espac¸o sime´trico sobre H e o m-e´simo espac¸o de Grassmann sobre H sa˜o os
espac¸os de estados adequados para descrever sistemas com m boso˜es e m fermio˜es, respec-
tivamente. Importa, assim, considerar separadamente operadores de criac¸a˜o e destruic¸a˜o
de boso˜es e de fermio˜es. Salientaremos as semelhanc¸as que entre eles ocorram.
2.2.1 Operadores de Criac¸a˜o e de Destruic¸a˜o de Boso˜es
Seja {e1, . . . , en} uma base ortonormada de H. Introduz-se o conceito de operador
de criac¸a˜o boso´nico fi : H(m) → H(m+1), associado ao vector ei, i = 1, . . . , n, como o
operador linear definido por
fi(x1 ∗ · · · ∗ xm) = ei ∗ x1 ∗ · · · ∗ xm,
para cada vector decompon´ıvel x1 ∗ · · · ∗ xm ∈ H(m). Chama-se operador de destruic¸a˜o
boso´nico ao operador adjunto gi do operador de criac¸a˜o boso´nico fi, i = 1, . . . , n.
Proposic¸a˜o 2.2.1 O operador adjunto do operador de criac¸a˜o fi : H(m) → H(m+1) e´ o
operador linear gi : H(m+1) → H(m) definido por
gi(x1 ∗ · · · ∗ xm+1) =
m+1∑
k=1
〈ei, xk〉x1 ∗ · · · ∗ xk−1 ∗ xk+1 ∗ · · · ∗ xm+1,
para cada vector decompon´ıvel x1 ∗ · · · ∗ xm+1 ∈ H(m+1).
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Demonstrac¸a˜o: O adjunto de fi : H(m) → H(m+1) e´ o operador linear gi : H(m+1) → H(m)
que satisfaz
〈fi(x1 ∗ · · · ∗ xm) , y1 ∗ · · · ∗ ym+1 〉m+1 = 〈x1 ∗ · · · ∗ xm , gi(y1 ∗ · · · ∗ ym+1) 〉m, (2.4)
para cada x1 ∗ · · · ∗ xm ∈ H(m) e y1 ∗ · · · ∗ ym+1 ∈ H(m+1). Sendo o produto interno do
primeiro membro de (2.4) dado por
per

〈ei, y1〉 · · · 〈ei, yk〉 · · · 〈ei, ym+1〉
〈x1, y1〉 · · · 〈x1, yk〉 · · · 〈xi, ym+1〉
...
...
...
〈xm, y1〉 · · · 〈xm, yk〉 · · · 〈xm, ym+1〉

e atendendo ao desenvolvimento de Laplace do permanente segundo a primeira linha,
m+1∑
k=1
〈ei, yk〉 〈x1 ∗ · · · ∗ xm , y1 ∗ · · · ∗ yk−1 ∗ yk+1 ∗ · · · ∗ ym+1〉m,
obte´m-se a acc¸a˜o do operador gi sobre os vectores decompon´ıveis y1 ∗ · · · ∗ym+1 ∈ H(m+1):
gi(y1 ∗ · · · ∗ ym+1) =
m+1∑
k=1
〈ei, yk〉 y1 ∗ · · · ∗ yk−1 ∗ yk+1 ∗ · · · ∗ ym+1. 
Denotando por eki o produto sime´trico ei ∗ · · · ∗ ei com k factores, e´ evidente que
fi(e
m
i ) = e
m+1
i e gi(e
m+1
i ) = (m+ 1) e
m
i .
Apresentam-se, de imediato, algumas propriedades satisfeitas pelos operadores de
criac¸a˜o e destruic¸a˜o de boso˜es, conhecidas por relac¸o˜es de comutac¸a˜o cano´nicas, em que
[f, g] = fg − gf denota, como usualmente, o comutador dos operadores f e g.
Proposic¸a˜o 2.2.2 Os operadores de criac¸a˜o fi e de destruic¸a˜o gi de boso˜es satisfazem
as seguintes relac¸o˜es de comutac¸a˜o cano´nicas:
[fi, fj] = [gi, gj] = 0 e [gi, fj] = δij, i, j = 1, . . . , n.
Demonstrac¸a˜o: A t´ıtulo exemplificativo, prova-se a u´ltima propriedade, bastando veri-
fica´-la para cada vector decompon´ıvel x1 ∗ · · · ∗ xm ∈ H(m). Dados i, j = 1, . . . , n, tem-se
[gi, fj]x1 ∗ · · · ∗ xm = gi(ej ∗ x1 ∗ · · · ∗ xm) −
m∑
k=1
〈ei, xk〉 ej ∗ x∗(k)
= 〈ei, ej〉x1 ∗ · · · ∗ xm = δij x1 ∗ · · · ∗ xm, (2.5)
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em que x∗(k) representa o vector x1 ∗ · · · ∗ xk−1 ∗ xk+1 ∗ · · · ∗ xm e a u´ltima igualdade em
(2.5) e´ devida a` ortonormalidade dos vectores e1, . . . , en. 
Seja Ni : H(m) → H(m) o operador linear definido por Ni = fi gi, i = 1, . . . , n.
Podem escrever-se os elementos da base (2.2) do m-e´simo espac¸o sime´trico sobre H na
forma ek11 ∗ · · · ∗ eknn , com k1, . . . , kn ∈ N0, tais que k1 + · · · + kn = m. E´ claro que
Ni : H(m) → H(m) e´ um operador auto-adjunto e como satisfaz
Ni(e
k1
1 ∗ · · · ∗ eknn ) = ki ek11 ∗ · · · ∗ eknn , i = 1, . . . , n,
os seus valores pro´prios sa˜o os nu´meros inteiros na˜o negativos na˜o superiores a m. Por
este motivo, Ni denomina-se o operador nu´mero boso´nico no estado i. Resulta da Propo-
sic¸a˜o 2.2.2 que estes operadores comutam entre si, ou seja, [Ni, Nj] = 0, i, j = 1, . . . , n.
2.2.2 Operadores de Criac¸a˜o e de Destruic¸a˜o de Fermio˜es
O operador de criac¸a˜o fermio´nico, associado ao vector ei, i = 1, . . . , n, de uma base
ortonormado de H, e´ o operador linear fi :
∧mH → ∧m+1H que se define por
fi(x1 ∧ · · · ∧ xm) = ei ∧ x1 ∧ · · · ∧ xm,
para cada vector decompon´ıvel x1∧· · ·∧xm ∈
∧m+1H. O adjunto do operador de criac¸a˜o
fermio´nico fi diz-se o operador de destruic¸a˜o fermio´nico gi. Repetindo o racioc´ınio da
Proposic¸a˜o 2.2.1, exibe-se explicitamente a acc¸a˜o do operador de destruic¸a˜o de fermio˜es.
Proposic¸a˜o 2.2.3 O operador de destruic¸a˜o gi :
∧m+1H → ∧mH e´ o operador linear
definido por
gi(x1 ∧ · · · ∧ xm+1) =
m+1∑
k=1
(−1)k+1 〈ei, xk〉x1 ∧ · · · ∧ xk−1 ∧ xk+1 ∧ · · · ∧ xm+1,
para cada vector decompon´ıvel x1 ∧ · · · ∧ xm+1 ∈
∧m+1H.
Demonstrac¸a˜o: Se gi e´ adjunto de fi :
∧mH → ∧m+1H, enta˜o gi : ∧m+1H → ∧mH e´
o operador linear que satisfaz
〈fi(x1 ∧ · · · ∧ xm) , y1 ∧ · · · ∧ ym+1〉m+1 = 〈x1 ∧ · · · ∧ xm , gi(y1 ∧ · · · ∧ ym+1) 〉m, (2.6)
quaisquer que sejam x1 ∧ · · · ∧ xm ∈
∧mH e y1 ∧ · · · ∧ ym+1 ∈ ∧m+1H. A partir do
produto interno do primeiro membro de (2.6) dado por
det

〈ei, y1〉 · · · 〈ei, yk〉 · · · 〈ei, ym+1〉
〈x1, y1〉 · · · 〈x1, yk〉 · · · 〈xi, ym+1〉
...
...
...
〈xm, y1〉 · · · 〈xm, yk〉 · · · 〈xm, ym+1〉

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e do respectivo desenvolvimento do determinante segundo a primeira linha,
m+1∑
k=1
(−1)k+1〈ei, yk〉 〈x1 ∧ · · · ∧ xm , y1 ∧ · · · ∧ yk−1 ∧ yk+1 ∧ · · · ∧ ym+1〉m,
obte´m-se a acc¸a˜o de gi sobre os vectores decompon´ıveis y1 ∧ · · · ∧ ym+1 ∈
∧m+1H:
gi(y1 ∧ · · · ∧ ym+1) =
m+1∑
k=1
(−1)k+1 〈ei, yk〉 y1 ∧ · · · ∧ yk−1 ∧ yk+1 ∧ · · · ∧ ym+1. 
De seguida, apresentam-se as chamadas relac¸o˜es de anti-comutac¸a˜o cano´nicas satisfei-
tas pelos operadores de criac¸a˜o e destruic¸a˜o de fermio˜es, em que {f, g} = fg+ gf denota
o anti-comutador dos operadores f e g.
Proposic¸a˜o 2.2.4 Os operadores de criac¸a˜o fi e de destruic¸a˜o gi de fermio˜es satisfazem
as seguintes relac¸o˜es de anti-comutac¸a˜o cano´nicas:
{fi, fj} = {gi, gj} = 0 e {gi, fj} = δij, i, j = 1, . . . , n.
Demonstrac¸a˜o: As primeiras relac¸o˜es sa˜o consequeˆncia imediata de ei∧ ej + ej ∧ ei = 0.
Prova-se a u´ltima propriedade, sendo suficiente verifica´-la para cada vector decompon´ıvel
x1 ∧ · · · ∧ xm ∈
∧m+1H. Dados i, j = 1, . . . , n, tem-se
gifj (x1 ∧ · · · ∧ xm) = 〈ei, ej〉x1 ∧ · · · ∧ xm +
m∑
k=1
(−1)k+2〈ei, xk〉 ej ∧ x∧(k)
= δij x1 ∧ · · · ∧ xm − fjgi (x1 ∧ · · · ∧ xm), (2.7)
em que x∧(k) representa o vector x1 ∧ · · · ∧ xk−1 ∧ xk+1 ∧ · · · ∧ xm e a u´ltima igualdade em
(2.7) e´ devida a` ortonormalidade dos vectores e1, . . . , en. 
O operador nu´mero fermio´nico no estado i e´ o operador linear Ni :
∧mH → ∧mH
definido por Ni = figi, i = 1, . . . , n. Dada a forma dos elementos da base (2.3) de
∧mH,
tem-se
Ni(eα1 ∧ · · · ∧ eαm) =
{
eα1 ∧ · · · ∧ eαm , se i ∈ {α1, . . . , αm}
0, se i 6∈ {α1, . . . , αm}
.
Conclui-se que os valores pro´prios de Ni :
∧mH → ∧mH sa˜o o zero e o um, o que se
traduz em termos f´ısicos pelo princ´ıpio da exclusa˜o de Pauli 1. E´ evidente que Ni e´ um
operador auto-adjunto e verifica-se [Ni, Nj] = 0, i, j = 1, . . . , n.
1Na˜o mais do que um fermia˜o pode ocupar o mesmo estado quaˆntico.
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2.2.3 Transformac¸a˜o de Bogoliubov
Podem interpretar-se as a´lgebras sime´trica Γ∗(H) e de Grassmann Γ∧(H) como os
espac¸os de estados de um sistema constitu´ıdo por um nu´mero arbitra´rio, mas finito, de
part´ıculas, respectivamente, boso˜es e fermio˜es, se o espac¸o de estados de uma so´ part´ıcula
for o espac¸o de Hilbert H.
Estendem-se, de modo o´bvio, os operadores de criac¸a˜o e destruic¸a˜o boso´nicos e fer-
mio´nicos a` a´lgebra sime´trica Γ∗(H) e a` a´lgebra de Grassmann Γ∧(H), respectivamente.
Um estado de um sistema f´ısico com m part´ıculas e´ aplicado por um operador de criac¸a˜o
num estado com m+1 part´ıculas (cria-se uma part´ıcula) e por um operador de destruic¸a˜o
num estado com m−1 part´ıculas (destroi-se uma part´ıcula).
No decorrer deste cap´ıtulo, utilizaremos o s´ımbolo  = −1 ( = 1) nas afirmac¸o˜es
envolvendo operadores de criac¸a˜o e destruic¸a˜o de boso˜es (fermio˜es). A vantagem deste
tratamento unificado e´ uma apresentac¸a˜o compacta de resultados paralelos.
Por convenieˆncia, agrupam-se os operadores de destruic¸a˜o e criac¸a˜o definidos na a´lge-
bra sime´trica (ou de Grassmann) sobre H num vector α de componentes
αi = gi e αn+i = fi, i = 1, . . . , n. (2.8)
Uma aplicac¸a˜o linear invert´ıvel que ao vector dos operadores de destruic¸a˜o e criac¸a˜o α
associa um vector β de componentes
βi = g˜i e βn+i = f˜i, i = 1, . . . , n. (2.9)
e que preserva as relac¸o˜es de (anti-)comutac¸a˜o cano´nicas diz-se uma transformac¸a˜o cano´-
nica, vulgarmente conhecida por transformac¸a˜o de Bogoliubov. Apresenta-se, de seguida,
uma caracterizac¸a˜o u´til de uma transformac¸a˜o de Bogoliubov.
Proposic¸a˜o 2.2.5 [33] Sejam α e β os vectores coluna de componentes (2.8) e (2.9),
respectivamente. As afirmac¸o˜es seguintes sa˜o equivalentes:
(i) A aplicac¸a˜o que ao vector α associa o vector β e´ uma transformac¸a˜o de Bogoliubov;
(ii) A matriz T tal que β = Tα satisfaz TLT
T = TTLT = L, em que
L =
[
0 In
In 0
]
. (2.10)
Demonstrac¸a˜o: Denotam-se por g e g˜ (ou f e f˜) os vectores coluna constitu´ıdos pelas
primeiras (ou u´ltimas) n componentes de α e β, respectivamente. Consideram-se as
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matrizes por blocos
Mα =
[
Mgg Mgf
Mfg Mff
]
e Mβ =
[
Mg˜g˜ Mg˜f˜
Mf˜ g˜ Mf˜ f˜
]
,
em queMgf denota a matriz n×n de elemento gene´rico ij dado pelo comutador [gi, fj], se
=−1, ou pelo anti-comutador {gi, fj}, se =1, valendo analoga notac¸a˜o para Mgg,Mfg,
Mff e para as submatrizes de Mβ. As relac¸o˜es de (anti-)comutac¸a˜o cano´nicas entre
os operadores de destruic¸a˜o gi e de criac¸a˜o fi podem traduzir-se matricialmente pela
igualdade Mα = L. Seja
T =
[
X Y
U V
]
, X, Y, U, V ∈Mn,
tal que β = Tα, ou seja, g˜ = Xg+Y f e f˜ = Ug+V f . Mediante alguns ca´lculos, obteˆm-se
as seguintes relac¸o˜es:
Mg˜g˜ = XMgfY
T +XMggX
T + YMffY
T + YMfgX
T ,
Mg˜f˜ = XMgfV
T +XMggU
T + YMffV
T + YMfgU
T ,
Mf˜ f˜ = VMgfU
T + VMggV
T + UMffU
T + UMfgV
T ,
Mf˜ g˜ = VMgfY
T + VMggX
T + UMffY
T + UMfgX
T ,
o que permite concluir que Mα e Mβ se relacionam atrave´s da matriz T por
Mβ = T Mα T
T . (2.11)
(i) ⇒ (ii) : Se a transformac¸a˜o que aplica o vector α no vector β e´ de Bogoliubov,
enta˜o preserva as relac¸o˜es de (anti-)comutac¸a˜o cano´nicas e Mβ = L. De (2.11), resulta a
condic¸a˜o TLT
T = L, donde se constata que LT
TL e´ a inversa a` direita de T . Como
esta coincide com a inversa a` esquerda, enta˜o LT
TLT = I2n e, multiplicando ambos os
membros por L, tem-se T
TLT = L.
(ii) ⇒ (i) : Se a matriz T para a qual β = Tα satisfaz TLT T = L, por (2.11) e
porque Mα = L, tem-se Mβ = TMαT
T = L, o que significa que os novos operadores g˜i
e f˜i satisfazem as relac¸o˜es de (anti-)comutac¸a˜o cano´nicas, ou seja, a transformac¸a˜o que
aplica o vector α no vector β e´ de Bogoliubov. Como, ale´m disso, a matriz T satisfaz
T TLT = L, enta˜o T e´ invert´ıvel e pode escrever-se a relac¸a˜o inversa α = T
−1β. 
Apesar da notac¸a˜o adoptada, os novos operadores g˜i na˜o sa˜o necessariamente adjuntos
dos operadores f˜i. Tal ocorre quando a matriz T associada a` transformac¸a˜o de Bogoliubov,
considerada na Proposic¸a˜o 2.2.5 (ii), e´ uma matriz por blocos do tipo
T =
[
X Y
Y X
]
, X, Y ∈Mn. (2.12)
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Neste caso, a condic¸a˜o referida na Proposic¸a˜o 2.2.5 (ii) satisfeita por T pode substituir-se
por TJT
∗ = T ∗JT = J, em que J = In ⊕ In, e
T−1 =
[
X∗ Y T
Y ∗ XT
]
.
Com vista a unificar resultados, fixamos a notac¸a˜o seguinte:
C−1 = {z ∈ C : |z| < 1} e C1 = C.
Escrevemos simplesmente Γ∗ e Γ∧ para denotar, respectivamente, as a´lgebras sime´trica e
de Grassmann sobre C2.
Exemplo 2.2.1 Dado z ∈ C,  = −1 ( = 1), sejam f˜i : Γ∗ → Γ∗ (f˜i : Γ∧ → Γ∧),
i = 1, 2, os operadores lineares definidos por
f˜1 =
1√
1 + |z|2 (f1 − z¯g2) e f˜2 =
1√
1 + |z|2 (f2 + z¯g1). (2.13)
Os seus operadores adjuntos sa˜o dados por
g˜1 =
1√
1 + |z|2 (g1 − zf2) e g˜2 =
1√
1 + |z|2 (g2 + zf1), (2.14)
respectivamente. A transformac¸a˜o linear que aplica o vector (g1, g2, f1, f2) no vector
(g˜1, g˜2, f˜1, f˜2) e´ uma transformac¸a˜o de Bogoliubov associada a uma matriz por blocos do
tipo (2.12), em que
X =
1√
1 + |z|2 I2 e Y =
1√
1 + |z|2
[
0 −z
z 0
]
. (2.15)
Seja N˜i : Γ
∗(H) → Γ∗(H) o operador linear definido por N˜i = f˜ig˜i, i = 1, . . . , n. A
proposic¸a˜o seguinte e´ consequeˆncia directa das relac¸o˜es de comutac¸a˜o cano´nicas entre os
operadores f˜i e g˜i, i = 1, . . . , n.
Proposic¸a˜o 2.2.6 Se os operadores f˜i e g˜i satisfazem as relac¸o˜es de comutac¸a˜o cano´ni-
cas, enta˜o tambe´m satisfazem as seguintes relac¸o˜es:
[N˜i, f˜
r
j ] = r δij f˜
r
i e [N˜i, g˜
r
j ] = −r δij g˜ ri , i, j = 1, . . . , n, r ∈ N0.
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Demonstrac¸a˜o: Seja r ∈ N0. Por induc¸a˜o sobre k, prova-se que
N˜i f˜
r
j = k δij f˜
r
i + f˜
k
j N˜i f˜
r−k
j , i, j = 1, . . . , n, k = 0, . . . , r. (2.16)
De facto, (2.16) e´ trivial para k = 0 e suponha-se (2.16) verdadeira para k − 1. Enta˜o
N˜i f˜
r
j = (k − 1) δij f˜ ri + f˜ k−1j N˜i f˜ r−k+1j
= (k − 1) δij f˜ ri + f˜ k−1j f˜i(δij + f˜j g˜i)f˜ r−kj (2.17)
= (k − 1) δij f˜ ri + f˜ kj (δij + f˜ig˜i)f˜ r−kj (2.18)
= k δij f˜
r
i + f˜
k
j N˜i f˜
r−k
j ,
em que (2.17) se deve a`s relac¸o˜es de comutac¸a˜o cano´nicas [g˜i, f˜j] = δij, e (2.18) resulta
de [f˜i, f˜j] = 0 e de f˜i δij = f˜j δij. A igualdade (2.16) e´, pois, va´lida e para k = r origina o
primeiro conjunto de relac¸o˜es pretendido. Por transconjugac¸a˜o destas relac¸o˜es, conclui-se
a demonstrac¸a˜o. 
2.3 Operadores de Emparelhamento
Dada a a´lgebra sime´trica sobre C2, Γ∗, o operador de emparelhamento B : Γ∗ → Γ∗ e´
o operador linear definido por
B = c f1g1 + d f2g2 + k f1f2 + l g1g2, c, d, k, l ∈ C. (2.19)
onde fi e gi, i = 1, 2, sa˜o os operadores de criac¸a˜o e destruic¸a˜o de boso˜es. Dada a a´lgebra
de Grassmann sobre C2, Γ∧, define-se o operador de emparelhamento B : Γ∧ → Γ∧ como
sendo o operador linear em (2.19), mas onde fi e gi, i = 1, 2, sa˜o os operadores de
criac¸a˜o e destruic¸a˜o de fermio˜es. Se necessa´rio distinguir, o primeiro diz-se operador de
emparelhamento boso´nico e o segundo operador de emparelhamento fermio´nico.
Seja q ∈ Z. Para simplicidade de linguagem, utilizam-se as notac¸o˜es:
2τq = |q| − q e 2κq = |q|+ q.
Denota-se por Γ(q) o subespac¸o da a´lgebra sime´trica sobre C2 gerado pelos vectores
e
n+τq
1 ∗ en+κq2 , n ∈ N0. Facilmente se verifica que estes subespac¸os Γ(q), q ∈ Z, permitem
decompor Γ∗ numa soma directa.
Proposic¸a˜o 2.3.1 A a´lgebra sime´trica sobre C2 admite a seguinte decomposic¸a˜o:
Γ∗ =
+∞⊕
q=−∞
Γ(q).
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Demonstrac¸a˜o: Os conjuntos Γ(q), q ∈ Z, sa˜o dois a dois disjuntos pelo que a sua reunia˜o
e´ uma soma directa. O m-e´simo espac¸o sime´trico sobre C2 tem dimensa˜o m + 1. Se o
nu´mero de ocupac¸a˜o de n´ıvel 1 na sucessa˜o α ∈ Gm,2 e´ o nu´mero inteiro na˜o negativo k na˜o
superior a m, enta˜o o nu´mero de ocupac¸a˜o de n´ıvel 2 e´ m−k e {ek1 ∗ em−k2 : k = 0, . . . ,m}
e´ uma base de C2(m). Assim, o conjunto de todos os vectores ek1 ∗ em−k2 , k = 0, . . . ,m,
m ∈ N0, e´ um conjunto gerador da a´lgebra Γ∗. Se m ≥ 2k (m < 2k), estes geradores sa˜o
elementos de um subespac¸o Γ(q), para q ≥ 0 (q < 0). Confirma-se, assim, a inclusa˜o de
Γ∗ na reunia˜o de todos os subespac¸os Γ(q), q ∈ Z.
No que se refere a` verificac¸a˜o da inclusa˜o contra´ria, basta mostrar que os geradores de
todos os subespac¸os Γ(q) pertencem a C2(m), para um determinado m, o que efectivamente
se verifica, pois o vector e
n+τq
1 ∗ en+κq2 , gerador de Γ(q), e´ um elemento de C2(2n+|q|), para
todo n ∈ N0 e q ∈ Z. 
Os subespac¸os Γ(q), q ∈ Z, que decompo˜em a a´lgebra sime´trica sobre C2 numa soma
directa, satisfazem a seguinte propriedade, que permite justificar o termo emparelhamento
adoptado para designar o operador B : Γ∗ → Γ∗ em (2.19).
Proposic¸a˜o 2.3.2 Dado q ∈ Z, o subespac¸o Γ(q) e´ invariante pelo operador de empa-
relhamento boso´nico B : Γ∗ → Γ∗ definido por (2.19).
Demonstrac¸a˜o: Fixando q ∈ Z, verifica-se que as imagens por B : Γ∗ → Γ∗ dos vectores
geradores de Γ(q) pertencem a Γ(q). De facto,
B(e
n+τq
1 ∗ en+κq2 ) = (n(c+ d) + τqc+ κqd) en+τq1 ∗ en+κq2 + k en+τq+11 ∗ en+κq+12
+ ln (n+ |q|) en+τq−11 ∗ en+κq−12 ∈ Γ(q), n ∈ N0.
Sendo B um operador linear, satisfaz B(Γ(q)) ⊆ Γ(q), para cada q ∈ Z. 
Podemos munir cada subespac¸o Γ(q), q ∈ Z, de um produto interno. Considerando
ϕi =
+∞∑
n=0
cin e
n+τq
1 ∗ en+κq2 , cin ∈ C, n ∈ N0, i = 1, 2,
dois elementos arbitra´rios de Γ(q), o seu produto interno, induzido pelo produto interno
〈en+τq1 ∗ en+κq2 , en+τq1 ∗ en+κq2 〉2n+|q| = (n+ τq)! (n+ κq)!,
e´ dado por
〈ϕ1, ϕ2〉 =
+∞∑
n=0
c1n c2n (n+ τq)! (n+ κq)!.
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Atendendo a` Proposic¸a˜o 2.3.2, pode considerar-se restrito ao subespac¸o Γ(q), q ∈ Z,
o operador de emparelhamento boso´nico B definido por (2.19). A sua representac¸a˜o
matricial, na base cano´nica de Γ(q),
Bq =
{
e
n+τq
1 ∗ en+κq2√
(n+ τq)! (n+ κq)!
: n ∈ N0
}
,
e´ a matriz tridiagonal infinita
T qB =

a0 b1 0 0 . . .
c1 a1 b2 0 . . .
0 c2 a2 b3 . . .
0 0 c3 a3
. . .
...
...
...
. . . . . .

, (2.20)
em que
an = n(c+ d) + τqc+ κqd, n ∈ N0,
bn = l
√
n(n+ |q|), n ∈ N,
cn = k
√
n(n+ |q|), n ∈ N.
(2.21)
2.3.1 Propriedades Espectrais
O estudo das propriedades espectrais de alguns operadores de emparelhamento e´ o
nosso pro´ximo objectivo. Para simplificar esse estudo, utiliza-se uma transformac¸a˜o de
Bogoliubov adequada, mais precisamente a introduzida no Exemplo 2.2.1. Denota-se por
ι a aplicac¸a˜o identidade em Γ∗ ou Γ∧. Escreve-se ι∗ para especificar que a aplicac¸a˜o
identidade e´ definida em Γ∗, ou num seu subespac¸o Γ(q), q ∈ Z.
Proposic¸a˜o 2.3.3 A transformac¸a˜o de Bogoliubov determinada por (2.13) e (2.14), com
z ∈ C,  = −1 ( = 1), aplica o operador de emparelhamento B : Γ∗ → Γ∗ (B : Γ∧ → Γ∧)
definido por (2.19) na forma
B = λ0 ι+ c˜ f˜1g˜1 + d˜ f˜2g˜2 + k˜ f˜1f˜2 + l˜ g˜1g˜2, (2.22)
onde
λ0 =
1
1 + |z|2
(
(c+ d)|z|2 + kz¯ − lz) , (2.23)
c˜ =
1
1 + |z|2
(
c− d|z|2 − kz¯ + lz) , (2.24)
d˜ =
1
1 + |z|2
(−c|z|2 + d− kz¯ + lz) , (2.25)
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k˜ =
1
1 + |z|2
(
(c+ d)z + k + lz2
)
, (2.26)
l˜ =
1
1 + |z|2
(−(c+ d)z¯ + kz¯2 + l) . (2.27)
Ale´m disso,
c˜ = c− λ0 e d˜ = d− λ0. (2.28)
Demonstrac¸a˜o: A transformac¸a˜o de Bogoliubov que aplica o vector αT = (g1, g2, f1, f2)
no vector βT = (g˜1, g˜2, f˜1, f˜2), como no Exemplo 2.2.1, esta´ associada a uma matriz por
blocos T do tipo (2.12), de submatrizes X e Y dadas por (2.15). Como α = T−1β e
T−1 =
1√
1 + |z|2

1 0 0 z
0 1 −z 0
0 z¯ 1 0
−z¯ 0 0 1
 ,
obteˆm-se as seguintes relac¸o˜es inversas:
f1 =
1√
1 + |z|2 (f˜1 + z¯g˜2), f2 =
1√
1 + |z|2 (f˜2 − z¯g˜1) (2.29)
e
g1 =
1√
1 + |z|2 (g˜1 + zf˜2), g2 =
1√
1 + |z|2 (g˜2 − zf˜1). (2.30)
Substituindo fi e gi, i = 1, 2, no operador B = cf1g1 + df2g2 + kf1f2 + lg1g2, pelas
expresso˜es (2.29) e (2.30), tem-se o pretendido. 
Centramos primeiro a atenc¸a˜o em operadores de emparelhamento auto-adjuntos.
Proposic¸a˜o 2.3.4 O operador de emparelhamento B dado por (2.19) e´ auto-adjunto se
e so´ se c, d ∈ R e l = −k¯.
Demonstrac¸a˜o: Sejam c, d, k, l ∈ C. Atendendo a`s relac¸o˜es de (anti-)comutac¸a˜o cano´ni-
cas f2f1 + f1f2 = g2g1 + g1g2 = 0, o operador adjunto do operador de emparelhamento
B = cf1g1+ df2g2+ kf1f2+ lg1g2 e´ dado por B
∗ = c¯f1g1+ d¯f2g2− l¯f1f2− k¯g1g2. Assim,
B e´ auto-adjunto se e so´ se c = c¯, d = d¯ e l = −k¯. 
Conclui-se, de imediato, da Proposic¸a˜o 2.3.4 que o operador de emparelhamento B na
forma (2.22) e´ auto-adjunto se e so´ se c˜, d˜ ∈ R e l˜ = −k˜.
De agora em diante, para simplicidade de linguagem, consideramos
∆B = (c+ d)
2 − 4kl e ζc+d =
{
ei arg(c+d), se c+ d 6= 0
0, se c+ d = 0
.
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Ale´m disso, sejam N˜i = f˜ig˜i, i = 1, 2, em que f˜i e g˜i sa˜o os operadores lineares definidos
na a´lgebra sime´trica Γ∗ ou na a´lgebra de Grassmann Γ∧ sobre C2, como no Exemplo 2.2.1.
Proposic¸a˜o 2.3.5 Se o operador de emparelhamento B : Γ∧ → Γ∧ (B : Γ∗ → Γ∗)
definido em (2.19) e´ auto-adjunto (e ∆B > 0 ou k = 0), enta˜o pode reduzir-se, por meio
de uma transformac¸a˜o de Bogoliubov, a` forma
B = λ0 ι+ (c− λ0) N˜1 + (d− λ0) N˜2,
com  = 1 e λ0 =
1
2
(c+ d)± 1
2
√
∆B
(
 = −1 e λ0 = −12(c+ d) + 12 ζc+d
√
∆B
)
.
Demonstrac¸a˜o: Pela Proposic¸a˜o 2.3.4, verifica-se que c, d ∈ R e l = −k¯. Pela Propo-
sic¸a˜o 2.3.3, por meio de uma transformac¸a˜o de Bogoliubov adequada, pode escrever-se B
na forma (2.22), com λ0, c˜, d˜ e k˜ dados por (2.23), (2.24), (2.25) e (2.26), respectivamente,
e l˜ = −k˜.
Seja ∆B = 0. Se B : Γ
∧ → Γ∧, enta˜o c + d = k = 0. Se B : Γ∗ → Γ∗ e k = 0, enta˜o
c + d = 0. Em ambos os casos, o resultado e´ trivial, ja´ que c˜ = c, d˜ = d e λ0 = k˜ = 0,
qualquer que seja o z ∈ C.
Seja, agora, ∆B > 0. Se B : Γ
∧ → Γ∧ ou B : Γ∗ → Γ∗, e´ poss´ıvel determinar z ∈ C,
tal que k˜ = 0. De facto, podemos escolher uma soluc¸a˜o z da equac¸a˜o quadra´tica
−k¯z2 + (c+ d) z + k = 0, (2.31)
para a qual k˜ se anula. A escolha e´ a seguinte. Para k = 0, como c + d 6= 0, toma-se
z = 0. Para k 6= 0, tem-se
z =
(c+ d)±√∆B
2k¯
, (2.32)
e o produto destas duas ra´ızes, −k/k¯, tem mo´dulo um. Portanto, se  = −1, uma das
ra´ızes z pertence a C−1. Se  = 1, enta˜o k˜ = 0, para qualquer uma destas ra´ızes. Assim,
basta centrar a atenc¸a˜o no operador B = λ0 ι+ c˜ N˜1 + d˜ N˜2. De (2.24) e (2.25), vem
c˜+ d˜ =
(c+ d) (1− |z|2)− 2kz¯ − 2k¯z
1 + |z|2 .
Atendendo a (2.32), mediante alguns ca´lculos, tem-se c˜ + d˜ = ∓ √∆B. Por outro lado,
de (2.28), vem c˜+ d˜ = c+ d− 2λ0. Logo, 2λ0 = (c+ d)±
√
∆B, obtendo-se o resultado
para  = 1. Se  = −1 e c+d > 0, considera-se o sinal ′+′ em vez do sinal ′±′ na expressa˜o
(2.32), de modo a que z pertenc¸a a C−1. Se  = −1 e c + d < 0, substitui-se o sinal ′±′
na expressa˜o (2.32) pelo sinal ′−′, caso contra´rio z 6∈ C−1. 
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Nota 2.3.1 Perante o operador de emparelhamento auto-adjunto boso´nico B, a restric¸a˜o
∆B > 0 ou k = 0 imposta na Proposic¸a˜o 2.3.5, e´ essencial. Se ∆B ≤ 0 e k 6= 0, verifica-se
facilmente que ambas as ra´ızes de (2.31) teˆm mo´dulo um e, por isso, na˜o se pode escolher
z ∈ C−1, tal que k˜ = 0.
Proposic¸a˜o 2.3.6 Se o operador de emparelhamento B : Γ∗ → Γ∗ definido em (2.19) e´
auto-adjunto, um nu´mero complexo z satisfaz
[B, g1 − zf2] = 1
2
(
d− c±
√
∆B
)
(g1 − zf2) (2.33)
ou
[B, g2 − zf1] = 1
2
(
c− d±
√
∆B
)
(g2 − zf1) (2.34)
se e so´ se z e´ uma raiz de (2.31), com  = −1.
Demonstrac¸a˜o: A implicac¸a˜o (⇐) e´ imediata. Suponhamos que z ∈ C satisfaz (2.33).
Utilizando as relac¸o˜es de comutac¸a˜o cano´nicas e o facto de l = k¯, pois B e´ auto-adjunto,
facilmente se verifica que
[B, g1 − zf2] = −
(
c+ k¯z
)
g1 − (k + dz) f2. (2.35)
Mostraremos a existeˆncia de w ∈ C tal que [B, g1 − zf2] = w(g1 − zf2), o que equivale,
por (2.35), a determinar w ∈ C tal que[
c k¯
k d
][
1
z
]
= w
[
−1 0
0 1
][
1
z
]
. (2.36)
As soluc¸o˜es w de (2.36) satisfazem
det
[
w + c k¯
−k w − d
]
= 0,
ou seja, sa˜o tais que 2w = d− c±√∆B. A partir de (2.36), tem-se z = −(c+ w)/k¯, isto
e´, z e´ uma raiz da equac¸a˜o quadra´tica (2.31), com  = −1. Se z ∈ C satisfaz (2.34), a
prova decorre de modo ana´logo. 
Proposic¸a˜o 2.3.7 Sejam fi, gi : Γ
∗ → Γ∗, i = 1, 2, e z ∈ C. Existe um vector na˜o nulo
u ∈ Γ∗ satisfazendo (g1 − zf2)u = 0 e (g2 − zf1)u = 0 se e so´ se |z| < 1. Esse vector u e´
dado pela fo´rmula
u =
+∞∑
n=0
c0
zn
n!
f n1 f
n
2 (1), c0 ∈ C \ {0}. (2.37)
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Demonstrac¸a˜o: Considerando um elemento arbitra´rio u =
∑+∞
n,m=0 cnmf
n
1 f
m
2 (1) ∈ Γ∗,
cnm ∈ C \ {0}, facilmente se verifica que
(g1 − zf2)u =
+∞∑
n,m=0
(cn+1m+1(n+ 1)− cnmz) f n1 f m+12 (1), (2.38)
(g2 − zf1)u =
+∞∑
n,m=0
(cn+1m+1(m+ 1)− cnmz) f n+11 f m2 (1). (2.39)
Por hipo´tese, sa˜o nulos os vectores apresentados em (2.38) e (2.39), pelo que
cn+1m+1(n+ 1) = cnmz = cn+1m+1(m+ 1), n,m ∈ N0, (2.40)
donde se conclui que (n−m) cn+1m+1 = 0, ou seja, cnm = cnδnm, n,m ∈ N0. Portanto,
u =
+∞∑
n=0
cn f
n
1 f
n
2 (1) ∈ Γ(0).
De novo, a partir de (2.40), com m = n, vem cn+1(n + 1) = cnz, n ∈ N0. Por induc¸a˜o
sobre n, mostra--se que cn = c0 z
n/n!, n ∈ N0, com c0 ∈ C\{0}, o que confirma ser (2.37)
a expressa˜o do vector u. Ora, o vector u pertence ao espac¸o Γ∗ se e so´ se |z| < 1. 
Doravante, dado z ∈ C−1, escreveremos simplesmente ezf1f2(1) para abreviar a fo´rmula∑+∞
n=0
zn
n!
f n1 f
n
2 (1), interveniente na Proposic¸a˜o 2.3.7.
Proposic¸a˜o 2.3.8 Se o operador de emparelhamento B : Γ∗ → Γ∗ definido em (2.19) e´
auto-adjunto e se B admite um vector pro´prio u ∈ Γ∗ associado a um valor pro´prio real
λ, enta˜o ∆B ≥ 0.
Demonstrac¸a˜o: Suponhamos que ∆B < 0. Enta˜o k 6= 0. Pela Proposic¸a˜o 2.3.6, um
nu´mero complexo z satisfaz (2.33) ou (2.34) se e so´ se z e´ uma raiz de (2.31), com  = −1.
Como observado na Nota 2.3.1, a hipo´tese ∆B < 0 implica que |z| = 1. Mediante alguns
ca´lculos,
B(g1 − zf2)u = (g1 − zf2)Bu+ [B, g1 − zf2]u =
(
λ+
1
2
(d− c) + i
2
√
−∆B
)
(g1 − zf2)u.
Enta˜o, (g1 − zf2)u anula-se ou e´ um vector pro´prio de B associado ao valor pro´prio
λ + 1
2
(d − c) + 1
2
√−∆B. Como um operador auto-adjunto na˜o tem valores pro´prios
complexos, esta u´ltima hipo´tese na˜o se verifica e (g1 − zf2)u = 0. De modo similar, a
partir de
B(g2 − zf1)u =
(
λ+
1
2
(c− d) + i
2
√
−∆B
)
(g2 − zf1)u,
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conclui-se que (g2 − zf1)u = 0. Pela Proposic¸a˜o 2.3.7, as condic¸o˜es (g1 − zf2)u = 0 e
(g2 − zf1)u = 0 implicam que |z| < 1, uma contradic¸a˜o. Logo, ∆B ≥ 0. 
Restringimos, agora, o estudo aos operadores N˜1 e N˜2 definidos na a´lgebra sime´trica
sobre C2 a` custa dos operadores f˜i e g˜i, i = 1, 2, do Exemplo 2.2.1.
Proposic¸a˜o 2.3.9 Os valores pro´prios dos operadores N˜i : Γ
∗ → Γ∗, i = 1, 2, sa˜o os
nu´meros inteiros na˜o negativos e os vectores pro´prios comuns correspondentes aos valores
pro´prios n1 e n2 de N˜1 e N˜2, respectivamente, sa˜o da forma
vn1n2 = c0f˜
n1
1 f˜
n2
2 e
zf1f2(1), c0 ∈ C \ {0}, z ∈ C−1. (2.41)
Demonstrac¸a˜o: Como os operadores N˜1 e N˜2 comutam entre si, enta˜o teˆm vectores
pro´prios em comum. Seja u ∈ Γ∗ um vector na˜o nulo, tal que N˜iu = λiu, i = 1, 2. Da
Proposic¸a˜o 2.2.6, com r = 1, vem N˜ig˜iu = (λi − 1) g˜iu, i = 1, 2, o que significa que ou
g˜iu = 0 ou g˜iu e´ um vector pro´prio de N˜i associado ao valor pro´prio λi − 1, i = 1, 2.
Se g˜1u = g˜2u = 0, enta˜o os valores pro´prios de N˜1 e N˜2 sa˜o ambos nulos. Pela Propo-
sic¸a˜o 2.3.7, conclui-se que u e´ da forma c0 e
zf1f2(1), com c0 ∈ C \ {0} e z ∈ C−1, isto e´,
vale (2.41) com n1 = n2 = 0.
Se g˜1u 6= 0 ou g˜2u 6= 0, repete-se o procedimento antes descrito. De facto, existem
n1, n2 ∈ Z, tais que g˜ n1+11 g˜ n22 u = g˜ n11 g˜ n2+12 u = 0 e v = g˜ n11 g˜ n22 u 6= 0 e´ um vector pro´prio
comum a N˜1 e N˜2. Sendo N˜1 e N˜2 operadores semi-definidos positivos, os seus valores pro´-
prios associados ao vector pro´prio v, λ1−n1 e λ2−n2, respectivamente, sa˜o na˜o negativos.
Este procedimento pa´ra, quando λ1 = n1 e λ2 = n2. Atendendo a` expressa˜o (2.14) dos
operadores g˜1 e g˜2, no Exemplo 2.2.1, e como g˜1v = g˜2v = 0, pela Proposic¸a˜o 2.3.7, tem-se
v = d0 e
zf1f2(1), com d0 ∈ C \ {0} e z ∈ C−1. Ora, v = g˜n11 g˜n22 u implica f˜n22 v = n2!g˜n11 u,
logo f˜n11 f˜
n2
2 v = n1!n2!u, donde se conclui o pretendido. 
Investigam-se, de seguida, os valores pro´prios e vectores pro´prios de operadores de
emparelhamento auto-adjuntos, restritos ao subespac¸o Γ(0).
Teorema 2.3.1 Se o operador de emparelhamento boso´nico B, restrito a Γ(0), definido
por (2.19) e´ auto-adjunto e ∆B > 0, enta˜o os seus valores pro´prios sa˜o dados por
λn = −1
2
(c+ d) +
2n+ 1
2
ζc+d
√
∆B, n ∈ N0. (2.42)
Os vectores pro´prios de B associados ao valor pro´prio λn sa˜o os vectores
vn = c0f˜
n
1 f˜
n
2 e
zf1f2(1), c0 ∈ C \ {0},
em que z e´ a raiz da equac¸a˜o quadra´tica (2.31) em C−1.
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Demonstrac¸a˜o: Pela Proposic¸a˜o 2.3.5, por meio da transformac¸a˜o de Bogoliubov de-
terminada por (2.13) e (2.14), com z ∈ C−1 raiz da equac¸a˜o quadra´tica (2.31), pode
reduzir-se o operador de emparelhamento auto-adjunto B a` forma
B = λ0 ι
∗ + (c+ λ0)N˜1 + (d+ λ0)N˜2,
em que λ0 = −12(c+ d) + 12 ζc+d
√
∆B. Facilmente se verifica que os operadores N˜1 − N˜2 e
N1 − N2 coincidem em Γ∗ e, assim, os operadores N˜1 e N˜2 sa˜o iguais quando restritos a
Γ(0). Pela Proposic¸a˜o 2.3.9, os seus valores pro´prios sa˜o os nu´meros inteiros na˜o negativos.
Sendo B − λ0 ι∗ uma combinac¸a˜o linear dos operadores N˜1 e N˜2 que comutam entre si,
resulta da Proposic¸a˜o 2.3.9 que os valores pro´prios do operador B restrito a Γ(0) sa˜o
λn = λ0+(c+ d+2λ0)n, n ∈ N0, e vale (2.42). Os vectores pro´prios comuns a N˜1 e a N˜2
sa˜o os vectores pro´prios de B e, pela Proposic¸a˜o 2.3.9, tem-se o resultado. 
De modo ana´logo, provam-se as seguintes propriedades espectrais relativas a operado-
res de emparelhamento auto-adjuntos, restritos ao subespac¸o Γ(q), para qualquer q ∈ Z.
Teorema 2.3.2 Se o operador de emparelhamento boso´nico B, restrito a Γ(q), q ∈ Z,
definido por (2.19), e´ auto-adjunto e ∆B > 0, enta˜o os seus valores pro´prios sa˜o
λnq =
1 + |q|
2
(
−(c+ d) + ζc+d
√
∆B
)
+ n ζc+d
√
∆B + τqc+ κqd, n ∈ N0.
Os vectores pro´prios de B associados ao valor pro´prio λnq sa˜o da forma
vnq = c0f˜
n+τq
1 f˜
n+κq
2 e
zf1f2(1), c0 ∈ C \ {0},
em que z e´ a raiz da equac¸a˜o quadra´tica (2.31) em C−1.
Mais geralmente, caracterizam-se os valores pro´prios e vectores pro´prios dos operado-
res de emparelhamento auto-adjuntos definidos na a´lgebra sime´trica sobre C2.
Teorema 2.3.3 Se o operador de emparelhamento boso´nico B : Γ∗ → Γ∗, definido por
(2.19), e´ auto-adjunto e ∆B > 0, enta˜o os seus valores pro´prios sa˜o
λn1n2 =
1
2
(
−(c+ d) + ζc+d
√
∆B
)
(n1 + n2 + 1) + cn1 + dn2, n1, n2 ∈ N0. (2.43)
Os vectores pro´prios de B associados ao valor pro´prio λn1n2 sa˜o
vn1n2 = c0 f˜
n1
1 f˜
n2
2 e
zf1f2(1), c0 ∈ C \ {0},
em que z e´ a raiz da equac¸a˜o quadra´tica (2.31) em C−1.
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Demonstrac¸a˜o: Pela Proposic¸a˜o 2.3.5, pode reduzir-se o operador de emparelhamento
auto-adjunto B, por meio de uma transformac¸a˜o de Bogoliubov adequada, a` forma
B = λ0 ι
∗ + (c+ λ0)N˜1 + (d+ λ0)N˜2,
em que λ0 = −12(c+ d) + 12 ζc+d
√
∆B. Conhecidos os valores pro´prios dos operadores N˜i,
i = 1, 2, caracterizados na Proposic¸a˜o 2.3.9, obteˆm-se os valores pro´prios do operador
B, λn1n2 = λ0(n1 + n2 + 1) + cn1 + dn2, n1, n2 ∈ N0, isto e´, vale (2.43). Os vectores
pro´prios comuns a N˜1 e N˜2, associados aos valores pro´prios n1 e n2, respectivamente, sa˜o
os vectores pro´prios do operador B. Pela Proposic¸a˜o 2.3.9, conclui-se o pretendido. 
2.3.2 Contradomı´nio Nume´rico no Caso Boso´nico
A caracterizac¸a˜o do contradomı´nio nume´rico do operador de emparelhamento boso´ni-
co B definido em (2.19), restrito ao subespac¸o Γ(q), q ∈ Z, e´ o principal objectivo desta
subsecc¸a˜o. Apresenta-se no Lema 2.3.1 uma relac¸a˜o de inclusa˜o para W (B |Γ(q)). Este
lema sera´ usado nas demonstrac¸o˜es dos teoremas principais desta subsecc¸a˜o.
Lema 2.3.1 Sejam B : Γ∗ → Γ∗ o operador de emparelhamento definido em (2.19) e
W =
{
(c+ d)|z|2 + kz + lz
1− |z|2 : z ∈ C−1
}
. (2.44)
Enta˜o (1 + |q|)W + τqc+ κqd ⊆ W (B |Γ(q)), qualquer que seja q ∈ Z.
Demonstrac¸a˜o: Seja q ∈ Z. Considerando um elemento arbitra´rio ψ ∈ Γ(q),
ψ =
+∞∑
n=0
cn e
n+τq
1 ∗ en+κq2 , cn ∈ C,
verifica-se o seguinte, para q ≥ 0,
〈ψ, ψ〉 =
+∞∑
n=0
|cn| 2n!(n+ q)!,
〈f1f2ψ, ψ〉 =
+∞∑
n=0
cn c¯n+1 (n+ 1)!(n+ q + 1)!,
〈g1g2ψ, ψ〉 =
+∞∑
n=0
cn+1c¯n (n+ 1)!(n+ q + 1)!,
〈f1g1ψ, ψ〉 =
+∞∑
n=0
n |cn| 2 n!(n+ q)!,
〈f2g2ψ, ψ〉 =
+∞∑
n=0
(n+ q) |cn| 2 n!(n+ q)!.
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Se cn = z
n/n!, z ∈ C−1, as se´ries antes consideradas convergem e tem-se
〈ψ, ψ〉 =
+∞∑
n=0
q∏
j=1
(n+ j) |z| 2n = q! 1
(1− |z| 2)1+q ,
〈f1f2ψ, ψ〉 = z¯
+∞∑
n=0
1+q∏
j=1
(n+ j) |z| 2n = (1 + q)! z¯
(1− |z| 2)2+q ,
〈g1g2ψ, ψ〉 = z
+∞∑
n=0
1+q∏
j=1
(n+ j) |z| 2n = (1 + q)! z
(1− |z| 2)2+q ,
〈f1g1ψ, ψ〉 =
+∞∑
n=0
q∏
j=0
(n+ j) |z| 2n = (1 + q)! |z|
2
(1− |z| 2)2+q ,
〈f2g2ψ, ψ〉 =
+∞∑
n=0
q∏
j=0
(n+ j) |z| 2n + q
+∞∑
n=0
q∏
j=1
(n+ j) |z| 2n
= (1 + q)!
|z| 2
(1− |z| 2)2+q + q q!
1
(1− |z| 2)1+q .
Assim, para q ≥ 0, os nu´meros complexos
〈Bψ,ψ〉
〈ψ, ψ〉 = (1 + q)
(c+ d)|z|2 + k z¯ + l z
1− |z|2 + qd, z ∈ C−1,
pertencem a W (B |Γ(q)). Se q < 0, a demonstrac¸a˜o e´ ana´loga. 
Comec¸amos por descrever o contradomı´nio nume´rico de operadores de emparelhamen-
to auto-adjuntos, restritos a Γ(0).
Teorema 2.3.4 Se o operador de emparelhamento boso´nico B definido em (2.19) e´ au-
to-adjunto e
λ0 = −1
2
(c+ d) +
1
2
ζc+d
√
∆B,
enta˜o W (B|Γ(0)) e´:
a) [λ0,+∞) , se ∆B > 0 e c+ d > 0; b) (−∞, λ0] , se ∆B > 0 e c+ d < 0;
c) (λ0,+∞) , se ∆B = 0 e c+ d > 0; d) (−∞, λ0) , se ∆B = 0 e c+ d < 0;
e) {0}, se ∆B = c+ d = 0; f) R, se ∆B < 0.
Demonstrac¸a˜o: Como o operador de emparelhamento B e´ auto-adjunto, pela Propo-
sic¸a˜o 2.3.4, tem-se c + d ∈ R e l = k¯, logo ∆B ∈ R. Ale´m disso, W (B |Γ(0)) ⊆ R e,
sendo o contradomı´nio nume´rico convexo, enta˜o W (B|Γ(0)) e´ um intervalo real, digamos
I (eventualmente degenerado a um ponto ou a toda a recta). Pretendemos caracterizar,
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caso existam, os pontos extremos de I. Atendendo ao Teorema 1.1.3, se λ ∈ I e´ um
ponto extremo de I, enta˜o λ e´ um valor pro´prio de B.
a) Se ∆B > 0 e c + d > 0, pelo Teorema 2.3.1, o valor pro´prio mı´nimo do operador de
emparelhamento auto-adjunto B, restrito a Γ(0), e´ λ0 e na˜o existe valor pro´prio ma´ximo.
Portanto, {λ0+iy : y ∈ R} e´ a u´nica recta de suporte vertical de I e tem-se I = [λ0,+∞).
b) Se ∆B > 0 e c+ d < 0, a prova prossegue de modo ana´logo a` al´ınea a).
c) Se ∆B = 0 e c+ d > 0, enta˜o c+ d = 2|k| e, mediante ca´lculos simples, mostra-se que
2B = (c− d) (f1g1 − f2g2) + (c+ d) (f2 + g1)∗(f2 + g1)− (c+ d) ι∗. (2.45)
Quando B se restringe ao subespac¸o Γ(0), a primeira parcela em (2.45) anula-se. Como
c+d > 0, enta˜o (B−λ0ι∗)|Γ(0) e´ um operador auto-adjunto semi-definido positivo. Mostra-
-se que W ((B − λ0ι∗)|Γ(0)) = (0,+∞), ou equivalentemente, W (C |Γ(0)) = (0,+∞), onde
C = (f2 + g1)
∗(f2 + g1). Efectivamente, dados
wN =
N∑
n=1
un
n!
fn1 f
n
2 (1) ∈ Γ(0)
e u0 = uN+1 = 0, temos
〈CwN , wN〉
〈wN , wN〉 =
∑N
n=0(n+ 1)|un + un+1|2∑N
n=1 |un|2
≥ 0,
e existem elementos de W (C |Γ(0)) ta˜o pro´ximos de 0 quanto desejarmos. De facto, se
un = (−1)n(N − n), n = 1, . . . , N , enta˜o
lim
N→+∞
〈CwN , wN〉
〈wNwN〉 = limN→+∞
1 + 2 + · · ·+ (N + 1)
1 + 4 + · · ·+ (N − 1)2 = 0.
Suponhamos que 0 ∈ W (C|Γ(0)). Nesse caso, zero seria um ponto anguloso de W (C|Γ(0))
e, pelo Teorema 1.1.3, um valor pro´prio de C. Isto e´, existiria u ∈ Γ(0) \ {0} tal que
Cu = 0. Portanto, 〈Cu, u〉 = 〈(f2 + g1)u, (f2 + g1)u〉 seria nulo e o mesmo aconteceria
com (f2 + g1)u, o que contradiz a Proposic¸a˜o 2.3.7. Em virtude de 0 /∈ W (C |Γ(0)),
concluimos que W (B|Γ(0)) = (λ0,+∞).
d) Se ∆B = 0 e c+ d < 0, a prova prossegue de modo ana´logo a` al´ınea c).
e) Se ∆B = c + d = 0, enta˜o k = 0 e B|Γ(0)= 0. Assim, o seu contradomı´nio nume´rico e´
o conjunto singular {0}.
f) Se ∆B < 0, como B e´ auto-adjunto, pelo Lema 2.3.1 tem-se
W =
{
(c+ d)|z|2 + kz¯ + k¯z
1− |z|2 : z ∈ C−1
}
⊆ W (B|Γ(0)) ⊆ R.
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Considerando r = (1 + |z|2)/(1− |z|2) e φ = arg z − arg k, facilmente se verifica que
W =
{
c+ d
2
(r − 1) + |k|
√
r2 − 1 cosφ : 0 ≤ φ < 2pi, r ≥ 1
}
= R.
Donde, W (B|Γ(0)) = R. 
Importa ainda realc¸ar que as al´ıneas a) - f) do Teorema 2.3.4 descrevem o contrado-
mı´nio nume´rico das matrizes tridiagonais infinitas Hermı´ticas
0 k¯ 0 0 . . .
k c+ d 2k¯ 0 . . .
0 2k 2(c+ d) 3k¯ . . .
0 0 3k 3(c+ d) . . .
...
...
...
...
. . .
 , c, d ∈ R, k ∈ C,
ja´ que estas sa˜o as representac¸o˜es matriciais, na base cano´nica B0, dos operadores de
emparelhamento auto-adjuntos (2.19) restritos ao subespac¸o Γ(0).
Generalizamos, de seguida, o Teorema 2.3.4 a operadores de emparelhamento B na˜o
necessariamente auto-adjuntos, mas ainda restritos ao subespac¸o Γ(0). Como constatare-
mos, existe uma interessante relac¸a˜o entre W (B|Γ(0)) e o contradomı´nio nume´rico-J po-
sitivo, J = diag (1,−1), de uma determinada matriz de ordem dois. Tal relac¸a˜o revela-
-se no papel fundamental que o Teorema do Contradomı´nio Hiperbo´lico desempenha na
demonstrac¸a˜o do pro´ximo teorema. A identidade que a´ı se obte´m entre dois conjuntos de
natureza um pouco diferente, o primeiro o contradomı´nio nume´rico cla´ssico de um ope-
rador ilimitado e o segundo uma das componentes convexas do contradomı´nio nume´rico
num espac¸o de Krein de uma matriz de ordem reduzida, conquanto seja surpreendente, e´
de uma enorme utilidade.
Teorema 2.3.5 Seja B o operador de emparelhamento boso´nico em (2.19) e
λη0 = −
1
2
(c+ d) +
1
2
η
√
∆B, η ∈ {−1, 0, 1}.
Denote-se por l0 a recta definida pelos pontos λ
1
0 e λ
−1
0 , excepto o segmento de recta aberto
que os une. Sejam
2M = |∆B| − |c+ d|2 + 2|k|2 + 2|l|2,
2N = |∆B|+ |c+ d|2 − 2|k|2 − 2|l|2.
(2.46)
a) Se M > 0 e N > 0, enta˜o W (B|Γ(0)) e´ limitado por um ramo da hipe´rbole de focos em
λ10 e λ
−1
0 , eixos transverso e na˜o-transverso de comprimento
√
N e
√
M, respectivamente.
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b) Se M > 0 e N = 0, enta˜o W (B|Γ(0)) e´:
i. a recta r0, se |k| = |l|;
ii. um semi-plano aberto definido pela recta r0, se |k| 6= |l|;
em que r0 e´ a recta que passa por λ
0
0 e e´ perpendicular ao segmento que une λ
1
0 a λ
−1
0 .
c) Se M > 0 e N < 0, enta˜o W (B|Γ(0)) e´ todo o plano complexo.
d) Se M = 0 e N > 0, enta˜o W (B|Γ(0)) e´ uma semi-recta fechada de extremo λ10 ou λ−10 ,
que e´ uma das componentes disjuntas de l0.
e) Se M = N = 0, enta˜o W (B|Γ(0)) e´:
i. o conjunto singular {0}, se c+ d = 0;
ii. a semi-recta aberta de extremo λ00 contendo a origem, se c+ d 6= 0.
Demonstrac¸a˜o: Pelo Lema 2.3.1, com q = 0, W definido em (2.44) e´ um subconjunto
de W (B|Γ(0)). Considerando J = diag (1,−1) e
A = J
[
0 l
k c+ d
]
,
facilmente se verifica que
W =
{
1
1− |z|2 [1 z¯] JA [1 z]
T : z ∈ C−1
}
= W+J (A).
Portanto, pode descrever-se W a partir do Teorema do Contradomı´nio Hiperbo´lico, tendo
em conta a Nota 1.2.2. Seja PB = 2|k|2+2|l|2− |c+ d|2. Os valores pro´prios da matriz A
sa˜o λ10 a λ
−1
0 , e temos
M = |λ10|2 + |λ−10 | 2 − Tr(A[∗]A) = 12 (|∆B|+ PB) ,
N = Tr(A[∗]A) − 2Re(λ10 λ−10 ) = 12 (|∆B| − PB).
Claramente, M ≥ 0 e
|∆B|2 = |c+ d|4 + 16|k|2|l|2 − 8|k||l||c+ d|2 cos(2α− 2β), (2.47)
onde 2α = arg(kl) e β = arg(c + d). Pelo Teorema do Contradomı´nio Hiperbo´lico, o
subconjunto W de W (B|Γ(0)) e´ limitado por um ramo de uma hipe´rbole (possivelmente
degenerada). Os casos seguintes podem ocorrer:
1.o caso: M > 0 e N > 0. Provaremos que W (B|Γ(0)) = W. Pela Proposic¸a˜o 1.1.1, os
vectores pro´prios unita´rios associados a um valor pro´prio extremo de Re (eiθB), θ ∈ [0, 2pi),
originam os pontos da fronteira do contradomı´nio nume´rico do B. Ora,
Re (eiθB) = cθ f1g1 + dθ f2g2 + kθ f1f2 + k¯θ g1g2,
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onde
cθ = Re (e
iθc), dθ = Re (e
iθd) e 2kθ = (k + l¯) cos θ + i (k − l¯) sin θ.
Ale´m disso, cθ + dθ = |c + d| cos(β + θ). Tomando ∆θ = (cθ + dθ)2 − 4|kθ|2, mediante
alguns ca´lculos, obte´m-se 2∆θ = |∆B| cos(2θ + ψ) − PB, onde tanψ = Im∆B/Re∆B.
Consequentemente, −M ≤ ∆θ ≤ N, qualquer que seja θ ∈ [0, 2pi). Seja θ tal que ∆θ > 0.
Se cθ + dθ > 0, pelo Teorema 2.3.1, o valor pro´prio mı´nimo do operador de emparelha-
mento auto-adjunto Re(eiθB) e´ λθ0 = −12(cθ+dθ)+ 12
√
∆θ. Os vectores pro´prios associados
a λθ0 sa˜o dados por v
θ
0 = c0 e
zθf1f2(1), com c0 ∈ C \ {0}, zθ = 0, se kθ = 0, e zθ = λθ0/k¯θ,
se kθ 6= 0. Enta˜o zθ ∈ C−1 e, seguindo um racioc´ınio ana´logo ao utilizado na prova do
Lema 2.3.1, para q = 0, tem-se
〈Bvθ0, vθ0 〉
〈vθ0, vθ0 〉
=
(c+ d)|zθ| 2 + kz¯θ + lzθ
1− |zθ| 2 .
Este ponto pertence a` fronteira de W (B |Γ(0)) e pertence a W . A` medida que θ varia
de 0 a 2pi, va˜o-se descrevendo todos os pontos da fronteira de W (B|Γ(0)) que pertencem
simultaneamente a W . Se cθ + dθ < 0, procede-se a discussa˜o de modo ana´logo. Assim,
W (B|Γ(0)) = W e´ limitado por um ramo da hipe´rbole de focos λ10 e λ−10 , eixo transverso
de comprimento
√
N e eixo na˜o-transverso de comprimento
√
M .
2.o caso: M > 0 e N = 0. Uma vez que N = 0, enta˜o M = |∆B| = PB. Portanto,
2∆θ = M(cos(2θ + ψ) − 1) e facilmente se verifica a existeˆncia de θ′ = −ψ/2 ∈ [0, 2pi)
tal que a func¸a˜o sinusoidal real f(θ) = ∆θ satisfaz f(θ) < 0, para θ 6= θ′ e f(θ′) = 0.
Neste caso, existe uma u´nica recta de suporte de WB, mais concretamente a recta r0. Se
|k| 6= |l|, enta˜o W e´ um semi-plano aberto definido por esta recta r0. Pelo Teorema 2.3.4
c) ou d), a fronteira do semi-plano na˜o pertence a W (B|Γ(0)) e assim W (B|Γ(0)) coincide
com W . Se |k| = |l| 6= 0, enta˜o W e´ a recta r0. Neste caso, ∆θ e cθ + dθ anulam-se
apenas na direcc¸a˜o θ = pi/2−β (mod pi). Pelo Teorema 2.3.4 e), conclui-se que W (B|Γ(0))
coincide com W . Se k = l = 0, enta˜o M = 0, contradizendo a hipo´tese.
3.o caso: M > 0 e N < 0. Quando N < 0, na˜o existe nenhuma recta de suporte de
W que, por isso, se reduz a todo o plano complexo. Da´ı, W (B|Γ(0)) = C.
4.o caso: M = 0 e N > 0. Como M = 0, tem-se N = |∆B| = −PB > 0. Agora, existe
um nu´mero infinito de rectas de suporte deW e o ramo da hipe´rbole, dado pelo Teorema do
Contradomı´nio Hiperbo´lico, degenera numa semi-recta fechada de extremo λ10 ou λ
−1
0 , que
e´ uma das componentes disjuntas de l0. Para θ ∈ [0, 2pi), 2∆θ = N(cos(2θ + ψ) + 1) ≥ 0.
Usando argumentos ana´logos aos da prova do 2.o caso, conclui-se que W (B|Γ(0)) =W .
5.o caso: M = 0 e N = 0. Facilmente se veˆ que N = ∆B e, mediante ca´lculos
elementares, tem-se |k| = |l| = 1
2
|c + d|. Se k = 0, atendendo ao Teorema 2.3.4 e),
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concluimos que W (B) = {0}. Se k 6= 0, enta˜o W e´ uma semi-recta aberta contendo a
origem e de extremo λ00. A partir de (2.47), vem 0 = |∆B|2 = 32|k|4(1− cos(2α − 2β)) e
da´ı α = β. Ale´m disso, ∆θ = 0, para θ ∈ [0, 2pi), e cθ + dθ anula-se apenas na direcc¸a˜o
θ = pi
2
− α (mod pi). Argumentos semelhantes aos utilizados anteriormente permitem
mostrar que W (B|Γ(0)) =W .
6.o caso: M = 0 e N < 0. Dadas estas hipo´teses, tem-se 0 = −M ≤ ∆θ ≤ N < 0, o
que e´ imposs´ıvel. 
Traduzindo o Teorema 2.3.5 em termos matriciais, e´ claro que as suas al´ıneas apresen-
tam a caracterizac¸a˜o do contradomı´nio nume´rico das matrizes tridiagonais infinitas
0 l 0 0 . . .
k c+ d 2l 0 . . .
0 2k 2(c+ d) 3l . . .
0 0 3k 3(c+ d) . . .
...
...
...
...
. . .
 , c, d, k, l ∈ C.
Recorda-se que o Teorema 2.3.4 descreve o contradomı´nio nume´rico de operadores de
emparelhamento auto-adjuntos restritos a Γ(q), no caso particular em que q = 0. Em
geral, para q ∈ Z, temos o resultado seguinte.
Teorema 2.3.6 Seja B o operador de emparelhamento boso´nico em (2.19) e
λ0q =
1 + |q|
2
(
−(c+ d) + ζc+d
√
∆B
)
+ τqc+ κqd, q ∈ Z.
Se B e´ auto-adjunto, enta˜o W (B|Γ(q)) e´:
a) [λ0q,+∞) , se ∆B > 0 e c+ d > 0; b) (−∞, λ0q] , se ∆B > 0 e c+ d < 0;
c) (λ0q,+∞) , se ∆B = 0 e c+ d > 0; d) (−∞, λ0q) , se ∆B = 0 e c+ d < 0;
e) {λ0q}, se ∆B = c+ d = 0; f) R, se ∆B < 0.
Demonstrac¸a˜o: Seguem-se passos ana´logos aos da prova do Teorema 2.3.4, recorrendo
ao Teorema 2.3.2 em vez do Teorema 2.3.1. 
Finalmente, enunciamos o resultado mais geral desta secc¸a˜o. Usando o Lema 2.3.1, o
Teorema 2.3.2 e argumentos ana´logos aos da demonstrac¸a˜o do Teorema 2.3.5, caracteri-
zamos o contradomı´nio nume´rico do operador de emparelhamento restrito a Γ(q), q ∈ Z.
Sera´ poss´ıvel ainda revelar a existeˆncia de uma relac¸a˜o de homotetia entre estes conjuntos.
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Teorema 2.3.7 Seja B o operador de emparelhamento boso´nico em (2.19) e
ληq =
1 + |q|
2
(
−(c+ d) + η
√
∆B
)
+ τqc+ κqd, η ∈ {−1, 0, 1}, q ∈ Z.
Denote-se por lq a recta definida pelos pontos λ
1
q e λ
−1
q , excepto o segmento de recta aberto
que os une. Sejam
2M = |∆B| − |c+ d|2 + 2|k|2 + 2|l|2,
2N = |∆B|+ |c+ d|2 − 2|k|2 − 2|l|2.
(2.48)
a) Se M > 0 e N > 0, enta˜o W (B|Γ(q)) e´ limitado por um ramo da hipe´rbole de focos em
λ1q e λ
−1
q , eixos transverso e na˜o-transverso de comprimento (1 + |q|)
√
N e (1 + |q|)√M,
respectivamente.
b) Se M > 0 e N = 0, enta˜o W (B |Γ(q)) e´:
i. a recta rq, se |k| = |l|;
ii. um semi-plano aberto definido pela recta rq, se |k| 6= |l|;
em que rq e´ a recta que passa por λ
0
q e e´ perpendicular ao segmento que une λ
1
q a λ
−1
q .
c) Se M > 0 e N < 0, enta˜o W (B |Γ(q)) e´ todo o plano complexo.
d) Se M = 0 e N > 0, enta˜o W (B |Γ(q)) e´ uma semi-recta fechada de extremo λ1q ou λ−1q ,
que e´ uma das componentes disjuntas de lq.
e) Se M = N = 0, enta˜o W (B|Γ(0)) e´:
i. o conjunto singular {λ0q}, se c+ d = 0;
ii. a semi-recta aberta de extremo λ0q contendo o ponto τqc+ κqd, se c+ d 6= 0.
Demonstrac¸a˜o: Provaremos que
W (B |Γ(q)) = (1 + |q|)W (B|Γ(0)) + τqc+ κqd, q ∈ Z. (2.49)
Em primeiro lugar, pelo Lema 2.3.1, o contradomı´nio nume´rico do operador de empa-
relhamento B restrito a Γ(q) conte´m (1 + |q|)W + τqc + κqd, em que W e´ o conjunto
definido por (2.19). Por outro lado, da demonstrac¸a˜o do Teorema 2.3.5, conclui-se que
W = W (B|Γ(0)). Daqui se infere a validade da inclusa˜o:
(1 + |q|)W (B|Γ(0)) + τqc+ κqd ⊆ W (B |Γ(q)), q ∈ Z.
De mesmo modo que na demonstrac¸a˜o do Teorema 2.3.5, consideramos
Re(eiθB) = cθ f1g1 + dθ f2g2 + kθ f1f2 + k¯θ g1g2,
com cθ = Re(e
iθc), dθ = Re(e
iθd) e 2kθ = (k + l¯) cos θ + i (k − l¯) sin θ.
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a) Seja θ ∈ [0, 2pi) tal que ∆θ = (cθ + dθ)2 − 4|kθ|2 > 0. Se cθ + dθ > 0, pelo
Teorema 2.3.2, o valor pro´prio mı´nimo do operador de emparelhamento auto-adjunto
Re(eiθB) restrito a Γ(q), q ≥ 0, e´
λθ0q =
q
2
(dθ − cθ)− 1
2
(cθ + dθ) +
1 + q
2
√
∆θ = (1 + q)λ
θ
00 + qdθ,
e os vectores pro´prios de Re(eiθB) associados ao valor pro´prio λθ0q sa˜o os vectores dados
por vθ0q = c0 f˜
q
2 e
zθf1f2(1), com c0 ∈ C \ {0}, zθ = 0, se kθ = 0, zθ = λθ0q/k¯θ, se kθ 6= 0, e
f˜2 =
1√
1−|zθ|2
(f2− z¯θg1). Usando argumentos ana´logos aos da prova do Lema 2.3.1, temos
wθq =
〈Bvθ0q, vθ0q〉
〈vθ0q, vθ0q〉
= (1 + q)
(c+ d)|zθ| 2 + k z¯θ + l zθ
1− |zθ| 2 + qd, (2.50)
que e´ um ponto da fronteira deW (B|Γ(q)), q ≥ 0. Se cθ+dθ < 0, procede-se analogamente.
De (2.50), vem a seguinte relac¸a˜o entre os pontos wθq da fronteira de W (B|Γ(q)), q > 0, e
os pontos wθ0 da fronteira de W (B|Γ(0)):
wθq = (1 + q)w
θ
0 + qd.
Isto significa que a curva geradora de fronteira de W (B|Γ(q)), q > 0, se obte´m da curva
geradora de fronteira de W (B |Γ(0)) por uma dilatac¸a˜o de raza˜o 1 + q, seguida de uma
translac¸a˜o associada a qd. Assim, se mostra a igualdade em (2.49), para q ≥ 0, e se conclui
que W (B |Γ(q)), q ≥ 0, e´ limitado por um ramo da hipe´rbole de focos λ1q e λ−1q , e eixos
transverso e na˜o-transverso de comprimento (1 + q)
√
N e (1 + q)
√
M, respectivamente.
b) Se |k| 6= |l|, enta˜o (1 + q)W + qd e´ um semi-plano aberto definido pela recta
rq. Argumentos ana´logos aos utilizados na demonstrac¸a˜o do Teorema 2.3.6 b) permitem
mostrar que a fronteira deste semi-plano na˜o pertence a W (B |Γ(q)). Assim, W (B |Γ(q))
coincide com (1 + q)W + qd, para q ≥ 0. Se |k| = |l| 6= 0, enta˜o (1 + q)W + dq e´ a recta
rq. Neste caso, ∆θ = (cθ + dθ)
2 − 4|kθ|2 e cθ + dθ anulam-se numa u´nica direcc¸a˜o, donde
se pode deduzir a ocorreˆncia de igualdade em (2.49), q ≥ 0.
c) Dado que W = C, e´ evidente que W (B |Γ(q)) = C.
d) Neste caso, o conjunto (1 + q)W + qd degenera numa das componentes disjuntas
do conjunto lq, que e´ uma semi-recta fechada de extremo λ
1
q ou λ
−1
q . Ja´ que ∆θ ≥ 0, para
θ ∈ [0, 2pi), argumentos ana´logos aos usados anteriormente permitem mostrar a igualdade
em (2.49), q ≥ 0.
e) Agora, tal como na prova do 5.o caso do Teorema 2.3.5, tem-se |k| = |l| = 1
2
|c+ d|.
Se k = 0, enta˜o W (B|Γ(q)) = {qd}. Se k 6= 0, enta˜o (1 + q)W + qd e´ a semi-recta aberta
de extremo λ0q, contendo o ponto qd, e pode concluir-se que W (B|Γ(q)) = (1 + q)W + qd.
Se q < 0, a demonstrac¸a˜o segue passos similares. 
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Terminada a demonstrac¸a˜o do Teorema 2.3.6, importa salientar a relac¸a˜o (2.49) a´ı
obtida, pois esta prova a existeˆncia de uma relac¸a˜o de homotetia entre os contradomı´nios
nume´ricos do mesmo operador de emparelhamento boso´nico, quando restrito a diferentes
subespac¸os Γ(q), q ∈ Z. Efectivamente, estes conjuntos sa˜o limitados por hipe´rboles
homote´ticas, eventualmente degeneradas.
Exemplo 2.3.1 Considere-se o operador de emparelhamento de boso˜es definido por
B = −if1g1 + (2 + i)f2g2 + f1f2 − g1g2. (2.51)
Neste caso, ∆B = 8 e M = N = 4. Pelo Teorema 2.3.7 a), o conjunto W (B|Γ(q)), q ∈ Z,
e´ limitado por um ramo da hipe´rbole de focos em
λ±1q = −1±
√
2 + q + |q|(i±
√
2),
e eixos transverso e na˜o-transverso de igual comprimento 2(1 + |q|).
Figura 2.1: ∂W (B|Γ(q)), para B definido em (2.51) e q = 0, 1, 2, 3, 4.
Figura 2.2: ∂W (B|Γ(q)), para B definido em (2.51) e q = 0,−1,−2,−3,−4.
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Antes de finalizar esta secc¸a˜o, recorda-se a representac¸a˜o matricial, na base cano´nica
Bq, do operador de emparelhamento B restrito a Γ(q), q ∈ Z. Sendo o operador boso´nico
B definido por (2.19), tal representac¸a˜o e´ dada pela matriz tridiagonal infinita T qB apre-
sentada em (2.20), satisfazendo as condic¸o˜es (2.21). Deste modo, as va´rias al´ıneas do
Teorema 2.3.7 descrevem minuciosamente o contradomı´nio nume´rico das matrizes tridia-
gonais T qB , q ∈ Z, quaisquer que sejam c, d, k, l ∈ C.
A t´ıtulo ilustrativo, observa-se que a descric¸a˜o hiperbo´lica da fronteira de W (B|Γ(q)),
q ∈ Z, em que B e´ o operador definido no Exemplo 2.3.1 por (2.51), caracteriza justamente
o contradomı´nio nume´rico das matrizes tridiagonais infinitas:
T qB =

qi
√
1− q 0 0 . . .
−√1− q 2 + qi √2(2− q) 0 . . .
0 −√2(2− q) 4 + qi √3(3− q) . . .
0 0 −√3(3− q) 6 + qi . . .
...
...
...
. . . . . .

, q ≤ 0,
e T qB = T
−q
B + 2q( 1 + i) I, se q > 0, onde I denota a matriz identidade infinita. Em
particular, o contradomı´nio nume´rico da matriz tridiagonal
T 0B =

0 1 0 0 . . .
−1 2 2 0 . . .
0 −2 4 3 . . .
0 0 −3 6 . . .
...
...
...
. . . . . .

e´ limitado por um ramo da hipe´rbole de focos em −1 ±√2 e de eixos transverso e na˜o-
transverso de comprimento dois.
2.3.3 Contradomı´nio Nume´rico no Caso Fermio´nico
A caracterizac¸a˜o efectuada para o contradomı´nio nume´rico dos operadores de emparel-
hamento boso´nicos baseou-se nas propriedades espectrais destes operadores anteriormente
investigadas. Embora seja poss´ıvel, para os operadores de emparelhamento fermio´nicos,
seguir passos semelhantes aos apresentados na subsecc¸a˜o precedente, optamos por estudar
o seu contradomı´nio nume´rico por um via mais ra´pida e simples. Basta, para tal, atender
a` representac¸a˜o matricial do operador na base cano´nica {1, e1, e2, e1 ∧ e2} da a´lgebra de
Grassmann Γ∧ sobre C2.
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Teorema 2.3.8 Seja B : Γ∧ → Γ∧ o operador de emparelhamento
B = cf1g1 + df2g2 + kf1f2 + lg1g2, c, d, k, l ∈ C, (2.52)
e ∆B = (c + d)
2 − 4kl. Enta˜o W (B) e´ o invo´lucro convexo dos pontos c, d e da elipse
EB (possivelmente degenerada) de focos 12(c + d) ± 12
√
∆B e de eixos maior e menor de
comprimento
√
M e
√
N , respectivamente, onde
2M = |c+ d|2 + 2|k|2 + 2|l|2 + |∆B|,
2N = |c+ d|2 + 2|k|2 + 2|l|2 − |∆B|.
(2.53)
Demonstrac¸a˜o: A representac¸a˜o matricial do operador de emparelhamento B na base
cano´nica {1, e1, e2, e1 ∧ e2} da a´lgebra de Grassmann Γ∧ e´ dada pela matriz
TB =

0 0 0 −l
0 c 0 0
0 0 d 0
k 0 0 c+ d
 , (2.54)
que e´ unitariamente equivalente a` soma directa B1 ⊕B2, onde
B1 =
[
c 0
0 d
]
e B2 =
[
c+ d k
−l 0
]
.
Pela invariaˆncia do contradomı´nio nume´rico cla´ssico perante transformac¸o˜es de semelhan-
c¸a unita´ria e pela propriedade W12, relativa a` soma directa de matrizes, verifica-se que
W (B) = co (W (B1) ∪W (B2)). Ora, Tr(B∗2B2) = |c + d|2 + |k|2 + |l|2 e, dados os valores
pro´prios β1 e β2 da matriz B2, teˆm-se
2|β21 |+ 2|β2|2 = |∆B|+ |c+ d|2 e 4Re(β1β¯2) = −|∆B|+ |c+ d|2.
Pelo Teorema do Contradomı´nio El´ıptico, W (B2) e´ um disco el´ıptico (possivelmente de-
generado), com os valores pro´prios de B2 por focos, eixos maior e menor de comprimento√
M e
√
N , respectivamente. Assim, W (B) e´ o invo´lucro convexo dos pontos c, d e da
elipse EB que constitui a fronteira do conjunto W (B2). 
Em particular, o operador de emparelhamento fermio´nico B definido por (2.52) admi-
te um contradomı´nio nume´rico el´ıptico, cuja fronteira se reduz a` elipse EB descrita no
Teorema 2.3.8, se os pontos c e d pertencem ao domı´nio delimitado pela curva EB.
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2.4 Primeira Derivac¸a˜o de Matrizes 2× 2
Nesta secc¸a˜o, apresenta-se uma nova classe de operadores com contradomı´nios nume´-
ricos el´ıpticos e que podem ser definidos em termos de operadores de criac¸a˜o e destruic¸a˜o
de boso˜es.
Dado um operador linear A em H, o operador induzido por A em H(m) e´ o operador
linear Pm(A) que actua sobre os tensores decompon´ıveis x1 ∗ · · · ∗ xm ∈ H(m) de acordo
com a fo´rmula:
Pm(A)(x1 ∗ · · · ∗ xm) = (Ax1) ∗ · · · ∗ (Axm).
Pela multilineariedade do produto sime´trico, tem-se
Pm(In + tA)(x1 ∗ · · · ∗ xm) =
m∑
r=0
tr
∑
α∈Qr,m
x1 ∗ · · · ∗ (Axα1) ∗ · · · ∗ (Axαr) ∗ · · · ∗ xm,
onde se recorda que Qr,m e´ o conjunto das sucesso˜es estritamente decrescentes de compri-
mento r de nu´meros inteiros de 1 a m. Pela propriedade universal do produto sime´trico,
garante-se a existeˆncia de um u´nico operador linear P
(r)
m A em H(m), r = 0, . . . ,m, tal que
P (r)m A(x1 ∗ · · · ∗ xm) =
∑
α∈Qr,m
x1 ∗ · · · ∗ (Axα1) ∗ · · · ∗ (Axαr) ∗ · · · ∗ xm.
O operador P
(r)
m A diz-se a r-e´sima derivac¸a˜o de A em H(m). Neste contexto, a r-e´sima
derivac¸a˜o de A e´ completamente determinada, em termos do operador induzido, pela
fo´rmula:
Pm(In + tA) =
m∑
r=0
trP (r)m A.
Se r = 0, enta˜o P
(r)
m A e´ a aplicac¸a˜o identidade em H(m).
Em F´ısica, o conceito de derivac¸a˜o e´ mais relevante do que o conceito de operador
induzido e a primeira derivac¸a˜o e´ especialmente importante. Observa´veis de natureza
aditiva, tais como a energia cine´tica, momento linear ou momento angular, ocorrem com
frequeˆncia. Se A representar uma tal quantidade, para um sistema com uma so´ part´ıcula,
enta˜o P
(1)
m A representa a quantidade correspondente para um sistema com m part´ıculas,
satisfazendo a estat´ıstica de Bose-Einstein [18]. Na verdade, se r = 1, atendendo a que
Q1,m = {1, . . . ,m}, a primeira derivac¸a˜o do operador A em H(m) satisfaz
P (1)m A(x1 ∗ · · · ∗ xm) =
m∑
i=1
x1 ∗ · · · ∗ (Axi) ∗ · · · ∗ xm.
Define-se a primeira derivac¸a˜o de uma matriz A ∈Mn em Cn(m) de modo ana´logo.
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Considere-se, agora, o operador linear definido na a´lgebra sime´trica sobre C2 por
a11f1g1 + a12f1g2 + a21f2g1 + a22f2g2, aij ∈ C, i, j = 1, 2, (2.55)
a` custa de operadores de criac¸a˜o e destruic¸a˜o de boso˜es. Quando restrito ao subespac¸o
C2(m), o operador apresentado em (2.55) e´ justamente a primeira derivac¸a˜o da matriz de
ordem dois de elemento gene´rico aij em C2(m). O conjunto
B =
{
em−k1 ∗ ek2√
(m− k)!k! : k = 0, . . . ,m
}
forma uma base do espac¸o sime´trico C2(m). A representac¸a˜o matricial da primeira derivac¸a˜o
de uma matriz arbitra´ria A = [aij] ∈ M2 em C2(m), na base cano´nica B, e´ uma matriz
tridiagonal de ordem (m+ 1) do tipo
a0 b1 0 . . . 0
c1 a1 b2 . . . 0
0 c2 a2
. . . 0
...
...
. . . . . .
...
0 0 0 . . . am

,
onde
ak = a11m+ (a22 − a11)k, k = 0, . . . ,m,
bk = a12
√
k(m− k + 1), k = 1, . . . ,m,
ck = a21
√
k(m− k + 1), k = 1, . . . ,m.
2.4.1 Contradomı´nio Nume´rico da Primeira Derivac¸a˜o
Com vista a simplificar o estudo do contradomı´nio nume´rico da primeira derivac¸a˜o de
uma matriz arbitra´ria de ordem dois, reduz-se este operador a uma forma mais simples.
Neste aˆmbito, interveˆm os seguintes operadores definidos a` custa de operadores de criac¸a˜o
e destruic¸a˜o de boso˜es. Dado z ∈ C, sejam fˇi, i = 1, 2, os operadores lineares definidos
em C2(m) por
fˇ1 =
1√
1 + |z|2 (f1 − zf2) e fˇ2 =
1√
1 + |z|2 (f2 + zf1). (2.56)
Os seus operadores adjuntos sa˜o dados por
gˇ1 =
1√
1 + |z|2 (g1 − z¯g2) e gˇ2 =
1√
1 + |z|2 (g2 + zg1), (2.57)
respectivamente.
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Proposic¸a˜o 2.4.1 A primeira derivac¸a˜o da matriz Hermı´tica
A =
[
a b¯
b c
]
, a, c ∈ R, b ∈ C, (2.58)
em C2(m), transforma-se, por meio de (2.56) e (2.57), z ∈ C, na forma
P (1)m A = (aˇ fˇ1gˇ1 + bˇ fˇ2gˇ1 +
¯ˇb fˇ1gˇ2 + cˇ fˇ2gˇ2) |C2
(m)
, (2.59)
onde
aˇ =
1
1 + |z|2 (a+ c|z|
2 − bz¯ − b¯z), (2.60)
bˇ =
1
1 + |z|2
(
(a− c)z + b− b¯z2) , (2.61)
cˇ =
1
1 + |z|2 (a|z|
2 + c+ bz¯ + b¯z). (2.62)
Ale´m disso, aˇ+ cˇ = a+ c.
Demonstrac¸a˜o: A partir de (2.56) e (2.57), obteˆm-se as seguintes relac¸o˜es inversas:
f1 =
1√
1 + |z|2 (fˇ1 + zfˇ2), f2 =
1√
1 + |z|2 (fˇ2 − z¯fˇ1) (2.63)
e
g1 =
1√
1 + |z|2 (gˇ1 + z¯gˇ2), g2 =
1√
1 + |z|2 (gˇ2 − zgˇ1). (2.64)
Substituindo (2.63) e (2.64) em (af1g1 + b f2g1 + b¯ f1g2 + cf2g2) |C2
(m)
, tem-se o resultado
pretendido. 
O pro´ximo teorema caracteriza os valores pro´prios λk, k = 0, . . . ,m, da primeira
derivac¸a˜o de uma matriz Hermı´tica de ordem dois em C2(m). Por convenieˆncia, considera-
-se a seguinte ordem na˜o crescente: λ0 ≥ λ1 ≥ · · · ≥ λm.
Teorema 2.4.1 Os valores pro´prios da primeira derivac¸a˜o da matriz Hermı´tica
A =
[
a b¯
b c
]
, a, c ∈ R, b ∈ C, (2.65)
em C2(m), sa˜o dados por
λk =
m
2
(a+ c) +
m− 2k
2
√
(a− c)2 + 4|b|2, k = 0, . . . ,m.
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Demonstrac¸a˜o: Pela Proposic¸a˜o 2.4.1, podemos tomar P
(1)
m A na forma (2.59), com aˇ, bˇ
e cˇ dados por (2.60), (2.61) e (2.62), respectivamente. Facilmente se obte´m
aˇ− cˇ = (a− c) (1− |z|
2)− 2bz¯ − 2b¯z
1 + |z|2 (2.66)
e e´ poss´ıvel determinar um nu´mero complexo z tal que bˇ se anula. De facto, se b = 0 e
a = c, enta˜o bˇ = 0, para qualquer z ∈ C. Se b = 0 e a 6= c, toma-se z = 0. Se b 6= 0,
considera-se
z =
a− c±√(a− c)2 + 4|b|2
2b¯
.
Neste u´ltimo caso, tem-se |z|2− 1 = 1
b
(a− c) z e |z|2+1 = ±1
b
√
(a− c)2 + 4|b|2 z. Substi-
tuindo z na expressa˜o (2.66), mediante alguns ca´lculos, vem aˇ− cˇ = ∓√(a− c)2 + 4|b|2.
Atendendo a que aˇ+ cˇ = a+ c, valem as igualdades
aˇ =
1
2
(a+ c)± 1
2
√
(a− c)2 + 4|b|2 e cˇ = 1
2
(a+ c)∓ 1
2
√
(a− c)2 + 4|b|2.
Pode, portanto, reduzir-se a primeira derivac¸a˜o P
(1)
m A a` forma (aˇ fˇ1gˇ1 + cˇ fˇ2gˇ2) |C2
(m)
e os
seus valores pro´prios sa˜o do tipo
λk = aˇ(m− k) + cˇk, k = 0, . . . ,m. (2.67)
Substituindo aˇ e cˇ em (2.67), vem
λk =
m
2
(a+ c)± m− 2k
2
√
(a− c)2 + 4|b|2, k = 0, . . . ,m. (2.68)
Uma vez que se assume a ordem na˜o crescente para os valores pro´prios de P
(1)
m A, substitui-
-se o sinal ’±’ em (2.68) por ’+’. 
Prova-se, de seguida, que o contradomı´nio nume´rico da primeira derivac¸a˜o de uma
matriz arbitra´ria 2× 2 em C2(m) e´ um disco el´ıptico.
Teorema 2.4.2 Seja A ∈M2 a matriz de valores pro´prios α1 e α2. O contradomı´nio nu-
me´rico da primeira derivac¸a˜o de A em C2(m) e´ o disco el´ıptico (possivelmente degenerado)
de focos mα1 e mα2, eixos maior e menor de comprimento
m
√
Tr (A∗A)− 2Re (α¯1α2) e m
√
Tr (A∗A)− |α1|2 − |α2|2,
respectivamente.
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Demonstrac¸a˜o: Como ja´ vimos, a primeira derivac¸a˜o da matriz A = [aij] ∈M2 em C2(m)
e´ dada pelo operador (2.55). Observa-se que
Re
(
eiθP (1)m A
)
= (aθ f1g1 + bθf1g2,+b¯θf2g1 + cθ f2g2) | C2
(m)
, θ ∈ [0, 2pi),
onde aθ = Re(a11e
iθ), cθ = Re(a22e
iθ) e 2bθ = a12e
iθ + a21 e
−iθ. Ora, os valores pro´prios
ma´ximo e mı´nimo do operador auto-adjunto Re (eiθP
(1)
m A) definem as linhas de suporte
de W (P
(1)
m A). Pelo Teorema 2.4.1, os valores pro´prios de Re (eiθP
(1)
m A) sa˜o
λθk =
m
2
(aθ + cθ) +
m− 2k
2
√
(aθ − cθ)2 + 4|bθ|2, k = 0, . . . ,m.
Portanto, os valores pro´prios ma´ximo e mı´nimo do operador Re (eiθP
(1)
m A) sa˜o λθ0 = mqθ
e λθm = −mqθ, respectivamente, onde
2qθ = (aθ + cθ) +
√
(aθ − cθ)2 + 4|bθ|2.
Isto e´, os valores pro´prios que definem as rectas de suporte deW (P
(1)
m A) esta˜o relacionados
por uma homotetia de raza˜o m com os valores pro´prios ± qθ que definem as rectas de su-
porte deW (P
(1)
1 A). Consequentemente, verifica-se a mesma relac¸a˜o de homotetia entre as
curvas geradoras de fronteira destes dois conjuntos e a descric¸a˜o geome´trica deW (P
(1)
m A),
m ≥ 2, decorre sem qualquer dificuldade da respectiva descric¸a˜o no caso m = 1. Ora, a
representac¸a˜o matricial de P
(1)
1 A, na base cano´nica de C2, e´ obviamente dada pela matriz
A, sendo o seu contradomı´nio nume´rico descrito pelo Teorema do Contradomı´nio El´ıptico.
Conclui-se, assim, que W (P
(1)
m A) e´ um disco el´ıptico homote´tico a W (A) e de raza˜o m. 
Corola´rio 2.4.1 Seja A a matriz Hermı´tica (2.65) e ΩA = (a− c)2 + 4|b|2. O contrado-
mı´nio nume´rico da primeira derivac¸a˜o de A em C2(m) e´:
(i)
[
m
2
(
a+ c−√ΩA
)
, m
2
(
a+ c+
√
ΩA
)]
, se ΩA 6= 0;
(ii)
{
m
2
(a+ c)
}
, se ΩA = 0.
Demonstrac¸a˜o: Basta notar que P
(1)
m A e´ um operador auto-adjunto, logo W (P
(1)
m A) e´
um intervalo real [λm, λ0], cujos extremos sa˜o os valores pro´prios mı´nimo e ma´ximo de
P
(1)
m A. Determinados os valores pro´prios no Teorema 2.4.1, tem-se de imediato (i). Se
ΩA = 0, enta˜o W (P
(1)
m A) reduz-se ao conjunto singular em (ii). 
2.4.2 Contradomı´nio Nume´rico-c da Primeira Derivac¸a˜o
E. Brown e I. Spitkovsky [36] mostraram, muito recentemente, que o contradomı´nio
nume´rico cla´ssico de matrizes tridiagonais e´ invariante por troca de duas entradas sime´-
tricas relativamente a` diagonal principal. Antes disso, Mao-Ting Chien e Hiroshi Naka-
zato [43] provaram um resultado ana´logo para o contradomı´nio nume´rico-c, c ∈ Rn, de
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matrizes tridiagonais com diagonal principal de zeros. Generalizamos este resultado a
matrizes tridiagonais arbitra´rias, qualquer que seja c ∈ Rn. Para o efeito, utilizamos o
lema seguinte, sobre a representac¸a˜o parame´trica da fronteira de Wc(A), c ∈ Rn [40, 42].
Lema 2.4.1 [42] Seja c = (c1, . . . , cn) ∈ Rn, tal que c1 ≥ · · · ≥ cn, A ∈Mn e
λ(θ) =
n∑
i=1
ciλi(θ),
onde λ1(θ) ≥ · · · ≥ λn(θ) sa˜o os valores pro´prios de Re(eiθA), θ ∈ [0, 2pi). Enta˜o Wc(A)
e´ o invo´lucro convexo da curva {X(θ) + i Y (θ) : θ ∈ [0, 2pi)}, onde
X(θ) = cos θ λ(θ)− sin θ λ′(θ),
Y (θ) = − sin θ λ(θ)− cos θ λ′(θ).
A curva {X(θ) + i Y (θ) : θ ∈ [0, 2pi)} definida no Lema 2.4.1 denomina-se a curva ge-
radora da fronteira de Wc(A), c ∈ Rn.
Teorema 2.4.3 Se A e´ uma matriz tridiagonal do tipo
a1 b1 0 . . . 0
d1 a2 b2 . . . 0
0 d2 a3
. . . 0
...
...
. . . . . .
...
0 0 0 . . . an

,
enta˜o o contradomı´nio nume´rico-c, c ∈ Rn e´ invariante por troca das entradas bj e dj,
para cada j = 1, . . . , n− 1.
Demonstrac¸a˜o: Para cada j = 1, . . . , n− 1, seja
Âj =

a1 b1 0 0 0 0
d1
. . . . . . 0 0 0
0
. . . aj dj 0 0
0 0 bj aj+1
. . . 0
0 0 0
. . . . . . bn−1
0 0 0 0 dn−1 an

(2.69)
a matriz tridiagonal que apenas difere de A por troca das entradas bj e dj. Por induc¸a˜o
sobre n, facilmente se verifica que o polino´mio caracter´ıstico de Re (eiθA) coincide com o
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de Re (eiθÂj), θ ∈ [0, 2pi). Se n = 2, a afirmac¸a˜o e´ claramente verdadeira. Suponhamos a
afirmac¸a˜o va´lida para todas as matrizes tridiagonais de ordem na˜o superior a n. Prova-se
que tambe´m vale para as de ordem n+ 1, isto e´, para as matrizes
B =
[
A b
d an+1
]
,
em que b e d denotam os vectores coluna e linha, com todas as entradas nulas, excepto
possivelmente a u´ltima igual a bn ∈ C ou a dn ∈ C, respectivamente. Enta˜o
B̂j =
[
Âj b
d an+1
]
, j = 1, . . . , n− 1, e B̂n =
[
A dT
bT an+1
]
diferem de B por troca das entradas bj e dj, j = 1, . . . , n, respectivamente. Denotemos
por A′ = A(n) a matriz que se obte´m de A, eliminando a linha e coluna n. O polino´mio
caracter´ıstico de Re (eiθB) e´ dado por
pn+1,B(t)=
(
t− Re (an+1eiθ)
)
pn,A(t)− 1
4
∣∣bneiθ + d¯ne−iθ∣∣2 pn−1,A′(t), (2.70)
em que pn,A(t) = det
(
tIn − Re(eiθA)
)
e pn−1,A′(t) = det
(
tIn−1 − Re(eiθA′)
)
. Pela hipo´tese
indutiva, tem-se
pn,A(t) = pn,Âj(t) e pn−1,A′(t) = pn−1,Â′j(t).
Logo, pn+1,B(t) coincide com o polino´mio caracter´ıstico de Re (e
iθB̂j), j = 1, . . . , n − 1.
Por outro lado, como nenhuma diferenc¸a ocorre, se bn e dn inverterem posic¸o˜es em (2.70),
enta˜o pn+1,B(t) tambe´m e´ o polino´mio caracter´ıstico de Re (e
iθB̂n).
Conclu´ıda a demonstrac¸a˜o por induc¸a˜o, verifica-se que coincidem os valores pro´prios
de Re (eiθA) e os de Re (eiθÂj), qualquer que seja θ ∈ [0, 2pi). Usando o Lema 2.4.1, tem-se
Wc(A) =Wc(Âj), c ∈ Rn. 
Agora, caracteriza-se o contradomı´nio nume´rico-c da primeira derivac¸a˜o de uma matriz
arbitra´ria de ordem dois em C2(m), com excepc¸a˜o do caso em que sa˜o ideˆnticas as duas
primeiras componentes de c ∈ Rm+1.
Teorema 2.4.4 Sejam c = (c0, . . . , cm) ∈ Rm+1, com c0 6= c1, sc =
∑m
k=0(m − 2k) ck e
A ∈ M2 de valores pro´prios α1 e α2. Enta˜o Wc (P (1)m A) e´ o disco el´ıptico (possivelmente
degenerado) de focos
sc α1 + Tr(A)
m∑
k=0
kck e sc α2 + Tr(A)
m∑
k=0
kck,
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e de eixos maior e menor de comprimento
|sc|
√
Tr (A∗A)− 2Re(α¯1α2) e |sc|
√
Tr (A∗A)− |α1|2 − |α2|2, (2.71)
respectivamente.
Demonstrac¸a˜o: Dada A = [aij], centra-se a atenc¸a˜o na matriz B = A− 12 Tr(A) I2, pois
a multilinearidade do produto sime´trico garante que P
(1)
m A = P
(1)
m B + 12 mTr(A) id, onde
id denota a aplicac¸a˜o identidade em C2(m). Verifica-se que
Re
(
eiθP (1)m B
)
=
(
aθ(f1g1 − f2g2) + bθf1g2 + b¯θf2g1
)∣∣∣ C2
(m)
, θ ∈ [0, 2pi),
onde aθ = Re
(
(a11 − a22) eiθ
)
e 2bθ = a12e
iθ + a21e
−iθ. Pelo Teorema 2.4.1, os valores
pro´prios da primeira derivac¸a˜o da matriz Hermı´tica Re
(
eiθB
)
, restrita a C2(m), sa˜o da
forma
βθk =
m− 2k
2
√
2aθ + 4|bθ|2, k = 0, . . . ,m.
Pelo Lema 2.4.1, Wc(P
(1)
m B) e´ o invo´lucro convexo de {Xm(θ) + i Ym(θ) : θ ∈ [0, 2pi)},
onde
Xm(θ) = cos θ λm(θ)− sin θ λ′m(θ), (2.72)
Ym(θ) = − sin θ λm(θ)− cos θ λ′m(θ), (2.73)
com
λm(θ) =
m∑
k=0
ck β
θ
k =
sc
2
√
2aθ + 4|bθ|2.
Ora, (c0 − c1)λm(θ) = sc λ1(θ). Sendo c0 6= c1, de (2.72) e (2.73), derivam-se as seguintes
relac¸o˜es:
Xm(θ) =
sc
c0 − c1X1(θ) e Ym(θ) =
sc
c0 − c1Y1(θ),
isto e´, ocorre uma relac¸a˜o de homotetia de raza˜o |sc|/|c0−c1| entre as curvas geradoras de
fronteira dos conjuntos Wc (P
(1)
m B), m ≥ 2, e Wc′(P (1)1 B) = Wc′(B), c′ = (c0, c1). Sejam
±β1 os valores pro´prios de B. Pelo Teorema 1.3.1, o conjunto Wc′(B) e´ o disco el´ıptico
(possivelmente degenerado) de centro na origem, com focos nos pontos-σ ±(c0 − c1)β1,
eixos maior e menor de comprimento
|c0 − c1|
√
Tr (B∗B) + 2|β1|2 e |c0 − c1|
√
Tr (B∗B)− 2|β1|2,
respectivamente. Portanto, ∂Wc (P
(1)
m B) e´ uma elipse de focos ± sc β1. Como os valores
pro´prios de A sa˜o da forma 1
2
Tr(A)± β1, facilmente se verificam as identidades:
Tr (A∗A)− |α1|2 − |α2|2 = Tr (B∗B)− 2|β1|2,
Tr (A∗A)− 2Re (α¯1α2) = Tr (B∗B) + 2|β1|2
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e, assim, (2.71) determina o comprimento dos eixos maior e menor da fronteira el´ıptica
de Wc (P
(1)
m B). A partir da relac¸a˜o existente entre P
(1)
m A e P
(1)
m B, tem-se
Wc
(
P (1)m A
)
= Wc
(
P (1)m B
)
+ Tr(A)
m
2
m∑
k=0
ck,
donde se conclui o pretendido. 
Estamos, agora, em condic¸o˜es de apresentar uma nova classe de matrizes tridiagonais
com contradomı´nio nume´rico-c el´ıptico, c ∈ Rn, como consequeˆncia quase imediata dos
Teoremas 2.4.3 e 2.4.4.
Corola´rio 2.4.2 Sejam c = (c0, . . . , cm) ∈ Rm+1, com c0 6= c1, sc =
∑m
k=0(m − 2k) ck
e A = [aij] ∈ M2 de valores pro´prios α1 e α2. Dada uma partic¸a˜o de {1, . . . ,m} em
conjuntos τ e τ ′, o contradomı´nio nume´rico-c da matriz tridiagonal
Dτ =

a0 b1 0 . . . 0
d1 a1 b2 . . . 0
0 d2 a2
. . . 0
...
...
. . . . . .
...
0 0 0 . . . am

,
onde
ak = a11m+ (a22 − a11)k, k = 0, . . . ,m,
bk = a12
√
k(m− k + 1), k ∈ τ ′, bk = a21
√
k(m− k + 1), k ∈ τ,
dk = a21
√
k(m− k + 1), k ∈ τ ′, dk = a12
√
k(m− k + 1), k ∈ τ,
e´ o disco el´ıptico (possivelmente degenerado) de focos
sc α1 + Tr(A)
m∑
k=0
kck e sc α2 + Tr(A)
m∑
k=0
kck,
e de eixos maior e menor de comprimento
|sc|
√
Tr (A∗A)− 2Re(α¯1α2) e |sc|
√
Tr (A∗A)− |α1|2 − |α2|2, (2.74)
respectivamente.
Demonstrac¸a˜o: A representac¸a˜o matricial da primeira derivac¸a˜o da matriz A, restrita
a C2(m), na base cano´nica B, e´ dada pela matriz tridiagonal D∅. Pelo Teorema 2.4.3, o
seu contradomı´nio nume´rico-c, especificado no Teorema 2.4.4, e´ invariante por troca das
entradas bk e ck, k ∈ τ , τ ⊆ {1, . . . ,m}. Ora, Dτ e´ a matriz tridiagonal que se obte´m de
D∅ por troca das entradas das diagonais secunda´rias bk e dk, k ∈ τ . 

Cap´ıtulo 3
Desigualdades Matriciais em F´ısica
No one really understands entropy. Therefore, if you know what you mean by it
and you use it when you are in an argument, you will win every time.
John von Neumann
3.1 Entropia
O conceito de entropia1 foi introduzido em termodinaˆmica por Rudolf Clausius, em
1865, e alguns dos maiores passos na consolidac¸a˜o deste conceito foram dados por Ludwig
Boltzmann e J. W. Gibbs [112]. Desde enta˜o, a entropia extravasou a mecaˆnica estat´ıstica,
foi reformulada e generalizada, e invadiu a´reas ta˜o distintas como a teoria da informac¸a˜o,
os sistemas dinaˆmicos, a teoria ergo´dica, a biologia, a economia, as cieˆncias sociais e
humanas.
Em mecaˆnica quaˆntica, os estados puros de um sistema f´ısico sa˜o descritos por vectores
de um espac¸o de Hilbert, sendo os estados mistos descritos por matrizes semi-definidas
positivas de trac¸o um. Tais matrizes chamam-se matrizes densidade e os seus valores pro´-
prios sa˜o as probabilidades de o sistema em causa se encontrar nos estados puros descritos
pelos correspondentes vectores pro´prios.
Em sistemas cla´ssicos discretos ou comutativos, podem identificar-se os estados f´ısicos
com matrizes de densidade diagonais que esta˜o associadas a vectores de probabilidade p,
isto e´,
p = (p1, . . . , pn), pi ≥ 0, i = 1, . . . , n,
n∑
i=1
pi = 1. (3.1)
1A palavra entropia tem origem na palavra grega η τρopiη, que significa transformac¸a˜o, e foi inten-
cionalmente escolhida por Clausius dada a sua semelhanc¸a com a palavra energia [7].
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Neste contexto, define-se a entropia de Shannon de p por
S(p) = −
n∑
i=1
pi log pi, (3.2)
adoptando-se a convenc¸a˜o x log x = 0, se x = 0. Claude Shannon introduziu esta func¸a˜o,
em 1948, no seu trabalho pioneiro em teoria da informac¸a˜o Uma Teoria Matema´tica da
Comunicac¸a˜o [120], como a medida de eficieˆncia de um sistema de comunicac¸a˜o. Nesse
tratado, onde Shannon desenvolveu, num golpe de ge´nio, a teoria da informac¸a˜o e trans-
missa˜o de sinais digitais, a abordagem axioma´tica dada a` func¸a˜o (3.2) na˜o tem prece-
dentes.
Em sistemas quaˆnticos, define-se a entropia de um estado misto, ou da matriz densi-
dade A que o descreve, por
S(A) = −Tr (A logA) .
A noc¸a˜o de entropia quaˆntica foi introduzida, em 1927, por Jonh von Neumann [111],
em termodinaˆmica, para traduzir o grau de desordem de um sistema, muito antes de
Shannon recriar a correspondente quantidade cla´ssica. Alia´s, medida de informac¸a˜o foi o
primeiro termo usado por Shannon; so´ alterado por sugesta˜o do pro´prio von Neumann, que
observou a analogia entre a formulac¸a˜o matema´tica da func¸a˜o de Shannon e da entropia
de um sistema f´ısico2.
Obviamente, a entropia quaˆntica e´ invariante por transformac¸o˜es de semelhanc¸a unita´-
ria, ou seja, S(U∗AU) = S(A), para cada matriz unita´ria U . Ora, toda a matriz densidade
A e´ unitariamente semelhante a uma matriz diagonal cujos elementos principais sa˜o os
valores pro´prios de A. Pode, assim, expressar-se a entropia de A ∈ Mn em termos dos
seus valores pro´prios λi, i = 1, . . . , n, por
S(A) = −
n∑
i=1
λi log λi.
A entropia mı´nima S(A) = 0 ocorre se e so´ se um dos valores pro´prios da matriz
densidade A for um e os restantes forem nulos, e a entropia ma´xima S(A) = log n ocorre
se e so´ se todos os valores pro´prios de A forem iguais entre si, ou seja, para A = In/n.
Entropia Relativa
A entropia que relaciona dois estados de um sistema comutativo, descritos por vec-
tores de probabilidade p e q, ambos satisfazendo condic¸o˜es do tipo (3.1), e´ geralmente
2 Segundo consta, von Neumann tera´, ironicamente, dito a Shannon: deve chamar-lhe entropia por
duas razo˜es: primeiro, porque essa mesma func¸a˜o matema´tica e´ ja´ utilizada em termodinaˆmica, com esse
nome; segundo, e mais importante, porque pouca gente sabe realmente o que e´ a entropia e, se usar esse
termo numa discussa˜o, saira´ sempre a ganhar.
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conhecida por entropia relativa de Kullback-Leibler [88], tambe´m chamada divergeˆncia de
informac¸a˜o, e tem a seguinte expressa˜o:
S(p, q) =
n∑
i=1
pi log
pi
qi
,
em que se convencionam x log x = 0, se x = 0, e x log y = +∞, se x 6= 0.
O seu ana´logo quaˆntico, ou na˜o comutativo, e´ a entropia relativa de Umegaki [129]
definida para matrizes densidade A e B por
S(A,B) = Tr (A(logA− logB)) .
Sendo A uma matriz densidade em Mn e, portanto, de trac¸o um, verifica-se a igual-
dade: S(A) − S(In/n) = −S(A, In/n). Como a condic¸a˜o do trac¸o unita´rio na˜o e´ essen-
cial, consideram-se, de agora em diante, as noc¸o˜es de entropia e de entropia relativa
no contexto geral das matrizes semi-definidas positivas. Claramente, vale a relac¸a˜o:
S(A) = −S(A, In).
Outra variante introduzida por Jun Ichi Fujii e Eizaburo Kamei [54], em teoria da
informac¸a˜o na˜o comutativa, e´ a entropia relativa para operadores definida por
Sˆ(A|B) = A1/2 log(A−1/2BA−1/2)A1/2.
Previamente, Nakamura e Umegaki [106] consideraram a entropia para operadores, dada
pela fo´rmula −A logA, e Belavkin e Staszewski [28] utilizaram, no contexto de sistemas
f´ısicos descrito por a´lgebras-C∗, a quantidade −Tr Sˆ(A|B).
E´ o´bvio que a entropia relativa de Umegaki satisfaz a seguinte propriedade de in-
variaˆncia:
S(U∗AU,U∗BU) = S(A,B),
qualquer que seja a matriz unita´ria U . Ale´m disso, se as matrizes A e B comutam entre
si, enta˜o sa˜o simultaneamente diagonaliza´veis e tem-se
−Tr Sˆ(A|B) = S(A,B) =
n∑
i=1
λi log
λi
γi
,
em que λi e γi, i = 1, . . . , n, sa˜o os valores pro´prios (com vectores pro´prios em comum)
de A e B, respectivamente.
Me´dia da Poteˆncia de Matrizes
Seja 0 ≤ α ≤ 1. Define-se a me´dia da poteˆncia-α das matrizes A > 0 e B ≥ 0 por
A#αB = A
1/2
(
A−1/2BA−1/2
)α
A1/2,
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noc¸a˜o que se estende a matrizes A ≥ 0 e B ≥ 0, por continuidade, da seguinte forma:
A#αB = lim
↓0
(A+ In)#αB.
Na teoria da me´dia de operadores lineares positivos estabelecida por Kubo e Ando [87], a
me´dia da poteˆncia-α e´ a que esta´ associada a` func¸a˜o mono´tona f(x) = xα. Para qualquer
0 ≤ α ≤ 1, tem-se A#αB ≥ 0 e verifica-se a propriedade A#αB = B#1−αA. Em
particular, A#0B = A, A#1B = B e A#B = A#1/2B e´ a me´dia geome´trica das matrizes
A e B, terminologia justificada por A#B = (AB)1/2, quando AB = BA. A me´dia da
poteˆncia-α verifica ainda a seguinte propriedade:
d
dα
A#αB
∣∣∣∣
α=0
= Sˆ(A|B). (3.3)
3.2 Desigualdade de Furuta e Majorac¸a˜o Logar´ıtmi-
ca
Com vista a apresentar uma conhecida desigualdade matricial que preserva uma rela-
c¸a˜o de ordem, importante pelas suas aplicac¸o˜es, introduzimos a seguinte notac¸a˜o. Escreve-
-se A ≥ B para significar que A,B ∈Mn sa˜o matrizes Hermı´ticas e A−B e´ semi-definida
positiva, ou equivalentemente, 〈Ax, x〉 ≥ 〈Bx, x〉, x ∈ Cn. Observa-se que a relac¸a˜o ≥ e´
de ordem parcial no conjunto das matrizes Hermı´ticas.
Define-se uma classe de func¸o˜es reais de varia´vel real, cuja extensa˜o a`s matrizes
Hermı´ticas preserva a anterior relac¸a˜o de ordem; as chamadas func¸o˜es matriciais mo-
no´tonas sa˜o as func¸o˜es reais cont´ınuas f , definidas num intervalo I ⊆ R, que satisfazem
a propriedade:
A ≥ B ⇒ f(A) ≥ f(B),
em que f(A) se define pelo ca´lculo funcional usual [32, p.112] para uma matriz Hermı´tica
A de valores pro´prios em I.
Listam-se alguns factos fundamentais, embora triviais, envolvendo, para A ∈ Mn, a
norma do operador ‖A‖ e o raio espectral
ρ(A) = max{|λ| : λ ∈ σ(A)},
coincidentes, quando A e´ uma matriz Hermı´tica, e iguais ao maior valor pro´prio λ1(A),
se A ≥ 0. (Para mais pormenores sobre F1-F4, consultar [32].)
F1. (Desigualdade de Browne, 1928) Se A ∈Mn, enta˜o ρ(A) ≤ ‖A‖.
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F2. Dada A ≥ 0, tem-se λ1(A) ≤ 1 se e so´ se A ≤ In.
F3. Dada A ∈Mn, tem-se ‖A‖ ≤ 1 se e so´ se AA∗ ≤ In.
F4. Se A ≥ B, enta˜o X∗AX ≥ X∗BX, qualquer que seja X ∈Mn.
Desigualdade de Lo¨wner-Heinz
Sempre que 0 ≤ α ≤ 1, a func¸a˜o f(x) = xα, x ∈ [0,+∞), e´ uma func¸a˜o matricial
mono´tona. Este facto foi originalmente obtido, em 1934, por Karl Lo¨wner [99]. Em 1951,
Erhard Heinz [76] estendeu-o a operadores lineares em espac¸os de dimensa˜o infinita. E´
vulgarmente conhecido por desigualdade de Lo¨wner-Heinz. Desde enta˜o, surgiram na li-
teratura outras demonstrac¸o˜es baseadas em me´todos anal´ıticos ou puramente alge´bricos
(vide, por exemplo, [1, 32, 55, 84]). A prova que apresentamos e´ adaptada da de Gert K.
Pedersen [115].
Lema 3.2.1 (Desigualdade de Lo¨wner-Heinz, 1934) Se A ≥ B ≥ 0 e 0 ≤ α ≤ 1,
enta˜o Aα ≥ Bα.
Demonstrac¸a˜o: Seja S o conjunto dos expoentes α ∈ [0, 1] para os quais A ≥ B ≥ 0
implica Aα ≥ Bα. Claramente, 0 ∈ S e 1 ∈ S. Basta mostrar que S e´ convexo. Sem
perda de generalidade, suponhamos A invert´ıvel. Seja Cα = A
−α/2Bα/2. Se α ∈ S, enta˜o
Aα ≥ Bα, o que implica CαC∗α ≤ In, ou ainda ‖Cα‖ ≤ 1. Analogamente, se β ∈ S, enta˜o
‖Cβ‖ ≤ 1. Pela desigualdade de Browne e pela submultiplicatividade da norma, tem-se
ρ(CαC
∗
β) ≤ ‖CαC∗β‖ ≤ ‖Cα‖‖C∗β‖ ≤ 1.
Ale´m disso, dado γ = (α + β)/2, tem-se λ1(CγC
∗
γ) = ρ(CαC
∗
β) ≤ 1, donde CγC∗γ ≤ In e,
portanto, Aγ ≥ Bγ, ou seja, γ ∈ S. 
Resulta, sem dificuldade, da desigualdade de Lo¨wner-Heinz que (A,B) 7→ A#αB
e´ uma func¸a˜o mono´tona na segunda varia´vel e, pela propriedade A#αB = B#1−αA,
tambe´m na primeira varia´vel.
A t´ıtulo de curiosidade, observa-se que o Lema 3.2.1 e´ equivalente a resultados bem
conhecidos, alguns dos quais envolvendo A,B ≥ 0 e 0 ≤ α ≤ 1, como a desigualdade de
Cordes [55, 61]:
‖AαBα‖ ≤ ‖AB‖α,
a desigualdade de Heinz-Kato [55, 84]:
T ∗T ≤ A2 ∧ T ∗T ≤ B2 ⇒ ‖〈Tx, y〉‖ ≤ ‖Aαx‖‖B1−αy‖, x, y ∈ Cn,
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e a desigualdade de Jensen [74]:
(X∗AX)α ≥ X∗AX,
va´lida qualquer que seja X ∈Mn, satisfazendo ‖X‖ ≤ 1.
Muito recentemente, Tsuyoshi Ando [4] estabeleceu a desigualdade de Lo¨wner de tipo
indefinido, no aˆmbito de matrizes Hermı´ticas-J de valores pro´prios reais na˜o negativos.
Desigualdade de Furuta
A desigualdade de Lo¨wner-Heinz na˜o e´, em geral, va´lida para α > 1. Na˜o obstante,
verifica-se que
A ≥ B ≥ 0 ⇒ f(Ar) ≥ f(Br), r > 1, (3.4)
onde f(X) = (AXA)1/r ou f(X) = (BXB)1/r . Esta resposta afirmativa de Takayuki
Furuta [58] a` conjectura, para r = 2, de Chan e Kwong [37], esteve na base da mais
geral desigualdade de Furuta. Esta u´ltima e´ uma generalizac¸a˜o nota´vel da desigualdade
de Lo¨wner-Heinz, tem variad´ıssimas aplicac¸o˜es e vem publicada na Encyclopaedia of Ma-
thematics [50]. Conhecem-se va´rias demonstrac¸o˜es da desigualdade de Furuta (vide [63,
§3.2]), entre as quais uma de uma so´ pa´gina [59] que usa a decomposic¸a˜o polar. Opta´mos
pela prova baseada na me´dia da poteˆncia-α [60], por a considerarmos mais elegante.
Teorema 3.2.1 (Desigualdade de Furuta, 1987) Se A ≥ B ≥ 0, enta˜o(
Bs/2ArBs/2
)α ≥ (Bs/2BrBs/2)α , (3.5)(
As/2ArAs/2
)α ≥ (As/2BrAs/2)α , (3.6)
para r, s ≥ 0 e 0 ≤ α ≤ 1 tais que (r + s)α ≤ 1 + s.
Demonstrac¸a˜o [60]: Se 0 ≤ r ≤ 1, enta˜o o resultado e´ consequeˆncia o´bvia da desigual-
dade de Lo¨wner-Heinz e de F4.
Seja r ≥ 1, 0 ≤ s ≤ 1 e α = (1 + s)/(r + s). Sem perda de generalidade, suponhamos
A e B invert´ıveis. Pela desigualdade de Lo¨wner-Heinz, A ≥ B ≥ 0 implica B−s ≥ A−s.
A monotonia da me´dia da poteˆncia-α na primeira varia´vel assegura que
B−s#αAr ≥ A−s#αAr = A ≥ B. (3.7)
Atendendo a F4, tem-se(
Bs/2ArBs/2
)α
= Bs/2
(
B−s#αAr
)
Bs/2 ≥ B1+s = (Bs/2BrBs/2)α , (3.8)
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o que prova (3.5) para qualquer 0 ≤ s ≤ 1. Seja, agora, t = 2s+ 1 e α1 = (1 + t)/(r + t).
Enta˜o α1 = 2α(1 + α) e(
Bt/2ArBt/2
)α1
= Bt/2
(
B−t#α1A
r
)
Bt/2
= B(t−s)/2
(
B−1−s#α1(B
s/2ArBs/2)
)
B(t−s)/2
≥ B(t−s)/2 ((Bs/2ArBs/2)−α#α1(Bs/2ArBs/2))B(t−s)/2 (3.9)
= B(t−s)/2
(
Bs/2ArBs/2
)α
B(t−s)/2
= Bt/2
(
B−s#αAr
)
Bt/2 ≥ B1+t = (Bt/2BrBt/2)α1 , (3.10)
em que a desigualdade (3.9) resulta de tomar inversas em (3.8), da monotonia da me´dia
da poteˆncia-α1 na primeira varia´vel e de F4; e (3.10) e´ imediato de (3.7) por meio de F4.
Assim se prova (3.5) com 1 ≤ t ≤ 3 no lugar s. Repetindo este procedimento, mostra-se
(3.5) para r ≥ 1, s ≥ 0 e α = α˜, onde α˜ = (1 + s)/(r + s). Daqui, pela desigualdade
de Lo¨wner-Heinz, com 0 ≤ α/α˜ ≤ 1, conclui-se (3.5) para r ≥ 1, s ≥ 0 e α ≤ α˜.
Finalmente, obte´m-se (3.6) ao tomar inversas na desigualdade que resulta de aplicar (3.5)
a B−1 ≥ A−1 > 0. 
Pode interpretar-se o Teorema 3.2.1 no sentido de que vale a afirmac¸a˜o (3.4), para
f(X) =
(
As/2XAs/2
)α
ou f(X) =
(
Bs/2XBs/2
)α
, s ≥ 0, 0 ≤ α ≤ 1,
desde que (r + s)α ≤ 1 + s. Claramente, obte´m-se a desigualdade de Lo¨wner-Heinz da
desigualdade de Furuta, quando r = 1 e s = 0. Ale´m disso, o domı´nio definido para r, s, α
no Teorema 3.2.1 e´ o melhor poss´ıvel [125].
A desigualdade de Furuta e´ extremamente rica em aplicac¸o˜es. Alguns exemplos sa˜o
a caracterizac¸a˜o da ordem cao´tica A  B, isto e´, logA ≥ logB; generalizac¸a˜o da de-
sigualdade de Heinz-Kato; extensa˜o de desigualdades traciais de Kosaki; desigualdades
de tipo Kantorovich; va´rias desigualdades de normas e de operadores (consultar [63] para
mais pormenores). Aplicaremos a desigualdade de Furuta, mais concretamente o corola´rio
seguinte, na prova do u´ltimo resultado desta secc¸a˜o.
Corola´rio 3.2.1 Se A ≥ B ≥ 0, enta˜o A1+q ≥ (Ap/2Bp/qAp/2)q/p, 0 < q ≤ p.
Demonstrac¸a˜o: Basta considerar (3.6) com r = p/q, s = p e α = q/p. 
Como generalizac¸a˜o da sua desigualdade, Furuta [62] obteve tambe´m a Grande de-
sigualdade de Furuta, uma fo´rmula parame´trica interpoladora entre a desigualdade de
Furuta e a desigualdade de Ando-Hiai [2, Teorema 3.5].
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Majorac¸a˜o de Matrizes
Dada uma matriz Hermı´tica H ∈Mn, fixamos a seguinte ordem na˜o crescente para os
seus valores pro´prios: λ1(H) ≥ · · · ≥ λn(H).
Sejam H e K matrizes Hermı´ticas em Mn. Se
k∑
i=1
λi(H) ≤
k∑
i=1
λi(K), k = 1, . . . , n, (3.11)
e se Tr(H) = Tr(K), diz-se que K majora H, o que se denota por H ≺ K. Se (3.11)
se verificar, sem que ocorra necessariamente igualdade para k = n, diz-se que K majora
fracamente H e escreve-se H ≺w K.
Majorac¸a˜o Logar´ıtmica de Matrizes
Sejam A e B matrizes semi-definidas positivas em Mn. Se
k∏
i=1
λi(A) ≤
k∏
i=1
λi(B), k = 1, . . . , n, (3.12)
e se det(A) = det(B), diz-se que B majora-log A e usa-se a notac¸a˜o A ≺(log) B. Justifica-
-se esta terminologia pelo facto da majorac¸a˜o-log entre matrizes definidas positivas A e
B equivaler a` majorac¸a˜o usual entre as matrizes Hermı´ticas logA e logB.
E´ bem conhecido que a majorac¸a˜o logar´ıtmica A ≺(log) B implica a majorac¸a˜o fraca
A ≺w B [79, Proposic¸a˜o 1.3]. Este conceito e´ a base de uma te´cnica poderosa para
derivar desigualdades |||A||| ≤ |||B||| para normas unitariamente invariantes ||| · ||| e, em
particular, desigualdades traciais. Uma norma ||| · ||| diz-se unitariamente invariante em
Mn se |||A||| = |||UAV |||, para cada A ∈Mn e quaisquer que sejam U, V ∈Mn unita´rias.
Matrizes Compostas
Introduzimos, de seguida, a noc¸a˜o de matriz composta que permite estender resultados
envolvendo o maior valor pro´prio de uma matriz a resultados envolvendo produtos dos
seus k maiores valores pro´prios. Seja A ∈ Mn e nk =
(
n
k
)
, k = 1, . . . , n. A k-e´sima
matriz composta de A, denotada por A(k), e´ a matriz nk×nk cujas entradas sa˜o dadas por
detA(R,S), com R,S ⊆ {1, . . . , n} conjuntos de ı´ndices de cardinalidade k ordenados
lexicograficamente [103]. Listamos algumas propriedades ba´sicas das matrizes compostas:
C1. (Fo´rmula de Binet-Cauchy, 1812) Dadas A,B ∈ Mn, A(k)B(k) = (AB)(k),
k = 1, . . . , n.
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C2. Se A ≥ 0, enta˜o A(k) ≥ 0 e (A(k))q = (Aq)(k), para cada q > 0, k = 1, . . . , n.
C3. Se A ≥ 0, enta˜o λ1
(
A(k)
)
=
∏ k
i=1 λi(A), k = 1, . . . , n.
Atendendo a` propriedade C3, pode reescrever-se (3.12) da definic¸a˜o de majorac¸a˜o
logar´ıtmica, em linguagem de matrizes compostas na forma:
λ1
(
A(k)
) ≤ λ1(B(k)) , k = 1, . . . , n.
Uma Majorac¸a˜o Logar´ıtmica Tipo Ando-Hiai
Por exemplo, Huzihiro Araki [5], ao estender a desigualdade de Lieb-Thirring 3, uti-
lizou a te´cnica das matrizes compostas e obteve, para A,B ≥ 0, a seguinte majorac¸a˜o
logar´ıtmica: (
A1/2BA1/2
)s ≺(log) As/2BsAs/2, s ≥ 1, (3.13)
equivalente a (
Aq/2BqAq/2
)1/q ≺(log) (Ap/2BpAp/2)1/p , 0 < q ≤ p. (3.14)
Utilizando te´cnicas de Tsuyoshi Ando e Fumio Hiai [2], obte´m-se de seguida uma
majorac¸a˜o logar´ıtmica deste tipo. A sua demonstrac¸a˜o apoia-se no Corola´rio 3.2.1 da
desigualdade de Furuta.
Teorema 3.2.2 Se A,B ≥ 0, enta˜o
A(1+q)/2BqA(1+q)/2 ≺(log) A1/2(Ap/2BpAp/2) q/pA1/2, 0 < q ≤ p. (3.15)
Demonstrac¸a˜o: Pretendemos mostrar que
λ1
(
A(1+q)/2BqA(1+q)/2
) ≤ λ1 (A1/2(Ap/2BpAp/2) q/pA1/2) , 0 < q ≤ p. (3.16)
Nesse caso, basta substituir A e B em (3.16) pelas respectivas k-e´simas matrizes com-
postas, k = 1, . . . , n, atender a`s propriedades C1 -C3 e observar que os determinantes de
ambos os membros de (3.15) coincidem, para se ter o resultado.
Suponhamos, por absurdo, que existe γ > 0 tal que
λ1
(
A(1+q)/2BqA(1+q)/2
)
> γ ≥ λ1
(
A1/2(Ap/2BpAp/2) q/pA1/2
)
. (3.17)
3 Tr ((AB)s) ≤ Tr (AsBs), s ≥ 1, obtida por Lieb e Thirring [98], para A,B ≥ 0, e aplicada para obter
desigualdades para os momentos dos valores pro´prios do Hamiltoniano de Schro¨dinger.
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Podemos tomar A e B invert´ıveis. Dadas C = γ1/(1+q)A e D = γ−2/qB, dividindo todos
os membros de (3.17) por γ, e tendo em conta que
λ1
(
C(1+q)/2DqC(1+q)/2
)
= γ−1 λ1
(
A(1+q)/2BqA(1+q)/2
)
,
λ1
(
C1/2(Cp/2DpCp/2) q/pC1/2
)
= γ−1 λ1
(
A1/2(Ap/2BpAp/2) q/pA1/2
)
,
tem-se
λ1
(
C(1+q)/2DqC(1+q)/2
)
> 1 ≥ λ1
(
C1/2(Cp/2DpCp/2) q/pC1/2
)
. (3.18)
De (3.18), vem In ≥ C1/2
(
Cp/2DpCp/2
)q/p
C1/2, o que implica C−1 ≥ (Cp/2DpCp/2)q/p .
Pelo Corola´rio 3.2.1 da desigualdade de Furuta, tem-se C−1−q ≥ Dq, ou equivalentemente,
In ≥ C(1+q)/2DqC(1+q)/2. Tal contradiz, atendendo a F2, a primeira desigualdade em
(3.18). Em conclusa˜o, vale (3.16). 
3.3 Desigualdades Traciais Logar´ıtmicas
Apresentam-se, seguidamente, algumas desigualdades traciais logar´ıtmicas que en-
volvem as noc¸o˜es de entropia relativa introduzidas na Secc¸a˜o 3.1. Comec¸a-se por referir
um resultado devido a Fumio Hiai e De´nes Petz [77, Teorema 3.5] e, mais tarde, comple-
mentado por Tsuyoshi Ando e Fumio Hiai [2, Teorema 5.1]. Delineamos uma nova prova
para este resultado que fornece um limite superior para a entropia relativa de Umegaki,
utilizando para esse efeito o Teorema 3.2.2 e o seguinte lema auxiliar.
Lema 3.3.1 Se A > 0 e H e´ um matriz Hermı´tica, enta˜o Tr(A [logA,H]H) ≥ 0.
Demonstrac¸a˜o: Suponhamos A = diag (a1, . . . , an) > 0 e X = [xij] ∈ Hn. Neste caso,
Tr
(
A logAX2
)
=
n∑
k,j=1
ak log ak|xkj|2, Tr (AX logAX) =
n∑
k,j=1
ak log aj|xkj|2.
Como [logA,X] = logAX −X logA, pela linearidade do trac¸o, temos
Tr (A [logA,X]X) =
∑
k<j
ak (log ak − log aj) |xkj|2 +
∑
j<k
ak (log ak − log aj) |xkj|2,
=
∑
k<j
(ak − aj) (log ak − log aj) |xkj|2 ≥ 0,
pois |xjk| = |xkj|, j, k = 1, . . . , n, e (a− b)(log a− log b) ≥ 0, sempre que a, b > 0.
Em geral, existe uma matriz unita´ria U ∈Mn que diagonaliza A. Sejam D = U∗AU e
X = U∗HU . Enta˜o Tr (A [logA,H]H) = Tr (D [logD,X]X) ≥ 0, pois D e´ diagonal. 
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Teorema 3.3.1 Se A ≥ 0, B ≥ 0, enta˜o, para cada p > 0, tem-se
Tr (A(logA+ logB)) ≤ 1
p
Tr
(
A log
(
Ap/2BpAp/2
))
(3.19)
e o segundo membro de (3.19) converge decrescentemente para o primeiro membro, a`
medida que p ↓ 0.
Demonstrac¸a˜o: Podemos supor que B > 0 [77, Teorema 3.5] e considerar A > 0, dada
a continuidade de Tr
(
A log(Ap/2BpAp/2)
)
em A ≥ 0. Como a majorac¸a˜o logar´ıtmica
implica a majorac¸a˜o fraca, a partir do Teorema 3.2.2, tem-se
Tr
(
A1+qBq
) ≤ Tr(A (Ap/2BpAp/2)q/p) , 0 < q ≤ p. (3.20)
Ora, ambos os membros de (3.20) sa˜o iguais a Tr(A) quando q = 0, da´ı
d
dq
Tr
(
A1+qBq
)∣∣∣∣
q=0
≤ d
dq
Tr
(
A
(
Ap/2BpAp/2
)q/p)∣∣∣∣
q=0
, p > 0,
e (3.19) e´ consequeˆncia directa do ca´lculo destas derivadas.
Argumentos padra˜o permitem estender log (Ap/2BpAp/2) a uma func¸a˜o anal´ıtica f(p)
numa vizinhanc¸a da origem. Mediante alguns ca´lculos, obte´m-se o seguinte desenvolvi-
mento em se´rie de poteˆncias:
f(p) = p (logA+ logB) +
p3
24
[
[logA, logB] , 2 logB + logA
]
+ · · · ,
para qualquer p ∈ R numa vizinhanc¸a da origem. (Recorda-se que [X, Y ] = XY − Y X
denota o comutador das matrizes X e Y .) No que se refere ao desenvolvimento em se´rie
de poteˆncias de 1
p
Tr (Af(p)), e´ nulo o coeficiente de p e, pelo facto de [A, logA] = 0 e
pela propriedade c´ıclica do trac¸o, facilmente se conclui que o coeficiente de p2 e´ igual a
1
24
Tr
(
A
[
[logA, logB] , 2 logB + logA
])
=
1
6
Tr
(
A [logA, logB] logB
)
≥ 0,
onde o sinal na˜o negativo resulta de aplicar o Lema 3.3.1 a H = logB. Assim, o segundo
membro de (3.19) decresce para o primeiro membro, quando p ↓ 0. 
Fumio Hiai [78] provou que ocorre igualdade na desigualdade tracial logar´ıtmica (3.19)
se e so´ se AB = BA.
Usando a terminologia de entropia relativa, pode reescrever-se (3.19) na forma
S(A,B) ≤ −1
p
Tr
(
Sˆ(Ap|Bp)A1−p
)
, p > 0, (3.21)
para A,B > 0. Se p = 1, (3.21) estabelece uma relac¸a˜o entre a entropia relativa de
Umegaki e a correspondente versa˜o de Belavkin e Staszewski: S(A,B) ≤ −Tr Sˆ(A|B).
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Corola´rio 3.3.1 Se A,B > 0 e 0 ≤ α ≤ 1, enta˜o
S
(
A, (Ar#αB
s) t/p
)
≤ −1
p
Tr
(
Sˆ
(
Ap| (Ar#αBs)t
)
A1−p
)
,
para r, s ≥ 0, t ≥ 1 e p > 0.
Demonstrac¸a˜o: O Corola´rio e´ imediato de (3.21), substituindo B por (Ar#αB
s)t/p. 
Recupera-se (3.21) do Corola´rio 3.3.1, no caso particular α = 1, p = st e s 6= 0.
Usando o Corola´rio 3.3.1, a versa˜o parame´trica da fo´rmula de Lie-Trotter [119]:
eX+Y = lim
p→0
(
epX/2epY epX/2
)1/p
, X, Y ∈Mn,
e a sua variante para a me´dia da poteˆncia-α [77, Lema 3.3]:
e(1−α)H+αK = lim
p→0
(
epH#αe
pK
)1/p
, H,K ∈ Hn, (3.22)
apresenta-se uma prova alternativa para mais uma desigualdade tracial logar´ıtmica de
Ando e Hiai [2, Teorema 5.3].
Corola´rio 3.3.2 Se A ≥ 0, B > 0, 0 ≤ α ≤ 1 e p > 0, enta˜o
1
p
Tr (A log (Ap#αB
p)) +
α
p
Tr
(
A log
(
Ap/2B−pAp/2
)) ≥ Tr (A logA) (3.23)
e o primeiro membro de (3.23) converge para Tr (A logA), quando p ↓ 0.
Demonstrac¸a˜o: Seja A > 0 e considere-se o Corola´rio 3.3.1 no caso particular t = 1 e
p = r = s. Obte´m-se (3.23), visto que
S(A, (Ap#αB
p)1/p) = Tr(A logA)− 1
p
Tr (A log (Ap#αB
p)) ,
Tr(Sˆ (Ap|Ap#αBp)A1−p) = −αTr
(
A log
(
Ap/2B−pAp/2
))
.
Agora, estudamos a convergeˆncia quando p ↓ 0. Aplicando a fo´rmula (3.22) a`s matrizes
Hermı´ticas H = logA e K = logB, e atendendo a` continuidade da func¸a˜o logaritmo,
tem-se
lim
p↓0
log (Ap#αB
p)1/p = (1− α) logA+ α logB. (3.24)
Por outro lado, aplicando a versa˜o parame´trica da fo´rmula de Lie-Trotter a X = logA e
Y = − logB, vem:
lim
p↓0
log
(
Ap/2B−pAp/2
)1/p
= logA− logB. (3.25)
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De (3.24) e (3.25), facilmente se conclui a convergeˆncia do primeiro membro de (3.23)
para o segundo, quando p ↓ 0. Se A ≥ 0, por uma perturbac¸a˜o, toma-se A+ In,  > 0, e
por um argumento de continuidade, conclui-se o pretendido. 
Em terminologia de entropia relativa, o Corola´rio 3.3.2 estabelece que
S
(
A, (Ap#αB
p)1/p
)
≤ −α
p
Tr
(
Sˆ(Ap|Bp)A1−p
)
. (3.26)
A prova do Corola´rio 3.3.2 mostra ainda que ambos os membros de (3.26) convergem
para αS(A,B) a` medida que p ↓ 0. Claramente, basta tomar α = 1 em (3.26) para se
recuperar (3.21).
3.4 Sobre a Desigualdade de Peierls-Bogoliubov
Um problema importante do ponto de vista da mecaˆnica estat´ıstica e´ o ca´lculo do
valor da func¸a˜o de partic¸a˜o:
Z = Tr(e−Hˆ/Θ),
onde Hˆ e´ o Hamiltoniano do sistema f´ısico, isto e´, uma matriz Hermı´tica, e Θ = kBT ,
com kB a constante de Boltzmann e T a temperatura absoluta. O ca´lculo do valor
da func¸a˜o de partic¸a˜o nem sempre e´ fa´cil. Por convenieˆncia, pode tomar-se Θ = −1
e pode revelar-se mais simples determinar a quantidade relacionada Tr(eH), para uma
aproximac¸a˜o conveniente H do Hamiltoniano Hˆ, isto e´, Hˆ = H +K.
A desigualdade de Peierls-Bogoliubov fornece informac¸a˜o u´til sobre Tr (eH+K) a partir
de Tr (eH). Esta desigualdade estabelece, para duas matrizes Hermı´ticas H e K, que
Tr (eH) exp
Tr (eHK)
Tr (eH)
≤ Tr (eH+K). (3.27)
Esta desigualdade bem conhecida sera´ estendida no Corola´rio 3.4.4 do seguinte teorema
de Ando e Hiai [3]. Observa-se que a igualdade ocorre em (3.27) se e so´ se K e´ uma matriz
escalar.
Por convenieˆncia, perante um produto de duas matrizes semi-definidas positivas do
tipo AB, por este ser unitariamente semelhante a` matriz Hermı´tica A1/2BA1/2, escreve-se
λi(AB) em vez de λi(A
1/2BA1/2), i = 1, . . . , n.
Teorema 3.4.1 Se A1, A2, B1, B2 ≥ 0 e 0 ≤ α ≤ 1, enta˜o
k∏
i=1
λi ((A1#αA2) (B1#αB2)) ≤
k∏
i=1
(λi(A1B1))
1−α (λi(A2B2))
α , k = 1, . . . , n,
(3.28)
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ocorrendo igualdade para k = n.
Demonstrac¸a˜o [3]: Se k = n, e´ claro que ambos os membros de (3.28) coincidem com
(detA1 detB1)
1−α(detA2 detB2)α. Basta provar que
λ1 ((A1#αA2) (B1#αB2)) ≤ (λ1(A1B1))1−α(λ1(A2B2))α, 0 ≤ α ≤ 1, (3.29)
pois ao substituir A1, A2, B1, B2 em (3.29) pelas respectivas k-e´simas matrizes compostas,
k = 1, . . . , n, atendendo a`s propriedades C1 -C3, prova-se (3.28).
Sejam γ1 = λ1(A1B1) e γ2 = λ1(A2B2). Podemos supor A1 e A2 invert´ıveis. Dadas
C1 = γ
−1
1 A1 e C2 = γ
−1
2 A2, tem-se
λ1 ((C1#αC2) (B1#αB2)) = γ
α−1
1 γ
−α
2 λ1((A1#αA2) (B1#αB2)).
Portanto, provar (3.29) equivale a provar
λ1 ((C1#αC2) (B1#αB2)) ≤ 1, 0 ≤ α ≤ 1. (3.30)
Obviamente, λ1(C1B1)
1−α = λ1(C2B2)α = 1, donde resultam C1B1 ≤ In e C2B2 ≤ In,
ou seja, B1 ≤ C−11 e B2 ≤ C−12 . Pela monotonia da me´dia da poteˆncia-α em am-
bas as varia´veis, conclui-se que B1#αB2 ≤ C−11 #αC−12 = (C1#αC2)−1, o que implica
(C1#αC2) (B1#αB2) ≤ In e, portanto, vale (3.30). 
A partir do Teorema 3.4.1, Ando e Hiai obtiveram outra desigualdade tracial loga-
r´ıtmica, que apresentamos reescrita no Corola´rio 3.4.1 de forma condensada, recorrendo
a` entropia relativa.
Corola´rio 3.4.1 Se A1, B1 ≥ 0 e A2, B2 > 0, enta˜o
Tr (Sˆ(A1|A2)B1) + Tr (Sˆ(B1|B2)A1) ≤ −1
n
S (Tr (A1B1) In,Tr (A2B2) In) . (3.31)
Demonstrac¸a˜o [3]: Por continuidade, suponhamos A1 e B1 invert´ıveis. De (3.28), vem
Tr ((A1#αA2)(B1#αB2)) ≤ (Tr (A1B1))1−α (Tr (A2B2))α .
Para α = 0, ambos os membros da anterior desigualdade coincidem com Tr(A1B1), pelo
que
d
dα
Tr ((A1#αA2)(B1#αB2))
∣∣∣∣
α=0
≤ Tr (A1B1) d
dα
(
Tr (A2B2)
Tr (A1B1)
)α∣∣∣∣
α=0
.
Do ca´lculo destas derivadas, tendo em conta a propriedade (3.3), tem-se o resultado. 
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Corola´rio 3.4.2 Se A1, B1 ≥ 0 e A2, B2 > 0, enta˜o
1
n
S (Tr (A1B1) In,Tr ((A1#αA2) (B1#βB2)) In) ≤ −αTr (Sˆ(A1|A2)B1)
−β Tr (Sˆ(B1|B2)A1),
para cada 0 ≤ α ≤ 1 e 0 ≤ β ≤ 1.
Demonstrac¸a˜o: Basta substituir as matrizes A2 e B2 em (3.31) por A1#αA2 e B1#βB2,
respectivamente, e atender a`s identidades Tr (Sˆ(A1|A1#αA2)B1) = αTr (Sˆ(A1|A2)B1) e
Tr (Sˆ(B1|B1#αB2)A1) = αTr (Sˆ(B1|B2)A1), para se ter o resultado. 
Recupera-se o Corola´rio 3.4.1 do Corola´rio 3.4.2 quando α = β = 1.
Corola´rio 3.4.3 Se A1, B1 ≥ 0 e A2, B2 > 0, enta˜o a func¸a˜o
f(α) = log Tr ((A1#αA2)(B1#αB2)) , 0 ≤ α ≤ 1,
satisfaz f ′(0) ≤ f(1)− f(0).
Demonstrac¸a˜o: Dividindo ambos os membros da desigualdade (3.31) por Tr(A1B1),
aplicando a exponencial e multiplicando ambos os membros da desigualdade assim obtida
por Tr(A1B1), podemos reescrever (3.31) na forma
Tr (A1B1) exp
Tr (Sˆ(A1|A2)B1) + Tr (Sˆ(B1|B2)A1)
Tr (A1B1)
≤ Tr (A2B2). (3.32)
Da definic¸a˜o de f , e´ claro que ef(0) = Tr (A1B1) e e
f(1) = Tr (A2B2). Por outro lado,
tomando a derivada de f em relac¸a˜o a α na origem e recordando (3.3), obte´m-se
f ′(0) =
Tr (Sˆ(A1|A2)B1 + A1 Sˆ(B1|B2))
Tr (A1B1)
.
Assim, podemos reescrever (3.32) na forma ef(0)ef
′(0) ≤ ef(1) e tem-se o pretendido. 
Apresenta-se, de seguida, uma generalizac¸a˜o da desigualdade de Peierls-Bogoliubov.
Corola´rio 3.4.4 Dadas matrizes Hermı´ticas G,H,K e L, tem-se
Tr (eHeG) exp
Tr (Sˆ(eH | eG+L) eG) + Tr (Sˆ(eG| eH+K) eH)
Tr (eHeG)
≤ Tr (eH+KeG+L). (3.33)
Se G = L = 0, (3.33) reduz-se a` desigualdade de Peierls-Bogoliubov.
Demonstrac¸a˜o: A desigualdade (3.33) e´ consequeˆncia imediata de tomar A1 = e
H ,
A2 = e
G+L, B1 = e
G e B2 = e
H+K em (3.32). No caso particular G = L = 0, tem-se
Tr Sˆ(eH | In) = −Tr (eHH), Tr (Sˆ(In| eH+K) eH) = Tr (eH(H +K)),
e (3.33) reduz-se a` desigualdade de Peierls-Bogoliubov. 
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3.5 Desigualdade Termodinaˆmica
Uma das primeiras desigualdades envolvendo o trac¸o de matrizes aplicada a` Mecaˆnica
Estat´ıstica e´ a desigualdade de Golden-Thompson. Em 1965, Sidney Golden [69], Colin
J. Thompson [126] e Kurt Symanzik [124] provaram, independentemente, que
Tr
(
eH+K
) ≤ Tr (eHeK) (3.34)
vale para H e K matrizes Hermı´ticas. Thompson [126] observou que a desigualdade (3.34)
pode ser utilizada para obter um limite superior para a func¸a˜o de partic¸a˜o Z = Tr (e−Hˆ/Θ)
de uma cadeia antiferromagne´tica, dada uma partic¸a˜o adequada do Hamiltoniano Hˆ. Por
outro lado, Golden [69] obteve uma cadeia de limites inferiores para a func¸a˜o energia-livre
de Helmholtz:
F = −Θ logTr (e−Hˆ/Θ) (3.35)
de um sistema f´ısico de Hamiltoniano Hˆ. Desde enta˜o, esta desigualdade tem sido gene-
ralizada e complementada de va´rios modos (vide [2, 77, 79] e suas refereˆncias).
Desigualdades Tipo Golden-Thompson
Na Biologia da Populac¸a˜o e Teoria de Controle [31, 44], o comportamento de certos
modelos matema´ticos depende de outras func¸o˜es dos valores pro´prios de eH+K e eHeK ,
com H,K matrizes Hermı´ticas, para ale´m do trac¸o.
Dada A ∈ Mn e nk =
(
n
k
)
, se os valores pro´prios da k-e´sima matriz composta de A
esta˜o ordenados por ordem na˜o-crescente de valor absoluto:∣∣λ1(A(k))∣∣ ≥ · · · ≥ ∣∣λnk(A(k))∣∣ ,
define-se o trac¸o parcial de A por
Tr(k)m (A) =
m∑
i=1
λi(A
(k)), k = 1, . . . , n, m = 1, . . . , nk. (3.36)
Por exemplo, se m = nk, enta˜o (3.36) e´ a k-e´sima func¸a˜o sime´trica elementar dos valores
pro´prios de A. Em particular, Tr(1)n (A) = Tr(A) e Tr
(n)
1 (A) = det(A). Se A ≥ 0 e m = 1,
enta˜o (3.36) reduz-se, pela propriedade C3, ao produto dos k maiores valores pro´prios de
A. Assim, dadas A,B ∈Mn, desigualdades entre trac¸os parciais do tipo
Tr(k)m (A) ≤ Tr(k)m (B), k = 1, . . . , n, m = 1, . . . , nk,
incluem, em particular:
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• a majorac¸a˜o fraca A ≺w B (quando k = 1);
• desigualdades entre as k-e´simas func¸o˜es sime´tricas elementares dos valores pro´prios
(quando m = nk), entre as quais det(A) ≤ det(B);
• a majorac¸a˜o-log A ≺(log) B (quando k = n), se A,B ≥ 0 teˆm igual determinante.
No Teorema 3.5.1, estende-se ao trac¸o parcial a variante mais forte da desigualdade
de Golden-Thompson de Fumio Hiai e De´nes Petz [77, Teorema 1.1].
Teorema 3.5.1 Se H,K ∈Mn sa˜o matrizes Hermı´ticas e p > 0, enta˜o
Tr(k)m (e
H+K) ≤ Tr(k)m
(
e pH/2e pKe pH/2
)1/p
, k = 1, . . . , n, m = 1, . . . , nk. (3.37)
e o segundo membro de (3.37) converge decrescentemente para o primeiro membro, a`
medida que p ↓ 0.
Demonstrac¸a˜o: Atendendo a` majorac¸a˜o-log (3.14), com A = (eH)(k) e B = (eK)(k), e a`s
propriedades C1-C2 das matrizes compostas, tem-se((
eqH/2eqKeqH/2
)1/q)(k) ≺(log) ((epH/2epKepH/2)1/p)(k) , 0 < q ≤ p, (3.38)
para k = 1, . . . , n. Tomando limites quando q ↓ 0, pela versa˜o parame´trica da fo´rmula
de Lie-Trotter, e dado que a majorac¸a˜o logar´ıtmica (3.38), envolvendo matrizes nk × nk,
implica a majorac¸a˜o fraca, tem-se(
eH+K
)(k) ≺w ((epH/2epKepH/2)1/p)(k) , p > 0, k = 1, . . . , n,
o que, em termos de trac¸os parciais, corresponde a`s desigualdades (3.37). 
Nota 3.5.1 Claramente, se k = p = 1 e m = n, pela propriedade c´ıclica do trac¸o, (3.37)
reduz-se a` desigualdade de Golden-Thompson.
Decompondo convenientemente o Hamiltoniano numa soma Hˆ = H +K (em particu-
lar, pode encarar-se H como a energia cine´tica eK como a energia potencial), considera-se
Fp = −Θ logTr
(
e−pH/(2Θ)e−pK/Θe−pH/(2Θ)
)1/p
, p > 0.
Do Teorema 3.5.1, com k = 1 em = n, pela monotonia crescente da func¸a˜o logaritmo, tem-
-se Fp ≤ Fq ≤ F , 0 < q ≤ p. Num modelo cla´ssico, H e K comutam, a func¸a˜o de partic¸a˜o
coincide com Z1 = Tr(e
−H/Θe−K/Θ) e F1 = −Θ logTr (Z1) corresponde a uma estimativa,
dita pseudo-cla´ssica, da func¸a˜o energia-livre de Helmholtz. Esta comutatividade de H eK
na˜o ocorre num modelo quaˆntico. Assim, de F1 ≤ F , conclui-se que a func¸a˜o de Helmholtz
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cla´ssica fornece uma aproximac¸a˜o, um limite inferior, para a func¸a˜o de Helmholtz quaˆntica
correcta.
A desigualdade de Golden-Thompson foi ainda complementada por Fumio Hiai e De´nes
Petz [77] do seguinte modo:
Tr
(
epH#αe
pL
)1/p ≤ Tr (e(1−α)H+αL) , p > 0, (3.39)
quaisquer que sejam as matrizes Hermı´ticas H, L e 0 ≤ α ≤ 1.
Desigualdade Termodinaˆmica
Os observa´veis quaˆnticos sa˜o modelados por matrizes Hermı´ticas. Por exemplo, o
operador energia H e´ um operador Hermı´tico. O valor me´dio estat´ıstico da energia do
estado descrito pela matriz densidade A e´ igual a E = Tr (AH) e a energia livre desse
estado e´ dada pela func¸a˜o
ψ(A) = Tr (AH)−ΘS(A), (3.40)
Determinar um extremo da func¸a˜o ψ(A) e´ um problema importante, em F´ısica. Por
convenieˆncia, considera-se Θ = −1.
Teorema 3.5.2 Se H e´ uma matriz Hermı´tica, enta˜o
log Tr (eH) = max {Tr (AH) + S(A) : A ≥ 0, Tr(A) = 1} .
Demonstrac¸a˜o: Seja H uma matriz Hermı´tica fixa. Pretendemos maximizar a func¸a˜o
ψ(A) = Tr (AH)+S(A) no conjunto das matrizes densidade. Seja S uma matriz Hermı´ti-
ca e considere-se a func¸a˜o diferencia´vel f(t) = ψ (e−itSAeitS), para t ∈ R numa vizinhanc¸a
da origem. Atendendo a que eitS e´ uma matriz unita´ria e relembrando que a entropia e´
invariante por transformac¸o˜es de semelhanc¸a unita´ria, tem-se
f(t) = Tr
(
e−itSAeitSH
)
+ S(A),
cuja derivada na origem e´ igual a f ′(0) = iTr (S[H,A]) . Pretendemos determinar as
matrizes densidade A para as quais f atinge um extremo em t = 0. Da condic¸a˜o de
extremo f ′(0) = 0 e dada a arbitrariedade da matriz S, conclui-se que [H,A] = 0, o que
implica que [eH , A] = 0. Atendendo a que Tr (A) = 1, tem-se
ψ(A) = Tr
(
A
(
log eH − logA))
= logTr (eH)− Tr (A(log Tr (eH) + logA− log eH))
= logTr (eH)− Tr (eHA e−H log (Tr (eH)A e−H)) ,
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sendo poss´ıvel escrever a u´ltima igualdade dada a comutabilidade entre as matrizes eH e
A. Tomando B = Tr (eH)A e−H na anterior expressa˜o, vem
ψ(A) = log Tr (eH)− Tr (eHB logB)/Tr(eH)
= log Tr (eH)− Tr (eH(B logB −B + I))/Tr (eH),
ja´ que Tr (eHB) = Tr (eH). Observa-se, ainda, que [eH , B logB −B + I] = 0. Atendendo
a que x log x − x + 1 ≥ 0, x ≥ 0, com igualdade se e so´ se x = 1, as matrizes eH e
B logB − B + I, que sa˜o simultaneamente diagonaliza´veis, teˆm por produto uma matriz
semi-definida positiva. Portanto, conclui-se que
ψ(A) ≤ log Tr (eH), (3.41)
como pretendido. Ale´m disso, a ocorreˆncia de igualdade em (3.41) implica que B seja a
matriz identidade, donde A = eH/Tr (eH). Por outro lado, se A = eH/Tr (eH), enta˜o A
e´ uma matriz densidade que satisfaz ψ(A) = log Tr (eH). 
O Teorema 3.5.2 estabelece a importante desigualdade termodinaˆmica [82]:
log Tr (eH) ≥ Tr (AH) + S(A), (3.42)
que vale para A uma matriz densidade e H uma matriz Hermı´tica. Ale´m disso, ocorre
igualdade em (3.42) se e so´ se A = eH/Tr (eH). Substituindo H por −H/Θ na desigual-
dade termodinaˆmica e multiplicando ambos os membros pelo sime´trico de Θ, constata-se
que a func¸a˜o ψ(A) apresentada em (3.40) funciona como uma aproximac¸a˜o, limite supe-
rior, para a func¸a˜o energia livre de Helmholtz F definida em (3.35).
Em particular, se H e´ a matriz nula no Teorema 3.5.2, confirma-se que log n e´ a
entropia ma´xima S(A), no conjunto das matrizes densidade, e que esta e´ atingida para
A = In/n. Por outro lado, substituindo H por H + logB no Teorema 3.5.2, tem-se o
seguinte resultado de Fumio Hiai e De´nes Petz [77].
Corola´rio 3.5.1 Se B > 0 e H e´ uma matriz Hermı´tica, enta˜o
log Tr (eH+logB) = max {Tr (AH)− S(A,B) : A ≥ 0, Tr(A) = 1} .
E´ o´bvio que o Teorema 3.5.2 e´ um caso particular do Corola´rio 3.5.1, quando B = In.
Generalizamos, de seguida, a desigualdade termodinaˆmica, utilizando a variante mais
forte da desigualdade de Golden-Thompson, ou seja, o caso tracial do Teorema 3.5.1.
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Teorema 3.5.3 Sejam A > 0, B > 0, com Tr(A) = 1 e H Hermı´tica. Enta˜o
log Tr
(
e qH/2(Ap#αB
p) q/p e qH/2
)1/q ≥ Tr (AH) + α
p
Tr (Sˆ (Ap|Bp)A1−p), (3.43)
para cada 0 ≤ α ≤ 1 e p, q > 0. Se α = q = 1 e B = In, enta˜o (3.43) reduz-se a`
desigualdade termodinaˆmica.
Demonstrac¸a˜o: Se A > 0 e B > 0, enta˜o (Ap#αB
p)1/p > 0, para qualquer 0 ≤ α ≤ 1 e
p > 0. Atendendo a` variante mais forte da desigualdade de Golden-Thompson, aplicada
a`s matrizes Hermı´ticas H e K = log (Ap#αB
p)1/p, e a` monotonia da func¸a˜o logaritmo,
tem-se
log Tr
(
e qH/2(Ap#αB
p) q/p e qH/2
)1/q ≥ log Tr(eH+ log(Ap#αBp)1/p) , 0 ≤ α ≤ 1, p, q > 0.
Substituindo a matriz B por (Ap#αB
p)1/p no Corola´rio 3.5.1, verifica-se o seguinte:
log Tr
(
eH+ log(A
p#αBp)
1/p
)
≥ Tr (AH)− S(A, (Ap#αBp)1/p), 0 ≤ α ≤ 1, p > 0.
As anteriores desigualdades em conjunto com a desigualdade tracial logar´ıtmica (3.26)
permitem obter (3.43). Para concluir a demonstrac¸a˜o toma-se α = q = 1. Obte´m-se
log Tr (eHB) ≥ Tr (AH) + 1
p
Tr (Sˆ (Ap|Bp)A1−p), p > 0.
Ale´m disso, se B = In, enta˜o Tr (Sˆ (A
p|Bp)A1−p) = p S(A) e tem-se a desigualdade
termodinaˆmica. 
3.6 Cadeia de Equivaleˆncias entre Desigualdades
A seguinte cadeia de desigualdades inclui, em particular, a versa˜o generalizada da
desigualdade termodinaˆmica apresentada no Teorema 3.5.3, quando q = 1.
Teorema 3.6.1 As seguintes condic¸o˜es valem e sa˜o equivalentes, para cada p > 0 e
0 ≤ α ≤ 1:
(i) Sejam A > 0, B > 0, com Tr(A) = 1 e D Hermı´tica. Enta˜o
log Tr
(
eD(Ap#αB
p)1/p
) ≥ Tr (AD) + α
p
Tr (Sˆ(Ap|Bp)A1−p).
(ii) Dadas matrizes Hermı´ticas H,K e L, tem-se
Tr (eH) exp
pTr (eH(H +K)) + αTr (Sˆ(epH |epL) e(1−p)H)
pTr (eH)
≤ Tr (eH+K(epH#αepL)1/p) .
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(iii) Se A1 > 0, A2 > 0 e B2 > 0, enta˜o
1
n
S
(
Tr (A1) In,Tr
(
(Ap1#αA
p
2)
1/pB2
)
In
) ≤ −α
p
Tr (Sˆ(Ap1|Ap2)A1−p1 )− Tr (Sˆ(In|B2)A1).
Demonstrac¸a˜o (i)⇒ (iii) : Dadas A1, A2, B2 > 0, as matrizes A = A1/Tr (A1), B = A2
e D = logB2 esta˜o nas condic¸o˜es da al´ınea (i) e satisfazem as propriedades seguintes:
(Ap#αB
p)1/p = (Tr (A1))
α−1 (Ap1#αA
p
2)
1/p, (3.44)
Tr (AD) =
Tr (Sˆ(In|B2)A1)
Tr (A1)
, (3.45)
Tr (Sˆ(Ap|Bp)A1−p) = Tr (Sˆ(A
p
1|Ap2)A1−p1 )
Tr (A1)
+ p log Tr (A1). (3.46)
Substituindo (3.44), (3.45) e (3.46) na desigualdade em (i) e multiplicando ambos os
membros pelo sime´trico de Tr (A1), tem-se
−Tr (A1)
(
(α− 1) log Tr (A1) + log Tr
(
B2(A
p
1#αA
p
2)
1/p
)) ≤ (3.47)
≤ −Tr (Sˆ(In|B2)A1)− α
p
Tr (Sˆ(Ap1|Ap2)A1−p1 )− αTr (A1) log Tr (A1).
Como a soma do primeiro membro de (3.47) com αTr(A1) log Tr(A1) e´ igual a
1
n
S
(
Tr (A1) In,Tr
(
(Ap1#αA
p
2)
1/pB2
)
In
)
,
prova-se a implicac¸a˜o pretendida.
(iii) ⇒ (ii) : Sejam H, K e L matrizes Hermı´ticas. Considerando A1 = eH , A2 = eL e
B2 = e
H+K , tem-se
1
n
S
(
Tr (A1)In,Tr
(
(Ap1#αA
p
2)
1/pB2
)
In
)
= −Tr (eH) log Tr
(
eH+K(epH#αe
pL)1/p
)
Tr (eH)
, (3.48)
Tr (Sˆ(In|B2)A1) = Tr (eH(H +K)). (3.49)
Substituindo (3.48) e (3.49) na desigualdade em (iii) e dividindo ambos os membros da
desigualdade assim obtida por −Tr (eH), tem-se
log
Tr
(
eH+K(epH#αe
pL)1/p
)
Tr (eH)
≥ αTr (Sˆ(e
pH |epL) e(1−p)H)
pTr (eH)
+
Tr (eH(H +K))
Tr (eH)
.
Aplicando a func¸a˜o exponencial, vem
Tr
(
eH+K(epH#αe
pL)1/p
)
Tr (eH)
≥ exp pTr (e
H(H +K)) + αTr (Sˆ(epH |epL) e(1−p)H)
pTr (eH)
.
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(ii) ⇒ (i) : Se A,B > 0, enta˜o existem matrizes Hermı´ticas H,L tais que A = eH e
B = eL. Sendo H Hermı´tica, enta˜o K = D− logA tambe´m e´ Hermı´tica e (ii) implica que
Tr (A) exp
pTr (AD) + αTr (Sˆ(Ap|Bp)A(1−p))
pTr (A)
≤ Tr (eD(Ap#αBp)1/p) .
Por hipo´tese, Tr (A) = 1 e pela monotonia da func¸a˜o logaritmo, obte´m-se
Tr (AD) +
α
p
Tr (Sˆ(Ap|Bp)A1−p) ≤ log Tr (eD(Ap#αBp)1/p) . 
Como constataremos, existe uma interessante relac¸a˜o entre as desigualdades da ante-
rior cadeia de equivaleˆncias, quando p = 1, e o Corola´rio 3.4.2, com B1 = In.
Corola´rio 3.6.1 As seguintes condic¸o˜es verificam-se e sa˜o equivalentes, qualquer que
seja 0 ≤ α ≤ 1:
(i) Sejam A > 0, B > 0, com Tr (A) = 1 e D Hermı´tica. Enta˜o
log Tr
(
eD(A#αB)
) ≥ Tr (AD) + αTr (Sˆ(A|B)).
(ii) Dadas matrizes Hermı´ticas H, K e L, tem-se
Tr (eH) exp
Tr (eH(H +K)) + αTr Sˆ(eH |eL)
Tr (eH)
≤ Tr(eH+K(eH#αeL)) .
(iii) Se A1 > 0, A2 > 0 e B2 > 0, enta˜o
1
n
S (Tr (A1) In,Tr ((A1#αA2)B2) In) ≤ −αTr (Sˆ(A1|A2))− Tr (Sˆ(In|B2)A1).
Demonstrac¸a˜o: Basta tomar p = 1 no Teorema 3.6.1. 
Observa-se, facilmente, que o Corola´rio 3.6.1 (iii), substituindo a matriz B2 por B
β
2 ,
0 ≤ β ≤ 1, se reduz ao Corola´rio 3.4.2, com B1 = In.
No caso particular em que α = 1 e para uma escolha adequada das matrizes envolvi-
das, a cadeia de equivaleˆncias antes estabelecida envolve desigualdades bem conhecidas.
Se B = In, conforme ja´ referido, o Teorema 3.6.1 (i) contempla a desigualdade ter-
modinaˆmica. Por outro lado, se L = 0, enta˜o(
epH#1e
pL
)1/p
= In, Tr (Sˆ(e
pH |epL)e(1−p)H) = −pTr (eHH)
e o Teorema 3.6.1 (ii) reduz-se a` desigualdade de Peierls-Bogoliubov. Em resumo, obte´m-
-se o seguinte importante resultado, que estabelece a equivaleˆncia entre a desigualdade
termodinaˆmica, a desigualdade de Peierls-Bogoliubov e a positividade da entropia relativa
para matrizes densidade.
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Corola´rio 3.6.2 As seguintes condic¸o˜es verificam-se e sa˜o equivalentes:
(i) (Desigualdade Termodinaˆmica) Seja A > 0, com Tr (A) = 1 e D Hermı´tica.
Enta˜o
log Tr(eD) ≥ Tr(AD) + S(A),
ocorrendo igualdade se e so´ se A = eD/Tr (eD);
(ii) (Desigualdade de Peierls-Bogoliubov) Dadas matrizes Hermı´ticas H e K, tem-
-se
Tr (eH) exp
Tr (eHK)
Tr (eH)
≤ Tr (eH+K),
ocorrendo igualdade se e so´ se K e´ uma matriz escalar;
(iii) Se A1 > 0 e A2 > 0, enta˜o
1
n
S (Tr (A1) In,Tr (A2) In) ≤ S(A1, A2),
ocorrendo igualdade se e so´ se Tr (A2)A1 = Tr (A1)A2;
(iv) Se A > 0 e B > 0 sa˜o matrizes densidade, enta˜o
S(A,B) ≥ 0,
ocorrendo igualdade se e so´ se A = B.
Demonstrac¸a˜o: As equivaleˆncias entre as afirmac¸o˜es (i), (ii) e (iii) resultam do Corola´-
rio 3.6.1, com α = 1, sendo fa´cil verificar as ocorreˆncias de igualdade.
(iii) ⇒ (iv) : Pode reescrever-se a desigualdade em (iii) na forma abreviada:
S (A1/Tr (A1), A2/Tr (A2)) ≥ 0. (3.50)
Substituindo A1, A2 em (3.50) pelas matrizes A,B de trac¸o um, tem-se S(A,B) ≥ 0. A
caracterizac¸a˜o da igualdade em (iii) garante que S(A,B) = 0 se e so´ se A = B.
(iv) ⇒ (i) : Aplicando (iv) a`s matrizes densidade A > 0 e B = eD/Tr (eD), com D
Hermı´tica, tem-se S(A, eD/Tr (eD)) ≥ 0. Da definic¸a˜o de entropia relativa, atendendo a
que eD comuta com a matriz escalar Tr (eD) In, vem
S(A, eD/Tr (eD)) = Tr
(
A(logA− log eD + log (Tr (eD) In)
)
= −S(A) − Tr (AD) + log Tr (eD),
cuja positividade mostra a validade da desigualdade termodinaˆmica. 
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O Corola´rio 3.6.2 (iii) fornece um limite inferior para a entropia relativa S(A1, A2),
que apenas depende dos trac¸os das matrizes A1, A2 > 0 envolvidas.
Para terminar esta secc¸a˜o, tecem-se algumas considerac¸o˜es, envolvendo algumas das
desigualdades anteriormente obtidas. Dadas H e L matrizes Hermı´ticas, 0 ≤ α ≤ 1 e
p > 0, consideram-se as fo´rmulas:
lα,p(H,L) = Tr (e
H) exp
αTr (Sˆ(epH |epL) e(1−p)H)
pTr (eH)
,
uα(H,L) = Tr (e
(1−α)H+αL).
Como consequeˆncia de (3.21), com A = eH e B = eL, e atendendo a` desigualdade de
Peierls-Bogoliubov, com K = α(L−H), obte´m-se
lα,p(H,L) ≤ Tr(eH) exp αTr(e
H(L−H))
Tr(eH)
≤ uα(H,L). (3.51)
Por outro lado, tomando K = −H no Teorema 3.6.1 (ii) e pela desigualdade de Golden-
-Thompson complementada (3.39), tem-se
lα,p(H,L) ≤ Tr (epH#αepL)1/p ≤ uα(H,L). (3.52)
Assim, comparar as duas expresso˜es em (3.51) e (3.52), que admitem o mesmos limites
inferior lα,p(H,L) e superior uα(H,L), torna-se uma questa˜o naturalmente interessante.
Ora, para cada 0 < α0 ≤ 1 e H,L matrizes Hermı´ticas, tais que L−H e´ uma matriz
na˜o escalar, existe p0 > 0 (dependente de H,L, α0) para o qual vale
Tr (eH) exp
αTr (eH(L−H))
Tr (eH)
< Tr(epH#αe
pL)1/p, (3.53)
para todo o 0 < p ≤ p0 e α0 ≤ α ≤ 1. De facto, dadas matrizes Hermı´ticas H,L tais que
L−H e´ uma matriz na˜o escalar, suponhamos, para qualquer  > 0, que existe p, tal que
0 < p ≤ , e
Tr (eH) exp
αTr(eH(L−H))
Tr(eH)
≥ Tr (epH#αepL)1/p. (3.54)
Seja P = {p > 0 : (3.54) vale}. Este conjunto tem zero como ponto de acumulac¸a˜o.
Considerando uma sucessa˜o em P convergente para a origem, tomando limites a` medida
que p ↓ 0 nessa sucessa˜o e recordando a fo´rmula (3.22), a partir de (3.54), tem-se
Tr (eH) exp
αTr (eH(L−H))
Tr (eH)
≥ Tr (e(1−α)H+αL) . (3.55)
Mas a desigualdade de Peierls-Bogoliubov apenas permite a ordem inversa no sinal da de-
sigualdade anterior, concluindo-se que so´ a igualdade pode ocorrer em (3.55). A condic¸a˜o
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de igualdade na desigualdade de Peierls-Bogoliubov implica que L − H e´ uma matriz
escalar, o que contradiz a hipo´tese. Assim se prova a existeˆncia de p0 > 0, tal que (3.53)
se verifica. Ale´m disso, se L−H = λIn, enta˜o reduzem-se ambos os membros de (3.53) a
eαλTr(eH), ocorrendo a igualdade em (3.53), para qualquer p > 0.
Acaba´mos de confirmar que, para cada 0 < α0 ≤ 1, existe p0 > 0, tal que
lα,p(H,L) ≤ Tr (eH) exp αTr (e
H(L−H))
Tr (eH)
≤ Tr (epH#αepL)1/p ≤ uα(H,L),
para todo o 0 < p ≤ p0 e α0 ≤ α ≤ 1, ocorrendo igualdade, quando L−H e´ uma matriz
escalar.

Considerac¸o˜es Finais
Na˜o encontro significado para a palavra fim. Quando olho para um c´ırculo, na˜o
distingo onde ele comec¸a e onde ele acaba.
Filipe Lascasas
No final desta Dissertac¸a˜o, cumpre fazer um balanc¸o do trabalho desenvolvido. O
ponto de partida, que motivou o t´ıtulo desta Dissertac¸a˜o, foi o estudo do contradomı´nio
nume´rico de alguns operadores e de algumas desigualdades matriciais, com aplicac¸o˜es em
F´ısica. Fomos, deste modo, conduzidos aos conteu´dos originais dos segundo e terceiro
cap´ıtulos.
Muito embora, os obsta´culos encontrados apenas tivessem permitido, numa fase pre-
liminar, obter resultados parciais para o contradomı´nio nume´rico de operadores de em-
parelhamento boso´nicos (agora completamente caracterizados no cap´ıtulo dois), sa˜o estes
mesmos obsta´culos que nos levam a questionar a utilidade de investigar o contradomı´nio
nume´rico-J para matrizes A de ordem dois. Assim, da necessidade de completar esta
discussa˜o, surgiu o nosso interesse pelos contradomı´nios nume´ricos em espac¸os de Krein.
Alia´s, a organizac¸a˜o dos conteu´dos desta Dissertac¸a˜o segue um lo´gica um pouco diversa
da ordem cronolo´gica pela qual foram obtidos.
Compreende-se, por isso, o realce dado ao Teorema do Contradomı´nio Hiperbo´lico no
cap´ıtulo inicial. Este fornece, a par com o Teorema do Contradomı´nio El´ıptico, a descric¸a˜o
completa dos contradomı´nios nume´ricos em espac¸os de Krein de matrizes de dimensa˜o
dois. A distinc¸a˜o entre os seus diversos casos degenerados, agora o´bvia e bem demarcada,
era completamente desconhecida, no in´ıcio da nossa investigac¸a˜o. Estes foram-se clarifi-
cando a` medida que o estudo paralelo do contradomı´nio nume´rico cla´ssico do operador de
emparelhamento se fazia. Este fora afinal o mote de partida. Esta interligac¸a˜o sugeriu,
por exemplo, a formulac¸a˜o final do resultado, por al´ıneas dependentes do sinal de duas
constantes associadas a` matriz A e aos seus valores pro´prios.
A passagem para o contradomı´nio tracial-C, J e para o contradomı´nio determinan-
tal-C, J surgiu, logo depois, na medida em que o Teorema do Contradomı´nio Hiperbo´lico
permitiu derivar, de forma quase imediata e natural, as caracterizac¸o˜es destes conjuntos
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para matrizes de ordem dois, quando C e´ diagonal, e ainda as suas formas especiais de
conjunto singular e de subconjunto de uma recta.
Terminamos, com alguns problemas e questo˜es em aberto que consideramos de inte-
resse nesta linha de investigac¸a˜o.
Problemas em Aberto
Somewhere, there is something incredible waiting to be known.
Carl Sagan
Va´rias classes de matrizes admitem contradomı´nios nume´ricos el´ıpticos, independen-
temente da sua ordem. E´ o caso de algumas matrizes tridiagonais [36, 39, 40, 41] e das
matrizes quadra´ticas [128]. As matrizes tridiagonais unitariamente semelhantes a
A =
[
aIr X
Y bIn−r
]
, a, b ∈ C, X, Y ∗ ∈Mr×(n−r), (3.56)
em que XY e Y X sa˜o matrizes normais, p = min(r, n − r), 0 < r < n, teˆm por contra-
domı´nio nume´rico o invo´lucro convexo de p elipses [36]. (Na Secc¸a˜o 1.2.5, investiga´mos
o contradomı´nio nume´rico-J , J = Ir ⊕ −In−r, de tal classe de matrizes por blocos.) A
seguinte questa˜o e´ pertinente.
Problema 1: Estudar em que condic¸o˜es o contradomı´nio nume´rico-c, c ∈ Rn, de uma
matriz tridiagonal unitariamente semelhante a A do tipo (3.56) e´ um disco el´ıptico ou o
invo´lucro convexo de elipses, e descreveˆ-lo.
Utilizando a caracterizac¸a˜o parame´trica (Lema 2.4.1) da curva geradora de fronteira
de Wc(A), c ∈ Rn, obtemos uma elipse, no caso particular em que a matriz tridiagonal,
de elemento gene´rico aij, tem diagonal principal constante e as entradas fora da diagonal
principal satisfazem a seguinte condic¸a˜o:
∃ k ∈ C : ajj+1 = k aj+1j, j ∈ J1, e ajj+1 = k aj+1j, j ∈ J2,
onde J1, J2 formam uma partic¸a˜o de {1, . . . , n}. Podemos, assim, atacar o Problema 1,
sempre que a = b e Y = kX∗ na matriz (3.56). (Alguns avanc¸os esta˜o em curso [27]).
Contudo, a situac¸a˜o mais geral, a 6= b, com XY e Y X matrizes normais, esta´ ainda por
investigar.
A partir do momento em que nos propusemos levar os contradomı´nios nume´ricos a
navegar a`s a´guas menos conhecidas dos produtos internos indefinidos, alguns outros pro-
blemas se nos colocaram.
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Problema 2: Se H ∈ H2 na˜o-singular e´ indefinida, caracterizar completamente os con-
juntos WHC (A) e 4HC (A), quaisquer que sejam A ∈M2 e C ∈M2.
No primeiro cap´ıtulo desta Dissertac¸a˜o, referimos os Teoremas do Contradomı´nio
El´ıptico para os conjuntos WC(A) e 4C(A), sendo C ∈ M2 diagonal. Estes resultados
foram recentemente estendidos a C ∈ M2 arbitra´ria. Hiroshi Nakazato [107] demonstrou
que WC(A) tem a fronteira el´ıptica, quaisquer que sejam A,C ∈M2 (e Chi-Kwong Li [94]
simplificou a demonstrac¸a˜o). Nata´lia Bebiano e Grac¸a Soares [24] mostraram a forma
el´ıptica de 4C(A), para A,C ∈ M2 arbitra´rias. Portanto, se H ∈ H2 e´ definida posi-
tiva, atendendo a`s relac¸o˜es (1.48) e (1.62), facilmente se obteˆm as formas geome´tricas de
WHC (A) e 4HC (A) a partir das ja´ conhecidas para WC(A) e 4C(A), respectivamente. Per-
manece em aberto o caso indefinido. Os Teoremas 1.3.2 e 1.4.2 apenas fornecem a soluc¸a˜o
do Problema 2, quando C ∈M2 e´ diagonal, H = diag (1,−1) e A ∈M2 e´ arbitra´ria.
Problema 3: Dadas J = Ir ⊕ −In−r, 0 < r < n, A ∈ Mn Hermı´tica-J e C ∈ Mn(R),
encontrar uma condic¸a˜o suficiente (necessa´ria e suficiente) para W JC (A) ser todo o eixo
real, em termos dos valores pro´prios de A.
Problema 4: Dada J = Ir⊕−In−r, 0 < r < n, caracterizar o contradomı´nio tracial-C, J
de A ∈ Mn, uma matriz Hermı´tica-J , quando C ∈ Mn(R) e´ diagonal e todos os valores
pro´prios de A sa˜o reais.
O Corola´rio 1.3.1 apresenta a soluc¸a˜o dos Problemas 3 e 4, quando n = 2. Alguns
resultados parciais esta˜o em desenvolvimento, para o caso em que a matriz A ∈Mn possui
r valores pro´prios reais em σ+J (A) e n− r valores pro´prios reais em σ−J (A) [26]. Se algum
valor pro´prio de A admitir vectores pro´prios isotro´picos-J , a questa˜o configura-se de maior
complexidade.
O problema da representac¸a˜o parame´trica da fronteira de WH(A) merece, tambe´m,
a nossa atenc¸a˜o. Uma hipo´tese a considerar seria seguir as te´cnicas de Mao-Ting Chien
e Hiroshi Nakazato [42] na parametrizac¸a˜o da curva geradora de fronteira do conjunto
Wc(A), c ∈ Rn, e a teoria de polino´mios hiperbo´licos de G˚arding.
Problema 5: Dadas A,C ∈ Mn e H ∈ Hn na˜o-singular, provar que as fronteiras de
WHC (A) e 4HC (A) sa˜o unio˜es finitas de arcos alge´bricos e, portanto, curvas de classe C∞,
excepto num nu´mero finito de pontos, seguindo uma abordagem alternativa a` considerada
na Secc¸a˜o 1.3.2.
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Seria interessante investigar, por exemplo, se a abordagem seguida por H. Nakazato,
Y. Nishikawa e M. Takaguchi [108] para provar que ∂WC(A) e´ uma unia˜o finitas de arcos
alge´bricos admite um paralelo para o conjunto WHC (A).
Quando C ∈ Mn, o contradomı´nio nume´rico-C de A ∈ Mn na˜o e´, em geral, convexo.
Mas, se C ∈Mn(R) e´ uma matriz diagonal, o Teorema de Westwick confirma que WC(A)
e´ um conjunto convexo, qualquer que seja A ∈Mn. A questa˜o que se segue e´ naturalmente
relevante.
Problema 6: Se J = Ir ⊕ −In−r, 0 < r < n, e C ∈ Mn(R) e´ diagonal, mostrar a
convexidade ou na˜o do contradomı´nio tracial-C, J de A ∈Mn.
Se o Problema 6 admitir uma resposta afirmativa, enta˜o criam-se novos caminhos de
investigac¸a˜o, nomeadamente, a possibilidade de gerar computacionalmente um trac¸ado
aproximado para a curva geradora de fronteira do conjuntoW JC (A). O Problema 6 afigura-
-se, contudo, de elevado grau de dificuldade.
Um famoso resultado variacional para matrizes Hermı´ticas e´ o Princ´ıpio do Ma´ximo
de Ky Fan (1950) [103] que estabelece que
max
Λ
k∑
i=1
〈Axi, xi〉 =
k∑
i=1
αi, k = 1, . . . , n,
onde Λ e´ um conjunto {x1, . . . , xk} de k vectores ortonormados em Cn e α1 ≥ · · · ≥ αn sa˜o
os valores pro´prios da matriz Hermı´tica A ∈Mn. Podemos provar este ce´lebre resultado,
utilizando a teoria dos contradomı´nios nume´ricos, atendendo ao facto de os extremos
do contradomı´nio nume´rico-k de uma matriz A ∈ Mn, k = 1, . . . , n, serem dados por
pontos-σ do conjunto.
O Princ´ıpio do Ma´ximo de Ky Fan e´ uma fonte de inspirac¸a˜o, muitas vezes, usado na
prova de outros resultados. Dele facilmente se deriva o Teorema de Schur (1923) [103], o
primeiro exemplo de majorac¸a˜o na histo´ria da ana´lise matricial, que relaciona os valores
pro´prios e as entradas da diagonal principal de uma matriz Hermı´tica.
Problema 7: Dada J = Ir ⊕ −In−r, 0 ≤ r ≤ n, averiguar em que condic¸o˜es se podem
estender a` classe das matrizes Hermı´ticas-J algumas desigualdades cla´ssicas para matrizes
Hermı´ticas, como o Princ´ıpio do Ma´ximo de Ky Fan e o Teorema de Schur.
O conhecido Teorema de Birkhoff (1946) [103], va´lido para matrizes duplamente esto-
ca´sticas, afirma que o conjunto destas matrizes constitui o invo´lucro convexo das matrizes
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de permutac¸a˜o. No estudo dos contradomı´nios nume´ricos em espac¸os de Krein, somos na-
turalmente conduzidos a` considerac¸a˜o de matrizes estoca´sticas-J . A t´ıtulo exemplificativo,
se n = 3 e J = diag(1, 1,−1), uma matriz A = [aij] ∈ M3(R) denomina-se duplamente
estoca´stica-J se a soma das entradas de cada linha e de cada coluna de A e´ igual a` unidade
e se sa˜o satisfeitas as seguintes condic¸o˜es:
aij ≥ 0, i, j = 1, 2 ou i = j = 3;
aij ≤ 0, i = 1, 2, j = 3 ou i = 3, j = 1, 2.
Problema 8: Estender o Teorema de Birkhoff a matrizes duplamente estoca´sticas-J .
Muito recentemente, Tsuyoshi Ando [4] estabeleceu a desigualdade de Lo¨wner de tipo
indefinido, no aˆmbito de matrizes A,B Hermı´ticas-J de valores pro´prios reais na˜o nega-
tivos e da relac¸a˜o de ordem A ≥J B definida por 〈Ax, x〉J ≥ 〈Bx, x〉J , x ∈ Cn. Neste
contexto, Ando mostrou que
I ≥J A ≥J B ⇒ f(A) ≥J f(B),
qualquer que seja a func¸a˜o matricial mono´tona f definida num intervalo real, contendo os
valores pro´prios de A e B, obtendo, em particular, a versa˜o indefinida da desigualdade de
Lo¨wner-Heinz, quando f(t) = t1/2, t ∈ [0,+∞). Observa-se que o espectro de uma matriz
A Hermı´tica-J satisfazendo I ≥J A e´ real. Como vimos na Secc¸a˜o 3.2, a desigualdade de
Furuta generaliza a desigualdade de Lo¨wner-Heinz cla´ssica.
Problema 9: Investigar a possibilidade de obter uma versa˜o de tipo indefinido para a
desigualdade de Furuta.
Ainda no aˆmbito dos estudos desenvolvidos nos dois u´ltimos cap´ıtulos, colocam-se
outras questo˜es de maior n´ıvel de dificuldade, entre as quais:
Problema 10: Investigar propriedades espectrais de operadores de emparelhamento de-
finidos na a´lgebra de Grassmann ou na a´lgebra sime´trica sobre Cn, n ≥ 3.
Problema 11: Estudar o contradomı´nio nume´rico da primeira (ou da segunda) derivac¸a˜o
de matrizes de ordem n superior (ou igual) a dois, em Cn(m), m ∈ N.
Problema 12: Utilizar a te´cnica da majorac¸a˜o logar´ıtmica na obtenc¸a˜o de novas de-
sigualdades traciais logar´ıtmicas.
Apresenta´mos alguns exemplos de questo˜es que desafiam a nossa curiosidade e que
merecem empenhada atenc¸a˜o. Importa, por isso, prosseguir a` descoberta de novos rumos,
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que permitam alargar o alcance do horizonte do saber actual.
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