INTRODUCTION
A deviation from the normal family {IV@, E) 1 u E RP, E E 9'( p)} is often treated as follows: First the normal family is enlarged through the introduction of an additional parameter 0, and then the deviation from the family is described as the value of 8, where a special value of 0 corresponds to the normal family. Such an enlarged family is the family of multivariate exponential power distributions with pdf of the form pLERP, and ZE 9'(p). Here 9'(p) denotes the set of p x p positive definite matrices. As special cases, this family includes the normal family (0 = l), a multivariate double exponential family (0 = f) and the asymptotically uniform distributions (0 -+ 03). In applications, the univariate case (p = 1) of this family is often treated (see Box and Tiao [ 1 I) .
In this paper, based on an i.i.d. sample Xi, . . . . X, from (l.l), we test the following one-sided problem for normality:
H:8=1 against K,:o<e<i or K,:e>i.
(1.2)
Note that the smaller 8 is, the heavier the tail of the distribution is, and hence the alternative hypotheses K, and K, correspond respectively to thicker and thinner tailed distributions compared to the normal distribution. In the case where p is known but E is unknown, we derive a unique LB1 (locally best invariant) test for the problem (1.2) and obtain the asymptotic null and nonnull distributions of the test statistic. On the other hand, in the case where p and E are unknown, we simply derive an LB1 test. The null distribution of the test statistic remains underived because of a technical difficulty. However, the asymptotic null distribution of a modified test is derived. Also, a Monte Carlo study for the null distribution is made to verify the adequacy of the asymptotic approximation.
It is noted that an explicit form of the likelihood ratio test (LRT) is difficult to obtain and the LRT is locally dominated by the LB1 test since the LRT is invariant.
In the literature when p = 1, Uthoff [13] derived the most powerful location-scale invariant tests of normality against uniform distributions and against double exponential distributions and showed the asymptotic normality of the tests. Hogg [3] explicitly introduced the family (1.1) with p = 1 to test 8 = i and 0 = 2, and derived the most powerful scale invariant tests in the case where R is known. In the case where lo is unknown, he modified the tests by replacing Xj by X,-X and made a Monte Carlo study on the modified tests. The LB1 test for (1.2) with R known and p,= 1 was considered by Spiegelhalter [ 111. He derived the asymptotic distribution of the test statistic which coincides with the result of Section 3 and gave a Monte Carlo study to investigate the power of the test. When p = 2, Szkutnik [12] derived the most powerful location-scale invariant tests for bivariate normality against bivariate exponential distribution (not double exponential) and against bivariate uniform distribution.
THE LB1 TEST FOR NORMALITY WHEN p Is KNOWN
When JI is known, assume p = 0 without loss of generality. Let x = (Xl, . ..) Xn)': n x p and GE(p) denote the group of p x p nonsingular matrices acting on X and (13, IS) by 
~5' n
Also a maximal invariant parameter is 19. This implies that the distribution of W, denoted by Pr, depends on 8 only, and hence we can assume E = I in our invariant analysis. 
ASYMPTOTIC BEHAVIOR OF THE LB1 TEST
In this section we derive the asymptotic null and nonnull distribution of the LB1 test statistic t(X) = xi"=, X$-'X, log XjS-'Xj in (2..12) under p =O. In the sequel, since t(X) is invariant, we assume without loss of generality that Xi's are i.i.d. from the pdf (1.1) with p = 0 and C = 1. First we derive the limiting distribution of (l/n) Cl= i h(X;S -'X,) for an arbitrary h satisfying some regularity conditions. 
(b) there exists a function g of the form g(u) =CJyz pN, oljuj, N,,
with h and & the first and second derivatives of h, then
Proof: We employ the von Mises differential approach described in [S] .
dFA(x), 0 < II < 1, where
by symmetry. For G = F,, ; the empirical distribution function based on Xi, . . . . X,, d, can be written as 
where L*(S, Xj) satisfies min(1, A,) < L*(S, Xj) < max(1, A,+,) with A, and A, being the minimum and maximum eigenvalues of S-l, respectively. By using (3.4), we obtain another expression for the remainder term = RI., + R2.n. where n * = max _ ,,,I 9iGNz{max(/1M, n;')}lil + 1 in probability as n+ co. The last inequality holds since n(/l,-1)2=Op(l), n(/l,-1)2=Op(l), and (b). Hence IR,I = o,(n -lj2) and the result follows. 1
Remark that the form of g(u) in condition (b) is a technical matter and may be replaced by other conditions which guarantee R,,, = o,(n -'j2).
In order to find the asymptotic distributions of t(X) under null and local alternative hypotheses, we need the following computations. Let X be a r.v. having density (1.1) and Ee[ .] denote the expectation under P,. Then by using polar coordinates the pdf of R = (X'X)1'2 is shown to be f(r) = C, ( (3.6)
Also, since R2 = X'X is distributed as xi under 8 = 1, it can be shown that
Now we consider the asymptotic properties of the test based on t(X). It is clear that the LB1 test statistic t(X) satisfies the conditions of Lemma 3.1 with h(u) = u log u and g(u) = l/u. Thus (i) follows from Lemma 3.1, (3.6)-(3.8), and the formula for polygamma functions (see, e.g., [lo] ). By replacing X, by ( p/m1(8))1'2Xj and applying Lemma 3.1 under PO On the other hand, in the Appendix Q(Y IO*) is shown to be bounded whenh 8 is close to 1. This completes the proof. 1
By this lemma and the argument similar to that of Theorem 2.1, we obtain the LB1 test when both p and E are unknown. which is a modified version of the LB1 test in the case of II =O. Now we consider the asymptotic distribution of t*. The Gateaux differential of t* is shown to be the same as that of t. However, a rigorous direct approach fails in this case. To see this, write
with S,, = c,"= I X,X@ The first term can be easily verified to be oP( 1). For the second term, it is possible to show that each summand is o,(~'/~), but this does not necessarily imply that the whole term is oP( 1). However, with a help from the theory of estimated empirical processes (see, e.g., [7; 9, Section 5.5]), we can find the asymptotic distributions of t*. We only give an outline for the null case here. Let G,( . Table I shows the result of a Monte Carlo experiment. For each combination of p = 1,2,5,8 and n = 10, 20, 30, 40, 50, 100, we generated n independent p-dimensional normal random vectors with mean 0 and covariance matrix I, using an &(t*-5)/r? and &(~-4)/rl. B IMSL subroutine and computed ase on 5000 replications, we obtained d observed percentage points. When p is small and n 2 100, normal approximation is reasonable. However, when p is large, the convergence of right-hand tail is slow. Thus in order to use normal approximation for the text of K,: f3 -=z 1, larger sample size is required compared to that of K,: 8> 1.
APPENDIX
In this appendix, we show the remainder term in (2.7) and 
