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Abstract—To deal with the ever increasing data rate demand
in wireless systems, suitable backhaul solutions have to be found.
One option is to use LOS MIMO systems at mmWave frequencies,
as high bandwidths and spectral efficiencies will be able to fulfill
this requirement. Several investigations have shown, that phase
noise can decimate the efficiency of such systems immensely and
needs to be adequately dealt with. In this work we investigate the
system level performance of LOS MIMO systems subject to this
impairment and examine the influence for various practical phase
noise values. Furthermore, it is shown how a simple phase noise
compensation algorithm can be used to enhance the performance
of these systems in different scenarios.
I. INTRODUCTION
The high level of densification in wireless networks, which
will increase even further if millimeter wave systems are used
for future cellular communication, demands highly efficient
and flexible backhaul solutions. One of the best solutions for
such networks is wireless backhauling as it is very flexible
and can be very cost efficiently deployed. To cope with the
high data rates that are required for backhauling, it will be
necessary to design systems with a very high spectral effi-
ciency. Multiple-input multiple-output (MIMO) has become
the enabling technique to build such efficient systems. The
combination of MIMO techniques and the huge amount of
available bandwidth at millimeter wave frequencies, e.g., up
to four 2.16 GHz channels at 60 GHz, thus seems as an
appealing option to achieve the required data rates for future
backhauling.
As millimeter waves experience a high path loss it will
be almost mandatory, especially for backhaul systems, to
operate in a line-of-sight (LOS) scenario. For such a setup,
the often well justified Rayleigh channel assumption, which
results in high spectral efficiencies for MIMO systems, does
not apply anymore. Nevertheless, it was shown in [1] that
high spectral efficiency and spatial multiplexing is possible
for LOS MIMO systems, by carefully adjusting the antenna
arrangement. Experimental validation of this concept was for
example done in [2], where the authors spatially multiplexed
four streams over a distance of 5 m at 60 GHz.
In practice the transmitted and received baseband signal will
not only be influenced by the wireless channel, but also by the
characteristic of the transmit and receive radio frequency (RF)
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components. It is thus of great interest to investigate how much
deterioration due to RF impairments is tolerable, and if it can
be efficiently compensated. There exists a tremendous amount
of work on this topic, an overview of several impairments can,
e.g., be found in [3]. Recently, there has also been a growing
interest in the influence of RF impairments on MIMO systems.
Information theoretic analyses of MIMO systems with hard-
ware impairments in [4], [5] revealed that although there is a
finite capacity ceiling at high SNR, the capacity still scales if
the number of antennas is increased both on the transmitter
and receiver side, and thus spatial multiplexing is possible.
Phase noise as one specific deterioration has been investigated
in [6], [7]. In the first paper the authors concluded that when
the phase noise processes at the antennas are independent,
memoryless in time and uniformly distributed, no multiplexing
gain is to be expected. The second paper introduces capacity
bounds for the case of a common oscillator setup. Finally,
in [8] the authors developed a scheme to estimate the MIMO
channel and to track phase noise, which is based on a decision-
directed extended Kalman filter. System level simulations
show that the proposed method can significantly improve the
BER of MIMO systems, even for high phase noise values.
In this work we will perform a similar system level study
on LOS MIMO systems subject to phase noise, where we will
investigate the difference between the common and individual
oscillator setup, examine the impact of different practical
oscillator models and show a simple phase noise compensation
scheme, which works well for low levels of phase noise.
Let (·)∗, (·)T , (·)H denote conjugate, transpose and conju-
gate transpose, respectively, while E [·] denotes the expectation
operator. Furthermore, boldface small letters, e.g., x, are used
for vectors while boldface capital letters, e.g., X, are used
for matrices. The m × m identity matrix is given as Im
and diag (x) denotes the diagonal matrix where the diagonal
elements are given in vector x.
II. SYSTEM MODEL
Assume that the received signal of an equivalent discrete
baseband MIMO system is given by
y(n) = ΘRx(n)HΘTx(n)x(n) + w(n) (1)
where x(n) = [x1(n), . . . , xNTx(n)]
T is the nth transmit-
ted symbol vector with sampling rate of 1/Ts, y(n) =
[y1(n), . . . , yNRx(n)]
T is the nth received symbol vector, and
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NTx and NRx being the number of transmit and receive
antennas, respectively. We will in the following only consider
systems where the number of antennas is the same on both
sides of the link, i.e., NTx = NRx = N . Furthermore, let w(n)
be a complex additive noise vector with complex Gaussian
distribution, i.e., w(n) ∼ CN (0, σ2wINRx), and let H be the
channel gain matrix of dimensions NRx ×NTx.
The channel matrix H will in the following consist of two
parts given by
H =
√
K
1 +K
HLOS +
√
1
1 +K
HNLOS (2)
where K is the Rician factor used to weigh the impact
of each component. We will assume HLOS to be unitary,
i.e., antenna arrangement designed according to [1], while
HNLOS is assumed to have i.i.d. complex Gaussian entries
with zero mean and unit variance. Note that for millimeter
wave communication in general and in a backhaul scenario
specifically, highly directional antennas will have to be used
in order to combat high path losses. For a LOS setup it seems
thus reasonable to assume fairly high K factors, i.e., above
10 dB see [9].
The two matrices ΘTx(n) and ΘRx(n) in Equation (1)
represent the phase noise processes at transmitter and receiver,
respectively. In the most general setup they are diagonal
matrices, i.e.,
ΘTx(n) = diag
([
ejθ
Tx
1 (n), . . . , ejθ
Tx
NTx
(n)
]T)
ΘRx(n) = diag
([
ejθ
Rx
1 (n), . . . , ejθ
Rx
NRx
(n)
]T)
,
where for example θTxi (n) denotes the phase noise sample at
time n for the ith transmit antenna, whose generation will be
explained in the next section.
When modeling each phase noise process for each transmit
and each receive antenna individually, this model corresponds
to the case where each separate antenna has its individual
oscillator. On the other hand, when only one phase noise
process is modeled at Tx and Rx, e.g., θTx1 (n) = ... = θ
Tx
NTx
(n),
this model corresponds to the common oscillator setup and the
system model can be simplified to
y(n) = ejθ
Rx
i (n)ejθ
Tx
i (n) ·Hx(n) + w(n) (3)
which is generally assumed to be favorable compared to the
individual oscillator setup. Nevertheless, it is of interest to
investigate both cases as for optimal LOS MIMO system
design, the antennas can be very widely spaced, e.g., 60 GHz,
link distance of 100 m and NTx = 2 leads to a spacing of
0.5 m, and carrier distribution over such long lines will be a
very challenging circuit design task.
III. PHASE NOISE MODELS
Phase noise (PN) generally arises due to the fact that a
practical oscillator can never generate a perfect sinusoid. In
the equivalent baseband model this translates to a slowly
varying phase shift from symbol to symbol. The impact has
been extensively studied and various models exist for the
characterization of the process. We will, in this work, focus on
the two most common ones: Wiener phase noise and stationary
phase noise, which will be explained in the next two sections.
It has been observed in [10] that the white noise regions
far from the carrier have a significant impact for wideband
systems, which will be taken into account when generating
the phase noise processes.
A. Wiener Phase Noise
The Wiener process is a widely employed modeling ap-
proach for the phase noise of a free running oscillator, c.f.
[11]. In discrete time it can be defined as
θi(n) = θi(n− 1) + ∆i(n) (4)
where the phase change at time n for Tx/Rx antenna i is
modeled as a Gaussian process following ∆i(n) ∼ N (0, σ2∆i).
The variance of the phase change σ2∆i will in the following
be the same across all antennas at transmitter and receiver.
It can be directly related to the sampling rate 1/Ts and the
3 dB bandwidth βi of an oscillator’s phase noise spectrum with
σ2∆i = 4piβiTs.
For example, we will evaluate σ2∆i = 10
−4 rad2 and σ2∆i =
10−5 rad2 with a sampling time of Ts = 10−9 s, equivalent
to βi ≈ 8 kHz and βi ≈ 0.8 kHz, respectively. These can
further be translated to phase noise levels of approximately
−86 dBc/Hz and −96 dBc/Hz at 1 MHz offset, which are
reasonable values, c.f. [12]. Generally, the phase change from
symbol to symbol will indeed be very small, e.g., below 1.5◦
for βi ≈ 8 kHz.
B. Stationary Phase Noise
For a phase locked oscillator the phase noise is often
modeled as a stationary process given by
θi(n) = θi,0 + φi(n) (5)
where θi,0 is a constant phase offset and φi(n) is a zero
mean, WSS, colored Gaussian process, which is generated by
applying a digital filter, with a desired power spectral density,
to a zero mean and unit variance Gaussian random variable
[13].
As reference, we will use filters with the power spectral
densities measured in [14] and [15], which have phase noise
levels at 1 MHz offset of −85 dBc/Hz and −115 dBc/Hz,
respectively.
IV. TRANSMISSION SCHEME
We will use a frame based transmission scheme, similar to
the one used in [8], where the data frame of each antenna is
preceded by a training sequence of Lt symbols, which can be
used for channel estimation. The overall length of the frame
will be Lf = Lt + Ld symbols where Ld is the number of
data symbols in the frame. It is further assumed that the NLOS
part of the channel HNLOS does not change during the frame.
Zero-Forcing
y(n) PN
Compensation
Hˆ
Symbol
Detection
xˆi(n) x¯i(n)
αi · arg {xˆi(n)x¯∗i (n)}
z−1
e−jθˆ
C
i (n)
θˆCi (n)
Fig. 1. Zero-forcing receiver structure with phase noise compensation scheme
based on a feedback loop.
In the receiver a zero forcing (ZF) algorithm will be
employed, given by
xˆ(n) = Hˆ†y(n) (6)
with Hˆ† being the pseudo-inverse of the channel matrix esti-
mate gained from the training sequence. Note that for K =∞
and perfect LOS MIMO antenna arrangement, this algorithm
corresponds to the maximum likelihood (ML) receiver.
A. Phase Noise Compensation
It has been shown previously that compensating the impact
of phase noise in a system can greatly improve its perfor-
mance. It is easy to see that if perfect knowledge about the
phase noise processes exists at the receiver, i.e., ΘTx(n) and
ΘRx(n) are known, the influence could be totally compensated
by premultiplying y(n) with the pseudo-inverse of the term
ΘRx(n)HΘTx(n).
In practice this will never be possible, also because the
estimate Hˆ will always be intrinsically influenced by the
phase noise. We will thus use a combined phase noise matrix
estimate ΘˆC(n) which leads to the updated receiver algorithm
given as
xˆ(n) = ΘˆC(n)Hˆ
†y(n) (7)
where
ΘˆC(n) = diag
([
e−jθˆ
C
1(n), . . . , e−jθˆ
C
N (n)
]T)
.
It is easily verified that for the common oscillator setup the
matrix reduces to the factor e−jθˆ
C
i (n), where
θCi (n) = θ
Tx
i (n) + θ
Rx
i (n) (8)
holds and is the same for all parallel streams i. For the
individual oscillator setup the impact is more complicated,
it will usually depend on all phase noise processes in the
transmitter and receiver. For compensation we will in this case
nevertheless assume that the process θCi (n) follows a slowly
varying characteristic, but is independent for each stream i.
Given the above assumptions, easy phase noise compensa-
tion could be achieved by feeding back the phase difference
between the ZF estimate xˆ(n) and the detected symbol de-
noted by x¯(n). In particular for each stream i
θˆCi (n) = θˆ
C
i (n− 1) + αi · arg {xˆi(n− 1)x¯∗i (n− 1)} (9)
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Fig. 2. EVM performance of a LOS MIMO system subject to phase noise
with N = 4, K = ∞, 16-QAM, perfect channel knowledge: (a) Different
oscillator models, Lf = 103, individual setup except dotted curve; (b) Impact
of frame length, SNR = 25 dB, individual oscillators.
where αi is a constant weighing the impact of each new phase
estimate. For the common oscillator setup the compensation
performance can further be improved by using the mean over
the estimated phase noise processes θˆCi (n) across all streams i
for each time instant n. The full receiver structure can be seen
in Fig. 1, where the dashed lines symbolize that the following
parts are carried out in parallel for each stream i.
V. NUMERICAL RESULTS
In this section we will show the impact of phase noise for
different LOS MIMO system designs. For fair comparison we
will apply a transmit power constraint with σ2w =
1
SNRLin/N
where SNR = 10 log10(SNRLin). Furthermore, we will set
the initial phases of the Wiener model θi(0) and the initial
phases of the stationary model θi,0 to zero. In practice it will
occur, particularly for the individual oscillator setup, that there
is a fixed phase offset between the different oscillators and
antennas. However, as this does not change the conditioning
of the channel matrix, it will not influence the performance and
is, for example, compensated by the initial channel estimation.
We also presume that the same oscillators are used at Tx and
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Fig. 3. SER performance of a LOS MIMO subject to phase noise with K = 10 dB: (a) Different phase noise models, individual setup except dotted curve;
(b) Different modulation schemes, N = 4, Wiener PN (solid σ2∆i = 10
−4 rad2, dashed σ2∆i = 10
−5 rad2), individual oscillator setup.
Rx, i.e., same phase noise variances σ2∆i for Wiener PN and
same power spectral densities for stationary PN.
A. Error Vector Magnitude
First, we show the impact of phase noise on the er-
ror vector magnitude (EVM) under perfect channel knowledge
Hˆ = H in a pure LOS channel, i.e., K =∞. The EVM will
be defined as
EVM = E
√ |x(n)− xˆ(n)|2
Ex
 (10)
where Ex is the average symbol energy.
In Fig. 2 we show the EVM performance for different
oscillator setups when using 16-QAM. It can be seen that
the influence from stationary phase noise is much less severe
compared to the impact of Wiener PN. For high quality
oscillators, as proposed in [15], there is almost no degradation
observable. Secondly, for higher phase noise values the EVM
does not tend towards zero with increasing SNR but runs
towards a fixed value, which means that in the high SNR
domain phase noise will be the system performance limiting
parameter. As expected, the EVM of the common oscillator
setup outperforms the individual oscillator setup. However,
the gap is rather small, scales insignificantly with the number
of antennas N (not shown here) and will be less for lower
phase noise values. Fig. 2b shows the performance against
frame length Lf at an SNR of 25 dB. It can be seen that for
stationary phase noise the EVM is almost independent of the
frame length, since the phase is locked and hence only small
variations can occur. For Wiener PN on the other hand the
frame length will have a significant impact on the performance
if no additional synchronization is performed. This is due to
the fact that only the frequency is locked and therefore the
phase will eventually run away.
B. Symbol Error Rate
Next we will investigate the symbol error rate (SER) per-
formance of different scenarios and show the efficiency of
the compensation algorithm. For a more realistic scenario,
Hˆ will be gained from a BPSK Hadamard training sequence
of length Lt = N and we set K = 10 dB. Based on the
observations made in the previous section, Ld will be chosen
to be 103 and the phase will be synchronized again between
frames, so that the variance of the Wiener process does not
grow boundlessly. The symbol estimates x¯i will be gained by
performing ML detection on the symbols xˆi.
Fig. 3 shows the SER of different system setups. As for
the EVM it can also be seen here that the difference between
common and individual oscillator setup is small. Furthermore,
the results also show that the impact of phase noise scales only
marginally with the number of antennas in terms of error rate,
and that the impact of stationary PN is less severe. In Fig. 3b
the sensitivity of different modulation formats in a system with
N = 4 and individual oscillator setup is displayed for Wiener
phase noise. As expected PSK constellations are more effected
by PN than QAM constellations.
In Fig. 4a the performance of the proposed compensation
algorithm is evaluated. We set α = 0.1, as this showed the best
performance over a wide range of scenarios. This corresponds
to a slow convergence, i.e., the algorithm will not be able
to follow fast phase changes. First, for the common oscillator
setup the algorithm can improve the performance of the system
significantly, even for a high phase noise variance of σ2∆i =
10−4 rad2. For the individual oscillator setup there is also an
improvement in terms of SER, but especially for high PN
values the error floor is still significant.
Finally, Fig. 4b shows the relative improvement in terms
of SER that the algorithm achieves for different numbers of
antennas at an SNR of 25 dB. Noteworthy are the two cases
where the relative improvement is 1, i.e., the compensated
symbol error rate SERC is zero. This happens for I.) com-
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Fig. 4. Performance of a LOS MIMO system compensated by the shown algorithm with K = 10 dB, 16-QAM: (a) SER for N = 4, different stetups with
Wiener PN; (b) Relative SER improvement of the algorithm for SNR = 25 dB and different oscillator setups.
mon oscillator at transmitter and receiver, and II.) individual
oscillators at Tx and a common oscillator at Rx. The second
structure works well because it effectively exploits the same
property that the common oscillator uses. It can be shown that
for this case, when using a ZF receiver, the total phase noise is
also just an addition of the corresponding two processes from
transmitter and receiver. Overall, the influence of the antenna
number N on the algorithm is not substantial.
VI. CONCLUSION
In this paper a communications system based on LOS
MIMO has been investigated regarding its sensitivity towards
phase noise. Two different phase noise models were introduced
and their impact in terms of EVM was studied for practical
values. The results show that phase noise that follows a Wiener
process is a lot more critical than stationary phase noise.
Furthermore, the difference between a common and individual
oscillator setup is not immense regarding raw error magnitude.
Additionally, we demonstrated a phase noise compensation
scheme and investigated its system level performance. The
algorithm shows good behavior for the case of a common
oscillator setup, even for high phase noise values. This is
intuitive as one only has to track one phase noise process but
has N observations of the process. For individual oscillators
at transmitter and receiver the algorithm generates less perfor-
mance gain, but shows for low PN values still considerable
improvements. To combat higher phase noises in this setup
it seems unavoidable to use more complex algorithms, such
as higher order feedback loops or the extended Kalman
filter proposed in [8]. However, this algorithm also requires
additional pilots and is far more complex. Ultimately, it will
be necessary to find the best trade-off between required phase
noise compensation and its implementation complexity for a
desired system performance.
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