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Abstract
The aim of this paper is twofold: first we investigate the role of proximity notions in the framework
of approach theory [R. Lowen, Approach Spaces. The Missing Link in the Topology-Uniformity-
Metric Triad, Clarendon Press, Oxford, 1997] and show how quantified proximity structures can be
used to obtain a canonical intrinsic version of the Smirnov compactification in this setting. Second
we introduce a hyperspace structure which commutes with this type of Smirnov compactification,
solving a ‘dual’ problem to the one treated concerning approach completion in [R. Lowen, M. Sioen,
Proximal hypertopologies revisited, Set-Valued Anal. 6 (1998) 1–19].
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1. Introduction and preliminaries
When examining the literature, one often encounters the situation where a (completely
regular) topology is introduced via a specific collection of pseudometrics. Hence, in the
given data quantitative information is present, but usually this is not exploited and one
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that generating a topology from a collection of pseudometrics actually involves performing
a product of the underlying metrizable topological spaces in Top. However, metrizability
does not behave well with respect to the formation of topological products, and one is also
bound to lose the quantitative information encaptured in the defining pseudometrics. In
Ap, the category of approach spaces and contractions which is a common supercategory of
both Top and pMet∞ (the category of ∞p-metric spaces and non-expansive maps), one
can perform products of arbitrary (set-indexed) families of ∞p-metric objects, yielding
in general a genuine (i.e. neither topological nor metric) approach space canonically over-
lying the product of the underlying ∞p-metric topologies while preserving to the largest
possible extent the given quantitative information. For information and notations about
approach spaces, the reader is referred to [8]. As a blanket reference for all notions of cat-
egorical topology we use [1]. Note that concerning the order in the fibres of a topological
construct (A,U : A → Set),we divert from [1] adopting the following convention (which
is opposite to the one used in [1]): given two A-objects A and A′ with U(A) = U(A′), we
define A to be smaller or coarser than A′ (and write AA′) if and only if idU(A) :A′ → A
is an A-morphism. For applications of approach theory to e.g. hyperspaces or functional
analysis, we refer to [9–12]. Also in this setting, the need for uniform structures emerged,
resulting in the introduction in [13] of the category UG of uniform gauge spaces (there
called approach uniformities) and uniform contractions: we refer to [13,5] for any fur-
ther information but recall for the sake of completeness that the objects of UG are pairs
(X, (Uε)ε∈R+) with X a set and for each ε ∈ R+, Uε a semi-uniformity on X (in the sense
of [4]) such that the following axioms are satisfied:
(UT1) ∀ε ∈ R+: Uε =∨ηε Uη,
(UT2) ∀ε, η ∈ R+,∀U ∈ Uε+η: ∃V ∈ Uε,∃W ∈ Uη: V ◦W ⊂ U .
If (X, (Uε)ε∈R+) and (X′, (U ′ε)ε∈R+) are uniform gauge spaces, a map f :X → X′ is
called uniformly contractive if and only if f : (X,Uε) → (X′,U ′ε) is uniformly continuous
for every ε ∈ R+.
Within this framework, completion and compactification theories have been extensively
treated in [8]. Also with respect to applications to hyperspaces of metric spaces, the ap-
proach completion developed in [8] was proved to have a nice ‘commutative interaction’
property. It was proved in [10], that (under the right conditions) ‘the approach comple-
tion of the proximal hyperspace equals the proximal hyperspace of the completion of the
original metric space’. The question whether we can find a suitable, admissible quantified
hyperspace structure which in a similar way commutes with quantified compactification
naturally appears, and will be addressed in the last section of the paper.
When dealing with compactifications in topology, at one stage or another, one is easily
led to proximity concepts. This was also the case for the approach ˇCech–Stone compactifi-
cation developed in [8]. Therefore also on a structural level, we feel that the exact place and
role of proximity in this setting has to be sorted out. In Sections 2 to 4, we will introduce the
quantified counterparts Gap and EfGap of both Lodato and Efremovicˇ proximities and in-
vestigate their relations with respect to the constructs of ∞p-metric and (totally bounded)
UG spaces. Section 5 will then deal with a version of the Smirnov compactification in
926 G. Di Maio et al. / Topology and its Applications 153 (2005) 924–940our EfGap setting, which will be applied to a specific type of proximal-like hyperspace
structure for EfGap objects, answering the question mentioned higher up. For informa-
tion about proximities we refer to [14,4,7] and we only recall the following definition to
fix notations: given a set X, a relation ξ on 2X is called a basic proximity (and the pair
(X, ξ) is called a basic proximity space) if it satisfies the following axioms (we write AξB
(respectively A/ξB ) for (A,B) ∈ ξ (respectively ((A,B)/∈ξ)):
(P1) ∀A,B ∈ 2X: AξB ⇐⇒ BξA,
(P2) ∀A,B ∈ 2X: AξB ⇒ (A = ∅ and B = ∅),
(P3) ∀A,B ∈ 2X: A∩B = ∅ ⇒ AξB ,
(P4) ∀A,B,C ∈ 2X: Aξ(B ∪C) ⇐⇒ (AξB or AξC).
If (X, ξ) and (X′, ξ ′) are basic proximity spaces, a map f :X → X′ is called proximally
continuous or a proximity mapping if for all A,B ∈ 2X: AξB ⇒ f (A)ξ ′f (B). The con-
struct with basic proximity spaces as objects and proximity maps as morphisms is denoted
bProx. If (X, ξ) ∈ bProx and A,B ∈ 2X , we will write A ξ B to indicate that A/ξX \B .
A basic proximity space (X, ξ) is called a Lodato proximity space if it moreover satisfies
(Lo-P) ∀A,B,C ∈ 2X: (AξC and ∀c ∈ C: {c}ξB) ⇒ AξB
and an Efremovicˇ proximity space if it satisfies the supplementary condition (implying
(Lo-P))
(Ef-P) ∀A,B ∈ 2X: A/ξB ⇒ ∃C ∈ 2X: A/ξC and (X \C)/ξB .
The full subconstructs of bProx formed by all Lodato, respectively Efremovicˇ, proxim-
ities are denoted by LoProx, respectively Prox.
2. The topological construct Gap
Definition 2.1. Given a set X, a functional
g : 2X × 2X → [0,∞]
is called a gap functional (on X), if and only if it satisfies the following conditions:
(G1) ∀A,B ∈ 2X: g(A,B) = g(B,A),
(G2) ∀A,B ∈ 2X: (A = ∅ ∨B = ∅) ⇒ g(A,B) = ∞,
(G3) ∀A,B ∈ 2X: A∩B = ∅ ⇒ g(A,B) = 0,
(G4) ∀A,B,C ∈ 2X: g(A,B ∪C) = g(A,B)∧ g(A,C),
(G5) ∀A,B ∈ 2X,∀ε, η ∈ [0,∞]: g(A,B) g(A(ε),B(η))+ ε + η, where for all C ∈ 2X ,
κ ∈ [0,∞], we put
C(κ) := {x ∈ X | g({x},C) κ}.
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it extends the triangle inequality for metric spaces.
Lemma 2.2. If X is a set and g : 2X × 2X → [0,∞], the following assertions are equiva-
lent:
(1) g is a gap functional on X,
(2) g satisfies (G1)–(G4) and
(G5.1) ∀A,B ∈ 2X, ∀ε ∈ [0,∞]: g(A,B) g(A,B(ε))+ ε,
(3) g satisfies (G1)–(G4) and
(G5.2) ∀A,B,C ∈ 2X: g(A,B) g(A,C)+ supc∈C g({c},B),
(4) g satisfies (G1)–(G4) and
(G5.3) ∀A,B,C,D ∈ 2X: g(A,B) g(D,C)+supc∈C g({c},B)+supd∈D g({d},A).
Proof. Obviously (1) ⇔ (2) and (3) ⇔ (4), so it suffices to show that (1) ⇔ (4). Given
(1) and A,B,C,D ∈ 2X , put
ε := inf{θ ∈ [0,∞] | D ⊂ A(θ)}
and
η := inf{θ ∈ [0,∞] | C ⊂ B(θ)}
to obtain (4). Given (4), A,B ∈ 2X and ε, η ∈ [0,∞], put D := A(ε),C := B(η) and (1)
follows. 
It will be convenient to have another equivalent description of gap functionals by means
of so-called towers, i.e. R+-indexed ‘stacks’ of proximity structures glued together in some
natural way (similar to approach theory [8,13]). This representation will turn out to be very
useful when singling out those gap functionals which are determined by ∞p-metrics, as
well as for the construction of the Smirnov compactification.
Definition 2.3. Let X be a set and for each ε ∈ R+ let ξε be a basic proximity on X. Then
(ξε)ε∈R+ is called an Lo-tower on X if it satisfies the following conditions:
(Lo-T1) ∀ε ∈ R+: ξε =∨η>ε ξη,
(Lo-T2) ∀A,B,C ∈ 2X,∀ε, η ∈ R+:
AξεB ∧
(∀b ∈ B: {b}ξηC) ⇒ Aξε+ηC.
Theorem 2.4. Given a set X, there is a one-to-one correspondence between gap functionals
and Lo-towers on X, given in the following way:
(1) if g is a gap functional on X, and for every ε ∈ R+ we consider the binary relation
AξεB ⇐⇒ g(A,B) ε,
then (ξε)ε∈R+ is an Lo-tower on X,
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g(A,B) := inf{ε ∈ R+ | AξεB}
defines a gap functional on X.
Proof. By straightforward verification. 
Definition 2.5. Let X be a set and for each ε ∈ R+, let ξε be a basic proximity on X. Then
(ξε)ε∈R+ is called an Ef-tower on X if it satisfies the following conditions:
(Ef-T1) ∀ε ∈ R+: ξε =∨η>ε ξη,
(Ef-T2) ∀A,B ∈ 2X, ∀ε, η ∈ R+:
A ξε+ηB ⇒ ∃C ∈ 2X: (A/ξεC ∧X \C/ξηB).
Proposition 2.6. Every Ef-tower is also an Lo-tower.
Proof. This is completely analogous to the proof that every Efremovicˇ proximity is a
Lodato proximity, which can be found in [14, Theorem 19.3]. 
Proposition 2.7. If X,Y are sets, g and g′ are gap functionals with (ξε)ε∈R+ and (ξ ′ε)ε∈R+
the corresponding Lo-towers on X and Y , then the following assertions are equivalent for
a map f :X → Y :
(1) ∀A,B ∈ 2X: g′(f (A),f (B)) g(A,B),
(2) ∀ε ∈ R+: f : (X, ξε) → (Y, ξ ′ε)is a proximity mapping.
Proof. This is a direct consequence of Theorem 2.4. 
We have now introduced all the concepts needed to define the construct we will use
throughout the paper.
Definition 2.8. A set, equipped with a gap functional or equivalently, with a Lo-tower, is
called a gap space. Maps between gap spaces that satisfy the conditions of the previous
theorem are called proximal contractions. It is obvious that gap spaces and proximal con-
tractions form a category which we will denote Gap. Those objects whose corresponding
Lo-tower is an Ef-tower form a full subconstruct which we denote by EfGap.
From now on, we will no longer make a distinction between a gap functional and its
associated Lo-tower and choose at any time whichever of these two representations that
appears most useful.
From the categorical-topological point of view, Gap behaves very nicely. We need the
following notation: if X is a set and A ∈ 2X , we put
C(A) :=
{
A⊂ 2X |A finite, A ⊂
⋃
A
}
.
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the following way: if(
fj :X → (Xj ,gj )
)
j∈J
is a structured source in Gap, the initial Gap-structure g is defined by putting, for any
A,B ∈ 2X ,
g(A,B) := sup
A∈C(A)
sup
B∈C(B)
min
C∈A
min
D∈B
sup
j∈J
gj
(
fj (C),fj (D)
)
.
Proof. To begin with, note that on a given set, we only have a set of gap functionals
and that on a singleton there is only one gap functional. The verifications that g satisfies
(G1)–(G4) are routine, as is the proof of the initiality of the source. The proof of (G5.2),
which according to Lemma 2.2 is equivalent to (G5) in the presence of the other axioms,
follows by a standard calculation using that for all A,B ∈ 2X , ε > 0 and B ∈ C(B) we have
g(A,B) supj∈J gj (fj (A),fj (B)) and {D(ε) | D ∈ B} ∈ C(B(ε)). 
3. Embedding LoProx and pMet∞
Since one of our aims is to prove that Gap serves as a good quantified counterpart to
LoProx, just as Ap (respectively UG) do with respect to Top (respectively Unif), we have
to verify that LoProx (respectively pMet∞) can be fully and concretely embedded into
Gap.
Proposition 3.1. If (X, ξ) ∈ LoProx, then
gξ (A,B) :=
{
0 AξB,
∞ A/ξB, A,B ∈ 2
X
defines a gap functional on X. Thus LoProx is embedded at the same time concretely
reflectively and concretely coreflectively. Whenever (X,g) ∈ Gap, its proximal reflection
and coreflection are given by idX : (X,g) → (X,gξg) and idX : (X,gξg) → (X,g) where
(X, ξg) is the proximal reflection of the basic proximity ξ∞ defined by
Aξ∞B ⇐⇒ g(A,B) < ∞, A,B ∈ 2X,
and ξg is defined by
AξgB ⇐⇒ g(A,B) = 0, A,B ∈ 2X.
Note that (by simply restricting the functors described above) in the same way , Prox is
fully embedded at the same time as a concretely bireflective and concretely bicoreflective
subconstruct of EfGap.
Proof. By routine verification. 
Note that, stated in terms of Lo-towers, taking the LoProx-coreflection of (X, (ξε)ε∈R+)
simply yields (X, ξ0).
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gd(A,B) := inf
a∈A infb∈B d(a, b), A,B ∈ 2
X
defines a gap functional on X. pMet∞ is embedded as a full concrete subconstruct of Gap
in this way. Moreover, this embedding is concretely coreflective. Whenever (X,g) ∈ Gap,
its ∞p-metric coreflection is given by idX : (X,gdg) → (X,g) where
dg(x, y) := g
({x}, {y}), x, y ∈ X.
Proof. The proof goes along the same lines as the proof of the concrete bicoreflectivity of
pMet∞ in Ap which can be found, e.g., in [8]. 
A consequence of these results is, e.g., that LoProx is both initially and finally closed in
Gap, and that the concrete coreflectors from Gap onto LoProx (respectively pMet∞) pre-
serve initiality. This means, e.g., that starting from a (set-indexed) family of ∞p-metric
generated Lodato proximities, one can form the product in Gap to obtain a canonical
quantitative object, overlying the classical LoProx-product via the mentioned (forgetful)
functor from Gap to LoProx.
Note that pMet∞ is actually fully embedded into EfGap, again as a concretely core-
flective subconstruct, simply by restriction of functors.
Simply by restricting the first argument of a Gap-functional to the singleton subsets
obviously yields a concrete ‘forgetful’ functor D : Gap → Ap. It is also easy to see that
composing this functor with the embedding of pMet∞ into Gap yields the usual embed-
ding of pMet∞ into Ap. That actually not more of Ap can be embedded into Gap in this
way is easily seen as follows. If (X, δ) ∈ Ap, the functional
gδ : 2X × 2X → [0,∞] : (A,B) → inf
a∈Aδ(a,B)
satisfies (G2)–(G5). In order for it to satisfy (G1), the distance δ has to satisfy the condition
∀A,B ⊂ X: inf
a∈Aδ(a,B) = infb∈B δ(b,A)
which according to [8], implies (X, δ) has to a ∞p-metric space.
4. Generation by∞p-metrics
The following lemma in fact proves the existence of an abundance of Gap-objects in
the literature: each time on a set X a (completely regular) topology T is defined by means
of an order-theoretic ideal D of ∞p-metrics, i.e. for each x ∈ X the T -neighborhood fil-
ter at x has {{y ∈ X | d(x, y) < ε} | d ∈ D, ε > 0} as a basis, one can now at a higher
structural level simply consider the Gap-object (X,gD) defined below. It is then obvious
that D(X,g) is the UAp-object (X, δD := supd∈D δd) determined by D which has (X,T )
as its Top bicoreflection. We recall that UAp is the subconstruct of the construct of ap-
proach spaces with objects those spaces having a gauge with a base consisting of extended
pseudometrics. In other words it is the epireflective hull of the subconstruct pMet∞ [8].
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condition ∀d, e ∈D: d ∨ e ∈D, then
gD(A,B) := sup
d∈D
gd(A,B) = sup
d∈D
inf
x∈A infy∈B d(x, y), A,B ∈ 2
X
defines a gap-functional on X. Moreover,(
idX : (X,gD) → (X,gd)
)
d∈D
is initial in Gap, which means that gD is also the supremum (taken in the Gap-fibre on X)
of {gd | d ∈D}.
Proof. It it clear from Lemma 2.2 that gD satisfies (G1)–(G3) and (G5.2). To check that
it satisfies also (G4), let A,B,C ∈ 2X and first note that obviously gD(A,B ∪ C) 
gD(A,B)∧ gD(A,C). To prove the converse inequality, fix α ∈ R+ with α < gD(A,B)∧
gD(A,C) and pick d, e ∈D with gd(A,B) > α and ge(A,C) > α. Then d ∨ e ∈D and
α  gd∨e(A,B)∧ gd∨e(A,C) = gd∨e(A,B ∪C) gD(A,B ∪C)
finishing this part.
We now prove the second part. We denote the initial gap-functional for this source by g.
Fix A,B ∈ 2X . It follows from Theorem 2.9 that
g(A,B) = sup
A∈C(A)
sup
B∈C(B)
min
C∈A
min
D∈B
sup
d∈D
gd(C,D).
Taking A= {A} and B = {B} immediately yields that
g(A,B) sup
d∈D
gd(A,B).
In order to prove the converse inequality, let ε > 0,A ∈ C(A) and B ∈ C(B) arbitrary. Then
for each C ∈ C(A) and D ∈ C(B) and n ∈ N, there exists dnC,D ∈D with
sup
d∈D
gd(C,D)∧ n gdnC,D (C,D)+ ε.
Since for all n ∈ N, dn := supC∈A supD∈B dnC,D ∈D, we obtain that
min
C∈A
min
D∈B
sup
d∈D
gd(C,D)
= sup
n∈N
min
C∈A
min
D∈B
sup
d∈D
gd(C,D)∧ n
 sup
n∈N
min
C∈A
min
D∈B
gdnC,D (C,D)+ ε
 sup
n∈N
min
C∈A
min
D∈B
gdn(C,D)+ ε
= sup
n∈N
gdn
(⋃
A,
⋃
B
)
+ ε
 sup
n∈N
gdn(A,B)+ ε
 gD(A,B)+ ε
and by arbitrariness of ε, this finishes the proof. 
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∞p-metric spaces in the sense of the previous lemma? On the other hand, it follows
e.g. from [5] that the topologies that can be ‘generated’ by means of (ideals of) ∞p-
metrics are exactly the completely regular, i.e. the uniformizable ones. The link between
uniform structures and proximity spaces is also well known: the category tbUnif of totally
bounded uniform spaces and uniformly continuous maps is concretely isomorphic to the
category Prox (see [14,4,7]). Keeping in mind the classical situation suggests EfGap as
the plausible candidate to answer the question above. The rest of this paragraph will be
devoted to proving this intuition to be correct. If X is a set, pMet∞(X) is used to denote
the set of all ∞p-metrics on X. We begin by investigating how EfGap relates UG. Here
tbUG is defined as the full subconstruct of UG formed by the objects (X, (Uε)ε∈R+) for
which U0 is a totally bounded uniformity, or equivalently, for which all Uε (ε ∈ R+) are to-
tally bounded semi-uniformities (in the sense of [4]), and we use tbsUnif for the category
of totally bounded semi-uniformities and uniformly continuous maps.
Proposition 4.2. EfGap is concretely isomorphic to tbUG.
Proof. It is a well-known fact (see [14,4,7] for details) that the following concrete functors
describe an isomorphism between the categories tbsUnif and bProx: F : tbsUnif → bProx
defined by F(X,U) = (X, ξU ) where for any A,B ∈ 2X , AξUB ⇐⇒ ∃U ∈ U : U [A]∩B =
∅, respectively G : bProx → tbsUnif defined by G(X,ξ) := (X,Uξ ) where Uξ has the base
of all entourages of the form
⋃n
i=1 Bi ×Bi with Ai ξ Bi ,
⋃n
i=1 Ai = X, i = 1, . . . , n and
n ∈ N. It therefore is clear that there is a one to one correspondence between towers of basic
proximities satisfying (Ef-T1) and towers of totally bounded semiuniformities satisfying
(UT1), so we only need to prove the equivalence of (Ef-T2) and (UT2). Let therefore
(ξε)ε∈R+ be a tower of basic proximities on a set X and let (X,Uε) := G(X,ξε) for each
ε ∈ R+. Now suppose (Ef-T2) holds, and take ⋃ni=1 Ai = X together with Ai ξε+η Bi
for 1  i  n and put W := ⋃ni=1 Bi × Bi . By (Ef-T2), we can pick Ci ∈ 2X for each
1 i  n such that Ai ξε Ci ξη Bi . Since F(X,Uτ ) = (X, ξτ ) for all τ ∈ [0,∞] we can
pick, for all 1 i  n, Ui ∈ Uε and Vi ∈ Uη such that Ui[Ai] ⊂ Ci and Vi[Ci] ⊂ Bi . Then
U :=⋂ni=1 Ui ∈ Uε , V :=⋂ni=1 Vi ∈ Uη and an easy calculation shows that V ◦ U ⊂ W ,
so we have proved (UT2). Conversely, assume that (UT2) holds and take A,B ∈ 2X with
A/ξε+ηB . Then there exists U ∈ Uε+η with U [A] ∩B = ∅. By (UT2), we can pick V ∈ Uη,
W ∈ Uε with V ◦W ⊂ U . With C := W [A] it is then easy to see that A/ξεX \C and C/ξηB .
Note that, by the way morphisms are defined in the respective categories using towers, it is
clear that
F˜
(
X, (Uε)ε∈R+
) := (X, (F(Uε))ε∈R+) with (X, (Uε)ε∈R+) ∈ tbUG
and
G˜
(
X, (ξε)ε∈R+
) := (X, (G(ξε))ε∈R+) with (X, (ξε)ε∈R+) ∈ EfGap
define concrete functors F˜ : tbUG → EfGap and G˜ : EfGap → tbUG which inverse to
each other. 
Theorem 4.3. If (X,g) ∈ Gap, the following are equivalent:
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(2) there exists an ideal D in pMet∞(X) such that
g = gD,
(3) (X,g) is a subspace of a product of ∞p-metric Gap objects.
Proof. (1) ⇒ (2) Assume that (X,g) ∈ EfGap and let (ξε)ε∈R+ be the corresponding Ef-
tower. For all ε ∈ R+, let Uε be the totally bounded semi-uniformity corresponding to
ξε . According to Proposition 4.2 and [17], there exists an ideal D of ∞p-metrics on X
such that for every ε ∈ R+, {{(x, y) ∈ X × X | d(x, y) < α} | d ∈D, α > ε} is a base for
Uε . From this it is easy to see that for all A,B ∈ 2X and all ε ∈ R+, g(A,B)  ε ⇐⇒
AξUεB ⇐⇒ supd∈D gd(A,B) ε, showing that g = supd∈D gd .
(2) ⇒ (3) If g = supd∈D gd , it follows from 4.1 that the source (1X : (X,g) →
(X,gd))d∈D is initial in Gap, from which (3) follows.
(3) ⇒ (1) It is easy to see that subspaces (formed in Gap) of EfGap-objects again
belong to EfGap. In order to verify that ∞p-metric gap spaces belong to EfGap, take an
(X,d) ∈ pMet∞ and assume that A,B ∈ 2X , ε, η ∈ R+ with gd(A,B) > ε + η. We now
can pick τ > 0 such that gd(A,B) > ε + η + τ. Then it is easy to see with C := {x ∈ X |
gd({x},B) < η + τ2 } that gd(A,C) > ε and gd(X \C,B)η. The only thing that remains to
be proved, is that products (formed in Gap) of (small) families of EfGap-objects belong
to EfGap.
We write sGap (standing for semi-gap spaces) for the supercategory of Gap the objects
of which are pairs (X,g) with X a set and g : 2X × 2X → [0,∞] satisfying (G1)–(G4) and
with morphisms defined in the same way as for Gap. Examining the proof of Theorem 2.9
teaches us that sGap is a well-fibred topological construct where initial lifts are formed
using the same formula as in Gap. Therefore Gap is initially closed in sGap, hence con-
cretely bireflective [1]. On the other hand we see from the proof of Theorem 2.4 that, again
completely analogously to the situation for Gap, there is a one-to-one correspondence be-
tween sGap-objects and sets structured by a tower of basic proximities satisfying (Lo-T1).
Also morphisms can be described as in Proposition 2.7. Redoing the proof of Proposi-
tion 4.2 shows that sGap is concretely isomorphic to the full subcategory tbsUG of sUG
(the category of semi-uniform gauge spaces obtained in [15] by dropping the (UT2) ax-
iom in UG but still called sAUnif there) consisting of all objects (X, (Uε)ε∈R+) ∈ sUG for
which U0 is totally bounded. We also write G˜ : sGap → tbsUG for this concrete isomor-
phism. G˜ of course restricts to the isomorphism between EfGap and tbUG constructed in
Proposition 4.2.
If now (Xi)i∈I is a family of EfGap-objects (with I a set), its Gap-product coincides
with its sGap-product, and will be denoted by P . Then G˜(P ) is the tbsUG-product of
(G˜(Xi))i∈I , but since tbUG is initially closed in tbsUG, G˜(P ) ∈ tbUG, and therefore P
belongs to EfGap. 
Corollary 4.4. EfGap is the epireflective hull of pMet∞ in Gap, i.e. the smallest epire-
flective subconstruct of Gap containing pMet∞.
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Gg :=
{
d ∈ pMet∞(X) | gd  g
}
.
Then the following assertions hold:
(1) if (X,g) ∈ EfGap, then Gg is the largest set D of ∞p-metrics on X for which g = gD ,
(2) if (X,g), (X′,g′) ∈ EfGap, then f : (X,g) → (X′,g′) is a proximal contraction if and
only if
∀d ′ ∈ Gg′ : d ′ ◦ (f × f ) ∈ Gg,
(3) idX : (X,g) → (X,gGg) is the EfGap epireflection arrow of (X,g).
Proof. Straightforward. 
Looking at the proof of (1) ⇒ (2) in 4.3 and using the concrete isomorphism con-
structed in Proposition 4.2, it is easy to see that for (X,g) ∈ EfGap, Gtbg := {d ∈ Gg |
d totally bounded} also generates g in the sense that g = supd∈Gtbg gd , and that it obvi-
ously is the largest set of totally bounded ∞p-metrics doing this. We refer to [5] where
another isomorphic description of EfGap was discussed, using ideals of totally bounded
∞p-metrics which are saturated in some sense.
5. Smirnov compactification
One of the main reasons for the importance of proximity structures in general and cate-
gorical topology is their usefulness in the study of compactifications, e.g. via the so-called
Smirnov compactification of an Efremovicˇ proximity. For notational convenience, we will
sometimes use the abbreviated notation ξ = (ξε)ε∈R+ for an Ef-tower. Since it will always
be clear from the context whether ξ denotes a basic proximity or an Ef-tower, no ambiguity
arises.
Definition 5.1. We call (X, ξ) ∈ EfGap Hausdorff (respectively compact) if and only if
the (topology underlying) the Efremovicˇ proximity ξ0 is Hausdorff (respectively compact).
The full subconstructs of EfGap formed by all Hausdorff (respectively compact Hausdorff)
objects are denoted by EfGap2 (respectively kEfGap2).
It is our aim in this section, starting from a given (X, ξ) ∈ EfGap2, to canonically con-
struct a kEfGap2-object overlying the Smirnov compactification of (X, ξ0) such that the
embedding of (X, ξ0) into its Smirnov compactification becomes a Gap-embedding. This
Smirnov compactification will then provide an epireflector from EfGap2 onto kEfGap2.
Lemma 5.2. For each (X, ξ) ∈ EfGap and every A,B ∈ 2X such that A/ξε+ηB , there exist
C,C′,D,D′ ∈ 2X such that
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• A/ξεX \C′, X \D′/ξ 0B and C′/ξη.D′.
Proof. This is a straightforward adaptation of the proof of Lemma 3.3 in [14]. 
We also recall from [14] that for (X, ξ) ∈ Prox, a collection of subsets σ ⊂ 2X is called
a ξ -cluster if and only if it satisfies the following requirements
(C1) ∀A,B ∈ σ : AξB ,
(C2) ∀A ∈ 2X: (∀C ∈ σ : AξC) ⇒ A ∈ σ ,
(C3) ∀A,B ∈ 2X: A∪B ∈ σ ⇒ A ∈ σ ∨B ∈ σ .
We write κ(X, ξ) for the set of all ξ -clusters. If A ∈ 2X and P ⊂ κ(X, ξ), then we say
[14] that A absorbs P , and we write A@P , if and only if
∀σ ∈ P: A ∈ σ.
Definition 5.3. For (X, ξ) ∈ EfGap we put
K(X, ξ) := κ(X, ξ0)
and for each ε ∈ R+, and for P,Q⊂K(X, ξ) we define
Pξ∗εQ ⇐⇒
(∀A,B ∈ 2X: A@P ∧B@Q⇒ AξεB).
Lemma 5.4. For every (X, ξ) ∈ EfGap, we have (K(X, ξ), ξ∗) ∈ kEfGap2. Furthermore,
iX : (X, ξ) →
(K(X, ξ), ξ∗) :x → σx
with σx := {A ∈ 2X | {x}ξ0A} defines an embedding in EfGap which is dense with respect
to (the topology underlying) ξ∗0 .
Proof. The fact that for each ε ∈ R+, ξ∗ε is a basic proximity, and that moreover, ξ∗0 is
a proximity with compact Hausdorff underlying topology, is proved in the same way as
in [14]. The (Ef-T1) axiom is easily seen to carry over from ξ to ξ∗. To verify the (Ef-
T2) axiom, consider ε, η ∈ R+ and P,Q ⊂ K(X, ξ) such that P/ξ ∗ε+ηQ. Then there exist
A,B ∈ 2X with A@P , B@Q and A/ξε+ηB . By (Ef-T2) for ξ , there exists E ∈ 2X such that
A/ξεE and X \ E/ξηB . Then also X \ E/ξ 0B and hence E@Q. With R := {σ ∈ K(X, ξ) |
E ∈ σ } it now follows easily that P/ξ ∗εR and K(X, ξ) \R/ξ ∗ηQ.
That iX is injective and dense is proved in [14], and that it is an embedding follows by
straightforward verification of the fact that
∀C,D ∈ 2X: ∀γ  0: g∗(iX(C), iX(D)) γ ⇐⇒ g(C,D) γ. 
Theorem 5.5. kEfGap2 is an epireflective subcategory of EfGap2 and for every (X, ξ) ∈
EfGap, the corresponding epireflection arrow is given by
iX : (X, ξ) →
(K(X, ξ), ξ∗).
We call this extension the Smirnov compactification of (X, ξ).
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underlying them the epi-part is obvious, so assume that f : (X, ξ) → (X′, ξ ′) is an
EfGap2-morphism with (X′, ξ ′) compact. Define, as in the classical case, treated in [14],
f¯ :K(X, ξ) → X′ by, for each σ ∈K(X, ξ) = κ(X, ξ0), f¯ (σ ) to be the unique x′ ∈ X′ such
that σx′ = {F ⊂ X′ | ∀C ∈ σ : Fξ ′0f (C)}. Then surely, f = f¯ ◦ iX , and verifying that f¯ is
a proximal contraction goes along the same lines of the corresponding proof of [14], now
invoking the (Ef-T2) axiom. 
The nice interrelation between proximity structures and compactness is also expressed
by the even more exemplary categorical behaviour of the Smirnov compactification. One
has the following ‘uniqueness’ property proved e.g. in [14]: once a Hausdorff Efremovicˇ
proximity space can be densely embedded in a compact Hausdorff space, the latter has to
be (isomorphic to) the Smirnov compactification of the former (by an isomorphism leaving
the original space pointwise fixed). In the more modern categorical terminology of [3] this
means that the category kProx2 of Efremovicˇ proximity spaces with compact Hausdorff
underlying topology is the firm subcategory of Prox2 with respect to the class of all dense
embeddings, again stressing the close link to Unif2 and its completion theory. The same
exemplary behaviour holds in the our setting.
Theorem 5.6. If (X, ξ) ∈ EfGap2, (X′, ξ ′) ∈ kEfGap2 and j : (X, ξ) → (X′, ξ ′) is an
embedding in EfGap which is dense with respect to (the topology underlying) ξ ′0, then there
exists an isomorphism k : (X′, ξ ′) → (K(X, ξ), ξ∗) leaving X pointwise fixed, i.e. such that
k ◦ j = iX .
Proof. Transporting the situation by concrete isomorphism of categories to tbUG and
taking into account that this does not change the underlying topologies, we then automat-
ically have that G˜(X′) and G˜(K(X, ξ)) become complete in the sense of [16], so with
eG˜(X) : G˜(X) → ̂˜G(X) denoting the UG-completion from [16], there exist isomorphisms
α : G˜(X′) → ̂˜G(X) and β : G˜(K(X, ξ)) → ̂˜G(X) in tbUG with β ◦ G˜(iX) = eG˜(X) =
α ◦ G˜(j). Now put k := F˜ (β−1 ◦ α) transporting everything back into EfGap. 
6. Compactifying proximal hyperspaces
Take (X,g) ∈ EfGap2 and let ξ denote the Ef-tower corresponding to g. We write
CL(X) for the hyperspace of all nonempty (ξ0-)closed subsets of X. For a set S, we write
2S0 (respectively 2(S)0 ) for the set of all nonempty (respectively all nonempty finite) subsets
of S.
Next we define a suitable Gap-structure on the hyperspace CL(X). For every (d,F ) ∈
Gtbg × 2X0 , we define an ∞p-metric ψ(d,F ) on CL(X) by
ψ(d,F )(A,B) :=
∣∣gd(A,F )− gd(B,F )∣∣, A,B ∈ CL(X).
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g ×2X0 )
0 , we put ψΓ := sup(d,F )∈Γ ψ(d,F ). Then {ψΓ | Γ ∈ 2
(Gtbg ×2X0 )
0 } is
an ideal base in pMet∞(CL(X)), and hence by Lemma 4.1
gprox(ξ)(A,B) := sup
Γ ∈2(G
tb
g ×2X0 )
0
inf
A∈A
inf
B∈B
ψΓ (A,B), A,B ⊂ CL(X)
defines a gap functional on CL(X) such that (CL(X),gprox(ξ)) ∈ EfGap.
Lemma 6.1. For (X,g) ∈ EfGap2, the hyperspace gap structure gprox(ξ) is admissible, in
the sense that
ι : (X,g) → (CL(X),gprox(ξ)) :x → {x}
is an embedding in Gap.
Proof. Injectivity of j is clear and if we denote the initial gap functional on X by g′, it
follows from Theorem 2.9 that, for A,B ∈ 2X arbitrary,
g′(A,B) = gprox(ξ)
(
ι(A), ι(B)
)
= sup
Γ ∈2(G
tb
g ×2X0 )
0
inf
a∈A infb∈B sup(d,F )∈Γ
∣∣gd({a},F )− gd({b},F )∣∣.
On the one hand this clearly implies that
g′(A,B) sup
d∈Gtbg
inf
a∈A infb∈B d(a, b) = g(A,B),
whereas on the other hand
g′(A,B) sup
d∈Gtbg
inf
a∈A infb∈B
∣∣gd({a},B)− gd({b},B)∣∣= g(A,B)
which finishes the proof. 
Lemma 6.2. For each (X,g) ∈ kEfGap2, also (CL(X),gprox(ξ)) ∈ kEfGap2.
Proof. To see that the topology underlying (the proximity at level 0 in the Ef-tower cor-
responding to) gprox(ξ) is Hausdorff, take A,B ∈ CL(X) with A = B . Without loss of
generality, we can assume that there exists b ∈ B \ A and we can take d ∈ Gtbg with
gd({b},A) > 0, whence obviously ψ(d,{b})(A,B) = gd({b},A) > 0 concluding this part
of the proof.
The compactness follows from a classical result quoted e.g. in [6], since the topology
underlying gprox is coarser than the Vietoris topology corresponding to the topology un-
derlying ξ0 (∗), which is compact since (the topology underlying) ξ0 is compact.
In order to verify (∗), it suffices to take A ∈ CL(X), ε ∈ R+0 , d ∈ Gtbg and F ∈ 2X0 and
show that the open ψ(d,F )-ball of radius ε and with center A, denoted as Bψ(d,F ) (A, ε), is
open in the Vietoris topology corresponding to the topology underlying ξ0. To show this,
let B ∈ Bψ(d,F ) (A, ε). Now take γ ∈ R+0 with ψ(d,F )(A,B) < ε − γ and pick b ∈ B with
gd({b},F ) < gd(B,F )+ γ . Then Bd(b, γ ) and D := {x ∈ X | gd({x},F ) > gd(B,F )−γ }2 2
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standard hyperspace notations used, e.g., in [2]) B ∈ Bd(b, γ2 )− ∩ D+ ⊂ Bψ(d,F ) (A, ε),
completing the proof. 
For (X,g) ∈ EfGap2, using the notations introduced in the previous paragraph, we de-
fine
j :
(
CL(X),gprox(ξ)
)→ (CL(K(X, ξ)),gprox(ξ∗))
by
j (A) := clξ∗0
(
iX(A)
)
, A ∈ CL(X)
with clξ∗0 denoting the closure in the topology underlying ξ
∗
0 .
The next theorem, which is the main one in this section, answers the second question
raised in the preliminaries positively: the proximal hyperspace structure introduced here
indeed ‘commutes’ with the Smirnov compactification, since the statement proved reads
more informally as ‘the Smirnov compactification of the proximal hyperspace of a given
EfGap2-object is isomorphic to the proximal hyperspace of the Smirnov compactification
of the given EfGap2-object’.
Theorem 6.3. For every (X,g) ∈ EfGap2,
j :
(
CL(X),gprox(ξ)
)→ (CL(K(X, ξ)),gprox(ξ∗))
is an embedding (in EfGap) which is dense with respect to the topology underlying
gprox(ξ∗), and hence (CL(K(X, ξ)),gprox(ξ∗)) is isomorphic to the Smirnov compactifica-
tion of (CL(X),gprox(ξ)) via an isomorphism that leaves CL(X) pointwise fixed.
Proof. Since iX : (X, ξ) → (K(X, ξ), ξ∗) is an embedding in Gap, it is easy to see that
iX : (X, clξ0) → (K(X, ξ), clξ∗0 ) is an embedding in Top (where e.g. clξ0 stands for the
closure in the topology underlying ξ0), whence for all A ∈ CL(X), iX(A) = j (A)∩ iX(X)
which shows that j is injective. To see that j (CL(X)) is dense in CL(K(X, ξ)) with respect
to the topology underlying gprox(ξ∗), we fix P ∈ CL(K(X, ξ)) together with ε > 0 and
Γ := {(ρ1,Q1), . . . , (ρn,Qn)} ⊂ Gtbg∗ × 2K(X,ξ)0 .
Because iX is a dense embedding we can pick, for each σ ∈ P , an element x(σ ) ∈ X
such that supni=1 ρi(σx(σ ), σ ) < ε. With P := clξ0({x(σ ) | σ ∈ P}) it is now easy to verify
(using Lemma 2.2 and the fact that iX(P ) ⊂ clξ∗0 (iX(P )) ⊂ clρi (iX(P )) for all 1 i  n)
that
ψΓ
(P, j (P )) nsup
i=1
hρi
(P, j (P ))= nsup
i=1
hρi
(P, iX(P )) ε
(with hρi the well-known Hausdorff pseudometric on 2K(X,ξ)0 [2]) which finishes this part
of the proof.
It also follows from Lemma 6.2 that (CL(K(X, ξ)),gprox(ξ∗)) ∈ kEfGap2, so we are
done if we prove initiality of j .
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as explained in the density part of the proof, we can now find Q1, . . . ,Qn ∈ 2X0 with
hρi (Qi , clξ∗0 (iX(Qi))) ε2 for all i ∈ {1, . . . , n}. Then it immediately follows with
Γ ′ := {(ρ1, clξ∗0 x(iX(Q1))), . . . , (ρn, clξ∗0 (iX(Qn)))}
that
ψΓ ψΓ ′ + 2 nsup
i=1
hρi
(Qi , clξ∗0 (iX(Qi)))ψΓ ′ + ε.
We have therefore proved that gprox(ξ∗) is generated by the following ideal of ∞p-metrics:{
θΓ := sup
(ρ,F )∈Γ
∣∣gρ(·, clξ∗0 (iX(F )))− gρ(−, clξ∗0 (iX(F )))∣∣ ∣∣ Γ ∈ 2(Gtbg∗×2X0 )0
}
,
in the sense that gprox(ξ∗) = sup
Γ ∈2
(Gtb
g∗×2
X
0 )
0
gθΓ .
For every F ∈ 2X0 and every ρ ∈ Gtbg∗ , it follows from the fact that iX(C) ⊂ clξ∗0 (iX(C)) ⊂
clρ(iX(C)) for every C ∈ 2X that for all Γ ∈ 2
(Gtb
g∗×2X0 )
0 we have θΓ ◦ (j × j) =
sup(ρ,F )∈Γ ψ(ρ◦(iX×iX),F ) which belongs to the defining set of ∞p-metrics of gprox(ξ)
since iX is an embedding in EfGap.
Now fix d ∈ Gtbg . We use the concrete isomorphism G˜ constructed in Proposition 4.2. If
eG˜(X) : G˜(X) → ̂˜G(X) denotes the completion in UG introduced in [16], it follows from
the ‘uniqueness of completion’ property in UG [16], that there exists a UG-isomorphism
α : G˜(K(X, ξ)) → ̂˜G(X) with α ◦ G˜(iX) = eG˜(X). Then d belongs to the UG-gauge of
G˜(X), hence there exists a unique totally bounded ∞p-metric dˆ on ̂˜G(X) which is
uniformly continuous with respect to the underlying uniform coreflection and such that
dˆ ◦ (eG˜(X) × eG˜(X)) = d and it follows from [16] that dˆ belongs to the UG-gauge of ̂˜G(X).
Then ρ := dˆ ◦ (α × α) belongs to Gtbξ∗ and ρ ◦ (iX × iX) = d .
We therefore have obtained that for every A,B ⊂ CL(X)
gprox(ξ∗)
(
j (A), j (B)
)= sup
Γ ∈2
(Gtb
g∗×2
X
0 )
0
gθΓ ◦(j×j)(A,B)
= sup
Ψ∈2(G
tb
g ×2X0 )
0
gψΨ (A,B) = gprox(ξ)(A,B)
proving the initiality of j . 
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