The emergence of self-sustained clusters and their role in ergodicity breaking is investigated in fully connected Ising and Sherrington-Kirkpatick (SK) models. The analysis reveals a clustering behavior at various parameter regimes, as well as yet unobserved phenomena such as the absence of non-trivial clusters in the Ising ferromagnetic and paramagnetic regimes, the formation of restricted spin clusters in SK spin glass and a first order phase transition in cluster sizes in the SK ferromagnet. The method could be adapted to investigate other spin models.
The emergence of self-sustained clusters and their role in ergodicity breaking is investigated in fully connected Ising and Sherrington-Kirkpatick (SK) models. The analysis reveals a clustering behavior at various parameter regimes, as well as yet unobserved phenomena such as the absence of non-trivial clusters in the Ising ferromagnetic and paramagnetic regimes, the formation of restricted spin clusters in SK spin glass and a first order phase transition in cluster sizes in the SK ferromagnet. The method could be adapted to investigate other spin models. Spin glasses are magnetic materials characterized by extremely slow magnetization relaxation in the absence of external field [1, 2] . Several models have been developed to explain their behavior [3, 4] which in turn have revealed a rich physical picture of a rugged free energy landscape [2, 5] . Remarkably, the physics of spin glasses has a non-trivial connection to interdisciplinary applications including image processing, error correcting codes, neural networks and combinatorial optimization [6, 7] . Its connection to structural glasses and supercooled liquids have also been explored to explain the physics below the glassy temperature [8, 9] .
Among the various spin glass models, the SherringtonKirkpatrick (SK) model [4] is arguably the most studied. One of the most intriguing features of large scale disordered systems in general and the SK model in particular, is the breaking of ergodicity in some parameter regimes (e.g., temperature, strength of interactions or topology), particularly in the spin-glass phase where it manifests itself through a complex symmetry structure of order parameters that describe macroscopically the corresponding solution space. Although macroscopic properties of the SK model are relatively clear its microscopic features are less understood [10] , in particular the existence of stable domains that are independent of the remainder of the system; these are important for gaining insight into the mechanism that gives rise to ergodicity breaking and the physical picture of spin glasses.
In this Letter, we examine analytically the existence of self-sustained spin clusters in fully connected Ising and SK models. We remark that a similar behavior, termed as backbones or frozen variables in sparse systems [11, 12] , is induced by the topological disorder and is therefore somewhat different from the self-sustained clusters studied here; nevertheless, sparse topologies could be analyzed by extending the method presented here. We study the existence and nature of self-sustained clusters in various phases, the dependence of their sizes on system parameters and the existence of phase transitions with respect to cluster sizes. The Ising model will be analyzed first, followed by a more involved analysis of the SK model.
Models -The SK model comprises N spin variables, any two of which i and j interact via a ferromagnetic (J ij > 0) or anti-ferromagnetic (J ij < 0) symmetric cou- pling (J ij = J ji ). Coupling variables are randomly drawn from a Gaussian distribution of mean J 0 /N and variance J 2 /N ; the corresponding Hamiltonian is given by H SK = − (ij) J ij s i s j , which sums over all un-ordered spin pairs (i = j). The infinite-range Ising model is a special case of the SK model with J = 0 or J 0 → ∞, and the corresponding Hamiltonian is H Ising = −J 0 (ij) s i s j /N .
To compute physical quantities of interest, one uses the identity ln Z = lim n→0 (Z n − 1)/n to carry out an averages over quenched variables, replacing the average of ln Z by that of the replicated partition function Z n [5] . As N → ∞, solutions space is described by the magnetization and inter-replica spin correlation order parameters
where α, β = 1, . . . , n are replica indices. An ultrametric structure of the order parameter symmetry is then used to facilitate the calculation, the simplest of which is the replica-symmetric (RS) ansatz, where one substitutes m α = m for all α and q αβ = q for all α = β. The various phases observed in the model are expressed by the values of m and q, for instance the paramagnetic (m = q = 0), ferromagnetic (m = 0, q > 0) and spin glass phases (m = 0, q > 0) as shown in Fig. 1 . Self-sustained clusters-Denote a set C of spin variables; for each spin i ∈ C we define in-cluster and out-cluster magnetic fields u i = j∈C J ij s j and v i = j / ∈C J ij s j induced by spins in and out of C, respectively. The total magnetic field experienced by spin i is
In other words, the magnetic field experienced by each individual spin i in C is dominated by the contributions of peer spin variables in C. We remark that our framework can accommodate other cluster definitions.
To obtain the distribution of clusters, we denote Ω(r) to be the number of self-sustained clusters of normalized size r = |C|/N . Since ln Ω(r) is an extensive quantity, we define the entropy of clusters to be S(r) = [ln Ω(r)]/N . For instance, one can easily compute S(r) of the Ising model at zero temperature T = 0 where all spins are aligned. Since the couplings are uniform, Eq. (2) is satisfied for a set C if r > 0.5. Indeed, any grouping with at least half of the spins is self-sustained, which implies Ω(r) = C N N r = N !/[(rN )!(N − rN )!] and S(r) = −r ln r − (1 − r) ln(1 − r) for r > 0.5; and Ω(r) = 0 and S(r) = −∞ otherwise. We note that using this definition, self-sustained clusters which are subsets of larger self-sustained clusters are also counted.
We further define a variable σ i = 1, −1 to identify cases when spin i is included in or excluded from the cluster, respectively. Thus, the cluster size r = i (1+σ i )/2. One can then define an indicator function
where the step function Θ(x) = 0, 1 for the cases x < 0 and x > 0, respectively. It turns out that the value of Θ(0) is crucial in the paramagnetic phase as will be discussed later. Thus, w = 1 if the cluster defined by the set {σ i = 1} is self-sustained, and w = 0 otherwise. Ising Model -To derive S(r) for the fully connected Ising model at any temperature T we uniformly sample spin configurations of given magnetization m = i s i /N , as it uniquely defines the model's macroscopic properties. It is sufficient to introduce an operator partition function which measures the entropy S(r) of clusters given m:
where the dependence of w on {J ij } is omitted as they are all identical (J 0 ). The parameter γ plays the role of pesudo-temperature conjugate to the cluster size i (1+ σ i )/2; by computing Z, one obtains the entropy S(γ) and cluster size r(γ) as a function of γ leading to S(r). Details of the calculation are found in the Supplementary Information (SI); here we briefly describe the solution. In the limit of N → ∞, Z Ising is given by
where the variable m sσ = i s i σ i /N and its value is given self-consistently by the equation
The prefactor A(m) in Eq. (5) is given by
the entropic contribution of spin configurations {s i }, i.e., A(m) = Tr {si} δ( i s i /N − m). Indeed, the partition function of the Ising model is e −βEIsing A(m), with average energy E Ising = −N J 0 m 2 /2. Using Eq. (5), one can drive the cluster size r(γ) by
To compute the entropy S(γ), one subtracts the entropic contribution ln A from ln Z Ising and apply the Legendre transformation to obtain
To obtain S(r), we assume m > 0 and solve Eq. (6) to
for γ ≥ 0 and no solution in the range −m < m sσ < 0; as a result
shown by the black line in Fig. 2 . This result is valid for the entire ferromagnetic phase (m = 0) and is consistent with S(r) at T = 0 obtained by simple counting. It implies that in the ferromagnetic phase, regardless of T and m, clusters that include at least half of the spins are self-sustained and the magnetization is uniform over any subset of spins even for small m values. Alternatively, one calculates the in-cluster and out-cluster magnetization,
respectively, to show [using Eqs. (6) and (8)] that selfsustained clusters have the same magnetization as the out-cluster spins, s i σi=1 = s i σi=−1 = m. For the paramagnetic phase, S(r) is ambiguous since m = 0 and |u i | = |v i | = 0 in Eq. (2); it thus depends on the definition of Θ(0) in Eqs. (8) and (9) . Only trivial self-sustained clusters are observed: the choice Θ(0) = 1 results in S(r) = −r ln r − (1 − r) ln(1 − r) for all cluster sizes 0 ≤ r ≤ 1, implying that any subset of spins is considered self-sustained, while for Θ(0) = 0, S(0) = 0 and S(r) = −∞, ∀r = 0, implying that no self-sustained clusters exist. We note that from Eq. (11), s i σi=1 = s i σi=−1 = 0 regardless of the value of Θ(0), which implies that magnetized domains are always absent from the paramagnetic phase.
SK Model -Similarly, in the SK model we uniformly draw system configurations from a distribution defined by the order parameters {m α } and {q αβ }, and introduce an operator partition function which measures S(r) given {m α } and {q αβ }. Unlike the Ising model with a single order parameter m, the order parameters in the SK model are labeled by replica indices, we thus define a replicated operator partition function
We further define the corresponding un-replicated partition function with respect to spin configurations as Z SK [γ,P (m α ),P (q αβ )], such that P (m α ) and P (q αβ ) are the distributions of m α and q αβ in the limit n → 0. The logarithm ln Z SK is given by
To find the exact form of P (m α ) and P (q αβ ) in the spin glass phase requires the full replica sysmetric breaking (full-RSB) ansatz, which is in principle feasible but very difficult. We will thus compute ln Z SK under the replica sysmetric (RS) ansatz, where P (m α ) = δ(m α − m) and P (q αβ ) = δ(q αβ − q)(1 − δ a,b ) + δ(q αβ − 1)δ a,b such that ln Z SK only depends on the variables γ, m and q. Even with the RS ansatz, the calculation of ln Z SK is rather involved. We will thus describe the main rationale and results and refer readers to the SI for details. To obtain S(r), we compute r SK (γ, m, q) and S SK (γ, m, q) by similar equations to Eqs. (8) and (9) with ln Z Ising replaced by ln Z SK and ln A replaced by the spin entropic contribution in the SK model ln B(m, q) = lim Figure 2 shows S(r) as a function of J 0 at T = 0.5. Remarkably, in the spin glass phase (e.g., J 0 = 0.5) cluster entropies exhibit a similar general shape to those obtained by counting in a uniform spin configuration but with degrees of freedom reduced (almost exactly) by half
as shown in Fig. 3(a) . We observe that this picture holds in the spin glass phase regardless of the values of T and This profile of self-sustained clusters is consistent with our understanding of the spin-glass phase: firstly, it shows a gap between the trivial cluster that encompasses the entire system (r = 1) and the exponential number of smaller self-sustained clusters which presumably correspond to suboptimal solutions; secondly, it shows that smaller size self-sustained clusters are determined by approximately half of their constituent spins while the other half are fixed by inherent system correlations.
S(r)
To further understand the relation between selfsustained clusters and ergodicity breaking, we examine the difference d = q sσsσ − qm 2 σ where (16) with [. . . ] corresponding to the average over coupling disorders. One expects d = 0 when the spin-configuration overlap between two replica is uncorrelated with cluster These results suggest that an extensive number of spin flips are required to destabilize or modify self-sustained clusters, which points to the existence of high energy barriers that lead to meta-stable configurations. The same phenomenon is identified as backbone or rigidity in sparse spin systems studied elsewhere. A similar picture emerges in the ferromagnetic phase with small J 0 > 1, except that d ≈ 0 for small r values. This result and the cluster magnetization s i σi=1 → 0 as r → 0 (see Fig. 4 (b)) suggest that small self-sustained clusters are not frozen and thus can be easily flipped to merge into larger clusters. All these indicate that ergodicity breaking is most prominent in the spin glass phase. We continue to examine S(r) by increasing J 0 , exiting the spin glass to the ferromagnetic phase, where one expects a different profile of S(r) than that of Eq. (15); this difference is particularly emphasized when one considers the limit of J 0 → ∞, which corresponds to Eq. (10). The cluster entropy, shown for increasing J 0 values in Fig. 2 , exhibits the onset of discontinuity in cluster sizes at J 0 = 1.8, implying the absence of clusters in a range of sizes. The range where discontinuity occurs increases with J 0 until S(r) reduces to Eq. (10) when J 0 → ∞ as shown in the SI. To examine this behavior we plot the expected cluster size r as a function of γ in Fig. 4(a) (higher γ selects clusters of a larger size). An abrupt jump in cluster size appears when J 0 ≥ 1.6, resembling a first order transition, which implies the emergence of large and small clusters and the absence of clusters of sizes in between. The phase boundary identifying the onset of this first order phase transition was added to the SK phase diagram in Fig. 1 , denoted by × symbols. This phase line marks the emergence of an extensive ferromagnetic domain which grows in size as J 0 increases and becomes the trivial cluster in the limit J 0 → ∞.
One should note that r(γ) is not identically zero before the transition point, implying the presence of small clusters in the ferromagnetic phase, which presumably correspond to small spin domains of arbitrary alignment. Figure 4(b) shows that the in-cluster magnetization s i σi =1 > m for the entire range of r except when r 0. This result and the out-cluster magnetization s i σi=−1 < m suggest the presence of local domains of weaker magnetic alignment. We remark that similar magnetization domains do not appear in the Ising ferromagnet, suggesting that coupling disorder is crucial for the formation of such domains.
Summary -We showed that self-sustained clusters relate to the formation of meta-stable configurations separated by an extensive number of variables, one of the main features exhibited by disordered systems in the spin-glass phase, which leads to ergodicity breaking. Such domains have been termed backbone variables elsewhere. We reveal the existence of such clusters in the spin-glass and ferromagnetic phases of the SK model and the absence of non-trivial clusters in the Ising model. Other observations include a first order phase transition in the size of self-sustained clusters and the presence of domains of stronger magnetic alignment in the SK ferromagnetic regime. The role of self-sustained clusters in different spin models, both sparsely and densely connected, is yet to be investigated analytically for gaining insights into the corresponding physical behavior; the new framework and understanding may also play an important role in interdisciplinary applications, particularly the development of optimization algorithms.
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Derivation of Z Ising
We would like to study the properties of self-sustained clusters without affecting the Ising system itself. To do that we exploit the fact that the model has been solved previously and is determined macroscopically by the order parameter m. We therefore uniformly draw configurations s that are consistent with the macroscopic description of the model, the value of the parameter m.
We start from the operator partition function Z Ising of the Ising model
where we denote the magnetization of the Ising model as capital letter M in this supplementary information, instead of m as in the main paper, to avoid confusion in subsequent derivations. The indicator function w is given by
where the step function Θ(x) = 0, 1 for the cases x < 0 and x > 0 respectively, and assume Θ(0) to be either 1 or 0, as discussed in the paper; the variable σ i = −1, 1 corresponds to the case when spin i is included in or excluded from the cluster, respectively. The in-cluster magnetic field u i and out-cluster magnetic field v i are defined by
Using these definitions, the argument u 
In order to trace over {s i } and {σ i } in Eq. (S1), one has to factorize the terms in Z Ising over i. To achieve the goal, we: (i) use the integral representation of delta function to represent
We then substitute J ij = J 0 /N in the Ising model case and introduce the following meanfield parameters
One should note that m s is indeed the given magnetization M in Eq. (S1), so we expect m s = M to be a consequence of the subsequent derivation. The factor −i included in the definitions of mĥ and mη has been introduced to facilitate the calculation later. Using again the integral representation of the delta functions for these mean-field parameters, Z Ising becomes
With the change of variablesM → iNM ,m s → iNm s ,m sσ → iNm sσ ,mĥ → iNmĥ and mη → iNmη, one can show that Z Ising is given by
such that
where the site index i is omitted as all the terms are factorized. One can then integratê h andη which become the delta functions δ(h −mĥ) and δ(η −mη); implementing these delta functions by integrating h and η, Ψ Ising becomes
We can then sum over of s and σ, such that Ψ Ising becomes
To compute Z Ising , one can then make use of Eq. (S12) to evaluate Z Ising by the method of steepest descent, such that the integral is given by e N Ψ Ising when Ψ Ising attains its maximum value. We thus differentiate Ψ Ising in Eq. (S15) with respect toM , the m variables and them variables (but not M which is a given constant). The differentiation of Eq. (S15) with respect toM leads to
as expected and suggested by Eq. (S7). The differentiation of Eq. (S15) with respect to the m variables givesm
The differentiation with respect to them variables results in
where δ(x) is the delta function. One can summarize all the above relations into 4 equations with 4 unknowns, namelyM , m sσ , mĥ and mη, and the following equations
where the original argument of the step function is J 2 0 Mm sσ and we have omitted the factor J 2 0 since it is always positive and does not influence the value of the step function. Although it seems difficult to solve equations (25)-(28), we will show later that mĥ = mη = 0 is a self-consistent solution. We thus put mĥ = mη = 0 into Eq. (S25) which leads to
Since M is the given magnetization of the Ising model, the above equation is satisfied bŷ
such that M = tanh(βJ 0 M) as in the original Ising model, and the physical inverse temperature β appears naturally even if one assumes no knowledge of the temperature T in Z Ising in Eq. (S1). In this case, from Eq. (S26) we have 
In the limit N → ∞, Z Ising = e N Ψ Ising and is given by
as stated in the main paper. By a similar calculation, one can show that A(M) = Tr {s i } δ( i s i /N − M), i.e. the entropic contribution of the spin variables {s i }.
Derivation of Z SK
To derive Z SK , we start from the replicated operator partition function
where we will use the capital letters M α and Q αβ instead of m α and q αβ to represent the SK model order parameters to avoid confusion in subsequent derivations. Also here, we uniformly draw system configurations from those which are consistent with the order parameters that fully describe the model macroscopically. Following the expression of Eq. (S6) in the case of the Ising model, we: (i) use the integral representation of delta function to represent δ( i s iα /N − M α ) and δ ( i s iα s iβ /N − Q αβ ); (ii) denote h iα = j J ij s jα and η iα = j J ij s jα σ jα . These lead to
We then average the coupling disorder by integrating J ij over the distribution
for each (ij), to obtain 
We also define a set of mean-field parameters to account for the correlation between replica,
We note that m 
We proceed by: (i) making the change of variablesM α → iNM α ,Q αβ → iNQ αβ , and similar changes of variables for all the other variables ofq αβ andm α ; (ii) assuming replica symmetry (RS) such that for all α, M α = M,M α =M , and similarly for other m α andm α variables, i.e. m α = m andm α =m; (iii) for α = β, Q αβ = Q andQ αβ =Q, and similarly for other q αβ andq αβ , i.e. q αβ = q andq αβ =q; (iv) for α = β, Q αβ = 1,Q αβ =Ĉ, and for other variables of q αβ andq αβ we assume q αβ = c andq αβ =ĉ. In this case, one can show that
− n(n − 1) QQ −Qq ss + q ssqss + q sĥqsĥ + q sηqsη + q ssσqssσ + qĥĥqĥĥ + qĥηqĥη + qĥ sσqĥsσ + qηηqηη + qη sσqηsσ + q ssσσqssσσ − n Ĉ −Ĉc ss + c ssĉss + c sĥĉsĥ + c sηĉsη
and nΦ = log α sα=±1 σα=±1
One can see that all the terms in Eq. (S54) are factorized with respect to the replica index α except the terms from the 3rd to the 5th line. In addition, we also have to linearize (iĥ α ) 2 and (iη α ) 2 , and decouple (iĥ α )(iη α ), which will finally become the delta functions of h α and η α by integrating the correspondingĥ α andη α respectively. To achieve this we re-write nΦ as nΦ = n(ĉ ss −q ss ) + n(ĉ ssσσ −q ssσσ ) + log α sα=±1 σα=±1
where
and
We can then adopt multivariate Gaussian integrals to linearize w T · U · w and y
We continue the calculation by: (i) expanding the exponential function in the 2nd line as a power of n, such that in the limit of small n one can make use of log[1 + nC + O(n 2 ) + ...] ≈ nC to simplify the expression; (ii) collecting terms with factors of iĥ and iη, and the integration ofĥ andη gives rise to the delta functions
Integrating h and η lead to nΦ = n(ĉ ss −q ss ) + n(ĉ ssσσ −q ssσσ ) + n
Finally, we sum over s and σ to give Φ = (ĉ ss −q ss ) + (ĉ ssσσ −q ssσσ ) + 1 
where D z represents the multivariate Gaussian integration
and the functions Ω ± are given by
such thatq andĉ represent vectors of the variables ofq andĉ respectively.
Saddle point equations
Since Ξ SK ∝ e N nΨ SK , one can evaluate 
We first differentiate the above expression with respect toM ,Q andĈ and obtain the expected relations:
We then differentiate Eq. (S63) with respect to m s , m sσ , mĥ and mη to obtain the following relations which are identical to Eqs. (7)- (10) of the Ising model
The remaining tasks are to differentiate Eq. (S63) with respect to individual variables ofm,q andĉ, which involve differentiating the complicated function Φ in Eq. (S62). We first differentiatem s andm sσ which give us
We remark that m s = M is known in Eq. (S85) and one should instead extract the value ofm s from Eq. (S85). The differentiation of Eq. (S63) with respect tomĥ andmη involves differentiating the step functions in Ω ± in Eq. (S65) and should be taken with extra care. We first differentiate Ω ± with respect tomĥ
x T V −1 x sign z 3 +x 2 ±(ĉ sη −q sη )±(ĉη sσ −qη sσ )−mη
where we arrive at the last line by integrating x 1 in the delta function, such that x 1 in the final expression is substituted by x
One can further simplify the above expression using the properties of multivariate Gaussian distribution and the definition of error function. If we denote the element in the i-th row and j-th of V by v ij , the above expression becomes
where erf(x) is the standard error function. Similarly, the differentiation of Ω ± bymη is given by
where x ± 2 = −z 3 ∓(ĉ sη −q sη )∓(ĉη sσ −qη sσ )+mη. Finally, we can differentiate Eq. (S63) with respect tomĥ andmη to obtain an expression for mĥ and mη in terms of ∂Ω ± /∂mĥ and ∂Ω ± /∂mη
We continue to differentiate with respect to theq variables. One can make use of the following lemma to simplify the calculations.
Lemma Given a symmetric m × m matrix U, if we denote u ij to be the element of U in the i-th row and j-th column, then
where we have made use of the relation
for the second term in the curly brackets. For f ( z) to be a constant, one can show that ∂ ∂u ij D z = 0 for all i and j by the above lemma.
To continue the calculation, we make use of the above lemma and denote
The differentiations of Eq. (S63) with respect toĉ ss ,q ss ,ĉ ssσσ andq ssσσ lead to
where q ss = Q is known and one should extractq ss from the right hand side of Eq. (S96). The factor 2 in Eqs. (S96) and (S98) comes from the fact that 2q ss and 2q ssσσ are the elements of the matrix U. The differentiations of Eq. (S63) with respect toĉ ssσ andq ssσ lead to
From the definition Eq. (S44) of q αβ ssσ for α = β, the size of self-sustained clusters is indeed given by r = (1 + c ssσ )/2. One can also differentiate Eq. (S63) with respect to γ to show this relation. We then go on to differentiate with respect toĉ sĥ ,ĉĥ sσ ,ĉ sη andĉη sσ by noting that
The differentiations of Eq. (S63) with respect toĉ sĥ ,q sĥ ,ĉĥ sσ andqĥ sσ lead to q sη = −D 13 + c sη (S108) cη sσ = c sη (S109) qη sσ = −D 34 + cη sσ (S110)
Finally, we differentiate Eq. (S63) with respect toĉĥĥ,qĥĥ,ĉηη,qηη,ĉĥη andqĥη, which are elements of the covariance matrix V of the Gaussian distribution in Ω ± . We thus make use of the above lemma again and denote
×Θ z 2 +x 1 ±(ĉ sĥ −q sĥ )±(ĉĥ sσ −qĥ sσ )−mĥ z 3 +x 2 ±(ĉ sη −q sη )±(ĉη sσ −qη sσ )−mη . 
×Θ z 2 +x 1 ±(ĉ sĥ −q sĥ )±(ĉĥ sσ −qĥ sσ )−mĥ z 3 +x 2 ±(ĉ sη −q sη )±(ĉη sσ −qη sσ )−mη .
The differentiations of Eq. (S63) with respect toĉĥĥ,qĥĥ,ĉηη,qηη,ĉĥη andqĥη lead to (S116)
We iterate all the above equations numerically to obtain the solution of all the unknown variables.
m s − J 0 mη) ≈ cosh(m s − J 0 mη) and e ±(z 1 +z 4 +ms+J 0 mη ) ≈ e ±(ms+J 0 mη ) , which implies ln Z SK is independent of the matrix U and each c and its corresponding q variable will become equal; (iii) these lead tom s = βJ 0 M which implies (ii) is a self consistent assumption. These results show that in the limit of J 0 → ∞, Z SK in Eq. (S118) reduces to Z Ising in Eq. (S33) of the Ising model.
Derivation of ln B(M, Q)
We will derive an expression for the spin entropic contribution ln B({M α }, {Q αβ }) given by ln B({M α }, {Q αβ }) = lim n→0 1 n Tr
We start with 
Using the replica symmetric ansatz M α = M andM α =M for all α, Q αβ = Q andQ αβ =Q for all α = β, and Q αβ = 1 andQ αβ =Ĉ for all α = β, we arrive at 
