Introduction
Many questions arising in microeconometric practice lead to the use of models which include more unobservable latent variables than there are observable stochastic outcomes, that is excess heterogeneity. The latent variables often represent unobserved characteristics of individuals and of the environment in which they make decisions.
The inclusion of such variables is common in, for example, models of durations (see van den Berg, 2001 ) such as mixed proportional hazard models, in discrete choice 2 models, see for example Brownstone and Train (1998) , Chesher and Santos Silva (2002) , McFadden and Train (2000) , and in count data models, see Cameron and Trivedi (1998) . There is a large econometric literature concerned with random coef-…cients models which permit this sort of excess heterogeneity. Excess heterogeneity also arises in other cases, for example when there is measurement error and in panel data models.
It is common to …nd strong restrictions imposed in models that admit excess heterogeneity. Frequently the speci…cation is fully parametric as in the mixed multinomial logit models of Brownstone and Train (1998) . When parametric restrictions are not imposed there are usually strong semiparametric restrictions. For example: most of the single spell duration models used in practice that permit excess heterogeneity require there to be a single latent variate that acts multiplicatively on the hazard function; measurement error and "individual e¤ects"in panel data models are usually required to be additive.
The aim of this paper is to explore the extent to which strong restrictions such as these can be relaxed, while preserving a model with the power to identify interesting structural features.
When there is excess heterogeneity the probability distributions of observable variables are relatively low dimensional reductions of the distributions of structural variables, obtained by taking expectations over the distributions of supernumerary latent variates. Information about fundamental structural features may not survive the averaging process. In the face of this di¢ culty one possibility is to focus on the identi…cation of averages of structural features, as in for example Imbens and Newey (2008) . Sometimes knowledge of such averages is not what is required to understand the impacts of policy changes. It is interesting to explore alternatives. Another approach is to impose restrictions which shield certain structural objects from the e¤ects of averaging. This is the approach studied here.
In the models explored here excess heterogeneity can arise from any …nite number A C C E P T E D M A N U S C R I P T
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Excess heterogeneity, endogeneity and index restrictions 3 of sources and there is an index restriction. The index restriction requires the e¤ect on an outcome of certain variables of interest to pass entirely through a scalar function of those variables, an index, and that this index be free of latent variates. Continuously distributed variables that appear in the index are permitted to be endogenous in the sense that they may covary with any or all of the latent variates that appear in the model.
The structural features whose identi…ability is studied in this paper are ratios of derivatives of the index at some speci…ed values of the variables that appear in the index. This is therefore a study of local identi…cation. These ratios are referred to as index relative sensitivity (IRS) measures because they measure the relative sensitivity of the index, and therefore of the outcome, to variation in a pair of its arguments.
When the index is linear the ratios do not depend on the values of the arguments of the index. Then conditions su¢ cient to achieve local identi…cation of the value of an IRS measure achieve global identi…cation of the ratio of coe¢ cients of the linear index.
With more sources of stochastic variation than there are outcomes structural functions necessarily involve non-additive latent variates, as noted in Hurwicz (1950) . The identifying model employed here admits non-additive latent variates and embodies triangularity restrictions as in Chesher (2003 Chesher ( , 2005 Chesher ( , 2007a and Imbens and Newey (2008) .
IRS measures are often of interest in models for binary outcomes. For example in discrete choice models of travel demand there is interest in the "value of travel time" de…ned as the ratio of coe¢ cients on travel time and travel cost. There are other contexts in which the relative sensitivity of an index to variation in its arguments is of interest. For example in models of intrahousehold allocation there is interest in the relative sensitivity of expenditures to variations in the incomes of two partners; in models for the duration of unemployment there is interest in the relative sensitivity of unemployment duration to variations in unemployment bene…ts and other household
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Excess heterogeneity, endogeneity and index restrictions 4 income or the wage prior to unemployment. In all these cases one or more of the arguments of the index could be endogenous although this is a possibility frequently ignored, perhaps because it is not understood how to deal with endogeneity in this situation. It is this which motivates this study which mainly focusses on identi…cation issues.
The remainder of the paper is organised as follows. The structural equation, index restriction and IRS measures are de…ned in Section 2 and examples of microeconometric models accommodated within the framework employed here are given in Section 3. The identi…cation strategy, based on a "control function" argument, is introduced in Section 4. Related literature is brie ‡y reviewed in Section 5. Identi…cation theorems are given in Section 6 and estimation is brie ‡y considered in Section 7. The main results associate IRS measures with functions of derivatives of various distribution functions involving observable variables. These apply when W , the outcome of interest, is discrete or continuous. When the outcome is continuous the IRS measures can be associated with functions of derivatives of conditional quantile functions and the expressions are given in Section 8. Section 9 concludes.
The structural equation and the IRS measures
In the models considered here the outcome of interest is a random variable W determined by a structural equation of the following form. W = h 0 ( (Y 1 ; : : : ; Y M ; Z 1 ; : : : ; Z K ); Z 1 ; : : : ; Z L ; U 1 ; : : : ; U N )
(1) Scalar W may be discrete or continuous, U fU n g N n=1 are latent variates, Y fY m g M m=1 are observable continuously distributed endogenous random variables which may covary with U , and Z fZ k g K k=1 are observable continuously varying covariates whose covariation with U is limited to some degree to be speci…ed. is the index of The variables Z fZ l g L l=1 are discrete or continuously varying variables which may appear in the structural function but not in the index. Identi…cation of the sensitivity of structural functions to these variables is not considered. There could be other variables entering the index which exhibit discrete variation. Their presence is not made explicit in the notation and sensitivity of the structural function to variation in their values is not considered here.
The IRS measures studied here have the following form.
(a; b) 2 fy 1 ; : : : ; y M ; z 1 ; : : : ; z K g Without further restriction their values depend on the values of y fy m g M m=1 and z fz k g K k=1 . Conditions su¢ cient for local identi…cation of particular a;b at a speci…ed value of (Y; Z), ( y; z), will be considered.
There are structural equations determining the elements of Y as follows.
Y m = h m (Z; Z ; V m ); m 2 f1; : : : ; M g
Each function h m is a strictly monotonic function of V m which is a continuously distributed latent variate. Y may be endogenous in the sense that V fV m g M m=1 and U may not be independently distributed. The structural equations for (W; Y 1 ; : : : ; Y M )
thus have a triangular form as in Chesher (2003 Chesher ( , 2005 and Imbens and Newey (2008) .
Examples
This Section gives examples of microeconometric models in which a structural equation of the form (1) arises.
Example 1 -Mixed hazard duration models 1 The results could be extended to the case in which there are multiple indexes as arise in, for example, multiple discrete choice models. 
where is a scalar valued function. The conditional distribution function of W given
where (wj (y; z); z ; e) is the integrated hazard function, as follows. where 1 is the inverse integrated hazard function satisfying a = ( 1 (aj (y; z); z ; e); (y; z); z ; e) for all a, y, z, z and e.
With D distributed uniformly on (0; 1) independent of Y , Z, Z and E, the following structural equation delivers a random variable W whose conditional distribution given Y , Z, Z and E has the hazard function given in equation (3).
De…ning U (D; E) this is a structural equation of the form set out in equation (1).
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Excess heterogeneity, endogeneity and index restrictions 7 Note that there is no requirement that the excess heterogeneity terms, E, act multiplicatively on the hazard function and there is no limit on the number of such terms appearing in the model. The results of the paper concern identi…cation of IRS measures when Y covaries with E.
The mixed hazard model for single spell data, treated in van den Berg (2001), has a single source of excess heterogeneity, E, acting multiplicatively in the hazard function, as follows.
In this case the structural function for W is
where 1 is the inverse of the function (wjy; z; z ) Z w 0 (!j (y; z); z )d! with respect to its w argument. Under the proportionate heterogeneity restriction the two sources of stochastic variation coalesce into one, with implications for iden-ti…cation and estimation developed in Chesher (2002) .
Example 2 -Heterogeneous binary choice
An example of the sort of binary response model for W 2 f0; 1g that falls in the class of models considered here is
where is a known or unknown function from < 1 ! (0; 1). Here Y , Z and Z are observable scalar variables and E (E 0 ; E 1 ) contains latent variates. The covariate Z has a "random coe¢ cient"E 1 and there is "random intercept"E 0 . The variate Y
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Excess heterogeneity, endogeneity and index restrictions 8 is endogenous in the sense that it may covary with E. The coe¢ cients on Y and Z are nonstochastic and their ratio y = z is the structural feature whose identi…cation is studied in this paper.
Let D be uniformly distributed on (0; 1) conditional on E 0 , E 1 ,Y , Z and Z .
Then there is the following structural equation for W .
This has the form of equation (1) 
index restriction in (4) is a restriction additional to that considered in this paper and is imposed just by way of example. Blundell and Powell (2003) study identi…cation and estimation in binary choice models with a linear index depending on endogenous variables, like (4), with a single source of heterogeneity. The models studied by Brownstone and Train (1998) and
McFadden and Train (2000) have multiple sources of heterogeneity but they do not permit endogeneity.
Example 3 -Partially linear model
Consider the structural equation
which is as in the model studied in Robinson (1988) with Y and Z appearing only in
Multiple sources of stochastic variation, U , may appear in an unknown function r along with covariates Z which do not feature in the index of interest. The model studied here admits the possibility that Y is endogenous due to covariation of Y and U .
In another formulation accommodated within the framework employed in this
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the potentially endogenous variables appear in an unknown function, t, and the co-e¢ cients in the linear index are stochastic.
Identification
The strategy employed in developing identi…cation conditions for IRS measures is now outlined. This is done for the case in which the covariates Z , which appear in the structural function (1) Let the joint distribution function of U given Z and V be denoted by F U jZV .
Conditions are placed on the equations for the elements of Y su¢ cient to ensure that
where g(z; y) fg m (z; y m )g M m=1 and each g m is the inverse function of h m with respect to its V m argument. Each function g m is such that, for all z and y m :
It follows that the conditional distribution function of the outcome of interest, W , given Y = y and Z = z at W = w can be expressed as a function of w, z, the index of interest, (y; z), and the M indexes g m (z; y), m 2 f1; : : : ; M g, as follows.
F W jZY (wjz; y) = s( (y; z); g 1 (z; y 1 ); : :
The dependence of the function s on z through its last argument arises from the 2 At various points where there is conditioning on Z there would have to be conditioning on Z and Z . The point at which identi…cation is sought would be ( w; y; z; z ). There is no point at which partial derivatives with respect to elements of Z are considered and so no limitation on the covariation of Z and (U; V ) is needed.
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Excess heterogeneity, endogeneity and index restrictions 10 dependence of F U jZV (ujz; v) on z. This dependence will typically be subject to restrictions and will often be assumed absent. In Section 6 precise identi…cation conditions are set out and a Theorem stating an identi…cation result is stated. The proof is in the Appendix.
To give a ‡avour of the result of the Theorem, consider the case in which in the index there is a single endogenous variable, Y 1 , and a covariate Z 1 . In the structural equation for Y 1 there is a covariate, Z 2 , variation in which does not a¤ect the value of the index at ( y; z). This local exclusion restriction, together with covariation restrictions requiring (a) U given V is independent of Z fZ 1 ; Z 2 g and (b) that at a point ( y 1 ; z), with z f z 1 ; z 2 g:
imply the following:
Excess heterogeneity, endogeneity and index restrictions 11 where all functions are evaluated at ( y 1 ; z) and at any value of w. 3 This serves to identify y1z1 ( y 1 ; z). Note that the exclusion of U from the index results in y1z1 ( y 1 ; z)
being overidenti…ed -a condition manifested by the invariance of (6) to the choice of w.
When W is continuously distributed the derivatives of conditional distribution functions that appear in (6) can be replaced by ratios of derivatives of conditional quantile functions, as explained in Section 8. After some simpli…cation this results in the following alternative to (6).
Here Q W jZY1 is shorthand for the -quantile function of W given Z and Y 1 , and Q Y1jZ is shorthand for the conditional 1 -quantile of Y 1 given Z. In (7) the arguments of these quantile functions are evaluated at
and at any value of .
The numerator and denominator of (7) are identical to the expressions given in Chesher (2003) for respectively the Y 1 -and Z 1 -derivatives of a structural function with a single nonadditive latent variable.
when U is a scalar and so the sole source of stochastic variation, in continuously distributed W given Y 1 and Z 1 . When there are multiple sources of stochastic variation the numerator and denominator of (7) are not equal to these structural derivatives.
However, with the index and other restrictions imposed here, their ratio is equal to 12 the ratio of the index derivatives.
Estimates of an IRS measure can be built from parametric, semi-or nonparametric estimates of conditional distribution functions and their derivatives, or, when W is continuously distributed, on estimates of conditional quantile functions and their derivatives. This is brie ‡y discussed in respectively Sections 7 and 8.
Related literature
The basic idea employed in this paper dates back as far as Tinbergen (1930) it is not surprising that the identi…cation conditions and their development echo the classical linear simultaneous equations identi…cation analysis given full expression in Koopmans, Rubin and Leipnik (1950) .
Index restrictions like that considered here have been used in many other papers including Han (1987) , Robinson (1988) , Powell, Stock and Stoker (1989) , Newey and Stoker (1993) , Chaudhuri, Doksum and Samarov (1997) and Kahn (2001) . Much of the semiparametric literature dealing with models embodying index restrictions does not address the issue of endogeneity. Newey (1985) , Lewbel (1998 Lewbel ( , 2000 , Lewbel and Linton (2002) , Honoré and Hu (2002) , Hong and Tamer (2003) The mixed hazard model with multiplicative heterogeneity studied in Example 1 in Section 3 in which two sources of stochastic variation coalesce to one e¤ective source was studied in Chesher (2002) .
Identification of index derivatives
This Section introduces four restrictions and then gives a Theorem which states that a model embodying these restrictions identi…es index derivatives up to a common factor of proportionality. Some remarks on the assumptions are provided as they are introduced. The Theorem is proved in an Appendix.
To simplify the notation the covariates Z which appear in the structural equation Restriction The Theorem will concern the identi…cation of the values of index partial derivatives at a point X ( w; y; z). The random variable W is the outcome of interest,
Y is a list of potentially endogenous variables. U and V are lists of unobservable, latent variates whose covariation with Z, a list of covariates may be limited to some degree by Restriction 4 below. Y is required to be continuously distributed, and Z is required to exhibit continuous variation, because of the focus here on partial derivatives of a nonparametrically speci…ed index. 5 (2003) . Identi…cation results similar to those developed here can be obtained 5 Identi…cation when endogenous variables have discrete distributions, is studied in Chesher (2003b) . The identifying restrictions of that paper do not permit excess heterogeneity. Under Restrictions 1 and 2 the conditional distribution function of W given Y and Z is
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and for m 2 f1; : : : ; M g the marginal distribution function of Y m given Z is F YmjZ (y m jz) = F VmjZ (g m (y m ; z))jz)
r m (g m (y m ; z); z):
The function s de…ned in (9) and the functions r 1 ; : : : ; r M de…ned in (11) play a crucial role in the statement and proof of the Theorem. 
The terms r gm r m , which …gure in the de…nition of the vector , are positive by virtue of Assumption 1. In the array r z a partial derivative r z i r m arises on di¤erentiating r m (g m (y m ; z); z) with respect to the ith element of its …nal argument, holding g m (y m ; z) …xed, a non-zero value arising if there is some dependence between V m and Z i .
A C C E P T E D M A N U S C R I P T
ACCEPTED MANUSCRIPT
Excess heterogeneity, endogeneity and index restrictions
17
The index derivatives, which are the structural features of interest, appear in the de…nition of the vectors y and z multiplied by a common factor, s .
Restriction 4. De…ne r z . There are G restrictions on y , z , , s z and as follows.
The arrays a and A y , A z , etc., are nonstochastic conditional on Z = z. s is …nite and nonzero.
Restrictions on s z limit the degree of covariation of U and Z given V . A typical derivative in the vector s z is as follows.
is zero for all u in the set de…ned by h 0 ( ( y; z); u) w. In practice, since the structural function is unknown, this can only be assured, when U is multidimensional, by requiring U to be independent of Z k given V = g( y; z) for variations in z in a neighbourhood of z.
However, when U is scalar and h 0 is monotonic in U , jO z k sj = O z k F U jV Z (h 1 0 ( ( y; z); w)jg( y; z); z) z= z which can be zero under a restriction on the dependence of U on Z k given V = g( y; z) for variations in z k in a neighbourhood of z k , a restriction which is local to U = h 1 0 ( ( y; z); w). This is the case considered in Chesher (2003) where it is shown that the index restriction is not required to achieve identi…cation of partial derivatives of the structural function when U is scalar.
Restrictions on limit the covariation of U and elements of V . Restrictions on r z , which may imply restrictions on , limit the degree of covariation of V and Z.
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Homogeneous restrictions 6 on the index derivatives imply the same homogeneous restrictions on y and z . In the absence of parametric restrictions there will typically be no prior knowledge of the value of s so in practice non-homogeneous restrictions on y and z are unlikely to arise.
After the following de…nitions the identi…cation Theorem can be stated. In practice it will be common to impose the 2K restrictions s z = 0 and r z = 0, the latter implying = 0. These restrictions limit the covariation of (U; V ) and Z at Z = z and would be satis…ed if (U; V ) and Z were independently distributed. De…ne the following arrays. The following Corollary is relevant to this case.
Corollary 1
Under Restrictions 1 -4 and the additional restrictions (i) s z = 0, (ii) r z = 0, the values of y , z and are identi…ed if and only if
for which a necessary condition is G M . In that case de…ne
If the rank condition (13) is satis…ed, then, for any rank M , M G matrix P ,
The proof is in the Appendix.
As noted after Restriction 4, when U is multidimensional the condition s z = 0, imposed in Corollary 1, will be di¢ cult to maintain without restricting U to be independent of Z given V . Suppose now that this independence restriction is imposed with B(w) chosen so that \ and \ have bounded elements. There is the following Corollary to Theorem 1.
Corollary 2
Under Restrictions 1 -4 and the additional restrictions: (i) r z = 0, (ii) U is independent of Z given V , (iii) A = 0, (iv) a = 0; \ \ = \ , and \ is identi…ed The proof is straightforward on noting that \ \ (w) = \ (w) implies \ \ = \ .
The rank condition of Corollary 2 is the same as that of Corollary 1 with A = 0. Corollary 1 points to explicit expressions for estimators of , y and z when the restrictions r z = 0 and s z = 0 are imposed. Estimates of the arrays of distribution function derivatives together with the restrictions to hand, lead to estimatesX and
x of X and x in (14) and thus to the estimator = X 0 P 0 PX 1X 0 P 0 Px 7 In order to obtain consistent estimates,Ry,Rz,Ŝy andŜz, it will be necessary to impose the identifying restrictions proposed here over some region of which ( y; z) is an interior point, and to impose further conditions on the distribution of (U; V ) given Z.
A C C E P T E D M A N U S C R I P T
ACCEPTED MANUSCRIPT
Excess heterogeneity, endogeneity and index restrictions 22 with^ y =Ŝ y R y^ and^ z =Ŝ z R z^ following directly.
Corollary 2, which imposes additional restrictions, points to estimators based on integrated (with respect to w) weighted derivatives of distribution functions.
In the overidenti…ed case the asymptotic e¢ ciency of the estimators will depend on the choice of the matrices and P . The identi…cation result has been obtained under index restrictions and it will be desirable to impose these when the distribution function derivatives are estimated. When there are many endogenous variables or high dimensional heterogeneity nonparametric plug-in estimators may be di¢ cult to implement in practice and one might wish to impose additional semiparametric or parametric restrictions or consider alternative estimation procedures.
Identification via conditional quantile functions
So far the outcome, W , has not been required to be continuously distributed. Now suppose that it is, at least conditional on Y and Z lying in a neighbourhood of ( y; z). In this case the matrices of conditional distribution function derivatives that appear in Theorem 1 and Corollary 1 can be re-expressed in terms of derivatives of conditional quantile functions. This is so because for a random variable A, continuously distributed conditional on B lying in a neighbourhood of b,
where F AjB and Q AjB are the conditional distribution and quantile functions of A given B = b. This follows directly from the de…nition of Q AjB ( jb) as the inverse function of F AjB (ajb) with respect to the argument a, that is, for all and b:
= F AjB (Q AjB ( jb)jb).
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Equations (15) and (16) do not hold when A has a discrete distribution given B = b
because in that case O Q AjB ( jb) is almost everywhere zero.
This Section explores an alternative, quantile function based approach to identi-…cation for the case in which the outcome W is continuously distributed given Y and Z lie in a neighbourhood of ( y; z). The development is done for the case considered in Corollary 1 in which r z = 0 and s z = 0. Also, there are assumed to be no restrictions on and the restrictions on y and z are assumed homogeneous, that is in (12), A = 0 and a = 0.
Let f m g M m=1 be probabilities such that each y m is the m -quantile of Y m conditional on Z = z, that is, for m 2 f1; : : : ; M g:
Let be such that w is the -quantile of W given Y = y and Z = z, that is:
Note that the point X ( w; y; z) is identical toX ( ; ; z). Restriction 1 is modi…ed to require W given Y = y and Z = z to be continuously distributed with positive density at W = w. Using (15) and (16) the arrays, R y , R z , S y and S z , of conditional distribution function derivatives can be re-expressed in terms of conditional quantile function derivatives as follows.
The following reparameterisation is employed.
Assumption 1 0 ensures r Q W jY Z > 0 and the nonsingularity of G . There is then Corollary 3 to Theorem 1.
Corollary 3
Under Restrictions 1 0 , 2 -4, and the additional restrictions (i) s z = 0, (ii) r z = 0, for which a necessary condition is G M . In that case, withX andx de…ned bỹ
if the rank condition (13) is satis…ed, for any rank M , M G matrix P ,
Corollary 3 suggests an alternative route to estimation of IRS measures when W is continuously distributed, as follows. The rank condition of Corollary 3 is a special case of the single equation rank condition given in Chesher (2003) . However the estimation procedure proposed above di¤ers from that proposed there because di¤erent "parameters"are being considered.
Chesher (2003) considers estimation of partial derivatives of a structural function whereas in this paper partial derivatives of an index that appears as an argument of a structural function are the objects of interest.
With more sources of stochastic variation than observable outcomes (the case N > 1 in this paper) the results of Chesher (2003) The partial derivatives of the conditional distribution functions (8) and (10) In addition to the arrays of derivatives de…ned after Restriction 4, use will be made of the following arrays. (1). These covariates are required not to appear in the index but they will appear as arguments of the structural functions h m , m 2 f1; : : : ; M g of Restriction 2.
In the assumptions and proof, conditioning on Z will be, throughout, on Z and Z .
The point z referred to in Restriction 1 will be ( z; z ) and the point X (A y R y + A z R z A ) = A y S y + A z S z a (A3.1)
De…ne X A y R y +A z R z A and x A y S y +A z S z a. Then (A3.1) can be written as X = x. If the rank condition holds (which requires G M ) then, for any rank M G matrix P with rank M , there is X 0 P 0 P X = X 0 P 0 P x A C C E P T E D M A N U S C R I P T
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A4. Proof of Corollary 3
Under the conditions stated the equations satis…ed by y , z and are as follows.
In terms of quantile function derivatives these equations are as follows.
Multiplying left and right hand sides of these equations by r Q W jY Z (non zero by Restriction 1 0 ) and rewriting in terms of the parameters~ y ,~ z and~ gives y = H y ~ (A4.1)
2)
A y~ y + A z~ z = 0 (A4.3)
