It is proven that for a C 1 -generic symplectic diffeomorphism f of any closed manifold, the Oseledets splitting along almost every orbit is either trivial or partially hyperbolic. In addition, if f is not Anosov then all the exponents in the center bundle vanish. This establishes in full a result announced by Mañé in the ICM 1983. The main technical novelty is a probabilistic method for the construction of perturbations (using random walks). * Partially supported by a CNPq-Brazil research grant.
Introduction
Oseledec's theorem is essentially a measure theoretical result and therefore the information it provides holds only in that category. For instance, the Lyapunov splitting is just a measurable function of the point and the limits defining the Lyapunov exponents are not uniform. It is clear that this is not a deficiency of the theorem but the natural counterweight to its remarkable generality. However, one can pose the problem . . . of whether these aspects can be substantially improved by working under generic conditions. R. Mañé [M1] 
The Main Result
Let (M, ω) be a closed (ie, compact without boundary) symplectic manifold of dimension 2N. Let Diff 1 ω (M) be the space of ω-preserving C 1 diffeomorphisms, endowed with the C 1 topology. Let µ be the measure induced by the volume form ω ∧N , normalized so that µ(M) = 1.
The celebrated Oseledets' Theorem provides applied to f ∈ Diff 1 ω (M) provides for µ-almost every point x ∈ M a splitting E 1 (x) ⊕ · · · ⊕ E k(x) (x) of the tangent space T x M, and corresponding Lyapunov exponentsλ 1 (x) > · · · >λ k(x) (x), so that lim n→±∞ 1 n log D f n (x) · v =λ j (x) for all non-zero v ∈ E j (x).
The Lyapunov exponents of symplectic diffeomorphisms have a symmetry property: if λ is an exponent at the point x then so is −λ, and they have the same multiplicity. (Recall the multiplicity of the Lyapunov exponent λ j (x) is dim E j (x).) Let us also consider the "zipped" Oseledets splitting:
where E + (x), E 0 (x), and E − (x) are the sums of the spaces E j (x) corresponding to positive, zero, and negativeλ j (x), respectively. By symmetry, dim E + (x) = dim E − (x) and dim E 0 (x) is even. If E 0 (x) = T x M, that is k(x) = 1, we say that the Oseledets splitting is trivial at x. Our main result is:
Theorem A. There exists a residual R ⊂ Diff 1 ω (M) such that if f ∈ R then for almost every point x, the Oseledets splitting T x M = E 1 (x) ⊕ · · · ⊕ E k(x) (x) is either trivial (that is, k(x) = 1) or dominated along the orbit of x.
The second alternative means that each Oseledets space is more expanded/less contracted than the next by a definite factor which is uniform along the orbit of x. (See §1.3 for the precise definitions.) Theorem A can be readily improved, using the following facts from [BV2] :
• For symplectic maps, dominated splittings are automatically partially hyperbolic.
• A hyperbolic set of a generic symplectic diffeomorphism has either zero or full volume.
The combination of these results yields:
Corollary B. A C 1 -generic symplectic diffeomorphism f satisfies one and only one of the alternatives below:
f is Anosov. (In addition, the Oseledets splitting is dominated along almost every orbit.) 2. For almost every point x ∈ M, either all Lyapunov exponents at x are zero, or the zipped Oseledets splitting T Λ M = E + ⊕ E 0 ⊕ E − over the orbit Λ of x is partially hyperbolic with center dimension dim E 0 at least 2 (and moreover the full Oseledets splitting is dominated).
The statement of Corollary B is due to Mañé, see [M1] . Its 2-dimensional version was established in [B1] by the author. Some of the key ideas of the proof [B1] came from the outline [M2] left by Mañé. In [BV3] , Viana and the author proved a weaker version of Corollary B (without the partial hyperbolicity), together with the full version of Theorem A for volumepreserving diffeomorphisms.
Corollary B implies that if f is a generic non-Anosov map then the manifold is covered mod 0 by two disjoint invariant sets Z and D such that in Z all exponents vanish, and D can be written as a non-decreasing union D = n∈N D n of compact invariant sets, each admitting a partially hyperbolic splitting of the tangent bundle, with zero center exponents. Of course it would be nicer if we could conclude that µ(Z) = 1 or D n = M for some n. That is the case if:
• f happens to be ergodic;
• or dim M = 2: then we must have µ(Z) = 1 (so we recover the main result from [B1] ).
There is a third situation where we can improve the conclusions of Corollary B: when considering (globally) partially hyperbolic diffeomorphisms.
Consequences for Partially Hyperbolic Dynamics
Partially hyperbolic diffeomorphisms are widely studied (see e.g. the surveys [HP] , [RRU] ). While it is unnecessary to stress their relevance, let us mention a reason why they appear naturally in symplectic C 1 -generic dynamics: Stably transitive 1 and stably ergodic 2 symplectomorphisms are partially hyperbolic, see [HT, SX] .
Let PH 1 ω (M) be the set of diffeomorphisms f ∈ Diff 1 ω (M) such that there is a partially hyperbolic splitting defined on the whole manifold. (See §1.3 for the definition.) Since that splitting is not necessarily unique, let us consider only the (unique) splitting TM = E u ⊕ E c ⊕ E s of minimal center dimension. If the partially hyperbolic map f belongs to the residual set given by Corollary B, then to get the conclusion of Theorem C we have to ensure that dim E 0 (x) is almost everywhere constant. If f were ergodic we would be done. In the lack of generic ergodicity, the key property we use is accessibility, which is known to be C 1 open and dense, by Dolgopyat and Wilkinson [DW] . See Section 7.
Theorem C. There is a residual set R ⊂ PH
Remark 1.1. Theorem C says that generic maps in PH 1 ω (M) have a non-uniform center bunching property (which by semicontinuity is transmitted to nearby C 2 maps). Center bunching is a useful ingredient for proving ergodicity: see e.g. [PS] and the state-of-the-art [BW] . Therefore it is reasonable to guess that the results of the present paper may be useful towards a proof of a C 1 symplectic version of the main Pugh-Shub conjecture [PS] , namely that stable ergodicity is C 1 -dense among partially hyperbolic symplectomorphisms. (A similar approach is suggested in [BDP] .)
Review on Dominated and Partially Hyperbolic Splittings
Let f : M → M be a C 1 diffeomorphism, and let Λ ⊂ M be an f -invariant set.
1 A symplectomorphism is called stably transitive if every sufficiently C 1 -close symplectomorphism is transitive.
2 A symplectomorphism f is called stably ergodic if it is of class C 2 and every C 2 symplectomorphism sufficiently C 1 -close to f is ergodic.
A splitting T Λ M = E ⊕ F is called m-dominated, where m ∈ N, if it is D f -invariant, the dimensions of E and F are constant and positive, and 3 D f n |E(x) m(D f n |F(x)) ≤ 1 2 for all x ∈ Λ.
We call T Λ M = E ⊕ F a dominated splitting if it is m-dominated for some m. We also say that E dominates F. The dimension of E is called the index of the splitting.
A dominated splitting over the invariant set Λ extends continuously to its closure; so Λ can be assumed to be compact when necessary. See e.g. [BDV] for the proof of this and other properties of dominated splittings.
A D f -invariant splitting T Λ M = E u ⊕E c ⊕E s is called partially hyperbolic if it is dominated, the bundle E u is uniformly expanding, and the bundle E s is uniformly contracting. The later two conditions mean that there is a uniform m ∈ N such that m(D f m |E u ) ≥ 2 and D f m |E s ≤ 1 2 on Λ. As it is customary, we extend the definition of partial hyperbolicity to allow E c to be {0}, that is, to include uniform hyperbolicity. Remark 1.2. Some authors define a splitting T Λ M = E u ⊕ E c ⊕ E s over a compact set Λ to be partially hyperbolic if there is a Riemannian metric · on M (called an adapted metric) and continuous functions α, β, γ, δ on Λ such that the following inequalities hold at each point on Λ:
In fact, that definition coincides with ours due to a result of Gourmelon [G] . On the other hand, if one asks α, β, γ, δ in (1.1) to be constants, then one has a stronger notion of partial hyperbolicity, called absolute. The weaker notion used in this paper is called relative (or pointwise) partial hyperbolicity.
The precise meaning of the sentence "dominated splittings are automatically partially hyperbolic in the symplectic case" is: Theorem 1.3 (Theorem 11 in [BV2] ). Let f be a symplectic diffeomorphism and let T Λ M = E ⊕ F be a dominated splitting over a f -invariant set Λ. Assume dim E ≤ dim F and let E u = E. Then F splits invariantly as E c ⊕ E s with dim E u = dim E s , and the splitting T Λ M = E u ⊕ E c ⊕ E s is partially hyperbolic.
Let us see in detail how Corollary B reduces to Theorem A.
Proof of Corollary B. Let R be residual set given by Theorem A, and let R 1 be the set of f ∈ Diff 1 ω (M) that either are Anosov or have no hyperbolic sets of positive measure. Corollary B.1 from [BV2] says that R 1 is a residual set. Now if f ∈ R ∩ R 1 then using Theorem 1.3 we see that f satisfies the stated conclusions.
Discontinuity of the Lyapunov Exponents
Given f ∈ Diff 1 ω (M) and a regular point x ∈ M, rewrite the list of Lyapunov exponents in non-increasing order and repeating each according to its multiplicity:
For p = 1, . . . , N, we consider the integrated p-exponent of the diffeomorphism f : The main result we prove is Theorem D, and Theorem A is itself an immediate corollary. Theorem D has a more quantitative version, Proposition 6.4, which is used in the proof of Theorem C.
Organization of the Paper
Section 2 contains an informal outline of the proof of Theorem D. It is logically independent from the rest of the paper. However, it should help the reader to go through the complete proof.
The proof of Theorem D has two parts: the local one, that takes Sections 3 to 5, and the global one, consisting in Section 6. In the final Section 7 we prove Theorem C.
Many ideas and arguments from this paper are common with [BV3] . For instance, the global part of the proof is essentially the same in [BV3] so in Section 6 we merely explain the few adaptations that are necessary.
In Section 3 we introduce the ad hoc concept of flexibility, which summarizes the properties our perturbations need to have. (Namely, to make two bundles of a splitting collide for a set of points of large measure.) Flexibility replaces the notion of realizable sequences from [BV3] , which is not sufficient for our purposes.
In Section 4 we show that lack of dominance can be classified in four types. The proof consists of symplectic linear algebra.
In Section 5 we show that each of the four cases has the desired flexibility property. The first three cases do not require really new ideas. The main technical novelty in this paper is a probabilistic method for the construction of the perturbations that permits us to treat the fourth case.
A Preview of the Proof
Assume that the Oseledets splitting of a symplectic diffeomorphism f is non-trivial and not dominated. To prove Theorem D (and hence A), we need to show that for some p, the integrated exponent LE p is discontinuous at f . The proof has two parts:
1. Assume that the Oseledets splitting T orb(x) M = E 1 ⊕ · · · ⊕ E k along the orbit of some point x in non-trivial and not dominated: that is,
for symplectic reasons it suffices to consider the case p ≤ N = 1 2 dim M. Some positive iterate y of x will enter a zone where the non-dominance of the splitting E ⊕ F manifests itself. (More on this later.) Then one constructs by hand a C 1 -perturbation of f with the following properties: For some m ∈ N, D m (y) sends some (non-zero) vector in the space E into the space F. The support of the perturbation is a small neighborhood U ⊔ f (U) ⊔ · · · ⊔ f m−1 (U) (called a tower) of the orbit segment {y, . . . , f m−1 y}. Furthermore, it is important that some vectors from E(ỹ) are sent by D m (ỹ) into F(ỹ) not only at the point y = y, but also for most (in the sense of measure) pointsỹ in the base U of the tower.
2. The global procedure is to cover most of the manifold by many disjoint tall and thin towers. Approximately in the middle of each tower, a perturbation as sketched in part 1 above is performed. The result is the different expansion rates of E and F are blended, and the integrated p-exponent of the new diffeomorphism dropped. So one concludes that LE p is discontinuous at f , as desired.
This general strategy is the same followed in the papers [B1] and [BV3] . More detailed (and still informal) descriptions of it can be found in [BV1] and [BV2] . It is clear that the methods would fail for topologies finer than C 1 .
To explain the difficulties of the symplectic case, let us return to the first step of the strategy, and look more closely how the non-dominance of the splitting E ⊕ F manifests itself at the point y. There are four possibilities:
I. Either the angle ∡(E, F) gets very small at y.
II. Or there is some m ∈ N and there are unit vectors v ∈ E(y), w ∈ F(y) such that w gets much more expanded than v by D f m (y).
III. Or there is some large m ∈ N and there are non-zero vectors v ∈ E(y) and w ∈ F(y) with ω(v, w) 0 and such that no vector in the plane P spanned by them gets much expanded nor contracted by D f j (y) for all j = 1, . . . , m. This means that after a bounded change of the Riemannian metric, the restriction of D f j (y) to P becomes an isometry, for all j = 1, . . . , m. Notice the symplectic form ω restricted to P is nondegenerate (because ω(v, w) 0).
IV. Or there is some large m ∈ N and there are non-zero vectors v ∈ E(y) and w ∈ F(y) spanning a plane P which is (up to time m) uniformly expanding and conformal. That is, there exists τ > 1 such that after a bounded change of the Riemannian metric we have that
Since the plane P is expanded it must be null (meaning that the symplectic form vanishes on P × P).
Let us explain how in each case one sends a vector from E into F by perturbing f . Since we will work on very small neighborhoods of a segment of orbit, we can assume f is locally linear.
In case I, one composes f with a small rotation supported around y. Let us be a little more precise. If dim M = 2, pretend M = R 2 and y = 0, and let α = ∡(E(y), F(y)); then the perturbation will be given by (x) = f (R θ(x) (x)), where θ vanishes outside a small disk D = B r (0) and is constant equal to α on a smaller D 1 = B r 1 (0). It is very important that the measure of the buffer D D 1 is small compared that of the support D. For dim M > 2, the rotation is made around a codimension 2 axis, and disks are replaced by cylinders.
The second case is similar: we make two rotations, one around y and other around f m y.
Case III is more delicate: one has to make small rotations around each of the points y, f y, . . . , f m−1 y. The rotations must be nested, that is, the buffer of each rotation is mapped by f to the next buffer. (This is necessary to control the measure of the set where the perturbation will be effective.) Since the ambient space M has dimension 2N > 2, each rotation is around an (2N − 2)-dimensional axis X, and the actual support is a thin cylinder along X. Moreover, in order to preserve the symplectic form, X needs to be the symplectic complement of the plane P. Thus the fact that ω is non-degenerate on P is also used.
The treatment of the first three cases explained above is the same as in [BV3] . In fact, case IV does not occur if dim E = dim F. That is the precise reason why it does not appear in [BV3] . (Let us remark that in the volumepreserving situation dealt with in [BV3] there are only three cases, similar to those explained above. The construction of the nested rotations has some extra subtleties, however.)
The main novelty of the present paper is a perturbation method that permits us to treat the case IV. Before explaining it, let us see what the difficulties are.
It seems natural to try nested rotations again in case IV, because D f acts conformally on the plane P. However, a linear map that rotates P and is the identity on a space complementary to P cannot preserve the symplectic form. The reason is that P is a null space. To preserve the symplectic form, one also needs to rotate another 2-dimensional space Q; then the linear map can be taken as the identity on a certain "axis" of dimension (2N − 4) (which is the symplectic complement of P ⊕ Q). Thus the situation becomes essentially four-dimensional. Indeed, let us from now on assume dim M = 4 (and pretend M = R 4 ) to simplify the discussion. Therefore dim E = 1 and dim F = 3.
Standard symplectic coordinates p 1 , p 2 , q 1 , q 2 on R 4 can be found with the following properties: the p 1 p 2 and q 1 q 2 -planes are P and Q, respectively, E is the p 1 axis, and F is the space p 2 q 1 q 2 . Moreover, the derivatives take the following form:
i q 2 , where τ i ≥ τ > 1 (for 1 ≤ 1 ≤ m.) So the splitting P ⊕ Q has a uniformly hyperbolic behavior: P is expanded and Q is contracted. Now start with a nice domain D (say, a disk in the plane P times a disk of the same size in the plane Q) for the support for the first perturbation. By the uniform hyperbolicity of the splitting P ⊕ Q, the images D f i (y)(D) get quickly very deformed. Nesting means that the effective support (that is, the support minus the buffer) of each perturbation is the f -image of the previous one. But the perturbations must also be C 1 -small, so it becomes hard to rotate P and Q by a fixed angle. This is the main obstacle for the use of nested rotations in case IV. (And there is another, more subtle, obstacle: if the support is a box D as above, it is unclear how to rotate by a constant angle while keeping a small buffer. That is because the rotations we want arise from the linear flow generated by the hamiltonian H = p 2 q 1 − p 1 q 2 , and since this quadratic form has no definite sign, it cannot be flattened outside of D like in the proof of Lemma 5.5 from [BV3] .)
Finally, let us explain the main idea. We abandon nested rotations and buffers.
Start with a small box neighborhood D of y as above, and consider the field of directions v 0 spanned by the constant vector field
. Due to the hyperbolicity of the splitting P ⊕ Q, there is a strictly invariant cone around the expanding space P. (Of course the cone field will be also invariant under a perturbation of f .) Given two directions in the cone, we project them on P along Q, and measure the obtained oriented angle; let us call this the p 1 p 2 -angle between the two directions. Notice f preserves p 1 p 2 -angles.
Take a symplectic diffeomorphism h 0 : R 4 → R 4 which is C 1 -close to the identity, is the identity outside of D, and does not leave the field v 0 invariant. The perturbation of f in the neighborhood of y is = f • h 0 . Any h 0 with those properties works, and will be the base for the rest of the construction. Let X 0 and X 1 be the p 1 p 2 -angles turned in the first and second steps, respectively. That is, for x ∈ D, let X 0 (x) be the p 1 p 2 -angle between v 0 and Dh(x) · v 0 , and let X 2 (x) be the p 1 p 2 -angle between v 1 ( (x)) and Dh 1 ( (x)) · v 1 ( (x)). Notice that X 0 is not identically zero by construction, and that the p 1 p 2 -angle between v 0 and
Let us re-scale Lebesgue measure µ so that µ(D) = 1. So X 0 and X 1 can be thought as a random variables. The key observation is that they are independent and identically distributed.
We continue in an analogous way: in the next step we cover each (D i ) by still smaller boxes D ij , each of them so that the field of directions v 2 = D · v 1 is almost constant. In each D ij the perturbation is modeled on the map h 0 as described above. Continuing in this way, we obtain sequences of maps
We obtained a random walk S n on the real line. It must be transient, so the paths leave any compact interval with probability one. Since the steps are small, for almost every orbit we can look the first time the angle S n becomes close to ±π/2. Then we modify the construction: we perturb one last time to make the angle exactly zero, and then perturb no more along that orbit.
The conclusion is that in some large but finite time, for the majority of orbits of , images of the vector
in E eventually have p 1 p 2 -angle equal to ±π/2, and this means the 1-dimensional space E has been sent into the 3-dimensional space p 2 q 1 q 2 , that is, F. So the perturbation has the desired properties, and case IV is settled.
Flexibility

Split Sequences on R 2N and the Flexibility Property
Let N be fixed. We consider R 2N = {(p 1 , . . . , p N , q 1 , . . . , q N )} endowed with the standard symplectic form ω = i dp i ∧ dq i , and with Lebesgue measure µ. The euclidian norm on R 2N and also the induced operator norm are indicated by · . A split sequence of length n is composed of the following objects:
• a (finite) sequence of linear ω-preserving maps
The constant p = dim E i is called the index of the split sequence.
Let ε > 0 and κ > 0. We say that a split sequence
is (ε, κ)-flexible if for every γ > 0, there exists a bounded open neighborhood U of 0 in R 2N and there exist symplectomorphisms 0 , . . . , n−1 : R 2N → R 2N such that:
Informally, the linear maps A i can be (non-linearly) perturbed so that the space E 1 is sent after time n very close to the space E 2 , for most points in the support of the perturbation.
Remark 3.1. Flexibility appears implicitly in [BV3] . The main difference is that in all situations considered there, the map
is approximately (to error γ) constant on G. This will not be always the case here.
Loosely speaking, the next lemma says that flexibility is preserved by changes of coordinates.
Lemma 3.2. Consider two split sequences of the same length:
and F
Assume that there are linear symplectic maps C 0 , . . . , C n :
Proof. The proof is straightforward, but let us give anyway. Given γ > 0, let U, i , and G be given by the (ε, κ)-flexibility of (G) . Let us check that these objects satisfy conditions 1, 2, and 3 in the definition of (K 2 ε, κ)-flexibility. The first one is obvious. Since the linear map C i is symplectic, C i = C −1 i and so
and F 2 n are the respective images by C n of the spaces
and E 2 n . The angle between the later pair of spaces is less than γ, therefore the angle formed by the earlier pair is at most K ′ γ, where [BV3, Lemma 2.7] .) Since γ > 0 was arbitrarily chosen, condition 3 is verified.
The following lemma is trivial:
be a split sequence. If there are
is (ε, κ)-flexible, then so is the whole split sequence of length n.
The next lemma says that the domain U in the definition of flexibility can be chosen arbitrarily. n for all points in a setĜ with measure at least (1 − κ/2)µ(Û).
Lemma 3.4. Assume that E
Now fix some non-empty bounded open set U. By the Vitali Covering Lemma, we can find a finite family of disjoint setsÛ j ⊂ U such that the measure of U jÛ j is less than κ 2 µ(U), and eachÛ j is equal to T j (Û), where T j : R 2N → R 2N is a homothety composed with a translation.
For i = 0, . . . , n − 1, let
Of course, T j,i is a homothety composed with a translation. Define i :
Let us see that these maps satisfy the three conditions in the definition of (ε, κ)-flexibility. The first one is obvious. We have
, so the second condition holds (and i is symplectic).
by the derivative of
is γ-close to E 2 n for all points in T j (Ĝ) ⊂ G. This proves condition 3.
Flexibility on the Tangent Bundle
Let M be a fixed closed symplectic manifold of dimension 2N. By Darboux' Theorem, there exists a atlas {φ i : V i → R 2N } formed by charts that take the symplectic form on M to the standard symplectic form on R 2N . Let K A > 1 be such that such an atlas can be chosen with Dφ i , Dφ −1 i < K A everywhere. Fix K A once and for all, and let A be the maximal symplectic atlas obeying the bounds above. That is, A is the set of all symplectic maps
Choose a finite atlas A 0 ⊂ A. For each z ∈ M, choose and fix some chart φ z : V z → R 2N in A 0 with V z ∋ z. For any x ∈ V z , we define a linear isomorphism
Now we extend the notions of split sequences and flexibility to the tangent bundle TM.
Fixed f ∈ Diff 1 ω (M) and a non-periodic point z ∈ M, a split sequence on TM is composed of the objects:
• the (finite) sequence of linear maps D f ( f i z), where 0 ≤ i < n;
Using charts, a split sequence on TM induces a split sequence on R 2N . More precisely, for each i = 0, . . . , n, let φ i be a chart in the atlas A whose domain contains f i z. Then we consider the split sequence on
where
A split sequence on TM is called (ε, κ)-flexible if so is a induced split sequence on R 2N , for some choice of the charts.
Given a split sequence on TM, we can find special perturbations of the diffeomorphism f , as described in the lemma below: 
Assume that E
is a (ε, κ)-flexible split sequence, for certain n ∈ N and κ > 0. Then for every γ > 0 there exists r > 0 with the following properties: First, the closed ballB r (z) is disjoint from its n first iterates. Second, given any non-empty open set U ⊂ B r (z), there exists ∈ V with the following properties:
Proof. Let ε = ε( f, V) be small (to be specified later). Let z ∈ M, n ∈ N, κ > 0, and
be as in the assumptions of the lemma. That is, there exist charts
is (ε, κ)-flexible. Without loss of generality, assume that φ i ( f i z) = 0 and that
We can also assume that the expression of f in the charts is linear, that is,
is the restriction of the linear map A i to φ i (V i ). To see this, let
equals A i (where the former is defined). So we just need to replace φ i with ψ i . Now the proof becomes straightforward. Let γ > 0 be given. Choose r with 0 < r < ε such that the closed ballB r (z) is contained in V 0 and is disjoint from its first n iterates.
Given a non-empty open set U ⊂ B r (z), letÛ = φ 0 (U). Take γ ′ ≪ γ.The flexibility of the split sequence {A i ,Ê * i }, together with Lemma 3.4, implies that there exist symplectomorphisms i : R 2N → R 2N (for 0 ≤ i < n) such that:
Then is a symplectomorphism that equals f outside n−1 i=0 f i (U); moreover if ε is small enough then is close to f , that is, ∈ V. Now, if r is sufficiently small then for every
n is close toÊ 2 n . Then the second condition in the statement of the lemma follows.
A Special Split Sequence
Let us now focus on some specific split sequences that come from the Oseledets splitting.
Given f ∈ Diff 1 ω (M) and p ∈ {1, . . . , N}, we define the invariant set
z is non-periodic, Oseledets regular,
We consider the splitting
such that at each point E u , E c , and E s are the sum of the Oseledets spaces corresponding respectively to the sets of Lyapunov exponents
We also define bundles E uc , E us , E cs respectively as E u ⊕ E c etc. Two obvious remarks: First, when we speak of E u , E c , E s , the number p is implicitly fixed. Second, despite the notation, the splitting (3.2) has no reason to be partially hyperbolic.
The splitting (3.2) has the following properties:
The first two are completely obvious, while (3.5) follows from the fact that if v i , v j ∈ T x M are vectors with respective Lyapunov exponents λ i , λ j such that
The split sequences on TM that we will be interested in are those that come from the splitting E u ⊕ E cs .
The Main Lemma: Lack of Dominance Implies Flexibility
If the splitting E u ⊕ E cs is dominated over the orbit of a point z, then, due to the existence of a strictly invariant cone field, no split sequence 
then the split sequence of length m and index p
That is, lack of dominance expressed by (3.6) implies flexibility.
Remark 3.6. In addition to (3.6), the only properties about the splitting E u ⊕ E c ⊕ E s that we are going to use in the proof of the Main Lemma are (3.3), (3.4), and (3.5).
The proof of the Main Lemma will occupy Sections 4 and 5.
The Four Types of Non-dominance
The aim of this section is to prove Lemma 4.1 below. That proposition classifies the split sequences considered in the Main Lemma in four types. Each of these four types of sequences will be shown to be flexible in Section 5, and this will prove the Main Lemma. For the rest of this section, let f ∈ Diff ω (M) and p ∈ {1, . . . , N} be fixed. Recall from §3.3 the definition of the set Σ p ( f ) and the splitting
The Classification
A set of the form { f i z; 0 ≤ i < n}, where z ∈ Σ p ( f ) and n ∈ N, will be called a segment of length n.
A segment {z, . . . , f n−1 z} is called of type II (with 
A segment {z, . . . , f n−1 z} is called of type III (with constant K III > 1) if for 0 ≤ i ≤ n there exist symplectic linear maps L i : T f i z M → R 2N (that is, that send ω to the standard symplectic form i dp i ∧ dq i on R 2N ) such that:
• • The (symplectic linear) map
is the identity on the 2-plane p 1 q 1 .
A segment {z, . . . , f n−1 z} is called of type IV (with 
• The images by L −1 i of the vectors
, and ∂ ∂q 2 are contained respectively in the spaces E u , E c , E c , and E s .
• The (symplectic linear) map
preserves the 4-plane p 1 p 2 q 1 q 2 , where it is given by
Notice that segments of type IV do not exist if p = N, because in that case E c = {0}. (That is why type IV does not appear in [BV3] .)
Recall that the symplectic complement of a vector space E is the space E ω formed by vectors w such that ω(v, w) = 0 for all v ∈ E. If L is a symplectic linear map then (L(E)) ω = L(E ω ). It follows that if A i is the linear map as in the definition of type III (resp. IV) then A i preserves the (2N − 2)-plane 
II. There exist i and j with
0 ≤ i < j ≤ m such that the segment { f i z, . . . ,
Proof
We start with some generalities about symplectic and Riemannian structures on the manifold.
In particular, we have 
Let x ∈ M, and let E, F ⊂ T x M be vector spaces with the same dimension, and such that E
ω v . Therefore (4.2) holds for some appropriate B = B 1 (β).
On the other hand, if (4.2) holds then for any unit vectors v ∈ E ω , w ∈ F we have |ω(w − v, J −1 (w))| = |ω(w, J −1 (w))| ≥ B −1 J −1 (w) 2 ≥ B −3 . Using (4.1) we find a lower bound for w − v . This shows that ∡(E ω , F) is bigger than some β 1 (B) > 0.
It follows from the lemma that there is a function β 2 (β) > 0 such that
(where E, F ⊂ T x M have the same dimension). An (ordered) set {e 1 , . . . , e ν , f 1 , . . . , f ν } ⊂ T x M will be called orthosymplectic if 
can be extended to a symplectic basis {e 1 , . . . , e N , f 1 , . . . , f N } such that
the linear map that takes this basis to the canonical symplectic basis
Proof. Fix an orthosymplectic set {e 1 , . . . , e ν , f 1 , . . . , f ν } ⊂ T x M composed of vectors of norm at most K 1 . Let Y be the spanned space; it is a symplectic space (that is, Y ∩ Y ω = {0}) of dimension 2ν. Let P : T x M → Y be the projection onto Y parallel to Y ω . It is given by the formula:
. Now assume ν < N and let us see how to extend the orthosymplectic set. Take a unit vectorê orthogonal to Y, and let e ν+1 =ê − P(ê). Then e ν+1 belongs to Y ω , and by Pythagoras' Theorem, its norm is at least 1. Consider the vectorf = J x (e ν+1 )/ J x (e ν+1 ) 2 ; its norm is at most K ω , and ω(e ν+1 ,f) = 1. Let f ν+1 =f − P(f). Then f ν+1 belongs to Y ω and ω(e ν+1 , f ν+1 ) = 1, so the enlarged set {e 1 , . . . , e ν+1 , f 1 , . . . , f ν+1 } is orthosymplectic. Also, we can bound e ν+1 and f ν+1 by functions of K 1 . Continuing by induction, we find the desired symplectic basis. Now let L be as in the statement of the lemma. Obviously an upper bound for L −1 can be found using (4.4). On the other hand, if 
because otherwise we fall in one the first two cases and there is nothing to prove. We claim that:
From (3.5) we see that E cs = (E s ) ω and (E u ) ω = E uc . So using (4.5) and (4.3) we get that ∡(E s i , E uc i ) > β 2 (α). So we got two bounds in (4.7), and the third follows (use for instance Lemma 2.6 from [BV3] .)
Sublemma 4.4. Let (′, ′′) be either (u, s), (c, c), or (s, u)
. Let i ∈ {0, . . . , m}.
For every unit vector v in E
Moreover, if n ∈ Z is such that i + n ∈ {0, . . . , m} then:
If v is a unit vector in E
′ i such that D f n v = m(D f n |E ′ i ) then D f n (v ⋆ ) ≈ D f n |E ′′ i (mod α).
(That is, if v is the unit vector which is most contracted by D f n |E ′ i , then v ⋆ is a unit vector which is almost-the-most expanded by D f n |E ′′
Proof. Let ′, ′′, i, n be as in the statement. By (4.7), ∡((
Then v ⋆ has the properties as in item 1. Item 2 is evident:
Now let v be a unit vector in E
proving one inequality in item 3. The other inequality follows from the first, replacing (i, n) by (i + n, −n). Item 4 follows from items 2 and 3:
Now we extract consequences from (4.6):
Sublemma 4.5. For any i, n with
Moreover, the matched pairs have product ≈ 1 (mod α, K).
Proof. By (4.6),
Then the other assertions follow easily from Sublemma 4.4 (item 3). The interpretation of (4.8) is that the segment {z k , . . . , z k+m 0 } is nondominated in a stronger way: E u does not dominate E s .
Proof. Together with Sublemma 4.5, the assumption (4.8) gives
. Using (4.6) we get, for each i = 0, . . . , m 0 ,
. In addition, both norms are ≈ 1, by Sublemma 4.5. For each i = 0, . . . , m 0 , let
Then {e 1,i , f 1,i } is a orthosymplectic subset of T z k+i M. By Lemma 4.3, we can extend it to a symplectic basis {e 1,i , f 1,i , . . . , e N,i , f N,i }, and furthermore if L i is the linear map that takes this basis to the canonical symplectic basis of
is the identity on the plane p 1 q 1 . This shows that the segment being considered is of type III. Sublemma 4.6 says that if (4.8) holds then we are done. Assume from now on that (4.8) does not hold, that is,
From now on, all relations , , ≈ will be meant mod α, K, m 0 .
Sublemma 4.7. E u is uniformly expanding and E s is uniformly contracting. That is, there exists λ > 1 and C
Proof. It follows from (4.9) that 
(4.13)
If n > 0 and i + n ≤ m then
completing the proof of (4.13).
Then {e 1,i , f 1,i , e 2,i , f 2,i } is a orthosymplectic subset of T z i M. By Lemma 4.3, we can extend it to a symplectic basis {e 1,i , f 1,i , . . . , e N,i , f N,i }, and furthermore if L i is the linear map that takes this basis to the canonical symplectic basis of R 2N then L ±1 i
The restriction of the map
to the 4-plane p 1 p 2 q 1 q 2 is given by
Unfortunately, c i is not necessarily always bigger than 1 as required in the definition of type IV. To remedy that: 
Proof. Let a i
Let a i = log c i and let b i be given by the sublemma. Let D i : R 2N → R 2N be the symplectic linear map defined by D i (
Consider the new mapL
We haveĉ i > τ > 1 where τ depends only on α, K, and m 0 . This proves that the segment {z 0 , . . . , z m } is of type IV, completing the proof of Lemma 4.1.
Proof of Flexibility
The aim of this section is to prove the Main Lemma. Thus we will show that each of the cases I-IV from Lemma 4.1 implies flexibility. Let the diffeomorphism f , p ∈ {1, . . . , N}, ε > 0, and κ > 0 be fixed throughout this section. For concision, we will say that a segment {z, . . . , f n−1 z} (with z ∈ σ p ( f )) is flexible if the split sequence of length n and index p
is (ε, κ)-flexible.
We now state four lemmas: Proof. This follows from Lemmas 5.7 and 5.12 from [BV3] .
Proof of Lemma 5.1. It follows easily from Lemma 5.5.
Proof of Lemma 5.2. It follows from Lemma 5.5 applied twice. More precisely, one takes the unit vector in E u (z) which is least expanded by D f n , and rotates it (using Lemma 5.5) towards the direction in E cs (z) which is most expanded by D f n . The image of the rotated vector by D f n then gets close to E cs ( f n z), so with another rotation we are done. The reader can either fill the details for himself, or else see [BV3, p. 1449] .
Hamiltonians and Dimension Reduction
Let us see a procedure that will permit to essentially reduce the proofs of Lemmas 5.3 and 5.4 to dimensions 2 and 4, respectively.
For ν < N, let
Notice the standard symplectic form on R 2N restricted to R 2ν coincides with the standard symplectic form on R 2ν . Also, (R 2ν 
In what follows, we write
If a symplectic map A : R 2N → R 2N preserves R 2ν then it also preserves the symplectic complement (R 2ν ) ω , so A can be written as A(x, y) = (B(x), C(y)), where B and C are symplectic maps on R 2ν and (R 2ν ) ω , respectively. If H is a C 2 function on R 2N , then we let ϕ t H denote the Hamiltonian flow generated by H. Remark 5.6. If H : R 2N → R is a smooth function with bounded DH and D 2 H , then the associated Hamiltonian flow ϕ t H : R 2N → R 2N is defined for every time t ∈ R, and
for every ξ ∈ R 2N and t ∈ R.
Lemma 5.7. Given ν ∈ {1, . . . , N − 1}, δ > 0, κ > 0, and also:
Then there exist:
• a cylinderÛ = {(x, y) ∈ R 2N ; x < 1, y < a}, where a > 0;
] be a smooth function such that:
Let a ≫ 1 (to be specified later). Define
(y) . Then ψ i (y) = 1 for y ∈ σaC i , and ψ i (y) = 0 for y aC i .
Letting c = c(σ) be an upper bound for the norms of the first and second derivatives of the function y ∈ (R 2ν ) ω → ζ( y ), we can write
So if a is large enough, Dψ i and D 2 ψ i are both uniformly small, for every i.
There is no loss in generality if we assume that each H i is zero out-
) ω and analogously for w, we compute:
Therefore D 2Ĥ i < 2δ for every i, provided a is chosen sufficiently large. Define the subsets of R 2N :
In §5.4 we will use the following lemma about change of coordinates in hamiltonians. The easy proof is left to the reader. 
Dealing with Case III
Proof of Lemma 5.3. We will assume 2N > 2. (The reader can adapt the arguments for the simpler 2-dimensional case, if he desires to reobtain the results of [B1] .) Let K III (and also ε, κ) be given. Let
Take a smooth function ρ : R + → R such that
≤ σ is a rotation of angle tα. Choose m big enough so that setting α = π 2m we have D 2 H < δ uniformly. Let us will see that m 0 = m has the desired properties.
Take a segment {z, . . . , f m−1 z} of type III with constant K III . Let
• L i be as in the definition of type III. Our aim is to show that the split sequence
is (ε, κ)-flexible. For that, it suffices to show that the split sequence on R 2N
The maps A i are the identity on the plane R 2 spanned by
we can write A i (x, y) = (x, C i (y)) for x ∈ R 2 , y ∈ (R 2 ) ω . Apply Lemma 5.7 with ν = 2, H i = H for 0 ≤ i < m, and κ/2 in the place of κ. We obtain a cylinderÛ, hamiltoniansĤ i that are constant outside A i−1 ••• A 0 (Û) and satisfy D 2Ĥ i < 2δ, and a setĜ ⊂Û with measure > (1 − κ/2)µ(Û) where
. We check that the maps i have the properties demanded by flexibility (for any γ > 0, in fact):
and F cs n is zero.
Dealing with Case IV
As already mentioned, the proof of Lemma 5.4 will be essentially reduced to dimension 4. Let us fix some notation. For t ∈ R, define the following symplectic linear map on R 4 = {(p 1 , p 2 , q 1 , q 2 )}:
For t in the circle R /πZ, let us indicate |||t||| = min k∈Z |t − kπ|.
For β > 0, define cones
Lemma 5.9. For every v ∈ C 1 there is a symplectic linear map L v : R 4 → R 4 such that: 0, a, b) for certain a and b with a 2 + b 2 ≤ 1. (Recall (5.2) .) The matrix
L v preserves the plane spanned by
is symplectic and preserves Θ. Then L v = R θ •M has the required properties.
The following well-known fact about random walks will play a important role in the proof:
Lemma 5.10. Let X 0 , X 1 , . . . be independent identically distributed random variables, with E|X 0 | < ∞ and 0 < EX 2 0 < ∞. Let S n = X 0 + · · · + X n−1 . Fixed any K > 0, the probability that |S n | ≤ K for all n is zero.
Proof. Let a and σ be respectively the mean and the variance of X 0 . Of course, σ > 0. By the Central Limit Theorem, Y n = (S n − an)/(σ √ n) converges in distribution to a standard normal random variable. That is, . Let ν be the probability measure on the circle R /πZ defined by
We assume that H was chosen so that the support of ν is contained in the interval {t; |||t||| < α/20}.
Let X 0 , X 1 , . . . be independent circle-valued random variables, all distributed according to the measure ν. 7 Consider the random walk S n = X 0 + · · · + X n−1 . By Lemma 5.10, there exists m 1 such that the probability that |||S n − ( 5.3)
We will show that m 1 has the desired properties. Take m ≥ m 1 and assume that {z, . . . , f m z} is a segment of type IV with constants
as in the definition of type IV. Our aim is to show that the split sequence
is (ε ′ , κ)-flexible (recall Lemma 3.2). By definition of type IV,
Also, for all i,
Step 2. Reduction to 
for all x ∈ U 0 . (5.6) Let us assume the sublemma for a while and see how to conclude the proof. Let γ > 0 be given (as in the definition of flexibility). We will assume 2N > 4, leaving for the reader the easy adaptation for the 4-dimensional case. Consider the hamiltonians H n given by Sublemma 5.11, and apply Lemma 5.7 with 2ν = 4, K 2 L δ in the place of δ, and κ/10 in the place of κ. We obtain a cylinderÛ ⊂ R 2N and hamiltoniansĤ n : R 2N → R such that writingˆ n = A n • ϕ 1Ĥ n we have:
• there is a setĜ ⊂Û with µ(Ĝ)
SinceÛ is a cylinder, the set {(x, y) ∈Û; x ∈ G} has measure > (1−κ/10)µ(Û); let G 1 be its intersection withĜ. Then µ( is at most α. Using (5.5) we conclude that
for all ξ ∈ G 1 .
We need to perform a last perturbationˆ m to make the angle smaller than γ.
Let γ ′ be very small. By Vitali's Lemma, we can find a finite family of disjoint small euclidian balls D ℓ contained in the open set G 1 and whose union leaves out a set of measure at most (1− κ/10)µ(Û). In fact, the balls are taken small enough so that the variation of the angle • h ℓ equals the identity outside of D ′ ℓ ;
, and equal to A m outside. If γ ′ was chosen sufficiently small then for every ξ ∈ G we have
This shows that the split sequence (5.4) is (ε ′ , κ)-flexible. Hence to complete the proof of Lemma 5.4 we are left to prove Sublemma 5.11.
Step 3. Definition of perturbations in R 4 . Before starting the proof of the sublemma, notice the first condition there implies that
due to the definition of ε ′ and the fact that B n (C τ 2 ) ⊂ C 1 . Let us fix a constant K > 1 such that for all unit vectors v, w ∈ C 1 we have:
(provided n complies with the first condition in Sublemma 5.11). Let
(5.9)
For each n = 0, . . . , m, we are also going to define a finite family {D i } i∈I n of disjoint subsets of U n . Also, the sets of indices I 0 , . . . , I m will be disjoint, and each I n will be partitioned as I n = I arrived • 0 ) − Id < e δ − 1 < ε ′ , as required. Also define
By induction, assume that 0 , . . . , n−1 and {D i } i∈I n−1 are already defined, for some n with 0 < n ≤ m, and let us proceed define n (if n < m) and {D i } i∈I n . First define a vector field v n on R 4 by
Then v n takes values on the cone C 1 , because (5.7) holds for 0 , . . . , n−1 .
(where the L's come from Lemma 5.9). These neighborhoods are "quasiround", in the sense that
. Now consider the family of setsD(x, r, n) with r sufficiently small so that the variation of v n in eachD(x, r, n) is less than η. This family constitutes a Vitali cover of the set n−1 (V n−1 ). Therefore we can find a finite subfamily {D i =D(ξ i , r i , n)} i∈I n whose disjoint union covers most of the set, that is,
(5.10)
So we have defined the set of indices I n and the family of sets
Next we define n (in the case n < m). Let n be equal to B n outside of
Since T i is an affine map that expands the symplectic form by a constant factor, n is a well-defined symplectomorphism of R 4 .
Let us see that n satisfies parts (1) and (2) from Sublemma 5.11. Let
It follows from Lemma 5.8 that the time 1 map ϕ 1
δ. This shows part (2) of Sublemma 5.11. Recalling Remark 5.6, one sees that the first part follows from the second.
To summarize, we have defined the maps n (together with other objects) and have verified that they satisfy properties (1) and (2) of Sublemma 5.11. Next we will show that property (3) also holds.
Step 4. Random walk behavior. Recall that we have defined in step 1 circlevalued random variables X n . We will only be interested in the first m of them. Let us choose a probability space for these variables (as well as their sums S n = X 0 + · · · + X n−1 ) to "live in": it is (Ω, P), where Ω = D m and P =μ m . Let now each random variable X n be the function
In imprecise words, we will see that the angles Θ(v n (·)) behave approximately like the random walk S n , with an absorbing barrier around π/2. This and (5.3) will permit us to show the third part of Sublemma 5.11.
In what follows, let L(c) stand for an unspecified t ∈ R /πZ with |||t||| < c. By construction, if x and x ′ both belong to the same D i with i ∈ I n then
All pseudo-orbits with itinerary ı = (i n ) are of the form
With this writing, we claim that
(5.14)
The proof of (5.13) is immediate:
Now take n with 1 ≤ n ≤ m − 1. We have
Notice that the point −1 n (x n+1 ) belongs to D i n . If i n ∈ I arrived n then n restricted to D i n equals B n , which preserves Θ, therefore
proving the first part of (5.14). For i n ∈ I not yet n we have
Lemma 5.9 leads therefore to
Therefore, using that the points −1 n (x n+1 ), ξ i n , and x n belong to the same D i n , we can write:
This completes the proof of the claim (5.14). Still assuming (x n ) and (ω n ) as in (5.12), we now claim that: 
Consequences of Flexibility
With the Main Lemma, the rest of the proof of Theorem D follows closely [BV3] .
Given f ∈ Diff 1 ω (M), p ∈ {1, . . . , N} and m ∈ N, let Γ p ( f, m) be the (open) set of points x such that there is no m-dominated splitting of index p along the orbit of x. Let Γ * p ( f, m) be the set of points x ∈ Γ p ( f, m) which are Oseledets regular, not periodic and satisfy λ p ( f, x) > λ p+1 ( f, x) . That is Γ * p ( f, m) is the intersection of Γ p ( f, m) with the set Σ p ( f ) introduced in §3.3.
(The reader should recall relations between exterior products and Lyapunov exponents, see e.g. [BV3, §2.1.2].)
As consequence of the Main Lemma, we can perturb the map f on a neighborhood of an orbit segment in such a way that ∧ p D f n drops. In precise terms: 
The lemma corresponds to [BV3, Proposition 4.2] , giving at the same stroke the conclusions of [BV3, Lemma 4.13] .
Proof. Denote
2 .
Let ε = ε( f, V) be given by Lemma 3.5. Let m ∈ N be sufficiently large so that the conclusion of the Main Lemma holds (with κ/2 in the place of κ).
To simplify notation, let Γ = Γ * p ( f, m) . Assume that µ(Γ) > 0, otherwise there is nothing to prove. Let A ⊂ Σ p ( f ) be the set of points such that the non-domination condition (3.6) holds. Then Γ = n∈Z f n (A) (because the splitting E u ⊕ E cs over the set Σ p ( f ) n∈Z f n (A) is m-dominated of index p). 
Proof. It is contained in the proof of [BV3, Proposition 4.2] .
Proof of Theorem C
For r ≥ 1, let Diff r ω (M) be the set of C r -symplectomorphisms; this is a dense subset of Diff 1 ω (M), by a result due to Zehnder [Z] .
To prove Theorem C, we will need two results about the well-known accessibility property from partially hyperbolic theory: Theorem 7.1 (Dolgopyat and Wilkinson [DW] (Brin [B2] ). If f is a C 2 volume-preserving partially hyperbolic diffeomorphism with the accessibility property then almost every point has a dense orbit.
In fact, Brin proved the result for absolute partially hyperbolic maps (recall Remark 1.2). Other proof was given by Burns, Dolgopyat, and Pesin, see [BDP, Lemma 5] (or [HP, §7.2] ). Their proof applies to relative partially hyperbolic maps: the only necessary modification is to use the property of absolute continuity of stable and unstable foliations in the relative case, which is proven by Abdenur and Viana in [AV] . Now, if the conclusion of Theorem 7.2 were true for C 1 diffeomorphisms then Theorem C would follow easily from Corollary B and Theorem 7.1. The actual proof, whose idea comes from [BFP] , is a little more involved. It uses Proposition 6.4, the quantitative version of Theorem D. Finally, take ∈ U ε that is C 2 and accessible. We will see that Λ c ( ) is small. For each p = 1, . . . , N, let D p ( ) be the set of points x ∈ M such that there is a dominated splitting of index p along the -orbit of x. In the notation of Section 6, D p ( ) = M Γ p ( , ∞).
Take p with u < p ≤ N. If x ∈ D p ( ) then let K x be the closure of the -orbit of x. There is a dominated splitting T K x M = F u ⊕ G such that dim F u = p. By Theorem 1.3, the splitting can be refined to become partially hyperbolic: T K x M = F u ⊕ F c ⊕ F s . Now we see that K x cannot be the whole manifold, because the center dimension dim E c is minimal. By Brin's Theorem 7.2, the -orbit of almost every point is dense. Therefore D p ( ) must have zero measure (provided p > u). Hence applying Proposition 6.4 to we obtain a diffeomorphism h in neighborhood U ε such that
dµ(x) .
By (7.1), |LE
Summing over p = u + 1, . . . , N we get
That is, λ c ( ) is small, as we wanted to show.
