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Abstract
Two-particle angular correlations have been widely used as a tool to explore particle
production mechanisms in heavy-ion collisions. The mixed-event technique is generally used
as a standard method to correct for finite-acceptance effects. We demonstrate that event
mixing only provides an approximate acceptance correction, and propose new methods for
finite-acceptance corrections. Starting from discussions about 2-dimensional correction pro-
cedures, new methods are derived for specific assumptions on the properties of the signal,
such as uniform signal distribution or δ-function-like trigger particle distribution, and suit-
able for two-particle correlation analyses from particles at mid-rapidity and jet-hadron or
high pT-triggered hadron-hadron correlations. Per-trigger associated particle yields from the
mixed-event method and the new methods are compared through Monte Carlo simulations
containing well-defined correlation signals. Significant differences are observed at large pseu-
dorapidity differences in general and especially for asymmetric particle distribution like that
produced in proton–nucleus collisions. The applicability and validity of the new methods
are discussed in detail.
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1 Introduction
Two-particle angular correlations have been widely used in the field of relativistic heavy-ion
physics to provide information on particle production mechanisms in various collisional systems.
Away-side jet suppression and collective flow, both distinctive features of nuclear collisions, have
been observed through two-particle correlations at RHIC [1, 2]. At the LHC, the observation
of a near-side ridge structure in pp [3] and the discovery of a double-ridge structure in p–
Pb collisions [4–6] have opened a new debate on the origin of these structures. Throughout,
event-mixing procedures have been considered as a standard technique for the pair acceptance
correction in two-particle correlation analysis. However, a few recent papers have pointed out
shortcomings of the conventional correction with event-mixing, and proposed new methods using
single-particle efficiency×acceptance functions [7] and multi-dimensional weights [8].
In this article, finite-acceptance effects —as distinguished from detector efficiency effects—
in two-particle angular correlation analyses are discussed in detail, and alternative correction
methods for finite-acceptance effects are derived and tested. The derivations are obtained by
comparison to the ideal case without finite-acceptance effects, which ensures mathematical com-
pleteness, assuming translational invariance of the signal.
Angular correlation studies involve measuring the distributions of the relative azimuthal
angle ∆ϕ or relative pseudo-rapidity ∆η between particle pairs consisting of a trigger particle in
a certain transverse momentum, pT,trig, interval and an associated particle in a pT,assoc interval.
For x being the coordinate with finite acceptance, a general correction method in (xt, ∆x) space
is first discussed, where xt and ∆x correspond to the trigger particle x and difference between
trigger particle and associated particle x, respectively. New methods in ∆x space are obtained
by making assumptions on the properties of the signal: uniform signal distribution in x and, for
jet-like correlations, a δ-function-like distribution of the trigger particle with respect to the jet
axis. The validity of these methods depends on the similarity of the signal characteristics in data
to the assumed conditions. The method assuming a uniform signal distribution is suitable for
the correlation analyses using particles measured at midrapidity in symmetric nucleus-nucleus
collisions. The method assuming a δ-function-like trigger particle distribution is suitable for
the study of near-side jet–hadron or high pT-triggered hadron–hadron correlations. While the
correction with the event-mixing technique is equivalent to producing a normalized ratio function
of correlated and uncorrelated particle production, the new methods are independent of the
uncorrelated background.
We apply the new methods to Monte Carlo simulations to test their validity, and point out
problems of the conventional mixed-event technique. The Monte Carlo simulations contain well-
defined correlation signals: fragmentation of a dijets generated with PYTHIA event generator
or a global correlation of all partices with a common symmetry plane in a toy model.
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The article is organized as follows: Section 2 defines the mathematical notation of correlation
function and per-trigger normalized associated particle yield, and describes finite-acceptance
effects in two-particle correlation analysis. The new methods are introduced in Section 3, and
tested with Monte Carlo simulation in Section 4. In Section 5, we summarize our results.
Appendix A provides details on the derivation of the new methods.
2 Definitions
2.1 Correlation function and per-trigger yield
Two-particle correlation studies are based on the simultaneous measurement of pairs of particles
in each event. The results might be affected by various particle production and transport pro-
cesses, such as radial flow, elliptic flow, resonance decays, jets and others [9]. Mathematically,
trigger and associated single-particle densities are denoted as functions of azimuthal angle and
pseudorapidity, ρt(ϕt, ηt) and ρa(ϕa, ηa), where the subscript “t” (“a”) stands for trigger (asso-
ciated) particles. Following the same notation, the two-particle density of trigger and associated
particle pairs is denoted by ρa,t(ϕa, ηa;ϕt, ηt) [8, 10]. Trigger and associated particles are most
commonly selected by either transverse momentum (pT) or particle species. The density func-
tions are defined as
ρt(ϕt, ηt) =
d2Nt
dϕt dηt
, ρa(ϕa, ηa) =
d2Na
dϕa dηa
,
ρa,t(ϕa, ηa;ϕt, ηt) =
d4Na,t
dϕa dηa dϕt dηt
. (1)
Typically, the definition of correlation function, C2,R(ηa ηt;ϕa ϕt), is
C2,R(ϕa, ϕt; ηa, ηt) =
ρa,t(ϕa, ηa;ϕt, ηt)− ρa(ϕa, ηa) ρt(ϕt, ηt)
ρa(ϕa, ηa) ρt(ϕt, ηt)
=
ρa,t(ϕa, ηa;ϕt, ηt)
ρa(ϕa, ηa) ρt(ϕt, ηt)
− 1 , (2)
where “R” stands for ratio. Assuming rotational invariance in azimuth, one can write
ρt(ϕt, ηt) =
ρt(ηt)
2π
, ρa(ϕa, ηa) =
ρa(ηa)
2π
,
ρa,t(ϕa, ηa;ϕt, ηt) =
ρa,t(ϕt − ϕa; ηa, ηt)
(2π)2
, (3)
and
C2,R(ϕa, ϕt; ηa, ηt) = C2,R(ϕt − ϕa; ηa, ηt)
=
ρa,t(ϕt − ϕa; ηa, ηt)
ρa(ηa) ρt(ηt)
− 1 . (4)
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Experimentally, a simpler correlation function is often used. The correlation function CR(∆ϕ,∆η)
with ∆ϕ = ϕt − ϕa and ∆η = ηt − ηa is defined by
CR(∆ϕ,∆η) =
S(∆ϕ,∆η)
B(∆ϕ,∆η)
− 1 , (5)
where
S(∆ϕ,∆η) =
d2Npair
d∆ϕd∆η
(6)
is the two-particle distribution in the same events, while B(∆ϕ,∆η) is constructed from two
particles from different events and corresponds to uncorrelated particle production. The defini-
tion of CR(∆ϕ,∆η) can be interpreted to inherently assume the translational invariance of the
correlated signal in η in addition to ϕ, or as an average of ∆η structure within the considered η
range. In general, this involves loss of information such as the ηt dependence, but CR provides
a simpler representation of the correlation. Using (ηa, ηt) instead of ∆η is suggested in [8], and
used e.g. in [11]. Instead, the present article focuses on the use of ∆η, which is technically
simpler and has a statistical benefit compared to the one based on (ηa, ηt).
Another correlation observable [12–15] used instead of the above is the per-trigger normalized
associated particle yield (per-trigger yield),
Cyield(∆ϕ,∆η) =
1
Ntrig
d2Npair
d∆φd∆η
, (7)
and it is generally approximated by
1
Ntrig
d2Npair
d∆φd∆η
≃ Ctrig,R = B(0, 0) S(∆ϕ, ∆η)
B(∆ϕ, ∆η)
(8)
where
S(∆ϕ, ∆η) =
1
N sametrig
d2N same
d∆ϕd∆η
, B(∆ϕ, ∆η) =
1
Nmixedtrig
d2Nmixed
d∆ϕd∆η
, (9)
within specific η-acceptance ranges.
Essentially, C2,R, CR, and Ctrig,R contain the same information, namely how much the corre-
lated production differs from the uncorrelated production, and they depend on a ratio between
these two. This is indicated by the common index “R”. In Ctrig,R, it is often assumed that the di-
vision by B(∆ϕ,∆η) represents a correction for pair-acceptance effects [4,6,12–14]. However, we
claim that Ctrig,R is not corrected properly for the finite-acceptance effects, and the normalized
ratio function is only an approximation of the intended per-trigger yield. As will be discussed
in more detail throughout the article, the extraction of yields or ∆ϕ-projections are affected by
distortions inherent to Ctrig,R. In the following, C represents the per-trigger yield, not defined
by a ratio, and exact correction methods for finite-acceptance effects will be discussed.
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2.2 Finite-acceptance effects
Finite-acceptance effects in a two-particle correlation analysis should be distinguished from
detector efficiency effects. In recent correlation analyses, single-particle efficiency effects are
corrected by the corresponding efficiency obtained with event generators followed by detector
simulations at the moment when (∆ϕ,∆η) bins of per-trigger yields are filled [4–6]. What is done
to correct for finite-acceptance effects is to divide the same-event function by the normalized
mixed-event function, producing a ratio function as described in the previous section. It is easier
to demonstrate the complication of finite-acceptance effects in two-particle correlations with a
1-dimensional example. Considering a case where the detector acceptance range is [a1, a2] in x,
we assume translational invariance of the correlated signal in x, which makes it possible to use
∆x = xt − xa, instead of (xa, xt). Then X, ft(x−X), fa(x−X), and g(X) are defined as
X ≡ Common reference point of the trigger and associated particle distributions
for each correlated signal, where X denotes the center of trigger and associated
particle distributions for convenience;
ft(x−X) ≡ Trigger particle distribution in a correlated signal with respect to x = X in
the range − b < x−X < b, where 2b corresponds to the size of a correlated
signal in x;
fa(x−X) ≡ Associated particle distribution in a correlated signal with respect to x = X
in the range − b < x−X < b;
g(X) ≡ Distribution of X over all events.
The definitions assume that the trigger and associated particle distributions have a common
reference point, X, in x for each correlated signal in addition to the translational invariance. For
example, this is most relevant to particle correlations in a jet and the reference point corresponds
to the jet axis. In the definitions, b can be an arbitrarily large value as far as it includes the
correlated signal, as dependence on b will be eliminated in the new methods. For infinite
acceptance in x, the per-trigger yield from a single correlated signal for a given X, Cinf,single,
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with fa and ft is mathematically defined by the cross-correlation
1,
Cinf,single(∆x) =
1
(Ntrig)inf,single
(fa ⋆ ft)inf,single
=
1
(Ntrig)inf,single
∫ ∞
−∞
fa(x−X −∆x) ft(x−X) dx
=
1
(Ntrig)inf,single
∫ min(X+b,X+b+∆x)
max(X−b,X−b+∆x)
fa(x−X −∆x) ft(x−X) dx
=
1
(Ntrig)inf,single
∫ min(b,b+∆x)
max(−b,−b+∆x)
fa(x
′ −∆x) ft(x′) dx′ , (10)
where
(Ntrig)inf,single =
∫ ∞
−∞
ft(x−X) dx =
∫ X+b
X−b
ft(x−X) dx
=
∫ b
−b
ft(x
′) dx′ . (11)
We note that (fa ⋆ ft)inf,single and (Ntrig)inf,single do not depend on X, as expected from the
assumption of the translational invariance. With infinite acceptance, the per-trigger yield over
all events with all signals should be the same as the above Cinf,single(∆x) as
(Ntrig)inf =
∫ ∞
−∞
g(X)
(∫ ∞
−∞
ft(x−X) dx
)
dX
= (Ntrig)inf,single
∫ ∞
−∞
g(X) dX , (12)
Cinf(∆x) =
1
(Ntrig)inf
∫ ∞
−∞
g(X)
(∫ ∞
−∞
fa(x−X −∆x) ft(x−X) dx
)
dX
=
1
(Ntrig)inf,single
∫∞
−∞ g(X) dX
∫ ∞
−∞
g(X) dX
(∫ ∞
−∞
fa(x−X −∆x) ft(x−X) dx
)
=
1
(Ntrig)inf,single
∫ ∞
−∞
fa(x−X −∆x) ft(x−X) dx
= Cinf,single(∆x) . (13)
If we consider the case for finite acceptance, [a1, a2] in x, parts of ft and fa cannot be detected
depending on X of the signal. For instance, for a signal with X = a1, only the positive part of
ft and fa (where x −X > 0) can contribute to the per-trigger yield. If the whole range of the
correlated signal is within [a1, a2], no finite-acceptance effects are involved. Finite-acceptance
effects mean that pairs are not counted depending on the correlated particle positions, and must
be corrected for. The per-trigger yield in a single event with given X and finite acceptance can
be written as
Csingle(∆x) =
1
(Ntrig)single
∫ ∞
−∞
fa(x−X −∆x)Aa(x−∆x) ft(x−X)At(x) dx , (14)
1Cross-correlation: (f ⋆ g)(∆x) =
∫
f(x−∆x) g(x) dx
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where we have introduced an acceptance operator
At(x) =

1 if a1,t < x < a2,t0 otherwise , Aa(x) =

1 if a1,a < x < a2,a0 otherwise , (15)
and
(Ntrig)single =
∫ ∞
−∞
ft(x−X)At(x) dx . (16)
By treating separately Aa and At as Eq. (15), following formalism can be applied to cases where
the correlation between different x ranges of trigger and associated particles is studied [16, 17].
Then considering all events,
C(∆x) =
1
Ntrig
∫ ∞
−∞
∫ ∞
−∞
g(X) fa(x−X −∆x)Aa(x−∆x) ft(x−X)At(x) dxdX , (17)
Ntrig =
∫ ∞
−∞
∫ ∞
−∞
g(X) ft(x−X)At(x) dxdX . (18)
There is no general formula to relate Cinf(∆x) and C(∆x), as the integrand of Eq. (13)
is multiplied by acceptance operators in Eq. (17). In the following section, we will discuss
the correction of finite-acceptance effects at (x,∆x) space before the integration in Eq. (17)
is performed. Also, exact formulas which connect Cinf(∆x) and C(∆x) will be derived under
specific assumptions of the correlated signal. These formulas might be used as approximations
in realistic cases to correct for finite-acceptance effects.
3 Alternative methods
Without loss of generality we restrict the following discussion of the correction for finite-
acceptance effects to measurements as a function of one variable, x. Actual measurements
are performed typically as a function of ∆ϕ and ∆η. Note that because of azimuthal symmetry,
all assumptions made in the following about the dependence of the signal on x and ∆x are
realized for x = ϕ and the corrections are exact in case of full azimuthal acceptance, whereas
for x = η, they are approximate. Since these correction methods also preserve the additivity of
signal and uncorrelated background, it is irrelevant whether one performs the background sub-
traction [4, 12–15, 18–20] before or after the acceptance correction. Hence, we can also restrict
our discussion to the correction of the signal only.
3.1 Correction methods and scope of applicability
Csingle(∆x) in Eq. (14) can be considered as a weighted average of Csingle(xt,∆x), per-trigger
yield in (xt,∆x) space, over xt as x in the integral corresponds to the x of trigger particles. The
integrand is equivalent to Csingle(xt,∆x)Ntrig,single(xt), where Ntrig,single(xt) = ft(xt−X)At(xt)
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corresponds to the weight of the average. Csingle(xt,∆x) and its weighted average over xt
for given X can be free of finite-acceptance effects under certain conditions, such as trigger
(associated) particle distribution being within the trigger (associated) particle acceptance, larger
associated particle acceptance range than trigger particle acceptance range, and more generally
when
a2,t − a2,a < ∆x < a1,t − a1,a . (19)
One realistic example is near-side per-trigger yield from jet-hadron correlation, with trigger parti-
cle acceptance [−a2 , a2 ] and associated particle acceptance [−a, a]. In this case, both Csingle(xt,∆x)
and Csingle(∆x) do not experience finite-acceptance effects for ∆x within [−a2 , a2 ].
Eq. (17) is the weighted average of Csingle(xt,∆x) over xt and X, and equivalent to the
weighted average of single per-trigger yields, Csingle(∆x), over X where the yield is weighted
with g(X). As Csingle(xt,∆x) is free of finite-acceptance effects with certain conditions, C(∆x)
can also be free of them when the average over xt and X is selectively performed with only
Csingle(xt,∆x) with no finite-acceptance effects. Although restricting trigger-particle accep-
tance range may cause lower statistics in real analysis, this certainly is one way to avoid finite-
acceptance effects in two-particle correlation analysis. An additional benefit of considering per-
trigger yield in (xt,∆x)-space is the possibility that the assumption of translational invariance
of the signal can be explicitly checked.
If one can find a form that can relate Cinf(∆x) and C(∆x), this form is simply interpreted
as a correction form of finite-acceptance effects. But more generally, the correction procedure is
interpreted as restoring the shape of two-particle correlation signal with finite-acceptance effects
at (xt,∆x) space and averaging the corrected C(xt,∆x) over xt. In the formulation of the cor-
rection form of finite-acceptance effects, comparing C(∆x) with Cinf(∆x) automatically assumes
the restoration of distorted correlation signal shapes from finite-acceptance effects. Meanwhile,
directly applying the second interpretation, one can consider the correction in (xt,∆x) space
by copying the shape of correlated signal without finite-acceptance effects within certain xt and
∆x ranges into the distorted signals with finite-acceptance effects in other xt, assuming trans-
lational invariance of the signal. After the correction in (xt,∆x) space, corrected C(∆x) can be
estimated by averaging C(xt,∆x) over xt with weight, Ntrig(xt).
In addition to the general correction procedures in (xt,∆x) space, the correction factor can
be factorized out under certain conditions and possibly performed after averaging C(xt,∆x)
over xt without correction for the finite-acceptance effects. In this case, one does not have to
generate C(xt,∆x) and consider xt and ∆x ranges, which should be used as the bases of the
restoration of the distorted signals, but only needs to generate uncorrected C(∆x). Continuing
from Eq. (17), where there is a single common reference point between trigger and associated
particle distributions such as near-side (∆ϕ ≈ 0) jet-like correlations, we can find two simple
relations between Cinf and C under specific assumptions. Detailed derivations can be found in
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Appendix A, and only the final formulas and their applicability will be given and discussed in
the current section. If the distribution of the signal, g(X), is constant, then
C(∆x) =
(Aa ⋆ At)(∆x)
∆t
Cinf(∆x) , (20)
where ∆t = a2,t − a1,t is the size of trigger particle acceptance. In other words, the measured
per-trigger yield in case of constant signal distribution can be corrected back to the case without
finite-acceptance effects by dividing by (Aa⋆At)(∆x)∆t .
Another condition when the exact formula can be derived is when ft is a δ-function. This
is similar to the near-side jet-hadron correlations in a jet or high pT-triggered hadron-hadron
correlations. In this case,
C(∆x) =
(Aa ⋆ ntrigAt)(∆x)
Ntrig
Cinf(∆x) , (21)
where ntrig(x) is a measured trigger particle distribution in x within the acceptance. As a
result, we can correct the measured per-trigger yield back to the per-trigger yield with infinite
acceptance by dividing by
(Aa⋆ntrigAt)(∆x)
Ntrig
.
Besides a single common reference point case as discussed up to now, we can also consider a
different type of correlation signal, which has two reference points between trigger and associated
particle distributions in each event. This case is most relevant to the particle correlations in
back-to-back di-jet events where each jet represents a reference point. If two reference points
are X and Y , the correlation formula between trigger and associated particle with respect to
the same reference point X(Y ) has already been derived. However, the correlation between the
trigger particle distribution with respect to the reference point X(Y ) and the associated particle
distribution with respect to the reference point Y (X) should be dealt with a different way. In
di-jet events, these cross terms correspond to the away-side structure near ∆ϕ = π, and are
distinguished from correlations in a single jet. If we assume a case with infinite acceptance,
Cinf(∆x) =
1
Ntrig,inf
∫ ∞
−∞
dx
∫ ∞
−∞
dY
∫ ∞
−∞
dX g(X,Y )
(
f1,a(x− Y −∆x) f2,t(x−X)
+f1,t(x− Y ) f2,a(x−X −∆x)
)
, (22)
Ntrig,inf =
∫ ∞
−∞
dx
∫ ∞
−∞
dX
∫ ∞
−∞
dY g(X,Y )
(
f1,t(x− Y ) + f2,t(x−X)
)
, (23)
where g(X,Y ) represents the distribution of two reference points over all events. With finite
acceptance as defined in Eq. (15),
C(∆x) =
1
Ntrig
(∫ ∞
−∞
dx
∫ ∞
−∞
dY
∫ ∞
−∞
dX g(X,Y )Aa(x−∆x)At(x)
(
f1,a(x− Y −∆x) f2,t(x−X) + f1,t(x− Y ) f2,a(x−X −∆x)
))
, (24)
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Ntrig =
∫ ∞
−∞
dx
∫ ∞
−∞
dX
∫ ∞
−∞
dY g(X,Y )At(x)
(
f1,t(x− Y ) + f2,t(x−X)
)
. (25)
Like the derivation for a single common reference correlation, there is no general formula by which
we can relate the measured per-trigger yield to the per-trigger yield without finite-acceptance
effects. However, an approximate relation can be found in simple cases. First of all, it is
reasonable to assume that f1,t = f2,t = ft and f1,a = f2,a = fa. Since two reference points
are indistinguishable, we know that g(X,Y ) = g(Y,X). Then g(X,Y ) can be rewritten as
g(X − Y,X + Y ), and the simplest assumption for g(X − Y,X + Y ) is that this function only
depends on the distance between X and Y , which is |X − Y |. This formula includes constant
g(X,Y ) case. Then we can write,
g(X − Y,X + Y ) = G(|X − Y |) = G(X − Y ) , (26)
as G(X−Y ) = G(Y −X), and assume without loss of generality that G(X−Y ) has only values
if −c < X − Y < c with sufficiently large c compared to 2b, the range of ft and fa. Then
C(∆x) =
(Aa ⋆ At)(∆x)
∆t
Cinf(∆x) . (27)
This is the same result as for the constant g(X) case in the single common reference correlation,
Eq. (20). Also, if
g(X,Y ) = h(X)F (X − Y ) , (28)
with g(X,Y ) = g(Y,X) and ft is a δ-function as in jet-hadron correlations,
C(∆x) =
(Aa ⋆ ntrigAt)(∆x)
Ntrig
Cinf(∆x) . (29)
This is the same result as Eq. (21).
To recap, we can avoid finite-acceptance effects by manipulating trigger particle acceptance
and ∆x regions, or correct for the finite-acceptance effects in (xt,∆x) space by selectively copying
the signal shape within certain region before averaging over xt, assuming translational invariance
of the signal. Although there is no general formula which relates the measured per-trigger yield
and the per-trigger yield without finite-acceptance effects directly in ∆x space, we have found
two exact formulas under specific conditions. If these methods in ∆x space are applied to
the real analysis, we first generate the per-trigger yield, C(∆ϕ,∆η), with certain trigger and
associated particle conditions from every event, not concerning finite-acceptance effects. For
the near-side structure, (1) if trigger particle distribution is constant, we can divide C(∆ϕ,∆η)
by (Aa⋆At)(∆x)∆t , or (2) if the trigger particle distribution is δ-function-like, such as jet-hadron
correlations, by
(Aa⋆ntrigAt)(∆x)
Ntrig
. Under the additional assumptions that g(X,Y ) depends only
on X − Y or g(X,Y ) is decomposed into h(X)F (X − Y ), the same methods can be applied for
the away-side correlations. These new methods in ∆x space can be regarded as approximate
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formulas for more general cases and the validity depends on how close the correlated signal is
to the assumed conditions, including translational invariance assumption.
Coming back to CR and Ctrig,R from Eq. (5) and (8), we know that they are only dif-
ferent by a normalization factor and addition of a constant. What is intended from the ra-
tio, S(∆ϕ,∆η)
B(∆ϕ,∆η) , used in both formulations is that it corresponds to
ρa,t(ϕt−ϕa;ηt−ηa)
ρa(ϕa,ηa) ρt(ϕt,ηt)
. However,
S(∆ϕ,∆η) and B(∆ϕ,∆η) are equivalent to ρa,t(ϕt − ϕa; ηt − ηa) and ρa(ϕa, ηa) ρt(ϕt, ηt) with
finite-acceptance effects, respectively. If finite-acceptance effects are factorized by the same func-
tion from S(∆ϕ,∆η) and B(∆ϕ,∆η), we can get CR correctly since finite-acceptance effects are
canceled in the numerator and denominator. But these factorizability and cancellation in nu-
merator and denominator do not hold in general cases. As we have shown, finite-acceptance
effects depend on signal types and they may be non-factorizable. Thus, CR is merely an ap-
proximation of the intended correlation function. Ctrig,R should also be distinguished from its
intended meaning, per-trigger yield. If S(∆ϕ,∆η) in Eq. (8) consists of correlated signal and
uncorrelated background, dividing by the mixed-event function may get rid of the uncorrelated
background shape, but simultaneously distorts the correlated signal shape.
3.2 Discussion on true per-trigger yield
So far, the derivations of the new methods are based on a few assumptions, such as translational
and azimuthal invariance of the correlated signal, and the comparison with Cinf. In other
words, Cinf is considered as the true per-trigger yield, which is intended to be recovered by the
finite-acceptance correction of the measured per-trigger yield. Although the assumptions used
for the derivations may not be satisfied in reality, the advantage of our formalism is to ensure
mathematical completeness. The corrected result by design is free from finite-acceptance effects,
but at the same time we need information outside of actual acceptance for the measurement.
Thus, the validity of considering Cinf(∆x) as a true per-trigger yield is closely related to the
validity of translational invariance assumption. If translational invariance is assumed to hold
only for the trigger acceptance range, a per-trigger yield Cfin.trig, which is defined with finite
acceptance for the trigger particles and infinite acceptance for the associated particles, can be
considered, especially in the case of near-side jet-like correlations. Mathematically, Cfin.trig,single
and Cfin.trig can be written in a similar way to Eq. (10) and Eq. (13), but there is no exact
formula to relate these two. Even though associated particle acceptance is infinite, there are
still finite-acceptance effects in Cfin.trig. This is obvious when part of trigger particle distribution
is within acceptance and others are not. However, Cfin.trig will be considered in the Monte Carlo
comparisons in the following section.
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4 Test of alternative methods with Monte Carlo simulations
In the present section, we will apply the derived methods in ∆x space to Monte Carlo simulations
and compare the results with Cfin.trig, per-trigger yield evaluated with finite acceptance for the
trigger particles and infinite acceptance for the associated particles. For convenience, we denote
the correction method using
• the standard mixed-event technique (Eq. (8)) as Method 1,
• the constant-signal ansatz with (Aa⋆At)(∆x)∆t (Eq. (20) and (27)) as Method 2,
• and the δ-function ansatz with (Aa⋆ntrigAt)(∆x)
Ntrig
(Eq. (21) and Eq. (29)) as Method 3
throughout the section. Two sets of simulated data are analyzed: A simulation of di-jet events
using PYTHIA [21] to test the methods on jet-like correlations (section 4.1) and a simple MC
toy model that creates a global correlation of all particles to an event plane to test the methods
on flow-like correlations (section 4.2).
4.1 PYTHIA simulation
To test the applicability of the correction methods in the case of jet-like correlations, PYTHIA
di-jet events are generated which contain back-to-back jets with the same pT. Details of the
PYTHIA Monte Carlo configurations can be found in Table 1. To have clean back-to-back
jet correlation signal, each event is set to have two jets with jet pT, defined as pT of the hard
scattered parton at the origin of the jet, larger than 10 GeV/c and intrinsic transverse momentum
(kT) equal 0. We have assumed two different η-acceptances, [−2, 2] and [0, 4], to test the new
methods and estimated Cinf and Cfin.trig, not applying any η-cut and applying η-cut to the
trigger particles, respectively.
There are many possible choices for trigger and associated particle conditions, such as pT and
particle species. For our examples, we choose to use every final-state particle with 2.0 GeV/c <
PYTHIA (ver. 6.205) Di-jet process
Proton beam energy = 2.76 TeV
107 events
No initial gluon radiation
Intrinsic kT = 0
Minimum jet pT = 10 GeV/c
No vertex smearing
Structure function = CTEQ4L
Table 1: Settings used for the PYTHIA generator-level simulation.
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Figure 1: η-distribution of associated particles (1.0 GeV/c < pT, assoc. < 2.0 GeV/c) and trigger
particles (2.0 GeV/c < pT, trig < 50.0 GeV/c) with the (a) η-acceptance [−2, 2] and (b) η-
acceptance [0, 4].
pT, trig < 50.0 GeV/c and 1.0 GeV/c < pT, assoc. < 2.0 GeV/c for the current analysis. This
means that the Method 3 only holds approximately because low-pT trigger particles are not
aligned with the jet axis and the trigger particle η distributions might contain a contribution
from soft particle production. Figure 1 shows normalized η-distributions of trigger and associated
particles for two η-acceptances, and we can see that they are not uniform within the acceptances.
Trigger (associated) particle distribution is normalized by the number of trigger (associated)
particles. Hence, also Method 2 can only be considered an approximation, since it is derived for
the case of a uniform signal distribution.
As described in section 3.2, Cinf and Cfin.trig are different especially when translational in-
variance assumption is not fully satisfied. Figure 2 shows comparisons between Cinf and Cfin.trig
with ∆η-projections of
Cfin.trig − Cinf
Cinf
(30)
for near and away side for two acceptances. For the near side the −π/18 < ∆ϕ < π/18 region,
and for the away side the (1− 1/18)π < ∆ϕ < (1+ 1/18)π region is projected onto the ∆η-axis.
In PYTHIA events, jets located at large |η| are expected to have narrower fragmented particle
distribution. Cinf includes these jets at large |η| in the estimation, while Cfin.trig does not. This
results in larger value of Cfin.trig than Cinf on the near side especially at large |∆η|. In the case of
[0, 4] η-acceptance, away-side structure of Cfin.trig is expected to be asymmetric with respect to
∆η = 0, while Cinf is symmetric. This intrinsic difference by definition is shown in Fig. 2 (d). In
the following, corrected per-trigger yields will be compared to Cfin.trig as the difference between
Cinf and Cfin.trig is understood.
Figure 3 shows the Cfin.trig and per-trigger yields from three correction methods after sub-
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Figure 2: ∆η projections of (Cfin.trig−Cinf)/Cinf on (a) near and (b) away side with η-acceptance
[−2, 2] and (c) near and (d) away side with η-acceptance [0, 4].
traction of a scaled mixed-event function as described before in Section 3.1 for an η acceptance
of [−2, 2]. Figure 4 shows the ∆η projections of
Ccorrected − Cfin.trig
Cfin.trig
(31)
for near and away side, while the same ∆ϕ regions as Fig. 2 are used for ∆η-projections. From
Figure 4, we conclude that results from three methods do not significantly deviate from Cfin.trig
on the near side, unlike on the away side, where for larger ∆η ranges significant deviations
become apparent. In particular, the discrepancy on the away side is related to the violation
of the initial assumptions, such as g(X,Y ) = G(X − Y ) or h(X)F (X − Y ), and δ-function
trigger-particle distribution. However, we note that finite-acceptance corrections with Method 2
and Method 3 do not depend on the shape of mixed-event function, which attempts to describe
the corresponding shape of the uncorrelated particle production. It is generally expected that
the corrections are more accurate at regions of smaller |∆η| than the acceptance window, as less
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Figure 3: (a) Cfin.trig; (b) per-trigger yield from Method 1 (standard), (c) Method 2 (uniform),
and (d) Method 3 (δ-function) for an η-acceptance of [−2, 2].
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comparison of the per-trigger yields presented in Figure 3.
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Figure 5: (a) Per-trigger yield evaluated with infinite η acceptance; (b) per-trigger yield from
Method 1 (standard), (c) Method 2 (uniform), and (d) Method 3 (δ-function) for an η-acceptance
of [0, 4].
finite-acceptance effects are involved.
Figure 5 and Figure 6 correspond to Figure 3 and Figure 4, respectively, but with η-
acceptance [0, 4] instead of [−2, 2]. Particle distributions in η in this case are asymmetric within
the acceptance as shown in Figure 1 (b), which is also the case for proton–nucleus collisions.
From Figure 6, we observe that Method 3 roughly recovers the symmetry of near-side jet shape
while the other two methods produce more asymmetric shapes. The asymmetry in shape is
due to the asymmetric trigger distribution, and Method 3 is intended to reduce this effect.
Asymmetric deviations are more obvious at large ∆η.
4.2 Collective MC simulation
In flow analyses, v2 is an important observable and there are many approaches to evaluate v2
from various collision systems [22, 23]. To reduce non-flow effects, subtraction of the lowest
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Figure 6: ∆η projections of (a) near and (b) away side for the comparison of the per-trigger
yields presented in Figure 5.
multiplicity class from a higher multiplicity class is used under the assumption that per-trigger
yields in the lowest multiplicity class are dominated by the non-flow signal and this signal is
independent to the centrality class, or only large ∆η parts of per-trigger yields are considered
where non-flow signal on the near-side cannot reach [4]. However, due to the statistics, v2 is
commonly evaluated after per-trigger yields or correlation functions are projected into the ∆ϕ
axis in a two-particle correlation analysis. In other words, after projecting the C(∆ϕ,∆η) onto
the ∆ϕ axis, the azimuthal anisotropy harmonics are extracted from a Fourier decomposition,
1
Ntrig
dNpair
d∆ϕ
=
Nassoc.
2π
[
1 +
∑
n
2Vn∆ cos(n∆ϕ)
]
, (32)
and v2 is calculated from V2∆.
To evaluate the influence of finite-acceptance effects and the correction methods on the
extracted v2, a toy Monte Carlo model is used. In every event, the η distribution of particles
is required to follow a common Gaussian function (dN/dη ∼ exp(−η2/(2σ2))) with σ = 3.
The ϕ distribution is different from the common flow toy Monte Carlo simulation, which uses
dN/dϕ ∼ (1 + 2 v2 cos(2(ϕ − ϕ0))) with constant v2. To introduce a ∆η dependence in v2,
we randomly choose one particle in each event, and denote its η value as ηref. Then the ϕ
distribution of that event follows ∼ (1 + 2 a2(η) cos(2(ϕ − ϕ0))), with
a2(η) =

0.3
|η−ηref|
2 if |η − ηref| ≤ 2
0 otherwise
. (33)
In this toy Monte Carlo simulation, no distinction on the pT or species of particles is used. When
evaluating the per-trigger yield with correction methods, the symmetric η acceptance, [−2, 2],
as in the previous PYTHIA simulation is used. Since new correction methods are not derived
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Figure 7: (a) Ideal per-trigger yield evaluated without η-cut; (b) Per-trigger yield from Method 1;
(c) Method 2; (d) Method 3; all with the η-acceptance [−2, 2].
under this type of correlation, validity of the correction is not ensured. But this example will
show the importance of finite-acceptance correction for several observables.
Figure 7 shows the per-trigger yields from infinite acceptance and three correction methods
with finite acceptance. One obvious observation is that the per-trigger yield from Method 1 has
larger relative yields at large ∆η than others.
The v2(∆η) extracted in each ∆η bin of the per-trigger yield is a relative quantity and does
not depend on the finite-acceptance correction methods, since different methods only rescale the
yield at each ∆η bin differently leaving the ∆ϕ shape intact. It also means that v2(∆η) of the
same-event function (S(∆ϕ,∆η)) without any finite-acceptance correction should be the same.
However, if we consider integrated v2, which is evaluated after projecting per-trigger yields to
the ∆ϕ axis, a discrepancy occurs depending on the method. In our example, the per-trigger
yield from Method 1 has larger yields at |∆η| ∼ 4, which corresponds to the v2 = 0 region.
Although v2 fluctuates in event by event basis, the integrated v2 will be smaller than one from
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the per-trigger yield with infinite acceptance. In other words, the yield of each ∆η bin works as
a weighting factor for the projection, and if v2 depends on ∆η, the integrated v2 should depend
on the finite-acceptance correction method. Integrated v2 from three correction methods still
agree with the one from Cinf by 11% in our example.
Some correlation analyses have not considered (∆ϕ,∆η) space per-trigger yield, but have
calculated v2 based only on ∆ϕ space. This is equivalent to calculating v2 from the same-
event function, S(∆ϕ,∆η), without any finite-acceptance correction and the integrated v2 is
dominated by the v2 value at the ∆η bin with the largest yield of the same-event function. If v2
varies depending on ∆η, the integrated v2 might be different from what is calculated from ∆ϕ
space only.
5 Summary and conclusion
The commonly used method for calculating per-trigger normalized associated particle yield,
which utilizes division by the normalized associated yields from mixed events, produces a nor-
malized ratio function of correlated production and uncorrelated background (Eq. (8)). This
ratio function differs from what is intended in the per-trigger yield, as it distorts the correlated
signal shape and depends on the shape of the uncorrelated background. As a consequence, results
of analyses using the ∆ϕ projection of per-trigger yield also depend on the shape of the uncor-
related background and may therefore differ from what they should be. To resolve this problem,
we have discussed general correction procedure in (xt,∆x) space and derived new formulas for a
correction in ∆x space that enable us to evaluate the per-trigger yield without dependence on the
shape of the uncorrelated background. The formulas are derived under certain conditions and
assumptions of correlated particle production, such as translational invariance of the signal, uni-
form correlated signal distribution (Eq. (20)) and jet-hadron-like correlations (Eq. (21)). They
can be used as approximate corrections in more general cases. The validity of the new methods
largely depends on the underlying mechanism that produces the correlated signals. We have
tested the new methods using Monte Carlo simulations. A significant improvement with new
methods was obtained in the case of an asymmetric signal distribution, (Fig. 6) compared to the
conventional method using event-mixing. The correction method with Eq. (20) is intended to be
used in particles correlation analyses with midrapidity particles in symmetric nucleus-nucleus
collisions where particles distribution is flat within the acceptance, while the other method with
Eq. (21) is for jet-hadron or high pT-triggered hadron-hadron two-particle correlations.
It is difficult to precisely correct for finite-acceptance effects if the signal is a mixture of
many physical mechanisms or if the type of the correlation is very different from the type that
was assumed in the derivation of the new methods.
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Appendices
A Derivations of correction formulas
In the case of a single common reference point between trigger and associated particle distribu-
tions, the derivation of Eq. (20) can be started from Eq. (12), (13), (15), (17), and (18). If g(X)
is constant, it is possible to write as g(X) = K with constant value K over sufficiently large x
range. Then for −∆t < ∆x < ∆t,
Ntrig = K
∫ ∞
−∞
∫ ∞
−∞
ft(x−X)At(x) dxdX
= K
∫ b
−b
ft(u) du
∫ a2,t
a1,t
dt = (a2,t − a1,t)K
∫ b
−b
ft(u) du
= ∆tK
∫ b
−b
ft(u) du , (A-1)
C(∆x) =
K
Ntrig
∫ ∞
−∞
∫ ∞
−∞
fa(x−X −∆x)Aa(x−∆x) ft(x−X)At(x) dxdX
=
K
Ntrig
∫ ∞
−∞
Aa(x−∆x)At(x) dx
∫ ∞
−∞
fa(u−∆x) ft(u) du
=
K
Ntrig
(Aa ⋆ At)
∫ ∞
−∞
fa(u−∆x) ft(u) du
=
(Aa ⋆ At)(∆x)
∆t
1∫ b
−b ft(u) du
∫ ∞
−∞
fa(u−∆x) ft(u) du
=
(Aa ⋆ At)(∆x)
∆t
Cinf(∆x) . (A-2)
Another condition that we can derive a formula with a single common reference point is
when ft is a δ-function, and we have Eq. (21). In this case, ft can be written as
ft(x−X) = Nδ(x−X) . (A-3)
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Then for the infinite acceptance case,
(Ntrig)inf =
∫ ∞
−∞
g(X)
(∫ ∞
−∞
Nδt(x−X) dx
)
dX
= N
∫ ∞
−∞
g(X) dX , (A-4)
Cinf(∆x) =
1
(Ntrig)inf
∫ ∞
−∞
∫ ∞
−∞
g(X) fa(x−X −∆x)N δ(x−X) dX dx
=
N
(Ntrig)inf
∫ ∞
−∞
g(X) fa(−∆x) dX
=
N
N
∫∞
−∞ g(X) dX
fa(−∆x)
∫ ∞
−∞
g(X) dX
= fa(−∆x) . (A-5)
With finite acceptances as defined in Eq. (15),
Ntrig =
∫ ∞
−∞
∫ ∞
−∞
g(X)ft(x−X)At(x) dX dx
= N
∫ ∞
−∞
g(x)At(x) dx
= N
∫ a2,t
a1,t
g(x) dx , (A-6)
C(∆x) =
N
Ntrig
∫ ∞
−∞
dX
∫ ∞
−∞
dx g(X) fa(x−X −∆x)Aa(x−∆x) δ(x−X)At(x)
=
N
Ntrig
∫ ∞
∞
g(x) fa(−∆x)Aa(x−∆x)At(x) dx
=
N
Ntrig
(Aa ⋆ gAt)(∆x) fa(−∆x)
=
(Aa ⋆ N g At)(∆x)
Ntrig
Cinf(∆x) . (A-7)
Also, N g(x)At(x) can be easily measured since
ntrig(x)At(x) =
∫ ∞
−∞
g(X) ft(x−X)At(x) dX
= N
∫ ∞
−∞
g(X) δt(x−X)At(x) dX
= N g(x)At(x) , (A-8)
where ntrig(x) is a measured trigger particle distribution in x within the acceptance.
For the case with two common reference correlation points, the derivation of Eq. (27) can
be started from Eq. (24), (25), and (26). Assuming g(X,Y ) = G(X − Y ) and G(X − Y ) has
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only values if −c < X − Y < c with sufficiently large c compared to 2b, the range of fa, the
per-trigger yield with infinite acceptance becomes
Cinf(∆x) =
1
Ntrig,inf
∫ ∞
−∞
dx
∫ ∞
−∞
dY
∫ ∞
−∞
dX G(X − Y )
(
fa(x− Y −∆x) ft(x−X)
+ft(x− Y ) fa(x−X −∆x)
)
=
2
Ntrig,inf
∫ ∞
−∞
dx
∫ ∞
−∞
dY
∫ ∞
−∞
dX G(X − Y ) fa(x− Y −∆x) ft(x−X) .(A-9)
We can divide the ∆x range into {∆x < −c−b}, {−c−b < ∆x < −c+b}, {−c+b < ∆x < c−b},
{c− b < ∆x < c+ b} and {c+ b < ∆x}. Considering the assumption that c is much larger than
b, we are only interested in the {−c+ b < ∆x < c− b} case. If −c+ b < ∆x < c− b,
Cinf(∆x) =
2
Ntrig,inf
lim
β→+∞
∫ β
−β
dx
∫ c
−c
du
∫ b
−b
dv G(u) ft(v) fa(u+ v −∆x) , (A-10)
Ntrig,inf =
∫ ∞
−∞
dx
∫ ∞
−∞
dX
∫ ∞
−∞
dY G(X − Y )
(
ft(x−X) + ft(x− Y )
)
= 2
∫ ∞
−∞
dx
∫ ∞
−∞
dX
∫ ∞
−∞
dY G(X − Y )ft(x−X)
= 2 lim
β→+∞
∫ β
−β
dx
∫ c
−c
du
∫ b
−b
dv G(u) ft(v) . (A-11)
Considering β →∞ ,
Cinf(∆x) =
∫ c
−c du
∫ b
−b dv G(u) ft(v) fa(u+ v −∆x)∫ c
−c du
∫ b
−b dv G(u) ft(v)
. (A-12)
With finite acceptances as defined in Eq. (15) assuming a≪ c,
Ntrig =
∫ ∞
−∞
dx
∫ ∞
−∞
dX
∫ ∞
−∞
dY G(X − Y )
(
ft(x−X) + ft(x− Y )
)
At(x)
= 2
∫ ∞
−∞
dx
∫ ∞
−∞
dX
∫ ∞
−∞
dY G(x− Y ) ft(x−X)At(x)
= 2(a2,t − a1,t)
∫ c
−c
du
∫ b
−b
dv G(u) ft(v)
= 2∆t
∫ c
−c
du
∫ b
−b
dv G(u) ft(v) , (A-13)
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C(∆x) =
1
Ntrig
∫ ∞
−∞
dx
∫ ∞
−∞
dY
∫ ∞
−∞
dX G(X − Y )Aa(x−∆x)At(x)
(
fa(x− Y −∆x) ft(x−X) + ft(x− Y ) fa(x−X −∆x)
)
=
2
Ntrig
∫ ∞
−∞
dx
∫ ∞
−∞
dX
∫ ∞
−∞
dY G(X − Y ) fa(x− Y −∆x) ft(x−X)Aa(x−∆x)At(x)
=
2
Ntrig
∫ ∞
−∞
Aa(x−∆x)At(x) dx
∫ c
−c
du
∫ b
−b
dv G(u) ft(v) fa(u+ v −∆x)
=
2
Ntrig
Aa ⋆ At
∫ c
−c
du
∫ b
−b
dv G(u) ft(v) fa(u+ v −∆x)
=
(Aa ⋆ At)(∆x)
∆t
1∫ c
−c du
∫ b
−b dv G(u) ft(v)
∫ c
−c
du
∫ b
−b
dv G(u) ft(v) fa(u+ v −∆x)
=
(Aa ⋆ At)(∆x)
∆t
Cinf(∆x) . (A-14)
For the derivation of Eq. (29), assuming g(X,Y ) = h(X)F (X − Y ) and has only values if
−c < X − Y < c with sufficiently large c compared to 2b and ft(x−X) = Nδ(x −X),
Cinf(∆x) =
N
Ntrig,inf
∫ ∞
−∞
dx
∫ ∞
−∞
dY
∫ ∞
−∞
dX h(X)F (X − Y )
(
fa(x− Y −∆x) δ(x−X)
+δ(x− Y ) fa(x−X −∆x)
)
=
2N
Ntrig,inf
∫ ∞
−∞
dX
∫ ∞
−∞
dY h(X)F (X − Y ) fa(X − Y −∆x) . (A-15)
If −c+ b < ∆x < c− b,
Cinf(∆x) =
2N
Ntrig,inf
lim
β→+∞
∫ β
−β
h(x) dx
∫ b+∆x
−b+∆x
F (u) fa(u−∆x) du , (A-16)
Ntrig,inf = N
∫ ∞
−∞
dx
∫ ∞
−∞
dX
∫ ∞
−∞
dY h(X)F (X − Y )
(
δ(x −X) + δ(x − Y )
)
= 2N
∫ ∞
−∞
dX
∫ ∞
−∞
dY h(X)F (X − Y )
= 2N lim
β→+∞
∫ β
−β
h(x) dx
∫ c
−c
F (u) du . (A-17)
Considering β →∞ ,
Cinf(∆x) =
∫ b+∆x
−b+∆x F (u) fa(u−∆x) du∫ c
−c F (u) du
. (A-18)
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With finite-acceptance effects,
Ntrig = N
∫ ∞
−∞
dx
∫ ∞
−∞
dX
∫ ∞
−∞
dY h(X)F (X − Y )
(
δ(x−X) + δ(x− Y )
)
At(x)
= 2N
∫ ∞
−∞
dX
∫ ∞
−∞
dY h(X)F (X − Y )At(X)
= 2N
∫ a2,t
a1,t
h(x) dx
∫ c
−c
duF (u) , (A-19)
C(∆x) =
N
Ntrig
∫ ∞
−∞
dx
∫ ∞
−∞
dY
∫ ∞
−∞
dX h(X)F (X − Y )Aa(x−∆x)At(x)
(
fa(x− Y −∆x) δ(x −X) + δ(x− Y ) fa(x−X −∆x)
)
=
2N
Ntrig
∫ ∞
−∞
dX
∫ ∞
−∞
dY h(X)F (X − Y ) fa(X − Y −∆x)Aa(X −∆x)At(X)
=
2N
Ntrig
∫ ∞
−∞
h(X)Aa(X −∆x)At(X) dX
∫ b+∆x
−b+∆x
F (u) fa(u−∆x) du
=
2N
Ntrig
(Aa ⋆ hAt)
∫ b+∆x
−b+∆x
F (u) fa(u−∆x) du
=
(Aa ⋆ hAt)(∆x)∫ a2,t
a1,t
h(x) dx
1∫ c
−c F (u) du
∫ b+∆x
−b+∆x
F (u) fa(u−∆x) du
=
(Aa ⋆ hAt)(∆x)∫ a2,t
a1,t
h(x) dx
Cinf(∆x)
=
(Aa ⋆ ntrigAt)(∆x)
Ntrig
Cinf(∆x) . (A-20)
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