Tilings from Graph Directed Iterated Function Systems by Barnsley, Michael & Vince, Andrew
TILINGS FROM GRAPH DIRECTED ITERATED FUNCTION
SYSTEMS
MICHAEL BARNSLEY AND ANDREW VINCE
Abstract. A new method for constructing self-referential tilings of Euclidean
space from a graph directed iterated function system, based on a combinatorial
structure we call a pre-tree, is introduced. In the special case that we refer to as
balanced, the resulting tilings have a finite set of prototiles, are quasiperiodic
but not periodic, and are self-similar. A necessary and sufficient condition for
two balanced tilings to be congruent is provided.
1. Introduction
Iterated function systems (IFSs) have been at the heart of fractal geometry
almost from its origins, and the attractor A of the IFS has played the central role in
the theory. The attractor is the union of contracted images of itself. In the case that
the contractions are similarities, the attractor is the union of smaller similar copies
of itself. See [14] for formal background on iterated function systems (IFS). Here
we are concerned with a generalization of an IFS, called a graph directed iterated
function system (GIFS). A GIFS generalizes the IFS concept so that the attractor
has components A1, A2, . . . , An, each component Ai the union of contracted copies
of the components A1, A2, . . . , An. The prescription for how this is done is encoded
in a directed graph (with possibly multiple edges and loops), the precise definition
of a GIFS given in Section 2.1. An IFS is the special case of a GIFS in which the
digraph has a single vertex. Early work related to GIFSs includes [3, 4, 7, 8, 9, 18,
26]. In some of these works, a graph IFS are referred to as a recurrent IFS.
The paper [5] introduced a method for constructing certain tilings using an IFS,
in which the tiles are related to the attractor of the IFS. This construction included,
as special cases, digit tilings [25] (see the right panel of Figure 1 for the twin dragon
tiling), crystallographic tilings [12], certain substitution tilings like the “chair tiling”
(see the left panel of Figure 1), and new tilings (see, for example, Figure 2). In
[6] this method was engineered to obtain tilings of Euclidean space having the
properties of repetitivity (quasiperiodicity) and self-similarity (whose definitions
appear later in this introduction). In these tilings there are finitely many tiles up
to congruence, and all tiles are similar to the attractor of the IFS (see Figure 3).
The goal of this paper is twofold. First, using a GIFS, we introduce a new
unifying method for the construction of tilings of Rd. The method is based on a
combinatorial structure in the underlying directed graph that we call a pre-tree.
This notion is defined precisely in Definition 3 in Section 3.1. Our point of view
is more graph theoretic than is usual in papers on fractals via iterated function
systems; so for basic notions about graphs see [10]. The approach in this paper is
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Figure 1. the chair tiling and the twin dragon tiling.
Figure 2. Two views of the same IFS tiling with a triangular
attractor. All tiles are triangles (the black quadrilateral is the
union of two black triangular tiles).
Figure 3. A tiling by copies of tiles similar to the attractor of an IFS.
a substantial extension of some concepts in [5] and [6]. Other papers which relate
to the use of GIFS to construct tilings include [3, 16, 17].
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A given GIFS has infinitely many parameters, the term parameter defined in
Section 4.1, and for each parameter
←−
θ , many possible
←−
θ -sequences S (see Defi-
nition 4 of
←−
θ -sequences in Section 3.2). The main result in the first part of the
paper is that, for a given GIFS and for each parameter
←−
θ and each correspond-
ing
←−
θ -sequence S, there is a tiling T (←−θ ,S) of Euclidean space (see Theorem 3 in
Section 4.2). Addresses can be assigned in a natural way to the tiles in T (
←−
θ ,S)
as described in Section 4.4. In addition to the tiling examples mentioned in the
paragraph above, these GIFS tilings include the Penrose and Rauzy tilings [21],
and many others; see, for example, Figures 4, 5 and 9.
Figure 4. A GIFS tiling by scaled copies of four types of tiles.
Although the tilings constructed by our general method possess a replicating
pattern, particularly nice properties are obtained by carefully choosing the
←−
θ -
sequences. We call such special
←−
θ -sequences and the corresponding tilings balanced
(see Definition 5 in Section 3.2 and Definition 7 in Section 4.3). The second goal
of this paper is to use the balanced property to construct tilings T that satisfy the
following properties:
• T has finitely many tiles up to congruence;
• T is self-similar;
• T is repetitive, but not periodic;
• for a given GIFS, there are uncountably many tilings up to isometry (each
associated with a particular parameter).
Note that the tiles do not have to be pairwise similar. The relevant definitions
are:
Definition 1. A tiling T is repetitive, also called quasiperiodic, if, for every
finite patch P of T , there is a real number R such that every ball of radius R
contains a patch isometric (congruent) to P .
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Definition 2. A tiling T is self-similar if there exists a similarity transformation
φ : Rd → Rd with scaling ratio greater than 1 such that, for every tile t ∈ T , its
image φ(t) is, in turn, tiled by tiles in T .
Figure 5. A balanced fractal tiling based on a “triangle” tile due
to Akiyama [1].
Figures 1 (left panel), 3, 4, 5, and 11 are examples of such balanced tilings.
Note that the tiles used in Figures 4, 5 and 11 are not pairwise similar. Work
on self-similar tilings has been extensive over the past few decades, dating back
at least to the Penrose tilings [19], popularized by M. Gardner [11]. Much recent
research was motivated by W. Thurston’s notes [24]. Some formative papers include
[2, 13, 15, 20, 23, 25].
Among the main results of the second part of the paper are that the constructed
balanced tilings indeed satisfy the above bulleted properties. Many of the proofs,
which appear in Section 6, rely heavily on the hierarchical properties of the tilings,
as described in Section 5. The tiling map
←−
θ 7→ T (←−θ ) is a continuous map from the
parameter space, as defined in Section 4.1, to the tiling space, as defined in Sec-
tion 5.2. Theorem 4 states that the shift map on the parameter space corresponds
via this tiling map to going up one level in the tiling hierarchy in the tiling space.
There is an easily defined equivalence relation on the parameter space (see Defini-
tion 13 in Section 6.4) such that the tiling map induces a bijection between the set
of parameters up to equivalence and the set of balanced tilings up to congruence
(isometry); see Theorem 8 in Section 6.4. This provides a necessary and sufficient
condition for two balanced tilings to be congruent.
2. Graph Directed Iterated Function Systems
2.1. GIFS. Let N denote the set of positive integers, and for n ∈ N, let [n] :=
{1, 2, . . . , n}. Let G = (V,E) be a finite strongly connected directed graph with
vertex set V = [n] and edge set E. Strongly connected means that, for any two
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vertices i and j, there is a directed path from i to j. The digraph G may have
loops and/or multiple edges. For an edge e = (i, j), directed from vertex i to vertex
j, the vertex j is called the head, denoted e+, and the vertex i is called the tail,
denoted e−. Let Ei denote the set of all edges whose tail is i.
In this paper, a path always means a directed path, and a path can have repeated
vertices and edges. An infinite path has a starting vertex but no terminal vertex. A
path σ = σ1 σ2 · · · will be written as its ordered string of edges σi ∈ E, i = 1, 2 . . . .
The starting vertex of a path σ will be denoted σ−, and the terminal vertex of a
finite path by σ+. The length of a finite path σ, i.e., the number of edges, will be
denoted |σ|. We allow paths of length zero, consisting of a single vertex.
To each directed edge e ∈ E of the digraph G, associate a function fe : Rd → Rd.
Let
F = {fe : e ∈ E}.
Each f ∈ F is assumed throughout this paper to be an invertible contraction. Thus
there is a contraction factor λf < 1 such that |f(x)−f(y)| ≤ λf |x−y| for all f ∈ F
and all x, y ∈ Rd. The pair (G,F ) is called a graph directed IFS (GIFS).
LetH denote the set of nonempty compact subsets of Rd, and define F : Hn → Hn
as follows. If X = (X1, X2, . . . , Xn) ∈ Hn, then
F(X) =
(
F1(X), F2(X), . . . , Fn(X)
)
,
where
Fi(X) =
⋃
e∈Ei
fe(Xe+).
Note that, if G = (V,E) and V consists of a single vertex and E is a set of loops,
then a graph directed IFS is an ordinary IFS, and F is the associated Hutchinson
operator. Thus a GIFS is a generalization of an IFS.
2.2. Notation. Let Σ∗ denote the set of paths of finite length in the digraph G
and Σ∞ the set of paths of infinite length. For σ = σ1σ2 · · · ∈ Σ∞ let
σ|k = σ1σ2 · · ·σk ∈ Σ∗,
and σ|0 the path that is just the vertex σ−.
Denote by
←−
G the digraph obtained from G by reversing the direction on all
edges. Define path spaces
←−
Σ ∗ and
←−
Σ∞ accordingly. For any edge e in G, let ←−e be
the oppositely directed edge, and define
(2.1) f←−e := (fe)
−1.
For σ = σ1σ2σ3 · · ·σk ∈ Σ∗ ∪←−Σ ∗, define
(2.2) fσ := fσ1 ◦ fσ2 ◦ fσ3 · · · fσk .
Note that, for σ ∈ Σ∗, the map fσ is a contraction, but for σ ∈ ←−Σ ∗, the map fσ is
an expansion.
2.3. The Attractor. The following is a standard result in the theory of graph
iterated function systems. In the theorem Fk denotes the k-fold iteration of F.
Theorem 1. If (G,F ) is a GIFS such that each function in F is a contraction,
then there exists a unique A = (A1, A2, ..., An) ∈ Hn such that
A = F(A)
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and
A = lim
k→∞
Fk(B)
independent of B ∈ Hn, where convergence is with respect to the Hausdorff metric
on Hn.
The above limit formula is equivalent to
(2.3) Ai =
⋃{
lim
k→∞
{fσ(B) : |σ| = k, σ− = i
}
,
for all i ∈ [N ] and for any B ∈ H. With notation as in Theorem 1, A is called
the attractor of the GIFS (G,F ) and {Ai : i ∈ [n]} is its set of components,
each of which is compact. It follows from the definition that, for each i ∈ [n], the
components of the attractor have the property that
(2.4) Ai =
⋃
e∈Ei
fe(Ae+).
If, for all i ∈ [n], the intersection of distinct sets in the union in Equation (2.4) has
empty interior, then the attractor A of the GIFS is said to be non-overlapping. For
all GIFSs in this paper we assume that the attractor is non-overlapping
and that each component of the attractor has nonempty interior.
3. Pre-Trees and θ-Sequences
3.1. Pre-Tree.
Definition 3. A subpath of a finite path σ = σ1σ2 · · ·σk in a digraph G is defined
as a path of the form σ1σ2 . . . , σj , where 0 ≤ j ≤ k. (For the case j = 0, the
subpath consists of a single vertex.) A subpath is called proper if j < k. A set S
of finite directed paths in a directed graph is called a pre-tree if
(1) every path in S begins at the same vertex r, called the root of S;
(2) no proper subpath of a path in S lies in S;
(3) for every proper subpath σ of a path in S and every edge e ∈ E, if e− = σ+,
then the path σe is a subpath of a path in S.
The subgraph 〈S〉 ofG consisting of all vertices and edges of S in a pre-tree S may
not be a tree. This subgraph 〈S〉 may contain cycles, even directed cycles. However,
there is an actually tree H(S) related to S as described in the following proposition.
An example illustrating Proposition 1 and its proof appears in Figure 6.
Graph homomorphism - a map from one graph to another that sends adjacent
pairs of vertices to adjacent pairs of vertices - is a standard notion in graph theory.
For digraphs with possibly multiple edges and loops, we define a homomorphism
from a digraph G to a digraph G′ as a pair of functions function h : V (G)→ V (G′)
and h : E(G) → E(G′) such that, if edge e is directed from i to j, then h(e) is
directed from h(i) to h(j). We also use the notation h : G → G′ for a digraph
homomorphism.
Proposition 1. Given a pre-tree S, there is a unique pair consisting of a rooted
directed tree H(S) and a homomorphism h : H(S)→ 〈S〉 such that
(1) h takes the root of H(S) to the root of 〈S〉;
(2) h bijectively maps the set of all paths in H(S) going from the root to a leaf
onto S;
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(3) among all digraphs satisfying properties (1,2), H(S) has the least number
of edges.
Figure 6. A pre-tree 〈S〉 as the homomorphic image of a
rooted tree H(S). The intermediate tree H ′(S) is used in the
proof of Proposition 1. The set of paths of the pre-tree S =
{124, 125, 134, 135}. Edges with the same label in H(S) are
mapped to the same edge of 〈S〉 by the homomorphism h.
Proof. Let H ′ be the rooted tree constructed as follows. The tree H ′ is the union
of directed paths p1, p2, . . . , pm that have one vertex in common, the root. Pairwise
these paths in H ′ have no edges in common and no vertices in common except the
root. The edges are directed from the root to the leaf. Moreover, these paths are
taken to be exactly all the paths in S. See the two left digraphs in Figure 6. Clearly
there is a homomorphism h′ : H ′ → 〈S〉 satisfying properties (1,2).
The rooted directed tree H(S) is obtained from H ′ as a quotient graph. Call
two vertices i, j ∈ V (H ′) equivalent, denoted i ∼ j, if there are paths pi and pj in
H ′, from the root to i and j, respectively, such that pi and pj have the same image
under h′. Call two edges (i1, j1) and (i2, j2) in E(H ′) equivalent if i1 ∼ i2 and
j1 ∼ j2. Let H(S) be the tree whose vertices and edges are the equivalence classes
of vertices of H ′. See Figure 6. Define h : H(S) → 〈S〉 by mapping a vertex v to
h′(i), where i ∈ v; similarly for the image of edges. It is routine to check properties
(1-3) and uniqueness. 
3.2. θ-Sequences.
Definition 4. Let
←−
θ :=
←−
θ 1
←−
θ 2
←−
θ 3 · · · ∈ ←−Σ∞ be an infinite path in ←−G , where
θi ∈ E for all i, and let v0, v1, v2, . . . be the successive vertices of ←−θ . An infinite
sequence S = {S0, S1, S2, . . . } of pre-trees in G is called a ←−θ -sequence if, for all
k = 0, 1, 2, . . . ,
(1) vk is the root of the pre-tree Sk, and
(2) θk Sk−1 := {θkσ : σ ∈ Sk−1} ⊂ Sk for all k ≥ 1.
The second condition states that the pre-trees along the path
←−
θ are, in a sense,
nested. Note that edges θk and
←−
θ k are the same edge oppositely oriented.
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3.3. Examples. In the following examples, the directed graph G is given, as well as
a path
←−
θ :=
←−
θ 1
←−
θ 2
←−
θ 3 · · · ∈ ←−Σ∞ with successive vertices v0, v1, v2, . . . . Clearly,
numerous examples of
←−
θ -sequences can be obtained inductively by choosing an
arbitrary pre-tree rooted at v0, then a pre-tree rooted at v1 subject to condition (2)
in the definition of
←−
θ -sequence, and continuing at v2, v3, . . . . Below, we will give a
few specific examples that we return to in Section 4.3.
Example 1. Let Sk, k ≥ 0, be the pre-tree with root vk consisting of all paths of
length exactly k. Then S(θ) = {S0, S1, S2, . . . } is a ←−θ -sequence of pre-trees.
Example 2. For any m ∈ N, let Sk, k ≥ 0, be the pre-tree with root vk, where
Sk = {θkθk−1 · · · θj+1σ : 0 ≤ j ≤ k, σ− = vj , |σ| = m}.
Then S(θ,m) := {S0, S1, S2, . . . } is a ←−θ -sequence of pre-trees.
In the next examples, assume that (G,F ) is a GIFS where each f ∈ F is a
similarity transformation. Such a GIFS will be referred to as a similarity GIFS.
For any similarity transformation f , let λf denote the scaling ratio, i.e., |f(x) −
f(y)| = λf |x− y| for all x, y ∈ Rd.
Example 3. Given a similarity GIFS, for any pair of positive real numbers q < Q,
define a
←−
θ -sequence S(θ, q,Q) = {S0, S1, S2, . . . } by
Sk = {σ ∈ Σ∗ : q ≤ λ(f←−θ |k) · λ(fσ) ≤ Q}.
Note that, with notation as in equations (2.1) and (2.2) in Section 2.2, the function
fσ is a contraction, while f←−θ |k is an expansion. It is routine to check that condition
(3) in the definition of pre-tree and condition (2) in the definition of
←−
θ -sequence
are satisfied. Therefore S(θ, q,Q) is a ←−θ -sequence.
Example 4 (Balanced Sequences). For a similarity GIFS, assume that there exists
a positive real number s and positive integers d(e) such that
(3.1) λ(fe) = s
d(e)
for all e ∈ E. Define d(←−e ) := d(e) for all e ∈ E. For a path σ ∈ Σ∗ or σ ∈ ←−Σ ∗,
define
d(σ) =
∑
e∈σ
d(e).
For σ = σ1 · · ·σj ∈ Σ∗, we introduce the notation σ∗ := σj for the last edge in path
σ. For
←−
θ ∈ ←−Σ∞, define S = S(←−θ ) = (S0, S1, S2, . . . ) by
(3.2) Sk =
{
σ ∈ Σ∗ : σ− = vk and 0 < d(σ)− d(←−θ |k) ≤ d(σ∗)
}
.
Intuitively, this guarantees that d(σ) does not differ by much from d(
←−
θ |k).
Definition 5. For a given GIFS and
←−
θ ∈ ←−Σ∞, the sequence S(←−θ ) = (S0, S1, S2, . . . )
given by Equation (3.2) will be called the balanced sequence. The constant s in
Equation (3.1) will be called the scaling constant.
Proposition 2. The balanced sequence S(←−θ ) is a ←−θ -sequence.
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Proof. We first show that Sk is a pre-tree for all k. Concerning condition (2) in the
definition of pre-tree, if σ′ ∈ Sk is a proper subpath of σ ∈ Sk, then
d(σ′)− d(←−θ |k) ≤ d(σ)− d(σ∗)− d(←−θ |k) < 0,
which is a contradiction.
Concerning condition (3), if σ′ is a proper subpath of σ ∈ Sk and e is an edge of
G such that e− is a vertex on σ′, then
d(σ′e)− d(←−θ |k) ≤ d(σ)− d(σ∗) + d(e)− d(←−θ |k) ≤ d(e).
Let ω be a longest path in G starting at e+ and satisfying d(σ′eω)−d(←−θ |k) ≤ d(ω∗).
It now suffices to show that d(σ′eω) − d(←−θ |k) > 0. If d(σ′eω) − d(←−θ |k) ≤ 0 and
e′ is any edge such that e− = ω+, then d(σ′eωe′) − d(←−θ |k) ≤ d(e′) = (d(σ′eω))∗,
contradicting the maximality of ω.
To verify that S(←−θ ) is a ←−θ -sequence, assume that σ ∈ Sk−1. Then 0 < d(σ)−
d(
←−
θ |k − 1) ≤ d(σ∗). But
d(θkσ)− d(←−θ |k) = d(σ)− d(←−θ |k − 1) and (θkσ)∗ = σ∗.
Therefore θkσ ∈ Sk. 
Example 5. As a simple special case of Example 4 , consider the GIFS depicted
in the lower left of Figure 7. It consists of a single vertex and two loop edges e1
and e2. Assume that the corresponding functions have scaling ratios
λ(f1) = s λ(f2) = s
2
for some 0 < s < 1, so that d(e1) = 1, d(e2) = 2. Let the parameter be
←−
θ =
←−e1←−e2 · · · . Then ←−θ |2 =←−e1←−e2 and d(←−θ |2) = 3. The condition on σ in the definition
of S2 in Equation 3.2 is 3 < d(σ) ≤ 3 + d(σ∗). The tree H(S2) corresponding to
the pre-tree S2 at the third vertex e
−
2 of θ, as defined by Proposition 1, is shown
at the right in Figure 7. The labels on each edge e is the values d(e); the label on
each leaf u is the value d(σ) of the path σ ∈ S2 corresponding to the path in H(S2)
from the root to u. We will return to this example in Example 8 in Section 4.3,
where the red and black colors on the leaves will be explained.
Figure 7. The GIFS of Example 5 on the left and the tree H(S2)
on the right.
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4. GIFS Tilings
For this paper, a tile is a compact subset of Rd with nonempty interior, and a
tiling of a set X ⊆ Rd is a set of pairwise non-overlapping tiles whose union is X.
4.1. The Parameter Space. Let (G,F ) be a GIFS. Any path
←−
θ ∈ ←−Σ∞ will be
referred to as a parameter of G. Define a metric d on the set
←−
Σ∞ of parameters
by
d(σ, ω) =
{
0 if σ = ω
2−k otherwise, where k is the first integer such that σk 6= ωk
.
This makes (Σ, d) a compact metric space, which we call the parameter space of
the GIFS.
4.2. θ-tilings. There are infinitely many parameters for a given GIFS, and, for ev-
ery parameter of the GIFS and every corresponding
←−
θ -sequence S = {S0, S1, S2, . . . },
a tiling T (
←−
θ ,S) will be constructed as follows. For σ ∈ Sk:
(4.1)
t(
←−
θ ,S, k, σ) = f←−
θ |k ◦ fσ(Aσ+)
T (
←−
θ ,S, k) = {t(←−θ ,S, k, σ) : σ ∈ Sk}
T (
←−
θ ,S) =
∞⋃
k=0
T (
←−
θ ,S, k).
Note that, in the first line of Equation (4.1), the map fσ is a contraction, being
the composition of contractions, and f←−
θ |k is an expansion, being the composition
of inverses of contractions. For each σ ∈ Sk, the set t(←−θ ,S, k, σ) is a single tile.
For each k, the set T (
←−
θ ,S, k) is a patch of tiles. These patches are nested, i.e.,
T (
←−
θ ,S, k) ⊂ T (←−θ ,S, k + 1) for all k because, for σ ∈ Sk, we have
f←−
θ |k ◦ fσ(Aσ+) = f←−θ |k+1 ◦ fθk+1fσ(Aσ+) = f←−θ |k+1 ◦ fω(Aω+),
where ω = fθk+1fσ ∈ Sk+1 by condition (2) in the definition of
←−
θ -sequence. The
tiling T (
←−
θ ,S) is the nested union of the patches T (←−θ ,S, k).
The tiles in a patch T (
←−
θ ,S, k) are in bijection with the leaves of the tree H(Sk)
as defined in Proposition 1. Specifically, T (
←−
θ ,S, k) = {f←−
θ |k ◦ fσ(Aσ+) : σ ∈ P},
where P is the set of paths in H(Sk) from the root to a leaf.
Definition 6. Given a tiling parameter
←−
θ ∈ ←−Σ∞ of a GIFS and a ←−θ -sequence
S, the tiling T (←−θ ,S) will be called the (←−θ ,S)-tiling or, if S is understood, then
simply the
←−
θ -tiling.
For the set T (
←−
θ ,S) of tiles, denote by 〈T (←−θ ,S)〉 the union of these tiles. Call←−θ
filling if 〈T (←−θ ,S)〉 = Rd for all ←−θ -sequences S. Theorem 2 states that almost all
parameters are filling. A proof is omitted since it is similar to that of [5, Theorems
3.7 and 3.9]. Theorem 3 states that if
←−
θ is filling, then T (
←−
θ ,S) is indeed a tiling
of Rd.
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Theorem 2. For a GIFS (G,F ), almost all
←−
θ ∈ ←−Σ∞ are filling in the following
sense of “almost all”:
(1) The set of filling
←−
θ ∈ ←−Σ∞ is dense in the parameter space ←−Σ∞.
(2) Suppose that a positive probability is assigned to each edge such that the sum
of the probabilities of the out-edges at each vertex is one, and suppose that
a parameter in
←−
Σ∞ is chosen at random according to these probabilities.
Then, with probability 1, this random parameter is filling.
Lemma 1. For any GIFS and any pre-tree S, the set
W (S) := {fσ(Aσ+) : σ ∈ S}
is a tiling of the attractor component Ar, where r is the root of the pre-tree S.
Proof. The proof is by induction on the number of paths |S| in the pre-tree S.
For |S| = 1, the pre-tree consists of a single vertex, and the set W consists of the
single tile Ar. For |S| ≥ 1, assume the assertion is true for all pre-trees with fewer
paths. Prune S as follows to obtain a smaller pre-tree S′. Let σ = σ1 σ2 · · ·σm be a
longest path in S; let σ′ := σ1 σ2 · · ·σm−1; and let x be the last vertex on σ′. Then
S′′ := {σ′e : e ∈ Ex} is a subset of S. Since the set of paths S′ := S \ S′′ ∪ {σ′} is
a pre-tree, by the induction hypothesis, W (S′) is a tiling of Ar. Now
W (S) = {fσ(Aσ+) : σ ∈ S \ S′′} ∪ {fσ(fe(Ae+)) : e ∈ Ex}
W (S′) = {fσ(Aσ+) : σ ∈ S \ S′′} ∪ {fσ′(Ax)}.
But by Equation (2.4), the set {fe(Ae+) : e ∈ Ex} is a tiling of Ax. Therefore
W (S) is a also tiling of Ar. 
Theorem 3. Given a GIFS and a parameter
←−
θ ∈ ←−Σ∞, if ←−θ is filling, then
T (
←−
θ ,S) is a tiling of Rd for every ←−θ -sequence S = {S0, S1, . . . }.
Proof. Since
←−
θ and S are fixed throughout the proof, we omit them in the notation:
let T (k) := T (
←−
θ ,S, k), T := T (←−θ ,S). Because it is assumed that ←−θ is filling,
〈T 〉 = Rd. Hence, to show that T is a tiling of Rd it suffices to show that pairs of
distinct tiles in T do not overlap. This is equivalent to showing that, for all k, all
pairs of distinct tiles in T (k) do not overlap. By definition, the set of tiles
T (k) = f←−
θ |k{fσ(Aσ+) : σ ∈ Sk} = f←−θ |kW (Sk).
By Lemma 1, distinct tiles in W (Sk) do not overlap. Since the map f←−θ |k is a
homeomorphism, distinct tiles in T (k) also do not overlap. 
4.3. θ-Tiling Examples. The examples in this section correspond to the four
examples of
←−
θ -sequences in Section 3.2.
Example 6 (Tilings by Squares). Consider the GIFS in R2 where the graph G
consists of a single vertex and four loops, which will be referred to as edges 1, 2, 3, 4,
and corresponding functions assigned to these loops:
f1(x) =
1
2
x
f2(x) =
1
2
x+
(1
2
, 0
) f3(x) =
1
2
x+
(1
2
,
1
2
)
f4(x) =
1
2
x+
(
0,
1
2
)
.
The attractor has only one component, which is a square.
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If, for a given parameter θ, the corresponding
←−
θ -sequence S(θ) is the one given
in Example 1 of Section 3.2, then the (θ,S(θ))-tiling is the standard tiling of the
plane by unit squares, independent of θ.
If, on the other hand, the corresponding
←−
θ -sequence S(θ,m) is the one given in
Example 2 of Section 3.2, then taking, for example,
←−
θ =
←−
1
←−
2
←−
3
←−
4
←−
1
←−
2
←−
3
←−
4 · · ·
and m = 1, a patch of the spiral-like (θ,S(θ, 1))-tiling is shown in Figure 8. Pro-
gressing outward, the squares increase in size.
Figure 8. A patch of the tiling of Examples 3 and 6.
Example 7 (Uniform Tilings). Call a tiling uniform if there are positive real
numbers r,R such that each tile contains a ball of radius r and is contained in a
ball of radius R. Given a parameter
←−
θ ∈ ←−Σ∞ for a similarity GIFS, and taking the
corresponding
←−
θ -sequence S(θ, q,Q) of Example 3 of Section 3.2, it is routine to
verify that T (
←−
θ ,S(q,Q)) is a uniform tiling. The tiling that appears in Figure 9 is
uniform. Although not apparent in this finite patch, there are infinitely many tile
shapes up to congruence, but finitely many up to similarity.
Example 8 (Balanced Tilings).
Definition 7. For a given similarity GIFS and filling parameter
←−
θ , the tiling
T (
←−
θ ) := T (
←−
θ ,S(θ)), where S(←−θ ) is the balanced ←−θ -sequence (as in Definition 5),
will be referred to as the balanced GIFS tiling.
The order of a tiling is the number of tiles up to congruence.
Proposition 3. A balanced GIFS tiling has finite order, which is at most max{d(e) :
e ∈ E}.
Proof. Let dmax = max{d(e) : e ∈ E}. Any tile t ∈ T (←−θ ,S) is, by definition,
congruent to λA, where A is a component of the attractor and λ = sd(σ)−d(
←−
θ |k),
where σ ∈ Sk for some k. By the definition of Sk as given in Equation (3.2), we
have
0 < d(σ)− d(←−θ |k) ≤ dmax.
Therefore there are at most finitely many possibilities for λ. 
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Figure 9. A uniform tiling.
A balanced tiling corresponding to the GIFS in Figure 7 in Example 5 is shown
in Figure 10. In this case the scaling constant s in Definition 5 is the square root
of the golden ratio (1 +
√
5)/2. In this tiling there are two similar Ammann tiles, a
small one and a large one. In the tree H(S2) in Figure 7, the red leaves correspond
to the large tiles in the patch T (
←−
θ ,S, 2) and the black leaves correspond to the
small tiles.
In [3] Bandt and Gummelt construct fractal versions of the Penrose kite and dart.
A balanced tiling construction of a fractal Penrose tiling is shown in Figure 11. The
directed graph consisting of two vertices and five edges (3 loops) is shown on the
left. The scaling ratio of each of the five functions (whose formulas are omitted) is
the reciprocal of the golden ratio.
The tilings in Figures 12, 13, and 14, as well as those in Figures 4 and 5, are
also examples of balanced GIFS tilings.
Figure 10. A balanced tiling using tiles due to R. Ammann.
14 MICHAEL BARNSLEY AND ANDREW VINCE
Figure 11. A fractal Penrose tiling.
Figure 12. A balanced GIFS tiling.
4.4. Tile Addresses. Assume that the parameter
←−
θ of a GIFS is fixed. Each tile
in t ∈ T (←−θ ,S) can be uniquely expressed as t = f←−
θ |k ◦ fσ(Aσ+), where θ−k 6= σ1.
Define the unique address of tile t to be k •σ. The proposition below follows from
the definition of the address and Equation (2.3).
Proposition 4. If the address of a tile t ∈ T (←−θ ,S) is k • σ, then
t =
{
f←−
θ |k
(
lim
j→∞
fσα|j(x0)
)
: α ∈ Σ∞, α− = σ+
}
,
where the limit is independent of the point x0 ∈ Rd.
5. Tiling Hierarchy
Given a parameter
←−
θ of a GIFS and two
←−
θ -sequences S = {S0, S1, S2, . . . } and
S ′ = {S′0, S′1, S′2, . . . } such that S 6= S ′, we say that S ′ lies above S if, for every k,
each path in S′k is a subpath of a path in Sk.
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Figure 13. Balanced GIFS tilings from the same GIFS.
Figure 14. A balanced GIFS tiling.
Lemma 2. If S ′ lies above S, then each tile in T (←−θ ,S ′) is tiled by tiles in T (←−θ ,S).
Proof. It is sufficient to show that each t ∈ T (←−θ ,S) is contained in a tile t′ ∈
T (
←−
θ ,S ′). Let t = f←−
θ |k ◦ fσ(Aσ+) ∈ T (
←−
θ ,S). Since S ′ lies above S, there is a path
ω ∈ S′k such that ω is a subpath of σ. We claim that t ∈ f←−θ |k◦fω(Aω+) ∈ T (
←−
θ ,S ′),
which would complete the proof. The claim, however, follows in same way as the
proof of Lemma 1. 
Definition 8. Given a sequence S0,S1,S2, . . . of ←−θ -sequences such that Sk+1 lies
above Sk for all k, the sequence of tilings
T (
←−
θ ,S0), T (←−θ ,S1), T (←−θ ,S2), . . .
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is called a hierarchy for the tiling T (
←−
θ ) := T (
←−
θ ,S0). The term “hierarchy” is
used because, as follows from Lemma 2, each tile in T (
←−
θ ,Sk) is contained in a tile
in T (
←−
θ ,Sk+1), for all k.
5.1. Hierarchies for a Balanced GIFS Tiling. For a fixed similarity GIFS, fix
a parameter
←−
θ ∈ ←−Σ∞. Let S denote the balanced ←−θ -sequence as in Definition 5,
so that T (
←−
θ ,S) is the corresponding balanced GIFS tiling. We now introduce two
particular hierarchies in the balanced case.
For integers n, k ≥ 0, let
S(n,k) =
{
σ ∈ Σ∗ : σ− = θ−k and 0 < d(σ)− d(
←−
θ |k) + d(←−θ |n) ≤ d(σ∗)
}
Ŝ(n,k) =
{
σ ∈ Σ∗ : σ− = θ−k and 0 < d(σ)− d(
←−
θ |k) + n ≤ d(σ∗)
}
and
Sn := Sn(←−θ ) = (Sn,0, Sn,1, Sn,2, . . . )
Ŝn := Ŝn(←−θ ) = (Ŝn,0, Ŝn,1, Ŝn,2, . . . ).
Note that S0 = S and, for n ≥ 1, the first few terms in the above sequences may be
empty. As in Proposition 2, it is not hard to show that Sn and Ŝn are←−θ -sequences.
And, according to Proposition 5 below, the corresponding sequences of tilings
T := (T0, T1, T2, . . . ) and T̂ := (T̂0, T̂1, T̂2, . . . ),
where Tn = T (
←−
θ ,Sn) and T̂n = T̂ (←−θ , Ŝn), are tiling hierarchies. Call these bal-
anced tiling hierarchies. The subscript n is referred to as the level of the tiling
in the hierarchy. For the chair tiling shown in Figure 1, the balanced hierarchies T
and T̂ are the same, the first three levels of the hierarchy shown using thicker lines
in Figure 1.
Definition 9. For a similarity GIFS and for each i = 1, 2, . . . , N , let Bi :=
{fe(Ae+) : e ∈ Ei}. These sets are fundamental objects of the GIFS because
the ith component Ai of the attractor is, by definition, Ai =
⋃{X : X ∈ Bi}.
Call any set congruent to sj Bi := {sj fe(Ae+) : e ∈ Ei}, where s is the scaling
constant, a basic i-subdivision. For example, for the tiling in Figure 4, the four
basic subdivisions, up to a similarity, are shown in Figure 15.
Figure 15. Basic subdivisions for the balanced tiling in Figure 4.
Basic subdivisions occur as patches in a balanced tiling T (
←−
θ ,S) when, in the
tree H(Sk) (as defined in Proposition 1), there is a vertex i all of whose children are
leaves. In this case the basic subdivision is Bi = {t(←−θ ,S, k, σ) : σ ∈ Pi}, where Pi
is the set of paths in the pre-tree Sk corresponding to the paths in H(Sk) from the
root to a child of vertex i. The union of the tiles in Bi is a set that is similar to the
component Ah(i) of the attractor, where h is the homomorphism of Proposition 1.
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Proposition 5. Given a parameter
←−
θ ∈ ←−Σ∞ for a similarity GIFS, the sequences
T := (T0, T1, T2, . . . ) and T̂ := (T̂0, T̂1, T̂2, . . . ),
where Tn = T (
←−
θ ,Sn) and T̂n = T̂ (←−θ , Ŝn), have the following properties:
(1) T0 = T̂0 = T (
←−
θ ,S);
(2) T and T̂ are hierarchies for the balanced GIFS tiling T (←−θ ,S);
(3) T̂ is a refinement of the hierarchy T in that every tiling in T appears in T̂ ;
(4) each tile in T̂n+1 is either a tile in T̂n or the union of tiles in T̂n that
comprise a basic subdivision.
Proof. Statement (1) follows from the fact that S(0,k) = Ŝ(0,k). Statement (2)
follows from Lemma 2. Statement (3) follows directly from the definitions.
Concerning statement (4), if tile t = t(
←−
θ , Ŝn+1, k, σ) ∈ T̂n+1 is not a tile in T̂n,
then 0 < d(σ)− d(←−θ |k) + (n + 1) ≤ d(σ∗), but 0 ≥ d(σ)− d(←−θ |k) + n. Therefore
d(σ) − d(←−θ |k) + n = 0, which implies that σ e ∈ Ŝ(n,k) for all e ∈ Eσ+ . Hence
t(
←−
θ , Ŝn, k, σ e) ∈ T̂n for all e ∈ Eσ+ and
t =
⋃
e∈Eσ+
t(
←−
θ , Ŝn, k, σ e) = f←−θ |k ◦ fσ ◦ fe(Ae+),
which, by definition, is a basic subdivision. 
5.2. The Tiling Map. Given a similarity GIFS, denote by T the set of all balanced
GIFS tilings. Define a metric on T as follows. Let ρ : Rd → Sd be the usual
stereographic projection onto the d-sphere, obtained by positioning Sd at the origin.
Let H(Sd) be the set of nonempty closed subsets of Sd and dH(Sd) the corresponding
Hausdorff distance with respects to the round metric on Sd. Let H(H(Sd)) be the
collection of nonempty compact subsets of the compact metric space (H(Sd), dH(Sd)).
For tilings T, T ′ define
d′(T, T ′) = dH(H(Sd))(ρ(T ), ρ(T
′)).
Define the map W : T→ T on the tiling space by
W (T (
←−
θ )) = fθ1(T1(
←−
θ )),
where T1 is the level 1 tiling in the hierarchy T . In other words, W (T (←−θ )) is, up to
the similarity transformation fθ1 , the tiling at level 1 in the hierarchy of the tiling
T (
←−
θ ,S).
For any
←−
θ =
←−
θ 1
←−
θ 2
←−
θ 3 · · · ∈ ←−Σ∞, define the shift map w : ←−Σ∞ → ←−Σ∞ on
the parameter space by w(
←−
θ ) =
←−
θ 2
←−
θ 3 · · · .
Call the map T :
←−
Σ∞ → T from the parameter space to the tiling space that
takes
←−
θ to T (
←−
θ ) the tiling map. The theorem below states that, via the tiling
map, the shift map on the paramater space corresponds to the map W on the tiling
space.
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Theorem 4. The tiling map T is continuous and the following diagram commutes.
w←−
Σ∞ → ←−Σ∞
T
y y T
T → T
W
Proof. Given an positive real number R and two parameters
←−
θ and
←−
θ′ , there is a k
such that both patches T (
←−
θ , k) and T (
←−
θ′ , k) contain the ball of radius R centered
at the origin. If
←−
θ |k =←−θ′ |k, i.e., if←−θ and←−θ′ are sufficiently close in the parameter
space metric, then T (
←−
θ , k) = T (
←−
θ′ , k), which guarantees that the T (
←−
θ ) and T (
←−
θ′ )
are close in the tiling space metric.
Concerning the commuting diagram we have
fθ1
−1(T (w(
←−
θ )) =
{
f←−
θ |k ◦ fσ : σ = σ1 · · ·σj , 0 < d(σ)− d(θ|k) + d(θ1) ≤ d(σj)
}
= T1(
←−
θ ).
Therefore T (w(
←−
θ )) = W (T (
←−
θ )). 
6. Properties of Balanced Tilings
6.1. When is a balanced tiling self-similar?
Definition 10. For a closed path α in a directed graph, let α := αα · · · . A path
θ ∈ Σ∞ is periodic if there is an α ∈ Σ∗ such that θ = α and eventually periodic if
there are α, β ∈ Σ∗ such that θ = βα.
Theorem 5. If
←−
θ ∈ ←−Σ∞ is eventually periodic, then the balanced GIFS tiling
T (
←−
θ ) is self-similar.
Proof. Let
←−
θ = β α, where α, β ∈ ←−Σ ∗. We may assume, without loss of generality,
that k is sufficiently large so that
←−
θ |k = β αq γ for some q ∈ N and some γ ∈ ←−Σ ∗.
Since α is a closed path, the end vertex of β αq γ is independent of the integer q.
Let t = f←−
θ |k ◦ fσ(Aσ+) ∈ T (
←−
θ ), where 0 < d(σ)− d(β αq γ) ≤ d(σ∗). It is sufficient
to find a similarity transformation φ such that φ(t) is tiled by tiles in T (
←−
θ ).
As in the proof of Proposition 2, the set of paths
S = {ω ∈ Σ : ω− = σ+ and 0 < d(ω)− d(α) + d(σ)− d(β αq γ) ≤ d(ω∗)}
is a pre-tree. Therefore, by Lemma 1,
Aσ+ =
⋃{
fω(Aω+) : 0 < d(σω)− d(βαq+1γ) ≤ d(ω∗)
}
.
Let φ = fβ ◦ fαm ◦ fβ−1, where m is the least positive integer such that d(βαmγ) ≥
d(σ). Then S 6= ∅, and we have
φ(t) = fβ ◦ fα ◦ fβ−1 ◦ f←−θ |k ◦ fσ(Aσ+) = fβ ◦ (fα)q+1 ◦ fγ ◦ fσ(Aσ+)
=
⋃{
(fβ ◦ (fα)q+1 ◦ fγ) ◦ fσ ◦ fω(Aω+) : 0 < d(σω)− d(βαq+1γ) ≤ d(ω∗)
}
=
⋃{
(fβ ◦ (fα)q+1 ◦ fγ) ◦ fσω(A(σω)+) : 0 < d(σω)− d(βαq+1γ) ≤ d((σω)∗)
}
.
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But, by definition, the sets in the above union are tiles in T (
←−
θ ). 
6.2. When is a balanced tiling repetitive?
Definition 11. Let (G,F ) be a GIFS with directed graph G = (V,E). We say
that (G,F ) satisfies the triangle property if there exists an integer N such that,
for all u, v, w ∈ V , if σ(u, v) is a path from u to v and σ(u,w) is a path from u to
w such that d(σ(u, v))− d(σ(u,w)) ≥ N , then there is a path σ(w, v) from w to v
such that
d(σ(u, v)) = d(σ(u,w)) + d(σ(w, v)).
We say that (G,F ) is coprime if there is a vertex x in G and closed paths
ω1, ω2, · · · , ωm, m ≥ 2, containing x such that gcd (d(ω1), d(ω2), · · · , d(ωm)) = 1.
Lemma 3. If (G,F ) is coprime, then (G,F ) satisfies the triangle property.
Proof. Assume (G,F ) is coprime. By a standard number theoretic result, there is
an integer N1 such that every integer greater than or equal to N1 can be expressed
as
∑m
i=1 aid(ωi) for some non-negative integers ai. Since G is strongly connected,
every two vertices are connected by a finite path. Let N2 be an integer such that
every two vertices are joined by a path whose d-value is at most N2. To show that
(G,F ) satisfies the triangle property, consider any three vertices u, v, w ∈ V , and let
N = N1 + 2N2. Assume that N0 := d(σ(u, v))− d(σ(u,w)) ≥ N . The path σ(w, v)
required in the definition of the triangle property is obtained as follows. If x is the
vertex in the definition of coprime GIFS, let σ(w, v) be a path from w to v that
is the concatenation of the three paths σ(w, x), σ(x, x), and σ(x, v), where σ(w, x)
and σ(x, v) are any paths from w to x and from x to v, respectively, such that q1 :=
d(σ(w, x)) ≤ N2, q2 := d(σ(x, v)) ≤ N2. Let σ(x, x) be obtained by, starting and
ending at x, traversing the closed paths ω1, ω2, · · · , ωm (as defined in the definition
of coprime) sufficiently many time so that d(σ(x, x)) = N−q1−q2. This is possible
because N−q1−q2 ≥ N−2N2 ≥ N1. Now d(w, v) = q1+(N−q1−q2)+q2 = N . 
Remark 1. If the digraph has just one vertex (the IFS case), then the GIFS is
coprime if and only if g := gcd{d(e), e ∈ E} = 1, which can always, without loss of
generality, be assumed by replacing the scaling constant s by sg.
Theorem 6. If a similarity GIFS satisfies the triangle property, then the balanced
tiling T (
←−
θ ) is repetitive for all parameters θ.
Proof. Since, by definition, θ is assumed filling for a balanced GIFS tiling, any patch
of T (
←−
θ ) is contained in T (
←−
θ , k) for some k. It then suffices to show that there exists
an integer n such that a copy congruent to T (
←−
θ , k) is contained in every tile of Tn
in the nth-level of the hierarchy T defined in Section 5. Let v = θ−k , i.e., the last
vertex of
←−
θ |k. Choose K > k and choose level n such that the following holds for
every t = f←−
θ |K ◦fσ(Aσ+) ∈ Tn: if u = θ−K , x = σ+, and σ(u, v) = θKθK−1 · · · θk+1,
then d(σ(u, v))−d(σ) ≥ N , where N is as in Definition 11. By the triangle property,
there is a path σ(x, v) from x to v such that d(σ(u, v)) = d(σ(u, x)) + d(σ(x, v)).
Now
T (
←−
θ , k) = {f←−
θ |k ◦ fω(Aω+) : ω− = u, 0 < d(ω)− d(
←−
θ |k) ≤ d(ω∗)}.
If
T = {f←−
θ |K ◦ fσ(u,x)σ(x,v)ω(Aω+) : ω− = u, 0 < d(ω)− d(
←−
θ |k) ≤ d(ω∗)},
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then T (
←−
θ , k) and T are isometric because
d(
←−
θ |k ω) = −d(←−θ |k) + d(ω)
= −d(←−θ |k)− d(σ(u, v)) + d(σ(u, x)) + d(σ(x, v)) + d(ω)
= −d(←−θ |K) + d(σ(u, x)σ(x, v)ω).
But each tile in T is contained in t ∈ Tn because fσ(x,v)ω(Aω+) ⊂ Aσ+ implies that
f←−
θ |K ◦ fσ(u,x) ◦ fσ(x,v)ω(Aω+) ⊂ f←−θ |K ◦ fσ(Aσ+). 
The following corollary follows immediately from Theorem 6 and Lemma 3.
Corollary 1. If a similarity GIFS is coprime, then the balanced tiling T (
←−
θ ) is
repetitive for all parameters θ.
6.3. When is a balanced tiling non-periodic?
Definition 12. For a basic subdivison B, let ∪B denote the union of the tiles in
B. A similarity GIFS is called rigid if the following property holds for any basic
i-subdivision B and any i′-subdivision B′: if the intersection B ∩B′ is a nonempty
set that tiles (∪B) ∩ (∪B′), then i = i′ and B = B′.
In Example 6 of Section 4.3, there is a basic subdivision B into four unit squares.
Clearly two congruent copies (red and blue) of B can intersect in a single square
as in Figure 16, implying that the GIFS of Example 6 is not rigid.
Figure 16. Showing non-rigidity of the GIFS in Example 6.
The following lemma states that, for a given rigid similarity GIFS, a tile pre-
serving isometry taking one balanced tiling onto another preserves the hierarchical
structure.
Lemma 4. If (G,F ) is rigid and if Φ is an isometry of Rd that maps T (
←−
θ ) to
T (
←−
θ′ ), then Φ maps tiles in ∪∞n=1T̂n(
←−
θ ) to tiles in ∪∞n=1T̂n(
←−
θ′ ).
Proof. It will be proved by induction on the level n, that every tile in T̂n(
←−
θ ) is
mapped by Φ to a tile in ∪∞k=1T̂k(
←−
θ′ ). By the hypothesis, this is true for n = 0;
assume that it is true for all m < n. Assume, by way of contradiction, that a tile
t ∈ T̂n(←−θ ) is not mapped to a tile in ∪∞k=1T̂k(
←−
θ′ ). Let m be the largest level less
than n such that t is tiled by a set Q of at least 2 tiles in T̂m(
←−
θ ). By the induction
hypothesis, the image under Φ of each tile in Q is a tile in ∪∞k=1T̂k(
←−
θ′ ). For each tile
q ∈ Q, let Mq be the least integer for which there exists a t′q ∈ T̂Mq (
←−
θ′ ) such that
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Φ(q) ( t′q. There is some q0 ∈ Q such that no q ∈ Q exists such that t′q ( t′ := t′q0 .
Let m′ be the largest integer less then Mq0 such that t
′
q0 /∈ T̂m′ . Let Q′ denote the
set of tiles of Tm′ that tile t
′. Then Φ(t)∩ t′ is tiled by Φ(Q)∩Q′. But Q is a basic
subdivision of t and Q′ is a basic subdivision of t′. Then Φ(t) 6= t′ contradicts the
rigidity assumption. 
Theorem 7. If a similarity GIFS is rigid, then, for all
←−
θ , the balanced tiling T (
←−
θ )
is not periodic.
Proof. Assume, by way of contradiction, that T = T (
←−
θ ) is periodic. Then it has
a translation symmetry τ . By Lemma 4, the translation τ maps, for all n, tiles in
T̂n to tiles in
⋃∞
n=0 T̂n. This leads to a contradiction since the size of the tiles in
T̂n eventually dwarfs the translational distance of τ . 
6.4. When are two balanced tilings congruent? Two tilings are said to be
congruent if there is a tile preserving isometry taking one tiling to the other.
Lemma 5. If balanced tilings T (
←−
θ ) and T (
←−
θ′ ) for a rigid GIFS are congruent,
then there exist integers K and K ′ such that wK(
←−
θ ) = wK
′
(
←−
θ′ ), where w is the
shift map on parameter space.
Proof. Given a rigid GIFS (G,F ) and a parameter θ ∈ ←−Σ∞, let t0 ∈ T (←−θ ) = T̂0.
Define a sequence of tiles
t0 ( t1 ( t2 ( t3 ( · · ·
inductively as follows: tn+1 is the minimal (with respect to containment) tile prop-
erly containing tn that belongs to a tiling in the hierarchy T̂0(
←−
θ ), T̂1(
←−
θ ), T̂2(
←−
θ ), . . . .
For a given k, if t0 = t(θ,S, k, σ) = f←−θ |k ◦ fσ(Aσ+), let the vertices of σ be
v0, v1, v2, . . . , vm, going from the end of σ to its beginning (the root of the pre-
tree). Then
(6.1) tj = f←−θ |k ◦ fσ|m−j(Avj )
for 0 ≤ j ≤ m.
Now assume that there is an isometry Φ that takes tiling T (
←−
θ ) to T (
←−
θ ′). Let
t0 ∈ T (←−θ ) and t′0 = Φ(t0) ∈ T (
←−
θ ′). Let
t0 ( t1 ( t2 ( t3 · · · and t′0 ( t′1 ( t′2 ( t′3 · · ·
be the respective hierarchical sequences of tiles defined in the previous paragraph.
With notation as above, the formula corresponding to Equation (6.1) is, with suf-
ficiently large k,
(6.2) t′j = f←−θ′ |k ◦ fσ′|m′−j(Av′j )
for 0 ≤ j ≤ m′.
We now prove by induction that t′n = Φ(tn) for all n ≥ 0. It is true by assumption
for n = 0. Assume that t′n = Φ(tn). By Lemma 4, Φ(tn+1) is a tile in
⋃∞
n=1 T̂n.
If Φ(tn+1) = t
′
n+1, then we are done; otherwise there is a tile t
′ ∈ ⋃∞n=1 T̂n such
that t′n ( t′ ( Φ(tn+1). But, again by Lemma 4, Φ−1(t′) is a tile in
⋃∞
n=1 T̂n such
that tn ( Φ−1 ( tn+1, which contradicts the definition of tn+1 as the minimal tile
properly containing tn.
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Since the basic subdivision of tn is the same as the basic subdivision of t
′
n for all
n ≥ 1, by rigidity we have v′0 = v0, v′1 = v1, v′2 = v2, . . . . Assuming, without loss
of generality, that path σ is at least as long as σ′, this implies that the part of σ′
between the vertex v′m′ to vertex v
′
0 (the whole path σ
′) is the same path as the
part of σ from vertex vm′ to vertex v0.
Now take M sufficiently large so that the following holds. Expressing t0 =
f←−
θ |M ◦ fσ̂(Aσ̂+), it must be the case that σ̂ = θM θM−1 · · · θk+1σ. Similarly σ̂′ =
θM θM−1 · · · θk+1σ′. But by the last sentence of the previous paragraph this implies
that
−θk+1 − θk+2 · · · − θM−(m−m′) = −θ′k+1+(m−m′) − θk+2+(m−m′) · · · − θ′M .
Since M can be arbitrarily large, applying the shift operator yields
wk(
←−
θ ) = wk+(m−m
′)(
←−
θ′ ).

Definition 13. For a given GIFS, call two parameters
←−
θ ,
←−
θ′ equivalent if there
exist integers K,K ′ such that d(
←−
θ |K) = d(←−θ′ |K ′) and wK(←−θ ) = wK′(←−θ′ ), where
w is the shift map. In other words, beginning segments of
←−
θ have the same d-value,
and the tails are identical.
Theorem 8. For a given GIFS and parameters
←−
θ and
←−
θ′ the balanced tilings
T (
←−
θ ) and T (
←−
θ ′) are congruent if and only if
←−
θ and
←−
θ′ are equivalent. Moreover
Φ = f←−
θ′ |K′ ◦ (f←−θ |K)−1 is an isometry taking T (
←−
θ ) to T (
←−
θ ′) .
Proof. First assume that
←−
θ and
←−
θ′ are equivalent. First note that Φ is an isometry
because d(
←−
θ |K) = d(←−θ′ |K ′). Suppose that K,K ′ are such that d(←−θ |K) = d(←−θ′ |K ′)
and wK(
←−
θ ) = wK
′
(
←−
θ′ ). Assume, without loss of generality, that k > max(K,K ′),
and let t = f←−
θ |k ◦ fσ(Aσ+) be an arbitrary tile in T (
←−
θ ). Then
Φ(t) = f←−
θ′ |K′ ◦ (f←−θ |K)
−1 ◦ f←−
θ |k ◦ fσ(Aσ+)
= f←−
θ′ |K′ ◦ (fθK+1)
−1 ◦ (fθK+2)−1 ◦ · · · ◦ (fθk)−1 ◦ fσ(Aσ+)
= f←−
θ′ |K′ ◦ (fθK′+1)
−1 ◦ (fθK′+2)−1 ◦ · · · ◦ (fθk+(K′−K))−1 ◦ fσ(Aσ+)
= f←−
θ′ |(k+K′−K) ◦ fσ(Aσ+),
which is a tile in T (
←−
θ ′) because
d(f←−
θ′ |(K′+k−K)) = d(f←−θ′ |K′) + d(
←−
θ |k)− d(←−θ |K) = d(f←−
θ |K) + d(
←−
θ |k)− d(←−θ |K)
= d(
←−
θ |k).
In the other direction, assume that there exists an isometry Φ that takes T (
←−
θ )
to T (
←−
θ ′). By Lemma 5, we may assume that
←−
θ = ←−α←−φ and ←−θ′ = ←−β←−φ , where
←−α ,←−β ∈ Σ∗ and ←−φ ∈ Σ∞. If d(α) = d(β), then the proof is complete. Otherwise,
assume that d(α) < d(β). Let k(α) := |α| and k(β) := |β|. Let t ∈ T (←−θ ) and
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t′ = Φ(T (
←−
θ )). Choose k > max (k(α), k(β)) and such that t ∈ T (←−θ , k(α) + k) and
t′ ∈ T (←−θ′ , k(β) + k). We have
t = f←−
θ |k(α)+k ◦ fσ(Aσ+) and t′ = f←−θ′ |k(β)+k ◦ fσ′(A(σ′+),
The last vertex, call it x, of the path
←−
φ |k, is the first vertex of both σ and σ′ and
is the root of the corresponding pre-trees.
In what follows we refer to the notation and results in the proof of Lemma 5.
Since d(α) < d(β). the paths can be expressed as
σ = σ1 σ2 · · ·σm
σ′ = σ′′ σ1 σ2 · · ·σm,
where σ′′ must be a closed path starting and ending at vertex x. Moreover, since t
and t′ are congruent, it must be the case that d(σ′′) = d(β) − d(α). Now, with j
an integer such that j > k + |σ′′| we have
σ = φj φj−1 · · ·φk+1 σ
σ′ = φj φj−1 · · ·φk+1 σ′′ σ.
Since the tails of these paths must be the same, we have φ′′ := φq φq−1 · · ·φk+1 =
σ′′, where q = k + |σ′′|. Therefore
←−
θ =←−α ←−φ =←−α ←−φ|k←−φ′′ wq(←−φ )
←−
θ′ =
←−
β
←−
φ =
←−
β
←−
φ|k←−φ′′ wq(←−φ ).
Recall that φ′′ = σ′′ is a closed path and that d(φ′′) = d(σ′′) = d(β)−d(α). Letting
K = |α|+ k + |φ′′| and K ′ = |β|+ k|, this implies that
wK(
←−
θ ) = w|α|+k+|φ
′′|(
←−
θ ) = w|β|+k(
←−
θ′ ) = wK
′
(
←−
θ′ )
and
d(
←−
θ |K) = d(α) + d(φ|k) + d(φ′′) = d(α) + d(φ|k) + d(β)− d(α) = d(β) + d(φ|k)
= d(
←−
θ′ |K ′),
proving that
←−
θ and
←−
θ′ are equivalent. 
6.5. When are there uncountably many balanced tilings?
Theorem 9. If a similarity GIFS (G,F ) is rigid, then there are an uncountable
number of balanced tilings for (G,F ) up to congruence.
Proof. Let
←−
θ be a parameter of the GIFS. Define
←−
θ to be disjunctive if any finite
path ω ∈ Σ∗ appears as a subpath of←−θ , i.e., there are paths α ∈ Σ∗, σ ∈ Σ∞, such
that
←−
θ = αω σ. By a proof as in [5], a disjunctive parameter is filling. The set
X of parameters modulo equivalence is uncountable. By [22], the set X contains
uncountably many disjunctive parameters. Therefore by Theorem 8, there are an
uncountable number of parameters that are simultaneously disjunctive and pairwise
have the distinct tails property. 
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