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Abstract
This paper analyzes the convex hull of the parametric curve
(
t, t2, · · · , tN
)
,
where t is in a closed interval. It finds that every point in the convex hull
is representable as a convex combination of N+1
2
points on the curve. It also
finds that the evaluation of the convex combination is a homeomorphism from
the convex combinations of N+1
2
points on the curve to the convex hull of the
curve, as long as the points are listed in increasing order, and as long as two
representations that are reachable from each other by removing terms with
coefficient zero, combining terms with the same point, the inverses of these
operations, or a sequence of these operations in any order, are considered to
be equivalent.
1 Introduction
This paper is about finding a way to represent the points in the convex
hull of the parametrically-defined curve
(
t, t2, t3, · · · , tN
)
in N -dimensional
real space, where t is in some closed interval of real numbers. One way to
do this is to use Carathe´odory’s Theorem to show that each point in the
convex hull of this curve is a convex combination of at most N + 1 points
on the curve. That theorem, however, leaves many possible ways to name
(as such a convex combination) most points in the convex hull, because the
possible convex combinations of N + 1 points on a 1-dimensional object
form a (2N + 1)-dimensional set, so points will have an N -dimensional set
of namings.
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This means that such namings have lots of redundant information, and
make functions on this convex hull have lots of critical points when this
convex hull is expressed in terms of these namings. This would be averted if
there could be a way to use fewer than N+1 points on the curve to name each
point in the convex hull. Ideally, each naming would use only N+1
2
points, as
there, the namings form a N -dimensional set, which is the same dimension
as that of the original object. That avoids having redudant information, but
cannot be done blindly, because it is possible that some point in the convex
hull does not have a naming. In other words, there might be a point in the
convex hull that cannot be written as a convex combination of as few as N+1
2
points on the curve. The theorem that is the subject of this paper shows
that that is not so; that, in fact, for any point in the convex hull, N+1
2
points
on the curve always suffice (although both the points on the curve, and their
coefficients in the convex combination, are allowed to vary when the point in
the convex hull changes).
If N is odd, then N+1
2
is an integer, so the optimal result of an N -
parameter naming is achieved. If N is even, then, still N+1
2
points on the
curve are used, the half of a point being a point whose coefficient is allowed
to vary, but which is fixed at the left endpoint on the interval. This point
only contributes 1 to the dimension of the set of namings, as opposed to
the 2 contributed by a point, for which both the position and coefficient are
allowed to vary. This turns out to also be enough to name every point in
the convex hull. In that sense, whether N is even or odd, every point in the
convex hull is a convex combination of N+1
2
points on the curve. This is the
theorem proven in this paper. This paper also shows that if the convex com-
binations are written in order of increasing t, and if all ”equivalent” convex
combinations (in the sense that one can be reached from another by adding
or removing terms with coefficient zero, and by combining or splitting terms
with the same t) are considered to be the same one, then the function that
actually evaluates the convex combination is a homeomorphism.
Other approaches to finding the convex hull of
(
t, t2, · · · , tN
)
are not
ruled out, particularly those using the new field of convex algebraic geometry,
which is introduced in [10]. For instance, Sinn’s [9] would help in establishing
the boundaries of this convex hull, if something known as the convex dual
(defined in that paper) of this curve were known, and if this convex hull were
to be shown to be a semi-algebraic set (that is, the solution set of a finite
system of inequalities, each of which is of the form “fixed polynomial in the
N variables is greater than 0” or “fixed polynomial in the N variables is not
less than 0”, or a finite union of such solution sets). Here, this (the convex
2
dual) would be the set of vectors v in ℜN , such that v ·
(
x, x2, · · · , xN
)
≥ −1,
where · is the usual dot product. This (when the dot product is expanded)
entails finding the whole set of polynomials of degree N or less that have
constant coefficient 1 and that are nonnegative on the entirety of a closed
interval. More would need to be done, such as finding the boundary of this
set. It might be possible to find the convex hull this way.
Another approach is to follow Section 5.2 of Vinzant’s [11], or to follow
Scheiderer’s [7], to get a semidefinite programming representation of the faces
of
(
t, t2, · · · , tN
)
with tmin ≤ t ≤ tmax (or any other truncated polynomial
curve, or even a one-dimensional semi-algebraic subset of ℜN in the case of
[7]). Either result would give the convex hulls one at a time, which does
not in itself give any general properties that hold for all N . In the context
of [11], this paper provides a step towards an answer to its question about
the general structure of the convex hull of a polynomial curve, all of whose
components are monomials.
Scheiderer’s result in [6] shows the existence of lifted linear-matrix-inequality
representations (a term defined in that paper) of convex hulls of a certain
class of curves. Henrion’s [2] shows how to rewrite the convex hull of a specific
rational curve as a projection of a set of vectors, such that when the linear
combination (using the components of a vector as coefficients) of specified
matrices is taken, the result is a positive semidefinite matrix for and only for
vectors in the set. Ranestad and Sturmfels’ [5] studies the boundaries of a
three-dimensional curve. Ranestad and Sturmfels’ [4] expresses the convex
hull of an algebraic variety in terms of the secant planes of varying dimen-
sions (with a k-dimensional secant plane intersecting the variety in at least
k + 1 points). Gouveia, Parrilo, and Thomas’ [1] approximates the convex
hull of an algebraic variety by constructing a specific sequence of potentially
larger objects than the convex hull, called theta bodies (a term defined in
that paper). Sedykh’s [8] classifies the local properties of the boundaries of
the convex hulls of almost all smooth curves that are functions from a circle
to ℜ3. Unfortunately, none of these results apply here, at least not directly,
because, while
(
t, t2, · · · , tN
)
is an algebraic curve (and an algebraic vari-
ety), its portion when t is restricted to a closed interval is not (or, at least,(
t, t2, · · · , tN
)
with tmin ≤ t ≤ tmax is not a representation of the curve as an
algebraic curve). In the case of [8], again the presence of boundaries makes
this curve (with N = 3) not a smooth function from a circle to ℜ3.
One reason to study the convex hull of a truncated polynomial curve is
that, often, a polynomial is an approximation to some other function, which
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is only valid in some closed interval (of the parameter). Outside this interval,
the actual function and the polynomial are far apart from each other. The
convex hull of the full curve possibly includes points that can only be obtained
as convex combinations that include one of those faraway points, but given
that the faraway points have nothing to do with the actual function, it is
meaningless to have the convex hull to include them.
The problem might also truncate the curve because certain values of a
parameter might not make sense in the context of a problem. For instance,
in [3], the problem motivating this, one cannot use more resources than one
has available, which creates a hard cutoff.
Theorem. Every point in the convex hull of the curve that is the image of
the parametric function CN : [tmin, tmax] → ℜ
N , such that CN (t) =


t
t2
t3
· · ·
tN

,
can be represented as a convex combination of at most N+1
2
points on this
curve if N is odd, or as a convex combination of N+2
2
points on this curve if
N is even. Furthermore, if N is even, one of these at most N+2
2
points on
the curve can be required to be the point CN (tmin).
Section 2 provides a proof of the theorem. Section 3 provides a proof
of the claim that the representation of the form guaranteed to exist by the
theorem is in fact unique, as long as the points are listed in ascending order
of t, all terms with coefficient zero are removed, and all terms with the same
point are merged. Section 4 provides a proof of the claim that, once this
merging is done, then the evaluation of the convex combination indicated is
a homeomorphism. The proofs in this paper are informal.
A motivation for this theorem is the following corollary, which is used in
[3].
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Corollary. The same is true if CN (t) were


N∑
s=0
a1st
s
N∑
s=0
a2st
s
N∑
s=0
a3st
s
· · ·
N∑
s=0
aNst
s


, with all the ais real
constants. That is, if all the entries of CN are polynomials in t with degree
at most N , then every point in the convex hull of CN still can be represented
as a convex combination of N+1
2
points on this curve if N is odd, or as a
convex combination of N+2
2
points on this curve if N is even. Furthermore,
if N is even, one of these N+2
2
can still be required to be the point CN (tmin).
Proof. This curve is the result of a linear transformation on the original CN .
Any point in the convex hull of the new CN is thus a convex combination of
points, each of which is the result of the same linear transformation applied
to points on the original CN . The linear transformation can be factored
out, and the other factor becomes a convex combination of points on the
original CN , which can be reduced to a convex combination of
N+1
2
points
on the original CN if N is odd, or as a convex combination of
N+2
2
points
on the original CN with one of points being at tmin if N is even. After
the reduction, the linear transformation can be distributed again, leaving a
representation as a convex combination of N+1
2
points on the new CN if N is
odd, or as a convex combination of N+2
2
points on the new CN with one of
points being at tmin if N is even. This still evaluates to the same point as
the convex combination at the beginning, providing a representation in the
form required by this lemma.
2 Existence
Lemma 1 (Lemma on Pseudo-Vandermonde Matrices). Let N be a nonneg-
ative integer, and let q be an integer with N+1
2
≤ q ≤ N + 1. Then, define
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the pseudo-Vandermonde matrix VN+1 (u1, u2, ..., uq) to be

1 1 · · · 1 0 0 · · · 0
u1 u2 · · · uq 1 1 · · · 1
u21 u
2
2 · · · u
2
q 2u1 2u2 · · · 2uN+1−q
· · · · · · · · · · · · · · · · · · · · · · · ·
uN1 u
N
2 · · · u
N
q Nu
N−1
1 Nu
N−1
2 · · · Nu
N−1
N+1−q


In other words, the first q columns of VN+1 (u1, u2, ..., uq) are the first q
columns of a Vandermonde matrix of size N + 1, while the last N + 1 − q
columns are the derivatives of the first N +1−q columns. Then, the pseudo-
Vandermonde matrix VN+1 (u1, u2, ..., uq) is nonsingular, as long as all the uj
are pairwise distinct.
Proof. Perform the following operations on the determinant of VN+1 (u1, u2, · · · , uq):
1) Zero out each entry of the first column other than the first, by subtract-
ing u1 times each row from the row immediately below, in the bottom-to-top
order.
2) Expand the determinant along the first column, leaving
det


u2 − u1 · · · uq − u1 1 · · · 1
u22 − u1u2 · · · u
2
q − u1uq 2u1 − u1 · · · 2uN+1−q − u1
u32 − u1u
2
2 · · · u
3
q − u1u
2
q 3u
2
1 − 2u1u1 · · · 3uN+1−q − 2u1uN+1−q
· · · · · · · · · · · · · · · · · ·
uN2 − u1u
N−1
2 · · · u
N
q − u1u
N−1
q Nu
N−1
1 − (N − 1)u1u
N−2
1 · · · Nu
N−1
N+1−q − (N − 1)u1u
N−2
N+1−q


3) Divide the first q−1 coumns by their top entry, which does not change
whether the determinant is zero (as the uj are pairwise distinct), leaving
det


1 · · · 1 1 · · · 1
u2 · · · uq 2u1 − u1 · · · 2uN+1−q − u1
u22 · · · u
2
q 3u
2
1 − 2u1u1 · · · 3uN+1−q − 2u1uN+1−q
· · · · · · · · · · · · · · · · · ·
uN−12 · · · u
N−1
q Nu
N−1
1 − (N − 1)u1u
N−2
1 · · · Nu
N−1
N+1−q − (N − 1)u1u
N−2
N+1−q


or, equivalently,
det


1 · · · 1 1 1 · · · 1
u2 · · · uq u1 2u2 − u1 · · · 2uN+1−q − u1
u22 · · · u
2
q u
2
1 3u
2
2 − 2u1u2 · · · 3u
2
N+1−q − 2u1uN+1−q
· · · · · · · · · · · · · · · · · · · · ·
uN−12 · · · u
N−1
q u
N−1
1 Nu
N−1
2 − (N − 1)u1u
N−2
2 · · · Nu
N−1
N+1−q − (N − 1)u1u
N−2
N+1−q


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4) Subtract the u2 through uq columns from the corresponding 2u2 − u1
through 2uq − u1 columnns (if they exist), leaving
det


1 · · · 1 1 0 · · · 0
u2 · · · uq u1 u2 − u1 · · · uN+1−q − u1
u22 · · · u
2
q u
2
1 2u
2
2 − 2u1u2 · · · 2u
2
N+1−q − 2u1uN+1−q
· · · · · · · · · · · · · · · · · · · · ·
uN−12 · · · u
N−1
q u
N−1
1 (N − 1)u
N−1
2 − (N − 1)u1u
N−2
2 · · · (N − 1)u
N−1
N+1−q − (N − 1)u1u
N−2
N+1−q


5) Divide the columns beginning with a 0 by their second entries (which
are nonzero), leaving
det


1 · · · 1 1 0 · · · 0
u2 · · · uq u1 1 · · · 1
u22 · · · u
2
q u
2
1 2u2 · · · 2uN+1−q
· · · · · · · · · · · · · · · · · · · · ·
uN−12 · · · u
N−1
q u
N−1
1 (N − 1)u
N−2
2 · · · (N − 1) u
N−2
N+1−q


but this is a smaller pseudo-Vandermonde matrix, still with all of the first
q columns distinct.
The u1 column might not exist, but then, q = N +1, so steps 4 and 5 did
nothing, and the result is
det


1 · · · 1
u2 · · · uq
u22 · · · u
2
q
· · · · · · · · ·
uN−12 · · · u
N−1
q


In either case, the result is the determinant of a smaller pseudo-Vandermonde
matrix, which is zero if and only if the determinant of the original pseudo-
Vanderminde matrix was zero. Eventually, this gets down to a 1-by-1 matrix,
where N = 0 and q = 1 (no other integer q satisfies 0+1
2
≤ q ≤ 0 + 1), and
the single entry of this matrix is 1. That matrix has determinant 1, so the
original pseudo-Vandermonde matrix has a nonzero determinant, and is thus
nonsingular.
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Definition 1. For any positive integer N , and for any two real numbers
tmin and tmax, define the curve CN to be image of the parametric function
CN : [tmin, tmax]→ ℜ
N , such that CN (t) =


t
t2
t3
· · ·
tN

.
Definition 2. Define the convex hull of CN to be the set of all finite con-
vex combinations of points on CN . A naming of a point


v1
v2
v3
· · ·
vN

 is a rep-
resentation of that point as a convex combination of points on CN of the
form
M∑
j=1
cj


tj
t2j
t3j
· · ·
tNj

 (which, when evaluated, results in the point


v1
v2
v3
· · ·
vN

 ). The
terms are to be ordered in increasing order of tj. The same naming can also
be represented as a tuple, (c1, · · · , cN , t1, · · · , tN).
Definition 3. A naming is a naming of some point in the convex hull of
CN .
Definition 4. For any positive integer M , an M-naming is a naming that
uses M points.
Definition 5. For any positive integer M , define an
(
M − 1
2
)
-naming as an
M-naming with t1 = tmin. (It is called that way, because there is a (2M − 2)-
parameter family of
(
M − 1
2
)
-namings, while there is a (2M − 3)-parameter
family of (M − 1)-namings and there is a (2M − 1)-parameter family of M-
namings.)
Definition 6. For any positive integer M , let an M-naming be reducible
if and only if, either two adjacent terms use the same point, or a term has
coefficient 0. Let an
(
M − 1
2
)
-naming be reducible if and only if, either two
adjacent terms use the same point, or a term has coefficient 0. (Note that
c1 = 0 does not suffice to make an
(
M − 1
2
)
-naming reducible. Also note
that, because the terms are in increasing order of t, then if two non-adjacent
terms use the same point, then all terms between them use that point also,
so the M-naming is still reducible.)
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Lemma 2 (Dimension Reduction Lemma). For any positive integer N , and
for any positive integer or positive half-integer M ′, any point in the convex
hull of CN that has a reducible M
′-naming also has an (M ′ − 1)-naming (no
claim is made about whether or not this (M ′ − 1)-naming is reducible).
Proof. Let M =M ′ if M ′ is an integer or M =M ′+ 1
2
if M ′ is a half-integer.
(Note that an M ′-naming is an M-naming in either case.) If two adjacent
terms use the same point, then they can be combined into a single term. If
a term (not the first one if M ′ is a half-integer) has coefficient zero, then
it can be removed. The result is an M-naming, and if M ′ is a half-integer,
then its first point is still at tmin, because it was not removed, so the result
is an M ′-naming. (The points are still in increasing order of tj , because any
merger of two terms is only a merger of two points with the same t, which
are adjacent to each other.)
Definition 7. For any positive integer or a positive half-integer M ′, let an
l-boundary M ′-naming be a naming that is on exactly l boundaries of the
naming space. Any zero coefficient counts as one boundary. Any two adjacent
terms using the same point count as one boundary. If the first term uses the
point at tmin, that counts as one boundary if M
′ is an integer. (It does not
count if M ′ is a half-integer, because it is a required condition for every M ′-
naming in this case.) If the last term uses the point at tmax, that counts as
one boundary.
Remark. The name l-boundary naming comes from the fact that each of the
statements is the equality case of one of the inequalities that are requirements
to be an M-naming or
(
M − 1
2
)
-naming. These are the boundaries of the
space of the namings, so an l-boundary naming is a naming that is on l
boundaries of the naming space.
Definition 8. For any positive integer or positive half-integer M , let an in-
terior M-naming be a 0-boundary M-naming, and let a boundary M-naming
be an l-boundary M-naming, with l > 0.
Remark. From the definition of boundary M-namings, every reducible M-
naming is a boundary M-naming, but there are boundary M-namings that
are not reducible M-namings, namely those using the point at tmax, those
using the point at tmin if M
′ is an integer, and those with first coefficient
zero if M ′ is a half-integer.
Lemma 3 (Lemma on Non-Reducible Boundary Namings). For any positive
integer M :
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1) the non-reducible 1-boundary M-namings satisfy either t1 = tmin or
tM = tmax, but not both;
2) the non-reducible 2-boundary M-namings satisfy both t1 = tmin and
tM = tmax; and
3) there are no non-reducible l-boundary
(
M − 1
2
)
-namings with l ≥ 3;
4) the non-reducible 1-boundary
(
M − 1
2
)
-namings satisfy either tM =
tmax or c1 = 0, but not both;
5) the non-reducible 2-boundary
(
M − 1
2
)
-namings satisfy both tM = tmax
and c1 = 0; and
6) there are no non-reducible l-boundary
(
M − 1
2
)
-namings with l ≥ 3.
Proof. The only boundaries that do not make an M-naming reducible are
the first term using the point at tmin, and the last term using the point
at tmax, so the non-reducible 1-boundary M-namings are on exactly one of
these boundaries and the non-reducible 2-boundary M-namings are on both
of them, and there can be no non-reducible l-boundary M-namings with
l ≥ 3. This shows 1), 2), and 3).
Similarly, the only boundaries that do not make an
(
M − 1
2
)
-naming
reducible are the first term having coefficient zero, and the last term using
the point at tmax, so the non-reducible 1-boundary
(
M − 1
2
)
-namings are on
exactly one of these boundaries and the non-reducible 2-boundary
(
M − 1
2
)
-
namings are on both of them, and there can be no non-reducible l-boundary(
M − 1
2
)
-namings with l ≥ 3. This shows 4), 5), and 6).
Lemma 4 (Lemma on Neighborhoods of Namings). Let N be a positive
integer. Then:
1) around each interior
(
N+3
2
)
-naming of a specific point, there is a 2-
dimensional differentiable neighborhood of
(
N+3
2
)
-namings of that point, and
2) around each 1-boundary
(
N+3
2
)
-naming of a specific point on a given
boundary, there is a 1-dimensional differentiable neighborhood of
(
N+3
2
)
-
namings of that point that are on that boundary.
Remark. This is what justifies the use of Lagrange multipliers in Lemma 7,
the Lack of Local Extrema Lemma.
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Proof. Let P be a non-reducible
(
N+3
2
)
-naming of a point


v1
v2
· · ·
vn

 . Also, let
M be N+3
2
or N+4
2
, whichever of these is an integer. Then, P , which is an(
N+3
2
)
-naming is an M-naming (with its t1 equal to 0 if M =
N+4
2
). Let P
be the convex combination
M∑
j=1
cj


tj
t2j
· · ·
tNj

. Since this must evaluate to


v1
v2
· · ·
vn

,
and since the sum of the cj is 1, it follows that
M∑
j=1
cj


1
tj
t2j
· · ·
tNj

 =


1
v1
v2
· · ·
vN


Let γ be the function from the set of all
(
N+3
2
)
-namings to the convex hull
of CN , with
γ (c1, c2, · · · , cM , t1, t2, · · · , tM) =


M∑
j=1
cj


1
tj
t2j
· · ·
tNj



−


1
v1
v2
· · ·
vN


Thus, the vector condition becomes simply γ (c1, c2, · · · , cM , t1, t2, · · · , tM) =
0 (with 0 being the N -dimensional zero vector). For all i ∈ {0, 1, · · · , N}, let
γi (c1, c2, · · · , cM , t1, t2, · · · , tM) =
(
M∑
j=1
cjt
i
j
)
− vi
which means that the γi are the components of γ as a vector. For convenience,
v0 was defined to be 1.
The partial derivatives of γi are:
∂γi
∂cj′
= tij′
and
∂γi
∂tj′
= cj′
(
iti−1j′
)
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IfM = N+4
2
, or if P is a boundary
(
N+3
2
)
-naming, or both, then some of these
derivatives are not necessary, because the variable they are with respect to
is held constant, as in the following table (which also defines the type of each
case):
M Boundary count Boundary equation Variables held constant Type
N+3
2
0 none none 1
N+3
2
1 t1 = tmin t1 2a
N+3
2
1 tM = tmax tM 2b
N+4
2
0 none t1 3
N+4
2
1 tM = tmax t1 and tM 4a
N+4
2
1 c1 = 0 t1 and c1 4b
By Lemma 3, the Lemma on Non-Reducible Boundary Namings, the(
N+3
2
)
-namings of types 2a, 2b, 4a, and 4b are the only non-reducible 1-
boundary
(
N+3
2
)
-namings.
In any case, the matrix of partial derivatives (with the rows indicating
which of the γi is differentiated, and the columns indicating the variable with
which the derivative is taken, in the order c1, c2, · · · , cM , t1, t2, · · · , tM) is:

1 1 · · · 1 0 0 · · · 0
t1 t2 · · · tM c1 c2 · · · cM
t21 t
2
2 · · · t
2
M 2c1t1 2c2t2 · · · 2cMtM
t31 t
3
2 · · · t
3
M 3c1t
2
1 3c2t
2
2 · · · 3cMt
2
M
· · · · · · · · · · · · · · · · · · · · · · · ·
tN1 t
N
2 · · · t
N
M Nc1t
N−1
1 Nc2t
N−1
2 · · · NcM t
N−1
M


with zero, one, or two, of its columns removed, depending on the type of P .
It will now be shown that this matrix has full rank.
For convenience, call the columns by the name of the variable with respect
to which the partial derivative was taken to get that column. The names of
the removed columns are exactly the variables that are held constant.
Regardless of the type of P , the rank of the matrix is unaffected by a
multiplication (or division) of one of its columns by a non-zero constant. So,
without affecting the rank, each non-removed tj column can be divided by cj,
as no cj is zero, or else P would have been a reducible
(
N+3
2
)
-naming (except
when P is of type 4b, but then, t1 was held constant, so the t1 column was
already removed).
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This leaves the matrix

1 1 · · · 1 0 0 · · · 0
t1 t2 · · · tM 1 1 · · · 1
t21 t
2
2 · · · t
2
M 2t1 2t2 · · · 2tM
t31 t
3
2 · · · t
3
M 3t
2
1 3t
2
2 · · · 3t
2
M
· · · · · · · · · · · · · · · · · · · · · · · ·
tN1 t
N
2 · · · t
N
M Nt
N−1
1 Nt
N−1
2 · · · Nt
N−1
M


with some columns removed. This matrix has N +1 rows and at least N +1
columns (it had 2M ≥ N + 3 columns before the removals, with at most 2
columns removed). Thus, it has at least as many columns as it has rows. If
some (perhaps none) columns can be removed to make this a square matrix
that is not singular, then the matrix before this second removal has full rank.
Which additional columns are removed depends on the type of P .
Type Removed columns M Columns remaining Further removed columns
1 none N+3
2
N + 3 c1 and t1
2a t1
N+3
2
N + 2 c1
2b tM
N+3
2
N + 2 cM
3 t1
N+4
2
N + 3 c1 and tM
4a t1 and tM
N+4
2
N + 2 c1
4b t1 and c1
N+4
2
N + 2 tM
For types 1, 2a, and 2b, one of the cj columns and the corresponding
one of the tj columns was removed, so the remaining matrix is a pseudo-
Vandermonde matrix (since it is a square matrix and each “derivative” col-
umn has a corresponding “


1
tj
· · ·
tNj

 ” column). For types 3, 4a, and 4b, one
such pair of columns, along with another tj column, is removed, so, again, the
remaining matrix is a pseudo-Vandermonde matrix. The tj are all distinct,
so the remaining matrix is nonsingular and thus of full rank (rank N + 1).
Adding back the further removed columns leaves the rank at N + 1, so the
matrix still has full rank.
That means, by the Implicit Function Theorem [12], that, when γ (c1, · · · , cM , t1, · · · , tN)
is held at zero and the variables indicated by the type of P are held con-
stant according to type, all variables (c1, c2, · · · , cM , t1, t2, · · · , cM except t1
if M = N+4
2
) are differentiable functions of the further-removed variables, or
of the one further-removed variable (call them y1 and y2, or just y1, as the
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case may be), in some neighborhood of P (y1) and P (y2), or just of P (y1),
as the case may be. Furthermore, the number of variables is exactly as this
lemma requires: 2 if P is of type 1 or 3 (a 0-boundary naming), and 1 if P
is of any other type (a 1-boundary naming).
This provies a differentiable neighborhood of tuples around P with γ = 0.
For all types of P :
Type M Fixed equalities Boundaries
1 N+3
2
none 0
2a N+3
2
t1 = tmin 1
2b N+3
2
tM = tmax 1
3 N+4
2
t1 = tmin 0
4a N+4
2
t1 = tmin and tM = tmax 1
4b N+4
2
t1 = tmin and c1 = 0 1
so there is no room for any other of t1 = 0, or tM = 0, or c1 = 0 to hold
for P , as that would increase the boundary count of the
(
N+3
2
)
-naming P . P
cannot be on any other boundary (no other cj can be zero and no two adjacent
tj can be equal). Thus, if the neighborhood is small enough, the tuples in the
neighborhood areM-namings of


v1
v2
· · ·
vN

, as γ (c1, c2, · · · , cM , t1, t2, · · · , tM) =
0 ensures that they evaluate to that point and have the coefficients sum to
1, and the coefficients (except c1 if N is even) are positive (because the
coefficients of P are positive) and are in strictly-increasing order (because
that is true for P ), and the tj (other than the exceptions in the table) are in
the open interval (tmin, tmax) (because that is true for P ), and because any
cj or tj that is an exception is at the same value as the same cj or tj of P .
Furthermore, if N+3
2
is a half-integer (so M = N+4
2
), then the fixed t1 = 0
equality guarantees that theM-namings in the neighborhood of P are
(
N+3
2
)
-
namings. If N+3
2
is an integer (so M = N+3
2
), then the M-namings in the
neighborhood of P are automatically
(
N+3
2
)
-namings.
Also, if P is a 1-boundary
(
N+3
2
)
-naming, then the
(
N+3
2
)
-namings in
the neighborhood of P are likewise 1-boundary namings, because they are
on the same boundary as the boundary on which P is. If, instead, P is a
0-boundary
(
N+3
2
)
-naming, then the
(
N+3
2
)
-namings in the neighborhood of
P are likewise 0-boundary namings, because P is at least a certain distance
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away from any boundary.
Thus, these tuples are, in fact,
(
N+3
2
)
-namings that are on the same
boundaries on which P is. So, in fact, there exists a 2-dimensional differen-
tiable neighborhood of
(
N+3
2
)
-namings, if P is a 0-boundary
(
N+3
2
)
-naming,
or a 1-dimensional differentiable neighborhood of
(
N+3
2
)
-namings, if P is a
1-boundary
(
N+3
2
)
-naming, every naming in which is on the same boundaries
on which P is. This is what this lemma claimed.
Lemma 5 (Compactness Lemma). For all positive integers and positive half-
integers M ′, for all positive integers N , and for all points

 v1· · ·
vN

 in the
convex hull of CN , the set of all M
′-namings of

 v1· · ·
vN

 is compact.
Proof. Let M = M ′ or M ′ + 1
2
, whichever of these is an integer. It suffices
to show that this set is closed and bounded. Let (c1, · · · , cM , t1, · · · , tN) be
a naming of the point

 v1· · ·
vN

. The set of tuples meeting each individual
condition of being an M-naming of

 v1· · ·
vN

 (that each coefficient be non-
negative, that each tj be not lower than the previous one, that each tj be
in the closed interval [tmin, tmax], that the sum of the coefficient be 1, and
that
M∑
j=1
cj

 tj· · ·
tNj

 =

 v1· · ·
vN

 ) is closed, so the set of M-namings of

 v1· · ·
vN

 is
an intersection of closed sets, and is thus closed. The set of tuples meeting
the additional constraint t1 = tmin is also closed, which makes the set of
all M ′-namings of

 v1· · ·
vN

 closed regardless of whether M ′ is an integer or
a half-integer (as the intersection of two closed sets is closed). The set of
M-namings of

 v1· · ·
vN

 is bounded, because each tj (point on the curve CN)
is in the closed interval [tmin, tmax], and because each cj (coefficient) is in the
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closed interval [0, 1]. The set ofM ′-namings of

 v1· · ·
vN

 is a subset of the set of
M-namings of

 v1· · ·
vN

, so it is likewise bounded. Thus, the set ofM ′-namings
of

 v1· · ·
vN

 is closed and bounded, and therefore, it is compact.
Lemma 6. If N = 0 or N = 1, then any point in the convex hull of CN has
a reducible
(
N+3
2
)
-naming.
Proof. If N = 0, then N+3
2
= 3
2
. (1, 0, tmin, tmax) is a 2-naming of


v1
v2
v3
· · ·
vN

,
as all the ts are in increasing order, and satisfy tmin ≤ tj ≤ tmax, and as
all the cs are nonnegative and sum to 1, and as
M∑
j=1
cj


tj
t2j
t3j
· · ·
tNj

 =


v1
v2
v3
· · ·
vN

 is
satisfied automatically because both sides are vectors with no components.
(1, 0, tmin, tmax) is a
(
3
2
)
-naming, as t1 = tmin; it is also reducible, because
c2 = 0, so the lemma holds for N = 0.
If N = 1, then N+3
2
= 2. (1, 0, v1, tmax) is a 2-naming of


v1
v2
v3
· · ·
vN

 , as all
the ts are in increasing order, and satisfy tmin ≤ tj ≤ tmax (as both of these
statements hold because tmin ≤ v1 ≤ tmax, and this is required because CN
is the set (v1) with tmin ≤ v1 ≤ tmax, which is its own convex hull), and as
the cs are all nonnegative and sum to 1, and as
M∑
j=1
cj


tj
t2j
t3j
· · ·
tNj

 =


v1
v2
v3
· · ·
vN

 is
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satisfied (because N = 1 and
2∑
j=1
cjtj = c1t1 + c2t2 = 1(v1) + 0(tmax) = v1).
(1, 0, v1, tmax) is reducible because c2 = 0, so the lemma holds for N = 1
also.
Lemma 7 (Lack of Local Extrema Lemma). For any point in the convex
hull of CN , no 0-boundary
(
N+3
2
)
-naming of that point or non-reducible 1-
boundary
(
N+3
2
)
-naming of that point is a local maximum or a local mini-
mum of any of its tj variables that were not fixed. ”Local” means ”in the
2-dimensional or 1-dimensional neighborhood that is guaranteed to exist by
Lemma 4, the Lemma on Neighborhoods of Namings”.
Proof. Let M be N+3
2
or N+4
2
, whichever of these is an integer. Also let
(c1, c2, · · · , cM , t1, t2, · · · , tM) be a 0-boundary
(
N+3
2
)
-naming of
(
v1v2 · · · vN
)
,
or a non-reducible 1-boundary
(
N+3
2
)
-naming of that point. By Lemma 4,
the Lemma on Neighborhoods of Namings, there is a 2-dimensional or 1-
dimensional neighborhood of
(
v1v2 · · · vN
)
around (c1, c2, · · · , cM , t1, t2, · · · , tM).
(The number of dimensions depends on the number of boundaries: 2 dimen-
sions for a non-reducible 1-boundary
(
N+3
2
)
-naming, or 1 dimension for a
non-reducible 1-boundary
(
N+3
2
)
-naming.)
Suppose that (c1, c2, · · · , cM , t1, t2, · · · , tM) is a local maximum or a local
minimum of ts, where s is such that ts is not fixed. Lagrange multipliers can
be used to check if that is indeed the case.
Lemma 3, the Lemma on Non-Reducible Boundary Namings, shows that,
if M = N+3
2
, then all non-reducible 1-boundary
(
N+3
2
)
-namings satisfy either
t1 = tmin or tM = tmax, and if M =
N+4
2
, then all non-reducible 1-boundary(
N+3
2
)
-namings satisfy either tM = tmax or c1 = 0.
The possibilities for the number and equations of boundaries, as well as
for whether M is N+3
2
or N+4
2
will be classified by type (which means exactly
the same as in Lemma 4 (the Lemma on Neighborhoods of Namings). The
type determines the fixed variables:
Type M Boundaries Fixed variables
1 N+3
2
none none
2a N+3
2
t1 = tmin t1 = tmin
2b N+3
2
tM = tmin tM = tmax
3 N+4
2
none t1 = tmin
4a N+4
2
tM = tmax t1 = tmin and tM = tmax
4b N+4
2
c1 = 0 t1 = tmin and c1 = 0
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The constraints on (c1, c2, · · · , cM , t1, t2, · · · , tN) come from the definition
of M-naming (any fixed variables will be considered to be constants, and so,
they do not contribute additional constraints), and they are:
M∑
j=1
cj = 1
M∑
j=1
cj


tj
t2j
t3j
· · ·
tNj

 =


v1
v2
v3
· · ·
vN


which can be rewritten as a system of scalar constraints
∀i∈{0,1,··· ,N}
M∑
j=1
cjt
i
j = vi
with v0 = 1.
Regardless of the type, Lagrange multipliers specify that the gradient of
the optimized function (let ts be optimized) must equal a linear combination
of the gradients of the constraints. Lagrange multipliers can be used, because
each 0-boundary naming and each non-reducible 1-boundary naming has a
neighborhood of the correct dimension (as shown in Lemma 4, the Lemma
on Neighborhoods of Namings) so:
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∇tj′ =
N∑
i=0
(
λi∇
M∑
j=1
cjt
i
j
)


∂ts
∂c1
∂ts
∂c2
· · ·
∂ts
∂cM
∂ts
∂t1
∂ts
∂t2
· · ·
∂ts
∂tM


=
N∑
i=0


λi


∂
∂c1
[
M∑
j=1
cjt
i
j
]
· · ·
∂
∂cM
[
M∑
j=1
cjt
i
j
]
∂
∂t1
[
M∑
j=1
cjt
i
j
]
· · ·
∂
∂tM
[
M∑
j=1
cjt
i
j
]




The components whose variables were fixed are understood to be skipped.
This simplifies to:
∀j′cj′ is not fixed
∂ts
∂cj′
=
N∑
i=0
(
λicj′t
i
j′
)
∀j′tj′ is not fixed
∂ts
∂tj′
=
N∑
i=0
(
iλicj′t
i−1
j′
)
∀j′cj′ is not fixed
∂ts
∂cj′
=
N∑
i=0
λit
i
j′
∀j′tj′ is not fixed
1
cj′
∂ts
∂tj′
=
N∑
i=0
iλit
i−1
j′
The last step is justified, because if cj′ = 0, then that makes (c1, c2, · · · , cM , t1, t2, · · · , tM)
a reducible naming (unless j′ = 1 and M = N+4
2
, but t1 is fixed then, so that
equation was not considered in that case).
Let P (z) =
N∑
i=0
λiz
i be a polynomial of degree N or less in z. Then, its
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derivative is dP
dz
=
N∑
i=0
iλiz
i−1. Therefore, the conditions simplify to:
∀j′cj′ is not fixed
∂ts
∂cj′
= P (tj′)
∀j′tj′ is not fixed
1
cj′
∂ts
∂tj′
=
(
dP
dz
)
z=tj′
All (except ∂ts
∂ts
and the partial derivatives with respect to fixed variables) of
the ∂ts
∂cj′
and ∂ts
∂tj′
are zero. Therefore, with some exceptions,
P (tj′) = 0(
dP
dz
)
z=tj′
= 0
The exceptions depend on type, and are:
Type M Fixed variables Exceptions
1 N+3
2
none ts
2a N+3
2
t1 = tmin t1 and ts
2b N+3
2
tM = tmax ts and tM
3 N+4
2
t1 = tmin t1 and ts
4a N+4
2
t1 = tmin and tM = tmax t1 and ts and tM
4b N+4
2
t1 = tmin and c1 = 0 t1 and ts and c1
Note that ts is not a duplicate of any other exception, because s was
defined to have ts not fixed.
If j′ is such that neither cj′ nor tj′ is an exception, then P (tj′) and(
dP
dz
)
z=tj′
= 0, so tj′ is a double root of P . If j
′ is such that only tj′ is an
exception, then P (tj′) and
(
dP
dz
)
z=tj′
= 0, so tj′ is a root of P . As all the ts
are distinct (otherwise, (c1, c2, · · · , cM , t1, t2, · · · tM) is reducible), these facts
can be used to provide a lower bound on the number of roots of P . This
table shows the minimum order of each root tj′ (which could be 0).
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Type M Exceptions Non-roots Single roots Total roots Total roots
1 N+3
2
ts none ts 2M − 1 N + 2
2a N+3
2
t1 and ts none t1 and ts 2M − 2 N + 1
2b N+3
2
ts and tM none ts and tM 2M − 2 N + 1
3 N+4
2
t1 and ts none t1 and ts 2M − 2 N + 2
4a N+4
2
t1 and ts and tM none t1 and ts and tM 2M − 3 N + 1
4b N+4
2
t1 and ts and c1 t1 ts 2M − 3 N + 1
In each type, P is an N -th degree polynomial with more than N roots.
Thus, P is the zero polynomial. However, ∀j′tj′ is not fixed
1
cj′
∂t2
∂tj′
=
(
dP
dz
)
z=tj′
implies that 1
c2
=
(
dP
dz
)
z=t2
, but this statement cannot be correct, given that
P is the zero polynomial.
Thus, the system of equations from the Lagrange multipliers leads to a
contradiction, and thus, has no solutions. This means that (c1, c2, · · · , cM , t1, t2, · · · tM )
is neither a local maximum of ts nor a local minimum of ts. Therefore, for any
point in the convex hull of CN , no 0-boundary
(
N+3
2
)
-naming of that point
or non-reducible 1-boundary
(
N+3
2
)
-naming of that point is a local maximum
or a local minimum of any of its tj variables that were not fixed.
Lemma 8 (Uniqueness of the 2-Boundary Non-reducible Naming Lemma).
For a point in the convex hull of CN , there is at most one non-reducible
2-boundary
(
N+3
2
)
-naming.
Proof. LetM be N+3
2
or N+4
2
, whichever of these is an integer. Let
M∑
j=1
cj


tj
t2j
· · ·
tNj


and
M∑
j=1
cj


tj
t2j
· · ·
tNj

 be two non-reducible 2-boundary (N+32 )-namings of the
same point in the convex hull of CN . Thus,
M∑
j=1
cj


1
tj
t2j
· · ·
tNj

 =
M∑
j=1
c′j


1
t′j
t′2j
· · ·
t′Nj


as the equality in the first components comes from the coefficients summing
to 1, and the equalities in the other components come from the namings
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evaluating to the same point. By the definition of the half-integer naming,
if M = N+4
2
, then t1 = tmin and t
′
1 = tmin. Further, by Lemma 3, the
Lemma on Non-Reducible Boundary Namings, if M = N+3
2
, then t1 = tmin,
t′1 = tmin, tM = tmax, and t
′
M = tmax, and if M =
N+4
2
, then tM = tmax,
t′M = tmax, c1 = 0, and c
′
1 = 0. In either case, t1 = tmin, t
′
1 = tmin,
tM = tmax, and t
′
M = tmax hold. Thus, the previous statement implies that:
c1


1
t1
t21
· · ·
tN1

+
M−1∑
j=2
cj


1
tj
t2j
· · ·
tNj

 + cM


1
tM
t2M
· · ·
tNM

 = c′1


1
t′1
t′21
· · ·
t′N1

+
M−1∑
j=2
c′j


1
t′j
t′2j
· · ·
t′Nj

+ c′M


1
t′M
t′2M
· · ·
t′NM


c1


1
tmin
t2min
· · ·
tNmin

 +
M−1∑
j=2
cj


1
tj
t2j
· · ·
tNj

+ cM


1
tmax
t2max
· · ·
tNmax

 = c′1


1
tmin
t2min
· · ·
tNmin

+
M−1∑
j=2
c′j


1
t′j
t′2j
· · ·
t′Nj

+ c′M


1
tmax
t2max
· · ·
tNmax


(c1 − c
′
1)


1
tmin
t2min
· · ·
tNmin

+
M−1∑
j=2
cj


1
tj
t2j
· · ·
tNj

−
M−1∑
j=2
c′j


1
t′j
t′2j
· · ·
t′Nj

+ (cM − c′M)


1
tmax
t2max
· · ·
tNmax

 =


0
0
0
· · ·
0


Since, if M = N+4
2
, then c1 = 0 and c
′
1 = 0 (as shown earlier), in that case,
the first term disappears. This can be rewritten in matrix form:


1 1 · · · 1 1 · · · 1 1
tmin t2 · · · tM−1 t
′
2 · · · t
′
M−1 tmax
t2min t
2
2 · · · t
2
M−1 t
′2
2 · · · t
′2
M−1 t
2
max
· · · · · · · · · · · · · · · · · · · · · · · ·
tNmin t
N
2 · · · t
N
M−1 t
′N
2 · · · t
′N
M−1 t
N
max




c1 − c
′
1
c2
· · ·
cM−1
−c′2
· · ·
−c′M−1
cM − c
′
M


=


0
0
0
· · ·
0


without its first column if M = N+4
2
. The number of rows (N + 1) and the
number of columns (2M − 2 if M = N+3
2
, or 2M − 2 if M = N+3
2
) are equal,
so this is a square matrix. This is also a pseudo-Vandermonde matrix (in
fact, it is a Vandermonde matrix). Thus, it is nonsingular, unless two of the
ts and t′s are equal.
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If two ts or two t′s are equal (with tmin and tmax in both groups), one of
the namings is reducible. If one t and one t′ are equal, then in the vector
form of the equation, merge the two terms, discard the last component of
all the vectors, and reconvert to matrix form. The result is still a pseudo-
Vandermonde matrix, and the c vector has a c and a −c′ component (with
the same indices as the t and the t′) replaced by the corresponding c− c′.
As long as some t equals some t′ (neither of them can be one of the ts
in the already-merged terms, as that would be both a t and a t′, and if it
equals another t or another t′, then one of the namings is reducible), repeat
the procedure. Eventually, the ts would all be distinct.
At this point, the c vector is all zero, as the pseudo-Vandermonde matrix
is nonsingular. If there were fewer than M − 2 mergings, then in the c
vector, at least one of the cs is unmerged with a c′, and is thus zero, making
M∑
j=1
cj


tj
t2j
· · ·
tNj

 reducible. (If M = N+42 , then c1 is not one of the cs in the c
vector, so it is another c that is 0.) If there were M − 2 mergings (and there
cannot be more, because each merging involves one of the ts, and they are
different from each other and from tmin and tmax), then all the entries in the
c vector are c − c′ differences, each of which having coefficients the same as
those of a merged pair of a t and a t′. These differences are all zero, but
that makes for a c and a c′ equalling each other when the t and the t′ with
the same indices equal each other. These equalities cover all of c2, · · · , cM−1
and c2, · · · , cM−1, so
M−1∑
j=2
cj


1
tj
t2j
· · ·
tNj

 and
M−1∑
j=2
c′j


1
t′j
t′2j
· · ·
t′Nj

 are the same sum (and
the terms are not rearranged because the tj are in ascending order, as are
the t′j). Since t1 = tmin = t
′
1 and tM = tmax = t
′
M , and since c1 = c
′
1 (from
c1−c
′
1 = 0 if M =
N+3
2
, or from c1 = 0 = c
′
1 ifM =
N+4
2
) and cM = c
′
M (from
cM − c
′
M = 0), it follows that the two namings
M∑
j=1
cj


1
tj
t2j
· · ·
tNj

 and
M∑
j=1
c′j


1
t′j
t′2j
· · ·
t′Nj


are term-for-term the same. Thus, no point in the convex hull of CN can
have two distinct 2-boundary
(
N+3
2
)
-namings.
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Lemma 9 (Non-Isolation of the 2-Boundary Non-reducible Naming Lemma).
If a point in the convex hull of CN has a non-reducible 2-boundary
(
N+3
2
)
-
naming, then that point has at least one other
(
N+3
2
)
-naming.
Proof. Let M be N+3
2
or N+4
2
, whichever of these is an integer. For any
positive real number ǫ, let an ǫ-extended M-naming of a point


v1
v2
v3
· · ·
vN

 be the
same thing as a naming of that point, except that the t-values are allowed to
be in the closed interval [tmin, tmax + ǫ], rather than in [tmin, tmax]. Let P =
(c1, c2, · · · , cM , t1, t2, · · · tM) be a 2-boundary
(
N+3
2
)
-naming of this point.
Then, P is an ǫ-extended
(
N+3
2
)
-naming of the same point, as the only change
in the conditions was an extension in the interval that the ts can be in. As
an ǫ-extended
(
N+3
2
)
-naming, P is a 1-boundary naming (with the boundary
being t1 = tmin if M =
N+3
2
, or c1 = 0 if M =
N+4
2
), as the extension moved
the tM = tmax boundary away from this naming.
Thus, by Lemma 4, the Lemma on Neighborhoods of Namings, (c1, c2, · · · , cM , t1, t2, · · · tM)
has a 1-dimenstional neighborhood of ǫ-extended
(
N+3
2
)
-namings of


v1
v2
v3
· · ·
vN


around it, that satisfy t1 = tmin if M =
N+3
2
, or that satisfy c1 = 0 if
M = N+4
2
. It remains to be shown that at least some of these ǫ-extended(
N+3
2
)
-namings are in fact
(
N+3
2
)
-namings.
The only way that an ǫ-extended
(
N+3
2
)
-naming would not be an
(
N+3
2
)
-
naming is that tM > tmax (but still, tM ≤ tmax + ǫ). The only way that
none of the ǫ-extended
(
N+3
2
)
-namings in this 1-dimensional neighborhood
(except (c1, c2, · · · , cM , t1, t2, · · · tN) itself) would be
(
N+3
2
)
-namings is that
tM ≥ tmax in the whole neighborhood, which means that tM has a local
minimum at (c1, c2, · · · , cM , t1, t2, · · · tN ). Lemma 7, the Lack of Local Ex-
trema Lemma, shows that tM (which is not fixed) is not a local minimum
(or a local maximum) at (c1, c2, · · · , cM , t1, t2, · · · tN). Thus, there is a con-
tradiction, so, at least some of these ǫ-extended
(
N+3
2
)
-namings are in fact(
N+3
2
)
-namings.
Lemma 10 (Existence of Reducible Namings Lemma). If a point in the
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convex hull of CN has an
(
N+3
2
)
-naming, then that point also has a reducible(
N+3
2
)
-naming.
Proof. If N ≤ 1, then this was shown in Lemma 6, so only the N ≥ 2 case
needs to be considered here. N ≥ 2 means that either M ≥ 5
2
or M ≥ 3, but
as M is an integer, M ≥ 3. Let M be N+3
2
or N+4
2
, whichever of these is an
integer.
The space of N+3
2
-namings of a point


v1
v2
· · ·
vN

 is compact, by Lemma 5,
the Compactness Lemma (with M ′ = N+3
2
). Thus, any continuous function,
including t2, from this space to the real numbers must have a global minimum
and a global maximum. Let MAX be the global maximum and MIN be
the global minimum. MAX (and MIN) is a 0-boundary N+3
2
-naming, or a
non-reducible 1-boundary N+3
2
-naming, or a non-reducible 2-boundary N+3
2
-
naming, or a reducible N+3
2
-naming.
If MAX or MIN is a 0-boundary
(
N+3
2
)
-naming or a 1-boundary non-
reducible
(
N+3
2
)
-naming, then, by Lemma 4, the Lemma on Neighborhoods
of Namings, there is a differentiable neighborhood of N+3
2
-namings around
MAX or MIN . Thus, MAX is a local maximum and MIN is a local
minimum. However, Lemma 7, the Lack of Local Extrema Lemma, shows
this not to be the case, so, neither MAX nor MIN is a 0-boundary
(
N+3
2
)
-
naming or a 1-boundary non-reducible
(
N+3
2
)
-naming
If there is no reducible
(
N+3
2
)
-naming of


v1
v2
· · ·
vN

, then that means that
both MAX and MIN are 2-boundary non-reducible
(
N+3
2
)
-namings of this
point. By Lemma 8, the Uniqueness of the 2-Boundary Non-reducible Nam-
ing Lemma, MAX and MIN are the same. That makes t2 a constant.
By Lemma 9, the Non-Isolation of the 2-Boundary Non-reducible Naming
Lemma, there is another
(
N+3
2
)
-naming of this point than MAX (or MIN)
(call itOTHER). IfOTHER is reducible, then this lemma is correct. Other-
wise, OTHER is a 0-boundary
(
N+3
2
)
-naming or a non-reducible 1-boundary(
N+3
2
)
-naming. (OTHER cannot be a 2-boundary
(
N+3
2
)
-naming of this
point, because MAX , which is also MIN , is the only such
(
N+3
2
)
-naming.)
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By Lemma 4, the Lemma on Neighborhoods of Namings, there is a dif-
ferentiable neighborhood of N+3
2
-namings of


v1
v2
· · ·
vN

 around OTHER. Since
t2 is a constant, OTHER is both a local maximum and a local minimum of
t2. However, Lemma 7, the Lack of Local Extrema Lemma, shows this not
to be the case.
Thus, the non-existence of reducible
(
N+3
2
)
-namings of this point leads
to a contradiction. Thus, if a point in the convex hull of CN has an
(
N+3
2
)
-
naming, then that point also has a reducible
(
N+3
2
)
-naming.
Lemma 11 (Full Dimension Reduction Lemma). If a point in the convex
hull of CN has an
(
N+3
2
)
-naming, then that point has an
(
N+1
2
)
-naming.
Proof. By Lemma 10, the Existence of Reducible Namings Lemma, if a point
in the convex hull of CN has an
(
N+3
2
)
-naming, then that point has a reducible(
N+1
2
)
-naming. Therefore, by Lemma 2, the Dimension Reduction Lemma,
that point has an
(
N+1
2
)
-naming.
Lemma 12 (Generalized Dimension Reduction Lemma). For any positive
integer or positive half-integer M ′, such that M ′ − N+3
2
is a nonnegative
integer, if a point in the convex hull of CN has an M
′-naming, then that
point also has an (M ′ − 1)-naming.
Proof. Let M be M ′ or M ′ + 1
2
, whichever of these is an integer, and let
M∑
j=1
cj

 t1· · ·
tN

 be an M ′-naming of a point

 v1· · ·
vN

 in the convex hull of CN .
Let Q be N+3
2
or N+4
2
, whichever of these is an integer. The first Q terms
of this sum, rescaled to have their coefficients sum to 1, form the sum
Q∑
j=1

 cj
Q∑
s=1
cs

 tj· · ·
tNj



, which is a Q-naming of some point in the convex hull of
CN (as it is a convex combination of Q points on CN). This is also a
(
N+3
2
)
-
naming (as, if Q = N+4
2
, then N is even, and thus, M ′ is a half-integer,
which means that t1 = tmin, making this
(
N+4
2
)
-naming an
(
N+3
2
)
-naming).
By Lemma 11, the Full Dimension Reduction Lemma, the point that is the
result of evaluating
Q∑
j=1

 cj
Q∑
s=1
cs

 tj· · ·
tNj



 has an (N+1
2
)
-naming, which can be
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written as
Q−1∑
j=1
dj

uj· · ·
uNj

. Then (with equality here meaning equality as al-
gebraic expressions):
M∑
j=1
cj

 tj· · ·
tNj

 =
(
Q∑
s=1
cs
)
Q∑
j=1

 cjQ∑
s=1
cs

 tj· · ·
tNj



+
M∑
j=Q+1
cj

 tj· · ·
tNj


=
(
Q∑
s=1
cs
)
Q−1∑
j=1
dj

uj· · ·
uNj

+ M∑
j=Q+1
cj

 tj· · ·
tNj


=
Q−1∑
j=1


(
dj
Q∑
s=1
cs
)
uj· · ·
uNj



 + M∑
j=Q+1
cj

 tj· · ·
tNj


This, after reordering its terms (in ascending order of the t of the point used
in each term), however, is a (M − 1)-naming of

 v1· · ·
vN

, as it is a convex
combination of M − 1 points on CN , and it evaluates to the point to which
M∑
j=1
cj

 tj· · ·
tNj

 evaluates, which is

 v1· · ·
vN

. This is also a (M ′ − 1)-naming (as,
if M = M ′ + 1
2
, then M ′ is a half-integer, so N is even, and so, u1 = tmin to
make
Q−1∑
j=1
dj

uj· · ·
uNj

 an (N+1
2
)
-naming, and in a naming, any terms involving
the point at tmin are automatically the first terms of the sum). Thus, the
required (M ′ − 1)-naming exists.
Lemma 13 (Naming Lemma). Every point in the convex hull of CN has an(
N+1
2
)
-naming.
Proof. Every point in the convex hull of CN has an M-naming for some
positive integer M . This naming can be extended to an
(
M + 1
2
)
-naming
(of that point) by adding a term with coefficient zero and the point at tmin
at the beginning, to obtain a half-integer naming. Beginning with either
this integer naming or this half-integer naming (to match whether N+1
2
is an
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integer or a half-integer), if it is an M ′-naming with M ′ > N+1
2
, then Lemma
12, the Generalized Dimension Reduction Lemma, can be repeatedly used to,
eventually, reduce the naming to an
(
N+1
2
)
-naming (still of the same point
as before). If it is an M ′-naming with M ′ < N+1
2
, then it can be padded with
extra terms with zero coefficients to become an
(
N+1
2
)
-naming (still of the
same point as before).
Theorem. Every point in the convex hull of the curve that is the image of
the parametric function CN : [tmin, tmax] → ℜ
N , such that CN (t) =


t
t2
t3
· · ·
tN

,
can be represented as a convex combination of at most N+1
2
points on this
curve if N is odd, or as a convex combination of at most N+2
2
points on this
curve if N is even. Furthermore, if N is even, one of these at most N+2
2
points on the curve can be required to be the point CN (tmin).
Proof. The
(
N+1
2
)
-naming required to exist by Lemma 13, the Naming Lemma,
is such. If N is odd, then that is a convex combination of at most N+1
2
points
on CN . If N is even, then this
(
N+1
2
)
-naming is an
(
N+2
2
)
-naming, whose
first point is at tmin, so this naming is a convex combination of at most
N+2
2
,
one of which is CN (tmin).
3 Uniqueness
Lemma 14 (At Most One Non-Reducible Naming Lemma). Every point
in the convex hull of CN has at most one non-reducible M
′-naming, where
N+1
2
−M ′ is a nonnegative integer. There is at most one such naming, in
total, for all these possible values of M ′.
Proof. Suppose that there is a point

 v1· · ·
vn

 in the convex hull of CN , for
which there are at least two such namings P1 and P2, possibly with different
choices of M ′, so that P1 is an M
′
1-naming, and P2 is an M
′
2 naming.
Let q be 1 or 2. Let Mq be M
′
q or M
′
q +
1
2
, whichever of these is an
integer. That makes Pq an Mq-naming, either because M
′
q is an integer and
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equals Mq, or because M
′
q is a half-integer, in which case, an M
′
q-naming is
an Mq-naming (as M
′
q +
1
2
=Mq in this case).
Let Pq =
Mq∑
j=1
cq,j


tq,j
t2q,j
t3q,j
· · ·
tNq,j

. IfN is odd, then, since N+12 −M ′q is a nonnegative
integer, it follows that N+1
2
−Mq is a nonnegative integer, so
N+1
2
−Mq ≥
0, and so, Mq ≤
N+1
2
. If, instead, N is even, then, since N+1
2
− M ′q is a
nonnegative integer, it follows that N+1
2
−
(
Mq −
1
2
)
is a nonnegative integer,
so N+1
2
−
(
Mq −
1
2
)
≥ 0, and so, Mq ≤
N+2
2
. Additionally, if N is even, then,
again, since N+1
2
−M ′q is a nonnegative integer, M
′
q is a half-integer, so that
means that tq,1 = tmin. This is summarized in the following table, which
holds for both q = 1 and q = 2:
N M ′q Condition Extra constraint
odd integer Mq ≤
N+1
2
none
even half-integer Mq ≤
N+2
2
tq,1 = tmin
It follows that
M1∑
j=1
c1,j


1
t1,j
· · ·
tN1,j

 =
M2∑
j=1
c2,j


1
t2,j
· · ·
tN2,j


with the equality in the first components being because the coefficients of
a naming sum to 1, and with the equality in the other components being
because P1 and P2 are namings of the same point. This equation can be
simplified by moving the right side to the left side, and combining any like
terms (ones with the same vector), and removing any resulting zero terms,
leaving something of the form
Q∑
j=1
dj


1
uj
· · ·
uNj

 =


0
0
· · ·
0


If this equation is 0 = 0, then, as the t1,j are pairwise distinct and the
t2,j are pairwise distinct (or else, one of P1 and P2 is reducible), the only
simplifications possible are the merger of one term on the left side and one
term on the right side. This means that both P1 and P2 are series of exactly
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the same terms (each c1,j


1
t1,j
· · ·
tN1,j

 term cancelling out a c1,j′


1
t1,j′
· · ·
tN1,j′

 term
means that cj = c
′
j and that tj = t
′
j), and they are in exactly the same
order (strictly ascending, because the t1,j are pairwise distinct and the t2,j
are pairwise distinct), so P1 and P2 are exactly the same naming. Thus, only
the case that at least one term remains, which is the Q ≥ 1 case, needs to
be examined.
Q is at most M1 +M2, which is at most N + 1 if N is odd, or at most
N +2 if N is even. However, if N is even, then at least one pair of terms was
merged, because t1,1 = tmin = t2,1 in this case. That means that Q ≤ N + 1.
Thus, the equation can be truncated to
Q∑
j=1
dj


1
uj
· · ·
uQ−1j

 =


0
0
· · ·
0


This can be written in matrix form, as

1 · · · 1
u1 · · · uQ
· · · · · · · · ·
uQ−11 · · · u
Q−1
Q



d1· · ·
dQ

 =


0
0
· · ·
0


The matrix is a pseudo-Vandermonde matrix (in fact, a Vandermonde ma-
trix), with its variables distinct (or further simplification coud have been
made), so it is invertible. Thus,

d1· · ·
dQ

 has only zero entries, but that cannot
be true, because those terms would have been removed during simplification.
Thus, since

d1· · ·
dQ

 has all zero entries and has no zero entries, that vector
has no entries at all, but that case was already eliminated. Thus, there is a
contradiction, so P1 and P2 are the same naming.
Lemma 15 (Nonreducibility of Low-Size Namings Lemma). Every 1
2
-naming
of a point in the convex hull of CN is nonreducible, and every 1-naming of a
point in the convex hull of CN is nonreducible.
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Proof. Every 1
2
-naming of a point is a 1-naming of that point. The single
coefficient, which is the sum of the coefficients, must be 1, which is not 0.
There are no two adjacent terms, so there can be no two adjacent terms with
equal ts. Thus, the naming is not reducible.
Lemma 16 (Unique Non-Reducible Naming Lemma). Every point in the
convex hull of CN has at most one non-reducible M
′-naming, where N+1
2
−M ′
is a nonnegative integer. There is exactly one such naming, in total, for all
these possible values of M ′.
Proof. Let

 v1· · ·
vN

 be a point in the convex hull of CN . By Lemma 13,
the Naming Lemma, this point has an
(
N+1
2
)
-naming. Then, let M ′ be a
positive integer or a positive half-integer, for which N+1
2
−M ′ is a nonnegative
integer, and for which, there is at least one M ′-naming of

 v1· · ·
vN

. (M ′
exists, because

 v1· · ·
vN

 has an (N+1
2
)
-naming, and N+1
2
− N+1
2
= 0, which is
a nonnegative integer.) If there are multiple possible values for M ′, let M ′
take the lowest possible value. Let P be an M ′-naming of

 v1· · ·
vN

. P is non-
reducible, either because M ′ = 1
2
or M ′ = 1, in which case Lemma 15, the
Nonreducibility of Low-Size Namings Lemma, applies, or otherwise, because
if P were reducible, then, by Lemma 2, the Dimension Reduction Lemma,
 v1· · ·
vN

 would have an (M ′ − 1)-naming, and, furthermore, N+1
2
− (M ′ − 1)
would still be a nonnegative integer, meaning that M ′ was not set at its
lowest possible value (which contradicts the stipulation that M ′ be set at its
lowest possible value).
That provides a nonreducible M ′-naming, with N+1
2
−M ′ a nonnegative
integer. By Lemma 14, the At Most One Non-Reducible Naming Lemma, it
is the only one, for all such values of M ′, combined.
Definition 9. Let N be a positive integer, and let M ′ be a positive integer
or a positive half-integer. An M ′-naming of a point in the convex hull of CN
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is a correct-parity-for-N naming if M ′ − N+1
2
is an integer. M ′ is itself also
of the correct parity for N if M ′ − N+1
2
is an integer.
Remark. By this definition, if M ′ is of the correct parity for N , then an M ′-
naming of a point in the convex hull of CN is a correct-parity-for-N naming.
Also by this definition, a correct-parity-for-N naming of a point in the convex
hull of CN is an M
′-naming for some value of M ′ of the correct parity for N .
Definition 10. A zero-addition of an M ′-naming of a point in the convex
hull of CN , with M
′ of the correct parity for N , is the same naming with an
extra term with coefficient zero.
Definition 11. An equal-split of an M ′-naming of a point in the convex hull
of CN , with M
′ of the correct parity for N , is the same naming with an one
of its terms split into two terms that use the same point on CN , and whose
coefficients sum to the coefficient of the term that was split.
Definition 12. A direct simplification of an M ′-naming of a point in the
convex hull of CN , with M
′ of the correct parity for N , is the same naming,
except either with a single term with coefficient zero removed, or with two
terms using the same point on CN merged into a single term; in other words,
the other naming is a zero-addition or an equal-split of the original naming.
Definition 13 (Definition of Direct Equivalence). Two correct-parity nam-
ings of points in the convex hull of CN are directly equivalent, if and only if,
(at least) one of them is a direct simplification of the other.
Definition 14 (Definition of Equivalence). Two correct-parity-for-N nam-
ings P1 and P2 are equivalent, if there is a sequence of correct-parity-for-N
namings P1, P
′
1, P
′
2, · · · , P
′
A, P2, such that any two adjacent entries in the se-
quence are directly equivalent to each other.
Lemma 17. If N is a positive integer, then, equivalence, as defined in Def-
inition 14, the Definition of Equivalence, is, in fact, an equivalence relation
on the set of correct-parity-for-N namings of points in the convex hull of CN .
Proof. It suffices to show that equivalence is a reflexive, symmetric, and
transitive relation. Let P1, P2, and P3 be correct-parity-for-N namings of
points in the convex hull of CN .
P1 is equivalent to P1, because there is a sequence of correct-parity-for-N
namings, P1, such that any two adjacent entries in the sequence are directly
equivalent to each other, there being no pairs of adjacent entries in this
one-naming sequence.
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If P1 is equivalent to P2, there exists a sequence of correct-parity-for-
N namings P1, P
′
1, P
′
2, · · · , P
′
A, P2, such that any two adjacent entries in the
sequence are directly equivalent to each other. The same also holds for the
reversed sequence P2, P
′
A, P
′
A−1, · · · , P
′
1, P1, by symmetry of direct equivalence
(which was shown in the remark after Definition 13, the Definition of Direct
Equivalence). That makes P2 equivalent to P1.
If P1 is equivalent to P2, and P2 is equivalent to P3, then there exist se-
quences of correct-parity-for-N namings P1, P
′
1, P
′
2, · · · , P
′
A, P2 and P2, P
′
A+1, P
′
A+2, · · · , P
′
B, P3,
such that, in both seqences, any two adjacent entries are directly equivalent to
each other. For the joined sequence P1, P
′
1, P
′
2, · · · , P
′
A, P2, P
′
A+1, P
′
A+2, · · · , P
′
B, P3,
any two adjacent entries in the sequence are directly equivalent to each other.
(P2 and P
′
A are directly equivalent to each other, because P
′
A, P2 is part of the
sequence showing that P1 is equivalent to P2, while P2 and PA+1 are directly
equivalent to each other, because P2, P
′
A+1 is part of the sequence showing
that P2 is equivalent to P3.) Thus, P1 is equivalent to P3.
Therefore, equivalence is, in fact, an equivalence relation on the set of
correct-parity-for-N namings of points in the convex hull of CN .
Lemma 18 (Lemma on Directly-Equivalent Namings). If N is a positive
integer, then two directly-equivalent, correct-parity-for-N , namings of points
in the convex hull of CN are namings of the same point.
Proof. For two directly-equivalent namings, correct-parity-for-N , namings of
points in the convex hull of CN , one of them is a direct simplification of the
other, and therefore, one is a zero-addition or an equal-split of the other.
Neither adding a zero term, nor splitting a term into two, so that the two
coefficients sum to the original coefficient, affects the result of the naming
when evaluated. Thus, the two namings are namings of the same point.
Lemma 19 (Lemma on Equivalent Namings). If N is a positive integer,
then two equivalent, correct-parity-for-N , namings of points in the convex
hull of CN are namings of the same point.
Proof. Let P1 be correct-parity-for-N a naming of a point

v1,1· · ·
v1,N

 in the
convex hull of CN , and let P2 be a correct-parity-for-N naming of another
point in the convex hull of CN , such that P1 and P2 are equivalent. Therefore,
there is a sequence of correct-parity-for-N namings P1, P
′
1, P
′
2, · · · , P
′
A, P2,
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such that any two adjacent entries in the sequence are directly equivalent to
each other.
If this sequence has only one entry, then P1 and P2 are the same naming,
and therefore are namings of the same point. If this sequence has only two
entries, then P1 and P2 are directly equivalent, and therefore, by Lemma 18,
the Lemma on Directly-Equivalent Namings, are namings of the same point.
If this sequence has three or more entries, then any two adjacent entries
in the sequence are directly equivalent, and therefore, by Lemma 18, are
namings of the same point. Thus, P1 and P
′
1 are namings of the same point,
as are P ′1 and P
′
2, and so on, and as are P
′
A and P2, so all the namings in
the sequence are namings of the same point. In particular, P1 and P2 are
namings of the same point.
Definition 15. Let N be a positive integer, and let M ′ be a positive integer
or a positive half-integer. An M ′-naming of a point in the convex hull of
CN is a proper-for-N naming if it is a correct-parity-for-N naming and if
M ′ ≤ N+1
2
.
Remark. This definition is motivated by Lemma 16, the Unique Non-Reducible
Naming Lemma, which, in these terms, states that every point in the convex
hull of CN has exactly one proper-for-N , non-reducible, naming.
Definition 16. Let N be a positive integer, and let P be a proper-for-N
naming of a point in the convex hull of CN . Then, a canonical form of P is
a proper-for-N , non-reducible, naming that is equivalent to P .
Lemma 20 (Reduction of Reducible Namings Lemma). Every reducible,
proper-for-N , naming of a point in the convex hull of CN , is either a zero-
addition or an equal-split of a proper-for-N naming of a point in the convex
hull of CN .
Remark. Both namings are namings of the same point, by Lemma 19, the
Lemma on Equivalent Namings.
Proof. If a proper-for-N naming of a point in CN is reducible, then either
one of its terms (other than the first one if N is even) has coefficient zero,
or two of its adjacent terms use the same point. Remove the zero term,
or merge those two adjacent terms. The original naming is either a zero-
addition or an equal-split of the new naming (and the new naming is of the
correct parity for N , because, if N is even, then the first term was not the one
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removed). The new naming is proper for N , because if the original naming
was anM ′-naming, then the new naming is an (M ′ − 1)-naming (and because
M ′ − 1 ≤ N+1
2
follows from M ′ ≤ N+1
2
).
Lemma 21 (Unique Canonical Form Lemma). Every proper-for-N naming
of a point in the convex hull of CN has exactly one canonical form.
Proof. If a naming has two distinct canonical forms, then that naming is
equivalent to both canonical forms, which are thus equivalent to each other.
Therefore, by Lemma 19, the Lemma on Equivalent Namings, both canon-
ical forms are namings of the same point. Both namings are proper-for-N
namings and both namings are namings of the same point, and therefore, by
Lemma 14, the At Most One Non-Reducible Naming Lemma, they are the
same naming. That shows that every proper-for-N naming of a point in the
convex hull of CN has at most one canonical form.
If a proper-for-N naming P is not reducible, then it is its own canonical
form. Otherwise, it Lemma 20, Reduction of Reducible Namings Lemma,
states that P is either a zero-addition of some proper-for-N naming P ′1, which,
if reducible, is itself either a zero-addition of some proper-for-N naming P ′2,
and so on until a non-reducible naming is reached (this does not go on forever,
as each step reduces the number of terms in the naming by 1. Each step
preserves equivalence to the original naming P , so the last, non-reducible,
naming is a canonical form of P . Thus, every proper-for-N naming has at
least one canonical form.
Therefore, every proper-for-N naming of a point in the convex hull of CN
has exactly one canonical form.
Remark. The preceding lemma means that it is unambiguous to mention the
canonical form of a proper-for-N naming of a point in the convex hull of CN ,
as that naming has exactly one canonical form.
Lemma 22 (Equivalence Lemma). Let N be an integer. Two proper-for-N
namings of the same point in the convex hull of CN are equivalent.
Proof. The two namings are equivalent to their canonical forms (which are
unique by Lemma 21, the Unique Canonical Form Lemma), which are thus
still namings of the same point, as equivalent namings are namings of the
same point by Lemma 19, the Lemma on Equivalent Namings. The two
canonical forms are both proper-for-N namings of the same point in the con-
vex hull of CN , and they are both non-reducible, so they are the same naming
35
by Lemma 14, the At Most One Non-Reducible Naming Lemma. Thus, both
namings have the same canonical form, and thus, both namings are equiv-
alent to the same naming (the canonical form), and are thus equivalent to
each other.
Lemma 23. For every point in the convex hull of the curve that is the im-
age of the parametric function CN : [tmin, tmax] → ℜ
N , such that CN (t) =

t
t2
t3
· · ·
tN

, and for any two representations as a convex combination of at most
N+1
2
points on this curve if N is odd, or as a convex combination of N+2
2
points on this curve if N is even, where, furthermore, if N is even, one of
these at most N+2
2
points on the curve is required to be the point CN (tmin), it
is possible to obtain one representation from the other by a sequence of three
kinds of steps:
1) exchanging two terms with each other,
2) adding or removing a term with coefficient zero, or
3) combining two terms using the same point on the curve into a single
term or splitting one term into two.
Proof. The terms of the two representations of a point can be rearranged,
so that their ts are in ascending order, which only uses step 1). The result
is two namings, P1 and P2, of that point. Let q be 1 or 2. Let Pq be an
Mq-naming, with M1 a positive integer. Let M
′
q be Mq if N is odd, or let M
′
q
be Mq −
1
2
if N is even. Then, Pq is an M
′
q-naming (either because N is odd,
and therefore, M ′q = Mq, or because N is even, and therefore, M
′
q = Mq −
1
2
and the first term of P2 uses the point at tmin, because this was one of the
points used in the convex combination, which was moved to the front of the
list when the convex combination was turned into a naming). M ′q is of the
correct parity for N , because M ′ − N+1
2
is an integer, regardless of whether
N is odd or even. Pq is thus a correct-parity-for-N naming. Pq is also a
proper-for-N naming, because, if N is odd, then M ′q = Mq ≤
N+1
2
, while if
N is even, M ′q =Mq −
1
2
≤ N+2
2
− 1
2
= N+1
2
.
By Lemma 22, the Equivalence Lemma, P1 and P2 are equvalent, and
therefore, one of them can be reached from the other by a sequence of zero-
36
additions, equal-splits, and the reverses of these steps, all of which are steps
of kind 2) or 3).
Thus, from the first representation, a sequence of steps of kind 1) reach
P1, from which a sequence of steps of kinds 2) and 3) reach P2, from which
a sequence of steps of kind 1) reach the second representation (the reverse
of the sequence needed to reach P2 from the second representation). Joining
these sequences provides a way to obtain the second representation from the
first by a sequence of steps of kinds 1), 2), and 3).
4 Homeomorphism
Definition 17. For any positive integer N , NamN is the set of all
(
N+1
2
)
-
namings of points in the convex hull of CN .
Lemma 24 (Alternative Definition of NamN ). Let N be a positive integer,
and let M = N+1
2
if N is odd, or let M = N+2
2
if N is even. NamN is exactly
the set of all tuples (c1, · · · , cM , t1, · · · , tM) that satisfy all of the following
properties:
∀j∈{1,2,··· ,M}tmin ≤ tj ≤ tmax
∀j∈{1,2,··· ,M−1}tj ≤ tj+1
∀j∈{1,2,··· ,M}cj ≥ 0
M∑
j=1
cj = 1
and the additional property that t1 = tmin if N is even.
Proof. When taken together, all of
∀j∈{1,2,··· ,M}tmin ≤ tj ≤ tmax
∀j∈{1,2,··· ,M}cj ≥ 0
M∑
j=1
cj = 1
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are necessary and sufficient conditions required for
M∑
j=1
cj

 tj· · ·
tNj

 to be a con-
vex combination of points on CN , while ∀j∈{1,2,··· ,M−1}tj ≤ tj+1 guarantees
that the terms are in ascending order of t, and this is necessary and sufficient
for
M∑
j=1
cj

 tj· · ·
tNj

 (or its other representation, (c1, · · · , cM , t1, · · · , tM) to be an
M-naming. When N is odd, these are exactly the
(
N+1
2
)
-namings, because
M = N+1
2
in this case. When N is even, these are exactly the
(
N+2
2
)
-namings,
because M = N+1
2
in this case, and among them, the
(
N+2
2
)
-namings are ex-
actly the ones that satisfy the additional property that t1 = tmin. Thus,
whether N is odd or even, the set of tuples meeting this list of properties is
exactly NamN .
Definition 18 (Definition of Equivalence of
(
N+1
2
)
-namings). For any pos-
itive integer N , two
(
N+1
2
)
-namings of points in the convex hull of CN are
equivalent, if and only if they are equivalent as correct-parity-for-N namings
of points in the convex hull of CN ; that is, if and only if they are equivalent
according to Definition 14, the Definition of Equivalence. If P1 and P2 are
the two namings, then this equivalence is denoted by P1 ∼= P2.
Remark. The sequence of correct-parity-for-N namings that Definition 14
requires to exist is allowed to have, as some of its entries, namings that are
not
(
N+1
2
)
-namings.
Remark. Two equivalent namings are namings of the same point, as shown
in Lemma 19, the Lemma on Equivalent Namings.
Definition 19. NamN/∼= is the set of all equivalence classes of
(
N+1
2
)
-
namings of points in the convex hull of CN (that is, of elements of NamN ),
where any two namings equivalent under Definition 18, the Definition of
Equivalence of
(
N+1
2
)
-namings, are in the same equivalence class, while any
two namings not equivalent under Definition 18 are not in the same equiva-
lence class.
Definition 20. conv (CN) is the convex hull of CN .
Definition 21. Let N be a positive integer. The usual topology for ℜN is the
Euclidean topology for ℜN . Likewise, the usual topology for ℜ2M , where M
is N+1
2
if N is odd, or N+2
2
if N is even, is the Euclidean topology for ℜ2M .
Definition 22. Let N be a positive integer. The usual topology for NamN
is defined to be the topology obtained by treating NamN as a subspace of the
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topological space ℜ2M , where M is N+1
2
if N is odd, or N+2
2
if N is even.
(M is the number of entries in each tuple in NamN .) That is, a set SNam is
open in NamN if, and only if, there exists a set Sℜ,2M that is open in ℜ
2M ,
and that additionally satisfies Sℜ,2M ∩NamN = SNam.
Definition 23. Let N be a positive integer. The usual topology for NamN/∼=
is defined to be the topology obtained by treating NamN/∼= as a quotient of
the topological space NamN (which has its usual topology). That is, a set
SQNam is open in NamN/∼= if, and only if, the union of all the members of
SQNam (which can be treated as sets, because they are equivalence classes) is
open in NamN .
Definition 24. Let N be a positive integer. The usual topology for conv (CN)
is defined to be the topology obtained by treating conv (CN) as a subspace of
the topological space ℜN . That is, a set Sconv is open in conv (CN) if, and
only if, there exists a set Sℜ,N that is open in ℜ
N , and that additionally
satisfies Sℜ ∩ conv (CN) = Sconv.
Definition 25. Let N be a positive integer. Then, Fℜ is defined to be the
function from ℜ2M to ReN , where M is N+1
2
if N is odd, and M is N+2
2
if N
is even, such that
Fℜ (c1, · · · , cM , t1, · · · , tM) =
M∑
j=1
cj

 tj· · ·
tNj


Definition 26. Let N be a positive integer. Then, FNam is defined to be
the function from NamN to conv (CN), with FNam (P ) = Fℜ (P ), where P is
treated as an element of ℜ2M , where M is N+1
2
if N is odd, and M is N+2
2
if
N is even, on the right side.
Remark. By this definition, FNam is the function that evaluates the naming,
when taken as a convex combination, so applying it to a naming always
results in a point in conv(CN).
Definition 27. Let N be a positive integer. Then, FQNam is defined to be the
function from NamN/∼= to conv (CN), with FQNam
(
P˜
)
= FNam (P ), where
P is a member of the equivalence class P˜ .
Remark. If P1 and P2 are equivalent namings, then, by Lemma 19, the Lemma
on Equivalent Namings, P1 and P2 are namings of the same point. For q = 1
and q = 2, if Pq = (cq,1, · · · , cq,M , tq,1, · · · , tq,M) (where M is
N+1
2
if N is
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odd, or N+2
2
if N is even), then Pq is a naming of and only of
M∑
j=1
cq,j

tq,j· · ·
tNq,j

.
Thus, Pq is a naming of and only of FNam (Pq), which makes FNam (P1) and
FNam (P2) the same point. Thus, the definition of FQNam
(
P˜
)
as FNam (P )
is independent of the choice of representative of P˜ .
Lemma 25 (Continuity Lemma). Let N be a positive integer, and let ℜ2M ,
NamN , NamN/∼=, ℜ
N , and conv (CN) have their usual topologies. Then,
Fℜ, FNam, and FQNam are all continuous.
Proof. Let M be N+1
2
if N is odd, or N+2
2
if N is even.
Fℜ is continuous, as each component of Fℜ is a continuous function on
its whole domain ℜ2M .
Let Oconv be an open set in conv (CN). Then, Oconv = Oℜ ∩ conv (CN)
for some open set Oℜ in ℜ
N , because conv (CN) has the usual topology. Let
F−1 (S) (with whatever subscript) denote the inverse image of S under F
(with the same subscript). Thus:
F−1Nam (Oconv) = {P ∈ NamN |FNam (P ) ∈ Oconv}
= {P ∈ NamN |FNam (P ) ∈ (Oℜ ∩ conv (CN))}
= {P ∈ NamN |FNam (P ) ∈ Oℜ and FNam (P ) ∈ conv (CN)}
= {P ∈ NamN |FNam (P ) ∈ Oℜ} (as FNam (P ) ∈ conv (CN) )
=
{
P ∈ ℜ2M |P ∈ NamN and FNam (P ) ∈ Oℜ
}
=
{
P ∈ ℜ2M |P ∈ NamN
}
∩
{
P ∈ ℜ2M |FNam (P ) ∈ Oℜ
}
= NamN ∩
{
P ∈ ℜ2M |FNam (P ) ∈ Oℜ
}
= NamN ∩
{
P ∈ ℜ2M |Fℜ (P ) ∈ Oℜ
}
(as FNam (P ) = Fℜ (P ) )
= NamN ∩ F
−1
ℜ (Oℜ)
which is an open set in NamN , as it is the intersection of NamN with the
set F−1ℜ (Oℜ), which is open in ℜ
2M , because it is the inverse image of a set
Oℜ that is open in ℜ
N , under a continuous (as proven earlier) function Fℜ
from ℜ2M to ℜN . Thus, the inverse image of an open set in conv (CN) under
FNam is an open set in NamN , which makes FNam continuous.
Let OQconv be an open set in conv (CN). Then,
F−1QNam (OQconv) =
{
P˜ ∈ (NamN/∼=) |FQNam
(
P˜
)
∈ OQconv
}
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This is an open set in NamN/∼= if and only if the union of its elements
is open in NamN . This union is:⋃
P˜∈F−1
QNam(OQconv)
(
P˜
)
=
{
P ∈ NamN |∃P˜∈F−1
QNam(OQconv)
P ∈ P˜
}
=
{
P ∈ NamN |∃P˜∈(NamN /∼=)
(
P ∈ P˜ and P˜ ∈ F−1QNam (OQconv)
)}
=
{
P ∈ NamN |∃P˜∈(NamN /∼=)
(
P ∈ P˜ and FQNam
(
P˜
)
∈ OQconv
)}
=
{
P ∈ NamN |∃P˜∈(NamN /∼=)
(
P ∈ P˜ and FNam (P ) ∈ OQconv
)}
(because FNam (P ) = FQNam
(
P˜
)
follows from P ∈ P˜ )
=
{
P ∈ NamN |
(
∃P˜∈(NamN /∼=)P ∈ P˜
)
and FNam (P ) ∈ OQconv
}
= {P ∈ NamN |FNam (P ) ∈ OQconv}
(because every P ∈ NamN is in its equivalence class)
= F−1Nam (OQconv)
which is an open set in NamN/∼=, as it is the inverse image of a set OQconv
that is open in conv (CN), under a continuous (as proven earlier) function
FNam from NamN to conv(CN). Thus, the inverse image of an open set in
conv (CN) under FQNam is an open set in NamN/∼=, which makes FQNam
continuous.
Thus, Fℜ, FNam, and FQNam are all continuous if ℜ
2M , NamN , NamN/∼=,
ℜN , and conv (CN) have their usual topologies.
Lemma 26 (Compactness of NamN Lemma). Let N be a positive integer.
Then, NamN (with its usual topology) is compact.
Proof. LetM = N+1
2
if N is odd, or letM = N+2
2
if N is even. By Lemma 24,
the Alternative Definition of NamN , NamN is exactly the set of all tuples
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(c1, · · · , cM , t1, · · · , tM) that satisfy all of the following properties:
∀j∈{1,2,··· ,M}tmin ≤ tj ≤ tmax
∀j∈{1,2,··· ,M−1}tj ≤ tj+1
∀j∈{1,2,··· ,M}cj ≥ 0
M∑
j=1
cj = 1
and the additional property that t1 = tmin if N is even. The set satisfying
any one of these properties (even the additional property, when N is even)
is closed, so NamN is the intersection of closed sets, and is itself closed.
NamN is bounded, because each tj is in the closed interval [tmin, tmax], and
because each cj is in the closed interval [0, 1]. (As all the cj are nonnegative,
if any cj were greater than 1, then
M∑
j=1
cj would be greater than 1.)
Since NamN is closed and bounded, it is compact.
Lemma 27 (Compactness of NamN/∼= Lemma). Let N be a positive integer.
Then, NamN/∼= (with its usual topology) is compact.
Proof. Let I be an index set, and let {OQNam,i|i ∈ I} be an open cover of
NamN/∼=. Thus,
⋃
i∈I
OQNam,i = NamN/∼=, and every OQNam,i is open in
NamN/∼=.
For every OQNam,i, since OQNam,i is open in NamN/∼=, it follows that⋃
P˜∈OQNam,i
(
P˜
)
is open in NamN . Let this set be ONam,i. Then:
42
⋃
i∈I
ONam,i =
⋃
i∈I

 ⋃
P˜∈OQNam,i
(
P˜
)
=
⋃
i∈I

 ⋃
P˜∈OQNam,i
({
P |P ∈ P˜
})
=
⋃
i∈I
({
P |∃P˜∈OQNam,iP ∈ P˜
})
=
⋃
i∈I
({
P |∃P˜∈NamN /∼=
(
P ∈ P˜ and P˜ ∈ OQNam,i
)})
=
{
P |∃i∈I
(
∃P˜∈NamN /∼=
(
P ∈ P˜ and P˜ ∈ OQNam,i
))}
=
{
P |∃P˜∈NamN/∼=
(
∃i∈I
(
P ∈ P˜ and P˜ ∈ OQNam,i
))}
=
{
P |∃P˜∈NamN/∼=
(
P ∈ P˜ and ∃i∈I
(
P˜ ∈ OQNam,i
))}
=
{
P |∃P˜∈NamN/∼=P ∈ P˜
}
(since {OQNam,i|i ∈ I} is an open cover of NamN/∼=)
= NamN (since every P ∈ NamN is in its equivalence class)
That makes {ONam,i|i ∈ I} an open cover of NamN . By Lemma 26, the
Compactness of NamN Lemma, {ONam,i|i ∈ I} has a finite subcover. Let
{ONam,i|i ∈ I
′} be this finite subcover, where I ′ is a subset of I.
{OQNam,i|i ∈ I
′} is a collection of open sets in NamN/∼=, as it is a sub-
set of an open cover of NamN/∼=. Its union is
⋃
i∈I′
OQNam,i. Let P˜ be
in NamN/∼=, and let P be in P˜ . P is in some ONam,i with i ∈ I
′, be-
cause {ONam,I |i ∈ I
′} is an open cover of NamN . Therefore, for this i,
P ∈
⋃
P˜∈OQNam,i
(
P˜
)
. Since P is in one and only one equivalence class, and
since the sets comprising
⋃
P˜∈OQNam,i
(
P˜
)
are equivalence classes, it follows that
the P˜ that P is in must satisfy P˜ ∈ OQNam,i. As i ∈ I
′, this means that all
equivalence classes are elements of
⋃
i∈I′
OQNam,i. That makes {OQNam,i|i ∈ I
′}
an open cover of NamN/∼=. Therefore, the open cover {OQNam,i|i ∈ I} of
NamN/∼= has a finite subcover, namely
⋃
i∈I′
OQNam,i.
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Thus, every open cover of NamN/∼= has a finite subcover. Therefore,
NamN/∼= is compact.
Lemma 28 (Hausdorff Property of conv (CN) Lemma). Let N be a positive
integer. Then, conv (CN) (with its usual topology) is Hausdorff. That is, for
any two different points v′ and v′′, both in conv (CN), there exist an open set
O′v containing v
′ and open set Ov′′ containing v
′′, such that O′v and Ov′′ are
disjoint.
Proof. Any two points in conv(CN) are points in ℜ
N , which can be separated
from each other by open sets in ℜN . The parts of these open sets that are in
conv(CN) are open in conv(CN), and they serve as the open sets separating
the two points.
Lemma 29. Let N be a positive integer. Let ℜ2M , NamN , NamN/∼=, ℜ
N ,
and conv (CN) have their usual topologies. Then, FQNam is a homeomorphism
from NamN/∼= to conv (CN).
Proof. Let M be N+1
2
if N is odd, or N+2
2
if N is even.
By Lemma 13, the Naming Lemma, every point

 v1· · ·
vN

 in the convex hull
of CN has an
(
N+1
2
)
-naming. Let P be this naming, which thus evaluates to
 v1· · ·
vN

 when treated as a convex combination. Thus, FNam (P ) =

 v1· · ·
vN

. P
is in some equivalence class P˜ , for which, it thus holds that FQNam
(
P˜
)
=
 v1· · ·
vN

. That makes FQNam onto.
If FQNam
(
P˜1
)
= FQNam
(
P˜2
)
for two equivalence classes of
(
N+1
2
)
-namings,
then let P1 ∈ P˜1 and P2 ∈ P˜2. Thus, FNam (P1) = FNam (P2), so P1 and P2
evaluate to the same point. Thus, P1 and P2 are equivalent to each other, by
Lemma 22, the Equivalence Lemma. Thus, P˜1 and P˜2 are the same. That
makes FQNam one-to-one.
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By Lemma 25, the Continuity Lemma, FQNam is continuous.
By Lemma 27, the Compactness of NamN/∼= Lemma, NamN/∼= is com-
pact.
By Lemma 28, the Hausdorff Property of conv (CN) Lemma, conv (CN)
is Hausdorff.
Thus, FQNam is an onto, one-to-one, continuous function from a com-
pact space (NamN/∼=) to a Hausdorff space (conv (CN)). Thus, FQNam is a
homeomorphism from NamN/∼= to conv (CN).
Remark. When the namings in the equivalence classes are considered as con-
vex combinations, FQNam is exactly the function that evaluates the convex
combination.
5 Conclusion
This paper examines an aspect of the curve
(
t, t2, t3, · · · , tN
)
, namely its
convex hull when t is restricted to a closed interval. Not only do N+1
2
points
on the curve suffice to name each point in this convex hull as a convex
combination, but, up to equivalence, there is only one such way to name each
point in the convex hull, and also, the evaluation of the convex combination
as a sum is a homeomorphism.
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