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1 Introduction
In this paper we consider the following quasilinear Schro¨dinger equations
−∆u + V (x)u + κ
2
[∆|u|2]u = l(u), x ∈ RN , (1.1)
where V : RN → R and l : R → R are continuous function and κ > 0 is a
parameter. Solutions of (1.1) are related to standing wave solutions for the
following Schro¨dinger equations:
izt = −∆z +W (x)z − ρ(|z|2)z + κ
2
[∆|z|2]z, x ∈ RN , (1.2)
whereW : RN → R is a given potential and ρ : R→ R is a real function. Quasi-
linear Schro¨dinger equations like (1.2) play an important role in various domains
in physics. For ρ(s) = asp, (1.2) appears in various problems in plasma physics
and nonlinear optics, e.g. oscillating soliton instabilities during microwave and
laser heating of plasma [11, 22]. Moreover, (1.2) is also the basic equation de-
scribing oscillations in a superfluid film when ρ(s) = −α− β(a+s)3 [15]. We refer
the readers to [5, 6, 12, 16, 18] for more details on the background.
In this paper, we restrict ourselves to two model cases ρ(s) = s
q−2
2 or
ρ(s) = −1 + 1(1+s)3 and we are interested in the existence of standing wave
solutions, i.e. solutions of the form z(t, x) = exp(−iEt)u(x), where E ∈ R and
u is a real function. Putting z(t, x) = exp(−iEt)u(x) into (1.2), we are led to
the following equations
−∆u+ V (x)u + κ
2
[∆|u|2]u = |u|q−2u, x ∈ RN (1.3)
or
−∆u+ V (x)u + κ
2
[∆|u|2]u =
[
1− 1
(1 + |u|2)3
]
u, x ∈ RN (1.4)
with V (x) =W (x) − E.
For equation (1.3), semilinear case corresponding to κ = 0 has been studied
extensively in recent years, see e.g. [2, 17]. When κ < 0, this equation has been
introduced in [3, 4, 13] to study a model of self-trapped electrons in quadratic or
hexagonal lattices and has attracted much attention. For the subcritical case,
i.e., 4 < q < 22∗ in (1.3), the first existence results are, up to our knowledge, due
to Poppenberg, Schmitt and Wang in [23]. In [23], the main existence results
are obtained, through a constrained minimization argument. Subsequently a
general existence result for (1.3) was derived in Liu, Wang and Wang [20]. The
idea in [20] is to make a change of variable and reduce the quasilinear problem
(1.3) to semilinear one and an Orlicz space framework was used to prove the
existence of a positive solutions via Mountain pass theorem. The same method
of changing of variable was also used by Colin and Jeanjean in [8], but the usual
Sobolev space H1(RN ) framework was used as the working space. Precisely,
since the energy functional associated to (1.3) is not well defined in H1(RN ),
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they first make the changing of unknown variables v = f−1(u), where f is
defined by ODE:
f ′(t) =
1√
1− κf2(t) , t ∈ [0,+∞), (1.5)
and f(t) = −f(−t), t ∈ (−∞, 0]. Then, after the changing of variables, to
find the solutions of (1.3), it suffices to study the existence of solutions for the
following semilinear equation
−∆v = 1√
1− κf2(v) (−V (x)f(v) + |f(v)|
q−2f(v)), x ∈ RN .
By using the classical results given by Berestycki and Lions [2], they proved
the existence of a spherically symmetric solution. In [21], the authors used a
minimization on a Nehari-type constraint to get existence results. Their ar-
gument does not depend on any change of variables, so it can be applied to
treat more general problems. By minimization under a convenient constraint,
Ruiz and Siciliano in [24] discussed the existence of ground states for (1.3) with
q ∈ (2, 4NN−2 ). For the critical case, Silva and Vieira in [25] established the exis-
tence of solutions for asymptotically periodic quasilinear Schro¨dinger equations
(1.3) with the nonlinearity |u|q−2u replaced by K(x)u2(2∗)−1 + g(x, u). The ex-
istence of multiple solutions were established in [28]. We refer to [7, 19, 28, 29]
for more results.
Recently, in [26, 30], the authors introduced the changing of known variables
s = G−1(t) for t ∈ [0,+∞) and G−1(t) = −G−1(−t) for t ∈ (−∞, 0), where
G(s) =
∫ s
0
√
1− κt2dt. (1.6)
Since κ < 0, integral (1.6) makes sense and the inverse function G−1(t) exists.
Then, using variational methods, they established the existence of nontrivial
solutions for (1.3) with subcritical or critical growth.
The main purpose of the present paper is studying the existence of nontrivial
solutions for models (1.3) and (1.4) with κ > 0. Unfortunately, we note that at
this moment, neither the changing of variables (1.5) nor (1.6) are suitable for
dealing with this kind of problem because 1−κt2 may be negative. As far as we
know, in the mathematical literature, few results are known on (1.3) and (1.4)
with κ > 0. Hereafter, we assume that potential V : RN → R is continuous and
satisfies:
(V0) V (x) ≥ V0 > 0, for all x ∈ RN .
(V1) lim|x|→∞
V (x) = V∞ and V (x) ≤ V∞, for all x ∈ RN .
We have the following result:
Theorem 1.1. Assume that 2 < q < 2∗, (V0) and (V1). Then, there exists
some κ0 > 0 such that for all κ ∈ [0, κ0), (1.3) has a solution. Moreover,
max
x∈RN
|u(x)| ≤
√
1
κ
.
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For equation (1.4), we may state:
Theorem 1.2. Assume that (V0) with V0 ≥ 1 and (V1). Then, there exists
some κ1 ∈ (0, 13 ) such that for all κ ∈ (0, κ1), (1.4) has a solution. Moreover,
max
x∈RN
|u(x)| ≤ 1.
Remark 1.1. When V (x) ≡ V∞, using the classical results given by Berestycki
and Lions [2], Theorems 1.1 and 1.2 are still true. Furthermore, u also has the
following properties:
(1) u > 0 on RN ;
(2) u is spherically symmetric and u decreases with respect to |x|;
(3) u ∈ C2(RN );
(4) u together with its derivatives up to order 2 have exponential decay at
infinity:
|Dαu| ≤ Ce−δ|x|, x ∈ RN ,
for some C, δ > 0 and |α| ≤ 2.
Therefore, in this paper, we assume that V (x) ≤ V∞ for all x ∈ RN but V (x) 6≡
V∞.
Remark 1.2. When κ = 0, (1.1) has already been studied by many authors,
see e.g. [1, 2, 14]. So, in Theorem 1.1, we only consider the case κ > 0.
Remark 1.3. When κ = 0, equation (1.4) turns into the following asymptoti-
cally semilinear problem
−∆u+ V (x)u =
[
1− 1
(1 + |u|2)3
]
u, x ∈ RN .
That is, the nonlinearity ρ(t) =
[
1 − 1(1+|t|2)3
]
t satisfy lim
t→∞
ρ(t)
t = 1. Although
the existence of nontrivial solutions for this type of equation may already be
known, we have been unable to find a proper reference.
Remark 1.4. We remark that in Theorem 1.1, κ0 is dependent on the value
2 < q < 2∗.
Remark 1.5. In [5], L. Bru¨ll, H. Lange and Ko¨ln studied the one-dimensional
quasilinear Schro¨dinger equations
izt = −∂2xz − |z|2pz + κ∂2x(|z|2)z, x ∈ R (1.7)
and
izt = −∂2xz −
[
µ+
A
(a+ |z|2)3
]
z + κ∂2x(|z|2)z, x ∈ R, (1.8)
where z = z(x, t) is the unknown wave function, κ is a real constant, p > 0,
µ > 0 and A < 0. Under some conditions on p, µ and A, they proved that if
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0 < κ < κ2 (or 0 < κ < κ3) with some κ2, κ3 > 0, then (1.7) (or (1.8)) has a
standing wave solution v(x) with v(x) > 0, v(−x) = v(x), v′(x) < 0 for x > 0
and lim
|x|→∞
v(x) = 0. Moreover, this solution is unique up to translation. Here,
we generalize their results to higher dimension.
Remark 1.6. For κ > 0, H. Lange, M. Poppenberg and H. Teisniann [16]
studied the whole space Cauchy problem for quasilinear Schro¨dinger equation
(1.2) with W = 0 and ρ = 0. When N = 1 and z(0, x) = φ(x), they obtained
L2−solutions for (1.2) with κ|φ(x)| ≤ δ < 1. Moreover, for 2κ‖φ‖W 1,∞ < 1,
they also proved the existence of H2−solutions for arbitrary space dimension.
We refer to [16] for more details.
Note that (1.3) is the Euler-Lagrange equation associated to the natural
energy functional
I(u) =
1
2
∫
RN
(1− κu2)|∇u|2dx+ 1
2
∫
RN
V (x)u2dx− 1
q
∫
RN
|u|qdx (1.9)
From the variational point of view, the first difficulty that we have to deal with
is to find some proper Sobolev space since (1.9) is not well defined in H1(RN )
for N ≥ 3 and κ 6= 0. However, even if this difficulty is set up, there is another
one: to guarantee the positiveness of the principal part, i.e. 1− κu2 > 0.
In order to prove our main results, we first establish a nontrivial solution for a
modified quasilinear Schro¨dinger equation. Precisely, we consider the existence
of nontrivial solutions for the following quasilinear Schro¨dinger equation
− div(g2(u)∇u) + g(u)g′(u)|∇u|2 + V (x)u = l(u), x ∈ RN (1.10)
with g(t) =
√
1− κt2 for |t| <
√
1
3κ
for κ > 0 , where V : RN → R is a
continuous function, 2 < q < 2∗, N ≥ 3. Clearly, when g(t) = √1− κt2 and
l(u) = |u|q−2u, (1.10) turns into (1.3). Then, by using Morse L∞ estimate, we
prove that there exists κ0 > 0 such that for all κ ∈ [0, κ0) the solutions that we
have found verify the estimate max
RN
|u| <
√
1
3κ
. Thus, they are solutions of the
original problem (1.3). To prove Theorem 1.2, we need further to modify the
nonlinearity.
We mention that similar method have been adopted by Alves, Soares and
Souto to study a supercritical Schro¨dinger-Poisson equation [1]. In [1], they
mainly modified the nonlinearity and provide an estimate involving the L∞−norm
of a solution related to a subcritical problem. However, unlike [1], here we need
to modify the principal part first.
The organization of this paper is as follows: In Section 2, we reformulate the
problem and study the existence of nontrivial solutions of a modified quasilinear
Schro¨dinger equation (1.10). In Section 3, we provide an estimate involving the
L∞-norm of a solution related to (1.10) and we prove Theorems 1.1. Section 4
is devoted to prove Theorem 1.2.
In this paper, C, Ci, i = 1, 2, · · · denote positive (possibly different) con-
stant. Moreover, ‖ · ‖p denotes the norm of Lp(RN ).
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2 The modified problem
Hereafter, we shall work on the space H1(RN ) endowed with the norm
‖u‖ =
[ ∫
RN
(|∇u|2 + V (x)u2)dx
] 1
2
.
By (V0) and (V1), the above norm is equivalent the usual one on H
1(RN ) .
For equation (1.10), we let l(t) = |t|q−2t for 2 < q < 2∗ and we will consider
g : [0,+∞)→ R given by
g(t) =

√
1− κt2, if 0 ≤ t <
√
1
3κ
,
1
3
√
2κt
+
√
1
6
, if
√
1
3κ
≤ t.
Setting g(t) = g(−t) for all t ≤ 0, it follows that g ∈ C1(R, (
√
1
6 , 1]), g is a even
function, increases in (−∞, 0) and decreases in [0,+∞).
Note that (1.10) is the Euler-Lagrange equation associated to the natural
energy functional
Iκ(u) =
1
2
∫
RN
g2(u)|∇u|2dx+ 1
2
∫
RN
V (x)|u|2dx− 1
q
∫
RN
|u|qdx, (2.1)
Our goal is proving the existence of a nontrivial critical point u of (2.1)
satisfying sup
x∈RN
|u(x)| ≤
√
1
3κ
, which will be a nontrivial solution of (1.10) with
g(u) =
√
1− κu2, and so, a nontrivial solution of (1.3).
In what follows, we set
G(t) =
∫ t
0
g(s)ds
and we observe that inverse function G−1(t) exists and it is an odd function.
Moreover, it is very important to observe that G,G−1 ∈ C2(R).
Next lemma shows important properties involving functions g andG−1 which
will be used later on.
Lemma 2.1. (1) lim
t→0
G−1(t)
t
= 1;
(2) lim
t→∞
G−1(t)
t
=
√
6;
(3) t ≤ G−1(t) ≤ √6t, for all t ≥ 0;
(4) −1
2
≤ t
g(t)
g′(t) ≤ 0, for all t ≥ 0.
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Proof. By the definition of g,
lim
t→0
G−1(t)
t
= lim
t→0
1
g(G−1(t))
= 1
and
lim
t→∞
G−1(t)
t
= lim
t→∞
1
g(G−1(t))
=
√
6.
Thus, (1) and (2) are proved. Since g(t) > 0 is decreasing in [0,∞), then√
1
6
t ≤ g(t)t ≤ G(t) ≤ t for all t ≥ 0, which implies (3). By a direct calculation,
we get (4).
Now, fixing the change variable
v = G(u) =
∫ u
0
g(s)ds, (2.2)
we observe that functional Iκ can be written of the following way
Jκ(v) =
1
2
∫
RN
|∇v|2dx+ 1
2
∫
RN
V (x)|G−1(v)|2dx − 1
q
∫
RN
|G−1(v)|qdx. (2.3)
From Lemma 2.1, Jκ is well defined in H
1(RN ), J ∈ C1(H1(RN ),R) and
J ′κ(v)ψ =
∫
RN
[
∇v∇ψ + V (x) G
−1(v)
g(G−1(v))
ψ − |G
−1(v)|q−2G−1(v)
g(G−1(v))
ψ
]
dx, (2.4)
for all v, φ ∈ H1(RN ).
Lemma 2.2. If v ∈ C2(RN ) ∩ H1(RN ) is a critical point of Jκ, then
u = G−1(v) ∈ C2(RN ) ∩H1(RN ) and it is a classical solution for (1.10).
Proof. By using the fact that G−1 ∈ C2(R) together with Lemma 2.1, a direct
computation gives u = G−1(v) belongs to C2(RN ) ∩H1(RN ).
If v is a critical point for Jκ, we have that∫
RN
[
∇v∇ψ+V (x) G
−1(v)
g(G−1(v))
ψ−|G
−1(v)|q−2G−1(v)
g(G−1(v))
ψ
]
dx = 0, ∀ψ ∈ H1(RN ).
For each ϕ ∈ C∞0 (RN ), we consider ψ = g(u)ϕ ∈ C20 (RN ) ⊂ H1(RN ) in (2.4),
to get ∫
RN
[g2(u)∇u∇ϕ+ g(u)g′(u)|∇u|2ϕ+ V (x)uϕ − |u|q−2uϕ]dx = 0
or equivalently,∫
RN
[−div(g2(u)∇u)+g(u)g′(u)|∇u|2+V (x)u−|u|q−2u]ϕdx = 0 ∀ϕ ∈ C∞0 (RN ),
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showing that u is a classical solution of
−div(g2(u)∇u) + g(u)g′(u)|∇u|2 + V (x)u = |u|q−2u in RN .
Therefore, in order to find a nontrivial solutions of (1.10), it suffices studying
the existence of nontrivial solutions of the following equation
−∆v + V (x) G
−1(v)
g(G−1(v))
− |G
−1(v)|q−2G−1(v)
g(G−1(v))
= 0 in RN . (2.5)
Next, we establish the geometric hypotheses of the Mountain Pass Theorem
for Jκ.
Lemma 2.3. For 2 < q < 2∗, there exist ρ0, a0 > 0, such that Jκ(v) ≥ a0 for
‖v‖ = ρ0. Moreover, there exists e ∈ H1(RN ) such that Jκ(e) < 0.
Proof. By Lemma 2.1−(3) and Sobolev embedding,
Jκ(v) =
1
2
∫
RN
|∇v|2dx + 1
2
∫
RN
V (x)|G−1(v)|2dx− 1
q
∫
RN
|G−1(v)|qdx
≥1
2
∫
RN
|∇v|2dx + 1
2
∫
RN
V (x)|v|2dx− 6
q/2
q
∫
RN
|v|qdx
≥1
2
‖v‖2 − C‖v‖q.
Thereby, by choosing ρ0 small, we get
a0 =
1
2
ρ20 − Cρq0 > 0,
and so,
Jκ(v) ≥ a0 for ‖v‖ = ρ0.
In order to prove the existence of e ∈ H1(RN ) such that Jκ(e) < 0, we fix
ϕ ∈ C∞0 (RN , [0, 1]) with suppϕ = B¯1 and show that Jκ(tϕ) → −∞ as t → ∞,
because the result follows taking e = tϕ with t large enough. By Lemma 2.1−(3),
Jκ(tϕ) =
1
2
t2
∫
RN
|∇ϕ|2dx+ 1
2
∫
RN
V (x)|G−1(tϕ)|2dx − 1
q
∫
RN
|G−1(tϕ)|qdx
≤3t2
∫
RN
(|∇ϕ|2 + V∞ϕ2)dx − 1
q
tq
∫
RN
ϕqdx.
Since q > 2, it follows that Jκ(tϕ)→ −∞ as t→∞.
In consequence of Lemma 2.3 and Ambrosetti–Rabinowitz Mountain Pass
Theorem [27], for the constant
cκ = inf
γ∈Γκ
sup
t∈[0,1]
Jκ(γ(t)) ≥ a0 > 0, (2.6)
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where
Γκ = {γ ∈ C([0, 1], H1(RN )) : γ(0) = 0, γ(1) 6= 0, Jκ(γ(1)) < 0},
there exists a Palais-Smale sequence at level cκ, that is,
Jκ(vn)→ cκ and J ′κ(vn)→ 0 as n→∞.
Lemma 2.4. For 2 < q < 2∗, the Palais-Smale sequence {vn} is bounded.
Proof. Since {vn} ⊂ H1(RN ) is a Palais-Smale sequence, then
Jκ(vn) =
1
2
∫
RN
|∇vn|2dx + 1
2
∫
RN
V (x)|G−1(vn)|2dx− 1
q
∫
RN
|G−1(vn)|qdx
=cκ + o(1),
(2.7)
and for any ψ ∈ H1(RN ), J ′κ(vn)ψ = o(1)‖ψ‖, that is,∫
RN
[
∇vn∇ψ + V (x) G
−1(vn)
g(G−1(vn))
ψ − |G
−1(vn)|q−2G−1(vn)
g(G−1(vn))
ψ
]
dx = o(1)‖ψ‖.
(2.8)
Fixing ψ = G−1(vn)g(G−1(vn)), it follows from Lemma 2.1−(4),
|∇(G−1(vn)g(G−1(vn)))| ≤
[
1 +
G−1(vn)
g(G−1(vn))
g′(G−1(vn))
]
|∇vn| ≤ |∇vn|. (2.9)
On the other hand, by Lemma 2.1−(3),
|G−1(vn)g(G−1(vn))| ≤
√
6|vn|. (2.10)
Combining (2.9) and (2.10), we have ψ ∈ H1(RN ) with ‖ψ‖ ≤ 6‖vn‖. Thus, by
using ψ = G−1(vn)g(G−1(vn)) as a test function in (2.8), we derive that
o(1)‖vn‖ =J ′κ(vn)G−1(vn)g(G−1(vn))
=
∫
RN
[(
1 +
G−1(vn)
g(G−1(vn))
g′(G−1(vn))
)
|∇vn|2 + V (x)|G−1(vn)|2
− |G−1(vn)|q
]
dx
≤
∫
RN
[
|∇vn|2 + V (x)|G−1(vn)|2 − |G−1(vn)|q
]
dx.
(2.11)
Therefore, by (2.7), (2.8) and (2.11),
qcκ + o(1) + o(1)‖vn‖ =qJκ(vn)− J ′κ(vn)G−1(vn)g(G−1(vn))
≥(q − 2)
2
∫
RN
[
|∇vn|2 + V (x)|G−1(vn)|2
]
dx
≥(q − 2)
2
‖vn‖2,
showing the boundedness of {vn}.
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Since {vn} is a bounded sequence and H1(RN ) is a separable Hilbert space,
there exists vκ ∈ H1(RN ) and a subsequence of {vn}, still denoted by itself,
such that
vn ⇀ vκ in H
1(RN ), vn → vκ in Lqloc(RN ) for q ∈ [2, 2∗) and vn → vκ a.e. on RN .
Theorem 2.1. The weak limit vκ of {vn} is a nontrivial critical point of Jκ
and Jκ(vκ) ≤ cκ.
Proof. Our first goal is proving that vκ is a weak solution. To this end, it suffices
showing that
J ′κ(vκ)ψ = 0 ∀ψ ∈ H1(RN )
or equivalently,∫
RN
[
∇vκ∇ψ+V (x) G
−1(vκ)
g(G−1(vκ))
ψ−|G
−1(vκ)|q−2G−1(vκ)
g(G−1(vκ))
ψ
]
dx = 0 ∀ψ ∈ H1(RN ).
Once that C∞0 (R
N ) is dense in H1(RN ), it is sufficient to show the last equality
only for functions belonging to C∞0 (R
N ).
In what follows, for each R > 0 we consider ψR ∈ C∞0 (RN ) verifying
0 ≤ ψR(x) ≤ 1 ∀x ∈ RN , ψR(x) = 1 ∀x ∈ BR(0) and ψR(x) = 0 ∀x ∈ Bc2R(0).
By [31],
|vn| ≤ |z(x)| for every n with z ∈ Lq(B2R(0)).
Consequently,
G−1(vn)
g(G−1(vn))
vn → G
−1(vκ)
g(G−1(vκ))
vκ a.e. on B2R(0), as n→∞,
and
|G−1(vn)|q−2G−1(vn)
g(G−1(vn))
vn → |G
−1(vκ)|q−2G−1(vκ)
g(G−1(vκ))
vκ a.e. on B2R(0), as n→∞.
Moreover, by Lemma 2.1,∣∣∣V (x) G−1(vn)
g(G−1(vn))
vnψ
∣∣∣ ≤ 6V∞|vn|2|ψ| ≤ 6V∞|z(x)|2|ψ|
and∣∣∣∣∣V (x) |G−1(vn)|q−2G−1(vn)g(G−1(vn)) ψ
∣∣∣∣∣ ≤ 6 q+12 V∞|vn|q|ψ| ≤ 6 q+12 V∞|z(x)|q|ψ|.
Hence, by Lebesgue Dominated Theorem∫
RN
V (x)
G−1(vn)
g(G−1(vn))
vnψ dx→
∫
RN
V (x)
G−1(vκ)
g(G−1(vκ))
vκψ dx (2.12)
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and∫
RN
|G−1(vn)|q−2G−1(vn)
g(G−1(vn))
vnψ dx→
∫
RN
|G−1(vκ)|q−2G−1(vκ)
g(G−1(vκ))
vκψ dx. (2.13)
The same type of arguments also can be use to prove the below limits∫
RN
V (x)
G−1(vn)
g(G−1(vn))
vκψ dx→
∫
RN
V (x)
G−1(vκ)
g(G−1(vκ))
vκψ dx (2.14)
and∫
RN
|G−1(vn)|q−2G−1(vn)
g(G−1(vn))
vκψ dx→
∫
RN
|G−1(vκ)|q−2G−1(vκ)
g(G−1(vκ))
vκψ dx. (2.15)
Now, the above limits combined with J ′κ(vn)(vnψ) = on(1) and J
′
κ(vn)(vκψ) =
on(1) give ∫
RN
|∇vn −∇vκ|2ψR(x) dx→ 0,
from where it follows that∫
BR(0)
|∇vn −∇vκ|2 dx→ 0.
Once that R is arbitrary and vn → vκ in L2loc(RN ), we conclude that vn → vκ
in H1loc(R
N ). Thereby,
J ′κ(vn)ψ → J ′κ(vκ)ψ ∀ψ ∈ C∞0 (RN ).
Since J ′κ(vn)ψ = on(1), the last limit yields J
′
κ(vκ)ψ = 0 for all ψ ∈ C∞0 (RN ),
showing that vκ is a critical point for Jκ.
Now, next step is showing that vκ 6≡ 0. To prove this, we argue by con-
tradiction supposing that vκ = 0. We claim that in this case, {vn} is also a
Palais-Smale sequence for functional Jκ,∞ : H1(RN )→ R defined by
Jκ,∞(v) =
1
2
∫
RN
|∇v|2dx+ 1
2
V∞
∫
RN
|G−1(v)|2dx− 1
q
∫
RN
|G−1(v)|qdx.
(2.16)
Indeed, since V (x) → V∞ as |x| → ∞, |G−1(s)| ≤
√
6|s| and vn → 0 in
L2loc(R
N ), we have
Jκ(vn)− Jκ,∞(vn) = 1
2
∫
RN
[
V (x) − V∞
]
|G−1(vn)|2dx→ 0. (2.17)
On the other hand, recalling
|G−1(s)|
g(G−1(s))
≤ 6|s|, we have
sup
‖ψ‖≤1
|〈J ′κ(vn)− J ′κ,∞(vn), ψ〉| = sup
‖ψ‖≤1
∣∣∣ ∫
RN
[
V (x) − V∞
] G−1(vn)
g(G−1(vn))
ψdx
∣∣∣→ 0.
(2.18)
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Next, we claim that for all R > 0, the following vanishing cannot occurs:
lim
n→∞ supy∈RN
∫
BR(y)
|vn|2dx = 0. (2.19)
Suppose by contradiction that (2.19) occurs, then by a Lions’ compactness
lemma [17], vn → 0 in Lq(RN ) for any q ∈ (2, 2∗). So,
lim
n→∞
∫
RN
|G−1(vn)|qdx ≤ 6
q
2 lim
n→
∫
RN
|vn|qdx→ 0
and
lim
n→∞
∫
RN
|G−1(vn)|q−2G−1(vn)
g(G−1(vn))
vndx ≤ 6
q+1
2 lim
n→
∫
RN
|vn|qdx→ 0.
Once that,
lim
s→0
1
s2
[
|G−1(s)|2 − G
−1(s)
g(G−1(s))
s
]
= lim
s→∞
1
|s|q
[
|G−1(s)|2 − G
−1(s)
g(G−1(s))
s
]
= 0,
we derive
lim
n→∞
∫
RN
[
|G−1(vn)|2 − G
−1(vn)
g(G−1(vn))
vn
]
dx = 0.
Therefore, we deduce that
2cκ + o(1) =2Jκ(vn)− J ′κ(vn)vn
=
∫
RN
[
|G−1(vn)|2 − G
−1(vn)
g(G−1(vn))
vn
]
dx
− 2
q
∫
RN
|G−1(vn)|qdx+
∫
RN
|G−1(vn)|q−2G−1(vn)
g(G−1(vn))
vndx→ 0,
which is a contradiction, because cκ ≥ a0 > 0.
Thus, {vn} does not vanish and there exist α,R > 0, and {yn} ⊂ RN
verifying
lim
n→∞
∫
BR(yn)
|vn|2dx ≥ α > 0. (2.20)
Define v˜n(x) = vn(x+yn). Since {vn} is a Palais-Smale sequence for Jκ,∞, {v˜n}
is also a Palais-Smale sequence for Jκ,∞. Arguing as in the case of {vn}, we get
that v˜n → v˜κ in H1loc(RN ) and J ′κ,∞(v˜κ) = 0. Moreover, by (2.20), we also have
v˜κ 6= 0. Henceforward, without loss of generality, we assume that
v˜n(x)→ v˜κ(x) and ∇v˜n(x)→ ∇v˜κ(x) a.e. on RN .
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The last limits together with Fatous’ Lemma lead to
2cκ = lim sup
n→∞
[2Jκ,∞(v˜n)− J ′κ,∞(v˜n)G−1(vn)g(G−1(v˜n))]
=− lim sup
n→∞
∫
RN
G−1(v˜n)g′(G−1(v˜n))
g(G−1(v˜n))
|∇v˜n|2dx
− (2− q)
q
lim sup
n→∞
∫
RN
|G−1(v˜n)|qdx
≥−
∫
RN
G−1(v˜κ)g′(G−1(v˜κ))
g(G−1(v˜κ))
|∇v˜κ|2dx− (2 − q)
q
∫
RN
|G−1(v˜κ)|qdx
=2Jκ,∞(v˜κ)− J ′κ,∞(v˜κ)G−1(v˜κ)g(G−1(v˜κ))
=2Jκ,∞(v˜κ),
(2.21)
that is, Jκ,∞(v˜κ) ≤ cκ. Now, as in [14], we define
v˜κ,t(x) =
{
v˜κ(x/t), if t > 0,
0, if t = 0.
Then,∫
RN
|∇v˜κ,t|2dx = tN−2
∫
RN
|∇v˜κ|2dx,
∫
RN
|G−1(v˜κ,t)|2dx = tN
∫
RN
|G−1(v˜κ)|2dx,
and ∫
RN
|G−1(v˜κ,t)|qdx = tN
∫
RN
|G−1(v˜κ)|qdx.
Since J ′∞(v˜κ) = 0, elliptic regularity implies that v˜κ ∈ C2(RN ). Hence,
d
dt
Jκ,∞(v˜κ,t)
∣∣∣
t=1
= 0,
leading to
(N − 2)
2N
∫
RN
|∇v˜κ|2dx =− V∞
2
∫
RN
|G−1(v˜κ)|2dx+ 1
q
∫
RN
|G−1(v˜κ)|qdx. (2.22)
Setting γ(t)(x) = v˜κ,t(x), we see that
Jκ,∞(γ(t)) =
tN−2
2
∫
RN
|∇v˜κ|2dx− tN
[
− V∞
2
∫
RN
|G−1(v˜κ)|2dx
+
1
q
∫
RN
|G−1(v˜κ)|qdx
]
.
Thus γ ∈ C([0,∞), H1(RN )) and
d
dt
Jκ,∞(γ(t)) =
N − 2
2
tN−3
∫
RN
|∇v˜κ|2dx−NtN−1
[
− V∞
2
∫
RN
|G−1(v˜κ)|2dx
+
1
q
∫
RN
|G−1(v˜κ)|qdx
]
=
(N − 2)
2
tN−3(1− t2)
∫
RN
|∇v˜κ|2dx.
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So,
d
dt
Jκ,∞(γ(t)) > 0 for t ∈ (0, 1) and d
dt
Jκ,∞(γ(t)) < 0 for t > 1 implying
that
max
t≥0
Jκ,∞(γ(t)) = Jκ,∞(v˜κ).
Furthermore, Jκ,∞(γ(L)) < 0 for sufficiently large L > 1, showing that
γ̂(t) = γ(Lt) belongs to Γκ. Thereby
cκ ≤ max
t∈[0,1]
Jκ(γ(t)) := Jκ(γ(t¯)) < Jκ,∞(γ(t¯)) ≤ max
t∈[0,1]
Jκ,∞(γ(t)) = Jκ,∞(v˜κ) ≤ cκ,
which is a contradiction. This way, vκ is a nontrivial critical point for J . More-
over, repeating the same type of arguments explored in (2.21), we have that
Jκ(vκ) ≤ cκ.
3 L∞ estimate of the solution
In this section, we will establish an L∞ estimate for solution vκ obtained in The-
orem 2.1. Indeed, by standard elliptic regularity estimate [10], vκ ∈ L∞(RN ).
However, this boundedness is not enough to prove our results. In the following,
we will prove an L∞ estimate dependent on κ > 0. To this end, firstly we need
to give an uniform boundedness of the Sobolev norm independent on κ > 0 for
vκ .
Lemma 3.1. The solution vκ satisfies ‖vκ‖2 ≤ 2qcκ
q − 2 .
Proof. Using the hypothesis that vκ is a critical point of Jκ,
qcκ =qJ(vκ)− J ′(vκ)G−1(vκ)g(G−1(vκ))
≥(q − 2)
2
∫
RN
|∇vκ|2dx+ (q − 2)
2
∫
RN
V (x)|G−1(vκ)|2dx,
from where it follows that,
‖vκ‖2 ≤ 2qcκ
q − 2 .
From now on, we consider the functional
P∞(v) = 3
∫
RN
(|∇v|2 + V∞v2)dx− 1
q
∫
RN
|v|qdx
and the set
Γ∞ = {γ ∈ C([0, 1], H1(RN )) : γ(0) = 0, γ(1) 6= 0, P∞(γ(1)) < 0}.
By Lemma 2.1−(3), we have Jκ(v) ≤ P∞(v) and thus Γ∞ ⊂ Γκ. Therefore
cκ = inf
γ∈Γκ
sup
t∈[0,1]
Jκ(γ(t)) ≤ inf
γ∈Γ∞
sup
t∈[0,1]
Jκ(γ(t)) ≤ inf
γ∈Γ∞
sup
t∈[0,1]
P∞(γ(t)) := d∞,
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where d∞ is independent on κ. Consequently, by Lemma 4.4, the solution vκ
must satisfy the estimate
‖vκ‖2 ≤ 2qd∞
q − 2 . (3.1)
Proposition 3.1. There exists a constant C0 > 0 independent on κ, such that
‖vκ‖∞ ≤ C0κ− 14 for κ ≤ 6
2
q−2∗ .
Proof. In what follows, we denote vκ by v. For each m ∈ N and β > 1, let
Am = {x ∈ RN : |v|β−1 ≤ m} and Bm = RN \Am. Define
vm =
{
v|v|2(β−1), in Am,
m2v, in Bm.
Note that vm ∈ H1(RN ), vm ≤ |v|2β−1 and
∇vm =
{
(2β − 1)|v|2(β−1)∇v, in Am,
m2∇v, in Bm.
(3.2)
Using vm as a test function in (2.5), we deduce that∫
RN
[
∇v∇vm + V (x) G
−1(v)
g(G−1(v))
vm
]
dx =
∫
RN
|G−1(v)|q−2G−1(v)
g(G−1(v))
vmdx. (3.3)
By (3.3),∫
RN
∇v∇vmdx = (2β − 1)
∫
Am
|v|2(β−1)|∇v|2dx +m2
∫
Bm
|∇v|2dx. (3.4)
Let
wm =
{
v|v|β−1, in Am,
mv, in Bm.
Then w2m = vvm ≤ |v|2β and
∇wm =
{
β|v|β−1∇v, in Am,
m∇v, in Bm.
Hence,∫
RN
|∇wm|2dx = β2
∫
Am
|v|2(β−1)|∇v|2dx+m2
∫
Bm
|∇v|2dx. (3.5)
Then, from (3.4) and (3.5),∫
RN
(|∇wm|2 −∇v∇vm)dx = (β − 1)2
∫
Am
|v|2(β−1)|∇v|2dx. (3.6)
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Combing (3.3), (3.4) and (3.6), since β > 1, we have∫
RN
|∇wm|2dx ≤
[ (β − 1)2
2β − 1 + 1
] ∫
RN
∇v∇vmdx
≤β2
∫
RN
[
∇v∇vm + V (x) G
−1(v)
g(G−1(v))
vm
]
dx
=β2
∫
RN
|G−1(v)|q−2G−1(v)
g(G−1(v))
vmdx.
Choosing κ
2∗−q
4 ≤
√
1
6 , we have g(t) ≥ κ
2∗−q
4 . Setting θ = 2
∗−q
4 , by Sobolev
inequality and Lemma 2.1−(3),(∫
Am
|wm|2
∗
dx
)(N−2)/N
≤ S
∫
RN
|∇wm|2dx ≤6
q−1
2 Sβ2κ−θ
∫
RN
|v|q−2w2mdx.
By Ho¨lder inequality, we have(∫
Am
|wm|2
∗
dx
)(N−2)/N
≤ 6 q−12 Sβ2κ−θ‖v‖q−22∗
(∫
RN
|wm|2q1dx
)1/q1
where 1/q1 + (q − 2)/2∗ = 1. Since |wm| ≤ |v|β in RN and |wm| = |v|β in Am,
we have( ∫
Am
|v|β2∗dx
)(N−2)/N
≤ 6 q−12 Sβ2κ−θ‖v‖q−22∗
(∫
RN
|v|2βq1dx
)1/q1
By Monotone Convergence Theorem, letting m→∞, we have
‖v‖β2∗ ≤ β1/β(6
q−1
2 Sκ−θ‖v‖q−22∗ )1/(2β)‖v‖2βq1 . (3.7)
Setting σ = 2∗/(2q1) and β = σ in (3.7), we obtain 2q1β = 2∗ and
‖v‖σ2∗ ≤ σ1/σ(6
q−1
2 Sκ−θ‖v‖q−22∗ )1/(2σ)‖v‖2∗ . (3.8)
Taking β = σ2 in (3.7), we have
‖v‖σ22∗ ≤ σ2/σ
2
(6
q−1
2 Sκ−θ‖v‖q−22∗ )1/(2σ
2)‖v‖σ2∗ . (3.9)
From (3.8) and (3.9),
‖v‖σ22∗ ≤ σ1/σ+2/σ
2
(6
q−1
2 Sκ−θ‖v‖q−22∗ )1/2(1/σ+1/σ
2)‖v‖2∗ .
Taking β = σi (i = 1, 2, · · · ) and iterating (3.7), we get
‖v‖σj2∗ ≤ σ
j∑
i=1
i
σi (6
q−1
2 Sκ−θ‖v‖q−22∗ )
1
2
j∑
i=1
1
σi ‖v‖2∗ .
Therefore, by Sobolev inequality, (3.1) and taking the limit of j → +∞, we get
‖v‖∞ ≤ σ
1
(σ−1)2 (6
q−1
2 κ−θSq/2C(q−2)/2)
1
2(σ−1) S1/2C1/2 = C0κ
− 14 , for κ ≤ 6 2q−2∗ ,
where C0 > 0 is independent of κ > 0. This ends the proof.
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3.1 Proof of Theorem 1.1.
Combining the arguments in Section 2 and Proposition 3.1, the solution vκ
of (1.10) established in Theorem 2.1 satisfies ‖vκ‖∞ ≤ C0κ− 14 for κ ≤ 6
2
q−2∗ .
Choosing κ0 = min
{
6
2
q−2∗ ,
1
C0
√
18
}
, it follows that
‖G−1(vκ)‖∞ ≤
√
6‖vκ‖∞ <
√
1
3κ
∀κ ∈ [0, κ0).
From this, u = G−1(vκ) is a classical solution of (1.3).
4 Proof of Theorem 1.2
In this section, we fix 0 < κ < 13 and for equation (1.10), we let
g(t) =

√
1− κt2, if 0 ≤ t < 1 <
√
1
3κ
,
κ
t
√
1− κ +
1− 2κ√
1− κ, if t ≥ 1.
Setting g(t) = g(−t) for all t ≤ 0, clearly g ∈ C1(R, ( 1−2κ√
1−κ , 1]), g increases in
(−∞, 0) and decreases in [0,+∞).
We further modify the nonlinearity of equation (1.4) as follows:
f(t) =

0, if t ≤ 0,[
1− 1
(1 + t2)3
]
t, if 0 ≤ t ≤ 1,
7
8
tq−1, if t ≥ 1,
where 2 < q < min{ 145 , 2∗} and fix l(t) = f(t) in (1.10). We note that f is
continuous and satisfies the following conditions:
(f1) f(0) = 0;
(f2) lim
t→0
f(t)
t
= 0;
(f3) lim
t→+∞
f(t)
tq−1
=
7
8
;
(f4) lim
t→+∞
f(t)
t
= +∞;
(f5) 2F (t)− f(t)t ≤ 0 with t ∈ R, where F (t) =
∫ t
0
f(s)ds;
(f6) f(t) ≤ 7tq−1 with t ≥ 0.
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We make change of variables
v = G(u) =
∫ u
0
g(t)dt.
Then, at this moment, the inverse function G−1(t) satisfies the following prop-
erties:
Lemma 4.1. (1) lim
t→0
G−1(t)
t
= 1;
(2) lim
t→∞
G−1(t)
t
=
√
1− κ
1− 2κ ;
(3) t ≤ G−1(t) ≤ 3t, for all t ≥ 0;
(4) −3
2
≤ t
g(t)
g′(t) ≤ 0, for all t ≥ 0.
Proof. By the definition of g and since κ <
1
3
,
lim
t→0
G−1(t)
t
= lim
t→0
1
g(G−1(t))
= 1
and
lim
t→∞
G−1(t)
t
= lim
t→∞
1
g(G−1(t))
=
√
1− κ
1− 2κ ≤ 3.
Thus, (1) and (2) are proved. Since g(t) > 0 is decreasing in [0,∞), then
1
3
t ≤ 1−2κ√
1−κ t ≤ g(t)t ≤ G(t) ≤ t for all t ≥ 0, which implies (3). By direct
calculation, we get (4).
Next, we consider the equation
−∆v + V (x) G
−1(v)
g(G−1(v))
− f(G
−1(v))
g(G−1(v))
= 0 in RN . (4.1)
We establish the geometric hypotheses of the Mountain Pass Theorem for the
following energy functional corresponding to (4.1):
J˜κ(v) =
1
2
∫
RN
|∇v|2dx + 1
2
∫
RN
V (x)|G−1(v)|2dx−
∫
RN
F (G−1(v))dx. (4.2)
From Lemma 4.1 and (f1)−(f3), J˜κ is well defined inH1(RN ) and J˜κ ∈ C1(H1(RN ),R).
Lemma 4.2. (1) There exist ρ1, a1 > 0, such that J˜κ(v) ≥ a1 for ‖v‖ = ρ1.
(2) There exists φ ∈ H1(RN ) such that J˜κ(φ) < 0.
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Proof. By (f2) and (f3),
|F (t)| ≤ 1
4
V0|t|2 + C|t|q.
Thus, by Lemma 4.1−(3) and Sobolev embedding inequality, we have
J˜κ(v) =
1
2
∫
RN
|∇v|2dx+ 1
2
∫
RN
V (x)|G−1(v)|2dx−
∫
RN
F (G−1(v))dx
≥1
2
∫
RN
|∇v|2dx+ 1
2
∫
RN
V (x)|G−1(v)|2dx− 1
4
V0
∫
RN
|G−1(v)|2dx
− C
∫
RN
|G−1(v)|qdx
≥1
2
∫
RN
|∇v|2dx+ 1
4
V0
∫
RN
v2dx− C
∫
RN
|v|qdx
≥1
4
‖v‖2 − C‖v‖q.
Therefore, by choosing ρ1 small, we get (1) for ‖v‖ = ρ1.
To prove (2), we choose some ϕ ∈ C∞0 (RN , [0, 1]) \ {0} with suppϕ = B¯1(0).
We will show that J˜κ(tϕ) → −∞ as t → ∞, which will prove the result if we
take φ = tϕ with t large enough. By (f4),
lim
t→+∞
F (t)
t2
= +∞.
Thus, given A = 92V∞
∫
RN
ϕ2dx + 12
∫
RN
|∇ϕ|2dx + 1, there exists D > 0 such
that
F (t) ≥ At2 −D ∀t ≥ 0.
Hence,
J˜κ(tϕ) ≤ −t2 +D|B1(0)| → −∞ as t→ +∞,
which implies (2).
In consequence of Lemma 4.1 and of a special version of the Mountain Pass
Theorem found in [9], for the constant
c˜κ = inf
γ∈Γ˜κ
sup
t∈[0,1]
J˜κ(γ(t)) ≥ a0 > 0, (4.3)
where
Γ˜κ = {γ ∈ C([0, 1], H1(RN )) : γ(0) = 0, γ(1) 6= 0, J˜κ(γ(1)) < 0},
there exists a Cerami sequence at level c˜κ, that is,
J˜κ(vn)→ c and (1 + ‖vn‖)‖J˜ ′κ(vn)‖ → 0. (4.4)
Lemma 4.3. The Cerami sequence {vn} given in (4.4) is bounded.
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Proof. For any v ∈ H1(RN ),
J˜κ(v) =
1
2
∫
RN
|∇v|2dx+ 1
2
∫
RN
V (x)|G−1(v)|2dx
−
∫
{x∈RN ,|G−1(v(x))|≤1}
[G−1(v)2
2
+
1
4(1 +G−1(v)2)2
− 1
4
]
dx
− 7
8q
∫
{x∈RN ,|G−1(v(x))|≥1}
|G−1(v)|qdx− (5q − 14)
16q
∫
{x∈RN ,|G−1(v(x))|≥1}
dx
(4.5)
and
J˜ ′κ(v)G
−1(v)g(G−1(v)) =∫
RN
[
1 +
G−1(v)
g(G−1(v))
g′(G−1(v))
]
|∇v|2dx+
∫
RN
V (x)|G−1(v)|2dx
−
∫
{x∈RN ,|G−1(v(x))|≤1}
[
G−1(v)2 − G
−1(vn)2
(1 +G−1(v)2)3
]
dx
− 7
8
∫
{x∈RN ,|G−1(v(x))|≥1}
|G−1(v)|qdx.
(4.6)
Now, by previous arguments, we know that there is C > 0 such that
‖G−1(vn)g(G−1(vn))‖ ≤ C‖vn‖ ∀n ∈ N.
Thus, the last inequality combined with (4.4), (4.5) and (4.6) implies that
qc˜κ + on(1)
=qJ˜κ(vn)− J˜ ′κ(vn)G−1(v)g(G−1(vn))
≥
∫
RN
[ (q − 2)
2
− G
−1(vn)
g(G−1(vn))
g′(G−1(vn))
]
|∇vn|2dx+
+
(q − 2)
2
∫
{x∈RN ,|G−1(vn(x))|≤1}
(V (x)− 1)G−1(vn)2dx
+
∫
{x∈RN ,|G−1(vn(x))|≤1}
[2q|G−1(vn)|2 + q|G−1(vn)|4
4(1 +G−1(vn)2)2
− G
−1(vn)2
(1 +G−1(vn)2)3
]
dx
≥(q − 2)
2
∫
RN
|∇vn|2dx.
Once that V (x) ≥ 1 for all x ∈ RN , q > 2 and
2qt2 + qt4
4(1 + t2)2
− t
2
(1 + t2)3
≥ 0 ∀t ∈ [0, 1],
it follows that
lim sup
n→∞
‖∇vn‖22 ≤
2qc˜κ
q − 2 . (4.7)
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Recalling that there is S > 0 such that∫
RN
|v|2∗ ≤ S
(∫
RN
|∇v|2dx
) 2∗
2
∀v ∈ H1(RN ),
we derive that
lim sup
n→+∞
∫
RN
|vn|2
∗ ≤
(
2qc˜κ
q − 2
)2∗
∀n ∈ N. (4.8)
From definition of f , given ǫ = V02 , there is C > 0 such that
f(t) ≤ V0
18
t+ Ct2
∗−1 ∀t ≥ 0.
This together with J ′(vn)vn = on(1) gives∫
RN
[
|∇vn|2+V (x) G
−1(vn)
g(G−1(vn))
vn
]
dx ≤
∫
RN
[ V0
18 (G
−1(vn)) + C(G−1(vn))2
∗−1
g(G−1(vn))
]
vndx.
Using Lemma 4.1-3 and the fact that 13 ≤ g(t) ≤ 1 for all t ∈ R, we get
V0
2
∫
RN
|vn|2dx ≤ C
∫
RN
|vn|2
∗
.
Then, by (4.8),
lim sup
n→∞
∫
RN
|vn|2dx ≤ 2C
V0
(
2qc˜
q − 2
)2∗
∀n ∈ N. (4.9)
From (4.7) and (4.8), it follows that {vn} is bounded in H1(RN ).
Analogous to the arguments in the end of Section 2, we can assume there is
vκ ∈ H1(RN ) and a subsequence of {vn}, still denoted by itself, such that
vn ⇀ vκ in H
1(RN ), vn → vκ in H1loc(RN ) and vn → vκ in Lploc(RN ) ∀p ∈ [1, 2∗).
Moreover, vκ is a nontrivial critical point for J˜κ, J˜κ(vκ) ≤ c˜κ and by (4.7),
‖∇vκ‖22 ≤
2qc˜κ
q − 2 . (4.10)
Lemma 4.4. The nontrivial solution vκ of (4.1) verifies ‖∇vκ‖2 ≤ 2qd∞
q − 2 ,
where d∞ is independent on κ > 0.
Proof. Setting the functional Q∞ : H1(RN )→ R given by
Q∞(v) =
1
2
∫
RN
|∇v|2dx+ 9V∞
2
∫
RN
|v|2dx−
∫
RN
F (v)dx,
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we observe that
J˜κ(v) ≤ Q∞(v) ∀v ∈ H1(RN ).
As in Lemma 4.2, it follows that Q∞ verifies the mountain pass geometry.
Therefore, if d∞ denotes the mountain pass level associated with Q∞, the last
inequality yields c˜κ ≤ d∞. Hence, by (4.10)
‖∇vκ‖22 ≤
2qd∞
q − 2 ,
finishing the proof.
Proposition 4.1. There exists a constant C1 > 0 independent on κ such that
‖vκ‖∞ ≤ C1κ
1
2(2∗−q) .
Proof. Since the proof is similar to Proposition 3.1, we only indicate the neces-
sary changes. Denoting vκ by v, we now have∫
RN
|∇wm|2dx ≤
[ (β − 1)2
2β − 1 + 1
] ∫
RN
∇v∇vmdx
≤β2
∫
RN
[
∇v∇vm + V (x) G
−1(v)
g(G−1(v))
vm
]
dx
=β2
∫
RN
f(G−1(v))
g(G−1(v))
vmdx
≤7β2
∫
RN
|G−1(v)|q−1
g(G−1(v))
vmdx.
Since
1
g(t)
≤
√
1− κ
1− 2κ ≤ 3
√
2κ for 0 < κ ≤ 13 . Then, by Sobolev inequality and
Lemma 2.1−(3), we get(∫
Am
|wm|2
∗
dx
)(N−2)/N
≤ S
∫
RN
|∇wm|2dx ≤3q
√
2Sβ2κ
1
2
∫
RN
|v|q−2w2mdx.
Therefore,
‖v‖∞ ≤ σ
1
(σ−1)2 (3q
√
2Sβ2κ
1
2Sq/2C(q−2)/2)
1
2(σ−1) S1/2C1/2 = C1κ
1
2(2∗−q) ,
where C1 > 0 is independent of κ > 0, finishing the proof.
4.1 Proof of Theorem 1.2.
Combining the above arguments and Proposition 4.1, the solution vκ of (1.10)
satisfies ‖vκ‖∞ ≤ C1κ
1
2(2∗−q) . Fixing κ1 = min
{1
3
,
(
1
18C21
) 2∗−q
2∗−q+1
}
, we have
that
‖G−1(vκ)‖∞ ≤
√
6‖vκ‖∞ <
√
1
3κ
∀κ ∈ [0, κ1).
This implies that u = G−1(vκ) is a positive solution of (1.4).
22
References
[1] C. O. Alves, S. H. M. Soares and M. A. S. Souto, Schro¨dinger-Poisson equa-
tions with supercritical growth, Electronic J. Diff. Equa., 1(2011) 1–11,
[2] H. Berestycki and P. L. Lions, Nonlinear scalar field equations I, Arch. Ra-
tional Mech. Anal., 82 (1983) 313–346.
[3] L. Brizhik, A. Eremko, B. Piette and W. J. Zakrzewski, Electron self-
trapping in a discrete two-dimensional lattice, Physica D., 159 (2001) 71–90
[4] L. Brizhik, A. Eremko, B. Piette and W. J. Zakrzewski, Static solutions of
a D-dimensional modified nonlinear Schro¨dinger equation, Nonlinearity, 16
(2003) 1481–1497
[5] L. Bru¨ll and H. Lange, Ko¨ln, Stationary, Oscillatory and Solitary waves
type solutions of singular nonlinear Schro¨dinger equations, Math. Mech. in
the Appl. sci., 8 (1986) 559–575.
[6] A. De Bouard, N. Hayashi, and J. C. Saut, Global existence of small solutions
to a relativistic nonlinear Schro¨dinger equation, Comm. Math. Phys., 189
(1997), 73–105
[7] J. M. do O´ and U. Severo, Quasilinear Schro¨dinger equations involving con-
cave and convex nonlinearities, Comm. Pure Appl. Anal., 8 (2009) 621–644.
[8] M. Colin and L. Jeanjean, Solutions for a quasilinear Schro¨dinger equations:
A dual approach, Nonlinear Anal. TMA., 56 (2004) 213–226.
[9] I. Ekeland, , Convexity Methods in Hamilton Mechanics, Springer Verlag,
1990.
[10] D. Gilbarg and N. S. Trudinger, Elliptic Partial Differential Equations of
Second Order, Springer, 2001.
[11] M. V. Goldman, Strong turbulence of plasma waves, Rev. Modern Phys.,
56 (1984) 709–735.
[12] R. W. Hasse, A general method for the solution of nonlinear soliton and
kink Schro¨dinger equations, Z. Phys., 37 (1980) 83–87.
[13] H. Hartmann and W. J. Zakrzewski, Electrons on hexagonal lattices and
applications to nanotubes,Phys. Rev. B., 68 (2003) 184–302
[14] L. Jeanjean and K. Tanaka, A remark on least energy solutions in RN ,
Proc. Amer. Math. Soc., 131 (2003) 2399–2408.
[15] S. Kurihura, Large-amplitude quasi-solitons in superfluid films, J. Phys.
Soc. Japan, 50 (1981) 3262–3267.
23
[16] H. Lange, M. Poppenberg and H. Teisniann, Nash-More methods for the
solution of quasilinear Schro¨dinger equations, Commun. Partial Diff. Equa,
24(7&8) (1999) 1399–1418.
[17] P. L. Lions, The concentration compactness principle in the calculus of
variations. The locally compact case. Part I and II, Ann. Inst. H. Poincare´
Anal. Non. Lineaire´, (1984) 109-145, 223–283.
[18] A. G. Litvak and A. M. Sergeev, One dimensional collapse of plasma waves,
JETP Lett., 27 (1978) 517–520.
[19] J. Q. Liu and Z. Q. Wang, Soliton solutions for quasilinear Schro¨dinger
equations I, Proc. Amer. Math. Soc., 131 (2) (2002) 441–448.
[20] J. Q. Liu, Y. Q, Wang and Z. Q. Wang, Soliton solutions for quasilinear
Schro¨dinger equations II, J. Differential Equations, 187 (2003) 473–493.
[21] J. Q. Liu, Y. Q. Wang and Z. Q. Wang, Solutions for quasilinear
Schro¨dinger equations via the Nehari Method, Commun. Partial Differ.
Equ., 29 (2004) 879–901
[22] M. Porkolab and M. V. Goldman, Upper-hybrid solitons and oscillating-
two-stream instabilities, Phys. of Fluids., 19 (1978) 872–881.
[23] M. Poppenberg, K. Schmitt and Z. Q. Wang, On the existence of soliton so-
lutions to quasilinear Schro¨dinger equations, Calc. Var. Partial Differential
Equations, 14 (3) (2002) 329–344.
[24] D. Ruiz and G. Siciliano, Existence of ground states for a modified nonlinear
Schro¨dinger equation, Nonlinearity, 23 (2010) 1221–1233
[25] E. A. B. Silva and G. F. Vieira, Quasilinear asymptotically periodic
Schrodinger equations with critical growth, Calc. Var, 39 (2010) 1–33,
[26] Y. T. Shen and Y. J. Wang, Soliton solutions for generalized quasilinear
Schro¨dinger equations, Nonlinear Analysis TMA, 80 (2013) 194–201
[27] M. Schechter, Linking Methods in Critical Point Theory, Birkha¨user,
Boston, 1999.
[28] Y. J. Wang, Y. M. Zhang and Y. T. Shen, Multiple solutions for quasilinear
Schro¨dinger equations involving critical exponent, Appl. Math. Comput.,
216 (2010) 849–856.
[29] Y. J. Wang and W. M, Zou, Bound states to critical quasilinear Schro¨dinger
equations, Nonlinear differ. equ. appl., 19 (2012) 19–47.
[30] J. Yang, Y. J. Wang and A. A. Abdelgadir, Soliton solutions for quasilinear
Schro¨dinger equations, J. Math. Phys, Preprint.
[31] M. Willem, Minimax Theorems, Birkha¨user, 1996.
24
