Abstract-This paper presents a data driven fault detection and identification (FDI) method using Support Vector Machines (SVM) and the Wavelet Packet Transform (WPT). The primary focus of this paper is to present a robust data driven fault diagnosis scheme. The investigated scheme has the capability to detect and identify faulty components of a given system through examination of its output due to a specified input. The use of the wavelet packet transformation serves to draw out those features of the output response which best characterize each of the fault classes for the various components. Support vector machines are used as the diagnosis phase to detect and isolate faults of a given system.
I. INTRODUCTION
Advanced engineering systems are becoming increasingly more complex. As a result, there has been a growing demand for reliable fault detection and identification (FDI) schemes. A fault is defined to be any deviation of the system outside its designed operation. Fault detection is the process of recognizing when a system has begun to operate outside its original design limits. Fault identification is the process of locating the most likely root cause of the detected failure within the system's components or subsystems. A survey of system fault identification and diagnosis can be found in [1] , [2] , [3] , [4] , [5] . Fault detection and identification schemes generally fall into two broad categories; model based and data driven methods. Model based FDI schemes are based on an accurate mathematical models of the system's dynamics as it relates to the individual subsystems. To accomplish fault detection and isolation, model based schemes use the available mathematical model in combination with advanced reasoning techniques [1] , [2] , [3] , [6] , [7] . However, it is often the case that a model is unavailable or the current mathematical model does not accurately describe the complex system. It is in this context that data driven methods are developed. Data driven FDI techniques vary from simple fault detection to the more sophisticated methods which detect, identify, and predict the occurrence of future faults [8] , [9] , [10] , [11] , [12] . Such FDI methodologies rely on the assumption that the statistical characteristics of the data are relatively stationary across each of the fault and nominal classes. In general, data driven FDI methods attempt to construct a map between the observed features from the system's output and some decision space. In this paper we develop a data driven method which employs support vector machines as the diagnosis or classifier phase and the wavelet packet transform as a preprocessor to extract useful features from the system's raw output data.
Support vector machines (SVM) were principally introduced by Vapnik [13] and in recent years have been implemented successfully to many practical problems [14] , [15] , [16] . SVMs are rooted in statistical learning theory and are an approximate implementation of the method of structural risk minimization. More importantly, SVMs are able to achieve desirable generalization properties without incorporating problem-domian knowledge [17] . In our FDI scheme SVMs are used as the diagnosis method or classifier. The SVMs are trained on features obtained from the various faulty and nominal operation modes. In order to obtain good features we employ a preprocessing method consisting of wavelet packet analysis.
In recent applications, wavelet based signal analysis has shown to provide an effective means of feature extraction from time varying signals [11] , [18] , [19] . In general, wavelet based feature extraction provides a means to view time signals in their time-scale representation, where the scale is related to frequency content of the signal. However, the traditional wavelet transform is not well suited to represent signals that exhibit high frequency characteristics. To overcome this deficiency a generalization of the wavelet transform was developed principally by Coifman and Wickerhauser in [20] . The wavelet packet transform offers a method to extract those features found in the higher frequencies. This generalization is able to represent a signal across a rich library of redundant wavelet bases. It is this property which allows for a better time-scale resolution and provide our FDI scheme with well defined features across each fault class.
To demonstrate our fault diagnosis technique we examine two systems. The first system is a attitude-control system of an aircraft developed in [21] . This system is readily found on most modern aircraft and is primarily driven by a DC motor. Our efforts in this system are focused to detect and isolate faults occurring in the DC motor. The second system examined is a Sallen-Key bandpass filter. In this system we focus our attention to diagnosing errors within the components that make up the filter. Primarily, we apply our FDI technique to detect and isolate faults in the resistors and capacitors.
The outline of the rest of this paper is as follows. In Section II we develop the use of support vector machines and their extension to the multi-class pattern recognition prob-lems. In Section III we review the preprocessing technique based on wavelet packet analysis. Sections IV and V discuss the experimental results and conclusions.
II. SUPPORT VECTOR MACHINES

A. Formulation of SVMs
Support vector machines (SVMs) were first introduced by Vapnik in the late 1960's as a part of his development of statistical learning theory [13] . Support vector machines are a type of hyperplane classifier which attempts to find an optimal separating hyperplane for the input training data. When formulated under SVMs the optimal hyperplane is the decision boundary that attains the maximum margin of separation between the two classes. It has been shown in [13] and [22] that the optimal hyperplane under these conditions can be uniquely determined by solving a constrained optimization problem whose solution has an expansion w = i α i x i which is be the weighted sum of the training patterns that lie on the margin [22] . The training vectors which lie on the margin are referred to as the support vectors.
Formally, given a set of features vectors x i and corresponding class labels y i we form the index pair {(
where x i ∈ R d and y i ∈ {+1, −1}. We denote those input features x i with label +1 as belonging to Class 1 and those feature vectors with label -1 as belonging to Class 2. In the linearly separable case we can find a hyperplane which is able to separate the training data. This separating hyperplane will take on the following form,
Where w i ∈ R d and is the normal vector to the separating hyperplane and b ∈ R is the scalar bias. Hence, if x belongs to Class 1(+1 label) then f (x) ≥ 0 and conversely if x belongs to Class 2 (-1 label) we havef (x) < 0. Consequently, we have the following constraints,
For a weight vector w and bias b we define the margin of separation ρ as the separation between the hyperplane and the closest feature vector. In particular an SVM finds the separating hyperplane which maximizes the margin of separation ρ. The idea behind maximizing the margin of separation is rooted in concepts of structural risk minimization. Roughly, when the margin of separation is maximized the generalization error on unseen test data tends to its minimum value [13] , [17] , [22] . As an example of the following formulation Fig. 1 shows the separation of two classes in two dimensions.
The optimal hyperplane is achieved by formulating the problem as a quadratic optimization problem. Given the training samples and corresponding labels {(
we attempt to find the optimum values of w and b such that they satisfy the constraints found in (2) , and the weight vector that minimizes the following cost function, 
We solve this constrained optimization problem using the method of Largrange multipliers
Where α i are the Lagrange multipliers. The problem so far stated becomes the minimization of L(w, b, α) with respect to w, b and requires the derivatives of L with respect to α to vanish. This becomes a convex quadratic problem which has an equivalent Wolf dual formulation, which can be solved instead. In forming the dual problem we use the following two conditions.
Solving for w we obtain,
and from (6) we find,
By expanding L(w, b, α) and using the properties found in (5),(6) for optimality we derive the dual representation of the optimization problem as,
where
The dual problem can now be stated as, given the training set {(
such that the objective function W (α) is maximized subject to the constraints of (8), (10) . We also note the important fact that the in the dual formulation the maximization of the objective function W (α) depends on the input patterns in the form of inner products.
The given formulation of SVMs assumes the two classes are linearly separable. In the situations where the classes are not linearly separable a non-negative slack variable ζ is introduced into (2) as,
The objective function is reformulated as,
where C is referred to as the regularization parameter and dictates the tradeoff between the complexity of the SVM and the number of nonseparable points [17] . We then find w and b in the same manner as in the linearly separable case. With the difference in the final constraints which are found to be,
To use support vector machines where the decision surface is not a linear function of the training samples, we make use of the property that the training examples appear in the solution to the dual problem as inner products of each other. This allows us to first project the training samples to nonlinear possibly higher dimensional feature space F .
More generally, we assume that our training patterns {x 1 ...x N } exist in some input space R d and we are able to project the input space to a higher dimensional feature space F through a nonlinear mapping function ϕ : X → F . This projection will allow for class separation in the feature space when it cannot be clearly separated in the original input space. SVMs construct the optimal hyperplane in the feature space F and the deciding hyperplane is of the form,
Where the kernel operator K(x, y) satisfies Mercer's condition so that it defines the inner product of the original mapping function ϕ(
Commonly used kernel functions are the polynomial kernel function and the Gaussian radial basis function which are respectively,
In (16) we see that the feature space is infinite dimensional. In building an SVM for our FDI scheme we use the Gaussian radial basis function as the kernel function.
As in the formulation of SVM in the original input space we are able to find the optimal hyperplane in the feature space F by solving a constrained optimization problem whose solution w is expressed as an expansion of the feature vectors ϕ(x i ) that lie on the margin in feature space.
B. SVMs for Multi-Class Classification
Support vector machines are binary classifiers. To extend their use in the multi-class situations there are several methods for doing so. Two of the more popular training conventions are, the one-versus-all which is a winner take all strategy, one-versus-one which is a max-wins voting strategy. This research makes use of both for training and testing and the two methods are described below.
One-Versus-One (Max votes wins)
The One-Versus-One strategy builds a binary classifier for each pair of distinct classes. For an M class problem this method constructs
binary classifiers. Let f Cij (x) represent the binary classifier trained on examples from classes ω i and ω j where class ω i is assigned the positive label and ω j is assigned negative label. Once all classifiers have been trained the final label assigned to a unseen example x is accomplished by a maximum voting strategy. In other words, each classifier assigns a label to x and the label with the majority of votes is assigned as the final class label for x. Formally, let D j represent the number of SVMs whose decision is the ω j class. The final decision function is formed as, Figure 2 . shows an example of this process in the three class situation. 
One-Versus-All (Winner Takes All)
The One-Versus-All method is the simplest strategy to extend support vector machines to the M -class pattern recognition problems. This strategy builds M binary SVM classifiers, one for each of the M classes. The i th classifier f Ci (x) is trained to identify the ω i class from all the remaining classes. In training, the data examples associated to the concerned class ω i are assigned positive labels and all remaining data examples are assigned negative labels. The classifiers f Ci (x) built for each of the respective classes are combined to form a final decision function f C (x). This final decision function is given as,
Therefore, a given test sample x is presented to each of the classifiers and the final label is determined by the classifier whose evaluation for x is the largest. Figure 3 . shows an example of this process in the three class situation. 
III. WAVELET PACKET ANALYSIS
A. Wavelet Analysis
The wavelet transform decomposes a time signal f (t) into a more illustrative form of a time-scale representation. More specifically, the wavelet transform measures the timefrequency of the spectral components at different timefrequency resolutions [23] . We introduce a analyzing function ψ(t) commonly referred to as the mother wavelet and build the set {ψ a,b (t)} which are shifted and scaled versions of ψ(t) given as,
For an appropriately chosen ψ(t), the set {ψ a,b (t)} will form an orthonormal basis for L 2 (R). Where L 2 (R) is the space of square integrable functions. The parameter b controls the translations of ψ(t) and a is the scale parameter which controls the dilations and contractions of the mother wavelet. We now define the continuous wavelet transform (CWT) as,
Thus, the CWT analyzes (decomposes) a function f (t) ∈ L 2 (R) into its wavelet coefficients C(a, b). Generally, each coefficient reflects the contributions of f (t) at a certain time b for a given scale a. In other words, C(a, b) measures the frequency content of f (t) at time b. Therefore, the wavelet transform offers a reasonable method to draw out time-frequency characteristics in the form of the coefficients  C(a, b) . To examine this further we note than when taking the Fourier transform of ψ(t) given as,
We notice when ψ(t) is dilated (a > 1) it will exhibit low frequency characteristics. Conversely, when ψ(t) is contracted (a < 1) it will exhibit high frequency characteristics.
B. Discrete Wavelet Analysis
Since the signals that we normally encounter are in a discrete time form we review the formulation and implementation of the discrete wavelet transform (DWT). The discrete wavelet transform has its formulation and implementation rooted in multiresolution analysis (MRA) [23] , [24] . In particular, given a mother wavelet ψ(t) we form the dyadic set of translations and dilations given as,
For an appropriately chosen ψ(t), the set {ψ j,k (t)} will also form an orthonormal basis for L 2 (R). Allowing us to express f (t) ∈ L 2 (R) as a expansion of the basis functions {ψ j,k (t)}.
Where , is the inner product defined on L 2 (R). The set of coefficients λ j (k) are called the discrete wavelet transform of f (t).
As a consequence of multiresolution analysis a family of scaling functions can be formed as,
such that φ j,k and ψ j,l are orthogonal. This leads to an expansion of f (t) in terms of the scaling function and the mother wavelet given as,
where M is the desired level of decomposition. The coefficients c M (k) and d j (k) are commonly denoted as the approximation and detail coefficients respectively. To implement the DWT the multiresolution formulation gives the following two-scale relation,
Where φ(t) can be written as a recursive relationship,
To implement the DWT we make use of the algorithm developed by Mallat which uses quadrature mirror filters (QMFs) for subband coding [23] . Multiresolution allows for the decomposition of f (t) without using either the mother wavelet or the scaling function. The implementation of the DWT based on QMFs consists of a low pass filter H and a high pass filter G. In which the frequency responses of H and G are mirror images of each other. In general, h (k) are the coefficients of the low pass filter H and g (k) are the coefficients of the high pass filter G. We can convolve a given signal f (t) with these filters to compute the needed coefficients. Figure 4 shows how this implementation is performed. This procedure of using filters to compute the wavelet transform is known as the fast wavelet transform (FWT). The FWT also makes use of a procedure called dyadic decimation in which the number of points in the coefficients is decreased by a factor of two at each level of decomposition. In other words, if our signal has 2 n points then the number of coefficients to represent our signal at the next level of decomposition will be 2 n−1 . 
C. Wavelet Packet Analysis
As previously described, the wavelet transform can provide good localization in both the time and frequency domains. However, its frequency resolution in the high-frequency region is somewhat deficient. In other words, the DWT provides us with a constant-Q filtering which in turn allows for the low frequencies to have narrow bandwidths and the high frequencies to have wide bandwidths [25] . It is therefore difficult to distinguish the features that contain high frequency elements. In using features from the typical wavelet transform we are possibly blurring useful details which are in the higher frequencies. To resolve this problem Coifman and Wickerhauser [20] developed the wavelet packet transform which provides for a better resolution at the higher frequency end of the spectrum.
The wavelet packet transform is a generalization of the traditional discrete wavelet transform, and offers a richer set of features to be used for pattern recognition. However it should be noted that the cost of providing a better set of features comes in the form of computational complexity. More specifically, the traditional wavelet transform has complexity O (N ) whereas the wavelet packet transform has complexity O (N log (N )) [25] . Recall from Fig. 4 that the DWT takes the signal f (t) and passes it through the scaling and wavelet filters, low-pass and high-pass filters respectively. After filtering and decimation we have two types of coefficients, those from the high-pass filter (details) and those from the lowpass filter (approximations). The algorithm then proceeds in the same manner taking those coefficients from the low-pass filter branch and again splitting them into the approximation and detail coefficients at the next level of decomposition. In contrast, the wavelet packet transform splits both the lowpass and highpass bands at all stages of decomposition. This analysis forms the full binary decomposition tree as seen in Fig. 5 . Formally, we define a wavelet packet function as W n j,k (t) where the integers j and k are the scale and translation variables. The variable n is denoted as oscillation parameter. We then form the wavelet packet functions by the following recursive relationships,
Where, W 0 0,0 (t) = φ (t) and W 1 0,0 (t) = ψ (t) are the scaling and mother wavelet functions respectively [11] . Again we note that the sequences h (k) and g (k) are in general the coefficients of the low-pass and high-pass filters of the QMFs. To determine the wavelet packet coefficients, w n j,k we compute the inner product f (t) , W n j,k defined as,
As mentioned before we can implement the full wavelet packet decomposition by successive implementation of the QMFs not only on the approximation coefficients but also on the detail coefficients down to a specified level of decomposition. The described decomposition method results in a wavelet packet tree seen in Fig. 5 .
D. Feature Representation
The WPT is applied on the time series data generated by the faulty and nominal modes of the systems under study. At this stage we have nodes of the wavelet packet coefficients w n j,k . However, direct use of the wavelet packet coefficients as features often leads to difficult classification of the various fault modes. We define the wavelet packet node energy as,
Recall, that the coefficients w n j,k reflect the frequency content of the signal at time 2 j t. Therefore E j,n measures the signal energy in a specific frequency band indexed by the scale parameter j and the oscillation parameter n [11] . These energies are used to form the training and testing feature data for the SVMs. More specifically, we decompose a signal down to a specified level l. This will give us l r=1 2 r node packets in the final decomposition tree. We evaluate the energy of each of the node packets to build the corresponding feature vector whose values are the respective energies from each of the wavelet packets. For example, a level 8 decomposition will yield 510 packets. We then compute the energy for each packet to construct a feature vector of dimension 510
IV. EXPERIMENTAL SECTION
A. Overview of FDI Scheme
To obtain training and testing features for fault diagnosis we outline our general method used 1 . Consider a system T in which we are able to partition it into its various subsystems T = {S 1 , S 2 . . . S n } see Figure 6. 1 Simulation of the two systems were conducted using MatLab's Control System toolbox The goal of an FDI system in this setting is to first detect if a fault has occurred and then isolate or identify the origin of that particular fault. In this respect, our goal is to detect the fault and then identify which (if any) subsystem caused the error. To obtain an understanding of the various fault conditions we introduce prescribed faults to each of the subsystems, excite the overall system and observe the response. From the observed responses we build a fault dictionary in which to train and test a diagnosis machine. By introducing errors and exciting the system our hope is that the error will manifest itself in some form in the output response of the system see Figure 7 . However, it is often the case in complex systems that the fault's characteristic features will not be easily discernable from simple observation of the raw output of the system. Rather, the error's characteristic features will be buried in the frequency content of the output response. It is for this reason that we employ wavelet packet decomposition to draw out those features buried in the frequency domain. This procedure is repeated many times to produce a large set of training and testing data. The SVMs are then trained on those features obtained from the WPT.
B. Attitude-Control System of an Aircraft
In our first example we consider the attitude-control system of an aircraft that is developed in [21] . This system is used to control the position of the control flaps of a modern aircraft. Figure 8 gives the block diagram of one axis of the described system. As with most modern aircraft the flight controls are usually driven by electronic actuators with their corresponding electronic controls. The driving and possibly the most critical component of this system is the DC motor and it is this subsystem that we will concentrate our initial efforts of FDI. In this setting our goal is to detect and identify faults occurring within the DC motor of the given system. More specifically, our FDI system is designed to recognize faults in the armature inductance and resistance of the DC motor. We assume the armature resistance R a and inductance L a have a tolerance of ±%5. We define a fault in R a and L a to be any deviation outside their prescribed tolerance limits.
The nominal values and respective tolerances of R a and L a are given in Table I . To obtain an accurate representation from each fault and nominal classes the faulty components values are drawn from the uniform distribution defined on the intervals [0.1X n ; (1− t)X n ] and [(1 + t)X n ; 1.9X n ] where t is the tolerance range for the X n component. For a given simulation we draw the single faulty component value from the defined interval and allow the other components to vary within their tolerance range. The system is then excited with a step input u(t) and the output response is obtained and sent to the preprocessing stage. At the wavelet packet decomposition phase we used the Daubechies wavelet of order 4 as the mother wavelet and a decomposition level of 8. Therefore, our feature vectors will have a dimensionality of 510 based on the feature extraction method described in Section III. For each fault class we collected 100 training samples and 200 testing samples. In total for the fault classes of R a , L a and nominal the class we obtain 300 training samples and 600 testing samples. The SVM is trained and tested and the generalization error is noted. This procedure is repeated for 32 iterations and the generalization errors are averaged. The results are summarized in Table II 
C. Sallen-Key Band-pass Filter
The second system considered is a Sallen-Key band-pass filter with a center frequency of 25kHz as shown in Figure 9 . The circuit's resistors have a tolerance of 5% and the capacitors have a tolerance of 10%. This circuit was studied for fault diagnosis purposes in [8] and [9] . We follow their definition of a fault as being a component which varies from its nominal value by +/-50% or more. In contrast to [8] and [9] we expand the scope of possible fault classes from R 3 , C 2 , R 2 , and C 1 to also include R 1 . 
Faults occurring in R 4 and R 5 form an ambiguity class and can be lumped into a single fault class denoted as "gain fault." This fault class can be detected by a simple dc measurement, and it is not included in this analysis. To obtain an accurate representation from each fault class the faulty component values are drawn from the uniform distribution defined on the intervals [0.1X n ; 0.5X n ] and [1.5X n ; 1.9X n ] where X n is the nominal component value. For a given simulation we draw the single faulty component value from the defined interval and allow the other components to vary within their tolerance ranges. The system is then excited with a impulse input and the output response is obtained and sent to the preprocessing stage. At the wavelet packet decomposition phase we used the Daubechies wavelet of order 4 as the mother wavelet and a decomposition level of 8. To compare our feature representation method we also formed feature vectors based on the DWT. Such that we compute the energy measures from the partial tree formed from the DWT. Therefore, at decomposition level of 8 features based on the wavelet packet transform will have dimensionality 510 and features based on DWT will have dimensionality 16. For each fault class we collected 100 training samples and 200 testing samples. For the fault classes of R 1 , R 2 , R 3 , C 1 , C 2 , and the nominal class we have a total of 600 training samples and 1200 testing samples. The SVM is trained and tested and the generalization error is noted. This procedure is repeated for 32 iterations and the generalization errors are averaged. The results from the feature vectors formed using the WPT are summarized in Table IV . The results from the feature vectors formed using the DWT are found in Table V. 
V. CONCLUSIONS
A data driven fault detection and identification technique based on support vector machines and the wavelet packet transform was presented and applied to an attitude-control system of an aircraft and a Sallen-Key band-pass filter. In each system we consider single faults at the component level to be identified. The WPT provided good features which effectively characterized each of the faulty and nominal classes for each system. The SVMs trained on these features were able to perform fault diagnosis with a high degree of accuracy. The results are reported for the two different training techniques used to extend SVMs to the multi-class classification situation. From the results it is seen that there was not a significant difference in performance between the two different multi-class extensions for the SVMs. However, there was a considerable difference in performance when using features based on the WPT verses features based on the DWT. In particular, we found that SVMs trained on features based on the WPT outperformed those which used features based on the DWT.
