Abstract. In this paper, we propose a sufficient condition for the existence of solutions to general variational inequality problems (GV
Introduction
The finite-dimensional general variational inequality problem (GV I(K, F , g)), introduced by Noor [14] , is to find a vector x * ∈ ℜ n , such that g(x * ) ∈ K and (1.1)
where K is a closed convex subset of ℜ n , F and g are mappings from K into ℜ n . When K is a cone, problem (1.1) is called a general complementarity problem, denoted by GCP (K, F, g), which is equivalent to finding a vector x * ∈ ℜ n such that (1.2) g(x * ) ∈ K, F (x * ) ∈ K * and g(x * ) T F (x * ) = 0, where K * ≡ {z ∈ ℜ n : z T x ≥ 0, ∀x ∈ K} is the dual cone of K. If K = ℜ n + (the nonnegative orthant of ℜ n ), then GCP (K, F, g) is called a general nonlinear complementarity problem, denoted by GN CP (K, F, g):
g(x * ) ≥ 0, F (x * ) ≥ 0 and g(x * ) T F (x * ) = 0.
In particular, when g ≡ I, the identity operator, problems (1.1)-(1.3) reduce to the standard variational inequality problem (V I(K, F )), complementarity problem (CP (K, F )) and nonlinear complementarity problem (N CP (K, F )),
Existence and boundedness of the solution set to GV I(K, F, g)
In this section, we first derive a necessary and sufficient condition for the existence of the solution to GV I(K, F, g). To this end, we need some useful lemmas.
The following lemma comes from [14] .
Lemma 2.1. Let K be a closed convex subset in ℜ n . Let F and g be continuous mappings from K into ℜ n . Then x * is a solution to the GV I(K, F, g) if and only if g(
, where P K (·) denotes the orthogonal projection operator on the convex set K.
as the natural map of the triple (K, F, g), then Lemma 2.1 is equivalent to saying that x solves the GV I(K, F, g) if and only if F nat K,g (x) = 0. If g ≡ I, Lemma 2.1 reduces to Proposition 1.5.8 in [3] .
The following lemma comes from [3] .
By the use of Lemmas 2.1 and 2.2, it is not difficult to prove the following lemma. We introduce another lemma from [3] .
Lemma 2.4. Let D be an open bounded subset in ℜ n , F and G be two continuous functions from D into ℜ n . Define the homotopy H(x, t) by
Let y be an arbitrary point in
In this section, we consider the problem (1.1) with K ⊆ ℜ n given by
where N is a positive integer and each K ν is a subset of ℜ nν with N ν=1 n ν = n. Consistent with this structure of K, we write ℜ n = Π N ν=1 ℜ nν and g = (g 1 , g 2 , . . . , g N ), where g ν is a mapping from K ν into ℜ nν , ν = 1, . . . , N .
Theorem 2.1. Let K be a closed convex subset of ℜ n defined by (2.1). Let F be a continuous mapping from K into ℜ n and g be a continuous injective mapping from K into ℜ n . Consider the following three statements. (a) There exists an x * ∈ ℜ n such that g(x * ) ∈ K and the set
which contains L ′ < , is bounded, then the GV I(K, F, g) has a nonempty and compact solution set SOL(K, F, g).
Proof. The proof of the relations among (a), (b) and (c) and the existence of the solution is similar to the proof of Proposition 3.5.1 in [3] . We only show the compactness of the solution set SOL(K, F, g).
For any
Then we obtain
This implies x ∈ L ′ ≤ . It is easy to show the closedness of the set SOL(K, F, g).
Theorem 2.1 extends Proposition 3.5.1 in [3] (where g ≡ I)
. In what follows, we investigate the equivalence among (a), (b) and (c) under mild conditions. To this end, we introduce the following definition. Definition 2.1. Let K be a closed convex subset of ℜ n , and F and g be mappings from K into ℜ n . F is said to be (a) a g-P 0 function on K if for any x, y ∈ ℜ n satisfying g(x), g(y) ∈ K, g(x) = g(y), there exists ν ∈ {1, 2, . . . , N } such that g ν (x) = g ν (y) and
(c) a g-P M * function on K if there exists a constant τ ≥ 0 such that for any x, y ∈ ℜ n with g(x), g(y) ∈ K, g(x) = g(y), there exists ν ∈ {1, 2, . . . , N } satisfying g ν (x) = g ν (y) and
A particular case of the g-ξ-P function is the g-2-P function. It is called a uniformly g-P function.
Remark 2.2. (1) If g ≡ I, then (a)-(e) reduce to the definitions of P 0 , pseudomonotone, P M * (quasi-P M * , strictly quasi-P M * ), P and ξ-P functions, respectively (see [3, 25, 26] ).
(2) It is easy to see that a g-P 0 function must be a g-P M * function. In fact, for a g-P 0 function F , there exists ν ∈ {1, 2, . . . , N } such that
This implies max
Therefore, we get
It is obvious that a g-pseudo-monotone function must be a g-P M * function. The following theorem establishes the equivalence among (a), (b) and (c). It can be proved in a way similar to the proof of Theorem 3.5.11 in [3] . Remark 2.3. Since a g-P 0 function must be a g-P M * function and g can be any continuous injective function, Theorem 2.2 is an extension of Theorem 3.5.11 in [3] . In fact, if we let g ≡ I and F be a P 0 function, Theorem 2.2 reduces to Theorem 3.5.11 in [3] . Similarly, Theorem 2.2 can also be viewed as an extension of Theorem 2.3.4 in [3] , since a pseudo-monotone function must be a g-P M * function. Theorem 2.3. Let the conditions in Theorem 2.1 be satisfied. If F is a g-ξ-P function and g satisfies g(x) → ∞ as x → ∞, then the GV I(K, F, G) has a unique solution.
Proof. We first show that L ′ ≤ must be bounded for all x * ∈ ℜ n with g(x * ) ∈ K. Suppose on the contrary that there exists an x * ∈ ℜ n such that g(x * ) ∈ K and
Taking into account that F is a g-ξ-P function, there exists aν ∈ {1, 2, . . ., N } such that
Combining (2.4) with (2.5), we obtain
Letting k → ∞, then the right-hand side tends to +∞ since ξ > 1. This yields a contradiction. Consequently, L ′ ≤ is bounded. It then follows from Theorem 2.1 that the GV I(K, F, g) has a nonempty and compact solution set.
We are going to show the uniqueness of the solution set. Suppose that there exist two distinct solutions x 1 and x 2 . We define for each index ν ∈ {1, 2, . . . , N }, the vector y = (y ν ′ ) ∈ K by
It is clear that
Similarly, we have 0
Adding these two inequalities, we obtain
This contradicts the g-ξ-P property of F . The complete is complete.
Remark 2.4. Since a g-ξ-P function includes a uniform g-P function, the above result is an extension of Proposition 3.5.10 in [3] (where g ≡ I).
Boundedness of the solution set to GCP (K, F, g)
In this section, we investigate the boundedness of the solution set to GCP (K, F, g), where K is a closed convex cone in ℜ n . First, in a way similar to the proofs of Theorem 2.6.1 and Corollary 2.6.2 in [3] , it is not difficult to establish the following proposition.
Proposition 3.1. Let K be a closed convex cone in ℜ n . Let F be a continuous mapping from K into ℜ n and g be an injective continuous mapping from K into ℜ n . Then either the GCP (K, F, g) has a solution or there exist an unbounded sequence {x k } and a positive sequence {τ k } such that
By the use of Proposition 3.1, we can establish the following theorem.
Theorem 3.1. Let the conditions in Proposition 3.1 be satisfied. Suppose that there exists a vector d ∈ ℜ n such that
and that the natural map
Then the GCP (K, q +F, g) has a nonempty compact solution set for all q ∈ ℜ n .
Proof. Since the solution set coincides with the set of zeros of F nat K,g (x), the boundedness of the solution set follows from (3.2) immediately. The closedness of the solution set is also obvious. In what follows, we verify the nonemptiness of the solution set. Consider the case q = 0. For the sake of contradiction, we suppose that the solution set SOL(K, F, g) is empty. By Proposition 3.1, there exist an unbounded sequence {x k } and a positive sequence {τ k } such that
This implies
It follows from (3.1) and (3.3) that
On the other hand, by (3.2) and (3.4), we have
where the first inequality follows from the nonexpansive property of the projection operator. The last inequality yields a contradiction. Consequently, the set SOL(K, F, g) is not empty. Consider the case q = 0. It suffices to verify that the function g(
The proof is complete.
Remark 3.1. Theorem 3.1 extends Corollary 2.6.4 in [3] in two-folds. First the problem here is GCP (K, F, g) which is an extension of the problem CP (K, F ). Second the condition (3.1) is weaker than the condition in [3] .
The following theorem gives another condition to guarantee the boundedness of the solution set for GCP (K, F, g). It is an improvement of Theorem 3.1.
Theorem 3.2. Let the conditions in Proposition 3.1 be satisfied. Suppose that there is a vector d ∈ ℜ n such that inequality (3.1) and
hold. Then the GCP (K, F, g) has a nonempty compact solution set.
Proof. Obviously, the solution set must be bounded and closed by (3.6). We only need to show that the solution set of GCP (K, F, g) is nonempty. Suppose that the GCP (K, F, g) has no solution. Similarly as in the proof in Theorem 3.1, we can obtain (3.4) and (3.5). Therefore, we get from (3.6), (3.4) and (3.5),
The last inequality yields a contradiction. Consequently, the solution set of GCP (K, F, G) is not empty.
The remainder of the paper is devoted to the existence of the solution to the general nonlinear complementary problem GN CP (K, F, g). We first introduce the following definition. Definition 3.1. A mapping F is said to be g-proper at some point x * with g(x * ) ∈ K if the set {x ∈ ℜ n : g(x) ∈ K, (g(x) − g(x * )) T F (x * ) ≤ 0} is bounded.
Theorem 3.3. Let the conditions in Proposition 3.1 be satisfied. Suppose that g satisfies g(x) → ∞ as x → ∞, and that F is a quasi-g-P M * function. If GN CP (K, F, g) is strictly feasible, then it has a solution.
Proof. Let x * be a strictly feasible point. That is, it satisfies g(x * ) ≥ 0 and F (x * ) > 0. It suffices to show that L < is bounded at x * . Suppose on the contrary that L < is nonempty and unbounded. Then there exists a sequence {x k } ⊆ L < with x k → ∞. By the definition of L ′ < , we obviously have g(x k ) ≥ 0 for all k. Since F (x * ) > 0 and g(x k ) → ∞ as k → ∞, we claim
Therefore, inequality (2.3) holds with τ = 0 for k sufficiently large. Notice that F is a quasi-g-P M * function, we have (3.7) (g(
