Many word clouds provide no semantics to the word placement, but use a random layout optimized solely for aesthetic purposes. We propose a novel approach to model word signi cance and word a nity within a document, and in comparison to a large background corpus. We demonstrate its usefulness for generating more meaningful word clouds as a visual summary of a given document.
INTRODUCTION
Word clouds are a popular tool for generating teaser images of textual content that serve as visual summarizations. Originally applied to tags of image collections and blog contents, they visually present the frequency distribution of words within a data set. By design, they are not intended to be read sequentially, but rather only visually scanned. Larger and more central words attract more attention. After having been very popular because of their novelty in the rst decade of this century, the popularity of word clouds has since declined due to overuse, and because they usually only encode frequency information but not the relationship of words. In experiments, this was not found to be always useful [29] .
The rst generation tag clouds were sorted alphabetically (c.f. Figure 1a) , and only vary the font size based on frequency. The alphabetic ordering helps navigation purposes, because the user can easily locate a known tag or verify its absence [18] . Many second generation variations (as shown in Figure 1b ) place words based on an inside-out spiral pattern in decreasing frequency, pushing words out as far as necessary to avoid overlap. To reduce unused space, words may also be rotated [15] or omitted ( lling the gaps with less frequent ones instead). Many tools also allow lling custom shapes such as logos with a word cloud, demonstrating the use as computer art rather than a visualization technique. Third generation "semantic" word clouds try to place related words close to each other. This adds the challenges of optimizing such a semantic placement as well as measuring the similarity of words.
Our new method improves over such third generation methods by using a large background corpus for normalization of word frequencies, a novel distributional probability to measure similarity and choose terms, and an improved layout algorithm using t-SNE. A key contribution of our approach is the use of a sketch data structure to e ciently store a summary of the corpus, allowing this method to be used e ciently on a computer with limited resources, rather than requiring a complete index of the background corpus.
We rst discuss related work (Section 2), then introduce our novel signi cance score in Section 3. We show how the background data can be e ciently managed with approximate database summarization techniques. Because we can score both words and word interactions, this a nity can be plugged into t-SNE and used for visualization. We perform an empirical evaluation of our contributions in Section 4, and conclude with nal remarks in Section 5.
(a) Alphabetic layout (b) Random (Wordle) layout [35] (c) Force directed layout [7] (d) Seam Carving [38] (e) Inflate-push algorithm [2] (f) Star-based layout [2] (g) Cycle-cover layout [2] (h) Semantic layout using t-SNE Figure 1h , which is the new algorithm). Notice that word pairs such as "United States" or "presidential campaign" are o en not adjacent. The Wordcloud tool also removes the stopword "New" from "New York City". Our significance-base term selection method includes pairs such as "Miss Universe", "Palm Beach", and "White House" and emphasizes these relationships with line connections. The force-directed algorithms usually preserve cluster structures be er than the star-based and cycle-cover algorithms. 
RELATED WORK
We give a short overview of word clouds, layout algorithms commonly used for word clouds, and the t-stochastic neighbor embedding (t-SNE) method that we employ for our visualization.
Word Clouds
Word clouds (originally "tag clouds") are a visual quantitative summary of the frequency of words in a corpus. In the basic form, the most frequent words are presented as a weighted list with the font size scaled to emphasize more frequent terms.
An early example of a semantic word cloud can be found in [21] , who drew a map of Paris placing the names of landmarks with their font size scaled to re ect the frequency in hand-drawn maps. Word clouds became popular when websites such as Flickr used them to show tag popularity, and tools such as Wordle [35] made it easy for everybody to generate a word cloud from his own text. This second generation of word clouds places words randomly to ll a given area or polygon [28] , and focuses on generating "art".
This early use of word clouds for website navigation is not without criticism: Sinclair et al. [29] found that traditional search-based interfaces were more useful for searching speci c information, as the word cloud may not contain the desired terms, and may only allow access to parts of the data, but admit that it can provide a good visual summary of the database. Heimerl et al. [13] note that word clouds only represent a "purely statistical summary of isolated words without taking linguistic knowledge [. . . ] into account" [36] . Several user studies found that alphabetic ordering works well for locating tags, while explorative tasks are usually better supported by semantic layouts [9, 18, 24] . Force-directed graphs were introduced by Tutte [32] , popularized by Fruchterman et al. [11] , and applied to layouting tag clouds, e.g., in [4] .
Third-generation word cloud approaches mostly use term frequency for selecting terms, then usually use cosine to measure the similarity of terms based on cooccurrences, MDS to produce the initial layout, and a force-directed graph to optimize the nal layout. Table 1 gives an overview of third-generation techniques and their di erences. Overviews of related work can be found, e.g., in [2, 13] .
If only a single document is available, there is usually too little data to use for choosing words, except taking the most frequent words (excluding stopwords). Some implementations can use the inverse in-corpus frequency (often with respect to the Brown corpus) for weighting. Only methods that visualize an entire corpus can use the tf-idf combination that is popular in text search. Cooccurrence vectors are then either computed at the sentence level (single document) or document level (corpus visualization).
Layout Algorithms
The initial layout is usually obtained by multidimensional scaling (MDS), but this su ers from the problem that the observed similarity values are too extreme. On one hand, words will be mapped to almost the same coordinates, thus causing overlap. On the other hand, because MDS tries to best represent the far distances, MDS tends to cluster the unique words in di erent corners of the data space [1] , as this best represents dissimilarity in the data set. Because of this, all authors chose to perform some kind of postprocessing to reduce the amount of unused space, and to avoid word overlaps. Common solutions here include the use of force-based techniques that repel overlapping words, and close gaps by attractive forces.
Some methods use word embedding such as word2vec and latent variable models [17, 39] . These models require a substantial amount of data, and therefore need to be computed on the entire corpus rather than a single document. The basic layout will then be the same for all documents, and only vary by term selection and postprocessing. We want a layout that is focused on the signi cant interactions within a single document, and therefore do not consider global word embeddings: term interactions are of the highest interest if they di er from the corpus-wide behavior. Because of this, we do not consider global word embeddings such as word2vec [20] and GloVe [22] to be viable alternatives here.
t-Stochastic Neighbor Embedding
Stochastic neighbor embedding (SNE) [14] and t-distributed stochastic neighbor embedding (t-SNE) [34] are projection techniques designed for visualizing high-dimensional data in a low-dimensional space (typically 2 or 3 dimensions). These methods originate from computer vision and deep learning research, where they are used to visualize large image collections. In contrast to techniques such as principal component analysis (PCA) and multidimensional scaling (MDS), which try to maximize the spread of dissimilar objects, SNE focuses on placing similar objects close to each other, i.e., it preserves locality rather than distance or density.
The key idea of these methods is to model the high-dimensional input data with an a nity probability distribution, and use gradient descent to optimize the low-dimensional projection to exhibit similar a nities. Because the a nity has more weight on nearby points, we obtain a non-linear projection that preserves local neighborhoods, while it can move away points rather independently of each other. In SNE, Gaussian kernels are used in the projected space, whereas t-SNE uses a Student-t distribution. This distribution is well suited for the optimization procedure because it is computationally inexpensive, heavier-tailed, and has a well-formed gradient. The heavier tail of t-SNE is bene cial, because it increases the tendency of the projection to separate unrelated points in the projected space.
In the input domain, SNE and t-SNE both use a Gaussian kernel for the input distribution. Given a point i with coordinates x i , the conditional probability density p j|i of any neighbor point j is computed as
where x i − x j is the Euclidean distance, and the kernel bandwidth σ i is optimized for every point to have the desired perplexity (an input parameter roughly corresponding to the number of neighbors to preserve). The symmetric a nity probability p ij is then obtained as the average of the conditional probabilities p ij = 1 2 (p i|j + p j|i ) and is normalized such that the total sum is i j p ij = 1. SNE uses a similar distribution (but with constant σ ) in the projected space of vectors i , whereas t-SNE uses the Student-t distribution instead:
The denominator normalizes the sum to a total of i j q ij = 1. The mismatch between the two distributions can now be measured using the Kullback-Leibler divergence
To minimize the mismatch of the two distributions, we can use the vector gradient δ C
where
Starting with an initial random solution, the solution is then iteratively optimized using gradient descent with learning rate η and momentum α (c.f. [34] ):
There are interesting similarities between this optimization and force-directed graph drawing algorithms. For example, a similar momentum term is often used; and we can interpret the gradient Equation 4 as attractive forces (coming from the similarity in the input space p ij ) and repulsive forces (from the a nity in the projected space, −q ij ). The a nity in the output space q ij also serves as a weight applied to the forces, i.e., nearby neighbors will exercise more force than far away neighbors. Where traditional force-directed graphs are based on the physical intuition of springs that try to achieve the preferred distance of any two words (with an attractive force if the distance is too large, and a repulsive force if the distance is too small), SNE is based on the stochastic concept of probability distributions, and tries to make the input and the projection a nity distributions similar. In particular, if the input and output a nities agree (p ij = q ij ), then we get zero force contribution, but the forces also generally drop with the distance due to the q ij factor. Note that this factor was not heuristically added, but arises from the derivation of the Student-t distribution.
SIGNIFICANCE SCORING
The original t-SNE method was designed for high-dimensional point data such as images. In order to apply them for visualizing the relationships of words, we have to replace Equation 1 with a probability measure that captures the desired a nity of words.
Rather than using cosine as a distance measure, our idea is to directly work with a notion of a nity, based on the signi cant cooccurrence of words. In Natural Language Processing (NLP), the notion of a nity between words is well established, and has long been studied and employed in text and word similarity analysis [8] . Our work is focused around a novel signi cance measure, and the e cient computation of this measure using a hashing-based summarization of the background corpus. Wikipedia, in particular, has been demonstrated to be an invaluable training resource for such contextual similarities of words in actively used language [23] as well as implicit word and entity relationship networks in information retrieval [12, 31] .
We rst de ne a novel signi cance measure for word (co-) occurrences, with a careful Laplace style correction, which can be transformed into a probability for the subsequent steps. Secondly, we select the most important words based on this measure. Third, we use these probabilities to project the data with t-SNE, which needs some subtle modi cation. We then introduce the postprocessing step to reduce the amount of white space in the plot, and use the cooccurrence probabilities to cluster the words; and give some technical details on the rendering method used. In Section 3.7 we introduce a sketching technique to improve the scalability of our method.
Significance of Word Cooccurrences
To quantify the cooccurrence of words, we process the input text using CoreNLP [19] . We split the document into sentences, each sentence into tokens (t 1 , . . .,t l ), and lemmatize these tokens. We only consider verbs, nouns and adjectives for inclusion. Many common stop words are either removed by this part-of-speech lter, or they will usually not be signi cant (and if they are signi cant, then we want to include them). We use only three stop words: "be", "do", and "have" that are common auxiliary verbs. Because we use lemmatization, we sometimes include similar words, such as "president" and "presidential", and "science" and "scienti c". If this is not desired, e.g., stemming could be used instead of lemmatization, or even a combination of both.
To emphasize nearby words, we use a Gaussian weight of w d = exp(−d 2 /2σ 2 ) for words at a distance of d within the document D, or a collection of documents C. In our experiments, we use σ = 4, which gives the weights w 1 . . . w 8 ≈ 0.97, 0.88, 0.75, 0.61, 0.46, 0.32, 0.22, 0.14; a similar weighting scheme on sentences rather than words was used, e.g., in [31] . The Gaussian scaling term 1/ √ 2σ 2 π can be omitted as it will cancel out after normalization. We aggregate the weighted cooccurrences over all sentences for any two words a and b:
Finally, we normalize such that the total sum is i <j c D (i, j) = 1:
It is su cient to compute this for all
. c C is de ned the same with respect to C. The resulting empirical cooccurrence probabilities do not yet capture how unusual this occurrence is. For example, the two words "this" and "is" are very likely to cooccur in any English text and would thus have a large c D value, but are of little interest for visualization. Therefore, we now look at the likelihood ratio of the word pair (a, b) occurring in document D as opposed to the background corpus C. Because our document is usually much smaller than our background corpus, we need to perform a Laplacian-style correction for unseen data. For this, we use a small weight of β D = 1 2 /Σ D to account for one word pair being included or missing just by chance (the factor 1 2 is to account for the Gaussian weighting applied to pair occurrences). We reduce the weight obtained from the document by β D , and also increase the weight obtained from the corpus by a corpus-dependent constant β C . Without the β terms, any word that does not exist in the corpus would achieve an in nite score. We then obtain the odds
In particular, the β adjustment accounts for words that have not been seen before, such as spelling errors. A similar term was previously used for the same purpose in change detection on textual data streams by [26, 27] . As prior ratio we simply use prior = k/|W | where k is the number of words to chose, and |W | is the number of unique words in the document. This parameter is a constant for the document, and thus does not a ect the ranking of words, only the absolute score values. An intuitive interpretation of this ratio is to estimate the odds of a set of words being better suited for describing the current document rather than another document in the corpus. To transform the ratio into a probability, we use the usual odds to probability conversion:
This transformation is monotone and is only required when we need a probability value p ab (e.g., for applying the SNE algorithm), while for selecting words (and font sizing) we use the ratio values r ab as explained in the next section.
In contrast to existing measures such as pointwise mutual information (PPMI) [5] , our method does not assume independence, but rather we rely on the empirical cooccurrence frequency from a large document corpus as normalizer. In Section 3.7 we will introduce a compact summary to e ciently store and retrieve these frequencies, which makes feasible to use this method on a desktop computer. Because of this, the associations discovered by our approach are more relevant to the document itself.
(a) t-SNE word cloud without compression. There is a lot of white space and too small font sizes although we allow words to overlap.
(b) t-SNE word cloud with gravity compression. 
Selecting Keywords for Inclusion
To select word pairs for inclusion, we score them by Equation 8 (or equivalently their probability, Equation 9 ). We may also want to select single words that occur unusually often using a single-word version of the same equations:
where c D (a) and c C (a) are the empirical probability of word a occurring in the document D and the corpus C, respectively. Here, β D is simply the inverse of the total document weight, because we did not apply weights to the individual word occurrences. We can then select the desired number of words (either top-k, and/or with a threshold) based on the decreasing maximum likelihood of the word itself and of all pairs it participates in:
Modifications to t-SNE for Improved Layout
Simply applying the t-SNE projection to the probabilities p ij from Equation 9 will often yield a layout that diverges too much. This is caused by many tiny probabilities (often even zero) that create disconnected groups of words. The optimization procedure pushes these groups further apart. In the most extreme case, we have multiple words that occur frequently in the text, but never in the same sentence, and thus have p ij = 0; but this problem can also arise due to many small similarities. Figure 2a shows the result of applying t-SNE onto the unmodi ed p ij for the "Romeo and Juliet" Wikipedia article. The longer we iterate t-SNE, the more the individual components are pushed apart, and we have to use tiny font sizes, or accept overlapping text. We originally countered this with a normalization approach that would use a general background a nity to pull together everything to some extend, but this became eventually obsolete when we added the gravity-based optimization introduced in Section 3.4. In general, t-SNE spreads out the words too much rather than having connected words touch each other. This is in fact a desired behavior, as it reduces the crowding problem. In prior work with MDS (e.g., [1] ) a problem was that words tend to be placed exactly on top of each other, which t-SNE avoids. Because of this, the unmodi ed t-SNE projection always has a lot of white space, and very small fonts if we do not allow them to overlap (in Figure 2a , we already allow some overlap to be able to use larger fonts). We also initially experimented with using bounding box based distances in t-SNE, and weighted gradients in order to incorporate word sizes into the optimization procedure, but this turned out to be a dead end, as t-SNE will then simply produce white space in-between the bounding boxes for the same reasons as above. All we kept from these experiments is the use of a streched coordinate system using the golden ratio ϕ = 1+ √ 5
2 to obtain a more pleasant layout.
Gravity-based Optimization
Because we could not optimize the layout with bounding boxes directly, we follow the best practise and produce an initial layout of points, then postprocess it with a gravity-based compression. Alternatively, a force-directed graph, force-transfer [1] or the seam-carving algorithm [38] could be used instead. Our gravity-based compression is an iterative optimization, beginning with the initial layout obtained from t-SNE. In each iteration, the shared scale of all words is increased as far as possible without causing word overlap. We then use each word in turn as center of gravity, sort all words by distance to this center, and move them slightly towards the center of gravity unless this would cause words to overlap. Once we cannot move words any closer, the algorithm terminates. This approach can be seen as the opposite of the in ate-and-push algorithm [2] : our words are too much spread out by t-SNE, and we need to pull them together. By using di erent centers of gravity and only moving words a small amount, we preserve the word relationships reasonably well, although some distortion may occur. For example, in the visualization of the "Romeo and Juliet" article in Figure 4b , the words "bite thumb" are separated by "Juliet" because of the gravity optimization ignoring the word relationships.
Clustering
A separate way of displaying word a nities is by using colorization and clustering. We can also use the p ij values to cluster the data set. For this we experimented with hierarchical agglomerative clustering (HAC). We tried several clustering algorithms from ELKI [25] , including the promising Mini-Max clustering technique [3] , because it was supposed to provide central prototype words. Unfortunately, the natural idea of having prototypes for clusters does not appear to work well with the p ij , likely because our similarity does not adhere to the triangle inequality (a word a can be frequently cooccurring with two words b and c even when these never appear together). The results with group average linkage (average pairwise a nity, UPGMA, [30] ) were more convincing. This clustering algorithm computes a pairwise a nity matrix, considers each word to be its own cluster, and then iteratively merges the two most similar clusters. When merging clusters, the new a nity is computed as the average of the pairwise a nities, i.e.
which can be computed e ciently using the Lance-Williams equations [16] . The clustering algorithm runs in O(n 3 ), but for less than a thousand words the resulting run-time is negligible because we already have the a nity matrix. From the cluster dendrogram (the tree structure obtained from the repeated merging of clusters), we extract up to K = 8 clusters with at least 2 points each, while isolated singleton points are considered "outliers", and represented by a gray color in the gures.
We implemented a new logic for cutting the dendrogram tree based on the idea of undoing the last K − 1 merges. At this point we have K clusters, but some of them may contain a single point only. If we have less than K clusters of at least 2 points, we undo additional merges until the desired number of non-singleton clusters is found. If this condition cannot be satis ed, we instead return the result with the largest number of such clusters, and the least number of merges undone, i.e., if we cannot nd a solution with K = 8 clusters, we try to nd one with K = 7 clusters and so on. This can be e ciently implemented in a single bottom-up pass over the dendrogram by memorizing the best result seen when executing one merge at a time.
Output generation
Our drawing routines are basic: Scores are linearly normalized to [0; 1] based on the minimum and maximum score included. Font sizes employ the square root (because the area is quadratic in the font size) of the score and ensure a minimum font size of 20%, i.e.:
font-size(i) :=
We compute the bounding boxes of all words, then translate and scale the coordinates and font sizes such that they t the screen. We use two layers: the bottom layer containing the connections between signi cantly cooccurring words with reduced opacity, and the top layer containing the words.
Scalability Considerations
The proposed scoring method requires the weighted corpus cooccurrence frequency c C (a, b) for any pair of words (a, b) that may arise. Computing this on-demand is too slow for a corpus like Wikipedia; but we would also like to avoid storing all pairwise coocurrences: there are about 10.9 million unique verbs, nouns, and adjectives after lemmatization in Wikipedia. Storing just the counts of single words uses about 190 MB; counting all weighted pairwise occurrences requires several GB. But because we do not rely on exact values (Wikipedia changes, so any exact value would be outdated immediately), we can employ an approximation technique based on count-min sketches [6] . These sketches work with a nite sized hash 
To estimate the frequency of c C (a, b), we use
This "write max, read min" strategy guarantees that we never underestimate c C (a, b). We overestimate c C only if each of the hash functions has a collision with a more frequent word pair. This will only be the case for rare terms, for which we thus may underestimate the signi cance. Given that we even had to introduce the β terms to achieve exactly this e ect, this is not a problem. With 2 26 entries, we observed > 50% of buckets to store a value B[i] < 0.1, i.e., these buckets do not contain frequent words or combinations. This hashing trick has also been successfully applied to large textual streams before in [26, 27] for the purpose of event detection, and they report success with similar hash table sizes as we use.
In our rst key contribution, we have de ned a novel a nity probability, that captures how much more likely words (co-) occur in a document compared to the background corpus. As second contribution, we discussed how to modify t-SNE to work with this non-Euclidean a nity. Last, but not least important, we propose a xed-size memory sketch that provides a su cient statistical summary of the word cooccurrence frequencies in the background corpus to allow e ciently using this method with limited resources.
EVALUATION
For text processing we rst use Stanford CoreNLP [19] . The main part for building the corpus sketch as well as the a nity computations is novel code. For t-SNE layout and clustering, we build upon the code of the open-source ELKI data mining framework [25] , while postprocessing and rendering are again new code. Our corpus for normalization consists of all English Wikipedia articles as of 2017-05-01. We use the Sweble Wikipedia parser to extract the text contents [10] . Since Wikipedia is a fairly large and diverse corpus, we can use a small bias constant β C = 1/|C | ≈ 1.85 · 10 −7 (we used |C | = 5395344 articles from the English Wikipedia 2017-05-01 dump). For output rendering, we use JavaFX.
An objective evaluation of the resulting word clouds is di cult, and the optimal solution depends strongly on the speci c user goals [18] . Several metrics have been used in prior work, including overlap, white space, size and stress [1] , realized adjacencies, distortion, compactness, and uniform area utilization [2] . In comparison, however, it is fairly clear that measures such as overlap, white space and area utilization are best optimized by other algorithms, and stress depends primarily on the similarity functions. The number of realized adjacencies is likely the most adequate metric, but the comparison methods expect a distance function rather than an odds ratio or a nity probability, so we would be comparing apples and oranges. Furthermore, we deliberately chose to apply the gravity heuristic because of visualization aspects rather than best a nity projection, since the main use case for such word clouds remains entertainment and explorative use. In the HCI community, an evaluation using user studies (e.g., [28] ) and eye tracking (e.g., [9] ) would be common, but we chose to not include initial results because of their bias: as alternate word-clouds do not provide the word relationships, they obivously are perceived to be less helpful for certain tasks; the remaining aspects are then entirely related to the aesthetic point of view. For evaluation, we discuss our individual contributions, and contrast them to alternatives, as we already did for the compression heuristic in Section 3.4 with Figure 2 .
Approximation ality
First of all, we want to check if our corpus summary sketch (Section 3.7) provides su ciently accurate results, or if we make too many errors because of hash collisions. In Figure 3 we visualize the overestimation in relation to the term frequency, and the most overestimated tokens. Red colors indicate words that occur in a single document only, and account for 58% of the words. For 93% of all words, the error is exactly 0, and these points are therefore on the x axis. Prominent words with an unusually large absolute error are "July" and "lesson". However, the relative error for these words is negligible (0.0010% resp. 0.0344%). The largest overestimation happens for the word "c.a.t.h.e.d.r.a.l. ", a song and album name occurring in a single document only. Here, the true frequency is overestimated with 2.8·10 −7 rather than 5.4·10 −10 . The absolute error is negligible, and on the magnitude of our β C term. If such errors are considered to be too severe, we could increase the number of buckets and hash functions. For example, if we increase the number of hash functions to 5, "c.a.t.h.e.d.r.a.l. " no longer is overestimated. In our experiments we found these errors to be tolerable; in particular since words can additionally be detected because of cooccurrences. Figure 3c shows the marginal distribution of the words, once with every word having weight 1, and once using the average corpus frequency c C (w) (Equation 11). We clearly see the long-tail e ect here, that is, the majority of words have a very low frequency (58% of words occur in a single document only), and a smaller set of words accounts for the majority of words. Words with a frequency of less than ≈ 10 −7 will have little impact on the result, because of the β C term. In other words, rare words are considered to be random occurrences by our method. The average frequency of all words is about 9.1·10 −8 , and the weighted average is about 4.8·10 −4 , whereas the average absolute error is 2.3·10 −11 .
Term Selection
First of all, we want to verify our term selection method of Section 3.2 by comparing the rankings of di erent methods, assuming that one uses a top-k strategy for selecting terms. We again use the "Donald Trump" Wikipedia article as example. Table 2 is sorted by the minimum rank of the di erent methods. We include a simple frequency count ranking, a tf-idf ranking using idf from Wikipedia for normalization, the single-word ranking per Equation 12 , and the ranking by taking both words and word pairs into account as in Equation 13 . For the latter two, we give the odds ratio (c.f. Equation 8 ) and the resulting probability (Equation 9). We also experimented with the Brown corpus for tf-idf as used by [2] , but the results with the Wikipedia corpus were clearly better. The Brown corpus overly penalizes terms such as "United States" and "president" because it contains many political news articles; but on the other hand it does not contain e.g. the names "Obama" or "Ivana" (as the corpus is from the 1960s). We can see that the methods yield surprisingly di erent results. For example, the term "WrestleMania" is only the 189th most frequent word in the article. With tf-idf, it is a top 50 word, and with our new approach it is the top 12 relevant single word, but only gets a nal rank of 209, because there are many word cooccurrences with higher score. The terms "United States" and "real estate", for example, are only selected due to taking cooccurrences into account. The results when using only the word count are not convincing (it would select "other", "time" and "year" that are fairly common), but tf-idf already does a reasonable job at selecting important words. An interesting true positive is the word "name" as there even exists an article on Wikipedia titled "List of Things named after Donald Trump". While it is a common word, and thus ranked low by both tf-idf and our single-word selection method, it scores higher because of cooccurrences with other words (supposedly with "Trump").
Corpus Normalization
Next, we discuss the e ects of using our background corpus (all English Wikipedia articles) for normalization. As example text, we use Shakespeare's play "Romeo and Juliet" (note that Figure 2 used the Wikipedia article rather than the play).
In Equation 8 , we set the corpus cooccurrence frequencies c C = 0 to remove all in uence of the background corpus on the result, which causes our method to simply choose words based on their document frequency. We show the resulting word cloud without using the corpus in Figure 4a , while Figure 4b uses the Wikipedia corpus for normalization. First of all, we lose the ability to recognize "signi cant" cooccurrences, causing many more words to be connected such that the data does not cluster well anymore. Some frequent words such as "come", "go" and "make" are included that are probably not very characteristic and that would traditionally be removed as stopwords. Our new method does not require this lter since such words will have a low signi cance. The less frequent, but important names "Capulet" and "Montagues" of the rivaling families are missing in the pure frequency approach. With corpus normalization, we additionally get e.g. the characters Mercutio, Benvolio, and Rosaline. The "silver sound" of music is discussed at length by musicians at the end of Act IV. But because the language of Shakespeare's play is very di erent from an average Wikipedia article, we do have some words such as "o", "doth", "hath", and "hast" appear as unusual. The scores of single words are often higher than those of word pairs in this example, so we do not get many connections. These examples show the importance of choosing an appropriate corpus for normalization. Our Wikipedia corpus is likely a good model of polished modern English; but when applied to a 16th century theater play (even in a later edition; we used the Collins edition from Project Gutenberg) it is not entirely appropriate. For specialized domains such as law texts, patent applications, medical reports, or summarization of scienti c publications, we expect better results if the corpus is chosen adequately. 
Stability and Randomness
Given that t-SNE tries to minimize the Kullback-Leibler divergence, one may be tempted to assume that the method produces rather stable results. However, t-SNE starts its optimization procedure with a random distribution in the output space. In this section we therefore want to test the popular assumption that the results of t-SNE are rather stable except for rotation and permutation of subgraphs. For this we use the Wikipedia article "Machine learning", and show the result using four di erent random seeds in Figure 5 (for all other plots, we kept the random seed xed to 0 for this paper). Unfortunately, we nd that the assumption does not hold as the results of the t-SNE algorithm vary much more than expected. We attribute this to the many 0 a nities we have as opposed to the Euclidean-space a nities traditionally used with t-SNE. The gravity compression post-processing also partially contributes to the di erences. Because personal preferences vary, it is reasonable to allow the user to choose the most pleasant plot from multiple runs. As noted by Lohmann et al. [18] , there is no single best arrangement, and in their performance study, users partially even preferred layouts that did not deliver the best performance.
CONCLUSIONS
In this work, we improved over existing methods for word cloud generation in several important aspects:
• We introduce a word and cooccurrence signi cance score, which uses word frequency relative to a large corpus such as Wikipedia instead of the absolute frequency.
• We improve the keyword selection algorithm by using this score both on words and word cooccurrences.
• We use t-SNE based on these a nities for improved word layout, and a compression algorithm to maximize word sizes.
• We extract an improved clustering based on these a nities, and we contribute a simple algorithm to cut the dendrogram tree to get a desired number of non-trivial clusters.
• We include word relationships in the visualization to better represent the clustering structure of the cloud.
Nevertheless, there remains future work to be done. The gravity compression algorithm could be replaced with more complex algorithms such as seam-carving [38] or force transfer [1] . Using the Delaunay triangulation as in [7] or moving subgraphs as a group could be used to retain the edge structure better when compressing the graph. Such an optimization could be integrated into the t-SNE optimization process, rather than being used in a second phase. This would allow a better preserving of a nities in the nal layout, while still providing readable font sizes without overlap. We also did not employ pixel-exact optimization, which can save screen space, in particular for words with ascenders or descenders. The new keyword selection method may also prove useful in other applications, which we also have not yet evaluated.
Last but not least, we would like to expand the presented approach to additional languages. We also plan on providing a web service to allow users to easily try this approach on to their own texts and web site contents to maybe-to return to our running example-"make word clouds great again".
