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ABSTRACT 
SUBSCORE RELIABILITY 
AND CLASSIFICATION CONSISTENCY: A COMPARISON OF FIVE METHODS 
SEPTEMBER 2016 
FEN FAN, B.A., JIANGXI NORMAL UNIVERSITY 
M.A., SHANGHAI UNIVERSITY, SAINT CLOUD STATE UNIVERSITY 
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST 
Directed by: Drs. Jennifer Randall and Ronald Hambleton 
Previous studies focused on reporting subscores themselves; however, most 
proficiency tests are criterion-referenced, reporting classification consistency and 
accuracy of student placement into performance categories within each subdomain are 
thus more suitable. Therefore, the primary purpose of this study was to investigate the 
decision consistency (DC) and decision accuracy (DA) of student placement into 
performance categories within each of the subdomains measured by the test of interest. A 
second purpose of this study was to compare the performance of five subscoring methods 
under some realistic conditions in terms of subscore reliability and classification. To do 
so, a simulation study was designed and factors (number of subtests, subtest length, 
subtest inter-correlations, & location of cut scores) related to DC and DA were 
investigated.  
Results of subscore reliability and classification showed that subscore reliability 
and classification estimates were a function of the number of subtests, subtest length, 
subtest inter-correlations, location of cut scores, and scoring methods. Specifically, with 
respect to subscore reliability, results indicated that with item qualities similar to the ones 
 ix 
used in this study (with mean item discrimination about1.5, mean item difficulty about 0, 
& mean guessing about.15), when there are 20 items or more on a subtest, the reliability 
estimates of raw and UIRT subscores were quite reasonable (in the range of .80 to .90). 
Therefore, it appears that there is no need to augment the subscores. Moreover, the 
reliability estimates of raw and UIRT subscores for any 5- and 10-item subtests were 
barely acceptable (in the range of .60 to .70). Even after augmentation, the subscore 
reliability estimates became reasonable (around .80 or above) only when there are 10 
items on a subtest and the subtest inter-correlations were .80 and .90.  
Results of subscore classification indicated that with item qualities similar to the 
ones used in this study, when there are approximately 20 items or more on a subtest, it 
does not matter whether or not to apply augmentation methods because DCs and DAs 
were approximately .80 or higher for the non-augmented subscoring methods. It may 
seem unnecessary to apply the augmentation methods. Moreover, when there is one cut 
score at the center of the test score distribution, the classification consistency and 
accuracy estimates were in the ranges of .70 for the 5-item subtests, for both non-
augmented and augmented subscores. If the cut score was further away from the center of 
test score distribution, the classification consistency and accuracy would become higher 
for the 5-item subtest. This means that even though the 5-item subtest scores may not be 
reliable by themselves, but the classification using these scores could be accurate, 
depending on where the cut score is located. When there are two cut scores, the DCs and 
DAs for the 10-item subtests may also be high enough, depending on the location of the 
cut scores.    
 x 
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CHAPTER 1 
INTRODUCTION 
1.1 Subscores 
Subtest scores, or subdomain scores, refer to scores assigned to the subsections 
based on content categories or item types within a given achievement test. The use and 
reporting of subscores in educational testing has several potential advantages. Students 
may want subscores to provide information about their strengths and weaknesses so that 
they can plan follow-up remedial studies. Teachers may want subtest scores to provide 
feedback about their instruction. For state, academic institutions, and policy makers, 
subscores may be used as a tool to evaluate curriculum effectiveness at an aggregate level 
and thus provide supports to those relatively weak content areas. The No Child Left 
Behind Act of 2001 (U.S. Department of Education, 2002) also requires statewide testing 
programs to produce diagnostic reports to improve teaching and learning.  
For example, Figure 1 shows an example of subscores reported in a large-scale 
state assessment. For English Language Arts (ELA), it contains subsections of Language, 
Reading, Composition Topic Development, and Composition Standard English 
Conventions. For Mathematics, it includes subsections of Operations and Algebraic 
Thinking, Number and Operations in Base Ten, Number and Operations-Fractions, 
Measurement and Data, and Geometry. Scores assigned to these subsections are known 
as subtest scores. In both subjects, number correct scores (Points earned by your child in 
column 3) and percent correct scores (Percent of possible points earned by your child in 
column 5) are reported for each subdomain. Additionally, percent of possible points 
earned by students who performed at the low end of the Proficient level across the state is 
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also reported so that students can get an idea of how they performed relative to those who 
are at the low end of the Proficient performance level across the state. For this student, 
s/he scored 9, 31, 6, and 6 points in the four subdomains in ELA, while s/he earned 7, 11, 
9, 5, and 8 score points in the five subdomains in Mathematics. Specifically, out of 10 
possible points in the Language subsection of ELA, s/he obtained 9 points, which is also 
90% correct (9/10). On average, students who are at the low end of the Proficient level 
across the state scored 83% correct in the Language subdomain. Comparatively speaking, 
this student performed relatively better than students who are at the low end of the 
Proficient level across the state. Likewise, in Operations and Algebraic Thinking 
subsection of Mathematics, out of 14 possible points, s/he earned 7 score points, which is 
50% correct (7/14). On average, students who are at the low end of the Proficient level 
across the state scored 62% correct in the Operations and Algebraic Thinking subdomain. 
Comparatively speaking, this student performed relatively poorer than students who are 
at the low end of the Proficient level across the state. The common assumptions behind 
interpreting these scores are that (a) subscores provide trustworthy information about the 
examinee’s strengths and weaknesses, and (b) the examinee will work harder on the 
categories on which she performed poorly and hence improve in those areas. For 
instance, this student scored 5 out of 11 points or 45% correct in the Measurement and 
Data subdomain of Mathematics. So it is expected that this student would work harder on 
the content of this area and improve.  
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Figure 1. Subscore Results from a State’s Score Report 
 
1.2 Methods to estimate subscores 
There are two general approaches to estimating subtest scores: simple/non-
augmented and augmented. The differences in these two approaches lie in whether or not 
collateral information is used while estimating subscores.  Collateral information refers to 
additional estimation information derived from variables that are distinct from, but 
correlated with, the relevant variable of interest, such as total score or performance on 
other subdomains (Stout, Ackerman, Bolt, Froelich, & Heck, 2003). Simple subscore 
estimation techniques do not use collateral information to improve the stability of 
subscore estimation while the augmented methods do. Both approaches can be done 
within either the classical test theory (CTT) or item response theory (IRT) frameworks.   
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For simple subscores within the CTT framework, number correct raw scores and 
percent correct scores are often computed (Goodman & Hambleton, 2004). Both scores 
are easy to calculate. Raw scores are obtained by finding the total number of correct 
responses to items on a subdomain (or the total of test score points earned in that 
subdomain), while percent correct scores are found by computing the percent of correct 
responses to the total number of items on a subdomain (or the percent of test score points 
obtained in the subdomain). Both scores also have the advantage of being easy to 
understand by the non-technical audience such as students, teachers, parents, and other 
score users. Despite the relative ease of interpretation and comprehension, two potential 
concerns about reporting these scores (Goodman & Hambleton, 2004) remain. First, 
because subdomains may include a small number of items, the reliability of these scores 
and the validity inferences drawn from them could be problematic. Moreover, the use of 
percent correct scores requires the placement of scores on a common scale, implying that 
comparisons across subdomains can be made. However, placing these scores on a 
common scale may hide the fact that subdomain results may be based on different 
numbers of test items and item samples that are not equally representative of the relevant 
subdomains.  
Simple IRT subscores can be obtained in two ways. The first approach is to fit a 
unidimensional IRT model to the response data for each subtest separately to obtain the 
subdomain theta estimate.  The second approach involves two stages to get subdomain 
theta estimates (Bock, Thissen, & Zimowski, 1997). The first step is to fit a 
unidimensional IRT model to all the items in a test. Then, fix the item parameter 
estimates of those items belonging to the targeted subdomain and compute subdomain 
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theta estimates for each subdomain. Bock et al. (1997) found that IRT scale scores are 
more accurate than the number-correct scores in predicting domain scores in that the 
presence of threshold parameters in the IRT models allows for variation in the average 
difficulties of the sampled items, while the slope parameters allow for differences in 
discriminating power of the items to be considered, and this adds extra information to the 
estimation of subtest scores.  
With respect to subscore augmentation, the CTT procedures include Wainer et 
al.’s subscore augmentation (Wainer et al., 2001) using raw scores based on Kelley’s 
equation (Kelley, 1947) and Haberman’s weighted averages (Haberman, 2008). Kelley’s 
regressed score estimates (also known as empirical Bayes estimates) are based on the 
linear regression of true scores on observed scores. Kelley’s regressed subscore 
estimation method tries to improve the estimate of true score by shrinking the observed 
score toward the group mean by an amount equal to the complement of the reliability of 
the measurement.  When the observed score is highly reliable, its contribution dominates 
the estimate of true score. In other words, the observed score will approximate true score 
quite precisely. However, when the observed score is extremely unreliable, its 
contribution will be small and the estimate of true score will shrink toward the group 
mean to remove the unreliability of the observed score. For example, when a test is 
perfectly reliable with 𝜌=1, the estimated true score will be equal to the observed score. 
On the other extreme, when the test is completely unreliable with 𝜌=0, then the estimated 
true score will be equal to the group mean.  
Wainer et al.’s subscore augmentation is the multivariate extension of Kelley’s 
regressed score estimation. Haberman’s weighted average is a special case of Wainer et 
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al.’s subscore augmentation. Haberman’s method places the same weights on all the 
subscores, whereas Wainer et al.’s procedure places different weights on all the 
subscores, which depends on the reliability of each subtest score. Research has shown 
that both methods produced very similar results for both simulated and operational data 
(Sinharay, 2010).   
Within the IRT framework,  the IRT procedures of subscore augmentation 
comprises Wainer et al.’s subscore augmentation using IRT theta estimates, Yen’s 
objective performance index (OPI, Yen, 1987), and subscore estimates based on 
multidimensional IRT models (de la Torre & Patz, 2005; DeMars, 2013; Rupp et al., 
2010; Yao & Boughton, 2007 ). As many testing programs may prefer to report IRT scale 
scores, Wainer and colleagues generalized their subscore augmentation procedure for 
application with IRT theta estimates. If MLE theta estimates are used, the regressed theta 
subscore estimates can be obtained using the same procedure of obtaining Wainer et al.’s 
subscore augmentation with raw scores. However, some correction has to be made if 
MAP or EAP theta estimates are to be used as MAP or EAP thetas are already analogous 
to Kelley’s regressed estimates in that they shrink toward the mean for the population 
(Thissen & Orlando, 2001).  
The OPI uses a combination Bayesian/ IRT procedure that pools performance on 
a particular objective (i.e., subtest, in this context) with information from the examinee’s 
overall test performance. To compute OPI, one first applies a unidimensional IRT model 
to the overall test to obtain the item and overall ability parameter estimates. Fixing the 
ability and item estimates, compute a subscore estimate for each examinee. A -type 
statistic is used to determine if the estimated subscore differs significantly from the 
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observed subscore. Note that both the estimated and observed subscores are expressed as 
percent-correct scores. If the estimated subscore does not differ significantly from the 
observed subscore, then the OPI is defined as a weighted average of the observed 
subscore and the estimated subscore. On other hand, if the estimated subscore differs 
significantly from the observed subscore, then the OPI is defined as the observed 
subscore. As the OPI is computed by fitting a unidimensional IRT model, it may be 
inaccurate when test data are multidimensional (Sinharay, Puhan, & Haberman, 2011).  
To improve subscore reliability, it takes multiple steps for the above-mentioned 
augmentation approaches to obtain subscore estimates. With the ability to incorporating 
correlations among subtests into MIRT models, all subscores can be obtained in one 
single step with MIRT models. The most commonly used MIRT models for subscore 
estimation are the simple-structure compensatory MIRT models (Reckase, 2009). Simple 
structure MIRT models only allow an item to be an indicator for one subdomain, while 
complex structure MIRT models allow an item to measure more than one subdomain. For 
example, a math word problem may require both number sense and geometry knowledge. 
Simple structure MIRT models would force this item to load on one subdomain, number 
sense or geometry, while complex structure MIRT models would allow this item to load 
on both the number sense and a geometry subdomain. In compensatory MIRT models, a 
low ability on any dimension can be compensated for by a high ability on another 
dimension. A probability of one can be obtained even with very low ability on some 
dimensions by having high abilities on other dimensions. For instance, an examinee who 
is strong in math but has poor reading skills may still perform well on a math test that 
requires him/her to read before answering the math problem. On the other hand, in non-
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compensatory or partially compensatory MIRT models, an increase in ability on one 
dimension cannot overcome a deficit on another dimension. For the same student who is 
strong in math but weak in reading, his/her performance on the math problem would be 
low regardless of his/her math ability because reading comprehension is required to solve 
the problem and weakness in an ability is not compensated for by strength in other 
abilities.  Though complex structure non-compensatory models seem to provide more 
realistic modeling as it makes sense that higher probability means high ability on all 
dimensions, simple structure compensatory models are still more popular (Reckase, 
2009).  A number of compensatory MIRT models have been proposed, including, but not 
limited to, multidimensional extensions of the Rasch model, one-parameter logistic (1PL) 
model, two-parameter logistic (2PL) model and three-parameter logistic (3PL) model for 
dichotomous items, and multidimensional extensions of the (generalized) partial credit 
model and graded response model for polytomous items (Reckase, 2009).  
In addition to the above-mentioned multidimensional extensions of 
unidimensional IRT models, other multidimensional extensions of IRT models have been 
proposed for subscore reporting, such as the high-order models (or second-order model) 
(de la Torre, 2009; de la Torre & Song, 2009) and the bifactor models (Chang, 2015; Md 
Desa, 2012). All the proposed multidimensional models to report subscores are closely 
related in terms of model specification and they can be ordered from least to most 
constrained: the bifactor models, the correlated traits models (e.g., simple structure 
compensatory MIRT models), and the second-order factor models. Because of somewhat 
different model specifications, subscores may be interpreted differently. For instance, the 
subscores obtained in the bifactor models should be interpreted as “an examinee’s 
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relative strengths and weaknesses in a subdomain after controlling for the general factor” 
(DeMars, 2013).  
Finally, another branch of multidimensional models are gaining an increase in 
popularity due to their abilities to provide diagnostic score reporting; that is, the 
diagnostic classification models (Rupp & Templin, 2008). The term “diagnostic 
classification model” was introduced by Rupp and Templin (Rupp et al., 2010). DCMs 
can be used to test hypotheses about the nature of the response processes that respondents 
engage in when they respond to assessment or questionnaire items such as in cognitively 
diagnostic educational assessment.  DCMs can also be applied to contexts outside of 
educational assessment (e.g., clinical psychology), whenever statistically-driven 
classifications of respondents according to multiple latent traits are sought. Many 
different labels have been used in the literature for DCMs, including cognitive diagnosis 
models or cognitively diagnostic models (Henson & Douglas, 2005), cognitive 
psychometric models (Rupp, 2007), multiple classification (latent class) models 
(Macready & Dayton, 1977; Maris, 1992), latent response models (Maris, 1995), 
restricted latent class models (Haertel, 1990), structured located latent class models (Xu 
& Davier, 2006, 2008), and structured IRT models (Rupp & Mislevy, 2006). Based on 
the key features of these models in the literature, Rupp and Templin (2008) put forth the 
following definition of DCMs: 
“Diagnostic classification models (DCM) are probabilistic, confirmatory 
multidimensional latent-variable models with a simple or complex loading structure. 
They are suitable for modelling observable categorical response variables and contain 
unobservable (i.e., latent) categorical predictor variables. The predictor variables are 
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combined in compensatory and non-compensatory ways to generate latent classes. DCMs 
enable multiple criterion-referenced interpretations and associated feedback for 
diagnostic purposes, which is typically provided at a relatively fine-grain size. … (Rupp 
& Templin, 2008).”   
 Similar to previously mentioned MIRT models for diagnostic score reporting, 
DCMs are probabilistic and confirmatory in nature; they can be simple or complex 
structure; they can be compensatory or non-compensatory; and they can be used to model 
both dichotomous and polytomous observed response data. Unlike previous MIRT 
models that analyze item response and generate continuous latent variables (proficiency 
estimates), DCMs analyze item response data and generate categorical latent variables 
(i.e., profiles of mastery and nonmastery of the skills assessed).  
There are a large number of available DCMs:  More than 60 are reported by Fu 
and Li ( 2007). Interested readers should refer to Rupp and Templin (2008) and Rupp, 
Templin, and Henson (2010) for more details about each model. As to which model 
should be chosen, Hong (2009) suggested that users should know the assumptions in 
terms of content, statistics, and practicality (administration settings) to adopt the most 
appropriate Though CDMs provide both flexibility in modeling and have the potential to 
provide diagnostic information, they are rarely applied in current large scale assessments 
(Jurich & Bradshaw, 2014). Henson (2009) pointed out that future studies should focus 
on developing tests that suited this purpose. Specifically, he suggested that items should 
not be written in the same way as they have been written when a traditional analysis was 
the focus.  
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To sum up, in this section, several commonly used subscoring methods were 
discussed. More details about some of the above-mentioned procedures are provided in 
chapter 3. 3 Issues with subscores  
 
1.2.1 Reliability of subscores  
Subtest scores in educational measurement often consist of only a few items 
(recall Figure 1, 5 items in measurement and data subdomain for example), so the 
reliability estimates of these subtest scores tend to be low and sometimes unacceptably 
low.  The concern of inadequate reliability of subscores is clearly addressed in Standard 
2.3, which states that “For each total score, or combination of scores that is to be 
interpreted, estimates of relevant indices of reliability/precision should be reported” 
(American Educational Research Association (AERA), American Psychological 
Association (APA), & National Council on Measurement in Education (NCME), 2014, p. 
43). 
Reliability refers to the consistency of examinee’s relative performances over 
repeated administrations of the same test or parallel forms of the test. It is mathematically 
defined as the ratio of true score variance to observed score variance (Crocker & Algina, 
1986). Test length is one of the major factors influencing test score reliability (Crocker & 
Algina, 1986).  Other factors include the quality of test items, student group homogeneity 
and speededness. The value of reliability estimates range from 0 to 1. A variety of factors 
can influence a student’s score being higher or lower than his or her true ability; these 
factors include guessing, mismarking the answers, distractions in the testing situation, 
administration errors, content sampling, scoring errors, and fluctuations in the individual 
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examinee’s health status. Ideally, test developers seek to minimize the impact of external 
factors on student performance thereby insuring a more reliable assessment. Depending 
upon the nature of the data and the testing context, different methods are used to assess 
an assessment’s reliability. Common indices of reliability estimates include stability 
coefficients, equivalence coefficients, and internal consistency coefficients. The two most 
common ways of estimating internal consistency reliability coefficient with a single test 
administration are the corrected split-half procedure and coefficient alpha (often called 
Cronbach’s alpha, Cronbach, 1951) or KR-20 when the data are dichotomously-scored.   
 From the IRT perspective, marginal reliability is computed as an analog of 
classical reliability.  In CTT, measurement error is assumed to be constant for all 
examinees. However, in IRT, measurement error is permitted to vary at each ability level. 
Though measurement error varies as a function of proficiency, Green, Bock, Humphreys, 
Linn, and Reckase (1984) noted that it is possible to define an average or marginal 
measurement error in IRT and then marginal reliability can be defined as the ratio of true 
variance over observed variance as in CTT.  
 
1.2.2 Reliability of classification of subscores  
Few previous studies have examined reliability of classifications with subscores 
when they are investigating ability parameter recoveries (Edwards & Vevea, 2006; Yao 
& Boughton, 2007; Yao, 2010) . The focus of classical reliability estimates is about 
consistency of norm-referenced test scores over short period of time, parallel-forms of a 
test, or items within the same test. With criterion-referenced tests, such as state 
assessments like the Massachusetts comprehensive assessment system (MCAS, 
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Massachusetts Department of Elementary and Secondary Education, 2014) or 
Pennsylvania system of school assessment (PSSA, Pennsylvania Department of 
Education, 2015), the consistency of scores is of less interest. Instead, it is consistency of 
decisions or classifications over forms that are important.  Hambleton and Novick (1973) 
introduced the concept of decision consistency (DC) and decision accuracy (DA) to 
describe the reliability and validity of classifications. DC refers to the extent to which 
classifications of examinee decisions agree based on two independent administrations of 
the same exam or two parallel forms of an exam. DA refers to the extent to which the 
actual classifications based on observed scores agree with the “true” classifications. 
Several factors may affect DC and DA; they are test length, location of the cut score in 
the score distributions, test score generalizability, and similarity of the score distributions 
for the two forms (Crocker & Algina, 1986).  
With two test administration, DC and DA can be calculated using two most 
common indices: the agreement index P (Hambleton & Novick, 1973) and Cohen’s 
kappa (κ, Cohen, 1960). The agreement index P is defined as the proportion of times that 
the same decision would be made based on two parallel forms of a test. If form 1 is one 
set of observed scores, and form 2 is replaced with the true scores or another criterion 
measure, then P becomes the decision accuracy index.  With decision accuracy, four 
types of decisions are defined: true positive, true negative, false positive, and false 
negative. Suppose a single cut divides the examinees into masters and non-masters on 
two parallel forms of a test. True positive, true negative, false positive, and false negative 
are defined as classifying a master as a master, classifying a non-master as a non-master, 
classifying a non-master as a master, and classifying a master as a non-master, 
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respectively. To evaluate the degree of decision accuracy for a given test with a given cut 
score, the probabilities of occurrence of false positive and false negative outcomes must 
be estimated. Both false positive and false negative reflect the classification inconsistency 
and are commonly reported in the evaluation of decision accuracy. Based on the purposes 
and uses of specific tests, one index is often of more concern than the other. 
Several suggestions have been made in the literature for transforming P to a more 
interpretable measure of decision-making consistency. Swaminathan, Hambleton, and 
Algina (1974) suggested using Cohen’s Kappa (κ), which can be thought of as the 
proportion of agreement that exists above and beyond that which can be expected by 
chance alone. Kappa has a value between -1 and 1. A value of 0 and below means that the 
decisions are as consistent as the decisions based on two tests which are statistically 
independent. In other words, the decisions are very inconsistent and the reliability of 
classifications is extremely low. A value of 1 means that the decisions are as consistent as 
the decisions based on two tests which have perfect agreement.  
It is often unrealistic and inconvenient to have two administrations of a test in 
practice. Therefore, methods for single administration estimates of DC and DA were 
developed (Hambleton & Han, 2004; Hanson & Brennan, 1990; Huynh, 1976; Lee, 2007, 
2010; Livingston & Lewis, 1995; Peng & Subkoviak, 1980; Rudner, 2001; 2005; 
Subkoviak, 1976; Wilcox, 1981).  These methods fall into two general categories: the 
CTT-based methods and the IRT-based methods. The three major CTT-based methods 
are the Huynh procedure (Huynh, 1976), the Subkoviak procedure (Subkoviak, 1976), 
and the Livingston and Lewis procedure (Livingston & Lewis, 1995). The three major 
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IRT-based methods are the Rudner procedure (Rudner, 2001; 2005), the Lee procedure 
(Lee, 2010), and the Hambleton and Han procedure (Hambleton & Han, 2004).  
Within the CTT framework, the Huynh and the Subkoviak procedures are based 
on the binomial model developed by Keats and Lord (1962). The two procedures work 
with binary items only. The Livingston and Lewis (1995) procedure extended the 
binomial model to handle both dichotomously and polytomously scored items.  The 
Subkoviak procedure assumes a binomial distribution for the observed scores and no 
distribution assumption is assumed for true score distribution. On the other hand, the 
Huynh and Livingston and Lewis procedures assumes a beta distribution for true score 
distribution, in addition to the assumption that a beta binomial model is assumed for 
observed score distribution as with the Hunyh and Livingston and Lewis procedures.  
Within the IRT framework, the Rudner (2001, 2005) procedure was proposed to 
compute classification accuracy for both binary and polytomous items using 𝜃 based on 
response patterns. Different from Rudner’s method which works with tests scored on the 
𝜃 scale, Lee (2010) developed a procedure for estimating classification consistency and 
accuracy for both binary and polytomous items using 𝜃 based on summed scores. As 
some of the above-mentioned modelings are quite complicated and not straightforward, 
Hambleton and Han (2004) proposed a method based on Monte-Carlo simulation 
techniques which make no assumptions about the score distributions. The simulation 
approach has the merits of being simple to compute and implement because there are 
various IRT generation software packages available and easy to access (e.g., WinGen, 
Han, 2007; Han & Hambleton, 2007). However, all the IRT- based methods were 
developed based on the same assumptions as are made with the applications of IRT 
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models, such as unidimensionality, local independence, and model fit. Moreover, large 
sample sizes are required for estimating item parameters. The reliability issue of 
subscores was considered in this section. Moreover, traditional reliability and reliability 
of classification and approaches to estimating the two types of reliability were also 
considered More details about the reliability estimation are presented in chapter 3.  
 
1.2.3 Validity of subscores  
Previous research has shown that the subscore augmentation methods improved 
subscore reliability significantly (de la Torre, Song, & Hong, 2011; DeMars, 2005; 
Edwards & Vevea, 2006;Shin, 2007; Skorupski & Carvajal, 2009; Stone, Ye, Zhu, & 
Lane, 2009; Yao & Boughton, 2007; Yao, 2010). For instance, Stone, Ye, Zhu, and Lane 
(2009) evaluated Yen’s OPI, Wainer et al.’s augmentation, and MIRT subscoring for 
improving the precision of subscores for a unidimensional assessment. Results showed 
that all three augmentation approaches improved subscores’ reliabilities substantially. 
However, as subscores became highly reliable, they lost distinctiveness and thus had no 
added value over total scores. This issue raises psychometricians’ concern for subscore 
validity.  
Validity refers to “the degree to which evidence and theory support the 
interpretations of test scores for proposed uses of tests (AERA, APA, & NCME, 2014, 
p.11). ” Standard 1.14 clearly states that “When a test provides more than one score, the 
distinctiveness of the separate scores should be demonstrated…(AERA, APA, & NCME, 
2014, p. 27).” There are five major sources of evidence that may be used in evaluating 
the validity of a proposed interpretation of test scores for a particular use. They are 
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validity evidence based on test content, evidence based on response processes, evidence 
based on internal structure, evidence based on relations to other variables, and evidence 
for validity and consequences of testing. More details about how to collect each source of 
evidence can be found in the Standards (AERA, APA, & NCME, 2014). 
Haladyna and Kramer (2004) demonstrated a number of methods for how to 
collect empirical evidence to support the intended interpretation and use of subtest scores 
with a large credentialing test as an example. The evidence included investigation of 
mean differences among subtest scores and intercorrelations among subtest scores, factor 
analysis of the structure of item responses, item (discrimination) analysis, and study of 
subtest score differences.  The evidence of statistically significant differences among 
subtest scores and substantial effect sizes endorse that the test supports a 
multidimensional interpretation. The evidence that intercorrelations among subtest 
scores, after correcting for attenuation, are nearly perfect supports a unidimensional 
interpretation. Comparisons of confirmatory factor analysis models (one-factor model vs. 
multiple-factor model) can provide evidence for hypothesized subtest scores. Different 
results of item analysis using total score and subtest score as criteria reveal more 
evidence of multidimensionality. Other methods that evaluate the usefulness of subtest 
scores include the application of the beta-binomial model (Harris & Hanson, 1991), 
DIMTEST and DETECT (Ackerman & Shu, 2009), Haberman’s CTT-based method 
(proportional reduction in mean squared errors (PRMSE), Haberman, 2008), Brennan’s 
utility index (Brennan, 2012), and value added ratio (Feinberg & Wainer, 2014). More 
details about these methods are given in Chapter 2.  
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1.3 Statement of problem and purpose of the study  
To date, few studies have examined DC and DA with subscores when they were 
investigating ability parameter recoveries (Edwards & Vevea, 2006; Yao & Boughton, 
2007; Yao, 2010) . The general findings of previous research indicated that the accuracy 
rates were higher for augmented subscores than non-augmented subscores. However, 
previous research was limited in the sense that limited conditions and subscoring 
approaches were studied. For instance, in Edwards and Vevea (2006), the subscoring 
methods examined included augmented and non-augmented IRT EAP subscores and raw 
subscores, while in Yao (2010), UIRT, High order-IRT, simple-structure MIRT, and the 
general bifactor modelling of subscore estimation procedures were examined. It is clear 
that not all subscoring methods were examined in previous studies regarding their 
performance in terms of classifications of students into performance categories. A second 
example is that only two kinds of subtest length were examined. In Edwards and Vevea 
(2006), subtest length was fixed at two, while in Yao and Boughton (2007), subtest 
length was fixed at four. Therefore, it is obvious that more research is needed in this 
regard. 
On the basis of previous research and with the purpose to extend beyond previous 
research, the primary purpose of this study was to investigate the DC and DA of student 
placement into performance categories within each subdomain. That is, within each 
subscale, we wanted to classify examinees into different performance levels on the basis 
of some cut scores we carefully pick after examining the distributions of performance 
levels in several operational testing programs. Based on which level an examinee was 
classified, we could provide recommendations on which student(s) should receive further 
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support in a specific content area. Therefore, the consistency and accuracy of 
classification decisions are critical. Moreover, the second purpose was to investigate the 
impact of five subscoring methods on the DC and DA. The methods included raw 
subscore, unidimensional IRT subscore with EAP estimate, augmented raw subscores, 
augmented unidimensional IRT subscore with EAP estimate, and simple-structure MIRT 
subscore estimation procedures, respectively.  We were interested in these methods 
because previous studies failed to examine the performance of these methods with respect 
to classification consistency and accuracy. Conditions such as (1) number of subtests, (2) 
subtest length, (3) subtest intercorrelations, and (4) selection of cut scores were 
examined. Two research questions were of interest:  
1. Under what conditions (number of subtests, subtest length, subtest 
intercorrelations, & selection of cut scores) could we obtain reliable 
subscores with the five subscoring methods? 
2. Under what conditions (number of subtests, subtest length, subtest 
intercorrelations, & selection of cut scores) could we obtain consistent and 
accurate classifications with the five subscoring methods? 
 
1.4 Summary and significance of the study  
In the measurement literature, subscores have been criticized as lacking adequate 
reliability and validity (Sinharay et al., 2011) because oftentimes there is a small number 
of items in a subtest and subscores are often highly correlated with each other. This study 
took a somewhat different approach to previous studies in that it is easy to see that often 
in testing situations, scores, subscores or otherwise, are often not the focus of the test use 
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but rather decisions using the subscores are the focus.  Moving from a focus on 
correlational evidence to a focus on decision consistency and accuracy evidence, seemed 
like an interesting way to gain more and important information about the use of 
subscores.  To strengthen the generalizability of any findings, results were investigated 
for the most promising of the estimates of subscores and under a large number of 
common situations.   
The literature on studies on subscore reliability and validity is reviewed in 
Chapter 2.  Previous studies on subscore reliability and validity are discussed and 
relevant findings are summarized. Chapter 3 provides details of the simulation design and 
operational data analyses of the study. With respect to the simulation study, simulation 
conditions, data generation, and evaluation criteria are addressed here. Results from both 
the simulation study and operational data analyses study are presented in Chapter 4 and 
discussions of results and conclusions are presented in Chapter 5.  
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CHAPTER 2 
LITERATURE REVIEW  
 
2.1 Overview of literature review  
In this section studies are reviewed on subscore estimation methodologies which 
are directly related to the subscore reliability problem. Studies about subscore validity are 
also reviewed in this section though this topic is not the focus of the current study. Lastly, 
the literature review concludes with a discussion of studies on subscore estimation 
methods.    
 
2.2 Subscore reliability  
Studies about subscore reliability are discussed together with subscore estimation 
methods because subscore reliability is often evaluated when comparing the performance 
of different subscoring procedures. As a number of subscore estimation methods have 
been proposed in the literature, researchers have conducted comparative studies to 
provide recommendations on which procedures are most appropriate for practical uses. 
Several studies compared subscoring methods for dichotomous items only (Bock et al., 
1997; Luecht, 2003; Edwards & Vevea, 2006), while others considered both dichotomous 
and polytomous items (Shin, 2007; Yao & Boughton, 2007). While most studies used 
simulated data, a few were based on real data analyses or both (Skorupski & Carvajal, 
2009; Stone, Ye, Zhu, & Lane, 2009; Yao, 2010).  In the following section, studies with 
binary items are presented first, followed by those with polytomous items, and finally 
presented are some studies using real data.  
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Bock and colleagues (1997) compared the raw percent-correct score, the IRT 
percent-correct score computed from the maximum likelihood estimate of the scale score 
(IRT-ML), and the Bayes IRT percent-correct score (IRT-Bayes) with a subtest length of 
15 or 20 binary items randomly sampled from a pool of 100 items without replacement 
for 1,000 examinees. As the number correct scores of the 100 items were known, root 
mean square errors (RMSEs) of predicting the domain scores in the subtests of different 
lengths were computed. To find the precision of the IRT estimates relative to the CTT 
estimates, the ratios of RMSEs of classical estimates over those of the IRT estimates 
were calculated. Results showed that almost all of the ratios were greater than one, 
demonstrating that IRT percent-correct scores had greater accuracy than the raw percent-
correct scores in predicting the domain scores of the 1,000 examinees. In addition, the 
Bayes estimates were superior to the maximum likelihood estimates because of its greater 
stability at the extremes of the score distribution.  
Luecht (2003) compared four approaches: (1) standardized number correct scores 
(ZX), (2) EAP scores based on a unidimensional total-test calibration of the items 
(UIRT(T)), (3) MAP scores based on separate unidimensional calibrations for the 
separate domains (UIRT(S)), and (4) MAP scores based on a MIRT model calibration 
(MIRT). The three-parameter logistic (3PL) model was used with the unidimensional 
models, while the normal ogive approximation to the 3PL model was used for the MIRT 
approach. Response data were generated for 2,000 simulees with 74 items and 4 subtests. 
Several factors were examined: subdomain correlations, measurement errors, and 
diagnostic score profiles. Results demonstrated subdomain correlations among the ZX, 
UIRT(T), and UIRT(S) were near 1.0. In terms of standard errors, the UIRT(T) subscores 
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had the largest standard errors (ranged from 0.43 to 1.61), followed by ZX (ranged from 
0.42 to 0.78). Both UIRT(S) and MIRT produced similar standard errors. With respect to 
diagnostic score profiles, both UIRT(T) and UIRT(S) produced score profiles that were 
most consistent with the true profiles, but the subscore profile plots with the four methods 
were so heterogeneous that it is clear that the choice of subscoring method can make a 
big difference on what remedial recommendations were given to examinees.  
 DeMars (2005) compared three IRT-based subscore estimation methods with two 
multiple-choice assessment tests. The three methods were the bifactor model, the 
compensatory simple-structure MIRT model, and Wainer et al.’s data augmentation 
approach based on subscale scores independently estimated by separate unidimensional 
models. The subscale scores in the bifactor model were estimated as a weighted 
combination of the primary factor and the associated subscale factor. Results showed that 
scores on the two tests were nearly the same based on the three models. Mean, standard 
deviation, and range of scores among these methods were similar and correlations were 
.99 or higher. Compared to subscores estimated by two separate unidimensional IRT 
models, subscores of the other three models had relatively lower RMSE and bias. 
Specifically, the bifactor model and the MIRT model showed very similar levels of bias 
and RMSE. They had higher bias and RMSE than the augmented scores at the extremes 
on one test, while lower bias and RMSE than the augmented score at the extremes on the 
other test. The author concluded that on the basis of the findings, there is no clear 
advantage for any of these three methods over the others.  
Edwards and Vevea (2006) compared Wainer et al.’s (2001) subscore 
augmentation method with IRT EAP estimates for summed subscores and raw subscores. 
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Response data were simulated using 3PL model and the sample size was fixed to 2,000.  
Factors such as the number of subscales (2 or 4), subscale test length (5, 10, 20 or 40), 
and correlation between subscales (.30, .60, or .90) were studied. The augmented versus 
non-augmented scores were compared in terms of RMSE, reliability, percentage of 
simulees that had estimated augmented scores closer to true value than non-augmented 
scores, and percentage of simulees correctly identified in the correct ability group. In 
terms of classification, the authors examined four different combinations of two subscales 
(40 × 5, 20 × 20, 5 × 5, & 5 × 40) at all correlation levels. Results showed that the 
augmented subscores improved over nonaugmented subscores with smaller RMSE, 
higher reliability, and higher percentage of simulees in appropriate ability groups, and the 
improvement was a function of correlation between subscales and subscale length. After 
dividing the simulees into four ability groupings with three cuts (-1.96, 0, & 1.036) 
splitting the distribution into 2.5%, 47.5%,  35% and 15%, respectively, they found that 
the augmented procedures could place a higher percentage of simulees in the correct 
ability group (ranged from 0.03% to 13.43%). Under more realistic conditions (relatively 
long subtest length and high subdomain inter-correlations), classification accuracy 
improved by 0.15% to 3.82%, which may seem small in absolute magnitude but actually 
could mean a rather large improvement if the number of examinees is huge (e.g., a 
million).    
 Shin (2007) compared five methods that attempt to provide a more precise and 
reliable estimation of objective/domain scores for mixed-format tests in terms of the 
following criteria: subtest score reliability, percent-coverage of true score for a nominal 
95% confidence/credible interval (CI), the width of the 95% CI, absolute bias (Bias), 
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standard deviation (SD) of estimation and RMSE. The five methods are the adjusted 
version of Bock et al.’s IRT approach (the Bock method), Yen’s OPI, Wainer et al.’s 
subscore augmentation with raw scores, the Shin’s MCMC regressed score approach, and 
the proportion-correct score method. Response data were simulated using the 3PL model 
for binary items and the generalized partial credit model for polytomous items. A number 
of factors were examined to investigate their impact on the criterion measures, including 
number of examinees (250, 500, or 1,000), number of items in each objective (i.e., 
subdomain) (6, 12, or 18), correlation between objectives (.50, .80, or 1), and ratio of 
multiple-choice (MC)/ constructed-response (CR) items (0, 20%, or 50%). Results have 
shown that the factors that affected reliability were the number of items per objective, the 
correlation between objectives, and the MC/CR ratio. Moreover, only the number of 
items per objective affected the width of the 95% CI. That is, the more items per 
objective, the narrower the width of the 95% CI was. The factors that affected bias, SD, 
and RMSE were the number of items per objective and the correlation between 
objectives. That is, the more items per objective or the higher the correlation between 
objectives, the smaller the bias, SD, and RMSE were. Among the methods being 
compared, the Wainer and Shin methods yielded objective scores that had the highest 
reliability and lowest RMSE, while the Yen and proportion-correct methods had 
relatively lower reliability. The Yen’s method provided the narrowest 95% CI and 
relatively accurate percentage coverage of 95% CI, while the other methods were all too 
conservative (the nominal 95% CI covered the true score more than 95% of the time). 
The proportion-correct method had the largest SD and RMSE. The studied factors seem 
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to have had a larger impact on the Bock method, especially the correlation between 
objectives. When the correlation was 1.0, the Bock method had the highest reliability.  
 Yao and Boughton (2007) explored a Markov chain Monte Carlo approach to 
multidimensional item and ability parameter estimation. This approach to estimating 
examinee’s objective scores was compared to several other approaches in terms of 
parameter recovery and classification accuracy under simulated conditions. These 
approaches included percentage of number correct (NC), OPI, Bayesian 
multidimensional scale score (BMIRTSS) and Bayesian multidimensional domain score 
(BMIRTDS). The Bayesian multivariate item response theory (BMIRT) Bayesian 
estimation procedure was compared to an IRT pattern subscale scoring approach using 
maximum likelihood estimation (MIRTPSS) and a unidimensional IRT objective-level 
Bayesian scoring approach (UIRTOJSS). Data were generated for a four-dimension 
compensatory simple structure model which consists of a total of 60 items and 
subdomain lengths ranging from 12 to 18 items. M3PL model was used for binary items 
and MIRT partial credit model was used for polytomous items. Six correlations (0, 0.10, 
0.30, 0.50, 0.70, or 0.90) and three sample size conditions (1,000, 3,000, or 6,000) were 
studied. Subtest lengths were fixed. From domain 1 through 4, they are 15, 15, 12, and 18 
items, respectively. To establish performance levels for classification recovery, cut-scores 
were defined by splitting the true distribution into four groups, that is, 20% (Below 
Basic), 20% (Basic), 40% (Proficient), and 20% (Advanced), respectively. Results have 
shown that, in terms of item parameter recovery, when the sample size and the correlation 
between dimensions increased, the error in item parameter estimation with both 
dichotomous and polytomous items decreased. In terms of ability parameter recovery, the 
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recovery of BMIRTSS was better than the recovery of MIRTPSS across all conditions. 
BMIRTSS and UIRTOJSS had similar error rate when the correlation was low, but as the 
correlation increased, the error rate decreased for BMIRTSS while it stayed the same 
with UIRTOJSS. The recovery of BMIRTDS was better than OPI across all conditions. 
With respect to classification accuracy, NC had the largest errors. MIRTPSS had the 
lowest average misclassification rates but the rates varied greatly (ranging from 3% to 
10%). The error rates were found to be very similar to each other for BMIRTSS and 
BMIRTDS. As the correlations increase among the dimensions, the average error rates 
for BMIRTSS and BMIRTDS become closer to the OPI rates. However, as the 
correlation among the dimensions decreased, the error rates for the OPI increased, and 
BMIRTSS and BMIRTDS classification errors decreased.   
 de la Torre, Song, and Hong (2011) conducted a systematic comparison of four 
IRT subscoring methods: (compensatory simple-structure) multidimensional scoring 
(MS), augmented scoring (AS) with IRT EAP estimates, higher order item response 
model scoring (HO), and objective performance index scoring (OPI). Using both 
simulated data and real data, they examined how factors such as test length, number of 
subtests or domains, and correlation between the abilities affect the subtest ability 
estimates and proportion correct scores. Specifically, the three factors considered in the 
simulation study were as follows: (a) number of domains (2 and 5), (b) number of items 
in a domain (10, 20, and 30), and (c) correlation between the abilities (0, 0.4, 0.7, and 
0.9). The simulation study showed that HO, MS, and AS gave highly comparable results 
across different conditions except for small discrepancies observed for more extreme 
abilities when HO and MS may seem to perform better. The three methods improved 
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over the conventional expected a posteriori (EAP) estimates (based solely on the 
responses to test items in a specific domain) when the test was shorter (e.g., 10 items) and 
the number of domains and the correlation between subtests were higher (e.g., 5 domains, 
correlation of 0.9). OPI performed the worst among almost all the conditions in ability 
estimates. In terms of proportion correct scores, the estimates obtained from each 
subscoring method were highly similar, and those estimates were also very close to the 
true expected correct scores. The findings in the real data analyses further confirmed the 
similarities and differences among the four scoring methods. For practical implications, 
the authors pointed out that when subtest abilities were uncorrelated, conventional EAP 
estimates could be obtained, while when there were multiple short tests measuring highly 
correlated abilities, substantially better estimates could be obtained using the three 
correlation-based methods (i.e., HO, MS, & AS). Moreover, except for extreme ability 
estimates where HO and MS seemed to provide better estimates than AS, the choice 
among the three correlation-based methods might not be clear-cut if the decision is to be 
made solely based on the their statistical properties. Other factors such as estimation 
efficiency, ability to incorporate ancillary information in the model, and the factor 
structure assumed could also take into consideration while choosing which scoring 
method to use. 
 Yao (2010) investigated the performance of four methods for reporting valid and 
reliable overall and domain scores using both real and simulation data. The four methods 
were the unidimensional IRT model (UM), the high-order IRT model (HO-IRT), the 
multidimensional IRT model (MIRT), and the bifactor general model (G). Factors 
examined included sample size (500, 1,000, or 2,000), correlation between domains (.20, 
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.30, .40, .50, .70, or .90), and test length (20, 32, 48, or 60). The number of subtests was 
fixed at 4.  Both RMSE and the test response function were used to evaluate the item 
parameter recovery. RMSE, absolute bias, bias, and reliability were used as criteria of 
evaluating the overall ability and domain ability recovery.  A simple classification into 
three levels (fail, average, & advanced) was used to compare different methods, with 
ability below -1 indicating fail, above 1 indicating advanced, and average otherwise. 
Results of the simulation study suggested that both the HO-IRT and MIRT model 
produced similar item parameter and domain ability recovery, with MIRT performing 
slightly better than HO-IRT for all the conditions. In terms of overall ability recovery, 
when the correlations were low between domains, the MIRT maximum information 
method and HO-IRT outperformed UM and G, whereas when the domain correlations 
were high, HO-IRT performed as well as MIRT. Results of real data analyses showed 
that HO-IRT, MIRT, and G methods gave similar overall ability estimates when 
compared to the UM model. With regard to domain score estimates, HO-IRT and MIRT 
produced similar results and the G model yielded the worst match. MIRT performed 
better than HO-IRT at both extremes but worse than HO-IRT for mid-level abilities.   
 The following two studies are based solely on real data analyses. Skorupski and 
Carvajal (2009) compared three methods of improving the reliability of subtest scores 
using test score data from a large statewide testing program. The three methods are 
regression-based estimates of ability based on CTT raw scores (CTT-R), regression-
based estimates of ability based on IRT raw scores (IRT-R), and Bayesian IRT ability 
estimates for subtest scores that incorporate an informative prior distribution (B-
IRT/Yen’s OPI). Comparative analyses were based on real data that came from a 
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statewide testing program consisting of four subdomains (subdomain length ranged from 
11 to 15 items) for 17,266 examinees. Three criteria were used to judge the performance 
of the three methods: change in subtest score reliability, average change in examinee 
subtest score ability estimates, and correlations among subtest scores before and after 
augmentation. Results have indicated that all three procedures significantly increased the 
reliability of subtest scores (reliability before augmentation: .61 to .74, reliability after 
augmentation: .89 to .91). Moreover, the regression-based approaches maintained the 
subtest score means while decreasing the random variability in them (thereby increasing 
reliability). On the other hand, OPI did not maintain the subtest score means but made all 
subtest score means and standard deviations the same across subtests. Specifically, the 
regression-based approaches increased reliability by making every examinee’s score 
profile look more like the overall group’s score profile, whereas OPI increased reliability 
by making every examinee’s subtest score look more like his or her total score. Lastly, 
after augmentation, correlations among subtest scores increased dramatically. The 
findings called into question the validity of the resultant subtest scores and the usefulness 
of the subtest score augmentation procedures.  
 Stone, Ye, Zhu, and Lane (2009) evaluated and compared OPI, Wainer et al.’s 
augmented IRT subscores, and scores based on (compensatory simple-structure) MIRT 
model for improving the precision of subscale scores for a state assessment that is 
essentially unidimensional in the underlying trait being measured. Results showed that all 
three approaches to augmenting subscale scores improved the precision of the subscale 
scores markedly. However, the correlations among the adjusted subscale scores were 
found to be very high (nearly 1), and hence the subscale scores provided little unique 
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measurement information.  The profiles of scores for candidates were flat—generally 
high, or generally average, or generally low. That is, there was not much variation from 
one subdomain score to another.  
 Unlike previous subscore augmentation methods which utilized test-related 
information within the same test,  Tao and Du (2016) investigated the effects of 
incorporating three sources of collateral information; that is, information from other 
subscores, schools that students attended, and school-level scores on the same test taken 
by previous cohorts of students in that school. They also examined the psychometric 
properties of school-level subscores and investigated their potential to offer diagnostic 
value. The performance of six models were compared in terms of signal/noise ratio and 
subscore separation index. The six models were fully Bayesian Kelley’s regressed score 
model, hierarchical Kelley’s model (plus schools attended), Hierarchical Kelley’s model 
plus school-level prior scores, Shin’s model (fully Bayesian version of Wainer et al.’s 
model), hierarchical Shin’s model (plus schools attended), and Hierarchical Shin’s model 
plus school-level prior scores.  The results have shown that using information from other 
subscores tended to enhance subscore precision but reduce profile variability, that using 
schools as collateral information enhanced measurement precision without reducing 
profile variability; and that using previous year school-level subscore information 
produced subscores with more precision and more variable profiles. The findings 
suggested the possibility of using hierarchical Kelley’s model to incorporating previous 
year information when more reliable subscores are desirable, while maintaining subscore 
differences.  
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2.3 Subscore validity  
This concern of subscore validity is mostly about the lack of distinctiveness of 
subscores. Therefore, a number of researchers have proposed methods to evaluate the 
usefulness of subtest scores, for example, applications of the beta-binomial model, factor 
analysis, DIMTEST and DETECT, the CTT-based method of Haberman, and Brennan’s 
utility index.  
 Harris and Hanson (1991) employed a method that fitted a beta-binomial model to 
the observed subtest score distributions to determine if subtest scores had added value 
over and beyond the total score. Consider a test with two subtest scores as an example. If 
the bivariate distribution of subtest scores computed under the assumption that their true 
subtest scores are functionally related provides an adequate fit to the observed bivariate 
distribution of the subtest scores, then the assumption is supported and we conclude that 
the observed subtest scores do not provide any added value given the total score. Using 
the P-ACT+ examination, a practice test for an admission assessment, they found the 
subtest scores for both the English and Math tests to be of no added value.  
Haladyna and Kramer (2004) demonstrated how to collect empirical evidence to 
support the intended interpretation and use of subtest scores with a large credentialing 
test as an example. The evidence included investigation of mean differences among 
subtest scores and intercorrelations among subtest scores, factor analysis of the structure 
of item responses, item (discrimination) analysis, and study of subtest score differences.  
Evidence of statistically significant differences among subtest scores and substantial 
effect sizes contributed to the idea that the test supported a multidimensional 
interpretation. The evidence that intercorrelations among subtest scores, after correcting 
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for attenuation, were nearly perfect supported a unidimensional interpretation. 
Comparisons of confirmatory factor analysis models (one-factor model vs. multiple-
factor model) could provide evidence for hypothesized subtest scores. Different results of 
item analysis using total score and subtest score as criteria revealed evidence of 
multidimensionality. And sufficiently different subtest scores of candidates supported a 
multidimensional interpretation of subtest scores. Analyses of the Part I examination of 
the Joint Commission on National Dental Examinations supported the multidimensional 
view of the test (subtest scores differ statistically and practically significant, somewhat 
different item discriminations using total score and subtest score as criteria, significant 
different subtest scores of candidates), but there is also evidence that the four dimensions 
were highly correlated.  
 Ackerman and Shu (2009) used DIMTEST (Stout, 1987) and DETECT (Zhang & 
Stout, 1999) to determine the usefulness of subtest scores. DIMTEST implements a 
hypothesis testing procedure to evaluate the lack of unidimensionality in a test data. It 
assesses the statistical significance of the possible dimensional distinctiveness between 
two specified subtests. The test statistic T calculated by DIMTEST represents the degree 
of dimensional distinctiveness between these two specified subsets. A significant 
DIMTEST index T would indicate that the two specified subsets are dimensionally 
distinct. DETECT uses an algorithm that searches through the entire possible item cluster 
partitions to find the one that maximizes the DETECT statistic. According to these 
guidelines of Kim (1994), if the DETECT statistic is less than .10, then the data can be 
considered as unidimensional. Specifically, values between .10 and .50 would indicate a 
weak amount of dimensionality, values between .51 and 1.00 would indicate a moderate 
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amount of dimensionality, and values higher than 1.00 would indicate a strong amount of 
dimensionality.  
Haberman (2008) proposed examining mean squared error (MSE) and 
proportional reduction in mean squared errors (PRMSE) of estimates of true subtest 
scores based on observed subtest scores, observed total scores, and a combination of 
observed subtest scores and observed total scores to indicate whether subtest scores are 
worth reporting.  Results of real data analysis showed that estimates of true subtest scores 
based on a combination of observed subtest scores and observed total scores had the 
smallest MSE and largest PRMSE among all the alternatives. Results also indicated that 
observed subtest scores were most likely to have value if they had relatively high 
reliability by themselves and if the true subtest score and true total score had only a 
moderate correlation.  
Sinharay, Haberman, and Puhan (2007) demonstrated the application of MSE and 
PRMSE described in Haberman (2008) for evaluating when subtest scores have added 
value over the total scores at both the examinee and institutional level. Using data from 
two forms of a basic skill test, they found that reporting subtest scores for either 
examinees or institutions for the test was not supported.  Haberman, Sinharay, and Puhan 
(2009) also demonstrated the application of MSE and PRMSE to evaluate whether 
subtest scores have added value over the total scores at the institutional level. Results 
showed that reporting subtest scores for institutions was not supported for the data being 
examined. It is worth pointing out that reporting of mean total scores for an institution 
appears to be useful for medium (30) or large (100) sample sizes. Using MSE and 
PRMSE as evaluation criteria, Puhan, Sinharay, Haberman, and Larkin (2010) evaluated 
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the utility of augmented subtest scores using data from six licensure tests at both the 
examinee and the institutional level. Results indicated that reporting subtest scores at the 
examinee level might not be necessary because they did not provide much additional 
information over the total score, while at the institutional level, reporting subtest scores 
might not be harmful (for institution size ≥ 30) though they might be redundant because 
the subtest scores were predicted equally well by the observed subtest scores or total 
scores.  
Findings from both real data and simulated data have shown that it is not easy to 
have subtest scores that have added values (Sinharay, 2010). For subtest scores to have 
added values, the subtest scores have to consist of at least about 20 items and they have to 
be sufficiently distinct from each other with disattenuated correlations less than .85 
(Sinharay, 2010). 
 Ling (2012) investigated whether reporting subtest scores on the Major Field Test 
in Business (MFT Business) was legitimate using analysis of the internal structure of the 
test with factor analysis and structural equation modeling methods, and subtest score 
reliability analysis with Haberman’s approach. Results have shown that the reliability 
estimates of the subtest scores were quite low, that the subscores were correlated 
moderately with each other, and that both explanatory and confirmatory factor analyses 
pointed out that the MFT Business was unidimensional. All of the evidence opposed to 
reporting individual students’ subtest scores.   
As the regressed-score estimates have some potentially problematic 
characteristics, such as regression to the mean, biased, and linear regression assumptions, 
Brennan (2012) introduced an index of utility (U) and a relative utility index ( to decide 
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whether or not to report a subtest score. This approach is entirely based on classical test 
theory and traditional notions of reliability. The utility index is analogous to the squared 
correlation between a true subtest score ( ) and an observed total score (Z) in Haberman 
(2008). The relative utility index quantifies the merits of using the observed total score 
rather than the observed subtest score. It is shown that when the subtest score reliability () 
is larger than U () and  ≤ 1, the use of a subtest score is supported, whereas when  > 1 and 
U >, the use of a subtest score is not supported and the use of total score may be justified. 
Although Brennan’s (2012) method did not resort to regressed-score estimates and thus 
avoided the potential problems with the use of regressed-score estimates, the author 
demonstrated that based on Haberman’s SAT example (Haberman, 2008), his method led 
to the same conclusions regarding subtest scores’ added value as that in Haberman 
(2008).  
 Unlike Haberman ( 2008), in which a subtest score have added value if the 
corresponding true score is predicted better by the observed subtest score than by the 
observed total score, Sinharay (2013) proposed an alternative way of interpreting 
Haberman’s method based on the notion of parallel-form scores of a test. According to 
this method, a subtest score has added value if it is in better agreement with the 
corresponding subtest score on a parallel form of a test than the total score in the test. 
This approach seems appealing because it is easier to explain the concept of parallel 
forms of a test than that of true subtest scores; however, cautions have to be taken when 
constructing parallel forms.    
 Feinberg and Wainer (2014) proposed a simple equation to predict a subtest 
score’s value. Given the reliability of the subtest score and the extent of the subtest 
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score’s orthogononality relative to the total test score (the disattenuated correlation of the 
subtest score with the remainder score –the total test score without items in the subtest 
score), the following equation could be used to predict the value added of subtest scores: 
Value added ratio = 1.15 + 0.51  – 0.67 . The equation yielded the same results as the 
ratio of PRMSE of subtest score over the total score for evaluating the usefulness of 
subtest scores.  
 Leventhal and Rubright (2016) showed how value added ratio (VAR, Feinberg & 
Wainer, 2014) or PRMSE (Haberman, 2008) differed when using IRT EAP theta 
estimates as opposed to CTT number correct scores. Specifically, the VAR was smaller 
when computing with IRT theta estimates than those obtained with CTT number correct 
scores. Thereby, subscores might appear to have added value with number correct scores, 
while they might not seem to have any value with EAP theta estimates. The authors 
recommended a VAR index solely for unidimensional IRT theta scores should be used 
instead.  
 
2.4 Summary  
Two general approaches to estimating subscores were discussed in this chapter. 
There are simple/non-augmented and augmented approaches to subscore estimation. The 
former does not use collateral information to improve the stability of subscore estimation 
while the latter does. Both approaches can be done within the CTT or the IRT 
framework.  For simple subscores within the CTT framework, number correct raw scores 
and percent correct scores are often computed. The simple IRT subscores can be obtained 
by fitting a unidimensional IRT model for each subtest separately or by using item 
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parameter estimates obtained by fitting an IRT model to the whole test.  For subscore 
augmentation, the CTT procedures include Wainer et al.’s subscore augmentation using 
raw scores ( Wainer et al., 2001) on the basis of regressed estimates based on univariate 
regression (Kelley, 1947) , and Haberman’s weighted averages (Haberman, 2008), while 
the IRT procedures comprise Wainer et al.’s subscore augmentation using IRT theta 
estimates, Yen’s objective performance index (OPI, Yen, 1987), subscore estimates based 
on multidimensional IRT models (de la Torre & Patz, 2005; DeMars, 2013; Rupp et al., 
2010; Yao & Boughton, 2007) and school-level subscore estimates (Tao & Du, 2016).  
To assess which subscore estimation technique provides the most accurate 
subscore estimates, a number of comparative studies have been conducted. Some 
interesting findings are summarized as follows: 
The IRT estimator of the domain score (IRT percent-correct score) was more 
accurate than the classical estimator (raw percent-correct score) (Bock et al., 1997; Shin, 
2007).  Moreover, the Bayesian estimates were superior to the maximum likelihood 
estimates of subscale scores (Bock et al., 1997; Yao & Boughton, 2007); however, it is 
more time-consuming to implement the Bayesian estimation procedures.   
Augmented subscores (Wainer et al.’s subscore augmentation with IRT and raw 
scores) improved over non-augmented subscores with smaller RMSE, higher reliability 
and higher percentage of simulees in the appropriate ability group (Edwards & Vevea, 
2006).  The Shin and Wainer methods yielded subscores that had the highest reliability 
and lowest RMSE (Shin, 2007).  
The subscores obtained from the compensatory simple structure MIRT model, the 
high-order IRT model, the bifactor model, and the augmented scoring were very similar, 
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with the former three procedures performing somewhat better than the last method at the 
extremes of the ability distribution. Specifically, DeMars (2005) found that the subscores 
from the bifactor model, compensatory simple structure MIRT model, and augmented 
IRT subscale scores independently estimated by separate unidimensional models were 
highly correlated. de la Torre and colleagues (2011) found the high-order IRT model, 
multidimensional scoring, and augmented scoring provided largely similar results, which 
in turn outperformed OPI. Yao (2011) found that the compensatory simple structure 
MIRT model and high-order IRT model, not the bifactor model, produced similar domain 
score estimates. What is found is that the subscore in the bifactor model was not 
equivalent to the subscores in the MIRT and HO-IRT models. Instead, it was the specific 
factor scores left over that are accounted for by the general factor. As pointed out by de la 
Torre et al. (2011) and DeMars (2005) and on the basis of the findings from previous 
research, the choice of theses subscoring methods (compensatory simple-structure MIRT 
model, high-order IRT model, the bifactor model, & augmented scoring) may not be 
clear-cut if the decision is to be made purely on the basis of their statistical properties. 
Other pragmatic considerations such as estimation efficiency should be made.   
Finally, classification accuracy rates were higher for augmented subscores than 
non-augmented subscores, and MIRT and HO-IRT models yielded similar classification 
accuracy (Edwards & Vevea, 2006; Yao & Boughton, 2007; Yao, 2010).  However, 
previous research regarding subscore classification was limited in the sense that limited 
conditions and subscoring approaches were studied. For instance, the methods examined 
in previous studies included augmented and non-augmented IRT EAP subscores and raw 
subscores in Edwards and Vevea (2006), NC, OPI, BMIRTSS, BMIRTDS, MIRTPSS, 
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and UIRTOJSS in Yao and Boughton (2006), UM, HO-IRT, simple-structure MIRT, and 
G models in Yao (2010). Two kinds of subtest length were examined. In Edwards and 
Vevea (2006), two-subtest lengths were examined, while in Yao and Boughton (2007), 
subtest length was fixed at four. With respect to correlations among subtests, Edwards 
and Vevea (2006) considered subdomain inter-correlations of .30, .60, and .90, while Yao 
and Boughton (2007) and Yao (2010) studied correlations of 0, .10, .20, .30, .40, 50, .70, 
and .90. Regarding the number of items in each subscale, Edwards and Vevea (2006) had 
different combinations of 5, 20, and 40 items in the two subscales, Yao and Boughton 
(2007) had 15, 15, and 12, and 18 items in the four subdomains, and Yao (2010) had 
subtests of 5, 8, 12, and 15 items. Lastly, the cuts used in the three studies were quite 
different as well. In Edwards and Vevea (2006), they had three cuts which split the 
proficiency distribution into 2.5%, 47.5%, 35%, and 15%. Yao and Boughton (2007) had 
three cuts as well, dividing the ability distribution into 4 groups: 20%, 20%, 40% and 
20%. And Yao (2010) used two cuts, theta below -1 and above 1.  
Though augmented methods (e.g., Wainer et al.’s subscore augmentation 
procedure) had higher classification accuracy than non-augmented methods (Edwards & 
Vevea, 2006), the performance of the augmented methods considered in this study was 
not compared with the correlated-factor methods (MIRT subscore estimation methods) 
considered in Yao and Boughton (2006) and Yao (2010). Second, the condition of 
number of subtests was not fully studies because only 2- and 4-subtest length conditions 
were examined. Third, the condition of number of items in each subtest was not fully 
studied in any previous study. Edwards and Vevea (2006) studied 5, 20, and 40 items 
conditions, while Yao and Boughton (2007) and Yao (2010) studied numbers of subtest 
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of 5, 8, 12, 15, and 18. The former study could be extended to include more conditions 
such as 10-item conditions, while the latter two studies should include conditions with 
more items such as 30 or 40.  Fourth, though many subdomain inter-correlations were 
studied, but subdomain inter-correlations of .60, and .80 were not examined. Finally, the 
cuts were quite different across the three studies and all of these studies did not justify 
how their cut scores were chosen. As subtests tended to be short, the choice of one cut 
score can be quite interesting, especially when interests are in making pass-fail decisions. 
Therefore, more research is needed in this regard. 
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CHAPTER 3 
METHODOLOGIES 
 
3.1 Overview  
The methodologies of the simulation study was described in this chapter. 
Simulation design such as simulation conditions, data generation, and subscore 
estimation procedures are explained here in detail. The five subscoring methods and the 
criteria to evaluate the performance of the five methods are illustrated.  
 
3.2 Simulation Design  
3.2.1 Simulation conditions  
Four factors were considered in this study: number of subtests, number of items in 
each subtest, correlations between subtests, and the choice of cut scores. Other factors 
that can be examined include polytomous items, and sample size. For this study, only 
dichotomously scored items were considered.  We fixed our sample size at 5,000 to make 
the study manageable.  The sample size was large enough to yield stable IRT parameter 
estimates and minimize the impact of sampling error on the findings. The influence of 
each factor and the specific simulation conditions are discussed below.    
 
3.2.1.1 Number of subtests 
To extend previous studies which examined 2- or 4-subtest conditions (Edwards 
& Vevea, 2006; Yao & Boughton, 2007; Yao, 2010), the number of subtests studied were 
3, 5 and 7. These numbers were used to examine the effect of test length on the reliability 
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of augmented subscores. The real number of subtests may vary on actual tests (ranging 
from 2 to 5 or even more), consequently we chose 3, 5, and 7 to cover a wide range in 
order to uncover a pattern of the impact of number of subtests on subscore reliability.  
 
3.2.2.2 Subtest lengths   
Four subtest lengths were used: 5, 10, 20, and 40. The classical item point-biserial 
correlations were approximately .30.  Five and ten-item conditions were chosen because 
they are the most common subtest lengths for educational tests (refer to, for example, 
MCAS student’s score in each reporting category, or any other state assessments as an 
example).  Two longer levels were chosen to represent subtest length in language or 
licensure tests. For instance, the listening and speaking sections of test of English as a 
foreign language internet-based test (TOEFL iBT) has items ranging from 30 to 60.   
 
3.2.2.3 Correlations between subtests   
Four levels of correlations among subtests were used: .40, .60, .80, and .90, 
representing low, moderate, relatively high, and high subdomain inter-correlations. These 
correlations also represented varying degrees of multidimensionality, ranging from quite 
strong (.40) to very weak (.90). These correlations were chosen to investigate whether 
there is a systematic pattern as correlations change. Correlations between pairs of 
dimensions were set to be the same to control for the confounding effect of the different 
levels of correlations on the findings. For example, for the 3-subtest condition, the 
correlations between subtests one and two, subtests one and three, and subtests two and 
three were the same.   
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3.2.2.4 Choice of cut scores  
Three sets of cut scores were used: at the 50
th
 percentile, at the 25
th
 percentile and 
75
th
 percentile, and at the 5
th
 percentile and 60
th
 percentile. Norm-referenced cuts were 
used as standard setting was impossible in simulation studies. The two-cut-score 
conditions were used to classify examinees into three performance levels. They were 
chosen after examining the distributions of performance levels in an operational testing 
program and considering the differences in the student score distribution by performance 
level categories across grades and subject areas. Sometimes testing programs are 
interested making pass-fail decisions. Therefore, one single cut score was also used and 
placed at the place where most examinees are and thus hardest to classify to get an idea 
about the classification results of the worst case scenario. Whenever the cut score moves 
away from this place, the classification results will improve. Previous studies used three 
cut scores, which is often used by most testing programs when they examine the 
reliability of classifications based on the total score. Considering subtests were 
considerably shorter than the total test, we only consider one cut score and two cut 
scores.    
The simulation conditions yielded 84 crossed conditions. A summary of the 
simulation conditions is summarized in Table 3.1.   
  
 45 
Table 3. 1. Summary of Simulation Conditions 
Number of 
subtests 
Subtest 
length 
Subdomain inter-
correlations 
Cut scores (percentile) 
One cut 
score 
Two cut 
scores 
.4 .6 .8 .9 50 
25, 
85 
5, 
60 
3 
5        
10        
20        
40        
5 
5        
10        
20        
40        
7 
5        
10        
20        
40        
 
3.2.2 Data generation  
Response data from an operational testing program were obtained to get more 
realistic item parameter values for data simulation.  The response data comprised three 
content areas: English language arts (36 items), math (32 items), and science (38 items). 
The sample size was over 50,000.  The three tests consisted of both dichotomous and 
polytomous items; however, only dichotomous items were included in this study.  Some 
descriptive statistics are presented in Table 3.2 and the correlations among the content 
areas and the total score are displayed in Table 3.3. 
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Table 3. 2. Descriptive Statistics of Real Data 
 
ELA MA SCI Total 
Min 0 0 0 0 
Max 36 32 38 106 
Mean 26.48 23.28 28.43 78.19 
SD 6.56 6.57 6.28 17.53 
Note. ELA (English Language Arts), MA (Math), and SCI (Science) 
Table 3. 3. Correlations among Subjects and Total Score from Real Data 
 
ELA MA SCI 
Total 0.91 0.89 0.91 
ELA 
 
0.70 0.75 
MA 
  
0.72 
Note. ELA (English Language Arts), MA (Math), and SCI (Science) 
The compensatory simple structure multidimensional extension of three-
parameter logistic (M3PL) model was fitted to the response data that pooled ELA, math, 
and science while treating them as three subdomains. Item calibration was conducted 
using flexMIRT (Cai, 2013). The M3PL model specifies the probability of a correct 
response for an item i as follows: 
P (𝑥𝑖𝑗 =1 | 𝜽𝒋, 𝒂𝒊, 𝑐𝑖, 𝑑𝑖) = 𝑐𝑖 + (1 - 𝑐𝑖) 
exp⁡(∑ 𝒂𝒊𝒌𝜽𝒋𝒌+⁡𝑑𝑖
𝑚
𝑘=1 )
1+⁡exp⁡(∑ 𝒂𝒊𝒌𝜽𝒋𝒌+⁡𝑑𝑖
𝑚
𝑘=1 )
 ,                            (3.1) 
where m is the number of dimensions, 𝒂𝒊𝒌 is a 1 x m vector of  k item discrimination 
estimates for item i,  𝜽𝒋𝒌 is a 1 x m vector of k ability estimates for examinee j, 𝑑𝑖 is 
analogous to item difficulty parameter estimates and can be converted to 𝑏𝑖 = 
−⁡𝑑𝑖
√∑ 𝑎𝑖𝑘
2𝑚
𝑘=1
 , 
and 𝑐𝑖 is the pseudo-guessing parameter.    
True ability parameters for all dimensions were randomly drawn from a 
multivariate normal distribution with means of 0 and variances of 1; that is, MNV(0, I). 
The off-diagonal elements in the variance-covariance matrix were the subdomain inter-
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correlations.  For example, the variance-covariance matrices for the 3-subtest condition 
look like as follows: 
Σ = [
1 . 4 . 4
. 4 1 . 4
. 4 . 4 1
] , Σ = [
1 . 6 . 6
. 6 1 . 6
. 6 . 6 1
], Σ = [
1 . 8 . 8
. 8 1 . 8
. 8 . 8 1
], and Σ = [
1 . 9 . 9
. 9 1 . 9
. 9 . 9 1
]. 
Item parameters were randomly sampled from the parameter values from the real data 
analysis. To make results across conditions comparable, a 5-item parameter subtest was 
simulated first. Then the parameters of the 5 items were duplicated to make the 10-item 
subtest, repeated four times to make the 20-item subtest, and repeated 8 times to make the 
40-item subtest.  
Using the true item and person parameters described above, dichotomous item 
response data was generated using the computer program R, version 3.2.2 (R 
Development Core Team, 2015).  The procedure for data generation went as follows:  
Step 1: Estimated item parameters of the data obtained from an operational testing program 
using flexMIRT.   
Step 2: Sampled item parameters obtained in Step 1 and saved them as true values for 
generating response data.  
Step 3: Sampled ability parameters based on the multivariate normal distribution for the 
sample size of 5,000 using four different correlation sets (.40, .60, .80, & .90). The 
true ability parameters at each correlation level were saved for DA analyses.     
Step 4: Generated response data by applying Equation 3.1 for all the combinations of 
Number of subtests, subtest length, and level of subdomain inter-correlations for the 
fixed sample size 5,000. Data generations for all conditions were replicated 50 times. 
For instance, for the 3-subtest condition, 100×5,000×15×.40, 100×5,000×15×.60, 
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100×5,000×15×.80, 100×5,000×15×.90, 100×5,000×30×.40, 100×5,000×30×.60, 
100×5,000×30×.80, 100×5,000×30×.90, 100×5,000×60×.40, 100×5,000×60×.60, 
100×5,000×60×.80, 100×5,000×60×.90,  and 100×5,000×120×.40,  
100×5,000×120×.60,  100×5,000×120×.80,  100×5,000×120×.90 data matrices (16 
data sets for each subtest) were generated.  
Step 5: The response data obtained in step 5 were readily fitted to the simple-structure M3PL 
model for simultaneous estimation of subscores. For unidimensional model, the 
response data were further split into each subtest.  
Step 6: To obtain DC, parallel test forms are required. Hence, after fixing the true item 
parameters and ability parameters, step 4 was repeated so that a parallel form of 
response data was obtained. To get parallel forms of data sets for the unidimensional 
model, step 5 were repeated as well.  
 
3.2.3 Scoring  
Using the true item parameters and the response data sets, the IRT subscores were 
estimated with flexMIRT
®
 version 2 (Cai, 2013). flexMIRT
®
 is a new IRT software 
package which offers multilevel, multidimensional, and multiple group item response 
models. It allows for the estimation of item parameters and person parameters for both 
unidimensional and multidimensional IRT models. When estimating person scores 
(thetas), it produces IRT scale scores using maximum likelihood (MLE), maximum a 
posteriori (MAP), and expected a posteriori (EAP) estimation techniques.  MLE 
estimates, when they exist, have the asymptotic properties. They are unbiased estimates 
of true thetas. However, MLE is not able to obtain finite ability estimates for examinees 
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who obtain all correct or all incorrect scores in the dichtotomous case, or more generally, 
examinees who obtain the highest or lowest score category for all items (Keller, 2000).  
The problem can be overcome if a Bayesian estimation procedure (e.g., MAP or EAP) is 
used. In this study, EAP subscore estimates were used both for unidimensional and 
multidimensional IRT models because EAP produces lower standard errors than MAP 
and MLE (Keller, 2000).  
Although Bock and Aitkin’s (1981) EM algorithm made IRT parameter 
estimation practical, it has the shortcomings of being unable to generalize to truly high-
dimensional models. This is due primarily to the need to evaluate high-dimensional 
integrals in the likelihood function for the item parameters. As the number of dimensions 
of a model increases linearly, the number of quadrature points increases exponentially, 
making EM estimation unwieldy and computationally expensive for models with more 
than a handful of latent factors (e.g., >3). A Metropolis-Hastings Robbins-Monro (MH-
RM,  Cai, 2010) algorithm has been implemented in flexMIRT to allow for the estimation 
of higher dimensional models.  For more details about the MH-RM algorithm and its 
application in flexMIRT, see Cai (2010) and the flexMIRT manual (Houts & Cai, 2013).  
 
3.3 Subscore estimation approach 
 The five subscore estimation approaches used in this study included (number 
correct) raw subscore, unidimensional IRT (UIRT) subscore, augmented raw subscore, 
augmented UIRT subscore, and multidimensional IRT (MIRT) subscore. Each method is 
described in more details in the following section.    
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3.3.1 Raw subscore   
 Raw subscores were obtained by summing up the correct responses to items on a 
subdomain. For the 3-subtest condition, three raw subscores were computed. For the 5-
subtest condition, five raw subscores were computed. And for the 7-subtest condition, 
seven raw subscores were computed. 
 
3.3.2 UIRT subscore  
 The (unidimensional) three-parameter logistic (U3PL) IRT model was applied to 
the response data for each subtest separately to obtain the subdomain theta estimate for 
each subdomain.  The U3PL model goes as follows: 
                            𝑃𝑖(𝜃) = 𝑐𝑖 + (1 − 𝑐𝑖)
𝑒𝐷𝑎𝑖(𝜃−𝑏𝑖)
1+𝑒𝐷𝑎𝑖(𝜃−𝑏𝑖)
                                      (3.2) 
where 𝑐𝑖⁡is the pseudo-chance level parameter for item i, which provides a non-zero 
lower asymptote for the item characteristic curve (ICC) and represents the probability of 
low-proficiency examinees to answer item i correctly. 𝑏𝑖 is the point on the θ scale where 
the probability of a correct response is 
(1+𝑐𝑖)
2
. 𝑎𝑖 is the discrimination parameter of item i, 
which is proportional to the slope of the ICC at the point of 𝑏𝑖 on the θ scale. It indicates 
the steepness of ICC at the point 𝑏𝑖. D is a scaling factor, D=1.7 makes the item 
parameters in the logistic models parallel to the item parameters in the normal-ogive 
models. That is, when D=1.7, the ICCs for items with same parameters in the logistic and 
the normal-ogive models are nearly equivalent. 
 To obtain the UIRT subscores, for the 3-subtest condition, three U3PL models 
were fitted to the response data with one model for each subdomain. For the 5-subtest 
condition, five U3PL models were fitted to the response data with one model for each 
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subdomain. And for the 7-subtest condition, seven U3PL models were fitted to the 
response data with one model for each subdomain. 
 
3.3.3 Wainer et al.’s subscore augmentation with raw scores  
Wainer et al.’s subscore augmentation is on the basis of Kelley’s univariate 
regressed score estimation. Kelley’s regressed estimation works within the CTT 
framework. Recall that the classical true score model defines any observed test score (x) 
in terms of two hypothetical components: the individual’s true score (𝜏) and a random 
error component (e). Kelley’s equation goes as follows:  
τ̂ = 𝜌x + (1 – 𝜌)μ                                                    (3.3)                            
in which τ̂ represents an estimate of true score (𝜏) for an examinee, x is the observed 
score for an examinee, 𝜌 represents the reliability of the test, and μ is the average score 
for a group of examinees. Equation 3.3 may be rewritten as   
τ̂ = x̅ + r (x - x̅)                                                       (3.4) 
by substituting the population reliability (𝜌) and group mean (μ) with sample estimates of 
reliability (r) and group mean (x̅), and rearranging terms.  
Kelley’s univariate regression of true scores on observed scores can be extended 
to the multivariate cases as follows: 
   ?̂? = ?̅? + B(x - ?̅?)                                                         (3.5) 
where ?̂?  is a vector of regressed true subscore estimates,  ?̅? is a vector of subtest means, 
B is a matrix of the reliability based regression weights, and x is a vector of observed 
subscores. This equation is also known as Wainer et al.’s subscore augmentation. The B 
matrix is obtained as follows:    
 52 
B=𝐒𝐭𝐫𝐮𝐞(𝐒𝐨𝐛𝐬)-1  ,                                                         (3.6) 
where 
 
𝐒𝐯𝐯′
𝐭𝐫𝐮𝐞 = 𝐒𝐯𝐯′
𝒐𝒃𝒔 for v ≠ v’,                                                 (3.7) 
𝐒𝐯𝐯′
𝐭𝐫𝐮𝐞 =𝒓𝒗 𝐒𝐯𝐯′
𝒐𝒃𝒔 for v = v’,                                                   (3.8) 
with v being the number of subtests, 𝒓𝒗 being a vector of sample estimates of reliabilities 
for v subtests, which are often estimated by coefficient alpha, 𝐒𝐯𝐯′
𝐭𝐫𝐮𝐞 and 𝐒𝐯𝐯′
𝒐𝒃𝒔⁡being the 
sample estimates of  true and observed variance-covariance matrix, respectively.   
 According to Wainer et al.’s equation, after finding the mean subscores (?̅?) and 
the regression weights (B) for each subscale using equations 3.6 through 3.8, the 
regressed estimates of subscores for each subdomain were obtained using Equation 3.5. 
For the 3-, 5-, and 7-subtest conditions, three, five, and seven augmented raw subscores 
were obtained simultaneously.   
 
3.3.4 Wainer et al.’s subscore augmentation with UIRT theta scores   
According to Thissen and Edwards (2005), the IRT-based procedure for 
computing augmented subscores described by Wainer et al. (2001) can be thought of as a 
multi-stage estimation procedure. First, obtain UIRT theta estimates for each subscale 
using one of the three estimation methods: maximum likelihood (MLE), maximum a 
posteriori (MAP) or expected a posteriori (EAP). Second, compute an IRT-based 
estimate of reliability. And third, find the regressed estimates of UIRT theta subscale 
scores for each subscale, borrowing information from all the other subscales by 
weighting them by their respective reliability estimates. If MLE theta estimates are used, 
the regressed theta subscore estimates can be obtained using Wainer et al.’s subscore 
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augmentation with raw scores described in section 3.3.3. As MAP or EAP thetas are 
already analogous to Kelley’s regressed estimates in that they shrink toward the mean for 
the population (Thissen & Orlando, 2001), to facilitate the use of MAP or EAP theta 
estimates in the same way as we treat observed raw scores, we have to  
1. Ignore the variable standard errors associated with each MAP or EAP theta 
estimates, treat them as if the error of measurement is constant;  
2. Make a correction to the values of MAP or EAP thetas to remove the regression 
toward the mean with the following equation: 
MAP [𝜃𝑣]
1
 = 𝜌𝑣 MAP*[𝜃𝑣],                                                  (3.9) 
or MAP* [𝜃𝑣] = 
MAP⁡[𝜃𝑣]⁡
𝜌𝑣
,                                                      (3.10) 
where 𝜌𝑣 is the reliability estimate of subscale v, and MAP* [𝜃𝑣] is a UIRT scale estimate 
of 𝜃𝑣 that is not regressed toward the mean, or a value analogous to the observed raw 
subscore. It should be noted that the reliability estimate (𝜌𝑣) can be obtained as follows:  
 𝜌𝑣 = 
Variance[MAP⁡[𝜃𝑣]]⁡⁡
Variance[MAP⁡[𝜃𝑣]]+Average⁡[𝑆𝐸2[𝜃𝑣]]⁡
,                                           (3.11) 
in which Variance[MAP⁡[𝜃𝑣]]⁡⁡is the variance of the IRT scale scores for subscale v, and 
Average⁡[𝑆𝐸2[𝜃𝑣]] is the mean of the variances of the error of measurement associated 
with each theta estimate. Then we could compute the unregressed theta estimate MAP* 
[𝜃𝑣] for each examinee for each subscale using Equation 3.10.   
Finally, the regressed estimates of IRT subscores can be found using the 
following equation:  
𝐌𝐀𝐏[𝛉]̂  = 𝐌𝐀𝐏[𝛉]̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ + B*(MAP* [𝜽𝒗]  - 𝐌𝐀𝐏[𝛉]̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅),                        (3.12) 
                                                          
1 EAP[𝜃] could be substituted for MAP [𝜃𝑣] in any of these equation.  
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where 𝐌𝐀𝐏[𝛉]̂  is a vector of augmented IRT scale scores, MAP* [𝜽𝒗] is a vector of 
corrected IRT scale scores, and B* is the corrected regression weights, which can be 
found as follows: 
B* =𝐒∗𝐭𝐫𝐮𝐞(𝐒∗𝐨𝐛𝐬)-1 ,                                                      (3.13) 
using the corrected observed and true variance-covariance matrices, respectively, 
𝐒𝐯𝐯′
∗𝐨𝐛𝐬 = 𝐒𝐯𝐯′
𝐌𝐀𝐏/𝝆𝒗 𝝆𝒗′⁡for v ≠ v’,                                                  (3.14) 
𝐒𝐯𝐯′
∗𝐭𝐫𝐮𝐞 = 𝐒𝐯𝐯′
𝐌𝐀𝐏 /𝝆𝒗
𝟐 ⁡for v = v’.                                                     (3.15) 
As it is not necessary to compute MAP* [𝜽𝒗] as an intermediate for all examinees, 
instead we can divide the weights 𝑏𝑣𝑣′ for subscale v regressed on subscale 𝑣
′ in B* by 
the reliability estimates of each subscale (𝜌𝑣) to obtain  
𝑏𝑣𝑣′ = 
𝑏𝑣𝑣′
∗
𝜌𝒗′
 .                                                        (3.16) 
Finally, we can find the augmented estimates, using the original values of MAP[𝜃] as 
follows: 
𝐌𝐀𝐏[𝛉]̂  = 𝐌𝐀𝐏[𝛉]̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ + B (MAP [𝜽𝒗] - 𝐌𝐀𝐏[𝛉]̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅).                        (3.17) 
To find the augmented IRT subscore, first we found the average IRT thetas for 
each subscale (𝐌𝐀𝐏[𝛉]̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅), the reliability estimates of each subscale (𝝆𝒗), the weights 𝑏𝑣𝑣′ 
in B*, and the weights 𝑏𝑣𝑣′ in B.  Then we plugged in these numbers to Equation 3.17 to 
find the UIRT regressed estimate of subscores. For the 3-, 5-, and 7-subtest conditions, 
three, five, and seven augmented UIRT subscores were obtained simultaneously.   
3.3.5  Multidimensional IRT (MIRT) subscore  
In terms of test structure, MIRT models can be classified into two groups: simple 
structure and complex structure. The former allows an item to solely measure one 
subdomain, while the latter allows an item to measure more than one subdomain 
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(Reckase, 2009). Figure 3.1 shows a graphical illustration of a simple structure and a 
complex structure multidimensional models. In the example of simple structure models, 
the first three items measure the 1
st
 dimension (𝜃1), while the last three items measure the 
2
nd
 dimension (𝜃2). There is no cross-loading in simple structure model. In the example 
of complex structure models, the first three items and the last three items load on the 1
st
 
and 2
nd
 latent trait, respectively. In addition, items 3 and 6 cross load on both dimensions. 
That is, both latent traits are required to get items 3 and 6 correct.  
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In terms of the relationship between latent traits, two major types of MIRT 
models are defined in the literature: compensatory or non-compensatory ( Reckase, 1997, 
2009). In a compensatory MIRT model, a low ability on any dimension can be 
compensated for by a high ability on another dimension. A probability of 1 can be 
obtained even with very low ability on some dimensions by having high abilities on other 
dimensions.  For instance, an examinee who is strong in math but has poor reading skills 
may still perform well on a math test that requires him/her to read before answering the 
math problem. The compensatory multidimensional extension of three-parameter logistic 
(M3PL) model is expressed as follows (also explained in earlier section of this chapter):  
θ1 
 
Item 1 
Item 2 
 
Item 3 
 
θ2 
 
Item 4 
4 
Item 5 
 
Item 6 
 
Simple structure model  
θ1 
 
Item 1 
Item 2 
 
Item 3 
 
θ2 
 
Item 4 
4 
Item 5 
 
Item 6 
 
Complex structure model  
Note. θ1 and θ2 represent two latent traits.  
Figure 3. 1. An Example of Simple Structure and Complex Structure Models 
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P (𝑥𝑖𝑗 =1 | 𝜽𝒋, 𝒂𝒊, 𝑐𝑖, 𝑑𝑖) = 𝑐𝑖 + (1 - 𝑐𝑖) 
exp⁡(∑ 𝒂𝒊𝒌𝜽𝒋𝒌+⁡𝑑𝑖
𝑚
𝑘=1 )
1+⁡exp⁡(∑ 𝒂𝒊𝒌𝜽𝒋𝒌+⁡𝑑𝑖
𝑚
𝑘=1 )
 .                         (3.18) 
On the other hand, in a non-compensatory or partially compensatory MIRT model, an 
increase in ability on one dimension cannot overcome a deficit on another dimension. For 
the same student who is strong in math but weak in reading, his/her performance on the 
math problem would be low regardless of his/her math ability because reading 
comprehension is required to solve the problem and weakness in an ability is not 
compensated for by strength in other abilities. The non-compensatory M3PL model is 
expressed as follows:  
P (𝑥𝑖𝑗 =1 | 𝜽𝒋, 𝒂𝒊, 𝑐𝑖, 𝑑𝑖) = 𝑐𝑖 + (1 - 𝑐𝑖) ∏
exp⁡(𝒂𝒊𝒌𝜽𝒋𝒌+⁡𝑑𝑖)
1+⁡exp⁡(𝒂𝒊𝒌𝜽𝒋𝒌+⁡𝑑𝑖)
𝑚
𝑘=1  .                       (3.19) 
From Equation 3.19, we see that the upper limit on the probability of correct response is 
determined by the smallest of the product terms.  
The major difference in Equation 3.18 and 3.19 is how the probabilities of getting 
a correct response to all the items in a test are computed.  The compensatory MIRT 
model sums all the probabilities of getting an item correct in each dimension, while the 
non-compensatory MIRT model multiplies the probabilities of getting an item correct 
from all the dimensions. Figure 3.2 demonstrates a graphical illustration of the surface 
plots and contour plots of the compensatory and non-compensatory MIRT models.  
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Figure 3. 2. Item Response Surface and Contour Plots of Two Dimensional 
Compensatory (top two) and Non-compensatory (bottom two) 3PL Models. 
 
 To make the plot easier to interpret, a two dimensional space was simulated and 
an item with discrimination parameters of 1.040 and 1.622, difficulty parameter of 1.270, 
and pseudo-guessing parameter of 0.071 was simulated and plotted in Figure 3. For the 
compensatory MIRT model, it shows that the probability of responding to an item 
correctly increases as both dimensions increase pretty quickly. In the model, low ability 
on dimension 1 is compensated by high ability on dimension 2. The opposite is true as 
well. The contour plot also shows that low ability on dimension 1 (e.g., 𝜃1= 0) and high 
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ability on dimension 2 (e.g., 𝜃2 = 2) still lead to a rather high probability (e.g., around 
.60). On the other hand, the surface plot for the non-compensatory model shows that the 
probability increases slowly as abilities on both dimensions increase. The contour plot 
also indicates that an examinee needs to have high abilities on both dimensions to have a 
high probability of getting an item correct. There is no compensation between the 
dimensions. For example, to get a probability of .60 as in the compensatory model, an 
examine needs to have thetas of about 3.5 on both dimensions.  
Though non-compensatory models seem to provide more realistic modeling as it 
makes sense that higher probability means high ability on all dimensions, compensatory 
models are still more popular.  A number of compensatory MIRT models have been 
proposed, including, but not limited to, multidimensional extensions of Rasch model, 
one-parameter logistic (M1PL) model, two-parameter logistic (M2PL) model and three-
parameter logistic (M3PL) model for dichotomous items, and multidimensional 
extensions of (generalized) partial credit model and graded response model for 
polytomous items (Reckase, 2009).  In this study, simple structure compensatory M3PL 
model was used for simultaneous subscore estimation.  
 
3.4 Evaluation criteria  
3.4.1 Reliability  
3.4.1.1 Reliability of raw subscores  
The reliability of raw subscores was computed using coefficient alpha. 
Coefficient alpha can be used to estimate the internal consistency of items which are 
dichotomously scored or polytomously scored items. The equation goes as follows:   
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?̂? = 
𝑘
𝑘−1⁡
 (1 - 
∑ ?̂?𝑖
2
?̂?𝑋
2 ) ,                                               (3.20) 
where k is the number of items on the test, ?̂?𝑖
2 is the variance of item i, and ?̂?𝑋
2 is the total 
test variance.  
 
3.4.1.2 Reliability of UIRT/MIRT subscores 
 The IRT analog of coefficient alpha is marginal reliability (Green et al., 1984). 
First, we have to define an average or marginal measurement error in IRT as follows: 
𝜎𝑒𝑚
2  = 
∫ 𝜎𝑒
2(𝜃)𝑔(𝜃)𝑑𝜃
∞
−∞
∫ 𝑔(𝜃)𝑑𝜃
∞
−∞
⁡,                                                      (3.21) 
where g(𝜃) is the ability distribution. If ability is normally distributed, these integrals can 
be evaluated by Gaussian quadrature. Then the marginal reliability can be defined as  
𝜌 = 
σ𝜃
2−⁡σ𝑒𝑚
2 ⁡
σ𝜃
2  ,                                                      (3.22) 
where σ𝜃
2  is the observed variance of the theta scores.  
 
3.4.1.3 Reliability of augmented subscores 
It takes a little more computations to find the reliability of the augmented 
subscores with raw scores and UIRT subscores, but conceptually it is computed the same 
way as the classical reliability. To derive subscale reliability based on Wainer et al.’s 
augmented raw subscores, we can find the ratio of unconditional true subscore variance 
to unconditional estimated true score variance. The numerator, the unconditional true 
subscore variance-covariance matrix, is defined as follows:  
A =⁡𝐒𝐭𝐫𝐮𝐞(𝐒𝐨𝐛𝐬)-1𝐒𝐭𝐫𝐮𝐞(𝐒𝐨𝐛𝐬)-1𝐒𝐭𝐫𝐮𝐞.                                             (3.23) 
where  
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𝐒𝐯𝐯′
𝐭𝐫𝐮𝐞 = 𝐒𝐯𝐯′
𝒐𝒃𝒔 for v ≠ v’,                                                     (3.24) 
 𝐒𝐯𝐯′
𝐭𝐫𝐮𝐞 =𝒓𝒗 𝐒𝐯𝐯′
𝒐𝒃𝒔 for v = v’,                                              (3.25) 
And the denominator, the unconditional estimated true subscore variance-covariance, is 
defined as follows: 
C =⁡𝐒𝐭𝐫𝐮𝐞(𝐒𝐨𝐛𝐬)-1𝐒𝐭𝐫𝐮𝐞.                                          (3.26) 
Finally, the reliability of the v
th
 subscale is defined as follows: 
𝒓𝒗 = 𝒂𝒗𝒗/𝒄𝒗𝒗,                                                  (3.27) 
where 𝒂𝒗𝒗 and 𝒄𝒗𝒗 are the diagonal elements; that is, variances of the unconditional true 
subscore and unconditional estimated true subscore for the v
th
 subtest, respectively. 
Research has shown that the reliability estimate of augmented subscores in Equation 3.27 
has shown to be positively biased (Edwards, 2002), so Edwards (2002) and Edwards and 
Vevea (2006) recommended using the following equation: 
𝒓𝒗 =1-  
𝒂𝒗𝒗
∗
𝐒𝐯𝐯′
𝐭𝐫𝐮𝐞 ,                                                        (3.28) 
where 𝒂𝒗𝒗
∗  is the diagonal element of the variance-covariance matrix 𝐴∗= ⁡𝐒𝐭𝐫𝐮𝐞 - 
⁡𝐒𝐭𝐫𝐮𝐞(𝐒𝐨𝐛𝐬)-1𝐒𝐭𝐫𝐮𝐞.  The same procedures to compute reliability of the augmented raw 
subscores apply to calculating the augmented IRT subscores.  
 To find the reliability for augmented scores, first we found observed subscore 
variance-covaraince (𝐒𝐨𝐛𝐬) and true subscore variance-covariance (⁡𝐒𝐭𝐫𝐮𝐞). Then we 
plugged in these values to find out the reliability estimates for augmented raw and UIRT 
subscores.  
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3.4.2 Decision consistency and decision accuracy  
3.4.2.1 Decision consistency  
 As we simulated two administrations of a test, the agreement index P was used as 
a measure of decision consistency in this study. It is defined as the proportion of times 
that the same decision would be made based on two parallel forms of a test. It can be 
expressed as  
P = ∑ 𝑃𝑗𝑗
𝐽
𝑗=1  ,                                                        (3.29) 
where J is the number of performance categories, and 𝑃𝑗𝑗  is the proportion of examinees 
consistently classified into the jth category across the two administrations/ forms of a test. 
For instance, suppose a single cut divides the examinees into masters and non-masters on 
two parallel forms of a test (Figure 3.3).  Let 𝑃00 be the proportion of examinees 
classified as non-masters on both forms, and 𝑃11 be the proportion of examinees 
classified as masters on both forms. The index of consistency P is the sum of  𝑃00 and 𝑃11 
(the shaded areas).   
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 Decisions Based on Form 1 
Decisions Based 
on Form 2 
 Non-master Master 
Non-master 𝑃00 𝑃10 
Master 𝑃01 𝑃11 
 
Figure 3. 3. Probabilities of Consistent Classifications for Two Test Forms 
 
3.4.2.2 Decision accuracy  
If form 1 in Figure 4 is one set of observed scores, and form 2 is replaced with the 
true scores, then P becomes the decision accuracy index.  In decision accuracy, four types 
of decisions are defined: true positive - classifying a master as a master (e.g., 𝑃11); true 
negative - classifying a non-master as a non-master (e.g., 𝑃00); false positive - classifying 
a non-master as a master (e.g., 𝑃01); and false negative -classifying a master as a non-
master (e.g., 𝑃10). In this study, we computed the power (the proportion of examinees 
correctly classified as true masters and true non-masters), which is the sum of the 
diagonal elements in the contingency table (see figure 3.3). 
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CHAPTER 4 
RESULTS 
The results to all of the conditions examined in this study are reported next. It 
breaks into four sections. Section 4.1 presents the results of subscore reliability. Section 
4.2 presents the results of decision consistency. Section 4.3 presents the results of 
decision accuracy. Within sections 4.1, 4.2, and 4.3, there are two subsections: summary 
of general findings and summary of specific findings under each specific condition. 
Section 4.4 concludes the result chapter. Discussion of all the findings will be withheld 
for the next chapter.  
 
4.1 Subscore reliability 
Tables 4.1 through 4.3 present results of subscore reliability for tests with 
different numbers of subdomains. Table 4.1 presents results of subscore reliability for 
tests with 3 subdomains. Table 4.2 presents results of subscore reliability for tests with 5 
subdomains. Table 4.3 presents results of subscore reliability for tests with 7 subdomains. 
As a reminder, subscore reliability estimates for raw subscores, UIRT subscores, 
augmented raw subscores, augmented UIRT subscores, and MIRT subscores were 
calculated using different methods, they are not directly comparable. But the results for 
the same subscoring method are comparable across different conditions.  
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Table 4.1. Subscore Reliability —3 Subdomains 
Number 
of 
Subtests 
Subtest 
Length 
Subtest Inter-
correlations 
Reliability 
Raw UIRT Aug_raw Aug_UIRT MIRT 
3 
5 0.4 0.50 0.53 0.54 0.56 0.56 
 
0.6 0.50 0.53 0.59 0.60 0.60 
 
0.8 0.50 0.53 0.66 0.67 0.67 
 
0.9 0.50 0.52 0.70 0.72 0.71 
10 0.4 0.67 0.68 0.69 0.70 0.71 
 
0.6 0.67 0.68 0.72 0.73 0.73 
 
0.8 0.67 0.68 0.77 0.78 0.77 
 
0.9 0.68 0.69 0.81 0.82 0.81 
20 0.4 0.81 0.81 0.81 0.82 0.82 
 
0.6 0.81 0.81 0.83 0.83 0.83 
 
0.8 0.81 0.81 0.85 0.86 0.86 
 
0.9 0.81 0.81 0.88 0.88 0.88 
40 0.4 0.89 0.89 0.90 0.89 0.89 
 
0.6 0.89 0.89 0.90 0.90 0.90 
 
0.8 0.89 0.89 0.91 0.91 0.91 
 
0.9 0.89 0.89 0.93 0.93 0.92 
Note: Raw = raw subscore; UIRT = unidimensional item response theory subscore; 
Aug_raw = Wainer et al.’s augmented raw subscore; Aug_UIRT = Wainer et al.’s 
augmented uinidmensional item response theory subscore; MIRT = multidimensional 
item response theory subscore.  
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Table 4.2. Subscore Reliability —5 Subdomains 
Number 
of 
Subtests 
Subtest 
Length 
Subtest Inter-
correlations 
Reliability 
Raw UIRT Aug_raw Aug_UIRT MIRT 
5 
5 0.4 0.50 0.52 0.56 0.58 0.59 
 
0.6 0.50 0.53 0.62 0.64 0.64 
 
0.8 0.50 0.53 0.72 0.73 0.73 
 
0.9 0.50 0.53 0.78 0.79 0.79 
10 0.4 0.67 0.68 0.70 0.71 0.72 
 
0.6 0.67 0.68 0.74 0.75 0.75 
 
0.8 0.67 0.68 0.80 0.81 0.81 
 
0.9 0.67 0.68 0.85 0.86 0.85 
20 0.4 0.80 0.81 0.82 0.82 0.82 
 
0.6 0.80 0.81 0.83 0.84 0.84 
 
0.8 0.81 0.81 0.87 0.87 0.87 
 
0.9 0.80 0.80 0.90 0.90 0.90 
40 0.4 0.89 0.89 0.90 0.89 0.90 
 
0.6 0.89 0.89 0.90 0.90 0.90 
 
0.8 0.89 0.89 0.92 0.91 0.92 
 
0.9 0.89 0.89 0.93 0.93 0.93 
Note: Raw = raw subscore; UIRT = unidimensional item response theory subscore; 
Aug_raw = Wainer et al.’s augmented raw subscore; Aug_UIRT = Wainer et al.’s 
augmented uinidmensional item response theory subscore; MIRT = multidimensional 
item response theory subscore.  
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Table 4.3. Subscore Reliability —7 Subdomains 
Number of 
Subtests 
Subtest 
Length 
Subtest Inter-
correlations 
Reliability 
Raw UIRT Aug_raw Aug_UIRT MIRT 
7 
5 0.4 0.50 0.52 0.57 0.59 0.60 
 
0.6 0.50 0.52 0.64 0.65 0.66 
 
0.8 0.50 0.52 0.74 0.75 0.76 
 
0.9 0.50 0.53 0.82 0.82 0.82 
10 0.4 0.67 0.68 0.71 0.72 0.73 
 
0.6 0.67 0.68 0.75 0.76 0.76 
 
0.8 0.67 0.68 0.82 0.82 0.82 
 
0.9 0.67 0.68 0.87 0.88 0.87 
20 0.4 0.80 0.81 0.82 0.82 0.83 
 
0.6 0.81 0.81 0.84 0.84 0.85 
 
0.8 0.81 0.81 0.87 0.88 0.88 
 
0.9 0.81 0.81 0.91 0.91 0.91 
40 0.4 0.89 0.89 0.90 0.89 0.90 
 
0.6 0.89 0.89 0.90 0.90 0.91 
 
0.8 0.89 0.89 0.92 0.92 0.92 
 
0.9 0.89 0.89 0.93 0.94 0.94 
Note: Raw = raw subscore; UIRT = unidimensional item response theory subscore; 
Aug_raw = Wainer et al.’s augmented raw subscore; Aug_UIRT = Wainer et al.’s 
augmented uinidmensional item response theory subscore; MIRT = multidimensional 
item response theory subscore.  
 
4.1.1 Summary of general findings 
Results of subscore reliability turned out to be consistent with what we 
hypothesized. Generally speaking, across the 3-, 5-, and 7-subdomain conditions, results 
have shown that within each subdomain, as the subtest length increased, subscore 
reliability increased for all of the five subscores. The reliability estimates of 40-item 
subtests were the highest, followed by 20-item subtests, 10-item subtests, and 5-item 
subtests. Still within each subdomain, as subtest inter-correlation increased, subscore 
reliability did not increase for non-augmented subscores (i.e., raw & UIRT subscores), 
while subscore reliability increased for augmented subscores (i.e., augmented raw, 
augmented UIRT, & MIRT subscores). Among all of the augmented subscores, subscore 
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reliabilities were the highest when subtest inter-correlation was .90, followed by .80, .60, 
and .40. Across the three subdomain conditions, as the number of subtests increased, 
subscore reliability did not increase for raw subscores and UIRT subscores, while 
subscore reliability increased slightly for augmented raw, augmented UIRT, and MIRT 
subscores. Therefore, for the same condition across the three subdomain conditions (e.g., 
10-item subtest & .60 subtest inter-correlation), raw and UIRT subscore reliabilities 
stayed about the same, while the reliabilities of the augmented subscores slightly 
increased with reliabilities of the 7-subdomain tests being the highest, followed by those 
of the 5-subdomain tests, and those of the 3-subdomain subtests.   
 
4.1.2 Summary of specific findings 
More detailed findings of subscore reliability under each specific condition are 
presented here. Results for the 3-subdomain condition are presented first, followed by the 
results for the 5- and 7-subdomain conditions.   
Under the 3-subtest condition (see Table 4.1), for a 5-item subtest, across all 
subtest inter-correlations, the reliability of raw subscores is about .50 and the reliability 
of UIRT subscores is about .53. As subtest inter-correlation increases from .40 to .90, the 
reliabilities of augmented raw subscores for the 5-item subtest are .54, .59, .66, and .70, 
respectively; the reliabilities of augmented UIRT subscores for the 5-item subtest are .56, 
.60, .67, and .70, respectively; and the reliabilities of MIRT subscores for the 5-item 
subtest are .56, .60, .67, and .71, respectively.  
For a 10-item subtest, the reliability of raw subscores is about .67 and the 
reliability of UIRT subscores is about .68.  As subtest inter-correlation increases from .40 
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to .90, the reliabilities of augmented raw subscores for the 10-item subtest are .69, .72, 
.77, and .81, respectively; the reliabilities of augmented UIRT subscores for the 10-item 
subtest are .70, .73, .78, and .82, respectively; and the reliabilities of MIRT subscores for 
the 10-item subtest are .71, .73, .77, and .81, respectively.  
For a 20-item subtest, the reliability of raw subscores is about .81 and the 
reliability of UIRT subscores is about .81.  As subtest inter-correlation increases from .40 
to .90, the reliabilities of augmented raw subscores for the 20-item subtest are .81, .83, 
.85, and .88, respectively; the reliabilities of augmented UIRT subscores for the 20-item 
subtest are .82, .83, .86, and .88, respectively; and the reliabilities of MIRT subscores for 
the 20-item subtest are .82, .83, .86, and .88, respectively.  
For a 40-item subtest, the reliability of raw subscores is about .89 and the 
reliability of UIRT subscores is about .89.  As subtest inter-correlation increases from .40 
to .90, the reliabilities of augmented raw subscores for the 40-item subtest are .90, .90, 
.91, and .93, respectively; the reliabilities of augmented UIRT subscores for the 40-item 
subtest are .89, .90, .91, and .93, respectively; and the reliabilities of MIRT subscores for 
the 40-item subtest are .89, .90, .91, and .92, respectively.  
Under the 5-subtest condition (see Table 4.2), for a 5-item subtest, across all 
subtest inter-correlations, the reliability of raw subscores is about .50 and the reliability 
of UIRT subscores is about .53. As subtest inter-correlation increases from .40 to .90, the 
reliabilities of augmented raw subscores for the 5-item subtest are .56, .62, .72, and .78, 
respectively; the reliabilities of augmented UIRT subscores for the 5-item subtest are .58, 
.64, .73, and .79, respectively; and the reliabilities of MIRT subscores for the 5-item 
subtest are.59, .64, .73, and .79, respectively.  
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For a 10-item subtest, the reliability of raw subscores is about .67 and the 
reliability of UIRT subscores is about .68.  As subtest inter-correlation increases from .40 
to .90, the reliabilities of augmented raw subscores for the 10-item subtest are .70, .74, 
.80, and .85, respectively; the reliabilities of augmented UIRT subscores for the 10-item 
subtest are .71, .75, .81, and .86, respectively; and the reliabilities of MIRT subscores for 
the 10-item subtest are .72, .75, .81, and .85, respectively.  
For a 20-item subtest, the reliability of raw subscores is about .81 and the 
reliability of UIRT subscores is about .81.  As subtest inter-correlation increases from .40 
to .90, the reliabilities of augmented raw subscores for the 20-item subtest are .82, .83, 
.87, and .90, respectively; the reliabilities of augmented UIRT subscores for the 20-item 
subtest are .82, .84, .87, and .90, respectively; and the reliabilities of MIRT subscores for 
the 20-item subtest are .82, .84, .87, and .90, respectively.  
For a 40-item subtest, the reliability of raw subscores is about .89 and the 
reliability of UIRT subscores is about .89.  As subtest inter-correlation increases from .40 
to .90, the reliabilities of augmented raw subscores for the 40-item subtest are .90, .90, 
.92, and .93, respectively; the reliabilities of augmented UIRT subscores for the 40-item 
subtest are .89, .90, .91, and .93, respectively; and the reliabilities of MIRT subscores for 
the 40-item subtest are .90, .90, .92, and .93, respectively.  
Under the 7-subtest condition (see Table 4.3), for a 5-item subtest, across all 
subtest inter-correlations, the reliability of raw subscores is about .50 and the reliability 
of UIRT subscores is about .53. As subtest inter-correlation increases from .40 to .90, the 
reliabilities of augmented raw subscores for the 5-item subtest are .57, .64, .74, and .82, 
respectively; the reliabilities of augmented UIRT subscores for the 5-item subtest are .59, 
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.65, .75, and .82, respectively; and the reliabilities of MIRT subscores for the 5-item 
subtest are.60, .60, .76, and .82, respectively.  
For a 10-item subtest, the reliability of raw subscores is about .67 and the 
reliability of UIRT subscores is about .68.  As subtest inter-correlation increases from .40 
to .90, the reliabilities of augmented raw subscores for the 10-item subtest are .71, .75, 
.82, and .87, respectively; the reliabilities of augmented UIRT subscores for the 10-item 
subtest are .72, .76, .82, and .88, respectively; and the reliabilities of MIRT subscores for 
the 10-item subtest are .73, .76, .82, and .87, respectively.  
For a 20-item subtest, the reliability of raw subscores is about .81 and the 
reliability of UIRT subscores is about .81.  As subtest inter-correlation increases from .40 
to .90, the reliabilities of augmented raw subscores for the 20-item subtest are .82, .84, 
.87, and .91, respectively; the reliabilities of augmented UIRT subscores for the 20-item 
subtest are .82, .84, .88, and .91, respectively; and the reliabilities of MIRT subscores for 
the 20-item subtest are .83, .85, .88, and .91, respectively.  
For a 40-item subtest, the reliability of raw subscores is about .89 and the 
reliability of UIRT subscores is about .89.  As subtest inter-correlation increases from .40 
to .90, the reliabilities of augmented raw subscores for the 40-item subtest are .90, .90, 
.92, and .93, respectively; the reliabilities of augmented UIRT subscores for the 40-item 
subtest are .89, .90, .92, and .94, respectively; and the reliabilities of MIRT subscores for 
the 40-item subtest are .90, .91, .92, and .94, respectively.  
4.2 Decision Consistency 
Recall that two parallel forms of response data were generated for all the 
combinations of factors (i.e., number of subtests, subtest length, and level of subdomain 
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inter-correlations) for a fixed sample size 5,000 when estimating the DCs of subscores. 
Three sets of cut scores were chosen to examine the effects of the location of cut scores 
on DC. They are at 50
th
 percentile, 5
th
 and 60
th
 percentiles, and 25
th
 and 85
th
 percentiles, 
respectively. Tables 4.4 through 4.6 present the results of DC when cut score are at 50
th
 
percentile. Tables 4.7 through 4.9 present the results of DC when cut scores are at 5
th
 and 
60
th
 percentiles. And Tables 4.10 through 4.12 present the results of DC when cut scores 
are at the 25
th
 and 85
th
 percentiles.  
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Table 4. 4. Decision Consistency of Subscores—3 Subdomains 
(Cut at 50
th
 Percentile) 
Number 
of 
Subtests 
Subtest 
Length 
Cut 
Score 
Subtest Inter-
correlations 
Decision Consistency 
Raw UIRT Aug_raw Aug_UIRT MIRT 
3 
5 
50
th
 
percentile 
0.4 0.71 0.70 0.71 0.72 0.72 
0.6 0.71 0.70 0.79 0.75 0.75 
0.8 0.71 0.70 0.71 0.78 0.78 
0.9 0.70 0.70 0.79 0.79 0.79 
10 
0.4 0.77 0.77 0.78 0.78 0.78 
0.6 0.76 0.77 0.79 0.80 0.80 
0.8 0.76 0.77 0.82 0.83 0.82 
0.9 0.77 0.77 0.84 0.85 0.85 
20 
0.4 0.82 0.83 0.83 0.84 0.83 
0.6 0.82 0.83 0.84 0.85 0.84 
0.8 0.83 0.83 0.87 0.88 0.87 
0.9 0.82 0.83 0.88 0.89 0.88 
40 
0.4 0.87 0.88 0.88 0.88 0.88 
0.6 0.87 0.87 0.88 0.89 0.88 
0.8 0.87 0.88 0.89 0.90 0.90 
0.9 0.87 0.88 0.91 0.91 0.90 
Note: Raw = raw subscore; UIRT = unidimensional item response theory subscore; 
Aug_raw = Wainer et al.’s augmented raw subscore; Aug_UIRT = Wainer et al.’s 
augmented uinidmensional item response theory subscore; MIRT = multidimensional 
item response theory subscore. 
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Table 4. 5. Decision Consistency of Subscores—5 Subdomains  
(Cut at 50th Percentile) 
Number 
of 
Subtests 
Subtest 
Length 
Cut Score 
Subtest 
Inter-
correlations 
Decision Consistency 
Raw UIRT Aug_raw Aug_UIRT MIRT 
5 
5 
50
th
 
percentile 
0.4 0.71 0.70 0.73 0.73 0.73 
0.6 0.71 0.70 0.77 0.77 0.77 
0.8 0.71 0.70 0.81 0.82 0.81 
0.9 0.71 0.70 0.83 0.83 0.82 
10 
0.4 0.76 0.77 0.78 0.79 0.78 
0.6 0.77 0.77 0.81 0.82 0.81 
0.8 0.76 0.77 0.85 0.85 0.84 
0.9 0.76 0.77 0.87 0.87 0.87 
20 
0.4 0.82 0.83 0.83 0.84 0.84 
0.6 0.82 0.83 0.85 0.85 0.85 
0.8 0.82 0.83 0.88 0.88 0.87 
0.9 0.82 0.83 0.90 0.90 0.89 
40 
0.4 0.87 0.88 0.88 0.88 0.88 
0.6 0.87 0.88 0.88 0.89 0.88 
0.8 0.87 0.88 0.90 0.91 0.90 
0.9 0.87 0.88 0.92 0.92 0.91 
Note: Raw = raw subscore; UIRT = unidimensional item response theory subscore; 
Aug_raw = Wainer et al.’s augmented raw subscore; Aug_UIRT = Wainer et al.’s 
augmented uinidmensional item response theory subscore; MIRT = multidimensional 
item response theory subscore. 
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Table 4. 6. Decision Consistency of Subscores—7 Subdomains  
(Cut at 50th Percentile) 
Number 
of 
Subtests 
Subtest 
Length 
Cut Score 
Subtest 
Inter-
correlations 
Decision Consistency 
Raw UIRT Aug_raw Aug_UIRT MIRT 
7 
5 
50
th
 
percentile 
0.4 0.71 0.70 0.74 0.74 0.74 
0.6 0.71 0.70 0.78 0.78 0.77 
0.8 0.71 0.70 0.83 0.83 0.82 
0.9 0.71 0.70 0.85 0.86 0.85 
10 
0.4 0.76 0.77 0.79 0.79 0.79 
0.6 0.76 0.77 0.81 0.82 0.81 
0.8 0.77 0.77 0.86 0.87 0.86 
0.9 0.76 0.77 0.89 0.89 0.88 
20 
0.4 0.82 0.83 0.84 0.84 0.84 
0.6 0.82 0.83 0.85 0.86 0.85 
0.8 0.83 0.83 0.89 0.89 0.88 
0.9 0.82 0.83 0.91 0.92 0.90 
40 
0.4 0.87 0.88 0.88 0.88 0.88 
0.6 0.87 0.88 0.88 0.89 0.88 
0.8 0.87 0.88 0.90 0.91 0.90 
0.9 0.87 0.87 0.92 0.93 0.91 
Note: Raw = raw subscore; UIRT = unidimensional item response theory subscore; 
Aug_raw = Wainer et al.’s augmented raw subscore; Aug_UIRT = Wainer et al.’s 
augmented uinidmensional item response theory subscore; MIRT = multidimensional 
item response theory subscore. 
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Table 4. 7. Decision Consistency of Subscores—3 Subdomains  
(Cuts at 5
th
 and 60
th
 Percentiles) 
Number 
of 
Subtests 
Subtest 
Length 
Cut Score 
Subtest Inter-
correlations 
Decision Consistency 
Raw UIRT Aug_raw Aug_UIRT MIRT 
3 
5 
5
th
, 60
th
 
percentiles 
0.4 0.64 0.62 0.65 0.65 0.66 
 
0.6 0.65 0.62 0.68 0.68 0.68 
 
0.8 0.65 0.62 0.71 0.71 0.71 
 
0.9 0.64 0.62 0.73 0.73 0.73 
10 0.4 0.70 0.70 0.71 0.72 0.72 
 
0.6 0.70 0.70 0.73 0.74 0.74 
 
0.8 0.70 0.70 0.77 0.77 0.77 
 
0.9 0.70 0.70 0.78 0.79 0.79 
20 0.4 0.78 0.77 0.77 0.78 0.78 
 
0.6 0.78 0.77 0.78 0.79 0.79 
 
0.8 0.79 0.77 0.81 0.82 0.82 
 
0.9 0.79 0.77 0.83 0.84 0.83 
40 0.4 0.82 0.83 0.82 0.83 0.83 
 
0.6 0.82 0.82 0.83 0.84 0.84 
 
0.8 0.82 0.83 0.85 0.86 0.86 
 
0.9 0.82 0.82 0.86 0.87 0.87 
Note: Raw = raw subscore; UIRT = unidimensional item response theory subscore; 
Aug_raw = Wainer et al.’s augmented raw subscore; Aug_UIRT = Wainer et al.’s 
augmented uinidmensional item response theory subscore; MIRT = multidimensional 
item response theory subscore. 
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Table 4. 8. Decision Consistency of Subscores—5 Subdomains  
(Cuts at 5
th
 and 60
th
 Percentiles) 
Number of 
Subtests 
Subtest 
Length 
Cut score 
Subtest Inter-
correlations 
Decision Consistency 
Raw UIRT Aug_raw Aug_UIRT MIRT 
5 
5 
5
th
 and 
60
th
 
percentiles 
0.4 0.65 0.62 0.66 0.67 0.67 
 
0.6 0.65 0.62 0.71 0.71 0.71 
 
0.8 0.65 0.62 0.75 0.76 0.75 
 
0.9 0.65 0.62 0.78 0.78 0.77 
10 0.4 0.70 0.70 0.72 0.73 0.73 
 
0.6 0.71 0.70 0.75 0.76 0.76 
 
0.8 0.70 0.70 0.80 0.80 0.80 
 
0.9 0.71 0.70 0.82 0.82 0.81 
20 0.4 0.79 0.77 0.78 0.78 0.78 
 
0.6 0.79 0.77 0.79 0.80 0.80 
 
0.8 0.79 0.77 0.83 0.84 0.83 
 
0.9 0.78 0.76 0.85 0.86 0.85 
40 0.4 0.82 0.83 0.83 0.83 0.83 
 
0.6 0.82 0.82 0.83 0.84 0.84 
 
0.8 0.82 0.83 0.86 0.87 0.86 
 
0.9 0.82 0.82 0.88 0.89 0.88 
Note: Raw = raw subscore; UIRT = unidimensional item response theory subscore; 
Aug_raw = Wainer et al.’s augmented raw subscore; Aug_UIRT = Wainer et al.’s 
augmented uinidmensional item response theory subscore; MIRT = multidimensional 
item response theory subscore.  
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Table 4. 9. Decision Consistency of Subscores—7 Subdomains  
(Cuts at 5
th
 and 60
th
 Percentiles) 
Number 
of 
Subtests 
Subtest 
Length 
Cut Score 
Subtest Inter-
correlations 
Decision Consistency 
Raw UIRT Aug_raw Aug_UIRT MIRT 
7 
5 
5
th
 and 
60
th
 
percentiles 
0.4 0.65 0.62 0.68 0.68 0.68 
 
0.6 0.65 0.62 0.72 0.73 0.72 
 
0.8 0.65 0.63 0.78 0.78 0.77 
 
0.9 0.65 0.63 0.80 0.80 0.79 
10 0.4 0.70 0.70 0.73 0.74 0.73 
 
0.6 0.70 0.70 0.76 0.77 0.76 
 
0.8 0.71 0.70 0.81 0.82 0.81 
 
0.9 0.70 0.70 0.84 0.85 0.84 
20 0.4 0.79 0.77 0.78 0.79 0.78 
 
0.6 0.78 0.77 0.80 0.81 0.80 
 
0.8 0.79 0.77 0.84 0.85 0.84 
 
0.9 0.79 0.77 0.87 0.88 0.87 
40 0.4 0.82 0.83 0.83 0.84 0.83 
 
0.6 0.82 0.83 0.84 0.84 0.84 
 
0.8 0.82 0.82 0.86 0.87 0.86 
 
0.9 0.82 0.82 0.88 0.89 0.88 
Note: Raw = raw subscore; UIRT = unidimensional item response theory subscore; 
Aug_raw = Wainer et al.’s augmented raw subscore; Aug_UIRT = Wainer et al.’s 
augmented uinidmensional item response theory subscore; MIRT = multidimensional 
item response theory subscore. 
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Table 4. 10. Decision Consistency of Subscores—3 Subdomains  
(Cuts at 25
th
 and 85
th
 Percentiles) 
Number 
of 
Subtests 
Subtest 
Length 
Cut Score 
Subtest Inter-
correlations 
Decision Consistency 
Raw UIRT Aug_raw Aug_UIRT MIRT 
3 
5 
25
th
 and 
85
th
 
percentiles 
0.4 0.54 0.53 0.60 0.61 0.61 
 
0.6 0.55 0.53 0.63 0.64 0.64 
 
0.8 0.54 0.53 0.67 0.68 0.68 
 
0.9 0.54 0.53 0.67 0.69 0.69 
10 0.4 0.62 0.64 0.67 0.68 0.68 
 
0.6 0.63 0.64 0.69 0.70 0.70 
 
0.8 0.63 0.64 0.74 0.74 0.74 
 
0.9 0.63 0.65 0.76 0.77 0.77 
20 0.4 0.72 0.74 0.74 0.75 0.75 
 
0.6 0.72 0.74 0.76 0.77 0.77 
 
0.8 0.72 0.73 0.78 0.79 0.79 
 
0.9 0.72 0.74 0.81 0.82 0.82 
40 0.4 0.79 0.80 0.80 0.81 0.81 
 
0.6 0.79 0.81 0.81 0.82 0.82 
 
0.8 0.80 0.81 0.83 0.84 0.84 
 
0.9 0.80 0.81 0.86 0.86 0.86 
Note: Raw = raw subscore; UIRT = unidimensional item response theory subscore; 
Aug_raw = Wainer et al.’s augmented raw subscore; Aug_UIRT = Wainer et al.’s 
augmented uinidmensional item response theory subscore; MIRT = multidimensional 
item response theory subscore. 
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Table 4. 11. Decision Consistency of Subscores—5 Subdomains  
(Cuts at 25
th
 and 85
th
 Percentiles) 
Number of 
Subtests 
Subtest 
Length 
Cut Score 
Subtest Inter-
correlations 
Decision Consistency 
Raw UIRT Aug_raw Aug_UIRT MIRT 
5 
5 
25
th
 and 
85
th
 
percentiles 
0.4 0.54 0.53 0.62 0.63 0.62 
 
0.6 0.54 0.53 0.67 0.67 0.67 
 
0.8 0.54 0.53 0.72 0.72 0.72 
 
0.9 0.55 0.53 0.74 0.75 0.73 
10 0.4 0.63 0.65 0.68 0.69 0.69 
 
0.6 0.63 0.64 0.72 0.73 0.72 
 
0.8 0.63 0.64 0.77 0.78 0.77 
 
0.9 0.63 0.64 0.80 0.81 0.80 
20 0.4 0.72 0.74 0.74 0.75 0.75 
 
0.6 0.72 0.74 0.77 0.78 0.77 
 
0.8 0.72 0.74 0.81 0.82 0.81 
 
0.9 0.72 0.74 0.84 0.85 0.84 
40 0.4 0.79 0.80 0.80 0.81 0.81 
 
0.6 0.80 0.81 0.82 0.83 0.82 
 
0.8 0.80 0.81 0.84 0.85 0.84 
 
0.9 0.80 0.81 0.87 0.88 0.87 
Note: Raw = raw subscore; UIRT = unidimensional item response theory subscore; 
Aug_raw = Wainer et al.’s augmented raw subscore; Aug_UIRT = Wainer et al.’s 
augmented uinidmensional item response theory subscore; MIRT = multidimensional 
item response theory subscore. 
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Table 4. 12. Decision Consistency of Subscores—7 Subdomains 
(Cuts at 25
th
 and 85
th
 Percentiles) 
Number of 
Subtests 
Subtest 
Length 
Cut Score 
Subtest Inter-
correlations 
Decision Consistency 
Raw UIRT Aug_raw Aug_UIRT MIRT 
7 
5 
25
th
 and 
85
th
 
percentiles 
0.4 0.54 0.53 0.63 0.64 0.63 
 
0.6 0.54 0.53 0.69 0.69 0.68 
 
0.8 0.54 0.53 0.75 0.75 0.74 
 
0.9 0.54 0.53 0.77 0.77 0.76 
10 0.4 0.63 0.64 0.69 0.69 0.69 
 
0.6 0.63 0.64 0.73 0.74 0.73 
 
0.8 0.63 0.64 0.79 0.80 0.79 
 
0.9 0.63 0.64 0.82 0.83 0.82 
20 0.4 0.72 0.74 0.75 0.76 0.76 
 
0.6 0.72 0.74 0.78 0.78 0.78 
 
0.8 0.72 0.74 0.82 0.83 0.82 
 
0.9 0.72 0.74 0.86 0.87 0.86 
40 0.4 0.79 0.81 0.81 0.82 0.81 
 
0.6 0.80 0.81 0.82 0.83 0.82 
 
0.8 0.80 0.81 0.85 0.86 0.85 
 
0.9 0.80 0.81 0.88 0.89 0.88 
Note: Raw = raw subscore; UIRT = unidimensional item response theory subscore; 
Aug_raw = Wainer et al.’s augmented raw subscore; Aug_UIRT = Wainer et al.’s 
augmented uinidmensional item response theory subscore; MIRT = multidimensional 
item response theory subscore. 
 
4.2.1 Summary of general findings 
Results of the DCs of subscores turned out to be consistent with what we 
hypothesized. Generally speaking, among all the conditions we examined, results have 
shown that within each subdomain, as the subtest length increased, the DCs increased for 
all of the five subscores. Specifically, the DCs of 40-item subtests were the highest, 
followed by 20-item subtests, 10-item subtests, and 5-item subtests. Still within each 
subdomain, as subtest inter-correlation increased, the DCs did not increase for non-
augmented subscores, while they increased for the augmented subscores. Among the 
augmented subscores, the DCs were the highest when subtest inter-correlation is .90, 
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followed by .80, .60, and .40.  Moreover, under the same condition (e.g., 40-item subtest 
& .90 subtest inter-correlation), the DCs were quite close for raw and UIRT subscores 
with the DCs of the UIRT subscores being somewhat higher than those of raw subscores. 
Similarly, the DCs were quite close for the augmented subscores with the DCs of MIRT 
and augmented UIRT subscores being somewhat higher than those of augmented raw 
subscores. Across the three-subdomain conditions, as the number of subtests increased, 
the DCs did not increase for the non-augmented subscores, while the DCs increased for 
the augmented subscores. Therefore, for the same subtest length and subtest inter-
correlation, DCs for the raw and UIRT subscores were about the same across the three 
subdomain conditions, while the DCs of the augmented subscores slightly increased. The 
DCs of the augmented subscores for the 7-subdomain tests were the highest, followed by 
5-subdomain tests, and 3-subdomain subtests. Lastly, results showed that the DCs were 
higher when the cut scores were placed at 5
th
 and 60
th
 percentiles than when they were at 
the 25
th
 and 85
th
 percentiles, and that the DCs were higher when there is one cut score 
(i.e., 50
th
 percentile) than those when there are two cut scores (i.e., 5
th
 and 60
th
, & 25
th
 
and 85
th
 percentiles).  
 
4.2.2 Summary of specific findings 
More detailed findings of the DCs of subscores under each specific condition are 
presented here. Results of the DCs with cut score at the 50
th
 percentile are presented first, 
followed by the results of the DCs with cut scores at 5
th
 and 60
th
 percentiles, and 25
th
 and 
85
th
 percentiles, respectively, are presented. Under each cut score, the results of the DCs 
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for the 3 subdomains are presented first, followed by the results of the DCs for the 5 and 
7 subdomains, respectively.  
Tables 4.4 through 4.6 present the results of the DCs of subscores when the cut 
score is at 50
th
 percentile for the 3-, 5-, and 7-subdomain conditions. Under 3 subdomains 
(see Table 4.4), the results show that for a 5-item subtest, as subtest inter-correlation 
increases from .40 to .90, the DCs of raw and UIRT subscores are about .71 and .70, 
while the DCs of augmented raw, augmented UIRT, and MIRT subscores are 
approximately .72, .75, .78, and .79, respectively. For a 10-item subtest, as subtest inter-
correlation increases, the DCs of raw and UIRT subscores are about .77, while the DCs of 
augmented raw, augmented UIRT, and MIRT subscores are approximately .78, .80, .82, 
and .85, respectively. For a 20-item subtest, as subtest inter-correlation increases from .40 
to .90, the DCs of raw and UIRT subscores are about .82 and .83, while the DCs of 
augmented raw, augmented UIRT, and MIRT subscores are approximately .83, .84, .87, 
and .88, respectively. For a 40-item subtest, as subtest inter-correlation increases, the 
DCs of raw and UIRT subscores are approximately .87 and .88, while the DCs of 
augmented raw, augmented UIRT, and MIRT subscores are approximately .88, .88, .90, 
and .91, respectively.  
Under 5 subdomains (see Table 4.5), the results show that for a 5-item subtest, as 
subtest inter-correlation increases from .40 to .90, the DCs of raw and UIRT subscores 
are about .71 and .70, while the DCs of augmented raw, augmented UIRT, and MIRT 
subscores are approximately .73, .77, .81, and .83, respectively. For a 10-item subtest, as 
subtest inter-correlation increases, the DCs of raw and UIRT subscores are about .76 and 
.77, while the DCs of augmented raw, augmented UIRT, and MIRT subscores for the 10-
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item subtest are approximately .78, .81, .85, and .87, respectively. For a 20-item subtest, 
as subtest inter-correlation increases from .40 to .90, the DCs of raw and UIRT subscores 
are about .82 and .83, while the DCs of augmented raw, augmented UIRT, and MIRT 
subscores are approximately .84, .85, .88, and .90, respectively. For a 40-item subtest, the 
DCs of raw and UIRT subscores are approximately .87 and .88, while the DCs of 
augmented raw, augmented UIRT, and MIRT subscores for the 40-item subtest are 
approximately .88, .88, .90, and .92, respectively.  
Under 7 subdomains (see Table 4.6), the results show that for a 5-item subtest, as 
subtest inter-correlation increases from .40 to .90, the DCs of raw and UIRT subscores 
are about .71 and .70, while the DCs of augmented raw, augmented UIRT, and MIRT 
subscores are approximately .74, .78, .83, and .85, respectively. For a 10-item subtest, as 
subtest inter-correlation increases, the DCs of raw and UIRT subscores are about .76 and 
.77, while the DCs of augmented raw, augmented UIRT, and MIRT subscores are 
approximately .79, .81, .86, and .89, respectively. For a 20-item subtest, the DCs of raw 
and UIRT subscores are about .82 and .83, while the DCs of augmented raw, augmented 
UIRT, and MIRT subscores are approximately .84, .85, .89, and .91, respectively. For a 
40-item subtest, the DCs of raw and UIRT subscores are approximately .87 and .88, 
while the DCs of augmented raw, augmented UIRT, and MIRT subscores are 
approximately .88, .88, .90, and .92, respectively.  
Tables 4.7 through 4.9 present the results of the DCs of subscores when the cut 
scores are at 5
th
 and 60
th
 percentiles for the 3-, 5-, and 7-subdomain conditions. Under 3 
subdomains (see Table 4.7), the results show that for a 5-item subtest, as subtest inter-
correlation increases from .40 to .90, the DCs of raw and UIRT subscores are about .65 
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and .62, while the DCs of augmented raw, augmented UIRT, and MIRT subscores are 
approximately .65, .68, .71, and .73, respectively. For a 10-item subtest, as subtest inter-
correlation increases, the DCs of raw and UIRT subscores are about .70, while the DCs of 
augmented raw, augmented UIRT, and MIRT subscores are approximately .72, .74, .77, 
and .79, respectively. For a 20-item subtest, as subtest inter-correlation increases, the DC 
of raw and UIRT subscores are about .79 and .77, while the DCs of augmented raw, 
augmented UIRT, and MIRT subscores are approximately .78, .79, .82, and .83, 
respectively. For a 40-item subtest, as subtest inter-correlation increases from .40 to .90, 
the DCs of raw and UIRT subscores are approximately .82 and .83, while the DCs of 
augmented raw, augmented UIRT, and MIRT subscores are approximately .83, .84, .86, 
and .87, respectively.  
Under 5 subdomains (see Table 4.8), the results show that for a 5-item subtest, as 
subtest inter-correlation increases from .40 to .90, the DCs of raw and UIRT subscores 
are about .65 and .62, while the DCs of augmented raw, augmented UIRT, and MIRT 
subscores are .67, .71, .75, and .78, respectively. For a 10-item subtest, as subtest inter-
correlation increases from .40 to .90, the DCs of raw and UIRT subscores are about .71, 
and .70, while the DCs of augmented raw, augmented UIRT, and MIRT subscores are 
approximately .73, .76, .80, and .82, respectively. For a 20-item subtest, as subtest inter-
correlation increases from .40 to .90, the DCs of raw and UIRT subscores are about .79 
and .77, while the DCs of augmented raw, augmented UIRT, and MIRT subscores are 
approximately .78, .80, .83, and .85, respectively. For a 40-item subtest, as subtest inter-
correlation increases from .40 to .90, the DCs of raw and UIRT subscores are 
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approximately .82 and .83, while the DCs of augmented raw, augmented UIRT, and 
MIRT subscores are approximately .83, .84, .86, and .88, respectively.  
Under 7 subdomains (see Table 4.9), the results show that for a 5-item subtest, as 
subtest inter-correlation increases from .40 to .90, the DCs of raw and UIRT subscores 
are about .65 and .63, while the DCs of augmented raw, augmented UIRT, and MIRT 
subscores are approximately .68, .72, .78, and .80, respectively. For a 10-item subtest, as 
subtest inter-correlation increases from .40 to .90, the DCs of raw and UIRT subscores 
are about .70, while the DCs of augmented raw, augmented UIRT, and MIRT subscores 
are approximately .73, .76, .81, and .84, respectively. For a 20-item subtest, as subtest 
inter-correlation increases from .40 to .90, the DCs of raw and UIRT subscores are about 
.79 and .77, while the DCs of augmented raw, augmented UIRT, and MIRT subscores are 
approximately .78, .80, .84, and .87, respectively. For a 40-item subtest, as subtest inter-
correlation increases from .40 to .90, the DCs of raw and UIRT subscores are 
approximately .82 and .83, while the DCs of augmented raw, augmented UIRT, and 
MIRT subscores are approximately .83, .84, .86, and .88, respectively.  
Tables 4.10 through 4.12 present the results of the DCs of subscores when the cut 
scores are at 25
th
 and 85
th
 percentiles for the 3-, 5-, and 7-subdomain conditions. Under 3 
subdomains (see Table 4.10), the results show that for a 5-item subtest, as subtest inter-
correlation increases from .40 to .90, the DCs of raw and UIRT subscores are about .54 
and .53, while the DCs of augmented raw, augmented UIRT, and MIRT subscores are 
approximately .61, .64, .68, and .69, respectively. For a 10-item subtest, as subtest inter-
correlation increases from .40 to .90, the DCs of raw and UIRT subscores are about .63 
and .64, while the DCs of augmented raw, augmented UIRT, and MIRT subscores are 
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approximately .68, .70, .74, and .77, respectively. For a 20-item subtest, as subtest inter-
correlation increases from .40 to .90, the DCs of raw and UIRT subscores are about .72 
and .74, while the DCs of augmented raw, augmented UIRT, and MIRT subscores are 
approximately .75, .77, .79, and .82, respectively. For a 40-item subtest, as subtest inter-
correlation increases from .40 to .90, the DCs of raw and UIRT subscores are 
approximately .80 and .81, while the DCs of augmented raw, augmented UIRT, and 
MIRT subscores are approximately .81, .82, .84, and .86, respectively.  
Under 5 subdomains (see Table 4.11), the results show that for a 5-item subtest, 
as subtest inter-correlation increases from .40 to .90, the DCs of raw and UIRT subscores 
are about .54 and .53, while the DCs of augmented raw, augmented UIRT, and MIRT 
subscores are approximately .62, .67, .72, and .74, respectively. For a 10-item subtest, as 
subtest inter-correlation increases from .40 to .90, the DCs of raw and UIRT subscores 
are about .63 and .64, while the DCs of augmented raw, augmented UIRT, and MIRT 
subscores for the 10-item subtest are approximately .75, .77, .81, and .84, respectively. 
For a 20-item subtest, as subtest inter-correlation increases from .40 to .90, the DCs of 
raw and UIRT subscores are about .72 and .74, while the DCs of augmented raw, 
augmented UIRT, and MIRT subscores are approximately .75, .77, .79, and .82, 
respectively. For a 40-item subtest, the DCs of raw and UIRT subscores are 
approximately .80 and .81, while the DCs of augmented raw, augmented UIRT, and 
MIRT subscores for the 40-item subtest are approximately .81, .82, .84, and .86, 
respectively.  
Under 7 subdomains (see Table 4.12), the results show that for a 5-item subtest, 
as subtest inter-correlation increases from .40 to .90, the DCs of raw and UIRT subscores 
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are about .54 and .53, while the DCs of augmented raw, augmented UIRT, and MIRT 
subscores are approximately .64, .69, .75, and .77, respectively. For a 10-item subtest, as 
subtest inter-correlation increases from .40 to .90, the DCs of raw and UIRT subscores 
are about .63 and .64, while the DCs of augmented raw, augmented UIRT, and MIRT 
subscores are approximately .69, .73, .79, and .82, respectively. For a 20-item subtest, the 
DCs of raw and UIRT subscores are about .72 and .74, while the DCs of augmented raw, 
augmented UIRT, and MIRT subscores are approximately .76, .78, .82, and .86, 
respectively. For a 40-item subtest, the DCs of raw and UIRT subscores are 
approximately .80 and .81, while the DCs of augmented raw, augmented UIRT, and 
MIRT subscores are approximately .81, .83, .85, and .88, respectively.  
 
4.3 Decision accuracy 
Recall that unlike using two parallel forms of response data when estimating DC, 
DA was estimated using one of the two parallel forms in estimating DC and another form 
of the true values (the multidimensional thetas for each subdomain). Note that there is a 
potential comparability issue between the true multidimensional score distribution and 
the unidimensional score distribution. That is, the theta value corresponding to the cut 
score at the 50
th
 percentile on the MIRT subscore distribution may not mean the same as 
the value corresponding to the cut score at the 50
th
 percentile in the raw subscore or 
UIRT subscore distribution. Therefore, strictly speaking, it is more appropriate to phrase 
the DA analyses as the analyses of the extent to which the classifications obtained from 
unidimensional subscore estimates could approximate the true classifications with MIRT 
subscores. For simplicity, DA was still used throughout the thesis.  
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Tables 4.13 through 4.15 present results of DA when cut score is at 50
th
 
percentile, Tables 4.16 through 4.18 present results of DA when cut scores are at 5
th
 and 
60
th
 percentiles, while Tables 4.19 through 4.21 present results of DA when cut scores are 
25
th
 and 85
th
 percentiles.  
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Table 4. 13. Decision Accuracy of Subscores—3 Subdomains  
(Cut at the 50
th
 Percentile) 
Number 
of 
Subtests 
Subtest 
Length 
Cut Score 
Subtest 
Inter-
correlations 
Decision Accuracy 
Raw UIRT Aug_raw Aug_UIRT MIRT 
3 
5 
50
th
 
percentile 
0.4 0.77 0.78 0.78 0.79 0.79 
  0.6 0.77 0.78 0.80 0.80 0.80 
  0.8 0.77 0.78 0.82 0.82 0.82 
  0.9 0.77 0.78 0.83 0.83 0.83 
10 0.4 0.83 0.84 0.83 0.84 0.84 
  0.6 0.83 0.83 0.84 0.84 0.85 
  0.8 0.83 0.83 0.85 0.86 0.86 
  0.9 0.83 0.84 0.87 0.87 0.88 
20 0.4 0.87 0.88 0.87 0.88 0.88 
  0.6 0.87 0.88 0.88 0.88 0.88 
  0.8 0.87 0.88 0.89 0.90 0.90 
  0.9 0.87 0.88 0.90 0.90 0.90 
40 0.4 0.91 0.91 0.91 0.91 0.91 
  0.6 0.91 0.91 0.91 0.91 0.91 
  0.8 0.91 0.91 0.92 0.92 0.92 
  0.9 0.91 0.91 0.92 0.92 0.92 
Note: Raw = raw subscore; UIRT = unidimensional item response theory subscore; 
Aug_raw = Wainer et al.’s augmented raw subscore; Aug_UIRT = Wainer et al.’s 
augmented uinidmensional item response theory subscore; MIRT = multidimensional 
item response theory subscore. 
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Table 4. 14. Decision Accuracy of Subscores—5 Subdomains  
(Cut at the 50
th
 Percentile) 
Number 
of 
Subtests 
Subtest 
Length 
Cut 
Score 
Subtest 
Inter-
correlations 
Decision Accuracy 
Raw UIRT Aug_raw Aug_UIRT MIRT 
5 
5 
50
th
 
percentile 
0.4 0.77 0.78 0.79 0.79 0.79 
  0.6 0.77 0.78 0.81 0.81 0.81 
  0.8 0.77 0.78 0.83 0.84 0.84 
  0.9 0.77 0.78 0.85 0.86 0.85 
10 0.4 0.83 0.83 0.83 0.84 0.84 
  0.6 0.83 0.84 0.85 0.85 0.85 
  0.8 0.83 0.83 0.86 0.87 0.87 
  0.9 0.83 0.83 0.88 0.88 0.88 
20 0.4 0.87 0.88 0.88 0.88 0.88 
  0.6 0.87 0.88 0.88 0.89 0.89 
  0.8 0.87 0.88 0.89 0.90 0.90 
  0.9 0.86 0.88 0.90 0.90 0.90 
40 0.4 0.91 0.91 0.91 0.91 0.91 
  0.6 0.91 0.91 0.91 0.91 0.91 
  0.8 0.91 0.91 0.92 0.92 0.92 
  0.9 0.91 0.91 0.93 0.93 0.93 
Note: Raw = raw subscore; UIRT = unidimensional item response theory subscore; 
Aug_raw = Wainer et al.’s augmented raw subscore; Aug_UIRT = Wainer et al.’s 
augmented uinidmensional item response theory subscore; MIRT = multidimensional 
item response theory subscore. 
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Table 4. 15. Decision Accuracy of Subscores—7 Subdomains  
(Cut at the 50
th
 Percentile) 
Number 
of 
Subtests 
Subtest 
Length 
Cut Score 
Subtest 
Inter-
correlations 
Decision Accuracy 
Raw UIRT Aug_raw Aug_UIRT MIRT 
7 
5 
50
th
 
percentile  
0.4 0.77 0.78 0.79 0.80 0.79 
  0.6 0.77 0.78 0.81 0.81 0.81 
  0.8 0.77 0.78 0.84 0.84 0.84 
  0.9 0.77 0.78 0.87 0.87 0.87 
10 0.4 0.83 0.83 0.84 0.84 0.84 
  0.6 0.83 0.83 0.85 0.85 0.85 
  0.8 0.83 0.83 0.87 0.87 0.87 
  0.9 0.83 0.83 0.89 0.89 0.89 
20 0.4 0.87 0.88 0.88 0.88 0.88 
  0.6 0.87 0.88 0.88 0.88 0.89 
  0.8 0.88 0.88 0.90 0.90 0.90 
  0.9 0.87 0.88 0.91 0.91 0.91 
40 0.4 0.91 0.91 0.91 0.91 0.91 
  0.6 0.91 0.91 0.91 0.92 0.91 
  0.8 0.91 0.91 0.92 0.92 0.92 
  0.9 0.91 0.91 0.92 0.92 0.93 
Note: Raw = raw subscore; UIRT = unidimensional item response theory subscore; 
Aug_raw = Wainer et al.’s augmented raw subscore; Aug_UIRT = Wainer et al.’s 
augmented uinidmensional item response theory subscore; MIRT = multidimensional 
item response theory subscore. 
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Table 4. 16. Decision Accuracy of Subscores—3 Subdomains  
(Cuts at 5
th
 and 60
th
 Percentiles) 
Number of 
Subtests 
Subtest 
Length 
Cut Score 
Subtest Inter-
correlations 
Decision Accuracy 
Raw UIRT Aug_raw Aug_UIRT MIRT 
3 
5 
5
th
 and 
60
th
 
percentiles 
0.4 0.66 0.70 0.72 0.73 0.73 
 
0.6 0.66 0.71 0.74 0.74 0.75 
 
0.8 0.66 0.71 0.76 0.77 0.77 
 
0.9 0.66 0.70 0.78 0.78 0.78 
10 0.4 0.76 0.78 0.78 0.78 0.78 
 
0.6 0.75 0.77 0.79 0.79 0.79 
 
0.8 0.76 0.78 0.81 0.81 0.82 
 
0.9 0.76 0.78 0.82 0.83 0.83 
20 0.4 0.83 0.83 0.83 0.83 0.84 
 
0.6 0.83 0.83 0.83 0.84 0.84 
 
0.8 0.83 0.83 0.85 0.85 0.86 
 
0.9 0.83 0.83 0.86 0.86 0.86 
40 0.4 0.87 0.87 0.87 0.88 0.88 
 
0.6 0.87 0.87 0.87 0.88 0.88 
 
0.8 0.87 0.88 0.88 0.89 0.89 
 
0.9 0.87 0.87 0.89 0.89 0.89 
Note: Raw = raw subscore; UIRT = unidimensional item response theory subscore; 
Aug_raw = Wainer et al.’s augmented raw subscore; Aug_UIRT = Wainer et al.’s 
augmented uinidmensional item response theory subscore; MIRT = multidimensional 
item response theory subscore. 
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Table 4. 17. Decision Accuracy of Subscores—5 Subdomains  
(Cuts at 5
th
 and 60
th
 Percentiles) 
Number of 
Subtests 
Subtest 
Length 
Cut Score 
Subtest Inter-
correlations 
Decision Accuracy 
Raw UIRT Aug_raw Aug_UIRT MIRT 
5 
5 
5
th
 and 
60
th
 
percentiles 
0.4 0.66 0.71 0.73 0.73 0.73 
 
0.6 0.66 0.71 0.75 0.76 0.75 
 
0.8 0.66 0.70 0.78 0.79 0.78 
 
0.9 0.67 0.71 0.81 0.81 0.81 
10 0.4 0.76 0.78 0.78 0.79 0.79 
 
0.6 0.77 0.78 0.80 0.80 0.80 
 
0.8 0.76 0.78 0.82 0.82 0.82 
 
0.9 0.75 0.78 0.84 0.84 0.84 
20 0.4 0.83 0.83 0.83 0.84 0.83 
 
0.6 0.83 0.83 0.84 0.84 0.84 
 
0.8 0.83 0.83 0.85 0.86 0.86 
 
0.9 0.83 0.83 0.87 0.87 0.87 
40 0.4 0.87 0.87 0.87 0.88 0.88 
 
0.6 0.86 0.87 0.87 0.88 0.88 
 
0.8 0.87 0.87 0.88 0.89 0.89 
 
0.9 0.87 0.87 0.89 0.90 0.90 
Note: Raw = raw subscore; UIRT = unidimensional item response theory subscore; 
Aug_raw = Wainer et al.’s augmented raw subscore; Aug_UIRT = Wainer et al.’s 
augmented uinidmensional item response theory subscore; MIRT = multidimensional 
item response theory subscore. 
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Table 4. 18. Decision Accuracy of Subscores—7 Subdomains  
(Cuts at 5
th
 and 60
th
 Percentiles) 
Number of 
Subtests 
Subtest 
Length 
Cut Score 
Subtest Inter-
correlations 
Decision Accuracy 
Raw UIRT Aug_raw Aug_UIRT MIRT 
7 
5 
5
th
 and 
60
th
 
percentiles 
0.4 0.66 0.70 0.73 0.74 0.74 
 
0.6 0.66 0.70 0.75 0.76 0.75 
 
0.8 0.66 0.71 0.79 0.80 0.79 
 
0.9 0.66 0.71 0.82 0.82 0.82 
10 0.4 0.76 0.78 0.78 0.79 0.79 
 
0.6 0.76 0.78 0.80 0.80 0.80 
 
0.8 0.77 0.78 0.83 0.83 0.83 
 
0.9 0.75 0.78 0.85 0.86 0.85 
20 0.4 0.83 0.83 0.83 0.83 0.83 
 
0.6 0.83 0.83 0.84 0.84 0.84 
 
0.8 0.83 0.83 0.86 0.86 0.86 
 
0.9 0.83 0.83 0.88 0.88 0.88 
40 0.4 0.87 0.87 0.87 0.88 0.88 
 
0.6 0.87 0.87 0.88 0.88 0.88 
 
0.8 0.86 0.87 0.88 0.89 0.89 
 
0.9 0.86 0.87 0.89 0.90 0.90 
Note: Raw = raw subscore; UIRT = unidimensional item response theory subscore; 
Aug_raw = Wainer et al.’s augmented raw subscore; Aug_UIRT = Wainer et al.’s 
augmented uinidmensional item response theory subscore; MIRT = multidimensional 
item response theory subscore. 
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Table 4. 19. Decision Accuracy of Subscores—3 Subdomains  
(Cuts at the 25th and 85th Percentiles) 
Number 
of 
Subtests 
Subtest 
Length 
Cut Score 
Subtest Inter-
correlations 
Decision Accuracy 
Raw UIRT Aug_raw Aug_UIRT MIRT 
3 
5 
25
th
 and 
85
th
 
percentiles 
0.4 0.59 0.63 0.68 0.69 0.69 
 
0.6 0.58 0.63 0.70 0.71 0.71 
 
0.8 0.59 0.63 0.73 0.74 0.74 
 
0.9 0.59 0.63 0.74 0.75 0.76 
10 0.4 0.70 0.74 0.75 0.75 0.76 
 
0.6 0.70 0.74 0.76 0.76 0.76 
 
0.8 0.70 0.74 0.78 0.79 0.79 
 
0.9 0.70 0.74 0.81 0.81 0.81 
20 0.4 0.79 0.81 0.81 0.81 0.81 
 
0.6 0.79 0.81 0.82 0.82 0.82 
 
0.8 0.78 0.81 0.83 0.83 0.83 
 
0.9 0.79 0.81 0.85 0.85 0.85 
40 0.4 0.85 0.86 0.86 0.86 0.86 
 
0.6 0.85 0.86 0.86 0.87 0.87 
 
0.8 0.85 0.86 0.87 0.87 0.87 
 
0.9 0.85 0.86 0.88 0.89 0.89 
Note: Raw = raw subscore; UIRT = unidimensional item response theory subscore; 
Aug_raw = Wainer et al.’s augmented raw subscore; Aug_UIRT = Wainer et al.’s 
augmented uinidmensional item response theory subscore; MIRT = multidimensional 
item response theory subscore. 
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Table 4. 20. Decision Accuracy of Subscores—5 Subdomains  
(Cuts at the 25
th
 and 85
th
 Percentiles) 
Number 
of 
Subtests 
Subtest 
Length 
Cut Score 
Subtest Inter-
correlations 
Decision Accuracy 
Raw UIRT Aug_raw Aug_UIRT MIRT 
5 
5 
25
th
 and 
85
th
 
percentiles 
0.4 0.59 0.63 0.69 0.70 0.69 
 
0.6 0.59 0.63 0.71 0.72 0.72 
 
0.8 0.59 0.63 0.75 0.76 0.76 
 
0.9 0.59 0.63 0.78 0.79 0.78 
10 0.4 0.70 0.74 0.75 0.76 0.76 
 
0.6 0.70 0.74 0.77 0.77 0.77 
 
0.8 0.70 0.74 0.80 0.80 0.80 
 
0.9 0.70 0.74 0.83 0.83 0.83 
20 0.4 0.79 0.81 0.81 0.82 0.81 
 
0.6 0.79 0.81 0.82 0.82 0.82 
 
0.8 0.79 0.81 0.84 0.84 0.84 
 
0.9 0.79 0.81 0.86 0.86 0.86 
40 0.4 0.85 0.86 0.86 0.86 0.86 
 
0.6 0.85 0.86 0.86 0.87 0.87 
 
0.8 0.85 0.86 0.87 0.88 0.88 
 
0.9 0.85 0.86 0.89 0.89 0.89 
Note: Raw = raw subscore; UIRT = unidimensional item response theory subscore; 
Aug_raw = Wainer et al.’s augmented raw subscore; Aug_UIRT = Wainer et al.’s 
augmented uinidmensional item response theory subscore; MIRT = multidimensional 
item response theory subscore. 
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Table 4. 21. Decision Accuracy of Subscores—7 Subdomains  
(Cuts at the 25
th
 and 85
th
 Percentiles) 
Number 
of 
Subtests 
Subtest 
Length 
Cut Score 
Subtest Inter-
correlations 
Decision Accuracy 
Raw UIRT Aug_raw Aug_UIRT MIRT 
7 
5 
25
th
 and 
85
th
 
percentiles 
0.4 0.59 0.63 0.69 0.70 0.70 
 
0.6 0.59 0.63 0.72 0.73 0.73 
 
0.8 0.59 0.63 0.77 0.77 0.77 
 
0.9 0.59 0.63 0.80 0.80 0.80 
10 0.4 0.70 0.74 0.75 0.76 0.76 
 
0.6 0.70 0.74 0.77 0.78 0.78 
 
0.8 0.70 0.74 0.81 0.81 0.81 
 
0.9 0.70 0.74 0.83 0.84 0.83 
20 0.4 0.79 0.81 0.81 0.82 0.82 
 
0.6 0.79 0.81 0.82 0.83 0.83 
 
0.8 0.78 0.81 0.84 0.85 0.84 
 
0.9 0.79 0.81 0.86 0.87 0.87 
40 0.4 0.85 0.86 0.86 0.86 0.86 
 
0.6 0.85 0.86 0.86 0.87 0.87 
 
0.8 0.85 0.86 0.88 0.88 0.88 
 
0.9 0.85 0.86 0.89 0.89 0.89 
Note: Raw = raw subscore; UIRT = unidimensional item response theory subscore; 
Aug_raw = Wainer et al.’s augmented raw subscore; Aug_UIRT = Wainer et al.’s 
augmented uinidmensional item response theory subscore; MIRT = multidimensional 
item response theory subscore. 
 
 
4.3.1 Summary of general findings 
Results of the DAs of subscores turned out to be consistent with what we 
hypothesized. Generally speaking, among all the conditions we examined, results have 
shown that within each subdomain, as the subtest length increased, the DAs increased for 
all of the five subscores. Specifically, the DAs of 40-item subtests were the highest, 
followed by 20-item subtests, 10-item subtests, and 5-item subtests. Results have also 
shown that within each subdomain, as subtest inter-correlations increased, the DAs did 
not increase for the non-augmented subscores, while they increased for the augmented 
subscores. Among the augmented subscores, the DAs were the highest when the subtest 
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inter-correlation was .90, followed by .80, .60, and .40.  Moreover, the DAs were quite 
close for the augmented subscores (augmented raw, augmented UIRT, & MIRT 
subscores). Moreover, the DAs were quite close for raw and UIRT subscores with the 
DAs of the UIRT subscores being somewhat higher than those of raw subscores. 
Similarly, the DAs were quite close for the augmented subscores with the DAs of MIRT 
and augmented UIRT subscores being somewhat higher than those of augmented raw 
subscores.  Across the three-subdomain conditions, as the number of subtests increased, 
the DAs did not increase for non-augmented subscores, while the DAs increased for 
augmented subscores. So for the same condition across the three subdomains, the DAs 
for raw and UIRT subscores were similar, while the DAs of the augmented subscores 
slightly increased. Among the augmented subscores, the DAs of the 7-subdomain tests 
were somewhat higher than those of the 5-subdomain tests, which in turn were somewhat 
higher than those of the 3-subdomain subtests. Results also showed that the DAs were a 
little higher when the cut scores were placed at 5
th
 and 60
th
 percentile than when they 
were at the 25
th
 and 85
th
 percentile, and that the DAs with cut at 50
th
 percentile were 
higher than those at the 5
th
 and 60
th
 percentile and the 25
th
 and 85
th
 percentile.  
 
4.3.2 Summary of specific findings 
More detailed findings of the DAs of subscores under each specific condition are 
presented here. Results of the DAs with cut score at the 50
th
 percentile are presented first, 
followed by the results of the DAs with cut scores at 5
th
 and 60
th
 percentiles, and 25
th
 and 
85
th
 percentiles, respectively, are presented. Under each cut score, the results of the DAs 
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for the 3 subdomains are presented first, followed by the results of the DAs for the 5 and 
7 subdomains.  
Tables 4.13 through 4.15 present the results of the DAs of subscores when the cut 
score is at 50th percentile for the 3-, 5-, and 7-subdomain conditions. Under 3 
subdomains (see Table 4.13), the results show that for the 5-, 10-, 20-, and 40-item 
subtest, the DAs for raw and UIRT subscores are .77 and .78, .83 and .84, .87 and .88, 
and .91, respectively, at correlational levels of .40, .60, .80, and .90, respectively. As 
subtest inter-correlation increases, the DAs for augmented raw, augmented UIRT, and 
MIRT subscores are about .79, .80, .82, and .83, respectively, for the 5-item subtest; they 
are about.84, .84, .86, and .87, respectively, for the 10-item subtest; they are about .88, 
.88, .90, and .90, respectively, for the 20-item subtest; and they are about .91, .91 .92, and 
.92, respectively, for the 40-item subtest.  
Under 5 subdomains (see Table 4.14), the results show that the DAs of raw and 
UIRT subscores are the same as those in 3-subtest condition. As subtest inter-correlation 
increases, the DAs for augmented raw, augmented UIRT, and MIRT subscores are about 
.79, .81, .84, and .85, respectively, for the 5-item subtest; they are about.84, .85, .87, and 
.88, respectively, for the 10-item subtest; they are about .88, .89, .90, and .90, 
respectively, for the 20-item subtest; and they are about .91, .91, .92, and .93, 
respectively, for the 40-item subtest.  
Under 7 subdomains (see Table 4.15), the results show that the DAs of raw and 
UIRT subscores are the same as those in 3-and 5-subtest conditions. As subtest inter-
correlation increases, the DAs for augmented raw, augmented UIRT, and MIRT 
subscores are about .79, .81, .84, and .87, respectively, for the 5-item subtest; they are 
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about .84, .85, .87, and .89, respectively, for the 10-item subtest; they are about .88, .88, 
.90, and .91, respectively, for the 20-item subtest; and they are about .91, .91, .92, and 
.92, respectively, for the 40-item subtest.  
Tables 4.16 through 4.18 present the results of the DAs of subscores when the cut 
scores are at the 5
th
 and 60
th
 percentiles for the 3-, 5-, and 7-subdomain conditions. Under 
3 subdomains (see Table 4.16), the results show that for the 5-, 10-, 20-, and 40-item 
subtest, the DAs for raw and UIRT subscores are .66 and .71, .76 and .78, .83, and .87 at 
correlational levels of .40, .60, .80, and .90, respectively. As subtest inter-correlation 
increases from .40 to .90, the DAs for augmented raw, augmented UIRT, and MIRT 
subscores are about .73, .74, .77, and .78, respectively, for the 5-item subtest; they are 
about.78, .79, .81, and .83, respectively, for the 10-item subtest; they are about .83, .84, 
.85, and .86, respectively, for the 20-item subtest; and they are about .88, .88, .89, and 
.89, respectively, for the 40-item subtest.  
Under 5 subdomains (see Table 4.17), the results show that the DAs of raw and 
UIRT subscores are the same as those in 3-subtest condition. As subtest inter-correlation 
increases, the DAs for augmented raw, augmented UIRT, and MIRT subscores are about 
.73, .75, .78, and .81, respectively, for the 5-item subtest; they are about.79, .80, .82, and 
.84, respectively, for the 10-item subtest; they are about .83, .84, .86, and .87, 
respectively, for the 20-item subtest; and they are about .88, .88, .89, and .90, 
respectively, for the 40-item subtest.  
Under 7 subdomains (see Table 4.18), the results show that the DAs for raw and 
UIRT subscores are the same as those in the 3- and 5-subtest conditions. As subtest inter-
correlation increases, the DAs for augmented raw, augmented UIRT, and MIRT 
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subscores are about .74, .75, .79, and .82, respectively, for the 5-item subtest; they are 
about.79, .80, .83, and .85, respectively, for the 10-item subtest; they are about .83, .84, 
.86, and .88, respectively, for the 20-item subtest; and they are about .88, .88, .89, and 
.90, respectively, for the 40-item subtest.  
Tables 4.19 through 4.21 present the results of the DAs of subscores when the cut 
scores are at the 25
th
 and 85
th
 percentiles for the 3-, 5-, and 7-subdomain conditions. 
Under 3 subdomains (see Table 4.19), the results show that for the 5-, 10-, 20-, and 40-
item subtest, the DAs for raw and UIRT subscores are .59 and .63, .70 and .74, .79 and 
.81, .85 and .86, respectively, at correlational levels of .40, .60, .80, and .90, respectively. 
As subtest inter-correlation increases, the DAs for augmented raw, augmented UIRT, and 
MIRT subscores are about .69, .71, .74, and .75, respectively, for the 5-item subtest; they 
are about.75, .76, .79, and .81, respectively, for the 10-item subtest; they are about .81, 
.82, .83, and .85, respectively, for the 20-item subtest; and they are about .86, .87, .87, 
and .89, respectively, for the 40-item subtest.  
Under 5 subdomains (see Table 4.20), the results show that the DAs of raw and 
UIRT subscores are the same as those in 3-subtest condition. As subtest inter-correlation 
increases, the DAs for augmented raw, augmented UIRT, and MIRT subscores are about 
.69, .72, .76, and .78, respectively, for the 5-item subtest; they are about.76, .77, .80, and 
.83, respectively, for the 10-item subtest; they are about .81, .82, .84, and .86, 
respectively, for the 20-item subtest; and they are about .86, .87, .88, and .89, 
respectively, for the 40-item subtest.  
Under 7 subdomains (see Table 4.21), the results show that the DAs of raw and 
UIRT subscores are the same as those in 3- and 5-subtest conditions. As subtest inter-
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correlation increases, the DAs for augmented raw, augmented UIRT, and MIRT 
subscores are about .70, .73, .77, and .80, respectively, for the 5-item subtest; they are 
about.76, .78, .81, and .83, respectively, for the 10-item subtest; they are about .82, .83, 
.84, and .87, respectively, for the 20-item subtest; and they are about .86, .87, .88, and 
.89, respectively, for the 40-item subtest.  
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CHAPTER 5 
DISCUSSION AND CONCLUSIONS 
The major findings with respect to the two research questions were summarized in 
Section 5.1. The educational implications of this study were discussed and future 
direction of research was pointed out in Section 5.2.   
 
5.1 Summary of the findings  
Recall that there are two major purposes in this study. The primary purpose was 
to investigate the decision consistency (DC) and decision accuracy (DA) of student 
placement into performance categories within each subtest under various conditions. 
Measurement professionals are concerned about reporting subscores themselves because 
oftentimes they are not reliable. However, if the purpose of testing is to classify 
examinees into performance categories, the reliability of the scores themselves are of less 
concern. Instead, what’s critical for decision making is the classification consistency and 
accuracy based on these scores. Factors such as number of subtests, subtest length, 
subtest intercorrelations, and location of cut scores were manipulated to investigate their 
effects on DC and DA. The second purpose was to investigate the impact of five 
subscoring methods on DC and DA. The five subscoring methods are raw subscore, 
unidimensional IRT (UIRT) subscore (with EAP estimate), augmented raw subscores, 
augmented UIRT subscore (with EAP estimate), and (simple-structure non-
compensatory) multidimensional item response theory (MIRT) subscores, respectively. 
Two research questions were of interest:  
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1. Under what conditions (number of subtests, subtest length, subtest 
intercorrelations, & selection of cut scores) could we obtain reliable 
subscores with the five subscoring methods? 
2. Under what conditions (number of subtests, subtest length, subtest 
intercorrelations, & selection of cut scores) could we obtain consistent and 
accurate classifications with the five subscoring methods?  
Results addressing the two research questions are presented in Chapter 4 and 
summarized in the following two sections.  
 
 
5.1.1. Subscore reliability  
In terms of subtest score reliability, as expected, subscore reliability turned out to 
be a function of the subtest length and the scoring methods. That is, as the subtest length 
increased, subscore reliability increased as expected, for all of the five subscores. The 
effect of test length on test score reliability can be shown using the Spearman Brown 
prophecy formula, which goes as follows: 
𝜌xx′= 
𝑘𝜌
jj′
1+(𝑘−1)𝜌jj′
, 
where  is the reliability of the lengthened test,  is the reliability of original test length, and 
k is the factor by which the original test is lengthened.  The formula is based on the 
assumption that, when tests are shortened or lengthened, items of comparable content and 
statistics to those already in the test are deleted or added, respectively.  Recall that a 5-
item subtest was simulated first, and then the 5 items were duplicated to make the 10-
item subtest, repeated four times to make the 20-item subtest, and repeated 8 times to 
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make the 40-item subtest. As items of comparable statistics were added to make the 
subtest longer, we expected that the reliability would increase and in a predictable way.  
As expected, as subtest inter-correlation increased, subscore reliabilities did not 
increase for non-augmented subscores (i.e., raw & UIRT subscores), while subscore 
reliability increased for augmented subscores (i.e., augmented raw, augmented UIRT, & 
MIRT subscores). As the number of subtests increased, subscore reliability did not 
increase for raw subscores and UIRT subscores, while subscore reliability increased 
slightly for augmented raw, augmented UIRT, and MIRT subscores. The two findings 
make sense because non-augmented subscores (raw & UIRT subscores) did not borrow 
any information from other parts on the same test, while augmented scores (augmented 
raw subscores, augmented UIRT subscores, & MIRT subscores) did. For non-augmented 
subscores, the reliability estimate for each subtest was obtained solely with the items on 
that subtest. Augmented subscores were obtained by shrinking the observed scores 
toward the group mean by an amount equal to the unreliability of the measurement 
(Wainer, Sheehan, & Wang, 2000), and thus the augmented subscores became more 
reliable. The reliability of MIRT subscores increased because of incorporating the 
covariance/correlations among all subtests while estimating MIRT subscores (Reckase, 
2009).   
Some other interesting findings regarding subscore reliability are also worth 
noting. First, with item qualities similar to the ones used in this study (with mean item 
discrimination about 1.5, mean item difficulty about 0, & mean guessing about .15), 
when there are 20 items or more on a subtest, the reliability estimates of raw and UIRT 
subscores were quite reasonable (in the range of .80 to .90). Therefore, there is no need to 
 107 
augment the subscores. This result is consistent with Sinharay (2010)’s finding that for 
subtest scores to be reasonably reliable, the subtest scores have to consist of at least about 
20 items.   
Second, the reliability estimates of raw and UIRT subscores for any 5- and 10-
item subtests were barely acceptable (in the range of .60 to .70). Even after augmentation, 
the subscore reliability estimates were reasonable (around .80 or above) only when there 
are 10 items on a subtest and the subtest inter-correlations were .80 and .90. This finding 
is also consistent with previous studies (Sinharay, 2010).  
 
5.1.2. Decision consistency and accuracy of subscores  
In terms of decision consistency and accuracy with subtest scores, the DCs and 
DAs turned out to be functions of subtest length, location of the cut scores, and the 
scoring methods. That is, as the subtest length increased, the DCs and DAs increased for 
all of the five subscores; DCs and DAs were higher when the cut scores were placed at 5
th
 
and 60
th
 percentile than when they were at the 25
th
 and 85
th
 percentile, and that the DCs 
and DAs were higher when there was one cut score (i.e., 50
th
 percentile) than those when 
there were two cut scores (i.e., 5
th
 and 60
th
, & 25
th
 and 85
th
 percentiles). Related to the 
scoring methods, as subtest inter-correlation increased, the DCs and DAs did not increase 
for non-augmented subscores, while they increased for the augmented subscores; as the 
number of subtests increased, the DCs and DAs did not increase for non-augmented 
subscores, while the DCs and DAs increased for augmented subscores; and for the same 
condition, the DCs and DAs of augmented subscores were higher than those of the non-
augmented subscores. The DCs and DAs were quite close for the non-augmented 
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subscores, while the DCs and DAs were quite close for the augmented subscores with the 
DCs and DAs. The DCs and DAs of UIRT subscores were somewhat higher than those of 
raw subscores. The DCs and DAs of MIRT subscores and augmented UIRT subscores 
were quite similar, both of which were somewhat higher than those of augmented raw 
subscores.   
Because both DCs and DAs are affected by test length, location of the cut score in 
the score distribution, test score generalizability, and similarity of the score distributions 
for the two forms (Crocker & Algina, 1986), we would expect to observe the pattern of 
results.  Returning to the scoring method, as augmented subscores borrowed more 
information as subtest inter-correlations increased and the number of subtests increased, 
we observed increased subtest score reliability, which in return had an effect of 
increasing the DCs / DAs. Similarly, as the non-augmented subscores did not borrow 
information from other parts on the test, the DCs and DAs remained the same as subtest 
inter-correlations and the number of subtests increased.  
The finding that the augmented subscores improved over non-augmented 
subscores with higher DC and DA is also consistent with the literature (Edwards & 
Vevea, 2006; Yao & Boughton, 2007; Yao, 2010). With respect to the performance of the 
non-augmented subscores, the classification consistency and accuracy were somewhat 
higher for the UIRT subscores than those of the raw subscores. The finding is consistent 
with the literature (Bock et al., 1997) because of greater stability at the extremes of the 
score distribution using IRT Bayesian estimator. Previous research also showed that 
MIRT subscoring and augmented IRT subscoring produced very similar results (de la 
Torre, Song, & Hong, 2011; DeMars, 2005), which is again confirmed in this study.  
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Some other interesting findings regarding DC and DA of subscores are worth 
pointing out. First, with item qualities similar to the ones used in this study (with mean 
item discrimination about 1.5, mean item difficulty about 0, & mean guessing about .15), 
when there are approximately 20 items or more on a subtest, it does not matter whether or 
not to apply augmentation methods because DCs and DAs were approximately .80 or 
higher for the non-augmented subscoring methods. After referring to the technical 
manuals of the Massachusetts Comprehensive Assessment Systems (MCAS, 
Massachusetts Department of Elementary and Secondary Education, 2014) and 
Pennsylvania System of School Assessment (PSSA, Pennsylvania Department of 
Education, 2015) with overall DCs and DAs being approximately .70 and .80, 
respectively, for 4 performance categories, the DCs and DAs in this study look 
reasonable. Therefore, it may seem unnecessary to apply the augmentation methods.  
Second, it is found that when there is one cut score at the center of test score 
distribution, the classification consistency was reasonable (in the range of .80) for 10-
item subtests and marginally acceptable (in the range of .70) for the 5-item subtests (with 
reference to the MCAS and PSSA technical manuals), for both non-augmented and 
augmented subscores. The classification accuracy was reasonable for the 5-item subtests, 
for both non-augmented and augmented subscores. If the cut score is further away from 
the center of test score distribution, the classification consistency and accuracy will 
become reasonable for the 5-item subtest. This means that even though the 5-item subtest 
scores may not be reliable by themselves, but the classification using these scores could 
be accurate, depending on where the cut score locates.  
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Third, with two cut scores, the interesting finding is that though the DAs for the 
5-item subtests were a bit low (in the range of .70), the DAs for the 10-item subtests were 
marginally acceptable (in the upper range of .70) for both the non-augmented and 
augmented subscores. Same as the 5-item subtest, though the 10-item subtest scores may 
not be reasonably reliable, but the classification using these scores could be accurate, 
depending on where the cut score locates.  
 
5.2 Educational implications, limitations, and future studies  
5.2.1 Educational implications 
There are several major implications from this research.  
First, if the purpose is not to report subscores themselves but to classify 
examinees, classification accuracy could be reasonable (DC/DA being around .80) with 5 
items, even for raw and UIRT subscores, especially when pass-fail decision is to be made 
and the cut is placed away from the center of the distribution. When we have 10 items on 
a subtest, the classification accuracy could still be reasonable (DA being close to .80) 
with 2 cut scores, even for the non-augmented subscores, when the cut is placed away 
from the center of the distribution.  
Second, subtest scores with 5 items (especially with poor psychometric quality) 
on a subtest tend to be too unreliable to report, for both augmented and non-augmented 
subscores. When subtest is rather short, subscore augmentation seems to help only when 
the subtest inter-correlations are moderate high or high (.8 or .9) and when there are 10 
items or more on a subtest.  
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Third, when there are 20 or more items on a subtest, augmentation to increase 
subscore reliability, DC and DA may seem unnecessary because even raw subscores 
themselves were reasonably reliable.   
Last but not least, the choice between the three augmented methods might not be 
clear-cut if the decision is to be made solely based on their statistical properties. Other 
factors such as estimation efficiency, ability to incorporate ancillary information in the 
model, and the factor structure assumed could also take into consideration while choosing 
which scoring method to use. In terms of estimation efficiency, MIRT subscoring is very 
computing intensive, especially for higher dimensional space (more than 3 dimensions). 
Wainer’s augmented subscores, on the other hand, are very straightforward to obtain.   
 
5.2.2 Limitations and future studies 
In the measurement literature, subscores have been criticized as lacking adequate 
reliability and validity (Sinharay et al., 2011) because oftentimes there is a small number 
of items on a subtest and subscores tend to be highly correlated with each other. This 
study took a somewhat different approach; that is, instead of reporting subscores 
themselves, we intended to report classifications based on subscores within each 
subdomain. Specifically, the conditions under which such classifications can be 
consistent and accurate were investigated. The impact of scoring methods on the 
classification consistency and accuracy was also examined. As subscores are desirable for 
test takers, teachers, and other stakeholders and this study attempted to provide diagnostic 
information by looking from a somewhat different angle, the significance of this study is 
therefore established.  
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This study is limited in the sense that all the findings hinges on the following item 
statistics: The mean item discrimination was about 1.50, the mean item difficulty was 0, 
and the mean guessing was about .15. The findings can be only generalizable to testing 
programs with similar item qualities. For future studies, different levels of item qualities 
(e.g., extremely poor or extremely good items) can be manipulated to examine the extent 
to which the effect of item qualities on subscore reliability, DC, and DA.  
Furthermore, we proposed to use norm-referenced cut score(s) (percentile scores) 
as a starting point because finding criterion-referenced cut score(s) is often done through 
standard setting, which was not possible in this study. Future studies should try to use 
criterion-referenced cut scores so that the cut score represented the same meaning (the 
same body of knowledge or skills) across methods.  
Finally, true item parameters were used to score examinees when the MIRT 3PL 
model was used to score all examinees. To mimic reality better, item parameters should 
be estimated to reflect estimation errors.  
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