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A B S T R A C T
Quantum communication and quantum computation are anticipated quantum tech-
nologies which enable us to tackle problems which are hard or even impossible to
solve by classical means. A major challenge in implementing real life applications for
quantum communication and quantum computation is to implement efficient inter-
faces between different kinds of quantum systems which serve as carriers of quantum
information, such as single photons and single material quantum systems (i.e. atoms,
ions ...). These different kinds of quantum systems have different advantages and
disadvantages if it comes to practical applications. Single photons, which may serve as
flying qubits, can be transmitted over larger distances without suffering from too much
decoherence while single material quantum systems may be used as matter qubits to
store and process quantum information locally. For many applications, the particular
advantages of both kinds of systems are needed. Hence, we require interfaces between
flying qubits and matter qubits.
In the first part of this thesis, we develop suitable protocols for implementing
interfaces between these flying qubits and matter qubits. The key challenge is to design
the interactions to allow the efficient coupling of single photons to single material
quantum systems, such as atoms and ions. This is not only of interest for possible
practical applications of quantum mechanics but also drives fundamental research, as it
is directly connected to a precise control and enhancement of matter-field interactions.
The second part of this thesis is concerned with the applications of quantum tech-
nologies for simulating complex quantum systems, which cannot be treated by classical
means. In many cases, the simulation of complex quantum systems turns out to be
a difficult task due to the basic structure of quantum mechanics. The same aspects
of quantum mechanics, which allow us to tackle computationally hard problems by
using quantum algorithms, create difficulties in understanding the behavior of complex
quantum systems. However, the understanding of complex quantum systems is not
only of fundamental importance but might also enable us to give answers to problems
of practical significance, such as an explanation for high-temperature superconductivity.
Here, we develop protocols for implementing such quantum simulations based on
ions trapped in state of the art ion traps. The applications of these kinds of quantum
simulations are ranging from fundamental research to process design, control, and
optimization.
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Z U S A M M E N FA S S U N G
Quantenkommunikation und Quantumcomputing sind zukunftsweisende Quanten-
technologien, welche die Lo¨sung von Problemen ermo¨glichen, die mittels rein klassi-
scher Methoden unlo¨sbar sind. So erlaubt die Quantenkryptographie den informati-
onstheoretisch sicheren Austausch eines geheimen Schlu¨ssels u¨ber große Distanzen
und Quantenalgorithmen machen es mo¨glich, komplexe Probleme, wie die Primfaktor-
zerlegung großer Zahlen, in polynomieller Zeit zu lo¨sen. Eine der gro¨ßten Herausfor-
derungen in der praktischen Anwendung dieser Technologien ist die Implementierung
effizienter Schnittstellen zwischen verschiedenen Quantensystemen, die als Tra¨ger von
Quanteninformation genutzt werden, wie z.B. einzelne Photonen, die als photonische
Qubits dienen, oder einzelne materielle Quantensysteme (z.B. Atome, Ionen...), die
als materielle Qubits Anwendung finden. Diese Quantensysteme haben im Bezug auf
praktische Anwendungen jeweils spezifische Vor- und Nachteile. Einzelne Photonen
ko¨nnen u¨ber große Distanzen u¨bertragen werden ohne dabei durch Dekoha¨renz zu
stark in Mitleidenschaft gezogen zu werden. Materielle Quantensysteme, wie Atome
und Ionen, andererseits ko¨nnen genutzt werden, um Quanteninformation lokal zu
speichern und zu verarbeiten. Fu¨r viele Anwendungen sind jedoch die spezifischen
Vorteile der beiden oben genannten Systeme von No¨ten. Folglich sind Schnittstellen
zwischen photonischen Qubits und materiellen Qubits erforderlich.
Der erste Teil dieser Arbeit bescha¨ftigt sich mit der Entwicklung geeigneter Protokolle
zur Implementierung solcher Schnittstellen. Die Herausforderung liegt hierbei in der
pra¨zisen Kontrolle der Wechselwirkung zwischen Licht und Materie, um eine effiziente
Kopplung von einzelnen Photonen an einzelne materielle Quantensysteme, wie Atome
oder Ionen, zu gewa¨hrleisten. Dies ist nicht nur fu¨r praktische Anwendungen von
Interesse, sondern treibt auch die Grundlagenforschung weiter voran, da hierzu auch
die fundamentale Wechselwirkung von Licht mit Materie auf dem Niveau einzelner
Photonen untersucht wird.
Der zweite Teil dieser Arbeit bescha¨ftigt sich mit mo¨glichen Anwendungen von
Quantentechnologien fu¨r die Simulation von Quantensystemen, die aufgrund ihrer
Komplexita¨t nicht mehr mittels klassischer Computer untersucht werden ko¨nnen. Es
stellt sich heraus, dass viele der Eigenschaften der Quantenmechanik, die es uns
ermo¨glichen schwere Probleme mittels eines Quantencomputers in polynomieller Zeit
zu lo¨sen, die Simulation komplexer Quantensysteme mittels klassischer Computer
erschweren oder gar praktisch unmo¨glich machen. Die Untersuchung derartiger Syste-
me ist nicht nur von Interesse fu¨r die Grundlagenforschung sondern weist auch den
Weg zur Beantwortung vieler Fragen von immenser praktischer Bedeutung, wie z.B.
die Erkla¨rung des Pha¨nomens der Hochtemperatursupraleitung. In diesem Teil der
Arbeit werden Protokolle zur Simulation solcher komplexen Quantensysteme mittels
Ionenfallen vorgestellt. Die mo¨glichen Anwendungen dieser Art von Quantensimula-
tionen reichen hierbei von Grundlagenforschung bis hin zur anwendungsorientierten
Forschung zur Entwicklung, Optimierung und Kontrolle von Prozessen.
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1
I N T R O D U C T I O N A N D O U T L I N E
The interaction between matter and the electromagnetic radiation field is one of the
most fundamental interactions in nature. Thus, the theory of classical electrodynamics
developed by Maxwell is one of the main pillars of classical physics. The desire
to understand these interactions triggered many of the important discoveries at the
beginning of the 20th century, such as the theory of special relativity [1] or the theory
of quantum mechanics [2], originally developed to understand the structure of atomic
spectra. The success of the newly discovered quantum theory quickly spawned the
interest in developing a consistent fully relativistic theory of quantum electrodynamics
[3], unifying the concepts of the new quantum theory with the theory of classical
electrodynamics. The development of this first quantum field theory is considered
to be one of the major breakthroughs in physics during the 20th century and many
concepts such as gauge theories and renormalization which are still fundamental to
our understanding of nature until today have been developed along this way. Today,
the theory of quantum electrodynamics is one of the best tested theories in science
history.
Starting with the invention of the laser [4], experimental advances during the last
decades such as atom trapping [5], ion trapping [6], and laser cooling [7] have enabled
us to control and probe single quantum systems with extremely high accuracy. These
advances and the realization of optical and microwave cavities with extremely high
quality factors led to beautiful experiments probing the interactions between single
material quantum systems, such as atoms or ions, and the electromagnetic radiation
field. Thereby, enabling us to confirm the predictions of quantum mechanics and
quantum electrodynamics not only for macroscopic ensembles, but also for single
quantum systems. These advances have not only led to a deeper understanding of
physics but have also paved the way towards new quantum technologies. Applications
of these anticipated quantum technologies include
1. quantum metrology [8], enabling high precision measurements only limited by
the laws of nature;
2. quantum computing [9], aiming for exponentially enhanced computing power to
tackle computationally hard problems;
3. quantum cryptography or quantum communication [10], enabling information
theoretically secure communication between remote parties;
4. quantum simulations [11], enabling the deeper understanding of complex many-
body problems, which are too complicated to be treated by classical means.
The first part of this thesis is mainly concerned with the development of new protocols
and schemes for applications in quantum computing, quantum cryptography, and
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quantum communication while the second part is focused on protocols for performing
quantum simulations.
In order to exploit the laws of quantum mechanics, for the above mentioned quantum
technological applications, one has to deal with single quantum systems instead of
macroscopic devices 1. So, rather than storing a single bit redundantly in thousands
or even millions of atoms as done in classical computing architectures, the qubits
used for quantum information processing have to be stored in single highly controlled
quantum systems, such as single atoms or single ions. These systems, however, are
extremely fragile towards interactions with the surrounding environment. Uncontrolled
interactions with the environment result in the decay of the coherence properties of
these quantum systems over time causing decoherence and dissipation. The coherence
properties of these single quantum systems are a significant advantage of the quantum
technologies discussed above compared to their classical counterparts. Hence, shielding
a quantum system against decoherence and dissipation is one of the main steps required
for the implementation and use of these quantum technologies.
Quantum systems which have proven themselves to be incredibly insensitive towards
environmental interactions are single photons. They can be transmitted over hundreds
of kilometers by preserving their coherence properties. Hence, photons are ideal for
transmitting quantum information over macroscopic distances, which is crucial for
quantum cryptography and for scaling up architectures for quantum computation [14].
Unfortunately, this insensitivity comes with the price of weak interactions resulting
in weak optical nonlinearities. Under normal circumstances, single photons do not
interact and nonlinearities induced by optical media are typically small and can only
be harnessed if a larger number of photons is present. Interactions between single
quantum systems, such as single photons, are of importance if it comes to applications
for quantum computing or quantum simulation. However, they are also required
for applications in quantum cryptography such as overcoming losses in fibers by
implementing a quantum repeater.
Single material quantum systems, such as atoms or ions, on the other hand offer
stronger interactions among each other, but as such are also more affected by their
environment resulting in decoherence. Hence, a suitable architecture requires interfaces
between photons carrying quantum information over larger distances and material
systems used to create local interactions.
1.1 interfaces between light and matter
The first part of this thesis is concerned with interfaces between single photons and
single material quantum systems. These investigations are not only of interest for
possible practical applications of quantum mechanics but are also driving fundamental
research forward as they are directly connected to a precise control and enhancement of
matter-field interactions. This opens the door to many exciting experiments addressing
fundamental questions in physics, such as loophole-free violations of Bell inequalities.
Our aim is to provide suitable protocols for efficient coupling between photons and
single material quantum systems.
A large part of the current theoretical and experimental research is concerned
with efficient coupling of single material quantum systems to single photons and
1 A quantum system is not necessarily a microscopic system. It has been shown that well-controlled
macroscopic objects, such as superconducting circuits [12] or large molecules [13], can also show the
desired properties.
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is based on fiber- and cavity-based architectures. Thereby, specific modes of the
electromagnetic radiation field are selected by an optical resonator. An attractive feature
of this approach is the drastically simplified structure of the matter-field interaction.
Consequently, a variety of impressive experiments has already been performed based
on this architecture.
A relatively new route towards efficient matter-field coupling focuses on the opposite
regime involving extreme multimode scenarios in the absence of optical resonators.
Instead of enhancing the coupling of the quantum emitters to one particular mode of
the radiation field by using an optical resonator, the coupling of the quantum emitter to
a continuum of modes is enhanced by confining the photons to sub-wavelength length
scales. This can be achieved in a variety of architectures ranging from one-dimensional
waveguides, such as nanowires [15–19], nanofibers [20, 21], or coplanar waveguides
(circuit QED) [22, 23] to free-space [24] scenarios by focusing light by a parabolic mirror.
These new architectures circumvent the limited accessibility of cavities enclosing the
radiation field in three dimensions, thereby enabling enhanced access to the radiation
field simplifying measurement and detection. The free-space approach [25] offers
interesting perspectives for scaling up quantum communication to larger distances by
avoiding losses in optical fibers. Photon losses in optical fibers are currently limiting
fiber-based quantum communication architectures to distances of several hundred
kilometers [26]. These losses are no fundamental limitation and could, in principle, be
overcome by implementing a quantum repeater [27]. However, the implementation
of such a repeater is a demanding task and is connected to many unsolved problems
in the area of quantum information processing. Free-space quantum communication
offers the opportunity to scale up quantum communication to distances of thousands of
kilometers or more by establishing a satellite-based quantum communication network.
As soon as photons are propagating outside the atmosphere losses are reduced drasti-
cally and a free-space channel could outperform fiber-based communication systems.
Hence, the direct coupling of single photons to a multimode radiation field in the
absence of optical resonators offers interesting perspectives for advancing quantum
communication and quantum information processing. Unfortunately, the majority of
the protocols developed for fibers and cavities cannot be adapted to these new kinds
of architectures because typically they rely on intrinsic single mode effects such as
vacuum Rabi oscillations induced by mode selection by an optical resonator. Hence,
there are numerous open questions on how efficient interfaces between single material
quantum systems and single photons propagating in a multimode radiation field can
be realized. In the first part of this work, we address some of the questions connected to
efficient coupling between matter and multimode radiation fields on the single-photon
level.
chapter 2 provides an introduction to the theory of cavity quantum electrodynamics
(cavity QED). This theory serves as the theoretical foundation for all further
investigations in the first part of this thesis.
chapter 3 introduces the framework of the photon-path-representation for single-
photon states. This method provides suitable tools for handling the vast number
of dynamical degrees of freedom which are needed to describe a multimode
electromagnetic radiation field coupled to single quantum emitters. We use
the relations derived in this chapter for studying the dynamics of these kinds
of systems in cases in which only a single initial excitation (either a photonic
excitation or an excitation of one of the material quantum systems) is present in
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the system. By using this photon-path-representation, we can develop suitable
protocols for an efficient coupling of single quantum emitters to single photons
propagating in free-space or in one-dimensional waveguides.
chapter 4 presents the first of these protocols. It can be used for generating high-
fidelity maximally entangled states between distant matter qubits connected via
a free-space link. These maximally entangled states are a valuable resource for
many applications ranging from quantum cryptography to fundamental tests of
quantum mechanics (such as a test of Bell’s inequalities). In our investigation, a
new setup of two opposing parabolic mirrors is considered each of them with a
single ion trapped at its focal point. We show that by using parabolic mirrors it is
possible to overcome low photon collection efficiencies, typically connected to
the free-space channel. The results of this investigation have been published in
“Generation of entangled matter qubits in two opposing parabolic mirrors”
by N. Trautmann, J. Z. Berna´d, M. Sondermann, G. Alber, L. L. Sa´nchez-
Soto, and G. Leuchs, Phys. Rev. A 90, 063814 (2014).
chapter 5 explores the influence of the temporal shape of single-photon wave packets
on the coupling efficiency of single photons to single material systems. Any devi-
ation of the temporal shape of a single-photon wave packet from its ideal form,
which leads to almost unit coupling efficiency, is one of the factors which limits
the efficiency of matter-field coupling on the single-photon level. Techniques
to overcome this hurdle have been developed [28] and tested in experiment
[29] for fiber- and cavity-based systems. If the waveform of the incoming wave
packet is known, the absorption process of the material quantum system can
be controlled by applying additional suitably tailored laser pulses and almost
complete absorption of the incoming wave packet can be accomplished. How-
ever, the corresponding protocol relies on vacuum Rabi oscillations induced by
a high finesse cavity. Hence, this protocol is not compatible with a free-space
link or architectures relying on the direct coupling of a quantum emitter to a
one-dimensional waveguide. We present a new protocol for accomplishing the
same task without mode selection by an optical resonator. We show how it can
be used to realize highly efficient, high-fidelity quantum state transfer between
distant matter qubits. Thereby, we mainly focus on applications for free-space
communication. However, as we are dealing with extreme multimode scenarios,
our results can also be applied to quantum emitters directly coupled to one-
dimensional waveguides. The results of this investigation have been published
in
“Time-Reversal-Symmetric Single-Photon Wave Packets for Free-Space Quan-
tum Communication”
by N. Trautmann, G. Alber, G. S. Agarwal, and G. Leuchs,
Phys. Rev. Lett. 114, 173601 (2015).
chapter 6 demonstrates that dissipative processes such as spontaneous decay or
cavity loss can be turned into valuable tools for quantum information processing
and quantum communication. The protocol discussed in chapter 5 requires a
precise knowledge about an incoming photon wave packets to enable its efficient
absorption. Unfortunately, in general, detailed information about waveform or
the arrival time of an incoming wave packet are not available. In this chapter, we
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demonstrate that this is not a fundamental limitation and that single photons of
quite an arbitrary shape can trigger a highly efficient state transfer of a single
material system. This can be achieved by properly balancing dissipative processes,
such as spontaneous decay or cavity loss, with the help of impedance matching.
This proposed scheme can be applied to cavity-based architectures and does
not require mode selection by an optical resonator. Thus, it can also be used
to enhance the direct coupling of single photons to single material quantum
systems implanted in one-dimensional waveguides or even in free-space. Our
new scheme can serve as a basic building block for various protocols relevant
for quantum information processing. We demonstrate its use for building a
deterministic single-atom single-photon quantum memory and a deterministic
frequency converter between photonic qubits of different wavelengths which
could serve as an interface between several quantum information processing
architectures. The results of this investigation have been published in
“Dissipation-enabled efficient excitation transfer from a single photon to a
single quantum emitter” by N. Trautmann and G. Alber,
Phys. Rev. A 93, 053807 (2016).
chapter 7 discusses the influence of the center of mass motion of a trapped atom
or ion on the process of photon absorption. In many theoretical investigations
concerned with the coupling of trapped atoms or ions to the radiation field, it is
assumed that the dynamics of the center of mass motion of the material system
can be neglected due to tight trapping of the atom or ion and due to its large
mass compared to the small electron mass. We go beyond this assumption and
investigate the impact of the center of mass motion on the attempt to absorb a
single photon by a single trapped atom or ion in free-space efficiently. As it turns
out, the center of mass motion can be a limiting factor of significant importance,
especially if no sub-Doppler cooling techniques are applied to the trapped atom
or ion. In the experiment described in [30], for example, the coupling efficiency is
reduced by roughly 50% just due to the center of mass motion. It is demonstrated
that by time-dependent modulation of a harmonic trapping frequency an atomic
or ionic center of mass state can be squeezed so strongly that highly efficient
single-photon absorption is possible even in cases of weak confinement by a
trapping potential. The results of this investigation have been published in
“Efficient single-photon absorption by a trapped moving atom”
by N. Trautmann, G. Alber, and G. Leuchs,
Phys. Rev. A 94, 033832 (2016).
chapter 8 explores optical nonlinearities and multi-photon processes. All previous
investigations discussed above deal with situations in which at most a single pho-
ton was present in the quantized radiation field. In the case of multiple photons
being present in the radiation field, the description of the resonant interaction of
photons with single material systems becomes much more complicated because
nonlinear saturation effects start to play a role. We investigate the interaction of
single material quantum systems with highly non-classical multi-photon states
by taking the full multimode aspects of the radiation field into account. We
extend the photon-path-representation for single-photon states introduced in
chapter 3 in order to describe the dynamics of such systems by a diagrammatic
method. Our method can be applied to study the dynamics of quantum emitters
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coupled to one-dimensional waveguides or to the radiation field confined in large
or half-open cavities or even in free-space. Thus, our method could be used
to design suitable protocols for quantum information processing and quantum
communication in a variety of architectures ranging from metallic nanowires
coupled to quantum dots to possible applications in free-space. The results of
this investigation have been published in
“Elementary quantum electrodynamical processes in multimode scenarios
- a photon-path-representation for multiphoton states”
by N. Trautmann and G. Alber, to be published in “Lectures on Quan-
tum Information” (Wiley-VCH, edited by D. Bruss and G. Leuchs).
1.2 quantum simulation
In general terms,
“Simulation is the process of representing the dynamic behavior of one system by
the behavior of another system.”
–Encyclopedia of Computer Science [31]
Due to the rapid development of classical information technology over the last decades,
simulations are often carried out using classical computing architectures. However, the
notion of simulation is not restricted to the use of classical computers. The second part
of this thesis is concerned with applications of quantum technologies for simulating
complex systems which can hardly be treated by classical means. Simulations are
used to gain knowledge about the behavior of a complex system. They are often
performed to access observables which are difficult to measure in experiments or to
replace experiments to some extent if they are too expensive or too resource consuming.
Applications of simulations are ranging from fundamental research to process design,
control, and optimization.
The simulation of complex quantum systems, especially interacting many-body
systems, turns out to be a difficult task due to the basic structure of quantum mechanics.
The same aspects of quantum mechanics, which allow us to tackle computationally
hard problems by using quantum algorithms, create difficulties in understanding
the behavior of complex quantum systems. Thus, a current direction of research
is to connect the dynamics of one particular quantum system to the dynamics of
another well-controlled quantum system. These quantum simulations enable us to
understand the behavior of complex quantum many-body systems, which is not only of
fundamental importance but might also enable us to give answers to problems of vital
practical importance, such as an explanation for high-temperature superconductivity.
chapter 9 shows how to simulate the dynamical Casimir effect, an effect predicted
theoretically by cavity QED [32], by using an ion chain confined in a Paul trap.
This effect is directly connected to the vacuum fluctuations of the electromagnetic
radiation field, a direct manifestation of Heisenberg’s uncertainty principle. The
dynamical Casimir effect allows for the observation of these vacuum fluctuations
by turning them into real observable photons. Unfortunately, the observation
of this effect in a cavity QED experiment would require the rapid variation of
the length of a cavity with relativistic velocities, a daunting challenge. We show
that the dynamics of the multimode radiation field inside a variable-length cavity
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can be mapped to the dynamics of transverse phonons of an ion crystal. The
proposed quantum simulator allows for probing the photon production caused by
the dynamical Casimir effect on the single-photon level by using the sophisticated
methods of measuring phonic excitations available for ion chains. The results of
this investigation have been published in
“Quantum simulation of the dynamical Casimir effect with trapped ions”
by N. Trautmann and P. Hauke, New J. Phys. 18, 043029 (2016).

Part I
I N T E R FA C E S B E T W E E N L I G H T A N D M AT T E R

2
C AV I T Y Q U A N T U M E L E C T R O D Y N A M I C S
In this chapter, we formulate the theory of cavity quantum electrodynamics (cavity
QED), which provides the basic framework for all further investigations in the first part
of this thesis. The theory of cavity QED has been developed to describe the interaction
of quantum emitters, such as atoms or ions, with the quantized radiation field inside
an optical resonator. The typical experiments are concerned with photon energies
around a few electron volts (eV). Thus, processes connected to much higher energy
scales, such as pair production, can safely be neglected. The theory formulated in this
chapter corresponds to the low energy limit of the full relativistic theory of quantum
electrodynamics. In this low energy limit, the formalism of the theory can be simplified
considerably which allows us to focus on the effects which can be observed in typical
cavity QED experiments.
One of the basic ideas of cavity QED is to treat the macroscopic objects forming the
cavities or the mirrors almost classically. Thereby, it is possible to focus on the dynamics
of a single or a few quantum emitters interacting with the quantized radiation field. We
start our discussion of cavity QED in the absence of these quantum emitters, a situation
in the following referred to as the free radiation field. In a second step, we include
the description of the interaction of the quantized radiation field with the microscopic
quantum emitters mentioned above.
2.1 the free radiation field
As starting point of our investigation of the free radiation field, we choose the Maxwell
equations and investigate the induced dynamics of the vector potential A and the
scalar potential φ. In a first step, we isolate the dynamical degrees of freedom which
are required to describe the classical radiation field. For this purpose, we make use of
the Coulomb gauge condition which allows us to focus solely on the vector potential
A. In a second step, a Lagrangian respectively a Hamiltonian formulation of the
theory describing these dynamical degrees of freedom is derived. Finally, we apply the
canonical quantization procedure to obtain the theory of quantum electrodynamics for
the free radiation field.
We start our considerations with the classical Maxwell equations (in SI units), which
describe the dynamics of the electric field E and the magnetic field B coupled to a
charge distribution ρ and an electric current j
∇ · E = ρ
e0
(2.1)
∇ · B = 0 (2.2)
∇× E = − ∂
∂t
B (2.3)
∇× B = µ0j + µ0e0 ∂
∂t
E (2.4)
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with e0 and µ0 being the vacuum permittivity and the vacuum permeability. The
electric field and the magnetic field can be expressed in terms of the vector potential A
and the scalar potential φ by defining the relations
B = ∇×A (2.5)
E = −∇φ− ∂
∂t
A . (2.6)
By using the above ansatz, we guarantee that the homogeneous Maxwell equations
Eqs. (2.2) and (2.3) are satisfied by the electric and magnetic field. In fact, introducing
the vector potential is not only a matter of convenience but it is also the right way
to obtain a Lagrangian or Hamiltonian formulation of the theory, which is needed to
apply the canonical quantization procedure. However, the connection between the
vector potential and the corresponding electric and magnetic fields is not unique. In
order to circumvent the ambiguity of the vector potential A and the scalar potential φ,
we impose the so called Coulomb gauge condition
∇A = 0 . (2.7)
By imposing this gauge condition, the Gauss law (Eq. (2.1)) takes the following form
−∇2φ = ρ
e0
. (2.8)
In a similar fashion, Eq. (2.4) can be written in the form[
∇2 − 1
c2
∂2
∂t2
]
A = ∇
(
1
c2
∂
∂t
φ
)
− µ0j (2.9)
with c =
√
e0µ0
−1 being the speed of light. It is possible to split the electric field E in a
longitudinal part E‖ with ∇× E‖ = 0 and a transversal part E⊥ with ∇E⊥ = 0. Due to
the Coulomb gauge condition, the following relations hold true
E‖ = −∇φ ,
E⊥ = −A˙ .
For quantizing the theory, we have to develop a Lagrangian formulation of the theory.
In the case of the free radiation field (in the absence of any matter), i.e. ρ = 0, j = 0,
Eq. (2.8) reduces to
∇2φ = 0 . (2.10)
In the following, we impose suitable boundary conditions on the scalar field φ. These
boundary conditions are motivated by physical considerations. They allow us to
model mirrors or other macroscopic objects without the need of taking the dynamical
degrees of freedom connected to such a macroscopic object into account, which would
result in a complex many-body problem. The free-space scenario is modeled by
imposing the boundary condition that φ(x) vanishes as || x ||→ ∞ . For describing
the dynamics inside a finite volume V confined by, for example, perfectly conducting
walls, we assume that φ(x) has a constant value over the surface ∂V of the volume
V. For properly chosen boundary conditions, the solution of Eq. (2.10) is unique.
Due to the uniqueness of the solution, we won’t consider φ as dynamical degree of
freedom because it is completely determined by the boundary conditions. Thus, in
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the following, we solely deal with the quantization of the vector potential A and treat
the scalar potential φ classically. For the rest of this chapter, we focus on the case
of time-independent boundary conditions. This implies ∂∂t E‖ = 0. The formulation
of the theory for time-dependent boundary conditions is introduced in chapter 9 for
discussing the dynamical Casimir effect. In case of the free radiation field, Eq. (2.9)
simplifies considerably and takes the form[
∇2 − 1
c2
∂2
∂t2
]
A = 0 . (2.11)
In order to develop a Hamiltonian formulation of this theory and to quantize it later
on, we have to determine all independent dynamical degrees of freedom. For isolating
these dynamical degrees of freedom, we expand the vector field A in terms of suitable
mode functions gi. For the sake of simplicity, we consider the dynamics of the radiation
field only in a finite volume V with suitably chosen boundary conditions. As discussed
previously for the scalar field φ, the boundary conditions are motivated by physical
considerations. For example, an ideally conducting surface is modeled by the constraint
that the electric field is perpendicular to the surface (for all points on the surface). In
Coulomb gauge, this directly translates to the vector potential A and hence to the mode
functions gi. By imposing the boundary conditions, we make sure that we only have to
deal with a countably infinite number of modes of the radiation field. A suitable set of
real valued orthonormal mode functions gi fulfills the following conditions
∇gi(x) = 0 (2.12)[
∇2 + 1
c2
ω2i
]
gi = 0 (2.13)∫
V
gi(x)gj(x)d3x = δi,j (2.14)
for suitable mode frequencies ωi ≥ 0. Thereby, Eq. (2.12) is a consequence of the gauge
fixing condition of Eq. (2.7), Eq. (2.13) is the vectorial Helmholtz equation, and Eq.
(2.14) is the orthonormalization condition. Furthermore, we assume that our set of
mode functions is complete, i.e.,
∑
i
gi(x1)gi(x2) = δ3⊥(x1 − x2) for all x1, x2 ∈ V
with δ3⊥ denoting the transverse delta function in three dimensions (see [33] for a
definition of δ3⊥). If our set of mode functions satisfies all the previous conditions, we
can expand the vector potential in terms of these mode functions
A(x) =
1√
e0
∑
i
qigi(x)
by introducing suitable coefficients qi > 0. These coefficients are the dynamical degrees
of freedom which can be used to derive the Hamiltonian formulation of the theory. For
our choice of mode functions, the time evolution of the vector potential induced by Eq.
(2.11) is given by
A(t, x) =
1√
e0
∑
i
qi(t)gi(x)
with
qi(t) = qi(t0) cos (ωi (t− t0)) + q˙i(t0)
ωi
sin (ωi (t− t0)) .
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This time evolution can be described by a Lagrange function which corresponds to a
system of harmonic oscillators
Lrad = ∑
i
1
2
q˙2i −
1
2
ω2i q
2
i
=
e0
2
∫
V
E2⊥(x)− c2B2(x)d3x .
This Lagrange function induces the canonical conjugated momenta
pi =
∂Lrad
∂q˙i
= q˙i
and leads to the following Hamilton function describing the dynamics
Hrad = ∑
i
1
2
p2i +
1
2
ω2i q
2
i
=
e0
2
∫
V
E⊥2(x) + c2B2(x)d3x .
In order to perform the canonical quantization of the theory, we just replace the
coefficients qi and their corresponding canonical conjugated momenta pi by suitable
operators defined on a suitable Hilbert space Hrad:
qi → qˆi , (2.15)
pi → pˆi . (2.16)
These operators fulfil the following canonical commutation relations
[qˆi, qˆj] = 0 , (2.17)
[ pˆi, pˆj] = 0 , (2.18)
[qˆi, pˆj] = ih¯δi,j . (2.19)
For later convenience, we introduce the annihilation and creation operators aˆi and aˆ†i
which are defined as
aˆi =
1√
2h¯ωi
(ωi qˆi + i pˆi) ,
aˆ†i =
1√
2h¯ωi
(ωi qˆi − i pˆi) .
These operators fulfill the commutation relations
[aˆi, aˆ†j ] = δi,j . (2.20)
We can express all the field operators and the Hamilton operator in terms of these
creation and annihilation operators. We obtain the following expressions for the field
operators
Aˆ(x) = ∑
i
√
h¯
2ωie0
gi(x)
(
aˆi + aˆ†i
)
(2.21)
Eˆ⊥(x) = i∑
i
√
ωi h¯
2e0
gi(x)
(
aˆi − aˆ†i
)
(2.22)
Bˆ(x) = ∑
i
√
h¯
2ωie0
∇× gi(x)
(
aˆi + aˆ†i
)
(2.23)
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and the following expression for the Hamilton operator
Hˆrad = h¯∑
i
ωi aˆ†i aˆi +
h¯
2∑i
ωi .
The second term h¯2 ∑i ωi, which corresponds to the infinite vacuum energy, is a conse-
quence of the commutation relations (2.20). This term is just a multiple of the identity.
In order to obtain a meaningful Hamilton operator, we have to renormalize the ground
state energy and neglect this vacuum energy contribution. In the following, we describe
the dynamics of the radiation field by using the Hamilton operator
Hˆrad = h¯∑
i
ωi aˆ†i aˆi . (2.24)
We are now equipped with a description of the quantized dynamics of the free radiation
field confined to a finite volume V. In order to obtain a description of the dynamics in
free-space, we just have to consider a limit in which V → R3.
Up to now, we just dealt with the description of the dynamics of the radiation field
and not with the different quantum states of the radiation field connected to the Hilbert
space Hrad. A quantum state of particular importance is the vacuum state |0〉rad ∈ Hrad
which is the ground state of the Hamilton operator Hˆrad and fulfills the property
aˆi |0〉rad = 0 for all i .
Based on this state, it is possible to construct all the other important classes of states of
the radiation field like photon number states, coherent states, and coherent squeezed
states [34].
2.2 modeling matter-field interactions
In this section, we extend the quantum theory of the free radiation field developed in
the previous section in order to take the interaction between the radiation field and
a single quantum emitter into account. We consider an electrically neutral quantum
emitter, such as an atom, composed of N charged non-relativistic point like particles
with the charges Q1...QN , the masses m1...mN and the positions R1...RN interacting,
with the radiation field. As in the previous section, we won’t quantize the scalar field
φ because the scalar field is completely determined by the boundary condition and the
distribution of the charges. Thus, we solve the classical equation Eq. (2.8) directly for
the charge density
ρ(x) =
N
∑
α=1
Qαδ(x− Rα) .
We can construct the solution by using an appropriate Green’s function G∇2 which
satisfies the equation
∇2x1 G∇2(x1, x2) = δ(x1 − x2)
and which fulfills suitable boundary conditions. By applying this Green’s function, we
obtain
φ(x) = − 1
e0
N
∑
α=1
QαG∇2(x, Rα) .
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The dynamics of the transverse vector potential A and the point like particles can be
described by the minimal coupling Hamiltonian
H =∑
α
1
2mα
[Pα −QαA(Rα)]2+Hrad− 1e0 ∑α>β
QαQβG∇2(Rα, Rβ)−
1
2e0
∑
α
Q2αG∇2(Rα, Rα)
with
Pα = mαR˙α + QαA(Rα)
being the canonical conjugated momentum to Rα and Hrad being the Hamiltonian of
the free radiation field introduced in the previous section. For a detailed discussion of
the Hamiltonian formulation of the interacting theory see [33].
In the following, we neglect the energy shift caused by the self interaction term
− 12e0 ∑α Q2αG∇2(Rα, Rα). In order to quantize this theory, we just have to replace the
Rα and the canonical conjugated momenta Pα by suitable operators
Rα → Rˆα
Pα → Pˆα
with [
(
Rˆα
)
i ,
(
Rˆβ
)
j] = 0 (2.25)
[
(
Pˆα
)
i ,
(
Pˆβ
)
j] = 0 (2.26)
[
(
Rˆα
)
i ,
(
Pˆβ
)
j] = ih¯δi,jδα,β . (2.27)
In a similar way, we also replace the corresponding degrees of freedom connected to the
radiation field qi and pi (as done in the previous section) by suitable operators qˆi and
pˆi. We assume that the operators Rˆα and Pˆα referring to the position and momentum
of the point like particles commute with the operators qˆi and pˆi referring to the degrees
of freedom of the radiation field. A suitable choice for representing these operators is
the Hilbert space
H = Hatom ⊗Hrad
with Hrad being a Hilbert space connected to the dynamical degrees of freedom of
the radiation field (i.e., all the operators pˆi and qˆi can be considered to be defined on
this Hilbert space) and Hatom being Hilbert space linked to the dynamical degrees of
freedom of the atom (i.e., all the operators Rˆα and Pˆα can be considered to be defined
on this Hilbert space). We obtain the Hamilton operator
Hˆ =∑
α
1
2mα
[
Pˆα −QαAˆ(Rˆα)
]2 − 1
e0
∑
α>β
QαQβG∇2(Rˆα, Rˆβ) + Hˆrad .
For typical atomic systems, the extension of the atom (≈ 10−10m) is much smaller than
a typical optical wavelength (which is of the order of several hundred nanometers).
This fact allows us to apply the dipole approximation. Thereby, we assume that all the
charges are centered around R and replace
∑
α
1
2mα
[
Pˆα −QαAˆ(Rˆα)
]2 →∑
α
1
2mα
[
Pˆα −QαAˆ(R)
]2
.
In the previous step, we replaced the evaluation of the field operators Aˆ(Rˆα) at the
position of the charges by the evaluation of the field operator at the center of the atom R.
The dipole approximation is often accompanied by the Go¨ppert-Mayer transformation
which can be described by the unitary operator
Uˆ = e
i
h¯ dˆ·Aˆ(R)
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with
dˆ :=∑
α
QαRˆα
being the dipole operator of the charge distribution. By applying this transformation,
we obtain
Hˆ = Hˆatom + Hˆrad + Hˆint (2.28)
with
Hˆatom = ∑
α
1
2mα
Pˆ2α −
1
e0
∑
α>β
QαQβG∇2(Rˆα, Rˆβ) ,
Hˆint = −dˆ · Eˆ⊥(R) .
Thereby, we have neglected the term
∑
i
1
2e0ωi
(
~gi(R) · dˆ
)2
which just leads to a shift of the atomic energy levels. After applying the approxima-
tions introduced above, the interaction between the quantum emitter and the radiation
field is solely characterized by the dipole moment of the charge distribution and the
electric field at the position of the quantum emitter. One of the advantages of the
Go¨ppert-Mayer transformation is that, after applying the transformation, the canonical
conjugated momenta Pˆα coincide with the kinetic momenta. The Hamilton operator
given in Eq. (2.28) serves as the basic model of the quantum optical systems which we
consider in the first part of this thesis.
2.3 summary
In this chapter, we have given an introduction to the theory of cavity QED. We have
started with the derivation of the quantum theory of the free electromagnetic radiation
field in Sec. 2.1. The modeling of the interactions of the quantized electromagnetic
radiation field with microscopic single quantum emitters, such as atoms or ions, has
been discussed in Sec. 2.2. Thereby, we have introduced the dipole approximation,
which leads to an excellent description of many processes in the optical regime.
In our discussion of cavity QED, we have not addressed the propagation of the
electromagnetic radiation field inside a dielectric medium and have modeled mirrors or
optical resonators by introducing suitable boundary conditions. However, it is possible
to generalize the theory introduced above to describe the propagation of photons in
linear dielectric media [35]. This can be done by choosing the mode functions to be
solutions of a generalized Helmholtz equation, which takes the dielectric constants of
the linear medium into account. In this way, it is possible to investigate the propagation
of the radiation field and matter-field coupling in the presence of one-dimensional
waveguides, such as nanowires, nanofibers, or hollow fibers and many other photonic
structures of interest. The theory of cavity QED introduced in this chapter provides
us with the theoretical foundation for all further investigations in the first part of this
thesis.

3
P H O T O N PAT H R E P R E S E N TAT I O N F O R S I N G L E - P H O T O N
S TAT E S
The formulation of the theory of cavity QED introduced in the previous section
allows us to study the interaction of single quantum emitters with the electromagnetic
radiation field on the single-photon level. However, the theoretical discussion of the
dynamics of such systems is often complicated by the multitude of dynamical degrees
of freedom involved in the description of the multimode electromagnetic radiation
field. In this chapter, we introduce a method which allows us to deal with this vast
number of dynamical degrees of freedom and to investigate the dynamics of the
quantized multimode radiation field interacting with several quantum emitters. We
restrict ourselves to scenarios in which only a single initial excitation (either a photonic
excitation or an excitation of one of the quantum emitters) is present in the system. In
chapter 8, we generalize this method to be able to deal with multiple excitations present
in the system. We focus on situations such as free-space, large cavities, or half-open
cavities. However, the method discussed here can be adapted to other scenarios of
interest in which no mode selection by a high finesse optical resonator takes place, such
as surface plasmons coupling to a quantum dot [16] or photons propagating along
a nanofiber coupling to atoms trapped in the evanescent field surrounding the fiber
[20]. By using this method, we can interpret the dynamics of the system in descriptive
way as sequences of spontaneous absorption and emission processes. These emission
and absorption processes are connected to the propagation of single photons from one
quantum emitter to another. Due to this descriptive interpretation, we refer to our
method as single-photon-path-representation.
In Sec. 3.1, we start with the introduction of a suitable model for the quantum
emitters interacting with the radiation field. This model is based on the considerations
discussed in the previous chapter. In Sec. 3.2, we discuss the spontaneous decay
process of a single excited atom in free-space. The description of this process serves as
an essential building block of the photon-path-representation, which we develop in Sec.
3.3. Finally, in Sec. 3.4, we connect the photon-path-representation to the framework of
geometrical optics by using semiclassical approximations for taking the presence of
mirrors or an optical resonator into account.
3.1 scenario and model
In the scenario which we have in mind, we consider several, well separated quantum
emitters located at fixed positions in a large, half-open cavity or even in free-space. An
example of such a scenario is depicted in Fig. 3.1. For modeling the system, we use the
framework of cavity quantum electrodynamics developed in the previous chapter. We
model the interaction between the radiation field and the atoms by using the dipole
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Figure 3.1.: Basic scenario: several two-level atoms placed in a large, half-open cavity or
even in free-space. Initially, there is only a single excitation in the system,
either a photonic or an atomic one.
approximation introduced previously. Furthermore, we focus on n identical two-level
atoms, i.e., we restrict the dynamics of the atoms to two electronic states of the quantum
emitters. It is a straightforward task to generalize the following considerations to much
more general level schemes and we go beyond this two-level approximations in chapter
4 and 5.
In order to apply the framework of cavity quantum electrodynamics developed in
the previous section, we have to go a little bit beyond the considerations of chapter 2 to
describe n well-separated quantum emitters in the following referred to as atoms. For
modeling the dynamics of this system, we introduce suitable Hilbert spaces H1atom...
Hnatom for each of these atoms 1 ...n and suitable Hamilton operators Hˆ1atom...Hˆnatom (see
chapter 2) defined on these Hilbert spaces modeling the free dynamics of each of the
atoms. We also introduce a suitable Hilbert space Hrad (see chapter 2) to represent
the radiation field with the Hamilton operator Hˆrad defined on this Hilbert space. The
Hilbert space of the whole system is given by
H = H1atom ⊗ ...⊗Hnatom ⊗Hrad .
We model the interaction between the atoms and the radiation field by the dipole
approximation introduced in the previous chapter. For this purpose, we introduce
appropriate operators Hiint modeling the interaction between atom i and the radiation
field. These operators are given by
Hˆiint = −dˆi · Eˆ⊥(Ri)
with Ri denoting the position of atom i and dˆi denoting the dipole operator of atom i
defined in the previous chapter and defined on the Hilbert space Hatomi . The Hamilton
operator describing the complete system is now given by
Hˆ = Hˆrad +∑
i
Hˆiatom +∑
i
Hˆiint .
The cavities or mirrors are modeled by imposing boundary conditions on the mode
functions gi as discussed in Sec. 2.1. Thereby, we have neglected terms which are
induced by the scalar potential φ and correspond to a dipole-dipole interaction of the
neighboring atoms (we assume that the distances between the atoms and the distances
between the atoms and the mirrors are sufficiently large).
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The two-level approximation mentioned previously corresponds to a restriction
of the Hilbert spaces Hatom1 ... Hatomn to two eigenstates of the Hamilton operators
Hˆ1atom...Hˆnatom. We denote these eigenstates by |e〉i ∈ Hatomi and |g〉i ∈ Hatomi for the
excited state respectively the ground state of atom i. Furthermore, we renormalize the
ground state energies of the Hamilton operators Hˆ1atom...Hˆnatom. We can represent these
operators by
Hˆiatom = h¯ωeg |e〉i 〈e|i
with ωeg denoting the transition frequency between the ground state |g〉i and the
excited state |e〉i. In the two-level approximation, the operators Hˆiint are given by
Hˆiint = − (di |e〉i 〈g|i +H.c.) · Eˆ⊥(Ri)
with
di = 〈e|i dˆi |g〉i
being the dipole matrix element which characterizes the transitions |e〉i → |g〉i of atom
i. Thereby, we have assumed that
〈e|i dˆi |e〉i = 〈g|i dˆi |g〉i = 0
which can always be achieved by choosing electronic eigenstates with well defined
parity.
In the following, we apply the so-called rotating-wave approximation (RWA) which
is typically well justified in the optical regime. This approximation is based on a
separation of time scales. For typical atomic systems and optical transitions the
transition frequencies ωeg which are of the order of 1015s−1 are much larger than all
other relevant frequencies or decay rates of the system. Typical spontaneous decay
rates, for example, are of the order of 109s−1 for dipole allowed transitions and thus six
orders of magnitude smaller than the typical transition frequencies. In order to apply
the RWA, we split the electric field operator in a negative and positive frequency part
Eˆ⊥(x) = Eˆ−⊥(x) + Eˆ
+
⊥(x)
whereby
Eˆ+⊥(x) =
[
Eˆ−⊥(x)
]†
= i∑
i
√
ωi h¯
2e0
gi(x)aˆi .
By doing so, we can rewrite the operator and obtain
Hˆiint = − |e〉i 〈g|i di · Eˆ+⊥(Ri)− |g〉i 〈e|i d∗i · Eˆ−⊥(Ri)
− |e〉i 〈g|i di · Eˆ−⊥(Ri)− |g〉i 〈e|i d∗i · Eˆ+⊥(Ri) .
The RWA can be justified by going to the interaction picture with respect to
H0 = Hˆrad +∑
i
Hˆiatom .
In the interaction picture
|e〉i 〈g|i → |e〉i 〈g|i eiωeg(t−t0)
and
Eˆ+⊥(x)→ i∑
i
√
ωi h¯
2e0
gi(x)aˆie−iωi(t−t0) .
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Thus, in the interaction picture the expressions
|e〉i 〈g|i di · Eˆ−⊥(Ri)
and
|g〉i 〈e|i d∗i · Eˆ+⊥(Ri)
are oscillating rapidly with frequencies ± (ωeg +ωi) and correspond to highly off
resonant transitions. By applying the RWA, we neglect these expressions and just keep
the terms which are slowly oscillating. By going back to the Schro¨dinger picture we
obtain
Hˆiint = − |e〉i 〈g|i di · Eˆ+⊥(Ri)− |g〉i 〈e|i d∗i · Eˆ−⊥(Ri) .
3.2 description of the spontaneous decay process in free-space
One of the basic processes which takes place if a single atom interacts with a multimode
radiation field is the spontaneous decay process, i.e., the depopulation of the excited
state and the subsequent emission of a single photon. One of its characteristic features
is an exponential decay law describing the depopulation of the excited state.
For studying this process, we consider a single two-level atom interacting with the
radiation field in free-space. The basic idea of the photon-path-representation is to
start from the spontaneous decay process and to treat all deviations caused by the
presence of a cavity, a mirror or additional atoms as perturbations described in a proper
perturbative expansion. To do so, it is of fundamental importance to understand this
spontaneous decay process. In this section, we briefly recapitulate the description
of the spontaneous decay process by Weisskopf and Wigner [36] (even more general
considerations can be found in [37]) to use it as the core building block for developing
the photon-path-representation. We consider a single two-level atom located at a fixed
position R in free-space.
We consider the radiation field to be initially in the vacuum state and the atom to be
in the excited state. This corresponds to an initial state of the form
|ψ(t0)〉 = |e〉 ⊗ |0〉rad . (3.1)
Due to the RWA, the number of excitations, i.e., the number of atomic excitations plus
the number of photons, is a conserved quantity. Thus, we can use the following ansatz
for the time evolution of the wave function
|ψ(t)〉 = |ψatomic(t)〉+ |ψphotonic(t)〉
with
|ψatomic(t)〉 = b(t) |e〉 ⊗ |0〉rad
representing the part of the Hilbert space corresponding to a single atomic excitation
and
|ψphotonic(t)〉 = |g〉 ⊗∑
i
fi(t)a†i |0〉rad
representing the part of the Hilbert space corresponding to a single photonic excitation.
The Schro¨dinger equation induces the following system of coupled differential
equations
d
dt
b(t) = −iωegb(t) + ih¯ 〈g| ⊗ 〈0|rad d · Eˆ
+
⊥(R) |ψphotonic(t)〉 , (3.2)
d
dt
|ψphotonic(t)〉 = − ih¯ Hˆrad |ψphotonic(t)〉+
i
h¯
|g〉 ⊗ [d∗ · Eˆ−⊥(R) |0〉rad] b(t) .
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We can rewrite the last equation as integral equation
|ψphotonic(t)〉 = ih¯ |g〉 ⊗
∫ t
t0
b(t1)e−
i
h¯ Hˆrad(t−t1)d∗ · Eˆ−⊥(R) |0〉rad dt1 . (3.3)
By using the previous expression and combining it with Eq. (3.2), we obtain
d
dt
b(t) = −iωegb(t)− 1
h¯2
∫ t
t0
b(t1) 〈0|rad
(
d · Eˆ+⊥(R, t)
) (
d∗ · Eˆ−⊥(R, t1)
) |0〉rad dt1 (3.4)
with
Eˆ±⊥(x, t) = e
i
h¯ Hˆrad(t−t0)Eˆ±⊥(x, t0)e
− ih¯ Hˆrad(t−t0)
being the field operator Eˆ±⊥(x, t) in the interaction picture. In order to solve Eq. (3.4),
we have to evaluate the expression
1
h¯2
〈0|rad
(
d · Eˆ+⊥(R, t2)
) (
d∗ · Eˆ−⊥(R, t1)
) |0〉rad
= ∑i
ωi
2e0 h¯
| d · gi(R) |2 e−iωi(t2−t1) .
By using arguments similar to the ones used to justify the RWA, we can replace
1
h¯2
〈0|rad
(
d · Eˆ+⊥(R, t2)
) (
Eˆ−⊥(R, t1) · d∗
) |0〉rad (3.5)
in Eq. (3.4) by 1
1
h¯2
[
d · Eˆ⊥(R, t2), Eˆ⊥(R, t1) · d∗
]
. (3.6)
The previous approximation is valid because by going from Eq. (3.5) to Eq. (3.6) we
introduced additional terms with the time dependence eiωi(t2−t1). These terms are
highly off resonant with respect to the dynamics of the excited state of the two-level
atom with the time dependence e−iωeg(t2−t1). Thus, we can neglect the contribution of
these terms due to their large detuning (ωeg +ωi).
For evaluating Eq. (3.6), we have to choose suitable mode functions. Therefore, we
start with a description of the radiation field in a finite volume V discussed in Sec. 2.1
and consider a suitable limit V → R3. A common and quite convenient choice is to
consider the radiation field inside a cube with periodic boundary conditions 2 and with
edge length l centered around the origin
V = [−l/2, l/2]3 .
In order to approach the free-space dynamics, we consider the limit l → ∞. A
convenient choice for the mode functions gi 3 is given by
gx,y,zi (x) =
1√
l
3 e
ix·kiei
for
ki ∈ 2pil Z
3 || ei ||= 1 and ei ⊥ ki .
1 The commutator is actually a multiple of the identity operator, but is treated in the following as a scalar.
2 Periodic boundary conditions for the mode functions: gi(−l/2, y, z) = gi(l/2, y, z) and similar constrains
for the y and z axis.
3 The mode functions used in Sec. 2.1 were chosen to be real valued. Similar considerations also hold true
for complex valued mode functions.
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The corresponding mode frequencies are given by ωi = ||ki||c. In the limit l → ∞, we
can replace the sum over ki ∈ 2pil Z3 by an integral over R3. We obtain
1
h¯2
[
d · Eˆ⊥(R, t2), Eˆ⊥(R, t1) · d∗
]
= −i Γ
ω3eg
δ(3)(t2 − t1)→ Γδ(t2 − t1)
(3.7)
with δ(3) being the third derivative of the δ-distribution and
Γ =
ω3eg || d ||2
3pie0h¯c3
being the spontaneous decay rate of the two-level atom in free-space. In the second
line of Eq. (3.7), we replaced δ(3)(t2 − t1) by iω3egδ(t2 − t1) which is justified because
the short time behavior of b(t) is dominated by rapid oscillations with the frequency
ωeg. By using Eq. (3.7), we can simplify Eq. (3.4) considerably and obtain
d
dt
b(t) =
[
−iωeg − Γ2
]
b(t) .
The solution of Eq. (3.1) for the initial state chosen in Eq. (3.1) is given by
b(t) = e(−iωeg−Γ/2)(t−t0) . (3.8)
Eq. (3.8) describes the spontaneous decay of the initial atomic excitation due to the
coupling of the atom to the radiation field. The corresponding emission of the photon
is described by Eq. (3.3).
3.3 derivation of the photon-path-representation
In this section, we derive the photon-path-representation. As mentioned previously, we
start with the description of the spontaneous decay process discussed in the previous
section and we treat all deviations caused by the presence of a cavity, a mirror, or
additional atoms as perturbations in an appropriately defined perturbation series. The
basic idea is that all these deviations are connected with time delays due to the finite
speed of light because a photon needs time to propagate to one of the boundaries of the
cavity or to another atom. These time delays cause the perturbation series to terminate
after taking finitely many terms into account if the time interval under consideration is
finite.
We start with an initial state |ψ(t0)〉 which corresponds to the number of excitations
being equal to one. As in the previous section, we can make the following ansatz for
the time evolution of the wave function
|ψ(t)〉 = |ψatomic(t)〉+ |ψphotonic(t)〉
with
|ψatomic(t)〉 =
(
n
∑
α=1
bα(t) |e〉α 〈g|α
)
|g〉1 ⊗ |g〉2 ⊗ ...⊗ |g〉n ⊗ |0〉rad (3.9)
representing the part of the Hilbert space corresponding to a single atomic excitation
and
|ψphotonic(t)〉 = ∑
i
fi(t)a†i |0〉rad ⊗ |g〉1 ⊗ |g〉2 ⊗ ...⊗ |g〉n
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representing the part of the Hilbert space corresponding to a single photonic excitation.
This simple ansatz for the wave function |ψ(t)〉 is only valid in case of a single initial
excitation. We discuss a generalization of the photon-path-representation for several
initial excitations in chapter 8.
The Hamilton operator Hˆ introduced in Sec. 3.1 induces the following system of
coupled differential equations
d
dt
|ψatomic(t)〉 = −iωeg |ψatomic(t)〉+ ih¯
n
∑
α=1
|e〉α 〈g|α dα · Eˆ+⊥(Rα) |ψphotonic(t)〉 ,
(3.10)
d
dt
|ψphotonic(t)〉 = − ih¯ Hˆrad |ψphotonic(t)〉+
i
h¯
n
∑
α=1
|g〉α 〈e|α d∗α · Eˆ−⊥(Rα) |ψatomic(t)〉 .
(3.11)
The solution of Eq. (3.11) is given by the following integral expression
|ψphotonic(t)〉 = e− ih¯ Hˆrad(t−t0) |ψphotonic(t0)〉
+
i
h¯
n
∑
α=1
∫ t
t0
e−
i
h¯ Hˆrad(t−t1)d∗α · Eˆ−⊥(Rα) |g〉α 〈e|α |ψatomic(t1)〉 dt1 .
(3.12)
By inserting this solution into Eq. (3.10), we obtain
d
dt
|ψatomic(t)〉 = −iωeg |ψatomic(t)〉+ ih¯
n
∑
α=1
|e〉α 〈g|α dα · Eˆ+⊥(Rα, t) |ψphotonic(t0)〉
− 1
h¯2
∫ t
t0
n
∑
α,α′=1
|e〉α 〈g|α 〈0|rad
(
dαEˆ+⊥(Rα, t)
) (
Eˆ−⊥(Rα′ , t1)d
∗
α′
) |0〉rad |g〉α′
〈e|α′ |ψatomic(t1)〉 dt1 .
(3.13)
The basic idea is to rewrite the previous expression by using well known quantities
from classical electrodynamics. We replace
1
h¯2
〈0|rad
(
dα2 Eˆ
+
⊥(Rα2 , t2)
) (
Eˆ−⊥(Rα1 , t1)d
∗
α1
) |0〉rad
by
1
h¯2
[
dα2 Eˆ⊥(Rα2 , t2), Eˆ⊥(Rα1 , t1)d
∗
α1
]
.
This expression, however, can be expressed in terms of the retarded dyadic Green’s
function of the d’Alembert operator ( = 1c2
∂
2
∂t2 − ∆) G(x, x′, t) which is defined by
the following equations
xG(x, x′, t) = δ3⊥(x− x′)δ(t) ,
G(x, x′, t) = 0 ∀t < 0 . (3.14)
The presence of a cavity is modeled by imposing suitable boundary conditions on
the Green’s function. It is also possible to model the presence of a linear medium
by considering the Green’s function connected to a different wave equation, which
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describes the propagation of the radiation field in the medium. After some math, we
obtain
1
h¯2
[
dα2 Eˆ⊥(Rα2 , t2), Eˆ⊥(Rα1 , t1)d∗α1
]
= − ie0 h¯ dα2 · [∇×∇×G(Rα2 , Rα1 , t2 − t1)−∇×∇×G(Rα2 , Rα1 , t1 − t2)] · d∗α1 .
(3.15)
A detailed derivation of the previous relation can be found in Appendix A.
The basic idea for deriving the photon-path-representation is to split the Green’s
function G(x, x′, t) in two parts
G(x, x′, t) = Gfree (x, x
′, t) + Gboundary (x, x
′, t)
with
Gfree (x, x
′, t) =
1
4pi || x− x′ ||δ
(
t− || x− x′ || /c)
being the Green’s function in free-space and Gboundary (x, x
′, t) being a homogeneous
solution of the equation
xGboundary (x, x′, t) = 0
chosen such that the boundary conditions are satisfied. The free-space part Gfree (x, x
′, t)
leads to the spontaneous decay process described in the previous section and the
function Gboundary (x, x
′, t) models the reflection of the photons due to the presence of
the mirrors. By using the previous relations, Eq. (3.13) can be written as follows
d
dt
|ψatomic(t)〉 =
[
−iωeg − Γ2
]
|ψatomic(t)〉+ ih¯
n
∑
α=1
|e〉α 〈g|α dα · Eˆ+⊥(Rα, t) |ψphotonic(t0)〉
+
∫ t
t0
Tˆ(t− t1) |ψatomic(t1)〉 dt1 (3.16)
with
Tˆ(t) =
i
e0h¯
n
∑
α,α′=1
dα
[{
∇×∇×G(Rα, Rα′ , t)
∇×∇×Gboundary (Rα, Rα′ , t)
for α 6= α′
for α = α′
]
d∗α′ |e〉α 〈e|α′ .
Thereby, we took the spontaneous decay process induced by Gfree (x, x
′, t) directly into
account. Finally, Eq. (3.16) takes the form
|ψatomic(t)〉 = e(−iωeg−Γ/2)(t−t0) |ψatomic(t0)〉
+
i
h¯
∫ t
t0
e(−iωeg−Γ/2)(t−t1)
n
∑
α=1
|e〉α 〈g|α dα · Eˆ+⊥(Rα, t1) |ψphotonic(t0)〉 dt1
+
∫ t
t0
∫ t1
t0
e(−iωeg−Γ/2)(t−t2)Tˆ(t2 − t1) |ψatomic(t1)〉 dt1dt2 .
(3.17)
The advantage of this equation is that the wave function |ψatomic(t)〉 lies in the part of
the Hilbert space which corresponds to a single atomic excitation and the photonic field
being in the vacuum state. This space is finite-dimensional and the integral equation
in Eq. (3.17) induces a system of coupled integral equations for the scalar functions
b1(t),... , bn(t) introduced in Eq. (3.9). Thus, by using G(x, x′, t), we were able to
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eliminate the infinitely many photonic degrees of freedom and derive a coupled system
of finitely many integral equations. This system of equations can now be solved by an
iteration procedure starting with
|ψatomic(t)〉 = 0 .
By doing so, we obtain the time evolution of the wave function |ψatomic(t)〉 connected
to the atomic excitations. The corresponding time evolution of |ψphotonic(t)〉 connected
to the photonic excitations can be obtained by using Eq. (3.12).
One of the main advantages of Eq. (3.17) is that each term is linked to a relatively
simple physical picture. The term in the first line of Eq. (3.17) corresponds to the
spontaneous decay of an initial atomic excitation in free-space as discussed in the
previous section. The term in the second line corresponds to the absorption of an
initial photonic excitation by atom α and the subsequent spontaneous decay of this
atomic excitation due to the spontaneous decay process. The last line corresponds to a
jump of the excitation from atom α1 to atom α2 mediated by the radiation field and
the subsequent decay of the excitation. Thereby, atom α1 decays by emitting a single
photon at time t1 which propagates to atom α2. The propagation of the photon can
be described by using the appropriate Green’s functions. After reaching atom α2 the
photon gets absorbed at time t2 and atom α2 is transferred from the ground state to
its excited state. Solving Eq. (3.17) by performing an iteration procedure generates
sequences of spontaneous emission and absorption processes. Each term generated by
the iteration procedure can be interpreted as such a sequence and a hopping of the
excitation among the atoms. If only a finite time interval is considered the iteration
procedure converges after finitely many steps because each photonic excitation can
only propagate with the speed of light (as encoded in the Green’s function). Thus,
the iteration procedure enables us to solve Eq. (3.17) exactly and allows a descriptive
interpretation of the corresponding expressions as sequences of spontaneous emission
and absorption processes.
3.4 connection with geometrical optics
In the previous section, we introduced suitable Green’s functions to describe the
propagation of photons. However, it is in general a highly non-trivial task to ob-
tain suitable expressions for these Green’s functions if scenarios beyond free-space
or mirrors with special geometries are considered. In the following, we introduce
semiclassical methods for evaluating these functions. Thereby, we connect the photon-
path-representation to the framework of geometrical optics, which provides us with a
descriptive interpretation of the corresponding expressions.
Semiclassical methods are linked to the short wavelength limit of a particular partial
differential equation. The focus lies on scenarios where the solution of the partial
differential equation is dominated by rapid oscillations with wavelengths much shorter
than any other length scale present in the system, which is the case for many optical
phenomena.
We consider the scalar wave equation
[
n2(x)
c2
∂2
∂t2
−∇2
]
u(x, t) = 0 (3.18)
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with n(x) being the spatial dependent diffractive index. We are interested in evaluating
the corresponding time evolution for a given u(x, t0) and u˙(x, t). We solve the equation
by using the ansatz
u(x, t) = Re
[
ϕ(x, t)eikS(x,t)
]
(3.19)
whereby ϕ(x, t) represents a slowly varying envelope and eikS(x,t) represents rapid
oscillations. In the following, we assume that the variations of ϕ(x, t) as a function
of x and t are much smaller than the variations of kS(x, t). To be precise, we require
the eikonal S(x, t) to be independent of k and that for large values of k the following
expansion of ϕ(x, t) is valid
ϕ(x, t) = ϕ0(x, t) +
1
k
ϕ1(x, t) +
1
k2
ϕ2(x, t) + ...
The semiclassical approximation corresponds to neglecting all the higher terms ϕ1(x, t),
ϕ2(x, t)... in the limit k→ ∞. By inserting our semiclassical ansatz of Eq. (3.19) into the
wave equation (3.18), we obtain
0 = ϕ
[(
S˙
)2 − c2
n2(x)
(∇S)2
]
− ik−1
[
2ϕ˙S˙ + ϕS¨− c
2
n2(x)
[
2 (∇ϕ) (∇S) + ϕ∇2S]]
−k−2
[
ϕ¨− c
2
n2(x)
∇2ϕ
]
(3.20)
which induces a hierarchy of equations for S(x, t) and ϕ1(x, t), ϕ2(x, t)... . We truncate
this hierarchy by neglecting all the terms which are of the order of k−n with n ≥ 2. We
obtain
O(1) (
S˙
)2 − c2
n2(x)
(∇S)2 = 0 (3.21)
O(k−1)
2ϕ˙0S˙ + ϕ0S¨− c
2
n2(x)
[
2 (∇ϕ0) (∇S) + ϕ0∇2S
]
= 0 . (3.22)
The eikonal equation (3.21) can be linked to a suitable problem of classical mechanics.
This can be done by using the Hamilton–Jacobi equation and by identifying the function
S with Hamilton’s principal function which satisfies the following equation
H(x,∇S) + ∂
∂t
S(x, t) = 0
with H(x, p) being the corresponding Hamilton function. The principal function fulfills
the property
p = ∇S .
In order to match the eikonal equation (3.21), we have to choose the Hamiltonian
H(x, p) =
√
c2
n2(x)
p2
which corresponds to a massless, relativistic, free particle. In the following, we consider
trajectories which match the initial condition
p(x(t0)) = ∇S(x(t0), t0) .
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Along such a trajectory, we obtain
d
dt
S(x(t), t) = ∇S(x(t), t)x˙(t) + S˙(x(t), t) = p(t) · x˙(t)− H = L(x(t), x˙(t))
with L being the corresponding Lagrange function. Thus, the solution of S along the
trajectory is given by
S(x(t), t) = S(x(t0), t0) +
∫ t
t0
L(x(t′), x˙(t′))dt′ .
Eq. (3.22) is usually called transport equation. By using this equation, we can construct
a solution for ϕ0(x, t). This can also be done by considering the derivative of log
(
ϕ2
)
along a trajectory. By putting all these things together, we obtain
u(x, t) = Re
∑
j
√∣∣∣∣det( ∂xj(t)∂xj(t0)
)∣∣∣∣
−1
u(xj(t0), t0)e
ik
∫ t
t0
L(xj(t′),x˙j(t′))dt′
+O(k−1)
with xj(t) being trajectories compatible with the initial conditions such that xj(t) = x.
In our particular case of wave equation (3.18), this simplifies further to
u(x, t) = Re
∑
j
√∣∣∣∣det( ∂xj(t)∂xj(t0)
)∣∣∣∣
−1
u(xj(t0), t0)
+O(k−1) . (3.23)
The trajectories xj(t), hereby, correspond to the rays of geometrical optics. The previous
construction works well in case that the wavelength is sufficiently short and we are
far away from caustics (points in space and time where several rays meet). Close to a
caustic the expression in Eq. (3.23) becomes divergent because the Jacobian determinant
vanishes. As we see later on, it is, in fact, possible to deal even with this situation
and to generalize the considerations above to much broader classes of wave equations
[38, 39].
In the following, we are interested in applying the semiclassical expressions derived
above also for describing the propagation of the radiation field in the presence of
boundary conditions used to model cavities or mirrors. This causes some complica-
tions because a boundary condition is something abrupt, i.e., it corresponds to an
infinitely short length scale. The previous expressions, however, were derived under the
assumption that the wavelength is by far the shortest length scale present in the system.
To circumvent this problem, one can study the propagation of a plane wave near such
a boundary condition or near an abrupt change of the dielectric constant. Thereby,
it is possible to derive appropriate rules for the propagation of the corresponding
trajectories x(t) near such a boundary and to introduce suitable factors into Eq. (3.18)
(This can be done as long as the surface connected to the boundary condition varies on
a much larger length scale than the typical wavelength we are interested in.). It is also
possible to extend the previous investigations in order to apply them to vector fields
[38].
We can use the semiclassical relations derived above for evaluating the Green’s
function G(x2, x1, t). We focus on the description of the propagation of the electric
field in vacuum with the boundary conditions being the only deviations from the free-
space scenario. For evaluating the previous expression, we divide the entire volume
V in two parts as depicted in Fig. 3.2. The first volume V1 corresponds to a sphere
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Figure 3.2.: Evaluation of the Green’s function G in the presence of a boundary
condition. The red circle corresponds to the sphere centered around x1
in which we evaluate the field by using Gfree . The blue and the orange
line correspond to two different trajectories (rays) connecting points in the
sphere with x2. The arrows indicate the direction of the field.
with radius r around x1. The radius is chosen such that it is much larger than the
typical wavelength λ but is chosen sufficiently small that the surface of the sphere is
still far away from the nearest boundary. The second volume V2 is just everything else
except the sphere. In volume V1 we just use Gfree (x2, x1, t) in order to evaluate the time
evolution of the field and in volume V2 we apply the semiclassical expression (3.23)
in order to take the boundary conditions into account. By doing so, we obtain the
following semiclassical approximation of the Green’s function
∇×∇×G(x2, x1, t− t1) = − 14pic2 ∑j
√∣∣∣det( ∂xj(tj)
∂xj(t0)
)∣∣∣−1
·δ′′ [t− r/c− (tj − t0)] 1||xj(t0)−x1||Mj
[
1− (x
j(t0)−x1)⊗(xj(t0)−x1)
||xj(t0)−x1||2
]
, (3.24)
whereby the sum is running over all trajectories xj(t) with xj(tj) = x2 and xj(t0) ∈ ∂V1.
The trajectories xj(t) are just the straight lines known from geometrical optics which,
away from the boundary conditions, fulfill the differential equations
d2
dt2
xj(t) = 0
and the initial conditions
xj(t0) ∈ ∂V1
x˙j(t0) = c
xj(t0)−x1
||xj(t0)−x1|| .
The matrices Mj are unitary matrices which take the vectorial nature of the field into
account. They describe the change in orientation the field experiences by propagating
through volume V2 and take phase flips caused by the boundary conditions into
account. A detailed derivation of the above semiclassical expression can be found in
Appendix B.
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The above considerations are only valid as long as x2 does not lie in a caustic, such
as a focal point. These caustics, however, are of particular interest because close to
a caustic the field strength and consequently matter-field coupling are enhanced. It
is possible to extend the above considerations and to apply semiclassical methods to
evaluate the Green’s function close to a caustic. This can be done by propagating the
field inside a sphere centered around the focal point x2 by using the relation
E(x2, t) =
1
c2
∫
V2
G˙free (x2, x,
r
c
)E(x, t− r
c
) + Gfree (x2, x,
r
c
)E˙(x, t− r
c
)d3x
which describes the propagation of the field in free-space. For evaluating this expres-
sion, we have to use the semiclassical expression (3.24) only on the surface of the sphere
(at a sufficient distance from the caustic).
3.5 summary
In this chapter, we have introduced the photon-path-representation for single-photon
states. Thereby, we have recapitulated the description of the spontaneous decay
process by Weisskopf and Wigner [36] and have used it as a basic building block
for developing a more general method for taking the presence of several quantum
emitters and additional macroscopic objects, such as mirrors or cavities, into account.
This photon-path-representation is well suited for investigating the time evolution of
simple quantum emitters in large, half-open cavities or even in free-space where a full
multimode description of the radiation field has to be taken into account. By applying
this method, the time evolution of the system can be evaluated in a straightforward
and descriptive manner and the different terms generated by this approach can be
interpreted as sequences of spontaneous emission and absorption processes. We have
also used semiclassical methods to connect the photon-path-representation with the
framework of geometrical optics. By using this connection, it is possible to obtain
simple and descriptive analytical expressions describing the propagation of single
photons in a cavity or in the presence of mirrors without the need to solve complicated
partial differential equations.
This framework allows us to investigate matter-field coupling on the single-photon
level which is not only of interest for understanding fundamental processes in nature
but also of relevance for many practical applications because the precise control of the
interaction between matter and the radiation field is a key ingredient to the quantum
technologies discussed in chapter 1. Hence, the photon-path-representation serves as a
starting point for many of the investigations presented in the following chapters.

4
E N TA N G L E M E N T G E N E R AT I O N U S I N G PA R A B O L I C M I R R O R S
A valuable resource in the fields of quantum communication and quantum cryptogra-
phy are entangled states shared between remote parties. They can be used for many
interesting applications, such as the teleportation of quantum states over macroscopic
distances [40] or the generation of a shared secret key by using an entanglement-based
protocol [41]. The ability to generate remote entangled matter qubits is of particular
importance because matter qubits in contrast to photonic qubits can be manipulated
and measured with high accuracy and can even be stored locally for a certain amount
of time.
The generation of distant entangled matter qubits has been demonstrated by using
fiber-based communication channels [29, 42, 43]. However, as already discussed in
chapter 1 fiber-based communication is not always feasible. The aim of this chapter
is to close a certain gap between fiber-based and free-space communication and to
provide a suitable protocol for the generation of entangled states shared between two
distant matter qubits using a free-space channel. The main issue with a free-space
communication is the low photon collection efficiency. We show that this can be
improved by placing the two matter qubits at the focal points of the parabolic mirrors
[24, 30, 44]. Our scheme involves an extreme multimode scenario, i.e., the atoms
are coupled to a continuum of modes of the radiations field because the parabolic
mirror is a half-open cavity. Thereby, we deal with intrinsic multimode effects, such as
spontaneous decay processes which are usually considered as sources of unwanted
decoherence. Interestingly enough, we can use these effects as tools for entanglement
generation rather than avoiding them. To investigate the coupling of the matter qubits
to the multimode radiation field connected to such a free-space approach, we based our
theoretical investigation on the photon-path-representation developed in the previous
chapter.
This chapter is organized as follows. In Sec. 4.1, we start with a detailed description
of the setup, which we have in mind, and give an outline of the protocol. We present
a suitable theoretical model in Sec. 4.2 and also discuss the basic steps which we
perform to evaluate the time evolution of the system. We use the semiclassical methods
[38, 45] introduced in Sec. 3.4 to deal with the boundary conditions imposed to
model the parabolic mirrors. In Sec. 4.3, we briefly summarize the results of our
theoretical analysis. We address the feasibility of the scheme and the main experimental
imperfections in Sec. 4.4. Moreover, we compare our protocol with other schemes for
free-space quantum communication in Sec. 4.5.
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Figure 4.1.: Sketch of the setup: Two 171Yb+ ions are trapped at the focal points R1
and R2 of two parabolic mirrors. The focal length of the mirrors is denoted
f and the distance between the two ions denoted d.
4.1 setup and protocol
In the following, we consider a setup consisting out of two parabolic mirrors opposing
each other and two 171Yb+ ions, each of them trapped close to the focal point of one
of the parabolic mirrors. The 171Yb+ ions provide us with a suitable electronic level
structure and serve as matter qubits. The corresponding setup is depicted in Fig. 4.1.
The main advantage of this configuration is that the parabolic mirrors direct any
electromagnetic field from one focal point to the other with high efficiency. Thus, if
ion 1 emits a photon, this photon is directed towards the second parabolic mirror and
refocused onto the position of the second ion. Due to the refocusing onto the second
ion, matter-field coupling is enhanced and the probability for absorbing the photon is
increased.
We concentrate on the level scheme formed by the levels 62S1/2 and 62P1/2 of the
171Yb+ ions. The corresponding level structure is shown in Fig. 4.2. In the following,
we choose the levels |62S1/2, F = 1, m = −1〉 and |62S1/2, F = 1, m = 1〉 to represent
our qubits. The quantization axis is chosen to be the symmetry axis of our setup, in
the following referred to as the z-axis.
The basic idea of our scheme is to initially prepare ion 1 in the state
|62P1/2, F = 1, m = 0〉1
and ion 2 in the state
|62S1/2, F = 1, m = 0〉2
and to use the time evolution to generate an entangled state. We thereby assume that
the radiation field is initially prepared in the vacuum state |0〉rad. The time evolution
which generates an entangled state of the matter qubits can be divided into four parts.
In the first part of the time evolution, ion 1 undergoes a spontaneous decay process.
It can decay to three distinct electronic energy levels: to |62S1/2, F = 1, m = −1〉 by
emitting a right-circularly polarized (σ+) photon , to |62S1/2, F = 1, m = 1〉 by emitting
a left-circularly polarized (σ−) photon, and to |62S1/2, F = 0, m = 0〉 by emitting a
linearly polarized (pi) photon. Because we do not know which of the three mentioned
processes takes place, the complete state of the system is a linear superposition of the
three corresponding probability amplitudes. As a consequence, ion 1 and the radiation
field get entangled. In the second part of the time evolution, the generated photon,
4.1 setup and protocol 35
Figure 4.2.: Hyperfine level scheme of a 171Yb+ ion: The states of the logical qubit,
depicted in orange, are defined by the electronic levels |62S1/2, F = 1, m =
−1〉 and |62S1/2, F = 1, m = 1〉.
which is entangled with ion 1, propagates to ion 2 (due to the geometry of the parabolic
mirror). In the third part of the time evolution, the photon may excite ion 2. If this
absorption process takes place, the state of the photon is mapped onto the state of
the second ion: if it absorbs a σ+ polarized photon, the second ion ends up in the
state |62P1/2, F = 1, m = 1〉, if it absorbs a σ− polarized photon, the second ion ends
up in the state |62P1/2, F = 1, m = −1〉. However, the probability for absorbing a pi
polarized photon is negligible because the dipole allowed transition is detuned from
the frequency of the photon by several GHz. After this third part of the time evolution,
the ions end up in an entangled state (because the photon was entangled with ion 1).
However, after the absorption process ion 2 is in an excited state which is not radiatively
stable because it is effected by spontaneous decay processes. So, we have to perform a
state transfer from the manifold 62P1/2 to the manifold 62S1/2 that is radiatively stable.
We do this by using the fourth part of the time evolution, i.e., the spontaneous decay
of ion 2. To that end, we have to take the different decay channels into account. For
example, consider that ion 2 is in the state |62P1/2, F = 1, m = 1〉: it can decay into
the states |62S1/2, F = 1, m = 0〉, |62S1/2, F = 0, m = 0〉 and |62S1/2, F = 1, m = 1〉.
However, only the last process generates entanglement. In a similar way, one can treat
the case that ion 2 is in the state |62P1/2, F = 1, m = −1〉.
Finally, to discard the undesired decay processes, we have to perform a post-selection.
Since only in case of successful entanglement generation, both ions end up in the qubit
state. By probing the occupation of the qubit states, we discard the undesired decay
processes. This can be performed with negligible loss of entanglement by using
dispersive state detection. It suffices to couple weak off-resonant coherent pulses to
the pi transitions from S1/2, F = 1, m = ±1 to P1/2, F = 1, m = ±1. The population is
then detected by the phase shifts imprinted onto the coherent states. This procedure
allows us to check the population of the qubit states while preserving the possible
linear superpositions and thus does not disturb the entangled state. We discuss this
post selection procedure in more detail in Sec. 4.4.
One of the main error sources in a photonic channel is the possibility of photon loss.
In order generate highly entangled matter qubits, we have to make sure that we can
deal with these loss processes properly. Fortunately, it turns out that our post-selection
procedure also detects photon losses so that the scheme is loss tolerant. This is due to
the fact that upon photon loss ion 2 remains in |S1/2, F = 1, m = 0〉 and post-selection is
probed on pi-transitions, which are for |S1/2, F = 1, m = 0〉 either forbidden or detuned
so strongly that no phase shift of the probe pulse occurs. Of course, losses reduce the
success probability but the fidelity after a successful post selection is not affected. The
low success probability can be overcome with a high repetition rate.
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Figure 4.3.: Sequence of the processes which are the building blocks for the remote
entanglement preparation: The states of the logical qubit, depicted in
orange, are defined by the electronic levels |62S1/2, F = 1, m = −1〉 and
|62S1/2, F = 1, m = 1〉. Optical transitions which are necessary for the en-
tanglement generation are indicated by solid arrows whereas the undesired
transitions are indicated by dashed arrows. The three columns correspond
to three phases. The first column shows the possible decay channels of
the first ion’s initially prepared state |62P1/2, F = 1, m = 0〉; the second
column shows the possible excitation processes of the second ion which
was initially prepared in the state |62S1/2, F = 1, m = 0〉 followed by the
spontaneous decay used to accomplish the state transfer from the 62P1/2
manifold to the radiatively stable 62S1/2 manifold; the last column shows
the optical transitions used to perform the post-selection procedure based
on hyperfine splitting and off-resonant matter-field interactions.
All the steps for generating entangled states described above are depicted in Fig.
4.3. This figure also indicates all the dipole allowed transitions between the 62S1/2 and
62P1/2 manifold.
4.2 theoretical analysis
In this section, we evaluate the time evolution of the system for the initial state described
in the previous section. We make use of the photon-path-representation developed in
chapter 3. For applying the photon-path-representation, we have to generalize it to
describe the multi-level atoms used here.
4.2.1 System Hamiltonian
We start our theoretical investigation of the system by modeling the dynamics of the
system by introducing a suitable Hamilton operator. As in chapter 3, we apply the
dipole approximation and the RWA. The corresponding Hamilton operator is given by
Hˆ = Hˆrad + ∑
α∈{1,2}
Hˆαatom + ∑
α∈{1,2}
Hˆαint
where Hˆrad models the free radiation field introduced in Sec. 2.1, Hˆαatom describes the
free dynamics of each of the ions and Hˆαint models the interaction between the ions and
the radiation field. We indicate the set of states in the manifold 62P1/2 by Se (excited)
and the set of states in the manifold 62S1/2 by Sg (ground). In the following, we neglect
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the shifts of the eigenenergies of both of the ions caused by an additional magnetic
field. Thus, the eigenenergies of both of the ions coincide. The vectors |i〉1, |j〉2 for
i, j ∈ Se ∪ Sg represent the eigenstate of ion 1 and ion 2 with energies h¯ωi and h¯ωj. We
obtain
Hˆαatom = h¯∑
j
ωj |j〉α 〈j|α .
And for the interaction Hamiltonian, we get
Hˆαint = −dˆ−α Eˆ−(Rα)− dˆ+α Eˆ+(Rα)
with Rα denoting the position of ion α and
dˆ−α = ∑
i∈Se
∑
j∈Sg
dijα |j〉α 〈i|α
being the corresponding dipole operator with dijα denoting the dipole operator of the
transition between the electronic states i ∈ Se and j ∈ Sg. The initial state of the system
is given by
|ψ(t0)〉 = |62P1/2, F = 1, m = 0〉1 ⊗ |62S1/2, F = 1, m = 0〉2 ⊗ |0〉rad
4.2.2 Photon-path-representation
For evaluating the time evolution, we use the photon-path-representation developed
in chapter 3. To do this, we have to adapt the photon-path-representation in order to
be compatible with the level structure of the 171Yb+ ions. This, however, is a straight
forward task.
As in chapter 3, we split the wave function in two parts
|ψ(t)〉 = |ψatomic(t)〉+ |ψphotonic(t)〉
with |ψatomic(t)〉 representing a single atomic excitation and |ψphotonic(t)〉 representing
a single photonic excitation. The time evolution of the wave function |ψatomic(t)〉 can
be evaluated by using the relation
|ψatomic(t)〉 = e
[
− ih¯ ∑
α∈{1,2}
Hˆαatom−Γˆ/2
]
(t−t0) |ψatomic(t0)〉
+
i
h¯
∫ t
t0
e
[
− ih¯ ∑
α∈{1,2}
Hˆαatom−Γˆ/2
]
(t−t1)
∑
α∈{1,2}
∑
i∈Sg
∑
j∈Se
|j〉α 〈i|α dijα · Eˆ+⊥(Rα, t1) |ψphotonic(t0)〉 dt1
+
∫ t
t0
∫ t1
t0
e
[
− ih¯ ∑
α∈{1,2}
Hˆαatom−Γˆ/2
]
(t−t2)
Tˆ(t2 − t1) |ψatomic(t1)〉 dt1dt2
(4.1)
with
Tˆ(t) =
i
e0h¯
N
∑
α1,α2=1
∑
i1,j2∈Se
∑
i2,j1∈Sg
|j2〉α2 〈i2|α2 d
i2 j2
α2
[{
∇×∇×G(Rα2 , Rα1 , t)
∇×∇×Gboundary (Rα2 , Rα1 , t)
for α1 6= α2
for α1 = α2
]
di1 j1α1 |j1〉α1 〈i1|α1 ,
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Γˆ = ∑
α∈{1,2}
∑
i∈Se
∑
j∈Sg
Γijα |i〉α 〈i|α
and
Γijα =
| ωi −ωj |3|| dijα ||2
3pie0h¯c3
being the spontaneous decay rate connected to the atomic transition |i〉 → |j〉. As
described in chapter 3, we obtain a solution for |ψatomic(t)〉 by performing an iteration
procedure starting with |ψatomic(t)〉 = 0.
The time evolution of the wave function |ψphotonic(t)〉 can be evaluated by using the
relation
|ψphotonic(t)〉 = e− ih¯ Hˆrad(t−t0) |ψphotonic(t0)〉
+
i
h¯ ∑
α∈{1,2}
∫ t
t0
e−
i
h¯ Hˆrad(t−t1) ∑
j∈Sg
∑
i∈Se
dijα · Eˆ−⊥(Rα) |j〉α 〈i|α |ψatomic(t1)〉 dt1 .
(4.2)
It turns out that for all the dipole allowed transitions between the 62P1/2 and the
62S1/2 manifold (which are depicted in Fig. 4.3), the norms of the corresponding
dipole matrix elements dijα coincide. Furthermore, transitions between the 62P1/2 and
the 62S1/2 manifold are connected with the typical transition frequency ωeg which
corresponds to the wavelength of 369.5 nm. All the deviations from this frequency
are caused by hyperfine splitting and are of the order of a few GHz, which is small
compared to ωeg. Thus, each of the excited states in 62P1/2 can decay to 3 ground states
in 62S1/2 via three dipole allowed transitions with almost identical spontaneous decay
rates Γijα . Thus, in good approximation, we can replace the operator Γˆ in Eq. (4.1) by
3Γ1 with Γ being the spontaneous decay rate associated to one of the dipole allowed
transitions.
4.2.3 Semiclassical expressions describing photon propagation between the parabolic mirrors
For evaluating the time evolution, we also have to find suitable expressions for the
Green’s functions G. We obtain an appropriate expression for G by applying the
semiclassical methods developed in Sec. 3.4. The application of these methods is
justified if the typical length scales induced by the parabolic mirrors are much larger
than the typical wavelength λeg, i.e., d, f  λeg, which is the case for the parabolic
mirrors used in [30] ( f = 2.1mm, λeg = 369.5 nm). To apply semiclassical methods,
we have to construct the rays of geometrical optics, which can be used to describe
the propagation of the photons through the setup. In the following, we construct the
corresponding rays starting in the focal point R1 of the first mirror. For constructing
these rays, we can make use of the defining property of a parabolic mirror to map any
ray of light starting in the focal point to a ray parallel to the symmetry axis of the setup.
We obtain the rays depicted in Fig. 4.4.
We can distinguish between several classes of rays. The first class (red) are the rays
which get reflected by the first parabolic mirror, propagate along the symmetry axis to
the second parabolic mirror, get reflected by the second mirror, and, finally, end in the
second focal point. All the rays, connecting the two focal points, have the same optical
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Figure 4.4.: Rays of geometrical optics: The red rays, connecting the focal point R1 with
the focal point R2, are constructed by using the defining property of the
parabolic mirrors. The blue rays also start in the focal point R1 but do not
get reflected by the first parabolic mirror. Many of the blue rays do not
reach the focal point R2.
path length 4 f + d. The corresponding trajectories simultaneously reach the second
focal point after
τ =
4 f + d
c
.
Hence, the second focal point lies in a caustic with respect to these rays and the field
strength at the second focal point is enhanced. Many of these rays return to the first
focal point after the time 2τ and proceed going from focal point to focal point. The
second class of rays (blue) are the rays which do not get reflected by the first parabolic
mirror. Many of these rays do not reach the second focal point and if they do, they
will not cause a caustic. It turns out that the contribution of these class of rays to the
field at the second focal point is roughly reduced by a factor λegd as compared to the
contribution of the first class of rays. In the following, we neglect their contribution due
to our initial assumption d λeg and we only use the first class of rays for evaluating
the expression d2∇×∇×G(R2, R1, t)d1. By applying the results of Sec. 3.4 and
assuming perfectly conducting parabolic mirrors, we obtain
1
e0h¯
d2∇×∇×G(R2, R1, t)d1 =
ω3eg
8pi2h¯e0c3
∑
i=1,3,5..
δ(t− τi)d2
[∫
Ωi
[1− n⊗ n] dσ
]
d1
(4.3)
with Ωi corresponding to the solid angle connected to the first class of rays. In a similar
way, we obtain
1
e0 h¯
d2∇×∇×G(R1, R1, t)d1 =
δ(t)
ω3egd2·d1
3pih¯e0c3
+
ω3eg
8pi2 h¯e0c3 ∑i=2,4,6..
δ(t− τi)d2
[∫
Ωi
[1− n⊗ n] dσ
]
d1 . (4.4)
By using the above expressions, we are able to evaluate the time evolution of |ψ(t)〉.
Based on the semiclassical methods developed in the previous chapter, we can also
derive suitable expressions if we go beyond our assumption of perfectly conducting
mirrors. We consider a more realistic model of the mirrors later on.
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4.2.4 Tracing over the photonic degrees of freedom
In order to evaluate the fidelity of the entangled state generated by our procedure,
we have to trace over the photonic degrees of freedom because they are ignored after
finishing the procedure (no postselection of the photonic state). If the radiation field
contains information about the state of our matter qubits, the fidelity of the entangled
state drops. By tracing over the photonic degrees of freedom, we can take these effects
into account. In the following, we are interested in the density operator
$ˆ(t) = Trrad [|ψ(t)〉 〈ψ(t)|]
with Trrad denoting the partial trace over the Hilbert space Hrad. We can split this
operator in two parts
$ˆ(t) = $ˆe(t) + $ˆg(t)
with
$ˆe(t) = 〈0|rad |ψatomic(t)〉 〈ψatomic(t)| |0〉rad
corresponding to atomic states with a single excitation and
$ˆg(t) = Trrad
[|ψphotonic(t)〉 〈ψphotonic(t)|]
denoting the states with both atoms being in the ground state. We can obtain a suitable
expression of $ˆe(t) directly by solving |ψatomic(t)〉. The evaluation of $ˆg(t), however, is
more complicated because we have to trace over all the possible states connected to a
single photon in the radiation field. In order to do so, we make use of Eq. (4.2). We
obtain
$ˆg(t) =
1
h¯2
∑
α1,α2∈{1,2}
∑
j1,j2∈Sg
∑
i1,i2∈Se∫ t
t0
∫ t
t0
dt1dt2 〈0|rad
(
dj2i2α2 · Eˆ+⊥(Rα2 , t2)
) (
di1 j1α1 · Eˆ−⊥(Rα1 , t1)
)
|0〉
|j1〉α1 〈i1|α1 〈0|rad |ψatomic(t1)〉 〈ψatomic(t2)| |0〉rad |i2〉α2 〈j2|α2
which can be evaluated by using the above expressions for the Green’s function G
(see Eqs. (4.4) and (4.3)). In order to do this, we make use of the replacement
〈0|rad
(
dj2i2α2 · Eˆ+⊥(Rα2 , t2)
) (
di1 j1α1 · Eˆ−⊥(Rα1 , t1)
)
|0〉rad
→
[
dj2i2α2 · Eˆ+⊥(Rα2 , t2), di1 j1α1 · Eˆ−⊥(Rα1 , t1)
]
,
introduced in the previous chapter, and apply the relation in Eq. (3.15).
4.3 results
By applying the methods discussed in the preceding section, we can evaluate the time
evolution during the time interval t ∈ [0, 2τ). It turns out that only four probability
amplitudes of |ψatomic(t)〉 are non vanishing:
|62P1/2, F = 1 m = 0〉1 ⊗ |62S1/2, F = 1 m = 0〉2 ⊗ |0〉rad
|62S1/2, F = 1 m = −1〉1 ⊗ |62P1/2, F = 1 m = 1〉2 ⊗ |0〉rad
|62S1/2, F = 1 m = 1〉1 ⊗ |62P1/2, F = 1 m = −1〉2 ⊗ |0〉rad
|62S1/2, F = 0 m = 0〉1 ⊗ |62P1/2, F = 0 m = 0〉2 ⊗ |0〉rad
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Figure 4.5.: Time evolution of the excitation probability P for ion 1 (dashed line) and
for ion 2 (solid line): The interaction time t is plotted in units of the time τ
which a photon needs to travel from the first ion to the second ion. We set
the spontaneous decay rate Γτ = 3.
If the hyperfine splitting is large in comparison to the spontaneous decay rate Γ, as it is
the case for 171Yb+, we can neglect
|62S1/2, F = 0 m = 0〉1 ⊗ |62P1/2, F = 0 m = 0〉2 ⊗ |0〉rad
safely in the time window of interest.
In Fig. 4.5, we plot the excitation probabilities of the two ions for vanishing Zeeman
splitting. For the sake of simplicity, we have considered the limiting case that the
parabolic mirrors cover the full solid angle around the ions. As discussed in Sec. 4.1, the
process generates entangled matter qubits if one uses the states |62P1/2, F = 1 m = 1〉
and |62P1/2, F = 1 m = −1〉 of the second ion as qubit states. However, these states are
not stable, spontaneous decay transfers them to the ground states |62S1/2, F = 1 m = 1〉
and |62S1/2, F = 1 m = −1〉 by emitting a single photon. By detecting whether or not
both ions are in one of the states |62S1/2, F = 1 m = ±1〉, we check if the entanglement
generation was successful.
The post-selection is equivalent to a von Neumann measurement described by the
projection operator
Pˆ = |00〉 〈00|+ |01〉 〈01|+ |10〉 〈10|+ |11〉 〈11|
where |q1q2〉 (q1, q2 ∈ {0, 1}) correspond to the states of the logical qubit, i.e., |62S1/2, F =
1 m = ±1〉. As we are interested in entanglement generation over large distances,
we consider situations in which the life time of the excited states 13Γ (≈ 8ns) is much
shorter than the time τ the photon needs to travel from one atom to the other, i.e.,
Γτ  1.
In the limiting case of parabolic mirrors covering the full solid angle around the ions
and for Γ(t− τ)→ ∞ with τ < t < 2τ , we obtain
Pˆ$ˆ(t)Pˆ =
2
27
(|01〉 − |10〉)(〈01| − 〈10|)
which corresponds to a maximally entangled state generated with a success probability
4/27 ≈ 0.15. Of course, in a real experiment, one has to take additional effects into
account. As we see in the next section, it should be possible to achieve free-space
communication over several kilometers.
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4.4 experimental feasibility
In this section, we investigate the experimental feasibility of our protocol. We consider
a more realistic model of the parabolic mirrors, which takes their finite size (the mirrors
do not cover the full solid angle) and their finite conductivity into account. We also
discuss the implementation of our post-selection scheme and give estimates for the
achievable repetition rate as well as the achievable rate for entanglement generation of
our protocol.
4.4.1 Realistic parabolic mirrors
For obtaining a more realistic model of the mirrors, we focus on the mirrors described
in [24]. The parabolic mirror described in [24] covers the solid angle
Ω = {(ϕ, θ) : ϕ ∈ (0, 360◦), θ ∈ (20◦, 135◦)} ,
around the ion whereby the angle 135◦ gives the front opening of the parabola and the
angle 20◦ accounts for the hole on the backside for inserting the ion trap. This has to
be taken into account in integrals over the solid angle as in Eqs. (4.3) and (4.4).
Furthermore, the mirrors are made out of aluminum which has a finite electrical
conductivity. The properties of the material are well described by introducing a
frequency dependent dielectric constant e(ω). In our case e(ωeg) = −18.74 + i3.37
[46]. Now, we have to split the field in a transverse electric (TE) and a transverse
magnetic (TM) part and apply Fresnel equations to deal with the boundary conditions.
However, these equations are different for the two basic polarizations and give angle-
dependent phase shifts and reflectivities, which leads to a further reduction of the
efficiency of entanglement generation. One might think that this effect could also
reduce the fidelity of the entangled state but this is not the case. Such a reduction could
occur if a σ+(σ−) decay of the first ion could drive a σ−(σ+) transition of the second
ion but due to the symmetry of the setup this does not occur. This is evident from
the following reasoning: After collimation by the parabolic mirror, the polarization
vector of the electric field in the exit pupil of the parabolic mirror reads [47] σ± '
(r2 − 4)(cos φ± i sin φ) · er + (r2 + 4)(sin φ∓ i cos φ) · eφ with r being the distance to
the optical axis in units of the mirror’s focal length, φ being the azimuthal angle,
and er and eφ being the unit vectors in radial and azimuthal direction, respectively.
Upon reflection on the parabolic surface, these vectors correspond to TM- and TE-
components. The influence of the metallic mirror can be accounted for by additional
complex pre-factors which depend on r only. It is straightforward to show that the
overlap
∫
σ˜± · σ∗∓ of this modified field σ˜± with the state of opposite helicity vanishes.
We can summarize all the above effects by introducing a factor η which has to be
multiplied by the probability for a successful entanglement creation to take the more
realistic model of the mirrors into account: η = 1 corresponds to perfectly conducting
parabolic mirrors that cover the full solid angle. In the specific case treated here, we
have η ≈ 0.47.
Of course, we have to consider experimental imperfections, mainly connected with
the free-space transmission of the one-photon wave packet. This gives rise to beam
wandering and phase-front distortions due to atmospheric turbulences [25]. In both
cases, the intensity at the focus is reduced [48–50] affecting the success probability.
Once the distance between the two parabolic mirrors becomes large enough, beam
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Figure 4.6.: Postselection: Successful entanglement generation is probed by the disper-
sive interaction of weak linearly polarized coherent states (pi) with the ions.
Only if an ion resides in one of the desired entangled states, a phase shift
is imprinted onto the coherent state. Probe pulses are coupled into the
parabolic mirrors by means of beam splitters. For simplicity, the coherent
pulses used for dispersive state detection are indicated for only one of the
two ions.
broadening plays a crucial role, which also results in a lower success probability. All
these effects, however, diminish the success probability but seem to leave the fidelity
rather untouched, which is of great importance for practical applications.
4.4.2 Post-selection
For implementing our scheme, the post-selection of the final state of the ions is a crucial
ingredient. This post-selection can be realized by again using the high photon collection
efficiency of the parabolic mirrors to our advantage by probing the qubit states directly
by dispersive state detection. This can be implemented by coupling weak coherent-state
pulses to the pi transitions from S1/2, F = 1, m = ±1 to P1/2, F = 1, m = ±1 as depicted
in Fig. 4.6. Population in the S1/2, m = ±1 states is then detected by the phase shifts
imprinted onto the coherent states. The detuning and pulse amplitudes can be chosen
such that one is far from saturating the respective transitions. For example, choosing
an on-resonance saturation parameter of s0 = 0.01 and a detuning of two line widths,
the excitation probability is about 10−5 while the phase of the coherent pulse is shifted
by 25◦ according to the formalism of Ref. [51].
One has to balance the amplitude and the detuning of the incident coherent state
carefully. Larger amplitudes and smaller detunings result in lower error probabilities
for detecting the phase of the coherent state but also enforce a stronger excitation of
the ion. The latter might lead to transferring the ion out of the m = ±1 state during
state detection, hindering the phase shift of the coherent state and hence resulting in
erroneous post-selection. Furthermore, the reflectivity of the beam splitters in front of
the parabolic mirrors not only affects the success probability of our entangling scheme
but also influences the error in measuring the phase of the coherent state.
We compute the corresponding error probabilities according to the Helstrom bound
[52]. The a priori probabilities in this calculation are obtained from all relevant
branching ratios, excitation probabilities, and reflectivities. The amplitude of the
coherent state is chosen such that the probability to excite the ions with the probe
pulse is 5× 10−4. We also choose this value as an upper bound for the acceptable error
probability. This is motivated by the fact that post-selection schemes probing the m = 0
states are limited in fidelity to values ≤ 0.995 by the branching ratio of the P1/2 state
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Figure 4.7.: Error probability P in determining the phase of a coherent pulse probing
the pi-transitions from S1/2 to P1/2 plotted over the beam splitter reflectivity
R. Solid line: ion 1, dashed line: ion 2. In both cases, the relative detuning
with respect to the resonance is two line widths corresponding to a phase
shift of 0.14pi. The length of the pulse is 104 upper-state lifetimes or 81µs,
respectively. The amplitude of the coherent state incident onto the ion
is chosen such that the probability to excite the respective upper state is
5 × 10−4, as marked by the thin dotted line. The calculation for ion 2
accounts for the threshold reflectivity found for ion 1, which is marked by
the crossing of the solid and the dotted line.
to the D3/2 state of 0.5%. Keeping all errors in our post-selection scheme, an order of
magnitude below this value is reasonable and desirable.
The minimum error probabilities as a function of the reflectivity of the beam splitters
coupling the coherent states into the parabolic mirrors are plotted in Fig. 4.7. First,
we determined the reflectivity for the beam splitter in front of ion 1 that ensures
being below the error threshold for a set of suitable parameters yielding R1 = 0.5.
Next, this result was used in the calculations for ion 2 leading to R2 = 0.22. From
these reflectivity values, one would obtain a reduction of the success probability for
entanglement generation by 61%.
In practice, the Helstrom bound will not be reached entirely with the obtainable
error probability depending on the method employed for measuring the phase of the
probe pulse. Nevertheless, the error threshold marked in Fig. 4.7 can be reached. This
may be achieved at the cost of using beam splitters with larger reflectivities and thus
accepting lower success probabilities.
To guarantee that the entangled state is not destroyed, we have to ensure that no
information about the state of the qubit is extracted by our post-selection. The latter
condition is satisfied if the magnetic field fixing the quantization axis is sufficiently
small (i.e., the frequency shifts caused by the Zeeman effect are small compared to
the spontaneous decay rate). In this case, the phase shift imprinted on an ion in the
m = −1 Zeeman state is practically the same as for the other ion in the m = +1 state.
Therefore, probing the qubit dispersively does not project the ions into one of these
states and entanglement is preserved. The parameter set in Fig. 4.7 yields a fidelity
of 0.998 when post selecting. Even higher fidelities can be reached by larger beam
splitter reflectivities (accompanied by decreasing success probabilities), lower pulse
amplitudes, or longer pulse lengths. A lower pulse amplitude has to be compensated
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for by larger beam splitter reflectivities or longer pulse lengths. The latter in turn
affects the repetition rate.
4.4.3 Repetition rate
We, finally, estimate the achievable repetition rate. Typically, an experimental cycle
starts with Doppler cooling the ion, which takes about 200 µs for the ions treated here
[53]. For the trap frequencies inherent to the parabolic mirror trap, 500 kHz in the radial
direction and 1 MHz along the optical axis, the average number of motional quanta
according to the Doppler limit is 20 and 10, respectively. This corresponds to widths of
the ion wave function in position space of about 0.13 and 0.07 wavelengths. With these
numbers, we estimate that the ions experience 78% of the focal intensity obtained by
diffraction-limited focusing. Applying only Doppler cooling, the success probability
of our scheme would be reduced accordingly. One could additionally apply resolved
side-band cooling but the increase of the success rate is obviously accompanied by a
lower repetition rate due to the elongated cooling procedure. Furthermore, as soon as
there is a broadened focus due to incompletely compensated atmospheric aberrations
etc., the above spread of the ion’s wave function is negligible.
After cooling, both ions have to be prepared in the state S1/2, F = 0 which takes
less than 1 µs [54]. Additionally, ion 2 has to be flipped to the state S1/2, F = 1, m = 0.
This can be accomplished in 6 µs using microwaves [54] or in 100 ps applying Raman
transitions [55]. Likewise, ion 1 is brought to the P1/2, F = 1, m = 0 state by an optical
pi-pulse on a time scale smaller than a nanosecond. The post-selection requires around
80 µs, as it was outlined in Sec. 4.4.2. The photon traveling time from ion 1 to ion 2 is
of the order of 10 µs for distances of a few kilometers. At least, the same time has to
be spent in communicating the post-selection via a classical communication channel.
Thus, the time spent for state preparation, attempting entanglement of the ions, and
post-selection is on the order of 100 µs.
From the numbers given above, one would estimate a repetition rate of 3.3 kHz
if Doppler cooling is applied after each entanglement attempt. One could increase
the repetition rate if Doppler cooling is performed regularly after a certain number
of entanglement trials. Since one entanglement trial takes about 100 µs, a repetition
rate of more than 10 kHz is not feasible, unless one accepts a reduced fidelity and/or
success probability. Assuming a realistic heating rate of 10 quanta per ms [56], the
spread of the ion wave function would roughly double in the radial direction within
8 ms. Accepting the accompanying, continuously increasing loss of success probability,
one could enhance the repetition rate towards 9.8 kHz, which is close to the inverse of
the duration of one entanglement trial. Anyhow, in every experimental realization, the
repetition rate is dictated by the specific requirements on fidelity, success probability,
and inter-ion distance.
4.5 comparison with other schemes
Our protocol has been designed to be compatible with a free-space communication
channel. In this section, we compare our protocol to other multimode schemes which
could be adapted to be compatible with a free-space communication channel. We focus
in particular on the scheme implemented in [42] also using 171Yb+ ions to encode the
matter qubit. A similar scheme can also be applied using nitrogen-vacancy centers [43]
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and has recently been used to demonstrate the first loophole-free Bell test [57]. In this
scheme, the spontaneous decay process is used to generate two single photons each
of them entangled with one of the matter qubits. The photons are directed to a 50/50
non-polarizing beam splitter and the output ports of the beam splitter are observed
using single photon detectors. Heralded entanglement is generated by detecting the
photons at different output ports, i.e., by not observing the Hong-Ou-Mandel effect.
This, however, requires perfect mode matching of the incoming photons on the beam
splitter. Deviations from the ideal scenario cause a loss of the fidelity of the entangled
state. In [42], fibers were used as mode filters to enhance mode matching. The coupling
of photons propagating in free-space to a fiber, however, is connected with severe
photon losses.
In our scheme, the coupling of the photon wave packet to the second ion basically
serves as a mode filter. Excitation of the second ion only takes place if the photon is
in the correct modes. Thus, as discussed previously, experimental deviations cause a
reduction of the success probability but leave the fidelity unaltered. This makes our
scheme a well-suited candidate for free-space communication.
4.6 summary
In summary, a protocol for preparing maximally entangled states of two matter qubits
with high fidelity has been proposed. This scheme has been designed to be compatible
with a free-space communication channel, which is relevant, for example, for building
a satellite-based quantum communication network. For circumventing limitations
connected to such a free-space approach, the scheme relies on the usage of parabolic
mirrors for enhancing the photon collection efficiency and, as such, also the success
probability of the scheme. The matter qubits are encoded in the level structure of two
distant 171Yb+ ions located at the foci of the parabolic mirrors.
Due to this free-space approach, the theoretical description of the setup involves an
extreme multimode scenario to model the radiation field. Semiclassical methods as
well as the photon-path representation introduced in chapter 3 have been used to deal
with the boundary conditions at the two parabolic mirrors, which leads to an intuitive
representation of the quantum dynamics of the two ions and the radiation field.
To obtain a more realistic description, we have focused on the experimental details in
Ref. [58] and on more realistic boundary conditions. Our results confirm the feasibility
of the scheme to achieve reasonable success probabilities, which, in combination with a
relatively high repetition rate, leads to a reasonable rate for preparing entangled matter
qubits. Indeed, we expect an entanglement rate of 54 per second under diffraction-
limited focusing.
One of the main issues is the fidelity of these states. The scheme is robust against
imperfections arising in the experimental implementation. All these effects reduce the
success probability of entanglement generation but leave the fidelity untouched.
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C O H E R E N T C O N T R O L O F A B S O R P T I O N A N D S P O N TA N E O U S
E M I S S I O N P R O C E S S E S
Efficient matter-field coupling in free-space is crucial for quantum technological ap-
plications and has been subject of recent experimental [30, 59, 60] and theoretical [61]
investigations. In the previous section, we have discussed the use of parabolic mirrors
to enhance matter-field coupling of a single atom to a single photon in free-space.
Thereby, we have used the parabolic mirrors as mode converters to generate inward-
moving dipole waves which couple optimally to a single atom in dipole approximation.
By absorbing such a wave packet, it is possible to generate entangled states between
distant matter qubits. However, for achieving efficient matter-field coupling on the
single-photon level, it is crucial to control the temporal envelope of the single-photon
wave packet precisely. Deviations from the ideal wave packet form cause a severe re-
duction in the coupling efficiency, which has a direct impact on the success probability
of elementary communication protocols.
To enhance the coupling efficiency, an interesting probabilistic method for generating
and shaping a single-photon wave packet has been developed recently [62, 63]. The
inherent probabilistic nature of the procedure stems from the usage of a photon
source based on spontaneous four-wave mixing [64] and the shaping of the wave
packet by using electro-optical amplitude modulation. The probabilistic nature of
these processes results in a heralded single-photon source. However, for applications
concerning readout and retrieval processes of quantum information, procedures capable
of performing such tasks on demand in a deterministic way are favorable.
For fiber- and cavity-based architectures, a proposal to overcome the obstacles
of probabilistic photon generation and probabilistic wave packet shaping has been
developed by Cirac. et al. [28] and has been implemented experimentally by Ritter et
al. [29]. In this experiment, a laser pulse controls the interaction of a single trapped
atom with the radiation field inside a high finesse cavity. Exploiting the extreme
cavity-induced mode selection of the high finesse cavity and the resulting vacuum
Rabi oscillations governing the coherent spontaneous photon emission and absorption
processes, a matter qubit can be converted efficiently on demand to a single photonic
qubit prepared in a time-reversal symmetric wave packet state. Due to this symmetry of
the wave packet, the quantum information stored in this single photon can be retrieved
with high fidelity after transmission through an optical fiber and stored in another
matter qubit.
However, this efficient readout and retrieval procedure is not suitable for free-space
quantum communication protocols which do not involve any strong mode selection
mechanism because in free-space the spontaneous photon emission process is of a
considerably different nature. In view of these differences, the natural question arises
whether it is possible to design an efficient readout and retrieval procedure suitable
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for free-space quantum communication protocols. It turns out that this can indeed be
done.
In this chapter, we present techniques to obtain enhanced control over emission
and absorption processes of single quantum emitters in free space. By applying
these techniques, it is possible to enhance matter-field coupling and to assemble more
efficient protocols for achieving free-space quantum communication. We also show a
potential application of these new techniques by presenting a new protocol for achieving
quantum state transfer between two distant matter qubits connected by a free-space
link. However, the techniques developed in this chapter are not limited to free-space
links. They can also be applied to many architectures which do not necessarily rely on
the mode selection by an optical resonator but on the direct coupling of a quantum
emitter to a one-dimensional waveguide, such as nanowires, nanofibers, or coplanar
waveguides (circuit QED).
This chapter is organized as follows. We start with analyzing the impact of the
temporal envelope of a single-photon wave packet on the attempt to efficiently excite a
single atom in free-space in Sec. 5.1 . In Sec. 5.2, we develop methods for controlling
spontaneous emission and absorption processes in free-space based on stimulated
Raman adiabatic passage (STIRAP). We apply these methods in Sec. 5.3 to achieve
efficient transfer of an excitation from one atom to a second remote atom mediated by
the radiation field. In Sec. 5.4, we present an alternative version of the STIRAP assisted
schemes based on precisely controlled Rabi oscillations. Finally, in Sec. 5.5, we apply
these schemes for assembling a protocol for achieving efficient high-fidelity quantum
state transfer between distant matter qubits.
5.1 efficient single-photon absorption in free-space
In this section, we analyze the absorption of a single photon by a single atom. We
focus on the impact of the temporal envelope of the single-photon wave packet on
this process. In the following, we consider a single two-level atom tightly trapped at
position R in free-space. We model the interaction between the atom and the radiation
field by using the dipole approximation and the RWA with d being the corresponding
dipole matrix element and ωeg being the transition frequency between the excited and
the ground state. As initial state, we consider the single atom to be in the ground state
|g〉 and the radiation field to be in a single photon state |ψphotonics(t0)〉rad. By using the
photon-path-representation developed in chapter 3, we obtain the following expression
for the probability amplitude for exciting the atom
Pe(t) =
∣∣∣∣∫ tt0 e−Γ/2(t−t′)Ein(t′)dt′
∣∣∣∣2 (5.1)
with
Ein(t) =
1
h¯
eiωeg(t−t0)〈0|d · Eˆ+⊥(R, t) |ψphotonic(t0)〉rad
describing the temporal profile of the incoming single-photon wave packet. Thereby,
Eˆ+⊥(R, t) denotes again the field operator in the interaction picture.
We assume that the modes of most importance are the ones with frequencies around
ωeg. By focusing on this frequency domain and applying Eq. (3.7), we can derive the
following inequality
Γ ≥
∫
R
∣∣∣Ein(t)∣∣∣2 dt . (5.2)
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Equality is achieved by an inward-moving dipole wave which can couple perfectly to
the dipole matrix element d. By using parabolic mirrors, it is possible to approach this
idealized situation. In the following, we intend to excite the atom at time t = ta and
assume that the incoming wave packet is prepared in the infinite past, i.e., t0 → −∞.
By introducing the scalar product
〈 f1, f2〉L2((−∞,ta]) =
∫ ta
−∞
f ∗1 (t
′) f2(t′)dt′
on the Hilbert space L2((−∞, ta]), the probability for exciting the atom can be written
as follows
Pe (ta) =
∣∣∣〈 fΓ, Ein〉L2((−∞,ta])∣∣∣2
with
fΓ(t) = e−Γ/2(ta−t) .
By using the Cauchy–Schwarz inequality, we obtain
Pe (ta) ≤ || fΓ||2L2((−∞,ta])
∣∣∣∣∣∣Ein∣∣∣∣∣∣2
L2((−∞,ta])
=
1
Γ
∣∣∣∣∣∣Ein∣∣∣∣∣∣2
L2((−∞,ta])
with ||·||L2((−∞,ta]) denoting the norm induced by the scalar product 〈·, ·〉L2((−∞,t1]). The
inequality (5.2) implies ∣∣∣∣∣∣Ein∣∣∣∣∣∣2
L2((−∞,ta])
≤
∫
R
∣∣∣Ein(t)∣∣∣2 dt ≤ Γ .
According to the above expressions, unit probability for exciting the atom can only be
achieved for ∣∣∣∣∣∣Ein∣∣∣∣∣∣2
L2((−∞,ta])
= Γ . (5.3)
Hence, we require an inward-moving dipole wave. This, however, is just a necessary
but not a sufficient condition to achieve a high probability for absorbing the photon
and exciting the atom. In order to achieve unit excitation probability, the temporal
envelope of the wave packet has to fulfill the additional property∣∣∣〈 fΓ, Ein〉L2((−∞,ta])∣∣∣ = || fΓ||L2((−∞,ta]) ∣∣∣∣∣∣Ein∣∣∣∣∣∣L2((−∞,ta]) . (5.4)
Due to the properties of the scalar product and the conditions given by Eqs. (5.3) and
(5.4), the incoming wave packet which can achieve a perfect excitation of the atom at
time ta is up to a global phase factor uniquely defined and given by
Ein(t) = Γe−Γ/2(ta−t)θ(ta − t) . (5.5)
The above expression corresponds to the time reversed version of the wave packet
generated by a spontaneously decaying atom in free-space. In fact, it is possible to
derive the above result by using the time reversal symmetry of the theory [61]. The
initial state of the photonic radiation field which corresponds to such a wave packet is
given by
|ψphotonic(t0)〉rad = −
1
h¯
∫ ta
−∞
e−Γ/2(ta−t)e−iωeg(t−t0)d∗ · Eˆ−⊥(R, t) |0〉rad dt
= ∑
i
aˆ†i |0〉rad
√
ωi
2e0h¯
ei(t0−ta)(ωeg−ωi)
d∗ · gi(R)
ωi −ωeg − iΓ/2 . (5.6)
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Figure 5.1.: Basic atomic level scheme: Levels |g1〉 and |g2〉 are radiatively stable energy
eigenstates. The ancillary level |h〉 is required for efficient coherent popu-
lation transfer between levels |g1〉 and |r〉 by STIRAP. The dipole allowed
optical transitions |g1〉 ↔ |h〉 and |r〉 ↔ |h〉 are driven by the STIRAP lasers
with Rabi frequencies Ω1(t) and Ω2(t).
Note that the perfect absorption of this wave packet requires an infinite amount of time
(we set t0 = −∞) and for all finite time intervals the absorption probability is going to
be below unity. However, as the interaction time ta − t0 increases, we approach unit
absorption probability exponentially fast and we can achieve almost unit excitation
probability as long as Γ(ta − t0) 1.
5.2 stirap assisted control of spontaneous emission and absorption
processes in free-space
In the previous section, we have seen that the perfect excitation of a single atom
by a single photon in free-space can only be achieved by a wave packet with an
exponentially rising temporal envelope. Unfortunately, it is a difficult task to generate
such a single-photon wave packet.
To overcome this problem, we develop a method to coherently control the elementary
emission and absorption processes of single atoms in free-space. Thereby, it is possible
to tailor the shape of single-photon wave packets by controlling the spontaneous decay
process of a single excited atom. In a similar way, it is also feasible to manipulate the
absorption process of a single atom such that other wave packets than the ones with
exponentially rising temporal envelope can be absorbed almost perfectly.
For controlling the emission and absorption processes, a slightly more complicated
level structure is needed. A suitable atomic level structure is depicted in Fig. 5.1. The
states |g1〉 and |g2〉 are radiatively stable or metastable ground states. The state |h〉 is
an ancillary level which is employed during an adiabatic process. By applying two
(classical) laser pulses characterized by the time-dependent Rabi frequencies Ω1(t) and
Ω2(t), we can coherently transfer the population from state |g1〉 to state |r〉 via STIRAP.
Thereby, we obtain enhanced control over the spontaneous emission and absorption
processes. During this STIRAP process, the population of state |h〉 is negligible. The
overall system can be described by the Hamilton operator
Hˆ = Hˆatom + Hˆfield + Hˆi (5.7)
with the Hamiltonian of the free radiation field
Hˆfield = h¯∑
i
ωia†i ai
and the Hamiltonian of the free atom
Hˆatom = h¯ωg1 |g1〉〈g1|+ h¯ωg2 |g2〉〈g2|+ h¯ωh|h〉〈h|+ h¯ωr|r〉〈r| .
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By describing the laser fields classically, the interaction between the atom and the
radiation field is characterized by the Hamiltonian
Hˆi = −
(
Eˆ−⊥(R) · d∗|g2〉〈r|+H.c.
)
− h¯
2
(
ei(ωh−ωg1+∆1)(t−t0)Ω1(t)|g1〉〈h|+H.c.
)
− h¯
2
(
ei(ωh−ωr+∆2)(t−t0)Ω2(t)|r〉〈h|+H.c.
)
. (5.8)
We have neglected the coupling of the quantized radiation field to the atomic transitions
|h〉 ↔ |g1〉, |h〉 ↔ |r〉, which would cause a spontaneous decay of the excited state |h〉,
because we assume that the population of the state |h〉 is negligible. In the following,
we again focus on initial states which just correspond to a single excitation in the
system. So, either one photon is in the field and the atom is in state |g2〉 or the field
is in the vacuum state and the atom is in one of the states |g1〉, |h〉, and |r〉. For these
initial states, the time-dependent Schro¨dinger equation can be solved by the ansatz
|ψ(t)〉 = |ψpart(t)〉 |0〉rad + |g2〉 |ψphotonic(t)〉rad (5.9)
with |ψpart(t)〉 constituting a linear superposition of the atomic states |g1〉, |h〉, and |r〉
and
|ψphotonic(t)〉rad =∑
i
fi(t)aˆ†i |0〉rad
being the wave function describing the single-photon wave packet. Similar to the
procedure used in chapter 3, the one-photon probability amplitudes fi(t) can be
eliminated from the Schro¨dinger equation. Thus, in the interaction picture, we obtain
the following effective inhomogeneous Schro¨dinger equation for the atomic state. In
case of free-space, we get
i
d
dt
|ψ˜part(t)〉 = 1h¯ Hˆpart |ψ˜part(t)〉 − |r〉E
in(R, t),
1
h¯
Hˆpart = −iΓ2 |r〉〈r| (5.10)
−
(
ei∆1(t−t0)
Ω1(t)
2
|g1〉〈h|+ ei∆2(t−t0)Ω
2(t)
2
|r〉〈h|+H.c.
)
.
The inhomogeneous term
Ein(x, t) = eiωeg(t−t0) 1h¯ 〈0| d · Eˆ+⊥(x)e−
i
h¯ Hˆfield(t−t0) |ψphotonic(t0)〉
describes the coherent driving of the atomic state |r〉 by a freely evolving incoming
single-photon wave packet with ωeg = ωr −ωg2 being the transition frequency of the
optical transition |g2〉 ↔ |r〉. Similar to the method used in [37], the anti-hermitian
part of the Hamiltonian Hˆpart takes the spontaneous decay of the atomic state |r〉 into
account.
A convenient description of the dynamics is obtained by adiabatically eliminating
the state |h〉 from the Schro¨dinger equation (5.10). For this purpose, let us assume
that ∆1 = ∆2 and that the Rabi frequencies are of the form Ω1(t) = Ω sin(θ(t)) and
Ω2(t) = Ω cos(θ(t)) with Ω > 0. Furthermore, we assume that the laser fields are
sufficiently intense and that the change of their amplitudes is sufficiently slow, i.e.,
|θ˙(t)|, Γ Ω. Under these conditions the adiabatic approximation applies [65] and the
atomic state |ψpart(t)〉 follows the dark-state |D(t)〉 = cos(θ(t)) |g1〉 − sin(θ(t)) |r〉, i.e.,
|ψ˜part(t)〉 = c(t) |D(t)〉 .
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By properly tuning the Rabi frequencies Ω1(t) and Ω2(t), we can transfer the popu-
lation from |g1〉 to |r〉 or reverse coherently, a technique known as STIRAP [66]. The
adiabatic approximation leads to the following equation
d
dt
c(t) = −1
2
Γ(t)c(t)− i sin(θ(t))Ein(R, t) (5.11)
describing the time evolution of the system with
Γ(t) = Γ sin2 [θ(t)]
being the time-dependent spontaneous decay rate of the dark-state |D(t)〉. The time
dependence of the spontaneous decay rate of the dark-state is a direct consequence
of the time dependence of the overlap of the dark-state with the excited level |r〉.
According to chapter 3, the time evolution of the single-photon wave packet is given by
|ψphotonic(t)〉 = e− ih¯ Hˆrad(t−t0) |ψphotonic(t0)〉
− i
h¯
∫ t
t0
e−
i
h¯ Hˆrad(t−t1)d∗ · Eˆ−⊥(R) |0〉rad sin(θ(t1))c(t1)e−iωeg(t1−t0)dt1 .
(5.12)
By controlling the STIRAP pulses, we are able to control the time dependence of the
spontaneous emission process and the time dependence of the absorption process, as
described by Eq. (5.11).
5.2.1 Tailoring single-photon wave packets
This additional control over the spontaneous emission process allows us to tailor the
temporal envelope of the single-photon wave packets generated by the spontaneous
decay process of the atom. For tailoring such a wave packet, we consider an atom
initially prepared in state |g1〉 and the radiation field being in the vacuum state. In
order to fulfill the requirements of the adiabatic approximation, we assume that initially
Ω1(t0) Ω2(t0).
In this case, the last term in Eq. (5.11) does not contribute. Thus, the solution of Eq.
(5.11) with the initial condition c(t0) = 1 is given by
c(t) = e−
Γ
2
∫ t
t0
sin2(θ(t′))dt′ . (5.13)
According to Eq. (5.12), the temporal envelope of the emerging single-photon wave
packet is determined by the atomic amplitude 〈r|ψ˜part(t)〉 = −c(t) sin(θ(t)). Thus, by
controlling 〈r|ψ˜part(t)〉, we can tailor the temporal envelope of the generated wave
packet.
By exploiting the relation in Eq. (5.13), we obtain
sin(θ(t)) = − 〈r|ψ˜part(t)〉√
1− Γ
t∫
t0
∣∣〈r|ψ˜part(t′)〉∣∣2 dt′ . (5.14)
Thereby, 〈r|ψ˜part(t)〉 has to be chosen in such a way that |sin(θ(t))| ≤ 1. By using
Eq. (5.14), we can determine the STIRAP pulses Ω2(t) = Ω sin(θ(t)) and Ω2(t) =
Ω cos(θ(t)) needed to tailor the wave packet. By doing so, we are able to control the
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shape of the wave packet to a large extend. The only limitation is connected to the fact
that the excitation of the atom cannot be depopulate faster than with the spontaneous
decay rate Γ (due to the absence of additional photons which could cause stimulated
emission).
5.2.2 Almost perfect absorption of single-photon wave packets
Let us focus on the dynamics of an atom initially prepared in the state |g2〉 and trapped
at the point R interacting with a single photon in the radiation field. Hence, the initial
state of the system is given by
|ψ(t0)〉 = |g2〉 |ψphotonic(t0)〉rad .
Again, we apply the adiabatic approximation and assume that the second atom follows
the dark-state |D(t)〉, which leads to the following expression for the time evolution of
the wave function
|ψ(t)〉 = |g2〉 |ψphotonic(t)〉rad + c(t) |D(t)〉 |0〉rad .
By integrating Eq. (5.11) for the initial condition c(t0) = 0, we obtain
c(t) = −i
∫ t
t0
e−
1
2
∫ t
t1
Γ(t2)dt2 sin(θ(t1))Ein(R, t1)dt1 .
The above expression resembles Eq. (5.1) derived in Sec. 5.1 describing the absorption
process in free-space in the absence of additional laser fields but now with a time-
dependent spontaneous decay rate Γ(t). Following the discussion in Sec. 5.1, we can
analyze again the absorption process in more detail.
In the following, we intend to excite the atom at time t = ta and assume that the
incoming wave packet is prepared in the infinite past, i.e., t0 → ∞. Excitation, thereby,
means that we transfer the population of the atom from state |g2〉 to the dark-state
|D(t)〉. By using the scalar product on the Hilbert space L2((t0, ta]), we can write the
corresponding excitation probability as
Pe (ta) =
∣∣∣〈 f1, Ein〉L2((t0,ta])∣∣∣2
with
f1(t) = e−
1
2
∫ ta
t Γ(t2)dt2 sin(θ(t))
whereby
|| f1||2L2((t0,ta]) =
1
Γ
[
1− e−
∫ ta
t0
Γ(t2)dt2
]
≤ 1
Γ
. (5.15)
Due to the fact that
∣∣∣∣Ein∣∣∣∣2L2((−∞,ta]) ≤ Γ, we can only approach unit excitation proba-
bility for
Ein(t) = Γ f1(t) (5.16)
and ∫ ta
t0
Γ(t2)dt2 → ∞ (5.17)
which implies ∣∣∣∣∣∣Ein∣∣∣∣∣∣2
L2((−∞,ta])
→ Γ . (5.18)
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Hence, we again require an almost perfect coupling of the incoming single-photon
wave packet to the second atom and an infinite interaction time ta − t0 to achieve
perfect single-photon absorption. However, we approach unit excitation probability
exponentially fast. Hence, it is possible to achieve almost unit excitation probability for
finite values of
∫ ta
t0
Γ(t2)dt2. This time, however, we can use the additional control to
adapt the absorption process to the shape of the incoming wave packet. Thereby, we
can achieve almost unit excitation probability not only for single-photon wave packets
with an exponentially rising temporal envelope.
5.3 efficient excitation transfer from one atom to another
The schemes for tailoring single-photon wave packets by controlling the spontaneous
decay process and for controlling the absorption process of single atoms in free-space
introduced in the previous section can be combined to achieve almost perfect excitation
transfer from one atom to another remote atom.
For achieving such an almost perfect excitation transfer, we again make use of the
setup consisting out of two parabolic mirrors an two atoms trapped close to their focal
points introduced in chapter 4 and depicted in Fig. 4.1. In the following, we assume
that the first atom at focal point R1 is used to generate a suitable wave packet that is
absorbed by the second atom at focal point R2 later on almost perfectly. Furthermore,
we assume that the first atom is initially prepared in state |g1〉1, that the second atom
is prepared in state |g2〉2, and that the field is initially prepared in the vacuum state
|0〉rad. Thus, the initial state of the overall system is given by
|ψ(t0)〉 = |g1〉1|g2〉2 |0〉rad .
As discussed above, we control the dynamics of the atoms by applying two additional
laser fields per atom with their induced Rabi frequencies
Ω1i (t) = Ω sin(θi(t))
Ω2i (t) = Ω cos(θi(t))
and induced mixing angles θi for atom i ∈ {1, 2}. According to Eq. (5.12), the single
photon wave packet generated by the first atom is described by
|ψphotonic(t)〉rad =
i
h¯
∫ t
t0
e−
i
h¯ Hˆrad(t−t1)d∗1 · Eˆ−⊥(R1) |0〉P 〈r|ψ˜part(t1)〉1e−iωeg(t1−t0)dt1
with di denoting the dipole matrix element of atom i. This results in the following
expression describing the incoming radiation field coupling to the second atom
Ein(R2, t) =
1
h¯ 〈0| d2 · Eˆ+⊥(R2)e−
i
h¯ Hˆfield(t−t0) |ψphotonic(t0)〉 eiωeg(t−t0)
= − i
h¯2
∫ t
t0
〈0|rad
(
d2 · Eˆ+⊥(R2)
)
e−i[
1
h¯ Hˆrad−ωeg](t−t1) (d∗1 · Eˆ−⊥(R1)) |0〉rad 〈r|ψ˜part(t1)〉1dt1
The above expression can be simplified by using the dyadic Green’s function of the
d’Alamber operator (see chapter 3). We obtain
Ein(R2, t) = − 1
e0h¯
∫ t
t0
d2 · ∇ ×∇×G(R2, R1, t− t1) · d∗1〈r|ψ˜part(t1)〉1eiωeg(t−t1)dt1 .
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By using the semiclassical expressions for ∇×∇×G(R2, R1, t− t1) derived in the
previous chapter (see Eq. (4.3)), we obtain
1
e0h¯
d2 · ∇ ×∇×G(R2, R1, t) · d∗1 = αΓδ(t− τ)
for t < 2τ with α being a suitable constant. It is possible to achieve
|α| → 1
which corresponds to a perfect coupling of the second atom to the photon wave packet
generated by the first atom. In practice, however, as already discussed in chapter 3,
the value |α| is limited by the reflectivity of the mirrors, the attenuation of the photon
during transmission from mirror 1 and mirror 2, and the fact that the parabolic mirrors
do not cover the full solid angle around the atoms. By applying the semiclassical
expression above, we obtain
Ein(R2, t) = −αΓ〈r|ψ˜part(t− τ)〉1eiωegτ .
According to our previous analysis in Subsec. 5.2.2, optimal absorption at time ta is
achieved only if
α〈r|ψ˜part(t− τ)〉1 = f1(t) up to a global phase factor
with
f1(t) = e−
1
2Γ
∫ ta
t sin
2(θ2(t′))dt′ sin(θ2(t)) .
This requirement is satisfied by many possible choices for the STIRAP pulses. A
particular simple solution is to tailor a time symmetric single-photon wave packet by
applying suitable STIRAP pulses to the first atom and to apply a time reversed and by
τ delayed pulse configuration to the second atom, i.e.,
θ1(t− τ) = θ2(−t) .
Thereby, an almost perfect transfer of the excitation from atom one to atom two is
performed. This is possible due to time reversal symmetry of the system.
In the following, we analyze the transfer of the excitation in more detail by going
beyond the adiabatic approximation. We focus on the generation of time symmetric
single-photon wave packets with a Gaussian temporal envelope (other choices are also
possible).
For generating such a single-photon wave packet, the probability amplitude of
finding the first atom in an excited state also has to be of a Gaussian form
〈r|ψ˜part(t)〉 =
(
2
piΓ2σ2
)1/4
e−(tmax−t)
2/σ2 (5.19)
with σΓ and (tmax − t0)/σ being sufficiently large. The corresponding shapes of the
STIRAP pulses Ω11(t) = Ω sin(θ1(t)) and Ω
2
1(t) = Ω cos(θ1(t)) generating a time-
symmetric single-photon wave packet are determined by Eq. (5.14). These pulses for
the wave packet generation (applied to the first atom) and the wave packet absorption
(applied to the second atom) are depicted in Fig. 5.2 (a) and (b) for the parameters
σΓ = 10 and Γ(tmax − t0) = 25 .
To validate the results obtained by applying the adiabatic approximation, we have
solved Eq. (5.10) numerically. For this purpose, we consider the idealized situation of a
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Figure 5.2.: STIRAP pulses for generating the wave packet by the first atom (a) and its
subsequent absorption by the second atom (b). The corresponding Rabi
frequencies Ω1i (blue) and Ω
2
i (red) are plotted over time. The parameters
are σΓ = 10, Γ(tmax − t0) = 25.
perfect coupling of the second atom to the photon wave packet, i.e., |α|2 = 1. However,
the factor |α|2 enters just as a scaling factor. The corresponding probability of finding
the first atom in state |r〉 during the generation of a time-symmetric single-photon wave
packet is depicted in Fig. 5.3. These numerical results demonstrate that the proposed
STIRAP-assisted photon emission and absorption scheme enables the engineering of a
time-symmetric single-photon wave packet, provided the Rabi frequencies involved in
the STIRAP process are sufficiently high.
The success probability of absorbing a time-symmetric single-photon wave packet
and of transferring the population from the initial state |g2〉 to state |g1〉 is depicted in
Fig. 5.4. With an increasing Rabi frequency Ω, this probability quickly approaches unity.
This demonstrates that the proposed STIRAP-assisted scheme leads to almost perfect
absorption of a time-symmetric single-photon wave packet if the Rabi frequencies Ω
involved in the STIRAP process are large in comparison with the spontaneous decay
rate Γ. Furthermore, numerical calculations confirm that the maximal probability of
finding the atoms in state |h〉 scales with Ω−2. For Ω = 10Γ and the parameters chosen
in Fig. 5.3 and Fig. 5.4, for example, its values are smaller than 10−3. This is valid
for STIRAP-assisted photon emission as well as absorption. Thus, the assumption
of a negligible population of the ancillary atomic level |h〉 can be satisfied easily for
sufficiently high Rabi frequencies and it is possible to enhance matter-field coupling
and to overcome limitations connected to the temporal profile of the single-photon
wave packets.
5.4 an alternative control scheme
In the previous sections, we discussed the use of STIRAP for obtaining enhanced
control over spontaneous emission and absorption processes. In fact, this is not the
only possible way to achieve that. We could also obtain enhanced control by applying
just one additional laser in a simple tripod structure like the one depicted in Fig. 5.5.
In the following, we assume that the excited level |r〉 decays dominantly to the
ground state |g2〉 . Thus, Rabi oscillations characterized by the time-dependent Rabi
frequency Ω(t) are either driven using a dipole forbidden transition or a Raman
transition.
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Figure 5.3.: Time dependence of the probability of detecting an atom in state |r〉 during
the generation of a time-symmetric single-photon wave packet for several
Rabi frequencies Ω: The time t is plotted in units of the mean spontaneous
decay time 1/Γ. The parameters are σΓ = 10, Γ(tmax− t0) = 25, ∆1 = ∆2 =
0 and |α|2 = 1. The result of the adiabatic approximation is denoted by
’ideal’.
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Figure 5.4.: Success probability of absorbing a time-symmetric single-photon wave
packet and its dependence on the Rabi frequency Ω (in units of Γ): The
parameters are σΓ = 10, Γ(tmax − t0) = 25, ∆1 = ∆2 = 0 and |α|2 = 1.
Figure 5.5.: Basic atomic level scheme: Levels |g1〉 and |g2〉 are radiatively stable energy
eigenstates. The optical transition |g1〉 ↔ |r〉 is driven by a laser with Rabi
frequencies Ω(t). The excited level |r〉 dominantly decays to the ground
state |g2〉 .
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By focusing again on initial states with a single excitation in the system, we can solve
the time-dependent Schro¨dinger equation by the same ansatz (see Eq. (5.9)) used in
the previous section but this time |ψpart(t)〉 constituting a linear superposition only
of the atomic states |g1〉 and |r〉. By eliminating the degrees of freedom connected to
|ψphotonic(t)〉rad, we can derive the following equation describing the time evolution of|ψpart(t)〉 in the interaction picture
i
d
dt
|ψ˜part(t)〉 = 1h¯ Hˆpart |ψ˜part(t)〉 − |r〉E
in(R, t)
with
1
h¯
Hˆpart = −iΓ2 |r〉〈r|+ i
(
Ω(t)
2
|r〉〈g1| −H.c.
)
and Ein(R, t) describing the incoming single-photon wave packet. Due to the simple
structure of the above equations, they can be solved analytically. For tailoring a single
photon wave packet, we again assume that the atom is initially prepared in the state
|g1〉 and that the field is in the vacuum state, i.e.,
|ψ˜part(t0)〉 = |g1〉
|ψphotonic(t0)〉rad = 0 .
As in the previous sections, we control the shape of the wave packet by controlling
the overlap 〈r|ψ˜part(t)〉. The corresponding probability amplitude fulfills the following
differential equation
d
dt
〈r|ψ˜part(t)〉 = −Γ2 〈r|ψ˜part(t)〉+
Ω(t)
2
〈g1|ψ˜part(t)〉 .
For the sake of simplicity, we assume that the probability amplitude 〈r|ψ˜part(t)〉 is real
valued. In this case, we can restrict to purely real valued Rabi frequencies Ω(t). If we
drive at most half a Rabi cycle, we obtain
〈g1|ψ˜part(t)〉 =
√√√√√1− ∣∣〈r|ψ˜part(t)〉∣∣2 − Γ t∫
t0
∣∣〈r|ψ˜part(t′)〉∣∣2 dt′
and thus
Ω(t) = 2
d
dt 〈r|ψ˜part(t)〉+ Γ2 〈r|ψ˜part(t)〉√
1− ∣∣〈r|ψ˜part(t)〉∣∣2 − Γ t∫
t0
∣∣〈r|ψ˜part(t′)〉∣∣2 dt′ . (5.20)
By using Eq. (5.20), we can determine the optimal shape of our laser pulse. For
generating a single-photon wave packet with a Gaussian envelope (see Eq. 5.19) with
the parameters σΓ = 10, Γ(tmax − t0) = 25, we need a pulse of the form depicted in
Fig.5.6.
Due to time reversal symmetry, similar considerations also hold true for the photon
absorption process and ideal photon absorption can be achieved. Thus, we have two
schemes at our disposal for controlling the absorption and emission processes of single
quantum emitters in free-space.
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Figure 5.6.: Laser pulse for the generation of a wave packet with a Gaussian enve-
lope. The corresponding Rabi frequency Ω(t) is plotted over time. The
parameters are σΓ = 10, Γ(tmax − t0) = 25.
Figure 5.7.: Advanced protocol for quantum state transfer in free-space: The qubit
states are formed by Zeeman sublevels of two degenerate metastable states
denoted by |0〉 and |1〉 (colored in orange). The non degenerate ground
state of the atom is denoted by |g〉 . The red arrows indicate the relevant
spontaneous decay and photon absorption processes. The black arrows
indicate the relevant STIRAP processes.
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5.5 a protocol for efficient high-fidelity quantum state transfer be-
tween remote matter qubits
One of the main motivations for achieving efficient matter-field coupling on the single-
photon level is to implement protocols for quantum communication to generate remote
entangled states or to realize quantum state transfer between remote matter qubits. We
can use the schemes developed in the previous sections as basic building blocks for
such protocols.
In the following, we focus on single-photon-mediated high-fidelity quantum state
transfer of arbitrary qubit states encoded in matter qubits via a free-space channel. In
the simplest protocol, one of the previously discussed level structures (see Fig. 5.1 and
Fig. 5.5) is used for encoding a qubit in a linear superposition of the atomic levels |g1〉
and |g2〉 of an atom trapped at the focus of a parabolic cavity. The readout of this qubit
is performed by one of the previously proposed schemes (either via a STIRAP assisted
process or by driving a suitable Rabi oscillation). If this atom is prepared initially in
state |g1〉, it is transferred to state |g2〉 by emitting a single photon. Alternatively, if
it is prepared initially in state |g2〉, it remains in this state and no photon is emitted.
Correspondingly, if the atom is prepared in a linear superposition of both states, this
qubit state is coherently mapped onto a coherent superposition of the presence and
absence of a single photon. After photon propagation through free-space, the retrieval
of this photonic qubit is accomplished by the time-reversed process acting on a second
atom initially prepared in state |g2〉. This way, it is possible to store the original qubit
again in a second distant matter qubit positioned at the focal point of another parabolic
cavity. However, this simple procedure has the drawback that photon loss cannot be
detected by the receiver (photon loss is described by |α| < 1). Thus, photon loss leads
to a significant reduction of the fidelity of the original qubit state.
This problem can be circumvented by an advanced free-space quantum commu-
nication protocol whose atomic excitation scheme is depicted in Fig. 5.7. For this
protocol, also, both schemes discussed in Sec. 5.2 and Sec. 5.4 are applicable. A
controlled spontaneous decay process is used to encode an initially prepared qubit
state of a trapped atom in the polarization state of the generated single-photon wave
packet. Thereby, the states of the matter qubit may be formed by Zeeman sublevels of
a degenerate metastable atomic state. After photon propagation, the retrieval of this
photonic qubit and storage in another matter qubit is achieved with the corresponding
time-reversed absorption process. In this protocol, photon loss only affects the success
probability of the retrieval process and not the fidelity of the retrieved qubit state.
Provided the transmission of the generated single-photon wave packet is successful,
the quantum state of the first atom is transferred with high fidelity to the distant
second atom. Atomic level structures suitable for implementing such a scheme are
available in alkaline earth and alkaline-earth-like atoms, for example. These atoms offer
ground states with vanishing electronic spin and are therefore of interest for quantum
information processing [67, 68] and for realizations of optical frequency standards [69].
For this scheme, isotopes with vanishing nuclear spin are of particular interest due to
their non-degenerate ground states. The matter qubit may be encoded in long-lived
metastable states and the single-photon wave packet may be generated by dipole
allowed optical transitions from suitable excited states to the non-degenerate ground
state of the atom. The presence of such a non-degenerate ground state is necessary to
ensure that the excited states decay to only one state of the level structure. Successful
cooling and trapping of such atoms, like 88Sr and 174Yb, has already been reported
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[70, 71]. A possible level scheme in 88Sr for the STIRAP assisted version of the protocol
is given by
|g〉 ≡ 5s2 1S0
|0〉 , |1〉 ≡ 5s4d 1D2 (m = ±1)
|r0〉 , |r1〉 ≡ 5s5p 1P1 (m = ±1)
|h0〉 , |h1〉 ≡ 5s4 f 1F3 (m = ±1) .
The laser-induced transfer between levels |h0〉, |h1〉 and |r0〉, |r1〉 could be realized by a
two-photon process (e.g., via the intermediate levels 5s5d 1D2 ).
5.6 summary
In this chapter, we have studied the absorption and spontaneous emission process
of single quantum emitters coupled to a multimode radiation field. We focused on
the coupling of single quantum emitters to single photons propagating in free-space.
However, the results developed in this chapter are not restricted to free-space but
can be applied to many architectures which do not necessarily rely on the mode
selection by an optical resonator but on the direct coupling of a quantum emitter to a
one-dimensional waveguide, such as nanowires, nanofibers, or coplanar waveguides
(circuit QED).
In the first part of this chapter, we focused on the requirements for achieving efficient
single-photon absorption by a single quantum emitter. These absorption processes,
in general, require a precise control of the shape of the incoming single-photon wave
packet. Any deviations from the ideal shape of the incoming wave packet result in a
severe loss of success probability.
Motivated by the importance of these processes for quantum communication pro-
tocols, we developed methods for obtaining coherent control of elementary emission
and absorption processes of single quantum emitters in free space. By using these
methods, it is possible to control the spontaneous decay process to tailor the shape of
the emitted photons. It is also possible to control the time-reversed process of single
photon absorption and to achieve almost unit excitation probability for a large class of
single-photon wave packets. By combining these methods, we have shown that efficient
excitation transfer between remote atoms in an extreme multimode environment can
be achieved.
Based on these schemes, we developed a protocol for high-fidelity quantum state
transfer between distant matter qubits by photon propagation in free-space. In contrast
to already known quantum state transfer schemes, our protocol does not require high
finesse cavities and optical fibers so that it offers interesting perspectives for applications
in free-space quantum communication or a variety of architectures based on the direct
coupling of single quantum emitters coupled to the multimode environment in a
one-dimensional waveguide.

6
D I S S I PAT I O N E N A B L E D E F F I C I E N T E X C I TAT I O N T R A N S F E R
F R O M A S I N G L E P H O T O N T O A S I N G L E Q U A N T U M E M I T T E R
In the previous chapter, we have shown that by applying additional laser pulses it
is possible to control the spontaneous emission and absorption process of the single
quantum emitters. By using this enhanced control, a single quantum emitter can
efficiently absorb a single photon of quite arbitrary temporal shape provided the shape
of the photon and its arrival time is known in advance. Similar schemes are also known
for fiber- and cavity-based architectures.
Unfortunately, in practice, the precise temporal shape of the incoming photon might
change due to processes in the optical medium, such as dispersion, and is not always
known. Furthermore, scaling up a quantum network based on the schemes discussed
above might be challenging as they require a synchronization of the nodes involved
due to the requirement that the arrival time of the incoming photon has to be known.
One can circumvent these complications by using protocols based on electromagneti-
cally induced transparency [72, 73] which can be used to store a single-photon wave
packet of quite arbitrary pulse shape in a collective excitation of a macroscopically
large number of atoms [73] or in a solid [74]. However, the controlled manipulation of
the resulting macroscopic excitation for purposes of quantum information processing
is highly challenging. Thus, it would be of advantage to be able to perform an efficient
excitation transfer from a single photon of a quite arbitrary shape to a single quantum
emitter without the need of tailoring conditional laser pulses.
A coherent scheme overcoming the complications of such a conditional pulse shaping
has been proposed by Duan and Kimble [75]. It takes advantage of a trapped atom’s
state dependent frequency shift of the cavity mode which results in a phase flip of
an incoming single photon reflected by the cavity. This scheme has been used to
build a nondestructive photon detector [76], a quantum gate between a matter and
a photonic qubit [77], and a quantum memory for the heralded storage of a single
photonic qubit [78]. However, for the heralded storage of a single photonic qubit, the
outgoing photon has to be measured and quantum feedback has to be applied. Hence,
the efficiency of this scheme is limited by the efficiency of the single-photon detectors
used for measuring the reflected photon.
In view of these recent developments, the natural question arises whether it is
possible to achieve highly efficient excitation transfer from a single photon with a rather
arbitrary pulse shape to a single quantum emitter also in a way that the challenging
complications arising from conditional tailoring of laser pulses and from imperfections
affecting postselective photon detection processes can be circumvented. Here, we
present such a scheme which can be used to accomplish basic tasks of quantum
information processing, such as implementing a deterministic single-atom quantum
memory or a deterministic frequency converter for a photonic qubit. Contrary to
previous proposals based on coherent quantum processes, our scheme is enabled by an
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Figure 6.1.: Schematic representation of a fiber-based scenario with strong mode selec-
tion by an optical resonator: A single three-level atom is trapped inside the
cavity.
appropriate balancing of dissipative processes, such as spontaneous photon emission
and cavity decay. It is demonstrated that this way a single-photon wave packet of a
rather arbitrary shape can trigger a highly efficient excitation transfer to a material
quantum emitter. For photon wave packets with sufficiently small bandwidths, the high
efficiency of this excitation transfer is independent of the photon wave packet’s shape.
This single-photon induced optical pumping [79] does not require mode selection by
an optical resonator and is applicable to accomplish various tasks including highly
efficient coupling of a single atom to a single photon propagating in a one-dimensional
waveguide or even in free-space.
This chapter is organized as follows. We start with a discussion of our scheme in case
of a cavity and fiber-based architecture. We introduce the corresponding theoretical
model in Sec. 6.1. In Sec. 6.2, we evaluate the dynamics and derive the necessary
conditions for a highly efficient excitation transfer, balancing the dissipative processes
involved, which can be seen as an impedance matching condition. We show in Sec. 6.3
that our scheme can also be applied in case of no mode selection by a high finesse cavity
is taking place. Finally, we demonstrate the usefulness of our scheme for building
a deterministic quantum memory and a deterministic frequency converter between
photonic qubits of different wavelengths in Sec. 6.4.
6.1 scenario and model
We start with a discussion of the scheme for a fiber- and cavity-based architecture. We
consider a single three-level atom (with a lambda configuration) trapped in a high
finesse cavity, which is connected to a fiber. The corresponding setup is schematically
depicted in Fig. 6.1. A photon propagating through the fiber can enter this cavity by
transmission through a mirror of the single-sided cavity. In the following, we show
that by properly balancing the dissipative processes in the system the single photon
can induce an efficient state transfer from the state |s〉 to the state | f 〉. As shown later
on, this process can be used as basic building block for several protocols of quantum
communication and quantum information processing.
We assume that each of the transitions |e〉 ↔ |s〉, |e〉 ↔ | f 〉 is resonantly coupled
exclusively to one cavity mode. The two cavity modes can be distinguished either
due to different polarizations or different frequencies. We also model the spontaneous
decay of the excited state |e〉 by taking the coupling of the atom to the continua of
electromagnetic field modes orthogonal to the modes of the resonant cavity and of the
fiber into account. In our subsequent discussion, we assume that the dipole and rotating
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wave approximations are applicable. In the interaction picture, the Hamiltonian is
given by
Hˆint(t)/h¯ =
[
iΩes aˆC†es |s〉〈e|+ iΩe f aˆC†e f | f 〉〈e|+H.c.
]
(6.1)
+
[√
2κes aˆFes(t)aˆC†es +
√
2κe f aˆFe f (t)aˆC†e f +H.c.
]
(6.2)
−1
h¯
[
e−iωes(t−t0)des · Eˆ−Bes(t)|s〉〈e|+H.c.
]
(6.3)
−1
h¯
[
e−iωe f (t−t0)de f · Eˆ−Be f (t)| f 〉〈e|+H.c.
]
, (6.4)
aˆCes and aˆCe f being the annihilation operators of the cavity modes. These modes couple
resonantly to the atomic transitions |e〉 ↔ |s〉 and |e〉 ↔ | f 〉 with the atomic transition
frequencies ωes and ωe f and the corresponding vacuum Rabi-frequencies Ωes and Ωe f .
The coupling of the cavity modes to the fiber modes can be described by collective
annihilation operators of the fiber [80], i.e.,√
2κk aˆFk(t) = ∑
j∈Fk
cj aˆje−i(ωj−ωk)(t−t0) for k ∈ {es, e f }
with aˆj (j ∈ Fes(Fe f )) describing the orthogonal fiber modes with frequencies ωj
coupling to the atomic transitions |e〉 ↔ |s〉 (|e〉 ↔ | f 〉) and with 2κes (2κe f ) denoting
the associated cavity loss rates due to photon exchange between the cavity and the
fiber modes Fes (Fe f ) through one of the mirrors. In the dipole and rotating wave
approximation, the coupling of the atomic transition |e〉 ↔ |s〉 (|e〉 ↔ | f 〉) to the
reservoir of orthogonal electromagnetic background modes Bes (Be f ) is characterized
by the electric field operator whose negative frequency part is denoted Eˆ−Bes(t) (Eˆ
−
Be f
(t))
and the dipole matrix element des (de f ). We consider an initial state |ψ(t0)〉 in which a
single photon with frequencies centered around ωes is propagating through the fiber
towards the left mirror. The remaining parts of the radiation field are assumed to be in
the vacuum state and the atom is initially prepared in state |s〉, i.e.,
|ψ(t0)〉 = |s〉|ψin〉Fes |0〉Fe f |0〉Ces|0〉Ce f |0〉Bes |0〉Be f .
The initial state of the single photon propagating through the fiber is denoted |ψin〉Fes
and |0〉Ces, |0〉Ce f , |0〉Fe f |0〉Bes |0〉Be f are the vacuum states of the cavity modes, of the
initially unoccupied fiber modes, and of the modes of the electromagnetic background.
6.2 dynamics of the efficient excitation transfer and the impedance
matching condition
For evaluating the dynamics of the system, we focus on the subspace of the Hilbert
space which describes a single excitation in the combined atom-cavity system. The
corresponding subspace is spanned by the three quantum states
|E〉 ≡ |e〉|0〉Fes |0〉Fe f |0〉Ces|0〉Ce f |0〉Bes |0〉Be f ,
|S〉 ≡ |s〉|0〉Fes |0〉Fe f |1〉Ces|0〉Ce f |0〉Bes |0〉Be f ,
|F〉 ≡ | f 〉|0〉Fes |0〉Fe f |0〉Ces|1〉Ce f |0〉Bes |0〉Be f .
The three states listed above are coupled among each other due to the vacuum Rabi
oscillations and are coupled to four continua corresponding to the fiber and background
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Figure 6.2.: Sketch illustrating the couplings of the states |E〉, |S〉 and |F〉 among each
other as well as to the reservoirs Fes and Fe f representing the fiber modes
and to the reservoirs Bes and Be f representing the radiative background.
The couplings among the states |E〉, |S〉 and |F〉 are characterized by the
vacuum Rabi frequencies. The couplings of the state |E〉 to the reservoirs
Bes and Be f is characterized by the spontaneous decay rates γes and γe f
and the couplings of the states |S〉 and |F〉 to the reservoirs Fes and Fe f is
characterized by the cavity loss rates κes and κes.
modes. These couplings are illustrated in Fig. 6.2. The couplings to the reservoirs
induce effects such as cavity leakage and spontaneous decay.
By applying the techniques developed by [37], which have already been used in
chapter 3 to derive the single-photon-path-representation, we can describe the dynamics
in the subspace spanned by the states |E〉, |S〉 and |F〉 by the following differential
equation
d
dt
|ψP(t)〉 = Gˆ|ψP(t)〉+ |S〉
√
2κes fin(t) . (6.5)
Thereby, the generator
Gˆ =
[
Ωes|S〉〈E|+Ωe f |F〉〈E| −H.c.
]
(6.6)
−κes|S〉〈S| − κe f |F〉〈F| −
γe f + γes
2
|E〉〈E|
describes the vacuum Rabi oscillations coupling the states |E〉, |S〉 and |F〉 among
each other as well as the coupling of these states to the remaining part of the Hilbert
space which is connected to cavity loss and spontaneous decay of the atom. The
corresponding spontaneous decay rates of the dipole transitions |e〉 ↔ |s〉 and |e〉 ↔ | f 〉
are denoted γes and γe f . The inhomogeneity of Eq. (6.5) with amplitude
fin(t) = −i Fes〈0|aˆFes(t)|ψin〉Fes (6.7)
characterizes the incoming single photon. The general solution of Eq. (6.5) is given by
|ψP(t)〉 =
√
2κes
∫ t
t0
eGˆ(t−t
′)|S〉 fin(t′)dt′ . (6.8)
In the following, we concentrate on the adiabatic dynamical regime in which the
bandwidth of the incoming single-photon wave packet, i.e.,
∆ω =
√∫
R
∣∣∣ ddt fin(t)∣∣∣2 dt/ ∫R | fin(t)|2 dt (6.9)
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is much smaller than the eigenfrequencies of the generator Gˆ, i.e.,
∆ω  κes,
∣∣∣∣κes + (γes + γe f )/22 ± (6.10)[(
κes − (γes + γe f )/2
2
)2
− |Ωes|2 −
∣∣Ωe f ∣∣2
]1/2∣∣∣∣∣∣ .
In this dynamical regime [81], we arrive at the approximate result
|ψP(t)〉 =
√
2κes fin(t)
∫ ∞
0
eGˆt
′ |S〉dt′ = −√2κes fin(t)Gˆ−1|S〉
if the initial state has been prepared long before the wave packet arrives at the cavity,
i.e., t0 → −∞. Long after the photon has left the cavity again, i.e., for t → ∞, the
atomic transition probability P|s〉→| f 〉 between initial and final states |s〉 and | f 〉 is given
by
P|s〉→| f 〉 =
∫
R
[
2κe f
∣∣〈F|ψP(t′)〉∣∣2 (6.11)
+γe f
∣∣〈E|ψP(t′)〉∣∣2] dt′ = η ∫
R
| fin(t)|2 dt
with the efficiency
η =
4χesχe f(
χes + χe f
)2 1
1+ γes/
[
2 |Ωes|2 /κes
] (6.12)
and with the transition rates
χes = γes + 2 |Ωes|2 /κes , (6.13)
χe f = γe f + 2
∣∣Ωe f ∣∣2 /κe f . (6.14)
The rates χes and χe f can be seen as effective spontaneous decay rates whereby the
contributions |Ωes|2 /κes and
∣∣Ωe f ∣∣2 /κe f represent a cavity induced decay. Thereby,∫ t
t0
| fin(t′)|2dt′ is the probability that in the time interval [t0, t] the single photon has
arrived at the left mirror (not necessarily entering the cavity). Provided the photon
has arrived at the left mirror (during the time interval [t0,∞)), the probability of the
resulting excitation transfer to state | f 〉 equals the efficiency η. For an efficiency close
to unity, it is required that
χes = χe f , (6.15)
γes  2 |Ωes|2 /κes. (6.16)
The equality of the transition rates may be viewed as an optical impedance matching
condition. The second condition in Eq. (6.16) implies that for unit efficiency the atom
should not decay from state |e〉 back to state |s〉 by photon emission into the electro-
magnetic background. Interestingly, the optimal efficiency achievable is limited by the
spontaneous decay |e〉 → |s〉 only and not by photon emission into the background
modes coupling to the transition |e〉 ↔ | f 〉. In fact, if the spontaneous decay rate γe f is
sufficiently large, we do not even require any coupling of the transition |e〉 ↔ | f 〉 to
one of the cavity modes for achieving unit efficiency.
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Figure 6.3.: Dependence of the state transfer efficiency |s〉 → | f 〉 on the bandwidth ∆ω
of the photonic wave packet (in units of Ωes): The red lines are results of the
Gaussian envelope f 1in(t) and the blue lines of the antisymmetric envelope
f 2in(t) . The parameters are: Ωes = Ωe f = κes = κe f and γes = γe f = 0 (solid
lines; i.e., conditions (6.15) and (6.16) are satisfies), Ωes = Ωe f = κes =
κe f = 4γes = 4γe f (dashed lines; violation of the condition (6.16)).
In order to demonstrate the independence of this transition probability from the
shape of the incoming wave packet, we have evaluated the time evolution for two
different temporal envelopes, namely a symmetric Gaussian envelope
f (1)in (t) =
4
√
2∆ω2/pie−∆ω2t2 (6.17)
and an antisymmetric envelope of the form
f (2)in (t) = 2
4
√
2/pi∆ω3/2te− 13∆ω2t2 /33/4 . (6.18)
They are normalized so that
∫
R
| f (1,2)in (t)|2dt = 1, i.e., the photon certainly arrives at
the left mirror of the cavity. The resulting probability P|s〉→| f 〉 is the efficiency for
performing the photon induced atomic state transfer |s〉 → | f 〉. The solid lines in Fig.
6.3 correspond to perfect impedance matching as described by Eq. (6.15) with γes = 0.
As long as the bandwidth of the incoming photon wave packet is sufficiently small (see
Eq. (6.10)) the efficiency of the excitation transfer is close to unity and independent
of the shape of the photon wave packet. The dashed lines in Fig. 6.3 describe cases
with γes 6= 0 so that spontaneous decay of the atomic excitation |e〉 → |s〉 limits the
efficiency of the excitation transfer. The spontaneous decay process |e〉 → | f 〉 does not
limit the overall efficiency and in the extreme case of Ωe f = 0, for example, a non-zero
decay rate γe f is even essential for a highly efficient excitation transfer.
6.3 excitation transfer in the absence of a cavity
In the previous section, it has been shown that by balancing dissipative processes,
such as spontaneous decay processes and cavity leakage, an efficient state transfer of
a single quantum emitter trapped inside a high finesse cavity can be triggered by a
single photon of a quite arbitrary shape propagating along a fiber coupled to the high
finesse cavity. It is noteworthy that none of the necessary conditions for achieving a
high efficiency of this state transfer stated in Eqs. (6.15) and (6.16) demands that the
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Figure 6.4.: Schematic representation of a setup in which a three-level atom is coupled
to a one-dimensional waveguide without mode selection by an optical
resonator. The rates Γes and Γe f describe the spontaneous decay of the
atom caused by the coupling of the atom to the modes propagating along
the one-dimensional waveguide. The decay rates γes and γe f describe the
spontaneous decay of the excited state |e〉 caused by the coupling of the
atom to the modes of the radiative background (i.e., modes not confined
by the waveguide).
coherent cavity induced vacuum Rabi oscillations are dominating over the incoherent
process, such as spontaneous decay or cavity loss. This can be seen as a hint that our
scheme does not require the mode selection by an optical resonator. In this section,
we demonstrate that our scheme can also be applied to enhance resonant matter field
coupling between a single quantum emitter and a single photon propagating through a
one-dimensional waveguide or even to resonant atom-photon interaction in free-space.
We start with a model describing the interaction of a single photon propagating along
a one-dimensional waveguide with a single three-level atom in the vicinity of that
waveguide. A sketch of such a setup is depicted in Fig. 6.4 . We again assume that the
RWA and the dipole approximation are applicable. In the interaction picture, we can
describe the dynamics of the system by the Hamiltonian
Hˆint(t) = −
[
e−iωes(t−t0)des · Eˆ−es(xA, t)|s〉〈e|+H.c.
]
−
[
e−iωe f (t−t0)de f · Eˆ−e f (xA, t)| f 〉〈e|+H.c.
]
(6.19)
with xA being the position of the atom. Thereby, we assume that the atomic transitions
|e〉 ↔ |s〉 and |e〉 ↔ | f 〉 are coupling two disjunct sets of modes, either due to different
frequencies of the transitions or due to different dipole matrix elements. The negative
frequency parts of the electric field operators connected to these two different sets of
mode functions are denoted Eˆ−es(xA, t) and Eˆ−e f (xA, t). We can further subdivide the
set of mode functions by distinguishing between the modes propagating along the
one-dimensional waveguide and the modes connected to the radiative background (not
confined by the waveguide). Thus, we can again introduce the reservoirs Fes and Fe f
connected to the modes propagating along the waveguide and the reservoirs Bes and
Be f connected to the modes of the radiative background. In the following, we assume
that initially a single photon, which can couple to the atomic transition |e〉 ↔ |s〉, is
propagating along the waveguide, that the radiative background as well as the modes
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connected to the reservoir Fe f are in the vacuum state, and that the atom is prepared in
the state |s〉. The corresponding initial state is give by
|ψ(t0)〉 = |s〉|ψin〉Fes |0〉Fe f |0〉Bes |0〉Be f (6.20)
with |ψin〉Fes being the initial state of the single photon propagating through the fiber.
In close analogy to the previous section, we can derive the following equation
describing the probability amplitude for exciting the atom by using the methods
presented in chapter 3
d
dt
〈e|ψ(t)〉 = − 12
(
Γes + γes + Γe f + γe f
) 〈e|ψ(t)〉+ i√Γes fin(t) (6.21)
with Γes and Γe f being the spontaneous decay rates connected to the reservoirs Fes
and Fe f and γes and γe f again denoting the spontaneous decay rates induced by the
electromagnetic background (i.e., the reservoirs Bes, Be f ). The function fin(t) is defined
by the equation
√
Γes fin(t) = 1h¯ e
iωes(t−t0)〈0|d∗es ·
(
Eˆ−es
(
xA, t))†|ψin〉Fes (6.22)
and describes the incoming single photon propagating through the waveguide. The
solution of Eq. (6.21) is given by the following integral expression
〈e|ψ(t)〉 = i√Γes
∫ t
t0
e−(Γes+γes+Γe f+γe f )(t−t
′)/2 fin(t′) . (6.23)
In the following, we again concentrate on the adiabatic dynamical regime in which the
bandwidth of the incoming single-photon wave packet ∆ω (see previous section) is
much smaller than the total spontaneous decay rate of the excited state, i.e.,
∆ω  (Γes + γes + Γe f + γe f ) /2 . (6.24)
In the adiabatic regime, the probability amplitude of finding the atom in the excited
state follows the temporal profile of the incoming single-photon wave packet and we
obtain
〈e|ψ(t)〉 = i 2
√
Γes
Γes + γes + Γe f + γe f
fin(t) (6.25)
if the initial state has been prepared long before the wave packet arrives at the atom,
i.e., t0 → −∞. We can use the above result to evaluate the probability for triggering an
efficient excitation transfer from state |s〉 to the state | f 〉. Long after the photon has left
the atom, i.e., for t→ ∞ the corresponding atomic transition probability is given by
P|s〉→| f 〉 =
(
Γe f + γe f
) ∫
R
∣∣〈e|ψ(t′)〉∣∣2 (6.26)
= η
∫
R
∣∣ fin(t′)∣∣2 dt′ . (6.27)
It is possible to achieve ∫
R
∣∣ fin(t′)∣∣2 dt′ = 1 . (6.28)
This can be done in case of a photon which is approaching the atom simultaneously
from the left and from the right (in a symmetric way) or in a chiral waveguide [82–84].
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Another possible implementation is a waveguide in which the photon is reflected at the
end of the waveguide, close to the atom, such that the photon constructively interferes
with itself at the position of the atom. The corresponding efficiency for triggering the
state transfer is given by
η =
4χesχe f(
χes + χe f
)2 11+ γes/Γes (6.29)
with
χes = γes + Γes , (6.30)
χe f = γe f + Γe f (6.31)
being the analogs of the transition rates introduced in the previous section. Note that
we can obtain the above expressions by just applying the replacements
2 |Ωes|2 /κes → Γes, (6.32)
2
∣∣Ωe f ∣∣2 /κe f → Γe f (6.33)
to the results for cavity and fiber-based systems derived in the previous section. Hence,
the conditions for an efficient state transfer have a similar structure. The necessary
conditions for a state transfer efficiency close to unity are given by
χes = χe f , (6.34)
γes  Γes. (6.35)
Within this framework a free-space scenario without any waveguide can be described
by interpreting the modes Fe f as the only modes which couple to the atomic transition
|e〉 ↔ | f 〉 so that γe f = 0. In such a case, the continuum Fes may be interpreted as the
modes by which the three-level system is excited by the incoming single photon with
the rate Γes. Consequently, the background modes Bes are the additional orthogonal
background modes to which the atomic transition |e〉 ↔ |s〉 can decay with rate γes. In
particular, in a free-space scenario almost perfect excitation of the transition |s〉 → |e〉
[61] requires that the impedance matching condition Γes = Γe f is satisfied and that
γes  Γes. The second condition γes  Γes demands that the incoming single photon
forms almost a perfect inward-moving dipole wave. This second condition has already
been discussed in chapter 5. If these conditions are fulfilled, an incoming photon wave
packet of almost arbitrary temporal shape can trigger an efficient state transfer of the
atom.
6.4 deterministic protocols for quantum information processing
In the previous sections, we showed that by balancing dissipative processes a single
incoming photon could trigger an highly efficient state transfer of a single quantum
emitter. In this section, we demonstrate that this scheme can serve as a basic building
block for various tasks relevant for quantum information processing.
6.4.1 A quantum memory for photonic qubits
One possible application of our scheme is to build a quantum memory based on a
single atom. A qubit encoded in one degree of freedom of a propagating photon such
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Figure 6.5.: An atomic level structure for converting a polarization-encoded photonic
qubit encoded into a matter qubit. The atom is initially prepared in the
state |s〉 and the ground or metastable states |0〉 and |1〉 are used to store
the matter qubit.
as the polarization can be converted to a matter qubit deterministically and can be
stored in the atomic level structure of the atom. This can be achieved by using an
atom with a level structure depicted in Fig. 6.5, for example, with the atom initially
prepared in state |s〉 and with the qubits states |0〉 and |1〉 constituting long-lived stable
states. Storage efficiencies close to unity can be achieved if the conditions (6.15) and
(6.16) for a fiber- and cavity-based architecture respectively the conditions (6.34) and
(6.34) for the direct coupling of the atom to the waveguide are satisfied. In the case
of a cavity, they imply γσ±  2 |Ωσ± |2 /κσ± . In the absence of a cavity, γσ±  Γσ± is
required whereby we defined the rates Γσ± by using the replacements (6.32) and (6.33).
If the properties of the photon emitted during this storage process are independent of
the state of the initial photonic qubit, no information about this photonic input state
is transferred to the background or to the fiber modes involved. Thus, the photonic
excitation transfer to the material degrees of freedom does not suffer from decoherence
and can be performed with a fidelity close to unity. In the case of a cavity, this condition
can be satisfied by choosing equal vacuum Rabi frequencies and cavity loss rates for
the σ± transitions, i.e., Ωσ− = Ωσ+ and κσ− = κσ+ . In the absence of a cavity, for
this purpose, one has to choose equal photon emission rates into the waveguide, i.e.,
Γσ− = Γσ+ . The required tuning of spontaneous decay rates may be achieved with the
help of additional dressing lasers, for example [85].
6.4.2 A frequency converter for photonic qubits
The proposed scheme can also be used for a deterministic frequency converter of
photonic qubits which can serve as an interface between several quantum information
processing architectures. A possible atomic level structure for performing frequency
conversion of a polarization-encoded photonic qubit is depicted in Fig. 6.6. Such a
level structure can be found in an alkaline earth atom, such as 88Sr. For converting
the frequency of the photonic qubit, the atom has to be prepared either in state |g0〉 or
in state |g1〉 depending on whether the frequencies of the photonic qubit should be
decreased or increased. To ensure that the resulting converted photon is emitted into
a waveguide, for example, the corresponding vacuum Rabi frequencies or emission
rates into the waveguide have to be sufficiently large. Hence, in the case of a cavity,
it is required that γ>σ±  2
∣∣Ω>σ± ∣∣2 /κ>σ± and γ<σ±  2 ∣∣Ω<σ± ∣∣2 /κ<σ± . In the absence of a
cavity, the conditions read γ>σ±  Γ>σ± and γ<σ±  Γ<σ± again defining the rates Γσ± by
using the replacements (6.32) and (6.33).
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Figure 6.6.: An atomic level structure for converting the frequency of a polarization
encoded photonic qubit. The atom is initially prepared either in the state
|g0〉 (|g1〉) for down (up) converting the frequency.
6.5 summary
In this chapter, we have presented a dissipation dominated scheme for triggering
a highly efficient excitation transfer from a single-photon wave packet of arbitrary
temporal shape but small bandwidth to a single quantum emitter.
We have shown that by balancing the decay rates characterizing relevant dissipation
processes, such as spontaneous photon emission into waveguides or the electromag-
netic background, appropriately these processes can be turned into a valuable tool for
purposes of quantum information processing. Our scheme for single-photon induced
optical pumping offers the advantage that no additional control of the system by
additional laser fields or by post-selection is required. This is useful for scaling up
quantum communication networks, as no synchronization of the nodes of the network
and no single-photon detectors for a post-selection of an outgoing photon are required.
We have also demonstrated that our scheme can be applied to a variety of different
scenarios including fiber- and cavity-based architectures as well as architectures with-
out any optical resonators. It can serve as a basic building block for various protocols
relevant for quantum information processing and quantum communication. As exam-
ples, we have discussed setups for a deterministic single-atom single-photon quantum
memory and a deterministic frequency converter between photonic qubits of different
wavelengths which could serve as an interface between several quantum information
processing architectures.

7
T H E I M PA C T O F T H E C E N T E R O F M A S S M O T I O N O N
E F F I C I E N T P H O T O N A B S O R P T I O N
7.1 introduction
In the previous chapters, we studied matter-field interactions on the single-photon level
and their possible quantum technological applications. Thereby, we assumed that the
quantum emitters were tightly trapped at fixed positions, i.e., that the center of mass
motion of the quantum emitters is negligible. In practice, however, the traps confining
the quantum emitters are not infinitely steep. Thus, for reaching the goal of efficient
matter-field coupling on the single-photon level in extreme multimode environments,
the center of mass motion has to be taken into account.
As a basic example of efficient matter-field coupling, we revisit the problem of
the efficient absorption of a single photon by a single atom in free-space discussed
in the previous chapter, this time taking into account the center of mass degrees of
freedom. However, taking into account the center of mass motion of a quantum system
complicates the situation considerably because effects such as the recoil of the atom
due to emission and absorption processes [86] can entangle the center of mass and
the photonic degrees of freedom in an intricate way. It appears that achieving almost
perfect single-photon absorption in free-space or with the help of a parabolic mirror
requires the preparation of a highly entangled quantum state of the center of mass
and the photonic degrees of freedom. Even by nowadays technological capabilities,
the controlled preparation of such entangled quantum states constitutes a major
technological obstacle and appears unrealistic.
In this chapter, we explore the influence of the center of mass motion of a trapped
material two-level system on single-photon absorption in free-space or equivalently
in a parabolic cavity with large focal length. One may be tempted to conclude that
almost perfect excitation of a trapped two-level system by single-photon wave packet
which is not entangled with the atom’s center of mass motion is only achievable
in sufficiently steep traps with high trap frequencies. However, our investigations
demonstrate that almost perfect photon absorption is possible even in weakly confining
traps and for initially prepared thermal states of the center of mass motion provided
the trap frequency is modulated periodically in an appropriate way. Our analysis also
exhibits the crucial role played by the characteristic dynamical parameters, namely the
spontaneous photon emission rate of the electronic transition involved and the trap
frequency.
This chapter is organized as follows. In Sec. 7.2, the quantum electrodynamical
model describing single-photon absorption by a trapped moving two-level system is
presented. Based on the dipole and rotating wave approximation, the dynamics of the
single-photon induced excitation process and its relation to the relevant correlation
function of the radiation field is discussed in section 7.3. In Sec. 7.4, characteristic
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Figure 7.1.: Single-photon absorption process in a parabolic cavity: A two-level system
trapped close to the focal point x = 0 of a parabolic cavity is excited by
an asymptotically incoming single-photon wave packet. This wave packet
couples to the two-level system in the same way as a single-photon wave
packet capable of exciting this two-level system almost perfectly in free-
space. A suitable setup with a trapped ion at the focal point of the parabolic
mirror has been described in [24, 30, 58] .
features of the excitation probability and its deviation from the ideal motionless case
are investigated for tightly confining trapping potentials. In the subsequent section 7.5,
these results are generalized to weakly confining trapping potentials with particular
emphasis on the experimentally interesting dynamical regime of spontaneous photon
emission rates large in comparison with relevant trapping frequencies. We finally
explore possibilities to optimize the excitation probability by periodic modulation of
the trap frequency of a harmonic trap in Sec. 7.6.
7.2 a quantum electrodynamical model
In the following, we consider a single trapped atom or ion whose internal electronic
dynamics is modeled by a two-level system resonantly coupled to an optical single-
photon radiation field and explore its capability of absorbing this single photon almost
perfectly. As discussed in the previous chapter, efficient photon absorption by an
atom at a fixed position (infinitely steep trap) can only be achieved by an inward-
moving dipole wave which couples perfectly to the dipole matrix element of the atomic
transition. For achieving that, we again assume that the center of the trap is positioned
in the focal point of a large parabolic mirror which is capable of focusing a well directed
asymptotically incoming single-photon radiation field towards the two-level system
trapped close to the focal point of the parabola. This excitation process is schematically
depicted in Fig. 7.1 .
To describe the dynamics of this single-photon excitation process, we apply the dipole
approximation and RWA for modeling the matter-field interaction. Also, the velocity of
the two-level system’s center of mass motion is assumed to be negligible in comparison
with the speed of light in vacuum c so that the dynamics of the center of mass motion
can be described in the non-relativistic approximation. Under these conditions, the
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total Hamiltonian governing the dynamics of the quantum electrodynamical interaction
between the moving two level system and the radiation field is given by
Hˆ = Hˆatom + Hˆtrap + Hˆrad + Hˆint , (7.1)
with Hˆrad being the Hamiltonian of the free radiation field (see chapter 2). The
Hamiltonians Hˆatom = Eg|g〉〈g| + Ee|e〉〈e| and Hˆtrap = pˆ2/2m + VT(xˆ) describe the
dynamics of the electronic degrees of freedom and of the center of mass motion of the
trapped two-level system. The transition frequency of the relevant electronic transition
is denoted ωeg = (Ee − Eg)/h¯ and xˆ, pˆ, and m are position operator, momentum
operator, and mass of the two-level system’s center of mass degrees of freedom. The
Hamiltonian Hˆint = −Eˆ(+)⊥ (xˆ) · d|e〉〈g| + H.c. describes the interaction between the
two-level system and the transverse radiation field in the dipole and rotating wave
approximations with the two-level system’s dipole matrix element d = 〈e|dˆ|g〉 and its
dipole operator dˆ. In contrast to our previous investigations, the field operator Eˆ(+)⊥
which enters in Hˆint is evaluated at the center of mass of the atom which is now treated
as a dynamical degree of freedom. Thereby, we take effects like the recoil of the atom
due to an emitted or absorbed photon into account. In the regime where the velocity of
the atom is negligible in comparison with the speed of light in vacuum c, the operator
Hˆint leads to an excellent description of these processes.
In order to describe the dynamics of the absorption by a single photon, we have to
solve the time-dependent Schro¨dinger equation induced by the Hamiltonian Hˆ. For
studying the impact of the center of mass motion on the absorption process, we assume
that the initial state of the system at time t = t0 resembles a separable pure state of the
form
|ψ0〉 = |g〉 |ψcm〉 |ψphotonic〉 . (7.2)
Thereby, |ψcm〉 describes the pure initial state of the center of mass degree of free-
dom and |ψphotonic〉 denotes the initial one-photon state of the radiation field. In the
following, we are particularly interested in the center of mass induced dynamics of
this single-photon excitation process for a photon state which is capable of exciting
a two-level system located at the fixed position x = 0, such as the focal point of
a parabolic mirror, almost perfectly. As discussed in the previous chapter, without
additional control of the photon emission and absorption processes, the corresponding
wave packet is uniquely defined. It is given by an inward-moving dipole wave which
can couple to the dipole matrix element of the atom perfectly and has an exponentially
rising temporal profile, i.e., the time reversed version of the wave packet generated by
the spontaneous emission process. As derived in chapter 5, the corresponding initial
quantum state of the radiation field is given by
|ψphotonic(t0)〉 = ∑
i
aˆ†i |0〉rad
√
ωi
2e0h¯
d∗ · gi(x = 0)
ωi −ωeg − iΓ/2 e
iωitout . (7.3)
7.3 dynamics of single-photon absorption
In this section, we explore the dynamics of optimal resonant single photon absorption
(in free-space) by a moving trapped two-level system whose Hamiltonian is given by
Eq. (7.1). In view of the rotating wave approximation, the Hamiltonian (7.1) conserves
the numbers of excitations. Therefore, for an initial state of the form of Eq. (7.2), the
general solution of the Schro¨dinger equation is given by a pure quantum state which
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is a superposition of the photonic vacuum state correlated with the excited two-level
system and of a single-photon multimode state correlated with the two-level system in
its ground state and with its center of mass degrees of freedom generally entangled
with the field modes. As the center of mass motion is assumed to be non-relativistic,
the resulting modification of the spontaneous photon emission process from the excited
two-level system is negligible so that it is still described by the spontaneous decay rate
Γ in free-space, i.e.,
Γ =
ω3eg | d |2
3pie0h¯c3
. (7.4)
From the time-dependent Schro¨dinger equation, we find that the probability of detect-
ing the two-level system in its excited state |e〉 at time t is given by
Pe(t) =
∫ t
t0
dt1ei(ωeg+iΓ/2)(t−t1)
∫ t
t0
dt2e−i(ωeg−iΓ/2)(t−t2) (7.5)
d∗
h¯
· 〈ψcm|G(1)(xˆI(t1), t1, xˆI(t2), t2)|ψcm〉 · dh¯ .
This excitation probability is determined by the mean value of the normally ordered
field correlation tensor of first order, i.e.,
G(1)(xˆI(t1), t1, xˆI(t2), t2) = 〈ψphotonic|Eˆ−⊥(xˆI(t1), t1)⊗ Eˆ+⊥(xˆI(t2), t2)|ψphotonic〉 ,
averaged over the two-level system’s initially prepared center of mass state |ψcm〉.
Thereby, the position operator
xˆI(t) = exp(iHˆtrap(t− t0)/h¯) xˆ exp(−iHˆtrap(t− t0)/h¯)
denotes the time evolution of the center of mass position of the two-level system in the
interaction picture. For the pure one-photon state |ψphotonic〉, the first order correlation
tensor factorizes, i.e.,
G(1)(x1, t1, x2, t2) = F∗ (x1, t1)⊗ F (x2, t2) ,
with the effective one-photon amplitude F(x, t) =rad 〈0|Eˆ+⊥(x, t)|ψphotonic〉. We obtain
Pe(t) =
1
h¯2
∫ t
t0
dt1ei(ωeg+iΓ/2)(t−t1)
∫ t
t0
dt2e−i(ωeg−iΓ/2)(t−t2) (7.6)
〈ψcm|d∗ · F∗ (xˆI(t1), t1) F (xˆI(t2), t2) · d|ψcm〉 .
The equation above resembles the expressions derived in Sec. 5.1. We reobtain these
expressions by replacing the operators xˆI(t) in Eq. 7.6 by the fixed position R, which
corresponds to an infinitely steep trapping potential which locates the atom at position
R.
It should also be noted that the time evolution of the operators xˆI(t) entering in
Eq. (7.6) describing the center of mass position during the photon absorption is only
determined by the trapping potential. There is no term directly linked to the recoil of
the atom caused by the absorption of the photon or its subsequent emission. This is
connected to the fact that after absorbing the photon the atom experience its first recoil
and after that just interacts with the vacuum state of the field. Thus, for absorbing
the photon, the recoil does not play a role. After absorbing the photon, the atom just
experiences a spontaneous decay, which is independent of the velocity and therefore
7.3 dynamics of single-photon absorption 79
independent of the recoil in case that the speed of the atom is much smaller than the
speed of light. Therefore, the recoil itself does not influence the probability for exciting
the atom. The simple structure of Eq. (7.6) is thus a direct consequence of the fact
that in a parabolic mirror with large focal length or in free-space the photon emitted
by an atom does not return to the atom at a later point in time. If the photon would
go back to the atom, the corresponding expression for the probability of exciting the
atom would be much more complicated because we would have to take into account
the momentum kick of the center of mass motion caused by the first absorption of the
photon and its subsequent emission.
If the two-level system were positioned in the center of a spherically symmetric
cavity of radius R with ideally conducting walls, for example, the discrete orthonormal
mode functions coupling to the two level system in the dipole approximation would
be given by
gn(x) =
√
1
R
∇× (j1(ωnr/c) x×∇Y01 (θ, ϕ)) (7.7)
= −
√
3
4piR
ωn
c
(
eiωnr/cg(+)n (x) + e−iωnr/cg
(−)
n (x)
)
with
g(+)n (x) = −er cos θ
(
1
(ωnr/c)2
+
i
(ωnr/c)3
)
(7.8)
−eθ sin θ2
(
1
(ωnr/c)2
− i
(
1
(ωnr/c)
− 1
(ωnr/c)3
))
and with the angular momentum eigenfunction Y01 (θ, ϕ) [87]. For real-valued frequen-
cies ωn, the relation g
(−)
n (x) =
(
g(+)n (x)
)∗
applies. Here, j1(u) = sin u/u2 − cos u/u
denotes the spherical Bessel function of fractional order [87] and r =| x |. The angle
between the direction of the dipole matrix element d and x is denoted θ. Furthermore,
er and eθ are the spherical coordinate unit vectors in the r and θ directions with
the z-direction oriented parallel to the dipole vector d. In the continuum limit of
large cavity sizes, i.e., ωegR/c 1, the mode frequencies are given approximately by
ωn = cpi(n + 1)/R with n ≥ 0 being an integer.
In the continuum limit, i.e., R→ ∞, this one-photon amplitude can be determined
in a straightforward way by contour integration. Thus, we obtain the result
F(x, t) = − h¯Γ
d · ez
(
3
2
g(+)n (x)Θ(−t+)e−iωnt+
+
3
2
g(−)n (x)Θ(−t−)e−iωnt−
) ∣∣∣∣
ωn=ωeg+iΓ/2
(7.9)
with t± = t− tout ∓ r/c. Close to the ideal position x = 0 of the two-level system, i.e.,
for η = ωegr/c 1, this one-photon amplitude simplifies to
F(x, t) = − h¯Γ
d · ez e
i(ωeg+iΓ/2)(tout−t)Θ(tout − t) (7.10)
×
(
ez
(
1− η
2
10
)
+ eθ sin θ
η2
10
+O(η4)
)
.
For a two-level system trapped in an infinitely steep potential at position x = 0 and
for times t ≥ t0, this one-photon excitation probability reduces to
Pid(t) = e−Γ|tout−t|
(
1− e−Γ(τ−t0)
)2
(7.11)
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with τ = tΘ(tout− t) + toutΘ(t− tout). In this idealized situation, almost unit excitation
probability can be achieved for Γ (tout − t0) 1 .
As already discussed in the previous chapters and in accordance with current
experimental activities [24, 30, 59], this excitation process can be realized with the help
of a parabolic mirror with large focal length f and with the two-level system’s trap
centered at the parabola’s focal point x = 0. Inserting Eq. (7.9) into Eq. (7.5) yields the
time dependence of the excitation probability Pe(t).
In the following sections, we distinguish two interesting dynamical regimes. If
the trap frequency ωT of a harmonically trapped two-level system is much larger
than the spontaneous decay rate Γ, the spontaneous decay process is so slow that
details of the center of mass motion are averaged out in the time integrals of Eq. (7.5).
Consequently, the excitation probability dominantly depends on the time averaged
center of mass motion. In the opposite limit, i.e., ωT  Γ, the spontaneous photon
emission process occurs almost instantaneously on the time scale of the center of mass
motion. Consequently, the time evolution of the excitation probability depends on
details of the two-level system’s center of mass motion in the trap during the short
time period in which the photon absorption takes place. Later on, we show that in this
regime the success probability for absorbing the photon can be enhanced by preparing
a suitable initial center of mass state. In addition to these two dynamical regimes, we
can discriminate the physical situations by the ratio between ∆x, the spatial extension
of the center of mass state, and λeg, the typical wavelength of the incoming photon
wave packet. For ∆xλeg  1, the so-called Lamb-Dicke regime, the spatial variation of the
incoming wave packet is small compared to the length scale induced by the center of
mass state and we can approximate the photon amplitude F(x, t), a truncated Taylor
series. If ∆xλeg approaches one or becomes large than one, this method will not work
anymore and the evaluation of Pe(t) becomes much more complicated.
7.4 single-photon absorption and strong confinement of the center
of mass motion
In this section, we study the photon absorption in case of a strong confinement of
the center of mass motion, i.e., ∆xλeg  1. In this case, we capture the spatial variation
of the incoming wave packet by expanding the photon amplitude F(x, t) in a Taylor
expansion up to second order in x. By doing so, we obtain the result
Pe(t) = Γ2
∫ t
t0
dt1
∫ t
t0
dt2 Θ(tout − t1)Θ(tout − t2)e−Γ(t+tout−t1−t2) ×(
1− 2 ω
2
eg
10c2
〈ψcm|
(
zˆ2I (t2) + 2xˆ
2
I (t2) + 2yˆ
2
I (t2)
) |ψcm〉+O(η4)) (7.12)
with xˆI(t), yˆI(t), zˆI(t) denoting the time-dependent Cartesian x, y, z components of the
position operator of the center of mass degrees of freedom in the interaction picture.
Thereby, the z-direction is oriented parallel to the dipole vector d. In the following, we
assume that the atom or ion is confined in a harmonic trap with a trapping potential
VT(x) = mω2j z
2/2+ mω2xx
2/2+ mω2yy
2/2 . (7.13)
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In the interaction picture, the resulting dynamics of the z component of the center of
mass position is given by
zˆI(t) = zˆ cos(ωz(t− t0)) + pˆzmωz sin(ωz(t− t0)) (7.14)
with analogous expressions for the other Cartesian components. Inserting these
expressions in Eq. (7.12) yields the result
Pe(t)
Pid(t)
= 1− ω
2
eg
5c2
(
h¯Az(τ)
2mωz
+ 2 ∑
j=x,y
h¯Aj(τ)
2mωj
)
(7.15)
with τ = tΘ(tout − t) + toutΘ(t− tout) and with
Aj(τ) = 〈ψcm|bˆj†2|ψcm〉Γe
2iωj(τ−t0)
Γ+ 2iωj
1− e−(Γ+2iωj)(τ−t0))
1− e−Γ(τ−t0)
+〈ψcm|(bˆj†bˆj + 1/2)|ψcm〉+ c.c. (7.16)
for j = x, y, z.
According to Eq. (7.15) for small spontaneous photon emission rates, i.e., Γ  ωj,
and large interaction times, i.e., Γ (τ − t0)  1, the excitation probability Pe(t) is
determined by the time averaged center of mass motion. In this dynamical regime,
we have Aj(τ) = 2〈ψcm|(bˆj†bˆj + 1/2)|ψcm〉 + O(Γ/ωj) so that the deviation of the
excitation probability Pe(t) from its ideal value Pid(t) is proportional to the mean
energy of the center of mass degrees of freedom in the harmonic trap, i.e.,
Pe(t)
Pid(t)
= 1− ω
2
eg
5c2
(
h¯ωz〈ψcm|(bˆz†bˆz + 1/2)|ψcm〉
mω2z
+2 ∑
j=x,y
h¯ωj〈ψcm|(bˆj†bˆj + 1/2)|ψcm〉
mω2j
 . (7.17)
As the mean energy of a harmonic oscillator is lower bounded by its zero point energy
in this dynamical regime, the excitation probability Pe(tout) assumes its maximal value
if the center of mass degrees of freedom are prepared in the ground state of the
harmonic trap so that bˆj|ψcm〉 = 0 for j = x, y, z.
According to Eq. (7.15) in the opposite limit of long interaction times, i.e., Γ (τ − t0)
1, but large spontaneous photon emission rates, i.e., Γ ωj, the excitation probability
Pe(t) is determined by the center of mass motion at time τ = tΘ(tout − t) + toutΘ(t−
tout). In this dynamical regime, we obtain the approximate result
Aj(τ) = 〈ψcm|
(
bˆj
†
eiωj(τ−t0) + bˆje−iωj(τ−t0)
)2 |ψcm〉 (7.18)
by neglecting terms of the order of O(ωj/Γ). The resulting strong dependence of the
excitation probability Pe(t) on the center of mass motion at time τ can be exploited
for minimizing the deviations of the excitation probability from its ideal values Pid(t).
This can be achieved by preparing appropriate initial states |ψcm〉 which minimize the
quantities Aj(τ). For this purpose, squeezed vacuum states [88] of the center of mass
motion of the form
|ψcm〉 = Sˆ(ξz)Sˆ(ξx)Sˆ(ξy)|0〉cm (7.19)
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offer interesting possibilities. In Eq. (7.19), |0〉cm denotes the ground state of the
harmonic trap, i.e., bˆj|0〉cm = 0 for j = x, y, z, and
Sˆ(ξ j) = e
ξ∗j bˆ
2
j /2−ξ j bˆ†2j /2 (7.20)
are the squeezing operators for the Cartesian components j. For complex valued
squeezing parameters of the form ξ j = rjexp(2iϕ) with rj > 0, for example, we obtain
the result
Pe(t)
Pid(t)
= 1− ω
2
eg
5c2
(
∆z20e
−2rz + 2∆x20e
−2rx + 2∆y20e
−2ry)
(7.21)
at all times t for which sin(ωj(τ − t0) − ϕ) = 0. Thereby, the quantities ∆z0 =√
h¯/(2mωz) etc. denote the extensions of the ground state of the harmonic trap along
the corresponding Cartesian directions. In contrast, at times for which cos(ωj(τ− t0)−
ϕ) = 0, these extensions are enhanced periodically by corresponding factors of e2rz etc.
Thus, strong squeezing of the initial state of Eq. (7.19) in all directions, i.e., rj  1,
implies a significant increase of the excitation probability at all interaction times t with
sin(ωj(τ − t0)) = 0. As we see later on, this can be used to overcome limitations of the
excitation probability caused by the finite trap frequency of realistic traps.
7.5 single-photon absorption and weak confinement of the center of
mass motion
In this section, we extend our investigation to the case of a weak confinement of the
center of mass motion. For this purpose, we also have to deal with large Lamb-Dicke
parameters, i.e., ∆xλeg  1.
In these cases, the center of mass motion is not confined to a region around the ideal
position x = 0 small in comparison with the wavelength of the resonantly absorbed
photon. Hence, a Taylor expansion of the mode functions gn(x) around x = 0 is no
longer adequate. We start with the general form of the one-photon amplitude as given
by Eq. (7.9). Inserting this one-photon amplitude into Eq. (7.5) yields the excitation
probability.
In the following, we focus on scenarios with Γ∆x/c 1, which is well satisfied for
typical spontaneous decay times 1/Γ of dipole allowed optical transitions of the order
of nanoseconds and extensions of center of mass wave packets ∆x small in comparison
with a few meters. For Γ∆x/c 1, this one-photon amplitude can be further simplified
to the expression
F(x, t) = − 3h¯Γ
2d · ezΘ(tout − t)e
−i(ωeg+iΓ/2)(t−tout)
×
(
g(+)n (x)eiωnr/c+ g
(−)
n (x)e−iωnr/c
)
|ωn=ωeg . (7.22)
In many trapping experiments, typical spontaneous photon emission rates of elec-
tronic transitions Γ are large in comparison with typical trap frequencies, i.e., Γ ωT.
In this dynamical regime, the single-photon absorption process takes place almost
instantaneously on the characteristic time scale induced by the trapping potential. To
be precise, we demand that for the typical velocities
∆v(t) =
√
〈ψT|
(
d
dt xˆI(t)
)2 |ψT〉 (7.23)
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the condition
∆v(t)/Γ λeg (7.24)
is satisfied in a time interval a view lifetimes of the excited state 1/Γ around tout. This
can also be seen as condition for a negligible Doppler shift compared to the spontaneous
decay rate of the atomic transition. In this dynamical regime, the integration over times
t1 and t2 appearing in Eq. (7.5) can be performed with the help of partial integration
[81] and the excitation probability at time t is determined dominantly by the position
operators xˆI(t1) and xˆI(t2) at time τ = tΘ(tout − t) + toutΘ(t− tout) and at the initial
time t0. Consequently, for large interaction times, i.e., Γ(τ− t0) 1, and by neglecting
terms exponentially small in this parameter, Eq. (7.5) simplifies to
Pe(t)
Pid(t)
=
9
4
〈ψcm|
(
ez · g(+)n (xˆI(τ))eiωn|xˆI(τ)|/c
+ez · g(−)n (xˆI(τ))e−iωn|xˆI(τ)|/c
)2 |ωn=ωeg |ψcm〉. (7.25)
For a spherically symmetric trapping potential, a simple analytical relation can be
obtained from Eq. (7.25) if at the observation time t the center of mass degrees of
freedom can be described by an isotropic Gaussian state ρˆcm (τ) centered around x = 0
with spatial variance Tr
[
ρˆcm (τ) xˆ2
] ≡ Tr [ρˆcm xˆ2I (τ)], i.e.,
Pe(t)
Pid(t)
=
3e−2η20
10η60
(
−2η40 − η20 +
(
2η40 − η20 + 1
)
e2η
2
0 − 1
)
(7.26)
with the effective (time-dependent) Lamb-Dicke parameter
η0 =
ωeg
c0
√
Tr
[
ρˆcm xˆ2I (τ)
]
/3 . (7.27)
This result can be applied to a large class of center of mass states including squeezed
vacuum and thermal states (with respect to the isotropic trapping potential). The
dependence of the excitation probability Pe(t)/Pid(t) on the effective Lamb-Dicke
parameter η0 is depicted in Fig. 7.2 for Γ ωT. The corresponding time dependence
of the excitation probability Pe(t) is illustrated in Fig. 7.3 for several values of η0. It is
apparent that for small effective Lamb-Dicke parameters η0 almost perfect excitation is
achievable at time tout. For all effective Lamb-Dicke parameters, almost instantaneous
excitation with a large spontaneous decay rate, i.e., Γ  ωT, is more effective than
excitation with a small spontaneous decay rate, i.e., Γ ωT.
7.6 optimizing single-photon absorption by coherent control of the
center of mass motion
As discussed in Sec. 7.5, the maximum probability for exciting the two-level system
in the regime Γ  ωtrap is mainly limited by the spatial width of the center of mass
state during the short time of the order 1/Γ in which the absorption process takes
place. This limitation is of particular significance in cases in which no sub-Doppler
cooling techniques are applied and in which the spatial width is not sufficiently small.
A straightforward strategy to overcome this hurdle is to increase the depth of the trap
and thus enhance the confinement of the center of mass degrees of freedom. This
procedure, however, is typically limited by experimental constraints and therefore
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Figure 7.2.: Probability Pe(t) of exciting a two-level system in a spherically symmetric
trap and its dependence on the effective Lamb-Dicke parameter η0 (see Eq.
(7.27)): The center of mass state ρˆcm (τ) is assumed to be an isotropic Gaus-
sian state. The spontaneous decay rate is assumed to be large compared to
the trap frequency, i.e., Γ ωtrap.
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Figure 7.3.: Time dependence of the excitation probability Pe(t) in a spherical symmetric
trap for an isotropic Gaussian center of mass state ρˆcm (τ): The parameter
η0 characterizing the center of mass state is chosen to be η0 → 0 (blue),
η0 = 1 (orange), and η0 = 2 (red). The trapping frequency is small, i.e.,
Γ ωT, so that the time dependence of η0 can be neglected. The interaction
time is large, i.e., Γ(τ − t0) 1.
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cannot constitute an ultimate solution. As discussed in Sec. 7.4, even if the relevant
trapping frequency becomes larger than the spontaneous photon emission rate, the
achievable spatial confinement of the center of mass state is limited ultimately by the
zero point fluctuations in the trap. However, as discussed in Sec. 7.5, if the photon
absorption process takes place almost instantaneously, it is possible to increase the
excitation probability by preparing a center of mass state whose width is sufficiently
small during the photon absorption process, such as a squeezed state, for example. The
squeezing of the center of mass state in ion traps has already been demonstrated in
experiment [89, 90]. One method for achieving significant squeezing is to modulate the
trapping frequency with twice the average trapping frequency [91]. This way, almost
perfect one-photon excitation can be achieved even in a weakly confining harmonic
trapping potential.
For this purpose, let us consider the dynamics of the center of mass motion of a
non-relativistic particle of mass m in a periodically modulated spherically symmetric
harmonic trapping potential of the form
VT(x, t) =
1
2
mω2(t)x2,
ω2(t) = ω2T +ω
2
Tδ sin(ωM(t− t0)) . (7.28)
The trapping potential above corresponds to the well-studied problem of a parametric
oscillator. The time evolution of the classical as well as the quantum mechanical
problem can be expressed by using solutions of the Mathieu differential equation [87].
It is well known that the solutions of the Mathieu equation become unstable in the
region ωM ≈ 2ωT [87]. This phenomenon of parametric resonance can be used to
achieve significant squeezing of the center of mass state.
If the modulation strength of the trapping potentials is small, i.e., | δ | 1, and
ωM = 2ωT, the dynamics of the center of mass motion can be determined perturbatively.
The unperturbed dynamics is defined by the modulation strength δ = 0 and by the
corresponding explicitly time independent Hamiltonian Hˆ0 = pˆ2/(2m) + mω2Tx
2/2.
The resulting time evolution of an initially prepared pure state |ψcm〉 is given by
|ψcm(t)〉 = Sˆ(ξx(t))Sˆ(ξy(t))Sˆ(ξz(t))e−iHˆ0(t−t0)/h¯|ψcm〉 (7.29)
with the time-dependent squeezing parameters ξx(t) = ξy(t) = ξz(t) = r(t)e−2iϕ(t)
being approximately determined by
r(t) = ωTδ(t− t0)/4, ϕ(t) = ωT(t− t0)− pi/2 . (7.30)
The time evolution of the squeezing parameter r(t) is depicted in the numerical
results of Fig. 7.4 for several scenarios. The plot illustrates that for ωM = 2ωT the
numerical results are in excellent agreement with the approximate analytical expression
of Eq. (7.30) even for moderately large modulation amplitudes. Even if the condition
ωM = 2ωT is violated, significant squeezing can be achieved. For larger deviations of
ωM from 2ωT (roughly | ω2M − (2ωT)2 |& 2δω2T), a transition from an unstable solution
of the Mathieu equation to a stable solution takes place. Squeezing can also be achieved
in the stable region, but in this case, the value of the squeezing parameter is bounded
from above (see the solid blue line in Fig. 7.4).
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Figure 7.4.: Time evolution of the squeezing parameter r(t) for δ = 0.5: Numerically
exact results for modulation frequencies ωM = 2ωT (orange solid line),
ωM = 2.2ωT (green solid line), ωM = 2.3ωT (blue solid line), and the
associated approximation (dotted line) given by Eq. (7.30).
For an initially prepared energy eigenstate of the unperturbed trapping Hamiltonian
Hˆ0, the corresponding mean values and variances of the position operator are given by
〈xˆI(t)〉 = 0, (7.31)
〈xˆ2I (t)〉 =
〈ψcm|Hˆ0|ψcm〉
mω2T
(
e−2r(t) cos2 ϕ(t) + e2r(t) sin2 ϕ(t)
)
. (7.32)
This implies that also for any incoherent mixture of energy eigenstates, such as a
thermal state, for δ > 0 at times t with sin(ϕ(t)) = 0 the position uncertainties
are squeezed significantly. For a thermal state, the mean energy of the unper-
turbed isotropic harmonic motion in the trap at temperature T is given by 〈Hˆ0〉 =
3h¯ωT (1/2+ 1/[exp(h¯ωT/(kT))− 1]). The squeezing r(t) induced by the periodic
modulation of the trapping frequency with twice the trapping frequency ωT increases
linearly with the interaction time (t− t0). Thus, it is capable of reducing the uncer-
tainty around the mean position 〈xˆI(t)〉 = 0 significantly even for an initially prepared
thermal state. Consequently, even if the center of mass motion is confined only weakly
by a trapping potential, the excitation probability can achieve values very close to the
ideal motionless case.
The influence of squeezing of initially prepared thermal center of mass states on the
excitation probability Pe(t) is illustrated in Fig. 7.5 for several scenarios. These results
were derived under the assumption that the condition stated in Eq. (7.24) is satisfied. If
the degree of squeezing becomes too large, this condition is violated and our results do
not apply. However, for typical experimental parameters (see, for example, [24, 30, 59])
a significant increase of the excitation probability can be achieved before the condition
(7.24) is violated. Although our discussion has concentrated on a spherically symmetric
harmonic trapping potential, generalizations to anisotropic cases are straightforward.
They lead to different degrees of squeezing in different directions.
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Figure 7.5.: Influence of squeezing of initially prepared thermal center of mass states
on excitation probability Pe(t): The parameters are r = 0 (blue), r = 1
(green), and r = 2 (orange). The solid lines correspond to sin2(ϕ(t)) = 0
and the dashed lines correspond to sin2(ϕ(t)) = 1 during the short time
the absorption of the photon takes place.
7.7 summary
In this chapter, we have extended our investigation of matter-field coupling on the
single-photon level by taking the center of mass motion into account. In particular, we
have concentrated on the excitation of a single two-level atom by a single photon in
free-space.
It has been demonstrated that the achievable excitation probability depends crucially
on the ratio between the time scales of spontaneous photon emission and absorption
on the one hand and of the center of mass motion in the trap on the other hand. If
single-photon absorption and emission take place on a time scale long in comparison
with the characteristic time scale of the center of mass motion in the trap, it is the
time averaged center of mass motion which determines and limits the achievable
single-photon excitation probability. In the opposite limit of fast spontaneous photon
emission and absorption, it is the spatial width of the center of mass wave packet at
the absorption time which limits the achievable single-photon excitation probability.
Thus, due to the finite trap frequency of realistic setups, the excitation probability
is thereby typically limited especially if the center of mass state is not cooled to the
ground state of the trap. However, in the limit of fast spontaneous photon emission
and absorption, the probability for exciting the atom can be increased significantly
by squeezing the spatial width of the center of mass wave packet. By modulating a
harmonic trapping potential with twice the trapping frequency and inducing parametric
resonance, significant squeezing at particular times during the periodic center of mass
motion can be achieved. This way, the single-photon wave packets can reach almost
perfect excitation of a two-level system in free-space. This holds true even if the center
of mass motion is only weakly confined and prepared in a thermal state initially.

8
P H O T O N PAT H R E P R E S E N TAT I O N F O R M U LT I - P H O T O N
S TAT E S
In this chapter, we extend our previous investigations of matter-field coupling by
incorporating resonant multi-photon processes. So far, we have focused on situations
were, at most, a single photon was present in the quantized radiation field. This allowed
us to describe the corresponding dynamics of the system by using the single photon-
path-representation developed in chapter 3. We extend the photon-path-representation
to also include multi-photon processes in an extreme multimode environment.
The investigation of multi-photon processes in the presence of multimode envi-
ronments is of interest due to the emergence of a new approach for harnessing the
nonlinear optical processes induced by the coupling of the radiation field to single
quantum emitters coupled to one-dimensional waveguides. However, this approach is
inherently connected to multimode scenarios in which a large number of field modes
participates in the coupling of the quantum emitters to the radiation field. This vast
number of degrees of freedom complicates the theoretical investigation, especially, if
highly non-classical multi-photon states, such as photon number states are involved in
the systems dynamics. Such states have already been realized in experiment [92, 93]
and are of great interest for applications such as quantum information processing
and quantum communication. Hence, it is of importance to develop suitable theoreti-
cal methods to investigate the matter-field interaction involving highly non-classical
multi-photon states and taking into account a multimode description of the radiation
field.
In recent years, several methods addressing this issue have been developed. The
Bethe-ansatz [94] as well as the input-output formalism [95] have been used to analyze
the photon transport in a waveguide with an embedded qubit and one- and two-
photon scattering matrix elements have been evaluated [96, 97]. Similar techniques
have been applied to evaluate scattering matrix elements for even higher photon
number states [98–101]. These methods can also be used to study effects which are of
interest for many applications in quantum information processing, such as a cavity-
free photon blockade [102] or a source of strongly correlated photons [103]. Recently,
the input-output formalism has been generalized to treat many spatially distributed
atoms coupled to a common waveguide [104]. Particular interesting phenomena arise
when non-Markovian processes are investigated. Recently, a multi-photon scattering
theory has been developed to treat [105] these kinds of situations. Starting from initial
coherent states, similar to the technique developed by Mollow [37], displacement
transformations are applied and generalized master equations for describing the
dynamics have been derived. By exploiting suitable relations between coherent states
and photon number states, the scattering matrix elements for several scenarios of
interest have been evaluated.
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We drive this line of research forward by developing a diagrammatic method for
accessing the non-Markovian time evolution of highly non-classical multi-photon
number states interacting with multiple quantum emitters. Similar to the photon-
path-representation for single-photon states developed in chapter 3, the diagrammatic
method presented here allows the interpretation of the systems dynamics in terms
sequence of spontaneous emission and absorption processes interconnected by photons
propagating from one quantum emitter to another or being reflected by a boundary of
a waveguide or a mirror. Hence, we refer to our method as photon-path-representation
for multi-photon states. This photon-path-representation allows us not only to evaluate
transition amplitudes between initial and final states in the form of a scattering matrix
but also enables us to study the full time evolution of the quantum state describing
the combined system of emitters and radiation field. Our method directly addresses
the time evolution of single quantum emitters interacting with photon number states
without exploiting the properties of coherent states in an intermediate step of the
calculation. This photon-path-representation is not only restricted to one-dimensional
waveguides but can also be used to evaluate the time evolution of several quantum
emitters interacting with the radiation field in large or half-open cavities or even in
free-space. We, thereby, used a similar technique as the one developed by Mollow
[37] for describing the spontaneous decay process but we adapted and extended this
method to be able to evaluate the time evolution of initial photon number states and
to take multiple atoms and the possible presence of a cavity into account. For the
sake of simplicity, we restrict our considerations to two-level systems, but it is an easy
task to generalize the multi-photon-path-representation to describe general multi-level
systems.
The main advantage of this method is that for evaluating the time evolution for finite
times and finitely many photons exactly only a finite number of diagrams has to be
taken into account. This is achieved by exploiting the retardation effects caused by
the multimode radiation field and the properties of the initial photon number states.
The accuracy of this diagrammatic method is just limited by the dipole approximation
and the assumption that the time scale induced by the atomic transition frequencies is
by far the shortest relevant for the dynamics of the system. Thus, our method offers
the possibility to study nonlinear and non-Markovian processes induced by resonant
matter-field interactions involving highly non-classical multi-photon states and the
full multimode description of the radiation field without further approximations in
a descriptive diagrammatic fashion. This is not only interesting from a fundamental
point of view but also from an applied perspective to accomplish tasks relevant for
quantum information processing for example.
This chapter is organized as follows. In Sec. 8.1, we introduce our theoretical model
and the approximations involved. The multi-photon-path-representation for describing
the time evolution of relevant quantum mechanical transition amplitudes is presented
in Sec. 8.2 and is applied to several physical scenarios in Sec. 8.3.
8.1 quantum electrodynamical model
We revisit our description of N quantum emitters, e.g., atoms or ions situated at the
positions RA (A ∈ {1, 2, ...N}), interacting with the bosonic environment in a one-
dimensional waveguide or the radiation field confined in large or half-open cavities or
even in free-space. For the sake of simplicity, we assume that the quantum emitters can
be described by identical two-level systems, in the following just referred to as atoms.
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The atoms are assumed to be trapped in such a way that their center of mass motion is
negligible. The dipole matrix element of atom A is given by dA = 〈e|A dˆA |g〉A and the
corresponding transition frequency is denoted ωeg. In the following, we assume that
the dipole and the rotating-wave approximation (RWA) are applicable. For justifying
the RWA, we assume that the time scale induced by the atomic transition frequency ωeg
is by far the shortest relevant for the systems dynamics. Thus, the interaction between
the atoms and the quantized electromagnetic field can be described by the Hamiltonian
Hˆ = Hˆ0 + Hˆ1 (8.1)
with
Hˆ0 = ∑
i
h¯ωi aˆ†i aˆi + h¯ωeg
N
∑
A=1
|e〉A 〈e|A , (8.2)
Hˆ1 = −
N
∑
A=1
Eˆ−⊥(xA) · dˆ−A +H.c. (8.3)
and with the dipole transition operator
dˆ−A =
(
dˆ+A
)†
= d∗A |g〉A 〈e|A (8.4)
of the atom A. The coupling to the radiation field is modeled by introducing suitable
field operators Eˆ±⊥(xA). The field operators can be expressed by introducing suitable
orthonormal mode functions gi(x)
Eˆ−⊥(x) =
(
Eˆ+⊥(x)
)†
= −i∑
i
√
h¯ωi
2e0
gi(x)aˆ†i . (8.5)
The bosonic environment respectively the radiation field is modeled by choosing
suitable mode functions with suitable eigenfrequencies ωi.
8.2 multi-photon-path-representation
8.2.1 Analytical solution of the Schro¨dinger equation
In this chapter, we investigate the time evolution of initial multi-photon number states
with nP photonic and nA atomic excitations which are of the form
|ψ(t0)〉 =
nP
∏
i=1
(
∑
j
f (i)j (t0)a
†
j
)
|0〉P
nA
∏
i=1
|e〉Ai 〈g|Ai |G〉
A (8.6)
with |0〉P representing the vacuum state of the field and |G〉A = |g〉1 ... |g〉N denoting
the ground state of the whole atomic system. The f (i)j (t0) have to be chosen such that
〈ψ(t0),ψ(t0)〉 = 1 and each of the sums ∑j f (i)j (t0)a†j represents an initial single-photon
wave packet.
To develop the photon-path-representation, we reformulate the Schro¨dinger equation
induced by the Hamilton operator Hˆ in form of a suitable integral equation. In a next
step, this integral equation can be used to perform a fix-point iteration which generates
the exact solution after reaching convergence.
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At first, we switch to the interaction picture in which the Schro¨dinger equation is
given by
ih¯
d
dt
|ψ˜(t)〉 = ˆ˜H1(t) |ψ˜〉 (8.7)
with
ˆ˜H1(t) = ei/h¯Hˆ0(t−t0)Hˆ1e−i/h¯Hˆ0(t−t0) (8.8)
and |ψ˜(t)〉 denoting the wave function in the interaction picture. By integrating this
equation, we obtain
|ψ˜(t)〉 = − i
h¯
∫ t
t0
ˆ˜H1(t1) |ψ˜(t1)〉 dt1 + |ψ(t0)〉 . (8.9)
Eq. (8.9) could be used to define such an iteration procedure mentioned previously. The
drawback of this procedure, however, would be that an infinite number of iterations
is required in order to approach the exact solution even if we are only interested in
a finite time interval. The reason for this complication are processes which can be
understood as the absorption of a photon almost immediately after its emission (on the
time scale 1/ωeg). It is well known that such processes lead to the spontaneous decay
of the excited atoms [37, 106]. For defining an iteration procedure which terminates
after a finite number of steps, we have to modify the integral equation in order to take
the spontaneous decay process directly into account. It turns out that all the other
possible processes are connected to intrinsic time delays induced by the finite speed
of light. These time delays cause the corresponding iteration procedure to terminate
after a finite number of iterations if a finite time interval and a finite number of initial
photons is considered.
In order to modify the integral equation (8.9), we split the integral in two parts and
obtain
|ψ˜(t)〉 = − i
h¯
∫ t
t−e
ˆ˜H1(t1) |ψ˜(t1)〉 dt1
− i
h¯
∫ t−e
t0
ˆ˜H1(t1) |ψ˜(t1)〉 dt1 + |ψ(t0)〉 (8.10)
with eωeg  1. In the next step, we combine Eqs. (8.7) and (8.10). We obtain
ih¯ ddt |ψ˜(t)〉 = ˆ˜H1(t) |ψ˜(t− e)〉 − ih¯
∫ t
t−e
ˆ˜H1(t)
ˆ˜H1(t1) |ψ˜(t1)〉 dt1 . (8.11)
By applying the definition of ˆ˜H1(t1), we get
ˆ˜H1(t2)
ˆ˜H1(t1) =:
ˆ˜H1(t2)
ˆ˜H1(t1) :
+ ∑
A1,A2
|e〉A2 〈g|A2 |g〉A1 〈e|A1 eiωeg(t2−t1)[
Eˆ+⊥(xA2 , t2) · dA2 , Eˆ−⊥(xA1 , t1) · d∗A1
]
(8.12)
with Eˆ±⊥(xa, t) denoting the field operators in the interaction picture and : ... : denoting
the normal ordering of the field operators.
The commutator which appears in the last line of eq. (8.12) describes the propagation
of a photon emitted by atom A1 to atom A2. For a photon propagating in vacuum,
these functions can be directly related to the dyadic Green’s function of the d’Alembert
operator. This connection is derived in Appendix A but the corresponding commutator
can be evaluated in much more general situations. If the dispersion relation of the
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radiation field is linear or can be well approximated by a linear dispersion relation
in the relevant frequency regime around ωeg, it is possible to derive the following
property
eiωeg(t2−t1)
[
Eˆ+⊥(xA2 , t2) · dA2 , Eˆ−⊥(xA1 , t1) · d∗A1
]
= δA1,A2 h¯
2Γδ(t1 − t2) (8.13)
for all |t1 − t2| < τA1,A2 with τA1,A2 > 0 and Γ being the spontaneous decay rate of
an atom. The constant τA1,A2 is connected to the finite speed of light. It reflects the
time a photon emitted by atom A1 needs to reach atom A2. In case that A1 = A2,
it is the time which a photon emitted by atom A1 needs to return to the same atom
after being reflected by the boundary of a waveguide or the surface of a cavity (In
free space or an open waveguide this recurrence never occurs and τA1,A1 = ∞.). In Eq.
(8.13), we neglected, similar to Ref. [37], that the corresponding processes take place
on a time scale given by 1/ωeg and not instantaneously as implied by the use of the
δ-function. This approximation can be justified by the initial assumption that the time
scale induced by the atomic transition frequency is by far the shortest relevant for the
systems dynamics which already entered in the RWA. Furthermore, we assumed that
the Lamb-shift which would also enter in Eq. (8.13) has already been incorporated in
the atomic transition frequency ωeg. By using Eq. (8.13) and choosing 0 < e < τA1,A2
for all A1, A2, Eq. (8.11) simplifies to
d
dt
|ψ˜(t)〉 = −Γˆ/2 |ψ˜(t)〉 − i
h¯
ˆ˜H1(t) |ψ˜(t− e)〉
− 1
h¯2
∫ t
t−e
: ˆ˜H1(t)
ˆ˜H1(t1) : |ψ˜(t1)〉 dt1 (8.14)
with Γˆ = Γ
N
∑
A=1
|e〉A 〈e|A. This is quite similar to the introduction of the non-hermitian
Hamilton operator in Ref. [37]. Eq. (8.14) is equivalent to the integral equation
|ψ˜(t)〉 = e−Γˆ(t−t0)/2 |ψ(t0)〉
− i
h¯
∫ t
t0
e−Γˆ(t−t1)/2 ˆ˜H1(t1) |ψ˜(t1 − e)〉 dt1
− 1
h¯2
∫ t
t0
∫ t2
t2−e
e−Γˆ(t−t2)/2 : ˆ˜H1(t2) ˆ˜H1(t1) : |ψ˜(t1)〉 dt1dt2 . (8.15)
We can solve Eq. (8.15) by using a fix point iteration starting with |ψ˜(t)〉 = 0. By doing
so and by taking the limit e→ 0, we can express the solution for |ψ˜(t)〉 by
|ψ˜(t)〉 =
∞
∑
m=0
(
− i
h¯
)m
lim
e→0
∫ t
t0
∫ tm−e
t0
...
∫ t3−e
t0
∫ t2−e
t0
e−Γˆ(t−tm)/2
T
[
m
∏
l=1
ˆ˜H1(tl)e−Γˆ(tl−tl−1−e)/2
]
|ψ(t0)〉 dt1dt2...dtm−1dtm (8.16)
with T denoting the time ordering of the product. For this purpose, we used that the
contributions generated by the last line of Eq. (8.15) vanish as e→ 0.
For evaluating this solution, we express Eq. (8.16) by a sum of normally ordered
terms. The corresponding expressions can be evaluated by introducing the functions
TA1,A21 (t2 − t1) =
1
h¯2
eiωeg(t2−t1)
[
Eˆ+⊥(xA2 , t2) · dA2 , Eˆ−⊥(xA1 , t1) · d∗A1
]
−δA2,A1Γδ(t2 − t1) (8.17)
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Figure 8.1.: Diagrammatic representation of the excitations contributing to the initial
state: representation of (a) an initial atomic excitation, (b) an initial photonic
excitation and (c) the whole initial state.
describing the propagation of the photons. The expression δA2,A1Γδ(t2 − t1) in Eq.
(8.17) does not contribute due to the structure of the integrals in Eq. (8.15) and only the
expressions TA1,A21 (t), which are connected to time delays caused by the finite speed of
light, have to be taken into account.
Thus, only finitely many terms of the sum
∞
∑
m=0
contribute to the expression in Eq.
(8.15) if a finite time interval is considered. This is a major advantage of our multi-
photon-path-representation because it allows us to determine |ψ˜(t)〉 without further
approximations.
8.2.2 Graphical interpretation of the multi-photon-path-representation
To apply the previous results and for giving a suitable interpretation of the derived an-
alytical expressions, we develop a diagrammatic method. By doing so, each expression
generated by applying the commutation relation (8.17) to bring Eq. (8.16) in a normally
ordered form is represented by a certain diagram. By generating all possible diagrams
and summing up the corresponding expressions, it is possible to evaluate |ψ˜(t)〉.
This diagrammatic method connects each term of Eq. (8.16) with a descriptive photon
path which can be interpreted as a sequence of absorption and spontaneous emission
processes.
At first, we list the basic elements of such a diagram. Later on, we give a list of
rules to generate all possible diagrams. Finally, we establish a connection between the
different diagrams and the corresponding analytical expressions.
We start with a graphical representation of the initial state |ψ(t0)〉 defined in Eq.
(8.6).
Each initial atomic excitation of an atom Ai is represented by a graphical element of
the form depicted in Fig. 8.1 (a). Each initial photonic excitation is represented by an
element of the form depicted in Fig. 8.1 (b) (corresponds to ∑j f
(i)
j (t0)a
†
j ). By putting
all these elements together, it is possible to represent the initial state defined in Eq.
(8.6) by the diagram depicted in Fig. 8.1 (c).
We can also represent the excitations contributing to the state |ψ˜(t)〉 in a similar
way. Thereby, each atomic excitation of the state |ψ˜(t)〉 is represented by an graphical
element of the form depicted in Fig. 8.2 (a) which we denote as outgoing atomic
excitation. Each photonic excitation of the state |ψ˜(t)〉 is represented by an element of
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Figure 8.2.: Diagrammatic representation of the excitations contributing to the state
|ψ˜(t)〉: representation of (a) an outgoing atomic excitation, (b) an outgoing
photonic excitation and (c) the excitations of the whole state |ψ˜(t)〉.
Figure 8.3.: Diagrammatic representation of basic processes: representation of (a) an
emission of a photon by an excited atom, (b) an absorption of a photon
by an atom in the ground state, (c) a propagation of an atomic excitation
(atomic excitation line) and (d) a propagation of a photonic excitation
(photon line).
the form depicted in Fig. 8.2 (b) which we refer to as outgoing photonic excitation. By
putting all these elements together, it is possible to represent all excitations contributing
to the final state |ψ˜(t)〉 by the diagram depicted in Fig. 8.2 (c).
In order to represent photon emission and absorption processes involving an atom
A at the intermediate time step tm (with t > tm > t0), we introduce the diagrams 8.3 (a)
respectively 8.3 (b). The propagation of the atomic or photonic excitations involved in
these processes is represented by the elements depicted in Fig. 8.3 (c) respectively Fig.
8.3 (d). In the following, we refer to this elements as atomic excitation lines (Fig. 8.3 (c))
and photon lines (Fig. 8.3 (d)). These lines connect the emission processes, absorption
processes, initial and outgoing excitations among each other. In a diagram, an atomic
excitation line refers to one atom only (i.e., its beginning and end is connected to the
same atom).
By using these graphical elements, it is possible to assemble a complete diagram
according to a certain set of rules. For a process which involves m absorption re-
spectively emission processes taking place at the intermediate time steps t1...tm with
t0 < t1 < t2 < ... < tm < t the corresponding rules are as follows:
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Figure 8.4.: Forbidden diagram: The diagram describes a process in which an already
excited atom A absorbs a photon. By excluding diagrams like this, we take
the saturation effects of the two-level atoms into account.
1. At each emission process starts exactly one photon line and ends exactly one
atomic excitation line.
2. At each absorption process starts exactly one atomic excitation line and ends
exactly one photon line.
3. Each atomic excitation line starts either at an initial atomic excitation or an
absorption process and ends either at an outgoing atomic excitation or an emission
process.
4. Each photon line starts either at an initial photonic excitation or an emission
process and ends either at an outgoing photonic excitation or an absorption
process.
5. Atomic excitation lines corresponding to the same atom cannot coexist in time.
The non-linear behavior of the two-level atoms is reflected by the last rule. Thus,
diagrams containing parts like the one depicted in Fig. 8.4 are forbidden. Ignoring
this rule would result in a time evolution in which the atoms behave like harmonic
oscillators which do not show saturation effects.
Finally, we have to connect the diagrams with the analytical expressions contributing
to the wave function |ψ˜(t)〉. By doing so, each atomic excitation line and photon line
is assigned to a certain expression and the whole diagram corresponds to an integral
over a product of these expressions. The correspondence rules for photon lines are as
follows: For a line connecting
1. an emission process of atom Ae at time te with an absorption process at time ta
(ta > te) by atom Aa, we write
− TAe,Aa1 (ta − te) . (8.18)
2. an initial photonic excitation f (i)(t0) with an absorption process at atom Aa and
time ta, we write
i
h¯
[
Eˆ+⊥(xAa , ta) · dAa ,∑j f (i)j (t0)a†j
]
eiωeg(ta−t0) . (8.19)
3. an initial photonic excitation f (i)(t0) with an outgoing photonic excitation, we
write
∑
j
f (i)j (t0)a
†
j . (8.20)
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4. an emission process of atom Ae at time te with an outgoing photonic excitation,
we write
i
h¯
Eˆ−⊥(xAe , te) · d∗Ae e−iωeg(te−t0) . (8.21)
The correspondence rules for atomic excitation lines are as follows:
1. If the line does not end at an outgoing atomic excitation and starts at time tb and
ends at te, we write
e−Γ(te−tb)/2 . (8.22)
2. If the line is an outgoing atomic excitation and starts at time tb, we write
e−Γ(t−tb)/2 |e〉A 〈g|A . (8.23)
The expression assigned to the complete diagram is now given by the product of all
these terms acting on the state |G〉A |0〉P integrated over all intermediate time steps
t1, t2...tm with t0 < t1 < t2 < ... < tm < t, i.e.,∫ t
t0
∫ tm
t0
...
∫ t3
t0
∫ t2
t0
...dt1dt2...dtm . (8.24)
We obtain |ψ˜(t)〉 by summing over all possible diagrams. Thereby, we sum over each
diagram only once and additional summations over equivalent diagrams have to be
excluded. We consider two diagrams to be equivalent if the corresponding photon and
atomic excitation lines connect emission and absorption processes involving the same
atoms at the same time steps t1...tn and the same initial and final excitations among
each other.
In this section, we only dealt with the derivation of the multi-photon-path-representation
in the case of identical two-level atoms. In fact, it is a straightforward task to generalize
this path representation to multi-level atoms. By following the steps of the previous
subsection 8.2.1, an expression quite similar to Eq. (8.16) can be derived and can be
represented by a similar diagrammatic method.
8.3 examples
8.3.1 Processes involving only a single excitation
To discuss the multi-photon-path-representation and the corresponding diagrammatic
method in more detail, we provide some examples. We start with the description of
processes involving only a single excitation. Thereby, we establish a connection be-
tween the multi-photon-path-representation and the single-photon-path-representation
developed in chapter 3.
We start with a discussion of the spontaneous decay of a single initially excited
atom (atom 1) coupled to the radiation field propagating in free-space or in an open
waveguide.
This process is described by the diagrams depicted in Fig. 8.5 (a) and Fig. 8.5 (b).
According to the rules derived in the previous section, the diagram depicted in Fig. 8.5
(a) is linked to the expression
e−Γ(t−t0)/2 |e〉1 |0〉P (8.25)
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Figure 8.5.: Diagrammatic representation of the spontaneous emission process of a
single atom in free-space or in an open waveguide.
and describes the depopulation of the excited state due to the spontaneous decay pro-
cess. The emitted single-photon wave packet is described by the expression connected
to the diagram depicted in Fig. 8.5 (b)
i
h¯
|g〉1
∫ t
t0
Eˆ−⊥(x1, t1) · d∗1 |0〉P e−(Γ/2+iωeg)(t1−t0)dt1 . (8.26)
The diagram of next higher order is depicted in Fig. 8.5 (c) and corresponds to
− |e〉1 |0〉P
∫ t
t0
∫ t2
t0
e−Γ(t−t2)/2T1,11 (t2 − t1)e−Γ(t1−t0)/2dt1dt2 . (8.27)
Thereby, the expression T1,11 (t2 − t1) describes the return of the wave packet to atom 1
after being emitted by the same atom. In general, processes such as this give rise to
non-Markovian dynamics. In free-space or in an open waveguide, such a recurrence
never takes place. Thus, T1,11 (t2 − t1) = 0 and the entire expression in Eq. (8.27)
vanishes. The same holds true for all further diagrams and only the diagrams depicted
in Fig. 8.5 (a) and Fig. 8.5 (b) contribute to the complete wave function describing this
process which is given by
|ψ˜(t)〉 = e− Γ2 (t−t0) |e〉1 |0〉P +
i
h¯
|g〉1
∫ t
t0
Eˆ−⊥(x1, t1) · d∗1 |0〉P e−(Γ/2+iωeg)(t1−t0)dt1 .
If a photon emitted by atom 1 returns to the same atom after being reflected by the
cavity, for example due to the presence of a mirror, T1,11 (t2 − t1) deviates from zero and
further diagrams have to be taken into account. In case that multiple atoms are present
in the system, it might occur that the excitation of one atom is transfered to a second
atom via the spontaneous emission of a single-photon wave packet and its subsequent
absorption by the second atom. In general, such an excitation transfer from one atom
to another gives rise to non-Markovian dynamics, especially, if the distance between
the two atoms becomes large or comparable to c0/Γ. A diagram which corresponds
to such a process is depicted in Fig. 8.6. Thereby, the initial excitation of atom 1 is
transfered to the atom 2 which is described by the following expression
− |e〉2 |0〉P
∫ t
t0
∫ t2
t0
e−Γ(t−t2)/2T1,21 (t2 − t1)e−Γ(t1−t0)/2dt1dt2 . (8.28)
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Figure 8.6.: Diagram describing a transfer of the excitation from the initially excited
atom 1 to the atom 2 mediated by a single-photon wave packet.
Figure 8.7.: Two photons, with the initial states f (1)(t0) and f (2)(t0), propagating in a
one-dimensional waveguide and interacting with a two-level atom.
Figure 8.8.: Diagram describing the scattering of two photons by a single two-level
atom.
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8.3.2 Scattering of two photons by a single atom
Our method allows us to investigate nonlinear effects which come into play as soon
as more than a single excitation is present in the system. In the following, we study
the scattering of two photons propagating in free-space or in a waveguide by a single
two-level atom at the fixed position x1 . We assume that the atom is initially prepared
in its ground state |g〉1 and that two initial photonic excitations are present in the
system, i.e.,
|ψ(t0)〉 =
(
∑
j
f (2)j (t0)a
†
j
)(
∑
j
f (1)j (t0)a
†
j
)
|0〉P |g〉1 .
A sketch of a possible experimental setup using a one-dimensional waveguide is de-
picted in Fig. 8.7. The corresponding diagrams connected to the probability amplitudes
describing two outgoing photons are illustrated in Fig. 8.8. By adding up the ex-
pressions connected to these diagrams, we obtain the wave function describing the
outgoing photons
|ψ˜out(t)〉 = |ψ˜(a)(t)〉+ |ψ˜(b)(t)〉+ |ψ˜(c)(t)〉+ |ψ˜(d)(t)〉+ |ψ˜(e)(t)〉 .
The diagram shown in Fig. 8.8 (a) corresponds to the expression
|ψ˜(a)(t)〉 = |ψ(t0)〉
=
(
∑
j
f (2)j (t0)a
†
j
)(
∑
j
f (1)j (t0)a
†
j
)
|0〉P |g〉1
and represents the free unperturbed time evolution of the incoming photons. The
diagrams in Fig. 8.8 (b) and Fig. 8.8 (c) describe scattering processes in which one of
the two photons gets absorbed by the atom which emits the photon later on due to
spontaneous decay while the other photon is just passing by without interacting with
the atom. These diagrams correspond to the expressions
|ψ˜(b)(t)〉 = − 1
h¯2
∫ t
t0
∫ t2
t0
(
Eˆ−⊥(x1, t2) · d∗1
) (
∑
j
f (2)j (t0)a
†
j
)
|0〉P |g〉1 e−(iωeg+Γ/2)(t2−t1)[
Eˆ+⊥(x1, t1) · d1,∑
j
f (1)j (t0)a
†
j
]
dt1dt2 ,
and
|ψ˜(c)(t)〉 = − 1
h¯2
∫ t
t0
∫ t2
t0
(
Eˆ−⊥(x1, t2) · d∗1
) (
∑
j
f (1)j (t0)a
†
j
)
|0〉P |g〉1 e−(iωeg+Γ/2)(t2−t1)[
Eˆ+⊥(x1, t1) · d1,∑
j
f (2)j (t0)a
†
j
]
dt1dt2 .
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The diagrams in Fig. 8.8 (d) and Fig. 8.8 (e) correspond to the expressions
|ψ˜(d)(t)〉 = 1
h¯4
∫ t
t0
∫ t4
t0
∫ t3
t0
∫ t2
t0
e−(iωeg+Γ/2)(t2+t4−t1−t3)(
Eˆ−⊥(x1, t4) · d∗1
) (
Eˆ−⊥(x1, t2) · d∗1
) |0〉P |g〉1[
Eˆ+⊥(x1, t1) · d1,∑
j
f (1)j (t0)a
†
j
]
[
Eˆ+⊥(x1, t3) · d1,∑
j
f (2)j (t0)a
†
j
]
dt1dt2dt3dt4
and
|ψ˜(e)(t)〉 = 1
h¯4
∫ t
t0
∫ t4
t0
∫ t3
t0
∫ t2
t0
e−(iωeg+Γ/2)(t2+t4−t1−t3)(
Eˆ−⊥(x1, t4) · d∗1
) (
Eˆ−⊥(x1, t2) · d∗1
) |0〉P |g〉1[
Eˆ+⊥(x1, t1) · d1,∑
j
f (2)j (t0)a
†
j
]
[
Eˆ+⊥(x1, t3) · d1,∑
j
f (1)j (t0)a
†
j
]
dt1dt2dt3dt4 ,
which represent scattering processes in which the atom absorbs and re-emits both of the
photons, one after the other. The nonlinearity of these process is thereby represented
by the rule that the atom can only absorb a second photon after the photon absorbed
first has been re-emitted into the radiation field.
8.3.3 Rabi oscillations induced by photon number states
By using the multi-photon-path-representation, it is straight forward to describe pro-
cesses involving even higher numbers of photons. A striking example for such nonlinear
multi-photon processes are Rabi oscillations. To provide an interesting example, which
goes beyond the typical investigation of Rabi oscillations, we assume that the initial
field state is given by a highly non-classical photon number state. We choose the initial
state of the system to be of the form
|ψ(t0)〉 = 1√np!
(
∑
j
f j(t0)a†j
)nP
|0〉P |g〉1 (8.29)
with
∑
j
| f j(t0)|2 = 1 (8.30)
which describes an incoming field state consisting out of nP identical photons. Further-
more, we assume that the interaction takes place in free-space or in an open waveguide
and thus
T1,11 (t2 − t1) = 0 (8.31)
as discussed previously. In order to evaluate all the expressions which appear in the
photon-path-representation, we have to specify the form of the incoming multi-photon
wave packet. This can be done by introducing the function
f Pin(t) =
i
h¯
[
Eˆ+⊥(x1, t) · d1,∑
j
f j(t0)a†j
]
. (8.32)
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Figure 8.9.: Diagrams representing the time evolution of nP photons interacting with a
single atom in free-space or in an open waveguide. They contribute to the
part of the wave function with the atom being in an excited state (a) and
the atom being in a ground state (b).
We choose the exact form of f Pin(t) later on. All possible diagrams are now either of the
form depicted in Fig. 8.9 (a) or of the form shown in Fig. 8.9 (b).
The diagrams illustrated in Fig. 8.9 (a) describe the part of the wave function |ψ˜(t)〉
which is connected to an excited atom 1 and the diagrams depicted in Fig. 8.9 (b)
represent the other part of the wave function connected to atom 1 being in the ground
state.
The diagram in Fig. 8.9 (a) corresponds to the expression
1√
nP !
|e〉1
(
∑j f j(t0)a†j
)nP−m
( ih¯ )
m−1 ∫ t
t0
...
∫ t2
t0
f Pin(t2m−1)
e−Γ(t−t2m−1)/2eiωeg(t2m−1−t0)
m−1
∏
i=1
Eˆ−⊥(x1, t2i) · d∗1
f Pin(t2i−1)e
−(Γ/2+iωeg)(t2i−t2i−1)dt1...dt2m−1 |0〉P (8.33)
and the diagram shown in Fig. 8.9 (b) corresponds to the expression
1√
nP !
|g〉1
(
∑j f j(t0)a†j
)nP−m
( ih¯ )
m
∫ t
t0
...
∫ t2
t0
m
∏
i=1
Eˆ−⊥(x1, t2i) · d∗1e−(Γ/2+iωeg)(t2i−t2i−1)
f Pin(t2i−1)dt1...dt2m |0〉P . (8.34)
For determining the full solution, one has to sum up all the previous expressions
respectively diagrams for m = 0, 1, 2...nP weighted with the factor nP!/(nP −m)! . This
factor is connected to the possible orderings in which the photons are involved in the
absorption and emission processes. Due to the fact that the initial field state describes
nP identical photons, all possible orderings lead to the same expressions and can be
taken into account by a weighting factor. All possible observables concerning the
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Figure 8.10.: Photon density of the multi-photon wave packet propagating in free-space
described by Eqs. (8.29) and (8.35) incidenting on atom 1 with its dipole
matrix element d1 (indicated by the red arrows). The photon density is
increased in the dark areas and white indicates the absence of photons.
atomic degrees of freedom can now be calculated by making use of Eqs. (8.17), (8.31)
and (8.30) for tracing out the field. By doing so, it is also possible to evaluate the
probability of finding the atom in the excited state.
For evaluating these expressions, we have to choose the form of the incidenting
wave packet described by f Pin(t). To ensure efficient coupling between the atom and the
incoming photons, we assume that the average frequency of the photons matches the
transition frequency of the atom. Furthermore, we assume that the incoming photons
couple in an optimal way to the dipole matrix element of the atom. In free-space, this
implies that the photons are forming an incoming dipole wave but a similar situation
can also be realized in one-dimensional waveguides. For the sake of simplicity, we
assume that the probability density of finding a photon at the position of the atom
is equally distributed over the time interval t0 ≤ tin ≤ t ≤ tin + ∆ and vanishes for
t > tin + ∆ . The photon density of this initial wave packet in the free-space scenario is
depicted in Fig. 8.10. This is modeled by the function
f Pin(t) = e
−iωeg(t−t0)
√
Γ
∆
{
1
0
if tin ≤ t ≤ tin + ∆
otherwise
. (8.35)
The corresponding results are depicted in Fig. 8.11 (a) and Fig. 8.11 (b). In these figures,
we compare the results obtained for an incidenting photon number state described by
Eq. (8.29) with the well known results obtained by using an initial coherent state of the
form
|ψcoherent(t0)〉 = e−nP/2e
√
nP(∑j f j(t0)a†j ) |0〉P |g〉1 (8.36)
with the same average photon number [37]. The Rabi oscillations induced by |ψcoherent(t0)〉
correspond to the Rabi frequency
Ω = 2
√
nPΓ/∆ . (8.37)
By comparing these results it is evident that the atomic dynamics induced by the
initial photon number state |ψ(t0)〉 and the initial coherent state |ψcoherent(t0)〉 indeed
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Figure 8.11.: Probability for exciting the atom plotted over time t. The solid line
corresponds to an initial photon number state with 30 photons and the
dashed line corresponds to a coherent state with the same average photon
number. The parameters are Γ∆ = 1(⇒ Ω∆/2pi ≈ 1.7, Ω/Γ ≈ 11.0) (a)
and Γ∆ = 8 (⇒ Ω∆/2pi ≈ 4.9, Ω/Γ ≈ 3.9) (b).
differ considerably even for an relatively large average photon number of 30 as in our
case. By considering the observables
|e〉1 〈g|1 + |g〉1 〈e|1 , (8.38)
i (|e〉1 〈g|1 − |g〉1 〈e|1) , (8.39)
the differences between the time evolution of the initial coherent state and the initial
photon number state become even more significant. In the case of the initial photon
number state, the observables in Eqs. (8.38) and (8.39) evaluate to zero for all times
because the number of excitations in the system is conserved under the time evolution
described by Hˆ. However, the evaluation of these observables for the initial coherent
state (according to Ref. [37]) reveals an oscillatory behavior quite similar to Fig. 8.11 (a)
and Fig. 8.11 (b).
8.3.4 Dynamics of two atoms
By using our method, we cannot only study the interaction of a wave packet with
a single atom in free-space or in an open waveguide, but we are also able to take
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Figure 8.12.: Two atoms coupled to a multimode radiation field. Both setups depicted
above lead to the same dynamics of the atoms. In (a) the photonic
excitations can travel from one atom to another via a one-dimensional
waveguide, while in (b) the photons are guided in free-space by two
parabolic mirrors.
the presence of a cavity and multiple atoms into account, which results in highly
non-Markovian dynamics. Thereby, a photon emitted by one atom can return to the
same atom or might interact with an additional atom. In the following, we investigate
an interesting example of such a situation. Suitable setups are illustrated in Fig. 8.12 (a)
for waveguides respectively in Fig. 8.12 (b) for the free-space approach. Both scenarios
shown in Fig. 8.12 (a) and (b) result in the same dynamics, just realized with different
architectures.
The setup depicted in Fig. 8.12 (a) consists out of two atoms coupled to a waveguide
forming a loop. A photon emitted by one of the atoms can travel to the other atom
or can return to the original atom. In the following, we assume that the atoms
exclusively couple to the radiation field guided by the one-dimensional waveguide.
The corresponding free-space setup depicted in Fig. 8.12 (b) consists out of two
parabolic mirrors facing each other and two atoms, each of them trapped close to the
focal points x1 and x2 of these mirrors. We assume that the dipole matrix elements of
these atoms are oriented along the symmetry axis of the setup. The ideally conducting
parabolic mirrors enhance the matter-field interactions of the two atoms. The exclusive
coupling to the radiation field guided by the one-dimensional waveguide in Fig. 8.12
(a) corresponds to the limit of the mirrors covering almost the full solid angle around
the atoms. We investigate the time evolution of the initial state
|ψ(t0)〉 = |e〉1 |e〉2 |0〉P (8.40)
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which corresponds to a radiation field in the vacuum state and the two atoms being in
an excited state. The waveguide as well as the free-space scenario can be described by
using the relations
1
h¯2
eiωeg(t2−t1)
[
Eˆ+⊥(x1, t2) · d1, Eˆ−⊥(x1, t1) · d∗1
]
=
1
h¯2
eiωeg(t2−t1)
[
Eˆ+⊥(x2, t2) · d2, Eˆ−⊥(x2, t1) · d∗2
]
= Γ ∑
j∈Z
δ(t2 − t1 − 2jτ)eiωeg2jτ (8.41)
and
1
h¯2
eiωeg(t2−t1)
[
Eˆ+⊥(x1, t2) · d1, Eˆ−⊥(x2, t1) · d∗2
]
= Γ ∑
j∈Z
δ(t2 − t1 − (2j + 1) τ)eiωeg(2j+1)τ . (8.42)
The constant τ denotes the typical time the photon needs to travel from atom 1 to
atom 2 (for a detailed derivation see [107]). By using our path representation and the
relations in Eqs. (8.41) and (8.42), we can evaluate the time evolution of the whole
system. The main difficulty is caused by the fact that due to the presence of two excited
atoms, we have to take the non-linear behavior of the two-level atoms into account. By
using our diagrammatic method, we determined the probability of exciting both atoms
for several physical parameters. The results are depicted in Fig. 8.13 (a) and Fig. 8.13
(b). We compared our results with results we obtained by neglecting the non-linear
behavior of the atoms which we refer to as harmonic approximation (This harmonic
approximation is directly related to the the Holstein-Primakoff transformation [108].).
In this harmonic approximation, the atoms are replaced by harmonic oscillators, i.e.,
|g〉i 〈e|i → bi, |e〉i 〈g|i → b†i , |e〉i 〈e|i → b†i bi i ∈ {1, 2} (8.43)
with b†i , bi denoting the creation and annihilation operators of an harmonic oscillator.
The evaluation of the time evolution by involving the harmonic approximation is much
simpler because the Hamilton operator just describes a system of coupled harmonic
oscillators. This harmonic approximation can be applied if saturation effects can be
neglected.
By comparing the situations depicted in Fig. 8.13 (a) and Fig. 8.13 (b), we observe
that the harmonic approximation is a good approximation in the case of Fig. 8.13 (a)
but fails completely in case of Fig. 8.13 (b). This can be understood in a simple way.
In the case of Fig. 8.13 (a), Γτ  1. Thus, the probability that, for example, atom
2 is still excited before the photon emitted by atom 1 can reach it is very small and
saturation effects are negligible. In the case of Fig. 8.13 (b), Γτ is much smaller and
thus saturation effects are indeed important.
8.4 summary
In this chapter, we have presented a diagrammatic method suitable for investigating
the non-Markovian and nonlinear effects induced by highly non-classical multi-photon
number states interacting with multiple quantum emitters involving a multimode
description of the electromagnetic radiation field. This method can be seen as a
generalization of the single-photon-path-representation introduced in chapter 3. Our
method can be applied to study the dynamics of quantum emitters coupled to one-
dimensional waveguides or the radiation field confined in large or half-open cavities, or
even in free-space. Thereby, each expression can be represented by a descriptive photon
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Figure 8.13.: Probability for exciting both atoms plotted over the time t. The solid line
corresponds to the full solution obtained by applying our diagrammatic
method and the dashed line corresponds to the harmonic approximation
(replacing the two-level atoms by harmonic oscillators). The parameters
are 1 = ei2τωeg with Γτ = 15 (a) and Γτ = 3 (b).
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path consisting out of sequences of spontaneous emission and absorption processes
involving multiple atoms and multiple photons simultaneously. The accuracy of this
diagrammatic method is just limited by the dipole approximation and the assumption
that the time scale induced by the atomic transition frequencies is by far the shortest
relevant for the systems dynamics. Furthermore, it offers the unique feature that in
order to obtain exact analytical expressions for a finite time interval only a finite number
of diagrams has to be taken into account. By applying this diagrammatic method, we
can study matter-field interactions of single quantum emitters with highly non-classical
multi-photon field states in scenarios ranging from free-space over half-open cavities
to one-dimensional waveguides. Thus, our method allows us to study nonlinear and
non-Markovian effects induced by matter-field interactions on the single-photon level.
The investigation of nonlinear effects on the single-photon level is not only interesting
from a fundamental point of view but also of interest for possible applications in
quantum information processing and quantum communication. Thus, our method
could be used to design suitable protocols for quantum information processing and
quantum communication in a variety of architectures ranging from metallic nanowires
coupled to quantum dots to possible applications in free-space.
Part II
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Q U A N T U M S I M U L AT I O N O F T H E D Y N A M I C A L C A S I M I R
E F F E C T W I T H T R A P P E D I O N S
9.1 introduction
In our previous discussions of cavity QED, we assumed that the positions of the
macroscopic objects forming the optical resonators or mirrors are time independent.
As it turns out, interesting effects can be observed by going beyond static mirrors and
cavities. One effect of particular significance is the dynamical Casimir effect (DCE),
first investigated by G.T. Moore and described in [32]. Similar to the Casimir effect, the
DCE relies on fluctuations of the vacuum in a quantized theory of the electromagnetic
radiation field. These vacuum fluctuations lie at the heart of quantum mechanics and
quantum field theory and many interesting physical phenomena are directly connected
to virtual photons of the vacuum, such as the Lamb shift [109] or the Casimir effect
[110]. The dynamical Casimir effect [32] offers the possibility to turn these virtual
photons into real measurable photons by moving the boundaries of a cavity with
relativistic velocities and high accelerations [see Fig. 9.1(a)]. This requirement makes it
difficult to observe the DCE in a cavity QED experiment. Several proposals have been
made to overcome this problem [111], for example, by replacing the moving mirrors
by a rapid modulation of the electrical properties of the medium inside the cavity.
One proposal, based on superconducting circuits [112, 113], has been implemented
recently [114–116]. However, in this architecture, it remains a challenge to analyze the
generated microwave radiation on the single-photon level.
In this chapter, we investigate the possibility to implement a quantum simulation of
the DCE by using an ion chain confined in a segmented surface trap [117], as depicted
in Fig. 9.1 (b) (a segmented Paul trap is also suitable [118, 119]). Thereby, the photons
are mapped on the phonons of the radial vibrational modes of the ion crystal. A spatial,
respectively temporal, dependence of the radial trapping potential mimics the presence,
respectively time modulation, of the cavity mirrors. The use of ion phonon modes in
designed trap potentials has already been proposed for the quantum simulation of a
large variety of physical phenomena, including Bose–Hubbard-like models [120–123]
and microscopic models of friction [124, 125]. Experimentally, a controlled quench of
the confining potential [126–129] permits the generation of topological defects and the
study of the Kibble–Zurek scenario [130]. Moreover, the dynamics of phonons allows
the investigation of the transport of heat in quantum systems [131, 132], as shown
experimentally in [133].
In the following, we demonstrate that this precisely controlled architecture can also
be exploited for the quantum simulation of the DCE. Using state-of-the-art setups and
methods available for ion traps [90], the phonons respectively photons produced by
the DCE can thus be measured on the single-phonon level with high accuracy.
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Figure 9.1.: Setup: (a) Dynamical Casimir effect. Modulating the positions of the left
or the right mirror of a cavity [l(t) and r(t), respectively] results in the
production of photons. (b) Proposed ion-trap-based quantum simulation.
The dynamics of the radiation field inside the cavity is mapped to phonon
modes of a chain of ions in a spatially-dependent trapping potential, which
can be engineered in a segmented surface trap. The modulation of the
mirror is simulated via a laser field creating a time-dependent optical
trapping potential (red beam). The example shows 6 DC electrodes (blue)
and two RF electrodes (green). The distance between the DC electrodes is
denoted dg, their length le (both along the x-axis), and their width along
the z-axis w. The ion chain (blue dots) is trapped at the center of the trap
at the height h0 above the surface.
In the original work on the DCE [32], in the following referred to as Moore’s model,
the cavities were described by imposing suitable time-dependent boundary conditions.
This has led to some problems with the Hamiltonian formulation of this theory. In
our discussion, we avoid these problems by introducing an appropriate model for the
propagation of the radiation field inside the mirrors. This description can be seen as a
purely phenomenological model of the mirrors. In a certain limit, our model reduces
to Moore’s model. However, it can also be motivated by microscopic considerations.
The used model for the mirrors has the additional benefit of a simple realization in
the ion-trap quantum simulator, namely by a spatial variation of the radial trapping
potential.
This chapter is divided into five parts. In Sec. 9.2, we introduce a Hamiltonian to
model a one-dimensional version of cavity QED with moving boundaries and, in Sec.
9.3, we establish a connection between this Hamiltonian and Moore’s model. In Sec. 9.4,
we derive a discretized version of this Hamiltonian and show how it can be mapped
onto an ion chain. In Sec. 9.5, we present the results of a numerical investigation
in which the ion chain quantum simulation is compared to Moore’s model using
realistic experimental parameters. Finally, in Sec. 9.6, we address the robustness of the
simulation against possible sources of errors and discuss the experimental techniques
available for investigating the radiation generated by the DCE.
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9.2 model of a variable length cavity
In this section, we present a one-dimensional version of cavity QED with moving
boundaries.
In the following, we set the speed of light and all dielectric constants equals unity,
i.e., c = e0 = µ0 = 1. The Hamiltonian of our one-dimensional version of cavity QED
with moving boundaries is given by
Hˆ = Hˆ0 + Hˆ1(t) (9.1)
whereby
Hˆ0 =
1
2
∫
R
Πˆ2(z) +
(
∂Aˆ
∂z
(z)
)2
dz (9.2)
models the free radiation field with Aˆ(z) being the one-dimensional version of the
vector potential and Πˆ(z) being the corresponding canonical conjugated field operator,
such that the following commutation relations hold true
[Aˆ(z1), Aˆ(z2)] = 0 , (9.3a)
[Πˆ(z1), Πˆ(z2)] = 0 , (9.3b)
[Aˆ(z1), Πˆ(z2)] = ih¯δ(z1 − z2) . (9.3c)
The operator Hˆ1(t) describes the modification of the propagation of the electromagnetic
radiation field due to the presence of the mirrors. As mentioned previously, the
mirrors are not described by imposing fixed boundary conditions but by modeling the
propagation of the field inside the mirrors. In the following, we choose
Hˆ1(t) =
1
2
∫
R
c1(t, z)Aˆ2(z)dz (9.4)
with
c1(t, z) = 0 for z ∈ [l(t), r(t)] (9.5)
and
c1(t, z) > 0 for z /∈ [l(t), r(t)] . (9.6)
As depicted in Fig. 9.1 (a), the position of the left mirror is given by l(t) and the
position of the right mirror is given by r(t) with l(t) < r(t).
The Heisenberg equations of motion induced by the Hamiltonian Hˆ0 coincide with
the Klein–Gordon equation of a massless particle. To this, Hˆ1 introduces a time- and
position-dependent effective mass h¯
√
c1(t, z). This effective mass results in a band-
gap similar to the band-gap in a photonic crystal. By choosing c1(t, z) sufficiently
large for z /∈ [l(t), r(t)], the propagation of waves in that region is blocked, which
models the presence of mirrors. In the limit c1(t, z)→ ∞ for z /∈ [l(t), r(t)], we recover
the dynamics of Moore’s model exactly where the mirrors are modeled by imposing
suitable boundary conditions at l(t) and r(t) (see Sec. 9.3). However, by taking the
propagation of the radiation field inside the mirrors into account, we circumvent
problems connected to Hamiltonian formulation of the theory that appear in case
of Moore’s model. A microscopic motivation of this Hamiltonian can be found in
Appendix C.
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It is convenient to express the field operators in the Schro¨dinger picture in terms of
mode functions A`(z) and Π`(z) and associated annihilation and creation operators aˆ`,
aˆ†` with ` ∈N,
Aˆ(z) =
√
h¯
2∑
`
(aˆ`A`(z) + aˆ†`A
∗
` (z)) , (9.7a)
Πˆ(z) = −i
√
h¯
2∑
`
(aˆ`Π`(z)− aˆ†`Π∗` (z)) . (9.7b)
In order to fulfill the canonical commutation relations in equation Eq. (9.3), the mode
functions, which are square integrable functions for all time instances t, have to satisfy
the conditions
∑
`
A`(z1)A∗` (z2)− c.c. = 0 , (9.8)
∑
`
Π`(z1)Π∗` (z2)− c.c. = 0 , (9.9)
∑
`
A`(z1)Π∗` (z2) + c.c. = 2δ(z1 − z2) (9.10)
wherein c.c. stands for the complex conjugate. There is no unique choice for the mode
functions and different choices lead to different non-equivalent definitions of photon
numbers. In order to fix this problem, which has already been discussed in [32], we
exploit that there is, in fact, a canonical choice for the mode functions whenever the
function c1(t, z) modeling the boundaries of the cavity is time independent. In this
case, we can choose the mode functions to be solutions of a generalized version of the
Helmholtz equation
0 =
(
−ω2` −
∂2
∂z2
+ c1(t, z)
)
g`(z) , (9.11)
A`(z) =
1√
ω`
g`(z) , (9.12)
Π`(z) =
√
ω`g`(z) (9.13)
with ω` > 0. The solutions g`(z) are properly normalized and orthogonal functions,∫
R
g`1(z)g
∗
`2
(z)dz = δ`1,`2 , (9.14)
which form a complete basis of the space of square integrable functions L2(R), i.e.,
∑
`
g`(z1)g∗` (z2) = δ(z1 − z2) . (9.15)
For the particular choice of mode functions according to Eqs. (9.11)-(9.13) , the time
evolution of the field operators in the Heisenberg picture in case of fixed boundaries is
just given by
Aˆ(t, z) =
√
h¯
2∑
`
{exp [−iω` (t− t0)] aˆ`A`(z) +H.c.} , (9.16)
Πˆ(t, z) = −i
√
h¯
2∑
`
{exp [−iω` (t− t0)] aˆ`Π`(z)−H.c.} . (9.17)
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By using this choice of mode functions, we obtain a canonical definition for the photon
numbers.
In order to discuss the production of photons, we consider, like Ref. [32], an ex-
periment that can be divided into three stages. In stage I, which corresponds to the
time interval [t0, t1), we consider a cavity with fixed boundaries, i.e., we assume that
throughout this time interval the function c1(t, z) is constant in time. In stage II, which
corresponds to the time interval [t1, t2), we consider a cavity with time-dependent
boundaries, i.e., a time-dependent function c1(t, z). In stage III, corresponding to the
time interval [t2,∞), we again consider a cavity with fixed boundaries, i.e., c1(t, z) is
now again time independent. Thereby, c1(t, z) for t > t2 and for t < t1 not necessarily
coincide.
Stage I is needed to be able to properly define our initial field configuration, which
we choose to be the vacuum state of the radiation field. In stage II of the experiment,
the actual photon production takes place. Finally, in stage III of the experiment, during
which the mirrors are again at rest, a suitable measurement of the photon numbers
and their distribution among the (now well defined) modes is performed.
9.3 connection to moore’s model
In his original work, Moore concluded that the quantum theory of the radiation field in
a variable length cavity possesses no Hamiltonian and no Schro¨dinger picture (later an
effective Hamiltonian which describes the essential features of the physical processes
has been derived [134]). To quantize the radiation field, he instead exploited a certain
symplectic structure on a function space S, the space of classical solutions of the wave
equation. In this section, we establish a connection between our model and Moore’s
original formulation of the theory.
For doing so, we consider the Heisenberg equations of motion for our model induced
by Hˆ,
∂
∂t
Aˆ(t, z) = Πˆ(t, z) , (9.18)
∂
∂t
Πˆ(t, z) =
∂2
∂z2
Aˆ(t, z)− c1(t, z)Aˆ(t, z) . (9.19)
It is possible to solve these equations of motion by expanding the field operators Aˆ(t, z)
and Πˆ(t, z) using appropriate time-dependent mode functions A`(t, z) and Π`(t, z),
Aˆ(t, z) =
√
h¯
2∑
`
(aˆ`A`(t, z) + aˆ†`A
∗
` (t, z)) , (9.20)
Πˆ(t, z) = −i
√
h¯
2∑
`
(aˆ`Π`(t, z)− aˆ†`Π∗` (t, z)) . (9.21)
The time-dependence of these mode functions is governed by the following equations(
∂2
∂t2
− ∂
2
∂z2
+ c1(t, z)
)
A`(t, z) = 0 , (9.22)
∂
∂t
A`(t, z) |t=t0 = −iΠ`(t0, z) . (9.23)
By using these equations to describe the time evolution of the mode functions during
stage II, we are able to establish a connection to the annihilation and creation operators
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aˆ` and aˆ†` associated to the mode functions in stage I and stage III. Since these are
well defined by Eqs. (9.11)-(9.13), this connection allows us to describe the photon
production caused by the moving mirrors.
We are now in the position to establish the connection to Moore’s model as follows.
The real and imaginary parts of the mode functions A`(t, z) correspond to functions in
the vector space S defined by Moore [32], equipped with the time-invariant symplectic
form
{ f1 | f2} =
∫
R
f2(z, t)
∂ f1(z, t)
∂t
− ∂ f2(z, t)
∂t
f1(z, t)dz , (9.24)
which is used in [32] to quantize the theory.
In order to connect our model with the boundary conditions used in [32], we consider
the limit c1(t, z) → ∞ for z outside the interval [l(t), r(t)], which corresponds to the
limit of perfectly reflecting mirrors. In this limit, the canonical modes of stages I and
III that satisfy ω2`  c1(t, z) for z /∈ [l(t), r(t)] have their main support in the region
[l(t), r(t)]. Outside of this region, the corresponding mode functions experience an
exponential damping. In the limit c1(t, z) → ∞ for z /∈ [l(t), r(t)], this exponential
decrease becomes equivalent to the boundary conditions
0 = A`(t, l(t)) = A`(t, r(t)) (9.25)
chosen in [32]. Similar considerations also hold true during stage II. Thus, the dynamics
of the mode functions can be modeled by the boundary conditions in Eq. (9.25) if
c1(t, z) is sufficiently large for z /∈ [l(t), r(t)]. As a consequence, our model leads to
the same results as Moore’s model in all three stages in the limit c1(t, z) → ∞ for
z /∈ [l(t), r(t)].
9.4 mapping to ion chain
In this section, we map the dynamics induced by the Hamiltonian Hˆ [see Eq. (9.1)]
onto a system of trapped ions. To perform the mapping, we first introduce a model
that allows us to represent the continuous one-dimensional space by the discrete ion
positions. For the simulation of the DCE, a central region of the ion chain assumes
the role of the space within the cavity while portions towards the ends stand in for
the mirrors. Afterwards, we describe how the photons can be mapped onto collective
radial phonon modes of the ion crystal.
9.4.1 Discretized version of the radiation-field Hamiltonian
To perform the mapping of the Hamiltonian Hˆ to an ion chain, we first need to
express it in discretized variables. This can be achieved by dividing the real axis
R in suitable intervals
[
zj, zj+1
]
with zj < zj+1, j ∈ Z. For simplicity, we focus on
the case of equidistant ion spacings where the intervals are of equal length d =
zj+1 − zj. Generalizing the subsequent discussion to intervals of non-equal length is
straightforward. This permits us to take a non-equidistant distribution of the ions and
a resulting variation of nearest-neighbor coupling strengths into account.
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To arrive at a discretized Hamiltonian, we introduce the coarse-grained operators
Aˆj = 1√d
∫ zj+1
zj
Aˆ(z)dz , (9.26a)
Πˆj = 1√d
∫ zj+1
zj
Πˆ(z)dz , (9.26b)
which satisfy the commutation relations
[Aˆi, Aˆj] = 0 , (9.27a)
[Πˆi, Πˆj] = 0 , (9.27b)
[Aˆi, Πˆj] = ih¯δi,j . (9.27c)
By using these operators, we obtain a discretized version of the Hamiltonian Hˆ
Hˆd = Hˆd0 + Hˆ
d
1 (t) (9.28)
with
Hˆd0 =
1
2 ∑i∈Z
[
Πˆ2i + d
−2 (Aˆi+1 − Aˆi)2] (9.29)
and
Hˆd1 (t) =
1
2 ∑i∈Z
ci1(t)Aˆ
2
i (9.30)
where
ci1(t) =
1
d
∫ zi+1
zi
c1(t, z)dz . (9.31)
Above, we assumed that the modes of most importance are slowly varying on the
length scale induced by the interval length d, which is well justified for the low-
energetic modes. In the limit d→ 0, we recover the dynamics induced by the original
Hamiltonian Hˆ.
9.4.2 Implementation using transverse phonons of an ion chain
To implement the Hamiltonian Hˆd, we map it to the radial motion of a linear ion
chain. Thereby, the position and momentum of each ion represent the fields Aˆ(z)
and Πˆ(z) averaged over one of the intervals [zi, zi+1]. We consider a linear chain of
N ions confined in a suitable trapping potential Vtrap and with equilibrium positions
R1, R2, . . . , RN . If we assume that the deviations from the equilibrium positions are
small, we can apply a second-order tailor expansion around the equilibrium positions.
In this harmonic approximation, the motional degrees of freedom along different
symmetry directions are uncoupled. In the following, we focus on the radial motion
along the x-direction, which is described by the Hamiltonian
Hˆions =
1
2m
N
∑
i=1
Pˆ2i −
Z2e2
8pie0
∑
i>j
(Xˆi − Xˆj)2
|| Ri − Rj ||3
+
1
2
N
∑
i=1
∂2Vtrap(t, Ri)
∂x2
Xˆ2i . (9.32)
By applying the canonical transformation
Xˆi → (−1)iXˆi , (9.33a)
Pˆi → (−1)i Pˆi , (9.33b)
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Simulated Objects Simulating Objects
Photons Phonons
Field operators Position and Momentum operators
Aˆ(z) and Πˆ(z) of the radial motion Xˆi and Pˆi
Variable-length cavity Spatial- and time-dependent trap-
modeled by c1(t, z) ping potential Vtrap respectively χi
Discretized Hamiltonian Hˆions describing the
Hamiltonian Hˆd radial motion of the ion chain
Table 9.1.: Summary of the connection between the simulated objects (radiation field
in variable-length cavity) and the simulating objects (ion chain with time-
dependent trapping potential).
we obtain
Hˆions =
1
2m
N
∑
i=1
Pˆ2i −
1
2∑i>j
(−1)i−jki,j(Xˆi − Xˆj)2
+
1
2
N
∑
i=1
χi(t)Xˆ2i (9.34)
with
ki,j =
Z2e2
4pie0
|| Ri − Rj ||−3 , (9.35)
χi(t) =
∂2Vtrap(t, Ri)
∂x2
−∑
j 6=i
(1− (−1)i−j)ki,j . (9.36)
The mapping of the dynamics of the radiation field in a variable-length cavity to the
dynamics of the ion chain is achieved by exploiting the formal similarity of Eq. (9.34)
and Eq. (9.28). If we restrict the phonon Hamiltonian to nearest-neighbor interactions,
Hˆions indeed reproduces the Hamilton Hˆd if we establish the following relations
Πˆi = Pˆi/
√
m , (9.37)
Aˆi = Xˆi
√
m , (9.38)
d−2 = ki+1,i/m , (9.39)
ci1(t) = χi(t)/m . (9.40)
The translation table from simulated objects to simulating objects is summarized in
Tab. 9.1 .
The additional interaction terms beyond nearest neighbors can, to a large extent,
be reabsorbed in a different choice for the approximations leading to Hˆd. In fact, the
discretization 12 ∑j∈Z d
−2 (Aˆj+1 − Aˆj)2 of the term 12 ∫
R
(
∂Aˆ
∂z (z)
)2
dz is not unique. The
chosen discretization is motivated by the following approximation of the first derivative
∂Aˆ
∂z
(z) ≈ 1
d
[
Aˆ(z + d)− Aˆ(z)] . (9.41)
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There are, however, other possible approximations and as such other possible versions
of Hˆd (which give proper results if d is sufficiently small). This liberty can be exploited
to account for interaction terms beyond nearest neighbors but we see below in Sec. 9.5
that this is not necessary to get good qualitative and even quantitative agreement using
realistic parameters. The underlying reason is the fast decrease of dipolar interactions
with distance. Since the integral over dipolar interactions in one dimension converges,
any perturbative effect due to interactions beyond nearest neighbors saturates quickly
when increasing the system size.
The remaining ingredient to simulate the DCE is the proper choice of the coefficients
χi. By virtue of Eq. (9.40) and Eq. (9.31), these are directly connected to the function
c1(t, z). Since the outermost ions represent the mirrors while the central part of the
ion chain is to simulate the vacuum within the cavity, the coefficients χi need to vary
across the chain. This can be achieved by exploiting the fact that the χi are not only
determined by the confining potential Vtrap along the x-direction, but also by the
Coulomb repulsion between the neighboring ions, see Eq. (9.36). As we show in
the next section, by properly balancing both contributions, we can design suitable
coefficients χi, even with a small number of electrode segments.
To induce the dynamical Casimir effect, the coefficients χi, moreover, need to vary
in time during stage II which can be realized by a time-dependent trapping potential
Vtrap. Since a small spatial motion of the mirrors corresponds to a change of the χi
only over a small number of ions, this requires some local addressability. A suitable
modulation can be achieved by combining a time-independent electric potential VE
(including the RF potential), generated via the segmented Paul trap, with an additional
time-dependent optical potential VO derived from a laser that addresses only one or
a few of the ions [135]. Using the time-dependent optical potential, we can vary the
boundary of the cavity during stage II of the experiment. This completes all required
ingredients for the simulation of the DCE. In the next section, we demonstrate that
good agreement to the ideal model can be obtained already for about 20 ions and in
present-day architectures.
9.5 numerical comparison between moore’s model and ion chain quan-
tum simulation
In this section, we compare the ion chain quantum simulator for realistic experimental
parameters to the idealized model introduced by Moore [32]. We first compute the
trapping potential for realistic experimental parameters for a segmented trap where,
for concreteness, we consider a surface trap as depicted in Fig. 9.1 (b) although a
segmented Paul trap is equally well suited. It turns out that our requirements on
the surface–ion distance or the width of the DC-electrodes are not very high and
are met by many existing experimental setups, for example those of Refs. [118, 136–
140]. Afterwards, we present numerical results for the photon production, as can be
simulated in a chain of 20 ions with current technology.
9.5.1 Trapping potential for realistic parameters
The trap, we consider, consists of only 6 DC electrodes. This turns out to be sufficient
to form a suitable electric potential VE, which we compute by using the framework
presented in [141] and by applying the gapless plane approximation. For the sake of
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Figure 9.2.: The coefficients χi induced by the time independent potential VE plotted
over the ion number in units of k. The ions in the gray/white areas represent
the radiation field inside the mirrors/cavity. The time dependence of the
cavity length is simulated by the time-dependent optical trapping potential
characterized by ω2O(t).
simplicity, we assume that the extension of the RF-electrodes along the z-axis as well
as the length of the DC-electrodes along the x-axis le are infinite. Inspired by [136], we
assume a possible setup with w = 80 µm, h0 = 80 µm, dg = 230 µm and we consider
singly-charged ions. We set the voltages of the DC electrodes to the values
φ1 = φ2 = φ5 = φ6 = −5.61V ,
φ3 = φ4 = 1.75V (9.42)
and use the RF electrodes to induce a confining potential that corresponds to a trapping
frequency
ωRF =
√
7.40k/m . (9.43)
Here, k = e
2
4pie0∆R
3 is the average nearest-neighbor coupling strength, with
∆R =|| R20 − R1 || /19 = 4.00 µm (9.44)
being the average nearest-neighbor distance. For calcium ions (40Ca+), for example, we
obtain √
k/m = 2pi · 1.17 MHz (9.45)
and ωRF = 2pi · 3.18 MHz. All these values lie in the range of existing experimental
setups.
The calculation of the coefficients χi for these parameters yields the result depicted
in Fig. 9.2. Here, we took the non-equidistant distribution of the ions for this trapping
potential as well as all possible interactions (beyond nearest neighbors) into account.
The trapping potential is adjusted such that the χi deviate significantly from zero
only in the outer regions of the chain. Since the electric field experiences an exponential
damping within the mirrors, a rather small number of ions proves sufficient to model
the space inside the mirrors, in this example, ions 1 to 4 and 17 to 20. The field inside
the cavity is represented by the inner part of the ion chain, i.e., the ions 5 to 16.
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We subject this ion chain to the three-stage protocol defined in Sec. 9.2. The time
dependence in stage II, that we consider, corresponds to a periodically oscillating left
mirror, i.e.,
r(t) = r0 , (9.46)
l(t) = l0 + δ

0
sin2(ωD(t− t1)/2)
sin2(ωD(t2 − t1)/2)
t ∈ [t0, t1)
t ∈ [t1, t2)
t ∈ [t2,∞)
(9.47)
where r0 and l0 denote the initial positions of the right and left mirrors, respectively.
Further, δ/2 is the amplitude of the variation and ωD the driving frequency. This
choice of the time dependence of the boundaries leads to an efficient photon production
[134, 142, 143].
In order to simulate these mirror trajectories, we use a laser beam to change the
radial confinement of ion 5 such that
ω2O(t) = α
k
m

0
sin2(ωD(t− t1)/2)
sin2(ωD(t2 − t1)/2)
t ∈ [t0, t1)
t ∈ [t1, t2)
t ∈ [t2,∞)
(9.48)
where we choose α = 0.6. It is not a strict requirement to address precisely a single ion.
Addressing several neighboring ions due to a larger beam waist just corresponds to a
larger variation δ of the position of the left mirror. Similarly, a different depth of the
optical potential αk/m also just amounts to a different δ.
In the following section, we compare the dynamics for the ideally conducting mirrors
modeled according to Moore [32] with our ion chain quantum simulation numerically.
For evaluating the photon number, we choose the canonical set of mode functions for
the experimental stage III, defined by Eqs. (9.11)-(9.13). We order the mode frequencies
ω` as ω1 < ω2 < ... and denote with nˆ1, nˆ2... the corresponding photon number
operators. For better comparison, we choose r0, l0, and δ such that the frequency of
the lowest instantaneous eigenmode in the cavity matches the frequency of the lowest
instantaneous vibrational mode of the ion chain at time instances corresponding to
the maximal and minimal cavity length, i.e., ωD(t− t1) = 0 and ωD(t− t1) = pi. This
matching is obtained by
r0 − l0 = 15.22d , (9.49)
δ = 0.72d , (9.50)
where d =
(
k/m
)−1/2
denotes the length of the discretization intervals [zi, zi+1] used
in the previous section. The result for the ‘cavity length’, r0 − l0, can be understood
by recalling that each ion represents the averaged field in one of the intervals [zi, zi+1]
and that the field inside the cavity is roughly represented by the 12 inner ions. The
deviation between 15.22d and the length 12d expected from this simple consideration
is caused by the non equidistant distribution of the ions and the discretization of the
field.
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Figure 9.3.: Average photon number in (a) the lowest-frequency mode, ` = 1, and
(b) the second-lowest frequency mode, ` = 2, as a function of the mod-
ulation frequency ωD evaluated after 20 periods of mirror oscillation,
(t2 − t1)ωD = 20 · 2pi. Strongly enhanced photon production is observed
at the resonances ωD = 〈ω`1〉T + 〈ω`2〉T. Already for the considered small
chain of only 20 ions, the expected results in the ion quantum simulator
(blue solid line) show good qualitative agreement with the ideal results for
Moore’s model (red dashed line).
9.5.2 Numerical simulation of the dynamical Casimir effect
We have now all the necessary parameters to numerically simulate the DCE as can be
studied in a realistic ion-trap experiment. We assume that during the experimental
stage I the ion chain resides in its vibrational ground state. Since this initial state
corresponds to the vacuum of the radiation field, all photons measured in stage
III are those that have been produced in stage II. In Fig. 9.3, we show the final
photon number in the modes 1 and 2 for 20 periods of mirror oscillations during the
stage II. As a function of the driving frequency ωD, one finds peaks of high photon
production centered around integer multiples of the frequency ω1. This finding is in
agreement with well-known analytical results [134, 143]. The main contribution to
these peaks stems from single-mode and two-mode squeezing, which is connected to
the resonance condition ωD = 〈ω`1〉T + 〈ω`2〉T with 〈ω`〉T denoting the time average
of the instantaneous eigenfrequency ω`(t) (averaged over one oscillation period of the
mirror). The peaks depicted in Fig. 9.3 are slightly shifted from integer multiples of ω1
because ω` 6= 〈ω`〉T and due to artifacts caused by the discretization of the model.
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Figure 9.4.: Average photon/phonon number in mode 1 plotted over time for a driving
frequency of ωD = 2〈ω1〉T. The ion-trap simulation (blue solid line) reaches
good qualitative agreement as well with the ideal Moore’s model (red
dashed line) as with an approximate analytical result (grey dotted line).
For short times, the agreement is even on a quantitative level.
Additionally, the trapped-ion quantum simulator allows one to monitor the photon
production over time. Fig. 9.4 displays the corresponding results for the average
photon number in mode 1 for a system driven with the frequency ωD = 2〈ω1〉T (with
〈ω1〉T ≈ 1.028ω1). For this frequency, which lies at the first peak in Fig. 9.3 (a), the
photon production is dominated by single-mode squeezing. When the resonance
condition for single-mode squeezing, ωD = 2〈ω`〉T, is met, the average photon number
is approximately given by [111]
〈n`〉 = sinh2
[
〈ω`〉T δ4 (r0 − l0) (t2 − t1)
]
, (9.51)
valid if δ/ (r0 − l0) is sufficiently small and the duration of the periodic driving is
sufficiently short. At short times, this approximate expression indeed coincides with
the results for the ion trap as well as for the ideal Moore’s model. Some deviations
occur at larger times but the qualitative agreement remains satisfactorily.
The additional small peaks of the blue curves in Fig. 9.3 (a) and (b) as well as the
oscillations on the blue curve in Fig. 9.4 are artifacts connected to the fact that just a
single ion was used to represent the motion of the left mirror. These artifacts can be
reduced by smoothing the mirror motion, i.e., by increasing the number of ions that
experience a periodic modulation during stage II.
9.6 experimental considerations
In this section, we support our previous analytical and numerical investigations by
experimental considerations. We start with a discussion of the robustness of the
simulation with respect to possible sources of errors, such as heating of the ion chain.
Moreover, we review relevant techniques for measuring phononic excitations in ion
chains, which allow for the probing of the radiation generated by the DCE.
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9.6.1 Possible error sources
As the above results show, an ion chain with realistic parameters can indeed simulate
the photon production in the DCE where we find a good agreement to Moore’s model
[32] already for 20 ions. Small deviations appear due to the limited number of ions.
This is no fundamental limitation, however, and by increasing the number of ions or by
using additional electrodes, it is possible to reduce these artifacts and further improve
the simulation of the DCE. As mentioned previously, the protocol is also rather resilient
towards a change in the (time-dependent) trapping potential. Insufficient control of the
spatial dependence simply models a slightly modified cavity.
Additionally, in a realistic experiment, one has to make sure that the observed
phonons are not generated by a heating of the ion chain. In the experimental setup of
[136], which has similar parameters to the ones discussed above, a spectral density of
electric field noise of SE(ω) ≤ 3.8 · 10−13 V2m2 Hz has been reported for ω = 2pi · 1.38 MHz.
Under the assumption that heating is dominated by electric field noise and that SE(ω)ω
is approximately frequency independent, we obtain a heating rate of the lowest-lying
mode [with ω1 ≈ 0.21(k/m)1/2 = 2pi · 0.241MHz] of 1.31 quanta/ms. We can neglect
the cross coupling between the RF and noise fields because of the relatively small
frequency ω1. For the higher modes ω2, ω3, . . . , the effect of the electric field noise
is even smaller since it causes a heating rate (ignoring cross coupling between RF
and noise fields) that scales as 1/ω2. Another source of heating are scattered photons
from the laser beam. The corresponding heating rates can be suppressed by using
sufficiently intense and sufficiently detuned standing-wave laser fields such that rates
of 0.1 quanta/ms seem reasonable [135].
These heating rates have to be compared to the relevant experimental time scales.
The data at the first peak in Fig. 9.3 (a) corresponds to a duration of the experimental
stage II of about (t2 − t1) = 0.041ms. Thus, heating is expected to increase the average
phonon number of the 1st mode by roughly 0.054 phonons, which is one order of
magnitude smaller than the number of phonons generated by the simulated DCE. Even
more, one could further reduce the effect of ion heating due to electric field noise
by decreasing the average nearest-neighbor distance between the ions. This would
increase the frequencies of the modes and hence decrease the time needed to run the
experiment. Therefore, according to these numbers, it is possible to cleanly observe the
first as well as higher peaks in an experiment.
9.6.2 Probing the radiation field on the single-photon level
As discussed above, the main idea of our ion chain quantum simulation of the DCE is
to map the photons of the radiation field on the phonons of the radial ion motion. Thus,
for probing the radiation generated by the DCE, we have to measure the generated
phononic excitations. This can be done with high accuracy on the single-phonon level
by using the methods available for ion chains [90], which is one of the main advantages
of our ion chain quantum simulation compared to other schemes [114–116].
One possibility for evaluating the number of phonons populating mode ` is to
drive the corresponding red or blue detuned sideband for a short time period ∆t by
addressing a single ion with a laser beam. For this purpose, one should choose an
ion that takes part in the collective motion described by the mode `. By repeating
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this experiment for several runs, the probability for exciting the ion Pe(∆t) can be
determined. For driving the blue detuned sideband, one obtains
Pe(∆t) =∑
n
P`(n) sin2(
√
n + 1Ω0,1∆t) (9.52)
where P`(n) is the probability of finding n phonons in mode ` and Ω0,1 is a charac-
teristic Rabi frequency determined by the intensity of the applied laser beam and the
corresponding Lamb–Dicke parameter. For short time periods ∆t, the above expression
simplifies to Pe(∆t) ≈ Ω20,1∆t2〈1+ nˆ`〉+O(∆t4), which allows us to evaluate the aver-
age phonon number [144, 145]. By measuring Pe(∆t) for several ∆t over a longer time
period, it is possible to determine the phonon number distribution P`(n) by calculating
the Fourier transform of Pe(∆t) [89, 146]. In this way, we can probe not only the average
photon number but even the detailed photon statistics of the radiation generated by
the DCE.
In principle, it is also possible to apply other methods developed for probing the
quantum state of motion and accessing other observables [90]. The choice of the most
suitable method depends on the experimental parameters of the specific setup.
9.7 summary
In summary, we have presented a scheme to realize a quantum simulation of the
DCE in a chain of trapped ions. Thereby, the photons inside the cavity with moving
boundaries are mapped on the phononic excitations of the radial modes of the ion chain.
To achieve the mapping, we derived a discrete model for the radiation field, which
takes the propagation of radiation within the mirrors into account. We performed a
numerical investigation in which we compared an ion chain quantum simulation of the
DCE based on realistic experimental parameters with the idealized model introduced
by Moore [32]. Already for 20 ions, we observe a good quantitative agreement between
the ideal realization of the DCE and our ion trap quantum simulation. The scheme
is robust against the most common sources of errors and its requirements are met by
many existing experimental ion-trap setups.
The radiation generated by the DCE, including its full statistics, can be investigated
on the single-photon respectively phonon level by using the methods available for ion
traps [90]. This possibility of probing the radiation field on the single-photon level is
one of the main advantages of our ion chain quantum simulation compared to other
schemes [114–116]. In this chapter, we focused mainly on the DCE in a 1D cavity with
a single oscillating mirror. It is interesting to adapt our scheme to explore further
aspects of the DCE, such as the photon production in a cavity that oscillates as a whole
[147] or the photon production in a semi-infinite system. The latter might be realized
by simulating a single moving mirror at one end of the ion chain and by adding a
dissipative process [144] removing the phononic excitations from the other end of the
chain [148, 149].
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C O N C L U S I O N A N D O U T L O O K
Efficient matter-field coupling on the single-photon level is a key ingredient for future
quantum technologies. Many architectures for quantum communication and quantum
information processing rely on efficient interfaces between single photons, which serve
as flying qubits, and single material quantum systems, which serve as stationary qubits.
These interfaces cannot only be used for performing quantum communication over
larger distances but can also serve as building blocks for scalable quantum computation.
Motivated by the current demand for efficient interfaces, we have developed suitable
protocols for implementing efficient matter-field coupling on the single-photon level,
which have been presented in the first part of this thesis. In the past decades, much
progress has been made in the development of protocols for efficient matter-field
coupling based on optical resonators. Following recent experimental developments,
the first part of this thesis mainly focuses on schemes which can be applied to systems
in which no mode selection by an optical resonator takes place. As this is a relatively
new research area, there are a lot of open questions on how efficient interfaces between
single material quantum systems and single photons propagating in a multimode
radiation field can be realized. We present answers to some of these questions. On the
theoretical level, a major challenge lies in the vast number of degrees of freedom, which
have to be taken into account for describing the radiation field if no mode selection by
an optical cavity takes place. As we are interested in enhancing the coupling between
single photons and single quantum emitters, our main focus lies on the investigation
of resonant multimode effects, for which we have to go beyond usual perturbative
approaches.
In the course of our research, we have developed a protocol for generating entangled
states between two remote material qubits, which is compatible with optical free-space
communication. Furthermore, we have developed techniques to obtain enhanced
control over emission and absorption processes of single quantum emitters coupled
to multimode environments, such as free-space, or one-dimensional waveguides. By
applying these techniques, it is possible to enhance matter-field coupling and to assem-
ble more efficient protocols for achieving free-space as well as fiber-based quantum
communication. As dissipative processes are unavoidable if single quantum systems
are coupled to extreme multimode environments, such as a multimode radiation field,
the investigation and control of these dissipative processes is of major interest. We have
shown that by an appropriate balancing of dissipative processes, such as spontaneous
photon emission and cavity decay, we can turn these processes into valuable tools for
quantum information processing and computation. We have developed a protocol
which relaxes the highly challenging requirements on the synchronization of the nodes
of a quantum network and single-photon wave packet shaping and paves the way to
scalable quantum communication networks.
Another focus of our research is the investigation of the impact of the atomic or ionic
center of mass dynamics on the efficiency of matter-field coupling. Thereby, we have
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developed a technique to overcome limitations on the coupling efficiency induced by
the center of mass motion. This technique relaxes experimental constraints on laser
cooling and the confinement of atoms or ions in a trapping potential and allows highly
efficient single-photon absorption even in cases of weak confinement by a trapping
potential or if no sub-Doppler cooling is applied.
Finally, we have developed a framework to study the resonant interaction of highly
non-classical multi-photon states with single material quantum systems by taking the
full multimode aspects of the radiation field into account. This framework allows us to
investigate optical nonlinearities connected to multi-photon processes systematically.
As a next step, the theoretical description of multi-photon processes provided by our
framework could be used for designing suitable protocols for quantum information
processing.
The features of quantum mechanics enable us to tackle problems which are hard or
even impossible to solve by classical means. Unfortunately, the features of quantum
mechanics which allow us to tackle computationally hard problems by using quantum
computation are limiting our ability to get deeper insights into the dynamics of complex
quantum systems with the help of classical computers. The relatively young research
field of quantum simulations offers a solution to this dilemma. This field of research is
concerned with the simulation of complex quantum systems by other well-controlled
quantum systems. In the second part of this thesis, we have considered possible
applications of quantum simulators on the theoretical level. Quantum simulators may
help us to understand phenomena in a variety of fields ranging from condensed matter
physics over chemistry to quantum field theory.
We have focused on the simulation of the dynamical Casimir effect, an interesting
effect predicted theoretically by cavity QED. The dynamical Casimir effect is directly
linked to the vacuum fluctuations of the electromagnetic radiation field and turns the
virtual photons connected to the fluctuations of the vacuum to real observable photons.
As vacuum fluctuations lie at the heart of quantum mechanics, gaining deeper insights
into an effect, such as the dynamical Casimir effect, is of fundamental importance.
However, the observation of this effect in a cavity QED experiment would require the
rapid variation of the length of a cavity with relativistic velocities, which is a daunting
challenge. We have developed a method for performing a quantum simulation of the
dynamical Casimir effect in a one-dimensional cavity using an ion chain confined in a
segmented ion trap.
As next steps, the method outlined in this second part of the thesis could be general-
ized to investigate additional aspects of the dynamical Casimir effect, such as photon
generation in half-open cavities or for other interesting choices of mirror trajectories.
A
E VA L U AT I O N O F T H E C O M M U TAT O R O F T H E F I E L D
O P E R AT O R
In this appendix, we derive the relation
1
h¯2
[
dα2 Eˆ⊥(Rα2 , t2), Eˆ⊥(Rα1 , t1)d∗α1
]
=
− ie0 h¯ dα2 · [∇×∇×G(Rα2 , Rα1 , t2 − t1)−∇×∇×G(Rα2 , Rα1 , t1 − t2)] · d∗α1 ,
(1.1)
which connects the commutator of the electric field operators in the interaction picture
with the dyadic Green’s function of the d’Alembert operator. In order to do this, we
consider the transverse part of this Green’s function G⊥(x, x
′, t) defined by
xG⊥(x, x′, t) = δ⊥(x− x′)δ(t)
G⊥(x, x
′, t) = 0 ∀t < 0 , (1.2)
which fulfills suitable boundary conditions modeling the presence of a cavity or a
mirror. It is straightforward to proof that G⊥(x, x
′, t) can be expressed by using the
mode functions gi(x) defined in Sec. 2.1,
G⊥(x, x
′, t) = c2∑
i
Θ(t)
sin(ωit)
ωi
gi(x)⊗ gi(x′) .
By using Eq. (2.13), we get
∇x ×∇x ×G(x, x′, t) = ∇x ×∇x ×G⊥(x, x′, t)
= ∑
i
Θ(t)ωi sin(ωit)gi(x)⊗ gi(x′) . (1.3)
We obtain
1
h¯2
[
dα2 · Eˆ⊥(Rα2 , t2), Eˆ⊥(Rα1 , t1) · d∗α1
]
= − ie0 h¯ ∑i ωi sin(ωi(t2 − t1)) (dα2 · gi(Rα2))
(
d∗α1 · gi(Rα1)
)
(1.4)
by evaluating the commutator of the electric field operators. By direct comparison
between Eq. (1.3) and Eq. (1.4), we obtain the desired relation in Eq. 1.1.
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In this appendix, we derive suitable semiclassical expressions for the Green’s functions
G(x2, x1, t). In order to do so, we consider the convolution of G(x2, x1, t) with a
rapid oscillating function f (t) with a slowly varying envelope
f (t) = f0(t)eiωt (2.1)
with ω being the oscillation frequency and f0(t) being the slowly varying envelope.
By choosing f (t) as a rapidly oscillating function with a slowly varying envelope, we
match the criteria for application of the semiclassical methods discussed in chapter 3.
We are interested in the following expression∫ t
−∞
∇×∇×G(x2, x1, t− t1)d∗1 f (t1)dt1 . (2.2)
This choice is motivated by Eq. (3.17) where also the convolution between G(x2, x1, t)
and a rapidly oscillating function enters.
As described in Sec. 3.4, we divide the volume in two parts V1 and V2 as depicted
in Fig. 3.2. In volume V1, we just use Gfree (x2, x1, t) in order to evaluate the time
evolution of the field and, in volume V2, we use semiclassical methods in order to take
the boundary conditions into account (see Eq. (3.23)). Without loss of generality, we
assume that the support of f is confined to [ts, t f ] with | t f − ts | r/c and r being the
radius of the sphere forming V1.
Inside V1, we obtain by using the free-space Green’s function∫ t f
−∞
∇×∇×Gfree (x, x1, t− t1)d1 f (t1)dt1 =
1
4pi
∫ t
−∞
∇×∇×
[
1
|| x− x1 ||δ (t− || x− x1 || /c)
]
d1 f (t1)dt1
≈ − 1
4pic2 || x− x1 ||
[
1− (x− x1)⊗ (x− x1)|| x− x1 ||2
] ∫ t
−∞
δ′′ (t− || x− x1 || /c) d1 f (t1)dt1
= − 1
4pic2 || x− x1 ||
[
1− (x− x1)⊗ (x− x1)|| x− x1 ||2
]
d1 f ′′(t− || x− x1 || /c) .
In the following, we use the expression to evaluate the field for t = r/c + ts. At this
point in time, the field is confined to a spherical shell with the radii r and r/c− (t f − ts).
By using the semiclassical methods discussed in chapter 3, we can propagate the field
through volume V2. For this purpose, we have to construct suitable trajectories xj(t0),
i.e., the rays of geometrical optics, connecting V1 to the point x2. As initial condition,
we have to choose xj(t0) ∈ V1 and the corresponding velocity
x˙j(t0) = c
xj(t0)− x1∣∣∣∣xj(t0)− x1∣∣∣∣
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always pointing in the radial direction. By applying Eq. (3.23), we obtain∫ t
−∞ d2∇×∇×G(x2, x1, t− t1)d1 f (t1)dt1
= − 14pic2 ∑j
√∣∣∣det ( ∂xj(tj)
∂xj(t0)
)∣∣∣−1 f ′′ (t− (tj − t0)− || xj(t0)− x1 || /c) 1||xj(t0)−x1||
×d2 ·Mj
[
1− (x
j(t0)−x1)⊗(xj(t0)−x1)
||xj(t0)−x1||2
]
d1 , (2.3)
whereby the sum is running over all trajectories xj(t) with xj(tj) = x2 for tj − t0 =
t − ts − r/c and xj(0) ∈ V1 . The matrices Mj are unitary matrices which take the
vectorial nature of the field into account. They describe the orientation of the field after
propagating through volume V2. They basically take the change of the orientation of
the vector field and phase flips caused by the boundary conditions into account. By
using some relations concerning the rays of geometrical optics, we can also write this
in the form ∫ t
−∞ d2∇×∇×G(x2, x1, t− t1)d1 f (t1)dt1
= − 14pic2 ∑j 1r
√∣∣∣det( ∂xj(tj)
∂xj(t0)
)∣∣∣−1 f ′′ (t− r/c− (tj − t0))
×d2 ·Mj
[
1− (x
j(t0)−x1)⊗(xj(t0)−x1)
||xj(t0)−x1||2
]
d1 , (2.4)
whereby the sum is running over all trajectories with xj(tj) = x2 for tj ≥ t0 and
xj(t0) ∈ ∂V1. The previous relations also holds true for arbitrary functions of the form
(2.1) without a confined support. This can be justified by using that more general
functions can be composed out of functions f1... fn which fulfill the property and
semiclassical propagation can be applied separately (because we are dealing with a
linear partial differential equation).
The expression above induces the following relation for the Green’s function
∇×∇×G(x2, x1, t− t1) = − 14pic2 ∑j√∣∣∣det ( ∂xj(tj)
∂xj(t0)
)∣∣∣−1δ′′ (t− r/c− (tj − t0)) 1||xj(t0)−x1||d2 ·Mj
[
1− (x
j(t0)−x1)⊗(xj(t0)−x1)
||xj(t0)−x1||2
]
d1 .
C
M I C R O S C O P I C M O D E L O F T H E M I R R O R S
In this appendix, we motivate the Hamiltonian Hˆ1(t), which models the mirrors. The
basic idea is to describe the mirrors according to the Drude–Lorentz model [150] by a
distribution of charges that can oscillate around fixed positions. These charges could
be the bound electrons of an atom or the electrons in a metal, which oscillate with the
plasma frequency.
The matter–field coupling can be modeled by the interaction term [33]
Hˆi = −
∫
R3
jˆ(x) · Aˆ(x)d3x (3.1)
with being jˆ(x) the charge current. Its Fourier transform
jˆω(x) = 1√2pi
∫
R
exp (iωt) jˆ(t, x)dt (3.2)
can be connected to the Fourier transform of the electric field
Eˆω(x) = 1√2pi
∫
R
exp (iωt) Eˆ(t, x)dt (3.3)
by the relation
jˆω(x) = n(x)
e2
m
N
∑
m=1
Gm
−iω
ω2m −ω2 − iγmω
Eˆω(x) (3.4)
with the oscillator sum rule
N
∑
m=1
Gm = 1 and n(x) being the charge density. In this
relation, the frequencies ωm and decay rates γm are chosen heuristically to match the
experimental findings. In the following, we assume that the main contributions in
Eq. (3.4) for the relevant frequencies ω of the radiation field stem from terms with
ωm,γm  ω. In this case, we obtain
jˆω(x) = n(x) ie
2
mω Eˆω(x) (3.5)
⇒ jˆ(t, x) = −n(x) e2m Aˆ(t, x) . (3.6)
We have used that Eˆ(t, x) = − ∂∂t Aˆ(t, x). The back action of the charge distribution onto
the radiation field can be taken into account by the effective Hamiltonian
Hˆeff =
e2
2m
∫
R3
n(x)Aˆ2(x)d3x . (3.7)
This effective Hamiltonian matches our model of the mirrors, Eq. (9.4).
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N O TAT I O N
Symbol Meaning
Sets
R Set of real numbers
C Set of complex numbers
N Set of natural numbers without 0
N0 Set of natural numbers including 0
Z Set of integers
Operations
⊗ Tensor product or dyadic product
a∗ Complex conjugate of the complex number a
|a| Absolute value of complex number a
Aˆ† Hermitian conjugate of the operator Aˆ
1 Identity operator acting on the corresponding vector space
MT Transposition of the matrix M
∇ Nabla operator
∆ Laplace operator
 D’Alembert operator
Physical constants
c Speed of light
e0 Vacuum permittivity
µ0 Vacuum permeability
h¯ Reduced Planck constant
Vectors
Vectors are written in the form a = (a1, a2...an)T.
ai The ith component of the vector a
||a|| Norm of the vector a (If not stated otherwise, the two-norm is used.)
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