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Abstract
A lateral spin-valve (LSV) is a structure to achieve non-local spin accumulation
in future spintronic devices. Although numerous studies have been performed
and have demonstrated highly efficient and reliable non-local accumulation, the
use of a LSV is still hampered by the small magnitude of spin-current signals.
Therefore, this study focused on the amplification of the pure spin-current sig-
nals by controlling the geometry of the non-magnetic nanowire in the LSV for
the first time.
A two-dimensional model was developed based on a diffusion equation and
was used for a series of Cu nanowires with different shapes implemented at
their centre to identify their geometrical ratchet effect (GRE) upon the spin-
polarised electron transport. Asymmetric shapes, such as obtuse- and right-
angle triangles, were found to induce the GRE, leading to the spin-current am-
plification in both time-dependent and steady states. The geometries have then
been optimised for the maximum amplification.
Before the experimental validation of the GRE, Py and Cu bars and conven-
tional Py/Cu/Py LSVs were fabricated and characterised to optimise the fab-
rication and transport-measurement processes. The spin-current amplification
was then investigated in LSVs with right-angle triangles maintaining the same
base (100 nm) but varying their height (0 ≤ h ≤ 60 nm). The non-local signals
were measured by a direct current (DC)-reversal technique. The spin-current
signals were measured to be significantly amplified by a factor of more than 7
for h = 60 nm as compared with the conventional LSV (h = 0 nm). These re-
sults were compared with the steady-state calculations using measured device
dimensions, showing a good qualitative agreement. The measurements were
also carried out with a DC setup, which revealed the junction spin polarisation
(∼ 1% in this study) allowed both up- and down-spin currents with similar am-
plitudes to flow. Further improvement in the junction spin polarisation should
increase the GRE, leading to future device implementation.
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Chapter 1
Introduction
Today, the human society deals increasing amount of information and hence
depends on information communication technology (ICT). Such increase has
been maintained by the advancement of semiconductor and integrated circuit
(IC) technologies. Due to such advancement in recent years, more computing
power has been required to manage further increase of information available in
the society in various forms. Conventionally an electric charge of an electron
has been used to store and carry data in the ICT infrastructures, which have
been relied on Moore’s law [1]. This law was proposed in 1965 by predicting
the number of transistors per IC chip (and the associated processing power of
the chip) to increase by ∼ 200% every two years.
However, the succession of Moore’s law has recently been found to be hin-
dered by the fundamental laws of physics due to the miniaturisation of the
semiconductor devices. According to quantum mechanics, further reduction
in the insulator thickness (< 2 nm) for a gate in a metal oxide semiconductor
field effect transistor (MOSFET) is expected to induce a tunneling current. The
quantum mechanics also predicts that the electrical current cannot be confined
in a narrower path (< 10 nm). The current paths generate Joule heating, which
increase the power consumption of the devices and causes thermal noise in the
devices. The current operation frequency of a MOSFET (∼ GHz) generates elec-
1
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tromagnetic wave with wavelength of∼ 0.1 µm, which is difficult to be shielded
and induces cross-talks between the devices.
One of the potential candidates to overcome these problems is spintron-
ics [2–4]. Unlike common electronic devices, spintronic devices utilise electron
spins, allowing one electron to carry one data bit ideally. Such a spin-polarised
current can therefore reduce the power consumption. Such a spin-polarised
current has already been used to demonstrate magnetoresistive effects (see Sec-
tions 2.1 and 2.2 for details) implemented in magnetic memories. However, the
spin-polarised current consists of both charge and spin flow and hence suffers
from the physical limitation as discussed above. On the other hand, a pure spin
current, which has no net charge current can avoid these obstacles related to the
device miniaturisation, especially the Joule heating.
A number of different methods to generate a pure spin current have been
proposed and investigated, from both theoretical and experimental perspec-
tives. One method is to utilise large spin-orbit interactions to scatter electron
spins to separate up- and down-spins in a material (e.g., Pt), which is known as
spin Hall effect (SHE) [5–10]. The other method is to induce a spin-polarised
electron by external oscillating fields, which is known as spin pumping method
[11–13]. Recently, temperature gradient has been demonstrated to produce a
pure spin current through the spin Seebeck effect (SSE) [14, 15].
A pure spin current can also be generated in a lateral spin-valve (LSV) struc-
ture by employing non-local geometry (see Section 2.4) [16, 17]. This geometry
uses local spin imbalance at the Fermi level in a non-magnet (NM) to induce a
pair of up- and down-spin electron flow in the opposite directions. The electri-
cal spin injection in metallic LSVs has initially been demonstrated by Johnson
and Silsbee [18] for permalloy (Py) ferromagnetic electrodes deposited on a bulk
Aluminium. Further detailed studies have been carried out by Jedema et al. [16]
in the nanoscale LSVs patterned by electron beam lithography [9, 19–22].
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However the main disadvantage of the utilisation of the pure spin currents
is their generation efficiency in a NM material. For the non-local geometry
method, the generated pure spin current is typically three orders of magnitude
lower than the electrically injected spin-polarised electrical current with both
charge and spin currents [16]. The pure spin currents in these structures are still
less than adequate amplitude to be employed in applications [23,24], rendering
spin-current amplification crucial.
The aim of this study is therefore to amplify the pure spin current. I have
especially focused on the amplification of the pure spin-current signals by im-
plementing new geometrical ratchets for the first time. The conventional NM
straight nanowire in the LSV was replaced by one with pair(s) of additional tri-
angular or square wings with symmetric and asymmetric shapes. For the asym-
metric geometries, geometrical ratchet effect (GRE) upon the pure spin current
was found to achieve spin-current amplification. The details of this study are
described as below:
In chapter 2, theoretical background on spin-polarised electron transport is
reviewed. Namely, three key theories are described: (i) Mott’s two-current
model to explain magnetoresistance effects, (ii) the mechanism of spin injec-
tion, accumulation and detection in the LSV structure and (iii) spin relaxation
in a non-magnetic metal. This chapter is concluded with associated spintronic
device applications, including read heads for hard disk drives, magnetic ran-
dom access memory and spin-polarised field effect transistor.
Chapter 3 presents a computational model developed for the optimisation
of the GRE upon the amplification of a pure spin current in a LSV device. The
model is based on a two-dimensional time-dependent spin diffusion equation.
A finite element method is used to solve the equation in a non-magnetic Cu
nanowire with a series of geometries. The calculated results are discussed with
respect to their shapes and their number of pairs phenomenologically. Finally,
a steady-state spin-diffusion process is calculated and compared with the time-
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dependent cases, revealing the fact that the spin-current amplification is present
even at a steady state. An example of the simulation code using FreeFem++
software is presented in Appendix A.
Chapter 4 describes the facilities and techniques used to fabricate the LSV
devices studied in this thesis. A flow chart of the nanofabrication steps is pro-
vided, including wafer cleaning, spin coating, lithography, development, met-
allisation, lift-off and wire bonding. The designs of the devices are also shown.
Chapter 5 explains the measurement and techniques used for the transport
studies and device characterisation in this work. Typical sources of noise for
non-local voltage measurements are discussed. To reduce the noise, simple
techniques, such as averaging, filtering and shielding, are discussed depending
on the types of the noise. In this study, a relatively new measurement method,
which is known as a “direct current (DC) reversal” technique, is employed to re-
duce the noise. An associated LabView programme for this technique has been
developed with the standard commands for programmable instruments (SCPI)
programming language as shown in Appendix B. The principle operation of a
scanning electron microscope, which is used to assess the device dimensions, is
also given at the end of this chapter.
Chapter 6 deals the optimisation of the fabrication and measurement pro-
cesses. Transport measurements are performed on Py and Cu bars and conven-
tional Py/Cu/Py LSV devices. Critical parameters, such as electrical resistivity,
spin diffusion length and spin injection/detection efficiency, are measured at
room temperature. The obtained parameters are compared with the literature
values and are fedback to optimise the these processes.
Chapter 7 provides the first experimental results on the non-local spin-
current amplification in a LSV with right-angle triangles. The GRE is studied
by measuring the non-local resistance using the “DC reversal” technique with
varying the height of the triangles and maintaining their base. Clear switching
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in the resistance is observed for all the LSV devices depending on the mag-
netisation directions of the two Py wires as expected. The LSV device are also
measured using a DC setup. The difference in the resistance between parallel
and antiparallel magnetisation directions is found to increase with increasing
the height of the triangles up to 60 nm. These results are compared with addi-
tional calculations using measured device dimensions. These results agree with
each other quantitatively by considering the spin injection/detection efficiency
and the resulting junction spin polarisation.
Chapter 8 concludes this study with the summary of the computational and
experimental results. Several future directions are also proposed at the end.
Chapter 2
Theoretical Background
Spintronics is an emerging research field that investigates broad physical phe-
nomena ranging from static to dynamic behaviours. In this chapter, the basic
understanding of spin transport in a lateral spin-valve structure is predomi-
nantly described. First the fundamentals of spintronics discussing general elec-
tronic transport in metals are introduced depending on the spin degrees of free-
dom. Quantum mechanical magnetoresistance effects are then reviewed. The
theory of electrical injection, accumulation and detection in a trilayered struc-
ture is discussed afterwords. This theory is further extended to the lateral spin-
valve structure using electrochemical potentials to describe the generation of
pure spin currents. Major spin relaxation mechanisms in a non-magnetic metal
are then overviewed. This chapter is concluded with a summary of spintronic
devices using these spin transport mechanisms.
2.1 Fundamentals of spintronics
It was from the beginning of the twentieth century that people started acknowl-
edging the physics underlying the rapid development in electronics based on
spin-related phenomena. It was noted by Stern and Gerlach in 1922 that an in-
6
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homogeneous magnetic field caused deflection of a single beam of Silver atoms
into two [25]. This indicated that the electrons possess an inherent angular
momentum, which was similar to charge spinning. This intrinsic feature was
subsequently called “spin” of an electron. It was possible to quantise the spin
into two distinct states by their z-component of the spin-angular momentum.
These states were known as “up-spin” and “down-spin”, the angular momenta
of which were defined as Sz = +h¯/2 and −h¯/2, respectively [26].
Later, Nevill Francis Mott proposed the theory of electron spins and sub-
sequently presented the famous “two-current” model in 1936 [27], which was
regarded as the beginning of the development of spintronics. According to this
model, the resistances for the up- and down-spins were independently defined
(see Fig. 2.1). This model considered the spin-flip scattering to be negligible in
comparison to the other types of scattering processes, such as electron-electron
and electron-phonon scattering.
2.1. Fundamentals of Spintronics 
 
It was from the beginning of the twentieth century that people started acknowledging the physics 
underlying the rapid electronics development based on spintronic phenomenon. It was noted by 
Stern and Gerlach in 1922 that an inhomogeneous magnetic field causes deflection of a single 
beam of silver atoms into two beams by making use of the force applied in the magnetic field on 
the magnetic moment of the unpaired electron in the silver atom. This indicates that the electrons 
possess an inherent angular momentum, which is similar to a spinning ball of charge. The 
intrinsic feature was subsequently called “spin” of the electron and it was possible to quantise it 
into two distinct levels in the z-component of the spin-angular mome tum. These states were 
known as “up-spin” and “down-spin”, the angular momentum of which are Sz=+h/4π and +h/4π, 
respectively.  
 
N.F. Mott put forward the theory of electron spin, and soon after that he presented the popular 
“two current model” in 1936 which was possibly the start of the development of spintronics. 
According to this model, the reason for a particular electrical transport feature of the behaviour 
of ferromagnetic materials is the capacity to consider the up- and down-spin of conduction 
electrons as two distinct kinds of charge carriers, each of which has a separate set of transport 
characteristics. This model consider  th  spin-flip scatter ng to be quite l w in comparison to 
other kinds of scattering processes, to the extent that the deflections from a certain spin channel 
to the other may be disregarded.  
 
 
Figure 2.1 Schematic for spin-dependent conduction through independent spin-up and spin-down channels in the limit of 
negligible spin mixing [4] 
 
Figure 2.1: Schematic diagram for spin-dependent conduction via independent
up- and down-spin channels.
The up- and down-spins can be generated using a ferromagnetic (FM) ma-
terial [28, 29]. The elementary ferromagnetic transition (3d) metals, Fe, Co, Ni
and their alloys, are vital for such spin generation. In these metals, there is
imbalance between up- and down-spins at the Fermi energy level (EF) [see
Fig. 2.2(b)]. The spin imbalance is induced by the spin-split density of states
(DOS) of 3d bands at EF due to the exchange interactions between electron
spins [25, 30, 31]. The imbalanced bands overall generate a spontaneous mag-
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netic moment in the ferromagnetic materials which can be expressed as follows:
M = µB
(
n↑ − n↓
)
. (2.1.1)
Here, M is the net magnetic moment per unit volume, µB represents the Bohr
magneton and n↑ (n↓) is the number of up-(down-)spin electrons.
At the Fermi level, there are equal numbers of 4s electrons for both spins,
which play a key role in conduction [see Fig. 2.2(b)]. This is because the 4s
electrons have greater mobility as compared with the 3d electrons. These 4s
electrons become spin-polarised via the s-d interaction and carry the intrinsic
spin imbalance at EF [27]. The spin-imbalanced DOS at EF leads to heavily
spin-dependent scattering. At the point where the spin-flip scattering events
can be ignored, the electron conduction takes place simultaneously through the
two spin channels whose conductivities are differentiated. This leads to spin
polarisation (P) as follows:
P ≡ N↑ − N↓
N↑ + N↓
, (2.1.2)
where N↑ (N↓) refers to the density of state of the up-(down-)spin electrons
at EF, corresponding to a spin orientation that is antiparallel (parallel) to the
overall magnetic moment [4].
dependent sc tt ring possibilities, and amongst two spin-flip scattering events, an electron can
have several scattering events with the same spin direction. Hence, at the point where the spin-
flip scattering events can be ignored, conduction takes place simultaneously through two spin
channels whose conductivities are quite distinct from each other, as has been asserted in the
previous model. This makes the current spin polarized which has a spin polarization P as
follows:
P ≡
୒↑ି୒↓
୒↑ା୒↓
,
In this equation, N↑ (N↓) refers to the density of states (DOS) over the Fermi level, of electrons
that have a spin orientation that is parallel (anti-parallel) to the overall magnetization.
Two extreme situations of spin polarization are demonstrated in Figure 2.1(a) and (c). When the
Fermi surface is equally filed with both spin states, there is non-zero spin polarization and the
material is non-magnetic typical metal. On the other hand, if there is only one spin state in the
Fermi surface, there is 100% spin polarization and the material is known as half metallic. Table
2.1 presents a list of certain typical P values of different ferromagnetic materials.
Figure 2.2 Schematic diagram of spin resolved DOS in (a) a normal metal, (b) a ferromagnetic
metal, and (c) a half metal.
Figure 2.2: Schematic diagrams of spin-resolved DOS for (a) a non-magnetic
metal, (b) a ferromagnetic transition metal and (c) a half-metallic ferromagnet.
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Two distinctive situations for the spin polarisations are also shown in Figs.
2.2(a) and (c). When the Fermi level is equally filed with both spin states, there
is no net spin polarisation, resulting the material to be a non-magnet (NM) [see
Fig. 2.2(a)]. On the other hand, if there is only one spin state available at the
Fermi level, there is 100% spin polarisation, resulting the material to be known
as a half-metallic ferromagnet [see Fig. 2.2(c)] [32]. Table 2.1 presents a list of P
for different ferromagnetic materials.
Table 2.1: Spin polarisation values of various ferromagnets.
Materials Spin polarisation References
Fe 40%-55% [33–35]
Co 35%-52% [33–35]
Ni 23%-46.5% [33–35]
Ni80Fe20 25%-37% [34, 35]
CrO2 90%-100% [34–37]
NiMnSb 58%, 100% (theory) [34, 35, 38]
Ni2MnIn 34% [34, 35, 38]
In early experiments in spintronics, tunnelling measurements had a crit-
ical role. Meservey and Tedrow carried out a series of experiments using
ferromagnet/insulator/superconductor (FM/I/S) structures [39–41], in which
the spin polarisation of a tunnelling current remains spin-polarised in the S
layer. Julliere successfully measured tunnelling magnetoresistance (TMR) in
FM1/I/FM2 junctions in 1975 [42]. Figure 2.3 presents tunnelling conductances
for the parallel (↑↑) and antiparallel (↑↓) magnetisation configurations of the
two ferromagnetic layers (FM1 and FM2). Julliere’s model has been used to
calculate a TMR ratio as follows.
TMR =
R↑↓ − R↑↑
R↑↑
=
G↑↑ − G↑↓
G↑↓
, (2.1.3)
where resistance R and conductance G (= 1/R) depend on the parallel (↑↑) and
antiparallel (↑↓) configurations of FM1 and FM2.
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Figure 2.3
In order to ensure reliable transportation of information, spintronics relies on the spin-polarized
currents. This means that electrons continue the same spin across the entire transport distance.
The spin-polarized currents can continue across magnetic materials, however, in the non-
magnetic materials, electrons undergo spin-flip scattering because of which they lose their spin
orientation/polarization. Therefore, for spintronic devices, the distance across which electrons
continue to be polarized, known as the spin diffusion length (SDL), is quite significant (see Fig.
3). The subsequent sections are going to elaborate on the spin-flip methods more extensively.
2.2. Giant magnetoresistance (GMR) effect
The 2007 Nobel Prize in physics was awarded to Albert Fert and Peter Grunberg for their
discovery of giant magnetoresistance (GMR) [4, 5]. GMR is a quantum mechanical
magnetoresistance (MR) effect observed in a structure with alternating layers of ferromagnetic
and non magnetic thin films. Depending on whether the magnetisations of adjacent
ferromagnetic layers are in parallel or antiparallel configuration, a significant change in the
Figure 2.3: Schematic diagrams of spin-polarised electron tunnelling across a
FM1/I/FM2 junction in (a) parallel and (b) antiparallel configurations. The bot-
tom schematics show the corresponding spin DOS of the ferromagnets. Dashed
lines show spin-conserved tunnelling.
2.2 Giant magnetoresistance (GMR) effect
Peter Grunberg and Albert Fert were awarded wi the Nobel Prize in Physics
in 2007 for their discovery of giant magnet resistance (GMR) [23,43]. The GMR
effect is based on a quantum mechanical magnetoresistive phenomena in a
structure of FM1/NM/FM2. One can detect a considerable change in electri-
cal resistance depending on a parallel or antiparallel configuration of the mag-
netisations in the FM layers as similarly observed in a TMR junction. For the
antiparallel configuration, the net resistance is high and the net resistance is low
for the parallel configuration. Based on the GMR effect, IBM has developed a
read head [44] and has increased the annual growth rate of the areal density of
hard disk drives (HDD) up to 60-100% (see Section 2.6.1) [45, 46].
Two magnetic configurations for the GMR phenomena are shown in Fig.
2.4(a). With typical layer thicknesses (Fe: 12 nm and Cr: 1 nm [23]), the FM
layers form antiparallel (AP) coupling without an external magnetic field, ow-
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ing to the antiferromagnetic exchange coupling. However, in the presence of an
external field, magnetisations in the FM layers are aligned in parallel (P) [43].
These two configurations can be detected by applying a sensing current in two
directions as shown in Fig. 2.4(b). A flow of the current can be either in the
plane (CIP) [23, 43] or perpendicular to the plane (CPP) [47]. The GMR effect
arises from the spin-dependent scattering at the FM/NM interfaces for the both
cases.
electrical resistance can be observed. The overall resistance is low for parallel configuration and
high for antiparallel configuration. Later, this concept led to IBM’s development of the spin-
valve read head, which enabled a tremendous increase in the areal density of magnetic hard disk
drives (see section 2.4.1).
Figure 2.3(a) shows the basic configuration of GMR, which consists of ferromagnetic (FM)
layers separated by nonmagnetic (NM) spacer layers. In the absence of an external magnetic
field, the FM interlayers are aligned in their anti-parallel (AP) configuration due to the anti-
ferromagnetic exchange coupling and are oriented to parallel (P) when an external field is
applied [1]. Figure 2.3(b) also illustrates two cases of applied current directions in the GMR
experiments. The current flows either in the plane (CIP) [1, 10] or perpendicular to the plane (CPP)
[11]. It is believed that, in both cases, spin-dependent scattering is the origin of GMR effect when
the electrons pass through the FM/NM interfaces.
Figure 2.4 (a) Multilayer of alternating NM chromium (Cr) and FM iron (Fe) layers with Fe
layers coupled antiparallel (right) and parallel (left). (b) Basic set up of GMR operation. FM
layers are shown in grey and NM layers are shown in white. The direction of magnetisation is
indicated by black arrows while the direction of current in CPP- and CIP-GMR is shown by
dashed arrows.
Antiparallel configuration
Current perpendicular to the plane
(CPP)
FM
FM
NM
Current in the
plane (CIP)
Parallel configuration
External magnetic field
H ≠ 0 H = 0
(a) (b)
Cr
Fe
Cr
Fe
Cr
Fe
Cr
Fe
Figure 2.4: (a) Trilayer consisting of FM Iron (Fe) and NM Chromium (Cr) with
the parallel (left) and antiparallel (right) configurations. The FM layers are
shown in grey and the NM layers are shown in white. The directions of the
FM magnetisations are indicated by white arrows. (b) Basic setup for the GMR
experiment. The directions of the sensing currents for the CPP- and CIP-GMR
measurements are shown by dashed arrows.
A simple resistance model based on the Mott two-current model [48] pro-
vides qualitative explanation of the GMR effect (see Fig. 2.5). The conduction
electrons in metals are assumed to be divided into two distinct up- and down-
spin channels. These channels demonstrate different resistivities for the two
types of spin-polarised electrons. A low resistance channel is formed by an
electron in parallel to the majority spins as shown in Fig. 2.5(a). On the other
hand, strong scattering occurs for an electron with its spin to be antiparallel to
the spin polarisation of the majority electrons, forming a high resistance chan-
nel [see Fig. 2.5(b)]. According to the Mott model discussed in Section 2.1, these
two channels are formed by the difference in the up- and down-spin DOS in a
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FM metal at EF [27]. For the P configuration these two channels are formed in-
dependently and only one of them are scattered, while they are both scattered
at one of the FM/NM interfaces for the AP configuration. Therefore the AP
configuration shows higher resistance than the P configuration.
It assumes that the conduction electrons in a magnetic metal are divided into two independent up
and down-spin electron channels and have different resistivity for different spin directions. In the
P configuration, if an electron spin is antiparallel to the magnetisation direction of the FM layers,
it experiences strong scattering and hence gives rise to a high resistance channel, while the
electron with the parallel spin forms a low resistance channel [see Fig. 2.4(a)]. This is induced
from the difference between up- and down-spin densities of states at the Fermi energy level
within a FM material according to the Mott’s argument mentioned in previous section [13]. On the
other hand, in the AP configuration, both the up and down-spin electrons experience strong
scattering as shown in Fig. 2.4(b). Therefore, in this configuration the total resistivity of the
multi-layer becomes higher than that for the P state.
Fig. 2.5 Schematic illustration of electron flow in a multi-layer for (a) parallel and (b) anti-parallel
configurations. The magnetisation directions are indicated by the thick arrows. The solid lines are the electron paths
for spin-up and spin-down electrons. Bottom panels represent the corresponding resistance, in which the electrons
are experienced within the multi-layer according to the two-current model.
As illustrated in Fig. 2.4, the resistances for both parallel and antiparallel configurations
are expressed as
(b)(a)
FM1 NM FM2 H ≠ 0
Parallel
Spin up
Spin down
Antiparallel
FM1 NM FM2
ܴ௉ =
R2 R2
R1 R1
Low resistance
஺ܴ௉ =
R2 R1
R2R1
High resistance
H = 0
Figure 2.5: Schematic diagrams of electron flow in a trilayer for the (a) parallel
and (b) antiparallel configurations. The magnetisation directions are indicated
by the wide w ite arrows, which are opposite of the majority spin at EF. The
solid and dashed arrows are the flow paths for the up- and down-spin electrons,
respectively. Bottom panels represent the corresponding resistance according to
the two-current model.
As illustrated in Fig. 2.5, the resistances for the parallel and antiparallel con-
figurations are expressed as follows [49].
RP =
2R1R2
R1 + R2
, (2.2.1)
RAP =
R1 + R2
2
, (2.2.2)
where R1(= R↑↑ = R↓↓) and R2(= R↑↓ = R↓↑) are the resistances for the P (1)
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and AP (2) channels, respectively. Accordingly a GMR ratio can be defined by
GMR =
∆R
RP
=
RAP − RP
RP
=
(R1 − R2)2
4R1R2
. (2.2.3)
The description given above can be applied to the CPP configuration. In this
case, the spin polarisation of the travelling electrons is maintained within the
critical length. This distance is defined as the spin diffusion length (λs) [4]. It is
worth mentioning that the GMR mechanism in the case of the CIP configuration
is different and is defined by the mean free path [4]. It has been proven through
experimental studies that a GMR ratio in the CIP configuration is much smaller
than that in the CPP configuration [47,50] (typically two orders of magnitude in
a GMR ratio at RT [51]). From the application point of view, this fact makes the
CPP configuration to be more efficient as compared to the CIP configuration.
2.3 Spin injection, accumulation and detection
In order to illustrate the spin-dependent transport across a transparent FM/NM
interface, the elementary concepts as discussed in the previous sections, i.e.,
spin DOS and the two-current model, have been employed [52]. Based on
the Boltzmann theory, detailed theoretical modelling of multiple transparent
FM/NM interfaces has been developed by Valet and Fert [53]. They have mod-
elled the spin-dependent scattering and spin accumulation in the CPP-GMR
multilayer. Results obtained from experiments can be quantitatively analysed
using this standard model. A schematic setup of typical electrical spin injection
is shown in Fig. 2.6. When a FM metal is attached to a NM metal, a current den-
sity (J) is driven perpendicular to the FM/NM interface by applying an electric
field (E).
As a consequence of the spin-dependent conductivities in the FM electrode,
i.e., σFM↑ 6= σFM↓ , a current in FM becomes spin-polarised, i.e., JFM↑ 6= JFM↓ . On
the other hand, the corresponding conductivities in the NM electrode is the
same (σNM↑ = σ
NM
↓ ) since there is no spin-imbalance in the DOS. This harms the
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Figure 2.5 shows a schematic diagram of a typical electrical spin injection experiment, where a 
FM metal is simply attached to a NM metal. The current density ܬ is flowing perpendicular to the 
FM/NM interface, under the influence of an electric field E.  
 
 
 
 
 
 
 
 
Fig. 2.6 Schematic diagram of a FM electrode in contact with a NM electrode. A current density ܬ is 
flowing perpendicular to the FM/NM interface. ߣிெ and ߣேெ represents the spin diffusion length in the FM and NM, 
respectively.  
The current in the FM metal is spin-polarised (ܬ՛ிெ ് ܬ՝ிெ), as a result of its spin-dependent 
conductivities (ߪ՛ிெ ് ߪ՝ிெ). In contrast, electron-spin conductivities at the NM side is identical 
(ߪ՛ிெ ൌ ߪ՝ிெ) given the absence of spin-imbalance in its electronic structure. As a result, the 
conservation of spin-polarised current density across the interface (׏ · ܬԦ ൌ 0) is compromised, 
and the system goes out of equilibrium near the interface. A spin accumulation zone is formed 
due to the pile-up of imbalanced electron spins, which extends by ߣ௦ிெ into FM, and ߣ௦ேெ into the 
NM side. In this spin accumulation zone the Fermi level of up- and down-spin carriers is split in 
order to induce spin-flips near the interface and balance the spin charge density: 
׏ܬԦ՛,՝ ൌ െ׏ܬԦ՝,՛. 
Fermi level splitting and spin flipping adjustment takes place in both, FM metal and NM 
material. Consequently, a net spin-polarised current is induced in the NM side, with a 
characteristic diffusion length λୱNM. While the diffusion length is generally short in the FM side 
(e.g. λୱN୧Fୣ = 5 nm [56]), it can be very long in the NM side due to a much lower concentration of 
spin scattering centers (e.g. λୱC୳ = 300 nm [57], λୱA୪ = 1um [58]).  
This process and spin transport in general can be described by defining the spin current density 
(ܬ௦ ൌ ܬ՛ െ ܬ՝) and the charge current density (ܬ ൌ ܬ՛ ൅ ܬ՝) with 
J 
ߣୱNM ߣୱFM 
FM NM
J 
E 
Figure 2.6: Schematic setup of a FM electrode in contact with a NM electrode
for spin injection. λFMs and λNMs refer to spin diffusion lengths in the FM and
NM layers, respectively.
conservation of a spin-polarised current density across the interface (∇ ·→J = 0)
and consequently an equilibrium state is lost near the FM/NM interface. This
results in the accumulation of imbalanced electron spins in the NM layer in the
vicinity of the interface. In NM, this spin-accumulated region is extended up
to the thickness of λNMs (NM spin diffusion length) f om the interface. This
induces a spli in the sp n DOS at EF for the up- and dow -spin carriers by
∇→J ↑,↓ = −∇
→
J ↓,↑. (2.3.1)
This results in the introduction of a net spin-polarised current into the NM layer
within λNMs . Although the diffusion length in the FM layer is short, e.g., λNiFes ≈
5 nm at room temperature (RT) [54,55], the diffusion length can be large in NM,
e.g., λCus ≈ 350 nm [16] and λAls ≈ 600 nm at RT [56], because the density of
spin scattering centres is low. In addition, spin flip occurs to compensate the
spin imbalance at EF in both NM and FM, which can be negligible for the first
approximation.
One can illustrate such accumulated spin transport by characterising the
charge current density (J = J↑ + J↓) and the spin current density (Js = J↑ − J↓)
as follows [57].
→
J ↑,↓ = −
σ↑,↓
e
∇µ↑,↓, (2.3.2)
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where e is the electron charge, σ↑(↓) is the spin-dependent conductivity and
∇µ↑(↓) refers to the local variation in the spin-dependent electrochemical poten-
tial for the up-(down-)spin electrons. It is evident from Eq. 2.3.2 that a gradient
of the electrochemical potential for the two spin orientations drives the corre-
sponding electrons diffusively. The electrochemical potential is expressed in
Fig. 2.7 as a function of position from the FM/NM interface. For a transparent
interface, the electrochemical potential, µ↑ (shown as a red solid curve) and µ↓
(shown as a blue dashed curve), are continuous. Moreover the electrochemical
potential, µ (shown as a green dash-dotted line), is calculated as an average be-
tween µ↑ and µ↓ in NM [µNM = 1/2(µ↑ + µ↓)]. However, in FM, it is a weight
average given by µFM = αFMµ↑ + (1− αFM)µ↓, where αFM (= N↑(EF)−N↓(EF)N↑(EF)+N↓(EF) )
refers to spin imbalance at EF in FM (0 ≤ αFM ≤ 1). This induces a gap in the
electrochemical potential, i.e., ∆µ = µFM − µNM, at the interface as shown in
Fig. 2.7.
In order to describe the propagation of the accumulated spins in the NM
metal, the spin diffusion equation can be employed as [58]:
dµs
dt
= D∇2µs − µs
τ
, (2.3.3)
where D is the diffusion coefficient in NM, τ is the spin relaxation time and
µs(= µ↑ − µ↓) is the non-equilibrium accumulated spins. When equilibrium is
achieved in the system, i.e., dµs/dt = 0 by µs(x → ∞) = 0, exponential decay
of accumulated spins is anticipated as a function of distance from the interface
(x) to be defined by µs ∝ exp(−x/λNMs ). In this expression, λNMs refers to the
spin diffusion length in the NM electrode and is given by
√
Dτ. The mechanism
which causes the spin relaxation in NM is elaborated in Section 2.5.
As shown in Fig. 2.7, spin accumulation in NM can be treated as a sup-
ply of spin electromotive force that generates a voltage ∆V ∝ (µ↑ − µ↓). This
can be detected through an additional ferromagnetic electrode [60], by form-
ing a FM1/NM/FM2 trilayer as similar to the CPP-GMR junction. The elec-
trochemical potentials are shown in Fig. 2.8 as a function of position for the
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Spin accumulation in the NM region can act as a source of spin electromotive force which
produces a voltage ܸ ∝ (ߤ↑ − ߤ↓) measurable by adding another ferromagnet [27], to form a
FM1/NM/FM2 multilayer (for example see Fig. 2.4). Figure 2.7 shows the electro-chemical
potential as a function of position for two identical ferromagnets (FM1 and FM2) connected with
a non-magnetic material (NM), where both ferromagnets are in (a) anti-parallel or (b) parallel
state of magnetisation. When the charge current flows through FM1, it spin polarises, therefore,
when entering NM, a spin accumulation is created. This spin accumulation diffuses in NM and
can be detected at the second NM/F2 interface. Red and blue curves in Fig. 2.7 correspond to
opposite spin populations, up- and down-spin respectively, the average spin accumulation
potential is represented by the green line (its slope reflects the electrical field driving the charge
current). In the case of AP magnetic state of the ferromagnets, it will be more difficult for the
majority spin population to enter into the second ferromagnet, what is represented by a higher
electro-chemical potential at the second interface for this spin specie (blue). In the case of the
Figure 2.7: Spatial distribution of the spin-dependent electrochemical potentials
(µ) for the both spin orientations near the FM/NM interface in the presence of
a charge current. After [59].
FM1/NM/FM2 trilayer, of which magnetisations are (a) parallel and (b) an-
tiparallel. By injecting a spin-polaris d current from FM1, spin accumulation
occurs in NM and diffuses into NM. The dashed-dot (green) line in Fig. 2.8 in-
dicates the av rage spin potential (∼ EF) and its gradie t provides the electrical
field that drives the charge current. The solid (red) curve indicates up-spin pop-
ulation and dashed (blue) curve indicates the down-spin population. A change
in the magnetisation alignments between FM1 and FM2 results in a change in
the electrochemical potential distributions. It is easy for the up-spin electrons to
diffuse into FM2 for the P configuration [see Fig. 2.8(a)]. This is shown by the re-
duced electrochemical potential at the interface between NM and FM2. For the
AP configuration as shown in Fig. 2.8(b), it is difficult for the up-spin electrons
to diffuse into FM2 by the increased electrochemical potential at the NM/FM2
interface. Unlike the down-spin electrons, the up-spin electrons experience high
resistance. Moreover, the accumulated spin voltage in the antiparallel state V↑↓
developed at the two interfaces is higher as compared to that of the P state V↑↑.
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minority spins, the situation is opposite, then it will be much easier to go into FM2, what is
represented by a lower electro-chemical potential at the second interface (red).
Figure 2.8
The distribution of electro-chemical potentials in the system will change with alignment of the
magnetisation of FM1 and FM2. In the parallel (P) alignment of the magnetisation, represented
in Fig. 2.7(b), the majority spins will not influence much resistance when travelling from FM1 to
FM2, in contrast to the minority spin population. In this case, the spin accumulation voltage in
the parallel state ↑ܸ↑, created at both interfaces, will be smaller than the one of the AP state ↑ܸ↓.
In other words, in the case of AP state, the spin-up electrons, coming from the injector, will have
to spend more energy to become spin-down in the detector. This situation will be reflected by the
higher resistance in the AP state. The difference in the resistance of the FM1/NM/FM2
heterostructure is reflecting the spin accumulation difference.
Figure 2.8: Spatial distributions of the spin-dependent electrochemical poten-
tials µ for the both spin orientations in a FM1/NM/FM2 structure with the
presence of a charge current for the (a) parallel and (b) antiparallel magneti-
sation configurations. After [61].
2.4 Lateral spin-valves
One can use the FM/NM/FM structure for executing the processes of spin in-
jection, transport and detection as mentioned in Sections 2.2 and 2.3. The es-
timated GMR signal fro such a structure is controlled by Js as well as J and
the charge current partly obscures the spin-related effects. For example, stray
fields induced by the magnetisation reversal of the FM contacts can generate a
local Hall voltage in NM. Such a Hall voltage may be considered as a part of
the GMR effect by mistake. An intrinsic effect of anisotropic magnetoresistance
(AMR) can also be misleadingly included in the signal, which arises from the
spin-orbit coupling and its magnitude is found to be dependent on the orienta-
tion of J with respect to the magnetisation of the FM contacts [62].
Utilisation of a pure spin current is ideal approach to avoid such parasitic
signals. Spins passing through a metal without any net charge flow constitute
such a pure spin current. Here, the number of up-spin electrons flowing in one
direction is balanced by the same number of down-spin electrons traveling in
the opposite direction (J↑ = −J↓) [63]. Such a pure spin current can be pro-
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duced in a FM/NM bilayer as shown in Fig. 2.9(a). A charge current can be
separated from a pure spin current in this structure. Spin-polarised electrons
are accumulated in close proximity with the FM/NM interfaces, when the spin-
polarised current, which consists of both spin and charge currents (shown by
solid arrow), passing through the FM electrode enters the NM electrode. From
the interface, the accumulated spins travel in both directions, i.e., along the NM
wire within the distance of spin diffusion length λNMs . At the same time, the
charge current is extracted only from one NM end (left-hand side of the NM
wire). Hence, the pure spin current (dash arrow) without any net charge cur-
rents flows into the right-hand side of the NM wire [64]. Figure 2.9(b) depicts
the spin-current flow in NM using the electrochemical potentials for up-spins
(solid curve) and down-spins (dashed curve). It is worth mentioning that the
greatest spin accumulation is realised at the interface and the spin accumula-
tion decays exponentially with the distance from the interface as described in
Eq. 2.3.3.
spin current injection process from a ferromagnet into the non-magnetic channel is represented in
Fig. 2.8(b) using the electro chemical potentials landscape with blue (up-spin) and red (down-
spin) curves. Note that at the interface there is the highest spin accumulation, which decays
exponentially on the scale of ߣ௦ேெ and tends to zero far away from the interface (right side of the
figure). At this point, both spin species are equilibrated, and there is no more spin accumulation
in the non-magnetic material.
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Figure 2.9: (a) Typical lateral structure with two electrodes. (b) Spatial distribu-
tion of the spin-dependent electrochemical potentials µ for the both spin orien-
tations in the NM wire in (a). After [4].
The so-called non-local geometry can be used to detect the pure spin current
electrically. A typical lateral spin-valve (LSV) structure used to achieve the non-
local geometry is shown in Fig. 2.10(a). It consists of a pair of FM electrodes as
a spin injector and detector, which are linked by a horizontal NM wire. As men-
CHAPTER 2. THEORETICAL BACKGROUND 19
tioned above, the spin accumulation is achieved close to the FM1/NM interface
in this case. A pure spin current is generated and travels from the FM1/NM in-
terface to the NM/FM2 interface. As FM has different σFM↑ and σ
FM
↓ , detectable
voltages (V↑↑ and V↑↓) are generated with respect to the relative configurations
of the magnetisations of FM1 and FM2, i.e., parallel (P) and antiparallel (AP)
[see Fig. 2.10(b)]. The voltage V↑↑ in the P state is low and voltage V↑↓ in the
AP state is high. The high voltage of AP state is related to the down-spin µNM↓
electrochemical potential and a low voltage in the P state relates to the up-spin
µNM↑ electrochemical potential in the NM wire. The pure spin-dependent signal
(∆Rs) can therefore be measured as below [65, 66].
∆Rs =
∆V
I
=
V↑↑ −V↑↓
I
=
η1η2λsρ
A
e−l/λs , (2.4.1)
where η1 is the fractional spin injection efficiency at the FM1/NM interface,
while η2 is that at the NM/FM2 interface. ρ and A indicate the resistivity and
cross-sectional area of the NM electrode. l is the edge-to-edge distance between
the injector and detector electrodes. This equation again confirms that the out-
put signals decay exponentially with l. In this study, LSV has been employed to
characterise the spin-current transport and amplification as detailed in Chap-
ters 6 and 7, respectively.
spin) curves. Note that at the interface there is the highest spin accumulation, which decays 
exponentially on the scale of  ߣ௦ேெ and tends to zero far away from the interface (right side of the 
figure). At this point, both spin species are equilibrated, and there is no more spin accumulation 
in the non-magnetic material.  
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Figure 2.10: (a) Schematic illustration of the non-local measurement using a
LSV structure. (b) Spatial distribution of the spin-dependent electrochemical
potentials in the LSV device. After [4].
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2.5 Spin relaxation mechanisms in metals
As mentioned in Section 2.3, the non-equilibrium spin-polarised electrons relax
with distance. Such spin relaxation in metals are known to be caused by the
Dyakonov-Perel mechanism, the Elliot-Yafet mechanism and magnetic impu-
rity scattering [4, 67]. The following three subsections detail these spin relax-
ation mechanisms.
2.5.1 Dyakonov-Perel mechanism
The Dyakonov-Perel mechanism is only possible in a crystal that lacks inver-
sion symmetry [4]. In such a crystal, electrons with the same momentum state
can have different energies for the up- and down-spins. In order to under-
stand this situation, one can consider the reference frame of the electrons pro-
ducing an effective magnetic field due to their motion in an atomic-lattice site.
For the lattice without the inversion symmetry, a magnetic field with different
magnitudes is subjected to the electrons travelling in opposite directions (see
Fig. 2.11). As a result, the average field experienced by a randomly scattering
electron is non-zero. The Dyakonov-Perel mechanism is therefore irrelevant to
the current study in this thesis since Copper in a face-centred cubic (fcc) lat-
tice, which possesses inversion symmetry, has been used as a diffusive chan-
nel. Here, the energy of a diffusive electron between two subsequent scattering
events is the same as the wavevector (k) is reversed without changing the spin
orientation [4]. Moreover, the Elliot-Yafet mechanism and magnetic impurity
scattering can only cause relaxation as detailed in the following subsections.
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2.5.2. Elliot-Yafet scattering
The Elliott-Yafet scattering mechanism is based on the fact that in real crystals Bloch
states (the wave function of a particle, usually, an electron, placed in a periodic potential) are not
spin eigenstates. The physical origin of the lift-off of the spin degeneracy of the Bloch states is
that the lattice ions induce a local atomic electric field, which via the spin orbit interaction will
mix spin up and spin down states. As a result, an electron's spin in the crystal does not really
have one of two fixed polarisations: up or down. However, the actual spin polarization depends
slightly on what the electron's wave vector is, which is schematically depicted in Figure 7.1.
Each wave vector state still has two possible spin orientations that are mutually anti-
parallel but spin orientations associated with different wave vector states can have arbitrary angle
between them. If a collision event with a non-magnetic scatterer changes the momentum or wave
vector of an electron, then it will change the spin as well since the spin orientations associated
with the initial and final wave vector states are never mutually parallel. The spin state of a nearly
up-spin electron at a wave vector state k1 and that of a nearly down-spin electron at a different
Figure 2.11: Schematic view of the Dyakonov-Perel spin relaxation mechanism.
The black arrows indicate spins, which precess during their transport along
their internal spin-orbit field induced by the crystal field. The dashed-gray ar-
row and the red crosses indicate the direction of the electron flow and scattering
events, respectively. After [4].
2.5.2 Elliot-Yafet scattering
In a crystal, Bloch states (momentum eigenstates) are not eigenstates for spins
and hence any spin-independent scattering results in spin mixing leading to
spin relaxation. This is the fact on which the Elliot-Yafet mechanism is based
[4, 67]. The spin degeneracy of the Bloch states originates from a local atomic
electric field induced by crystalline lattice ions. This electric field can then mix
the up- and down-spin states through the spin-orbit interactions. Consequently,
an electron spin in the crystal does not share its quantisation axes with the FM
injector or detector.
The actual spin polarisation depends, though to a small degree, on the
wavevector of the electron (see Fig. 2.12). There are two possible mutually
antiparallel spin orientations for each wavevector state defined by the FM injec-
tor and detector. However, the spin orientations related to different wavevector
states can be oriented at different angles. If the wavevector or momentum of
an electron is changed by a collision with a non-magnetic scatterer, such as an
impurity or phonon in the crystal, it changes its spin orientation as well. This
suggests the spin orientations related to the wavevector states before and after
the scattering may not share their quantisation axis. Therefore, any collision
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events with a spin scatterer, which result in altering the wavevector of an elec-
tron, can also flip its spin from the virtually down-spin state at k1 to the virtually
up-spin state k2. Such spin-flip scattering can occur in a sequence as shown in
Fig. 2.12(b). Momentum relaxation, in small magnitude, always occurs with
these scattering. In this study, the Elliot-Yafet mechanism plays the key role for
the spin relaxation.
wave vector state k2 are not strictly orthogonal, since they are not strictly anti-parallel as shown
in Fig. 2.10(a). Thus, any collision with a non-magnetic scatterer that changes the wave vector of
an electron from an initial state k1 to a state k2 can also couple the nearly down spin state at k1 to
the nearly up spin state at k2. This coupling can flip the electrons spin from nearly up to nearly
down as shown in Fig. 2.10(b). Such spin relaxation is always accompanied by some degree of
momentum relaxation since the wave vector must change in order to change the spin.
Figure 2.11: (a) Energy dispersion relation showing the spin polarizations at different
wave vector states. Each wave vector has two possible mutually anti-parallel spin polarizations.
A momentum changing collision event, that changes the wave vector state from k1 to k2, also
changes the spin orientation since the Eigen spin polarisations at k1 and k2 are generally not
parallel, (b) The periodic spin-orbit interaction makes the spin up Bloch states contain small
spin-down amplitude, and vice-versa [1].
2.5.3. Magnetic impurity scattering
For dilute concentrations of magnetic impurities in a nonmagnetic host, the exchange
interaction between the localised spin and the conduction electron spins creates an additional
mechanism for spin relaxation and momentum scattering. When a conduction electron is
scattered off a magnetic impurity, the spin of the electron is flipped, while the localised magnetic
moment changes in order to compensate for the gained or lost magnetic moment of the electron.
Antiferromagnetic exchange interaction between the magnetic impurity spin and the
conduction electrons results in a competition between the conduction electrons to form a singlet
Figure 2.12: (a) Energy-wavevector relation showing the spin polarisations at
different wavevector states. (b) Schematic view of the Elliot-Yafet spin relax-
ation mechanism. The black arrows indicate spins, which precess during their
transport along their internal spin-orbit fields induced by the atomic ion. The
d sh d-gray arrow and the red crosses indicate the direction of the lectron flow
and scattering events, respectively. After [4, 67].
2.5.3 Magnetic impurity scattering
The other mechanism for the spin scattering and relaxation is induced in the
NM host with small quantity of magnetic impurities. This mechanism involves
exchange interactions between a conduction electron spin and a localised spin
in the magnetic impurities [68]. The conduction electron spin is to be flipped
when it is scattered by a magnetic impurity. At the same time, the localised
magnetic moment is changed to compensate the change in the scattered electron
spin.
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A competition is induced among the conduction electrons to form a singlet
with the impurity spin, which is induced by the antiferromagnetic exchange
coupling between the conduction electron and the magnetic impurity spin [68].
This competition becomes stronger for the non-magnetic and magnetic scat-
tering. The conduction electrons screen the magnetic impurity spins at low
temperatures, leading to reduce the magnetic scattering rate. Therefore, at
such temperatures (typically 5 to 10 K for metals [30, 69]), the spin scattering
from magnetic impurities becomes significant. This temperature is unique for a
host material and impurity, which is known as Kondo temperature [30, 69–71].
Hence, such magnetic impurity scattering can be negligible in this study, carried
out at RT.
2.6 Spintronic devices
In the previous sections, the fundamental principles of spin-dependent trans-
port are reviewed. Namely, it is shown that a spin-polarised current can be gen-
erated, transported and detected in a FM1/NM/FM2 structure. In this section,
spintronic devices are described by implementing these principles.
2.6.1 Spin-valve read heads
In 1991, Dieny et al. [44] reported the first observation of the GMR effect in a
spin-valve consisting of a FM1/NM/FM2 trilayer, in which one FM magnetisa-
tion was fixed (pinned) by coupling with an antiferromagnetic (AF) layer, while
another was free. Figure 2.13(a) shows a schematic diagram of the spin-valve
structure. Very small magnetic fields of less than 10 Oe can switch the magneti-
sation of the free layer and the magnetic configurations can be read electrically
as GMR signals. A spin-valve read head sensor for a hard disk drive (HDD)
has been accordingly developed in 1997 by IBM, which is the first commercial
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application in the field of spintronics. It enables HDD to read the data bit in
a scalable and sensitive way, resulting the areal density growth to be 60-100%
every year [45, 46].
Figure 2.13(b) shows the basic structure of HDD. Here, a magnetic platter
is used for recording, which rotates at high speed (typically between 4200 and
15000 rpm). A head is used for writing and reading the digital signals in the
form of “0” or “1” from the circular disk tracks. The HDD head is known as
a flying head as it stays above the rotating disk with small gap (< 3 nm) as
shown in Fig. 2.13(c). In the read head, the magnetisation of the free layer is
flipped with respect to the stray field from the disk, leading to the change in
the magnetoresistance in the spin-valve head. When the free layer becomes AP
to the pinned layer, the high-resistance state is measured, corresponding to the
signal “1”. The P configuration provides the low-resistance state, corresponding
to the signal “0”. This change in the resistance, which is known as the GMR
effect as discussed in Section 2.2, gives rise to the binary signals retrieved from
HDD [see Fig. 2.13(d)].
The areal recording density of the HDD has been increased by three orders
of magnitude since the introduction of the spin-valve head, from∼ 0.1 to∼ 100
Gbit/in2, during the period from 1997 to 2003. The GMR head has been re-
placed by a TMR head with a magnetic tunnel junction (MTJ). The main dif-
ference between these heads is that in the MTJ a thin insulating layer is used
instead of the metallic NM spacer layer in the spin-valve. The insulating layer
can be an oxides such as Al2O3 or MgO. Seagate has first implemented the MTJ
head into the HDD in 2004 [72]. A recording density of greater than 200 Gbit/in2
and a data transfer rate of 1 Gbit/s has been achieved by the MTJ read head [63].
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magnetic tunnel junction (MTJ) read head, with the same structure as spin-valve shown in Fig.
2.11(a), except replacing the metallic spacer layer NM with a thin non-magnetic insulating layer
(e.g., Al2O3or MgO), was then commercialised in 2004 by Seagate. The Term MTJ is used to
refer to a TMR sensing element mentioned in Section 2.1. The MTJ read head promises to
achieve over 200 Gbit in-2 recording density and 1 Gbit/second data rate.
Figure 2.13: Schematic views of (a) a simple spin-valve structure, (b) HDD and
(c) a magnetic recording mechanism with a read head sensor flying above the
magnetic disk. (d) GMR signal corresponding to the parallel and antiparallel
configurations between the free layer of the spin-valve and the data bit on the
disk.
2.6.2 Magnetic random access memory (MRAM)
The other recent spintronic application is a non-volatile magnetic random ac-
cess memory (MRAM). Unlike conventional random access memories (RAM),
such as static RAM (SRAM) and dynamic RAM (DRAM), data bits in MRAM
are not stored as an electric charge but as a magnetisation in a spin-valve or MTJ
element. In MRAM, the logical “0” and “1” data are stored using the relative
orientations of the free and pinned FM layers of the element. Either GMR or
TMR effect is used for the data read-out.
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orientations of the two ferromagnetic layers. When magnetisations of the two magnetic layers
have the same orientation, the resistance of the cell is low and the resulting current is high. This
is considered as the “1” state of the cell. On the other hand, the cell is assigned as the “0” state
when the magnetisations have opposite orientations and the resistance of the system is high. For
data written in MRAM, a current passes through a pairs of write (word) lines arranged at right
angles to each other and produces an induced magnetic field at specific cells to change the
orientation of the magnetic layers.
Figure 2.12 Schematic of a simplified MRAM structure.
Figure 2.14: Schematic structure of MRAM. After [73].
Figure 2.14 shows a simplified structure of MRAM. If the orientation of the
magnetisations in the two FM layers is in parallel, a large current is produced
because of the lower resistance, which indicates the cell to be in the “0” state.
The “1” state is achieved when the magnetisations have the AP configuration,
flowing a small current because of the high resistance as shown in Fig. 2.14. For
data recording in a MRAM cell, writing currents are passed through a pair of
write and bit lines perpendicular to each other, generating magnetic fields, sum
of which is large enough to change the free-layer magnetisation in the element.
In the field writing, false writing may happen, which is a serious problem.
This is because the induced fields overlap over a small area and may change
the magnetisation of the neighbouring elements. Additionally, the power con-
sumption for the field writing increases by decreasing the cell size [63]. There-
fore, a spin transfer torque (STT) technique has been developed to solve these
problems as shown in Fig. 2.15 [63]. Here, a spin-polarised current transfers its
magnetic momentum to the free ferromagnetic layer and switches the magneti-
sation. The current requirement for the STT writing is greatly decreased by 60%
as compared with the field writing for a 20 nm diameter pillar [74].
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Figure 2.15: Schematic diagrams of STT-based magnetisation switching for the
cases of the (a) P to AP and (b) AP to P configurations. After [4].
MRAM is expected to become the first universal memory advantageous over
the conventional RAM. The power consumption of MRAM is low because the
data is stored as a magnetisation in the FM layer and does not require electrical
refreshing. On the other hand, DRAM (not SRAM) cells must have their bits
to be refreshed thousands of times in a second to maintain their states. MRAM
can also be used as a working non-volatile memory (NVM), like flash memory.
However, the flash memory requires a high voltage (about 10 V) to inject hot
electrons across the insulators to erase their data bits. Such a charge injection
deteriorates the insulating barrier of the flash cells. Accordingly, only 106-108
write cycles are possible for the flash memory. However, the lifetime of MRAM
is very long (> 1015 cycles) because the write voltages do not exceed 1 V.
2.6.3 Spin-polarised field effect transistor (Spin FET)
A spin-polarised field effect transistor (spin FET) has been proposed by Datta
and Das in 1990 [75] as shown in Fig. 2.16. The spin FET has a similar structure
with the metal oxide semiconductor field effect transistor (MOSFET) except the
fact that the source and drain are FM materials. The basic idea of this device is
to control the spin orientation by applying an alternating gate voltage, which
induces an effective magnetic field.
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2.6.3. Spin Transistors
An example of a more complex spintronic device that allows modifications of the
magnetoresistance by control of the spin currents between two FM materials, the spin field-effect
transistor (spin-FET) has been proposed by S. Datta and B. Das [58] in 1990. As shown in Fig.
2.13, it has a similar geometry with a conventional metal-insulator- semiconductor field effect
transistor (MISFET) with ferromagnetic terminals instead. The two ferromagnetic layers with
parallel magnetisation act as the source (or emitter) and drain (or collector), respectively. When
the gate voltage is zero, the spin-polarised current that is generated in the ferromagnetic source is
injected into the channel and transported to the drain region with its spin preserved (that is,
minimum relaxation on spin polarisation). Because the ferromagnetic layers in the drain side
share a parallel magnetisation with the source, the magnetoresistance is low and, therefore, the
current flies through. This is the transistor ‘‘on’’ state. On the other hand, if a gate voltage is
applied, the electric field in the channel region forces electrons to flip their spin direction from
parallel to antiparallel to the drain side ferromagnetic films. Therefore, the magnetoresistance for
the channel current becomes very large and the transistor is in the ‘‘off ’’ state.
Figure 2.16: Schematic diagrams of Datta-Das spin FET operated (a) without
and (b) with a gate voltage. After [75].
In the absence of a gate voltage, i.e., Vg = 0, the FM source can inject a spin-
polarised current into the channel, which is extracted by the FM drain without
losing its initial spin orientation when the gate length is designed to be below
the spin diffusion length. When the magnetisations of the FM layers are in par-
allel, the magnetoresistance is the minimum and the corresponding current can
flow through the channel. The spin FET in this configuration is considered as in
its “on” state as shown in Fig. 2.16(a). However, the electrons change their spin
orientations when a gate voltage is applied, i.e., Vg 6= 0. For this configuration
the spin FET is turned “off” [see Fig. 2.16(b)]. However, the signals can be re-
covered by 360◦ rotation of the spin orientations by the gate. By forming the AP
configuration between the source and drain, the signal can also be recovered
by 180◦ rotation. It is therefore possible to make the FET operation to be more
flexible as compared with the conventional MOSFET.
The spin FET is still a concept under development [2, 3, 76]. Various kinds
of spin FETs using different FM materials, such as dilute magnetic semiconduc-
tors and half-metallic ferromagnets, have been studied [77]. There are still some
outstanding technical issues, such as low spin-injection efficiency into the chan-
nel and effective gate control that can turn off the transistor completely, which
need to be solved [77]. These issues are also applicable for the LSV investigated
in this study.
Chapter 3
Computational Modelling of
Modulated Lateral Spin-Valves
In this chapter, a two-dimensional model is described for the study of geomet-
rical effects upon a spin-polarised electron current induced in a non-magnetic
(NM) nanowire in a lateral spin-valve (LSV) device. Numerical methods are
employed to simulate the electron spin diffusion in different NM-nanowire
shapes in the non-local configuration. By using this simple model, the shapes
have been optimised. Only asymmetric shapes added at the centre of the NM
channel show a crucial difference in the diffusive rates for up- and down-spin
electrons along the wire, which leads to the amplification of non-local spin-
current signals.
3.1 Introduction
Spin-dependent transport phenomena in magnetic nanostructures have at-
tracted great attention from their fundamental properties [78] to new spintronic
device applications [63]. A LSV device, consisting of two ferromagnetic (FM)
nanowires bridged by a NM nanowire, is one of the promising candidates as
29
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such a structure [79, 80]. In the LSV, a pure spin current, i.e., a diffusive flow
of spin angular momentum with no net charge flow, has been demonstrated
to be generated using the non-local configuration as discussed in Section 2.4
[16, 22, 81]. This implies that in such a configuration we can extract pure spin-
polarised current contributions from the spin-dependent transport phenomena
and can eliminate parasitic effects, such as the Hall effect and anisotropic mag-
netoresistance (AMR) [56]. Moreover, the separation between the spin injector
and detector gives rise to a very thin spin-valve read sensor which could be
implemented in next generation magnetic recording systems [82, 83].
However, the use of a conventional LSV geometry in device applications
is still hampered by its small magnitude of the spin current. Therefore, spin-
current amplification becomes crucial. This chapter focuses on the amplifica-
tion of the pure spin-current signals by implementing new geometrical shapes
using calculations. Here, the conventional NM straight nanowire in the LSV
has been replaced by one with additional square or triangular wings imple-
mented at the centre of the wire. Two-dimensional (2D) spin diffusion simu-
lations have been performed to identify the geometrical effect. For this simu-
lation, the spin-diffusion equation has been solved using a 2D finite element
method implemented in FreeFem++ software [84]. The geometry of the modu-
lated NM nanowire has been confirmed to be very important to amplify the spin
signals. In the following section, the outline of this simulation software is de-
scribed. Subsequent sections explain the development, limitations and validity
of the model and the corresponding results.
3.2 FreeFem++
Many physics, natural science and engineering problems are modelled mathe-
matically with partial differential equations (PDEs) with initial and/or bound-
ary conditions. A PDE is a function with more than one independent variables.
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They are very often not easy to solve analytically, especially when their compu-
tational domains have complex shapes. Numerical methods [85] are therefore
used to sub-divide the complicated shape into a series of simpler shapes for
which the PDE can be solved.
The finite element method (FEM) is the most powerful and popular tech-
nique to solve a PDE, and often forms the core of simulation software.
FreeFem++ is one of these simulation packages, which is based on the FEM to
solve linear and non-linear PDEs numerically. The FreeFem++ package allows
quick specification of any linear PDEs and solves non-linear time-dependent
problems. In addition, FreeFem++ provides a fast, light and user-friendly mesh-
generating tool with parametric input and visualisation capabilities. The mesh
is generated automatically based on the Delaunay-Voronoi diagram, which is
refinement of the mesh by increasing the number of points at the boundaries
[86].
Figure 3.1 shows a typical simulation flow in the 2D FreeFem++ simulator.
The main steps in the implementation of the FreeFem++ simulator are outlined
here. First, a computational domain boundary (∂Ω) needs to be described ana-
lytically using a parametric equation depending on x and y variables. When the
boundary ∂Ω consists of more than one line segment, i.e., ∂Ω = ∑Jj=1 ∂Ωj (j = 1,
2,..., J and J is the number of the segment boundaries) [see Fig. 3.2(b) for exam-
ple], each segment ∂Ωj needs to be specified without overlapping one another
except at the end points. Normally a set of triangulated mesh can be gener-
ated with the automatic mesh tools, i.e., buildmesh and square, on ∂Ω. In this
study, to discretise the non-square geometries, more advanced mesh operators,
i.e., trunc and movemesh, have been used (see Appendix A for the code).
Once the domain is subdivided into a finite number of discrete-sized ele-
ments, the space over the mesh points must be defined with piecewise contin-
uous polynomial functions, such as P0, P1 and P2. Thus the variables, whose
values are determined at the representative mesh points, can also be approx-
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1) Mesh generation
Defining variables.
Domain definition by analytical expression.
Building the mesh by buildmesh, square, glumesh etc.
Further mesh operators, such as trunc, splitmesh, movemesh and emptymesh.
2) Definition of the finite element (FE) space
Defining the FE-space with a polynomial function, such as P0, P1 and P2.
Optimising the parameters.
3) Definition of the problem
Rewriting the equation in a variational, linear or bilinear form.
Declaring the boundary conditions, such as Dirichlet or/and Neumann conditions.
4) Solution and Visualisation
Solving the problem.
Evaluation of errors.
Post processing such as ofstream and plot.
Figure 3.1: Typical simulation flow in the 2D FreeFem++ simulator.
imated in between the mesh points. For additional information on the finite
element space, refer to the relevant textbooks [87–90]. In the next step, a vari-
ational formulation of the PDE and the associated boundary conditions need
to be declared over the finite element space. Here, the boundary conditions,
which specify a solution and its derivative, are usually known as Dirichlet- and
Neumann-type boundary conditions, respectively. For a time-dependent prob-
lem, it is also crucial to declare the initial condition of the system at the starting
point, i.e., t = 0. The “solve” statement in FreeFem++ can then be used to solve
the problem. Finally, a solution can be stored and displayed in several ways;
conventional, vector and contour plots. In this study, the contour plots have
been used.
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3.3 Model development
A simplified model for realistic spin diffusion transport was studied in a 2D
NM nanowire in a LSV structure. A series of Cu nanowires with different
shapes were investigated to identify the effect of NM nanowire geometries on
the amplification of a spin-current signal as shown in Fig. 3.2. The calculations
were based on the spin-polarised electron transport in the non-local spin-valve
(NLSV) geometry as shown in Fig. 3.2(a). A current was introduced from FM1
to the left end of the Cu nanowire, whereas a resulting voltage was measured
between FM2 and the right end of the Cu nanowire. The NM geometries were
modified from a simple straight nanowire without any additional shapes [see
Fig. 3.2(b)] to relatively sophisticated geometries with additional shapes, i.e.,
squares and triangles with equilateral, obtuse and right angles [see Figs. 3.2(c)-
(f), respectively], with allowing 50 nm separation between the FM wires and
these shapes. The key parameters used for these calculations were base length
(b), height (h) and a number of the shape pairs (n). The edge-to-edge separa-
tion between the injector (FM1) and the detector (FM2), defined as the channel
length (l), was varied depending on the base length of the implemented shapes,
i.e., (50 + n× b+ 50) nm.
These shapes could be divided into two geometries; symmetric [Figs. 3.2 (a)-
(d)] and asymmetric shapes [Fig. 3.2 (e) and (f)]. Signal amplification was not
observed for any symmetric shapes, including the conventional straight NM
nanowire in a LSV device. This was because the diffusive transport processes
for up- and down-spin electrons in the NM nanowire experienced the same
diffusion rate along the wire. Therefore these geometries did not introduce any
changes between up-and down-spin electron transport. The spin signals should
only be amplified by asymmetric shapes as detailed in Section 3.6.
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Fig. 3.2 ሺaሻ A conventional NLSV device design which consists of two ferromagnetic contacts ሺinjector F1 
and detector F2ሻ and a straight non‐magnetic wire ሺNMሻ linking the F1 and F2. ሺbሻ The simplified straight 
wire  geometry  used  in  the  2D  simulations.  ሺcሻ  to  ሺgሻ  are  the modulated  nano‐wire  by  adding  square, 
equilateral, isosceles, scalene and right angle triangle wings respectively with defined dimensions.   
 
The  effect  of  geometry  on  the  signal  improvement  cannot  be  seen  from  any 
symmetrical  shapes,  because  the  diffusive  transport  process  for  up‐  and  down‐spin 
electrons in the NM nano‐wire experience the same diffusion rate along the wire. It will 
not  introduce  any  change  between  up‐and  down‐spin  electron  during  their  transport. 
Therefore, the spin‐signal should only be enhanced in the asymmetric geometry. We can 
then  divide  the  geometry  into  two  categories,  symmetrical  ሺFig.  3.2  ሺaሻ  to  ሺeሻሻ  and 
asymmetrical shapes ሺFig. 3.2 ሺfሻ and ሺgሻሻ.   
Figure 3.2: (a) Schematic diagram of the non-local measurement on a conven-
tional LSV device. (b) Simplified straight wire geo etry used for the 2D simula-
tions. Nanowires with additional (c) squares and triangles with (d) equilateral,
(e) obtuse and (f) right angles were also used for the simulations.
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3.4 Assumptions and limitations of the model
In this model, the electron spin diffusion cannot be evaluated directly. In prac-
tice, when spin-polarised electrons are injected into the NM nanowire, a non-
equilibrium spin accumulation is induced. This process causes the Fermi energy
level to be split between up- and down-spin electrons. The accumulated spin
signals decay gradually as they diffuse away from the injection point with a fi-
nite decay coefficient (τ). In this computational model the above spin-diffusion
procedure is replaced by electron charge carrier diffusion. This simplified dif-
fusion transport is governed by the time-dependent diffusion equation [53, 91]:
∂µs(x, y, t)
∂t
= D ∇2µs(x, y, t)− µs(x, y, t)
τ
, (3.4.1)
where µs(x, y, t) is the density of free electron carriers in a 2D nanowire domain
(Ω), D is the diffusion constant, ∇2 denotes the Laplacian operator and τ is the
spin-flip relaxation time. The boundary conditions for Eq. 3.4.1 are given by:
µo(x, y, t = 0) = δ(x− X) (Initial condition in Ω), (3.4.2)
∂µs(x, y, t)
∂nˆ
= 0 (Neumann boundary condition in ∂Ω), (3.4.3)
µs(x, y, t)
∣∣∣
x=±∞
= 0 , (3.4.4)
where µo(x, y, t) is the density of injected electrons at t = 0, nˆ is the unit vector
normal to the boundary surface (∂Ω) and δ is the Dirac delta function which
represents the injected electron packet at a given position X in Ω. In order to
satisfy Eq. 3.4.4 and to converge the results with respect to the grid parameters,
the boundary condition at the detector end has been set to be 5 times longer
than the spin diffusion length (5× λs) to avoid any electron interferences due
to the reflection at the end of the wire [see Fig. 3.2(b)].
Here, a half-metallic spin injector was assumed by introducing only up-spin
electrons from left to right in the device as shown in Fig. 3.2 and a flow-back
current to the FM wire due to the charge accumulation in the Cu wire was
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neglected. In the non-local measurements, these diffusive up-spin electrons
were compensated by the flow of down-spin electrons in the opposite direction.
These two spin currents were implemented in the model by two independent
processes. For the up-spin electrons a packet of electrons as a pulse (Dirac-
delta-like pulse) was introduced at the left Py/Cu junction (solid line, ∂Ω4, in
Fig. 3.2) and the electron density was measured at the right junction (dashed
line in Fig. 3.2) as a voltage (VLR). On the other hand, the same number of the
down-spin electrons was introduced at the right junction (dashed line in Fig.
3.2) and was monitored at the left junction [solid line, ∂Ω4, in Fig. 3.2(b)] as a
voltage (VRL) to compensate the above up-spin flow. These two opposite flows
generated a pure spin current [16, 63, 78–80]. This model provided a measure
of spin-current amplification of the non-local signals by taking their differences
(∆Vcalc = VLR−VRL) at each evolving time step (dt). Plots of ∆Vcalc against time
(t) could hence reveal the geometrical effect on the spin-dependent diffusive
transport.
In this model, since the injected electron packet is considered to be 100%
spin polarised, the calculated results cannot be compared directly with the ex-
perimental result quantitatively but they provide a measure of the spin-current
amplification. It is also important to note that the modelling has been carried
out in 2D, while in reality the device has a finite thickness, i.e., in 3D. As a result
the spin injection and detection is measured as a line density but in reality is an
areal density.
3.5 Validation of the model
One of the major problems in simulating such a system is verifying whether the
model is an accurate representation of the system being studied. If the calcula-
tions are not valid, any conclusions derived from it are of little value. Therefore
validation is the most important step in any simulation models.
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As a validation step, symmetric shapes, such as a straight wire and equilat-
eral shaped wire, were studied. The aim of this step was to confirm that the cal-
culation is reproducible and reliable. This could be done by designing a correct
mesh distribution. The FEM technique was used to obtain numerical solutions
for Eqs. 3.4.1-3.4.4. These equations were solved in two ways using two dif-
ferent types of mesh distributions. In the first way, the numerical domain was
divided into a triangulated mesh with non-uniform size. Another way used an
isotropic (uniform) mesh, which had the same separation length between the
mesh points in all directions. An example of the geometry and the mesh used
in the validation step was chosen to be a straight wire as shown in Figs. 3.3(a)
and (b). The parameters used in this calculation were taken from Ref. [16] as
listed in Table 3.1.
Table 3.1: Parameters used in the calculations.
Parameters Notations Values
Spin-flip relaxation time in Cu τ 11 ps [16]
Diffusion coefficient of electrons in Cu D 0.012 13 m2 s−1 [16]
Wire strip width w 100 nm
Introduced electron packet potential µo 4.5 mV
Evolution time step dt 0.25 ps
Complete time period tc 50 ps
Mesh size unit area – 0.5 nm2
Triangle height h 10 to 100 nm
Triangle base length b 100 to 450 nm
As mentioned in the previous sections, the rate of up-spin electrons diffusing
along any symmetrically shaped NM nanowires must be the same with that of
down-spin electrons diffusing in the opposite direction. This means identical
electrical potentials formed across all the detection points, i.e., VLR = VRL. In
the numerical calculations, this can be accomplished only if the diffusion rate
throughout the computational structure has absolute mesh independency. Fig-
ure 3.3(c) shows that the diffusive rates for the two opposite processes using
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Figure 3.3: (a) A straight NM nanowire, which was calculated using (b) non uni-
form (left) and uniform (right) meshes. (c) Comparison of the time-dependent
potential differences (∆Vcalc) for both meshes.
the non-uniform mesh exhibit finite values at evolving time steps. The result
obtained from the left to right process is not identical to the result obtained in
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opposite direction. Therefore, the calculations derived from the non-uniform
meshed model cannot be relied upon. On the other hand, the uniform meshes
show ∆Vcalc to be zero at evolving steps as shown in Fig. 3.3(c). This confirms
that the numerical calculations with the uniform mesh distribution are reliable
and reproducible. This indicates that the model using uniform mesh can be
used to evaluate the spin signals in LSV devices as described in the following
sections.
3.6 Results and discussion
3.6.1 Symmetrical shapes
The first set of simulations was carried out for the symmetric shapes, a straight
nanowire and nanowires with the squares and equilateral triangles as shown
in Figs. 3.2(b)-(d). The calculations were performed for two independent time-
dependent processes, one from left to right (up-spins) and another from right
to left (down-spins). The corresponding snapshots of these simulations, which
were taken at time t = 1 ps, were shown in Fig. 3.4. These snapshots revealed
that the flow of the electrons remains laminar in the wires but they are dis-
turbed strongly in the additional shapes. It should be noted that the electron
distributions were symmetric with respect to the injection point.
The time evolution of the electron densities for the straight nanowire and
nanowires with squares and equilateral triangles are presented in Figs. 3.5(a)-
(c), respectively. As expected from Fig. 3.4, the up- and down-spin diffusion
signals are confirmed to be identical. This leads to zero amplification, i.e.,
∆Vcalc = 0, as expected. The symmetric geometries of these 2D nanowires pro-
vide equal diffusive rates for both directions along x- and y-axes, i.e., the trans-
mission for the up- and down-spins is invariant in these symmetric geometries.
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Figure 3.4: Snapshots of the electron distributions at t = 1 ps for the electrons
flowing from left to right and right to left for the (a) straight nanowire and
nanowires with the (b) squares and (b) equilateral triangles.
The wave front for both up- and down-spins can be defined as the density
distributions (Vcalc) in Figs. 3.5(a)-(c) as pronounced peaks at 1.34, 1.45 and
1.37 ps, respectively. This clearly indicates that the injected pulse signature is
still preserved at the detection position. This happens because the evolving time
scale is shorter than the spin-flip relaxation time (τ = 11 ps at room temperature
(RT) for Cu [16]). In other words, the detection position (l = 200 nm) is shorter
than the spin diffusion length (λs = 350 nm at RT for Cu [16]). For the case
of the straight nanowire [see Fig. 3.5(a)], one can note a sharper peak with full
width half maximum (FWHM) of 6.43 ps as compared with 7.28 and 6.90 ps for
the nanowires with the squares and equilateral triangles [see Figs. 3.5(b) and
(c), respectively], confirming the spin diffusion with the y-axis components in
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Offset (࢟࢕) μV 0.17 0.1 0.13 
Centre (࢞࢕) ps 0.05 0.11 0.08 
Amplitude (࡭) μV 17.4 12.9 14.9 
1st exp. decay time (࢚૚) ps 0.28 0.35 0.3 
2nd exp. decay time (࢚૛) ps 6.71 7.63 7.2 
Power (ࡼ)  2.71 1.77 2.33 
FWHM  ሺ࢚૛ െ ࢚૚ሻ ps 6.43 7.28 6.9  
 
 
 
As described in the previous section, our calculations are based on simulating of 
two separated time‐dependent processes, one for spin‐up and the other for spin‐down 
electron. Figure 3.5 demonstrates  the corresponding picture of  these processes, which 
are taken at time ݐ ൌ 1ps. The measured density values of the spin‐up electrons ሺµ՛ሻ are 
subtracted  from  the  spin‐down values  ሺµ՝ሻ at  each  time step ݀ݐ. The difference of  the 
density can be related to the difference between electrochemical potential of both spin‐
up and spin‐down signals ሺ∆µ՛՝ ൌ µ՛ െ µ՝ሻ. Plots of ∆µ՛՝ against time ሺtሻ can reveal the 
geometrical effect on the spin‐dependent diffusive transport. 
Figure 3.5: Time dependences of voltages (Vcalc) calculated at the detector po-
sition for the (a) straight nanowire and nanowires with the (b) squares and (c)
equilateral triangles after the pulsed current injection from left to right and right
to left. The solid lines are the fits as detailed in the table. The differences be-
tween the two current directions are also shown as ∆Vcalc.
the additional shapes. A similar work has been done by Kaltenborn et al. [92] in
the context of time-dependent behaviour of a charge wave in an infinitely thick
Gold straight wire after introducing ultra-fast spin-polarised electrons at the
left boundary of the Gold wire. However in their work, they have considered a
generalised spin-wave diffusion equation in one dimension instead of 2D spin-
diffusion equation as discussed above.
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3.6.2 Asymmetrical shapes
In this section, the influence of the asymmetric geometries on the non-local
signals was studied. Simulations were carried out for the obtuse- and right-
angle triangular shapes with unequal sides as shown in Figs. 3.2(e) and (f),
respectively. Here, similar to the symmetric calculations, two separate time-
dependent processes, one for up-spin electrons flowing from left to right and
another for down-spin electrons flowing from right to left, were performed.
The corresponding pictures of these processes at t = 1 ps were shown in Figs.
3.6(a) and (b) for the obtuse- and right-angle triangular shapes, respectively.
From these results, the difference in their potentials (∆Vcalc = VLR − VRL) were
calculated by subtracting the potential of the down-spin electrons (VRL) from
that of the up-spins (VLR) at each time step dt. Plots of ∆Vcalc against time (t)
revealed the geometrical effect on spin-dependent diffusive transport (see Fig.
3.7 for example), suggesting the realisation of the spin-current amplification in
the device.
The second objective was to optimise the geometrical shapes and the number
of the wing pairs, i.e., one- and two-pair triangular wings (n = 1 and 2, respec-
tively). The first set of simulations was carried out for n = 1 with different
values of h and b. These results were shown in Figs. 3.7 and 3.8 for the obtuse-
and right-angle triangles, respectively.
In Figs. 3.7 and 3.8, the curves indicate the difference between the time evolu-
tions of the up- and down-spin electron potentials taken simultaneously at the
points C1 and C2 in Fig. 3.6. It is important to mention that the existence of the
peak can be attributed to the fact that the device geometry has a significant in-
fluence on the diffusion process of the electron flow. The change in cross-section
area at the edges of the triangles, at which the electron flow starts to disperse, is
a key to explain these peaks. When the electron flow from left to right arrives at
the left edge of the triangles, a new diffusion rate along the y-axis is developed
due to the sudden increase in the cross section area. The electrons flown into
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Figure 3.6: Snapshots of the electron distributions at t = 1 ps for the electrons
flowing from left to right and right to left with the (a) obtuse- and (b) right-angle
triangular shapes.
this area tend to diffuse along the y-axis faster than those flown into the right
edge of the triangles from right to left in Fig. 3.6. As a result, the diffusion rates
for the two opposite spin flow become different and the corresponding electron
distributions become different. Even larger difference will be induced at the
end edges of the triangles as described below.
Phenomenologically in such geometries as depicted in Fig. 3.6, the up-
spin electrons flowing from left to right experience very small resistance from
the triangular wings as the up-spin electrons are gradually dispersed into the
wings and are gradually returned to the straight wire by flowing along the hy-
potenuse. On the other hand, the down-spin electrons flowing in the opposite
direction suffer from larger resistance as these electrons are gradually dispersed
into the wings but they see sudden decrease in the width of the wings at their
edges. Hence the potentials induced by these independent electron currents
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Figure 3.7: Comparison of the time-dependent potential differences ∆Vcalc for
the obtuse-angle triangular wings with different geometrical parameters: b =
(a) 100 nm, (b) 150 nm, (c) 200 nm, (d) 250 nm, (e) 300 nm, (f) 350 nm, (g) 400 nm
and (h) 450 nm with 10 ≤ h ≤ 100 nm. The insets are the magnified views of the
peaks.
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Figure 3.8: Comparison of the time-dependent potential differences ∆Vcalc for
the right-angle triangular wings with different geometrical parameters: b = (a)
100 nm, (b) 150 nm, (c) 200 nm, (d) 250 nm, (e) 300 nm, (f) 350 nm, (g) 400 nm
and (h) 450 nm with 10 ≤ h ≤ 100 nm. The insets are the magnified views of the
peaks.
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become different, i.e., VLR|x=l 6= VRL|x=l. This suggests the conventional non-
local configuration may be locally broken with inducing a local spin-polarised
current.
It should also be noted that the curves in Figs. 3.7 and 3.8 peak at different
times for different triangle base lengths b. For the larger values of b the peak
positions are shifted toward the higher t values. This is expected since the elec-
tron packet takes longer time to travel a longer effective path. The peak values
of the electron density also depend on the height h of the triangle wings. For a
constant value of b, an optimised h values can hence be identified.
Now the dimension of the asymmetric triangles need to be optimised to max-
imise the spin-current amplification. In order to optimise b and h, the values of
b are plotted which show the maximum ∆Vcalc with a series of h for the obtuse-
and right-angle triangles, as summarised in Figs 3.9(a) and (b), respectively.
From these curves, the largest ∆Vcalc can be found at h = 70 and 65 nm for the
obtuse- and right-angle triangles, respectively.
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Fig.  3.9  A  comparison  of  the  simulation  results  of  time  evolution  density  difference  ∆ߤ՛՝  for  one  90o triangular pair with different geometrical parameters: bൌ ሺaሻ 100nm, ሺbሻ 150nm, ሺcሻ 200nm, ሺdሻ 250nm, 
ሺeሻ 300nm, ሺfሻ 300nm, ሺgሻ 400nm and ሺhሻ 450nm. The insets are the magnification of the peaks.  
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Figure 3.8ሺaሻ shows the peak values of the ∆ߤ՛՝ signals for different values of ܾ. 
This indicates that the maximum difference can be achieved at ܾ ൌ 250nm and 300݊݉ 
for the scalene and right‐angle shapes respectively. Figure 3.8ሺbሻ is the corresponding ݄ 
values where the signal peaks. It is obvious that the optimum values are ݄ ൌ 80nm and 
75nm for the scalene and right‐angle shapes respectively. 
Figure 3.9: Corresponding peak values of ∆Vcalc with different h for (a) obtuse-
and (b) right-angle triangular wings.
Figure 3.10(a) shows the peak values of ∆Vcalc for the different values of b for
the obtuse- and right-angle triangles with their optimised heights. This indi-
cates that the maximum amplification ∆Vcalc can be achieved at b = 200 nm and
250 nm for the obtuse- and right-angle triangles, respectively. These optimum
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conditions give ∆Vcalc to be −368 nV and −305 nV for the obtuse- and right-
angle triangles, respectively. Figure 3.10(b) shows the optimised combinations
of b and h values where the signal peaks.
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Fig.  3.8 ሺaሻ Obtained peak values of ∆ߤ՛՝ from different ݄ and ܾ for ݊ ൌ 1, ሺbሻ Corresponding relationship between ݄ and ܾ values, for both scalene and right‐angle shapes. 
 
The influence of the number of the pair triangle wings was also investigated as shown in 
Figs. 3.9 and 3.10. It can be clearly seen that the peak values for the constant values of ݄ 
and ܾ are decreased by increasing number of the triangle wings. This can be due to the 
fact that the detection point has been moved a bit further away from the injector due to 
the  additional  wing  insertion.  Another  explanation  can  be  based  on  the  fact  that  an 
additional pair of  these  triangular wings can disturb randomly  the change of diffusion 
rates along the x‐axis. 
 
 
 
 
 
 
 
 
 
 
V
ca
lc
 [n
V
]  
   
Figure 3.10: (a) Corresponding peak values of ∆Vcalc with different b for both
obtuse- and right-angle triangles. (b) Calculated relationship between h and b
values to maximise ∆Vcalc.
However, it is also important to mention that the increase in the difference
(∆Vcalc) is usually compensated by the increase in the effective current path in-
duced by the increase in b [see Figs. 3.2(e) and (f)]. This eventu lly lea s to the
reduction of the actual spin-current signals in the NM channel (above the spin
diffusion length) dramatically due to the spin-flip scattering [63] and makes the
LSV signals difficult to be detected. Thus in order to achieve the maximum am-
plification of the spin-current signals in the NLSV measurements, a combination
of a short NM channel and an optimum triangular wing geometry is required.
Hence, an obtuse-angle triangular shape (b = 200 nm and h = 70 nm) and a
right-angle triangular shape (b = 250 nm and h = 65 nm) can be defined as the
optimum condition. Even so, in this thesis, due to the fabrication challenges
(see Section 4.2), only right-angle triangular shapes with b = 100 nm and differ-
ent 0 ≤ h ≤ 60 nm have been investigated experimentally. The corresponding
results are presented in Chapter 7.
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The influence of the number of pairs of triangle wings is also investigated
for n = 2 as shown in Figs. 3.11 and 3.12. It can be seen that the peak values of
∆Vcalc for the same values of h and b are decreased by 30-40% with increasing
the number of triangle wings. This is due to the fact that the additional pair of
the triangular wings has increased the effective current paths for the electrons.
The additional geometry may also induce a destructive interference effect on
∆Vcalc. For the same wire length (l) and channel-area, such an effect can be seen
by comparing the results presented in Figs. 3.7 and 3.11 (Figs. 3.8 and 3.12) for
the obtuse- (right-)angle triangles for n = 1 and 2, respectively. For instance,
the peak value ∆Vcalc is calculated to be −178.5 nV for the single-paired right-
angle triangles with h = 80 nm and b = 100 nm as shown in Fig. 3.8(a). This
is approximately four times larger than ∆Vcalc (−47.4 nV) obtained for the two-
pair right-angle triangles with equal area and wire-length, i.e., h = 80 nm and
b = 50 nm, as shown in Fig. 3.12(a). Therefore, only n = 1 cases are investigated
experimentally in this study.
3.7 Steady-state diffusion equation
Since the experimental measurements were performed with a DC current, the
steady-state of the electrons injected in the opposite directions were also cal-
culated. In the steady state (t = ∞), µs(x, y, t) became time-independent and
hence Equation 3.4.1 could be rewritten as
D∆µs(x, y) =
µs(x, y)
τ
(on Ω). (3.7.1)
Here, the boundary conditions for µs(x, y) were given by Eq. 3.4.3 together with
the Dirichlet condition:
µs(x, y) |x=0= µo, (3.7.2)
where µo is the electron density injected at the Py/Cu interface at t = 0.
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Fig.  3.10 A  comparison  of  the  time‐dependent  density  difference ∆ߤ՛՝  for  the  two‐pair  scalene  triangle wings with different geometrical parameters: ݀ ൌ ሺaሻ 100݊݉, ሺbሻ 150݊݉, ሺcሻ 200݊݉ and ሺdሻ 250݊݉ . The 
insets are the magnification of the peaks. 
 
 
 
igure 3.11: Comparison of th time-depend nt potential differences ∆Vcalc for
th two-paired obtuse-angle triangular wings with different geometrical param-
eters: b = (a) 50 nm, (b) 100 nm, (c) 150 nm, (d) 200 nm and (e) 250 nm with 10
≤ h ≤ 100 nm. The insets are the magnified views of the peaks. A schematic
diagram of the structure is also shown.
CHAPTER 3. COMPUTATIONAL MODELLING OF MODULATED LATERAL,... 50
24
h
b
n=2
0 10 20 30 40 50
-150
-100
-50
0
0.7 1.4 2.1
-56
-48
-40
(a)
10
20
30
40
50
60
70
80
90
100

V c
al
c
[n
V
]
Time [ps]
b = 50 [nm]
h [nm]
0 10 20 30 40 50
-150
-100
-50
0
2 3 4
-96
-88
-80
10
20
30
40
50
60
70
80
90
100

V c
al
c
[n
V
]
Time [ps]
(b)
b = 100 [nm]
h [nm]
0 10 20 30 40 50
-150
-100
-50
0
2 3 4 5 6
-110
-100
-90
10
20
30
40
50
60
70
80
90
100

V c
al
c
[n
V
]
Time [ps]
(c)
b = 150 [nm]
h [nm]
0 10 20 30 40 50
-150
-100
-50
0
4 6 8
-99
-90
-81
10
20
30
40
50
60
70
80
90
100

V c
al
c
[n
V
]
Time [ps]
(d)
b = 200 [nm]
h [nm]
0 10 20 30 40 50
-150
-100
-50
0
4 6 8
-84
-77
10
20
30
40
50
60
70
80
90
100

V c
al
c
[n
V
]
Time [ps]
(e)
b = 250 [nm]
h [nm]
↑↓
ୱ
Figure 3.12: Comparison of the time-dependent potential differences ∆Vcalc for
the two-paired right-angle triangular wings with different geometrical param-
eters: b = (a) 50 nm, (b) 100 nm, (c) 150 nm, (d) 200 nm and (e) 250 nm with 10
≤ h ≤ 100 nm. The insets are the magnified views of the peaks. A schematic
diagram of the structure is also shown.
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Figures 3.13(a)-(f) show the steady-state electron distributions at t = ∞ for
the LSVs with the right-angle triangular shapes (b = 100 nm and 0 ≤ h ≤ 100
nm). These images clearly indicate that the electron distributions due to the ge-
ometrical triangular wings still exist in the steady state. From the contour plots,
which are the representative spacial distributions of the electrochemical poten-
tials, it is apparent that the potential distributions are not uniform along the
y-axis near the triangular regions, which is similar to those induced by a pulsed
current as shown in Fig. 3.6. Such non-uniform distributions yield different dif-
fusion processes for the up- and down-spins as phenomenologically explained
in Section 3.6.2. Therefore, these devices have been fabricated and characterised
in their steady states as described in the following chapter 7.
In order to define the steady state in spin diffusion processes, the above con-
dition 3.7.2 was substituted to Eq. 3.4.1. The corresponding time-dependent
∆Vcalc was plotted in Fig. 3.13(g) for the case of a LSV with the right-angle tri-
angular shapes (b = 100 nm and h = 50 nm). As similar to the above steady
state the non-zero ∆Vcalc was obtained at t = 56.8 ps after the pulsed current in-
troduction. ∆Vcalc was found to be 13.89 µV, which is the same with the above
steady-state results. Hence, the steady state was found to be achieved above
56.8 ps after the current injection.
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Fig. 4 Electron distributions in their steady-states for an electrical current injected from left to
right with triangular shapes and h = (a) 0, (b) 20, (c) 40, (d) 60, (e) 80 and (f) 100 nm. (e)
Time dependence of ↑↓ showing the steady state at 15 ps.
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Figure 3.13: Electron distributions in their steady-states calculated for an elec-
trical current injected from left to right with triangular shapes (b = 100 nm): h =
(a) 0, (b) 20, (c) 40, (d) 60, (e) 80 and (f) 100 nm. (g) Time-dependence of ∆Vcalc
for the right-angle triangle (b = 100 nm and h = 50 nm) showing the steady
state.
Chapter 4
Device Fabrication
This chapter describes the equipment and techniques used for the fabrication of
devices. The designs of nanoscale devices are also presented. The flow charts of
the fabrication steps are detailed, including wafer cleaning, spin coating, lithog-
raphy, development, metallisation, lift-off and wire bonding.
4.1 Introduction
The discovery of several new physical phenomena in the field of spintronics is
a direct result of recent developments in nanofabrication techniques. One of
the main driving factors has been the development of electron-beam lithogra-
phy (EBL) which uses a focused high energy electron beam (EB) to fabricate
high-resolution patterns on a polymer resist coated on a substrate wafer. E-
beam lithography can define patterns with features below 10 nm [93]. Such high
resolution allows the fabrication of nanoscale devices with dimensions much
smaller than the critical length scale in studying spin-dependent electron trans-
port in metals. For spin injection into non-magnetic materials, the critical length
53
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scale is the spin diffusion length λs, ranging from 100 to 1200 nm at room tem-
perature (RT) depending on the material [16, 56, 81, 94–98].
E-beam lithography is not suitable for large scale production because of its
limited throughput and high cost. In this context, optical lithography such as
ultraviolet (UV) photolithography is the most common technique in defining
larger patterns. However, the resolution is limited by the wavelength of the
light and the optical diffraction effect. Typically the range of light wavelengths
used in current photolithography is between 200 to 450 nm [99]. This range
provides for the device features below 50 nm in industry [100].
4.2 Device designs
Before settling the final design of LSV devices for spin-current amplification,
two sets of preliminary devices were designed and fabricated. The first set was
a ladder shaped device, consisting of five identical nanowires at equidistant
in parallel. These were connected to each other via a so-called bridging wire
placed perpendicular to them [see Fig. 4.1(a)]. This device was employed to
measure the electrical properties of the materials to be used in the LSV devices
as described in Section 6.1. The second set was a conventional LSV structure
with a straight non-magnetic wire as shown in Fig. 4.1(b). This set was used to
measure non-local LSV signals as discussed in Section 6.3.
The effect of non-magnetic nanowire geometry on the LSV signal amplifica-
tion was then investigated as discussed in Chapter 7. Numerical simulations
revealed that the obtuse-angle triangles were predicted to give the largest spin-
current amplification. However, due to practical fabrication challenges, the
edges of the triangular wings cannot be determined as clearly as those in the-
oretical models. Therefore to reduce this uncertainty only a pair of right-angle
triangles were fabricated and measured. Figure 4.2 shows the detail of the LSV
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Figure 4.1: Schematic diagrams of (a) a ladder device consisting of five parallel
nanowires with equal separations connected through an orthogonal bridging
wire and (b) a conventional LSV device with a straight bridging wire.
device with a pair of right-angle triangles with their height 0 ≤ h ≤ 60 nm and
base b =100 nm. The pair of triangular wings were located 50 nm away from
the two Py wires, maintaining the channel length l to be 200 nm. The width of
the Cu and Py wires were designed to be 100 nm and 200 nm, respectively.
These devices were fabricated with different dimensions on 16 mm square
thermally oxidised Silicon substrates as listed in Table 4.1. Each substrate con-
tained 9 chips and each chip held 3 LSV devices. Each chip had up to 20 external
electrical contacts as shown in Fig. 4.3. In total there were 27 LSV devices on a
substrate.
CHAPTER 4. DEVICE FABRICATION 56
100 [nm]
50 [nm]
h
[n
m
]
NiFeNiFe
50 [nm]
Cu
10
0
[n
m
]
200 [nm]
40
0
[n
m
]
60
00
[n
m
]
b [nm]
200 [nm]
Figure 4.2: Schematic diagram of the LSV with the triangles.
Table 4.1: Dimensions of the devices fabricated.
Ladder LSV with a straight wire LSV with triangles
w [nm] l [nm] w [nm] l [nm] h [nm]
100 200 100 100, 200 20
500 200 200 300, 400 40
100 500 200 500 & 600 50
500 500 500 300 60
500 400
500 500
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Figure 4.3: Device layout on the 16 mm square substrate containing 9 chips.
To evaluate dimension distributions in the fabricated devices and under-
stand the possible origins of the distributions, the dimensions of the devices
were measured by analysing SEM images using image processing tools in Mi-
crosoft office Visio [101]. In the analysed image, each pixel represented a unique
length, depending on their image resolution. The width (w) and length (l) of the
devices were calculated by counting the pixels. Based on the measured values
on the SEM images with the magnification of 100-200× 103, the standard devi-
ations (σsd) of w and l were calculated to be <3.5 nm and <5.5 nm, respectively.
It should be noted that σsd for l was almost twice the value of σsd for w. This
can be attributed to the summation of σsd for the two parallel wire widths (w),
between which determined the edge to edge distance (l).
4.3 Fabrication processes
As discussed in the previous section the dimensions of the devices are in the
nanometric range. This requires the use of EBL for pattering. In order to make
electrical contacts onto the devices using wire bonding, they need reasonably
sized contact pads (typically 500 µm × 500 µm). The fabrication processes are
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divided into multiple lift-off processes with EBL for inner LSV nanostructures
and photolithography for outer contact pads.
4.3.1 LSV devices
E-beam lithography procedures
The typical EBL procedures used in this study are shown in Fig. 4.4.
• 1st step : Spin coating of resist
• 2nd step : EBL exposure (first layer)
• 3rd step : Resist development
• 4th step : Metallisation
• 5th step : Lift-off
• 6th - 10th steps : Repeating the 1st to 5th steps for the second layer
4.3.1.1 Spin coating of resist
Most of the resists used in EBL are electron-sensitive materials consisting of
hydrocarbon-based polymers. They are classified into two groups based on
their interactions with the EB exposure: positive and negative resist (see Fig.
4.5). For the positive resist the interactions of the polymer with the EB causes
the molecular chains to break forming lower molecular weight molecules. This
allows the exposed area to be dissolved in solvent used for the development,
whereas the unexposed regions are not dissolved. For the negative resist the
opposite scenario occurs. The interactions between the resist and the EB causes
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Figure 4.4: Schematic diagrams of the EBL patterning processes.
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cross-linking of the polymer chains which makes them have higher molecular
weight. Hence the exposed area is not dissolved when developed [102].
In this study, high resolution positive EB resist (Zeon, ZEP520A) was used in
its diluted form by anisole at a ratio of 1:1. ZEP520A has higher sensitivity than
conventional resists, such as polymethyl methacrylate (PMMA) [103].
Zeon-ZEP520A was used, which has is
diluted in the solvent Anisole with a 1:1 ratio. ZEP520A is another electron beam resist that has
higher sensitivity than conventional poly-methyl methacrylate (PMMA) with compar ble
resolution.
e-
(a) (b)
Positive resist Negative resist
development
Figure 4.5: Schematic diagrams of the EBL exposure onto two types of resist
layers: (a) For the positive resist the exposed area becomes soluble upon the
development. (b) The negative resist exhibits the opposite effect.
Before the process of resist coating, a 16 mm square silicon substrate with
a 300 nm thick SiO2 layer on the surface was cleaned in acetone using an ul-
trasonic bath for about 5 min. Subsequently the substrate was cleaned in iso-
propanol (IPA) in an ultrasonic bath for 1 min. The substrate was then placed
on a 180 ◦C hotplate for about 2 min. in order to evaporate the remained sol-
vents.
The cleaned substrate was then coated with the ZEP520A resist by spin coat-
ing at 4000 rpm for 40 s. This process provided an approximately 140 nm thick
resist layer. The resist was pre-baked at 180 ◦C for 2 min. to ensure the evapo-
ration of the remaining solvent in the resist and to improve the adhesion of the
resist to the substrate [104].
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4.3.1.2 EBL exposure (first layer)
The EBL processes in this work was developed at the Manufacturing and Re-
search Facility in the University of Leeds. The e-beam system (JEOL, JBX-
6300FS) as shown in Fig. 4.6 was used. The system was controlled by Nanome-
ter Pattern Generation System (NPGS) software during the writing of the pat-
terns giving a resolution of <2 nm and a stitching accuracy of <±7 nm. For
the first layer, which patterned the two ferromagnetic wires, the EB parameters
were set through the NPGS software. An EB with 100 keV acceleration energy,
10 nm spot size and 400 pA emission current was used to expose to the resist.
Once the EB exposure was completed, the substrate was unloaded.
Figure 4.6. The JEOL JBX-6300FS EBL system at University of Leeds.
Resist development
After exposure the wafers are then introduced in a developer solution for 25 seconds inorder to remove the exposed area and leaving the unexposed resist behind. The type of thedevelopment solution used was AZ300MF diluted in de-ionised water. The development timeis critical for achieving a precise patterning. If the time is too short the pattern appearsunderexposed, which means the resist will not, or will only partially develop. On the otherhand in the case of excessive development the pattern appear overexposed, this will resulthaving a sloped sidewalls or rounded corners.
Metallisation
The next step is metallisation process. After a proper development, the two Ni81Fe19(Py) injector and detectors electrodes were deposited onto the wafers by using e-beam
Figure 4.6: Photograph of the JEOL JBX-6300FS EBL system at the University of
Leeds [105].
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4.3.1.3 Resist development
After the e-beam exposure, the substrate was dipped in the developer solution
for 50 s in order to remove the exposed area with leaving the unexposed re-
sist behind. The development solution used was ZED-N50. The development
time was critical to achieve the precise patterning as designed. If the develop-
ment time was too short, the pattern appeared to be underdeveloped leading to
residual resist in the exposed area. On the other hand in the case of excessive
development time, the pattern appeared to be overdeveloped causing larger
and rounded features than those designed. The above condition was optimised
by Dr A. J. Vick.
4.3.1.4 Metallisation
After the development, permalloy (Py = Ni81Fe19) was deposited onto the pat-
terned substrate using an e-beam evaporator (Leybold, UNIVEX 350). The
evaporator consisted of eight separate sources, allowing the deposition of dif-
ferent metals without breaking a vacuum. The base pressure was around
2.5× 10−5 Pa and that during the evaporation was 5× 10−5 Pa.
4.3.1.5 Lift-off
After the metallisation the substrate was placed in cyclopentanone for 60 min.,
followed by 5 s in an ultrasonic bath to remove the remaining polymer com-
pletely. It was then flushed in cold IPA and dried. This process provided Py
electrodes for spin injection and detection, i.e., two 30 nm thick and 200 nm wide
Py wires with different shapes at their ends. One wire was designed with square
ends and another was with sharp ends to assist domain nucleation for reversal
at a lower magnetic field as shown in Fig. 4.7 [106].
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4.3.1.6 Second layer patterning
The second layer was patterned to form a Cu nanowire. The above steps
4.3.1.1 to 4.3.1.3 were repeated to complete the second EBL patterned layer.
Prior to the Cu metallisation (step 4.3.1.4) the surface of the two Py wires were
cleaned by oxygen ashing to create an Ohmic and transparent Py/Cu junctions.
These junctions were necessary to inject a spin-polarised current with high ef-
ficiency [16, 107]. The thickness and width of the Cu nanowires were designed
to be 70 nm and 100 nm, respectively. Triangular wings were attached to the Cu
nanowires with fixed base lengths of 100 nm and height between 0 and 60 nm.
These wings were located 50 nm away from the edges of the Py/Cu junctions.
After the lift-off as described in Section 4.3.1.5 the LSV devices consisting of
Ni81Fe19 electrodes and the Cu wire were observed by SEM as shown in Fig.
4.7.
The brightness of the SEM image is primarily due to the topography of the
deposited layer surfaces. The top layer, which is the highest above the sample
stage, is the Cu wire deposited uniformly on both Py wires. From the mag-
nified image, the triangular wings have a small offset and asymmetry in their
locations and shapes. There are two different reasons for the offset: (1) Overlay
alignment (<±7 nm) between the two e-beam steps causes a lateral shift in the
device features. (2) With non-rectangular shapes it is usually very difficult to
get the correct e-beam dose for every part of that shape. The e-beam vector line
scan sometime affects the resist in the neighbouring area, which may overdose
the resist. Consequently distributions in the dimensions occurs at the edges of
the triangular wings. As can been seen in Fig. 4.7, the base b is measured to be
92 nm and 104 nm for the right and left triangular wings, respectively.
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Ni81Fe19 (Py)
Cu
200 nm
50 nm
Figure 4.7: SEM image of the LSV with the triangles after the second EBL pro-
cess. Inset is the magnified image of the LSV device with designed triangular
dimensions. (Courtesy of Dr. A. J. Vick).
4.3.2 External electrical contacts
4.3.2.1 Photolithography
In the second stage of the fabrication the contact pads were patterned using
photolithography. This was carried out using an EGV Mask Aligner at the Uni-
versity of Leeds. The photolithography transferred a geometric pattern from a
photomask to a photosensitive resist layer on the substrate by exposure with
ultraviolet (UV) light [108]. The photomask was made of a thin quartz glass
plate with a reflective Chromium coating and contained 27 structures with 20
contact pads for each structure and alignment marks for overlay exposure. The
masks were designed using L-Edit [109] as shown in Fig. 4.8.
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In  the second stage of  the  fabrication, after  forming  the nanoscale LSV structure,  the 
contact pads are then patterned by using optical lithography. This was also carried out in the 
University  of  Leeds,  using  a  MJB‐HP  UHV  400  mask  aligner  from  Karl  Suss.  The  optical 
lithography  here  involves  the  transfer  of  a  geometric  pattern  from  a  photomask  to  a 
photosensitive resist layer on the substrate via exposure with visible or ultraviolet ሺUVሻ light 
ሾC.Y.Chang1996ሿ. The photomask is made out of a quartz thin glass with a reflective chromium 
coating and contains all 54 structures with  the possibility  to use up  to 20 contact pads and 
alignment markers. The masks are designed using AutoCAD LT 2014 and a schematic of  the 
mask  is  shown  in  Figure  3.3.  Optical  lithography was  carried  out  using  a  EVG  620  Contact 
Aligner and ultraviolet ሺUVሻ light with a wavelength of 365nm was used.  
 
 
 
After  last  cleaning  and  EBL  lift‐off  process,  the  ሺName  of  the  optical  photoresist?ሻ 
positive  photoresist  spin  coated  using  ሺBrand  name?ሻ  spin‐coater.  Typical  spin  coating 
parameters  were  4000  rpm  for  40  seconds.  This  gave  approximately  140  nm  thick  resist 
layer, which was baked for 2mins on 180oC hotplate. The wafers then exposed for 2.8 seconds 
to  the  UV  light  with  an  intensity  of  110  mJ/cm2,  and  the  subsequent  development  with 
AZ300MF  developer  diluted  in  de‐ionised  water.  The  optimal  development  time  was 
determined to 25 seconds. 
Figure 4.8: Schematic mask design drawn by L-Edit (Courtesy of Dr. A. J. Vick).
After t e second EBL lift-off process, S1813 positive photoresi t was spin-
coated using a SUSS spin coater. Typical spin coating parameters were 4000 rpm
for 40 s. This gave a resist thickness of approximately 1300 nm as indicated
by the manufacturer’s data sheet, which was baked at 110 ◦C for 3 min. The
substrate was th n exposed for 2.8 s to UV light with wavelength of 365 nm and
intensity of 110 m J cm−2. The development was subsequently carried out with
MF319 developer. The optimal development time was determined to be 110 s.
4.3.2.2 Metallisation
Chromium or Titanium (10 nm thick) and Gold (150 nm thick) layers were de-
posited onto the substrate using an e-beam evaporator (Leybold, UNIVEX 350).
The thin Chromium or Titanium layers were deposited prior to Gold to enhance
the adhesion of the Gold layer onto the substrate. The pressure for deposition
was similar to the step 4.3.1.4.
After the metallisation the substrate was placed in acetone for 60 min., fol-
lowed by 5 s in an ultrasonic bath to remove any remaining polymer completely.
The lifted-off chip contained 20 contact pads as shown in Fig. 4.9. Finally the
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samples were coated with optical resist (LOR3A) to prevent the devices from
being oxidised and damaged during dicing.
The  next  step  is  metallisation  process.  After  a  proper  development,  chromium  or 
titanium ሺ10nmሻ and gold ሺ250nmሻ  layers were deposited onto the wafers by using thermal 
evaporator. The thin chromium layer was deposited prior to gold since gold does not stick well 
to the silicon substrate. Metal deposition was carried out using the Edwards evaporator. The 
base pressure at was around 2.5x10‐6 mbar. 
After metallisation, the wafers are placed in acetone for 60mins followed by a 5second 
sonication in acetone bath to ensure that the remnants are completely lifted off. The acetone 
acts as a developer and rinse the photoresist. Figure 3.8 shows the completed base structures 
fabricated by optical lithography. 
 
 
 
 
400 m  
Figure 4.9: Optical microscope image of completed electrical contacts of one
chip fabricated by photolithography connected to the LSV device.
4.4 Wire bonding
Wire bonding was used as a reliable means of connecting the electrical contact
pads on the chip to the bond pads on a chip carrier. There are three bonding
methods that have been developed in the semiconductor industry: thermocom-
pression, thermosonic and ultrasonic methods as listed Table in 4.2 [110, 111].
The thermocompression bonds a Gold wire to the heated surface of the contact
pad by pressing with force (typically 40 kN). The thermosonic method uses ul-
trasonic vibration to bond a wire to a hot pad surface. The ultrasonic method
connects a lead wire to the pad surface using both force and vibration simul-
taneously. Here, several wire materials are available but the most commonly
used are Gold (Au) or Aluminium (Al).
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Table 4.2: Comparison of wire bonding methods.
Wire bond type Force Temperature Ultrasonic Wire
Thermocompression High (∼40 kN) 300− 500◦C No Au
Thermosonic Low (∼0.7 N) 100− 250◦C Yes Au
Ultrasonic Low (∼0.4 N) 25◦C Yes Al, Au
Furthermore these three methods use two wire bonding techniques; ball-
wedge and wedge-wedge bonding [110–112]. The ball-wedge bonding is typ-
ically associated with thermocompression and thermosonic bonding methods,
where a ball forms after the bonding sequence and assists the first bonding by
deforming a ball at lower energy. The second wedge bonding utilises ultrasonic
vibration and force to connect the wire and the pad surface without using a ball.
The wedge-wedge bonding only uses the wedge process.
In this project the devices were mounted onto a 20-pin chip carrier using
Silver paint. A K&S wedge wire bonder (model 4523) was used at the York
JEOL Nanocentre. Electrical connections to the samples were made by means
of thermosonic wire bonding using 25 µm diameter Au wires. The first bond
was done onto the pad on the sample and then the second bond was performed
onto the pad on the chip carrier. Figure 4.10 shows an example of a mounted
sample after the wire bonding.
Gold wiresSampleChip carrier
Figure 4.10: Photograph of a mounted sample after wire bonding.
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To make a good contact, the first and second bonding conditions were care-
fully optimised by adjusting the parameters as listed in Table 4.3. These param-
eters were determined such that the bonding would not damage the contact
pads with stable connections for electrical measurements.
Table 4.3: Optimised wire bonding parameters.
Parameters 1st bond 2nd bond
Force (g) 50 50
(N) 0.49 0.49
Ultrasonic power (W) 0.7 0.7
Time (ms) 120 120
Temperature (◦C) 150 150
Here, the magnitude of required force can vary depending on the position of
the counterweight on the bonding head cover. Re-adjustment may be required
for different sample-stage height. In this study the counterweight and sample-
stage height were set to be 20 g and 10.15 cm, respectively.
Chapter 5
Characterisation Techniques
This chapter describes the equipment and techniques used for the electrical
measurements and characterisation in this work. For effective characterisation
to be undertaken, it is essential that apparatus is designed and constructed to
meet the purpose of this work. Specific modifications are required for more gen-
eral apparatus to make accurate and reproducible measurements on the devices
that have been produced. It is critical to reduce the number and the magnitude
of errors from specific sources. It is also necessary to design measurement pro-
cedures and protocols to ensure the above requirements. The distributions in
device dimensions due to the fabrication process is also assessed by scanning
electron microscopy which has sufficient resolution.
5.1 Transport measurement setup
The main focus of this section is to discuss the measurement setup developed to
perform the I-V characterisation of the nanodevices. The setup consists of four
major components: direct-current (DC) electrical measurement equipment, a
high vacuum cryostat (2× 10−3 Pa) to hold the sample and to isolate it from
the environment, an electromagnet to generate magnetic fields of up to ± 0.3 T,
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and a PC with National Instruments LabView and Data Acquisition (DAQ) card
[113]. Figure 5.1 shows the experimental setup which was used for the electrical
and magneto-transport measurements.
The devices were mounted on a 20-pin chip carrier (see Fig. 4.10) and placed
on a specially designed chip holder fixed inside the cryostat mounted between
the pole pieces of the electromagnet. The chip holder could be rotated inside
the cryostat to align the devices precisely along a magnetic field. The cryostat
was evacuated by a combination of rotary and turbo pumps in order to avoid
electrical arcing during the measurements.
The chip carrier was connected via a home-made breakout box to the electri-
cal measurement units, which consisted of a DC current source (Keithley, Model
2400) and a highly sensitive nanovoltmeter (Keithley, Model 2182A). All the in-
struments were controlled by customised LabView software via a GPIB DAQ
card. This allowed the control of the measurements remotely and the synchro-
nisation of the functions of the equipment. The collected data were saved as a
file in the Excel format.
All the measurements were performed at room temperature (RT). A DC cur-
rent with the magnitude ranging from 1 to 45 µA was applied. The connection
box allowed three states for each contact, i.e., grounded, floating and connected
to the measurement unit device (MUD). This was crucial to protect the samples
from sudden current flow or electrostatic discharge (ESD).
5.2 Noise and errors in electrical measurements
Low level signal to noise ratio (S/N ratio) measurements are often made on de-
vices with low source impedance. Electrical noise has to be minimised in mak-
ing such measurements. Noise can be particularly severe for non-local voltage
measurements which require the detection of small voltages of the order of nV.
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Electromagnet Power Supply
Electromagnet
Current source
Nanovoltmeter
Breakout box
Vacuum pump
GPIB
Gauss meter
(a)
(b)
Figure 5.1: (a) Photograph and (b) block diagram of the electrical and magneto-
transport measurement setup.
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Therefore it is crucial that noise levels and origins are well understood for such
weak signals. The probable sources of electrical noise are the equipment itself,
inductive loops and thermal fluctuations in the sample during the measure-
ments.
For low voltage measurements, errors are composed mainly of white noise
(random noise across all frequencies), flicker noise, shot noise, thermoelectric
voltages (electromotive force or EMF) and the voltage drop in leads and junc-
tions [114,115]. These can be reduced during the measurements by simple tech-
niques such as averaging, filtering and shielding.
Electrical measurements on nanoscale devices provide additional challenges
to reduce the noise further. This is because in nanoscale device measurements,
the applied current needs to be kept small (typically ≤45 µA in this study) to
prevent heating or even damage the device. Actual signals to be measured are
often hindered by noise which severely affects accuracy. In the following sub-
sections the most common sources for noise are discussed.
5.2.1 Thermal noise (Johnson noise)
Thermal noise was discovered by J. B. Johnson in 1927 [116, 117]. A year later
Nyquist published a paper offering theoretical explanation for Johnson’s mea-
surements based on thermodynamics [118]. It is also called white noise because
it is generated by random thermal motion of the charge carriers inside electri-
cal resistors across all frequencies. The noise level can theoretically be deter-
mined from the temperature, resistance and frequency bandwidth. The root
mean square (rms) of the noise level (VJ) generated is given by:
VJ(rms) =
√
4kBTR∆ f , (5.2.1)
where kB is the Boltzmann constant, T is temperature, R is the resistance of a
device under the test (DUT) and ∆ f is the measurement bandwidth.
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This is unavoidable noise regardless of any applied voltages. One can re-
duce this noise by lowering one of the above parameters in Eq. 5.2.1, such as
lowering T, R or ∆ f . Cooling the device under the test from room temperature
(293 K) to liquid nitrogen temperature (77 K) may reduce the voltage noise by
approximately a factor of two [114], but reducing temperature is not practical
in this study. Therefore, in this study a digital-averaging filter and integrating
over multiple measurement cycles were considered as a first attempt to lower
∆ f , i.e., lowering the the noise level. The moving average filter, which uses a
first-in first-out memory stack, was used because of its fast averaging processes
(typically 100 Hz in this study). For the first reading, the stack is filled and the
readings averaged [119]. For the subsequent readings the oldest reading in the
stack is removed and replaced with the next one, providing a new average.
However reducing the bandwidth too much increased the response time of
the measurements, and consequently the measurements took a very long time
(∼20 s). This made the measurements more susceptible to the other noises,
such as a thermoelectric voltage due to temperature drifting (see Section 5.2.4).
Therefore the other technique developed more recently to minimise the noise
was used. This technique is called “DC reversal” and uses DC polarity reversals
in the applied current signal to minimise the noises. Although the reduction of
the noise level of this technique is still limited by the bandwidth of the instru-
ments, this is selected in this study to minimise the thermal noise. The details
of this technique are explained in Section 5.3.
5.2.2 Flicker noise
Flicker noise is also a critical type of noise, which is called “1/ f -noise” or “pink
noise”. It appears in electronic components, test circuits and instruments, and is
defined by the shape of its spectral power density S( f ) [120]. The power of the
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noise level is approximately proportional to reciprocal frequency:
S ( f ) ∝
1
f α
, (5.2.2)
where f is frequency and 0 < α < 2.
The flicker noise is induced by a variety of effects, such as temperature, hu-
midity and chemical reactions within components. The effect of this noise can
be reduced by running the measurement at higher frequency (typically less than
1 kHz) [121].
It is challenging but not impossible to filter the flicker noise. Conventionally,
an alternating-current (AC) lock-in amplifier has been used for measurements
in the mid-range resistance between 100 mΩ and 1 MΩ [114]. With this method
small AC signals down to a few nanovolts can be accurately measured even
when the background noise is higher than the signals to be measured. It relies
on “phase sensitive” detection to single out the signals at a selected test fre-
quency (typically around 13 Hz [114]) from the other frequencies related to the
flicker noise. However the reduction of the flicker noise with this technique is
not as good as the “DC reversal”. This is due to the low common mode rejection
ratio (CMRR), which specifies how well an instrument can reject noise signals
superimposed to a voltage to be measured [114]. Therefore in this work the lat-
ter technique, “DC reversal”, was used which has a capability to reject the 1/ f
voltage noise by 10 times better than the AC lock-in technique at a frequency of
9 Hz.
5.2.3 Shot noise
Shot noise is the other random noise which involves the fluctuations in an elec-
tric current. It is induced by the discreteness of the electric charge flow [122].
The root mean square (rms) value of this current noise (Inoise) is given by the
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Schottky formula:
Inoise(rms) =
√
2eI∆ f , (5.2.3)
where e is the electron charge and I is the operating electrical current.
The shot noise is more pronounced in mesoscopic devices particularly for
low current measurements. The shot noise is a direct consequence of the intrin-
sic properties of the charge carriers in an electrical conductor, such as quanti-
sation of charge and spin of electrons, particularly in a non-equilibrium trans-
port state [123, 124]. From Eq. 5.2.3, one can find that the magnitude of the
shot noise increases with increasing the square root of the applied current (
√
I).
Since the magnitude of the signal itself (a non-local voltage in this study) in-
creases more quickly than the noise level, the S/N ratio increases accordingly.
In this study, by increasing only the injected current from 10 µA to 45 µA, in par-
ticular for non-local geometry measurements, the S/N ratio has been increased
from 12.5 dB to 30 dB without inducing any other noises. This clearly indicate
that the S/N ratio can be improved by three orders of magnitude by optimising
the injected current.
5.2.4 Thermoelectric voltage
A thermoelectric voltage is the most common source of noise in low voltage
measurements. When two different metal conductors are connected together
in a circuit and one of the junctions is at a higher temperature than the other,
an electrical potential difference across the open end will appear as shown in
Fig. 5.2. This phenomenon is known as the Seebeck effect [125]. The magni-
tude of this potential difference depends on the type of material used and the
temperature difference between the two junctions, which can be defined as:
VAB = QAB(T1 − T2) , (5.2.4)
where VAB is the thermoelectric voltage induced, QAB is the Seebeck coefficient
of material A with respect to B (in µV K−1) and T1 and T2 are temperatures at the
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two junctions (in K). Typically the voltage is in the range of µV K−1 to mV K−1.
Figure 5.2: Illustration of thermoelectric voltages induced in a circuit consisting
of two different materials A and B at two different temperature T1 and T2.
A conventional way to reduce this undesired voltage is the maintenance of
a constant temperature around the device under test (DUT). Constructing cir-
cuits using the same material for all connections further minimises thermoelec-
tric voltage generation. Sometimes different metals used at connections are un-
avoidable, inducing a very large thermoelectric voltage under a small temper-
ature difference. In such a case, extra efforts are to be made to maintain the
ambient temperature constant with using a high vacuum cryostat for example.
The “DC reversal” technique is another way to cancel out such thermal noise
(see Section 5.3).
5.2.5 Lead resistance errors
Serious lead resistance errors can arise when a simple two-terminal resistance
test is performed as shown in Fig. 5.3. The effect of the lead resistance is particu-
larly important when the resistance of the device under the test is much smaller
than the lead resistances. As a result, the lead resistance can induce significant
errors since the measured voltages across the leads dominate, providing unex-
pected changes in the voltage across the device [126].
CHAPTER 5. CHARACTERISATION TECHNIQUES 77
VM IRDUT
Rlead
Rlead
test current
VDUT 
= I*RDUT
Vlead = I*Rlead
Vlead = I*Rlead
I
VM = 
VDUT+2Vlead
 
Two‐wire resistance measurement 
 
 
This systematic error can be avoided by using a four-wire (Kelvin) connection shown in Figure 5.4. 
Here, there are two connection wires on each contact. A constant current is driven through one pair 
of wires, while the resulting voltage drop is measured with the other pair of wires.  The high 
internal resistance of the voltmeter across the device minimise any current flow and thus measures 
only the potential drop across the DUT.  
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Low Level Measurement Techniques (Current reversal with Nanovoltmeter) 
Figure 5.3: Schematic diagram of the two-terminal resistance measurement
[126].
This systematic error can be avoided by using a four-terminal (Kelvin) con-
nection s shown in Fig. 5.4. There ar two connection wires o each contact. A
constant current is driven through one pair of wires, while the resulting voltage
drop is measured with the other pair of wires. The high internal resistance of
the voltmeter across the device minimises any current flow and thus allows the
measurement of only the potential drop across the device under the test. This is
the setup used in this study.
5.3 DC reversal measurement technique
When measuring very small electrical sig als in the nV range, one has to over-
come various difficulties. The above mentioned errors and the low-level S/N
ratio are the major issues. For this work a relatively new measurement method
known as the “DC reversal” technique has been used to increase the S/N ratio.
This technique is often referred as the “two-point Delta Mode” [114].
The electrical circuit as shown in Fig. 5.5 was the instrumentation setup of
this measurement technique. Here a DC current source (Keithley, Model 2400)
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Figure 5.4: Schematic diagram of a four-terminal (Kelvin connection) resistance
measurement [126].
was used to supply a bipolar test current of up to about 13 Hz. A nanovoltmeter
(Keithley, Model 2182A) was used to evaluate the mean voltage across the
device under the test. These instruments were linked by a communication
cable (Trigger Link) that synchronised them. Working as one unit, they could
effectively cancel out the thermoelectric offsets and low frequency noise as
detailed below.
This technique basically utilises the AC source polarity and averages the two
corresponding voltage readings to determine the potential difference of the de-
vice under the test [see Fig. 5.6(a)]. The two voltage readings represent:
VM1 = VDUT +VEMF , (5.3.1)
VM2 = −VDUT +VEMF , (5.3.2)
where VM1 and VM2 are the two voltage readings at the two IM1 and IM2 DC cur-
rents, VDUT is the voltage drop in the device under the test and VEMF is the ther-
moelectric voltage offset which is constant during the measurement time. Elim-
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When measuring very small electrical signal (nanovolt range) one has to overcome certain
difficulties. The above mentioned errors and the low level signal to noise ratio (often abbreviated as
S/N-ratio) are the major issues among them. For this work a relatively new measurement setup
known as "dc reversal" technique was used to reduce them. This method often referred to as the
"two-point Delta Mode" [Ref link]. The electrical circuit shown in Fig. 5.5 is the instrumentation
setup of this measurement technique. Here a DC current source (Keithley model 2400) is used to
supply a bipolar test current, of up to about 24Hz frequencies, and a nanovoltmeter (Keithely model
2182a) to evaluate the mean voltage across the device. These instruments are linked together by a
communication cable that synchronises them. Working as one unit, they can effectively cancel out
the thermoelectric offsets and low frequency noises.
DC reversal measurement connectionsFigure 5.5: Instrumentation setup for the “DC reversal” technique.
ination of the constant thermoelectric voltage offset (VEMF) is possible through
a simple subtraction of the two voltage readings as follows:
VDUT =
VM1 −VM2
2
=
(VDUT +VEMF)− (−VDUT +VEMF)
2
=
VDUT +VEMF +VDUT −VEMF
2
=
2VDUT
2
. (5.3.3)
Successive readings are averaged using Eq. 5.3.3 to minimise the measure-
ment noise levels. Faster switching of the current polarity between positive
and negative can decrease the noise level substantially. For fast alternation any
noise whose time constant is greater than the one-cycle period of the “DC rever-
sal” mode measurement can be removed [114, 115]. Therefore to achieve high
speed measurement, fast computation and precise synchronisation between the
source and the nanovoltmeter are crucial. These can be achieved by using two-
point digital moving-average algorithm [119] and the TriggerLink cable provided
by Keithley [127]. Additionally another method to synchronise the nanovolt-
meter with the current source has been developed based on the trigger count of
the source meter. This allows the process of the measurement in a discontinu-
ous mode, i.e., buffering VDUT at a maximum rate of 9 Hz with optimised Delta
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measurement time without producing extra noise [128].
=2VDUT/2
=VDUT
Successive readings can then be averaged to minimise the measurement bandwidth to read desired
noise levels.
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Test signal with thermoelectric offset voltage (VEMF) during DC reversal measurements.
Figure 5.6: Test signal for the “DC reversal” measurements (a) with and (b) with-
out thermoelectric offset errors [129].
It is important to mention that VEMF will not always be constant between the
two consecutive voltage readings as shown in Fig. 5.6(b). In nanoscale devices
the current density is extremely high because of their small dimensions, which
induces Joule heating in the circuit with measurement time. Therefore the two-
point Delta technique cannot sufficiently compensate the changes between the
two positive and negative test currents. For this reason one has to reduce either
the magnitude of the current or minimise the averaging points per each data
without compromising the S/N ratio [114]. The other techniques, such as a
pulse and three-point Delta method, can measure the device resistance more
accurately at very low power [114]. In this study, two-point Delta technique
was used with the optimised parameters as detailed below.
A customised LabView programme was written to implement the two-point
Delta technique (see appendix B for the LabView code). All the measurement
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parameters, such as current amplitude and the number of averaging points,
were controlled on the front panel of this program as shown in Fig. 5.7.
Faster switching of the current polarity between positive and negative in current reversal can 
decrease the noise level substantially. For fast alternating, any noise with time constant higher than 
the time needed to complete one cycle of delta mode measurement can be cancelled out [ref1 and 
2]. Therefore to achieve high speed measurement fast computation and tight synchronisation 
between the source and the nanovoltmeter are crucial. These can be ensured by using 2-point digital 
moving-average algorithm [Need Ref] and the TriggerLink cable of the Keithleys [Foodnote: For 
the connection and the pin-layout refer to the manual]. Additionally, I have also developed another 
method to synchronise the nanovoltmeter with the current source, which is based on trigger count of 
the source meter (Kiethley 2400). This allows us to run the measurement in discontinuous mode 
(specified number of delta measurement times) without producing any extra noise and buffer the 
evaluated VDUT values quicly. A customise LabView program was programmed to implement this 
technique. (See appendix for the code). All the measurement parameters such as current amplitude 
and number of averaging points can be customised and controlled on the front panel window of this 
program as shown in figure 5.7.  
 
The front panel window of the customised LabView DC reversal program. 
 
 
 
 
Figure 5.7: Front panel of the “DC reversal” LabView programme.
In this work, three different types of electrical measurements were carried
out. First, conventional I-V measurements were performed to measure the elec-
trical resistivity of the materials. The second measurement was a device test
measurement to determine the maximum current loading without breaking the
device. The third measurement was the non-local I-V measurement to observe
the magneto-transport behaviour. For these three measurements three different
customised LabView programmes were written based on the above code.
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5.4 Scanning electron microscope
A scanning electron microscope (SEM, FEI Sirion, XL30) as shown in Fig. 5.8 is
a type of electron microscope, which uses a focused beam of high-energy elec-
trons to construct an image of surface topography of solid specimens. A beam of
electrons is generated at the top of the microscope by an electron gun. The beam
follows a vertical path through the column of the microscope, which is held in a
vacuum [see Fig. 5.8(b)]. The beam travels through a series of electromagnetic
lenses which focus and direct the beam down toward the specimen. Controlled
by a computer, the SEM can adjust the beam to be focused and scanned over the
surface area of interest.
     
    (a)                                            (b) 
 
 
 
 
 
 
 
 
Sample testing procedures: (good thesis2.pdf)  
Device Failure (good thesis2.pdf) 
Shunting for electrostatic discharge protection (good 
thesis2.pdf) 
 
 
Figure 5.8: (a) Photograph and (b) schematic diagram [130] of the SEM located
at the York JEOL Nanocentre.
Once the beam comes in contact with the sample, energised electrons and
photons are released from the surface of the sample, including secondary and
backscattering electrons as well as X-rays with energies and wavelengths spe-
cific to the elements present (see Fig. 5.9). A variety of detectors, such as one
for secondary electron in this study, is used to collect these scattered waves and
converted them into a signal that generates the image. This process forms the
final image.
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Figure 5.9: Schematic diagram of electron-sample interactions [131].
Since the SEM is operated under a high vacuum (1× 10−5 Pa) and utilises
electrons to form images, special sample preparation is required. This means
that liquids and materials containing water and other volatile components can-
not be observed directly. They need to be dehydrated or removed. Powder
samples are required to be set firmly in a specimen holder so as not to contami-
nate the vacuum chamber.
Non-conductive materials need to be connected electrically to a conductive
specimen holder and to be covered with a thin conductive film by sputtering or
evaporation. Typical materials for coating are Gold, Platinum, Carbon and their
alloys. In this way the quality of the SEM image can be improved by avoiding
the charge accumulation on the surface of the specimen [132].
In this work in order to avoid such charging artefacts, each sample had to be
prepared prior to the imaging. The sample was immersed in cyclopentane for
at least 24 h and then sonicated for ∼30 s. The sample was then briefly washed
in cold isopropanol and dried by N2 gas. The sample was mounted on an Alu-
minum pin mount secured with a Copper conductive tab in order to ground
any possible surface charging as shown in Fig. 5.10.
Non-conductive materials need to be connected electrically to a conductive
specimen holder and to be covered with a thin conductive film by sputtering or
evaporation. Typical materials for coating are Gold, Platinum, Carbon and their
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Schematic diagram of incident electron-
sample interaction
3 mm
Sample testing procedures: (good thesis2.pdf)
Device Failure (good thesis2.pdf)
Figure 5.10: Sample holder for SEM with a spring clip.
alloys. In this way the quality of the SEM image can be improved by avoiding
the charge accumulation on the surface of the specimen.
Chapter 6
Optimisation of the Fabrication and
Measurement Processes
In this chapter transport measurements on the preliminary and LSV devices
with a straight NM nanowire are presented. The electrical and magnetical pa-
rameters, such as electrical resistivity (ρ), spin diffusion length (λs) and spin
injection/detection efficiency (η) are measured. The obtained results are fed-
back for the optimisation of the fabrication and measurement processes.
6.1 Ladder devices
Minor variations in fabrication procedures can lead to a major distribution of
device properties, such as electrical resistivity, spin diffusion length and spin
injection/detection efficiency. It is not possible to anticipate that every nanowire
in a sample has a well-defined geometry and the same properties. A partially
failed lift-off process can alter the actual form of the nanowires and induce non-
reproducible electrical behaviour.
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Hence, as discussed in Section 4.2 ladder devices (see Fig. 6.1) were first fab-
ricated and characterised by measuring their electrical resistivity by the four-
terminal I-V measurement. Because of the available multiple terminals, the
uniformity of the resistance along the horizontal wire was also investigated.
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Figure 6.1: SEM images illustrating the ladder devices made of only (a) non-
magnetic Cu and (b) ferromagnetic Py.
Two sets of the ladder samples were characterised. They were made of only
non-magnetic Cu and ferromagnetic Py nanowires deposited in a single step
as shown in Figs. 6.1(a) and (b), respectively. The images were taken after the
electrical measurements to avoid any possible damages induced by SEM obser-
vation. Each device consists of five vertical nanowires, which were connected
via a horizontal bridging nanowire as schematically shown in Fig. 4.1(a). The
width of the horizontal nanowires (w) and the edge-to-edge distance of the ad-
jacent vertical nanowires (l) were designed to be w = 500 nm and l = 500 nm,
respectively.
Figure 6.1(a) has many oxide-like grains on the surface and hence cannot be
used for the size measurement. From Fig. 6.1(b) the device size was measured to
be w = (500± 7) nm and l = (483± 7) nm. The thickness of the Cu and Py films
were tth = 30 nm. In order to guarantee good Ohmic contacts between the EBL-
patterned devices and the photolithographically patterned electrodes without
suffering from oxidation, a capping layer consisting of Cr(2 nm)/Au(5 nm) was
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deposited on the Cu and Py films.
The deposited metals were purchased from Alfa Aesar in pellets with their
purity of 99.95% for both Py and Cu. However, evaporation materials might
react with the residual gas molecules in the chamber during the deposition and
therefore the purity of the deposited nanowires could not be as good as the
original pellets [133]. In order to increase the purity of the material deposited,
it was crucial to work in extremely clean environment. In this study, the metal
chamber was kept in a high vacuum with the base pressure below 5× 10−5 Pa.
The resistivity of a metal, from which the wire is made, can be obtained by
the equation,
ρ =
RA
l
, (6.1.1)
where R is the electrical resistance, l is the wire length and A is the cross-
sectional area of the wire (i.e., A = tth × w). Given this description, the re-
sistivity does not change with the size or shape of the wire. ρ is an intrinsic
property which depends on the materials used and the presence of impurities
in them [30, 134, 135]. This means that the resistivity can be used as a good
indicator to check the purity of the deposited materials.
The setup which was detailed in Section 5.1 was used to perform the electri-
cal measurements at RT. A demagnetising sweeping field was first applied to
nullify any possible magnetic fields. Figure 6.2(a) shows a schematic diagram
of the ladder device for a four-terminal measurement. The “DC reversal” tech-
nique was used to measure the I-V characteristics. The current (I) was passed
through the horizontal nanowire and the nanovoltmeter was placed between
the two inner contacts, e.g., between contact 1 and 3 as shown in Fig. 6.2(a). The
measurement was repeated with moving the voltage probes to the other con-
tacts. The purpose of repeating the measurements with different contacts was
to check the quality of the entire ladder devices. Here, the 300 nm thick SiO2
layer between the Cu and Py nanowires and the Si substrate eliminated current
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shunting into the substrate during the measurements as shown in Fig. 6.2(b).
material used and the presence of impurities in the metal [2-4]. This means that the 
resistivity can be used as a good indicator to check the purity of our material deposition.  
The setup which was detailed in section 5.1 was used to do the electrical measurements. A 
demagnetisation sweeping field was first carried out to nullify any possible magnetic field 
in the system and then the entire measurements done at approximately 0 Oe magnetic 
fields. Figure 6.2-(a) shows a scheme of the device fabricated with the scheme of four-
probe measurement. The experimental measurements were performed at room 
temperature ~300 K and under high vacuum conditions with the chamber pressure lower 
than 2ݔ10ିହ ܾ݉ܽݎ.   
 
                                                  (a)                                                               (b) 
Figure 6.2 (a) Schematic diagram of the measurement configuration of a ladder device (b) 
2D cross-sectional view of the horizont62al nanowire with the substrate. 
The dc reversal technique was implemented for the I-V measurements. The current was 
passed through the middle channel and the voltmeter was placed between two inner 
contacts, e.g. between contact 1 and 2, [see Figure 6.1 (a) for the labelling of contacts]. The 
experiment was repeated as required by moving the voltage probe to other contacts. The 
purpose of repeating the measurement in various configurations was to check the validity 
of our measurements at different section of the device and ensure the quality of the 
fabrication processes. Each measurement point was the average of 50 dc reversal 
measurement points and a moving average filter of order 13 was used in each delta point 
Figure 6.2: (a) Schematic diagram of the measurement configuration for the
ladder device. (b) 2D cross-sectional view of the horizontal nanowire with the
substrate.
Each measurement was made by taking 50 delta points and 15 moving av-
erage filters at each applied current to minimise the white noise. The current
range was between 1 to 20 nA with a step of 5 nA for the Cu ladder devices. For
the Py ladder devices the current range was reduced to 1 to 15 nA in order to
prevent Joule heating because of expecting higher resistivity in Py as compared
with that in Cu. Voltage responses against applied currents for the Cu and Py
devices were plotted in Figs. 6.3(a) and (b), respectively.
As one can see in these graphs, the linear response of the voltages with the
applied currents shows that any possible thermoelectric voltages are dimin-
ished by the “DC reversal” technique. Resistances are calculated by taking the
gradient of the I-V characteristic curves. Knowing the resistance and the di-
mensions of the nanowires, one can calculate the resistivity of the materials by
substituting these values into Eq. 6.1.1.
For the Cu sample, ρCu(293 K) is calculated to be (7.53± 0.13) µΩ cm, which
is almost five times larger than the bulk Copper resistivity ρBulkCu = 1.68 µΩ cm
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to minimise the white noise. The current range for this experiment was between 1 to 20 nA
with a step of 5 nA for the Cu nanowires. However for the Py nanowires the current range
was between 1 to 15 nA to prevent from any joule heating because of expecting high
resistivity in Py. Plots of voltage responses versus applied currents for both Cu and Py
nanowires were shown in Figs. 6.2 (a) and (b), respectively.
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Figure 6.3 Fou63r point IV measurements. Voltage responses verses applied currents for (a)
Sample A (b) Sample B at different contact configurations.
As one can see in the graphs, the linear response of the voltages with the applied currents
showed that any possible thermoelectric voltages were diminished by the dc reversal
measurement techniques. The measurements were done for different wire length by
moving the voltage probes. Resistances were calculated by taking the slope of the I-V
characteristic curves. Knowing the resistance and the dimensions of the nanowires, one
can calculate the resistivity of the material by using Eq. 6.1.
For the Cu samples (A), the value of Cu (300 K) = (7.53±0.13) cm was extracted which
was about five times higher than the bulk value bulk-Cu= 1.68 cm. This was expected,
because the resistivity of thin metals nanowires can be fundamentally different from the
bulk material. In a bulk material the conductance is described by the overlap of the
conduction and valence bands. These bands are usually approximated by use of periodic
boundary conditions and assuming the model of infinite crystal structure [2]. The surfaces
and edges of the material are completely neglected. In thin films/nanowires these cannot
be neglected, other resistivity will develop such as the surface resistivity and they are
Figure 6.3: Voltage responses against applied currents for (a) Cu and (b) Py
ladder devices measured by the four-terminal I-V setup with different contact
configurations.
[136]. This is expected becaus the resistivity of thin nanowi s can be funda-
me tally different from that of a bulk materia . In a bul ma eria the conduc-
t nce is described by the overlap of th conduction and valence ba ds. These
bands are usually determined using periodic boundary conditions by assum-
ing an infinite crystal structure [30]. This means the surfaces and edges of the
material are completely neglected. In thin films and nanowires these cannot
be neglected since the other resistivity, such as surface resistivity, contributes
strongly depending on the thickness of the film and a neighbouring materials
at the interface [137–141]. However the calculated value of ρCu is still approxi-
mately twice higher than the resistivity value (ρCu = 3.7 µΩ cm [142]) reported
in the nanostructures in a similar dimension (tth = 40 nm and w ≈ 200 nm).
This can be explained by enhanced carrier sca t ring t the rough surfac s of
the nanowires as seen from Fig. 6.1(a). The surface is highly contaminated
which can eventually induce larger resistivity across the Cu nanowire.
However, this is not observed in the Py sample as shown in Fig. 6.1(b).
ρPy(293 K) is estimated to be (20.93± 0.35) µΩ cm, which is found to be in the
same order with those reported for Py thin films in a similar dimension (tth = 30
nm) [19, 107, 143, 144].
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Another important point to be considered from Fig. 6.3 is the following:
The voltage across the horizontal nanowire increases linearly with increasing
nanowire length l. This clearly indicates that the nanowires were uniformly
deposited and patterned on the substrates.
6.2 Cu/Cu LSV devices
In order to eliminate the surface contaminations of the Cu ladder devices, an-
other set of Cu/Cu nanowires were fabricated using the two-step LSV pattern-
ing method as detailed in Section 4.2 (see Fig. 4.1). For these devices, the cap-
ping Cr/Au layers were not deposited to minimise any possible particulate con-
taminants arising from the post processes for the device fabrication. Instead, a
thin LOR3A resist layer was coated on the surface of the devices in order to
protect the underlying metallic nanowires from oxidation and damage. As ex-
pected the surface contaminations were not formed as shown in Fig. 6.4. The
thickness and width of the horizontal bridging wire were designed to be 70 nm
and 250 nm, respectively. The width was measured to be (255± 12) nm wide
from Fig. 6.4. The edge to edge distance between the two vertical Cu wires was
designed to be 400 nm and was measured to be (420 ± 14) nm from Fig. 6.4.
The increase in the width of ∼ 5% from the designed value might be due to
oxidation at the edges of the nanowires as observed as white particles in Fig.
6.4. These oxides might have formed during the measurements.
By using the four-terminal setup and “DC reversal” technique with a test
current of 50 µA, the resistivity measurements were repeated for the hori-
zontal bridging wire. As expected the calculated resistivity was reduced to
ρCu = (3.9 ± 0.9) µΩ cm, which was approximately in the same order with
the resistivity reported in previous works [16, 142, 145–147]. This clearly indi-
cates that the surface of the new devices were clean without forming any surface
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contaminations.
nanostructures [10]. This clearly tells us the material composition in the device was
correctly deposited without any impurities.
Fig. 6.4 SEM image of the Cu/Cu nanowires without any surface contamination.
Straight NM wire LSV devices
Prior to the final fabrication of the ratchet devices, the second preliminary Py/Cu
LSV devices with a straight NM Cu wire were fabricated. The aims of fabricating these
devices were to investigate their electronic and spintronic properties before studying the
actual spin-current amplification effect. In this way the fabrication procedures can be
optimised and the characterised parameters can be used in our ratchet analyses.
The Py/Cu LSV devices were fabricated in a similar fabrication condition of our
previous samples Cu/Cu nanowires. Two sets of samples were fabricated; see Section 4.1
in chapter 4. An example of a typical device is shown in Fig. 6.5. Here, to avoid magnetic
fringe fields from the ferromagnetic electrodes, 30 nm thick Py electrodes were deposited
first on a thermally oxidised SiO2 substrate. Both Py wires were equal in their width but
different in shapes at their ends as shown in Fig. 6.5(a): the first (Py1) with square ends
and the second (Py2) with more corners and sharp ends to assist domain nucleation for
reversal at lower magnetic fields [12]. These permit us to control the relative magnetisation
Cu
Figure 6.4: SEM image of a typical Cu/Cu LSV device without a Cr/Au capping
layer.
6.3 Py/Cu LSV devices ith straight NM wire
Prior to the final fabrication of the ratchet devices, Py/Cu LSV devices with
a straight NM Cu wire were fabricated. The aims of fabricating these devices
were to investigate their electrical and spintronic properties before studying the
actual spin-current amplification effect. As a result, the fabrication procedures
were optimised and were used for the ratchet device to be discussed in the next
chapter.
The Py/Cu LSV evices were f bricated in the same fabrication conditions
used for the previous Cu/Cu devices. Three different designs of the LSV struc-
tures were fabricated: w = 100 nm, 200 nm and 500 nm with a series of l (see
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Table 4.1). A typical LSV device is shown in Fig. 6.5. To avoid magnetic fringe
fields from the ferromagnetic electrodes, 30 nm thick Py electrodes were de-
posited first on a thermally oxidised Si substrate. Both Py wires were equal
in their width (wPy1 = wPy2 = wPy) and equal to the width of the Cu chan-
nel (wPy = wCu = w). In Fig. 6.5, wPy and wCu were designed to be 200 nm
and were measured to be (200± 3) nm and (199± 4) nm, respectively. The Py
wires were different in shapes at their ends as shown in Fig. 6.5(a): the first
(Py1) had sharp ends and the second (Py2) had square ends to assist domain
nucleation for reversal at lower magnetic fields [106]. These shapes allowed to
differentiate clearly the two magnetisation configurations, parallel and antipar-
allel, of Py1 and Py2 by applying a magnetic field along the Py wire. In the
next step, a 70 nm thick horizontal bridging Cu nanowire was also fabricated.
Here, the surface of the first layer (Py) had to be exposed to the ambient at-
mosphere for prolonged time, causing contamination and formation of oxides.
Therefore the oxygen plasma ashing, using a barrel asher at the power of 50 W
for 30 s in 0.02 Pa O2 environment, was employed to remove any oxidised lay-
ers and remaining resist from the surface of the Py electrodes before the Cu
layer deposition. This guaranteed transparent and Ohmic behaviour for both
the injector and detector interfaces which was necessary to inject and detect a
spin-polarised current with high efficiency. It should be noted these devices had
the same junction area for the injector and detector electrodes, which was very
important to analyse the spin-transport properties of the LSV devices.
6.3.1 Local resistance test
In order to check the quality of the LSV contacts and identify any possible ir-
regularities in their electrical transport properties, two different configurations
to measure local resistance were carried out. Both configurations were based on
the four-terminal measurement as shown in Fig. 6.6. In the first configuration,
the resistance of the Cu nanowire was measured by passing a current I through
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Figure 6.5: SEM images of (a) the Py/Cu LSV device and (b) its magnified junc-
tions. Two vertical wires are the ferromagnetic electrodes, FM1 (Py1) and FM2
(Py2) with l = (489± 4) nm. Their sizes are 6.5× 0.2 µm2 and 5.8× 0.2 µm2,
respectively. A non-magnetic Cu wire is placed to bridge the Py electrodes hor-
izontally. A total of 6 contacts are connected to the device.
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the Cu wire and measuring voltage VCu by the nanovoltmeter using the two top
Py1 and Py2 electrodes [see Fig. 6.6(a)]. In the second configuration the resis-
tance of the Py/Cu junctions was measured by sending a current through these
interfaces using the local geometry, while sensing the voltages VL and VR across
the left and right junctions, respectively, as shown in Fig. 6.6(b).
Figure 6.6: Schematic diagrams of the Py/Cu interfaces resistance measurements with (a)
four-point spin-valve configuration and (b) semi-four point configurations. The red dished
lines sketch the current path and the shaded squares show the Py/Cu interfaces. ×
Two optimised samples were selected for this reason: (i) sample 1 with dimension
w=500nm and d=500nm and (ii) sample 2 with dimension w=100nm and d=600nm. As can
be seen in Fig. 6.6(a) and (b), the current (I) is driven from Py1 to Py2 (top) wires for both
configurations. The dc reversal technique was used with averaging 50 data points at each
current value and a moving filter of order 15 at each point. In Fig. 6.7 (a) and (b) one can
see the I-V measurement for sample 1 and 2. The measured data is shown as sold shapes
such as circles, triangles and squares, while the fits are plotted with solid lines using
Ohm’s law.
As one can see in the graphs, the I-V data points exhibit an Ohmic response with
very little deviations from the linear fit for both samples and in both methods. This clearly
shows that the Py/Cu interface has a metallic Ohmic behaviour. The data, which were
extracted from the fits, is given in table 6.1. The quoted error is the error margin of the
linear fit. The interfacial resistivities (ρint) were calculated by multiplying the interfacial
resistances (Rint) with the junction area AJ (the shaded area in Fig. 6.6).
Figure 6.6: Schematic diagrams of four-terminal configurations to measure (a)
the Cu channel resistance and (b) the resistance of the left and right Py/Cu
interface as shaded.
Figures 6.7(a) and (b) show typical local resistances of one of the LSVs with
a straight nanowire (w = 500 nm and l = 250 nm) measured by the above two
configurations. The measured da a are shown as square symbols, while the
solid and dashed lines are their linear fits using Ohm’s law (R = V/I). As
one can see in the graphs, the I-V data points exhibit Ohmic response. The local
resistances can be extracted from these fits. From Fig. 6.7(a), the resistance of the
Cu channel can be calculated to be (824.2± 0.1) mΩ. By substituting this value
into Eq. 6.1.1, the resistivity of the Cu wire is found to be ρ = (3.85 ± 0.01)
µΩ cm, which is in the same order of the obtained data for Cu/Cu samples in
the previous Section 6.2.
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linear fit. The interfacial resistivities (ρint) were calculated by multiplying the interfacial
resistances (Rint) with the junction area AJ (the shaded area in Fig. 6.6).
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Figure 6.7 Typical experimental I-V curves for samples (a) Sample 1 and (b) Sample 2,
measured at room temperature and the corresponding Ohmic fits.
Table 6.1 The resistance values of the Py/Cu interfaces for sample 1 and 2 using both
methods.
Sample
1st method 2nd method
Slopetot=Rtot
[Ω]
Rint
[Ω]
ρint
[Ω .m2]
Left right
SlopeL
[Ω]
ρint-Left
[Ω . nm2]
SlopeR
[Ω]
ρint-Right
[Ω . nm2]
1 40.73±0.012 20.08 5.02x10-12 15.990±0.01 3.99x10-12 14.59±0.05 3.65x10-12
2 50.996±0.005 23.82 2.38x10-13 20.677±0.003 2.06x10-13 21.654±0.006 2.17x10-13
It is also important to mention here that Vtot measured in first method was almost
twice the values of VL or VR measured in the second method. This was expected, because
in the first method both interfaces and the NM Cu wire resistances were contributed to the
voltage reading while in the second method only a single interface resistance contributed
in the reading. In the second method, it was also found that the interface resistance of the
two Py/Cu junctions (the injector and the detector) was in the same order. Therefore for
determining the interface resistance of each device, the two values of the interface
Figure 6.7: Typical local resistances measured for a LSV with the dimension w =
500 nm and l = 250 nm to estimate the resistances of (a) the Cu channel and (b)
the Py/Cu junctions. The measured data are shown as square symbols, while
the solid and dashed lines are their linear fits.
Figure 6.7(b) shows the resistances of the left and right Py/Cu junctions ob-
tained by the second configuration. The graph indicates Ohmic behaviour again
but with very low junction resistance (<0.1Ω), leading to the interfacial resis-
tance R/AJ = 4× 1011 Ω cm−2. This evaluation procedure is repeated for all
the samples, resulting in an upper limit of (96.11± 0.01) Ω for the devices for
spin-current amplification with junction area AJ = 200 × 100 nm2, resulting
R/AJ = 4.8× 1015 Ω cm−2. A transparent interface typically shows 0.1Ω for
AJ = 1× 10−14 m2 (R/AJ = 1× 1013 Ω cm−2) [16,81,95,145]. The increase in this
study can be attributed to the presence of minor contamination and oxidation
between the Py and Cu nanowires [148], which requires further optimisation of
the fabrication process.
6.3.2 Non-local spin transport measurements
The techniques described in the previous sections characterised the electrical
properties of each Py and Cu nanowires and their junctions. Here, their spin
transport properties were examined in the non-local geometry. In this section,
three samples were measured; (1) Sample-500 with w = 500 nm and l = 250 nm
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(2) Sample-200 with w = 200 nm and l = 200 nm and (3) Sample-100 with w =
100 nm and l = 300 nm. An external magnetic field (H) was applied up to ±1
kOe along the Py nanowires.
The non-local spin-valve (NLSV) configuration is shown in Fig. 6.8(a) with
an associated SEM image of a typical device in Fig. 6.8(b). The SEM image is
labeled with the NLSV configuration of the current introduction and the nano-
voltmeter measurement connections corresponding to those in Fig. 6.8(a). Py1
and Py2 represent the spin injector and detector electrodes, respectively.
The spin-current transport in the Cu wire was measured at RT by the “DC
reversal” technique. The current (I =10 µA) was injected from the Py1 electrode
into the Cu wire and extracted from the left-hand side of the Cu wire. The non-
local voltage (V) between the second Py2 electrode and the right-hand side of
the Cu wire was measured to detect the spin accumulation in the Cu wire.
6.3.2.1 Non-local spin-valve signals
By sweeping H along the Py wires as shown in Fig. 6.8, the magnetisation
configurations could be altered to induce the spin-valve effect as described in
Section 2.3. Under a large positive magnetic field both Py wires were saturated
along the applied field direction, i.e., a parallel magnetisation state along the
positive field direction (↑↑). When the field was swept to a negative value, the
magnetisation of the Py2 wires was reversed. Since the coercivities (Hc) of the
Py wires were different due to their shape anisotropies, the magnetisation of
the Py2 wire was flipped before that of the Py1. Accordingly the two Py wires
had an antiparallel (↓↑) state. Subsequently, as the field sweep continued the
Py1 magnetisation was also flipped, resulting the both Py magnetisations in the
negative saturation (↓↓). This process was reversed when the sweeping field
was reversed, i.e., from the negative saturation to the positive saturation.
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Figure 6.8: (a) Diagram of the NLSV measurement at RT used in this work. (b)
SEM image with the current source and nanovoltmeter connections as well as
an applied magnetic field orientation.
CHAPTER 6. OPTIMISATION OF THE FABRICATION AND MEASUREMENT,... 98
Figure 6.9 shows typical magnetic-field-dependent non-local voltages ob-
tained for the three samples measured at RT. The non-local spin signals (∆V/I),
which are due to resistance changes between the parallel and antiparallel states,
are clearly observed. By sweeping the magnetic field from the positive satura-
tion to the negative saturation, a decrease in the resistance is detected when the
first Py2 electrode flips at HPy2c resulting in an antiparallel magnetisation state.
As one can see from these graphs, the three samples exhibit apparent switch-
ing at around 125 Oe, 250 Oe and 500 Oe, corresponding to the switching fields
of the Py2 wires with their width of 500 nm, 200 nm and 100 nm, respectively.
This is due to the fact that the coercivity depends on the width of the ferro-
magnetic nanowires with the same length. For isotropic NiFe nanowires, the
reduction in the shape anisotropy by increasing the width reduces the switch-
ing fields [106, 149, 150].
w = 500 nm
l = 250 nm
(a)
-500 -250 0 250 500
11.4
11.5
11.6
11.7
V/
I[
m

]
H [Oe]
(c) w = 100 nm
l =300 nm
-1000 -500 0 500 1000
36.5
37.0
37.5
38.0
38.5
39.0
39.5
V/
I[
m

]
H [Oe]
w = 200 nm
l = 200 nm
(b)
-1000 -500 0 500 1000
17.6
18.0
18.4
18.8
V/
I[
m

]
H [Oe]
Magnetic field sweeping
from +H to -H
Magnetic field sweeping
from -H to +H
Figure 6.9
Field-dependent transport phenomena of LSVs in the nonlocal geometry lead to typical
nonlocal spin valve effect as shown in Fig. 6.9. The nonlocal spin signal ே௅ , which is
characterised by a resistance change between the parallel and antiparallel state, was
clearly observed. The nonlocal signals for the descending field sweep direction were
indistinguishable from the ascending sweep direction.
Spin diffusion length
Despite the large number of reports in recent years on LSV devices, the obtained
data is fairly consistent and comparable. For example, Table 6.2 shows the summary
results of the spin diffusion length of copper ( ஼௨) and the spin polarisation of Permalloy
Figure 6.9: NLSV signals measured for the three devices; (a) Sample-500, (b)
Sample-200 and (c) Sample-100.
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In the LSV devices, it has also been well known that ∆V/I can be increased
significantly by reducing the sample dimensions [66, 151, 152]. The first ex-
perimental trial of detecting a pure spin-signal was carried out by Johnson
and Silsbee using the non-local geometry [63]. However the obtained signal
in their measurements was very small (∼ 60 pV) [65, 153]. This was due to
the fact that they used microscale devices which had a dimension much larger
than the critical length scale of spin transport in a metal, i.e., the spin diffusion
length [151]. In the following years, many researchers focused on the develop-
ment of nanofabrication techniques in order to reduce the scale of their samples.
In 2001, Jedema et al. successfully demonstrated to obtain enhanced spin signals
(150 to 1500 nV, corresponding to 0.02 to 0.4 mΩ) at RT by reducing the device
dimension [16]. In this study, a similar order of signals was also measured (see
Fig. 6.9). In the Sample-500, ∆V/I was obtained to be 0.14 mΩ as shown in
Fig. 6.9(a). The signal amplitude increased up to 0.7 mΩ and 1.72 mΩ for the
Sample-200 and the Sample-100 by reducing the width of the wires and result-
ing Py/Cu junction areas [see Figs. 6.9(b) and (c), respectively].
6.3.2.2 Spin diffusion length
Despite the large number of reports in the recent years on the spin transport
properties in the LSV structures, the reported data are not highly consistent and
comparable. Table 6.1 shows a summary of the spin-transport properties, such
as spin diffusion length (λs) and the spin injection efficiency (η), reported in dif-
ferent references employing FM/NM/FM LSV structures. For example, λs mea-
sured in the Py/Cu/Py LSVs varies almost 150% and η for the Py/Au/Py LSVs
varies over 750%. One common explanation for such distributions is the irre-
producibility in the fabrication and experimental environment in the nanoscale
systems [154–157]. It is well known that in the presence of magnetic impu-
rity in a non-magnetic channel, the spin-flip scattering can be significantly in-
duced [154,158]. In this work, this was minimised using two separated steps of
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e-beam lithography and lift-off in contrary to the one-step shadow-mask evap-
oration method [158]. The low magnitude of the resistivity calculated in the
previous section is a proof of such improvement.
Table 6.1: Comparison of spin diffusion lengths and injected spin efficiency for
the FM/NM/FM lateral spin-valves previously studied.
Structure Temperature [K] λs [nm] η [%] References
Py/Cu/Py 293 350 ± 50 2 [16]
300 ∼ 500 2–3 [81]
293 435 ± 155 ∼1 This work
4.2 1000 ± 200 2 [16]
Co/Cu/Co 10 200 ± 20 7 [96]
Py/Al/Py 293 600 ± 50 3 [56]
4.2 1200 ± 200 3 [56]
Py/Ag/Py 298 132–152 12 [95]
79 162–195 21–24 [95]
40 564 21 [155]
Py/Au/Py 15 168 26 [94]
10 63 ± 15 3 [96]
Nevertheless, the use of multiple-step lithography technique could lead to
an increased complexity and contamination. This was also resolved by using
an optimised oxygen ashing process to all the samples in order to form clean
interfaces. This process was optimised by investigating the separation depen-
dence of the non-local signals using the LSV samples with AJ = 100× 100 nm2
at RT. Devices with different Py separations (l) were fabricated ranging from
100 nm to 600 nm and their non-local signals were measured for each separa-
tions. The plot of ∆V/I as a function of l, revealed that the signal amplitude
decays exponentially with increasing l (see Fig. 6.10) as expected [65, 66].
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Figure 6.10 Non-local spin signals as a function of edge to edge separation l
Table 6.1 Comparison of spin diffusion lengths and injected spin-polarisations for the
FM/NM/FM lateral spin valves previously studied
Structure Temperature [K] Lcu [nm] P % Reference
Py/Cu/Py 293 350 ± 50 2 Jedema2001
300 500 2-3 Kimura2005
293 498 ± 250 1.37 This work
4.2 1000 ± 200 2 Jedema2001
Figure 6.10: ∆V/I signals dependent on l measured using the non-local geome-
try for the Py/Cu/Py LSVs with junction area (AJ) of 100× 100 nm2 at RT. The
solid curve represents the best fit with Eq. 2.4.1 using the parameters shown.
By fitting these data to Eq. 2.4.1 using Origin Pro 8 software [159], the spin
diffusion length (λs) and spin injection/detection efficiency (η) were obtained.
From the best fit, λs and η were found to be (435 ± 155) nm and (0.95 ± 0.24)%,
respectively. However, the fitted curve contained large deviation (±155 nm),
which was due to the small number of the data points. Initially, most of the de-
vices were destroyed by a surge current generated in the setup during the po-
larity switching for the power supply of the electromagnet. This was resolved
by replacing with a new bipolar power supply, which eliminated any damages
to the devices during the measurements. The large deviation in the fitted curve
could also be due to the lower value of the third device with l = 600 nm. In
this sample, the resistivity of the Cu channel was slightly higher, (5.99± 0.007)
µΩ c , than the others, (4.72± 1.04) µΩ cm. This could induce extr spin re-
laxation and reduce the signals at the detection electrode [142]. Nevertheless, It
should still be noted that the calculated spin diffusion length for Cu (λCu ∼ 435
nm) is comparable to that observed by Ji et al. [96] and Jedema et al. [16] as listed
in Table 6.1.
Chapter 7
Non-local Spin-Current
Amplification
Based on the calculations and device optimisation as described in Chapters 3,
4 and 6, LSVs with right-angle triangular shapes were fabricated for the inves-
tigation of the effect of the NM nanowire geometries upon pure spin-current
signals. The geometrical effect was studied by varying the height of the trian-
gles with the same base and measuring non-local resistance at RT. The imple-
mented triangles were found to induce a geometrical ratchet effect (GRE) upon
the pure spin current in the NM channel. The results clearly confirm that the
spin-current signals were amplified significantly, by a factor of 7 as compared
with the conventional LSV with the straight NM geometry. The non-local mea-
surement configuration was also reversed to confirm the presence of the GRE.
New calculations with measured sample dimensions were then performed to
interpret these results, which could qualitatively explain the experimental re-
sults. The NLSV measurements were also carried out using a DC setup to in-
vestigate the origin of the GRE.
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7.1 Samples and dimensions
In order to evidence the spin-current amplification by the geometrical ratchet ef-
fect (GRE), lateral spin-valve (LSV) devices were fabricated by the conventional
electron-beam lithography and lift-off processes as described in details in Chap-
ter 4. SEM images were taken on the fabricated LSV devices with a pair of right-
angle triangles as shown in Fig. 7.1. The device consisted of two FM Ni81Fe19
(Py) nanowires bridged by a NM Cu nanowire. Both Py wires were 30 nm thick
and 200 nm wide with different shapes at their ends to achieve different switch-
ing fields (see Section 6.3.2.1). These two nanowires were patterned by e-beam
lithography (JEOL, JBX-6300FS) with approximately 140 nm thick resist (Zeon,
ZEP520A) on a thermally oxidised Si substrate. The two Py nanowires were
then deposited by e-beam evaporation at a base pressure of 5× 10−5 Pa, fol-
lowed by lift-off with cyclopentanone. The Cu nanowire was then fabricated
using the same process. The thickness and width of the Cu nanowire was 70 nm
and 100 nm, respectively. In Fig. 7.1, the width of the Py and Cu nanowires were
measured to be (197± 4.5) nm and (100± 6.7) nm, respectively, which agreed
with the above design within an error of 6.7%. Triangular wings were attached
to the Cu nanowires with fixed base length of 100 nm and height (h) between 0
and 60 nm (see Table 4.1).
As shown in Chapter 6, the non-local spin signals had an inverse relationship
with the FM separation and the FM/NM junction area of of the LSV devices.
In this chapter, the influence of the sample dimensions upon the spin signals
was excluded by fixing these dimensions except the height of the triangular
wings implemented at the centre of the NM nanowires. In order to confirm
this exclusion, the distributions of the Py/Cu junction area (AJ) across all the
devices were measured by analysing their SEM images using the same image
processing tools as mentioned in Section 4.2. The dimensions were calculated
by counting the pixels for 20 data points for each dimension. These values were
averaged and used for the spin-current amplification analysis as listed in Table
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7.1. By using these values, the junction areas were calculated by multiplying
the width of the Py wire with the width of the Cu wire, confirming that all
the junctions have the same area of 20.5× 10−3 µm2 with the distributions less
than 7.8%. Similarly, the FM edge-to-edge distances (l) were also found to be
the same as 198 nm for all the samples with the distributions less than 2.5%.
These facts indicated that the influence of the sample size distributions upon
the spin-current signal amplification could be negligible and the size-associated
effect could be ignored. Therefore, the signal amplification measurement was
expected to be only sensitive to the geometries of the triangular wings.
shapes at their ends to obtain different switching fields (see Section 6.3.2.1). These two nanowires
were patterned by e-beam lithography (JEOL, JBX-6300FS) with approximately 140 nm thick resist
(Zeon, ZEP520A), on a t ermally oxidised Si substrate. The two Py nanowires were then fabricated
by e-beam evaporation at a bas pressure of 510-5 Pa, followed by lift-off process with
cyclopentanone. The Cu nanowire was then fabricated using the same process. The thickness and
width of the Cu nanowire was 70 nm and 100 nm, respectively. In Fig. 7.1 the width of the Py and
Cu nanowires were measured to be (197 ± 4.5) nm and (100 ± 6.7) nm, respectively. Triangular
wings were attached to the Cu nanowires with fixed base length of 100 nm and height (h) between 0
and 100 nm (see Table 4.1).
Figure 7.1 SEM image of a LSV with triangular ratchet shapes (h ≈ 40 nm). Inset is the magnified 
image of the ratchet device. (Courtesy of Dr. A. Vick).
As shown in Chapter 6, the non-local spin signal had an inverse relationship with the edge-to-
edge distance and the junction area of the sample dimension. In the work of this chapter, the
influence of the sample dimensions upon the signal was excluded. This has been done by fixing
these dimensions except the height of the triangular wings. Here, it should be noted that the
distributions of the Py/Cu junction area (AJ) across all the devices were measured by analysing their
SEM images using the image processing tools of the Microsoft office Visio as mentioned in Section
4.2. The dimensions were calculated by counting the pixels for 20 data points for each dimension.
The measured dimensions of the devices used for the spin-current amplification measurements are
Py
Cu
200 nm
l b
h
Figure 7.1: SEM image of a LSV with a pair of triangular ratchets [h = (60± 4)
nm]. Inset shows a magnified image of the ratchet. (Courtesy of Dr. A. J. Vick).
Note all the samples used in the study of spin-current amplification, except
one used in Section 7.5, were fabricated on the same wafer under the same depo-
sition conditions to avoid any possible size and shape fluctuations from sample
to sample induced by the nanofabrication processes. Hence the only difference
among the LSV devices was the height (h) of the triangular wings, which was
varied from 0 to 60 nm.
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Table 7.1: Average values of l, wPy, wCu and AJ for all the measured samples.
These values were calculated by averaging 20 data points.
h [nm] l [nm] wPy [nm] wCu [nm] AJ [10−3 µm2]
0 (200± 2.8) (200± 3.7) (99± 6.3) (20± 1.3)
20 (197± 4.8) (197± 6.6) (104± 6.7) (21± 1.4)
37 (197± 3.1) (202± 6.7) (103± 7.5) (21± 1.6)
60 (198± 3.5) (197± 4.5) (100± 6.7) (20± 1.2)
7.2 Measurement geometries
Two different NLSV probe configurations as shown in Fig. 7.2 were used to
study the spin-current amplification in the LSV devices with the right-angle
triangles. One was the configuration, where an electric current (I) was injected
from the Py1 into the left-hand (L) side of the Cu wire and the non-local voltage
between Py2 and right-hand (R) side of the Cu wire, VLtoRnl , was measured as
shown in Fig. 7.2(a). This “LtoR” configuration was the same as the NLSV
measurements used for the conventional LSV devices as discussed in Section
6.3.2.1. In the second configuration, on the other hand, the positions for the
spin injection and detection were reversed. The current was injected from the
Py2 to the right-hand side of the Cu wire and the signal VRtoLnl was measured
between the Py1 and the left-hand side of the Cu wire as shown in Fig. 7.2(b),
which was called the “RtoL” configuration. In the both geometries, the non-
local configurations were maintained to introduce the pure spin current into
the NM wire as described in Section 2.4. The electric current with magnitude
of 45 µA was introduced to the injector using the “DC reversal” technique. The
external magnetic field (H) was swept up to ±1.0 kOe along the Py nanowires.
In order to investigate the effects of the orientation of the triangular ratchets
on the spin-current amplification, a direct current (DC) measurement was also
carried using the same setup as presented in Section 7.5.
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to the right-hand side of the Cu wire and the signal ௡ܸ௟ୖ୲୭୐ was measured between the Py1 and the
left-hand side of the Cu wire as shown in Fig. 7.2(b). In both geometries, the non-local
measurements were carried out by the same setup used in Chapter 6 and mentioned in Section 5.1.
The bias current with magnitude of 45 µA was applied to the injector using the “DC reversal”
technique. The external magnetic field (H) was swept up to ±1.0 kOe parallel to the Py nanowires.
In order to investigate the effects of the direction of the injected current on the spin amplification, a
direct current measurement was also carried using same setup. The details of this dependence are
presented in Section 7.5.
I [µA]
I
I [µA]
I
V LtoR V RtoL
Sweeping field
H [Oe]
Sweeping field
H [Oe]
Py1 Py2
Cu
Py1 Py2
Cu
(a) (b)
Figure 7.2 Schematic diagrams of the NLSV measurements used for the spin-current amplification in the
Py1/Cu/Py2 LSVs with right-angle triangles for (a) “L-to-R” and (b) “R-to-L” configurations. The white
arrows are the magnetisation directions of the Py nanowires.
7.3 Spin-current amplification measurements
In this section, the presented measurements were performed on the samples listed in Table 7.1. In
the first experimental session, the NLSV measurements were carried out in the “L-to-R” probe
configuration. Figure 7.3 show the corresponding NLSV curves obtained at RT. The raw data of the
NLSV signals for the LSV devices with h = 0, 20, 37 and 60 nm are presented in Fig. 7.3(a)-(d),
respectively. The non-local voltages (ܸ୐୲୭ୖ), normalised to the non-local resistance (ܴ௦௅௧௢ோ =
ܸ୐୲୭ୖ/ܫ), are plotted as a function of the sweeping magnetic field H. In order to see the
geometrical effects more clearly, the evolution of their NLSV signals with respect to the heights of
Figure 7.2: (a) “LtoR” and (b) “RtoL” probe configurations used for the non-
local measurements of the LSV with ratchets. The white arrows indicate the
magnetisation directions of the Py nanowires.
7.3 Spin- urrent amplification measurements
In th s section, the above measurements have been performed on the samples
listed n Table 7.1. Firstly, th NLSV measurements have be n carried out with
the “LtoR” probe configura ion. Figure 7.3 shows the correspo ding NLSV
curves obtained at RT. The raw data of the NLSV signals for the LSV devices
with h = 0, 20, 37 and 60 nm are presented in Figs. 7.3(a)-(d), respectively. Nor-
malised non-local resistance (RLtoRs = VLtoR/I) are plotted as a function of the
sweeping magnetic field H. A clear switching behaviour of RLtoR is observed
for the conventional LSV with h = 0 as well as for the LSV with geometrical
ratchets of h = 20, 37 and 60 nm, when the relative magnetic configurations of
the Py nanowires changes from parallel (P) to antiparallel (AP) and vice versa.
Here, the switching between the P and AP configurations have been found to
occur around±240 and±680 Oe. These values are also approximately the same
with the switching fields (±250 and ±685 Oe) of the conventional LSV device
with wPy = 200 nm (Sample-200) as discussed in Section 6.3.2.1. This confirms
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that the magnetic behaviour are consistent throughout the devices.t e geometrical ratchets are c mpared in Fig. 7.3(e). Here, the curves were offset upward and
downward for clarity.
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Figure 7.3 (a-d) are the raw data of the non-local signals for the LSV with triangular ratchets with
heights of 0, 20, 37 and 60 nm, respectively. (e) Comparison of (a-d) NLSV measurements. All the
signals obtained in “L-to-R” geometry. The data presented in (e) are offset for clarity.
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V LtoR
Py1 Py2
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(a) (b)
(c) (d)
Figure 7.3: Non-local signals for the LSV with triangular ratchets of h = (a) 0,
(b) 20, (c) 37 and (d) 60 nm. All the measurements were carried out using the
“LtoR” geometry as schematically shown.
The differences in the non-local signals, i.e., (VLtoRP −VLtoRAP )/I = ∆VLtoR/I =
∆RLtoR, for the P and AP configurations have been measured to be 2.81, 6.50,
9.96 and 21.5 mΩ for h = 0, 20, 37 and 60 nm, respectively. As it is expected
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from the phenomenological explanation in Chapter 3, ∆VLtoR/I, which relates
to the spin accumulation underneath of the Py2 detector [65,66], has been found
to be amplified by a factor of 7 for the LSV with the geometrical ratchet with
h = 60 nm in comparison with the conventional LSV with h = 0. This is the first
experimental proof of the spin-current amplification induced by GRE [160].
The measurements have also been repeated for the same LSVs with the
“RtoL” probe configuration to investigate the effects of the ratchet geometries
upon the injected spin-polarised electrons in the opposite flow direction. Fig-
ure 7.4 shows the NLSV signals obtained for the LSV with h = 20, 37 and 60 nm
with the “RtoL” configuration. Here, the signals exhibit clear spin signals with
similar switching features.
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Figure 7.4 (a-c) are the raw data of the non-local signals obtained in ``R-to-L'' geometry for the
LSV with triangular ratchets of $h=$ 0, 20, 37 and \SI{60}{\nm}, respectively.
Here, the corresponding ∆ܸୖ୲୭୐/ܫ values were found to be 6.58, 9.8 and 21.7, which are
approximately equal to their ∆ܸ୐୲୭ୖ/ܫvalues obtained in the “L-to-R” configuration measurements.
This indicates that the spin-current amplification mechanism for both configurations is perfectly
symmetric and has the same magnitudes of the “L-to-R” probe configuration measurements. As
phenomenologically expected in Section 2.6.2, there must be related to the induced local spin-
polarised current in the vicinity of the Py detector for either configurations. This can only be
understood by considering the difference of the mechanism of spin injection and detection between
the computational model and the experimental measurements as follow.
In the numerical calculations, the processes of majority (e.g. up-spin) and minority (e.g. down-spin)
diffusions, which introduced on opposite side of the NM nanowire, were defined in two separated
I [µA]
I
V RtoL
Py1 Py2
Cu
(a) (b)
(c)
Figure 7.4: Non-local signals obtained in the “RtoL” configuration for the LSV
with triangular ratchets of h = (a) 20, (b) 37 and (c) 60 nm. The schematic dia-
gram shows the measurement setup.
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The corresponding ∆VRtoL/I values are found to be 6.58, 9.80 and 21.7 mΩ,
which are approximately the same to their ∆VLtoR/I values obtained with the
“LtoR” configuration measurements. This can be explained by considering the
junction spin polarisation. In the numerical calculations, the processes of ma-
jority (up-spin) and minority (down-spin) diffusion, which are introduced from
the opposite side of the NM nanowire, have been defined by two separated pro-
cesses. For the both processes, a packet of 100% spin-polarised electrons have
been introduced as a pulse. However, in the real devices, these two processes
are taken place in parallel via two independent up- and down-spin channels.
For example, when the majority electrons are injected from the Py1/Cu junc-
tion into the NM channel, i.e., “LtoR” probe configuration, the same number of
minority electrons from the right-hand side of the NM channel must be diffused
back to the Py1/Cu junction to maintain the charge neutrality. However, due to
the presence of the ratchet shapes, the different rate of these spin-diffusion pro-
cesses form different spin-polarised currents as phenomenologically expected
in Chapter 3. The GRE effect accordingly induces the spin-current amplifica-
tion at Py2/Cu junction. This can be detected by the Py2.
Based on the spin-diffusion length estimation in Section 6.3.2.2, the devices
studied here typically have the Py/Cu junction spin polarisation of ∼ 1%. This
means that the spin imbalance induced at the junction is very small, i.e., 50.5%
up- and 49.5% down-spins. Hence, both up- and down-spin currents are intro-
duced in parallel. This leads to the spin-current signal amplification for 50.5%
up- and 49.5% down-spins with the “LtoR” configuration. Similar spin-current
flows are generated for the “RtoL” configuration. Therefore, the both configu-
rations induce a similar GRE and the resulting ∆R.
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7.4 Comparison between measured and calculated
values
To explain the experimental results, simple electrical transport simulations were
performed using the measured device dimensions. Since the measurements
were carried out with a DC current, the steady-state spin-diffusion equation
(Eq. 3.7.1) in Section 3.7 was employed for the calculations. From the volt-
age profiles obtained from these calculations, the difference in the electron flow
from left to right and vice versa (∆VLtoRcalc ) were calculated for each geometrical
shape. These values were then compared with the non-local voltage differences
measured (∆VLtoRmeasured) between the parallel and antiparallel configurations.
Experimental and simulation results comparison
To put the significance of the experimental results into perspective, the simple electrical transport
simulation mentioned in Chapter 7 remodelled using the measured device dimensions. Since the
measurements were performed with a dc current, the steady-state spin-diffusion equation (Eq. 3.7.1)
described in Section 3.7 were solved. From the voltage profiles obtained from these calculations,
the difference in the electron flow from left to right and vice versa (ΔVcalc) were calculated and then
compared with the non-local voltage differences between parallel and antiparallel ΔVmeasured
obtained experim ntally. Fig re 7.5 shows the dependence of the triangular h ight (h) on these two
voltage differences ΔVcalc and ΔVmeasured.
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Figure 7.5 Triangular height (h) dependence of non-local signals, both Vmeasured and Vcalc
measured (open circles) and calculated (closed circles).
Clearly, the trend of the ΔVmeasured shows a good qualitative agreement with the calculated results.
Here, an ideal case in the model was assumed. 100% spin-polarised electrons (e.g. up spins) were
injected from the left Py to the right, while the opposite spins with 100% polarisation (e.g. down
spins) flow from right to left for compensation. Therefore one needs to consider the reduction of the
spin polarisation by the Py electrodes and the scattering at the Py/Cu interfaces. Based on the
preliminary measurements carried out in Section 6.3.2.2, the spin-polarisation has been calculated
to be ~1% at a Py/Cu junction due to the interfacial scattering. By implementing such reduction into
the model, ΔVcalc can be reduced to 0.15 μV for h = 60 nm, which is in the same order with
ΔVmeasured of 0.95 μV at h = 60 nm. Further improvement in the calculations is necessary for
Figure 7.5: Triangular height (h) dependence of the non-local signals, both
∆VLtoRmeasured (open circles) and ∆V
LtoR
calc ( lo ed circles).
Figure 7.5 shows the h dependence of these two voltage differences, ∆VLtoRcalc
and ∆VLtoRmeasured. It is apparent that the trend of ∆V
LtoR
measured shows a good qualita-
tive agreement with ∆VLtoRcalc . Here, the reduction of the spin polarisation by the
Py electrodes and the scattering at the Py/Cu interfaces is taken into account.
By implem nting the Py/Cu junction pin polarisation of ∼ 1% as discussed in
the previous ection, ∆VLtoRcalc is calculated to be 0.15 µV at h = 60 nm, which is
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less than ∆VLtoRmeasured of 0.95 µV at h = 60 nm by a factor of more than 5. This
discrepancy can be caused either (i) by the use of low spin injection efficiency η,
which is estimated from the Sample-100, or (ii) the two-dimensional (2D) lim-
itations in the model as mentioned in Section 3.4. Further improvement in the
calculations is necessary for quantitative comparison but this proves the valid-
ity of the model to evaluate the GRE on spin-polarised electron transport.
7.5 Spin-current amplification in a conventional DC
measurement
Finally, in order to study the behaviour and performance of the ratchet devices
in a conventional direct current (DC) measurement, NLSV measurements with
the “LtoR” and “RtoL” configurations were carried out by applying DC cur-
rents. The electric current was set to be 45 µA. Another set of the LSV devices
was fabricated with the same dimensions as the previous ratchet devices. It
should be noted that the fabrication process was slightly different from those
listed in Table 7.1. In the previous samples, prior to the Cu deposition (see Sec-
tion 4.3.1.6) the surface of the Py wires were cleaned by oxygen ashing to create
Ohmic and transparent Py/Cu contacts. Here, the new set of devices was fabri-
cated without oxygen ashing.
The SEM image of the measured device is shown in Fig. 7.6. The triangular
ratchet has the base of (115± 5) nm and height of (17± 4) nm. The separation
between the Py wires are measured to be (197± 2.7) nm. As seen in Fig. 7.6, the
triangular shapes are well-defined as compared to the previous set of devices
due to the improved nanofabrication processes. However, it should be noted
that the base length is approximately 15 nm wider than the designed length to
be 100 nm.
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Figure 7.1 SEM image of a LSV with triangular ratchet shapes (h ≈ 20 nm). Inset is the magnified 
image of the ratchet device. (Courtesy of Dr. A. Vick).
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Figure 7.6: SEM image of the measured LSV with a pair of triangular ratchets
[h = (17± 4) nm].
Using the “LtoR” and “RtoL” configurations, the NLSV measurements were
repeated using the “DC reversal” technique as shown in Fig. 7.7. Here, the NLSV
signals have the magnitude of ∆RLtoR = (38.02± 0.25) and ∆RRtoL = (38.13±
0.34) mΩ. These values are approximately 7 times larger than those obtained
in the previous sections. This may be caused by their different spin injection
efficiency η [161] at the Py/Cu junctions by removing the oxygen ashing step.
In addition, the amplification factor may also be different from the previous
one, owing to the fact that the implemented triangular wings have wider base
length of (115± 5) nm (see Fig. 7.6).
Figure 7.8 shows typical results for the LSVs with h = 20 nm measured
with the “LtoR” and “RtoL” probe configurations using the DC setup. Clear
NLSV signals are observed for the both configurations. Large spin signals of
∆RLtoR = (38.18± 1.61) and ∆RRtoL = (38.01± 0.75) mΩ are obtained. These
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Different background resistances were seen from the V/I signals obtained in “L-to-R” and “R-to-
L” configurations. They can be related to instrumental offsets and parasitic capacitance of the
device [3] but overall they are not related to the pure spin signal (ΔV/I). Using the same setup, the
NLSV measurements were repeated using the DC reversal technique and the obtained results are
shown in Fig.7.7. Here, the NLSV signals have the same magnitude (~38 mΩ) of the DC 
measurements. In addition, equal background resistances of 43.2 mΩ were found in both 
configurations.
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Figure 7.7 (a) NLSV signal measured in the “L-to-R” configurations using DC reversal
technique. The inset shows the schematic diagram of the ratchet device with the “L-to-R” probe
configuration. (b) NLSV signal measured in the “R-to-L” configurations using DC reversal
technique. The inset shows the schematic diagram of the ratchet device with the “L-to-R” probe
configuration. The solid circle (red) and square (black) are represents the V/I data points during the
magnetic field sweeping from positive to negative and negative to positive saturations, respectively.
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Figure 7.7: NLSV signals measured with the (a) “LtoR” and (b) “RtoL” config-
urations using the “DC reversal” technique. The insets show the corresponding
schematic diagrams of the measurement setups.
values are almost the same with those measured by the “DC reversal” tech-
nique. This means that the spin-current amplification can also be achieved
in the steady states as expected. This proves the GRE induced spin-current
amplification is not associated with the current reversal by the “DC reversal”
technique, which potentially induces bidirectional signals. The amplification
depends on the junction spin polarisation as discussed in Section 7.3. Such
steady-state spin-current amplification is very useful for future device appli-
cations.
Spin-current amplification in conventional DC measurement
Finally, in order to study the behaviour and performance of the ratchet device in a direct current
conventional measurement, NLSV measurements for both configurations were carried out. The bias
current was 45 µA. For this purpose, another set of LSV devices were fabricated with the same
dimensions of th previous ratchet dev es. It is important to mention here that the pr cess of the
fabrication was slightly different than samples listed in able 7.1. In the previous samples, prior to
t e C deposition (see Section 4.3.1.6) the surf ce Py wires wer cleaned by oxygen ashing
to create an O mic and transparent Py/Cu junctions. H re, these new set of s mples the devic s
wer finished ithout any oxygen ashing. Figures 7.6 ( ) and (b) how an example of the NLSV
measurement, for a LSVs with h = 20 nm, as a function of applied field H along th Py w res in
both “L-to-R” and “R-to-L” probe configurations, respectively. Clear NLSV signals for both
configurations were observed. It should be noted that, giant spin signals (∆ܴ୐୲୭ୖ and ∆ܴୖ୲୭୐) of
~38 mΩ were seen for both configurations, which are approximately 7 times larger than that 
previously observed for the LSV with the s me size and h. This could be caused by their different
spin injection efficiency ߟ [2] at the Py/Cu junctions. On the other hand the amplification factor
could also be different from the previous one, owing to the fact that the impl mented tri ngular
wings have well patterned with less offset and asymmetry in their shapes.
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Figure 7.6 (a) NLSV signal measured in the “L-to-R” configurations using DC current. The inset
shows the schematic diagram of the ratchet device with the “L-to-R” probe configuration. (b)
NLSV signal measured in the “R-to-L” configurations using DC current. The inset shows the
schematic diagram of the ratchet device with the “L-to-R” probe configuration.
Figure 7.8: NLSV signals measured with the (a) “LtoR” and (b) “RtoL” con-
figurations using the DC setup. The insets show the corresponding schematic
diagrams of the measurement setups.
Chapter 8
Summary, Conclusions and Future
Work
8.1 Summary and conclusions
Firstly, a simplified model was developed to study the realistic diffusion trans-
port of a pure spin current in the non-local geometry as discussed in Chapter
3. Two-dimensional time-dependent simulations were carried out on a series of
Cu nanowires with different shapes in order to identify geometrical effects upon
spin-current diffusion and associated amplification. The middle part of the Cu
channel was modified from a straight nanowire to geometries with symmetric
shapes, such as squares and equilateral triangles, and asymmetric shapes, such
as obtuse- and right-angle triangles. From the symmetric shapes, the majority
(e.g., up-spin) and minority (e.g., down-spin) diffusion currents were found to
have identical electrical potentials across the detection points, which led to zero
amplification as expected. However, the asymmetric shapes at the middle of
the NM channel induced crucial difference in the diffusive rates for the up- and
down-spin electrons along the nanowire. This was induced by the scattering
of the electrons at the edges of the triangular wings during their transport in
the channel. This suggested that the conventional non-local geometry might
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be locally broken by inducing a local spin-polarised current, which leads to the
spin-current amplification. Their geometries were then optimised by changing
the base length (b) and height (h) of the triangular wings in the calculations. The
spin amplification was found to take its maximum for the single-pair right- and
obtuse-angle triangles with (b, h) = (300,75) and (250,80) nm, respectively. The
influence of the number of pairs of the triangular wings was also investigated
and found to exhibit 30− 40% decrease in the amplification in comparison to
that for the single-pair triangular wings with the same h and b. Such reduction
was attributed to the fact that the additional pairs of the wings increased the
effective current paths for the electrons and consequently reduced the resulting
spin-current signals in the NM channel. Finally, a steady-state spin-diffusion
process was calculated and compared with the time-dependent cases, revealing
the spin-current amplification even at a steady state.
Before experimentally validating the spin-current amplification in such geo-
metrically modulated lateral spin-valve (LSV) devices, it was important to op-
timise fabrication processes as shown in Chapter 6. Two sets of preliminary
devices were fabricated and their electron and spin-polarised electron transport
properties were characterised. Ladder devices were first designed and charac-
terised electrically by measuring the resistivities of the Py and Cu nanowires.
The results obtained in these measurements showed that the quality of the fabri-
cated wires was uniform and consistent with their bulk properties. Accordingly,
conventional Py/Cu/Py LSV devices with straight Cu nanowires were fabri-
cated to characterise their local and non-local transport behaviour. By sweep-
ing a magnetic field along the Py wires, the non-local spin signals were clearly
obtained at room temperature (RT). The enhancement of the spin signals due
to the reduction of the device dimensions was also studied, achieving a sim-
ilar order of the non-local signals with those previously reported. Finally, the
spin-diffusion length was estimated for the Cu nanowire by fitting the non-local
signals for a series of the LSV devices with different Py separations. The spin-
diffusion length was estimated to be (435 ± 155) nm at RT, which was again
comparable with those previously reported. These findings confirmed that the
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fabrication procedures were optimised and could be used for the fabrication of
the LSVs with the triangles.
Based on the above calculations and optimisation, the LSVs with the right-
angle triangular shapes were fabricated to investigate the geometrical effects of
the NM nanowire upon the pure spin-current signals. The spin-current amplifi-
cation was studied at RT by changing the height of the triangles (0 ≤ h ≤ 60 nm)
with maintaining the base to be 100 nm. The non-local resistance was measured
in the conventional non-local geometry using the “DC reversal” technique. The
electric current was injected from the Py1 into the left-hand side of the Cu wire,
while the non-local voltage between the Py2 and the right-hand side of the Cu
wire was measured. The implemented right-angle triangular wings were found
to induce a geometrical ratchet effect (GRE) upon the pure spin-current in the
Cu channel. The non-local resistance was measured to be significantly ampli-
fied by a factor of 7 for the LSV with the triangular pair with h = 60 nm as
compared with the conventional LSV with h = 0. Similar spin-current ampli-
fication was also found for the LSVs with h = 20 and 37 nm but with smaller
magnitude, revealing GRE was dependent upon the dimension of the Cu wire
as calculated. To explain these results qualitatively, the simple electrical trans-
port model was again employed on the devices with the measured dimensions
by solving the steady-state spin-diffusion equation (Eq. 3.7.1). It was found
that the trend of the calculated GRE upon the non-local signals for 0 ≤ h ≤ 60
nm was in good qualitative agreement with the measured non-local signals.
The non-local measurements using the both “DC reversal” and DC techniques
were also carried out for the other set of the LSVs with the same ratchet dimen-
sions. Large spin signals of approximately 38 mΩ were obtained for a device
with h = 20 nm and b = 100 nm with both configurations introducing the elec-
trical current on the left-hand and right-hand Py/Cu junctions. By considering
the junction spin polarisation to be estimated as ∼ 1%, this bidirectional spin-
current amplification was attributed to the parallel spin-polarised electron flow
in both directions with a similar amplitude. Such GRE-induced amplification
was observed for the first time in this study.
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8.2 Future work
The work presented in this thesis can be further developed in the future. Based
on the above results, there are several directions that subsequent researchers
can build upon as detailed below:
1. Further spin-current amplification can be achieved with the other asym-
metric ratchet geometries, such as obtuse-angle triangles. Additional im-
provement can be achieved by controlling a wider range of parameters in-
cluding the base length (b), the NM wire width (wCu), the FM wire width
(wPy) and the number of the shape pairs (n). The amplification can also be
further improved by increasing the junction spin polarisation (e.g., with a
half-metallic ferromagnet). These studies are expected to provide better
understanding on the spin-current amplification. It is important to note
that the patterning of the obtuse-angle triangles is more challenging than
that of right-angle triangles to maintain the well-defined edges by con-
trolling the correct e-beam dose during the e-beam process as mentioned
in Section 4.3.1.6. It is also difficult to utilise a half-metalic ferromagnet
in a LSV as the interfacial atomic disorder reduces the spin polarisation
significantly [63, 162].
2. The spin-current amplification may be greater in the case of GHz-rate
electrical current pulses. All the NLSV measurements in this thesis have
been performed with a DC current. As compared with such steady-
state measurements, high-frequency pulse measurements can detect time-
dependent behaviour of spin-current distributions within an evolving
time scale (∼55 ps at RT for Cu according to the calculations in Chapter
3). Therefore, a GHz current pulse can inject a spin packet and allow to
measure its time-dependent non-local signals. This may reveal insights of
GRE and the associated spin-current amplification.
3. The other interesting research direction can be to investigate the effects of
the other spintronic parameters, such as spin diffusion length of the NM
channel and the spin injection/detection efficiency, on the spin-current
amplification. The former can be examined by using a wide range of
the NM materials with different spin diffusion lengths. For example, by
dispersing a spin-selective scatterer (e.g., Ru), the difference in the spin-
polarised electron transport can be enhanced in addition to GRE as re-
ported here. The latter can be controlled by inserting a tunnel barrier be-
tween the FM and NM layers only for the spin injector as theoretically
predicted by Takahashi and Maekawa [163].
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Appendix
A FreeFem++ simulation code
In this section, an example of the FreeFem++ simulation codes is shown, which
was used in Chapter 3. This particular example is intended to provide an insight
of the modelling processes. The example demonstrates the time-dependent spin
diffusion process for the electrons flowing from left to right with right-angle
triangular wings. The source code contains detailed comments within each step
to explain how the simulator and model work.
Defining the variables
real h = 100e-9; # The height of the triangles in meter.
real Edgeheight = h*(1e9); # The height of the triangles in nanometer.
real div = Edgeheight/100; # A geometrical ratio, which is used in the
right-angle computational domain.
real T = 50e-12; # Complete time period in second.
real dt = 0.25e-12; # Evolution time step in second.
real W = 99e-9; # Straight rectangular wire width in meter.
real dl = 1e-9; # Unit length step in meter.
real uo = 0.0045; # Introduced electron packet potential in
volt.
real tsf = 11e-12; # Spin-flip relaxation time in Cu in second.
real D = 0.012136; # Diffusion coefficient of electrons in Cu at
RT, in m2 s−1.
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Mesh generation
int [int] labs =
[11,12,13,14];
# Define the label of the computational ge-
ometry.
mesh Rec = square
(2500,100,[(2500e-9)*x,
-100e-9+(100e-9)*y] ,flags
= 2, label = labs);
# Build the 2500 nm long straight NM chan-
nel with uniform mesh size of 1 nm.
mesh LRT0 = square
(100,Edgeheight,[(100e-9)*x,
(h)*y],flags=2);
# Build a square domain with uniform
mesh, which will be used in the upper
right-angle triangle wing domain.
mesh LRB0 = square
(100,Edgeheight,[(100e-9)*x,
-(100e-9+h)+(h)*y],flags=0);
# Build a square domain with uniform
mesh, which will be used in the lower
right-angle triangle wing domain.
LRT0 = trunc
(LRT0,(x+(100*y)/Edgeheight)
<100e-9);
# Apply trunc operator on the domain
mesh (LRT0) to be converted to a right-
angle triangle shape.
LRB0= trunc
(LRB0,(div*x-y)<(100e-9+h));
# Apply trunc operator on the domain
mesh (LRB0) to be converted to a right-
angle triangle wing.
mesh LRT1 = movemesh
(LRT0,[x+50e-9,y]);
# Move the generated mesh (LRT0) by
50 nm away from the left edge of the NM
nanowire.
mesh LRB1 = movemesh
(LRB0,[x+50e-9,y]);
# Move the generated mesh (LRB0) by
50 nm away from the left edge of the NM
nanowire.
mesh Th = Rec+LRT1+LRB1; # Glue all the geometries together.
plot(Th); # Plot the geometry with the generated
meshes.
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Defining the finite element space
fespace Vh(Th,P1); # Define the finite element space (Vh) on
the generated mesh (Th) with linear (P1)
Lagrangian element.
Vh u=0,v,uold; # Define all parameters u, v and uold in the
Vh.
Definition of the problem in variational formulation
problem diffusion (u,v)
= int2d(Th)(u*v/dt+
D*(dx(u)*dx(v)
+dy(u)*dy(v)))
-int2d(Th)(uold*v/dt)
+int2d(Th)((u*v)/tsf)
+on(14,u=uo);
# Declare the partial differential equation
(PDE) and the boundaries.
Solution and Visualisation
ofstream
ff("Data.csv",append);
# Generating a data.csv file for extracted
data points.
for(real t = 0; t<T;t+=dt){ # For loops to evolve the solution with time
step (dt).
uold=u; # Update the former solution with the new
solution.
diffusion; # Solve the diffusion equation by calling the
name of the above defined equation.
for (real l = 1e-9; l<W;
l+=dl){
# For loops to extract the solutions.
ff<<u(200e-9,-l)<<",";} # Append the solutions.
ff<<endl; # An enter command.
plot(u,nbiso=200);} # Plot the solution.
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B LabVIEW code for the “DC reversal” technique
In this work, the LabVIEW software is used for all of the data acquisition. The
code for the “DC reversal” measurement shown below as an example. The code
can be considered as the heart of the measurements carried out in this work.
Here, the Keithley units are programmed using the standard commands for pro-
grammable instruments (SCPI) programming language via the general purpose
interface bus (GPIB). The SCPI commands are given in a customised form for
measuring a voltage within the range of 10 mV, where s (...) and r (...) indicate
sending and receiving a code to and from the Keithley units, respectively. Next
to each command, a brief description is provided to explain the corresponding
function.
First the nanovoltmeter (Keithley, Model 2182A) needs to be configured as fol-
lows:
s(:syst:pres) # System preset defaults.
s(:trac:cle) # Clear readings from buffer.
s(:sens:volt:chan1:lpas
off;)
# Disable the analog filter.
s(:sens:volt:chan1:dfil:stat
on;)
# Enable the digital filter.
s(:sens:volt:chan1:dfil:wind
0.01;)
# Set the digital filter window to 0.01% of
the sensing voltage range.
s(:sens:volt:chan1:dfil:coun
15;)
# Set the digital filter count to 15 times.
s(:sens:volt:chan1:dfil:tcon
mov;)
# Selecting the moving filter type.
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s(:syst:azer off;) # Disables the autozero function to dou-
ble the speed of the DC reversal measure-
ments.
s(:sens:volt:rang 0.01;) # Select the voltage range to be 10 mV.
s(:sens:volt:delt on;) # Enable the Delta mode.
s(:sens:volt:NPLC 5;) # Set the integration rate in line cycles
(PLC) to 5, where 1 NPLC = 20 ms.
s(:sens:trig:del 0.01;) # Trigger delay in seconds.
s(:sens:trig:sour ext;) # Select the external TriggerLink connec-
tion as input for trigger signals.
s(:trac:poin 50;) # Set buffer size to 50 readings.
s(:trac:feed sens;) # Store raw input readings.
s(:trac:feed:cont next;) # Start storing readings.
s(:stat:meas:enab 512;) # Enable buffer full (512 Decimal).
s(:*SRE 1) # Enable measurement summary bit MSB
(Bit 0).
Afterward the GPIB is left to be idle for 1.5 s to settle the nanovoltmeter. The
source meter (Keithley, Model 2400) can then be configured as listed below.
s(*rst) # Restore GPIB defaults.
s(:trig:sourc tlin;) # Select TriggerLink as a source of trigger
input.
s(:trig:dir sour;) # Enable bypass of the detected trigger
layer event.
s(:trig:outp sour;) # Output trigger after source operation.
s(:trig:del 0;) # 0 s trigger layer delay.
s(:syst:azer:stat off;) # Disable the autozero function to double
the speed.
s(:trig:coun 100;) # Set the number of trigger counts to 100,
which should be twice of trace points (i.e.,
100 = 50× 2).
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s(:syst:rsen off;) # Disable 4-wire remote sense.
s(:sour:func curr;) # Select the current source.
s(:sour:curr:mode list;) # Select the list mode to determine the cur-
rent values.
s(:sour:list:curr
45e-6,-45e-6;)
# The electric current in ampere (A).
s(:sens:func:conc off;) # Turn off concurrent functions.
s(:sens:func ‘volt’;) # Sense a voltage which is necessary for
compliance.
s(:sens:volt:nplc 0.01;) # Measuring speed = 0.01 PLC.
s(:sens:volt:prot 0.02;) # Select 20 mV voltage compliance, which
must be equal to the sensing range. (next
command)
s(:sens:volt:rang 0.02;) # Select 20 mV voltage range.
Initialisation of the Source meter.
s(:outp on;) # Turn on output before the measurement.
s(:init;) # Initialise the measurement loop.
The nanovoltmeter needs to be informed by a request for service (RQS) com-
mand to let the GPIB-RQS wait enough to be buffered fully and then read out
the Nanovoltmeter.
s(:trac:data?) # Send request for data.
R(binary data acquire) # Receive binary data which contains calcu-
lated “DC reversal” voltage values.
Once the measurement is completed, it can be stopped by sending the following
command to the source meter.
s(:abort;) # Stop the pulse output process.
s(:outp off;) # Turn off output.
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Finally the nanovoltmeter can be re-initialise for a next measurement loop.
s(:stat:pres;) # Return registers to default conditions.
s(:*RST;) # Clear registers.
s(:Trac:clear;) # Clear readings from the buffer.
s(:*cls) # Clear all event registers and error queue.
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List of Symbols
↑ (↓) Up-(down-)spin
↑↑ (↑↓) Parallel (antiparallel)
A Cross-sectional area of the non-magnetic channel
AJ Junction area
αFM Bulk spin polarisation of the ferromagnet
b Triangle base length
d Thickness of the nanowire
D Diffusion constant
∂Ω Computational domain boundary
∆R Change in resistance between parallel and antiparallel states
∆V Change in voltage between parallel and antiparallel states
∆ f Frequency bandwidth
e Electron charge
EF Fermi energy
f Frequency
G Conductance
h Triangle height
H Applied magnetic field
Hc Coercive field
h¯ Plank constant divided by 2pi
η Spin injection/detection efficiency
I Electrical current
Inoise Shot noise current
J Charge current density
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Js Pure spin current density
J↑(↓) Current density for up-(down-)spin electrons
k Wavevector
kB Boltzmann constant
l Edge-to-edge distance between the injector and detector electrodes
λs Spin diffusion length
M Net magnetic moment per unit volume
µ Electrochemical potential
µB Bohr magneton
µs Non-equilibrium accumulated spins
µ↑(↓) Electrochemical potential for up-(down-)spin electrons
n Number of the triangular wings
N↑(↓) Density of state of the up-(down-)spin electrons
P Spin polarisation
QAB Seebeck coefficient of a material A with respect to B
R Resistance
RAP Resistance for the antiparallel orientation of electrons in a spin-valve
RDUT Resistance of the device under the test
RP Resistance for the parallel orientation of electrons in a spin-valve
ρ Resistivity
S( f ) Spectral power density
Sz Z-component of spin angular momentum
σ Conductivity
σsd Standard deviation
σ↑(↓) Spin-dependent conductivity for up-(down-)spin electrons
t Time
tc Complete time period in the time-dependent calculations
tth Wire thickness
T Temperature
τ Spin relaxation time
V Electrical voltage
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VAB Thermoelectric voltage induced between materials A and B
VAP Voltage for the antiparallel orientation of electrons in a spin-valve
VDUT Voltage drop in the device under the test
VEMF Thermoelectric voltage offset
Vg Gate voltage
VJ Johnson noise level in voltage
Vlead Voltage drop in the lead wire
VM Voltage reading measured by the nanovoltmeter
Vnl Non-local spin voltage
VP Voltage for the parallel orientation of electrons in a spin-valve
w Wire strip width
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List of Abbreviations
2D Two-dimensional
AC Alternating-current
AF Antiferromagnet
AMR Anisotropic magnetoresistance
AP Antiparallel
CIP Current in the plane
CMRR Common mode rejection ratio
CPP Current perpendicular to the plane
DAQ Data acquisition
DC Direct-current
DOS Density of states
DRAM Dynamic random access memory
DUT Device under the test
EB Electron beam
EBL Electron-beam lithography
EMF Electromotive force
ESD Electrostatic discharge
fcc Face-centred cubic
FEM Finite element method
FE-space Finite element space
FM Ferromagnet
FM/I/S Ferromagnet/insulator/superconductor structure
FM/NM Ferromagnet/non-magnet interface
FWHM Full width half maximum
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GMR Giant magnetoresistance
GPIB General purpose interface bus
GRE Geometrical ratchet effect
HDD Hard disk drive
IC Integrated circuit
ICT Information communication technology
IPA Isopropanol
I-V Current-voltage
LSV Lateral spin-valve
MOSFET Metal oxide semiconductor field effect transistor
MRAM Magnetic random access memory
MTJ Magnetic tunnel junction
MUD Measurement unit device
NLSV Non-local spin-valve geometry
NM Non-magnetic
NPGS Nanometer pattern generation system software
NPLC Number power line cycles
NVM Non-volatile memory
P Parallel
PC Personal computer
PDE Partial differential equation
PMMA Polymethyl methacrylate
RAM Random access memory
rms Root mean square
RT Room temperature
S/N ratio Signal to noise ratio
SCPI Standard commands for programmable instruments
SEM Scanning electron microscope
SHE Spin Hall effect
Spin FET Spin-polarised field effect transistor
SRAM Static random access memory
130
SSE Spin Seebeck effect
STT Spin transfer torque
TMR Tunnelling magnetoresistance
UV Ultraviolet
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