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0.1 Preface
Before we lift off, I would like to grasp the occasion to say thanks to some
people who have drawn my attention towards this subject. In the first
place, this work would never have been accomplished without my promotor
for many reasons; the most important one being his attitude to let me ex-
plore this fascinating subject by myself while bearing in mind the penalty
that it might actually never get finished. No less important was his classical
relativist’s scepticism which has served this work well in a twofold way: from
one side it challenged me to prove to him that what I had done really was
the good way to approach the subject and on the other hand it forced me
to construct my work with a rigour which is not entirely mine. Also, his
willingness to get me into contact with specialists in a field which was not
entirely his own was of no lesser importance. I guess my agitating personal-
ity certainly has cost him some grey hairs, but I think it is safe to say that
we also had some great deal of fun together. Thank you Norbert and I hope
to hear of you later again.
I am also indebted to Rafael Sorkin and Luca Bombelli, whose warm re-
ception in Syracuse and Mississippi contributed a great deal to my under-
standing of the subject. These visits in 2002 and 2003 were periods in which
I could present my own work and learn a lot about theirs, which was the
really interesting stuff. I could learn and discuss physics first-hand in the
coffeeshop, during the walk home, at the evening supper and sometimes even
at 2 am. Thanks Luca and Rafael.
The next person who has had his own input into this work is my copromotor
Frans Cantrijn. The most surprising thing for me was that Frans actually
never kicked me out of his office or told me to stop phoning him when I
was asking his advice or when I wanted to talk to somebody about some
(crazy) ideas. Frans has always been prepared to listen with patience and to
comment very carefully. Frans, thanks again for all the nice conversations
we had.
Also, I would like to thank Fay Dowker and Renate Loll for the short but
pleasant visits in London and Utrecht.
Last but not least there is my wife Monika, my family in Herentals and my
friends and collegues Willy Arts, Theodore Kolokolnikov, Luc Hoegaerts,
Lode Wylleman, Soeren Krausshar and Benny Malengier who have made
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my life pleasant during the sometimes frustrating work. Also, I express my
gratitude to the head of the department, Roger Van Keer, for the interest
shown in my work. Thanks to all of them and kisses to Monika.
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0.2 Introduction
The problem, which I shall discuss in this thesis, can be situated in the area
of mathematical physics. It has to do with a theoretical challenge which
I find extremely fascinating: the merging of general relativity (GR) with
quantum mechanics. The latter is a theory which is defined on a back-
ground, i.e., a differentiable manifold with a slicing necessary to produce a
differentiable time function. The challenge is how to define the background
quantum? What are the “quanta” that build the geometry of spacetime,
which looks like a manifold with a Lorentzian tensor on scales larger than
the Planck scale? If one formulates the question of quantum general rela-
tivity like this, then it is de facto necessary to reformulate quantum theory
from the start. As usual, most approaches to the problem are far more con-
servative than that.
Some fifteen years ago, some conjectures about the background quantum
were made by R. Sorkin. The one which I believe to be the best candidate,
is the “causal set” approach. This thesis is not about causal sets in the
first place, neither about the quantum dynamics causal sets have to obey.
However, this work deals with the kinematics of (quantum) gravity, i.e., we
study the space of “generalised spacetimes” which might occur in a path
integral formulation of quantum gravity. As is by now common wisdom in
the quantum gravity community, summing over classical spacetimes with
isometric initial and final data surfaces just won’t work 1 and therefore it is
necessary to consider more general structures.
The first chapter of this thesis is an attempt to provide a good introduc-
tion to general relativity and might even be interesting for the specialist.
Throughout this chapter, the representation of the diffeomorphism group is
highlighted and the discussion is focused around this topic.
In the second chapter, I present some rather technical properties of the dif-
feomorphism group which I needed for my first paper [50]. It may seem to
be paradoxical to include this paper only in an appendix and not in the main
body of this thesis. The reason for doing so is that the theory presented
there is not as elegant as the Gromov Hausdorff one which I developed af-
terwards and moreover, the obtained results are still incomplete. However,
I believe this chapter is a must for everyone working in the field: the mate-
1See Donaldson [15].
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rial presented has immediate value for any quantisation program aiming at
representing the Lie algebra of the diffeomorphism group as essentially self
adjoint operators on some Hilbert space and regrettably these results are
not as well known as they should be.
The third and fourth chapter of this thesis deal with Lorentzian Gromov
Hausdorff theory. Like the well known Gromov Hausdorff theory, this the-
ory is formulated for spaces M equipped with a Lorentz distance d which
satisfies the following properties:
• d(p, p) = 0 for all p ∈ M,
• d(p, q) > 0 implies d(q, p) = 0 (antisymmetry),
• if d(p, r)d(r, q) > 0 then d(p, q) ≥ d(p, r) + d(r, q) (reverse triangle
inequality).
Hence, a Lorentz distance defines a partial order, and order is something
foreign to metrics! Moreover, the spheres of fixed radius are hyperbolae
and hence not a priori compact in a non compact spacetime. The reader
might guess that these properties make the Lorentzian convergence theory
look very different from its metric counterpart although there are also many
similarities.
The most important object occuring in chapter 3 is the so called strong
metric D which is defined as
D(p, q) = sup
r∈M
|d(p, r) + d(r, p) − d(r, q) − d(q, r)|
and a Lorentz space is a set M with a Lorentz distance d defined on it
such that (M,D) is a compact metric space. In the same chapter, I also
construct a metric dGH as well as a stronger uniformity (GGH) on the space
of all Lorentzian interpolating spacetimes. Also, a suitable limit space is
constructed by using the strong metric D. At the end of this chapter, some
quantitative control mechanisms on convergence are introduced and they
turn out to be very important as illustrated by many results in chapter 4.
In the latter, I repeat the definition of a Lorentz space and it will be shown
that dGH as well as GGH have natural extensions as metric and quantita-
tive Hausdorff uniformity respectively on the moduli space LS of all Lorentz
spaces. (LS, GGH) is then investigated in some detail: for example a study
of causality on Lorentz spaces is initiated (on which only the chronology
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relation is given) and properties like path metricity of d are proven to be
stable under convergence assuming the validity of some of the control mech-
anisms mentioned before. Also, some criteria for precompactness of a subset
in LS are investigated and these could be seen as metric conditions which
imply that the geometry of the respective (equivalence classes of) Lorentz
spaces is “bounded” in some sense. In my opinion, it would be desirable
to develop general algorithms which construct classes of discrete Lorentz
spaces of “bounded geometry” if possible. The reason for this claim is that
there are probably too many generic causal sets and restriction to a subset
of bounded geometry would seriously improve one’s chances to construct a
finite quantum dynamics. Hence, this last section of chapter 4 might have
much more importance than it appears to have by its rather formal pre-
sentation. All these results have been published in three further papers in
Classical and Quantum Gravity [53, 59, 60].
I end this introduction by making a small comment about terminology. In
the literature, one does not really make the distinction between a Lorentzian
manifold (M, g) and a spacetime which could be defined as an equivalence
class under active diffeomorphisms of the former. I shall follow this conven-
tion when we are talking about “spacetime” and it should be clear from the
context which interpretation is meant.
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0.3 Explanatory list of symbols
The list has to be understood as “symbol(s) - short expla-
nation(s) - references - x” where the optional x takes the
values B,C, . . . For example
J + - Future null infinity in an asymptotically flat or weakly
asymptotically simple and empty spacetime - [26] p.276,
[8] p.222 - B
means that J + is shortly explained in appendix B and that
a full treatment can be found in Hawking and Ellis and the
book of Wald. If there is no option available it simply means
that the reader has to look it up in the literature.
• U ,V - Sets and in particular convex normal neighbourhoods - [8]
p.34, [7] p. 127
• M,M˜ - 4 dimensional spacetimes
• g, g˜, h - Lorentz metrics
• |g| = −det(gαβ)
• ∇ - Levi Civita connection of a model (M, g) - [8] p. 30, [26] p.
30, [28] p. 209, [7] p. 130
• Σ - 3 dimensional (spacelike) hypersurface - [8] p. 44
• γab - Riemannian metric on a 3 dimensional manifold, first funda-
mental form on a spacelike hypersurface Σ - [8] p. 45
• D - Levi Civita connection of a 3 dimensional model (Σ, γab) - [8]
p. 47, [26] p. 257, [27] p. 33, [7] p. 275
• Kab - Second fundamental form (intrinsic curvature) of a spacelike
hypersurface Σ - [8] p.45, [26] p. 230
• I+(U), I−(U) - Chronological future, past of a set U - [8] p. 182;
[7] p. 354 , [26] p. 190
• J+(U), J−(U) - Causal future, past of a set U - [8] p. 183, [26] p.
190, [7] p. 359
• E+(U), E−(U) - Future, past horismos of a set U - [8] p. 184, [7]
p. 403
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• D+(U),D−(U),D(U) - Future, past and full Cauchy developments
of a set U - [8] p. 201, [26] p. 200, [7] p. 376
• I±V , J±V , E±V ,D±V ,DV - Have the same meaning as before but now one
has to restrict the spacetime to V ⊂M
• Cr,α α = + or ∅ - Class of r times differentiable real valued func-
tions on M with r’th derivatives which are continuous if α = ∅ or
Lipschitz if α = +.
• A(p, q) p, q ∈ M - The Alexandrov set corresponding to the points
p, q, A(p, q) = J+(p) ∩ J−(q)
• C(p, q) - The set of all causal curves with initial end point p and final
endpoint q - [8] p. 208, [26] p. 206
• Diff(M) - The group of (C∞) diffeomorphisms on a manifold M.
• LDiff(M) - The Lie algebra of Diff(M).
• Diff0M - The principal component of Diff(M).
Chapter 1
Classical general relativity
I discuss the theory of relativity from three different perspec-
tives. I start off with the Lagrangian formulation, then pass
to the Hamiltonian one and finish with the less known and
quite old metric formulation of Synge. It is the last formula-
tion which serves as motivation for the kinematical point of
view taken in this thesis.
1.1 The Lagrangian formulation
General relativity, as found in most textbooks, starts from the assumption
that all geometrical data are encoded in the pair (M, g), whereM is a con-
nected, four dimensional, Hausdorff C∞ manifold carrying a Cr,α Lorentz
metric g. It is obvious that in order to obtain an evolution equation for
the “gravitational field”, one needs a notion of derivative. The covariant
derivative ∇ must somehow (i.e. by some covariant recipe) be uniquely de-
termined by the geometrical data. One takes ∇ to be the unique torsion
free connection which makes the metric g covariantly constant, i.e. such
that ∇αgβγ = 0. ∇ is well known as the Levi Civita connection. Given two
pairs (M, g) and (M˜, g˜), we say that (M˜, g˜) is an Cr,α extension of (M, g)
if there exists a Cr,α imbedding µ :M→ M˜, such that µ∗g = g˜ on µ(M) -
such a µ is also called a Cr,α diffeomorphism. A model (M, g) is called Cr,α
inextensible if (M, g) has no Cr,α extension. The relation “is an extension
of” is a partial order relation and since every ordered sequence of models
((Mν , gν))ν∈I , where I is an ordered net, has an upper bound by taking
the directed limit of the (Mν , gν), one can conclude by Zorn’s lemma that
every Cr,α model has an inextendible Cr,α extension (which is highly non
9
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unique). In this thesis, as far as manifolds are concerned, we shall deal with
C2 extendible tuples (M, g) with boundary, athough, as mentioned in [8],
it is sufficient to consider C1,+ models in order for the field equations to be
defined in a distributional sense and still guarantee the local existence and
uniqueness of geodesics.
In physics we want to speak about the direction of time and therefore we shall
always assume that spacetime is time orientable, i.e., there exists a nowhere
vanishing smooth timelike vectorfield kα onM. As pointed out in [8] a non
orientable model (M, g) always admits a connected, time orientable, double
covering space (M˜, g) constructed by doubling the points where an orienta-
tion cannot be consistently defined [8] (p. 181). Since the direction of time
can be perceived by us through observation of the time irreversible dynam-
ics of collective phenomena as predicted by statistical (quantum) mechanics,
one would prefer the orientation to coincide with a thermodynamic arrow of
time. Suppose one has a local foliation (in any convex normal neighborhood
U) of spacelike hypersurfaces Σt where gαβ
(
∂
∂t
)α
kβ < 0,
(
∂
∂t
)α( ∂
∂t
)
α
= −1
and 0 ≤ t ≤ ǫ, then the previous statement says that for any evolving
isolated, thermodynamic system ∆t ⊂ Σt, one has that δStδt ≥ 0, i.e., the
entropy St increases in time with respect to a congruence of observers mov-
ing on the integral curves of the vectorfield
(
∂
∂t
)α
. It is clear that, locally,
a thermodynamic arrow of time always exists but it is however not obvious
that it can be continuously defined everywhere. Moreover, the relationship
between such arrow of time and for example the arrow defined by the ex-
pansion of the universe is obscure. We shall therefore drop the condition
that entropy should be increasing with respect to the direction kα and in
fact, this assumption will play no role in the sequel.
Now we come to a very delicate point which even puzzled Einstein for quite
some time. Two time oriented models (M, g) and (M˜, g˜) are equivalent iff
they are diffeomorphic. An equivalence class of models is considered to be a
single physical model, i.e., two diffeomorphic models are regarded as physi-
cally equivalent. This means that one can identify observers 1, 2 with world
lines γ1 respectively γ2 in models (M1, g1) respectively (M2, g2), and phyical
measurements Ψ1
α1...αk
phy β1...βl
, Ψ2
α1...αk
phy β1...βl
made by these observers if and
only if there exists a diffeomorphism ψ :M1 →M2 such that ψ ◦ γ1 = γ2,
ψ∗g1 = g2 and ψ∗(Ψ1α1...αkphy β1...βl) = Ψ2
α1...αk
phy β1...βl
. It will become clear later
that this point of view constitutes the main problem in quantizing the the-
ory of general relativity. Einstein came first to part of this conclusion by his
famous “hole argument”. Imagine a spacetime M with an open set U ⊂M
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on which the energy momentum tensor Tαβ vanishes identically. Let ψ be
a diffeomorphism which differs only from the identity on (a subset of) U
and let g be a solution of the Einstein equations. Then ψ∗g is a solution of
the same equations so he concluded that g and ψ∗g, which can be identified
by an active shift, have to represent the same physical metric. The above
principle, which one calls “general covariance”, leads a vast majority of sci-
entists to the conclusion that points have no physical significance in general
relativity. However, as Komar and Bergmann argued, there is a way to as-
sign physical1 coordinates to points of a generic spacetime. For example,
in a vacuum spacetime such coordinates exist only if it is a Petrov type I
solution (four different eigenvalues of the Weyl tensor). It is clear that both
approaches are very different from each other in the sense that the former is
an exclusively kinematical statement while the latter has a dynamical aspect
since the form of matter and the intial data present determine, through the
Einstein equations, the Bergmann Komar coordinates. The debate between
both sides is still alive today and it is almost impossible to pick one side on
grounds that are limited to the classical theory itself. In the more general
framework of discrete “spacetimes”, the first principle has an obvious gen-
eralisation while the latter has not. Therefore, in this thesis, we shall adopt
the convention that points in a “spacetime” have no physical meaning. No-
tice also that both approaches make a physical statement about a Lorentz
manifold (M, g) while some people attach a physical interpretation to the
points of the manifold themselves without any recourse to the metric tensor
field. This last attitude is in my opinion unacceptable since it conflicts with
the spirit of general relativity and brings us back to the Newtonian point of
view.
We now study some of the topological implications the existence of a Lorentz
metric might have. The existence of a Lorentz metric restricts the topol-
ogy of the underlying manifold in some cases. A classical result proven by
Steenrod says that an even dimensional, compact manifold without boundary
carrying a Lorentz metric must have Euler number χ zero ( [33] p. 207). In
four dimensions, this implies that, since,
χ(M) =
4∑
n=0
(−1)nBn
and Bn = B4−n for 0 ≤ n ≤ 2 :
2B0 − 2B1 +B2 = 0.
1Scalars constructed from the metric.
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Hence, B1 > 0, which means that the manifold is not simply connected
2.
However, this result is not of interest to us since as mentioned before, we
are interested in Lorentz manifolds with boundary which can be simply con-
nected. Let S1 and S2 be n−1 dimensional manifolds, possibly with bound-
ary. A connected, n dimensional manifoldM with boundary is called inter-
polating between S1 and S2 if there exists a further n−1 dimensional(possibly
empty) manifold T such that ∂M = S1 ∪ S2 ∪ T . If T is not empty, then it
is required that T ∩Si = ∂Si (i = 1, 2), ∂S1 and ∂S2 are diffeomorphic, and
T ≡ ∂S1 × [0, 1]. M is an interpolating spacetime iff there exists a smooth
Lorentz metric on M such that S1 and S2 are spacelike and T is timelike
or empty. If S1 and S2 are closed (compact and without boundary), then a
compact interpolating manifold M is called a cobordism and S1 and S2 are
cobordant (mind: T = ∅). Let M be an interpolating cobordism between
S1 and S2, then the following results are of interest. If n is even, then M is
an interpolating spacetime iff χ(M) = 0. In case n is odd, M is an inter-
polating spacetime iff χ(S1) = χ(S2). Using surgery methods, one obtains
that for n > 2 even, there exists always an interpolating spacetime between
any S1 and S2 if there exists an interpolating cobordism between them3. For
n odd, such interpolating spacetime exists only iff χ(S1) = χ(S2) given the
existence of an interpolating cobordism4. More details can be found in [43]
and references therein. We shall come back in more detail to the kinematical
aspects of general relativity later on.
Now we turn to the conditions the equations governing the matter fields
must satisfy. First of all, one has the requirement that for every convex
normal neighborhood U , a “signal” in U can be sent between two points p
and q if and only if p and q can be joined by a causal curve lying entirely
in U . Stated in a more mathematical language the local causality require-
ment says that a physical field Ψα1...αkphy β1...βl must satisfy the condition that
for any convex normal neighborhood U and spacelike hypersurface Σ ⊂ U
and for any V ⊂ D+(Σ) ∩ U one has that the value of Ψα1...αkphy β1...βl on V is
uniquely determined by the values of the field and its derivatives up to some
finite order (usually first order) on J−U (V) ∩ Σ. Moreover the field on V is
not uniquely defined by some initial data on any retract of J−U (V)∩Σ. One
could introduce a stronger notion of causality by not demanding that the
2Bi are the Betti numbers, namely the dimension of the i’th cohomology group.
3This is always the case for n = 4, 7.
4This is always true for n = 3, 7. The general condition is that the Stiefel-Whitney
numbers must be the same, and if orientation is important, then the Pontryagin numbers
must be the same too.
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hypersurface Σ be a part of a convex normal neighborhood: it is usually this
form of causality which shows up in theorems about the Cauchy problem in
general relativity [26], [8], [29] but it is too strong for our purposes since
the unique solution of the Cauchy problem, given suitable initial data, is al-
ways a globally hyperbolic space-time. As argued in [8], the local causality
postulate enables one to determine the null cone Np for each point p and
hence one can measure the metric up to a conformal factor.
The second postulate states that locally energy and momentum are con-
served. One expresses this postulate in terms of the symmetric energy mo-
mentum tensor Tαβ as follows:
• Tαβ vanishes on an open set V if and only if all matter fields vanish
on V. This implies that all fields must have positive energy [8]. One
could reject this restriction and allow for two matter fields (at least
one with negative energy) to exist whose energy momentum tensors
cancel each other exactly on V. An argument why one does not allow
for negative energies to occur is given later on.
• Tαβ satisfies the equation
∇αTαβ = 0 (1.1)
The second condition is mainly inspired by the results valid in Minkowski
space time. Minkowski space time is maximally symmetric with 4 “trans-
lation” Killing vectorfields Lα (generators of momentum) and 6 “proper
Lorentz” Killing vectorfields Mαβ (generators of angular momentum) de-
fined by:
• Lα = ∂∂xα
• Mαβ = eαxα ∂∂xβ − eβxβ ∂∂xα (no summation)
where e4 = −1 and ea = 1 otherwhise. If one interprets Pα = TαβLβ
as the flux of four momentum in the direction ∂∂xα and P
α
β = T
αγMγβ as
the flux of angular momentum then classical results in Minkowski space
say that these currents are conserved in the sense that the integral of the
flux over the boundary ∂D of any compact orientable region D must van-
ish. By Gauss’ theorem one has then ∇αPα = ∇αPαβ = 0 everywhere.
Using the Killing equation and the symmetry of Tαβ one obtains that
(∇αTαβ)Lβ = (∇αTαβ)Mβγ = 0 which implies that, since all the 10 Killing
vectors vectors are lineary independent and ∇αTαβ has exactly 4 indepen-
dent components, ∇αTαβ = 0 (in principle it would be sufficient to have four
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independent Killing fields which produce conserved currents to deduce that
∇αTαβ = 0). This equation generalizes by the minimal coupling principle
from Minkowski space to a general space time as (1.1). As further explained
in [8], ∇αTαβ = 0 implies that locally one has an almost conservation of
energy, momentum and angular momentum. Using this, one can show that
small isolated bodies move approximately on timelike geodesics independent
of their internal constitution provided that the energy density of matter is
non-negative [30], [31]. As a consequence, the second postulate enables
one to measure the conformal factor up to a constant multiplying factor.
Now, we come to the field equations for the metric tensor. Einstein
proposed an equation which couples matter and geometry:
Gαβ = Rαβ − 1
2
gαβR+ Λgαβ = 8πTαβ
where, Gαβ is the Einstein tensor, Rαβ is the Ricci tensor, R = Rαβg
αβ is
the Ricci scalar and Λ is the cosmological constant. It has been proven that
the Einstein tensor is the unique tensor, in four dimensions, which satisfies
∇αGαβ = 0 and contains only derivatives up to order 2 of the metric gαβ [71].
One can show that the field equations reduce in the Newtonian limit and
with respect to stationary observers moving on Killing integral curves with
an affine parameter close to the Killing parameter, to the Poisson equation
∇2φ = 4πρ, where φ is the (Newtonian) gravitational potential and ρ is the
matter density as measured by such observers [61]. A short, but beautiful
“deduction” of the Einstein field equations, starting from the assumption
that the Newtonian limit has to produce the Poisson equation, can be found
in [8]. One can also construct a Lagrangian formulation of general rela-
tivity by demanding that the energy momentum tensor be derivable from a
Lagrangian density LM . Let LM be some scalar (functionally) differentiable
function of a finite set of physical fields Ψ
α1...αki
i β1...βli
and the first order deriva-
tives ∇γΨα1...αkii β1...βli and the metric gαβ . Denote by D a orientable compact,
four dimensional region of M and let I(D) = ∫D LM√|g|d4x be the action
corresponding with LM on D. Extremizing this action by perturbing the
matter fields Ψ
α1...αki
i β1...βli
→ Ψα1...αkii β1...βli + ∆Ψ
α1...αki
i β1...βli
and demanding that
∆Ψ
α1...αki
i β1...βli
vanishes on ∂D, yields by using Gauss’ integration formula the
well known Euler Lagrange equations:
∇γ
 ∂LM
∂∇γΨα1...αkii β1...βli
− ∂LM
∂Ψ
α1...αki
i β1...βli
= 0.
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Variation of I(D) with respect to the metric gαβ yields, after some mani-
pulation, the result:
∆I(D) = 1
2
∫
D
Tαβ∆gαβ
√
|g|d4x
where Tαβ is to be interpreted as the energy momentum tensor. The con-
servation equations of the energy momentum tensor follow from the diffeo-
morphism invariance of the integral for fields satisfying the Euler Lagrange
equations. More precisely, let ψ be a diffeomorphism which differs from the
identity only in the interior of D, then one has:
I(D) =
∫
D
LM
√
|g|d4x =
∫
ψ(D)
LM
√
|g|d4x =
∫
D
ψ∗(LM
√
|g|d4x).
Hence if a vectorfield X generates a one parametergroup of diffeomorphisms
then one has ∫
D
LX(LM
√
|g|d4x) = 0
from which one can easily deduce that ∇αTαβ has to be zero. Now one still
needs an action for which the Euler Lagrange equations under variation of
the metric, deliver the Einstein tensor. It is well known that the correspon-
ding Lagrangian density can be written as 116π (R− 2Λ). This results in the
Einstein Hilbert action:
I(D) =
∫
D
(
1
16π
(R− 2Λ) + LM
)√
|g|d4x .
Let me stress that ∇αTαβ = 0 because ∇αGαβ = 0. One can show that for
any D the action I(D) with LM = 0 is unbounded as a function of g which
is easily seen by transforming g with a constant conformal factor. This is
important for Euclidian quantum gravity, since if the Euclidian action is not
positive semidefinite then it is unbounded from below which makes the path
integral ill defined. The Einstein-Hilbert action needs a boundary term, if
there is a boundary [26].
1.2 The Hamiltonian formulation
I shall present the canonical theory in the old ADM variables. The reason
why I do not present the connection representation, which is more suitable
for quantisation, is that the latter topic is not of interest in this thesis. It
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is merely my intention to present the classical algebra and to discuss the
“principle” of canonical quantisation applied to general relativity, instead of
pointing out the technical benefits of the Ashtekhar variables which would
not bring any improvement to this discussion. The presentation shall be
based upon the old papers of Kucharˇ and Isham ([62] and [63]). To the best
knowledge of the author, these 1984 papers are the first and last ones that
dealt with the subject of the representation of the Lie algebra of the diffeo-
morphism group in the canonical formulation of gravity. Recently however,
the implementation of the diffeomorphism group in a kind of combination
of the covariant and canonical approach to classical relativity was studied
by Savvidou in [64] and [65]. It shall be made clear to the reader that,
even at the classical level, the representation of the diffeomorphism group
in the canonical framework is very unsatisfactory, although the dynamical
character of that representation is a bonus over the purely kinematical (and
thus theory independent) approach followed in the rest of this thesis.
The Hamiltonian formulation of gravity starts from a globally hyperbolic
spacetime with a fixed foliation. Let ψ : Σ × R →M be a diffeomorphism
which describes the foliation and denote by nµ the unit normal vectorfield to
the surfaces ψ (Σ× {t}). By the Frobenius theorem there exist C∞-functions
h and f such that nµ = hf,µ locally. The vectorfield with components
T µ =
∂ψµ(x, t)
∂t
= N(ψ(x, t))nµ +Nµ(ψ(x, t))
determines timelike integral curves which one can think of as world lines of
observers. The positive function N is called the “lapse” and the vectorfield
Nµ is the shift vectorfield, which satisfies Nµgµνn
ν = 0 everywhere. The
configuration space is formed by the first fundamental form (or just the
induced Riemannian metric)
γµν = gµν + nµnν.
The second fundamental form (or shape operator) is defined by
Kµν = γ
α
µγ
β
ν∇αnβ.
In the last equation, all indices are raised or lowered by means of the metric
gµν . It is easy to derive that the extrinsic shape operator is symmetric.
Also, Arnowitt, Deser and Misner showed that the n+1 dimensional vacuum
Einstein Hilbert action can be cast in the form:
I
[
γab, γ˙
ab, N,Na
]
=
∫
R
dt
∫
Σ
dnx
√
det(γ)N
[
Rn +KabK
ab −K2
]
,
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where Rn is the Ricci scalar associated to γab. Note that when n = 1, then
I vanishes identically. The canonical momentum is computed to be
πab =
∂I
∂γ˙ab
=
√
det(γ)
[
Kab − γabK
]
Notice that the conjugate momentum πab is a smooth contravariant (2, 0)
tensor density with weight5 1. Defining the densities,
• Ha = −2Dbπba, the so called spatial diffeomorphism constraint,
• H = −√det(γ)Rn + 1√
det(γ)
[
πabπ
ab − 1n−1π2
]
, the Hamiltonian con-
straint,
where D is the covariant derivative for the metric γab and π
2 = πabπab, we
are able to cast the action in the following form
I
[
γab, π
ab, N,Na
]
=
∫
R
dt
∫
Σ
dnx
(
πabγ˙ab −NH −NaHa
)
.
Since one can vary the lapse and shift “rather” independently6 of γab and
πab one arrives at the constraint equations
H = Ha = 0
The Hamiltonian H(N,Na) equals
H(N,Na) = H(N) +H(Na) =
∫
Σ
dnxN(x)H(x) +
∫
Σ
dnxNa(x)Ha(x)
and the (unprojected) constraints satisfy the Dirac algebra
{H(M,Ma),H(N,Na)} = H(MaN,a−NaM,a, [M c, N c]a+γab(MN,b−NM,b)).
The question around 1980 was how diffeomorphism invariance was imple-
mented in the Dirac algebra. Clearly, the mapping Na → H(Na) is an
5A quantity T a1...akb1...bl is a tensor density of weight m iff it transforms under x
a → x˜a as
T˜ a1...akb1...bl = det
(
∂x˜a
∂xb
)−m
∂x˜a1
∂xc1
. . .
∂x˜ak
∂xck
∂xd1
∂x˜b1
. . .
∂xdl
∂x˜bl
T c1...ckd1...dl .
6One needs that N2 −NaγabN
b > 0. I should note that this restriction is not strictly
necessary from the mathematical point of view and it is not used by Kucharˇ and Isham.
I add it however since otherwise the canonical formalism wouldn’t make much physical
sense to me.
18 CHAPTER 1. CLASSICAL GENERAL RELATIVITY
antihomomorphism7 from LDiff(Σ) to the Poisson bracket algebra on the
space of functionals on the phase space (γab, π
ab). However, the appear-
ance of γab in the above formula shows that the representation cannot be
extended to LDiff(M). The solution Kucharˇ and Isham provided to this
problem is to make the embedding dynamical and as such extend the con-
figuration space (with respect to some gauge fixed one parameter family of
embeddings).
Denote (as in [63]) by Y : Σ×R→M the fixed foliation (gauge) and define
σ :M→ Σ and τ :M→ R by Y −1(p) = (σ(p), τ(p)). Define EmbY (Σ,M)
as the set of all embeddings X : Σ → M which can be continuously de-
formed into one of the leaves Yt by transporting the points of X(Σ) over
the curves of the congruence {Yx|x ∈ Σ}. We shall take as configuration
space8 EmbY (Σ,M)×RiemΣ, where (X, γ) determines a spacetime metric
g through the following conditions defined by Y :
• g−1(dτ, dτ) = −1
• g−1(dτ, σ∗(ρ)) = 0 for all ρ ∈ T∗Σ
• gX(x)(X∗v(x),X∗w(x)) = γx(v(x), w(x)) for all vector fields v,w ∈
T ∗Σ
which are equivalent to
• gY (x,t)(Y˙x(t), Y˙x(t)) = −1
• gY (x,t)(Y˙x(t), Yt ∗V (x, t)) = 0 for all V (x, t) ∈ T ∗(Σ× {t})
• gX(x)(X∗v(x),X∗w(x)) = γx(v(x), w(x)) for all vector fields v,w ∈
T ∗Σ.
Explicitly,
gαβ(X(x)) = γcd(x)σ˜
−1 c
,a (x)σ˜
−1 d
,b (x)σ
a
,α(X(x))σ
b
,β(X(x)) +
τ˜,c(x)σ˜
−1 c
,a (x)τ˜,d(x)σ˜
−1 d
,b (x)σ
a
,α(X(x))σ
b
,β(X(x)) −
τ,α(X(x))τ,β(X(x))
where σ˜ = σ ◦ X belongs to Diff(Σ) and τ˜ = τ ◦ X is an element of
C∞(Σ,R). The second formulation of the gauge conditions shows that we
7By choice of the Lie bracket on the Lie algebra LDiff(Σ) of Diff(Σ).
8RiemΣ is the vector space of all Riemannian metric tensors on Σ.
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also have to make sure that X(Σ) is nowhere tangent to Y˙x(t) since then
γab is not positive definite and we do not allow signature changes. It is
important to notice that due to the specific form of the gauge conditions
gαβ is a functional of the embedding X and the first fundamental form
γab and not of its conjugate momentum. On the other hand, it should be
noted that a globally hyperbolic metric g can, in general, only be cast into
the above form by action of an (active) diffeomorphism ψ ∈ Diff0(M)
in a neighbourhood of the compact time slab Yt. Define the Lie group G of
spacetime diffeomorphisms ψ = Y ◦α◦Y −1 where α ∈ Diff(Σ×R) is of the
form α(x, t) = (β(x), f(x, t)) with β(x) ∈ Diff(Σ) and f(x, ·) ∈ Diff(R).
Then it is easy to see that a diffeomorphism ψ defines a transformation on
EmbY (Σ,M) by left multiplication iff ψ ∈ G. The previous considerations
lead us to the following important conclusions:
• for any vectorfield X ∈ T ∗M, we have that the flow map of X (inter-
preted as an element of T ∗EmbY (Σ,M)) is well defined on EmbY (Σ,M)
for sufficiently small times iff X generates a one parametergroup of dif-
feomorphisms in G.
• the action of the Lie algebra of Diff(M) is not the active one because
of the gauge fixing.
The rest of this section is devoted to showing how the action of LDiff(M)
can be implemented on the extended phase space with canonical coordi-
nates (Xα, Pα, γab, π
ab). For this purpose, Kucharˇ and Isham continue by
constructing a new action principle which is dynamically equivalent to the
Einstein Hilbert action on (Xα, Pα, γab, π
ab). From the ADM action, one
computes that the conjugate momenta Pα of the embedding variables X
α
equal
Pα(x) = H(x)nα(x)−Ha(x)X ,aα (x)
This leads to the constraints
Πα := Pα −Hnα +HaX ,aα = 0
By introducing the Lagrange multipliers9 Nα, we obtain a Lagrangian
I
[
Xα, Pα, γab, π
ab, Nα
]
=
∫
R
dt
∫
Σ
dnx(PαX˙
α + πabγ˙ab −NαΠα)
9It must be obvious to the reader why we use our old notation of the lapse and shift
here.
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The main algebraic result is that the projected quantities Π = nαΠα, Πa =
Xα,aΠα satisfy the Dirac algebra and that the Poisson brackets between the
unprojected constraints vanish strongly10, i.e.,{
Πα(x),Πβ(x
′)
}
= 0.
Using this, one can show that the following mapping Π
Π(V ) :=
∫
σ
dnxV α(x)Πα(x)
from LDiff(M) to the Poisson bracket algebra of C∞(T ∗EmbY (Σ,M) ×
T ∗RiemΣ,R) is in fact a homomorphism. Hence, the conclusion is that in
the canonical framework, LDiff(M) is faithfully represented, but “most”
vectorfields are not integrable on the extended phase space which implies
that Diff(M) is only “partially” realised.
We now turn to a brief discussion of the metric formulation of relativity by
J. L. Synge.
1.3 The World function formulation
In this section, I give the basic equations underlying the world function for-
mulation of relativity. It is not my intention to give a precise and complete
account of this subject, but rather this section is meant as a motivation
for the kinematical point of view which I take in the rest of this thesis.
In the previous section, I came to the conclusion that the canonical for-
mulation of a generally covariant theory (gravity in particular) does not
possess a representation of the spacetime diffeomorphism group. However,
the advantage of the canonical approach is that the dynamical variables
are encoded in the representation of LDiff(M) through the constraints.
But this should be taken with some care since this small victory carries
with itself a huge cost since the Dirac Hamiltonian is “pure” constraint
and hence there is no quantum evolution of the wave function of the uni-
verse11. Apart from this remark, some people doing canonical quantum
gravity think of diffeomorphism invariance as having a dynamical charac-
ter since the representation of LDiff(M) in the Poisson bracket algebra
on C∞(T ∗EmbY (Σ,M) × T ∗RiemΣ,R) has only a sensible interpretation
10That means identically. Poisson brackets vanish weakly if they are zero on the con-
straint surface.
11This is one of the so called problems of time.
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as an active shift of the intial data on the (theory dependent) constraint
surface. This does not make much sense to me since the “on shell charac-
ter of the representation” teaches me everything about the representation
itself and nothing about the principle of diffeomorphism invariance. At the
Lagrangian level, active diffeomorphism invariance clearly is a theory inde-
pendent property and one should not be surprised that imposing a gauge
“breaks” this symmetrygroup in the canonical framework. This, in my point
of view, implies that the canonical language does not do justice to generally
covariant theories and neither does the principle of canonical quantisation.
One could go one step further and ask for a formulation of general rela-
tivity in which active diffeomorphism invariance is clearly represented and
moreover, the main kinematical object does not depend on the differentiable
structure at all. The latter is important if one does not believe spacetime is
a differentiable manifold but, say, a discrete set12. Thanks to L. Bombelli, I
heard about the formulation of Synge which I shall describe now. The world
function Ωg :M×M→ R for a spacetime (M, g) is defined as follows:
Ωg(p, q) =
1
2
ǫL2g(p, q)
where ǫ = ±1 depending on whether p and q are spacelike or timelike sepa-
rated respectively13. Lg stands for the geodesic length between the points p
and q if it is defined14. To get a feeling for the definition and some properties
of it, I make a small study of 4 dimensional Minkowski spacetime (R4, η).
Obviously,
Ωη(x
µ, yν) =
1
2
(xα − yα)ηαβ(xβ − yβ).
We have the following formulas:
• ηαβ ∂Ωη(xµ,yν)∂xα ∂Ωη(x
µ,yν)
∂xβ
= 2Ωη(x
µ, yν) and the same formula is valid
when one derives to the yν coordinates.
12Arguments for discreteness will be given in the next section.
13As a matter of fact, I prefer to define the World function using the Lorentz distance
dg. The result that gαβ can be retrieved from coincidence limits of second partial or-
der derivatives of the World function then remains true, since knowledge of all metric
components in the timelike directions determines the entire metric tensor.
14Notice that this definition has huge global problems since then it is possible for two
points to be connected by many geodesics. In fact, timelike related points could even be
connected by an infinite number of spacelike geodesics. But we shall simply disregard
these problems in this section. Remark that in the absence of such problems Lg coincides
with dg for timelike related pairs.
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• limx→y Ωη(xµ, yν) = 0
• limx→y ∂Ωη(x
µ,yν)
∂xα = 0 and the same formula is valid when one derives
with respect to the yν coordinates.
• limx→y ∂
2Ωη(xµ,yν)
∂xα∂xβ
= ηαβ(y
ν)
It is easy to see from this example why the “Lorentzian geodesic energy
function” rather than the ordinary Lorentz distance is used, since derivatives
of the latter have bad coincidence properties. Assuming that Lg is well
defined and that g is of sufficiently high differentiability class, the above
properties remain true in the general case. It is important to notice that the
last coincidence limit in the general case is computed without knowledge of
the connection since:
gαβ(q) = lim
p→q∇pβ∂pαΩg(p, q)
= lim
p→q ∂pβ∂p
αΩg(p, q)−
(
lim
p→qΓ
µ
βα(p)
)(
lim
p→q ∂p
µΩg(p, q)
)
= lim
p→q ∂pβ∂p
αΩg(p, q)
All tensors of importance (Riemann curvature and Weyl tensor) can be writ-
ten in terms of coincidence limits of derivatives of the world function. In
particular the Einstein equations are fourth order partial differential equa-
tions of Ωg. For more details, the reader is referred to the beautiful classic
[66] and to the references therein. It is also important to know that to the
best knowledge of the author no set of intrinsic conditions on Ω is known
such that the coincidence limits of second partial derivatives exist and give
rise to a Lorentzian tensor. Again, I stress that this section is merely meant
as motivation for the further use of the observable dg as basic kinematic
variable in the rest of this thesis. In all fairness, I do not believe that the
dynamics for Ωg will give us any hint for classical dynamics of generalised
structures such as discrete Lorentz spaces. Classical dynamics on the subset
of causal sets has already been studied on basis of general physical principles
and we shall come back to this in the next section.
1.4 Quantum theory of gravity
After this rather personal birds eye view of classical relativity, I allow myself
in my young enthousiasm to contemplate a bit about possible directions for
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quantum gravity. The reader should be aware that this section is an out-
line of my contemporary laundry list which is more constructed by exclusion
guided by the utter wish not to break some generalised form of active diffeo-
morphism invariance at the “quantum level”, rather than by knowledge of a
mathematically worthy alternative for the contemporary state of canonical
quantum gravity. I think I explained very carefully what I think are the
shortcomings in the canonical program:
• no active spacetime diffeomorphism invariance
• a classical phase space which is a priori dependent on the gauge fixing
(choosing a particular class of observers)
• no representation of the spacetime diffeomorphism group (apart from
the subgroup G)
• no nontrivial evolution operators at the quantum level (since the Hamil-
tonian is pure constraint)
One also encounters a measurement problem of how to express observables
in a spacetime language since the knowledge of how to do so would require
one to be able to integrate the field equations from the initial data (in some
gauge).
I guess the basic question is whether spacetime is continuous or discrete.
There are many indications which speak for discreteness such as the di-
vergences in Quantum Field Theory which have to be “cured” by making
an ultraviolet cutoff (which implies breaking of Lorentz invariance), the
singularities in classical relativity and more recently the results emerging
from canonical quantum gravity concerning the discreteness of the spectra
of spacelike geometric operators like (geodesic) length, area and volume.
The main result here is that these operators have a positive smallest eigen-
value15. The reader can find a more extended expose´ in [67].
If spacetime really is discrete, what does this discrete substratum look like?
The answer R. Sorkin provides to this question is the causal set (P,≺) ap-
proach, where P is a finite or countable set, ≺ is a partial order relation
and p ≺ q should be interpreted as “p is in the past of q”. (P,≺) has a
natural interpretation as a measure space by simply counting the number
15As argued before, it is reasonable to expect that good results concerning the spacelike
sector emerge from canonical quantum gravity.
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of elements. For a relation between a causal set and a spacetime the reader
may consult [13] and references therein16. In the weakest sense, a growth
process of a causal set is a sequence (Pn,≺n)n∈N of causal sets such that
Pn+1 = Pn ∪ {pn+1}, p ≺n q iff p ≺n+1 q for all p, q ∈ Pn and there exists
no p ∈ Pn such that pn+1 ≺n+1 p. Classical dynamics of a causal set is
then defined as the labelled markovian growth process where the transition
probabilities have to satisfy the physical requirements of discrete general
covariance and Bell causality. Discrete general covariance is just labelling
invariance (the discrete analogue of coordinate invariance) and Bell causality
states that the transition probabilities P (Pn → Pn+1) only dependend upon
the past set of pn+1 in Pn. A full classification of these physical stochastic
growth dynamics has been given by D. Rideout in [69]. Denote by Ω˜ the
set of labelled, infinite causal sets which can be seen as the set of all growth
processes. Let a˜(n) be a labelled causal set with n + 1 elements. We de-
fine the cylinder set cyl(a˜(n)) as the set of all elements x˜ ∈ Ω˜ such that
x˜ coincides with a˜(n) on the first n + 1 elements. As usual, this type of
stochastic dynamics induces a measure on the set of cylinder sets which can
be uniquely extended to the regular17 σ-algebra R˜ generated by the cylinder
sets. Physical predicates then correspond to labelling invariant subsets of
R˜. Define the equivalence relation ∼ on Ω˜ by x˜ ∼ y˜ iff x˜ and y˜ are different
labellings of the same partial order. Let Ω =
{
[x˜]∼ |x˜ ∈ Ω˜
}
and R = R˜/∼,
then the question is how to provide a physical interpetation of the elements
of R. The stem sets st([a˜(n)]) = [cyl(a˜(n))] are the unlabelled versions of
the cylinder sets and have a direct physical meaning18. Let S ⊂ R be the
set of all stem sets. The main result in [70] states that the complement of
the σ-algebra R(S), generated by S in R, has measure zero for all physical
growth dynamics. So far, causal set theory has no quantum dynamics and
quantum measurement theory yet.
Let us now come back to some questions on the laundry list like: “is topol-
ogy, dimension fixed or dynamical?”. First of all, there is a philosophical
reason which forces us to choose the latter : why would a causal growth
process happen a priori on some fixed and God given four dimensional con-
tinuum which “affects without being affected”? My main motivation for
claiming that topology and dimension are dynamical, lies in the realisation
16In this thesis, we shall study Lorentz spaces and as the reader shall see in chapter
four, most causal sets have a natural interpretation as Lorentz space.
17Regular means that there exists a countable family of elements in R˜ which is separating
and generating.
18The physical meaning of st([a˜(n)]) is the probability that [a˜(n)] occurs.
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that two Lorentz spaces are approximately the same iff all measurements of
geodesic timelike distances can almost be identified. If this were not true
then measurements of timelike intervals (the only ones we make!) wouldn’t
make much sense, since small measurement errors could indeed jeopardize
our Weltanschaung seriously from a global point of view. I stress the word
“all” since it is easy to give examples of causally discontinuous spacetimes
where a small, local perturbation (w.r.t. some class of observers) of the
metric could have drastic global consequences. If one takes this to be the
main guideline, then properties like topology and dimension are highly un-
stable as could be expected a priori from a discrete theory. Hence, we
arrive at the conclusion that in a good kinematical framework one needs
some isometry19 invariant notion of comparison between discrete and con-
tinuum Lorentz spaces for the purpose of either taking a continuum limit
or constructing an active isometry invariant measure. This work is almost
entirely accomplished in this thesis.
19This is our generalized form of active diffeomorphism invariance.
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Chapter 2
Symmetry
One of the first things you do in a gauge theory is to study
the symmetry group of the model. There is a huge amount of
literature available on the diffeomorphism group of a differ-
entiable manifold. The intention of this chapter is to give an
outline of the results which I needed in my first paper. It is
unnecessary to say that such survey is quite technical and in-
complete. I opted for using a minimal but necessary amount
of functional analytic concepts, which unavoidably leads to a
presentation which is perhaps too compressed. Moreover, I
do not believe that a perfect knowledge of this subject (which
might take quite some time of study) is necessary in order
to understand the most important subtleties. Nevertheless, I
hope that the ambitious reader can find what he or she might
be looking for in the references listed below.
2.1 Functional analytic preliminaries.
The aim of this section is to give a quick introduction to some basic con-
cepts from functional analysis. The reader who wishes to gain a better un-
derstanding of the subject is reffered to [1] and [21] and references therein.
Definition 1 • A locally convex space E is a (real) vector space with
a Hausdorff topology which is generated by a family of seminorms. A
seminorm p : E → R is defined by the following properties: p(x) ≥ 0,
p(x+ y) ≤ p(x) + p(y) and p(λx) = |λ| p(x).
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• A subset A in a vector space is called absorbing iff ⋃r>0 rA is the whole
space.
• The Minkowski functional qA : x → inf {t > 0 : x ∈ tA} of a convex
absorbing set is a convex function.
• A set A in a vector space is called abolutely convex iff λx+µy ∈ A for
all x, y ∈ A and |λ|+ |µ| ≤ 1

It is clear that in a locally convex space 0 has a basis of neighorhoods
consisting of absolutely convex sets. Also, scalar multiplication and addition
are continuous by definition. Conversely, one can show that a vector space
with a Hausdorff topology having these previous properties is necessarily a
locally convex space, by proving that the Minkowski functionals associated
to the absolutely convex neighbourhoods of the zero vector generate the
topology. An important concept is the one of Fre´chet space:
Definition 2 A Fre´chet space is a complete, locally convex space with a
metrizable topology or, equivalently, with a countable basis of seminorms.
There is a natural way to construct Banach spaces out of locally convex
spaces by taking quotients. Let E be a locally convex vector space and
suppose U is a convex neighbourhood of 0. Denote by E˜U the completed
quotient of E with the Minkowski functional of U as norm and let PrU : E →
E˜U : x → [x]U be the natural projection1. Suppose that V ⊂ U and V,U
are convex neighbourhoods of 0, then qU(x) ≤ qV (x) for all x ∈ E. Hence
N(V ) ⊂ N(U) and there exists a natural linear projection of E˜V → E˜U
which, with a slight abuse of notation, can be written as PrU ◦ (PrV )−1. A
linear operator T : E → F between Banach spaces is called nuclear or trace
class iff T can be written in the form
T (x) =
∞∑
j=1
λjxj(x)yj
1The construction of this quotient goes a follows: N(U) = {x ∈ E : qU (x) = 0} is a
vector space and obviously E/N(U) is Hausdorff with respect to the Minkowski functional
qU .
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where xj ∈ E′, yj ∈ F with ‖xj‖ ≤ 1 and ‖yj‖ ≤ 1 and (λj)j ∈ ℓ1 2. The
trace3 of T is then defined as
Tr(T ) = inf
∞∑
j=1
|λj|
where the infimum is taken over all such representations. It is well known
that the topological dual of the compact operators K(H) on a separable
Hilbert space H equals the W ∗ algebra of the bounded operators B(H) on
H. Moreover, the topological dual of B(H) is the space of all trace class
operators.
Now we are in position to define a nuclear locally convex space:
Definition 3 A locally convex space E is nuclear if for any absolutely con-
vex neighbourhood U of 0, there exists another such neighbourhood V ⊂ U
such that the canonical projection PrU ◦ Pr−1V : E˜V → E˜U is trace class.
Before we start of with the real material, we still need to recall the notion of
projective limit and some stability result. In general, let J be a set directed
by a partial order relation ≤ and let (Ei)i∈J be a family of topological vector
spaces. The direct product space
∏
i∈J Ei is equipped with the coarsest
topology which makes all the projections πj :
∏
i∈J Ei → Ej continuous.
Assume further that we are given for any j ≤ k a continuous linear map
Tj,k : Ek → Ej such that
• Tj,j = IdEj , ∀j ∈ J
• Ti,k = Ti,j ◦ Tj,k if i ≤ j ≤ k
The object (Ej , Tj,k)(J,≤) is called a projective system and the subspace
F ⊂ ∏i∈J Ei of all sequences (xj)j∈J such that Tj,k(xk) = xj is called the
2E′ denotes the topological dual of E, i.e., E′ ⊂ E∗ is the subspace of continuous linear
functionals from E to R.
3One can however define the trace in a more familiar form by:
Tr(T ) = sup
S∈E⊗F ′
|Tr(TS)|
‖S‖
where the norm on E ⊗ F ′ is defined as
‖S‖ = inf
∑
i
‖si‖E ‖ti‖F ′
where the infimum is taken over all representations
∑
i si ⊗ ti of S.
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projective limit. The stability result we need is that the projective limit
of a projective system of nuclear Fre´chet spaces is a nuclear Fre´chet space
[17, 1, 3]. The advantage of working with Fre´chet spaces is that, as the
reader will see, some different notions of differentiability coincide.
2.2 The manifold structure of the diffeomorphism
group
We begin by putting a manifold structure on the space of smooth mappings
between two manifolds M and N in the case of compact M. After this we
will give the key modifications to noncompact M.
Theorem 1 Let M and N be ordinary C∞ manifolds with M compact.
Then C∞(M,N ) has the structure of a C∞c manifold. The local model at
f ∈ C∞(M,N ) is given by the nuclear Fre´chet space C∞f (M, T ∗N )
[20] First we recall when a map f is C∞c . Let E,F be locally convex Haus-
dorff linear spaces and let W ⊂ E be open, then f : W → F is C1c if and
only if there exists a mapping Df : E → L(E,F ) such that
lim
t→0
f(x+ tv)− f(x)
t
= Df(x)v, ∀v ∈ E, x ∈W, t ∈ R
exists, and the mapping W × E → F : (x, v) → Df(x)v is (jointly) con-
tinuous4. The set of all C1c mappings is a linear space. The space C
k
c is
defined recursively: a map f is Ckc if D
k−1f : W × Ek−1 → Lk(Ek, F )5 is
C1c . Finally
C∞c =
⋂
k≥1
Ckc
Now for Fre´chet spaces this concept of smoothness is equivalent to the fol-
lowing: a map f : W ⊂ E → F is smooth if and only if every C∞c curve
4It is easy to see that a C1c function is continuous by proving that in a complete locally
convex space the following formula makes sense [20]:
f(x+ v)− f(x) =
∫ 1
0
dsDf(x+ sv)v.
Hence
p(f(x+ v)− f(x)) ≤
∫ 1
0
ds p(Df(x+ sv)v)
for any seminorm p.
5Lk(Ek, F ) is the set of multilinear mappings from Ek to F .
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in W is mapped to a C∞c curve in F . Many results which we will state
now, can be generalized to a larger class of locally convex Hausdorff linear
spaces [18]. Let W ⊂ Rn, then the topology on C∞(W,F ), where F is a
normed linear space, is defined by the following countable family ρm,K of
seminorms. Let m ∈ N0, p = (p1, p2, . . . , pn) ∈ Nn and |p| =
∑n
i=1 pi, then
for any compact K ⊂W
ρm,K(f) = sup|p|≤m(supx∈K ‖ Dpf(x) ‖)
where
Dp =
∂|p|
∂xp11 ∂x
p2
2 . . . ∂x
pn
n
.
It is well known that this family of seminorms makes C∞(W,F ) into a
nuclear Fre´chet space [3, 1]. Now let M be any ordinary manifold and let
(U, φ) be a chart, then the map
φ∗ : C∞(U,F )→ C∞(φ(U), F ) : f → f ◦ φ−1
is a linear isomorphism and induces on C∞(U,F ) the structure of a nuclear
Fre´chet space. BecauseM is second countable there exists a countable cov-
ering of charts (Uk, φk) such that one can construct the following restriction
maps
C∞(M, F )→ C∞(Uk, F ) : f → f|Uk .
It then follows that
C∞(M, F ) = lim
k
C∞(Uk, F )
where this limit is a projective limit of nuclear Fre´chet spaces and, hence, it
is a nuclear Fre´chet space [17, 1, 3]. This topology is known as the Schwartz
topology. One can also introduce jet bundles in order to characterise the
Schwartz topology: for this the reader is referred to [20].
Let exp : U ⊂ T ∗N → N be the exponential map associated to a Rieman-
nian metric h on N , U an open neighbourhood of the zero section on which
the exponential map is defined and πN : T
∗N → N the canonical projection.
One can choose U such that
ν ≡ (πN , exp) : U → N ×N : v → (πN (v), expπN (v)(v))
is a diffeomorphism from U to a neighbourhood V of the diagonal in N ×N .
Now we can define the local model C∞f (M, T ∗N ) of C∞(M,N ) at f :
C∞f (M, T ∗N ) = {g ∈ C∞(M, T ∗N )| πN ◦ g = f}
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C∞f (M, T ∗N ) is a linear space which can be identified with Sec(E) in the
bundle (E, πE ,M) where E is defined as follows:
E = {(x, v)|v ∈ T ∗Nf(x)}
The topology on E is defined by the open sets
OW,U = {(x, vf(x))|x ∈W and vf(x) ∈ U}
whereW is open inM and U is open in T ∗N with f(W ) ⊂ πN (U). The dif-
ferential structure is defined by the charts (OW,U , (χ, pr2 ◦ψ)) where (W,χ),
(U,ψ) are charts inM, respectively T ∗N , with ψ(U) ⊂ V ×F and pr2 is the
projection on the second factor. We clearly can endow the C∞ sections on E
with the Schwartz topology, so this induces on C∞f (M, T ∗N ) the structure
of a nuclear Fre´chet space.
We can now define the charts on C∞(M,N ). Define
Uf = {g ∈ C∞(M,N )| (f(x), g(x)) ∈ V, ∀x ∈ M}.
This induces the map:
uf : Uf → C∞f (M, T ∗N )
with uf (g)(x) = exp
−1
f(x)(g(x)) = (ν
−1 ◦ (f × g))(x).
uf maps Uf bijectively to {s ∈ C∞f (M, T ∗N )|s(x) ∈ U} which is by defini-
tion open in the Schwartz topology becauseM is compact. Now the inverse
of uf is given by:
u−1f (s)(x) = expf(x)(s(x))
so u−1f (s) = (pr2 ◦ ν) ◦ s. The atlas on C∞(M,N ) is hence defined as
{(Uf , uf )|f ∈ C∞(M,N )}
One determines transition maps and proves that they are C∞c . It is clear
that if Uf ∩ Ug 6= ∅ that uf ◦ u−1g : ug(Uf ∩ Ug)→ uf (Uf ∩ Ug) is given by :
((uf ◦ u−1g )(s))(x) = uf(x)(expg(x)(s(x))) = exp−1f(x)(expg(x)(s(x)))
or
uf ◦ u−1g = exp−1f ◦ expg
This transition map is C∞c if and only if they map smooth curves to smooth
curves, which can be shown to be the case. It is easy to see that the dif-
ferential structure is independent of the chosen Riemannian metric so we
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arrive at our result.
It is worthwhile noticing that exp is defined everywhere on T ∗N for compact
N and that every two points can be connected by a unique h - geodesic (this
is a special case of the Hopf - Rinow theorem) [9].
The construction in the noncompact case is essentialy the same and the first
result we are interested in is stated in the theorem below
Theorem 2 [20] Diff(M) is an open C∞c submanifold of C∞FD(M,M),
composition and inversion are smooth. The Lie algebra of the smooth infinite
dimensional Lie group Diff(M) is the convenient6 vector space Xcpt(M)
of all smooth vector fields on M with compact support, equipped with the
negative of the usual Lie bracket and with the D topology. The exponential
mapping EXP : Xcpt(M) → Diff(M) is the flow mapping to time 1, and
it is smooth. A definition of the FD topology can be found in [20]. In the
case of compact M the FD topology coincides with the Schwartz topology.
So far it seems that everything is in agreement with what we are used to in
the finite dimensional case. However, a beautiful result of Grabowski learns
us that EXP is not locally surjective near the identity diffeomorphism.
Before we state the formal result let us give a simple but illustrative example
which can be found in the literature.
Example We construct an infinite family of diffeomorphisms on the circle
S1 wich contains the identity diffeomorphism as a limit point in the Schwartz
topology on Diff(S1) and which does not belong to EXP (Xcpt(S
1)). As a
starter we prove that any fixed point free diffeomorphism on S1 belonging
to the image of EXP is conjugated to a translation Ra : s→ s+a mod 2π,
where s is the usual arclength. Denote the vectorfield by the scalar X(s)
and choose any point x0 on the circle. The differential equation for the flow
looks like
s˙(t) = X(s(t)) (2.1)
s(0) = x0 (2.2)
Hence if X is nowhere zero then
t =
∫ ψt(x0)
x0
ds
X(s)
6The definition of a convenient locally convex space requires some work and the inter-
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where ψt denotes the one parametergroup of diffeomorphisms generated by
X. So in particular one has that
1 =
∫ (EXP (X))(x0)
x0
ds
X(s)
Define h(x) = θ
∫ x
0
ds
X(s) where θ = (
∫ 2π
0
ds
X(s))
−1 then h(x + 2π) − h(x) = 1
and we have that (h ◦ EXP (X))(x0) = Rθ(h(x0)). To confirm this last
equation we calculate
(h◦EXP (X))(x0) = θ
∫ (EXP (X))(x0)
0
ds
X(s)
= θ
(
1 +
∫ x0
0
ds
X(s)
)
= Rθ(h(x0))
So we can write EXP (X) = g◦g where g = h−1◦R θ
2
◦h belongs toDiff(S1).
Consider for large n the following family of fixed point free diffeomorphisms
fn(s) = s+
1
2n−1
sin2(
ns
2
) +
2π
n
mod 2π
It is easy to see that fn has just one periodic orbit of period n namely
{2kπn |k : 0 . . . n − 1}. Now for n even, it is easily seen that fn is not in the
range of EXP . Suppose it is, then fn = g ◦g but then g has a periodic orbit
of period 2n, which splits into two disjoint orbits of period n for g ◦ g which
gives the necessary contradiction. 
We now state the result due to Grabowski [45].
Theorem 3 In Diff(M) there exists a smooth curve through the identity
which contains a pathconnected free subgroup of 2ℵ0 generators which meets
the exponential map only in the identity.
An equally surprising result is that the exponential map is not even locally
injective on Diff(M) when the dimension of M is larger than 1 or when
M equals S1.
These results would severely jeopardize the program of canonical quantisa-
tion if we would not have the following result.
Theorem 4 EXP (Xcpt(M)) generates the identity component of the dif-
feomorphism group, Diff0(M)7.
7Private communication with P.W. Michor.
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The reader who wants to get some feeling for this result might study the
slightly weaker proposition by Michor which states that the subgroup gen-
erated by EXP (Xcpt(M)) is dense in Diff0(M) [22]. For the more gen-
eral result, it was shown by Epstein that for a connected M, Diff0(M) is
a simple group and Thurston has proven that the subgroup generated by
EXP (Xcpt(M)) is normal. Hence, the result follows.
Gravity is a theory with a localizable symmetry group, that is the Lie algebra
of Diff(M) consists of sections of the tangent bundle T ∗M with compact
support. One has proven in general that Lagrangian theories with localiz-
able symmetries give rise to a singular Legendre transform [46], that is the
theory is a constraint theory. Now, it is a general belief that a localizable
symmetry group gives rise to first class constraints and in the case of gravity
it was explicitly shown in the previous chapter that this is the case.
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Chapter 3
Lorentzian Gromov
Hausdorff theory
In this chapter, I introduce the Gromov-Hausdorff metric
and generalised Gromov-Hausdorff uniformity. I construct
limit spaces and study some properties of them. The whole
construction is focused around the strong metric which is
introduced in the second section.
3.1 Introduction
This chapter introduces Lorentzian, Gromov-Hausdorff theory. First, we
shall focus on compact interpolating spacetimes and construct a metric on
the moduli space of isometry classes of such objects. Next, we try to charac-
terise the closure of this space by studying limit spaces of Cauchy sequences.
However, in order for such a limit space to be well defined, it is necessary
to introduce a tighter definition of closeness which we call the generalised,
Gromov-Hausdorff uniformity (GGH). While studying limit spaces of GGH
Cauchy sequences of compact, interpolating spacetimes, a natural metric
arises. This metric, which I call the strong metric, enables us to define the
abstract notion of Lorentz space. The next chapter is devoted to the study
of the GGH convergence theory of Lorentz spaces.
The reader shall be introduced to many new concepts, which will prove
their value in the derivation of some important results. Many of these con-
cepts, which have no metric analogue, make clear that the Lorentzian theory
is deeper, richer and more complicated than its metric counterpart. Every
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new concept is motivated by many examples and counterexamples of weaker
notions which just do not work, but are equivalent to the stronger one on
the subspace of interpolating spacetimes. As such, the author hopes that
his theory will appear to the reader as being self evident.
3.2 Compact interpolating spacetimes.
The aim of this section is to make first steps in the construction of a conver-
gence theory for Lorentz manifolds, which constitute the geometrical play-
ground of general relativity. To start with, we generalise the Lipschitz notion
of distance between two compact metric spaces to a notion of distance be-
tween two globally hyperbolic, compact, Lorentz manifolds with spacelike
boundary. It turns out that we can only measure a distance between confor-
mally equivalent structures, and in this sense this chapter is only a warm-up.
The most important result is a Lorentzian analogue for the Ascoli-Arzela
theorem which guarantees convergence to isometry. The most important les-
son, however, is that we have found a class of mappings that is rich enough
to enable us to compare conformally equivalent structures and which is small
enough to keep a good control over it.
Next, we introduce a Lorentzian notion of Gromov-Hausdorff distance dGH.
I will give some examples to show that the Lorentzian theory is rather dif-
ferent from the “Riemannian” one.
3.2.1 A Lipschitz distance
Our aim is to define a Lorentzian analogue of the classical “Riemannian”
Lipschitz distance between (locally) compact (pointed) metric spaces. Let
(X, dX ) and (Y, dY ) be two compact metric spaces and f : X → Y be a
bi-Lipschitz mapping, i.e., there exist numbers 0 < α < β such that
αdX (x, y) ≤ dY (f(x), f(y)) ≤ βdX(x, y) ∀x, y ∈ X
The minimal such β is the dilatation dil(f) of f and the maximal such α
the co-dilatation of f ( or the inverse of the dilatation of f−1 if f−1 exists).
The Lipschitz distance dL(X,Y ) between X and Y is the infimum over all
bi-Lipschitz homeomorphisms of the expression:
|ln(dil(f))|+ ∣∣ln(dil(f−1))∣∣
The key result is that dL(X,Y ) = 0 iff (X, dX ) is isometric to (Y, dY ), which
is a direct consequence of the Ascoli-Arzela theorem [1].
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Theorem 5 (Ascoli-Arzela) Let X and Y be second countable, locally
compact spaces, moreover (Y, dY ) is assumed to be metrically complete. As-
sume that the sequence {fn} of mappings fn : X → Y is equicontinuous such
that the sets
⋃
n {fn(x)} are bounded with respect to dY for every x ∈ X.
Then there exists a continuous mapping f : X → Y and a subsequence of
{fn} which converges uniformly on compact sets in X to f .
Let us now point out some analogy as well as some discrepancy with the
Lorentzian case. For now we restrict ourselves to spacetimes, i.e., pairs
(M, g) where M is a C∞, paracompact, Hausdorff manifold and g is a
Lorentzian metric tensor on it, such that (M, g) is time orientable. Abstract
Lorentz spaces will be defined later on in analogy with Seifert and Busemann
[55]. We will make now a convention in terminology which is not standard
in the literature, but is somehow necessary to keep the discussion clear.
Definition 4 Let X be a set, a Lorentz distance is a function d : X ×X →
R+ ∪ {∞} which satisfies for all x, y, z ∈ X:
• d(x, x) = 0
• d(x, y) > 0 implies d(y, x) = 0 (antisymmetry)
• if d(x, y)d(y, z) > 0 then d(x, z) ≥ d(x, y) + d(y, z) (reverse triangle
inequality).
It is well known that every chronological spacetime determines a canonical
Lorentz distance by defining dg(x, y) as the supremum over all lengths of
future oriented causal curves from x to y if such curves exist and zero other-
wise. One has that dg is continuous and finite if (M, g) is globally hyperbolic
and, vice versa, that if dg is continuous then (M, g) is causally continuous.
More equivalences between properties of dg and causality restrictions can be
found in [48]. We shall only be interested in globally hyperbolic spacetimes
since the continuity of dg is a desirable property if one wants to work out a
comparison theory according to Lipschitz. Note immediately that a compact
globally hyperbolic spacetime does not exist unless we consider manifolds
with a boundary. We assume the boundary is spacelike and that M and
N are locally extendible across their boundary. All the results in section
3.2 are also valid when an extra timelike or null boundary is added. The
motivated reader is invited to construct proofs similar to those in this sec-
tion. In sections 3.3.2 and 4.3, all results in this section shall be proven in
a much greater generality. Remark first that every point of the boundary
is contained in a neighbourhood U which is diffeomorphism equivalent to a
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hypercube in Rn which is closed on one face and otherwise open. By local
extendibility I mean that there exists an isometric embedding of (U , g|U ) in
a open spacetime (V, g|V ) such that the image of U has compact closure in
V. We stress that this does not correspond to the usual notion of causal
local extendibility.
First we have to contemplate which mappings between two spacetimes need
to be considered for comparison. For that purpose, let (M, g) and (N , h)
denote globally hyperbolic spacetimes. A mapping f :M→N is said to be
timelike Lipschitz if and only if it has bounded timelike dilatation tdil(f),
which is defined as the smallest number β such that
dh(f(x), f(y)) ≤ βdg(x, y), ∀x, y ∈ M.
The above construction for the “Riemannian” case suggests that we consider
timelike bi-Lipschitz homeomorphisms. However, a slight generalisation of
a classical result for homotheties teaches us that a surjective timelike bi-
Lipschitz map is automatically a homeomorphism (see Appendix B). Indeed,
a result of Hawking, Mc Carthy and King [10], proves that such mapping is
a C∞ conformal diffeomorphism. One might be concerned that such maps
are too restrictive in the sense that they only allow conformally equivalent
spacetimes to be compared but as mentioned before, this section is meant
as a warm-up to get used to the techniques needed for the next section.
The next logical step is formulating and proving a Lorentzian version of a
suitably modified Ascoli-Arzela theorem.
Theorem 6 (Lorentzian Ascoli-Arzela) Let fn :M→N be onto time-
like bi-Lipschitz mappings such that
⋃
n {fn(x)} and
⋃
n
{
f−1n (y)
}
are pre-
compact1 in N , respectively M, for all x ∈ M and y ∈ N . Moreover,
let (cn)n∈N be a descending sequence (cn < 1) converging to zero such that
tdil(fn) ≤ 1 + cn and tdil(f−1n ) ≤ 11−cn ; then there exists a subsequence
(nk)k∈N and an isometry f such that fnk converges to f pointwise.
We recall that x ≺ y means that x is in the causal past of y and x ≪ y
indicates that y is in the chronological future of x. Note also that we did not
specify that ≪ is a partial order relation induced by a metric tensor g since
this would unnecessarily complicate the notation. It should be clear from
the context by which metric the particular partial order relation is defined.
We shall also omit the notational distinction between dg and dh.
Proof :
Let C be a countable dense subset of M. By a diagonalisation argument,
1A subset A of a topological space X is precompact iff the closure of A is compact.
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one obtains a subsequence {fnk} such that fnk(p) k→∞→ f(p), ∀p ∈ C. Let
r be any interior point of M which is not in C, we show now that the
definition of f can be extended to r such that limk→∞ fnk(r) = f(r). Let
U be a causally convex normal neighbourhood of r and choose a point p1 ∈
C ∩ I−(r)∩U close enough to r. Let γ be the unique timelike geodesic from
p1 through r and define p˜i, q˜i ∈ γ by d(p˜i, r) = d(p1,r)i and d(r, q˜i) = d(p1,r)i .
Hence d(p˜i, p˜i+j) =
jd(p1,r)
i(i+j) = d(q˜i+j , q˜i) and d(p˜i, q˜i) =
2d(p1,r)
i . Define now
sequences pi, qi ∈ C such that p˜i ≪ pi ≪ p˜i+1, q˜i+1 ≪ qi ≪ q˜i with the
exception that p1 = p˜1. We shall now prove the following claims:
• the sequence (f(pi))i∈N0 is contained in the compact setA(f(p˜1), f(q1))2
and has exactly one accumulation point f↑(r) which turns out to be a
limit point.
• f↑(r) is independent of the choice of (pi)i∈N
The first claim is an easy consequence of the observation that for all i one
has that :
d(f(p˜1), f(pi)) = lim
k→∞
d(fnk(p˜1), fnk(pi))
= d(p˜1, pi),
where we used the continuity of d in the target space and the property of
the convergence of the timelike dilatation and co-dilatation of the mappings
fn. The above also proves that d(f(pi), f(pi+j)) = d(pi, pi+j) and hence
f(pi) ≪ f(pi+j). This in turn implies that any accumulation point of the
sequence (f(pi))i∈N0 must lie to the future of all f(pi), hence it is a limit
point which must be unique.
The second claim follows from the observation that if pˆi is another such
sequence with corresponding fˆ↑(r) then one has that
pi ≪ pˆi+1 ≪ pi+2 ≪ pˆi+3 ≪ . . .≪ r.
Hence
0 < d(f(pˆi+1), f↑(r)) ≤ d(f(pi), f↑(r))− d(f(pi), f(pˆi+1))
However, the first term on the rhs. converges to zero for i → ∞ and the
second term is estimated by d(f(pi), f(pˆi+1)) ≤ 2d(p˜1,r)i(i+2) . Hence fˆ↑(r) ∈
2A(p, q) = {r|p ≺ r ≺ q}.
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E−(f↑(r)). The reverse is proven similary and this concludes the second
claim.
The same result is of course also true for p replaced by q, and we denote
the corresponding accumulation point by f↓(r). Note that d(f(p˜1), f↑(r)) =
d(p˜1, r), d(f↓(r), f(q1)) = d(r, q1) and d(f(p˜1), f(q1)) = d(p˜1, q1), which all
follow from continuity of d and the present properties of f . f↑(r) = f↓(r)
follows from the observation that changing q1 by a point in the future of q1,
so that we can come arbitrary close to q˜1, does not change the point f↓(r).
For the same reasons as before, such a sequence of points q1 will define a
sequence f(q1) which converges to a point, say, f↑(q˜1) in the future of all
points f(q1). Hence due to continuity we have that d(f↓(r), f↑(q˜1)) = d(r, q˜1)
and d(f(p˜1), f↑(q˜1)) = d(p˜1, q˜1). But this implies that d(f↓(r), f↑(r)) = 0
and more strongly f↑(r) = f↓(r), otherwise by “rounding off the edges”
we could find a timelike curve with length larger than d(f(p˜1), f↑(q˜1)),
which is a contradiction. It is now easy to see that fnk(r) converges to
f(r), since for every i we can find a k0 such that for all k ≥ k0 one has
that f(pi) ≪ fnk(pi+1) ≪ f(r) ≪ fnk(qi+1) ≪ f(qi), which implies (be-
cause of the properties of fnk) that f(pi) ≪ fnk(r) ≪ f(qi). This con-
cludes the proof when r is an interior point, since the open Alexandrov
sets int(A(f(pi), f(qi))) form a basis for the topology around f(r). The
case when r is a past boundary point is rather different, since then we can-
not squeeze the point r anymore in an Alexandrov set (the case of a future
boundary point is identical). Obviously, fnk(r) belongs to the past boundary
of N . Let γ be the unique geodesic segment orthogonal to the past bound-
ary in r, and choose the sequences (q˜i)i∈N and (qi)i∈N as before. Then, we
can find a subsequence fnkl such that fnkl (r)
l→∞→ f(r), where f(r) belongs
to the past boundary and fnkl (γ|[r,q˜1]) → f(γ|[r,q˜1]) in the C0 topology of
curves. It is easy to see that f(γ|[r,q˜1]) is the unique geodesic segment in N
orthogonal to the past boundary in f(r). But in this case, we have that
f(qi)≫ fnk(qi+1)≫ fnk(r),
and since the I−(f(qi)) form a basis for the topology around f(r), we have
that limk→∞ fnk(r) = f(r), which concludes the proof. It is not difficult to
see that f is continuous by construction. As a matter of fact, we should
still prove that f is onto. Performing the same construction for f−1nk we find
(by eventually taking a subsequence) a limit mapping f−1. We now show
that f−1 ◦ f = idM, f ◦ f−1 = idN . We shall prove the former, the proof
of the latter is identical. Suppose there exists an interior point x such that
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limk→∞ f−1nk ◦ f(x) 6= x, then there exist points p1, p2, p3, q1, q2, q3 such that
p1 ≪ p2 ≪ p3 ≪ f−1 ◦ f(x)≪ q3 ≪ q2 ≪ q1
and x /∈ A(p1, q1). Then for k big enough:
• p3 ≪ f−1nk ◦ f(x)≪ q3
• fnk(p1)≪ f(p2)≪ fnk(p3)
• fnk(q3)≪ f(q2)≪ fnk(q1),
hence
fnk(p1)≪ f(p2)≪ f(x)≪ f(q2)≪ fnk(q1),
but fnk(x) /∈ A(fnk(p1), fnk(q1)), which implies that f(x) cannot lie between
f(p2) and f(q2), which is a contradiction. Hence f
−1 ◦ f equals the identity
on the interior of M, and therefore it equals the identity everywhere since
it is continuous. The conclusion that f is an isometry follows from the
discussion in Appendix B. 
Remark first that in the proof of the theorem we needed the requirement
that
⋃
n
{
f−1n (y)
}
is precompact in M for all y ∈ N only to guarantee the
surjectivity and hence the smoothness of f . It is also possible to get the
following stronger result:
Theorem 7 Let α < 1 < β, fn : M → N be as in Theorem 6 with
the difference that tdil(fn) ≤ β and tdil(f−1n ) ≤ 1α . Then, there exists a
subsequence fnk and an f such that fnk converges pointwise to f . Moreover
one has that tdil(f) ≤ β and tdil(f−1) ≤ 1α .
Proof :
Let C and D be countable dense subsets in M and N respectively. By a
diagonalization argument we find a subsequence fnk such that fnk(p) con-
verges to f(p) and f−1nk (q) converges to f
−1(q) for all p ∈ C and q ∈ D
respectively. Suppose r is an interior point and let γ, (pi)i∈N and (p˜)i∈N be
as before. Take q ∈ D arbitrarily close in the chronological future of f↑(r),
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we have then that
d(r, f−1(q)) = lim
i→∞
d(pi, f
−1(q))
= lim
i→∞
lim
k→∞
d(pi, f
−1
nk
(q))
≥ 1
β
lim
i→∞
lim
k→∞
d(fnk(pi), q)
≥ d(f↑(r), q)
β
.
Hence r ≪ f−1(q). Take now q1, q2 ∈ D such that f↑(r)≪ q1 ≪ q2 with q2
arbitrarily close to f↑(r). Choose i > 0, then for k sufficiently large one has
r ≪ f−1nk (q1)≪ f−1(q2)
and
f(pi)≪ fnk(pi+1)≪ f↑(r).
Hence
f(pi)≪ fnk(pi+1)≪ fnk(r)≪ q1,
which proves limk→∞ fnk(r) = f↑(r).
Let r be a point of the “past” boundary (the future situation is dealt with
identically). Let γ be a distance maximizing geodesic with past endpoint
r and let (q˜i)i∈N, (qi)i∈N be sequences of points as before where now the
“futuremost” point q˜1 is sufficiently close to r and q1 can be chosen equal
to q˜1. Without loss of generality, we can assume that q˜1 ≪ q ∈ D such that
J−(q) is compact. For k sufficiently large we have that
fnk(q)≫ f(q1)≫ f(q2)≫ . . .
Since fnk is continuous J
−(fnk(q)) = fnk(J
−(q)) is compact, therefore the
sequence (f(pi))i∈N has an accumulation point f↓(r), which is as usual also
a limit point. Suppose f↓(r) is not on the past boundary, then we can find
a point p ∈ D such that p ≪ f↓(r). The calculation above shows that
f−1(p)≪ r, which is impossible. Hence f↓(r) belongs to the past boundary.
Since the past light cones I−(f(pi)) constitute a local basis for the topology
around f↓(r), the result follows.
The other conclusions of the theorem are obvious. 
Having this theorem in the pocket, the theorem which guarantees conver-
gence to isometry follows immediately:
3.2. COMPACT INTERPOLATING SPACETIMES. 45
Theorem 8 Let (M, g) and (N , h) be compact globally hyperbolic space-
times with boundary, then dL((M, g), (N , h)) = 0 iff (M, g) and (N , h) are
isometric.
The notion of Lipschitz distance however is too severe and does not give
rise to a rich comparison theory since there is too much geometric control.
A result of Defrise-Carter [51] shows that3 the group of local conformal
isometries of a four dimensional Lorentz manifold is, with two exceptions, a
group of isometries. By this, I mean that for every spacetime (M, g) having
such a group, which is not conformally equivalent to Minkowski or a plane-
wave spacetime with parallel rays, there exists a conformal factor Ω such
that this group only constitutes of isometries for the spacetime (M,Ωg). In
Minkowski spacetime, there is a 15-dimensional group of proper conformal
transformations4 and in a plane-wave spacetime with parallel rays only a
6 or 7 dimensional group of homotheties5. Hence, there are “not many”
infinitesimal conformal isometries, and there are even fewer which can be
integrated. Note that the result of Defrise-Carter does not mention anything
about discrete conformal isometries. However, the results of this section are
still very important, since:
• we shall be forced to generalise this Lipschitz theory to abstract glob-
ally hyperbolic Lorentz spaces, which will be done in chapter 4.
• the proofs give a hunch how to prove convergence to isometry in case
the family of mappings gets enlarged, such as will happen in the next
section.
For a complete Riemannian manifold which is not locally flat, Kobayashi and
Nomizu have proven that there are no homotheties which are not isometries.
As stated before, this is not true in the Lorentzian case as the next plane
wave spacetime shows [48].
Example 1
Consider R3 with the metric ds2 = exzdxdy + dz2. (R3, ds2) is not flat and
the mappings φt(x, y, z) = (e
tx, e−3ty, e−tz) are proper homotheties with
factor e−2t. 
Moreover, we will see in the next subsection that for every compact globally
3The assumption in the paper of Defrise-Carter that the group needs to be finite
dimensional, is not necessary.
4Generators consist of the 10 Poincare transformations, 1 dilatation and 4 accelerations.
55 respectively 6 generators form an isometry group, and 1 generator forms a dilatation.
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hyperbolic spacetime (M, g) there exists a “Riemannian” metric DM such
that all dg isometries are DM isometries. Suppose (M, g) has a nontrivial
Lie algebra of conformal isometries and is not a compact piece cut out of
Minkowski or a plane-wave spacetime (with parallel rays), then there exists
a “Riemannian” metric D˜M such that “most” (apart from possible discrete
conformal isometries) g-conformal isometries are D˜M isometries6.
3.2.2 A Gromov-Hausdorff distance
We recall the notion of Gromov-Hausdorff distance in the “Riemannian”
case. For this purpose define the Hausdorff distance dH between subsets
U, V of a metric space (X, dX ) as
dH(U, V ) = inf{ǫ|U ⊂ B(V, ǫ), V ⊂ B(U, ǫ)}
where B(U, ǫ) = {x ∈ X|∃a ∈ U : dX(x, a) < ǫ}. Gromov had around 1980
the following idea [58] : consider two compact metric spaces (X, dX ) and
(Y, dY ), define a metric d on the disjoint union X ⊔ Y to be admissible iff
the restrictions of d to X and Y equal dX and dY respectively. Then
dGH((X, dX ), (Y, dY )) = inf{dH(X,Y )|all admissible metrics onX ⊔ Y }.
In other words the Gromov-Hausdorff distance between two metric spaces
is the infimum over all Hausdorff distances between X and Y in X ⊔Y with
respect to metrics which extend the given metrics on X and Y . Suppose d
is an admissible metric on X ⊔ Y ; then there exist mappings f : X → Y ,
g : Y → X such that d(x, f(x)) ≤ dH(X,Y ) and d(y, g(y)) ≤ dH(X,Y ) for
all x ∈ X, y ∈ Y respectively. The triangle inequality and the properties of
d imply that :
|dY (f(x1), f(x2))− dX(x1, x2)| ≤ 2dH(X,Y ) (3.1)
|dX(g(y1), g(y2))− dY (y1, y2)| ≤ 2dH(X,Y ) (3.2)
dX(x, g ◦ f(x)) ≤ 2dH(X,Y ) (3.3)
dY (y, f ◦ g(y)) ≤ 2dH(X,Y ) (3.4)
Observe that the last two inequalities imply that in the limit for dH(X,Y )
approaching to zero, f becomes invertible. But for compact metric spaces,
invertibility also follows from the observation that in the limit for dH(X,Y )
going to zero, f and g become distance-preserving maps. Hence g◦f and f◦g
6We know there exists a global conformal factor Ω such that essentially all g conformal
isometries are Ωg isometries, hence the claim follows.
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are distance-preserving maps on X and Y respectively. The compactness
assumption then implies that they are both bijections and, as a consequence,
so are f and g. We shall first prove a similar result in the Lorentzian case.
Theorem 9 Let f :M→M be continuous and Lorentz distance preserving
on the interior of M; then f maps the interior onto itself.
Proof : Remark that an interior point is mapped by a distance-preserving
map to an interior point. Suppose p is an interior point not in f(
◦
M), then
there exists a neighborhood U of p for which f(
◦
M)∩U = ∅. For suppose not,
then we can find a sequence rn
n→∞→ r in
◦
M such that f(rn) n→∞→ p. Hence,
r is not an interior point and without loss of generality we can assume it
belongs to the future boundary. But then f(
◦
M)∩I+(p) = ∅, otherwise there
would exist an interior point to the future of all rn, which is impossible.
Hence, we may assume that there exist points r ≪ p≪ s such that f(
◦
M)∩
I+(r) ∩ I−(s) = ∅ and dg(r, p) = dg(p, s) > 0. Since fk(p) /∈ I+(r) ∩ I−(s)
for all k, we get that fk(p) /∈ I+(f l(r)) ∩ I−(f l(s)) for all k ≥ l. By taking
a subsequence if necessary, we can assume that fn(p)
n→∞→ p˜, fn(r) n→∞→ r˜,
fn(s)
n→∞→ s˜. Hence r˜ ≪ p˜ ≪ s˜, but this is impossible since this implies
that for n big enough p˜ ∈ I+(fn(r)) ∩ I−(fn(s)). 
Let us now make the following definition.
Definition 5 (Lorentzian Gromov-Hausdorff ) We call (M, g) and
(N , h) ǫ-close iff there exist mappings ψ : M → N , ζ : N → M, not
necessarily continuous, such that
|dh(ψ(p1), ψ(p2))− dg(p1, p2)| ≤ ǫ ∀p1, p2 ∈ M (3.5)
|dg(ζ(q1), ζ(q2))− dh(q1, q2)| ≤ ǫ ∀q1, q2 ∈ N . (3.6)
The Gromov-Hausdorff distance dGH((M, g), (N , h)) is defined as the infi-
mum over all ǫ such that (M, g) and (N , h) are ǫ-close.
We show that the previous theorem implies that dGH is a metric.
Theorem 10 dGH((M, g), (N , h)) = 0 iff (M, g) and (N , h) are isometric.
Proof :
Suppose we are given sequences (ψn)n∈N, (ζn)n∈N of, possibly discontinu-
ous, maps which make (M, g) and (N , h) 1n -close. Let C and D be count-
able dense subsets of M respectively N . Take subsequences (ψnk)k∈N and
(ζnk)k∈N such that
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• ψnk(p) k→∞→ ψ(p) for all p ∈ C
• ζnk(q) k→∞→ ζ(q) for all q ∈ D
Obviously dh(ψ(p), ψ(p˜)) = dg(p, p˜) for all p, p˜ ∈ C and dg(ζ(q), ζ(q˜)) =
dh(q, q˜) for all q, q˜ ∈ D, which is an easy consequence of the global hyper-
bolicity and the limiting properties of the sequences (ψnk)k∈N and (ζnk)k∈N.
We shall now prove that the limit map ψ exists and is distance-preserving.
Let r be an interior point of M and take sequences (p˜i)i∈N , (q˜i)i∈N, (pi)i∈N
and (qi)i∈N in M as before. In exactly the same way as in the proof of
theorem 6, we obtain that ψ↑(r) = ψ↓(r). Also ψ(r) = limk→∞ ψnk(r) since
for arbitrary i we can find a k0 such that ∀k ≥ k0
• 1k < min{d(pi+1, r), d(r, qi+1)}
• ψ(pi)≪ ψnk(pi+1)≪ ψnk(qi+1)≪ ψ(qi)
hence
ψ(pi)≪ ψnk(pi+1)≪ ψnk(r)≪ ψnk(qi+1)≪ ψ(qi)
which proves the case. From this it is easy to prove that ψ is continuous on
the interior points.
In exactly the same way one constructs a continuous limit map ζ on the
interior of N .
The previous theorem now shows that ψ and ζ are distance preserving home-
omorphisms from the interior of M to N and from the interior of N to M
respectively. Using this, it is not difficult to show that one can continuously
extend ψ to the boundary so that limk→∞ψnk(r) = ψ(r) for every boundary
point r. Hence the result follows.
Furthermore, it is obvious that dGH is symmetric and satisfies the triangle
inequality. We will now discuss some properties of dGH . Let us start with
an obvious one which is similar to the “Riemannian” case.
Theorem 11 dGH((M, g), (N , h)) ≤ max{tdiam(M), tdiam(N )} where
tdiam(M) denotes the timelike diameter, i.e.,
tdiam(M) = max
p,p˜∈M
dg(p, p˜).
We shall now give an example that might feel strange in the beginning for
people used to Riemannian geometry, although the result itself is what one
should expect from Lorentzian geometry.
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Example 2
As mentioned before, an occasion will present itself for abstraction of the
concept of an interpolating spacetime. Therefore, we need to contemplate
about the topology (which coincides with the manifold topology for inter-
polating spacetimes) we are going to equip such abstract spaces with. This
example shows that such topology is necessarily determined by the Lorentz
distance. Since suppose not, then one could imagine that a Riemannian
manifold is a Lorentz space in which every point is null-connected with
itself and not causally related to any other point (imagine that the Rieman-
nian manifold serves as a spacelike Cauchy surface in a globally hyperbolic
spacetime). Then the previous theorem shows that any two Riemannian
manifolds are a distance zero apart since their timelike diameters are zero.
This is clearly undesirable, however this situation can be cured easily. The
reader should notice that the Alexandrov topology on a Riemannian mani-
fold is trivial and therefore this space is topologically equivalent to a point.
Hence, if one only wants to consider “rich” topological spaces, one should
control the timelike diameter, i.e., it must be bounded away from zero as
the next example shows.
Consider cylinders CT = S
1 × [0, T ] with Lorentz metric ds2 = −dt2 + dθ2.
A Gromov-Hausdorff limit for T → 0 is a point. 
Now, we shall show that we can construct a metric DM such that every
dg isometry is a DM isometry. For any compact interpolating spacetime,
this metric shall be constructed from the Lorentz distance dg alone, which
is in contrast to the usual extra assumption of a preferred class of observers
in the major part of the literature. Such a preferred class of observers is
for example given if the energy momentum tensor satisfies the type I weak
energy condition [8], i.e., determines a preferred timelike eigenvectorfield.
However, our approach is purely geometrical and dynamical aspects related
to the Einstein equations are not considered. This is moreover the only
sensible strategy if
• one wants to construct a theory of vacuum quantum gravity
• one considers spacetime not to be a manifold. What would the ana-
logue be of the Einstein-Hilbert action on something like a causal set
[16] or a spin network [27], anyway?
DM will also play a crucial part in the construction of the limit space of
a Cauchy sequence of compact interpolating spacetimes [53]. For reasons
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which will become clear in section 3.3, DM will be referred to as the strong
metric.
Definition 6 Let (M, g) be a compact interpolating spacetime. The strong
metric DM is defined as
DM(p, q) = max
r∈M
|dg(p, r) + dg(r, p) − dg(q, r)− dg(r, q)|

Theorem 12 DM is a metric on M for any compact interpolating space-
time (M, g).
Proof :
Clearly, DM(p, q) = 0 iff p = q. DM is symmetric by definition, so we are
only left to prove the triangle inequality. Choose p, q ∈M and let r be such
that
DM(p, q) = |dg(p, r) + dg(r, p) − dg(r, q) − dg(q, r)| .
Then for all z ∈ M,
DM(p, q) ≤ |dg(p, r) + dg(r, p) − dg(r, z) − dg(z, r)| +
|dg(z, r) + dg(r, z) − dg(r, q) − dg(q, r)|
≤ DM(p, z) +DM(z, q)

The reader should also notice that the strong metric could be defined on
any set (with max replaced by sup) equipped with a Lorentz distance. This
remark will lead to the notion of Lorentz space [59]. 
We end this section with a theorem which is an amalgamation of elementary
properties of the strong metric.
Theorem 13 This theorem is an amalgamation of results concerning the
strong metric.
• a) dg is continuous in the strong topology.
• b) The Alexandrov topology7 is weaker than the strong topology.
7A basis for the Alexandrov topology is given by I+(p), I−(p), I+(p) ∩ I−(q) for all
p, q ∈ M.
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• c) If M is a compact globally hyperbolic spacetime then, the manifold,
strong, and Alexandrov topology coincide.
• d) The ǫ-balls of the metric DM are causally convex, i.e., if p≪ q and
p, q ∈ B(r, ǫ) for some r ∈ M, then I+(p) ∩ I−(q) ⊂ B(r, ǫ).

Proof :
• a) Choose p, q ∈M, ǫ > 0, r ∈ B(p, ǫ2), s ∈ B(q, ǫ2); then
|dg(p, q)− dg(r, s)| ≤ |dg(p, q)− dg(p, s)|+ |dg(p, s)− dg(r, s)| < ǫ
• b) Since dg is continuous in the strong topology, dg(r, ·), dg(·, r) :
M → R+, are also continuous in the strong topology for all r ∈
M. Hence dg(r, ·)−1((0,+∞)) and dg(·, r)−1((0,+∞)) are open in the
strong topology, which implies that the Alexandrov topology is weaker
than the strong one.
• c) Since DM is continuous in the manifold topology8, the strong topol-
ogy is weaker than the manifold topology. But the Alexandrov topol-
ogy is weaker than the strong topology and coincides with the manifold
topology on a globally hyperbolic spacetime, hence all topologies co-
incide.
• d) Follows from the definition.

3.3 Limit spaces
3.3.1 Introduction
In this section, I construct a limit space of a Cauchy sequence of globally
hyperbolic spacetimes. In subsection 3.3.2, I work gradually towards a con-
struction of the limit space. I prove that the limit space is unique up to
isometry. I also show that, in general, the limit space has quite complicated
8Let X be a compact topological space and suppose f : X × X → R is a continuous
function. Then, F : X → R : x→ maxy∈X f(x, y) is continuous.
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causal behaviour.
I start from a slight modification of the Gromov-Hausdorff metric intro-
duced in 3.2.2 (Ref. [50]) and probe for a suitable construction of “the”
limit space of a Cauchy sequence of spacetimes. The modification (“con-
vergence to invertibility”) seems necessary to me and I shall come back to
the difference between the Gromov-Hausdorff distance dGH (GH) and the
generalised, Lorentzian Gromov-Hausdorff uniformity (GGH) later on.
Definition 7 (Generalised Lorentzian Gromov-Hausdorff unifor-
mity) We call (M, g) and (N , h) (ǫ, δ)-close iff there exist mappings ψ :
M→N , ζ : N →M such that
|dh(ψ(p1), ψ(p2))− dg(p1, p2)| ≤ ǫ ∀p1, p2 ∈ M (3.7)
|dg(ζ(q1), ζ(q2))− dh(q1, q2)| ≤ ǫ ∀q1, q2 ∈ N (3.8)
and
DM(p, ζ ◦ ψ(p)) ≤ δ (3.9)
DN (q, ψ ◦ ζ(q)) ≤ δ (3.10)
for all p ∈ M and q ∈ N . 
Remarks:
I show that for any Lorentzian distance d, the property
|d(p, r) + d(r, p)− d(q, r)− d(r, q)| < ǫ, ∀r ∈ M,
is equivalent to |d(p, r)− d(q, r)| < ǫ and |d(r, p) − d(r, q)| < ǫ for all r ∈ M.
Proof :
⇒) We prove only the first inequality, the second being analogous. Without
loss of generality we may assume that d(p, r) > 0. Suppose ǫ > d(p, r) >
0 and d(q, r) ≥ 0 then |d(p, r)− d(q, r)| < ǫ. Suppose d(p, r) ≥ ǫ then
d(q, r) > 0 since if d(r, q) > 0 then d(p, q) > ǫ, hence
|d(p, q) + d(q, p)− 2d(q, q)| = d(p, q) > ǫ
which is a contradiction. But if d(q, r) > 0, then again the first inequality
follows.
⇐) Suppose that for some r
|d(p, r) + d(r, p) − d(q, r)− d(r, q)| ≥ ǫ
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Without loss of generality (all other cases are symmetric) we can assume
that d(p, r) > ǫ, hence d(q, r) > 0 otherwise |d(p, r)− d(q, r)| > ǫ which is
excluded by assumption. But in this case
|d(p, r) + d(r, p)− d(q, r)− d(r, q)| = |d(p, r)− d(q, r)| < ǫ
which is a contradiction. 
Using the above remark I show that Gromov-Hausdorff (ǫ, δ) closeness has
all the properties of a uniformity9. Obviously, the notion is symmetric
by definition and we are left to prove the generalised triangle inequality.
Hence, suppose that (M1, g1) and (M2, g2) are (ǫ1, δ1)-close, assume also
that (M2, g2) and (M3, g3) are (ǫ2, δ2)-close, then (M1, g1) and (M3, g3)
are (ǫ1 + ǫ2, δ1 + δ2 + 2max {ǫ1, ǫ2})-close.
Proof : Let ψi :Mi →Mi+1 and ζi :Mi+1 →Mi be mappings which make
(Mi, gi), (Mi+1, gi+1) and (ǫi, δi)-close for i = 1, 2. Then we have for all
r, p ∈ M1 that:
|dg1(ζ1 ◦ ζ2 ◦ ψ2 ◦ ψ1(p), r)− dg1(p, r)| ≤ |dg2(ψ1(p), ψ1(r))− dg1(p, r)|+
|dg1(ζ1 ◦ ζ2 ◦ ψ2 ◦ ψ1(p), r)− dg2(ψ1 ◦ ζ1 ◦ ζ2 ◦ ψ2 ◦ ψ1(p), ψ1(r))|+
|dg2(ψ1 ◦ ζ1 ◦ ζ2 ◦ ψ2 ◦ ψ1(p), ψ1(r))− dg2(ζ2 ◦ ψ2 ◦ ψ1(p), ψ1(r))|+
|dg2(ζ2 ◦ ψ2 ◦ ψ1(p), ψ1(r))− dg2(ψ1(p), ψ1(r))|
Obviously, this implies that
|dg1(ζ1 ◦ ζ2 ◦ ψ2 ◦ ψ1(p), r)− dg1(p, r)| ≤ 2ǫ1 + δ1 + δ2.
Making the same estimate for
|dg3(ψ2 ◦ ψ1 ◦ ζ1 ◦ ζ2(q), s)− dg3(q, s)|
the result follows. 
Let (Mi, gi)ni=1 be spacetimes such that (Mi, gi) and (Mi+1, gi+1) are (ǫi, δi)
close. Then, in the same spirit as above, (M1, g1) and (Mn, gn) are (
∑n−1
i=1 ǫi,∑n−1
i=1 δi + 2
∑n−2
i=2 ǫi + 2max {ǫ1, ǫn−1}) close.
As a consequence of theorem 10 (Ref. [50]), (M, g) and (N , h) are isometric
9An introduction to uniformities can be found in Appendix C.
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iff they cannot be distinguished by the the modified Gromov-Hausdorff uni-
formity. Note also that it is impossible to make directly a metric out of the
(ǫ, δ) Gromov-Hausdorff closeness, since if δ = f(ǫ) where f is a continuous
function, one would obtain for ǫ2 < ǫ1 that
f(ǫ1) + f(ǫ2) + 2ǫ1 ≤ f(ǫ1 + ǫ2)
which is impossible.
The natural way to proceed now is to consider a generalised Gromov-Hausdorff
Cauchy sequence of spacetimes, construct a “reasonable” limit space and fi-
nally deduce some properties of it. This is the work done in the second and
third subsection. The presentation of this material is conservative, in the
sense that, ab initio, the main goal is to construct a decent limit space using
the Alexandrov topology. This approach, however, turns out not to work
since the candidate limit space is in general not T2
10, the Lorentz distance d
is not continuous, nor is the limit space compact in this topology. This part
of section 3.3.2 has its merits nevertheless, since the problems occurring
bring alive important notions such as the timelike capacity, T C(M), and
the timelike continuum T CON (M). These notions express that in a limit
space of a Cauchy sequence of interpolating spacetimes, the definition of the
causal relation from the chronological one is brought into jeopardy. Hence,
it is not clear whether two chronologically related points can be connected
by a causal curve (geodesic).
Since I want the limit d to be continuous and the T2 separation property
to be valid (at least on the interior), the strong metric, which is already
present in the definition of the GGH uniformity itself, becomes important.
This metric turns out to have great technical potential, as shown in theo-
rems 16, 17 and 18. R. Sorkin pointed out to me that D. Meyer already had
a similar idea, although for different purposes[56]. In section 3.3.3, I study
some examples which indicate what kind of problems show up in a possible
definition of the causal relation. It is also shown that for points p ≪ q,
the connecting geodesic (if it exists) is in general causal and not everywhere
timelike. Since the strong metric, DM, turned out to be such a strong de-
vice, I shall examine further properties of it. For example, it turns out that
10A topological space (X, τ ) is T0 iff for any two points there exists an open neighbour-
hood which contains one of them but not both. (X, τ ) is T1 iff for any two points there
exist neighbourhoods which do not contain the other point. A topological space is T2 or
Hausdorff iff for any two points there exist disjoint neighbourhoods.
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DM cannot be a path metric. Further study of the strong metric and causal
curves is left for section 4.5. There is still a small philosophical remark to
be made about DM: it is a globally determined notion of closeness. This is
clear from the definition itself, and the intermezzo at the end of subsection
3.3.3.
3.3.2 Construction of the limit space
Let (Mi, gi)i∈N be a sequence of compact, Lorentzian manifolds such that
there exist mappings ψii+1 : Mi → Mi+1 and ζ i+1i : Mi+1 → Mi mak-
ing (Mi, gi) and (Mi+1, gi+1), ( 12i , 12i )-close. If we introduce the following
mappings
ψii+k = ψ
i+k−1
i+k ◦ ψi+k−2i+k−1 ◦ . . . ◦ ψi+1i+2 ◦ ψii+1 :Mi →Mi+k
ζ i+ki = ζ
i+1
i ◦ ζ i+2i+1 ◦ . . . ◦ ζ i+k−1i+k−2 ◦ ζ i+ki+k−1 :Mi+k →Mi
then ψii+k and ζ
i+k
i make (Mi, gi) and (Mi+k, gi+k), ( 12i−1 , 32i−1 )-close. Con-
sider the set S of sequences (xi)i∈N, xi ∈ Mi, such that there exists an i0
such that for all i > i0 one has that xi = ψ
i0
i (xi0). Hence xi = ψ
j
i (xj) for all
i > j ≥ i0. We define the following Lorentz distance on S:
d((xi)i∈N, (yi)i∈N) = lim
i→∞
dgi(xi, yi)
It is easy to verify that d is indeed well defined as a Lorentz distance. The re-
sulting partial order is defined by: (xi)i∈N ≪ (yi)i∈N iff d((xi)i∈N, (yi)i∈N) >
0. Before we determine a quotient of the space S, we should tell which
topology is defined on it. The obvious choice is the Alexandrov topology11
for which a subbasis is given by the sets:
• S, ∅
• I+((xi)i∈N) and I−((xi)i∈N)
with I± defined by the relation ≪. 
Remark
I stress the word “subbasis” since in general the above sets do not constitute
a basis of the Alexandrov topology, as will become clear in the examples 5
and 6, where specific intersections of sets belonging to the subbasis do not
11We will see later on that this is a rather poor choice.
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contain any element of the subbasis. 
As suggested in section 3.2, in order to make sure that for any (xi)i∈N there
exists a point (yi)i∈N such that d((xi)i∈N, (yi)i∈N) > 0 or d((yi)i∈N, (xi)i∈N) >
0 we have to demand that in the spaces (Mi, gi) every point has a sufficiently
long past or a sufficiently long future. Therefore, we introduce the concept
of timelike capacity.
Definition 8 The timelike capacity T C(M, g) of a spacetime (M, g) is de-
fined as
T C(M, g) = inf
p∈M
sup
q∈M
(dg(p, q) + dg(q, p)).
Suppose now that the timelike capacity of the sequence (Mi, gi) is bounded
from below, i.e., there exists an α > 0 such that
T C(Mi, gi) ≥ α ∀i ∈ N,
then for any (xi)i∈N one can find a (yi)i∈N such that the quantity
d((xi)i∈N, (yi)i∈N) + d((yi)i∈N, (xi)i∈N)
becomes arbitrarily close to α.12 If there is no control on the timelike ca-
pacity, this clearly needs not be case as is shown in example 2. We give an
illustration of this concept in the next example.
Example 3
In this example, a Cauchy sequence of globally hyperbolic interpolating
spacetimes is given in which timelike capacity converges to zero and topology
change occurs. All spacetimes in picture 3.1 below are compact pieces cut
out of two dimensional Minkowski spacetime and moreover, the fat dots are
assumed to be identified13. 
In what follows, I shall construct a candidate limit space and examine its
separation properties in the Alexandrov topology. It will turn out that the
Alexandrov topology is too weak and the strong metric topology will emerge
as a natural candidate. First, we show that one cannot expect any candidate
12A formal proof of this is the following: choose α > ǫ > 0 and (xi)i∈N ∈ S . Let
1
2i0
< ǫ,
i0 ∈ N be such that xj = ψ
i0
j (xi0) for all j > i0. Let yi0 ∈ Mi0 be such that dgi0 (xi0 , yi0)+
dgi0 (yi0 , xi0) = α, then α+ǫ > d((ψ
i0
j (yi0))j>i, (xi)i∈N)+d((xi)i∈N, (ψ
i0
j (yi0))j>i) > α−ǫ.
13The timelike boundaries of all spaces, except for the limit space, are assumed to be
smooth. The author apologises that this is not so in the pictures.
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Figure 3.1: Illustration of example 3
limit space to be Hausdorff in the Alexandrov topology. Suppose we allow
that in the limit the boundary becomes a null surface, then obviously the
limit space, equipped with the Alexandrov topology, is at most T0. This is
illustrated by the next example.
Example 4
Take the “cylinder universe” S1 × R with metric −dt2 + dθ2 and let p =
(0,−T2 ) and q = (0, T2 ) with T > 0.
In the notation of [48] let K+(q, ǫ) = {r|d(q, r) = ǫ} be the “future ball”
of radius ǫ centred at q and K−(p, ǫ) = {r|d(r, p) = ǫ} be the “past ball”
centred at p. Consider the spacetimes (J+(K−(p, ǫ))∩J−(K+(q, ǫ)),−dt2+
dθ2) then the unique (up to isometry) Gromov-Hausdorff limit space for
ǫ→ 0 is
(J+(E−(p)) ∩ J−(E+(q)),−dt2 + dθ2)
which is T0, but not T1, in the Alexandrov topology. 
However, this is, as will become clear later on, not only a boundary phe-
nomenon, and in general the interior points of the T0-quotient are not T2
separated. Let us first characterise the T0-quotient of S.
Theorem 14 The T0-quotient T0S of S = {(xi)i∈N | ∃i0 : ∀i ≥ i0, xi =
ψi0i (xi0)} equals S/∼, where the equivalence relation ∼ is defined by: (xi)i∈N ∼
(yi)i∈N iff for all (zi)i∈N ∈ S
d((xi)i∈N, (zi)i∈N)+d((zi)i∈N, (xi)i∈N) = d((yi)i∈N, (zi)i∈N)+d((zi)i∈N, (yi)i∈N)
(3.11)
Proof :
Obviously, if two points x, y ∈ S are T0-separated then there exists a z ∈ S
such that (3.11) is not satisfied. Suppose x, y ∈ S are not T0-separated,
but there exists a z ∈ S such that (3.11) is not satisfied. Then there
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are essentially two possibilities, either d(z, x) > d(z, y) and d(y, z) = 0,
or d(x, z) > d(z, y) and d(y, z) = 0. The latter case implies that x and y are
T0-separated by I
−(z) which is a contradiction (obviously (S, d) is chrono-
logical). The former case is proven by noticing that if d(z, x) > d(z, y) + δ,
then for k sufficiently large such that 1
2k−1
< δ8 and zl = ψ
k
l (zk) , xl = ψ
k
l (xk),
yl = ψ
k
l (yk) for all l > k, one has that
dgk(zk, xk) > dgk(zk, yk) +
3δ
4
Choose γ to be a distance maximising geodesic in Mk from zk to xk and
define the points pk and qk on γ by
dgk(pk, qk) = dgk(qk, xk) =
3δ
8
then pk is not in the causal past of yk. Hence, p = (pi)i∈N and q = (qi)i∈N,
with pi = ψ
k
i (pk) and qi = ψ
k
i (qk) for all i > k, satisfy the properties
• d(p, y) < δ8
• d(p, q), d(q, x) > δ4
Hence, q is not in the past of y, since otherwhise d(p, y) ≥ d(p, q) > δ4 which
is a contradiction. But then, x and y are T0 separated by I
+(q) which is a
contradiction. 
Note that theorem 14 and the remark on page 53 imply that the Lorentz
distance d on S induces a Lorentz distance on T0S, also denoted by d (i.e. d
is independent of the chosen representative). Theorem 14 also reveals that
the strong (metric) T2-quotient of S equals T0S.
In the following, I want to construct the timelike closure of the T0-quotient
of S. Hence, I should first define timelike Cauchy sequences in T0S.
Definition 9 A sequence (xi)i∈N of points in T0S is called future timelike
Cauchy iff xi ≪ xj for all i < j and for ∀ǫ > 0, ∃i0 such that for all
k > j ≥ i0
0 < d(xj , xk) < ǫ
A past timelike Cauchy sequence is defined dually. 
Of course, some timelike Cauchy sequences determine the same “limit point”.
Hence, I need to define when two timelike Cauchy sequences are equivalent.
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Definition 10 Two future timelike Cauchy sequences (xi)i∈N, (yi)i∈N in
T0S are equivalent iff for any k there exists an i0 such that i ≥ i0 implies that
xk ≪ yi and yk ≪ xi. The equivalence relation for two past timelike Cauchy
sequences is defined dually. A future timelike Cauchy sequence (xi)i∈N and
a past timelike Cauchy sequence (yi)i∈N are equivalent iff xk ≪ yl for all
k, l ∈ N and there exist no two points z1, z2 ∈ T0S such that
xk ≪ z1 ≪ z2, ∀k and z2 /∈
⋃
j∈N
I+(yj)
or
yk ≫ z1 ≫ z2, ∀k and z2 /∈
⋃
j∈N
I−(xj).

Motivation:
The only point in the above definition which might not be obvious is why
there are two points z1, z2 included in the definition of equivalence between a
future timelike Cauchy sequence (pi)i∈N and a past timelike Cauchy sequence
(qi)i∈N. Consider a spacetime which is already timelike complete (such as
Minkowski spacetime), and let z1 be the limit point of the sequence (pi)i∈N.
Then, the only conclusion which one can draw from pi ≪ qj for all i, j > 0
is that z1 is null connected to the limit point of the sequence (qi)i∈N which
implies that z1 /∈ ⋃j∈N I+(qj). But the limit point of (qi)i∈N might still
coincide with the limit point of (pi)i∈N. Clearly, if there would exist a
second point z2 satisfying z1 ≪ z2 /∈ ⋃j∈N I+(qj), then the limit points
cannot coincide. 
Theorem 15 The previous definition indeed determines an equivalence re-
lation ∼.
Proof :
Suppose (pi)i∈N, (qi)i∈N and (ri)i∈N are future timelike Cauchy sequences
such that (pi)i∈N ∼ (qi)i∈N and (qi)i∈N ∼ (ri)i∈N. I show that (pi)i∈N ∼
(ri)i∈N. Choose k ∈ N0, then there exists an i0 such that i ≥ i0 implies that
pk ≪ qi. Also there exists an i1 such that i ≥ i1 implies that qi0 ≪ ri, hence
pk ≪ ri for all i ≥ i1. Similarly, one can find an iˆ1 such that i ≥ iˆ1 implies
that rk ≪ pi. Taking the maximum of i1 and iˆ1 proves the claim. The case
in which all sequences are past timelike Cauchy is identical. We are left to
prove the case where one of them is from a different type than the other two.
I only prove the case where (pi)i∈N and (qi)i∈N are future timelike Cauchy
60 CHAPTER 3. LORENTZIAN GROMOV HAUSDORFF THEORY
and (ri)i∈N is past timelike Cauchy, the other case being analogous. I show
first that pi ≪ rj for all i, j > 0. Suppose there exist k, l > 0 such that
pk /∈ I−(rl) and let i0 be such that i ≥ i0 implies that pk ≪ qi. But then
qi /∈ I−(rl), which is a contradiction. Remark that for all z ∈ M, pk ≪ z
for all k iff ql ≪ z for all l. This implies that it is impossible for z1, z2 to
exist such that pk ≪ z1 ≪ z2 for all k and z2 /∈ ⋃j∈N I+(rj). Moreover,⋃
j∈N I
−(pj) =
⋃
j∈N I
−(qj), which implies it is impossible for z1, z2 to exist
such that rk ≫ z1 ≫ z2 for all k and z2 /∈ ⋃j∈N I−(pj). 
I construct now the timelike closure T0S of T0S. Define T˜0S as the union
of T0S with all timelike Cauchy sequences in T0S. Define the Alexandrov
topology on T˜0S as follows: O ⊂ T˜0S in an element of the subbasis if
• O∩T0S is an element of the afore mentioned subbasis for the Alexan-
drov topology in T0S
• A future (past) timelike Cauchy sequence (pi)i∈N in T0S belongs to O
iff
– O ∩ T0S = I+(q) (I−(q)) for some q ∈ T0S and there exists an
i0 ∈ N0 such that i ≥ i0 implies that pi ∈ O ∩ T0S, or
– there exist r1, r2 ∈ T0S ∩ O, i0 ∈ N0 such that pi ≪ r2 ≪ r1
(r1 ≪ r2 ≪ pi) and pi ∈ O ∩ T0S for all i ≥ i0.
T0S is defined as the T0-quotient (in the Alexandrov topology) of T˜0S14.
Remark:
Again, the intersection of two sets belonging to the subbasis is in general
not equal to some union of elements of the subbasis as example 5 shows.
After having studied examples 5 and 6, the reader should get a taste for the
reason why the above definition is constructed in such a delicate way. 
Property:
Two timelike Cauchy sequences are T0-separated iff they are inequivalent.
⇐) Suppose (pi)i∈N and (qi)i∈N are future timelike inequivalent. Then, there
exists a k and a sequence (ln)n∈N such that pk is not in the timelike past
of qln for any n ∈ N. But then pk is not in the past of any qi with i ≥ l0,
which implies that I+(pk) contains (pi)i∈N but not (qi)i∈N. Suppose now
14It will become clear on page 69 that the definition of T0S dependends on the mappings
ψij and ζ
j
i used to construct S .
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that (pi)i∈N is future timelike Cauchy and (qi)i∈N is past timelike Cauchy,
with (pi)i∈N not equivalent to (qi)i∈N. There are essentially two cases:
• there exist k, l such that pk is not in the timelike past of ql, but then
pk is not in the timelike past of all qs for all s ≥ l. Hence I+(pk)
separates (pi)i∈N from (qi)i∈N.
• pk ≪ ql for all k, l ∈ N but there exist z1, z2 ∈ M such that, say,
pk ≪ z1 ≪ z2 but z2 /∈ ⋃l∈N I+(ql); then clearly I−(z2) separates
(pi)i∈N from (qi)i∈N.
⇒) Suppose (pi)i∈N and (qi)i∈N are future timelike equivalent, then every
set of the form I+(r) contains an element pi iff it contains an element qj
and hence all ps for all s ≥ i and qt for all t ≥ j, and the same property
is valid for a finite number of intersections of such sets. A set of the form
I−(r) contains (pi)i∈N iff there exists a r1 with pi ≪ r1 ≪ r for all i ∈ N.
Hence, qi ≪ r1 for all i ∈ N and therefore (qi)i∈N ∈ I−(r). Hence, (pi)i∈N
and (qi)i∈N are T0 equivalent. Suppose now that (pi)i∈N is future time-
like Cauchy and (qi)i∈N is past timelike Cauchy, with (pi)i∈N equivalent to
(qi)i∈N. Let I−(r) be an open set containing (pi)i∈N. Then, there exists an
r1 such that pi ≪ r1 ≪ r for all i ∈ N. Consequently, there exists a j0 such
that j ≥ j0 implies that qj belongs to I−(r), hence (qj)j∈N ∈ I−(r). Hence,
every Alexandrov set containing (pi)i∈N contains (qj)j∈N. The symmetric
case is proven identically. 
Define the timelike continuum of T0S as the subset of all points r, such that
there exist timelike past and future Cauchy sequences in T0S which are T0-
equivalent with r in the Alexandrov topology.
Remark:
It is not true that if future timelike (pi)i∈N and past timelike Cauchy se-
quences (qi)i∈N converge to r in the Alexandrov topology, then r, (pi)i∈N
and (qi)i∈N are T0 equivalent. Moreover, (pi)i∈N ∼ (qi)i∈N does not imply
that r is T0 equivalent with (p
i)i∈N ∼ (qi)i∈N. This is illustrated in example
7. 
The next examples show that the Alexandrov topology is too weak.
Moreover, in general the timelike continuum is a proper subset of T0S. I will
also give an example in which every maximal T2 subspace of T0S coincides,
apart from a few points, with the timelike continuum.
Example 5
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This example is meant as a technical warm-up, and shows the mildest form
of “exotic” behaviour. We study on S1× [0, 5] a family of conformally equiv-
alent15 Lorentz metrics dǫ, whose limit distance d is “entirely degenerate”
on the strip U = S1× [1, 1 + π], i.e., d(x, y) = 0 for all x, y ∈ U . However, it
turns out that all points of U are T2 separated. This is a consequence of the
“external” relations with points outside U and because the strip U is not
“thick enough” (this will be made clear later on). This stands diametrically
opposite to what we are used to from pseudo16 Riemannian geometry in
which this is just impossible because of the triangle inequality 17. In global
Lorentzian geometry however, the reversed triangle inequality is responsible
for this phenomenon. I am aware that some classical relativists might start
objecting to the construction now, but let me convince these people that it
is their own, highly Riemannesque, “local intuition” which is responsible for
this protest. Moreover this global “artifact” has as peculiarity that we are
still able to reconstruct the “faithful” causal relations even on the strip U of
degeneracy. In what follows, I construct conformal factors Ωǫ(t) which equal
1 on [0, 1− ǫ] ∪ [1 + π + ǫ, 5], ǫ on [1 + ǫ, 1 + π − ǫ] and undergo a smooth
transition in the strips [1− ǫ, 1 + ǫ] and [1 + π − ǫ, 1 + π + ǫ] respectively.
Such a smooth transition function can be constructed by using the smooth
function f , defined by f(x) = 0 for x ≤ 0 and f(x) = exp− 1x2 for x > 0.
Define moreover αǫ(x) = 1 − (1 − ǫ)χ(x − ǫ), βǫ(x) = ǫ + (1 − ǫ)χ(x − ǫ)
where χ is the characteristic function defined by χ(x) = 1 if x > 0 and zero
otherwise. Then with
ψǫ(x) =
αǫ(· − 1 + ǫ) ∗ (f(·+ ǫ)f(− ·+ǫ))∫ +∞
−∞ f(t+ ǫ)f(−t+ ǫ)dt
(x)
and
ζǫ(x) =
βǫ(· − 1− π + ǫ) ∗ (f(·+ ǫ)f(− ·+ǫ))∫ +∞
−∞ f(t+ ǫ)f(−t+ ǫ)dt
(x)
one can define, for example, Ωǫ(t) = ψǫ(t) for t ∈ [1− ǫ, 1 + ǫ] and Ωǫ(t) =
ζǫ(t) on [1 + π − ǫ, 1 + π + ǫ]. (In the above formula’s, ∗ denotes the convo-
lution product.) Consider now the metric tensors
ds2ǫ = Ω
2
ǫ(t)(−dt2 + dθ2)
15Two metrics d1 and d2 on the same underlying space N are conformally equivalent if
d1(x, y) > 0⇔ d2(x, y) > 0 for all x, y ∈ N .
16Pseudo in the sense that the “Riemannian” metric is allowed to be degenerate.
17Let U be a maximal set in a pseudo “Riemannian” space on which the “Riemannian”
metric D vanishes, then for any exterior point r and x, y ∈ U such that D(r, x) or D(r, y)
is nonvanishing, one has that D(r, x) ≤ D(r, y) ≤ D(r, x).
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Figure 3.2: A plot of Ωǫ for some ǫ > 0.
and the associated Lorentz distances dǫ. On basis of simple geometric ar-
guments, (i.e., without even calculating the geodesics) it is easy to see that
(S1 × [0, 5] , dǫ) is a Gromov-Hausdorff Cauchy sequence (with the maps
ψǫδ and ζ
δ
ǫ equal to the identity) converging to the cylindrical space with a
Lorentz metric d which is degenerate on the strip [1, 1 + π] (Hint: look for
lower and upper bounds of lengths of geodesics). However, all the points on
the strip are T2 separated as is shown (partially) in Fig. 3.3. This will not be
the case anymore in the next example. The reader should do the following
exercises in order to get used to the “strange” things which can happen.
• Construct an open set in the “degenerate area” which does not contain
any set of the form I+(p) ∩ I−(q) for p≪ q, elements of T0S.
• Consider the past timelike Cauchy sequence ((0, 1 + π + 1n+1))n∈N,
construct two generating Alexandrov sets (in T0S) I+(pi) ∩ I−(qi),
i = 1, 2 such that there exist zi with pi ≪ zi ≪ (0, 1+ π+ 1n+1) for all
n ∈ N but there exists no point z ∈ I+(p1) ∩ I+(p2) ∩ I−(q1) ∩ I−(q2)
such that z ≪ (0, 1 + π + 1n+1) for all n ∈ N.

Example 6
This more exotic example makes all points in the “degenerate area” only
T0 and not T2 separated. Consider the cylinder S
1 × [0, 8] and define con-
formal factors Ωǫ(t) as follows: Ωǫ(t) equals 1 on the strips [0, 1− ǫ] and
[1 + 2π + ǫ, 8], ǫ on [1 + ǫ, 1 + 2π − ǫ], and undergoes smooth transitions on
[1− ǫ, 1 + ǫ] and [1 + 2π − ǫ, 1 + 2π + ǫ] respectively. Again, it is not diffi-
cult to show that the distances dǫ associated with the metrics
ds2ǫ = Ω
2
ǫ(t)(−dt2 + dθ2)
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Figure 3.3: Points r1, r2 in the degenerate area can be Hausdorff separated.
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form a Gromov-Hausdorff Cauchy sequence, and define a limit distance d
(wrt. to the identity mappings ψǫδ and ζ
δ
ǫ ) which is degenerate on the strip
[1, 1 + 2π]18. However, the points with time coordinate t = 1 + π are T0
equivalent and therefore the T0 limit space is topologically a (double) cone
with (common) tip t = 1 + π. Points in the strip [1, 1 + 2π] cannot be T2
separated, since any Alexandrov set containing such point also contains the
tip19 (see Fig. 3.4). Consider the sequence ((0, 1 + π + 1n+1))n∈N. Surpris-
t = 1
t = 1 + π
t = 1 + 2π
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Figure 3.4: Picture of the candidate limit space.
ingly, every point in the degenerate strip is a limit point of this sequence in
the Alexandrov topology! However, only the tip is the unique, strong limit
point. As proven in theorem 13 (Ref. [50], theorem 8), d is continuous in
the strong, but not in the Alexandrov topology. This tells us that the strong
topology is more suitable since one would at least like d to be continuous on
“the” limit space. Another example of the rather pathological behaviour of
the Alexandrov topology is the following. Removing the tip from the previ-
ous limit space, one obtains a timelike complete, non strongly compact (but
compact in the Alexandrov topology) limit space with respect to mappings
ψǫδ and ζ
δ
ǫ defined as follows: ζ
δ
ǫ is simply the identity, ψ
ǫ
δ however is defined
by making a cut at t = 1 + π; ψǫδ(x, t) = (x, t) for t ∈ [0, 1] ∪ (1 + π, 8]
18(S1 × [0, 8] , d) is timelike complete.
19The T1 separation property is also not satisfied since no point of the degenerate strip
can be T1 separated from the tip.
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and (x, 1 + (1 − ǫ)(t − 1)) for t ∈ [1, 1 + π]. Notice also that in the strong
topology, the (first) limit space is compact and Hausdorff. 
These last examples made clear that the strong metric gives rise to a suitable
topology on T0S. Moreover, as proven in theorem 13, the strong topology
coincides with the manifold topology on a compact globally hyperbolic in-
terpolating spacetime20. The figures in the next example are illustrations of
the remark following the definition of the timelike continuum.
Example 7
Fig. (3.5) shows future timelike (pi)i∈N and past timelike Cauchy sequences
(qi)i∈N which converge to r in the Alexandrov topology, but r, (pi)i∈N and
(qi)i∈N are not T0 equivalent. Fig. (3.6) shows that two equivalent sequences
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Figure 3.5: Convergence in the Alexandrov topology is not the same as T0
equivalence.
(pi)i∈N ∼ (qi)i∈N which converge to r are not necessarily T0 equivalent with
r. The “universe” in these pictures is (S1× [0, 1] , d), where d is the limit dis-
20As a matter of fact, for a general distinguishing spacetime (with or without boundary)
with finite timelike diameter, the strong topology is finer as the manifold topology [56]
[57].
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Figure 3.6: Equivalent sequences converging to r are not T0 equivalent to r.
tance defined by a sequence dǫ. dǫ is constructed from gǫ = Ω
2
ǫ(t)(−dt2+dθ2)
where the smooth conformal factor Ωǫ goes, proportionally to ǫ, to zero on
the shaded area D and to 1 elsewhere. Hence, d is degenerate on D, but the
timelike relations between points p ∈ D and q ∈ S1 × [0, 1] \ D are the ones
induced by ds2 = −dt2 + dθ2. 
We shall be mainly interested in the strong topology, but first I finish with
stating a few properties of d in the Alexandrov topology. One can show that
d is continuous on the timelike continuum of T0S and that the Alexandrov
topology has the T2 property on T CON : a proof can be found in Appendix
D. Also, one can prove that (T0S, d) is a limit space of the sequence (Mi, gi),
see Appendix D.
Let us summarise our preliminary results: examples 5 and 6 show that
we have to allow degenerate metrics and that, moreover, the Alexandrov
topology has bad separation properties on the “degenerate area”. The afore
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mentioned results however show that the candidate limit space has the re-
quired behaviour on the timelike continuum, i.e., d is continuous and the
Alexandrov topology is T2 on T CON . In the following example, I show that
by a judicious choice of mappings ψij and ζ
j
i , T0S is not compact in the
Alexandrov topology while T0S is for another set of mappings!
Example 8
I show that T0S is dependent upon the mappings ψδǫ and ζǫδ used to construct
it. The “universe” in picture 3.7 is (S1 × [0, 1] , d), where d is the limit dis-
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Figure 3.7: A sequence converging to a point, r, which does not belong to
T CON .
tance defined by a sequence dǫ. dǫ is constructed from gǫ = Ω
2
ǫ(t)(−dt2+dθ2),
where the smooth conformal factor Ωǫ goes, proportionally to ǫ, to zero on
the shaded area D and to 1 elsewhere. The mappings ψǫδ, ζδǫ are the iden-
tity. In this compact (in the Alexandrov and strong topology) limit space
we consider a sequence which converges in the Alexandrov topology to the
unique point r which does not belong to the timelike continuum.
Applying a cut procedure as explained at the end of example 6, we can make
sure that (only) r does not belong to T0S. But, then r /∈ T0S, which implies
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that by another choice of mappings, we obtain that T0S is not compact in
the Alexandrov nor in the strong topology. 
All this shows, in my opinion, that the Alexandrov topology is not appro-
priate and I shall concentrate on the strong topology from now on.
The beautiful thing about the strong topology is that it is a metric topol-
ogy, and the immediate natural question which emerges is whether GGH
convergence of the sequence (Mi, gi) forces GH convergence of the com-
pact metric spaces (Mi,DMi). Recall that the Gromov-Hausdorff distance
between metric spaces (X, dX) and (Y, dY ) is defined by
dGH((X, dX ), (Y, dY )) = inf{dH(X,Y )|all admissible metrics d on X ⊔ Y }
where a metric d on the disjoint union X⊔Y is admissible iff the restrictions
of d to X and Y equal dX and dY , respectively. By dH , I denote the
Hausdorff distance associated to d.
Theorem 16 Let (M, g) and (N , h) be (ǫ, δ)-close in the Lorentzian Gromov-
Hausdorff sense, then dGH((M,DM), (N ,DN )) ≤ ǫ+ 3δ2 .
Proof :
Let ψ : M → N and ζ : N → M be mappings which make (M, g) and
(N , h), (ǫ, δ)-close. Then, using that DM(ζ ◦ ψ(p), p),DN (ψ ◦ ζ(q), q) < δ,
it is not difficult to derive that
|DN (ψ(p), ψ(q)) −DM(p, q)| < 2(ǫ+ δ), ∀p, q ∈M (3.12)
and
|DM(ζ(p), ζ(q))−DN (p, q)| < 2(ǫ+ δ), ∀p, q ∈ N . (3.13)
I define an admissible metric D on M⊔N by declaring that D|M = DM,
D|N = DN and
D(p, q) = min
r∈M,s∈N
1
2
(DM(p, r) +DN (ψ(r), q) +DN (q, s) +DM(ζ(s), p))
+(ǫ+ δ)
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for all p ∈ M and q ∈ N . It is necessary to check that D satisfies the
triangle inequality. Let p1, p2 ∈ M and q ∈ N , then
D(p1, p2) ≤ 1
2
(DM(p1, r1) +DM(r1, r2) +DM(r2, p2) +DM(p1, ζ(s1)) +
DM(ζ(s1), ζ(s2)) +DM(ζ(s2), p2))
≤ 1
2
(DM(p1, r1) +DN (ψ(r1), ψ(r2)) +DM(r2, p2) + 2(ǫ+ δ) +
DN (s1, s2) +DM(ζ(s2), p2)) +DM(p1, ζ(s1))
≤ 1
2
(DM(p1, r1) +DN (ψ(r1), q) +DN (s1, q) +DM(ζ(s1), p1)) +
1
2
(DM(p2, r2) +DN (ψ(r2), q) +DN (q, s2) +DM(ζ(s2), p2)) +
2(ǫ+ δ)
for all r1, r2 ∈ M and s1, s2 ∈ N . Hence
D(p1, p2) ≤ D(p1, q) +D(q, p2)
The other triangle inequalities are proven similarly. Obviously,
D(p, ψ(p)),D(q, ζ(q)) ≤ ǫ+ 3δ
2
,
which proves the claim. 
Theorem 16 reveals that any compact limit space (in the strong topology),
(Mstr, d), of a GGH sequence (Mi, gi)i∈N must be isometric, w.r.t. DMstr , to
the limit space of the Gromov-Hausdorff sequence (Mi,DMi)i∈N due to the
well known result of Gromov [58],[49]. One could now proceed as before and
define Mstr by a completion procedure from the T0 quotient of S. On the
other hand, we can, inspired by the previous theorem, construct in a direct
way a compact limit space by using the classical Gromov construction. The
reader will easily see that the T0 quotient of S is dense inMstr in the strong
topology defined by DMstr .
Theorem 17 The Gromov-Hausdorff limit space of the sequence
(Mi,DMi)i∈N with a suitably defined Lorentz distance d, is a limit space of
the sequence (Mi, gi)i∈N.
Proof :
Let ψii+1 : Mi → Mi+1, ζ i+1i : Mi+1 → Mi be as before and denote by
Di,i+1 the admissible metric onMi⊔Mi+1 constructed from ψii+1, ζ i+1i and
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DMi ,DMi+1 as in the proof of theorem 16.
Then, Di,i+1(pi, ψ
i
i+1(pi)),Di,i+1(pi+1, ζ
i+1
i (pi+1)) ≤ 52i+1 . The following in-
equality is crucial:∣∣dgi+1(pi+1, qi+1)− dgi(pi, qi)∣∣ ≤ 12i + ∣∣dgi+1(pi+1, qi+1)− dgi+1(ψii+1(pi), ψii+1(qi))∣∣
≤ 1
2i
+DMi+1(pi+1, ψ
i
i+1(pi)) +DMi+1(qi+1, ψ
i
i+1(qi))
≤ 3
2i−1
+Di,i+1(pi, pi+1) +Di,i+1(qi, qi+1).
Let
⊔
i∈NMi be the disjoint union of the Mi and define a metric D on it
by declaring that for all i, k > 0
D(pi, pi+k) = min{pi+j∈Mi+j ,j=1...k−1}

k−1∑
j=0
Di+j,i+j+1(pi+j , pi+j+1)
 .
Obviously, D(pi, ψ
i
i+k(pi)),D(pi+k, ζ
i+k
i (pi+k)) ≤ 52i and∣∣dgi+k(pi+k, qi+k)− dgi(pi, qi)∣∣ ≤ 32i−2 +D(pi, pi+k) +D(qi, qi+k)
I construct now the limit space as the “boundary” of the completion of(⊔
i∈NMi,D
)
. Define
M̂ = {(pi)i∈N|pi ∈ Mi and D(pi, pj)→ 0 for i, j →∞} .
M̂ has a pseudometric defined on it
D((pi)i∈N, (qi)i∈N) = lim
i→∞
D(pi, qi)
and considering the above estimates, the following Lorentz metric
d((pi)i∈N, (qi)i∈N) = lim
i→∞
dgi(pi, qi)
is also well defined on M̂. I show that DM̂, defined by this d as
DM̂((pi)i∈N, (qi)i∈N) = sup
r∈M̂
|d((pi)i∈N, r) + d(r, (pi)i∈N)− d((qi)i∈N, r)− d(r, (qi)i∈N)|
equals D on M̂. Suppose there exist sequences (pi)i∈N, (qi)i∈N and δ > 0
such that
DM̂((pi)i∈N, (qi)i∈N) > D((pi)i∈N, (qi)i∈N) + δ;
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then there exists a sequence (ri)i∈N, such that for k big enough:
|dgk(pk, rk) + dgk(rk, pk)− dgk(qk, rk)− dgk(rk, qk)| > DMk(pk, qk) +
δ
2
,
which is impossible by definition of DMk . Hence, suppose that there exist
sequences (pi)i∈N, (qi)i∈N, δ > 0 such that
DM̂((pi)i∈N, (qi)i∈N) + δ < D((pi)i∈N, (qi)i∈N).
Choose k >
ln( 176
δ
)
ln(2) big enough such that
|D((pi)i∈N, (qi)i∈N)−DMk(pk, qk)| <
δ
4
and D(pk, (pi)i∈N),D(qk, (qi)i∈N) < 52k ; then it is not difficult to see that the
hypothesis implies that
|dgk(pk, rk) + dgk(rk, pk)− dgk(qk, rk)− dgk(rk, qk)|+
δ
2
< DMk(pk, qk)
for all rk ∈Mk, which is impossible and therefore DM̂ = D.
Hence, (M̂, d) is a compact limit space in the strong topology since M̂ is
compact with respect to D (it is a good exercise for the reader to check
this). I claim now that the T0 quotient of (M̂, d) is the desired limit space
(Mstr, d). This is an immediate consequence of the fact that the Gromov-
Hausdorff distance between (Mstr,D) and (Mk,DMk) is less than 52k+1 and
the inequality
|d((pi)i∈N, (qi)i∈N)− dgk(rk, sk)| ≤
3
2k−2
+D((pi)i∈N, rk) +D((qi)i∈N, sk)
(3.14)

The uniqueness of the limit space is easily proven from theorem 16. In fact,
we have the following result.
Theorem 18 Let (M1, d1), (M2, d2) be two pairs, where Mi is a set with
a Lorentz distance di defined on it, such that Mi is compact in the strong
metric topology defined by the metric DMi induced by di for i = 1, 2. Then
(M1, d1) and (M2, d2) cannot be distinguished by the Gromov-Hausdorff
uniformity iff they are isometric w.r.t. the Lorentz distances.
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Proof :
Let ψn : M1 → M2, ζn : M2 → M1 such that ψn and ζn make (M1, d1)
and (M2, d2), ( 1n , 1n) close. Then, the inequalities (3.12, 3.13) reveal that
|DM2(ψn(p), ψn(q))−DM1(p, q)| <
4
n
, ∀p, q ∈ M1
and
|DM1(ζn(p), ζn(q))−DM2(p, q)| <
4
n
, ∀p, q ∈ M2.
This, combined with,
DM1(ζn ◦ ψn(p), p),DM2(ψn ◦ ζn(q), q) <
1
n
, ∀p ∈ M1, q ∈ M2
implies that we can find a subsequence (nk)k∈N and an isometry ψ w.r.t the
Lorentz distances such that
ψnk
k→∞→ ψ
and
ζnk
k→∞→ ψ−1
pointwise. Choose C to be a countable dense subset of M1, then by the
usual diagonalisation argument we can find a subsequence (nk)k∈N such that
ψnk(p)
k→∞→ ψ(p) for all p ∈ C. Clearly, ψ preserves the strong as well as the
Lorentz metric. Suppose ψ(C) is not dense inM2. Then, choose a countable,
dense subsetD ⊂M2 which contains ψ(C). Taking a subsequence of (nk)k∈N
(which we denote in the same way) if necessary, we obtain that ζnk(q)
k→∞→
ζ(q) for all q ∈ D. Obviously, ζ ◦ψ equals the identity on C. Since ψ(C) was
supposed not to be dense inM2, we can find an ǫ > 0 and a point q ∈ D such
that DM2(q, ψ(p)) ≥ ǫ for all p ∈ C, but this is impossible since that would
imply that DM1(ζ(q), r) ≥ ǫ for all r ∈ C. Hence, we choose D = ψ(C) and
ψ◦ζ equals the identity on ψ(C). I show now that ψ has a unique continuous
extension. Let r ∈ M1\C and choose a Cauchy sequence (rn)n∈N converging
to r, then (ψ(rn))n∈N is a Cauchy sequence converging to, say, ψ(r). It is left
as an easy exercise to the reader to show that ψ(r) is defined independently
of the Cauchy sequence. I show now that ψnk(r)
k→∞→ ψ(r). Choose ǫ > 0
and let p ∈ C such that DM1(p, r) < ǫ3 . Choose k large enough that nk > 12ǫ
and ψnk(p) ∈ BDM2 (ψ(r)), ǫ3). Then, DM2(ψnk(p), ψnk(r)) < 2ǫ3 and the
triangle inequality implies that DM2(ψ(r), ψnk (r)) < ǫ which completes the
proof. Clearly, ψ must preserve the Lorentz distance. 
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3.3.3 Some first properties of the limit space
Now, I shall study some first properties of the chronological relation in the
limit space and start working towards a good definition of the causal relation
≺. I will end this section by giving some conditions on the spacetimes
(Mi, gi) which imply that the timelike continuum of the corresponding limit
space (Mstr, d) is “as large as possible”. To start with, I give an example,
as a warm-up, of the phenomena we need to consider.
Example 9
Choose T, ǫ > 0 and consider the cylinder S1 × [−T, T ] with the usual
coordinates (θ, t). Let f be the function constructed in example 5 and
redefine βǫ as βǫ(t) = ǫ+ (1− ǫ)χ(t− T6 ). Define ρǫ as
ρǫ(t, θ) =
βǫ(·+ T3 ) ∗
(
f(·+ T6 )f(− ·+T6 )
)∫ +∞
−∞ f(x+
T
6 )f(−x+ T6 )dx
(t)
ρǫ is a function which equals ǫ for t ≤ −T3 , 1 for t ≥ 0 and undergoes a
smooth transition in the interval
[−T3 , 0]. Define metric tensors
gǫ(t, θ) = −dt2 + ρ2ǫ(t)dθ2
Denote by dǫ the associated Lorentz distances, put ψ
ǫ
δ, ζ
δ
ǫ equal to the
identity on S1 × [−T, T ], and remember that d is the “limit distance”,
d = limǫ→0 dǫ. What does the (T0 quotient of the) limit space look like?
Let me give a dynamical picture of what happens: for any ǫ > 0, the space-
time at hand is a tube of radius ǫ for t ≤ −T3 and 1 for t ≥ 0. In the
limit ǫ → 0, we are left with a one dimensional timelike line [−T,−T3 ]
and a cylinder S1 × [0, T ] of radius one which are connected between −T3
and 0 by a tube. In this example, we close ≪ to ≺ by defining J±(p) as
J±(p) = I±(p). Obviously J+ is the dual of J−, and ≺ is a reflexive, an-
tisymmetric and transitive relation. Moreover, for r ∈ (−T,−T3 ), one has
that I+(r) 6= ⋂q≺r,q 6=r I+(q) since J±(r) = I±(r) ∪ {r}. 
The following elementary properties are of immediate interest and examples
are provided in examples 10 and 11.
Elementary properties
Define the timelike continuum, T CON of Mstr, as before.
• There exist limit spaces with elements r ∈ T CON such that I+(r) 6=⋂
s≪r I
+(s), i.e., (Mstr, d) is not causally continuous21. Hence, define
21By this I mean that p→ I±(p) is not outer continuous in the usual C0 topology.
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the causal future J+(r) of r ∈ T CON as J+(r) = ⋂s≪r I+(s); the
causal past is defined dually.
• One can construct limit spaces with two points p, q such that I−(p) =
I−(q), I+(p) ( I+(q), but q cannot be in the causal past of p without
breaking inner continuity of r → J−(r) in the usual C0 topology.
• The timelike continuum is, in general, not open.
• On T CON the Alexandrov and strong topology coincide22.

Example 10
Here, I construct an example of the first property. The second one is con-
siderably easier and is not treated23. Take the “cylinder universe” CYL =
(S1 × [0, 1] ,−dt2 + dθ2) and define (Mǫ,−dt2 + dθ2) by removing
D+(K+((π, 34)))\K+((π, 34)) from CYL. Recall thatK+((π, 34)) is the future
sphere of radius ǫ around (π, 34) and D
+(A) is the domain of dependence of a
partial Cauchy surface A. It is easy to see that (
(
S1 × [0, 1]) \ I+((π, 34)), d)
is a strong limit space of the sequence (Mǫ,−dt2+dθ2)ǫ where d is the usual
Lorentz distance associated to the metric tensor −dt2 + dθ2 on Mstr. One
can see that (π − 14 , 1) /∈ I+((π + 14 , 12)) but (π − 14 , 1) ∈
⋂
q≪(π+ 1
4
, 1
2
) I
+(q).

Example 11
I give an example in which the timelike continuum is not open. As in
the previous example, I consider the cylinder universe. For any n ≥ 6,
denote by m(n) the largest even integer (just for convenience) such that
1
m(n)(m(n)+1) ≥ 3n . Define a conformal factor Ωn as follows:
• Ωn(t) = 1 for t ≥ 12 + 1n
• for all 0 < k < m(n), k even, Ωn(t) = 1n for t ∈
[
1
k+1 +
1
n ,
1
k − 1n
]
and
Ωn smoothly increases from
1
n to 1 on the interval
[
1
k − 1n , 1k + 1n
]
.
22We show that the strong topology is weaker as the Alexandrov topology on T CON .
Choose p ∈ T CON and let ǫ > 0, then we can find points r, s ∈ BDM(p, ǫ) such that
r ≪ p ≪ s by definition of T CON . But then I+(r) ∩ I−(s) ⊂ BDM(p, ǫ) since the open
balls in the strong topology are causally convex.
23The reader who wants to know such example can look ahead to the next chapter.
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• for all 1 < k < m(n), k odd, Ωn(t) = 1 for t ∈
[
1
k+1 +
1
n ,
1
k − 1n
]
and
Ωn smoothly decreases from 1 to
1
n on the interval
[
1
k − 1n , 1k + 1n
]
.
• for t ≤ 1m(n) + 1n , Ωn(t) = 1
Consider the sequence of spacetimes (S1 × [−1, 1] ,Ω2n(t)(−dt2 + dθ2))n≥6,
and the associated strong limit space (Mstr, d) (w.r.t. mappings which equal
the identity) then any point p with time coordinate 0 belongs to the timelike
continuum. However any neighbourhood of such p contains points which do
not belong to the timelike continuum. 
I show that J+(r) is closed for r ∈ T CON (the dual statement follows
identically). Remark first that for q ≪ r, I+(r) ⊂ I+(q) which follows
immediately from the continuity of d and the reversed triangle inequality.
Hence, I+(r) ⊂ J+(r). Let (pi)i∈N be a sequence in J+(r) converging to an
element p and choose q ≪ r. Pick s such that q ≪ s ≪ r, then p ∈ I+(s)
and hence, p ∈ I+(q), which finishes the proof.
One might wonder whether two chronologically related points in a limit
space can be joined by a timelike geodesic. In the next example, I show that
one can at most expect such geodesic to be causal.
Example 12
I construct a limit space Mstr in which the unique geodesic (causal curve
with longest length) between two points p≪ q is broken into a timelike and
a null part. The idea is to construct conformal factors Ωǫ which equal 100
in a specific area A containing q, but not p, and 1 outside A apart from a
small tube within a distance ǫ from A (w.r.t. the obvious “Riemannian”
metric) such that the geodesics from p to q bend towards the lightcone
of p as ǫ goes to zero, since they prefer to travel “inside” A as much as
possible. We start from the cylinder universe CYL and let p = (π, 14),
q = (π, 34). The past sphere of radius
1
4 around q intersects the null geodesic
t + θ = 14 + π through p in the point r = (π − 316 , 716 ). Consider the
null ray t − θ = 58 − π through r, then let B ⊂
{
(θ, t)|t− θ ≥ 58 − π
}
be
a closed rectangle containing A(p, q) ∩ {(θ, t)|t− θ ≥ 58 − π} in its interior
such that the distance of B to the boundaries of CYL, with respect to the
usual Euclidian metric D˜ defined by dt2 + dθ2, is greater than zero. A is
constructed by suitably rounding off the corners of B outside A(p, q). We
define now the outward ǫ-tube Aǫ of A as the set of all x /∈ A which are a
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distance less or equal than ǫ apart from A, i.e.,
Aǫ =
{
x /∈ A|∃a ∈ A : D˜(x, a) ≤ ǫ
}
.
It is well known that for ǫ sufficiently small, ∂Aǫ \ ∂A is smooth (w.r.t.
the usual differential structure) if ∂A is. For ǫ sufficiently small, let Ωǫ
be a function which equals 100 on A, 1 in the complement of Aǫ ∪ A and
undergoes a transition in Aǫ which is only dependent on, and decreasing
in, the radial outward coordinate. As usual gǫ = Ω
2
ǫ(t, x)(−dt2 + dθ2), ψǫδ
and ζδǫ equal the identity, and d = limǫ→0 dǫ. Define γ1 : [0, 1] → Mstr as
γ1(t) = (π − 3t16 , 4+3t16 ). Define γ2 : [0, 1] → Mstr as the line running from
(π − 316 , 716 ) to (π, 34 ) with uniform speed. I claim that γ = γ2 ◦ γ1 is (upon
reparametrisation) the unique distance maximizing causal curve from p to
q with length equal to d(p, q). With t˜ = t− 14 , θ˜ = θ − π we have that the
square of the length of any continuous causal curve which is linear from p
to a point s ∈ {(θ, t)|t− θ = 58 − π} and from s to q, equals
1002
[(
t˜− 1
2
)2
−
(
t˜− 3
8
)2]
+
[
t˜2 − (t˜− 3
8
)2
]
=
3− 1002
4
t˜+
7 · 1002 − 9
64
for 316 ≤ t˜ ≤ 716 , which proves the first part of the claim. It follows from the
above expression that the maximal length, d(p, q), equals 25. 
Intuitively, one would say in the last example thatMstr \ T CON = ∂Mstr.
Hence, it is time to give an intrinsic definition of the past and future bound-
ary of a limit space of a sequence (Mi, gi)i∈N.
Definition 11 A sequence (pi)i∈N ∈ Mstr represents a point of the past
boundary, ∂PMstr, iff ∀ǫ > 0, ∃i0 ∈ N : ∀i ≥ i0
pi ∈ (∂PMi)ǫ
where, now for all Ai ⊂Mi
Aǫi = {qi ∈ Mi|∃ai ∈ Ai : DMi(ai, qi) < ǫ} .
The future boundary ∂FMstr is defined dually. 
We have the following theorem.
Theorem 19 The past and future boundaries of Mstr are achronal sets.
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Proof :
Suppose we can find p, q ∈ ∂PMstr such that d(p, q) > 0. Let ǫ = d(p,q)2 and
choose i sufficiently large such that
• pi, qi ∈ (∂PMi)ǫ
• |dgi(pi, qi)− d(p, q)| < ǫ2 .
Then, by definition, there exist points ri, si ∈ ∂PMi such that
DMi(ri, pi),DMi(si, qi) < ǫ
and, moreover, dgi(pi, qi) >
3ǫ
2 . Hence, since ∂PMi is spacelike, we have
that
max
ti∈∂PMi
dgi(ti, pi), max
ti∈∂PMi
dgi(ti, qi) < ǫ
But, on the other hand, for ti ∈ I−(pi)∩∂PMi, we have that dgi(ti, qi) > 3ǫ2
which leads to a contradiction. The proof for the future boundary is similar.

Using similar arguments, it is easy to see that there exists no point to the
past of ∂PMstr, nor does there exist a point to the future of ∂FMstr.
As theorems 16, 17 and 18 show, the strong metric is an important ob-
ject. One might wonder whether for some spacetime (M, g), the strong
metric could be a path metric, since such property is stable in the Gromov-
Hausdorff limit. Moreover, a path metric reveals some interesting topologi-
cal properties of the underlying space. Unfortunately, we have the following
result.
Theorem 20 The strong metric DM on a spacetime (M, g) is never a path
metric.
Proof :
Suppose such a spacetime (M, g) exists for which DM is a path metric, and
choose p ∈ ∂PM, q ∈ ∂FM such that dg(p, q) = tdiam(M) = DM(p, q). I
show that there exists no point x such that DM(p, x) = DM(x, q) =
DM(p,q)
2 ,
which is a contradiction. Let r be a point such that dg(p, r) = dg(r, q) =
dg(p,q)
2 , then
DM(p, r),DM(r, q) >
dg(p, q)
2
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The first part is easily seen by noticing that for s ∈ E+(r) \ {r}
|dg(p, s)− dg(r, s)| = dg(p, s) > dg(p, r).
The second part is proven similary. Let x 6= r; then we have to distinguish
two cases:
• maxt∈∂PM dg(t, x) ≤ dg(p,q)2
• maxt∈∂PM dg(t, x) > dg(p,q)2
Suppose the former is true, then there exists a point s ∈ I−(r) which is not
in the causal past of x.24 Hence |dg(s, q)− dg(s, x)| > dg(p,q)2 , which implies
that DM(x, q) >
dg(p,q)
2 .
Suppose the latter is satisfied; then maxt∈∂FM dg(x, t) <
dg(p,q)
2 and this case
is similar to the previous one. 
It would be interesting to give a criterion which guarantees that Mstr \
∂Mstr = T CON and every point of the boundary, which does not equal
∂FM∩ ∂PM, is the limit point of a timelike Cauchy sequence. Particularly
from the physical point of view, it is not entirely clear what degenerate
regions would mean. Moreover, it is far from easy to define a suitable causal
relation between two points belonging to such a region as we shall see in
section 4.5.
Intermezzo:
I suggest three, at first sight different, control mechanisms which prohibit
the limit space from containing “degenerate regions”. Let α : R+ → R+
be a strictly increasing, continuous function such that α(x) ≤ x for all
x ∈ R+. We say that (M, g) has the C+α , C−α or Cα property iff for any ǫ with
tdiam(M) ≥ ǫ > 0 we have that, respectively:
• α(ǫ) ≤ minp∈M↓ǫ
[
max
r∈BDM(p,ǫ)
dg(p, r)
]
≤ ǫ
• α(ǫ) ≤ minp∈M↑ǫ
[
maxr∈BDM(p,ǫ)
dg(r, p)
]
≤ ǫ
• α(ǫ) ≤ minp∈M
[
maxr∈BDM(p,ǫ)
(dg(r, p) + dg(p, r))
]
≤ ǫ
24If this were not true then r ≺ x which would imply that dg(p, x) >
dg(p,q)
2
which is a
contradiction.
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where M↓ǫ = {p ∈ M|p /∈ (∂FM)ǫ} and M↑ǫ = {p ∈ M|p /∈ (∂PM)ǫ}.
Clearly, not all functions α are meaningful. In particular, they should satisfy
α(x)+α(y) ≤ α(x+ y) for all 0 ≤ x, y ≤ x+ y ≤ tdiam(M). This condition
follows easily from the reverse triangle inequality satisfied by dg and the
triangle inequality satisfied by DM. Basic functions αKn , n > 1 and K > 0,
could be constructed by declaring that
αKn (x) = K
( x
K
)n
for x ≤ K, and αKn (x) = x otherwise.
Obviously, α1 ≤ α2, implies that C±α2 ⊆ C±α1 . Clearly, if both C+α and C−α
hold, then Cα is true, but Cα implies neither of them. The above expres-
sions tell us there is a balance between local and global causal relations, in
the sense that the local relations cannot become “arbitrarily small” while
the global relations remain almost unaltered. This perhaps needs a bit of
explanation. As an example, consider again the cylinder universe CYL and
let p = (π, 23). Consider the ball B(p,
1
100 ) of radius
1
100 determined by the
usual (observer dependent) Riemannian metric tensor dt2 + dθ2. Construct
a conformal factor Ω such that Ω(θ, t) equals 10−2003 for (θ, t) ∈ B(p, 1101),
undergoes a smooth transition on the shell B(p, 1100 ) \B(p, 1101 ), and equals
1 everywhere else. It is easy to see that the strong metric determined by
(S1 × [0, 1] ,Ω(θ, t)2(−dt2 + dθ2)) remains almost unchanged while the lo-
cal Lorentz distance changes drastically! So the idea behind the concept
is, losely speaking, to control the conformal factor with respect to some
“reference metric”. The following result is of main interest.
Theorem 21 For any α satisfying the above mentioned conditions, the
C+α , C−α and Cα properties are stable under generalised, Gromov-Hausdorff
convergence. This means that if, say, ((Mi, gi))i∈N is a generalised, Gromov-
Hausdorff Cauchy sequence such that (Mi, gi) ∈ C+α for all i ∈ N, then
(Mstr, d) ∈ C+α (and likewise for C−α and Cα).
Proof :
Let ǫ > 0, I show that
α(ǫ) ≤ min
p∈Mstr↓ǫ
max
r∈BD(p,ǫ)
d(p, r).
Choose (pi)i∈N ∈Mstr↓ǫ, α(ǫ) > δ > 0 and δ > 4γ > 0 such that |x− ǫ| < γ
implies that |α(x)− α(ǫ)| < δ2 . Let i be sufficiently large such that 12i−3 <
γ, |DMi(pi, ∂FMi)− ǫ| < γ2 and D((pj)j∈N, pi) < 32i+1 , where D denotes
also the metric on the disjoint union
⊔
i∈NMi, constructed in the proof of
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theorem 16. Then, there exists an ri ∈ BDMi (pi, ǫ−
γ
2 ) such that dgi(pi, ri) >
α(ǫ)− δ2 . The final remarks of the same proof show that there exists a point
r ∈Mstr such that D(r, ri) < 52i+1 . Hence,
D((pi)i∈N, r) < ǫ− γ
2
+
3
2i+1
+
5
2i+1
< ǫ.
Moreover, (3.14) on page 72 implies that
|d((pj)j∈N, r)− dgi(pi, ri)| <
3
2i−2
+
3
2i+1
+
5
2i+1
=
1
2i−4
<
δ
2
.
Hence, d((pj)j∈N, r) > α(ǫ)− δ. This shows that for any such δ > 0, we can
find an r(δ) ∈ BD((pi)i∈N, ǫ) such that d((pj)j∈N, r) > α(ǫ) − δ. The com-
pactness of the closed ǫ-balls and the continuity of d in the strong topology
finish the proof. 
It is not difficult to see that M\ ∂Mstr = T CON for a (limit) spacetime
satisfying the C+α and C−α properties. Moreover, every point of the boundary
of such space, which does not equal ∂FM∩∂PM, is equivalent to a timelike
Cauchy sequence. There are a few serious questions which can be posed
with respect to the above categories of objects.
Questions
• Can one find spacetimes such that only one of the properties C+α , C−α
or Cα is satisfied? If not, are some of them equivalent depending on
α?
• Does the limit space of a C+α sequence satisfyMstr \∂Mstr = T CON ?
• Same question for the limit space of a C−α or Cα sequence.

I shall give partial answers to these questions in the following chapter. 
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Chapter 4
Lorentz spaces
4.1 Introduction
In section 3.3.2, we constructed the unique, limit space up to isometry (cfr.
theorem 18), which is compact in the strong topology, of a sequence of
compact, interpolating cobordisms. The natural question which arises is
whether one can find a maximal class of spaces, which is complete and
Hausdorff separated in the natural extension of the GGH-uniformity. The
answer to this question will be affirmative, and such space will be called a
Lorentz space.
The main goal of chapter 4 is to further study the properties of the moduli
space of isometry classes of Lorentz spaces. In particular, in section 4.3,
we try to find out if the GH-metric and the GGH-uniformity are equivalent
in the sense that they have the same Cauchy sequences. In section 4.4, we
touch upon the question whether the strong metric determines the Lorentz
distance uniquely up to time reversal. This would be particulary interesting
since, if it were true, then Lorentzian interpolating spacetimes would be
a subclass of “Riemannian”, non-path metric, compact spaces modulo Z2.
Furthermore, in section 4.5, we study the definition of a suitable causal
relation and causal curves on limit spaces of compact, globally hyperbolic
interpolating spacetimes. For example, if we knew how to define a causal
relation between two points in the “degenerate area” of a limit space, then
one could raise the question about the physical meaning of such “causal
relationships”. Finally, we deal with the moduli space and some matters of
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precompactness in section 4.6.
For notational convenience, in the sequel, the subscriptM will be dropped
in the notation of the strong metric DM.
4.2 Definition of Lorentz spaces
The note following definition 6 and theorem 18 strongly suggest the following
definition of a Lorentz space.
Definition 12 A Lorentz space is a pair (M, d), where M is a set and d is
a Lorentz distance on M, such that (M,D) is a compact metric space (with
D the strong metric induced by d).
On the space of all Lorentz spaces ℵc, we can introduce an equivalence
relation ∼ by defining (M1, d1) ∼ (M2, d2) iff there exists a bijection ψ
such that d2(ψ(x), ψ(y)) = d1(x, y) for all x, y ∈ M1. Such a bijection is
automatically a homeomorphism.
Definition 13 The moduli space of all isometry classes of Lorentz spaces
is the space LS = ℵc/ ∼, equipped with the Hausdorff, quantitative, GGH-
uniformity.
Studying the proofs of theorems 17 and 18 (Ref. [59]), the reader can see
that LS is a complete, contractible space in which the finite spaces form a
dense subset. It is also easily seen that it is not a locally compact space.
Note: The results in section 4.3, in particular theorem 26, imply that the
obvious extension of dGH to the moduli space of isometry classes is also a
metric. In the above definition, we prefer to equip this space with the GGH
uniformity, since herewith LS is complete1. 
These results are surprisingly easy and analogous to the ones obtained by
Gromov for the metric case. Let me elaborate now a bit why this is so. The
main reason is that we made a complete switch from the “local” (Alexan-
drov) viewpoint to the more global perspective provided by the strong met-
ric. The reader shall become even more aware of this after having read
section 4.3 in which, amongst other results, all results proven in sections
3.2.1 and 3.2.2 are generalised.
1The author is unaware of any proof or counterexample of the fact that the moduli
space of isometry classes equipped with dGH would be complete.
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4.3 dGH versus the GGH-uniformity
In this section, we examine the relationship between the GH-distance and
the GGH-uniformity for Lorentz spaces (M, d). Along this study, some
questions raised in section 3.3.3 will be solved. Since the difference between
GH-closeness and GGH-closeness lies in the condition that the mappings
used in the definition be approximate inverses of each other, we find it
useful to introduce the concepts of ǫ-isometry and ǫ-surjection.
Definition 14 Let ǫ > 0 and (M, d) be a Lorentz space. A mapping f :
M→M is
• an ǫ-isometry iff for all x, y ∈ M
|d(f(x), f(y))− d(x, y)| < ǫ .
• an ǫ-surjection iff for all p ∈ M there exists a q ∈ M such that
D(p, f(q)) < ǫ .

We start with the following theorem.
Theorem 22 Let (M, g) be a compact, globally hyperbolic cobordism. Then
for any η > 0, there exists an ǫ > 0 such that for each ǫ-isometry f , there
exists an isometry h of M for which the following holds:
D(f(x), h(x)) < η ∀x ∈ M .
Proof:
Suppose that the statement is false. Then there exists an η > 0 such that
for each n ∈ N0 there exists a 1n -isometry fn, such that for any isometry h
we can find a point x(n, h) in M such that
D(fn(x(n, h)), h(x(n, h))) ≥ η .
The proof of theorem 10 in section 3.2.2 reveals that we can then find a
subsequence (fnk)k∈N and an isometry f , such that fnk
k→∞→ f pointwise.
We now show that this convergence is uniform in the strong metric, which
provides the necessary contradiction. We restrict ourselves to proving that
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for any interior point p and ǫ > 0, there exists a δ > 0 such that q ∈ BD(p, δ)
implies thatD(f(q), fn(q)) < ǫ for n big enough. The rest of the statement is
easy (but tedious) and is left as an exercise to the courageous reader. Choose
s, r ∈ BD(p, ǫ2) such that s ≪ p ≪ r with, say, d(s, p) = d(p, r) as large as
possible. Let δ = 13d(p, r); then for n >
1
δ such that fn(r) ∈ BD(f(r), δ) and
fn(s) ∈ BD(f(s), δ) we have that
fn(BD(p, δ)) ⊂ A(f(r), f(s)) ⊂ BD(f(p), ǫ2) .
Hence,
D(fn(q), f(q)) ≤ ǫ
2
+ δ < ǫ
for all q ∈ BD(p, δ). 
This result reveals that for any η > 0, there exists an ǫ > 0 such that any
ǫ-isometry is an η-surjection. This, however, is a fairly weak result and we
would like to know if η could be bounded by some universal function of ǫ,
the timelike diameter and dimension ofM, which goes to zero when either ǫ
or the timelike diameter goes to zero. However, the following example shows
that such a function cannot exist.
Example 13
Consider the 2-dimensional flat cylinder CYL = (S1× [0, 1],−dt2+dθ2) with
the region Rδ = {(θ, t) | θ ∈ [0, π], t > T (θ)} removed, where T (θ) ≥ 1− δ
for all θ ∈ [0, π], T (0) = T (π) = 1 and |T ′(θ)| < 1. We will construct
Figure 4.1: Illustration of example 13
an approximate isometry ψ which is far from any isometry. Since the only
isometry is the identity, this simplifies our analysis. ψ is constructed as the
composition of a rotation by π times a retraction RRδ which maps a point
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(θ, t) to the unique, closest point (θ, t˜) ∈ Rcδ. It is not difficult to check
that ψ is a
√
2δ-isometry. However, the point p defined by p = (3π2 , 1) gets
mapped to a point which is strong distance 1 = tdiam(Rδ) apart. This
shows that for δ arbitrarily small, one can construct universes which allow
δ-isometries to be a distance 1 apart from any isometry. 
Example 14
In this example, we show that a near isometry can be arbitrarily far from be-
ing a surjection. The following picture shows a sequence of N “bumps” with
a fixed width L > 1. Let 0 < ǫ < 12 and consider the function gǫ : [−ǫ, ǫ]→
R+ : x → ǫ + x2. Define a sequence of functions Ωiǫ : [(i− 1)L, iL] → R+,
i = 1 . . . N , which satisfy the following properties:
• 0 ≤ Ωi+1ǫ (x + L) − Ωiǫ(x) ≤ L√2N for all x ∈ [(i− 1)L, iL] and i :
1 . . . N − 1.
• Ωiǫ is symmetric around x = (i− 12)L.
• maxx∈[(i−1)L,iL]Ωiǫ(x) = iL√2N
• Ωiǫ(x) = gǫ(x− (i− 1)L) for x ∈ [(i− 1)L, (i − 1)L+ ǫ]
•
∣∣∣dΩiǫ(x)dx ∣∣∣ < 1 for all x ∈ [(i− 1)L, iL]
Let Ωǫ be the concatenation of all Ω
i
ǫ. By identifying 0 and NL, we obtain
that Ωǫ is a smooth function on the circle of radius
NL
2π . Define A as
A = {(x, t)|x ∈ [0, NL] and t ∈ [0,Ωǫ(x)]} .
Then, (A,−dt2 + dx2) is a globally hyperbolic cobordism cut out of the
cylinder universe with radius NL2π . Define ψ : A → A as the composition of
a rotation to the left over an angle of 2πN with a retraction RA : S
1
NL ×R→
S1NL×R which maps every point (x, t) to the closest point (x, t˜) ∈ A. Clearly,
ψ is a L√
N
-isometry which is not a (N−1)L√
2N
-surjection. The figure is called
the carousel for obvious reasons. 
Let f, g : LS×LS×R+ → R+ be functions depending only upon the timelike
diameters of the respective Lorentz spaces, f(x, y, 0) = g(x, y, 0) = 0 and
f, g are continuous in the third element in (x, y, 0) for all x, y ∈ LS. Do
functions satisfying the above conditions exist such that if x and y are ǫ-
close, then they are (f(x, y, ǫ), g(x, y, ǫ))-close? It is not difficult to prove
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Figure 4.2: The carousel
that if there exist two mappings ψ, ζ which make x and y ǫ-close, such that
either ψ or ζ is surjective, then x and y are (ǫ, 2ǫ) close. Hence, if we want
to find a counterexample then we have to look for mappings which are “far
off” being a surjection. The carousel hints the following counterexample.
Example 15
Suppose L = 4m, m ∈ N \ {0, 1} and let PL1 ,PL2 be causal sets given by
the Hasse diagrams below. In the pictures, it is understood that the fatter
dots are identified. On a locally finite causal set P, the maximum number
of links between two timelike related points p ≪ q determines a Lorentz
distance. Obviously, if P is finite, then it has a natural interpretation as a
Lorentz space. In Appendix E, the following theorem is proven.
Theorem 23 PL1 ,PL2 are 1-close and for every pair of mappings ψ : PL1 →
PL2 , ζ : PL2 → PL1 which make PL1 ,PL2 k-close, with k < L/4, there exists a
p ∈ PL2 such that
D(p, ψ ◦ ζ(p)) = L.

Choose α > 0 and let ǫm =
4α
4m+1 , Lm = 4m, m ∈ N \ {0, 1}. Define for
i = 1, 2 the discrete Lorentz spaces Pǫm,Lmi by the same Hasse diagrams, but
now suppose that every link has length ǫm. The previous theorem teaches
us that Pǫm,Lm1 and Pǫm,Lm2 are ǫm-close, but for every pair of mappings
ψm : Pǫm,Lm1 → Pǫm,Lm2 , ζm : Pǫm,Lm2 → Pǫm,Lm1 which make Pǫm,Lm1 ,Pǫm,Lm2
ǫ- close, with ǫ < 4mα4m+1 , there exists a p ∈ Pǫm,Lm2 such that
Dm(p, ψm ◦ ζm(p)) = 16mα
4m+ 1
.
However, tdiam(Pǫm,Lmi ) = 4α for i = 1, 2 and m > 1. This proves the
claim that universal functions f and g satisfying the above conditions do
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Figure 4.3: Example 15, Lorentz spaces which are GH but not GGH close.
not exist. 
Hence, the qualitative uniformities defined by GH and GGH are inequiva-
lent. However, this does not prove yet that there exist GH Cauchy sequences
which are not GGH. In fact, we show now that if a Lorentz space (M, d) is a
limit space of a GH Cauchy sequence (Mi, di)i∈N, then this sequence is GGH
Cauchy and converges to the same limit (up to isometry). An intermediate
result is the following.
Theorem 24 Any isometry ψ on a Lorentz space (M, d) is a bijection.
Proof :
Evidently, D(ψ(p), ψ(q)) ≥ D(p, q) for all p, q ∈ M. Hence, we only have
to show that ψ is a surjection since, obviously, it is an injection. Suppose
we can find an open ball BD(r, ǫ) which is not in ψ(M), then ψk(r) /∈
BD(ψ
l(r), ǫ) for all k > l. Since M is compact, we may, by passing to a
subsequence if necessary, assume that ψl(r)
l→∞→ ψ∞(r). Hence, we arrive
at the contradiction that ψ∞(r) /∈ BD(ψ∞(r), ǫ). But then we have that
D(ψ(p), ψ(q)) = sup
r∈M
|d(ψ(r), ψ(p)) + d(ψ(p), ψ(r)) − d(ψ(r), ψ(q)) − d(ψ(q), ψ(r))|
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Figure 4.4: Example 15, Lorentz spaces which are GH but not GGH close.
The rhs. of this equation equals D(p, q). This shows that ψ is surjective
since all isometries of compact metric spaces are. 
Before we prove the main result, we still need the following.
Theorem 25 Let {ψi|i ∈ N0} be a set of 1i -isometries on M. Then, there
exists a subsequence (ψin)n∈N which uniformly converges in the strong sense
to an isometry ψ.
Proof :
As usual, let C be a countable dense subset of M and let (ψin)n∈N be a
subsequence such that ψin(p)
n→∞→ ψ(p) for all p ∈ C. It is easy to see that
ψ has a unique extension to a D-isometry (and d-isometry) using Theorem
24. The proof of Theorem 24 also implies that ψ(C) is dense in M. As a
consequence, we have that for any ǫ > 0 there exists a k(ǫ) > 0 such that
ψik(C) is ǫ-dense in M for k > k(ǫ). Hence,
|D(ψik(p), ψik (q))−D(p, q)| < ǫ+
2
ik
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for k > k(ǫ) and for all p, q ∈ M. This implies that
D(ψ(r), ψik (r)) ≤ D(ψ(p), ψik (p)) + 2D(p, r) +
2
ik
+ ǫ
for k > k(ǫ) and p ∈ C. Since ǫ and p can independently be chosen arbitrarly
close to 0 and r respectively, the result follows. 
We are now in position to prove the main result.
Theorem 26 Let (Mi, di)i∈N be a GH Cauchy sequence of Lorentz spaces
converging to a Lorentz space (M, d), then this sequence is GGH Cauchy
and converges to the same limit space.
Proof :
Choose δ > 0, then Theorem 25 implies that there exists a γ > 0, such that
if f is a γ-isometry, then there exists an isometry g such that
D(f(x), g(x)) <
δ
2
∀x ∈ M
Let ψi : Mi → M and ζi : M → Mi which make (Mi, di) and (M, d)
ǫi-close, where ǫi
i→∞→ 0. Then, the previous remark implies that for i
sufficiently large such that 2ǫi < min
{
γ, δ2
}
, there exists an isometry βi
such that
D(βi(x), ψi ◦ ζi(x)) < δ
2
∀x ∈ M
or,
D(x, ψi ◦ ζi ◦ β−1i (x)) <
δ
2
∀x ∈ M.
Hence,
Di(pi, ζi ◦ β−1i ◦ ψi(pi)) ≤ 2ǫi +D(ψi(pi), ψi ◦ ζi ◦ β−1i ◦ ψi(pi))
which implies that
Di(pi, ζi ◦ β−1i ◦ ψi(pi)) ≤ 2ǫi +
δ
2
< δ
Hence, for i sufficiently large, ψi and ζi ◦ β−1i make (Mi, di) and (M, d),
(ǫi, δ)-close. 
This does not show yet that every GH Cauchy sequence is GGH, but a GH
Cauchy sequence which is not GGH has either no sensible limit, or a limit
which is not “spatially compact”. The last theorem has for consequence
that the trivial extension of dGH to the moduli space of isometry classes of
Lorentz spaces is a metric.
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4.4 The strong metric D
In this section, we study some properties of the strong metric. Particular
questions of interest are:
• What is the “shape” of the balls in the strong metric for spacetimes?
• Does the strong metric determine the Lorentz metric up to time re-
versal?
We shall treat the first question in considerable detail, the second one is
only answered partially.
In what follows, M is assumed to be a compact, interpolating spacetime.
To start with, we “split” the strong metric D into two pseudodistances D±,
which will be useful later on, and then study properties of the open balls
BD(p, ǫ) of D-radius ǫ around p. We start by defining
D+(p, q) = max
r∈M
|dg(p, r)− dg(q, r)|
and
D−(p, q) = max
r∈M
|dg(r, p) − dg(r, q)| .
Then D can be recovered from D± as [59]
D(p, q) = max
{
D+(p, q),D−(p, q)
}
,
although, separately, D+ and D− are pseudo metrics (D±(p, q) = 0 does
not necessarily imply that p = q). However, this limitation of D+ (D−)
arises only for p and q both belonging to the future (past) boundary of M.
For example, clearly D+(p, q) = 0 for all p, q ∈ ∂FM, but if p 6∈ ∂FM and
q ∈ ∂FM, any r ∈ I+(p) gives dg(p, r) = |dg(p, r)−dg(q, r)| > 0, and if both
p, q 6∈ ∂FM, the same holds for any r ∈ I+(p)△ I+(q)2.
These remarks show that both D± are true distances on the interior of M,
and they also motivate us to try to locate the “distance-maximising points”,
i.e., points which realise the maximum in the definition of both functions
for given p and q.
2For any two sets A and B, A△B stands for the symmetric difference (A\B)∪(B\A).
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Property: Given any two points p and q not both belonging to ∂FM, a point
r such that D+(p, q) = |dg(p, r) − dg(q, r)| is an element of I+(p)△ I+(q),
and I+(r) ⊂ I+(p) ∩ I+(q). A dual property holds for D−.
Proof:
Obviously, the distance-maximising point r belongs to I+(p) ∪ I+(q). Sup-
pose r ∈ I+(p)∩I+(q) and, without loss of generality, assume that dg(p, r) >
dg(q, r). Let γ be a distance maximising geodesic from p to r; then γ cuts
E+(q) in a point s. But then, the reverse triangle inequality implies that
dg(p, r)− dg(q, r) = dg(p, s) + dg(s, r)− dg(q, r)
< dg(p, s) = dg(p, s)− dg(q, s) ,
which is a contradiction. Hence, r ∈ I+(p)△ I+(q) and without loss of
generality we may assume that r ∈ I+(p) \ I+(q), which means that p /∈
∂FM. Either r ∈ ∂FM which implies that I+(r) = ∅ or I+(r) 6= ∅. The
latter implies that I+(r) ⊂ I+(p)∩I+(q) since otherwise there exists a point
s such that
dg(p, r) < dg(p, s) = dg(p, s)− dg(q, s)
which is a contradiction. 
Now, if (M, g) contains no cut points3, then the distance-maximising point
r must belong to ∂FM. Suppose that r does not belong to ∂FM, then
I+(r) ⊂ I+(p)∩ I+(q) implies that r belongs to E+(q). Let γ be the unique
null geodesic from q to r, then moving r to the future along this null geodesic
up to ∂FM keeps r out of I+(q), otherwise the geodesic would have a cut
point, which is contrary to the assumption.
The next theorem is also valid when there are cut points, but then the
statement can be made sharper. As was remarked before in theorem 13,
the ǫ-balls BD(p, ǫ) are causally convex, in the sense that if x, y ∈ BD(p, ǫ),
3The definition given in [48] is more general but reduces to the following in the globally
hyperbolic case: a future oriented causal geodesic γ starting at p (γ(0) = p) has a future cut
point γ(t0) iff γ is distance maximising between p and γ(t0), i.e., dg(γ(s), γ(t)) = L(γ[s,t])
for all 0 ≤ t < s ≤ t0 and t0 is the largest (affine) parameter with this property; a past
cut point for a (past oriented) geodesic is defined similarly. A Lorentzian equivalent of
an earlier result by Poincare´ shows that a causal geodesic with initial endpoint p has a
cut point γ(t0) iff there exists a second causal geodesic starting at p which contains γ(t0)
or if γ(t0) is conjugate point for γ (i.e., there exists a Jacobi field along γ which vanishes
in p and γ(t0)). A spacetime has no cut points iff any causal geodesic with initial (final)
endpoint contains no future (past) cut points.
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then the Alexandrov set A(x, y) ⊂ BD(p, ǫ). We now wish to find out more
about those sets. To begin with, notice that
BD(p, ǫ) = BD+(p, ǫ) ∩BD−(p, ǫ) .
Then, we have:
Theorem 27 Let (M, g) be a spacetime with no cut points and choose a
point p ∈ M \ ∂FM and an ǫ > 0 such that K+(p, ǫ) 6= ∅. Then the open
“sphere” BD+(p, ǫ) of radius ǫ, centered at p with respect to the pseudometric
D+, satisfies
BD+(p, ǫ) ⊆
 ⋂
x∈H+(p)
(O−(x, ǫ))c
⋂ ⋂
x∈F+(p,ǫ)
I−(x)
 ,
where
• K+(x, ǫ) = {y ∈ M | dg(x, y) = ǫ}, i.e. the future ǫ-sphere centered at
x,
• O−(x, ǫ) = {y ∈ M | dg(y, x) ≥ ǫ}, i.e. the closed outer past ǫ-ball
around x,
• H+(p) = E+(p) ∩ ∂FM,
• F+(p, ǫ) = K+(p, ǫ) ∩ ∂FM.
The open sphere BD−(p, ǫ) defined with respect to the pseudometric D
−,
satisfies a similar inclusion property with all pasts and futures interchanged.
Proof:
Let x ∈ BD+(p, ǫ); then x must be chronologically connected to all points in
F+(p, ǫ). For, suppose there exists a point y ∈ F+(p, ǫ) such that x /∈ I−(y)
then dg(p, y)− dg(x, y) = ǫ, which is a contradiction. On the other hand, x
cannot belong to O−(z, ǫ) for any z ∈ H+(p), since otherwise
dg(x, z) − dg(p, z) ≥ ǫ ,
which is impossible. 
Figure 4.5 shows that the above inclusion can be an equality. The universe
is (S1 × [0, 1] ,−dt2 + dθ2) and the shaded area represents BD+(p, ǫ) for ǫ
sufficiently small. Obviously, a dual statement holds for BD−(p, ǫ). For BD,
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Figure 4.5: Illustration of theorem 27
notice that we can write down a simpler, but weaker bound
BD(p, ǫ) ⊆
⋂
x∈F−(p,ǫ), y∈F+(p,ǫ)
A(x, y) .
Concerning the second question posed at the beginning of this section, we
notice that the strong metric D does not determine the Lorentz distance d
up to time reversal for discrete Lorentz spaces.
Example 16
Consider the causal sets P1 and P2 defined by the Hasse diagrams be-
low. Clearly, dGH((P1, d1), (P2, d2)) = 1 while dGH((P1,D1), (P2,D2)) = 0.
❅
❅qq qq q
P1
❅
❅
❅
❅qq qq q
P2
Figure 4.6: Hasse diagrams
Moreover, D+1 6= D+2 while D−1 = D−2 . This clearly shows that convergence
in the strong metric is not sufficient to guarantee convergence of the Lorentz
metrics, as far as discrete Lorentz spaces is concerned. 
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4.5 Causality
In this section, we study further causal properties of limit spaces. The most
daunting problem is how to define a causal relation on the degenerate re-
gions. First of all, one might ask if this is physically meaningful in the sense
that on may wonder whether “particles” could travel on such causal curves?
The answer to this question appears to be negative, since one would like
particle motion in a spacetime region to be determined by the distribution
of matter and initial data in the past region of the considered events, while
any definition of causality in the degenerate region will be based upon global
(future) data, such as specific differences in chronological futures. We cannot
stress the word global enough, since, if there were a difference in the future
lightcones, then this can already be spotted by a tiny Alexandrov neigh-
bourhood which is “boost equivalent” to a neighbourhood which might look
more localised to a specific class of observers, such as defined by the strong
distance4. Hence, it is not entirely clear whether defining a causal relation is
physically meaningful or not. It is for sure a quite interesting mathematical
problem and it shall be treated as such in the rest of this section.
In the sequel, we speak about a good proposal for the causal relation if,
roughly speaking, it coincides on limit spaces of arbitrary GGH Cauchy
sequences of conformally equivalent spacetimes with the causal relations de-
fined by the elements of these sequences. To start with, we give an example
which shows that the closure of the space of discrete Lorentz spaces con-
tains spaces, whose causal behaviour differs significantly from the kind of
limit spaces already considered before5.
Example 17
Suppose L > 2 and let (PLn , dn) be a discrete Lorentz space defined by the
set PLn =
{
iL
n |i = 0 . . . n
}
and dn(p, q) = max {0, q − p− 1}. It is easy to
check that dn defines a Lorentz distance. Moreover, (PLn , dn) n→∞→ ([0, L] , d)
where, evidently, d(p, q) = max {0, q − p− 1}. Obviously, we want the
causal relation to be the ordinary order relation on [0, L]. Hence, any pair of
timelike related points can only be connected by a causal curve γ, which is
nowhere timelike in the sense that for any γ(t), 0 < γ(s)− γ(t) < 1 implies
that d(γ(t), γ(s)) = 0. The strong metric D(t, s) between points t < s equals
s− t unless 0 < t < 1 and L− 1 < s < L, then it equals max {L− t, s} − 1.
4Pick a point p of the past boundary, note then that x→ D−(p, x) is a time function.
5A similar kind of limit space was communicated to me by R. Sorkin.
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Hence, locally, D is the path metric defined by the the standard line ele-
ment dt2. Conclusion: although the limit space has a manifold structure,
the Lorentz distance is far from being derived from a tensor. 
In the previous example, we have defined the causal relation using our in-
tuition. Since we are looking for a general prescription for the causal re-
lation, we might postulate something like: p ≺ q iff I+(q) ⊂ I+(p) and
I−(p) ⊂ I−(q), although, as mentioned in section 3.3.3, this is not suffi-
cient. Therefore, let us start by defining the causal relation on this subset
of M which we are most familiar with namely T CON . A good candidate
for ≺ on T CON is the K+-causal relation defined by Sorkin and Woolgar
[54], i.e.,
Definition 15 K+ is the smallest, topologically closed, partial order inM×
M containing I+. 
Remarks: As mentioned in [54], K+ can be build by transfinite induction
as follows:
• ≺0= I+
• ≺α= ⋃β<α ≺β if α is a limit ordinal
• ≺β+1 is constructed from ≺β by adding pairs which are implied either
by transitivity or closure.
Since M×M has at most 2ℵ0 elements,the procedure has to terminate at
an ordinal6 with cardinality less or equal to 2ℵ0 . The following example
illustrates that the procedure can run up to an ordinal with cardinality ℵ0.

Example 18
Let N = ℵ0 and construct the discrete Lorentz space (P, d) as follows:
• the set of points is P =
{
wi, xjk, y
j
k, z
j |i ∈ N+ 1 and j, k ∈ N
}
.
• the Lorentz distance if given by d(wi, zj) = d(xik, zj) = 1(j+1)2 and
d(yik, z
j+1) = 1
(j+2)2
for all k and i ≤ j in N. Moreover, d(xij , yij) =
1
(j+1)(i+1)2
. All other distances are calculated from these values by
taking the maximum over all “timelike” chains.
6For more information about ordinals and transitive induction see [23].
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• from these data, it is easy to calculate the strong distance:
D(wi, xij),D(w
i+1, yij) =
1
(j+1)(i+1)2
and D(xij , y
i
j) =
1
(i+1)2
.
We now start our program: ≺1 is the closure of I+. Obviously, the new
relations induced by this procedure are wi ≺1 wi+1. ≺2 is constructed from
≺1 by adding pairs which are implied by transitivity and closure: this results
in wi ≺2 wi+2 for all i ∈ N and wN ≺2 wN. The reader may easily check that
at stage n > 2 : ≺n=≺n−1 ∪{(wi, wj)|i+ 2n−1 < j ≤ i+ 2n ∈ N}. Hence,
≺N= I+ ∪ {(wi, wj)|i < j ∈ N} ∪ {(wN, wN)} .
But this relation is not closed yet and
≺N+1= I+ ∪ {(wi, wj)|i < j ∈ N+ 1} ∪ {(wN, wN)} .
So the procedure stops at the N + 1’th step and the cardinality of N + 1 is
ℵ0. 
Since K+ gives in general more information7 than I+, we might hope that
adding the conditions K+(q) ⊂ K+(p) and K−(p) ⊂ K−(q) in order for p ≺
q leads to a satisfying definition. Unfortunately, it does not, as illustrated
in the following example.
Example 19
To simplify the discussion, define a relation R between p, q ∈ M \ T CON
as follows:
pRq ⇔ K+(q) ⊆ K+(p),K−(p) ⊆ K−(q), I+(q) ⊆ I+(p) and I−(p) ⊆ I−(q).
Picture 4.7 shows a Lorentz space with points p and q such that pRq holds.
Clearly, we do not want that p ≺ q. However, there exists no curve γ be-
tween p and q satisfying the condition that γ(t)Rγ(s) for all t ≤ s. The
picture shows a part of the cylinder universe with degenerate regions, which
are indicated by the shading. 
7One can construct Lorentz spaces, where K+(q) ⊆ K+(p) and K−(p) ⊆ K−(q) do not
imply that I+(q) ⊆ I+(p) and I−(p) ⊆ I−(q) and vice versa. However, K+(q) ⊆ K+(p)
and K−(p) ⊆ K−(q) does imply that I+(q) ⊆ I+(p) and I−(p) ⊆ I−(q) for Lorentz spaces
(M, d) satisfying the following division property:
∀p≪ q,∃r : p≪ r ≪ q
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Figure 4.7: Example 19, cylinder universe with degenerate regions.
The above example is very unfortunate in the sense that it shows that using
all imaginable relations between points derived from the chronological par-
tial order, using zero dimensional objects only, is not sufficient for obtaining
a satisfactory causal relation. However, it also suggests that the following
definition might have more success.
Definition 16 Define a partial order P on a Lorentz space (M, d) by putting
pPq iff there exists a continuous curve γ : [0, 1]→M from p to q such that
γ(t)Rγ(s) for all 0 ≤ t ≤ s ≤ 1. Finally, define ≺d on M\ T CON as the
smallest topologically closed transitive relationship containing P and I+. It
is easy to see that ≺d is compatible with K+, i.e., p ≺d q and q ∈ K−(r)
imply that p ∈ K−(r) and vice versa. 
The following example in three dimensions shows that also this definition
has its limitations. However, in two dimensions, it does work as is proven
in Theorem 28.
Example 20
Consider the three dimensional cylinder universe (S2× [−1, 1] ,−dt2+dθ2+
sin2 θdφ2). Consider the spacelike geodesic γ :
[
0, 14
] → S2 × [−1, 1] : s →
γ(s) = (θ0+s, φ0, 0). Take the limit (S
2×[−1, 1] , d) over a suitable sequence
of conformally equivalent metrics, with conformal factors which converge
to zero on thin, specific, (see picture 4.8 below) open neighbourhoods of
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J+(γ(s))\J+(γ(t)) and J−(γ(t))\J−(γ(s)), which are subsets of J+(γ(t))c
and J−(γ(s))c respectively for all t < s8. It is not difficult to see that for any
0 2π
q q
✫✪
✬✩
✫✪
✬✩
p q
Figure 4.8: Example 20, intersection of the lightcones with a constant time
hypersurface. The shading indicates the degenerate regions.
point q belonging to the degenerate region, either I+d (q) ∩ I+d (γ(0)) 6= ∅ or
I−d (q)∩ I−d (γ(1/4)) 6= ∅. Using this, it is easy to see that for any two points
p and q belonging to the degenerate region, we have that I−d (p) 6= I−d (q) or
I+d (p) 6= I+d (q). 
Theorem 28 Let (M, g) be a two dimensional, globally hyperbolic, inter-
polating spacetime which is isometrically embeddable in the interior of an
interpolating spacetime without cut points and suppose Ωi is a sequence of
positive C∞ functions on M such that
∣∣∣dΩ2i g(p, q)− dΩ2jg(p, q)∣∣∣ < 1i for all
j > i > 0 and p, q ∈ M. Denote by (N , d) the GGH limit space. Suppose
that M = N , i.e., no points get identified. Then, one has that p ≺g q iff
p ≺d q for all p, q ∈ M.
Note: If (M, g) were allowed to have cut points, then the theorem would
not be valid anymore. It is possible to construct a counterexample by mak-
8The relation J+ denotes here the usual causal relation defined by the metric tensor
−dt2 + dθ2 + sin2 θdφ2.
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ing a drawing on the two dimensional cylinder universe.
Proof :
First notice that the strong topology defined by D coincides with the man-
ifold topology9.
⇒) We show that any g causal curve γ is a R causal curve. Clearly,
I+d (γ(s)) ⊆ I+d (γ(t)) and I−d (γ(t)) ⊆ I−d (γ(s)) for all t < s which proves
the basis of induction. Let α = β + 1 and suppose that t < s implies that
γ(s) ≺β y =⇒ γ(t) ≺β y. Obviously, if γ(s) ≺β y ≺β z then γ(t) ≺β y ≺β z.
So suppose that there exist sequences (qn)n∈N, (yn)n∈N converging to γ(s)
and y respectively such that qn ≺β yn for any n, then there exists a sequence
(pn)n∈N converging to γ(t) with pn ≺g qn. The induction hypothesis then
implies that pn ≺β yn for all n which proves the claim.
⇐) We have to show that g-spacelike events cannot be connected by an R-
causal curve. Suppose p and q are such events, and suppose γ : [0, 1] →M
is an R-causal curve connecting them. Without loss of generality, we may
assume that γ is spacelike to p and q in the sense that γ(t), p and q are
g-spacelike events for all t ∈ (0, 1)10. Moreover, we may assume that γ is a
subset of a convex open neighborhood U on which g is conformally flat. By
using the nonexistence of cut points, one can deduce that the set S ⊂ M
bounded by the two right g null geodesics containing γ is entirely degenerate
as is shown in picture 4.911. Any two points in S ∩ U belonging to any left
g null geodesic have the same chronological relations. 
The results of example 20 and theorem 28 are quite discouraging, since any
9Clearly, D is continuous in the manifold topology on M×M since it is the uniform
limit of a sequence of continuous functions. On the other hand, let p ∈ M and p ∈ V ⊂
V ⊂ U where U and V are open neighbourhoods of p in the manifold topology. Suppose,
moreover, that there exists a sequence (pn)n∈N such that pn /∈ U and D(p, pn) <
1
n
. By
passing to a subsequence if necessary, we may assume that pn
n→∞
→ q ∈ V
c
in the manifold
topology. Hence, D(p, q) = 0 which contradicts M = N .
10Note that γ cannot intersect E−(p), nor E+(q), because this would violate the assump-
tion that the limit space equalsM. By continuity, there exists a t, such that γ(t) ∈ E+(p)
but γ(u) /∈ E+(p) for all u > t, and a minimal s > t such that γ(s) ∈ E−(q).
11Choose γ(t), t ∈ (0, 1). Then, there exists an open neighborhood O of γ(t) such that
for all r ∈ O which are g-spacelike to the left or in the g chronological past of γ(t), we
have that the left, future oriented, null geodesic starting at r does not intersect the future
oriented, right null geodesic starting at γ(t). Otherwise, γ(t) would have a cut point in
any extension of (M, g). Hence, for all s < t such that γ(s) ∈ O is such point r, we have
that any point in J+(γ(t)) to the right of the right null geodesic emanating from γ(s)
belongs to the degenerate area. A similar argument is valid for the past, with left and
right switched. Using this for all t leads to picture 4.9.
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Figure 4.9: Proof of theorem 28, conflict with the T0 property.
good definition of a causal relation seems to depend upon some notion of
dimension of the Lorentz space. One could try to make the definition more
restrictive, so that it would be possible to reproduce a result analogous to
theorem 28 in all dimensions. It seems to me that “local”12 ideas won’t
work.
The rest of this paragraph is devoted to proving that the limit space (M, d)
of a C+α and C−α sequence (Mi, di)i∈N of path metric13 Lorentz spaces is
a path metric Lorentz space. Strictly speaking, we should still define the
C±α properties for general Lorentz spaces (M, d). Looking at the definition
in the intermezzo of section 3.3.3, the reader can see that this boils down
to defining the future and past boundaries of (M, d). Obviously, the past
boundary ∂PM is the set of points p such that I−(p) = ∅, the future bound-
ary ∂FM is defined dually.
Property: The C+α property implies that the interior of ∂PM is empty and,
12“Local” in the sense that one studies properties of local congruences of curves between
neighbourhoods of points. One such idea would be to construct the following kind of defi-
nition: define the relation pQq iff there exist neighbourhoods U , V of p and q respectively
and a mapping ψ : U × [0, 1]→M such that
• ψt : U →M : r → ψ(r, t) is a homeomorphism for any t and ψ1(U) = V.
• ψr : [0, 1]→M : t→ ψ(r, t) defines a R-causal curve for any r ∈ U .
≺d is then defined as the smallest topologically closed transitive relation encompassing Q
and I+. Again it is not difficult to construct a counterexample similar to example 20.
13For a precise definition of a path metric Lorentz space, see definition 18.
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likewise, the C−α property implies that the interior of ∂FM is empty.
Proof :
I shall only prove the former. First, note that ∂PM ∩ ∂FM contains at
most one point. Let p ∈ ∂PM \ ∂FM and ǫ > 0 be such that BD(p, ǫ) ⊂
∂PM\ ∂FM. Then, d(p, r) = 0 for all r ∈ BD(p, ǫ) which is impossible by
the C+α property. 
As a consequence, we have that for a Lorentz space (M, d) satisfying the C+α
and C−α property, T CON ∪ (∂PM∩ ∂FM) = M14. Note that the second
term on the left-hand side of this equality only needs to be accounted for iff
∂PM∩ ∂FM is an isolated point. Hence, the causal relation on such space
is the K+ relation.
First, we give an example of spacetime with the C±
x2/2
property.
Example 21
Consider again the cylinder universe CYL = (S1 × [0, 1],−dt2 + dθ2). We
argue that CYL belongs to the category defined by α : R+ → R+ : x→ x22 .
Since SO(2) is the isometry group of dg, it is sufficient to prove the assertion
for points with a fixed spatial coordinate, say, θ = π. Let 1 ≥ t˜ > t ≥ 0;
then it is easy to prove that
D((π, t), (π, t˜)) =
√
t˜− t max
{√
t˜+ t,
√
2− (t+ t˜)
}
,
where D is the strong metric on CYL. Hence
dg((π, t), (π, t˜)) ≤ D((π, t), (π, t˜))2 ≤ 2 dg((π, t), (π, t˜)) ,
which proves the assertion. 
Before we proceed, we should define causal curves γ and lengths thereof15.
14For example, let p ∈ ∂PM \ ∂FM, then for ǫ > 0 sufficiently small, we have that
BD(p, ǫ)∩∂FM = ∅. By the C
+
α property, there exists an r ∈ BD(p,
ǫ
2
) such that d(p, r) =
α( ǫ
2
). Hence
D(r, ∂PM), D(r, ∂FM) ≥ α
( ǫ
2
)
which implies, by the C+α and C
−
α properties, that r ∈ T CON .
15The reader can find similar definitions in [55].
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Definition 17 Let (M, d) be a Lorentz space. Assume a < b and let γ :
[a, b] → M be a continuous (w.r.t. the strong topology) mapping such that
for all a ≤ t < s ≤ b : γ(t) ≺ γ(s) (γ(t) ≪ γ(s)); then γ is a basic, causal
(timelike) curve. Let a < b, c < d and γ1 : [a, b] → M, γ2 : [c, d] → M
be basic causal curves such that γ2(c) = γ1(b). We define the concatenation
γ2 ◦ γ1 of γ2 with γ1 as the basic causal curve γ2 ◦ γ1 : [a, b + d − c] → M
such that
γ2 ◦ γ1(t) =
{
γ1(t) if a ≤ t ≤ b
γ2(t+ c− b) if b ≤ t ≤ b+ d− c.
A (countably infinite) concatenation of basic, causal curves is a causal curve.
The length L(γ) of a basic, causal curve γ : [a, b]→M is defined as
L(γ) = inf
∆
|∆|−1∑
i=0
d(γ(ti), γ(ti+1)) ,
where, ∆ = {ti|a = t0 < t1 < . . . < tn−1 < tn = b} is a partition of [a, b].
Obviously,
L(γ2 ◦ γ1) = L(γ1) + L(γ2) .

Now, we are able to give the definition of a path metric Lorentz space.
Definition 18 (M, d) is a path metric Lorentz space iff for any p ≺ q, there
exists a causal curve γ from p to q, such that L(γ) = d(p, q).
In case the causal relation coincides with the K+ relation, I will prove that
(M, d) is a path metric space iff for any p ≪ q, there exists a distance
realising (K+) causal curve from p to q. We need to introduce the Vietoris
topology on the set 2(M,D) of all closed, non-empty subsets of (M,D) for
which a sub-basis is given by the sets B(M,O) and B(O,M). The former
are sets with as members closed sets which meet the open set O, the latter
consists of the closed subsets of O. It is known that 2(M,D) equipped with
the Vietoris topology is compact [54]. Also, it is proven in this paper that
the Vietoris limit of a sequence of K+ causal curves is a K+ causal curve
using topological arguments only.
Theorem 29 Let (M, d) be a Lorentz space, then (M, d) is a path metric
space with respect to the K+ relation iff for any p≪ q, there exists a distance
realising K+ causal curve from p to q.
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Proof :
We only have to prove that the latter implies the former, the other way
around being obvious. We shall once more proceed by transfinite induction
with as induction hypothesis Hα the statement that p ≺α q implies that
there exists a distance realising K+ causal curve from p to q. The basis of
induction is nothing else but our assumption. Hence, let α = β + 1 and
assume Hβ is valid. If p ≺β q ≺β r then there exists a K+ causal curve from
p to r, by the induction hypothesis and concatenation, which is obviously
distance maximising. So assume that there exist sequences (pn)n∈N, (qn)n∈N
converging to p and q respectively and that pn ≺β qn for all n ∈ N. Then,
Hβ implies that there exist K
+ causal curves γn from pn to qn. We may
assume that, by passing to a subsequence if necessary, (γn)n∈N converges in
the Vietoris topology to a (distance maximising)K+ causal curve connecting
p with q. 
Before I prove the main result, it is useful to study some properties of causal
curves with respect to the strong metric D.
Example 22
We show that the D-length of a compact, basic causal curve is in general
infinite. Obviously, the way to define the D-length, DL(γ), of a basic causal
curve γ : [a, b]→M is
DL(γ) = sup
∆
|∆|−1∑
i=0
D(γ(ti), γ(ti+1)) ,
where, as before, ∆ = {ti | a = t0 < t1 < . . . < tn−1 < tn = b} is a partition
of [a, b]. Returning to example 21, we prove that the length of the interval
{(π, t) | 0 ≤ t ≤ 1} equals∞. Choose ∆n =
{
1− 1k | k = 1 . . . n
}∪{1}, then
n∑
k=0
D((π, tk), (π, tk+1)) >
n+2∑
k=2
1
k
,
which proves the claim. 
Since example 22 shows that the D-length of a causal curve is a meaningless
concept, we have to come up with some other way to divide a causal curve
into smaller pieces. As a starter, we mention the following result.
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Theorem 30 Let (M, g) be an interpolating spacetime and let γ : [a, b] →
M be any basic, causal curve. Then, there exists no t ∈ (a, b) such that
D(γ(a), γ(t)) = D(γ(t), γ(b)) = D(γ(a),γ(b))2 , i.e., γ has no D-midpoint.
Proof:
We show that for all t ∈ (a, b): D(γ(a), γ(b)) < D(γ(a), γ(t))+D(γ(t), γ(b)).
Assume that the point r, which realises D(γ(a), γ(b)), belongs to I+(γ(a))\
I+(γ(b)). The case where r belongs to I−(γ(b)) \ I−(γ(a)) is identical and
is left as an exercise to the reader. Then,
D(γ(a), γ(b)) = d(γ(a), r) = (d(γ(a), r) − d(γ(t), r)) + d(γ(t), r)
Both terms on the rhs. are nonnegative and bounded by D(γ(a), γ(t)) and
D(γ(t), γ(b)) respectively. The first term can only realise D(γ(a), γ(t)) if
r ∈ I+(γ(a)) \ I+(γ(t)). But, in that case d(γ(t), r) = 0 and this concludes
the proof. 
Hence, we define the following concept of division of a causal curve.
Definition 19 Let γ : [a, b] → M be a basic causal curve and denote
δ = D(γ(a), γ(b)). The division, γ1/2, of γ is defined as the set of points
{pi|i = 0 . . . k} such that γ(a) = p0 ≺ p1 ≺ . . . ≺ pk−1 ≺ pk = γ(b),
D(pi, pi+1) =
δ
2 , ∀i : 0 . . . k − 2, δ4 ≤ D(pk−1, pk) < 3δ4 and there exists no
point q such that pk−1 ≺ q ≺ γ(b) with D(pk−1, q) = δ2 and δ4 ≤ D(q, γ(b)) <
3δ
4 . Such finite number 2 ≤ k =
∣∣γ1/2∣∣− 1 exists, since γ is continuous with
respect to the strong topology.
This new concept facilitates the proof of the final theorem.
Theorem 31 The limit space (M, d) of a GGH C+α and C−α Cauchy sequence
(Mi, di)i∈N of path metric Lorentz spaces, is a path metric Lorentz space.
Proof : According to theorem 29 and arguments preceding it, we only have
to prove that p≪ q, p, q ∈ M, implies that there exists a K+ causal curve
connecting p with q.
Let ψi :Mi →M and ζi :M→Mi be mappings which make (Mi, di) and
(M, d) (ǫi, ǫi)-close where ǫi i→∞→ 0. Choose p, q ∈ M such that d(p, q) > 0.
Let ǫ < d(p,q)8 and choose i sufficiently large such that ǫi < α(ǫ). Hence,
|di(ζi(p), ζi(q))− d(p, q)| < ǫi and |Di(ζi(p), ζi(q))−D(p, q)| < 4ǫi. Let γi,
be a geodesic from ζi(p) to ζi(q) and consider γ
1
2
i =
{
pis|s = 0 . . . ki
}
. Assume
that si is the largest number such that di(p
i
si+1, ζi(q)) >
di(ζi(p),ζi(q))
2 . Then,
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for all s ≤ si, pick ris+1 such that ζi(q)≫i ris+1 ≫i pis+1, Di(pis+1, ris+1) ≤ ǫ
and di(p
i
s+1, r
i
s+1) = α(ǫ). This is possible, since the C+α property is valid
and since di(ζi(p),ζi(q))2 >
d(p,q)−α(ǫ)
2 >
7d(p,q)
16 . If di(p
i
si+1
, pi
si+2
) < α(ǫ), then
construct in a similar way risi+2; this is possible since
5d(p,q)
16 > ǫ. For all
s > si+1, define tis ≪i pis such that Di(tis, pis+1) ≤ ǫ and di(tis, pis+1) = α(ǫ).
Obviously, di(ζi(p), t
i
s), di(r
i
s, ζi(q)) >
3d(p,q)
16 and di(p
i
s, r
i
s+1), di(t
i
s, p
i
s+1) ≥
α (ǫ). Hence, one can uniquely define sequences of the types{
ζi(p), r
i
1, p
i
1, r
i
2, p
i
2, . . . , p
i
si , r
i
si+1, p
i
si+1, r
i
si+2, t
i
si+2, p
i
si+3, t
i
si+3, . . . , t
i
ki−1, ζi(q)
}
and{
ζi(p), r
i
1, p
i
1, r
i
2, p
i
2, . . . , p
i
si , r
i
si+1, p
i
si+1, p
i
si+2, t
i
si+2, p
i
si+3, t
i
si+3, . . . , t
i
ki−1, ζi(q)
}
depending on the fact if di(p
i
si+1
, pi
si+2
) < α(ǫ) or di(p
i
si+1
, pi
si+2
) ≥ α(ǫ) re-
spectively. In general, we have constructed a sequence of the form (zis)
2ki−1
s=0 ,
with the following useful properties:
• zi0 = ζi(p) and zi2ki−1 = ζi(q)
• Di(ζi(p),ζi(q))2 ≤ Di(zi2s, zi2s+1) ≤ Di(ζi(p),ζi(q))2 + ǫ for s ≤ ki − 2,
Di(ζi(p),ζi(q))
4 ≤ Di(zi2ki−2, zi2ki−1) < 3Di(ζi(p),ζi(q))4 + ǫ and
di(z
i
2s, z
i
2s+1) ≥ α(ǫ) for all s ≤ ki − 1.
• Di(zi2s−1, zi2s) < 2ǫ
Hence, the sequence (ψi(z
i
s))
2ki−1
s=0 satisfies:
• D(ψi(zi0), p),D(ψi(zi2ki−1), q) < α(ǫ)
• D(p,q)2 − 7ǫ ≤ D(ψi(zi2s), ψi(zi2s+1)) ≤ D(p,q)2 + 8ǫ for s ≤ ki − 2,
D(p,q)
4 − 6ǫ < D(ψi(zi2ki−2), ψi(zi2ki−1)) < 3D(p,q)4 + 10ǫ and
di(ψi(z
i
2s), ψi(z
i
2s+1)) > 0 for all s ≤ ki − 1
• D(ψi(zi2s−1), ψi(zi2s)) < 6ǫ
Hence, for every n such that ǫn < α(d(p, q)/8) we can find a sequence
(αns )
2kn−1
s=0 inM satisfying the above properties16. By using a diagonalisation
argument, we can find a subsequence (which we label with the same index)
16In the sequel, the reader should keep in mind that these finite sequences can be
extended to infinite ones by putting everything after 2kn − 1 equal to q.
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such that kn+1 ≥ kn for all n ∈ N and a sequence (αs)2 supn kn−1s=0 such that
αns
n→∞→ αs for all s ≤ 2 supn kn− 1. Obviously supn kn must be finite, since
otherwise we found an infinite sequence of points which are all a distance
greater or equal than D(p,q)2 apart, which is impossible by compactness
17.
Hence, we have found a finite sequence of points βs ≤ βs+1, s = 0 . . . k, such
that:
• β0 = p and βk = q
• ∑k−1s=0 d(βs, βs+1) = d(p, q)
• D(βs, βs+1) = D(p,q)2 , s ≤ k − 2 and
D(p,q)
4 ≤ D(βk−1, q) ≤ 3D(p,q)4 .
It is possible that for some s, d(βs, βs+1) = 0 but these are limits of timelike
intervals as follows from the construction. Subdividing each of these ap-
proximating timelike intervals and using a compactness argument together
with the continuity of K+ in the strong topology, one obtains that every
two timelike related points are connected by a causal geodesic. 
This result is, in the author’s viewpoint, very encouraging since it shows
that all concepts fit nicely together. Notice also that the proof is consider-
ably more difficult than the one in the metric case, where it suffices to use
the existence of a midpoint for path metrics.
4.6 Compactness of classes of Lorentz spaces.
To end this chapter, we give some criteria for a collection of Lorentz spaces
to be precompact with respect to the GGH-uniformity. The ideas presented
here can be traced back to Gromov and proofs of the results at hand can
be found in Petersen [49]. Let (M, d) be a Lorentz space, and define (as in
Gromov [58])
• CapM(ǫ) = the maximum number of disjoint ǫ2 -balls in (M,D).
• CovM(ǫ) = the minimum number of ǫ-balls needed to cover M.
Clearly, CovM(ǫ) ≤ CapM(ǫ) and both are decreasing functions of ǫ. What
do these definitions mean? CovM(ǫ) tells us that one can choose CovM(ǫ)
points pi inM such that the pair ({pi | i = 1 . . .CovM(ǫ)} , d) is (2ǫ, ǫ)-close
17To see this, notice that the strong distance is increasing along causal paths.
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in the Gromov-Hausdorff metric to (M, d). On the other hand, suppose
that (M1, d1) and (M2, d2) are (ǫ, δ) GGH-close, then we know that
dGH((M1,D1), (M2,D2)) ≤ ǫ+ 3δ2 ,
and therefore one obtains from the triangle inequality that
CovM1(γ + 2ǫ+ 3δ) ≤ CovM2(γ)
and
CapM1(γ) ≥ CapM2(γ + 4ǫ+ 6δ)
for all γ > 0. Since we have a quantitative Hausdorff uniformity on the
moduli space LS with a countable basis around every point, the following
two criteria for compactness are equivalent:
• Every open cover has a finite subcover.
• Every sequence has a subsequence which converges to a limit point.
Theorem 32 For a class C ⊂ LS, the following statements are equivalent:
1. C is precompact in LS, i.e., every sequence has a subsequence that is
convergent in LS
2. There is a function N : (0, α)→ (0,∞) such that CapM(ǫ) ≤ N(ǫ) for
all (M, d) ∈ C.
3. There is a function N : (0, α) → (0,∞) such that CovM(ǫ) ≤ N(ǫ) for
all (M, d) ∈ C.
Proof :
1⇒ 2) If C is precompact, then for any ǫ > 0 there exist points (M1, d1), ...,
(Mk, dk) ∈ C such that any (M, d) is ( ǫ16 , ǫ24 ) close to some (Mi, di). Hence,
CapM(ǫ) ≤ CapMi( ǫ2) ≤ maxj CapMj ( ǫ2), which clearly proves a bound for
CapM(ǫ) for any ǫ > 0.
2⇒ 3) is obvious.
3⇒ 1) Because of the generalised triangle inequality, it suffices to show that
for any ǫ > 0, there exists a finite collection A of spaces in LS such that any
pair (M, d) ∈ C is (ǫ, ǫ)-close to one of the elements in A. Observe that for
any (M, d) and δ > 0: tdiam(M) ≤ 2δCovM(δ), since DM(p, q) ≥ d(p, q)
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for all p, q ∈ M. The hypothesis implies the existence of a function N(ǫ)
such that CovM( ǫ8 ) ≤ N( ǫ8 ). Hence, every space in C is ( ǫ4 , ǫ8)-close to a
finite space with N( ǫ8) elements, such that the timelike distance between
any two points does not exceed the value ǫ4 N(
ǫ
8). The Lorentz metric on
such a finite space consists of a square matrix (dij)1≤i,j≤N(ǫ/8) such that
0 ≤ dij ≤ ǫ4 N( ǫ8 ). Obviously, one can find a finite collection A of Lorentz
spaces with N( ǫ8 ) elements such that any of the (dij)1≤i,j≤N(ǫ/8) is (
ǫ
4 , 0)-
close to some element of A. Hence, all spaces (M, d) ∈ C are ( ǫ2 , 5ǫ8 )-close
to some element of A, which concludes the proof. 
We show that the covering property with covering function N is stable under
GGH-convergence provided that N is continuous (cfr. the C±α properties in
section 3.3.3).
Theorem 33 Let C(N(ǫ)) be the collection of pairs (M, d) ∈ LS such that
CovM(ǫ) ≤ N(ǫ) for all ǫ > 0; suppose N is continuous. Then, C(N(ǫ)) is
compact.
Proof :
We already know that C(N(ǫ)) is precompact, hence suppose (Mi, di) i→∞→
(M, d) in the GGH-uniformity, then with αi i→∞→ 0 such that (Mi, di) and
(M, d) are (αi, αi)-close, we obtain that
CovM(ǫ) ≤ CovMi(ǫ− 5αi) ≤ N(ǫ− 5αi) .
The continuity of N concludes the proof. 
Chapter 5
Criticisms and perspectives
This thesis dealt with an introduction to a Lorentzian Gromov Hausdorff
theory of convergence and its possible applications in physics. Taking into
account the succes the geometric and topological control theory of Gromov,
Petersen et al had in the field of Euclidian dynamical triangulations [14], it
might be expected that this Lorentzian Gromov Hausdorff theory will have
a similar effect in fields as the Lorentzian dynamical triangulations approach
to quantum gravity and causal set theory. This thesis is hopefully just the
beginning of a long journey in which, without any doubt, better geometers
than myself could make substantial progress. In this last chapter, I wish
to advocate some ideas about future work and criticisms about the basic
concepts introduced in this thesis, which should be taken seriously.
I am very aware of the fact that the definition of the strong metric is not
optimal from the physical point of view and the use of the pseudo metric
D− defined by
D−(p, q) = sup
r∈M
|d(r, p) − d(r, q)|
which depends only upon the difference in the past sets, would have been
desirable. In that case however, we would encounter several technical prob-
lems:
• points of the past boundary cannot be distinguished.
• if we would only use D− for defining the metric topology on points not
belonging to the past boundary, then the Lorentz distance d could be
discontinuous, hence the continuity of d would be an extra assumption.
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Notice first that for an element p of the past boundary, the continuous
function q → D−(p, q) determines a physical time which is only non differ-
entiable (on an interpolating spacetime) when caustics occur (i.e., on a set
of Borel measure zero)1. The (Lipschitz) continuous surfaces of constant
time provide a physical “slicing” even in a non differentiable setting and
it might be interesting to study the differentiability breakdown of D− in
case caustics occur. In the field of Lorentzian dynamical triangulations for
example, this time function is (apart from an overall scale) integer valued
and it counts the physical “spacelike hypersurfaces”2. Concerning the above
objections, our aim is to extract enough “meaningful”, local3 information of
the past boundary. Local means that the extracted information belongs to
the intersection over all ǫ > 0 of the D− ǫ-tubes around ∂PM. It is also
natural to ask that the extracted information is robust enough so that it is
stable under convergence. It is here that we let ourselves be guided by our
physical motivations: basically we are only interested in discrete models and
continuous nondegenerate spacetimes and the discreteness implies that we
introduce a fundamental scale S. Hence, we demand that for any p ∈ M
either I±(p)∩BD−(p,S) = ∅ or I±(p)∩BD−(p, ǫ) is nonempty for any ǫ > 0.
The reader has learned in chapter 3 that in order for such a property to be
stable under convergence, we need to introduce something similar to the C+α
and C−α properties defined in section 3.3.3. Also, the continuity of d is only
stable under convergence iff d is Lipschitz continuous (with a fixed Lipschitz
constant γ > 1) with respect to D−, i.e.,
|d(p, q)− d(r, s)| ≤ γ (D−(p, r) +D−(q, s)) ∀p, q, r, s ∈ M.
However, this is even not sufficient since the above would mean that for any
p, r ∈ ∂PM and q ∈ M we have d(p, q) = d(r, q). We solve this matter by
demanding that the above formula is true for points p, r belonging to the
interior of M↑S . For points p or r belonging to the closed S-tube around
∂PM, we demand that the above is only true in case p ≪ r or r ≪ p.
These remarks could lead to the following alternative definition of a physical
Lorentz space:
Definition 20 Let α : R+ → R+ be a continuous, strictly increasing func-
tion such that α(x) + α(y) ≤ α(x + y) ≤ x+ y for all x, y ∈ R+, let S > 0
be a fixed fundamental scale and suppose γ > 1. Let M be a set with a
Lorentz distance d defined on it such that (M,D−) is a compact topological
1Note that this function does not depend of the point p.
2This remark was communicated to me by R. Loll
3“Local” with respect to the physical time function.
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space and D− is a metric on M\ ∂PM. Such space is said to have the D+α
property iff for any p ∈ M either I+(p) ∩ BD−(p,S) = ∅ or for any ǫ with
min {D−(p, ∂FM),S} ≥ ǫ > 0:
α(ǫ) ≤ max
r∈BD−(p,ǫ)
d(p, r).
Similarly, (M, d) satisfies the D−α property iff for any p ∈M either I−(p)∩
BD−(p,S) = ∅ or for any ǫ with min {D−(p, ∂PM),S} ≥ ǫ > 0:
α(ǫ) ≤ max
r∈BD−(p,ǫ)
d(r, p).
Define the discrete past boundary ∂dPM as the set of all p ∈ ∂PM such that
I+(p)∩BD−(p,S) = ∅ and the continuum past boundary ∂cPM as the comple-
ment of the discrete past boundary in ∂PM and assume that the cardinality
of ∂dPM is at most countable. A space satisfying the previous properties is
called a physical Lorentz space of the type (α,S, γ) iff
|d(p, q)− d(r, s)| ≤ γ (D−(p, r) +D−(q, s))
for all q, s ∈ M; r, p ∈
◦
M↑S , r ≪ p or p≪ r.
∂cPM can still look quite exotic but we can safely disregard it, since deletion
would not influence the value of D− onM\ ∂PM. Define the future reduc-
tion of a physical Lorentz space (M, d) as the space which can be obtained
from M \ ∂cPM by identifying those points of ∂dPM which have the same
future. We declare two physical Lorentz spaces (M1, d1) and (M2, d2) to be
physically equivalent iff the future reductions are isometrically equivalent. I
did not further investigate implications of this definition, however I believe
that most results in chapters 3 and 4 could be reproduced without too much
difficulty.
Looking at the near future, I believe it is important to study the influence
of sectional curvature and volume bounds on convergence, which might be
interesting from the physical point of view since one then could study per-
turbations in geometry arising from fluctuations in matter sources from a
global and observer independent (purely Lorentzian) point of view. This
might not only be attractive for quantum gravity but possibly also have
some importance for (classical) cosmology. A study of the influence of sec-
tional curvature and volume bounds on convergence has already been made
in the Riemannian case by a.o. Gromov, Cheeger and Anderson.
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Appendix A
Causality conditions
We give a list of causality conditions which are standard in
the literature. We discuss important cases, where some of
these properties coincide and provide the reader with equiva-
lent characterisations, which have some technical advantage.
Also, a clear point of view is taken concerning the problem
which causality requirement is regarded as minimal in order
for the spacetime to be physical.
1. The chronology condition forbids the existence of closed timelike curves.
2. The causality condition excludes closed causal curves.
3. A spacetime model (M, g) is future distinguishing in a point p if and
only if every neighbourhood of p contains a neighbourhood of p which
no future directed curve from p intersects more than once. This is
equivalent to I+(p) = I+(q) ⇒ p = q and the spacetime is causal.
Suppose I+(p) = I+(q) for p 6= q and the future distinguishing condi-
tion holds at p. Then, for any s ∈ I+(p), we can find a future directed
causal curve starting in p, passing trough an arbitrary small neigh-
bourhood of q, and ending at s which clearly gives a contradiction.
On the other hand, suppose one has that the second characterisation
is satisfied, but not the first. Let Bn be a local basis for the topology
at p ordered by inclusion, Bn ⊂ Bm for n > m, such that for any n
there exists a future oriented, inextensible, timelike curve λn starting
at p and coming back to Bn. Let U be a convex normal neighbour-
hood of p, p is the origin of the coordinate frame, x4 = 0 is a spacelike
hypersurface and let V = B3(0, ǫ) × [−ǫ,− ǫ2] be a compact subset of
U for ǫ small enough. For n big enough λn intersects V just before
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intersecting Bn. Since V is compact, we can find a point in V and
a subsequence λnk such that r is a limit point of the λnk . Now it is
obvious that r ∈ E−U (p) otherwise it would be impossible for the λnk to
intersect the Bnk in the limit for k →∞, or, one would obtain a closed
causal curve which is in contradiction with the causality requirement.
So one clearly has that I+(p) = I+(r) which is impossible.
4. The past distinguishing condition is defined similarly and is satisfied
iff the spacetime is causal and I−(p) = I−(q) implies that p = q.
5. The strong causality condition is satisfied in a point p ∈ M if every
neighbourhood of p contains a neighbourhood of p, which no causal
curve intersects more than once.
6. The stable causality condition needs a bit of introduction. Let M
be fixed and TS
0
2(M) the bundle of symmetric tensors of type (0, 2)
over M. A Lorentz metric g is a section of T 0S2(M) π→ M. One can
topologise the space of Cr sections by defining a basis. Let U be any
open set in T 0S2 such that π(U) =M and define O(U) to be the set of
all sections g such that g(M) ⊂ U . We say that g is stably causal iff
there exists a neighbourhood in the C0 topology such that every g˜ in
this neighbourhood satisfies the chronology condition.
7. A model (M, g) is globally hyperbolic iff the strong causality condi-
tion is satisfied everywhere and if ∀p, q ∈ M one has that A(p, q) is
compact.
There needs to be said a bit more about these causality conditions since
they are quite important for the rest of this thesis. Under reasonable phys-
ical conditions the causality and chronology condition are the same. More
precise, if RabK
aKb ≥ 0 for every null vector K and every null geodesic
contains a point at which the tidal force
K[aRb]cd[eKf ]K
cKd
is nonzero and if the chronology condition holds on M, then the causality
condition holds onM. If, in addition,M is geodesically complete, then the
strong causality holds everywhere on M. Besides the fact that condition 3
does not allow the existence of closed causal curves, it guarantees that if it
holds on a compact set S then no future inextensible causal curve can be
totally future imprisoned in S. This means that every “signal”, which has
no future endpoint in S, eventually has to escape from S. In the literature,
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one usually requires at least that condition 3 and 4 be satisfied. On the
other hand it is quite daring to extrapolate our local observations which
seem to confirm that there exist no closed timelike curves, to observations
which should be valid for the whole universe! There is good evidence that
closed timelike curves cannot be manufactured by human beings, however
the possibility that they occur spontaneously should not be omitted. Unfor-
tunately, spacetimes with closed timelike curves are difficult, if not impos-
sible, to manage globally. Hence, in this thesis, we shall take the pragmatic
point of view that physical spacetimes have to be stably causal since on one
hand this is a very physical condition and on the other hand, as we shall
see, the space of all compact, stably causal interpolating spacetimes can be
well controlled from the technical point of view.
The stable causality condition is equivalent to the existence a “cosmic time”.
More precise, (M, g) satisfies the stable causality condition iff there exists
a function f on M whose gradient is everywhere (future) timelike. The
spacelike hypersurfaces {f = constant} are not necessarily diffeomorphism
equivalent to each other unless they are all compact.
The definition of global hyperbolicity given here is one out of a set of equiv-
alent characterisations:
• (M, g) is strongly causal and A(p, q) is compact ∀p, q ∈ M
• (M, g) is strongly causal and C(p, q) is compact ∀p, q ∈ M
• there exists a spacelike hypersurface Σ, which every inextensible causal
curve intersects exactly once, i.e., D(Σ) = M; Σ is called a Cauchy
surface. One has moreover that M ∼ R × Σ and every {a} × Σ is a
Cauchy surface.
So, in contrast to stable causality, in a globally hyperbolic spacetime, all
surfaces of constant cosmic time are a priori diffeomorphism equivalent.
Hence, in a globally hyperbolic spacetimes no topology change can occur.
All the previous implies that for a compact interpolating spacetime the
conditions of global hyperbolicity and stable causality are equivalent.
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Appendix B
Isometries
The next theorem is a slight generalisation of proposition 4.21 in [48] and is
necessary to prove that every map with strictly positive timelike dilatation
and co-dilatation is a conformal isometry.
Theorem 34 If (M, g) is strongly causal, then every onto map f :M→N
with finite, strictly positive timelike dilatation and co-dilatation is a homeo-
morphism
Proof :
Observe first that for all p, q ∈ M, one has that d(f(p), f(q)) > 0 iff d(p, q) >
0. Hence, f(I±(x)) = I±(f(x)) (since f is onto) and f(I+(p) ∩ I−(q)) =
I+(f(p))∩ I−(f(q)). Since (M, g) is strongly causal, the Alexandrov topol-
ogy coincides with the manifold topology. Hence, f is an open mapping. f is
also injective, since if p 6= q and f(p) = f(q), we arrive to the following con-
tradiction. Let U be a locally convex neighbourhood of p which does not con-
tain q and satisfies the condition that every causal curve intersects U exactly
once. Take then r≪ p≪ s with r, s ∈ U then I+(r)∩ I−(s) ⊂ U . A fortiori
f(r)≪ f(p) = f(q)≪ f(s) which is a contradiction since q /∈ I+(r)∩I−(s).
We are done if we prove that f−1 is open. For this it is sufficient to prove
that (N , h) is strongly causal. Suppose that strong causality is not satis-
fied at f(p). First, choose a locally convex neighbourhood U of f(p) such
that (U , h|U ) is globally hyperbolic. Let W be a neighbourhood of f(p) of
compact closure in U . If strong causality is not satisfied at f(p) then there
exist points qn ≪ f(p) ≪ rn in W such that qn, rn n→∞→ f(p) and causal
curves λn from pn to qn which leave U . Denote by zn the first intersection
with ∂W of λn. Then there exists a subsequence znk such that znk k→∞→ z.
Obviously, p = f−1(z) otherwise the continuity of f−1 would contradict the
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strong causality of (M, g). But on the other hand p = f−1(z) contradicts
the injectivity of f . 
We show now that f takes null geodesics to null geodesics. Take a small
enough convex, normal neighbourhood U of p which no causal curve inter-
sects more than once and such that (U , g|U ) is globally hyperbolic. Moreover,
we assume that the closure of f(U) belongs to a convex, normal neighbour-
hood V of f(p) which no causal curve intersects more than once, with (V, h|V )
globally hyperbolic. Let α(q, r) be a null geodesic in U and take sequences
qn → q, rn → r with qn ≪ rn for all n. f takes timelike geodesics α(qn, rn)
with length d(qn, rn) to timelike curves γ(f(qn), f(rn)) with length at most
βd(qn, rn). Moreover, f(qn) → f(q) and f(rn) → f(r). The geodesics
α(qn, rn) converge to the null geodesic α(q, r). Because of the global hy-
perbolicity of (V, h|V ) a subsequence of the timelike curves γ(f(qn), f(rn))
converges to a causal curve from q to r. This causal curve need to be an un-
broken null geodesic α(f(q), f(r)) since d(f(q), f(r)) = 0. In fact, it is easy
to see that the whole sequence γ(f(qn), f(rn)) converges in the C
0 topology
of curves to α(f(q), f(r)), which concludes the proof.
It is easy to check that if (M, g) is a strongly causal spacetime with space-
like boundary, then the above results are still valid, i.e., the homeomorphism
extends to the boundary. A well known result of Hawking, King and Mc-
Carthy [10], which is the Lorentzian equivalent of an earlier theorem by
Palais, states that every homeomorphism which maps null geodesics to null
geodesics must be a conformal isometry.
Appendix C
Uniformities
For the convenience of the reader, I collect here some results on uniformities.
More results can be found in [23]. Let (X, d) be a topological space where
d is a (pseudo) distance and denote by τ the corresponding locally compact
topology. It is an elementary fact that the open balls B1/n(p) with radius
1/n : n ∈ N0 around p define a countable basis for τ in p. In this appendix
I, J will denote index sets. A (X, τ) cover C is defined as follows:
C = {Ai|Ai ∈ τ, i ∈ I}
such that ⋃
i∈I
Ai = X.
If C = {Ai|Ai ∈ τ, i ∈ I},D = {Bj |Bj ∈ τ, j ∈ J} are (X, τ) covers then we
say that C is finer than or is a refinement of D, C < D if and only if
∀i ∈ I ∃j ∈ J : Ai ⊂ Bj.
Next we define a few operations on the set of covers C(X, τ):
Operations on covers
• Let C,D be as before,
C ∧D = {Ai ∩Bj |Ai, Bj ∈ τ i ∈ I, j ∈ J}
C ∧D is obviously a cover, moreover the doublet C(X, τ),∧ is a com-
mutative semigroup.
• For A ⊂ X the star of A with respect to C is defined as follows:
St(A,C) = ∪Ai∈C:A∩Ai 6=∅Ai
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• The star of C,C∗ is then defined as:
C∗ = {St(Ai, C)|Ai ∈ C}
Remark that C < C∗ < C∗∗ . . . and that if I is finite then there exists
a n ∈ N such that after n star operations C has become the trivial
cover.
Using the topological basis of open balls, we can define elementary covers
Cn n ∈ N0 as follows:
Cn = {B1/n(p)|p ∈ X}
These elementary covers now define a subset U of C(X, τ) :
U = {C ∈ C(X, τ)|∃Cn : Cn < C}
The set U satisfies the following obvious properties:
1. If C ∈ U and C < D then D ∈ U
2. If C,D ∈ U then C ∧D ∈ U
3. If C ∈ U then ∃D ∈ U : D∗ < C
From now on we take the above properties as a definition for a uniformity:
Definition 21 Let X be a set, a cover C is defined as:
C = {Ai|Ai ⊂ X, i ∈ I}
such that ⋃
i∈I
Ai = X
A collection of covers U is called a uniformity for X if and only if
1. If C ∈ U and C < D then D ∈ U
2. If C,D ∈ U then C ∧D ∈ U
3. If C ∈ U then ∃D ∈ U : D∗ < C
where all definitions of <,∧ and ∗ are independent of τ .
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It has been proven that any uniformity can be generated by a family of
pseudodistances [25]. This indicates that a uniformity defines a topology.
For our applications we need a different ingredient.
Definition 22 Let I be a directed net, and suppose Bi(x) ⊂ X satisfy the
following properties:
1. x ∈ Bi(x) ∀x ∈ X, i ∈ I
2. If i ≤ j then Bi(x) ⊂ Bj(x) ∀x ∈ X
3. ∀i ∈ I,∃j ∈ I such that ∀y ∈ Bj(x) : x ∈ Bi(y)
4. ∀i ∈ I,∃j ∈ I such that if z ∈ Bj(y), y ∈ Bj(x) then z ∈ Bi(x).
then we call the family of all Bi(x) a uniform neighbourhood system.
Now it has been proven that if {Bi(x)|x ∈ X, i ∈ I} is a uniform neighbour-
hood system then the family of covers:
Ci = {Bi(x)|x ∈ X}
i ∈ I is a basis for a uniformity on X. On the other hand every uniformity
can be constructed from a uniform neighbourhood system.
The topology τU defined by a uniformity U , the uniform topology, is
constructed as follows:
O(x) ∈ τU ⇐⇒ ∃C ∈ U : St(x,C) ⊂ O(x)
so {St(x,C)|x ∈ X,C ∈ U} defines a basis for the topology. The topology
is Hausdorff if and only if
⋂
O(x)∈τU O(x) = {x}, but it is not difficult to see
that this is equivalent with: ⋂
i∈I
Bi(x) = {x}
where {Bi(x)|i ∈ I, x ∈ X} is the uniform neighbourhood system which
generates U .
We state a few facts about quotient uniformities.
Terminology
• Let (X,U) and (Y, V ) be uniform spaces, a map f : X → Y is uni-
formly continuous if and only if
∀C ∈ V : f−1(C) ∈ U
where for C = {Ai|i ∈ I} , f−1(C) = {f−1(Ai)|i ∈ I}.
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• A uniformity U˜ on X is finer than U if and only if every cover in U
belongs to U˜ .
• Let π : X → X˜ be a surjective map and (X,U) a uniform space, the
quotient uniformity U˜ on X˜ is the finest uniformity which makes π
uniformly continuous.
Notice that the existence of a quotient uniformity is guaranteed by the
lemma of Zorn, the uniqueness is immediate. The obvious question now is
if τU˜ is equal to the quotient topology of τU . The answer is in general no,
but under some special circumstances it works.
Definition 23 A uniform neighbourhood system {Bi(x)|x ∈ X, i ∈ I} is
compatible with an equivalence relation on X if and only if
∀i ∈ I, x′ ∼ x and y ∈ Bi(x) ∃y′ ∼ y : y′ ∈ Bi(x′)
As envisaged, compatibility implies that τU˜ is equal to the quotient topology
of τU .
Theorem 35 If U is generated by {Bi(x)|i ∈ I, x ∈ X} which is compatible
with ∼ which is for example defined by a surjective map, then the quotient
uniformity U˜ on X˜ = X/ ∼ is generated by the uniform neighbourhood
system defined by:
B˜i(x˜) = {y˜|∃x ∈ x˜ and y ∈ y˜ : y ∈ Bi(x)}
∀x˜ ∈ X˜, i ∈ I. Moreover τU˜ is equal to the quotient topology of τU and a
basis of neighbourhoods of x˜ ∈ X˜ is {B˜i(x˜)|i ∈ I}
As mentioned, every uniformity can be generated by a family of pseu-
dodistances. In the case that the uniformity is generated by a countable
uniform neighbourhood system, the topology is defined by one pseudodis-
tance, which is a distance when the uniformity is Hausdorff. Suppose
Cn = {Bn(x)|x ∈ X}, n ∈ N , is a countable basis for a uniformity U ,
then we can find a subsequence (nk)k such that:
∀k, w ∈ Bnk(z), z ∈ Bnk(y), y ∈ Bnk(x)⇒ w ∈ Bnk−1(x)
Assume Cn is such a basis.
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Theorem 36 Let Cn be a countable basis of U , then with
ρ(x, y) = inf
{n≥0,y∈Bn(x)}
2−n
the function
d(x, y) = inf
K∈N,xk
K∑
k=1
1
2
(ρ(xk−1, xk) + ρ(xk, xk−1))
is a pseudodistance which generates U . {x0, . . . , xK} with x0 = x, xK = y is
a path in X. If U is Hausdorff then d is a distance.
Note that the function d depends on the choice of basis Cn and is therefore
not canonical.
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Appendix D
Continuity of d on T CON .
The aim of this Appendix is to prove the claims made on page 67, namely
that d is continuous on T CON in T0S by using “local” techniques only.
After having read the following pages, the reader shall be very aware of the
advantages the “global” approach brings with respect to the Alexandrov
technique.
Technical preliminaries 1
Let Ci be countable dense subsets of Mi; then I prove that
C =
⋃
i∈N
⋃
xi∈Ci
(
(ψil (xi))i<l∈N
)
is a countable dense subset of T0S in the strong topology (hence C is dense
in T0S in the Alexandrov topology). Let p ∈ T0S and choose ǫ > 0, we will
find a q ∈ C such that DT0S(p, q) < ǫ. The result is a consequence of the
following estimate
|d(r, p) − d(r, q)| ≤
∣∣∣d(r, p) − dgl(rl, ψkl (pk))∣∣∣+ ∣∣∣dgl(rl, ψkl (pk))− dgk(ζ lk(rl), ζ lk ◦ ψkl (pk))∣∣∣+∣∣∣dgk(ζ lk(rl), ζ lk ◦ ψkl (pk))− dgk(ζ lk(rl), pk)∣∣∣+ ∣∣∣dgk(ζ lk(rl), pk)− dgk(ζ lk(rl), qk)∣∣∣
+
∣∣∣dgk(ζ lk(rl), ζ lk ◦ ψkl (qk))− dgk(ζ lk(rl), qk)∣∣∣+ ∣∣∣d(r, q) − dgl(rl, ψkl (qk))∣∣∣+∣∣∣dgl(rl, ψkl (qk))− dgk(ζ lk(rl), ζ lk ◦ ψkl (qk))∣∣∣ .
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Choose k, δ > 0 such that 8
2k−1
+ δ < ǫ and p = (ψkl (pk))k<l∈N. For qk ∈ Ck
such that dMk(pk, qk) < δ and for l large enough, it is easily seen that
|d(r, p)− d(r, q)| < ǫ.
Technical preliminaries 2
Define ψk∞ :Mk → T0S : xk → (ψkl (xk))k<l∈N; then obviously∣∣∣d(ψk∞(xk), ψk∞(yk))− dgk(xk, yk)∣∣∣ ≤ 12k−1 .
Constructing ζ∞k : T0S → Mk is a bit more involved and by no means
canonical. Let C be the dense subset of T0S in the Alexandrov topology
constructed above. Furthermore, we assume that every T0 equivalence class
in T0S has at most one representative in C. The reason for this shall become
clear soon. For every x∞ = (ψil (xi))i<l∈N ∈ C, the sequence
(ζ lk ◦ ψil (xi))i,k<l∈N
in Mk has a subsequence which converges to an element which we label as
ζ∞k (x∞). In fact, by using a diagonalisation argument, we may assume that
there exists one subsequence (ζ lnk )n∈N such that for all x∞ ∈ C
ζ lnk ◦ ψiln(xi)
n→∞→ ζ∞k (x∞) ∈ Mk
whenever the above expressions are defined. Obviously, we have that for all
x∞, y∞ ∈ C
|d(x∞, y∞)− dgk(ζ∞k (x∞), ζ∞k (y∞))| ≤
∣∣dgln (xln , yln)− d(x∞, y∞)∣∣
∣∣∣dgk(ζ∞k (x∞), ζ∞k (y∞))− dgk(ζ lnk (xln), ζ lnk (yln))∣∣∣+∣∣∣dgk(ζ lnk xln , ζ lnk yln)− dgln (xln , yln)∣∣∣
which implies that,
|d(x∞, y∞)− dgk(ζ∞k (x∞), ζ∞k (y∞))| ≤
1
2k−1
. (D.1)
However, suppose y∞ ∼ x∞ ∈ C, then it is not guaranteed that ζ lnk (yln)
converges in Mk and even if it does, the limit points do not necessarily
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coincide. Hence, the map ζ∞k is defined on the T0 equivalence classes by
picking out particular representatives and subsequences, which justifies our
comment made earlier. Note that in the previous construction, I did not
use “convergence to invertibility”. By making some elementary estimates,
the reader can easily see that this property does not make the sequence
(ζnk ◦ψin(xi))n∈N convergent1. We now prove that ψk∞ ◦ ζ∞k converges to the
identity on C in the limit k →∞. The following estimate is crucial:∣∣∣d(r, ψk∞ ◦ ζ∞k (x∞))− d(r, x∞)∣∣∣ ≤ ∣∣∣d(r, ψk∞ ◦ ζ∞k (x∞))− dgln (rln , ψkln ◦ ζ∞k (x∞))∣∣∣+
∣∣∣dgln (rln , ψkln ◦ ζ∞k (x∞))− dgk(ζ lnk (rln), ζ lnk ◦ ψkln ◦ ζ∞k (x∞))∣∣∣+∣∣∣dgk(ζ lnk (rln), ζ lnk ◦ ψkln ◦ ζ∞k (x∞))− dgk(ζ lnk (rln), ζ∞k (x∞))∣∣∣+∣∣∣dgk(ζ lnk (rln), ζ lnk (xln))− dgk(ζ lnk (rln), ζ∞k (x∞))∣∣∣ +∣∣∣dgk(ζ lnk (rln), ζ lnk (xln))− dgln (rln , xln)∣∣∣+ ∣∣dgln (rln , xln)− d(r, x∞)∣∣
for all x∞ ∈ C and r ∈ T0S. Choose δ > 0, and n sufficiently large such that
the first, fourth, and last term on the rhs. are smaller than δ3 . For the fourth
term this is possible, since for n sufficiently large DMk(ζ
ln
k (xln), ζ
∞
k (x∞)) <
δ
3 .
2 The second and the fifth term are smaller than 1
2k−1
and finally the third
one is smaller than 3
2k−1
. Hence,∣∣∣d(r, ψk∞ ◦ ζ∞k (x∞))− d(r, x∞)∣∣∣ ≤ 52k−1 + δ,
which proves the claim. 
Now, we are in position to prove the following theorem.
Theorem 37 d has a unique continuous (in the Alexandrov topology) ex-
tension on the timelike continuum of T0S
Proof : Let (xi)i∈N be a future Cauchy sequence which determines an element
of T0S (the past case is identical) and let y ∈ T0S. Then we define
d(y, (xi)i∈N) = lim
i→∞
d(y, xi).
1It would however only guarantee that there exists a sphere (in the strong topology)
of radius 1
2k−3
which contains an infinite number of elements of this sequence.
2Remember that for globally hyperbolic spacetimes the strong topology coincides with
the manifold topology.
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Note that the limit on the rhs. is well defined since the sequence (d(y, xi))i∈N
is increasing and bounded by supi∈N tdiam(Mi) <∞. d((xi)i∈N, y) is obvi-
ously defined as
d((xi)i∈N, y) = lim
i→∞
d(xi, y),
in which case the existence of the limit is guaranteed since the sequence
(d(xi, y))i∈N is decreasing and bounded by zero. We now prove that the
limit is the same when we replace the sequence (xi)i∈N by an equivalent
one, say, (zi)i∈N. If both sequences are future timelike equivalent, then
this statement is obvious. Therefore, let (zi)i∈N be past timelike Cauchy
(such a sequence exists since (xi)i∈N belongs to the timelike continuum) and
moreover, assume that limi→∞ d(y, zi) > limi→∞ d(y, xi) + δ for a certain
δ > 0. The other possibility (the position of y and zi,xi as arguments of d
swapped and the inequality reversed) is similar and therefore we only bother
proving this one. Moreover, without loss of generality, we may assume that
all elements xi, zi belong to C. Choose k sufficiently large such that 1
2k−1
< δ60
and yk = ψ
i0
k (yi0) for some i0 < k, then the following estimate
|dgk(yk, ζ∞k (zm))− d(y, zm)| ≤
∣∣∣dgk(yk, ζ∞k (zm))− d(y, ψk∞ ◦ ζ∞k (zm))∣∣∣+∣∣∣d(y, ψk∞ ◦ ζ∞k (zm))− d(y, zm)∣∣∣
<
δ
60
+
5δ
60
≤ δ
10
reveals that
8δ
10
+ dgk(yk, ζ
∞
k (x
l)) < dgk(yk, ζ
∞
k (z
m))
for all l,m ∈ N. SinceMk is compact, we can find subsequences (ζ∞k (xn))n∈N,
(ζ∞k (z
n))n∈N such that limn→∞ ζ∞k (x
n) = x˜k and limn→∞ ζ∞k (z
n) = z˜k.
Global hyperbolicity then implies that
dgk(yk, x˜k) +
8δ
10
≤ dgk(yk, z˜k).
Let γk be a distance maximising geodesic in Mk from yk to z˜k, and define
points q1k, q
2
k, q
3
k on γk by
dgk(q
1
k, q
2
k) = dgk(q
2
k, q
3
k) = dgk(q
3
k, z˜k) =
δ
5
;
then for n large enough dgk(q
1
k, ζ
∞
k (x
n)) = 0 and dgk(q
3
k, ζ
∞
k (z
n)) > δ6 . Hence
with qj = (ψks (q
j
k))k<s∈N, one obtains for n sufficiently large
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• d(q1, xn) < δ10
• d(q1, q2), d(q2, q3) > δ6
• d(q3, zn) > δ15
Hence, q2 is not in the chronological past of all xn (it is for sure valid for
the subsequence and since the original sequence is future Cauchy, it is valid
for every element), and q3 is in the chronological past of all zn (again it
is obviously valid for the subsequence, and since the whole sequence is past
Cauchy, the result follows). Hence, (xi)i∈N is not equivalent to (zi)i∈N, which
gives the necessary contradiction. The result we have obtained so far is that
d is timelike continuous in one variable. We now prove that it is continuous
in both variables. Again we will only prove one case, the others being similar.
Let (xi)i∈N, (yi)i∈N be two inequivalent future timelike Cauchy sequences in
C. We show that
lim
i→∞
lim
j→∞
d(xi, yj) (D.2)
exists. For sure we can find a subsequence (xin , yin)n∈N such that
lim
n→∞ d(x
in , yin) = lim
i→∞
d(xi, (yj)j∈N) = α.
The limit on the rhs. exists since (d(xi, (yj)j∈N)i∈N is a decreasing sequence.
Suppose the limit (D.2) does not exist; then we can find another subsequence
(xjm , yjm)m∈N such that
lim
m→∞ d(x
jm , yjm) + δ < α
for some δ > 0. Choose k sufficiently large such that 1
2k−1
< δ3 ; by even-
tually passing to a subsequence we may assume that ζ∞k (x
jm)
m→∞→ x˜k and
ζ∞k (y
jm)
m→∞→ y˜k. Obviously, dgk(x˜k, y˜k) + 2δ3 < α. Moreover, since dgk is
continuous in both arguments, there exists an n0 such that for n,m ≥ n0
dgk(ζ
∞
k (x
jm), ζ∞k (y
jn)) +
2δ
3
< α.
Hence, for n,m ≥ n0 we have that
d(xjm , yjn) +
δ
3
< α.
Choose r large enough such that
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• d(xir , yir) > α− δ3
• there exist n,m ≥ n0 with xjn ≪ xir and yir ≪ yjm
we obtain that
α− δ
3
> d(xjn , yjm) > d(xir , yir),
which is the necessary contradiction. We should still prove that this limit is
independent of the sequences representing both equivalence classes. Again
I will do this for one case, the rest is left as an exercise to the reader.
As before, assume that (xi)i∈N and (yi)i∈N are inequivalent future timelike
Cauchy sequences and let (ui)i∈N ∼ (xi)i∈N and (vi)i∈N ∼ (yi)i∈N be past
timelike Cauchy. Then, we know that d((ui)i∈N, (vi)i∈N) is well defined
and equals limi→∞ d(ui, (vj)j∈N). The first part of the proof tells us that
d(ui, (vj)j∈N) = d(ui, (yj)j∈N), hence
d((ui)i∈N, (vi)i∈N) ≤ d((xi)i∈N, (yi)i∈N).
Similarly, d((ui)i∈N, vj) = d((xi)i∈N, vj) > d((xi)i∈N, yj), hence
d((ui)i∈N, (vi)i∈N) ≥ d((xi)i∈N, (yi)i∈N),
which proves the equality. 
We now prove that T0S has the T2 property on the points belonging to the
timelike continuum.
Theorem 38 T0S has the T2 property on the timelike continuum.
Proof :
Let x, y ∈ T0S be two T0 separated points belonging to the timelike contin-
uum. Hence, we may assume there exist points r, s such that, say, r ≪ x≪ s
but y /∈ I+(r) ∩ I−(s). This implies that either d(r, y) = 0 or d(y, s) = 0.
Without loss of generality, we may assume the former. Pick q ∈ T0S such
that r ≪ q ≪ x and d(r, q) > d(r,x)2 . Let (pi)i∈N be a past timelike Cauchy
sequence which is T0 equivalent to y. Then, since d is continuous, we have
that for i sufficiently large d(r, pi) < d(r,q)2 . Hence, d(q, p
i) = 0 and y and x
are separated by I−(pi) and I+(q) ∩ I−(s) respectively. 
Appendix E
Counterexample GH versus
GGH
In this Appendix, we prove theorem 23. First, we introduce some notational
conventions. Denote by αij,k the k’th element of the j’th column K
i
j in the
causal set PLi . The labelling of elements in a column starts from zero. For
example: the maximal element in K12 is α
1
2,L+1. For notational simplicity,
we agree that αij,0 ≡ bij and the top element of the column Kij is denoted
by tij . In PL2 , this results in t2j = α2j,L+2−j. The idea of the proof is to
determine how the bottom and top elements shift under the maps ψ and ζ.
The following Lemma is crucial.
Lemma 1 Let r < L4 +5 (1 < r <
L
4 +5), and suppose ζ(t
2
r) ∈ K1s (ψ(t1r) ∈
K2s ) then ζ(b
2
r+j) ∈
{
b1s−1, b1s, b1s+1
}
(ψ(b1r) ∈
{
b2s−1, b2s, b2s+1
}
) where j = 0, 1
all the indices have to be taken modulo L+ 1.
Proof :
Remark first that ζ(t2r) ∈ K1s with s a natural number between 2 (1) and
r+ k if r < L2 +1− k (r ≥ L2 +1− k). Obviously, ζ(t2r) ≥ α1s,L+2−r−k where
≥ means “in the causal future of”. Suppose ζ(b2r+j) /∈
{
b1s−1, b1s, b1s+1
}
for
some j = 0, 1, then ζ(b2r+j) = α
1
r,q with q ≥ 1 since,
d2(b
2
r+j , t
2
r)− k ≥ L+ 2− (
L
4
+ 4)− (L
4
− 1) = L
2
− 1 > 0.
But in this case ζ(t2r+1) ≥ α1s,L+1−k−r+q. The above calculation reveals that
d2(b
2
r+2, t
2
r+1) − k ≥ L2 − 2 > 0 and since, moreover, d2(b2r+j, b2r+2) = 0, we
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obtain that ζ(b2r+2) ≤ α1s,q+j. Hence,
d1(ζ(b
2
r+2), ζ(t
2
r)) ≥ L+ 2− k − r + q − (k + q) ≥
L
4
,
which is impossible since d2(b
2
r+2, t
2
r) = 0. The result for ψ is obvious. 
We shall further construct ζ and state similar properties of ψ later on.
Lemma 2 ζ(b2r) = b
1
s if ζ(t
2
r) ∈ K1s with r between 1 and L4 + 3.
Proof :
According to Lemma 1, we have that ζ(b2r) ∈
{
b1s−1, b
1
s, b
1
s+1
}
. Suppose that
ζ(b2r) = b
1
s+1, then we show that ζ(b
2
r+1) /∈
{
b1s−1, b
1
s, b
1
s+1
}
, which is impossi-
ble by the same Lemma. The arguments for ζ(b2r) = b
1
s−1 are identical. Sup-
pose ζ(b2r+1) = b
1
s+1, then d1(ζ(b
2
r), ζ(t
2
r+2)) ≥ L+2−(r+2)−k ≥ L2 −2 ≥ L4 ,
which is impossible since d2(b
2
r , t
2
r+2) = 0. Hence, suppose that ζ(b
2
r+1) =
b1s−1, then ζ(t2r+1) ∈ K1s . Hence, ζ(b2r+2) ∈
{
b1s−1, b1s, b1s+1
}
, which is impos-
sible since then d1(ζ(b
2
r+2), ζ(t
2
r) ≥ L+ 2 − r − k ≥ L2 . So, we are only left
with ζ(b2r+1) = b
1
s. Obviously, ζ(t
2
r+1) ∈ K1s+1, since otherwise ζ(t2r+1) ∈ K1s ,
which was proven impossible before. Hence, ζ(b2r+2) ∈
{
b1s, b
1
s+1, b
1
s+2
}
. Pre-
vious arguments show that ζ(b2r+2) = b
1
s+2, but then ζ(t
2
r+2) ≥ α1s+1,L−r−k,
which implies that d1(ζ(b
2
r), ζ(t
2
r+2)) ≥ L2 − 2 ≥ L4 . 
Obviously, the same theorem applies to ψ for 1 < r < L4 + 4. The following
Lemma almost gives the necessary result.
Lemma 3 If ζ(t21) ∈ K1s with s ranging between 2 and k + 1 ≤ L4 then
ζ(b2i ) = b
1
s+i−1 and ζ(t
2
i ) ≥ α1s+i−1,L+2−i−k for i ≤ L4 + 3.
Proof :
As a consequence of Lemma 2, we have only two possibilities. Either
ζ(b2i ) = b
1
s+i−1 and ζ(t
2
i ) ≥ α1s+i−1,L+2−i−k, or, ζ(b2i ) = b1s−i−1 and ζ(t2i ) ≥
α1s−i−1,L+2−i−k for i ≤ L4 + 3. If the latter were true then ζ(t2s+1) ≥
α1l,L+2−s−k since s+ 1 ≤ L4 +1, which is impossible since L+ 2− s− k > 2.

First of all, it is easy to see that if ψ(t12) ∈ K2s˜ with s˜ between 2 and k + 1.
Since, suppose ψ(t12) ∈ K21 , then ψ(b11) = b2L, since otherwise or ψ(b11) ≥ α21,1,
or ψ(b11) ∈
{
b21, b
2
2
}
. The former is impossible, since then d2(ψ(b
1
3), ψ(t
1
1)) ≥
L
2 +2−k > L4 . The latter would imply that ψ(b11), ψ(t13)) ≥ L−1−k, which
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is also impossible. But, then ψ(t11) ∈ K2L−1 ∪K2L ∪K21 , which is impossible
for L ≥ 8 (which was the assumption). By a reasoning analogous to the one
in Lemma 3, we obtain that ψ(b1i ) = b
2
s˜+i−2 and ψ(t
1
i ) ≥ α2s˜+i−2,L+2−i−k for
1 < i ≤ L4 + 3. Moreover, ψ(b11) = b2s˜−1.
We finish the proof by remarking that d1(b
1
s+j , ζ(t
2
1)) ≥ L + 1 − k for j =
−1, 0, 1. Since 1 ≥ s− 1 < s+ 1 ≤ L4 + 1, we have that ψ(b1s+j) = b2s+s˜−2+j.
Since L + 1 − 2k ≥ L2 + 3 we obtain that ψ ◦ ζ(t21) ∈ K2s+s˜−2. Hence,
D2(t
2
1, ψ ◦ ζ(t21)) = L. 
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