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A B S T R A C T
One of the most important grinding parameters is the real depth of cut which is always lower than its pro-
grammed value. This is because in reality abrasive grains of the grinding wheel are not ﬁxed but attached to a
bonding material which is deformed during the process. In this study we investigate the eﬀect of the contact
stiﬀness between a single abrasive grain and the workpiece on the depth of cut and the grinding process
characteristics via three-dimensional Molecular Dynamics (MD) simulations. Contact stiﬀness has been modelled
by attaching a single trapezoid abrasive grain to a spring in the normal grinding direction. MD experiments have
been repeated due to the stochastic nature of the grinding process in favour of statistical accuracy. Various
grinding speeds have been considered while the case of a rough abrasive-workpiece interface has been in-
vestigated as well using fractal models. Our results indicate that the trajectory followed by the abrasive grain is
not a straight line, as in the case of a rigid abrasive, but a curved one, asymptotically converging towards the
equilibrium point which corresponds to the selected value of the spring stiﬀness. This behaviour alongside the
grinding velocity and rough abrasive-workpiece interface have been found to aﬀect the grinding forces, friction
coeﬃcient, morphology of the ground surface and subsurface temperature. The present MD model has also been
proven to be capable of capturing the thermal softening phenomenon at the abrasive-workpiece interface.
1. Introduction
Grinding is one of the most interesting manufacturing processes in
terms of numerical modelling due to its stochasticity and the multiscale
phenomena involved. Stochasticity is mainly related to the random
shape and size of the abrasive grains embodied, through the bonding
material, in the grinding wheel as well as their geometrical distribution.
Grinding has been numerically modelled in various scales ranging from
nano- to continuum [1]. Nowadays, many researchers focus on under-
standing the fundamental phenomena taking place during the grinding
process, such as the interaction between a single abrasive grain and the
workpiece; thus, micro- and nanoscale investigations are in the spot-
light. Although micro- and nanoscale simulations are computationally
expensive, thanks to the rapid evolution of the computing power they
are nowadays feasible. The interaction between a single abrasive grain
and the workpiece has mainly been investigated via three numerical
methods, namely Finite Element Analysis (FEA), Discrete-Element
Modelling (DEM) and Molecular Dynamics (MD) [1]. MD simulations
have often been utilised due to their capability to capture atomistic
detail and oﬀer a deeper understanding of micro- and nanoscale phe-
nomena.
During the past years a number of studies have utilised MD to in-
vestigate the interaction between a single abrasive grain and the
workpiece. The ﬁrst MD studies on grinding were two dimensional and
utilised conventional pair potentials such as the Lennard Jones (LJ) [2]
and Morse [3] potentials to model the interaction between the work-
piece and abrasive grain atoms. Those studies focused primarily on the
estimation of the cutting forces as a function of the cutting depth, tool
geometry, cutting speed and speciﬁc energy [4–6]. More recent studies
utilised many-body potentials, such as the Embedded Atom Model
(EAM), which account for the interaction between 3 or more particles
[7]. Many-body potentials have been proven to oﬀer increased accuracy
compared to conventional interatomic ones, which can lead to the
overestimation of the grinding forces [8]. Moreover, the latest MD in-
vestigations of grinding processes have been expanded to 3 dimensions
instead of 2 and concerned with a variety of topics including (a) sub-
surface damage [9,10], (b) multi-grit grinding [11] and (c) surface
roughness [12,13]. The shift from 2-dimesional simulations to 3-di-
mensional ones was because of the 3D nature of metal crystals; deeper
insight is obtained with 3D simulations which enhance accuracy and
provide a more realistic representation of the system [14,15].
An interesting topic that has not yet been thoroughly investigated in
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the atomistic level is the eﬀect of the binder stiﬀness on the grinding
process characteristics. Abrasive grains are not ﬁxed but attached to
their positions on the grinding wheel with the help of a binder, which is
being deformed during the process. This is expected to aﬀect the real
depth of cut, which is deﬁned as the thickness of the metal layer re-
moved. The real depth of cut (dcr) is always lower than its programmed
value (dcp) due to the displacement of the binder of the grinding wheel
as well as the abrasive grains (Fig. 1). The ﬁrst study to consider the
elastic displacement of the abrasive grains during the grinding process
was performed by Hahn [16]. Their model consisted of abrasive grains
attached to individual springs. They attempted to identify the reason
behind the increased removal rate when the diﬀerence between the
wheel and the workpiece curvature is large while the magnitude of the
grinding forces is kept constant. They suggested that, when the curva-
ture diﬀerence between the workpiece and the wheel is large, there are
more active grains per unit area of wheel surface due to the smaller
deﬂection of the grains. This leads to increased removal rate. The
concept of modelling the elastic displacement of the abrasive grains
with the use of springs was adopted and modiﬁed by the latest Discrete-
Element Modelling (DEM) techniques. More speciﬁcally, in DEM
models, parallel bonds (also called beams in some studies) are used in
order to connect the grains with the binder particles [17] as illustrated
in Fig. 2. The coeﬃcients characterising the stiﬀness of these bonds are
calibrated against experimental results in order to realistically re-
present the mechanical properties of the grinding wheel. A very inter-
esting DEM investigation was performed by Osa et al. [18] which ac-
counted for the viscoplastic behaviour of the workpiece as a function of
the strain rate and temperature according to the Johnson-Cook model
[19]. Their DEM model was proven to be eﬃcient in capturing the ef-
fects of grinding wheel surface topography, depth of cut and grain
density on the contact length, which is deﬁned as the largest distance of
grains being in contact with the workpiece. Moreover, the eﬀects of the
grinding wheel topography and the dressing conditions on the contact
area and wheel deformation were investigated. The only MD in-
vestigations focusing on the grinding wheel stiﬀness eﬀects on the
process characteristics have been performed by Shimizu et al. [23,24].
The authors performed 2-dimensional MD simulations to investigate the
eﬀects of the grinding wheel stiﬀness on the grinding process
characteristics. However, their MD model is limited to two dimensions,
simpliﬁed potentials have been used (Morse) instead of multibody ones,
such as EAM, while the focus of this study has been laid on the grinding
forces, depth of cut and the stick-slip motion of the abrasive.
Although DEM is based on the calculation of the particles' trajec-
tories and the interactions between them, it should be classiﬁed as a
mesoscale method [20]. More speciﬁcally, particles in DEM correspond
to groups of atoms. The interaction parameters between the DEM par-
ticles are calibrated so as to reproduce either numerical or experimental
results. Therefore, due to the fact that a signiﬁcant amount of atomistic
detail is averaged out, DEM is not suitable for studying nanoscale
phenomena, such as the interaction of a single abrasive grain with the
workpiece during nanoscale grinding. Moreover, nanoscale high speed
grinding is a process that cannot be eﬃciently analysed via experiments
due to the very small scales involved as well as the concurrent inter-
action of diverse phenomena such as subsurface damage, tool wear and
strain rate [21]. In contrast to DEM and experiments, MD oﬀers ex-
cellent spatial and temporal resolution, since the positions and mo-
menta of the atoms contained in the simulation domain are calculated
in each timestep. Moreover, the interactions between atoms are esti-
mated using well established force ﬁelds and potentials [22].
The research focus of this investigation is laid on the interaction
between a single abrasive grain and the workpiece. For the investiga-
tion of such small scale systems, a high level of accuracy with respect to
the interaction potentials and particle resolution is required. Moreover,
the employed model should be able to capture a number of nanoscale
phenomena including the elastic recovery and heating of the work-
piece, crack propagation, dislocation movement and microstructure
alteration. With regard to the aforementioned phenomena, MD has a
signiﬁcant competitive advantage over DEM and experimental mea-
surements as it can accurately analyse the interaction between the
abrasive and the workpiece without the need to make any ab initio
assumptions. Therefore, MD has been selected as the most favourable
modelling technique.
Although previous MD investigations have covered a wide range of
topics on high-speed grinding, there is still limited knowledge on the
eﬀects of contact stiﬀness on the grinding process characteristics such
as grinding forces, friction coeﬃcient, induced vibrations and
Fig. 1. Programmed vs. real depth of cut.
Fig. 2. Parallel bonds in DEM.
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subsurface temperature. With the exception of the 2 dimensional
models of Shimizu et al. [23,24], who performed 2 dimensional MD
simulations and focused mostly on the grinding forces, the rest of the
studies do not employ contact stiﬀness models and consider that the
abrasive grain cannot move along the normal grinding direction; this is
an oversimpliﬁcation of the real process. The present study aims to
address these knowledge gaps via 3 dimensional MD simulations. This
investigation has also been expanded to the mutual interaction of
contact stiﬀness with grinding speed and rough abrasive-workpiece
interface (modelled using fractals) and study their combined eﬀects on
the aforementioned grinding process characteristics. The obtained re-
sults suggest that all of the parameters under investigation as well as
their mutual interaction signiﬁcantly aﬀect the aforementioned process
characteristics and are in agreement with previous experimental ob-
servations and numerical models. The elevated temperature observed in
the vicinity of the abrasive grain is strongly linked to the thermal
softening of the workpiece which has been eﬀectively captured via MD
simulations in the current investigation.
2. Simulation method
As illustrated in Fig. 3, the MD simulation setup consists of a dia-
mond trapezoidal abrasive grain and a copper workpiece. The char-
acteristic dimensions of the abrasive grain and workiece are listed in
Table 1. The selection of the trapezoidal geometry was based on the fact
that abrasive grains present a large negative rake angle [6]. Moreover,
diamond and copper were selected as their corresponding bulk and
interaction potentials have been well established in the literature. As
illustrated in Fig. 3, there are 4 types of atoms in the simulation do-
main, namely (a) rigid, (b) thermostat, (c) Newtonian and (d) spring
atoms. This simulation setup has also been implemented in previous
MD simulations on nanoscale grinding [9,12,23]. Layers of rigid atoms
were used to ﬁx the position of the workpiece, which is clamped in
reality. A Langevin thermostat [26] was applied to the thermostat
atoms in order to control the temperature of the two solids, which was
initially set equal to the ambient temperature (300 K). The thermostats
were applied to the outermost layers of the two solids and had no eﬀect
on the dynamics of the Newtonian atoms, which gradually acquired the
desired temperature during the equilibration stage. The spring atoms
were tethered to their initial positions, which corresponded to the
diamond lattice sites as it will be explained in the following paragraphs.
The spring force was applied to the y axis direction (normal grinding
direction) in order to model the elastic behaviour of the abrasive grain
due to the deformation of the binder. It has to be mentioned that in
many MD investigations the abrasive (diamond) atoms are considered
to be immobile [25]. Although this approach might yield accurate re-
sults, it neither allows for the temperature control of the abrasive nor
realistically emulates the dynamics of the system. Finally, the trajec-
tories of Newtonian atoms were estimated by integrating the classical
Newton's equations of motion.
The lattice structure as well as the interaction potentials for the two
materials considered have been well established in the literature [27].
The workpiece copper atoms and the grain diamond atoms are placed
on the sites of a FCC lattice with a lattice constant equal to 3.597 Å and
a diamond lattice with a lattice constant equal to 3.57 Å respectively.
The [100] direction on the (001) plane of the FCC lattice of the copper
workpiece is parallel to the x axis, which coincides with the grinding
direction.
Three diﬀerent potentials have been utilised to describe the inter-
actions between the simulation atoms. The interaction between the
copper atoms (CueCu) was modelled via the many-body EAM poten-
tial, which has been developed by Daw and Baskes [7] and proven to be
accurate and eﬃcient for modelling metals [28]. According to the EAM
potential, the total energy of a system consisted of N atoms can be
described by:
∑ ∑= ⎡
⎣
⎢ + ⎤
⎦
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j j i
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,
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where Fi is the energy required to embed atom i in its current position,
ρh, i the local electron density and φij the repulsion between the atoms i
and j. The EAM potential allows for the deformation of the workpiece
which is not considered to be immobile but stiﬀ and deformable. The
interaction between the diamond atoms (CeC) has been modelled using
the Tersoﬀ potential [29] which has been widely used for describing
covalently bound clusters of atoms [30]. The total energy according to
Fig. 3. Atom types in the simulation domain.
Table 1
Characteristic dimensions.
Workpiece Length (x) 900 Å
Height (y) 54 Å
Width (z) 159 Å
Abrasive Upper edge (x) 195 Å
Lower edge (x) 79 Å
Height (y) 79 Å
Width (z) 9 Å
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the empirical Tersoﬀ potential is given by:
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where fR(rij) and fA(rij) are the repulsive and attractive terms respec-
tively, fc(rij) the cutoﬀ function which limits the potential forces within
a speciﬁc distance range [R− D,R+ D] and R, D constants selected so
as to include only the ﬁrst neighbouring cell. The potential energy
between the copper and carbon atoms was modelled via the Morse
potential [31] as deﬁned in Eq. (3). In Eq. (3) D0= 0.087 eV is the
cohesion energy, a=5.14 the elastic modulus and r0= 2.05 Å the
equilibrium distance [32].
= −− − − −V r D e e( ) [ 2 ]ij a r r a r r0 2 ( ) ( )0 0 (3)
As mentioned in the Introduction section, the green atoms (Fig. 4)
have been attached to springs with their spring force being applied only
to the y direction. The spring force was not applied to the other 2 di-
rections in order to eliminate stochasticity. The tangential (Fx) forces
could only be aﬀected by the stick slip phenomenon which is not ex-
pected to be dominant in such high grinding speeds and for relatively
high values of the depth of cut. Moreover, the transverse forces (Fz)
tend to ﬂuctuate around zero due to symmetry. These springs attach
each one of these atoms to their initial position and are parallel to each
other. Therefore, the resultant spring constant of the grain (Fig. 4) is
equal to the sum of the individual spring constants ki as follows:
∑=
=
k kg
i
N
i
1
s
(4)
where Ns is the total number of the spring atoms (Table 3). At this point
it should be clariﬁed that the term “grain stiﬀness”, used throughout
the text, refers to the elasticity exhibited by the binder of the grinding
wheel and not to the grain material (diamond).
As pointed out by previous research studies the grinding char-
acteristics have been proven to be dependent on the interface condition
between the two solids (abrasive grain and workpiece) and not on the
surface roughness of the workpiece top surface [12]. A wide variety of
approaches have been applied in order to model surface roughness in
nanoscale. The primitive ones utilised periodic patterns, such as rec-
tangular [33], sinusoidal [34] and triangular [35] protrusions. How-
ever, the nature of surface roughness is far from this description; on the
contrary, it is characterised by stochasticity and possesses multiscale
features [36]. With respect to contact mechanics, one of the most rea-
listic models for representing surface roughness is fractal geometry. The
fractal approach has been found to be capable of predicting surface
phenomena in a range of scales based on an observation at a particular
scale [37]. The rough surface proﬁles of Fig. 5 were generated with the
help of the multivariate Weierstrass Mandelbrot (W-M) function (as
described in [38]), which has been widely used to model fractal sur-
faces. Three random phase matrices Φ have been used for generating
random surfaces while the corresponding W-M parameters are listed in
Table 2. In order to investigate the contact stiﬀness eﬀects in the case of
a rough abrasive-workpiece interface we introduced rough surface
proﬁles at the bottom face of the trapezoidal abrasive as illustrated in
Fig. 5.
Before the abrasive starts moving, energy minimisation is performed
until the local potential energy minimum of the system has been
reached. Energy minimisation is followed by an equilibration stage,
conducted under the NVE ensemble (constant number of atoms N,
system volume V and energy E), for 30,000 timesteps. By the end of the
equilibration stage the temperature and pressure of the system have
obtained constant values. Subsequently, a constant speed across the x
direction is assigned to the spring atoms of the grain, initiating the
grinding process. It has to be mentioned that the x velocity imposed on
the spring atoms does not aﬀect the dynamics of the system since the
spring force is applied solely on the y direction. The simulation para-
meters are summarised in Table 3. The MD simulations were performed
on 16 cores, with a simulation time equal to 48 h, using the LAMMPS
molecular dynamics simulator [39,40].
Our simulations have been performed for 3 values of the grinding
speed: (a) 100m/s, (b) 200m/s and (c) 300m/s; furthermore, an ad-
ditional case with a grinding speed equal to 100m/s and a rough
abrasive-workpiece interface was investigated. For each one of these
Fig. 4. Resultant spring constant.
Fig. 5. Rough surface proﬁles of the abrasive bottom face.
Table 2
W-M function parameters.
LMAX (Å) 60
LMIN (Å) 5
Μ 10
C (Å) 0.7
Ds 2.0
γ 1.5
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cases, 5 values of the grain spring constant have been considered
(Table 4). Each simulation case was performed 3 times with a random
seed value (initial distribution of atoms' velocities) to improve statis-
tical accuracy and thus, 60 simulations were performed in total.
3. Results & discussion
In this section the eﬀects of (a) contact stiﬀness, (b) grinding speed
and (c) rough abrasive-workpiece interface on the grinding process
characteristics (real depth of cut, grinding forces, temperature and
friction coeﬃcient) will be discussed. It will be shown that the real
depth of cut is always smaller than its programmed value and this
consequently aﬀects the dimensional accuracy of the process. The ob-
tained results suggest that all of the parameters under examination, as
well as their combination, aﬀect the grinding characteristics and per-
formance. An overview of the morphology of the ground surface at 3
equally spaced timesteps (Nts) is illustrated in Fig. 6.
3.1. Contact stiﬀness
As stated in the Introduction, the position of the abrasive grains of
the grinding wheel is not ﬁxed in reality; on the contrary, they are
elastically displaced during the grinding process. The results presented
in this subsection correspond to a grinding speed vg equal to 100m/s.
As illustrated in Fig. 7(a), for all cases examined, the tangential forces
(Fx) increase with time. This is because of the continuous piling-up of
material at the front of the abrasive grain. Moreover, it is evident that
Fx is aﬀected by the grain stiﬀness which in this investigation is being
controlled via the spring constant kg; stiﬀer grains lead to increased Fx.
Similar observations can be made for the normal forces (Fy) as illu-
strated in Fig. 7(b) although it appears that the eﬀect of the grain spring
constant on Fy is not as dominant. A signiﬁcant diﬀerence between
Fig. 7(a) and Fig. 7(b) is that Fy acquires an approximately constant
value after the timestep Nts= 150,000. Thus, it can be concluded that
in contrast to Fy, Fx is aﬀected by the material piling-up at the grain
front. Moreover, it can be observed that Fx asymptotically reaches a
constant value, especially after the timestep Nts= 600,000. This is
because the material piles at the grain front gradually acquire a con-
stant size as the material piled up at the wake of the cutting region
increases (Fig. 6).
Although Fig. 7 provides signiﬁcant information about the depen-
dence of the grinding forces on the grain spring constant, safer con-
clusions can be drawn if the simulations are repeated in favour of sta-
tistical accuracy. In Fig. 8 the average grinding forces over the timestep
range 400,000 < Nts < 800,000, corresponding to 3 diﬀerent MD
experiments (with identical parameters but random seed), have been
averaged and plotted against the spring constant along with the cor-
responding errorbars. It can be seen that both Fx and Fy reach asymp-
totically a constant value as kg increases. However, it appears that Fy
reaches this asymptotic value faster than Fx. This is attributed to the
fact that Fy is not aﬀected by the chip piling up at the front of the grain
in contrast to Fx.
In order to explain this behaviour the real depth of cut dcr was in-
itially plotted as a function of time for the corresponding values of the
grain spring constant (Fig. 9). As expected, the depth of cut is equal to
the programmed value up to the point in time when the grain comes in
contact with the workpiece. After this point, the real depth of cut
gradually deviates from its programmed value; the lower the spring
constant the higher the deviation. For low values of the grain spring
constant (kg= 8.98 nN/Å) the real depth of cut can reach values about
50% lower than the desired one (30 Å). Moreover, it can be observed
that the grain stiﬀness aﬀects the time required for the real depth of cut
to reach a constant value; stiﬀer grains reach their real depth of cut
faster than softer ones as illustrated in Fig. 9. This is because softer
grains are displaced by a longer distance compared to the stiﬀer ones
and thus, additional time is required until they reach their equilibrium
point.
Similarly to the grinding forces, the real depth of cut (averaged over
the range 400,000 < Nts < 800,000) was averaged over 3 diﬀerent
Table 3
Simulation parameters.
Total number of atoms 754,805
Initial temperature (K) 300
Programmed depth of cut dcp (nm) 3
Number of spring atoms Ns 4,482
Timestep ts (fs) 1
C-mass (amu) 12.011
Cu-mass (amu) 63.546
Individual spring stiﬀness ki (nN/Å) 0.002, 0.004, 0.008, 0.016 and 0.032
Table 4
Experimental design.
Grinding speed vg (m/s) Interface type Grain stiﬀness kg=Ns· ki (nN/Å)
100 Smooth 8.98
17.95
35.90
71.81
143.62
200 Smooth 8.98
17.95
35.90
71.81
143.62
300 Smooth 8.98
17.95
35.90
71.81
143.62
100 Rough 8.98
17.95
35.90
71.81
143.62
Fig. 6. Morphology of the ground surface at (a) Nts= 280,000, (b) Nts= 560,000 and (c) Nts= 840,000 (vg= 100m/s, kg= 8.98 nN/Å).
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simulations with diﬀerent seed and plotted as a function of the grain
spring constant. In Fig. 10 it can be observed that the average depth of
cut increases asymptotically to its programmed value for higher values
of the grain spring stiﬀness. Therefore, the increase of the grinding
forces for higher values of the spring stiﬀness (Fig. 8) is attributed to the
higher depth of cut [41].
Two additional observations that can be made are that (a) smoother
depth of cut vs time curves (Fig. 9) and (b) lower errorbars (Fig. 10) are
associated with higher values of the grain spring constant kg. In order to
investigate the vibration transmission for various values of the grain
stiﬀness, the mean standard deviation (STDave) of the y coordinate of
the grain centre of mass (ycom) was evaluated for each case
(400,000 < Nts < 800,000) and averaged over 3 simulations with
diﬀerent seed. From Fig. 11 it is clear that the average standard de-
viation drops with the grain spring constant. Therefore, it can be con-
cluded that the higher the grain stiﬀness the lower the grinding toler-
ances.
Another important aspect of the grinding process is the temperature
distribution over the workpiece, as the developed subsurface tem-
perature proﬁle during the process aﬀects the ﬁnal properties of the
ground surface [42]. From the perspective of this investigation which
focuses on the interaction of a single abrasive grain with the workpiece,
it is of signiﬁcant importance to measure the workpiece temperature at
Fig. 7. (a) Tangential and (b) normal forces vs. time as a function of the grain spring constant.
Fig. 8. Average grinding forces vs spring constant.
Fig. 9. Real depth of cut vs. time as a function of the grain spring constant.
Fig. 10. Average depth of cut vs spring constant.
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the vicinity of the abrasive grain. Therefore, a spherical region with a
radius equal to 10 Å was assumed and attached to the point O, as il-
lustrated in Fig. 4. The workpiece atoms in this region were updated
every 1 timestep and their temperature was evaluated as follows:
=T KE
Nkdim B2
∑=
=
KE m v1
2i
N
i z i
1
,
2
(5)
where KE is the kinetic energy, dim= 1 the number of the velocity
components contributing to the evaluation of the KE term, N the total
number of atoms lying within the sphere at the speciﬁc timestep and
kB= 1.38∙10−23 m2 kg s−2 K−1 the Boltzmann constant. For the eva-
luation of the temperature only the z component of the atoms' velocities
(vz) has been considered since both vx and vy are aﬀected by the grain
and the chip velocity respectively and cannot provide an accurate es-
timate of the subsurface temperature. The temperature values were
averaged over a time window of 2000 timesteps in order to eliminate
the noise. As shown in Fig. 12, the workpiece subsurface temperature in
the vicinity of the abrasive grain is slightly increasing during the evo-
lution of the process. This is because of the fact that Fx follows the exact
same trend. Moreover, higher temperatures are observed for stiﬀer
grains. This is attributed to the higher depth of cut which in turn leads
to increased grinding forces as well.
The dependence of the temperature on the grinding stiﬀness is more
clearly illustrated in Fig. 13 where the average temperature over a
timestep range has been averaged over 3 simulations with random seed
and plotted against the grain spring constant with the corresponding
errorbars. As expected, the trend of the temperature dependence on the
grain stiﬀness is very similar to the one corresponding to the grinding
forces (Fig. 8); higher grinding forces lead to increased heat dissipation.
In favour of greater understanding, 3 dimensional temperature
proﬁles are presented in Fig. 14 (Nts= 400,000). In order to obtain an
enhanced view of the subsurface temperature, only half of the work-
piece atoms are represented; a cross section at the half of the workpiece
width (z=w/2) was used. Moreover, the abrasive grain atoms are
hidden for enhanced clarity. The temperature of each atom depicted
was estimated using Eq. (5) and averaged over a time window of 2000
timesteps to eliminate noise. Fig. 14 clearly shows that the hottest re-
gion of the simulation domain is located at the vicinity of the abrasive
grain. Elevated temperature can also be detected at the ground surface
which cools down gradually due the application of the Langevin ther-
mostat. The temperature of the workpiece surface that has not been
ground yet is equal to the initial temperature (300 K). Finally, the
temperature of the atoms located at the bottom FCC layers is equal to
0 K as they are rigid and do not get time integrated. By comparing the
two ﬁgures it can be observed that the temperature of the ground
surface in Fig. 14(b), which corresponds to the stiﬀer grain, is much
higher than in Fig. 14(a). Additionally, it is obvious that the depth of
cut is higher when the grain is stiﬀer. Both of these observations are in
accordance with the results presented in the previous paragraphs.
3.2. Grinding speed
In this subsection the combined eﬀects of the grinding speed and
contact stiﬀness on the grinding characteristics will be discussed.
The Fx values have been plotted as a function of the grain spring
constant for various values of the grinding speed in Fig. 15. Fy appears
to increase for higher values of the grain spring constant for all cases.
This is attributed to the increase of the depth of cut, as discussed in
Subsection 3.1. Moreover, it is clear that as the grinding speed in-
creases, the grinding forces slightly reduce until they obtain a constant
value. This trend is in agreement with previous MD investigations
which suggest that when the grinding speed exceeds a threshold, Fx
remains constant [27] or is even reduced [10]. Similar observations
were made by Anderson et al. [43] who performed both numerical and
Fig. 11. Standard deviation of the y-coordinate of the centre of mass vs spring
constant.
Fig. 12. Subsurface temperature vs. time as a function of the grain spring
constant.
Fig. 13. Subsurface temperature vs spring constant.
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experimental investigations of single abrasive grain cutting and sug-
gested that Fx asymptotically decreases for higher grinding speeds due
to a reduction in the friction coeﬃcient. The decrease of Fx for higher
cutting speeds is attributed to the high temperatures and the con-
sequent thermal softening of the workpiece [44,45].
On the other hand, Fy appears to increase with the grinding speed.
This is also in agreement with previous numerical and experimental
studies [43] and is attributed to the increase of springback with strain
rate as reported by Johnson and Cook [19]. Moreover, it can be seen
that for high grinding speeds Fy slightly decreases with increasing grain
spring constant. This is because two phenomena with opposite eﬀects
are taking place at the same time: (a) stiﬀer grains lead to increased
depth of cut and consequently higher Fy and (b) stiﬀer grains also lead
to higher temperatures (as it will be shown in the next paragraphs)
which soften the workpiece and decrease Fy. As a result, Fy tends to
decrease after a threshold in the spring constant value has been ex-
ceeded; this behaviour is intensiﬁed for higher grinding speeds due to
the higher subsurface temperature.
Previous numerical and experimental investigations have reported
that the friction coeﬃcient η= Fx/Fy decreases with the grinding speed
[43,44]. The current MD model yields similar results as shown in
Fig. 17. Moreover, the friction coeﬃcient appears to increase, non-
monotonically though, with the grain spring constant. At this point, it
has to be mentioned that the friction coeﬃcient is larger than 1 which is
not common in experiments. However, this behaviour appears to be
common among various MD studies and is attributed to the chip for-
mation force being more dominant in such small scales [41,46,47]. The
value of the friction coeﬃcient highly depends on a number of factors
with the most important being the geometry of the abrasive grain and
the hardness of the workpiece material.
As shown in Fig. 18, the depth of cut increases asymptotically with
Fig. 14. Workpiece temperature for (a) kg= 0.00125 nN/Å and (b) kg= 0.02 nN/Å at Nts= 400,000.
Fig. 15. Average tangential forces vs spring constant for various values of the
grinding speed.
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the spring constant for all cases. Moreover, the depth of cut increasingly
deviates from its programmed value for higher grinding speeds. How-
ever, this deviation is reduced as the spring constant kg increases. This
behaviour can be interpreted by observing Fig. 16. Average normal
forces (Fy,ave) obtain larger values for higher grinding speeds; this in-
dicates that the abrasive grain increasingly deviates from its equili-
brium point ye which can be deﬁned as follows:
= ∙y F
k
2
e
y ave
g
,
(6)
With the help of Eq. (6), the real depth of cut dcr can be calculated as
follows:
= − = − ∙d d y d F
k
2
cr cp e cp
y ave
g
,
(7)
where dcp the programmed depth of cut. As shown in Fig. 16, Fy,ave
increases asymptotically with k. Thus the term ∙ F
k
2 y ave
g
, is about equal for
all the values of the grinding speed and minor diﬀerences can be ob-
served for large kg values. Consequently, as kg increases the values of
the real depth of cut corresponding to various grinding speeds become
gradually equal between them.
In order to investigate the quality of the ground surface the standard
Fig. 16. Average normal forces vs spring constant for various values of the
grinding speed.
Fig. 17. Average friction coeﬃcient vs spring constant for various values of the
grinding speed.
Fig. 18. Average real depth of cut vs spring constant for various values of the
grinding speed.
Fig. 19. Average STD of the y-coordinate of the centre of mass vs spring con-
stant for various values of the grinding speed.
Fig. 20. Subsurface temperature vs spring constant for various values of the
grinding speed.
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deviation (STD) of the y coordinate of the centre of mass of the grain
was estimated. STD values are indicative of the oscillations transmitted
to the abrasive grain during grinding. High STD values imply irregular
ground surfaces while low values imply smooth surfaces. Fig. 19 illus-
trates the dependence of the STD on the grain stiﬀness for various
grinding speeds. As shown, in all cases STD decreases for higher grain
stiﬀness; the stiﬀer the grain the smoother the ground surface.
Fig. 21. Workpiece temperature for vg= 300m/s and kg= 0.00125 nN/Å.
Fig. 22. (a) Tangential and (b) normal forces vs spring constant for diﬀerent interface types.
Fig. 23. Average real depth of cut vs spring constant for diﬀerent interface
types.
Fig. 24. Subsurface temperature vs spring constant for diﬀerent interface types.
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However, Fig. 19 reveals an interesting trend as far as grinding speeds
are considered. For low kg values, STD is higher for higher grinding
speeds. This is because of the increased momentum transfer due to the
intense collisions between the grain and workpiece atoms. However,
this trend seems to be inverted as kg increases, i.e. STD decreases with
the grinding speed. This is because for higher kg the subsurface tem-
perature increases, as it will be shown in the following paragraph. In-
creased subsurface temperature leads to a smoother interface (higher
eﬀective viscosity) and thus, the momentum transfer between the two
solids is reduced.
A summary of the eﬀect of the grinding speed as well as the grain
stiﬀness on the subsurface temperature is illustrated in Fig. 20. The
temperature was evaluated by averaging the individual temperature of
the atoms lying in the vicinity of the abrasive grain as described in
Section 3.1. It is evident that subsurface temperature increases with
both grain stiﬀness and grinding speed, as expected.
Fig. 21 shows the 3 dimensional temperature proﬁle of the work-
piece corresponding to a grinding speed, equal to 300m/s. By com-
paring Fig. 21 and Fig. 14(a), it is clear that higher grinding velocities
lead to higher temperatures across the workpiece. Moreover, the
workpiece temperature appears to be higher compared to Fig. 14(b)
which corresponds to the stiﬀest grain; this is in accordance to the re-
sults presented in Fig. 20. The hottest spot is located at the vicinity of
the abrasive grain. The temperature of each atom was estimated ac-
cording to eq. (5) and was averaged over a window of 2000 timesteps to
eliminate noise.
3.3. Rough interface
In this section the mutual interaction of grain stiﬀness and rough
abrasive-workpiece interface will be discussed. To introduce such an
interface to the existing setup, the bottom face of the abrasive was
modelled as a rough surface as illustrated in Fig. 5. As elaborated in the
Introduction section, 3 diﬀerent rough surface proﬁles with identical
W-M function parameters but diﬀerent random phase Φ were gener-
ated. For each one of the 5 grain stiﬀness values, 3 diﬀerent MD ex-
periments corresponding to the generated rough proﬁles were per-
formed in order to improve statistical accuracy. The grinding speed was
set equal to vg= 100m/s and the results corresponding to the rough
and smooth interface cases respectively were compared. Fig. 22(a) il-
lustrates the eﬀects of the interface roughness on Fx as a function of the
grain stiﬀness. It can be observed that the introduction of the rough
interface does not signiﬁcantly aﬀect Fx with the exception of the
minimum and maximum kg values. Normally, somebody would expect
lower values of Fx when roughness is present due to the stronger in-
terlocking mechanism induced [12,48]. In the following paragraphs the
observed behaviour is going to be interpreted.
In contrast to Fx, Fy values appear to be always higher when the
abrasive-workpiece interface is rough (Fig. 22(b)). This is due the in-
creased number of collisions as result of the rough interface condition
which forces the abrasive to diverge from its equilibrium point in the
normal axis (real depth of cut dcr) as illustrated in Fig. 23; the higher
the divergence from the equilibrium point (dcr= 30 Å) the higher the
values of Fy due to the compression of the springs attached to the
abrasive grain atoms. It is clear that the diﬀerence in the real depth of
cut between the two interface conditions drops for higher values of the
grain stiﬀness. This is attributed to the increasing diﬀerence in Fy be-
tween the two cases for higher grain stiﬀness values (Fig. 22(b)). The
fact that Fx remains approximately constant when the abrasive-work-
piece interface is rough (Fig. 22(a)) can be explained based on the
observation that the depth of cut is always lower when the interface
between the two solids is irregular.
In Fig. 24, the eﬀect of the abrasive-workpiece interface on the
temperature of the workpiece in the vicinity of the tool is illustrated. It
can be observed that the workpiece temperature is always higher when
the interface between the two solids is rough. This is in accordance with
previous MD investigations [12] and is attributed to the higher grinding
forces when the interface between the two solids is rough. Besides the
lower depth of cut, the increased temperature values observed in the
rough interface case is an additional reason for not observing signiﬁcant
diﬀerences between the Fx values for the two interface cases examined
(Fig. 22(a)). Increased subsurface temperature contributes to the
thermal softening phenomenon; consequently, the resistance imposed
on the longitudinal motion (x-direction) of the abrasive is reduced. This
phenomenon is intensiﬁed for stiﬀer grains which induce higher sub-
surface temperature; for this particular reason lower Fx is observed for
stiﬀer grains when the interface between the two solids is rough.
As illustrated in Fig. 25 the standard deviation of the y-coordinate of
the grain centre of mass is higher when the interface is smooth and the
grain stiﬀness low, as a result of the increased number of collisions.
However, this trend is inversed for higher values of the grain stiﬀness;
rough interfaces lead to the reduction of the vibrations transmitted
from the workpiece to stiﬀ grains. This is as well attributed to the
gradual intensiﬁcation of the thermal softening phenomenon as dis-
cussed in the previous section.
4. Conclusions
Grinding wheels are made of abrasive grits bonded together with a
binder. As a result, during the grinding process, grits get deﬂected from
the initial position due to the compression of the binder and exhibit
elastic behaviour. The objective of this investigation is to investigate
the contact stiﬀness eﬀects on the grinding process characteristics via 3
dimensional MD simulations. The current analysis has also been ex-
panded to the mutual interaction of grain stiﬀness along with grinding
speed and fractal interface between the abrasive and the workpiece. MD
simulations have been repeated in favour of statistical accuracy since
grinding is a highly stochastic process. The yielded results are in
agreement with the ﬁndings of previous numerical and experimental
investigations and shed light on the interaction of a single abrasive
grain with the workpiece, with respect to the grinding forces, friction
coeﬃcient, real depth of cut and subsurface temperature. The devel-
oped MD model has been proven to be capable of capturing the thermal
softening phenomenon at the abrasive-workpiece interface, as reported
by previous experimental studies. The most signiﬁcant conclusions of
this investigation are summarised below:
• The workpiece subsurface temperature increases with grinding
speed and grain spring constant. Rough abrasive-workpiece inter-
faces lead to higher subsurface temperature as well.
Fig. 25. Average STD of the y-coordinate of the centre of mass vs spring con-
stant for diﬀerent interface types.
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• Both tangential and normal forces increase for higher grain stiﬀness
due to the higher cutting depth induced.
• Tangential forces reduce asymptotically with the grinding speed.
This is attributed to the higher subsurface temperature which con-
tributes to the thermal softening of the workpiece.
• Tangential forces are aﬀected by the presence of roughness ac-
cording to the superposition of three phenomena (a) strong inter-
locking mechanism, (b) thermal softening and (c) lower depth of
cut.
• Normal forces increase with the grinding speed and the presence of
interfacial roughness due to the increase of the springback force
with the strain rate [19]. However, for high grinding speeds normal
forces appear to decrease when the grain stiﬀness constant exceeds a
threshold.
• The friction coeﬃcient appears to increase non-monotonically with
the grain stiﬀness. However, it has been clear that it reduces for
higher grinding speeds. This observation is in accordance with the
experimentally observed viscoplastic behaviour of materials and
justiﬁes the degradation of the cutting forces with the grinding
speed.
• The analysis of the standard deviation of the y coordinate of the
abrasive centre of mass showed that, when the grain spring constant
is over a threshold, (≈50 nN/Å) high grinding speeds should be
selected to obtain smoother ground surfaces. On the contrary, when
the spring constant is below this threshold low grinding speeds
should be selected instead.
• Rough interfaces were found to increase the standard deviation of
the abrasive centre of mass for lower values of the grain stiﬀness and
reduce it for stiﬀer grains.
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