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1. Introduction, summary, and discussion
Let X1, . . . , Xn be independent random variables (r.v.’s), with the sum S :=
X1 + · · ·+Xn, such that for some real positive constant β and all i one has
EXi 6 0,
∑
EX2i 6 1, and
∑
E(Xi)
3
+ 6 β; (1)
as usual, we let x+ := 0 ∨ x and x
p
+ := (x+)
p for all real x and all real p > 0.
Consider the following class of functions:
F3 := {f ∈ C2 : f and f ′′ are nondecreasing and convex}
= {f ∈ C2 : f , f ′, f ′′, f ′′′ are nondecreasing}, (2)
where C2 denotes the class of all twice continuously differentiable functions
f : R → R and f ′′′ denotes the right derivative of the convex function f ′′. For
example, functions x 7→ a+ b x + c (x − t)α+ and x 7→ a + b x + c e
λx belong to
F3 for all a ∈ R, b > 0, c > 0, t ∈ R, α > 3, and λ > 0.
Remark. If a r.v. X has a finite expectation and a function f : R → R is in F3
or, more generally, is any convex function, then, by Jensen’s inequality, E f(X)
always exists in (−∞,∞].
The main result of this note is
Theorem 1. For any function f ∈ F3
E f(S) 6 E f(Z) +
f ′′′(∞−)
3!
β, (3)
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where Z is a standard normal r.v. Moreover, for each function f ∈ F3 the upper
bound in (3) is exact, in the sense that it is equal to the supremum of E f(S)
over all independent Xi’s satisfying conditions (1).
Of course, in the case when f ′′′(∞−) = ∞, the inequality (3) is trivial.
Theorem 1 is based on the main result of [10].
It follows immediately from Theorem 1 that for all real x
E(S − x)3+ 6 E(Z − x)
3
+ + β. (4)
If it is additionally assumed that EXi = 0 for all i, then (4) in turn yields
E |S − x|3 6 E |Z − x|3 +
∑
E |Xi|
3; (5)
moreover, one can similarly show that the upper bound in (5) is exact, for
each real x; the special case x = 0 of (5) is also a special case of Rosenthal’s
inequality [16]:
E |S|p 6 cp
(
1 +
∑
E |Xi|
p
)
, (6)
for all p > 2, where cp is a positive constant depending only on p (inequality
(6) too needs the assumption that the Xi’s be zero-mean). In the case when
x = 0 and the Xi’s are symmetric, inequality (5) was obtained by Ibragimov
and Sharakhmetov [4], who at that considered arbitrary real p > 2. Besides,
inequality (5) follows from Tyurin’s result [17, Theorem 2], which also implies
(4) but with
∑
E |Xi|
3 in place of β. More on Rosenthal-type inequalities and
related results can be found, among other papers, in [1–3, 5–8, 11, 15, 18].
Theorem 1 admits
Corollary 2. For any p ∈ (0, 3) and any real a > 0
ESp+ 6
pp(3− p)3−p
33
E(Z + a)3+ + β
a3−p
;
in particular, taking here (p, a) = (1, 17461000 ) and (p, a) = (2,
639
1000 ), one obtains,
respectively, the inequalities
ES+ 6 0.514 + 0.0486β and ES
2
+ 6 0.555 + 0.232β. (7)
One may compare the latter two bounds with the “naive” ones, obtained
using the inequalities (ES+)
2 6 ES2+ 6 ES
2 6 1; here one may note that β
will rather typically be small. One can similarly bound E(S − x)p+ for any real
x and any p ∈ (0, 3). The first inequality in (7) can in fact be improved:
ES+ 6
1
2 , (8)
which follows because 4u+ 6 u
2 + 2u+ 1 for all real u; the bound 12 on ES+ in
(8) is obviously attained when P(S = ±1) = 12 .
The case p = 3 of Rosenthal-type inequalities, including the results stated
above, is especially important in applications to Berry–Esseen bounds; see e.g.
[14], Remark 3.4 in [12], and the “quick proofs” of Nagaev’s nonuniform Berry–
Esseen bound in [12, 13].
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2. Proofs
Proof of Theorem 1. Take indeed any f ∈ F3. Next, take any real y > β and
introduce the r.v.’s
Xi,y := Xi ∧ y and Sy :=
∑
i
Xi,y.
Then the conditions (1) hold for the Xi,y’s in place of Xi. Also, Xi,y 6 y for all
i. So, by the main result of [10],
E f(Sy) 6 E f
(√
1− β/y Z + yΠ˜β/y3
)
(9)
=
∞∑
j=0
E f
(√
1− β/y Z + yj − β/y2
) (β/y3)j
j!
e−β/y
3
, (10)
where Π˜θ := Πθ − EΠθ = Πθ − θ and Πθ is any r.v. which is independent of Z
and has the Poisson distribution with parameter θ, for any real θ > 0. Moreover,
by [10, Proposition 2.3], for any given triple (f, β, y) ∈ F3×(0,∞)×(0,∞) with
y > β the bound in (9) is exact, in the sense that it is equal to the supremum
of E f(Sy) over all independent Xi’s satisfying conditions (1).
Now let
y →∞.
Then, by the monotone convergence theorem,
E f(Sy)→ E f(S). (11)
As was mentioned earlier, in the case when f ′′′(∞−) =∞ the inequality (3) is
trivial. Consider now the case when f ′′′(∞−) <∞. Then, by a l’Hospital-type
rule, f(x)/x3 → f ′′′(∞−)/3! as x→∞, which also leads to |f(x)| = O(1+ |x|3)
over all real x
(
for negative real x, one even has |f(x)| = O(1 + |x|), since f is
nondecreasing and convex; cf. e.g. [9, Lemma 7]
)
. Therefore, by the dominated
convergence theorem,
E f
(√
1− β/y Z + yj − β/y2
)
−→ E f(Z) if j = 0
E f
(√
1− β/y Z + yj − β/y2
)
y3
−→ f ′′′(∞−)
j3
3!
if j > 0,
and so, again by the dominated convergence theorem (say), the sum in (10)
converges to E f(Z) + f
′′′(∞−)
3! β. In view of (9)–(11), this proves the inequality
(3); the exactness of the bound in (3) follows from that of the bound in (9)–
(10).
Proof of Corollary 2. This follows from (4), since supu>0
up
(u+a)3 =
pp(3−p)3−p
33a3−p
for any p ∈ (0, 3) and any real a > 0.
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