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We introduce a simple model to describe the interplay between specific and non-specific interac-
tions. We study the influence of various physical factors on the static and dynamic properties of
the specific interactions of our model and show that contrary to intuitive expectations, non-specific
interactions can assist in the formation of specific complexes and increase their stability. We then
discuss the relevance of these results for biological systems.
I. INTRODUCTION
In physical and biological systems, there can exist dif-
ferent classes of interaction, termed specific and non-
specific the former leading to the formation of specific
complexes and the later referring to promiscuous inter-
actions between any two molecules. In a biological con-
text, specific interactions are critically important for the
functioning of the cell and are closely associated with
networks of protein-protein interactions (PPI) [1–4].
Physically, an interesting question is how these pro-
teins behave in the cellular environment, in terms of both
their spatial distribution and dynamics. Since current
analytical and computational methods are not powerful
enough to capture the full complexity of a cell, one has to
resort to simpler coarse-grained models. Deeds et al.[5]
used a 3 × 3 × 3 cube to represent a protein, where the
cell was represented as a cubic lattice and equilibrium
properties were studied using Monte Carlo simulations,
whereas McGuffee and Elcock[6] used Brownian dynam-
ics to observe the behavior of tracer particle in a simu-
lated cytoplasmic environment as a way of gauging how
important the difference between in vitro and in vivo is.
Of particular importance is the impact of the cellu-
lar environment on the formation of specific PPIs, and
their stability. During its diffusion in the cell, any pro-
tein will feel many non-specific, promiscuous interactions
with other proteins. The number of specific interactions
a protein has may be swamped by this promiscuous en-
vironment. It has been estimated that the ratio between
the typical energies of specific and non-specific attrac-
tions is around a factor of four[7]. Therefore the impact
that these non-specific interactions have on the cell is im-
portant in understanding the formation of and dynamics
of specific PPIs. It is also an important signifier of the rel-
evance of in vitro experiments to the processes that take
place in living cells: if the cellular environment were to
significantly change the properties of certain interactions,
then this would imply that certain in vitro experiments
cannot be used to accurately infer in vivo properties (for
experimental comparison of the binding of some proteins
under in vivo and in vitro conditions, see ref. [8]).
Since promiscuous interactions compete with specific
ones, they are expected to have an adverse effect on
protein-protein recognition and thus on the formation
of specific protein complexes[9]. However, not all non-
specific interactions are necessarily harmful; for instance,
in the question of how site-specific proteins can find a
particular region of DNA[10] the role of non-specific in-
teractions is crucial. By binding onto the DNA molecule,
these proteins perform a one-dimensional instead of a
three-dimensional search in order to find their targets
efficiently [11]. Similar mechanisms have also been pro-
posed in other areas of biology e.g., in the context of
selective transport of proteins through the nuclear pore
complex[12]. Moreover, a possible way for expressing spe-
cific interactions in the cell involves first the formation of
mostly non-specific encounter complexes [13, 14], which
are then progressively rearranged to form specific bonds,
and there is some experimental evidence to this effect
[15, 16]. Note that a similar mechanism has been im-
plicated in many instances of protein folding which may
begin with the formation of a molten globule driven by
non-specific (hydrophobic) interactions, followed by re-
arrangement into the final native tertiary structure, see
e.g., refs. [17, 18]. There is also an emerging litera-
ture based around the concept of phase separation of
proteins in the cell, for which non-specific interactions
are important [19–25] In addition to these effects, there is
also the effect of intracellular crowding that is dominated
by non-specific steric repulsions that can affect both the
equilibrium constants and the kinetics of protein complex
formation[26].
In this paper, we employ a simplified model in order
to study how non-specific interactions can affect specific
association. By elucidating the mechanisms that control
the formation and the stability of specific complexes, we
hope to shed some light on familiar biological problems.
II. MODEL
In order to model both specific and non-specific inter-
actions, we introduce an ensemble of N spherical parti-
cles, interacting via a potential. We choose the Lennard-
Jones potential as it contains both steric repulsion and
long-range attractions necessary for a simple description
of protein aggregation:
φ(rij) = 4ij
((
σ
rij
)12
−
(
σ
rij
)6)
(2.1)
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2We can also specify the potential to be purely repulsive,
in which case:
φrep(rij) =
4
((
σ
rij
)12
−
(
σ
rij
)6)
+ 1 if rij < 2
1/6
0 otherwise
(2.2)
where σ is the hard sphere diameter of the particle and
rij is the distance between particle i and j. The ij are
elements of a symmetric N ×N matrix specifying the in-
teraction between particle i and particle j. In our model,
each of NS particles in the system has one (and only one)
other particle with which it is assigned the specific inter-
action S , and with every other particle there is smaller
non-specific interaction NS . In addition to this we can
also introduce some other number NI of particles into
the system which interact non-specifically with all N − 1
other particles, where N = NI + NS . Note that when
we are talking about “specific” and “non-specific” inter-
action, we assume that no covalent bonds are formed
between the pairs and thus binding is reversible. Addi-
tionally, the manner in which the interactions are set up
means that this model is fundamentally different from a
two-component fluid, as each particle has only one other
particle with which it has a strong specific interaction.
We study this system using both Monte Carlo and
molecular dynamics. In our system, there are several
parameters of interest which we can vary such as the rel-
ative weight of the specific and non-specific interactions,
S and NS. We also vary the number of specific and
non-specific particles present, NS and NI respectively,
and the packing fraction η (at fixed volume V ), in order
to explore the influence crowding has on the formation of
specific complexes. We fix the temperature at kT = 1, as
biological systems do not typically vary in temperature
too extremely. In our simulations we measure various
statistical properties of the system relating to the proper-
ties of the specific bonds, such as the mean complexation
fraction 〈XS〉 defined as the ratio of the mean number
of specific complexes to the maximal possible number of
such complexes in the system, the average lifetime of a
specific bond 〈tS〉 and the average time between bind-
ing events (search time) 〈tF 〉. We define a complex as a
specific pair that are within a distance of 1.6σ from each
other.
III. RESULTS
Using Monte Carlo simulations, we begin by looking at
the number of expressed specific bonds for NS = 250 and
NI = 0 (the maximal possible number of specific bonds
would then be 125) as we vary the strength of the non-
specific interaction for a value of the specific interaction
of 5 and a packing fraction of 1%.
As can be seen in fig. 1, increasing the strength of
the non-specific interaction at first has little effect on
the number of specific complexes present in the system.
FIG. 1. The expressed number of specific bonds (with a total
of 125 in the system) as a function of the non-specific inter-
action for S = 5 and a packing fraction of 1%. The insets
show snapshots of the system at different values of NS
When the strength of the non-specific interaction is fur-
ther increased, there is a sharp rise in the complexation
fraction, as the particles begin to agglomerate into a
droplet that contains most of the particles in the sys-
tem (gas to liquid transition). The physical mechanism
behind the observed transition is clear: when the parti-
cles condense into a liquid droplet, their concentration
increases, thus shifting the equilibrium constant of spe-
cific bond formation and the complexation ratio becomes
much larger than when the particles move in a gas phase.
At yet higher non-specific interaction strength, slow de-
crease of 〈XS〉 is observed as non-specific interactions be-
gin to compete with specific ones. Increasing the other
interaction parameter which we can control, the strength
of the specific interaction S (at fixed NS), increases the
complexation ratio, as expected (not shown).
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FIG. 2. The distance R12 between a specific pair as a func-
tion of time. There are flat regions, where the pair is bound
together, but thermal fluctuations can cause the pair to be-
come separated. The parameters for this simulation are
N = NS = 250, S = 5, NS = 2.2 and the packing fraction is
0.01.
Using molecular dynamics (with periodic boundary
conditions), we can also study the temporal dynamics of
the system. For example, for a certain pair, we can look
at how the distance between them varies in time, as can
be seen in fig. 2. For the set of interaction parameters
in fig 2, there exists a droplet (of diameter ≈ 7σ) that
3● ● ● ● ● ●
● ● ● ● ● ● ● ● ● ●
1.2 1.5 1.8 2.1 2.4
ϵNS
500
1000
<tF>
● ● ● ● ● ●
● ● ●
● ●
● ● ● ●
●
1.2 1.5 1.8 2.1 2.4
ϵNS10
20
30
40
<tS>A B
FIG. 3. A: The time in takes for specific pairs to find each other for a specific interaction of S = 5 and N = 250 at 1%
packing fraction as a function of the non-specific interaction. As the non-specific interaction is increased, the particles form an
agglomerate, leading to shorter time necessary for pair “search”. B: How the lifetime of specific bonds depends on the strength
of the non-specific interaction.
contains nearly all of the particles the system. Inspection
of this figure shows that the particles in the pair can be
bound together or separate but still remain in the droplet
(events in which they detach from the droplet completely
and move through the entire system, are not observed in
the time window shown in fig 2). A particular quantity
of interest is the average lifetime of specific pairs 〈tS〉. A
large lifetime indicates that the pair are strongly bound.
Using the same temporal trajectories we can also mea-
sure the search time, i.e., the average time it takes for
the specific pairs to find each other 〈tF 〉. These results
are summarized in fig. 3 where 〈tS〉 and 〈tF 〉 are plotted
as a function of the non-specific bond strength, for the
parameters in fig. 1.
We find that whether the particle is in an agglomerate
or not, has a large influence on both the stability of the
bond as well as the time it takes for the specific pair
to find one another. The agglomerated state stabilizes
the bonds (by approximately a factor of 2) as well as
greatly reducing the search time (by nearly an order of
magnitude).
So far, we have considered the situation where all the
particles in the system have a specific partner. We now
add other completely non-specific particles, NI (which do
not have any specific partners and interact only via non-
specific attraction), in order to see how crowding due to
these non-specific particles affects the complexation frac-
tion of the specific pairs. The results are summarized
in fig. 4. We can see that as the packing fraction of
non-specific particles increases, the sharp upward transi-
tion in the complexation fraction observed at 1% packing
fraction disappears and the expression rate becomes very
low and nearly independent of NS . This indicates that at
higher packing fractions the increase of the concentration
of the specific pairs due to agglomeration is too small to
offset the increased competition with non-specific associ-
ations. Interestingly, in all cases increasing the packing
fraction increases the mean lifetime of specific bonds (not
shown).
If instead we plot how the complexation fraction varies
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FIG. 4. Mean complexation fraction 〈XS〉 against value of
the non-specific interaction for different values of the packing
fraction (0.01,0.1,0.2). Increasing the packing fraction leads
to less importance of the non-specific interaction.
with packing fraction for a chosen value of the non-
specific interaction, the results are shown in fig. 5. We
find that the complexation fraction decreases monotoni-
cally with packing fraction for sufficiently attractive non-
specific interactions and increases monotonically with
packing fraction for repulsive non-specific interactions.
For weakly attractive non-specific interactions there is a
shallow maximum of the complexation fraction at pack-
ing fraction of about 10%. While strong non-specific at-
tractions are clearly more efficient in promoting the for-
mation of specific pairs at low packing fractions (below
5%), the situation changes at higher packing fractions
where repulsion-induced crowding becomes a more effi-
cient enhancer of specific complexation, though the latter
effect is much less pronounced than the former.
The reason for the adverse effect of increasing concen-
tration on complex formation can be traced back to our
particular choice of the interaction matrix ij according
to which all the non-specific interactions are identical.
Thus, when we add more particles NI with with suffi-
ciently large non-specific attraction NS , all the NS +NI
particles condense into a single large droplet in which the
effect of increased concentration of specific pairs which
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FIG. 5. The change in complexation as a function of packing
fraction η for purely repulsive non-specific interaction, NS =
1 and NS = 1.8
promotes complex formation is opposed by the competi-
tion with non-specific associations which suppresses such
specific complexes. Since the former effect decreases and
the latter effect increases with the packing fraction (as
the ratio NI/NS increases), the agglomeration mecha-
nism is no longer helpful at the rather high (20 − 30%)
packing fractions characteristic of proteins in cells. The
problem can be avoided and high complexation fractions
can be achieved even at high concentrations if instead of
a single large droplet, many smaller droplets are formed.
This can be achieved by introducing a hierarchy of spe-
cific interactions. For instance, consider the original
NS = 250, NI = 0 system. Instead of having all the
particles interact with each other non-specifically in the
same way, we partition the system into sets of 50 par-
ticles each, where in addition to strong (S) interaction
between each specific pair of particles, all particles within
each set weakly attract each other (W ) and interactions
between particles not within the same set are purely re-
pulsive. In this case, instead of forming a single aggregate
of size 250, there are several aggregates of 50 particles
each and the complexation fraction is significantly larger
compared to the case where all the particles belong to the
same set. As seen in fig. 6, the complexation becomes
even higher for this “aggregates of 50” case as the pack-
ing fraction increases (increasing NS whilst NI remains
0), since this only increases the number of droplets while
the size of each droplet remains unchanged (about 50).
IV. DISCUSSION AND CONCLUSIONS
We have presented a minimal model of a system with
specific and non-specific interactions. While this model
is too crude to capture the details of the complex inter-
actions between proteins, there are some general features
which will apply to any system with specific interactions.
Non-specific interactions can help with the for-
mation of specific pairs. The naive expectation that
specific and non-specific interactions always compete
with each other isn’t necessarily correct. Non-specific
attractions can help in the formation of specific com-
plexes provided they are strong enough to cause the par-
FIG. 6. The change in complexation as a function of packing
fraction η when there is a hierarchy of interactions with S = 5
and W = 2.2 (see text).
ticles to aggregate resulting in the formation of liquid
droplets, as seen in fig. 1. In such an agglomerated
state, the complexation level of specific pairs increases,
as the “search space” is reduced compared to the case
where the particles are moving freely throughout the en-
tire system. There is some optimum range of values of
the non-specific attractions which maximizes complexa-
tion by causing agglomeration. Further increasing the
non-specific attraction beyond this point one reaches the
“competition” regime, which leads to decreasing com-
plexation. One implication of such a mechanism is that
both the search process and the stability of protein com-
plexes can be assisted by non-specific attractions that
result in non-uniform distribution of proteins in the cyto-
plasmic space or in membranes (the above mechanism ap-
plies equally well to the two-dimensional case). There are
some indications that such clustering of proteins indeed
takes place in live cells[27]. The impact that phase tran-
sitions to liquid states can have on cellular function has
been considered before[22]. These transitions to liquid-
like states are not merely confined to membranes, and
the cell can have membran-eless compartments that per-
form functional biochemical reactions[21].For instance,
several important biological molecules are found in liq-
uid droplets inside the cell, such as RNA granules [24].
Our minimal model quantifies that this observed mech-
anism can increase complexation fraction by an order of
magnitude. Similar principles can be applied to transient
encounter complexes[28], where non-specific associations
between proteins take place before subsequent reorienta-
tion that results in specific bond formation.
Large agglomerates are less helpful than small
ones. The mechanism outlined above is generally most
effective for small numbers of particles. Small agglom-
erates have the largest complexation fraction, as can be
seen from fig. 5, when the particles are already in an ag-
gregate (for NS = 1.8); increasing the size of the agglom-
erate further by adding non-specific particles, NI , leads
to reduction in the complexation. This is essentially an
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FIG. 7. Mean bond lifetime (A), search time (B) and turnover time (〈tT 〉 = 〈tS〉 + 〈tF 〉) (C) against complexation fraction.
The labels L or G refer to whether the state is agglomerated or non-agglomerated respectively. Increasing the complexation
fraction generally leads to an increase in mean lifetime. As 〈XS〉 approaches unity, the lifetime of the specific bonds becomes
very large (A). Large specific lifetimes imply smaller search times (B), therefore an increase in complexation fraction leads to
decreases in search times. The combination of these effects (C) gives the turnover time 〈tT 〉, which has a minimum around
some complexation fraction.
entropic effect caused by the competition between specific
and non-specific interactions in the aggregate. Larger ag-
gregates will have more possible non-specific interactions
present, shifting the system to decreasing complexation
fraction as the size increases. The precise scaling of the
complexation fraction with droplet size would depend on
how the number of specific vs. non-specific interactions
increases with increasing size of the droplet, but the fact
that increasing the size of agglomerates would lead to
decreased complexation would remain generally true so
long as the number of non-specific interactions increases
at a rate larger than that of specific interactions with in-
creasing N . In most biological systems, large aggregates
are associated with negative effects[29], so the agglomer-
ation mechanism discussed above would not be helpful if
it involved very large aggregates. We demonstrated that
this problem can be solved by introducing a hierarchy of
interactions that lead to many small aggregates, as seen
in fig. 6. Most of the interactions with other compo-
nents in the system have to be below some threshold so
they don’t form large aggregates, but stronger interac-
tions within a certain small sub-class can result in the
formation of small clusters and increase the complexa-
tion fraction. This hierarchy of interactions leads to ef-
fective membrane-less compartmentalization in the form
of droplets, as can be seen in certain cases in the cell [24].
As has been discussed in previous literature [19], transi-
tions to aggregated states lead to different spatial scales
of organization, raising the possibility that even compli-
cated environments like the cell can be organized on sub-
micrometer length scales through effective membrane-less
compartmentalization.
The packing fraction affects complex formation.
There is much discussion in the biological literature of
“crowding”[30, 31], and it is clear that the presence of
crowding particles can affect the properties of the system.
The effect depends on the precise nature of the interac-
tion between the crowding particles and the complex-
forming ones. As observed in fig. 5, if the interaction
is too attractive then adding these particles leads to in-
creased competition and suppresses the formation of spe-
cific complexes. When the interactions with the crowd-
ing particles are purely repulsive, increasing the packing
fraction leads to a gradual increase in the complexation
as the addition of the other particles reduces the avail-
able volume to the specific pair and alters the free energy
balance leading to greater complexation of specific pairs.
In the intermediate region both these effects are present,
leading to a shallow peak of complexation against pack-
ing fraction. In a biological context, it could be that
the rather high packing fraction of proteins in the cell
(20 − 30%) is actually helpful for the formation of spe-
cific complexes.
Increasing the specific complexation fraction
leads to exponentially increasing bond lifetimes.
We can ask the following: how do the mean lifetime and
search time depend on the equilibrium complexation frac-
tion of specific bonds 〈XS〉? By combining all of our data
for different conditions we examine the dependence of the
bond lifetime 〈tS〉, the search time 〈tF 〉 and the turnover
time 〈tT 〉 = 〈tS〉 + 〈tF 〉, on the complexation fraction
〈XS〉. As can be seen in fig. 7A, the mean lifetime of
specific bonds increases monotonically with the specific
complexation fraction and diverges as 〈XS〉 → 1, but the
behavior is different under conditions that correspond to
the gas (G) and the liquid droplet (L) states; for the same
〈XS〉, the lifetime is always higher in the gas phase (for
the same〈XS〉 points in G correspond to higher values
of S than those in L). As shown in fig. 7B, the search
time decreases monotonically with the specific complexa-
tion fraction (it diverges as 〈XS〉 → 0) but again the gas
phase points lie above those that correspond to the liquid
droplet state. The turnover time is plotted as a function
of the specific complexation fraction in fig. 7C; the two
branches corresponding to the gas and the droplet phase
exhibit broad minima. While we were not able to derive
analytical expressions that describe these behaviors, a
back-of-the-envelope estimate yields 〈tS〉/〈tF 〉 ≈ 〈Xs〉1−〈Xs〉 ,
consistent with the observed divergence of 〈tS〉 and 〈tF 〉
as 〈Xs〉 approaches unity and zero, respectively. Note
that if the complexation fraction is 1 this implies that
the binding is irreversible. Generally, if some parameter
in the system (e.g., the strength of the specific bonds) is
6changed in order to increase the number of specific com-
plexes, then the lifetime of the complexes increases in this
manner with the complexation fraction. There are sev-
eral consequences to this. If the bonds do not need to be
reversible, i.e., after binding the functionality of the spe-
cific pair depends on them staying together all the time,
then the strength of the specific interaction is essentially
unbounded in terms of cost to functionality. However, if
the binding needs to be reversible on some time scale then
increasing complexation can lead to a cost to the system
as the timescales of reversibility become larger than what
is required. If the specific pair are bound together for too
long but the components need to be recycled, either the
system has to expend energy ( ATP) to separate them
or this step would be a bottleneck in some dynamic pro-
cess. Finally, there is an interesting possibility that the
system may try to minimize the turnover time, by op-
timizing both the lifetime and the search time at some
intermediate value of the complexation fraction.
We would like to comment on some features of our
model that may appear to limit its applicability to bio-
logical systems, namely that each particle has one and
only one partner with which it can form a specific com-
plex and that all complexes contain only two particles
each. Since a cell has numerous identical proteins that
obviously have the same function and thus the same bind-
ing partners, and since many complexes consist of large
numbers of proteins, these assumptions are clearly vio-
lated in the cellular environment. However, we believe
that these limitations of our model do not change the
our qualitative conclusions concerning the important role
played by non-specific interactions in the formation of
specific complexes. Another difficulty with application
of our results to protein complexes is that the largest ef-
fects predicted by the simplest variant of our model corre-
spond to particle concentrations that are about an order
of magnitude lower than total protein packing fraction
in cells. We have described one possible solution of this
problem in terms of a hierarchy of specific interactions.
Another possibility is that small droplets can be stabi-
lized by surfactants (which may be other proteins; see
e.g., ref. [32]), analogously to mechanisms that stabilize
micro-emulsions[33]. Whether such mechanisms operate
in cells is unknown at present and further experimen-
tal studies are needed to determine the relevance of the
various scenarios presented for biology.
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