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I. INTRODUCTION
Tomlinson [1] and Harashima [2] , [3] independently introduced precoding as a technique for intersymbol interference mitigation. The structure that they presented is referred to as the Tomlinson-Harashima Precoder (THP). There are other precoding structures [4] - [6] , but this correspondence is concerned primarily with THP.
Price [7] and Harashima et al. [3] showed that zero-forcing THP (ZF-THP) achieves the maximum possible mutual information at high SNR for pulse amplitude modulation (PAM) inputs. Miyakawa et al. [2] computed the rates achievable with ZF-THP for a specific coaxial cable channel using high SNR approximations. Mazo and Salz [8] characterized the power difference between the inputs and outputs of a THP transmitter and extended the ZF-THP from real valued signals and filters to complex valued signals and filters. Cioffi and Dudevoir [9] introduced the MMSE-THP and compared its output SNR with that of the ZF-THP.
This correspondence quantifies loss from capacity of ZF-THP and MMSE-THP for any given intersymbol interference (ISI) channel and additive white Gaussian noise (AWGN) variance. An exact formula is derived for the ZF-THP information rate. Upper and lower bounds are provided for the MMSE-THP information rate. These information rate characterizations do not rely on high signal-to-noise ratio (SNR) approximations; they are valid for any SNR.
The loss from capacity at a particular SNR depends on the specific channel impulse response. Several impulse responses are studied as examples. For channels with severe ISI, the MMSE-THP can provide a significant performance improvement over the ZF-THP at low-to mid-range SNR. However, when the SNR becomes sufficiently large, the two techniques become identical. At high SNR the only loss from capacity incurred by THP is the shaping loss described by Forney [10] . In Section II, Tomlinson-Harashima precoding is reviewed. Section III presents the information rate characterizations for ZF-THP and MMSE-THP. Section IV applies these rate characterizations to five example impulse responses. Two of these impulse responses correspond to the same channel with two different symbol rates, providing a demonstration of how symbol rate selection can affect THP performance.
II. TOMLINSON-HARASHIMA PRECODING Fig. 1 shows the general THP system. The channel impulse response fh k g is referred to using the formal D-transform
Similarly, the THP feedforward and feedback filters are indicated, 
B. Feedforward and Feedback Filter Selection
A filter with the zero index value equal to one is said to be monic. to minimize either zero-forcing or minimum mean-square error optimality criteria. With a k being the sequence of t multiples that enforces x k 2 (0t=2; t=2], the system in Fig. 2 is equivalent to that shown in Fig. 1 . The noisen k in Fig. 2 The ZF-THP is the scheme originally proposed by Tomlinson [1] and Harashima [3] . 
A. Zero-Forcing
As mentioned earlier, ZF-THP has F (D) and B(D) chosen so
is an all-pass filter,n k is white. While the original AWGN channel with ISI has memory, the overall ZF-THP system is a memoryless channel with input w and output
The a term is an integer multiple of t and thus does not affect the output of 0t [ 1 ] . In the following, the index k is suppressed as above. Furthermore,n Z andn M are used to denote explicitly the filtered Gaussian noise produced by the ZF and MMSE choices of F (D), respectively.
The ZF-THP memoryless channel has mutual information
where h(1) denotes differential entropy. The upper bound of (5) follows from the maximum differential entropy of a random variable with support constrained to an interval. This bound can be achieved by choosing w to be i.i.d. uniform over the interval (0t=2; t=2]
B. Minimum Mean-Square Error
In general, precoding seeks to make the channel ISI-free. However, the channel produced by the MMSE-THP still has nonzero ISI since y k 6 = 0. Furthermore, the MMSE choice of F (D) produces a nonwhiten k .
Consistent with the goal of producing an ISI-free channel, ideal interleaving is assumed in the following analysis to produce a memoryless channel. Ideal interleaving indicates interleaving deep enough thatn i ?nj yi ? yj wi ? yj (7) when indices i 6 = j are associated with the same block codeword of a block code (or separated by less than the decoding depth of a convolutional or trellis code). The symbol ? is used to indicate statistical independence. Ideal interleaving in this context is information-lossy since information contained by future and past values of z about the current values of w andn is neglected. Thus higher information rates are possible without interleaving.
With interleaving, the inputs and outputs associated with any particular codeword behave as those of a memoryless channel with peak limited input w and output z = 0t[w + a + y +nM] The mutual information of this channel is given below. (11) An upper bound on the capacity of the channel produced by MMSE-THP with ideal interleaving can be found from the following two inequalities:
h(0t[w + y +nM]) log 2 (t) (12) h(0 t [y +n M ] j w) h(0 t [y +n M ] j w; y) (13) = h(0t[nM j w; y]) (14) = h(0 t [n M ]): (15) For (15), note thatnM is independent of (w; y). The above inequalities give CMMSE -THP log 2 (t) 0 h(0t[nM ]): (16) The upper bound was obtained essentially by neglecting the ISI term y. The tightness of this bound depends largely on the variance of y.
A lower bound on CMMSE -THP can be found by assigning w an
Regardless of the distribution on w 
Combining (17) and (18) This tighter bound was used in the plots shown in Section V. In situations where the receiver complexity is to be minimized, the feedforward filter F (D) can be moved to the transmitter as discussed in [13] . In this case,n k is simply n k =s where s is the real scalar for which s 1 F (D) does not change the transmitter power. The bounds derived above apply to this case directly, since the variance ofn k has not changed.
In [8] the real-valued THP of Tomlinson and Harashima was extended to a two-dimensional THP (2D-THP) suitable for QAM transmission. Equations (6), (16) , and (20) hold (in bits per dimension) for this 2D-THP [14] .
IV. PERFORMANCE COMPARISONS
In this section, the rate characterizations derived in the previous section are used to examine how much loss from channel capacity is experienced by THP. The well known "shaping loss" is demonstrated to be the only loss experienced by THP at high SNR. Information rates achieved by MMSE-THP and ZF-THP are compared with each other and to capacity for AWGN with no ISI. THP information rates then are explored for three different ISI channel examples. Finally, a decimated version of the third ISI channel is examined to show that lower symbol rates can improve THP performance at low SNR.
A. Shaping Loss
The relationships between the original channel capacity, the capacity using MMSE-THP, and the capacity using ZF-THP generally depend on the ISI. However, regardless of the particular ISI, the achievable information rates of both the MMSE-THP and ZF-THP structures converge in the limit of high SNR to 0.255 bits (the shaping loss) less than the maximum achievable information rate for an i.i.d. input sequence.
It is well known that the MMSE-DFE and ZF-DFE structures become identical in the limit of high SNR. Since the filters B(D) and F (D) used in MMSE-or ZF-DFE are the same as those used in the corresponding THP, the MMSE-THP and ZF-THP structures also become identical in the limit of high SNR. This behavior is evident in the bounds presented previously since both the upper and the lower bound on CMMSE -THP converge to CZF -THP . In the limit of high SNR, all three expressions, (6), (16) , and (20) 
From [15] the maximum information rate achievable on a real AWGN channel with ISI using an i.i.d. input sequence can be expressed as with
Subtracting (24) from (25) Thus at high SNR the difference between the THP information rate and the maximum achievable rate using an i.i.d. input sequence is exactly the well-known shaping loss of 0.255 bits (1.53 dB of SNR loss on an AWGN channel). Forney [10] identified this loss as a result of the peak limitation introduced by precoding. The above derivation demonstrates that this is the only loss introduced by Tomlinson-Harashima precoding at high SNR. 
B. THP on the AWGN Channel
where t 2 =12 is the average transmitter energy. The solid line plotted in Fig. 3 is the mutual information for x k i.i.d. with a uniform distribution on the modulo interval (0t=2; t=2], which is
Using THP with w an i.i.d. uniform over the modulo interval produces x with a uniform distribution over the modulo interval. Thus (29) is a lower bound on the capacity of the THP structure without the receiver modulo operation for the AWGN channel. Note that the IID-UNIFORM mutual information converges to the original channel capacity at low SNR. This indicates that the receiver modulo operation is responsible for all of the loss from capacity at low SNR for the AWGN channel. At high SNR this behavior is reversed. As shown in the previous subsection, all of the loss from channel capacity at high SNR can be explained by the peak constraint imposed by the transmitter modulo operation. 
C. Example Channels with ISI
Three ISI channels are used in the following study of THP performance, the Two-Tap channel, the Ramp channel, and the Step channel. The impulse and frequency responses of these channels are shown in Figs. 4 and 5, respectively. All three impulse responses shown are minimum phase. Thus the ZF-THP cancels all the taps except the first. The energy in these canceled taps can be viewed as an opportunity for the MMSE-THP to improve upon the ZF-THP performance.
Figs. 6-8 show THP performance as a function of input SNR for the three impulse responses. For each of these channels, the ZF-THP capacity is plotted as well as the upper and lower bounds on the MMSE-THP capacity. These information rates are compared Capacity was approximated by discrete water pouring using an 8096-point fast Fourier transform (FFT). The THP information rates required the differential entropy and variance of the modulo of a Gaussian random variable. These values were computed by numerical integration using Mathematica. The variances ofn + y andn were computed using standard spectral factorization and partial fractions techniques [9] , [11] , [15] , and [16] . The variance of y was computed as the difference of these two variances.
At low SNR, the MMSE-THP outperforms the ZF-THP for all three ISI channels studied here. As the ISI becomes more severe, the performance gap between MMSE-THP and ZF-THP at low SNR becomes more pronounced. Also, the MMSE upper bound becomes less tight because the neglected y term becomes more significant.
No example has been found where ZF-THP performance is superior to MMSE-THP performance. However, unlike the ideal DFE, MMSE performance has not been proved always to dominate ZF performance for THP. From a comparison of C ZF-THP to the lower bound on C MMSE-THP , the ZF-THP capacity can be only negligibly higher (0.08 bits) than the MMSE-THP capacity. (20) is always less than or equal to the variance ofn Z in (6) . Maximizing the difference between (20) and (6) with the error variances set equal provides the H(D)-independent bound of 0.08 bits. For t= > 2 the difference between (20) and (6) is negligible.
D. Transmitter Spectrum Optimization
For any fixed symbol rate, performance can be improved by adding a transmitter filter that maintains the power constraint but shapes the transmitter power spectrum to be optimal [9] , [15] . The information rates derived in Section III apply to the resulting system simply by replacing H(D) with the cascade of the transmit optimization filter and H(D).
E. Symbol Rate Optimization
Fig. 6-8 illustrated how severe ISI causes substantially more degradation in ZF-THP performance than MMSE-THP performance. It is well known that, in general, MMSE techniques far outperform ZF techniques in severe ISI environments. However, zero-forcing precoders are desirable because they produce memoryless channels. For example, the combined coding and precoding scheme of Laroia [6] employs a zero-forcing precoder.
This section demonstrates how lowering the symbol rate can produce a milder ISI channel resulting in a significant improvement in ZF-THP performance. This effect is explored on the Step channel assuming a flat transmitter spectrum is maintained.
Recall that the Step channel has a 40-dB step loss over 60% of the band. The information rates for THP on this channel were shown in Fig. 8 . Below 20-dB input SNR, the ZF-THP performance in Fig. 8 is significantly worse than the mutual information of a flat-spectrum Gaussian input distribution. Thus the poor ZF-THP performance is not explained by the suboptimal transmitted power spectrum. This poor performance is typical of zero forcing in the face of severe ISI.
Consider using a symbol rate half as large as the original symbol rate. The effective impulse and frequency responses obtained by decimating the original impulse response and converting to minimum phase are shown in Fig. 9 . Recall that with zero forcing, only the first tap of the minimum phase impulse response carries information. Comparing the impulse response in Fig. 9 with the impulse response in Fig. 4 of the original Step channel, the increase in energy in the first tap relative to the energy in the remaining taps is evident.
The mutual information characterizations of THP allow the net effect of a milder impulse response at the cost of a lower symbol rate to be quantified. Figs. 10-13 show the Step channel information rates with the original sampling rate and with the symbol rate halved. To allow a fair comparison of information per unit time, information rate and transmitter power are normalized to be per symbol at the original symbol rate. Fig. 10 shows channel capacity and the mutual information achieved with a flat-spectrum Gaussian on the Step channel at the two symbol rates being considered. At low SNR, the flat spectrum mutual information is higher for the lower symbol rate. This is because the lower symbol rate concentrates energy in the low-frequency passband. The approximately 3-dB worse low-SNR performance at the original symbol rate follows from the fact that about half the original-symbol-rate transmit power is wasted in the high-frequency stopband. Fig. 11 demonstrates that for a large region of low SNR, the lower symbol rate provides a dramatic improvement in the ZF-THP information rate, well beyond the 3 dB expected by a better transmit spectrum. Most of this improvement is due to the ZF-THP's better performance on the milder ISI produced by the lower symbol rate. Fig. 12 compares the MMSE-THP bounds for the two symbol rates. At low SNR, the lower symbol rate provides some improvement, but this improvement is not as substantial as in the ZF-THP case. Here, the performance improvement is largely due to the more appropriate transmit power spectrum. The MMSE-THP upper bound is tighter for the channel produced by the lower symbol rate due to a smaller residual ISI term. Fig. 13 combines the curves of the previous three figures to allow comparison of MMSE-and ZF-THP rates with each other, with capacity, and with the flat-spectrum mutual information. This figure shows clearly how symbol rate is more important to ZF-THP than MMSE-THP. Observe that the gap between MMSE-THP and ZF-THP performance is much smaller for the lower symbol rate. Fig. 13 also clarifies the high SNR advantage of the higher symbol rate. With increasing SNR, the curves at each of the two symbol rates converge to parallel lines at the capacity for that symbol rate and that capacity less the shaping loss. The original (higher) symbol rate produces twice the slope of the halved symbol rate for these lines. This difference in slope leads to much larger THP achievable mutual informations for the higher symbol rate at higher SNR. This is an example of typical behavior. For high SNR, the symbol rate should be chosen simply to utilize the available bandwidth. It is only on severe ISI channels at low SNR that careful attention to symbol rate is important for good zero-forcing performance. While this example has used a low-pass channel for simplicity, these ideas apply directly to bandpass channels for which the carrier frequency and symbol rate are adjusted together to create a mild ISI channel on which zero forcing can do well.
V. CONCLUSION
The maximum achievable information rate of the zero-forcing (ZF) Tomlinson-Harashima precoder (THP) was derived as a function of the channel impulse response, the input power constraint, and the AWGN variance. Bounds were provided for the minimum meansquare error (MMSE) THP. The tightness of the upper bound depends on the variance of the residual ISI term.
Regardless of the ISI for a particular channel, the performance of both the MMSE-THP and the ZF-THP become identical at high SNR. Both structures suffer exactly the shaping loss of 0.255 bits or 1.53 dB due to the peak constraint at the transmitter. At high SNR, there is no additional loss due to the many-to-one mapping by the receiver modulo operation. For the AWGN channel at low SNR, the situation is reversed; the loss from capacity is due entirely to the receiver modulo with no loss due to the peak constraint.
At low SNR, there is a performance difference between the MMSE-THP and the ZF-THP for channels with ISI. In general, the MMSE-THP performs better than the ZF-THP, and the performance gap becomes more pronounced as ISI becomes more severe. In some cases of severe ISI, a lower symbol rate (perhaps used with a different carrier frequency) can improve the achievable rate of THP and decrease the gap between MMSE-THP and ZF-THP performance.
Precoding is often mentioned as a solution to the error propagation problem associated with decision feedback equalization (DFE). Because precoding suffers no effect analogous to error propagation, it can be combined easily with coded modulation schemes as in [4] - [6] , [17] , [18] , and other papers. Because the error variances of THP are the same as those for a corresponding DFE, the mutual information possible with THP has been associated with that of an ideal DFE (i.e., a DFE where error propagation somehow does not occur).
The ideal ZF-DFE always produces a mutual information below the original channel capacity as shown in [19] . An ideal MMSE-DFE with a properly shaped transmitter power spectrum and ideal interleaving produces a mutual information exactly equal to the original channel capacity as shown in [15] . However, the elimination of error propagation central to the ideal DFE analysis requires extra information not available from processing the received signal. As a result, the ideal DFE may have a mutual information above the original channel capacity, as shown in [20] .
In contrast, the THP structure obeys the data processing inequality. Thus the mutual information possible with THP is never above the original channel capacity. The quantitative results in this correspondence clarify this essential difference between the mutual information rates possible with THP and those obtained with the ideal DFE.
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