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2  否定选择算法的产生与发展 





保护数据 S匹配的字符串；3)将 R中的检测器与 S
进行比较来监测 S的改变。如果 S中的字符串与检
测器发生匹配，则表示 S发生了异常变化，其中步
骤 2)、3)如图 1和图 2所示。 
 
图 1  生成成熟检测器 
 











3  否定选择算法的关键技术 






3.2  检测器表示 
检测器有不同的表示方式，在论域空间中呈现
不同的形状，其类型如表 1所示。 
表 1 检测器表示类型 
表示方式 检测器模型类型 文献 






矩阵表示 矩阵模型 [22] 
 
3.2.1  字符串表示 
字符串是检测器最早最普遍的表示方法，其表
示方法主要是将检测器定义为字母表 m 上长度为 l
的字符串[3,7,8,9]。 



























3.2.3  矩阵表示 





检测器表示为m n 矩阵。 
3.3  匹配规则 
匹配规则也称亲和力计算，描述抗体抗原之间
的相似性，主要用于检测器生成阶段与数据检测阶
段。检测器 d 与数据 x 的匹配规则如下[2]：如果 d





表 2 匹配规则类型 













3.3.1  基于字符串表示的匹配规则 
1) r连续位(rcb)匹配规则 
r 连续位匹配规则最初由 PERCUS[25]提出。并
由 FORREST S[3]将其用于 NS算法。该规则通过比
较 2个字符串 x和 y在对应位上连续匹配的个数与
预先设定的阈值 r相比来判断它们的匹配程度，即




度。为此，许多学者对其进行了改进，如 HOU H Y









窗口的 r 位字符串，如图 3 所示，其中， fld 为全长
检测器，而 1cd 2cd 3cd 为 r-chunks检测器。 
 
图 3  r-chunks检测器 




































义如下： , {0,1}NX Y   
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  (2) 
b) R&T距离 
该规则由 ROGERS和 TANIMOTO提出，给定






















成。如果自体至少有 r 个特征落入相应检测器的 r
个特征域，则认为它们匹配。 
5) 基于概率统计的匹配规则 
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 (4)  
其中， , {0, ,255} ,
8
N lx y N  。 



























P X S K X X
N 
   (5) 
6) Landscape-affinity matching 
在人工免疫系统中还有一些扩展的匹配方法，
都是对抗原、抗体绑定过程的高度抽象，如





用如下序列形式： , {0, ,255}NX Y   。 
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c) Physical Matching： 
physical
1
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    (9) 
当 1  时，即为曼哈顿距离，当 2  时即为
欧几里德距离[5]。 
2) 隶属函数(membership function) 
GONZALEZ F 等人[14]将匹配规则表达为检测



























图 4  双向匹配规则 



















































息的检测器，如图 5 所示。并提出了 2 种 NDB 生







































穷举法 任意 多 不变 较多 多 
线性法 rcb 较少 不变 较多 较多 
贪婪法 rcb 较少 不变 较少 较少 
模板法 rcb 较多 不变 较少 较多 
EMS 任意 较少 不变 少 少 
NDB rcb 较少 不变 较少 较少 
r可变 rcb 较少 可变 少 少 
压缩法 rcb r-chunks 少 不变 少 少 
非穷举法 rcb r-chunks 少 不变 少 少 















































测器时，随机选择中心点 x。在确定 x 为非自体的
情况下，根据 x 与自体样本的最短距离 d，生成以





























进一步提高检测能力，GUI M 等人 [59]提出了




































































RNS 隶属函数 较多 不变 多 多 
PS Euclidean 较多 不变 较少 较多 
V-detector Euclidean 较少 可变 较少 较少 
MNS 任意 较多 可变 较少 较多 
ANS 任意 较少 可变 较少 较少 
ENS Minkowsky 较少 可变 少 少 
CNS 空间包含 较少 可变 较少 较少 
 












      
(a)检测器在空间的分布情况             (b)树存储结构 
图 7  检测器存储结构 































面要优于传统方法。IGAWA K 等人[80]实现了 NS








5  否定选择算法的问题分析以及研究展望 
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