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RECURRENCE RELATION
In this section we derive a recurrence relation that is
used to obtain spinlabor statistics in Fig. (1) and Fig. (2)
in the main text. We begin by briefly reviewing the
Vaccaro-Barnett (VB) scheme. The memory logic states
in the scheme are associated with the z component of
spin polarization with the eigenstate |↓〉 corresponding
to eigenvalue −~/2 representing logical 0 and |↑〉 corre-
sponding to ~/2 representing logical 1. These states are
assumed to be energy degenerate so that the erasure in-
curs no energy cost. The reservoir that acts as an entropy
sink which consists of N similar energy-degenerate spins
in the state described by Eq. (5) in the main text. The
erasure proceeds in two steps: (a) The memory spin is
combined with an energy-degenerate ancilla spin that is
initially in the state |↓〉 to form the memory-ancilla sys-
tem. A controlled-not (CNOT) operation is applied to
the memory-ancilla system with the memory spin act-
ing as the control and the ancilla spin as the target.
(b) After the CNOT operation is applied we allow the
memory-ancilla system to reach spin equilibrium with
the reservoir by a particular exchange of spin angular
momentum as discussed in the main text. A cycle con-
sisting of adding an extra ancilla to the memory-ancilla
system, a CNOT operation with the memory spin as the
control and the newly-added ancilla spin as the target,
and spin equilibration with the reservoir is repeated until
the desired degree of erasure is achieved.
Consider the situation at the end of the mth cycle when
the memory-ancilla system contains m ancilla spins. The
memory-ancilla system has just undergone equilibration
with the spin reservoir and this ensures the probability
that the memory spin (and, correspondingly, all the an-
cilla spins) is in the state |↑〉 is given by
Q↑(m) =
e−(m+1)γ~
1 + e−(m+1)γ~
(1)
and in the state |↓〉 by
Q↓(m) = 1−Q↑(m) = 1
1 + e−(m+1)γ~
. (2)
Let the probability that the CNOT operations have in-
curred a total cost of n~ over all m cycles to this point
be defined as Pm(n), where 0 ≤ n ≤ m because the cost
is one ~, at most, each cycle.
In the subsequent cycle, the probability that the
CNOT operation results in the newly-added ancilla
changing from |↓〉 to |↑〉 and incurring a cost of one ~
is just Q↑(m), and conversely, the probability that it re-
sults in no change and a zero cost is Q↓(m + 1). There
are two distinct ways in which the total cost at the end of
the mth cycle is n~: at the beginning of the cycle either
the total cost was n~ and the memory spin was in the
|↓〉 state, or the total cost was (n − 1)~ and the mem-
ory spin was in the |↑〉 state. This leads to the following
recurrence relation for the probability of the spinlabor
cost:
Pm+1(n) = Q↓(m+ 1)Pm(n)
+Q↑(m+ 1)Pm(n− 1). (3)
We find the analytical solution to be
Pm(q) =
1∏m
k=2(1 + r
k)
{
Λ, q ≥ 1
1, q = 0
where
Λ =
 q∏
j=1
rj+1 − rm+1
1− rj
(1− p+ p 1− rq
rq+1 − rm+1
)
,
p is the initial probability that the memory spin is in the
|↑〉〈↑| state and
r = e−γ~. (4)
As the above solution can be verified by substitution into
the recurrence relation Eq. (3), we omit the details of its
derivation here. The limit m→∞ of Pm(q) corresponds
to a full erasure process. Of particular interest is the
result corresponding to the memory spin initially in an
equal mixture of |↑〉〈↑| and |↓〉〈↓|, i.e. p = 12 , in which
case
P∞(q) =
1∏∞
k=2(1 + r
k)
×
{ (∏q
j=1
rj
1−rj
)
1−rq(1−r)
r , q ≥ 1
1, q = 0
(5)
This is the probability that the spinlabor cost Ls is q~ in
a full erasure process.
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2JARZYNSKI-LIKE EQUALITY
In this section we derive the Jarzynski-like equality
given in Eq. (8) of the main text. We treat the spin
reservoir and memory-ancilla as an isolated closed sys-
tem undergoing deterministic evolution. The reservoir
and memory system needs to be brought in to spin equi-
librium by exchanging spin angular momentum. This
entails the spins in the reservoir plus memory-ancilla
system to exchange internal spin angular momentum
through elastic “collisions” of some kind involving the ex-
ternal degree of freedom. We assume that the reservoir-
memory-ancilla system is isolated, which allows us to use
Liouville’s theorem in the following way. First we assume
that the reservoir-memory-ancilla system is described by
the generalised Gibbs ensemble
f(z, t) =
e(−βH
(T )
ext −γ~m(R)j −λ~m(M)j )
ZIZE
, (6)
where z ≡ (j(R),m(R)j , j(M),m(M)j , r) specifies a deter-
ministic trajectory in terms of the states (j(R),m
(R)
j )
and (j(M),m
(M)
j ) of the internal (spin) degrees of free-
dom of the reservoir and memory-ancilla system, respec-
tively, and the coordinates r associated with the spatial
degrees of freedom, H
(T )
ext is the Hamiltonian associated
with the external (spatial) degrees of freedom of the total
reservoir-memory-ancilla system, and ZI and ZE are the
respective partition functions. The Lagrange multiplier
β is the inverse temperature of the external degrees of
freedom of the combined reservoir-memory-ancilla sys-
tem and γ and λ are the initial inverse “spin temper-
atures” of the reservoir and memory, respectively. As
mentioned in the main text, we assume the reservoir is
sufficiently large (i.e. N  1) that erasing one bit of
information changes γ by a negligible amount. Each tra-
jectory is labelled uniquely by its initial point z0, i.e.
z = z(z0, t) where z0 = z(z0, t0) at t = t0. Although the
spatial degrees of freedom enable the collisions to take
place, the kinetic energy associated with them does not
contribute to the cost of the erasure processes because in
the absence of an external magnetic field (which is the
situation we consider), the spatial and spin degrees of
freedom are decoupled.
The traditional Jarzynski equality relates the average
exponentiated work with the change in free energy. In
our case we are interested in the average exponentiated
spinlabor, i.e.
〈e−γLs〉 =
∑
z
f(z, t)e−γ~(∆m
(R)
j +∆m
(M)
j ), (7)
with respect to the Lagrange multiplier γ for the reser-
voir. The spinlabor is assumed to be done over a time
interval from t′0 to t, and the symbol ∆m
(·)
j represents
the change
∆m
(·)
j ≡ m(·)j (t)−m(·)j (t′0) (8)
over the deterministic trajectory z(z0, t), where m
(·)
j (t)
represents the corresponding value of the z component
of spin angular momentum at time t.
There is a natural division in the erasure protocol be-
tween
(1) the first CNOT operation on the memory-ancilla
system, and
(2) the remainder of the erasure process,
because (1) is associated with the Lagrange multiplier
λ of the memory-ancilla system whereas (2) involves
the equilibration of the memory-ancilla system with the
reservoir and is, therefore, associated with the Lagrange
multiplier γ. Hence, we rewrite Eq. (7) as follows
〈e−γLs〉 = 〈e−γL(1)s −γL(2)s 〉
= 〈e−γL(1)s 〉〈e−γL(2)s 〉, (9)
where L(1)s is the spinlabor incurred by the first CNOT
operation and L(2)s is the spinlabor incurred by the
CNOT operations in the remainder of the erasure pro-
cess. The values of t′0 and t in Eq. (8) will be taken to
correspond to the starting and ending times of each part.
The expectation value factorizes into separate expecta-
tion values in the second line of Eq. (9) because the equi-
libration of the memory-ancilla system with the reservoir
ensures that costs L(1)s and L(2)s are uncorrelated.
For part (1), there is no change to the reservoir (as
equilibration has not yet occurred) and so ∆m
(R)
j = 0.
Thus, the corresponding expectation value can be written
as
〈e−γL(1)s 〉 =
∑
m
(M)
j
P (m
(M)
j )e
−γ~∆m(M)j , (10)
where P (m
(M)
j ) ≡
∑
z=m
(M)
j
f(z) = e−λ~m
(M)
j /ZM . In de-
riving this result we have made use of the fact that any
degree of freedom that does not appear in the expres-
sion e−γL
(1)
s will be traced over. This is the reason the
spatial degree of freedom, for example, does not appear
explicitly in Eq. (10). Consider the case where the mem-
ory spin is initially completely mixed which means that
there are two equally-likely outcomes for the CNOT op-
eration: either the ancilla spin remains in the |↓〉 state
and so ∆mj = 0, or the ancilla spin is flipped to |↑〉 and
so ∆mj = 1. Evaluating Eq. (10) for this case then gives
〈e−γL(1)s 〉 = 1
2
e−γ0~ +
1
2
e−γ1~
=
1 + e−γ~
2
. (11)
3For part (2) of the erasure process we have
〈e−γL(2)s 〉 =
∑
z
f(z, t)e−γ~(∆m
(R)
j +∆m
(M)
j )
where
f(z, t) =
e−βH
(T )
ext −γ~[m(R)j (t)+m(M)j (t)]
ZIZE
. (12)
Louiville’s theorem [1] implies
f(z, t) = f(z0, t
′
0)
=
e−βH
(T )
ext −γ~[m(R)j (t′0)+m(M)j (t′0)]
Z
(i)
I Z
(i)
E
and so
〈e−γL(2)s 〉 =
∑
z
e−βH
(T )
ext −γ~[m(R)j (t)+m(M)j (t)]
Z
(i)
I Z
(i)
E
=
Z
(f)
I
Z
(i)
I
, (13)
where the superscript (i) and (f) label initial and final
values, respectively, and we have made use of the fact
that Z
(f)
E = Z
(i)
E . Although the spatial degrees of free-
dom do not contribute to the erasure cost, including them
in z makes the trajectory deterministic and this enables
the application of Liouville theorem.
Our assumption that the erasure of 1 bit only changes
the Lagrange multiplier γ associated with the reservoir
by a negligible amount implies that the partition func-
tion of the reservoir correspondingly also changes by a
negligible amount. Thus Z
(f)
I /Z
(i)
I is equal to the ratio
of the partition functions of just the memory-ancilla sys-
tem. At the beginning of part (2) of the protocol (i.e.
at t = 0) the memory-ancilla system is described by the
probability distribution given in Eqs. (1) and (2) with
m = 1, whereas at the end of the erasure process all
memory-ancilla spins are in the state |↓〉 (representing
complete erasure). Calculating the corresponding values
of the partition function then yields
〈e−γL(2)s 〉 = 1
1 + e−2γ~
. (14)
Substituting the results Eqs. (11) and (14) into Eq. (9)
gives
〈e−γLs〉 = 1 + e
−γ~
2(1 + e−2γ~)
. (15)
We refer to this as our Jarzynski-like equality because
it is an equality for spinlabor in the VB erasure scheme
in analogy to Jarzynski’s equality [1] for work and free
energy.
JARZYNSKI-LIKE BOUND
We now use Eq. (15) to analyze the fluctuations in
the spinlabor cost in the same way that Jarzynski an-
alyzed the fluctuations in the work-free energy relation
[1]. Consider the following expression, which is twice the
right side of Eq. (7),
A =
∑
z
f(z, t)e−γ~(∆m
(R)
j +∆m
(M)
j )+ln 2
=
∑
x
Pr(x~)e−γ~x+ln 2 (16)
where, for convenience, we let x = ∆m
(R)
j + ∆m
(M)
j and
define Pr(x~) ≡ ∑z=x f(z). By conservation of spin
angular momentum, x~ is equal to the spinlabor Ls done
on the memory-ancilla system by the CNOT operation,
and so Pr(Ls) represents the probability that the cost
of the erasure is Ls. As the summand in Eq. (16) is
positive, restricting the sum to values of x that satisfy
−γx~ + ln 2 ≥ γ for  > 0 gives∑
−γx~+ln 2≥γ
Pr(x~)eγ ≤
∑
x
Pr(x~)eγ ≤ A. (17)
We represent the probability that the cost x~ violates the
VB bound [Eq. (3) in the main text] by  as
Pr(−γx~ + ln 2 ≥ γ) ≡
∑
−γx~+ln 2≥γ
Pr(x~) (18)
and so from Eq. (17) we have
Pr(−γx~ + ln 2 ≥ γ)eγ ≤ A. (19)
Thus the probability that the spinlabor cost x~ = Ls
violates VB’s bound by  satisfies
Pr(Ls ≤ γ−1 ln 2− ) ≤ Ae−γ (20)
where A, being twice the right side of Eq. (7), is found
from Eq. (15) to be
A =
1 + e−γ~
1 + e−2γ~
. (21)
It is convenient to define the probability of violation more
compactly as
Pr(v)() ≡ Pr(Ls ≤ γ−1 ln 2− ) (22)
and hence, from Eq. (20),
Pr(v)() ≤ Ae−γ. (23)
4TIGHTER BOUND
The probability of violation can be bounded tighter
than Eq. (23) by restricting the sum in Eq. (16). In
particular, setting
B ≡
∑
−γx~+ln 2≥0
Pr(x~)e−γx~+ln 2 (24)
and following a similar argument to the one in the pre-
vious section with Eq. (24) in place of Eq. (16) gives
Pr(v)() ≤ Be−γ. (25)
As B ≤ A, Eq. (25) bounds the probability of violation
tighter than Eq. (23).
SEMI-ANALYTIC BOUND
An alternate way to estimate the probability of viola-
tion Pr(v)() is to fit an exponentially decaying function
to it at  = 0 and  = ~ using the analytical solution in
Eq. (5) where, according to Eq. (22),
Pr(v)() =
b−/~∑
q=0
P∞(q), (26)
and we select only particular values of γ given by
γ =
ln(2)
b~
(27)
for b = 1, 2, 3, . . .. Selecting these specific values of γ en-
sures that the VB bound given in Eq. (3) in the main text
is a multiple of ~, i.e. b~ = ln(2)/γ. More specifically,
we approximate Pr(v)() by the function
P˜ r(v)() = Ce−a (28)
where the amplitude and decay parameters, C and a, are
to be determined as follows. The value of C is determined
by requiring P˜ r(v)() = Pr(v)() for  = 0, and so
C = Pr(v)(0). (29)
The value of the decay rate a > 0 is determined by setting
P˜ r(v)() = Pr(v)() for  = ~, i.e.
Pr(v)(0)e−a~ = Pr(v)(~). (30)
Using Eq. (26) to replace the right side gives
Pr(v)(0)e−a~ =
b−1∑
q=0
P∞(q) =
b∑
q=0
P∞(q)− P∞(b)
= Pr(v)(0)− P∞(b) (31)
which, on rearranging, becomes
1
1− e−a~ =
Pr(v)(0)
P∞(b)
, (32)
and, on solving for a, yields the analytical result for the
decay rate as
a = −1
~
ln
{
1−
[
Pr(v)(0)
P∞(b)
]−1}
. (33)
In order to calculate it, we need to evaluate the expression
in [. . .] brackets. Using the fact that, from Eq. (26),
Pr(v)(0) = P∞(b) + P∞(b− 1) + . . .+ P∞(0)
we find
Pr(v)(0)
P∞(b)
=
P∞(b)
P∞(b)
+
P∞(b− 1)
P∞(b)
+ . . . +
P∞(0)
P∞(b)
. (34)
The terms on the right side can be expanded using
Eq. (5). For example,
P∞(b− 1)
P∞(b)
=
1− rb
rb
1− rb−1(1− r)
1− rb(1− r) (35)
and, noting that Eq. (4) and Eq. (27) imply rb = 12 , we
find
P∞(b− 1)
P∞(b)
=
2− r−1(1− r)
1 + r
. (36)
The next two terms are
P∞(b− 2)
P∞(b)
= (2r − 1)2− r
−2(1− r)
1 + r
P∞(b− 3)
P∞(b)
= (2r − 1)(2r2 − 1)2− r
−3(1− r)
1 + r
.
Continuing in this way we find
P∞(b− n)
P∞(b)
= (2r − 1)(2r2 − 1) . . . (2rn−1 − 1)
× 2− r
−n(1− r)
1 + r
for n being a positive integer less than b, and
P∞(0)
P∞(b)
= (2r − 1)(2r2 − 1) . . . (2rb−1 − 1) 2r
1 + r
.
The right side of Eq. (34) can easily be evaluated nu-
merically using these results, and the outcome can then
be used to find the value of the decay rate a in Eq. (33)
for the specific values of γ given in Eq. (27). The result-
ing approximation given by P˜ r(v)() in Eq. (28) equals
Pr(v)() for  = 0 and  = ~ (by construction) and is
found, numerically, to upper bound Pr(v)() for  > ~.
Hence, we find semi-analytically that
Pr(v)() ≤ Ce−a.
Moreover, we find a simple expression for a in the limit
γ → 0 as follows. In Fig. 1 we plot a2 as a function of
5FIG. 1: The behaviour of the exponential decay rate a2 in
the limit γ → 0. The blue circles represent values of a2
plotted as a function of γ for the particular values of γ given
by Eq. (27). As γ → 0 the blue circles approach the orange
line which represents values of γ, and thus illustrates
graphically that limγ→0 a =
√
γ/~.
γ to show that a2 approaches γ as γ → 0 which suggests
the quite remarkable result that
lim
γ→0
a =
√
γ
~
.
We have found numerically that the function, P˜ r(v)()
in Eq. (28), that corresponds to this limiting value of a
upper bounds the probability of violation, Pr(v)(), for
 > 0, i.e.
Pr(v)() ≤ Ce−
√
γ
~ , (37)
where C is given by Eq. (29). The fact that Eq. (37)
gives a tighter bound than Eqs. (23) and (25) is illus-
trated in Figs. 1(b) and 2(b) of the main text. We refer
to Eq. (37) as a semi-analytical bound on the probabil-
ity of violation given the combination of analytical and
numerical methods we used in deriving it.
[1] C. Jarzynski, J. Stat. Phys 96, 415 (1999).
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According to Landauer’s principle, erasing one bit of information incurs a minimum energy cost.
Recently, Vaccaro and Barnett (VB) explored information erasure within the context of generalized
Gibbs ensembles and demonstrated that for energy-degenerate spin reservoirs, the cost of erasure
can be solely in terms of a minimum amount of spin angular momentum and no energy. As opposed
to the Landauer case, the cost of erasure in this case is associated with the discrete variable. Here we
study the discrete fluctuations in this cost and the probability of violation of the VB bound. We also
obtain a Jarzynski-like equality for the VB erasure protocol. We find that the fluctuations below the
VB bound are exponentially suppressed at a far greater rate and more tightly than for an equivalent
Jarzynski expression for VB erasure. We expose a trade-off between the size of the fluctuations and
the cost of erasure. We find that the discrete nature of the fluctuations is pronounced in the regime
where reservoir spins are maximally polarized. We also state the first laws of thermodynamics
corresponding to the conservation of spin angular momentum for this particular erasure protocol.
Our work will be important for novel heat engines based on information erasure schemes that do
not incur an energy cost.
Understanding the thermodynamical costs of informa-
tion erasure [1, 2] is of fundamental importance for the
design of nanoscale heat engines [3] and reversible com-
puting [4, 5]. Landauer’s erasure principle expresses a
fundamental bound for any erasure process that uses a
thermal reservoir to store the erased information. [6]. It
states that the work cost W to erase one bit of informa-
tion [2] is given by
W ≥ β−1 ln 2 (1)
where β = 1/kBT , T is the temperature of the reser-
voir and kB is Boltzmann’s constant. Recently, Dillen-
schneider and Lutz [7] generalized Landauer’s principle
to accomodate fluctuations and obtained the probability
of violating Eq. (1) as
P (W ≤ β−1 ln 2− ) ≤ e−β. (2)
In other words, small fluctuations  below the Landauer
bound are possible and the probability of violation is ex-
ponentially suppressed in accordance with the Jarzynski
equality [8, 9].
The association between information erasure and en-
ergy embodied in Eq. (1) has been widely accepted as
a natural one. This is perhaps due to the deep connec-
tion between energy and entropy in traditional thermo-
dynamics. However, in two classic papers, Jaynes [10, 11]
formulated a generalized theory of statistical mechanics
using a principle of maximum entropy where not only en-
ergy but all other measurable conserved quantities can be
treated on an equal footing. In this framework the notion
of heat can be generalized to incorporate an exchange of
arbitrary conserved quantities such as quantized spin an-
gular momentum. In other words if there are k conserved
quantities associated with the generalized reservoir, then
the corresponding heat is called the “kth” heat and the
corresponding measurement probe is called the “kth” me-
ter [10, 11]. If the kth conserved quantity corresponds to
energy then the corresponding meter is the thermometer.
Recently, Vaccaro and Barnett (VB) [12, 13] applied
Jaynes’ framework to the problem of erasing information
when multiple quantities are conserved. In particular,
they formulated a protocol based on energy-degenerate
spin- 12 reservoirs under the conservation of spin angular
momentum that gives the cost of erasure solely in terms
of spin angular momentum as
Ls ≥ γ−1 ln 2. (3)
Here Ls is the spin equivalent of work which, henceforth,
we refer to it as a spinlabor [14] and γ is the Lagrange
multiplier associated with the conservation of spin angu-
lar momentum which can be expressed as [12, 13]
γ =
1
~
ln
[
N~− 2〈Jˆ (R)z 〉
N~ + 2〈Jˆ (R)z 〉
]
=
1
~
ln
[
1− α
α
]
(4)
where 〈Jˆ (R)z 〉 =
(
α− 12
)
N~ is the z component of the
total spin angular momentum, N is the number of spins
in the reservoir and 0 ≤ α ≤ 1 represents a convenient
spin polarisation parameter. It is interesting to note that
the Boltzmann constant does not appear in Eq. (4) since
there is no energy cost involved due to the degeneracy of
the internal (intrinsic spin) degree of freedom. In other
words, the spatial and spin degrees of freedom are decou-
pled from each other, a situation that is realized in optical
trapping of cold atomic gases [15]. Also note that γ in
Eq. (4) has been called the inverse “spin temperature”
in optical pumping where spin exchange collisions lead
to the redistribution of spin angular momentum [16, 17].
If the energy degeneracy is broken by a Zeeman field
then the coupling of spatial and spin degrees of freedom
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2will result in an erasure with multiple costs in terms of
both energy and spin polarization [12, 13]. Very recently,
Jaynes’ framework has been further extended to incor-
porate non-commuting degrees of freedom, and this led
to a novel classification of Gibbs states, namely Abelian
and non-Abelian thermal states, and the possibility of
extracting arbitrary conserved quantities from individual
quantum systems [18–20].
In this work we consider a collection of energy-
degenerate spins as an explicit physical example of a gen-
eralised reservoir in Jaynes’ formalism, and study the
discrete fluctuations in an energy-free erasure scheme
[12, 13], a scenario that remains unexplored. Our main
results are a Jarzynski-like equality for quantized spin
angular momentum exchange, and the probability of vi-
olation of the VB bound given by Eq. (3). We find that
fluctuations below the VB bound are suppressed at a rate
far greater than expected from the equivalent Jarzynski
equality.
We further find that the effects of discreteness are more
pronounced at higher degrees of reservoir spin polariza-
tion α → 0 or equivalently, from Eq. (4), at low spin
temperatures γ−1 → 0. This is the first time that the
fluctuations in the memory erasure has been studied for
discrete system. Our work also opens up the possibil-
ities of novel fluctuation theorems for other conserved
quantities, especially in the context of generalized Gibbs
ensembles, e.g. integrable spin chains [21].
THE MODEL
We briefly outline the VB erasure scheme here—full de-
tails of can be found in Ref. [12, 13]. Studies of informa-
tion erasure typically involve two-state memory systems
in contact with one or more reservoirs. In the VB scheme
the memory logic states are associated with the z com-
ponent of spin polarization with the eigenstate |↓〉 corre-
sponding to eigenvalue −~/2 representing logical 0 and
|↑〉 corresponding to ~/2 representing logical 1. These
states are assumed to be energy degenerate so that the
erasure incurs no energy cost. The reservoir that acts as
an entropy sink consists of N similar energy-degenerate
spins. The only other information we have about the
reservoir is the expectation value of the z component of
spin polarization 〈Jˆ (R)z 〉 and the average energy associ-
ated with the motional degrees of freedom 〈Hˆ(R)ext 〉. Ac-
cording to the maximum entropy principle [10], the best
description of the reservoir is then given by the density
operator [13]
ρˆ =
exp(−βHˆ(R)ext − γJˆ (R)z )
Z
(5)
where β and γ are corresponding Lagrange multipliers
which are independent of each other, and Z is the parti-
tion function. Such density operators may be realized in
dilute cold atomic gases confined in optical traps [15] and
for certain classes of integrable spin chain models [21].
We assume the reservoir is sufficiently large (i.e. N 
1) so that erasing one bit of information changes γ by a
negligible amount and so the spin angular momentum of
the reservoir will be described by an approximately-fixed
probability distribution; specifically
P↑(n, ν) =
exp(−γn~)
ZR
, (6)
is the probability that the reservoir has a z component
of spin polarization of (n − 12N)~ and the arrangement
ν where ν = 1, 2, . . .NCn indexes a unique arrangement
of the N individual spin states and ZR is the associated
partition function. We also assume that the memory spin
is in an arbitrary state initially. It should be noted that
due to the energy degeneracy of the spins in the reser-
voir and memory, we only need to consider spin angular
momentum exchange. We allow energy flow between spa-
tial degrees of freedom, but it does not contribute to the
erasure cost.
Following the protocol in Refs. [12, 13], we make use
of an energy degenerate ancillary spin- 12 particle that is
initially in a state |↓〉〈↓| corresponding to logical zero. A
controlled-not (CNOT) operation is then applied to the
memory-ancilla system with the memory spin acting as
the control and the ancilla spin as the target. The spinla-
bor cost for this initial step is ~2 and it leaves both mem-
ory and ancilla spins in an equal mixture of both spin up
and spin down. After the CNOT operation we allow the
memory-ancilla system to reach spin equilibrium with the
reservoir by the particular exchange of spin angular mo-
mentum according to the protocol devised by VB [12, 13].
This equilibration step is assumed to conserve the to-
tal spin angular momentum. Cycles consisting of adding
an additional ancilla to the memory-ancilla system, the
CNOT operation, and spin equilibration with the reser-
voir are repeated until the desired degree of erasure is
achieved. In each cycle, the CNOT operation incurs a
cost of ~ in spin angular momentum in transforming the
newly added ancilla from |↓〉〈↓| to |↑〉〈↑| if the memory
spin is in the state |↑〉〈↑|. On average, the cost of the
CNOT operation for the mth cycle is given by ~Q↑(m)
where
Q↑(m) =
e−(m+1)γ~
1 + e−(m+1)γ~
(7)
is the probability of the memory spin being in |↑〉〈↑|. The
total cost Ls = ~2 +
∑∞
m=1 ~Q↑(m) is bounded below by
Eq. (3).
Our objective is to study the fluctuations in this cost.
The combined reservoir (R) and memory-ancilla (M) sys-
tem is isolated except for times when the unitary CNOT
operations take place. By conservation of spin angular
momentum, any spinlabor performed by the CNOT op-
eration will result in the change Ls = ∆J (T )z to the total
3spin angular momentum J
(T )
z = J
(R)
z + J
(M)
z . Using Li-
ouville’s theorem, we first obtain [22] the equivalent of
Jarzynski’s equality [8, 23]
〈e(−γLs+ln 2)〉 =
∑
z
f(z)e[−γ~(∆m
(R)
j +∆m
(M)
j )+ln 2] (8)
=
1 + e−γ~
1 + e−2γ~
= A,
where f(z) is the probability distribution over phase
space vectors z which indexes internal spin angular mo-
mentum eigenvalues m
(·)
j and external spatial coordi-
nates. We define the probability that the cost in spinla-
bor be Ls as Pr(Ls) ≡ f(∆JTz = Ls). Following Jarzyn-
ski’s analysis [24] we find the probability that the spin-
labor cost Ls violates VB’s bound by  satisfies
Pr(v)() ≡ Pr(Ls ≤ γ−1 ln 2− ) ≤ Ae−γ, (9)
where A is given by Eq. (8). The above result is analo-
gous to the Jarzynski’s work on the probability of observ-
ing a violation of the Clausius-Duhem inequality [24, 25].
Judiciously restricting the sum on the right side of Eq. (8)
yields a tighter bound on Pr(v)() [22]
Pr(v)() ≤ Be−γ, (10)
where B =
∑
∆J
(T )
z ≤γ−1 ln 2 f(z)e
[−γ~(∆m(R)j +∆m(M)j )+ln 2]
and B ≤ A. Using semi-analytic methods [22] we find an
even tighter bound for γ → 0 (i.e. α→ 0.5)
Pr(v)() ≤ Ce−
√
γ
~ , (11)
where C = Pr(Ls ≤ γ−1 ln 2). Eqs. (8)-(11) are the
central novel results of our work.
We illustrate the spinlabor statistics and the proba-
bility of violation for two distinct regimes of the reser-
voir spin polarization: (1) α ≤ 0.4 and (2) α > 0.4 in
Fig. (1) and Fig. (2) respectively. Fig. 1(a) compares the
probability of the spinlabor cost Pr(Ls) for two values
of α ≤ 0.4 with the corresponding VB bounds γ−1 ln 2
(vertical black lines) and shows that there is a signifi-
cant probability of violating the bound (bars left of the
bounds). This is analogous to the fluctuation in the work
cost below Landauer’s bound, as shown in Ref. [7]. The
probability of violation Pr(v) is represented in Fig. 1(b)
which shows that the fluctuations are exponentially sup-
pressed even faster than our tighter bounds in Eq. (10).
and Eq. (11).
Fig. 2 shows the spinlabor statistics and the probabil-
ity of violation for three different values of α in the regime
α > 0.4. As α increases, Fig. 2(a) shows the probability
distribution Pr(Ls) tends to become symmetric. Cor-
respondingly, γ → 0, the reservoir approaches an equal
mixture of spin up and spin down and its entropy ap-
proaches its maximum value. This leads to increasing
fluctuations in the erasure which is reflected in Pr(Ls)
becoming broader in absolute terms. Nevertheless, the
FIG. 1: (a) Spinlabor statistics in the regime α ≤ 0.4. The
vertical black line represents the bound γ−1 ln 2. (b) Com-
parison of bounds in Eq. (9)-(11) and the probability of
violation.
FIG. 2: (a) Spinlabor statistics in the limit α > 0.4. Here
the vertical black line represents the bound γ−1 ln 2. (b)
Eq. (9), Eq. (10) and Eq. (11) show an exponential sup-
pression. Blue histogram shows probabilities below the
Vaccaro-Barnett bound.
fluctuations relative to the erasure cost become narrower
and the cost diverges, as can be seen from Eq. (3).
Figures 1(a) and 2(a) also show a tradeoff between the
average cost and the relative size of the fluctuations com-
pared to the cost, as follows. For α ≤ 0.4 the average cost
is lower and the fluctuations are relatively pronounced,
whereas for α > 0.4 the average cost is higher and the
fluctuations relative to it are lower.
It is interesting to recast the task of erasing informa-
4tion in terms of spatial orientating. A reservoir with po-
larised spins (i.e. α < 0.5) breaks rotational symmetry
and becomes a resource for orientating the memory spin.
As α → 0, the polarisation increases and the reservoir
becomes more asymmetric; correspondingly, the orientat-
ing task becomes easier and so the associated cost, Ls,
lowers. For the opposite trend, as α→ 0.5, the polarisa-
tion reduces and the reservoir becomes more rotationally
symmetric. This makes the orientating task increasingly
difficult and so it incurs a rising cost.
DISCUSSION
Landauer’s erasure principle has been shown to be
equivalent to the second law of thermodynamics [6]. Sim-
ilarly, Vaccaro and Barnett’s erasure scheme gives an il-
lustrative example of a generalized form of the second
law of thermodynamics for systems that exchange arbi-
trary conserved quantities. Landauer’s erasure principle
has been shown to require modification for small systems
where fluctuations are important [7]. In this work we
explored the corresponding fluctuations in Vaccaro and
Barnett’s erasure scheme. We showed that the discrete
nature of spin angular momentum exchange is reflected in
the spinlabor statistics and the probability of violation.
Although we analyzed an energy degenerate spin- 12 sys-
tems in this work, our results can be extended to energy-
degenerate arbitrary-spin angular momentum reservoirs.
In addition to having an impact for a generalized sec-
ond law, this work has also implications for the first law
as follows. In general, the average spin angular momen-
tum can be written as
Jz =
∑
j,mj
~p(j,mj)g(mj) (12)
where p(j,mj) is the probability associated with the spin
state (j,mj) and g(mj) = mj initially. The total change
in Jz is given by [10]
∆Jz = Ls +Qs, (13)
where Ls =
∑
j,mj
~p(j,mj)∆g(mj) is the part of
the change that is deterministic in origin, e.g. due
to unitary evolution by an external device, and
Qs =
∑
j,mj
~g(mj)∆p(j,mj) is the part that is non-
deterministic, e.g. due to the equilibration with another
spin system. Eq. (13) is the spin equivalent of the first
law
∆U = W +Q. (14)
Indeed, we refer to Qs as spintherm (i.e. as the spin
equivalent of heat) in analogy with standard thermody-
namics where a change in the density matrix is associ-
ated with heat exchange. For the particular case studied
here, where one bit of information is erased from a spin-
1
2 memory, the change in the spin angular momentum
of the memory is ∆J
(M)
z = − 12~, and so according to
Eq. (13)
−Qs = Ls + 1
2
~. (15)
The total spintherm is greater than the spinlabor cost be-
cause the memory initially contains inherent spintherm
of 12~; this contrasts with the usual case in Landauer’s
erasure where heat and work costs are equivalent. The
negative sign in the expression −Qs implies that the
spintherm is removed from the system. In this sense the
VB erasure protocol is an example of a spintherm pump.
Moreover, the number of first laws of generalized ther-
modynamics are equal to number of conserved quantities
if all the Lagrange multipliers are independent of each
other. In our case we have two independent laws: Eq.
(14) which corresponds to the conservation of energy in
the energy exchange between the spatial degrees of free-
dom (that does not contribute to the cost of the erasure),
and Eq. (13) which corresponds to the conservation of
intrinsic spin angular momentum.
Finally, we should mention that the experimental reali-
sation and manipulation of spin reservoirs is not new. For
example, optical pumping is a well established method to
create spin polarized gases [16, 17]. In particular, in spin-
exchange optical pumping of 3He, the spin polarization is
transferred between alkali atoms of certain polarization
and the 3He nuclei [17]. The relaxation processes here in-
clude spin exchange collisions between alkali atoms and
the 3He nuclei. This is an example of entropy erasure by
spin exchange that does not appear to have been appre-
ciated, especially in the context of information erasure
and thermodynamics.
To conclude, in contrast to recent work on abstract
conserved quantities in resource theories using a gener-
alised Gibbs state formalism [18–20], we have considered
Vaccaro and Barnett’s (VB) erasure scheme [12, 13] in
which the conserved quantity is the physically-important
spin angular momentum. This observable has the dis-
tinction of having eigenvalues of integer multiples of ~.
By studying the discrete fluctuations in VB memory era-
sure scheme, we exposed several interesting features; (a)
a cross-over from the discrete to quasi-continuous spin-
labor probability distribution in the limit when α→ 0.5,
(b) the trade-off between the cost of erasure and the rel-
ative fluctuations, (c) a faster suppression (faster than
Jarzynski’s analysis) of the probability of violating VB
bound (at a rate
√
γ/~ found from the semi-analytic
calculation). Such a faster suppression than Jarzynski’s
analysis is the novel result of our work and has not been
reported before in the context of the fluctuations in mem-
ory erasure. Our work opens up an interesting possibility
of flucutation relations within the context of generalized-
Gibbs ensembles.
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