Learning the timing of rapidly changing sensory events is crucial to construct a reliable representation of the environment and to efficiently control behavior. The neurophysiological mechanisms underlying the learning of time are unknown. We used functional and structural magnetic resonance imaging to investigate neurophysiological changes and individual brain differences underlying the learning of time in the millisecond range. We found that the representation of a trained visual temporal interval was associated with functional and structural changes in a sensory-motor network including occipital, parietal, and insular cortices, plus the cerebellum. We show that both types of neurophysiological changes correlated with changes of performance accuracy and that activity and gray-matter volume of sensorimotor cortices predicted individual learning abilities. These findings represent neurophysiological evidence of functional and structural plasticity associated with the learning of time in humans and highlight the role of sensory-motor circuits in the perceptual representation of time in the millisecond range.
INTRODUCTION
''Tempo'' (i.e., the Italian word for time) in music terminology indicates the speed of a piece of music. Time is a crucial element of any musical composition, because it affects both the emotional connotation and the difficulty of a piece. Learning to play a piece of music requires learning of a musical ''tempo,'' and the wonderful music produced by a skilled musician is one of the most striking proof of how well an extensive training and perhaps a natural predisposition affects the ability of time learning.
Our knowledge about the brain mechanisms governing the learning of temporal information is relatively poor and is exclusively inferred from purely behavioral observations. Psychophysical studies show that training over several days improves duration judgments and that this learning has a high temporal specificity. Using durations in the millisecond range (<1 s) and stimuli of different sensory modalities, previous works show that training to discriminate a given temporal interval does not generalize from the trained to untrained intervals (Buonomano et al., 2009; Karmarkar and Buonomano, 2003; Wright et al., 1997) . In addition to this specificity, temporal training can also lead to generalizations: the increased sensitivity to the trained temporal interval generalizes from the trained to the untrained sensory modality-for example, from the visual to the auditory modality and vice versa (Bartolo and Merchant, 2009; Nagarajan et al., 1998) .
Whereas there is a wide acceptance that brain changes associated with visuo-spatial learning occur in primary visual cortex and higher-level areas of the visual cortex (i.e., areas where the visual features undergoing learning are encoded; Karni and Sagi, 1991; Schwartz et al., 2002; Yotsumoto et al., 2008) , where these changes occur for temporal learning is unknown.
The main challenge in studying the neurophysiological mechanisms of visual time learning concerns the uncertainty of the neural representation of time. One point that is becoming increasingly clear in this domain is that the processing of temporal information in the milliseconds range entails a different mechanism with respect to multiple-seconds ranges (Buonomano et al., 2009; Koch et al., 2007; Merchant et al., 2008; Rammsayer, 1999; Spencer et al., 2009) . From a theoretical perspective, the representation of durations in the millisecond range is thought to occur in an automatic manner, while longer intervals are thought to require more effortful cognitive processes (Lewis and Miall, 2003b) . Following this theoretical distinction, processing of short durations would take place primarily within motor and sensory-motor circuits (e.g., premotor cortex, cerebellum, and sensory cortices), whereas longer duration would require higher-level control involving the dopaminergic striatal-prefrontal circuit (Lewis and Miall, 2003a; Morillon et al., 2009) .
Under the assumption that time in the millisecond range is represented within sensory-motor networks, the first question we sought to address in our study was the following: how does activity of sensory-motor networks change as a consequence of learning? As noted above, time learning is associated with an enhancement of temporal sensitivity specific to the trained duration. Therefore, we expect this increased sensitivity to be coupled with an increased activation in the brain regions encoding the trained duration.
The second question addressed here relates to the ''intermodal transfer.'' If time learning generalizes from the trained (here visual) to an untrained sensory modality (here auditory), what components of the sensory-motor circuit are engaged in this transfer? If time in millisecond range is supported by an ''amodal'' temporal mechanism (or mechanisms), we expect the same brain region(s) to activate during the processing of the trained interval irrespective of the tested modality. Alternatively, if different mechanisms govern temporal processing of signals in the different modalities, we expect different regions to be active for the trained interval, in the trained compared to the untrained sensory modality.
Together with the investigation of functional changes, magnetic resonance imaging enabled us to also explore structural changes underlying temporal learning and to investigate the existence of training-induced modifications of both gray-matter volume and white-matter connectivity. Structural changes were assessed using voxel-based morphometry (VBM) and diffusion tensor imaging (DTI, Basser et al., 1994) , respectively. Plastic changes of gray-matter and white-matter have been previously associated with several types of training (Draganski et al., 2004; Scholz et al., 2009 ) but never specifically using temporal learning procedures.
Finally, with our experimental protocol we sought to address the possibility that individual pre-existing functional and/or structural properties could predict the level of training-related behavioral changes. Here we made use of several functional and structural measures (fMRI, VBM, and DTI) and asked whether individual brain differences before training can predict differences in temporal learning abilities indexed after training. We hypothesized that the interindividual variability in temporal learning might be reflected in pre-existing differences in brain structure and/or function as reported in other cognitive domains (see Gilaie-Dotan et al., 2011 for individual brain differences in duration discrimination of the multiseconds range; see Kanai and Rees, 2011 for a review).
Our results show that the representation of the trained duration was associated with neurophysiological changes in functional activity, gray-matter volume, and white-matter connectivity within a sensory-motor circuit comprising occipital, parietal, and insular cortices, plus the cerebellum. Importantly, we found that these changes correlated with the training-induced behavioral changes on a subject-by-subject basis and that activity and gray-matter volume around the central sulcus before training predicted learning abilities as indexed after training. These findings provide us with the first neurophysiological evidence of structural and functional plasticity associated with the learning of time.
RESULTS
Seventeen healthy volunteers were tested on a temporal discrimination task over five consecutive days. The experimental protocol took place from Monday to Friday and was structured in three distinct phases: pretraining, training, and posttraining (see Table 1 ). The pretraining (day 1) and posttraining (day 5) phases consisted of a psychophysics session followed by an imaging session in which functional and structural (a high-resolution T1-weighted image and DTI) data were acquired. The psychophysics session served to estimate subject-specific temporal discrimination thresholds to be used during fMRI.
The training phases (days 1-4) consisted of a single session of behavioral testing during which volunteers were trained in the visual modality only (for $1 hr). The task during training consisted of the sequential presentation of the two temporal intervals marked by four brief visual flashes and separated by a short gap (see Figure 1A and Experimental Procedures for more details). One of the two intervals was the ''standard duration,'' which was equal to 200 ms (T), and the other was the ''comparison duration,'' which was equal to the standard plus a variable, always positive DT1 value (T+DT1). Volunteers were asked to indicate which of the two intervals lasted longer. During training the duration of the comparison interval was adjusted adaptively across trials, in order to obtain the DT1 threshold leading to 79% correct discrimination. During the training sessions (days 1-4) and the pre-and posttraining psychophysics sessions (day 1 and 5) the standard duration was always 200 ms (T).
We assessed whether learning had occurred in two different ways. We first analyzed the psychophysical data of pre-and posttraining sessions in order to identify participants, for whom the 4 days of training improved temporal discrimination performance. For each volunteer we computed the ratio (DT1pre À DT1post) / DT1pre. Positive values indicate lower thresholds in post-compared to pretraining and, thus, that learning did take place. This index measured outside the scanner was used as inclusion criterion for subsequent analyses of the imaging data, which considered only subjects showing a positive value in the visual modality (see Figure 1B ).
For the visual task, 13 out of the 17 volunteers demonstrated a reduction of the discrimination threshold between pre-and posttraining (i.e., positive values in Figure 1B ). The proportion of nonlearners was similar to what was observed in previous studies (Buonomano et al., 2009; Wright et al., 1997) , with nonlearners often including up to 20%-25% of the sample. Of 13 volunteers that showed a learning effect in the visual task (i.e., the trained modality), 11 generalized temporal learning from the visual to the auditory modality (see Figure 1B ; central plot, in red).
Next we computed subject-specific learning indexes (LI) based on individual performance during fMRI. During fMRI we (B) Individual (n subjects = 17) discrimination thresholds obtained during the pre-and posttraining psychophysics sessions (day 1 and 5). Learning is indexes as follow: (DT1pre À DT1post)/DT1pre. Blue bars are the ratios for the visual modality and red bars for the auditory modality. Positive values indicate lower DT1 in post compared to pretraining, demonstrating that learning had taken place. The light-gray bars correspond to the four subjects who did not learn. The right-most panel shows the average discrimination ratios of the 13 visual ''learners,'' separately for the visual (blue) and the auditory (red) modality. The red diamond in the same panel shows the average auditory value for the 11 subjects who generalized learning from vision to audition. (C) Plot of the averaged learning indexes (LIs, n = 13) computed on accuracy values measured during fMRI (left panel, vision; right panel, audition) . LIs are computed as follow: accuracy (post À pre)/pre; they are displayed separately for the trained (filled bars) and untrained (empty bars) durations, and for DT1 and DT2. Positive LIs indicate better performance in the post-compared to pretraining. Diamonds (filled red and empty) show the average LIs calculated only for the 11 subjects who generalized learning from vision to audition.
Neuron
Temporal Learning and Brain Plasticity used the same temporal discrimination task as during behavioral testing, but unlike training and psychophysics, the fMRI protocol involved three different standard durations: i.e., the 200 ms ''trained'' duration, plus two ''untrained'' durations (100 ms and 400 ms). Moreover, the duration of the comparison interval (T + DT1) was not changed adaptively; instead two fixed durations were used: T + DT1 and T + DT2. These corresponded to thresholds measured before each imaging session. Specifically, in the pretraining imaging session (day 1), DT1 was equal to the pretraining discrimination threshold (i.e., the DT1 yielding to 79% correct discriminations, DT1pre); and DT2 was set to 70% of DT1. In the posttraining imaging session (day 5) we used a new DT1, corresponding to posttraining discrimination threshold (DT1post), while DT2 was the same as in the pretraining imaging session. For each standard duration (100, 200, 400 ms) and each comparison duration (T + DT1 and T + DT2), we computed the ratio between response accuracy in the pre-and posttraining imaging sessions: LI = (post À pre)/pre. We predicted positive LI for the DT2 conditions, because at this fixed comparison duration performance should increase between pre-and posttraining. By contrast, DT1 was modified between pre-and posttraining sessions and should yield to similar performance in the pre-and posttraining fMRI sessions.
Moreover, positive LI should be observed for the 200 ms standard duration only, if learning is duration specific (Nagarajan et al., 1998; Wright et al., 1997) , and positive LI should be found also for the auditory modality, if learning generalized between sensory modalities. Accordingly, for correlation analyses with the imaging data we considered specifically the LI computed for the 200 ms standard interval with DT2 comparison interval (''200 ms & DT2'' condition, see below). We used this learning index rather than the DT1 thresholds estimated outside the scanner, because the ''200 ms & DT2'' LI was measured concurrently with the BOLD data. Moreover, this choice enabled us to use the results of the DT1 threshold procedure as an independent criterion to identify ''learners vs. nonlearners'' and subjects who ''did vs. did not'' generalize learning across the two modalities.
Because participants' in-scanner performance for the 100 ms standard duration was at chance level, these trials were excluded from behavioral and imaging analyses. The poor performance at the 100 ms duration was unexpected and may be a consequence of the fact that we did not directly measure the DT1 threshold for this standard duration (Weber fraction instead, see Experimental Procedures).
Learning indexes computed using performance during scanning (LI) revealed a significant improvement of accuracy for the trials including 200 ms standard and the DT2 comparison interval (i.e., ''200 ms & DT2'' condition). However, significant effects were found only for the visual modality (T 12 = 2.74, p = 0.01). The auditory task showed positive LIs for the ''200 ms & DT2'' condition, i.e., indicative of generalization of learning across modalities, but this was not fully significant (T 12 = 1.4 p = 0.18). See Figure 1C red bars.
The weak generalization of learning from vision to audition may be due to the fact that only 11 of the 13 subjects showed positive ratios in the psychophysical data (cf. Figure 1B) . Indeed, a supplementary analysis of the LI for the ''200 ms & DT2'' auditory condition, now including only subjects who showed positive ratios in psychophysics outside the scanner, revealed a significant in-scanner performance enhancement also for audition (T 10 = 2.62, p = 0.02; without any such change for the untrained 400 ms duration T 10 = 0.98 p = 0.34, see Figure 1C red diamonds). We should point out here that the exclusion of two subjects from this supplementary analysis was based on the lack of changes of the DT1 threshold measured outside the scanner. Thus also for this supplementary analysis assessing the ''intermodal generalization,'' we used two independent data set for subjects' inclusion/exclusion and statistical testing.
To control for possible links between temporal learning in the visual modality and ''intermodal generalization,'' we computed a correlation between the ''200 ms & DT2'' LIs in the visual and the auditory tasks. This correlation was not significant (p = 0.62) even when assessed considering only the 11 subjects who showed ''intermodal transfer'' according to the statistically independent measure of the DT1 threshold outside the scanner (p = 0.95).
We also found no correlation between changes of DT1 thresholds measured for 200 ms visual duration outside the scanner and changes of performance accuracy for 200 ms visual duration and fixed DT2 in the scanner (p = 0.44). This suggests that factors other than learning also contributed to the subject-by-subject variance of the two indexes. This is not entirely surprising considering that the procedures used for the estimation of the two indexes were very different. The assessment of DT1 involved judgment of multiple durations above and below threshold, using a single standard (i.e., 200 ms). By contrast, in-scanner judgments involved only two durations (DT1 and DT2), but now using multiple standards (100, 200, and 400 ms). Nonetheless, on average, both procedures revealed the expected effect of training with a decrease of the DT1 threshold and increased accuracy for the fixed DT2 condition in the scanner (see Figures  1B and 1C ). Concerning possible differences in the reliability of the two indexes, we should emphasize that both indexes were estimated using an equivalent number of trials: 60 trials for the DT1 threshold outside the scanner and 64 trials for ''200 ms & DT2'' in-scanner condition. For this reason we do not think that differences in reliability can explain the lack of correlation between the two indexes.
To summarize, at behavioral level we have shown that visual time learning was specific to the trained duration (i.e., 200 ms), and that learning generalized from the visual to the auditory modality in the majority of the subjects (i.e., 11 out of the 13 ''visual learners'').
The analyses of the functional imaging data aimed to identify areas where activity changed between pre-and posttraining session, specifically for the trained duration (i.e., 200 ms). Accordingly, we tested for the corresponding ''condition by training'' interaction: (200 -400) post > (200 À 400) pre.
For the visual modality, this revealed a cluster in the left posterior insula (xyz = À32 À15 18, p-FWE < 0.05 cluster level corrected, see Figure 2A and Table 2 ). The signal plot in Figure 2A (left-most plot, with blue bars) shows that this area was more active in post-compared to pretraining, both in DT1 and DT2 conditions. Moreover, the posttraining activation of this area (''200 -400 ms'' difference in DT2 condition) tended to correlate positively with the corresponding subject-specific learning index (R = 0.43, p = 0.07; see Figure 2A , right-most plot).
For the auditory modality, the ''condition by training'' interaction revealed significant activation of the left inferior parietal cortex (see Figure 2B and Table 2 ). Whole-brain corrected significance was found only in the DT2 conditions (xyz = À44 À51 48, p-FWE < 0.05, cluster level corrected), but at a lower threshold an analogous pattern of activation was also found for DT1 condition, see also left-most plot (red bars) in Figure 2B and additional tests reported in Table 2 . Also in this area, we found that the level of activation in the posttraining session correlated positively with the subject-specific learning index (R = 0.51, p = 0.03; see Figure 2B, .
To further explore possible learning effects common to the visual and the auditory modalities, we tested for auditory learning in the insula and for visual learning in the inferior parietal cortex. Using these restricted volumes of interest and testing statistically independent contrasts (i.e., auditory learning in a visually identified area, i.e., the insula; and visual learning in a auditoryidentified area, i.e., the inferior parietal cortex), we found that the activity in the left posterior insula was greater in postcompared to pretraining sessions not only in vision but also in audition (see central plot in Figure 2A , red bars; p-FWE < 0.05 at the voxel-level using small volume correction). The effect of auditory learning in the insula was present both for the DT1 and DT2 conditions (p-unc < 0.001; see Table 2 ). No significant correlation was observed between the insular activity in the auditory task and the auditory learning index ''200 ms & DT2'' (p = 0.63). No significant learning-related effects were found in the left inferior parietal cortex during the visual task. For completeness a plot of the hemodynamic response in this area during the visual task is shown in Figure 2B (central plot, blue bars).
We also explored learning-related effects within sensoryspecific areas responding to visual and auditory stimuli (Bueti and Macaluso, 2010; . We identified sensory areas by comparing directly activity during the visual and the auditory tasks, irrespective of session (pre and post), duration (200 and 400 ms), and DT (1 and 2). For the visual modality, this showed activation of the occipital cortex bilaterally, including the middle and inferior later occipital gyrus. For audition, we found bilateral activation of the superior temporal gyrus (see Table 3 and see Figure S1 available online). These stimulusresponsive brain regions were used as volumes of interest to test learning-related effects. For the visual task, we found significant learning effects in both left and right middorsal occipital gyri (xyz = À20 À73 24, xyz = 34 À66 25, both peaks p-FWE < 0.05 voxel level corrected, see Figure 2C and Table 2 ). Moreover, the learning effect of the right midoccipital peak correlated with the visual learning index ''DT2 & 200 ms'' (R = 0.51 p = 0.04, see Figure 2C , right-most plot). The auditory cortex in the superior temporal gyrus was unaffected by learning.
The analyses of the structural data aimed to investigate changes of gray-matter volume (VBM) and white-matter fractional anisotropy (FA, Pierpaoli and Basser, 1996) as a function of learning. Direct comparison of gray-matter volumes (T1-weighted images) post-versus pretraining identified two clusters in the right cerebellar hemisphere where volume increased after training: xyz = 42 À57 À44 and xyz = 33 À85 À32, both p-FWE < 0.05 cluster level corrected, n voxels = 349 and 118. Both peaks were located in the lobule VIIa-Crus1, with 60% and 100% of probability, respectively, according to the probabilistic atlas by Diedrichsen et al. (2009) . Also, these training-induced structural changes were found to correlate with the behavioral measure of learning. The interindividual change of gray-matter volume in both clusters correlated positively with the subject-specific learning index (R = 0.51, p = 0.03; and R = 0.89, p < 0.001; see plots in Figure 3A) .
Comparisons of the pre-and posttraining FA maps highlighted a posttraining increase in a region of the right cerebellum: xyz = 14 À70 À46, p-FWE < 0.05 cluster level corrected, n voxels = 67. The peak was located in lobule VIIIa with 70% probability, according the probabilistic atlas of the cerebellum (Diedrichsen et al., 2009) . Also here the training-induced FA changes correlated with the learning index (R = 0.56 p = 0.02, see plot in Figure 3B ).
Given these gray-and white-matter findings in the cerebellum, we directly correlated gray-matter (cluster peaking at xyz = 33 À85 À32, from the VBM analysis) and white-matter changes (cluster peaking at xyz = 14 À70 À46, from the FA analysis). Indeed, this revealed that modifications of these two tissuetypes were highly correlated on a subject-by-subject basis (R = 0.75, p = 0.001). The three cerebellar regions showing structural changes were not covered by our functional EPI images, and therefore it was not possible to investigate the functional responses of these regions.
Finally, we asked whether functional and/or structural individual brain differences at pretraining could predict how much subjects would learn with the temporal discrimination training procedure. We correlated BOLD responses (''200-400 ms'' in DT2 condition) and gray-matter volume measured in the pretraining session with the ''200 ms & DT2'' learning index. For the visual task, this revealed a cluster in the medial postcentral gyrus, peak at xyz = 4 À28 63, p-FWE < 0.05 cluster level corrected, n voxels = 169; see Figure 4A . No analogous effect was found for the auditory task. Concerning the structural data, we found a correlation between the individual learning index and pretraining gray-matter volume in the left precentral gyrus: xyz = À41 À15 51, p-FWE < 0.05 cluster level corrected, n voxels = 1188; see Figure 4B . Despite the spatial separation of functional and structural clusters, these effects were highly correlated across subjects (R = 0.81 p < 0.001). To further explore the possible relationship between these functional and structural measures, we lowered the statistical threshold of both analyses (p-FWE < 0.05, at the cluster level; but now with a voxel-level cluster defining threshold of p-unc = 0.01). This revealed an overlap of the functional and the structural effects in a lateral/anterior precentral region within the premotor cortex (see Figure 4C ).
DISCUSSION
We investigated the neurophysiological changes and the individual brain differences underlying the learning of time in the millisecond range. Behaviorally, we found that learning was duration specific and that training in the visual modality generalized to the auditory modality in the majority of our subjects. Functional imaging revealed learning-related activations in the left posterior insula for both vision and audition, in middle occipital gyri for vision, and in the left inferior parietal cortex for audition. Structural imaging data showed learningrelated increases of gray-matter volume and FA in the right cerebellar hemisphere; both structural and functional changes correlated with behavioral indexes of learning on a subject-bysubject basis. Moreover, functional activation and gray-matter volume in post-and precentral regions before training predicted individual learning abilities as indexed after training.
We showed that learning of time is associated with a series of functional and structural changes within several nodes of a sensory-motor circuit. A general issue with activations associated with time processing is whether these reflect modifications of the representation of time per se or, rather, they reflect some changes at higher stages of the discrimination process, like attentional or decision-making levels. In our fMRI experiment we compared trials that were different in terms of the duration encoded (i.e., trained versus untrained) but were otherwise identical with respect to other cognitive aspects (i.e., attention, working memory, and decision components). Therefore, the activations observed here are ought to genuinely reflect a change in the representation of the trained duration.
An alternative possibility is that learning has changed the ability to temporarily store a 200 ms template rather than changing the representation of the duration itself. However, the finding that training-related changes were duration specific and were associated with the activation of visual cortices, where the encoding of time information in the millisecond range has been previously hypothesized Heron et al., 2012; Shuler and Bear, 2006) , suggests that memory processes are unlikely to fully explain our results. Nonetheless, our findings cannot exclude that training may affect both the representation of time, as well as the capacity to store specific durations (i.e., here, the trained 200 ms interval). For instance, visual cortices Activations are overlaid on the single subject T1-MNI template. The statistical threshold was set to p-FWE < 0.05 cluster-level corrected. For each of the two clusters of voxels we plotted the parameter estimates for the pre-(light shade) and the posttraining (dark shade) fMRI sessions, separately for DT1 and DT2 conditions in both the visual (blue bars) and the auditory tasks (red bars, see also Table 2 ). Error bars represent standard errors; A.U. is arbitrary unit. The scatterplots show the correlation between the LI ''200 ms & DT2'' and the hemodynamic response in the DT2 condition of the posttraining session, considering the visual (A) and auditory (B) peaks of activation. In both scatterplots there is an outlier, a participant showing a particularly high LI. This subject was included in all analyses because his DT1 measured in the psychophysical testing session (c.f. inclusion criteria for the fMRI analyses) was within 2 standard deviations from the group average DT1. Nonetheless, the correlation with the auditory peak was still significant even when removing this subject (p = 0.04), while became not significant for the visual peak (p = 0.4). may play a direct role in the representation of time, providing a ''low level'' sensory-specific substrate for time representation; while the insula, activating here irrespective of sensory modality, may be involved in ''higher level'' storage-related operations of temporal information.
The behavioral results showed that learning in the visual modality generalized to the auditory modality in 11 out of the 13 ''visual learners.'' The generalization of learning across sensory modalities has been often interpreted as suggesting the existence of a central ''amodal'' timing mechanism, as opposed to the proposal of distributed modality-specific clocks (Rousseau et al., 1983) . This view implies that the same mechanisms of time processing mediate both ''intermodal generalization'' and temporal learning. Here we found that not all subjects generalized learning from vision to audition and that there was no significant subject-by-subject correlation between learning in the two modalities. These results suggest that mechanisms of generalization and temporal learning do not merely reflect changes of a single process of time representation. The notion that generalization and perceptual learning can be dissociated is supported by recent behavioral studies showing different time courses for temporal learning and generalization (Burk and Humes, 2007; Wright et al., 2010) . Within the auditory modality, Wright and colleagues showed that 2 days of training were sufficient to learn a specific auditory condition (1 KHz pure tone), whereas the generalization to an untrained condition (4 KHz) required between 4 and 10 days of training. Accordingly, here the lack of full ''intermodal transfer'' may relate to different time courses of visual learning and visual-to-auditory generalization, with the latter possibly requiring more that 4 days of training in some of our subjects.
From the neurophysiological perspective our data show that temporal learning engaged brain areas irrespective of modality (i.e., the left insula) and areas specific for learning in one or the other modality (i.e., the parietal cortex for audition, versus middle occipital gyri for vision). This, together with the behavioral findings discussed above, suggests that generalization and temporal learning may rely on partially different processes. Specifically, we propose that learning-related activations observed for the trained visual modality (i.e., insula and visual cortices) reflect time-specific processes associated with perceptual learning, while the activation of the parietal cortex specific for audition may relate to ''intermodal transfer'' and generalization. In this context, the insula would represent the temporal specific component of both learning and generalization (i.e., the ''amodal'' node of the temporal circuit).
The proposal that temporal mechanisms are sustained by both modality-specific and modality-independent processes is supported by several recent behavioral studies (Ayhan et al., 2009; Burr et al., 2009; Kanai and Watanabe, 2006; Kaneko and Murakami, 2009 ) and neurophysiological findings (Bosco et al., 2008; Bueti and Macaluso, 2010; Ghose and Maunsell, 2002; Shuler and Bear, 2006) . For example, Burr and colleagues showed that variations of temporal discrimination thresholds follow the same pattern in vision, audition, and audio-visual condition, albeit with different time constants (Burr et al., 2009 ). This indicates that the mechanisms of temporal discrimination are similar, but not identical, for the different sensory modalities and that 'amodal' as well as modality specific temporal representations exist. Our findings of different areas showing modality-specific versus modality-independent learning-related activity support this view. Moreover, the finding of learning-related effects both in ''sensory'' visual occipital areas as well as other brain regions previously identified as ''timing areas'' (e.g., the premotor cortex, the insula, the cerebellum; see Wiener et al., 2010 for a review) suggests that sensory areas participate to time processing as 'specialized/ dedicated' modules of wider cortical-subcortical temporal circuits (Ivry and Schlerf, 2008) .
Together with these functional changes we report a set of learning-related structural changes in the right cerebellar hemisphere (lobules VIIIa and crus1). The reason why functional and structural learning-related effects influenced different parts of the time network can be only speculative. In particular, there is still some uncertainty about the physiological processes underlying both functional and structural MRI measures. In the context of learning paradigms, increased BOLD response has been reported in other perceptual and motor tasks (Karni et al., 1995; Schwartz et al., 2002; Yotsumoto et al., 2008) . These changes are thought to reflect an increase in the number or the strength of synaptic connections (Logothetis et al., 2001; Viswanathan and Freeman, 2007) . By contrast, changes in gray-matter structure are hypothesized to reflect underlying cellular events, including synaptogenesis and dendridic arborisation (Turner and Greenough, 1985; Volkmar and Greenough, 1972) , whereas changes in FA are thought to reflect changes of axon caliber, fiber density, and myelination (Beaulieu, 2002; Scholz et al., 2009) . Here, together with the overall posttraining structural changes, we also found positive correlations between performance and structural modifications. This supports the argument that both these measures identified brain structures specifically involved in the representation of time. Moreover, the spatial proximity of gray-and white-matter regions showing learningrelated changes and the direct correlation between the magnitude of gray-matter and white-matter changes across subjects suggest that closely related structural changes occur in these different tissue types. We hypothesize that FA increased after learning as a result of an increase of connectivity between the right cerebellar hemisphere (VIIIa lobule), where a relative change in gray-matter volume was observed (crus1 lobule), and visual, insular, and inferior parietal cortices that showed learning-related BOLD activations. Functional connections between the insular cortex and the cerebellar lobule crus1 have been described in previous MRI studies (Habas et al., 2009; Seeley et al., 2007) .
Aside from the possible relationship between structural changes in the cerebellum and functional changes at the cortical level, our data highlight the importance of the cerebellar lobules in the representation of the trained duration. Cerebellar activity has been extensively linked to motor and procedural learning but far less to perceptual learning (Ramnani, 2006) . The cerebellum has also been linked to higher-level cognitive functions that are unrelated to motor control, including time processing (Ivry and Keele, 1989; Spencer et al., 2003) . As far as temporal processing is concerned, the cerebellum can either represent time or be just responsible of the learning process, while time is represented elsewhere in the cortex. Our results showing an engagement of the cerebellar cortex in temporal learning and correlations with changes of performance accuracy cannot disentangle these two hypotheses. However, the fact that cerebellar activity has been often observed in neuroimaging studies on temporal processing that do not involve any learning process (for a review, see Wiener et al., 2010) or that patients with cerebellar lesions are impaired in both perceptual and motor timing tasks (Ivry and Keele, 1989; Spencer et al., 2003) is consistent with the view that the cerebellum is directly involved in the representation of time irrespective of learning-related processes. Here, additional evidence for the role of sensory-motor circuits in temporal discrimination comes from the finding of a relationship between individual brain differences and learning abilities. The analysis of both functional and T1-weighted images before training revealed that the BOLD response of the postcentral gyrus and the gray-matter volume in the precentral gyrus predicted learning abilities on a subject-by-subject level. Although only at a lower level of significance, functional and structural effects overlapped in the lateral/anterior precentral cortex (see Figure 4C ). Moreover, we found a correlation between functional and structural measures further supporting some link between these two findings.
In summary, here we have shown that learning of time in the millisecond range is duration specific and generalize from the visual to the auditory modality. Improved visual duration discrimination was associated with increased hemodynamic responses in modality-specific as well as modality-independent cortical regions. Moreover, learning affected gray-matter volume and FA in the right cerebellar hemisphere. Both structural and functional changes positively correlated with participants' individual learning abilities, whereas functional and structural measures in post and precentral gyri before training predicted individual learning abilities. Our results represent the first neurophysiological evidence of structural and functional plasticity associated with the learning of time in humans; and highlight the central role of sensory-motor regions in the perceptual representation of temporal durations in the millisecond range.
EXPERIMENTAL PROCEDURES Subjects
Seventeen healthy volunteers (9 females, mean age 23.3 years, SD 2.2 years) with normal or corrected-to-normal vision gave written informed consent to participate in this study, which was approved by the ethics committee of the Santa Lucia Foundation.
Stimuli and Task during Behavioral Testing outside the Scanner
We used a temporal discrimination task of empty intervals (Wright et al., 1997) . Each temporal interval was delimited by two markers. For the visual modality these were brief flashes of light, while for the auditory modality brief bursts of white noise were used as markers. Irrespective of modality, the duration of each marker was 16.7 ms. Visual markers were light blue disks (0.78 deg of diameter) presented at the center of the screen (resolution was (C) Both functional (red) and structural (yellow) effects at a lower statistical threshold (i.e., p-FWE < 0.05 at cluster-level, but now with a cluster-defining threshold of p-unc = 0.01), revealing some functional-structural overlap in a lateral/anterior precentral region within the premotor cortex.
1024 3 768 pixels and refresh rate was 60 Hz). The auditory bursts of white noise (70 dB) were presented binaurally via headphones. A black asterisk (0.39 deg of visual angle)-presented 0.78 deg above the center of the screen-served as the fixation point and was continuously displayed for the entire duration of the trial.
Each trial consisted of the sequential presentation of the two temporal intervals separated by a brief gap lasting 800 ms; one of the two intervals was the ''standard duration'' and the other the ''comparison duration.'' During training and psychophysics, the duration of the standard interval (T) was fixed (see section below for stimuli during fMRI). The duration of the comparison interval was the standard plus a variable, always positive, DT value (i.e., comparison duration = T + DT). The presentation order of the standard and the comparison intervals was randomized and counterbalanced across trials. In half of the trials the standard was presented first; in the other half it was presented second. The volunteers performed a duration-discrimination task that consisted in judging which one of the two intervals had lasted longer (first or second). Subjects responded by pressing one of two buttons on a keypad (see Figure 1A for a schematic representation of a trial sequence). During training and psychophysics, a visual feedback was provided at the end of each trial: the fixation asterisk turned green or red signaling whether the response was correct or incorrect. The duration of the feedback was 1 s.
Training and Psychophysical Discrimination Thresholds
During the training sessions (days 1-4) and the pre-and posttraining psychophysics sessions (day 1 and 5) the standard duration was always 200 ms (T). The duration of the comparison interval (T + DT) was adjusted adaptively across trials, in order to obtain the DT threshold leading to 79% correct discrimination. For this, the duration of the comparison interval was adjusted by decreasing the DT after every three consecutive correct responses and increasing the DT after each incorrect response. The DT was changed in steps of 32 ms until the third reversal and 16 ms thereafter. The DT values at which the direction of the change was reversed (decreasing to increasing or vice versa) were noted. The first three reversals of each block of trials were discarded, and the 79% correct point on the psychometric function was estimated by taking the average value of the remaining reversals (Levitt, 1971) . To ensure reliability, no estimate was retained if there were fewer than four reversals. The final threshold was expressed as Weber fraction, i.e., the DT needed to achieve 79% correct discrimination divided by T. In each training session participants performed 12 blocks of the visual task, with 60 trials in each block. In the pre-and posttraining psychophysics sessions (day 1 and 5) each volunteer performed 1 block (60 trials) of the visual task and 1 block of the auditory task, plus 20 practice trials to familiarize with the procedure. The first training session took place on day 1 (i.e., Monday), approximately 1.5 hr after the pretraining imaging session.
Stimuli and Task during fMRI
During fMRI we used the same temporal discrimination task as during behavioral testing. Unlike training and psychophysics, in fMRI we used three different standard durations: i.e., the 200 ms ''trained'' duration, plus two ''untrained'' durations (100 ms and 400 ms). Moreover, the duration of the comparison interval (T + DT) was not changed adaptively; instead, two fixed durations were used: T + DT1 and T + DT2 (see Results for more details).
The DT1 obtained with the adaptive procedure outside the scanner was measured for the 200 ms standard duration only. This was done because of two reasons. First, by assessing the DT1 threshold for the trained duration only (i.e., 200 ms), we minimized the presentation of the nontrained stimuli (i.e., 100 and 400 ms) thus reducing any possible learning effects on these control durations. Second, previous literature on the scalar property of temporal judgment (Church et al., 1994; Gibbon, 1977) indicates that one should be able, for any duration (T), to estimate the DT leading to equivalent performance discrimination using the Weber fraction (i.e., DT/T). Accordingly, we used the Weber fraction to generate DT1s for the 100 and 400 ms control durations.
The visual and the auditory tasks were tested in separate imaging runs (two runs for each sensory modality). The order of the task (visual versus auditory) was counterbalanced across participants. The three standard durations (100, 200, or 400 ms) were presented in different blocks, while DT1 and DT2 were presented pseudorandomly within each block. Each imaging run included 12 blocks (four blocks per standard duration) with eight trials per block. The total trial duration was on average 6.48 s ranging from 5.65 to 7.41 s, the intertrial interval was a variable value randomly chosen from a uniform distribution ranging from 2.5 to 3.5 s.
MRI Acquisition and Analyses
Data Acquisition A 3T system (Siemens Magnetom Allegra, Siemens Medical Solutions, Erlangen, Germany) was used to acquire T2*-weighted echoplanar image (EPI) volumes sensitized to blood oxygenation level-dependent (BOLD) contrast (TE = 30 ms). Each EPI volume comprised thirty-two 2.5 mm axial slices with an in-plane resolution of 3 3 3 mm positioned to cover the entire cortex (50% gap between slices). Each run consisted of 324 volumes. The first four volumes of each run were discarded to allow for T1 equilibration effects. Volumes were acquired continuously with a TR of 2.08 s per volume.
A T1-weighted anatomical image was acquired for each participant using 3D modified driven equilibrium Fourier transform (MDEFT) sequence (TR = 1338 ms, TE = 2.4 ms, matrix = 256 3 224 3 176, in-plane FOV = 250 3 250 mm 2 , slice thickness = 1 mm). Diffusion weighted twice-refocused spin-echo EPI (TR = 170 ms, TE = 85 ms, maximum b factor = 1000 smm À2 , isotropic resolution 2.3 mm 3 ; matrix = 96 3 96; 60 slices) was obtained collecting seven images with no diffusion weighting (b 0 ) and 61 images with diffusion gradients applied in 61 noncollinear directions. fMRI Analyses Functional imaging data acquired in pre-and posttraining sessions were analyzed using statistical parametric mapping (SPM8, Wellcome Department of Imaging Neuroscience, University College London). All EPI volumes acquired in each session (pre-and posttraining) were first realigned to the mean of the session and then coregistered to the T1-weighted image acquired in the same session. In order to obtain all volumes (pre-and posttraining) in the same space, the T1-image and all EPI volumes of the pretraining session were coregistered to the T1 image of the posttraining session. Then, all functional images (i.e., four runs of pretraining and four runs of post-training) were realigned again to the mean image of all sessions. The re-realigned images were normalized to the averaged DARTEL template (diffeomorphic anatomical registration through exponentiated lie algebra; Ashburner, 2007) and smoothed with a 6 mm full-width at half-maximum Gaussian kernel. The fMRI time series were first analyzed in each single subject. Visual and auditory data were analyzed in separate models, but using an analogous approach. Each model included four runs/sessions (two pre-and two posttraining), with six event-types in each session. These comprised trials with the three different standard durations (100, 200, 400 ms) and the two DTs (DT1 and DT2). All events were time-locked to the onset of the first interval (duration = 0) and convolved with the canonical hemodynamic response function (HRF). The linear models included the motion correction parameters as effects of no interest. The data were high-pass filtered (cutoff frequency = 0.0083 Hz).
Because participants' performance was at chance level for the standard duration 100 ms both in pre-and posttraining sessions, only trials including 200 ms (trained) and 400 ms (untrained) standard durations were considered for the second-level group analyses. For each subject we compared ''trained vs. untrained'' durations (i.e., contrast: 200-400 ms trials), separately for the two DT (DT1 and DT2) and the two training phases (pre-and posttraining). These contrasts also averaged parameter estimates across the two runs of the same training phase (e.g., the two visual runs of the pretraining session). The resulting four contrast images of each subject entered a second-level 2 3 2 ANOVA with the factors: DT (DT1 and DT2) and training phase (preand posttraining). The same procedure was used to analyze the auditory data. Correction for nonsphericity (Friston et al., 2002 ) was used to account for possible differences in error variance across conditions and any nonindependent error terms for the repeated-measures.
Within each ANOVA (visual and auditory task), we investigated learningrelated effects by comparing activation in pre-and posttraining phases. It should be stressed that these comparisons are ''condition by training'' interactions testing for brain areas where the difference between 200 and 400 ms trials (i.e., trained versus untrained intervals) changed between pre-and posttraining. We tested for learning-related effects irrespective of DT (i.e., averaging DT1 and DT2 trials), but we also assessed learning effects separately for the two of DTs (see Table 2 ). For these whole-brain analyses, the statistical threshold was set to p < 0.05 FWE cluster-level corrected for multiple comparisons across the entire brain volume (cluster size estimated at a voxel level threshold p-unc = 0.001).
Next, we tested whether any change of brain activity in the posttraining phase, i.e., after learning had occurred, correlated with behavioral measures of learning on a subject-by-subject basis. We used a simple regression model to assess the correlation between subject-specific learning indexes (LI) measured during fMRI and the corresponding BOLD effect. Specifically, we considered LI for the ''200 ms & DT2'' condition, and brain activity associated with the ''200-400 ms'' difference, again considering trials with DT2 as the comparison interval. Indeed, note that only for DT2 trials the LI was expected to identify learning at the behavioral level (cf. Results, about learning indexes). Corrected p values were assigned considering areas showing learning-related effects in the main ANOVA as the volume of interest (Worsley et al., 1996) .
Finally, we addressed the issue of whether any individual pre-existing functional difference could predict the level of training-related behavioral changes. For this purpose a regression model tested for correlation between activity associated with ''200-400 ms'' difference measured in pretraining, with subject-specific learning indexes. Again we considered LI for the ''200 ms & DT2'' condition and the BOLD response for ''200-400 ms'' difference in DT2 condition. It is worth emphasizing here that for this analysis behavioral and imaging data were obtained in different phases of the experiment (i.e., behavior from the posttraining session, while imaging from the pretraining session). Statistical threshold was set to p < 0.05 FWE cluster-level corrected for multiple comparisons at the whole brain level (cluster size estimated at a voxel level threshold p-unc = 0.001).
Voxel-Based Morphometry
Voxel-Based Morphometry (VBM) (Ashburner and Friston, 2000) is an automated procedure that permits voxel-wise analysis of gray-matter volume in SPM8. An integrated approach (unified segmentation Ashburner and Friston, 2005) was used to process T1-images, including bias correction, image registration to the Montreal Neurological Institute (MNI) template and tissue classification into gray-matter, white-matter, and cerebrospinal fluid. DARTEL was used to improve intersubject registration (Ashburner, 2007) followed by scaling with the Jacobian determinants derived in the registration step (i.e., ''modulation''). This ''modulation'' step allows for the volume of tissue from each structure to be preserved after warping. The resulting ''modulated'' images were affine-transformed to MNI space and smoothed with an 8 mm full width at half-maximum isotropic Gaussian kernel.
To explore changes in gray-matter volume induced by learning we used a regression model on images that were computed as the difference between T1 acquired in the post minus pretraining sessions, normalized by the T1 of the pretraining ([post À pre]/pre). The model included the LI for the ''200 ms & DT2'' condition of the trained modality (i.e., vision), as a covariate of interest, plus gender and total intracranial volume as covariates of no interest.
In addition, we tested the hypothesis that individual differences in graymatter volume before training would predict the behavioral improvement observed after training. For this, a new regression model tested for correlation between T1-weighted images in pretraining and subject-specific learning indexes. Again, we used the LI for the ''200 ms & DT2'' condition of the trained modality (i.e., vision).
Statistical thresholds for all VBM analyses were set to p < 0.05 FWE clusterlevel corrected for multiple comparisons at the whole-brain level (cluster size estimated at a voxel level threshold p-unc = 0.001). Fractional Anisotropy DTI data were analyzed using tools from the FMRIB Software Library (FSL, http://www.fmrib.ox.ac.uk/fsl/) and SPM8. First, the diffusion weighted scans were corrected for eddy current induced distortion and involuntary motion using the tool ''eddy_correct'' from FSL, which performs affine registration between the first b = 0 images and all the other EPI volumes. Next, the diffusion tensor was estimated in every voxel and images of fractional anisotropy (FA) were computed for every subject, separately for pre-and posttraining data. FA quantifies diffusion directionality and it is thought to reflect properties of tissue microstructure. Using SPM8, FA images were coregistered with individual subjects' posttraining T1-weighted image. The relative difference (post À pre)/pre was computed and the resulting images were normalized to MNI space using the normalization parameters computed for the T1-weighted volume. Once normalized, data were smoothed using a 6 mm 3 FWHM Gaussian kernel. A regression model on images that were the relative difference between pre-and posttraining was used to explore changes in FA induced by learning and tested for the correlation between this and the LI for the ''200 ms & DT2'' condition of the visual modality. The analysis included also gender as a covariate of no interest.
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