Absfracf-We present a study of a matrix pencil method for estimating parameters (frequencies and damping factors) of exponentially damped and/or undamped sinusoids in noise. Comparison of this method to a polynomial method (SVD-Prony method) shows that the matrix pencil method and the polynomial method are two special cases of a matrix prediction approach but the pencil method is more efficient in computation and less restrictive about signal poles. I t is found through perturbation analysis and simulation that, for signals with unknown damping factors, the pencil method is less sensitive to noise than the polynomial method. I n Appendix A, a new expression of the Cramer-Ran bound for the exponential signals i s presented.
I. INTRODUCTION
E study a matrix pencil method for estimating sigw nal parameters from a noisy exponential data sequence which can be described by M can be estimated by singular value decomposition (SVD) as proposed in [11 and [2] . We, in this paper, address the estimation of the poles z , '~.
Besides the iterative maximum likelihood (ML) or least squares method as in [6] and [7] , another well-known approach to the above estimation problem is the polynomial or linear prediction method as in [ 1] - [5] . The matrix pencil method (or the pencil method) to be presented here represents an alternative approach which exploits the structure of a matrix pencil of the (noiseless) underlying signal x k , instead of the structure of prediction equations satisfied by xL. The idea of using the property of pencil for system identification and spectrum estimation has been exploited since at least as early as the pencil-of-function approach was proposed in Recently, the idea has been explored from different directions and resulted in the ES-PRIT algorithms as in [ 111-1 13) and other versions as in [14] . [15] , and [29] . The matrix pencil method that we first presented in [ 161, [32] , and [33] and shall present here was developed independently from a closely related work [14] [33] . But in contrast to the work by Ouibrahim et al., our matrix pencil method exploits to a greater extend the free-moving window length, which shall be referred to as the pencil parameter. As we shall show, a proper choice of the pencil parameter results in significant improvement in noise sensitivity over Ouibrahim's technique.
In the polynomial method, there is also a free parameter often called polynomial degree (or prediction order). The free polynomial degree and the free pencil parameter bear interesting similarities as will be seen. The role played by the free polynomial degree has been studied before in [ 11, 121, 141, [5] , and [I71 as well as in [26] and 1281 where the free polynomial degree represents the size of subarrays in the context of wave direction finding.
As one will see, the significance of the pencil parameter is just like the polynomial degree.
We should note that during the review period of two years of this manuscript, several other versions of the matrix pencil method have been found ( 
H U A A N D SARKAR MATRIX PENCIL M E T H O D
The objective of this paper is to compare the matrix pencil method originally presented in [ 161, [32] , and (331 to the polynomial method presented in [ I ] and 121. Our comparison will show that the pencil method and the polynomial method are two special cases of a matrix prediction approach, but the pencil method is more efficient in computation and less restrictive about the signal poles. It will also be shown by perturbation analysis and simulation that the pencil method is less sensitive to noise than the polynomial method.
In Section 11, the pencil method is described. A relationship between the pencil method and the polynomial method is discussed in Section 111. A first-order perturbation analysis is provided in Section IV. Some simulation results are given in Section V. In Appendix A, a new expression of the Cramer-Rao bound for exponentially damped sinusoids is presented, which reveals clearly several Cramer-Rao bound properties similar to the corresponding properties of both the polynomial method and the matrix pencil method.
MATRIX PENCIL METHOD
Like the polynomial method, the matrix pencil method is based on the property of the underlying signal. One property of the exponential signals can be described by Theorem 2.1.
Define
where L is called the pencil parameter, then for part a): 
. . . Proof: Part a) is easy to verify by substituting (2.6)-(2.9) into (2.4) and (2.5). To show part b), we notice Since the rank of XI -zX, decreases only at z = z , and only by one at z = z r , the solutions to (2. IO) and (2. , oOM } . Y 7 is defined similarly.
Note that we use the superscript "+" to denote the (rank-M ) pseudoinverse of a rank-M noiseless matrix and the (rank-M ) truncated pseudoinverse of a noisy matrix (i.e., a rank-M matrix perturbed by noise). With respect to the noise components in Yo, the continuity of each element of the truncated pseudoinverse Yof is preserved at the point where the noise is zero, and so does the continuity of the estimates of zr's. That is opposed to the fact that the (true) pseudoinverse of Yo is discontinuous at the point where the noise is zero, and hence computing the (true) pseudoinverse would face severe numerical problem when the noise level is low. Also note that Y l is equal to Xof if and only if the noise is zero. Since Yof YI has L -M zero eigenvalues which contain no information about z,'s, its size can be reduced before the eigenvalues are evaluated. Replacing Xo and XI in (2.13) by Yo and Y , , respectively, and substituting (2.14) into (2.13) for Y l yield (2.16)
Now it can be seen that the estimates of zr's can be found by computing the eigenvalues of the M x M nonsymmetrical matrix: tation. Like the degree of polynomial, the pencil parameter also plays an important role in reducing noise sensitivity as will be shown later. Unlike the polynomial method which requires all poles to be inside (or outside) the unit circle so that the extraneous L -M poles can be separated from the desired poles, the pencil method is free from such restriction (that is, the pencil method is less restrictive about the signal poles). It is noted that the modification in [4] has removed this restriction by solving for L roots of each of two (forward and backward) L-degree polynomials.
For undamped signals, i.e., 1 zr 1 = 1 for all r, it can be shown similarly that { z r ; r = I , . . . , M } are the rank reducing numbers of the forward-and-backward (FB ) matrix pencil:
where "*" denotes the conjugate. It can be seen that the whole discussions in this section are also applicable to the FB matrix pencil. But it should be noted that in addition to the condition M I L I N -M which is for the pencil to yield the desired eigenvalues, for M/2 I L < M, the FB matrix pencil also yields the desired eigenvalues at z r ' s for "almost" all sinusoidal signals. This is because when M/2 I L < M, the two matrices XIFB and XoFB have rank M for "almost" all sinusoidal signals, which can be shown by the approach in [17] . The FB matrix pencil method is in fact the counterpart of the FB polynomial method [l], [28] . Hence, it can be expected that the FB matrix pencil is more robust to noise than the F-only (or B-only) matrix pencil if the signal poles are known to be on the unit circle.
The FB matrix pencil first appeared in [33] and [29] . But in [29] , L was fixed to be M.
MATRIX PREDICTION EQUATION
Let us consider the matrix pencil Xo -zXl. We have known that the generalized eigenvalues (i.e., z,' for r = l;.. , M ) of the pencil are the same as the eigenvalues of the matrix:
It is clear from (3.1) that the rth column of CI is simply the minimum norm solution to the equation:
However, the vector with its rth element equal to one and all other elements equal to zero is also a solution to (3.2).
Replacing the rth column of C, by this vector for r = 1,
where the last column is the same as that of C,, i.e.,
As one can see, aL is the minimum norm coefficient vector of an L-order backward linear prediction filter
It is known that the eigenvalues of the new matrix (companion matrix) C2 are the same as the roots of the L-degree polynomial: creases by one at z;'.
IV. ANALYSIS OF NOISE SENSITIVITY
We now present a first-order perturbation analysis of the matrix pencil method with comparison to the polynomial method.
Since the perturbation variance is bounded by the Cramer-Rao bound, a brief discussion of the C-R bound is provided in Appendix A, where a new expression of the C-R bound is presented to reveal several C-R bound properties similar to the corresponding properties of both the polynomial method and the pencil method.
From Section 11, we know that the estimated poles ob- 
L ) ) is the j t h element of P~,~-~' B ;
P F F B is the rth row of
and P is the ( N X N ) order reversing permutation matrix, I.e.. Now we have obtained 62, and 62,. FB explicitly in terms ofthe noise vector n . If the covariance matrix of the noise vector is known, the first-order perturbation variances in the estimated zl, w,, and a , can straightforward be found from (4.9) or (4.12) (at least by numerical computation) for any given signal. For example, we can write, from (4.9)
Var (6z,) = ( l/ii,l(')q:P,HRJ,JJP,q;* ( 4 ' 1 5 ) . . for the matrix pencil method, and
for the (either forward or backward) polynomial method. It is easy to observe from (4.16) that the pencil method is the most sensitive to noise when the free pencil parameter is equal to M o r N -M. N / 3 and 2N/3 are the best choices for L. In fact, all values satisfying N / 3 I L I 2N/3 appear to be good choices in general. This phenomenon can be seen in all other cases.
We should mention that a first-order perturbation analysis of the polynomial method has also been presented in [20] where the result only for single sinusoid is obtained. It is interesting, however, that if the FB versions of the pencil and polynomial methods are used, then we can show [ Note thatf, = w , /~T , and the CRB in the above expression denotes the C-R bound for the two sinuosids, which should not be confused with the CRB in (4.21). Again, it is observed that Var (6f, )
I Var ( 6fl ) p(,ly with equality only when L = M = 2. (The variances for the two methods can differ by more than 2 dB.) In fact, this phenomenon has been observed for all choices of signal parameters and especially for weakly damped signals.
As predicted by (4.19) and (4.20), the FB versions (only for undamped signals) do not show noticeable differences of frequency perturbation variances. In other words, the FB matrix pencil method and the TK method [ 11 have almost the same performance with respect to the accuracy of the frequency estimation. (We also found that the frequency perturbation variances for the two FB versions are not exactly the same in general [ 181 .) But the FB matrix pencil method still has the computational advantage over the FB polynomial method (i.e., the Tufts-Kumaresan method [ l ] ) . 
POLYNOMIAL METHOD
l ' l ' l ' l ' l ' l ' l~l '~~l~l ' l~l~
B. General Case Study
In this subsection, we present some fundamental properties for the pencil method. All these properties are observed from (4.9) and (4.12) which are for any sinusoidal signal.
Properties A proof of (4.27) is provided in Appendix B. Equation (4.27) implies that the estimated poles are perturbed by (small) noise along the unit circle only.
To justify our perturbation analysis in Section IV, we did computer simulation. In this simulation, the IMSL software (with VAX/VMS 785 at Syracuse University) was used to generate the white Gaussian noise, to solve the eigenvalue problem as required by the pencil method, and to find the roots of polynomial as required by the polynomial method. Each sample variance was computed based on 200 estimates which were perturbed by 200 independent noise sequences added on x k , k = 0, 1 , * * * , N -1. For each case or figure, the same (noisy) data were used for both the pencil method and the polynomial method. We first present the case where the signal consists of two sinusoids as given in the previous section. given signal data (see Fig. I ). The straight lines were computed from (4.9) (assuming the noise is white). The "pluses" are simulation results for the pencil method while the "diamonds" are for the polynomial method. As can be seen, the simulation results are consistent with the perturbation analysis for high SNR (i.e., when SNR is above threshold). Note that the advantage in noise sensitivity of the pencil method over the polynomial method is preserved in the threshold region. Figs. 3 and 4 , we plotted two straight lines (first-order perturbation variances) for the two methods, but they are overlayed in the plot. An important thing that one should observe from the two plots is that both the threshold and the perturbation variance are significantly affected by the phase difference. It can be shown (see I171 and [IS] ) that -42 = -3.6" makes X, and X, the best conditioned, while -42 = 86.4" makes XI and X , the worst conditioned. Note that $ I -& = 86.4" satisfies (4.24).
VI. CONCLUSION
We have presented a study of a matrix pencil method with comparison to the polynomial method proposed in [ I ] and 121. We have shown that the two methods are two special cases of a matrix prediction approach, but the pencil method is more efficient in computation, less restrictive about signal poles, and less sensitive to noise for signals with unknown damping factors than the polynomial method. The C-R bound has also been discussed in Appendix A in a unique way. If 01,'s are known (e.g., CY, = 0 for all r ) , the above results are still true except that the C-R bounds depend upon the phases (but not the group shift of phases). This is because a symmetry in (A.8) is destroyed when a,'s are known. The C-R bound has been studied for sinusoidal signals in [22]- [24] , and all the properties. except the phase independency when CY,'s are unknown, in Theorem A. 1 have been known. However, we think that the above formulation of the C-R bound is unique. 
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