Abstract-Recently imprawed channel assignment algorithms for cellular networks were designed by modelling the interference constraints in terms of a hypergraph [l]. However these algorithms only considered cochannel reuse constraints. Receiver Mter responses impose restrictions on simultaneous adjacent channel usage in the same cell or in neighbouring cells. An asymptotically tight upper bound for the trafllc carried by the system in the presence of arbitrary cochannel and adjacent channel reuse constraints was developed in [2]. Howwer this bound is computationally intractable even for small systems like s i regular hexagonal cellular system of 19 cells.
I. INTRODUCTION
In a cellular system, the coverage area is logically divided into cells. Each cell has a cell site or a base station. The communication from the mobile mer is directed to a central switching office by the base station. The central switching office directs this communication to the destination. Depending on the mode of multiple access used by the mobile customers, cellular systems can be broadly classified into channelized and nonchannelized systems. In a channelized cellular system the multiple access is TDMA or FDMA or a combination of both. The term channel refers to a time slot in TDMA, a frequency slot in FDMA and a combination of both in T D M M D M A systems like GSM. The traffic in a cellular systems is usually too high to allow the use of a channel for one call at a time; radio channels must be used simultaneously for more than one call. This is known as channel reuse. Charinel reuse causes interference, which in turn degrades the transrnission quality. Transmission quality requirements impose certain cochannel reuse constraints. Cochanne1 reuse constraints in cellular systems have been modelled by regular hexagonal channel reuse patterns [3] for a long time. Cochannel reuse constraints in a cellular system were first modelled by a hypergraph in [4]. This has been found to be the most efficient model for cochannel reuse constraints [5] . We describe below certain performance measures of interest in cellular systems. These have been formulated using hypergraph modelling 
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We first describe the hypergraph model briefly. A hypergraph H is formally defined as H = (V, E ) , where V is the set of vertices and E is the set of edges, where each edge e is a nonempty subset of V such that UeEEe = V [6]. A hypergraph is a generalization of a graph in that an edge can have no more than two vertices in a graph but this restriction does not hold for a hypergraph. Hypergraph modelling of cellular systems is as follows:
Each cell corresponds to a vertex.
A forbidden set is a group of cells all of which cannot use a channel simultaneously. If no proper subset of a forbidden set is forbidden, then it is a minimal forbidden set. An edge is a minimal forbidden set.
A set of vertices which does not contain an edge is an independent set. Any group of cells which may use the same channel simultaneously forms an independent set of the underlying hypergraph. If an independent set is not a proper subset of another independent set, then it is a maximal independent set.
We make the following assumptions about the system. The system consists of N cells and the underlying offered traffic model is independent from cell to cell; in particular, we ignore the effects of call handovers and intercell calls. However it is likely that we can extend our results to the case in which this independence assumption is dropped and handovers and intercell calls are included. Our optimism is derived from the fact that the results of [4] , to which we shall refer extensively, have been extended to include handovers in [7] . The underlying model of offered traffic satisfies the "asymptotic traffic property" (ATP) [4] which states that n+cu lim C ( k , n ) / n = min ( T , I), where lim n-+m k / n = r, C ( k , n ) is the carried traffic in a one-cell system, when the offered traffic is k and the number of available channels is n.
Many offered traffic models including the common Poisson arrivals and exponential holding times satisfy the ATP. The N cells share a common set of n channels. Let the hypergraph H modelling the cochannel reuse constraints have M maximal independent sets and let Nj denote the size of the jth maximal 0-7803-4383-2/98/$10.00 0 1998 IEEE. independent set. We define 1, if the ith cell is in the j t h maximal independent set of the hypergraph modelling the cochannel reuse constraints, and
The expected number of calls that would be in progress in cell i if all call requests could be honored is known as the offered trafjic in cell i. If Ai denotes the offered traffic in cell i then A i / n is the offered trufic intensity in cell i. The offered traffic intensity in the system, T , is the sum of the offered traffic intensities in the cells; thus T = Ai represents the fraction of the total offered traffic in cell i and the vector fl = (pl, p z , . . . , p~) is the trafic pattern. The carried traffic intensity in cell i, xi, is the carried traffic (expected number of calls in progress) in cell i per available channel in the system. The optimal value of the objective function of the following linear program, denoted by T ( T ) , is an asymptotically' tight upper bound on the total carried traffic intensity in the cellular system with cochannel reuse constraints only [4] .
We denote this linear program by LP1. This linear program has M+N nonnegative variables and 2 N + 1 constraints. It was also proved in [4] under the same assumptions as those in this paper but in the presence of cochannel reuse constraints only, that if the offered traffic intensity, r , is less than or equal to a certain quantity ro, which depends on the cellular system and the traffic pattern, there exists a channel assignment algorithm which achieves arbitrarily low blocking probabilities, if the number of available channels is sufficiently large. For T > T O , no channel assignment algorithm can produce zero blocking for any number of channels. r0 has been termed the capacity of the system. TO is given by the optimal value of the objective function of the following linear program:
We denote this linear program by LP2. This linear program has A4 + 1 nonnegative variables and N + 1 constraints. The capacity of a system is a measure of the reuse offered by the system lThe number of channels and the offered traffic are made arbitrarily large while keeping the ratio finite.
as informally speaking each channel can carry ro calls simultaneously in the system on an average. It can also serve as a good operating load.
Imperfect receiver filter responses impose restrictions on simultaneous use of adjacent channels in nearby cells. By "adjacent" channels we mean consecutive carrier frequencies in a FDMA system. In the case of FDMARDMA systems, we assume all the time slots in a frequency channel are allocated to the same cell so that we can treat each carrier frequency as a channel. In the rest of this paper, we assume that a channel is a carrier frequency. The n channels are numbered 1 , 2 , . . . , n with adjacent channels given consecutive numbers. The adjacent channel use constraints can be modelled by an N x N matrix B, such that bij = { adjacent channels simultaneously, and The state of a channel is an N-tuple whose elements are either 0 or 1. The ith element is 1 iff the channel is carrying a call in the ith cell. The state of a channel (other than the one represented by the all zero N-tuple) represents an independent set of the underlying hypergraph modelling the cochannel reuse constraints. Let r denote the set of states of a channel. (If the cochannel reuse constraints are modelled by a hypergraph, the elements of r , with the exception of the all zero N-tuple, have a one-to-one correspondence with the set of independent sets of the hypergraph.) The hyperstate of a channel i, 1 < i < n, is ( p , q ) , if the channel i is in state p and the channel i+l is in state q. R 5 r x 7-is the set of hyperstates of a channeL3 di, = 1 iff a channel carries a call in cell i in the hyperstate w E 0 . t , = Ci=, di,.
Imperfect receiver filter responses may produce interference between nonadjacent channels also. The theory developed in [2] takes care of the constraints on simultaneous use of c contiguous channels, where c is any positive integer. However we shall concentrate on adjacent channel use constraints. 
where r$ is the capacity in the presence of cochannel reuse and adjacent channel use constraints. r t can be determined by computing a linear program with R + 1 nonnegative variables and N + 1 7 1 + 1 constraints. We denote this linear program as LP4.
r t has the same propeirties for systems with cochannel reuse and adjacent channel use: constraints that ro has for systems with cochannel reuse constraints only. In particular, for r 5 r t there exists a channel assignment algorithm which achieves arbitrarily low blocking probabilities, if the number of available channels is sufficiently large, and for r > r t , no channel assignment algorithm can produce zero blocking for any number of channels.
In general both R and 1 7 1 are very large. When cochannel reuse constraints are modelled by a hypergraph, and adjacent channels not used in the: same cell ( d = 0), R -10, 1 7 1 N 10 for a 3-cell system (refer figure l), R -100, 1 7 1 -10 for a 7-cell system (refer figure 2), R N lo6, 1 7 1 -lo3 for a 19-cell system (refer figure 3) and R -lo9, 1 7 1 N lo6 for a 37-cell system (refer figure 4). Thus both these linear programs are computationally intracta.ble for systems of reasonable size.
In Section I1 we derive lower bounds on TA(r) and r( which we denote by T A L ( ? -) and r t L , respectively. These lower bounds can be computed using the solutions to the linear programs for computing T(T) and yo and a further graph theoretic
1 4Unlike T ( r ) which is the iipper bound for all n, T A (~) is the upper bound only in the asymptotic case. and r t respectively. Note that upper bounds on TA(r) and r t are already known in the form of T ( r ) and ro respectively. In Section I11 we present some heuristics for designing fixed channel assignment algorithms with a minimum number of channels satisfying both cochannel and adjacent channel reuse constraints. Finally in Section IV we discuss possible extensions to the above techniqes to cover the cases where there are restrictions on the simultaneous use of nonadjacent channels also.
II. APPROXIMATION TO T A ( T ) AND ?$
In this section we will assume that r is rational and that pi is rational for each i.
A. Approximation to r t
We shall first find an approximation to r t . It is convenient to think of mk, as being (proportional to) the number of channels that are to be assigned to maximal independent set X k l . Form a graph F = (VF, E F )~ as follows.
Vertices vk, and v k t are joined by an edge iff bij = 1 for each cell i in the klth maximal independent set and each cell j in the kith maximal independent set of the hypergraph modelling the cochannel reuse constraints for the cellular system, i.e., if any two cells such that 51n our notation in any graph G = (V, E ) , V is the vertex set and E is the edge set.
one is in the kith maximal independent set and the other in the ktth maximal independent set can use adjacent channels simultaneously. Next form a graph F' = (VF~ , E F~) .
V F~ =
Vertices O k r a and Wktb have an edge between them iff the vertices wk, and Vkt have an edge between them in F . In effect, each vertex in F represents a maximal independent set (which is to be assigned at least one channel) and to obtain F' each vertex in F is replaced by m vertices where m is (proportional to) the number of channels to be assigned to the maximal independent set represented by that vertex. We say that F and F' have been induced by the M-tuple (XI, X2,. . . , XM). wi, ,j, , vil ,j, , . . . , wiU-, ,ju-l, wio,jo is the hamilton cycle of vertices of F' formed upon the addition of p edges to F' then the following channel allocation algorithm achieves the purpose:
2. Give channel numbered b to every cell in the i,th maximal independent set.
If wi, ,j, and wi
are linked by an edge In general, the problem of finding pmin is NP-complete [9] but pmin can be found easily in the following special cases. uR, where R is the center to center distance between adjacent cells, and the adjacent channel use constraint is that the same 6A cycle in a graph is a sequence of vertices such that consecutive vertices in the cycle have an edge between them and no vertex in the sequence occurs more than once except the first (or the last) which occurs twice, once in the first position and again in the last position. A graph is hamiltonian iff it has a cycle consisting of all vertices. Such a cycle is known as a hamilton cycle. cell cannot use adjacent channels simultaneously, and pi = p i f u for all i. Thus pmin can be computed easily for these systems. 2. G is completely disconnected, i.e., G has no edge. Thus G' is also completely disconnected. Thus pmin = Y G~ = Cj=l m j .
We have found that G is in general disconnected if adjacent channels cannot be used simultaneously in the same or adjacent cells.
3.
There are certain sufficient conditions involving the degree sequence and the number of edges in G' ([lo] , [ l l ] ) for G' to be hamiltonian. If these are satisfied, then pmin = 0. Often a good approximation to pmin can be found from these sufficiency conditions.
If none of the above cases apply then we need to resort to other means to find pmin. The problem of finding pmin can be reduced to a travelling salesman problem [lo] . The travelling salesman problem is an NP-complete problem but there exist techniques which yield good approximations to the required re-
We have used the following seemingly crude method which surprisingly gives small values of p in a very short time for all the cases we have studied and whose results we shall present in tables I and 11. We first briefly describe our method. Finding a hamilton cycle in G' is equivalent to finding a closure-possible walk' in G ( 7~ 5 N ) traversing vertex v j m j times. The length of the walk must be Y G~. We have observed that a simple branch and backtrack" technique gives a walk of length, say T , very fast, where T is fairly close to Y G~. Moreover this walk traverses no vertex Wj more than m j times but after the length of the walk increases to T any further increase takes place very slowly. We stop the branch and backtrack process after a walk which is T vertices long is obtained. If this walk traverses the vertex wj nj times, we try to insert m j -nj wjs in the walk that has already been obtained. If we cannot do so, we add extra edges which increase the value of p we can get. The number T is decided upon after a few observations. We illustrate the branch and backtrack procedure by the following example. ''This procedure traverses along the graph without visiting any vertex vj more than mj times as long as it can, and when it cannot it backtracks along the traced path, till it can proceed along some branch which has not yet been visited. (c) Fig. 5 . The graphs for the 7-c8:ll system when adjacent channel use is prohibited in the same cell. Fig. 6 . The graphs for the 7-cell system when adjacent channel use is prohibited in the same cell, and also cell 7 cannot use a channel if its adjacent channel is being used in cell 2,4 or 6. and 2, then 2 edges could have been added, one joining W to 1 and the other to 2, and a closure-possible walk could have been obtained, giving p = 2. This value of p is small, particularly if W is large and thus we get a good approximation to Pmin in a very short time.
If the graph G' does not give a small value of p fast with the above method with a particular optimal solution, the graph G' obtained from some other rational optimal solution may be tried. This often helps when there are multiple optimal solutions (degeneracy). We now present our results for the regular hexagonal 3-cell, 7-cell, 19-cell and 37-cell systems (refer figures 1 to 4). We have assumed that the cocharmel reuse in the system is constrained by the maximum tolerable interference. (Any two calls in the system using the same channel simultaneously interfere with each other. The interference diminishes with increase in distance between the callers.) The assumed model of interference is as follows: Total interference produced in cell u = interference produced by all other cells using the same channel
where C ( u ) is the set of cells using the same channel as u, barring u. An additive model of interference is thus assumed.
The cell radius is assumed to be l/a or equivalently the distance between adjacent cells is taken to be 1.
Let the requisite trarlsmission quality be that the maximum interference must be less than or equal to some given threshold. This limits cochannel reuse. This model for interference is the same as that used in [4] . The cochannel reuse constraints have been modelled by a hypergraph. We illustrate the computation of the approximation to r i by the following example. Example 11.2: Consider the 7-cell system of figure 2. Let the cochannel reuse constraint be that the maximum interference should not exceed 0.15, The hypergraph modelling this cochanne1 reuse constraint has 10 maximal independent sets: { 1,3}, {1,4), {1,5), {2,4), (21 519 {2,6), {3, 51, {3, 61, (4, 619 (71. LP2 gives nonzero values to only the following maximal in- Case 2: Assume adjacent channels cannot be used simultaneously in the same cell and also that cell 7 cannot use a channel if its adjacent channel is being used in either cell 2 , 4 or 6. Thus 2, i f i = j , o r ( i , j ) € { ( 2 , 7 ) , (4,7), (6,7), (7,2), (7,4), (7,6)), We will study two cases of adjacent channel use constraints. The first prevents the use of adjacent channels in the same cell simultaneously but allows any other form of adjacent channel use. All nondiagonal elements of the corresponding B matrix are 1 and the diagonal elements are 2. The second adjacent channel use constraint prevents the simultaneous use of adjacent channels in cells separated by a distance 5 1, i.e., bij = 1 iff d ( i , j ) > 1 and bij = 2 otherwise.
We have also studied two different traffic patterns: Uniform traffic pattern (UT) and the Nonuniform traffic pattern (NUT). In the former the same amount of traffic is offered in each cell, i.e., pi = l/N, for all i. In the latter the maximum traffic is offered in the central cell, one half of that in the next ring of cells, one third of that in the next ring, and so on. Nonuniform traffic pattern has been studied for the 19-cell system only. For the 19-cell system, 1/24, i E { l , . ..,4, 7, 8, 12, 13, 16 ,..., 19}, pi = 1/16, i E {5,6,9,11,14,15}, and
This model of nonuniform traffic pattern may be representative of cities where more traffic is offered in the center and less in the outskirts.
The results for the first case have been tabulated in Table I  and Table I1 and for the second case in Table I11 and Table IV. The number of vertices in G and G' have not been listed for the second case because the graph G is completely disconnected in all these cases and we get pmin and hence r t " from the special case (2). The number of vertices in G and G' are anyway the same as the corresponding ones in Table I .
In Table I we have not listed the number of vertices of G and G' for the 19-cell system with nonuniform traffic pattern for interference threshold 2 0.4 because an optimal solution of LP2 in each of these cases is same as that for an interference threshold of 0.375. Thus the graphs G and G' are also the same as that for an interference threshold of 0.375. We have listed the number of variables, constraints, and so on, in the linear program used in [2] in one of the cases for the 37 cell system. The numbers are even larger for the other cases for the 37 cell system when the interference threshold is higher.
The following observations may be made from the tabulated data:
1. We know that r t L 5 r t 5 ro. Thus rf" is a good approximation to r t i f r $ L / r 0 = (1 + p / xEl mj)-l is close to 1, and is the same as r: if rf" /rg = 1. Thus Table - that rf" is a very good approximation to r t and often gives the exact r t in the first case, Le., when adjacent channels cannot be used simultaneously in the same cell only. Also the proximity of rf"/rO to 1 indicates that rf M ro in this case. Table I indicates that the computation of the exact value of r f as per [2] may be impossible in this case even for the 19-cell system. We could compute the approximations for the 19-cell system using no more than 0.4 seconds of system time on an IBM SP2 ma-chine. Our computaticlns took less than 0.5 minutes of system time on an IBM SP2 fcr the 37-cell system. 2. Consider Table IV where we list the results for the case where adjacent channels cannot be used simultaneously in the same cell and in adjacent cells. The graph G is completely disconnected in this case and pmin = 7~1 . Thus I-, ""/ . , ,
=
(1 + p / E:, mi)-' = 0.5. Thus the value of r t L / r 0 does not guarantee that our approximation is good. However in this case the number of variables and constraints in the linear program used in [2] are nclt that large and we could compute r," as per [2] for the 3-cell, 7-cell and 19-cell systems. Comparison of 1-0"" with r," indicates that r,"" is reasonably close to r t in most of the cases but there is a significant difference in some of the cases. Better heuristics, than those we have proposed here may be needed in such cases. The results indicate that TO (in this case
is significantly higher than r t . Our approximation is much easier to compute in this case even for the 19-cell system. For the 37-cell system again the computation of the exact value of r t as per [2] may be impossible.
B. Approximation to T,4 (T)
Let LP1 have a rati'onal optimal solution, (X,", . . . , Xg). 
. T ( T ) is given by curve (A). T A ( T )
is between curves (A) and (B) in this case. 
-), T A ( T ) and T ( r ) .
Recall that we had observed earlier that r t L is very close to ro and hence to r i for the same adjacent channel use constraint as in this case and we find that T A L ( r ) = TA(r) = T ( r ) for the 7-cell system. Hence we expect that TAL(T) will track T ( r ) and hence T A ( T ) very closely even for larger systems with the same adjacent channel use constraint as in this example. Case 2: Again assume that adjacent channels cannot be used simultaneously in the same cell and also that cell 7 cannot use a channel if its adjacent channel is being used in either cell 2, 3 or 6. We know from Example 11.2 that ,ri" = 715. Thus
TAL(^)
Refer to figures 6(a) and (b) for G and G' respectively. G' is not hamiltonian. However it becomes hamiltonian when edges are added between the pairs of vertices ( y 1 , h ) and (d,y2 are given by those in case 1 for the same range of r . G is given by figure 6(a) . Vi; is also the same as that given in case I for the same range o f r . G' is not, in general, hamiltonian. However G'
can be made hamiltonian by adding edges between the pairs of vertices (yl,hl), ( y . l , t l l ) , (,q3,b2), (y4,d2) 
I V E N FIXEII CHANNEL ALLOCATION
A channel allocation algorithm in which groups of channels are allocated to cells a priori and a cell accepts a requested call only if it has a free channel amongst those allocated to it is known as a fixed churlriel allocution algorithm. Though much more sophisticated algorithms, e.g., dynamic channel allocation schemes, have been devised which sometimes outperform the fixed channel allocation schemes, fixed channel allocation algorithms are still the ones in actual use because they are easy to implement. Given a fixed channel allocation scheme which allocates rz, channels to the ith cell, for l 5 i 5 N , we may be interested in nmin, the minimum number of channels necessary to make the allocation, satisfying the cochannel reuse and the adjacent channel use constraints imposed by the transmission quality requirements. The fixed channel allocation scheme may be determined from the offered traffic estimates and the blocking probability requirements. We have not found any efficient algorithm for this purpose in the literature. We suggest a heuristic approach using the techniques developed in Section 11.
Consider the following integer linear program: 3. Compute the minimum number of edges pmln required to make G' hamiltonian, or an approximation to it, say p . The discussion regarding the computation of pmin in Section 11-A applies here.
4. Use n + (py -1)+ channels to inake the fixed channel allocation. The closer p is to pInin, fewer the number of additional edges required to make G' hamiltonian, and lesser the number of channels used. 5 . The algorithm for making the required fixed channel allocation using 11, + (py -l ) + channels follows from that in the statement of Lemma I . Find the channels allocated to the jth maximal independent set by the algorithm described in the proof to allocate W y = qlnJ channels to the j t h maximal independent set. All the channels allocated to the jth maximal independent set are allocated to each of the cells i n the j t h inaxiinal independent set. This gives the actual channel allocation to the cells. If py is small compared to 11, then the number of channels obtained from our heuristic will be close to the minimum since i t channels are necessary for making the fixed channel allocation even while satisfying only the cochannel reuse constraints. We illustrate the actual channel allocation to the cells in the following examples: Example 111.1 : Consider the 7-cell system of figure 2 described in Example 11.2. The same model for interference is assumed as in Section 11-A. The cochannel reuse constraints, and hence the maximal independent sets of the hypergraph modelling the cochannel reuse constraints, remain the same as in Example 11.2.
We summarize the heuristic approach as follows:
We need to allocate 4 channels to each cell. Thus n t = 4, for 1 5 i 5 7. The ILP gives nonzero values to only the following maximal independent sets: a + {1,3}, b + {2,4}, c + Proceeding as per the algorithm in Lemma 1 with q = 2, a gets channels 1 , 9 , g l gets 2,10, b gets 3,11, c gets 4,12, d gets 5,13, g2 gets 6,14, e gets 7,15 and f gets 8,16. Thus cell 1 gets channels { 1,7,9,15}, cell 2 gets {3,8,11,16}, cell 3 gets {1,4,9, la}, cell 4 gets {3,5,11,13}, cell 5 gets {4,7,12,15}, cell 6 gets {5,8,13 ,16}, and cell 7 gets {2,6,10,14}. Case 2: Again assume that adjacent channels cannot be used simultaneously in the same cell and also that cell 7 cannot use a channel if its adjacent channel is being used in either cell 2 , 4 or 6. Refer to figures 6(a) and (b) for G and G' respectively. G' is not hamiltonian. However it becomes hamiltonian when edges are added between the pairs of vertices (91, b ) and (d, 92 {1, 7, 11, 17}, cell 3 gets {2, 8, 12, IS}, cell 4 gets {1, 3, 11, 13}, cell5 gets {2, 6, 12, IS}, cell 6 gets {3, 7, 13, 17}, and cell 7 gets {5, 9, 15, 19}. For large systems the ILP is difficult to evaluate. The integer constraints in the ILP may be relaxed to get an approximate solution. 'napprox = c E l [ W y l can then be taken as an approximation to n and ( [ W y l , [ W y l , . . . , [ W E ] ) can be used in place of the optimal solution to the ILP. Clearly napprox + ( p q -1)+ channels, with p obtained from the corresponding G and G' and q from the (rWy1, [ W F l , . . . 
, [ W E ] ) ,
is sufficient for the required fixed channel allocation. In general napprox is a good approximation to n , the optimal value of the objective function of the ILP. Simultaneous use of any two channels can produce interference even if they are not the same or adjacent. In most cases the filter responses are good enough so that the interference produced by nonadjacent channels is negligible. Nevertheless sometimes there may be restrictions on the simultaneous use of nonadjacent channels also. As mentioned before [2] formulates linear programs for the computation of T A ( r ) and r t in the presence of any such restriction but these linear programs are incomputable because of the large number of variables and constraints even for systems of moderate size, e.g., a 19-cell system." We can extend our approximations to this general case under certain special circumstances. The cochannel reuse constraints are modelled by a hypergraph as before. The channels are numbered 1 , 2 , . . . , R . The distance between channels numbered i, j is defined to be Ii -j l .
The numbering should be such that this distance is proportional to the actual separation between them in the radio spectrum. The adjacent channel use constraints are modelled by a matrix B , which is defined slightly differently from the corresponding definition in Section I. Example IV. 1 : Consider the 3-cell example of figure 1. Let the minimum separation between channels used simultaneously in the same cell be 3, i.e., cell 1 can not use channels 1 , 2 or 1 , 3 simultaneously, and so on. Adjacent cells cannot use adjacent channels simultaneously. Any other cells can use adjacent channels simultaneously. Let there be no cochannel reuse in the system, i.e., there are 3 maximal independent sets a , b, c each consisting of a single cell. a = {I}, b = (2). c = (3). 13The weight of a hamilton cycle in a weighted graph is the sum of the weights of the edges in the cycle. within known bounds, an approximation to the travelling salesman problem [9]. Thus this technique is useful, whenever D satisfies the triangle inequality, to get an estimate of r i and TA ( T ) , more so because the exact values of these quantities are incomputable even for systems of reasonably small size.
v. CONCLUSION AND SUMMARY
We now summarize the contributions of this paper. There are various performance bounds for a cellular system which are extremely useful from the theoretical as well as from the network operators' point of view. The computation of the exact values of these performance bounds in the presence of cochanne1 reuse and adjacent channel use constraints is extremely difficult or impossible even for systems of reasonably small size. We have developed approximations to these performance bounds in the presence of cochannel reuse and adjacent channel use constraints which are computationally much simpler. These approximations track very closely the actual performance bounds in most cases. We have also presented good heuristics for the problem of finding the minimum number of channels necessary for achieving any given fixed channel allocation algorithm in the presence of cochannel reuse and adjacent channel use constraints.
We make one observation before conclusion: we have made all computations in two steps. The LPs or the ILP takes care of the cochannel reuse constraints and the graph theoretic approach takes care of the adjacent channel use constraint. The advantage of this modularization is that if for some reason the adjacent channel use constraints change but the cochannel reuse constraints remain the same, then only the graph theoretic computations need be repeated. This is quite helpful because for actual systems both the ILP and the LPs may be computationally quite intensive.
