Abstract
In the following, we will combine the BGK equation (1) source terms. We refer to the works of Platkowski [36] and of Mieussens [30] for the 128 description of this approach and we remind to them for the details. In the following, we 129 will briefly describe the idea and we will introduce the notations which will be used.
130
Let K be a set of M multi-indices of N d , defined by
where {K (i) } are some given bounds. We introduce a Cartesian grid V of R d by
where a is an arbitrary vector of R d and ∆v is a scalar which represents the grid step in the velocity space. We denote the discrete collision invariants on V by m k = (1, v k , 1 2 |v k | 2 ).
134
Now, in this setting, the continuous distribution function f is replaced by a N −vector 135 f K (x, t), where each component is assumed to be an approximation of the distribution 136 function f at location v k :
137 f K (x, t) = (f k (x, t)) k , f k (x, t) ≈ f (x, v k , t).
The fluid quantities are then obtained from f k thanks to discrete summations on V:
The discrete velocity BGK model consists of a set of N evolution equations for f k of the
where
is a suitable approximation of M f defined next. The DVM approach deserves 141 some remarks.
142
Remark 1
143
• When dealing with discrete velocity methods, one needs to truncate the velocity space that the small variations of the macroscopic quantities are well described.
152
• The exact conservation of macroscopic quantities is impossible, because in general 153 the support of the distribution function is non compact. This is the case for instance 154 of the Maxwellian equilibrium distribution. Thus, in order to conserve macroscopic 155 variables, different strategies can be adopted, two possibilities are described in [23, 156 30]. Moreover, the approximation of the equilibrium distribution M f by E k [U ] must 157 be carefully chosen in order to satisfy conservations of physical quantities. In the
158
following section we will discuss our choices in details. 
Schemes (HOFKS)

161
In this section we recall the FKS method and then we will introduce a new class of schemes 162 which enables to get high order spatial accuracy (HOFKS). Before, we will discuss and and ∆x is a scalar which represents the grid step in the physical space. We consider a 173 third discretization which is the time discretization t n = n∆t with n ∈ N. We will at the 174 end of the section discuss the time step limitations and the CFL condition. 
Conservative Discrete Velocity Models (DVM)
176
Suppose a continuous in phase space distribution function is given, i.e. f (x j , v, t n ), with 177 moments U (x j , t n ) for every j ∈ J and n ≥ 0. We proceed into two steps. First we define
which is the pointwise distribution value in phase space. Observe that, due to the trunca-
179
tion of the velocity space and to the finite number of points with which f is discretized, the 180 moments of f n j,k differ from the original moments U (x j , t n ). In fact the discrete moments 181 of this distribution are
Different strategies can be adopted to restore the correct moments. Our choice, which is 183 the second step of the conservative DVM model, consists in defining the approximated 184 distribution function f n j,k as the distribution closer in the discrete L 2 norm to f n j,k = 185 f (x j , v k , t n ) for which the moments are exactly the macroscopic quantities we want to 186 preserve , i.e
In order to find this distribution we make use of a simple constrained Lagrange multi-188 plier method [23] , where the constraints are mass, momentum and energy of the solution.
189
Let us recall the technique from [23] . For each spatial cell, let define the pointwise distri-
let also define the vector containing the corrected distribution which fulfills the conserva-
192
tion of moments we are searching for
and the matrix which contains the discretization parameters C ∈ R (d+2)×N . At this point, conservation can be imposed in each cell and at any time index n solving the following 195 constrained optimization problem:
196
Given f n j ∈ R N , C ∈ R (d+2)×N , and U n j ∈ R (d+2)×1 , find f n j ∈ R N such that (16)
2 is minimized subject to the constraint Cf n j = U n j .
Thus, let λ ∈ R d+2 be the Lagrange multiplier vector, the objective function to be 197 minimized, in each cell, is given by
The above equation can be solved explicitly. The searched distribution function is then
We end this part defining the approximated equilibrium distribution
the same properties of conservation of the distribution f , i.e.
To this aim, observe that the natural approximation
cannot satisfy these requirements. Thus, the calculation carried out above for the defi- given by the solution of the same minimization problem defined in (16), and its explicit 209 value is given mimicking (18) by
Notice that the computation of the new distributions f and E only involves a matrix-vector 211 multiplication. In fact, matrix C only depends on the parameter of the discretization and 212 thus it is constant in time. In other words matrices C and C T (CC T ) −1 can be precomputed 213 and stored in memory while initializing the problem.
214
Remark 2
215
• For FKS schemes, we need to solve the above minimization problem for the initial 216 data f (x j , v k , t 0 = 0) and for the distribution E[U n j ] at each time index n. In fact,
217
once the conservation is guaranteed for f for t = 0, this is also guaranteed for the 218 entire computation because the exact solution is used for solving the transport step.
219
• The only possible source of loss of conservation for this type of schemes is due to the solution of collision term and to the way in which the equilibrium distribution is 221 discretized. This aspects will be detailed in the next subsection.
222
• The conservation technique described in (16) 
236
• The transport part is solved exactly and continuously in space, this means that no 237 spatial mesh is involved. The initial data of this step is given by the solution of the 238 relaxation operator.
239
• The relaxation part is solved on the spacial grid. The initial data for this step is given 
244
Let us give the details of the method. We recall that the FKS methods are constructed 245 on uniform grids. Let f 0 j,k be the pointwise initial data, solution of equation (18) with
of equation (20) with M 0 j,k = M f (x j , v k , t = 0) defined at points x j at t = 0 as the 248 distribution f . We start describing the first step of the method [t 0 ; t 1 ] starting at t 0 = 0.
249
The scheme is then generalizable to the generic time step [t n ; t n+1 ] starting from t n .
250
First time step [t 0 ; t 1 ]. Let us describe the transport and relaxation stages.
251
Transport stage. We solve N linear transport equations of the form: 
Now, the exact solution of the N equations at time t 1 = t 0 + ∆t = ∆t is given by
Observe that, with this choice, we do not need to reconstruct the distribution func- 
267
Relaxation stage. This step is local to the grid, this means that we solve the following 268 ordinary differential equation:
where the initial datum is the result of the transport step at points x j at time
To solve equation (25) we need the value of the equilibrium distribution E at the 272 center of the cell after the transport stage. In order to compute the Maxwellian,
273
the macroscopic quantities in the center of the cells, i.e. the density, the mean 274 velocity and the temperature, are given by summing the local value of the discrete 275 distribution f over the velocity set:
is the solution of equation (20) with moments U * j = U 1 j , for all j = 1, . . . , M . Observe 278 in fact that, the Maxwellian distribution does not change during the relaxation step.
279
In other words during this step the macroscopic quantities remain constants. We 280 can now compute the solution of the relaxation stage as
The 
We can now rewrite the relaxation term directly in term of spatial continuous func-
For each velocity v k the original shape in space for the distribution f k is preserved 292 throughout the computation, and, as a consequence it drastically reduces the com-
293
putational cost because no reconstruction is needed.
294
The time marching procedure can be now be described.
295
Generic time step [t n ; t n+1 ]. Given the value of the distribution function f n k (x), for 296 all k = 1, . . . , N , and all x ∈ R d at time t n , the value of the distribution at time t n+1 ,
where 
305
Remark 3
306
• Due to the fact that the relaxation stage preserves the macroscopic quantities, the 307 scheme is globally conservative by construction. In fact, at each time step, the change 308 of density, momentum and energy is only due to the transport step. This latter being 309 exact, does preserve the macroscopic quantities as well as the distribution function.
310
• For the same reason, except for the constrained optimization procedure 1 , the scheme 
316
• The time step ∆t is constrained by the CFL condition
Observe that this choice is not mandatory, in fact the scheme is stable for every is only first order accurate. These behaviors were, in fact, observed in the numerical 335 simulations performed [18] . In the present paper, we developed a method which preserves 336 the high spatial accuracy observed with the FKS schemes for rarefied regimes and which 337 becomes a high order shock capturing scheme applied to the kinetic equation (1) The idea, onto which the method is based, is to solve the equilibrium part of the distribu- with a high order shock capturing scheme in the limit τ → 0 the HOFKS corresponds to 361 the same method for the macroscopic equations. We detail this new scheme in the sequel.
362
In order to keep notations simple and compact we introduce three operators: the 363 projection operator P, the relaxation operator R ∆t and the transport operator T ∆t which 364 act on a time step ∆t.
365
From the kinetic variable f (or M f ) the projection operator computes the macroscopic
since the local Maxwellian M f has the same moments of the distribution function f .
368
The relaxation and transport operators solve the relaxation and transport steps for piece-
369
wise constant functions f k and E k or equivalently for pointwise functions f j,k and
The relaxation operator has the form
where λ = exp(−∆t/τ ), whereas the transport operator reads
In order to describe the HOFKS scheme, let us start, to the contrary of FKS scheme, from we have
The distribution function f * is given by a convex combination of the transported distri-378 bution and the Maxwellian distribution. Then, the transport step, applied to the solution 379 of the relaxation step, produces the so called kinetic solution (K) at time index n + 1
On the other hand, the kinetic solution in terms of the macroscopic moments furnishes the following values
In order to construct the HOFKS scheme we replace the moments U M (x j , t n+1 ) by the 383 moments obtained solving the compressible Euler equations that we call U E (x j , t n+1 ).
384
(The details of the numerical scheme used will be given next.)
385
Thus the final moments used in the solution are given by
394
By virtue of the above result, we can replace the moments after the transport U M (x j , t n )
395
with U E (x j , t n ) at each time step without affecting the overall first order accuracy in time
396
of the splitting method. However, to have consistency between the macroscopic solution 397 and the kinetic discretized solution, it is necessary that the advected equilibrium satisfies 
piecewise constant equilibrium function T ′ ∆t ((1 − λ)E)(x) sharing its shape withf as
Finally, the new distribution f , at time index n + 1, is defined as As a first example we propose the MUSCL Finite Volume (FV) scheme. This is also the 413 scheme used in the numerical test section. It reads, starting from U n E,j ,
where discrete fluxes are defined as in [28] by
with F (U ) the flux of the compressible Euler equations and
with ϕ being the slope limiter, as instance we use the Van Leer slope limiter
where the variable χ ± is defined as following
The above ratio of vectors is defined componentwise and α represent the eigenvalues of and we compare our method with a Monte Carlo scheme (DSMC) for τ = 10 −3 , and, 
1D Sod shock tube problem
458
We consider the 1D/1D Sod test with 300 mesh points in physical and 100 points in 
468
These numerical methods, used as reference, employ the same discretization parameters, 
471
From Figures (1) to (3) we observe that the HOFKS, the FKS and the WENO methods
472
give identical or almost identical results for τ = 10 −2 , this result was expected. We build 473 up the method in such a way that for larger τ it behaves like the original fast kinetic 474 scheme, because we knew that in these regimes the FKS already gave very good results.
475
For larger values of τ we found the same behaviors as for the case τ = 10 −2 , thus we 
503
A vortex centered at X 0 = (x 0 , y 0 ) = (0, 0) is added to the ambient gas at the initial 504 time t = 0 with the following conditions u = u ∞ + δu, v = v ∞ + δv, and T * = T * ∞ + δT *
with r = x ′ 2 + y ′ 2 , (x ′ = x − x 0 , y ′ = y − y 0 ) and vortex strength is given by β = 5.0.
506
Consequently, the initial density is given by
and the pressure ig given by p = ρ γ . We assume periodic conditions and the exact solution 
The rates of convergence are computed as log(ε M ′ /ε M )/ log(M ′ /M ) for two meshes with 517 M ′ and M cells. In Table 1 are gathered the L 1 and L ∞ errors on the density variables 518 and rates of convergence for FKS, the unlimited HOFKS and HOFKS at final time T = 1.
519
As expected the FKS produces only first order accurate results in L 1 and L ∞ norms.
520
Contrarily the unlimited HOFKS can reach a genuine higher order of accuracy in both 521 norms; the high accuracy in L ∞ norm is due to the fact that the solution is smooth and no
522
limiter is applied therefore extrema are only little diffused compared to limited schemes.
523
Finally the (limited) HOFKS behaves, as expected, like a high order accurate scheme in L 1 524 norm and like a first order scheme in L ∞ norm. We also display in figure 5 the convergence average 100 particles per cell and we averaged the solution over 100 realizations.
550
In Figure 7 , we report the profiles fixing x = 1 for respectively the density, the mean test case, the final value of the x-velocity is of the order of 10 −3 , which is a value that due 558 to the statistical fluctuations is very difficult to capture with DSMC methods.
559
Moreover in Figure 7 bottom panels, we report some magnifications of the same profiles 560 which permits to better appreciate the differences between the methods. We observe that, sufficiently large, and thus we did not report any result.
571
To conclude this test case study, we report, in table 2, the CPU time T , as well as the The results of this analysis can be summarized as follows. The HOFKS method is around 
597
We report the results for the Knudsen number equal to τ = 10 −3 comparing our scheme 
600
In Figure 9 we report the isolines of density, 
