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Variable selection is central to high-dimensional data analysis, and var-
ious algorithms have been developed. Ideally, a variable selection algorithm
shall be flexible, scalable, and with theoretical guarantee, yet most existing
algorithms cannot attain these properties at the same time. In this article, a
three-step variable selection algorithm is developed, involving kernel-based
estimation of the regression function and its gradient functions as well as
a hard thresholding. Its key advantage is that it assumes no explicit model
assumption, admits general predictor effects, allows for scalable computa-
tion, and attains desirable asymptotic sparsistency. The proposed algorithm
can be adapted to any reproducing kernel Hilbert space (RKHS) with differ-
ent kernel functions, and can be extended to interaction selection with slight
modification. Its computational cost is only linear in the data dimension, and
can be further improved through parallel computing. The sparsistency of the
proposed algorithm is established for general RKHS under mild conditions,
including linear and Gaussian kernels as special cases. Its effectiveness is also
supported by a variety of simulated and real examples.
1. Introduction. Variable selection has attracted tremendous interests from
both researchers and practitioners, due to the availability of large number of vari-
ables in many real applications. In such scenarios, identifying the truly informative
variables for the objective of analysis has become a key factor to facilitate statisti-
cal modeling and analysis. Ideally, a variable selection algorithm shall be flexible,
scalable, and with theoretical guarantee. To be more specific, the algorithm shall
not assume restrictive model assumptions, so that it is applicable to data with com-
plex structures; its implementation shall be computationally efficient and able to
take advantage of high performance computing platform; it shall have theoretical
guarantee on its asymptotic sparsistency in identifying the truly informative vari-
ables.
In literature, many variable selection algorithms have been developed in the
regularization framework assuming certain working model set. The most popular
working model set is to assume a linear model, where the variable selection task
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simplifies to identifying nonzero coefficients. Under the linear model assumption,
the regularization framework consists of a least sqaure loss function for the linear
model as well as a sparsity-inducing regularization term. Various regularization
terms have been considered, including the least absolute shrinkage and selection
operator (Lasso; Tibshirani, 1996, [30]), the smoothly clipped absolute deviation
(SCAD; Fan and Li, 2001, [3]), the adaptive Lasso (Zou, 2006, [40]), the mini-
max concave penalty (MCP; Zhang, 2010, [38]), the truncated l1-penalty (TLP;
Shen et al., 2012, [23]), and so on. These algorithms have also been extended to
the nonparametric models to relax the linear model assumption. For example, un-
der the additive model assumption, a number of variable selection algorithms have
been developed (Shively et al., 1999, [24]; Huang et al., 2010, [12]), where each
component function depends on one variable only. Further, a component selection
and smoothing operator algorithm is proposed in Lin and Zhang (2006, [17]) to
allow higher-order interaction components in the additive model, at the cost of in-
creasing computational cost. These nonparametric variable selection algorithms,
although more flexible than the linear model, still require some explicit working
model sets.
More recently, attempts have been made to develop model-free variable selec-
tion algorithms to circumvent the dependency on restrictive model assumptions.
Particularly, variable selection is formulated in a dimension reduction framework
in Li et al. (2005, [14]) and Bondell and Li (2009, [2]) via searching for the sparse
basis of the central dimension reduction space. Fukumizu and Leng (2014, [8])
developed a gradient-based dimension reduction algorithm that can be extended
to model-free variable selection. A novel measurement-error-model-based variable
selection algorithm is developed in Stefanski et al. (2014, [27]) and Wu and Stefan-
ski (2015, [36]) for nonparametric kernel regression models, and a gradient learn-
ing framework is proposed in Yang et al. (2016, [37]) to conduct variable selection
in a flexible RKHS (Wahba, 1998, [32]). These algorithms are attractive due to its
flexibility and asymptotic sparsistency, yet their high computational cost remains
as one of the main obstacles.
Another popular line of research on high-dimensional data is variable screening,
which screens out uninformative variables by examining the marginal relationship
between the response and each variable. The marginal relationship can be measured
by various criteria, including the Pearson’s correlation (Fan and Lv, 2008, [4]), the
empirical functional norm (Fan et al., 2011, [5]), the distance correlation (Li et al.,
2012, [15]), and a quantile-adaptive procedure (He et al., 2013, [11]). All these
methods are computationally very efficient, and attain the sure screening property,
meaning that all the truly informative variables are retained after screening with
probability tending to one. This is a desirable property, yet slightly weaker than the
asymptotic sparsistency in variable selection. Another potential weakness of the
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marginal screening methods is that they may ignore those marginally unimportant
but jointly important variables (He et al., 2013, [11]). To remedy this limitation,
some recent work (Hao et al., 2017, [10]; Kong et al., 2017, [13]; She et al., 2017,
[22]) has been done to conduct sure screening for variables with interaction effects.
In this article, we propose a scalable kernel-based variable selection algorithm,
which is methodologically flexible, computationally efficient, and able to achieve
the asymptotic sparsistency without requiring any explicit model assumption. The
algorithm consists of three simple steps, involving kernel-based estimation of the
regression function and its gradient functions as well as a hard thresholding. It
first fits a kernel ridge regression model in a flexible RKHS to obtain an estimated
regression function, then estimates its gradient functions along each variable by
taking advantage of the derivative reproducing property (Zhou, 2007, [39]), and
finally hard-thresholds the empirical norm of each gradient function to identify the
truly informative variables. This algorithm is flexible in that it can be adapted to
any RKHS with different kernel functions, to accommodate prior information about
the true regression function. Its computational cost is only linear in the data dimen-
sion, and thus scalable to analyze dataset with large dimensions. For example, the
simulated examples with O(105) variables can be efficiently analyzed on a stan-
dard multi-core PC. More importantly, asymptotic sparsistency can be established
for the proposed algorithm without requiring any explicit model assumptions. It is
clear that the proposed algorithm is advantageous than the existing algorithms, as
it achieves methodological flexibility, numerical efficiency and asymptotic sparsis-
tency. To our knowledge, this algorithm is the first one that can achieve these three
desriable properties at the same time.
The rest of the article is organized as follows. In Section 2, we present the pro-
posed general kernel-based variable selection algorithm as well as its computa-
tional scheme. In Section 3, the asymptotic sparsistency of the proposed algorithm
is established. In Section 4, we give a detailed analysis of the asymptotic behavior
of the proposed algorithm under linear model, and compare it against some exist-
ing theoretical results. In Section 5, the proposed algorithm is extended to select
truly informative interaction terms. The numerical experiments on the simulated
and real examples are contained in Section 6, and all the technical proofs are given
in Section 7.
2. Proposed algorithm. Suppose a random sample Zn = {(xi, yi)}ni=1 are
independent copies of Z = (x, y), drawn from some unknown distribution ρx,y
with x = (x1, ..., xp)T ∈ X supported on a compact metric space and y ∈ R.
Consider a general regression setting,
y = f∗(x) + ,
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where  is a random error with E(|x) = 0 and Var(|x) = σ2, and thus f∗(x) =∫
ydρy|x with ρy|x denoting the conditional distribution of y given x. It is also
assumed that f∗ ∈ HK , where HK is a RKHS induced by some pre-specified
kernel function K(·, ·). For each x ∈ X , denote Kx = K(x, ·) ∈ HK , and the
reproducing property of RKHS implies that 〈f,Kx〉K = f(x) for any f ∈ HK ,
where 〈·, ·〉K is the inner product inHK . Examples of RKHS include the standard
Euclidean space, the Sobolev space, the Besov space, as well as some domain-
specific spaces for various applications (Genton, 2001, [9]).
In sparse modeling, it is generally believed that f∗(x) only depends on a small
number of variables, while others are uninformative. Unlike model-based settings,
variable selection for a general regression model is challenging due to the lack of
explicit regression parameters. Here we measure the importance of variables in a
regression function by examining the corresponding gradient functions. It is crucial
to observe that if a variable xl is deemed uninformative, the corresponding gradient
function g∗l (x) = ∂f
∗(x)/∂xl should be exactly zero almost surely. Thus the true
active set can be defined as
A∗ = {l : ‖g∗l ‖22 > 0},
where ‖g∗l ‖22 =
∫
(g∗l (x))
2 dρx with the marginal distribution ρx.
The proposed general variable selection algorithm is presented in Algorithm 1.
Algorithm 1: General variable selection algorithm
Step 1: Obtain an estimate f̂ in a smooth RKHS based on the given sample Zn;
Step 2: Compute ĝl(x) = ∂f̂(x)/∂xl for l = 1, . . . , p;
Step 3: Identify the informative variables by checking the norm of each ĝl.
We now give details of each step in Algorithm 1. To obtain f̂ in Step 1, we
employ the kernel ridge regression model,
f̂(x) = argmin
f∈HK
1
n
n∑
i=1
(yi − f(xi))2 + λ‖f‖2K ,(2.1)
where the first term, denoted as En(f), is an empirical version of E(f) = E(y −
f(x))2, and ‖f‖K = 〈f, f〉1/2K is the associated RKHS-norm of f ∈ HK . By
the representer theorem (Wahba, 1998, [32]), the minimizer of (2.1) must have the
form
f̂(x) =
n∑
i=1
α̂iK(xi,x) = α̂
T
Kn(x),
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where α̂ = (α̂1, ..., α̂n)T and Kn(x) = (K(x1,x), ...,K(xn,x))T . Then the op-
timization task in (2.1) can be solved analytically, with
α̂ =
(
K
2 + nλK
)+
Ky,(2.2)
where K =
(
K(xi,xj)
)n
i,j=1
, and + denotes the Moore-Penrose generalized in-
verse of a matrix. When K is invertible, (2.2) simplifies to α̂ = (K+ nλ I)−1 y.
Next, to obtain ĝl in Step 2, it follows from Lemma 1 in the Appendix that for
any f ∈ HK ,
gl(x) =
∂f(x)
∂xl
= 〈f, ∂lKx〉K ≤ ‖∂lKx‖K‖f‖K ,
where ∂lKx =
∂K(x,·)
∂xl
. This implies that the gradient function of any f ∈ HK
can be bounded by its K-norm up to some constant. In other words, if we want to
estimate g∗l (x) within the smooth RKHS, it suffices to estimate f
∗ itself without
loss of information. Consequently, if f̂ is obtained in Step 1, g∗l (x) can be estimated
as ĝl(x) = α̂
T∂lKn(x) for each l.
In Step 3, it is difficult to evaluate ‖ĝl‖22 directly, as ρx is usually unknown in
practice. We then adopt the empirical norm of ĝl as a practical measure,
‖ĝl‖2n =
1
n
n∑
i=1
(
ĝl(xi)
)2
=
1
n
n∑
i=1
(
α̂T∂lKn(xi)
)2
.
The estimated active set can be set as Âvn =
{
l : ‖ĝl‖2n > vn
}
for some pre-
specified vn. It is crucial to choose a proper vn for optimal selection performance,
which shall be determined by some data-adaptive tuning schemes such as the
stability-based criterion in Sun et al. (2013, [29]).
The proposed Algorithm 1 is general in that it can be adapted to any smooth
RKHS with different kernel functions, where the choice of kernel function de-
pends on prior knowledge about f∗. A direct application of the proposed algorithm
under linear model will be discussed in Sections 4. The proposed algorithm is also
computationally efficient, whose computational cost is about O(n3 + n2p). The
complexity O(n3) comes from inverting an n × n matrix in (2.2), and the com-
plexity O(n2p) comes from calculating ‖ĝl‖2n for l = 1, . . . , p. Furthermore, if
low-rank approximation of the kernel matrix is employed, such as Nystrom sam-
pling (Williams and Seeger, 2001, [35]) or incomplete Cholesky decomposition
(Fine and Scheinberg, 2002, [6]), the complexity can be reduced to O(n2d+ndp),
where d is the preserved rank. The algorithm can also be parallelized to further
speed up the computation, which is particularly attractive in the large-p-small-n
scenarios.
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3. Asymptotic sparsistency. Now we establish the sparsistency of the pro-
posed algorithm. First, we introduce an integral operator LK : L2(X , ρx) →
L2(X , ρx), given by
LK(f)(x) =
∫
K(x,u)f(u)dρx(u),
for any f ∈ L2(X , ρx) = {f :
∫
f2(x)dρx < ∞}. Note that if the corresponding
RKHS is separable, by the spectral theorem we have
LKf =
∑
j
µj〈f, ej〉2ej ,
where {ej} is an orthonormal basis of L2(X , ρx), µj is the eigenvalue of the inte-
gral operator LK , and 〈·, ·〉2 is the inner product in L2(X , ρx).
We rewrite λ and p as λn and pn to emphasize their dependency on n, and thus
pn is allowed to diverge with n. The cardinality of the true active setA∗ is denoted
as |A∗| = p0  pn. The following technical assumptions are made.
Assumption 1: Suppose that f∗ is in the range of the r-th power of LK , denoted
as LrK , for some positive constant r ∈ (1/2, 1].
Note that the operator LK on L2(X , ρx) is self-adjoint and semi-positive def-
inite, and thus its fractional operator LrK is well defined. Furthermore, the range
of LrK is contained in HK if r ≥ 1/2 (Smale and Zhou, 2007, [26]), and thus
Assumption 1 implies that there exists some function h ∈ L2(X , ρx) such that
f∗ = LrKh =
∑
j µ
r
j〈h, ej〉2ej ∈ HK , ensuring strong estimation consistency
under the RKHS-norm. Similar assumptions are also imposed in Mendelson and
Neeman (2010, [18]).
Assumption 2: There exist some constants κ1 and κ2 such that supx∈X ‖Kx‖K ≤
κ1, and supx∈X ‖∂lKx‖K ≤ κ2, for any l = 1, ..., pn.
Assumption 2 assumes the boundedness of the kernel function and its gradient
functions, which is satisfied by many popular kernels, including the Gaussian ker-
nel and the Sobolev kernel (Smale and Zhou, 2007, [26]; Rosasco et al., 2013, [20];
Yang et al., 2016, [37]).
THEOREM 1. Suppose Assumptions 1 and 2 are satisfied. For any δn ≥ 4(σ2+
‖f∗‖22)(log n)−2, with probability at least 1− δn/2, there holds∥∥f̂ − f∗∥∥
K
≤ 2 log 8
δn
(
3κ1λ
−1
n n
−1/2log n+ λr−1/2n ‖L−rK f∗‖2
)
.(3.1)
Additionally, let λn = n
− 1
2r+1 (log n)
2
2r+1 , then with probability at least 1 − δn,
there holds
max
1≤l≤pn
∣∣‖ĝl‖2n − ‖g∗l ‖22∣∣ ≤ c1log (8pnδn
)
n
− 2r−1
2(2r+1) (log n)
2r−1
2r+1 ,(3.2)
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where c1 = 4 max{κ22, κ22‖f∗‖K , ‖f∗‖2K}max{3κ1, 2
√
2κ22, ‖L−rK f∗‖2}.
Theorem 1 establishes the convergence rate of the difference between the esti-
mated regression function and the true regression function in terms of the RKHS-
norm. In the upper bound in (3.1), the quantity ‖L−rK f∗‖2 may depend on p0
through f∗, yet such dependency is generally difficult to quantify explicitly (Fuku-
mizu and Leng, 2014, [8]). Theorem 1 also shows that ‖ĝl‖2n converges to ‖g∗l ‖22
with high probability, which is crucial to establish the asymptotic sparsistency.
Note that the constant c1 is spelled out precisely for the subsequent analysis of the
asymptotic sparsistency and its dependency on f∗.
The convergence rate in Theorem 1 can be strengthened to obtain an optimal
strong convergence rate in a minimax sense as in Fischer and Steinwart (2018,
[7]). Yet it further requires the random error  follows a sub-Gaussian distribution
and the decay rate of LK’s eigenvalues fulfills a polynomial upper bound of order
τ ∈ (0, 1); that is, µj ≤ Cj−1/τ for some positive constant C. Then the conver-
gence rate can be obtained as Op
(
n−
2r−1
2r+τ log pn
)
, which has a weak and implicit
dependency on the ambient dimension. In other words, even though most of the
RKHSs are infinite-dimensional spaces, their functional complexity can be well
controlled and the curse of dimensionality can be largely avoided without specify-
ing model structures.
Assumption 3: There exist constants c2 > 0 and ξ1 > 2r−12r+1 such that minl∈A∗
‖g∗l ‖22 >
c2n
− 2r−1
2(2r+1) (log n)ξ1 log pn.
Assumption 3 requires the true gradient function contains sufficient information
about the truly informative variables. Unlike most nonparametric models, we mea-
sure the significance of each gradient function to distinguish the informative and
uninformative variables without any explicit model specification. Now we establish
the asymptotic sparsistency of the proposed variable selection algorithm.
THEOREM 2. Suppose the assumptions of Theorem 1 and Assumption 3 are
satisfied. Let vn = c22 n
− 2r−1
2(2r+1) (log n)ξ1 log pn, then we have
P
(Âvn = A∗)→ 1, as n→∞.
Theorem 2 shows that the selected active set can exactly recover the true active
set with probability tending to 1. This result is particularly interesting given the
fact that it is established for any RKHS with different kernel functions. A direct
application of the proposed algorithm and Theorem 2 is to conduct nonparametric
variable selection with sparsistency (Li et al., 2012, [15]; He et al., 2013, [11];
Yang et al., 2016, [37]). If no prior knowledge about the true regression function is
available, the proposed algorithm can be applied with a RKHS associated with the
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Gaussian kernel. Asymptotic sparsistency can be established following Theorem
2 provided that f∗ is contained in the RKHS associated with the Gaussian kernel.
This RKHS is fairly large as the Gaussian kernel is known to be universal in the
sense that any continuous function can be well approximated by some function in
the induced RKHS under the infinity norm (Steinwart, 2005, [28]).
4. A special case with linear kernel. Variable selection for linear model is of
great interest in statistical literature due to its simplicity and interpretability. Par-
ticularly, the true regression function is assumed to be a linear function, f∗(x) =
β0 + x
T β∗, and the true active set is defined as A∗ = {l : β∗l 6= 0}. We also cen-
tralize the response and each variable, so that β0 can be discarded from the linear
model for simplicity.
With the linear kernel K(x,u) = xT u, the induced RKHS becomes the lin-
ear functional space and contains the true regression function f∗. The proposed
Algorithm 1 simplifies to first fit a ridge regression model,
β̂ = argmin
β
1
n
n∑
i=1
(yi − βTxi)2 + λn‖β‖2,(4.1)
where the RKHS-norm induced by the linear kernel reduces to ‖β‖2. Then the
estimated active set is defined as Âvn =
{
l : |β̂l| > vn
}
for some pre-specified
thresholding value vn. This algorithm simply truncates the ridge regression coeffi-
cients for variable selection, and its asymptotic properties have been considered in
Shao and Deng (2012, [21]) and Wang and Leng (2016, [34]).
We now apply the general results in Section 3 to establish the sparsistency of
the proposed algorithm under the linear model. We first scale the original data as
y˜ = p−1n y and x˜ = p
−1/2
n x, and let HK be the RKHS induced by a scaled linear
kernel K(x˜, u˜) = x˜T u˜ = p−1n xT u. The true regression model can be rewritten
as f∗(x˜) = x˜T β˜
∗
with β˜
∗
= p
−1/2
n β
∗. With the scaled data, the ridge regression
formula in (4.1) becomes
βˇ = argmin
β˜
1
n
n∑
i=1
(y˜i − β˜T x˜i)2 + p−1n λn‖β˜‖2,(4.2)
where βˇ = p−1/2n β̂. By the representer theorem, the solution of (4.2) is
βˇ = X˜
T (
X˜X˜
T
+ np−1n λnIn
)−1y˜,
where X˜ = (x˜1, ..., x˜n)T and y˜ = (y˜1, ..., y˜n)T . This is equivalent to the standard
formula for the ridge regression βˇ =
(
X˜
T
X˜+np−1n λn I
)−1
X˜
T y˜ according to the
Sherman-Morrison-Woodbury formula (Wang and Leng, 2015).
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Assumption 4: There exist some positive constants τ1 and τ2 such that the smallest
eigenvalue of E(xxT ), λmin(E(xxT )) = O(pnn−τ1), and ‖β∗‖2 = O(nτ2).
Assumption 4 implies that E(xxT ) is invertible, and that Assumption 1 is sat-
isfied for the scaled linear kernel with r = 1. Assumption 2 is also satisfied due
to the fact that ‖x˜‖2 = p−1n xTx is bounded on a compact support X . A similar
assumption is made in Shao and Deng (2012, [21]), assuming the decay order of
the smallest eigenvalue of n−1XT X. We now establish the estimation consistency
for βˇ.
COROLLARY 1. Suppose Assumption 4 is met. For any δn ≥ 4(σ2p−1n +
‖β˜∗‖2)(log n)−2, there exists some positive constant c3 such that, with probability
at least 1− δn, there holds
‖βˇ − β˜∗‖ ≤ c3 log 4
δn
(
pnλ
−1
n n
−1/2 log n+ p−1n λ
1/2
n n
τ1+τ2
2
)
.
Specifically, let λn = O(p
4/3
n n−(1+τ1+τ2)/3(log n)2/3), then with probability at
least 1− δn, there holds
‖βˇ − β˜∗‖ ≤ 2c3 log
( 4
δn
)
p−1/3n n
− 1−2(τ1+τ2)
6 (log n)1/3,(4.3)
Corollary 1 is a directly application of Theorem 1 under the linear kernel. An
additional assumption is made to establish the sparsistency.
Assumption 5: There exist some positive constants c4 and ξ2 > 1/3 such that
min
l∈A∗
|β∗l | > c4p1/6n n−
1−2(τ1+τ2)
6 (log n)ξ2 .
Assumption 5 is similar to Assumption 3, and requires the true regression coef-
ficients contains sufficient information about the truly informative variables in the
linear model. Similar assumptions are also assumed in Shao and Deng (2012, [21])
and Wang and Leng (2016, [34]).
COROLLARY 2. Suppose the assumptions of Corollary 1 and Assumption 5
are met. Let vn = c42 p
1/6
n n
− 1−2(τ1+τ2)
6 (log n)ξ2 , then we have
P
(
Âvn = A∗
)
→ 1, as n→∞.
It is interesting to point out that Corollary 2 holds when pn diverges at or-
der o(min{nτ1 , n1−2(τ1+τ2)(log n)−6ξ2 , n 1+τ1+τ24 (log n)−1/2}). Particularly, when
τ1 = 1/3 and τ2 = 0, pn can diverge at a polynomial rate o(n1/3). This result is
similar as that established in Shao and Deng (2012) under the assumption of a fi-
nite second moment of . In literature, it is possible to allow pn to diverge at an
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exponential rate of n under certain distributional assumptions on , such as a sub-
Gaussian distribution in Shao and Deng (2012, [21]) or a spherically symmetric
distribution with q-exponential tails in Wang and Leng (2016, [34]). Such distribu-
tional assumptions are not necessary in establishing the sparsistency in Corollary
2.
5. Extension to interaction selection. Interaction selection has become pop-
ular in recent literature, including Bien et al. (2013, [1]), Lim and Hastie (2015,
[16]), Hao et al. (2018, [10]), She et al. (2018, [22]) and Kong et al. (2017, [13]).
In these work, the true regression function is assumed to be a quadratic model
f∗(x) =
∑p0
l=1 β
∗
l x
l +
∑p0
l,k=1 γ
∗
lkx
lxk. A strong heredity is often assumed, re-
quiring that if an interaction effect xlxk is included in the model, then both main
effects xl and xk must be included as well.
We now extend the proposed algorithm to identify the truly informative inter-
action terms without assuming the quadratic model. Following the idea in Section
2, the true interaction effects can be defined as those with nonzero second-order
gradient function g∗lk(x) = ∂
2f∗(x)/∂xl∂xk. Note that a nonzero second-order
gradient function g∗lk(x) implies that both g
∗
l (x) and g
∗
k(x) are also nonzero, and
thus the strong heredity is automatically satisfied. Specifically, given the true active
set A∗, we denote
A∗2 =
{
l ∈ A∗ : ‖g∗lk‖2 > 0, for some k ∈ A∗
}
,
which contains the variables that contribute to the interaction effects in f∗. Further,
let A∗1 = A∗ \ A∗2, which contains the variables that contribute to the main effects
of f∗ only. Therefore, the main goal of interaction selection is to estimate both A∗1
and A∗2.
First, let K(·, ·) be a forth-order differentiable kernel function, then it follows
from Lemma 1 in the Appendix that for any f ∈ HK ,
glk(x) =
∂2f(x)
∂xl∂xk
= 〈f, ∂lkKx〉K ≤ ‖∂lkKx‖K‖f‖K ,
where ∂lkKx =
∂2K(x,·)
∂xl∂xk
. Then, given f̂ from (2.1), its second-order gradient func-
tion is
ĝlk(x) =
∂2f̂(x)
∂xl∂xk
= α̂T∂lkKn(x),
where ∂lkKn(x) =
∂Kn(x)
∂xl∂xk
. Its empirical norm is ‖ĝlk‖2n = 1n
∑n
i=1
(
ĝlk(xi)
)2.
With some pre-defined thresholding value vintn , the estimated A1 and A2 are set as
Â2 =
{
l ∈ Â : ‖ĝlk‖2n > vintn , for some k ∈ Â
}
and Â1 = Â \ Â2,
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respectively. The following technical assumption is made to establish the interac-
tion selection consistency for the proposed algorithm.
Assumption 6: There exists some constant κ3 such that supx∈X ‖∂lkKx‖K ≤ κ3
for any l and k. Also, there exist some positive constants c5 and ξ3 > 2r−12r+1 such
that min
l,k∈A∗2
‖g∗lk‖22 > c5n−
2r−1
2(2r+1) (log n)ξ3 log p0.
Assumption 6 can be regarded as an extension of Assumptions 2 and 3 by re-
quiring the boundedness of the second-order gradients of Kx, and that the true
second-order gradient functions have sufficient information about the interaction
effects.
THEOREM 3. Suppose the assumptions of Theorem 2 and Assumption 6 are
met. Let P (Â 6= A∗) = ∆n. For any δn ≥ 4(σ2 + ‖f∗‖22)(log n)−2, with proba-
bility at least 1− δn −∆n, there holds
max
l,k∈Â
∣∣‖ĝlk‖2n − ‖g∗lk‖22∣∣ ≤ c6 log (8p20δn
)
n
− 2r−1
2(2r+1) (log n)
2r−1
2r+1 ,
where c6 = 4 max{κ23, ‖f∗‖2K , κ23‖f∗‖K}max{3κ1, 2
√
2κ23, ‖L−rK f∗‖2}
Theorem 3 shows that ‖ĝlk‖2n converges to ‖g∗lk‖22 with high probability, which
is crucial to establish the interaction selection consistency.
THEOREM 4. Suppose the assumptions of Theorem 3 are met. Let vintn =
c5
2 n
− 2r−1
2(2r+1) (log n)ξ3 log p0, there holds
P
(
Â2 = A∗2, Â1 = A∗1
)
→ 1, as n→∞.
Theorem 4 shows that the proposed interaction selection algorithm can exactly
detect the interaction structure with probability tending to 1. It is clear that the
algorithm can be extended to detect higher-order interaction effects, which is of
particular interest in some real applications (Ritchie et al., 2001, [19]).
6. Numerical experiments. In this section, the numerical performance of the
proposed algorithm is examined, and compared against some existing methods,
including the distance correlation screening (Li et al., 2012, [15]) and the quantile-
adaptive screening (He et al, 2013, [11]). As these two methods are designed for
screening only, they are also truncated by some thresholding values to conduct
variable selection. For simplicity, we denote these three methods as GM, DC-t and
QaSIS-t, respectively.
In all the simulation examples, no prior knowledge about the true regression
function is assumed, and the Gaussian kernel K(u,v) = exp{−‖u−v ‖2/2σ2n
}
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is used to induce the RKHS, where σn is set as the median of all the pairwise
distances among the training sample. The thresholding values for all the methods
are selected by the stability-based selection criterion (Sun et al., 2013, [29]). Its
key idea is to measure the stability of variable selection by randomly splitting the
training sample into two parts and comparing the disagreement between the two
estimated active sets. The maximization of the stability criterion is conducted via
a grid search, where the grid is set as {10−3+0.1s : s = 0, ..., 60}.
6.1. Simulated examples. Two simulated examples are examined under vari-
ous scenarios.
Example 1: We first generate xi = (xi1, ..., xip)T with xij =
Wij+ηUi
1+η , where Wij
andUi are independently drawn fromU(−0.5, 0.5). The response yi is generated as
yi = f(xi)+i,where f∗(xi) = 6f1(xi1)+4f2(xi2)f3(xi3)+6f4(xi4)+5f5(xi5),
with f1(u) = u, f2(u) = 2u + 1, f3(u) = 2u − 1, f4(u) = 0.1 sin(piu) +
0.2 cos(piu)+0.3(sin(piu))2+0.4(cos(piu))3+0.5(sin(piu))3, f5(u) = sin(piu)/(2−
sin(piu)), and i’s are independently drawn from N(0, 1). Clearly, the first 5 vari-
ables are truly informative.
Example 2: The generating scheme is similar as Example 1, except that Wij and
Ui are independently drawn from U(0, 1) and f∗(x) = 20x1x2x3 + 5x24 + 5x5.
The first 5 variables are truly informative.
For each example, we consider scenarios with (n, p) = (400, 500), (400, 1000),
(500, 10000) and (500, 50000). For each scenario, η = 0 and η = 0.2 are ex-
amined. When η = 0, the variables are completely independent, whereas when
η = 0.2, correlation structure are added among the variables. Each scenario is
replicated 50 times. The averaged performance measures are summarized in Ta-
bles 1 and 2, where Size is the averaged number of selected informative variables,
TP is the number of truly informative variables selected, FP is the number of truly
uninformative variables selected, and C, U, O are the times of correct-fitting, under-
fitting, and over-fitting, respectively.
It is evident that GM outperforms the other methods in both examples. In Exam-
ple 1, GM is able to identify all the truly informative variables in most replications.
However, the other two methods tend to miss some truly informative variables,
probably due to the interaction effect between x2 and x3. In Example 2, with a
three-way interaction term involved in f∗(x), GM is still able to identify all the
truly informative variables with high accuracy, but the other two methods tend to
underfit by missing some truly informative variables in the interaction term. Note
that if we do not threshold DC and QaSIS, they tend to overfit almost in every
replication as both screening methods tend to keep a substantial amount of unin-
formative variables to attain the sure screening property. Furthermore, when the
correlation structure with η = 0.2 is considered, identifying the truly informative
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TABLE 1
The averaged performance measures of various methods in Example 1.
(n, p, η) Method Size TP FP C U O
(400,500,0) GM 5.10 5.00 0.10 45 0 5
QaSIS-t 4.48 4.48 0.00 28 22 0
DC-t 4.82 4.82 0.00 42 8 0
(400,1000,0) GM 5.16 5.00 0.16 42 0 8
QaSIS-t 4.24 4.24 0.00 17 33 0
DC-t 4.68 4.68 0.00 35 15 0
(500,10000,0) GM 5.00 5.00 0.00 50 0 0
QaSIS-t 4.28 4.28 0.00 24 26 0
DC-t 4.68 4.68 0.00 36 14 0
(500,50000,0) GM 5.08 4.98 0.10 44 1 5
QaSIS-t 4.08 4.08 0.00 18 32 0
DC-t 4.48 4.48 0.00 28 22 0
(400,500,0.2) GM 5.50 5.00 0.50 32 0 18
QaSIS-t 4.06 4.04 0.02 18 32 0
DC-t 4.72 4.70 0.02 40 9 1
(400,1000,0.2) GM 5.44 4.98 0.46 33 1 16
QaSIS-t 4.00 4.00 0.00 17 33 0
DC-t 4.64 4.64 0.00 36 14 0
(500,10000,0.2) GM 5.50 5.00 0.50 34 0 16
QaSIS-t 4.10 4.10 0.00 22 28 0
DC-t 4.56 4.56 0.00 35 15 0
(500,50000,0.2) GM 5.80 4.98 0.82 34 1 15
QaSIS-t 4.10 4.10 0.00 22 28 0
DC-t 4.66 4.66 0.00 36 14 0
variables becomes more difficult, yet GM still outperforms the other two competi-
tors in most scenarios.
6.2. Supermarket dataset. We now apply the proposed algorithm to a super-
market dataset in Wang (2009, [33]). The dataset is collected from a major super-
market located in northern China, consisting of daily sale records of p = 6398
products on n = 464 days. In this dataset, the response is the number of customers
on each day, and the variables are the daily sale volumes of each product. The pri-
mary interest is to identify the products whose sale volumes are related with the
number of customers, and then to design sale strategies based on those products.
The dataset is pre-processed so that both the response and predictors have zero
mean and unit variance.
In addition to GM, DC-t and QaSIS-t, we also include the original DC and Qa-
SIS without thresholding, which keep the first [n/ log n] variables to assure the sure
screening property. As the truly informative variables are unknown for the super-
market dataset, we report the prediction performance of each method. Specifically,
the supermarket dataset is randomly split into two parts, with 164 observations
for testing and the remaining for training. We first apply each method to the full
dataset to select the informative variables, and then refit a kernel ridge regression
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TABLE 2
The averaged performance measures of various methods in Example 2.
(n, p, η) Method Size TP FP C U O
(400,500,0) GM 4.98 4.98 0.00 49 1 0
QaSIS-t 4.26 4.26 0.00 22 28 0
DC-t 4.92 4.92 0.00 48 2 0
(400,1000,0) GM 5.00 5.00 0.00 50 0 0
QaSIS-t 4.04 4.04 0.0 20 30 0
DC-t 4.96 4.96 0.00 48 2 0
(500,10000,0) GM 4.96 4.96 0.00 48 2 0
QaSIS-t 3.82 3.82 0.00 13 37 0
DC-t 4.92 4.92 0.00 46 4 0
(500,50000,0) GM 4.94 4.94 0.00 47 3 0
QaSIS-t 3.04 3.04 0.00 8 42 0
DC-t 4.66 4.66 0.00 38 12 0
(400,500,0.2) GM 5.00 5.00 0.00 50 0 0
QaSIS-t 4.16 4.14 0.02 20 30 0
DC-t 4.92 4.92 0.00 47 3 0
(400,1000,0.2) GM 5.00 5.00 0.00 50 0 0
QaSIS-t 4.24 4.24 0.00 25 25 0
DC-t 4.98 4.98 0.00 49 1 0
(500,10000,0.2) GM 4.98 4.98 0.00 49 1 0
QaSIS-t 3.86 3.86 0.00 17 33 0
DC-t 4.90 4.90 0.00 46 0 0
(500,50000,0.2) GM 4.94 4.94 0.00 47 3 0
QaSIS-t 3.16 3.16 0.00 7 43 0
DC-t 4.92 4.92 0.00 46 4 0
model with the selected variables for each method on the training set. The predic-
tion performance of each ridge regression model is measured on the testing set.
The procedure is replicated 1000 times, and the number of selected variables and
the averaged prediction errors are summarized in Table 3.
TABLE 3
The number of selected variables as well as the corresponding averaged prediction errors by
various methods in the supermarket dataset.
Dataset Method Size Testing error (Std)
GM 10 0.3688 (0.0016)
QaSIS-t 7 0.3740 (0.0016)
DC-t 7 0.3882 (0.0016)
QaSIS 75 0.3819 (0.0016)
DC 75 0.3982 (0.0017)
As Table 3 shows, GM selects 10 variables, whereas DC-t and QaSIS-t select 7
variables and DC and QaSIS select 75 variables. The average prediction error of
GM is smaller than that of the other four methods, implying that DC-t and QaSIS-t
may miss some truly informative variables that deteriorate their prediction accu-
racy, and DC and QaSIS may include too many noise variables. Precisely, among
the 10 selected variables by GM, X14, X18, X42, X56 and X75 are missed by both
SCALABLE KERNEL-BASED VARIABLE SELECTION 15
DC-t and QaSIS-t. The scatter plots of the response against these five variables are
presented in Figure 1.
Fig 1: The scatter plots of the response against a number of selected variables by GM in the supermarket
dataset. The solid lines are the fitted curve by local smoothing, and the dashed lines are the fitted mean plus or
minus one standard deviation.
(a) (b)
(c) (d)
(e)
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It is evident that the response and these variables have showed some clear rela-
tionship, which supports the advantage of GM in identifying the truly informative
variables.
7. Lemmas and technical proofs. To be self-contained, we first give a special
case of Theorem 1 in Zhou (2007, [39]) as a lemma on the smooth RKHS below,
which plays an important role for the subsequent analysis. Its proof follows directly
from that of Theorem 1 in Zhou (2007, [39]) and thus omitted here.
LEMMA 1. Let K : X × X → R be a Mercer kernel such that K ∈ C4(X ×
X ), where C4 is a class of functions whose fourth derivative is continuous. Then
the following statements hold:
(a) For any x ∈ X , ∂lKx, ∂lkKx ∈ HK , for any l, k = 1, ..., pn.
(b) A derivative reproducing property holds true; that is, for any f ∈ HK ,
∂lf(x) = 〈f, ∂lKx〉K , and ∂lkf(x) = 〈f, ∂lkKx〉K .
We now start the proof of Theorem 1 with a proposition, which is crucial to
establish the estimation consistency of the proposed algorithm.
PROPOSITION 1. Suppose Assumption 2 is met and |y| ≤ Mn. Let f˜ be the
minimizer of Eλn(f) = E(y− f(x))2 +λn‖f‖2K inHK . Then for any δn ∈ (0, 1),
with probability at least 1− δn, there holds
‖f̂ − f˜‖K ≤ 6κ1Mn
λnn1/2
log
2
δn
.
Proof of Proposition 1: Define the sample operators Sx : HK → Rn and STx :
Rn → R as
Sx(f) = (f(x1), ..., f(xn))T and STx c =
n∑
i=1
ciKxi .
Then solving (2.1) is equivalent to solve
f̂ = argmin
f∈HK
1
n
yT y− 2
n
〈
f, STx y
〉
K
+
1
n
〈f,STx Sxf〉K + λ〈f, f〉K ,
where y = (y1, ..., yn)T , and hence that
f̂ =
(
1
n
STx Sx + λnI
)−1 1
n
STx y.
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Similarly, the minimizer of Eλn(f) inHK must have the form
f˜ = (LK + λnI)
−1 LKf∗.
Therefore, we have
f̂ − f˜ = ( 1
n
STx Sx + λn I
)−1( 1
n
STx y −
1
n
STx Sxf˜ − λnf˜
)
=
( 1
n
STx Sx + λn I
)−1( 1
n
n∑
i=1
(
yi − f˜(xi)
)
Kxi − LK
(
f∗ − f˜)),
and its RKHS-norm can be upper bounded as
‖f̂ − f˜‖K ≤ λ−1n
∥∥∥ 1
n
n∑
i=1
(
yi − f˜(xi)Kxi − LK
(
f∗ − f˜)∥∥∥
K
= ∆1.
To bound ∆1, denote ξ =
(
y− f˜(x))Kx, and it follows from Assumption 2 and
direct calculation that
Eξ = LK
(
f∗ − f˜), ‖ξ‖K ≤ κ1(Mn + ‖f˜‖∞),
E(‖ξ‖2K) ≤ κ21
∫ (
y − f˜(x))2dρx,y.
By Lemma 2 of Smale and Zhou (2005, [25]) and Assumption 2, with probability
at least 1− δn, there holds
∆1 ≤ 2n−1κ1 log 2
δn
(Mn + ‖f˜‖∞)+
n−1/2κ1
(
2 log
2
δn
)1/2(∫ (
y − f˜(x))2dρx,y)1/2.
For ‖f˜‖∞, by the definition of f˜ , we have
‖f˜ − f∗‖22 + λn‖f˜‖2K ≤ ‖0− f∗‖22 + λn‖0‖2K ≤ ‖f∗‖22 ,(7.1)
where ‖f∗‖22 is a bounded quantity. Hence, there holds
‖f˜‖∞ ≤ κ1‖f˜‖K ≤ κ1λ−1/2n ‖f∗‖2.(7.2)
For
∫ (
y − f˜(x))2dρx,y, note that∫ (
y − f(x))2dρx,y − ∫ (y − f∗(x))2dρx,y = ‖f − f∗‖22,
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for any f . Substituting f = 0 and f = f˜ yield that∫ (
y − f∗(x))2dρx,y + ‖f∗‖22 = ∫ y2dρx,y ≤M2n,(7.3) ∫ (
y − f˜(x))2dρx,y = ‖f˜ − f∗‖22 + ∫ (y − f∗(x))2dρx,y ≤ 2M2n,(7.4)
where the last inequality follows from (7.1) and (7.3).
Combing (7.2) and (7.4), we have with probability at least 1− δn that
∆1 ≤ 2n−1κ1 log 2
δn
Mn(1 + κ1λ
−1/2
n ) + 2n
−1/2κ1
(
log
2
δn
)1/2
Mn
≤ 2κ1Mn
n
log
2
δn
+
2κ1Mn
n1/2
log
2
δn
κ1
λ
1/2
n n1/2
+
2κ1Mn
n1/2
(
log
2
δn
)1/2
.
Note that when κ1
λ
1/2
n n1/2
≤ (3 log( 2δn ))−1, the above upper bound simplifies to
‖f̂ − f˜‖K ≤ λ−1n ∆1 ≤
6κ1Mn
λnn1/2
log
2
δn
.
When κ1
λ
1/2
n n1/2
> 13
(
log 2δn
)−1, we have
‖f̂ − f˜‖K ≤ ‖f̂‖K + ‖f˜‖K ≤ 2Mn
λ
1/2
n
≤ 6κ1Mn
λnn1/2
log
2
δn
,
where the second inequality follows from (7.2), (7.3) and the definition of f̂ that
1
n
∑n
i=1(yi− f̂(xi))2+λn‖f̂‖2K ≤ 1n
∑n
i=1 y
2
i ≤M2n. The desired inequality then
follows immediately. 
Proof of Theorem 1. For simplicity, we denote
C1 =
{
‖f̂ − f∗‖K ≥ 2 log 8
δn
(
3κ1 log n
n1/2λn
+ λr−1/2n ‖L−rK f∗‖2
)}
.
Then P (C1) can be decomposed as
P (C1) = P (C1 ∩ {|y| > log n}) + P (C1 ∩ {|y| ≤ log n})
≤ P (|y| > log n) + P (C1 | {|y| ≤ log n}) = P1 + P2.
By Markov’s inequality,P1 = P (|y| > log n) ≤ (log n)−2 E(|y|2), where E(y2) ≤
E2 + E|f∗(x)|2 ≤ σ2 + ‖f∗‖22.
For P2, note that
‖f̂ − f∗‖K ≤ ‖f̂ − f˜‖K + ‖f˜ − f∗‖K .
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We first bound ‖f˜ − f∗‖K following the similar treatment as in Smale and Zhou
(2005, [25]). Suppose {µi, ei}i≥1 are the normalized eigenpairs of the integral op-
erator LK : L2(X , ρx) → L2(X , ρx), we have L1/2K ei = µ1/2i ei ∈ HK and
‖µ1/2i ei‖K = 1 when µi > 0. Thus by Assumption 1, there exists some function
h =
∑
i≥1〈h, ei〉2ei ∈ L2(X , ρx) such that f∗ = LrKh =
∑
i≥1 µ
r
i 〈h, ei〉2ei ∈
HK . Directly calculation yields to
f˜ − f∗ = (LK + λn I )−1LKf∗ − f∗ = (LK + λn I )−1(− λnf∗)
= −
∑
i≥1
λn
λn + µi
µri 〈h, ei〉2ei.
Therefore, the RKHS-norm of f˜ − f∗ can be bounded as∥∥f˜ − f∗∥∥2
K
=
∑
i≥1
( λn
λn + µi
µ
r−1/2
i 〈h, ei〉2
)2‖µ1/2i ei‖2K
=
∑
i≥1
( λn
λn + µi
µ
r−1/2
i 〈h, ei〉2
)2
= λ2r−1n
∑
i≥1
( λn
λn + µi
)3−2r( µi
λn + µi
)2r−1〈h, ei〉22
≤ λ2r−1n
∑
i≥1〈h, ei〉
2
2 = λ
2r−1
n ‖h‖22 = λ2r−1n ‖L−rK f∗‖22.(7.5)
It then follows from Proposition 1 that
P2 ≤ P
(
‖f̂ − f˜‖K ≥ 6κ1 log n
λnn1/2
log
8
δn
| {|y| ≤ log n}
)
≤ δn/4.
Combining the upper bounds of P1 and P2 yields that P (C1) ≤ δn/4 + (σ2 +
‖f∗‖22)(log n)−2. Since δn ≥ 4(σ2 + ‖f∗‖22)(log n)−2, we have P (C1) ≤ δn/2.
Thus, with probability at least 1− δn/2, there holds
‖f̂ − f∗‖K ≤ 2 log 8
δn
(
3κ1 log n
n1/2λn
+ λr−1/2n ‖L−rK f∗‖2
)
.
Now we turn to establish the weak convergence rate of ĝl in estimating g∗l .
We first introduce some notations. Define the sample operators for gradients D̂l :
HK → Rn and their adjoint operators D̂∗l : Rn → HK as
(D̂lf)i =
〈
f, ∂lKxi〉K and D̂∗l c =
1
n
n∑
i=1
∂lKxici,
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respectively. And the integral operators for gradients Dl : HK → L2(ρx,X ) and
D∗l : L2(ρx,X )→ HK are defined as
Dlf = 〈f, ∂lKx〉K and D∗l f =
∫
∂lKxf(x)dρx.
Note that Dl and D̂l are the Hilbert-Schimdt operators by Propositions 12 and 13
of Rosasco et al. (2013, [20]), then we have
D∗lDlf =
∫
∂lKxgl(x)dρx and D̂∗l D̂lf =
1
n
n∑
i=1
∂lKxigl(xi).
Furthermore, we denote HS(K) as a Hilbert space with all the Hilbert-Schmidt
operators on HK , which endows with a norm ‖ · ‖HS such that ‖T‖K ≤ ‖T‖HS
for any T ∈ HS(K).
With these operators, simple algebra yields that∣∣‖ĝl‖2n − ‖g∗l ‖22∣∣
=
∣∣∣ 1
n
n∑
i=1
(ĝl(xi))
2 −
∫
(g∗l (x))
2 dρx
∣∣∣
=
∣∣∣ 1
n
n∑
i=1
ĝl(xi)
〈
f̂ , ∂lKxi
〉
K
−
∫
g∗l (x) 〈f∗, ∂lKx〉K dρx
∣∣∣
=
∣∣∣〈f̂ , 1
n
n∑
i=1
ĝl(xi)∂lKxi
〉
K
− 〈f∗,∫ g∗l (x)∂lKxdρx〉K∣∣∣
=
∣∣∣〈f̂ − f∗, D̂∗l D̂lf̂〉K + 〈f∗, D̂∗l D̂l(f̂ − f∗)〉K + 〈f∗, (D̂∗l D̂l −D∗lDl)f∗〉K∣∣∣
=
∣∣∣〈f̂ − f∗, D̂∗l D̂l(f̂ − f∗)〉K + 〈D̂∗l D̂lf∗, f̂ − f∗〉K+〈
f∗, D̂∗l D̂l(f̂ − f∗)
〉
K
+
〈
f∗, (D̂∗l D̂l −D∗lDl)f∗
〉
K
∣∣∣
≤ ‖f̂ − f∗‖2K‖D̂∗l D̂l‖HS + 2‖f̂ − f∗‖K‖f∗‖K‖D̂∗l D̂l‖HS+
‖D̂∗l D̂l −D∗lDl‖HS‖f∗‖2K ,
where the last inequality follows from the Cauthy-Schwartz inequality. It then suf-
fices to bound the terms in the upper bound of
∣∣‖ĝl‖2n − ‖g∗l ‖22∣∣ separately. Note
that ‖f∗‖K is a bounded quantity, and it follows from Assumption 2 and Rosasco
et al. (2013, [20]) that maxl
∥∥D̂∗l D̂l∥∥HS = maxl ‖∂lKx‖2K ≤ κ22. Hence, we have
max
1≤l≤pn
∣∣‖ĝl‖2n − ‖g∗l ‖22∣∣
≤ a1
(
‖f̂ − f∗‖2K + 2‖f̂ − f∗‖K + max
1≤l≤pn
‖D̂∗l D̂l −D∗lDl‖HS
)
,
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where a1 = max{κ22, κ22‖f∗‖K , ‖f∗‖2K}. When ‖f̂ − f∗‖K is sufficiently small,
the upper bound can be simplified to
max
1≤l≤pn
∣∣‖ĝl‖2n − ‖g∗l ‖22∣∣ ≤ a1(3‖f̂ − f∗‖K + max
1≤l≤pn
‖D̂∗l D̂l −D∗lDl‖HS
)
,
where ‖f̂ − f∗‖K is bounded in the first half of the proof. Furthermore, for any
n ∈ (0, 1), by the concentration inequalities for HS(K) (Rosasco et al., 2013,
[20]), we have
P
(∥∥D̂∗l D̂l −D∗lDl∥∥HS ≥ n) ≤ 2pn exp(− n2n8κ42
)
,
for any l = 1, . . . , pn. Therefore, with probability at least 1− δn/2, there holds
max
1≤l≤pn
∥∥D̂∗l D̂l −D∗lDl∥∥HS ≤ (8κ42n log 4pnδn
)1/2
.
Combining all the upper bounds above, we have with probability at least 1− δn,
there holds
max
1≤l≤pn
∣∣∣‖ĝl‖2n − ‖g∗l ‖22∣∣∣
≤ 2a1
(
3 log
8
δn
(3κ1 log n
n1/2λn
+ λr−1/2n ‖L−rK f∗‖2
)
+
(2κ42
n
log
4pn
δn
)1/2)
.
This implies the desired results immediately with λn = n
− 1
2r+1 (log n)
2
2r+1 . 
Proof of Theorem 2: We first show that A∗ ⊂ Â in probability. If not, suppose
there exists some l′ ∈ A∗ but l′ /∈ Â, and thus ‖ĝl′‖2n ≤ vn. By Assumption 3, we
have with probability 1− δn that∣∣‖ĝl′‖2n − ‖g∗l′‖22∣∣ ≥ ‖g∗l′‖22 − ‖ĝl′‖2n > c2n− (2r−1)2(2r+1) log pn(log n)ξ1 − vn
=
c2
2
n
− (2r−1)
2(2r+1) log pn(log n)
ξ1 ,
which contradicts with Theorem 1. This implies that A∗ ⊂ Â with probability at
least 1− δn.
Next, we show that Â ⊂ A∗ in probability. If not, suppose there exists some
l′ ∈ Â but l′ /∈ A∗, which implies ‖ĝl′‖2n > vn but ‖g∗l′‖22 = 0, and then with
probability at least 1− δn, there holds∣∣‖ĝl′‖2n − ‖g∗l′‖22∣∣ > vn = c22 n− (2r−1)2(2r+1) log pn(log n)ξ1 .
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This contradicts with Theorem 1 again, and thus Â ⊂ A∗ with probability at least
1− δn. Combining these two results yields the desired sparsistency. 
Proof of Corollary 1: Corollary 1 is a direct application of Theorem 1 for the
scaled linear kernel K(x,u) = xTu/pn, and we just need to verify the assump-
tions of Theorem 1. In fact, Assumption 4 implies that E(xxT ) is invertible, and
thus Assumption 1 is satisfied for the scaled linear kernel with r = 1. Assumption
2 is also satisfied due to the fact that supx∈X ‖Kx‖K = p−1/2n ‖x‖ is bounded on a
compact support X ⊂ Rpn . Furthermore,
‖L−1K f∗‖2 = ‖(E x˜x˜T )−1β˜
∗‖2 = (β˜∗T (ExxT /pn)−1β˜∗)1/2
≤ p−1/2n λmin(E(xxT )/pn)−1/2‖β∗‖ = O(p−1/2n n(τ1+τ2)/2).
The desired result then follows from Theorem 1 immediately. 
Proof of Corollary 2: First, note that A∗ = {l : β˜∗l 6= 0} and Âvn = {l :
|βˇl| > p−1/2n vn} with βˇl = p−1/2n β̂l. Clearly, (4.3) directly implies that for any
l = 1, ..., pn, with probability at least 1− δn, there holds
|βˇl − β˜∗l | ≤ 2c3 log
4
δn
p−1/3n n
− 1−2(τ1+τ2)
6 (log n)1/3.
Therefore, following the proof of Theorem 2 and vn = c42 p
1/6
n n
− 1−2(τ1+τ2)
6 (log n)ξ2 ,
we have P (Âvn = A∗)→ 1. 
Proof of Theorem 3: For simplicity, denote
C2 =
{
max
l,k∈Â
∣∣‖ĝlk‖2n − ‖g∗lk‖22∣∣ > c6( log 8p20δn
)
n
− (2r−1)
2(2r+1) (log n)
2r−1
2r+1
}
.
Note that P (C2) can be decomposed as
P (C2) = P
(C2 ∩ {Â = A∗})+ P (C2 ∩ {Â 6= A∗})
≤ P (Â 6= A∗)+ P (C2|Â = A∗)P (Â = A∗) = ∆n + P3(1−∆n),
where ∆n → 0 according to Theorem 2, and P3 can be bounded as follows.
To bound P3, we first introduce some additional notations. Denote the operators
for the second-order gradients as
D∗lkDlkf =
∫
∂2lkKxglk(x)dρx and D̂
∗
lkD̂lkf =
1
n
n∑
i=1
∂2lkKxi ĝlk(xi),
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where ∂2lkKx =
∂2K(x,·)
∂xl∂xk
. Hence, for any l, k ∈ A∗, we have∣∣‖ĝlk‖2n − ‖g∗lk‖22∣∣
=
∣∣∣ 1
n
n∑
i=1
(
ĝlk(xi)
)2 − ∫ (g∗lk(x))2dρx∣∣∣
=
∣∣∣ 1
n
n∑
i=1
ĝlk(xi)
〈
f̂ , ∂2lkKxi
〉
K
−
∫
g∗lk(x)
〈
f∗, ∂2lkKx
〉
K
dρx
∣∣∣
=
∣∣∣〈f̂ , D̂∗lkD̂lkf̂〉K + 〈f∗, D∗lkDlkf∗〉K∣∣∣
=
∣∣∣〈f̂ − f∗, D̂∗lkD̂lk(f̂ − f∗)〉K + 2〈f∗, D̂∗lkD̂lk(f̂ − f∗)〉K+〈
f∗, (D̂∗lkD̂lk −D∗lkIlk)f∗
〉
K
∣∣∣
≤ κ23‖f̂ − f∗‖2K + 2κ3‖f∗‖K‖f̂ − f∗‖K + ‖f∗‖2K‖D̂∗lkD̂lk −D∗lkDlk‖HS ,
where the last inequality follows from the Cauthy-Schwartz inequality.
Note that ‖f∗‖K is bounded, and Dlk and D̂lk are Hilbert-Schmidt operators on
HK by Assumption 6 and a slightly modified proof of Proposition 6 in Vito et al.
(2005, [31]). It then follows from Rosasco et al. (2013, [20]) that maxl,k∈A∗ ‖D̂∗lkD̂lk‖HS ≤
κ23. Hence, conditional on Â = A∗, we have
max
l,k∈A∗
∣∣‖ĝlk‖2n − ‖g∗lk‖22∣∣
≤ a2
(
‖f̂ − f∗‖2K + 2‖f̂ − f∗‖K + max
l,k∈A∗
‖D̂∗lkD̂lk −D∗lkDlk‖HS
)
≤ a2
(
3‖f̂ − f∗‖K + max
l,k∈A∗
‖D̂∗lkD̂lk −D∗lkDlk‖HS
)
,
where a2 = max{κ23, ‖f∗‖2K , κ23‖f∗‖K}, and the second inequality holds when
‖f̂ − f∗‖2K is sufficiently small. Here ‖f̂ − f∗‖K is bounded in Theorem 1. More-
over, for any n ∈ (0, 1) and l, k ∈ A∗, by the concentration inequalities inHS(K)
onHK (Rosasco et al., 2013, [20]), we have
P
(
‖D̂∗lkD̂lk −D∗lkDlk‖HS ≥ n
)
≤ 2 exp
(
− n
2
n
8κ43
)
.
Let n =
(8κ43
n log
4
δn
)1/2, then with probability at least 1− δn/2, there holds
max
l,k∈A∗
∥∥D̂∗lkD̂lk −D∗lkDlk∥∥HS ≤ (8κ43n log 4p20δn
)1/2
.
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Therefore, conditional on Â = A∗, we have with probability at least 1 − δn,
there holds
max
l,k∈Â
∣∣‖ĝlk‖2n − ‖g∗lk‖22∣∣
≤ a2
(
3 log
8
δn
(3κ1 log n
n1/2λn
+ λr−1/2n ‖L−rK f∗‖2
)
+
(8κ43
n
log
4p20
δn
)1/2)
.
Furthermore, with λn = n
− 1
2r+1 (log n)
2
2r+1 , the upper bound reduces to
max
l,k∈Â
∣∣‖ĝlk‖2n − ‖g∗lk‖22∣∣ ≤ c6( log 8p20δn
)
n
− (2r−1)
2(2r+1) (log n)
2r−1
2r+1 ,
where c6 is given in Theorem 3, and hence that P3 ≤ δn. Therefore, P (C2) ≤
∆n + δn(1−∆n) ≤ ∆n + δn, and the desired result follows immediately. 
Proof of Theorem 4: Note that
P
(
Â2 = A∗2, Â1 = A∗1
)
= P
(
Â2 = A∗2, Â1 = A∗1, Â = A∗
)
= P
(
Â2 = A∗2, Â1 = A∗1|Â = A∗
)
P
(
Â = A∗
)
≥
(
1− P
(
Â2 6= A∗2|Â = A∗
)
− P
(
Â1 6= A∗1|Â = A∗
))
P
(
Â = A∗
)
=
(
1− 2P
(
Â2 6= A∗2|Â = A∗
))
(1−∆n),
where the last equality follows from the fact that Â1 ∩ Â2 = A∗1 ∩ A∗2 = ∅, and
then {Â1 6= A∗1} = {Â2 6= A∗2} given Â = A∗. By Theorem 2, ∆n → 0 as n
diverges. Therefore, it suffices to show P (Â2 6= A∗2|Â = A∗)→ 0 as n diverges.
We first show that A∗2 ⊂ Â2 in probability conditional on Â = A∗. If not,
suppose that there exists some l′ ∈ A∗2, which directly implies that ‖g∗l′k‖22 >
c5n
− (2r−1)
2(2r+1) log p0(log n)
ξ3 , for some k ∈ A∗ but l′ /∈ Â2, and thus ‖ĝl′k‖2n ≤ vintn .
By Assumption 6, we have with probability at least 1−∆n − δn that∣∣∣‖ĝl′k‖2n − ‖g∗l′k‖22∣∣∣ ≥ ‖g∗l′k‖22 − ‖ĝl′k‖2n > c52 n− (2r−1)2(2r+1) log p0(log n)ξ3 ,
which contradicts with Theorem 3. This implies that conditional on Â = A∗,A∗2 ⊂
Â2 with probability at least 1−∆n − δn.
Next, we show that Â2 ⊂ A∗2 in probability conditional on Â = A∗. If not,
suppose there exists some l′ ∈ Â2 but l′ /∈ A∗2, which implies ‖ĝl′k‖2n > vintn for
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some k ∈ ÂQ but ‖g∗l′k‖22 = 0. Then with probability at least 1 −∆n − δn, there
holds ∣∣∣‖ĝl′k‖2n − ‖g∗l′k‖22∣∣∣ = ‖ĝl′k‖2n > c52 n− (2r−1)2(2r+1) log p0(log n)ξ3 ,
which contradicts with Theorem 3 again. Therefore, conditional on Â = A∗, Â2 ⊂
A∗2 with probability at least 1−∆n − δn.
Combining these two results yields that P (Â2 = A∗2|Â = A∗) ≥ 1 − 2∆n −
2δn, or equivalently, P
(Â2 6= A∗2|Â = A∗) ≤ 2∆n + 2δn → 0. The desired
sparsistency then follows immediately. 
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