ABSTRACT Multi-view data represented in multiple views contains more complementary information than a single view, whereby multi-view learning explores and utilizes the multi-view data. In general, most existing multi-view learning methods consider the correlation between multiple views. However, the relationship between classes and views which is also important in multi-view learning has never been involved in the existing works. In this paper, we propose a fast and effective multi-view nearest-subspace classifier (MV-NSC) by taking advantage of both the two relationships simultaneously. MV-NSC consists of four main parts: 1) projection residual, 2) view-dependent class separability, 3) view similarity, and 4) final decision. The last part combines the first three parts in one final decision matrix, while the first three parts utilize the information of the multi-view data in various aspects. Our proposed method is evaluated on four benchmark datasets and compared with seven other classifiers including both multi-and single-view algorithms. According to the experimental results, it shows that our proposed method is effective, efficient, and robust in multi-view classification.
I. INTRODUCTION
With the development of multimedia technology, data can be represented in various views. For example, a person can be represented and recognized via his/her facial image, palm print, fingerprint, and so on. Video on the other hand has two kinds of views which are image stream and audio stream, while texture and color features can be utilized in object detection.
Compared with single view data, multi-view data contains more complementary information [1] . Hence, the usage of multi-view data is more efficient than single view data. The research exploring multi-view data is multi-view learning. Multi-view learning has been utilized in many applications, such as face recognition [2] , object detection [3] , image classification [4] , speech recognition [5] , etc.
Most existing multi-view classification methods [2] , [3] , [5] have obtained satisfactory performances through exploiting the correlation between different views. Most existing
The associate editor coordinating the review of this manuscript and approving it for publication was Zahid Akhtar. multi-view classifiers only considered the correlation between various views, but ignored the relationship between classes and views. However, ignoring the relationships between classes and views, using the same views for different subjects is not logical. For instance, the key character of the male sika deer is the antler shape and stripes are the main physical attribute of the zebra. Therefore, it is efficient to use shape features (view) to recognize the male sika deer and apply color features (view) to recognize the zebra. Hence, the relationship between classes and views should also be involved in multi-view classification. To our best knowledge, there are no related works considering this type of relationship in multi-view learning. In addition, no multi-view classifier related with Nearest-Subspace Classifier (NSC) [6] has been proposed, where NSC is a simple and effective linear algorithm in image classification. NSC calculates the distance between the test sample and the subspace of each class and labels it as the class with the nearest subspace.
Given these facts, this paper proposes a novel multi-view classifier based on NSC considering both of the correlation between different views and the relationship between classes and views. Our proposed method named Multi-View NSC (MV-NSC) includes four main parts: (I) projection residual, (II) view-dependent class separability, (III) view similarity, and (IV) final decision. In the first part, the distance between the test sample and the training data subspace from each view and each class is calculated. In every view, the correct training class subspace should have the minimal projection residual (distance) with the test sample. The distance matrix computed in the first part is the base of our algorithm. It is well known that class separability affects the classification performance [7] . Therefore, a view-dependent class separability matrix is computed from the training data and involved in MV-NSC. This matrix takes advantage of the relationship between classes and views, which makes the discriminant view of the class have a larger weight in the final decision matrix. For the third part of MV-NSC, the similarity of various views is measured based on the distances between different view coefficients. Each view coefficient of the training data on the test sample is solved by the Collaborative Representation based Classifier (CRC) [8] . The fourth part combines the first three parts in one final decision matrix and labels the test sample to the class with the minimal distance.
There are three main contributions in our paper: 1) The relationship between classes and views is considered for the first time in the multi-view classification. In multi-view classification, not only is the correlation between multiple views the key aspect, but also the relationship between classes and views is also important. 2) A multi-view classifier based on NSC is proposed for the first time. NSC is a simple and efficient algorithm in linear classification. MV-NSC takes advantage of the simplicity and effectiveness of NSC to construct a base matrix.
3) The proposed method is applied in four public datasets.
The experimental results demonstrate that our proposed method is more effective and efficient in multiview classification compared with the state-of-the-art methods.
In order to show the equations clearly, some commonly used notations are described in the following: the training dataset from C classes is indicated as X = [X 1 , X 2 , . . . , X C ] ∈ R d×N , where d is the feature dimensionality and N is the size of the training dataset. The organization for the rest of this paper is as follows. The related works in multi-view learning, NSC, and CRC are introduced in Section II. Section III describes our proposed method followed by the experimental results given in Section IV. Finally, Section V concludes this paper.
II. RELATED WORKS
The section first represents the related works in multi-view learning from four main categories. Next, the NSC and the CRC utilized in our proposed method are introduced in Sections II-B and II-C, respectively.
A. MULTI-VIEW LEARNING
The main goal of the multi-view learning is exploring the correlation among various views. Recently, many techniques to implement multi-view learning have been developed and proposed. These algorithms can be categorized into four main families: (I) co-training, (II) multiple kernel learning, (III) subspace learning based approaches, and (IV) linear representation based approaches.
Co-training [9] was proposed in 1998 and is one of the earliest multi-view learning methods. Co-training was applied in two-view semi-supervised classification at the beginning. In co-training, two classifiers are trained separability on each view, and then the new labeled samples identified by each classifier are added to the training set of the other. In 2000, Nigam and Ghani [10] analyzed the effectiveness and applicability of co-training via comparing the differences between Expectation-Maximization (EM) and co-training. In 2005 [11] , a co-regularization framework where classifiers are learned in each view through forms of multi-view regularization was developed. Co-testing [12] was proposed as the first approach which combined multi-view learning and active learning. A Bayesian undirected graphical model for co-training, which is a novel co-training kernel for Gaussian process classifiers was proposed in [13] and this approach can also handle data samples with missing views. Wang and Zhou [14] presented a new analysis on co-training and found the sufficient and necessary condition for co-training to succeed. However, the performances of most of the existing co-training algorithms rely on two basic assumptions: (1) the compatibility assumption that the target functions in each view agree with the labels of most samples and (2) the independence assumption that the views are independent given the class label. However, the independence assumption is critical, but too strong to be satisfied in practical applications.
Multiple Kernel Learning (MKL) was firstly established in [15] and [16] and obtained good generalization in controlling the search space capacity of various kernel matrices. As the multiple kernels of MKL algorithms naturally correspond to different views of the multi-view data, many MKL algorithms combining kernels either linearly or non-linearly have been proposed to solve multi-view problems [17] . The original MKL algorithms [15] , [16] need several iterations to achieve a reasonable solution, some more efficient and faster solutions [18] were proposed to address this problem. Gönen and Alpaydin [19] proposed a localized MKL (LMKL) algorithm using a gating model for selecting the appropriate kernel function locally. A non-linear combination of kernels was utilized in some MKL methods [20] . The general MKL models used l 1 -norm to obtain sparse MKL. Recently, some non-sparse MKL algorithms with other norms (such as l p -norms with p ≥ 1 [21] and (r, p)-norm [22] ) were explored and developed. MKL has been combined with many other techniques: transfer learning [23] , fuzzy clustering [24] , online learning [25] , deep learning [26] , collaborative representation based classifier (CRC) [27] , and so on.
Subspace learning based approaches assume that the multiple views are generated from a latent subspace, and this type of algorithms aim to learn this latent subspace shared by the various views [17] . In this learned subspace, most subsequent tasks such as classification and clustering are directly conducted. In 1936, Harold [28] proposed canonical correlation analysis (CCA) learning a shared subspace where the correlation between two views is maximized, which is a typical two-view subspace learning model. Rupnik and ShaweTalyor [29] extended CCA to a multi-view CCA (MCCA), handling the data with more than two views via maximizing the sum of the canonical correlation between two views. In recent years, many extensions of CCA have been proposed, such as kernel CCA [30] , sparse CCA [31] , deep CCA [32] , etc. Multiview Linear Discriminant Analysis (MLDA) [33] can be regarded as a combination of CCA and LDA. It simultaneously maximized the discrimination in each view and the correlation between two views. Uncorrelated LDA (ULDA) is an extension of LDA via adding some constraints into the objective function of LDA, Multiview ULDA (MULDA) was proposed in [34] by imposing two more constraints in each view. Xu et al. [35] proposed a Multi-view Intact Space Learning (MISL) algorithm to integrate the complementary information in the various views to discover a latent intact representation of the data. To seek a low-dimensional viewinvariant subspace for multi-view data, [36] developed a Robust Multi-view Subspace Learning (RMSL) algorithm dual low-rank decompositions. Cao et al. [37] solved the subspace learning methods with a unified solution using the Rayleigh quotient.
Recently, some linear representation based approaches were developed and proposed in the multi-view learning. These approaches assume that the samples from the same class lie on the same subspace and a linear combination of the training samples from the same class can represent the test sample. A relaxed collaborative representation (RCR) [38] was proposed through minimizing the sum of the total distance between each view coefficient and its average value. Li et al. [39] proposed a joint similar and specific learning (JSSL) algorithm via separating the sparse representation coefficients into two components: the similar and specific ones. A joint discriminant collaborative representation (JDCR) was introduced in [40] through obtaining the multi-view representation coefficients discriminatively.
All of the above existing works did not involve the relationship between classes and views. However, this relationship has a big effect on the performance of multi-view learning methods. Hence, our proposed method considers both the correlation between multiple views and the relationship between classes and views. As the NSC used in MV-NSC belongs to the linear representation based classifiers, our proposed method is a linear representation based approach.
B. NEAREST-SUBSPACE CLASSIFIER
In 2005, Lee et al. proposed a representation based classifier named Nearest-Subspace Classifier (NSC) [6] . NSC assumes that the samples from the same class lie on the same subspace and labels the test sample as the class with the nearest subspace defined as:α i = arg min
NSC utilizes a linear combination of the training samples X i of one class to represent the test sample y without any regularization term. Each class coefficient has a closed-form solution:α
After computing each class coefficientα i , each class residual is calculated via:
The class label of the test sample y is determined based on the minimal class residual and is defined as:
C. COLLABORATIVE REPRESENTATION BASED CLASSIFIER
In 2011, Zhang et al. [8] explored the relationships between the discriminant ability and the sparse coefficients of the Sparse Representation based Classifier (SRC). From this paper [8] , Zhang et al. revealed that the collaborative representation of SRC plays a more important role than the sparse coefficients in face recognition. Based on the finding, a Collaborative Representation based Classification (CRC) was proposed and is defined as:
Different from the conventional SRC, the objective function of CRC is convex and smooth. Hence, the coefficients of (5) can be easily and analytically solved as:
After obtaining the solved coefficientα, the test sample is labeled through a similar way with NSC (refer to (3) and (4)).
III. MULTI-VIEW NEAREST SUBSPACE CLASSIFIER
The following section describes Multi-View NearestSubspace Classifier (MV-NSC) in five aspects. The framework of our proposed method is first represented in Section III-A followed by the description of its projection residual in Section III-B. The second part of MV-NSC is view-dependent class separability which is introduced in Section III-C. Next, Section III-D shows the view similarity and the test sample final prediction phase is described in Section III-E.
A. MV-NSC FRAMEWORK
The framework of MV-NSC is illustrated in Fig. 1 . There are four main parts in MV-NSC: (I) projection residual, (II) viewdependent class separability, (III) view similarity, and (IV) final decision.
The first part of MV-NSC takes advantage of the simplicity and efficiency of NSC to calculate a distance matrix of the test sample and the training dataset. NSC [6] assumes that the samples from the same class lie on the same subspace. In other words, the distance between the test sample and the projected sample from the same class is the minimal compared with all other distances. The projection residual matrix computed via NSC is utilized as the basic distance matrix in our proposed method. More details about this part can be found in Section III-B.
Class separability is a key factor in affecting the performance of the classifier. Most classifiers can always obtain satisfactory accuracies on the training dataset with a large class separability. Therefore, MV-NSC computes the class separability from the training dataset in each view. The view with the maximum class separability has the highest confidence in the classification results. In our proposed method, the viewdependent class separability learned from the training dataset makes the distance between the test sample and the training dataset subspace from the same class to be smaller and others to be larger. Section III-C describes the way to calculate the view-dependent class separability.
The projection residual matrix (the first part) calculates the distances between the test sample and the training dataset subspace in each class and each view. The second part (the view-dependent class separability) involves the relationships among the training dataset from different classes in each view. Both of them do not consider the relationship between different views. Hence, the view similarity is calculated and utilized in our proposed method. In practical applications, the feature vectors in various views always have different dimensionality. It is not possible to directly use the common measurement (such as Euclidean distance) on the view similarity in its original subspaces. The CRC introduced in Section II-C is a simple and effective algorithm in pattern recognition to resolve this problem. In MV-NSC, the view similarity is calculated based on the distances between CRC coefficients from different views. Mored details about how to measure the view similarity are given in Section III-D.
The first three parts cooperate with each other and make our proposed method effective, efficient, and robust in multiview classification. For the local and global information, the first and second parts involve the local information (each class and each view subspace) of the data and the third part takes advantage of the global information. About the relationship, the first part considers the distance between the test sample and the training dataset, the relationship between classes and views is applied in the second part, and the third part utilizes the correlation between different views. In the data aspect, the first and third parts involve both of the test sample and the training dataset and the second part explores the structure of the training dataset.
The fourth part of our proposed method combines the above three aspects in one final decision matrix. Based on this matrix, the test sample is identified as the class with the minimal distance. Section III-E represents the final decision matrix constituting and the test sample label predicting.
B. PROJECTION RESIDUAL
The NSC [6] is a simple and effective linear classifier. The conventional NSC is applied in the single view data and creates a reconstruction residual vector. In MV-NSC, a projection residual matrix with a size of C ×K is calculated from the training dataset and the test sample using the similar way with NSC. To further make our proposed method more explainable and trackable, we will represent the distance matrix in the subspace analysis theory.
In [42, Ch. 8], a subspace spanned by a vector subset is defined as Definition 1.
Definition 1 [41] : If S = {u 1 , . . . , u m } is a vector subset in the vector space V , the subspace spanned by u 1 , . . . , u m is the set W consisting of all linear combinations of u 1 , . . . , u m and defined as:
According to Definition 1, the training dataset subspace in the a th class j th view is defined as:
The orthogonal projector for each subspace is unique [41] . This unique orthogonal projector onto the subspace S j a is calculated via [41] :
Based on the orthogonal projector, [42] describes a theorem (refers to Theorem 1) about the relationship between a vector and a subspace.
Theorem 1 [42] : Let P be an orthogonal projector onto the subspace S. Then, given any vector in C n we have,
According to Theorem 1, it is obvious that P s x (P s is the orthogonal projector onto the subspace S) is the optimal approximation for any vector x ∈ C n in the subspace S [41] . From Theorem 1, it is obvious that if one point x is drawn from the subspace S, its nearest point in S is itself (y = x in (10)) and P s x can perfectly reconstruct this point x (P s x = y = x in (10)). Even if there are always some noises in the practical applications, the projected sample from the same class should have the most similarity to the test sample. Hence, a projection residual matrix is calculated and used as a basis distance matrix in our proposed method.
The projected sampleŷ j a is an approximation point belonging to the subspace S j a of the test sample y j and defined as:
In our proposed method, the Euclidean distance is utilized to measure the similarity between two vectors. Hence, the distance between the sample y j and its projected sampleŷ j a is computed through:
Combining (9), (11), and (12), it is obvious that this distance D j a is the NSC residual (refer to (2) and (3)) of the training dataset X j a reconstructing the test sample y j . There are C classes and K views in the data totally. For every view, the distance between the test sample and the projected sample onto each training class subspace is calculated. Hence, a distance matrix also named projection residual matrix with the size of C × K is constituted as:
C. VIEW-DEPENDENT CLASS SEPARABILITY
The view-dependent class separability is calculated from the training dataset, which is the same for every test sample. As introduced in Section III-A, this part considers the relationship between different class subspaces in various views. In this paper, the distance between two class subspaces is applied to measure its separability. [44, Ch. 2.6.3] defines the distance between two spaces with the same dimensionality as the Euclidean distance between its corresponding orthogonal projectors. For this work, the distance between P j a and P j b is defined as:
For the a th class j th view training dataset, its class separability w j a is the mean of the distances between its subspace and all class subspaces computed via:
A large class separability means that this class subspace in this view is far away from other class subspaces. In other VOLUME 7, 2019 words, this subspace classification confidence is high. For example, S 1 1 and S 2 1 have class separabilities of 0.8 and 0.6 (the class separability is normalized and has a range from [0 1]), respectively; the 1 st view has a higher classification confidence (a bigger class separability) than the 2 nd view for the 1 st class.
One class has K views and K view-dependent class separabilities for one class are learned from the training dataset. Hence, a view-dependent class separability matrix W with a size of C × K is given as:
D. VIEW SIMILARITY
Both of the projection residual matrix and the view-dependent class separability matrix do not involve cross view information. The third part in MV-NSC considers the similarity between different views. Because the dimensionality of various views are different, it is impossible to directly measure the similarity between two views in its original space. Therefore, CRC introduced in Section II-C as a simple and effective classifier is used to tackle this issue. In the third part of MV-NSC, the data in various views are transformed into a common subspace via CRC. In this common subspace, the distance between two views is calculated to measure its similarity.
According to the objective function (refers to (5)) of CRC, the j th view coefficientα j of the training dataset X j representing y j in the j th view is solved as:
The CRC has a closed-form solution given as (6) . In our proposed method, each view coefficientα j ∈ R N is directly solved through this equation. After solving the K view coefficients, a view similarity vector V is defined as:
where v j = α j − µ 2 2 is the similarity between the j th view coefficient and µ
j is the mean of all view coefficients.
The view similarity of our proposed method involving the relationship between various views can decrease the effect of noises in some views. For example, if the 1 st view has some noises, its CRC coefficient may have a large distance with the mean. Given the view with a small similarity (a large distance) with others, its corresponding classification confidence is small.
E. FINAL DECISION
The projection residual matrix D calculates the distances between the test sample and the training dataset in each class and in every view. A small projection distance means a high probability that the test sample belongs to the corresponding class. The relationship between different class training datasets in each view is considered in the view-dependent class separability matrix W . A large view-dependent class separability shows that the corresponding classification confidence is high. The view similarity vector V involves the correlation between various views. The view with a small similarity may include noise and the classification confidence is low. Before combining them into the final decision matrix, normalization is utilized to make its values range from [0 1]. Therefore, The combined final decision matrix is F = [f ij ] C×K and its element is defined as:
Its element f ij means the final distance between the test sample in the j th view and the training dataset in the i th class j th view. Summing the final distance matrix in various views for each class (f i = K j=1 f ij ), the test sample is labeled as:
IV. EXPERIMENTAL RESULTS

A. EXPERIMENTAL SETTING
Our proposed method (MV-NSC) is evaluated on four public image datasets: (I) COIL-20 object classification database [44] , (II) MNIST handwritten digit recognition database [45] , (III) ORL face recognition database [46] , and (IV) FERET face recognition database [47] .
• COIL-20 database [44] contains 20 classes and each class has 72 images under different poses. The size of each sample image is 128 × 128. In the following experiments, three different views (2-D Gabor feature [48] , Local Binary Pattern (LBP) [49] , and Principal Component Analysis (PCA) [50] on Grays-scale pixel values) are utilized. The dimensionality of Gabor, LBP, and PCA are 40, 236, and 100, respectively.
• MNIST database [45] includes 10 subjects, where every subject consists of 1000 images whose pixel size is 28 × 28. Similar with the COIL-20 database, Gabor feature (40-D), LBP (236-D), and PCA (100-D) are used in the MNIST dataset.
• ORL database [46] has 400 samples from 40 classes. For each face image, the pixel size is 56 × 46. On this dataset, the same three views (Gabor feature of 40-D, LBP of 236-D, and PCA of 100-D) are applied.
• FERET database [47] consists of 1400 face images, where there are 200 subjects and each subject has 7 samples. The size of each face image is 40 × 40. For this dataset, the utilized views are the same with the above three public datasets. In order to evaluate our proposed method comprehensively, both multi-view and singe view approaches are [33] and Multiview Uncorrelated LDA (MULDA) [34] ) and 2 linear representation based algorithms (Relaxed Collaborative Representation (RCR) [38] and Joint Discriminant and Collaborative Representation (JDCR) [40] ) are compared. For single view algorithms, the above three views are concatenated into one feature vector. Except for Collaborative Representation based Classifier (CRC) [8] and Nearest-Subspace Classifier (NSC) [6] which are utilized in our proposed method, Dictionary Pair Learning (DPL) [51] which is an efficient linear representation based classifier is also compared with MV-NSC.
For all of the above four datasets, various training dataset sizes are utilized. For the COIL-20 dataset, the size of the training dataset per class varies from [5 : 5 : 35] . The range of each class length in the MNIST training dataset is [100 : 100 : 600]. We randomly select [5, 6, 7, 8] samples per class for the ORL training dataset. The FERET training dataset includes [3, 4, 5, 6] samples for each class. For each class and each training size, the training samples are randomly selected and the remaining samples are applied as the test dataset. In order to decrease the effects of the data, we randomly split the training and test datasets in 5 times and the final accuracy is the mean of the five accuracies.
The following experiments were conducted on a PC with 8 i7-6700 CPU @3.40GHz processor, 16.0GB RAM, and a 64-bit OS.
B. COMPARISON RESULTS
We compare MV-NSC with the 7 methods in two aspects: accuracy and mean running time. The accuracy (ACC) is the percentage of the correctly classified sample number to the size of the test dataset. In the paper, the mean running time is the mean of each sample's classification time and it is indicated in milliseconds (ms). Figs. 2 -5 illustrate the comparison accuracies of MV-NSC and the 7 methods on the four public datasets, respectively. In all of the four bar charts, the results of our proposed method are in red. the result of our proposed method was 8.57% higher than the second highest accuracy. Fig. 4 indicates the results of our proposed method and 7 comparison classifiers on the ORL dataset with various training dataset sizes. According to the experimental setting in Section IV-A, the sizes of each class in the training dataset varies from 5 to 8. Compared with the 7 comparison methods, MV-NSC always achieved the highest/joint highest accuracies for the four sizes.
The comparison results of MV-NSC and the 7 methods on the FERET dataset with different training dataset sizes are illustrated in Fig. 5 . With the increasing of the training data size, the results of all of these methods raised. Except the first case, our proposed method reached the highest results for the remaining cases.
Numerical results of MV-NSC and the 7 comparison algorithms on the 4 benchmark datasets are given in Table 1 . The first column of this table is each training class sample size for its corresponding dataset. Table 2 shows the mean running time of each test sample's classification for MV-NSC and the 7 comparison methods on the 4 public datasets. As some classifiers can classify the sample in a very short time, we represent the mean running time of each sample classification in milliseconds (ms). For the 4 public datasets, our proposed method not only always obtained the highest/joint highest accuracies, but also required a very short running time.
C. MV-NSC PARAMETER ANALYSIS
Our proposed method is a framework which combines three different technologies in one model. There is only one parameter in the third part, where we used it to calculate the distances between the CRC coefficients to measure the similarity between different views. CRC has a trade-off scale λ. 
D. DISCUSSION
The algorithm can obtain different performances based on the training data of various sizes. In order to analyze our proposed method, the training dataset with different sizes were utilized in the experiments. According to Table 1 , most of the accuracies of all the algorithms including MV-NSC and the 7 comparison methods increased with the increasing of the training data size. Our proposed method not only performed very well with a larger sized training dataset, but also obtained satisfactory performances with a smaller sized training data.
The class separability is different in various views and the relationship between classes and views should be considered in multi-view classification. However, all of the four multiview comparison methods only considered the correlation between multiple views. MLDA and MULDA belonging to the multi-view subspace learning based methods maximize the correlation between multiple views by minimizing the distance between different views in a common subspace shared by these views. The multi-view linear representation based methods (RCR and JDCR) minimize the distance between the linear coefficients of different views to maximize its correlation. MV-NSC considering both the correlation and the relationship can explore and utilize the complimentary information better than those existing multi-view methods. The results described in Section IV-B proves this. Among MV-NSC and the four multi-view comparison methods (RCR, MLDA, MULDA, and JDCR), the proposed method always obtains the highest results with a very short running time (refer to Tables 1-2).
V. CONCLUSION
With the development of data acquiring devices, data can be represented in various views. Therefore, multi-view learning has attracted more and more attention from researchers. However, most existing multi-view learning technologies mainly focus on the correlation between different views, and ignore the relationships between subjects and views. For different classes, its discriminant views (features) are not the same with others. It is thus necessary to consider both the correlation and the relationship simultaneously in multi-view learning.
In the paper, we proposed a Multi-View Nearest-Subspace Classifier (MV-NSC) considering both the two relationships at the same time.
MV-NSC contains four main parts: (I) projection residual (the distance between the test sample and the training dataset in each class and each view), (II) view-dependent class separability (the relationship between classes and views in the training dataset), (III) view similarity (the global similarity between different views), and (IV) final decision (the fusion matrix of the above three parts). Our proposed method was compared with the 4 multiple and 3 single view classifiers on 4 benchmark datasets. The experimental results proved the effectiveness and efficiency of MV-NSC in multi-view classification.
In the future, MV-NSC will be improved to combine deep features and handcraft features in multi-view classification. We will also evaluate MV-NSC on some larger datasets and utilize it in other practical applications.
