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Abstract
To study the non-linear stability of a non-trivial profile for a multi-dimensional systems of gas dynamics,
the combination of the Green function on estimating the lower order derivatives and the energy method
for the higher order derivatives is shown to be not only useful but sometimes maybe also essential. In this
paper, we study the stability of a planar diffusion wave for the isentropic Euler equations with damping in
two-dimensional space. By introducing an approximate Green function for the linearized equations around
the planar diffusion wave and by applying the energy method, we prove the global existence and the L2
convergence rate of the solution when the initial data is a small perturbation of the planar diffusion wave.
The decay rates of the perturbation and its lower order spatial derivatives obtained are optimal in the L2
norm. Furthermore, the constructed approximate Green function in this paper can be used for the pointwise
and the Lp estimates of the solutions concerned. In fact, the approach by combining of the Green function
and energy method can be applied to other system especially when the derivatives of the coefficients in the
system have certain time decay properties.
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Even though there are extensive studies on the stability of non-linear profiles for the system
of Euler equations with frictional damping in one-dimensional space, there are much less results
on the multi-dimensional problems. This paper is concerned with the stability of planar waves
for the two-dimensional isentropic Euler equations with frictional damping. That is, we consider
the system ⎧⎨
⎩
ρt + (ρu1)x + (ρu2)y = 0,
(ρu1)t + (ρu21)x + (ρu1u2)y + P(ρ)x = −κρu1,
(ρu2)t + (ρu1u2)x + (ρu22)y + P(ρ)y = −κρu2,
(1.1)
with initial data
(ρ,u1, u2)(x, y,0) =
(
ρ0(x, y), u10(x, y), u20(x, y)
)
. (1.2)
In the following discussion, we assume that the initial data is a small perturbation of a planar
diffusion wave with small wave strength. Here ρ(x, y, t), u(x, y, t) = (u1, u2)(x, y, t), and P =
P(ρ(x, y, t)) represent the density, velocity and pressure respectively, and κ > 0 is the constant
frictional damping coefficient. As for most of the physical cases, we assume the pressure P(ρ) is
a smooth function in a neighborhood of a constant state ρ∗ with P ′(ρ) > 0 and the ρ under con-
sideration is in this neighborhood. Moreover, we assume that the initial data ρ(x, y,0) satisfies
lim
x→±∞ρ(x, y,0) = ρ±, (1.3)
where ρ(x, y,0) > 0, and ρ± > 0 are two constants with ρ− = ρ+.
To define the planar diffusion wave, let us first consider the one-dimensional diffusion equa-
tion,
∂tφ = κ−1P(φ)xx, (1.4)
which can be derived from the Euler equations with frictional damping in one-dimensional
case by imposing the Darcy’s laws, cf. [8]. Then a planar diffusion wave φ(x, y, t) is a one-
dimensional profile in two-dimensional space. Let ϕ(x/
√
1 + t) be the self-similar solution of
Eq. (1.4) connecting two end states ρ± at x = ±∞. Then the planar wave considered in the
following is defined by φ(x, y, t) = ϕ(x/√1 + t).
For simplicity, we assume that the initial velocity (u1(x, y,0), u2(x, y,0)) satisfies
lim
x→±∞(u1, u2)(x, y,0) = 0, (1.5)
which implies that there is no mass flux coming from x = ±∞. This assumption can be removed
in a way similar to the argument for one-dimensional problem because of the exponential decay
of the momentum at x = ±∞ induced by the linear frictional damping.
For later use, we need to introduce some notations for the one-dimensional problem. Consider
(1.1) and (1.2) in one space dimension:⎧⎨
⎩
ρt + (ρu1)x = 0,
(ρu1)t + (ρu21)x + P(ρ)x = −κρu1, (1.6)
(ρ,u1)(x,0) = (ρ˜, u˜1)(x,0).
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lim
x→±∞ ρ˜(x,0) = ρ±, limx→±∞ u˜1(x,0) = 0,
the time-asymptotic behavior of (ρ˜, u˜1)(x, t) has been well studied which is shown to be a non-
linear profile governed by Darcy’s law, cf. [8,16,18] and references therein. Roughly speaking,
the solution ρ˜(x, t) converges to the diffusion wave ϕ(x/
√
1 + t) up to a constant shift in x.
In this paper, we will generalize the one-dimensional result to the case when the space di-
mension is two. Notice that even though the non-linear profile is one-dimensional, it is in a
two-dimensional space and any perturbation can generate “waves” propagating in all direction
in the plane. Therefore, the analysis cannot be closed by simply choosing a shift of the diffusion
wave according to the initial perturbation. Indeed, it seems that the sole use of the energy method
does not yield global existence and stability when the initial data is a perturbation of this pro-
file. The main result of this paper shows that the solution of the Cauchy problem (1.1) and (1.2)
converges to the planar diffusion wave φ(x, y, t) defined above with a shift only in x direction
which is determined by initial perturbation.
In the following analysis, we do not compare the solution to the problem (1.1)–(1.2) di-
rectly with the planar diffusion φ(x, y, t). Instead, we will compare it with the solution to
one-dimensional problem (1.6). For this, let us first assume the initial density ρ˜(x,0) in (1.6)




ρ˜(x,0)− ϕ(x))dx = 0. (1.7)





ρ(x, y,0)− ϕ(x + δ0(y)))dx = 0. (1.8)













ρ(x, y,0)− ϕ(x))dx = δ∗, (1.9)
where δ∗ is a constant. This implies that
lim δ0(y) = δ∗(ρ+ − ρ−).
y→±∞
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conservation of mass so that the anti-derivative of the perturbation of the density function can be
introduced. For problem in two-dimensional space, a shift as a function of only t and y cannot
be defined to satisfy the conservation of mass so that the technique of taking anti-derivative will
not be applied here.
On the other hand, under some integrability condition imposed on the initial perturbation, the
shift at t = ∞ is δ∗ up to a diffusion profile which decays like (1 + t)− 12 for the problem con-
sidered here. Hence, the combination of the approximate Green function and the energy method
can be applied as follows.










ρ˜(x + δ∗), u˜1(x + δ∗),0
))= 0,
where
ρ¯(x, y, t) = ρ˜(x + δ(y, t), t),
u¯1(x, y, t) = u˜1
(
x + δ(y, t), t),
u¯2(x, y, t) = 0, (1.10)
with




1 + t)− δ∗
)
.
Then the one-dimensional result implies that ρ¯(x, y, t) behaves almost like a planar diffusion
wave with a shift δ(y, t).
Remark 1.1. The exponential decay function e−κt chosen in the definition of δ(y, t) is for the
simplicity of the analysis. In fact, as mentioned earlier, the time asymptotic shift is determined by
δ∗ up to a function decay like (1+ t)− 12 . If we include such a function in the final decay estimates
stated in Theorem 1.1, simple calculation shows that the conclusion is not changed. This is true
because the planar wave considered here is a diffusion profile and its spatial derivatives decay
in time. Here, the part other than δ∗ in δ(y, t) is used when we apply the Green function to the
linearized system in particular for the term at t = 0. This contrasts to the stationary shock profile
considered in [4] where the precise decay of the shift is needed because the spatial derivative of
the shock profile does not have any decay in time.
We now point out the main difference between the study in this paper and the related re-
sults in the previous works. Firstly, one of the main difficulties in the study comes from the
non-existence of the Lagrangian coordinates in the multi-dimensional space. For example, in
the energy estimates, some new techniques are needed to deal with the convection terms in the
velocity equations and the non-symmetry of the x and y coordinates because the planar wave
is only in x direction. For the one-dimensional problem, cf. [1,8,17], the anti-derivative of the
quantity ρ − ρ¯ was used to close the a priori energy estimate. However, for the two-dimensional
problem, a direct generalization of the one-dimensional idea leads to the implicitly defined shift
depending on the solution instead of the initial data so that it does not give a clear picture of the
large time behavior, cf. [6]. To overcome this difficulty, instead of taking anti-derivative of the
perturbation to the density function, we combine the energy method with the Green function to
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asymptotically.
If the Darcy’s law in the y-direction is imposed so that the third equation in (1.1) becomes






then the three equations in the system (1.1) can be reduced to two equations. In this case, the
non-linear terms on the right-hand sides of the equations after linearization can be integrated
with respect to x so that the energy method can be applied in a more straightforward way, cf. [6].
In this paper, we do not impose this extra condition, instead, we study the full Euler equations
with damping.
Another difficulty comes from the fact that the background non-linear profile is now a function
of time and space which is different from the case of a constant state considered in [20]. Here
the linearized equations have variable coefficients and therefore the Fourier analysis approach
used in [20] cannot be applied directly. In [18], we used an approximate Green function to study
the Lp decay estimates for the perturbation of non-constant states in one-dimensional space. The
analysis used in [18] depends on the L2 decay rate obtained by energy method. However, for
the two-dimensional problem, how to close the a priori energy estimate only by energy method
itself is not clear. Here, we improve previous methods on the construction of the approximate
Green function for linear differential equations with variable coefficients when the derivatives of
the coefficients have some decay properties in time. By using this approximate Green function
to evaluate the lower order energy estimates, we succeed in obtaining the desired estimates by
combining them with the energy method for higher order estimates.
We mention that the basic estimates for the wave equations with dissipation were obtained
in the paper [15]. And there are works on some semi-linear systems, such as Jin–Xin model
and works on problems related to vacuum to Euler equations with damping. Since they are not
related to the problem considered in this paper, we will not refer them here. Furthermore, the
combination of the energy method and the Green function (or the spectral analysis) has been
applied to the study on some hyperbolic–parabolic systems such as Navier–Stokes equations,
and some kinetic equations such as Boltzmann equation, cf. [2,3]. The main point of this paper
is to apply it to a hyperbolic system in multi-dimensions. Some related results especially on
the stability of solution profiles for the hyperbolic–parabolic systems can be found in [7,10–
14,19,22]. The global existence of classical solutions to the hyperbolic systems in multi-space
dimensions was discussed in [9,14].
Throughout this paper we denote the generic constants by C. Ws,p(Rn), s ∈ Z+, p ∈ [1,∞],







In particular, Ws,2 = Hs .
Finally, as in [5,6], set
V (x, y, t) = ρ(x, y, t)− ρ¯(x, y, t) = ρ(x, y, t)− ρ˜(x + δ(y, t), t),
U1(x, y, t) = u1(x, y, t)− u¯1(x, y, t) = u1(x, y, t)− u˜1
(
x + δ(y, t), t),
U2(x, y, t) = u2(x, y, t).








′, y,0) dx′. (1.12)
From (1.7) and (1.8), we further assume that





By using above notations, we can now state the main result in this paper as follows.
Theorem 1.1. Let (ρ¯, u¯)(x, y, t)(x, y, t) be defined in (1.10) as a planar diffusion wave with a
shift δ(y, t). Assume that the initial data (ρ,u1, u2)(x, y,0) satisfy that








(k  3), (1.14)
with smallness assumption
|ρ+ − ρ−| +
∥∥(ρ − ρ¯, u1 − u¯1, u2)(·,0)∥∥Hk + ∥∥ν(·,0)∥∥L2 + ∥∥νt (·,0)∥∥L2 < 
0, (1.15)
where 
0 > 0 is a small constant. Then there exists a unique classical solution (ρ,u1, u2) ∈
C([0,∞),Hk) ∩ C1((0,∞),Hk−1) to the system (1.1) globally defined in time. Moreover, for
|α| k − 3
∥∥∂αx,y(ρ − ρ¯)(·, ·, t)∥∥L2 C(1 + t)− |α|+12 , ∥∥∂αx,y(u1 − u¯1, u2)(·, ·, t)∥∥L2  C(1 + t)− |α|+22 .
(1.16)
Remark 1.2. To compare the decay rates given in (1.16) for the perturbation in the two-
dimensional space to the previous works on the one-dimensional space, we can find out that
these decay rates are consistent in the L2 norm together with those derivatives in x variable with
order not larger than k− 3. That is, the decay rates represent the diffusion structure of the system
with extra 12 power decay in time for extra spatial differentiation. Thus, we call these decays rates
optimal. Under stronger assumption on the perturbation, stronger decay rates could be obtained.
However, this will not be discussed in this paper.
The rest of the paper is arranged as follows. In Section 2, we will reformulate the system
around the planar wave. The properties of the diffusion wave with the shift are given in Section 3.
In Section 4, we will study the Green function for a linear system with a parameter by using
Fourier analysis. The L2 estimates on the solution of (1.1) around the planar wave by using
the approximate Green function are presented in Section 5. Finally, the estimates on the higher
order estimates by using energy method are given in Section 6. Then the existence and the time-
asymptotic behavior of the solution to (1.1) follow from these estimates.
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In this section, we will derive the equations for a small perturbation of the non-linear planar
wave. First, we rewrite (1.1) and (1.6) as follows⎧⎨
⎩
ρt + (ρu1)x + (ρu2)y = 0,
(u1)t + u1(u1)x + u2(u1)y + ρ−1P(ρ)x = −κu1,
(u2)t + u1(u2)x + u2(u2)y + ρ−1P(ρ)y = −κu2,
(2.1)
and {
ρt + (ρu1)x = 0,
(u1)t + u1(u1)x + ρ−1P(ρ)x = −κu1. (2.2)
Here, we assume the initial data ρ(x, y,0) and uj (x, y,0), j = 1,2 satisfy
V (x, y,0),Uj (x, y,0) ∈ L2.
For simplicity, we denote U = (U1,U2), u = (u1, u2) and u¯ = (u¯1, u¯2). Then from (2.1) and
(1.10), we have
ρt + (ρu1)x + (ρu2)y = −Rρ +
(
Vt + (ρ¯ + V )divU
)




x + δ(y, t), t)δt (y, t)
= −(ρ˜(x + δ(y, t), t)δt (y, t))x.
And (2.1) and (2.3) give
Vt + (ρ¯ + V )divU = Rρ − (U · ∇)(ρ¯ + V )− V div u¯− (u¯ · ∇)V
= Rρ − (U · ∇)(ρ¯ + V )− V (u¯1)x − Vx(u¯1). (2.4)
Similarly, the equations for U1 and U2 can be obtained as follows
(U1)t + (ρ¯ + V )−1
(
P(ρ¯ + V )− P(ρ¯))
x
+ κU1
= ((u1)t + (ρ¯ + V )−1P(ρ¯ + V )x + κu1)− (u¯t + (ρ¯ + V )−1P(ρ¯)x + κu¯1)
= P(ρ¯)xV
ρ¯(ρ¯ + V ) +Ru −R1, (2.5)
and
(U2)t + (ρ¯ + V )−1
(
P(ρ¯ + V )− P(ρ¯))
y
+ κU2
= ((u2)t + (ρ¯ + V )−1P(ρ¯ + V )y + κu2)− (ρ¯ + V )−1P(ρ¯)y
= P(ρ¯)yV −R2 − ρ¯−1P(ρ¯)y, (2.6)ρ¯(ρ¯ + V )





x + δ(y, t), t)δt (y, t))x,
R1 = U1(u¯1 +U1)x + u¯1(U1)x +U2(u¯1 +U1)y,
R2 = (u¯1 +U1)(U2)x +U2(U2)y.
In summary, the equations for the perturbation functions (V ,U1,U2) are:
Vt + (ρ¯ + V )divU = Q, (2.7)
and
(U1)t + (ρ¯ + V )−1
(P(V , ρ¯)V )
x
+ κU1 = H1,
(U2)t + (ρ¯ + V )−1
(P(V , ρ¯)V )
y
+ κU2 = H2, (2.8)
where P(V , ρ¯) = ∫ 10 P ′(ρ¯ + θV )dθ and
Q = Rρ − (U · ∇)(ρ¯ + V )− V (u¯1)x − (u¯1)Vx,
H1 = Ru + P(ρ¯)xV




ρ¯(ρ¯ + V ) −R2. (2.9)
Moreover, by using (2.7) and (2.8), the equation for V (x, y, t) can be written as
Vtt − 
(P(V , ρ¯)V )+ κVt = Q˜(V,U, ρ¯, u¯1), (2.10)
where
Q˜(V,U, ρ¯, u¯) = [(Rρ)t + κ(Rρ)]− P(ρ¯)yy + (Rρu)x
+ [(ρ¯(2u¯1U1 +U21 )+ V (u¯1 +U1)2)xx






x + δ(y, t), t)δt (y, t))x.









)+ κU = H¯ (W, ρ¯, u¯). (2.13)
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F(W, ρ¯, u¯) = [(Rρu)t + κRρ + (Rm)x − P(ρ)yy],
+ [(ρ¯(2u¯1U1 +U21 )+ V (u¯1 +U1)2)xx
+ 2((ρ¯ + V )(u¯1 +U1)U2)xy + ((ρ¯ + V )(U2)2)yy]
+ [(P1(ρ¯,V )V 2)xx + (P1(ρ¯,V )V 2)yy],
H¯1(W, ρ¯, u¯) = Ru − ρ¯−1
(P1(ρ¯,V )V 2)x − P(ρ¯ + V )xVρ¯(ρ¯ + V ) −R1,
H¯2(W, ρ¯, u¯) = −P(ρ¯)y
ρ¯
− P(ρ¯ + V )yV
ρ¯(ρ¯ + V ) − ρ¯







P ′′(ρ¯ + θ2V )dθ2
)
dθ1.
Finally, we denote that
M1(t) = sup
0st, |α|k
(1 + s) ν(|α|)+12 ∥∥∂αx,yV (·, s)∥∥L2 ,
M2(t) = sup
0st, |α|k





l, l  k − 2,
l − 
, l = k − 1,
l − 1 − 




l, l  k − 3,
l − 
, l = k − 2,
l − 1 − 
, l = k − 1,
l − 2 − 
, l = k,
with 
 > 0 being sufficiently small. To prove Theorem 1.1, it suffices to prove the following two
propositions.
Proposition 2.1. If initial data (ρ,u)(x, y,0) satisfy the conditions of Theorem 1.1, then for
|α| k − 1










(1 + t)−(μ(|α|)+2), (2.15)
where E > 0 is a small constant which depends on the small constant 
0 > 0 given in (1.15),
M= max(M1,M2).
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|α| = k








E +M3)(1 + t)−(μ(|α|)+2). (2.16)
In fact, Propositions 2.1 and 2.2 imply that
M2  C(E +M3). (2.17)
Then, if E is sufficiently small, by continuity argument we haveM CE. Therefore, we have,
for |α| k
∥∥∂α(ρ − ρ¯)(·, t)∥∥2
L2
CE(1 + t)−(ν(|α|)+1),∥∥∂α(u− u¯)(·, t)∥∥2
L2
 CE(1 + t)−(μ(|α|)+2), (2.18)
which gives Theorem 1.1. The Propositions 2.1 and 2.2 will be proved by using the approximate
Green function in Section 5 and by the energy method in Section 6 respectively.
3. The diffusion wave
For preparation, we firstly give some estimates on (ρ¯, u¯1)(x, y, t). Set
ψ(x, t) = −κ−1P (ϕ(x/√1 + t))
x
, (3.1)
where ϕ is defined in Section 1. The one-dimensional diffusion profile (ϕ,ψ) has the following
properties, cf. [8,18].





∣∣ϕ(x)− ρ−∣∣C|ρ+ − ρ−|(1 + x2)−N,




∣∣ϕ(x/√1 + t)− ρ+∣∣+ sup
x<0
∣∣ϕ(x/√1 + t)− ρ−∣∣ C|ρ+ − ρ−|BN(x, t),
∣∣∂lt ∂hx ϕ(x/√1 + t)∣∣ C|ρ+ − ρ−|(1 + t)−(2l+h)/2BN(x, t), (3.3)
for l + h 1; and
∥∥(ϕx,ψ)(t)∥∥2Hk C∥∥(ϕx,ψ)(0)∥∥2Hk , (3.4)
where BN(x, t) = (1 + x2 )−N .1+t
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for m 2, and |ρ+ − ρ−|Eρ , then∥∥(ρ˜ − ϕ)(t)∥∥
Hm














∣∣∂hx (u˜1(x,0)−ψ(x,0))∣∣Eρ(1 + x2)−N/2,
then we have
∣∣∂kx (ρ˜(x, t)− ϕ(x/√1 + t))∣∣CEρ(1 + t)−(k+2)/2BN(x, t),∣∣∂lx(u˜1(x, t)−ψ(x, t))∣∣CEρ(1 + t)−(l+3)/2BN(x, t), (3.5)
where k m, l m− 1.
In the following, we assume that for h 0,
∣∣∂hy (δ0(y)− δ∗)∣∣ C(1 + y2)−N. (3.6)
Combining Theorem 3.1 and Lemma 3.1 yields the following theorem.
Theorem 3.2. If ϕ(x) and δ0(y) satisfy the conditions (3.2) and (3.6) respectively, then
∣∣∂lt ∂hx ρ˜∣∣ CEρ(1 + t)−(2l+h)/2BN(x, t) (l + h 1),∣∣∂lt ∂hx u˜1∣∣ CEρ(1 + t)−(1+2l+h)/2BN(x, t), (3.7)
and for m 1,
∣∣∂lt ∂hx ∂my ρ¯y∣∣CEρe−κtBN(x, y, t),∣∣∂lt ∂hx ∂my (u¯1)y∣∣ CEρe−κtBN(x, y, t), (3.8)
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By using Lemma 3.1 and Theorem 3.1, it is easy to see that
∥∥∂α(ρ¯x, u¯1)(y, t)∥∥L2(R)  CEρ(1 + t)− 1+|α|2 − 14 ,∥∥∂α(ρ¯x, u¯1)(y, t)∥∥L∞(R)  CEρ(1 + t)− 1+|α|2 . (3.10)
By noticing the definition of δ(y, t), we have
∥∥∂α(ρ¯y, (u¯1)y)(t)∥∥L2(R2)  CEρe−κt ,∥∥∂α(ρ¯y, (u¯1)y)(t)∥∥L∞(R2)  CEρe−κt . (3.11)
4. Green function
In this section, we will study the Green function with a parameter by using Fourier analysis.
As usual, Fourier transformation to the variable z ∈ Rn is
fˆ (ξ, t) ≡ (Ff )(ξ, t) =
∫
Rn
f (z, t)e−izξ dz,
and the inverse Fourier transform to the variable ξ is
f (z, t) ≡ (F−1fˆ )(z, t) = (2π)−n ∫
Rn
fˆ (ξ, t)eizξ dξ.




)+ κVt = F(V,U, ρ¯, m¯), (4.1)
where a(x, y, t) = P ′(ρ¯(x, y, t)). We assume that 0 < C0 < a = a(x, y, t) = P ′(ρ¯(x, y, t)) <
C1 with constants C1 and C0.
We now construct an approximate Green function G(x,y, t;x′, y′, s) for the homogeneous
part of (4.1) so that G(x,y, t;x′, y′, s) satisfies the basic requirement
G(x,y, t;x′, y′, t) = 0, Gt (x, y, t;x′, y′, t) = δ(x′ − x, y′ − y), (4.2)
where δ is the Dirac function. Multiplying (4.1) whose variables are now changed to (x′, y′, s)
by G and integrating over the region (x′, y′, s) ∈ R2 × (0, t), (4.2) gives





















(Gss − a G− κGs)(x, y, t;x′, y′, s)
)
V (x′, y′, s) dx′ dy′ ds. (4.3)
If a(x′, y′, s) is a constant and G is the Green function of the homogeneous part of (4.1), then we
know that the last integral in (4.3) is equal to zero. However, when a(x′, y′, s) is not a constant,
it is difficult to give an explicit expression of the Green function. Instead, we will try to minimize
the value of Gss − a  G − κGs by choosing a function G called the approximate Green func-
tion. For this purpose, we first consider the following linear partial differential equation with a
parameter μ
∂ttV −μ V + κVt = 0. (4.4)




tt −μG + κGt )(μ;x, y, t) = 0,
G(μ;x, y,0) = 0, Gt (μ;x, y,0) = δ(x, y).
(4.5)
After taking the Fourier transformation to the variable (x, y) in (4.5), we obtain the following




tt +μ|ξ |2Gˆ(ξ, t)+ κGˆt
)
(μ; ξ, t) = 0,
Gˆ(μ; ξ,0) = 0, Gˆt (μ; ξ,0) = 1,
(4.6)
where ξ = (ξ1, ξ2) corresponds to (Dx,Dy), and μ is a bounded parameter satisfying C0 <
μ<C1 with C0,C1 being two positive constants. By direct calculation, we have
Gˆ(μ; ξ, t) = e
λ+t − eλ−t
λ+ − λ− , (4.7)
where
λ±(ξ) ≡ 1
(−κ ±√κ2 − 4μ|ξ |2). (4.8)2




1, |ξ | < ε,
0, |ξ | > 2ε, (4.9)
be a smooth cut-off function, with ε being sufficiently small. Set
Gˆ

L(ξ, t) = χGˆ(μ; ξ, t), GˆH (ξ, t) = (1 − χ)Gˆ(μ; ξ, t).
We will first prove the following lemma:
Lemma 4.1. For any fixed ε, there exist positive constants b and C, such that
∣∣ξαGˆL(μ; ξ, t)∣∣ C(1 + t)− |α|2 ,∣∣ξα(GˆL)t (μ; ξ, t)∣∣ C(1 + t)− |α|+22 , (4.10)
and for |β| 1,
∣∣ξβGˆH (μ; ξ, t)∣∣+ ∣∣(GˆH )t (μ; ξ, t)∣∣ Ce−bt . (4.11)
Proof. For |ξ | 
 being sufficiently small, we have
λ+(ξ) = −μ
κ
|ξ |2 +O(|ξ |4),
and
λ−(ξ) = −κ + μ
κ
|ξ |2 +O(|ξ |4).
Thus
eλ+(ξ)t = e−(μ|ξ |2)t/κ(1 +O(|ξ |4)t),
eλ−(ξ)t = e−κt e(μ|ξ |2)t/κ(1 +O(|ξ |4)t),
and
λ+ − λ− = 1/κ +O
(|ξ |2).
Since eλ−(ξ)t is exponentially decay, we can only consider eλ+(ξ)t . It is easy to see the first
inequality in (4.10) holds. Noticing λ+(ξ) = O(|ξ |2), the second inequality in (4.10) follows.






κ2 − (κ2/m))− κ .2 4m
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If κ2√μ  |ξ |, then Re
√
κ2 − 4μ|ξ |2 = 0. Thus, we have
∣∣(1 − χ)(ξ)eλ+(ξ)t ∣∣ e−κt/2∣∣e√κ2−4μ|ξ |2/2∣∣ Ce−κt/2.
As for eλ−(ξ)t , since Reλ−(ξ)− κ2 , we have∣∣(1 − χ)(ξ)eλ−(ξ)t ∣∣ Ce−κt/2.
If ||ξ | − κ2√μ | δ0 > 0, then
|λ+ − λ−| =
∣∣√κ2 − 4μ|ξ |2∣∣√2√μkδ0,
and for |β| 1
∣∣ξβ(λ+ − λ−)−1∣∣= ∣∣ξβ(√κ2 − 4μ∣∣ξ |2)−1∣∣ C(√2√μkδ0)−1.
Thus, we have ∣∣ξβGˆH ∣∣+ ∣∣(GˆH )t ∣∣ Ce−bt .
If ||ξ | − κ2√μ | δ0, by denoting τ1 =
√
κ2 − 4μ|ξ |2, then we have








∣∣(GˆH )t (μ; ξ, t)∣∣=
∣∣∣∣λ+(ξ)eλ+(ξ)t − λ−(ξ)eλ−(ξ)tλ+(ξ)− λ−(ξ)
∣∣∣∣





Thus, for any fixed ε, (4.11) holds. 
Lemma 4.2. For any fixed ε, there exist positive constants b and C, such that for h 2
∣∣ξα∂hμGˆL(μ; ξ, t)∣∣ C(1 + t)− |α|2 ,∣∣ξα∂hμ(GˆL)t (μ; ξ, t)∣∣ C(1 + t)− |α|+22 ,∣∣∂μGˆ (μ; ξ, t)∣∣Ce−bt , (4.12)H
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∣∣(ξβ |ξ |−2)∂2μGˆH (μ; ξ, t)∣∣+ ∣∣(ξβ |ξ |−2)∂μ(GˆH )t (μ; ξ, t)∣∣ Ce−bt . (4.13)
Proof. We write Gˆ(μ; ξ, t) = Eˆ+(μ; ξ, t)+ Eˆ−(μ; ξ, t), where
Eˆ+(μ; ξ, t) = η0eλ+t , Eˆ−(μ; ξ, t) = −η0eλ−t ,
with η0(μ; ξ) = (λ+(μ, ξ)− λ−(μ, ξ))−1. Since
∂μλ± = ∓|ξ |2η0, ∂μη0 = 2|ξ |2η30,
it is easy to see that
∂μ
(
Eˆ+ + Eˆ−)= 2|ξ |2η20(Eˆ+ + Eˆ−)− t |ξ |2η0(Eˆ+ − Eˆ−)
∂2μ
(
Eˆ+ + Eˆ−)= (6η40|ξ |4 + η20|ξ |4t2)(Eˆ+ + Eˆ−)− 6η30|ξ |4t(Eˆ+ − Eˆ−). (4.14)
By the similar argument as the one for Lemma 4.1, we have (4.12) and (4.13). Since
∂2μ
(
Eˆ+ + Eˆ−)= O(|ξ |), ∂t ∂μ(Eˆ+ + Eˆ−)= O(|ξ |),
when |ξ | → ∞, the factor (|ξ |−2ξ) is needed in (4.13). Thus the lemma is proved. 
Now we define the approximate Green function by
G(x,y, t;x′, y′, s) = G(a(x′, y′, σ (t, s));x − x′, y − y′, t − s), (4.15)
with a(x′, y′, σ (t, s)) = P ′(ρ¯(x′, y′, σ (t, s))). Here σ(t, s) ∈ C2([2,∞] × [0,∞]) and
σ(t, s) =
{
s, s > t/2,
t/2, s  t/2 − 1.
Moreover, we can choose σ(t, s) so that when s ∈ (t/2 − 1, t/2), we have
∑
1l1+l23
∣∣∂l1t ∂l2s σ (t, s)∣∣C.
When t > 2, we have σ−1(t, s) C(1 + t)−1. Thus, we have
(1 + t)∣∣∂sa(x′, y′, σ (t, s))∣∣+ (1 + t)2∣∣∂2s a(x′, y′, σ (t, s))∣∣ C. (4.16)
Denote
GL(x, y, t;x′, y′, s) = χ(Dx,y)G(x, y, t;x′, y′, s),




G(x,y, t;x′, y′, s), (4.17)
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TGf (x, y) =
∫
R2
G(a;x − x′, y − y′, τ )f (x′, y′) dx′ dy′,





L(a;x − x′, y − y′, τ )f (x′, y′) dx′ dy′,





H (a;x − x′, y − y′, τ )f (x′, y′) dx′ dy′.
Now we will give the key proposition in this section.
Proposition 4.1. Suppose there are two positive constants C0 and C1 such that C0 
a(x′, y′, σ ) C1, then for |β| + l  2 and l  1, we have
∥∥∂αx,y∂ls∂βx′,y′TGLf (x′, y′)∥∥L2  C(1 + t − s)−(2l+|α|+|β|+1)/2∥∥f (·,·)∥∥L2,∥∥∂αx,yA(l + |β|,D)∂ls∂βx′,y′TGH f (x′, y′)∥∥L2  Ce−b(t−s)/4∥∥f (·,·)∥∥L2 , (4.18)
where A(l + |β|,D) is a pseudo-differential operator with symbol
σ(A) =
{
(1 − χ(|ξ |)) ξ|ξ |2 , l + |β| = 2,
1, l + |β| < 2,
for l + |β| 2.
Proof. If a(x′, y′, σ ) is constant, then the proposition follows directly from Lemmas 4.1, 4.2
and Plancherel’s theorem. Here, by Fourier transform, we have



















f )(x′, y′, t − s) = Gˆ(a(x′, y′, σ ), ξ, τ)f (x′, y′).
Then F(TGf )(ξ, τ ) =F(T˜Gˆf )(ξ, τ ). Here TG is a singular integral operator, and T˜Gˆ is a multi-
plier operator. By Plancherel’s theorem and (4.15), we have
‖TGf ‖L2 =
∥∥F(TGf )∥∥ = ∥∥F(T˜ ˆ f )∥∥ = ‖T˜ ˆ f ‖L2 .L2 G L2 G
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‖TGf ‖L2  sup
ξ,a
∣∣Gˆ(a, ξ, t − s)∣∣ · ‖f ‖L2 .
In general, we have
∥∥∂αx,y∂ls∂ha TGf ∥∥L2  sup
ξ,a
∣∣ξα∂ls∂ha Gˆ(a, ξ, t − s)∣∣ · ‖f ‖L2 .
By noticing C0  a(x′, y′, σ ) C1, we have
∥∥∂αx,y∂ls∂ha TGLf (x′, y′)∥∥L2  C(1 + t − s)−(1+2l+|α|)/2∥∥f (·,·)∥∥L2 ,∥∥∂αx,yA(l + h,D)∂ls∂ha TGH f (x′, y′)∥∥L2  Ce−bτ/4∥∥f (·,·)∥∥L2 . (4.20)












x′,y′a| C(1 + σ)−|β|/2  C(1 + (t − s))−|β|/2, (4.18) follows from (4.20) by using Lem-
mas 4.1 and 4.2. Similar argument gives the case when |β| = 2 and l = 0 so that the proposition
is proved. 
5. The L2 estimate by approximate Green function
In this section, we will establish some L2 estimates for |α| k − 1 by using the approximate
Green function, that is, we will prove the Proposition 2.1.




















∂αx,yRG(x, y, t;x′, y′, s)V (x′, y′, s) dx′ dy′ ds,
where
RG ≡ Gss(x, y, t;x′, y′, s)− a x′,y′ G(x,y, t;x′, y′, s)− κGs(x, y, t;x′, y′, s).




4,4 − a x,y G + κG4
)(









′, y′, σ )2 − 2G1,4as(x′, y′, σ )+G1ass(x′, y′, σ )− κG1as(x′, y′, σ )
+ a(x′, y′, s)(G1,1(a2x′ + a2y′)(x′, y′, σ )+G1 x′,y′ a(x′, y′, σ )
− 2(G1,2ax′(x′, y′, σ )+G1,3ay′(x′, y′, σ )))x,y G)]
+ [(a(x′, y′, σ )− a(x′, y′, σ ))x,y G]
= R1G +R2G. (5.2)
Here R1G comes from the dependence of a on x′, y′, t and s, while R2G comes from the definition
of σ(t, s) which is different when s  t2 .
We have from (4.3)
∂αx,yV (x, y, t) = Iα1 + Iα2 + Iα3 + Iα4 . (5.3)
By using Propositions 4.1 and 4.2, it is straightforward to show that





(1 + t)− |α|+22 ‖V0‖L2 + e−bt‖V0‖Hk
)
. (5.4)
For Iα2 , set
ν˜(x′, y′) = νt (x′, y′,0)+ κν(x′, y′,0),











∂αx,y(GH )x′(x, y, t;x′, y′,0)ν˜(x′, y′) dx′ dy′
∣∣∣∣.
Also by using Propositions 4,1 and 4.2, we have
∥∥Iα2 ∥∥L2  C(1 + t)−(|α|+1)/2‖ν˜‖L2 +Ce−bt ∑
|β||α|
‖∂βx,y ν˜‖L2
 C(1 + t)− |α|+12 (‖ν0‖Hk + ∥∥(νt )0∥∥ k ). (5.5)H




ρ+, x > 1,
ρ−, x < −1, ϑ1(x) =
{
ϑ(x), x ∈ (−1,1),








ρ¯(x, y, t)δt (y, t)
)
x
= (rρ(x, y, t))x,
and for |α| 0, we have ∣∣∂αx,yrρ(x, y, t)∣∣CEρe−κtBN(x, y, t).
We rewrite F as












F 1 = κrρ + (rρ)t + (Rρu), F 2 = −P(ρ¯)y,
F 3 = (ρ¯(2u¯1U1 +U21 )+ V (u¯1 +U1)2)+ (P1(ρ¯,V )V 2),
F 4 = 2((ρ¯ + V )(u¯1 +U1)U2),
























∂αx,y∂y′GL(x, y, t;x′, y′, s)F 2(x′, y′, s) dx′ dy′ ds,
0 R

























It is easy to see that, for l = 0,1, |α| k,∣∣∂lt ∂αx,yrρ∣∣+ ∣∣∂αx,yRρu∣∣+ ∣∣∂αx,y(P(ρ¯)y)∣∣CEρe−κtBN(x, y, t).
Then, for |β| k and j = 1,2, we have
∥∥∂β
x′,y′F
j (·, ·, s)∥∥
L2
 CEρe−κs .
















(1 + s)− ν(|β|)+22 .














(1 + t − s)−1(1 + s)− ν(|α|)+22 (M2 +MEρ)ds
)
C
(M2 +Eρ)(1 + t)− ν(|α|)+22 ln(1 + t) C(M2 +Eρ)(1 + t)− |α|+12 .




























4 + ∂y′F 5
)
dx′ dy′ ds.











(1 + t)− ν(|α|)+22 .
Thus for |α| k − 1, ∥∥Iα3 ∥∥L2  C(1 + t)− |α|+12 (M2 +Eρ). (5.8)





























G(x, y, t;x′, y′, s)V (x′, y′, s) dx′ dy′ ds.
















a(x, y, t;x′, y′, s)as(x′, y′, σ )V (x′, y′, s) dx′ dy′ ds
= Jα1,1 + Jα1,2.
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∥∥Jα1,2∥∥L2  C(Eρ +M21(t))
t∫
0






For Jα2 , similar to J
α



















a(x, y, t;x′, y′, s)
) · (∇V (x′, y′, s))dx′ dy′ ds
= Jα2,1 + Jα2,2.
The proof of Jα2,1 is the same as J
α
1,1. But for J
α
2,2, we have
∥∥Jα2,2∥∥L2  C(Eρ +M21(t))
t∫
0






For Jα3 , since
∣∣a(x′, y′, s)− a(x′, y′, σ )∣∣
σ∫ ∣∣aτ (x′, y′, τ )∣∣dτ 
{
Cϑ(t, s), s < t/2,
0, s  t/2,s
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ϑ(t, s) = (1 + t − s)(1 + t)−1+1/h(1 + s)−1/h,
with any positive integer h. By using Proposition 4.1, we have
∥∥Jα3 ∥∥L2  CEρM1(t)
( t/2∫
0











Thus, for |α| k − 1, we obtain
∥∥Iα4 ∥∥L2  C(Eρ +M21(t))(1 + t)− ν(|α|)+12 . (5.9)




(‖V0‖Hk + ‖ν0‖L2 + ∥∥(νt )0∥∥L2 +Eρ +M2)(1 + t)− ν(|α|)+12 . (5.10)
Now, we come back to consider the equations in (2.13). It is easy to see that






(∇(a(x, y, s)V ))+ H¯ (V ,U,ρ, u¯1))ds.
From (2.14), we obtain, for |α| k − 1






(1 + s)−μ(|α|+1)+22 + (1 + s)− ν(|α|)+12 ).
Hence,
∣∣∂α(ρ¯−1(∇a(x, y, s)V ))∣∣ C(Eρ +M1)(1 + s)− ν(|α|+1)+12 .











(1 + s)− ν(|α|+1)+12 + (1 + s)−μ(|α|+1)+22 )ds
)
Ce−κt
(∥∥∂αU(0)∥∥ +Eρ +M2 +M1)(1 + t)−ν(|α|+1)+12 . (5.11)L2
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∥∥∂αV (t)∥∥
L2
C(1 + t)− ν|α|+12 (E0 +Eρ +M2),∥∥∂αU(t)∥∥
L2
C(1 + t)−μ|α|+22 (E0 +Eρ +M2 +M1), (5.12)
where |α| k − 1, and
E0 = max
{‖V0‖2Hk ,∥∥Vt (0)∥∥2Hk−1‖U0‖2Hk ,∥∥ν(0)∥∥2L2 ,∥∥νt (0)∥∥2L2}.
By denoting E = max{Eρ,E0}, (5.12) gives Proposition 2.1.
6. The L2 estimate by energy method
Finally, we will prove Proposition 2.2 for the higher order derivatives of (V ,U) by using
energy method. We will discuss the problem in the following two cases.
Case 1. Estimate on V .
Set θ2(t) = (Λ + t)k−
 with small constant 
 > 0 and large constant Λ > 0. By taking
∂α(|α| = k − 1) on (2.10) and integrating its inner product with 2θ2(t)∂aVt and λθ2(t)∂αV
over R2 × [0, t] respectively, where λ > 0 is a small constant, we have
























































































































∂β∇V )(∂γ √P)(∂α∇V )dx dy dt.








































∥∥∂β  V (s)∥∥2
L2






For R2, by noticing that























































For the other terms in (6.1) and (6.2), we only show how to estimate the terms which contain
derivatives of U and V with order greater than |α| + 1. The estimation on other terms is easier.
In order to estimate ∂αQ˜, denote
Q˜α = 2(ρ¯ + V )
(
(u¯+U) · ∇)div ∂αU + ((u¯+U) · ∇)2∂αV . (6.5)
Since (2.4) implies
divU = −(ρ¯ + V )−1(Vt + (u¯+U) · ∇V + (U · ∇)ρ¯ + V div u¯−Rρ), (6.6)
Q˜α can be written as
Q˜α = −2(u¯+U) · ∇∂αVt −
(
(u¯+U) · ∇)2∂αV + Q¯α,
where we use Q¯α to denote the remainder which contains derivatives of U and V with order at
most |α|+1 = k and each term is a product of at least three functions of u¯, ρ, U and(or) V . With
this, we have the following expression of ∂αQ˜,




(Rρ)t + κRρ +Rρu − P(ρ)yy
)
,
Qα2 = −2(u¯+U) · ∇∂αVt −
(
(u¯+U) · ∇)2∂αV .
Here, the term R3 is also used to denote the remainder which contains derivatives of U and V
with order at most |α| + 1 = k and each term is a product of at least three functions of u¯, ρ, U





























































div(u¯+U))∣∣∂αVs∣∣2 dx dy ds












∣∣((u¯+U) · ∇)∂αV ∣∣2 dx dy ds +R4.
















(∥∥∂αVs(s)∥∥2L2 + ∥∥∂α∇V (s)∥∥2L2)ds
)
.































(∥∥∂αVs(s)∥∥2L2 + ∥∥∂α∇V (s)∥∥2L2)ds
)
. (6.8)



















(∥∥∂αVs(s)∥∥2L2 + ∥∥∂α∇V (s)∥∥2L2)ds
)
. (6.9)
Therefore, by Cauchy inequality and choosing Λ sufficiently large and λ sufficiently small, we
have
θ2(t)





(∥∥∂αVs∥∥2L2 + ∥∥∇∂αV ∥∥2L2)ds
C
(∥∥∂αVt (·,0)∥∥2L2 + ∥∥∂αV (0)∥∥2L2)+C(EM+M3). (6.10)
Case 2. Estimate on U .
For |α| = k, by multiplying the first equation of (2.8) by 2∂α(∂αU1) and the second equation
by 2θ(t)∂α(∂αU2), integrating their sum over R2 × [0, t] yields


























∂αH · ∂αU)dx dy ds, (6.11)




















(ρ¯ + V )−1(PV ))∂α(divU))dx dy ds +R5.








































∣∣∂αU ∣∣2 dx dy ds +R7.










) · (∂αU)dx dy ds
∣∣∣∣∣ C(Eρ +M3).





























∥∥∂α(Vt ,∇V,∇U)t=0∥∥2L2 +C(Eρ +M3). (6.13)
Since ν(k) = μ(k)+ 1 and E = max{Eρ,E0} with
E0 = max











 C(1 + t)−(μ(|α|)+2)(E +M3). (6.14)
Thus, Proposition 2.2 holds.
Again the Theorem 1.1 is a direct consequence of Propositions 2.1 and 2.2.
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