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Une interface ecologique (IE) est un type particulier d'RJ permettant a son utilisateur de 
s'adapter aux evenements imprevus en presentant de maniere explicite la hierarchie 
fonctionnelle du domaine de travail, c'est-a-dire l'ensemble des contraintes inter-reliees 
qui regissent le domaine de travail. Concretement, une BE integre un ensemble de 
composants visuels, c'est-a-dire un agencement de formes geometriques, dont chacun 
correspond a une de ces contraintes. Afin d'aider le concepteur d'lE, la litterature 
presente un thesaurus visuel. H s'agit d'un catalogue de composants visuels reutilisables. 
Ainsi, le concepteur d'lE n'a pas a concevoir de composants visuels pour chaque 
nouvelle IE, mais plutot a selectionner du catalogue les composants visuels appropries 
pour ensuite les disposer sur une surface d'affichage. 
Puisque les composants visuels represented graphiquement des contraintes du domaine 
de travail, il devrait exister une correspondance directe entre ces derniers et leur 
definition lors de l'analyse. II n'en est toutefois pas ainsi. Dans un contexte de 
conception d'lE, la litterature presente la hierarchie d'abstraction et de decomposition 
(HAD) comme etant la seule technique de representation de domaines de travail. Or, la 
conception d'lE necessite plus que ce qui est represente par la HAD; celle-ci doit etre 
accompagnee d'une liste des variables et d'une liste des equations. La HAD offre 
uniquement une vue de haut niveau de la hierarchie fonctionnelle. Quant a la liste des 
variables et la liste des equations, en s'appuyant sur la HAD, elles servent a definir les 
contraintes du domaine de travail qui composent la hierarchie fonctionnelle. Le 
probleme est que la definition des contraintes du domaine de travail sous forme d'une 
liste d'equations ne s'appuie pas sur la meme structure que celle sous-jacente aux 
composants visuels. Dans le premier cas, les contraintes sont ecrites librement sous la 
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forme d'equations mathematiques. Dans le deuxieme cas, les composants visuels 
s'appuient sur une structure precise de relations entre termes et operateurs. 
Cette difference de structures pose un obstacle dans l'utilisation du thesaurus visuel en 
ce sens que le concepteur d'IE doit redefinir les contraintes definies initialement lors de 
l'analyse du domaine de travail afin qu'elles correspondent a la structure des 
composants visuels qui font partie du catalogue. Afin de solutionner ce probleme, cette 
these propose un nouveau langage de modelisation d'analyse de domaines de travail, 
appele WoDoMoLEID, qui s'appuie sur le meta-modele des IE. Son objectif est double. 
D'une part, ce dernier doit permettre de definir de maniere integree toutes les 
informations essentielles a la conception d'IE, c'est-a-dire les objets, les contraintes et la 
hierarchie fonctionnelle d'un domaine de travail. D'autre part, grace a sa structure, celui-
ci doit permettre une correspondance directe avec des composants visuels reutilisables. 
Ce dernier point constitue le premier pas vers l'automatisation du processus de selection 
des composants visuels reutilisables. 
Afin d'evaluer le langage de modelisation propose, celui-ci a ete applique au domaine de 
la gestion de portefeuille d'actifs financiers. De plus, un prototype de logiciel de 
modelisation a ete developpe et un catalogue de composants visuels reutilisables a ete 




An ecological interface (EI) is a particular type of UI that allows its user to adapt to 
unforeseen events by explicitly displaying the work domain functional hierarchy, that is, 
all the interrelated constraints governing the work domain. Concretely, an EI 
incorporates a set of visual components, that is, a combination of geometric shapes, each 
corresponding to one of these constraints. In order to help the EI designer, the literature 
presents a visual thesaurus. It is a catalogue of reusable visual components. Thus, the EI 
designer does not have to design each individual visual component for a new EI, but 
needs only to select the appropriate visual components from the catalogue and organize 
them on a display area. 
Because the visual components represent graphically the work domain constraints, there 
should be a direct correspondence between them and their definition during analysis. It 
is not the case. In an EI design context, the literature presents the abstraction and 
decomposition hierarchy (ADH) as the only work domain representation. However, EI 
design requires more than what is represented by the ADH. That is why it needs to be 
completed by a list of variables and a list of equations. The ADH is only a high-level 
view of the functional hierarchy. As for the list of variables and the list of equations, 
both based on the ADH, they are used to define the work domain constraints that 
compose the functional hierarchy. The problem is that the definition of the work domain 
constraints as a list of equations is not based on the same structure as the one the visual 
components are based on. In the first case, the constraints are freely written in the form 
of mathematical equations. In the second case, the visual components are based on a 
precise structure of relationships between terms and operators. 
IX 
This difference in structures constitutes a barrier in using the visual thesaurus in the 
sense that the EI designer needs to redefine the constraints initially defined during work 
domain analysis to match the structure of the visual components that are part of the 
catalogue. To solve this problem, this thesis proposes a new modeling language for work 
domain analysis, called W0D0M0LEID, based on the meta-model of El's. Its objective 
is twofold. On the one hand, it should allow defining in an integrated manner all 
information essential to the design of El's, that is, objects, constraints and the functional 
hierarchy of a work domain. On the other hand, because of its structure, it it should 
allow a direct correspondence with reusable visual components. This last point is the 
first step towards automating the process of selecting reusable visual components. 
In order to evaluate the proposed modeling language, it was applied to the financial 
assets portfolio management work domain. In addition, a modeling software prototype 
has been developed and a catalogue of reusable visual components has been created. The 
results show that W0D0M0LEID can achieve both aforementioned objectives. 
X 
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CHAPITRE 1 - INTRODUCTION 
Un systeme sociotechnique complexe est caracterise par un certain nombre de facteurs 
notamment sa nature dynamique, un nombre eleve de personnes qui interagissent les 
unes avec les autres, plusieurs sous-systemes inter-relies, une automatisation des 
traitements, un controle realise par le biais d'ordinateurs ainsi qu'un haut niveau de 
risque et d'incertitude (Vicente 1999a)1. II s'agit done d'un systeme ouvert assujetti a 
des perturbations imprevues qui, par definition, ne peuvent etre evitees et peuvent etre 
accompagnees de consequences desastreuses lorsqu'elles surviennent (Vicente et 
Rasmussen 1992). On peut penser a un portefeuille d'actifs financiers, a une entreprise, 
a un reacteur nucleaire, a un avion ou au corps humain. Ainsi, la bonne conduite d'un 
systeme sociotechnique complexe est dependante de la capacite d'adaptation de la 
personne qui est responsable de son controle. 
La conception d'environnements de travail soutenant 1'adaptation exige d'obtenir une 
connaissance du domaine de travail, e'est-a-dire du systeme sociotechnique complexe. 
Cette these s'interesse a la problematique de la representation de ce dernier a des fins de 
conception d'interfaces utilisateurs (IU). 
1.1. Mise en contexte 
La conception centree sur l'utilisateur, telle que definie par la norme ISO 13407, 
consiste a mettre l'utilisateur au centre de la demarche de creation de systemes" 
1 Pour qu'un systeme soit caracterise comme etant un systeme sociotechnique complexe, il n'a pas a 
correspondre a tous ces facteurs, mais doit avoir une correspondance forte avec un certain nombre d'entre 
eux. En somme, un systeme sociotechnique complexe peut mettre 1'accent sur les aspects sociaux et un 
autre peut mettre 1'accent sur les aspects techniques. Pour une definition precise, voir Vicente (1999a) aux 
pages 5 ainsi que 14 a 17. 
Le grand dictionnaire terminologique de l'Office quebecois de la langue francaise (OQLF, 
www.granddictionnaire.com) definit un systeme comme etant un « Ensemble d'elements associes pour 
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interactifs. Une des etapes de cette demarche est la definition du contexte d'utilisation 
qui consiste a decrire la tache, l'utilisateur et l'environnement dans lequel le systeme 
sera utilise. Selon Maguire (2001), pour des systemes familiers, des rencontres avec les 
parties prenantes sont suffisantes pour decrire le contexte d'utilisation. Toutefois, pour 
des systemes moins familiers, qui peuvent s'averer complexes, ces rencontres doivent 
etre completees par, entre autres, une analyse de taches. 
Diaper (2004, p. 15) explique que le travail consiste a realiser des changements a un 
environnement. En adoptant une perspective d'interactions humain-ordinateur, il 
mentionne que le travail est realise par des individus par Fentremise de materiel 
informatique. Le travail d'un individu est guide par des buts, c'est-a-dire des etats 
desires de l'environnement. Pour atteindre ses buts, un individu doit realiser un 
ensemble de taches qui consistent a modifier l'etat de l'environnement. L'analyse de 
taches est done l'etude de la maniere dont le travail est realise par les taches, c'est-a-dire 
les actions qui modifient l'environnement. 
L'analyse de taches sous-entend, selon Vicente (1999b), que les evenements qui 
amenent les individus a realiser des taches doivent etre prealablement identifies. En 
d'autres mots, l'analyse de taches est tout indiquee pour les evenements frequents ainsi 
qu'occasionnels mais anticipes. Toutefois, pour ce qui est des evenements imprevus, si 
ITU qu'il utilise a ete congue a partir d'une analyse de taches, 1'individu ne peut 
s'appuyer sur celle-ci pour le soutenir dans son travail. En somme, une IU congue a 
partir d'une analyse de taches ne permet pas, ou du moins permet difficilement, a son 
utilisateur de s' adapter a une situation imprevue. 
atteindre un but determine au moyen d'un fonctionnement specifie. » Cette definition, provenant du 
domaine de la cybernetique, englobe non seulement les logiciels, mais tout appareil ou melange de 
materiels et d'individus destine a soutenir une tache quelconque. C'est done en ce sens que le terme 
« systeme » est employe tout au long de cette these. 
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Devant un systeme sociotechnique complexe, un individu qui fait face a un evenement 
imprevu se retrouve en situation de resolution de probleme. En d'autres mots, ce dernier 
doit s'adapter a la situation en etablissant une sequence d'actions permettant d'atteindre 
ses buts puisqu'aucune n'a ete prealablement definie. Si l'analyse de taches ne permet 
pas de concevoir une IU soutenant convenablement 1'individu dans cette situation, 
existe-t-il une autre approche qui le permet? 
La litterature sur la resolution de probleme indique que le facteur determinant dans la 
resolution de probleme par un individu est la representation interne du domaine de 
travail (Newell et Simon 1972, Rasmussen 1985, Vicente et Rasmussen 1992). Vicente 
(1999a, p. 10) definit un domaine de travail comme etant le systeme sous controle 
independamment des gens qui en font partis, des mecanismes d'automatisation, des 
evenements, des taches, des buts ou des interfaces humain-ordinateur. Par consequent, 
afin de soutenir le processus de resolution de probleme d'un individu, une IU doit 
presenter de maniere explicite le domaine de travail. La conception d'une telle IU exige 
au prealable de recourir a des techniques d'analyse mettant l'accent non pas sur la tache, 
comme c'est la coutume en ergonomie, mais sur la description du domaine de travail. 
Neanmoins, il est important de mentionner que l'analyse du domaine de travail et 
l'analyse de taches ne sont pas des approches concurrentes, mais plutot complementaires 
(Miller et Vicente 2001, Burns et Hajdukiewicz 2004, Hajdukiewicz et Vicente 2004). 
Vicente (1999b) presente trois criteres que doivent respecter toute technique d'analyse 
du domaine du travail: (a) independance des artefacts, (b) independance des evenements 
et (c) faire preuve de pertinence psychologique. A ce sujet, il indique que les techniques 
d'analyse de taches sont habituellement pertinentes d'un point de vue psychologique 
puisqu'elles tiennent compte des buts a atteindre comparativement a, par exemple, 
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1'analyse de systemes qui se concentre sur les mecanismes internes decrivant le 
fonctionnement d'un systeme. Les IU congues a partir d'une analyse de systemes sont en 
general deficientes sur le plan de l'utilisabilite car elles ne correspondent habituellement 
pas au modele mental de son utilisateur (Norman 2002). Le plus grand point faible de 
l'analyse de taches est, tel que mentionne precedemment, qu'elle est dependante des 
evenements. De plus, meme s'il existe des exceptions toujours selon Vicente (1999b), la 
plupart des techniques d'analyse de taches ne peuvent se dissocier des artefacts utilises 
dans la realisation des taches. Bien que la description des taches generiques puisse rester 
independante des artefacts utilises, la description des taches elementaires implique 
necessairement 1'interaction avec ceux-ci, ce qui a pour effet d'influer le deroulement de 
la tache. 
La litterature presente quelques approches de conception d'lU permettant de soutenir la 
resolution de probleme et respectant les trois criteres de Vicente (1999b). Ces approches, 
notamment fonction-comportement-etat3 (Lin et Zhang 2004, 2005), la modelisation de 
flux a multi-niveaux (Lind 1994, Larssen 1996) et la conception d'interfaces 
ecologiques4 (CBE) (Vicente et Rasmussen 1992), proposent differentes techniques de 
representation du domaine de travail. Cette these se limite toutefois a une seule 
approche, la CEE, qui est incontestablement celle ayant attire le plus d'attention dans la 
litterature en ayant fait 1'objet de plus de 150 publications (Burns et Hajdukiewicz 2004, 
p. xxvi). De plus, la CDE a ete appliquee a plusieurs domaines, notamment le controle de 
processus industriel, Taviation, la gestion de reseaux informatiques et la medecine 
(Vicente 2002, Burns et Hajdukiewicz 2004), contrairement aux deux autres approches 
qui ont ete appliquees uniquement au controle de processus industriels. 
3 Traduction libre du terme anglais Function-Bahavior-State. 
4 La raison pour laquelle le terme «interface ecologique » a ete adopte est que ce type d'lU s'appuie sur 
les notions d'une ecole de pensee en psychologie appelee « psychologie Ecologique » (Burns et 
Hajdukiewicz 2004). 
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La CIE a ete appliquee a des domaines de travail de nature quantitative et de nature 
qualitative. Toutefois, les applications aux domaines de travail quantitatifs ont largement 
predomine la litterature sur le sujet. De plus, les ecrits portant sur le detail de la 
demarche de transformation des resultats de 1'analyse du domaine de travail en une IE 
ont porte presqu'exclusivement sur des domaines de travail quantitatifs (Burns et 
Hajdukiewicz 2004). C'est pout cette raison que cette these se limite a la representation 
de ce type de domaine de travail. 
1.2. Problematique 
La CIE est un cadre de travail theorique permettant de creer des IU soutenant la 
resolution de probleme en rendant explicite le domaine de travail a travers celle-ci 
(Vicente et Rasmussen 1992, Vicente 1999a, Burns et Hajdukiewicz 2004). Plus 
concretement, une interface ecologique (IE) affiche un ensemble de composants visuels. 
Chaque composant visuel est constitue d'un agencement particulier de formes 
geometriques qui represente une contrainte d'un domaine de travail. Un domaine de 
travail est compose d'un ensemble de contraintes inter-reliees. Cette structure de 
contraintes constitue la hierarchie fonctionnelle de celui-ci. En somme, une IE presente 
de maniere explicite la hierarchie fonctionnelle d'un domaine de travail5. 
En s'inspirant de Burns et Hajdukiewicz (2004), la figure 1.1 illustre de maniere 
simplified le processus de creation d'une interface ecologique (IE) en mettant l'accent 
sur les activites et les produits du processus. 








Figure 1.1 - Representation simplifiee du processus de creation d'une interface 
ecologique fonctionnelle en s'inspirant de Burns et Hajdukiewicz (2004). 
Le travail du concepteur d'lE consiste principalement a representer la hierarchie 
fonctionnelle du domaine de travail par des agencements de formes geometriques dont 
certaines pourront etre directement manipulees par l'utilisateur (Burns et Hajdukiewicz 
2004). Le resultat de ce travail est generalement une maquette de TIE. Cette derniere est 
ensuite implemented par un programmeur pour obtenir une IE fonctionnelle. 
Plusieurs activites d'analyse peuvent preceder ce travail de CIE, par exemple l'analyse 
de taches, de l'environnement physique d'utilisation et de la population d'utilisateurs. 
Quoi qu'il en soit, l'activite d'analyse la plus essentielle a la CIE est celle qui consiste a 
decrire le domaine de travail. A cette fin, la litterature propose la hierarchie d'abstraction 
et de decomposition (HAD) comme etant la seule technique de representation de celui-ci 
(Rasmussen 1983, Rasmussen 1985, Ramussen, Pejtersen et Schmidt 1990, Vicente et 
Rasmussen 1992, Vicente 1999a, Burns et Hajdukiewicz 2004). 
A 1'origine, la HAD, qui a vu le jour dans les annees 1970, n'etait pas destinee a 
concevoir des IE. II s'agit d'une technique de representation de domaines de travail 
compatible avec la maniere dont un systeme complexe est represents cognitivement par 
un individu en situation de resolution de probleme (Rasmussen 1985, Vicente 1999a, 
Burns et Hajdukiewicz 2004). Son objectif est de representer un domaine de travail, 
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comme son nom l'indique, en differents niveaux d'abstraction et de decomposition . 
Cette representation a ete creee en s'appuyant sur les resultats d'etudes empiriques 
realisees dans les domaines du depannage electronique, bibliothecaire et des centrales 
nucleaires (Vicente 1999a, p. 364, Burns et Hajdukiewicz 2004, p. 9). 
En somme, la HAD n'est autre qu'une technique de representation d'opportunite pour la 
CIE; a defaut d'avoir une meilleure technique de representation de domaines de travail, 
la HAD a ete adoptee pour la CIE. Bien que cette derniere et les IE partagent la meme 
philosophic, leur structure respective semble presenter certaines incompatibilites. 
Notamment, pour concevoir une IE, la HAD ne semble pas etre suffisante; elle doit etre 
accompagnee de representations secondaires, en l'occurrence, une liste de variables et 
une liste d'equations (Bisantz et Vicente 1994, Burns et Hajdukiewicz 2004). 
1.3. Objectifs de recherche 
Cette section presente les deux objectifs de recherche qui se rapportent a la CIE. 
1.3.1. Objectifl 
Quel que soit le domaine d'application, la conception est une tache de resolution de 
probleme selon Simon (1996). II indique qu'un artefact est une interface entre 
l'environnement interne, c'est-a-dire les mecanismes de l'artefact, et l'environnement 
externe, c'est-a-dire le contexte dans lequel l'artefact sera utilise. En somme, la 
description de l'environnement externe equivaut a la description d'un probleme a 
resoudre. Qui utilisera l'artefact? De quelle maniere? Pour quelles raisons? Dans quelles 
conditions? Les reponses a ces questions et a d'autres constituent les exigences 
auxquelles l'artefact devra se conformer. Quant a la solution, il s'agit pour le concepteur 
6 La HAD est decrite en details au chapitre 4. 
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d'elaborer l'environnement interne de l'artefact afin qu'il soit approprie a son 
environnement externe. 
Simon (1996, p. 132) indique que resoudre un probleme signifie simplement le 
representer de maniere a rendre la solution transparente. Les constats de la section 
precedente permettent de se questionner sur la transparence de la solution, en 
l'occurrence une interface ecologique, lorsque le probleme est presente sous forme de 
HAD. Bien que la litterature presente quelques critiques a l'egard de la HAD comme 
technique de representation de domaines de travail (Lind 1999, 2003), il semble que 
personne ne se soit penche sur les problemes relies a l'utilisation de la HAD pour la 
conception d'EE. Par consequent, le premier objectif de cette these est le suivant: 
Ol Faire le point sur la hierarchie d'abstraction et de 
decomposition pour la conception d'interfaces ecologiques. 
Cet objectif passe par une evaluation de la compatibilite entre la HAD et les IE. Evaluer 
la compatibilite entre des techniques de representation consiste a voir celles-ci comme 
etant chacune un langage de modelisation. Un langage est, selon le Nouveau Petit Robert 
edition 2007, un systeme de signes vocaux ou graphiques permettant l'expression de la 
pensee et la communication entre des individus. Ce systeme est compose d'elements 
(vocabulaire) et de regies d'associations (grammaire) entre ces elements. La HAD et la 
representation d'une IE sous forme de maquette sont toutes deux des systemes 
d'elements inter-relies. Ce sont, par consequent, des langages de modelisation. 
La structure d'un langage de modelisation s'exprime par un meta-modele. D s'agit d'un 
modele du systeme qui definit ce langage. Un meta-modele est generalement defini 
comme etant un modele d'un langage de modelisation; c'est un modele qui definit la 
structure du langage de modelisation. L'evaluation de la compatibilite entre deux 
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langages de modelisation est done realisee en etablissant des correspondances entre les 
elements de la structure d'un langage (meta-modele source) et les elements de la 
structure d'un autre langage (meta-modele cible). Dans ce cas, le meta-modele source 
est le meta-modele de la HAD et le meta-modele cible est le meta-modele d'une IE. Par 
consequent, en plus des resultats de l'analyse, l'atteinte du premier objectif apporte trois 
autres contributions : (a) le meta-modele de la HAD, (b) le meta-modele d'une IE et (c) 
une methode devaluation de la compatibility entre meta-modeles. 
1.3.2. Objectif 2 
Vicente (2002) mentionne qu'un des obstacles a l'adoption des IE est que le choix de 
l'apparence des composants visuels est plutot un art qu'une science; la transformation 
d'une HAD en une IE exige une grande part de creativite. Cet enonce n'est plus tout a 
fait veridique depuis la publication du thesaurus visuel de Burns et Hajdukiewicz (2004). 
II s'agit d'un catalogue de composants visuels reutilisables associes a des types de 
contraintes, par exemple une addition ou une division, qui s'appuient sur une structure 
particuliere de relations entre des termes et des operateurs mathematiques. Ainsi, en 
principe, un concepteur d'IE peut, a partir de ce catalogue, selectionner les composants 
visuels correspondant aux contraintes d'un domaine de travail. Le probleme est que, lors 
de l'analyse du domaine de travail, la definition des contraintes ne suit pas de regies 
precises; il s'agit d'equations mathematiques ecrites librement (Bisantz et Vicente 1994, 
Burns et Hajdukiewicz 2004). Par consequent, il est difficile pour un concepteur d'etablir 
une correspondance entre les contraintes issues de l'analyse et les composants visuels du 
thesaurus de Burns et Hajdukiewicz (2004). Dans cette situation, il est clair que la 
representation des contraintes n'est pas propice a la selection directe des composants 
visuels appropries. Le concepteur doit done, a chaque nouvelle creation d'IE, redefinir 
les contraintes du domaine de travail afin de les adapter a la structure imposee par le 
thesaurus visuel, ce qui alourdit considerablement son travail. 
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Afin d'accelerer le temps associe a la conception d'DE, il faudrait faire en sorte que les 
contraintes definies en analyse le soient a partir de la meme structure que celle sous-
jacente aux composants visuels du thesaurus de Burns et Hajdukiewicz (2004). Pour ce 
faire, il faut definir des regies precises de definition de contraintes lors de l'analyse du 
domaine de travail. Ainsi, une contrainte definie par un analyste peut etre directement 
associee a un composant visuel particulier. Ce faisant, le concepteur n'aura pas a allouer 
de temps a redefinir les contraintes afin de les rendre compatibles a la structure du 
thesaurus visuel. De plus, il sera en principe possible d'automatiser la selection des 
composants visuels a partir de contraintes du domaine de travail, ce qui aura pour effet 
d'accelerer encore plus le processus de conception d'lE. Par consequent, le deuxieme 
objectif de cette these est le suivant: 
n ? Creer et evaluer un langage de modelisation de domaines de 
travail quantitatifs permettant une correspondance directe 
avec les composants visuels d'une interface ecologique. 
1.4. Structure de la these 
Le chapitre 1 constitue l'introduction de cette these. II aborde la mise en contexte, la 
problematique et les objectifs de recherche. 
Cette these porte sur la creation et 1'evaluation d'un langage de modelisation. Ainsi, le 
chapitre 2 consiste en une recension de la litterature sur la modelisation. II s'agit 
principalement de distinguer les notions de modeles et de meta-modeles. De plus, 
1'importance de la meta-modelisation est expliquee. 
Le chapitre 3 consiste en une recension de la litterature sur les IE. Les fondements de la 
resolution de probleme en s'appuyant principalement sur la theorie de Newell et Simon 
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(1972) sont presentes en premier lieu. Ensuite, une description des IE est realisee. 
Dernierement, un meta-modele d'une IE est presente. 
Le chapitre 4 presente une analyse et une critique de la HAD. Un meta-modele de cette 
technique de representation du domaine du travail est presente. Sa compatibility est 
ensuite evaluee avec le meta-modele d'une IE presente au chapitre 3. 
Le chapitre 5 presente le langage de modelisation d'environnements quantitatifs propose 
dans cette these. II presente en premier lieu un meta-modele decrivant la syntaxe 
abstraite du langage de modelisation. II s'agit des elements de ce dernier et les relations 
entre ceux-ci. En deuxieme lieu, ce chapitre decrit la syntaxe concrete du langage de 
modelisation, c'est-a-dire la notation utilisee pour representer les elements de la syntaxe 
abstraite. 
Le chapitre 6 presente 1'evaluation du langage decrit au chapitre 5. Un prototype de 
logiciel de modelisation est developpe a cette fin. Le langage est applique a un domaine 
de travail particulier, celui de la gestion de portefeuille d'actifs financiers. 
Le chapitre 7 est la conclusion de cette these. Les limites, les contributions et les 
avenues futures de recherches y sont presentees. 
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CHAPITRE 2 - LA MODE LIS ATION 
On dit qu'une image vaut mille mots. Cet adage, habituellement utilise pour les photos 
ou les peintures, s'applique aussi bien a la modelisation graphique. Ce chapitre vise a 
decrire ce en quoi consiste la modelisation. Pour ce faire, il est necessaire en premier 
lieu de s'interroger sur ce qu'est un modele. La section 2.2 presente une synthese de 
definitions presentees dans la litterature. Un modele s'appuie sur un langage de 
modelisation qui regroupe habituellement une notation et un ensemble de regies. Ce 
concept est decrit a la section 2.3. Differents modeles sont utilises a differentes etapes du 
cycle de developpement de logiciels. Les modeles d'analyse et les modeles de 
conception sont differencies a la section 2.4. Enfin, la section 2.5 presente une 
introduction a l'ingenierie dirigee par les modeles, une approche de conception qui met 
les modeles au premier plan. La section 2.6 presente une synthese de ce chapitre. 
2.1. Qu'est-ce qu'un modele? 
Force est de constater que la definition de ce qu'est un modele peut porter a confusion. 
En effet, le Nouveau Petit Robert edition 2007 ne presente pas moins de sept definitions. 
La septieme et derniere definition, qui se rapporte aux domaines scientifiques, concerne 
particulierement cette these: «Representation simplified d'un processus, d'un 
systeme ». Cette definition introduit deux notions : representation et simplification. La 
premiere notion sous-entend que le modele se distingue de ce qui est modelise. La 
deuxieme notion sous-entend l'abstraction de details. Ces deux notions sont 
approfondies dans les sous-sections suivantes. 
Le concept de modele sera dorenavant aborde dans une perspective de genie logiciel, 
domaine dans lequel la modelisation est bien ancree. La raison derriere ce choix est que 
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cette these s'interesse au domaine de l'ergonomie cognitive, plus specifiquement a la 
conception d'interfaces utilisateurs. Les interfaces utilisateurs aujourd'hui sont 
presqu'uniquement associees a des systemes informatiques; elles constituent ainsi un 
composant d'un logiciel. 
2.1.1. Un modele est une representation 
La notion de modeles ne date pas d'hier. En effet, Favre (2004) et Chen (1999) indiquent 
qu'elle remonte a plusieurs millenaires. Ces deux auteurs font le rapprochement entre les 
modeles utilises aujourd'hui pour le developpement de logiciels et le langage de 
communication utilise en ancienne Egypte. Principalement, les hieroglyphes 
s'appuyaient sur une representation graphique de concepts a des fins de communication 
qui suivaient des regies bien definies. De plus, Favre (2004) refere aux artefacts de cette 
periode qu'on retrouve dans les musees comme etant des modeles; il s'agit de 
representations de personnages importants, de divinites ou d'evenements. 
Kurtev (2005, p. 13) indique qu'un modele est utilise pour etudier indirectement un 
objet. D ajoute que plusieurs obstacles peuvent empecher l'etude directe de celui-ci, 
notamment, parce qu'il est inaccessible, parce que son acces direct necessite un 
investissement trop eleve ou parce que l'objet n'existe pas. II est alors essentiel de 
recourir a une representation d'un objet pouvant etre de nature physique ou conceptuelle. 
Dans le meme ordre d'idee, Bezivin et Gerbe (2001) mentionnent qu'un modele doit 
permettre de repondre a certaines questions a la place de l'objet modelise. 
Afin de decrire la relation entre un objet et son modele, Hughes (1997) presente les trois 
activites7 illustrees a la figure 2.1 : 
7 Dans son article, Hughes (1997) associe ces activites a l'etude de modeles theoriques en physique. 
Toutefois, Kurtev (2005, p. 13) les applique de maniere generique a tout type de modele. 
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• Denotation. La denotation consiste a faire la correspondance entre des elements de 
l'objet modelise et les elements correspondant d'un modele. Le modele doit done 
etre une representation fidele de l'objet modelise sans toutefois etre une replique 
exacte. 
• Demonstration. La demonstration consiste a tirer des conclusions d'un modele. 
• Interpretation. L'interpretation consiste a faire la correspondance entre les elements 
d'un modele et les elements correspondant de l'objet modelise. L'interpretation peut 
egalement etre vue comme etant la projection de la demonstration vers l'objet, ce 




Figure 2.1 - Relations entre un objet et son modele 
[adaptee et traduite de Hughes (1997)]. 
Un modele se manifeste generalement sous deux formes ou une combinaison des deux : 
• Graphique. Un modele graphique utilise des symboles representant des concepts 
d'un domaine particulier. Ceux-ci sont crees a partir de formes geometriques 
generalement reliees par des lignes afin de representer leurs relations. Bien que la 
representation puisse s'appuyer sur des techniques de visualisation bidimensionnelle 
ou tridimensionnelle, les symboles sont repartis sur une surface bidimensionnelle. 
Par exemple, le resultat d'une analyse hierarchique de tache ou la description de la 
structure d'un logiciel a l'aide d'un diagramme de classes sont des modeles 
graphiques. 
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• Textuelle. Un modele textuel utilise des mots appartenant a une langue ecrite. Les 
mots sont crees a partir de symboles appeles des lettres, mais contrairement a la 
forme graphique, ces symboles ne sont pas des elements modelises et ne sont done 
pas utilises pour la denotation et l'interpretation. Les mots sont utilises a cette fin. 
Habituellement standardises, ces derniers sont associes a des concepts d'un domaine 
particulier. Par exemple, la description d'un scenario de cas d'utilisation ou le code 
source d'un logiciel sont des modeles textuels. Dans le premier cas, les mots ne sont 
pas assujettis a une standardisation; le modele est decrit sous forme de prose. Dans le 
deuxieme cas, chaque mot employe doit pouvoir etre interprete par un compilateur. 
Par consequent, le code source doit suivre des regies d'ecriture tres rigoureuses. 
Pour quelles raisons une forme de representation serait preferable a 1'autre? Afin de 
repondre a cette question, il importe de distinguer le traitement cognitif des images et 
des mots. A cette fin, Paivio (2007) presente la theorie du double codage. Cette derniere 
postule que les informations visuelles et verbales sont traitees differemment par le 
cerveau puisque chaque type est assujetti a une representation mentale distincte : les 
imageries, associees a la representation visuelle, et les logogenes, associees a la 
representation verbale. La figure 2.2 illustre le traitement cognitif d'informations selon 
cette theorie. Puisque la tache de modeliser est principalement de nature visuelle, les 
explications subsequentes portent exclusivement sur la vue meme si cette theorie 
s'applique aux autres sens. 
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Reponses verbales Reponses non-vetbales 
Figure 2.2 - Modele general de la theorie du double codage 
[adaptee et traduite de Paivio (2007)]. 
Selon Paivio (2007), les imageries sont des unites de representation visuelle d'objets qui 
ont tendance a etre pergues de maniere imbriquee. Par exemple, il est possible de 
s'imaginer une personne, la personne dans une voiture et la voiture roulant sur la route. 
Le traitement des imageries est realise de maniere holistique, c'est-a-dire qu'ils sont 
difficilement decomposables en unites discretes. C'est pourquoi la hierarchie imposee 
par rimbrication d'imagenes peut etre realisee par une approche de bas vers le haut, 
c'est-a-dire de la personne vers la rue, ou du haut vers le bas, c'est-a-dire de la rue vers la 
personne. Quant aux logogenes, il s'agit, toujours selon Paivio (2007), d'unites de 
representation verbales telles des lettres, des mots et des phrases. Contrairement aux 
imageries, ces unites de representation sont organisees d'une maniere sequentielle 
imposee par des conventions a travers leur hierarchie d'imbrication. En effet, le sens 
conventionnel de l'ecriture impose une contrainte d'organisation des lettres et des mots, 
done des logogenes. C'est pour cette raison qu'il est plus facile d'epeler un long mot a 
l'endroit qu'a 1'envers. La distinction entre ces deux formes de representation interne 
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d'informations provient du fait qu'elles sont traitees par des regions differentes du 
cerveau; le traitement des imageries est realise dans le cortex visuel, qui est egalement 
associe a la memoire a long terme, et le traitement de logogenes est realise dans le cortex 
temporal (Ware 2004, p. 298). 
Bien que ces deux types de representations internes soient associes a differentes regions 
du cerveau, il existe une relation entre les imageries et les logogenes. Une image, par 
exemple la photographie d'une personne, est un stimulus visuel dont la representation 
interne est realisee par le systeme non-verbal a l'aide de plusieurs imageries (la personne, 
ses caracteristiques faciales, le paysage autour de celle-ci, la photographie, la main qui 
tient la photographie, etc.). Si la personne est connue, son nom peut venir a l'esprit. 
Toutefois, le nom d'une personne n'est pas une information visuelle, mais verbale. Les 
imageries associes aux attributs physiques de cette personne sont done relies a des 
logogenes associes a, par exemple, son nom, son adresse, son numero de telephones, etc. 
L'inverse est egalement possible. La representation mentale du nom d'une personne 
connue (logogene) suite a sa lecture est reliee a des imagenes (apparence de cette 
personne, evenements avec cette personne, etc.) associes a cette personne. En somme, 
les connexions referentielles sont generalement de l'ordre de une a plusieurs ou de 
plusieurs a plusieurs. 
La theorie du double codage permet de comprendre la maniere dont les stimuli verbaux 
et non-verbaux sont traites cognitivement, mais elle ne permet pas de repondre 
directement a la question posee precedemment. A cette fin, il faut done se tourner vers la 
theorie de 1'adequation cognitive8 proposee par Vessey (1991) qui s'appuie en partie sur 
la theorie du double codage. Telle qu'illustree a la figure 2.3, cette theorie indique qu'il 
existe une correlation entre la performance de la tache (solution du probleme) et 
Traduction libre du terme anglais cognitive fit. 
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1'adequation (representation mentale) entre la forme de representation externe d'un 
probleme (representation du probleme) et la forme de sa representation requise pour la 












Figure 2.3 - Modele general de resolution de probleme selon la theorie de I'adequation 
cognitive [traduite de Vessey (1991)]. 
Selon la theorie de I'adequation cognitive, avant de savoir si la forme graphique ou 
textuelle est preferable, il faut s'interroger sur les caracteristiques de la tache dans 
laquelle le modele sera utilise. A ce sujet, Ware (2004, p. 304) indique qu'il est 
preferable de recourir a la forme graphique pour representer des relations structurelles, 
des emplacements et des details. Ces representations, de nature spatiale, requierent une 
approche holistique de traitement. Quant a la forme textuelle, il indique qu'elle est 
preferable pour representer des informations procedurales, des conditions logiques et des 
concepts verbaux abstraits. Ces representations, de nature symbolique, requierent une 
approche sequentielle de traitement. En ce qui concerne particulierement les instructions 
procedurales, Ware (2004, p. 305) indique qu'il est possible d'utiliser la forme 
graphique a condition qu'elle soit dynamique. 
Tel qu'illustre a la figure 2.2, la theorie du double codage postule que les stimuli 
verbaux et non-verbaux sont traites cognitivement par des canaux differents qui se 
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partagent les ressources attentionnelles. Par exemple, il est difficile de memoriser 
1'information pergue visuellement en regardant une emission de television presentant des 
images de pyramides egyptiennes et dont le narrateur raconte la vie d'un acteur 
hollywoodien. Dans ce cas, les logogenes obtenus suite a l'ecoute du narrateur ne 
correspondent pas aux imageries obtenus suite aux images presentees et la retention sera 
mediocre. Par contre, si le narrateur porte son discours sur les pyramides egyptiennes, la 
retention sera de meilleure qualite que si un seul type de stimuli avait ete pergu. En 
somme, la retention d'information est de meilleure qualite lorsque la meme information 
est presentee de maniere verbale et non-verbale. 
2.1.2. Un modele est une simplification 
Un concept d'importance capitale en genie logiciel est la separation des preoccupations. 
Une preoccupation peut etre consideree comme un ensemble de caracteristiques d'un 
logiciel pouvant evoluer independamment d'un autre ensemble de caracteristiques, c'est-
a-dire d'une autre preoccupation. Par exemple, Kulkarni et Reddy (2003) presentent 
1'IU, les traitements et les donnees comme etant trois preoccupations. Particulierement 
reliees aux IU, la litterature presente differentes preoccupations pouvant etre modelisees 
telles les contextes d'usage (Sottet, Clavary et Favre 2005), la tache (Pinheiro da Silva et 
Patton 2003), les interactions (Nunes et Cuhna 2000) ainsi que la navigation et la 
presentation (Hennicker et Koch 2001). En somme, une preoccupation fait reference a la 
maniere de voir le systeme informatique, c'est-a-dire la perspective adoptee. La 
separation des preoccupations vise done a regrouper les elements d'un logiciel autour de 
differentes preoccupations afin de pouvoir optimiser leur fonctionnement sans avoir a se 
preoccuper des autres elements associes a des preoccupations differentes. 
En faisant abstraction des elements qui ne sont pas rattaches a la perspective adoptee, la 
representation d'un objet est done simplifiee. Ainsi, selon Kuhne (2006), une copie d'un 
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objet ne peut etre considered comme etant un modele; la copie n'est pas une 
representation, mais une imitation de l'objet. 
La figure 2.4 illustre la notion de simplification. L'ellipse grise dans l'objet est la partie 
de celui-ci qui concerne la perspective adoptee. Le modele est represente par une ellipse 
plus petite representant la simplification de l'objet modelise. Les trois fleches 
represented les activites de denotation, de demonstration et d'interpretation telles 
qu'illustrees a la figure 2.1. 
Figure 2.4 - Simplification d'un objet. 
La simplification de l'objet modelise a pour effet d'offrir, entre autres, un mecanisme de 
gestion de la complexite. A ce sujet, Bezivin et Gerbe (2001) indiquent que pour etre 
utile, un modele doit etre plus facile a utiliser que l'objet lui-meme. Par exemple, le 
concepteur de base de donnees ne s'interessera pas aux aspects relies a ITU d'un 
logiciel, mais seulement aux aspects qui portent sur le stockage et faeces aux donnees. 
II utilisera done un modele qui se rapporte a cette perspective uniquement. En somme, 
un modele est un moyen economique d'etudier un objet; il permet de substituer celui-ci 
dans son etude. 
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2.2. Qu'est-ce qu'un langage de modelisation? 
Mellor, Scott, Uhl et Weise (2004) distinguent trois types de modeles en genie logiciel: 
croquis, plan et executable. Un modele en tant que croquis est realise rapidement; il ne 
s'agit pas d'une representation precise ni complete. Un modele en tant que plan permet 
de construire quelque chose, en l'occurrence un logiciel. Celui-ci comporte done un 
niveau de detail et de rigueur beaucoup plus eleve qu'un croquis. Un modele en tant 
qu'executable peut etre directement traduit en code source. Pour ce faire, il exige d'etre 
realise sans ambiguite de maniere a pouvoir etre traite par un logiciel de transformation 
a cette fin. 
Un modele peut etre utilise par differents individus a des fins d'etude de l'objet, pas 
uniquement par celui qui l'a cree; dans ce cas, un bon modele devient un outil de 
communication (Mellor, Scott, Uhl et Weise 2004). Par consequent, quel que soit le type 
de modele, afin d'etre interprete correctement, il est necessaire que le langage de 
modelisation utilise soit compris sans ambiguite. Pour des modeles de type croquis, les 
langages de modelisation se limitent a quelques conventions, mais ne sont pas definis 
formellement. Toutefois, pour des modeles de type plan, mais surtout de type 
executable, ceux-ci doivent s'appuyer sur une notation et des regies de modelisation 
strictes. Cette section porte sur les langages de modelisation. Plus specifiquement, elle 
porte sur la maniere dont ces langages sont definis. 
2.2.1. Modeles et meta-modeles 
Afin de pouvoir les interpreter correctement, les modeles s'appuient sur un ensemble de 
regies prealablement defini qui impose une structure et une semantique. Un meta-
modele permet d'atteindre cet objectif en specifiant les concepts du langage employes 
pour modeliser les relations entre les instances de ceux-ci (Seidewitz 2003, Mellor, 
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Scott, Uhl et Weise 2004). En d'autres mots, un meta-modele est un modele du langage 
de modelisation. 
Bezivin et Gerbe (2001) presentent la relation entre objet, modele et meta-modele. La 
figure 2.5, une variante de la figure 2.1, illustre cette relation. Le meta-modele qualifie la 
relation entre le modele et l'objet modelise. 
Objet Modele 
Meta-modele 
Figure 2.5 - Relation entre objet, modele et meta-modele 
[adaptee et traduite de Bezivin et Gerbe (2001)]. 
La definition d'un langage de modelisation ne se limite pas simplement a definir un 
ensemble de symboles. II faut egalement definir des regies d'agencement entre ceux-ci 
d'une maniere permettant d'etre interprete correctement ainsi qu'une notation permettant 
d'etre utilise. A cette fin, la syntaxe d'un langage de modelisation comporte deux 
niveaux (Kelly et Tolvanen 2008, Mellor, Scott, Uhl te Wise 2004, Frankel 2003): 
• Syntaxe abstraite* Ce type de syntaxe definit les elements du langage de 
modelisation et les relations entre ceux-ci. Elle peut s'apparenter au vocabulaire et a 
la grammaire d'un langage. Un meta-modele sert a definir la syntaxe abstraite d'un 
langage de modelisation. 
• Syntaxe concrete. Ce type de syntaxe definit l'apparence des elements de la syntaxe 
abstraite. Elle consiste en la definition d'une notation symbolique pouvant etre 
manipulee pour realiser des modeles et etre interpretee lors de 1'etude de ces 
derniers. 
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La figure 2.6 illustre un langage de modelisation pour l'assignation de taches a des 
employes. La syntaxe abstraite, dont le meta-modele est represente par un diagramme de 
classes du langage UML, presente les elements du langage a representer et la maniere 
dont ceux-ci peuvent etre relies. Par exemple, un employe peut etre relie a aucune ou 
plusieurs taches et une tache peut etre reliee a un ou plusieurs employes. La syntaxe 
concrete est definie par des bonhommes fil de fer pour les employes, des rectangles pour 








Servir les clients 
Suzanne 
Figure 2.6 - Langage de modelisation pour l'assignation de taches : 
(a) la syntaxe abstraite et (b) la syntaxe concrete. 
Un meta-modele sert non seulement a definir un langage de modelisation d'une maniere 
formelle, mais permet egalement de le faire evoluer. Par exemple, si un nouveau concept 
doit etre represente par le langage de modelisation, un nouvel element representant le 
concept est ajoute au meta-modele, permettant ainsi de definir comment ce nouveau 
concept est relie aux concepts deja existants. Par exemple, la figure 2.7 illustre l'ajout 
d'employes a temps plein et d'employes a temps partiel au meta-modele. La syntaxe 
concrete permet de distinguer ces deux elements par un bonhomme fil de fer complet 
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pour l'employe a temps plein et un demi bonhomme fil de fer pour l'employe a temps 
partiel. Ainsi, on remarque que Jacques est un employe a temps plein et Suzanne une 
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Figure 2.7 - Nouveau langage de modelisation pour I'assignation de taches 
(a) la syntaxe abstraite et (b) la syntaxe concrete. 
2.2.2. Les niveaux de modelisation 
Un meta-modele etant lui-meme un modele peut etre meta-modelise afin d'en definir la 
structure et la semantique. Ou s'arrete la meta-modelisation? L'Object Management 
Group (OMG) (2008a) definit une architecture a quatre niveaux de modelisation 
presentee au tableau 2.1. D est a noter que ces niveaux ont ete definis specifiquement 
pour le domaine du genie logiciel. 
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Tableau 2.1 - Les quatre niveaux de modelisation selon OMG (2008a). 
Niveaux Appelations 
MO Donnees 
M1 Metadonnees Modele 
M2 Meta-metadonnees Meta-modele 
M3 Meta-meta-metadonnees Meta-meta-modele 
• MO. Ce niveau decrit les donnees du logiciel lors de son execution. Celles-ci 
representent des objets du domaine d'application. Elles peuvent etre representees au 
niveau Ml. 
• Ml . Ce niveau comporte les modeles qui representent les donnees du niveau MO. En 
d'autres mots, le niveau Ml represente les metadonnees, c'est-a-dire les donnees 
decrivant les donnees du niveau MO. Ces modeles presentent une vue abstraite de la 
structure et du comportement du logiciel. 
• M2. Ce niveau sert a decrire les langages utilises au niveau Ml. La structure et la 
semantique des modeles du niveau Ml y sont decrites. Les modeles a ce niveau sont 
considered comme constituants un langage abstrait, c'est-a-dire un langage sans 
definition de syntaxe concrete. 
• M3. Ce niveau definit un langage permettant de definir les modeles au niveau M2. 
Comme le niveau M3 est decrit a partir de lui-meme, il n'est pas necessaire de 
recourir a des niveaux superieurs de modelisation. 
Plusieurs avantages sont associes a cette architecture a quatre niveaux (Frankel 2003, 
Mellor, Scott, Uhl et Weise 2004, OMG 2008a). Premierement, elle permet de soutenir 
n'importe quelle sorte de modeles et de paradigmes de modelisation inimaginable. 
Deuxiemement, elle permet a plusieurs sortes de metadonnees d'etre reliees. 
Troisiemement, elle permet d'ajouter des meta-modeles et de nouvelles sortes de 
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metadonnees de maniere incrementale. Quatriemement, elle permet l'echange de 
modeles et de meta-modeles entre entries utilisant le meme meta-meta-modele. 
2.2.3. Langages de modelisation generiques et langages de 
modelisation specifiques au domaine 
II existe deux types de langages de modelisation : les langages de modelisation 
generiques (LMG) et les langages de modelisation specifiques au domaine (LMSD). 
Les LMG sont des langages qui peuvent etre utilises dans differents domaines. Par 
exemple, le diagramme de classes du langage UML (OMG 2008b) ou le diagramme 
entite-association (Chen 1976) sert a representer la structure conceptuelle d'un domaine 
quel qu'il soit, par exemple un systeme de creation d'horaire academique, un systeme de 
gestion de comptes bancaires ou un systeme de reservation hotelier. De plus, ces 
diagrammes peuvent servir a representer differents aspects de 1'architecture comme par 
exemple les objets internes utilises par le logiciel dans le cas du diagramme de classes. 
L'avantage de ce type de langage de modelisation est que le modelisateur n'a qu'un seul 
langage a connaitre pour modeliser differentes situations. 
L'inconvenient des LMG est que, dans certains cas, ceux-ci sont limites quant a leur 
capacite de representer tous les elements d'un domaine particulier. En effet, puisque ce 
type de langage consiste en une abstraction des concepts d'implementation, il oblige le 
modelisateur a traduire sa comprehension du domaine en des concepts qui sont associes 
a leur implementation (Kelly et Tolvanen 2008, p. 55). Par exemple, les elements du 
diagramme de classes (classe, attribut, operation, generalisation, ...) utilises pour 
representer les concepts d'un domaine se rapportent a des elements qui se retrouvent 
dans 1'implementation sous forme de code source. Meme son de cloche pour le 
diagramme entite-association et 1'implementation de la base de donnees. 
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Quant aux LMSD, ils represented directement les concepts associes au domaine vise 
sans egard a leur implementation (Kelly et Tolvanen 2008, p. 15). Ainsi, les 
developpeurs prennent le role de modelisateur pour creer des logiciels en manipulant 
directement des concepts du domaine. Par exemple, pour modeliser le fonctionnement 
d'une montre a cristaux liquides, le modelisateur manipule des concepts tels des 
boutons, des icones d'affichage, des etats et des actions de l'utilisateur (Kelly et 
Tolvanen 2008, ch. 9). Le langage de modelisation pour 1'assignation des taches illustre 
aux figures 3.7 et 3.8 est un LMSD. Afin de tirer les avantages d'un LMSD, celui-ci est 
necessairement defini par un meta-modele (Kelly et Tolvanen 2008, p. 74, Schmidt 
2006). 
Tout comme pour les LMG, la notion de domaine est tres large. Un LMSD peut servir a 
representer les elements d'un domaine d'application comme un systeme de services 
financiers en ligne ou les elements d'un domaine d'implementation comme des 
composants logiciels (Balasubramanian, Gokhale, Karsai, Sztipanovits et Neema 2006, 
Schmidt 2006). 
2.3. Differents modeles pour differentes etapes 
Tout processus de creation d'artefacts consiste en la transformation d'un espace de 
probleme en un espace de solution9 et la concretisation de celle-ci. La creation de la 
representation de 1'espace de probleme est appele 1'analyse et la creation de la 
representation de 1'espace de solution est appelee la conception. Chacune de ces deux 
etapes consiste a representer une perspective particuliere. 
9 Generalement, le terme espace de solution est employe au pluriel pour faire reference aux differentes 
solutions pouvant repondre au probleme. Toutefois, comme le processus de creation d'artefact se limite 
generalement a une seule solution, le terme est employe au singulier. 
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2.3.1. Modeles d'analyse 
L'espace de probleme est obtenu suite a une phase d'analyse qui, selon Odell et 
Ramackers (1997), consiste en la transformation d'une perception du monde reel en une 
representation de celui-ci. En d'autres mots, il s'agit du « quoi? ». Par consequent, de 
par sa nature, un modele est subjectif; il est le produit de la comprehension du monde 
reel par son auteur. Comment dire qu'un modele est complet? La modelisation est un 
processus iteratif. A chaque iteration, une validation doit etre realisee, generalement par 
des experts du domaine d'application. La validation fait partie de l'activite de 
demonstration telle qu'illustree a la figure 2.1. C'est lorsque les experts du domaine ont 
donne leur aval que le modele peut etre considere comme complet et sans erreurs. L'est-
il vraiment? Rien ne peut garantir la qualite d'un modele evalue qualitativement. Selon 
Reason (1995), il faut toujours garder a l'esprit qu'il existe une probability non nulle 
qu'un individu fasse une erreur lors de l'execution de ses taches. H importe done de 
l'outiller de maniere a ce que celui-ci puisse rapidement corriger le tir. C'est pourquoi il 
est necessaire de permettre le retour en arriere afin de modifier le modele a tout moment. 
2.3.2. Modeles de conception 
L'espace de solution est obtenu suite a une phase de conception qui, toujours selon Odell 
et Ramackers (1997), consiste en la transformation du resultat de 1'analyse en une 
representation de l'artefact, plus specifiquement une representation de la structure de 
composants qui, une fois reunis, permettent de resoudre le probleme. En d'autres mots, il 
s'agit du « comment? ». Ainsi, les modeles de conception sont tributaires des modeles 
d'analyse. Par consequent, pour juger de la qualite d'un modele de conception, il ne faut 
pas evaluer si l'artefact con§u permet de solutionner le probleme, mais plutot s'il permet 
de solutionner le probleme tel que decrit par le modele d'analyse. En d'autres mots, si le 
modele d'analyse est errone, le modele de conception ne pourra pas permettre de 
representer l'artefact qui solutionnera le probleme. 
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2.4. Ingenierie dirigee par les modeles 
L'ingenierie dirigee par les modeles (IDM) est une nouvelle approche de developpement 
de logiciels qui consiste a mettre 1'accent, comme son nom l'indique, sur les modeles 
plutot que sur le code source. En resume, 1'IDM consiste a definir un ensemble de 
modeles successifs et un ensemble de regies de transformation permettant d'arriver a des 
modeles cibles a partir de modeles sources (Kent 2002, Mellor, Clark et Futagami 2003, 
Schmidt 2006). II s'agit done de modeles executables. 
Afin de tirer profit de 1'IDM, il est essentiel d'avoir des outils automatisant les 
transformations entre modeles pour ultimement arriver a l'artefact final, e'est-a-dire le 
code source10 dans le cas d'un logiciel. Ces outils, en appliquant les regies de 
transformation, sont responsables de preserver la coherence entre les differents modeles. 
2.4.1. L'evolution du developpement de logiciels 
Pour comprendre d'ou provient 1'IDM, Frankel (2003) ainsi que Mellor, Scott, Uhl et 
Weise (2004) presentent 1'evolution du developpement de logiciels telle qu'illustree a la 
figure 2.8. Cette evolution porte sur l'augmentation graduelle du niveau d'abstraction 
requis pour representer un logiciel, autant sa structure que son comportement. 
Les premiers ordinateurs etaient programmes a partir d'un langage machine, appelees 
langages de premiere generation (L1G), consistant a aligner une serie de 0 et de 1 
formant des instructions binaires. Ces programmes etaient realises a partir de 
connections entre fils electriques formant un ensemble de commutateurs. Le niveau 
d'abstraction etait done limite au materiel. 
10 Le code source, habituellement ecrit avec un langage de troisieme generation, est une representation de 
l'execution du logiciel. II est done considere comme un modele de l'execution de celui-ci. 
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Modeles Modeles executables 
Langages evolues (L3G) 
Code source 
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Materiel Lamag*-; nuchines (L1Gi 
Figure 2.8 - Evolution des langages de representation du logiciel. 
Dans le but de reduire la complexity associee a l'elaboration d'instructions en langage 
machine, la deuxieme generation de langages de programmation (L2G) a fait son 
apparition. Les langages d'assemblage permettent de generer du langage machine a 
partir d'instructions simples pouvant etre comprises par un individu. De plus, il est 
possible, contrairement au L1G, d'utiliser le meme code en langages d'assemblage sur 
differentes versions du processeur; les instructions binaires sont reorganisees de maniere 
a respecter les instructions ecrites en langage d'assemblage. Cette categorie de langages 
a ouvert la porte a un nouveau niveau d'abstraction : le code source. 
Les L2G devenaient insuffisants pour deux principales raisons. Premierement, puisque 
ceux-ci sont une simplification des L1G, ils sont limites a un type specifique de 
plateforme de materiel. Deuxiemement, la complexite grandissante des logiciels faisait 
en sorte qu'il devenait laborieux de les ecrire en un L2G. H fallait done, encore un fois, 
augmenter le niveau d'abstraction. Toujours selon le meme paradigme, les langages 
evolues, tels FROTRAN, COBOL, C/C++ et Java pour n'en nommer quelques-uns, ont 
fait leur apparition. Ces langages de troisieme generation (L3G) proposent une syntaxe 
se rapprochant de la maniere dont peut etre formulee une solution au probleme qui 
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necessite l'ecriture du programme. Comme ces langages sont plus pres du domaine 
d'application que de la plateforme, il est necessaire de realiser des correspondances avec 
le langage machine. A cette fin, un ensemble d'outils ont fait leur apparition pour 
soutenir les L3G, notamment des assembleurs, preprocesseurs et compilateurs. Ces 
outils permettent entre autres de transformer une instruction ecrite avec un L3G en un 
ensemble d'instructions en L2G. A leur tour, chaque instruction en L2G est transformed 
en un ensemble d'instructions en L1G afin que l'ordinateur puisse executer le 
programme en question. 
Les L3G ont permis d'introduire des concepts comme la reutilisation et 
1'interoperabilite. La reutilisation consiste a pouvoir reprendre une section d'un 
programme et l'utiliser dans un autre programme. Le paradigme objet est propice a la 
reutilisation car il permet de regrouper des elements de programmes sous la forme 
d'objets. Ces derniers represented des elements d'un logiciel ou du domaine 
d'application et peuvent etre utilises a nouveau dans d'autres programmes. Quant a 
1'interoperabilite, il s'agit de la possibility d'executer le meme programme sur 
differentes plateformes. Par exemple, grace a sa machine virtuelle, le langage Java 
permet l'execution du meme code source sur pratiquement n'importe quel systeme 
d'exploitation. 
Aujourd'hui, les logiciels peuvent s'appuyer sur une architecture distribute, contenir 
plusieurs centaines de milliers de lignes de code, inclure un grand nombre de 
fonctionnalites qui s'adressent a plusieurs types d'utilisateurs a la fois et etre executes 
sur differentes plateformes. Afin de gerer la complexite inherente au developpement de 
logiciels, les concepteurs s'orientent vers la modelisation. Les modeles permettent une 
vue simplifiee du logiciel a concevoir afin de permettre aux concepteurs de concentrer 
leurs efforts sur des aspects particuliers de celui-ci. Toutefois, dans une approche 
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orientee vers le code source, les modeles ne sont utilises que pour soutenir le 
developpement; les modeles sont rarement lies de maniere explicite avec les L3G de la 
meme maniere que ces derniers le sont avec les L2G qui, eux-memes, le sont avec les 
L1G. L'IDM consiste done a augmenter le niveau d'abstraction une fois de plus pour 
mettre 1'accent cette fois-ci sur les modeles et non le code source. D'apres cette 
approche, le developpement se realise en modelisant le logiciel. A partir de regies de 
transformations specifiques, ces modeles, dont les langages respectifs ont ete 
rigoureusement definis sous forme d'un meta-modele, peuvent etre transformes en L3G 
pour ensuite etre transformes en L2G pour, demierement, etre transformes en L1G afin 
d'etre executes. En somme, les modeles deviennent executables. 
2.4.2. Les avantages 
La litterature rapporte plusieurs avantages a cette approche. Cette section en presente 
quelques-uns : 
• Synchronisation entre les modeles et leur implementation. Kent (2002) indique la 
synchronisation entre les modeles et leur implementation comme avantage. Dans une 
approche de developpement traditionnelle, les modeles sont realises en marge de leur 
implementation et leur synchronisation doit etre realisee manuellement, ce qui est 
tres laborieux et done souvent escamote. Ceci resulte en des modeles qui ne 
correspondent plus a leur implementation apres un certain temps puisque certaines 
modifications realisees a meme le code source ne sont souvent pas accompagnees 
d'une mise a jour dans les modeles. 
• Meilleure reutilisation d'artefacts. Mellor, Scott, Uhl et Weise (2004) parlent 
d'une meilleure reutilisation des artefacts. En effet, la synchronisation entre les 
modeles et leur implementation fait en sorte que chaque element d'un modele est 
associe a des representations a des niveaux d'abstraction inferieurs. Par exemple, le 
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symbole d'un bouton ou d'une liste deroulante est associe a des composants logiciels 
sous forme de code source. Ainsi, ces elements d'RJ peuvent etre reutilises aisement. 
II en va de meme pour des composants se rapportant au domaine d'application tel un 
client ou un compte qui s'accompagne de composants logiciels. 
• Artefacts de qualite. Selon Selic (2003), le code source genere est, en principe, sans 
erreur puisqu'il a ete utilise a plusieurs reprises. Toutefois, ceci ne veut pas dire 
qu'un logiciel developpe a partir de cette approche est sans erreurs, mais la 
correction de celles-ci se rapporte a 1'implementation des concepts du domaine 
d'application plutot qu'aux elements de l'architecture logicielle en place. 
• Manipulation des concepts du domaine d'application. Tous ces avantages 
permettent done de manipuler des concepts du domaine d'application plutot que des 
concepts lies a leur implementation qui, selon Selic (2003), est le principal avantage 
d'une telle approche de developpement. 
• Reduction du cycle de developpement. Selic (2003) indique egalement qu'un 
avantage des modeles executables est la possibility de voir le produit final beaucoup 
plus rapidement. En effet, le code source executable est obtenu d'une maniere 
automatisee plutot que d'etre ecrit par un programmeur. Le cycle de developpement 
en est done enormement raccourci et une validation du produit complet peut etre 
realisee plus rapidement. 
En somme, tous ces avantages contribuent a un accroissement de la productivity du 
developpement de logiciels. 
2.4.3. Modeles graphiques ou textuels? 
Cette approche de developpement de logiciels met en relation les deux formes de 
modeles : graphique et textuelle. Un modele cree par un individu doit pouvoir etre traite 
par un logiciel de transformation. Tel que mentionne precedemment, la perception chez 
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un individu consiste en un traitement parallele. Ainsi, il est possible pour un individu de 
traiter un modele graphique. Toutefois, un ordinateur n'est capable que de traitement 
seriel. Par consequent, un meme modele doit pouvoir etre presente autant graphiquement 
que textuellement. Cette conversion est en fait associee a la syntaxe concrete; il s'agit de 
modifier la notation utilisee pour representer les elements du modele. En somme, 
plusieurs syntaxes concretes, par exemple une graphique et une textuelle, peuvent etre 
associees a une meme syntaxe abstraite. La figure 2.9 illustre la representation textuelle 
du modele de la figure 2.6. Chaque element de la representation textuelle correspond a 
un element du meta-modele . 
2.4.4. Perspectives pour I'avenir 
Est-ce que 1'IDM n'est qu'un vceu pieux? Cette question n'est pas sans fondements 
puisque plusieurs initiatives aux allures prometteuses en genie logiciel ont rapidement 
sombre dans l'oubli. Neanmoins, plusieurs points semblent indiquer que dans un avenir 
rapproche le developpement de logiciels realise a partir d'une approche d'IDM sera 
courant. Premierement, tel que decrit precedemment, l'histoire du developpement de 
logiciel indique que cette approche est une suite logique dans l'elevation du niveau 
d'abstraction. Deuxiemement, la proliferation d'ouvrages tout aussi bien professionnels 
qu'academiques sur le sujet ainsi que le nombre d'outils sur le marche s'affichant 
comme soutenant cette approche indiquent un interet marque pour 1'IDM. 
Troisiemement, des societes de veille technologique telles Gartner (Fenn 2007) et 
Forrester (Lo Giudice 2007) voient 1'IDM comme une technologie emergente et 
prevoient son utilisation courante d'ici les prochaines annees. 
II est a noter que les identifiants («id ») utilises dans la representation textuelle ne correspondent a 
aucun element du meta-modele. Normalement, chacune des trois classes du meta-modele devrait avoir un 
attribut «id ». Toutefois, celui-ci a ete omis pour des raisons de simplicite. En effet, l'identifiant n'est pas 
utilise pour la representation du domaine; il sert uniquement a des fins de relation entre les elements pour 
la representation textuelle. 
(a) 





Servir les clients 
(c) 
<Employe id="el" nom="Jacques"> 
<listeTaches> 
<Tache id="tl,r /> 
<TSche id="t2" /> 
</listeTaches> 
</Employe> 
<Employe id="e2" nom="Suzanne"> 
<listeTaches> 
<Taches id="t2" /> 
</listeTaches> 
</Employ6> 
<Tache id="tl" nom="Faire 1'inventaire"> 
<listeEmployes> 
<Employe id="el" /> 
</listeEmployes> 
</Tache> 
<Tache id="t2" nom='rServir les clients "> 
< listeEmployes > 
< Employe id="el" /> 
< Employe id="e2" /> 
</listeEmployes > 
</Tache> 
Figure 2.9 -Langage de modelisation pour ('assignation de laches 
(a) la syntaxe abstraite, (b) la syntaxe concrete graphique et 
(c) la syntaxe concrete textuelle. 
2.5. Synthese 
Un modele est une representation simplifiee d'un objet. H s'agit d'un moyen 
economique d'etudier ce dernier. Un modele peut etre graphique ou textuel. La forme 
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graphique est preferable pour des representations structurelles tandis que la forme 
textuelle est preferable pour des representations procedurales. 
Un modele est egalement utilise comme outil de communication. A cette fin, celui-ci 
doit s'appuyer sur un langage de modelisation dont la comprehension est partagee. Pour 
ce faire, la syntaxe abstraite du langage de modelisation doit etre rigoureusement 
definie. Un meta-modele, c'est-a-dire un modele du langage de modelisation, est 
habituellement utilise a cette fin. II s'agit d'une definition formelle du langage de 
modelisation. Afin de pouvoir utiliser le langage, une syntaxe concrete, c'est-a-dire une 
notation symbolique, doit etre associee a la syntaxe abstraite. Un meta-modele est, de 
par sa nature, evolutif; il est possible de modifier le langage de modelisation en 
modifiant le meta-modele. 
L'interet de definir rigoureusement un langage de modelisation est entre autres justifie 
par une nouvelle approche de developpement, appelee IDM, qui met les modeles au 
premier plan. En toute vraisemblance, cette approche sera courante dans un avenir 
rapproche. Elle consiste a definir un ensemble de modeles successifs et un ensemble de 
regies de transformation permettant d'arriver a des modeles cibles a partir de modeles 
sources. Afin d'automatiser ces transformations, les langages de modelisation utilises 
doivent s'appuyer sur une syntaxe abstraite rigoureuse. La meta-modelisation est done 
indispensable a cette fin. 
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CHAPITRE 3 - LES INTERFACES ECOLOGIQUES 
Afin de soutenir un individu en situation de resolution de probleme, une IU doit 
representer la structure du domaine de travail. Les IE correspondent a ce type d'lU. Elles 
permettent a leurs utilisateurs non seulement de faire face a des situations prevues, mais 
surtout de s'adapter lors de situations imprevues. 
Ce chapitre presente une revue de la litterature sur les IE en s'interessant 
particulierement a leur structure. Afin de bien saisir la contribution d'une IE a la 
resolution de probleme, il importe de definir ce processus cognitif en premier lieu. La 
section 3.1 porte sur ce sujet en s'appuyant sur la theorie de Newell et Simon (1972). 
Cette description ne se veut pas exhaustive, mais juste assez elaboree pour comprendre 
cette theorie ainsi que certaines notions complementaires. L'objectif n'est pas de 
presenter une critique de la theorie de Newell et Simon (1972), mais plutot d'aider le 
lecteur a comprendre les concepts ulterieurement presentes dans cette these. La section 
3.2 presente une description des IE. A partir de cette derniere, un meta-modele des IE est 
presente a la section 3.3. Ce meta-modele consiste en une integration des notions 
associees aux IE qui sont presentees dans la litterature. II s'agit d'une contribution de 
cette these. 
3.1. La resolution de probleme 
Anciennement utilise pour representer le processus decisionnel d'un individu, le modele 
classique du decideur rationnel (homo economicus), de nature normative et theorique, a 
ete remplace par un modele descriptif et, par le fait meme, plus realiste qui s'appuie sur 
le concept de rationalite limitee (March et Simon 1958, Simon 1997). Ce modele 
reconnait que les individus sont victimes de contraintes cognitives (memoire, attention, 
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perception, etc.) et environnementales (temps, acces a l'information, etc.) qui les 
empechent par eux-memes d'arriver a des decisions qualifiees d'optimales. C'est 
pourquoi ils font plutot appel a une strategic decisionnelle visant a satisfaire un 
ensemble de criteres (Simon 1956, March et Simon 1958, p. 140). Cette representation 
du decideur est a la base de la theorie de resolution de problemes par l'humain de 
Newell et Simon (1972). 
3.1.1. Systeme de traitement conformations 
La theorie de resolution de problemes par l'humain de Newell et Simon (1972) postule 
que Findividu est un systeme de traitement d'informations (STI). Un STI, tel qu'illustre 
a la figure 3.1, est en mesure de traiter des symboles. Ces derniers peuvent etre divises 
en deux categories : les jetons et les types. Un jeton est un element pouvant etre compare 
par le STI afin de dire s'il est egal ou different. Un ensemble de jetons determines 
comme etant identiques est appele un type. Une structure de symboles consiste en des 
jetons et des relations. Newell et Simon (1972, p. 22) donne comme exemple la lettre 
« S » qui se traduit par « » en code Morse, une structure de symboles de trois 





Figure 3.1 - Systeme de traitement d'informations [traduit de Newell et Simon (1972)]. 
Les structures de symboles sont associees les unes aux autres par designation, c'est-a-
dire une relation de reference. Newell et Simon (1972, p. 24) donnent comme exemple la 
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structure de symboles « couleur, maison » pouvant etre associee au symbole « blanc ». 
En d'autres mots, la structure de symboles « couleur, maison » designe le symbole 
« blanc » qui, inversement, designe la couleur de la maison. 
Les structures de symboles peuvent designer des configurations sensorielles familieres 
comme des lettres ou des objets, mais egalement des instructions permettant de 
transformer des structures de symboles en de nouvelles. Ces instructions de 
transformation, faisant reference a des traitements, sont designees par des structures de 
symboles appelees des programmes dans le jargon de Newell et Simon (1972, p. 21). 
Afin de traiter les structures de symboles, un STI s'appuie sur un certain nombre de 
composants identifies a la figure 3.1 : 
• Recepteurs. Les recepteurs pergoivent l'etat de l'environnement sous forme de 
symboles designes en memoire a long terme. 
• Processeur. Le processeur est le centre de traitement des symboles. Les symboles 
utilises par les processus ou resultant de ceux-ci sont contenus dans une memoire a 
court terme faisant partie du processeur. La memoire a court terme ne peut contenir 
qu'un petit nombre de structures de symboles a la fois, sept plus ou moins deux 
selon Miller (1956). Le traitement est realise de maniere serielle; une seule operation 
elementaire peut etre realisee a la fois. Par exemple, Newell et Simon (1972, p. 796) 
indiquent que le temps necessaire pour determiner lesquels d'un ensemble de n 
nombres sont divisibles par 7 est lineairement proportionnel a n. En d'autres mots, 
chaque nombre est evalue un a la suite de F autre. Dans certains cas, les traitements 
peuvent utiliser des symboles provenant directement de la memoire a long terme. Par 
exemple, Newell et Simon (1972, p. 798) indiquent qu'une personne connaissant la 
table de multiplication par 12 n'aura pas a calculer, mais plutot a chercher le resultat. 
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• Memoire. La memoire est responsable du stockage a long terme des structures de 
symboles, programmes ou non. Une quantite illimitee de symboles peut y etre 
stockee. 
• Effecteurs. Les effecteurs agissent sur l'environnement. Ds permettent d'en modifier 
l'etat. 
En plus de ces composants, Newell et Simon (1972) reconnaissent 1'importance de la 
memoire externe comme par exemple du papier ou un echiquier. La memoire externe 
permet de compenser pour la lenteur de l'ecriture a la memoire a long terme et la petite 
taille de la memoire a court terme. Elle est ainsi vue comme etant une extension a la 
memoire a court terme limitee par le champ de vision de l'individu. 
3.1.2. Qu'est-ce qu'un probleme? 
La figure 3.2 illustre d'une maniere simplifiee le processus de resolution de problemes. 
Selon Newell et Simon (1972, p. 72), un probleme consiste en un ecart entre un etat 
actuel de l'environnement (etat initial) et son etat desire, souvent appele le but a 
atteindre, et pour lequel aucune serie d'actions n'est connue pour y arriver. Les actions 









Figure 3.2 - Representation simplifiee du processus de resolution de probleme. 
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Generalement, il existe plusieurs possibilites permettant d'atteindre le but. Celles-ci sont 
representees a la figure 3.2 par des fleches; chacune d'entre elles represente une serie 
d'actions. La resolution de problemes consiste a definir ces differentes possibilites. 
Quant a la decision, elle consiste a choisir une de ces possibilites d'actions. 
Normalement, la possibilite representee par la premiere fleche sera exclue car elle ne 
permet pas d'atteindre le but. 
A partir de cette description simplified du processus de resolution de problemes, deux 
questions peuvent se poser. La premiere porte sur la maniere dont un individu arrive a 
definir un ensemble de possibilites pour arriver a l'etat desire. La deuxieme porte sur la 
maniere dont un individu choisit une solution parmi cet ensemble de possibilites. Le 
contenu des sections suivantes permet de repondre a ces deux questions. 
Avant de proceder, il est essentiel de distinguer les problemes bien structures des 
problemes mal structures; chaque type de probleme comporte des particularites dans son 
traitement. Selon Newell et Simon (1972, p. 73), un probleme bien structure en est un 
pour lequel il existe un test, realisable sans trop d'effort par le STI, permettant de savoir 
si une structure de symboles proposee est une solution. Dorst (2006), en citant Simon 
(1973), ajoute qu'un probleme bien structure, entre autres, n'implique aucun 
apprentissage ni de redefinition du probleme pendant sa resolution et que toutes les 
informations necessaires sont disponibles au prealable. De plus, Goel (1992) indique que 
pour ce type de probleme, l'etat initial, les etats desires, les fonctions devaluation ainsi 
que les fonctions de transformation d'un etat a un autre sont bien definis. Pour justifier 
les differents aspects de leur theorie de resolution de problemes, Newell et Simon (1972) 
se sont appuyes sur des problemes bien structures, notamment des problemes de 
cryptarithme, des problemes de logique symbolique et le jeu d'echecs. Or, Goel (1992) 
indique que les problemes bien structures sont loin d'etre frequents dans le quotidien. En 
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referant a la tache de conception comme une tache de resolution de problemes, Goel 
(1992) tout comme Dorst (2006) indiquent que les problemes mal definis sont plus 
frequents dans la vie de tous les jours. 
3.1.3. Environnement de la tache 
L'environnement de la tache, selon Newell et Simon (1972), est compose des 
caracteristiques percues de l'environnement global a un moment particulier en relation 
avec un but a atteindre, un probleme a resoudre ou une tache a accomplir. Par exemple, 
lors d'une partie d'echecs, les caracteristiques de chaque piece permettant de les 
identifier, la couleur des cases et la position de chaque piece sont des stimuli visuels 
pertinents a la tache. Toutefois, la dimension de l'echiquier et le materiel avec lequel il 
est construit ne sont pas des informations faisant partie de l'environnement de la tache 
meme si elles font partie de l'environnement global. 
L'environnement de la tache impose des exigences sur la maniere d'atteindre un but. 
Une exigence est definie par Newell et Simon (1972, p. 79) comme etant une contrainte 
influencant le comportement du solutionneur de probleme qui doit etre satisfaite pour 
atteindre le but. Par exemple, aux echecs, la maniere dont les pieces peuvent etre 
deplacees sont des exigences de l'environnement de la tache. Si une personne deplace un 
pion de cinq cases en diagonale par exemple, cette personne ne joue plus aux echecs. 
Les caracteristiques de l'environnement qui engendrent ces exigences constituent la 
structure de l'environnement. Selon Newell et Simon (1972, p. 825), la structure de 
l'environnement est l'ensemble d'invariants preserves entre traductions de 
representations equivalentes, appelees isomorphes, d'un meme probleme. 
Goel (1992) indique qu'il existe des differences entre l'environnement de la tache de 
problemes bien structures et l'environnement de la tache de problemes mal structures. 
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Premierement, la nature des contraintes est differente. Dans un probleme bien structure 
comrae ceux presentes par Newell et Simon (1972) portant sur des jeux, les contraintes 
sont logiques, c'est-a-dire que rien n'empeche une personne de violer une contrainte; 
elle ne joue simplement plus au jeu dans ce cas. Toutefois, pour les problemes mal 
structures en general, les contraintes sont de nature nomologique et/ou intentionnelle. 
Une contrainte nomologique, aussi appelee causale, est associee aux lois de la nature. 
Goel (1992) donne comme exemple une poutre qui doit supporter une pression 
descendante de x psi doit exercer une pression egale ou superieure vers le haut. Ce type 
de contrainte n'est pas negotiable. Quant a une contrainte de nature intentionnelle, elle 
est regie par l'intervention humaine. Par exemple, la planification financiere est un 
domaine dit intentionnel (Billet et Morineau 2005). Les contraintes sont fixees par des 
individus et peuvent etre negociables. Deuxiemement, la taille et la complexity varient 
pour les problemes bien definis et les problemes mal definis. Ces derniers necessitent en 
general plusieurs jours, plutot que quelques minutes, pour etre solutionnes. 
Troisiemement, la solution d'un probleme bien defini peut facilement etre evaluee 
comme bonne ou mauvaise. Quant a un probleme mal defini, il est difficile de dire 
qu'une solution est mauvaise, mais il est possible de dire qu'une solution est meilleure 
qu'une autre. 
Tel que mentionne precedemment, 1'individu en tant que STI utilise une memoire 
externe. Celle-ci est composee des artefacts de l'environnement de la tache. Selon 
Norman (1993), un artefact cognitif, tel que presente a la figure 3.3, consiste en une 
representation d'une partie ou de la totalite de l'environnement sur lequel 1'individu doit 
agir. Cette representation de l'environnement n'est jamais identique a celui-ci car seuls 
















Figure 3.3 - Representation de I'environnement a travers un artefact cognitif. 
Certains environnements, comme une foret, sont perceptibles. Dans ce cas, 
I'environnement de la tache est constitue en totalite ou en partie de I'environnement sur 
lequel 1'individu doit agir. II est possible que ce dernier fasse appel a des artefacts 
cognitifs, mais ils ne constitueront jamais la totalite de I'environnement de la tache. Par 
exemple, un individu qui doit planter des arbres a des endroits specifiques va utiliser la 
structure de I'environnement pergu pour determiner ou planter chaque arbre. II peut 
egalement s'aider d'une carte geographique (artefact cognitif), mais celle-ci sera utilisee 
en concordance avec I'environnement sur lequel cet individu doit agir. 
A contrario, certains environnements ne sont pas perceptibles soit parce qu'il est 
necessaire de garder une distance avec ceux-ci, comme un reacteur nucleaire, soit parce 
qu'ils ne sont pas constitues de composants physiques, comme un portefeuille d'actifs 
financiers. Dans ce cas, I'environnement de la tache est constitue en totalite d'artefacts 
cognitifs charges de representer I'environnement sur lequel 1'individu doit agir. 
A l'ere de la Net-economie, les systemes informatiques constituent la principale source 
d'artefacts cognitifs. Ces derniers peuvent se presenter sous la forme de systemes 
informatiques distribues qui sont composes de plusieurs ordinateurs centraux accessibles 
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par le Web, d'ordinateurs de bureau ou d'assistants numeriques personnels. Quelle que 
soit sa forme, un systeme informatique peut etre considere comme etant une extension 
du cerveau humain en ce sens qu'il realise plus rapidement et plus efficacement 
plusieurs de ses fonctions telles le stockage, le traitement et la diffusion d'informations. 
C'est a travers l'IU que l'individu arrive a interagir avec ce type d'artefact cognitif. 
Dans un contexte de resolution de problemes, le role de l'IU consiste done, d'une part, a 
presenter les informations decrivant l'etat de l'environnement du domaine d'application 
et, d'autre part, a fournir des mecanismes permettant de modifier celui-ci. 
Afin de decrire la nature de la relation entre un utilisateur et une IU, Vicente (1999b) 
distingue les environnements correspondants des environnements coherents tels 
qu'illustres a la figure 3.4. Un environnement correspondant possede une realite 
exterieure a la dyade individu-ordinateur qui impose des contraintes dynamiques de 
l'environnement sur le comportement d'un individu pour atteindre son but. Les 
contraintes peuvent done etre de nature nomologique ou intentionnelle. Par exemple, 
pour un gestionnaire de portefeuille, cette realite externe comprend les objectifs de 
placement, la reglementation, les mecanismes des marches financiers, etc. Le 
gestionnaire de portefeuille n'est pas en controle parfait de l'environnement; il doit 
s'adapter a celui-ci. 
Quant a un environnement coherent, il n'est assujetti a aucune contrainte 
environnementale devant etre respectee. Vicente (1999b) donne l'exemple d'un logiciel 
de traitement de texte; cet environnement n'a pas de realite dynamique, physique ou 
sociale, exterieure a la dyade individu-ordinateur devant etre prise en compte par 















Figure 3.4 - (a) Environnement correspondant et (b) environnement coherent 
[adaptee et traduite de Vicente (1999b)]. 
La distinction entre les environnements correspondants et les environnements coherents 
correspond a la distinction entre, respectivement, travailler par Ventremise d'un 
ordinateur et travailler avec un ordinateur selon Vicente (1999b). Le point de vue adopte 
est important dans la mesure oii le concepteur d'lU s'affaire a optimiser l'interaction 
avec 1'ordinateur ou avec 1'environnement par le biais de 1'ordinateur. Les taches de 
resolution de problemes portent generalement sur des environnements correspondants. 
Ainsi, l'lU doit etre en mesure de representer cette realite externe objective qui est nulle 
autre que la structure de 1'environnement telle que definie precedemment. 
3.1.4. Espace de probleme 
L'espace de probleme est 1'endroit ou se fait la resolution de problemes. II consiste en 
une representation interne plus ou moins complete de l'etat actuel de 1'environnement 
externe, de son etat desire, des etats intermediaires et des possibilites d'actions pour 
atteindre le but. Newell et Simon (1972) presentent l'espace de probleme d'une maniere 
conceptuelle sans indiquer les composants du cerveau qui sont en cause. 
La figure 3.5 illustre la relation entre 1'environnement, 1'environnement de la tache et 
l'espace de probleme. Tel que mentionne precedemment, 1'environnement de la tache est 
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un sous-ensemble de l'environnement global qui ne comprend que les elements 
essentiels a la tache. L'espace de probleme est, quant a lui, fac,onne a partir de 
l'environnement de la tache. 
Bwirormement 
ErMronnement de la tache 
,--* Espacede A 
Figure 3.5 - Environnement, environnement de la tache et espace de probleme. 
Selon Newell et Simon (1972, p. 823), la structure de l'espace de probleme est 
largement determinee par la structure de l'environnement de la tache. Us indiquent 
toutefois que la representation de l'environnement de la tache dans l'espace de probleme 
n'est pas necessairement la meme d'un individu a l'autre. A ce sujet, Tversky et 
Kahneman (1981) ont demontre que le cadrage d'un probleme, c'est-a-dire la maniere 
dont il est presente, a un impact sur la decision du sujet. Cependant, selon Newell et 
Simon (1972), un ensemble d'invariants, qui constitue la structure de l'environnement, 
est preserve dans chacune de ces representations. Cette structure impose des contraintes 
sur l'ensemble des actions possibles pour realiser la tache. II sera possible d'atteindre un 
but fixe seulement si les actions respectent les contraintes de l'environnement. 
Comment est obtenu cognitivement cet ensemble d'actions possibles? Newell et Simon 
(1972) utilisent le terme methode pour faire reference a des structures d'informations 
procedurales indiquant comment modifier l'environnement. Ds presentent plusieurs 
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scenarios decrivant comment sont utilisees ces methodes pour arriver aux buts, par 
contre, ils restent vagues sur la maniere d'obtenir celles-ci. Une reponse a cette question 
peut se trouver en se tournant vers la psychologie ecologique. Cette ecole de pensee 
postule qu'il existe une reciprocite entre les organismes et leur environnement. Cette 
reciprocite provient du fait que 1'environnement influence les organismes dans leur 
maniere d'arriver a leurs buts et que l'atteinte de ces buts implique une modification de 
l'environnement. Cette reciprocite va dans le meme sens que la theorie de resolution de 
problemes par l'humain de Newell et Simon (1972). A cet effet, Gibson (1979) propose 
la theorie de l'affordance. En somme, celle-ci postule que les proprietes penjues de 
l'environnement ou de ses objets permettent un ensemble d'actions en relation avec un 
but a atteindre. Par exemple, les proprietes d'une pierre font en sorte qu'on peut l'utiliser 
pour tenir des livres, enfoncer un pieu ou decorer un jardin, mais pas pour se nourrir ou 
se vetir. Ces proprietes proviennent de la structure de l'environnement. Quel que soit le 
but recherche, les proprietes resteront toujours les memes, mais elles pourront etre 
utilisees pour atteindre differents buts. 
3.1.5. Synthese 
Un individu fait face a un probleme lorsqu'il ne connait pas la sequence d'actions lui 
permettant d'arriver a son but. Newell et Simon (1972) ont propose une theorie de 
resolution de problemes decrivant les processus cognitifs d'un individu a ce sujet. Cette 
theorie postule que, pour comprendre la maniere dont un individu resout un probleme, il 
est essentiel de connaitre l'environnement pour lequel la tache de resolution de 
problemes est realisee. Cette description de l'environnement consiste a en decrire la 
structure, c'est-a-dire les contraintes devant etre respectees par la sequence d'actions 
choisie. 
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La representation externe de cet environnement pergu par l'individu est appelee 
l'environnement de la tache. De nos jours, 1'environnement de la tache est constitue 
presqu'exclusivement de technologies de 1'information. C'est done par Fintermediaire 
d'une IU que l'individu resout des problemes. II est done essentiel que les IU presentent 
de maniere explicite la structure de l'environnement afin de soutenir l'individu dans la 
tache de resolution de problemes. 
3.2. Qu'est-ce qu'une interface ecologique? 
Une IE permet de soutenir le processus de resolution de problemes de l'utilisateur en 
rendant explicite la structure du domaine de travail. Contrairement aux IU traditionnelles 
qui, afin de representer 1'etat d'un environnement specifique, mettent 1'accent sur la 
presentation d'informations, une IE met plutot l'accent sur les relations entre ces 
informations tout en presentant celles-ci. 
La conception d'DE s'appuie sur un cadre theorique qui tire ses origines de la 
psychologie ecologique. Cette ecole de pensee en psychologie postule, entre autres, qu'il 
n'est pas possible de comprendre le comportement de l'etre humain sans comprendre au 
prealable l'environnement, defini en termes de contraintes, dans lequel celui-ci agit. 
Selon Gibson (1979), le raisonnement de tout etre vivant est fa§onne par les proprietes 
de l'environnement dans lequel celui-ci doit agir. Sa perception de l'environnement est 
constitute de contraintes qui circonscrivent les actions pouvant etre realisees pour 
atteindre un but. En s'appuyant sur cette premisse, Vicente et Rasmussen (1992) ont 
pose les fondations de la conception d'BE. 
50 
3.2.1. Types d'evenements 
Selon Vicente et Rasmussen (1992) un individu peut faire face a trois types 
d'evenements dans son travail: 
• Familiers. Ces evenements font partie de la routine de l'individu; ils sont 
frequemment rencontres. Par consequent, l'individu peut, en principe, faire face a 
ces evenements sans probleme. 
• Occasionnels, mais anticipes. Ces evenements surviennent peu frequemment. 
Toutefois, comme ils ont ete anticipes par les concepteurs, une panoplie d'aides est 
disponible a l'individu pour faire face a ces evenements. 
• Imprevus. Comme la categorie precedente, ces evenements surviennent en general 
peu frequemment, mais n'ont pas ete prevus par les concepteurs. Par consequent, ils 
requierent une certaine improvisation de la part de l'individu. Celui-ci est done en 
situation de resolution de probleme. 
Vicente (2002) mentionne qu'un individu peut faire face aux deux premieres categories 
d'evenements a l'aide d'une sequence d'actions bien definies qui, dans bien des cas, 
peut etre exprimee sous la forme d'un ensemble de regies ou d'algorithmes. Toujours 
selon lui, ces actions sont de plus en plus realisees par des systemes informatiques. Pour 
certains types d'environnements, appeles systemes sociotechniques complexes par 
Vicente (1999a), les evenements imprevus ne peuvent etre evites et peuvent etre 
accompagnes de consequences desastreuses lorsqu'ils surviennent (Vicente et 
Rasmussen 1992). Une DE vise done a soutenir le raisonnement d'un individu lorsque 
celui-ci fait face a des evenements imprevus qui amenent l'environnement dans un etat 
indesirable. L'objectif de l'individu a ce moment est de ramener celui-ci a un etat 
convenable. En d'autres mots, le role de l'individu passe d'un agent d'execution a un 
agent d'adaptation. 
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3.2.2. Les niveaux de controle cognitif 
Comment soutenir l'individu lors d'evenements imprevus? Afin de repondre a cette 
question, il importe de decrire les niveaux de controle cognitif, c'est-a-dire les 
differentes manieres dont l'individu traite l'information pergue de son environnement 
afin d'atteindre un but desire. A cet effet, le cadre theorique derriere les IE s'appuie sur 
la taxonomie SRK de Rasmussen (1983). Celle-ci consiste en un modele qualitatif 
representant trois niveaux inter-relies de controle cognitif tel qu'illustre a la figure 3.6. 
Chaque niveau correspond a un type particulier de representation interne de 
1'environnement: comportement fonde sur les habiletes (Skill-based behaviour, SBB), 
comportement fonde sur les regies (Rule-based behaviour, RBB) et comportement fonde 
sur les connaissances (Knowledge-based behaviour, KBB). Le recours a un niveau plutot 
qu'a un autre est determine par la maniere dont un individu interprete une information 
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Figure 3.6 - La taxonomie SRK [adaptee et traduite de Rasmussen (1983)]. 
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Les signaux, associes au niveau SBB, consistent en des variables spatio-temporelles 
physiques representant le comportement de l'environnement. Ce sont, en d'autres mots, 
des donnees sensorielles pergues permettant 1'activation de schemas sensori-moteurs 
automatises. A ce niveau, le travail realise s'appuie sur un controle par proaction2 se 
rapportant a la coordination de mouvements rapides du corps. Quel que soit le niveau de 
controle cognitif active (SBB, RBB ou KBB), c'est toujours au niveau SBB que les 
actions sont realisees sur l'environnement par l'individu. 
Lorsque l'information ne permet pas une action directe sur l'environnement, celle-ci 
peut etre interpretee comme etant un signe. Les signes, propres au niveau RBB, sont 
associes a certaines caracteristiques de l'environnement suggerant un ensemble de 
taches predefinies. lis ne representent en aucun cas des proprietes fonctionnelles de 
l'environnement; leur seule utilite est la selection des regies controlant la sequence de 
sous-routines mises en application au niveau SBB. A ce niveau de controle cognitif, 
l'individu n'a pas besoin de s'appuyer sur une comprehension de l'environnement. H ne 
fait qu'appliquer les taches prescrites dans des situations precises. 
A la figure 4.1, une fleche avec l'etiquette « signes » entre parentheses relie les deux 
rectangles du niveau SBB. Est-ce a dire que les signes peuvent etre associes au niveau 
SBB? Tel que defini au paragraphe precedent, les signes sont propres au niveau RBB. 
Toutefois, Vicente (1999a, pp. 286-287), en adoptant une perspective temporelle, 
distingue les activites diachroniques des activites synchroniques comme etant associees 
au traitement des signes. Les activites diachroniques requierent une evaluation ou une 
planification s'appuyant sur des experiences passees pour interpreter l'environnement en 
12 Traduction libre du terme anglais feedforward. Le terme feedback est generalement traduit par le terme 
retroaction. Le prefixe retro, qui vient du grecque, signifie en arriere. L'antonyme de ce prefixe est pro 
qui signifie en avant. 
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termes de signes pouvant declencher des actions au niveau SBB dans un futur rapproche. 
Pour ce type d'activites, les signes sont done traites au niveau RBB de la maniere decrite 
au paragraphe precedent. Quant aux activites synchroniques, elles surviennent en temps 
reel et portent egalement sur des signes activant des actions au niveau SBB, mais en 
s'appuyant sur la connaissance de la situation presente. Vicente (1999a, p. 286) donne 
l'exemple d'un conducteur qui change de vitesse apres avoir entendu un ton particulier 
associe a 1'augmentation du nombre de tour du moteur. C'est pour cette raison que 
l'etiquette « signe » a ete utilisee au niveau SBB, meme si, dans les faits, elle se rapporte 
au niveau RBB. 
Si 1'information n'est ni interpretee comme un signal ou un signe, il s'agit done d'un 
symbole. Les symboles sont utilises au niveau KBB dans un processus de raisonnement 
analytique permettant de predire ou d'expliquer un comportement de l'environnement. 
Contrairement aux signaux et aux signes qui portent sur une description physique des 
caracteristiques de l'environnement, les symboles font appel au sens de l'information 
percue. Concretement, le controle cognitif exerce au niveau KBB permet de creer un 
ensemble de regies et de taches, en fonction d'un but a atteindre, permettant de faire face 
a la situation actuelle pour laquelle il n'existe presentement aucune regie d'execution 
stockee. Le resultat de ce processus sera envoye au niveau RBB pour y etre stocke et 
ensuite realise au niveau SBB. 
Generalement, un individu a recours aux niveaux SBB et RBB lorsqu'il fait face a des 
evenements familiers ou occasionnels et a recours au niveau KBB lorsqu'il se retrouve 
devant des evenements imprevus. Toutefois, Vicente (1999a, p. 288) mentionne qu'un 
individu peut recourir au niveau KBB meme devant un evenement prevu. De plus, il 
mentionne qu'une tache ne peut etre associee a un niveau de controle cognitif 
specifique. Selon lui, trois facteurs viennent influer sur le niveau de controle cognitif 
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utilise par l'individu : (a) son niveau d'expertise, (b) la maniere dont les informations 
sont presentees a travers 1'IU et (c) le degre de reflexion de l'individu sur son travail. 
3.2.3. Principes de conception 
Selon Vicente et Rasmussen (1992), une IE ne doit pas imposer un niveau de controle 
cognitif superieur a celui requis par la tache tout en soutenant les trois niveaux de 
controle cognitif a la fois. Afin d'atteindre cet objectif, chaque niveau de controle 
cognitif est associe a un principe de conception specifique (Vicente et Rasmussen 1992, 
Vicente 1999a, pp. 295-296, 317-326). 
Au niveau SBB, les informations percues sont interpretees comme des signaux 
necessaires a la manipulation des differents objets du domaine de travail. En s'appuyant 
sur le paradigme d'interface a manipulation directe (Schneiderman 1982), l'individu 
doit pouvoir manipuler les objets du domaine de travail directement sur l'IU. Celle-
ci utilise done un mode de presentation plutot graphique qu'alphanumerique. La 
presentation graphique s'appuie sur une representation des objets du domaine de travail 
a l'aide de formes geometriques inter-reliees. Ceci n'exclut pas completement le texte de 
l'IU, mais sa presence est limitee au minimum necessaire. Cette forme de presentation 
favorise une visualisation de la dynamique du systeme a travers une representation des 
informations sous forme de signaux spatio-temporels, impliquant ainsi un traitement 
cognitif perceptuel plutot qu'analytique. 
Au niveau RBB, les informations percues sont interpretees comme des signes permettant 
de declencher la procedure appropriee. Une correspondance un-a-un doit exister entre 
les contraintes du domaine de travail et les informations presentees par l'IU. La 
structure du domaine de travail peut etre considered comme un systeme de termes inter-
relies. Cette structure sous-entend un ensemble de contraintes qui se traduit par des 
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relations specifiques entre plusieurs termes. Les indices suggerant Taction peuvent 
generalement se presenter sous forme d'ecarts de valeur par rapport a une cible etablie. 
Dependamment des elements en cause, des regies specifiques portant sur ces elements 
guident l'individu dans les taches a entreprendre pour resoudre la situation. 
Au niveau KBB, les informations pergues sont interpreters comme des symboles 
necessaires a la resolution de problemes. Pour soutenir l'individu a ce niveau de controle 
cognitif, l'IU doit presenter la hierarchie fonctionnelle du domaine de travail, c'est-
a-dire sa structure a travers differents niveaux d'abstraction. Selon Vicente et 
Rasmussen (1992), cette representation externe est psychologiquement compatible avec 
la representation interne du domaine de travail realisee par un individu puisqu'elle fait le 
lien entre les buts recherches (niveau superieur de la hierarchie) et l'environnement qui 
doit etre manipule (niveau inferieur de la hierarchie). 
Ces trois principes de conception s'imbriquent les uns dans les autres. En effet, 
l'interface a manipulation directe doit representer tous les objets du domaine de travail et 
les relations entre celles-ci. Des ensembles specifiques de relations entre les termes du 
domaine de travail constituent les contraintes de celui-ci. Ces contraintes s'appuient sur 
une structure du domaine de travail qui, lorsque hierarchisee par niveau d'abstraction, 
constitue la hierarchie fonctionnelle du domaine de travail. 
La figure 3.7 compare une IU traditionnelle13 et une IE qui applique ces principes pour 
le controle d'un processus thermo-hydraulique. L'objectif de ce systeme est, d'une part, 
de repondre a la demande externe de quantite d'eau de chaque reservoir et, d'autre part, 
13 L'IU traditionnelle s'appuie sur le paradigme de « capteur unique, indicateur unique ». En d'autres 
mots, les concepteurs presentent principalement les informations captees physiquement et non les 
informations d'ordre fonctionnel, c'est-a-dire pouvant etre derivees des premieres. II s'agit d'une tendance 
forte dans les domaines du controle de processus industriel (Goodstein 1981) et de la sante (Sharp et 
Helmicki 1998, Miller 2000). 
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de garder la temperature de l'eau a 40°C pour le reservoir 1 et a 20°C pour le reservoir 
2. H est a noter que la demande externe d'eau peut varier a tout moment (evenements 
imprevus). Pour atteindre cet objectif, deux circuits redondants d'ecoulement d'eau 
permettent d'acheminer l'eau a un ou aux deux reservoirs. L'operateur controle huit 
valves (VA, VA1, VA2, VOl, VB, VB1, VB2 et V02), deux pompes (PA et PB) et 
deux bruleurs (HTR1 et HTR2). 
Ce qui distingue les deux IU de la figure 3.7 est l'ensemble des informations presentees 
portant sur ce domaine de travail. Dans le cas de l'IU traditionnelle, les informations 
portent uniquement sur l'etat des composants physiques. II s'agit de la temperature de 
l'eau a l'entree du systeme (TO), de la temperature de l'eau a la sortie des reservoirs (Tl 
et T2) et du volume de chaque reservoir (VI et V2). Quant a TIE, celle-ci presente, en 
plus des informations de l'IU traditionnelle, des informations fonctionnelles, c'est-a-dire 
qui portent sur l'etat des fonctions que tente d'atteindre l'operateur a l'aide des 
composants physiques. Ces informations fonctionnelles portent sur les flux d'eau (FVA, 
FVB, FA1, FA2, FBI, FB2), sur la masse et l'energie entrantes et sortantes des 
reservoirs (Mil, MOl, Ell, EOl, MI2, M02, Ell et E02) et sur la relation entre le 




Figure 3.7 - Interface utilisateur traditionnelle (a) et interface ecologique (b) pour le 
controle d'un processus thermo-hydraulique (Pawlak et Vicente 1996). 
Jusqu'a quel degre les deux IU presentees a la figure 3.7 soutiennent-elles les trois 
niveaux de controle cognitif? Premierement, les deux IU sont a manipulation directe; 
l'utilisateur, a l'aide d'une souris, peut directement manipuler les objets du domaine de 
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travail, par exemple, activer ou desactiver une valve ou une pompe ou regler la 
temperature d'un bruleur. Elles soutiennent done le niveau SBB. En ce qui concerne le 
niveau RBB, les contraintes se manifestent par des indicateurs d'ecarts. Seule TIE 
comporte de tels indicateurs. Ces derniers se trouvent a l'interieur des rectangles 
entourant chacun des deux reservoirs. Des lignes indiquent la valeur cible a atteindre 
pour la temperature et le volume d'eau. Quant au niveau KBB, seule TIE le supporte. En 
effet, 1'IU traditionnelle presente des informations portant uniquement sur les aspects 
physiques du domaine de travail et TIE presente des informations portant non seulement 
sur les aspects physiques, mais egalement fonctionnels. Par exemple, si les valves VA et 
VA1 sont ouvertes au maximum et que le flux FVA est a pleine capacite, mais le flux 
FA1 est a mi-capacite, l'operateur peut clairement voir qu'il y a un probleme avec la 
valve VA1. L'operateur ne peut tirer directement cette conclusion avec l'IU 
traditionnelle. En somme, toutes les informations de la hierarchie fonctionnelle sont 
presentees dans TIE. 
Puisque TIE doit presenter toutes les informations pertinentes a la representation de la 
structure et des contraintes du domaine de travail, celle-ci contient un nombre plus eleve 
d'informations que l'IU traditionnelle. Neanmoins, lors d'une etude experimentale, cette 
IE a contribue a une detection plus rapide d'anomalies et un diagnostic plus precis par 
rapport a l'IU traditionnelle (Pawlak et Vicente 1996). Vicente, Christoffersen et 
Pereklita (1995) apportent une explication au succes de cette IE. Les resultats d'une de 
leurs etudes experimentales demontrent que les sujets ayant obtenu les meilleures 
performances pour le diagnostic avaient tendance a commencer leur recherche du 
probleme a un niveau d'abstraction eleve et proceder graduellement vers les niveaux 
inferieurs qui contiennent plus de details. En somme, pour soutenir la resolution de 
problemes, e'est-a-dire le niveau KBB de controle cognitif, il est essentiel d'afficher 
autant les informations qui portent sur les aspects physiques que fonctionnels du 
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domaine de travail. Toutefois, Burns (2000) apporte une precision a cette conclusion en 
commentant les resultats de son etude experimentale. Elle indique qu'il ne s'agit pas 
simplement de presenter plus d'informations (physiques et fonctionnelles), mais de le 
faire de maniere a ce que les relations entre celles-ci soient explicites. 
3.2.4. Elements visuels dune interface ecologique 
D'apres les trois principes de conception presentes a la section precedente, afin de 
soutenir les trois niveaux de controle cognitif, une IE doit presenter les objets du 
domaine de travail qui est sous le controle de l'utilisateur, les contraintes de ce domaine 
de travail et la hierarchie fonctionnelle sous-jacente. Toutefois, ces trois principes 
restent vagues dans la mesure ou ils n'indiquent pas precisement les elements que le 
concepteur doit manipuler pour creer une IE. A ce sujet, Burns et Hajdukiewicz (2004) 
presentent un thesaurus visuel qui offre un catalogue de composants visuels reutilisables, 
c'est-a-dire des agencements particuliers de formes geometriques s'appliquant a des 
types specifiques de relations entre des termes. En d'autres mots, il s'agit de patrons 
visuels de presentation de relations entre des termes. Cette section vise a presenter ce 
thesaurus visuel et comprendre comment il s'applique a la representation des objets, des 
contraintes et de la hierarchie fonctionnelle. 
3.2.4.1, Patrons de conception d'interfaces utilisateurs 
La litterature attribue a Alexander, Ishikawa, Silverstein, Jacobson, Fiksdahl-King et 
Angel (1977) la definition d'un patron de conception. II s'agit d'un agencement 
d'elements permettant de solutionner un probleme de conception qui tend a se repeter 
dans un contexte particulier. Initialement, les patrons de conception ont ete appliques en 
architecture. Toutefois, durant les annees 1990, le domaine du genie logiciel s'est 
approprie ce concept afin de soutenir la conception de systemes informatiques orientes 
objets. Notamment, l'ouvrage de Gamma, Helm, Johnson et Vlissides (1995), 
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incontestablement le plus reconnu sur le sujet, presente differents agencements de 
classes s'appliquant dans des contextes particuliers. 
En ce qui concerne la conception d'lU, certains ouvrages tels Borchers (2001), Graham 
(2002) et Tidwell (2005) presentent un ensemble de patrons de conception destines a 
soutenir l'interaction dans differents contextes. Ces derniers associent un agencement 
d'elements visuels a des situations specifiques pouvant etre rencontrees par l'utilisateur, 
par exemple indiquer le progres d'un traitement, offrir une vue globale et detaillee a la 
fois ainsi que presenter un panier d'achat virtuel. Toutefois, aucun de ces patrons de 
conception n'est destine a soutenir directement la resolution de problemes comme c'est 
le cas avec le thesaurus visuel de Burns et Hajdukiewicz (2004). 
3.2A.2. Patrons de conception d'interfaces ecologiques 
Quels sont done les elements visuels d'une IE? Le thesaurus visuel de Burns et 
Hajdukiewicz (2004) fait etat de termes et de relations representant 
presqu'exclusivement des equations mathematiques. Les relations entre les termes 
represented done des operateurs mathematiques. En somme, une IE consiste a 
representee d'une maniere graphique selon le premier principe de conception, des 
expressions mathematiques associant des termes et des operateurs tels qu'illustres a la 
figure 3.8. Un terme peut etre une variable, e'est-a-dire pouvant prendre plusieurs 
valeurs numeriques, ou une constante, e'est-a-dire pouvant prendre qu'une seule valeur 
numerique. A la figure 3.8, les termes a et b sont des constantes et les termes x, y et z 
sont des variables. 
61 
x 
a < x < b 
v 
x 
x + y + z 
Figure 3.8 - Representations graphiques de relations mathematiques (Burns et 
Hajdukiewicz 2004). 
Bums et Hajdukiewicz (2004) presenters un cas ou ces agencements sont utilises pour 
representer une voiture. La pression, le debit d'injection et la temperature sont des 
variables associees au moteur. Des contraintes telles le temps limite pour arriver a la 
destination, la distance maximale pouvant etre parcourue considerant la quantite restante 
de carburant ou le nombre de places disponibles sont representees graphiquement. 
3.2.4.3. Representer les objets du domaine de travail 
Le premier principe de conception d'lE fait reference a la manipulation directe des 
objets du domaine de travail. La description d'un objet est realisee par un concept qui 
represente un regroupement logique de termes ou d'autres concepts. Par exemple, dans 
le cas d'un portefeuille d'actifs financiers, le portefeuille est un concept qui regroupe des 
variables telles le rendement et le risque. De plus, le portefeuille contient des actifs 
financiers qui constituent un autre concept regroupant egalement des variables telles le 
rendement, le risque, la valeur et la quantite. Le portefeuille est associe a un client, un 
autre concept qui regroupe des variables telles son nom, son objectif de rendement et son 
seuil de tolerance au risque. II est possible d'assigner une valeur a une variable, mais pas 
a un concept. 
L'etat d'un objet particulier est represente par la valeur de chaque terme associee a cet 
objet a tout moment. Par exemple, un portefeuille a une valeur associee au rendement et 
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au risque a un moment precis. Ces valeurs constituent l'etat du portefeuille a ce moment 
precis. 
La manipulation des objets du domaine de travail passe done par la manipulation de la 
valeur des variables qui leur sont associees. Par exemple, pour modifier le rendement 
d'un actif financier, il faut en modifier sa quantite. Pour ce faire, il faut proceder a 
l'achat et la vente de cet actif financier. L'objet (actif financier) en tant que tel n'est pas 
manipule, mais plutot une partie de celui-ci Test (quantite). Par consequent, les variables 
associees aux concepts peuvent etre de deux types : celles dont la valeur peut etre 
modifiee suite a une manipulation par l'operateur ou un changement dans 
l'environnement et celles qui subissent 1'influence des variables du premier type. 
3.2.4.4. Representer des contraintes du domaine de travail 
Le deuxieme principe de conception d'lE fait reference aux contraintes du domaine de 
travail. Une contrainte permet de savoir si le systeme sous le controle de l'operateur est 
dans un etat normal ou pas. Elles sont generalement representees sous forme d'ecart 
avec une valeur cible definie par une constante ou une variable. Si la valeur actuelle 
correspond a la valeur cible, la contrainte est respectee. Dans le cas contraire, il y a bris 
de contrainte se traduisant en une anomalie du systeme. Par consequent, une contrainte 
peut done etre consideree comme etant une association entre differents termes sous la 
forme d'une expression logique, e'est-a-dire reliees a l'aide d'un operateur logique. A la 
figure 3.8, la representation geometrique de gauche correspond a une contrainte. Dans le 
cas du portefeuille d'actifs financiers, le rendement du portefeuille qui doit etre 
superieur ou egal a l'objectif de placement du client et le risque du portefeuille qui doit 
etre inferieur au seuil de tolerance au risque du client sont deux contraintes. 
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3.2.4.5. Representer la hierarchie fonctionnelle du domaine de travail 
Le troisieme principe de conception fait reference a la hierarchie fonctionnelle. Celle-ci 
consiste a representer le domaine de travail a travers differents niveaux d'abstraction. Le 
niveau le plus eleve est associe aux buts a atteindre et le niveau le moins eleve est 
associe a l'environnement. Des termes particuliers sont associes a chacun de ces niveaux 
d'abstraction. De plus, il existe un reseau de termes intermediaires entre les termes de 
ces deux niveaux. Chaque concept regroupe done des termes a differents niveaux 
d'abstraction. Ce reseau de termes entre differents niveaux constitue la hierarchie 
fonctionnelle. II s'agit de la structure de « buts-moyens » de l'environnement. Pour deux 
niveaux consecutifs, les termes du niveau superieur representent le « pourquoi? » du 
niveau inferieur, e'est-a-dire le but, et les termes du niveau inferieur representent le 
« comment? » du niveau superieur, e'est-a-dire les moyens. 
En ce qui concerne le cas du portefeuille d'actifs financiers, la valeur du rendement d'un 
actif financier peut etre obtenue par la division de la variation de sa valeur (valeur 
actuelle soustraite de la valeur initiale) par sa valeur initiale. Les variables de cette regie 
peuvent etre associees a trois des cinq niveaux d'abstraction definis par Moi'se et 
Noiseux (2007) pour la gestion de portefeuille d'actifs financiers, du plus eleve au moins 
eleve : effets (rendement), variations (difference entre valeur actuelle et valeur initiale), 
indicateurs (valeur initiale et valeur actuelle). Les variables associees a un de ces 
niveaux representent les buts du niveau inferieur et les moyens du niveau superieur. 
Meme si elles sont reparties dans differents niveaux d'abstraction, les variables sont 
toutes rattachees au meme concept, celui d'actif financier. 
En somme, la hierarchie fonctionnelle peut se traduire par un ensemble d'equations 
mathematiques dont les relations sont representees par differents operateurs 
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mathematiques tels des operateurs d'agregation (p. ex. : somme, nombre) ou des 
operateurs arithmetiques (p. ex. : addition, multiplication). 
3.2.5. Applications et resultats d'experiences 
Les IE ont ete appliquees a differents domaines notamment le controle de processus 
industriel, 1'aviation, la gestion de reseaux informatiques et la medecine (Vicente 2002, 
Bums et Hajdukiewicz 2004). Jusqu'a present, les recherches ont demontre la superiority 
des IE par rapport a des IU traditionnelles (Vicente 2002), et ce, autant pour des 
domaines causaux, c'est-a-dire regis par les lois de la nature, qu'intentionnels, c'est-a-
dire regis par l'activite humaine (Billet et Morineau 2005). Cette performance se 
manifeste par une detection plus rapide d'anomalies, un diagnostic plus precis, des 
strategies d'action plus sophistiquees ainsi qu'une diminution du temps necessaire pour 
accomplir une tache. 
En passant en revue plusieurs etudes experimentales, Vicente (2002) a denote plusieurs 
avantages a 1'utilisation d'une IE par rapport a une IU traditionnelle. En voici quelques 
uns : 
Une IE permet une meilleure performance lors de scenarios anormaux. En ce qui 
concerne des scenarios normaux, une IE offre sensiblement la meme performance 
qu'une IU traditionnelle. 
II existe une correlation entre la performance des sujets et la complexite du domaine de 
travail. Plus la structure du domaine de travail est complexe, plus l'effet de TIE est 
marque. 
II existe une correlation inverse entre la performance des sujets et leur experience par 
rapport au domaine de travail. Plus les sujets sont experts dans le domaine de travail, 
moins l'effet de TIE est marque. 
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En somme, la valeur d'une IE reside dans les situations ou un utilisateur non-expert doit 
s'adapter au contexte changeant d'un domaine de travail complexe. Pour les autres 
situations, la lourdeur d'une IE, en termes de quantite d'informations presentees, ne 
constitue pas un obstacle a la performance de l'utilisateur. Vicente (2002) attribue ces 
avantages aux facteurs suivants : 
La difference de performance n'est pas attribute a la forme visuelle de TIE, mais a son 
contenu informationnel qui differe de celui d'une IU traditionnelle. 
La presentation d'informations d'une IE s'appuie sur une hierarchie fonctionnelle de 
l'environnement. 
Une IE capitalise sur les ressources spatiales plutot que verbales. 
Une IE permet un controle du domaine de travail a un niveau d'abstraction plus eleve. 
3.2.6. Discussion 
L'approche de conception d'EE est conforme a la theorie de resolution de problemes de 
Newell et Simon (1972), presentee a la section 3.1, sur deux points. Premierement, cette 
theorie considere l'individu comme un STI qui traite des symboles stockes en memoire. 
En ce qui concerne une IE, sa conception s'appuie sur la taxonomie SRK dont le niveau 
KBB de controle cognitif, associe a la resolution de problemes, s'appuie sur le 
traitement de symboles. Deuxiemement, Newell et Simon (1972) indiquent qu'une 
representation interne de la structure de l'environnement est essentielle pour soutenir la 
resolution de problemes. Une IE, pour soutenir le niveau KBB de controle cognitif, doit 
presenter les informations en s'appuyant sur une hierarchie fonctionnelle, c'est-a-dire la 
structure du domaine de travail a travers differents niveaux d'abstraction. 
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Comment est obtenue la hierarchie fonctionnelle? La CIE porte principalement sur la 
maniere de concevoir une IE a partir d'une representation du domaine de travail qui 
s'appuie sur une hierarchie fonctionnelle. Les techniques de definition de la hierarchie 
fonctionnelle pour un domaine particulier releve done de 1'analyse et non de la 
conception. 
Pourquoi alors une section sur la conception d'lE? Parce qu'une IE represente le produit 
final, e'est-a-dire un type particulier d'lU permettant de soutenir la resolution de 
problemes. C'est a partir d'une description du produit final qu'il est possible d'identifier 
les elements que doit manipuler le concepteur d'lE. Ainsi, la technique de representation 
du domaine de travail utilisee doit servir a identifier des concepts, des termes et des 
operateurs qui serviront a definir la structure du domaine de travail. Pour ce faire, les 
termes doivent porter sur differents niveaux d'abstraction et etre reliees ensemble de 
maniere a obtenir une hierarchie fonctionnelle du domaine de travail. Le concepteur 
devra par la suite transformer ces elements en composants visuels et les disposer sur une 
surface d'affichage de maniere a obtenir une IE. 
3.3. Meta-modele d'une interface ecologique 
Cette section presente le meta-modele14 d'une IE. II s'agit d'une maniere rigoureuse de 
mettre en relation tous les elements manipules par le concepteur d'lE qui sont identifies 
Tous les meta-modeles de cette these sont realises avec le diagramme de classes du langage UML 
(OMG 2008b) accompagne du langage OCL (OMG 2006) dans certains cas. Les instances de ces meta-
modeles sont realisees avec le diagramme objet. 
Le choix du langage UML repose sur deux raisons. La premiere est que, en s'appuyant sur la quantite de 
publications sur le sujet, cette notation semble etre bien connue et privilegiee pour la modelisation et la 
meta-modelisation en genie logiciel. La deuxieme raison est que le developpement de logiciels, incluant 
les logiciels de modelisation, est principalement realise en abordant le paradigme oriente objet. Or, comme 
cette notation s'appuie egalement sur ce paradigme, il existe une correspondance directe entre les elements 
representes et les composants logiciels. 
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a la section precedente. Les elements principaux sont les suivants : concept, terme, 
expression, contrainte et hierarchie fonctionnelle. Le meta-modele est divise en 
paquetages selon ces derniers. 
3.3.1. Concept et terme 
La figure 3.9 illustre la section du meta-modele qui decrit la relation entre les concepts 
et les termes. Les meta-classes Concept et Terme sont des elements nommes, c'est-a-
dire que chaque instance porte un nom. La meta-classe Terme est abstraite. Ces 
instances sont du type C o n s t a n t e ou V a r i a b l e . Ces meta-classes heritent des 
proprietes de la meta-classe Terme. En plus d'heriter de l'attribut nom, elles heritent de 
l'association p r o p r i e t e de la meta-classe Concept . L'association entre les meta-
classes Concept et Terme represented une relation de propriete. Une instance de la 
meta-classe Concept est proprietaire d'autres instances de cette meta-classe ou 
d'instances de la meta-classe Terme. Inversement, une instance de la meta-classe 
Concept peut etre la propriete d'une autre instance de cette meme meta-classe et une 
instance de la meta-classe Terme doit obligatoirement etre la propriete d'une instance 
de la meta-classe Concept . 
La syntaxe abstraite aurait pu etre representee a l'aide de n'importe quel langage de modelisation comme 
par exemple le diagramme entite-association (Chen 1976). L'essentiel est que les elements d'un meta-














F igure 3.9 - Paquetage d e s c o n c e p t s et d e s t e r m e s . 
Pour reprendre le cas de la figure 3.7, chaque reservoir est un concept auquel sont 
rattachees des variables telles la temperature de l'eau, le volume d'eau, la masse entrante 
et la masse sortante ainsi que l'energie entrante et l'energie sortante. La figure 3.10 
illustre quelques instances de ces meta-classes et leur relation avec leur concept 
proprietaire. 
m e : Variable 
nom = "masseEntrante" 
proprietaire = res 
r es : Concent 
nom = "reservoir" 
proprietesVariable = me, ms, t, c, ms 
m s : Variable 
nom = "masseSortante" 
proprietaire = res 
t : Variable 
nom = "temperatureEau" 
proprietaire = res 
c: Constante 
nom = "capacite" 
valeur="100" 
proprietaire = res 
Figure 3.10 - Instances des meta -c lasses C o n c e p t et Terme. 
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3.3.2. Expression 
La figure 3.11 presente le paquetage des expressions15. Une expression consiste en un 
regroupement de termes et d'operateurs mathematiques. Les operateurs sont unaires, 
c'est-a-dire ayant qu'un seul operande, ou binaires, c'est-a-dire ayant deux operandes. 
Un operateur peut etre lui-meme un operande en ce sens que son resultant est considere 
comme une variable, done un terme. C'est pour cette raison que les meta-classes Terme 
et O p e r a t e u r heritent de la meta-classe abstraite Operande. Pour certains operateurs 
binaires tels la division et la soustraction, le sens des operandes est important. C'est pour 
cette raison que deux associations obligatoires, nominees respectivement 










Figure 3.11 - Paquetage des expressions. 
15II est a noter que ce paquetage ne se veut pas exhaustif pour des raisons de simplicite. D'autres types 
d'operateurs comme la moyenne ou la variance pourraient etre ajoutes. 
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II est a noter la figure 3.11 se veut une representation incomplete du paquetage des 
expressions pour des raisons de simplicite. Meme si des operateurs comme la moyenne 
ou la variance n'y apparaissent pas, ils font partie du meta-modele. L'accent de la figure 
3.11 est plutot mis sur la presentation des trois types d'operateurs (agregation, 
arithmetique, logique) sans presenter tous les operateurs de ces types. 
La figure 3.12 presente des expressions mathematiques et leurs instances 
correspondantes du meta-modele. Les instances de la meta-classe Binaire (Egal , 
S o u s t r a c t i o n , M u l t i p l i c a t i o n ) contiennent deux associations, chacune vers un 
operande, tandis que l'instance de la meta-classe Unaire (Sorarae) ne contient qu'une 
seule association vers un operande. 
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profit = revenus - depenses 
e: Eoal 
operandeGauche = pa 
operandeDroite = s 
pa: Variable 
nom = "profitAnnuel" 
s : Somme 
operands = pm 
pm: Variable 
nom = "profitMensuel" 
profitAnnuel = SOMME(profitMenuel) 
e : Eaal 
operandeGauche = ml 
operandeDroite = m2 
p : Variable 
nom = "pression" 
m l : MuHiplicalien 
operandeGauch6 = p 
operandeDroite = v 
PV = nRT 




Tel que mentionne precedemment, une contrainte est representee par une expression 
mathematique contenant un operateur logique. Les trois expressions de la figure 3.12 
sont des contraintes; la valeur de la partie de gauche doit etre egale a la valeur de la 
partie de droite, sans quoi la contrainte est brisee. La figure 3.13 presente le meta-
modele des contraintes. 
Contrainte 
expressionLogique , 
Figure 3.13 - Paquetage des contraintes. 
3.3.4. Hierarchie fonctionnelle 
La hierarchie fonctionnelle est creee par l'utilisation de memes termes dans differentes 
expressions mathematiques. La figure 3.14 presente un ensemble de contraintes et la 
hierarchie fonctionnelle sous-jacente. On remarque que la plupart des variables sont 
utilisees dans plus d'une contrainte. Egalement, la hierarchie fonctionnelle impose des 
niveaux pour chaque contrainte. Par exemple, la contrainte qui porte sur le calcul des 
revenus et celle qui porte sur le calcul des depenses sont au meme niveau; une n'influe 
pas 1'autre. Ces niveaux representent la structure de « buts-moyens ». Par exemple, si on 
desire savoir comment faire pour atteindre l'objectif de profitabilite, on voit qu'il faut 
faire varier les revenus ou les depenses. Si on desire savoir pourquoi on doit faire varier 
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Ce chapitre presente les IE comme etant un type particulier d'lU soutenant la resolution 
de problemes. Plus particulierement, une IE permet a l'utilisateur de s'adapter lors 
d'evenements imprevus en rendant explicite la hierarchie fonctionnelle d'un domaine de 
travail. Cette derniere consiste en une structure de contraintes inter-reliees sur laquelle 
s'appuie le processus de resolution de problemes d'un individu. 
La CIE consiste a rendre explicite la hierarchie fonctionnelle a partir d'agencements de 
formes geometriques. La hierarchie fonctionnelle est obtenue suite a une analyse du 
domaine de travail. Le prochain chapitre presente la HAD. II s'agit de la seule technique 
de representation de domaines de travail destine a la CIE presentee dans la litterature. Le 
meta-modele des IE presente dans ce chapitre est utilise dans le chapitre suivant pour 
evaluer la compatibilite entre la HAD et les IE. 
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CHAPITRE 4 - LA HIERARCHIE D'ABSTRACTION 
ET DE DECOMPOSITION 
La CIE s'appuie principalement sur une representation du domaine de travail. La seule 
technique de representation a cette fin presentee dans la litterature sur les IE est la HAD. 
Ce chapitre porte sur la description de cette derniere. 
La section 4.1 presente l'analyse du travail cognitif. II s'agit d'une demarche d'analyse 
dans laquelle la HAD est la piece maitresse. La section 4.2 presente une description de la 
HAD a partir d'une recension de la litterature. Cette description est ensuite utilisee pour 
creer un meta-modele de la HAD qui fait l'objet de la section 4.3. Enfin, ce meta-modele 
est utilise a la section 4.4 pour evaluer la compatibilite entre la structure de la HAD et la 
structure d'une IE. Cette evaluation permet d'atteindre le premier objectif de cette these. 
4.1. Analyse du travail cognitif 
L'analyse du travail cognitif16 (Rasmussen, Pejtersen et Schmidt 1990, Rasmussen, 
Pjetersen et Goodstein 1994, Vicente 1999a) est un cadre d'analyse du travail qui 
s'appuie sur une approche ecologique. Contrairement aux approches centrees sur 
l'utilisateur qui mettent l'accent sur une analyse de la tache de ce dernier, l'approche 
ecologique, telle qu'illustree a la figure 4.1, commence par une analyse du domaine de 
travail sur lequel celui-ci doit agir pour graduellement arriver a une analyse de 
l'utilisateur. 
16 Traduction libre du terme anglais Cognitive Work Analysis. 
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Domaine de travail Ecologique 




Figure 4.1 - Cadre de I'analyse du travail cognitif [traduite de Vicente (1999a, p. 115)]. 
L'approche ecologique consiste en I'analyse des contraintes imposees par le domaine de 
travail limitant les actions possibles de l'individu. Les contraintes peuvent etre 
decomposers en cinq niveaux imbriquees ou les niveaux superieurs imposent des limites 
aux niveaux inferieurs. Le premier niveau, le domaine de travail, porte sur le domaine 
de travail sous le controle d'un individu et est totalement independant des strategies, 
evenements, processus ou individus. Le deuxieme niveau, les taches de controle, porte 
sur les buts a atteindre sans egard a la maniere de les atteindre ni par qui. Le troisieme 
niveau, les strategies, porte sur la maniere d'atteindre les buts. Le quatrieme niveau, 
socio-organisationnel, porte sur les relations entre les differents acteurs impliques dans 
Fapplication des strategies pour atteindre les buts. Le cinquieme niveau, les 
competences, porte sur I'analyse des individus. 
Normalement, I'analyse menant a la conception d'une IE devrait inclure les cinq niveaux 
identifies a la figure 4.1. Toutefois, tel que mentionne precedemment, la force d'une IE 
est attribute principalement a la representation du domaine de travail sous la forme 
d'une hierarchie fonctionnelle. De plus, la litterature fait etat de tres peu d'lE integrant 
d'autres niveaux que le domaine de travail. C'est pour cette raison que ce chapitre 
s'interesse uniquement a ce niveau d'analyse. 
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Une analogie s'impose afin de mieux comprendre la notion de domaine de travail: le 
domaine de travail est aux strategies ce que les cartes routieres sont aux directions. En 
effet, quelle que soit la source de perturbations du domaine de travail (ex.: une rue 
bloquee), il est possible de trouver un nouvel ensemble de directions (strategies) pour 
atteindre la destination (le but fixe) si la carte routiere (representation du domaine de 
travail) constitue la principale source d'informations. Toutefois, si la principale source 
d'informations est composee de directions (strategies), celles-ci peuvent devenir 
caduques devant certains evenements imprevus (ex.: un accident) entrainant une 
perturbation du domaine de travail (ex.: une rue bloquee). Par consequent, le domaine 
de travail impose un ensemble de contraintes qui exclut les actions qui ne peuvent etre 
realisees pour atteindre un but. 
4.2. Qu'est-ce qu'une hierarchie d'abstraction et de 
decomposition? 
La HAD ne se preoccupe pas des taches ou des outils, mais seulement des buts et 
informations (variables et liens) necessaires a la comprehension de la dynamique du 
domaine de travail. Elle consiste a structurer les informations portant autant sur les 
aspects physiques que fonctionnels du domaine de travail, et ce, a travers differents 
niveaux d'abstraction et de decomposition. La figure 4.2 illustre le cadre generique de la 
HAD et la figure 4.3 illustre une application de la HAD au controle d'un processus 
thermo-hydraulique. Cette section presente une recension de la litterature sur la HAD 
















. . . \ 
N x 
« 
Figure 4.2 - Cadre generique d'une hierarchie d'abstraction et de decomposition. 



























Figure 4.3 - Application de la hierarchie d'abstraction et de decomposition au controle 
d'un processus thermo-hydraulique (Vicente 1999a, p. 175). 
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4.2.1. Noeud 
Chaque case d'une HAD contient des nceuds. Un noeud represente un objet, une fonction 
ou une valeur du domaine de travail qui correspond a une intersection particuliere de 
niveau d'abstraction et de niveau de decomposition (Skilton, Cameron et Sanderson 
1998). Par exemple, a la figure 4.3, la masse en inventaire (Mass Source 1), l'energie en 
entree (Energy Inv 1), le transfer! de chaleur (Heat Transfer 1), le reservoir (Reservoir 1) 
sont tous des noeuds. 
4.2.2. Abstraction 
Un niveau d'abstraction regroupe des noeuds qui portent sur une perspective particuliere 
du domaine de travail. Tel qu'illustre a la figure 4.2, les noeuds des differents niveaux 
d'abstraction s'appuient sur des relations « buts-moyens », ce qui signifie que pour toute 
paire verticale de niveau d'abstraction, l'element du niveau superieur decrit le but a 
atteindre (le « pourquoi? ») et les elements associes du niveau inferieur decrivent les 
moyens utilises (le « comment? ») pour atteindre ce but. De cette fagon, le niveau 
d'abstraction le plus eleve decrit les buts du systeme, c'est-a-dire sa raison d'etre, et le 
niveau d'abstraction le plus bas decrit generalement les aspects physiques de celui-ci, 
c'est-a-dire ceux qui peuvent etre manipules ou qui sont perceptibles dans 
l'environnement. Les niveaux d'abstraction intermediaries portent sur les aspects 
fonctionnels entre ces deux niveaux d'abstraction. En d'autres mots, le passage d'un 
niveau d'abstraction a un autre implique un changement dans les concepts et la structure 
de representation ainsi que dans les informations utilisees pour caracteriser le systeme a 
ce niveau d'abstraction (Rasmussen 1983). 
A la suite d'interventions dans le domaine du controle de processus industriels, 
Rasmussen (1983) a defini la structure de la HAD comme ayant les cinq niveaux 
d'abstraction suivants, du plus eleve au plus bas : buts fonctionnels, fonctions abstraites, 
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fonctions generalisees, fonctions physiques et forme physique. Toutefois, Rasmussen et 
Vicente (1992) mentionnent que le nombre de niveaux et leur nom peuvent varier d'un 
domaine a 1'autre. 
La HAD de la figure 4.3 s'appuie sur ces cinq niveaux d'abstraction. La raison d'etre du 
systeme est definie au niveau superieur. Pour ce systeme, les buts fonctionnels sont (a) 
de preserver une temperature specifique de l'eau dans chaque reservoir et (b) de 
preserver assez d'eau dans chaque reservoir pour repondre a la demande externe. Pour 
ce faire, le domaine de travail est constitue de pompes, de valves, de reservoirs et de 
bruleurs. Tous ces elements sont identifies au niveau d'abstraction inferieur representant 
la forme physique de ces elements. 
4.2.3. Decomposition 
Quant a elle, la dimension de decomposition permet de scinder le systeme en sous-
ensembles de composants qui sont responsables du bon fonctionnement de celui-ci. En 
somme, elle sert a decomposer le tout en ses parties. Par consequent, un element 
represente a une colonne particuliere est compose d'elements representes a la colonne 
immediatement a sa droite. Inversement, un element represente a une colonne 
particuliere est une partie d'un element represente a la colonne immediatement a sa 
gauche. Par exemple, Hajdukiewicz, Vicente, Doyle, Milgram et Burns (2001) 
decomposent le corps humain en systeme, organe, tissu et cellule; chacun de ces cinq 
elements correspond a une colonne dans cet ordre. La figure 4.4 illustre cette 
decomposition. Cette HAD permet d'identifier le champ de competence de 1'anesthesiste 
et celui du chirurgien. 
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Figure 4.4 - Hierarchie d'abstraction et de decomposition pour le corps humain 
(Hajdukiewicz, Vicente, Doyle, Milgram et Burns 2001). 
4.2.4. Relations 
Les relations entre les noeuds peuvent etre de differents types. Bisantz et Vicente (1994), 
Skilton, Cameron et Sanderson (1998) ainsi que Burns et Hajdukiewicz (2004, p. 27) 
presentent trois types de relations : causale, fonctionnelle et topologique. 
4.2.4.1. Relation causale 
La relation causale represente une relation «tout-parties ». Les deux nceuds sont au 
meme niveau d'abstraction, mais appartiennent a des niveaux de decomposition 
contigus. Cette relation entre deux nceuds indique que le nceud de l'extremite gauche 
represente la partie du nceud de l'extremite droite. Inversement, le nceud de l'extremite 
droite represente la partie du nceud de l'extremite gauche. 
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4.2.4.2. Relation fonctionnelle 
La relation fonctionnelle represente une relation «but-moyens ». Les deux noeuds 
appartiennent a des niveaux d'abstraction contigus, qu'ils appartiennent ou non au meme 
niveau de decomposition. Cette relation entre deux noeuds indique que le nceud de 
l'extremite superieure represente le but recherche par le nceud de 1'extremite inferieure. 
Inversement, le nceud de l'extremite inferieure represente le moyen pour atteindre le but 
represente par le nceud de l'extremite superieure. Le reseau de relations fonctionnelles 
d'une HAD constitue la hierarchie fonctionnelle du domaine de travail. 
4.2.4.3. Relation topologique 
La relation topologique peut representer soit une proximite spatiale entre deux noeuds ou 
une connexion physique entre eux dependamment du niveau d'abstraction (Bisantz et 
Vicente 1994). Les deux nceuds sont au meme niveau d'abstraction et au meme niveau 
de decomposition. 
4.3. Problemes avec la hierarchie d'abstraction et de 
decomposition 
La litterature sur la HAD fait etat de deux problemes majeurs qui semblent bloquer son 
utilisation au sein de la communaute de praticiens. Cette section presente une description 
approfondie de chacun d'eux. Le premier probleme porte sur la HAD en elle-meme et le 
deuxieme probleme porte sur l'utilisation de la HAD en CTE. 
4.3.1. La semantique de la de hierarchie d'abstraction et de 
decomposition est imprecise 
Selon Lind (1999, 2003), le seul guide permettant comprendre et de creer une HAD est 
constitue des quelques exemples incomplets presentes dans litterature qui portent sur des 
domaines tres particuliers. De plus, ces exemples presentent differentes manieres 
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d'appliquer la HAD, ajoutant ainsi de la confusion a la semantique de cette technique de 
representation de domaines de travail. Cette section decrit la nature de ce probleme en 
portant, en premier lieu, sur la dimension d'abstraction et, en second lieu, sur la 
dimension de decomposition. 
4.3.1.1. Dimension d'abstraction 
L'objectif de scinder la representation d'un domaine de travail particulier en differents 
niveaux d'abstraction est d'en degager une hierarchie fonctionnelle. Tel que mentionne 
precedemment, celle-ci est une structure mettant en relation, a differents niveaux 
d'abstraction, les elements qui composent un domaine de travail particulier. Le niveau 
d'abstraction le plus eleve est associe aux buts du systeme que represente le domaine de 
travail et le niveau le plus bas est associe a l'environnement pouvant etre manipule pour 
atteindre les buts. La hierarchie fonctionnelle est obtenue en placant ces elements dans 
les differentes cases de la HAD, c'est-a-dire aux intersections entre un niveau 
d'abstraction particulier et un niveau de decomposition particulier telle qu'illustree aux 
figures 4.2 et 4.3. 
Ham et Yoon (2001) apportent une justification experimentale a la pertinence de la 
hierarchie fonctionnelle. Dans une experience, ils ont compare differents prototypes 
d'EE. Certains comportaient des variables associees a des niveaux specifiques d'une 
HAD, mais sans rendre explicites les relations entre celles-ci. D'autres presentaient les 
relations fonctionnelles entre les variables principalement par des regroupements. Ces 
derniers prototypes ont permis aux utilisateurs d'obtenir de meilleures performances 
notamment pour des taches de diagnostic. Ham et Yoon (2001) concluent done en 
specifiant que pour tirer les benefices d'une IE, il est necessaire, entre autres, de 
representer la hierarchie fonctionnelle, c'est-a-dire les relations « buts-moyens », entre 
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les variables; il ne s'agit done pas de simplement representer les informations 
appartenant aux differents niveaux d'abstraction. 
Tel que mentionne precedemment, une HAD comporte generalement cinq niveaux 
d'abstraction. Ces derniers semblent convenir a la description de domaines de travail 
portant sur le controle de processus industriels. Toutefois, la litterature presente quelques 
cas pour lesquels le nombre de niveaux est autre que cinq et les noms de chaque niveau 
ont du etre modifiees (ex. : Hajdukiewicz, Vicente, Doyle, Milgram et Burns (2001), 
Achonu et Jamieson (2003), Dainoff, Dainoff, McFeeters (2004)). En somme, si les cinq 
niveaux d'abstraction habituellement employes ne conviennent pas au domaine de 
travail a modeliser, il importe de les redefinir (nombre et nom) afin qu'ils soient 
representatifs de celui-ci. 
Est-ce que les informations affichees par TIE doivent etre regroupees par niveaux 
d'abstraction? Est-il necessaire de definir des niveaux d'abstraction et de les nommer? 
Lind (1999, 2003) critique severement les cinq niveaux d'abstraction definis par 
Rasmussen (1983). Sans entrer dans les details de sa reflexion, il indique que la 
semantique employee par la HAD dans sa forme actuelle necessite une profonde 
revision. En effet, sans mettre en doute l'importance de la hierarchie fonctionnelle, il 
indique que la definition de ces cinq niveaux d'abstraction ajoute de la confusion quant a 
la modelisation de la structure d'un domaine de travail particulier; il est souvent difficile 
de savoir a quel niveau d'abstraction est associe un element particulier. 
L'argumentation de Lind (1999, 2003) repose sur son experience personnelle avec la 
HAD. II existe par contre une justification experimentale qui abonde dans ce sens. Burns 
(2000) a realisee une experience visant a presenter de trois manieres les informations 
d'une HAD dans une IE. La premiere maniere consiste a toutes les representer dans la 
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meme fenetre. La deuxieme maniere consiste a presenter, dans la surface d'affichage, 
quatre fenetres presentant chacune les informations sur un niveau d'abstraction 
specifique. La troisieme maniere consiste a presenter individuellement, dans la surface 
d'affichage, les quatre fenetres presentant chacune les informations sur un niveau 
d'abstraction specifique. Les resultats ont demontre que le meilleur temps de diagnostic 
etait attribue au prototype d'lE dont toutes les informations etaient presentes dans la 
meme fenetre. Burns (2000) attribue ce resultat, en citant Tufte (1983), non pas au 
simple fait que cette fenetre comportait plus d'informations, mais au fait que les 
informations etaient presentees en relation avec d'autres. Par consequent, il semble 
raisonnable de conclure que le decoupage de la hierarchie fonctionnelle en niveaux 
d'abstraction specifiques ne semble pas avoir d'impact sur la performance de 
l'utilisateur. L'important est que les relations fonctionnelles entre les informations soient 
explicites. 
4.3.1.2. Dimension de decomposition 
En ce qui concerne la dimension de decomposition, celle-ci doit etre definie pour chaque 
domaine de travail a modeliser. Tel que mentionne precedemment, la colonne d'extreme 
gauche represente le tout et les colonnes a sa droite representent ses parties. Toutefois, 
cette regie ne semble pas etre appliquee strictement. En effet, plusieurs exemple de HAD 
substituent la dimension de decomposition par une dimension de collaboration comme 
c'est le cas dans Rasmussen, Pjetersen et Goodstein (1994, p. 47) ainsi que Burns, Kuo 
et Ng (2003). Chaque colonne de cette dimension correspond a differentes entites du 
domaine de travail qui collaborent les unes avec les autres. Par exemple, la figure 4.5 
illustre une HAD pour la gestion de reseaux informatiques. Les colonnes representent 
des couches de la hierarchie de communication. Les liens entre chacune des couches ne 
representent pas des parties et des touts, mais sont plutot de nature collaborative, c'est-a-
dire que les elements d'une couche interagissent avec les elements d'une autre couche. 
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Meme si Burns, Kuo et Ng (2003) considerent que les relations horizontales entre les 
noeuds sont similaires a une relation «tout-parties », ceci est en contradiction avec la 
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Figure 4.5 - Hierarchie d'abstraction et de decomposition pour la gestion de reseaux 
informatiques (Burns, Kuo et Ng 2003). 
Le reel probleme est que cette difference dans la nature des relations entre les colonnes 
de la HAD n'est pas visuellement explicite. Par consequent, une personne qui ne connait 
pas le domaine de travail modelise, en 1'occurrence un reseau informatique, peut 
facilement confondre des relations de nature «tout-parties » avec des relations de nature 
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collaborative. II importe done de distinguer visuellement la nature des relations entre les 
colonnes de la dimension de decomposition de la HAD. 
4.3.2. La conception d'interfaces ecologiques necessite plus 
qu'une hierarchie d'abstraction et de decomposition 
Vicente (2002) affirme que la transformation d'une HAD en une IE exige une grande 
part de creativite. En effet, la tache de concevoir la forme visuelle des elements de la 
HAD comporte plusieurs degres de liberte. Burns et Hajdukiewicz (2004) presentent un 
ouvrage portant sur le sujet. Toutefois, implicitement selon les auteurs, cette 
transformation necessite plus de details que ce qui est presente par les elements de la 
HAD. Ces auteurs indiquent que deux etapes sont necessaires pour permettre 
l'utilisation de la HAD, une fois celle-ci elaboree, dans la conception d'une IE17. 
La premiere etape consiste a dresser une liste des variables a partir de la HAD. Comme 
il est indispensable de pouvoir afficher l'etat des differents objets du domaine de travail, 
il est necessaire d'aller vers un niveau de detail plus fin que 1'identification de concepts 
representes par des nceuds tels qu'illustres aux figures 4.2 et 4.3. L'etat d'un objet est 
caracterise par la valeur des attributs qui le compose. Puisque ces attributs doivent etre 
relies ensemble sous la forme d'equations mathematiques afin de constituer la structure 
du domaine de travail, ils sont considered comme etant des termes (variables ou 
constantes). 
La deuxieme etape consiste en la description de la nature des relations entre ces termes. 
A ce sujet, Lind (1999) affirme que de representer les relations entre les concepts par des 
lignes les reliant les uns aux autres comme e'est le cas avec la HAD contribue a une 
semantique vague. Afin de preciser la nature des relations, une liste d'equations, 
17 Voir le chapitre 4 de Burns et Hajdukiewicz (2004). 
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representant la structure du domaine de travail, doit generalement etre dressee a partir de 
la liste des variables selon Burns et Hajdukiewicz (2004). Tel que mentionne 
precedemment, les expressions logiques represented les contraintes du domaine de 
travail. 
Le tableau 4.1 presente differents exemples de contraintes multi-variees presentees par 
Burns et Hajdukiewicz (2004, p. 94). Pour une expression utilisant un operateur 
d'egalite, le resultat du cote droit de l'expression doit etre le meme que le resultat du 
cote gauche de l'expression. Dans le cas contraire, il y a un ecart et done une anomalie. 
Les termes utilises dans ces expressions sont associes a differents niveaux d'abstraction. 
La structure qui relie ces termes a differents niveaux d'abstraction constitue la hierarchie 
fonctionnelle. Les contraintes, termes et hierarchie fonctionnelle sont des elements 
indispensables pour la conception de TIE, mais ne sont pas explicites dans la HAD. 
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Tableau 4.1 - Exemples de contraintes multi-variees par niveau d'abstraction 
[adapte et traduit de Burns et Hajdukiewicz (2004, p. 94)]. 
Equation 
Transfert thermique 
Q = m * Cp * dT 
Quantite de mouvement 
mu = mv 
Force F = ma 
Couple = F * d 
Loi des gaz parfaits 































En somme, la HAD ne permet pas de representer la structure du domaine de travail a un 
niveau de detail assez precis pour la conception d'lE. Afin de palier ce probleme, il est 
necessaire d'elaborer une liste de variables et une liste d'equations. D'apres Burns et 
Hajdukiewicz (2004), la HAD et ces deux listes sont essentielles a la conception d'lE. 
4.4. Meta-modele de la hierarchie d'abstraction et de 
decomposition 
Cette section presente le meta-modele de la HAD. Un meta-modele de la HAD consiste 
a mettre en relation d'une maniere rigoureuse tous les elements manipules par l'analyste 
de domaines de travail qui sont identifies a la section precedente. Les elements 
principaux du meta-modele sont les suivants : noeud, niveau d'abstraction, niveau de 
decomposition et relation. 
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Le meta-modele est scinde en deux parties. La premiere partie, illustree a la figure 4.5 
sous forme d'un diagramme de classes du langage UML (OMG 2008b), presente la 
structure de base. Toutefois, le diagramme de classes ne permet pas de representer toutes 
les regies structurelles. La deuxieme partie, illustree a la figure 4.6 en langage OCL 
(OMG 2006), permet de preciser celles-ci. 








Figure 4.5 - Meta-modele de la hierarchie d'abstraction et de decomposition. 
La figure 4.7 illustre les instances du meta-modele de la HAD pour un sous-ensemble de 
la HAD du processus thermo-hydraulique de la figure 4.3. Ce sous-ensemble comprend 
les cinq niveaux d'abstraction, les trois niveaux de decomposition, trois nceuds et deux 
relations fonctionnelles. Les regies d'association definies a la figure 4.6 sont observees. 
Par exemple, selon la regie 1, aucun niveau d'abstraction n'est associe au meme niveau 
d'abstraction pour representer a la fois son but et ses moyens; il s'agit toujours de deux 
niveaux d'abstraction differents. Egalement, selon la regie 5, les deux relations 
fonctionnelles sont associees a des noeuds qui sont associes a des niveaux d'abstraction 
contigus. 
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-- Regie 1 : 
-- Pour un niveau d'abstraction, le niveau qui represente son "but" 
-- ne peut en mime temps representer ses "moyens" et vice versa 
context NiveauAbstraction 
inv: but <> moyens 
-- Regie 2 : 
-- Pour un niveau de decomposition, le niveau qui represente son "tout" 
-- ne peut en meme temps representer ses "parties" et vice versa 
context NiveauDecomposition 
inv: self.tout <> self.parties 
-- Regie 3 : 
-- Les deux extremites d'une relation ne peuvent pas 
-- etre associees au meme noeud 
context Relation 
inv: de <> vers 
-- Regie 4 : 
-- Les deux noeuds impliques dans une relation causale 
-- doivent etre associes au meme niveau d'abstraction 
-- et a deux niveaux de decomposition contigus 
context RelationCausale 
inv: de.nivAbstraction = vers.nivAbstraction and 
(de.nivDecomposition = vers.nivDecomposition.tout or 
de.nivDecomposition = vers.nivDecomposition.parties) 
-- Regie 5 : 
-- Les deux nceuds impliques dans une relation fonctionnelle 
-- doivent etre associes a des niveaux d'abstraction contigus 
context RelationFonctionnelle 
inv: de.nivAbstraction = vers.nivAbstraction.but or 
de.nivAbstraction = vers.nivAbstraction.moyens 
-- Regie 6 : 
-- Les deux noeuds impliques dans une relation topologique 
-- doivent etre associes au meme niveau d'abstraction 
-- et au meme niveau de decomposition 
context RelationTopologique 
inv: de.nivAbstraction = vers.nivAbstraction and 
de.nivDecomposition = vers.nivDecomposition 
Figure 4.6 - Regies d'association du meta-modele de la 
hierarchie d'abstraction et de decomposition. 
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fp: NweauAbstraction 
moyens = af 
noeud = st1 
nom = "Functional Purpose" 
af: NweauAbstraction 
but = fp 
moyens = gf 
noeud = ms1, ems1 
nom = "Abstract Function" 
qf: HiueauAbstraction 
but= af 
moyens = ptu 
nom = "Generalized Function" 
pfu: HiueauAbstraction 
but = gf 
moyens = pto 
nom = "Physical Function" 
pfo: NiveauAbstf action 
but= ptu 
nom = "Physical Form" 
s : HweauOecomposition 
noeud = st1 
nom = "System" 
parties = ss 
st1: Noeud 
nivAbstraction = fp 
nhrDecomposition = s 
nom = "Supply Temp 1" 
M : RelationFonctionnelle 
de = st1 
vers = ms1 
ss: HweauDecomposition 
noeud = msi.emsl 
nom = "Subsystem" 
parties = c 
1out= s 
r2: RelationFonctionnelle 
de - st1 
vers = emsl 
ms1: Moeud 
nivAbstraction = af 
nivDeeomposition= ss 
nom = "Mass Source 1" 
c: MiweauDecomposition 
nom = "Component' 
tout = ss 
emsl : Moeud 
nivAbstraction = af 
nivDecomposition= ss 
nom = "Energy Source 1" | 
Figure 4.7 - Instances du meta-modele de la hierarchie d'abstraction et de decomposition 
pour un sous-ensemble de la hierarchie d'abstraction et de decomposition du processus 
thermo-hydraulique. 
Le meta-modele de la HAD presente dans cette section permet d'aller plus loin que les 
exemples presentes dans la litterature pour comprendre cette technique de representation 
de domaines de travail. Entre autres, la hierarchie fonctionnelle peut etre observee a 
travers les relations fonctionnelles entre les noeuds de differents niveaux d'abstraction. 
De plus, ce meta-modele permet de definir les cinq niveaux d'abstraction generalement 
employes, mais il permet egalement de definir un nouvel ensemble. Quoi qu'il en soit, le 
meta-modele specifie les associations entre ces niveaux et les noeuds. Bien que cela 
solutionne une partie du probleme decrit a la section 4.3.1, il n'en demeure pas moins 
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qu'il existe toujours une difficulte methodologique reliee a la maniere de definir des 
niveaux d'abstraction. 
En ce qui concerne les niveaux de decomposition, le meta-modele specifie la maniere 
dont ceux-ci sont associes les uns aux autres ainsi qu'aux noeuds. Toutefois, leur 
interpretation est limitee a des relations «tout-parties »; aucun element du meta-modele 
ne tient compte des relations de collaborations. La raison pour ne pas avoir ajoute une 
dimension de collaboration est que, tel que mentionne precedemment, Burns, Kuo et Ng 
(2003) considerent que les relations horizontales entre les noeuds sont de nature «tout-
parties ». En somme, puisqu'aucun element n'a ete specifie a cette fin dans la syntaxe 
abstraite, il n'est pas possible de distinguer ces elements dans la syntaxe concrete. 
4.5. Evaluation de la compatibilite de la hierarchie 
d'abstraction et de decomposition 
Cette section vise a evaluer la compatibilite entre le meta-modele de la HAD et le meta-
modele d'une IE decrit a la section 3.3. En d'autres mots, il s'agit de verifier si la HAD 
permet de representer tous les elements necessaires a la CIE. 
La section 4.3.2 decrit le probleme associe a la transformation d'une HAD en une IE. II 
est indique que cette transformation ne peut etre realisee a partir d'une HAD 
uniquement; il est necessaire de recourir a une liste de variables et a une liste 
d'equations. L'evaluation est done scindee en deux parties. La premiere consiste a 
evaluer la compatibilite de la HAD sans la liste des variables ni la liste des equations. La 
deuxieme partie consiste a evaluer la compatibilite de la HAD avec ces dernieres. 
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4.5.1. Methode devaluation de la compatibility 
La transformation d'une HAD en une IE necessite au prealable d'etablir des 
correspondances entre les elements du meta-modele de la HAD et les elements du meta-
modele d'une IE. Si chaque element du meta-modele de la HAD correspond a un 
element du meta-modele d'une IE, il y a une compatibilite parfaite entre les meta-
modeles. Dans le cas contraire, c'est signe qu'une notation secondaire est necessaire 
pour compenser. L'evaluation de la compatibilite consiste done a analyser les 
correspondances entre ces elements. 
Chaque analyse de correspondance se fait en deux etapes. La premiere etape consiste a 
evaluer la correspondance du meta-modele de la HAD vers le meta-modele d'une IE. La 
deuxieme etape consiste a evaluer la correspondance du meta-modele d'une IE vers le 
meta-modele de la HAD. 
Pour chaque element, une note de 2 signifie une correspondance parfaite, une note de 1 
signifie une correspondance partielle et une note de 0 signifie aucune correspondance. 
Les notes sont cumulees et comparees au resultat maximal. Ce dernier est 2 (la note 
maximale) multiplie par le nombre d'elements du meta-modele. Le resultat de la 
division entre ces deux termes (notes cumulees et resultat maximal) correspond au taux 
de correspondance, affiche en pourcentage. 
La figure 4.8 presente un exemple d'analyse de correspondance pour les elements de 
deux meta-modeles nommes MM1 et MM2. Dans le premier cas, de MM1 vers MM2, le 
taux de correspondance est de 50%. Le resultat maximal est de 6 et la note cumulee est 
de 3. L'element A n'a aucune correspondance, l'element B a une correspondance 
parfaite et l'element C a une correspondance partielle. Par contre, dans le deuxieme cas, 
de MM2 vers MM1, le taux de correspondance est de 75%. Le resultat maximal est de 4 
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et la note cumulee est de 3. L'element D a une correspondance parfaite et 1'element E a 


























3 / 4 (75%) 
Figure 4.8 - Exemple devaluation de la correspondance (a) de MM1 vers MM2 et (b) de 
MM2 vers MM1. 
Trois constats peuvent etre tires de cet exemple. Le premier constat est que l'element A 
du meta-modele MM1 est superflu puisque le meta-modele MM2 n'a aucun element qui 
lui correspond. Le deuxieme constat est que l'element B du meta-modele MM1 
correspond parfaitement a l'element D du meta-modele MM2. Par consequent, chaque 
element de type B peut etre directement transforme en un element de type D. Le 
troisieme constat est que l'element C du meta-modele MM1 correspond partiellement a 
l'element E du meta-modele MM2 ce qui requiert une intervention humaine pour 
transformer un element de type C en un element de type E. 
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4.5.2. Evaluation de la compatibilite sans la liste des variables 
ni la liste des equations 
Puisque le meta-modele de la HAD contient six elements concrets18, le resultat maximal 
est de 12. Le tableau 4.2 presente les resultats de cette analyse. 
Tableau 4.2 - Correspondance des elements du meta-modele de la hierarchie 
d'abstraction et de decomposition vers les elements du meta-modele d'une interface 
ecologique. 
HAD IE Note 
Noeud Concept 2 
Niveau d'abstraction - 0 
Niveau de decomposition Concept (inclusion) 2 
Relation causale Operateur 1 
Relation fonctionnelle Operateur 1 
Relation topologique - 0 
6/12(50%) 
Les deux seuls elements du meta-modele de la HAD qui ont une correspondance parfaite 
sont le noeud et le niveau de decomposition. Le noeud correspond a un concept du meta-
modele de TIE. Quant au niveau de decomposition, il correspond egalement au concept 
puisque ce dernier peut inclure d'autres concepts. Cette inclusion indique une relation 
«tout-parties ». Par exemple, la figure 3.7 (b) illustre un systeme qui se decompose en 
deux sous-systemes19 qui incluent des composants comme des pompes, des reservoirs et 
des bruleurs. Ces trois niveaux de decomposition sont representes par les trois colonnes 
de la HAD de la figure 4.3. 
18 Les meta-classes ElementNomme et Relation sont abstraites. 
19 Chaque sous-systeme correspond a un circuit de circulation d'eau qui debute a l'embranchement de 
gauche. Le premier sous-systeme, appele A, est represente par la portion du haut de la figure incluant la 
pompe PA et se terminant avec le reservoir 1. Le deuxieme sous-systeme, appele B, est represente par la 
partie du bas de la figure incluant la pompe PB et se terminant avec le reservoir 2. 
97 
La relation causale et la relation fonctionnelle sont des elements du meta-modele de la 
HAD qui correspondent partiellement aux operateurs du meta-modele d'une IE. Selon ce 
dernier, les operateurs indiquent une relation entre des termes. Quant aux relations 
causale et fonctionnelle, elles represented des relations entre des nceuds. Or, les noeuds 
correspondent a des concepts qui regroupent des termes selon le meta-modele d'une EE. 
En somme, la HAD ne va pas a un niveau de granularite aussi fin que requiert une IE. 
En effet, le niveau de granularite le plus fin de la HAD est le noeud. Quant a une IE, son 
niveau de granularite le plus fin est le terme. Chaque terme appartient a un concept qui 
correspond a un noeud de la HAD. 
II n'existe aucun element du meta-modele d'une IE qui correspond au niveau 
d'abstraction et a la relation topologique. En ce qui concerne le premier, il s'agit d'une 
situation surprenante a premiere vue puisque le scindement d'un domaine de travail par 
niveaux d'abstraction est le pilier de la philosophic de la HAD. Neanmoins, cette 
situation ne semble pas si surprenante en considerant les resultats d'experiences 
mentionnes a la section 4.3.1.1. Ces derniers indiquent que le regroupement par niveau 
d'abstraction des informations affichees par une IE n'ameliore en rien la performance de 
l'utilisateur. L'important est que la hierarchie fonctionnelle soit representee. 
Bien que la hierarchie fonctionnelle represente la hierarchie de « but-moyens » autant 
pour la HAD que pour une IE, elle s'appuie sur un ensemble different d'elements. Pour 
la HAD, elle est constitute du reseau de relations fonctionnelles. Pour une IE, il s'agit 
du reseau d'operateurs mathematiques represente par des agencements de formes 
geometriques. Encore une fois, le probleme de granularite suffisante se manifeste. 
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Cette evaluation soutient l'hypothese que la raison d'etre des niveaux d'abstraction n'est 
autre que pour soutenir la definition de la hierarchie fonctionnelle telle que mentionnee a 
la section 4.3.1.1. Cette derniere est obtenue apres avoir (1) defini un ensemble de 
niveaux d'abstraction, (2) assigne des nceuds a chacun de ces niveaux et (3) relie ces 
noeuds par des relations fonctionnelles. Avec une HAD, la hierarchie fonctionnelle ne 
peut exister si ce n'est que suite a ces trois etapes. 
Le taux de correspondance est de 50% pour cette analyse entre le meta-modele de la 
HAD et le meta-modele d'une IE. Toutefois, qu'en est-il de la situation inverse? 
Obtiendrait-on le meme resultat entre le meta-modele d'une IE et le meta-modele de la 
HAD? Le tableau 4.3 presente les resultats de cette analyse. Puisque le meta-modele 
d'une IE contient trois elements20, le resultat maximal est 6. 
Tableau 4.3 - Correspondance des elements du meta-modele d'une interface ecologique 
vers les elements du meta-modele de la hierarchie d'abstraction et de decomposition. 
IE HAD Note 
Concept Nceud 2 
Terme - 0 
OD ' ate Relation causale 1 
p Relation fonctionnelle 
3 / 6 (50%) 
Tel qu'observe a l'analyse precedente, le concept correspond parfaitement au noeud et 
l'operateur correspond partiellement a la relation causale et a la relation fonctionnelle. 
Le terme n'a toutefois aucune correspondance avec un element du meta-modele de la 
20 La meta-classe abstraite Operateur a ete retenue pour des raisons de simplicite. De plus, puisque la 
HAD ne distingue pas les constantes des variables, la meta-classe abstraite Terme a ete retenue. 
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HAD. Avec 50%, le taux de correspondance de cette analyse n'est done pas mieux que 
celui de 1'analyse precedente. 
4.5.3. Evaluation de la compatibility avec la liste des variables 
et la liste des equations 
Avec une si faible correspondance, comment est-il possible de concevoir une IE a partir 
d'une HAD? Tel que mentionne a la section 4.3.2, la HAD doit etre accompagnee d'une 
liste de variables et d'une liste d'equations. Par exemple, la figure 4.9 presente la liste 
des variables et la liste des equations qui accompagne la HAD de la figure 4.3. Les 
constantes sont incluses dans la liste des equations. 
Qu'arrive-t-il aux resultats de l'analyse de correspondance si les elements de ces listes 
sont ajoutes? Pour ce faire, il faut au prealable identifier les elements de ces listes. La 
liste des equations est en fait une liste d'expressions mathematiques ou chaque 
expression logique correspond a une contrainte du domaine de travail. Par consequent, 
les elements de cette liste peuvent etre representes sous forme d'un meta-modele des 
expressions mathematiques. La figure 4.10 illustre une partie de ce meta-modele" . 
Quant aux elements de la liste des variables, ils se retrouvent egalement dans ce meta-
modele puisque chaque variable identified dans cette liste est utilisee par une ou 
plusieurs expressions mathematiques. 
21 Plusieurs operations, telles « plus petit ou egal » et les exposants, ont ete omises pour des raisons de 
simplicite. 
Temperature variables 
Tl—Temperature of res. 1. 
Mass variables 
Dl—Demand (output) flowrate for res. 1 
Mil—Mass Input flowrate for res. 1 
VI—Volume of res. 1 
Energy variables 
El—total Energy stored in res. 1 
Ell—Energy Input flowrate for res. 1 
EOl—Energy Output flowrate for res. 1 
Heat transfer Tates 
FH1—Flow from heater HTR1 
Flowrates 
FA1—Flowrate from valve VA1 
FA2—Flowrate from valve VA2 
FPA—Flowrate from pump PA 
FVA—Flowrate from valve VA 
Heater settings 
HTR1—setting for Heater of res. 1 
Pump settings 
PA—setting of Pump in fws A 
Valve settings 
VA—setting of initial Valve in fws A 
VA1—setting of Valve 1 in fws A 
VA2—setting of Valve 2 in fws A 
T2—Temperature of res. 2 
D2—Demand (output) flowrate for res. 2 
MI2—Mass Input flowrate for res. 2 
V2—Volume of res. 2 
E2—total Energy stored in res. 2 
EI2—Energy Input flowrate for res. 2 
E02—Energy Output flowrate for res. 2 
FH2—Flow from heater HTR2 
FBI—Flowrate from valve VB1 
FB2—Flowrate from valve VB2 
FPB—Flowrate from pump PB 
FVB—Flowrate from valve VB 
HTR2—setting for Heater of res. 2 
PB—setting of Pump in fws B 
VB—setting of initial Valve in fws B 
VB1—setting of Valve 1 in fws B 
VB2—setting of Valve 2 in fws B 
Goals 
1. Temperature setpoint 
2. Demand satisfaction 
Algebraic equations 
1. El(t) = Tl(t)V'l(t)CpP —relationship between energy, volume, and tenperature 
2. EU(t) = FHl(t) + c,T,MIl(t) —conservation of energy from heater and inflow 
3. Mll(t) = FAl(t) + FBl(t) —conservation of mass from two feedwaier streams 
4. EOl(t) = Dl(t)cP'IT(t) —energy leaving Teservoir 
5. FA(t) = FAl(t) + FA2(t) —conservation of mass in feedwaier stream 
6. FHl(t) = IITRl(t) —conservation of energy from heater 
7- F A ,(1) = „ ! f , ( ? V ^ ! , ( 2 x - A ° w "Pi" relation VAl(t) + VA2(i) 
8. If pump is OFF then FPA(t) = 0, 
otherwise: 
IF [VAl(t) + VA2(t)] > VA(t) THEN 
FPA(t) = VA(t) 
ELSE 
FPA(t) = VAl(t) + VA2(t) - flow through pump 
9. FA(t) = FPA(t) —conservation of mass in pipe 
State equations 









conservation of energy in reservoir 
-conservation of mass in reservoir 
Constants 
p—density of water 
c,,—specific heat capacity 
T,—inlet water temperature 
4.9 - (a) Liste des variables et (b) liste des equations pour le controle d'un 










Figure 4.10 - Meta-modele partiel d'une expression mathematique. 
Le tableau 4.4 presente le resultat de V analyse de correspondance entre les elements du 
meta-modele de la HAD, auxquels ont ete ajoutes les elements du meta-modele des 
expressions mathematiques, et les elements du meta-modele d'une DE. 
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Tableau 4.4 - Correspondance des elements du meta-modele de la hierarchie 
d'abstraction et de decomposition accompagnes des elements du meta-modele de 






























L'ajout des elements du meta-modele des expressions mathematiques aux elements du 
meta-modele de la HAD fait augmenter le taux de correspondance a 62,5%. Bien que le 
resultat soit plus eleve, la correspondance n'est toujours pas parfaite. Avant de tirer 
quelques conclusions que ce soit, encore une fois, il faut s'interroger sur la situation 
inverse. 
Le tableau 4.5 presente les resultats de cette analyse. Le taux de correspondance est de 
100%, ce qui veut dire qu'en ajoutant les elements du meta-modele des expressions 
mathematiques aux elements du meta-modele de la HAD, chaque element du meta-
modele d'une IE a une correspondance parfaite. 
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Tableau 4.5 - Correspondance des elements du meta-modele d'une interface ecologique 
vers les elements du meta-modele de la hierarchie d'abstraction et de decomposition 
accompagnes des elements du meta-modele de expressions mathematiques. 
IE HAD Note 
Concept Nceud 2 
-r „ Constante „ Terme ., . . . 2 Variable 
Operateur Operateur 2 
6/6(100%) 
Deux conclusions peuvent etre tirees jusqu'a present. La premiere conclusion est que ces 
resultats demontrent clairement l'insuffisance de la HAD en CDS; sans la liste des 
variables et la liste des equations, le concepteur d'lE ne possede pas toutes les 
informations necessaires pour faire son travail. 
La deuxieme conclusion est que des elements du meta-modele de la HAD correspondent 
aucunement aux elements du meta-modele d'une BE. Par consequent, l'analyste du 
domaine de travail, dont la tache est de realiser une HAD, tient compte de plus 
d'elements que necessaires pour le concepteur d'une IE. Tel que mentionne a la section 
2.1.2, un modele est une simplification. Ainsi, il doit representer uniquement les 
elements pertinents a la preoccupation actuelle, dans ce cas, la CEE. Les elements qui ne 
sont pas utilises par le concepteur d'D5 et qui sont modelises par l'analyste du domaine 




Ce chapitre a presente une description exhaustive de la HAD. Celle-ci s'est sol dee par 
un meta-modele de la HAD. H s'agit d'une maniere rigoureuse de mettre en relation les 
elements manipules par l'analyste de domaines de travail. 
Une recension de la litterature a permis d'identifier deux problemes associes a la HAD. 
Le premier probleme porte sur la semantique vague de la HAD. Le deuxieme probleme 
porte sur la difficulte d'utiliser la HAD en CDS. 
Le meta-modele presente dans ce chapitre vient partiellement solutionner le premier 
probleme en specifiant les elements de la HAD (vocabulaire) et les regies d'association 
entre ces derniers (grammaire). Toutefois, le meta-modele n'indique pas comment creer 
ou utiliser une HAD; il se limite a definir ce qu'est une HAD. 
En ce qui concerne le deuxieme probleme, le meta-modele n'apporte aucune solution. II 
vient toutefois eclaircir les raisons pour lesquelles la HAD semble insuffisante pour la 
CIE. En effet, celle-ci doit etre accompagnee d'une liste de variables et d'une liste 
d'equations. Les analyses de correspondance ont demontree que la HAD uniquement n'a 
pas un niveau de granularite assez fin pour concevoir une IE. En effet, la HAD se limite 
aux concepts tandis qu'une IE presente des termes, regroupes autour de concepts, relies 
par des operateurs. De plus, certains elements de la HAD ne sont pas utilises en CIE. 
Leur representation est done superflue. 
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CHAPITRE 5 - DESCRIPTION DU LANGAGE DE 
MODELISATION PROPOSE22 
La litterature en CIE presente la HAD comme etant la seule technique de representation 
de domaines de travail. Or, le chapitre 4 presente plusieurs problemes de compatibilite 
avec les IE exigeant de recourir a d'autres techniques de representation, en l'occurrence 
la liste des variables et la liste des equations. Ce chapitre presente une nouvelle 
technique de representation de domaines de travail. II s'agit d'un langage de 
modelisation appele WoDoMoLEID23 qui permet de representer d'une maniere integree 
tous les elements d'un domaine de travail necessaires a la CIE. 
Ce chapitre est scinde en trois sections. La premiere section presente le langage de 
modelisation propose. Sa syntaxe abstraite, c'est-a-dire son meta-modele, et sa syntaxe 
concrete correspondante y sont decrites. La deuxieme section presente le mecanisme 
d'extension du langage, par exemple, pour ajouter d'autres types d'operateurs. La 
troisieme section presente une synthese des elements abordes dans ce chapitre. 
5.1. Description de WoDoMoLEID 
Afin d'assurer la meilleure compatibilite possible avec la structure d'une IE, la syntaxe 
abstraite de WoDoMoLEID s'appuie sur le meta-modele d'une IE presente au chapitre 3 
avec toutefois quelques differences. Les elements principaux de ce nouveau langage sont 
les suivants : terme, operateur et contrainte. Le meta-modele de la syntaxe abstraite 
presente dans cette section est divise selon ces derniers. 
Le contenu de ce chapitre est presente en partie dans Moise et Robert (2007a, b). Toutefois, ce chapitre 
se veut une version revue et amelioree du contenu de ces deux articles. 
23 Se prononce « wodomoleyd ». Acronyme de : Work Domain Modeling Language for Ecological 
Interface Design. 
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La syntaxe concrete propose une representation visuelle, c'est-a-dire une notation 
symbolique, des elements definis par la syntaxe abstraite afin de creer et manipuler des 
modeles. Un symbole particulier est assigne a chaque element concret du meta-modele. 
5.1.1. Paquetage des termes 
Ce paquetage contient les elements d'un domaine de travail auxquels il est possible 
d'assigner une valeur. Si la valeur peut etre modifiee dans le temps, il s'agit d'une 
variable. Dans le cas contraire, il s'agit d'une constante. Les termes doivent 
necessairement etre regroupes par des concepts qui represented les objets du domaine 
de travail; un concept est done proprietaire de termes et/ou de concepts. La figure 5.1 
illustre le paquetage des termes. II s'agit de la meme structure du paquetage des concepts 
et des termes du meta-modele d'une IE illustre a la figure 3.9. 
ElementNomme 
nom 






Figure 5.1 - Paquetage des termes. 
Les meta-classes Concept et Terme heritent de la meta-classe abstraite 
ElementNomme. Cette derniere definit un element dont les instances sont identifiees 
par un nom. Cette generalisation evite de devoir ajouter l'attribut nom a differentes 
meta-classes, evitant ainsi une redondance. 
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La figure 5.2 illustre la syntaxe concrete de la meta-classe Concept . Elle a comme seul 
attribut nom qui est herite de la meta-classe abstraite ElementNomme. La valeur de ce 
dernier est une chaine de caracteres ecrite en gras et en minuscules, sauf la premiere 
lettre qui est en majuscule. Si cette chaine comporte plusieurs mots, ceux-ci sont 
concatenes sans espaces et leur premiere lettre est en majuscule. 
Figure 5.2 - Syntaxe concrete de la meta-classe concept. 
La figure 5.3 presente la syntaxe concrete des meta-classes V a r i a b l e et C o n s t a n t e 
qui sont les specialisations de la meta-classe abstraite Terme. L'affichage de la valeur 
de l'attribut nom qui est herite de la meta-classe abstraite ElementNomme est assujetti 
aux memes regies que la valeur de l'attribut nom d'une instance de la meta-classe 
Concept excepte que la premiere lettre du premier mot doit etre une minuscule. En ce 
qui concerne une instance de la meta-classe C o n s t a n t e , la valeur de l'attribut 
v a l e u r est affichee entre crochets apres la valeur de l'attribut nom. 
nomDeLaVariabie 
nomDeLaConstante [valeur] 
Figure 5.3 - Syntaxe concrete des meta-classes Var iable et Constante. 
Les concepts regroupent d'autres concepts et des termes. Cette relation est representee 




proprietaire, proprietesConcept et 
La figure 5.4 presente un exemple d'inclusion. Un concept nomme Commande est 
proprietaire (role p r o p r i e t a i r e ) de deux variables (role p r o p r i e t e s T e r m e ) 
nominees d a t e et t o t a l et d'un concept (role p r o p r i e t e s C o n c e p t ) nomme 
LigneCmde. Ce dernier est proprietaire (role p r o p r i e t a i r e ) de deux variables 
(role p r o p r i e t e s T e r m e ) nominees q u a n t i t e et t o t a l . Inversement, ces 
elements sont la propriete (role p r o p r i e t a i r e ) du concept qui les inclut directement. 
En effet, la variable q u a n t i t e est la propriete du concept LigneCmde et non la 






Figure 5.4 - Exemples d'inclusion. 
5.1.2. Paquetage des operateurs 
Ce paquetage permet de creer des expressions mathematiques qui servent a definir les 
contraintes d'un domaine de travail. II se demarque toutefois du paquetage des 
expressions du meta-modele d'une IE illustre a la figure 3.11. Ce dernier permet de 
rassembler un nombre indetermine d'operateurs et de termes dans une seule expression 
mathematique. Ceci mene a des expressions mathematiques complexes qui peuvent etre, 
d'une part, difficiles a valider et, d'autre part, difficiles a transformer en composants 
visuels graphiques d'une IE. C'est pour cette raison que le paquetage des operateurs 
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impose des regies d'associations limitant le nombre de termes et d'operateurs d'une 
expression mathematique. Ces regies sont a la base de ralgorithme de determination du 
niveau de chaque contrainte de la hierarchie fonctionnelle presente a la section 5.1.3. En 
somme, plutot que de definir quelques contraintes avec des expressions mathematiques 
complexes, W0D0M0LEID privilegie la definition de plusieurs contraintes avec des 
expressions mathematiques simples. 
La figure 5.5 illustre le meta-modele des operateurs. La meta-classe abstraite 
Operateur se specialise en trois meta-classes abstraites (Agregation, 
Arithmetique et Logique) dont chacune represente un type d'operateur obeissant a 
des regies particulieres d'association avec des termes et/ou des operateurs. L'attribut 




Agregation I i 
T— 
Urithmetiqoe Logique 
Figure 5.5 - Meta-modele des operateurs. 
La syntaxe concrete d'un operateur est illustree a la figure 5.6. II s'agit d'un cercle avec 
au centre le symbole de la relation en gras; le « S » est remplace par le symbole 
approprie. 
Figure 5.6 - Syntaxe concrete de la meta-classe abstraite Operateur. 
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Afin de gerer la complexity du paquetage des operateurs, celui-ci est scinde en trois 
sous-paquetages distincts; un pour chaque type d'operateur. Les sections suivantes 
decrivent chacun de ces sous-paquetages. 
5.1.2.1. Agregation 
Un operateur d'agregation consiste a faire une operation sur une collection de valeurs 
d'un meme terme. Le resultat de cette operation est represente par une valeur 
quantitative. Le langage de modelisation propose ne fait etat que de trois operateurs 
d'agregation : max, min et somme. Le premier consiste a obtenir la valeur maximale de 
la collection, le deuxieme consiste a obtenir la valeur minimale de la collection et le 
troisieme consiste a additionner toutes les valeurs de la collection. La figure 5.7 illustre 
des exemples d'application d'operateurs d'agregation. 
SOMME (Produit.prixUnitaire) 
MAX (Produit.poids) 
Figure 5.7 - Exemples d'application d'operateurs d'agregation. 
Le paquetage des operateurs d'agregation est illustre a la figure 5.8. Une instance de la 
meta-classe abstraite Agregation est obligatoirement associee a une instance de la 
meta-classe abstraite Terme qui represente l'operande associe a l'operateur. 
W-WW-UW&HHW&K-li! 
Max |Min j Somme 
Figure 5.8 - Meta-modele des operateurs d'agregation. 
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Bien que d'autres operateurs de ce type existent, par exemple compte et moyenne, ils ont 
ete omis pour des raisons de simplicite. II est toutefois possible de les ajouter au meta-
modele par le mecanisme decrit a la section 5.2. 
Le tableau 5.1 presente les symboles de chaque type d'operateur d'agregation du meta-
modele de la figure 5.8. 
Tableau 5.1 - Syntaxe concrete de chaque operateur d'agregation. 




La figure 5.9 illustre un exemple de la syntaxe concrete de la meta-classe Somme. La 
fleche avec une pointe fermee et pleine represente le role d'association o p e r a n d e . 
d> valeurlnventaire 
valeurlnventaire <D 
S O M M E ( v a l e u r l n v e n t a i r e ) 
Figure 5.9 - Exemple de syntaxe concrete de I'operateur d'agregation. 
II est important de noter que selon la syntaxe abstraite, un operateur «connait » 
l'operande auquel il est associe. Toutefois, ce dernier ne « connait» pas I'operateur 
auquel il est associe. En somme, la maniere de lire les associations est de fixer en 
premier lieu un operateur et ensuite d'identifier son operande en suivant la fleche. 
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5.1.2.2. Arithmetique 
Un operateur arithmetique consiste a realiser une operation sur deux variables 
quantitatives appelees operandes. Le resultat de cette operation est represente par une 
valeur quantitative. Pour les operateurs arithmetiques de soustraction et de division, 
puisqu'ils sont non commutatifs contrairement a l'addition et a la multiplication, l'ordre 
des operandes est important. Bien qu'une expression arithmetique puisse comporter 
plusieurs operateurs arithmetiques, le langage de modelisation propose limite a un seul 
operateur afin d'eviter les expressions complexes. La figure 5.10 illustre des exemples 
d'application d'operateurs arithmetiques. 
Produit.prixllnitaire x LigneCmde.quantite 
Groupe.sommeDesNotes -r Groupe.nbEtudiants 
Cmde.sousTotal + Cmde.taxes 
Figure 5.10 - Exemples d'application d'operateurs arithmetiques. 
Le meta-modele des operateurs arithmetiques est illustre a la figure 5.11. Une instance 
de la meta-classe abstraite Arithmetique est obligatoirement associee a deux 
instances distinctes de la meta-classe abstraite Terme, l'une representant 1'operande de 
gauche et l'autre representant 1'operande de droite. II ne peut toutefois s'agir de la meme 
instance de la meta-classe abstraite Terme. 
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Figure 5.11 - Meta-modele des operateurs arithmetiques. 
Bien que d'autres operateurs de ce type existent, par exemple l'exposant, ils ont ete omis 
pour des raisons de simplicite. H est toutefois possible de les ajouter au meta-modele par 
le mecanisme decrit a la section 5.2. 
Le tableau 5.2 presente les symboles de chaque type d'operateur arithmetiques du meta-
modele de la figure 5.11. 
Tableau 5.2 - Syntaxe concrete de chaque operateur arithmetique. 






La figure 5.12 illustre un exemple de la syntaxe concrete de la meta-classe D i v i s i o n . 
La fleche avec la pointe ouverte represente l'association ope randeGauche et la fleche 
avec la pointe fermee et pleine represente l'association o p e r a n d e D r o i t e . Ainsi, 
quelle que soit la position des fleches, la lecture se fait toujours de la meme maniere, 
c'est-a-dire dans l'ordre des fleches. Par consequent, les deux representations de la 
division sont equivalentes. 
sornmeDesNotes 
nbEtudiants « r * \ K 
nbEtudiants 
sornmeDesNotes 
sornmeDesNotes H- n b E t u d i a n t s 
Figure 5.12 - Exemple de syntaxe concrete de I'operateur arithmetique. 
Dans la meme veine que pour I'operateur d'agregation, un operateur « connait » les 
operandes auxquels il est associe. Toutefois, ces dernieres ne «connaissent» pas 
I'operateur auquel ils sont associes. Encore une fois, la maniere de lire les associations 
est de fixer en premier lieu un operateur et ensuite d' identifier ses operandes en suivant 
les fleches. 
5.1.2.3. Logique 
Un operateur logique consiste a realiser une operation sur deux operandes. Le resultat de 
cette operation est represente par une valeur booleenne, c'est-a-dire qui ne peut prendre 
qu'une seule de deux valeurs : vrai ou faux. Le langage de modelisation propose impose 
une instance de la meta-classe abstraite Terme comme operande de gauche. En ce qui 
concerne 1'operande de droite, celui-ci peut etre une instance de la meta-classe abstraite 
Terme, une instance de la meta-classe abstraite Agregation ou une instance de la 
meta-classe abstraite Arithmetique. La figure 5.13 illustre des exemples 
d'application d'operateurs logiques. 
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Produit.valeurlnventaire = Produit.coutUnitaire x Produit.qteEnStock 
Inventaire.valeur = I (Produit.valeurlnventaire) 
Inventaire.valeurMax > Inventaire.valeur 
Figure 5.13 - Exemples d'application d'operateurs logiques. 
Le paquetage des operateurs logiques est illustre a la figure 5.14. Une instance de la 
meta-classe abstraite Logique est obligatoirement associee a une seule instance de la 
meta-classe Terme en tant qu'operande de gauche. En ce qui concerne l'operande de 
droite, il est associe a une meta-classe abstraite CoteDroit qui peut representer un 
operateur d'agregation, un operateur arithmetique ou un terme. L'instance qui represente 
l'operande de gauche doit etre differente de l'instance qui represente l'operande de droite. 
operandeGauche <> operandeDroite 
Egal PasEgal 
PlusGrand E [PlusPetit 












Figure 5.14 - Meta-modele des operateurs logiques. 
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Le tableau 5.3 presente les symboles de chaque type d'operateur logique du meta-modele 
de la figure 5.14. 
Tableau 5.3 - Syntaxe concrete de chaque operateur logique. 
Meta-classe concrete Symbole 
Egal 
Pas egal *• 
Plus grand > 
Plus petit < 
Plus grand ou egal 
Plus petit ou egal 
> 
La figure 5.15 illustre un exemple de la syntaxe concrete de la meta-classe Egal . Tout 
comme pour l'operateur arithmetique, la fleche avec la pointe ouverte represente 
l'association operandeGauche et la fleche avec la pointe fermee et pleine represente 
l'association o p e r a n d e D r o i t e . Ainsi, quelle que soit la position des fleches, la 
lecture se fait toujours de la meme maniere, c'est-a-dire dans l'ordre des fleches. 
moyenne = sommeDesNotes -H n b E t u d i a n t s 
Figure 5.15 - Exemple de syntaxe concrete de l'operateur logique. 
La representation de l'association entre un operateur et ses operandes est plus complexe 
pour les operateurs logiques que pour les operateurs arithmetiques. Dans le cas de la 
figure 5.15, l'operande de gauche est une instance de la meta-classe V a r i a b l e , une 
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meta-classe qui herite de la meta-classe abstraite Terme, et l'operande de droite est une 
instance de la meta-classe abstraite CoteDroit, plus precisement une instance de la 
meta-classe D i v i s i o n , une meta-classe qui herite de la meta-classe abstraite 
Arithmetique. 
Tout comme pour les autres types d'operateurs, celui-ci «connait » les operandes 
auxquels il est associe, mais les operandes ne « connaissent » pas l'operateur auquel ils 
sont associes. H faut done, encore une fois, s'en remettre au sens des fleches. Par 
exemple, a la figure 5.15, l'operateur de division est associe a deux variables qui sont 
situees a gauche et a droite et qui representent respectivement l'operande de gauche et 
l'operande de droite. La fleche du haut n'est pas a considerer dans ce cas car elle indique 
l'operande de droite de l'operateur d'egalite. En tant qu'operande, l'operateur de 
division n'a pas a «connaitre » l'operateur auquel il est associe, en l'occurrence 
l'operateur d'egalite. 
5.1.3. Paquetage des contraintes 
Ce paquetage permet de definir un ensemble de contraintes dont les expressions 
mathematiques associees vont constituer la hierarchie fonctionnelle. La figure 5.16 
illustre le meta-modele des contraintes. 
Contrainte 
niveau 
Figure 5.16 - Meta-modele des contraintes. 
La meta-classe C o n t r a i n t e possede un attribut n i v e a u qui identifie le niveau de la 
contrainte dans la hierarchie fonctionnelle. Moins cette valeur est elevee, plus elle 
s'approche de la description des buts du systeme, e'est-a-dire sa raison d'etre; une 
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contrainte de niveau 1 represente un but du systeme. La hierarchie fonctionnelle est 
obtenue par la structure des relations entre les termes utilises a la fois comme operande 
de gauche pour une contrainte et comme operande de droite pour une autre24. La figure 
5.17 presente 1'algorithme permettant d'identifier le niveau de chaque contrainte. 
Cet algorithme est realise en trois operations et presuppose une liste d'objets de type 
Contrainte nominee l i s t e C o n t r a i n t e s . La premiere operation, appelee 
a s s i g n e r N i v e a u x O , consiste a passer en boucle chaque element de 
l i s t e C o n t r a i n t e s et assigner leur niveau en appelant l'operation 
trouverNiveau(). 
L'operation t r o u v e r N i v e a u () calcule la « profondeur » d'une contrainte dans la 
hierarchie fonctionnelle. Elle consiste premierement, pour une contrainte, a selectionner 
l'operande de gauche de l'operateur logique associe. S'il n'y en a pas, la boucle se 
termine et la valeur de l'attribut n i v e a u est retournee. S'il existe un operande de 
gauche pour cette contrainte, il faut trouver la contrainte dont l'operateur logique 
contient cet operande, mais dans le cote droit. Ceci est realise par l'operation 
t r o u v e r C o n t r a i n t e ( ) . 
L'operation t r o u v e r C o n t r a i n t e () permet, a partir d'un terme, de trouver la 
contrainte ou celui-ci fait partie du cote droit de l'operateur logique associe a cette 
contrainte. Dependamment du type de l'objet qui represente le cote droit de l'operateur 
logique (Terme, Agregation ou Arithmetique), la verification se fait d'une 
maniere differente. 
Le meta-modele fait en sorte que, dans une hierarchie fonctionnelle, un meme terme me peut etre utilise 
qu'une seule fois comme operande de gauche d'une expression logique et ne peut etre contenu qu'une seule 




POUR CHAQUE contrainte DE listeContraintes 
contrainte.niveau <— trouverNiveau(contrainte) 
} 
trouverNiveau(Contrainte contrainte) { 
niveau«— 0 
TANT QUE contrainte *• null 
niveau <— niveau + 1 
Terme operandeGauche«— contrainte.operateurLogique.operandeGauche 
SI operandeGauche *• null 
contrainte <— trouverContrainte(operandeGauche) 
SINON 
contrainte «— null 
retourner niveau 
} 
trouverContrainte(Terme terme) { 
Contrainte contrainteCible <— null 
POUR CHAQUE contrainte DE listeContraintes 
CoteDroit coteDroit <— contrainte.operateurLogique.coteDroit 
SI coteDroit * null 
SI coteDroit EST Terme 
termeDroite — coteDroit 
SI termeDroite = terme 
contrainteCible <— contrainte 
SINON SI coteDroit EST Agregation 
operation«— coteDroit 
SI(operation.operande = terme) 
contrainteCible <— contrainte 
SINON SI coteDroit EST Arithmetique 
operation <— coteDroit 




Figure 5.17 - Algorithme permettant d'identifier le niveau de chaque contrainte. 
La figure 5.18 presente un ensemble de contraintes et la hierarchie fonctionnelle sous-
jacente. II s'agit de la hierarchie fonctionnelle presentee a la figure 3.14 a laquelle 









































































































































































































































































































































































































































































































































































































































































































































































































































































































































La figure 5.19 illustre un exemple de la syntaxe concrete de la meta-classe 
C o n t r a i n t e . Une contrainte est representee textuellement avec son niveau et 
l'operation logique associee. 
2 p r o f i t s = r evenus - depenses 
Figure 5.19 - Exemple de syntaxe concrete d'une contrainte. 
5.2. Extension de la syntaxe abstraite 
La syntaxe abstraite du langage de modelisation propose est flexible en ce sens qu'il est 
possible d'ajouter des meta-classes. Par exemple, si necessaire, il serait possible 
d'ajouter les meta-classes Moyenne comme specialisations de la meta-classe abstraite 
Agregation et Exposan t comme specialisations de la meta-classe abstraite 
Arithmetique. La premiere operation consiste a obtenir la moyenne d'une collection 
de valeurs. La deuxieme operation consiste a obtenir le resultat de l'operande de gauche 
multiplie par lui-meme un certain nombre de fois tel que determine par l'operande de 
droite. La figure 5.20 illustre cette situation. 
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operandeGauche <> operandeDroite 
Figure 5.20 - Extension du meta-modele. 
Une fois positionnees dans le meta-modele, ces nouvelles meta-classes doivent etre 
associees a une syntaxe concrete. Le tableau 5.4 presente leur symbole affiche dans le 
cercle (syntaxe concrete de l'operateur). 
Tableau 5.4 - Syntaxe concrete des nouveaux operateurs. 




Ce chapitre presente WoDoMoLEID, un langage de modelisation de domaines de travail 
pour la conception d'lE. Plus particulierement, la syntaxe abstraite et la syntaxe concrete 
sont decrites. 
123 
Le meta-modele de W0D0M0LEID se divise en trois paquetages : termes, operateurs et 
contraintes. Le premier paquetage porte sur 1'identification des objets (concepts) et des 
informations (termes) du domaine de travail. Le deuxieme paquetage porte sur 
1'identification des relations entre les informations. Le troisieme paquetage permet de 
rassembler les termes et les operateurs en contraintes. Ces dernieres constituent la pierre 
angulaire de la CIE. Le tableau 5.5 presente une synthese des principaux elements de 
WoDoMoLEID. 













nomDelaConstante Jvaleur] 1 
Ir^i^r-^t. description = 
Afin de permettre une correspondance directe entre les elements du domaine de travail et 
ceux d'une IE, le meta-modele de WoDoMoLEID s'appuie sur celui des IE. Avec la 
HAD et la liste des equations, qui representent les contraintes du domaine de travail, les 
contraintes sont ecrites librement sous forme d'equations mathematiques par l'analyste. 
Toutefois, les composants visuels reutilisables proposes par Burns et Hajdukiewicz 
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(2004), qui represented graphiquement les contraintes du domaine de travail, s'appuient 
sur des regies precises de relations entre des termes et des operateurs. En d'autres mots, 
les contraintes doivent s'appuyer sur une structure specifique pour correspondre a des 
composants visuels reutilisables. Le chapitre suivant presente 1'evaluation de 
W0D0M0LEID tant en ce qui porte sur sa capacite a representer un domaine de travail 
que de permettre une correspondance directe avec des composants visuels reutilisables. 
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CHAPITRE 6 - EVALUATION DU LANGAGE DE 
MODELISATION PROPOSE 
Le chapitre 5 presente un langage de modelisation de contraintes de domaines de travail, 
appele WoDoMoLEID, qui s'appuie sur le meta-modele des IE. La description de ce 
langage de modelisation permet d'atteindre partiellement le deuxieme objectif de cette 
these qui est de creer et evaluer un langage de modelisation de domaines de travail 
quantitatifs permettant une correspondance directe avec les composants visuels d'une 
interface ecologique. Ce chapitre permet de faire le reste du chemin en presentant une 
evaluation du langage de modelisation. 
L'evaluation est scindee en deux parties. La premiere partie porte sur la capacite du 
langage a soutenir la conception d'lE. La deuxieme partie porte sur la capacite du 
langage a permettre une correspondance directe entre les contraintes modelisees a l'aide 
de ce dernier et les composants visuels qui composent une BE. 
6.1. Soutenir la conception d'interfaces ecologiques 
Le chapitre 3 presente une description detaillee des IE, un type particulier d'RJ. Leur 
conception s'appuie sur trois principes dont chacun est associe au soutien d'un des trois 
niveaux de controle cognitif de la taxonomie SRK (Rasmussen 1983): 
• SBB. L'individu doit pouvoir manipuler les objets du domaine de travail directement 
surl'IU. 
• RBB. Une correspondance un-a-un doit exister entre les contraintes du domaine de 
travail et les informations presentees par ITU. 
• KBB. L'RJ doit presenter la hierarchie fonctionnelle du domaine de travail. 
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Un langage de modelisation de domaines de travail doit done permettre d'identifier tous 
les elements associes a chacun des trois niveaux de controle cognitif. Particulierement, 
celui-ci doit permettre de definir les elements suivants appartenant au domaine de 
travail: (a) les objets, (b) les contraintes et (c) la hierarchie fonctionnelle. 
Afin d'evaluer dans ce sens le langage propose dans cette these, il est necessaire de le 
mettre a l'epreuve. Pour ce faire, un prototype de logiciel de modelisation a ete 
developpe. Celui-ci implemente le meta-modele de W0D0M0LEID presente au chapitre 
5. Le logiciel permet de realiser des modeles qui respectent les regies definies par le 
meta-modele. La section 6.1.1 presente une description du prototype de logiciel de 
modelisation. 
La section 6.1.2 presente une application de WoDoMoLEID a la gestion de portefeuille 
d'actifs financiers realisee avec le prototype de logiciel de modelisation presente a la 
section 6.1.1. Ce cas d'application permet d'evaluer la capacite de ce langage a 
modeliser les elements d'un domaine de travail pour des fins de conception d'lE. Une 
discussion de cette evaluation est presentee a la section 6.1.3. 
6.1.1. Prototype de logiciel de modelisation 
Un modele n'a pas besoin d'etre realise par un logiciel; il peut etre realise simplement en 
utilisant un crayon et du papier. Toutefois, un logiciel de modelisation fournit un 
environnement permettant, entre autres, de renforcer les regies d'un langage (Kelly et 
Tolvanen 2008). Par exemple, un logiciel peut indiquer si le modele, ou un sous-
ensemble de celui-ci, est incomplet et peut empecher les associations non permises entre 
certains elements. En somme, un logiciel de modelisation implemente la syntaxe 
abstraite et la syntaxe concrete d'un langage de modelisation. 
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Une autre raison pour le developpement d'un prototype de logiciel de modelisation est la 
validation de l'algorithme presente a la section 5.1.3 (figure 5.9) qui permet d'identifier 
le niveau de chaque contrainte. Cet algorithme est implemente dans le logiciel et devrait 
permettre d'assigner automatiquement chaque contrainte a un niveau particulier. 
La figure 6.1 presente l'IU du logiciel de modelisation. Celui-ci comporte quatre zones. 
La premiere zone, en haut a l'extreme gauche, est la barre d'outils. Celle-ci permet de 
selectionner les fonctionnalites de creation, modification et suppression des differents 
symboles du langage de modelisation. La deuxieme zone, en haut au centre, est le 
canevas de modelisation. C'est sur le canevas que l'utilisateur peut creer un modele a 
partir des elements de la barre d'outils. La troisieme zone, en bas a gauche, est celle des 
avertissements. Cette zone indique qu'une ou plusieurs regies de modelisation sont 
enfreintes, par exemple un terme qui n'est pas associe a un concept ou une contrainte 
incomplete. La quatrieme zone, en bas a droite, est la hierarchie des contraintes. Elle 
affiche le resultat de l'algorithme permettant d'identifier le niveau de chaque contrainte, 
en d'autres mots, la hierarchie fonctionnelle. 
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i i — i i 
Warnings 
ORPHAN TERM 
There is at least one term that is not owned by a concept. 
1 ?.toleranceAuRisque t Portefeuilie.risque 
ClientoojectifDeRendement £ Portefeuille.rendement 
2 Porteteuille.rendement = £ ActifFinancier.rendementPondere 
Portefeuilie. risque = I ActifFinancier.risquePondere 
3 ActifFinancier.rendementPondere - ActifFinancier.rendement * ActifFinancier. 
ponderation 
ActrfFinancier.risquePondere = ActifFinancier.risque a ActifFinancier.ponderation 
4 ActifFinancier.ponderation = ActifFinancier.valeurTotale * Portefeuille.valeurTotaie 
ActifFinancier.rendement - ActifFinancier.drrferenceValeur -r ActifFinancier. 
Figure 6.1 - Interface utilisateur du prototype de logiciel de modelisation. 
6.1.2. Application a la gestion de portefeuilie d'actifs financiers 
Un portefeuilie d'actifs financiers peut etre considere comme un systeme dont les 
objectifs sont (a) de maximiser le rendement et (b) de preserver le niveau de risque sous 
un certain seuil. Ces deux objectifs sont conflictuels en ce sens qu'ils imposent des 
restrictions 1'un sur 1'autre. D'une part, la maximisation du rendement est limitee par le 
seuil de risque; pour un niveau de risque donne, il est impossible d'aller au-dela d'un 
certain niveau de rendement. D'autre part, la reduction du risque ne permet pas 
d'atteindre le rendement maximum; a cause de la relation risque-rendement, reduire le 
seuil de risque implique une reduction du rendement atteignable. En somme, il s'agit 
d'optimiser le rendement en fonction du risque. 
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Ce systeme est regi par un ensemble de contraintes pouvant etre representees sous la 
forme d'equations mathematiques. La valeur du rendement et du risque du portefeuille 
est influee par la valeur actuelle, la valeur a 1'achat, le risque et la quantite de chaque 
actif financier. Le gestionnaire de portefeuille peut controler uniquement la quantite de 
chaque actif financier. 
Ce cas est entierement quantitatif, il contient deux objectifs conflictuels, un nombre de 
concepts (3), de termes (15) et de contraintes (11) assez eleve pour ne pas etre trop 
simpliste, mais assez bas pour ne pas etre trop complexe. Par consequent, il est approprie 
pour la presente evaluation. 
La figure 6.2 illustre le modele du domaine de travail, realise a l'aide de 





-»| rendement \ 










Figure 6.2 - Modele du domaine de travail. 
La figure 6.3 presente l'ensemble des contraintes du domaine de travail. Chacune 
d'entre elle est associee a un niveau d'abstraction particulier. Cet ensemble est derive du 
modele du domaine de travail illustre a la figure 6.2. 
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1 ClienLtoleranceAuRisque £ Portefeuille.risque 
ClientobjectifDeRendement 5 Portefeuille.rendement 
2 Portefeuille.rendement = £ ActifFinancier.rendementPondere 
Portefeuille.risque = ][ ActifFinancier.risquePondere 
3 ActifFinancier.rendementPondere = ActifFinancier.rendement * ActifFinancier.ponderation 
ActifFinancier.risquePondere = ActifFinancier.risque * ActifFinancier.ponderation 
4 ActifFinancier.ponderation = ActifFinancier.valeurTotale -r Portefeuille.valeurTotale 
ActifFinancier.rendement = ActifFinancier.differenceValeur * ActifFinancier.valeurlnitiale 
5 ActifFinancier.differenceValeur = ActifFinancier.valeurActuelle - ActifFinancier.valeurlnitiale 
Portefeuille.valeurTotale = £ ActifFinancier.valeurTotale 
ActifFinancier.valeurTotale = ActifFinancier.valeurActuelle * ActifFinancier.quantite 
Figure 6.3 - Contraintes par niveau d'abstraction. 
6.1.2.1. Soutenir le SBB 
A la lumiere des figures 6.2 et 6.3, le langage de modelisation permet d'identifier les 
objets du domaine de travail qui doivent etre presentes par l'IU. Ces objets sont 
representes par les concepts suivants : client, portefeuille et actif financier. Tous les 
termes sont associes a un de ces concepts; ils servent a definir ceux-ci, par exemple, le 
client est defini par son objectif de rendement et sa tolerance au risque. 
6.1.2.2. Soutenir le RBB 
La particularite d'une IE par rapport a une IU traditionnelle est le fait qu'elle met 
l'accent non pas sur la presentation d'informations mais sur les relations entre celles-ci. 
Dans le cas d'un domaine de travail de nature quantitative, ces relations sont definies par 
des operateurs mathematiques relies a des termes. Lorsque l'operateur est de type 
logique, 1'expression mathematique correspond a une contrainte. 
Les figures 6.2 et 6.3 demontrent que le langage de modelisation permet d'identifier les 
contraintes d'un domaine de travail. Chaque contrainte est definie par une expression 
logique pouvant prendre la valeur « vrai » ou « faux ». Tant que la valeur de chaque 
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contrainte est « vrai », le systeme est dans un etat normal. Si la valeur d'une contrainte 
est « faux », celle-ci est brisee et le systeme est dans un etat anormal. 
6.1.2.3. Soutenir le KBB 
La hierarchie fonctionnelle peut etre definie comme etant l'ensemble inter-relie de 
contraintes d'un domaine de travail. II s'agit de l'ensemble de tous les termes qui sert a 
representer le domaine de travail a travers differents niveaux d'abstraction. 
La hierarchie fonctionnelle peut etre derivee a l'aide de l'algorithme presente a la 
section 5.1.3. Cet algorithme permet d'assigner un niveau d'abstraction specifique a une 
contrainte en fonction de sa « profondeur » dans la hierarchie fonctionnelle. La figure 
6.3 presente la hierarchie fonctionnelle qui s'appuie sur le modele illustre a la figure 6.2. 
La valeur de chaque terme du cote droit de chaque contrainte est expliquee par une 
contrainte de niveau inferieur. 
Les informations presentees a la figure 6.3 peuvent etre reorganisees pour faire ressortir 
davantage les relations entre les termes associes a un des cinq niveaux d'abstraction. Le 
resultat est illustre a la figure 6.4 qui presente la hierarchie fonctionnelle des termes. 
Chacune des relations de cette structure est definie par un operateur mathematique 
lorsque modelisees a l'aide de WoDoMoLEBD. II est important de garder a l'esprit que 
ce sont les contraintes qui sont associees aux niveaux d'abstraction et non les termes. 
C'est pour cette raison que les termes Act i f F i n a n c i e r . v a l e u r T o t a l e et 
Act i f F i n a n c i e r . v a l e u r l n i t i a l e chevauchent deux niveaux d'abstraction; ces 
termes sont utilises a la fois par des contraintes de niveau 4 et 5. Quatre termes ne sont 
pas relies a des termes de niveaux inferieurs : Act i f F i n a n c i e r . q u a n t i t e , 
A c t i f F i n a n c i e r . v a l e u r A c t u e l l e , A c t i f F i n a n c i e r . v a l e u r l n i t i a l e 
et A c t i f F i n a n c i e r . r i s q u e . La raison est que la valeur de ces termes est obtenue 
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soit par l'utilisateur de TIE (Ac t i f F i n a n c i e r . q u a n t i t e ) , soit par une source 
externe (Ac t i f F i n a n c i e r . v a l e u r A c t u e l l e , 
A c t i f F i n a n c i e r . v a l e u r l n i t i a l e et A c t i f F i n a n c i e r . r i s q u e ) , par 
exemple un fournisseur de donnees financieres dans ce cas. 
ActifFinancier.rendement ActifRnancier.ponderation ActifFinancier risque 
ActifFinancier.differenceDeValeur Portefeui lie valeurTotale 
ActifFinancier.valeurTotale — ActifFinancier.valeurlnitiale 
ActifFinancier.valeurActuelle ActifFinancier.quantite 
Figure 6.4 - Hierarchie fonctionnelle des termes. 
La hierarchie fonctionnelle illustree a la figure 6.4 s'apparente a la structure de la HAD. 
Est-il possible de presenter cette hierarchie fonctionnelle de termes dans une HAD? Si 
oui, c'est signe que WoDoMoLEID est un equivalent a la HAD pour definir la hierarchie 
fonctionnelle d'un domaine de travail. Par consequent, WoDoMoLEID serait conforme 
a la philosophic ecologique d'analyse de domaines de travail. 
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La figure 6.5 illustre la transposition de la hierarchie fonctionnelle de la figure 6.4 en 
une HAD. Chaque terme peut etre associe a une case, c'est-a-dire a un niveau 
d'abstraction et a un niveau de decomposition, sauf pour deux termes qui sont associes a 
deux niveaux d'abstraction a la fois. Malgre cela, ces termes, qui ont ete definis en 
utilisant WoDoMoLEID, constituent une hierarchie fonctionnelle compatible avec la 
HAD. WoDoMoLEID permet done de representer la meme hierarchie fonctionnelle d'un 

























Figure 6.5 - Hierarchie d'abstraction et de decomposition. 
6.1.3. Discussion 
La section 4.3 presente deux problemes associes a la HAD. Le premier probleme porte 
sur sa semantique imprecise et le deuxieme probleme porte sur sa portee limitee pour la 
CIE. Cette section discute les resultats de la presente evaluation en lien avec ces deux 
problemes. 
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La semantique imprecise de la HAD affecte autant la dimension d'abstraction que la 
dimension de decomposition. En ce qui concerne la dimension d'abstraction, le 
probleme est relie a la definition des niveaux d'abstraction sous-jacents a la hierarchie 
fonctionnelle. W0D0M0LEID solutionne ce probleme en permettant, a l'aide d'un 
algorithme a cet effet, de deriver les niveaux d'abstraction. Plus particulierement, au fur 
et a mesure que les contraintes sont definies a l'aide du langage, 1'algorithme permet de 
les assigner a un niveau particulier. Ainsi, la hierarchie fonctionnelle est obtenue 
automatiquement sans avoir a se soucier de definir un nombre de niveaux d'abstraction 
et de les nommer comme c'est le cas pour la HAD. 
En ce qui concerne la dimension de decomposition, la HAD ne distingue pas la 
collaboration de la decomposition. W0D0M0LEID presente une syntaxe concrete 
beaucoup plus precise a ce sujet. En effet, il est possible de voir a la figure 6.2 la 
collaboration entre le concept C l i e n t et le concept P o r t e f e u i l l e et la 
decomposition entre le concept P o r t e f e u i l l e et le concept A c t i f F i n a n c i e r . 
Tel que demontre a la section 4.5, la HAD ne permet pas de modeliser un domaine de 
travail de maniere a identifier les informations pertinentes a la CIE, c'est-a-dire les 
objets, les contraintes et la hierarchie fonctionnelle d'un domaine de travail. Pour ce 
faire, il faut l'accompagner d'une liste des variables et d'une liste des equations, cette 
derniere etant le document principal pour la CIE. En somme, la HAD ne presente qu'une 
vue de haut niveau de la hierarchie d'abstraction. La presente evaluation a demontre que 
WoDoMoLEID permet d'identifier toutes les informations necessaires a la CIE, et ce, 
d'une maniere integree. 
La decomposition fait reference a Pinclusion. II est possible de dire qu'un portefeuille se decompose en 
actifs financiers ou qu'un portefeuille inclut des actifs financiers. 
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6.2. Correspondance entre les contraintes et les 
composants visuels 
Tel que presente au chapitre 4, la HAD est une technique de representation de domaines 
de travail qui consiste a representer des concepts inter-relies a differents niveaux 
d'abstraction. Cette structure de concepts constitue une vue de haut niveau de la 
hierarchie fonctionnelle. Toutefois, la HAD ne permet pas de decrire les contraintes du 
domaine de travail qui sont essentiels a la CIE. Pour palier ce probleme, un analyste de 
domaines de travail doit, en s'appuyant sur la hierarchie fonctionnelle obtenue en 
utilisant la HAD, creer une liste de variables et une liste d'equations. 
Burns et Hajdukiewicz (2004) ont propose un thesaurus visuel, c'est-a-dire un catalogue 
de composants visuels reutilisables pour la CIE. Chaque composant visuel represente un 
type particulier de contrainte. Le probleme est que chaque composant visuel s'appuie sur 
une structure specifique de contraintes. Ainsi, si les contraintes definies par 1'analyste ne 
respectent pas cette structure, la correspondance avec les composants visuels ne peut pas 
etre directe; le concepteur doit redefinir les contraintes afin qu'elles correspondent a la 
structure des composants visuels. Par consequent, il est difficile, voire impossible, 
d'automatiser le processus de selection des composants visuels si les contraintes sont 
ecrites librement. 
Pour resoudre ce probleme, WoDoMoLEID impose une structure dans la maniere de 
definir les contraintes d'un domaine de travail qui est compatible avec la structure de 
composants visuels predefinis. Cette section consiste a evaluer la capacite de 
WoDoMoLEID a cet effet. Pour ce faire, la section 6.2.1 presente un catalogue de 
composants visuels. Chaque composant visuel est associe a une maniere de definir un 
type de contrainte avec WoDoMoLEID. La section 6.2.2 presente une application a la 
gestion de portefeuille d'actifs financiers. Une maquette d'lE, integrant les composants 
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visuels selectionnes, est presentee. La section 6.2.3 presente une discussion de cette 
evaluation. 
6.2.1. Catalogue de composants visuels 
Cette section presente un catalogue de composants visuels reutilisables pour la CIE. Un 
composant visuel est un agencement de formes geometriques qui represente une 
contrainte, c'est-a-dire des relations mathematiques entre plusieurs termes. Les types de 
relations presentes dans cette section correspondent aux operateurs definis a la section 
5.1.2. 
Le catalogue presente a cette section n'utilise pas integralement le thesaurus visuel de 
Burns et Hajdukiewicz (2004), mais s'en inspire grandement. Ce dernier presente 
plusieurs manieres de representer graphiquement differentes relations entre des termes. 
Le present catalogue se limite qu'a une seule maniere par type de relation, c'est-a-dire 
par operateur. Pour chaque operateur, son composant visuel associe, sa representation 
avec WoDoMoLEID et 1'ex trait du meta-modele correspondant a cette derniere sont 
presentes. 
D est a noter que les composants visuels presentes dans cette section peuvent etre 
modifies ou remplaces. L'important est que leur structure corresponde a celle imposee 
par WoDoMoLEID. Le choix de leur forme est inspire de Burns et Hajdukiewicz (2004), 
mais n'a pas fait l'objet de validation aupres de sujets humains. 
6.2.1.1. Agregation 
Les trois operateurs d'agregation decrits a la section 5.1.2 sont: Max, Min et Somme. 
Leur composant visuel est illustre respectivement aux figures 6.6, 6.7 et 6.8. Un 
operateur d'agregation consiste a realiser une operation sur un ensemble de valeurs qui 
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correspondent a un meme terme, mais pour des objets differents. Un terme est represente 







Figure 6.6 - (a) Extrait du meta-modele, (b) representation avec W0D0M0LEID et (c) un 
exemple du composant visuel de Poperateur Max. 
En ce qui concerne les operateurs Max et Min, le resultat de ces operations consistent a 
identifier la valeur maximale ou minimale d'un ensemble de valeurs correspondant au 
terme a. D est done necessaire de presenter chaque valeur de l'ensemble. Le resultat est 
identifie a l'aide d'une nuance differente, e'est-a-dire un gris plus fonce. A la figure 6.6, 
la barre grise foncee identifie la valeur maximale de l'ensemble de six valeurs. A la 
figure 6.7, sur les six valeurs, deux correspondent a la valeur minimale de l'ensemble. 
Elles sont toutes deux identifies a l'aide d'un gris plus fonce. Si les valeurs de 
l'ensemble sont modifiees, la valeur maximale ou minimale est toujours identified en 
fonce. 
La figure 6.8 illustre le composant visuel de l'operateur Sorame. Le resultat correspond a 
l'addition de toutes les valeurs de l'ensemble. Chaque valeur correspond a une section 
de la barre. L'exemple du composant visuel illustre le resultat de l'addition de quatre 
valeurs du terme a. Ainsi, si les valeurs de l'ensemble sont respectivement 1, 4, 3 et 2, le 
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resultat est 10. La hauteur de chaque section de la barre doit respecter le ratio de sa 
valeur par rapport au resultat de la somme. Si une des valeurs de l'ensemble est 


















Figure 6.7 - (a) Extrait du meta-modele, (b) representation avec WoDoMoLEID et (c) un 




(b) d> -H a 
Figure 6.8 - (a) Extrait du meta-modele, (b) representation avec WoDoMoLEID et (c) un 
exemple du composant visuel de I'operateur somme. 
6.2.1.2. Arithmetique 
Les quatre operateurs arithmetiques decrits a la section 5.1.2 sont: A d d i t i o n , 
S o u s t r a c t i o n , M u l t i p l i c a t i o n et D i v i s i o n . 
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La figure 6.9 illustre le composant visuel de l'operateur A d d i t i o n . II s'agit de la 
combinaison de la valeur de deux termes. Le composant visuel est une barre a deux 
sections; chaque section represente la valeur d'un des deux termes. Si la valeur d'un des 












Figure 6.9 - (a) Extrait du meta-modele, (b) representation avec WoDoMoLEID et (c) un 
exemple du composant visuel de l'operateur Addition. 
La figure 6.10 illustre le composant visuel de l'operateur S o u s t r a c t i o n . Cet 
operateur porte egalement sur la relation entre deux termes. Deux exemples du 
composant visuel sont illustres a la figure 6.10. L'exemple de gauche illustre la situation 
lorsque la valeur du terme a est superieure a la valeur du terme b. La barre grise foncee 
represente la valeur du terme a et la barre grise pale represente la valeur du terme b. Le 
resultat de l'operation est represente par la section foncee inferieure. II faut lire cette 
barre comme etant une barre grise foncee d'une certaine hauteur (valeur du terme a) a 
laquelle on retranche une barre grise pale d'une certaine hauteur (valeur du terme b). 
L'exemple de droite illustre la situation inverse, c'est-a-dire que la valeur du terme a est 
inferieure a la valeur du terme b. La barre grise foncee represente la valeur du terme a et 
la barre grise pale represente la valeur du terme b. La section pale inferieure represente 
140 
le resultat de l'operation. Toutefois, puisque la section pale est plus grande que la 
section foncee, il faut interpreter le resultat de l'operation comme etant negatif. 
Dans le cas ou les valeurs respectives des termes a et b sont egale, la barre aura une 










Figure 6.10 - (a) Extrait du meta-modele, (b) representation avec WoDoMoLEID et (c) deux 
exemples du composant visuel de I'operateur soustraction. 
La figure 6.11 illustre le composant visuel de I'operateur M u l t i p l i c a t i o n . Tout 
comme les operations d'addition et de soustraction, la multiplication met en relation 
deux termes. Sa representation geometrique est toutefois plus complexe. Deux exemples 
sont illustres a la figure 6.11. II s'agit d'une combinaison de trois barres. Les deux barres 
pales representent les valeurs des termes a (barre verticale) et b (barre horizontale). La 
barre foncee represente le resultat de l'operation. Les trois barres sont reliees par deux 
lignes, une horizontale et une diagonale. La taille de la diagonale peut changer, mais 
celle de la ligne horizontale reste fixe. L'intersection entre ces deux lignes est 
representee par un point noir. Ce point est un pivot qui represente le centre de la relation 
de multiplication. Par exemple, si la valeur du terme a augmente, la ligne horizontale et 
le point prendront une position plus elevee. Ceci aura pour effet de deplacer la diagonale 
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de telle maniere a positionner son extremite superieure gauche plus haut entrainant avec 
elle une augmentation de la taille de la barre foncee. Les deux exemples du composant 












Figure 6.11 - (a) Extrait du meta-modele, (b) representation avec WoDoMoLEID et (c) deux 
exemples du composant visuel de I'operateur M u l t i p l i c a t i o n . 
La figure 6.12 illustre le composant visuel de I'operateur D i v i s i o n . Ce composant 
visuel doit etre interprete de la meme maniere que pour le composant visuel de 
I'operateur M u l t i p l i c a t i o n . Encore une fois, les barres pales represented les 
valeurs des termes a (barre verticale) et b (barre horizontale) et la barre foncee 
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Figure 6.12 - (a) Extrait du meta-modele, (b) representation avec W0D0M0LEID et (c) deux 
exemples du composant visuel de I'operateur Div is ion. 
6.2.1.3. Logique 
Les six operateurs logiques decrits a la section 5.1.2 sont: Ega l , PasEga l , 
P lusGrand , P lu sGrandEga l , P l u s P e t i t et P l u s P e t i t E g a l . 
La figure 6.13 illustre le composant visuel de I'operateur Ega l . Trois exemples du 
composant visuel sont illustres avec des termes pour l'operande de gauche (barre de 
gauche) et l'operande de droite (barre de droite). La barre de gauche represente la valeur 
du terme a qui fait office de reference. Une ligne horizontale permet de comparer la 
valeur du terme b, la barre de droite, a cette reference. L'exemple du centre illustre la 
situation lorsque le resultat de l'operation est « vrai », c'est-a-dire lorsque les valeurs des 
termes a et b sont egales. Les deux autres exemples illustrent la situation lorsque le 
resultat de l'operation est « faux ». La couleur noire est utilisee pour representer soit le 














Figure 6.13 - (a) Extrait du meta-modele, (b) representation avec WoDoMoLEID et (c) trois 
exemples du composant visuel de I'operateur E g a l . 
La figure 6.14 illustre le composant visuel de I'operateur PasEga l . Seul l'exemple du 
centre presente un resultat d'operation « faux ». II s'agit de la situation ou les valeurs des 
termes a et b sont egales; il y a done un leger manque a gagner ou excedent represents 
par la ligne noire en haut de la barre de droite. En ce qui concerne les deux autres 
exemples, ils represented deux situations d'inegalites entre les valeurs des termes a et 
b; 1'absence de couleur noire indique que le resultat de l'operation est « vrai ». 
La figure 6.15 illustre le composant visuel de I'operateur P lusGrand. Seul l'exemple 
de gauche indique un resultat « vrai » de l'operation. La couleur noire dans les deux 














Figure 6.14 - (a) Extrait du meta-modele, (b) representation avec WoDoMoLEID et (c) trois 






Figure 6.15 - (a) Extrait du meta-modele, (b) representation avec WoDoMoLEID et (c) trois 
exemples du composant visuel de I'operateur PlusGrand. 
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La figure 6.16 illustre le composant visuel de l'operateur P lu sGrandEga l . Dans ce 
cas, seul l'exemple de droite illustre une situation ou le resultat de l'operation est 
« faux »; la valeur du terme b est superieure a la valeur du terme a. Pour les deux autres 
exemples, la valeur est respectivement inferieure et egale. 
Les figures 6.17 et 6.18 illustrent respectivement le composant visuel de l'operateur 
P l u s P e t i t et le composant visuel de l'operateur P l u s P e t i t E g a l . Les exemples 
suivent la meme logique que celle des composants visuels des operateurs P lusGrand 







Figure 6.16 - (a) Extrait du meta-modele, (b) representation avec WoDoMoLEID et (c) trois 
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Figure 6.17 - (a) Extrait du meta-modele, (b) representation avec WoDoMoLEID et (c) trois 









Terme Aritantetique Segregation 
<i> ^ b 
(c) 
Figure 6.18 - (a) Extrait du meta-modele, (b) representation avec WoDoMoLEID et (c) trois 
exemples du composant visuel de I'operateur PlusPeti tEgal . 
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Les exemples precedents de composants visuels pour les operateurs logiques utilisent 
tous le terme comme operande de droite. Toutefois, tel que defini par le paquetage des 
operateurs logiques du meta-modele de W0D0M0LEID a la section 5.1.2.3, l'operande 
de gauche peut etre, en plus du terme, une operation d'agregation ou une operation 
arithmetique. 
Les figures 6.19 et 6.20 illustrent deux exemples d'operation logique avec, 
respectivement, une operation d'agregation et une operation arithmetique. La figure 6.19 
illustre un operateur P l u s G r a n d avec comme operande de droite un operateur Max. 
L'exemple illustre la situation ou la valeur du terme a n'est pas superieure au resultat de 
l'operateur Max. La barre noire represente l'excedent. En ce qui concerne la figure 6.20, 
elle illustre un operateur P l u s P e t i t avec comme operande de droite un operateur 
S o u s t r a c t i o n . L'exemple illustre la situation ou la valeur du terme a est inferieure 
au resultat de l'operateur S o u s t r a c t i o n . 
(a) (b) 
Figure 6.19 - (a) Representation avec WoDoMoLEID et (c) un exemple du composant 
visuel de l'operateur PlusGrand avec un operateur Max comme operande de droite. 
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(a) (b) 
Figure 6.20 - (a) Representation avec W0D0M0LEID et (c) un exemple du composant 
visuel de I'operateur p lusPet i t avec un operateur soustraction comme operande de 
droite. 
6.2.2. Application a la gestion de portefeuilie d'actifs financiers 
La section precedente presente un catalogue de composants visuels reutilisables pour la 
CIE. Chaque composant visuel represente un operateur et ses elements associes (terme 
ou operateur). Cette section vise a appliquer ce catalogue de composants visuels a un 
cas, celui de la gestion de portefeuilie d'actifs financiers presente a la section 6.1.2. Ce 
cas comporte onze contraintes reparties a traves cinq niveaux d'abstraction. 
L'application au cas est realisee en deux parties. La premiere partie porte sur la selection 
des composants. II s'agit de demontrer que WoDoMoLEID permet une correspondance 
directe entre les contraintes et les composants visuels. La seconde partie porte sur 
1'integration des composants visuels en une IE. H s'agit de demontrer que les 
composants selectionnes peuvent etre combines pour constituer une IE. 
6.2.2.1. Selection des composants visuels 
Cette section vise a associer chaque contrainte du cas de la gestion de portefeuilie 
d'actifs financiers definie a la section 6.1.2 a son composant visuel correspondant. La 
figure 6.21 presente les onze contraintes numerotees et regroupees par niveau 
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Client.toleranceAu Risque £ Portefeuille.risque 
Client.objectifDeRendement £ Portefeuille.rendement 
Portefeuille.rendement = I ActifFinancier.rendementPondere 
Portefeuille.risque = I ActifFinancier.risquePondere 
ActifFinancier.rendementPondere = ActifFinancier.rendement x ActifFinancier.ponderation 
ActifFinancier.risquePondere = ActifFinancier. risque x ActifFinancier.ponderation 
ActifFinancier.ponderation = ActifFinancier.valeurTotale -r Portefeuille.valeurTotale 
ActifFinancier.rendement = ActifFinancier.differenceValeur * ActifFinancier.valeurlnitiale 
ActifFinancier.differenceValeur = ActifFinancier.valeurActuelle - ActifFinancier.valeurlnitiale 
Portefeuille.valeurTotale = I ActifFinancier.valeurTotale 
ActifFinancier. valeurTotale = ActifFinancier.valeurActuelle x ActifFinancier.quantite 
Figure 6.21 - Les onze contraintes du domaine de travail. 
La figure 6.22 illustre le composant visuel de l'operateur P l u s G r a n d E g a l avec deux 
termes comme operandes de gauche et de droite. 
Client.toleranceAuRisque a Portefeuille.risque 
(b) 
Figure 6.22 - (a) La contrainte 1 et (b) son composant visuel. 
La figure 6.23 illustre le composant visuel de l'operateur P l u s P e t i t E g a l avec deux 
termes comme operandes de gauche et de droite. 
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(a) Client.objectifDeRendement s Portefeuille.rendement 
(b) 
Figure 6.23 - (a) La contrainte 2 et (b) son composant visuel. 
La figure 6.24 illustre le composant visuel de l'operateur Ega l avec un terme comme 
operande de gauche et l'operateur Somme comme operande de droite. 
(a) Portefeuille.rendement = 2 ActifFinancier.rendementPondere 
(b) 
Figure 6.24 - (a) La contrainte 3 et (b) son composant visuel. 
La figure 6.25 illustre le composant visuel de l'operateur Ega l avec un terme comme 
operande de gauche et l'operateur Somme comme operande de droite. 
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(a\ Portefeuille.risque = S ActifFinancier.risquePondere 
(b) 
Figure 6.25 - (a) La contrainte 4 et (b) son composant visuel. 
La figure 6.26 illustre le composant visuel de l'operateur Ega l avec un terme comme 
operande de gauche et l'operateur M u l t i p l i c a t i o n comme operande de droite. 
ActifFinancier.rendementPondere = 
*• ' Actif Financier, rendement x Actif Financier .ponderation 
(b) 
Figure 6.26 - (a) La contrainte 5 et (b) son composant visuel. 
La figure 6.27 illustre le composant visuel de l'operateur Ega l avec un terme comme 
operande de gauche et l'operateur M u l t i p l i c a t i o n comme operande de droite. 
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ActifFinancier.risquePondere = 
^ ' ActifFinancier.risque x ActifFinancier.ponderation 
(b) 
Figure 6.27 - (a) La contrainte 6 et (b) son composant visuel. 
La figure 6.28 illustre le composant visuel de l'operateur Ega l avec un terme comme 
operande de gauche et l'operateur D i v i s i o n comme operande de droite. 
A c t i f F i n a n c i e r . p o n d e r a t i o n = 
^ A c t i f F i n a n c i e r . v a l e u r T o t a l e * P o r t e f e u i l l e . v a l e u r T o t a l e 
(b) 
Figure 6.28 - (a) La contrainte 7 et (b) son composant visuel. 
La figure 6.29 illustre le composant visuel de l'operateur Ega l avec un terme comme 
operande de gauche et l'operateur D i v i s i o n comme operande de droite. 
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ActifFinancier.rendement = 
^ ' Actif Financier, differenceValeur * Actif Financier .valeurlnitiale 
(b) 
Figure 6.29 - (a) La contrainte 8 et (b) son composant visuel. 
La figure 6.30 illustre le composant visuel de l'operateur Ega l avec un terme comme 
operande de gauche et l'operateur S o u s t r a c t i o n comme operande de droite. 
ActifFinancier.differenceValeur = 
W ActifFinancier.valeurActuelle - ActifFinancier.valeurlnitiale 
(b) 
Figure 6.30 - (a) La contrainte 9 et (b) son composant visuel. 
La figure 6.31 illustre le composant visuel de l'operateur Ega l avec un terme comme 
operande de gauche et l'operateur Sorame comme operande de droite. 
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(a) Portefeuille.valeurTotale = E ActifFinancier.valeurTotale 
(b) 
Figure 6.31 - (a) La contrainte 10 et (b) son composant visuel. 
La figure 6.32 illustre le composant visuel de l'operateur Ega l avec un terme comme 
operande de gauche et l'operateur M u l t i p l i c a t i o n comme operande de droite. 
ActifFinancier. valeurTotale = 
W ActifFinancier.valeurActuelle x ActifFinancier.quantite 
(b) 
Figure 6.32 - (a) La contrainte 11 et (b) son composant visuel. 
6.2.2.2. Integration des composants visuels en une maquette d'interface 
ecologique 
La figure 6.33 illustre une maquette d'lE pour le cas de gestion de portefeuille d'actifs 
financiers. Cette maquette integre les composants visuels selectionnes a la section 
precedente. II est a noter que les composants visuels ne representent pas de valeurs 
coherentes; il s'agit uniquement d'illustrer leur integration en une BE en les disposant sur 


































































Cette IE presente un portefeuille contenant trois actifs financiers (AF1, AF2 et AF3). 
Les memes composants visuels sont reutilises pour representer les contraintes associees 
a chaque actif financier. Les composants visuels sont disposes sur cinq rangees. Chaque 
rangee correspond a un des cinq niveaux d'abstraction identifie a la figure 6.21; les 
composants visuels de la premiere rangee du haut representent les contraintes du premier 
niveau d'abstraction et les composants visuels de la derniere rangee du bas representent 
les contraintes du cinquieme niveau d'abstraction. 
6.2.3. Discussion 
Les sections 6.2.2.1 et 6.2.2.2 demontrent la relation directe entre les contraintes et les 
composants visuels. A la section 6.2.2.1, un catalogue de composants visuels 
reutilisables est presente. La structure de chaque composant visuel correspond a la 
structure d'un operateur particulier de WoDoMoLEID. Ainsi, lorsque le domaine de 
travail est modelise a l'aide de WoDoMoLEID, il est possible d'associer directement un 
composant visuel particulier a un type d'operateur, par exemple une addition ou une 
egalite. 
Cette affirmation est verifiee a la section 6.2.2.2 dans laquelle des composants visuels 
ont ete selectionnes afin de creer une IE pour representer un portefeuille d'actifs 
financiers. Cette application demontre la reutilisation des composants visuels. En effet, 
le cas comporte onze contraintes reparties en cinq niveaux d'abstraction. Plusieurs de 
ces contraintes s'appuient sur les memes operateurs, par exemple les contraintes 3, 4 et 
10 avec un operateur Ega l et un operateur Somme ainsi que les contraintes 7 et 8 avec 
un operateur Ega l et un operateur D i v i s i o n . Meme si elles s'appuient sur des termes 
differents, ces contraintes sont associees aux memes composants visuels puisqu'elles 
utilisent les memes operateurs. La raison est que la definition des contraintes du 
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domaine de travail avec W0D0M0LEID s'appuie sur la meme structure que celle sous-
jacente aux composants visuels. 
Cette section a demontre que W0D0M0LEID permet une correspondance directe entre la 
definition des contraintes d'un domaine de travail et les composants visuels. Etablir cette 
correspondance est le premier pas vers l'automatisation de la demarche de selection des 
composants visuels. Toutefois, le travail de conception ne se limite pas a cette tache. Le 
concepteur doit principalement s'acquitter de deux autres taches : (a) la creation des 
composants visuels et (b) la disposition de ceux-ci sur la surface d'affichage. Ces deux 
taches requierent 1'application de regies ergonomiques de presentation d'informations26. 
Ces regies ne sont pas propres aux IE, mais aux IU en general. Puisque cette these porte 
exclusivement sur la CIE, les considerations externes a ce type d'lU sont omises. 
Pour la litterature a ce sujet, voir entre autres Tullis (1997), Sanders et McCormick (1993) ainsi que 
Mayhew(1992). 
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CHAPITRE 7 - CONCLUSION 
Cette these presente un nouveau langage de modelisation de domaines de travail 
quantitatifs pour la CIE appele W0D0M0LEID. II peut etre considere comme un 
remplacement de la HAD ou il peut etre utilise conjointement avec cette technique de 
representation de domaines de travail. L'objectif de ce nouveau langage est de faciliter 
le travail du concepteur d'EE en permettant une correspondance directe entre la 
definition des contraintes du domaine de travail et les composants visuels qui les 
represented et qui composent TIE. 
Ce chapitre presente les contributions de cette these a la section 7.1. Les limites sont 
presentees a la section 7.2. Dernierement, la section 7.3 presente les avenues futures de 
recherche. 
7.1. Contributions 
Plusieurs contributions sont issues de cette these. Premierement, les chapitres 3 et 4 
presentent, respectivement, un meta-modele des IE et un meta-modele de la HAD. Ces 
meta-modeles apportent une comprehension plus precise de ces techniques de 
representation en formalisant le vocabulaire et la grammaire de ces derniers. 
Deuxiemement, le chapitre 4 presente une evaluation de la compatibility entre la HAD et 
les IE. La litterature fait etat de deux problemes avec la HAD. Le premier porte sur sa 
semantique imprecise et le deuxieme porte sur son insuffisance pour la CEE. Cette 
evaluation permet de constater que la nature de ces deux problemes est liee a la structure 
de la HAD en tant que technique de representation. 
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Troisiemement, les resultats de 1'evaluation realisee au chapitre 4 s'appuie sur une 
methode inedite devaluation de la compatibilite entre deux meta-modeles. Cette 
methode propose l'utilisation d'un taux de correspondance qui est obtenu suite a une 
evaluation qualitative de la correspondance entre les elements de chaque meta-modele. 
Quatriemement, un nouveau langage de modelisation de domaines de travail, appele 
W0D0M0LEID, est propose. Ce langage, de par sa structure, apporte une solution aux 
deux problemes de la HAD. Premierement, il tient compte, de maniere integree, de tous 
les elements d'un domaine de travail necessaires a la CIE (objets, contraintes, hierarchie 
fonctionnelle). Un symbole different est associe a chaque element du meta-modele 
eliminant ainsi toute ambiguite dans F interpretation de la syntaxe concrete. 
Deuxiemement, le langage propose impose une structure dans la maniere de definir les 
contraintes. Cette structure, qui dicte la maniere dont les operateurs et les termes sont 
relies, permet une correspondance directe entre les contraintes et les composants visuels 
qui composent une IE. Cette correspondance directe est un premier pas dans 
l'automatisation de la selection de composants visuels reutilisables. 
Cinquiemement, un prototype de logiciel de modelisation a ete developpe. Ce dernier 
implemente la syntaxe abstraite et la syntaxe concrete de W0D0M0LEID. Ainsi, ce 
logiciel de modelisation renforce les regies du langage imposees par sa syntaxe abstraite. 
II permet d'indiquer a son utilisateur qu'un modele est bien forme ou non. Egalement, a 
partir d'un modele du domaine, un algorithme permet de deriver automatiquement la 
hierarchie fonctionnelle en associant un niveau de « profondeur » a chaque contrainte. 
L'utilisateur peut ainsi se concentrer sur la definition des contraintes du domaine de 
travail sans avoir a se soucier de les positionner dans la hierarchie fonctionnelle. 
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Sixiemement, un catalogue de composants visuels reutilisables est propose. Ce catalogue 
regroupe un ensemble de composants visuels dont chacun correspond a la representation 
graphique d'un type d'operateur et les relations avec ses operandes. Ce catalogue evite 
de devoir concevoir les composants visuels a chaque nouvelle IE; le concepteur peut les 
selectionner et les disposer sur la surface d'affichage. II en resulte une diminution du 
delai du processus de conception d'lE. 
7.2. Les limites 
Bien que cette these presente plusieurs contributions, elle presente egalement certaines 
limites. Premierement, la methode d'evaluation de la compatibilite presentee au chapitre 
4 s'appuie uniquement sur une evaluation de la correspondance entre les elements des 
meta-modeles; les associations entre ces elements ne sont pas considerees. Par 
consequent, une evaluation pourrait avoir un taux de compatibilite de 100%, mais avoir 
des associations differentes entre les elements des meta-modeles respectifs. Dans ce cas, 
il est incorrect de conclure que ces meta-modeles sont compatibles. 
Deuxiemement, le degre de complexity du cas employe au chapitre 6 pour 1'evaluation 
du langage, la gestion de portefeuille d'actifs financiers, a ete determine afin de servir 
l'objectif d'evaluation uniquement. Ce cas est representatif de la realite en ce sens que 
les contraintes definies sont celles reellement utilisees dans ce domaine. Neanmoins, il 
est raisonnable de se questionner sur la modelisation d'un domaine de travail 
comprenant un plus grand nombre de contraintes. Est-ce que la syntaxe concrete telle 
que definie a la section 5.2 cree un obstacle a la lisibilite du modele pour un domaine 
plus complexe, c'est-a-dire qui comporte plus de concepts, de termes et d'operateurs que 
le cas de la gestion de portefeuille d'actifs financiers? Rien dans cette these ne permet de 
repondre a cette question. 
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Troisiemement, le langage de modelisation propose permet de representer des domaines 
de travail de nature quantitative seulement; il ne tient pas compte de la modelisation de 
domaines de travail qualitatifs. Burns et Hajdukiewicz (2004) ainsi que Rasmussen, 
Pjetersen et Goodstein (1994) presentent quelques domaines de travail de nature 
qualitative. II est impossible de les modeliser avec WoDoMoLEID dans son etat actuel. 
Quatriemement, la correspondance directe entre la structure des contraintes telles que 
definies par WoDoMoLEID et la structure des composants visuels presentees a la 
section 6.2.1 est un premier pas vers l'automatisation du processus de selection des 
composants visuels. Toutefois, cette automatisation n'a pas ete realisee. 
7.3. Avenues futures de recherche 
Cette section presente quelques avenues de recherches pouvant etre empruntees suite a 
cette these. Certaines de ces avenues sont associees aux limites identifiees a la section 
precedente. 
La premiere avenue de recherche porte sur 1'amelioration de WoDoMoLEID. Cette 
avenue se divise en trois voies. La premiere voie consiste a modifier la syntaxe abstraite 
de maniere a ajouter des mecanismes de representation de contraintes qualitatives. La 
deuxieme voie consiste a modifier la syntaxe concrete pour la rendre plus utilisable. En 
effet, la syntaxe concrete presentee dans cette these a ete creee arbitrairement sans savoir 
si les symboles utilises pouvaient etre interpretes correctement. Elle pourrait done faire 
l'objet d'experiences avec des sujets humains. La troisieme voie porte la modelisation de 
domaines ires complexes, e'est-a-dire qui comporte un grand nombre de concepts, de 
termes et d'operateurs. Afin de permettre la lisibilite des modeles, il serait necessaire de 
permettre un mecanisme visuel permettant de scinder le modele en plusieurs sous-
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modeles. Une solution serait d'introduire la notion de paquetages utilisee par le langage 
UML (OMG 2008b). 
La deuxieme avenue de recherche, qui se divise egalement en trois voies, porte sur les 
composants visuels. La premiere voie consiste a enrichir le catalogue de composants 
visuels reutilisables. Pour ce faire, il faudrait proposer differents agencements de formes 
geometriques et les soumettre a des evaluations par des sujets humains. Precisement 
dans cette optique, Jessa et Burns (2007) ont realise plusieurs experiences visant a 
determiner la sensibilite visuelle d'affichages graphiques dynamiques. En s'inspirant de 
leurs travaux, il serait interessant d'evaluer l'impact de caracteristiques, par exemple la 
taille, la couleur et la disposition, sur la performance humaine. La deuxieme voie porte 
sur l'automatisation du processus de selection des composants visuels. Cette these 
presente les regies necessaires a cet effet. Un prototype de logiciel pourrait etre 
developpe permettant de selectionner les composants visuels appropries a partir des 
contraintes definies avec WoDoMoLEID. Cette voie va de pair avec la troisieme qui 
consiste a integrer les regies ergonomiques necessaires a l'optimisation de l'utilisabilite 
de TIE. Ces regies qui serviraient a definir, entre autres, la disposition des composants 
visuels sur la surface d'affichage et les mecanismes de modification de valeurs 
pourraient etre definies et ainsi etre prises en consideration pour l'automatisation du 
processus de conception de TIE. 
La troisieme avenue de recherche porte sur les logiciels de modelisation. Le prototype 
presente a la section 6.1.1 a ete cree dans le but de mettre le langage en application. Les 
zones ont ete creees arbitrairement et seules les fonctionnalites de base (ouvrir, 
sauvegarder, manipuler et valider un modele) ont ete implementees. Un nouveau 
prototype pourrait etre developpe en offrant d'autres fonctionnalites comme la 
possibilite de voir le modele sous forme d'arborescence ou de visionner un sous-
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ensemble du modele. Surtout, il est important que le prototype de logiciel de 
modelisation soit concu de maniere ergonomique. 
La quatrieme avenue de recherche porte sur la methode d'evaluation de la compatibilite 
de deux meta-modeles. Un meta-modele presente le vocabulaire et la grammaire d'un 
langage de modelisation. Ainsi, ces deux elements doivent etre pris en compte dans 
1'evaluation de la compatibilite. D est done necessaire d'integrer la prise en compte des 
associations dans le calcul du taux de correspondance. 
Vicente (2002) presente un certain nombre de facteurs qu'il considere comme faisant 
obstacle a l'utilisation d'EE dans l'industrie. Un de ceux-ci est associe a la complexite et 
la lourdeur de l'approche de conception. Ces avenues de recherche permettront, 
esperons-le, d'alleger ce processus en automatisant la plupart des etapes entre l'analyse 
du domaine de travail et TIE finale sous forme de code source. Ainsi, il sera plus facile 
de concevoir et realiser des environnements de travail qui soutiendront davantage le 
processus de resolution de probleme d'un individu, particulierement lorsque celui-ci est 
aux prises avec un evenement imprevu. 
L'accroissement de la complexite des systemes va de paire avec 1'aggravation des 
consequences en cas de desastre. Par consequent, soutenir l'individu responsable du 
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