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Abstrak 
Semakin bayak jurusan pada tingkat SMK membuat siswa sulit menentukan jurusan yang tepat sesuai 
dengan kemampuan yang dimiliki. Kebanyakan siswa hanya mengikuti teman untuk memilih jurusan 
sehingga memungkinkan siswa merasa tidak cocok setelah masuk jurusan tersebut. Oleh karena itu 
dibutuhkan suatu sistem pendukung keputusan yang dapat melakukan perhitungan nilai, kemampuan serta 
minat yang dimiliki siswa untuk membantu menentukan jurusan dan SMK yang tepat. Sistem ini 
mengimplementasikan metode Neuro-Fuzzy (Integrasi sistem fuzzy dan jaringan syaraf) yaitu metode yang 
menggunakan jaringan syaraf tiruan untuk mengimplementasikan sistem inferensi fuzzy. Sistem 
membutuhkan beberapa masukan berupa nilai, kemampuan dan minat siswa. Hasil dari sistem berupa nilai 
rekomendasi yang sesuai dengan nilai, kemampuan dan minat yang dimiliki. 
 
Kata Kunci: Sistem Pendukung Keputusan, Neuro-Fuzzy, Jaringan Syaraf Tiruan 
 
Abstract 
Many available majors at the level of vocational schools make students dificult to determine the 
appropriate majors with his ability. Most students just followed their friends to choose the majors that can 
cause students feel does not match after entering the majors. Therefore we need a decision support system 
that can perform calculation of values, abilities and interests owned by the students to help determine the 
appropriate majors and SMK. This system implements Neuro-Fuzzy method (integration of fuzzy systems 
and neural networks). Neuro-Fuzzy is a method that uses neural networks to implement fuzzy inference 
systems. The system requires some form of input values, abilities and interests of students. Results from the 
system is recommendation value which is consistent within student’s value, abilities and interests. 
 
Keywords: Decision Support System, Neuro-Fuzzy, Neural Network 
 
1. PENDAHULUAN 
1.1. Latar Belakang 
Dalam kehidupan, manusia selalu 
dihadapkan pada beberapa pilihan. Pengambilan 
keputusan yang tepat akan sangat berpengaruh 
pada kehidupan kita kedepannya. Permasalahan 
pengambilan keputusan juga dialami oleh siswa 
yang ingin melanjutkan sekolahnya ke jenjang 
yang lebih tinggi. Banyak hal yang perlu 
dipertimbangkan dalam pemilihan sekolah 
maupun jurusan yang sesuai. Kita dapat 
memanfaatkan teknologi informasi untuk  
memudahkan siswa memilih sekolah lanjutan 
yang sesuai dengan kemampuannya. 
SMA/SMK adalah dua pilihan pendidikan 
formal siswa SMP yang akan melanjutkan ke 
tingkat atas. Siswa yang ingin melanjutkan ke 
SMA akan lebih mudah untuk menentukan 
sekolah mana yang akan dituju, sedangkan siswa 
yang ingin melanjutkan ke SMK akan sedikit 
lebih sulit karena begitu banyak pilihan jurusan 
yang ada. Sering dijumpai siswa SMK yang 
merasa tidak cocok dengan jurusan yang 
dimasuki. Teknologi informasi yang ada saat ini 
dapat kita manfaatkan untuk melihat kemampuan 
siswa sehingga ketidakcocokan dan 
kebimbangan pilihan jurusan dapat kurangi. 
Pada proyek akhir ini akan dibuat sistem 
yang mengimplementasikan metode Neuro-
Fuzzy untuk menentukan jurusan SMK yang 
sesuai dengan kemampuan siswa. Hal ini dapat 
dilakukan dengan cara melihat nilai mata 
pelajaran serta ketramipilan yang dimiliki. 
Metode Neuro-Fuzzy (Integrasi sistem fuzzy dan 
jaringan syaraf) yaitu metode yang menggunakan 
jaringan syaraf tiruan untuk 
mengimplementasikan sistem inferensi fuzzy. 
Keunggulan sistem fuzzy yaitu dapat 
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menerjemahkan pengetahuan dari pakar dalam 
bentuk aturan-aturan, namun biasanya 
dibutuhkan waktu yang lama untuk menetapkan 
fungsi keanggotannya. Sehingga dibutuhkan 
teknik pembelajaran jaringan syaraf tiruan untuk 
mengotomatisasi proses tersebut untuk 
mengurangi waktu pencarian. 
1.2. Tujuan 
Tujuan dari Proyek Akhir ini adalah 
mengimplementasikan metode Neuro-Fuzzy 
untuk menentukan SMK yang cocok berdasarkan 
kemampuan yang dimiliki siswa. 
2. PERANCANGAN DAN PEMBUATAN 
SISTEM 
2.1. Perancangan Data 
Sistem yang dibangun adalah sebuah 
perangkat lunak yang mengintegrasikan sistem 
fuzzy dan jaringan syaraf. Berikut kebutuhan 
data pada sistem yang dibangun: 
a. Kebutuhan Input 
Kebutuhan input sistem berupa data nilai 
siswa yang menyangkut kompetensi di pelajaran 
atau kemampuan tertentu, misalnya: 
1. Bahasa Indonesia 
2. Bahasa Inggris 
3. Matematika 
4. IPA 
5. Kemampuan komputer 
6. Jumlah bahasa yang dikuasai 
7. Kemampuan komunikasi 
8. Tingkat Kreatifitas 
9. Ketertarikan Seni 
10. Minat 
Kriteria yang dibutuhkan untuk input 
sistem ini dapat diubah sesuai kebutuhan. Bisa 
dilakukan tambah, edit maupun hapus. 
b. Kebutuhan Output 
Output sistem berupa prosentase 
kecocokan sekolah dan jurusan tertentu terhadap 
kemampuan siswa.  
1. Prosentase kecocokan berupa angka dari 
nilai yang paling besar 
2. Grafik prosentase kecocokan yang 
berbentuk diagram batang 
2.2. Perancangan Sistem 
Secara umum sistem pendukung keputusan 
pemilihan SMK dapat digambarkan melalui blok 
diagram. 
Pada blok sistem digambarkan tahapan-
tahapan jalannya sistem yang akan dibuat. 
Pertama dilakukan fuzzifikasi terhadap data 
training dan data requirment. Kemudian data 
tersebut dimasukkan dalam JST untuk dilakukan 
training data dan analisa bobot yang paling 
bagus. Setelah analisa bobot selesei, sistem baru 
bisa digunakan untuk memberikan nilai 
rekomendasi. 
Untuk mendapatkan nilai rekomendasi, 
user harus memasukkan data testing yang akan 
difuzzifikasi bersama data requirment. Setelah 
nilai fuzzy didapatkan, nilai tersebut diproses 
dalam JST testing. Hasil akhir dari sistem adalah 
nilai rekomendasi per jurusan. 
 
 
Gambar 3.1 Blok Sistem 
2.3. Perancangan Basis Data 
Sistem Pemilihan SMK memiliki beberapa 
data yang harus disimpan guna untuk proses 
selanjutnya serta data tentang SMK yang 
bersangkutan. Berikut struktur tabel yang akan 
dibuat: 
 
Gambar 3.2 Relasi Tabel 
2.4. Perancangan Fuzzy 
Sebelum dilakukan proses fuzzy semua 
nilai di normalisasi menjadi nilai 0-10 dengan 
rumus: 
nb = (bab-bbb)/(baa-bba)*(nl-bba)+bbb 
ket: 
nb = nilai baru 
bab = batas atas nilai baru 
bbb = batas bawah nilai baru 
baa = batas atas nilai asli 
bba = batas bawah nilai asli 
nl = nilai lama 
Nilai lama normalisasi berda-beda, 
dihitung dari jumlah pilihan nilai mulai dari 0, 1, 
2 dst. 
Setiap variabel fuzzy menggunakan fungsi 
keanggotaan linier turun, naik dan segitiga 
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sebagai pendekatan untuk memperoleh derajat 
keanggotaan. Semua parameter dibagi dalam 
lima himpunan fuzzy, yaitu: sangat rendah, 
rendah, cukup, tinggi dan sangat tinggi. 
Himpunan sangat rendah menggunakan fungsi 
keanggotaan linier turun, himpunan sangat tinggi 
menggunakan fungsi keanggotaan linier naik, 
sedangkan himpunan rendah, cukup, dan tinggi 
menggunakan fungsi keanggotaan segitiga. 
 
Gambar 3.3 Fungsi Keanggotaan 
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Keterangan: 
SR: Sangat Rendah 
R: Rendah 
C: Cukup 
T: Tinggi 
ST: Sangat Tinggi 
Setelah semua data difuzzikan maka 
langkah selanjutnya yaitu melakukan inferensi 
fuzzy, berikut rulenya: 
Tabel 3.1 Rule Evaluation 
  Permintaan 
  SR R C T ST 
SR 1 0.75 0.5 0.25 0 
R 1 1 0.75 0.5 0.25 
C 1 1 1 0.75 0.5 
T 1 1 1 1 0.75 N
ila
i 
ST 1 1 1 1 1 
 
Proses Komposisi dilakukan dengan 
operator AND, yaitu mengambil nilai terkecil 
antar elemen pada himpunan yang bersangkutan. 
Kemudian dari nilai-nilai yang didapatkan 
dilakukan proses defuzzifikasi dengan rumus: 
€ 
z =
α kzk
k=1
M
∑
α k
k=1
M
∑
dimana M = jumlah nilai, α = fire strength, z = rule value
 
z adalah fire strength dari suatu nilai yang 
telah dilakukan proses fuzzy terhadap nilai 
permintaaannya. Hasil akhir dari proses ini akan 
menjadi nilai input pada proses selanjutnya yaitu 
jaringan syaraf tiruan. 
2.5. Perancangan JST 
Salah satu bagian terpenting dari konsep 
jaringan syaraf adalah terjadinya proses training 
atau pembelajaran. Tujuan utama proses ini 
adalah melakukan pengaturan terhadap bobot-
bobot yang ada pada jaringan syaraf, sehingga 
diperoleh bobot akhir yang tepat sesuai dengan 
pola data yang dilatih. 
 
Gambar 3.4 Struktur Multilayer Perceptron 
Jaringan neural network terdiri dari n layer 
dan n node. Input awal dari jaringan ini yaitu 
nilai derajat keanggotaan data training ataupun 
data test yaitu matematika, ipa, bahasa inggris, 
bahasa indonesia, kemampuan komunikasi, 
kemampuan komputer dan bahasa yang dikuasai 
yang direpresentasikan dengan x pada gambar 5. 
Algoritma Backpropagation: 
1. Inisialisasi input, bias, epoch, learning rate, 
error, target, bobot awal dan bias 
Feedforward: 
2. Hitung nilai masukan (z_in) pada tiap 
pasangan elemen input pada hidden layer 
dengan formula: 
€ 
z _ in j = b1 j + xi vij
i=1
n
∑
dimanab1=bias input, x = nilai,v =bobot
 
3. Jika kita menggunakan aktivasi sigmoid, 
hitung output (z) dengan: 
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€ 
z j = f (z _ in j ) =
1
1+ e ( z _ inj )  
4. Hitung sinyal keluaran (y_in) dari hidden 
layer untuk mendapatkan keluaran output 
layer dengan menggunakan persamaan: 
€ 
y _ ink = b2k + xi v jk
i=1
m
∑
dimanab2 =bias hidden
 
5. Jika kita menggunakan fungsi aktivasi 
sigmoid, hitung output (y) dengan: 
€ 
yk = f (y _ ink ) =
1
1+ e (y _ inkj )  
6. Kemudian keluaran jaringan (y) 
dibandingkan dengan target (t), hitung error 
E dengan: 
€ 
E = t − yk  
7. Hitung MSE (Mean Square Error): 
€ 
MSE = E
2∑
n
dimana E =Error,n = jumlah data
 
Backpropagation: 
8. Pada tiap unit output, gunakan formula ini 
untuk memperbaiki nilai bobot dan bias 
(δ): 
€ 
δ2k = E f ' (y _ ink )  
9. Perbaiki nilai bobot (Δw) dan bias (Δb) 
dengan menggunakan formula: 
€ 
Δw jk =α(δ kz j )
Δb2k =αδ k
dimanaα = learning rate
 
10. Hitung sinyal balik (δ_in) dari output layer 
pada tiap unit di hidden layer 
€ 
δ _ in j = δ kw jk
k=1
p
∑
dimana p = jumlah node,w = bobot
 
11. Pada tiap unit hidden layer, hitung delta_1 
untuk memperbaiki nilai bobot dan bias 
(δ): 
€ 
δ1 j = δ _ in j f ' (z _ in j )  
12. Perbaiki nilai bobot (Δv) dan bias (Δb) 
dengan menggunakan formula: 
€ 
Δvij =α(δ j x j )
Δb1 j =αδ j
 
13. Untuk semua layer, perbaiki bobot dan 
bias: 
Pada output layer: 
€ 
w jk = w jk + Δw jk
b2k = b2k + Δb2k
 
Pada hidden layer: 
€ 
vij = vij + Δvij
b1k = b1k + Δb1k
 
14. Hitung MSE (Mean Square Error) dengan 
menggunakan formula: 
€ 
MSE = E
2∑
n  
15. Jika (Epoch < maximum Epoch) atau 
(MSE < Target Error), ulangi langkah 
pelatihan (mulai feedforward). 
 
 
3. PENGUJIAN DAN ANALISA 
3.1. Pengujian Konfigurasi JST 
Konfigurasi JST sangat berpengaruh pada 
kecepatan dan ketepatan sistem. Konfigurasi 
yang sederhana akan membuat sistem berjalan 
dengan cepat dengan tidak mengabaikan error 
yang dihasilkan. 
Dalam pengujian ini dilakuakn pengujian 
hidden layer, node, learning rate dan epoch untuk 
mendapatkan error sekecil mungkin dengan 
waktu yang relatif cepat. 
Pengujian Hidden Layer 
 
 
Gambar 4.1 Pengujian Hidden Layer 
Analisa: 
• Jumlah hidden layer optimal pada setiap 
jurusan berbeda-beda 
• Sebagian besar jurusan memiliki MSE 
paling optimal pada 3 hidden layer dengan 
niali 0.25 – 0.35 
• Jurusan nomer 13 dan 22 memiliki nilai 
optimal pada 2 hidden layer 
• Jurusan nomer 21, 15, 17 dan 25 memiliki 
nilai optimal pada 9 hidden layer 
• Rata-rata MSE  2 hidden layer 0.49, 3 
hidden layer 0.33, 6 hidden layer 0.49 dan 9 
hidden layer 0.47 
• Waktu yang dibutuhkan untuk 2 hidden 
layer 18661 ms, 3 hidden layer 20591 ms, 5 
hidden layer 24097 ms, 6 hidden layer 
27226 ms dan 9 hidden layer 34503 ms. 
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• Jika dilihat dari nilai MSE yang paling 
kecil, nilai optimal untuk keseluruhan 
jurusan adalah 3 hidden layer 
• Dari segi waktu nilai paling optimal adalah 
2 hidden layer. 
• Perbedaan nilai MSE 2 dan 3 hidden layer 
adalah 0.16 sedangkan perbedaan waktunya 
adalah 1930 ms. 
• Perbedaan waktu keduanya relatif kecil 
sedangkan perbedaan error yang dihasilkan 
cukup besar, jadi nilai optimal untuk 
jumlah hidden layer adalah 3. 
• Data training tidak terlalu kompleks 
sehingga cukup dengan 3 hidden layer, 
error pada sistem sudah relatif kecil 
 
Pengujian Node 
 
 
Gambar 4.2 Pengujian Node 
Analisa: 
• Setiap jurusan memiliki hasil optimal yang 
berbeda-beda. 
• Jurusan dengan nomer 6, 8, dan 24 
memiliki nilai optimal pada kombinasi 
node 5,7,9 tetapi perbedaan MSE pada 
kombinasi node yang lain sangat kecil 
• Jurusan dengan nomer 22 memiliki nilai 
MSE yang sangat kecil pada kombinasi 
node 2, 6, 9 
• Sebagian besar jurusan memiliki nilai 
optimal pada kombinasi node 4, 7, 5 
• Ada 8 jurusan yang memiliki nilai optimal 
pada kombinasi node 9,7,6 
• Kombinasi node 4, 7, 5 memiliki nilai MSE 
paling kecil yaitu 0.42 
• Waktu paling optimal pada pengujian ini 
adalah 18344 ms pada kombinasi node 4, 7, 
5 
• Dilihat dari waktu dan rata-rata MSE, 
kombinasi node yang paling optimal adalah 
4,7,5. 
 
Pengujian Learning Rate 
 
 
Gambar 4.3 Pengujian Learning Rate 
Analisa: 
• Sistem menghasilkan error yang besar 
pada learning rate yang besar. 
• Rata-rata jurusan memiliki nilai optimal 
pada learning rate 0.2 dan 0.4 
• Jurusan nomer 15 memiliki nilai 
optimal pada learning rate 0.6 
• Rata-rata nilai MSE paling kecil adalah 
pada pengujian learning rate 0.2 yaitu 
0.33 
• Waktu proses paling cepat adalah peda 
pengujian learning rate 0.4 yaitu 20791 
ms 
• Perbedaan MSE antara learning rate 0.2 
dan 0.4 adalah 0.02 sedangkan 
perbedaan waktunya adalah 260 ms 
• Dari segi waktu dan rata-rata error 
learning rate 0.2 dan 0.4 adalah learning 
rate yang paling optimal karena 
memiliki MSE kecil dengan waktu yang 
cepat.  
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Pengujian Epoch 
 
 
Gambar 4.4 Pengujian Epoch 
Analisa: 
• MSE paling kecil tidak selalu dihasilkan 
pada epoch yang paling besar 
• 5 jurusan memiliki nilai optimal pada 
pengujian epoch 4000, yaitu jurusan nomer 
1, 2, 15, 23 dan 25 
• 5 jurusan memiliki nilai optimal pada 
pengujian epoch 6000, yaitu jurusan nomer 
6, 7, 16, 17 dan 29 
• 12 jurusan memiliki nilai optimal pada 
pengujian epoch 8000, yaitu jurusan nomer 
4, 5, 10, 11, 12, 13, 14, 21, 22, 24, 26, dan 
27 
• Sedangkan untuk epoch 10000 ada 6 
jurusan, yaitu nomer 3, 8, 9, 18, 19 dan 28 
• Rata-rata MSE yang paling optimal dimiliki 
oleh pengujian 8000 epoch, dengan 
perbedaan yang cukup besar dengan epoch 
yang lain. 
• Perbedaan yang paling dekat dengan epoch 
6000, dengan nilai perbedaan 0.075 
• Sebagian besar jurusan memiliki nilai 
optimal pada epoch 8000 
• Jurusan yang memiliki nilai optimal di luar 
epoch 8000, nilai MSE pada epoch 8000 
tidak berbeda jauh dengan nilai optimalnya 
seperti terlihat pada jurusan nomer 1 nilai 
optimal pada epoch 4000 dengan MSE 
1.65E-5 dan pada epoch 8000 MSE nya 
6.51E-5 
• Waktu proses pada pengujian ini akan 
sebanding dengan epoch yang dilakukan, 
semakin besar epoch maka waktunya akan 
semakin lama 
• Epoch yang paling bagus untuk sistem ini 
sebanyak 8000 dengan rata-rata MSE 0.007 
dengan waktu proses 7119447 ms 
 
Keterangan nomer pada jurusan: 
 
 
Gambar 4.5 Keterangan nomer jurusan 
3.2. Pengujian Error 
Pengujian error dilakukan pada data 
training, prosentase kesalahan (% error) dengan 
toleransi kesalahan 0.0004 setiap datanya. 
 
Gambar 4.6 Pengujian Error 
Analisa: 
• Pada toleransi 0.0004 rata-rata error yang 
dihasilkan cukup kecil 
• 3 jurusan yang memiliki error 0%, yaitu 
seni pedalangan, seni karawitan dan 
multimedia 
• Beberapa jurusan masih memiliki error 
yang cukup besar seperti seni murni, teknik 
pemesinan, usaha perjalanan wisata dan 
kimia analis. 
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3.3. Pengujian Nilai Rekomendasi 
Pengujian rekomendasi adalah pengujian 
data yang dilakukan setelah proses training 
selesei. Pengujian ini dilakukan untuk 
menganalisa hasil rekomendasi yang dihasilkan, 
faktor apa saja yang berpengaruh pada nilai 
rekomendasi. 
Untuk mendapatkan nilai rekomendasi kita 
harus mengisi beberapa parameter yang 
dibutuhkan, yaitu nilai bahasa indoneisa, bahasa 
inggris, matematika, IPA, kemampuan 
komunikasi, jumlah bahasa yang dikuasai, 
kemampuan komputer,  tingkat kreatifitas, 
ketertarikan pada seni serta bidang minat 
sebanyak 3. 
 
Pengujian ke-1: 
 
 
Gambar 4.7 Input Rekomendasi 1 
 
Gambar 4.8 Hasil Rekomendasi 1 
Pengujian ke – 2: 
 
 
Gambar 4.9 Input Rekomendasi 2 
 
Gambar 4.10 Hasil Rekomendasi 2 
Analisa: 
• Pengujian 1, nilai mata pelajaran cukup 
tinggi tetapi kemampuan rendah 
• Rendahnya kemampuan yang dimiliki 
mengakibatkan rendahnya nilai 
rekomendasi untuk jurusan yang 
membutuhkan kemampuan tersebut 
• Selain dipengaruhi oleh nilai mata pelajaran 
dan kemampuan, rekomendasi juga 
dipengaruhi oleh minat siswa 
• Pengujian 1, minat yang dipilih memiliki 
nilai rekomendasi cukup besar dan hasil 
yang didapatkan akurat 100% untuk nilai 
data training yang digunakan 
• Pada pengujian 2 baik nilai mata pelajaran 
dan kemapuan cukup tinggi, sehingga 
banyak jurusan yang direkomendasikan 
dengan nilai yang tinggi. 
• Minat tanpa disertai dengan nilai mata 
pelajaran dan kemampuan tidak banyak 
berpengaruh, terbukti dari pengujian 2 
jurusan Animasi dan Desain Busana tidak 
masuk dalam sepuluh besar. 
 
Analisa Keseluruhan: 
• Semakin banyak hidden layer tidak begitu 
berpengaruh pada MSE yang dihasilkan, 
terlihat dari pengujian jumlah hidden layer 
yang paling optimal adalah 3 dengan rata-
rata MSE 0.33 dan waktu proses 20s. 
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• Kombinasi node dengan 3 hidden layer 
yang memiliki MSE dan waktu paling 
optimal adalah 4,7,5. Rata-rata MSE 0.42 
dan waktu 18s. 
• Pada sistem ini learning rate yang 
dibutuhkan cukup rendah yaitu 0.2 atau 0.4. 
Kedua learning rate memiliki MSE kecil 
0.33 dan 0.35 dengan waktu proses yang 
relatif cepat 21s dan 20s. 
• Semakin besar epoch tidak selalu 
berpengaruh pada MSE yang dihasilkan, 
dapat dilihat dari pengujian 8000 epoch 
memiliki rata-rata MSE lebih kecil 
dibanding dengan 10000 epoch. 8000 epoch 
memiliki rata-rata MSE 0.007 dan 10000 
epoch memiliki rata-rata MSE 0.129. 
• Dari pengujian yang telah dilakukan error 
yang dihasilkan dari data training rata-rata 
12%. 
• Selain nilai, minat juga berpengaruh pada 
nilai rekomendasi, terlihat dari pengujian 1, 
minat yang dipilih memiliki nilai 
rekomendasi yang cukup tinggi. 
• Minat tanpa disertai dengan nilai dan 
kemampuan yang baik tidak banyak 
perpengaruh, terbukti dari pengujian 2 
untuk jurusan Animasi dan Desain Busana. 
• Rendahnya kemapuan yang dimiliki 
mengakibatkan rendahnya nilai 
rekomendasi untuk jurusan yang 
membutuhkan kemampuan tersebut seperti 
terlihat pada pengujian 1 
• Nilai mata pelajaran dan kemampuan yang 
cukup tinggi menyebabkan banyaknya 
rekomendasi jurusan yang diberikan 
 
4. KESIMPULAN DAN SARAN 
4.1. Kesimpulan 
Berdasarkan hasil pengujian dan analisa 
pada sistem, maka dapat diambil beberapa 
kesimpulan sebagai berikut: 
a. Semakin banyak iterasi yang dilakukan tidak 
menjamin semakin kecilnya error yang 
dihasilkan 
b. Semakin bagus nilai yang dimiliki maka 
semakin banyak rekomendasi jurusan yang 
cocok. 
c. Minat tanpa didukung dengan kemampuan 
tidak banyak pengaruhnya terhadap nilai 
rekomendasi. 
d. Data Training adalah hal paling berpengaruh 
pada sistem karena data training yang 
menentukan bobot setiap parameter yang 
dimasukkan. 
e. Parameter masukan sistem ini adalah nilai 
mata pelajaran bahasa indonesia, matematika 
, bahasa inggris, ipa, kemampuan komputer, 
jumlah bahasa, kemampuan komunikasi, 
ketertarikan seni, tingkat kreatifitas dan 
minat. 
f. Sistem ini dibuat dengan fuzzy inference 
system model sugeno dan konfigurasi JST 
menggunakan 3 hidden layer dengan 
kombinasi node 4,7,5 pada learning rate 0.5 
dengan epoch optimal 8000. 
g. Alternatif rekomendasi jurusan SMK 
ditampilkan dalam bentuk prosentase 
kecocokan terhadap nilai, kemampuan dan 
minat siswa. 
 
4.2. Saran 
Dari Proyek akhir yang telah dilakukan 
masih diperlukan pembenahan-pembenahan 
sehingga didapatkan hasil yang lebih bagus. 
Saran-saran yang dapat diberikan diantaranya: 
a. Peningkatan keakuratan hasil rekomendasi 
dengan menambahkan parameter-parameter 
baru. 
b. Meningkatkan performance sistem sehingga 
sistem dapat berjalan lebih cepat. 
c. Menambahkan metode atau mengubah 
metode sehingga sistem dapat bekerja 
dengan baik dan lebih sempurna sesuai 
dengan yang diharapkan serta dapat 
berguna bagi kehidupan masyarakat. 
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