A common approach to the teaching of Programming Languages (course 12, Curriculum 68) has been to teach several languages, each demonstrating a feature deemed significant, such as ALGOL, LISP, SNOBOL, and COBOL [3, 7] .
The problem that exists with this method is that far too much time is spent learning the details necessary to use the languages, leaving time for only a few trivial programs in each language.
A popular alternative to this approach is to teach the course using a single general-purpose language which has a broad repertoire of language features, such as PL/I. While this method successfully avoids much of the detail which characterizes the former, it too seems to have a serious drawback.
The student can become quite talented at programming in the language and still have very little feel for the implications of the higher level language structure, s at the machine level.
Moreover, these languages typically provide no means by which the student can readily investigate these implications. Hence, ALGOL-E is proposed as a programming language system which provides such a capability.
ALGOL-E is a programming language based on ALGOL-60 defined within the framework of a complete system designed with the teaching of programming language concepts in mind [4] . A basic design criterion for the language was that it be simple and easy to use while not severely compromising the language constructions available.
The language is constructed such that it can be implemented using a single execution stack [6] . The system is defined by three programs, each corresponding to a distinct level of formal definition.
The first of these programs is a stack machine simulator which accepts zero-address machine code.
The machine operators of the simulated machine are defined formally in terms of primitive register operations. The second is an assembler which provides a convenient means of symbolic progra~ning at the machine level rather than using absolute machine code.
The syntax of the assembly language is given in the Backus notation, and the associated semantic actions are defined using the machine operators.
Finally, the third program is a compiler for the ALGOL-E language.
As with the assembler, syntactic structure is given in BackusNaur Form (BNF); however, the semantic interpretation of the high level language is formally defined using the assembly language.
The notation used in the description of register actions deflnlng the machine operations is essentially that used by Burroughs on the B5500 [2] . Memory is considered as a vector M with the S register (rS) pointing to the top of the stack. The C register (rC) is the instruction counter controlling instruction sequencing. Figure i gives descriptions of some of the machine operators.
The notation is fairly straightforward; note, however, that rA and rB are abbreviations for the top two stack locations, M[rS] and M[rS-i], respectively. The add operation, for example, indicates that the top two elements of the stack are summed, and the result replaces those two elements on the stack. The instruction counter is then incremented to the following instruction.
These operator definitions serve as a basis for the definition of the Assembler.
The Assembler is designed to achieve readability and facility at the machine level.
The simple structure of the assembly language is defined in BNF to provide an introduction to the notation prior to considering the more complex structure of the high level language.
Pseudo instructions, CON, VEC, and STR, are provided for symbolically defining integer constants and variables, integer vectors, and print strings respectively.
Symbolic labels are also allowed. The assembly language LIT, or literal call syllable, is used to place a value onto the stack.
This value might be a data value to be used with an arithmetic operation, a variable address to be used with a load or store operation, or a label address to be used with a branch operation.
The assembler LIT translates into one of several machine instructions, LIT, IMi, or IM2, depending on the size of the value.
Assembly language mnemonics associated with the machine instructions are given in Figure i .
Neither the machine nor the assembly language described above constitutes an end in itself, but rather they exist for the purpose of illustrating structures and concepts in the high level language. The features of interest are many and varied. Significant among these is block structure. All too often block structure and scope of variables is learned by example, with the student gaining very little feel for its implementation.
Closely relaced to the understanding of block-structured declarations is the understanding of memory allocation, and in particular, the difference between compile-time allocation and dynamic allocation and thelr respective implementations.
Along with the idea of dynamic allocations for such things as arrays comes very naturally the problem of array subscripting.
An understanding of the mechanism by which subscripting is accomplished in a particular implementation is certainly requisite to reasonable and efficient use of subscripted variables. Another area of significant importance is subprograms.
Included here are the differences between functions and subroutines, and the handling of their parameter lists.
Certainly a large source of chagrin for students in this area is recursion and the handling of parameters and local variables during recursive calls.
Not only does the understanding of the implementation of recursion serve to demonstrate the overhead involved in its use, but also it seems that for many students it serves to shed light on the concept itself. Finally, there is the implementation of the basic statements of the language.
The parsing and transformation of generalized language statements to the machine level are not intuitively obvious.
Among these would be assignment statements, iterative statements, and conditionals. Given that the concepts described above are things which merit investigation in a programming language course, it is worth noting that the investigation of them involves scrutiny of the compilation process as well as execution. This is the reason that an "understanding gap" from high level language to machine exists, because compilation is precisely the step which is obscured most from the user. ALGOL-E is designed to allow investigation of the compilation process without too large an investment of time in the details of the compiler writer's job.
The compiler's symbol otable is one of the first areas to come under study.
Block structure is implemented by association of address with symbol in a table built as a stack. A vector of "block level" pointers mark the block levels within the table, as shown in Figure 2 . When the end of a block is scanned by the compiler, the table is cut back to the level indicated by the last entry in the block level vector.
A degree of efficiency in storage use can be obtained by resetting the storage location counter when the symbol table is cut back.
This causes the storage locations to be reassigned in the next block and has the effect of sharing storage locations between variables declared in parallel blocks of a program.
A problem is created in this area, however, when subprograms are considered.
Even though a block within a subprogram is ended, the subprogram can be referenced anywhere within the block in which it is defined, and hence the storage locations within the subprogram cannot be reassigned until this outer block is closed.
To avoid this problem, an additional vector is used in conjunction with the symbol table which records the maximum storage location assigned within a block so that they can be protected if the block is recognized as part of a subprogram.
Two program options augment investigation of the compilation process.
One of these is a trace of the parsing reducations as applied ~n the recognition of program syntactic structure. ~ The other is a trace of the code generated during compilation to demonstrate the association of semantics with each of the reductions.
This code is printed in the assembly language mnemonics for readability. With these options, a number of important things become readily visible.
The code which accomplishes dynamic allocation for such things as arrays and recursion is available, and the code corresponding to the mapping of array subscripts and subprogram parameters can also be explored.
In addition, the implementation of the various language statements is easily investigated.
Code tracing during compilation is, of course, not unique to the ALGOL-E compiler.
The advantage here, however, is that the ALGOL-E machine is conceptually simple, and the semantic actions are well-defined.
Hence, the student can readily understand the ALGOL-E code trace.
iThe parsing algorithm is the mixed strategy precedence algorithm of McKeeman [5] . Along with the compilation options available, there are built-in procedures which aid both in language investigation and in debugging of programs.
These include an execution trace feature and a snapshot dump capability.
The trace feature prints one llne per instruction indicating the contents of machine registers and the top of the stack.
The snapshot dump facility allows the procrammer to obtain a memory dump at any point in the program.
The dump obtained, however, is not the usual octal or hexadecimal dump available on most machines. Rather it is decoded for readability, with the memory areas flagged, the code area appearing in the assembler mnemonics, and the stack contents appearing in decimal form, as shown in Figure 4 . In this form, the dump feature becomes a viable tool for the investigation of memory changes for such things as successive levels of recursion.
The definition of the system on several levels lends itself to the possibility of formally proving the correctness of various aspects of the compilation process.
An example is given in Appendix A. In the example, it is shown that a FOR statement of the form FOR I:= 1 STEP 1 UNTIL N DO <simple statement> terminates as long as the <simple statement> terminates and does not alter the values of I and N.
To date, ALGOL-E has been used twice in the teaching of a programming languages course.
Because of its limitations as far as data types, allowing only integers, and its lack of such features as string manipulation and list processing, it is not intended as the subject of the entire course. It has been found that approximately six weeks of an eleven week quarter is a reasonable time to study ALGOL-E and gain a feel for the language and its structure.
From there, a transition is made to ALGOL-W [1] to study string manipulation and list processing.
The similarities between the two languages are such that the transition is quite easy.
Relative to list processing, a second version of the ALGOL-E machine exists which maintains a "Free Storage Area" separate from the stack. This version can be used to demonstrate a linked-list approach to storage management suitable for the more general dynamic allocations necessary for such things as list processing.
A convenient side effect of the ALGOL-E system worth noting is that the emphasis placed upon the compilation process as a key to understanding procramming language features establishes continuity with Compiler Construction (Course 15, Curriculum 68). The ALGOL-E programs were constructed using the XPL Compiler Generator System [5] , and they can serve as an excellent example for the teaching of the compiler writing course.
In summary, the emphasis in the ALGOL-E system is placed upon providing the student tools whereby he can gain understanding of high level language concepts through direct investigation.
It is designed to replace exposition by an instructor with experimentation by the student and to provide concrete examples in the place of vague generalizations.
The ALGOL-E programming system will operate on any computer capable of running the XPL Compiler Generator System, typically an IBM S/360 Model 50, or larger.
The system is available in its entirety, along with documentation, from the W. R. Church Computer Facility, Naval Postgraduate School, Monterey, California, 93940. A machine execution is determined by a vector M representing the program variables and the execution stack, a code vector C, and registers rC and rS. A machine execution sequence consists of an initial configuration <M0,rCO, rsO> and a sequence (not necessarily finite) of successor configurations <Mi,rCi,rSi>, <M2,rC2,rS2>, ... , <Mk,rCk,rS k>, where <Mi+l,rc i+l, rS i+l> is de-.... rived from <Ml,rCi,rSi> by application of the definition of operator C [rCl] . A machine execution sequence terminal at t is a finite machine execution sequence <M0,rC0,rSO> <Mi,rCI,rsi>, <Mk,rCk, rs k> such that rCk='t and rCi@t ~i~'0<5<k.
CARD
Suppose the variables I and N in the above FOR-statement are elements 0 and i of M respectively. Expanding the semantics given above, C is:
LIT UNTIL (13)
Let <simple statement> be such that all machine execution sequences beginning with initial configuration <Mi,18,rS> are terminal at k with configuration <MJ,k, rSJ> rSi=rS j , ~i=MJ ~p<rS i, 18<rcq<k ~ q 9 i!q<~. In other wor~s,Pthe s~mple statement must leave the stack pointer in the same position with no changes below that point in the stack and no changes to I or N. It must also not branch out of the range of the simple statement. Theorem: All machine execution sequences of the above FOR-statement with initial configuration <(%,n,l,...,l),l,l> are terminal at k+2 ~neZ, where I is an indeterminate value. proof: P(x): Consider a machine execution sequence of the above FOR-statement with initial configuration <(l,n,l, .... I),i,i> which does not contain a configuration with rC=k+2 such that configurations with rC=17 occur in this sequence at least x times. If <M,17,rS> is the x th occurrence of such a configuration then M0=x.
The proposition above states that if, in the execution of a FOR-statement, the test is reached for the x th time without having terminated the loop then the value of the loop index I is X. To show P(1): Consider the following enumeration of an execution sequence beginning with initial configuration *M is of fixed length and is assumed to be "large enough" for the problem. Only the pertinent portion of M is shown here. <(i,n,i),13,2> <(i,n,i,i),14,3> <(l,n,l,n),15,3> <(l,n,s),16,2> <(l,n,s,k+2),lT,3> Note that the only element of a configuration to this point which is dependent on the value of n is the value of s. It follows that all machine execution sequences begin with this sequence, hence at the first occurrence of a configuration with rC=17, it is always the case that M0=i. To show P(q) ~P(q+l):
Let S be a machine execution sequence such that configurations with rC=17 occur at least q+l times.
In the qtn occurrence of <M,17,rS>, MO= q by the inductive hypothesis.
Consider the machine execution sequence with initial configuration <(q,n,s,k+2),17,3>. Consider a machine execution sequence S' with initial configuration <(q,n),18,1>.
By the conditions on the <simple statement>, S' is terminal at k with configuration <(q,n),k,l>.
Since 18<rC<k for all configurations of the <simple statement>, the configuration <M,17,rS> cannot have occurred in S' Consider a machine execution sequence S" with initial configuration <(q,n),k+l>.
Enumerating S": <(q,n),k,l> <(q,n,6),k+l,2> <(q,n),6,1> <(q,n,l),7,2> <(q,n,l,0),8,3>
<(q,n,l,q),9,3> <(q,n,q+l),lO,2> <(q,n,q+l,0),ll,3> <(q,n,0,q+l),12,3> <(q+l,n,q+l),13,2> <(q+l,n,q+l,l),14,3> <(q+l,n,q+l,n),15,3> <(q+l,n,t),16,2> * <(q+l,n,t,k+2),17,3>
Extending the sequence S by S' followed by S" it is evident that * is the q+l occurrence of a configuration with rC=17, hence P(q+l). Therefore, by induction it is true that for every positive integer x the value of I at the x tn test in the FOR-loop is x. The proof can then be completed in the following manner:
(i) Consider the case n<0 and demonstrate that the branch is taken to the terminal configuration rC=k+2 at the first test.
(2) Show byinductlon that for any positive value of n, the branch to the terminal configuration is taken at the n÷l test.
The logic above can be extended to show such corollaries as the fact that the simple statement is executed exactly n times for all values n>O and the fact that stack underflow does not occur.
More precisely, the stack pointer at the termination of a FOR-statement is in same position as in the initial configuration. 
