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"teach" the machines before the analysis process begins (Anthes, 2009) . While this may not signal the end of theory as Anderson postulated, it certainly adds a new method to scientific discovery.
In looking at a specific subset of scientific data, geospatial data, Lance McKee of the Open Geospatial Consortium has listed "Seventeen reasons why geospatial research data should be published online using OGC standard interfaces and ISO standard metadata." Among those reasons were an assertion, based on an analog to network theory first popularly stated in Metcalf's law, that "The value of data increases with the number of potential users" and an observation that "Data are not efficiently discovered through literature searches" (McKee, 2010) .
In the U.S., the National Science Foundation has funded the DataNet Federation Consortium, one among an increasing number of efforts to create an infrastructure that will maximize the utility of data to scientists and researchers. Stan Ahalt, one of the team working on the project, in describing that effort asserted that "Data is the currency of the knowledge economy... [By building infrastructure] We'll be more efficient at producing new science, new innovation and new innovation knowledge" (Tuutti 2011 ).
REASONS FOR CALLS FOR OPEN ACCESS TO SCIENTIFIC DATA
Over the past fifteen years, there has been an increasing number of position papers and studies calling for open access to scientific data from governments, professional and academic organizations, citizen groups, and industry. The rationale driving these calls range from adhering to the traditional mores of science to stimulating economic growth to asserting access to scientific data should be considered a basic human right.
Governments and government organizations, e.g., The National Science Foundation, the National Research Council in the U.S., the European Commission and the Royal Society in Europe, have called for better access to scientific data as a means to spur innovation and economic growth because they realize that data generated by governments and made freely available for re-use can have a significant impact on economic activity. In the U.S., for example, at least 500 companies have been identified as building new businesses on freely available data generated by the U.S. Federal Government (GovLab, 2014) . One of those companies began in 2004 using openly available NOAA data and sold for a billion dollars a decade later (Kash, 2014) .
While the economic benefits of open access are clearly important, in this review we focus on the scientific and, to a lesser extent, social rationales for open access to scientific data.
Traditional functions: experiment replication and validation
Traditional science is built on replication and validation. Without access to the original data that a scientific conclusion is based on, it is almost impossible to perform that replication. In an age when data are increasingly the starting point for discovery, access to data becomes even more essential for carrying out the traditional process of science.
To enable access, storage and retrieval are essential: so is knowing what can be done with the data once they are discovered. Confusion over intellectual property rights, or outright refusal to provide access to data, is more common in science than many imagine. In a 2006 AAAS survey of academic and industry bioscience researchers, 35% of academic and 76% of industrial researchers said that their research had been adversely affected by intellectual property restrictions of one type or another. The same survey indicated that even obtaining publicly funded data often presented difficulties. Twenty-four percent of respondents who indicated they had tried to obtain data from publicly funded sources reported difficulty in obtaining such data, and this was especially true in the fields of engineering, math, and computer sciences. Seventy percent of those who had difficulty obtaining data reported it had "some negative effects" on their research, and 10% experienced "serious negative effect." Perhaps even more distressing, 16% of those denied access to data from publicly funded sources were denied access to data for which results had already been published, and 44% received no reason for the denial of access (Agres, 2006) . freely available after an embargo period. The Federal Research Public Access Act of 2010 was one early example. The Fair Access to Science and Technology Research Act of 2013 introduced in the 113th Congress (2013 Congress ( -2014 is the most recent example. This bill would make journal articles freely available six months after publication.
The Frontiers in Innovation, Research, Science, and Technology Act of 2014 (FIRST Act) would extend that hold period to 24 months with a possible additional 12 month embargo, a bill more to the liking of publishers of scientific journals. Interestingly, the FIRST bill provides that, unlike the published article itself which may be embargoed for 24 months, "in the case of data used to support the findings and conclusions of such article, not later than 60 days after the article is published in a peer-reviewed publication." Journal publishers widely supported the Research Works Act (HR 3699 in 112 th Congress), which would have prohibited open access mandates altogether.
None of these bills have passed in the Congress. However, a provision in the Consolidated Appropriations Act of 2014 requires federal agencies in Labor, Health and Human Services, and Education with research budgets of over $100 million to provide public access within 12 months of publication in a peer-reviewed journal to research resulting from projects they fund. While these requirements do not specifically refer to data per se, an increasing number of publishers are endeavoring to include data as part of the publication process.
For example, publishers such as The International Association of Scientific, Technical and Medical Publishers; The Association of Learned and Professional Society Publishers; the Public Library of Science as well as individual journals, e.g., Nature, The American Naturalist, Evolution, the Journal of Evolutionary Biology, Molecular Ecology, Heredity, have all established policies requiring that data that are the basis of articles must be made publicly accessible as part of the publication process.
Connecting underlying data sets to articles in which they appear is not a trivial undertaking. Organizations such as NISO/NFAIS (2013) in the U.S. and the Digital Curation Centre in the UK (Ball & Duke, 2011) have issued standards for citing and connecting data sets to the articles in which they appeared so that the data is findable and permanently linked to published journal articles.
The National Science Foundation has made inclusion of a Data Management Plan (DMP) that indicates where data is located and how it can be shared a required part of research grants it funds (National Science Foundation, 2011). The University of California has created a web site with "easy-to-use" tools to develop those required DMP plans (University of California 2014).
In short, the traditional functioning and, in fact, the traditional mores of science since the Enlightenment require the ability to find data, to access them, and to be able to use them to both verify scientific claims and to extend discovery. Funding agencies and publishers alike are beginning to take steps to ensure that data discovery and access are possible.
Avoidance of duplication
In an era of tight research funding and limited resources, an important reason to make scientific data available for widespread use is the wasted cost of duplication of effort, particularly when it occurs simply because researchers do not know what other work has been undertaken if data are not openly accessible. Mounting expensive expeditions to places such as Antarctica to gather what turns out to be essentially duplicative data are obvious examples of expensive and avoidable duplications of effort.
In short, reproducibility of experiments for the purpose of validation is essential to the practice of science. The practice of duplicating efforts, however, is wasteful science, and timely access to data can help to reduce such wasteful activity in an era of limited resources.
3.3
Access to data as a human right
In the 21st century, science and technology will continue to have an enormous impact on standards of living around the world as well as on freedom and governance. This is one reason why there is an increasing interest in the claim of access to information, including scientific data, as a human right.
For some, e.g., Shaver (2009) , that claim finds its source in Article 27 of the Universal Declaration of Human Rights: "Everyone has the right freely to participate in the cultural life of the community, to enjoy the arts and to share in scientific advancement and its benefits" (United Nations, 1948).
Others, e.g., the New York Law School/Healthcare Information for All 2015 Human Rights and Healthcare Information Project (2009), focus on a particular "right," in this case a right to health, and this claim finds its basis in another section of the Universal Declaration of Human Rights: "Everyone has the right to a standard of living adequate for the health and well-being of himself and his family, including food, clothing, housing and medical care."
In preparation for the UN's 2016-2030 development agenda to succeed the UN's Millennium Development Goals, the International Federation of Library Associations (IFLA) submitted the "Lyon Declaration on Access to Information and Development" to the UN. The Declaration includes the statement: We, the undersigned, therefore call on Member States of the United Nations to acknowledge that access to information, and the skills to use it effectively, are required for sustainable development, and ensure that this is recognised in the post-2015 development agenda by: a) Acknowledging the public's right to access information and data, while respecting the right to individual privacy…." (International Federation of Library Associations, 2014)
As of December, 2014, that language is included in the UN Secretary General's Draft of Sustainable Development Goals for the next decade and a half.
Evaluating the validity of these claims that access to information is a human right is not within the scope of this review. The import here is that the assertion that access to information and data is a human right has reinforced calls for open access to scientific data from still another perspective. Some recent initiatives, while not specifically speaking to the rights claim, have seemed to support it by providing immediate open access to both reviewed papers and raw data when an emergency threatened.
A good example is one of the efforts to provide real time open access to research into the science and spread of H1N1 flu in 2009-2010 via the PLoS Currents-Influenza web site (Olson et all, 2011) . In this case, there was an immediate emergency which this initiative responded to, and the open sharing of data became almost an imperative. Similar efforts by the general public as well as professional researchers using Google Maps or other online technology have taken place in several cases to follow the spread of a contagious disease.
None of these efforts would be possible without open access to data. Open data advocates point to examples such as these in arguing for increased access to data in the service of the health and well being, both physical and economic, of all people, often pointing to international agreements such as the UN Declaration on Human Rights as a justification.
Data preservation and archiving
Today, a tremendous amount of scientific data is "born digital," and that fact is a source of much unease in the scientific and public policy communities. A huge amount of digital data is essentially "endangered data" and, in many cases, once it is gone, it can never be replaced (Murillo, 2014) .
Examples of new discoveries being made based on existing data that the original authors had no idea about are common in scientific history. "Many classic results in science have come from the analysis of existing knowledge already available in the open literature" (Murray-Rust, 2007) . With the "data deluge" today, that is likely to be even more true as machine algorithms mine ever expanding data sets in ways and at speeds that no human can match. As one researcher responding to a European Union survey on data preservation put it: "The most important reasons for preservation are the ones we do not see now" (van der Hoeven et al, 2010) .
Agreement on the need for the preservation of digital data is widespread. In the U.S., the Committee on Science, Engineering and Public Policy of the National Academies of Science put the rationale for preservation very simply: "Research data should be retained to serve future uses. Data that may have long-term value should be documented, referenced, and indexed so that others can find and use them accurately and appropriately… In some research areas, accessible databases have become essential parts of the research infrastructure, comparable to laboratories, research facilities, and computing devices and networks" (2009). This type of thinking is mirrored in reports or position papers or grant funding requirements by the National Science Foundation (2006, 2010) , by the European , and NSF/Jisc (Arms & Larson, 2007) .
While the motivation and justification for effective archiving of scientific data are widely acknowledged to be valid, what is actually happening on the ground, especially in "Small Science," often fails to capture data for archiving and re-use. In some disciplines, the estimate is that as much as 80% of data developed by individual researchers or small teams is not captured in a public way and is often simply lost over time (Murray-Rust, 2007 In an effort to capture data from "Small Science" Research Collections, as well as from larger research endeavors (both Resource Collections and Reference Collections, in the National Science Board's terminology), universities are establishing institutional repositories that can handle data as well as publications; disciplinary repositories are being established; and some publishers are setting up data repositories to house data related to articles published in their journals.
With this flurry of activity over the past decade, the questions naturally arises: What characteristics should scientific data repositories have in order to be effective in ensuring that data will be "readily available, accessible, and usable" (Arms & Larson, 2007) and can be "easily consulted and analyzed by specialists and non-specialists alike"? (National Science Foundation, 2006) 
DESIRABLE CHARACTERISTICS OF DATA COLLECTION AND STORAGE SYSTEMS
Although goals and aspirations can be expressed in general terms, operational characteristics of an effective repository environment need to be more specific. A number of workshops and reports over the past decade have endeavored to outline functions that are desirable in a data storage and access system. In the U. While those sets of recommendations differ in some ways, reports share common characteristics that the authors see as important for the preservation of scientific data for use by both current and future generations of users. Characteristics include: access; clear use conditions; findability; interoperability; evaluation capability; and the technical issues of ensuring data integrity, scalability, and life cycle management for preservation through time.
While some of these reports are focused on very large data sets, they are readily applicable to data repositories for data of any size. We briefly describe these desirable characteristics in turn, clustering related characteristics together where appropriate.
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Access
The first step in being able to benefit from scientific data is being able to get access to it in the first place. Data that are not online, or are hidden behind paywalls or other restrictive barriers online are not readily accessible to researchers or to the public. Part of The National Science Foundation's Cyberinfrastructure Vision for 21st Century Discovery, for example, describes an environment in which data "are openly accessible while suitably protected" so that they may be "regularly and easily consulted and analyzed by specialists and non-specialists alike" (2006).
Clear use conditions
Accessibility by itself, as the NSF's words above suggest, does not guarantee the ability to re-use data. To be maximally useful to others, data sets must carry with them information about how they may be used, e.g., through clear licenses. While facts per se are not copyrightable in many political jurisdictions around the world, including the United States, it is often difficult to tell whether an arrangement of facts is original enough to afford copyright protection and could restrict or limit entirely the uses to which data can be put. In a world of increasingly internationalized repositories, data originating outside of the U.S. may have other legal or restrictions on use, e.g., sui generis provisions in the EU. Absent a clear indication by those who produce data sets indicating to what uses the data sets may be put and conditions on their use, if any, the data are essentially useless to others. The uncertainty about possible consequences of misuse will deter most present and future potential users from employing the data for new purposes.
Findability
In a time of ever-increasing growth of scientific data, being able to find what a user is looking for in a sea of data becomes critically important. Findability depends upon being able to search for data in a consistent manner and in having that data be identified in a consistent manner over time so that they are always discoverable. Both finding particular data across time and space and then being able to access that data depend heavily on standards-based metadata. Data must also have a consistent and permanent identity and location identifier over time. Put simply, if a user cannot find data s/he is seeking, they will never get used.
Evaluation capability
Science, for at least the past 400 years, has been based on peer review. Repositories or other data collection structures help to make data more valuable when those interested in the data can, if not formally review them, at least comment upon them and discuss their usefulness for particular purposes. In the case of irreproducible data (e.g., time series data, data gathered on expeditions that are not likely to be repeated, etc.), discussions about the data themselves, methods of collection, and so on are critically important. Using the data for other purposes, applying new tools in the future with which to analyze data or even re-analyzing samples collected and stored that are made visible through the metadata in repositories all benefit from having access to the comments of prior users.
Technical characteristics
For data sets to be useful for future research purposes, users must have confidence in the integrity of the data set.
Life cycle management will require data being transferred from one storage medium to another on a routine basis over time to ensure accessible preservation. If any corruption of that data takes place in the process, or for any other reason, the data become suspect, at best. Repository sponsors are naturally concerned with ensuring data integrity, and research is under way to develop standards and best practices for data handling and preservation. From developing unique hash based identities to keeping redundant copies, efforts are underway to ensure users that the data they access are an exact copy of the data that were contributed to the repository or collection. "Lots of Copies Keeps Stuff Safe" (LOCKSS), for example, is software that not only allows institutions to keep redundant copies of information but also regularly audits files at the byte and bit level and repairs them on an ongoing basis (LOCKSS, 2014) .
In addition to managing data integrity over time, effective preservation of scientific data in today's world requires scalability, the ability to grow storage and access capabilities and still operate reliably and efficiently. Computer scientists and database designers are constantly working to reduce uncertainty in system performance while dealing with exponential growth of the data to be preserved. At present, a new focus is developing on decentralized and virtual storage and access facilities, often run by large commercial organizations such as Google and Amazon. "Cloud-based" storage offers institutions, especially smaller ones, the opportunity to have both scalable repositories and redundancy without building physical infrastructure themselves.
And wherever data reside, interoperability is a key challenge. Data file structures and layout often differ from one data set or data base platform to another. Metadata are often inconsistent when they exist at all. Searching disparately formatted data sets is a huge challenge. Designing ways to enable a user to search across file structures and types of scientific data and come up with comprehensive and accurate results is the subject of ongoing research. While existing data sets may never be fully interoperable, efforts such as DataNet in the U.S. are working to build structures that may help future data interoperate more effectively.
A BRIEF OVERVIEW OF RECENT INITIATIVES TO PROVIDE OPEN ACCESS TO SCIENTIFIC DATA

Open access data repository growth
The calls for access to scientific information are being heard and acted upon in many quarters today. There are now hundreds of data repositories available online. Some were established and operated for a while but no longer seem to be maintained although they are still accessible, e.g., GlycomeDB or antbase. Some have merged with others in the same domain to provide more efficient operation, e.g., ORegAnno. Many others are still current and vibrant.
In this ever changing environment, finding online data repositories is becoming increasingly difficult unless the URL is already known. Not surprisingly, this challenge has given rise to the creation of a number of data repository cataloguing and search sites. These sites provide lists of repositories and offer various ways to search for particular types of data.
The Open Access Directory (http://oad.simmons.edu/oadwiki/Data_repositories), for example, lists over a hundred directories or repositories in over a dozen different disciplines in which there is at least some open access to data. DataBib (http://databib.org) lists almost a thousand research data sites as of this writing, as does re3data (www.r3data.org). In an effort to provide a more centralized access point and more complete search service for data repositories throughout the world, DataBib and re3data have agreed to merge their catalogs by the end of 2015.
While these catalog sites are operated by organizations, some sites that offer data search and access capabilities are maintained by individuals. One very useful such directory of geographic data sets, Freegisdata (http://freegisdata.rtwilson.com), includes a list of over 300 sources of "free as in free beer" geographic data sets sorted by the type of data they contain although information varies as to whether particular repositories are also "free as in free speech," i.e., what usage rights are. Governments, too, are endeavoring to provide access points to data repositories they provide. Some U.S. examples are discussed in the following section.
Even a cursory look at repository sites confirms that science data repositories include a wide range of capabilities and coverage, ranging from small prototypes to sites containing access to great stores of data from, for example, space probes (e.g.,http://nssdc.gsfc.nasa.gov/), automated astronomical telescopes (e.g., http://tdc-www.harvard.edu/), or the Large Hadron Collider (http://opendata.cern.ch/).
Few of these sites are interoperable in terms of shared metadata schema or data formatting; few have anything resembling a life cycle management plan; few have a commenting or evaluation capability. Still, their existence demonstrates that there is a widening realization that providing access to, and preservation of, scientific data is a valuable and worthy endeavor. The challenge is to make generated data more widely available. Such a goal brings with it many challenges, especially with Big Data, and organizations are currently trying to clearly identify the spectrum of challenges involved and ways to deal with them (e.g., CODATA/ICSU, 2014).
It is not surprising that data that require a huge financial investment to generate, such as astronomical data from the Hubble Space Telescope, are often funded by government bodies. In the U.S. and in many other countries such data are made freely available for anyone's use although that is not the case in every jurisdiction worldwide. In large multinational efforts such as the Global Earth Observation System of Systems (GEOSS), for example, which includes 84 countries and 54 additional Participating Organizations, settling on common usage licenses for data made available through www.geoportal.org by many different countries and agencies remains a significant challenge (Onsrud et al, 2010) .
5.2
Access to U.S. government generated data
The U.S. federal government collects and generates enormous amounts of publicly funded data useful to science as well as to industry and the general public. In recent years, the federal government has been attempting to make the data it collects available for research and for simple daily use by anyone. The same is true to different degrees for governments in other parts of the world.
In the U.S., the recently launched Data.gov web site is one example. It provides access to data collected by 18 federal agencies, currently containing well over 100,000 data sets. Because the U.S. government cannot hold copyright on materials it generates (U.S. Code, Title 17, S.105), there is no claim of copyright on any of the data sets, even if they might qualify for copyright protection if generated by non-federal sources.
The U.S. federal government makes both data and tools available for use by anyone who wishes to access them. Sites such as The National Map (http://nationalmap.gov/) provide a starting point for geographic information. The U.S. also makes life science data of various kinds available through the National Institutes of Health for both professional researchers (e.g., PubChem: http://pubchem.ncbi.nlm.nih.gov/) and for lay users (e.g., MedLine Plus: http://www.nlm.nih.gov/medlineplus/); geologic data through the U.S.G.S: http://www.usgs.gov/); and so on.
While the importance of access to data is mirrored at the state and local level in the U.S., access to that data and re-use conditions are much more mixed than on the federal level.
Access to data in the U.S. generated by non-federal government bodies
State and local governments in the U.S. may hold copyright to datasets that they generate that qualify for copyright protection. Some states and some local governmental bodies are making conscious efforts to make their spatially referenced data available with no or minimal conditions on its use. Maine and Montana are good examples on the state level. Both provide significant collections of spatial data available to users, in Maine through the Maine Office of GIS (http://www.maine.gov/megis/catalog/) and in Montana through the Montana Geographic Information Clearinghouse (http://geoinfo.msl.mt.gov/). MetroGIS (http://metrogis.org/) in the Minneapolis/St. Paul area is a good example on a local/regional level.
Some states, and particularly local government bodies, view their data as a source of income and resist efforts to make it accessible at no cost and under minimal reuse restrictions. This is particularly true for spatially-referenced deed, tax, and other information associated with real estate and real property. Even in states with strong Freedom of Information laws, some municipal and county governments seek to hold onto control over access to data, especially when it is in electronic form, out of concern that the income potential for the government body will be reduced if other entities get access and then make the information available at low or no cost (e.g., the case of Brick Township, NJ: http://www.rcfp.org/news/2005/0712-foi-utilit.html).
There are also other motivations for limiting access to information collected by state or local government bodies. Locations of endangered species, for example, are often not made public or exact information about locations of certain types of conservation easements granted to towns out of respect for the privacy of the donors.
Whatever the justification, access to locally generated data at the non-federal level in the U.S. is much more varied than access to data generated by the federal government.
Private and corporate initiatives
While the focus of this review is primarily on publicly funded data, it is important to note that although private companies usually view their data as proprietary, there are cases in which they make that data available for use at no charge even though they retain ownership.
In the area of spatially-referenced data, Google Earth, Google Maps, and related services by providers including Rand McNally, Mapquest, and others offer access to various types of spatially-referenced information through both computer and mobile devices that are now a part of everyday life for many people. While widely used, including in academic and government contexts, these services lack important features that dependable open access and archival services should include.
First and most simply, these services are proprietary, and even if a company's public goal is "Don't be evil" (as Google's is), there is not and cannot be any guarantee that policies in private companies, especially publicly traded stock companies, will not change when shareholder value demands it. Company policies and practices can change abruptly, as any of Facebook's billion users or the millions of users of Google's Gmail service or even Google Maps well know. Building access to scientific information on proprietary foundations is risky as far as guaranteeing access to, and preservation of, data into the future is concerned.
In addition, even though services such as Google Earth allow contributions of spatially-referenced information from users, questions about usage rights and provenance of posted information abound, and there are no metadata standards in use for contributed information. While keyword search mechanisms have considerable power, they are simply inadequate for scientific search and retrieval purposes, and this is particularly true in the case of spatially-referenced data. In addition to these considerations, the question of the quality of Volunteered Geographic Information (VGI) is also an unsettled one (Flanagin & Metzger 2008) .
Private companies may also offer access to a subset of their tools and data for a combination of public service and quasi-promotional purposes. Often these are educational endeavors such as ESRI's ConnectEd Initiative (http://connected.esri.com/) which, while providing students and teachers with classroom tools, also introduce students to the company's products.
In dealing with medical data, as another example, private companies sometimes find it in their interest to make some of their data publicly accessible. When private companies do so, they often, as in the case of clinical trial data made available by some pharmaceutical companies to the Yale Open Data Access Project (http://yoda.yale.edu), retain proprietary ownership of their data and are free to remove them from public sight at any time.
In short, private and corporate initiatives can be welcome supplements to, but at present are unlikely to be major contributors of, openly available scientific data.
Non-U.S. access efforts
While the primary focus of this review is on U.S. policies and access efforts, in today's international environment, it is impossible to ignore the access to primarily publicly funded scientific data in other countries. Many large repositories, especially disciplinary repositories, include data originating from different countries. In some cases, those repositories have a single policy regarding access and re-use, but in many other cases, access and re-use policies are tied to the laws in the countries from which the data originates. Countries around the world, most of which are able to hold copyright on data, have varying policies on access and re-use. An overall review of those policies is not appropriate here, but it is worth noting that many countries are making efforts to make government generated data, especially geodata, more widely open and available. Examples include UK Location (http://location.defra.gov.uk) in the United Kingdom, the Atlas of Canada (http://atlas.gc.ca/site/english/index.html), and Geoscience Australia (www.ga.gov.au), all of which provide open access to some government-generated spatially-referenced data. In the brief review below, we include some sites that include non-U.S. data and/or are non-U.S. based for illustrative purposes.
Usage rights and data repositories: a brief review
As the discussion so far suggests and as the examples in the next section illustrate, there already exist numerous disciplinary and government run repositories, particularly those designed to provide access to collections of large scale data. In "Small Science," the picture is much less encouraging, whether those small science data gathering efforts are university or institution based or are the results of sporadic efforts to enable individuals or small local groups with locally generated data of their own to expose them and make them available for others to use.
One absolutely critical component to the reuse of data in repositories of any scale is a clear description of usage rights and conditions for data access and re-use. In some cases, repository sites simply do not even post license information or usage conditions. In others, terms like "free" and "open" are used with a variety of meanings that are sometimes only discernible by drilling deep into the site or in some cases are not specified at all.
Data repositories are usually made up of data that, even if collected on one site, originate from many different sources and often different countries. Some repositories are "federated" in that they provide links to sites where data sets actually reside but do not collect or store data themselves. In either case, data sets may have a variety of usage rights and/or conditions attached to them, and sorting those rights and conditions can be a difficult task.
Absent a definition of terms, repository search engines or catalogs may provide information on usage rights in similar language, but whose usage rights may be very different from other sites using similar language. In reviewing the status of usage rights and conditions in the context of scientific data repositories, 40 repository sites were examined. This list includes many U.S. based sites, but because of the international nature of data today, especially data located in disciplinary repositories, some reviewed sites are based outside of the U.S. Some, such as re3data.org, are operated as collaborations of organizations located in the U.S. and in Europe. Whether accessible through U.S. government, disciplinary, or even privately operated sites in the U.S. or beyond, the great majority of open data listed below are the result of publicly funded research.
In these 40 sites, 13 different sets of usage terms and conditions for reuse of the data were identified. Summary descriptions of usage rights and conditions are listed below, followed by Table 1 identifying which usage information applied to the 40 sites. A fuller description of the sites and the conditions of use and re-use are attached in Appendix A.
The list below contains simple language descriptions of usage information based on conditions available on the listed repository sites as of December 15, 2014. The numbers are referred to in the "Usage Rights" column of Table  1 below.
1. All U.S. government sites use a similar usage message: data produced by U.S. government workers are Public Domain. However, sites may contain data, datasets, or databases provided by others that may be subject to copyright use restrictions. Such material will be labeled. 2. Data, where copyright restrictions are applicable, are available under a Creative Commons license. 3. Access to the data is available to the public at no charge. The author was not able to find any information about use restrictions. 4. Site asserts copyright in all copyrightable materials including the database itself but makes data free to use for personal, scholarly, or private research purposes. Source attribution requested or required. 5. Data are free of charge, but some data sets may have Conditions of Use. The National Map http://nationalmap.gov 1
As the information in this table indicates, there are a wide variety of meanings attached to the term "Open" in terms of use and re-use of scientific data. In a few cases, "Open" conforms to the Open Definition mentioned above. But in far more cases, there are actually conditions on re-use which, if not discovered and adhered to by subsequent users, could cause significant reputational, and/or legal or financial, risks. These "non-obvious" conditions placed on the use of data that are labeled "Open" could create impediments to wider use of such data in science research.
CONCLUSION
There is strong, though not universal, support for open access to publicly funded scientific data among governments, the research community, business and industry, and private users. While there are many challenges to overcome to make scientific data findable, technically accessible, and to preserve them effectively through time, even if these challenges are met, there is still a very significant question of whether and under what conditions users may re-use data in online repositories. At present, usage conditions vary widely, and a user's ability to even find what usage conditions are in effect also varies widely, even in the somewhat focused domain of spatially-related data. Absent use of specific, accepted licenses, terms like "Open" can give rise to different interpretations. The purpose of MetroGIS is to institutionalize the sharing of accurate and reliable geospatial data so user and producer communities can share in the efficiencies of being able to effortlessly obtain the data they need, in the form they need, when they need it.
http://metrogis.org/ "…government data are public and are accessible by the public for both inspection and copying unless there is federal law, a state statute, or a temporary classification of data that provides that certain data are not public." The research projects benefit both the specific collaborators and the larger scientific community because the results will also be accessible in the Sage Bionetworks Commons one year after the conclusion of the research projects. Data Science Journal, Volume 13, 27 January 2015
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