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LOWER BOUND OF THE LIFESPAN OF SOLUTIONS
TO SEMILINEAR WAVE EQUATIONS IN AN
EXTERIOR DOMAIN
SOICHIRO KATAYAMA AND HIDEO KUBO
Dedicated to Professor Akitaka Matsumura on the occasion of his 60th birthday
Abstract. We consider the Cauchy-Dirichlet problem for semilin-
ear wave equations in a three space dimensional domain exterior to a
bounded and non-trapping obstacle. We obtain a detailed estimate
for the lower bound of the lifespan of classical solutions when the size
of initial data tends to zero, in a similar spirit to that of the works
of John and Ho¨rmander where the Cauchy problem was treated. We
show that our estimate is sharp at least for some special case.
1. Introduction
In this paper we consider the mixed problem for semilinear wave equa-
tions in an exterior domain Ω(⊂ R3) with compact and smooth boundary
∂Ω:
u = F (∂u), (t, x) ∈ (0, T )× Ω,(1.1)
u(t, x) = 0, (t, x) ∈ (0, T )× ∂Ω,(1.2)
u(0, x) = εf0(x), (∂tu)(0, x) = εf1(x), x ∈ Ω,(1.3)
where  = ∂2t −∆x with the Laplacian ∆x =
∑3
j=1 ∂
2
xj
, ∂u = (∂tu,∇xu),
and ε is a small and positive parameter. We suppose that Ω = R3\O with
a bounded open set O(⊂ R3). Throughout this paper, we assume that
O is a non-trapping obstacle (see, e.g., Melrose [17] and Lax-Phillips [16,
Epilogue] for the definition; for example a star-shaped obstacle is known
to be non-trapping). Without loss of generality, we may also assume
(1.4) O ⊂ {x ∈ R3 ; |x| ≤ 1}.
Suppose that
F (∂u) =
3∑
a,b=0
ga,b(∂au)(∂bu)(1.5)
with real constants ga,b, where ∂0 = ∂/∂t, and ∂j = ∂/∂xj for j = 1, 2, 3.
To avoid a complicated discussion on the compatibility condition, we
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assume that ~f = (f0, f1) ∈
(
C∞0 (Ω)
)2
(we can relax this assumption; see
Remark 5.2 below).
We are interested in the behavior of the lifespan Tε of the solution u to
(1.1)–(1.3) as ε→ +0. Here the lifespan Tε is defined by the supremum
of all T > 0 such that the mixed problem (1.1)–(1.3) admits a unique
smooth solution u in [0, T )× Ω. When t is small, it is natural to expect
that u(t, x) can be approximated by εu0(t, x), where u0 is the solution to
the corresponding linear homogeneous wave equation :
u0(t, x) = 0, (t, x) ∈ (0, T )× Ω,(1.6)
u0(t, x) = 0, (t, x) ∈ (0, T )× ∂Ω,(1.7)
(u0(0, x), (∂tu0)(0, x)) = ~f(x), x ∈ Ω.(1.8)
This is in fact the case, as long as ε log t ≤ A with a suitably small number
A (see, e.g., Keel, Smith and Sogge [13], and Kubo [14]). However, when
ε log t ≥ A, the solution u(t, x) for the nonlinear problem might not stay
close to the free solution εu0(t, x). For instance, if F (∂u) = (∂tu)
2, then
one can find a class of initial data for which the solution blows up in
finite time (see Theorem 1.2 below). Therefore, in order to understand
the behavior of the solution u(t, x) for ε log t ≥ A, we need to take the
nonlinear effect into account so that a better approximate solution can be
constructed for such large values of t. We construct such an approximate
solution by solving a nonlinear ordinary differential equation (4.1) which
is related to (1.1) but is irrelevant to the presence of the obstacle. The
issue is to find a suitable initial data for the ordinary differential equation
so that we can match the nonlinear approximate solution with the free
solution εu0(t, x) that is relevant to the presence of the obstacle. This
will be done by making use of the scattering theory for the linear exterior
problem: As is well known, for each fixed s ∈ R and θ ∈ S2, there exists
a limit of −t∂tu0(t, x) along the ray {(t, x); |x| − t = s, x/|x| = θ} as
t→∞ (see, e.g., [16]). We write the limit as F+(s, θ); in other words we
define F+(s, θ) by
F+(s, θ) := lim
t→∞
(−t)(∂tu0)
(
t, (s+ t)θ
)
(1.9)
for s ∈ R and θ ∈ S2. In [12] the rate of the convergence in (1.9)
was studied (see (3.1) and (3.2) below). Choosing F+ as the initial
data for the ordinary differential equation, we shall construct a good
approximation of the solution to the original mixed problem (see Section
4 below for the details). Once we have such an approximate solution, we
are able to obtain a lower bound of the lifespan Tε as ε→ +0, analogously
to the case of the Cauchy problem studied by Ho¨rmander [6, 7] and John
[9] independently, and also by others (see [1, 4, 8] for instance).
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In order to state our result precisely, we set
G(θ) =
3∑
a,b=0
ga,bθaθb for θ = (θ1, θ2, θ3) ∈ S2,(1.10)
where ga,b is the constant from (1.5), and θ0 = −1. We also set
τ∗ =
(
sup{−2−1G(θ)F+(s, θ) ; s ∈ R, θ ∈ S2 }
)−1
.(1.11)
We can show that τ∗ is a finite positive number when G 6≡ 0 on S2, and
~f 6≡ 0 on Ω (see Lemma 3.2 below for the proof). If G ≡ 0 on S2, which
is equivalent to the so-called null condition, then the global solvability
is known for sufficiently small initial data (see, e.g., Metcalfe, Nakamura
and Sogge [18], and the authors [11]); we also have the global solution
u ≡ 0 if ~f ≡ 0.
Our main result is the following:
Theorem 1.1. Assume that O is a non-trapping obstacle. If G 6≡ 0 on
S2, then for any ~f ∈ (C∞0 (Ω))2 with ~f 6≡ 0 we have
lim inf
ε→+0
ε log Tε ≥ τ∗,(1.12)
where τ∗ is the number defined by (1.11).
As we have mentioned, analogous results were already obtained for
the Cauchy problem (see [6, 7, 9]; more precisely the quasi-linear case
was treated in [6] and [9], while the semilinear case is also considered
in [7]). When the initial data is radially symmetric, Godin [5] obtained
a similar result for quasi-linear equations with the Neumann boundary
condition. In the case of the Cauchy problem, vector fields t∂t+x·∇x and
t∂j + xj∂t (j = 1, 2, 3) were effectively used to obtain the decay of the
solution through Klainerman’s inequality; however these fields are not
useful in the study of the mixed problem. In our proof, to compensate
the lack of those vector fields, we use the weighted L∞-L∞ estimate
which involves only the standard derivatives and the generators of spatial
rotations (see Proposition 3.3 below); careful treatments of the decay
factor (1 + |t− |x| |)−1 are also needed. Our method is also applicable to
the case Ω = R3.
Unfortunately we do not have the estimate in the opposite direction
to (1.12), that is to say
lim sup
ε→+0
ε log Tε ≤ τ∗(1.13)
in general situations. Note that the same is true for the semilinear Cauchy
problem, though the estimate corresponding to (1.13) is obtained for the
quasi-linear Cauchy problem (see Alinhac [2]). However the following
result, motivated by [4], shows that we have (1.13) for some special case.
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Theorem 1.2. Let O = {x ∈ R3; |x| < 1}, and F = c(∂tu)2 with some
constant c ( 6= 0). We suppose that f0 ≡ 0, and f1 ∈ C∞0 (Ω). If f1 is
non-zero and radially symmetric, and cf1 is non-negative, then we have
(1.13). Consequently we have limε→+0 ε log Tε = τ∗ for such ~f = (f0, f1).
This paper is organized as follows. In the next section we gather
notation. In Section 3 we give some preliminaries. The approximate
solution will be constructed in Section 4. Section 5 is devoted to the
proof of Theorem 1.1 which is reduced to Lemma 5.1. Theorem 1.2 will
be proved in Section 6.
As usual, various positive constants which may change line by line are
denoted just by the same letter C throughout this paper.
2. Notation
In this section, we introduce notation which will be used throughout
this paper.
We write ∂0 = ∂t and ∂j = ∂xj for j = 1, 2, 3. We denote r = |x|
and ω = x/r. We set ∂r =
∑3
j=1(xj/r)∂j and Oij = xi∂j − xj∂i for
i, j = 1, 2, 3. Then we have
∇x = ω∂r − r−1ω ∧ O with O = (O23, O31, O12).(2.1)
We denote Z = {Z0, Z1, . . . , Z6} = {∂t, ∂1, ∂2, ∂3, O23, O31, O12}. We
write Zα for Zα00 · · ·Zα66 with a multi-index α = (α0, . . . , α6). Note that
we have [Za,] = 0 (a = 0, . . . , 6), where we have set [A,B] = AB−BA.
For a non-negative integer s and a smooth function ϕ, we define
|ϕ(t, x)|s =
∑
|α|≤s
|(Zαϕ)(t, x)|, |∂ϕ(t, x)|s =
∑
|α|≤s
3∑
a=0
|(Zα∂aϕ)(t, x)|.
For functions of (s, θ, τ) ∈ R×S2×[0,∞), we denote the differentiation
with respect to s, θ and τ by
Λ0 = ∂s, Λ1 = o23, Λ2 = o31, Λ3 = o12, Λ4 = ∂τ ,(2.2)
where a differential operator oij on S
2 is (formally) defined by oij =
θi∂θj−θj∂θi . We write Λβ for Λβ00 · · ·Λβ44 with a multi-index β = (β0, . . . , β4).
For a multi-index γ = (γ0, . . . , γ3) we define Λ
γ
∗ = Λ
γ0
0 · · ·Λγ33 .
We write 〈z〉 =√1 + |z|2 for z ∈ Rd, where d is a positive integer. For
ν, κ ∈ R, we define
Ψν(t) =
{
log(2 + t) if ν = 0,
1 if ν 6= 0,(2.3)
Wν,κ(t, x) =〈t+ |x|〉ν
(
min {〈x〉, 〈t− |x|〉})κ.(2.4)
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We also define
(2.5) ‖h(t) :Nk(W)‖ = sup
(s,x)∈[0,t]×Ω
〈x〉W(s, x) |h(s, x)|k
for t ∈ [0, T ], a non-negative integer k, and a non-negative function
W(s, x). In addition, for ρ ≥ 0 and a non-negative integer k, we define
(2.6) Aρ,k[~f ] = sup
x∈Ω
〈x〉ρ(|f0(x)|k + |∇xf0(x)|k + |f1(x)|k)
for a smooth function ~f = (f0, f1) on Ω.
For R > 0, BR(y) stands for the open ball in R
3 with radius R centered
at y ∈ R3.
3. Preliminaries
First we derive some estimates for F+ introduced by (1.9). S(R3)
denotes the set of rapidly decreasing functions. For ~ϕ = (ϕ0, ϕ1) ∈(S(R3))2, we define the Friedlander radiation field
F0[~ϕ](s, θ) = 1
4π
{R[ϕ1](s, θ)− ∂sR[ϕ0](s, θ)}
for (s, θ) ∈ R× S2, where R[ψ] denotes the Radon transform of ψ, i.e.,
R[ψ](s, θ) =
∫
y·θ=s
ψ(y) dSy.
Here dSy denotes the area element on the plane {y ∈ R3; y · θ = s}.
Lemma 3.1. Let O be non-trapping. Suppose that ~f ∈ (C∞0 (Ω))2. Let
u0 be the solution to the mixed problem (1.6)–(1.8). Then there exists
~f+ ∈
(S(R3))2 such that we have the following: For any non-negative
integer k and any ν > 0, there exists a positive constant C such that∣∣u0(t, x)− r−1F0[~f+](r − t, ω)∣∣k(3.1)
+
3∑
a=0
∣∣∂au0(t, x)− ωar−1(∂sF0[~f+])(r − t, ω)∣∣k
≤ C(1 + t + r)−2(1 + |t− r|)−ν for (t, x) with r ≥ t/2 ≥ 1,
where we have put r = |x|, ω = (ω1, ω2, ω3) = r−1x, and ω0 = −1.
In particular, we have
(3.2) F+(s, θ) = ∂sF0[~f+](s, θ) for (s, θ) ∈ R× S2,
where F+ is given by (1.9). If ~f satisfies
(3.3) ~f(x) = 0 for |x| ≥ R
with some R > 1, then we have
(3.4) F0[~f+](s, θ) = F+(s, θ) = 0 for s ≥ R and θ ∈ S2.
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Moreover, for any N > 0 and any multi-index γ, there exists a positive
constant C such that
|Λγ∗F0[~f+](s, θ)|+ |Λγ∗F+(s, θ)| ≤ C〈s〉−N for (s, θ) ∈ R× S2.(3.5)
Proof. The existence of ~f+ satisfying (3.1) follows from Theorem 1.2 in
[12], where a stronger estimate than (3.1) is obtained. From (1.9) and
(3.1), we obtain
F+(s, θ) = lim
t→∞
(−t)∂tu(t, rθ)|r=s+t = ∂sF0[~f+](s, θ),
which shows (3.2). By the property of finite propagation, (3.3) implies
u0(t, x) = 0 for |x| ≥ t + R. Hence, multiplying (3.1) by r, putting
x = (t+ s)θ with s ≥ R and θ ∈ S2, and taking the limit as t→∞, we
obtain (3.4).
Since it holds for any ~ϕ ∈ (S(R3))2, any multi-index γ, and any N > 0
that
|Λγ∗F0[~ϕ](s, θ)| ≤ C〈s〉−N for (s, θ) ∈ R× S2
(see [12, Lemma 4.2]), (3.5) follows immediately from (3.2). This com-
pletes the proof. 
Lemma 3.2. Let F+(s, θ) and G be given by (1.9) and (1.10), respec-
tively. We put A = sup{−2−1G(θ)F+(s, θ); s ∈ R, θ ∈ S2}. Suppose that
G 6≡ 0 on S2, and ~f 6≡ 0 on Ω. Then we have 0 < A <∞. Consequently
τ∗(= A
−1) given by (1.11) is a finite positive number.
Proof. Let ~f+ = (f0,+, f1,+) ∈
(S(R3))2 be from Lemma 3.1. Then, in
view of (3.2), we have
2‖F+ :L2(R× S2)‖2 = ‖∇xf0,+ :L2(R3)‖2 + ‖f1,+ :L2(R3)‖2
(see Lax-Phillips [16]). Since ~f+ is the scattering data for the Dirichlet
problem (1.6)–(1.8) (see [12, Theorem 1.1]), we also have
‖∇xf0,+ :L2(R3)‖2 + ‖f1,+ :L2(R3)‖2 = ‖∇xf0 :L2(Ω)‖2 + ‖f1 :L2(Ω)‖2.
Therefore we find that F+ ≡ 0 if and only if ~f = (f0, f1) ≡ 0.
It is trivial to show 0 ≤ A < ∞ because of (3.5). We shall show that
if A = 0, then either G ≡ 0 or ~f ≡ 0 holds. We set
X = {θ ∈ S2; G(θ) = 0}, Y = {θ ∈ S2; F+(s, θ) = 0 for all s ∈ R},
which are closed sets because of the continuity of G(θ) and F+(s, θ).
Now our goal is to show that if A = 0 then we have either X = S2 or
Y = S2 (note that Y = S2 leads to ~f ≡ 0); it suffices to prove that the
assumptions A = 0 and X 6= S2 imply Y = S2.
We assume A = 0 and X 6= S2 from now on. First we prove that
(3.6) S2 \X ⊂ Y.
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Indeed, let θ0 ∈ S2 \ X . Since A = 0 implies G(θ)F+(s, θ) ≥ 0 for
any (s, θ) ∈ R × S2, and since G(θ0) 6= 0, we find that F+(s, θ0) has
the same sign for all s ∈ R. Hence F0[~f+](s, θ0) is (weakly) monotone
in s (cf. (3.2)), and (3.5) implies that F0[~f+](s, θ0) = 0 for all s ∈ R;
consequently we get θ0 ∈ Y in view of (3.2).
If X = ∅, then Y = S2 because of (3.6), and we are done. Suppose
that X 6= ∅. Since G is a polynomial of degree 2 and G 6≡ 0 on S2, it
is easy to see that X has no interior point; hence, recalling that X is
closed, we get X = ∂X . Thus for any θ0 ∈ X we can take a sequence
{θ(k)}k∈N ⊂ S2 \ X(⊂ Y ) such that limk→∞ θ(k) = θ0; since {θ(k)} ⊂ Y
and Y is closed, we see that θ0 ∈ Y . Now we have proved X ⊂ Y , which,
together with (3.6), shows Y = S2. This completes the proof. 
Next we describe basic estimates for the wave equation from [11], and
their variant; more general estimates under more general situations are
available, however we restrict our attention only to the estimates which
will be used in this paper. Recall the definitions (2.3)–(2.6).
Proposition 3.3. Assume that O is non-trapping. Let k be a non-
negative integer.
(1) Let ρ > 0, and let u0 be the solution to (1.6)–(1.8). Suppose that
~f ∈ (C∞0 (Ω))2. Then we have
〈t+ |x|〉〈t− |x|〉ρ|u0(t, x)|k ≤ CAρ+2,k+3[~f ](3.7)
for (t, x) ∈ [0, T )×Ω, where C is a positive constant depending on ρ and
k.
(2) Let ρ ≥ 1, and let u be the solution to
(3.8)

u(t, x) = h(t, x) for (t, x) ∈ (0, T )× Ω,
u(t, x) = 0 for (t, x) ∈ (0, T )× ∂Ω,(
u(0, x), (∂tu)(0, x)
)
= ~f(x) for x ∈ Ω.
Suppose that (~f, h) satisfies the compatibility condition of infinite order.
We also suppose that h(t, x) = h1(t, x) + h2(t, x). Then, for µ1, µ2 ≥ 0,
we have
〈x〉〈t− |x|〉ρ|∂u(t, x)|k(3.9)
≤ CAρ+2,k+4[~f ] + C
2∑
j=1
Ψµj (t)‖hj(t) :Nk+4(Wρ+µj ,1−µj )‖
for (t, x) ∈ [0, T )× Ω.
The estimate (3.7) above is just the special case of (4.7) in [11, The-
orem 4.2]. (3.9) is a variant of (4.8) in [11, Theorem 4.2] and can be
proved similarly; we will give its proof in the Appendix below.
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Remark 3.4. Here we recall the definition of the compatibility condi-
tion: We say that (~f, h) satisfies the compatibility condition of infinite
order if u(j)(x) ≡ 0 for any x ∈ ∂Ω and any j ≥ 0, where u(j) is defined in-
ductively by u(j)(x) = ∆u(j−2)(x)+(∂j−2t h)(0, x) for j ≥ 2 with u(j)(x) =
fj(x) for j = 0, 1. Observe that we have (∂
j
tu0)(0, x) = u
(j)(x) for smooth
function u0 satisfying (3.8). It is easy to see that if ~f ∈
(
C∞0 (Ω)
)2
, then
(~f, 0) satisfies the compatibility condition (and it is what we actually
need in order to obtain Lemma 3.1 and (3.7)). Hence, for ~f ∈ (C∞0 (Ω))2,
(~f, h) satisfies the compatibility condition if and only if
(
0, h
)
satisfies
the compatibility condition.
Next we introduce the well-known elliptic estimate (for the proof, see,
e.g., [11, Appendix A]).
Lemma 3.5. Let ϕ ∈ Hm(Ω) ∩H10 (Ω) for some integer m (≥ 2). Then
we have
(3.10)
∑
|α|=m
‖∂αxϕ :L2(Ω)‖ ≤ C(‖∆xϕ :Hm−2(Ω)‖+ ‖∇xϕ :L2(Ω)‖).
In order to associate decay estimates with the energy estimate, we use
the following variant of the Sobolev type inequality (for the proof, see,
e.g., [11, Appendix C]).
Lemma 3.6. There exists a positive constant C such that
(3.11) sup
x∈Ω
〈x〉|ϕ(x)| ≤ C
∑
|α|≤2
‖Zαϕ :L2(Ω)‖
for any C2(Ω)-function ϕ vanishing outside some bounded set.
4. Approximate solutions
This section is the core of the present paper, namely, we shall construct
an approximate solution (see Proposition 4.3 below).
Let u0 be the solution to (1.6)–(1.8). Throughout this section we
assume that (3.3) holds for some R > 1 (recall that we have assumed
O ⊂ B1(0)). Let F+(s, θ) be defined by (1.9), and let P (s, θ, τ) be the
unique solution of
2∂τP (s, θ, τ) = −G(θ)P 2(s, θ, τ) for s ∈ R, θ ∈ S2, 0 ≤ τ < τ∗,(4.1)
P (s, θ, 0) = F+(s, θ) for s ∈ R, θ ∈ S2,(4.2)
where G(θ) and τ∗ are defined by (1.10) and (1.11), respectively. Then
we have
(4.3) P (s, θ, τ) =
F+(s, θ)
1 + 2−1G(θ)F+(s, θ) τ
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for s ∈ R, θ ∈ S2, and 0 ≤ τ < τ∗. Observe that we have 1 +
2−1G(θ)F+(s, θ)τ ≥ 1− τ/τ∗ for 0 ≤ τ < τ∗. We define p by
(4.4) p(s, θ, τ) = −
∫ ∞
s
F+(s′, θ)
1 + 2−1G(θ)F+(s′, θ) τ ds
′
for s ∈ R, θ ∈ S2, and 0 ≤ τ < τ∗, so that we have
(4.5) ∂sp(s, θ, τ) = P (s, θ, τ).
Note that the right-hand side of (4.4) is finite because of (3.5) with
N > 1. From (3.4) we also get
(4.6) p(s, θ, τ) = ∂sp(s, θ, τ) = 0 for s ≥ R.
By (4.4), (3.2), and (3.4), we obtain
(4.7) p(s, θ, 0) = F0[~f+](s, θ) for (s, θ) ∈ R× S2,
where ~f+ is from Lemma 3.1.
Lemma 4.1. Assume that (3.3) holds for some R > 1. Let 0 < τ0 < τ∗.
Then for any N > 0, and for any multi-indices β = (β0, . . . , β4) and
γ = (γ0, . . . , γ3), there exists a positive constant C = C(τ0, β, γ, N) such
that
|Λβp(s, θ, τ)| ≤ C,(4.8)
|Λβ∂sp(s, θ, τ)| ≤ C〈s〉−N ,(4.9)
|Λγ∗{p(s, θ, τ)− F0[~f+](s, θ)}| ≤ Cτ,(4.10)
|Λγ∗{∂sp(s, θ, τ)− F+(s, θ)}| ≤ Cτ〈s〉−N(4.11)
for all (s, θ, τ) ∈ R× S2 × [0, τ0].
Proof. Noting that 1+2−1G(θ)F+(s, θ) τ ≥ 1− (τ0/τ∗) for s ∈ R, θ ∈ S2
and 0 ≤ τ ≤ τ0, we get (4.9) from (3.5), (4.3), and (4.5). (4.8) follows
immediately from (4.9) with N > 1 because of (4.6).
From (4.5) and (4.3) we get
∂sp(s, θ, τ)− F+(s, θ) =− 2
−1G(θ)F2+(s, θ)τ
1 + 2−1G(θ)F+(s, θ)τ .
Recalling (3.2) and (3.4), and integrating the above identity, we obtain
p(s, θ, τ)−F0[~f+](s, θ) =
∫ ∞
s
2−1G(θ)F2+(s′, θ)τ
1 + 2−1G(θ)F+(s′, θ)τ ds
′.
Hence (3.5) yields (4.10) and (4.11). This completes the proof. 
For a function ϕ = ϕ(s, θ, τ), we define
ϕ˜(t, x) := ϕ(r − t, ω, ε log t)
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with r = |x| and ω = r−1x. Then we have
∂tϕ˜ = −∂˜sϕ+ εt−1∂˜τϕ, Oijϕ˜ = o˜ijϕ (1 ≤ i, j ≤ 3),(4.12)
∇xϕ˜ = ω∂˜sϕ− r−1ω ∧ o˜ϕ with oϕ = (o23ϕ, o31ϕ, o12ϕ),(4.13)
where we have used (2.1) to obtain (4.13).
For p(s, θ, τ) defined by (4.4) we set
w(t, x) = ε|x|−1 p˜(t, x)(4.14)
for (t, x) ∈ [1, exp(τ∗/ε))× (R3 \ {0}). Then it will serve as an approxi-
mation of u for large t, and the estimates obtained in the above lemma
are transfered as follows.
Corollary 4.2. We assume that (3.3) holds for some R > 1. Let 0 <
τ0 < τ∗, and 0 < ε ≤ 1. Then for any non-negative integer k, there exists
a positive constant C = C(τ0, k) such that
|w(t, x)|k ≤Cε〈t+ |x|〉−1,(4.15)
|∂w(t, x)|k ≤Cε〈t+ |x|〉−1〈t− |x|〉−1(4.16)
for t/2 ≤ |x| ≤ t+R and 1 ≤ t ≤ exp(τ0/ε). Moreover we have
|w(t, x)− εu0(t, x)|k ≤Cε
(
log
2
ε
)
〈t + |x|〉−2,(4.17)
|∂t{w(t, x)− εu0(t, x)}|k ≤Cε
(
log
2
ε
)
〈t + |x|〉−2〈t− |x|〉−1,(4.18)
for t/2 ≤ |x| ≤ t+R and 2 ≤ t ≤ 2/ε.
Proof. We write x = rω with r = |x| and ω ∈ S2. We suppose that
t/2 ≤ r ≤ t +R and 1 ≤ t ≤ exp(τ0/ε) in what follows. Then we have
(4.19) |t−1|k + |r−1|k + |〈t+ r〉−1|k ≤ C〈t + r〉−1.
From (4.8), (4.9) (with N = 1), (4.12), and (4.13), we get
|p˜(t, x)|k ≤C
∑
|β|≤k
∣∣Λ˜βp(t, x)∣∣ ≤ C,(4.20)
|∂p˜(t, x)|k ≤C
∑
|β|≤k
∣∣Λ˜β∂sp(t, x)∣∣+ C〈t+ r〉−1 ∑
|β|≤k+1
∣∣Λ˜βp(t, x)∣∣(4.21)
≤C〈t− r〉−1.
From (4.20) and (4.21), we obtain (4.15) and (4.16), because of (4.19).
Next we prove (4.18). Suppose that we also have 2 ≤ t ≤ 2ε−1 from
now on. Then we have ε ≤ C〈t+ r〉−1. By (4.12) we get
∂tp˜(t, x) + F+(r − t, ω) =−
{
∂˜sp(t, x)− F+(r − t, ω)
}
(4.22)
+ εt−1∂˜τp(t, x).
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We can inductively obtain the explicit formula for ∂mt
(
∂tp˜ + F+
)
for
m ≥ 1. Therefore, it follows from (4.8), (4.11) with N = 1, (4.12), and
(4.13) that
|∂tp˜(t, x) + F+(r − t, ω)|k(4.23)
≤ C
∑
|γ|≤k
|Λ˜γ∗∂sp(t, x)− (Λγ∗F+)(r − t, ω)|
+ Cε〈t+ r〉−1
∑
|β|≤k
|Λ˜β∂τp(t, x)|
≤ Cε ((log t)〈t− r〉−1 + 〈t+ r〉−1)
≤ C
(
log
2
ε
)
〈t+ r〉−1〈t− r〉−1.
Besides, (3.1) yields
|r−1F+(r − t, ω) + ∂tu0(t, x)|k ≤ C〈t+ r〉−2〈t− r〉−1.(4.24)
From (4.23) and (4.24) we obtain (4.18).
Similarly (4.17) follows from (4.8), (4.10), (4.12), and (4.13) with the
help of (3.1). This completes the proof. 
Now we are in a position to construct an approximate solution u1: Let
χ and ξ be smooth and non-negative functions on [0,∞) such that
χ(s) =
{
1, s ≤ 1,
0, s ≥ 2, ξ(s) =
{
0, s ≤ 1/2,
1, s ≥ 3/4.
We put χε(t) = χ(εt) for ε > 0, and η(t, x) = ξ(|x|/t). Let u0 be the
solution of the mixed problem (1.6)–(1.8), and let w be given by (4.14).
We define the approximate solution u1 by
u1(t, x) = χε(t)εu0(t, x) +
(
1− χε(t)
)
η(t, x)w(t, x)(4.25)
for (t, x) ∈ [0, exp(τ∗/ε))× Ω. By (3.3) and the property of finite prop-
agation, we have |x| ≤ t + R in supp u0. Hence, recalling (4.6), we find
that
(4.26) u0(t, x) = w(t, x) = u1(t, x) = 0 for |x| ≥ t+R.
We are going to evaluate u1 and the error term
(4.27) E(u1)(t, x) = u1(t, x)− F
(
∂u1(t, x)
)
that is expected to be small if u1 is a good approximate solution to (1.1).
Proposition 4.3. We assume that (3.3) holds for some R > 1. Let
0 < τ0 < τ∗, k be a non-negative integer, 0 ≤ λ ≤ 1/2, 0 < µ ≤ 1/4,
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and 0 < ε ≤ 1/2. Then there exists a positive constant C = C(τ0, k, λ, µ)
such that
|u1(t, x)|k ≤ Cε〈t+ |x|〉−1,(4.28)
|∂u1(t, x)|k ≤ Cε〈t+ |x|〉−1〈t− |x|〉−1,(4.29)
|E(u1)(t, x)|k ≤ Cε1+λ〈t+ |x|〉−2+λ−µ〈t− |x|〉−1+µ(4.30)
for (t, x) ∈ [0, exp(τ0/ε)]× Ω, and
(4.31)
∥∥|E(u1)(t, ·)|k :L2(Ω)∥∥ ≤ Cε1+λ(1 + t)−(3/2)+λ
for t ∈ [0, exp(τ0/ε)].
Proof. We write x = rω with r = |x| and ω ∈ S2. First of all, we
derive the estimates for the cut-off functions. Since we have εt ≤ 2 for
t ∈ suppχε and we have assumed 0 < ε ≤ 1/2, we get
(4.32) ε ≤ C(1 + t)−1 for t ∈ suppχε.
Let m be a non-negative integer. Since χε(t) = χ(εt), (4.32) leads to
(4.33)
∣∣∣∣dmχεdtm (t)
∣∣∣∣ = εm ∣∣∣∣dmχdtm (εt)
∣∣∣∣ ≤ Cm(1 + t)−m for t ≥ 0,
where Cm is a positive constant. We turn our attention to η; observing
that t ≥ ε−1 ≥ 2 for t ∈ supp(1 − χε), we only need the estimate of η
for t ≥ 2. Since η is depending only on r/t and we have t/2 ≤ r ≤ 3t/4
for (t, x) ∈ supp ∂η, it is easy to see that Ojkη(t, x) = 0 for 1 ≤ j, k ≤ 3,
and that
(4.34)
∑
|α|=m
|∂αη(t, x)| ≤ Cm〈t+ r〉−m for (t, x) ∈ [2,∞)× R3,
where m is a non-negative integer, ∂ = (∂t,∇x), and α is a multi-index.
Besides, since r ≤ 3t/4 in supp(1− η) ∪ supp ∂η, we get
(4.35) 〈t− r〉−1 ≤ C〈t+ r〉−1 for (t, x) ∈ supp(1− η) ∪ supp ∂η.
Now we are going to prove (4.28) and (4.29). It follows from (3.7) with
ρ = 2 that
|u0(t, x)|k+1 ≤ CA4,k+4[~f ] 〈t+ |x|〉−1〈t− |x|〉−2(4.36)
for (t, x) ∈ [0,∞)×Ω. Recalling (4.26), we have (1+t)−1 ≤ C〈t+r〉−1 for
(t, x) ∈ suppw. Therefore, we get (4.28) and (4.29) from (4.15), (4.16),
(4.33), (4.34), and (4.36).
Next we consider (4.30) and (4.31). If we set
v(t, x) = η(t, x)w(t, x)− εu0(t, x),(4.37)
then we have u1 = εu0 + (1− χε)v by (4.25). It follows that
(4.38) E(u1) = u1 − F (∂u1) = I0 + I1 + I2 + I3,
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where
I0 = −χε(t)F (∂u1), I1 = −χ′′ε (t)v(t, x),
I2 = −2χ′ε(t)∂tv(t, x), I3 =
(
1− χε(t)
) {

(
η(t, x)w(t, x)
)− F (∂u1)} .
We will estimate Ij for 0 ≤ j ≤ 3.
By (4.32) and (4.26), we have
ε ≤ C〈t+ r〉−1 for (t, x) ∈ supp I0 ∪ supp I1 ∪ supp I2.(4.39)
Let 0 ≤ λ ≤ 1/2 and 0 < µ ≤ 1/4. From (4.29) we get
|I0|k ≤C|F (∂u1)|k ≤ Cε2〈t+ r〉−2〈t− r〉−2(4.40)
≤Cε1+λ〈t+ r〉−3+λ〈t− r〉−2
≤Cε1+λ〈t+ r〉−2+λ−µ〈t− r〉−1+µ,
where we have used (4.39) to obtain the second line. From the second
line of (4.40), we also get
(4.41)
∥∥|I0|k∥∥L2 ≤ Cε1+λ〈t〉−2+λ ≤ Cε1+λ〈t〉−(3/2)+λ.
Fix δ ∈ (0, 1/4]. Then we get
(4.42) log(2/ε) ≤ Cδε−δ for 0 < ε ≤ 1/2,
where Cδ is a constant depending only on δ. Observe that (4.34), (4.35)
and (4.36) yield
(4.43)
∣∣(1− η(t, x))u0(t, x)∣∣k + ∣∣(1− η(t, x))∂tu0(t, x)∣∣k ≤ C〈t+ r〉−3.
Observe also that we have 2 ≤ t ≤ 2/ε and t/2 ≤ r ≤ t + R in
supp
(
χ′′εη(w − εu0)
)
. Therefore, writing
I1 = −ε2χ′′(εt)
(
η(w − εu0)− ε(1− η)u0
)
,
by (4.17), (4.43), (4.39) and (4.42), we get
|I1|k ≤Cε3
(
log
2
ε
)
〈t+ r〉−2 ≤ Cε2−δ〈t+ r〉−2〈t− r〉−1.(4.44)
Similarly, if we write
I2 =− 2εχ′(εt)
(
(∂tη)(w − εu0) + (∂tη)εu0
+ η(∂tw − ε∂tu0)− (1− η)ε∂tu0
)
,
then it follows from (4.17), (4.18), (4.34), (4.36), (4.42), and (4.43) that
|I2|k ≤Cε2
(
log
2
ε
)
〈t + r〉−2〈t− r〉−1(4.45)
≤Cε2−δ〈t+ r〉−2〈t− r〉−1.
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By (4.44), (4.45), and (4.39) we get
|I1 + I2|k ≤Cε1+λ〈t+ r〉−3+λ+δ〈t− r〉−1(4.46)
≤Cε1+λ〈t+ r〉−2+λ−µ〈t− r〉−1+µ,
since µ+ δ < 1. Moreover, integrating the first line of (4.46), we get∥∥|I1 + I2|k∥∥L2 ≤Cε1+λ〈t〉−2+λ+δ ≤ Cε1+λ〈t〉−(3/2)+λ.(4.47)
We further decompose I3 as
(4.48) I3 =
(
1− χε(t)
)
(I31 + I32 + I33 + I34),
where
I31 =− F (∂u1) + ηF (∂w), I32 = (η)w,
I33 =2
{
(∂tη)(∂tw)− (∇xη) · (∇xw)
}
, I34 = η
(
w − F (∂w)).
We start with the estimate for I31: If 0 ≤ εt ≤ 2, then similarly to (4.40)
we get
|(1− χε)I31|k ≤ Cε1+λ〈t+ r〉−3+λ〈t− r〉−2,
by (4.16) and (4.29). If r ≤ 3t/4, then we have 〈t− r〉−1 ≤ C〈t + r〉−1,
and we get
|(1− χε)I31|k ≤ Cε2〈t+ r〉−4.
Since η = 1 and u1 = w when εt ≥ 2 and r ≥ 3t/4, we get I31 = 0.
Summing up, we have proved
(4.49) |(1− χε)I31|k ≤ Cε1+λ〈t + r〉−3+λ〈t− r〉−2 + Cε2〈t+ r〉−4.
Before we proceed further, we note that
(4.50) 1 ≤ ε−1/2 ≤ t/2 ≤ r ≤ t+R in supp(I3 − (1− χε)I31).
From (4.15) and (4.34) (with m = 2) we get
(4.51) |(1− χε)I32|k ≤ Cε〈t+ r〉−3.
Using (4.34) (with m = 1) and (4.35), from (4.16) we get
(4.52) |(1− χε)I33|k ≤ Cε〈t+ r〉−3.
We are going to estimate I34 by writing
w − F (∂w) =
(
w +
2ε2
tr
∂˜τ∂sp
)
−
(
2ε2
tr
∂˜τ∂sp+
ε2
r2
G(ω)
(
∂˜sp
)2)
+
(
ε2
r2
G(ω)
(
∂˜sp
)2 − F (∂w)) .
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We assume that (t, x) ∈ supp(1−χε)I34 in the following estimates (4.53)–
(4.59), so that t and r are equivalent to 〈t + r〉 (see (4.50)). Recalling
(4.14), (4.12), and (4.13), we get
w =εr−1
(
(∂2t − ∂2r )p˜− r−2∆ωp˜
)
(4.53)
=− 2ε
2
tr
∂˜τ∂sp+
ε2
t2r
(ε∂˜2τp− ∂˜τp)−
ε
r3
∆˜θp,
where ∆ω =
∑
1≤j<k≤3O
2
jk, and ∆θ =
∑
1≤j<k≤3 o
2
jk. Hence (4.8) yields
(4.54)
∣∣∣∣w + 2ε2tr ∂˜τ∂sp
∣∣∣∣
k
≤ Cε〈t+ r〉−3.
Using (4.12) and (4.13) for ϕ = ∂sp, from (4.8) and (4.9) (with N = 1)
we get
(4.55) |∂˜sp(t, x)|k ≤ C〈t− r〉−1.
By (4.1), (4.5), and (4.55), we obtain∣∣∣∣2ε2tr ∂˜τ∂sp+ ε2r2G(ω)(∂˜sp)2
∣∣∣∣
k
=
∣∣∣∣(t− r)ε2tr2 G(ω)(∂˜sp)2
∣∣∣∣
k
(4.56)
≤Cε2〈t + r〉−3〈t− r〉−1.
It follows from (4.8), (4.12), and (4.13) that
(4.57)
3∑
a=0
|εr−1ωa∂˜sp− ∂aw|k ≤ Cε〈t+ r〉−2,
where ω0 = −1. If we put
Qa,b = (εr
−1ωa∂˜sp)(εr
−1ωb∂˜sp)− (∂aw)(∂bw),
then, by (4.55) and (4.57), we obtain
(4.58) |Qa,b|k ≤ Cε2〈t+ r〉−3〈t− r〉−1,
which immediately leads to∣∣∣∣ε2r2G(ω)(∂˜sp)2 − F (∂w)
∣∣∣∣
k
=
∣∣∣∣∣∑
a,b
ga,bQa,b
∣∣∣∣∣
k
(4.59)
≤Cε2〈t+ r〉−3〈t− r〉−1.
Now (4.54), (4.56), and (4.59) lead to
(4.60) |(1− χε)I34|k ≤ Cε〈t+ r〉−3.
From (4.49), (4.51), (4.52), and (4.60), we obtain
|I3|k ≤ Cε〈t+ r〉−3 + Cε1+λ〈t+ r〉−3+λ〈t− r〉−2.(4.61)
Since εt ≥ 1 in supp I3, we have
(4.62) ε ≥ t−1 ≥ 〈t+ r〉−1 for (t, x) ∈ supp I3.
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If we use (4.62) to rewrite the first term on the right-hand side of (4.61),
then we get
|I3|k ≤ Cε1+λ〈t+ r〉−3+λ,(4.63)
which yields
|I3|k ≤ Cε1+λ〈t+ r〉−2+λ−µ〈t− r〉−1+µ(4.64)
and ∥∥|I3|k∥∥L2 ≤Cε1+λ(∫ ∞
0
〈t+ r〉−6+2λr2dr
)1/2
(4.65)
≤Cε1+λ(1 + t)−(3/2)+λ.
Finally (4.30) follows from (4.40), (4.46), and (4.64). We also obtain
(4.31) from (4.41), (4.47), and (4.65). This completes the proof. 
5. Proof of Theorem 1.1
Let ~f ∈ (C∞0 (Ω))2. Then we have (3.3) for some R > 1. By the
local existence theorem (see, e.g., [19]) there exists a smooth solution u
to (1.1)–(1.3) for some T > 0. We write Tε for its lifespan. Let u0 be
the solution to (1.6)–(1.8), and let u1 be defined by (4.25). Suppose that
0 < ε ≤ 1/2. Since we have assumed O ⊂ B1(0), taking the support
of (1 − χε)η into account, we have u1(t, x) = 0 for (t, x) ∈ [0, Tε) × ∂Ω.
By the definition, we also have u1(t, x) = εu0(t, x) for 0 ≤ t ≤ ε−1 and
x ∈ Ω. Therefore, setting
u2(t, x) = u(t, x)− u1(t, x),
we find
u2 = H(u1, u2)−E(u1) in [0, Tε)× Ω,(5.1)
u2(t, x) = 0 for (t, x) ∈ [0, Tε)× ∂Ω,(5.2)
u2(0, x) = ∂tu2(0, x) = 0 for x ∈ Ω,(5.3)
where E(u1) is defined by (4.27), and H(u1, u2) is given by
H(u1, u2) = F (∂u1 + ∂u2)− F (∂u1).
For any non-negative integer k, there exists a constant Ck such that
(5.4) sup
x∈Ω
|u2(0, x)|k ≤ Ckε2,
because u2 = F (∂u) for 0 ≤ t ≤ ε−1, and u2(0, x) = ∂tu2(0, x) = 0.
Note that we have u2(t, x) = 0 for |x| ≥ t +R.
First of all, we show that Theorem 1.1 is a consequence of the following
lemma.
LIFESPAN FOR NONLINEAR WAVE EQUATIONS 17
Lemma 5.1. Let K be a fixed integer with K ≥ 19. Then for τ0 ∈ (0, τ∗)
there exists a pair of positive numbers (M, ε0) =
(
M(K, τ0), ε0(K, τ0)
)
such that the following assertion is valid: If 0 < ε ≤ ε0, 0 < T <
min{Tε, exp(τ0/ε)}, and
sup
(t,x)∈[0,T ]×Ω
〈x〉〈t− |x|〉|∂u2(t, x)|K ≤Mε,(5.5)
then we have
sup
(t,x)∈[0,T ]×Ω
〈x〉〈t− |x|〉|∂u2(t, x)|K ≤ Mε
2
.(5.6)
Proof of Theorem 1.1. We fix τ0 ∈ (0, τ∗) and an integer K ≥ 19. We
define
AK(T ) = sup
(t,x)∈[0,T ]×Ω
〈x〉〈t− |x|〉|∂u2(t, x)|K
for 0 ≤ T < Tε. Note that the boundedness of AK implies that of |∂u|K ,
because we have the estimate (4.29) for |∂u1|K . Taking the support of
u2 into account, from (5.4) we get
AK(0) = sup
x∈Ω
〈x〉2|(∂u2)(0, x)|K ≤ C0ε2
with a positive number C0.
Suppose that
0 < ε < min{ε0,M/(2C0)},
where M = M(K, τ0) and ε0 = ε0(K, τ0) are from Lemma 5.1. Then we
have AK(0) ≤Mε/2, and by the continuity of AK there exists a positive
number T 0 such that AK(T
0) ≤ Mε. We define
T ∗ε = sup{T ∈ [0, Tε) ; AK(T ) ≤Mε}.
Note that we have T ∗ε ≥ T 0 > 0. Now we suppose that
(5.7) Tε < exp(τ0/ε).
Then we get T ∗ε < Tε, because otherwise we have AK(T ) ≤ Mε for any
T ∈ [0, Tε), which implies supt∈[0,Tε) |∂u(t, x)|K <∞, and we can extend
the solution beyond Tε by the local existence theorem. Therefore, by
the continuity of AK , we have AK(T
∗
ε ) = Mε; however, since 0 < T
∗
ε <
Tε = min{Tε, exp(τ0/ε)}, we can apply Lemma 5.1 to obtain AK(T ∗ε ) ≤
Mε/2 < Mε. This is a contradiction. Thus we conclude that (5.7) is
false, and we have Tε ≥ exp(τ0/ε) for sufficiently small ε. Therefore we
get
lim inf
ε→+0
ε log Tε ≥ τ0.
Since τ0 ∈ (0, τ∗) is arbitrary, we obtain Theorem 1.1. 
The rest of this section is devoted to the proof Lemma 5.1.
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Proof of Lemma 5.1. We fix τ0 ∈ (0, τ∗) and an integer K ≥ 19. Let
0 < T < min{Tε, exp(τ0/ε)} and assume that (5.5) holds for someM > 1
and ε > 0.
In the arguments below, we always suppose thatM is sufficiently large,
while ε is small enough to satisfyMε≪ 1. C∗ stands for various positive
constants which depend on M , τ0, and K, but are independent of T and
ε. Other positive constants, mostly denoted by C, may depend on τ0 and
K, but are independent of M , T , and ε, unless otherwise stated.
5.1. Estimates of the energy. We fix 1/4 < γ < 1/2. In this subsec-
tion, we will prove that
(5.8) sup
t∈[0,T ]
∑
|α|≤2K
‖∂α∂u2(t) :L2(Ω)‖ ≤ C∗ε1+γ
holds for sufficiently small ε, where ∂ = (∂t,∇x), and α is a multi-index.
For 0 ≤ m ≤ 2K, we define
zm(t) =
(
2K−m∑
p=0
‖∂pt ∂u2(t) :Hm(Ω)‖2
)1/2
.
Then (5.8) follows from
(5.9) zm(t) ≤ C∗ε1+γ for t ∈ [0, T ] and 0 ≤ m ≤ 2K.
First we evaluate z0(t). Let 0 ≤ p ≤ 2K. Observe that H(u1, u2)
consists of such terms as (∂aui)(∂buj), where a, b = 0, 1, 2, 3 and i, j = 1, 2
with (i, j) 6= (1, 1). Hence (5.5) and (4.29) with k = 2K yield
|∂ptH(u1, u2)(t, x)| ≤C (|∂u1(t, x)|2K + |∂u2(t, x)|K)
2K∑
q=0
|∂qt ∂u2(t, x)|
≤CMε(1 + t)−1
2K∑
q=0
|∂qt ∂u2(t, x)|
for (t, x) ∈ [0, T ]× Ω. Therefore there exists a positive constant C such
that
(5.10) ‖∂ptH(u1, u2)(t) :L2(Ω)‖ ≤ CMε(1 + t)−1z0(t).
By (4.31) with λ = γ, there exists a positive constant C such that
‖∂ptE(u1)(t) :L2(Ω)‖ ≤ Cε1+γ(1 + t)−(3/2)+γ .(5.11)
Since (5.2) gives ∂p+1t u2(t, x) = 0 for (t, x) ∈ [0, T ]× ∂Ω, it follows from
(5.10), (5.11), and the energy inequality for the wave equation that
z0(t) ≤ z0(0) +
∫ t
0
(
C0Mε(1 + s)
−1z0(s) + C
′ε1+γ(1 + s)−(3/2)+γ
)
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with appropriate positive constants C0 and C
′. The Gronwall lemma
yields
z0(t) ≤
(
z0(0) + C
′ 2ε
1+γ
1− 2γ + 2C0Mε
)
(1 + t)C0Mε.
Since z0(0) ≤ Cε2 and ε log(1 + T ) < C(1 + τ0), we obtain
(5.12) z0(t) ≤ Cε1+γeCM(1+τ0) ≤ C∗ε1+γ,
and (5.9) for m = 0 is proved.
Next suppose m ≥ 1. Then, from the definition of zm, we have
zm(t) ≤C
2K−m∑
p=0
(
‖∂pt ∂u2(t) :L2(Ω)‖+
∑
1≤|α|≤m
‖∂pt ∂αx ∂tu2(t) :L2(Ω)‖
+
∑
1≤|α|≤m
‖∂pt ∂αx∇xu2(t) :L2(Ω)‖
)
≤C(z0(t) + zm−1(t) + 2K−m∑
p=0
∑
2≤|α|≤m+1
‖∂pt ∂αxu2(t) :L2(Ω)‖
)
,
where we have used∑
1≤|α|≤m
‖∂pt ∂αx∂tu2(t) :L2(Ω)‖ ≤ C
∑
|α′|≤m−1
‖∂p+1t ∂α
′
x ∇xu2(t) :L2(Ω)‖.
For 2 ≤ |α| ≤ m+ 1, (3.10) yields
‖∂pt ∂αxu2(t) :L2(Ω)‖ ≤ C(‖∆x∂pt u2(t) :Hm−1(Ω)‖+ ‖∇x ∂pt u2(t) :L2(Ω)‖).
For 0 ≤ p ≤ 2K−m, we see that the second term on the right-hand side
in the above inequality is bounded by z0(t); using (5.1), the first term in
the above is estimated by
C(‖∂p+2t u2(t) :Hm−1(Ω)‖+ ‖∂pt (H(u1, u2)− E(u1))(t) :Hm−1(Ω)‖),
whose first and second terms are bounded by zm−1(t) and
CMε(1 + t)−1zm−1(t) + Cε
1+γ(1 + t)−(3/2)+γ
for 0 ≤ p ≤ 2K −m, respectively (cf. (5.10) and (5.11)). In conclusion,
we get
(5.13) zm(t) ≤ C
(
zm−1(t) + z0(t) + ε
1+γ
)
for m ≥ 1. Therefore, by (5.12) we obtain (5.9) by the inductive argu-
ment with respect to m.
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5.2. Estimates of the generalized energy. In this subsection we eval-
uate the L2(Ω)-norm of the generalized derivative ∂Zαu2 for |α| ≤ 2K−1.
The difficulty here is that ∂tZ
αu2 does not necessarily vanish on the
boundary ∂Ω.
Here we introduce notation: For a non-negative integer m, we define
‖∂u2(t)‖m =
∑
|α|≤m
3∑
a=0
‖(Zα∂au2)(t) :L2(Ω)‖2
1/2 ,
|||u2(t)|||m =
∑
|α|≤m
3∑
a=0
‖(∂aZαu2)(t) :L2(Ω)‖2
1/2 .
Note that we have
(5.14) C−1m ‖∂u2(t)‖m ≤ |||u2(t)|||m ≤ Cm‖∂u2(t)‖m,
where Cm is a positive constant depending only on m.
Let α be a multi-index satisfying 0 ≤ |α| ≤ 2K − 1. It follows from
(5.1) that
1
2
d
dt
∫
Ω
(|∂tZαu2|2 + |∇x Zαu2|2) dx(5.15)
=
∫
Ω
(
Zα
(
H(u1, u2)− E(u1)
))
(∂tZ
αu2) dx
+
∫
∂Ω
(ν · ∇x Zαu2) (∂tZαu2) dS,
where ν = ν(x) is the unit outer normal vector at x ∈ ∂Ω, and dS is the
area element on ∂Ω. Similarly to (5.10) and (5.11), we obtain
‖Zα(H(u1, u2)− E(u1))(t) :L2(Ω)‖(5.16)
≤ CMε(1 + t)−1‖∂u2(t)‖m + Cε1+γ(1 + t)−(3/2)+γ
for |α| ≤ m ≤ 2K − 1. From (5.15) and (5.16), there exist two positive
constants C1 and C2 such that
d
dt
|||u2(t)|||2m ≤C1Mε(1 + t)−1|||u2(t)|||2m(5.17)
+ C2ε
1+γ(1 + t)−(3/2)+γ |||u2(t)|||m + C2Jm(t)
for m ≤ 2K − 1, where
Jm(t) =
∫
∂Ω
|∂u2(t, x)|2mdS.
Since we have ∂Ω ⊂ B1(0), we get
|Zα∂u2(t, x)| ≤ C
∑
|β|≤|α|
|∂β∂u2(t, x)|
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for (t, x) ∈ [0, T ] × ∂Ω. Therefore, by the trace theorem and (5.8) we
obtain
(5.18) J2K−1(t) ≤ C
∑
|β|≤2K
‖∂β∂u2(t) :L2(Ω ∩B2(0))‖2 ≤ C∗ε2+2γ.
By Young’s inequality, there exists a positive constant C ′ such that
C2ε
1+γ(1 + t)−(3/2)+γ |||u2(t)|||m(5.19)
≤ 1
8
(1 + t)−1|||u2(t)|||2m + C ′ε2+2γ(1 + t)−2+2γ
for m ≤ 2K − 1. We suppose that ε is small enough to satisfy C1Mε ≤
1/4. Then it follows from (5.17), (5.18), and (5.19) that
d
dt
|||u2(t)|||22K−1 ≤
1
2
(1 + t)−1|||u2(t)|||22K−1
+ C ′ε2+2γ(1 + t)−2+2γ + C∗ε2+2γ ,
from which we obtain
(1 + t)−1/2|||u2(t)|||22K−1 ≤ |||u2(0)|||22K−1 + C∗ε2+2γ(1 + t)1/2.
Therefore we get
(5.20) |||u2(t)|||2K−1 ≤ C∗ε1+γ(1 + t)1/2 for t ∈ [0, T ].
Now we are going to estimate J2K−7(t) to obtain a better estimate for
|||u2(t)|||2K−7. This time we employ the pointwise estimate to get a bound
of J2K−7(t): In the following, we set r = |x|. We define
W−(t, r) = min{〈r〉, 〈t− r〉}.
Note that
〈r〉−1〈t− r〉−1 ≤ C〈t+ r〉−1W−1− (t, r).
In view of (5.14), by (3.11) and (5.20) we have
〈r〉|∂u2(t, x)|2K−3 ≤ C∗ε1+γ(1 + t)1/2.(5.21)
It follows from (4.29), (5.5), and (5.21) that
|H(u1, u2)(t, x)|2K−3 ≤ C∗ε2+γ(1 + t)1/2〈r〉−1〈t+ r〉−1W−1− (t, r).
Thus we find
(5.22) ‖H(u1, u2)(t) :N2K−3(W1,1)‖ ≤ C∗ε2+γ(1 + t)1/2.
We fix 0 < µ≪ 1. Recalling (4.26), from (4.30) with λ = γ we get
|E(u1)(t, x)|2K−3 ≤Cε1+γ〈t + r〉−2+γ−µ〈t− r〉−1+µ
≤Cε1+γ(1 + t)γ〈r〉−1〈t + r〉−1−µ〈t− r〉−1+µ
for (t, x) ∈ suppE(u1), which yields
‖E(u1)(t) :N2K−3(W1+µ,1−µ)‖ ≤ Cε1+γ(1 + t)γ.(5.23)
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Applying (3.9) with h1 = H(u1, u2), h2 = −E(u1), ρ = 1, µ1 = 0 and
µ2 = µ(> 0), we obtain
〈x〉〈t− |x|〉|∂u2(t, x)|2K−7(5.24)
≤ Cε2 + C∗ε2+γ(1 + t)1/2 log(2 + t) + Cε1+γ(1 + t)γ.
Since ε log(2 + t) ≤ C(1 + τ0) and γ < 1/2, we obtain
|∂u2(t, x)|2K−7 ≤C∗ε1+γ(1 + t)−1/2(5.25)
for (t, x) ∈ [0, T ]× Ω. Since ∂Ω is bounded, from (5.25) we get
J2K−7(t) ≤C‖|∂u2(t)|2K−7 :L∞(∂Ω)‖2 ≤ C∗ε2+2γ(1 + t)−1.(5.26)
Now suppose that ε is small enough to satisfy C1Mε ≤ 1/8. Then it
follows from (5.17), (5.19), and (5.26) that
d
dt
|||u2(t)|||22K−7 ≤
1
4
(1 + t)−1|||u2(t)|||22K−7(5.27)
+ C ′ε2+2γ(1 + t)−2+2γ + C∗ε2+2γ(1 + t)−1.
From (5.27) we obtain
(1 + t)−1/4|||u2(t)|||22K−7 ≤ |||u2(0)|||22K−7 + C∗ε2+2γ,
which leads to
(5.28) |||u2(t)|||2K−7 ≤ C∗ε1+γ(1 + t)1/8.
We repeat the above procedure once again to estimate J2K−13(t), with
replacing (5.20) by (5.28): By (3.11) and (5.28), we get
(5.29) 〈r〉|∂u2(t, x)|2K−9 ≤ C∗ε1+γ(1 + t)1/8,
which yields
(5.30) ‖H(u1, u2)(t) :N2K−9(W1,1)‖ ≤ C∗ε2+γ(1 + t)1/8,
similarly to (5.22). Applying (3.9), it follows from (5.23) and (5.30) that
〈x〉〈t− |x|〉|∂u2(t, x)|2K−13
≤ Cε2 + C∗ε2+γ(1 + t)1/8 log(2 + t) + Cε1+γ(1 + t)γ .
Since we have (1 + t)1/8 log(2 + t) ≤ C(1 + t)γ for γ > 1/4, we obtain
|∂u2(t, x)|2K−13 ≤C∗ε1+γ(1 + t)−1+γ ,(5.31)
which leads to
(5.32) J2K−13(t) ≤ C∗ε2+2γ(1 + t)−2+2γ .
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By (5.17) and (5.32), we obtain
d
dt
|||u2(t)|||22K−13 ≤C1Mε(1 + t)−1|||u2(t)|||22K−13(5.33)
+ C2ε
1+γ(1 + t)−(3/2)+γ |||u2(t)|||2K−13
+ C∗ε2+2γ(1 + t)−2+2γ .
We put Iε(t) =
√
ε2+2γ + |||u2(t)|||22K−13. Then, for ε > 0, we have
d
dt
Iε(t) = (2Iε(t))
−1 d
dt
(Iε(t))
2 = (2Iε(t))
−1 d
dt
|||u2(t)|||22K−13.
Hence (5.33) yields
d
dt
Iε(t) ≤C1
2
Mε(1 + t)−1Iε(t)(5.34)
+
C2
2
ε1+γ(1 + t)−(3/2)+γ +
C∗
2
ε1+γ(1 + t)−2+2γ ,
where we have used |||u2(t)|||2K−13 ≤ Iε(t) to obtain the first and second
terms on the right-hand side of (5.34), while ε1+γ ≤ Iε(t) has been used
to obtain the third term. Since −2 + 2γ < −(3/2) + γ, by (5.34) we get
(5.35) (1 + t)−C
′
1
MεIε(t) ≤ Iε(0) + C∗ε1+γ
∫ t
0
(1 + s)−C
′
1
Mε−(3/2)+γds,
where C ′1 = C1/2. It is easy to see that
(5.36) Iε(0) ≤
√
ε2+2γ + |||u2(0)|||22K−13 ≤
√
ε2+2γ + Cε4 ≤ Cε1+γ.
A direct calculation yields
(5.37)
∫ t
0
(1 + s)−C
′
1
Mε−(3/2)+γds ≤ 2
1− 2γ .
Since we have (1 + t)C
′
1
Mε ≤ CeCM(1+τ0), from (5.35), (5.36), and (5.37)
we obtain
(5.38) |||u2(t)|||2K−13 ≤ Iε(t) ≤ C∗ε1+γ.
5.3. Pointwise estimates. We see from (3.11) and (5.38) that
〈r〉|∂u2(t, x)|2K−15 ≤ C∗ε1+γ.(5.39)
It follows from (4.29), (5.5), and (5.39) that
|ZαH(u1, u2)(t, x)| ≤ C∗ε2+γ〈r〉−1〈t+ r〉−1W−1− (t, r)
for |α| ≤ 2K − 15, which leads to
(5.40) ‖H(u1, u2)(t) :N2K−15(W1,1)‖ ≤ C∗ε2+γ .
From (4.30) with λ = 0, we obtain
|E(u1)(t, x)|2K−15 ≤ Cε〈t+ r〉−2−µ〈t− r〉−1+µ,
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which yields
(5.41) ‖E(u1)(t) :N2K−15(W1+µ,1−µ)‖ ≤ C3ε
for 0 < µ ≪ 1, where C3 is a positive constant independent of M ; this
independence is quite important in the following arguments.
Applying (3.9) with h1 = H(u1, u2), h2 = −E(u1), µ1 = 0 and µ2 =
µ > 0, from (5.40) and (5.41) we obtain
(5.42) 〈x〉〈t− |x|〉|∂u2(t, x)|2K−19 ≤ C4(ε2 + C3ε) + C∗ε2+γ log(2 + t)
for (t, x) ∈ [0, T ]×Ω, where C4 is a positive constant independent of M .
Since K ≤ 2K − 19, and ε log(2 + t) ≤ C(1 + τ0), (5.42) yields
(5.43) 〈x〉〈t− |x|〉|∂u2(t, x)|K ≤ C4(C3 + ε)ε+ C∗ε1+γ.
Finally, suppose that M ≥ 4C4(C3 + 1), and that a positive constant ε0
is small enough to satisfy C∗εγ0 ≤ M/4. Then (5.43) leads to
(5.44) 〈x〉〈t− |x|〉|∂u2(t, x)|K ≤ Mε
2
for 0 < ε ≤ ε0. This completes the proof of Lemma 5.1. 
Remark 5.2. For simplicity, we have posed the initial condition (1.3)
with ~f = (f0, f1) ∈
(
C∞0 (Ω)
)2
. We can generalize the initial condition
in the following way: Suppose that ~f is a smooth function vanishing for
large |x|, and that (~f, 0) satisfies the compatibility condition of infinite
order (see Remark 3.4). Let
(
~gε
)
ε∈[0,1]
be a family of C∞ functions on Ω
satisfying the following properties:
• There exists R > 0 such that ~gε(x) = 0 for |x| ≥ R and ε ∈ [0, 1].
• For any k ∈ N, there exists a positive constant Ck such that
(5.45)
∑
|α|≤k
sup
x∈Ω
|∂αx (~gε − ~f )(x)| ≤ Ckε
for all ε ∈ [0, 1]. Thus especially we have ~g0 = ~f .
• For each ε ∈ (0, 1], (ε~gε, F (∂u)) satisfies the nonlinear version of
compatibility condition of infinite order, that is to say, (∂jt u)(0, x)
vanishes for x ∈ ∂Ω for any non-negative integer j, where (∂jt u)(0, x)
is formally determined by the nonlinear equation (1.1) and the
initial condition
(5.46)
(
u(0, x), ∂tu(0, x)
)
= ε~gε(x), x ∈ Ω.
Then for the lifespan Tε of the solution u to the problem (1.1), (1.2),
and (5.46), we can show that (1.12) holds true. Indeed, keeping the
definitions of u1 and u2 unchanged, we only have to replace (5.3) with(
u2(0, x), ∂tu2(0, x)
)
= ε(~gε − ~f )(x).
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Then, since we still have (5.4) by (5.45), it is easy to modify the proof of
Theorem 1.1.
6. Proof of Theorem 1.2
Throughout this section we assume
Ω = {x ∈ R3 ; |x| > 1}.
We also suppose that ~f = (f0, f1) ∈
(
C∞0 (Ω)
)2
, and that it is radially
symmetric, i.e., fi(x) = f
∗
i (|x|) for x ∈ Ω with some functions f ∗i = f ∗i (r)
for i = 0, 1. Note that we may regard f ∗i as a C
∞-function on [1,∞) by
putting f ∗i (1) = 0.
We start this section with the explicit representation of the radially
symmetric solution u to the Dirichlet problem
(6.1)

u(t, x) = h(t, x) for (t, x) ∈ [0,∞)× Ω,
u(t, x) = 0 for (t, x) ∈ [0,∞)× ∂Ω,
u(0, x) = f0(x), (∂tu)(0, x) = f1(x) for x ∈ Ω.
Suppose that h is smooth. Assume that (0, h) satisfies the compatibility
condition of infinite order (see Remark 3.4), and h(t, x) = h∗(t, |x|) with
some function h∗ = h∗(t, r). Then the solution u to (6.1) also is radially
symmetric in x-variable, and we can write u(t, x) = u∗(t, |x|) with some
function u∗ = u∗(t, r). For i = 0, 1, and r ∈ R, we define
fˇ ∗i (r) =
{
rf ∗i (r) if r > 1,
−(2− r)f ∗i (2− r) if r ≤ 1.
Similarly we define
hˇ∗(t, r) =
{
rh∗(t, r) if r > 1,
−(2− r)h∗(t, 2− r) if r ≤ 1.
for t ∈ [0, T ). Then we have the following expression for the solution u:
ru∗(t, r) =
fˇ ∗0 (r − t) + fˇ ∗0 (r + t)
2
+
1
2
∫ r+t
r−t
fˇ ∗1 (ρ)dρ(6.2)
+
1
2
∫ t
0
(∫ r+(t−σ)
r−(t−σ)
hˇ∗(σ, ρ)dρ
)
dσ
for t ≥ 0 and r ≥ 1.
Let u0 be the solution to (6.1) with h ≡ 0. Then (6.2) implies that F+
defined by (1.9) is given by
F+(s, ω) =1
2
(
d
ds
fˇ ∗0 (s)− fˇ ∗1 (s)
)
.(6.3)
26 S. KATAYAMA AND H. KUBO
Now we start the proof of Theorem 1.2. We just look at the region
where the effect of the boundary does not appear at all. Hence the
arguments go like the case of the Cauchy problem.
Proof of Theorem 1.2. Let F = c(∂tu)
2 with c 6= 0, and let u be the
solution to (1.1)–(1.3), whose lifespan is Tε. Without loss of generality,
we may assume c > 0. Indeed we only have to replace u with −u in the
following arguments when c < 0.
Assume that f0 = 0, f1 ∈ C∞0 (Ω), and f1(x) = f ∗1 (|x|) for |x| > 1.
Suppose that f ∗1 (r) ≥ 0 for r > 1, and f ∗1 6≡ 0. Then τ∗ given by (1.11) is
(6.4) τ∗ =
(
sup
{
cfˇ ∗1 (s)
4
; s ∈ R
})−1
because of (6.3). Observing that fˇ ∗1 (s) = sf
∗
1 (s) ≥ 0 for s > 1, and
fˇ ∗1 (s) = −(2 − s)f ∗1 (2− s) ≤ 0 for s ≤ 1, we find
(6.5) τ∗ =
(
sup
{
csf ∗1 (s)
4
; s ≥ 1
})−1
.
Since one can show that u is radially symmetric in x, we can write
u(t, x) = u∗(t, |x|). Then (6.2) leads to
r∂tu
∗(t, r) =ε
(r + t)f ∗1 (r + t) + (r − t)f ∗1 (r − t)
2
(6.6)
+
c
2
∫ t
0
(r + t− σ)(∂tu∗)2(σ, r + t− σ)dσ
+
c
2
∫ t
0
(r − t+ σ)(∂tu∗)2(σ, r − t+ σ)dσ
for r− t ≥ 1. We put U(t, s) = (t+ s)(∂tu∗)(t, t+ s) for t ≥ 0 and s ≥ 1.
Then, by putting r − t = s in (6.6), we get
(6.7) U(t, s) ≥ 1
2
εsf ∗1 (s) +
c
2
∫ t
0
(σ + s)−1U2(σ, s)dσ =: V (t, s)
for t ≥ 0 and s ≥ 1. From this we obtain
(6.8)
∂
∂t
V (t, s) =
c
2
(t+ s)−1U2(t, s) ≥ c
2
(t+ s)−1V 2(t, s).
Finally we reach at
V (t, s) ≥ 2V (0, s)
2− cV (0, s) log((t+ s)/s) ,
which immediately implies
(6.9) U(t, s) ≥ 2εsf
∗
1 (s)
4− εcsf ∗1 (s) log
(
(t+ s)/s
) .
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The right-hand side of (6.9) blows up to infinity as
t→ s exp
(
4
csf ∗1 (s)
ε−1
)
− s,
unless f ∗1 (s) = 0. Suppose that f
∗
1 (r) = 0 for r ≥ R. Then, recalling
(6.5), we obtain
Tε ≤ inf
s≥1;f∗
1
(s)6=0
{
s exp
(
4
csf ∗1 (s)
ε−1
)
− s
}
≤R inf
s≥1;f∗
1
(s)6=0
exp
(
4
csf ∗1 (s)
ε−1
)
= R exp(τ∗ε
−1),
which yields (1.13) immediately. This completes the proof. 
Appendix: Proof of (3.9)
We denote the solution u to the mixed problem (3.8) by S[(~f, h)].
We set K[~f ] = S[(~f, 0)], and L[h] = S
[(
(0, 0), h
)]
. Similarly, for a
function ~f 0 = (f 00 , f
0
1 ) on R
3 and a function h0 on [0,∞)×R3, S0[( ~f 0, h0)]
denotes the solution u0 to the Cauchy problem u0 = h0 in (0,∞)× R3
with initial data (u0, ∂tu
0) = ~f 0
(
= (f 00 , f
0
1 )
)
at t = 0. We also define
K0[ ~f 0] = S0[( ~f 0, 0)], and L0[h
0] = S0
[(
(0, 0), h0
)]
.
Now we start the proof of (3.9). Let ~f and h(= h1 + h2) be as in
Proposition 3.3. Following [11], we use the cut-off method to prove (3.9)
(see also [19]): For m > 0, let ψm = ψm(x) be a radially symmetric
function satisfying ψm(x) = 0 for |x| ≤ m, and ψm(x) = 1 for |x| ≥ m+1;
then we get
(A.1) S[Ξ](t, x) = ψ1(x)S0[ψ2Ξ](t, x) +
4∑
i=1
Si[Ξ](t, x)
for Ξ = (~f, h), where
S1[Ξ](t, x) =
(
1− ψ2(x)
)
L
[
[ψ1,−∆x]S0[ψ2Ξ]
]
(t, x),(A.2)
S2[Ξ](t, x) =− L0
[
[ψ2,−∆x]L
[
[ψ1,−∆x]S0[ψ2Ξ]
]]
(t, x),(A.3)
S3[Ξ](t, x) =
(
1− ψ3(x)
)
S[(1− ψ2)Ξ](t, x),(A.4)
S4[Ξ](t, x) =− L0
[
[ψ3,−∆x]S[(1− ψ2)Ξ]
]
(t, x).(A.5)
Here we have regarded Ξ(t, x) as 0 if x 6∈ Ω.
Observe that we have supp(1−ψm) ⊂ {|x| ≤ m+1} and supp ∂aψm ⊂
{m ≤ |x| ≤ m+ 1}.
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We put ζ0 = S0[ψ2Ξ]. Then taking the support of ∂aψ1 into account,
we get
〈x〉〈t− |x|〉ρ ∣∣∂a(ψ1ζ0)∣∣k ≤C〈x〉〈t− |x|〉ρ|∂aζ0|k(A.6)
+ C|∂aψ1(x)|k〈t〉ρ
∑
|β|≤k
|∂βζ0|.
To estimate the right-hand side of (A.6), we use the estimates for the
Cauchy problem of the wave equation in [0,∞)×R3. First we introduce
some notation: For ν ∈ R, we set
(A.7) Φν(t, x) =

〈t+ |x|〉ν if ν < 0,{
log
(
2 +
〈t+ |x|〉
〈t− |x|〉
)}−1
if ν = 0,
〈t− |x|〉ν if ν > 0.
For ρ > 0 and a non-negative integer k, we define
(A.8) Bρ,k[ ~f 0] = sup
x∈R3
〈x〉ρ(|f 00 (x)|k + |∇xf 00 (x)|k + |f 01 (x)|k)
(cf. (2.6)). We also define
(A.9) ‖h0(t) :Mk(W)‖ = sup
(s,t)∈[0,t]×R3
〈x〉W(s, x)|h0(s, x)|k
for any non-negative function W (cf. (2.5)). Recall the definitions (2.3)
and (2.4) for Ψν and Wν,κ.
Lemma A.1. Let ρ > 0 and µ ≥ 0. Let k be a non-negative integer.
Then we have
〈t+ |x|〉Φρ−1(t, x)|K0[ ~f 0](t, x)|k ≤ CBρ+1,k[ ~f 0],(A.10)
〈t+ |x|〉Φρ−1(t, x)|L0[h0](t, x)|k(A.11)
≤ CΨµ(t)‖h0(t) :Mk(Wρ+µ,1−µ)‖.
Moreover, if ρ ≥ 1, then we have
(A.12) 〈x〉〈t−|x|〉ρ|(∂L0[h0])(t, x)|k ≤ CΨµ(t)‖h0(t) :Mk+1(Wρ+µ,1−µ)‖.
(A.10), (A.11) for µ > 0, and (A.12) are essentially due to [3, Propo-
sition 1.1], [15, Theorem 3.4], and [20, Proposition 3.1 (iii)], respectively
(see also [11, Lemmas 3.2, 3.3, 3.4]). (A.11) for ρ = 1 and µ = 0 (which
is the only case that we actually need in this paper) is proved in [10,
Lemma 2.6]. (A.11) for the case where ρ > 1 and µ = 0 can be proved
similarly.
Note that for R > 0 and ρ > 0 there exists a positive constant C such
that
(A.13) C−1〈t〉ρ ≤ 〈t+ |x|〉Φρ−1(t, x) ≤ C〈t〉ρ for t ≥ 0 and |x| ≤ R,
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and
(A.14) C−1〈t〉ρ ≤ 〈x〉〈t− |x|〉ρ ≤ C〈t〉ρ for t ≥ 0 and |x| ≤ R.
We assume ρ ≥ 1. Writing ζ0 = K0[ψ2 ~f ] + L0[ψ2h1] + L0[ψ2h2], from
Lemma A.1, (A.6), and (A.13) we get
(A.15) 〈x〉〈t− |x|〉ρ ∣∣∂a(ψ1ζ0)(t, x)∣∣k ≤ CCρ,µ1,µ2,k+1(t),
where
Cρ,µ1,µ2,k(t) = Aρ+2,k[~f ] + C
2∑
j=1
Ψµj (t)‖hj(t) :Nk(Wρ+µj ,1−µj )‖.
Similarly we have
(A.16) 〈t+ |x|〉Φρ−1(t, x) |ζ0(t, x)|k ≤ CCρ,µ1,µ2,k(t).
To estimate Si for 1 ≤ i ≤ 4, we use [11, Lemma 4.1], whose first part
essentially follows from the local energy decay: Since the obstacle O is
assumed to be non-trapping, it is “admissible” in the sense of Definition
1.2 in [11] for ℓ = 0 and any γ0 > 0 (for the proof, see [11, Appendix
B]). Therefore, (i) and (ii) of Lemma 4.1 in [11] with c = 1 lead to the
following:
Lemma A.2. Let M > 1, and ρ > 0. We define ΩR = Ω ∩ BR(0) for
R > 1.
(1) Let χ be a smooth radially symmetric function satisfying suppχ ⊂
BM(0). For Ξ = (~f, h) satisfying the compatibility condition and vanish-
ing for |x| ≥ R(> 1), we have
〈t〉ρ|χS[Ξ](t, x)|k ≤CAρ+1,k+1[~f ](A.17)
+ C
∑
|β|≤k+1
sup
(s,x)∈[0,t]×ΩR
〈s〉ρ|∂βh(s, x)|.
(2) If supp ~f 0∪supp h0(t, ·) ⊂ BR(0) \B1(0) for any t ∈ [0, T ) with some
R > 1, then we have
〈x〉〈t− |x|〉ρ|(∂S0[( ~f 0, h0)])(t, x)|k(A.18)
≤ CAρ+2,k+1[ ~f 0] + C
∑
|β|≤k+1
sup
(s,x)∈[0,t]×ΩR
〈s〉ρ|∂βh0(s, x)|.
We are going to estimate S1. If we put ζ1 = L
[
[ψ1,−∆x]ζ0
]
, then we
have S1 = (1−ψ2)ζ1. If we recall (A.13) and (A.14), then it follows from
(A.17) (with χ = 1− ψ2, ~f ≡ 0, and h = [ψ1,−∆x]ζ0) and (A.16) that
(A.19) 〈x〉〈t− |x|〉ρ|S1(t, x)|k+1 ≤ CCρ,µ1,µ2,k+3(t).
We set ζ2 = [ψ2,−∆x]ζ1. Similarly to (A.19), from (A.17) we get
(A.20) 〈t〉ρ|ζ2(t, x)|k+1 ≤ CCρ,µ1,µ2,k+4(t).
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Observing that S2 = −L0[ζ2], from (A.20) and (A.18) we get
(A.21) 〈x〉〈t− |x|〉ρ|∂S2(t, x)|k ≤ CCρ,µ1,µ2,k+4(t).
Setting ζ3 = S[(1 − ψ2)Ξ], we have S3 = (1 − ψ3)ζ3. Since µi ≥ 0 for
i = 1, 2, we get
〈s〉ρ ≤ 〈x〉〈s+ |x|〉ρ+µiW−(s, |x|)1−µi = 〈x〉Wρ+µi,1−µi(s, x),
where W−(t, r) = min{〈r〉, 〈t− r〉}. Therefore (A.17) leads to
(A.22) 〈x〉〈t− |x|〉ρ|S3(t, x)|k+1 ≤ CCρ,µ1,µ2,k+2(t)
by virtue of (A.14).
Similarly to (A.22), (A.17) also yields
(A.23) 〈t〉ρ|[ψ3,−∆x]ζ3(t, x)|k+1 ≤ CCρ,µ1,µ2,k+3(t).
Since S4 = −L0
[
[ψ3,−∆x]ζ3
]
, from (A.23) and (A.18) we obtain
(A.24) 〈x〉〈t− |x|〉ρ|∂S4(t, x)|k ≤ CCρ,µ1,µ2,k+3(t).
Finally we obtain (3.9) from (A.15), (A.19), (A.21), (A.22), and (A.24).
This completes the proof. 
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