This paper examines the proximity network establishment problem among a collection of fractionated spacecraft modules initially scattered in space. The objective is to nd the optimal trajectory corrections that bring all the space modules into a stable orbit that forms a connected network with minimum control eorts. We discuss the possible stable spacecraft formations and formulate the original problem as a parameter optimization problem with both connectivity constraints and constant formation constraints at the nal boundary point. Two approaches, exhaustive global search and nonlinear programming algorithm, are developed to calculate the solution of the resulting combinatorial optimization problem for networks of varying scales. Simulation results for inducing connected networks for both in-plane and circular spacecraft formations are provided and compared in terms of eciency, cost, and complexity.
determination of a formation and resultant topology that guarantees network connectivity (under an assumed Euclidean distance threshold for inter-agent communications) while minimizing total control eort. Of course, the formation that results should also satisfy a long-term maintenance cost constraint, meaning that it will not be prohibitively expensive to maintain this formation in the presence of orbital perturbation eects. By considering a specic constrained set of solutions to the linear form of Hill's equations, we target two specic formations, in-plane and circular, that are known to be relatively stable in the presence of standard orbital perturbations, leading to a network that has low expected future fuel costs for formation maintenance.
The network connectivity problem has been investigated in [911] where attention is focused on maintaining the network connectivity during the entire control maneuver. Other work [12, 13] related to network connectivity focuses on task implementation by using wireless or sensor communication over the networks. In our formulation, the modules have given initial states, linear dynamics, connectivity and formation constraint (for orbital stability) on the nal induced topology. The network connectivity constraint is inherently nonlinear and nonconvex, and depending on the selected formation, the formation constraints may also be nonlinear and nonconvex. We successfully transform the nonlinear optimal control problem into a parameter optimization problem and develop two approaches to establish networks of dierent scales. The exhaustive global search method examines all possible trees to lter out non-optimal candidates, which requires considerable computation time when the network has more than 5 nodes. An alterative approach relaxes the on/o connectivity relationship using an exponential function [14] to approximately represent the communication strength between edges. By employing the Cholesky decomposition, the connectivity constraint on the nal network laplacian is secured by nding the corresponding unique lower triangular decomposition matrix. Under this relaxation, the physical properties of the desired networks are all expressed as unknown parameters, leading to a mathematical formulations with a favorable format for state-of-the-art nonlinear programming (NLP) solvers [15] .
In the following, we rst provide background information and the initial formulation of the problem in II. Then we introduce two specic stable spacecraft formations in III, followed by the parameter optimization transformation in IV. Two solution approaches, the exhaustive global search and NLP algorithm, are given in V and VI, respectively. Simulation examples are demonstrated in VII and some concluding remarks are presented in VIII.
II. BACKGROUND AND PROBLEM FORMULATION
We consider a group of n agents representing individual space modules in a fractionated spacecraft system, which are initially scattered in three-dimensional space as illustrated in Fig.(1) . Under the assumption that all of the modules have the same circular reference orbit and are under the same central gravitational force, the well known Clohessey−Wiltshire (CW) equations [16] can be used to represent the relative dynamics of each space module with respect to the reference center. If continuous control accelerations
T ∈ R 3 are applied to the dynamical system, the linear dynamics are expressed as
where
are the relative motion coordinates for agent i, i ∈ {1, 2, . . . , n}, n 0 is the reference orbit angular velocity given by n 0 = √ (µ/a 0 ), where µ is the Earth's gravitational constant and a 0 is the reference orbit radius. For a vector
T , the CW equation in Eq.(2.1) can be expressed in linear form asẋ i = A i x i + B i u i with A i and B i given by
The given initial states of each agent are denoted by x 0i . Our objective is to determine paths that bring these agents into sucient proximity to form a connected network at a specied terminal time t f , minimizing the total control eort necessary to do so. Figure 1 . Illustration example of paths for spacecraft modules from scattered status to connected network (with arrows).
In Fig.(1) , the double arrows indicate the existence of an edge between two agents at time t f . In this case the agents form a cycle, illustrating just one of the exponential number of possible connected topologies for the nal network. We seek a method for which the nal topology is not specied beforehand, instead emerging from the optimization routine under the constraint that this nal topology is connected.
Before formalizing the problem, we introduce some notation. We represent the network at nal time t f by a simple, labeled, undirected graph G = (V, E), where the labeled vertex set V = V (G) represents the n mobile agents, and edge set E = E(G) is composed of two element subsets of V . G is said to be connected if there exists at least one path between any two vertices along the edges of G. A tree is any connected graph for which there is only one distinct path between any pair of vertices, which immediately implies that a tree is minimally connected in the sense that the deletion of any edge results in a disconnected graph. For two graphs, G 1 and G 2 on the same vertex set, V , we write
The edges of G determine an n × n adjacency matrix A (G) with entries a ij = 1 when v i , v j ∈ E and a ij = 0 otherwise. Since the graph is undirected, A is symmetric and because it is simple a ii = 0 for all i ∈ {1, . . . , n} The degree matrix ∆(G) of the graph is a diagonal matrix given by ∆(G) ii = ∑ n j=1 a ij and ∆(G) ij = 0 (i ̸ = j). The adjacency and degree matrices can be combined to form the Laplacian matrix
The eigenvalues of L(G) play an important role in many network problems, including ours. We denote the eigenvalues of
where ≽ denotes the positive semidenite ordering. It is well known that λ 2 (G) > 0 is a necessary and sucient condition for connectivity of G [17] .
Our network model assumes that the connection between two adjacent nodes is determined entirely by the their Euclidean distance. Mathematically, we express the binary edge rule by
where d ij is the Euclidean distance between agent i and j determined by the location of these agents at time t f and ϵ is a xed connection range threshold, which can be viewed as a wireless communication range under limited operation power. This kind of state-dependent network model is often refereed to as a proximity network in mobile ad-hoc networking research. Since the agent states at time t f completely determine the edge set of G, we can write G = G(x f ), where x f provides a convenient short-hand notation for the collection of agent states at the nal time.
With proper notation in place, the central problem of the paper can be expressed as min u1,...,un
III.
CONSTANT SPACECRAFT FORMATION
When considering spacecraft formations, it is important that the terminal formation be ecient as measured by maintenance fuel costs. Once the network is established, should be possible to maintain the relative positions with low additional cost in the presence of realistic perturbations. Under zero control and without accounting for perturbation eects, the CW equations of Eq.(2.1) can be solved in a straightforward way as
T represents the coordinates when agent i reaches its corresponding position in the nal connected network at the end of the specied time t f . These nal conditions in the established proximity network are exactly the initial conditions of the unperturbed CW equations in Eq.(3.8). An implicit constraint is that the terminal formation be such that agents maintain constant distance from each other when no perturbation is included. Previous work shows that both the in-plane and circular formations [7] can maintain constant inter-agent distance after the formation is constituted. These two formations are described in the sequel in terms of the spacecraft nal states at the connection points.
III.A.
In-Plane Formation
The in-plane formation is relatively stable in the presence of orbital perturbations, which makes it a good candidate as terminal formation to be chosen from the parameterized family of in-plane perturbations. It requires that the secular term be zero to avoid the secular increase in the relative motion, expressed aṡ
Since all agents must be directed to the same plane, the in-plane formation provides the additional constraint that all the spacecraft in the network have the same x f ,ẋ f , z f andż f . The only parameter that is allowed to dier between modules in the in-plane formation is the along-track position y f i , which determines the constant spacing between each pair of nodes. Once xed optimal values are established for these parameters, the space modules will y along the corresponding elliptical trajectory expressed by
which can be combined to yield an expression for the radial/along-track motion
In the circular formation, spacecraft orbit a virtual center in parallel circles with same angular velocity. Therefore, their relative distances remain constant throughout the orbit. In this case, the coordinates
T of each spacecraft satisfy the obvious geometric constraint expressed by
where r i is the radius of the circular orbit for agent i. As in Eq.(3.9), the requisite is applicable to the circular formation as well. In addition, the along-track term y is constrained bẏ (3.12) to guarantee that the drift in the y direction is also zero. Thus, the radial/along-track terms are simplied as
Substituting these two terms in Eq.(3.11), the cross track terms z andż become
Comparing the circular to the in-plane formation, which has only a single degree of freedom determined by the along-track term, the circular formation has two degrees of freedom, namely x f i andẋ f i . By designing these two parameters for each agent under the additional connectivity constraint, all other nal states are determined, and we establish spatial target points that initiate the individual circular orbits. It is natural to transform the free parameters to a set of variables that better captures the geometric situation. We establish the circular radius r i and phase angle ϕ i of each agent at time t f as the set over which to optimize. The nal states of each agent are expressed simply by these two parameters as
In the following sections, we discuss approaches that establish a connected network among spacecraft for both in-plane and circular terminal orbits.
IV.
PARAMETER OPTIMIZATION PROBLEM
The problem described in Eq.(2.3)-(2.7) species optimization of a quadratic objective function with linear and nonlinear constraints. The positivity constraint on the second smallest eigenvalue of the Laplacian implicity enforces nonlinear constraints on the terminal agent states and complicates the solution. We proceed by dividing the approach into two steps. In this section, the relationship between the optimal controls and the nal states of an agent is determined.
The Hamiltonian for the optimization problem with xed initial state x(t 0 ), dynamicsẋ = Ax + Bu, and objective min u´t
where λ = λ(t) is the m-dimensional Lagrangian multiplier vector. Following well-established techniques from dynamic optimization [18] , the Euler-Lagrange equations are calculated aṡ
We can solve Eq.(4.15) by 17) where λ 0 is the Lagrange multiplier dened at the initial time t 0 . Substituting Eq.(4.17) into (4.16) allows us to express the optimal control trajectory as as
Substituting Eq.(4.18) into the system dynamics yields the updated dynamical functioṅ
Denoting the initial state in Eq.(4.19) at starting time t 0 by x 0 , we can integrate to see that the nal state x f at t f can be expressed as
where the controllability Gramian,
is invertible for any system composed of controllable agents. This means λ 0 can be expressed as a function of x 0 and x f , as in
Finally, the optimal controls for Eq.(4.18) can be rewritten as
For xed initial condition and dynamics, the only variable in Eq.(4.22) is x f . From the discussion above, we can establish the relationship between the optimal controls and the boundary conditions of the states. When initial condition x 0 is given, the optimal control trajectory is determined solely by x f . Proceeding from this observation, the original objective function Eq.(2.3) can be simplied as
We have reduced the search for the optimal (innite-dimensional) continuous-time control trajectory to a simplied nite-dimensional search for the optimal nal states x f i . Once the nal states are determined, the entire optimal control trajectory u * can be obtained from Eq. V.
EXHAUSTIVE GLOBAL SEARCH
In the previous section, we showed that in the absence of additional constraints, the search for the optimal control scheme reduces to a search for the optimal terminal agent states x f i . Returning now to the issue of connectivity, we rst consider the related problem of achieving a specied terminal graph.
where T is a predetermined target graph. We refer to Eq.(5.25) as the Optimal Target Graph problem (OTG).
Proposition V.1. OTG is convex with a polynomial number of constraints. Proof. Constraints in Eq. (2.5) and (2.6) compose a set of 2nm linear constraints, so it suces to show that the objective is a convex function of the unknown parameters x f i and that {x f | T ⊆ G(x f )} is a convex set representable by a polynomial number of constraints.
To that end, recall that
As the integral of the square of Q i , P i is positive semi-denite, so Eq.(4.23) is a sum of positive semi-denite quadratic forms of the unknown parameters x fi (plus a constant term), hence this objective function is convex.
Turning to the constraint set {x f | T ⊆ G(x f )}, note that an equivalent representation is given by
This set is specied by |E(T )|
convex constraints, so it is convex and representable as an at-most quadratically-sized constraint set. Proposition V.2. The optimal connectivity problem specied by Eq.(2.3)-(2.7) can be equivalently formulated as min
where T n is the set of all labeled trees on n nodes.
Proof. See the preceding discussion.
Proposition V.2 allows us to solve the optimal connectivity problem by solving the optimal target graph problem for each T ∈ T n , a technique we refer to as exhaustive global search. Note that while problem Eq.(5.25) is convex, the optimal connectivity formulation provided in Proposition V.2 is not convex in general, since it involves determining x f over a union of convex sets. Unfortunately, the number of labeled trees on n nodes is n n−2 , which scales exponentially and renders exhaustive global search impractical for even moderately large values of n. However, in cases where n is suciently small, typically n ≤ 6, exhaustive global search can be performed in a reasonable amount of time using modern solvers to provide both a stand-alone solution technique and a benchmark against which heuristics can be compared.
In the sequel, we present a relaxation of the original problem and an ecient algorithm for solving the relaxation. We rely on global exhaustive search as discussed in this section to validate near-optimality of this relaxation technique for a class of examples with n = 5. When n is suciently large to make exhaustive global search impractical, Proposition V.1 guarantees that we can still solve the convex OTG problem eciently, so solving it over a large randomly-generated set of labeled trees gives us a set of optimal values against which we can compare the results of our approximation algorithms. This provides some measure of condence that the approximation algorithms perform well even in large problem spaces.
VI. NONLINEAR PROGRAMMING ALGORITHM
In this section, we present a NLP algorithm to search for the parameterized optimal solutions. The optimization problem described above focuses on searching the nal states to minimize expression in Eq.(4.23) while satisfying the terminal graph connectivity constraint and constant formation constraint. The existence of an edge between two agents is an integer variable constrained by their Euclidean distance at time t f . The elements of the Laplacian for the graph at nal time are therefore linear functions of these nonlinear integer variables. The complications introduced by constraining λ 2 for this integer-valued Laplacian matrix classies the problem as NP-hard, and suggests a relaxed formulation.
The rst step in the proposed NLP algorithm is to introduce a special function to approximately express the integer variables constrained by the Euclidean. The data communication rate between agents using WiFi devices drops o continuously as the distance between the agents goes beyond the limited threshold. Considering the special communication property, it may actually be preferable to model edges by a continuous function rather than the discrete form in Eq.(2.2). A number of functions [14, 19] that have been proposed to represent this relationship between the distance and the strength of the communication link. Here we use The weighed adjacency matrix leads naturally to a weighted Laplacian matrix corresponding to the nal graph. However, constraining the eigenvalue λ 2 of this matrix is still a complex task. We introduce Finsler's Lemma to convert the eigenvalue constraint to an equivalent semidenite constraint.
Lemma VI.1. Let x ∈ R n , Q ∈ S n and B ∈ R m×n such that rank(B) < n. The following statements are equivalent:
T is a basis for the null space of B. That is, all x ̸ = 0 such that Bx = 0 is generated by some z ̸ = 0 in the form x = B T z.
Proof. It is well known that for a graph Laplacian, one has L(G) ≽ 0 and
Since
⊥ , vector α1 is excluded from the vector set 1 ⊥ . Therefore, it is always true that
Proof. In Finsler's Lemma, we dene Q = L(G) and B = 1. From the equivalence statement, ∃ µ such
Lemma VI.5. Every symmetric positive denite matrix M has a unique factorization of the form M = U U T , where U is a lower triangular matrix with positive diagonal entries.
From the Cholesky decomposition theorem in VI.5, when the network is connected, we can nd a lower triangular matrix U with positive diagonal entries for the positive denite matrix L(G) + µ11 T /n. In other words, if there exists such lower triangular matrix U satisfying the above description, we can guarantee the network is connected.
From these discussions and using continuous edge function of Eq.(6.27), we can transform the original problem in Eq.(2.3)-(2.7) into the following parameter optimization problem with introduced lower triangular matrix U .
where ξ ∈ R is a positive small number to guarantee that the weighted graph is connected. However, the above NLP formulation does not include the constant formation constraint. It solves the optimization problem with connectivity constraints only. In order to constitute the in-plane and circular formation, we put additional constraints on the nal states by selecting a set of desired parameters. For the in-plane formation, as described in III.A, all the agents in the network have the same x f ,ẋ f , z f andż f , the only dierent nal state is y f i . Therefore, the nal unknown parameter set can be selected as p = [x f ,ẋ f , z f ,ż f , y f 1 , . . . , y f n ] and the distance between agents is simply determined by d ij (y f i , y f j ). The problem now is to search for the parameter set p together with the elements u ij in U to minimize the objective function of Eq.(6.28) while satisfying the connectivity constraints of Eq.(6.30)-(6.31) and in-plane formation constraint of Eq.(3.9).
For the circular formation, the description in III.B uses orbital elements, radius and phase, to express the nal states. According to this conversion, we select the parameter set as the collection of the orbital elements from all the agents, expressed as p = [r 1 , . . . , r n , ϕ 1 , . . . , ϕ In this section we simulate one instance of this specic fractionated spacecraft formation problem, whereby a collection of ve space modules that are initially scattered are brought into proximity to establish a connected network over an in-plane formation. All of the agents are initialized along a circle of radius 1km as projected onto the y − z plane. The communication distance threshold ϵ is set at 100 meters and the nal time t f is set at 60 seconds. For this case exhaustive global search and the relaxed NLP algorithm generate the same optimal topology as shown in Fig. (3) . Due to the relaxation of the communication constraints expressed by the power function in Eq.(6.27), the graph generated by the NLP algorithm is stretched in comparison to the one determined by global search method, which assumes that communication disappears completely once the inter-agent distance increases beyond the threshold, leading to adjacent inter-node distances exactly equal to the threshold. As an indicator of relative algorithm complexity, in our simulation environment the NLP algorithm generally obtains a solution to a problem of this size within 10 seconds. The exhaustive global search, on the other hand, takes more than one minute to nd the solution given the same initial guess for the numerical optimization routines. Both methods are run on a Lenovo X201 laptop with intel i5 CPU and 4GB RAM. In order to illustrate the network establishment procedure in a concise way, we present the Fig. (4) for three dimensions and in Fig. (5) for trajectories projection on x − y plane. In addition, we provide the deployment trajectories of all space modules (as propagated in a perturbation-free orbit) in Fig. (6) . To illustrate the stability of the formation following its establishment, ve time points on each deployment trajectory are displayed, showing that the agents maintain a xed inter-distance straight-line formation going forward in time. In other words, the deployment trajectories demonstrate that once established, the network maintains the same relative formation without a need for intervening control (in a perturbation-free environment).
VII.B. Circular Formation Case
Using the same initial states and assumptions in the in-plane case, we carry out the simulation for the circular formation. Similarly, we present the nal topologies from global search and NLP method in Fig.  (7) , which turns out to be the same. As one might expect, the objective cost calculated from the circular formation is smaller than that of the in-plane formation, 9.29e2 compared to 10.13e2, due to the additional degree of freedom possessed by each the module. We provide the resultant trajectories in three-dimensional (8) and (9), respectively. The circular orbit has two degrees of freedom, so we display the trajectories in both X-Y and Y-Z views. The deployment trajectory after connected network establishment is displayed in Fig. (10) . The calculation time from the NLP method is also within 10 seconds.
VIII. CONCLUSIONS
We solved the connected network establishment problem for fractionated space modules initially scattered in space with limited communication ranges. The Hill's equation is applied here to model the dynamics of the space modules and two specic constant formations are constrained on the nal states of individual agents. Simulation results from the two approaches validated the eciency and feasibility of the proposed methods. More analysis and simulation examples will be discussed in the nal manuscript. 
