Radio Frequency Identification (RFID) technologies are used in many applications for data collection. However, raw RFID readings are usually of low quality and may contain many anomalies. An ideal solution for RFID data cleansing should address the following issues. First, in many applications, duplicate readings (by multiple readers simultaneously or by a single reader over a period of time) of the same object are very common. The solution should take advantage of the resulting data redundancy for data cleaning. Second, prior knowledge about the readers and the environment (e.g., prior data distribution, false negative rates of readers) may help improve data quality and remove data anomalies, and a desired solution must be able to quantify the degree of uncertainty based on such knowledge. Third, the solution should take advantage of given constraints in target applications (e.g., the number of objects in a same location cannot exceed a given value) to elevate the accuracy of data cleansing. There are a number of existing RFID data cleansing techniques. However, none of them support all the aforementioned features. In this paper we propose a Bayesian inference based approach for cleaning RFID raw data. Our approach takes full advantage of data redundancy. To capture the likelihood, we design an n-state detection model and formally prove that the 3-state model can maximize the system performance. Moreover, in order to sample from the posterior, we devise a Metropolis-Hastings sampler with Constraints (MH-C), which incorporates constraint management to clean RFID raw data with high efficiency and accuracy. We validate our solution with a common RFID application and demonstrate the advantages of our approach through extensive simulations.
INTRODUCTION
Radio Frequency Identification (RFID) is an electronic tagging technology that allows objects to be automatically identified at a distance without a direct line-of-sight, using an electromagnetic challenge/response exchange [27] . An increasing number of major retailers such as Wal-Mart, The Home Depot, Kroger, and Costco have installed RFID based inventory management systems in their warehouses and distribution centers. However, practitioners are facing a challenging problem: the raw data collected by RFID readers are inherently unreliable [23, 17] . Therefore, middleware systems [16] are required to correct readings and provide cleansed data. Most previous solutions [11, 17, 21, 15, 8] for cleansing RFID raw data focused on smoothing the readings generated by a group of readers. However, these existing solutions suffer from three major limitations:
• Data redundancy introduced by overlapping detection regions of multiple stationary readers (spatial redundancy) or continuous readings over time of a single mobile reader (temporal redundancy) is not utilized to improve reading accuracy.
• Prior knowledge about tagged objects and RFID readers is not effectively utilized to improve reading accuracy.
• Constraints in target applications (e.g., the maximal capacity of a room or a shelf) are not effectively utilized to cleanse the data.
In this paper, we propose a method to address these limitations. We focus on taking full advantage of data redundancy, prior knowledge, and application constraints to elevate the accuracy and efficiency of data cleansing. Zone 
Data Redundancy
Two types of redundancy may arise in RFID related applications: spatial redundancy, where an object is detected by multiple readers in its neighborhood, and temporal redundancy, where an object is detected multiple times by a single reader over time. Spatial Redundancy: In order to reduce the complexity of data analysis, previous works [11, 17, 21, 15, 8, 28] assume that each object is read once, and read by one reader only. Clearly, this assumption is difficult to enforce, and more importantly, it oversimplifies the reality. Because RFID readings are of low quality, many applications have to employ redundant readers to cover the target area completely to improve localization accuracy, which means objects are read by multiple readers simultaneously.
Indeed, in RFID systems, spatial redundancy is very common. Figure 1 shows an example of spatial redundancy where the target area is divided into six zones (using one dimensional model) and an RFID reader is located in the center of each zone. Spatial overlap of readers' detection regions leads to duplicate readings, i.e., an object is in the detection regions of multiple readers. A possible set of readings is shown in Table 1 • Object 2 is detected by the reader in Zone 2 and also the reader in Zone 3, which makes it difficult to tell the exact location of Object 2. However, since an object cannot appear in more than one zone at the same time, at least one of the readings belongs to spatial redundancy.
• Object 3 is detected in Zone 4 only. However, it does not necessarily mean that Object 3 is in Zone 4 for sure. It is possible that the reader in the zone where Object 3 is located simply failed to detect it.
On the first look, spatial redundancy causes confusion as it introduces inconsistent information (e.g., about the location of Object 2). However, a redundant reading may supply the necessary information for the system to derive the location of an object when its intended reader fails to detect it (e.g., Object 3). Thus, the challenge is how to take advantage of redundancy while avoiding its undesirable effect in data cleansing.
Temporal Redundancy: Besides employing multiple stationary readers, many applications monitor the target area using a mobile reader (e.g., a handheld or a robot-mounted reader [24] ) to take continuous readings on its route. Because the exact location of the mobile reader is always changing when the reader reports raw data, the detection regions at different time points may overlap, introducing temporal data redundancy of readings. However, if we treat the same reader at different time points as different readers, e.g., as shown in Table 1 , when a mobile reader traverses from zone 1 to zone 6, the reader can be considered as the zone 1 reader while moving in zone 1 and the reader can be treated as the zone 2 reader while moving in zone 2, the temporal redundancy problem can be reduced to the spatial redundancy problem. Therefore, we will mainly focus on spatial redundancy in this paper.
Prior Knowledge
As false negatives and false positives abound in raw RFID readings [23, 17] , in order to recover the true information, the data cleansing system should take prior knowledge into account. Prior knowledge may include information such as, for example, the detection areas of readers in Zone 2 and Zone 3 have significant overlapping, the positioning of the reader in Zone 4 makes it more likely to detect objects in Zone 3 than objects in Zone 5, or the reader in Zone 3 has high false negative rate, etc. Such information, when properly integrated with the readings, is extremely valuable for data cleansing.
Constraints
Environmental constraints can be utilized to improve data cleansing. For example, the maximal capacity of each zone (the number of objects that can reside in the same zone) is a constraint. If each zone represents a rack or shelf in a warehouse, one possible constraint is the total size or weight of the objects which the rack can hold. In addition to these physical constraints, information obtained from other channels can be translated into constraints. For instance, if an extra source indicates that two certain objects are in the same zone, it may help cleanse the data of these two as well as other objects when the information is integrated with readings and other constraints.
Overview of Our Approach
In this paper, we propose an innovative approach of cleansing RFID raw data which is able to take full advantage of duplicate readings and integrate prior knowledge as well as environmental constraints. Our approach is based on Bayesian inference. We introduce an n-state detection model and prove by entropy analysis that the 3-state detection model can maximize the system performance. Furthermore, we devise a Metropolis-Hastings sampler with constraints to efficiently approximate the posterior (MetropolisHastings sampling is a Markov Chain Monte Carlo method [22, 2] ). Consequently, our approach enables two important types of queries against RFID raw data: the location query and the aggregate query (e.g., about remaining capacity of each zone). The contributions of this study are as follows:
• By using Bayesian inference, we derive a universal framework for computing the posterior probabilities (of the location of each object).
• Based on the physical characteristics of RFID readers, we propose an n-state detection model to capture likelihoods, which enables us to take full advantage of duplicate readings.
• We analyze the relationships between the system entropy and the read rate of RFID readers under the 2-state and 3-state detection models, respectively.
• By investigating the impact of the number of states in a detection model on the system entropy, we formally prove that the system entropy can be minimized if the 3-state model is adopted compared with other state models. In other words, having even more states (greater than 3) can in fact deteriorate the overall system performance.
• We devise MH-C, an improved Metropolis-Hastings sampler, to sample from the posterior while taking the environmental constraints into consideration. The raw data (0 or 1) reported by the reader in zone j for object o i post(Ĥ|Z) The posterior probability of the location vectorĤ given the raw data Z p(z ij |h i )
The likelihood that the zone j reader reports the value of z ij for object o i given that object o i is in the zone h i p(h j )
The prior probability that object o j is in the zone h j Table 2 : Symbolic notations of Section 2.
• We demonstrate the efficiency and effectiveness of our approach by comparing the performance of MH-C with the Sequential Importance Sampling (SIS) based solution [28] through extensive simulations.
Paper Organization
The rest of this paper is organized as follows. The Bayesian inference-based framework of our approach is presented in Section 2. In Section 3, we propose the n-state detection model to take full advantage of duplicate readings. We prove that the 3-state detection model can maximize the system performance in Section 4. In Section 5, we introduce a Metropolis-Hastings sampler with constraints. The experimental validation of our design is presented in Section 6. Section 7 surveys the related work. Finally, Section 8 concludes this paper.
BAYESIAN INFERENCE
In this section, we develop a Bayesian inference-based approach to handle redundant readings and prior knowledge, and we analyze the challenges when applying this approach. Table 2 summarizes the notations used in this section.
A Bayesian Inference Based Approach
Bayesian inference is a statistical inference technique that estimates the probability of a hypothesis (x) based on observations (y). Bayesian inference shows that posterior is proportional to the multiplication of likelihood and prior, which can be represented as
Suppose there are m zones and n objects in our monitoring environment, each zone with a reader mounted in the zone center. Let o i represent the object with ID i. For each oi, its location is represented by a random variable h i. Therefore, a possible distribution of n objects in m zones can be denoted as an instance of the random vectorĤ = (h 1, h2, . . . , hn). hi represents the zone ID where object o i is in. For example h1 = 2 denotes that object o 1 is in zone 2 in the current instance. For the reader in zone j, the raw data (0 or 1) it receives from the RFID tag of object o i is denoted as z ij . The raw data matrix for each complete scan from m readers can then be represented as an n × m matrix Z = [z ij ]. Thus the Bayes' theorem can be represented as Equation 1, where post(Ĥ|Z) denotes the posterior probability of location vectorĤ given the raw data Z, and a valid hypothesis means the hypothesis satisfies all constraints:
In particular, if zij = 1 in a raw data matrix and the actual location of object o i is not in zone j, then zij is a false positive. Take  Table 1 as an example, at least one of z 22 and z23 is a false positive because object 2 cannot be in zone 2 and zone 3 simultaneously. Similarly, at least one of z 43 and z44 is a false positive.
To compute post(Ĥ|Z), we make some independence assumptions of random variables. RFID reader transmissions or tag transmissions may lead to collisions because readers and tags communicate over a shared wireless channel. Reader collisions happen when neighboring readers communicate with a tag simultaneously [9] and tag collisions occur when multiple tags transmit to a reader at the same time [10] . However, the two kinds of collisions can be effectively prevented by arbitration protocols (e.g. by scheduling adjacent readers to operate at different times) [25, 13, 20] . Therefore, we assume each reader detects the tags of different objects independently (i.e., whether a reader can successfully detect the tag of a certain object does not interfere with whether the reader can successfully detect that of another object) in this research. Based on the assumption, we can derive Equation 2.
Furthermore, because we employ MH-C to take into account constraints (i.e., to ensure that each generated sample satisfies all the constraints), here we can simply assume independence between different h i (i.e., the locations of objects). In addition, we assume that each reader's detection of the same object is independent. Besides, the prior distribution of each object does not depend on that of other objects. Therefore, we can obtain Equation 3. If we rewrite Equation 3 using the normalizing constant, denoted as α, we can reach Equation 4 , which shows how to compute the posterior of each sample. To be specific, p(z ij |hi) reflects the corresponding likelihood, which is the probability that the reader in zone j reports the value of z ij about object oi given that object oi is actually in the zone with ID h i. Furthermore, p(hj) denotes the prior probability that the object o j is in the zone with the ID of hj. The prior probability can be interpreted as the assumed distribution before acquiring the RFID raw data.
The Goal and the Obstacles
Based on Equation 4 , given the raw readings Z and a hypothesiŝ H (the location of each object), we can derive the probability of the hypothesis. However, finding just one valid hypothesis will provide nothing more than a biased answer to queries against the uncertain data. To address this issue, we need to query against all valid hypotheses. However, this is unrealistic because there are numerous valid hypotheses in most cases. Thus, our goal is to create a large sample set of valid hypotheses, each associated with a weight computed by Equation 4: (Ĥ 1, w1), (Ĥ2, w2), · · · , (Ĥn, wn). The sample set of valid hypotheses as a whole enables us to answer queries with high credibility. To achieve this goal, we must overcome the following obstacles:
• A prerequisite for effective hypothesis sampling is to be able to compute the posterior probability of each hypothesis precisely. Therefore, we propose the n-state detection model in Section 3 to capture likelihoods in an affordable and accurate way.
• The hypothesis space is high dimensional, and the posterior probability is difficult to sample from. Thus, we need a sampling technique that has desirable efficiency. In Section 5, we apply a Markov Chain Monte Carlo method (MCMC) because MCMC can maintain the correlation between samples, resulting in an improved sampling efficiency.
• We need to incorporate constraint management in sampling. We propose a sampler called Metropolis-Hastings sampler with Constraints (MH-C), which improves the naive MetropolisHastings (MH) sampler. Each sample generated by MH-C automatically satisfies all the constraints.
RFID READER DETECTION MODELS
The major difficulty in computing the posterior of each sample (Equation 4) lies in how to accurately estimate the likelihood p(z ij |hi). To do so, we introduce the n-state detection model to capture likelihood in an affordable and precise way.
Physical Characteristics
RFID data acquisition and transmission are unreliable [10, 15, 17, 21] . In our experiment, we investigated the change of the read rate over distance using regular RFID readers and tags. The results are illustrated in Figure 2 . The model of the tags is Gen2 RFID Smart Label and the model of the reader is MPR-6000 (antenna 902-928 MH), provided by WJ Communications Inc. Our test environment is a lab with many metal objects (tables, desks and computer equipment), representing a noisy environment.
As Shown in Figure 2 , the overall detection range of a reader can be separated into the major detection region and the minor detection region, where in the major detection region from 0 to almost 5 feet, the read rate can keep a level of around 95% and in the minor detection region approximately from 5 to 13 feet, the read rate drops off almost linearly. Furthermore, the read rate deteriorates to zero in the region more than 13 feet away from the reader, which is defined as beyond the overall detection range [17] .
Problems of the 2-State Detection Model
Taking the scenario in Figure 1 as an example, one way to estimate likelihood is as follows:
where r is the average read rate. Intuitively, it means that an object o i holds the same probability to be detected by a reader whether o i is in the zone (j) the reader is associated to, or in any of neighboring zones (j − 1 or j + 1). Apparently, if compared with Figure 2 , this 2-state detection model is inherently inaccurate as it fails to capture any change of the read rate in the overall detection region. Consequently, when predicting the location of an object, the resulting system is unable to differentiate between its own zone and all its neighboring zones because all the above zones are with an identical read rate.
In order to solve this problem, current works are forced to adopt a simplified 2-state detection model, which is shown in Figure 3 . This simplified 2-state model assumes readers' detection regions do not overlap, i.e., a reader is only able to detect the objects in its own zone. Then the likelihood can be estimated as follows:
This simplified 2-state model, however, has two problems. First, it is unrealistic to assume that we can divide the space into nonoverlapping detection regions. Second, the model does not support applications that use redundant information (such as redundant readings) to offset the unreliability of raw RFID readings. 
The n-state Detection Model
In order to take full advantage of duplicate readings, we propose an n-state detection model, which is illustrated in Figure 4 . In Figure 4 , the overall detection region of an RFID reader is divided into several sub-regions, each of which corresponds to a zone associated with a unique read rate. As far as a specific detection model is concerned, the difference in the read rate over any two adjacent sub-regions is a constant, i.e., the read rates for different states constitute an arithmetic sequence. Take the 4-state model as an example. Suppose the highest read rate in the model is x. The first state (counted with the increase of the detection distance) holds a read rate of x, the second state keeps a read rate of 2x 3 , the third state maintains a read rate of
, and the fourth state eventually has a read rate of zero. Thus, as for a specific reader, by employing the n-state detection model, each correlated zone is assigned a distinct read rate according to its distance to this reader. In particular, the simplest model in the family of the n-state detection model is the 2-state model, where an identical read rate is assumed in the overall detection region of each reader. Notice that in practice, the n value depends on how zones are divided in overall detection regions of RFID readers. This is because an n-state model in fact implies that every 2(n − 2) + 1 = 2n − 3 zones correlate with each other (assuming that all the zones are in a 1-dimensional distribution). For example, if it is known as prior knowledge that one object can be read simultaneously by up to five readers, we have to choose n = 4 to incorporate the correlation among every 5 successive zones. A formal derivation of the location distribution in terms of the probabilistic mass function can be found in Section 4.
A Case Study: The 3-State Model
We elaborate on the 3-state model as a case study. Suppose one reader can only detect its own zone and the two neighboring zones. This assumption implies that, as for a particular reader, there are three distinct location-based states of a object: in the same zone as the reader, in the neighboring zones, and in all the other zones. To capture this correlation, we have to choose n = 3 and the resulting model is the 3-state detection model, where the overall detection range of a reader is divided into two sub-regions, as shown in Figure 5 . Specifically, the major detection region, the minor detection region and the zero read rate region in Figure 5 correspond to the zone where the reader locates, neighboring zones and all the other zones, respectively. Therefore, the motivating scenario (Figure 1 In Figure 6 , by using the 3-state detection model, not only the duplicate readings can be incorporated, but also a zone and all its neighboring zone can be differentiated because they are with distinct read rates. To be specific, if object o i is in zone j, not only z ij but also z i(j−1) and z i(j+1) should have a considerable chance to be 1 (false positives). In the meantime, other readers are unable to detect the tag of object o i. The reason is that object oi may be in the major detection region of the reader in zone j while it may be also in the minor detection region of both readers in zones j − 1 and j + 1. As for the other readers, object o i is totally beyond their overall detection regions, leading those readers to report 0 for object o i. If we denote the mean value of the read rate in major detection region as r major and the mean value of the read rate in minor detection region as r minor , the estimate of the likelihood using the 3-state model can be represented in Equation 9 and Equation 10. 
The advantage of the 3-state detection model over the 2-state detection model can be measured by the system entropy (Section 4). We also answer the question whether having even more states (more than 3) can further benefit the system.
ENTROPY ANALYSIS
We use entropy to measure the uncertainty in a system after invalid system states have been eliminated by a data cleansing method. Generally, applying an efficient data cleansing method will lead to systems with smaller entropy. In this section, we firstly show the advantage of the 3-state model over the 2-state model and then prove that the 3-state model can maximize the system performance compared with other detection models with even more than 3 states. A snippet of the RFID raw data is shown in Table 3 and the actual location of an object i is denoted as a random variable L.
Entropy versus Read Rate
Entropy of the 2-State model: Suppose that y denotes the read rate in the 2-state detection model. According to the right side of Equation 4 , the probabilistic mass function of L in the 2-state model can be represented as:
where α is the normalizing constant and β represents the prior probability (we assume the prior distribution as a uniform distribution) 
Because the probabilities on all the locations sum to 1, we can derive Equation 13 . By applying Equation 13 to Equation 12 (α and β are canceled out), we can obtain Equation 14 .
Entropy of the 3-State model: Figure 6 corresponds to the 3-state model scenario. Suppose x is the read rate in the major detection region. Then the read rate in the minor detection region can be denoted as x/2. Thus, according to the right side of Equation 4 , the probabilistic mass function of L can be represented as follows:
Similarly, α is the normalizing constant and β represents the prior probability in Equation 4 . Therefore, we can calculate the entropy of the distribution of L as:
Since probabilities on all locations sum to 1, we can obtain Equation 16.
Combining Equation 16 and Equation 15, we have: In Figure 7 , we plot the relationship between the reconstruction entropy and read rate under the 2-state and 3-state models, respectively. As Figure 7 illustrates, the entropy will decrease accordingly with the increase of read rate, which indicates that the system will have less uncertainty with more reliable readers. Moreover, Figure 7 shows that the entropy in the 3-state model is always smaller than that in the 2-state model. For example, if x = 0.95, the entropy in the 3-state model is 0.395 while the entropy in the 2-state model is 1.098. This observation reveals that the 3-state model can be more informative in object localization than the 2-state model.
Entropy versus Number of States
Here we investigate the relationship between system entropy and the number of states in a detection model. Suppose an n-state model is adopted with the highest read rate of x. Thus, the read rate in the i th state (counted with the increase of the detection distance), can be represented as
.
shows that in an n-state model, a successful reading "1" of a certain reader about an object in fact implies that this object may exist in any of the 2(n−2)+1 = 2n−3 correlated zones (including the zone which the reader is associated to), each with a non-zero probability.
Based on Equation 17 , we plotted the relationship between entropy and the number of states in a detection model in Figure 8 , where we assume x equals to 0.95 (the most common case). According to Figure 8 , the 3-state detection model can minimize the system entropy and lead to the maximum system performance. In other words, having more states (more than 3) in a detection model can even deteriorate the system performance. Therefore, our experiments are mainly focused on the 3-state model. 
SAMPLING
By using Bayesian inference, we derive the posterior, as shown in Equation 4. Since Equation 4 is easy to compute but hard to sample from, we need an efficient method to draw samples from the posterior distribution. In this section, we briefly review Markov Chain Monte Carlo (MCMC) and then show why MCMC is chosen in our solution. Next, as the two most commonly used MCMC samplers, the difference between the Metropolis-Hastings sampler and the Gibbs sampler is discussed. Finally, we propose a MetropolisHastings sampler with Constraints (MH-C) method.
Markov Chain Monte Carlo
Markov Chain Monte Carlo (MCMC) is a technique to generate samples from the state space by simulating a Markov chain. The formed Markov chain is constructed in such a way that the chain spends more time in the regions with higher importance (i.e., the Markov chain converges to the posterior as its stationary distribution). As the number of samples is sufficiently large, all the samples
)...
become the fair samples from the posterior. Consequently, we are able to approximate a sophisticated posterior based on deliberately constructing such a Markov Chain of samples.
Sample Correlation
In our design, we choose MCMC instead of other sampling technique because MCMC maintains the correlation among samples. In MCMC, the next sample depends on the current sample. Before we elaborate on how we can take advantage of sample correlation to improve the efficiency of sampling in our scenario, we define two terms as follows.
Definition We call any sample generated by the sampler a candidate sample. A qualified sample is a candidate sample that satisfies all constraints.
The existence of constraints leads to the uniqueness of our problem. Samples must satisfy all the constraints to become qualified. Note that in most sampling problems, we prefer independent samples, that is, the current draw of a sample is independent from the previous draw. In our scenario, however, the sampling techniques which generate independent samples (e.g., importance sampling) may suffer from low sampling efficiency due to the loss of correlation between adjacent samples. Figure 9 illustrates how the correlation between samples can be utilized to improve the sampling efficiency. The qualified sampling space is a subset of the complete sampling space. Suppose sample point A is the current sample in the qualified sampling space. For an independent sampler, the next sample could be any point in the complete sampling space. However, the next sample is useful only if it happens to fall into the qualified sampling space. On the contrary, if a MCMC-based sampler is employed, the next sample will be chosen according to the proposal distribution at point A, i.e., the next sample will be in the area denoted by the dotted circle centering at point A. Therefore, compared to other independent samplers, the probability that the next sample generated by MCMC falls into the qualified sampling space is considerably increased.
Note that although MCMC improves sampling efficiency, a sample generated by MCMC may not necessarily be a qualified sample. As in Figure 9 , point B is a sample generated by MCMC after point A. However, point B is outside the qualified sampling space. Consequently, we have to sample again to acquire point C, which is a qualified sample, and then add it into the Markov chain as the next state (i.e., the Markov chain moves from point A to point C).
Metropolis-Hastings and Gibbs Sampling
The Metropolis-Hastings (MH) sampler and the Gibbs sampler are the two most common MCMC samplers. MH conducts a sequence of random walks using a proposal distribution and decides whether to reject the proposed moves using the rejection sampling. In the applications of Bayesian inference, the normalizing constant is usually extremely difficult to compute. MH avoids the computation of the constant. It approximates the posterior by using only the ratio of the posterior, where the constant is canceled out.
Recall that the random vector representing the locations of objects is denoted asĤ and the posterior distribution is post(Ĥ|Z). SupposeĤt−1 is the immediate previous state before the stateĤt in the formed Markov chain. According to the MH algorithm, at first, a proposal sample,Ĥ q , is drawn from a proposal distribution, q(Ĥq|Ĥt−1), i.e.,Ĥq is a random deviation fromĤt−1. In our research, we use a uniform proposal distribution whose support is defined as the step length. The proposal sampleĤ can be denoted asĤ t−1+Ĥq . Then MH acceptsĤ as the next stateĤt with the probability of
post(Ĥ |Z) post(Ĥ t−1 |Z)
. Here we compare MH sampler with the Gibbs sampler in brief. The Gibbs sampler requires that conditional (marginal) distributions for each variable are known and easy to sample from. MH relies on the ratio of the posterior, and does not require to sample from any distribution. Because we have already derived the closed form of the posterior as Equation 4 and are able to calculate likelihoods easily according to the proposed n-state model, it will be much more straightforward to use MH sampler rather than the Gibbs sampler in our design.
MH-C
Although the naive MH algorithm can evaluate the posterior by forming a Markov chain in the sampling space, it does not take constraints into account. If we impose constraints to samples, many of them should be rejected because they are inapplicable, i.e., they are not qualified samples.
To incorporate constraints in sampling, we propose a MetropolisHastings sampler with Constraints (MH-C). With MH-C, each zone is associated with multiple variables called resource descriptors. The current value of a resource descriptor represents how much the associated resource is still available. Suppose we have a variable, denoted as Descriptor zone i , to keep track of the current available vacancy in zone i. The initial value of Descriptor zone i is set to the maximal capacity of zone i. Thus, whether an object j with the volume V olume object j is able to be stored in zone i can be examined by:
The proposed resource allocation is feasible only if Descriptorzone i is no less than zero. Otherwise, we have to re-sample until a new allocation meets all the constraints. Consequently, the problem of whether an allocation is feasible (or compatible) can reduce to the problem of monitoring the value of each descriptor.
With MH-C, because each sample is a D object -dimensional vector, a proposal sample is generated iteratively dimension by dimen-Symbol Meaning Z The raw data matrix from RFID readers S
The sample set C The current sample in the Markov chain P The proposal sample in the Markov chain C j
The j th dimension of C P j
The j th dimension of P E The number of effective samples B
The number of samples in the burn-in phase S
The step length for the uniform proposal distribution
The total number of monitored objects Dzone
The total number of zones Jitter A random number between 0 and 1 Rand(a, b) Generate a random integer between a and b based on uniform distribution P ost(Ĥ|Z) The posterior probability of the sampleĤ given raw data Z Table 4 : Symbolic notations used in Algorithm 1.
sion. If any descriptor for the current allocation is less than zero, there will be no chance for the current partial sample to become a qualified sample. Therefore, we can discard the current value and then choose another value for that dimension by re-sampling. As far as the proposal distribution is concerned, we construct a random walk chain by choosing a uniform proposal distribution within the step length. A detailed description of MH-C algorithm is illustrated in Algorithm 1 and the related notations are summarized in Table  4 .
In Algorithm 1, line 1 initializes the sample set and takes the RFID raw data. Line 2 loads the n-state detection model of readers with the objective of computing the likelihood. Line 3 initializes all the resource descriptors and line 4 randomly chooses a qualified sample as the first state of the Markov Chain. Lines 6 to 17 generate a random sample as the proposal sample dimension by dimension (object by object). Lines 8 to 13 correspond to the sampling process. First, we obtain a random integer based on the current value and the random proposal value. The correct range of the value on each dimension of the sample vector, represented as h i, is [1, D zone] . Therefore, if the proposal value Pj overflows in the range, we need to make the value reflect into the range. Then, we check all the related descriptors to make sure their updated values are no less than zero. If any value is less than zero, it means that the current allocation will violate the corresponding constraints. Consequently, we go back to line 8 to re-sample until an allocation on that dimension is feasible, as shown in line 15. Note that our algorithm guarantees each proposal sample is also a qualified sample. After a complete proposal sample is generated, lines 18 to 21 accept this proposal sample as the next state of the Markov chain with the probability of the posterior ratio of the proposal sample over the current sample. Line 22 adds the next state into the sample set. Line 23 resets all the resource descriptors to make sure that the examination on descriptors for the next proposal sample is correct. Note that line 5 is to set the upper bound of the sampling loop to E + B in order to guarantee that the final number of samples in sample set is E + B. It is because the first B samples should be excluded as burn-in samples and consequently only the remaining E samples will be taken into account to reconstruct the posterior.
EXPERIMENTAL VALIDATION
In this section, we applied our method to a warehouse application, i.e., each object corresponds to a case and each zone corresponds to a rack. To capture the likelihood, without loss of gener- 
15:
until The value of any resource descriptor related to the referred zone is no less than zero after the proposed allocation on the current object is committed 16 : ality, we assumed that the 3-state detection model was adopted in this application. Also, we implemented MH-C (we use the terms MH-C and MCMC interchangeably in this section) to sample from the posterior. For comparison with our MCMC-based solution, we extended the SIS-based approach in [28] to incorporate duplicate readings because their approach does not consider duplicate readings and only focuses on the distribution of the missing cases. Our simulations are based on two settings, as shown in Table 5 . In order to show the scalability of our approach, we employed the large-scale warehouse setting to generate randomly the true distribution matrix and the corresponding noisy RFID raw matrix 100 times to investigate the advantage of our MCMC-based approach over the SIS-based approach [28] in terms of reconstruction efficiency and accuracy. On the other hand, in order to show query results returned by MCMC and SIS, we conducted experiments on a specific true distribution matrix and noisy raw matrix, as shown in Table 6 , based on the small-scale warehouse setting.
Simulator Implementation
Our simulator consists of seven components as displayed in Figure 10 . The true matrix generator randomly produces distribution matrices as true distributions. The rows represent cases (objects) and columns represent racks (zones). On the contrary, noisy matrix generator provides the noisy matrices as the RFID raw data in the same format. Then MCMC and SIS modules reconstruct the distribution for each case using the noisy matrix as the input. Our simulator generates the synthetic RFID raw data with the duplicate readings according to the physical characteristics of RFID readers [17] . The 3-state detection model was used to capture the likelihood. Also, we assume as the prior distribution that each case exists on each rack with the same probability. All our experiments were conducted on a Linux machine with an Intel Pentium 4 2.4GHz processor with 2GB of memory.
We employed K-L divergence, the top-1 success rate, and the top-2 success rate to evaluate the reconstruction accuracy. Specifically, K-L divergence is a metric commonly used to evaluate the difference between two distributions. In our research, we calculated the K-L divergence from the reconstructed distribution to the true distribution, i.e., the smaller value of K-L convergence indicates the higher accuracy of the reconstructed distribution. The recovered matrices (reconstructed distributions) were inverted by the matrix inversion module to facilitate the computation of K-L divergence. Then the K-L divergence module was used to compare the reconstructed distributions with the true distributions and compute the corresponding K-L divergence values for MCMC and SIS. On the other hand, the top-k success rate reflected how many cases can be located precisely at a certain resolution using data cleansing techniques. The top-k analysis module was responsible for calculating the top-k success rate.
Definition The top-k success rate is a percentage of the number of cases whose true locations match the top k predicted locations of the reconstructed distribution over the total number of cases.
The Performance Analysis of MH-C
In this section we focus on the performance of MCMC and SIS with respect to reconstruction efficiency and accuracy in the largescale warehouse setting where there are 5000 cases and 200 racks in total as shown in Table 5 . In the reconstruction accuracy experiment, we randomly generated the true distribution matrix and the corresponding RFID noisy matrix 100 times. During each distribution reconstruction, we recorded the sampling time, and computed the average K-L divergence, the top-1 success rate and the top-2 success rate of all the 5000 cases (i.e., each result in this subsection is obtained by averaging over 5000 location queries).
The Reconstruction Efficiency
Here we investigated the performance of MCMC and SIS in terms of the average sampling time. Compared to SIS, the average sampling time of MCMC is remarkably reduced over different number of qualified samples as illustrated in Figure 11 . For example, with 5000 qualified samples the sampling time of MCMC is 11.58 seconds while the sampling time of SIS is 230.78 seconds. 
The Reconstruction Accuracy
In this experiment, we varied the number of qualified samples, data redundancy degree, and the number of managed racks per reader to investigate their effects on the reconstruction accuracy.
The Impact of the Number of Qualified Samples
We first increased the number of qualified samples from 500 to 9000 to investigate the performance of MCMC and SIS on reconstruction accuracy. Here we assumed that the read rate in the major detection region is 95% and the number of racks managed by a reader is 1. As demonstrated in Figure 12 (a), with the increase of the number of qualified samples, the K-L divergence values of both approaches kept decreasing. However, MCMC always outperformed SIS with all experimented sample numbers. Particularly, when we drew 500 qualified samples, the K-L divergence of MCMC was 0.86 while the K-L divergence of SIS was 3.78. When we picked 9000 qualified samples, the K-L divergence of MCMC reduced to a remarkable value 0.64 comparing with 2.77 of the SIS solution. Also, as far as the top-1 success rate is concerned, with the increase of the number of qualified samples, the top-1 success rate of MCMC increased from 0.50 to 0.70 while the top-1 success rate of SIS extended from 0.36 to 0.55 as shown in Figure 12(b) . In addition, the top-2 success rate of MCMC raised from 0.70 to 0.89 while the top-2 success rate of SIS changed from 0.60 to 0.76 as demonstrated in Figure 12 (c).
The Impact of the Redundancy Degree
Next, we studied the performance of MCMC and SIS on the reconstruction accuracy by varying the data redundancy degree. Because the false positives are actually the successful readings about the objects in the minor detection regions of readers, we use the read rate in the minor detection region to define the data redundancy degree. The larger redundancy degree indicates the higher probability that a reader can detect an object in the neighboring zones (or racks).
Definition
The data redundancy degree is the probability that a reader successfully detects a object in the minor detection region of that reader.
Here, we varied the data redundancy degree from 0.325 to 0.475, corresponding to the read rate in the major detection regions from 65% (the least reliable reader) to 95% (the most reliable reader). For each experiment, we drew 5000 qualified samples and the number of racks managed by a reader is 1. Figure 13 illustrates the results. With the enlargement of data redundancy degree, both the performances of MCMC and SIS on reconstruction accuracy are elevated. Specifically, as demonstrated in Figure 13 (a), MCMC always maintained a lower K-L divergence value than SIS, reflecting a more precise prediction. Furthermore, as shown in Figure 13(b) , the top-1 success rate of MCMC increased from 0.54 to 0.65 with the increase of the data redundancy degree while the top-1 success rate of SIS expanded from 0.42 to 0.51. Figure 13(c) demonstrates how the top-2 success rate increased when we raised the redundancy degree for MCMC and SIS.
The Impact of the Number of Managed Racks per Reader
We evaluated the performance of MCMC and SIS by varying the number of managed racks per reader. In order to deploy readers in a warehouse more efficiently, users may want to assign multiple racks to be managed by a single reader. Taking into account the fact that the overall detection region of a regular RFID reader has little chance to be more than 20 feet [17] , we changed the number of racks managed by a reader from 1 to 6. As Figure 14 (a) demonstrates, when each rack had its own reader, the K-L divergence values of MCMC and SIS were 0.68 and 3.11, respectively. When a reader monitored more racks, both the K-L divergence values of MCMC and SIS deteriorated. When a reader was responsible for detecting cases on six racks, the K-L divergence values raised to 
Query Results
In our simulations, we focus on two types of queries: location queries and remaining capacity queries. Given an object and a zone, a location query returns the probability that the object is in that zone. On the other hand, given a zone, a remaining capacity query returns the leftover volume of a certain resource available in that zone. To show results of the above queries, for the simplicity of presentation, we issued queries against the small-scale warehouse setting. As Table 5 shows, we assume that there are twenty cases with identical length and five racks with a length limit to accommodate at most seven cases. True distributions of the first six cases are shown in Table 6 (a) where the rows represent cases and columns represent racks. To be specific, if a case is on a rack, the corresponding position is 1 and 0 otherwise. Therefore, according to Table 6 (a), the first case is on the first rack, the second case is on the fourth rack and so on. On the other hand, the corresponding noisy RFID data matrix, generated by our simulator, is shown in 
Location Queries
The results of the location queries returned by MCMC and SIS for the first case and fourth case are demonstrated in Figure 15 (a) and Figure 15(b) , respectively. For the first case, the correct location is the first rack. MCMC predicted a probability of 0.47 on that rack while SIS predicted a probability of only 0.01. On the other hand, for the fourth case, the exact location is the second rack. MCMC predicted a probability of 0.51 on that rack while SIS predicted a probability of 0.32. In summary, MCMC tends to generate a more precise probability distribution than SIS does. In other words, MCMC provides a superior overall prediction of the distribution of all the objects monitored by an RFID system compared to SIS.
Remaining Capacity Queries
We applied the available length on a rack as the acquirable volume of that rack to demonstrate the remaining capacity query. The results of the remaining capacity queries answered by MCMC for the racks 1, 2 and 3 are demonstrated in Figure 15 (c). Note that the correct remaining capacity on each rack is 3 because each rack exactly accommodates 4 cases according to the true distribution matrix used for this experiment (the first six rows of the true distribution matrix are as shown in Table 6 (a)). As illustrated in Figure 15(c) , the remaining length on racks 1 was reported correctly. To be specific, MCMC reported that the available length on rack 1 was 3 with a probability of 81%. On the contrary, MCMC predicted the available length on rack 2 as 1 with a probability of 52% and estimated the available length on rack 3 as 2 with a probability of 46% (i.e., the remaining capacities of both rack 2 and 3 were slightly underestimated).
RELATED WORK
Many systems have been developed to manage data with uncertainty. The usual approach to address uncertainty is to augment the classical relational model with attribute-level or tuple-level probability values [1, 3, 4, 6, 7] . On the other hand, a more general approach based on sampling is proposed for managing incomplete and uncertain data [14, 28] . The idea is simple and intuitive: we construct random samples while observing the prior statistical knowledge and constraints about the data. Thus, each sample is one possible realization in the space of uncertainty, and the entire set of samples reveals the distribution of the uncertain data we want to model. Queries and inferences are then conducted against this distribution.
An important application that drives the recent surge of interest in managing incomplete and uncertain data is RFID data management. Chawathe et al. [5] proposed a system architecture of a distributed RFID system and discussed related data management challenges such as inferences and online warehousing. An expressive temporal data model for RFID data is defined by Wang and Liu [26] to support tracking and monitoring queries. Gonzalez et al. [12] proposed warehousing framework, they also developed techniques for summarizing and indexing RFID data and various query methods. Because RFID raw data usually contains anomalies [10] , solutions have been proposed to clean the input data from readers. Jeffery et al. [15] presented a framework for building data cleaning infrastructure to support pervasive applications. An adaptive smoothing filter (SMURF) for RFID data cleaning was proposed in [17] . SMURF focuses on a sliding-window aggregate that interpolates for lost readings. SMURF models the unreliability of RFID readings by taking RFID streams as a statistical sample of physical tags, and exploits techniques in sampling theory to drive its cleaning processes. Considering different anomaly definitions between applications, Rao et al. [21] introduced a deferred approach for detecting and correcting RFID data anomalies by utilizing declarative sequenced-based rules. Their approach allows application specific cleansing at query time. Our paper, however, is motivated by how to leverage data redundancy to elevate the localization accuracy for all the tagged objects in a target area. The works in [18, 19, 28] are the most relevant research to this paper. For correcting erroneous RFID raw data, Khoussainova et al. [18, 19] presented a system for correcting input data errors automatically using application defined global integrity constraints. The system corrects the input data by inserting missing tuples when necessary and assigning to each one the probability that it is correct for groups of conflicting tuples. This maximum entropy based solution is practical. However, it is unable to capture all application related prior knowledge and dependency compared with samplingbased approaches. Useful information can be recovered from noisy RFID data by exploiting constraints and sequential importance sampling methods [28] . Nevertheless, the work in [28] failed to consider the duplicate readings caused by the overlapped detection regions of RFID readers. 
CONCLUSIONS
The data reported by RFID devices are known to be unreliable. In this research, we propose a Bayesian inference based approach for cleansing RFID raw data which can take advantage of duplicate readings. In order to evaluate the location and aggregate queries, our approach employs prior knowledge to quantify the degree of uncertainty on the location of each object and the remaining capacity in each zone. Furthermore, we propose the n-state model to capture likelihood and validate that the 3-state model can maximize the system performance. Finally, we devise MH-C to efficiently sample from the posterior distribution under environmental constraints.
