In this paper, a resource allocation problem for an opportunistic cooperative cognitive radio network is considered, where cognitive radio nodes send their hard decisions to the fusion center. The fusion center plays dual role, i.e., takes the global decision (i.e., decision about the primary user's activity) as well as allocates transmission time durations among cognitive radio nodes. Revenue based utility functions are considered at the fusion center and cognitive radio nodes. An optimization problem is formulated to maximize the fusion center's revenue while satisfying some well defined constraints. User selection among cognitive radio nodes is performed in order to make the optimization problem feasible.
Sensing information may be of two types, which are hard sensing information (i.e., single bit) and soft sensing information (i.e., multi bits). Hard sensing information is often preferred for it's bandwidth and energy efficiencies.
The FC fuses all sensing information received from SUs and takes the global decision about the PU's activity.
Based on the outcome of spectrum sensing, the FC decides whether to allocate available resources among SUs and allow SUs to use the licensed spectrum or not. In the context of resource allocation in opportunistic CR networks, we observe that people have considered either multiple frequency resources [21] [22] [23] [24] [25] [26] [27] [28] [29] or single frequency resource [30] for the primary network. In case of multiple frequency resources, people have considered frequency resource allocation [21] , [27] , frequency resource and power allocation [22] [23] [24] [25] [26] , and time and energy allocation [29] .
Authors of [30] have considered time allocation for a single frequency resource based scenario. The FC performs the resource allocation in order to maximize a global utility function, e.g., secondary network's throughput [22] [23] [24] , [26] , [27] , [29] , power consumption [28] , and economy based utility function [25] , [30] have been considered in literature. In this paper, we consider single frequency resource for a CSS based CR network, where the FC performs time allocation among SUs to maximize an economy based utility function.
For a CSS based CR networks, it is important to design decision thresholds for SUs and the FC. Related literature includes [30] , where authors have jointly designed decision thresholds of SUs and the FC and have shown the efficacy of the joint design. Another two parameters which are relevant for resource allocation in a CSS based CR networks are set of SUs among which resource to be allocated 1 and amount of resource to be allocated to a selected SU.
We observe that resource allocation procedure strongly depends on the detection performance of CR networks. As the detection performance depends on the number of SUs participating in the resource allocation procedure, it is important to design decision thresholds and other resource allocation parameters in a joint way. In literature, we find [22] , [25] , where authors have considered joint design of decision thresholds and resource allocation. Authors of [22] have considered soft sensing fusion at the fusion center, such that, design of decision thresholds at the FC is important. On the other hand, decision thresholds for multiple bands have been evaluated in [25] for a non-CSS scenario. It is to be noted that in both of [22] , [25] , authors have assumed sufficient available resources in order to fulfill SUs' demands. Therefore, SU selection problem is not relevant in [22] , [25] . Unlike [22] , [25] , in this paper, we consider CSS with hard decision fusion and we consider constraint on the available resource, which brings SU selection problem in our paper.
More specifically, we consider economic utilities at the FC and SUs. SUs pay to the FC to get access of the licensed spectrum, which form the FC's utility. Whereas, a SU's utility is constructed with two different economic cost factors, i.e., economic gain due to licensed spectrum usage and corresponding economic loss faced due to energy loss during spectrum sensing. We formulate an optimization problem to maximize the FC's utility while considering different constraints: (i) interference constraint, (ii) positivity constraints on SUs' utilities, (iii) upper bounds on SUs' time allocations from traffic sizes, and (iv) upper bound on total time allocation from the frame duration. The third constraint signifies that the FC does not allocate more time durations to a SU than what is required to clear the SU's buffer. Due to the upper bound on total time allocation, SU selection problem arises in this paper. Only selected SUs take part in sensing and further allocation process. Increasing the number of SUs participating in the detection process may help in reducing interference on the primary network from the secondary network in the cost of lower time duration for resource allocation. This motivates us in jointly designing different parameters, i.e., decision thresholds (of SUs' and the FC's), SU set selection, and time allocation to selected SUs.
To the best of our knowledge, such kind of joint design has not been considered earlier in CR networks context.
We next summarize our contributions as follows:
• We design decision thresholds (for SUs and the FC), select set of SUs for resource allocation, and allocation time durations among selected SUs in a joint manner.
• We consider heterogeneous data requirements for SUs. The FC has knowledge of these requirements and allocates resource accordingly.
• The optimization problem consists of both integer and continuous variables which makes the solution process non-trivial. We analyse the optimization problem and devise an algorithm to find out solution, which we prove to be optimal under a particular scenario.
The remainder of the paper is organized as follows: Section II presents the system model. In Section III, we discuss about different utility functions and constraints. Section IV represents the optimization problem which we consider in this paper. Corresponding algorithm for solving the optimization problem is given in Section V.
In Section VI, we show different results and describe the efficacy of our proposed algorithm. We conclude in Section VII.
II. SYSTEM MODEL
In Fig. 1 , we provide an overview of our system model, where a secondary network co-exist with a primary network. The secondary network opportunistically uses the primary network's licensed spectrum. We consider single primary transmitter (PT) and primary receiver (PR) in the primary network. In secondary network, there are multiple SUs, i.e., SU i , i = 1, .., M , and a FC. Corresponding set of all SUs is defined by
. SUs participate with the FC in CSS to detect the PT's activity. Once the PT is detected idle, SUs use the licensed spectrum to communicate with the FC. In Fig. 1 Application of the System Model: Now a days, we find significant usage of mobile hotspots at public places like airports, coffee shops, hotels etc. Hotspots may be created by using the unlicensed industrial, scientific, and medical (ISM) spectrum or licensed spectrum [31] . We may map our system model with a CR enabled hotspot scenario, where the FC may behave as hotspot sharing the licensed spectrum of the primary network. However, the FC can share the licensed spectrum in an opportunistic way. As the sharing takes place in licensed spectrum, a business perspective arises for such CR enabled hotspot scenario. In Section IV, we discuss about different economic costs which are considered in our system model.
The secondary network operates in a time slotted way, where we denote a slot by a time frame. There are multiple phases in a frame duration, which we show in Fig. 2 and then describe different phases in detail. 2) Phase-2: The FC determines activity factors for SUs and broadcasts it to the secondary network. We define α i ∈ {0, 1}, as the activity factor for SU i , where α i = 1 and 0 indicates that the SU i is allocated and not allocated time duration respectively for accessing the licensed spectrum. We denote the required time for broadcasting by τ 2 . Broadcasting is done on the control channel.
3) Phase-3: Active SUs perform spectrum sensing synchronously for τ 3 = N τ s , where N is number of sensing samples and τ s is the sampling interval. As SUs access the licensed channel orthogonally in time domain, we can write α i t i ≤ t a , where t i is the allotted time for data transmission for SU i .
We consider following assumptions in our system model:
• Both primary and secondary networks follow synchronized frame structure. Communications between the SUs and the FC take place over a predefined control channel.
• During a frame duration, a SU possesses a particular traffic type. SUs offer prices to the FC based on their corresponding traffic types.
• Channels between SUs and the FC are independent but not identical. The FC has knowledge about instantaneous channel gains.
• The FC has knowledge about the statistic of the channel, i.e., between the PT and the FC.
• Sensing channels, i.e., channels between the PT and SUs are independent and identical.
A. Local sensing procedure
We denote the observation vector at SU i for spectrum sensing as
We define the presence and absence of the PT by hypotheses H 1 and H 0 respectively, and write the received signal at SU i during j th sampling instant as:
where, j = 1, ...., N . h i is the channel coefficient between the PT and SU i , which remains constant during a frame duration. p(j) and w i (j) are the PT's signal during j th sampling instant and the additive white Gaussian noise (AWGN) at SU i . We denote noise and the PT signal's variances by σ 2 w and σ 2 p respectively. We choose energy detection at SUs as it is less complex [17] . Test statistic for energy detection at U i for taking a hard decision (i.e., 0 or 1) is:
where, ǫ i is the detection threshold at SU i .
Under the assumption of sufficiently large value of N , false-alarm and detection probabilities of SU i may be written as [32] :
where,
is the received SNR at SU i from the PT during sensing.
We assume that SUs get identical sensing SNR, i.e., γ i = γ, ∀SU i ∈ G, for which we get identical false-alarm and detection probabilities, i.e., P i f a = P f a and P 
B. Fusion process
The FC collects active SUs' hard decisions (i.e., 0 or 1) and fuses them by using optimal Chair-Varshney fusion rule [33] . We can represent the FC's false-alarm and detection probabilities as functions of each SU's false-alarm probability, decision threshold, and number of hard decisions:
where, L = SUi∈G α i , represents the cardinality of active SUs' set and k is the decision threshold at the FC.
III. UTILITY FUNCTIONS AND CONSTRAINTS
In this section, we briefly describe utilities at the FC and SUs, and constraints under which the FC's utility is maximized during the resource allocation.
A. Different associated prices
The resource allocation procedure strongly depends on different associated prices. In Table I 
where B w is the bandwidth of the channel of interest, g SUi−F C is instantaneous channel power gain from SU i to the FC, g P T −F C is the channel power gain between the PT and the FC over which averaging is done (E x (.) is the symbol of expectation over the random variable x), P ST and P P T are SUs' and the PT's transmission powers respectively 2 , and N 0 is the received noise power at the FC. SU i generates revenue b i for each successful bit transmission, which is shown in fourth column of Table I . SUs deplete energies while sensing and transmitting decisions, which we correspond to price T = N a s + a t , as given in last column of Table I , where a s is the cost for collecting a sample for sensing and a t is the cost for transmitting a hard decision. It is to be noted that different economic costs will be associated with SU i only when SU i is active. Therefore, the term α i is multiplied with all economic costs in Table I . 
B. Utility function at the FC
The FC allocates different time durations to SUs to access the licensed spectrum only when the licensed band is sensed as idle. During a frame duration, if SU i is selected for resource allocation, then
bits/sec. from it's buffer, where,
If SU i pays the amount a i to the FC for each successfully transmitted bit to the FC, then the utility function at the FC becomes:
where, α i is the activity factor of SU i as has been defined earlier in Section II and
C. Utility function for SU i
Each SU's utility function consists of two parts, which we discuss in detail as follows:
• SU i pays amount a i to the FC for each successful bit transmission to the FC; whereas, SU i generates revenue b i for each successful bit transmission. Corresponding utility function can be written as:
• Each SU losses energies for conducting sensing and transmitting hard decisions, which is represented as
Effective utility for SU i becomes:
D. System constraints
We now define constraints which are considered during the resource allocation problem.
1)
Positive utility at each SU: SU i participates in the cooperative sensing if it's own utility function becomes positive. Therefore, we can write:
where, U SUi (P f a , k, t i , α i ) has been defined in Equation (10 
where, B i denotes the number of bits stored in SU i 's buffer and R i (P f a , k, L) is given in Equation (6).
3) Total time constraint:
If we consider the total frame duration as T , then we can write:
have been defined in Section II).
4) Interference constraint at the FC:
We consider an lower bound on the detection probability at the FC to maintain created interference on the primary network under a certain threshold. Mathematically, we can write this constraint as:
IV. OPTIMAL RESOURCE ALLOCATION PROBLEM We aim to design SUs' and the FC's decision thresholds, SUs' activity factors, and active SUs' allocation time, while maximizing the utility at the FC as given in Equation (7). Corresponding optimization problem at the FC is represented as:
subject to:
The constraint as given in Equation (15b), signifies that number of active SUs should be always greater than the decision threshold at the FC.
From Equation (10), it can be observed that for b i < a i , SU i never gets positive utility. However, for b i > a i , SU i 's utility may be positive if t i is above a lower bound, which we define as:
. From the buffer constraint as given in Equation (12), we get an upper bound on t i as:
From Equation (16) and (17), we can reqrite optimization problem P 1 as:
It can be observed that the optimization problem P 2 is a mixed integer programming problem as it consists both discrete variables, i.e., α, k, and real variables, i.e., P f a , t. Hence, the optimization problem is not convex anymore. We try to analyse the structure of the optimization problem for given value of α, which leads us to following proposition.
Proposition IV.1. For given α, the optimization problem P 2 is not convex over P f a , k, and t. However, if we fix values for P f a and k, then the optimization problem becomes convex over t.
Proof. We first prove the first statement with the help of Appendix A. In Appendix A, we prove that the objective function of P 1 as given in Equation (7), is not quasi-concave over P f a and k, which means that the objective function is not concave also for P f a and k. As the objective function is not concave in lower dimension, we can conclude that the objective function is not concave in higher dimension also, i.e., for P f a , k, and t.
The objective function and constraints of P 1 are linear functions of t. Therefore, we can conclude that for given values for α, P f a and k, the optimization problem P 2 belongs to convex optimization family.
From Proposition IV.1, we can say that P 2 is a mixed integer and non-convex optimization problem. In Algorithm 1, we show different steps for solving the optimization problem P 2. We conduct search operation over P f a and k.
After fixing P f a =P f a and k =k, we evaluate optimal values for t and α, which we discuss in next section.
May 20, 2019 DRAFT Algorithm 1: Evaluation of optimal utility at the FC 1 Data:
• Other parameters: N, cs, as, ct, at
• Grid of SU's false-alarm probabilities:
2 Result: Optimal utility at the FC.
3 for a = 1 : 1 : |G| dō k ← a;
Evaluate t and α forP f a andk as discussed in Section V, which are used for evaluating the utility function at the FC;
7 Choose the set of P f a , k, t, and α, for which we get maximum utility at the FC.
For notational convenience, we denote:
In this section, we discuss about steps for finding out values for α and t forP f a andk. From the optimization problem P 2 as given in Equation (18a)-(18e), we get three different cases based on lower and upper limits of time durations, and effective usable time duration for a given value for L = |G| 3 :
Case-1:
Case-2:
Case-3:
Case-1 represents that summation of upper bounds of time durations for SUs of interest is lesser equal to effective usable time duration. Case-2 means effective usable time duration is in between summation of lower bounds and upper bounds of time durations for SUs of interest. Case-3 means summation of lower bounds of time durations
for SUs of interest is greater than effective usable time duration. It can be observed that for Case-1 and 2, the optimization problem P 2 becomes feasible as all SUs of the set G can be selected for the resource allocation procedure with the effective available time duration T ′ (|G|). However, for Case-3, the resource allocation problem becomes infeasible as all SUs of the set G can not be selected anymore. Therefore, there exists some cases (e.g., Case-3) where selection of SUs becomes relevant to make the resource allocation problem feasible.
We perform an initial-level selection of SUs from their lower and upper limits of time durations. We check whether
If the condition is not satisfied, then SU i is excluded from the set G permanently as for any values of L < |G|, the condition, i.e., T
not satisfied, which can be verified from Equation (16) and (17) . We denote the reduced set of SUs by:
We define a lower bound on the number of active SUs for resource allocation procedure as L LB due to interference constraint (as given in Equation (18d)), where:
Now, we check whether the condition, i.e., G ′ ≥ L LB , is satisfied or not to make the resource allocation problem feasible. From Equation (4b), we observe that for fixed values ofP f a andk, detection probability at the FC is a monotonically increasing function of number of SUs participating in the detection procedure. Therefore, we get an unique value for L LB ≥k from Equation (21). If we get G ′ < L LB , then the resource allocation problem becomes infeasible which can be checked from Equation (18e) and (21) . Our further discussion in this section is for the condition, i.e., G ′ ≥ L LB , which makes the resource allocation problem feasible.
From our observations, we propose Algorithm 2, where we show different steps to find out optimal values of α and t for given values ofP f a andk. We mention termination steps in Algorithm 2 wherever it is applicable.
Following we discuss relevant steps of Algorithm 2 and refer to important proofs which guarantee the optimality of Algorithm 2 for identical cost values, i.e.,
1) If Case-1 satisfies for available set (i.e., G ′ ), then step-4 is executed, else we go to step-5 of Algorithm 2. In Proposition V.1, we discuss about the optimality of terminating Algorithm 2 in step-4 for identical cost values,
2) When G ′ does not satisfy Case-1, we go to step-5 of Algorithm 2, where we check whether number of SUs in G ′ is equal to the minimum required SUs, i.e., L LB , as evaluated in Equation (21) .
in step-6 of Algorithm 2, the condition, i.e., Case-2 as given in Equation (19b), satisfies, then SUs of G ′ are allocated time durations following avariant of water-filling algorithm as shown in Algorithm 4 4 . However, in step-6 of Algorithm 2, if G ′ satisfies Case-3 as given in Equation (19c), then the resource allocation problem becomes infeasible. a) In Algorithm 3, we check if there is any other set of SUs of same cardinality like modified G ′ (constructed in step-11 of Algorithm 2) for which we get better utility at the FC. For that, we exchange n number of SUs between two sets, i.e., G lef t and G Ex , where n ≤ min G lef t , G Ex .
b) After exchanging n number of SUs between two sets, i.e., G lef t and G Ex , we get different sets of SUs which may satisfy any of three cases, i.e., Case-1,2, and 3. We find following interesting facts which helps in reducing complexity of Algorithm 3 and hence Algorithm 2:
• After exchanging n number of SUs if sets G Table II ) satisfy Case-1, then all other sets (which are constructed after exchanging n number of SUs) also satisfy Case-1. Under this condition (given in step-4 of Algorithm 3), we can say that G ′ 5 (defined in Table II) gives maximum utility at the FC among all possible sets of SUs constructed after exchanging n number of SUs between G lef t and G Ex . Corresponding proof is given in Proposition V.5.
• After exchanging n number of SUs if sets G Table II ) satisfy Case-2, then all other sets (which are constructed after exchanging n number of SUs) also satisfy Case-2. Under this condition (given in step-7 of Algorithm 3), we can say that G ′ 6 (defined in Table II) gives maximum utility at the FC among all possible sets of SUs constructed after exchanging n number of SUs between G lef t and G Ex . Corresponding proof is given in Proposition V.5.
• After exchanging n SUs if sets G 
***Termination step*** ;
From Equation (19b) and (19c), check which one holds for G = G ′ and evaluate α, t using Algorithm 4 for Case-2. The resource allocation problem becomes infeasible if Case-3 holds. ***Termination step*** else
, evaluate allocated time duration vector (i.e., t G ′ ) from Algorithm 4, the FC's utility (i.e., U
Perform Algorithm 3 and find out H * from step-22 of Algorithm 3;
Consider t G ′ and α which are received in step-9 of Algorithm 2 ***Termination step***;
(|H * |), ∀SU i ∈ H * ***Termination step***; 19 if Case-2 holds for G = H * in Equation (19b) then 20 Go to step-21 of Algorithm 2 considering
From Equation (19a), (19b), and (19c), check which one holds for G = G (as discussed earlier). Therefore, we return to step-7 of Algorithm 2 when H * satisfies Case-2. • Input parameters as described in Algorithm 1
• SUs' sets: G ′ , G Ex , and
• Different parameters as defined in Table II 2 n = 1;
if Case-1 holds for both
; evaluate the FC's utility, i.e., U H F C ;
6
Go to step-3 considering n = n + 1; Construct N = {Na} consisting of different sets of after exchanging n number of SUs between G lef t and G Ex , a = 1, .., 
A. Some useful propositions
In this section, we discuss about some important proofs based on which we conclude that our proposed algorithm, i.e., Algorithm 2, is optimal.
Proposition V.1. It is optimal to consider α i = 1,
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Proof. If we consider α i = 1, ∀SU i ∈ G ′ , then the utility at the FC becomes:
where (a) :
, which can be verified from Equation (17) . Now, we evaluate the utility at the FC after eliminating SU j ∈ G ′ . After elimination, we get L = G ′ − 1. From Equation (4a) and (4b), we observe that for L = G ′ − 1, both false-alarm and detection probabilities reduce at the FC, which improves rate R l for SU l ∈ G ′ \ SU j as can be verified from Equation (6) . As lower and upper time bounds of SU l depend on the rate, from Equation (16) and (17), we get following relations:
Moreover, we observe that effective time duration as given in Equation (13), increases, i.e.,
Therefore, from Equation (23a), (23b), and (24), we can conclude that if the set, i.e., G ′ , satisfies the condition for Case-1, then the set, i.e., G ′ \ SU j , will also satisfy the condition for Case-1. We can write the utility at the FC for G ′ \ SU j as:
From Equation (22) and (25), we observe that U ′′ F C < U ′ F C . Hence, after we can conclude that after elimination of any SU from the set G ′ reduces the utility at the FC. Therefore, it is optimal to select all SUs of the set G ′ , i.e,
C , which can be verified from Equation (6) . Therefore, for identical cost values of SUs, i.e., a i = a and b i = b, ∀SU i ∈ G ′ , from Equation (16), we can write:
We use the realtion as given in Equation (26) in our further propositions. In Proposition V.2 and V.3, we prove two important steps of Algorithm 2 for identical cost values of SUs. We use two different sets for SUs, i.e.,
where SU l ∈ G ′′ 1 and SU j has been defined in step-10 of Algorithm 2 as: 
As
, from Equation (26), we get:
For G ′′ 1 and G ′′ 2 , utilities at the FC are respectively:
2 respectively after allocating their lower time bounds. We can evaluate:
, which can be checked from Equation (16) . 
From Equation (34a), we can say:
Whereas, from Equation (34b) and the relation, i.e., R l (
Hence from Equation (35), (36), and (33), we get U ′ F C > U ′′ F C , which means exclusion of SU j is optimal when G ′ satisfies condition for Case-2.
Now, let us consider that G ′ satisfies Case-3. We have to prove that it is optimal to exclude SU j rather SU l from G ′ , when G ′′ 1 satisfies Case-3. From Equation (31), it can be observed that exclusion of SU j frees up more time duration compared to exclusion of SU l . Therefore exclusion of SU j may help to make the resource allocation problem feasible. Now, let us consider that G ′′ 1 satisfies Case-2, for which we can follow same steps given in this proposition to show that G ′′ 1 gives more utility at the FC than G ′′ 2 . Now we prove second statement as given in this proposition, i.e., the FC gets more utility for G ′′ 1 (when satisfies condition for Case-2) than
. Therefore, from Equation (6), we get:
where SU i ∈ G ′ . We can write the difference between utilities at the FC for G ′′ 1 and G ′ as:
where t ′ i (≥ 0) has been defined earlier in this proposition and t i (≥ 0) is the amount of allotted time duration to SU i ∈ G ′ after allotting it's lower time bound. As
or G ′ , which can be checked from Equation (16), we can further write Equation (38) as:
where, (b) : from Equation (37). Please note that as G ′′ 1 satisfies the condition for Case-2, we can write:
From Equation (40) and Equation (37), we can conclude that
Hence, it is proved that due to elimination of SU j from G ′ we get higher utility at the FC when G Proof. If we can show that the utility for G ′′ 1 is less than the utility for G ′′ 2 (as defined in Equation (27b)) for a scenario, then we can prove the claim of this proposition.
From Equation (31), we can observe that after allocating SUs their lower time bounds remaining time duration is more for G ′′ 2 than G ′′ 1 . Therefore, we can say that we might get a scenario where G ′′ 2 satisfies condition for Case-2 whereas G ′′ 1 satisfies condition for Case-1. We prove this proposition for such a scenario. From Proposition V.1, we can say that 
where, t ′′′ i is allotted time duration to SU i ∈ G ′′ 2 . We consider a scenario, where for
As G ′′ 2 satisfies Case-2, SU j ∈ G ′′ 2 is allotted:
As G ′′ 1 satisfies Case-1, we can say that SU l ∈ G ′′ 1 gets
Therefore, we may get:
So, from Equation (46), (43), and (42), we can conclude that we can not always say that the FC gets more utility
Hence, exclusion of SU j (as defined below Equation (28)) from G ′ may not be optimal when G Now, we prove some useful propositions which we use in Algorithm 3. We use different sets of SUs, G Ex , G lef t = G ′ \ G Ex , where G Ex is defined in step-12 of Algorithm 2. Moreover, we also use sets G ′ 3−6 , which are constructed with SUs from G Ex and G lef t as defined in Table II . Proof. We first prove the first statement of this proposition. It is to be noted that after exchanging n number of SUs between G lef t and G Ex , we can have total
number of sets of SUs. From Table II , it can be verified that sum of lower time bounds of SUs of G ′ 3 is highest among all
whereas, sum of lower bounds of SUs of G ′ 4 is lowest. Therefore, we can conclude that if both G ′ 3 and G ′ 4 satisfy Case-2, then remaining all sets which are constructed after exchanging n number of SUs between G lef t and G Ex , will satisfy Case-2. It can be observed from Algorithm 2 that for SU i ∈ G lef t and SU j ∈ G Ex we get:
Hence, from Equation (47a), we can say that if after exchanging n number of SUs between G lef t and G Ex all sets of SUs satisfy Case-2, then after exchanging (n + l), l = 1, .., min {|G lef t | , |G Ex |} − n, number of SUs all sets of SUs will either satisfy Case-2 or Case-3. As for Case-3, the resource allocation problem is not feasible, we consider sets of SUs which satisfy Case-2 after exchanging (n + l) number of SUs between G lef t and G Ex . It is to be noted that effective time duration, i.e., T ′ ( G ′ ), is same for either of two scenarios, i.e., for exchange of n and (n + l) number of SUs. Hence, from Equation (47b) and Algorithm 4, we can conclude that the FC will get lower utility for sets of SUs which satisfy Case-2 after exchanging (n + l) number of SUs. So, there is no need of exchanging more than n number of SUs.
Now we prove the second statement of this proposition. It is to be noted that sum of lower bounds of SUs of
number of sets which we construct after exchanging n number of SUs.
If G ′ 4 satisfies Case-3, then from Equation (47a), we can conclude that we will get Case-3 only after exchanging (n + l) number of SUs. Hence, we should stop exchanging any more than n number of SUs. Proof. We first prove the first statement of this proposition. From Table II , it can be observed that among all possible sets of SUs' constructed after exchanging n number of SUs between G lef t and G Ex , summation of upper time bounds of SUs of G ′′ 2 and G ′′ 1 are lowest and highest respectively. Hence, we can say that if both G ′′ 1 and G ′′ satisfy Case-1, then all possible sets of SUs', which are constructed after exchanging n number of SUs between G lef t and G Ex , will satisfy Case-2. From Equation (25) as given in Proposition V.1, we can observe that for
′ , the FC's utility is equal to summation of number of bits in buffers of SUs of the set which satisfies Case-2. Therefore, it can be concluded that the FC gets more utility for G ′ 5 compared to other all possible sets of SUs which are constructed after exchanging n number of SUs between G lef t and G Ex . Now, we prove the second statement of this proposition. In Proposition V.4, we have proved that if both G ′ 3 and G ′ 4 satisfy Case-2, then all possible sets of SUs', which are constructed after exchanging n number of SUs between G lef t and G Ex , will satisfy Case-2. It is to be noted that among all possible sets of SUs which satisfy Case-2, G ′ 6
gives maximum utility at the FC.
VI. RESULTS AND DISCUSSIONS
In this section, we discuss about some results and show the efficacy of our proposed algorithm. We consider that both g P T −F C and g SUi−F C , ∀SU i ∈ G, follow exponential distributions with unit mean; noise spectral density as -174 dBm/Hz., such that, effective noise power becomes N 0 = [−174 + 10 log 10 (B w )] dBm. Different other parameters' values which we consider in our simulation, are given in Table III . We consider identical data type at all SUs' buffers, such that, cost values (i.e., a i and b i ) become identical. 
Please note that in Section VI-A and VI-B, we take 1000 Monte-Carlo simulations, i.e., we generate g SUi−F C , ∀SU i ∈ G 1000 times and perform resource allocation procedure each time. Corresponding results in Section VI-A and VI-B are shown taking average of all outcomes.
A. Comparison with search operation
In order to check optimality of our proposed algorithm, we compare with exhaustive search. We consider P (H 0 ) = 0.8, γ = −7 dB, B i = 1000 bits, g SUi−F C ∼ exp(1), ∀SU i ∈ G. We consider nine different values for P f a = [0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.8, 0.9] which are considered during search operation over P f a .
In Fig. 3(a) , we plot the FC's utility for varying ζ for our proposed algorithm and exhaustive search method.
We consider three different values for M = 3, 5, and 7. It is observed that for a given value of M , the FC's utility decreases with ζ. As the interference probability on the primary network is increased, secondary network gets less chance to access the licensed spectrum, which results reduced utility at the FC. The FC's utility improves when number of SUs is increased because more number of SUs help in improving the detection performance of the secondary network. From Fig. 3(a) , it can be observed that our proposed algorithm gives exact result like exhaustive search, which proves that we get optimal result using our proposed algorithm.
In Fig. 3(b) , we plot the computational complexity (i.e., relative time required to find out the FC's optimal utility) for both the proposed algorithm and the exhaustive search method. We perform relative comparison as the outcome depends on computer specification and coding efficiency. We consider different values for M and ζ and observe that convergence time increases for increasing M ; whereas, for higher value of ζ, convergence time duration reduces.
It can be observed that for higher value of M , corresponding time of execution for exhaustive search increases significantly. However, it is almost linear for our proposed algorithm. If we consider high value for ζ, then the threshold at the FC becomes high, which reduces the effective search space and hence overall execution time.
B. Advantage of joint optimization
To the best of our knowledge no work has considered buffer constraint and user selection together in the context of resource allocation for opportunistic CR networks. For that reason, we can not compare our proposed algorithm with any existing framework. However, in order to understand the benefit of joint optimization (i.e., sensing thresholds, SU set for resource allocation, and allocation time durations), we compare with non-joint optimization method, which we discuss below.
1) Non-joint optimization method:
For non-joint optimization method, we consider following set of SUs:
In Equation (48), we find out SUs which get positive utility after clearing all data from their buffers. If a SU gets negative utility after clearing all data from it's buffer, then the SU will never get positive utility. Therefore, we considerḠ in our analysis for non-joint optimization. We obtain the FC's utility solving two different optimization problems N J − P 1 and N J − P 2, which we discuss below.
It can be observed that the optimization problem, i.e., N J − P 1, is purely detection oriented. For any signal detection problem, detection probability increases/decreases for fasle-alarm probability increases/decreases, which can be verified from [33] . Therefore, we can conclude that values for P f a = P N J−P 1 f a and k = k N J−P 1 can be solved as:
We consider α i = 1, ∀SU i ∈Ḡ, P f a = P N J−P 1 f a
, and k = k N J−P 1 to solve the following optimization problem:
subject to: In Fig. 4 , we plot the FC's utility received for joint and non-joint optimization methods while varying ζ. We consider M = 5, P (H 0 ) = 0.8, B i = 1000 bits, ∀SU i ∈ G and perform the comparison for two different values for γ = −5 and -7dB. It is observed that the joint method, which we have proposed, gives better result than the non-joint method. The FC's utility reduces when we increase the value for ζ, which happens as the secondary network gets less opportunity to access the licensed spectrum. For increasing the sensing SNR at SUs, the FC's utility improves due to better detection performance at SUs and hence the FC. At lower sensing SNR, efficacy of joint optimization method is more prominent.
Please note that for non-joint optimization, we do not consider positive utility constraint for SUs. Therefore, some SUs get negative utility after the resource allocation. In Fig. 5 , we consider γ = −5 dB and plot number of SUs get negative utility while varying data size in SUs' buffers, i.e., B i , ∀SU i ∈Ḡ. We observe that as the buffer size and average value of channel gain, i.e., g STi−F C , ∀SU i ∈Ḡ increase, more number of SUs that get negative utility. From the expression of upper time bound as given in Equation (17) , it can be observed that upper limit on allotted time duration increases as buffer size as well as channel gain increase. Therefore, the chance of getting time duration for a SU with lower channel gain, reduces. 
C. Delay measure
In this section, we discuss about the average delay experienced by SUs in our proposed algorithm to clear their data from their buffers. Following, we discuss about the simulation set-up which we follow to generate Fig. 7(a) and 7(b).
Simulation set-up for delay measure: In real time, the FC will perform the resource allocation for multiple frames. For that reason, we consider multi-frame simulation in order to give a clear idea about how the resource allocation procedure which we have discussed so far, may take place in real. During each frame duration, i.e., T = 1 msec., the PU may be absent with probability P (H 0 ) or may be present with probability P (H 1 ). During each frame duration, we generate following channel gains:
• Sensing channel gain, i.e., g i = |h i | 2 (as mentioned in Equation (4b)), which follows exponential distribution with mean value of µ 1 . We assume identical values for g i = g, ∀SU i ∈ G.
• Channel gains between SUs and the FC, i.e., g SUi−F C , ∀SU i (as mentioned in Equation (5a) and (5b)), follow exponential distribution with mean value of µ 2 .
We assume that the FC has exact knowledge about g SUi−F C , ∀SU i . This assumption remains valid when the control channel frequency and licensed channel frequency lie within the coherence bandwidth. Such that, estimation of channel gains between SUs and the FC in Phase-1 will correspond to channel gains between SUs and the FC in Phase-6.
At the beginning of each frame duration SU i informs to the FC about it's stored data at buffer and payment Figure 6 : Overview of buffer calculation in each frame details, i.e., a i and b i , ∀SU i . In Fig. 6 , we give a pictorial overview about how buffer data is calculated at the beginning of each frame duration for SU i , ∀i. Traffic arrives at SUs' buffers in a random way. We assume that traffic idle time, i.e., T i idle , ∀SU i , follows Pareto distribution, whose density function can be written as:
where α i is the shape parameter and β i is the scale parameter 5 . B i in number of bits arrive at SU i 's buffer after traffic idle time. We consider T i b time after which B i in number of bits gets accumulated at SU i 's buffer. We do not use any time stamp in B i in as we consider identical number of bits arrival all time. For example, number of bits at SU i 's buffer at the beginning of third frame duration as shown in Fig. 6 , can be calculated as:
out , is number of bits at SU i 's buffer at the beginning of second frame duration and B i (1) = 10 bits ∀SU i ∈ G ′ . From Fig. 6 , it can be observed that during second frame duration B i in number of bits arrive at SU i 's buffer which we add in Equation (53). We assume identical values for α i = α, β i = β, B For a particular frame duration, we correspond our simulation steps to different phases which we have shown in Fig. 2 as follows:
• After receiving all information from SUs, i.e., after Phase-1, as shown in Fig. 2 , the FC finds optimal decision thresholds, optimal set for SUs from G, and allotted time durations for selected SUs, following Algorithm 1, 2, 3, and 4, which are discussed in Section IV and V. Here, we assume that the FC is computationally powerful, such that, we can neglect the time for this evaluation process.
• The FC instructs selected SUs to perform spectrum sensing in Phase-2.
• In Phase-3, selected SUs perform spectrum sensing considering the sensing channel gain, i.e., |h| 2 , which we generate in a frame.
• After spectrum sensing, SUs send their hard decisions to the FC in Phase-4.
• The FC decides the PU to be idle when the summation of SUs' decisions is less than the FC's threshold as evaluated in Phase-1. The FC informs selected SUs about their allotted time durations in Phase-5.
• In Phase-6, selected SUs either access (with channel gains g SUi−F C , ∀SU i ) the licensed spectrum or remain idle based on the outcome in Phase-5. Please note that we consider actual rate (i.e., bits/sec.) for SUs, e.g., if
the PU follows hypothesis H l and sensing outcome is H m , then rate for SU i is considered as r i l ; l, m ∈ {0, 1}.
In Fig. 7 , we plot average delays for SUs to clear their data from buffers for M = 5, α = 1, β = 7, B i (1) = 10 bits and B i in = 10 bits, ∀SU i ∈ G, while varying P (H 0 ) and ζ. Fig. 7(a) is for ζ = 0.7 and γ = −7 dB, where we show that SUs take almost same time on average to clear their data from buffers for a given value of P (H 0 ). SUs' delays reduce for increasing the value for P (H 0 ), which is intuitive. As the PU uses the licensed band less frequently, secondary network gets more chance to access the licensed spectrum without any interference from the PU. Therefore, SUs can clear their buffer data in less time. Fig. 7 (b) is for P (H 0 ) = 0.8 and γ = −3 dB, where we plot SUs' average delays varying ζ. As ζ increases SUs take more time duration to clear their data from buffers due to less transmission opportunity to maintain stringent interference constraint. From both Fig. 7 (a) and 7(b), it can be observed that SUs take almost same time to clear their buffer data for a given value of P (H 0 ) and ζ, which indicates that our resource allocation algorithm is fair enough.
1) Fairness check:
We further check the fairness of our algorithm following famous Jain's formula as given following [34] :
In our case, x i corresponds to the delay for SU i . We put average delay values received from Fig. 7 (a) and 7(b) in Equation (54). Value of J (x 1 , .., x n ) = 1 ranges from 1/n (worst case) to 1 (best case). We observe that for all values of P (H 0 ) and ζ, we get J (x 1 , .., x n ) ≈ 1.
VII. CONCLUSION
In this paper, we have considered a joint spectrum sensing and resource allocation problem for an opportunistic cooperative CR network. The FC plays dual role, i.e., as global decision maker and resource allocator. In order to get resources, SUs pay to the FC. SUs are allocated different time slots by the FC to make the SUs' transmission orthogonal over time. As the available time duration may not be sufficient for allocating time durations to all SUs, the FC may have to perform a selection procedure among SUs. Beside designing spectrum sensing thresholds, we also devise SU selection algorithm, which we prove optimal under certain condition. It is observed that the condition as given in Equation (55a) always satisfies, however, the condition as given in Equation (55b), does not satisfy always. We consider an example considering M = k = 5, P (H 0 ) = 0.6, γ = −7. varying P f a in Fig. 8 , where it can be observed that det[H] is not always positive. Therefore, we can conclude that P 2 is not quasi-convex/convex over P f a and k. As the objective function is not concave in lower dimension, we can conclude that the objective function is not concave in higher dimension also, i.e., for P f a , k, and t.
