I. Introduction
Many recent studies on autonomous spacecraft landing use computer vision methods to improve the accuracy of the state estimates used for landing. [1] [2] [3] Typically, these studies integrate the vision module with other exteroceptive sensors such as laser or radar altimeters a . This is a sensible approach for the main landing system of a large spacecraft. However, for a backup emergency system or for much smaller spacecrafts, a solution entirely based on vision and proprioceptive sensors (e.g. gyros) could lead to significant mass savings.
Small flying animals are capable of safe and accurate landings while relying only on proprioceptive and visual information. Since this capability holds a promise of landing safely with limited sensors and processing, it has served as inspiration for recent spacecraft landing studies.
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The focus of these studies has been on the use of ventral optic flow, a measure of the translational velocity divided by the height. Bees are known to use optic flow for controlling their speed and height, also when landing. [8] [9] [10] In particular, when landing, they keep the ventral optic flow constant. 11 Valette et al. study a control law that implements this strategy, simulating landings on the moon.
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The disadvantages of the sole use of ventral optic flow for landing are two-fold. First, the vertical dynamics of the lander is left free. The ventral flow can have the same constant value for a trajectory in which the lander ascends while accelerating and a trajectory in which the lander descends while decelerating. Thus, one has to directly or indirectly assume some type of descent profile, for example by introducing a pitch law for the spacecraft. 6 Without the use of additional exteroceptive information to compute an optimal pitch profile, this leads to a considerable expense of propellant 7 and to undefined final low-gate conditions. Second, in the case of a straight vertical landing the ventral flow is zero. In such a case, e.g. in the terminal phase of an asteroid landing scenario, the ventral flow does not provide any information on how to land the spacecraft. * Advanced Concepts Team, European Space Agency, dario.izzo@esa.int a Exteroceptive sensors observe entities external to the spacecraft, while proprioceptive sensors measure quantities within the spacecraft "body".
In this article, a landing strategy is studied that complements ventral optic flow with another visually observable measure known to play an important role in animal landings: the time-to-contact (TTC).
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In the context of landing, the time-to-contact is a measure of the height divided by the vertical velocity b .
When approaching the landing surface, there is an increasing expansion of imaged ground features. This expansion can be measured to estimate the time-to-contact (cf. 14, 15 ).
The main contribution of this article is the introduction of a safe and mass-efficient strategy for landing that only relies on proprioception and vision. Landing safely with incomplete information on the spacecraft state (and in particular without the height) is clearly difficult and one may believe that it is not even possible or in any case far from (mass-)optimality. The rest of the paper will attempt to prove such a belief wrong. The introduced strategy is also relevant to areas outside of the space sector, such as autonomous landing of Unmanned Air Vehicles (UAVs).
II. Dynamical Model
Consider the following set of differential equations, describing in very simple terms the terminal phase dynamics of a planetary landing:v
The lander is modelled as a point with variable mass, its state is x = [v x , v z , x, z, m]. The cartesian components of the thrust are u = [u x , u z ], I sp is the engine specific impulse, g the planetary acceleration due to gravity. It is assumed that the spacecraft can measure the ventral optic flow ω and the time-tocontact τ :
Both these quantities can be estimated using vision algorithms 15, 16 and thus assuming only a (downwardlooking) camera onboard the spacecraft, or equivalent neuromorphic devices. 17, 18 Proprioceptive sensors such as gyros are only necessary to the extent that they facilitate the measurements of the time-to-contact and the ventral optic flow (cf. 14, 19 ).
It is important to note here that the simultaneous measurement of ventral flow and time-to-contact is typically considered problematic (cf. 20, 21 ), since the divergent optic flow is dominated by the ventral b Note that this measure is only equal to the actual time to contact if the velocity remains constant, which is typically not the case in landing scenarios.
optic flow if the focus of expansion is located far away. Measuring the time-to-contact with the help of feature scales instead of optic flow vectors tackles this problem, since this method does not depend on the focus of expansion.
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III. Constantly decreasing Time-To-Contact
First consider a constant ventral optic flow descent (cOF ):
z0 . The advantage of such a strategy is that it automatically slows down the horizontal velocity forcing it to vanish at touch down (z → 0 −→ v z → 0). As mentioned in the introduction, the degree of freedom corresponding to the vertical landing dynamics is left free if only ventral flow is used. As an initial strategy for controlling the vertical dynamics, descents are considered in which the time-to-contact is constantly decreasing. These descents will be referred to as cdTTC descents (constantly decreasing time-to-contact) and are defined
Let us study the effect of such a linear decrease on the resulting spacecraft vertical dynamics. Following from the time-to-contact definition in Eq. (6) we get:
and hence the vertical dynamics in a cdTTC descent are fully determined by the second order non-linear
Solving the above equation yields the general solution:
and, in terms of the initial conditions:
z0 c 2 vz0
The above equations completely describe the vertical landing dynamics resulting from keeping the derivative of the time-to-contact constantly equal to −c 2 . It is immediately seen from Eq. (9) how (given c 2 < 1) such a strategy forces the vertical velocity to slow down and be zero at z = 0. One can also evaluate the landing time (in case of perfect regulation) as
As particular cases, the above developments include trajectories where c 2 = 0, recently proposed for Micro Air Vehicles (MAV), 21 and trajectories where c 2 = 0.5 which have been mentioned in the context of experiments on car breaking.
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It seems thus natural to propose regulating a constant optic flow and a constantly decreasing timeto-contact at the same time as to obtain, as a natural consequence, a soft landing. This novel idea is as valid for the automated landing of MAVs as for that of spacecrafts. The latter scenario is investigated in the following sections.
A. On the optimality of a linearly decreasing time-to-contact
In a space application it is crucial to study the mass consumption resulting from such landings. The mass penalty introduced during a lunar descent by forcing (only) a constant ventral optic flow constraint (cOF constraint) has been studied recently. 7 Here we build on those results, using the same spaceAMPL code available as an open source project and considering the same optimal control problem but also, as an added constraint, a constantly decreasing time to impact (cdTTC constraint). An Apollo-like scenario . We will consider this scenario (used also in 7 as a baseline scenario for all our simulations). Since the thrust cannot exceed the maximum allowed T value, in order for a cdTTC constraint to be feasible, it must not translate into an excessive thrust request. From the third of Eqq. (9) and Eq. (2) we know that during a cdTTC descent the required thrust level would be:
and is finite at touch-down (t = − 
and, requiring it to be smaller than T , implies c
. Overall, the value of c 2 is constrained as follows: In order to evaluate the mass penalty introduced by the newly proposed landing strategy, the optimal control problem is considered of a descent in four cases: (a) a free descent, (b) considering a cOF constraint (repeating what was done in 7 ), (c) considering a cdTTC constraint (we also let c 2 be optimized within the bounds of Eq. (10)) and (d) considering both the cOF constraint and the cdTTC constraint.
The final landing conditions considered are z f = 0, v x f = 0 and v z f = 0. The optimal control problem is solved using the impulsive transcription method developed by one of the authors. Table 1 shows used propellant mass and the corresponding descent time for the four cases discussed
above. An important observation is that the cdTTC constraints introduce a significant mass penalty that adds up to a smaller one introduced by the cOF constraint. Overall, ≈33% more propellant is used in this particular example for a cOF-cdTTC descent. In a later section a better (in terms of mass optimality) strategy to regulateτ is proposed.
B. Regulating a cdTTC-cOF descent
In this subsection it is shown that there exist (straightforward) control laws that can in principle achieve a cdTTC-cOF descent. The goal here is to show the possibility of enacting such a descent, and not to perform an in-depth analysis of the control laws. Analysis such as that of asymptotic stability fall outside the scope of this short article.
Consider the following laws for the spacecraft thrust:
In case u 2 x + u 2 z ≥ T the thrust is to be saturated. Note that the above equations are simple control laws based on the visually observable variables ω andτ . Where ω is directly mapped to u x , τ has to be differentiated over time in order to obtainτ .
The first equation acts on the vertical dynamics, trying to throttle u z to the level required forτ to be equal to c 2 , while the second equation tries to regulate a constant optic flow. Note how, while in the horizontal dynamics u x is evaluated directly, in the vertical dynamics the derivative of u z appears. This choice is crucial to the success of the feedback laws.
As a preliminary test of feasibility, we simulate this control strategy during a lunar descent, assuming perfect knowledge onτ and ω. The gain values are set to K x = 50000 and K y = 250000. The resulting descent is visualized in Figure 2 . As we have assumed perfect sensing of both ventral optic flow and time-to-contact the resulting trajectory is very close to the optimal solution shown in Figure 1 . We have thus proved the possibility of obtaining a soft landing by acting on the basis of optic flow variables (i.e.
ω and τ ) expressed in Eq. (11).
IV. Exponentially decreasing Time-To-Contact
The mass penalty inroduced during a cdTTC descent, evaluated above in the case of a lunar scenario, may be not acceptable in some scenarios. One may therefore wonder if other strategies exist that use ω and τ to achieve a soft landing. We thus propose and study a second automated landing strategy referred to as edTTC-cOF, since it is based on attempting to have an exponentially decreasing time-tocontact while keeping the ventral optic flow constant. This will create an asymptotic vertical motion that, theoretically, leads to an infinite landing time. It will be shown how, for all practical purposes, this is not the case and actually a great improvement is obtained in terms of mass optimality. In the proposed exponentially decreasing time-to-contact, the analysis starts from the requirement that:
and hence the vertical dynamics is fully determined by the differential equation:
Solving the above second-order nonlinear ordinary differential equation yields the general solution:
and, in terms of the initial conditions: 
From the above equations we note how (a) the acceleration, velocity and altitude all go to zero for t → ∞ . These new final conditions are used to solve the optimal landing problem in the reference scenario forcing the edTTC constraint. As the terminal constraints have slightly changed also the optimization relative to the cdTTC case is re-run. The results are summarized in Table 2 where it is clearly shown how the edTTC descents are to be preferred to the cdTTC as they allow for a landing profile much closer to mass optimality. The additional expenditure is decreased, in our test-case, from ∼ 33% in the cdTTC-cOF case to ∼ 18% in the edTTC-cOF case.
In Figure 3 such a descent is plotted (the optimal value c 2 = 0.0517 is here used). Please note how the vertical velocity v z increases in magnitude at first to then, eventually, vanish. This behaviour is close to the optimal one reported, for the same test case.
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B. Regulating a edTTC-cOF descent
Again, control laws are introduced to demonstrate the feasibility of controlling a edTTC-cOF descent.
The following regulation equations result in a descent with an exponentially decreasing time-to-contact:
Simulations have been performed also in this case showing how, assuming a perfect knowledge on τ,τ and ω, the spacecraft is able to follow closely the optimal cOF-edTTC descent path (see Figure 4 ). In the Figure it can be observed that even though the thrust saturates, the presented feedback is still able to drive the spacecraft to a successful landing. 
V. Conclusions
The main contribution of this work is to use purely visual cues (possibly aided by proprioception) to achieve soft landings on a planetary surface with a moderate mass penalty. The spacecraft altitude does not need to be measured nor estimated. Successful landings are obtained on the basis of ventral optic flow and time-to-contact estimates. The resulting closed loop control system is simulated in a simplified environment. First, a linearly decreasing time-to-contact is investigated: for the studied specific scenario, this strategy's mass expenditure is considerable. Subsequently, an exponentially decreasing time-tocontact has been studied. In such a case, the height and velocity vanish following a double exponential, which is shown to lead to a soft landing and a significant improvement in mass optimality. While perfect knowledge is assumed on the optic flow variables and a simplified dynamics is employed, the results presented constitute a promising research avenue to obtain a fully automated landing procedure based on visual cues. 
