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Abstract
We show robustness of various truncated and subcritical approximations to the stochas-
tic defocusing mass-critical nonlinear Schrödinger equation (NLS) in dimension
d = 1, whose solution was constructed in [FX18] with one particular such approxi-
mation. The key ingredient in the proof is a uniform bound of the solutions to the
family of deterministic mass-subcritical defocusing NLS.
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1 Introduction
1.1 Solution to the mass-critical stochastic equation
The aim of this article is to show robustness of truncated and subcritical approximations
to the mass-critical stochastic nonlinear Schrödinger equation
i∂tu+ ∆u = |u|4u+ u ◦ W˙ , u(0, ·) ∈ L∞ω L2x, (1.1)
where W˙ is white in time and coloured in space, and ◦ denotes the Stratonovich product
that preserves the L2-norm of the solution. The solution to (1.1) was constructed in the
recent work [FX18] also via approximations of truncated and subcritical problems, but
with the limit taken in a particular oder.
We first give the precise assumption on the noise. Let H be the Hilbert space of
real-valued functions on R with the inner product
〈f, g〉H =
N∑
j=1
〈(1 + |x|K)f (j), (1 + |x|K)g(j)〉L2
for some sufficiently large K and N (K,N = 10 would be enough). Our assumption
on the noise is the following.
Assumption 1.1. The Wiener process W has the form W = ΦW˜ , where Φ : L2(R)→
H is a trace-class operator, and W˜ is the cylindrical Wiener process on L2(R), defined
on the probability space (Ω,F ,P) with natural filtration (Ft)t≥0. The noise W˙ in (1.1)
is the time derivative of W .
With this assumption on the noise, one can re-write (1.1) in its Itô form as
i∂tu+ ∆u = |u|4u+ uW˙ − i
2
uFΦ,
where the product between u and W˙ is in the Itô sense, and
FΦ(x) =
∑
k
(Φek)2(x)
is the Itô-Stratonovich correction, which is independent of the choice of orthornormal
basis {ek} of L2(R).
We now introduce a few notations. For every interval I ⊂ R, let
X1(I) = L∞t L2x(I) := L∞(I, L2(R)), X2(I) = L5tL10x (I) := L5(I, L10(R)).
(1.2)
Let X = X1 ∩ X2 in the sense that
‖ · ‖X (I) = ‖ · ‖X1(I) + ‖ · ‖X2(I).
Let (Ω,F ,P) be the probability space as in Assumption 1.1. For every ρ ≥ 1, we write
LρωX (I) = Lρ(Ω,X (I)). The following is the main result of [FX18].
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Theorem 1.2 ([FX18]). Let W be the Wiener process above and u0 be independent of
W with ‖u0‖L∞ω L2x < +∞. Then, there exists a unique global flow u adapted to the
filtration generated by W such that u ∈ LρωX (0, T ) for every T > 0 and every ρ ≥ 5,
and satisfies
u(t) = eit∆u0 − i
∫ t
0
ei(t−s)∆(|u(s)|4u(s))ds
− i
∫ t
0
ei(t−s)∆u(s)dWs − 1
2
∫ t
0
ei(t−s)∆(FΦu(s))ds.
(1.3)
The equality holds in LρωX (0, T ) and the stochastic integral is in the Itô sense. The
solution satisfies the bound
‖u‖LρωX (0,T ) ≤ C = C(ρ, T, ‖u0‖L∞ω L2x).
Furthermore, we have pathwise mass conservation in the sense that ‖u(t)‖L2x = ‖u0‖L2x
almost surely for every t ∈ [0, T ].
The solution u ∈ LρωX (0, T ) in Theorem 1.2 was constructed as follows. We
start with the existence of the solution in the truncated subcritical problem. Let
θ : R+ → [0, 1] be smooth with compact support in [0, 2), and θ = 1 on [0, 1]. For
every m > 0, let
θm(x) = θ(x/m).
Also, for every ε > 0, we letN ε(u) = |u|4−εu andN (u) = |u|4u. A result in [dBD99]
states that for every m, ε > 0 and u0 ∈ L∞ω L2x independent of W , there is a unique
process um,ε ∈ LρωX (0, T ) satisfying
um,ε(t) =eit∆u0 − i
∫ t
0
ei(t−s)∆
(
θm(‖um,ε‖5X2(0,s))N ε(um,ε(s))
)
ds
− i
∫ t
0
ei(t−s)∆um,ε(s)dWs − 1
2
∫ t
0
ei(t−s)∆(FΦum,ε(s))ds,
(1.4)
and one has the pathwise mass conservation ‖um,ε(t)‖L2x = ‖u0‖L2x almost surely. The
authors then proved the existence of the limit
u∞,ε := lim
m→+∞
um,ε (1.5)
for every ε > 0, and showed that this limit solves the corresponding subcritical equation
without the truncation. Note that the above limit relies on the strict positivity of the
fixed (though arbitrary) ε.
On the other hand, in order to construct the solution to the critical equation (1.3),
one needs to take both limits m→ +∞ and ε→ 0. In [FX18], starting from the family
{um,ε}m,ε, we took the following procedures:
1. For every m > 0, we were able to show that the sequence {um,ε}ε converges in
LρωX (0, T ) to a limit um, which satisfies
um(t) =eit∆u0 − i
∫ t
0
ei(t−s)∆
(
θm(‖um‖5X2(0,s))N (um(s))
)
ds
− i
∫ t
0
ei(t−s)∆um(s)dWs − 1
2
∫ t
0
ei(t−s)∆(FΦum(s))ds
(1.6)
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in the same space.
2. In the second step, starting from the sequence {um}m as obtained in the previous
step, we were able to show that um → u inLρωX (0, T ) and that the limit u satisfies
(1.3). A key ingredient in [FX18] is a uniform-in-m bound of ‖um‖LρωX (0,T ).
In short, we were able to show the existence of the limit
u := lim
m→+∞
lim
ε→0
um,ε
and the corresponding Duhamel’s formula (1.3) for u. The order of the limit taken
above was essential in the construction in [FX18], as it relies on the uniform bound on
{um} with ε = 0 particularly.
1.2 Main result and key ingredient
From the above discussions, it is natural to expect that the solution u can also be
approximated by taking m→ +∞ first and then ε→ 0. This would require a uniform
bound on {um,ε}m,ε in both m and ε, but not just in m while ε = 0. The following is
our main theorem.
Theorem 1.3. Let u0 ∈ L∞ω L2x be independent of W . For every m > 0 and ε ∈ (0, 1),
let um,ε be the solution to (1.4). Let ρ ≥ 5 and T > 0 be arbitrary. Then there exists B
depending on ρ, T and ‖u0‖L∞ω L2x only such that
‖um,ε‖LρωX (0,T ) ≤ B (1.7)
for all m > 0 and ε ∈ (0, 1). Furthermore, let u denote the solution to the critical
equation (1.3) as in Theorem 1.2, then for every δ > 0, there exist m0 > 0 and
ε0 ∈ (0, 1) such that
‖um,ε − u‖LρωX (0,T ) < δ (1.8)
for all m > m0 and ε ∈ (0, ε0).
The key ingredient of the proof of Theorem 1.3 is the uniform boundedness of the
family of solutions {wε} to the one-dimensional deterministic defocusing Schrödinger
equation(s)
i∂twε + ∆wε = µ|wε|4−εwε , wε(0, ·) ∈ L2(R) (1.9)
in finite time interval [0, T ] over ε ∈ [0, 1], µ ∈ [0, 1] and L2-bounded initial data.
Once we have such a deterministic uniform bound, the derivation from it to the
stochastic bound (1.7) is essentially the same as the corresponding ε = 0 situation in
[FX18], and we can establish the convergence (1.8) using the boundedness of {um,ε}
in (1.8).
Recall the notations X1,X2 and X from (1.2). The main deterministic uniform
bound is the following.
Proposition 1.4. For every M > 0 and T > 0, there exists B = B(M,T ) such that if
wε solves (1.9) with µ ∈ [0, 1], ε ∈ [0, 1] and ‖wε(0)‖L2x ≤M , then we have
‖wε‖X (0,T ) ≤ B.
The constant B depends on M and T only.
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One may wonder whether the above proposition follows immediately from the
boundedness of subcritical solution (say ε = 1) and Dodson’s recent scattering result
([Dod16]), which correspond to ε = 0. While it is a consequence of these two extreme
situations, the proof is somewhat technically involved since Dodon’s results rely on
the scale invariance of the solution when ε = 0, which is not available for positive ε.
Instead, we employ concentration compactness together with the boundedness of the
two extreme cases to establish the uniform boundedness of {wε}.
Note that we need the bound in Proposition 1.4 to be uniform both in ε ∈ [0, 1]
and in the class of initial data with L2-norm bounded by M . If we fix the L2 initial
data and only requires uniformity in ε, then it indeed follows directly from Dodson’s
theorem (when ε = 0) and a standard persistence of regularity argument.
1.3 Structure of the article
The article is organised as follows. In Section 2, we briefly review the background on
the deterministic nonlinear Schrödinger equation, including dispersive and Strichartz
estimates, local well-posedness and Dodson’s results on the global bounds and stability
for mass-critical NLS. Sections 3 and 4 are devoted to the proof of Proposition 1.4. In
Section 3, we introduce concentration compactness, which is the main tool of the proof,
and then re-formulate Proposition 1.4 to Proposition 3.7. We then give a complete
proof of Proposition 3.7 in Section 4 with concentration compactness. Finally, in
Section 5, we prove Theorem 1.3 using Proposition 1.4. This also relies on a series of
other uniform boundedness/stability statements for deterministic equations.
1.4 Notations
We recall the notations introduced above. For every interval I, we let
X1(I) = L∞t L2x(I) = L∞(I, L2(R)) , X2(I) = L5tL10x (I) = L5(I, L10(R)),
and defineX (I) such that ‖·‖X (I) = ‖·‖X1(I)+‖·‖X2(I). We also writeLρωY = Lρ(Ω,Y).
For ε ∈ [0, 1], let N ε(u) = |u|4−εu, and N (u) = |u|4u. We let θ denote smooth non-
negative function defined on [0 +∞) such that it has compact support in [0, 2], and
equals 1 on [0, 1]. Finally, for m > 0, we let θm(·) = θ(·/m).
Also, in most places in the article (except Sections 3 and 4), we use u (as well as
with suitable subscripts) to denote the solution to the stochastic equation, w (or wε,
wm,ε) to denote the solution to the deterministic mass-critical (or subcritical) equation,
and v (also with vε and vm,ε) to denote the perturbed versions of w (and wε, wm,ε).
On the other hand, Sections 3 and 4 are technical and various equations/solutions are
involved, so the notations there (such as u, v, w) are independent with the rest of the
article.
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2 Preliminaries on Strichartz estimates and deterministic NLS
2.1 Dispersive and Strichartz estimtes
We state some dispersive and Strichartz estimates below which are fundamental in the
study of Schrödinger equation and are used throughout the article. These estimates are
all stated in space dimension d = 1. One may refer to [Caz03] [KT98],[Tao06] and
reference therein.
Proposition 2.1. There exists C > 0 such that
‖eit∆f‖Lp′ (R) ≤ Ct
1
p
− 1
2‖f‖Lp(R)
for every p ∈ [1, 2] and every f ∈ Lp(R). Here, p′ is the conjugate of p.
We now state Strichartz estimates. A pair of non-negative real numbers (q, r) is
called an admissible pair (for d = 1) if
2
q
+
1
r
=
1
2
.
We have the following Strichartz estimates.
Proposition 2.2. For every admissible pair (q, r), there exists C > 0 depending on
(q, r) only such that
‖eit∆f‖LqtLrx(R) ≤ C‖f‖L2x
for all f ∈ L2x. For every two admissible pairs (q, r) and (q˜, r˜), there exists C > 0 such
that ∥∥∥∫ t
τ
ei(t−s)∆f (s)ds
∥∥∥
LqtL
r
x(I)
≤ ‖f‖
Lq˜
′
t L
r˜′
x (I)
for all interval I ⊂ R and all space-time functions f ∈ Lq˜′t Lr˜′x (I). Here, q˜′ and r˜′ are
the conjugates of q and r.
2.2 Preliminary for local theory
It is now standard to prove local well posedness for mass critical/subcrtical NLS. We
briefly review it for the convenience of the readers. One may refer to [CW89], [Caz03]
and [Tao06] for more details. We present the following lemmas to summarise the key
estimates in local well-posedness. They will be used in various places in Section 4
Since we will prove Theorems 2.7 and 1.3 for T = 1, we give these statements on
sub-intervals I = [a, b] ⊂ [0, 1]. Recall that wε satisfies the equation
i∂twε + ∆wε = µN ε(wε) , wε(a, ·) ∈ L2x,
where ε, µ ∈ [0, 1]. All the bounds below are uniform over ε, µ and the interval
I ⊂ [0, 1].
Lemma 2.3. There exists C > 0 such that
‖wε − eit∆wε(a)‖X2(I) ≤ C(b− a)
ε
4‖wε‖X1(I)‖uε‖4−εX2(I).
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The following lemma gives the bound on ‖wε‖X2(I) when ‖wε(a)‖L2x is small.
Lemma 2.4. There exists δ0 > 0 and C > 0 such thats if ‖wε(0)‖L2x ≤ δ0, then
sup
ε∈[0,1]
‖uε‖X2(I) ≤ C.
In practice, we need to slightly enhance Lemma 2.4 to the following.
Lemma 2.5. Suppose ‖wε(a)‖L2x ≤ M . There exists δ0 > 0 depending on M and
C > 0 universal such that if
‖eit∆wε(a)‖X2(I) ≤ δ0,
then we have
‖wε‖X2(I) ≤ CM‖eit∆wε(a)‖X2(I).
The next proposition is a conditional stability statement.
Proposition 2.6. Let wε be as above, and vε ∈ X (I), e ∈ L1tL2x(I) such that
i∂tvε + ∆vε = µN ε(vε) + e , vε(a, ·) ∈ L2x.
Then for every M1,M2 > 0, there exist δ, C > 0 such that if
‖vε‖X1(I) ≤M1 , ‖vε‖X2(I) ≤M2 , ‖vε(a)− wε(a)‖L2x + ‖e‖L1tL2x(I) ≤ δ ,
we have
‖vε − wε‖X (I) ≤ C
(
‖vε(a)− wε(a)‖L2x + ‖e‖L1tL2x(I)
)
.
The constants δ and C depend on M1 and M2 only.
This is an uniform-in-ε version of [CKS+08, Lemmas 3.9 and 3.10]. The proof is
essentially the same, so we omit the it here. Note that this is a perturbative statement
since one assumes a bound on ‖vε‖X2(I). The statements given in the next subsection
however, are totally non-perturbative.
2.3 Boundedness and stability of mass-critical NLS
We briefly review the boundedness and stability results for the mass-critical NLS,
highlighting Dodson’s theorem. These have been reviewed in [FX18, Section 4.1], but
since these statements will be used later, we still summarise them here for completeness.
Throughout, let I = [a, b] with b− a ≤ 1, and fix µ ∈ [0, 1]. All the bounds below are
uniform in µ ∈ [0, 1], and their dependence on I is through b− a only.
Let w ∈ X (I) be the solution to the mass-critical NLS
i∂tw + ∆w = µ|w|4w , w(a) ∈ L2x(R). (2.1)
Let v ∈ X (I) and e ∈ L1tL2x(I) such that
i∂tv + ∆v = µ|v|4v + e , v(a) ∈ L2x(R). (2.2)
We have the following statements.
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Theorem 2.7 (Dodson). For every w(a) ∈ L2x, the equation (2.1) has a global solution
w ∈ X (R). Moreover, for every M > 0, there exists DM > 0 such that
‖w‖X (R) ≤ DM
whenever w(a) ≤M .
With the bound in Theorem 2.7, one can enhance Proposition 2.6 to the following
by removing the assumption on the X2-norm bound of the solution.
Proposition 2.8. Let w be the solution to (2.1), and v ∈ X (I) and e ∈ L1tL2x(I) satisfy
(2.2). For every M > 0, there exist δM , CM > 0 such that if
‖w(a)‖L2x ≤M and ‖w(a)− v(a)‖L2x + ‖e‖L1tL2x ≤ δM ,
then we have
‖w − v‖X (I) ≤ CM
(
‖w(a)− v(a)‖L2x + ‖e‖L1tL2x
)
.
The constants δM and CM depend on M only, and are uniform over |I| ≤ 1 and
µ ∈ [0, 1].
3 Overview for the proof of Proposition 1.4
By pathwise mass conservation, it suffices to prove the theorem for T = 1. So in
the rest of this and the next section, we always set I = [0, 1]. The boundedness of
wε in Proposition 1.4 when ε is away from 0 follows from standard local theory for
subcritical NLS. On the other hand, the extreme case ε = 0 is the celebrated result of
Dodson (Theorem 2.7). It then suffices to obtain a uniform-in-ε bound as ε→ 0.
At first glance, it is natural to consider a direct argument via persistence of regularity.
However, when one slightly perturb the L2x initial data to a smooth function (with
difference in L2x-norm smaller than δ), the smooth norm of the perturbed data will in
general depend on δ and the actual initial data (not only its L2x norm). Hence, such
arguments will only give uniform-in-ε boundedness for every fixed L2 initial data, but
not uniform over initial data with bounded L2 norm.
The main idea is to obtain uniformity not only in ε but also L2-bounded initial
data is to use concentration compactness to localize the initial data. Concentration
compactness is also often referred as profile decomposition in the literature. We start
with introducing the notions.
3.1 Concentration compactness
Definition 3.1. For every x0, ξ0 ∈ Rd, λ0 ∈ R+ and t0 ∈ R, we define a unitary
operation g on L2x(Rd) by
(gx0,ξ0,λ0,t0f )(x) := λ
− d
2
0 e
ix·ξ0(e
i(− t0
λ20
)∆
f)(
x− x0
λ0
). (3.1)
The collection G := {gx0,ξ0,λ0,t0|x0, ξ0 ∈ Rd, λ0 ∈ R+, t0 ∈ R} is then a unitary group
acting on L2x(Rd).
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Now we are ready to state the concentration compactness.
Proposition 3.2 ([MV98, CK07, BV07, TVZ08]). Let (q, r) be an admissible pair in
dimension d in the sense that
2
q
+
d
r
=
d
2
.
Let {fn(x)}∞n=1 be a bounded sequence in L2x(Rd). Up to picking a subsequence, there
exist a family of L2(Rd) functions {φj}j≥1 and parameters {xj,n, ξj,n, λj,n, tj,n}j,n such
that with the shorthand notation gj,n = gxj,n,ξj,n,λj,n,tj,n , the decompositions
fn =
J∑
j=1
gj,nφj + ω
J
n , (3.2)
satisfy the following properties:
• For every j 6= j′, we have
lim
n→∞
( λj,n
λj′,n
+
λj′,n
λj,n
+ |xj,n − xj′,n
λj,n
|+ |λj,n(ξj,n− ξj′,n)|+ |tj,n − tj′,n
λ2j,n
|
)
= +∞
(3.3)
• For every J ≥ 1, we have
lim
n→+∞
∣∣∣‖fn‖2L2x −∑
j≤J
‖φj‖L2x − ‖ωJn‖2L2x
∣∣∣ = 0. (3.4)
• The remainder term ωJn satisfies
lim
J→∞
lim sup
n→+∞
‖eit∆ωJn‖LqtLrx(R×Rd) = 0. (3.5)
• Finally, for every J ≥ 1 and every j ≥ J , we have g−1j,nωJn ⇀ 0 weakly in L2.
We call each φj a profile with parameters {xj,n, ξj,n, λj,n, tj,n}n, and also say {fn}n
admits a profile decomposition with profiles {φj; {xj,n, ξj,n, λj,n, tj,n}n}j .
Remark 3.3. The above parameters take into account the symmetries for both mass
critical nonlinear Schrödinger equation and linear Schrödinger equation. In fact, if
{x0, ξ0, λ0, t0} is a parameter set, and Ψ solves
i∂tΨ + ∆Ψ = µ|Ψ| 4dΨ , Ψ(−t0/λ20 , ·) = φ ∈ L2x(Rd),
then the space-time function
Φ(t, x) := λ
− d
2
0 e
ix·ξ0e−it|ξ0|
2
Ψ
(t− t0
λ20
,
x− x0 − 2ξ0t
λ0
)
satisfies the same equation with initial data Φ(0, x) = λ
− d
2
0 e
ix·ξ0φ(x−x0
λ0
). Furthermore,
it preserves the Strichartz norm in the sense that
‖Ψ‖LqtLrx(R×Rd) = ‖Φ‖LqtLrx(R×Rd)
for every admissible pair (q, r).
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Remark 3.4. The separation property (3.3) has important consequences. For example,
for (q, r) admissible, we have
lim
n→+∞
‖eit∆(gj,nφj)eit∆(gj′,nφj′)‖
L
q
2
t L
r
2
x (R×Rd)
= 0
whenever j 6= j′. Note that this does not indicate any sense of orthogonality of φj and
φj′! But rather it is a direct consequence of the property (3.3). In fact, more generally,
for (q, r) admissible and Ψ, Ψ˜ in LqtLrx, let
Ψj,n(t, x) = λ
− d
2
j,n e
ix·ξj,ne−it|ξj,n|
2
Ψ
(t− tjn
λ2j,n
,
x− xj,n − 2ξj,nt
λj,n
)
,
and define Ψ˜j′,n in a similar way. Then, (3.3) implies
lim
n→+∞
‖Ψj,nΨ˜j′,n‖Lq/2t Lr/2x (R×Rd) = 0 (3.6)
for every j 6= j′.
Remark 3.5. A typical feature in the application of concentration compactness is that
a lot of subsequences will be taken. Hence, up to taking subsequences, we assume
without loss of generality that for every j, all the following limits (as n→ +∞) exist
(including ±∞):
− tj,n
λ2j,n
, tj,n , λj,n , λ
εn
j,n ,
where {εn} is the sequence in (0, 1) taken in Proposition 3.7 below. Furthermore,
1. if limn(−tj,n/λ2j,n) is finite, then we can assume tj,n ≡ 0 for all n. .
2. if limn λj,n > 0 and is finite, we can assume λj,n ≡ 1 for all n .
This can be achieved by further adjusting the profile without breaking the properties in
Proposition 3.2.
With Remark 3.5, we have the following standard notion.
Definition 3.6. We call a profile φ with parameters {xn, ξn, λn, tn}n
1. Compact profile if tn ≡ 0,
2. Backward scattering profile if limn→∞(− tnλ2n ) = −∞.
3. Forward scattering profile if limn→∞(− tnλ2n ) = +∞.
3.2 Another uniform boundedness proposition
We now give the key uniform boundedness statement that will imply Proposition 1.4.
The form of its statement is more suitable for the use of concentration compactness.
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Proposition 3.7. Let {εn} ∈ (0, 1) with εn → 0. Let {fn} be a bounded sequence in
L2x with ‖fn‖L2x ≤M0 and that it admits the profile decomposition as in Proposition 3.2
and Remarks 3.5. Let un be the solution to the equation
i∂tun + ∆un = |un|4−εnun , un(0, ·) = fn.
Then, there exists C > 0 depending on M0 only such that
lim sup
n→+∞
‖un‖X (I) ≤ C.
Remark 3.8. Note that Proposition 3.7 is not totally perturbative since we will use
Dodson’s result (Theorem 2.7) in its proof.
3.3 Proposition 3.7 implies Proposition 1.4
Proof of Proposition 1.4 assuming Proposition 3.7. Suppose Proposition 1.4 is not true.
Then, there exists M0 > 0, a sequence {εn} ∈ (0, 1) with εn → 0 and {fn} ∈ L2x with
‖fn‖L2x ≤M0 such that the solution un to the equation
i∂tun + ∆un = |un|4−εnun , un(0, ·) = fn
diverges in the sense that ‖un‖X2(I) ≥ n for every n. On the other hand, by Proposi-
tion 3.2, there exists a subsequence of {fn}, which we still denote by {fn}, that admits
a profile decomposition. Proposition 3.7 then implies that supn ‖un‖X2(I) < +∞, a
contradiction. Hence, we conclude that Proposition 3.7 implies Proposition 1.4.
4 Proof of Proposition 3.7
It remains to prove Proposition 3.7. By assumption, {fn} admits a profile decompo-
sition {φj, {xj,n, ξj,n, λj,n, tj,n}n}j . Recall the definition of g from (3.1) and the short
hand notation gj,n for gxj,n,ξj,n,λj,n,tj,n . Write φj,n = gj,nφj . Let vj,n be the solution to
i∂tvj,n + ∆vj,n = N εn(vj,n) , vj,n(0, ·) = φj,n.
The idea is to use VJ,n =
∑J
j=1 vj,n + ω
J
n as an approximation to un for large n and J .
To establish uniform boundedness of VJ,n, we compare each vj,n with its corresponding
Ψj,n, which either solves the linear Schrödinger equation or the mass-critical nonlinear
one, depending on details of the profile φj . The desired bound for VJ,n and un then
follows from the known results of Ψj,n.
4.1 The key comparison statement
We first specify the comparison building blocks Ψj,n. For each j, let Ψj be the solution
to the equation
i∂tΨj + ∆Ψj = µj|Ψj|4Ψj (4.1)
such that
lim
n→+∞
‖Ψj(−tj,n/λ2j,n, ·)− ei(−tj,n/λ
2
j,n)∆φj‖L2x = 0, (4.2)
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where µj ∈ [0, 1] depends on the profile (φj, {λj,n, tj,n}n) explicitly. Given such Ψj ,
we define Ψj,n by
Ψj,n(t, x) := λ
− 1
2
j,n e
ixξj,ne−it|ξj,n|
2
Ψj
(t− tj,n
λ2j,n
,
x− xj,n − 2ξj,nt
λj,n
)
.
Now we specify the dependence of µj on the profile φj .
1. If λj,n → +∞, then µj = 0.
2. If λj,n = 1 for all n, then
(a) µj = 0 if φj is a forward scattering or backward scattering profile.
(b) µj = 1 if φj is a compact profile.
3. If λj,n → 0, then
(a) µj = 0 if φj is a forward scattering profile.
(b) µj = limn
√
λεnj,n if φj is a compact profile.
(c) We further divide into two sub-cases if φj is backward scattering:
• if limn tj,n > 1, then µj = 0.
• if limn tj,n ≤ 1, then µj = limn
√
λεnj,n.
Remark 4.1. According to Remark 3.5 and Definition 3.6, the above situations have
included all possibilities. The case µj = 0 precisely corresponds to the linear solution
Ψj = e
it∆φj . Although we write it as a degenerate case of (4.1), the behavior of Ψj,n
when µj = 0 is very different from that of µj > 0, as can be seen from the proof below.
The main technical lemma is the following.
Lemma 4.2. Let un, fn, φj, φj,n,Ψj,n, εn be as in Proposition 3.7. Let vj,n solve the
equation
i∂tvj,n + ∆vj,n = N εn(vj,n) , vj,n(0) = φj,n. (4.3)
Then, we have
lim
n→∞
‖vj,n −Ψj,n‖X (I) = 0 (4.4)
for every j ≥ 1.
4.2 Proof of Lemma 4.2
We first make a few simplifications. Note that if w solves
i∂tw + ∆w = µ|w|4−εw,
then u(t, x) = eix·ξ0e−it|ξ0|2w(t, x − x0 − 2ξ0t) solves the same equation with initial
data
u(0, x) = eix·ξ0w(0, x− x0).
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The transform does not depend on ε. As a consequence, if we let v˜j,n and Ψ˜j,n be the
same as vj,n and Ψj,n except that xj,n and ξj,n are replaced by some other x˜j,n and ξ˜j,n,
then we have
‖v˜j,n(t)− Ψ˜j,n(t)‖Lpx = ‖vj,n(t)−Ψj,n(t)‖Lpx
for all p ≥ 1 and all t ∈ R. Hence, we can assume without loss of generality that
xj,n = ξj,n = 0 for all j and n, and still using the notation v and Ψ instead of v˜ and Ψ˜.
Also, for notational convenience, we fix j ≥ 1, and write φ,Ψ instead of φj and Ψj .
The parameters associated with φ is {λn, tn}n (since we assume xn = ξn = 0). We
also write φn instead of φj,n, so
φn(x) = λ
− 1
2
n (ei(−tn/λ
2
n)∆φ)(x).
Similarly, we write µ,Ψ,Ψn and vn instead of µj,Ψj,Ψj,n and vj,n. Here, vn solves
the equation
i∂tvn + ∆vn = N εn(vn) , vn(0, ·) = φn,
and
Ψn(t, x) = λ
− 1
2
n Ψ
(t− tn
λ2n
,
x
λn
)
.
Our aims is to show that
lim
n→+∞
‖vn −Ψn‖X (I) = 0.
We now start to treat the possible situations one by one.
4.2.1 Case 1: λn → +∞
In this case, Ψ = eit∆φ is the solution to the free equation. By the definitions of Ψn and
φn, we also have Ψn = eit∆φn. Since ‖eit∆φ‖X2(R) < +∞, the assumption λn → +∞
implies that
‖eit∆φn‖X2(I) = ‖eit∆φ‖X2(− tn
λ2n
, 1−tn
λ2n
) → 0
since the length of the time interval shrinks to 0. Hence, by Lemma 2.5, we also have
lim
n→+∞
‖vn‖X2(I) ≤ C lim
n→+∞
‖eit∆φn‖X2(I) = 0.
This clearly implies ‖vn −Ψn‖X2(I) → 0 if λn → +∞.
4.2.2 Case 2: λn ≡ 1
If φ is forward scattering, then − tn
λ2n
→ +∞. If φ is backward scattering, then λn = 1
implies 1−tn
λ2n
→ −∞. In both situations, we have
‖eit∆φn‖X2(I) = ‖eit∆φ‖X2(− tn
λ2n
, 1−tn
λ2n
) → 0.
Again, Lemma 2.5 implies that for Ψ = eit∆φ, we have
lim
n→+∞
‖vn‖X2(I) ≤ C lim
n→+∞
‖eit∆φn‖X2(I) = 0,
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which gives the desired claim.
We now turn to the case when φ is a compact profile, so tn ≡ 0. In this case, vn
solves the equation
i∂tvn + ∆vn = |vn|4−εnvn , vn(0, ·) = φ,
and Ψ satisfies
i∂tΨ + ∆Ψ = |Ψ|4Ψ , Ψ(0, ·) = φ,
and Ψn ≡ Ψ. The problem is then reduced to the comparison with vn and Ψ starting
with the same fixed initial data φ.
Let δ be as in Theorem 2.8 and Proposition 2.6. There exists φ˜ ∈ H2x such that
‖φ˜− φ‖L2x < δ2 . Let Ψ˜ be the solution to the equation
i∂tΨ˜ + ∆Ψ˜ = |Ψ˜|4Ψ˜ , Ψ˜(0, ·) = φ˜.
Then, Proposition 2.8 implies that there exists C depending on M0 only such that
‖Ψ˜−Ψ‖X (I) ≤ Cδ. (4.5)
It then remains to compare Ψ˜ and vn. Since ‖φ˜‖H2x depends on δ and φ only and that φ
is fixed, we have persistence of regularity in the sense that
‖Ψ˜‖L∞t L∞x (I) ≤ Cδ.
Now, we re-write the equation for Ψ˜ as
i∂tΨ˜ + ∆Ψ˜ = |Ψ˜|4−εnΨ˜ + en ,
where en = (|Ψ˜|4 − |Ψ˜|4−εn)Ψ˜ satisfies the pointwise bound
|e| ≤ Cδ|Ψ˜|5−εn · εn
for every (t, x). Hence, by Theorem 2.7, we have
‖en‖L1tL2x(I) < Cδ‖Ψ˜‖5X (I) · εn < Cδ · εn.
Now, using boundedness of ‖Ψ˜‖X (I) and Proposition 2.8, we have
lim sup
n→+∞
‖vn − Ψ˜‖X (I) ≤ C lim sup
n→+∞
(‖en‖L1tL2x(I) + ‖φ˜− φ‖L2x) ≤ Cδ.
Combining it with (4.5), we obtain
lim sup
n→+∞
‖vn −Ψ‖X (I) < Cδ.
Note that this C depends on M0 only. Since it is true for every δ > 0, we conclude
lim
n→+∞
‖vn −Ψ‖X (I) = 0.
This completes the case λn ≡ 1.
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4.2.3 Case 3: λn → 0
The situation when φ is forward scattering is the same as above. If φ is backward
scattering and limn tn > 1, then 1−tnλ2n → −∞. This implies
‖eit∆φn‖X2(I) = ‖eit∆φ‖X2(− tn
λ2n
, 1−tn
λ2n
) → 0.
Hence, similar as above, we have‖vn −Ψn‖X (I) → 0, where Ψn = eit∆φn.
It then remains to consider the situation when φ is a compact profile, and when φ is
backward scattering and limn tn ≤ 1. In both situations, Ψ solves
i∂tΨ + ∆Ψ = µ|Ψ|4Ψ , µ = lim
n→+∞
√
λεnn .
We start with the compact profile.
Situation 1. Compact profile
In this case, tn = 0 for all n. Let
wn(t, x) = λ
1
2
nvn(λ2nt, λnx),
then wn solves the equation
i∂twn + ∆wn = λ
εn
2
n |wn|4−εnwn , wn(0, ·) = φ ,
and ‖vn −Ψn‖X (I) = ‖wn −Ψ‖X (0,1/λ2n). We now compare wn and Ψ in the interval
[0, 1
λ2n
].
Lemma 4.3. For every T > 0, we have
lim
n→+∞
‖wn −Ψ‖X (0,T ) = 0.
Proof. Similar as in the case λn = 1 and compact profile, we let δ be sufficiently small
(depending on T ), and let ˜phi ∈ H2x such that ‖φ˜− φ‖L2x < δ. Let Ψ˜ be the solution to
i∂tΨ˜ + ∆Ψ = µ|Ψ˜|4Ψ˜ , Ψ˜(0, ·) = φ˜.
The difference ‖Ψ˜ − Ψ‖X (0,T ) is small due to Proposition 2.8, and the difference
‖wn −Ψ‖X (0,T ) can be controlled thanks to persistence of regularity. The claim then
follows by combining the two and noting that δ can be arbitrarily small.
Lemma 4.4. For every κ > 0, there exists T > 0 such that
‖eit∆Ψ(T, ·)‖X2(T,+∞) < κ , lim sup
n→+∞
‖eit∆wn(T, ·)‖X2(T,+∞) < κ.
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Proof. We have the bound
‖eit∆Ψ(T, ·)‖X2(T,+∞) ≤ ‖Ψ‖X2(T,+∞) + Cµ‖Ψ‖X1(T,+∞)‖Ψ‖X2(T,+∞).
Since ‖Ψ‖X2(R) < +∞, we have
‖Ψ‖X2(T,+∞) < κ
if T is sufficiently large. The first claim then follows from this observation and the
conservation of L2x norm for Ψ. The second claim follows from the first one and
Lemma 4.3.
By Lemmas 4.4 and 2.5, for every κ > 0, there exists T > 0 such that
‖Ψ− eit∆Ψ(T, ·)‖X2(T,+∞) < κ, lim sup
n→+∞
‖wn − eit∆wn(T, ·)‖X2(T,+∞) < κ.
Combining these with Lemma 4.3, we get
lim sup
n→+∞
‖wn −Ψ‖X (0,+∞) < 2κ.
Since κ is arbitrary, this implies
lim
n→+∞
‖wn −Ψ‖X (0, 1
λ2n
) = 0.
This completes the situation when φ is a compact profile.
Situation 2. Backward scattering, and limn tn ≤ 1.
We now consider the final situation when φ is backward scattering and limn tn ≤ 1.
Let
wn(t, x) = λ
1
2
nvn(λ2nt+ tn, λnx).
Also note that
Ψ(t, x) = λ
1
2
nΨn(λ2nt+ tn, λnx),
so we have
‖vn −Ψn‖X (I) = ‖wn −Ψ‖X (− tn
λ2n
, 1−tn
λ2n
).
We split it into two parts by
‖wn −Ψ‖X (− tn
λ2n
, 1−tn
λ2n
) ≤ ‖wn −Ψ‖X (− tn
λ2n
,−T ) + ‖wn −Ψ‖X (−T,+∞),
where T > 0 is a large time to be specified below. Let Φ = eit∆φ. Since ‖Φ‖X2(R) <
+∞, for every κ > 0, there exists T > 0 independent of n such that
‖eit∆Φ(−tn/λ2n, ·)‖X2(− tn
λ2n
,−T ) = ‖Φ‖X2(− tn
λ2n
,−T ) < κ.
Since wn(−tn/λ2n, x) = Φ(−tn/λ2n, x), combined with Lemma 2.5, this immediately
implies
‖wn − Φ‖X (− tn
λ2n
,−T ) ≤ Cκ,
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where the right hand side is independent of n. On the other hand, since
‖Ψ(−tn/λ2n, ·)− Φ(−tn/λ2n, ·)‖L2x → 0,
we also have
lim sup
n→+∞
‖Ψ− Φ‖X (− tn
λ2n
,−T ) ≤ Cκ.
Hence, we get
lim sup
n→+∞
‖wn −Ψ‖X (− tn
λ2n
,−T ) ≤ Cκ.
The difference ‖wn −Ψ‖X (−T,+∞) can be controlled in essentially the same way as in
the compact profile case, where this time one starts from −T rather than 0, and the
data at −T is slightly different but smaller than Cκ. Hence, we will obtain
lim sup
n→+∞
‖wn −Ψ‖X (− tn
λ2n
, 1−tn
λ2n
) ≤ Cκ.
Since this is true for every κ, we conclude that
lim
n→+∞
‖vn −Ψn‖X (I) = lim
n→+∞
‖wn −Ψ‖X (− tn
λ2n
, 1−tn
λ2n
) = 0.
This completes the proof of Lemma 4.2.
4.3 Concluding the proof
For every J ≥ 1, let
VJ,n :=
J∑
j=1
vj,n + e
it∆ωJn .
Our aim is to show that VJ,n is a good approximation to un in the sense that
lim
J→+∞
lim sup
n→+∞
‖VJ,n − un‖X (I) = 0.
To achieve this, we first write down the equation for VJ,n as
i∂tVJ,n + ∆VJ,n = N εn(VJ,n) + eJ,n , VJ,n(0) = fn ,
where the error term is given by
eJ,n =
J∑
j=1
N εn(vj,n)−N εn(VJ,n). (4.6)
In view of Proposition 2.6, we need to show the boundedness of ‖VJ,n‖X2(I) and
smallness of ‖eJ,n‖L1tL2x(I). By Lemma 4.2 and the uniform boundedness of Ψj,n, there
exists C = C(M0) such that
lim sup
n→+∞
‖vj,n‖X (I) ≤ C(M0)
for all j. We also need to control ‖VJ,n‖X2(I) uniform in both J and n.
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Lemma 4.5. For every j 6= k, we have
lim
n→+∞
‖vj,nvk,n‖L5/2t L5x(I) = 0.
Proof. Fix j, k ≥ 1 with j 6= k. Write
vj,n = Ψj,n + (vj,n −Ψj,n),
and similarly for vk,n. By (3.3) and Remark 3.4, we have
lim
n→+∞
‖Ψj,nΨk,n‖L5/2t L5x(I) = 0.
By Hölder’s inequality and (4.4), we have
‖(vj,n −Ψj,n)(vk,n −Ψk,n)‖L5/2t L5x(I) ≤ ‖vj,n −Ψj,n‖X2(I)‖vk,n −Ψk,n‖X2(I) → 0.
The cross terms also vanish because of (4.4) and the uniform boundedness of ‖Ψj,n‖X (I).
This completes the proof of the lemma.
Lemma 4.6. There exists C = C(M0) > 0 such that
lim sup
n→+∞
∥∥∥ J∑
j=1
vj,n
∥∥∥
X2(I)
≤ C(M0)
for all J ≥ 1.
Proof. Raise the quantity of interest to 5-th power, we have
∥∥∥ J∑
j=1
vj,n
∥∥∥5
X2(I)
=
∫ 1
0
(∫
R
∣∣∣ J∑
j=1
vj,n(t, x)
∣∣∣10dx) 12dt
≤
∫ 1
0
[ ∫
R
( J∑
j=1
|vj,n(t, x)|
)10
dx
] 1
2
dt.
We expand the 10-th power of the parenthesis by
( J∑
j=1
|vj|
)10
=
J∑
j=1
|vj|10 +
∑
|vk1,n · · · vk10,n|,
where the second sum is over the multi-indices (k1, . . . , k10) such that each component
runs over 1, . . . , J and at least two components are different. Now, integrating out the
x variable and further relaxing the bound by exchaning the sum with square root, we
get
∥∥∥ J∑
j=1
vj,n
∥∥∥5
X2(I)
≤
J∑
j=1
‖vj,n‖5X2(I) +
∑∫ 1
0
(∫
R
|vk1,n · · · vk10,n|dx
) 1
2
dt,
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where the range of the sum in the second term is the same as above. By Lemma 4.5 and
the uniform-in-n boundedness of vj,n for each j, each term in the second sum above
vanishes as n→ +∞. Hence, we have
lim sup
n→+∞
∥∥∥ J∑
j=1
vj,n
∥∥∥5
X2(I)
≤ lim sup
n→+∞
J∑
j=1
‖vj,n‖5X2(I).
We now need to control the right hand side above independently of J . Let δ0 be the
small constant in Lemma 2.4. By (3.4), we have
+∞∑
j=1
‖φj‖2L2x < 1 +M20 ,
and so there exists J0 such that
‖φj,n‖L2x = ‖φj‖L2x < δ0
for all j > J0. Hence, by Lemma 2.4, there exists C > 0 universal such that
‖vj,n‖5X2(I) ≤ C‖φj‖5L2x
for all j > J0 and all n, which in turn implies (if J > J0)
J∑
j=J0+1
‖vj,n‖5X2(I) ≤ C
+∞∑
j=J0+1
‖φj‖5L2x ≤ C
+∞∑
j=J0+1
‖φj‖2L2x ≤ C(1 +M20 ). (4.7)
Note that without loss of generality, we can order φj in decreasing L2x norm, and
hence J0 depends on M0 and δ0 only. For j ≤ J0, by Lemma 4.2 and the uniform
boundedness of ‖Ψj,n‖X2(I), we have
J0∑
j=1
lim sup
n→+∞
‖vj,n‖5X2(I) ≤ C(M0, δ0). (4.8)
The claim then follows by combining (4.7) and (4.8) and noting that δ0 is universal.
Lemma 4.7. The error term eJ,n in (4.6) satisfies
lim
J→+∞
lim sup
n→+∞
‖eJ,n‖L1tL2x(I) = 0.
Proof. We write eJ,n = e
(1)
J,n + e
(2)
J,n, where
e(1)J,n =
J∑
j=1
(|vj,n|4−εn − |VJ,n|4−εn)vj,n , e(2)J,n = −|VJ,n|4−εn · eit∆ωJn .
We first treat e(2)J,n. By Hölder’s inequality, we have
‖e(2)J,n‖L1tL2x(I) ≤ ‖eit∆ωJn‖
εn
4
X1(I)‖eit∆ωJn‖
1− εn
4
X2(I)‖VJ,n‖
4− 5εn
4
X2(I) .
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The desired bound for e(2)J,n follows from (3.4), (3.5) and Lemma 4.6. As for e
(1)
J,n, for
every j, we have the pointwise bound
|(|vj,n|4−εn − |VJ,n|4−εn)vj,n| ≤ C(
∑
k 6=j
|vk,n|+ |eit∆ωJn |)(|VJ,n|3−εn + |vj,n|3−εn)|vj,n|,
where the sum is taken over all k ≤ J with k 6= j. Again, by (3.4), (3.5) and
Lemmas 4.5 and 4.6, we conclude that
lim sup
n→+∞
‖e(1)J,n‖L1tL2x(I) = 0
for every J . The proof is thus complete.
We are finally ready to prove the uniform boundedness of {un}.
Proof of Proposition 3.7. Let δ be the small constant as in Proposition 2.6. By (3.5)
and Lemmas 4.6 and 4.7, there exists J0 > 0 such that for all J > J0 and all sufficiently
large n (depending on J), we have
‖eJ,n‖L1tL2x ≤ δ,
and
‖VJ,n‖X2(I) ≤
∥∥∥ J∑
j=1
vj,n
∥∥∥
X2(I)
+ ‖eit∆ωJn‖X2(I) ≤ C(M0).
Hence, by Proposition 2.8, we have
‖un − VJ,n‖X (I) ≤ Cδ
for all n large enough (depending on J), and C depends on M0 only. Hence, we deduce
‖un‖X2(I) ≤ ‖VJ,n‖X2(I) + Cδ.
Taking n → +∞ and employing Lemma 4.6 gives the uniform boundedness of
‖un‖X2(I). The boundedness of ‖un‖X1(I) follows directly from conservation of mass.
Hence the proof is complete.
5 Proof of Theorem 1.3
5.1 Proof of the uniform bound (1.7)
The main ingredients to prove (1.7) is a series of deterministic uniform-in-(m, ε)
boundedness and stability statements, each of which relies on the previous one and the
uniform-in-ε bound in Proposition 1.4. The corresponding statements for ε = 0, which
rely on Dodson’s Theorem 2.7, have been treated in detail in [FX18]. The proofs of
the uniform-in-(m, ε) statements below are essentially the same as the corresponding
ones in [FX18], except that one replaces Theorem 2.7 by its ε-version Proposition 1.4.
Hence, we state the precise boundedness and stability results below, and refer their
proofs to the corresponding ones in [FX18].
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Throughout this subsection, we fix the interval I = [a, b] with b − a ≤ 1. Let
wm,ε ∈ X (I) be the solution to
i∂twm,ε + ∆wm,ε = θm(A+ ‖wm,ε‖5X2(a,t))N ε(wm,ε) , wm,ε(a) ∈ L2x, (5.1)
and let vm,ε ∈ X (I) and e ∈ L1tL2x(I) satisfy
i∂tvm,ε + ∆vm,ε = θm(A˜+ ‖vm,ε‖5X2(a,t))N ε(vm,ε) + e , vm,ε(a) ∈ L2x. (5.2)
The following propositions are (m, ε) versions of the boundedness and stability of
mass-critical NLS. All bounds below are uniform in m, ε, A, A˜ and intervals I with
|I| ≤ 1.
Proposition 5.1. Let wm,ε ∈ X (I) be the solution to (5.1). Then for every M > 0,
there exists D˜M > 0 such that
‖wm,ε‖X (I) ≤ D˜M
as long as ‖wm,ε‖L2x ≤M .
Proof. Same as [FX18, Proposition 4.4].
Proposition 5.2. Let wm,ε be as in (5.1). Let vm,ε ∈ X (I) and e ∈ L1tL2x(I) satisfy
(5.2). For every M > 0, there exists δM , CM > 0 such that if
‖vm,ε(a)‖L2x ≤M , ‖vm,ε(a)− wm,ε(a)‖L2x + ‖e‖L1tL2x(I) + |A− A˜| ≤ δM ,
then we have
‖vm,ε − wm,ε‖X (I) ≤ CM
(
‖vm,ε(a)− wm,ε(a)‖L2x + ‖e‖L1tL2x(I) + |A− A˜|
)
.
The constants δM and CM depend on M only.
Proof. Same as [FX18, Proposition 4.5].
Proposition 5.3. Suppose um,ε, g ∈ X (I) satisfy g(a) = 0 and the integral relation
um,ε(t) = ei(t−a)∆um,ε(a)− i
∫ t
a
ei(t−s)∆
(
θm(A+ ‖um,ε‖5X2(a,s))N ε(um,ε(s))
)
+ g(t)
on I = [a, b], whereN ε(u) = |u|4−εu. Then, for everyM > 0, there exist ηM , BM > 0
such that if
‖um,ε‖X1(I) ≤M and ‖g‖X2(I) ≤ ηM ,
then we have
‖um,ε‖X (I) ≤ BM .
The constants ηM and BM depend on M only.
Proof. Same as [FX18, Proposition 4.6].
Note that the um,ε above is a general space-time function satisfying the assumption
in Proposition 5.3, although as an application, we will use it to get the uniform
boundedness of the um,ε in Theorem 1.3.
Proof of (1.7). The proof follows from Proposition 5.3 in exactly the same way as
the proof of [FX18, Proposition 1.11], where the latter relies on the ε = 0 version of
Proposition 5.3.
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5.2 Proof of the convergence (1.8)
In addition to the uniform bound (1.7), we also need a uniqueness result in [dBD99].
For every m > 0 and ε ∈ (0, 1), let
τm,ε := T ∧ inf {t ≥ 0 : ‖um,ε‖5X2(0,t) ≥ m}.
We then have the following lemma.
Lemma 5.4 ([dBD99], Lemma 4.1). For every ε ∈ (0, 1) and every m1 < m2, we have
τm1,ε ≤ τm2,ε almost surely, and um1,ε = um2,ε on X (0, τm1,ε) almost surely.
We are ready to prove the robustness of approximations. All the norms concerned
below areLρωX (0, T ) unless otherwise specified, and we omit these norms for notational
simplicity.
Fix δ > 0 arbitrary. Since ‖um − u‖ → 0 ([FX18, Theorem 1.3, Section 5]), there
exists m∗ > 0 such that
‖um − u‖ < δ
3
for all m > m∗. Also, by the uniform bound (1.7), we have
Pr
(
‖um,ε‖5X2(0,T ) ≥ K
)
≤ C
Kρ/5
(5.3)
for every K, where C = ‖um,ε‖ is independent of m, ε and K. For every m, m′, ε and
K, let
ΩKm,m′,ε =
{
ω : ‖um,ε‖5X (0,T ) ≥ K
}
∪
{
ω : ‖um′,ε‖5X (0,T ) ≥ K
}
.
We have
‖1ΩK
m,m′,ε
(um,ε − um′,ε)‖ ≤ ( Pr(ΩKm,m′,ε))
1
2ρ‖um,ε − um′,ε‖L2ρω X (0,T ) ≤
C
K1/10
for all m, m′, ε and K. The first inequality above is Hölder so we have L2ρω instead
of Lρω in the middle term. The second inequality follows from (5.3) and the uniform
bound (1.7) with ρ replaced by 2ρ. Hence, there exists K∗ such that
‖1ΩK
m,m′,ε
(um,ε − um′,ε)‖ < δ
3
as long as K ≥ K∗, and this is true for all m, m′ and ε. Now if m,m′ ≥ K∗ + 1, then
‖um,ε − um′,ε‖ ≤ ‖1ΩK
m,m′,ε
(um,ε − um′,ε)‖+ ‖1(ΩK
m,m′,ε)
c(um,ε − um′,ε)‖ < δ
3
.
This is because by Lemma 5.4, um = um′ before τK∗ if m,m′ ≥ K∗ + 1, and hence
the second term above is 0. Now, we let
m0 = m
∗ ∧ (K∗ + 1),
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and write
‖um,ε − u‖ ≤ ‖um,ε − um0,ε‖+ ‖um0,ε − um0‖+ ‖um0 − u‖.
The third term is smaller than δ
3
since m0 > m∗. The first term is also smaller than δ3 if
m > m0 > K
∗+1. Finally, for the middle term, by the convergence ‖um0,ε−um0‖ → 0
([FX18, Proposition 1.10]), we can choose ε0 = ε0(δ,m0) such that the middle term is
also smaller than δ
3
as long as ε < ε0. Since m0 depends on δ only, so does ε0. This
completes the proof of Theorem 1.3.
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