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Abstract
In this paper we introduce an abstract approach to higher order smooth systems on
C∗-algebras in contest of Baaj-Julg picture of KK-theory.
1 Introduction
The unbounded picture of KK-theory was proposed by Saad Baaj and Pierre Julg in their
paper [1], published in 1983. We recall the definition of unbounded KK-cycle.
Definition 1.1. Let A, B be C∗-algebras. An unbounded KK-cycle over (A, B) is a set of data
(E,pi, D), where E is a C∗-bimodule, pi a C∗-algebra representation pi : A → EndB(E) and
D an unbounded selfadjoint regular B-linear operator on E [14], satisfying
1. Operators pi(a)D(1+ D2)−
1
2 ∈ KB(E) for all a ∈ A
2. The set of a ∈ A for which [D,pi(a)] extends to a bounded operator on E is dense in
A.
Baaj and Julg have proved that this approach significantly simplifies the calculations
of the representative KK-cycle in the case when one considers the outer product in KK-
theory.
However, the most challenging question of the applicability of Baaj-Julg approach to
the Kasparov product still remains open. A sufficient advance in this direction was made
Dan Kucerovsky in [10] and later by Bram Mesland in [11]. The goal of the latter work is
to show that the calculation of the representative of Kasparov product of two KK-cycles
may be reduced from the Kasparov’s technical result to a simple formula. The burden of
calculations involved in the technical result will then be reloaded on the conditions im-
posed on the dense subspaces of C∗-algebras and C∗-modules and unbounded operators
involved in the calculations. These properties, in turn, are believed to be easily checked
for interesting spaces such as real spectral triples [6],[13].
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One of the main differences between classical Baaj-Julg approach and the one by Mes-
land is that one considers an analogue of C1 functions in the first one, whenever for
the construction of Kasparov product in the way described in [11] one needs at least
C2-algebras generated by D to be dense in the original C∗-algebra. In addition, in the
case of the algebras of functions on the manifolds, we have natural C∞-structures which
have some useful properties (such as nuclearity of C∞(M)). Therefore the study of Cn-
subalgebras of C∗-algebras may become an important branch of development is the un-
bounded KK-theory.
2 Definitions
Unlike the commutative setting, where one has a canonical way to construct the subal-
gebras of Cn functions my means of the derivations on local atlases, noncommutative
setting does not a priori have such a structure. There have already been proposed several
approaches to this question. Among the most remarkable ones are the approach of non-
commtative geometry and the one by Blackadar and Cuntz. In the first one the algebra
of smooth elements for the C∗-algebra is actually defined via the additional structure of
spectral triple. The Blackadar-Cuntz approach is, in contrast, very abstract and uses only
the Banach algebra structures, having nothing to do with any unbounded operators.
In what following, we are going to combine these two.
Definition 2.1. Let A be a C∗-algebra. An n-smooth system (or Cn-system) A on A is an
inverse system of pre-C∗-subalgebras of A
A(n) ⊆ A(n−1) ⊆ · · · ⊆ A(1) ⊆ A(0) = A
such that all A(j) are also isomorphic to operator algebras, which we shall abusively
denote by A(j), and the operator algebra maps induced by the inclusions A(k) → A(k−1)
are completely bounded for k = 1, . . . , n. It will be called ∞-smooth (or C∞) if the system
of these subalgebras is infinite and the inverse limit of this system A(∞) is also a pre-C∗-
algebra. The number n (including the case n = ∞) will be called the order of the smooth
system and will be denoted as ord(A ). We will also employ the notation ‖ · ‖n for the
operator norm on A(n).
Though in this definition we use operator algebras instead of Banach algebras, this
approach is in some sense even more general then the one in [4]. We are now going to
develop the framework that will relate it to the unbounded KK-theory.
Definition 2.2. For given two C∗-algebras A and B, an unbounded (A, B)-KK-cycle (E, D)
and a natural number k the frécetization is a map µ : (A, B, E, D, k)→ A
(k)
µ,D, where A
(k)
µ,D is
an operator algebra isomorphic (in pure algebraic sense) to a subalgebra of A.
Definition 2.3. A smooth system on an algebra A generated by operator D with respect to the
fréchetization µ is the longest sequence of nested subalgebras A
(k)
µ,D of A with the starting
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point A(0) = A satisfying the conditions of smooth system. We will denote this system by
Aµ,D
Definition 2.4. Let A be a smooth system on a C∗-algebra A with ordA ≥ n, n ∈ N, and
let B be another C∗-algebra. We shall say that the unbounded (A, B)-KK-cycle (E, D) is
n-smooth (Cn) with respect to A if A(k) ⊂ A
(k)
µ,D for all k ≤ n, and the inclusion morphism
induces a completely bounded homomorphism of operator (pseudo)algebras. The set
of all such cycles will be denoted by Ψ
(n)
µ (A , B). We say that (E, D) ∈ Ψ
(n)
µ (A , B) if
ord(A ) = ∞ and the same property holds for all n ∈ N. Note that in this case A
(∞)
µ,D will
automatically be a pre-C∗-algebra. We shall use the notation ‖ · ‖n,µ,D for the operator
norm on A
(n)
µ,D.
Analogously to the definition of usual KK cycles we may define the set Ψ
(n)
0,µ (A , B)
(Ψ
(n)
1,µ(A , B)) for the cases when the cycle (E, D) is even (resp. odd).
The completely bounded maps between the Cn-algebras play an important of preser-
vation of an important class of so-called smooth modules. We refer to [11] for an explicit
picture.
Remark 2.5. In fact the KK-cycles, both bounded and unbounded, are defined as triples
(E,pi, F) (resp. (E,pi, D)), where pi : A → End∗B(E) is a representation of A. However, to
save the space, we are going to use the same symbol a for the element of (a subalgebra of)
the C∗-algebra A, an element of an operator algebra, and also pi(a). The author believes
that such an identification would not leave to misunderstandings.
3 Relation to Classical KK-Theory
Definition 3.1. Let µ be a fréchetization. We shall call µ commutator bounded if for all
n ∈ N and there exist positive numbers Cn such that for any C∗-algebra A and for any
a ∈ A
(n)
µ,D one has that
‖a‖n,µ,D ≤ Cn max{‖a‖, ‖adD(a)‖, ad
2
D(a)‖, . . . , ‖ad
n
D(a)‖}
Here adnD(a) = [D; [. . . [D; a] . . . ]], the n’th commutator of D with a. We include the case
when adkD(pi(a)) does not extend to a bounded operator on E, setting ‖ad
k
D(pi(a))‖ = ∞.
The fréchetization will be called analytic if for any smooth system Aµ,D the norm ‖ ·
‖n,µ,D is analytic with respect to ‖ · ‖n−1,µ,D for all 1 ≤ n ≤ ord(Aµ,D).
We recall (cf. [4],[11]), that if A is an algebra with the Banach norm ‖ · ‖α, and Aα is its
closure with respect to this norm, then a Banach norm ‖ · ‖β on A is called analytic with
respect to ‖ · ‖α, if for all a ∈ A such that ‖a‖α < 1 holds
lim sup
n→∞
ln ‖an‖β
n
≤ 0
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The main consequence of analyticity of one norm with respect to another is the stability
of Aβ with respect to the holomorphic functional calculus on Aα (cf. [4],[11]). Here Aβ is
the completion of A with respect to ‖ · ‖β.
Observe also, that if ‖ · ‖γ ≤ C‖ · ‖β then it is also analytic with respect to ‖ · ‖α . Indeed,
lim sup
n→∞
ln ‖an‖γ
n
≤ lim sup
n→∞
lnC‖an‖β
n
= lim sup
n→∞
lnC + ln ‖an‖β
n
≤ 0
Now we are ready to formulate the main result of the section.
Theorem 3.2. Let µ be a fréchetization, which is commutator bounded and analytic. Then, for
any separable C∗-algebra A and any set of isomorphism classes of C∗-alberas Λ there is such an
∞-smooth system A on A that for any B ∈ Ω there is a surjective map Ψ(∞)(A , B)→ KK(A, B),
induced by the bounded transform map.
Before we proceed to the proof, we shall discuss some more specific formulations, al-
lowing us to apply the result in more concrete situations. First of all it should be noted
that the notion of the fréchetization was introduced by the author because he has encoun-
tered different ways to define the Cn algebra by means of an unbounded KK-cycle. Two
of them, which are now playing the most important role in the theory, are discussed in
the next section, and both satisfy the conditions of the theorem with Cn = 2n.
As to the set Λ mentioned in the formulation, we may have the following examples.
Example 3.3. Let Λ = {C}. Then the unbounded KK-cycles in Ψ(n)(A , B) are spectral
triples in the widest sense. It should be noted that the sense is indeed wide: as we shall
see later, the smooth system A may be very far from the familiar one.
Example 3.4. It is a well-known fact that every C∗-algebra may be represented as a C∗-
subalgebra of B(H) for a separable Hilbert space H. Therefore the isomorphism classes
of separable C∗-algebras form a set. Thus for any separable C∗-algebra A we may choose
a unique smooth system A , such that for any separable C∗-algebra B there will be a
surjective map Ψ(n)(A , B) → KK(A, B).
In order proceed to the proof of the theorem 3.2 we first need to prove following
lemmas.
Lemma 3.5. Let A be a separable C∗-algebra. Then for any C∗-algebra B and any element
[(E, F)] ∈ KK(A, B) there exists an unbounded (A, B)-KK-cycle (E, D), such that [E, D(1+
D2)−
1
2 ] = [(E, F)] and the set of such a ∈ A, that adnD(a) extends to a bounded operator on E, is
dense in A.
Proof. This result is a generalization of the Theorem 17.11.4 form [3]. Fix a total system
{aj} of A. For given F there exists a strictly positive element h ∈ K(E) of degree 0 which
commutes with F [3]. Now, according to [12, 3.12.14] there exists an approximate unit uk
for K(E), contained in C∗(h), quasicentral for A, with the property that uk ≥ 0, uk+1 ≥ uk
and uk+1uk = uk for all k ∈ N. Denote dk = uk+1 − uk. Passing, when needed, to a
subsequence, we may assume that ‖dk[F; aj]‖ < 2
−k2 and ‖[dk; aj]‖ < 2
−k2 for all k ≥ j + 1.
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Set X = Ĉ∗(h) ≈ σ(h) \ {0} and let Xn be the support of uk. Then 〈Xk〉 is an increasing
sequence of compact subsets of X and X =
⋃∞
k=1 Xk. Put
rk =
k
∑
l=1
2ldl
This sequence converges pointwise on X to an unbounded function r. Observe that
r ≥ 2k on X \ Xk, so that R = r
−1 defines an element of C∗(h). Note also, that dk defines
a bounded function on the space X and, since ‖dk‖ ≤ 1 and dkdk−l = 0 for all k ≥ 3 and
2 ≤ l ≤ k− 1, we obtain that
‖rk‖ ≤ max
l=2,...,k
{‖2l−1dl−1 + 2
ldl‖} ≤ 3 · 2
k−1
< 2k+1
Let now D = Fr. Then D = D∗ and (1+ D2)−1 extends to R2(1+ R2)−1 ∈ KA(E).
Observe that, since F, rk and dk commute for all k,
adnFrk+1(aj)− ad
n
Frk
(aj) =
adn
F(rk+2
k+1dk+1)
(aj)− ad
n
Frk
(aj) =
n
∑
l=0
Clnad
n−l
Frk
(
adl
F·2k+1dk+1
(aj)
)
− adnFrk(aj) =
n
∑
l=1
2l(k+1)Clnad
n−l
Frk
(
adlFdk+1(aj)
)
=
n
∑
l=1
2l(k+1)Clnad
n−l
Frk
(
adl−1Fdk+1
([Fdk+1; aj])
)
=
n
∑
l=1
2l(k+1)Clnad
n−l
Frk
(
adl−1Fdk+1
(F[dk+1; aj] + [F; aj]dk+1)
)
where Cln are binomial coefficients. Now since ‖F‖ = 1, ‖dk+1‖ ≤ 1 and ‖rk‖ < 2
k+1, we
obtain that ‖adFdk+1(b)‖ ≤ 2‖b‖ and ‖adFrk(b)‖ ≤ 2
k+2‖b‖ for any bounded operator b,
we estimate for k ≥ j + 1:∥∥∥∥∥
n
∑
l=1
2l(k+1)Clnad
n−l
Frk
(
adl−1Fdk+1
(F[dk+1; aj] + [F; aj]dk+1)
)∥∥∥∥∥ ≤
n
∑
l=1
2l(k+1)Cln
∥∥∥adn−lFrk (adl−1Fdk+1(F[dk+1; aj] + [F; aj]dk+1))
∥∥∥ <
n
∑
l=1
2l(k+1)Cln · 2
(k+2)(n−l)
∥∥∥adl−1Fdk+1(F[dk+1; aj] + [F; aj]dk+1)
∥∥∥ ≤
n
∑
l=1
2l(k+1)Cln · 2
(k+2)(n−l) · 2l−1
∥∥F[dk+1; aj] + [F; aj]dk+1∥∥ ≤
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n∑
l=1
2l(k+1)Cln · 2
(k+2)(n−l) · 2l−1 · (2−k
2
+ 2−k
2
) =
n
∑
l=1
Cln2
l(k+1)+(k+2)(n−l)+(l−1)+1−k2 =
n
∑
l=1
Cln2
kn+2n−k2 =
2n · 2kn+2n−k
2
=
2−k
2+(k+3)n
Thus we have that the sequence {adnFrk(aj)} is norm convergent. Hence the operator
adnD(aj) = ad
n
Fr(aj)
extends to a bounded operator on E. Thus the set of all a ∈ A such that adnDD(a) extends
to a bounded operator on E is dense in A. Pointing out, that it is true for n = 1 and
observing that
D(1+ D2)−1/2 = F(1+ R2)−1/2
is a "compact perturbation" of F, we obtain that (E, D) is an unbounded (A, B)-KK-cycle
and that [(E, F)] = [(E, b(D))]. QED.
We have actually shown more then we have claimed in the formulation of Lemma 3.5.
Namely, we proved that for any element (E, F) and any total system {aj} one we may
construct such D that
‖adnD(aj)‖ ≤ cn,j (1)
where Cn,j is a positive number that does not depend neither on the choice of F nor on
{aj}. This observation lets us prove the next lemma.
Lemma 3.6. Let µ be some fréchetization, A be a separable C∗-algebra, {aj} - an arbitrary total
system on A and Ω be a set of such unbounded (A, Bω)-KK-cycles (Eω, Dω) that
• ord(Aµ,Dω) = ∞
• For each n and the operator algebra A
(n)
n,µ,Dω
we have that ‖aj‖n,µ,Dω ≤ Kn,j, where Kn,j are
some positive numbers independent of (Eω, Dω) ∈ Ω.
Then there is a nested system of dense subalgebras A(n) in A, satisfying all the properties of smooth
system except, possibly, for holomorphic stability, with a property that A(n) ⊆ A
(n)
µ,D and the map
induced by this inclusion is completely bounded.
Proof. We iteratively define the matrix norms
‖(a)ik‖n := max{sup
ω∈Ω
‖(a)ik‖n,µ,D; m‖(a)ik‖n−1}
6
with ‖a‖0 being the C
∗-norm on A and let A(n) be the completion of span({aj}) with
respect to ‖a‖n. We have that A(n) is dense in A, and also is an algebra. The above matrix
norms are finite for all (a)ik ∈ Mn(A
(n)), and one may check directly that they make
A(n) into an L ∞ matricially normed space (see, for instance, [7], [8] for definition). It is
also easy to check that the multiplication on A(n) is completely contractive. Indeed, for
A(0) = A, so the claim holds for n = 0. Suppose that it is true for n − 1. Then for n we
have
‖(a)ik(b)pq‖n ≤
≤ max{‖(a)ik(b)pq‖n−1; sup
ω∈Ω
‖(a)ik(b)pq‖n,µ,Dω}
≤ max{‖(a)ik‖n−1 m‖(b)pq‖n−1; sup
ω∈Ω
‖(a)ik‖n,µ,Dω sup
ω∈Ω
‖(b)pq‖n,µ,Dω}
≤ max{‖(a)ik‖n−1; sup
ω∈Ω
‖(a)ik‖n,µ,Dω}max{‖(b)pq‖n−1; sup
ω∈Ω
‖(b)pq‖n,µ,Dω}
= ‖(a)ik‖n‖(b)pq‖n
Hence, by Theorem 5.2.9 of [5], A(n) with thus defined matrix norms is cb-isomorphic
to an operator algebra. We also show explicitly in [9] that this operator algebra may be
chosen to be involutive.
By the construction we also have that A(n) is a subalgebra of A(n−1), and that
‖(a)ik‖n,µ,D ≤ ‖(a)ik‖n
so that the inclusion map A(n) → A
(n)
µ,D is actually completely contractive.
Lemma 3.7. Let µ be a commutator bounded analytic fréchetization. Then for any separable C∗-
algebra A and any set {(Eω, Fω)}ω∈Ω of KK-cycles over (A, Bω) there exists an ∞-smooth system
A such that the map Ψ(∞)(A, Bω) → {[(Eω, Fω)]}ω∈Ω is surjective.
Proof. Without loss of generality we may suppose F2 = 1 and F = F∗. Choose a total
system {aj} on A and construct the unbounded KK-cycles (Eω, Dω) for each (Eω, Fω) by
the method described in Lemma 3.5. Since µ is commutator bounded, we have that for
the algebra A
(n)
µ,D holds
‖aj‖n,µ,D ≤ Cn max{‖a‖, ‖adD(a)‖, . . . , ‖ad
n
D(a)‖} ≤ Cn max
k=0,...,n
(ck,j) =: Kn,j (2)
and Kn,j does not depend on ω. Thus we may apply the Lemma 3.6. We denote the
resulting sequence of algebras A = {A(n)}. To prove that A is a smooth system, we need
to prove the holomorphic stability of the algebrasA(n). But since µ is analytic we have that
‖ · ‖n,µ,Dω is analytic with respect to ‖ · ‖n−1,µ,Dω for all n. Observing that ‖a‖n ≤ ‖a‖n,µ,Dω
for all n, we have that ‖a‖n−1,µ,Dω ≤ 1 for all a such that ‖a‖n−1 ≤ 1, and so for all such a
holds
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lim sup
m→∞
ln ‖am‖n
m
= lim sup
m→∞
ln(supω∈Ω ‖a
m‖n,Dω )
m
= lim sup
m→∞
supω∈Ω ln ‖a
m‖n,Dω
m
≤ 0
Thus, the norm on A(n) is analytic with respect to A(n−1), and so A(n) are stable under
holomorphic functional calculus. The holomorphic stability of A(∞) follows immediately
from its definition.
To finish the proof we only need to observe that by the construction [(Eω, b(Dω))] =
[(E, F)].
The Theorem 3.2 then becomes an easy corollary of the Lemma 3.7.
Corollary 3.8 (Proof of Theroem 3.2). Proof. Indeed, let Λ be the set of (isomorphism classes)
of C∗-algebras. For any Bλ ∈ Λ choose a set Ωλ, consisting of the KK-cycles (Eλω , Dλω),
such that the map Λ → KK(A, Bλ), given by taking the homotopy class, is surjective. Then
Ω :=
⋃
λ∈Λ Ωλ is a set. Applying the Lemma 3.7 we obtain the desired result.
Remark 3.9. Some conditions of the Theorem 3.2 may be either relaxed or replaced by
other ones.
For instance, as we have seen from the proof of Lemma 3.6, the condition of the ana-
lyticity of the fréchetization is a technical issue, allowing us to prove that the constructed
algebra A(n) is stable under holomorphic functional calculus. Thus, if some other condi-
tion on µ gives the same result, it may freely replace analyticity. As an example one may
require the sequence of norms (‖ · ‖, ‖ · ‖1,µ,D, ‖ · ‖2,µ,D, . . . ) to be a differential seminorm
(see, [4], [2] for definitions), which in particular will imply the holomorphic stability of
all A
(n)
µ,D in case when ordAµ,D = ∞. With some additional steps in the construction of
algebras A(n) we may then make the sequence (‖ · ‖, ‖ · ‖1, ‖ · ‖2, . . . ) to be a differential
seminorm as well, proving thus that A(n) are pre-C∗-algebras as required.
We may also somewhat relax the condition that the algebras A
(n)
µ,D are operator alge-
bras. Namely, we may demand the algebras A
(n)
µ,D to be Kn-operator algebras in the sense
of [5], that is, the operator spaces, which are also algebras with the multiplication induc-
ing a completely bounded bilinear map m : A(n) ×A(n) → A(n), such that the cb-norm of
m is ≤ Kn.
4 Fréchetizations and Their Properties
As it has been said above, there have already been defined several fréchrtizations. We will
briefly describe two of them.
For the simplest one, let
Θ1D(a) =
(
a 0
[D; a] a
)
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as an operator on E⊕2. Analogously we set
ΘnD(a) =
(
Θn−1D (a) 0
[D;Θn−1D (a)] Θ
n−1
D (a)
)
on E⊕2
n
, where we abusively denote by D the operator diag(D, . . . , D︸ ︷︷ ︸
2n−1 times
) on E⊕2
n−1
. We also
have that Θ(ab) = Θ(a)Θ(b)
Now, define an algebra A(n) := {a ∈ A | adkD extends to bounded on E for all k =
1, . . . , n}. This is an algebra, which is complete with respect to the norm ‖ · ‖n,D :=
‖ΘnD(a)‖. By the construction we have an estimate
‖a‖n,D ≤ 2
n max{‖a‖, ‖adD(a)‖, . . . , ‖adn(a)‖}
so that the fréchetization is commutator bounded. In case when A
(n)
D is dense in A, for all
a ∈ A(n−1) such that ‖a‖n−1,D < 1 we have that
lim sup
m→∞
ln ‖am‖n,D
m
= lim sup
m→∞
ln ‖ΘnD(a
m)‖
m
≤ lim sup
m→∞
ln(‖Θn−1D (a
m)‖+ ‖[D,Θn−1D (a
m)]‖)
m
≤ lim sup
m→∞
ln(1+ m‖Θn−1D (a
m)‖)
m
≤ lim sup
m→∞
(
lnm
m
+
ln(1+ ‖Θn−1D (a
m))‖
m
)
= 0
Hence, we are in the conditions of the theorem 3.2.
However, there is nothing that may guarantee us that the smooth system AD will
have the order of smoothness exceeding 1 (order 1 is given by the fact that (E, D) is an
unbounded KK-cycle). Moreover, this fréchetization is in fact a naïve one and may be
useful only for theoretical needs lying out of th differential geometry. It is easy to see
that even for the Dirac operator on a 2-torus [D, [D, ·]] does not extend to a bounded
operator on the spinor bundle of the torus. Therefore the fact that adnD(a) extends to a
bounded operator on E is a dense subalgebra of A tells us that the Theorem 3.2 is entirely
an existence result.
The calculations show the following fact. Take an element (L2(S1), D/ := −i ∂∂x ) as an
unbounded (C(S1),C)-KK-cycle and Fourier functions {e2piik}k∈Z for a total system as a
starting point. Perform the series of operations
D/→ D/(1+ D/2)−
1
2 → F → D
where the second arrow is a modification by a compact operator, yielding a selfadjoint
F with F2=1, and the third is provided by the construction from Lemma 3.5. Then the
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sequence |λl | of absolute values of eigenvalues of D ordered by increasing will grow at
most logarithmically. Moreover, for any n there exists a function a ∈ C(S1) which is
nowhere differentiable in common sense, but still adnD(a) extends to a bounded operator
on L2(S
1), so that D regards a as a "Cn" function. This fact is shown explicitly in [9].
It is also possible to start with a total system {aj} such that all aj will be nowhere
differentiable funcltions, but the result 3.2 would still be valid.
In [11] there have been constructed a more elaborated fréchetization, for which the
Dirac operators on spin manifolds do yield ∞-smooth systems. It is not called a fréchetiza-
tion there, but is regarded as a natural construction of a smooth system by an unbounded
operator. There is also shown in [11] that for this fréchetization the operators D, cD and
D + b, with b being a bounded operator satisfying some additional smoothness condi-
tions, generate equivalent smooth systems in the sense that the algebras A
(n)
D , A
(n)
cD and
A
(n)
D+R are cb-isomorphic. This observation may be crucial for the development of further
theory. Indeed, because of that we have that if (E, D) ∈ Ψ(n)(A , B), then so do (E, cD)
and (E, D + b). From the other hand, by definition if a smooth system A ′ is equivalent to
A in the above sense, then we have that (E, D) ∈ Ψ(n)(A ′, B). Recall ([6],[13]) that in the
case of spectral triples with commutative algebras the Dirac-type operators define metrics
on the underlying topological space. Therefore Ψ(∞)(A ,C) in this case may be regarded
as the set of metrics that are "smooth" with respect to some system given by A . Thus, A
in some sense becomes an analogue of the system of smooth functions which in geometry
is standardly achieved by imposing coordinates on local charts and taking partial deriva-
tions. Thus, the notion of smooth system may lead us to a notion, which may be called a
smooth noncommutative topology. This question is discussed in more detail in [9].
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