On a fractional Monge-Amp\`ere operator by Caffarelli, Luis & Charro, Fernando
ar
X
iv
:1
40
2.
63
70
v3
  [
ma
th.
AP
]  
24
 D
ec
 20
15
ON A FRACTIONAL MONGE-AMPE`RE OPERATOR
LUIS CAFFARELLI AND FERNANDO CHARRO
Abstract. In this paper we consider a fractional analogue of the Monge-Ampe`re operator. Our
operator is a concave envelope of fractional linear operators of the form infA∈A LAu, where the set
of operators is a degenerate class that corresponds to all affine transformations of determinant one
of a given multiple of the fractional Laplacian.
We set up a relatively simple framework of global solutions prescribing data at infinity and
global barriers. In our key estimate, we show that the operator remains strictly elliptic, which
allows to apply known regularity results for uniformly elliptic operators and deduce that solutions
are classical.
1. Introduction
The classical Monge-Ampe`re equation detD2u = f arises in many areas of analysis, geometry,
and applied mathematics. Standard boundary value problems are the Dirichlet problem and optimal
transportation problem, where we prescribe the image of a domain by the gradient map.
In the Dirichlet problem, one prescribes a smooth domain Ω ⊂ Rn, boundary data g(x) on ∂Ω,
and a right-hand side f(x) in Ω, and studies existence and regularity of a function u such that
(1.1)
{
detD2u = f in Ω
u = g on ∂Ω.
For the problem to fit in the framework of the theory of fully nonlinear elliptic equations, one
must seek convex solutions u to ensure that detD2u is indeed a monotone function of D2u. Thus,
we must require f(x) positive and Ω convex. The convexity of Ω is required in order to construct
appropriate smooth subsolutions that act as lower barriers, see [2].
In that case, there is considerable work in the literature establishing the existence, uniqueness
and regularity of solutions to (1.1), see [1, 2, 8, 10] and the references therein. The main ingredients
entering the theory are, roughly speaking, the following:
(a) The Monge-Ampe`re equation is a concave fully nonlinear equation. For a convex solution
detD2u = f
is equivalent to
inf
L∈A
Lu = f,
where A is the family of linear operators Lu = trace (AD2u) for A > 0 with eigenvalues
λj(A) that satisfy
∏n
j=1 λj(A) = n
−nfn−1. Furthermore, if we take nA equal to the matrix
of cofactors of D2u, then
nn
n∏
j=1
λj(A) = (detD
2u)n−1 = fn−1,
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the infimum is realized and the equation satisfied. Moreover, from the concavity of det1/n(·)
any other choice of the eigenvalues would give a larger value than the prescribed f , making
u a subsolution.
In other words, the Monge-Ampe`re equation can be thought of as the infimum of a family
of linear operators that consists of all affine transformations of determinant one of a given
multiple of the Laplacian.
(b) The fact that detD2u can be represented as a concave fully nonlinear equation implies
that pure second derivatives are subsolutions of an equation with bounded measurable
coefficients and as such, are bounded from above.
Indeed, if we consider the second-order incremental quotient in the direction e ∈ ∂B1(0),
δ(u, x0, y) = u(x0 + he) + u(x0 − he)− 2u(x0)
and choose
Lv = trace
(
AD2v
)
with nA the matrix of cofactors of D2u(x0), we have that Lu(x0) = f(x0) while on the
other hand, the matrix
B =
[
f(x0 + he)
f(x0)
]n−1
n
A
satisfies
detB = n−nf(x0 + he)n−1,
which makes it eligible to compete for the minimum of trace
(
ND2u(x0 + he)
)
. This implies,[
f(x0 + he)
f(x0)
]n−1
n
Lu(x0 + he) ≥ f(x0 + he)
or equivalently,
Lu(x0 + he) ≥ f(x0 + he)
1
n f(x0)
n−1
n .
We deduce that at a maximum of a second derivative D2eeu the function f must satisfy,
f(x0)
n−1
n D2ee f
1/n(x0) ≤ 0.
IfD2eef is bounded and we have an appropriate barrier, plus control of the second derivatives
of u at the boundary of Ω, we deduce that u is not only convex but also semiconcave. For
that purpose, the boundary and data must be smooth and the domain strictly convex. This
allows for the construction of appropriate subsolutions as barriers.
(c) Then, the last ingredient of the theory is that for a convex solution the equation
∏n
j=1 λj =
f with f strictly positive implies that all λj are strictly positive (and not merely non-
negative). This implies that the operators involved with the minimization can be restricted
to a uniformly elliptic family and the corresponding general theory applies. In particular,
Evans-Krylov theorem implies that solutions are C2,α and from there, as smooth as two
derivatives better than f .
The discussion above suggests that one could carry out a similar program for a non-local or
fractional Monge-Ampe`re equation of the form
inf LAu = f
where the set of operators LA corresponds to that of all affine transformations of determinant one
of a given multiple of the fractional Laplacian. In fact, one may consider any concave function of
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the Hessian as in [2] as an infimum of affine transformations of the Laplacian, the affine transfor-
mations corresponding now to the different linearization coefficients of the function F (λ1, . . . , λn)
and consider the corresponding nonlocal operator.
One can take infA∈A LAu = f , where A corresponds to a family of symmetric positive matrices
with determinant bounded from above and below,
0 < λ ≤ detA ≤ Λ,
and
LAu(x) =
∫
Rn
u(x+ y) + u(x− y)− 2u(x)
|A−1y|n+2s dy.
The kernel under consideration does not need to be necessarily |A−1x|−(n+2s), it could be a more
general kernel K(Ax). In fact, the geometry of the domain is an important issue for the “inherited
from the boundary” regularity theory for degenerate operators depending on the eigenvalues of the
Hessian, see [2].
In this article we shall set up a relatively simple framework of global solutions prescribing data
at infinity and global barriers to avoid having to deal with the technical issues inherited from
boundary data, which is rather complex for non-local equations. As in the second order case, we
intend to prove:
(a) Existence of solutions.
(b) Solutions are semiconcave, i.e. second derivatives are bounded from above.
(c) Along each line, the fractional Laplacian is bounded from above and strictly positive.
(d) The operators that are close to the infimum remain strictly elliptic.
(e) The non-local fully nonlinear theory developed in [3, 4] applies, in particular the nonlocal
Evans-Krylov theorem, and solutions are “classical”.
To be more precise, let us introduce the non-local Monge-Ampe`re operator Ds that we are going
to consider in the sequel, given by
Dsu(x) = inf
{
P.V.
∫
Rn
u(y)− u(x)
|A−1(y − x)|n+2s dy
∣∣∣∣ A > 0, detA = 1
}
= inf
{
1
2
∫
Rn
u(x+ y) + u(x− y)− 2u(x)
|A−1y|n+2s dy
∣∣∣∣ A > 0, detA = 1
}
.
(1.2)
We shall always use the definition that is most suitable to each case. Let us mention that if u is
convex, asymptotically linear, and 1/2 < s < 1, then
lim
s→1
(
(1− s)Dsu(x)
)
= det(D2u(x))1/n,
up to a constant factor that depends only on the dimension n (see Appendix A for a proof of this
fact).
Another recent attempt to approach nonlocal Monge-Ampe`re operators is the operator proposed
in [5]. The interested reader should also check [7].
Remark 1.1. We can assume without loss of generality that the matrices A in the definition of
Dsu(x) are symmetric and positive definite. This follows from the (unique) polar decomposition of
A−1, namely A−1 = OS−1, where O is orthogonal and S−1 is a positive definite symmetric matrix.
We shall study the following Dirichlet problem,
(1.3)
{
Dsu(x) = u(x)− φ(x) in Rn
(u− φ)(x)→ 0 as |x| → ∞,
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where 1/2 < s < 1 and we prescribe boundary data at infinity φ(x) (that, at the same time, acts
as a smooth lower barrier). The results below can be extended to the problem
(1.4)
{
Dsu(x) = g
(
x, u(x)
)
in Rn
(u− φ)(x)→ 0 as |x| → ∞
under appropriate assumptions on g (see [9] for a local analogue of problem (1.4)). Let us now
describe the precise hypothesis that we shall require on g and φ.
First, φ ∈ C2,α(Rn) is strictly convex in compact sets and φ = Γ + η near infinity, with Γ(x) a
cone and
|η(x)| ≤ a|x|−ǫ, |∇η(x)| ≤ a|x|−(1+ǫ), and |D2η(x)| ≤ a|x|−(2+ǫ)
for some constants a > 0 and 0 < ǫ < n. In particular, as |x| → ∞,
−(−∆)sη(x) = O(|x|−(2s+ǫ))
(see Section 2 for the definition of the fractional Laplacian) and
c1|x|1−2s ≤ −(−∆)sΓ(x) ≤ c2|x|1−2s
from homogeneity, where c1, c2 are some positive constants depending on the strict convexity of the
section of Γ. We normalize φ so that φ(0) = 0, ∇φ(0) = 0.
The model problem that we consider is g(x, u(x)) = u(x)−φ(x). On the other hand, the general
hypotheses on g : Rn+1 → R that we shall consider are:
(1.5) g is globally semiconvex with constant C,
(1.6) x 7→ g(x, t) is Lipschitz continuous with constant Lip(g), uniformly in t,
and, there exists µ > 0 such that
(1.7) g(x, t1)− g(x, t2) ≥ µ(t1 − t2) ∀t1, t2 ∈ R, t1 ≥ t2 uniformly in x.
We would like to point out that hypothesis (1.5) implies that the function g is locally Lipschitz
continuous (see for instance [6, Proposition 2.1.7]). In particular,
|g(x, t) − g(y, t)|
|x− y| ≤
2 osc
(
g(·, t), BR/2(x0)
)
R
+ CR ∀x, y ∈ BR/2(x0),
for any R > 0. Therefore, hypothesis (1.6) could be replaced, for instance, by the following
x 7→ g(x, t) is Lipschitz continuous in Rn \BR0(0) for some radius R0 > 0
with constant Lip(g,Rn \BR0(0)), uniformly in t,
(1.8)
and
(1.9) osc
(
g(·, t), BR0/2(x0)
)
bounded in t.
In the sequel, we shall assume (1.6) for simplicity.
The paper is organized as follows. In Section 2 we present the notation, the notion of solution,
and some preliminary results. In Section 3 we prove the main result of the paper, namely, that
matrices that are too degenerate do not count for the infimum in (1.2), effectively proving that
the fractional Monge-Ampe`re operator is locally uniformly elliptic and thus the known theory for
uniformly elliptic nonlocal operators applies (see for instance [3] and the references therein). In
Section 4 we prove a comparison principle for problem (1.4), and in Section 5 we prove Lipschitz
continuity and semiconcavity of solutions to problem (1.4). Finally, in Section 6 we prove existence
of solutions to the model problem (1.3).
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2. Notation and preliminaries
In this section we are going to state notations and recall some basic results and definitions.
For square matrices, A > 0 means positive definite and A ≥ 0 positive semidefinite. We shall
denote λi(A) the eigenvalues of A, in particular λmin(A) and λmax(A) are the smallest and largest
eigenvalues, respectively.
We shall denote the kth-dimensional ball of radius 1 and center 0 by Bk1 (0) = {x ∈ Rk : |x| ≤ 1}
and the corresponding (k − 1)th-dimensional sphere by ∂Bk1 (0) = {x ∈ Rk : |x| = 1}. Whenever
k is clear from context, we shall simply write B1(0) and ∂B1(0). Hk stands for the k-dimensional
Haussdorff measure. We shall denote ωk = Hk−1
(
∂Bk1 (0)
)
= k |Bk1 (0)| = 2π
k/2
Γ(k/2) .
Given a function u, we shall denote the second-order increment of u at x in the direction of y as
δ(u, x, y) = u(x+ y) + u(x− y)− 2u(x).
Let A ⊂ Rn be an open set. We say that a function u : A→ R is semiconcave if it is continuous
in A and there exists C ≥ 0 such that δ(u, x, y) ≤ C|y|2 for all x, y ∈ Rn such that [x−y, x+y] ⊂ A.
The constant C is called a semiconcavity constant for u in A.
Alternatively, a function u is semiconcave in A with constant C if u(x) − C2 |x|2 is concave in
A. Geometrically, this means that the graph of u can be touched from above at every point by a
paraboloid of the type a+ 〈b, x〉+ C2 |x|2.
A function u is called semiconvex in A if −u is semiconcave.
Let us mention here for the reader’s convenience the definition of the fractional Laplacian ,
−(−∆)su(x) = cn,sP.V.
∫
Rn
u(y)− u(x)
|y − x|n+2s dy =
cn,s
2
∫
Rn
u(x+ y) + u(x− y)− 2u(x)
|y|n+2s dy
where cn,s is a normalization constant. Notice that−c−1n,s (−∆)su(x) belongs to the class of operators
over which the infimum in the definition of Dsu(x) is taken.
We recall from [3] the notion of viscosity solution that we are going to use in the sequel.
Definition 2.1. A function u : Rn → R, upper (resp. lower) semicontinuous in Ω, is said to be a
subsolution (supersolution) to Dsu = f , and we write Dsu ≥ f (resp. Dsu ≤ f), if every time all
the following happen,
• x is a point in Ω,
• N is an open neighborhood of x in Ω,
• ψ is some C2 function in N ,
• ψ(x) = u(x),
• ψ(y) > u(y) (resp. ψ(y) < u(y)) for every y ∈ N \ {x},
and if we let
v :=
{
ψ in N
u in Rn \N ,
then we have Dsv(x) ≥ f(x) (resp. Dsv(x) ≤ f(x)). A solution is a function u that is both a
subsolution and a supersolution.
The following lemma states that Dsu can be evaluated classically at those points x where u can
be touched by a paraboloid.
Lemma 2.2. Let 1/2 < s < 1 and u : Rn → R with asymptotically linear growth. If we have
Dsu ≥ f in Rn (resp. Dsu ≤ f) in the viscosity sense and ψ is a C2 function that touches u from
above (below) at a point x, then Dsu(x) is defined in the classical sense and Dsu(x) ≥ f(x) (resp.
Dsu(x) ≤ f(x)).
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Proof. Let us deal first with the subsolution case, that is, assume first that ψ ∈ C2 touches u from
above at a point x. Define for r > 0,
vr(y) =
{
ψ(y) in Br(x)
u(y) in Rn \Br(x).
Then, we have that
−c−1n,s (−∆)svr(x) ≥ Dsvr(x) ≥ f(x)
and then the arguments in the proof of [3, Lemma 3.3] yield that δ(u, x, y)/|y|n+2s is integrable.
Therefore, −(−∆)su(x) is defined in the classical sense and Dsu(x) < +∞. Notice that,
λmin(A)
n+2s δ(u, x, y)
|y|n+2s ≤
δ(u, x, y)
|A−1y|n+2s ≤ λmax(A)
n+2s δ(u, x, y)
|y|n+2s .
Thus, δ(u, x, y)/|A−1y|n+2s is integrable and
(2.1) LAu(x) =
1
2
∫
Rn
δ(u, x, y)
|A−1y|n+2s dy
is also defined in the classical sense. By definition of viscosity solution, we have
LAu(x) + LA(vr − u)(x) ≥ Dsvr(x) ≥ f(x).
But then, 0 ≤ δ(vr−u, x, y) ≤ δ(vr0 −u, x, y) for all r < r0, δ(vr0 −u, x, y)/|A−1y|n+2s is integrable
and δ(vr−u, x, y)→ 0 as r → 0. Hence, by the dominated convergence theorem, LA(vr−u)(x)→ 0
as r → 0. We conclude LAu(x) ≥ f(x) in the classical sense. Since the matrix A is arbitrary and
we could pick any matrix A > 0 with detA = 1, we have that Dsu(x) ≥ f(x) in the classical sense.
In the supersolution case, that is, when ψ ∈ C2 touches u from below at x, some modifications
are required. Fix ǫ > 0, arbitrary, and let Aǫ > 0 with detAǫ = 1 such that
LAǫvr(x) ≤ f(x) + ǫ.
It is easy to see that δ(vr , x, y) is non-decreasing in r and δ(vr, x, y)→ δ(u, x, y) as r → 0. By the
monotone convergence theorem, δ(u, x, y)/|A−1ǫ y|n+2s is integrable and LAǫu(x) ≤ f(x) + ǫ in the
classical sense. We find that
Dsu(x) ≤ LAǫu(x) ≤ f(x) + ǫ,
and we conclude letting ǫ→ 0, since it is arbitrary. 
3. Local uniform ellipticity of the fractional Monge-Ampe`re equation
In this section we shall prove that the infimum in the definition of Ds, see (1.2), cannot be realized
by matrices that are too degenerate, effectively proving that the fractional Monge-Ampe`re operator
is locally uniformly elliptic. Then, existing theory for uniformly elliptic operators is available (see
[3, 4] and the references therein).
To this aim, consider the following approximating, non-degenerate operator,
Dθsu(x) = inf
{
P.V.
∫
Rn
u(y)− u(x)
|A−1(y − x)|n+2s dy
∣∣∣∣ A > 0, detA = 1, λmin(A) ≥ θ
}
= inf
{
1
2
∫
Rn
u(x+ y) + u(x− y)− 2u(x)
|A−1y|n+2s dy
∣∣∣∣ A > 0, detA = 1, λmin(A) ≥ θ
}
.
(3.1)
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Let us point out that the conditions detA = 1, and λmin(A) ≥ θ imply λmax(A) ≤ θ1−n and this
bound is realized by matrices with eigenvalues θ (simple) and θ1−n (multiplicity n− 1). Therefore,
Dθs belongs to the class of uniformly elliptic, nonlocal operators with extremal Pucci operators
M+
θ,θ1−n
u(x) = sup
{
1
2
∫
Rn
u(x+ y) + u(x− y)− 2u(x)
|A−1y|n+2s dy
∣∣∣∣ θ I ≤ A ≤ θ1−nI
}
and
M−
θ,θ1−n
u(x) = inf
{
1
2
∫
Rn
u(x+ y) + u(x− y)− 2u(x)
|A−1y|n+2s dy
∣∣∣∣ θ I ≤ A ≤ θ1−nI
}
.
Observe that in general M−
θ,θ1−n
u(x) < Dθsu(x), as the class of matrices over which the infimum is
taken is broader for the Pucci operator.
The main result of this section and of the paper is the following.
Theorem 3.1. Consider 12 < s < 1 and let u be Lipschitz continuous and semiconcave (with
constants L and C respectively) and such that
(3.2) (1− s)Dsu(x) ≥ η0 ∀x ∈ Ω
in the viscosity sense for some constant η0 > 0 and Ω ⊂ Rn. Then,
(3.3) Dsu(x) = Dθsu(x) ∀x ∈ Ω
in the classical sense, for Dθs the approximating operator defined by (3.1) and
θ <
(
µ0
nµ1
)n−1
2s
with µ0, µ1 defined in (3.8) and (3.9) below.
Remark 3.2 (Limits as s→ 1). It can be checked that
µ0
µ1
= O
(
ηn0 (2s − 1)n
)
as s→ 1. In particular, Theorem 3.1 is stable in the limit as s→ 1.
It is illustrative for the sequel to show how the ideas in the proof of Theorem 3.1 work in the
local case. More precisely, assume u semiconcave with constant C and such that
ωn
4n
· inf {trace(AAtD2u(x)) | detA = 1} ≥ η0 ∀x ∈ Ω
(about the normalization (4n)−1ωn, recall (3.2) and Lemma A.2). We want to prove that the
Monge-Ampe`re operator is actually non-degenerate, that is,
inf
{
trace
(
AAtD2u(x)
) | detA = 1} = inf {trace(AAtD2u(x)) | detA = 1, λmin(A) ≥ θ}
for some θ > 0. The proof has two steps:
1. The second derivative of u in the direction e is strictly positive and bounded (uniformly) for
every direction. More precisely,
(3.4) 0 < µ¯0 ≤ uee(x) ≤ C ∀e ∈ ∂B1(0).
for µ¯0 independent of e (given by (3.5) below), and C the semiconcavity constant of u. The proof
of the upper bound follows from the definition of semiconcavity. For the lower bound, choose
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A = PJP t with J a diagonal matrix with eigenvalues ǫ (single) and ǫ
1
1−n (multiplicity n− 1), and
P an orthogonal matrix whose i-th column is e (notice that det(A) = 1). Then,
4n η0
ωn
≤ trace(AAtD2u(x)) =
n∑
j=1
λ2j (A)(P
tD2u(x)P )jj
= ǫ2 (P tD2u(x)P )ii + ǫ
2
1−n
n∑
j 6=i
(P tD2u(x)P )jj
≤ ǫ2 (P tD2u(x)P )ii + C(n− 1)ǫ
2
1−n
by semiconcavity. Choosing ǫ small enough, e.g. ǫ =
(
1
2C(n− 1)ωnn−1η−10
)n−1
2 we get
0 < µ¯0 ≤
(
P tD2u(x)P
)
ii
≤ C ∀i = 1, . . . , n,
which is equivalent to (3.4). For future reference, µ¯0 is given by
(3.5) µ¯0 =
(
2nη0
ωn
)n
(C(n− 1))1−n.
2. The infimum in the Monge-Ampe`re operator cannot be achieved for matrices that are too
degenerate. More precisely, let A with det(A) = 1 and write A = PJP t with P orthogonal; then
(3.6) trace(AAtD2u(x)) =
n∑
i=1
λ2i (A)(P
tD2u(x)P )ii ≥ µ¯0
n∑
i=1
λ2i (A) ≥ µ¯0 λmin(A)−
2
n−1 ,
using that 1 = det(A) ≤ λmin(A)λmax(A)n−1. We conclude that matrices with very small eigenval-
ues will produce very large operators that will not count for the infimum (see the proof of Theorem
3.1 for details).
For simplicity, we shall assume that 0 ∈ Ω and then prove (3.3) for x = 0. Note for the sequel
that since u is semiconcave, Lemma 2.2 implies that Dsu(x) is defined in the classical sense for all
x ∈ Ω and (3.2) holds pointwise.
The proof of Theorem 3.1 has, again, two parts. In the first part we prove that the (one-
dimensional) fractional laplacian of the restriction of u to any line is positive and bounded from
above. Then, in the second part, we shall use this fact to prove that
(3.7) (1− s)
∫
Rn
u(y)− u(0)
|A−1y|n+2s dy ≥
µ0 ωn
2n
n∑
j=1
λ2sj (A) ≥
µ0 ωn
2n
λmin(A)
− 2s
n−1 .
for µ0 given by (3.8). Therefore the infimum in the fractional Monge-Ampe`re operator cannot be
achieved for matrices that are too degenerate.
The two parts we have mentioned correspond to the following two results.
Proposition 3.3. Assume the same hypotheses of Theorem 3.1. Then, for every e ∈ ∂B1(0),
0 < µ0 ≤ −(1− s)
(−∆)s
e
u(0) = (1− s)
∫
R
u(te) − u(0)
|t|1+2s dt ≤ µ1,
with
(3.8) µ0 = C
1−n
1 C
−1
2
(η0
2
)n
for C1, C2 defined in (3.12) and (3.13), and
(3.9) µ1 =
1− s
2
∫
R
min{2L |t|, C|t|2}
|t|1+2s dt =
L2−2s
2s− 1
(
C
2
)2s−1
.
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Remark 3.4. Proposition 3.3 yields (3.4) in the limit as s → 1 since lims→1 µ0 = µ¯0/2 (with µ¯0
defined by (3.5)), lims→1 µ1 = C/2 and
lim
s→1
(1− s)
∫
R
u(te)− u(0)
|t|1+2s dt =
uee(0)
2
.
Proposition 3.5. Assume ǫ1, . . . , ǫn are positive constants such that
∏n
j=1 ǫj = 1. Then, in the
same hypotheses of Theorem 3.1, we have,
(1− s)
∫
Rn
u(y)− u(0)(∑n
j=1 ǫ
2
jy
2
j
)n+2s
2
dy ≥ µ0 ωn
2n
·
n∑
j=1
1
ǫ2sj
,
with µ0 defined in (3.8).
Remark 3.6. Proposition 3.5 implies (3.7), which yields (3.6) in the limit as s→ 1 since
lim
s→1
(1− s)
∫
Rn
u(y)− u(0)
|A−1y|n+2s dy =
ωn
4n
trace(AAtD2u(x)).
Propositions 3.3 and 3.5 (that we prove below) allow to prove the main result of this section,
Theorem 3.1.
Proof of Theorem 3.1. Consider a symmetric matrix A > 0 with detA = 1 and λmin(A) <
1
k . We
can write A = PJP t, and denote u˜(y) = u(Py). Observe that then Proposition 3.5 (see also (3.7))
implies∫
Rn
u(y)− u(0)
|A−1y|n+2s dy =
∫
Rn
u(Py)− u(0)
|J−1y|n+2s dy =
∫
Rn
u˜(y)− u˜(0)(∑n
j=1 ǫ
2
jy
2
j
)n+2s
2
dy >
µ0 ωn
2n(1− s) k
2s
n−1
and we get the estimate
(3.10) inf
{∫
Rn
u(y)− u(0)
|A−1y|n+2s dy
∣∣∣∣ A > 0, detA = 1, λmin(A) < 1k
}
≥ µ0 ωn
2n(1− s) k
2s
n−1 .
Observe that by choosing A = I, Proposition 3.3 yields
(3.11) inf
{∫
Rn
u(y)− u(0)
|A−1y|n+2s dy
∣∣∣∣ A > 0, detA = 1
}
≤
∫
Rn
u(y)− u(0)
|y|n+2s dy
=
∫
∂B1(0)
∫ ∞
0
u(re)− u(0)
r1+2s
dr dHn−1(e) ≤ µ1ωn
2(1 − s) .
Therefore, from (3.10) and (3.11) we have that whenever k >
(
nµ1µ
−1
0
)n−1
2s ,
inf
{∫
Rn
u(y)− u(0)
|A−1y|n+2s dy
∣∣∣∣ A > 0, detA = 1, λmin(A) < 1k
}
> inf
{∫
Rn
u(y)− u(0)
|A−1y|n+2s dy
∣∣∣∣ A > 0, detA = 1
}
.
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This implies (3.3), since
inf
{∫
Rn
u(y)− u(0)
|A−1y|n+2s dy
∣∣∣∣ A > 0, detA = 1
}
= min
{
inf
{∫
Rn
u(y)− u(0)
|A−1y|n+2s dy
∣∣∣∣ A > 0, detA = 1, λmin(A) < 1k
}
,
inf
{∫
Rn
u(y)− u(0)
|A−1y|n+2s dy
∣∣∣∣ A > 0, detA = 1, λmin(A) ≥ 1k
}}
.

The rest of this section is devoted to the proof of Propositions 3.3 and 3.5.
3.1. Proof of Propositions 3.3 and 3.5. Our goal is to prove that the (one-dimensional) frac-
tional Laplacian of the restriction of u to any line is positive and bounded from above. In the proof
of Proposition 3.3 we need several partial results.
In the sequel, we denote y¯ = (y2, . . . , yn) ∈ Rn−1 and v(y) = u(y)− u(0).
Lemma 3.7. Let ǫ > 0 and assume the same hypotheses of Theorem 3.1. Then,
(1− s)
∫
Rn
u(y1, y¯)− u(y1, 0¯)(
ǫ2y21 + ǫ
−2
n−1 |y¯|2
)n+2s
2
dy ≤ C1 · ǫ
2s
n−1
with
(3.12) C1 =
√
π · Γ (n−12 + s)
Γ
(
n
2 + s
) · µ1ωn−1
2
,
for µ1 given by (3.9).
Proof. Since u is Lipschitz and semiconcave, we have∫
Rn
u(y1, y¯)− u(y1, 0¯)(
ǫ2y21 + ǫ
−2
n−1 |y¯|2
)n+2s
2
dy ≤ 1
2
∫
Rn
min
{
2L |y¯|, C |y¯|2}(
ǫ2y21 + ǫ
−2
n−1 |y¯|2
)n+2s
2
dy.
A change of variables
z1 = ǫ
n
n−1 y1 |y¯|−1, zj = yj, j = 2, . . . , n,
yields,∫
Rn
min
{
2L |y¯|, C |y¯|2}(
ǫ2y21 + ǫ
−2
n−1 |y¯|2
)n+2s
2
dy = ǫ
2s
n−1 ·
∫
R
(
1 + z21
)−n+2s
2 dz1 ·
∫
Rn−1
min
{
2L |z¯|, C |z¯|2}
|z¯|n−1+2s dz¯,
and the result follows noticing that both integrals on the right-hand side are constant. 
Lemma 3.8. We have,∫
Rn
v(y1, 0¯)(
ǫ2y21 + ǫ
−2
n−1 |y¯|2
)n+2s
2
dy = C2 ǫ
−2s
∫
R
v(y1, 0¯)
|y1|1+2s dy1
where
(3.13) C2 = ωn−1 ·
Γ
(
n−1
2
)
Γ
(
s+ 12
)
2Γ
(
n
2 + s
) .
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Proof. A change of variables z1 = y1, zj =
yj
ǫ
n
n−1 y1
, j = 2, . . . , n yields,
∫
Rn
v(y1, 0¯)(
ǫ2y21 + ǫ
−2
n−1 |y¯|2
)n+2s
2
dy =
1
ǫn+2s
∫
Rn−1
∫
R
v(y1, 0¯)
|y1|n+2s
(
1 + ǫ−
2n
n−1
|y¯|2
y21
)−n+2s
2
dy¯ dy1
=
1
ǫ2s
∫
R
v(z1, 0¯)
|z1|1+2s dz1
∫
Rn−1
dz¯
(1 + |z¯|2)n+2s2
=
C2
ǫ2s
∫
R
v(y1, 0¯)
|y1|1+2s dy1. 
Lemmas 3.7 and 3.8 allow us to prove that the one-dimensional fractional laplacian of the re-
striction v(y1, 0¯) is strictly positive.
Lemma 3.9. Under the same hypotheses of Theorem 3.1, we have
(1− s)
∫
R
u(y1, 0¯)− u(0)
|y1|1+2s dy1 ≥ µ0,
where µ0 is given by (3.8).
Proof. From Lemmas 3.7 and 3.8, we have that
C1 · ǫ
2s
n−1
1− s ≥
∫
Rn
v(y1, y¯)(
ǫ2y21 + ǫ
−2
n−1 |y¯|2
)n+2s
2
dy − C2 ǫ−2s
∫
R
v(y1, 0¯)
|y1|1+2s dy1.
Then, by (3.2) and the definition of Ds we get∫
Rn
v(y1, y¯)(
ǫ2y21 + ǫ
−2
n−1 |y¯|2
)n+2s
2
dy ≥ inf
{∫
Rn
u(y)− u(0)
|A−1y|n+2s dy
∣∣∣∣ A > 0, detA = 1
}
≥ η0
1− s > 0.
Therefore,
C1 · ǫ
2s
n−1 ≥ η0 −C2 ǫ−2s(1− s)
∫
R
v(y1, 0¯)
|y1|1+2s dy1.
We get the result from this expression by choosing ǫ =
(
η0
2C1
)n−1
2s
. 
From Lemma 3.9 we can finally prove Proposition 3.3.
Proof of Proposition 3.3. First, we are going to prove that the one-dimensional fractional Laplacian
of the restriction of u to any line is bounded above. Indeed, from the Lipschitz continuity and
semiconcavity of u,∫
R
u(te)− u(0)
|t|1+2s dt =
∫
R
1
2u(te) +
1
2u(−te)− u(0)
|t|1+2s dt ≤
1
2
∫
R
min{2L |t|, C|t|2}
|t|1+2s dt =
µ1
1− s,
where µ1 is given by (3.9).
Now, fix e ∈ ∂B1(0), and choose P such that e is its first column and the rest of columns complete
an orthonormal basis of Rn. Notice that u˜(x) = u(Px) is in the hypotheses of Theorem 3.1. Hence,
we can apply Lemma 3.9 to u˜ and get
(1− s)
∫
R
u˜(y1, 0¯)− u˜(0)
|y1|1+2s dy1 ≥ µ0,
but then, u˜(y1, 0¯) = u˜(y1e1) = u(y1Pe1) = u(y1e) by definition of P . 
Next, we provide the proof of Proposition 3.5 that uses Proposition 3.3.
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Proof of Proposition 3.5. Our aim is to prove that the infimum in the fractional Monge-Ampe`re
operator is not realized by matrices that are very degenerate. From Proposition 3.3, we have∫
Rn
u(y)− u(0)(∑n
j=1 ǫ
2
jy
2
j
)n+2s
2
dy =
∫
∂B1(0)
∫ ∞
0
u(re)− u(0)
r1+2s
dr
1(∑n
j=1 ǫ
2
je
2
j
)n+2s
2
dHn−1(e)
≥ µ0
2(1 − s)
∫
∂B1(0)
1(∑n
j=1 ǫ
2
je
2
j
)n+2s
2
dHn−1(e).
Proposition B.1 yields the estimate,∫
∂B1(0)
1(∑n
j=1 ǫ
2
je
2
j
)n+2s
2
dHn−1(e) ≥ ωn
n
n∑
j=1
1
ǫ2sj
,
where we have used that
∏n
j=1 ǫj = 1. This completes the proof. 
4. Comparison and Uniqueness
Next, we prove a comparison principle that yields uniqueness for problem (1.4). Notice that the
same arguments apply to the operator (1− s)Ds giving a stable result in the limit as s→ 1.
Theorem 4.1. Assume 1/2 < s < 1, and let g : Rn+1 → R a continuous function satisfying (1.7).
Consider φ ∈ C2,α(Rn), and u ∈ USC and v ∈ LSC such that{
Dsu(x) ≥ g(x, u) in Rn
(u− φ)(x)→ 0 as |x| → ∞ and
{
Dsv(x) ≤ g(x, v) in Rn
(v − φ)(x)→ 0 as |x| → ∞.
in the viscosity sense. Then, u ≤ v in Rn.
Remark 4.2. It is also possible to assume t 7→ g(x, t) strictly increasing for any x ∈ Rn instead of
(1.7) to derive a contradiction in (4.12).
Proof. Let us first present the ideas of the proof in the case when u, v are a classical sub- and
supersolution, then we shall consider the viscosity counterparts.
Since we seek to prove u ≤ v, let us assume to the contrary that supRn(u − v) > 0. As
(u− v)(x)→ 0 as |x| → ∞, there exists x0 ∈ Rn such that
(u− v)(x0) = sup
Rn
(u− v) > 0.
Fix δ > 0, arbitrary, and let Aδ > 0 with detAδ = 1, such that
LAδv(x0) ≤ Dsv(x0) + δ ≤ g(x0, v(x0)) + δ,
for LAδ defined as in (2.1). On the other hand, for the same matrix,
LAδu(x0) ≥ Dsu(x0) ≥ g(x0, u(x0)).
At a maximum point δ(u− v, x0, y) ≤ 0, and
0 ≥ LAδ(u− v)(x0) ≥ g(x0, u(x0))− g(x0, v(x0))− δ.
Therefore, since δ is arbitrary, we can let δ → 0 and get
g(x0, v(x0)) ≥ g(x0, u(x0)),
a contradiction with the fact that g(x0, ·) is strictly increasing.
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In the general case, we cannot be certain that LAδu(x0) and LAδv(x0) above are well defined, since
u and v may not have the necessary regularity. To remedy that we shall use sup- and inf-convolutions
and work with regularized functions. However, we shall rather apply the regularizations to the
functions u¯ = u − φ and v¯ = v − φ, since they are bounded above and below respectively (notice
that u¯ ∈ USC, v¯ ∈ LSC, and u¯(x), v¯(x) → 0 as |x| → ∞ imply that u¯, v¯ have respectively a
maximum and a minimum).
Consider the sup- and inf-convolution of u¯, v¯, respectively,
(4.1) u¯ǫ(x) = sup
y
{
u¯(y)− |x− y|
2
ǫ
}
and
v¯ǫ(x) = inf
y
{
v¯(y) +
|x− y|2
ǫ
}
.
Before we start with the proof, let us recall for the reader’s convenience two properties of u¯ǫ that
we shall use in the sequel. Analogous properties hold for v¯ǫ noticing that v¯ǫ = −(−v¯)ǫ.
(1) u¯ǫ is bounded above. Since u¯ is bounded above by some constant C, we have
u¯ǫ(x) ≤ sup
y
{
C − |x− y|
2
ǫ
}
= C.
(2) The supremum in the definition of (4.1) is achieved. In fact,
(4.2) u¯ǫ(x) = sup
|y−x|2≤2‖u¯‖∞ǫ
{
u¯(y)− |x− y|
2
ǫ
}
= u¯(x∗)− |x− x
∗|2
ǫ
for some x∗ such that
(4.3) |x− x∗|2 ≤ 2‖u¯‖∞ǫ
(here we are slightly abusing notation for the sake of brevity since, as u¯ ∈ USC, we should
write sup u¯ instead of ‖u¯‖∞). To see this, first notice that since u¯ǫ is bounded above, for
any given δ > 0 there exists xδ such that,
u¯ǫ(x) = sup
y
{
u¯(y)− |x− y|
2
ǫ
}
≤ u¯(xδ)− |x− xδ|
2
ǫ
+ δ.
Since u¯(x) ≤ u¯ǫ(x) (pick y = x in the definition of u¯ǫ(x)), we conclude that |x − xδ|2 ≤
(2‖u¯‖∞ + 1)ǫ, assuming δ < 1. Therefore,
u¯ǫ(x) ≤ sup
|y−x|2≤(2‖u¯‖∞+1)ǫ
{
u¯(y)− |x− y|
2
ǫ
}
+ δ.
Since δ is arbitrary, we can let δ → 0 and conclude that the supremum in the definition of
(4.1) is achieved,
u¯ǫ(x) = sup
|y−x|2≤(2‖u¯‖∞+1)ǫ
{
u¯(y)− |x− y|
2
ǫ
}
.
At this point, we can repeat the previous argument with δ = 0 and get formula (4.2).
Now, again for the sake of contradiction, assume supRn(u− v) > 0. Notice that u¯ǫ(x)− v¯ǫ(x) ≥
u¯(x)− v¯(x) (pick y = x in the definitions of u¯ǫ(x), v¯ǫ(x)), and therefore,
(4.4) sup
Rn
(u¯ǫ − v¯ǫ) ≥ sup
Rn
(u¯− v¯) = sup
Rn
(u− v) > 0.
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Moreover, (u¯ǫ − v¯ǫ)(x)→ 0 as |x| → ∞. To see this, notice that
u¯(x)− v¯(x) ≤ u¯ǫ(x)− v¯ǫ(x)
= sup
|y|2≤2‖u¯‖∞ǫ
{
u¯(x+ y)− |y|
2
ǫ
}
− inf
|y|2≤2‖v¯‖∞ǫ
{
v¯(x+ y) +
|y|2
ǫ
}
≤ sup
|y|2≤2‖u¯‖∞ǫ
u¯(x+ y)− inf
|y|2≤2‖v¯‖∞ǫ
v¯(x+ y),
and u¯(x)− v¯(x), sup|y|2≤2‖u¯‖∞ǫ u¯(x+ y), and inf |y|2≤2‖v¯‖∞ǫ v¯(x+ y) converge to 0 as |x| → ∞.
Thus, there exists xǫ such that
(4.5) (u¯ǫ − v¯ǫ)(xǫ) = sup
Rn
(u¯ǫ − v¯ǫ).
An important point in the sequel is that both functions u¯ǫ and v¯ǫ are C1,1 at xǫ, so that the
integrals in the operators appearing in the subsequent computations are well-defined. This follows
from the following three facts:
• The paraboloid
P (x) = u¯(x∗ǫ)−
|x− x∗ǫ |2
ǫ
touches u¯ǫ from below at xǫ for x
∗
ǫ such that u¯
ǫ(xǫ) = u¯(x
∗
ǫ)− |xǫ−x
∗
ǫ |2
ǫ .• The paraboloid
Q(x) = v¯(xǫ,∗) +
|x− xǫ,∗|2
ǫ
touches v¯ǫ from above at xǫ for xǫ,∗ such that v¯ǫ(xǫ) = v¯(xǫ,∗) +
|xǫ−xǫ,∗|2
ǫ .• Since xǫ is a maximum point of u¯ǫ− v¯ǫ, the function v¯ǫ(x)− v¯ǫ(xǫ)+ u¯ǫ(xǫ) touches u¯ǫ from
above at xǫ.
We conclude from these three facts that the paraboloids Q(x)− v¯ǫ(xǫ)+ u¯ǫ(xǫ) and P (x)+ v¯ǫ(xǫ)−
u¯ǫ(xǫ) touch respectively u¯
ǫ from above and v¯ǫ from below at the point xǫ. Therefore, both u¯
ǫ and
v¯ǫ can be touched from above and below by a paraboloid at xǫ and they are C1,1 at xǫ.
The fact that both u¯ǫ and v¯ǫ are C1,1 at xǫ is crucial to make rigorous the formal argument
described at the beginning of the proof. Since u¯ǫ ∈ C1,1 at xǫ, there exists a paraboloid P (x) that
touches u¯ǫ from above at xǫ. Then, the function
P˜ (x) = P (x+ xǫ − x∗ǫ) +
|xǫ − x∗ǫ |2
ǫ
+ φ(x)
touches u from above at x∗ǫ . On the other hand, there exists a paraboloid Q(x) that touches v¯ǫ
from below at xǫ and then, the function
Q˜(x) = Q(x+ xǫ − xǫ,∗)− |xǫ − xǫ,∗|
2
ǫ
+ φ(x)
touches v from below at xǫ,∗. By Lemma 2.2 we have
Dsu(x∗ǫ ) ≥ g
(
x∗ǫ , u(x
∗
ǫ )
)
, and Dsv(xǫ,∗) ≤ g
(
xǫ,∗, v(xǫ,∗)
)
in the classical sense.
Fix η > 0, arbitrary, and let Aη > 0 with detAη = 1 such that
LAηv(xǫ,∗) ≤ g
(
xǫ,∗, v(xǫ,∗)
)
+ η,
and
LAηu(x
∗
ǫ ) ≥ Dsu(x∗ǫ ) ≥ g
(
x∗ǫ , u(x
∗
ǫ )
)
,
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with LAη defined as in (2.1). Subtracting, we get
(4.6) LAηu(x
∗
ǫ )− LAηv(xǫ,∗) ≥ g
(
x∗ǫ , u(x
∗
ǫ )
)− g(xǫ,∗, v(xǫ,∗))− η.
The rest of the proof is devoted to derive a contradiction from the previous inequality by showing
that, for ǫ small enough, the left-hand side is strictly smaller than the right-hand side.
Let us prove first that,
(4.7) lim
ǫ→∞
(
LAηu(x
∗
ǫ)− LAηv(xǫ,∗)
) ≤ 0.
By definition of the operator LAη , we have
(4.8) LAηu(x
∗
ǫ )− LAηv(xǫ,∗) =
1
2
∫
Rn
δ(u, x∗ǫ , y)− δ(v, xǫ,∗, y)
|A−1η y|n+2s
dy.
Notice that
(4.9) δ(u¯ǫ, xǫ, y) ≥ δ(u¯, x∗ǫ , y) and δ(v¯ǫ, xǫ, y) ≤ δ(v¯, xǫ,∗, y).
Since the proof of both inequalities is analogous, let us show how to obtain the first one. As we
have seen,
u¯ǫ(xǫ) = u¯(x
∗
ǫ )−
|xǫ − x∗ǫ |2
ǫ
.
On the other hand, picking z = x∗ǫ − xǫ,
u¯ǫ(xǫ ± y) = sup
z
{
u¯(xǫ ± y + z)− |z|
2
ǫ
}
≥ u¯(x∗ǫ ± y)−
|xǫ − x∗ǫ |2
ǫ
.
From these two expressions, we get (4.9).
Now, using (4.9), we have that
δ(u, x∗ǫ , y)− δ(v, xǫ,∗, y) = δ(u¯, x∗ǫ , y)− δ(v¯, xǫ,∗, y) + δ(φ, x∗ǫ , y)− δ(φ, xǫ,∗, y)
≤ δ(u¯ǫ, xǫ, y)− δ(v¯ǫ, xǫ, y) + δ(φ, x∗ǫ , y)− δ(φ, xǫ,∗, y)
= δ(u¯ǫ − v¯ǫ, xǫ, y) + δ(φ, x∗ǫ , y)− δ(φ, xǫ,∗, y).
Observe that xǫ is a maximum point of u¯
ǫ − v¯ǫ and therefore δ(u¯ǫ − v¯ǫ, xǫ, y) ≤ 0. We conclude
(4.10) δ(u, x∗ǫ , y)− δ(v, xǫ,∗, y) ≤ δ(φ, x∗ǫ , y)− δ(φ, xǫ,∗, y).
From (4.6), (4.8) and (4.10), we get
LAηφ(x
∗
ǫ )− LAηφ(xǫ,∗) =
1
2
∫
Rn
δ(φ, x∗ǫ , y)− δ(φ, xǫ,∗, y)
|A−1η y|n+2s
dy
≥ 1
2
∫
Rn
δ(u, x∗ǫ , y)− δ(v, xǫ,∗, y)
|A−1η y|n+2s
dy = LAηu(x
∗
ǫ )− LAηv(xǫ,∗)
≥ g(x∗ǫ , u(x∗ǫ ))− g(x∗ǫ , v(xǫ,∗))+ g(x∗ǫ , v(xǫ,∗))− g(xǫ,∗, v(xǫ,∗))− η.
(4.11)
Recall from (4.4) and (4.5) that
(u¯ǫ − v¯ǫ)(xǫ) = sup
Rn
(u¯ǫ − v¯ǫ) ≥ sup
Rn
(u¯− v¯) > 0.
Therefore,
u¯(x∗ǫ )− v¯(xǫ,∗) ≥ sup
Rn
(u¯− v¯) + |xǫ − x
∗
ǫ |2 + |xǫ − xǫ,∗|2
ǫ
,
or equivalently,
u(x∗ǫ )− v(xǫ,∗) ≥ sup
Rn
(u¯− v¯) + (φ(x∗ǫ )− φ(xǫ,∗)) + |xǫ − x∗ǫ |2 + |xǫ − xǫ,∗|2ǫ ,
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Notice that from estimate (4.3) and its analogous for the inf-convolution, we have
|xǫ − x∗ǫ |2 ≤ 2‖u¯‖∞ǫ and |xǫ − xǫ,∗|2 ≤ 2‖v¯‖∞ǫ.
Thus, by the continuity of φ, we have that for ǫ small enough,
u(x∗ǫ )− v(xǫ,∗) ≥
1
2
sup
Rn
(u¯− v¯) > 0.
Since φ ∈ C2,α, in particular LAηφ(x) is a continuous function and, for ǫ small enough(
LAηφ(x
∗
ǫ )− LAηφ(xǫ,∗)
) ≤ η.
By the continuity of g, we can also assume that g
(
x∗ǫ , v(xǫ,∗)
) − g(xǫ,∗, v(xǫ,∗)) ≥ −η . Then, we
have from (4.11) and (1.7) that
(4.12) 3η ≥ g(x∗ǫ , u(x∗ǫ ))− g(x∗ǫ , v(xǫ,∗)) ≥ µ(u(x∗ǫ )− v(xǫ,∗)) ≥ µ2 supRn (u¯− v¯) > 0.
Since η is arbitrary, we can choose η ≤ µ12 supRn(u¯− v¯) and get a contradiction. 
5. Lipschitz continuity and semiconcavity of solutions
In this section, we prove Lipschitz continuity and semiconcavity of solutions to (1.4) with φ under
the hypothesis of Section 1. These results are needed to fulfill the hypotheses of Theorem 3.1.
Remark 5.1. The regularity results below apply to the operator (1−s)Ds. Notice that all constants
involved in the estimates are independent of s and allow passing to the limit as s→ 1.
We start with the particular case when g(x, v(x)) = v(x)− φ(x) to illustrate the key ideas.
Proposition 5.2. Assume φ is semiconcave and Lipschitz continuous and let v be the solution of
(5.1)
{
Dsv(x) = v(x)− φ(x) in Rn
(v − φ)(x)→ 0 as |x| → ∞.
Then, v is Lipschitz continuous and semiconcave with the same constants as φ.
Proof. In the following proof, we assume for clarity of presentation that v is a classical solution to
(5.1) and all the equations hold pointwise. The argument can be made rigorous using a regular-
ization argument (similar to the one in the proof of Theorem 4.1) that is explained in detail in the
proofs of the more general results Propositions 5.3 and 5.4 below, so we shall skip it here.
1. For the proof of Lipschitz continuity, fix e ∈ Rn and consider the first-order incremental
quotient v(x+ e)− v(x). Observe that
v(x+ e)− v(x) = (v − φ)(x+ e)− (v − φ)(x) + φ(x+ e)− φ(x) ≤ o(1) + Lip(φ) |e|
as |x| → ∞, and therefore v(x+ e)− v(x) is bounded above. Furthermore, we can assume that
sup
x∈Rn
(
v(x+ e)− v(x)) > Lip(φ) |e|,
since we are done otherwise. Then, there exists some x0 such that
v(x0 + e)− v(x0) = sup
x∈Rn
(
v(x+ e)− v(x)).
Fix η > 0, arbitrary, and let Aη > 0 such that
LAηv(x0) ≤ v(x0)− φ(x0) + η,
and
LAηv(x0 + e) ≥ Dsv(x0 + e) ≥ v(x0 + e)− φ(x0 + e),
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with LAη defined as in (2.1). We have from the above expressions that
LAη
(
v(x0 + e)− v(x0)
) ≥ (v(x0 + e)− v(x0))− (φ(x0 + e)− φ(x0))− η.
Notice that δ
(
v(·+ e)− v, x0, y
) ≤ 0, and therefore LAη(v(x0 + e)− v(x0)) ≤ 0. Consequently,
sup
x∈Rn
(
v(x+ e)− v(x)) = v(x0 + e)− v(x0) ≤ Lip(φ)|e| + η
and we conclude letting η → 0.
A symmetric argument, where x0 is a point such that
v(x0 + e)− v(x0) = inf
x∈Rn
(
v(x+ e)− v(x)) < −Lip(φ) |e|,
and the operator LAη is such that,
LAηv(x0 + e) ≤ v(x0 + e)− φ(x0 + e) + η,
and
LAηv(x0) ≥ v(x0)− φ(x0)
yields
inf
x∈Rn
(
v(x+ e)− v(x)) ≥ −Lip(φ) |e|.
2. For the proof of semiconcavity, consider the second-order incremental quotient δ(v, x, e) =
v(x+ e) + v(x− e)− 2v(x). Denote by SC(φ) the semiconcavity constant of φ, and notice that
δ(v, x, e) = δ(v − φ, x, e) + δ(φ, x, e) ≤ o(1) + SC(φ) |e|2 as |x| → ∞
so δ(v, x, e) is bounded above. Furthermore, we can assume that
sup
x∈Rn
δ(v, x, e) > SC(φ) |e|2
since we are done otherwise. Then, there exists some x0 such that
δ(v, x0, e) = sup
x∈Rn
δ(v, x, e).
As before, fix η > 0 arbitrary, and let Aη > 0 such that
LAηv(x0) ≤ v(x0)− φ(x0) + η,
and
LAηv(x0 ± e) ≥ Dsv(x0 ± e) ≥ v(x0 ± e)− φ(x0 ± e),
with LAη defined as in (2.1). We have from the above expressions that
LAηδ(v, x0, e) ≥ δ(v, x0, e)− δ(φ, x0, e) − 2η.
Notice that δ
(
δ(v, · , e), x0 , z
) ≤ 0, and therefore LAηδ(v, x0, e) ≤ 0. Consequently,
δ(v, x, e) ≤ δ(v, x0, e) ≤ δ(φ, x0, e) + 2η ≤ SC|e|2 + 2η.
We conclude letting η → 0. 
In the next result we prove that solutions to (1.4) are Lipschitz continuous whenever g on the
right-hand side satisfies (1.6) and (1.7).
Proposition 5.3 (Lipschitz continuity of the solution). Let g : Rn+1 → R satisfy (1.6) and (1.7).
Then, v, the solution to (1.4), is uniformly Lipschitz continuous, namely, for every x, y ∈ Rn,
|v(x) − v(y)|
|x− y| ≤ max
{
Lip(g)
µ
,Lip(φ)
}
.
17
Proof. The following proof uses a regularization process similar to the proof of Theorem 4.1. For
the sake of clarity, let us present first the main ideas assuming that v is a classical solution.
Fix e ∈ Rn and consider the first-order incremental quotient v(x+ e)− v(x). Observe that
v(x+ e)− v(x) = (v − φ)(x+ e)− (v − φ)(x) + φ(x+ e)− φ(x) ≤ o(1) + Lip(φ) |e|
as |x| → ∞, and therefore v(x+ e)− v(x) is bounded above. Furthermore, we can assume that
sup
x∈Rn
(
v(x+ e)− v(x)) > Lip(φ) |e|,
since we are done otherwise. Then, there exists some x0 such that
v(x0 + e)− v(x0) = sup
x∈Rn
(
v(x+ e)− v(x)).
Fix η > 0, arbitrary, and let Aη > 0 with detAη = 1 such that
LAηv(x0) ≤ g (x0, v(x0)) + η,
and
LAηv(x0 + e) ≥ Dsv(x0 + e) ≥ g (x0 + e, v(x0 + e)) ,
with LAη defined as in (2.1).
We have from the above expressions that
LAηv(x0 + e)− LAηv(x0) ≥ g (x0 + e, v(x0 + e))− g (x0, v(x0))− η.
Notice that δ
(
v(·+ e)− v, x0, y
) ≤ 0, and therefore LAη(v(x0 + e)− v(x0)) ≤ 0. Consequently,
g (x0 + e, v(x0 + e)) − g (x0, v(x0))± g (x0 + e, v(x0)) ≤ η.
At his point we can let η → 0 and, using (1.6) and (1.7), get
(5.2) v(x+ e)− v(x) ≤ v(x0 + e)− v(x0) ≤ Lip(g)
µ
|e|.
A symmetric argument, where x0 is a point such that
v(x0 + e)− v(x0) = inf
x∈Rn
(
v(x+ e)− v(x)) < −Lip(φ) |e|,
and the operator LAη is such that,
LAηv(x0 + e) ≤ g (x0 + e, v(x0 + e)) + η,
and
LAηv(x0) ≥ g (x0, v(x0))
yields
g (x0, v(x0))− g (x0 + e, v(x0 + e))± g (x0 + e, v(x0)) ≤ 0.
and from there,
−Lip(g)
µ
|e| ≤ v(x0 + e)− v(x0) ≤ v(x+ e)− v(x).
In general, in the above argument we cannot guarantee that v is regular enough so that both
LAηv(x0 + e) and LAηv(x0) are well-defined and the corresponding equations hold in the classical
sense.
To complete the argument, we are going to use a regularization process similar to the one in the
proof of Theorem 4.1. Let us show the details in the proof of (5.2).
To simplify the notation in the sequel, let us denote u(x) = v(x+ e) and consider the sup- and
inf-convolution of u, and v, respectively,
uǫ(x) = sup
y
{
u(y)− |x− y|
2
ǫ
}
= sup
y
{
v(y + e)− |x− y|
2
ǫ
}
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and
vǫ(x) = inf
y
{
v(y) +
|x− y|2
ǫ
}
.
In the proof of Theorem 4.1 we were dealing with the regularization of v−φ, a bounded function.
In our case, v is not bounded but its growth at infinity is controlled by φ, which allows to prove
the following:
(1) uǫ(x) is bounded above. Specifically, there exists a constant C > 0 depending only on φ
and ‖v − φ‖∞ such that uǫ(x) ≤ C(1 + |x+ e|). To see this, notice that by our hypotheses
on φ,
φ(x) ≤ a|x|−ǫ + Γ(x) ≤ a|x|−ǫ + b|x| ≤ a+ b|x|
for |x| large enough, where b depends on the convexity of the sections of Γ. Since φ is
bounded near 0, we conclude that φ(x) ≤ a+ b|x| for all x, maybe for a different constant
a. Since v − φ is bounded,
uǫ(x) = sup
y
{
(v − φ)(y + e) + φ(y + e)− |x− y|
2
ǫ
}
≤ sup
y
{
‖v − φ‖∞ + a+ b|y + e| − |x− y|
2
ǫ
}
≤
≤ ‖v − φ‖∞ + a+ b|x+ e|+ sup
y
{
b|x− y| − |x− y|
2
ǫ
}
≤
≤ ‖v − φ‖∞ + a+ b|x+ e|+ b2ǫ ≤ C(1 + |x+ e|).
(2) As a consequence, the supremum in the definition of uǫ(x) is finite, and for any given δ > 0
there exists xδ such that,
uǫ(x) = sup
y
{
u(y)− |x− y|
2
ǫ
}
≤ u(xδ)− |x− xδ|
2
ǫ
+ δ.
(3) The supremum in the definition of uǫ is achieved. In fact,
uǫ(x) ≤ sup
|y−x|≤√ǫR
{
u(y)− |x− y|
2
ǫ
}
= u(x∗)− |x− x
∗|2
ǫ
for some x∗ such that |x− x∗| ≤ √ǫR, where R depends on Lip(φ) and ‖v − φ‖∞ but can
be chosen independent of ǫ and x.
To see this, fix δ < 1 and notice that u(x) ≤ uǫ(x) ≤ u(xδ)− |x−xδ|
2
ǫ + δ. We conclude
|x− xδ|2
ǫ
≤ (v − φ)(xδ + e)− (v − φ)(x+ e) + Lip(φ) |xδ − x|+ δ
≤ 2‖v − φ‖∞ + Lip(φ) |xδ − x|+ 1.
From this expression, it follows that |x− xδ| <
√
ǫR for some R as before (
√
ǫR is basically
the larger root of the quadratic polynomial in |x− xδ|). Therefore,
uǫ(x) ≤ sup
|y−x|≤√ǫR
{
u(y)− |x− y|
2
ǫ
}
+ δ.
Since δ is arbitrary, we can let δ → 0 and conclude that the supremum in the definition of
uǫ is achieved.
(4) Analogous properties hold for vǫ. Notice that property (1) is simpler,
vǫ(x) = inf
y
{
v(y) +
|x− y|2
ǫ
}
= inf
y
{
(v − φ)(y) + φ(y) + |x− y|
2
ǫ
}
≥ inf(v − φ) > −∞.
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We are ready now to complete the proof. Following the formal argument above, we can assume
that there exists x0 such that
v(x0 + e)− v(x0) = sup
x∈Rn
(
v(x+ e)− v(x)) > Lip(φ) |e|,
First, we need to prove that there exists xǫ such that
(uǫ − vǫ)(xǫ) = sup
x∈Rn
(uǫ − vǫ).
To see this, observe that
sup
x∈Rn
(uǫ − vǫ) ≥ (uǫ − vǫ)(x0) ≥ (u− v)(x0) = sup
x∈Rn
(
v(x+ e)− v(x)) > Lip(φ) |e|.
On the other hand,
(uǫ − vǫ)(x) = u(x∗)− |x− x
∗|2
ǫ
− v(x∗)− |x− x∗|
2
ǫ
≤ (v − φ)(x∗ + e)− (v − φ)(x∗) + Lip(φ) (2
√
ǫR+ |e|).
Therefore, for ǫ small enough, Lip(φ) (2
√
ǫR+ |e|) < supx∈Rn(uǫ − vǫ) and
(uǫ − vǫ)(x) < o(1) + sup
x∈Rn
(uǫ − vǫ) as |x| → ∞.
Following the proof of Theorem 4.1, we can prove that both uǫ and vǫ are C1,1 at xǫ, so that the
integrals in the subsequent computations are well defined. The idea is that the paraboloids
|x− xǫ,∗|2
ǫ
+ v(xǫ,∗)− vǫ(xǫ) + uǫ(xǫ)
and
−|x− x
∗
ǫ |2
ǫ
+ vǫ(xǫ) + u(x
∗
ǫ )− uǫ(xǫ)
touch respectively uǫ from above and vǫ from below at the point xǫ. Therefore, u
ǫ and vǫ can both
be touched from above and below by a paraboloid at xǫ and they are C1,1 at xǫ.
Since uǫ ∈ C1,1 at xǫ, there exists a paraboloid P (x) that touches uǫ from above at xǫ. Then
P (x+ xǫ − x∗ǫ ) +
|xǫ − x∗ǫ |2
ǫ
touches u from above at x∗ǫ . Equivalently,
P (x− e+ xǫ − x∗ǫ) +
|xǫ − x∗ǫ |2
ǫ
touches v from above at x∗ǫ + e. On the other hand, there exists a paraboloid Q(x) that touches vǫ
from below at xǫ and then
Q(x+ xǫ − xǫ,∗)− |xǫ − xǫ,∗|
2
ǫ
touches v from below at xǫ,∗. By Lemma 2.2 we have
Dsv(x∗ǫ + e) ≥ g
(
x∗ǫ + e, v(x
∗
ǫ + e)
)
, and Dsv(xǫ,∗) ≤ g
(
xǫ,∗, v(xǫ,∗)
)
in the classical sense.
Fix η > 0, arbitrary, and let Aη > 0 such that
LAηv(xǫ,∗) ≤ g
(
xǫ,∗, v(xǫ,∗)
)
+ η,
and
LAηv(x
∗
ǫ + e) ≥ Dsv(x∗ǫ + e) ≥ g
(
x∗ǫ + e, u(x
∗
ǫ + e)
)
,
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with LAη defined as in (2.1). Subtracting, we get
LAηv(x
∗
ǫ + e)− LAηv(xǫ,∗) ≥ g
(
x∗ǫ + e, v(x
∗
ǫ + e)
) − g(xǫ,∗, v(xǫ,∗))− η.
By definition of the operator LAη , we have
LAηv(x
∗
ǫ + e)− LAηv(xǫ,∗) =
1
2
∫
Rn
δ(u, x∗ǫ , y)− δ(v, xǫ,∗, y)
|A−1η y|n+2s
dy.
Notice that, as in the proof of Theorem 4.1,
δ(uǫ, xǫ, y) ≥ δ(u, x∗ǫ , y) and δ(vǫ, xǫ, y) ≤ δ(v, xǫ,∗, y).
Observe that xǫ is a maximum point of u
ǫ − vǫ and therefore δ(uǫ − vǫ, xǫ, y) ≤ 0. We conclude
η ≥ g(x∗ǫ + e, v(x∗ǫ + e)) − g(x∗ǫ + e, v(xǫ,∗))+ g(x∗ǫ + e, v(xǫ,∗)) − g(xǫ,∗, v(xǫ,∗))
≥ µ (v(x∗ǫ + e)− v(xǫ,∗)) − Lip(g) |x∗ǫ + e− xǫ,∗|.
Notice that
v(x∗ǫ + e)− v(xǫ,∗) ≥ (uǫ − vǫ)(xǫ) = sup
Rn
(uǫ − vǫ) ≥ (uǫ − vǫ)(x0) ≥ (u− v)(x0) = sup
Rn
(u− v)
Since η is arbitrary, we can let η → 0 and get
µ sup
x∈Rn
(
v(x+ e)− v(x)) ≤ Lip(g) (|e|+ |x∗ǫ − xǫ|+ |xǫ − xǫ,∗|) ≤ Lip(g) (|e|+ 2√ǫR).
The result follows letting ǫ→ 0. 
In the next result we show that solutions to (1.4) are semiconcave, informally, that second
derivatives of solutions to (1.4) are bounded from above, under certain conditions on the right-
hand side g. Before stating the result, let us identify heuristically the natural hypotheses on g in
our context if semiconcavity is expected from the solutions.
To simplify, consider instead of Ds a linear operator LA (defined as in (2.1)) such that
LAv(x) = g (x, v(x)) .
Formally, we have that D2eev(x0) satisfies
LAηD
2
eev(x0) =
∑
1≤i,j≤n
∂2xixjg(x0, v(x0))eiej.
where
∑
1≤i,j≤n ∂
2
xixjg(x0, v(x0))eiej is the second derivative in the direction e, at the point x0, of
the composite function x 7→ g(x, v(x)). Now, if x0 is a maximum point of D2eev we get∑
1≤i,j≤n
∂2xixjg(x0, v(x0))eiej = LAηD
2
eev(x0) ≤ 0.
It can be checked that[
∂2xixjg(x, v(x))
]
1≤i,j≤n =
[
In×n ∇v(x)t
]
n×(n+1)
[
∂2i,jg(x, v(x))
]
1≤i,j≤n+1
[
In×n
∇v(x)
]
(n+1)×n
+ ∂n+1g(x, v(x))D
2v(x)
where ∂2i,jg(x, v(x)) and ∂n+1g(x, v(x)) denote derivatives of g as a function of n + 1 variables
evaluated at the point (x, v(x)). Writing ξ = (et, 〈∇v(x), e〉)t for convenience, we have
0 ≥
∑
1≤i,j≤n
∂2xixjg(x0, v(x0))eiej =
∑
1≤i,j≤n+1
∂2i,jg(x0, v(x0))ξiξj + ∂n+1g(x0, v(x0))D
2
eev(x0)
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or equivalently,
∂n+1g(x0, v(x0))D
2
eev(x0) ≤ −
∑
1≤i,j≤n+1
∂2i,jg(x0, v(x0))ξiξj.
This inequality suggests that in order to get an upper bound on D2eev(x0) it is natural to require
D2g ≥ −C Id and ∂n+1g(x0, v(x0)) > µ > 0, namely hypotheses (1.5) and (1.7), since then
µD2eev(x0) ≤ −
∑
1≤i,j≤n+1
∂2i,jg(x0, v(x0))ξiξj ≤ C |ξ|2 ≤ C (1 + |∇v(x0)|2).
From here we have the desired estimate as long as we can guarantee that v is Lipschitz. In
Proposition 5.3 we proved that this is actually the case provided hypotheses (1.6), and (1.7) hold
true.
In the following result we justify the heuristic argument above.
Proposition 5.4 (Semiconcavity of the solution). Let g : Rn+1 → R satisfy (1.5), (1.6), and (1.7).
Then, the solution to (1.4) is semiconcave, that is, for every x ∈ Rn,
δ(v, x, y) ≤ C
µ
(
1 + max
{(
Lip(g)
µ
)2
,Lip(φ)2
})
|y|2.
Proof. Let v be the solution to problem (1.4), e ∈ Rn fixed, and assume that
sup
x∈Rn
δ(v, x, e) > 0,
as the result is trivial otherwise. We observe that δ(v, x, e) → 0 as |x| → ∞. To see this, notice first
that δ(v, x, e) = δ(v − φ, x, e) + δ(φ, x, e) = o(1) + δ(φ, x, e) as |x| → ∞. Also, by our hypotheses
on φ, we have that
δ(φ, x, e)
|e|2 = O
(
1
|x|
)
as |x| → ∞.
Therefore, there is some x0 such that
(5.3) δ(v, x0, e) = sup
x∈Rn
δ(v, x, e) > 0.
To complete the proof we need a regularization process as in the proof of Proposition 5.3. Again,
let us present the ideas first assuming that v is a classical solution and all the equations hold
pointwise.
Fix η > 0 arbitrary, and let Aη > 0 such that
LAηv(x0) ≤ g (x0, v(x0)) + η,
and
LAηv(x0 ± e) ≥ Dsv(x0 ± e) ≥ g
(
x0 ± e, v(x0 ± e)
)
,
with LAη defined as in (2.1). We have from the above expressions that
LAηδ(v, x0, e) ≥ g (x0 + e, v(x0 + e)) + g (x0 − e, v(x0 − e))− 2g (x0, v(x0))− 2η.
Notice that δ
(
δ(v, · , e), x0 , z
) ≤ 0, and therefore LAηδ(v, x0, e) ≤ 0. Consequently,
g (x0 + e, v(x0 + e)) + g (x0 − e, v(x0 − e))− 2g (x0, v(x0)) ≤ 2η.
At this point we can let η → 0 and rewrite the resulting expression as
g
(
(x0, v(x0)) + θ2
)− g((x0, v(x0))− θ1) ≤ 2g(x0, v(x0))− g((x0, v(x0)) + θ1)− g((x0, v(x0))− θ1)
22
for θ1 =
(
e, v(x0 + e)− v(x0)
)
and θ2 =
(− e, v(x0 − e)− v(x0)). Then, by (1.5) and (1.7) we have
µ δ(v, x0, e) ≤ g
(
x0 − e, v(x0 − e)
)− g(x0 − e, 2v(x0)− v(x0 + e))
= g
(
(x0, v(x0)) + θ2
)− g((x0, v(x0))− θ1)
≤ 2g(x0, v(x0))− g
(
(x0, v(x0)) + θ1
)− g((x0, v(x0))− θ1) ≤ C|θ1|2
and therefore, for any x ∈ Rn,
δ(v, x, e) ≤ δ(v, x0, e) ≤ C
µ
(
1 +
(
v(x0 + e)− v(x0)
|e|
)2)
|e|2.
The result follows applying Proposition 5.3.
To complete the proof in the general case, let us sketch the regularization procedure. The
details follow the lines of the proof of Proposition 5.3. To simplify the notation, let us denote
u(x) = v(x+ e), w(x) = v(x− e) and consider the sup-convolution of u,w and the inf-convolution
of v, namely,
uǫ(x) = sup
y
{
u(y)− |x− y|
2
ǫ
}
= sup
y
{
v(y + e)− |x− y|
2
ǫ
}
= v(x∗ + e)− |x− x
∗|2
ǫ
,
wǫ(x) = sup
y
{
w(y)− |x− y|
2
ǫ
}
= sup
y
{
v(y − e)− |x− y|
2
ǫ
}
= v(x∗∗ − e)− |x− x
∗∗|2
ǫ
,
and
vǫ(x) = inf
y
{
v(y) +
|x− y|2
ǫ
}
= v(x∗) +
|x− x∗|2
ǫ
.
for some points x∗, x∗∗, and x∗ within a distance
√
ǫR from x (see property 3 in the proof of
Proposition 5.3).
Assume (5.3). Then, on the one hand, we have that
sup
Rn
(uǫ + wǫ − 2vǫ) ≥ uǫ(x0) + wǫ(x0)− 2vǫ(x0) ≥ δ(v, x0, e) = sup
x∈Rn
δ(v, x, e) > 0.
On the other hand,
uǫ(x) + wǫ(x)− 2vǫ(x) ≤ (v − φ)(x∗ + e) + (v − φ)(x∗∗ − e)− 2(v − φ)(x∗)
+
(
φ(x∗ + e)− φ(x+ e)) + (φ(x∗∗ − e)− φ(x− e))
− 2(φ(x∗)− φ(x))+ δ(φ, x, e)
≤ o(1) + 4Lip(φ)√ǫR+O
(
1
|x|
)
as |x| → ∞. Therefore, for ǫ small enough, there exists xǫ such that
uǫ(xǫ) + w
ǫ(xǫ)− 2vǫ(xǫ) = sup
Rn
(uǫ + wǫ − 2vǫ).
Now, consider the following three paraboloids:
P (x) = u(x∗ǫ )−
|x− x∗ǫ |2
ǫ
, Q(x) = v(xǫ,∗) +
|x− xǫ,∗|2
ǫ
,
and
R(x) = w(x∗∗ǫ )−
|x− x∗∗ǫ |2
ǫ
Then, all three uǫ, wǫ, and vǫ are C1,1 at xǫ. To see this, notice that
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• P (x) touches uǫ from below at xǫ and
2Q(x)−R(x) + uǫ(xǫ) + wǫ(xǫ)− 2vǫ(xǫ)
touches from above.
• Q(x) touches vǫ from above at xǫ and
1
2
P (x) +
1
2
R(x) + vǫ(xǫ)− 1
2
uǫ(xǫ)− 1
2
wǫ(xǫ)
touches from below.
• R(x) touches wǫ from below at xǫ and
2Q(x) − P (x) + uǫ(xǫ) +wǫ(xǫ)− 2vǫ(xǫ)
touches from above.
Then, there are three paraboloids that touch v from above at x∗ǫ + e and x∗∗ǫ − e, and from below
at xǫ∗. By Lemma 2.2 we have
Dsv(x∗ǫ + e) ≥ g
(
x∗ǫ + e, v(x
∗
ǫ + e)
)
, Dsv(x∗∗ǫ − e) ≥ g
(
x∗∗ǫ − e, v(x∗∗ǫ − e)
)
,
and
Dsv(xǫ,∗) ≤ g
(
xǫ,∗, v(xǫ,∗)
)
in the classical sense. Fix η > 0, arbitrary, and let Aη > 0 such that
LAηv(xǫ,∗) ≤ g
(
xǫ,∗, v(xǫ,∗)
)
+ η
with LAη defined as in (2.1). Then
LAηu(x
∗
ǫ ) + LAηw(x
∗∗
ǫ )− 2LAηv(xǫ,∗)
≥ g(x∗ǫ + e, v(x∗ǫ + e))+ g(x∗∗ǫ − e, v(x∗∗ǫ − e)) − 2g(xǫ,∗, v(xǫ,∗))− 2η.
As in the proof of Theorem 4.1,
δ(u, x∗ǫ , y) + δ(w, x
∗∗
ǫ , y)− 2δ(v, xǫ,∗, y) ≤ δ(uǫ + wǫ − 2vǫ, xǫ, y) ≤ 0.
Since η is arbitrary, we conclude
g
(
x∗ǫ + e, v(x
∗
ǫ + e)
)
+ g
(
x∗∗ǫ − e, v(x∗∗ǫ − e)
)− 2g(xǫ,∗, v(xǫ,∗)) ≤ 0.
Rearranging terms, we get,
g
(
x∗∗ǫ − e, v(x∗∗ǫ − e)
) ± g(x∗∗ǫ − e, 2v(xǫ,∗)− v(x∗ǫ + e))− g(2xǫ,∗ − x∗ǫ − e, 2v(xǫ,∗)− v(x∗ǫ + e))
≤ 2g(xǫ,∗, v(xǫ,∗))− g(x∗ǫ + e, v(x∗ǫ + e)) − g(2xǫ,∗ − x∗ǫ − e, 2v(xǫ,∗)− v(x∗ǫ + e)).
Let us analyze the left-hand side of the inequality first. By (1.7) and (1.6), we have
g
(
x∗∗ǫ − e, v(x∗∗ǫ − e)
) ± g(x∗∗ǫ − e, 2v(xǫ,∗)− v(x∗ǫ + e))− g(2xǫ,∗ − x∗ǫ − e, 2v(xǫ,∗)− v(x∗ǫ + e))
≥ µ(v(x∗ǫ + e) + v(x∗∗ǫ − e)− 2v(xǫ,∗))− Lip(g)|x∗ǫ + x∗∗ǫ − 2xǫ,∗|
If we denote θ = (x∗ǫ + e− xǫ,∗, v(x∗ǫ + e)− v(xǫ,∗)) the right-hand side becomes
2g
(
xǫ,∗, v(xǫ,∗)
)− g(x∗ǫ + e, v(x∗ǫ + e))− g(2xǫ,∗ − x∗ǫ − e, 2v(xǫ,∗)− v(x∗ǫ + e))
= 2g
(
xǫ,∗, v(xǫ,∗)
)− g((xǫ,∗, v(xǫ,∗)) + θ)− g((xǫ,∗, v(xǫ,∗))− θ) ≤ C|θ|2
where in the last step we have used (1.5). Therefore,
µ(v(x∗ǫ + e) + v(x
∗∗
ǫ − e)− 2v(xǫ,∗)) ≤ C|θ|2 + Lip(g)|x∗ǫ + x∗∗ǫ − 2xǫ,∗|
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Observe that
v(x∗ǫ + e) + v(x
∗∗
ǫ − e)− 2v(xǫ,∗) ≥ (uǫ + wǫ − 2vǫ)(xǫ)
≥ (uǫ + wǫ − 2vǫ)(x0) ≥ (u+ w − 2v)(x0) = δ(v, x0, e) = sup
x∈Rn
δ(v, x, e).
On the other hand,
|θ|2 = |x∗ǫ+e−xǫ,∗|2+|v(x∗ǫ+e)−v(xǫ,∗)|2 ≤ (1+Lip(v)2)|x∗ǫ+e−xǫ,∗|2 ≤ (1+Lip(v)2)(|x∗ǫ−xǫ,∗|+|e|)2
Finally, recall that |x∗ǫ −xǫ,∗| ≤ 2
√
ǫR and |x∗ǫ +x∗∗ǫ −2xǫ,∗| ≤ 4
√
ǫR. All the above together yields,
µ sup
x∈Rn
δ(v, x, e) ≤ C(1 + Lip(v)2)(2√ǫR+ |e|)2 + 4Lip(g)√ǫR.
Now we can let ǫ→ 0 and apply Proposition 5.3 to conclude. 
6. Existence of solutions
In this section we prove existence of solutions to the problem
(6.1)
{Dsu = u− φ in Rn
(u− φ)(x)→ 0 as |x| → ∞.
One could consider existence for more general problems with a right-hand side g(x, u) as in (1.4).
The arguments below would work under assumptions on g that guarantee the existence of appro-
priate sub- and supersolutions as well as comparison (see Section 4).
The idea to find a supersolution is that, by the definition of Ds as an infimum of linear operators,
it is enough to have the appropriate inequality for just one of them.
Lemma 6.1. Denote g(x) = min{1, |x|−(2s+τ)} and uF (x) = CF · |x|2s−n, the fundamental solution
of (−∆)s for an appropriate constant CF . Then, there exist constants 0 < τ < min{2s− 1, n− 2s}
and M > 0 such that u = φ+M · (uF ∗ g) satisfies
(6.2)
{
−(−∆)su ≤ cn,s(u− φ) in Rn
(u− φ)(x)→ 0 as |x| → ∞.
Proof. We construct an upper barrier of the form u = φ+w as a potential. We start the construction
of w with w0 = uF ∗g0 where g0(x) = |x|−(2s+τ) for some small 0 < τ < n−2s. Since both n−2s < n
and 2s+ τ < n while (n − 2s) + (2s + τ) > n, there are constants a0, a1 > 0 such that
(6.3) a0|x|−τ ≤ w0(x) ≤ a1|x|−τ as |x| → ∞.
Also, by construction,
(−∆)sw0(x) = g0(x) = |x|−(2s+τ).
Notice that w0 decays at infinity (and therefore (u − φ) = w0 → 0 as |x| → ∞) but it is not
bounded at 0. Consequently, we truncate g0 and define g1 = min{1, g0} and w1 = uF ∗ g1.
The function w1 is bounded, still radially decreasing, and has the same decay as w0. To prove
the last assertion, first notice that
(6.4) w1 = uF ∗ g1 = w0 − uF ∗ (g0 − g1).
The function g0 − g1 is supported in the ball of radius one, therefore(
uF ∗ (g0 − g1)
)
(x) = CF
∫
B1(0)
(
|y|−(2s+τ) − 1
)
|x− y|2s−n dy.
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For |y| ≤ 1 and |x| > 2 we have |y| < |x|/2 and from there we deduce(
2
3
)n−2s
|x|2s−n ≤ |x− y|2s−n ≤ 2n−2s|x|2s−n.
On the other hand, τ < n− 2s implies that∫
B1(0)
(
|y|−(2s+τ) − 1
)
dy
is constant and therefore
(6.5) b0|x|2s−n ≤
(
uF ∗ (g1 − g0)
)
(x) ≤ b1|x|2s−n as |x| → ∞
form some constants b0, b1 > 0. Again, since τ < n − 2s (6.3), (6.4), and (6.5) prove that w1 has
the same decay as w0 as claimed.
Moreover, there exist constants A0, A1 > 0 such that
A0min{1, |x|−τ } ≤ w1(x) ≤ A1min{1, |x|−τ }.
Also, by construction, we have
(−∆)sw1(x) = g1(x) = min{1, |x|−(2s+τ)}.
As a third and final step, we dilate w1 to our final w. To this aim, define w(x) = M · w1(x) for
some large constant M to be chosen. Then,
(−∆)sw =M · g1(x) =M min{1, |x|−(2s+τ)}
and
w(x) ≥MA0min{1, |x|−τ}.
We are ready to check that for an appropriate M the function u = φ+ w satisfies
−(−∆)su ≤ cn,s(u− φ).
Indeed,
(6.6) cn,s(u− φ) = cn,sw ≥ cn,sMA0min{1, |x|−τ }
where cn,s, A0 are given and M is to be chosen. On the other hand,
−(−∆)su(x) = −(−∆)sw(x)− (−∆)sφ(x)
= −M min{1, |x|−(2s+τ)} − (−∆)sφ(x) ≤ −(−∆)sφ(x).(6.7)
From our hypotheses on φ,
−(−∆)sφ(x) = −(−∆)sΓ(x)− (−∆)sη(x) ≤ C(|x|1−2s + |x|−(2s+ǫ)) ≤ C |x|1−2s
for |x| large, while −(−∆)sφ(x) is bounded in every neighborhood of the origin. Therefore
(6.8) − (−∆)sφ(x) ≤ C ·min{1, |x|1−2s}
for some constant C > 0.
In view of (6.6), (6.7), and (6.8), we only have to control C·min{1, |x|1−2s} by cn,sMA0min{1, |x|−τ }
to conclude. If τ < 2s − 1, a large value of M does it. 
Proposition 6.2. (Existence of solutions) There exists a unique solution of
(6.9)
{
Dsu = u− φ in Rn
(u− φ)(x)→ 0 as |x| → ∞.
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Proof. First, observe that φ is a subsolution to the problem, since by convexity δ(φ, x, y) ≥ 0, and
therefore Dsφ(x) ≥ 0.
To find a supersolution notice that −c−1n,s (−∆)s is one of the operators that compete for the
infimum in the definition of Ds, and we know from Lemma 6.1 that there is a function u¯ such that
−c−1n,s (−∆)su¯ ≤ u¯− φ with the right “boundary data at infinity”, that is, (u¯− φ)→ 0 as |x| → ∞.
We have,
Dsu¯(x) ≤ −c−1n,s (−∆)su¯(x) ≤ u¯− φ.
By comparison, see Theorem 4.1, φ ≤ u¯.
Consider the following approximating problem,{
Dǫsu = u− φ in Rn
(u− φ)(x)→ 0 as |x| → ∞,
where Dǫs is the following non-degenerate operator,
Dǫsu(x) = inf
{
P.V.
∫
Rn
u(y)− u(x)
|A−1(y − x)|n+2s dy
∣∣∣∣ A > 0, detA = 1, ǫ Id < A < ǫ−1 Id
}
= inf
{
1
2
∫
Rn
u(x+ y) + u(x− y)− 2u(x)
|A−1y|n+2s dy
∣∣∣∣ A > 0, detA = 1, ǫ Id < A < ǫ−1 Id
}
.
Notice that φ and u¯ as above are respectively a sub- and supersolution for these approximating
problems for every ǫ.
Being uniformly elliptic, the approximating problems have a solution for every ǫ. To show this,
consider for every k = 1, 2, . . . the following uniformly elliptic Dirichlet problem{
Dǫsu = u− φ in Bk(0)
u = φ in Rn \Bk(0).
Then, for every k there exists a unique solution uk, which is regular (depending on ǫ but not in k),
see [3, 4] and the references therein. By comparison (see [3]) we have
φ ≤ uk1 ≤ uk2 ≤ u¯ in Bk1(0)
for every k1 ≤ k2 (notice that φ and u¯ are always a sub- and supersolution), that is, the sequence uk
is monotone increasing. We conclude that the sequence converges locally uniformly to the solution
of the approximating problem.
Now, observe that Dsu(x) ≤ Dǫ1s u(x) ≤ Dǫ2s u(x) for any ǫ1 ≤ ǫ2 since the infimum is smaller the
larger the class of matrices. In particular, we have that every uǫ is a supersolution of (6.9) and a
supersolution of the approximating problem with every smaller ǫ. Picking ǫk = 1/k for k = 1, 2, . . .
we have by comparison (Theorem 4.1) that
φ ≤ . . . ≤ uǫk ≤ . . . ≤ uǫ2 ≤ uǫ1 ≤ u¯.
The arguments in Section 5 imply that every uǫ is Lipschitz continuous with the same constant
as φ, hence uniformly in ǫ. Therefore, when ǫ goes to 0, the sequence uǫ converges monotonically
and uniformly to the solution of problem (6.9), which is unique by comparison. 
To conclude, we show that the right-hand side of problem (6.9) is positive and Theorem 3.1
applies. Therefore, the operator remains uniformly elliptic and standard regularity results for
uniformly elliptic equations, see [3, 4] are available.
Proposition 6.3. Let u be the solution to problem (6.9). Then, u > φ in Rn.
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Proof. As pointed out in the proof of Proposition 6.2 we have u ≥ φ in Rn by comparison, therefore
we need to prove that the inequality is strict. We argue by contradiction and assume to the contrary
that there is x0 ∈ Rn such that u(x0) = φ(x0).
Observe that then φ touches u from below at x0. We can replace φ by φ˜ ∈ C2,α(Rn), also strictly
convex in compact sets and asymptotic to some cone at infinity in such a way that φ˜ touches φ
(and also u) from below at x0, and this is the only contact point.
Then we can use φ˜ as a test in the definition of viscosity solution of problem (6.9) to get
Dsφ˜(x0) ≤ 0. On the other hand, Dsφ˜(x0) ≥ 0 by convexity, and we conclude that Dsφ˜(x0) = 0.
Then we claim that there exist a direction e ∈ ∂B1(0) such that the one-dimensional fractional
laplacian of the restriction of φ˜ to the direction e is non-positive, namely −(−∆)s
e
φ˜(x0) ≤ 0. This
is a contradiction with the fact that −(−∆)s
e
φ˜(x0) > 0 since φ˜ is convex and non-constant.
To prove the claim, notice that for all k = 1, 2, . . . there exists ek ∈ ∂B1(0) such that
(6.10) − (−∆)s
ek
φ˜(x0) =
1
2
∫
R
δ(φ˜, x0, tek)
|t|1+2s dt ≤
1
k
(otherwise, there exists µ > 0 such that −(−∆)s
e
φ˜(x0) > µ uniformly in e and we can argue as in
Proposition 3.5 to show that Dsφ˜(x0) > 0).
By the convexity and linear growth at infinity of φ˜ we have that
0 ≤ δ(φ˜, x0, tek)|t|1+2s ≤
min{2Lip(φ˜)|t|, C|t|2}
|t|1+2s ∈ L
1(R)
independently of k. Passing to a subsequence if necessary, we can assume that ek → e as k → ∞
and then we can pass to the limit in (6.10) by the dominated convergence theorem. This concludes
the proof of the claim. 
Remark 6.4. Another approach to show existence would be to solve a “truncated problem” with the
restriction ǫId < A < ǫ−1Id besides the condition det(A) = 1. For this problem solutions exist and
are smooth (depending on ǫ) from existing theory (see [3, 4]), but also semiconvex independently
of ǫ (Section 5) and the proof that the operator remains strictly non-degenerate (Section 3) applies
directly to these solutions for ǫ small enough.
Appendix A.
In this appendix we include for the reader’s convenience the proof of the following fact, mentioned
in the introduction.
Lemma A.1. If u is convex, asymptotically linear and 1/2 < s < 1, then
lim
s→1
(
(1− s)Dsu(x)
)
=
ωn
4
· det(D2u(x))1/n
in the viscosity sense.
The proof of Lemma A.1 is a direct consequence of the following two results.
Lemma A.2. If u is asymptotically linear and 1/2 < s < 1, then
lim
s→1
(
(1− s)Dsu(x)
)
=
ωn
4n
· inf
{
trace
(
AAtD2u(x)
)∣∣ A > 0, detA = 1}
in the viscosity sense.
Lemma A.3. Let B be a symmetric and positive semidefinite matrix. Then,
n det(B)1/n = inf{trace(AAtB) | detA = 1}.
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We devote the rest of this appendix to the proof of Lemmas (A.2) and (A.3) (Lemma (A.3) is
well-known, but we include a proof for completeness).
Proof of Lemma A.2. We shall first consider the case when u ∈ C2(Rn) and then show how to adapt
the arguments to the viscosity setting. To this aim, let A > 0 such that detA = 1 and 0 < ρ < R
to be chosen later on. Then,∫
Rn
δ(u, x, z)
|A−1z|n+2s dz =
∫
Bρ(0)
〈D2u(x)Ay,Ay〉
|y|n+2s dy +
∫
Bρ(0)
δ(u, x,Ay) − 〈D2u(x)Ay,Ay〉
|y|n+2s dy
+
∫
BR(0)\Bρ(0)
δ(u, x,Ay)
|y|n+2s dy +
∫
Rn\BR(0)
δ(u, x,Ay)
|y|n+2s dy.
(A.1)
Now, we are going to analyze each term on the right-hand side of (A.1). First, notice that∫
Bρ(0)
〈D2u(x)Ay,Ay〉
|y|n+2s dy =
ρ2−2s
(2− 2s)
∫
∂B1(0)
〈D2u(x)Ay,Ay〉 dHn−1(y)
=
ρ2−2s
(2− 2s) |B1(0)| trace
(
AAtD2u(x)
)
.
(A.2)
The last equality follows integrating by parts (notice that y is the unit normal to ∂B1(0)).
Fix ǫ > 0, small. Since δ(u, x,Ay) = 〈D2u(x)Ay,Ay〉 + o(|y|2) as |y| → 0, we have that
|δ(u, x,Ay) − 〈D2u(x)Ay,Ay〉| ≤ ǫ|y|2
if |y| ≤ ρ with ρ sufficiently small. Thus,
(A.3)
∣∣∣∣∣
∫
Bρ(0)
δ(u, x,Ay) − 〈D2u(x)Ay,Ay〉
|y|n+2s dy
∣∣∣∣∣ ≤ ǫ ωn2− 2sρ2−2s.
On the other hand,
(A.4)
∣∣∣∣∣
∫
BR(0)\Bρ(0)
δ(u, x,Ay)
|y|n+2s dy
∣∣∣∣∣ ≤ 4ωn2s ‖u‖L∞(BR(0)\Bρ(0))(ρ−2s −R−2s).
As for the last term in (A.1), since u is asymptotically linear, for R > 0 large enough, there
exists some constant L > 0 such that |δ(u, x,Ay)| ≤ 2L|Ay| ≤ 2Lλ1/2max(AAt)|y|. Therefore,
(A.5)
∣∣∣∣∣
∫
Rn\BR(0)
δ(u, x,Ay)
|y|n+2s dy
∣∣∣∣∣ ≤ 2Lλ
1/2
max(AAt)ωn
(2s− 1) R
1−2s.
Collecting (A.1)–(A.5), we get
2 (1 − s)Dsu(x) ≤ ωn
2n
· trace(AAtD2u(x)) ρ2−2s + ǫ ωn
2
ρ2−2s
+
(
1− s
2s
)
4ωn ‖u‖L∞(BR(0)\Bρ(0))(ρ−2s −R−2s)+
(
1− s
2s− 1
)
2Lλ1/2max(AA
t)ωnR
1−2s,
and then,
lim
s→1
(
(1− s)Dsu(x)
) ≤ ωn
4n
· trace(AAtD2u(x))+ ǫ ωn
4
.
Since both A and ǫ are arbitrary, we have
(A.6) lim
s→1
(
(1− s)Dsu(x)
) ≤ ωn
4n
· inf
{
trace
(
AAtD2u(x)
)∣∣ A > 0, detA = 1}.
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On the other hand, from (A.1)–(A.5) we also get
ωn
2n
· ρ2−2s · inf
{
trace
(
AAtD2u(x)
)∣∣ A > 0, detA = 1}
≤ (1− s)
∫
Rn
δ(u, x, z)
|A−1z|n+2s dz +
ǫ ωn
2
ρ2−2s
+
(
1− s
2s
)
4ωn ‖u‖L∞(BR(0)\Bρ(0))(ρ−2s −R−2s)+
(
1− s
2s− 1
)
2Lλ1/2max(AA
t)ωnR
1−2s,
Let Aǫ > 0 with detAǫ = 1 such that
1
2
∫
Rn
δ(u, x, z)
|A−1ǫ z|n+2s
dy ≤ Dsu(x) + ǫ.
Then,
ωn
4n
· ρ2−2s · inf
{
trace
(
AAtD2u(x)
)∣∣ A > 0, detA = 1}
≤ (1− s)Dsu(x) + (1− s)ǫ+ ǫ ωn
4
ρ2−2s
+
(
1− s
s
)
ωn ‖u‖L∞(BR(0)\Bρ(0))(ρ−2s −R−2s)+
(
1− s
2s− 1
)
Lλ1/2max(AǫA
t
ǫ)ωnR
1−2s.
Finally, letting first s→ 1 and then ǫ→ 0, we conclude
(A.7) lim
s→1
(
(1− s)Dsu(x)
) ≥ ωn
4n
· inf
{
trace
(
AAtD2u(x)
)∣∣ A > 0, detA = 1}
and therefore, the equality.
To conclude, let us show how to adapt this argument to the viscosity setting. According to
Definition 2.1, whenever a function ψ touches u (from above or from below) at a point x in the
sense that
• ψ(x) = u(x),
• ψ(y) > u(y) (resp. ψ(y) < u(y)) for every y ∈ N \ {x},
where N is a neighborhood of x and ψ ∈ C2(N ), then we have to evaluate Dsv(x) for
v(y) :=
{
ψ(y) in N
u(y) in Rn \N,
and consider the appropriate inequality in the corresponding equation. Therefore, the main differ-
ence when carrying out the above argument in the viscosity sense is that (A.1) reads∫
Rn
δ(v, x, z)
|A−1z|n+2s dz =
∫
Bρ(0)
〈D2ψ(x)Ay,Ay〉
|y|n+2s dy +
∫
Bρ(0)
δ(ψ, x,Ay) − 〈D2ψ(x)Ay,Ay〉
|y|n+2s dy
+
∫
BR(0)\Bρ(0)
δ(v, x,Ay)
|y|n+2s dy +
∫
Rn\BR(0)
δ(u, x,Ay)
|y|n+2s dy,
(A.8)
provided ρ and R are respectively small and large enough. Then, we can apply estimates (A.2)–
(A.5) to each of the terms in (A.8) and get the corresponding one-sided inequality (analogous to
(A.6), (A.7)) needed to read the equation in the viscosity sense, namely,
lim
s→1
(
(1− s)Dsv(x)
) ≥ ωn
4n
· inf
{
trace
(
AAtD2ψ(x)
)∣∣ A > 0, detA = 1} (resp. ≤). 
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Proof of Lemma A.3. Let A with detA = 1. Then, the matrix AAt is symmetric and positive
definite. Hence, the inequality between the arithmetic and geometric means yields,
n det(B)1/n ≤ trace(AAtB).
As this is true for any A with detA = 1, we deduce,
n det(B)1/n ≤ inf{trace(AAtB) | detA = 1}.
To derive the converse inequality, assume first that B > 0. If we choose
A = PB diag
[
det(B)1/(2n)
λi(B)1/2
]
P tB
with PB such that B = PB diag(λi(B))P
t
B and PBP
t
B = I, we get
n det(B)1/n = trace(AAtB) = min{trace(AAtB) | detA = 1}.
Let us now consider the case when B ≥ 0. Since the result is trivial when B = 0, we can assume
that 0 is an eigenvalue of the matrix B with multiplicity n− k < n, that is,
B = PB


λ1(B) . . . 0 0 . . . 0
...
. . .
...
...
...
0 . . . λk(B) 0 . . . 0
0 . . . 0 0 . . . 0
...
...
...
. . .
...
0 . . . 0 0 . . . 0


P tB
with PBP
t
B = I. Fix ǫ > 0 and define
Aǫ = PB diag(λi(Aǫ))P
t
B
with PB the same as before and
λi(Aǫ) =


(
ǫ
trace(B)
) 1
2
for i = 1, . . . , k
(
ǫ
trace(B)
)− k
2(n−k)
for i = k + 1, . . . , n.
In this way, Aǫ is positive definite with det(Aǫ) = 1, and
trace(AǫA
t
ǫB) =
k∑
i=1
λi(Aǫ)
2λi(B) = ǫ.
Since ǫ > 0 is arbitrary, we conclude that
inf{trace(AAtB) | detA = 1} = 0 = n det(B)1/n. 
Appendix B. Estimates of the integral of the kernel on the sphere
Proposition B.1. Let ǫj > 0, for j = 1, . . . , k. Then,
ωk
k
≤
∏k
j=1 ǫj∑k
i=1 ǫ
−2s
i
∫
∂Bk1 (0)
1(∑k
j=1 ǫ
2
jx
2
j
)k+2s
2
dHk−1(x) ≤ π
k/2
sΓ(2− s) Γ(k2 + s) .
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Remark B.2. Notice that
lim
s→1
πk/2
sΓ(2− s) Γ(k2 + s) =
ωk
k
.
Proof. 1. Start denoting ∫
∂Bk1 (0)
1(∑k
j=1 ǫ
2
jx
2
j
)k+2s
2
dHk−1(x) = C <∞.
Multiply both sides by r1−2se−r
2
and integrate from 0 to ∞, to get∫ ∞
0
∫
∂Bk1 (0)
r2e−r2(∑k
j=1 ǫ
2
j (rxj)
2
)k+2s
2
dHk−1(x) rk−1 dr = C
∫ ∞
0
r1−2se−r
2
dr =
Γ(1− s)
2
C.
Using polar coordinates, we get
(B.1) C =
2
Γ(1− s)
∫
Rk
|x|2e−|x|2(∑k
j=1 ǫ
2
jx
2
j
)k+2s
2
dx.
Notice that our choice of the radial function in the numerator, namely |x|2e−|x|2 , makes the integral
finite and well-defined.
2. We prove first the lower estimate. A change of variables yj = ǫjxj in (B.1) yields
∫
Rk
|x|2e−|x|2(∑k
j=1 ǫ
2
jx
2
j
)k+2s
2
dx =
1∏k
j=1 ǫj
∫
Rk
(∑k
j=1 ǫ
−2
j y
2
j
)
e−(
∑k
j=1 ǫ
−2
j y
2
j )
|y|k+2s dy
=
1∏k
j=1 ǫj
∫
∂Bk1 (0)
( k∑
j=1
ǫ−2j y
2
j
) ∫ ∞
0
e−r
2(
∑k
j=1 ǫ
−2
j y
2
j)r1−2s dr dHk−1(y).
(B.2)
Performing a change of variables t =
(∑k
j=1 ǫ
−2
j y
2
j
)1/2
r we get∫
∂Bk1 (0)
( k∑
j=1
ǫ−2j y
2
j
) ∫ ∞
0
e−r
2(
∑k
j=1 ǫ
−2
j y
2
j )r1−2s dr dHk−1(y)
=
∫ ∞
0
t1−2se−t
2
dt
∫
∂Bk1 (0)
( k∑
j=1
ǫ−2j y
2
j
)s
dHk−1(y)
=
Γ(1− s)
2
∫
∂Bk1 (0)
( k∑
j=1
ǫ−2j y
2
j
)s
dHk−1(y).
(B.3)
Collecting (B.1), (B.2), and (B.3) yields
C =
1∏k
j=1 ǫj
∫
∂Bk1 (0)
( k∑
j=1
ǫ−2j y
2
j
)s
dHk−1(y).
Then, Jensen inequality with weights y2j (notice that
∑k
j=1 y
2
j = |y|2 = 1) yields( k∑
j=1
ǫ−2j y
2
j
)s
≥
k∑
j=1
ǫ−2sj y
2
j .
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Integrating by parts (note that y is the unit normal) we have
C ≥ 1∏k
j=1 ǫj
∫
∂Bk1 (0)
( k∑
j=1
ǫ−2sj y
2
j
)
dHk−1(y)
=
1∏k
j=1 ǫj
k∑
i=1
∫
Bk1 (0)
∂yi
( k∑
j=1
ǫ−2sj δijyj
)
dy =
1∏k
j=1 ǫj
k∑
i=1
ǫ−2si
ωk
k
.
3. The upper estimate follows from the identity∫
∂Bk1 (0)
1(∑k
j=1 ǫ
2
jx
2
j
)k+2s
2
dHk−1(x)
=
πk/2
Γ(1− s)Γ(k+2s2 )
k∑
i=1
1
ǫ2si
∫ ∞
0
t
k+2s
2
−1
(1 + t)
∏k
j=1
(
ǫ2i + ǫ
2
j t
)1/2 dt
(B.4)
just realizing that∫ ∞
0
t
k+2s
2
−1
(1 + t)
∏k
j=1
(
ǫ2i + ǫ
2
j t
)1/2 dt ≤ 1∏k
j=1 ǫj
(∫ 1
0
ts−1 dt+
∫ ∞
1
ts−2 dt
)
=
1
s(1− s)∏kj=1 ǫj .
4. To prove (B.4), we shall use the following formula that follows from changing variables in the
definition of the Gamma function
λ−h =
1
Γ(h)
∫ ∞
0
zh−1e−λz dz, for all h, λ > 0.
Applying this formula with h = k+2s2 and λ =
∑k
i=1 ǫ
2
i x
2
i we can rewrite the kernel as(
k∑
i=1
ǫ2i x
2
i
)− k+2s
2
=
1
Γ
(
k+2s
2
) ∫ ∞
0
z
k+2s
2
−1e−z
∑k
j=1 ǫ
2
jx
2
j dz.
We get,
Γ
(
k + 2s
2
)∫
Rk
|x|2e−|x|2(∑k
j=1 ǫ
2
jx
2
j
)k+2s
2
dx =
∫
Rk
∫ ∞
0
|x|2z k+2s2 −1e−|x|2−z
∑k
j=1 ǫ
2
jx
2
j dz dx
=
k∑
i=1
∫ ∞
0
∫
Rk
x2i e
−∑kj=1(1+zǫ2j )x2j dx z
k+2s
2
−1 dz.
(B.5)
A change of variables yj = (1 + zǫ
2
j)
1/2xj yields∫ ∞
0
∫
Rk
x2i e
−∑kj=1(1+zǫ2j )x2j dx z
k+2s
2
−1 dz
=
∫
R
y2i e
−y2i dyi
(∫
R
e−t
2
dt
)k−1 ∫ ∞
0
z
k+2s
2
−1
(1 + zǫ2i )
3/2
∏k
j 6=i(1 + zǫ
2
j)
1/2
dz
=
π
k
2
2
∫ ∞
0
z
k+2s
2
−1
(1 + zǫ2i )
3/2
∏k
j 6=i(1 + zǫ
2
j )
1/2
dz.
(B.6)
Identity (B.4) follows from (B.1), (B.5), and (B.6) with the change of variables t = ǫ2i z. 
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