Abstract. A countable group is C * -simple if its reduced C * -algebra is a simple algebra. Since Powers recognised in 1975 that non-abelian free groups are C * -simple, large classes of C * -simple groups which appear naturally in geometry have been identifed, including nonelementary Gromov hyperbolic groups and lattices in semisimple groups.
Introduction and first definition of C * -simple groups
The subject of this exposition is that of unitary group representations in Hilbert spaces and related C * -algebras. Let G be a topological group. A unitary representation of G in a Hilbert space H is a homomorphism ρ : G −→ U(H) in the unitary group of H; it is part of the definition that the companion mapping G × H −→ H is continuous. Recall that U(H) is the group of linear operators u : H −→ H which are unitary, namely isometric ( u(ξ) = ξ for all ξ ∈ H) and onto.
There are two unitary representations which play a leading part. The first is the unit representation 1 G , for which H is the complex field, defined by 1 G (g) = id for all g ∈ G.
The second is the left-regular representation λ G , which is defined only when the group G is locally compact (by far the most important case); it acts on the Hilbert space L 2 (G) of complex-valued measurable functions ξ on G which are square-integrable with respect to a left-invariant Haar measure (functions modulo equality almost everywhere), and it is defined by (λ G (g)ξ) (g ′ ) = ξ(g −1 g ′ ) for all g, g ′ ∈ G.
The notions of unitary equivalence and of subrepresentation are well suited for comparing unitary representations of compact groups. Other groups require weaker and less rigid notions, defined in terms of coefficients. For a representation ρ : G −→ U(H) as above, we associate to each vector ξ ∈ H the corresponding diagonal matrix coefficient
which is a concrete embodiment, namely a continuous complex-valued function, of more abstract data, namely of the representation.
1. Definition. Given two unitary representations ρ, σ of the same group G, say that ρ is weakly contained in σ, and write ρ ≺ σ, if any diagonal matrix coefficient of ρ is a limit of sums of diagonal matrix coefficients of σ, uniformly on compact subsets of G. Two unitary representations are weakly equivalent, written ρ ∼ σ, if each one is weakly contained in the other.
A straightforward example is that of a subrepresentation ρ of a representation σ: it is then obvious that ρ ≺ σ. But the converse does not hold; indeed, it is easy to check 1 that the one-dimensional representation 1 R of R is weakly contained in the regular representation λ R , and that 1 R is not a subrepresentation of λ R .
In the particular case of two finite-dimensional unitary representations ρ and σ, we have ρ ≺ σ if and only if ρ is a subrepresentation of N σ (in the naive sense), where N σ stands for a direct sum of N copies of σ, and where the integer N is large enough; if ρ is moreover irreducible, then ρ ≺ σ if and only if ρ is a subrepresentation of σ.
See Parts I to III of the appendix for more comments, and Part IV for a slightly different notion. See Part V for other notions of equivalence.
We define now "C * -simple groups" in terms of the notions introduced so far. The reformulation of Corollary 8 in the next section will justify the terminology. We recall also one of the standard definitions of amenability for locally compact groups; there are several other equivalent definitions, some of which make sense more generally for topological groups; see e.g. .
2. Definition. A locally compact group G is amenable if 1 G ≺ λ G , and C * -simple if, for a unitary representation ρ of G, the conditions ρ ≺ λ G and ρ ∼ λ G are equivalent.
It is a theorem due to Hulanicki and Reiter (and possibly others) that G is amenable if and only if any unitary representation of G is weakly contained in the left-regular representation λ G (Proposition 18.3.6 in [DC * -69] or Theorem 7.3.9 in ).
Standard examples of amenable groups include -soluble groups, more generally groups with cocompact soluble normal subgroups, -locally finite groups, -finitely-generated groups of subexponential growth.
1 Diagonal matrix coefficients of 1 R are constant functions. For n ≥ 1, define a unit vector ξ n ∈ L 2 (R) by ξ n (t) = 1/ √ 2n if |t| ≤ n and ξ n (t) = 0 if |t| > n; for any constant c > 0, we have lim n→∞ " sup |s|≤c |1 − ξ n | λ R (s)ξ n | " = 0, and it follows that 1 R ≺ λ R . On the other hand, 1 R is not a subrepresentation of λ R since the only constant function in L 2 (R) is zero. For any locally compact group G which is amenable and which is not compact, the same argument shows that 1 G ≺ λ G and that 1 G is not a subrepresentation of λ G .
For other examples, see , , and . C * -simple groups include -non-abelian free groups , -non-trivial free products 2 [PaSa-79], -non-elementary Fuchsian groups and torsion-free non-elementary discrete groups of isometries of the hyperbolic n-dimensional space for n ≥ 2 [Ake-81], , -non-soluble subgroups of P SL 2 (R) , -torsion-free non-elementary Gromov-hyperbolic groups , -P SL n (Z) for n ≥ 2 [BCH1-94], and more generally any Zariski-dense subgroup with centre reduced to {1} in a connected semi-simple real Lie group without compact factor [BCH2-94], -centerless mapping class groups and outer automorphism groups of free groups , -irreducible Coxeter groups which are neither finite nor affine (see and our Corollary 18), as we will discuss below.
Observe that a group G not reduced to one element cannot be both amenable and C * -simple. Indeed, this would imply λ G ≺ 1 G ; but λ G has diagonal coefficients supported in arbitrarily small neighbourhoods of 1, and these cannot be approached by coefficients of 1 G , which are constant functions.
Together with a basic result on unitary induction of representations, the same argument is used for the following generalization.
3. Proposition. Let G be a second-countable 3 locally compact group which contains an amenable closed normal subgroup N = {1}. Then G is not C * -simple.
Proof. Consider the quasi-regular representation
it coincides with the so-called induced representation Ind
On the contrary, diagonal matrix coefficients of λ G separate the points of G. Indeed, let a ∈ G, a = 1; choose two vectors ξ and η in L 2 (G) of norm 1/ √ 2, of which the supports are small enough disjoint neighbourhoods of 1 and a respectively; then
We have 1 N ≺ λ N by hypothesis. As weak containment is stable by induction (a result of Fell ), we have also
If G was C * -simple, we would have λ G ≺ λ G/N ; but this is impossible since we have just checked that any diagonal coefficient of λ G/N is constant on N , whereas this does not hold for λ G .
Reformulation. In any locally compact group G, there exists a unique maximal amenable normal closed subgroup which is called the amenable radical. The notion is due to Day (see Lemma 1 in § 4 of ), and a good reference is Proposition 4.1.12 in . Thus Proposition 3 can be reformulated as follows:
If G is a second-countable locally compact group with amenable radical not reduced to one element, then G is not C * -simple.
4. Question. Does there exist a countable group Γ with amenable radical reduced to one element such that Γ is not C * -simple?
Question 4 is discussed in .
A σ-compact locally compact group G which is C * -simple is necessarily second countable, by Proposition 3 and by the Kakutani-Kodaira theorem, according to which any σ-compact locally compact group G has a compact normal subgroup K such that G/K is second countable (see e.g. , Theorem 8.7). A non-trivial connected locally compact group is never C * -simple; see Proposition 4 of , which is also a consequence of Proposition 3 above and of results on the structure of connected locally compact groups. This explains why, in this exposition, all positive results on C * -simple groups are about countable groups. However, the following open problem is natural.
5. Question. Does there exist a non-discrete second countable locally compact group which is C * -simple?
With Proposition 3, representation theory shows two opposite classes of locally compact groups: amenable groups and C * -simple groups. Let us recall here that the point of view of representations provides another and even more fundamental tame-versus-chaotic dichotomy between so-called groups of type I and other groups. See Part VII of the appendix for the relevant theorem, essentially due Glimm, and for more about this dichotomy.
Formulation in terms of C * -algebras
Let Γ be a group. To any unitary representation ρ : Γ −→ U(H), we associate the C * -algebra C * ρ (Γ) = norm closure of the linear span of the set ρ(γ), γ ∈ Γ which is a sub-C * -algebra of the algebra L(H) of bounded linear operators on H. More generally, for a unitary representation ρ of a locally compact group G, we define
where K(G) denotes the convolution algebra of complex-valued continuous functions with compact supports on G, and where dg denotes a left-invariant Haar measure on G. Recall that the convolution product of two functions
, where ∆ G is the modular function of G (which is the constant function of value 1 when G is unimodular, for example when G is a discrete group). The natural mapping
is a morphism of * -algebras and C * ρ (G) is the closure of its image. [Alternatively, one can use L 1 (G) instead of K(G) above.] In the trivial case where ρ is one-dimensional, we find C * ρ (G) = C. In case ρ is irreducible and finite dimensional, say of dimension n, we have C * ρ (G) = L(H) ≈ Mat n (C) by a theorem of Burnside (see e.g. § XVII.3 in 6. Definition. The maximal C * -algebra C * max (G) of G is the C * -algebra corresponding to the universal representation π uni of G. The reduced C * -algebra C * red (G) of G is the C * -algebra corresponding to the left-regular representation of G.
The two subjects of unitary group representations (beyond compact groups) and C * -alebras are both about 60 years old. For some history of their close relationship, see . Today, reduced group C * -algebras and their K-theory play a fundamental role in noncommutative geometry , in particular in the Baum-Connes conjecture ; see also .
For Γ a "discrete group", K(Γ) is the complex group algebra of complex-valued functions with finite supports, often denoted by C [Γ] . The assignment of C[Γ] to Γ has functorial properties useful for the study of the representations, because a group representation Γ −→ GL(V ) gives rise to an algebra representation
For what follows, it is important to realize the following straightforward fact: the algebra representation can have a kernel not reduced to {0} even if the group representation is faithful (this is for example the case for any faithful irreducible representation of a finite group Γ not reduced to one element).
In the context of unitary representations of a locally compact group G, the maximal C * -algebra C * max (G) plays a role similar to that of C[Γ] for a discrete group Γ. In particular, any unitary representation ρ : G −→ U(H ρ ) determines naturally a morphism of C * -algebras from C * max (G) onto C * ρ (G), again denoted by ρ, with kernel denoted by C * Ker(ρ). As above, C * Ker(ρ) needs not be {0} for a faithful representation ρ of G; for example, C * Ker(λ G ) is reduced to zero if and only if G is amenable, essentially by the HulanickiReiter theorem recalled after Definition 2. If Γ is a finite group, then C *
In the case of "discrete groups", the maximal C * -algebra is functorial in the following sense: any group homomorphism Γ 1 −→ Γ 2 extends naturally to a morphism of C * -algebras C * max (Γ 1 ) −→ C * max (Γ 2 ), and the C * -morphism is injective if the group morphism is injective (Proposition 1.2 of For example, C * max (P SL 2 (Z)), a C * -algebra with unit, does not embed in C * max (P SL 2 (R)), which has none. For a lattice Γ in a Lie group G, the natural morphism from C * max (Γ) has for its range not C * max (G), but rather the multiplier algebra M (C * max (G)); moreover, this morphism C * max (Γ) −→ M (C * max (G)) needs not be injective . The following result indicates also some lack of functoriality (see and ): for a residually finite 6 group Γ, the intersection of the C * -kernels C * Ker(ρ) over all unitary representations ρ of Γ with finite images needs not be {0} in the maximal C * -algebra of Γ. The reduced C * -algebra is even less functorial. For example, if Γ is not amenable, then C * red (Γ) does not have any finite-dimensional representation; moreover, many residually finite groups have simple reduced C * -algebras, as we will see below.
The following is standard. See 7. Theorem. Let G be a second countable locally compact group and let ρ, σ be two unitary representations of G. Then the following properties are equivalent.
Proof. If (i) holds, the morphism of C * -algebras
is well defined. As morphisms of C * -algebras are contractions, (ii) follows. Conversely, it is obvious that (ii) implies (i).
The proof of the equivalence of (i) and (ii) with (iii) requires some prerequisite. Recall that a function ϕ : G −→ C is of positive type if 1≤j,k≤n ϕ g
. . , g n ∈ G and λ 1 , . . . , λ n ∈ C. If ρ is a unitary representation of G, it is straightforward that, for any vector ξ in the representation space of ρ, the diagonal matrix coefficient ϕ We can now show how the negation of (iii) implies the negation of (i). If ρ ⊀ σ, there exist some positive linear form ϕ ρ ξ : C * max (G) −→ C which is not in the weak- * -closure of the convex hull of the positive linear forms ϕ σ η associated to σ. It is then a consequence of the Hahn-Banach theorem that there exists x ∈ C * max (G) such that η | σ(x)η = 0 for all η ∈ H σ , and ξ | ρ(x)ξ = 0 for some ξ ∈ H ρ . Hence 7 σ(x) = 0 and ρ(x) = 0, so that the negation of (i) holds.
To show that (iii) implies (i), we choose x ∈ C * Ker(σ). We have to show that x ∈ C * Ker(ρ), namely that, for all ξ ∈ H ρ , we have ϕ
be a nested sequence of compact subsets of G containing 1 and such that ∪ ∞ n=1 K n = G. By (iii), there exists for each n ≥ 1 a finite sequence η 1,n , . . . , η k(n),n of vectors in H ρ such that
Let σ ′ denote a direct sum of a countable infinite number of copies of σ.
is a function of positive type associated to σ ′ . We can also view it as a linear form on L 1 (G), of norm ψ n (1) bounded by 1 + 1 n ; we can equally view it as a linear form on C * max (G), and then ψ n (x) = 0. When viewed as a sequence of functions of positive type, (ψ n ) ∞ n=1 converges to ϕ ρ ξ uniformly on compact subsets of G; it follows that, when viewed as a sequence of linear forms on L 1 (G), it converges to ϕ ρ ξ in the weak- * topology.
In particular, ϕ ρ ξ (x) = 0, and this ends the proof.
As a consequence, we can justify the terminology of Section 1.
Corollary.
A second-countable locally compact group G is C * -simple if and only if its reduced C * -algebra is simple.
Proof. Assume that C * red (G) is simple as a topological algebra. Then C * Ker(λ G ) is maximal as a closed two-sided ideal in C * max (G), hence G is C * -simple in the sense of Definition 2.
Assume conversely that G is C * -simple as in Definition 2, so that C * Ker(λ G ) is maximal among closed two-sided ideals of the form C * Ker(ρ). Any closed two-sided ideal I in a C * -algebra A is self-adjoint [DC * -69, Proposition 1.8.2] and is the kernel of a representation (apply the Gelfand-Naimark theorem [DC * -69, Number 2.6.1] to the quotient A/I). Hence C * Ker(λ G ) is maximal among all closed two-sided ideals of C * max (G), and consequently C * red (G) is a simple algebra.
Note that the maximal C * -algebra of a group G = {1} cannot be simple since the unit representation 1 G provides a morphism from C * max (G) onto C. Thus, if G is moreover amenable, the algebra C * red (G), which is isomorphic to C * max (G), is not simple. In the particular case of an abelian group, C * red (G) is also isomorphic to the algebra C o (Ĝ) of continuous function which vanish at infinity on the dualĜ of G (Fourier transform 7 Recall that an operator y on a complex Hilbert space H is zero if and only if ξ | yξ = 0 for all ξ ∈ H; see e.g. § 18 in . This does not hold for real Hilbert spaces, as the matrix
and Pontrjagin duality); it follows that closed ideals of C * red (G) are in a natural bijective correspondance with closed subspaces ofĜ.
It is a natural project to investigate in general the structure of closed two-sided ideals in C * max (G) and C * red (G). Let us indicate one motivation. Let A be a C * -algebra, let I be a closed two-sided ideal, and let A/I denote the quotient C * -algebra. Some problems concerning A split as simpler problems for I and A/I. For example, this is sometimes the case for the computation of K-groups, because there exists a cyclic six-term exact sequence connecting K 0 and K 1 of I, A, and A/I. Recall that the K-groups of algebras of the form C * red (Γ) are basic ingredients of the Baum-Connes conjecture. Thus a non-trivial closed two-sided ideal in A = C * red (Γ) can be the point of departure for a computation of K * (A); in other words, from this point of view, the C * -simple groups provide "the hardest case".
The C * -algebras of discrete groups have units. In a C * -algebra A with unit, e.g. in C * red (Γ) for a discrete group Γ, a two-sided ideal which is dense contains an element close to 1; such an element is invertible, so that such an ideal is all of A. It follows that A is simple, in the sense that A does not contain any non-trivial closed two-sided ideal, if and only if A does not contain any non-tivial two-sided ideal at all. On the contrary, algebras such as C * red (G) with G a connected locally compact group can contain non-trivial dense two-sided ideals; for example, the C * -algebra of R/Z, which is isomorphic to the algebra c 0 (Z) of sequences (c n ) n∈Z such that lim n→±∞ c n = 0, contains the dense ideals ℓ
Observe that Theorem 7 implies various numerical (in)equalities. For example, if S is a finite subset, say of size n, of a locally compact group G, and if ρ is a unitary representation of G which is weakly equivalent to λ G , then
See Item 20 below.
Powers result on non-abelian free groups
In 1975, Powers established that non-abelian free groups are C * -simple. His method proved to be robust enough to apply to many more groups. The following terminology refers to the original article .
9. Definition. A group Γ has the Powers property, or is a Powers groups, if it is not reduced to one element and if, for any finite subset F in Γ \ {1} and for any integer N ≥ 1, there exists a partition Γ = C ⊔ D and elements
A Powers group is clearly non-amenable. Easy arguments show that it is icc 8 and that its subgroups of finite index are also Powers groups (see Proposition 1 in . A group in which any finite subset is contained in a Powers group, for example in which any finitely-generated subgroup is contained in a finitely-generated Powers subgroup, is itself a Powers group. For two other properties of Powers groups, see Proposition 14 below.
Besides these few facts, we do not know much about the purely group-theoretical implications of Powers property (see for example Question 15). However, it is easy to establish that many natural classes of groups have the Powers property, as we now show.
Definitions.
A homeomorphism γ of a Hausdorff topological space L is hyperbolic 9 if it has two fixed points s γ , r γ ∈ L such that the following holds: for any neighbourhoods S of s γ and R of r γ , there exists n 0 ∈ N such that γ n (L \ S) ⊂ R and γ −n (L \ R) ⊂ S for all n ≥ n 0 . The points s γ and r γ are called the source and the range of γ, respectively.
Two hyperbolic homeomorphisms of L are transverse if they have no common fixed point. An action of a group Γ on L is strongly faithful if, for any finite subset F of Γ \ {1}, there exists t ∈ L such that f t = t for all f ∈ F . It is strongly hyperbolic if Γ contains two transverse hyperbolic elements.
If h 1 , h 2 are transverse hyperbolic homeomorphisms, observe that h
are hyperbolic and pairwise transverse for an appropriate sequence of integers (j k ) k≥1 with lim k→∞ j k = ∞. (Any strictly increasing sequence will qualify, unless the two fixed points of h 2 are on the same orbit by the group of powers of h 1 .)
We will show below many examples of groups containing hyperbolic homeomorphisms. Here is however an open question: for n ≥ 3, does there exist an action of SL n (Z) by homeomorphisms on a Hausdorff topological space such that at least one element of the group acts hyperbolically?
There are different sets of hypothesis on an action of a group which imply that the group has the Powers property (see for example , , and [BeHa-00]). The following formulation is that of .
11. Proposition. Let Γ be a group which acts by homeomorphisms on a Hausdorff topological space L. Denote by L 0 the Γ-invariant subset of L of points which are fixed by some hyperbolic homeomorphism of Γ.
Assume the action of Γ is strongly hyperbolic on L and strongly faithful on L 0 . Then Γ is a Powers group.
Remark. Consider an action of Γ on L which is strongly hyperbolic and minimal. Then L 0 is dense in L, so that such an action is strongly faithful on L 0 if and only if it is strongly faithful on L.
Proof of Proposition 11. Consider F ⊂ Γ {1} and N ≥ 1 as in the definition of a Powers group. By hypothesis, there exist pairwise transverse hyperbolic homeomorphisms γ, γ ′ , γ ′′ ∈ Γ and a neighbourhood C L of the range r of γ such that f C L ∩ C L = ∅ for all f ∈ F . Let γ 1 , . . . , γ N be pairwise transverse conjugates of γ ′ by appropriate powers of γ ′′ ; we can moreover assume that the γ j are transverse to γ. Upon conjugating γ 1 , . . . , γ N by a large power of γ, we can assume that, for each j ∈ {1, . . . , N }, both the source s j and the range r j of γ j are in C L . We choose neighbourhoods S j of s j and R j of r j in such a way that S 1 , R 1 , . . . , S N , R N are pairwise disjoint and inside C L . Upon replacing now each of γ 1 , . . . , γ N by a large enough power of itself, we can furthermore assume that
Proposition 11 can be applied to many situations. Non-abelian free groups, as in Powers' original article, are particular cases of each of the classes of the next corollary.
12. Corollary. The following are Powers groups:
(i) free products Γ 1 * Γ 2 with (|Γ 1 | − 1)(|Γ 2 | − 1) ≥ 2;
(ii) non-soluble subgroups of P SL 2 (R); (iii) torsion-free non-elementary Gromov-hyperbolic groups; (iv) torsion-free non-elementary discrete convergence groups; (v) sufficiently large subgroups in mapping class groups of surfaces of genus g ≥ 1; (vi) appropriate subgroups of the group of outer automorphisms of non-abelian free groups.
Remarks. (vii) Levitt and Lustig have observed that, if Γ is a torsion-free non-elementary Gromov-hyperbolic group, (iii) extends to any subgroup of the automorphism group of Γ which contains the group of inner automorphisms.
(viii) Each case of the corollary can be strenghtened as an equivalence between several properties. For example, a torsion-free Gromov-hyperbolic group is a Powers group if and only if it is C * -simple, if and only if it is icc, if and only if it is not isomorphic to Z. (ix) Recently, as a consequence of the main result in [ArMi], Arzhantseva and Minasyan have extended part of (iii) to the relative case. More precisely, let Γ be a group which is hyperbolic relatively to a family of proper subgroups and which is not elementary; then Γ is C * -simple if and only if it is icc, if and only if it does not contain any non-trivial finite normal subgroup.
On the proof of Corollary 12. For a group in (i), the corollary follows from the proposition applied to the action of the group on the boundary of the tree associated to the free product as in . For a group in (ii) [respectively in (iii), (iv)], the same argument applies to the action on its limit set in the boundary of the hyperbolic plane on which P SL 2 (R) acts by isometries [respectively on the Gromov boundary of the group, on the limit set of the group]. For convergence groups and relatively hyperbolic groups, see and .
For (v), consider the mapping class groupΓ g of an orientable closed surface of genus g ≥ 1, viewed as acting on the boundary P MF g of the corresponding Teichmüller space. For g ≤ 2, the groupΓ g has a centre Z g of order 2 which acts on P MF g as the identity. We set Γ g =Γ g /Z g for g ≤ 2 and Γ g =Γ g for g ≥ 3, and we consider from now on the natural action of Γ g on P MF g . (If g = 1, there are standard identifications of Γ 1 with P SL 2 (Z) and of P MF 1 with the boundary of the hyperbolic plane.) It is well-known that the action of Γ g on P MF g is minimal for all g ≥ 1; see e.g. § VII of exposé 6 in .
A pseudo-Anosov class in Γ g is an element which defines a hyperbolic homeomorphism of P MF g . It is known that Γ g contains transverse pairs of pseudo-Anosov classes; this is for example an immediate consequence of Lemma 2.5 in . Let Γ be a subgroup of Γ g which is sufficiently large (in the sense of ), which means here that it contains a transverse pair of pseudo-Anosov classes. Then there is a unique subset L Γ in P MF g which is closed, invariant by Γ, and minimal for these properties; it is the limit set of Γ. If L 0 Γ is the subset of P MF g of those points which are fixed by some pseudo-Anosov class in Γ, then L Γ is the closure of L 0 Γ (see Theorem 4.1 in ). For example and as recalled above, we have L Γ = P MF g if Γ = Γ g . It follows from the definitions that the action of the group Γ on its limit set L Γ is minimal and strongly hyperbolic.
We claim that the action of Γ on L Γ is also strongly faithful. Indeed, let F be a finite subset of Γ, not containing the identity. If m is the number of elements of F , choose an integer n > m 2 and pairwise transverse pseudo-Anosov classes h 1 , . . . , h n ∈ Γ. Let X denote the 2n-element subset of L Γ consisting of the points fixed by one of the h j 's. Again because of Lemma 2.5 in , any element of Γ g can fix at most one point in X. Since |X| = 2n > m = |F |, there is at least one point x 0 ∈ X such that f x 0 = x 0 for all f ∈ F . This ends the proof of the claim, and thus that of (v). This proof of (v) is that of .
We refer to the same article for a precise formulation and for a proof of (vi).
Theorem (Powers).
Powers groups are C * -simple.
Proof, which follows that of . Consider a Powers group Γ, its left-regular representation λ, a non-zero two-sided ideal I of its reduced C * -algebra, and an element U = 0 in I. We want to show that I contains an element Z such that Z − 1 < 1, and in particular such that Z is invertible (with inverse ∞ n=0 Z n ). Upon replacing U by a scalar multiple of U * U , we can assume that U = 1 + X and X = x∈Γ,x =1 z x λ(x), with z x ∈ C. Choose ǫ > 0, with ǫ < 1; there exists a finite subset F of Γ \ {1} such that, if
Let now Γ = C ⊔ D and γ 1 , . . . , γ N be as in the definition of the Powers property. Set
As I contains the invertible element V = 1 + Y , the C * -algebra C * red (Γ) is indeed simple. For j ∈ {1, . . . , N }, denote by P j the orthogonal projection of
It follows that
Since the subsets γ j D of Γ are pairwise disjoint, the operators X
j ) have pairwise orthogonal ranges in ℓ 2 (Γ), and we have
As already observed, this ends the proof.
Remarks. (i) On a C * -algebra A with unit, a normalized trace (or tracial state) is a linear form τ such that τ (S * S) ≥ 0, τ (ST ) = τ (T S) for all S, T ∈ A, and τ (1) = 1. For example, on the reduced C * -algebra of a group Γ, the canonical trace is defined by τ can (S) = δ 1 | Sδ 1 , where δ 1 ∈ ℓ 2 (Γ) denotes the characterisitc function of 1. In particular, for x ∈ Γ, τ can (λ(x)) is 1 if x = 1 and 0 otherwise.
Let Γ be a Powers group and let τ be a normalized trace on C * red (Γ). Let x ∈ Γ, x = 1; set X ′ = X = λ(x). For ǫ > 0, choose N so large that
compare with (♯) in the previous proof. The same argument shows that Y ′ < ǫ, so that |τ (λ(x))| = |τ (Y ′ )| < ǫ; hence τ (λ(x)) = 0. As this hold for all x = 1, we have τ = τ can . We have shown that the reduced C * -algebra of a Powers group has a unique trace. There are several weak forms of the Powers property which imply C * -simplicity.
A group has the weak Powers property if, for any finite subset F in Γ \ {1} which is contained in a conjugacy class and for any integer N ≥ 1, there exists a partition Γ = C ⊔ D and elements γ 1 , . . . , γ N in Γ for which the conditions of Definition 9 hold. One interest of this notion is that it is stable by direct products; better: if a group Γ contains a normal subgroup Γ ′ with the Powers property such that the quotient has the weak Powers property, then Γ has the weak Powers property (Propositions 1.4 and 1.5 in ). This has been used to establish that the groups P k /C k and B k /C k are simple for all k ≥ 3 (see and [BeHa-00]); here, B k stands for the Artin braid group on k strings, P k for its subgroup of pure braids, and C k for their common center (which is infinite cyclic).
The first part of the following proposition, from , implies in particular that the weak Powers property is strictly weaker than the Powers property. The second part shows one of the few group-theoretical properties we know of Powers groups. 14. Proposition. (i -due to Promislow) The direct product of two groups not reduced to one element is not a Powers group.
(ii) A Powers group contains a free semi-group on two generators.
Proof. (i) Consider first a group G and two subsets S, T of G with S ∩ T = ∅. If there exists two commuting elements x, y ∈ G such that x(G \ S) ⊂ S and y(G \ T ) ⊂ T , we claim that G = S ∪ T . Indeed, let z ∈ G\S; we have to show that z ∈ T . By hypothesis we have xz ∈ S ⊂ G\T and yxz ∈ T ⊂ G \ S. Now G \ S ⊂ x −1 (S) implies S ⊃ x −1 (G \ S), and similarly T ⊃ y −1 (G \ T ). Therefore, we have also x −1 yxz ∈ S ⊂ G \ T and z = y −1 x −1 yxz ∈ T . Let Γ and ∆ be two groups not reduced to one element. Choose f ∈ Γ, f = 1, and g ∈ ∆, g = 1. If Γ × ∆ was a Powers group, there would exist a partition Γ × ∆ = C ⊔ D and elements φ j = (γ j , δ j ), j = 1, 2, 3, such that
This would imply (γ 1 f γ
hence, by the first claim of the proof,
But this is impossible because (φ
(ii) Consider now a group G acting on a set X. Assume that there exists a non-empty subset D ⊂ X and elements a, b ∈ G such that
We claim that ab and a 2 b are the free generators of a free sub-semi-group of G. 
where r, s ≥ 0 and k 1 , . . . , k r , ℓ 1 , . . . , ℓ s ∈ {1, 2}. If r ≥ 1, we have a
It follows from Equality (*) that either r and s are both 0, or r and s are both positive and k 1 = ℓ 1 . It follows now by induction on the minimum of r and s that the two words of (*) are identical.
Let Γ be a Powers group. Choose a ∈ Γ, a = 1, such that a 2 = 1 (this is possible since Γ is not abelian). Set F = {a, a 2 }. There exist a partition Γ = C ⊔ D and elements γ 1 , γ 2 ∈ Γ such that the three intersections aC ∩ C, a 2 C ∩ C and γ 1 D ∩ γ 2 D are empty. Set
We can apply the weak form of the Ping-Pong Lemma, so that ab and a 2 b generate a free sub-semi-group.
More generally, the proof of (i) shows that a group which contains two commuting conjugacy classes not reduced to one element cannot be a Powers group.
Recall that a group which has non-abelian free subgroups cannot be amenable; it has been open for some time whether the converse holds (the question is implicit in and explicit in ), but we know now that it does not . We have already observed that a group which is not reduced to one element and which is C * -simple is not amenable; the following question is natural.
Questions. (i) Does there exist a Powers group which does not contain non-abelian free subgroups?
If the answer is negative, does there exist a group with the weak Powers property which does not contain non-abelian free subgroups? If the answer is negative, does there exist a group which is C * -simple and which does not contain non-abelian free subgroups?
(ii) Is a Burnside group of exponent n on k ≥ 2 generators C * -simple for n large enough?
Recall that Burnside groups of large enough exponents are icc (see Theorem 19 in [Ol's-91] for n odd), and are not Powers groups by Proposition 14.
Besides the weak Powers property of , as defined above, other notions reminiscent of the Powers property have been introduced. For example, Property (PH) of has the advantage to be stable by extensions, and is still strong enough to imply C * -simplicity. See also , , and .
Let us end this section by some historical information that we have learned from Kadison (see also ). In a conversation with him of 1949, Kaplansky asked whether any simple C * -algebra with unit other than C has a projection distinct from 0 and 1. In 1968, Kadison suggested to Powers to study this question for the reduced C * -algebra C * red (F 2 ) of the free group of rank 2. Powers showed within a week that it is simple (he published this seven years later). But it was only in 1982 that Pimsner and Voiculescu showed that 
Other examples of C * -simple groups
Let G be a non-compact simple connected real Lie group and let Γ be a Zariski-dense subgroup of G with centre reduced to one element. If G has real rank one, we can consider the action of Γ on the sphere at infinity of the hyperbolic space defined by G; then Γ contains enough hyperbolic homeomorphisms, and the argument of Proposition 11 shows that Γ is a Powers group.
If G has higher real rank, the action of Γ on an appropriate "boundary" does not give rise to hyperbolic homeomorphisms with two fixed points each; but there are elements acting in a rather simple way, with finitely many fixed points which are sources, sinks and saddle-type points. This simple dynamics can be used to show the following combinatorial property:
for any finite subset F of Γ \ {1}, there exist y 0 ∈ Γ and subsets U,
This property is sufficient to imply the following result, from [BCH2-94].
16. Theorem. Let G be a connected real semisimple Lie group without compact factors. Let H be a subgroup of G with trivial centre, whose image in the adjoint group of the Lie algebra of G is Zariski-dense, and let Γ be the group H with the discrete topology. Then Γ is C * -simple.
Theorem 16 shows for example that P SL n (K) is C * -simple for any n ≥ 2 and for K = Q, or more generally for K a number field.
The proof of Theorem 16 which is presently available is substantially longer than that of Theorem 13. A positive answer to the following question would provide a shorter proof, and be of independent interest. (For simplicity, we consider here torsion-free groups; for groups which have torsion, see .) 17. Question. Let Γ be a group as in Theorem 16; assume that Γ is torsion-free. Is it true that, for any finite subset F of Γ \ {1}, there exists y ∈ Γ such that, for every x ∈ F , the subgroup x, y of Γ generated by x and y is free of rank two?
The answer is "yes" if G has real rank one. The question makes sense for a Zariski dense subgroup Γ of a semisimple algebraic group G over a local field.
It is essentially a theorem of Fendler, and also a consequence of Theorem 16, that an irreducible Coxeter group which is neither finite nor affine is C * -simple. Let us revisit this result, since both the original article and a later article use a hypothesis which is not necessary (the extra ingredient we use below is a result of Vinberg). Consider -an irreducible Coxeter system (W, S), with a finite set S of generators, -the free real vector space E = R S on S, -the Tits form B on E, -the kernel E 0 = {v ∈ E | B(v, w) = 0 for all w ∈ E} of B, -the orthogonal group Of (E, B) of those linear automorphisms g of E such that B(gv, gw) = B(v, w) for all v, w ∈ E and gv = v for all v ∈ E 0 , -the geometric representation σ : W −→ Of (E, B), which is faithful (Tits theorem), -the non-degenerate symmetric bilinear form B ′ induced by B on the quotient space Let us state some hereditary properties of C * -simplicity.
Proposition. (i)
The direct product of two C * -simple groups is C * -simple. (ii) An inductive limit of C * -simple groups is C * -simple. (iii) In a C * -simple group, any subgroup of finite index is C * -simple. (iv) Let Γ be a group which has a C * -simple subgroup of finite index. Then Γ is C * -simple if and only if it is icc.
(v) A group Γ containing a C * -simple normal subgroup N with centralizer reduced to {1} is itself C * -simple. (vi) If Γ is a C * -simple group, both its automorphism group Aut(Γ) and the natural semi-direct product Γ ⋊ Aut(Γ) are C * -simple. (vii) There exist uncountably many C * -simple groups Γ with pairwise non-isomorphic C * red (Γ). Proof. For (i), see . For (ii), which is an exercise, (iii), and (iv), see . For (iii) and (iv), see also . For (v) and (vi), see For Γ a group as in one of Theorems 13 and 16, it is known that a reduced crossed product 10 A ⋊ red Γ is simple if and only if the only Γ-invariant two-sided ideals of the C * -algebra A are 0 and A. Thus, for example, if Γ is a torsion-free non-elementary hyperbolic group with Gromov boundary ∂Γ, the crossed product C(∂Γ) ⋊ red Γ defined by the action of Γ on its boundary is a simple C * -algebra; here, C(∂Γ) denotes the C * -algebra of complex-valued continuous functions on the compact space ∂Γ. More on these algebras in .
Observe that, if Γ is a group acting on a C * -algebra A, the condition that the only Γ-invariant two-sided ideals in A are 0 and A is always necessary for A ⋊ red Γ to be simple. If Γ is not a Powers group, this condition needs not be sufficient: when Γ = Z acts on C (which is C(point)), the reduced crossed product is C * red (Z) ≈ C(S 1 ) and is far from being simple.
A computational consequence of C
* -simplicity. The knowledge that a group is C * -simple is not only a qualitative result, but can sometimes be used in computations. Consider for example the natural measure-preserving action ofΓ = GL(2, Z) on the 2-torus T 2 , and the corresponding measure preserving action of Γ = P GL(2, Z) on the 2-sphere S 2 , which is the quotient of T 2 by the action of the centre ofΓ, as in . We claim that the natural unitary representationπ ofΓ in the space L 2 0 (T 2 ) of those functions ξ ∈ L 2 (T 2 ) such that T 2 ξ(t)dt = 0 is weakly contained in the regular representation λΓ. To check this, observe that the Fourier transform provides an isomorphism of L 2 0 (T 2 ) with ℓ 2 (Z 2 \ {0}). The groupΓ acts naturally on Z 2 \ {0}, and each orbit of this action can be identified with a coset spaceΓ/N for some amenable subgroup N ofΓ. The corresponding quasi-regular representation λΓ /N is weakly contained in the regular representation ofΓ (see the proof of Proposition 3). Consequently, the representation π, which is unitarily equivalent to an orthogonal sum of representations λΓ /N , is also weakly contained in λΓ.
It follows that the natural unitary representation π of Γ on
dν(x) = 0 and where dν(x) is the measure on S 2 which is the direct image of the Lebesgue measure dt on T 2 . On the other hand, it follows from Proposition 19.iv and Corollary 12.ii that P GL(2, Z) is C * -simple. Hence π(µ) = λ Γ (µ) for any finite measure (positive or not) on Γ. We refer to [BeHa-00] for details. Computations of norms like λ Γ (µ) , at least for positive measures on Γ, go back to Kesten's theorems on random walks on groups [Kes-59].
(ii) ϕ ρ ξ is a limit of diagonal matrix coefficients of σ, uniformly on compact subsets of G.
The proof of the equivalence is somehow technical, and we refer to Section 1 of Appendix F in [BeHV] .
II. Weak equivalence does not preserve irreducibility
Consider a group Γ which is not reduced to one element. The right-regular representation ρ Γ of Γ acts on the space ℓ 2 (Γ); it is defined by (ρ Γ (γ)ξ)(x) = ξ(xγ) for all γ, x ∈ Γ and ξ ∈ ℓ 2 (Γ). In the algebra of operators on ℓ 2 (Γ), the commutant of C * red (Γ) contains ρ Γ (Γ); it follows from Schur's lemma that λ Γ is reducible 11 . Assume moreover that Γ is icc. Then the representation λ Γ is factorial, by Lemma 5.3.4 of [RO-IV] . Recall that a representation π : G −→ U(H) of a locally compact group G is factorial if, for any π(G)-invariant decomposition H = H 1 ⊕ H 2 with H 1 = {0} = H 2 , there exists a non-zero G-intertwining operator from H 1 to H 2 ; equivalently, π is factorial if the von Neumann algebra W * π (G) generated by C * π (G) has a center reduced to the multiples of the identity (see Corollary 5.2.5 of [DC * -69]). Now, the kernel of any factorial representation of a separable C * -algebra is primitive, which means that is is also the kernel of an irreducible representation of the same algebra (Corollary 3 of Theorem 2 in [Dix-60], or Lemma 2 in [BeHa-00] and Proposition 4.3.6 in ). As a consequence, we have: 21. Proposition. For an icc group Γ, the left regular representation λ Γ , which is reducible, is weakly equivalent to an irreducible representation.
Let us describe other examples.
22
. Example: case of a lattice Γ in G = P SL 2 (R). For s ∈ R + , let π P r s denote the corresponding irreducible representation of the principal unitary series of G. We know that π P r s |Γ ≺ λ Γ , because π P r s ≺ λ G , and weak containment is stable by restriction; hence π P r s |Γ is weakly equivalent to λ Γ , because Γ is C * -simple. It is a particular case of the results of that the restrictions π P r s |Γ to the lattice Γ are irreducible and pairwise nonequivalent. Thus, for s = s ′ , the two representations π P r s , π P r s ′ are not weakly equivalent (because they are not unitarily equivalent, and G is of type I), but π provide irreducible ρ. Then the restrictions ρ|Γ are irreducible, pairwise non-equivalent , and all are weakly equivalent to λ Γ .
The next example is a remarkable result of Yoshizawa, rediscovered by Choi: see and , as well as Theorem VII.6.5 in .
24. Example. For a non-abelian free group, the universal representation π uni of Section 2 is weakly equivalent to an irreducible representation.
This can be extended to a few other cases, for example to free products of groups of the form Γ 0 * Z * (Z/2Z) or Γ 0 * Z * Z (where Γ 0 is an arbitrary countable group), or Γ 0 * Z (where Γ 0 is non-trivial, countable and amenable, see ). Observe also that, if Γ is an amenable icc group, its universal representation is weakly equivalent to its regular representation, and therefore weakly equivalent to an irreducible representation (Proposition 21); conversely, it is known that, if the universal representation of an amenable group is weakly equivalent to an irreducible representation, then the group is icc . However, we know very little in general:
25. Problem. Find other groups for which the universal representation is weakly equivalent to an irreducible one.
III. Diagonal and arbitrary matrix coefficients
It is important that the definition of weak containment involves diagonal matrix coefficients, and not arbitrary matrix coefficients. To show the difference, let us consider the left-regular representation λ Γ of a non-amenable finitely-generated group Γ.
Let A(Γ) be the set of all coefficients of the form
with ξ, η ∈ ℓ 2 (Γ); ifη is defined byη(γ) = η(γ −1 ), observe that ϕ ξ,η is the convolution ξ * η. It is a standard result that this set is a linear subspace of the commutative C * -algebra C 0 (Γ) of complex-valued functions on Γ vanishing at infinity (Page 218 in ).
On the one hand, since λ Γ ⊗ λ Γ is unitarily equivalent to a multiple of λ Γ (see e.g. Complement 13.11.3 in [DC * -69]), it is a consequence of the Stone-Weierstrass theorem that A(Γ) is a dense subalgebra of C 0 (Γ). [It is the so-called Fourier algebra of Eymard.] On the other hand, since Γ is not amenable, it follows from a classical result of Kesten that there is no sequence of diagonal matrix coefficients, namely no sequence of coefficients of the form (ϕ ξ n ) n≥1 , which can converge towards a constant function, uniformly on all finite subsets of Γ. Indeed, for S a finite set of generators of Γ such that S −1 = S, say of size |S| = d, Kesten has shown that the self-adjoint operator h = 1 d s∈S λ Γ (s) has spectrum contained in [−1, 1 − ǫ] for some ǫ > 0, namely that 1
for any unit vector ξ ∈ H. Hence there exists s ∈ S with ℜ (ϕ ξ (s)) ≤ 1 − ǫ. As ϕ ξ (1) = 1, this shows that the restriction of ϕ ξ to the finite set S ∪ {1} is bounded away from a constant function.
IV. Weak containment in the sense of Zimmer
Definition 7.3.5 of offers a different definition of weak containment. Consider two unitary representations ρ, σ of some group G. First, to a finite orthonormal set ξ 1 , . . . , ξ n of H ρ , we associate a continuous function
which is called a n-by-n submatrix of ρ. Define then ρ to be weakly contained in σ in the sense of Zimmer, and write ρ Z ≺ σ, if any submatrix of ρ is a limit of submatrices of σ, uniformly on compact subsets of G. Two unitary representations are weakly equivalent in the sense of Zimmer, written ρ
The definition of our Section 1 is that of Fell (see and 
V. Other notions of equivalence
In case they are both irreducible, two unitary representations ρ, σ of a second-countable locally compact group G which are weakly equivalent are also approximately unitarily equivalent relative to the compact operators, in the following sense: there exists a sequence of unitary operators (U n :
This follows from a deep result of D. Voiculescu ; see also Proposition VII.3.4 and Theorem II.5.6 in .
Note that there exist at least four notions of equivalence for two unitary representations ρ, σ of a second countable locally compact group G:
(i) unitary equivalence ρ ≈ u σ, (ii) weak equivalence ρ ∼ σ, (iii) approximate unitary equivalence relative to the compact operators ρ ∼ K σ,
In the particular case ρ and σ are irreducible, we have
for G of type I ⇐= ρ ∼ σ (see Part VII of the appendix).
VI. The dual of a group
Let A be a C * -algebra,Â the set of equivalence classes of irreducible representations of A, and P rim(A) the set of primitive two-sided ideals in A. As primitive ideals are precisely the kernels ofirreducible representations, there is a canonical mapping fromÂ onto P rim(A).
On P rim(A), there is a natural topology called the hull-kernel or the Fell-Jacobson topology, for which the closure of a subset S is defined to be the set of primitive ideals of A containing ∩ I∈S I. By definition, the spectrum of A is the setÂ together with the topology pulled back from the hull-kernel topology on the primitive ideal space. There are other definitions of the same topology; moreover, if A is separable, this topology is compatible with the appropriate "Mackey Borel structure" onÂ. (See Theorems 3.4.11 and 3.5.8, as well as Proposition 3.1.3, in [DC * -69] .) The unitary dualĜ of a second-countable locally compact group G is the spectrum of its maximal C * -algebra C * max (G). For irreducible representations ρ, σ of G, it follows from the definitions that ρ ≺ σ if and only if ρ ∈ {σ}, where the overline indicates closure with respect to the Fell-Jacobson topology.
VII. Groups of Type I
The following theorem, for its main part due to Glimm, is fundamental. See , § 9 of [DC * -69], Theorem 6.8.7 in , and (of which the last statement of the theorem below is a special case). In the particular case of the maximal C * -algebra of a second-countable locally compact group G, we can replace "irreducible representation of A" by "irreducible unitary representation of G" andÂ byĜ.
26. Theorem. Let A be a separable C * -algebra. The following properties are equivalent:
(i) the canonical mappingÂ −→ P rim(A) is a bijection, (ii) the image of any irreducible representation of A contains some non-zero compact operator, (iii) the image of any irreducible representation of A contains all compact operators, (iv) the von Neumann algebra generated by the image of any representation of A is of type I, (v) the appropriate Borel structure onÂ is countably separated, (vi) two irreducible representations of A are equivalent if and only if they are weakly equivalent, and they imply (vii) the spectrumÂ contains an open dense subset which is locally compact. Moreover, if A does not have these properties, for any injective factor M of type II ∞ or III, there exists a factorial representation ρ of A such that ρ(A) generates M .
A C
* -algebra which has the properties of Theorem 26 is said to be of type I. A second countable locally compact group G is of type I if C * max (G) is of type I. The equivalence of (ii) and (iv) in Theorem 26 can be reformulated as "a separable C * -algebra [respectively a separable locally compact group] is postliminary (in the sense of [DC * -69]) if and only if it is of type I". Separability is important here.
Groups of type I include compact groups, abelian groups, connected real Lie groups which are either nilpotent or semi-simple or real algebraic, the "(ax + b)-group" (the affine group over R) and various other soluble real Lie groups (characterized in ), p-adic linear groups which are either reductive or soluble , and large classes of adelic groups . A countable group is of type I if and only if it has a normal abelian group of finite index . There are soluble connected real Lie groups which are not of type I (some examples are described in § 19 of ).
The set of irreducible unitary representations modulo unitary equivalence of a second countable locally compact group has a natural Borel structure. There is an existence theorem according to which we can "decompose" any unitary representation in a separable Hilbert space as a direct integral of irreducible representations. For a group of type I, the Borel structure is standard and the direct integral decomposition in irreducible representations is essentially unique (Sections 8.5 and 8.6 in [DC * -69]). But this uniqueness fails completely for other groups; specific examples are worked out for the affine group over Q in Section 3.5 of and for the free group on two generators in Chapter 19 of .
If G is of type I, two irreducible representations of G are weakly equivalent if and only if they are unitarily equivalent. There are fairly large classes of examples for which we have a satisfactory description of the unitary dualĜ; two important examples (both for applications and for the history of the subject) are the real Heisenberg group and the group SL 2 (R). On the contrary, for any group which is not of type I, there is no reasonable description 12 of all irreducible unitary representations. A C * -simple group not reduced to one element is never of type I.
VIII. The reduced dual
The reduced dual of a second-countable locally compact group G is the spectrumĜ red of its reduced C * -algebra, or equivalently the space of those irreducible unitary representations of G which are weakly contained in λ G . The canonical embedding ofĜ red in the unitary dualĜ has a closed image, and is onto if and only if G is amenable.
When Γ is C * -simple, any irreducible representation inΓ red is weakly equivalent to λ Γ , andΓ red is the closure of any of its points! See Examples 22 and 23 for specific examples.
For more examples of irreducible representations of free groups which are weakly equivalent to the regular representation, see , , , and [BuHa-97, Proposition 4.1].
IX. The Dixmier property
Let A be a C * -algebra with unit 1 A . For a ∈ A, set
where conv indicates the norm-closed convex hull. Then A has the Dixmier property if C A (a) = ∅ for all a ∈ A. Dixmier has shown that a C * -algebra which has a tracial state and which has the Dixmier property has a unique tracial state and is simple (see , Chapter III, Sections 5. 1, 5.2, 8.5, and 8.6) . A result of shows that, if A has a unique tracial state tr (e.g. if A is the reduced C * -algebras of a Powers group), then C A (a) is reduced to a unique element, which is tr(a)1 A .
The main step in the proof of Theorem 13 shows that the set C A (U ), which is obviously inside the ideal I, contains an invertible element (where U is the element of the ideal I chosen at the beginning of the proof of Theorem 13). Since tr(U ) = tr 1 + x∈Γ,x =1 z x λ(x) = 1, we have indeed C A (U ) = {1 A }, and the strategy of the proof of Theorem 13 should not be surprising.
S. Popa has used his "relative Dixmier property" [Pop-00] to show Claims (iii) and (iv) of our Proposition 19.
X. On the icc condition
For a group Γ, denote by Γ f the union of the finite conjugacy classes of Γ. It is clearly a subgroup of Γ which is normal, indeed characteristic; let us check that Γ f is amenable.
It is enough to check that any subgroup ∆ of Γ f generated by a finite set {s 1 , . . . , s n } is amenable. Since the conjugacy class of each s j is finite (both in Γ and in ∆), the centralizer Z ∆ (s j ) of s j in ∆ is a subgroup of finite index; thus the intersection Z = 1≤j≤n Z ∆ (s j ) is also of finite index in ∆. Since Z is contained in the centre of ∆, the group ∆ contains a normal abelian subgroup of finite index, and is therefore amenable.
Recall from Footnote 8 that Γ is icc if Γ = {1} and Γ f = {1}. The icc condition implies a strenghtening of itself which can be useful on occasions : if a group Γ is icc and if F is any non-empty finite subset of Γ \ {1}, we claim that there exists an infinite sequence (γ j ) j≥1 in Γ such that, for each f ∈ F , the elements γ j f γ −1 j are pairwise distinct. Indeed, if Γ is icc, the centralizer Z Γ (f ) is a subgroup of infinite index in Γ for each f ∈ F . The claim follows because the group Γ cannot be a finite union of cosets with respect to subgroups of infinite index (see § 4 in ).
It follows from Proposition 3 that a C * -simple group is icc. The converse is far from being true; for example, the group Σ of permutations of finite support of an infinite countable set is clearly an icc group; it is also amenable (because it is locally finite), and therefore not C * -simple. The Murray and von Neumann lemma from [RO-IV] already quoted in Part II of the appendix shows that Γ is icc if and only if the von Neumann algebra W * (Γ) is a factor 13 of type II 1 ; thus, one could say that a group Γ not reduced to one element is W * -simple if and only if it is icc. Short of suggesting general necessary and sufficient conditions on Γ for C * red (Γ) to be simple, we would like to end this report by stating three problems. 27. Problem. Let Γ be the free product with amalgamation defined by two groups Γ 1 , Γ 2 and a common subgroup Γ 0 . Find necessary and 14 sufficient conditions for Γ to be icc, and for Γ to be C * -simple.
For the particular case of free products (Γ 0 = {1}), let us state the well-known solution of Problem 27:
13 Recall that a von Neumann algebra M is a factor if its center is reduced to the scalar multiples of the identity. It is a finite factor if, moreover, it has a tracial state. A factor of type II 1 is an infinite dimensional finite factor. In a factor of type II 1 , any two-sided ideal is trivial (Chapter III, Section 5.2 in ).
14 Short of this, find necessary or sufficient conditions! If neither Γ 1 nor Γ 2 is reduced to one element, the four following conditions on the free product Γ = Γ 1 * Γ 2 are equivalent:
(i) Γ is not the infinite dihedral group (Z/2Z) * (Z/2Z); (ii) Γ is icc; (iii) Γ is C * -simple; (iv) Γ is a Powers group. (Compare with Remark (viii) following Corollary 12.)
For the general case of Problem 27 (Γ 0 arbitrary), an almost obviously sufficient condition for Γ to be icc is that one at least of the two groups Γ 1 , Γ 2 is icc. There is a sufficient condition for Γ to be C * -simple in .
28. Problem. Let Γ be the HNN extension defined by a group Γ 1 and an isomorphism ϕ from a subgroup Γ 0 onto another subgroup Γ ′ 0 of Γ 1 . Find necessary and sufficient conditions for Γ to be icc, and for Γ to be C * -simple.
There are partial answers for the icc condition in [Sta] and [HaPr] . As a preliminary version of the present paper was circulating, Yves de Cornulier has characterized the free products with amalgamation Γ 1 * Γ 0 Γ 2 (with Γ 0 a proper subgroup of Γ 1 and Γ 2 ) and the HNN-extensions HNN(Γ 1 , Γ 0 , ϕ) which are icc. He has also characterized which of these have an amenable radical (see Question 4) reduced to one element [Cor-b] .
Let M be an orientable connected compact manifold of dimension 3 and let Γ denote its fundamental group; we assume that Γ is infinite. In case M is a Seifert manifold, it is classical that Γ contains an infinite cyclic normal subgroup, so that in particular Γ is not icc. We have shown that, conversely, if Γ is not the fundamental group of a Seifert 3-manifold, then Γ is icc (see [HaPr] , which contains also a discussion of the non-orientable case).
29. Problem. Let Γ be the fundamenal group of an orientable connected compact manifold of dimension 3 which is not the fundamental group of a Seifert 3-manifold. When is Γ C * -simple?
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