Abstract. We present an improved version of random projections that takes advantage of marginal norms. Using a maximum likelihood estimator (MLE), marginconstrained random projections can improve estimation accuracy considerably. Theoretical properties of this estimator are analyzed in detail.
Introduction
Random projections [1] have been used in machine learning [2] [3] [4] [5] [6] and many other applications in data mining and information retrieval, e.g., [7] [8] [9] [10] [11] [12] .
One application of random projections is to compute the Gram matrix AA T efficiently, where A ∈ R n×D is a collection of n data points ∈ R D . In modern applications, n and D can be very large hence computing AA T is prohibitive. The method of random projections multiplies A with a projection matrix R ∈ R D×k , which typically consists of i.i.d. N (0, 1) entries. 3 Let B = 
Therefore, one can compute pairwise distances in k dimensions, as opposed to D dimensions. When k min(n, D), the savings from O(n 2 D) to O(n 2 k + nDk) is enormous.
Random projections generate a small sketch (i.e., B) of the original data. B may be small enough to reside in the main memory. Operations such as query optimization or nearest neighbor searching can then be conducted on the much smaller space in the main memory, avoiding disk IO, which can be convenient for applications in databases, information retrieval, etc.
Our Results
We improve random projections by taking advantage of marginal norms, which we might as well compute, since they are useful and no harder to compute than the random projections. Given an n×D matrix A, it costs just O(nD) time to compute the marginal norms, considerably less than the O(nDk) time required for k random projections.
We will propose an estimator based on maximum likelihood. Some maximum likelihood estimators suffer from severe bias, slow rate of convergence toward normality, multiple roots, etc. These concerns will be addressed.
Some (approximate) tail bounds will also be presented, which can improve the current well-known tail bounds and consequently also improve some Johnson and Lindenstrauss (JL) embedding bounds in a practical sense. 4 
Random Projections Using Marginal Norms
Recall u i ∈ R D denotes data vectors in the original space and
denotes vectors in the projection space, where the projection matrix R ∈ R D×k consists of i.i.d N (0, 1) entries. We assume that the marginal norms, u i 2 , are known. As
we only need to estimate the dot product u T 1 u 2 . For convenience, we denote
The following lemma is proved in Appendix A.
with the moment generating function
where
The moment generating function may be useful for deriving tail bounds, from which one can hope to derive theorems similar to the JL-embedding bounds for v 1 − v 2 2 [13] [14] [15] . However, it is more difficult to derive practically useful tail bounds for v
One intuitive way to see this is via the coefficients of variations:
A straightforward unbiased estimator of the dot product a = u T 1 u 2 would bê
where the subscript "MF" stands for "margin-free." It is expected that if the marginal norms, m 1 = u 1 2 and m 2 = u 2 2 , are given, one can do better. For example,
where the subscript "SM" stands for "simple margin (method)." Unfortunatelyâ SM is not always better thanâ MF . For example, when a = 0,
We propose an estimator based on maximum likelihood in the following lemma, proved in Appendix B. This estimator has smaller variance than bothâ MF andâ SM . 
The variance ofâ Var(âMF ) = 0.2 implies that in order to achieve the same mean square accuracy, the proposed MLE estimator needs only 20% of the samples required by the current margin-free (MF) estimator.
Maximum likelihood estimators can be seriously biased in some cases, but usually the bias is on the order of O(k −1 ), which may be corrected by [16] 
verify that our proposed MLE has smaller variance than both the margin-free (MF) estimator and the simple margin (SM) method. Var (âMLE), Var (âMF ), and Var (âSM ) are given in (7), (4), and (5), respectively. We consider m2 = 0.2m1, m2 = 0.5m1, and m2 = 0.8m1, in panels (a), (b), and (c), respectively.
Eq. (10) indicates that when a = 0, the O(k −2 ) term of the asymptotic variance is
and a is very small, we might want to consider using (10) instead of (7) for Var(â MLE ). However, as we will show next, for very small k, there is also a multiple root problem in solving the cubic MLE equation (6).
Lemma 4. The cubic MLE equation (6) in Lemma 2 admits multiple real roots with a small probability, expressed as
. This probability is (crudely) bounded by
When a = m 1 = m 2 , this probability can be (sharply) bounded by
Although the bound (12) is crude, the probability of admitting multiple real roots in (11) can be easily simulated. Figure 2 shows that this probability drops quickly to < 1% when k ≥ 8.
To the best of our knowledge, there is no consensus on what is the best solution to multiple roots [17] . Because the probability of multiple roots is so small when k ≥ 8 while in the large-scale applications we expect k 10, we suggest not to worry about multiple roots. Also, we will only use the
. Figure 3 presents some simulation results, using two words "THIS" and "HAVE," from some MSN Web crawl data. Here u 1,j (u 2,j ) is the number of occurrences of word "THIS" (word "HAVE") in the jth page, j = 1 to D = 2 16 . As verified in Figure 3 , due to the existence of multiple roots at small k, some small bias is observable, as well as some small discrepancies between the observed moments and the theoretical asymptotic moments. When k ≥ 8, the asymptotic formulas forâ MLE are very accurate. Simulations show that Pr (multiple real roots) decreases exponentially fast with respect to increasing sample size k (notice the log scale in the vertical axis). After k ≥ 8, the probability that the cubic MLE equation (6) admits multiple roots becomes so small (≤ 1%) that it can be safely ignored in practice. Here a = a √ m 1 m 2 . The curve for the upper bound is given by (13).
Some Tail Bounds
Tails bounds are necessary for deriving JL-type bounds for determining the number of projections (i.e., k) needed in order to achieve a certain specified level of accuracy.
Recall u i ∈ R D denotes data vectors in the original space and v i ∈ R k denotes vectors in the projection space. The usual estimator for
The well-known Chernoff chi-squared tail bound gives (for any 0 < < 1)
from which a JL-embedding bound follows, using the Bonferroni union bound [15] :
i.e., if k ≥ k 0 , then with probability at least 1 − n −γ , for any two rows u i , u j from the data matrix with n rows, we have
As mentioned in [15] , the above bounds are tight. We will show that, from a practical point of view, using the marginal information can actually improve the bounds. 6 Since we know the exact distribution in this case, we might as well compute k exactly by iteratively solving a nonlinear equation:
which always outputs smaller k values than the JL-bound (e.g., by about 40% when = 0.5). Usingâ MLE , an MLE for d = u 1 − u 2 2 , would bê
Bothâ MLE andd MLE are asymptotically normal. It is well-known that for "small deviations," (e.g., small ) the asymptotic normality of MLE holds with high accuracy. We often care about the "small deviation" behavior because we would like the estimate to be close to the truth. However, when we estimate all pairwise distances simultaneously (as is considered in the JL-embedding bound), the Bonferroni union bound 7 may push the tail to the "large deviation" range hence assuming asymptotic normality could be a concern. On the other hand, the Bonferroni bound leads to larger k values; and larger k improves the accuracy of the asymptotic normality. Based on this (heuristic) argument, the asymptotic tail bounds ofâ MLE may be still useful in practice.
Normal Approximation
Based on the asymptotic normalityâ MLE ∼ N (a, Var(â MLE )), we can obtain
7 The Bonferroni bound is well-known for being too conservative, partly because it ignores the correlations. But the major problem is that the criterion is too stringent for large n (here we actually have
tests). A reasonable alternative is to allow a certain fraction of tests to fail [18, Chapter 9] . For example, if we allow at most 1/p tests to fail, we can solve for k from
(e.g., α = 0.05, p = 100) (18) 8 Of course, we can also use the exact normal tail probabilities instead of the upper bounds.
where ∼ ≤ indicates that bound holds only asymptotically. Similarly, the asymptotic normalityd MLE ∼ N (d, Var(d MLE )) yields
Note that
Var(âMLE ) ≥ 1 (unbounded), with equality holds when m 1 = m 2 = a. Therefore, as expected, we can obtain better bounds using marginal information. In practice, we have to choose some reasonable values for m 1 , m 2 and a based on prior knowledge of the data, or for the regions we are most interested in.
It would be interesting to see how normal approximation ond MF affects its tail bound. Assuming normality, i.e.,d MF ∼ N d, , we obtain
which agrees with the exact bound on the dominating 2 term. When applying normal approximations, it is important to watch out for the third moments, which, to an extent, affect the rate of convergence:
Some algebra can verify that
which means the third moment ofd MLE (andâ MLE ) is well-behaved.
Generalized Gamma Approximation
The normal approximation matches the first two (asymptotic) moments. The accuracy can be further improved by matching the third moment. For example, [19] used a generalized gamma distribution to accurately approximate the finite-dimensional behavior of the random matrix eigenvalues arising in some wireless communication channels. For convenience, we consider a ≥ 0 (true in most applications). Assuming −â MLE ∼ G(α, β, ξ), a generalized gamma distribution with three parameters (α, β, ξ), then
from which we can compute (α, β, ξ):
The generalized gamma distribution does not have a closed-form density, but it does have closed-form moment generating functions [19, (69 = 0.2808. Using the Chernoff inequality and assuming ξ > 1 (other cases are similar) , we obtain
Sign Random Projections
We give a brief introduction to "sign random projections," (i.e., only storing the signs of the projected data), and compare sign random projections with regular random projections. For each data point, sign random projections store just one bit per projection. There are efficient algorithms for computing hamming distances [14, 10, 11] . We will show that when the data are roughly uncorrelated, the variance of sign random projections is only about π 2 4 ≈ 2.47 of the variance of regular random projections, which store real numbers. With highly correlated data, however, sign random projections can be quite inefficient compared to regular random projections.
for vectors in the projection space. It is easy to show that [10] Pr
where θ = cos
is the angle between u 1 and u 2 . We can estimate θ as a binomial probability, whose variance would be
We can also estimate a = u T 1 u 2 fromθ if knowing the margins:
By the Delta method,â Sign is asymptotically unbiased with the asymptotic variance
provided sin(θ) is nonzero, which is violated when θ = 0 or π. In fact, when θ is close to 0 or π, due to the high nonlinearity, the asymptotic variance formula is not reliable. Regular random projections store real numbers (32 or 64 bits). At the same number of projections (i.e., the same k) , obviously sign random projections will have larger variances. If the variance is inflated only by a factor of (e.g.,) 4, sign random projections would be preferable because we could increase k to (e.g.,) 4k, to achieve the same accuracy while the storage cost will still be lower than regular random projections.
We compare the variance (Var (â Sign )) of sign random projections with the variance of regular random projections considering the margins (i.e., Var (â MLE )) by
which is symmetric about θ = π 2 . It is easy to check (also shown in Figure 4 ) that V Sign is monotonically decreasing in (0, . Note that the horizontal axis is in π.
When the data points are nearly uncorrelated (θ close to π 2 , in fact θ > π 5 could be good enough), sign random projections should have good performance. However, some applications such as duplicate detections are interested in data points that are close to each other hence sign random projections may cause relatively large errors.
Some Recent Progress On Random Projections
There is considerable recent interest in sparse random projections, proposed by Achlioptas [15] . It replaces the N (0, 1) entries in R with entries in
With s = 3, one can get a threefold speedup. We [20] recently proposed very sparse random projections by using s = √ D, to obtain a √ D-fold speedup. The analysis is based on the asymptotic properties of the projected data. For example, assuming bounded third moment on the original data, the projected data converge to normal at the rate of O 1 D 1/4 , which is sufficiently fast since D has to be large otherwise there would be no need of seeking approximate answers. The MLE proposed in this study is still useful in very sparse random projections.
The limitation of random projection is that it can not estimate multi-way distances nor can it estimate 1-norm distances. The authors' concurrent work [21] has proposed a new sketch-based sampling algorithm, which is capable of estimating two-way and multi-way distances in any norms. In particular, this algorithm provably outperforms random projections in boolean data and nearly independent data.
Conclusion
We propose a maximum likelihood estimator (MLE) for random projections, taking advantage of the marginal information, which can be easily computed at negligible incremental cost. This estimator has provably smaller variance than the current method; and therefore it can reduce the required number of projections.
A Proof of Lemma 1
is a sum of i.i.d. terms, where R j is the j th column of R. It is easy to show that (v 1,j , v 2,j ) are jointly normal with zero mean and covariance Σ (denoting m 1 = u 1 2 , m 2 = u 2 2 , and a = u
It is easier to work with the conditional probability:
from which we can get
Therefore,
The third moment can be proved similarly. In fact, one can compute any moments, using the moment generating function:
Here, we use the fact that
, a chi-squared random variable with one degree of freedom.
. By independence, we have proved that
. This completes the proof of Lemma 1.
B Proof of Lemma 2
From Appendix A, we can write down the joint likelihood function for {v 1,j , v 2,j } k j=1 :
where (assuming m 1 m 2 = a to avoid triviality)
which allows us to express the log likelihood function, l(a), to be
Setting l (a) to zero, we obtainâ MLE , which is the solution to the cubic equation:
The well-known large sample theory says thatâ MLE is asymptotically unbiased and converges weakly to a normal random variable N a, Var (â MLE ) = 1 I(a) , where I(a), the expected Fisher Information, is I(a) = −E (l (a)). Recall l(a) is the log likelihood function obtained in Appendix B. Some algebra will show that
Applying the Cauchy-Schwarz inequality a couple of times can prove
C Proof of Lemma 3
We analyze the higher-order properties ofâ MLE using stochastic Taylor expansions. We use some formulations appeared in [16, 22, 23] . The bias
which is often called the "Bartlett correction." Some algebra can show
The third central moment
The O(k −2 ) term of the variance, denoted by V 
implying that η and ζ are independent; and η + ζ ∼ χ 2 2k . Thus,
We also need to compute E T v
Expand (v Again, applying the conditional probability argument, we obtain E v 3 1,j v 2,j = 3am1 k 2 , from which it follows that
To this end, we have all the necessary components for computing E (l (a)) 2 .
After some algebra, we obtain E (l (a)) 2 = k 
