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Abstract 
Zhu, H., Fast methods for computing the values of the derivatives of a rational function, Journal of 
Computational and Applied Mathematics 39 (1992) 387-391. 
We give the relation between computing the -ralues of the derivatives of a rational function and solving a 
triangular Toeplitz system. Fast methods for solving the triangular Toeplitz system are shown in this paper. 
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1. Introduction 
For computing the values of the deriv-+i p ar.~,s of a rational function, a simple recursive method 
which is easy to verify and execute was presented in [2j. I- l1 this naper, more efficient methods _ 
are given. First, Section 2 presents the relation between computing the values of the derivatives 
of a rational function and solving a triangular Toeplitz system. Then in Section 3 fast methods 
for solving triangular Toeplitz systems are applied to this problem. 
2. Results 
Let P(X) be a polynomial of degree n and Q(x) a polynomial of degree m so that 
F(x) = P(d/Q( 1 x is a rational function. For computing the first I derivatives of F(x) at some 
point c where Q(c) # 0, we start by developing the polynomial P(X) into its Taylor series about 
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the point c using either the complete Homer scheme or the fast method with O(n) multiplica- 
tions and 0(n2) additions presented in [3], obtaining 
P(X)= iai(x-C)‘. 
i=O 
Smilarly, let 
Q(X) = 2 @i(x -c)i. 
i=O 
BAIIBUMB 1. For a given point c for which Q(c) # 0 and an arbitrav positive integer 1 there exist a 
polynomial W(x) of degree 1 in x - c and a polynomial R(x) in x - c such that the rational 
jimction P(x)/Q(x) can be expressed as 
P(x) R(x) 
-=W(x)+ Q(x)(X-C) 
1+1 . 
Q(x) 
(1) 
Lemma 1 can be easily proved by using induction. The process is similar to the one in [2]. 
Theorem 2. One can compute the values of the first 1 derivatives of a rational function by solving a 
(1 i 1) x (I+ 1) lower triangular Toeplitz system. 
Proof. It follows from (1) that 
P(x) = W(xjQ(xj +R(x)(x-c)? (2) 
For convenience we define ai = 0, i > n, and pi = 0, i > m. Assuming W(x) = Z:=odi(x - c)’ 
we get the coefficients of the polynomial W(x)Q(x) corresponding to the powers 0, I, . l . ,I of 
x-cas 
O~deg(W(x)Q(x))~m+l, 
deg( R(x)( x -c)‘+‘)=l+l+deg(R(x))~Z+l, 
deg( P( x)) = n 
and (2) we get the triangular Toeplitz system 
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PO 
632 Pl 
0 _ _ 
d0 
4 
d, = 
. . 
PO_ 
_d,_ 
(3) 
Note that for the case I > m, the lower triangular Toeplitz system (3) is banded. 
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By (l), we have 
P)(C) = P’(C) =k!&, k = 1, 2,. . ., 1. (4) 
Thecrem 2 follows from (3) and (4). •I 
3. Fast solution of lower triangular Toeplitz systems 
To compute the values of the derivatives of a rational function the main work is to solve the 
lower triangular Toeplitz system (3). Essentially, this is the task accomplished by the Euclidean 
algorithm. Effective methods for this task are known (see, for example, [1,4]). Here we show the 
result which is similar to the one in [4] and is applied to this problem as follows. 
Theorem 3. One can solve the i 1 + 1) X (1 + 1) lower triangular Toeplitz system (3) by using fast 
methods with the compkxity 
O((Z + 1) Log,(Z + 1)). 
Proof. For convenience, we assume I + 1 = 2k for some positive integer k. Let 
BO 0 
Pl PO 
. . 
. . 
. . 
It is well known that its inverse A-' is a (I + I) x (I + 1) lower triangular Toeplitz matrix. Let 
. 
. 
71 
and X=(qo, ql,.-, q2k__ JT. Then X, which is used to form A- l, is the solution to the lower 
triangular Toeplitz system 
fl=e2k, (9 
where e2k = (1, 0,. . . , O)T is a vector of order 2”. To apply a doubling (or divide) technique to 
the solution of the system (5), we partition (5) into the block form 
[“,’ ll][cj = [‘C’]y (6) 
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where A, is the 2 k - 1 x 2”- ’ lower triangular Toeplitz matrix, B is the 2 ‘- * X Zk - ' Toeplitz 
matrix and e,lt-! = (1, 0, . . . , OJT is the vector of order 2k- *. From (6) we have 
A& = e24-I, 
X2= -A, ‘BX,. 
(7) 
Clearly, (7) can be used as the basis of a doubling strategy. At each step we only have to 
rform the matrix-vector multiplication twice, which can be done via fast Fourier transform. If 
T(2k) denotes the complexity required to invert A, then 
T(2k) = T(2k-‘) + O((k - 1)2k-1). (8) 
By (S), recursively we obtain 
T(2k) = T(2k-2) + O((k - 2)2k-2) + O((k - 1)2k-1) 
= . . . = T(2l) + 0(1 l 2’) + 0(2 l 2*) + l l l +O((k - 1)2k-1) 
= T(2*) + 0(1 l 2l+ 2 l 2’ + l l l +(k - 1)2k-1) 
=0(2=(k-1)2k-1-2=2k-1+2) 
= O(k = 2k) = O((I + 1) Log2(I+ 1)). (9) 
From (9) we know that OW + 1) Log2(1 + 1)) operations are required to obtain ,4-l. Having 
computed A-‘, the solution A-l&, aI, . . . , CL,)~ of (3) can be calculated in only O((Z + 
1) Log2(1 + 1)) operations by using the tast Fourier transform. This completes the proof of 
Theorem 3. 0 
Remark 4. For the case I > m, the lower triangular Toeplitz system (3) is banded. Some 
techniques can be employed in order to use the fast meLnod presented in the proof of Theorem 
3 efficiently. For example, if I + 1 - s(m + l), s being some positive integer, we block the 
system (3) as follows: 
1 A0 Al A, Al 
0 
L 
where 
A,= 
PO 
Pl 
I32 
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. 
. 
. 
Iin 
A0 
. . 
. . 
. 
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DO Uo 
4 4 
D, = lJ2 
. . . 
Da S-l us:, 
0 
P* PI PO 
w-0 
and 
A, = 
Dj = 
0 Pm 
0 
0 
d- ’ 
Jm +i 
d jm+j+l 
. . 
d- - Jm+j+m 
From (lo), we get 
D, =A;‘&-,, 
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, q= 
cujm +j 
ajm +j+ 1 1 m . . . tX. +j+m 
391 
(11) 
Ai’ can be obtained by using the fast method shown in Theorem 3. And then the matrix-vector 
multiplication is performed via fast Fourier transform. 
Remark 5. For a large I the procedure given in the proof of Theorem 3 is more efficient than 
Rokne’s. For a small I, we can use the usual forward substitution method for solving the system 
(3) and it is as efficient as Rokne’s. 
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