A series of time-dependent three-dimensional ͑3D͒ computations of a lid-driven flow in a cube with no-slip boundaries is performed to find the critical Reynolds number corresponding to the steady-oscillatory transition. The computations are done in a fully coupled pressure-velocity formulation on 104 3 , 152 3 , and 200 3 stretched grids. Grid-independence of the results is established. It is found that the oscillatory instability of the flow sets in via a subcritical symmetry-breaking Hopf bifurcation at Re cr Ϸ 1914 with the nondimensional frequency = 0.575. Three-dimensional patterns in the steady and oscillatory flow regimes are compared with the previously studied two-dimensional configuration and a three-dimensional model with periodic boundary conditions imposed in the spanwise direction.
I. INTRODUCTION
Lid-driven cavity flow is a classical benchmark problem for verification of numerical methods of incompressible fluid dynamics. The problem is known to get harder with increase of the Reynolds number because smaller-scale vortices must be accurately resolved. Ghia et al. 1 and Schreiber and Keller 2 were among the first who reported steady flow calculations of benchmark quality. At about the same time, the pioneering works of Burgraf 3 and Pan and Acrivos 4 attracted more interest to confined recirculating flows. Most previous studies, which are not reviewed here, were devoted to the twodimensional problem. At the same time several early studies, e.g., Refs. 5 and 6, reported the first description of threedimensional vortical structures and end-wall effects. Later, after grid resolution and numerical accuracy were significantly improved, even more accurate solutions of the twodimensional problem were obtained, among which one would mention the benchmark quality results computed by spectral methods. 7, 8 The study of the three-dimensional lid-driven cavity flow was started by Davis and Mallinson 9 and Goda. 10 Later, Freitas et al. 6 demonstrated the three-dimensional character of the flow, and Koseff and Street 11 pointed out threedimensional effects near the end-walls of a finite-size system that always exists in a laboratory setup. Other threedimensional studies focused mainly on numerical techniques and the flow structure topology, [12] [13] [14] [15] [16] [17] [18] [19] but did not report results of benchmark quality. The first benchmark-quality solution on the three-dimensional flow at Re= 10 3 was reported by Albensoeder and Kuhlmann. 20 More recently threedimensional steady flows were computed by Turner et al. 21 for Re number up to Re= 865 and by Sun et al. 22 for Re= 1000 mainly for the purpose of code verification.
Stability of the lid-driven cavity flow was studied mainly for the two-dimensional configuration, e.g., in Refs. [23] [24] [25] [26] [27] , yielding Re cr,2D Ϸ 8000. Being important for twodimensional ͑2D͒ codes benchmarking, these results strongly overestimate the stability limit of a realistic 3D flow. Thus, Ramanan and Homsy 28 and later Theofilis, 29 Albensoeder et al., 30 and Theofilis et al. 31 showed that the critical Reynolds number becomes an order of magnitude smaller if three-dimensional perturbations periodic in the third direction are superimposed on the purely two-dimensional flow. An attempt to study three-dimensional flow structures was undertaken in a series of benchmark exercises. 32 However, as was already stated by Albensoeder and Kuhlmann, 20 the results remained inconclusive due to a significant disagreement between numerical solutions obtained by different methods at different resolutions.
After transition to unsteadiness, with further increase of the Reynolds number, the flow becomes turbulent. Only Leiriche and Gavrilakis 33 and Bouffanias et al. 34 studied strongly supercritical 3D flows at Re= 10 4 and larger. Stability of flow in a three-dimensional lid-driven cavity was studied only for spatially periodic spanwise boundary conditions, 28, 35, 36 for which the base flow remains twodimensional. Beya and Lili 37 investigated three-dimensional incompressible flow in a two-sided nonfacing lid-driven cubical cavity. They observed transition to unsteadiness via a Hopf bifurcation at ReϷ 540. Their periodic solution was obtained on a rather coarse 64 3 grid, which may be insufficient to resolve both the flow and the most unstable eigenvector. To the best of our knowledge, stability of a developed 3D flow in a box all of whose boundaries are no-slip using denser grids ͑100 and more nodes in the shortest direction͒ is still a challenge and has not been addressed.
In this study we compute the critical Reynolds number corresponding to the transition to unsteadiness in the liddriven cubic cavity with no-slip boundaries. The stability results are revealed from a series of time-dependent solutions of the full three-dimensional problem using 104 3 , 152 3 , and 200 3 stretched grids. The calculations are performed in a fully coupled pressure-velocity formulation using the multigrid technique with the analytical solution accelerated coupled line Gauss-Seidel ͑ASA-CLGS͒ smoother. 38 We show that the critical Reynolds number is about two times larger than that obtained for the periodic spanwise boundary conditions. However, it is significantly smaller than one corresponding to the two-dimensional model. Applying the Richardson extrapolation we estimate the critical Reynolds number as Re cr Ϸ 1914. We present arguments showing that the transition to unsteadiness takes place via a subcritical Hopf bifurcation, so that the resulting oscillatory flow looses the symmetry with respect to the cavity midplane.
II. FORMULATION OF THE PROBLEM
A cubic lid-driven cavity with the side of length L is considered. The upper boundary moves with a constant velocity U in the x direction, while all other boundaries are stationary. The no-slip boundary conditions are applied on all the boundaries ͑see Fig. 1͒ . The flow is described by the continuity and momentum equations,
where dimensionless variables are velocity u͑u , v , w͒, pressure p, and time t. The equations are rendered dimensionless using the scales L, U, t = L / U, and P = U 2 for length, velocity, time, and pressure, respectively. Here is the fluid density. The Reynolds number is defined by Re= UL / , where is the kinematic viscosity. The flow region is defined in the dimensionless Cartesian coordinates x, y, and z each of which varies between Ϫ0.5 and 0.5 ͑Fig. 1͒.
III. NUMERICAL METHOD
The numerical technique used in this study is based on a finite volume discretization of the governing equations. The numerical solution is obtained in a fully pressure-velocity coupled formulation using the multigrid with ASA-CLGS smoother. The whole numerical approach is described in Ref. 38 . Here we only give some general remarks related to the algorithm convergence and scalability properties in order to outline the ability of our approach to reveal the critical Reynolds numbers by performing fully three-dimensional time-dependent calculations.
The main feature of the ASA-CLGS smoother, which drastically increases the algorithm scalability, is the existence of an analytical solution for the entire column ͑row͒ of finite volumes characterized by a local computational complexity of O͑5N͒, where N is a total number of pressure and velocity corrections associated with the given column ͑row͒. 38 This allows a two-dimensional virtual topology to be used for the three-dimensional configuration where each CPU is responsible for its subdomain consisting of L ϫ M columns in x and z directions, respectively. Using a staggered grid together with the smoother based on a block Gauss-Seidel iteration limits, the minimal subdomain dimension to 3 ϫ 3. This fact together with the resolution of the multigrid coarsest grid determines the maximum number of CPU cores that may be involved in the analysis for a certain grid. Thus, the maximum number of cores is restricted mainly by a resolution of the coarsest grid. Therefore, the general strategy of the analysis is to use the multigrid approach only when going from the steady state to the oscillatory regime, by rapidly increasing Re. Once the oscillatory regime is reached and changes between two consecutive time steps for all variables become very small, the calculations are performed only on the finest grid, which is done on the maximum possible number of CPU cores. Note that the number of cores is taken to be a power of 2 to yield the highest efficiency of a massively parallel platform. The characteristic times needed to perform a single time step using 1024 Intel Xeon Gainestown CPUs are 25.7, 47, and 66.9 ms for the 104 3 , 152 3 , and 200 3 grids, respectively. It should be noted, however, that these values may vary depending on number of iterations needed to reach convergence.
IV. RESULTS AND DISCUSSION

A. Steady flows
The steady state results were obtained for Reynolds numbers 10 3 , 1.5ϫ 10 3 , and 1.9ϫ 10 3 using stretched staggered grids with an equal number of finite volumes in each direction 104, 152, or 200. The zero-grid-step limit of the results was then calculated using Richardson extrapolation for each pair of grids. We observed that the results of Richardson extrapolation based on the 104 3 showed that the steady flow state remains stable and symmetric with respect to reflection in the cavity midplane z = 0, which is a clear sequence of the symmetric problem geometry. An illustration is presented in Fig. 4 , where v z ͑z͒ profiles are shown for Re= 1.5ϫ 10 3 . Note that the z direction is orthogonal to the main circulation plane and corresponds to the spanwise coordinate of the two-dimensional problem ͑Fig. 1͒. The three profiles correspond to the lines passing through centers of the primary and two secondary eddies ͓see Fig. 5͑a͔͒ . As expected, all profiles are antisymmetric with respect to the cavity midplane z = 0, where z-velocity is zero. This means, in particular, that in the case of steady flow fluid particles located in the midplane z = 0 never leave it. At the same time, the particles located close to the midplane near the centers of the main and secondary eddies attain a significant motion in z direction ͓Figs. 5͑b͒ and 5͑c͔͒. It is seen that in the vicinity of eddy centers, the particles exhibit a spiraling motion. One observes that in the ͑x, y͒ plane the particles spiral outward from the main eddy center ͓Fig. 5͑b͔͒ and tend to flow "inside" it from both spanwise directions. Both secondary eddies located in the right and left lower corners ͓Fig. 5͑c͔͒ are characterized by a spiraling motion toward the eddy centers, while the fluid tends to leave the centers in both spanwise directions. The appearance of flow in the spanwise direction is a clear effect of the no-slip boundaries z = Ϯ 0.5. The drop in the x-and y-velocity values between the midplane and the boundaries necessarily leads to the appearance of a nonzero z-component of pressure gradient, which, in turn, drives the 
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Oscillatory instability of a 3D lid-driven flow in a cube Phys. Fluids 22, 093602 ͑2010͒ flow in the z direction. The latter represents a qualitative difference between two-and three-dimensional configurations when flow near the midplane is compared with the 2D model. Note that since v z is an odd function of z, the derivatives ‫ץ‬v z / ‫ץ‬z do not vanish at the midplane ͑Fig. 4͒, which necessarily means that other velocity components at the midplane flow do not coincide in 2D and 3D models, in spite of the zero v z value. In general, when all boundaries are no-slip, all three velocity components are nonzero, which, in particular, as is shown in Sec. IV B, strongly affects the flow stability properties.
B. Transition to unsteadiness and oscillatory flow regimes
In the following we assume that transition to unsteadiness takes place via a Hopf bifurcation at Re= Re cr . This means that at Re= Re cr the spectrum of the problem linearized about the steady state contains a single pair of leading eigenvalues Ϯ i cr , whose real part crosses the zero value. Apparently, Ͻ 0 corresponds to subcritical flows at ReϽ Re cr and Ͼ 0 to supercritical flows at ReϾ Re cr . If, additionally, at Re= Re cr ‫ץ͑‬ / ‫ץ‬Re͒ 0, the conditions of the Hopf theorem hold and the flow in the vicinity of bifurcation point can be described as
where v 0 ͑Re cr ͒ is the steady state at the critical point and V is the eigenvector corresponding to the leading eigenvalue = i cr . In the case of supercritical Hopf bifurcation, the oscillation amplitude , as well as the deviation of the oscillations frequency from its critical value − cr , is proportional to ͱ Re− Re cr ͑see Ref. 39͒. The dependence ϳ ͱ Re− Re cr yields a convenient way to estimate Re cr from a sequence of oscillation amplitudes of several slightly supercritical flows. Our calculations for the problem considered here revealed a sudden increase of the oscillation amplitude from slowly decaying at ReϽ Re cr to a finite value at ReϾ Re cr . This is evidence for the subcritical bifurcation for which Eq. ͑3͒ describes an unstable solution branch for ReϽ Re cr , which cannot be obtained via the time-dependent computations. Thus, to estimate the critical Reynolds number, we cannot rely on the amplitude growth rates and can use only a series of calculations corresponding to subcritical flow regimes that exhibit oscillations with decaying amplitudes. Thus, assuming that the oscillations of a function f͑t͒ decay proportionally to exp͓͑ + i͒t͔, Ͻ 0, one can calculate the value of as
where t k denotes the instants of time at which f͑t͒ has local maxima, i.e., fЈ͑t k ͒ =0, fЉ͑t k ͒ Ͻ 0 for k =1,2,3,.... Calculating values of for two subcritical values of Re, we obtain the value of Re cr by extrapolating to zero. Clearly, the times t k must be long enough, so that all the disturbance modes except the most dangerous one will have already decayed to zero. Table I shows amplitude maxima at different times and decay rates calculated using Eq. ͑4͒. One observes that the decay rates are accurate in the third decimal digit, which makes us confident in the following estimation of Re cr . 
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Yu. Feldman and A. Yu. Gelfgat Phys. Fluids 22, 093602 ͑2010͒ Figure 6 illustrates a typical temporal evolution of v x at a fixed spatial point, which is shown as the deviation from the steady state solution v x ͑0͒ calculated at the same Reynolds number, Re= 1900, on a 200 3 grid. The point ͑Ϫ0.34, Ϫ0.345, 0͒, at which the signal is monitored, is chosen close to the location of maximum v x amplitude ͑see Fig. 10͒ . Fourier analysis of the signal shows that the oscillations are characterized by a single dimensionless angular frequency equal to 0.575 ͓Fig. 6͑b͔͒. Since only one frequency is observed in the spectrum, we conclude that all disturbance modes except the leading one have decayed sufficiently, so that Eq. ͑4͒ can be used for calculation of decaying rate of the leading eigenmode. One observes an exponential decay of the amplitude of oscillation estimated as ϳe 3 grid for Re= 1920 starting again from a snapshot calculated at Re= 1970. All simulations resulted in oscillatory regimes, thus supporting the assumption about the subcritical character of the bifurcation. It was also found, independent of the grid resolution, that a periodic flow obtained for Re= 1970 converges to a steady state when the Re number is abruptly reduced to Re= 1900. This estimates the depth of hysteresis of the subcritical bifurcation, which appears not to be very deep.
To provide more evidence for grid convergence, we show the time evolution of the total kinetic energy calculated at Re= 1970 for all three grids considered ͑Fig. 7͒. It is seen that the period of oscillation remains grid-independent. The maximum deviation between the kinetic energy values cal- Note also that in the central part of the cross-section, the flow almost does not change. We observe also larger areas with positive values of v z than with negative ones, which indicates that the reflection symmetry is broken. More details on both observations are given and discussed below.
To provide some quantitative data on the threedimensional flow oscillations, we present several characteristic profiles of velocity components taken at times corresponding to the maximal and minimal values of the total kinetic energy ͑Fig. 9͒. The profiles are plotted along the same lines as for the steady flow in Fig. 2 and additionally in the orthogonal midplane along the centerline ͑0,0,z͒. It can be seen that amplitudes of the x-and y-components near the cavity center are small relative to their average values. At the same time the relative amplitude of the spanwise z-component is large while its momentarily values remain small. This observation supports the assumption that, despite their small values, the midplane spanwise velocity may play a significant role in the instability onset.
Qualitative differences in the transition from steady to oscillatory 2D and 3D lid-driven flows can be illustrated additionally by the absolute values of velocity perturbations and amplitudes for two-and three-dimensional configurations, respectively ͑Fig. 10͒. Note that the most unstable perturbation is represented by the eigenvector of the linearized problem that corresponds to the leading eigenvalue. Absolute value of the complex eigenvector coincides, to within multiplication by a constant, with the amplitude of a branching oscillatory flow ͓see Eq. ͑3͔͒. This allows us to compare the 2D most unstable perturbation ͑calculated as the eigenvector of the corresponding linearized problem 8, 40 ͒ with the distribution of amplitudes of the developed oscillatory flow. It should be emphasized, however, that because of the subcritical character of the observed 3D bifurcation, the amplitudes reported in Figs. 10͑c͒ and 10͑d͒ do not correspond to the eigenvector. In the 2D case the maximum values of the perturbations of v x Ј and v y Ј are located close to the cavity upper left corner at the interface between the secondary and primary eddies ͓Fig. 10͑a͒ and 10͑b͔͒. In the 3D case the transition takes place at significantly lower Re cr , where the secondary upper eddy does not exist yet ͓Fig. 10͑c͒ and 10͑d͔͒. Moreover, the maximum amplitudes of v x and v y are not located close to each other as is observed for the 2D configuration. We observe that maximum amplitudes of oscillation are located between the primary eddy and two different secondary eddies: one located in the lower left corner and another one in the lower right corner, for the amplitudes of v x and v y , respectively ͓Fig. 10͑c͒ and 10͑d͔͒. Thus, for both 2D and 3D configurations the instability causes strong flow oscillations between the main and secondary vortices, as reflected in oscillations shown in Fig. 8 . In the case of 3D instability these oscillations are located between the main : ͑a͒ t = 0 corresponds to a global maximum of the total kinetic energy E k ; ͑b͒ t = 2.9 corresponds to a local minimum of the total kinetic energy E k ; ͑c͒ t = 4.8 corresponds to a local maximum of the total kinetic energy E k ; ͑d͒ t = 7.8 corresponds to a global minimum of the total kinetic energy E k . vortex and lower secondary vortices, while in the case of 2D instability, the largest oscillation amplitudes are observed between the main and upper secondary vortex. Isosurfaces of oscillation amplitudes of the three velocity components are presented in Fig. 11 for developed oscillatory flow at Re= 1970. The amplitudes correspond to the maximum absolute value of the velocity components attained at each grid point over several oscillation periods. The isosurfaces confine the areas at which amplitude values are not less than 25% of the maximal amplitude of the corresponding velocity component. As expected, the spatial pattern of the amplitude values is reflection symmetric with respect to the cavity midplane z = 0, where amplitudes are the largest. In agreement with the snapshots shown in Fig. 8 , the largest amplitudes are observed near the x = −0.5 boundary. The three-dimensional amplitude patterns are similar to those reported by Theofilis et al. 31 and Chicheportiche et al. 35 for a 3D lid-driven box with periodic spanwise boundaries ͑cf. 
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Oscillatory instability of a 3D lid-driven flow in a cube Phys. Fluids 22, 093602 ͑2010͒ boundaries ͑Fig. 11͒, which is a result of the increasing viscous damping. This additional viscous damping leads to the flow stabilization, so that the critical Reynolds number is approximately twice that of the periodic boundary condition model. As mentioned above the transition from steady to oscillatory flow is followed by symmetry-breaking with respect to the cavity midplane. This is illustrated in Fig. 12 showing the time evolution of v z component at the midplane point ͑Ϫ0.391, 0.395, 0͒. In a subcritical state, at Re= 1900, the decaying oscillations eventually converge to zero, thus indicating that in a stable steady regime there is no flow though the midplane. In a supercritical state, at Re= 1970, we observe not only oscillations of v z , showing that the flow through the midplane takes place, but also a nonzero average value of these oscillations. The latter means that after the abrupt steady-oscillatory subcritical transition, at the Reynolds number slightly above the critical, the resulting time-averaged flow is also asymmetric. Since the amplitude of the resulting oscillatory flow is finite, this asymmetry may be a nonlinear effect.
V. CONCLUSIONS
The transition from steady to oscillatory state of the liddriven flow in a cubic cavity was studied by time-dependent three-dimensional computations on three successive grids of 104 3 , 152 3 , and 200 3 nodes. Grid-independence of the results was established. It was shown that in the stable steady subcritical regimes, the flow remains symmetric with respect to the midplane with no cross-flow through it. At the same time we have argued that the steady three-dimensional flow differs from the corresponding two-dimensional one even at the midplane, and showed that close to the midplane, fluid particles attain the third velocity component.
The present time-dependent computations showed that the oscillatory instability of the lid-driven flow in a cube with the no-slip walls takes place at Re cr Ϸ 1914 with a dimensionless frequency cr = 0.575. The value of the critical Reynolds number is estimated via Richardson extrapolation and is expected to be correct to three decimal places. The three reported digits of the frequency value remained unchanged for all the grids considered. Based on the observed single-frequency decaying oscillations in the subcritical regime, an abrupt transition to a finite oscillation amplitude with a slow increase of the Reynolds number, and persistent oscillations observed after the Reynolds number was decreased from supercritical to subcritical values, we argued that the instability sets in via a subcritical Hopf bifurcation. It was also observed that the transition from steady to oscillatory state is followed by a breaking of the symmetry with respect to the cavity midplane.
