Abstract. We consider the one-dimensional cubic fractional nonlinear Schrödinger equation
, 1q and the operator p´∆q σ is the fractional Laplacian of symbol |ξ| 2σ .
Despite of lack of any Galilean-type invariance, we construct a new class of traveling soliton solutions of the form upt, xq " e´i tp|k| 2σ´ω2σ q Q ω,k px´2tσ|k| 2σ´2 kq, k P R, ω ą 0 by a rather involved variational argument.
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Introduction
This paper is devoted to the investigation of the one-dimensional cubic focusing fractional nonlinear Schrödinger equations (NLS) iB t u´p´∆q σ u`|u| 2 u " 0, (NLS σ )
where σ P p 1 2 , 1q. The fractional Schrödinger equations have been introduced by Laskin [Las02] in the context of quantum mechanics, generalizing the Feynman integral using Levy Date: January 8, 2015.
1 processes (see [Ber96] for an account on Levy processes). Moreover, the fractional NLS has been investigated in [CHHO13, HS14, COX11, GW14, CHKL14, FL13, FLS] (see also references therein).
The goal of the present work is to construct a family of traveling solitons for the fractional NLS.
In the Laplacian case (σ " 1), traveling solitons can be formed easily by boosting up static solitons by the Galilean transformation. Precisely, a static soliton for the cubic NLS is given by e itω 2 Q ω pxq with ω ą 0, where Q ω pxq " ? 2ω sechpωxq is the ground state for the nonlinear elliptic equation´∆ u`ω 2 u´|u| 2 u " 0.
Then, since the equation is invariant under the Galilean transformation upt, xq Þ Ñ e´i t|k| 2 e ik¨x upt, x´2tkq, k P R, boosting up a static solution, we obtain a traveling soliton e´i tp|k| 2´ω2 q e ik¨x Q ω px´2tkq
at a velocity of 2k.
In the fractional case, the ground state Q ω for the elliptic equation
is known to exist when 1 4 ă σ ă 1 [FL13, Proposition 1.1], and thus e itω 2σ Q ω pxq is a static soliton solution to the fractional NLS. However, contrary to the Laplacian case, one cannot construct a traveling soliton simply by boosting up a static soliton, since the equation does not have any exact Galilean-type invariance due to the non-locality of the fractional Laplacian p´∆q σ .
Nevertheless, as observed in [HS14] , the fractional NLS is almost invariant under the pseudo-Galilean transformation upt, xq Þ Ñ e´i t|k| 2σ e ik¨x upt, x´2tσ|k| 2pσ´1q kq (1.2) for smooth solutions. Therefore, it is still natural to consider an ansatz of the form
which will lead to a natural family of moving solitons with frequency ω and speed k. The profile Q ω,k then solves the pseudo-differential equation
where
In this paper, we establish existence of a solution Q ω,k to the equation (1.4) and the traveling soliton e itω 2σ Q ω,k pxq for the fractional NLS. Theorem 1.1. Let σ P p 1 2 , 1q. For any k P R, there exists Q ω,k P H 1 pRq solving (1.4) for some ω ą 0. Furthermore, we have Q ω,k P C 8 pRq.
The key observation to prove the theorem is that the pseudo-differential operator P k is an elliptic operator. Indeed, P k is a Fourier multiplier, y P k f pξq " p k pξqf pξq, with the symbol
So, we have p k p0q " 0. Differentiating p k pξq, we get
(1.5) Thus, p k pξq is non-negative for all ξ.
This fact allows us to apply the variational approach as in [?] for instance. It is however more involved, since the symbol of the operator P k can be described differently according to low and high frequencies. Indeed, by (1.5), we find the asymptotics of the symbol p k pξq:
Therefore, the operator P k behaves like p´∆q σ in high frequencies, and it behaves like σp2σ´1q|k| 2σ´2 p´∆q in low frequencies. Taking the inhomogeneity of the operator P k , we will introduce a new Weinstein functional W (see (2.3)) associated with the Gagliardo-Nirenberg type inequality (Theorem 2.1), and then we will achieve the existence of a profile Q ω,k as a minimizer for the functional W.
Remark 1.2. Our proof does not allow to treat the case σ P p0, 1 2 s, since the operator P k becomes degenerate. Indeed, the symbol of P k is not positive definite. In particular, the second derivative of the symbol vanishes when σ " It is easy to check that if uptq solves the fractional NLS, then the profile Q v solves a time-independent equation that is elliptic if |v| ă 1, while it is not elliptic if |v| ě 1. As mentioned above, when σ " 1 2 , one cannot construct a traveling soliton using the ansatz (1.3). However, when σ P p 1 2 , 1q, the ansatz (1.7) is not appropriate, since in this case, Q v solves the non-elliptic equation. We also remark that contrary to the half-Laplacian case, if σ P p 1 2 , 1q, one can construct traveling solitons at any speed.
2. Reduction to the Case k " 1, Gagliardo-Nirenberg Inequality for P 1 and Minimization Problem
For notational conveniences, we drop the index ω in Q ω,k . Let Q k pxq " |k| σ Q 1 pkxq. Then, by scaling, one has
Hence, Q 1 solves
Therefore, without loss of generality, we reduce our study to the case k " 1. Now we state the Gagliardo-Nirenberg inequality associated with the operator P 1 .
Theorem 2.1 (Gagliardo-Nirenberg inequality for P 1 ). For θ P p0, 1q, we have
where α " αpσq " 1{ a σp2σ´1q.
Proof. By Young's inequality a 1´θ b θ ď p1´θqa`θb, it suffices to show that
Since p 1 p0q " 0, p 1 1 p0q " 0 and p 2 1 pξq " 2σp2σ´1q|ξ`1| 2σ´2 , we have p 1 pξq ě 0, |p 1 pξq| « 2σp2σ´1q|ξ| 2 for |ξ| ! 1 and |p 1 pξq| « |ξ| 2σ for |ξ| " 1. Thus, by the standard GagliardoNirenberg inequalities
we prove that
Next, we introduce the functionals to be minimized. Let θ P p0, 1q be a number sufficiently close to 1. We define Wpuq by
Remark 2.2. In view of the previous Gagliardo-Nirenberg inequality, it is natural to consider the functional W. The reason why we introduced the interpolation term W 3 comes from the fact that we will construct the moving soliton using a profile decomposition and to reach a contradcition we need to somehow use minimization properties of well-known ground states associated to our problem. This third term W 3 will help in getting the contradiction. Notice that since θ will be taken close to 1, the third term W 3 is close to W 2 .
We will find a moving soliton from the minimization problem 1
Wpuq.
Note that c GN gives the sharp constant for Gagliardo-Nirenberg inequality (Theorem 2.1). We now show that any minimizer of the minimization problem is a weak solution of the desired Euler-Lagrange equation.
Lemma 2.3. Suppose that u is a minimizer of Wpuq in H 1 . Then, u is a weak solution to
Proof. If u is a minimizer, then for any compactly supported function v on R, we have
(2.4) By Young's inequality, one can show that all the terms in front of the integrals are nonnegative, provided that θ ă 1 is close enough to 1. Hence, u solves RetP 1 u`au´bu 3 u " 0. Similarly, computing d dǫ | ǫ"0 Wpu`iǫvq " 0, we prove that ImtP 1 u`au´bu 3 u " 0.
Proof of Theorem 1.1
The proof goes into several steps.
3.1. Two-bubble decomposition. Let tu n u 8 n"1 Ă H 1 is a minimizing sequence for the Weinstein functional Wpuq. We will write a sequence tu n u 8 n"1 as a sum of two profiles by the bubble decomposition (see Proposition 3.1 in [HK05] or Theorem 4.6 in [?] for instance). Note that tu n u 8 n"1 is not necessarily bounded in H 1 . Thus, in order to apply the bubble decomposition, we need to modify the sequence as follows.
For each n, we choose α n , λ n ą 0 such that }α n u n pλ
Moreover, extracting a subsequence, we assume that λ n Ñ λ˚P p0,`8q Y t0,`8u.
Define v n " u n pλ n q. Then, tv n u 8 n"1 is a bounded sequence in H 1 . Hence, by the bubble decomposition (Proposition 3.1 in [HK05] or Theorem 4.6 in [?]), up to a subsequence, we may write v n as a two-bubble decompostion:
We claim that
It suffices to show that xP λn φ, R n y L 2 Ñ 0. If λ n Ñ λ˚P p0, 8q, it is obvious, since R n á 0 in H 1 . Suppose that λ n Ñ 0. Then, since R n á 0 in H 1 , it is enough to show that xpP λn´p´∆ q σ qφ, R n y L 2 Ñ 0. By Hölder inequality,
It is known that }R n } 9 H σ is uniformly bounded. Moreover, since |p|∇|´σpP λn´p´∆ q σ qφq^pξq| À |ξ| σ |φpξq|, and for each ξ P R,
it follows from the dominated convergence theorem that }|∇|´σpP λn´p´∆ q σ qφ} L 2 Ñ 0 as n Ñ 8. Thus, we prove that xP λn φ, R n y L 2 Ñ 0 as λ n Ñ 0. Similarly, if λ n Ñ 8, then
Thus, we prove the claim. Now, we claim that φ ‰ 0. If there is no such φ, it follows from the bubble decomposition that v n " R n Ñ 0 in L 4 , and therefore Wpu n q " WpR n pλ n¨Ñ 8 as n Ñ 8, which contradicts to the minimality of the sequence tu n u 8 n"1 . Since Wpup¨´aqq " Wpuq, replacing u n by u n p¨`x n q, we may write v n " φ`R n with the properties (3.1) and (3.2).
3.2. Dichotomy. We will show that a dichotomy does not occur, in other words, R n Ñ 0 in H 1 .
For contradiction, we assume that R n is not negligible in H 1 as n Ñ 8 so that extracting a subsequence,
(3.4)
We define f n ptq " Wptφpλ n q`R n pλ n qq. We will show that f 1 n p1q ě δ ą 0 for sufficiently large n. Then, it follows that there exists t P p0, 1q such that Wptφpλ n q`R n pλ nď 1 c GN´δ p1´tq`o n p1q, which contradicts to minimality of tu n u 8 n"1 . If (3.4) does not hold, by (3.3), we have
Then, switching the roles of φ and R n in the definition of f n ptq, i.e., Wpφpλ n q`tR n pλ n qq, we can deduce a contradiction by the same argument.
We compute f 1 n p1q as follows. By the asymptotic orthogonality in (3.1) and (3.2), we have
and
Therefore,
By the trivial estimate
Choosing θ ă 1 sufficiently close to 1, we write
where a`is a preselected number that is greater than a but sufficiently close to a depending only on θ, and similarly for b´. Here, Proof. Observe that ℓ is convex on r0,`8q, ℓp0q " 1 and ℓpsq has a critical number θ 1 1´θ , where ℓ has an absolute minimum ℓpθ 1 1´θ q " 1´θ θ θ´1 p1´θq. The lemma then follows.
. By minimality of tu n u 8 n"1 and scaling, we have 1
Thus, by Lemma 2.1, (3.4),
By the assumptions (3.3) and (3.4), we have ) and Young's inequalities, we get
Here, Young's inequalities are applied so that
1`2σ`ą 1 and 2 2σ´1´ą 1, since σ P p 1 2 , 1q. Therefore, by the assumption (3.4) pñ 0 ă A, B ă 1q, we conclude that f 1 n p1q ą δ ą 0 for sufficiently large n.
Suppose that y x ď θ 1 1´θ and θ is sufficiently close to 1. We claim that A ď pαe`q´2 σ 1´σ 3 2σ . By the assumption, we have
Hence, A "
We will show that
equivalently, p 1 pξq ď 3 2σ |ξ| 2σ . If ξ ě 1 2 , then |ξ`1| ď |ξ|`1 ď 3|ξ|, so p 1 pξq ď 3 2σ |ξ| 2σ´12 σξ ď 3 2σ |ξ| 2σ . If ξ ď´1 2 , then |ξ`1| ď |ξ|, so p 1 pξq ď |ξ| 2σ´1´2 σξ ď p1`2σ¨2 2σ´1 q|ξ| 2σ ď 3 2σ |ξ| 2σ . If |ξ| ď 1 2 , then by the mean value theorem, p 1 pξq ď 1`2σξ`σp2σ´1q2 2´2σ ξ 21´2 σξ ď σp2σ´1q|ξ| 2σ . Thus, by (3.5) with }v n } 2
Finally, by Lemma 3.1 (ñ C ď
2σ q, Young's inequalities as above and the claim, we get n"1 is also a minimizing sequence. We will show that this minimizing sequence is not concentrated pλ n Ñ 0q or is not spread out pλ n Ñ`8q. Indeed, if λ n Ñ λ˚P p0,`8q, then φpλ˚q minimizes Wpuq.
For contradiction, we assume that λ n Ñ 0 so that u n " φpλ n q is concentrated in high frequencies. In this case, W 2 pu n q " o n p1q and W 3 pu n q " o n p1q. Indeed, since P 1 « p´∆q σ in high frequencies, we have
n p1q (by u n " φpλ n q and scaling)
Ñ 0, and therefore W 3 pu n q " W 1 pu n q 1´θ W 2 pu n q θ Ñ 0 as n Ñ 0. Thus, for large n,
Let Q pσq be the ground state for the elliptic equation
whose existence has been proved in [FL13] . By the minimization property of Q pσq , one may choose φ " Q pσq , and
If λ n Ñ 8, then u n is concentrated in low frequencies for large n. Since P k « σp2σ1 qp´∆q in low frequencies, we have
and thus W 3 pu n q " W 1 pu n q 1´θ W 2 pu n q θ Ñ 0 as n Ñ 0. Hence, for sufficiently large n, by scaling,
Let Q p1q be the ground state for the nonlinear elliptic equatioń
Then, it follows from the minimization property of Q p1q that
By the interpolation inequality
and the minimization property of Q pσq , we get
for some δ ą 0, which contradicts to the minimality of tu n u 8 n"1 and (3.6). It remains to exclude the scenario that λ n Ñ 0. To this end, we will make use of Q pσq . We claim that there exists c P p0, 1q such that
To show the claim, by Plancherel and symmetry of w, we write
We define gpξq :" 1 2 pp 1 pξq´p 1 p´ξqq that is an even function. If 0 ă ξ ă 1, then using Taylor series, we write
Observe that the power series t¨¨¨upξq is absolutely convergent and that it is increasing on the interval p0, 1q. Therefore,
Note that 0 ă 2 2σ´1´1 ă 1 for σ P p 1 2 , 1q. Similarly, if ξ ą 1, we write
. Now we observe that the Laurent series t¨¨¨upξq is absolutely convergent, and it is decreasing on p1,`8q. Thus, gpξq " |ξ| Note that 0 ă 2´2 2σ´1 ă 1 for σ P p 1 2 , 1q. Therefore, going back to (3.8), we prove the claim.
By the claim (3.7), we obtain
Moreover, by (3.7) and the Pohozaev identities (Lemma A.1), Observe that hp1q " c 1{2σ ă 1. Hence, by continuity of hpθq, there exists θ P p0, 1q, depending on σ, such that hpθq ă 1. This contradicts to (3.6).
3.4. Regularity. The regularity follows from standard arguments. Since u P H 1 R, then u is continuous and even, by Morrey embedding, it is C 1{2 loc pRq. Hence one has that P 1 u P C 1{2 pRq.
Then the result follows by standard elliptic regularity and bootstrap.
Appendix A. Pohozaev Identities Lemma A.1 (Pohozaev identities). Let Q pσq is a solution to the nonlinear elliptic equation p´∆q σ Q pσq`Qpσq´Q 3 pσq " 0. Then,
Proof. Multiplying the equation by Q pσq (and x¨∇Q pσq ), integrating over R and then applying integration by parts, we obtain 
