Abstract: Assessment of desirable reflections and control of undesirable reflections in rooms are best accomplished if the reflecting surfaces are properly localized. Several measurement techniques exist to identify the incident direction of reflected sound, including the useful polar energy time curve (Polar ETC), which requires six cardioid impulse response measurements along the Cartesian axes. The purpose of this investigation is to quantify the incidence angle estimation error introduced into the Polar ETC by non-cardioid microphone directivities. The results demonstrate that errors may be minimized with a cardioidfamily microphone possessing a certain range of directivities and by maximizing the measurement signal-to-noise ratio.
Introduction
Over the years, many methods have been derived to determine the direction of arrival of distinct sound reflections in rooms. One of the first commercialized approaches was the polar energy time curve (Polar ETC) introduced by Becker.
1,2 It involves six sequential directional impulse response measurements using a cardioid microphone oriented along the positive and negative Cartesian axes. The difference in the so-called "energy time curve" (ETC) for each axis is used to identify the incidence angles (azimuth and elevation) for a given reflection. Since Becker's work, several additional reflection localization measurements have been introduced. Yamasaki et al. 3 and Sekiguchi et al. 4 developed crosscorrelation methods for four-microphone arrays. Choi et al. 5 employed a similar approach but included a fifth microphone at the geometric center of a tetrahedral array. Noël et al. added additional complexity to the microphone arrangement. 6 Gover et al. introduced an alternative scheme involving 32-microphone spherical arrays with a beamforming algorithm to determine directions of arrivals. [7] [8] [9] Abdou et al. used intensity measurements to characterize directional room response characteristics, 10 while Essert 11 and Farina et al. 12, 13 employed ambisonic microphone arrays with intensity-based schemes. Each of these methods has its benefits and drawbacks as does the Polar ETC. However, because the Polar ETC involves only a single microphone and is available commercially, it continues to be a practical cost-effective tool for the problem of reflection localization.
The Polar ETC is based on an important assumption-namely, that the microphone maintains an ideal cardioid directivity pattern over the entire bandwidth of interest. In reality, typical cardioid microphones may only maintain a pattern approaching true cardioid directivity over a very limited bandwidth. To our knowledge, no study quantifying errors introduced by violation of this assumption has been published. The purpose of this paper is to quantify angular estimation errors introduced by all members of the cardioid family of microphones, particularly to determine how important it is to use a true cardioid microphone rather than, for example, a subcardioid microphone or a hypercardioid microphone. The errors provide the confidence level one may expect from experimental results obtained with the method.
The paper will show that a certain range of cardioid family microphones can actually provide acceptable results (as long as the microphone does not have a pattern approaching omnidirectional or bidirectional directivity). The following sections explore theoretical error estimations when any type of cardioid family microphone is used and when the measurements possess various signal-to-noise ratios (SNR). Experimental results validate the theoretical findings.
Theoretical predictions
To predict the effects of microphone directivity on the Polar ETC, one must first understand the Polar ETC itself. The ETC is the envelope or magnitude of the analytic signal describing the impulse response. It is computed by creating a complex time signal with the impulse response as the real part and the Hilbert transform of the impulse response as the imaginary part. [14] [15] [16] [17] Originally, it was interpreted as a measure proportional to either instantaneous energy density or instantaneous sound intensity. Becker and others 2, 14 used it under these assumptions. However, it has since been shown that the ETC is based upon an acausal operation and does not accurately represent energy flow. 18, 19 Additionally, the ETC components, used later in Eqs. (1) and (2), are not quadratic in the linear field variables, therefore they cannot be considered energy quantities. Other names have subsequently been used to describe it, including the "time response" 20 and the "envelope time curve". 21 Regardless, the Polar ETC does allow the localization of points of reflection and has been widely used for that purpose.
The essential forms of the equations developed by Becker 1 and D'Antonio et al. 2 are based on standard Cartesian-to-spherical coordinate system transformations. The process of incidence angle estimation using the Polar ETC is governed by the following two equations [corresponding to Eqs. 
and
where / M represents the measured (estimated) azimuthal angle for an incoming wave from the þx axis, h M represents the measured (estimated) elevation angle for an incoming wave from the x-y plane, ETC is for the directional measurement taken in the Cartesian orientation indicated, and E 0 represents the instantaneous ETC value measured with an omnidirectional microphone obtained from the six measurements (to be specified later).
The impulse response h d , measured by a directional microphone, is
Þ is the microphone directivity function and h omni is the impulse response that would be measured at the same location with an omnidirectional microphone. The corresponding ETC is defined by
where^represents a Hilbert transform operator. 19 Accordingly, we may then express Eq. (3) as
and one may consider each of the directional impulse response quantities given in Eqs.
(1) and (2) to be proportional to the absolute value of the directivity function for the microphone.
Here we consider only cardioid family directivity functions 22 ,23
where (1) and (2) were proportional to the directivity function instead of its absolute value. 2 Using an approach similar to theirs, but with the absolute value in place, the Cartesian ETC components become
As another source of error, there is always a finite amount of noise in measurements that is inseparable from the desired arrival of sound energy. To quantify the angular estimation error introduced by a finite amount of noise, we use a theoretical approach, based upon statistical averaging. We modify the incident E 0 by adding a random number, À1 ! e 1, the maximum amplitude of which is determined by a SNR (expressed in dB), so that E 0;i ¼ E S þ E S j je i 10 ÀSNR=20 . Equations (6) through (9) are then substituted into Eqs. (1) and (2) with each of Eqs. (6) through (8) having newly generated e values to simulate random noise in subsequent measurements. A set of "actual" angles (/ A ; h A ) are then substituted in place of (/; h) in the resulting equations:
:
The simulated random noise causes the "measured" angles to differ from the actual angles. The angular estimation error r , which represents the central angle difference between the unit vectors associated with (/ A ; h A ) and (/ M ; h M ), is then determined through application of the standard trigonometric spherical law of cosines
To obtain a statistically significant result, we conduct the theoretical analysis, as described in Eqs. (10) 
where e n represents a newly generated set of random numbers for each Cartesian direction (e 1::6 ). We then carry out this statistical process for various values of SNR. Fig. 1 can then be used to estimate the angular estimation error or confidence level one would expect when conducting Polar-ETC measurements, given a SNR and a specified cardioid-family directivity.
Experimental methods
To experimentally explore the angular estimation error of Polar ETC measurements, a setup involving a hemi-anechoic chamber, a Tannoy dual-concentric loudspeaker (System 800), and an AKG 414 microphone, with variable polar pattern settings [omnidirectional (OD), subcardioid (SC), cardioid (C), hypercardioid (HC), and figure-8 (F8)] was used. While the directivity of this microphone varies over frequency, it should be noted here that we assumed the selectable AKG 414 directivity patterns remained consistent over the entire audio measurement bandwidth. This approach allowed us to simplify the analysis while exploring the impact of distinct pattern variations. The effect on angular estimation error due to the variability of cardioid microphone directivities over frequency may be the subject of future work.
A set of Polar ETC experiments with reflecting surfaces at known angles of incidence and reflection was conducted to quantify the localization accuracy of the directions of arrival at the microphone. To take sequential measurements about a point in space with a single microphone, a microphone positioner was used that was able to rotate over a full 4p sr in desired increments, while maintaining consistency of the microphone diaphragm location throughout the rotations. The Polar ETC experiments then yielded the estimated angles. An altazimuth-mounted laser pointer, centered at the same point in space as the microphone diaphragm, was then used in conjunction with a set of planar mirrors on the reflecting surfaces to determine actual angles of arrival for the direct sound and the first reflection. The angular estimation error was then calculated using Eq. (13) .
With this approach, two measurement configurations were employed. The first involved the microphone and loudspeaker placed in a hemi-anechoic chamber (hemianechoic above approximately 150 Hz). The direct sound arrived from an angle (/ ¼ 0 ; h ¼ 0 ) (measured in degrees) while the first reflection was incident from (/ ¼ 0 ; h ¼ À43:5 ). The second configuration employed the same microphone and speaker placement as the first configuration, but the x axis of the microphone was rotated À45
in / relative to the loudspeaker, thus shifting the microphone coordinate system. In this case, the direct sound arrived at an angle of (/ ¼ 45 ; h ¼ 0 ) while the first reflection was incident from (/ ¼ 45 ; h ¼ À43:5 ). Ten tests were conducted for each configuration and the measured angles (/ M ; h M ) were averaged for both the direct sound and the first reflection. The measurements employed a bandwidth up to approximately 30 kHz for the radiated sound and a 192 kHz sampling frequency. A MOTU 896mk3 digital audio interface was used in conjunction with EASERA software to acquire the data with a swept-sine excitation signal. Each set of 10 Polar ETC measurements for each configuration was then repeated for all five AKG microphone settings.
Results
Experimental error was determined from the average of the error results for both the direct sound and the first reflection for each of the different experimental setups. To compare experimental results to the theoretical results presented previously, an appropriate SNR of the experimental data had to be determined. Because the source settings were maintained throughout the experiments, the sound arrivals should have possessed equal incident sound pressure levels irrespective of the microphone configuration employed. We determined the SNR from the impulse responses obtained when the microphone was used in its omnidirectional setting. The noise level was taken as the peak level of the noise preceding the direct sound. The ETC peak levels of both the direct sound and the first reflection were averaged to represent the signal levels. The average SNR for the experiments was 35.1 dB. This ratio is admittedly low but results from an average of the direct sound and the first reflection, each having different signal-to-noise ratios. It is important to point out here that, for a typical impulse response in a given room, the SNR will decrease for successive reflection arrivals. Figure 2 shows the comparison of the theoretical analysis averaged over the four incident angles employed in the experiments and the corresponding experimental results. Note that the theory curve here does not appear to fall in line with the theory in Fig. 1 , but this is because the averaging here only takes place over four angles rather than averaging over a full octant as done in Fig. 1 . Apparently theoretical error estimation for these four angles results in a different shaped curve, particularly between 0 A 0:5. Further, note that if one wishes to compute an expected error for a particular experimental situation, one should compute the theoretical error estimation for that specific case because the theory depends on the incidence angle(s) and the SNR. We see that the experimental Polar ETC results follow the predicted theoretical trend.
Departure from theory, in terms of absolute levels of error estimation, may be due to imprecise positioning of the laser pointer setup in place of the microphone positioner, imprecise rotation of the microphone positioner about the microphone diaphragm, and microphone directivities that depart from the theoretical formulas over the measurement bandwidth. It is interesting to note that the errors for the SC, C, and HC microphone settings are within 2.8 of each other, suggesting that the strict use of a true cardioid microphone is not necessary. As long as the microphone is not nearly OD or F8, the angular errors remain relatively low. This also implies that one should consider band limiting Polar ETC measurements to eliminate the OD behavior typical at low frequencies and the erratic behavior typical at high frequencies for cardioid microphones.
Conclusions
This paper has quantified the angular estimation error introduced when non-cardioid microphones are used for Polar ETC measurements. Theoretical developments and experimental results have shown that angular estimation errors in the use of the Polar ETC significantly increase when omnidirectional or figure-8 microphones are used. Further, the errors introduced by the use of subcardioid or hypercardioid microphones are not significantly higher than those when using a cardioid microphone. Theoretical results presented here also provide insight into how angular estimation errors increase with decreasing signal-to-noise ratio. 
