Abstract. In this paper, we investigate the structure and representations of the quantum group U(∞) = Uυ(gl ∞ ). We will present a realization for U(∞), following Beilinson-Lusztig-MacPherson (BLM) [1], and show that the natural algebra homomorphism ζr from U(∞) to the infinite q-Schur algebra S(∞, r) is not surjective for any r 1. We will give a BLM type realization for the image U(∞, r) := ζr(U(∞)) and discuss its presentation in terms of generators and relations. We further construct a certain completion algebra K † (∞) so that ζr can be extended to an algebra epimorphism
Introduction
The Lie algebra gl ∞ of infinite matrices and its extension A ∞ are interesting topics in the theory of infinite dimensional Lie algebras. Certain highest weight representations of these algebras have important applications in finding solutions of a large class of nonlinear equations (see, e.g., [3] ) and in the representations theories of Heisenberg algebras, the Virasoro algebra and other KacMoody algebras (see, e.g., [20, 21, 31, 32] ). The quantum versions of the corresponding universal enveloping algebras have also been studied in [23, 33, 34] . It should be noted that the structure and representations of quantum gl ∞ have various connections with the study of Lie superalgebras gl(m|n) (see, e.g., [2] ) and the study of quantum affine gl n (see [16, §6] , [30, §2] , [7] and [29] ).
In this paper, we will investigate the quantum group U(∞) = U v (gl ∞ ) and its representations through a series of its quotient algebras U(∞, r) and the infinite quantum Schur algebras S(∞, r). The main idea is to extend the approach developed in [1] for quantum gl n to quantum gl ∞ . Thus, we obtain a realization for U(∞) and an explicit description of the algebra homomorphism ζ r : U(∞) → U(∞, r). This in turn gives rise to a presentation and various useful bases for U(∞, r). We will also prove that U(∞, r) is a proper subalgebra of S(∞, r). This fact shows that the classical Schur-Weyl duality fails in this case. Finally, we investigate the 'polynomial' representation theory and classify all irreducible polynomial representations for U(∞). We expect that this work will have further applications to quantum affine gl n .
We organize the paper as follows. We recall the definition of quantum gl η and q-Schur algebras S(η, r) at any consecutive segment η of Z in §2. In §3, we use the η-step flag variety to define the algebra K(η, r) and discuss its stabilization property developed in [1] in a context suitable for infinite η. At the end of §3, we will focus on the infinite case η = Z. First, the stabilization property allows us to define an algebra K(∞) over Q(υ) whose completion K(∞) contains a subalgebra V(∞) which is isomorphic to U(∞). Second, there is a algebra homomorphism ξ r : V(∞) → K(∞, r) with image V(∞, r). A Drinfeld-Jimbo type presentation for V(∞, r) will be given in §4. In §5, we will establish isomorphisms S(∞, r) ∼ = K † (∞, r) and between V(∞, r) and the homomorphic
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image U(∞, r) of the natural homomorphism ζ r : U(∞) → S(∞, r). Thus, we conclude that ζ r is not surjective for any r 1. In §6, by identifying K(∞) with the modified quantum grouṗ U(∞), we derive an algebra epimorphismζ r : K(∞) → K(∞, r) and hence, extend the map ζ r to an epimorphism from K † (∞) to S(∞, r). In the last three sections, we investigate the representation theory of U(∞). The highest weight representations of U(∞) is studied in §7, and the polynomial representations of U(∞) is in §9 as an application of the representation theory of S(∞, r) investigated in §8.
Throughout the paper, we will encounter several (associative) algebras A over a commutative ring R without the identity element, but with many orthogonal idempotents e i , i ∈ I, such that A = ⊕ i,i ′ ∈I e i Ae i ′ and, for all i, i ′ ∈ I, e i Ae i ′ are free over R. Clearly, the index set I must be an infinite set, since if I was a finite set, then i∈I e i would be the identity element of A.
Choose an R-basis B = {a j } j∈J such that e i Be i ′ = {e i a j e i ′ } j∈J \{0} is a basis for e i Ae i ′ for all i, i ′ ∈ I, and B = ∪ i,i ′ e i Be i ′ . We further assume that e i ∈ B for all i ∈ I. It is clear that, for any j ∈ J, there exist unique i j , i ′ j ∈ I such that e i j a j = a j and a j e i ′ j = a j . We will write ro(j) := i j and co(j) := i ′ j for all j ∈ J. For a formal infinite linear combination f = j∈J f j a j with f j ∈ R, let, for any i ∈ I, J(e i , f ) := {j ∈ J | f j = 0, e i a j = a j } = {j ∈ J | f j = 0, ro(j) = i} and J(f, e i ) := {j ∈ J | f j = 0, a j e i = a j } = {j ∈ J | f j = 0, co(j) = i}. One can easily check the following lemma.
where Ξ + (η) (resp., Ξ − (η), Ξ 0 (η)) is the subset ofΞ(η) consisting of those matrices (a ij ) with a ij = 0 for all i j (resp., i j, i = j), Ξ(η) = Ξ 0 (η)∩Ξ(η), and N η ⊂ Z η . The sum Ξ − (η)+ Ξ 0 (η)+Ξ + (η) indicates the following matrix decomposition: for A ∈ Ξ(η), A = A + + A 0 + A − with A + ∈ Ξ + (η), A − ∈ Ξ − (η), A 0 ∈ Ξ 0 (η). We also write A ± = A + + A − ∈ Ξ ± (η).
2. Quantum gl η and q-Schur algebras at η Let η be a fixed consecutive segment of Z.
Definition 2.1. The quantum gl η over Q(υ) is the Q(υ)-algebra U(η) := U v (gl η ) presented by generators
and relations (a)
i F j − (υ + υ −1 )F i F j F i + F j F 2 i = 0 when |i − j| = 1. The algebra U(η) is a Hopf algebra with comultiplication ∆ defined on generators by ∆(E i ) =
For notational simplicity, we set U(η) = U(n) = U(gl n ), if η = [1, n]; U(∞) = U(gl ∞ ), if η = (−∞, +∞). Let U + (η) (resp., U − (η), U 0 (η)) be the subalgebra of U(η) generated by the E i (resp., F i , K ±1 j ). The subalgebras U + (η) and U − (η) are both N-graded in terms of the degrees of monomials in the E i and F i . For monomials M in the E i and M ′ in the F i , and an element h ∈ U 0 (η), write deg(M hM ′ ) = deg(M ) + deg(M ′ ). Note that deg does not define an algebra grading on U(η). However, if Π(η) = {α j := e j − e j+1 | j ∈ η ⊣ } denotes the set of simple roots, where
then there is an algebra grading over the root lattice ZΠ(η),
for all i ∈ η ⊣ , j ∈ η, m, t ∈ N and c ∈ Z. Let U + (η) (resp., U − (η), U 0 (η)) be the subalgebra of U (η) generated by the E
For each A ∈ Ξ ± (η) and j = (j i ) i∈Z ∈ Z η , choose m, n ∈ η such that m n and A ∈ Ξ ± ([m, n]) and let
It is clear that E (A + ) and F (A − ) are independent of the selection of m, n. Note that we have, for
The following result is due to Lusztig (see, e.g., [25, 2.14] , [1, 5.7] and [10] ).
We now extend the definition of q-Schur algebras (or quantum Schur algebras). Let Ω η be a free Z-module with basis {ω i } i∈η . Let
η is a U(η)-module via the comultiplication ∆ on U(η). Further, restriction gives the U (η)-module Ω ⊗r η . Let H be the Hecke algebra over Z associated with the symmetric group S r , and let H = H ⊗ Z Q(υ). Thus, H as a Z-algebra has a basis {T w } w∈Sr subject the relations: for all w ∈ S r and s ∈ S := {(i, i + 1)
where ℓ is the length function on S r with respect to S.
The Hecke algebra H acts on Ω ⊗r η on the right by "place permutations" via
The endomorphism algebras
S(η, r) := End H (Ω ⊗r η ) are called q-Schur algebras at (η, r). Note that S(n, r) := S(η, r) for η = [1, n] is usually called the q-Schur algebra of bidegree (n, r). In general, if n = |η| is finite, S(η, r) ∼ = S(n, r) and
is called an infinite q-Schur algebra. We shall use similar notations for their integral versions.
Since the H-action commutes with the action of U(η) (see, e.g., [2] ), we obtain algebra homomorphisms
Let U(η, r) = Im(ζ r ) and U (η, r) = Im(ζ r | U (η) ). It is known that both maps are surjective if η is finite. However, this is not the case when η is infinite; see 5.4 below. Thus, for η = (−∞, ∞) both U(∞, r) and U (∞, r) are proper subalgebras. We will investigate the relationship between U(∞, r) and S(∞, r) in §5 via the BLM type realizations for U(∞) and U(∞, r) discussed in the next section.
3. The BLM realization V(∞) of U(∞) and its quotients V(∞, r)
In this section, we review the geometric construction of the q-Schur algebra and extend it to the infinite case.
Let V be a vector space of dimension r over a field k. An η-step flag is a collection f = (V i ) i∈η of subspaces of V such that V i ⊆ V i+1 for all i ∈ η ⊣ and i∈η V i = V and V i = 0 for i ≪ 0 if η has no minimal element. If η has a minimal element η min , let V η min −1 = 0.
Let F be the set of η-step flags. The group G := GL(V ) acts naturally on F, and hence,
induces a bijection from the set of G-orbits on F × F to the set Ξ(η, r). Let O A ⊆ F × F be the G-orbit corresponding to the matrix A ∈ Ξ(η, r). When k is a finite field of q-elements, every orbit O A is a finite set. Thus, for any A, B, C ∈ Ξ(η, r) and any fixed (f 1 , f 2 ) ∈ O C , the number
is independent of the selection of (f 1 , f 2 ). It is well-known that there exists a polynomial g A,B,C ∈ Z[υ 2 ] such that g A,B,C | υ 2 =q = g A,B,C;q for any q.
Let K(η, r) be the free Z-module with basis {e A | A ∈ Ξ(η, r)}. By [1, 1.2] there is a associative Z-algebra structure on K(η, r) with multiplication e A · e B = C∈Ξ(η,r) g A,B,C e C . Note that, if η is finite, then K(η, r) is isomorphic to the q-Schur algebra S(|η|, r) (see, e.g., [10] ). However, when η is infinite, the algebra K(η, r) has no identity element. We further consider the basis
For a finite segment η of Z, let I = I η ∈ Ξ(η) be the identity matrix of size |η|. and υ j with a ∈ Z, t 1 and j ∈ Z. Let η be a fixed consecutive segment of Z. For any A, B, C ∈ Ξ(η) with co(A) = ro(B), there exist finite nonzero elements f A,B,C (υ, υ ′ ) ∈ Z 1 and an integer a 0
for all m m 0 , n n 0 with [m, n] ⊆ η, and a a 0 .
We now use the polynomials f A,B,C (υ, υ ′ ) given in 3.1 to define a new associative algebra.
the free Z 1 -module with basis {A | A ∈ Ξ(η)}. Define a multiplication on this module by linearly extending the products on basis elements:
otherwise
Then we get an associative algebra over Z 1 which has no identity element.
By specializing υ ′ = 1, we get an associative Z-algebra K(η) with basis
, and it is zero, otherwise.
Let
is a set of orthogonal idempotents of K(η) (resp., K(η, r)). By 1.1 we may construct the completion algebra K(η) (resp., K(η, r)) of K(η) (resp., K(η, r)). The element
is the identity element of K(η) (resp., K(η, r)). Note that if η is a finite set, then we have K(η, r) = K(η, r).
Given r > 0, A ∈ Ξ ± (η) and j ∈ Z η , we define
where λ · j = i∈Z λ i j i < ∞. Note that these summations depend on η.
Let V(η) (resp. V(η, r)) be the subspace of K(η) (resp. K(η, r)) spanned by the elements A(j) (resp., A(j, r)) for A ∈ Ξ ± (η) and j ∈ Z η . It is clear that the elements A(j) (A ∈ Ξ ± (η), j ∈ Z η ) form a Q(υ)-basis of V(η). There are similar bases for V(η, r); see [11] and Corollary 4.8 below.
When
is a q-Schur algebra in this case. When η is infinite, we will see below that the isomorphism U(η) ∼ = V(η) continues to hold, but the equalities K([m, n], r) = V([m, n], r) = K([m, n], r) are replaced by a chain relation K(η, r) ⊆ V(η, r) ⊆ K(η, r); see 3.3(2) and 3.6(1) below. Moreover, V(η, r) is isomorphic to U(η, r).
For simplicity, we will only consider the case when η = Z in the sequel.
, and K j to 0(j) where h ∈ Z and j ∈ Z ∞ . (2) There is an algebra homomorphism, the truncation map,
by sending A(j) to A(j, r) for any A ∈ Ξ ± (∞) and j ∈ Z ∞ . In particular, we have V(∞, r) = ξ r (V(∞)) is a subalgebra of K(∞, r).
Since the formulas similar to [1, 5.3] hold in K(∞), we have f (xA(j)) = f (x)f (A(j)) for any x ∈ X and A ∈ Ξ ± ([−n, n]) and j ∈ Z [−n,n] . Since the algebra V([−n, n]) is generated by X; see (3.2.1), it follows that f is an algebra homomorphism. Thus, V(∞) is the direct limit of V([−n, n]) and, hence, is a subalgebra of K(∞), proving (1). The statement (2) can be proved similarly.
We shall see in Proposition 5.3 below that K(∞) identifies with a subalgebra of S(∞, r). Thus, identifying U(∞) with V(∞) yields the fact that the maps ξ r and ζ r are identical.
The quotient algebras shares many properties with the usual q-Schur algebra. We end this section with a brief discussion.
For i ∈ Z, let k i = 0(e i , r), e i = E i,i+1 (0, r) and f i = E i+1,i (0, r), and let, for any t ∈ N ∞ and j ∈ Z ∞ ,
, [x; 0] ! = 1 and
is defined as in (2.1.2). Since t has finite support, the products are well-defined. By Theorem 3.3, e i , k i , f i (i ∈ Z) generate V(∞, r). One can easily get the following result by direct calculation; cf. [6, 13] .
Lemma 3.4.
(1) We have k(t) = 0 for all t ∈ N ∞ with σ(t) > r.
(2) For any t ∈ N ∞ , we have
In particular, if λ ∈ Λ(∞, r), then
One can easily check the following commutator relations by direct calculation; cf. [6, 3.4] and [13, 4.8,4.9] . Let be the partial order on Λ(η, r) defined by setting, for λ, µ ∈ Λ(η, r), λ µ if and only if λ i µ i for all i ∈ η.
Proposition 3.5. Let A ∈ Ξ ± (∞) and λ ∈ Λ(∞, r).
(
For every A = (a s,t ) ∈ Ξ(η) and i = j, let σ i,j (A) = s i;t j a s,t for i < j, and σ i,j (A) = s i;t j a s,t for i > j. Define B A if and only if σ i,j (B)
Since the formula similar to [1, 5.5(c) ] hold in V(∞, r), the following result can be proved similar to the proof of [13, 5.5 and 5.6] .
Theorem 3.6. (1) For any A ∈ Ξ(∞, r), we have the following equation in V(∞, r).
where f B,A ∈ Z. Hence, the elements
where f ′ B,A ∈ Q(υ).
We end this section by showing that Borel subalgebras of (finite dimensional) q-Schur algebras are natural subalgebras of V(∞, r), a fact which plays a crucial role in the determination of a presentation for V(∞, r).
where
Proof. By [13, 8.1] there is an algebra homomorphism ϕ 0 n :
i to e i and k ′ i to k i for −n i n − 1. By (3.6.1) and [13, 8.2] we have ϕ 0 n is injective. The proof for ϕ 0 n is similar. The last assertion follows from direct calculation. Remark 3.8. The algebra monomorphisms ϕ 0 n and ϕ 0 n can't be glued as an algebra homomorphism from V([−n, n], r) to V(∞, r) since the last relation in [13, 4.1] does not hold in V(∞, r).
Drinfeld-Jimbo type presentation for V(∞, r)
We first record the handy result [11, (6.6 
We are now ready to describe a presentation for V(∞, r).
Definition 4.2. Let V(∞, r) be the associative algebra over Q(υ) generated by the elements
subject to the relations:
Comparing 4.2 with 2.1, we see that there is an algebra epimorphism U(∞) ։ V(∞, r) satisfying
On the other hand, by 3.3(2) and 3.4(1), there is an algebra epimorphism
We shall prove that π is an isomorphism by displaying a spanning set for V(∞, r) whose image under π is a linearly independent set in V(∞, r).
We first have the following counterpart of 3.7 by comparing the above defining relations with the relations for Borel subalgebras.
Lemma 4.3. For any given n 1, there are algebra monomorphisms sending 1 to 1
Proof. The injectivity follows from 3.7 since ϕ 0 n is the composition of ψ 0 n and π.
This result shows that the subalgebra
n is the subalgebra generated by k i , −n i n − 1. We summarize the properties of these algebras; cf. [6, 8.2-3] and [13, 4.7-10] .
For
(1) Each of the following sets forms a basis for B 0 n :
The elements h λ,n satisfy the commuting relations described in 3.5 with k λ replaced by h λ,n and e (A + ) , f (A − ) by e (A + ) and
The elements h λ,n play an important role in a construction of a spanning set for V(∞, r). Let
Recall from 4.1 the set Λ n,r,A and, for a matrix A ∈ M η (N), let
Hence, M ′ ∞ is a spanning set for V(∞, r). 
, where m 1 is the monomial of e (a) j (−n j < n−1, a 0) and m ′ 1 is the monomial of f (a) j (−n j < n−1, a 0). Then
On the other hand, the commutator formula in [24, 4.1(a)] (see the remarks right after [13, 2.3] ) implies
Here, m e j is a product of some e (a)
s , and h j is a product of some kt;c m where
. Thus, our assertion follows from induction.
Though each M ′ n is linearly independent as part of the integral basis for a q-Schur algebra (cf. (4.6.1) and 4.8 below), the set M ′ ∞ is unfortunately not linearly independent. In fact, we can see
and, for n 1, let
n,r,A }, where Λ ′ n,r,A is defined in Lemma 4.1. Then N n ⊆ N n+1 and N ∞ = n 1 N n . Similarly, we can define N ∞ and N n in the algebra V(∞, r) so that N ∞ = π( N ∞ ).
Corollary 4.6. The set N ∞ spans V(∞, r).
2 Our assumption on A guarantees that en−1 and fn−1 do not appear in e with −n t n − 2 occur in the commutator formula; cf. 4.2(g).
Proof. By 4.5, it is enough to prove that, for any n 1, the set M ′ n lies in the span of N n . In other words, we need to prove that, for any A ∈ Ξ ± ([−n, n−1]), and λ ∈ Λ([−n, n], r) with λ σ(A), the element e (A + ) h λ,n f (A − ) ∈ span N n . We proceed by induction on deg(A); see (4.4.1). If deg(A) = 0, then by 4.4(1) we have e (A + ) h λ,n f (A − ) = h λ,n ∈ span N n for λ ∈ Λ([−n, n], r). Assume now that deg(A) 1. By 4.4(1), we may write, for any j ∈ N [−n,n] with j n = 0, (4.6.1)
By (4.5.1) and induction, the second sum is in the span of N n . If j runs over the set Λ ′ n,r,A (see 4.1) then the determinant det(υ µ·j ) µ,j = 0. Hence, e (A + ) h µ,n f (A − ) ∈ span N n for all µ ∈ Λ n,r,A .
Proof. Since V(∞, r) is spanned by N ∞ by 4.6, it is enough to prove that its image π( N ∞ ) = N ∞ is linearly independent. Fix n 1. By 3.4 and (3.6.2), for A ∈ Ξ ± ([−n, n]) and j ∈ N [−n,n−1] , there exist f B,A ∈ Q(υ) such that
Hence by (3.6.1) and 4.1 the set N is linearly independent. Since N ∞ = n 1 N n and N n ⊆ N n+1 , it follows that the set N ∞ is linearly independent. The last assertion follows from 3.6.
With the above result we will identify V(∞, r) with V(∞, r). In particular we will identify h λ,n with h λ,n , e i with e i etc. For A ∈ Ξ ± (∞) and j ∈ N ∞ , let
r} forms a basis for V(∞, r). Moreover, if j ∈ N [−n,n−1] and j ∈ Λ ′ n,r,A , then we have, for some p B,j ′ ∈ Q(v),
Proof. Using (4.6.1) and 4.5, the last assertion can be proved as the proof of [11, 6.7] .
The basis N ∞ is the counterpart of the basis [11, 6.6(1)] for q-Schur algebras. Since the formula similar to [1, 5.5(c)] holds in V(∞, r), by 4.8 we get the following result which is the counterpart of the basis given in [11, 6.6(2) ].
Corollary 4.9. The set B ∞ = {A(j, r) | A ∈ Ξ ± (∞), j ∈ N ∞ , σ(j) + σ(A) r} forms a basis for V(∞, r).
We end this section with another application of the spanning set M ′ ∞ by displaying an integral monomial basis for the Z-form of V(∞, r); cf. [13, 5.4] .
Let V (∞, r) = ξ r (U (∞)). We further put
Hence, the set M 0 n is linearly independent and we have span
∞ , proving (2). The proof above shows that every h λ,n ∈ V (∞, r). Hence, the set M ′ ∞ is a subset of the Z-algebra V (∞, r). Thus, 4.5 implies immediately the following.
Corollary 4.11. The set M ′ ∞ is a spanning set of the Z-algebra V (∞, r).
Proof. For any n 1, let M n := e (A + )
) and λ ∈ Λ([−n, n], r) with λ σ(A), (4.10.1) implies (4.12.1)
11. On the other hand, the linear independence of M ′ n implies that M n is also linearly independent. Hence M ∞ is linearly independent. Corollary 4.13. Let A ∈ Ξ ± (∞) and λ ∈ N ∞ with σ(λ) r. If λ i < σ i (A) for some i ∈ Z then
Proof. The assertion follows from (4.10.1), (4.5.1) and (4.12.1).
Infinite q-Schur algebras
In this section, we will establish the isomorphism between U(∞, r) and V(∞, r) and discuss the relationship between U(∞, r) and the infinite q-Schur algebra S(∞, r). We shall mainly work over the field Q(υ) though results like 5.1 and 5.2 below continue to hold over Z.
As in §2, let S r be the symmetric groups on r letters. For λ ∈ Λ(∞, r), let S λ be the Young subgroup of S r , and let D λ be the set of distinguished right S λ -coset representatives. Then,
µ is the set of distinguished double (S λ , S µ )-coset representatives. Let H be the associated Hecke algebras over Q(υ) with basis {T w := υ ℓ(w) T w } w∈Sr , and let x λ = w∈S λ T w .
Recall from §2 the H-module Ω ⊗r η . Clearly, there is an H-module embedding i n : Ω 
where i n and i ′ n are natural injections. Since Ω ⊗r ∞ is the direct limit of {Ω ⊗r [−n,n] } n 1 and ⊕ λ∈Λ(∞,r) x λ H is the direct limit of {⊕ λ∈Λ([−n,n],r) x λ H} n 1 , the result follows.
Proposition 5.2. We have the following algebra isomorphisms
In particular, the algebra K(∞, r) can be regarded as a subalgebra (without the identity) of S(∞, r).
Proof. It is known (see, e.g., [10] ) that, for any n 0, the q-Schur algebras K([−n, n], r) is isomorphic to λ,µ∈Λ([−n,n],r) Hom H (x λ H, x µ H). Since K(∞, r) is the direct limit of {K([−n, n], r)} n 1 , the first assertion follows. By 5.1, we have
Now, one checks easily that, for each µ ∈ Λ(∞, r), there is a natural isomorphism
which induces the required algebra isomorphism.
The isomorphism θ can be made explicit. For λ ∈ Λ(∞, r), let Y (λ) be the Young diagram of λ which is a collection of boxes, arranged in left justified rows with λ i boxes in row i for all i ∈ Z, and let t λ be the λ-tableau in which the numbers 1, 2 · · · , r appear in order from left to right down successive (non-empty) rows of Y (λ). Let R λ i (i ∈ Z) be the set of entries in the i-th row of t λ . Clearly, R λ i = ∅ if and only if , where f λ,µ ∈ Hom H (x µ H, x λ H) for all λ, µ ∈ Λ(∞, r), which represents the map given by
where ν a ν ∈ ⊕ λ x λ H. This identification allows us to regard the infinite q-Schur algebra S(∞, r) as the †-completion of K(∞, r).
be the completion algebra of K(∞, r) constructed as in 1.1. Then there is an algebra isomorphism
µ∈Λ(∞,r)
.
Proof. Clearly, ς r is induced by the natural monomorphism ς r : K(∞, r) → S(∞, r) given in 5.2. By 1.1, there is another completion algebra K(∞, r) which is a subalgebra of K † (∞, r) and which contains V(∞, r) as a subalgebras. Thus, restriction gives an algebra monomorphism ς r : V(∞, r) → S(∞, r).
We are now ready to establish the isomorphism U(∞, r) → V(∞, r). 
Hence, we have an isomorphism U(∞, r) ∼ = V(∞, r). Moreover, the map ζ r : U(∞) → S(∞, r) is not surjective for any r 1.
Proof. Recall from 3.3 that we may identify U(∞) with V(∞). Fix some i ∈ Z. For ω ∈ Ω ⊗r ∞ we choose n 1 such that −n i < n and ω ∈ Ω ⊗r [−n,n] . Then E i · ω = E i,i+1 (0, r) [−n,n] · ω by a result for q-Schur algebras. It is clear that we have
∞ . The first assertion follows. To see the last statement, it suffices to prove that the injective map ς r : K(∞, r) → S(∞, r) is not surjective. Fix a λ ∈ Λ(∞, r). For any µ ∈ Λ(∞, r), construct a matrix A µ ∈ Ξ(∞, r) such that ro(A µ ) = λ and co(A µ ) = µ. Clearly, the element ([A µ ]) µ∈Λ(∞,r) belongs to S(∞, r), but not in K(∞, r).
Remark 5.5. Recall from [19] that, in the finite case, the (U(n), H)-bimodule structure on Ω ⊗r n induces two algebra epimorphisms
H ։ End U(n) (Ω ⊗r n ) (see [14] for the roots-of-unity case). This is the so-called Schur-Weyl duality. The theorem above shows that this duality is no longer true in the infinite case. However, the second epimorphism continue to hold; see 8.3 below.
With the above result, we will identify U(∞, r) with V(∞, r). Thus, the algebra homomorphism ζ r : U(∞) → S(∞, r) sends E i , K i , F i to e i , k i , f i , respectively. Now, by applying ζ r to the graded components in (2.1.1), 3.5 implies immediately the following.
Corollary 5.6. Let λ ∈ Λ(∞, r) and ν ′ , ν ′′ ∈ ZΠ(∞). If t ′ ∈ U(∞) ν ′ and t ′′ ∈ U(∞) ν ′′ , then r) ; 0 otherwise.
Modified quantum gl ∞ and related algebras
In this section, we identify U(∞) with V(∞) and U(∞, r) with V(∞, r). Thus, E h = E h,h+1 (0) and F h = E h+1,h (0) for all h ∈ Z.
The interpretation of the infinite q-Schur algebra S(∞, r) as the †-completion K † (∞, r) of K(∞, r) suggests us to introduce the †-completion K † (∞) of the algebra K(∞) which contains K(∞), and hence U(∞), as a subalgebra. Thus, it is natural to expect that the map ζ r : U(∞) → S(∞, r) given in (2.2.1) may be extended to an epimorphism from K † (∞) to S(∞, r).
In this section, we will establish this epimorphism through an investigation of the epimorphisṁ ζ r : K(∞) → K(∞, r) induced by ζ r via the modified quantum groupU(∞) of U(∞) (see [27, 23.1] ). Recall from Theorem 3.3 that U(∞) has a basis {A(j)} A,j . Thus, for any λ, µ ∈ Z ∞ , there is a linear map from
, where π λµ : U(∞) → λ U(∞) µ is the canonical projection. Thus, we obtain a linear map
We will introduce a multiplication inU(∞) and prove that f is an algebra isomorphism. We need some preparation.
The assertion follows.
Recall the algebra grading of U(∞) = ν∈ZΠ(∞) U(∞) ν given in (2.1.1).
Using 6.2 one can easily check the above product defines an associative Q(υ)-algebra structure oṅ U(∞).
for all u ∈ U(∞) and λ, µ ∈ Z ∞ , is an algebra isomorphism.
Proof. Since, for any A ∈ Ξ ± (∞), j ∈ Z ∞ and λ, µ ∈ Z ∞ with λ − µ = ro(A) − co(A), we have
, and so
So f is surjective. Suppose now λ,µ π λµ (u) ∈ ker(f ), where u = A∈Ξ ± (∞)
By 6.1 we have π λµ (u) = π λµ (u λµ ). On the other hand, (6.3.1) implies
Hence, j∈Z ∞ υ (λ−ro(A))·j β A,j = 0 for any A ∈ Ξ ± (∞) with λ − µ = ro(A) − co(A). Since A(j) = υ −j·ro(A) 0(j)A(0) we have
Hence π λµ (u) = π λµ (u λµ ) = 0 for all λ, µ. So f is injective. We now prove f is an algebra homomorphism. Let u 1 , u 2 ∈ U(∞) and
It remains to prove the case when µ ′ = λ ′′ , λ ′ − µ ′ ∈ ZΠ(∞) and λ ′′ − µ ′′ ∈ ZΠ(∞). By 6.2, we may assume
as required.
With the above result, we shall identifyU(∞) with K(∞). In particular, we shall identify π λµ (u) with [diag(λ)]u[diag(µ)] for u ∈ U(∞) and λ, µ ∈ Z ∞ .
Since both algebras K(∞) =U(∞) and V(∞) = U(∞) are subalgebras of K(∞), the definition of V(∞) implies that the algebra K(∞) is a U(∞)-bimodule with an action induced by multiplication. We now have the following interpretation of this bimodule structure.
Corollary 6.4. The algebra U(∞) acts onU(∞) by the following rules:
for all t ′ ∈ U(∞)(ν ′ ), t ′′ ∈ U(∞)(ν ′′ ) and s ∈ U(∞), where λ, µ ∈ Z ∞ and ν ′ , ν ′′ ∈ ZΠ(∞).
Proof. By 3.2 and 2.2 we have
Similar to [28, 3.4] , we define a mapζ r fromU(∞) to U(∞, r) as follows.
Theorem 6.5. The mapζ r :U(∞) → U(∞, r) defined bẏ
for u ∈ U(∞) and λ, µ ∈ Z ∞ is an algebra homomorphism.
Proof. We first prove thatζ r is well-defined. Assume π λµ (u) = 0 where u ∈ U(∞) and λ, µ ∈ Λ(∞, r). By the definition of λ U(∞) µ we can write
For convenience, we let [diag(λ)] = 0 ∈ U(∞, r) for λ ∈ Λ(∞, r). Let t ∈ U(∞)(λ ′ − µ ′ ) and
The result follows. Proposition 6.6. The mapζ r satisfies the following property:
where u 1 , u 3 ∈ U(∞) and u 2 ∈U(∞).
Proof. We assume u ′ ∈ U(∞)(ν ′ ), u ′′ ∈ U(∞)(ν ′′ ) and u ∈ U(∞)(λ − µ) where ν ′ , ν ′′ , λ − µ ∈ ZΠ(∞) and λ, µ ∈ Z ∞ . By 6.4 we havė
Hence by 5.6 we have
Proposition 6.7. Let A ∈ Ξ(∞). Then we havė
In particular we haveζ r (K(∞)) =ζ r (U(∞)) = K(∞, r).
Proof. Let λ = ro(A) and µ = co(A). If either λ ∈ Λ(∞, r) or µ ∈ Λ(∞, r), then we havė
The result follows. is not algebra homomorphism. For example, in the algebra K(∞, r) we have [
, where A = 0 1 1 −1 in the algebra K(∞).
By 1.1 we may construct the completion algebra
For λ ∈ X(∞) set (−∞, λ] = {µ ∈ X(∞) | µ wt λ}. The category O is defined as follows. Its objects are U(∞)-modules M which are weight modules with finite dimensional weight spaces and such that there exists a finite number of elements λ (1) 
The vector x 0 is called a highest weight vector. By a standard argument (see, e.g., [24] ) we have the following lemma. For λ ∈ X(∞), let Proof. Let M be a irreducible U(∞)-module in the category C hi . Choose a nonzero vector x µ ∈ M µ for some µ ∈ wt(M ). Let n 0 = max{deg(u) | there exists some monomial u in the E i 's such that u · x µ = 0}.
Since M ∈ C hi , n 0 < ∞. Let u be the monomial in the E i 's such that deg(u) n 0 and u · x µ = 0. Then u · x µ is a highest weight vector of M . Let λ ∈ X(∞) be the weight of u · x µ . Then there exists a surjective homomorphism from M (λ) to M . Since L(λ) is a unique irreducible quotient module of M (λ) we have M ∼ = L(λ), proving (1). The statement (2) follows from (1) and 7.2.
Corollary 7.5. An irreducible module L(λ) in C hi is integrable if and only if λ ∈ X + (∞).
Proof. If λ ∈ X + (∞), then the module L(λ) is a homomorphic image of the module M (λ)/I(λ), where
Conversely, let L(λ) be a irreducible module in the category C hi , and assume that L(λ) is integrable. Then, there exists x 0 ∈ M λ , x 0 = 0 and E i x 0 = 0 for all i ∈ Z. By [27, (3.5.8)], λ ∈ X + (∞).
Thus, using 7.2, we have the following classification theorem. Theorem 7.6. (1) The map λ → L(λ) defines a bijection between X + (∞) and the set of isomorphism classes of irreducible U(∞)-modules in the category C int ∩ C hi .
(2) The map λ → L(λ) defines a bijection between X + (∞) and the set of isomorphism classes of irreducible U(∞)-modules in the category C int ∩ O.
The integrable module L(λ) has actually structure similar to finite dimensional irreducible U([−n, n])-modules. Recall from [18, 5.15] 
We want to prove that a similar isomorphism holds for U(∞).
) be the map sending u to u1 λ , where1 λ is the image of
, which is compatible with the inclusion U([−n, n]) ֒→ U([−n − 1, n + 1]). Thus, we obtain a direct system {L(λ [−n,n] )} n 1 whose direct limit lim
On the other hand, if W ∩L(λ [−n,n] ) = 0 for n 1 then W = 0. Hence lim
. Then x 0 = π n,λ (1) for any n 1. Hence for n 1 and 1 i < n, 1 j n we have
) is a irreducible highest weight module with highest weight λ. It follows that
U(∞)-module and Im(f ) = L(λ) = 0, f has to be an isomorphism. Finally, it should be interesting to point out that there are not many finite dimensional weight U(∞)-modules.
For n 0, let J(n) be the two sided ideal of U(∞) generated by
Lemma 7.9.
(1) For n 0, we have J(n) = J(0).
Proof. Since E n , F n ∈ J(n), by 2.1(e) we have
It is similar we can show F n−1 , E −n , F −n ∈ J(n). Hence, we have J(n) = J(n − 1) for n 1, and (1) follows.
Since M is finite dimensional weight module, we see that wt(M ) is a finite set. Assume wt(M ) =
Let λ ∈ wt(M ) and x 0 be a nonzero vector in M λ . By 2.1(e) we have 
Representations of S(∞, r)
In this section, we investigate the weight modules for S(∞, r) and classify those irreducible ones. Recall from §2 and §5 the basis {T w } w∈Sr for the Hecke algebra H and the basis {φ w λµ } for the algebra K(∞, r) given in (5.2.2). Recall also the various notations for the idempotents
, where ̟ i = 1, if 1 i r; 0, otherwise.
We first observe the following which is clear from the definition of the †-completion K † (∞, r) and the identification S(∞, r) = K † (∞, r) (see 5.3).
(2) The Hecke algebra H is isomorphic to k ̟ S(∞, r)k ̟ by sending T u to φ u ̟,̟ (u ∈ S r ). (3) Let η be a consecutive segment of Z. Then, whenever |η| r, H is isomorphic to a (centralizer) subalgebra eS(η, r)e of S(η, r) for some idempotent e. (2) The category S(∞, r)-mod is a full subcategory of C.
Proof. The statement (1) follows easily from part (1) of the lemma above. We now prove (2) . Using the homomorphism ζ r : U(∞) → S(∞, r), every S(∞, r)-module M is a U(∞)-module. It suffices to prove that
Let Ω(∞, r) := S(∞, r)k ̟ . If we identify H with the subalgebra k ̟ S(∞, r)k ̟ of S(∞, r) via the isomorphism given in 8.1(2), then Ω(∞, r) = µ∈Λ(∞,r)
Proof. Since the set {φ d µ̟ | µ ∈ Λ(∞, r), d ∈ D µ } forms a basis for Ω(∞, r), and the set {φ d µ̟ (T 1 ) | µ ∈ Λ(∞, r), d ∈ D µ } forms a basis for Ω ⊗r ∞ . So the assertion follows easily. For λ ∈ Λ(∞, r), let λ t = (λ t i ) i∈Z ∈ Λ(∞, r), where λ t i = #{j ∈ Z|λ j i} for i 1 and λ t i = 0 for i 0. Let w λ be the unique element in D λ,λ t such that w −1
λ Sw λ ∩ S λ t = {1}, and let z λ = φ 1 λ̟ T w λ y λ t , where y λ t = w∈S λ t (−υ 2 ) −l(w) T w . For any µ ∈ Λ([−n, n], r), let (8.3.1) S µ = z µ H, and W (∞, µ) = S(∞, r)z µ be the Specht module of H and the Weyl module of S(∞, r), respectively. Note that, if µ ∈ Λ([−n, n], r) and n r, then ̟ ∈ Λ([−n, n], r). So
is well-defined. This is a Weyl module of S([−n, n], r). Since S([−n, n], r) is a finite dimensional semisimple algebra, by [5, 4.6] ,
Hence, for any µ ∈ Λ(∞, r), we obtain
Let Λ + (r) be the set of all partitions of r. We will regard Λ + (r) as the subset
of Λ(∞, r). Define a map from Λ(∞, r) to Λ + (r) by sending λ to λ + where λ + is the unique element in Λ + (r) obtained by reordering the parts of λ.
Hom(S µ , x λ H).
(2) Let µ ∈ Λ(∞, r). Then the module W (∞, µ) is an irreducible S(∞, r)-module. Moreover, we have W (∞, µ) ∼ = W (∞, µ + ).
Proof. The bimodule isomorphism Ev given in 8.3 induces S(∞, r)-module isomorphism
Choose m 0 such that µ ∈ Λ([−m 0 , m 0 ], r) and let r 0 = max{r, m 0 }. Then, for any n r 0 , we have, by [5, 8.1,8.7] , isomorphisms Hom
, µ) which are compatible with the direct systems. Now, the first isomorphism in (1) is obtained by taking direct limits.
The assertions in (2) follow easily from (8.3.2) (cf. [5, 3.9] ).
For λ, µ ∈ Λ(∞, r) we write µ + wt λ if µ + wt λ + . Note that µ + wt λ + is equivalent to the dominance order µ + λ + on partitions.
We also recall the notation of Young tableaux. Suppose λ ∈ Λ(∞, r) and µ ∈ Λ + (r). A µ-tableau of type λ is a µ-tableau with (possibly) repeated entries, where for each i, the number of entries i is equal to λ i . We denote the set of µ-tableaux of type λ by T (µ, λ). For T ∈ T (µ, λ), we say that T is row-standard (resp., strictly rwo-standard) if the numbers are weakly increasing (resp., increasing) along each row of T . The column-standard and strictly column-standard tableaux can be defined similarly. A tableau T is semistandard if it is row-standard and strictly column-standard. Let T 0 (µ, λ) denote the set of semistandard µ-tableaux of type λ. Proposition 8.5. Let λ ∈ Λ(∞, r) and µ ∈ Λ + (r). We have
where i ∈ Z and h ∈ H. Hence,
Though the double centralizer property in the Schur-Weyl duality is no longer true in the infinite case, the following decomposition for the tensor space Ω ⊗r ∞ continue to hold. Theorem 8.6. We have the following (S(∞, r),H)-bimodule isomorphism
Hence, as a (left) S(∞, r)-module, Ω ⊗r ∞ is completely reducible. Proof. It is well-known that, for all n r, there are (S([−n, n], r),H)-bimodule isomorphisms
The require isomorphism is obtained by taking direct limits; cf. 5.1 and (8.3.2).
Corollary 8.7. For each λ ∈ Λ(∞, r), the S(∞, r)-module S(∞, r)k λ is completely reducible.
Proof. Consider the S(∞, r)-module homomorphism f : S(∞, r)k λ −→ S(∞, r)k ̟ ∼ = Ω ⊗r ∞ , uk λ → uk λ φ 1 λ̟ ∀u ∈ S(∞, r). Since f is induced from the surjective map φ 1 λ̟ : H → x λ H, it follows that f is injective. Hence, S(∞, r)k λ is isomorphic to a submodule of Ω ⊗r ∞ . Hence, the assertion follows from 8.6. We are now ready to classify irreducible objects in the category S(∞, r)-mod. We first observe the following. Proposition 9.1. (1) The category C r is a full subcategory of C pol ∩ C int .
(2) For each r ∈ N, there is a surjective homomorphism from U(∞, r + 1) to U(∞, r) by sending the generators e i , f i , k i for U(∞, r + 1) to the generators e i , f i , k i for U(∞, r), respectively. Hence, C r is a full subcategory of C r+1 .
Proof. Let M be a U(∞, r)-module in the category C r . As a U(∞)-module, E i , K i , F i act on M as the action of e i , k i , f i , respectively. But, by 3.5, we have e n i = f n i = 0 for all n r + 1. Hence, M is an integrable U(∞)-module.
We now prove wt(M ) ⊆ Z ∞ . Suppose this is not the case. Then there exists λ ∈ wt(M ) and λ ∈ Z ∞ . Thus, λ has an infinite support. Choose r + 1 integers i 1 < i 2 < · · · < i r+1 such that λ i 1 = 0, · · · , λ i r+1 = 0 and t ∈ Λ(∞, r) such that t i = 1 for i ∈ {i 1 , · · · , i r+1 } and t i = 0 for all other i. Let u λ be a nonzero vector in M λ . Then 0 = (υ 
. Let J r be the ideal of U(∞) generated by i∈Z [K i ; t i ] ! , where t = (t i ) i∈Z ∈ Λ(∞, r + 1). By 4.7 we have U(∞, r) is isomorphic to U(∞)/J r . Let t ∈ Λ(∞, r + 2). Choose i 0 ∈ Z such that t i 0 > 0.
Hence, J r+1 ⊆ J r , and (2) follows.
Lemma 9.2. Let M be a irreducible U(∞)-module in the category C pol . Then M ∈ U(∞, r)-mod for some r 0.
Proof. Let λ ∈ wt(M ) and u λ be a nonzero vector in M λ . Then M = U(∞)u λ since M is irreducible. Hence, by 7.1, we know σ(µ) = σ(λ) for any µ ∈ wt(M ). Let r = σ(λ). Since wt(M ) ⊆ N ∞ we have wt(M ) ⊆ Λ(∞, r). Thus, for any t ∈ Λ(∞, r + 1), there exist i 0 ∈ Z such that t i 0 > λ i 0 0. Hence, [υ λ i 0 ; t i 0 ] ! = 0, and i∈Z [k i ; t i ] ! u λ = i∈Z [υ λ i ; t i ] ! u λ = 0. This shows that M is a U(∞, r)-module (by 4.7). Since M ∈ C, it follows that M ∈ U(∞, r)-mod. Theorem 9.3. (1) For r ∈ N the modules W (∞, µ) (µ ∈ Λ + (r ′ ), r ′ r) are all non-isomorphic irreducible U(∞, r)-modules in the category C r .
(2) The modules W (∞, µ) (µ ∈ Λ + (r), r ∈ N) are all non-isomorphic irreducible U(∞)-modules in the category C pol . Moreover, there is only one irreducible U(∞)-module, the trivial module L(0), in the category C pol ∩ C hi .
Proof. By 8.4(2) and 9.1(2) we know W (∞, µ), where µ ∈ Λ + (r ′ ) with r ′ r, are irreducible U(∞, r)-modules in C r . On the other hand, let M be a irreducible U(∞, r)-module in the category C r . By 9.1(1) and 9.2 we have M ∈ U(∞, r ′ )-mod for some r ′ 0. We claim that r ′ r. Indeed, suppose the contrary r ′ > r. Then, for any λ ∈ wt(M ) ⊆ Λ(∞, r ′ ), there exists µ ∈ Λ(∞, r + 1) such that µ i λ i for all i ∈ Z. Thus, for any nonzero vector
for i ∈ Z. However, since M is a U(∞, r)-module, the presentation of U(∞, r) implies i∈Z [K i ; µ i ] ! x 0 = 0, a contradiction. Hence, r ′ r. Now 8.8 implies that there exists µ ∈ Λ + (r ′ ) such that M ∼ = W (∞, µ), proving (1).
The first assertion in (2) follows from 8.8 and 9.2. By 9.1, W (∞, µ) is integrable. Since wt(W (∞, µ)) ⊆ Λ(∞, r), by the classification of irreducible integral modules in C hi given in 7.6, we conclude W (∞, µ) ∈ C hi for any r 1 and µ ∈ Λ(∞, r), proving the last assertion in (2). [22, Ex. 10.23] ). However, irreducible integrable U(∞, r)-modules can be classified for all r ∈ N. In fact, by the above result, the modules W (∞, µ) (µ ∈ Λ + (r ′ ), r ′ r) are all irreducible integrable U(∞, r)-modules for any r ∈ N.
It is clear that S(∞, r) ∼ = µ∈Λ(∞,r) S(∞, r)k µ as a S(∞, r)-module. Hence, S(∞, r) ∈ C as a U(∞)-module. Since S(∞, r)k µ is a direct sum of finitely many irreducible S(∞, r)-module in S(∞, r)-mod, S(∞, r) is the direct product of irreducible S(∞, r)-module in S(∞, r)-mod.
(2) It would be interesting to make a comparison between the finite and infinite cases for quantum gl η . In the finite case, if we only consider finite dimensional representations, then the categories C hi and C int are the same as the category C f d , and contain S(n, r)-mod as a full subcategory of polynomial representations of degree r which more or less determine C hi and C int . They are all completely reducible and the irreducible modules in these categories are all indexed by dominant weights. In the infinite case, the situation is completely different. For example, the categories C hi ∩ C int , S(∞, r)-mod and C f d become three different categories. The complete reducibility continue to hold in the last two categories, but seems not true in the first category. The irreducible modules in C hi ∩ C int are also indexed by dominant weights. Moreover, there are only a few irreducible objects in C f d , and there is only one irreducible object in the category C pol ∩ C hi .
