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Kurzfassung
In den letzten Jahren haben sich atomare Quantengase in optischen Gittern zu einem faszinie-
renden und interdisziplinär bedeutsamen Forschungsfeld entwickelt. Die in den periodischen
Potentialen gefangenen ultrakalten Atome stellen ein ideales Modellsystem dar, anhand dessen
sich grundlegende Fragestellungen der modernen Festkörper- und Vielteilchenphysik untersu-
chen lassen. In der vorliegenden Arbeit werden neue Methoden zur Manipulation und Analyse
von Quantenzuständen in optischen Gittern demonstriert. Insbesondere wird mittels der soge-
nannten Rauschkorrelationsanalyse die Ordnung der Atome im Gitter bestimmt und erstmals
fermionisches Antibunching an freien neutralen Atomen nachgewiesen.
Grundlage für die vorgestellten Experimente ist eine im Rahmen dieser Arbeit neu entwickelte
Apparatur, mit der sich simultan entartete bosonische und fermionische Quantengase aus 87Rb
und 40K präparieren und in einem dreidimensionalen optischen Gitter untersuchen lassen. Die
Apparatur zeichnet sich durch eine Serie technischer Innovationen aus: Eine neuartige Spulen-
und Fallenkonfiguration eröffnet einen hervorragenden optischen Zugang zu den präparierten
Ensemblen und ermöglicht es, starke homogene Magnetfelder bei einer geringen dissipierten
Leistung zu erzeugen. Dies sind wichtige Voraussetzungen, um definierte Gitterpotentiale ver-
wirklichen und die interatomaren Wechselwirkungen mittels Feshbach-Resonanzen beeinflussen
zu können. Das optische Potential geht aus der Überlagerung einer gekreuzten Dipolfalle und
eines blauverstimmten dreidimensionalen Gitters hervor. Eine solche Kombination erlaubt es,
sehr tiefe und relativ homogene Gitterpotentiale zu erzeugen sowie den externen Einschluss un-
abhängig von der Gittertiefe zu variieren. Des Weiteren lassen sich über eine frei einstellbare
Wellenlänge speziesabhängige Gitter realisieren. Die Vereinigung der hier aufgeführten Techno-
logien liefert uns eine außergewöhnlich flexible Plattform für das Studium maßgeschneiderter
Quantenzustände in periodischen Potentialen.
Durch den unabhängigen externen Einschluss kann erstmals ein Fermigas allein über dessen
Kompression zwischen einem metallischen und einem isolierenden Zustand hin- und hergeschal-
tet und – in ersten Ansätzen – die entsprechende Dynamik beobachtet werden. Die Ergebnisse
werden mit numerischen Simulationen verglichen. Neben der Durchführung von Transportmes-
sungen lässt sich hieraus ein neues Diagnoseverfahren ableiten, das es ermöglicht, Quanten-
phasen, wie den bosonischen oder fermionischen Mott-Isolator, anhand der charakteristischen
Kompressibilität zu identifizieren.
Als weiteres Diagnoseverfahren wird die Korrelationsanalyse von Flugzeitaufnahmen vorge-
stellt. Durch die Auswertung von Hanbury Brown und Twiss (HBT)-Korrelationen im Quanten-
rauschen der expandierenden Atomwolken lässt sich die mikroskopische Ordnung der Atome
im Gitter nachweisen. Ausgangspunkt für die Messungen sind jeweils vollständig spinpolari-
sierte bosonische Mott-Isolatoren und fermionische Bandisolatoren. Trotz identischer Dichte-
verteilungen innerhalb des Gitters, weisen die Korrelationen von Bosonen und Fermionen ent-
gegengesetzte Vorzeichen auf. Mit diesen Messungen gelingt es erstmals, fermionisches Anti-
bunching an freien neutralen Atomen zu beobachten und innerhalb einer selben Apparatur mit
dem bosonischen Bunching zu vergleichen. Neben dem Nachweis dieses fundamentalen Quan-
teneffektes lässt sich die Ordnung und die Temperatur der Fermionen im Gitter bis hinauf zur
Fermi-Temperatur bestimmen. Damit erweist sich die Korrelationsanalyse als ein robustes Ver-




In the past couple of years atomic quantum gases in optical lattices have evolved into a fas-
cinating research field of increasing interdisciplinary importance. Ultracold atoms trapped in
periodic potentials of light represent an ideal model system to study fundamental questions of
modern solid state and many-body physics. In the present work new experimental methods are
presented for analysing and manipulating quantum states in optical lattices. By analysing noise
correlations we determine the atomic order in the lattice and for the first time demonstrate fer-
mionic antibunching with free neutral atoms.
Basis of these experiments is a newly developed apparatus allowing the simultaneous prepa-
ration of degenerate quantum gases of bosonic 87Rb and fermionic 40K atoms and permitting
the investigation of these gases in a versatile three-dimensional optical lattice. The apparatus
features a series of technical innovations: New coil and trap configurations provide an excellent
optical access to the prepared atomic ensembles and allow the generation of strong homoge-
neous magnetic fields at low dissipated powers. These are important prerequisites to produce
well-defined lattice potentials and to precisely manipulate the atomic interactions via magnetic
Feshbach resonances. The optical potential is generated by superimposing a crossed dipole trap
and a blue-detuned three-dimensional optical lattice. This configuration enables the creation of
both very deep and very homogeneous lattice potentials. Moreover, the external confinement
can be controlled independently from the lattice depth, and the freely tunable wavelength gives
access to species-specific lattice potentials. These features and technologies provide us with an
exceptionally flexible platform for the study of precisely tailored many-body quantum states in
periodic potentials.
The independent external confinement for the first time allows switching a Fermi gas from
a metallic to an insulating state, and vice versa, only by changing its compression. Preliminary
measurements of the associated dynamics are presented and all results are compared with nume-
rical simulations. These measurements open up a new avenue to detect bosonic and fermionic
Mott insulators via their characteristic compressibility.
As further diagnostic tool, noise correlation analysis of time of flight images is demonstrated.
By evaluating Hanbury Brown and Twiss (HBT) correlations in the quantum noise of expanding
atom clouds the microscopic atomic order in the lattice is revealed. Starting point for the mea-
surements are fully spin-polarised bosonic Mott and fermionic band insulators. Despite identical
in-trap distributions, the correlations of bosons and fermions show opposite signs. These mea-
surements constitute the first proof for fermionic antibunching of free neutral atoms and allow
the comparison of bosonic and fermionic HBT effects within the same apparatus for the very
first time. Besides the demonstration of these fundamental quantum effects the method is used
to determine the ordering and temperature of the fermions in the periodic potential. Hence noise
correlation analysis is proven to be a robust tool for future investigations of even more complex
many-body quantum states in optical lattices.

Wenn Du ein Schiff bauen willst, so trommle nicht Männer
zusammen, um Holz zu beschaffen, Werkzeuge vorzubereiten,
Aufgaben zu vergeben und die Arbeit einzuteilen, sondern lehre
die Männer die Sehnsucht nach dem weiten endlosen Meer.
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In einem visionären Vortrag formulierte Richard Feynman 1982 die Idee, mittels eines sehr
gut kontrollierbaren, künstlichen Quantensystems andere, experimentell schwer zugängli-
che Vielteilchensysteme zu simulieren [1]. Beeindruckende Fortschritte in den Methoden
Atome zu kühlen und zu manipulieren, haben die Verwirklichung eines solchen Quanten-
simulators in greifbare Nähe gerückt. So lassen sich inzwischen mit ultrakalten Atomen
erste numerisch anspruchsvolle Modelle aus der theoretischen Festkörperphysik experi-
mentell überprüfen.
Mit der Erzeugung von Bose-Einstein-Kondensaten in verdünnten atomaren Gasen im
Jahre 1995 [2, 3] wurde es möglich, grundlegende Phänomene, wie zum Beispiel Ma-
teriewelleninterferenz [4, 5], Suprafluidität und Vortizes [6–8] an einem sehr reinen und
makroskopischen Quantensystem zu studieren. Das verdünnte Kondensat lässt sich im
Rahmen einer Mean-Field-Theorie durch eine einzelne makroskopische Wellenfunktion
beschreiben und entspricht daher dem einfachsten und grundlegendsten Zustand, den ein
Vielteilchensystem einnehmen kann.
Stimuliert durch die zahlreichen Analogien zur Physik der kondensierten Materie rich-
tet sich die Aufmerksamkeit der Forschung zunehmend auf atomare Gase im sogenannten
stark korrelierten Regime. In diesem Regime zeichnen sich die Vielteilchensysteme durch
eine weitaus komplexere und reichere Physik aus und lassen sich nicht mehr durch eine
einfache Wellenfunktion beschreiben. Stattdessen wird das Verhalten der Systeme von star-
ken interatomaren Wechselwirkungen geprägt, welche quantenmechanische Korrelationen
zwischen den einzelnen Teilchen hervorrufen.
Um in dieses faszinierende Regime vorzudringen und ein spezifisches Modell der Fest-
körperphysik abzubilden, schlugen Dieter Jaksch und Mitarbeiter 1998 vor, die ultrakalten
Atome in einen künstlichen Kristall aus Licht – ein sogenanntes optisches Gitter – zu trans-
ferieren [9]. Hierbei handelt es sich um ein periodisches Potential, das aus der Interferenz
von entgegengesetzt propagierenden Laserstrahlen hervorgeht. Durch die Dipolkraft wer-
den die Atome in den Knoten bzw. den Bäuchen der optischen Stehwellen gefangen. Mit
zunehmender Laserleistung nimmt die Tunnelrate zwischen den einzelnen Gitterplätzen
rasch ab, wodurch die kinetische Energie der Atome zugunsten ihrer Wechselwirkungs-
energie unterdrückt wird. Auf diese Weise konnte 2002 in einem richtungsweisenden Ex-
periment mit einem Bosegas in einem dreidimensionalen Gitter der Quantenphasenüber-
gang von einem superfluiden Zustand zu einem Mott-Isolator beobachtet werden [10].
Alternativ lässt sich die Stärke der Wechselwirkung auch direkt über die interatoma-
ren Streueigenschaften mittels einer sogenannten Feshbach-Resonanz beeinflussen. Dabei
wird durch Anlegen eines Magnetfeldes das Energieniveau eines gebundenen molekularen
1
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Zustandes in Resonanz mit der Energie des stoßenden Atompaares gebracht. Leider neh-
men hierdurch bei bosonischen Atomen neben der Wechselwirkungsstärke auch die inelas-
tischen Verluste drastisch zu. Ganz anders verhält es sich in einem Gas aus fermionischen
Atomen. Ein solches Gas wurde erstmals 1999 in die Quantenentartung überführt [11].
Handelt es sich bei dem Fermigas um eine zweikomponentige Spinmischung, so lässt sich
über eine Feshbach-Resonanz die interatomare Wechselwirkung verstärken, während in-
elastische Dreikörperstöße durch das Pauli-Prinzip unterdrückt werden. Dieser glückliche
Umstand erlaubte es in 2003, erstmals molekulare Kondensate aus gepaarten Fermionen zu
erzeugen [12–14]. Wenig später ließ sich das Phänomen der fermionischen Suprafluidität
im gesamten Crossover-Bereich zwischen molekularem Kondensat (BEC) und Bardeen-
Cooper-Schrieffer(BCS)-Zustand untersuchen [15–17].
In jüngster Zeit geht die Entwicklung dahin, die bewährten experimentellen Techni-
ken miteinander zu kombinieren und somit zunehmend komplexere Vielteilchensysteme
zu erzeugen. Seit der Beobachtung des bosonischen Mott-Isolators wurden eine Vielzahl
weiterer Quantenphasen in optischen Gittern realisiert, darunter ein- und zweidimensio-
nale Mott-Phasen [18, 19], Tonks-Girardeau-Gase [20, 21], fermionische Bandisolatoren
[22] oder gepaarte Fermionen in optischen Gittern [23, 24]. Durch die Erforschung dieser
Systeme erhofft man sich, insbesondere neues Licht auf ungeklärte Fragen der Festkör-
perphysik zu werfen. So lässt sich zum Beispiel das fermionische Hubbard-Modell – das
einer vereinfachten Beschreibung stark korrelierter Elektronen in Festkörpern dient [25] –
hervorragend mit wechselwirkenden Fermionen in optischen Gittern realisieren [26, 27].
Zwar verfügt der zugehörige Hamilton-Operator über eine einfache Struktur, doch stellt
dessen Lösung eine große Herausforderung für die moderne Vielteilchentheorie dar. Die
neue Generation von Gitterexperimenten erlaubt es, das Phasendiagramm des Hubbard-
Modells anhand eines extrem reinen und vollständig kontrollierbaren Vielteilchensystems
zu studieren und mit theoretischen Ergebnissen zu vergleichen.
Möglicherweise können ultrakalte Atome auch zu einem besseren Verständnis der Hoch-
temperatur-Supraleitung beitragen [28], denn bislang ist unklar, ob sich dieses Phänomen
im Rahmen des Hubbard-Modells beschreiben lässt. Allgemein wird davon ausgegangen,
dass die d-Wellen-Paarung in Kuprate-Supraleitern durch Spin-Fluktuationen hervorgeru-
fen wird [29], welche bei geeigneter Löcherdotierung in der Nähe einer antiferromagne-
tisch geordneten Mott-Isolator-Phase auftreten [30, 31]. Die Darstellung eines solchen An-
tiferromagneten mit fermionischen Atomen in optischen Gittern wäre nicht nur ein wichti-
ger Meilenstein auf dem Weg zu einem mikroskopischen Verständnis der Hochtemperatur-
Supraleitung, sondern würde auch ganz neue Einblicke in den Quantenmagnetismus und
das Verhalten von Spinflüssigkeiten eröffnen [32].
Mit Bose-Fermi-Mischungen lässt sich das Spektrum der in optischen Gittern realisier-
baren Quantenphasen noch deutlich erweitern [33–35]. Über die Interspezieswechselwir-
kung werden Teilchen verschiedener Statistik miteinander verknüpft und somit Phänome-
ne zugänglich, die erheblich komplexer sind als im rein bosonischen oder fermionischen
Fall. Das große Interesse für Bose-Fermi-Mischungen in optischen Gittern spiegelt sich in
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einer rasant zunehmenden Anzahl von theoretischen Veröffentlichungen wider. So werden
für diese Systeme eine Fülle von Quantenphasen, wie zum Beispiel Supersolids [36], bo-
sonen induzierte Supraflüssigkeiten [37] oder Polaronenzustände [38] vorhergesagt.
Um diese teils recht exotischen Quantenphasen studieren zu können, müssen sich diese
nicht nur präparieren, sondern auch einfach beobachten und zuverlässig nachweisen las-
sen. Mangels makroskopischer Kohärenzen ist es oftmals leider nicht möglich, die Viel-
teilchensysteme anhand der mittleren Dichteverteilungen in Flugzeitaufnahmen zu identi-
fizieren. Jedoch zeigten Ehud Altman und dessen Mitarbeiter in einer theoretischen Arbeit,
dass sich viele der Quantenphasen durch eine Korrelationsanalyse des atomaren Rauschens
in den Flugzeitaufnahmen nachweisen lassen [39]. Dieses Verfahren ist analog zur Inten-
sitätsinterferometrie an Lichtfeldern [40] oder zur Analyse des Stromrauschens in meso-
skopischen Leiterstrukturen [41, 42]. Das Prinzip basiert auf einem grundlegenden Quan-
teneffekt, der vor mehr als fünfzig Jahren entdeckt wurde. Damals zeigten Robert Hanbury
Brown und Richard Twiss in einem bahnbrechenden Experiment, dass die Photonen einer
chaotischen Lichtquelle bevorzugt gebündelt auf zwei unabhängigen Detektoren eintreffen
[43]. Durch die Entdeckung dieses sogenannten Bunching-Effektes wurde die Bedeutung
von Photonenkorrelationen für die Charakterisierung von Lichtfeldern deutlich und die
Entwicklung der modernen Quantenoptik angestoßen. Beim Photonen-Bunching handelt
es sich um eine konstruktive Quanteninterferenz zwischen Amplituden, welche zwei un-
unterscheidbare Teilchen beschreiben. Dabei ist der additive Charakter auf die bosonische
Natur der Photonen zurückzuführen.
Durch das Kühlen und Erzeugen atomarer Ensembles mit hohen Phasenraumdichten ist
es in den letzten Jahren gelungen, den Hanbury Brown und Twiss-Effekt auch an bosoni-
schen Atomen zu beobachten [44–49]. Im Gegensatz hierzu sollten fermionische Atome
sogenanntes Antibunching aufweisen, also die Tendenz sich gegenseitig zu meiden. Das
Antibunching beruht auf einer destruktiven Zwei-Teilchen-Interferenz und ist unmittelbar
mit dem Pauli-Prinzip verknüpft, welches eine Mehrfachbesetzung desselben Quantenzu-
standes durch identische Fermionen verbietet. In dem später in dieser Arbeit beschriebe-
nen Experiment wird fermionisches Antibunching erstmals an neutralen Atomen nachge-
wiesen [50] und innerhalb derselben Apparatur mit dem bosonischen Bunching vergli-
chen. Dazu werden fermionische Bandisolatoren aus 40K-Atomen bzw. bosonische Mott-
Isolatoren aus 87Rb-Atomen aus einem tiefen optischen Gitter entlassen und während der
freien Expansion mittels Absorptionsabbildung aufgenommen. Anschließend wird das in
den Absorptionsaufnahmen sichtbare atomare Rauschen mittels einer Korrelationsanalyse
ausgewertet. Aufgrund der vernachlässigbaren Wechselwirkungen zwischen den neutra-
len Atomen lassen sich die unterschiedlichen für Bosonen und Fermionen beobachteten
Korrelationen allein auf die verschiedenen Quantenstatistiken der Teilchen zurückführen.
Darüber hinaus gibt die Struktur der Korrelationen unmittelbar Auskunft über die Ordnung
im Gitter. Mit dem hier demonstrierten Verfahren verfügt man über ein leistungsfähiges




Im Rahmen dieser Arbeit wird ein neues Experiment entworfen und realisiert, mit dem
sich entartete bosonische und fermionische Quantengase aus 87Rb und 40K präparieren und
in einem dreidimensionalen (3D) optischen Gitter untersuchen lassen. Das Design bietet
einen sehr guten optischen Zugang zu den präparierten Ensemblen und ermöglicht es, star-
ke homogene Magnetfelder bei geringen dissipierten Leistungen zu erzeugen. Dies sind
wichtige Voraussetzungen, um hochqualitative Gitterpotentiale realisieren und die inter-
atomaren Wechselwirkungen mittels Feshbach-Resonanzen beeinflussen zu können. Das
optische Potential geht aus der Überlagerung einer gekreuzten Dipolfalle und eines blau-
verstimmten 3D-Gitters hervor. Dies erlaubt es, nicht nur sehr tiefe und recht homogene
Gitterpotentiale zu erzeugen, sondern gestattet es zudem, den externen Einschluss unab-
hängig von der Gittertiefe zu variieren. So konnte ein Fermigas erstmals allein über dessen
Kompression zwischen einem metallischen und einem isolierenden Zustand hin- und her-
geschaltet und die entsprechende Dynamik beobachtet werden [51, 52]. Solche Messun-
gen eröffnen die Perspektive, bosonische oder fermionische Mott-Isolatoren anhand ihrer
charakteristischen Kompressibilität nachzuweisen [27] oder Transportphänomene bei star-
ken Wechselwirkungen zu untersuchen [53]. Der Aufbau ermöglicht es darüber hinaus,
sämtliche Parameter des Hubbard-Modells – also die Tunnelrate, die interatomare Wech-
selwirkung und den externen Einschluss – unabhängig voneinander zu kontrollieren. Au-
ßerdem kann in der Bose-Fermi-Mischung über die frei einstellbare Gitterwellenlänge die
relative Beweglichkeit der beiden Spezies beeinflusst werden. Im Zusammenspiel mit den
demonstrierten Analyseverfahren bietet der Aufbau eine außergewöhnlich flexible Platt-
form, um eine große Zahl von Fragestellungen der modernen Vielteilchenphysik anhand
maßgeschneiderter Quantenzustände zu untersuchen.
Gliederung der Arbeit
Das zweite Kapitel befasst sich mit den grundlegenden statistischen und thermodynami-
schen Eigenschaften harmonisch gefangener Bose- und Fermigase. Wichtige Relationen
für die Analyse der präparierten Quantengase werden hergeleitet, darunter die Dichte-
verteilungen des idealen Fermigases, des schwachwechselwirkenden Bosegases und der
wechselwirkenden Bose-Fermi-Mischung in der harmonischen Falle.
Im dritten Kapitel wird der experimentelle Aufbau vorgestellt, mit dem sich die entarte-
ten Bose- und Fermigase erzeugen lassen. Die physikalischen Grundlagen des Experiments
als auch die experimentellen Schritte und deren technische Umsetzung werden umfassend
dargestellt, angefangen bei den gepulsten Atomquellen bis hin zur Absorptionsabbildung.
Wichtige Punkte beim Design und Aufbau des neuen Experiments sowie zukünftige Wei-
terentwicklungen werden besprochen.
Das vierte Kapitel befasst sich mit den optischen Potentialen der gekreuzten Dipolfalle
und des dreidimensionalen Gitters. Mittels exakter numerischer Berechnungen und Nähe-
rungslösungen wird der Einfluss der Schwerkraft auf die gekreuzte Dipolfalle untersucht.
Die Ergebnisse erweisen sich als wichtig für die evaporative und sympathetische Kühlung
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in der Dipolfalle. Schließlich werden präzise Formeln für das externe Potential des rot-
und blauverstimmten Gitters unter Berücksichtigung von Reflexionsverlusten, endlichem
Tunneln und quantenmechanischen Nullpunktsenergien hergeleitet.
Das fünfte Kapitel behandelt die atomaren Zustände im optischen Gitter, deren Präpara-
tion und Analyse. Die theoretischen Betrachtungen der Gitterzustände gehen aus von den
Bloch-Wellen im perfekt periodischen Potential, über die exakten Einteilchenspektren des
inhomogenen Gitters bis hin zu den Hubbard-Modellen von wechselwirkenden Bosonen,
Fermionen und Bose-Fermi-Mischungen. Die Kriterien für den adiabatischen Transfer der
Atome ins optische Gitter sowie die Analyse der Impuls- und Kristallimpulsverteilungen
werden diskutiert. Die erstmalige Erzeugung eines bosonischen Mott-Isolators in einem
blauverstimmten Gitter mit schwachem externen Einschluss wird vorgestellt.
Das sechste Kapitel schildert den optischen Aufbau, die Justage sowie die Kalibrierung
der gekreuzten Dipolfalle und des dreidimensionalen Gitters. Besondere Merkmale und
mögliche Anwendungen der kombinierten optischen Potentiale werden diskutiert, wie zum
Beispiel der Einsatz als spezies-abhängiges Gitter.
Im siebten Kapitel werden auf numerischer Basis die Gleichgewichts- und dynami-
schen Eigenschaften von nicht-wechselwirkenden Fermigasen in inhomogenen Gittern un-
tersucht. Allgemeine Kriterien für die Ausbildung des Bandisolators werden aufgestellt
sowie universelle Beziehungen zwischen den Besetzungszahlen im Gitter und der Kristal-
limpulsverteilung aufgedeckt. Anschließend werden Ab-initio-Berechnungen der Dichte-
und Kristallimpulsverteilungen unter Berücksichtigung endlicher Temperaturen und höhe-
rer Bänder durchgeführt und mit ersten experimentellen Messungen verglichen. In diesem
Zusammenhang wird erstmals die Kompression eines Fermigases in einem statischen pe-
riodischen Potential demonstriert. Der direkte Vergleich von berechneten und experimen-
tellen Daten eröffnet zudem einen neuen Ansatz für die Thermometrie in optischen Gittern.
Die exakte Temperaturentwicklung beim adiabatischen Transfer ins Gitter wird berechnet
und ein Weg aufgezeigt, wie sich adiabatisches Heizen vermeiden lässt. Im letzten Teil des
Kapitels wird die Dynamik in ein- und zweidimensionalen Systemen nach einer abrup-
ten Veränderung der Gitterparameter simuliert. Neben der Schwerpunktsbewegung werden
erstmals die zeitlichen Entwicklungen der Orts- und Kristallimpulsverteilungen berechnet.
Es folgt eine Gegenüberstellung der Ergebnisse zu vorläufigen Messungen.
Das achte Kapitel befasst sich mit der Methode der räumlichen Korrelationsanalyse
frei expandierender Atomwolken in Theorie und Experiment. Die physikalischen Prinzi-
pien werden zunächst am Beispiel von optischen Interferometern und der elektromagneti-
schen Kohärenztheorie eingeführt und lassen sich dann auf die Atomoptik übertragen. Die
erstmalige Beobachtung von fermionischem Antibunching an neutralen Atomen wird be-
schrieben. Aus dem Vergleich der gemessenen Rauschkorrelationen mit den theoretischen
Berechnungen lassen sich wichtige Informationen über den Zustand im Gitter gewinnen.
Das siebte und achte Kapitel stellen den Kern dieser Arbeit dar. Im Ausblick werden




2 Theorie der Quantengase
Nach einer kurzen Erinnerung an die Quantenstatistik [54] und den Formalismus der zwei-
ten Quantisierung [55] befasst sich dieses Kapitel mit den grundlegenden statistischen
und thermodynamischen Eigenschaften fermionischer und bosonischer Gase. Anschlie-
ßend werden die Dichteverteilungen der ultrakalten Quantengase in der harmonischen Fal-
le sowie deren freies Expansionsverhalten untersucht. Dabei werden wir sehen, dass beim
Bosegas die interatomare Wechselwirkung eine bedeutende Rolle für die Dichteverteilung
innerhalb der Falle und nach dem Entlassen aus derselben spielen. Der letzte Abschnitt
befasst sich mit den komplexen Wechselwirkungseffekten in Bose-Fermi-Mischungen und
untersucht die zugehörigen Dichteverteilungen im Rahmen eines selbstkonsistenten Mean-
Field-Modells.
2.1 Quantenstatistik und zweite Quantisierung
Wir betrachten N identische Teilchen in einem System, das durch eine Basis von Einteil-
chenzuständen {ϕi(r)} mit i = 1, 2, . . . ,∞ beschrieben wird. Die Variable r stehe für
den Orts- und Spinfreiheitsgrad eines Teilchens. Die Wahrscheinlichkeitsamplitude, Teil-
chen 1 im Zustand ϕi1(r1), Teilchen 2 im Zustand ϕi2(r2) usw. vorzufinden, sei durch
die Vielteilchenwellenfunktion Ψ(r1, . . . , rN) gegeben. Da die Teilchen prinzipiell unun-
terscheidbar sind, muss die Wahrscheinlichkeit invariant unter der Vertauschung zweier
Teilchen sein:
|Ψ(. . . , rk, . . . , rl, . . .)|2 = |Ψ(. . . , rl, . . . , rk, . . .)|2. (2.1)
Demnach gibt es zwei Möglichkeiten, wie sich der Vielteilchenzustand unter Teilchenver-
tauschung verhält:
Ψ(. . . , rk, . . . , rl, . . .) = ±Ψ(. . . , rl, . . . , rk, . . .). (2.2)
Aus dem Prinzip der Ununterscheidbarkeit folgt somit unmittelbar, dass alle Teilchen in
zwei fundamentale Klassen unterteilt sind: die Bosonen (für die das obere Vorzeichen gilt)
und die Fermionen (für die das untere Vorzeichen gilt). Das Spin-Statistik-Theorem aus der
Quantenfeldtheorie besagt, dass Teilchen mit ganzzahligem Spin Bosonen und Teilchen
mit halbzahligem Spin Fermionen sind [56, 57]. Betrachten wir den Fall, dass sich zwei
Fermionen im selben Einteilchenzustand befinden, so verschwindet gemäß Gleichung 2.2
der zugehörige Vielteilchenzustand:
Ψ(. . . , rk, . . . , rk, . . .) = 0. (2.3)
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Hierin drückt sich das Pauli-Prinzip aus, welches Fermionen eine Mehrfachbesetzung der-
selben Einteilchenzustände verbietet. Bei Bosonen gibt es eine solche Beschränkung nicht.
Der bosonische Vielteilchenzustand lässt sich eindeutig durch die Besetzungszahlen ni
der verschiedenen Einteilchenzustände ϕi charakterisieren und ist durch die vollständig
symmetrisierte Vielteilchenwellenfunktion
ΨBoseN (r1, . . . , rN) =
(




ϕi1(r1)ϕi2(r2) . . . ϕiN (rN) (2.4)
gegeben. Die Summe läuft über alle kombinatorischen Möglichkeiten, N Teilchen so über
die verschiedenen Einteilchenzustände zu verteilen, dass sich n1 Teilchen im Zustand ϕ1,
n2 Teilchen im Zustand ϕ2 usw. befinden. Hierfür gibt es insgesamt N !/(n1!n2! . . .) Mög-
lichkeiten, woraus sich auch der Normierungsfaktor erklärt. Bei Fermionen sind die Be-
setzungszahlen der Einteilchenzustände in Übereinstimmung mit dem Pauli-Prinzip auf
ni = 0 oder 1 beschränkt und die vollständig antisymmetrisierte Vielteilchenwellenfunk-
tion lässt sich durch eine Slater-Determinante darstellen:




ϕi1(r1) ϕi1(r2) . . . ϕi1(rN)
ϕi2(r1) ϕi2(r2) . . . ϕi2(rN)
...
... . . .
...
ϕiN (r1) ϕiN (r2) . . . ϕiN (rN)
∣∣∣∣∣∣∣∣∣ . (2.5)
Die Eigenschaften der Determinante gewährleisten, dass die Wellenfunktion antisymme-
trisch unter der Vertauschung zweier Teilchen ist und für übereinstimmende Einteilchen-
zustände verschwindet.
2.1.1 Zweite Quantisierung
Im Formalismus der zweiten Quantisierung behandelt man die Vielteilchenprobleme in
einer Basis aus vollständig symmetrisierten bzw. antisymmetrisierten Zuständen [55, 58].
Hierdurch werden die Symmetrieeigenschaften implizit in den Berechnungen berücksich-
tigt. Der vollständig symmetrisierte bosonische N -Teilchenzustand aus Gleichung 2.4 ent-
spricht einem dieser Basiszustände und lässt sich eindeutig über die Besetzungszahlen ni
der Einteilchenzustände ϕi(r) = 〈r|i〉 charakterisieren: |ΨBoseN 〉 = |n1, n2, . . .〉. In dem
Formalismus fast man alle Basiszustände für N = 0, 1, 2, . . . in einem erweiterten Raum,
den sogenannten Fock-Raum, zusammen und definiert Erzeugungs- und Vernichtungsope-
ratoren, die vom Unterraum mit N -Teilchen zum Unterraum mit N ± 1 Teilchen führen:
aˆ†i | . . . , ni, . . .〉 :=
√
ni + 1| . . . , ni + 1, . . .〉. (2.6)
Durch Adjungieren und bilden des Skalarprodukts folgt:
aˆi| . . . , ni, . . .〉 =
{ √
ni| . . . , ni − 1, . . .〉 für ni ≥ 1
0 für ni = 0.
(2.7)
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Aus den obigen Relationen und der Vollständigkeit des Fock-Raumes ergeben sich die
bosonischen Kommutationsregeln:




j]− = 0, [aˆi, aˆ
†
j]− = δij . (2.8)
Hierbei gilt [A,B]− = AB−BA. Die eingeführten Basiszustände sind Eigenzustände des
Teilchenzahloperators nˆi = aˆ
†
i aˆi :
nˆi| . . . , ni, . . .〉 = ni| . . . , ni, . . .〉. (2.9)
In gleicher Weise lässt sich auch ein Fock-Raum für Fermionen einführen. Damit die Be-
setzungszahlen in Übereinstimmung mit dem Pauli-Prinzip auf ni = 0 oder 1 beschränkt
bleiben, müssen die Erzeugungs- und Vernichtungsoperatoren bei Fermionen Antikommu-
tationsregeln gehorchen:




j]+ = 0, [aˆi, aˆ
†
j]+ = δij . (2.10)
Hierbei gilt [A,B]+ = AB + BA. Aus den Antikommutationsregeln folgt (aˆ
†
i )
2 = 0, was
die Unmöglichkeit der Doppelbesetzung impliziert.
Vielteilchengrundzustände
Als Beispiel betrachten wir N nicht wechselwirkende Bosonen (ohne Spin) in einem Po-
tential mit dem Einteilchengrundzustand |i ≡ 0〉. Der N -Teilchengrundzustand ergibt sich
durch N -fache Anwendung des Erzeugungsoperators aˆ†0 auf den Vakuumzustand (Zustand
ohne Teilchen) und lautet:




N |0, 0, 0, . . .〉. (2.11)
Hierdurch wird das Bose-Einstein-Kondensat beschrieben, bei dem alle Bosonen densel-
ben Einteilchengrundzustand besetzen.
Bei Fermionen ist der N -Teilchengrundzustand, in Übereinstimmung mit dem Pauli-
Prinzip, durch die Einfachbesetzung der N niederenergetischsten Einteilchenzustände ge-
geben:
|ΨFermiN 〉 = | 1, 1, . . . , 1︸ ︷︷ ︸
N -mal
, 0, 0, . . .〉 =
∏
i<iF
aˆ†i |0, 0, 0, . . .〉, (2.12)
wobei iF so definiert ist, dass
∑
i<iF
1 = N gilt.
Einteilchen- und Mehrteilchenoperatoren in der zweiten Quantisierung
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wie zum Beispiel die kinetischen Energien pˆ2α/2m oder die potentiellen Energien V (rα).
Da die Teilchen ununterscheidbar sind, müssen die Einteilchenoperatoren alle von dersel-













|i〉α〈j|α = aˆ†i aˆj. (2.15)
Hierdurch kann der Einteilchenoperator Tˆ durch bosonische bzw. fermionische Erzeugungs-




〈i|tˆ|j〉 aˆ†i aˆj. (2.16)
Eine analoge Darstellung findet man auch für Zweiteilchenoperatoren, die simultan auf
zwei verschiedenen Teilchen wirken. Für ein Vielteilchensystem mit kinetischen Energien










〈i, j|Uˆ |k, l〉 aˆ†i aˆ†j aˆlaˆk, (2.17)
wobei bei Fermionen die Reihenfolge der beiden Vernichtungsoperatoren im Vergleich zu
der Reihenfolge der Zustände |k, l〉 im Matrixelement des Zweiteilchenoperators beson-
ders zu berücksichtigen ist.
Statt in der Basis {|i〉} kann das System zum Beispiel auch in der Basis der Ortseigen-

















einführen, welche ein Teilchen am Ort r erzeugen bzw. vernichten. Ausgedrückt durch









2.1 Quantenstatistik und zweite Quantisierung
2.1.2 Bose-Einstein- und Fermi-Dirac-Statistik
Laut dem grundlegenden Postulat der statistischen Physik ist ein abgeschlossenes Gleich-
gewichtssystem mit gleicher Wahrscheinlichkeit in jedem seiner zugänglichen Zustände
vorzufinden [54, 59]. Dabei bezeichnen „zugängliche Zustände“ die Vielteilchenzustän-
de |κ〉 = |n1, n2, . . . , n∞〉, deren Gesamtteilchenzahl Nκ und deren Gesamtenergie Eκ
mit den Vorgaben N und E des Systems übereinstimmen (mikrokanonisches Ensemble).
Die Anzahl der zugänglichen Zustände definiert die mikrokanonische Zustandssumme
Ω(E,N). Gemäß dem grundlegenden Postulat folgen aus dem Kehrwert pκ = 1/Ω(E,N)
die Besetzungswahrscheinlichkeiten der zugänglichen Zustände |κ〉.
Statt eines isolierten Systems ist es oftmals hilfreich ein System zu betrachten, das im
Kontakt mit einem großen Reservoir Energie und Teilchen austauschen kann (großkanoni-
sches Ensemble). Die Wahrscheinlichkeit, das System in einem Zustand |κ〉 mit der Ener-






Hierbei werden die Temperatur T = 1/kBβ (kB ist die Boltzmann-Konstante) und das






Durch Letztere wird die Gesamtwahrscheinlichkeit
∑
κ pκ auf eins normiert. Für wechsel-
wirkungsfreie Teilchen mit einem Einteilchenspektrum {i}, ist die Energie des Vielteil-
chenzustandes |κ〉 = |n1, n2, . . . , n∞〉 durch Eκ =
∑
i i gegeben und die großkanonische







Für Fermionen können die Besetzungszahlen ni der Einteilchenzustände |i〉 nur die Wer-














1− e−β(i−µ) . (2.25)
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eβ(i−µ) ∓ 1 , (2.26)




eβ(i−µ) ∓ 1 ≡ f(i). (2.27)
Dies ist die Bose-Einstein- (oberes Vorzeichen) bzw. die Fermi-Dirac-Verteilung (unteres
Vorzeichen). Bei Systemen mit vorgegebener Gesamtteilchenzahl N , ist das chemische
Potential durch die Bedingung
∑
i〈ni〉 = N festgelegt.
2.1.3 Dichteoperator
Wir führen nun den Dichteoperator ein, der es uns erlaubt Erwartungswerte von statisti-
schen Gemischen, wie zum Beispiel dem großkanonischen Ensemble, in eleganter Weise
zu berechnen [54, 55]. Im Allgemeinen befindet sich ein System nicht in einem reinen
Zustand, sondern dessen Basiszustände {|κ〉} sind nur mit gewissen statistischen Wahr-
scheinlichkeiten pκ besetzt. In einem solchen Fall kann der Ensemblemittelwert einer Ob-





berechnet werden und lautet
〈Oˆ〉 = Sp(ρˆOˆ). (2.29)





Die Spur eines Operators ist unabhängig von der gewählten Basis und wegen
∑
κ pκ = 1
ist der Dichteoperator automatisch normiert: Sp(ρˆ) = 1.
Beim großkanonischen Ensemble entsprechen die Zustände {|κ〉} einer beliebigen voll-
ständigen Basis des Fock-Raumes. Ohne Beschränkung der Allgemeinheit kann die Ba-
sis so gewählt werden, dass sie zugleich den Eigenzuständen des Vielteilchen-Hamilton-
Operators Hˆ entspricht: Hˆ|κ〉 = Eκ|κ〉. Dann lässt sich der Dichteoperator des großkano-








Der Formalismus der Dichteoperatoren lässt sich natürlich auch für die Berechnung von
Ensemblemittelwerten in Einteilchensystemen verwenden. In diesem Fall reicht es aus,
eine vollständige Basis von Einteilchenzuständen {|i〉} zu betrachten.
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2.1.4 Quantenentartung
Verdünnte atomare Gase lassen sich in erster Näherung als ideale Quantengase beschrei-
ben. Je nach Teilchennatur werden die mittleren Besetzungszahlen der Einteilchenzustände
durch die Bose-Einstein- bzw. Fermi-Dirac-Verteilung 2.27 bestimmt. Bei hohen Tempe-
raturen gehen die beiden Verteilungen in die Maxwell-Boltzmann-Verteilung eines idealen
klassischen Gases über. Bei Annäherung an sehr niedrige Temperaturen spielt der Term
±1 in Gleichung 2.27 eine zunehmende Rolle und es manifestiert sich ein deutlicher Un-
terschied zwischen Bosonen und Fermionen. Dies ist das Regime der Quantenentartung.
Intuitiv erwartet man, dass die Quantenentartung eintritt, sobald der mittlere Abstand zwi-







Dabei gibt λdB die mittlere räumliche Ausdehnung der atomaren Wellenpakete an. Wir er-
warten also, dass die Quantenentartung eintritt, sobald die Phasenraumdichte nλ3dB Werte
in der Größenordnung von eins annimmt. Hierbei bezeichnet n die Dichte des Gases undm
die Masse der Atome. Für ein ideales klassisches Gas gilt die Relation e−βµ = 1/nλ3dB [59].
Hiermit lässt sich zeigen, dass Gleichung 2.27 tatsächlich ab einer Phasenraumdichte in
der Größenordnung von eins beginnt signifikant von der klassischen Maxwell-Boltzmann-
Verteilung abzuweichen. Eine äquivalente Formulierung besagt, dass die Quantenentar-
tung eintritt, sobald die Anzahl M der im Rahmen der Energieerhaltung zugänglichen
Zustände in die Größenordnung der Gesamtteilchenzahl N rückt.
Bei einem Fermigas macht sich im Regime der Quantenentartung das Pauli-Prinzip be-
merkbar. Am absoluten Nullpunkt führt dieses zu einer strikten Einfachbesetzung der N
niederenergetischsten Einteilchenzustände und es bildet sich ein Fermi-See aus. Dabei de-
finiert die Energie i=N des höchsten besetzten Einteilchenzustandes die Fermi-Energie F.
Im Gegensatz zum Fermigas ist beim Bosegas eine Mehrfachbesetzung derselben Ein-
teilchenzustände erlaubt. Berücksichtigt man die Ununterscheidbarkeit der Teilchen, so
findet man, dass im Regime der Quantenentartung (M . N ) eine Mehrfachbesetzung
nicht nur erlaubt ist, sondern statistisch sogar stark favorisiert wird. Dieser Effekt lässt
sich bereits anhand des einfachen Beispiels in Abbildung 2.1 mit M = N = 2 nachvoll-
ziehen: Für zwei ununterscheidbare Teilchen ist das statistische Gewicht beide Teilchen im
selben Zustand vorzufinden 2/3, während es bei voneinander unterscheidbaren Teilchen
nur 1/2 beträgt. Mit zunehmenden N verstärkt sich dieser „Bunching-Effekt“, also die
Bündelung der Bosonen in ein und demselben Quantenzustand. Außerdem versuchen die
Teilchen beim Kühlen des Bosegases ihre Energie zu minimieren. Wird dabei eine kritische
Temperatur Tc unterschritten, so kommt es zu einem Phasenübergang, bei dem eine ma-
kroskopische Bevölkerung des absoluten Grundzustandes einsetzt. Dies ist das Phänomen
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identische Bosonenverschiedene Bosonen
Abbildung 2.1: Bosonisches Bunching: Mögliche Besetzungen zweier Quantenzustände
durch zwei unterscheidbare bzw. zwei ununterscheidbare Bosonen. Die Wahrscheinlich-
keit, dass ein Zustand doppelt besetzt ist, ist bei ununterscheidbaren Teilchen höher.
der Bose-Einstein-Kondensation. Die kondensierten Teilchen besetzen dieselbe Grundzu-
standswellenfunktion und verfügen somit über eine langreichweitige Phasenkohärenz. Der
Bunching-Effekt erklärt warum die makroskopische Bevölkerung des Grundzustandes be-
reits bei einer thermischen Energie kBTc einsetzt, die weitaus größer ist als der energetische
Abstand ∆ zwischen den untersten Niveaus.
In den beiden folgenden Abschnitten werden die Eigenschaften harmonisch gefangener
Fermi- und Bosegase diskutiert und einander gegenübergestellt.
2.2 Fermigas
In diesem Abschnitt wird das in einer harmonischen Falle gefangene ideale Fermigas in der
semi-klassischen Näherung behandelt. Neben grundlegenden thermodynamischen Größen,
werden die Dichte- und Impulsverteilungen innerhalb der Falle und nach der freien Ex-
pansion ermittelt. Die Kenntnis der theoretischen Verteilungen ist Voraussetzung für eine
präzise Temperaturbestimmung der Gase. Beim Kühlen der Fermionen in das entartete Re-
gime tritt – im Gegensatz zum Bosegas – kein Phasenübergang ein, sodass der Grad der
Quantenentartung aus dem Vergleich der gemessenen und der theoretischen Dichtevertei-
lung abgeleitet werden muss.
2.2.1 Thermodynamische Betrachtungen
Im Folgenden betrachten wir ein ultrakaltes Gas aus N spinpolarisierten Fermionen der
Masse m. Üblicherweise wird die Wechselwirkung zwischen den Teilchen bei niedri-
gen Temperaturen durch s-Wellenstreuung bestimmt. Doch für identische Fermionen ver-
schwindet wegen der Forderung einer antisymmetrischen Wellenfunktion die zugehörige
Streuamplitude. Die Wechselwirkung in nächst höherer Ordnung, durch p-Wellenstreuung,
ist wegen der Zentrifugalbarriere und der geringen Stoßenergien stark unterdrückt. Da-
mit kann in den folgenden thermodynamischen und statistischen Überlegungen in guter
Näherung von einem wechselwirkungsfreien, also idealen Fermigas ausgegangen werden
[60, 61]. In mehrkomponentigen Fermigasen sind s-Wellen-Stöße hingegen erlaubt. Doch
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auch hier sind aufgrund der geringen Dichten üblicherweise die Wechselwirkungsenergien
klein gegenüber der Fermi-Energie (Gl. 2.38), sodass das ideale Fermigas eine brauchbare
Näherung darstellt [62, 63]. Für ein Atom in einem zylindersymmetrischem harmonischen











(x2 + y2 + α2z2). (2.33)
Der Quotient aus axialer und radialer Fallenfrequenz α = ωz/ωr beschreibt das Aspekt-
verhältnis der Falle. Definiert man die Nullpunktenergie als null, so sind die Einteilchen-
energien durch (nx, ny, nz) = ~ωr(nx +ny +αnz) gegeben (nx,y,z ∈ N). Da in der Regel
die thermische Energie der Atome viel größer ist als der Abstand zwischen den Ener-
gieniveaus1 (kBT  ~ων), lässt sich das diskrete Energiespektrum durch ein Kontinuum





Mit dem kontinuierlichen Energiespektrum nimmt die Fermi-Dirac-Verteilung aus Glei-





Hierbei wird die Fugazität Z = eµ/kBT eingeführt. Diese erlaubt, wie wir später sehen
werden, eine direkte Aussage über den Grad der Quantenentartung des Gases. Das chemi-








Für T = 0 geht die Fermi-Dirac-Verteilung in eine Stufenfunktion über, die für Energien
kleiner oder gleich der Fermi-Energie F = µ(T = 0, N) gleich eins und ansonsten null





Hieraus folgt die Fermi-Energie, also die Energie des höchsten besetzten Einteilchenzu-
standes bei T = 0:
F = ~ωr(6αN)1/3. (2.38)
1Für die Fermigase in unserem Experiment gilt typischerweise kBT/~ων ≥ 30.
2Die Anzahl N(E) der Energieniveaus mit einer Energie kleiner oder gleich E ist proportional zu dem
Volumen V = E3/6 einer dreiseitigen Pyramide, welche von drei zueinander orthogonal verlaufenden
Kanten der Länge E aufgespannt wird. Teilt man dieses Volumen V durch das Volumen v = (~ωr)3α,
welches einem einzelnen Zustand zugeordnet werden kann, so erhält man N(E). Die Zustandsdichte
folgt schließlich aus der Ableitung g() = dN()/d.
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Abbildung 2.2: Fermi-Dirac-Verteilungen für verschiedene Temperaturen T/TF. Für die
höheren Temperaturwerte sind zum Vergleich die klassischen Maxwell-Boltzmann-
Verteilungen dargestellt (gestrichelt).
Der Fermi-Radius RF ist durch die maximale Auslenkung eines klassischen Teilchens der










Die aus dem Pauli-Prinzip resultierende effektive Abstoßung führt zu einem Fermi-See im
Ortsraum, dessen Ausdehnung durch den Fermi-Radius RF gegeben ist. Analog kann eine












Wie aus dem rechten Teil von Gleichung 2.40 hervorgeht, ist der Kehrwert des Fermi-
Impulses 1/kF proportional zum interatomaren Abstand im Gas.
Für Temperaturen T > 0 ergibt sich das chemische Potential µ(T,N) als nicht-triviale Lö-
sung von Gleichung 2.36. Eine Sommerfeld-Entwicklung [64] des Integranden ermöglicht
es jedoch, einen einfachen analytischen Näherungsausdruck für sehr niedrige Tempera-
turen (kBT  F) anzugeben. Dabei geht man von einer geringen „Aufweichung“ der
Fermi-Kante aus. Man nimmt also an, dass sich die Verteilungsfunktion nur in einem Be-
reich kBT um F von der Stufenfunktion unterscheidet. Diesem Unterschied wird durch
eine Taylor-Entwicklung des Integranden im Bereich von F Rechnung getragen4. Zusam-
3Hier ist der Fermi-Radius entlang der radialen Achse angegeben. Entlang der z-Achse ist der Fermi-Radius
durch RF/α gegeben.
4Bei sehr niedrige Temperaturen (kBT  F) und für eine Funktion h(), welche für  → +∞ nicht





h()d+ h(F)(µ− F) + pi26 (kBT )2h′(F) + . . .
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fu¨r kBT  F. (2.41)
Die thermodynamischen Integrale der Fermi-Dirac- und der Bose-Einstein-Verteilung las-
sen sich für beliebige Temperaturen analytisch mittels der Polylogarithmen Lis(Z) darstel-
len. Für beliebige s > −1 gilt:∫ ∞
0
s
Z−1e/kBT ∓ 1d = ±(kBT )
s+1Γ (s+ 1) Lis+1(±Z). (2.42)
Dabei sind bei der Bose-Statistik die oberen Vorzeichen und bei der Fermi-Statistik die
unteren Vorzeichen anzuwenden5 und Γ steht für die Eulersche Gamma-Funktion. Der
Polylogarithmus ist im Bereich |Z| < 1 durch die folgende Reihenentwicklung definiert







Diese Definition wird später benutzt, um durch Integration der einzelnen Summanden, das
Integral von dem Polylogarithmus einer Funktion zu bestimmen.
In diesem Abschnitt werden zunächst nur die thermodynamischen Größen für das Fermi-
gas hergeleitet. Später lassen sich diese Größen gemäß Gleichung 2.42 durch die Erset-
zung −Lis(−Z) → Lis(Z) direkt auf das Bosegas übertragen [61, 65]. Beim Bosegas
muss außerdem ein Term für den Grundzustand hinzugefügt werden, da dieser nicht in
der Zustandsdichte g() berücksichtigt wird, aber durchaus makroskopisch besetzt werden
kann.
Für hohe Temperaturen geht Z → 0 und die beiden Quantenstatistiken gehen in die klas-
sische Maxwell-Boltzmann-Statistik über. Für den klassischen Grenzfall Z → 0 ergibt
die Ersetzung Lis(±Z) → ±Z eine gute Näherung. Im Fall der Fermi-Dirac-Statistik
geht mit sehr niedrigen Temperaturen Z → +∞ und aus einer allgemeineren Form der
Sommerfeld-Entwicklung folgt das asymptotische Verhalten [61, 66, 67]:







fu¨r T → 0. (2.44)
Hiermit verfügen wir über das nötige Rüstzeug, um die thermodynamischen Größen des
idealen Fermigases exakt zu ermitteln und um entsprechende Näherungsausdrücke für ho-
he und sehr niedrige Temperaturen anzugeben.
5Je nach Vorzeichen wird das Integral in Gleichung 2.42 als Bose-Integral bzw. als Fermi-Integral bezeich-
net. Ersteres konvergiert für Z < 1 und letzteres konvergiert für Z > −1.
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Fugazität Z
















Abbildung 2.3: Fugazität Z und chemisches Potential µ als Funktion von T/TF. Die Nä-
herung 2.41 für niedrige Temperaturen ist gestrichelt dargestellt.
Aus Gleichung 2.36 ergibt sich für die Teilchenzahl N :







Hieraus folgt zusammen mit der Definition der Fermi-Temperatur TF = F/kB und Glei-
chung 2.38:
Li3(−Z) = − 1
6 (T/TF)
3 . (2.46)
Die Form der Fermi-Dirac-Verteilung wird, wie in Abbildung 2.2 zu erkennen, allein durch
das Temperaturverhältnis T/TF bestimmt. Dabei verläuft der Übergang vom klassischen
zum entarteten Regime kontinuierlich und ist nicht, wie beim Bosegas, durch einen Pha-
senübergang ausgezeichnet. Das Temperaturverhältnis T/TF ist ein direktes Maß für den
Grad der Quantenentartung des Fermigases. Gleiches gilt für die Fugazität Z, welche ge-
mäß Gleichung 2.46 nur von T/TF abhängt.
Um die Fugazität Z und das chemische Potential µ = kBT ln(Z) als Funktion der Tempe-
ratur auszudrücken, muss Gleichung 2.46 für feste Temperaturen numerisch nach Z gelöst
werden. Hierbei bietet es sich an, zu einheitenlosen Größen T/TF und µ/F überzugehen,
da dann die errechneten Ergebnisse universell gültig sind. Für sehr kleine T/TF ist die nu-
merische Lösung von Gleichung 2.46 wegen der Divergenz von Z schwierig. Doch kann
in diesem Bereich auf die Näherung 2.41 zurückgegriffen werden. Wir erhalten somit die
Funktion Z = Z(T/TF), welche in die gewonnenen Ausdrücke der thermodynamischen
Größen eingesetzt werden kann. Die Fugazität Z ist für niedrige Temperaturen eine sehr
steile Funktion von T/TF und fällt mit zunehmender Temperatur gegen null (Abbildung
2.3). Das chemische Potential µ stimmt bei T = 0 mit der Fermi-Energie F überein und
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T/TF
mittlere Teilchenenergie ε/εF
mittlerer quadratischer Radius ρ2  /NRF2
Abbildung 2.4: Temperaturverläufe der thermodynamischen Größen des harmonisch ge-
fangenen Fermigases. Zur Gegenüberstellung ist gestrichelt das Verhalten des klassischen
Gases dargestellt. Mit der WärmekapazitätC geht auch die im Fermigas enthaltene Wärme
mit abnehmender Temperatur auf null. Dennoch verfügen die Teilchen selbst bei T = 0
im Mittel noch über eine Energie von 3
4
F. Der mittlere quadratische Radius der Atomver-
teilung 〈ρ2〉 ist proportional zur mittleren Teilchenenergie  und geht ebenfalls für T → 0
gegen einen endlichen Wert. Experimentell wurden diese Größen in [11, 68] untersucht.








Dieser Ausdruck geht für hohe Temperaturen (Z → 0) in den klassischen Erwartungs-
wert 3kBT über. Teilt man Gleichung 2.47 durch 3kBT bzw. durch F = kBTF, so erhält
man die universellen Darstellungen aus Abbildung 2.4. Die mittlere Teilchenenergie für
ein Fermigas in einer harmonischen Falle geht für T → 0 gegen 3
4
F. Die im Vergleich
zum klassischen Gas überschüssige Teilchenenergie ist auf das Pauli-Prinzip zurückzufüh-
ren. Demnach dürfen die Fermionen die niedrigsten Vibrationsniveaus nur jeweils einzeln
besetzen und nicht etwa gemeinsam in den Grundzustand der Falle übergehen. Wird die
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Energie des Fermigases zu der Energie eines klassischen Gases ins Verhältnis gesetzt, so
beobachtet man eine Divergenz für T → 0. In den Referenzen [11, 68] wurden erstmals
die Teilchenenergien atomarer Fermigase im Regime der Entartung untersucht.
Aus Gleichung 2.47 folgt die Wärmekapazität C = ∂E/∂T des Gases bei fester Teilchen-










Dabei wird die Bedingung ∂N/∂T = 0 auf Gleichung 2.45 angewendet und die Relation
∂ Lis(Z)/∂Z = 1Z Lis−1(Z) benutzt. Wie in Abbildung 2.4 gezeigt, geht die Wärmekapa-
zität für hohe Temperaturen in den klassischen Wert C = 3NkB über, während sie bei
niedrigen Temperaturen linear (C ≈ pi2NkBT/TF) auf null abfällt. Bei dem linearen Ver-
halten der Wärmekapazität handelt es sich um eine universelle Eigenschaft, welche oftmals
zum experimentellen Nachweis von Fermi-Flüssigkeiten verwendet wird.
2.2.2 Dichte- und Impulsverteilungen
Im Prinzip lassen sich die thermodynamischen Größen und die Dichteverteilungen des Fer-
migases durch Summation über die bekannten harmonischen Oszillatorzustände bestim-
men. Bei einer exakten numerischen Auswertung der Summen zeigt sich, dass die Größen
als Funktion der Teilchenzahl ein stufenförmiges Verhalten aufweisen [69]. Ähnlich zur
Atomhülle oder zum Atomkern ist dieser Effekt auf die Ausbildung einer Schalenstruktur
zurückzuführen. Der Schaleneffekt ruft eine leichte Riffelung der Dichteverteilung her-
vor. Diese wellige Struktur ist analog zu den sogenannten Friedel-Oszillationen, die in der
Dichteverteilung eines homogenen Fermigases in der Nähe einer Störstelle auftreten [70].
Die Schalenstruktur spielt jedoch nur bei sehr kleinen Teilchenzahlen N und sehr niedri-
gen Temperaturen von wenigen Nanokelvin eine Rolle. Die Riffelung δn/n der Dichtever-
teilung skaliert wie N−2/3 [62] und kann daher bei üblichen Atomzahlen vernachlässigt
werden.
Statt der Auswertung unhandlich großer Summen bietet sich die Anwendung einer semi-
klassische Näherung an [60, 71], welche für große N und kBT  ~ων gute Resultate
liefert. In dieser Näherung geht man davon aus, dass sich die Einteilchenzustände durch
lokalisierte Wellenpakete beschreiben lassen, sodass jedem Teilchen ein Ort r und ein
Wellenvektor k zugeordnet werden kann. Die Energien der Teilchen sind dann durch die
entsprechenden Werte eines klassischen Hamiltonians H(r,k) (Gl. 2.33) gegeben. Be-
trachtet man ein freies Teilchen, welches auf ein Raumvolumen V eingeschränkt wird,
so nimmt dieses im Impulsraum ein Volumen Vk = (2pi)3/V ein. Generell beansprucht
ein fermionisches Teilchen im Phasenraum (r,k) ein Volumen von (2pi)3. Statt Summen
über Zustände werden in dieser semi-klassischen Näherung Integrale über Phasenraum-










Die Teilchenzahl N des Gases ergibt sich durch Integration über den gesamten Orts- und
Impulsraum, N =
∫
w(r,k)d3rd3k. Das sich hieraus ergebende chemische Potential








Dabei definiert ρ = (x2 + y2 + α2z2)1/2 den effektiven Abstand vom Fallenzentrum.
Substituiert man k durch kin = ~2k2/2m und definiert Z′ = Z exp(−mω2rρ2/2kBT ),
so kann man das Integral auf die Form von Gleichung 2.42 bringen und erhält für die
Dichteverteilung:
























Analog zum vorherigen Fall erhält man durch Substitution und Ausnutzung von Gleichung
2.42 die Impulsverteilung8:















Im klassischen Grenzfall T  TF erhält man mit der Ersetzung Lis(−Z) → −Z die






















6Genau genommen werden die Punkte im Phasenraum (r,p) nicht durch Wellenvektoren k, sondern durch
Impulse p = ~k bestimmt und die Verteilungsfunktion für den Phasenraum lautet dementsprechend
w(r,p) = 1h3w(r,k).
7Wegen w(r,k) = w(ρ2, k2) bietet sich die Einführung einer skalierten Koordinate z˜ = αz an, sodass
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Während die Ausdehnung eines idealen klassischen Gases bei T = 0 verschwindet, ist 〈ρ2〉
für das Fermigas auf einen minimalen Wert von 3
8
NR2F beschränkt. Dieser Sachverhalt ist
in Abbildung 2.4 dargestellt. Gemäß dem Äquipartitionstheorem lässt sich der mittlere
quadratische Radius 2.56 auch direkt aus Gleichung 2.47 ableiten. Für hohe Temperaturen
[Lis(−Z) → −Z] findet man in Übereinstimmung mit dem Korrespondenzprinzip die
wohlbekannte klassische Beziehung.
Freie Expansion beim Entlassen aus einer harmonischen Falle
Zur experimentellen Untersuchung der Dichteverteilung n(x, y, z) wird das atomare Gas
aus der Falle entlassen und nach einigen Millisekunden freier Expansion in einer Absorp-
tionsabbildung aufgenommen. Für ein ideales Gas, welches zum Zeitpunkt t = 0 aus einer
harmonischen Falle entlassen wird, skaliert die Dichteverteilung gemäß der Koordinaten-
transformation xi → x′i = xi/
√
1 + ω2i t
2 (mit xi = x, y, z) [72]. Im Fall der zylindersym-
metrischen harmonischen Falle ist die Dichteverteilung zum Zeitpunkt t:
n(x, y, z, t) =
n(x′, y′, z′, t = 0)






Demnach bleibt die Form der ursprünglichen Dichteverteilung entlang der einzelnen Fal-
lenachsen auch während der freien Expansion erhalten. Es findet lediglich eine Skalierung
um einen zeit- und achsenabhängigen Faktor statt. Die Erhaltung der Form ist eine Be-
sonderheit der harmonischen Falle. Voraussetzung ist, dass innerhalb der Falle eine große
Zahl von Vibrationsniveaus entlang der einzelnen Achsen besetzt sind. Diese Bedingung
wird sowohl durch ein klassisches Gas aus vielen Teilchen und mit kBT  ~ων als auch
durch ein Fermigas mit F  ~ων erfüllt. Für das Fermigas stimmt diese Bedingung mit
dem Gültigkeitsbereich der semi-klassischen Näherung überein.
Säulendichte des Fermigases
Bei der Absorptionsabbildung wird ein nahresonanter Laserstrahl auf die frei expandieren-
de Atomwolke gerichtet und der resultierende Schattenwurf auf eine CCD-Kamera abge-
bildet. Über das Absorptionsgesetz lässt sich dann die Säulendichte (column density) des
atomaren Gases bestimmen (siehe Abschnitt 3.6.1).
Die Säulendichte innerhalb der Falle errechnet sich aus Gleichung 2.51 durch Integra-
tion entlang der Abbildungsrichtung (im Folgenden sei dies die x-Achse). Dazu wird der
9Hierbei wird die Beziehung 2.46 benutzt und eine Integration durchgeführt, die analog zu der Herleitung
von Gleichung 2.58 ist.
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Polylogarithmus in der Reihenentwicklung von Gleichung 2.43 dargestellt und dann sum-
mandenweise über x integriert. Berücksichtigt man die durch Gleichung 2.57 beschriebene
freie Expansion, so erhält man die Säulendichte zur Zeit t nach dem Entlassen aus der Fal-
le:










































(ωz = αωr) (2.60)
geht für t 1/ων gegen eins und die Wolke nimmt sphärische Symmetrie an. Nach langen
Expansionszeiten t kann daher neben der Größe auch die Asymmetrie der ursprünglichen
Wolke vernachlässigt werden. Für große t spiegelt die Dichteverteilung die Impulsvertei-
lung innerhalb der Falle wider, wobei Letztere – unter den gemachten Voraussetzungen –
immer isotrop ist.
Universelle Darstellungen
Um die Dichte- und Impulsverteilung in einer allgemeingültigen Form, also unabhängig
von Teilchenzahl und Fallenfrequenz, darstellen zu können, führen wir die einheitenlosen
Größen für Temperatur T = T/TF, Radius R = ρ/RF und Wellenzahl K = k/kF ein.
Damit nehmen die Gleichungen 2.51 und 2.53 die folgende Form an:




























Da der HamiltonianH(r,k) dieselbe quadratische Abhängigkeit bezüglich Ort und Impuls
aufweist, verfügen die obigen Verteilungen über denselben funktionellen Verlauf. Wegen




z mit denselben Koeffizienten zum Hamilto-
nian bei und führen somit zu einer isotropen Impulsverteilung. Die Ortsverteilung kann
hingegen, aufgrund verschiedener Koeffizienten für x2, y2 und z2, eine anisotrope Form
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annehmen. Unter Ausnutzung der Relation 2.44 und µ(T = 0) = F nimmt die Dichtever-
teilung aus Gleichung 2.61 für T = 0 die folgende einfache Form an:











fu¨r ρ ≤ RF. (2.63)
Für ρ > RF wird die Dichte null. Somit gibt RF tatsächlich den Radius des „Fermi-Sees“
im Ortsraum an. Gemäß der Definition von ρ bildet die Wolke einen Ellipsoid mit einem
Durchmesser von 2RF in der x-y-Ebene und einem Durchmesser von 2RF/α entlang der
z-Achse.
Um auch die Säulendichte ncol(y, z, t = 0) aus Gleichung 2.58 in universeller Form dar-
stellen zu können, definieren wir analog zu ρ den effektiven Radius ρcol = (y2 + α2z2)1/2
und die zugehörige einheitenlose Größe R col = ρcol/RF. Damit folgt für die Säulendichte
innerhalb der Falle (t = 0):









Abbildung 2.5 zeigt die universellen Darstellungen der Dichten und Säulendichten für
verschiedene Temperaturen.
2.2.3 Thomas-Fermi-Näherung
Abschließend sei noch gezeigt, dass sich die Dichteverteilung 2.63 auch unmittelbar aus
der Thomas-Fermi-Näherung ableiten lässt. Im Rahmen dieser lokalen Dichte-Näherung
wird der Raum in kleine Zellen unterteilt, in denen das Fallenpotential als quasi konstant
betrachtet werden kann. Gleichzeitig seien die Zellen jedoch so groß, dass viele Teilchen
darin enthalten sind. Letztere können als freie Teilchen behandelt werden. Für jede der









ein lokaler Fermi-Vektor kF(r) definieren. Dabei ist n(r) die lokale Dichte und (2pi)3
das Volumen, welches ein Fermion im Phasenraum einnimmt. Innerhalb einer Zelle am
Ort r können die Teilchen alle Wellenvektoren im Intervall 0 ≤ k ≤ kF(r) annehmen.
Das energiereichste Teilchen am Ort r hat demnach die Energie ~2k2F(r)/(2m) zuzüglich
der potentiellen Energie V (r). Im stationären Fall muss diese Gesamtenergie positions-
unabhängig sein, da sich die Teilchen ansonsten an den Ort bewegen würden, an dem die




+ V (r). (2.66)
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Der Realteil wird gebildet, damit der Ausdruck jenseits des Fermi-Radius null ergibt. Für
ein harmonisches Fallenpotential folgt hieraus die Verteilung 2.63. Unter Berücksichtigung
von Teilchenwechselwirkungen findet Gleichung 2.67 vielfältig Anwendung in der Atom-,
Kern- und Astrophysik. Mit ihrer Hilfe werden wir am Ende dieses Kapitels die Dichte-
verteilung eines Fermigases berechnen, das mit einem Bose-Einstein-Kondensat wechsel-
wirkt.
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Abbildung 2.5: Universelle Darstellung der Dichte n(ρ/RF) und der Säulendichte
ncol(ρcol/RF) für verschiedene Temperaturen T/TF. Für die höheren Temperaturen sind
zur Gegenüberstellung die klassischen Maxwell-Boltzmann-Verteilungen gestrichelt dar-
gestellt. In dieser universellen Form geben die Darstellungen zugleich die Impulsvertei-














Im Gegensatz zu Fermionen ist bei Bosonen eine Mehrfachbesetzung derselben Einteil-
chenzustände erlaubt. Wird ein verdünntes Bosegas soweit gekühlt, dass die Phasenraum-
dichte nλ3dB einen Wert von ∼ 2, 61 überschreitet, so kommt es in einem Phasenübergang
zu einer makroskopischen Bevölkerung des absoluten Grundzustandes. Hierbei handelt es
sich um ein rein statistisches Phänomen, der Bose-Einstein-Kondensation.
Im Folgenden werden einige wichtige thermodynamische Größen sowie die Kriterien
der Bose-Einstein-Kondensation für das harmonisch gefangene, wechselwirkungsfreie Bo-
segas hergeleitet. Anschließend werden die interatomaren Wechselwirkungen im Rahmen
der Gross-Pitaevskii-Gleichung beschrieben und es wird die Dichteverteilung des Kon-
densats innerhalb der Falle und nach dem Entlassen aus derselbigen berechnet. Folgender
Abschnitt orientiert sich an den Referenzen [73–76].
2.3.1 Thermodynamische Betrachtungen
Wir betrachten ein ideales Bosegas in einer harmonischen Falle. Bei hinreichend großen
thermischen Energien10 kann das Spektrum der harmonischen Oszillatorzustände durch ein




e(−µ)/kBT − 1 . (2.68)
Definieren wir die Grundzustandsenergie (0, 0, 0) des harmonischen Oszillators als null,
so muss das chemische Potential die Bedingung µ ≤ 0 erfüllen, damit die Besetzungs-
zahlen f() keine negativen Werte annehmen. Geht das chemische Potential gegen null,
beziehungsweise die Fugazität Z = eµ/kBT gegen eins, so wird die Besetzungszahl N0
des Grundzustandes makroskopisch. Bei Integralen über die Zustandsdichte 2.34 ist der
Grundzustand nicht enthalten, sodass dessen makroskopischer Beitrag separat berücksich-
tigt werden muss. Im Rahmen der Kontinuumsnäherung erhält man daher die folgende





e(−µ)/kBT − 1d+N0. (2.69)
Analog zu Gleichung 2.45 folgt hieraus für die Gesamtteilchenzahl:







Für T ≤ Tc ist die Fugazität Z konstant gleich eins und folglich Li3(1) ≈ 1, 202, während
für T > Tc die Besetzung des Grundzustandes auf makroskopischer Skala vernachlässig-
bar ist (N0 ' 0). Mit diesen beiden Ergebnissen lässt sich anhand von Gleichung 2.69
10In unserem Experiment liegt die kritische Temperatur der Bose-Einstein-Kondensation typischerweise bei
kBTc ≥ 60~ων .
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die Fugazität und das chemische Potential für beliebige Temperaturen ermitteln. Des Wei-








≈ 0, 94~ωr(αN)1/3. (2.71)
Setzt man diesen Ausdruck wiederum in Gleichung 2.70 ein, so erhält man die Tempera-









Bei einer Temperatur von T/Tc = 0, 5 bevölkern bereits etwa 90 % der Teilchen den abso-
luten Grundzustand. Mit dem Phasenübergang bildet sich eine charakteristische bimodale
Dichteverteilung aus, denn die makroskopische Bevölkerung des Grundzustandes führt
zu einer lokal überhöhten Dichte im Zentrum der Falle. Im wechselwirkungsfreien Fall
ist das Dichteprofil des Kondensats direkt proportional zum Betragsquadrat des harmoni-
schen Oszillatorgrundzustandes. Die nicht kondensierten Atome, welche den sogenannten
thermischen Anteil bilden, umgeben das Zentrum in einer näherungsweise gaußförmigen
Verteilung. Aus Letzterer lässt sich die Temperatur des Ensembles ableiten [75].
Für das ideale, nicht-kondensierte Bosegas (T > Tc) lassen sich die Dichte- und Impuls-
verteilungen, als auch die thermodynamischen Größen mittels der Ersetzung−Lis(−Z)→
Lis(Z) unmittelbar aus den entsprechenden Größen des Fermigases (siehe Abschnitt 2.2.2)
ableiten.
Da das Bosegas in unserm Experiment auch zum sympathetischen Kühlen des Fermigases
verwendet wird, ist dessen Wärmekapazität eine wichtige Größe. Für T < Tc ist µ = 0
und die Gesamtenergie des Systems ergibt sich aus E =
∫∞
0
 g()/[exp(/kBT )− 1]. Für









fu¨r T < Tc. (2.73)
Oberhalb der kritischen Temperatur ist N0 ' 0 und die Wärmekapazität kann mittels der









fu¨r T > Tc. (2.74)
11Streng genommen tritt der Phasenübergang bei Tc nur im thermodynamischen Limes ein. Dieser Limes ist
durch N →∞ und ω → 0 definiert, wobei das Produkt Nω3 konstant gehalten wird. In den Experimen-
ten sind die Atomzahlen üblicherweise so groß, dass die Gase in guter Näherung unendlichen Systemen
entsprechen und die Bevölkerung des Grundzustandes quasi abrupt einsetzt.
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Die Wärmekapazität des harmonisch gefangenen Bosegases weist, wie in Abbildung 3.22
auf Seite 95 dargestellt, einen Sprung im Bereich der kritischen Temperatur auf und geht
dann für sehr kleine Temperaturen rasch gegen null.
2.3.2 Beschreibung des Bose-Einstein-Kondensates
Am absoluten Nullpunkt T = 0 ist das ideale Bosegas vollständig kondensiert (N0 = N )
und sämtliche Teilchen besetzen denselben Einteilchengrundzustand ϕ0(r) des externen
Fallenpotentials V (r). Die zugehörige Vielteilchenwellenfunktion ergibt sich als Produkt
der identischen Einteilchenwellenfunktionen:









beschreiben, welche bis auf die Normierung mit dem Einteilchengrundzustand überein-
stimmt. Die lokale Teilchendichte ist durch n(r) = |ψ(r)|2 gegeben. In einer harmo-
nischen Falle entspricht ϕ0(r) dem gaußförmigen Oszillatorgrundzustand und in einem
periodischen Gitterpotential ist ϕ0(r) durch den Bloch-Zustand des untersten Bandes mit
dem Kristallimpuls ~q = 0 gegeben.
Schwach wechselwirkendes Bosegas
In ultrakalten und verdünnten Bosegasen wechselwirken die elastisch stoßenden Atome
über van der Waals-Kräfte miteinander [77–79]. Aufgrund der geringen Dichten kommt
es hauptsächlich zu Zweikörperstößen. Entsprechend der bosonischen Teilchennatur muss
die Ortswellenfunktion des stoßenden Atompaares symmetrisch sein, sodass ausschließ-
lich Streuamplituden mit geradzahligen Bahndrehimpulsen l zur Wechselwirkung beitra-
gen. Letztlich treten wegen der geringen kinetischen Energien in den ultrakalten Gasen nur
s-Wellen-Stöße auf. Da die de Broglie-Wellenlänge der Teilchen weitaus größer ist als die
effektive Ausdehnung des Wechselwirkungspotentials, spielt der genaue Potentialverlauf
für den Stoßprozess keine Rolle. Der s-Wellen-Stoß bewirkt allein eine Phasenverschie-
bung zwischen den asymptotisch ein- und auslaufenden Wellenfunktionen. Demnach ist
jedes Potential, das die richtige Phasenverschiebung hervorruft, gleichwertig und die in-





· δ(r) = g · δ(r). (2.77)
Hierbei handelt es sich um ein Kontaktpotential. Dabei ist r der Relativvektor zwischen
den beiden stoßenden Atomen, m ist deren Masse, as die s-Wellenstreulänge und g =
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4pi~2as/m die Kopplungstärke. In ultrakalten verdünnten Bosegasen ist die interatomare
Wechselwirkung besonders einfach und kann vollständig durch einen einzigen Parameter,
die s-Wellenstreulänge, beschrieben werden. In welchem Maß das atomare Gas als „ver-
dünnt“ zu betrachten ist, wird durch den sogenannten Gasparameter n|as|3 quantifiziert.
Üblicherweise ist der Gasparameter kleiner als 10−3 und damit die Streulänge as erheb-
lich kleiner als der mittlere Teilchenabstand n−1/3. In einem solchen Fall reicht es aus,
nur Zweiteilchenwechselwirkungen zu berücksichtigen. Gemäß Abschnitt 2.1.1 lässt sich
der Hamilton-Operator der N wechselwirkende Bosonen im externen Potential V (r), wie















ψˆ†(r)ψˆ†(r′)Uint(r − r′)ψˆ(r′)ψˆ(r)d3rd3r′. (2.78)
Dabei gehorchen die Feldoperatoren ψˆ†(r) und ψˆ(r) den bosonischen Kommutationsre-
geln 2.8. Mit der Kontaktwechselwirkung von Gleichung 2.77 nimmt das Doppelintegral




















Um das wechselwirkende Vielteilchenproblem nicht exakt lösen zu müssen, wird eine
Mean-Field- oder Molekularfeld-Näherung verwendet, welche es erlaubt das System durch
eine geringe Anzahl physikalisch aussagekräftiger Größen zu beschreiben. Nach Bogoliu-
bov wird dazu der Feldoperator in eine komplexwertige Funktion und einen fluktuierenden
Feldoperator zerlegt:
ψˆ(r, t) = ψ(r, t) + δψˆ(r, t). (2.81)
Die komplexwertige Funktion ψ(r, t) beschreibt das Bose-Einstein-Kondensat und ist über
den Erwartungswert (Ensemblemittelwert 2.29) des bosonischen Feldoperators definiert,
ψ(r, t) = 〈ψˆ(r, t)〉. Ihr Betragsquadrat bestimmt die Dichte des Kondensatanteils. Der
Operator δψˆ(r, t) beschreibt quantenmechanische und thermische Fluktuationen und gibt
somit die nicht kondensierten Teilchen wieder.
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Mit der Einführung der Funktion ψ(r, t) wird implizit die Annahme einer spontanen
Symmetriebrechung gemacht. Denn ψ(r, t) verfügt über eine wohldefinierte Phase, ob-
wohl der Hamilton-Operator 2.78 invariant unter einer globalen U(1)-Eichtransformation
ist. Mit dieser Annahme ist automatisch das Kriterium von Penrose und Onsager für die
Bose-Einstein-Kondensation erfüllt [80]: Die Einteilchendichtematrix 〈ψˆ†(r)ψˆ(r′)〉 weist
selbst für große Abstände |r− r′| einen endlichen Erwartungswert auf. Diese Eigenschaft
wird auch als „off-diagonal long-range order“ bezeichnet [81] und ist gleichbedeutend mit
einer langreichweitigen Phasenkohärenz12.
In der nullten Ordnung der Mean-Field-Näherung werden die Fluktuationen δψˆ(r, t) als
verschwindend klein betrachtet und der Feldoperator in Gleichung 2.80 wird einfach durch
seinen Erwartungswert ψ(r, t) ersetzt. Hierdurch vernachlässigt man gewissermaßen die
Quantenmechanik des Feldoperators und setzt dessen Kommutatoren gleich null. Im Li-
mes großer Teilchenzahlen ist dies eine brauchbare Annahme, da [ψˆ(r, t), ψˆ†(r, t)] = 1,
während 〈ψˆ〉 ' √N . Anschaulich gesprochen kann im Grenzfall großer Teilchenzahlen
das Kondensat durch ein klassisches Feld beschrieben werden. Wie in Gleichung 2.76 vor-
weggenommen, handelt es sich hierbei um eine makroskopische Wellenfunktion, die auch
als Kondensatwellenfunktion bezeichnet wird und welche die Rolle eines Ordnungspa-










∇2 + V (r) + g|ψ(r, t)|2
)
ψ(r, t). (2.82)
Diese Gleichung hat die Form einer nicht-linearen Schrödinger-Gleichung. Dabei wird
die interatomare Wechselwirkung durch ein Mean-Field-Potential beschrieben, welches
proportional zu der atomaren Dichte n(r) = |ψ(r)|2 ist. Somit ist auch beim wechselwir-
kenden verdünnten Bosegas der Vielteilchengrundzustand durch ein Produkt aus identi-
schen Einteilchenzuständen gegeben. Doch gegenüber dem idealen Bosegas kondensieren
die Teilchen nun nicht in den Grundzustand des Einteilchenproblems, sondern in einen
Grundzustand, der sich als Lösung der Gross-Pitaevskii-Gleichung 2.82 ergibt.
Bei der Herleitung der Gross-Pitaevskii-Gleichung werden die Fluktuationen δψˆ ver-
nachlässigt und somit wird implizit angenommen, dass sämtliche Teilchen das Kondensat
bevölkern (N0 =N ). Berücksichtigt man jedoch die Fluktuationen in erster Ordnung, so
erhält man die sogenannte Bogoliubov-Theorie. Diese ermöglicht die Beschreibung ele-
mentarer Anregungen des Kondensates in Form von Quasiteilchen. Dabei zeigt sich, dass
aufgrund der interatomaren Wechselwirkung auch bei T = 0 eine Besetzung thermischer
Zustände auftritt. Diese Besetzung angeregter Zustände führt zu einer Verarmung des Kon-
densates (quantum depletion), welche proportional zu
√
n|as|3 ist. In typischen Experi-
12Die Phasenkohärenz wird über die Korrelationsfunktion erster Ordnung g(1)(r, r′) ∝ 〈ψˆ†(r)ψˆ(r′)〉 quan-
tifiziert, welche proportional zur Einteilchendichtematrix ist (siehe Definition 8.49).
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menten mit Gasparametern n|as|3 der Größenordnung 10−5 beträgt diese Verarmung je-
doch weniger als 1 %, sodass die Gross-Pitaevskii-Gleichung bei T  Tc eine sehr gute
Näherung darstellt.
Wechselwirkungen in atomaren Gasen und stark korrelierte Systeme
Die Stärke der Wechselwirkung in einem Vielteilchensystem lässt sich über den Parameter
γ quantifizieren. Dieser gibt für jedes Teilchen das Verhältnis aus Wechselwirkungsenergie








Demnach stimmt die Bedingung für ein „verdünntes Gas“ (n|as|3  1) mit der für ein
„schwach wechselwirkendes Gas“ (γ < 1) überein. Bei kleinem γ ist die Verarmung des
Kondensats gering und folglich eine Beschreibung durch eine makroskopische Wellen-
funktion möglich. Nur in diesem Regime kann die korpuskulare Natur des Vielteilchenzu-
standes zugunsten einer klassischen Feldbeschreibung vernachlässigt werden.
In den letzten Jahren wurden zunehmend Untersuchungen mit ultrakalten Atomen im
stark korrelierten Regime (γ  1) durchgeführt. Dabei werden zwei unterschiedliche An-
sätze verfolgt, um die starken Wechselwirkungen in den Gasen hervorzurufen.
Ein Ansatz basiert darauf, direkt die atomaren Stoßeigenschaften mittels sogenannter
Feshbach-Resonanzen zu verändern [83–85]. Das Prinzip der Feshbach-Resonanzen ist in
Abbildung 2.6 veranschaulicht. Diese Resonanzen treten immer dann auf, wenn die Ener-
gien zweier stoßender Atome mit der Energie eines gebundenen molekularen Zustandes
im interatomaren Wechselwirkungspotential übereinstimmt. Das Niveau des gebundenen
Zustandes lässt sich durch Anlegen eines homogenen Magnetfeldes gegenüber dem ein-
laufenden Streuzustand verschieben und somit auch die Streulänge as, welche die Stär-
ke der interatomaren Wechselwirkung beschreibt, frei durchstimmen. In Bose-Einstein-
Kondensaten führt diese Methode jedoch zu einer drastischen Verringerung der Lebens-
dauer [86], denn mit zunehmender Streulänge nehmen auch die Dreikörperverluste gemäß
n˙ ∝ − ~
m
n3a4s (2.84)
zu [87]. Dennoch hat es diese Methode ermöglicht, die Wechselwirkung zwischen bosoni-
schen Atomen über einen weiten Bereich durchzustimmen und somit den Kollaps und die
anschließende Explosion eines Kondensates zu beobachten [88, 89].
Im Jahr 2002 begann man auch die Wechselwirkungen in zweikomponentigen Fermi-
gasen mittels Feshbach-Resonanzen zu beeinflussen. Durch die Absenkung der Energie
eines molekularen Feshbach-Zustandes unter die Energie zweier freier Atome ließen sich
erstaunlich langlebige Moleküle erzeugen [90–92]. In Referenz [93, 94] wurde darauf hin-











Abbildung 2.6: Prinzip der Feshbach-Resonanz am Beispiel zweier Alkaliatome, die auf
einem Triplettpotential einlaufen (parallele Spinausrichtung der Valenzelektronen). Durch
die Hyperfeinwechselwirkung können die beiden streuenden Atome an einen gebundenen
molekularen Singulettzustand (mit antiparallelen Elektronenspins) koppeln. Unterschiedli-
che magnetische Momente ermöglichen es den gebundenen Zustand und den einlaufenden
Streuzustand durch Anlegen eines Magnetfeldes miteinander in Resonanz zu stimmen.
Konsequenz der fermionischen Teilchennatur sind: Damit in einem zweikomponentigen
Fermigas ein inelastischer Dreikörperstoß auftreten kann, müssen sich mindestens zwei
Fermionen mit gleichem Spin am selben Ort aufhalten, was durch das Pauli-Prinzip stark
unterdrückt wird. Dieser unerwartete Effekt hat es ermöglicht, eine Vielzahl beeindru-
ckender Experimente mit zweikomponentigen Fermigasen im Regime starker Wechsel-
wirkung durchzuführen, wie zum Beispiel die Erzeugung von Kondensaten aus langle-
bigen Feshbach-Molekülen [12–14] und die Untersuchung des zugehörigen BEC-BCS-
Übergangs [15–17]. Bei zweikomponentigen Fermigasen wird die Stärke der Wechsel-
wirkung meistens über den Fermi-Impuls kF statt über die Dichte n charakterisiert: Mit
Gleichung 2.40 ergibt sich für den fermionischen Wechselwirkungsparameter γ ≈ kF|as|.
Ein anderer Ansatz, stark korrelierte Systeme mit ultrakalten Atomen zu realisieren,
basiert auf einem Vorschlag von Dieter Jaksch und Mitarbeitern [9]. Bei diesem Ansatz
werden die Atome in das periodische Potential eines optischen Gitters geladen. Um sich
fortzubewegen, müssen die Atome von einem Gitterplatz zum Nächsten tunneln. Identifi-
ziert man die Tunnelenergie mit der kinetischen Energie, so kann man den Teilchen eine
effektive Masse zuordnen. Durch Erhöhen der Gittertiefe steigt die effektive Masse rasch
an und die kinetische Energie wird exponentiell klein. Gleichzeitig bewirkt der zunehmen-
de Einschluss auf den einzelnen Gitterplätzen, dass die Wechselwirkungsenergie in etwa
linear ansteigt. Letztlich kann über die Gittertiefe das Verhältnis aus Wechselwirkungs-
energie und kinetischer Energie massiv verändert werden, ohne dabei die Streulänge und
die mittlere Dichte signifikant zu beeinflussen. Dies erlaubt es weitgehend stabile atomare
Ensemble im stark korrelierten Regime zu präparieren und zu untersuchen. Basierend auf
diesem Ansatz konnte in einem grundlegenden Experiment der Quantenphasenübergang
von einem superfluiden Kondensat zu einem Mott-Isolator beobachtet werden [10, 95].
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Thomas-Fermi-Näherung
Zwar bezeichnet man ein verdünntes Bosegas (n|as|3  1) als „schwach wechselwir-
kend“, dennoch bedeutet dies keinesfalls, dass die Effekte der Wechselwirkung vernachläs-
sigt werden können. Wie wir im Folgenden sehen werden, kann sich das schwach wechsel-
wirkende Gas erheblich von einem idealen Gas unterscheiden. Vergleicht man die Wech-
selwirkungsenergie des Gases diesmal mit der kinetischen Energie (Ekin ∝ N~ω), welche







Bezeichnet ω¯ = (ωxωyωz)1/3 das geometrische Mittel der Fallenfrequenzen, dann ist
aho =
√
~/mω¯ die mittlere Ausdehnung des harmonischen Oszillatorgrundzustandes. Bei
einem wechselwirkungsfreien Bosegas wäre dies zugleich die mittlere Ausdehnung des
Kondensats. Aus dem Verhältnis in 2.85 folgt, dass in typischen Kondensaten die Wech-
selwirkungsenergie drei Größenordnungen größer ist als die durch den externen Einschluss
bedingte kinetische Energie. Die repulsive Wechselwirkung führt zu einer erheblich größe-
ren Ausdehnung des Kondensats im Vergleich zum idealen Bosegas. Die Kondensatwel-
lenfunktion kann im Rahmen der zuvor beschriebenen Mean-Field-Näherung bestimmt
werden. Im stationären Fall macht man den Ansatz ψ(r, t) = ψ(r)eiµt/~, wobei µ das che-





∇2 + V (r) + g|ψ(r)|2
)
ψ(r) = µψ(r). (2.86)
Im Allgemeinen müssen die Lösungen zu Gleichung 2.86 numerisch ermittelt werden.
Doch im Fall N |as|/aho  1 kann aufgrund der dominierenden Wechselwirkungsener-
gie in Gleichung 2.86 der Term für die kinetische Energie vernachlässigt werden. Für die
Kondensatwellenfunktion ergibt sich dann der folgende einfache Ausdruck:







Wegen der Ähnlichkeit mit der Dichteverteilung der Fermionen in Gleichung 2.67 wird die
hier gemachte Näherung ebenfalls als Thomas-Fermi-Näherung bezeichnet. In den meisten
Experimenten ist |as|/aho von der Größenordnung 10−3, sodass die Näherung für Konden-
sate mit mehr als 104 Teilchen gute Resultate liefert. Das chemische Potential ergibt sich












Das chemische Potential µ hängt also nur über das geometrische Mittel ω¯ von den Fal-
lenfrequenzen ab. Die Dichteverteilung n(r) hat die Form einer invertierten Parabel und








Für eine axialsymmetrische Falle ist der Thomas-Fermi-Radius entlang der radialen und









TF, z definiert. Aufgrund der repulsiven
Wechselwirkung ist die Ausdehnung des Kondensats typischerweise eine Größenordnung
größer als die Ausdehnung aho des harmonischen Oszillatorgrundzustandes. Gleichzeitig
ist die Dichte im Zentrum der Falle n(0) = µ/g etwa zwei Größenordnungen kleiner als
im wechselwirkungsfreien Fall.
2.3.3 Freie Expansion beim Entlassen aus einer harmonischen Falle
Zur experimentellen Untersuchung wird das Bose-Einstein-Kondensat aus der Falle ent-
lassen. Die Dichteverteilung nach der freien Expansion kann aus einem Satz von hydro-
dynamischen Gleichungen abgeleitet werden, die das superfluide Kondensat beschreiben
[73]. Als Ansatz wird von einer zeitlichen Skalierung der anfänglichen Thomas-Fermi-
Verteilung ausgegangen, bei der die Parabelform des anfänglichen Gleichgewichtzustan-
des erhalten bleibt. Dieser Ansatz wird durch das Expansionsverhalten eines aus einer






















Abbildung 2.7: Thomas-Fermi-Radien während der freien Expansion für ein BEC mit
5 ·105 87Rb-Atomen (gemäß Gl. 2.90). Zum Zeitpunkt t = 0 werden die Teilchen aus einer
oblaten harmonischen Falle mit den Frequenzen ωr = 2pi · 27 Hz und ωz = 2pi · 136 Hz
entlassen (α = 5). Die Umwandlung der Mean-Field-Energie in kinetische Energie be-
wirkt, dass die Atomwolke entlang der Achse des stärksten Einschlusses besonders schnell
expandiert. Die während der freien Expansion stattfindende Inversion des Aspektverhält-
nisses ist – neben der bimodalen Dichteverteilung – ein wichtiges Charakteristikum der
Bose-Einstein-Kondensation.
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harmonischen Falle entlassenen klassischen Gases motiviert, welches eine dichteabhängi-
ge Kraft verspürt [96]. Bei einer oblaten harmonischen Falle, wie in unserem Experiment,
skalieren die Radien der expandierenden Thomas-Fermi-Verteilung dann wie:






τ arctan τ − ln
√
1 + τ 2
)]
,
RTF, z(τ) = RTF, z(0)
√
1 + τ 2. (2.90)
Dabei ist τ = ωzt die einheitenlose Expansionszeit und α = ωz/ωr das Aspektverhältnis
der (entlang z) zylindersymmetrischen Falle. Die Radien der anfänglichen Thomas-Fermi-
Verteilung RTF, r(0) und RTF, z(0) ergeben sich analog zu Gleichung 2.89. Die Konversion
der Wechselwirkungsenergie in kinetische Energie findet im Zeitraum τ < 1 statt. Dies
entspricht etwa der ersten Millisekunde der freien Expansion.
2.4 Wechselwirkende Bose-Fermi-Mischungen
In den vorherigen Abschnitten wurden die Bose- und Fermigase unabhängig voneinander
behandelt. Jedoch koexistieren beim sympathetischen Kühlen beide Gase innerhalb einer
Falle und können simultan zur Quantenentartung gebracht werden (siehe Abschnitt 3.5).
Die dabei erzielten Dichten machen es notwendig, die Wechselwirkungen zwischen den
beiden Spezies zu berücksichtigen. Es sind gerade diese Interspezieswechselwirkungen,
welche Bose-Fermi-Mischungen zu interessanten Modellsystemen für die Untersuchung
von Vielteilphänomenen machen. Wie wir sehen werden, können mit diesen Mischungen
sowohl in einfachen Fallen als auch in optischen Gittern eine Vielzahl von Phasen und
komplexen Quantenzuständen realisiert werden. Einen besonderen Reiz bietet dabei die
Möglichkeit, die Interspezieswechselwirkungen mittels Feshbach-Resonanzen über einen
weiten Bereich durchstimmen und in ihrem Vorzeichen verändern zu können.
Bereits in einer einfachen Falle führt das Wechselspiel zwischen Boson-Boson- und
Boson-Fermion-Wechselwirkung zur Ausbildung eines reichhaltigen Phasendiagramms,
welches wir im Folgenden genauer untersuchen wollen.
2.4.1 Selbstkonsistente Mean-Field-Berechnung
Als Nächstes soll das Dichteprofil der harmonisch gefangenen Bose-Fermi-Mischung bei
T = 0 im Rahmen einer selbstkonsistenten Mean-Field-Theorie berechnet werden. Dabei
orientieren wir uns an der grundlegenden theoretischen Arbeit von K. Mølmer [97] und
den weiterführenden Arbeiten von R. Roth und H. Feldmeier [98, 99].
Für die Beschreibung der Wechselwirkungen in ultrakalten Bose-Fermi-Mischungen mit
vollständig spinpolarisierten Spezies werden nur zwei Parameter benötigt. Dies sind die s-
Wellenstreulängen der Boson-Boson-Streuung aBB und der Boson-Fermion-Streuung aBF.
Wegen des Pauli-Prinzips tritt keine Streuung zwischen den identischen Fermionen auf.
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Ausgangspunkt für die quantitative Beschreibung sind die Thomas-Fermi-Näherungen für
das Bose- und das Fermigas bei T = 0 (siehe Gl. 2.87 und 2.67). Der Wechselwirkung
zwischen den beiden Spezies kann man Rechnung tragen, indem man das externe Poten-
tial Vi(r) durch ein dichteabhängiges Mean-Field-Potential gBFni(r) ergänzt. Dabei ist
ni(r) die lokale Dichte der jeweils anderen Spezies (i = {B,F}) und gBF ist die Kopp-
lungsstärke der Boson-Fermion-Wechselwirkung. Für die Dichteverteilungen erhält man
somit ein gekoppeltes Paar von Gleichungen:
nB(r) = max
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Die Kopplungsstärken sind proportional zu den jeweiligen Streulängen und wie folgt defi-
niert:
gBB = 2pi~2aBB/µBB, (2.92a)
gBF = 2pi~2aBF/µBF. (2.92b)
Dabei sind µBB = mB/2 und µBF = (mBmF)/(mB + mF) die reduzierten Massen der
stoßenden Atompaare. Die chemischen Potentiale µB und µF sind über die entsprechenden




3r i = {B,F}. (2.93)
Die gekoppelten Gleichungen 2.91 können numerisch durch iteratives Einsetzen der Dich-
teverteilung in die jeweils andere Gleichung gelöst werden. Bei einem sphärisch sym-
metrischen Fallenpotential lässt sich das dreidimensionale Problem auf ein eindimensio-
nales Problem reduzieren. Dasselbe gilt für anisotrope harmonische Fallen, bei denen
Bosonen und Fermionen dasselbe absolute Potential verspüren. Die Übereinstimmung
VB(r) = VF(r) gilt näherungsweise für magnetisch gefangene Atome in maximal gestreck-
ten Hyperfeinzuständen13 oder für Atome in einer fernverstimmten Dipolfalle14. Handelt










xj j ∈ {x, y, z} (2.94)
13In den maximal gestreckten Zuständen |F = 2,mF = +2〉 für 87Rb und |F = 9/2,mF = +9/2〉 für
40K beträgt das magnetische Moment jeweils ein Bohrsches Magneton.
14Dies setzt voraus, dass die Atome über eine ähnliche Linienbreite Γ/2pi verfügen. Für Rubidium und
Kalium beträgt diese jeweils etwa 6MHz.
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symmetrisieren und man erhält VB(r˜) = VF(r˜) = r˜2. Bezüglich der neuen Koordinaten r˜
nehmen die gekoppelten Gleichungen die folgende Form an:
nB(r˜) = max
[

















Da das Problem in den neu skalierten Koordinaten eine sphärische Symmetrie aufweist
(r˜2 = r˜2), können die dreidimensionalen Dichteverteilungen auf eindimensionale Vertei-













2dr˜ i = {B,F}. (2.96)
In den neuen Koordinaten hängen die bosonischen und fermionischen Dichteverteilungen
nur vom geometrischen Mittel der Fallenfrequenzen ωF = (ωF,xωF,yωF,z)1/3 ab und das
Aspektverhältnis der Falle spielt keine Rolle. Diese Ergebnisse gelten im Rahmen des Gül-
tigkeitsbereichs der Thomas-Fermi-Näherung, also fürNBaBB/aho,B  1 undNF  1. Die
Dichteverteilungen können numerisch als selbstkonsistente Lösungen von Gleichung 2.95
und 2.96 ermittelt werden. Die einzelnen Schritte k des numerischen Iterationsverfahrens
sind im Folgenden aufgeführt:
0. Initialisierung: Als Ausgangspunkt der Iteration (k = 0) dient die Thomas-Fermi-
Verteilung des reinen Bose-Kondensats nB,0(r˜). Sie ergibt sich aus Gleichung 2.95a
unter Vernachlässigung der Interspezieswechselwirkung (gB,F = 0). Das zugehörige
chemische Potential µB,0 folgt aus Gleichung 2.88.
1. Beginn einer Iterationsschleife: Durch Einsetzen von nB,k(r˜) in Gleichung 2.95b
erhält man die Fermionenverteilung nF,k+1(r˜, µF,k+1).
2. Das chemische Potential in nF,k+1(r˜, µF,k+1) muss gemäß Gleichung 2.96 auf die
Anzahl NF der Fermionen angepasst werden. Somit erhält man die richtig normierte
fermionische Dichteverteilung nF,k+1(r˜).
3. Die neue Dichteverteilung der Fermionen nF,k+1(r˜) führt aufgrund der Interspezies-
wechselwirkung wiederum zu einer neuen Verteilung der Bosonen. Letztere folgt
durch Einsetzen von nF,k+1(r˜) in Gleichung 2.95a.
4. Ende einer Iterationsschleife: Auch das chemische Potential in nB,k+1(r˜, µB,k+1)
muss so angepasst werden, dass die Integration in Gleichung 2.96 die Anzahl der
Teilchen NB ergibt. Somit folgt schließlich die bosonische Dichte nB,k+1(r˜).
38
2.4 Wechselwirkende Bose-Fermi-Mischungen
Die resultierenden Dichteverteilungen nB,k+1(r˜) und nF,k+1(r˜) dienen als Ausgangs-
punkt für den nächsten Iterationszyklus (k = 1 bis 4). Nach dem Durchlaufen mehrerer
Zyklen können sich zwei verschiedene Situationen einstellen: Entweder konvergiert das
Verfahren und es ergeben sich Dichteverteilungen, welche selbstkonsistente Lösungen des
Problems darstellen. Oder das Verfahren divergiert, wobei die zentrale Dichte mit jedem
Iterationszyklus weiter zunimmt. Der zweite Fall spiegelt den Kollaps der Mischung wi-
der. Das Konvergenzverhalten wird entscheidend durch die Wechselwirkungsstärken gBF
und gBB bestimmt.
2.4.2 Mischungen mit variabler Wechselwirkung
Je nach Größe und Vorzeichen der Wechselwirkungsstärken bilden die Mischungen ver-
schiedene räumliche Phasen aus. Die zugehörigen Dichteverteilungen sollen am Beispiel
einer harmonisch gefangenen Mischung aus 87Rb und 40K numerisch berechnet werden.
Dabei gehen wir für jede Spezies von 3 · 105 Teilchen aus, die in einer oblaten fernver-
stimmten Dipolfalle mit den Frequenzen ωr = 2pi · 40 Hz und ωz = 2pi · 200 Hz (für 40K)
gefangen sind15. Des Weiteren sei aBB = 100, 4(1) a0. Dies entspricht der Streulänge von
Rubidiumatomen im absoluten Grundzustand |F,mF 〉 = |1,+1〉 [100]. Hierbei bezeich-
net a0 den bohrschen Radius. Befinden sich die Kaliumatome ebenfalls in ihrem absoluten
Grundzustand |9/2,−9/2〉, so verfügt die Mischung über eine bei B0 = 546.7(4) G zen-
trierte Interspezies-Feshbach-Resonanz mit einer Breite ∆ ≈ −2, 9 G [101–103]. Diese
Feshbach-Resonanz ermöglicht es, die Streulänge aBF mittels eines externen Magnetfeldes
B über einen weiten Bereich frei durchzustimmen16. In der Nähe der Resonanz lässt sich







was in Abbildung 2.8a dargestellt ist. Dabei bezeichnet abg = −185(7) a0 die Hintergrund-
streulänge. Die Feshbach-Resonanz erlaubt es, die Bose-Fermi-Wechselwirkung beliebig
von attraktiv über nicht-wechselwirkend nach repulsiv einzustellen. Auf diese Weise lässt
sich das gesamte Phasendiagramm der Mischung vom Kollaps bis zur Phasenseparation
untersuchen, was jedoch nicht Ziel dieser Arbeit ist. Entsprechende experimentelle Studi-
en wurden bereits in den Referenzen [101, 105] vorgestellt.
Doch auch für den adiabatischen Transfer der Bose-Fermi-Mischung in das optische
Gitter ist eine genaue Kenntnis der Dichteverteilungen in der harmonischen Ausgangsfal-
le von Bedeutung. In der Regel verändert sich beim Hochfahren des Gitters die effektive
Wechselwirkung zwischen den Atomen, was zu einer räumlichen Umverteilung der Mi-
schung führt. Die Interspezies-Feshbach-Resonanz bietet die Möglichkeit diese Umvertei-
15Die entsprechenden Fallenfrequenzen für Rubidium seien um einen Faktor
√
40/87 kleiner.
16Von dieser Interspezies-Feshbach-Resonanz liegt die nächste Resonanz, welche die Streulänge von Rubi-
dium aBB beeinflusst, etwa 140G entfernt und verfügt über eine Breite von ∆ = 17mG [104]. In dieser
Arbeit betrachten wir aBB daher als unabhängig vom Magnetfeld.
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Interspezies-Feshbach-Resonanz
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Abbildung 2.8: (a) Interspezies-Feshbach-Resonanz, die es erlaubt die Wechselwirkung
zwischen 87Rb und 40K frei von stark attraktiv nach stark repulsiv durchzustimmen. Die
farbigen Balken markieren die kritischen Bereiche, in denen laut Berechnung die Pha-
senseparation und der Kollaps der Mischung auftreten. Grau markierte Werte kennzeich-
nen Streulängen, zu denen die Rb- und K-Dichteverteilungen im Rahmen des selbstkon-
sistenten Mean-Field-Modells berechnet werden [siehe folgende Abbildungen 0© bis 4©]
(b) Radiale Dichteverteilung der Bosonen (rot) und der Fermionen (blau) für eine nicht-
wechselwirkende Mischung bei T = 0 [aBF(543, 8 G) = 0].
lung zu minimieren oder die Verteilung an die Anforderungen des jeweiligen Experimentes
anzupassen (siehe Abschnitt 5.3.3).
Keine Interspezieswechselwirkung
Abbildung 2.8b zeigt die berechneten radialen Verteilungen17 der beiden unabhängigen
Spezies bzw. die Verteilungen der Mischung bei „abgeschalteter“ Interspezieswechselwir-
kung. Ein „Abschalten“ der Wechselwirkung kann über die Feshbach-Resonanz erreicht
werden, denn bei einem Feld von 543, 8 G verschwindet die Interspeziesstreulänge. Man
beachte, dass in der Abbildung die Kaliumdichte gegenüber der Rubidiumdichte um einen
Faktor 10 skaliert dargestellt ist. Die im Vergleich zum Bosegas größere Ausdehnung und
geringere Dichte des Fermigases ist auf die höheren Teilchenenergien zurückzuführen. So
beträgt die Fermi-Energie F/kB = 399 nK, während das chemische Potential des Kon-
densats nur µB/kB = 53 nK beträgt. Die größere Ausdehnung lässt sich als Ursache des
nach außen gerichteten Fermidruckes verstehen. Hierbei handelt es sich um eine univer-
selle Eigenschaft von entarteten Fermigasen, die zum Beispiel auch weiße Zwerge oder
Neutronensterne vor dem gravitativen Kollaps bewahrt. Bei gleichgroßen Teilchenzahlen
ist das Bose-Einstein-Kondensat vollständig in das Fermigas eingetaucht. In diesem Bei-
spiel hat das Bosegas gegenüber dem Fermigas eine 2, 8-mal geringere Ausdehnung und




Attraktive Interspezieswechselwirkung Kurz vor dem Kollaps
r / µm r / µm
















nB(r) / 1013 cm-3
nF(r) / 1012 cm-3
nB(r) / 1013 cm-3
nF(r) / 1012 cm-3
1 2
(a) (b)
Abbildung 2.9: Bose-Fermi-Mischungen mit attraktiver Interspezieswechselwirkung:
(a) Verteilungen bei moderat attraktiver Wechselwirkung [aBF(0 G) = −185 a0]. (b) Ver-
teilungen bei starker Anziehung, wobei sich die Mischung noch gerade stabil verhält
[aBF(549, 133 G) = −405, 5 a0]. Für Streulängen aBF ≤ −406 a0 kollabiert das Ensemble.
Die Verteilungen ohne Interspezieswechselwirkung (aBF = 0) sind gestrichelt dargestellt.
somit ein 22-mal kleineres Volumen. Die zentrale Dichte ist etwa 15-mal größer.
Attraktive Interspezieswechselwirkung
Betrachtet man dieselbe Mischung bei einem verschwindendem Magnetfeld (B = 0), so
liegt eine schwach attraktive Bose-Fermi-Wechselwirkung vor (aBF = −185(7) a0 [103]).
Dabei generieren die Bosonen ein attraktives Mean-Field für die Fermionen und umge-
kehrt. Dies führt, wie in Abbildung 2.9a dargestellt, für beide Spezies zu einer Erhöhung
der Dichte im zentralen Überlappungsbereich. Wegen der hohen Kondensatdichte ist der
Einfluss von gBFnB auf die Fermionen weitaus stärker als der Einfluss von gBFnF auf die
Bosonen. In diesem Beispiel nimmt die zentrale Dichte gegenüber dem wechselwirkungs-
freien Fall um 10 % für die Bosonen und um 67 % für die Fermionen zu. Da sich die
Wechselwirkung auf den Überlappungsbereich beschränkt, bildet das Fermigas ein bimo-
dales Dichteprofil aus, dessen Knick genau am Kondensatrand situiert ist. Der Überlap-
pungsbereich macht nur einen kleinen Anteil (1/22) des Gesamtvolumens aus, weshalb
die Fermi-Dichte im Außenbereich nur geringfügig vom wechselwirkungsfreien Fall ab-
weicht. Aufgrund der vergleichsweise schwachen Wechselwirkung konvergiert die nume-
rische Berechnung der Dichteverteilungen bereits nach wenigen Iterationen.
Die bimodale Struktur in der Fermionendichte lässt sich auch experimentell beobach-
ten. Die Absorptionsaufnahmen in Abbildung 2.10 zeigen die beiden Komponenten einer
quantenentarteten Mischung nach 10 ms freier Expansion. Das 87Rb und das 40K werden
aus einer oblaten Dipolfalle (ωz ≈ 5ωr) entlassen und quasi simultan entlang orthogona-
ler Achsen aufgenommen [87Rb vertikal (z) und 40K radial (r)]. Aufgrund der Dynamik
während der Expansion spiegeln die Aufnahmen nicht unmittelbar die Atomverteilungen
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innerhalb der Falle wider. Während der Expansion wirkt sich das attraktive Mean-Field
der Bose-Fermi-Mischung in zweierlei Art aus [106]:
1. Zum einen führt es innerhalb der Falle zu einem effektiv stärkeren Einschluss der
beiden Spezies. Woraus eine schnellere Expansion nach dem Abschalten der Falle
resultiert.
2. Zum anderen wechselwirken die beiden Spezies auch während der Expansion (ins-
besondere am Anfang). Die gegenseitige Anziehung bremst die beiden Spezies ab
und verringert deren Expansion.
Diese beiden Effekte konkurrieren miteinander. Numerische Berechnungen für Mischun-
gen aus 87Rb und 40K zeigen, dass der erste Effekt beim Bose-Kondensat und der zweite
Effekt beim Fermigas überwiegt [106]. In einer Mischung mit attraktiver Wechselwirkung
expandiert demnach das Kondensat geringfügig schneller, während das Fermigas im Über-
lappungsbereich der beiden Spezies verlangsamt wird. Letzteres macht klar, warum auch
nach längeren Expansionszeiten noch eine durch das Kondensat hervorgerufene „Beule“
in der Fermi-Dichte nachgewiesen werden kann [105, 107].
Bei genauer Betrachtung von Abbildung 2.10 erkennt man, dass diese Beule bezüg-
lich des Zentrums der Kaliumwolke geringfügig nach unten versetzt ist. Dieser Versatz
ist auf die Verteilung der beiden Spezies innerhalb der Falle zurückzuführen. Verspüren
beide Spezies ein ähnliches Fallenpotential, so hängt aufgrund der Schwerkraft und der
unterschiedlichen Massen das Rubidium weiter nach unten durch als das Kalium. Der Un-
terschied δz im vertikalen Versatz der beiden Elemente wird auch als „differential gravita-
tional sag“ bezeichnet und wird im Abschnitt 4.1.3 genauer besprochen. In der Abbildung
beträgt der differentielle Versatz etwa 12µm. Dieser Versatz ist vereinbar mit dem im
Abschnitt 4.1.3 berechneten differentiellen Versatz innerhalb der Dipolfalle. Somit ist die
Annahme berechtigt, dass der hier beobachtete Versatz unabhängig von der freien Expan-
sion unmittelbar den In-situ-Versatz widerspiegelt.
Wie wir bereits gesehen haben, führt die Anziehung zwischen den beiden Spezies zu ei-
ner gegenseitigen Dichteerhöhung im gemeinsamen Überlappungsbereich. Mit zunehmen-
der Wechselwirkungsstärke steigt dabei auch die Fermionendichte substantiell an. Dies ist
in Abbildung 2.9b für eine Streulänge aBF = −405, 5 a0 gezeigt. In der Berechnung nimmt
die zentrale Fermionendichte gegenüber dem wechselwirkungsfreien Fall um einen Faktor
6, 6 zu und die zentrale Dichte des Kondensats nimmt um einen Faktor 3 zu. Bei einer
geringfügig stärkeren Wechselwirkung wird die Mischung instabil und kollabiert. Die ki-
netische Energie der Atome und die abstoßende Wechselwirkung (aBB > 0) zwischen den
Bosonen reicht dann nicht mehr aus, um das attraktive Mean-Field zu kompensieren. Letzt-
lich kann das Gas durch zunehmende Kontraktion seine Energie immer weiter herabsetzen.
In den Experimenten [101, 105, 108, 109] führt der mit dem plötzlichen Kollaps verbun-
dene Dichteanstieg zu einer abrupten Zunahme der inelastischen Dreikörperstöße und der
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Abbildung 2.10: Simultane Absorptionsaufnahmen einer quantenentarteten Bose-Fermi-
Mischung nach 10 ms freier Expansion. Das Bose-Einstein-Kondensat ist parallel und das
Fermigas senkrecht zur Fallrichtung aufgenommen. Das attraktive Mean-Field des Kon-
densats spiegelt sich in der Fermi-Wolke in Form einer lokalen Dichteüberhöhung wider.
Auch im vertikalen Schnitt durch das Zentrum der Fermionenverteilung ist eine deutliche
„Beule“ zu erkennen.
dadurch hervorgerufenen Verluste. Dabei verringern sich die Dichten im Zentrum der Fal-
le, bis die Mischung wieder in einen stabilen Zustand übergeht. Abbildung 2.9b zeigt den
theoretischen Dichteverlauf einer stabilen Mischung dicht vor dem kritischen Bereich. Für
Streulängen aBF ≤ −406 a0 wird das System schließlich instabil und kollabiert. Wie ein-
gangs beschrieben, lassen sich die kritischen Parameter, bei denen der Kollaps eintritt, an-
hand des Konvergenzverhaltens der selbstkonsistenten numerischen Methode bestimmen.
In dem obigen Mean-Field-Modell wirkt die repulsive Boson-Boson-Wechselwirkung
und die kinetische Energie der Fermionen der attraktiven Interspezieswechselwirkung ent-
gegen. Darüber hinaus trägt auch die kinetische Energie der Bosonen zu einer Stabili-
sierung der Mischung bei. Dieser Beitrag kann jedoch im Rahmen der Thomas-Fermi-
Näherung für Teilchenzahlen NB > 104 vernachlässigt werden [98]. Außerdem werden
in dem rein statischen Mean-Field-Modell Anregungen und die damit verbundenen loka-
len Dichteschwankungen vernachlässigt. Lokale Dichteüberhöhungen können zum vor-
zeitigen Kollaps einer ansonsten stabilen Mischung führen und treten zum Beispiel am
Ende einer schnellen Evaporation auf. Dieser Effekt ist insbesondere dann zu berücksich-
tigen, wenn man die Stabilität der Mischung als Funktion der Teilchenzahl untersucht,
da die Teilchenzahl in der Regel über die Evaporation kontrolliert wird. Solche Nicht-
Gleichgewichtszustände erfordern eine dynamische Beschreibung [110]. Die statische Be-
schreibung ist dann geeignet, wenn man von einer stabilen Mischung im Gleichgewichts-
zustand ausgeht, bei der man anschließend die Wechselwirkungsstärke adiabatisch über ei-
ne Feshbach-Resonanz verändert. Bei einer Mischung aus 87Rb |1, 1〉 und 40K |9/2,−9/2〉
ist die Wechselwirkung oberhalb der Feshbach-Resonanz (B0 = 546, 7 G) immer attraktiv
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(siehe Abb. 2.8a). In diesem Bereich lässt sich die Stärke der Anziehung durch Verringe-
rung des Magnetfeldes kontinuierlich erhöhen, bis die Berechnung ab einem Feld von etwa
549, 13 G einen Kollaps der Mischung voraussagt. Um die Mischung bei Feldern oberhalb
von B0 zu präparieren, bietet es sich an, das Feld hoch zu fahren während sich das Kalium
im |9/2,−7/2〉 Zustand befindet und erst nach Erreichen des gewünschten Feldes das Ka-
lium durch Einstrahlung einer Radiofrequenz in den |9/2,−9/2〉-Zustand zu transferieren
[105]. Hierdurch braucht man die Feshbach-Resonanz nicht zu durchkreuzen und kann
unnötige Anregungen und Teilchenverluste vermeiden.
In Übereinstimmung mit der Theorie wird in unserem Experiment bei den erreichten
Teilchenzahlen und üblichen Fallenfrequenzen für B = 0 kein Mean-Field-Kollaps beob-
achtet.
Repulsive Interspezieswechselwirkung
Im Feldbereich von 543, 8 bis 546, 7 G erlaubt es die heteronukleare Feshbach-Resonanz
das Regime der repulsiven Wechselwirkung zu untersuchen (siehe Abb. 2.8a). In diesem
Regime drängt das Kondensat die Fermionen aus dem Zentrum der Falle heraus, sodass die
Fermionendichte dort ein lokales Minimum aufweist. Das Maximum der Fermionendichte
verläuft nun entlang einer Ellipsoidfläche, die durch den Außenrand des Kondensats defi-
niert ist. Dieser Fall ist in Abbildung 2.11a für eine Streulänge aBF(545, 25 G) = +185 a0
dargestellt. Dabei stimmt die Stärke der Wechselwirkung bis auf das Vorzeichen mit dem
feldfreien Fall (siehe Abb. 2.9a) überein. Gegenüber dem wechselwirkungsfreien Fall ist
die zentrale Fermionendichte um 52 % geringer. Das Kondensat wird durch die fermio-
nische Außenschale geringfügig komprimiert, sodass dessen zentrale Dichte um 4 % zu-
nimmt. Der effektiv stärkere Einschluss erhöht die Mean-Field-Energie des Kondensats
und somit auch dessen Expansionsgeschwindigkeit beim Entlassen aus der Falle. Wird
das Magnetfeld auf ein Feld von 545, 80 G erhöht, so kommt es zur Phasenseparation.
Das Kondensat verdrängt die Fermionen dabei vollständig aus dem Zentrum der Falle.
Wie in Abbildung 2.11b dargestellt, bilden die beiden Komponenten eine räumliche ge-
trennte Struktur aus. Diese besteht aus einem komprimierten bosonischen Kern (Erhöhung
der zentralen Dichte um 19 %) und einer äußeren fermionischen Schale. Im Allgemeinen
wird die räumliche Symmetrie dieser Struktur jedoch gebrochen, da die beiden Kompo-
nenten hierdurch ihre Wechselwirkungsenergie weiter verringern können. So ordnet sich
im Schwerefeld das leichtere Kalium oberhalb des Rubidium-Kondensats an [105]. Auch
für anisotrope Fallen wird eine Symmetriebrechung vorrausgesagt. In einer oblaten har-
monischen Falle bildet sich zum Beispiel ein Art „Boson-Burger“ aus [111].
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Repulsive Interspezieswechselwirkung Phasenseparation(a) (b)
Abbildung 2.11: Bose-Fermi-Mischungen mit repulsiver Interspezieswechselwirkung:
(a) Verteilungen bei moderat abstoßender Wechselwirkung [aBF(545, 25 G) = +185 a0].
(b) Verteilungen beim Übergang zur Phasenseparation [aBF(545, 80 G) = +414, 35 a0].
Die Abstoßung ist gerade so stark gewählt, dass die Fermionendichte im Zentrum der Falle
gegen null geht. Zur Gegenüberstellung sind die Verteilungen ohne Interspezieswechsel-
wirkung (aBF = 0) gestrichelt dargestellt.
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Um atomare Quantengase in ein optisches 3D-Gitter zu laden, ist ein guter optischer Zu-
gang der präparierten Ensemble notwendig. Zu diesem Zweck wurde von Markus Greiner
und Mitarbeitern eine Doppelkammerapparatur entwickelt [112], bei der die lasergekühl-
ten Atome über ein magnetisches Förderband aus der „MOT-Kammer“ in einen zweiten
Teil der Apparatur, die eigentliche „Experimentkammer“, transportiert werden. In der Ex-
perimentkammer lassen sich die vorgekühlten Atome effizient mittels erzwungener Eva-
poration in die Quantenentartung überführen und entlang allen drei Raumachsen durch
optische Stehwellen anfokussieren. Der damalige Aufbau erlaubte es erstmals, ein Kon-
densat aus 87Rb-Atomen in ein 3D-Gitter zu laden und dabei den Quantenphasenübergang
von der superfluiden Phase in den Mott-Isolator zu beobachten [10].
Basierend auf diesem Konzept wird im Rahmen dieser Arbeit eine neue Apparatur ent-
worfen, in der sich entartete Bose- und Fermigase aus 87Rb und 40K präparieren und als
einzelne Spezies oder Mischung in einem 3D-Gitter untersuchen lassen. Neben der Er-
weiterung auf die fermionische Spezies zeichnet sich die neue Apparatur durch folgende
Weiterentwicklungen aus:
• Gepulste Atomquellen erlauben ein effizientes Laden der magneto-optischen Falle.
• Ein Schleusensystem und eine „in-situ“ ausheizbare MOT-Kammer (ohne Indium-
Dichtungen) gestatten einen schnellen Austausch der Atomquellen.
• Eine längere Transportstrecke und der geplante Verzicht auf die übliche QUIC-Falle
ermöglichen einen besseren Zugang zu den präparierten Quantengasen und eine hö-
here Qualität der optischen Potentiale.
• Der geplante Einsatz einer Quadrupolfalle mit „blue plug“ erlaubt eine effizientere
Verdampfungskühlung und somit kürzere Zykluszeiten.
• Durch Umpolung der dicht um die Experimentkammer montierten Quadrupolspulen
lassen sich bereits bei moderaten Strömen (62 A) stabile homogene Magnetfelder
von über 1000 G erzeugen, wie sie für die Manipulation der Atome mittels Feshbach-
Resonanzen benötigt werden.
Dieses Kapitel befasst sich mit den Komponenten des experimentellen Aufbaus und den
einzelnen Sequenzen, die für die Präparation und die Analyse der ultrakalten Quantengase
aus 87Rb und 40K notwendig sind. Ausgehend vom Vakuumsystem und den Atomquellen
über die Laserkühlung und den magnetischen Transport bis hin zur evaporativen Kühlung
und schließlichen Abbildung werden die einzelnen Punkte in chronologischer Reihenfolge
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behandelt. Experimentelle Schritte, die sich als anspruchsvoll erwiesen haben, werden de-
taillierter beschrieben. So sind dem Aufbau der angereicherten Kaliumquellen, dem Laser-
kühlschema und der sympathetischen Kühlung ausführlichere Abschnitte gewidmet. Dar-
über hinaus werden die Verlustmechanismen in der Zwei-Spezies-MOT und die limitie-
renden Faktoren bei der sympathetischen Kühlung sowie mögliche methodische Verbesse-
rungen zu diesen beiden Punkten diskutiert. Neben der Präparation wird auch die Analyse
und Temperaturbestimmung der Quantengase beschrieben. Dieses Kapitel soll neuen Mit-
arbeitern als Leitfaden dienen und einen schnellen Einstieg in den experimentellen Betrieb
ermöglichen. Die einzelnen Abschnitte können unabhängig voneinander gelesen werden.
Dem optischen Gitter und der gekreuzten Dipolfalle sind eigene Kapitel gewidmet.
3.1 Vakuumsystem
Wie auf Seite 58 abgebildet, besteht das Herzstück des Ultrahochvakuumsystems aus
zwei Teilkammern. In der MOT-Kammer werden das Rubidium und das Kalium aus ei-
nem Atomstrahl eingefangen und lasergekühlt. Anschließend werden die Atome mittels
eines magnetischen Förderbandes durch eine differentielle Pumpstrecke hindurch in die ei-
gentliche Experimentkammer transferiert. Die differentielle Pumpstrecke besteht aus zwei
CF-16-Verbindungsstücken und einem Ganzmetallventil (48124-CE01, VAT), über das die
beiden Kammern miteinander verbunden sind. Das Ventil ermöglicht es, die Kammern ge-
trennt voneinander abzupumpen und auszuheizen. Der Leitwert der insgesamt 210 mm lan-
gen Verbindungsstrecke wird zusätzlich durch eine konzentrisch im Inneren angebrachte
Edelstahlröhre mit einer Länge von 70 mm und einem freien Innendurchmesser von 8 mm
soweit herabgesetzt, dass zwischen den beiden Kammern im molekularen Strömungsre-
gime ein Druckunterschied von bis zu einem Faktor 200 aufrecht erhalten werden kann
(gemessener Faktor). Die MOT- und Experimentkammer werden durch Ionengetterpum-
pen (VacIon Plus StarCell, Varian) mit Pumpleistungen von respektive 50 bzw. 150 Liter
pro Sekunde evakuiert. An die Experimentkammer ist zudem eine Titansublimationspum-
pe (916-0050, Varian) angeschlossen. Der Hintergrunddruck in der MOT-Kammer ist klei-
ner als 1 ·10−10 mbar und steigt beim Betrieb der Atomquellen auf 5 ·10−10 mbar an. Hier-
von unberührt bleibt der Druck in der Experimentkammer immer kleiner als 1 ·10−11 mbar.
Damit sind in der Experimentkammer Stöße zwischen gefangenen kalten Atomen und
energiereichen Hintergrundteilchen soweit unterdrückt, dass die Fallenlebensdauer mehr
als 90 s beträgt und ein effizientes evaporatives Kühlen möglich wird.
Bei den zusammengesetzten Vakuumkammern handelt es sich um Sonderanfertigungen
aus schwach magnetischem Edelstahl (1.4301). Um die Ströme in den Magnetspulen zu
minimieren, sind die Kammern so konstruiert, dass sich die Spulen in einem geringen Ab-
stand zu den Atomen anbringen lassen. So sind beispielsweise die Quadrupolspulen der
magneto-optischen Falle nur 24 mm vom Fallenzentrum entfernt. Um solch einen kom-
pakten Aufbau zu ermöglichen, wurden bei der früheren Apparatur die Fenster der MOT-
48
3.1 Vakuumsystem
Kammer mittels Indium gedichtet. Zwar sind Indium-Dichtungen sehr platzsparend, kön-
nen jedoch wegen des niedrigen Schmelzpunktes des weichen Metalls nicht über∼ 100◦C
ausgeheizt werden. Da der Dampfdruck von Kalium mehr als eine Größenordnung ge-
ringer ist als der von Rubidium, besteht die Gefahr einer metallischen Beschichtung der
Fenster durch das Kalium (siehe z.B. [71]). Bei der Vorgänger-Apparatur hätte eine solche
Beschichtung nicht einfach durch Erhitzen der Fenster rückgängig gemacht werden kön-
nen. Zudem verfügen Indium-Dichtungen gegenüber handelsüblichen CF-Dichtungen eine
geringere Zuverlässigkeit und lassen sich kaum zerstörungsfrei austauschen. Aus diesen
Gründen werden bei der neuen Apparatur stattdessen CF40-Flanschfenster (P.N. 9722005,
ISI) verwendet, welche durch Rohransätze aus dem Spulenbereich heraus geführt wer-
den. Entlang der vertikalen Achse verfügt die MOT-Kammer über zwei platzsparende
Anschweißfenster (P.N. 9721000, ISI). Bei letzteren Fenstern ist die Gefahr einer uner-
wünschten Beschichtung gering, da sie nicht dem direkten Atomstrahl ausgesetzt sind. Al-
le Fenster sind beidseitig breitbandig antireflexbeschichtet (BBAR671-850 nm /0◦ & MgF,
Laseroptik) und bieten den MOT-Laserstrahlen eine freie Apertur von 35 mm. Tempera-
turbeständige und direkt auf der Außenfläche der Stahlkammer aufgebrachte Heizfolien1
erlauben es die MOT-Kammer auf über 100◦C aufzuheizen, ohne dass hierfür die die Kam-
mer umgebenden Magnetspulen entfernt werden müssen. Dies ermöglicht ein einfaches
und schnelles Ausheizen der Kammer nach einem eventuellen Austausch der Atomquel-
len über das weiter unten beschriebene Schleusensystem.
Wie eingangs erwähnt, müssen für das einfach-kubisch 3D-Gitter die präparierten ato-
maren Ensemble entlang allen drei Raumachsen optisch zugänglich sein. Aus diesem
Grund verfügt die Experimentkammer über eine Glasküvette, welche über eine Helicoflex-
Dichtung (HNV Delta Seal, Garlock) mit der eigentlichen Stahlkammer verbunden ist.
Bei der Küvette (QX Suprasil 300, Hellma) handelt es sich um eine Sonderanfertigung aus
synthetischem Quarzglas optischer Güte, das geringe Absorptionsverluste im nahen Infra-
rotbereich aufweist. Die Außenseiten der 26 × 26 × 62, 5 mm großen und rechteckigen
Zelle2 sind mit einer breitbandigen Antireflexbeschichtung3 versehen, um Transmissions-
verluste und störende Laserreflexe zu minimieren. Der Transfer der Atome in die Glaszelle
ermöglicht nicht nur einen hervorragenden optischen Zugang, sondern gestattet es auch die
Magnetspulen in einem kleinen Abstand von jeweils nur 14 mm von den Atomen zu mon-
tieren. Neben steilen Gradienten lassen sich mit diesen Spulen auch starke homogene Ma-
gnetfelder generieren, wie sie für die Manipulation der interatomaren Wechselwirkungen
mittels Feshbach-Resonanzen benötigt werden (siehe Abschnitt 3.8).
1Zwei Heizfolien mit R=22, 1Ω, Modell 5550, Minco.
2Der rechteckige Querschnitt mit einer Wandstärke von 4mm und einer Höhe von 62, 5mm befindet sich
auf einem 38mm hohen zylindersymmetrischem Quarzsockel über den die Zelle eingespannt wird.
3Die AR-Beschichtung ist auf mehrere Wellenlängen optimiert (MAR 422+532+ 760-850 +1064 nm/0-45◦,
Laseroptik).
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3.2 Atomquellen
Das fermionische Isotop 40K ist mit einer Halbwertszeit von 1, 28 · 109 Jahren im We-
sentlichen stabil. Es besitzt jedoch nur eine geringe natürliche Isotopenhäufigkeit von
0, 012 %. Daher sind herkömmliche Kaliumquellen kaum geeignet, um eine große Anzahl
40K-Atome in eine magneto-optische Falle zu laden. Ein wesentlicher Schritt für die Erzeu-
gung entarteter Fermigase aus 40K besteht deshalb in der Entwicklung einer angereicherten
Quelle [113]. In üblichen Aufbauten wird die magneto-optische Falle aus einer Dampfzel-
le geladen, wofür zirka 1 g des entsprechenden Alkalimetalls in die Kammer selbst oder
in einen an die Kammer angeschlossenen Ofen eingebracht werden muss. Aufgrund des
hohen Preises von angereichertem Kalium wird in diesem Aufbau auf weitaus effizien-
tere Quellen, sogenannte Dispensoren, zurückgegriffen, bei denen die Atome direkt aus
einem gerichteten Atomstrahl eingefangen werden. Durch das direkte Laden aus einem
Atomstrahl kann zudem auf das Erhitzen der MOT-Kammer – wie es zum Erhöhen des
Dampfdruckes in einer Dampfzelle notwendig wäre [71] – verzichtet werden. Neben all-
gemeinen Eigenschaften werden im Folgenden der Aufbau der kommerziellen Rubidium-
Dispensoren und der selbst entwickelten Kalium-Dispensoren beschrieben. Abschließend
wird auf den Einbau der Quellen mittels eines speziellen Schleusensystems eingegangen.
3.2.1 Aufbau und Eigenschaften der Dispensoren
Bei den eingesetzten Dispensoren handelt es sich um kleine Metallschiffchen, welche mit
einer Alkalimetallverbindung und einem chemisch reduzierenden Zusatz befüllt sind. Über
ohmsches Heizen wird soviel Energie zugeführt, dass eine Redoxreaktion aktiviert und das
dabei erzeugte elementare Alkalimetall als Atomstrahl abgedampft wird.
Rubidium-Dispensoren
Um sämtliche Vorteile der kompakten Atomquellen ausnutzen zu können, wird in unserem
Experiment auch das Rubidium aus Dispensoren gewonnen. Dabei können handelsübliche
Dispensoren (RB/NF/3.4/12 FT10, SAES Getters S.p.A.) eingesetzt werden, da die natür-
liche Isotopenhäufigkeit von 87Rb mit 27, 8% ausreichend hoch ist. Ein kommerzieller
Rubidium-Dispensor besteht aus einem mit einem 12 mm langen Austrittsschlitz verse-
henen Nichrombehälter4, der mit einem Gemisch aus Rubidiumchromat (Rb2CrO4) und
einer Zirkonium-Aluminium-Legierung5 befüllt ist [114]. Mittels eines durch den Dispen-
sor fließenden Stroms von einigen Ampere lässt sich dieser kontrolliert erhitzen. Ab einer
Temperatur von circa 550◦C reduziert das Zirkonium-Aluminium das Rubidium der Chro-
matverbindung zu elementarem Rubidium. Die Rate, mit der das Rubidium freigesetzt
wird, lässt sich genau über den Strom kontrollieren. Neben der Redoxwirkung besitzt das
4Nichrome ist eine Nickel-Chrom-Legierung (80%Ni, 20%Cr) mit einem hohen spezifischen elektrischen
Widerstand von 1, 08µΩ·m.
5Zirconium-Aluminium-Legierung (84%Zr, 16%Al), von SAES unter der Bezeichnung St101 vertrieben.
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Zirkonium-Aluminium auch eine Getterwirkung, das heißt die beim Erhitzen freiwerden-
den gasförmigen Verunreinigungen werden durch die Legierung gebunden. Vor dem ersten
Betrieb muss der Dispensor zunächst im Vakuum durch einen stärkeren Strom aktiviert
werden. Bei einer Aktivierungstemperatur von zirka 800◦C diffundiert eine passivierende
Oxidschicht von der Außenfläche des Zirkonium-Aluminiums ins Innere der feinen Körner
und setzt somit die reaktive Oberfläche der Legierung frei [115]. Da bei der Aktivierung
zugleich flüchtige Verunreinigungen ausgasen, wird dieser Prozess bereits zu Beginn des
Ausheizens der Vakuumapparatur mehrfach durchgeführt (siehe Seite 55).
Effiziente Pulsquellen
Die chemische Reaktion im Inneren eines Dispensors weist ein starkes Schwellenverhalten
auf, sodass die Freisetzung des Alkalimetalls beim Unterschreiten einer gewissen Tempe-
ratur abrupt aufhört. In Kombination mit der geringen Wärmekapazität der kleinen Metall-
schiffchen ermöglicht dies den Einsatz der Dispensoren als gepulste Atomquellen [116].
Durch Abschalten der Dispensoren nach dem Laden der magneto-optischen Falle lässt
sich ein schneller Druckabfall und dadurch eine längere MOT-Lebensdauer erzielen (siehe
Messergebnisse in Abbildung 3.12). Da sich die Dispensoren durch unabhängige Ströme
ansteuern lassen, kann das Verhältnis zwischen freigesetztem Rubidium und Kalium frei
eingestellt werden. Dies ist ein weiterer Vorteil gegenüber einer Dampfzelle (siehe z.B.
[117]), bei der der Partialdruck des Rubidiums immer größer ist als der des Kaliums. Zu-
dem lassen sich die Dispensoren aufgrund ihrer geringen Abmessungen sehr dicht vor
der magneto-optischen Falle montieren, sodass der Einfangbereich der magneto-optischen
Falle einen großen Raumwinkel des gerichteten Atomstrahls abdeckt. Dispensoren ermög-
lichen einen sehr effizienten und sparsamen Umgang mit den Alkalimetallen, bei dem
Verluste in die Pumpen und durch Absorption auf den Kammerwänden minimiert werden.
Angereicherte Kalium-Dispensoren
Die Verwendung effizienter Dispensoren bietet sich insbesondere in Anbetracht des hohen
Preises des angereicherten Kaliums an (∼ 6000d/g bei 7%-tiger Anreicherung). Während
für eine Dampfzelle typischerweise 1 g Alkalimetall verwendet wird, benötigen die selbst
gebauten Dispensoren eine Füllmenge von nur 5 mg des angereicherten Materials.
Da Dispensoren mit angereichertem 40K nicht kommerziell erhältlich sind, müssen die
Quellen wie in Referenz [113] beschrieben selber hergestellt werden. Um die Herstellung
weitgehend zu vereinfachen, weicht die verwendete Chemie von der kommerzieller Dis-
pensoren ab. Statt einer Kaliumchromatverbindung wird Kaliumchlorid eingesetzt. Dies
bietet den Vorteil, dass das angereicherte Kalium bereits in Form dieses Salzes vom Her-
steller geliefert wird und zum anderen vermeidet man somit den Umgang mit karzinogenen
Chromaten. Als Reduktionsmittel dient sehr reines Calciumpulver. Das Kaliumchlorid und
das Calcium werden als feinkörnige Pulver in einem molaren Verhältnis von 1:4 gemischt
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und in ein Nichrom-Schiffchen gefüllt. Beim ohmschen Erhitzen des Schiffchens findet
die folgende Redoxreaktion statt, bei der das elementare Kalium freigesetzt wird:
2 KCl + Ca→ 2 K + CaCl2 .
Gemäß Herstellerangaben besitzt das angereicherte Kalium die folgende Isotopenvertei-
lung: 65, 4 % 39K, 7, 1 % 40K und 27, 5 % 41K. Gegenüber der natürlichen Isotopenvertei-
lung ist das fermionische 40K etwa 600-fach und das bosonische 41K 4-fach angereichert.
3.2.2 Herstellung der angereicherten Kalium-Dispensoren
Die Erfahrung bei der Herstellung und der Montage der Dispensoren zeigt, dass mehrere
wichtige Punkte zu beachten sind, die nicht aus der Beschreibung in [113] hervorgehen.
Für den interessierten Leser wird im Folgenden genauer auf diese Punkte eingegangen.
Darüber hinaus werden einige Veränderungen und Weiterentwicklungen beschrieben.
Verarbeitung des Calcium- und Kaliumchlorid-Pulvers
Der Einsatz der Dispensoren im Ultrahochvakuum (UHV) stellt sehr hohe Anforderungen
an die Reinheit der verwendeten Chemikalien und Behälter. Daher werden möglichst reine
Ausgangssubstanzen verwendet und die gesamte Herstellung findet unter Luft- und Feuch-
tigkeitsausschluss in einer Handschuhbox mit Argonschutzatmosphäre6 statt. Das inerte
Schutzgas verhindert die Reaktion des Calciums mit Luftfeuchtigkeit und Sauerstoff. Bei
diesen Reaktionen würde Calciumhydroxid [Ca(OH)2] bzw. Calciumoxid [CaO] gebildet
und somit wäre das ursprüngliche Calcium für die eigentliche Redoxreaktion verloren.
Damit ein möglichst hoher Anteil des Kaliumchlorids in elementares Kalium umgesetzt
werden kann, muss das Calcium nicht nur rein, sondern auch möglichst gut mit dem Ka-
liumsalz vermischt sein und über eine große Oberfläche verfügen. Das Calcium muss also
in Form eines feinen Pulvers vorliegen. Als Ausgangsmaterial wird destilliertes Calcium
(441872-5G, Sigma-Aldrich) verwendet. Wegen dessen Reinheit von 99, 99 %, kann – im
Gegensatz zu Referenz [113] – auf ein Ausglühen des Calciums vor der Verarbeitung ver-
zichtet werden. Aus den einige Millimeter großen Calciumstücken wird durch Feilen7 und
anschließendes Sieben8 das benötigte Pulver gewonnen9. Falls dieses Pulver über mehrere
Stunden gelagert werden muss, so sollte dies – trotz der Schutzgasatmosphäre – in einem
kleinen und hermetisch verschließbaren Gefäß geschehen. Da das angereicherte Kalium-
chlorid von der Firma Chemgas bereits als sehr feines Pulver geliefert wird, braucht es
nicht gesiebt zu werden. Leider begünstigt die extrem trockene Atmosphäre in der Hand-
schuhbox elektrostatische Aufladungen. Deshalb sollten sich die Bearbeitungsschritte auf
ein Minimum reduzieren, die feinen Pulver möglichst wenig umgefüllt und vorzugsweise
6Eine Stickstoffatmosphäre ist wegen der möglichen Bildung von Calciumnitrid weniger geeignet.
7Präzisionsnadelfeile 200mm, Bst. Nr. 5371601, Hoffmann Group.
8Edelstahlsieb mit einer Maschenweite von 150µm, Retsch.
9Aufgrund seiner leichten Endzündlichkeit ist Calcium nicht kommerziel in Pulverform erhältlich.
52
3.2 Atomquellen
Metall- oder auch Glasinstrumente benutzt werden. Ein direkter Kontakt mit Kunststoff-
flächen, wie z.B. den Handschuhen, ist zu vermeiden. Als weitere Maßnahme wird die
metallische Grundplatte der Handschuhbox geerdet. Dennoch an Flächen haftendes Pulver
lässt sich mittels einer Pipette mit einem kleinen Gummiaufsatz sehr vorsichtig abblasen.
Bei der ersten Inbetriebnahme der selbst gebauten Kalium-Dispensoren im Vakuum
kann ein deutlicher Gettereffekt beobachtet werden. Das heißt, nach dem ersten Betrieb
und dem Wiederabkühlen der Dispensoren stellte sich ein geringerer Druck innerhalb der
MOT-Kammer als in der Ausgangssituation ein. Dies verdeutlicht in eindrucksvoller Weise
die UHV-Tauglichkeit der neuen Atomquellen.
Abbildung 3.1: Edelstahlvorrichtung zum definierten Befüllen und Verschließen der Dis-
pensorschiffchen innerhalb eines Arbeitsschritts. Über einen Trichteraufsatz rieselt das
Pulver in das sich darunter befindende Dispensorblech. Ein Schnitt durch die Vorrichtung
ohne Trichteraufsatz (Mitte) zeigt das Dispensorblech im Inneren, welches an den beiden
Seitenflügeln (siehe Abb. 3.2) über Anpressbacken und entlang des Austrittschlitzes durch
eine Anpressklinge verschlossen wird.
Dispensorschiffchen
Die Behälter der selbst gebauten Kalium-Dispensoren sind aus 125µm dicken Nichrom-
Blech (Goodfellow) geschnitten und gestanzt. Die vorgeformten Schiffchen werden in
Aceton und anschließend in einem Argonplasma gereinigt. Um ein Verschütten der ge-
ringen Chemikalienmengen zu verhindern, wird das Befüllen und das anschließende Ver-
schließen der Schiffchen in einer speziellen Vorrichtung in einem einzigen Arbeitsschritt
durchgeführt. In der in Abbildung 3.1 dargestellten Vorrichtung wird jedes Blech über
einen Trichter befüllt, dann zusammengefaltet und entlang der Kanten zusammen gepresst.
An dieser Stelle sei bemerkt, dass auch indirekt mit den Dispensoren in Kontakt tretende
Bauteile und Werkzeuge sehr rein und fettfrei sein müssen. Sich berührende Metallflächen
neigen dann jedoch zum Festfressen, ein Effekt, der insbesondere bei fettfreien Schrauben
in Gewindegängen auftritt. Beim Design sämtlicher Komponenten muss diesem Umstand,
wie zum Beispiel durch Kombination verschieden harter Metalle, Rechnung getragen wer-
den.
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Eine gebogene Metallzunge, die entlang des Austrittschlitzes des Dispensors verläuft,
dient dazu, den austretenden Atomstrahl in den Einfangbereich der magneto-optischen
Falle zu lenken. Das Verschließen der Dispensorbleche durch Zusammenpressen hat ge-
genüber dem üblichen Punktschweißen den Vorteil, dass keine Oxide und Verunreinigun-
gen eingebracht werden. Durch ihre bauschige Form können die Dispensorschiffchen trotz
kompakter Abmessungen jeweils mit 30 mg des KCl-Ca-Gemisches (im molaren Verhält-
nis 1:4) befüllt werden und enthalten somit 5 mg 7 %-tig angereichertes Kalium. Dies ent-
spricht mehr als der vierfachen Menge an Kalium, welche in [71] in einem Dispensor
enthalten war. Dort betrug die Lebensdauer eines kontinuierlich (also nicht-gepulst) be-
triebenen Dispensors bei täglichem experimentellen Einsatz drei Jahre.
Abbildung 3.2: Eigenanfertigung eines Dispensorschiffchens aus Nichrom-Blech (Dar-
stellung in Originalgröße). Die in die Seitenflügel gestanzten Löcher dienen zum Ver-
schrauben des 33 mm langen Dispensors. Eine gebogene Metallzunge verläuft entlang des
Austrittschlitzes um den entweichenden Atomstrahl in den Einfangbereich der magneto-
optischen Falle umzulenken.
3.2.3 Schleusensystem: Montage und Einbau der Dispensoren
Das in Abbildung 3.3 dargestellte, an die MOT-Kammer angeschlossene Schleusensystem
erlaubt es, die Atomquellen auszutauschen, ohne dass hierfür die eigentliche Apparatur
belüftet werden muss. Hierdurch lässt sich ein erneutes Ausheizen der Hauptkammern
vermeiden. Letzteres würde einen kompletten Abbau der Spulen und Optiken erfordern.
Die Schleuse besteht aus einem CF40-Ganzmetallventil (48132-CE01, VAT) und ei-
nem Z-Trieb (Caburn). Bei geöffnetem Ventil können die Dispensoren mit dem Z-Trieb
153 mm vorgeschoben werden, sodass sie sich in einem Abstand von nur 40 mm vom
MOT-Zentrum befinden. Die MOT-Strahlen mit einem Durchmesser von 35 mm decken
somit einen Großteil des Raumwinkels ab, in den die Dispensoren abstrahlen. Zudem
verhindert das Vorschieben der Quellen in die MOT-Kammer, dass der Schleusenbereich
selbst mit Alkalimetall bedampft wird. Hierdurch wird die Bildung von Metalloxiden beim
eventuellen Belüften des Schleusenbereiches minimiert.
Um die Atomquellen weit genug in die MOT-Kammer schieben zu können, befinden
sich diese auf der Frontseite eines 424 mm langen Gestänges aus Edelstahl. Wie in Ab-
bildung 3.4 gezeigt, sind die Dispensoren über elektrisch isolierende Keramikscheiben
auf einen Edelstahlring geschraubt. Die Molybdän-Schrauben dienen zugleich der elektri-
schen und thermischen Kontaktierung. Das Molybdän, die Aluminiumoxid-Keramik sowie
die 1, 5 mm dicken Kupferleitungen besitzen eine hohe Wärmeleitfähigkeit, wodurch ein







Abbildung 3.3: Schleusensystem zum Einbringen der Dispensoren in die MOT-Kammer.
Das System besteht aus einem Wellbalg mit Z-Trieb, der über ein CF40-Ventil mit der
MOT-Kammer verbunden ist. Hier ist die Apparatur noch vor der Montage der Spulen und
der Optiken zu sehen.
ermöglicht einen effizienten Pulsbetrieb, bei dem für eine Dauer von etwa 24 Sekunden
ein Strom von 5, 8 A durch die Rb-Quellen und von 7, 2 A durch die K-Quellen geschickt
wird. Die Dauer eines experimentellen Zykluses beträgt (bei Verwendung der QUIC-Falle)
bislang etwa 60 Sekunden.
Damit sich bei Inbetriebnahme des Experimentes bereits nach wenigen experimentellen
Zyklen reproduzierbare Alkalimetall-Drücke in der MOT-Kammer einstellen, muss ein
kontinuierliches Aufheizen der gesamten Apparatur durch die dissipierte Wärme der Dis-
pensoren vermieden werden. Aus diesem Grund dient die elektrische Durchführung (HV2-
10A-10-C16, Caburn) auf der Rückseite des Gestänges zugleich als definierte Wärmesen-
ke. Wie in Abbildung 3.5 dargestellt, wird die Durchführung auf der Vakuum-Außenseite
mittels einer Peltier-Wasser-Kühlung auf konstant niedriger Temperatur gehalten. Durch
den Peltier-Wasser-Kühler thermalisiert die Apparatur bereits nach wenigen Zyklen, so-
dass die magneto-optische Falle über viele Stunden hinweg bei reproduzierbaren Drücken
geladen werden kann. Natürlich begünstigt die rasche Abführung der erzeugten Wärme
auch den Pulsbetrieb der Dispensoren.
Einbau und Betrieb der Dispensoren
Das Gestänge mit den fertig montierten Dispensoren wird in einem Argon befüllten Kunst-
stoffbeutel aus der Handschuhbox in die ebenfalls mit Argon geflutete Schleuse transfe-
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Abbildung 3.4: Dispensorhalterung: Die auf ein Gestänge montierten Dispensoren lassen
sich über eine Schleuse in die MOT-Kammer schieben. Ein Edelstahlring auf der Front-
seite umfasst zwei kommerzielle Rubidium-Dispensoren (oben und unten) und zwei selbst
angefertigte Kalium-Dispensoren (Mitte). Der Edelstahlring besitzt Kufen, durch die ein
Verhaken der Konstruktion beim Rein- und Rausschieben aus der Kammer verhindert wird.
Die Dispensoren sind über Schrauben befestigt und zugleich elektrisch kontaktiert. Die
versilberten Kupferleitungen führen nach hinten zu einer elektrischen Durchführung.
riert, sodass die Dispensoren zu keiner Zeit direkten Kontakt mit Luft haben.
Vor dem ersten Betrieb müssen unvermeidbare Verunreinigungen aus den Dispensoren
ausgegast und die Zirkonium-Aluminium-Legierungen der Rubidium-Dispensoren akti-
viert werden. Hierbei ist das Ventil zur MOT-Kammer verschlossen und die Schleuse wird
separat abgepumpt und zusammen mit den Dispensoren ausgeheizt. Bereits zu Beginn des
Ausheizens werden die Dispensoren mehrmals für mehrere Minuten von einem höheren
Strom durchflossen. Dabei wird der Strom nach jedem Abklingen der Ausgasrate erneut
erhöht, ein Druck von 1 · 10−5 mbar wird jedoch nicht überschritten. Während des Aushei-
zens werden die kommerziellen Dispensoren dauerhaft von mindestens einem Strom von
3 A und die Eigenbau-Dispensoren von 4 A durchflossen.
In einer Testapparatur werden mittels eines Restgasanalysators (RGA200, Standford Re-
search Systems) Massenspektren identischer Dispensoren aufgenommen. Dabei erweist
sich molekularer Wasserstoff H2, welcher vermutlich in Form von Metallhydrid in den Re-
doxmetallen reversibel gelöst ist [114], als primäre Verunreinigung. Dessen Partialdruck
dominiert die Drücke aller weiteren Verunreinigungen (H2O, N2, CO2) um mehr als ei-
ne Größenordnung. Da das Massenspektrometer in dem Testaufbau nicht dem direkten
Atomstrahl der Dispensoren ausgesetzt ist, lassen sich keine Aussagen über das absolute
Verhältnis der freigesetzten Alkalimetalle gegenüber dem freigesetzten Wasserstoff fäl-
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Abbildung 3.5: Peltier-Wasser-Kühler auf der Rückseite des Dispensor-Gestänges. Der
Kühler ist direkt auf die elektrische Durchführung montiert, da hier ein Großteil der von
den Dispensoren erzeugten Wärme eintrifft. Der Kühler erlaubt ein schnelles Abkühlen der
gepulsten Atomquellen. Außerdem begünstigt er ein rasches Thermalisieren der gesamten
Apparatur und ermöglicht somit einen stabilen Betrieb der magneto-optischen Falle.
len. Dies ist darauf zurückzuführen, dass die freigesetzten Metalle – im Gegensatz zu den
gasförmigen Verunreinigungen – nicht frei in der Kammer herum diffundieren, sondern
direkt auf den Innenflächen der Kammer haften bleiben10. Folglich kann die nur indirekt
an die MOT-Kammer angebrachte Drucksonde keinen unmittelbaren Aufschluss über den
lokalen Alkalimetalldruck im Einfangbereich der magneto-optischen Falle geben und der
tatsächliche Druck im Einfangbereich wird höher sein, als der von der Drucksonde ange-
gebene Wert.
Beim Anpulsen der Dispensoren mit einem hohen Strom kommt es aufgrund des tem-
peraturabhängigen Widerstandes zu einem sehr raschen Temperaturanstieg. Um dennoch
einen sicheren Pulsbetrieb der Dispensoren gewährleisten zu können, wird die Stromzu-
fuhr über einen MOSFET von einer Schutzschaltung kontrolliert. Im Regelbetrieb wird
der MOSFET zentral durch ein Signal vom Computer geschaltet. Die Schutzschaltung
kann den MOSFET jedoch vorzeitig öffnen, falls ein maximales Zeitfenster, ein maxima-
ler Strom oder ein Schwellwert von der Drucksonde der MOT-Kammer überschritten wird.
10So kann an dem Fenster der Testkammer eine metallische Beschichtung aus Kalium beobachtet werden,
die aufgrund einer teilweisen Abschottung des direkten Atomstrahls sehr scharfe Konturen aufweist.
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Abbildung 3.6: Überblick über das Herzstück der Vakuumapparatur (oben) und den ge-




Das Kühlen der Atome bis zur Quantenentartung findet in zwei aufeinanderfolgenden
Schritten statt. In einem ersten Schritt werden die Atome durch nahresonantes Laserlicht
eingefangen und gekühlt [118, 119]. Dabei sind die minimal erzielbaren Temperaturen
und maximalen Dichten durch die Reabsorption von gestreuten Photonen [120, 121] und
letztlich durch die spontane Emission limitiert. Zur weiteren Kühlung und Erhöhung der
Phasenraumdichte werden die Atome, in einem zweiten Schritt, in eine konservative Falle
transferiert und schließlich unter Abwesenheit von nahresonantem Licht durch Verdamp-
fungskühlen in die Quantenentartung überführt. Dieser zweistufige Kühlprozess spiegelt
sich auch in der besprochenen Unterteilung der Vakuumapparatur wider.
Im Folgenden wird die in der MOT-Kammer durchgeführte Laserkühlung besprochen.
Neben dem Prinzip und dem Aufbau der kombinierten magneto-optischen Falle wird auf
das Lasersystem und die Kühlschemata der verschiedenen Isotope eingegangen.
3.3.1 Prinzip der magneto-optischen Falle
Eine magneto-optische Falle ermöglicht es, aus einem Atomstrahl die langsamsten Ato-
me mit einer Geschwindigkeit von weniger als einigen 10 m/s einzufangen und auf etwa
10−4 K abzukühlen. Dies geschieht durch Ausnutzung einer Kombination von Magnetfel-
dern und dissipativen Lichtkräften [122, 123].
Wie in Abbildung 3.7 dargestellt, besteht die MOT aus sechs jeweils paarweise entge-
gengesetzt verlaufenden Laserstrahlen, welche entlang aller drei Raumachsen auf die Ato-
me einstrahlen. Das Laserlicht ist gegenüber der atomaren Resonanz leicht rotverstimmt
und übt, aufgrund des Doppler-Effektes, eine geschwindigkeitsabhängige Kraft auf die
Atome aus. Bewegt sich ein Atom entlang einer der Strahlachsen, so rückt der der Bewe-
gung entgegengerichtete Laserstrahl näher an die Übergangsfrequenz und das Atom streut
mehr Photonen aus diesem Laserstrahl als aus dem zur Bewegung gleichgerichteten Strahl.
Netto erfahren die Atome durch den Photonenrückstoß entlang aller drei Raumachsen eine
abbremsende Kraft. Neben dieser sogenannten Doppler-Kühlung findet ein weitaus subti-
lerer als Polarisationsgradienten-Kühlen bezeichneter Effekt statt, der zu noch niedrigeren
Temperaturen führt [124].
Das überlagerte sphärische magnetische Quadrupolfeld bedingt eine ortsabhängige Zee-
man-Verschiebung der atomaren Niveaus und damit eine Ortsabhängigkeit der Übergangs-
frequenzen. Bei der magneto-optischen Falle weisen die entgegengesetzt propagieren-
den Laserstrahlen entgegengesetzte zirkulare Polarisationen auf und unterliegen somit
beim Treiben von Übergängen polarisationsabhängigen Auswahlregeln. Hierdurch wird
erreicht, dass die ortsabhängige Lichtkraft immer in Richtung des Magnetfeldminimums
weist und somit die Atome in der MOT nicht nur gekühlt, sondern auch räumlich gefangen
werden.
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Durch die Überlagerung der Laserstrahlen, welche zum Kühlen von 87Rb und von 40K
benötigt werden, lässt sich das oben beschriebene Schema auf das einer Zwei-Spezies-
MOT erweitern. Die von uns aufgebaute Zwei-Spezies-MOT erlaubt es uns simultan ∼











Abbildung 3.7: Prinzip der magneto-optischen Falle: Drei zueinander orthogonal verlau-
fende σ+-σ−-polarisierte Stehwellen aus rotverstimmtem Laserlicht üben einen abbrem-
senden Strahlungsdruck auf Atome aus. Durch ein von entgegengesetzten Strömen durch-
flossenes Spulenpaar (Anti-Helmholtz-Konfiguration) wird ein magnetisches Quadrupol-
feld erzeugt, welches eine zusätzliche Ortsabhängigkeit des Strahlungsdruckes induziert.
Hierdurch werden die lasergekühlten Atome im Zentrum der Anordnung gefangen.
3.3.2 Kühlschemata und Termschemata für Rubidium und Kalium
Zum Betreiben der magneto-optischen Falle werden pro Spezies jeweils zwei Laserfre-
quenzen benötigt, die innerhalb der D2-Linien der entsprechenden Elemente liegen. Die
zugehörigen Übergänge sind in den Termschemata von Abbildung 3.8 eingetragen.
Bei 87Rb wird hauptsächlich der Übergang |52S1/2, F = 2〉 → |52P3/2, F ′ = 3〉 getrie-
ben. Der Kühl-Laser ist hierzu leicht rotverstimmt. Der Übergang ist nahezu geschlossen,
dennoch kommt es hin und wieder zu nicht-resonanten Anregungen in den 267 MHz tiefer
liegenden Zustand |52P3/2, F ′ = 2〉. Von hier aus kann das Atom mit einer gewissen Wahr-
scheinlichkeit in den absoluten Grundzustand |52S1/2, F = 1〉 zerfallen und es würde dann
nicht mehr weiter gekühlt. Um ein solches Atom wieder in den Kühlzyklus zurückzufüh-
ren, wird ein sogenannter Rückpump-Laser resonant auf dem Übergang |52S1/2, F = 1〉→
|52P3/2, F ′ = 2〉 eingestrahlt. Da die nicht-resonante Anregungsrate nach |52P3/2, F ′ = 2〉




Im Vergleich zu Rubidium weist Kalium eine bedeutend geringere Hyperfeinstruktur
(HFS)-Aufspaltung der angeregten Zustände auf. Bei annähernd gleicher Linienbreite (et-
wa 6 MHz) erstreckt sich die gesamte HFS-Aufspaltung des 42P3/2-Zustandes von 40K
über nicht viel mehr als 100 MHz. Folglich ist die Rate nicht-resonanter Anregungen in
benachbarte Zustände erheblich höher als bei Rubidium. Aus diesem Grund wird in un-
serem Experiment für die Kalium-MOT etwa soviel Laserleistung zum Rückpumpen wie
zum Kühlen verwendet. Außerdem sind die Rollen des Rückpump- und des Kühl-Lasers
weniger eindeutig voneinander zu trennen als bei Rubidium. Wird neben dem Kühl-Laser
auch der Rückpump-Laser rotverstimmt, so übt Letzterer ebenfalls eine kühlende Kraft
auf die Atome aus. Für die bosonischen Isotope 39,41K ist die HFS-Aufspaltung der ange-
regten Zustände noch geringer (siehe Anhang B) und die Niveaus sind nicht mehr einzeln
auflösbar. Um eine möglichst große Anzahl bosonischer Kaliumisotope zu fangen, bietet
es sich an, Kühl- und Rückpump-Laser bezüglich der gesamten Zustandsmannigfaltigkeit
rot zu verstimmen. Die größeren Verstimmungen führen jedoch zu höheren Temperaturen,
da unter diesen Bedingungen Sub-Doppler-Kühlmechanismen ausgeschlossen sind [125].
Eine weitere Besonderheit, die sich auf das fermionische Isotop (40K) des Kaliums be-
schränkt, ist die invertierte Hyperfeinstruktur. Diese Inversion ist sowohl im Grundzustand
als auch in den angeregten Zuständen vorzufinden. Sie rührt daher, dass der große nuklea-
re Spin (I = 4) entgegengesetzt zum nuklearen magnetischen Moment ausgerichtet ist.
Respektive ergeben sich für 40K folgender Kühl- und folgender Rückpump-Übergang:
|42S1/2, F = 9/2〉 Ku¨hl−→ |42P3/2, F ′ = 11/2〉
|42S1/2, F = 7/2〉 Ru¨ckp.−→ |42P3/2, F ′ = 9/2〉
Setzt man ähnliche Laserleistungen voraus, so müssen für einen optimalen Betrieb der
magneto-optischen Falle sowohl Kühl- als auch Rückpump-Laser bezüglich ihrer Über-
gänge leicht rotverstimmt werden.
3.3.3 Laserstabilisierung und Spektroskopie
Die eingesetzten Laser werden entweder direkt mittels eines Radiofrequenz-Locks11 auf
eine dopplerfreie Sättigungsspektroskopie [126] stabilisiert oder über die Differenzfre-
quenz relativ zu einem festfrequenten Referenz-Laser stabilisiert (Offset-Lock).
Wegen der geringen natürlichen Isotopenhäufigkeit von 0, 012 % beobachtet man im
Spektrum einer Dampfzelle mit unangereichertem Kalium keine 40K-Linien (siehe Abbil-
dung 3.9). Daher können die Laser nicht direkt auf die benötigten Übergänge stabilisiert
werden. In unserem Aufbau wird stattdessen ein Referenz-Laser benutzt, welcher auf die
stark ausgeprägte Grundzustands-Crossover-Resonanz F = (1, 2) → F ′ von 39K stabili-
siert wird. Wie in Abbildung 3.8 dargestellt, liegt die Frequenz dieser Resonanz jeweils
11Auch als Frequenzmodulationsspektroskopie bezeichnet.
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Abbildung 3.8: Energieniveaus zu denD2-Linien von 87Rb und 40K und zugehörige laser-
getriebene Übergänge. Mit Kühl und Rückpump werden die zur Laserkühlung eingesetz-
ten Übergänge bezeichnet. Spinpolarisierung dient zum anschließenden optischen Pumpen
der Atome in magnetisch fangbare Zustände. Die Absorptionsabbildung der Atomwolken
geschieht auf dem Abbildungs-Übergang. Verstimmt eingestrahlte Laser sind durch ein
∆ gekennzeichnet. Darüber hinaus sind die auf Crossover-Resonanzen stabilisierten Refe-
renz-Laser eingetragen. Sie dienen der Stabilisierung der anderen Laser über Offset-Locks.
Die Offset-Frequenzen sind in Klammern angegeben. Siehe auch Seite 341 und 343.
grob 600 MHz von den Kühl- und Rückpump-Laserfrequenzen von 40K entfernt. Zum
Überbrücken dieser Frequenzabstände bieten sich unterschiedliche Verfahren an:
Die Lichtfrequenz des Referenz-Lasers kann über einen akusto-optischen Modulator
(AOM) verschoben werden (siehe z.B. [125]). Dies hat jedoch den Nachteil, dass für Fre-
quenzverschiebungen von mehreren 100 MHz typischerweise zwei oder vier Durchgänge
durch den Modulator erforderlich sind, was in der Regel zu einem empfindlichen optischen
Aufbau und zu großen Leistungsverlusten führt. Zudem erweist sich ein solcher Aufbau
als wenig flexibel, da eine Veränderung der Frequenz leicht eine Neujustage erfordert.
Eine andere Möglichkeit besteht im Aufmodulieren von Seitenbändern auf die Laser-
frequenz mittels eines elektro-optischen Modulators (EOM). Jedoch sind die erreichbaren
Lichtleistungen in den Seitenbändern in der Regel nicht sonderlich hoch und zudem wird
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eines der beiden Seitenbänder nicht benötigt. Beim anschließenden Nachverstärken in ei-
nem aktiven Lasermedium wird die Trägerfrequenz zusammen mit beiden Seitenbändern
verstärkt, wodurch Leistung ungenutzt verloren geht. Beim Nachverstärken besteht außer-
dem die Gefahr, dass sich im nicht-linearen Lasermedium unerwünschte Mischfrequenzen
bilden [127], und dass aufgrund sogenannter „mode competition“ [128] das Leistungsver-
hältnis zwischen Kühl- und Rückpump-Licht nicht beliebig eingestellt werden kann.
Aus diesen Gründen kommt in unserem Aufbau ein drittes Verfahren zum Einsatz: Das
Offset-Lock. Hierbei wird Licht des zu stabilisierenden Lasers mit Licht des Referenz-
Lasers auf einer schnellen Photodiode überlagert. Die Schwebungsfrequenz der resultie-
renden Interferenz entspricht gerade der Frequenzdifferenz der beiden Laser. Im Radiofre-
quenzbereich kann eine solche Schwebung direkt von einer Photodiode gemessen werden.
Das sich dabei ergebende elektronische RF-Signal wird anschließend elektronisch herunter
geteilt und von einem f/U-Wandler in eine der Frequenz proportionale Spannung konver-
tiert. Durch Subtraktion einer frei einstellbaren konstanten Spannung erhält man ein zur
Frequenzabweichung proportionales Regelsignal. Dieses Regelsignal kann schließlich auf
das Stellglied (Piezoaktuator) des zu stabilisierenden Lasers gegeben werden. Alternativ
kann die Frequenz-Spannungs-Wandlung durch ein einfaches elektronisches Interferome-
ter erreicht werden, bei dem man den frequenzabhängigen Phasenunterschied zwischen
zwei unterschiedlich langen Signalleitungen ausnutzt [129].
Diese beiden Methoden erlauben es, die Differenzfrequenz (Offset-Frequenz) eines La-
sers relativ zum Referenz-Laser mit einer Genauigkeit von ∼ 1 MHz zu stabilisieren und
mittels einer variablen Gleichspannung über einen Bereich von mehreren 100 MHz frei
einzustellen. Über Computer gesteuerte analoge Spannungssignale lässt sich somit die La-
serverstimmung während des experimentellen Zyklus kontinuierlich oder abrupt verän-
dern. Die hohe Flexibilität des Offset-Locks gestattet es, in unserem Aufbau die magneto-
optische Falle in kürzester Zeit zwischen den drei Kaliumisotopen (39,40,41K) umzuschal-
ten. Dies erfordert keinerlei Umbauten, sondern lediglich das Einstellen neuer Offset-
Frequenzen.
Die Offset-Frequenzen für 87Rb und 40K können aus den Termschemata in Abbildung
3.8 abgelesen werden (Werte in Klammern):
• Für Rubidium ist nur der frei verstimmbare Kühl-Laser über ein Offset-Lock stabi-
lisiert. Die Offset-Frequenzen sind bezüglich der F = 2 → F ′ = (1, 3) Crossover-
Resonanz von 87Rb (roter Pfeil) angegeben. Die Werte entsprechen den verschiede-
nen F = 2→ F ′-Übergängen. Demnach besitzt der um |∆KL| rotverstimmte Kühl-
Laser eine Offset-Frequenz von (212 MHz− |∆KL|
2pi
). Der Rubidium-Rückpumper ist
immer resonant (∆RP = 0) und daher direkt auf die zugehörige Linie einer Sätti-
gungsspektroskopie stabilisiert.
• Für Kalium werden sowohl der Kühl- als auch der Rückpump-Laser über Offset-
Locks stabilisiert. Die Offset-Frequenzen sind relativ zu der Grundzustands-Cross-
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over-Resonanz F = (1, 2) → F ′ (blauer Pfeil) des häufigsten Kaliumisotops (39K)
angegeben. Sie entsprechen Übergängen, die von den beiden Hyperfeingrundzustän-
den ausgehen und in das (unaufgespaltene) Feinstrukturniveau 42P3/2 führen. Unter
Berücksichtigung der Verstimmungen und der Aufspaltung der Hyperfeinniveaus
F ′ im angeregten Zustand ergeben sich die Offset-Frequenzen für den Kühl-Laser
(595 MHz− |∆KL|
2pi
) und für den Rückpump-Laser (−650 MHz− |∆RP|
2pi
). Die Offset-
Frequenzen zum Laserkühlen der bosonischen Isotope 39,41K können aus den Term-
schemata auf Seite 343 abgeleitet werden.
Die Sättigungsspektren von angereichertem und nicht angereichertem Kalium sind in
Abbildung 3.9 dargestellt (in Transmission). Die von uns verwendeten Spektroskopie-
zellen12 enthalten Kalium im natürlichen Isotopenverhältnis. Die Frequenzachse ist über
die bekannten Hyperfeinverschiebungen in den einzelnen Isotopen13 geeicht. Jede Li-
nie im Spektrum entspricht gleich mehreren Übergängen, da die Hyperfeinzustände in
den angeregten Zuständen überlappen. So bestehen zum Beispiel die Linien von 39K aus
jeweils sechs nicht einzeln auflösbaren Hyperfeinübergängen. Diese Überlagerung be-
dingt, dass das Linienzentrum (definiert durch das nicht aufgespaltene Feinstrukturniveau
42P3/2) nicht mit dem spektroskopischen Maximum übereinstimmt. So liegt zum Bei-
spiel das spektroskopische Maximum der D2-Linie von 39K ausgehend vom F = 1-
Grundzustand 12, 0 MHz unterhalb und ausgehend vom F = 2-Grundzustand 2, 6 MHz
oberhalb des Linienzentrums [130]. Wird der Referenz-Laser einfach nur auf das spek-
troskopische Maximum des entsprechenden Grundzustand-Crossovers F = (1, 2) → F ′
stabilisiert, so liegt dieser in Wirklichkeit etwa 10 MHz unterhalb des Zentrums 42P3/2. Die
nicht auflösbaren Hyperfeinübergänge führen zudem zu einem weniger steilen Regelsignal
im Radiofrequenz-Lock des Referenz-Lasers. Um trotz dieser beiden Unsicherheiten den
richtigen Lockpunkt des Referenz-Lasers (also das Zentrum 42P3/2) zu finden, bietet sich
eine nachträgliche Kontrolle des Lockpunktes über die resonante Abbildung von 40K an
(siehe Abschnitt 3.6.3). Die in den Spektren sichtbaren Transmissionseinbrüche entspre-
chen den sogenannten Crossover-Resonanzen. Diese liegen genau in der Mitte zwischen
zwei Linien, die den Anregungen aus den beiden Grundzuständen des jeweiligen Isotops
entsprechen. Man beachte den geringen Abstand zwischen der Linie des 39K F = 1→ F ′-
Übergangs und der Crossover-Resonanz von 41K.
12Spektroskopiezellen, Toptica Photonics AG.

































































































Abbildung 3.9: Dopplerfreies Sättigungsspektrum der D2-Linie von Kalium aufgenom-
men an einer Dampfzelle mit angereichertem (dunkel blau) und unangereichertem Kali-
um (hell blau). Die 40K-Linien sind nur im Spektrum des angereicherten Kaliums sicht-
bar. Es stammt aus Referenz [113] und ist mittels Lock-in-Verstärkung aufgenommen.
Hieraus erklärt sich die höhere Signalqualität und das Fehlen des Doppler-Untergrundes.
Da die feinen Hyperfeinstrukturaufspaltungen der angeregten Zustände nicht auflösbar
sind, sind die verschiedenen Linien allein den unterschiedlichen Grundzuständen zuzu-
ordnen. Die Crossover-Resonanz F = (1, 2) → F ′ von 39K bestimmt die Frequenz
des Kalium-Referenz-Lasers und definiert hier den Abszissenursprung. Die angegebenen
Offset-Frequenzen (grau) entsprechen 42S1/2, F → 42P3/2-Übergängen.
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3.3.4 Laseraufbau und Lasersystem
Das Kühlen zweier unterschiedlicher atomarer Spezies geht mit einer Verdopplung der An-
zahl benötigter Laser einher. Um dennoch einen zuverlässigen Betrieb des Experimentes
zu gewährleisten, ist das Lasersystem auf eine möglichst hohe Stabilität hin neu überar-
beitet. Die hierbei entworfenen Bausätze für Diodenlaser und Trapez-Verstärker (TA) wer-
den inzwischen auch international von anderen Arbeitsgruppen eingesetzt. Das System
zum Laserkühlen basiert auf robusten und einfach zu betreibenden Halbleiterlaserdioden
[127, 131].
Zur Stabilisierung der Laserdioden wird ein holographisches Gitter14 in Littrow-An-
ordnung verwendet. Das frequenzselektive Gitter reflektiert die erste Beugungsordnung
zurück in die Laserdiode und bildet zusammen mit der Rückfacette der Diode einen ex-
ternen Resonator, der die Linienbreite des Lasers auf etwa 1 MHz reduziert [132]. Die
Laserfrequenz lässt sich über eine piezogesteuerte Verkippung des Gitters regeln. In un-
serem Aufbau werden hauptsächlich antireflexbeschichtete Laserdioden15 eingesetzt. Die
Entspiegelung der Austrittsfacette verhindert, dass die Diode selber einen Laserresonator
bildet. Hierdurch kann die Wellenlänge weitgehend durch den externen Resonator aufge-
prägt, also durch das Gitter bestimmt werden. Aufgrund ihres breiten Verstärkungspro-
fils besitzen die Laserdioden laut Herstellerangaben etwa einen Durchstimmbereich von
750 nm bis 790 nm [133]. Dies ist insbesondere für die Kalium-Wellenlänge von großem
Vorteil, denn mit den früher verfügbaren Laserdioden konnte eine solch kurze Wellenlän-
ge nur durch Kühlen auf etwa −40◦C erreicht werden [134]. Die AR-Laserdioden werden
von uns knapp unter Raumtemperatur betrieben. Gegenüber nicht entspiegelten Laserdi-
oden beobachten wir einen größeren modensprungfreien Bereich. Zudem lassen sich die
Laser über einen weiten Bereich kontinuierlich über die Temperatur durchstimmen. Die
Leistung eines stabilisierten Diodenlasers tritt entlang der nullten Beugungsordnung des
Gitters aus und beträgt etwa 50 mW.
Diese Leistung ist zu gering, um eine hohe Zahl von Atomen in der magneto-optischen
Falle zu fangen. Daher werden die Laserstrahlen anschließend durch Halbleiter-Trapez-
verstärker (tapered amplifier, TA) geschickt. Dies sind leistungsfähige Laserdioden mit
entspiegelten Ein- und Austrittsfacetten, welche das injizierte Licht des Master-Lasers zu
einem nahezu beugungsbegrenzten Strahl mit mehr als einem Watt Leistung verstärken
können. Am Eingang eines solchen TA-Chips wird durch eine indexgeführte Rippenwel-
lenleiterstruktur ein beugungsbegrenzter Strahl erzeugt, der beim Durchlaufen des Chips
sukzessive verstärkt wird. Die hohe Ausgangsleistung wird dadurch ermöglicht, dass die
innerhalb des Halbleiters zunehmende Lichtintensität durch eine gewinngeführte Trapez-
struktur auf eine immer breiter werdende Querschnittsfläche verteilt wird [135]. Die An-
ordnung aus einem injizierenden gitterstabilisierten Diodenlaser und einem Trapezverstär-
14Optical reflective plane grating, 1800mm−1, Nr. 263 232 9051 324, Zeiss.
15EYP-RWE-0790-04000-0750-SOT01-0000, Eagleyard Photonics GmbH.
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Abbildung 3.10: Selbst entwickeltes MOPA-System, bestehend aus einem gitterstabili-
siertem Diodenlaser als Master und einem temperaturstabilisierten TA-Chip als Verstärker.
ker bezeichnet man auch als MOPA (master oscillator-power amplifier). Der Aufbau des
eingesetzten MOPA-Systems ist in Abbildung 3.10 zu sehen. Um eine hohe mechanische
Stabilität des optischen Aufbaus zu gewährleisten, sind die Komponenten genau aufeinan-
der abgestimmt und nur feinjustierbar. Die Halterung des 1 Watt-TA-Chip16 ist über eine
thermische Isolation fest mit der Grundplatte verbunden und nicht etwa über das kühlen-
de Peltier-Element17 befestigt, wie dies bei früheren Versionen der Fall war. Kompakte
XYZ-Justiertische18 ermöglichen es, die Kollimationsoptik19 für die Ein- und Auskopp-
lung optimal an den TA-Chip anzupassen und gestatten – falls erforderlich – einen schnel-
len Austausch des Chips. Der aus dem TA-Chip austretenden Strahl weist aufgrund der
Halbleiterstruktur einen starken Astigmatismus auf. Dieser wird über eine Zylinderlinse20
ausgeglichen. Zwei 60 dB-Isolatoren21 verhindern Rückreflexe und damit Rückkopplun-
gen in den Master bzw. den Verstärker.
16EYP-TPA-0765-00000-3006-CMT03, Eagleyard Photonics GmbH.
17PE-127-14-11, Telemeter Electronic GmbH.
18M-DS25-XYZ, Newport.
19C330TM-B, Thorlabs.
20f = 70mm, LJ1477-032, Thorlabs.
21DLI1 (durchstimmbar) oder FI-790-TV (fest vorgegebene Wellenlänge), LINOS Photonics.
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Das Lasersystem zum Kühlen, optischen Pumpen und Abbilden der Atome befindet
sich auf einem separaten optischen Tisch und ist schematisch auf Seite 70 dargestellt. Die
Strahlengänge für Rubidium sind rot und für Kalium blau eingezeichnet.
Die beiden Referenz-Laser und der Rubidium-Rückpump-Laser sind über RF-Locks
direkt auf die entsprechenden Linien (siehe Angaben) einer Sättigungsspektroskopie sta-
bilisiert (RF-gelockte Laser sind in dem Schema durch ein gelbes Spektrum-Symbol mar-
kiert). Die Seitenbänder für das RF-Lock werden in der Regel nicht über den Laserstrom
aufmoduliert, sondern über elektro-optische Modulatoren (EOM). Die Modulatoren erlau-
ben es, nur den Lichtstrahlen Seitenbänder aufzuprägen, die tatsächlich durch die Spek-
troskopiezellen verlaufen, während die Strahlen zur Manipulation der Atome unberührt
bleiben. Die in dem Schema mit einem Vorhängeschloß gekennzeichneten Laser sind
über Offset-Locks auf die zugehörigen Referenz-Laser stabilisiert. Die daneben angege-
ben Werte entsprechen den Offset-Frequenzen für 87Rb bzw. 40K.
Durch Verschieben der ursprünglichen Laserfrequenzen über akusto-optische Modulato-
ren22 (AOM) wird das Licht zum Abbilden von Rubidium, sowie das Licht zum optischen
Pumpen (Spinpol.) von Rubidium und Kalium erzeugt. Bei den anderen Strahlen dienen
die AOMs allein zum schnellen Ein- und Ausschalten des Lichtes (Schaltzeit ∼ 1µs). Um
das Licht wirklich vollständig abschalten zu können, werden zusätzlich (nicht dargestell-
te) mechanische Shutter verwendet (Schaltzeit ∼ 1 ms). Die AOM-Frequenzen sind fest
eingestellt. Ihre Werte und die Vorzeichen der Frequenzverschiebungen sind neben den
AOM-Symbolen angegeben.
Insgesamt werden drei Trapezverstärker eingesetzt: Ein TA zum Kühlen von Rubidium
und jeweils ein TA zum Kühlen und Rückpumpen von Kalium. Durch die Verwendung un-
abhängiger Trapezverstärker steht genügend Leistung zur Verfügung und zudem wird die
Erzeugung unerwünschter Mischfrequenzen vermieden. Das Rubidium-Rückpump-Licht
wird aus einem sogenannten Slave-Laser gewonnen. Dabei handelt es sich um eine ge-
wöhnliche Laserdiode, welche durch einen gitterstabilisierten Diodenlaser (Master-Laser)
injiziert wird. Dank der Injektion benötigt der Slave-Laser keinen externen Resonator, wo-
durch die gesamte Leistung der Diode zur Verfügung steht.
Die Vakuumapparatur mit dem eigentlichen Experiment befindet sich auf einem zwei-
ten optischen Tisch. Zur Abschirmung von resonantem Streulicht sind beide Tische durch
lichtdichte Vorhänge voneinander getrennt. Über polarisationserhaltende single-mode Fa-
sern23 wird das Laserlicht zum Experiment transferiert. Das Rubidium- und Kalium-Licht
wird in den meisten Fällen gemeinsam in dieselbe Faser eingekoppelt. Dadurch sind die
Strahlen auf dem Experimenttisch bereits perfekt räumlich überlagert. Um vor der Fa-
ser die beiden Wellenlängen ohne nennenswerte Verluste zu vereinen, werden die beiden
Strahlen mit zueinander senkrechten Polarisationen auf polarisierenden Strahlteilerwürfeln
überlagert. Um das Licht schließlich mit parallelen Polarisationen in die Fasern einkoppeln
223080-125, Crystal Technology.




zu können, sind die Würfel von speziell angefertigte „multiple order“ Verzögerungsplat-
ten24 [136] gefolgt (im Schema durch Sterne markiert). Die Platten sind so angefertigt,
dass sie die Polarisationsrichtung bei einer Wellenlänge von 767 nm erhalten und bei einer
Wellenlänge von 780 nm um 90◦ drehen.
Auf dem Experimenttisch wird das Kühl- und das Rückpump-Licht auf sechs unab-
hängige Strahlen für die magneto-optische Falle aufgeteilt. Hier erlaubt es der Einsatz der
speziellen Verzögerungsplatten, die Leistungsbalance zwischen den MOT-Strahlen für Ru-
bidium und Kalium unabhängig voneinander einzustellen und somit beide Wolken in der
MOT perfekt zu zentrieren. Nach den Fasern stehen jeweils etwa 300 mW Kühl-Licht für
Rubidium und Kalium sowie 200 mW Rückpump-Licht für Kalium und 20 mW für Rubi-
dium zur Verfügung.
Der eingezeichnete elektro-optische Modulator (EOM) dient zum Drehen der Polarisati-
onsrichtung des Rubidium-Rückpumper-Lichtes. Hierdurch kann die Leistungsaufteilung
an dem folgenden Strahlteilerwürfel je nach Bedarf zeitlich variiert werden. Insbesondere
lässt sich somit gegen Ende der MOT-Phase die Rückpump-Leistung verringern, um eine
Dichteerhöhung in der Rubidiumwolke (temporal dark MOT) zu erzielen [137, 138].
Nach der Durchführung des Experiments innerhalb der Glaszelle, können beide Spezies
völlig unabhängig voneinander entlang jeder der drei Raumachsen abgebildet werden. In
dem Schema sind die AOMs zum Schalten, die Vereinigung und die Einkoppelung des
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Abbildung 3.11: Blick ins Labor: Im Vordergrund ist das Lasersystem zu sehen. Dahinter
befindet sich ein weiterer optischer Tisch mit der Vakuumapparatur. In der linken Bildhälf-
te ist die Computersteuerung für die Kontrolle des Experimentes zu erkennen.
3.3.5 Laserkühlung und -präparation
In diesem Abschnitt werden die einzelnen Schritte der Laserkühlung und Laserpräparation
in chronologischer Reihenfolge besprochen. Dies sind im Einzelnen: die Zwei-Spezies-
MOT, die daran anschließende komprimierte MOT, die optische Melasse und schließlich
das optische Pumpen der Atome in magnetisch fangbare Zustände. Neben einer tabella-
rischen Aufführung der optimierten experimentellen Parameter werden die Lebensdauer
und die Verluste in der Zwei-Spezies-MOT untersucht.
Zwei-Spezies-MOT
Die Absorptionsabbildung von frei expandierenden ultrakalten Atomwolken erlaubt ei-
ne einfache und zuverlässige Bestimmung der Atomzahlen und Temperaturen (siehe Ab-
schnitt 3.6). Je niedriger die aus der Laserkühlung resultierenden Temperaturen und je hö-
her die eingefangenen Atomzahlen, umso vorteilhafter wirkt sich dies auf die anschließen-
de evaporative Kühlung der Atome aus (siehe Abschnitt 3.5). Dieser Zusammenhang er-
möglicht eine feine Optimierung der Laserkühlparameter direkt auf die letztendlich erziel-
ten Phasenraumdichten nach der Verdampfungskühlung. Hierdurch erspart man sich eine
weitere Absorptionsabbildung im Bereich der MOT-Kammer. Beim Kühlen zweier Spezi-
es hängen die „optimalen“ experimentellen Parameter von den genauen Zielvorgaben, wie
angestrebte Temperatur, Atomzahl und Atomzahlverhältnis, ab. Dementsprechend sind die
in Tabelle C.1 für die Zwei-Spezies-MOT angegebenen Werte als „typische“ Parameter zu
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Abbildung 3.12: Druckverlauf und Ladekurven für Rubidium und Kalium in der Zwei-
Spezies-MOT. Der Pulsbetrieb der Dispensoren ermöglicht einen schnellen Druckabfall
(τp = 1, 9 s) im Anschluss an den Ladevorgang. Die plötzliche Erhöhung der Kalium-
Fluoreszenz gegen Ende der MOT ist durch eine Verringerung der Laserverstimmung wäh-
rend der CMOT bedingt. Deutlich sind auch die mit zunehmendem Rubidium einsetzenden
Kaliumverluste zu erkennen. Das K-Fluoreszenzsignal ist gegenüber dem von Rb um einen
Faktor 103 skaliert dargestellt.
verstehen. Ausgehend von diesen Parametern lassen sich simultan ein entartetes Bose- und
ein entartetes Fermigas mit vergleichbaren Atomzahlen erzeugen.
Um die Zwei-Spezies-MOT während des Betriebes überwachen zu können, wird das
entlang eines Kammerfensters austretende Rubidium- und Kalium-Fluoreszenzlicht über
schmalbandige Interferenzfilter25 voneinander getrennt und auf zwei separaten Photodi-
oden vermessen. Aus der Stärke der Fluoreszenzsignale lässt sich grob die Anzahl der je-
weils gefangenen Atome ermitteln. Abbildung 3.12 zeigt typische Ladekurven von Rubidi-
um und Kalium in einer Zwei-Spezies-MOT. Dabei wird das Rubidium-Laserlicht gegen-
über dem Kalium-Licht mit 10 s Verzögerung eingeschaltet. Parallel zu den Ladekurven
ist auch der Druckverlauf innerhalb der MOT-Kammer dargestellt. Der gepulste Betrieb
der Atomquellen führt zu einer starken Zeitabhängigkeit der Laderaten, sodass die MOT-
Ladekurven signifikant von dem sonst üblichen exponentiellen Sättigungsverhalten abwei-
chen. Wie am Druckverlauf zu erkennen ist, werden die Dispensoren bereits 2, 5 Sekunden
vor dem Ende der MOT abgeschaltet, sodass der Druck wieder abfallen kann. An der
Rubidium-Fluoreszenz ist zu erkennen, dass das vorzeitige Abschalten der Atomquellen
keine signifikante Verringerung der gefangenen Atomzahl zur Folge hat. Der gemessene
Hintergrunddruck in der MOT-Kammer fällt mit einer 1/e-Zeitkonstante von 1, 9 s ab. Es
ist jedoch davon auszugehen, dass der lokale Druck im Einfangbereich weitaus höher ist
25F03-780.0-4-1.00, F03-766.5-4-1.00, CVI Laser.
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als der gemessene Druck, da die Drucksonde nicht dem direkten Atomstrahl ausgesetzt ist
und damit kaum Rb und K detektiert (siehe Seite 57). Die angegebene Zeitkonstante stellt
somit eine obere Grenze dar und vermutlich fällt der lokale Druck im Zentrum der MOT
mit einer noch kürzeren Zeitkonstante ab.
Nach der Laserkühlung werden die Atome magnetisch gefangen und mittels eines ma-
gnetischen Förderbandes aus der MOT-Kammer heraus transportiert. Das vorzeitige Ab-
schalten der Dispensoren verringert den Druck innerhalb der MOT-Kammer und verringert
somit die Verluste in der anschließenden Magnetfalle (bzw. im Förderband). Abbildung
3.13 zeigt eine Messung der Fallenlebensdauer für magnetisch gefangene Atome inner-
halb der MOT-Kammer. Um die Lebensdauer zu bestimmen, werden die Atome aus einer
Rubidium-MOT für eine variable Zeit in eine magnetische Quadrupolfalle transferiert und
anschließend kurzzeitig wieder in der MOT eingefangen (recapture). Das Verhältnis der
MOT-Fluoreszenzsignale vor und nach der magnetischen Speicherung gibt – neben der
Transfereffizienz – Aufschluss über die Lebensdauer in der Magnetfalle26.
In der Anfangsphase unseres experimentellen Aufbaus befanden sich die Dispensoren
noch innerhalb des Schleusenbereichs, also weit vom MOT-Zentrum entfernt. Außerdem
wurden die Quellen damals kontinuierlich betrieben, sodass die Situation in etwa der einer
üblichen Dampfzellen-MOT entsprach. Unter diesen Bedingungen wurden die rot darge-
stellten Messwerte aufgenommen. Bei den aktuellen, blau dargestellten Messwerten befin-
den sich die Dispensoren innerhalb der MOT-Kammer nur 4 cm vom MOT-Zentrum ent-
fernt und werden, wie oben beschrieben, in einem gepulsten Modus betrieben. In diesem
Fall misst man eine etwa zehnmal längere Fallenlebensdauer. Im gepulsten Modus nimmt
die Fallenlebensdauer selbst nach vielen Betriebsstunden nicht ab. Aus der anfänglichen
Steigung der MOT-Ladekurve (siehe Abbildung 3.14) lässt sich eine Rubidium-Laderate
von ∼ 4 · 109 s−1 ermitteln. Solch günstige Kombinationen aus hoher Laderate und langer
Speicherzeit werden üblicherweise nur mit kalten Atomstrahlen als Quellen erreicht (z.B.
mit einem Zeeman-Slower [139] oder einer 2D-MOT [140]).
Aufgrund der niedrigen Temperaturen treten innerhalb der MOT langsam ablaufende,
langreichweitige Stoßprozesse auf. Während der langen Wechselwirkungszeiten können
optisch angeregte molekulare Zustände spontan zerfallen. Diese Zerfälle, als auch intera-
tomare Fein- und Hyperfeinwechselwirkungen, können zu Fallenverlusten führen [79]. Be-
reits in Abbildung 3.12 ist zu erkennen, dass durch das Laden der Rubidium-MOT Verluste
in der Kalium-MOT induziert werden. Vergleicht man die Fluoreszenz der Kalium-MOT
in An- und in Abwesenheit der Rubidium-MOT27, so wird dieser Effekt noch deutlicher.
Die Ergebnisse einer solchen Vergleichsmessung sind in Abbildung 3.14 wiedergegeben.
26In den beiden dargestellten Messungen ist die Transfereffizienz zwischen MOT und Magnetfalle auf eins
normiert. Die Transfereffizienz entspricht dabei dem „recapture“-Anteil für eine auf null extrapolierte
Haltezeit.
27Um die Kalium-MOT alleine zu betreiben, wird nur das relativ schwache Rubidium-Rückpump-Licht
abgeschaltet, nicht aber das Rubidium-Kühl-Licht.
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τ = (4,9 + 0,4) s-
τ = (0,48 + 0,05) s-
Abbildung 3.13: In der MOT-Kammer durchgeführte Lebensdauermessung rein magne-
tisch gefangener Atome. Aufgetragen ist der „recapture“-Anteil gegen die magnetische
Speicherzeit. Bei gepulstem Betrieb der Atomquellen (blau) ist die Lebensdauer (1/e) um
eine Größenordnung länger als bei einem kontinuierlichem Betrieb der Quellen (rot).
Die in der Zwei-Spezies-MOT beobachteten Kaliumverluste sind auf inelastische hetero-
nukleare Stöße zurückzuführen. Gemäß Referenz [141] handelt es sich dabei vornehm-
lich um Stöße, bei denen Grundzustandsatome den Hyperfeinzustand ändern, sogenannte
hyperfine-changing collisions (HCC) [79]. Bei dem im Folgenden beispielhaft aufgeführ-
ten Prozess wird eine Energie von∆E = kB ·328 mK frei, welche sich als kinetische Ener-
gie auf die beiden Stoßpartner verteilt (Ekin,K = kB · 225 mK und Ekin,Rb = kB · 103 mK).
40K(4S1/2, F = 9/2) +
87Rb(5S1/2, F = 2)→
40K(4S1/2, F = 9/2) +
87Rb(5S1/2, F = 1) +∆E
(3.1)
Die Tiefe der magneto-optischen Falle liegt im Bereich einiger 100 mK [123, 142], sodass
die freiwerdende Energie ausreichend ist, um Kalium und eventuell auch Rubidium aus
der Falle zu werfen.
Bei höheren Laserleistungen sollen auch zunehmend sogenannte lichtinduzierte Stöße
zu den Verlusten beitragen [141]. Wird während eines K-Rb-Stoßes das Rubidium durch
das Laserlicht in den 5P3/2-Zustand angeregt, so verspüren die beiden Stoßpartner ein
attraktives Molekülpotential (K-Rb∗-Potential ∝ −C6/r6). Innerhalb der natürlichen Le-
bensdauer des angeregten Zustandes können die beiden ultrakalten Atome aufeinander zu
beschleunigen. Findet die Reemission bei kleineren Kernabständen statt, so ist es möglich,
dass die beiden Stoßpartner genügend kinetische Energie gewinnen, um aus der Falle zu
entkommen28. Dieser Verlustprozess wird als radiative escape (RE) bezeichnet [143]. Von
28Das Wechselwirkungspotential bei dem Kalium der angeregte Stoßpartner ist (K∗-Rb), ist repulsiv und
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 K-Fluor. (mit Rb-MOT)
 Rb-Fluor. (mit K-MOT)
Abbildung 3.14: Vergleich der Ladekurven einer Kalium-MOT in An- und Abwesenheit
einer Rubidium-MOT. Beim Betrieb der Zwei-Spezies-MOT verringert sich die Kaliuma-
tomzahl um 58 %, wobei die Kaliumverluste auf inelastische heteronukleare Stöße zu-
rückzuführen sind. Die dargestellten Ladekurven sind das Ergebnis einer Mittelung über 9
Einzelmessungen. Die anfängliche Laderate der Rubidium-MOT beträgt hier∼ 4 ·109 s−1.
Eine weitere Vergleichsmessung ergibt, dass sich bei einer Halbierung der Atomzahl in der
Rubidium-MOT die Kaliumverluste von 58 % auf 42 % verringern.
allen Alkalimetallkombinationen weist das Kalium-Rubidium-Gemisch das langreichwei-
tigste Potential für die Wechselwirkung zwischen Grund- und angeregtem Zustand auf
[141]. Für dieses Gemisch sind die lichtinduzierten Verluste deshalb besonders hoch. An
dieser Stelle sei auch auf den außergewöhnlich großen Franck-Condon-Faktor hingewie-
sen, der das K-Rb-Gemisch zu einem günstigen Kandidaten für die Erzeugung hetero-
nuklearer Moleküle über Photoassoziation macht [144]. Als Verlustkanal spielt das K-
Rb∗-Potential selbst jedoch nur eine untergeordnete Rolle. Erst das durch einen zweiten
Anregungschritt erreichte K∗-Rb∗-Potential (∝ −C5/r5) stellt den Hauptverlustkanal für
radiative escape dar. Eine weitere Ursache für lichtinduzierte Verluste sind Feinstruktur
ändernde Stöße [145], diese sollen jedoch für das Kalium-Rubidium-Gemisch gegenüber
den zuvor genannten Prozessen vernachlässigbar sein [141].
Die zeitliche Entwicklung der KaliumatomzahlNK in der Zwei-Spezies-MOT lässt sich
prinzipiell durch die folgende Ratengleichung beschreiben:
dNK
dt









Dabei ist LK die Laderate der Kalium-MOT, γ die Verlustrate durch Stöße mit heißen
Atomen aus dem Hintergrundgas, βK beschreibt die Verluste durch Stöße zwischen zwei
stellt daher keinen Verlustkanal dar.
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gefangenen Kaliumatomen und βK,Rb beschreibt die Verluste durch Stöße zwischen den
beiden gefangenen Spezies. nK und nRb sind die ortsabhängigen Dichten der gefangenen
Kalium- und Rubidiumwolken. Die Integration findet über das Wolkenvolumen V statt.
Da in diesem Experiment die Anzahl Kaliumatome in der MOT mehr als zwei Größenord-
nungen kleiner ist als die von Rubidium, kann der Beitrag von βK vernachlässigt werden.
Aufgrund des Pulsbetriebs der Atomquellen ist sowohl die Laderate LK(t) als auch die
Verlustrate29 γ(t) zeitabhängig. Folglich stellt sich kein Gleichgewichtszustand mit stabi-
ler Atomzahl ein. Unter diesen Bedingungen ist eine genaue Bestimmung des Verlustko-
effizienten βK,Rb sehr schwer. Abhängig von den genauen MOT-Parametern liegt βK,Rb
typischerweise in der Größenordnung von 10−11cm3/s [117, 134, 141, 146].
Gemäß obiger Gleichung werden die Kaliumverluste entscheidend durch die Größe der
Rubidium-MOT beeinflusst. In einer Vergleichsmessung zu der Messung in Abbildung
3.14 wird die Rubidiumatomzahl durch Verringerung der Laserleistung etwa halbiert, die
relativen Kaliumverluste werden hierdurch von 58 % auf 42 % reduziert. Da die Verlustra-
ten durch die Dichten und nicht etwa durch die absoluten Atomzahlen bestimmt werden,
erweist es sich außerdem als günstig, die Magnetfeldgradienten und die Laserverstimmun-
gen so zu wählen, dass die Kalium-MOT nicht zu stark komprimiert wird, auch wenn
hierdurch die Rubidium-MOT ein wenig kleiner ausfällt. Ein weiterer Ansatz die Kalium-
verluste zu verringern könnte darin bestehen, den räumlichen Überlapp der beiden Spezies
während der MOT-Phase zu minimieren [147]. Dies ließe sich zum Beispiel durch ein
(temporäres) Ungleichgewicht zwischen den Intensitäten zweier entgegengesetzt propa-
gierender MOT-Strahlen erreichen.
Bei einer komplementären Messreihe, bei der der Einfluss der Kalium-MOT auf die Ru-
bidium-MOT untersucht wird, können keine Rubidiumverluste beobachtet werden. Dies
könnte daran liegen, dass die mehr als doppelt so große Rubidiummasse bei einem in-
elastischen K-Rb-Stoß zu einem kleineren Energieübertrag auf das Rubidium führt (siehe
Kommentar zur Reaktionsgleichung 3.1) [141]. Aufgrund der um zwei Größenordnungen
kleineren Kaliumatomzahlen ist es aber auch wahrscheinlich, dass etwaige Rubidiumver-
luste unterhalb der Nachweisgrenze liegen.
"Komprimierte MOT“
In der Regel lässt sich durch eine räumliche Kompression der Atomwolken nach dem
Laden der MOT die Phasenraumdichte weiter erhöhen. Während einer solchen als com-
pressed MOT (CMOT) bezeichneten Phase werden für eine kurze Zeit die Magnetfeld-
gradienten und Laserverstimmungen erhöht [148], wodurch die Rückstellkraft der MOT
vergrößert und zugleich der durch Mehrfachstreuung bedingte Strahlungsdruck [120, 121]
im inneren der MOT verringert wird. Mit steigender atomarer Dichte nehmen jedoch auch
die lichtinduzierten Verluste zu. Die Kompression der Wolke sollte daher nicht mehr als
einige hundert Millisekunden in Anspruch nehmen. Leider erweist sich die Kompression
29Der Hintergrunddruck wird durch die Atomquellen dominiert.
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der Zwei-Spezies-MOT als nachteilig für die letztendlich erzielte Phasenraumdichte des
Kaliums, was vermutlich auf mit der Dichte zunehmende heteronukleare Stöße und damit
einhergehenden Kaliumverluste zurückzuführen ist. In diesem Experiment wird daher kei-
ne standard CMOT durchgeführt. Sowohl die Feldgradienten als auch die Verstimmungen
des Rubidium-Lichtes bleiben unverändert, und im Gegensatz zur üblichen CMOT wird
die Verstimmung des Kalium-Laserlichtes verringert statt erhöht. Im Detail wird während
der letzten 500 ms der MOT die Verstimmung |∆KL| des Kalium-Kühl-Lasers von 4, 3Γ
auf 1, 1Γ verringert. In Übereinstimmung mit Referenz [117] wird dabei eine Erhöhung
der Kalium-Phasenraumdichte nach dem anschließenden sympathetischen Kühlen beob-
achtet. In der Fluoreszenzabbildung der Kalium-MOT ist jedoch keine räumliche Kom-
pression der Wolke zu erkennen. Diese Beobachtung deckt sich mit der Aussage, dass in
dem hier vorliegenden Regime der Mehrfachstreuung eine Kompression durch eine Ver-
ringerung der Verstimmung nicht möglich ist30. Dass dennoch eine Erhöhung der Pha-
senraumdichte nach dem sympathetischen Kühlen beobachtet wird, ist vermutlich auf ein
effizienteres Doppler-Kühlen bei kleinerer Verstimmung zurückzuführen.
Eine Möglichkeit die Dichte in der magneto-optischen Falle zu erhöhen, ohne dass da-
bei die lichtinduzierten Verluste zunehmen, bietet die sogenannte dark MOT [137]. Hierbei
werden die Atome, sobald sie in der MOT gefangen sind, in einen Dunkelzustand trans-
feriert. Das Streulicht anderer Atome ist somit nicht mehr resonant. Die Unterdrückung
der Mehrfachstreuung verringert den Strahlungsdruck im Inneren der MOT. Da sich mehr
Atome im Grundzustand befinden, verringert sich auch die Wahrscheinlichkeit, dass ange-
regte Atome miteinander stoßen. In diesem Experiment wird für Rubidium eine sogenann-
te temporal dark MOT eingesetzt [137, 138]. Dabei wird während der letzten ∼ 50 ms
der MOT die Rubidium-Rückpump-Leistung mittels eines elektro-optischen Modulators
abgeschwächt. Über nicht-resonante Anregung zerfallen die Rubidiumatome in den F=1-
Hyperfeingrundzustand und werden seltener in den Kühlzyklus zurück gepumpt. Befin-
den die Atome sich im Dunkelzustand, so sind sie nicht mehr dem repulsiven Streulicht
ausgesetzt. Zugleich verringert die zunehmende Bevölkerung des absoluten Rubidium-
Grundzustandes auch die durch heteronukleare Stöße hervorgerufenen Kaliumverluste.
Optische Melasse
Die MOT-Phase wird von einer reinen optischen Melasse gefolgt. Hierfür wird das ma-
gnetische Quadrupolfeld der MOT abgeschaltet und das Erdmagnetfeld über Helmholtz-
Spulenpaare kompensiert. Während der 10 ms dauernden Melassen-Phase wird weiterhin
das σ+-σ−-polarisierte Laserfeld der MOT eingestrahlt. Beim Übergang von der MOT-
zur Melassen-Phase werden die Verstimmungen der Kalium-Laser nur geringfügig ver-
30Die in diesem Experiment realisierte Kalium-MOT enthält einige 107 Atome und befindet sich somit
im Regime der Mehrfachstreuung [149]. Der dabei vorherrschende innere Strahlungsdruck skaliert mit
∆−4KL , während die Rückstellkraft im Zentrum der MOT nur mit ∆
−1
KL skaliert [148]. In diesem Regime
ist also eine Kompression nur für eine Erhöhung der Verstimmung |∆KL| zu erwarten.
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ändert. Demgegenüber wird die Verstimmung des Rubidium-Kühl-Lasers innerhalb der
ersten 4 ms von 3, 8Γ auf 13, 2Γ erhöht. Hierdurch lässt sich die Rubidiumwolke nach
deren Kompression in der dark MOT wieder auf Sub-Doppler-Temperaturen (∼ 50µK)
abkühlen. Bei Kalium kann die Doppler-Temperatur (TD = 146µK) nicht unterschritten
werden. Dies ist vermutlich auf die geringe Hyperfeinstrukturaufspaltung im angeregten
Zustand zurückzuführen, welche ein effizientes Polarisationsgradientenkühlen verhindert.
Optisches Pumpen
Nach der Laserkühlung in der optischen Melasse sind die Atome über die verschiedenen
Hyperfeinzustände verteilt. Nur ein Teil dieser Zustände – die sogenannten schwachfeld-
suchenden Zustände – lassen sich in der anschließenden Magnetfalle fangen. Durch op-
tisches Pumpen können die Atome gezielt in einen solchen Zustand transferiert werden.
Dies geschieht unter Einstrahlung σ+-polarisierter Laser, welche parallel zu einem homo-
genen Magnetfeld von wenigen Gauß Feldstärke verlaufen. Das Magnetfeld gibt eine feste
Quantisierungsachse vor und hält die erzeugte Spinpolarisierung aufrecht. Zum optischen
Pumpen des Rubidiums wird resonant der |F = 2〉 → |F ′ = 2〉-Übergang getrieben (siehe
Abbildung 3.8). Bereits nach der Streuung weniger Photonen befinden die Atome sich im
gewünschten Zustand |F = 2,mF = +2〉. Bezüglich des σ+-polarisierten Lichtes han-
delt es sich hierbei um einen Dunkelzustand. Sobald die Atome diesen Zustand erreichen,
streuen sie keine weiteren Photonen mehr und werden somit nicht unnötig aufgeheizt. Ent-
sprechend wird das Kalium durch optisches Pumpen auf dem |F = 9/2〉 → |F ′ = 9/2〉-
Übergang in den |F = 9/2,mF = +9/2〉-Zustand transferiert.
Für das optische Pumpen von Rubidium und Kalium werden aufgrund der geringen be-
nötigten Streuraten nur schwache Laserstrahlen von jeweils ∼ 200µW Leistung verwen-
det. Die beiden Frequenzen werden simultan für eine Dauer von etwa 400µs eingestrahlt.
Während dieses kurzen Pulses sind die Rückpumper der optischen Melasse nach wie vor
eingeschaltet. Sie verhindern eine Bevölkerung des |F = 1〉-Zustandes bei Rubidium und
des |F = 7/2〉-Zustandes bei Kalium. Durch das optische Pumpen der beiden Alkalime-
talle in die maximal polarisierten magnetischen Zustände, besitzen die beiden Spezies das
gleiche magnetische Moment31 und daher dieselbe potentielle Energie in einem Magnet-
feld. Die Wahl dieser Zustände ermöglicht einen maximalen Überlapp und eine optima-
le Thermalisierung der beiden Atomwolken in der anschließenden Magnetfalle. Darüber
hinaus sind atomare Gase, welche in diesen „gestreckten“ Zuständen präpariert werden,
immun gegenüber Verlusten durch spinändernde Stöße [78, 150]. Dies ist insbesondere
bei Kalium zu beachten, da hier neben dem maximal gestreckten Zustand mF = 9/2 noch
vier weitere magnetisch fangbare Zustände existieren, die jedoch nicht stabil gegenüber
spinändernden Stößen sind und daher zu Fallenverlusten führen können.
31Das maximale magnetische Moment eines Alkaliatoms im Grundzustand ist annähernd durch das magne-
tische Moment des einzelnen Valenzelektrons gegeben. Damit beträgt die zugehörige potentielle Energie





∆KL −3, 8ΓRb −4, 3ΓK
∆RP 0 −4, 1ΓK
ΓAlk. 2pi · 6, 07 MHz ∼ 2pi · 6, 04 MHz
IPeakKL 32 mW/cm
2 28 mW/cm2
IPeakRP 1, 2 mW/cm
2 13, 4 mW/cm2
NAtome (3− 7) · 109 (1, 1− 1, 5) · 107
Dauer (4− 6) s 17 s
∂B/∂z 8, 5 G/cm
w (20± 1) mm
Komprimierte MOT
∆KL −3, 8ΓRb −1, 2ΓK
∆RP 0 −4, 1ΓK
IPeakRP 0, 12 mW/cm
2 13, 4 mW/cm2
∂B/∂z 8, 5 G/cm
Rampzeit 500 ms
Optische Melasse
∆KL −13, 2ΓRb −2, 2ΓK
∆RP 0 −8, 3ΓK
IPeakRP 1, 2 mW/cm
2 13, 4 mW/cm2
Rampzeit ∼ 4 ms
Dauer 10 ms
Tabelle C.1: Typische Parameter der Laserkühlung: Die Verstimmungen des Kühl- (∆KL)
und des Rückpump-Lasers (∆RP) sind in Einheiten der natürlichen Linienbreiten ange-
geben und deren Werte werden innerhalb der Rampzeit auf die jeweilige Kühlphase an-
gepasst. IPeakKL und I
Peak
RP sind die Gesamt-Peak-Intensitäten des Kühl- bzw. Rückpump-
Lichtes im Zentrum der MOT. ∂B/∂z entspricht dem Magnetfeldgradienten entlang der
Symmetrieachse der Quadrupolspulen. w ist die mittlere Strahltaille (1/e2-Radius) der
sechs MOT-Strahlen. Hier wird die Größe der Rubidium-MOT über ihre Dauer kontrol-
liert. Ist die Rubidiumatomzahl groß, so ist die Kaliumatomzahl klein und umgekehrt.
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3.4 Magnetfallen und Transport
Nach dem optischen Pumpen befinden die Atome sich in schwachfeldsuchenden Zustän-
den. In diesen Zuständen nimmt die Zeeman-Energie mit dem Magnetfeld |B(r)| zu:
E(r) = gFmFµB|B(r)|. (3.3)
Hierbei ist gF der Landé-Faktor zum Hyperfeinzustand F , mF das zugehörige Zeeman-
Niveau und µB das Bohrsche Magneton. Nur Atome in schwachfeldsuchenden Zuständen
können in dem lokalen Feldminimum einer Magnetfalle gefangen werden. Die einfachste
Magnetfalle für neutrale Atome besteht aus einem sphärischen Quadrupolfeld und lässt
sich durch ein Spulenpaar erzeugen, das von entgegengesetzten Strömen durchflossen wird
[151]. Diese Anordnung wird als Anti-Helmholtz-Konfiguration bezeichnet und ist bereits
im Zusammenhang mit der magneto-optischen Falle beschrieben worden (siehe Abbildung
3.7).
3.4.1 Transfer in die magnetische Quadrupolfalle
Wird der Strom durch die MOT-Spulen vervielfacht, so lassen sich die Spulen auch zum
reinen magnetischen Fangen der Atome einsetzen. Dabei stimmen das Zentrum der MOT
und der Magnetfalle automatisch miteinander überein, was einen optimalen Transfer zwi-
schen den beiden Fallen garantiert. Unmittelbar nach dem optischen Pumpen werden die
Atome durch schnelles Einschalten der Spulenströme (1/e-Zeitkonstante von 120µs) ma-
gnetisch gefangen. Die verwendeten rauscharmen Netzteile32 mit Einschaltzeiten von meh-
reren Millisekunden sind zu langsam, um den Strom in so kurzer Zeit auf die benötigten
38 A zu schalten. Daher werden die Netzteile anfangs durch hinzugeschaltete Kapazitäten
unterstützt33. Der axiale Fallengradient ist mit ∂B/∂z = 65 G/cm auf die Größe der Atom-
wolke angepasst (mode matched [75]), wodurch das Aufheizen der Wolke beim Einladen
in die Magnetfalle minimiert wird. Für den anschließenden Transport wird die Atomwolke
adiabatisch komprimiert. Dies geschieht durch eine Erhöhung des Fallengradienten inner-
halb von 200 ms auf 100 G/cm.
3.4.2 Magnetischer Transport
Anschließend werden die in der Quadrupolfalle gefangenen Atome über eine 39 cm lange
Strecke magnetisch aus der MOT-Kammer in die Experimentkammer transportiert. Das
magnetische Förderband beruht auf einem Design von Markus Greiner und Mitarbeitern
[112] und besteht aus einer Serie zueinander versetzt angeordneter Spulenpaare. Dabei
wird die Atomwolke durch geschicktes überblenden der Ströme von einem Spulenpaar
32SM15-100, Delta Elektronika BV.
33Zu Anfang liefern die über eine MOSFET-Schaltung hinzugeschalteten Kapazitäten den gesamten durch
die Quadrupolspulen fließenden Strom. Zusammen mit den Spulen und einem Widerstand bilden die
Kapazitäten ein überdämpftes RLC-Glied und entladen sich mit einer 1/e-Zeitkonstante von 90ms.
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Abbildung 3.15: Magnetisches Förderband für Atome: Mittels einer Kette von räumlich
überlappenden Quadrupolspulen werden die lasergekühlten Atome (rot angedeutet) aus
der MOT-Kammer in die Experimentkammer transportiert. An der Zielposition befinden
die Atome sich innerhalb einer Glaszelle. Dank der 90◦-Kurve sind die Atome hier ent-
lang aller sechs Raumrichtungen optisch zugänglich. Um den Zugang zu verbessern, ist
die Transportstrecke gegenüber der früheren Apparatur um 6 cm verlängert worden. Eine
„Push-Spule“ reduziert die Änderung der Fallengeometrie beim Übergang von den großen
MOT- auf die kleineren Transportspulen. Die hier dargestellten Äquipotentiallinien ent-
sprechen der Feldkonfiguration beim Verlassen der MOT-Kammer (im Moment maxima-
len Stroms durch die Push-Spule). In der Glaszelle angelangt, werden die Atome aus der
Quadrupolfalle in eine QUIC-Falle umgeladen.
zum Nächsten gereicht. Während des Transportes werden immer drei benachbarte Spu-
lenpaare gleichzeitig betrieben. Dadurch verfügt man über genügend Freiheitsgrade, um
die Fallenform während der Bewegung konstant zu halten und somit ein unnötiges Hei-
zen der Atome zu vermeiden [112, 152]. Die erste Hälfte der Transportstrecke führt durch
das differentielle Pumpröhrchen in das Ultrahochvakuum mit einem Druck von kleiner
als 1 · 10−11 mbar. Hier wird die Wolke abgebremst, um anschließend senkrecht dazu be-
schleunigt und in die Glaszelle transportiert zu werden. Dank dieser 90◦-Kurve und dem
Fehlen der sonst üblichen zweiten MOT im Experiment-Bereich sind die Atome entlang
aller sechs Raumrichtungen optisch zugänglich. Zusammen mit den MOT-Spulen und den
Spulen der Zielfalle besteht die Transportstrecke aus 13 Quadrupolspulenpaaren. Die Spu-
len sind in zwei wassergekühlte, monolytische Fassungen aus Messing eingeklebt34, die
dicht oberhalb und unterhalb der Vakuumapparatur angebracht sind. Zur Vermeidung von
Wirbelströmen sind die Spulenfassungen auf der gesamten Länge geschlitzt und zudem
elektrisch isoliert gehaltert. Für den Transport werden schnelle rauscharme Netzteile35 im
34Die Spulen sind von der Firma Oswald Elektromotoren GmbH aus Kupferdraht mit rechteckigem Quer-
schnitt gewickelt, mit Stycast 2850FT verklebt sowie mit Araldit F Gießharz vakuumimprägniert und in
die beiden Fassungen eingeklebt.
35Die Netzteile SM15-100 der Firma Delta Elektronika BV liefern bis zu 100A bei bis zu 15V.
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programmierbaren Strommodus eingesetzt. Der zeitliche Verlauf der Ströme ist das Ergeb-
nis einer numerischen Optimierung. Die auf diese Weise erhaltenen Stromkurven werden
den Netzteilen über Optokoppler von Analog-Computerkarten36 vorgegeben. Jedes vierte
der räumlich hintereinander angeordneten Spulenpaare wird dabei von demselben Netz-
teil betrieben. Sobald der Strom innerhalb eines Spulenpaares wieder auf null abgeklun-
gen ist, wird das Netzteil über MOSFET-Schalter auf das zugehörige nächste Spulenpaar
umgeschaltet. Dieses geschickte Zusammenspiel von Netzteilen und MOSFET-Schaltern
ermöglicht es, alle 13 Spulenpaare mit nur vier unabhängigen Stromquellen anzusteuern.
Somit lassen sich die Atome unter minimalem Heizen innerhalb von 2 s aus der MOT-
Kammer an ihre Zielposition transportieren.
3.4.3 QUIC-Falle
Am Ende des Transportes angelangt, befinden die Atome sich nach wie vor in einer ma-
gnetischen Quadrupolfalle. Da das Magnetfeld im Fallenzentrum verschwindet, können
die Atome in dieser Falle nicht bis zur Quantenentartung gekühlt werden. Mit geringer
werdender Temperatur halten die Atome sich bevorzugt in der Nähe des Fallenzentrums
auf. An diesem Ort wird die Frequenz der Larmor-Präzession jedoch so gering, dass der
atomare Spin nicht mehr der räumlichen Änderung des Magnetfeldes folgen kann. Dies
führt zu nicht-adiabatischen Spin-Flips, bei denen die Atome in ungefangene Zustän-
de (gFmF ≤ 0) übergehen können [153]. Die resultierenden Fallenverluste werden als
Majorana-Verluste bezeichnet [154]. Eine Lösung des Problems besteht darin, das „Loch“
im Zentrum der Quadrupolfalle durch einen repulsiven Laserfokus – einen sogenannten
„blue plug“ – zu verschließen [3]. Obwohl dieser Lösungsansatz heutzutage nur noch sel-
ten verfolgt wird, bietet er doch einige wesentliche Vorteile. Dieser Punkt soll in Abschnitt
3.8 näher erläutert werden.
Im aktuellen Aufbau wird das Problem durch den Einsatz der in Abbildung 3.16 darge-
stellten QUIC-Falle gelöst [155]. Dabei handelt es sich um eine Falle vom Ioffe-Pritchard-
Typ [156, 157]. Wie in Abbildung 3.17 illustriert, zeichnen sich diese Fallen durch ein
nicht-verschwindendes Magnetfeld im Fallenminimum aus. Dadurch kann selbst nahe am
Fallenminimum der atomare Spin der Orientierung des Magnetfeldes adiabatisch folgen
und die Majorana-Verluste sind stark unterdrückt. Die QUIC-Falle besteht aus zwei Qua-
drupolspulen und einer orthogonal dazu angebrachten kleinen Ioffe-Spule. Zu Anfang
fließt nur durch die Quadrupolspulen ein Strom von IQ = 34 A, sodass die Atome in einem
sphärischen Quadrupolfeld gefangen sind. Wird nun zusätzlich ein Strom IIoffe durch die
Ioffe-Spule geschickt und dieser kontinuierlich erhöht, so geht die Quadrupolfalle in ei-
ne Ioffe-Pritchard-Falle über. Die Vereinigung dieser beiden Feldkonfigurationen spiegelt
sich im Namen der Falle wieder (quadrupol & Ioffe configuration) [155].
36PCI-6733 und AT-AO-10, National Instruments.
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Abbildung 3.16: QUIC-Falle: Beim Betrieb in der Ioffe-Konfiguration sind alle drei Spu-
len in Serie geschaltet und werden von demselben Strom I durchflossen. In blau sind die
resultierenden Äquipotentiallinien der x-z-Ebene dargestellt.
Der Umladeprozeß ist in Abbildung 3.18 für reale Parameter dargestellt. Mit zunehmen-
dem Strom IIoffe wandert das verschwindende Magnetfeldminimum des Quadrupolfeldes
in Richtung Ioffe-Spule und eine weitere Null taucht in der Nähe der Ioffe-Spule auf. Diese
Null ist auf einen zweiten sphärischen Quadrupol zurückzuführen, dessen Achse (x) senk-
recht zur Achse des ersten Quadrupols (z) orientiert ist. Nähert der Strom IIoffe sich dem
Endwert von 34 A, so verschmelzen die beiden Quadrupole unter Ausbildung der Ioffe-
Falle.
Im Folgenden werden die verschiedenen Feldkomponenten der QUIC-Falle anhand von
Abbildung 3.17 erläutert. Der Einschluss der Atome entlang der longitudinalen (axialen)
Fallenachse (x) wird durch die Feldkrümmung ∂2B/∂x2 bestimmt, die von der Ioffe-Spule
erzeugt wird. In der Nähe der Spule skaliert die Krümmung wie IIoffe/R3, wobei R der
Spulenradius ist. Durch die Wahl eines kleinen Radius R kann bereits bei geringen Strö-
men IIoffe eine hohe Feldkrümmung erzielt werden, da sich für kleine R und kleine IIoffe
das Fallenminimum nahe an der Ioffe-Spule befindet. In der transversalen Richtung (y-
z-Ebene) werden die Atome durch ein zweidimensionales Quadrupolfeld eingeschlossen,
welches aus dem ursprünglichen dreidimensionalen Quadrupolfeld durch Aufhebung der
dritten Gradientenachse (x) hervorgeht. Allgemein ist der Gradient eines dreidimensio-
nalen sphärischen Quadrupols entlang seiner Symmetrieachse (z) doppelt so groß, wie
entlang einer dazu orthogonalen Achse (x, y)37. Dennoch ist der aus dem 3D-Quadrupol
hervorgehende 2D-Quadrupol entlang y genauso steil, wie entlang z. Dies ist darauf zu-
rückzuführen, dass die Ioffe-Spule den ursprünglichen Gradienten entlang y verstärkt und
entlang z abschwächt.
Der Umladeprozess aus der Quadrupol- in die Ioffe-Falle am Ende des Transportes dau-
ert genau eine Sekunde. Bei diesem Prozess wird die Stromquelle, welche die beiden Qua-
37Dieses Verhalten folgt aus divB = 0 für den stromfreien Raum.
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Abbildung 3.17: Vergleich der QUIC-Falle (untere Zeile) mit den Komponenten einer
klassischen Ioffe-Pritchard-Falle (obere Zeile). Der transversale Einschluss (senkrecht zur
x-Achse) wird durch ein zweidimensionales Quadrupolfeld erzielt. Ein Flaschenfeld sorgt
für den harmonischen Einschluss in longitudinaler Richtung (entlang x). Klassisch wird
das Flaschenfeld von zwei gleichsinnig stromdurchflossenen, koaxialen Spulen erzeugt,
deren Abstand größer ist als ihr Radius. Bei der QUIC-Falle geht das Flaschenfeld aus der
Kombination der x-Komponente des dreidimensionalen Quadrupolfeldes und dem lokalen
Feld der Ioffe-Spule hervor.
drupolspulen versorgt, kontinuierlich heruntergefahren und gleichzeitig wird eine ande-
re rauscharme Stromquelle38, welche nun alle drei QUIC-Spulen in Serie versorgt, auf
34 A hoch gefahren. Das kontinuierliche Überblenden der Ströme und die Verwendung
derselben Spulen ermöglichen einen effizienten Transfer der Atome zwischen den beiden
Fallen. Aufgrund der kleinen Abstände zwischen Spulen und Atomen benötigt man ge-
ringe Ströme und dissipiert wenig Wärme. Zur Kühlung der Spulen reicht es daher aus,
das Kühlwasser bei einem geringen Druck durch die Spulenfassungen zu führen. Somit
lassen sich Turbulenzen in den Kühlleitungen und die damit verbundenen mechanischen
Schwingungen vermeiden. Um eine hohe Stabilität des Fallenpotentials zu erzielen, müs-
sen außerdem die Ströme möglichst stabil sein. Durch die Serienschaltung ihrer Spulen ist
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Abbildung 3.18: Berechnete Feldkonfigurationen während des Umladeprozesses inner-
halb der QUIC-Falle: Links ist die Magnetfeldkomponente Bx(x, y = 0, z = 0) ent-
lang der Symmetrieachse der Ioffe-Spule aufgetragen. Der entsprechende Magnetfeldbe-
trag ist gestrichelt dargestellt. Aus Symmetriegründen stimmt dieser mit dem Vektorbe-
trag |B(x, y = 0, z = 0)| überein. Für dieselben Spulenströme ist rechts der Feldbetrag
|B(x, y, z = 0)| als Dichteprofil wiedergegeben. Zu Anfang fließt nur durch das Quadru-
polspulenpaar ein Strom IQ = 34 A . Beim kontinuierlichen Erhöhen des Stromes durch
die Ioffe-Spule IIoffe von 0 auf 34 A geht die Quadrupolfalle durch Verschmelzung mit ei-
nem weiteren Quadrupol in eine Ioffe-Pritchard-Falle über. Letztere bildet sich aus, sobald
die Ioffe-Spule die in negative x-Richtung weisenden Feldbeiträge des dreidimensiona-
len sphärischen Quadrupols vollständig aufhebt. Beim Überblenden verschiebt sich das
Fallenzentrum um 6, 2 mm in Richtung Ioffe-Spule.
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Bei einem Strom IIoffe = IQ = 34 A erzeugt die verwendete QUIC-Falle ein in positive
x-Richtung weisendes Offset-Feld von B0 = 2, 6 G. Aus der longitudinalen Feldkrüm-
mung κ = |∂2Bx/∂x2| und dem transversalen Gradienten b = |∂Br/∂r| im Fallenmini-













Für 87Rb in |F = 2,mF = 2〉 betragen diese ωx = 2pi · 22 Hz und ωr = 2pi · 145 Hz. Für
40K in |F = 9/2,mF = 9/2〉 sind die Frequenzen aufgrund der unterschiedlichen Masse
um einen Faktor
√
mRb/mK ≈ 1, 47 größer.
Gemäß den Gleichungen 3.4 kann die transversale Fallenfrequenz unabhängig von der
longitudinalen Fallenfrequenz über das Offset-Feld B0 verändert werden. Durch zusätz-
liche Offset-Spulen (siehe Abbildung auf Seite 58), welche ein homogenes Magnetfeld
entlang der x-Achse erzeugen, lässt sich die transversale an die longitudinale Fallenfre-
quenz anpassen und somit die Asymmetrie der Falle reduzieren.
3.5 Evaporatives und sympathetisches Kühlen
Nach der Laserkühlung werden die Atome in eine konservative Falle transferiert und dort
durch Evaporation bis zur Quantenentartung gekühlt. Bei diesem Verfahren, welches auch
als Verdampfungskühlung bezeichnet wird, werden selektiv die energiereichsten Teilchen
aus der Falle entfernt [158]. Die in der Falle verbleibenden, energieärmeren Teilchen
rethermalisieren durch elastische Stöße und nehmen dabei eine neue, niedrigere Tempe-
ratur an. Durch sukzessives Entfernen der energiereichsten Teilchen kann das in der Falle
verbleibende Gas bis auf wenige 100 nK abgekühlt werden. Bei diesem Verfahren gehen
typischerweise zwei bis drei Größenordnungen der Atome verloren. Während die Bose-
Einstein-Kondensation durch Verdampfungskühlung erreicht wird, gestaltet sich die Küh-
lung fermionischer Atome etwas schwieriger. Wie in Abschnitt 2.2 besprochen, sind bei
niedrigen Temperaturen (T < 100µK) in einem Fermigas Stöße zwischen identischen
Teilchen aufgrund des Pauli-Prinzips verboten. Hierdurch wird die für das evaporative
Kühlen notwendige Thermalisierung unterdrückt. Experimentell wird dieses Problem auf
zwei verschiedene Arten gelöst.
Der eine Ansatz geht von einem Fermigas aus, welches in einer Mischung von zwei
unterschiedlichen Spinzuständen präpariert wird [11, 71]. Zwischen den Atomen in den
verschiedenen Zeeman-Zuständen sind s-Wellen-Stöße erlaubt, da die Spinwellenfunktion
eines solchen Paares antisymmetrisch unter Vertauschung sein kann39.
39Man beachte, dass im Kontext des Stoßprozesses, auch zwei identische Atome in verschiedenen Spinzu-
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Der andere Ansatz geht von einer Bose-Fermi-Mischung aus. Zwischen den verschie-
denen Spezies sind s-Wellen-Stöße ebenfalls erlaubt. Dabei wird das Bosegas evaporativ
gekühlt und bildet ein thermisches Bad, welches die Fermionen über elastische Stöße mit-
kühlt. Diese Methode wird als sympathetisches Kühlen [159] bezeichnet und erlaubt es, ein
vollständig spinpolarisiertes Fermigas in die Quantenentartung zu überführen [68, 160].
Wie in Referenz [161] dient in unserem Experiment 87Rb als bosonisches Kühlmittel für
das fermionische 40K. Das sympathetische Kühlen ist so effizient, dass mit dem entarteten
Fermigas simultan ein Bose-Einstein-Kondensat erzeugt werden kann. In unserem Experi-
ment findet das evaporative, beziehungsweise sympathetische Kühlen zuerst innerhalb der
Magnetfalle statt, um dann, beim Erreichen einer Temperatur von etwa 2µK, innerhalb
einer optischen Dipolfalle fortgeführt zu werden. Die Gründe für dieses Vorgehen und die
daraus resultierenden Vorteile werden in den folgenden Abschnitten erläutert.
3.5.1 Kühlen in der Magnetfalle
Das in der QUIC-Falle gefangene Rubidium wird durch Radiofrequenz-Evaporation [162]
gekühlt. Dabei induziert eine eingestrahlte Radiowelle variabler Frequenz ωRF Zeeman-
Übergänge in Atomen, welche die Resonanzbedingung ~ωRF = gFµB|B| erfüllen. Da
das Fallenpotential durch mFgFµB[B(r) − B(0)] gegeben ist, werden Atome mit einer
Energie E ≥ mF~(ωRF − ω0) in ungefangene Zustände (gFmF ≤ 0) überführt und aus
der Magnetfalle entfernt40. Die Frequenz der eingestrahlten Radiowelle bestimmt also die
effektive Fallentiefe. Durch kontinuierliches Verringern der Frequenz und gleichzeitiges
Thermalisieren werden die in der Falle verbleibenden Atome immer weiter abgekühlt.
Vernachlässigt man den endlichen Fallenboden, so ist die effektive Fallentiefe für 87Rb in
|F = 2,mF = 2〉 durch 2~ωRF und für 40K in |92 , 92〉 durch 92~ωRF gegeben. Damit ist die
effektive Falle für Kalium mindestens um einen Faktor 9/4 tiefer als für Rubidium. Geht
man von einer Mischung aus, die sich zu jeder Zeit im thermischen Gleichgewicht befindet,
so wird durch die Radiofrequenz hauptsächlich Rubidium und kaum Kalium evaporiert41.
Optimierung der RF-Evaporation
Im Experiment wird die Radiofrequenz von einem Synthesizer42 erzeugt, dessen Frequenz-
verlauf über GPIB mit beliebigen Funktionen programmiert werden kann. Das Ausgangs-
signal des Synthesizers wird auf 1 Watt verstärkt43 und von einer selbst gewickelten Helix-
ständen voneinander ununterscheidbar sind. Dies ist darauf zurückzuführen, dass die Atome aufgrund
des spinabhängigen Wechselwirkungspotentials während des elastischen Stoßes ihren Spinzustand mit-
einander vertauschen können.
40Hierbei ist ω0 = gFµBB(0) die Resonanzfrequenz am Fallenboden
41Für typische Evaporations- und Fallenparameter und unter der Annahme klassischer Boltzmann-
Verteilungen erhält man eine Evaporationswahrscheinlichkeit, die für Kalium mehr als drei Größenord-
nungen kleiner ist als für Rubidium.
428025, Tabor Electronics Ltd.
43ZHL-3A, Mini-Circuits.
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antenne abgestrahlt. Während der Evaporation wird die Frequenz ωRF/2pi innerhalb von
21 s kontinuierlich von 18, 1 auf 2 MHz verringert. Der Verlauf der Frequenzmodulation
ist aus mehreren Abschnitten zusammengesetzt, deren Längen und Steigungen bzw. Zeit-
konstanten jeweils einzeln optimiert werden. Die Optimierung wird allein mit Rubidium
durchgeführt.
Eine effiziente Evaporation zeichnet sich dadurch aus, dass die elastische Stoßrate γel =
〈nσRbv〉 groß gegenüber der Verlustrate in der Falle ist (σRb bezeichnet den s-Wellenstreu-
querschnitt zwischen den Rubidiumatomen44). Darüber hinaus muss die Stoßrate während
des kontinuierlichen Evaporationsprozesses, trotz abnehmender Atomzahl N , zunehmen.
Dies definiert die sogenannte Runaway-Evaporation [163]. Sie ist eine wichtige Vorausset-
zung zum Erreichen der Quantenentartung. In einer harmonischen Falle skalieren mittlere
Dichte und mittlere Geschwindigkeit der Teilchen wie 〈n〉 ∝ NT−3/2 bzw. 〈v〉 ∝ √T .
Demnach ist die Stoßrate proportional zu γel ∝ N/T . Ziel der Verdampfungskühlung ist
die Quantenentartung. Diese tritt ein, wenn die Phasenraumdichte nλ3dB Werte im Bereich
von eins annimmt. Wegen nλ3dB ∝ N/T 3 ist es aber möglich, dass während der Evaporati-
on die Phasenraumdichte zunimmt und die Stoßrate dennoch abnimmt. Die Erhöhung der
Phasenraumdichte ist somit noch kein ausreichendes Kriterium für die Aufrechterhaltung
der Runaway-Evaporation.
Zur Charakterisierung werden die gekühlten Atomwolken aus der Magnetfalle entlassen
und über Absorptionsabbildung aufgenommen (siehe Abschnitt 3.6.1). Für lange Expan-
sionszeiten und gaußförmige Geschwindigkeitsverteilungen skaliert die zentrale optische
Dichte der abgebildeten Atomwolken wie T/N . Demnach ist die zentrale optische Dichte
direkt proportional zur Stoßrate und ein unmittelbares Maß für die Effizienz der Evapora-
tion.
Bei der Optimierung der einzelnen Abschnitte der Frequenzrampe bietet es sich an, im-
mer die gesamte Evaporationsrampe zu durchlaufen. Dadurch erhält man – unabhängig
davon, ob der Anfang oder das Ende der Rampe optimiert wird – immer eine relativ kal-
te und kleine Atomwolke, die sich gut abbilden lässt. Die Variation eines Parameters der
Rampe ergibt somit eine Serie von Absorptionsaufnahmen, an der sich der Trend der opti-
schen Dichte und damit der Stoßrate leicht ablesen lässt.
Optimales sympathetisches Kühlen
Wird simultan mit dem Rubidium auch das Kalium in die Magnetfalle geladen, so erweist
es sich als günstig, die Radiofrequenz bereits einzustrahlen, während die QUIC-Spulen
von der Quadrupol- in die Ioffe-Konfiguration übergeblendet werden. In der zweiten Hälfte
des Überblendevorganges wird die Anfangsfrequenz von 18, 1 MHz konstant eingestrahlt.
44Im Allgemeinen ist der s-Wellenstreuquerschnitt abhängig von der Energie der Stoßpartner und somit
temperaturabhängig. Bei 87Rb-87Rb-Stößen ist dieser Effekt gering und spielt keine bedeutende Rol-
le für die Thermalisierung. Wie wir sehen werden, verhält es jedoch bei 87Rb-40K-Stößen, also beim
sympathetischen Kühlen anders.
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Dass sich dies als vorteilhaft erweist, liegt wahrscheinlich an der höheren Temperatur von
Kalium, welches sich nicht so gut laserkühlen lässt wie Rubidium. Beim Überblenden in
die QUIC-Falle können die energiereichsten Atome von innen an die Glaszelle stoßen und
gehen dabei verloren. Diesem Prozess ist eine kontrollierte RF-Evaporation vorzuziehen.
Zwar ist in unserem Experiment die RF-Evaporation allein auf Rubidium optimiert,
doch lässt sich mit demselben Frequenzverlauf auch das Kalium erfolgreich kühlen. Dies
setzt jedoch voraus, dass die Wärmekapazität des Kaliums klein gegenüber der von Rubi-
dium ist. Diese Bedingung ist gegen Ende der Evaporation nicht mehr erfüllt, da sich die
Teilchenzahlen der beiden Spezies im Laufe der Evaporation angleichen.
Eine weitere Voraussetzung für eine optimale Kühlung des Kaliums ist ein großer Streu-
querschnitt σRbK zwischen den beiden Spezies. Experimente in einer magnetischen Mikro-
falle haben gezeigt, dass bei sehr schneller Evaporation die Temperatur des Kaliums der
von Rubidium hinterher hinkt [164]. Dieser beobachtete Effekt ist im oberen Temperatur-
bereich – also am Anfang der Evaporation – am stärksten. Die Ursache für die schlechte
Thermalisierung zwischen den beiden Spezies wird auf den Ramsauer-Townsend-Effekt
zurückgeführt. In Systemen mit negativer Streulänge sagt dieser Effekt ein Verschwin-
den der s-Wellenstreuung für eine spezifische Stoßenergie E voraus [165]. Für Rubidium-
Kalium soll ein solches Minimum in σRbK bei einer Stoßenergie von etwa ∼ kB · 630µK
auftreten [117]. Dass der Streuquerschnitt hier nicht vollständig verschwindet, ist den si-
gnifikanten Streubeiträgen von höheren Partialwellen (l > 0) zu verdanken. So liegt die
untere Schwelle für p-Wellenstreuung bei E = kB · 170µK. Bei einer Stoßenergie von
E = kB · 100µK ist der Streuquerschnitt etwa ein Faktor zehn kleiner als für E → 0 und
steigt mit abnehmender Stoßenergie kontinuierlich an.
Um eine optimale Kühlung des Kaliums zu erzielen, sollte diese Temperaturabhängig-
keit des Streuquerschnittes σRbK berücksichtigt werden. Womöglich lässt sich auch in un-
serem Experiment durch eine langsamere Frequenzrampe am Anfang der Evaporation oder
durch eine steilere Falle (Kompression) die Effizienz des sympathetischen Kühlens weiter
steigern.
Inelastische heteronukleare Stöße
Wird die Mischung in der QUIC-Falle unterhalb von etwa 2µK gekühlt, so beobachten
wir stark zunehmende Verluste in der Kaliumatomzahl. Das Ergebnis einer entsprechen-
den Messreihe ist in Abbildung 3.19 dargestellt. Dabei ist die Atomzahl und die Tem-
peratur von Kalium in Abhängigkeit der Endfrequenz fEnd der eingestrahlten Radiowelle
aufgetragen. Unabhängig vom Messpunkt dauert die Evaporationsrampe jeweils 20 s, wo-
bei die Frequenz während der letzten 500 ms bei fEnd verweilt. Die Resonanzfrequenz für
Rubidium in F = 2 beträgt am Fallenboden 1, 85 MHz. Die Kondensation setzt bei etwa
1, 89 MHz mit einer Rubidiumatomzahl von 1, 2 · 106 und einer Temperatur Tc ≈ 210 nK
ein. Die Kaliumverluste sind genau dann maximal, wenn die Bevölkerung des Konden-
sats und damit die Dichte ihr Maximum erreicht (∼ 1, 87 MHz). Schneidet man mit dem
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Abbildung 3.19: Kaliumverluste beim Sympathetisches Kühlen in der QUIC-Falle. Auf-
getragen ist die relative Temperatur (dunkel blau) und die Atomzahl von Kalium (hell blau)
als Funktion der Endfrequenz fEnd der Evaporationsrampe. Vor dem Abschalten verweilt
die Radiofrequenz jeweils für 500 ms bei fEnd. Sobald das Kondensat signifikant beschnit-
ten wird, werden die Kaliumverluste wieder geringer.
„RF-Messer“ zügig durch den Fallenboden hindurch (fEnd < 1, 85 MHz), so fallen die
Kaliumverluste geringer aus. Dies ist darauf zurückzuführen, dass das Rubidiumkonden-
sat weniger groß ist und nicht für 500 ms mit dem Kalium koexistiert. Bei solch schnel-
len Frequenzrampen wird das Kalium jedoch auch weniger kalt. Kühlt man innerhalb der
QUIC-Falle das Kalium von 2µK auf die minimal erreichten 0, 4TF = 170 nK, so nimmt
die zugehörige Atomzahl über diesen Bereich hinweg um einen Faktor fünf ab. Dass die
Kaliumverluste nicht unmittelbar durch die Radiowelle induziert werden, lässt sich nach-
weisen, indem man am Ende der Evaporationsrampe die Frequenz wieder kontinuierlich
erhöht. In der Tat geht bei diesem Prozess kein weiteres Kalium verloren.
Die beobachteten Kaliumverluste lassen sich auf inelastische heteronukleare Stöße zu-
rückführen. Dies spiegelt sich in der Abhängigkeit der Verluste von der Rubidiumdichte
wider. Zwischen zwei Atomen in vollständig gestreckten Spinzuständen ist ein inelasti-
scher Stoß durch Spinaustausch (spin-exchange) nicht erlaubt, da die Projektion des Ge-
samtspins der beiden Teilchen erhalten bleiben muss. Doch die RF-Evaporation ruft eine
geringfügige Bevölkerung des magnetisch fangbaren |F = 2,mF = 1〉-Zustandes hervor.
Ausgehend von diesem Zustand kann Rubidium bei einem Stoß mit Kalium seinen Hyper-
feinzustand nach F = 1 ändern (hyperfine-changing collision, siehe Abschnitt 3.3.5) und
dabei genügend kinetische Energie freisetzen, um beide Teilchen aus der Falle zu werfen.
Wegen der unterschiedlichen Teilchenzahlen der beiden Spezies machen sich dabei aber
hauptsächlich die Kaliumverluste bemerkbar.
Ein Ansatz, dieses Problem zu umgehen, besteht darin, die Evaporation des Rubidiums
auf einem Mikrowellenübergang zu treiben. Dabei wird das Rubidium von |2, 2〉 direkt in
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den ungefangenen Zustand |1, 1〉 transferiert. Die Bevölkerung eines intermediären, ma-
gnetisch gefangenen Zustandes, welcher inelastische Verluste induziert, ist somit ausge-
schlossen [78]. Ein weiterer Vorteil ist die große Diskrepanz in der Hyperfeinstruktur-
aufspaltung von Rubidium und Kalium. Diese garantiert, dass die Mikrowelle ausschließ-
lich Rubidium evaporiert. Laut Referenz [166] können die inelastischen Verluste durch
diese Maßnahme erfolgreich reduziert werden. Nachteil des Verfahrens, ist die lange Ein-
strahldauer und die hohe benötigte Mikrowellenleistung (und die eventuellen Auswirkun-
gen auf die Umgebung). Alternativ kann die durch RF-Evaporation oder auch unzureichen-
des optisches Pumpen hervorgerufene Population im Zustand |1, 1〉mittels einer Serie von
Mikrowellen-Sweeps entfernt werden [166].
3.5.2 Kühlen in der gekreuzten Dipolfalle
Im aktuellen experimentellen Zyklus werden die Atome nicht in der Magnetfalle bis zur
Quantenentartung gekühlt, sondern erst nach dem Transfer in eine optische Dipolfalle. Die
Motivation für dieses Vorgehen liegt primär in der hohen experimentellen Flexibilität, die
die Dipolfalle gewährt. So lassen sich in ihr die Atome in beliebigen Spinzuständen fan-
gen und mittels magnetischer Feshbach-Resonanzen die interatomaren Wechselwirkungen
durchstimmen. Darüber hinaus erzeugt die Dipolfalle den externen Einschluss für ein blau-
verstimmtes optisches Gitter.
Vor dem Erreichen hoher Dichten und damit vor dem Einsetzen der inelastischen Ka-
liumverluste werden die Atome aus der QUIC-Falle in die optische Dipolfalle umgela-
den. Die fernverstimmte Dipolfalle wird durch zwei Laserstrahlen bei einer Wellenlänge
von 1030 nm gebildet, die sich in der horizontalen Ebene senkrecht kreuzen. Die Strah-
len weisen ein elliptisches Strahlprofil auf, wodurch ein starker Einschluss entlang der
Schwerkraft und somit ein guter räumlicher Überlapp zwischen den beiden unterschied-
lich schweren Spezies sichergestellt wird (Für eine detaillierte Beschreibung der optischen
Falle sei auf Kapitel 4 verwiesen). Beim Erreichen einer Temperatur von 2µK wird die
RF-Evaporation in der QUIC-Falle gestoppt. Die beiden Spezies werden dann durch s-
förmiges Hochfahren der Laserleistung innerhalb von 200 ms in die gekreuzte Dipolfal-
le transferiert. Hiernach wird die Magnetfalle abrupt abgeschaltet und gleichzeitig, zum
Aufrechterhalten der Spinpolarisation, ein homogenes externes Magnetfeld von 13, 6 G
in x-Richtung angelegt. Anschließend nutzt man die Eigenschaft, dass sich in der Dipol-
falle die Atome in beliebigen Spinzuständen fangen lassen. Mittels eines adiabatischen
Mikrowellen-Sweeps (ARP, siehe Abschnitt 3.7) werden die Rubidiumatome in 10 ms
von |F = 2,mF = 2〉 in den absoluten Grundzustand |1, 1〉 überführt. Im Anschluss
wird für 50µs ein schwacher Puls mit Abbildungslicht eingestrahlt, der den kleinen Pro-
zentsatz (< 5 %) der im |F = 2〉-Zustand verbliebenen Rubidiumatome durch resonan-
te Streuung aus der Falle entfernt. Damit sind fortan Verluste durch inelastische Stö-
ße mit |2, 1〉-Rubidiumatomen ausgeschlossen. Auch das Kalium wird in seinen absolu-
ten Grundzustand transferiert. Dies geschieht innerhalb von 30 ms mittels eines adiabati-
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Abbildung 3.20: (a) Gekreuzte Dipolfalle: Das Fallenzentrum ist durch den Kreuzungs-
punkt der beiden Laserstrahlen definiert und mit dem Zentrum der QUIC-Falle überlagert.
Die Strahlen verlaufen senkrecht zur Schwerkraft. Ein elliptisches Strahlprofil sorgt für
einen starken vertikalen (z) Einschluss der Atome. (b) Zeitlicher Verlauf der Laserleistung
bei der erzwungenen Evaporation in der Dipolfalle. Die QUIC-Falle wird abgeschaltet,
sobald die Dipolfalle ihre maximale Tiefe erreicht hat (200 ms). Je nach Verlauf des Ex-
perimentes wird die Dipolfalle am Ende der Evaporation (4 s) abgeschaltet oder wieder
hochgerampt, um den externen Einschluss für das blauverstimmte Gitter zu liefern. Die
grauen Punkte geben die Fallentiefen zu den drei in Abbildung 3.21 dargestellten Kühl-
schritten an.
schen RF-Sweeps, welcher das Kalium, ausgehend vom |9/2, 9/2〉-Zustand, durch sämt-
liche Zeeman-Niveaus hindurch in den absoluten Grundzustand |9/2,−9/2〉 transferiert
(siehe Abschnitt 3.7). In ihren absoluten Grundzuständen verfügen die beiden Spezies
über keinerlei interne Energie und sind somit stabil gegenüber inelastischen Zwei-Körper-
Verlustprozessen [78].
Mit dieser Mischung lässt sich das evaporative Kühlen auf rein optischem Wege fortsetz-
ten. Durch sukzessives Verringern der Fallentiefe während∼ 4 s werden beide Spezies zur
Quantenentartung gebracht. In der hinreichend flachen Dipolfalle ist aufgrund der Schwer-
kraft und der größeren Masse des Rubidiums das Potential für Rubidium weniger tief als
für Kalium (siehe Abschnitt 4.1.3), sodass hauptsächlich Rubidium evaporiert wird. Bei
diesem letzten Kühlschritt betragen die Kaliumverluste etwa 30 % und sind wahrschein-
lich auf die Evaporation desselbigen zurückzuführen. Letztlich erhält man auf diese Weise
simultan ein Bose-Einstein-Kondensat aus 2 · 105 Rubidiumatomen und ein entartetes Fer-
migas aus 2, 2 · 105 Kaliumatomen mit einer Temperatur von T/TF ≈ 0, 2.
Liegen genügend Bosonen als Kühlmittel vor, wird die Temperatur der Fermionen, weit-
gehend unabhängig von deren Teilchenzahl, durch die Temperatur der Bosonen bestimmt.
Da Letztere durch die Tiefe der Dipolfalle am Ende der Rampe vorgegeben wird, lässt sich
das Fermigas mit hoher Reproduzierbarkeit auf eine gewünschte Temperatur T kühlen.
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Abbildung 3.21: Sympathetisches Kühlen: Die Absorptionsaufnahmen zeigen die beiden
Spezies zu verschiedenen Zeitpunkten der Evaporation (siehe Markierungen in Abbildung
3.20b). Die beiden Spezies werden quasi simultan entlang zweier orthogonaler Achsen
nach 10 ms freier Expansion aufgenommen. Rubidium wird parallel zur Schwerkraft (ent-
lang z) und Kalium senkrecht dazu abgebildet. Wegen der hohen Dichten sättigt die Ab-
bildung des Rubidiums frühzeitig. Doch aufgrund der attraktiven Interspezieswechselwir-
kung spiegelt sich das Einsetzen der Kondensation (bei ∼ 2 s) in Form einer bimodalen
Struktur in der Kaliumverteilung wider. Rechts sind vertikale Schnitte durch die Zentren
der Kaliumverteilungen dargestellt.
Im Gegensatz zur RF-Evaporation in der Magnetfalle werden durch die erzwungene
Evaporation in der Dipolfalle keine Spinzustände bevölkert, die zu inelastischen Verlusten
führen. Doch gibt es weitere Gründe, die dafür sprechen, den letzten Kühlschritt innerhalb
der Dipolfalle durchzuführen: Beim rechtzeitigen Umladen fallen die damit einhergehen-
den Heizeffekte weniger ins Gewicht, da noch genügend Atome zur Verfügung stehen,
um das Gas weiter zu kühlen. Die hohen Fallenfrequenzen und der steile vertikale Ein-
schluss in der gekreuzten Dipolfalle sorgen für hohe Stoßraten und einen guten Überlapp
zwischen den beiden unterschiedlich schweren Spezies. Dies garantiert beim Absenken
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der Fallentiefe bis zuletzt eine gute Thermalisierung und somit ein effizientes evaporatives
bzw. sympathetisches Kühlen.
Nachteile der Dipolfalle sind das vergleichsweise geringe Fallenvolumen und die Tatsa-
che, dass die Dipolfalle oberhalb einer gewissen Fallentiefe bzw. Temperatur für Kalium
weniger tief ist als für Rubidium (siehe Abschnitt 4.1.3). Daher ist es in der Tat von Vorteil
die Atome in einer Magnetfalle vorzukühlen.
3.5.3 Grenzen beim sympathetischen Kühlen der Fermionen
In unserem Experiment kann das Kalium durch sympathetisches Kühlen mit Rubidium
bisher auf Temperaturen von T/TF = 0, 23(3) gebracht werden. Es stellt sich die Fra-
ge, durch welche Faktoren diese Temperatur bestimmt wird und wie sich das Fermigas
zukünftig noch tiefer in das Regime der Quantenentartung kühlen lässt.
Wärmekapazität
Ein einfaches thermodynamisches Argument besagt, dass die Effizienz des Kühlprozesses
stark abnimmt, sobald die Wärmekapazität des Kühlmittels kleiner wird als die des Fer-
migases CRb < CK [167–169]. Am Ende der Verdampfungskühlung hat sich die Zahl der
Bosonen etwa auf die der Fermionen reduziert. Gleichzeitig geht die spezifische Wärme-
kapazität der Bosonen unterhalb der kritischen Temperatur Tc mit T 3 gegen null, während
die spezifische Wärmekapazität der Fermionen für T  TF nur linear gegen null geht (sie-
he Kapitel 2). Abbildung 3.22 zeigt eine direkte Gegenüberstellung der beiden Größen für
realistische experimentelle Parameter. Die beiden Verläufe schneiden sich bei T/TF ≈ 0, 2.
Die genaue Übereinstimmung mit dem von uns gemessenen T/TF ist sicherlich Zufall, zu-
mal auch für CRb < CK noch ein kleiner Kühleffekt zu erwarten ist. Doch scheint diese
Argumentation eine brauchbare Abschätzung der erreichbaren Temperaturen zu liefern.
Da die Wärmekapazität des Bosegases knapp unterhalb der kritischen Temperatur Tc
am größten ist, sollte idealerweise Tc/TF  1 gelten. In diesem Fall ist das sympatheti-
sche Kühlen auch dann noch effizient, wenn sich das Fermigas bereits tief im entarteten











Hierbei bezeichnen ωRb und ωK die geometrischen Mittel der Fallenfrequenzen für Rubi-
dium bzw. Kalium. Um das Verhältnis Tc/TF möglichst klein zu halten, müssen die Fal-
lenfrequenzen von Rubidium klein gegenüber denen von Kalium sein. Dies lässt sich in
einer sogenannten bichromatischen Dipolfalle verwirklichen [167, 168]. Neben der übli-
chen fernverstimmten Dipolfalle setzt man dabei Licht einer weiteren Wellenlänge ein, das
bezüglich Kalium rot- und Rubidium blau-verstimmt ist45. Wie gewünscht, wird hierdurch
45Für die überlagerte Falle würde sich eine Wellenlänge von 774, 7 nm anbieten, da dann die Streuraten
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Abbildung 3.22: Wärmekapazität C/(NkB) der Bosonen (rot) und der Fermionen (blau)
in einer harmonischen Falle als Funktion der Temperatur (in Einheiten von Tc bzw. TF).
Jeweils für sich haben die beiden Darstellungen universelle Gültigkeit. Die Gegenüberstel-
lung gilt für Tc/TF = 0.375. Dies entspricht gleich großen Teilchenzahlen NRb = NK und
einem Frequenzverhältnis ωK/ωRb = 1, 38, wie es in der eingesetzten 1030 nm-Dipolfalle
vorliegt. Die beiden Wärmekapazitäten stimmen bei T/TF ≈ 0, 2 miteinander überein und
gehen bei hohen Temperaturen gegen den klassischen Wert C = 3NkB.
die Falle für Rubidium flacher und für Kalium tiefer. Positiver Nebeneffekt ist die verrin-
gerte Wahrscheinlichkeit, beim sympathetischen Kühlen das Kalium mit aus der Dipol-
falle zu evaporieren. Unser experimenteller Aufbau müsste für die Implementierung einer
bichromatischen Falle nur minimal modifiziert werden, da bereits eine fernverstimmte Di-
polfalle zusammen mit einem blauverstimmten Gitter eingesetzt wird.
Für ein abgeschlossenes System besagt die thermodynamische Berechnung, dass ein
reines Kondensat aufgrund seiner verschwindenden Wärmekapazität als Kühlmittel voll-
kommen ungeeignet ist. Eine solche Argumentation ist jedoch etwas zu stark vereinfacht,
um direkt auf den evaporativen Kühlprozess übertragen zu werden. Denn im Experiment
liegt ein nicht-abgeschlossenes System vor, bei dem ein Aufheizen des Kühlmittels zu ei-
nem Teilchenverlust führt. Betrachtet man ein kleines heißes Ensemble aus 40K-Atomen
in einem großen und reinem 87Rb-Kondensat (T = 0), so wird mit jedem Interspeziesstoß
Energie aus dem Kaliumensemble entzogen und dabei ein energiereiches Rubidiumatom
erzeugt. Bleibt Letzteres in der Falle gespeichert, so führt dies in der Tat zu einem drasti-
schen Aufheizen des Rubidiumreservoirs. Wird aber das thermische Rubidiumatom direkt
aus der Falle entfernt, so kann der sympathetische Kühlprozess mit dem Rubidiumbad bei
Γsc/2pi für beide Elemente gleich groß sind. Geht man von derselben Strahlkonfiguration wie bei unserer
Dipolfalle aus (s. Abb. 4.2), so gilt für die zusätzlichen Streuraten im Fallenzentrum 34mHz PmW . Die
hervorgerufene Änderung im Potential beträgt für Rubidium∆VRb/kB = +0, 78µK PmW und für Kalium
∆VRb/kB = −0, 82µK PmW . Dabei ist P die Leistung in mW, welche in jedem der beiden Strahlen ist.
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T = 0 fortgesetzt werden. Diese Argumentation wird durch eine theoretische Publikati-
on unterstützt [170]. In dieser wird anhand eines idealisierten Systems gezeigt, dass die
Temperaturabnahme pro evaporierten Teilchen umso größer ist, je größer der Kondensa-
tanteil im Kühlmittel ist. Trotz dieser beiden widersprüchlichen Argumentationen, scheint
es letztlich eine sinnvolle Arbeitshypothese zu sein, dass für ein effizientes sympatheti-
sches Kühlen die Rubidiumatomzahl mindestens so groß sein muss wie die des Kaliums.
Pauli-Blockierung
Aufgrund des Pauli-Prinzips nimmt mit abnehmender Temperatur des Fermigases auch die
elastische Stoßrate und damit die Effizienz des sympathetischen Kühlprozesses ab. Denn
ein elastischer Stoß zwischen einem Boson und einem Fermion ist nur dann erlaubt, wenn
der Endzustand, in den das Fermion gestreut wird, nicht bereits von einem anderen Fer-
mion besetzt ist. Jedoch steigt mit zunehmender Entartung des Fermigases die Besetzung
der Endzustände an. Gegenüber der Stoßrate γ(kl)el in einem klassischen Gas verhält sich die
Stoßrate γel in einem Fermigas für T < TF wie γel/γ
(kl)
el ∝ T 3 [171]. So ist die elastische
Stoßrate bei T/TF = 0, 2 bereits um eine Größenordnung unterdrückt. Durch die Pauli-
Blockierung wird der Prozess der Thermalisierung sukzessive verlangsamt, bis schließlich
Zeitskalen erreicht werden, auf denen Heizprozesse dominieren. Die starke Temperaturab-
hängigkeit der Stoßrate könnte im Prinzip auch dazu benutzt werden, den Grad der Entar-
tung eines Fermigases über die Relaxation der Bewegung eines Testteilchens zu ermitteln
[171]. Im Gegensatz zum räumlichen Dichteprofil der Fermi-Wolke wäre die Relaxations-
rate auch bei sehr niedrigen Temperaturen noch eine präzise und zuverlässige Messgröße
für die Bestimmung von T/TF.
Suprafluidität des Kondensats
Auch die Suprafluidität des Kondensats begrenzt die minimal erreichbaren Temperaturen
[172]. So durchqueren Fremdatome, die eine Geschwindigkeit kleiner als eine kritische
Geschwindigkeit vs aufweisen, das Kondensat ohne inkohärent mit diesem zu streuen. Die-
ser Effekt konnte bereits experimentell beobachtet werden [173]. Die kritische Geschwin-
digkeit vs entspricht der Bogoliubov-Schallgeschwindigkeit im Kondensat und lässt sich
gemäß vs =
√
µ/mRb aus dessen chemischem Potential µ errechnen. Im Thomas-Fermi-
Limit ist das chemische Potential durch Gleichung 2.88 gegeben. Für typische Parameter
in unserem Experiment folgt vs = 2 mm/s. Mit einer groben Abschätzung, welche von
einer Boltzmann-Verteilung ausgeht, ergibt sich hieraus eine minimale Temperatur für die
Fermionen von 7 nK bzw. T/TF = 0, 02. Somit spielt die Suprafluidität noch keine limitie-
rende Rolle und die Fermionen werden bislang sowohl von den thermischen als auch von
den kondensierten Bosonen gekühlt.
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Heizen durch Löcher im Fermi-See
Neben der Effizienz des sympathetischen Kühlens bestimmt auch die Stärke der Heizpro-
zesse die erzielbaren Temperaturen. Heizprozesse können sowohl technischer Natur sein,
wie zum Beispiel Schwankungen des Fallenpotentials, als auch physikalische Ursachen
haben, wie zum Beispiel nicht-resonante Lichtstreuung in der Dipolfalle oder spinändern-
de Stöße. Ein besonderer Effekt, der nur in entarteten Fermigasen auftritt, ist das Heizen
durch fermionische Löcher (fermionic hole heating) [174]. Demnach führen Teilchenver-
luste in einem entarteten Fermigas, beispielsweise durch Stöße mit dem Hintergrundgas,
nicht nur zu einer Abnahme in der Teilchenzahl, sondern auch zu einem starken Aufhei-
zen der verbleibenden Atome. Betrachtet man ein gefangenes Fermigas bei T = 0, so
entstehen durch Teilchenverlust Löcher im Fermi-See und somit Anregungen. Anschlie-
ßend relaxiert das System in einen neuen Gleichgewichtzustand, der nun bei einer höheren
Temperatur liegt. Bei der Relaxation werden die Löcher durch Fermionen gefüllt, deren
Energie ursprünglich höher lag. Ihre überschüssige Energie geben sie an andere Fermio-
nen ab, die dadurch über die Fermi-Kante gehoben werden. Bei solchen Fermion-Loch-
Streuprozessen, die mit dem Auger-Effekt verwandt sind, können Teilchen mit Energien
von bis zu 2F erzeugt werden. Ein Gas mit einer Anfangstemperatur T0  TF wird infolge
dieser hohen Energien stark aufgeheizt. Wird das Gas nicht mehr gekühlt, so verdoppelt
sich dessen Temperatur innerhalb einer Dauer τ ≈ 20(T0/TF)2τloss, wobei τloss = 1/γloss
die durch eine konstante Verlustrate γloss bestimmte Lebensdauer ist [174]. Unabhängig
von der Anfangstemperatur T0  TF erhöht sich innerhalb der Hälfte der Lebensdauer
τloss die Temperatur auf T ≥ TF/4. Um weitergehende Experimente bei niedrigen Tempe-
raturen durchführen zu können, bietet es sich an, die durch die Löcher freigesetzte Energie
kontinuierlich über eine bosonische Spezies abzuführen. In Referenz [175] wird das sym-
pathetisch gekühlte Fermigas unter Berücksichtigung des "hole heating“-Effektes mittels
einer Quanten-Boltzmann-Gleichung simuliert. Für die minimal erreichbare Temperatur
finden die Autoren folgenden Näherungsausdruck: T/TF ≈ 0, 65(γloss/γcoll)0,44. Für typi-
sche Verhältnisse aus Boson-Fermion-Stoßrate γcoll (im klassischem Regime) und Verlus-
trate γloss ergibt sich T/TF ≤ 0, 03.
Ausblick
Bisher ist noch nicht untersucht worden, durch welche Faktoren genau der Kühlprozess
in unserem Experiment limitiert wird. Es wäre aber sicherlich von Vorteil, wenn man be-
reits vor dem evaporativen Kühlen niedrigere Temperaturen und höhere Dichten erlangen
könnte. Interessante Ansätze hierzu bieten das Raman-Seitenband-Kühlen innerhalb ei-
nes optischen Gitters [176] oder das Sub-Doppler-Laserkühlen in einer optischen Falle
[177, 178]. Dabei reicht es aus, nur eine der beiden Spezies mit Laserlicht zu kühlen46, da
aufgrund des externen Einschlusses die zweite Spezies sympathetisch gekühlt wird. Um
46Wegen der effizienteren Sub-Doppler-Kühlmechanismen und der höheren Masse würde sich hierfür die
Laserkühlung des Rubidiums anbieten.
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lichtinduzierte Verluste zu verringern, ist es ratsam, die Laserkühlung gepulst (∼ 10 ms)
durchzuführen [147]. Die Thermalisierung zwischen den Spezies kann dann auf langsamer
Zeitskala auch zwischen den Pulsen stattfinden. Bessere Ausgangsbedingungen vor dem
evaporativen Kühlen könnten zu größeren Kondensaten und kälteren Fermigasen führen.
Es existieren auch Vorschläge, Fermigase auf rein optischem Weg bis zur Entartung zu
kühlen [179].
Selbst wenn das Rubidium am Ende des sympathetischen Kühlens vollständig ver-
braucht ist, kann das Kalium noch weiter gekühlt werden. Üblicherweise wird dazu ein
homogenes Magnetfeld von etwa 240 G angelegt. Bei diesem Feld ist die Entartung der
Zeeman-Niveaus vollständig aufgehoben. Das in der Dipolfalle gefangene Kalium wird
dann durch einen festfrequenten RF-Puls zu 50 % (pi/2-Puls) aus dem |9/2,−9/2〉-Zustand
in den |9/2,−7/2〉-Zustand transferiert. Durch inkohärente Stöße bildet sich hieraus eine
ausgewogene Spinmischung. Zwischen den Fermionen in den beiden verschiedenen Spin-
zuständen sind s-Wellenstöße erlaubt. Die zugehörige Streulänge ist bei dem angelegten
Magnetfeld ausreichend groß, sodass die Mischung durch Absenken der Laserleistung ef-
fizient weiter gekühlt werden kann [180]. Dieser Weg ist im Rahmen dieser Arbeit noch
nicht beschritten worden. Doch üblicherweise kann ein solches zweikomponentiges Ka-
liumgas bis auf T/TF ≈ 0, 1 abgekühlt werden. Die Mischung der beiden Spinzustän-
de sollte während des Kühlens ausgewogen bleiben, da ansonsten der Effekt der Pauli-
Blockierung das Thermalisieren stark behindert [181]. Bei der Evaporation durch Verrin-
gern der optischen Fallentiefe werden beide Spinzustände in der Regel mit gleicher Wahr-
scheinlichkeit aus der Falle geworfen, sodass diese Bedingung hier automatisch erfüllt
ist. Wegen der zwei Spinausrichtungen kann jedes Fallenniveau doppelt besetzt werden.
Erzeugt man die Spinmischung ausgehend von einem stark entarteten einkomponentigen
Fermigas, so wird das Gas bei der Besetzung der neu verfügbaren Zustände erheblich auf-
geheizt. Idealerweise sollte die Mischung deshalb bei T > TF erzeugt werden, zumal dann
auch noch genügend Bosonen zum Vorkühlen zur Verfügung stehen.
Wegen der s-Wellenwechselwirkung und der bei 202 G zentrierten Feshbach-Resonanz
[180] ist diese Spinmischung experimentell von besonderer Bedeutung. Mit einer solchen
entarteten Mischung konnte zum Beispiel erstmals ein molekulares Kondensat hergestellt
[12] und resonante fermionische Suprafluidität [15] beobachtet werden. Tief in die Entar-
tung gekühlte zweikomponentige Fermigase in optischen Gittern sind zudem Ausgangs-
punkt für die Erzeugung eines fermionischen Mott-Isolators [26, 27] und die Beobachtung
antiferromagnetischer Ordnung.
3.6 Abbildungssystem und Auswertung
Dieser Abschnitt befasst sich mit der Abbildung und Analyse der Atomwolken nach dem
Entlassen aus der harmonischen Falle oder dem optischen Gitter. Es wird auf die Tempera-
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tur- und Atomzahlbestimmung eingegangen und schließlich werden besondere Merkmale
des Abbildungssystems diskutiert.
3.6.1 Absorptionsabbildung
Für den Nachweis der Atome nutzten wir die Methode der Absorptionsabbildung [75]. Da-
bei wird ein nahresonanter Laserstrahl auf die Atomwolke gerichtet und der durch die Wol-
ke hervorgerufene Schattenwurf wird von einem Linsensystem auf eine CCD-Kamera ab-
gebildet. Aufgrund der inkohärenten Lichtstreuung ist diese Abbildungsmethode destruk-
tiv. Für jeden Datenpunkt einer Messreihe muss daher ein neues atomares Ensemble prä-
pariert werden. Dies setzt eine hohe Reproduzierbarkeit der Versuchsbedingungen voraus.
Nach einer ersten Aufnahme vom Schattenprofil der Wolke I(y, z) wird eine zweite Auf-
nahme (Referenzbild) vom Intensitätsprofil I0(y, z) des ungestörten Laserstrahls gemacht.
Aus den beiden Aufnahmen lässt sich dann über das Lambert-Beersche-Absorptionsgesetz
I(y, z) = I0(y, z) e
−D(y,z) mit D(y, z) =
σ0
1 + 4∆2/Γ 2
ncol(y, z) (3.6)
die optische Dichte D(y, z) und die Säulendichte ncol(y, z) der Atomwolke ableiten. Die
Säulendichte bezeichnet die entlang der Ausbreitungsrichtung des Strahls (hier z.B. die
x-Achse) aufintegrierte atomare Dichte: ncol(y, z) =
∫
n(x, y, z)dx. Die optische Dichte
D(y, z) ergibt sich aus der Säulendichte nach Multiplikation mit dem atomaren Streuquer-
schnitt. Hierbei ist∆ = ωL−ω0 die Verstimmung des Lasers bezüglich der atomaren Über-
gangsfrequenz, Γ die zugehörige Linienbreite und σ0 = 3λ2/(2pi) der resonante Streu-
querschnitt47 des Zwei-Niveau-Atoms für polarisiertes Licht der Wellenlänge λ. In dem
obigen Ausdruck wird von einem Streuquerschnitt ausgegangen, der unabhängig von der
Laserintensität und damit auch unabhängig von der Abschwächung des Lichtes innerhalb
der Wolke ist. Diese Annahme ist gerechtfertigt, wenn die eingestrahlte Laserintensität
klein gegenüber der Sättigungsintensität Isat des entsprechenden Übergangs ist. Damit die
Atomwolke trotz der geringen Lichtintensitäten vollständig durchleuchtet werden kann,
sollte die optische Dichte der Bedingung D(y, z) ≤ 4 genügen. Diese Bedingung wird
nach hinreichend langen Expansionszeiten erfüllt. Im Experiment wird die Pulsdauer des
Abbildungslichtes so kurz gewählt, dass man in guter Näherung eine Momentaufnahme
der frei fallenden Atomwolke erhält. Eine geringe Intensität (∼ 0, 1 Isat) und kurze Puls-
dauer (∼ 50µs) verhindern außerdem, dass die Wolke durch die inkohärente Lichtstreuung
über das optische Auflösungsvermögen (∼ 6µm) des Abbildungssystems hinaus „zerbla-
sen“ wird. Da aus technischen Gründen die Belichtungszeit der CCD-Kamera sehr viel
47Da in unserem Aufbau mit linear polarisiertem Licht abgebildet werden muss, können die Atome nicht
als reine Zwei-Niveau-Systeme betrachtet werden. Folglich ist der Streuquerschnitt σ0 mit einem zu-
sätzlichen Faktor zu multiplizieren, der sämtliche beteiligten Übergänge berücksichtigt. Bei verschwin-
dendem Magnetfeld ergibt sich dieser Faktor durch Mittelung über die Quadrate der Clebsch-Gordan-
Koeffizienten aller Übergänge in die entarteten Zeeman-Niveaus. Für die Abbildung von 87Rb und 40K
betragen die Faktoren 7/15 bzw. 2/5.
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länger ist als die eigentliche Pulsdauer des Abbildungslichtes, gibt es auf beiden Aufnah-
men einen Hintergrund durch Streulicht. Zusammen mit dem thermischen Rauschen und
dem Ausleserauschen des Kamerasystems würde dieser Hintergrund die Messung verfäl-
schen. Deswegen wird mit gleicher Belichtungszeit ein drittes, sogenanntes Rauschbild
ohne Laserpuls aufgenommen. Für die experimentelle Auswertung wird die Verteilung
R(y, z) des Rauschbildes von den beiden anderen Intensitätsverteilungen subtrahiert. Aus
diesen Größen lässt sich schließlich die optische Dichte ermitteln:






3.6.2 Bestimmung von Temperatur und Atomzahl
Der Übergang in die Quantenentartung manifestiert sich beim Bosegas durch die markan-
ten Merkmale des Phasenübergangs: Mit der Kondensation bildet das Gas eine bimodale
Dichteverteilung aus und während der freien Expansion zeigt die Dichte eine charakteris-
tische Inversion ihres Aspektverhältnisses. Beim (wechselwirkungsfreien) Fermigas findet
hingegen kein Phasenübergang statt. Hier ist der Übergang ins entartete Regime kontinu-
ierlich und somit schwieriger nachzuweisen.
Fermigas
Um den Entartungsgrad des Fermigases zu bestimmen, ist eine sorgfältige Auswertung
der abgebildeten Atomverteilungen erforderlich [71]. Die theoretische Dichteverteilung
des Fermigases wurde in Abschnitt 2.2.2 hergeleitet. Durch Integration der expandierten
Dichte entlang der Abbildungsachse x erhält man die Säulendichte 2.58. Daraus folgt der












Eine numerische Anpassung dieser Verteilung an die experimentelle optische Dichte (Glei-
chung 3.7) erlaubt eine Bestimmung der Temperatur und der Teilchenzahl. Als sinnvolle
Größen für die numerische Anpassung werden hier die zentrale optische Dichte D0, die
Zentrumspositionen y0 und z0, die Breiten σy und σz und schließlich die Fugazität Z ge-
wählt. Da Letztere nur positive Werte annehmen kann und ein sehr empfindliches Tempe-
raturverhalten aufweist, bietet es sich an, statt der Fugazität ihren Logarithmus als Anpas-
sungsgröße zu wählen. Dies führt in Gleichung 3.8 zu der Ersetzung Z → exp(ln(Z)). Im
klassischen Limit geht Gleichung 3.8 in eine zweidimensionale Gauß-Verteilung über:

































Abbildung 3.23: Entartetes Fermigas: (a) Falschfarbendarstellung einer Absorptionsauf-
nahme nach freier Expansion. (b) Azimutal gemitteltes Profil der Aufnahme. Aus den bei-
den numerischen Anpassungen folgt, dass das Gas eine nicht-klassische Impulsverteilung
aufweist. Die Fermi-Dirac-Verteilung entspricht einer Temperatur von T/TF = 0, 21.
Die Verläufe 3.8 und 3.9 können sowohl auf die Impulsverteilung, als auch auf die räumli-
che Verteilung der Fermionen angewendet werden. Gemäß Gleichung 2.59 sind die Breiten
















gegeben. Auf Seite 26 wurden theoretische Verteilungen der Säulendichte für verschiedene
Temperaturen T/TF dargestellt. Im Gegensatz zum klassischen Gas (Gauß-Verteilung) ist
die zentrale Dichte des Fermigases bei abnehmender Temperatur auf endliche Werte be-
schränkt. Weit unterhalb von TF wird eine präzise Temperaturbestimmung immer schwieri-
ger, da hier die Temperaturveränderungen der Dichteverteilung sehr gering werden. Abbil-
dung 3.23a zeigt ein Beispiel für eine Absorptionsaufnahme einer sympathetisch gekühlten
Kaliumwolke. Das Bild ist entlang der Symmetrieachse (z) der Dipolfalle aufgenommen.
Die Temperatur der Wolke lässt sich mittels einer zweidimensionalen numerischen Anpas-
sung von Gleichung 3.8 an die Messdaten (Gl. 3.7) ermitteln. Das Ergebnis der Anpassung
ist in Abbildung 3.23b als blaue Kurve dargestellt. Die rote Kurve zeigt die azimutal gemit-
telten Messdaten. Die Quantenentartung des Gases spiegelt sich in der Tatsache wider, dass
die Messdaten bedeutend besser durch eine Fermi-Dirac- als durch eine Gauß-Verteilung
angepasst werden können.
Bei der numerischen Anpassung können die Fugazität Z und die Breiten σy,z unabhän-
gig voneinander variiert werden. Da beide Größen Aufschluss über die Temperatur des
Fermigases geben, verfügt man gewissermaßen über zwei unabhängige Thermometer:
Die Fugazität bestimmt die Form der Fermi-Verteilung und somit den Grad der Quan-
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tenentartung. Aus der Fugazität Z ergibt sich über Gleichung 2.46 die relative Temperatur:
T/TF = [−6 Li3(−Z)]−1/3 . (3.11)
Sind die Fallenfrequenzen bekannt, so kann die Temperatur über Gleichung 3.10 auch aus
den gemessenen Breiten σy,z abgeleitet werden. Zusammen mit dem Ausdruck 2.38 für die





~ω(6N)1/3 [1 + (ωyt)2]
. (3.12)
Ein analoger Ausdruck ergibt sich mit σz. Hierbei ist ω = (ωxωyωz)1/3 das geometrische
Mittel der Fallenfrequenzen und N die Atomzahl. Die Atomzahl kann in guter Näherung
durch Anpassung einer Gauß-Verteilung (Gleichung 3.9) ermittelt werden. Die resultie-
renden Größen D0 und σy,z ergeben dann unter Berücksichtigung des atomaren Streuquer-
schnitts den folgenden Näherungsausdruck für die Atomzahl:




Ein Vergleich der über Gleichung 3.11 und Gleichung 3.12 bestimmten Temperaturen er-
möglicht es zu überprüfen, wie zuverlässig die aus der Dichteverteilung ermittelten Daten
sind. Durch Integration der theoretischen optischen Dichte 3.8 über die beiden verbleiben-
den Koordinaten lässt sich auch der exakte Ausdruck für die Atomzahl herleiten:






Für die quantitative Analyse der optischen Dichte eines teilweise kondensierten Bosegases
wird üblicherweise eine zusammengesetzte zweidimensionale Modellfunktionen verwen-
det. Diese ergibt sich als Summe einer Parabel und einer Gauß-Funktion. Erstere beschreibt
den Kondensatanteil und Letztere den thermischen Anteil. Die hohe Dichte des Kondensats
kann zu störenden Beugungseffekten und bei verstimmter Abbildung auch zu dispersiven
Effekten führen. Für eine genaue Temperaturbestimmung empfiehlt es sich daher, bei der
Anpassung nur die äußeren Flügel der Wolke zu berücksichtigen. In den Flügeln spielt
die Bose-Statistik selbst bei niedrigen Temperaturen eine vernachlässigbare Rolle, sodass
die Gauß-Verteilung 3.9 eine gute Näherung liefert. Die absolute Temperatur T kann dann
aus den Breiten der Gauß-Verteilung wie beim Fermigas gemäß Gleichung 3.10 bestimmt
werden.
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3.6.3 Abbildungssystem
Das Experiment verfügt für jede der drei Gitterachsen über eine unabhängige Abbildung.
Der optische Aufbau für eine der Achsen ist auf Seite 205 schematisch dargestellt (gelber
Strahlengang). Jede der drei Abbildungsachsen wird durch eine Single-Mode-Faser ver-
sorgt, die das Licht für Rubidium und für Kalium führt. Vor den Fasereinkopplungen be-
finden sich akusto-optische Modulatoren, über die das Licht ein- und ausgeschaltet werden
kann (siehe Seite 70). Rubidium und Kalium können quasi simultan (mit ∼ 100µs Verzö-
gerung) entlang zweier orthogonaler Richtungen aufgenommen werden. Welche Spezies
auf welcher Achse abgebildet wird, ist dabei von Zyklus zu Zyklus frei wählbar. Die Strah-
len für die Abbildung und für das optische Gitter werden über polarisierende Strahlteiler-
würfel vereinigt und später wieder getrennt. Dies erfordert orthogonale lineare Polarisa-
tionen zwischen den beiden Strahlen. Demnach werden die Atome mit linear, statt zirkular
polarisiertem Licht abgebildet, wodurch der Absorptionsquerschnitt etwa um einen Faktor
zwei reduziert wird (siehe Fußnote Seite 99). Entlang der horizontal verlaufenden x- und
y-Achsen wird das Gitter- und das Abbildungslicht über dichroitische Spiegel zusätzlich
mit dem langwelligen Licht der Dipolfalle vereinigt (siehe Seite 205). Die Überlagerung
der Strahlengänge erlaubt es, die drei Kameras des Abbildungssystems nicht nur für den
Nachweis der Atome einzusetzen, sondern auch für die Justage des optischen Gitters und
der Dipolfalle zu nutzen. Eine geringer Anteil des Lichtes der Dipolfalle (∼ 1 %) wird von
den dichroitischen Spiegeln48 refelektiert statt transmitiert. Dieses Restlicht trifft auf die
Kamera und kann zur Justage der Dipolfalle genutzt werden. Im normalen Betrieb befin-
den sich Kantenfilter49 vor den Kameras, um das Restlicht der Dipolfalle zu unterdrücken.
Entlang der x- und der y-Achse kann Rückpump-Licht eingestrahlt werden. Dies ermög-
licht es, auch Rubidium im |F = 1〉- und Kalium im |F = 7/2〉-Zustand zu detektieren.
Das Abbildungs-Rückpump-Licht wird immer orthogonal zu der jeweiligen Abbildungs-
achse eingestrahlt. Der durch die Atomwolke im Abbildungstrahl hervorgerufene Schatten
wird durch einen ersten Achromaten kollimiert (derselbe Achromat fokussiert außerdem
den Gitter- und den Dipolstrahl auf die Atome) und anschließend in größerem Abstand
durch einen zweiten Achromaten auf eine CCD-Kamera abgebildet. Die Abbildungsmaß-
stäbe liegen je nach Achse zwischen 2 und 3, 5. Die Auflösungen sind beugungsbegrenzt
auf etwa 6µm beschränkt.
Da sämtliche experimentelle Daten aus den Absorptionsabbildungen der Atomwolken
gewonnen werden, ist eine möglichst hohe Qualität der Aufnahmen erforderlich. Dies gilt
insbesondere für die Korrelationsmessungen. Hier ist man auf die Nachweisbarkeit ein-
zelner Atome angewiesen, um das atomare Schrotrauschen untersuchen zu können. Neben
einer hohen Auflösung müssen die Aufnahmen ein möglichst geringes, abbildungstech-
nisch bedingtes Bildrauschen aufweisen. Zu einem guten Signal-Rausch-Verhältnis trägt
das Kamerasystem maßgeblich bei.
48Dichroitische 2-Zoll-Spiegel, HR 740-840 nm, AR 1025-1035 nm, 45◦, u-pol, Laseroptik.
49Kurzpassfilter mit Cut-off-Wellenlänge bei 900 nm, LC-3RD/900SP-25, Laser Components GmbH.
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Kamerasystem
Einen Überblick über die verschiedenen technischen Optionen moderner CCD-Kameras
und eine Erläuterung der damit verknüpften Begriffe kann zum Beispiel in Referenz [182]
gefunden werden.
Für unser Abbildungssystem werden drei unterschiedliche Kameras eingesetzt. Darun-
ter zwei sehr sensitive EMCCD-Kameras der Firma Andor, die es ermöglichen einzelne
Photonen nachzuweisen. Bei der EMCD-Technik werden vor dem Auslesen des Sensors
die erzeugten Photoelektronen vervielfacht. Hierdurch lässt sich selbst das Signal einzel-
ner Photonen noch über das Ausleserauschen verstärken. In der Regel kann die EMCCD-
Verstärkung jedoch abgeschaltet werden, da die Intensitäten des Abbildungslichtes so hoch
gewählt werden, dass die Abbildung nicht durch Photonen-Schrotrauschen gestört wird.
Durch eine thermoelektrische Kühlung des CCD-Chips auf bis zu−90◦C wird der Dunkel-
strom auf ein vernachlässigbares Niveau reduziert. Um den gekühlten Chip vor Luftfeuch-
tigkeit zu schützen, befindet sich dieser hinter einem Fenster im Vakuum. Das Fenster ist
breitbandig antireflex beschichtet, um störende Reflexe auf der Abbildung zu vermeiden.
Für die Abbildung entlang der y-Achse wird eine „back illuminated“ Version50 der Kame-
ra eingesetzt. Hier ist die Quanteneffizienz gegenüber der „front illuminated“ Version von
etwa 43 % auf 73 % (für ∼ 775 nm) erhöht. Auf den Aufnahmen mit der „back illumina-
ted“ Kamera beobachten wir schwache Interferenzstreifen, welche womöglich auf einen
Etalon-Effekt des nahinfraroten Abbildungslichtes zwischen der Front- und der Rücksei-
te der Silizium-CCD-Struktur zurückzuführen sind. Für die Korrelationsmessungen wird
daher eine „front illuminated“ Version51 verwendet. Diese bildet die Atome entlang der
z-Achse ab. Die Kamera verfügt über 1004 x1002 Pixel mit einer Größe von 8µm x 8µm.
Unter Berücksichtigung des Abbildungsmaßstabes entspricht ein Pixel, projeziert in die
Abbildungsebene, einer Ausdehnung von 3, 5µm.
Auf der x-Achse wird eine Frame-Transfer-Kamera der Firma Apogee (AP1E) einge-
setzt. Diese kann innerhalb eines experimentellen Zykluses im Abstand von Millisekunden
mehrere Aufnahmen machen. Zwar wird diese Option bislang noch nicht verwendet, er-
möglicht es aber prinzipiell beide Spezies entlang ein und derselben Achse aufzunehmen.
Mechanische Stabilität und Laserstabilisierung
Zum Erzielen einer hohen Bildqualität sollte der Abbildungsstrahl über ein möglichst
gleichförmiges Intensitätsprofil verfügen. Neben hochqualitativen Achromaten werden an
unserem Aufbau selbst entwickelte Faserauskoppler mit beugungsbegrenzten Kollimato-
ren52 eingesetzt (siehe Abbildung 6.2). Dennoch treten bei der Abbildung die für kohären-
tes Laserlicht typischen Interferenzmuster auf. Um Interferenzen durch Streuung an geo-
metrischen Aperturen oder durch Brechung an Glaskanten zu reduzieren, verwenden wir
50iXon, DV887 (back illuminated), Andor.
51iXon, DV885 (front illuminated), Andor.
5206GLC001, Melles Griot.
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Abbildung 3.24: Offset-Lock des Kalium-Abbildungs-Lasers auf den Referenz-Laser mit
einem optischen Resonator als intermediäres Stellglied. Der Referenz-Laser ist durch
ein RF-Lock auf eine breite Crossover-Linie im Spektrum von 39K stabilisiert. Der
Abbildungs-Laser ist durch ein Pound-Drever-Hall(PDH)-Lock auf einen Fabry-Pérot-
Resonator stabilisiert (blau eingerahmt). Über das Offset-Lock wird der Resonator so ge-
regelt, dass der Abbildungs-Lasers zum Referenz-Laser die benötigte Differenzfrequenz
von 595 MHz aufweist.
einen Abbildungsstrahl mit möglichst kleinem Durchmesser. Stationäre Interferenzmus-
ter lassen sich durch das Referenzbild (Aufnahme ohne Atome) heraus normieren (siehe
Gleichung 3.7).
Zeitlich driftende Interferenzmuster, wie sie aufgrund von Schwankungen der Laserfre-
quenz oder Änderungen der optischen Weglänge auftreten, bleiben jedoch erhalten. Das
Driften der Interferenzmuster kann dadurch minimiert werden, dass man möglichst wenig
Zeit zwischen den beiden Aufnahmen vergehen lässt. Schnell aufeinanderfolgende Auf-
nahmen sind mit Frame-Transfer- oder Interline-Transfer-Kameras möglich [182]. In un-
serem Experiment liegen einige Zehn Millisekunden zwischen den beiden Aufnahmen.
Daher wird auf eine möglichst hohe mechanische Stabilität des Aufbaus wert gelegt (siehe
Seite 207). Zur Vermeidung mechanischer Schwingungen werden die Lüfter der Kameras
8 s vor den Aufnahmen abgeschaltet.
Neben mechanischen Schwingungen sollten auch Frequenzabweichungen der Laser so
weit wie möglich vermieden werden. Die RF-Spektroskopie an der Rubidium-Dampfzelle
liefert ein steiles Fehlersignal, welches es erlaubt, den Rubidium-Abbildungs-Laser mit
einer hohen Regelbandbreite zu stabilisieren. Der Kalium-Abbildungs-Laser ist über ein
Frequenz-Offset-Lock auf einen Referenz-Laser stabilisiert, der selber wiederum über ein
RF-Lock auf die Crossover-Resonanz F = (1, 2) → F ′ von 39K stabilisiert wird. Auf-
grund der überlappenden Hyperfeinzustände im angeregten Zustand von 39K (siehe Ab-
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schnitt 3.3.2) ist das resultierende Fehlersignal weniger steil als bei Rubidium.
Um dennoch die Frequenzdrift zwischen den beiden Aufnahmen gering zu halten, wird
ein modifiziertes Offset-Lock eingesetzt. Dieses ist in Abbildung 3.24 schematisch dar-
gestellt. Dabei wird der Abbildungs-Laser über ein Pound-Drever-Hall(PDH)-Lock mit
hoher Regelbandbreite auf einen stabilen optischen Resonator stabilisiert [183, 184]. In
dieser Konfiguration regelt das Offset-Lock den Abbildungs-Laser indirekt über die Länge
des optischen Resonators. Der Resonator wurde als Transfer-Resonator für ein Photoas-
soziations-Experiment [185] entwickelt und verfügt über eine hohe passive Stabilität. Das
PDH-Lock überträgt die intrinsische Stabilität des Resonators auf den Abbildungs-Laser.
Somit reicht die geringe Regelbandbreite des Offset-Locks vollständig aus. Es ist sogar
möglich, Absorptionsaufnahmen durchzuführen, während der Resonator manuell auf eine
gewisse Offset-Frequenz eingestellt wird. Auf diese Weise kann innerhalb weniger expe-
rimenteller Zyklen die exakte Resonanz der Absorptionsabbildung bestimmt werden. Ist
die Absorptionsfrequenz ermittelt, so kann umgekehrt mit der bekannten Offset-Frequenz
von 595 MHz der exakte Lockpunkt des Referenz-Lasers (also das tatsächliche Zentrum
der Crossover-Resonanz F = (1, 2) → F ′ von 39K) bestimmt werden (siehe auch Seite
64).
Die Stabilisierung des Abbildungs-Lasers über ein Frequenz-Offset-Lock erlaubt es, die
Abbildungsfrequenz zügig um mehrere hundert Megahertz zu verstimmen. Dies ist insbe-
sondere für Experimente zur Molekülbildung mittels Feshbach-Resonanzen von großem
Interesse. Die benötigten hohen Magnetfelder führen zu Zeeman-Verstimmungen der ato-
maren Übergänge, die ebenfalls bei einigen hundert Megahertz liegen können. Mittels des
Offset-Locks können die Atome oder die dann erzeugten Moleküle direkt bei hohen Ma-
gnetfeldern abgebildet werden. Somit wäre ein schnelles Abschalten der Spulen am Ende
des Experiments nicht mehr zwangsläufig erforderlich.
Zustandsselektiver Nachweis
In der Dipolfalle können Atome in beliebigen Spinzuständen präpariert und gefangen wer-
den. Durch Anlegen eines Magnetfeldgradienten während der freien Expansionsdauer wer-
den die Atome räumlich nach den verschiedenen Zeeman-Zuständen getrennt. Dieses Ver-
fahren geht auf das grundlegende Experiment von Otto Stern und Walther Gerlach zurück,
in dem 1922 erstmals die Richtungsquantelung des atomaren Drehimpulses beobachtetet
wurde [186]. In unserem Aufbau wird der Magnetfeldgradient durch eine einzelne Spule
mit einem Durchmesser von 25 mm, 20 Windungen (auf einer Länge von etwa 23 mm) und
einem Strom von einigen zehn Ampere erzeugt. Die Spule befindet sich in unmittelbarer
Nähe (∼ 1, 5mm) zur Glaszelle. Hierdurch kann bereits bei geringen absoluten Feldern ein
Gradient erzeugt werden, der ausreicht um die verschiedenen Spinkomponenten räumlich
voneinander zu trennen. Abbildung 3.25a zeigt eine mit der Stern-Gerlach-Technik aufge-
nommene Serie verschiedener Absorptionsaufnahmen von 40K. Dabei sind die Atome mit-
tels unterschiedlicher langer adiabatischer Passagen in den einzelnen Zeeman-Zuständen
des Hyperfeingrundzustandes |F = 9/2〉 präpariert worden.
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Durch zwei unmittelbar aufeinanderfolgende Aufnahmen, einmal ohne und einmal mit
Rückpump-Licht, lässt sich zudem jeweils die Population der beiden Hyperfeingrundzu-
stände |F 〉 bestimmen. Dabei ist jedoch darauf zu achten, dass der Lichtpuls für die erste
Aufnahme (ohne Rückpump-Licht) kurz genug sein muss, um die Population nicht bereits
nennenswert zu transferieren.
3.7 Zustandspräparation
Mit der Technik der adiabatischen Passage (adiabatic rapid passage, ARP) [187] kön-
nen die Atome in beliebigen Hyperfeinzuständen |F,mF 〉 präpariert werden. Nach dem
Transfer aus der Magnetfalle in die Dipolfalle wird ein homogenes Magnetfeld von Bx =
13, 6 G angelegt. Die Rubidiumatome werden dann mittels eines adiabatischen Mikrowel-
len-Sweeps von |F = 2,mF = 2〉 in den absoluten Grundzustand |1, 1〉 überführt. Dies
geschieht über Einstrahlung einer Mikrowelle, welche innerhalb von 10 ms linear 500 kHz
über die Resonanz 6, 8629 GHz gestimmt wird. Auch das Kalium wird für das sympathe-
tische Kühlen in seinen absoluten Grundzustand transferiert. Dies geschieht mit nahezu
hundertprozentiger Effizienz mittels eines adiabatischen RF-Sweeps, welcher das Kalium
ausgehend vom |9/2, 9/2〉-Zustand durch sämtliche Zeeman-Niveaus hindurch in den ab-
soluten Grundzustand |9/2,−9/2〉 transferiert. Für den RF-Sweep wird die eingestrahlte
Radiofrequenz innerhalb von 30 ms linear von 4, 6 auf 3, 8 MHz reduziert. Wie in Abbil-
dung 3.25a gezeigt, lassen sich mit Rampen über kleinere Frequenzintervalle auch gezielt
die dazwischenliegenden Zeeman-Zustände adressieren.
Um magnetische Feshbach-Spektroskopie durchführen zu können, ist eine präzise Kali-
brierung der Magnetfelder am Ort der Atome erforderlich. Eine solche Kalibrierung kann
zum Beispiel mittels Mikrowellenspektroskopie durchgeführt werden. In Abbildung 3.25b
ist eine entsprechende Resonanz für den |1, 0〉 → |2, 0〉-Übergang von Rubidium bei ei-
nem Feld von 79 G dargestellt.
Die Radiofrequenz für die Zustandspräparation wird durch einen Signalgenerator53 er-
zeugt und über einen RF-Schalter und einen Combiner auf denselben Verstärker geleitet,
der auch für die RF-Evaporation eingesetzt wird. Somit lässt sich dieselbe Helixantenne
zur Abstrahlung einsetzen. Die linearen Frequenzrampen für die RF-Sweeps werden dem
Signalgenerator über eine externe Signalquelle54 vorgegeben.
Das Setup für die Mikrowellenmanipulation besteht aus einem Signalgenerator55, des-
sen Ausgangssignal über einen Up-Converter56 mit dem festfrequenten 6, 3 GHz-Signal
53Signalgenerator, SML02, Rohde&Schwarz.
54Arbiträrer Funktionsgenerator, 33250A, Agilent.
55Signalgenerator, E4432B, Agilent.
56Up-Converter, Kuhne electronic GmbH.
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Abbildung 3.25: (a) Präparation von 40K (F = 9/2) in verschiedenen Zeeman-Zuständen
mF durch adiabatische Passage: Eine Serie von Absorptionsaufnahmen zeigt das Ka-
lium nach verschieden weiten RF-Rampen. Der Nachweis der Population in den ein-
zelnen Zeeman-Zuständen erfolgt mittels der Stern-Gerlach-Technik. (b) Mikrowellen-
Spektroskopie zur Kalibrierung des Magnetfeldes: Die dargestellte Resonanz von 87Rb
auf dem |F = 1,mF = 0〉 → |2, 0〉-Übergang entspricht einem Feld von 78, 93(6) G. Das
Verhältnis aus Atomen im F = 2-Zustand zur Gesamtatomzahl ist gegen die Mikrowellen-
frequenz aufgetragen. Hierzu wird nach dem Mikrowellenpuls eine Aufnahme ohne und
unmittelbar danach mit Rückpump-Licht durchgeführt.
eines DRO-Oszillators57 gemischt wird. Der Up-Converter unterdrückt die Differenz- und
Trägerfrequenz, sodass der abschließende 15 W-Verstärker58 im Wesentlichen nur das hö-
herfrequente Seitenband verstärkt. Die Mikrowelle wird schließlich durch eine Hohllei-
terantenne abgestrahlt, die in etwa 65 mm Entfernung von den Atomen montiert ist. Der
Verstärker wird durch einen Zirkulator und einen entsprechenden Abschluss vor reflektier-
ter Leistung geschützt. Sämtliche Generatoren können über GPIB programmiert werden59.
Die einzelnen Frequenzrampen und Frequenzpulse sowie die RF-Schalter werden über op-
toentkoppelte Digitalsignale vom Steuerungscomputer60 getriggert.
57Phase Locked Dielectric Resonator Oscillator (PLDRO), 6, 3GHz, MITEQ.
58Kuhne electronic GmbH.
59Computerkarte PCI-GPIB, National Instruments.




In diesem Abschnitt werden zwei technische Innovationen vorgeschlagen, die einfach zu
implementieren sind und deren Zusammenspiel das experimentelle Potential der Apparatur
voraussichtlich erheblich erweitern wird.
Quadrupolfalle mit „blue plug“
Eine wichtige Zielsetzung bei der damaligen Entwicklung der Doppelkammerapparatur
mit magnetischem Förderband war der gute optische Zugang zu den erzeugten Quanten-
gasen [112]. Durch den Einsatz der QUIC-Falle wird dieser Zugang jedoch wieder ver-
schlechtert, da sich die Ioffe-Spule in unmittelbarer Nähe zur Glaszelle befindet. Hinzu
kommt, dass beim Überblenden der QUIC-Falle von der Quadrupol- in die Ioffe-Konfi-
guration die Atome aus dem Zentrum der Glaszelle entlang der x-Achse bis dicht an die
Innenwand der Zelle (< 3 mm) herangeschoben werden (siehe Abbildung 3.18). Dies er-
weist sich als nachteilig für die Qualität des optischen Gitters und der Dipolfalle, da die
nicht beschichtete Innenseite der Glaszelle zu Rückreflexen und somit zur Ausbildung
unerwünschter Stehwellen führt. Zwar kann der Laserstrahl so justiert werden, dass der
Rückreflex die Atome nicht trifft, jedoch wird hierdurch die maximal mögliche Strahl-
taille erheblich eingeschränkt. Bei einem schrägen Strahlverlauf vergrößern sich darüber
hinaus die Linsenfehler.
Einen eleganten Ausweg stellt der Einsatz einer reinen Quadrupolfalle mit „blue plug“
dar [3]. Ein blauverstimmter Laserstrahl verhindert dabei, dass sich die Atome im Fallen-
minimum aufhalten und unterdrückt somit Majorana-Verluste (siehe Abschnitt 3.4.3). In
dieser Konfiguration werden nur noch die beiden Quadrupolspulen benötigt, sodass ein
optimaler optischer Zugang besteht. Gleichzeitig befinden sich die Atome immer im Zen-
trum der Glaszelle. Aufgrund des größeren Abstandes reicht bereits ein kleiner Winkel
zwischen dem Laserstrahl und der Normalen zur Zellenwand aus, um Stehwellen zu ver-
hindern. Durch den größeren Abstand werden zugleich Kaliumverluste durch Stöße an die
heiße Zellenwand vermieden (vergleiche mit Seite 88).
Die Quadrupolfalle mit „blue plug“ bietet darüber hinaus ideale Ausgangsbedingungen
für das evaporative Kühlen: Ein großes Fallenvolumen erlaubt es, die lasergekühlten Ato-
me in ihrer Gesamtheit zu speichern, was in einer reinen Dipolfalle schwierig zu erfüllen
wäre. In dem linearen Potential der Quadrupolfalle lassen sich steile Gradienten und somit
hohe Dichten realisieren. Das ermöglicht, den Ramsauer-Townsend-Effekt, der zu einem
reduzierten Streuquerschnitt zwischen Rubidium und Kalium im oberen Temperaturbe-
reich führt, teilweise zu kompensieren (siehe Abschnitt 3.5.1). Letztlich lassen sich durch
eine bessere Thermalisierung auch die Zykluszeiten erheblich reduzieren.
Bereits in einem der ersten Experimente zur Bose-Einstein-Kondensation wurde eine
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Abbildung 3.26: Glaszelle mit einem gutem optischen Zugang: Der Einsatz einer Qua-
drupolfalle mit „blue plug“ ermöglicht den Verzicht auf die Ioffe-Spule und erlaubt daher
einen optimalen Zugang zu den Atomen. Sobald sich die Atome in der Dipolfalle befinden,
können die „Quadrupol“-Spulen umgepolt und zur Erzeugung starker homogener Magnet-
felder eingesetzt werden. Somit lassen sich die Spulen sowohl zum Fangen als auch zum
Manipulieren der Atome mittels Feshbach-Resonanzen einsetzen.
Quadrupolfalle mit „blue plug“ eingesetzt [3]. Dennoch etablierten sich in den folgenden
Jahren stattdessen rein magnetische und später auch rein optische Fallen zum Speichern
und evaporativen Kühlen der Atome. Dies war im Wesentlichen auf zwei Nachteile des
„blue plug“ zurückzuführen. Zum einen wird ein ausreichend starker blauverstimmter La-
serstrahl benötigt, der präzise auf das Fallenzentrum justiert werden muss. Zum anderen
weist das Potential im Minimum nicht die bevorzugte harmonische Form auf61. Da heut-
zutage in den meisten Experimenten die Atome für den letzten Kühlschritt in eine Di-
polfalle umgeladen und erst dort bis zur Quantenentartung gekühlt werden, spielt letzterer
Punkt keine Rolle mehr. In unserem Aufbau wird auch das erste Argument entkräftet, denn
das Laserlicht für das blauverstimmte Gitter lässt sich zugleich für den „optischen Stop-
fen“ einsetzen. Wird der Rückreflex blockiert, so kann bereits der entlang der z-Achse
verlaufende Gitterstrahl als „blue plug“ fungieren. Aufgrund der inzwischen weitgehend
ausgereiften Justagetechniken stellt auch die präzise Ausrichtung der Laserstrahlen kein
Problem mehr dar. Voraussichtlich wird mit dem zunehmendem Einsatz von Dipolfallen
auch die „blue plug“-Technik wieder an Bedeutung gewinnen (siehe z.B. [188]).
Umpolung der Quadrupolspulen
Experimente mit magnetischen Feshbach-Resonanzen werden in optischen Dipolfallen
durchgeführt, da sich die Atome in den fernverstimmten Lichtfeldern unabhängig von ih-
61Durch die Wahl eines „blue plug“ mit elliptischem Strahlprofil kann die Falle jedoch in zwei harmonische
Fallen unterteilt werden [188].
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ren Spinzuständen fangen lassen. Zur Adressierung der Feshbach-Resonanzen in Rubidi-
um und Kalium werden homogene Magnetfelder von mehreren hundert Gauß benötigt.
Diese hohen Felder werden üblicherweise durch ein separates Helmholtz-Spulenpaar er-
zeugt, welches von starken Strömen durchflossen wird. Statt auf unabhängige Helmholtz-
Spulen wird in unserem Aufbau auf die Quadrupolspulen der Magnetfalle zurückgegrif-
fen. Nach dem Transfer der Atome in die Dipolfalle werden die Quadrupolspulen abge-
schaltet und über eine MOSFET-Schaltung aus der Anti-Helmholtz- in die Helmholtz-
Konfiguration umgepolt. Aufgrund ihres geringen Abstandes zur Glaszelle (∼ 1 mm) er-
zeugen die Spulen bereits bei vergleichsweise kleinen Strömen starke Magnetfelder am
Ort der Atome. Um eine hohe Stabilität der Felder zu garantieren, werden die Spulen in
Serie betrieben. Dabei erzeugen sie ein homogenes Magnetfeld von 16, 2 G pro Ampere.
Hiermit ließe sich zum Beispiel die bei 1007, 4 G situierte Rubidium-Feshbach-Resonanz
(87Rb, |F = 1,mF = 1〉) [104] mit einem Spulenstrom von nur 62 A adressieren. Bei
diesem Strom beträgt die gesamte in den Spulen dissipierte ohmsche Leistung weniger als
500 W. Vergleicht man diese Werte mit denen von üblichen Aufbauten, so wird die enorme
Vereinfachung deutlich. Bei der ersten experimentellen Untersuchung der oben genann-
ten Feshbach-Resonanz wurden Spulenströme von knapp 1400 A benötigt und die dabei
dissipierte ohmsche Leistung betrug mehr als 10 kW [189]. Solch starke Ströme zu stabi-
lisieren und die freigesetzte Wärme genügend schnell abzuführen, erfordert einen erheb-
lichen zusätzlichen Aufwand. Durch die kompakte Spulenanordnung in unserem Aufbau
wird zudem die im Magnetfeld gespeicherte Energie minimiert, was ein rasches Hoch- und
Runterfahren der Magnetfelder erlaubt.
Wird statt der QUIC-Falle die Quadrupolfalle mit „blue plug“ verwendet, so lässt sich
die Dipolfalle genau auf das Zentrum zwischen den beiden Quadrupolspulen justieren.
Diese symmetrische Konfiguration bietet den Vorteil, dass die Atome einem weitgehend
homogenen Magnetfeld ohne Gradienten ausgesetzt sind. Da die Anordnung der Spulen
nicht der idealen Helmholtz-Konfiguration entspricht, weist das Feld eine endliche Krüm-
mung auf. Entlang der Spulenachse beträgt der errechnete Wert B′′z = 4, 7 G/(Acm
2). Bei
dem Feld der obigen Feshbach-Resonanz (B0 = 1007, 4 G) ergibt sich daraus, für eine
typische Ausdehnung der Atomwolken von 10µm, eine Feldvariation von 0, 3 mG über
die Wolke hinweg. Gegenüber der Breite der Feshbach-Resonanz (∆B = 170 mG) ist
diese Variation vernachlässigbar klein. Natürlich lassen sich mit den „Quadrupolspulen“
neben den homonuklearen Feshbach-Resonanzen auch die Interspezies-Feshbach-Reso-
nanzen von Rubidium und Kalium adressieren.
Im Zusammenspiel mit dem „blue plug“ ermöglicht die Umpolung der Quadrupolspu-
len die Erzeugung von starken homogenen Magnetfeldern bei leicht zu stabilisierenden
Strömen und geringer dissipierter Wärme.
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4 Optische Potentiale
Laser stellen ein vielseitiges Werkzeug zur Manipulation von Atomen dar. Mit Laserlicht
lassen sich Atome nicht nur kühlen, sondern bei hinreichend großen Verstimmungen auch
fangen [118, 119]. Hierbei nutzt man den Effekt, dass ein oszillierendes elektrisches Licht-
feld ein oszillierendes Dipolmoment im Atom induziert und gleichzeitig mit diesem Dipol
wechselwirkt. Weist das fernverstimmte Lichtfeld ein inhomogenes Intensitätsprofil auf, so
wirkt eine konservative Kraft auf die Atome. Bereits ein einfacher fokussierter gaußscher
Laserstrahl reicht aus, um eine elementare optische Dipolfalle zu erzeugen.
Durch die Überlagerung von entgegengesetzt propagierenden Laserstrahlen lassen sich
auch komplexere Potentiallandschaften, wie optische Gitter realisieren. Hier werden die
Atome in den periodischen Interferenzmustern der optischen Stehwellen gefangen. Lädt
man ultrakalte bosonische oder fermionische Quantengase in einen solchen künstlichen
Lichtkristall, so verfügt man über ein leistungsfähiges Modellsystem, mit dem sich bei-
spielsweise stark korrelierte Vielteilchensysteme aus der Festkörperphysik simulieren las-
sen. Eine repulsive Wechselwirkung zwischen Bosonen oder die Pauli-Blockierung bei
Fermionen erlauben es hochgradig geordnete Vielteilchenzustände sogenannte Quantenre-
gister für die Quanteninformationsverarbeitung zu präparieren.
Mit einer Vielzahl frei einstellbarer Parameter bieten optische Dipolfallen und Gitter ein
hohes Maß an experimenteller Flexibilität und Kontrolle. Dies setzt jedoch eine genaue
Kenntnis der Potentiale voraus. Einleitend werden in diesem Kapitel das Prinzip der kon-
servativen Dipolkraft sowie die Formeln zur Bestimmung der optischen Potentiale erläu-
tert. Um einen guten räumlichen Überlapp zwischen den beiden unterschiedlich schweren
Spezies zu gewährleisten, wird in unserem Aufbau eine gekreuzte Dipolfalle mit oblater
Fallengeometrie eingesetzt. Im Folgenden werden die zugehörigen Fallenparameter unter
Berücksichtigung der Schwerkraft numerisch exakt, als auch mittels einfacher Näherun-
gen, berechnet. Auch für die evaporative und sympathetische Kühlung in der Dipolfalle
erweist sich eine genaue Kenntnis der Potentiale als hilfreich. So zeigen Theorie und Ex-
periment, dass sich die Potentialschwelle während der Verringerung der Fallentiefe abrupt
in ihrer Form verändert, was sich maßgeblich auf die Effizienz und Spezies-Selektivität
des Evaporationsprozesses auswirkt.
Im zweiten Teil dieses Kapitels werden die Potentiale von rot- und blauverstimmten
Gittern ermittelt. Hierbei werden die endlichen Reflexionsverluste bei der Erzeugung der
optischen Stehwellen berücksichtigt. Für das externe harmonische Potential des blauver-
stimmten Gitters erweisen sich darüber hinaus Effekte, wie die endliche Eindringtiefe der





Dass sich inhomogene Lichtfelder als konservative Potentiale für Atome einsetzen lassen,
wurde bereits in den späten sechziger Jahren erkannt [190]. Im Jahr 1986 gelang es Steven
Chu und Mitarbeitern erstmals einige wenige lasergekühlte Atome im Fokus eines fern-
verstimmten Laserstrahles zu fangen [191]. Zwölf Jahre später konnte in der Gruppe von
Wolfgang Ketterle ein Bose-Einstein-Kondensat rein optisch gespeichert werden [192]. In
2001 gelang es schließlich der Gruppe um Michael Chapman, Atome durch Evaporation
innerhalb einer Dipolfalle bis zur Quantenentartung zu kühlen [193]. So ließ sich zum
ersten Mal ein Kondensat ohne Magnetfalle erzeugen. Inzwischen stellen fernverstimmte
Lichtfelder ein Standardwerkzeug zur Speicherung und Präparation ultrakalter Atome dar.
Referenz [194] gibt eine allgemeine Einführung in die Theorie der optischen Dipolfallen
und vermittelt eine guten Überblick über deren Einsatzgebiete.
Die konservative Lichtkraft lässt sich bereits in einem klassischen Modell begreifen:
Demnach wird durch ein klassisches elektromagnetisches Feld der Frequenz ωL in einem
Atom mit der Übergangsfrequenz ωA ein schwingendes Dipolmoment p = α(ωL)E in-
duziert. Hierbei bezeichnet α die komplexe Polarisierbarkeit, welche von der treibenden
Frequenz ωL abhängt, und E ist der elektrische Feldvektor des Lichtes. Zeitgemittelt 〈 〉
über die optische Frequenz ergibt sich für den Dipol in dem treibenden FeldE ein konser-
vatives Potential der Form:
Vdip ∝ −〈p ·E〉 ∝ −Re[α(ωL)]I. (4.1)
Die potentielle Energie ist somit direkt proportional zur Intensität I ∝ E2 des Lichtfeldes
und zum Realteil der Polarisierbarkeit Re(α). Der Realteil beschreibt den Anteil des Di-
polmomentes, der in Phase mit dem Lichtfeld schwingt. Ist die Frequenz des Lichtfeldes
gegenüber der atomaren Resonanz rotverstimmt (ωL < ωA), so schwingt das induzierte
Dipolmoment parallel zu E. Demnach wird das Atom in einem inhomogenen Lichtfeld
in den Bereich maximaler Intensität gezogen. Ist das Lichtfeld hingegen blauverstimmt
(ωL > ωA), so schwingt das Dipolmoment antiparallel und das Atom wird aus dem Be-
reich maximaler Intensität heraus gedrängt.
Die konservative Dipolkraft resultiert aus der dispersiven Komponente der Atom-Licht-
Wechselwirkung und wird durch Re(α) beschrieben. Demgegenüber wird durch den Ima-
ginärteil Im(α) der Dipolanteil beschrieben, der 90◦ außer Phase schwingt. Dieser spiegelt
die dissipative (d.h. die absorptive) Komponente der Atom-Licht-Wechselwirkung wider
und führt zur spontanen Streuung von Licht mit einer Rate Γsc ∝ Im(α)I .
Der funktionale Verlauf der Polarisierbarkeit α(ωL) kann im Prinzip klassisch über das
Lorentz’sche Oszillatormodell berechnet werden. Der exakte Wert für die „Dämpfung“
dieses Oszillators folgt jedoch erst im Rahmen eines semi-klassischen Modells, bei dem
das Atom als Zwei-Niveau-System behandelt wird. Die „Dämpfung“ ΓA entspricht hier
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der Linienbreite des angeregten Zustandes (bzw. dessen spontaner Zerfallsrate) und er-
gibt sich aus dem Dipolmatrixelement zwischen Grund- und angeregtem Zustand. Da in
konservativen Dipolfallen große Verstimmungen ∆ = ωL−ωA vorliegen, sind Sättigungs-
effekte vernachlässigbar und dementsprechend sind die Streuraten sehr klein (Γsc  ΓA).
Unter diesen Voraussetzungen liefert bereits das klassische Modell eine extrem gute Nähe-
rung1 für die Polarisierbarkeit α(ωL). Aus dem Real- und Imaginärteil der Polarisierbarkeit

























Die Ortsabhängigkeit der potentiellen Energie und der spontanen Streurate ergibt sich aus
der Ortsabhängigkeit der Intensität. Für nicht zu große Verstimmungen (∆  ωA) lassen
sich die beiden Ausdrücke im Rahmen der Drehwellennäherung (rotating wave approxi-















Bei großen Verstimmungen, wie in unserer Dipolfalle, liefert die Näherung jedoch we-
niger genaue Ergebnisse. Für Rubidium ergibt sich mit der Näherung zum Beispiel ein
Fehler von 2 % in der Gittertiefe (λL = 755 nm) und von 12 % in der Dipolfallentiefe
(λL = 1030 nm). Dennoch lassen sich anhand der Näherungen 4.4 und 4.5 wesentliche Ei-
genschaften der Dipolfallen ableiten: Zum einen ist – wie bereits besprochen – das Vorzei-
chen des Potentials abhängig vom Vorzeichen der Verstimmung ∆. Zum anderen skaliert
das Potential wie I/∆ und die spontane Streurate wie I/∆2. Im Rahmen der verfügbaren
Laserleistung sollte daher die Verstimmung der Dipolfalle so groß wie möglich gewählt
werden, um die spontane Lichtstreuung zu minimieren und somit ein möglichst konserva-
tives Potential zu erzeugen.
Eine alternative, rein quantentheoretische Herleitung des Dipolpotentials erhält man
im Modell der sogenannten dressed states [124, 195]. Hierbei wird das Atom als Zwei-
Niveau-System mit einem Grundzustand |g〉 und einem angeregten Zustand |e〉 aufgefasst.
Auch das Lichtfeld wird nun quantisiert, indem die Lichtmode durch n-Photonenzustände
|n〉 dargestellt wird. Die Atom-Licht-Wechselwirkung (Rabi-Kopplung) führt zu neuen
1Vorausgesetzt man verwendet den exakten Wert der Linienbreite ΓA. Also einen Wert, der quantenmecha-
nisch aus dem Dipolmatrixelement berechnet oder experimentell bestimmt wird.
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Eigenzuständen, den dressed states, welche sich als Linearkombination der beiden gekop-
pelten Produktzustände |g, n〉 und |e, n− 1〉 ergeben. Folglich enthalten die neuen atoma-
ren Eigenzustände jeweils eine kleine Beimischung des anderen Zustandes (|e〉 bzw. |g〉).
Dies führt zu einem Energieversatz der atomaren Niveaus, der sogenannten AC-Stark-
Verschiebung. Wegen der Intensitätsabhängigkeit der AC-Stark-Verschiebung verspürt ein
Atom in einem inhomogenen Lichtfeld eine ortsabhängige potentielle Energie. Da Sätti-
gungseffekte in einer fernverstimmten Dipolfalle vernachlässigbar sind, bevölkert ein darin
gefangenes Atom im Wesentlichen nur den Grundzustand. Demnach wird das Dipolpoten-
tial allein durch die AC-Stark-Verschiebung des Grundzustandes bestimmt.
In Alkaliatomen bedingt die Spin-Bahn-Kopplung eine Feinstrukturaufspaltung der an-
geregten Zustände. Hieraus ergeben sich die D1- und die D2-Übergänge S1/2 → P1/2 bzw.
S1/2 → P3/2. Darüber hinaus führt die Kopplung mit dem Kernspin I zu einer Hyperfein-
aufspaltung der Grund- und der angeregten Zustände. Bei der Berechnung des Dipolpoten-
tials muss diese Sub-Struktur berücksichtigt werden, indem über die Beiträge aller betei-
ligten Übergänge summiert wird. Außerdem hängt das Dipolpotential von dem Grundzu-
stand, in dem sich das Atom befindet, sowie von der Laserpolarisation ab. Üblicherweise
ist die Verstimmung der Dipolfalle groß gegenüber der Hyperfeinstrukturaufspaltung in
den angeregten Zuständen (∼ 100 MHz), sodass diese nicht explizit berücksichtigt werden
muss. Unter diesen Bedingungen setzt sich das Gesamtdipolpotential gemäß folgender Ge-









Die Beiträge Vdip,X errechnen sich gemäß Gleichung 4.2 aus den Linienbreiten ΓX und
den Übergangsfrequenzen ωX der jeweiligen D-Linien, wobei X = {D1,D2} ist. Die ent-
sprechenden Werte für 87Rb und 40K sind im Anhang angegeben. Der Faktor P in Glei-
chung 4.6 ist abhängig von der Polarisation des eingestrahlten Lichtes [P = 0 für lineare
Polarisation (pi0) und P = ±1 für zirkulare Polarisation (σ±)]. Hierbei bezeichnet mF
das Zeeman-Niveau eines Atoms im Hyperfeingrundzustand F und gF ist der zugehörige
Landé-Faktor. Mit denselben Gewichtungsfaktoren wie in Gleichung 4.6, lässt sich auch
die Gesamtstreurate Γsc gemäß Gleichung 4.3 aus den Beiträgen der D1- und der D2-Linie
berechnen. Für linear polarisiertes Licht ist das Dipolpotential und die Streurate unabhän-
gig vom Hyperfeingrundzustand |F,mF 〉, in dem sich das Atom befindet.
4.1.1 Fokussierter Gauß-Strahl
Bei roter Verstimmung werden die Atome in das Intensitätsmaximum eines Lichtfeldes
gezogen. Somit lässt sich bereits mit einem einfachen fokussierten gaußschen Laserstrahl
ein dreidimensionaler Einschluss der Atome erzielen. Die räumliche Intensitätsverteilung
eines solchen Strahls, der entlang der x-Achse propagiert und ein elliptisches Strahlprofil
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Abbildung 4.1: Fokussierter Gauß-Strahl mit elliptischem Profil: Die dargestellte Einhül-
lende ist durch die Strahlradien wy(x) und wz(x) definiert und umschließt ∼ 86, 5 % der
Leistung. Die Strahlparameter entsprechen denen unserer gekreuzten Dipolfalle: Wellen-
länge λL = 1030 nm, Strahltaillen im Fokus w0,y = 150µm und w0,z = 40µm. In den
Projektionen sind die beiden Raylleighlängen Ry = 68, 6 mm und Rz = 4, 9 mm (blau)
und das Strahlprofil des Fokuses (rot) angedeutet. In der Richung seiner stärksten Fokus-
sierung divergiert der Strahl am schnellsten. Man beachte, dass die x-Koordinate um einen
Faktor hundert gestaucht dargestellt ist.














beschreiben. Dabei entspricht P der Lichtleistung und wν(x) bezeichnet die Strahlradien
entlang der beiden Ellipsenachsen ν = {y, z}. Die Radien geben den Abstand von der









vom Ort x ab. Die Radien w0,ν im Fokus definieren die Strahltaillen (beam waists). Zu-
sammen mit der Laserwellenlänge λL bestimmen sie die zugehörigen Rayleigh-Längen
Rν = piw
2
0,ν/λL. Wie am Beispiel von Abbildung 4.1 dargestellt, geben die Rayleigh-
Längen an, wie schnell sich der in x-Richtung propagierende Gauß-Strahl nach dem Fokus
entlang y und z aufweitet2. Das aus dem fokussierten Laserstrahl resultierende zylinder-
symmetrische Fallenpotential kann im Fokusbereich durch Taylor-Entwicklung angenähert





























Die Potentialtiefe V0 ergibt sich durch Einsetzen der maximalen Intensität (Intensität im
Fokus) I0 = 2P/(piw0,yw0,z) in die Gleichungen 4.2 und 4.6. Aus der Entwicklung 4.9


















Typische Strahltaillen liegen in der Größenordnung von 100µm, während die Laserwel-
lenlänge etwa einen Mikrometer beträgt. Wegen ων/ωx ≈ piw0/λL sind somit die trans-
versalen Frequenzen ωy,z zwei Größenordnungen höher als die axiale3 Frequenz ωx. Ein
einzelner Laserstrahl erzeugt also in der Regel eine stark anisotrope Dipolfalle.
In unserem Experiment werden Rubidium und Kalium in einer fernverstimmten Di-
polfalle gefangen. Da die verwendete Wellenlänge von 1030 nm näher an den Rubidium-
Übergängen liegt, verspürt 87Rb ein geringfügig tieferes Dipolpotential als 40K. Durch
Einsetzen der atomaren Daten in Gleichung 4.2 und 4.6 folgt VRb/VK ≈ 1, 15 und damit









≈ 1, 38. (4.12)
4.1.2 Gekreuzte Dipolfalle
Mit einem einzelnen Laserstrahl lässt sich nur ein sehr asymmetrisches Fallenpotential er-
zeugen. Um einen weitaus isotroperen Einschluss der Atome zu erzielen, wird in unserem
Experiment eine gekreuzte Dipolfalle verwendet. Dabei kreuzen sich zwei Laserstrahlen
mit orthogonalen linearen Polarisationen und identischen Strahltaillen unter einem Winkel
von 90◦ in ihren Fokussen. Zum zeitlichen Herausmitteln eventuell verbleibender Kreuzin-
terferenzen werden die beiden Laserstrahlen zueinander um 160 MHz in den Frequenzen
verschoben. Auch wenn die Polarisation in einem gewissen Raum- und Zeitpunkt elliptisch
statt linear ist, so hat sie eine halbe Schwebungsperiode später (∼ 6 ns) das umgekehrte
Vorzeichen. Im Zeitmittel ist das Lichtfeld daher effektiv linear polarisiert und somit die
3Im Folgenden ist mit „axial“ immer die Propagationsrichtung des Laserstrahls gemeint, während die
„transversale“ Ebene senkrecht dazu steht.
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Abbildung 4.2: Theoretischer Potentialverlauf der gekreuzten Dipolfalle entlang der ho-
rizontalen und der vertikalen Schnittebene durch das Fallenzentrum. Die Strahlparameter
entsprechen denen unserer Dipolfalle und sind in Abbildung 4.1 spezifiziert. Das zur bes-
seren Übersicht invertiert dargestellte Potential V (r) ist direkt proportional zur räumlichen
Intensitätsverteilung I(r). Es gilt V (r)/2V0 = I(r)/2I0, wobei 2V0 die absolute Fallen-
tiefe und 2I0 die maximale Intensität im Fokus ist. Man beachte, dass die z-Achse, entlang
derer der Einschluss besonders steil ist, um einen Faktor fünf gestreckt ist. Die effektive
Fallentiefe ist durch V0 gegeben. Im Fallenzentrum betragen die berechneten Streuraten
Γsc/2pi = 24 mHz · PW für Rubidium und 18 mHz · PW für Kalium. Dabei bezeichnet P die
Leistung in jedem der beiden Strahlen.
AC-Stark-Verschiebung gemäß Gleichung 4.6 unabhängig vom genauen Hyperfeingrund-
zustand |F,mF 〉, in dem sich das Atom befindet [196]. Im Folgenden sollen die Strahlen
der gekreuzten Dipolfalle wie in Abbildung 3.20a entlang der x- und der y-Achse verlau-
fen und sich im Ursprung kreuzen. In einer solchen Falle lassen sich die Atome entlang
aller drei Raumachsen stark einschließen. Verfügt jeder der beiden Strahlen über eine Leis-
tung P und weisen beide ein elliptisches Profil mit einer Taille w0,h in der Strahlebene und
w0,v senkrecht dazu auf, so lässt sich für kleine Ausdehnungen der atomaren Wolken das











Aufgrund der in der harmonischen Näherung vorliegenden Zylindersymmetrie ist es sinn-
voll, den radialen Abstand r = (x2 + y2)1/2 einzuführen und die Strahlebene (x-y) als
radiale Ebene zu bezeichnen. In Übereinstimmung mit dem vorherigen Abschnitt 4.1.1
gibt V0 die Tiefe einer Falle an, die nur von einem der beiden Strahlen gebildet wird. So-
mit errechnet sich V0 wie in Abschnitt 4.1.1 beschrieben mit den Ersetzungen w0,y = w0,h
und w0,z = w0,v. Da, wie in Abbildung 4.2 zu erkennen, die Atome den steilen Bereich der
119
4 Optische Potentiale
gekreuzten Dipolfalle entlang der beiden Laserstrahlen verlassen können und dann quasi
frei sind, ist die effektive Fallentiefe durch V0 und nicht etwa durch 2V0 gegeben. In der
Näherung 4.13 wird nur der Einschluss durch die transversalen Krümmungen der beiden
Laserstrahlen berücksichtigt, da die axialen Krümmungen demgegenüber vernachlässigbar
sind. Daraus folgt, dass die Fallenfrequenz in der radialen Ebene in sehr guter Näherung






Ganz allgemein gilt für die Überlagerung mehrerer harmonischer Fallen, dass sich die
Einzelfrequenzen quadratisch zum Quadrat der Gesamtfrequenz aufaddieren. Demnach
gilt




da entlang der z-Achse sowohl der transversale Einschluss vom x- als auch vom y-Strahl
wirkt.
4.1.3 Gekreuzte Dipolfalle im Schwerefeld
In der gekreuzten Dipolfallen lassen sich die Rubidium- und Kaliumatome unabhängig
von ihren Hyperfeinzuständen fangen und mittels magnetischer Feshbach-Resonanzen in
ihrer Wechselwirkung beeinflussen. Eine wichtige Voraussetzung für die Beobachtung von
heteronuklearen Wechselwirkungen oder für die Erzeugung heteronuklearer Moleküle ist
ein guter räumlicher Überlapp zwischen den beiden unterschiedlich schweren Spezies der
Mischung. Auch für das sympathetische Kühlen in der Dipolfalle ist, unabhängig von der
Fallentiefe, ein guter räumlicher Überlapp zwischen den beiden Spezies notwendig.
Minimieren des gravitativen Versatzes
Aufgrund ihrer unterschiedlichen Schwerkraft werden die Rubidium- und Kaliumatome
in einer Dipolfalle im Allgemeinen verschieden weit nach unten „durchhängen“. In ei-
ner hinreichend tiefen gekreuzten Dipolfalle verspüren die Atome der Masse m gemäß
Gleichung 4.13 nur den harmonischen Anteil des Dipolpotentials. Wirkt die Schwerkraft
mit einer Beschleunigung gez senkrecht zur Strahlebene, so lässt sich das resultierende






Das heißt, für genügend tiefe Fallen bleibt der harmonische Einschluss auch unter dem
Einfluss der Schwerkraft erhalten, jedoch verschiebt sich die Gleichgewichtsposition ge-
genüber dem ungestörten Potential um ∆z = −g/ω2z . Die Massenabhängigkeit der Ver-
schiebung ist gemäß Gleichung 4.15 in der Fallenfrequenz ωz enthalten. Aufgrund ihrer
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verschiedenen Massen erfahren Rubidium und Kalium einen unterschiedlichen Versatz
∆z. Hieraus resultiert ein differentieller Versatz δz, der die relative Verschiebung zwi-








Ein Ansatz, den differentiellen Versatz δz zu minimieren, besteht darin, die Laserwel-
lenlänge so zu wählen, dass die Fallenfrequenzen von Rubidium und Kalium miteinander
übereinstimmen: ωRb,z = ωK,z. Laut Gleichung 4.15 bedeutet dies, dass das Verhältnis der
Dipolpotentiale VRb(r)/VK(r) mit dem Massenverhältnis mRb/mK übereinstimmen muss.
Durch Auswertung von Gleichung 4.2 und 4.6 lässt sich zeigen, dass diese Bedingung
bei einer Wellenlänge von 807, 5 nm erfüllt wird. Bei dieser Wellenlänge ist der Versatz
im Schwerefeld für beide Elemente identisch und somit der räumliche Überlapp der bei-
den Atomwolken perfekt. Doch ist dann die Dipolfalle für Rubidium mehr als doppelt
so tief wie für Kalium, was ein sympathetisches Kühlen des Kaliums innerhalb der Di-
polfalle unmöglich macht. Dieses Problem kann durch die Überlagerung einer zweiten,
fern-rotverstimmten Dipolfalle gelöst werden [197]. In dieser Konfiguration verfügt das
807 nm-Licht nur über soviel Leistung, dass es gerade die Gravitation kompensiert. Die
Strahlen des fernverstimmten Lichts werden auf die Gleichgewichtsposition der Atome
justiert und erzeugen für beide Spezies ein nahezu identisches Potential. Über die Leis-
tung des fernverstimmten Lichts lässt sich dann die Fallentiefe variieren.
Der in unserem Experiment verfolgte Ansatz basiert darauf, für beide Elemente den
absoluten Versatz ∆z zu minimieren. Um dies umzusetzen, müssen die vertikalen Fallen-
frequenzen für Rubidium und Kalium möglichst groß sein. In einer gekreuzten Dipolfalle
wird dies dadurch erreicht, dass die Strahlen senkrecht zur Schwerkraft verlaufen (entlang
der horizontalen x-y-Ebene) und ein elliptisches Strahlprofil mit kleiner vertikaler Taille
w0,v aufweisen. Hieraus resultiert eine oblate Falle, bei der die vertikale Fallenfrequenz ωz
um einen Faktor α =
√
2w0,h/w0,v größer ist als die radiale Fallenfrequenz ωr. In einer
solchen Falle ist selbst bei geringer Tiefe noch ein steiler vertikaler Einschluss möglich.
Dies garantiert beim evaporativen Kühlen durch Verringern der Fallentiefe bis zuletzt einen
guten räumlichen Überlapp zwischen den beiden Spezies. Das große Aspektverhältnis der




1/3 zu realisieren und somit atomare Mischungen mit nicht zu hohen Dichten
zu präparieren. In unserem Aufbau liefert die oblate Dipolfalle zugleich den externen Ein-
schluss für das optische Gitter. Dank der oblaten Form lassen sich entlang der horizontalen
Gitterebenen sehr ausgedehnte und recht homogene periodische Systeme präparieren. Ein
geringer absoluter Versatz |∆z| vereinfacht zudem die Justage des optischen Gitters, da die
vertikale Position der Atomwolke wenig mit der Dipolfallentiefe (insbesondere im Augen-
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Abbildung 4.3: (a) Numerisch berechnetes Potential der gekreuzten Dipolfalle im Schwe-
refeld für Rubidium (rot) und Kalium (blau) bei einer Leistung von P = 0, 4 W pro Strahl.
Man beachte die verschiedenen Skalierungen der Koordinatenachse für Vtot(0, 0, z) und
Vtot(x, 0, 0). (b) Absoluter Versatz ∆z, differentieller Versatz δz (violett), (c) radiale und
(d) vertikale Fallenfrequenzen als Funktion von P . Die Ergebnisse der entsprechenden
harmonischen Näherungen sind gestrichelt dargestellt.
Exakte Bestimmung der charakteristischen Fallengrößen
Unter Berücksichtigung der Schwerkraft ist eine exakte Bestimmung der charakteristi-
schen Fallengrößen wie Frequenz, effektive Fallentiefe und Versatz nur numerisch mög-
lich. Entsprechende Berechnungen werden am Beispiel unserer Dipolfalle durchgeführt.
Die zugehörigen Strahlparameter sind in Abbildung 4.1 spezifiziert. Abbildung 4.3a zeigt
das unter dem Einfluss der Schwerkraft resultierende Gesamtpotential Vtot für Rubidium
(rot) und Kalium (blau) bei einer typischen Laserleistung von P = 0, 4 W pro Strahl. Ent-
lang der vertikalen Achse wird das Dipolpotential durch die Schwerkraft verzerrt. Dessen
Minimum verschiebt sich für Rubidium (Kalium) um |∆z| = 3µm (1, 5µm) nach unten.
Ein Bose-Einstein-Kondensat und ein entartetes Fermigas mit jeweils 2 ·105 Atomen besit-
zen in dieser Falle entlang der vertikalen Achse eine Ausdehnung von etwa 5 bzw. 13µm.
Der differentielle Versatz ist mit δz = 1, 5µm so gering, dass die beiden Wolken vollstän-
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dig überlappen. In den Abbildungen 4.3b-d sind die Verschiebungen sowie die Fallenfre-
quenzen als Funktion der Laserleistung P aufgetragen. Dabei bezeichnet P die Leistung in
jedem einzelnen der beiden Laserstrahlen. Neben den exakten numerischen Berechnungen
sind die Ergebnisse der harmonischen Näherungen (Gleichung 4.14, 4.15 und 4.17) gestri-
chelt dargestellt. Mit abnehmender Fallentiefe werden die Fehler der Näherungen immer
größer. Bei den Frequenzen sind die Abweichungen auf den vernachlässigten Versatz ∆z
bezüglich des Fallenzentrums zurückzuführen. Unterhalb einer minimalen Leistung von
Pmin ≈ 100 mW (≈ 50 mW) reicht die Dipolkraft schließlich nicht mehr aus, um das Ru-
bidium (Kalium) gegen die Schwerkraft zu halten. Die Justage der gekreuzten Dipolfalle
ist kritisch auf die Ausrichtung der elliptischen Strahlprofile bezüglich der Schwerkraft
und auf ein zentrisches Kreuzen der beiden Laserstrahlen. Anhand eines Vergleichs von
Pmin bzw. der Fallenfrequenzen aus Abbildung 4.3 mit den gemessenen Werten lässt sich
abschließend die richtige Justage der Dipolfalle überprüfen.
Effektive Fallentiefe im Schwerefeld
Betrachtet man das Gesamtpotential Vtot(r) = Vxy(r) + mgz der gekreuzten Dipolfalle
im Schwerefeld bei hohen Laserleistungen P , so kann die Schwerkraft gegenüber dem Di-
polpotential Vxy(r) vernachlässigt werden. Um die Falle zu verlassen, haben Atome, die
sich genau entlang der Strahlachsen bewegen, die niedrigste Potentialschwelle zu über-
winden. Damit ist die effektive Fallentiefe näherungsweise durch die der reinen Dipolfalle
gegeben: ∆Veff ≈ V0. Bedingt durch den zunehmenden relativen Einfluss der Schwerkraft,
taucht unterhalb einer kritischen Laserleistung Pcr abrupt eine neue, niedrigere Schwelle
entlang der vertikalen z-Achse auf. Die effektive Fallentiefe ist dann durch
∆Veff = Vtot(0, 0, zmax)− Vtot(0, 0, zmin) für P ≤ Pcr (4.18)
gegeben. Hierbei bezeichnen zmax und zmin = ∆z die Positionen des lokalen Maximums
beziehungsweise Minimums des Gesamtpotentials Vtot(0, 0, z) entlang der vertikalen Ach-
se. Abbildung 4.4a zeigt die numerisch exakt ermittelten effektiven Fallentiefen ∆Veff für
Rubidium und Kalium (durchgehende Kurven). Am Beispiel von Rubidium wird gezeigt,
dass der Verlauf der effektiven Fallentiefe ∆Veff oberhalb von Pcr in guter Näherung durch
V0 (grob gestrichelt) gegeben ist. Unterhalb von Pcr kann die effektive Fallentiefe exakt
durch Gleichung 4.18 (fein gestrichelte Kurve) wiedergegeben werden. Die kritische La-
serleistung Pcr ist näherungsweise durch den Schnittpunkt der beiden gestrichelten Kurven
gegeben. Zwar ist die hier aufgeführte Näherung für ∆Veff nach wie vor numerisch zu lö-
sen, dies erweist sich jedoch als weitaus weniger aufwendig, als die exakte numerische
Lösung, bei der die minimale Potentialschwelle im gesamten Raum gesucht werden muss.
Erst unterhalb von Pcr wird die effektive Fallentiefe durch den Einfluss der Schwerkraft
limitiert und erst dann wird die Falle für das schwere Rubidium flacher als für das leich-
te Kalium. Hieraus folgt, dass sich das Kalium nur für P < Pcr effizient sympathetisch
in der Dipolfalle kühlen lässt. Um eine unnötige Evaporation des Kaliums zu vermeiden,
123
4 Optische Potentiale
sollte die Mischung hinreichend weit vorgekühlt werden, bevor sie in die gekreuzte Dipol-
falle transferiert wird. Erst der Unterschied in der Schwerkraft ermöglicht ein selektives
Evaporieren des Rubidiums und somit ein sympathetisches Kühlen des Kaliums in einer
ansonsten für beide Spezies etwa gleich tiefen Dipolfalle.
In Abbildung 4.6 sind für drei verschiedene Fallentiefen ∆Veff die Äquipotentialflächen
dargestellt, entlang derer Rubidiumatome die Falle während der Evaporation verlassen
können. Dabei entsprechen die Fallentiefen den drei in Abbildung 4.4a markierten Werten.
Oberhalb von Pcr verlassen die Atome die Falle bevorzugt entlang der Strahlachsen, wäh-
rend sie unterhalb von Pcr direkt aus dem Zentrum „herausfallen“ können. Das unterschied-
liche Evaporationsverhalten wird experimentell durch die In-situ-Absorptionsaufnahmen
in Abbildung 4.5 bestätigt. Die Schwerkraft spielt nicht nur eine wichtige Rolle für die
Spezies-Selektivität beim Evaporieren, sondern sie beeinflusst auch über die Form der
Potentialschwellen die Effizienz des Evaporationsprozesses. Dieser Sachverhalt sollte zu-
































Abbildung 4.4: Gekreuzte Dipolfalle im Schwerefeld: (a) Effektive Fallentiefe ∆Veff für
Rubidium (rot) und Kalium (blau) als Funktion der Strahlleistungen P . Für Rubidium
ist zudem V0(P ) (grob gestrichelt) und der Verlauf aus Gleichung 4.18 (fein gestrichelt)
wiedergegeben. Zu den drei markierten Fallentiefen sind in Abbildung 4.6 die zugehö-
rigen Äquipotentialflächen dargestellt. Der Punkt 2© definiert die kritische Laserleistung
Pcr ≈ 0, 28 W. Unterhalb dieser Leistung verlassen die Rubidiumatome die Falle nicht
mehr bevorzugt entlang der Laserstrahlen, sondern direkt aus dem Fallenzentrum. (b)
Äquipotentialflächen einer gekreuzten Dipolfalle bei P = 0, 4W [Punkt 1©]. Mit zuneh-
mender Teilchenenergie E/kB weicht die Fallengeometrie deutlich von dem Rotationsel-




Abbildung 4.5: In-situ-Aufnahmen der gekreuzten Dipolfalle: (a) Thermische Atome in
einer relativ tiefen Dipolfalle verlassen die Falle bevorzugt entlang der Strahlachsen. (b)
Wohingegen die Atome bei einer flachen Falle direkt aus dem Fallenzentrum herausfal-
len. Letzteres ist am Beispiel eines Rb-Kondensats dargestellt, welches in Form eines




Abbildung 4.6: Rubidium-Äquipotentialflächen einer gekreuzten Dipolfalle im Schwere-
feld bei drei verschiedenen Fallentiefen ∆Veff [siehe Markierungen in Abbildung 4.4a]:
Die im Dreiviertelschnitt dargestellten Äquipotentialflächen entsprechen einer Energie,
die 2 % über der jeweiligen Fallentiefe ∆Veff liegt. Somit geben die Flächen Pfade wie-
der, entlang derer das Rubidium die Falle während der Evaporation bevorzugt verlässt. In
einer tiefen Falle [P = 0, 4 W 1©] verlassen die Atome die Falle bevorzugt entlang der
Strahlachsen. Demgegenüber ist eine flache Falle [P = 0, 2 W 3©] durch die Schwerkraft
so stark deformiert, dass die Atome direkt aus dem Fallenzentrum „herausfallen“ können.
Am Übergangspunkt [mit der kritischen Leistung Pcr ≈ 0, 28 W 2©] verlassen die Atome




Statt einfacher Dipolfallen lassen sich über räumlich variierende Intensitätsmuster auch
komplexere Potentiallandschaften realisieren. So nutzt man die Interferenz von entgegen-
gesetzt propagierenden Laserstrahlen um periodische Potentiale aus Licht, sogenannte op-
tische Gitter, zu erzeugen. Je nach der Verstimmung des Laserlichtes werden die Atome
in den Knoten oder in den Bäuchen der optischen Stehwellen gefangen. Nachstehend wird
die Struktur der Gitterpotentiale genauer untersucht.
4.2.1 Eindimensionales Gitter
Abbildung 4.7: Ausbildung einer Stehwelle durch Rückreflexion eines Laserstrahls.
Die einfachste Form eines optischen Gitters stellt das 1D-Gitter dar. Es wird realisiert,
indem man einen fokussierten gaußschen Laserstrahl in sich zurück reflektiert. Da die
Rayleigh-Länge in der Regel sehr viel größer ist als der Strahldurchmesser, wird diese von











Hierbei propagiert das Licht entlang der z-Achse und k = 2pi/λ bezeichnet den Betrag
des zugehörigen Wellenvektors. Der Abstand zwischen den periodisch angeordneten Po-
tentialmulden ist durch die halbe Wellenlänge λ/2 gegeben. Der Laserstrahl weist ein rota-
tionssymmetrisches Strahlprofil mit einer Strahltaille4 wz auf. Aufgrund der konstruktiven
Interferenz zwischen der vor- und der zurücklaufenden Laserwelle entspricht die maxima-
le Tiefe Vz des optischen Gitters viermal der Tiefe V0,z einer entsprechenden Dipolfalle
ohne Rückreflex (siehe Abschnitt 4.1.1). Häufig wird die Tiefe des Gitters Vz = szEr in
der „natürlichen Einheit“ der Rückstoßenergie Er = ~2k2/2m angegeben. Dabei bezeich-
net m die Atommasse.
Ist das Laserlicht gegenüber den atomaren Übergängen rotverstimmt, so ist Vz < 0 und
die Atome werden in den Bäuchen der Stehwelle gefangen. Umgekehrt ist für blauver-
stimmtes Laserlicht Vz > 0 und die Atome halten sich bevorzugt in den Knoten der Steh-
welle auf. Die individuellen Potentialmulden haben die Form von oblaten Scheiben (siehe
4Die Strahltaille entspricht dem Radius, bei dem die Intensität auf 1/e2 des Maximalwertes abgefallen ist.
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Abbildung 4.8: Räumliche Struktur des 1D-, 2D- und 3D-Gitters: (a) Eine entlang der
z-Achse verlaufende Stehwelle bildet ein 1D-Gitter. In diesem formen die Atomwolken
oblate Scheiben, welche parallel zur x-y-Ebene ausgerichtet sind. (b) Durch Überlagerung
einer weiteren Stehwelle entlang der y-Achse erhält man ein 2D-Gitter. Hier sind die Ato-
me in langgestreckten Röhren eingeschlossen, welche senkrecht zur Strahlebene verlaufen.
(c) Stehwellen entlang aller drei Raumachsen bilden die Kristallstruktur des 3D-Gitters.
Abbildung 4.8a). Bei rotverstimmten Laserlicht bedingt die gaußförmige Einhüllende der
Intensitätsverteilung zusätzlich einen transversalen (x-y) Einschluss der Atome. Bei blau-
verstimmten Laserlicht sind die Atome nur entlang der Stehwelle (z) eingeschlossen. Der
transversale Einschluss muss hier durch die Überlagerung eines weiteren Fallenpotentials,
wie etwa dem einer Magnetfalle oder einer rotverstimmten Dipolfalle, erzeugt werden.
4.2.2 Mehrdimensionale Gitter
Durch die Überlagerung mehrerer Stehwellen entlang unterschiedlicher Raumrichtungen
lassen sich mehrdimensionale Gitter erzeugen. So bilden zwei zueinander senkrecht ver-
laufende Stehwellen ein 2D-Gitter. In diesem ordnen sich die Atome, wie Abbildung
4.8b illustriert, in Form langgestreckter Schläuche an, welche vertikal zur Strahlebene
aufgereiht sind. Durch die Wahl zueinander orthogonaler linearer Polarisationen werden
Kreuzinterferenzen zwischen den verschiedenen Stehwellen vermieden. Zusätzlich ver-
wendet man auf den verschiedenen Achsen leicht unterschiedliche Laserfrequenzen (eini-
ge 10 MHz), um etwaige durch kleine Abweichungen der Polarisationen bedingte Kreu-
zinterferenzen zeitlich herauszumitteln (siehe Abschnitt 4.1.2). In gleicher Weise wird in
unserem Experiment durch die Überlagerung von drei zueinander senkrecht verlaufender
Stehwellen ein 3D-Gitter mit einfach kubischer Symmetrie realisiert. Aufgrund orthogo-
naler Polarisationen und unterschiedlicher Laserfrequenzen sind die einzelnen Stehwellen
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Dabei sind wν die Taillen der Gauß-Strahlen, die entlang der Achsen ν ∈ {x, y, z} verlau-
fen, und Vν sind die zugehörigen Gittertiefen.
In einem tiefen 3D-Gitter sind die Atome auf individuellen Gitterplätzen gefangen. Wie
in Abbildung 4.8c gezeigt, weist eine solche Anordnung, ähnlich zu einem Festkörper,
eine einfach kubische Kristallstruktur auf. Ist das Gitter hinreichen tief, so kann der Ein-
schluss auf den einzelnen Plätzen durch ein harmonisches Potential angenähert werden.
Für ein Gitter, welches entlang der Achse ν eine Tiefe Vν = sνEr aufweist, beträgt die









Die Betragsstriche drücken aus, dass es für die Fallenfrequenz unerheblich ist, ob die Ato-
me in den Intensitätsmaxima eines rotverstimmten Gitters (Vν < 0) oder in den Intensi-
tätsminima eines blauverstimmten Gitters (Vν > 0) gefangen sind.
4.2.3 Externes Potential
Aufgrund des gaußförmigen Profils der Laserstrahlen weicht das Gitterpotential von einem
homogenen periodischen Potential ab. In welcher Weise die Einhüllende der Intensitäts-
verteilung das Potential beeinflusst, wird maßgeblich durch das Vorzeichen der Laserver-
stimmung bestimmt (man vergleiche die nachstehenden Punkte mit Abbildung 4.9):
• In einem rotverstimmten Gitter halten sich die Atome in den lokalen Intensitätsma-
xima auf und die Einhüllende gibt die Tiefe der jeweiligen Potentialtöpfchen vor.
Somit sorgt die gaußförmige Einhüllende auch für den externen Einschluss der Ato-
me.
• In einem blauverstimmten Gitter halten sich die Atome in den lokalen Intensitätsmi-
nima auf. Im Fall vollständiger Interferenz verschwindet die Intensität im Zentrum
eines jeden Gitterplatzes, sodass die Atome in erster Näherung nichts von der Ein-
hüllenden verspüren. Unter diesen Annahmen führt die gaußförmige Intensitätsver-
teilung nur zu einer Variation der Barrierenhöhe, nicht aber zu einem Energiever-
satz zwischen den Potentialtöpfchen. In der Realität weisen die Atome jedoch eine
endliche Eindringtiefe in die Potentialbarrieren auf und Reflexionsverluste verursa-
chen eine unvollständige (destruktive) Interferenz. Folglich sind die Atome endli-
chen Intensitäten ausgesetzt und zusammen mit dem gaußförmigen Strahlprofil und
der blauen Verstimmung führt dies zu einem schwachen, repulsiven externen Poten-
tial. Mit der Variation der Barrierenhöhen geht zudem eine Änderung der quanten-
mechanischen Nullpunktenergien zwischen den einzelnen Gitterplätzen einher. Dies
ruft einen zusätzlichen repulsiven externen Beitrag hervor.
129
4 Optische Potentiale
Abbildung 4.9: Schematische Darstellung der Intensitätsverteilung I(x, y, z = 0) in ei-
nem 2D-Gitter als Höhen- und als Dichteprofil. Verschiedene Schnitte verdeutlichen den
Einfluss des Strahlprofils der y-Stehwelle auf den Potentialverlauf parallel zur x-Achse.
Der rote Schnitt verläuft durch einen Bauch der y-Stehwelle und spiegelt somit den Fall
eines rotverstimmten Gitters wider. Die blauen Schnitte verlaufen jeweils durch Knoten
der y-Stehwelle und spiegeln damit den Fall eines blauverstimmten Gitters wider.
Für die Bestimmung der einzelnen Potentialbeiträge gehen wir davon aus, dass das Po-
tential des 3D-Gitters für Abstände vom Zentrum, die klein gegenüber der Strahltaille sind,
durch ein homogenes periodisches Potential und ein externes harmonisches Potential an-
genähert werden kann:









Die zugehörigen Größen Vν und ω2ν sollen im Folgenden, unter Berücksichtigung von Re-
flexionsverlusten bei der Erzeugung der Stehwellen, bestimmt werden. Im Allgemeinen
wird ein Laserstrahl bei der Reflexion und beim Durchlaufen der optischen Elemente in
seiner Intensität verringert. Ist die Intensität des rückreflektierten Strahles am Ort der Ato-
me um einen Faktor 0 < Rx < 1 gegenüber dem einlaufenden Strahl abgeschwächt, so
findet bei der Interferenz keine vollständige Auslöschung mehr statt5. Für das Potential der
resultierenden Stehwelle ergibt sich dann statt Gleichung 4.19:
V1D(r) = V0,ze
−2 x2+y2


















Analoge Ausdrücke ergeben sich für die einzelnen Achsen ν ∈ {x, y, z} eines 3D-Gitters.
Hierbei bezeichnet V0,ν die maximale Tiefe einer Dipolfalle, welche nur durch den ein-
5Neben Reflexions- und Absorptionsverlusten führen auch unterschiedliche Strahltaillen zwischen dem
vor- und dem zurücklaufenden Strahl zu einer unvollständigen Interferenz. Berücksichtigt man für unser
Experiment einen Fehler zwischen den Strahltaillen von etwa 10µm, so ergibt sich zusammen mit den
Verlusten eine „effektive Reflektivität“ von 0, 75 ≤ Rν ≤ 0, 9.
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laufenden Strahl gebildet wird. Bei vollständiger Reflexion Rν = 1 gilt Vν = 4V0,ν und
wir erhalten wieder den Ausdruck aus Gleichung 4.19. Demgegenüber ist bei endlichen




gegeben. Gemäß Gleichung 4.21 verringert sich die zugehörige Fallenfrequenz ωG,ν auf
den Gitterplätzen um einen Faktor 4
√





Rν |V0,ν |. (4.25)
Vernachlässigt man zunächst die endliche Eindringtiefe in die Potentialbarrieren, so de-
finieren beim rotverstimmten Gitter die lokalen Intensitätsmaxima (cos2(kxν) = 1) das
Potential, welches den externen Einschluss erzeugt. Entsprechend definieren die lokalen
Intensitätsminima (cos2(kxν) = 0) das externe Potential des blauverstimmten Gitters.
Setzt man diese beiden Fälle in Gleichung 4.23b und die entsprechenden Gleichungen

















Dabei gilt das obere Vorzeichen für das rot- und das untere Vorzeichen für das blauver-
stimmte Gitter. Die Ausdrücke für ω2x und ω
2
y ergeben sich aus Gleichung 4.26 durch zy-
klisches Vertauschen der Indizes ν ∈ {x, y, z}.
Nun halten sich die Atome nicht nur in den Zentren der Gitterplätze auf, sondern sie
verfügen auch über eine endliche Aufenthaltswahrscheinlichkeit innerhalb der Potential-
barrieren. Dies führt zu einem zusätzlichen Potentialversatz. Für eine entlang der Achse ν
verlaufende Stehwelle der effektiven Tiefe Vν = 4
√









Hierbei ist w(xν − xν,j) die Wannier-Funktion für ein Teilchen im untersten Band und
am Ort des j-ten Gitterplatzes (siehe Gl. 5.21). Im Bereich des Gitterplatzes lässt sich
die Wannier-Funktion sehr gut durch einen gaußförmigen Oszillatorgrundzustand annä-
hern. Im Gegenzug kann der Energieversatz, verursacht durch den Überlapp mit den Po-
tentialbarrieren, durch die potentielle Energie des harmonischen Oszillatorgrundzustandes
wiedergeben werden6. Somit ergibt sich der rechte Ausdruck in Gleichung 4.27. Wie aus
6Die potentielle Energie eines harmonischen Oszillatorgrundzustandes beträgt gerade die Hälfte seiner

















Abbildung 4.10: Energieversatz ∆Vν durch den Überlapp der Wannier-Wellenfunktion
mit den Potentialbarrieren für eine Stehwelle der Tiefe Vν (siehe Gleichung 4.27, die har-
monische Näherung ist gestrichelt dargestellt). In einem dreidimensionalen Gitter summie-
ren sich die Beiträge∆Vν der einzelnen Stehwellen ν ∈ {x, y, z} zu einem Gesamtversatz.
Abbildung 4.10 hervorgeht, liefert diese Näherung bereits bei geringen Gittertiefen sehr
gute Resultate. Im 3D-Gitter verursacht jede der Achsen ν ∈ {x, y, z} einen entspre-
chenden Versatz ∆Vν . Aufgrund der gaußförmigen Einhüllenden sind die Versätze ∆Vν
ortsabhängig und rufen somit einen weiteren Beitrag zum externen Potential hervor. In der











Gleichung 4.25 für die Fallenfrequenz auf den einzelnen Gitterplätzen gilt streng ge-
nommen nur im Zentrum des Gitters, da nach außen hin die Tiefe der Potentialtöpfchen
mit dem gaußschen Strahlprofil abnimmt (siehe Gl. 4.23). So fällt zum Beispiel die z-
Fallenfrequenz auf den Gitterplätzen wie folgt ab:













Mit der Fallenfrequenz nimmt jedoch gleichzeitig die quantenmechanische Nullpunktener-
gieE0 = ~(ωG,x+ωG,y+ωG,z)/2 der einzelnen Potentialtöpfchen ab. Hieraus resultiert ein












Hierbei wird die Gittertiefe Vν = sνEr gemäß Gleichung 4.24 bestimmt und in Einheiten
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λ=850 nm λ=755 nm
Abbildung 4.11: Externes Potential eines (a) rot- und eines (b) blauverstimmten 3D-
Gitters als Funktion der drei miteinander übereinstimmenden effektiven Gittertiefen Vν
(ν ∈ {x, y, z}). Für die Strahltaillen gilt wν = 150µm. Die Potentiale sind in Einheiten
der quadratischen Rubidium-Fallenfrequenzen angegeben. Bei roter Verstimmung ist das
Potential attraktiv (ω2ν > 0) und bei blauer Verstimmung repulsiv (ω
2
ν < 0). Neben den ex-
ternen Gesamtpotentialen für Strahl-Reflektivitäten von 75 % und 90 % sind auch die Ein-
zelbeiträge, verursacht durch die endliche Eindringtiefe in die Potentialbarieren (violett
gestrichelt) und durch die quantenmechanische Nullpunktsenergie (schwarz gestrichelt),
wiedergegeben.
Summiert man die Beiträge aus den Gleichungen 4.26, 4.28 und 4.30, so ergibt sich
schließlich die quadratische Fallenfrequenz des externen Gesamtpotentials. Letzteres wirkt
beim blauverstimmten Gitter repulsiv (ω2ν < 0). Damit die Atome hier dennoch gefangen
werden können, muss zusätzlich das Potential einer Magnetfalle oder einer rotverstimmten
Dipolfalle überlagert werden, dessen Fallenfrequenz ων,trap die Bedingung ω2ν,trap > |ω2ν |
erfüllt.
Gemäß Abbildung 4.10 lässt sich das Überlappintegral in 4.27 sehr gut durch die Wur-
zel aus der Gittertiefe beschreiben. Setzt man diese Näherung in Gleichung 4.28 ein, so
stellt sich interessanter Weise heraus, dass die beiden Energieversätze, verursacht durch
die endliche Eindringtiefe in die Potentialbarrieren und durch die quantenmechanische
Nullpunktenergie, betragsmäßig miteinander übereinstimmen. Im rotverstimmten Gitter
heben sich die beiden Beiträge gegenseitig auf, wohingegen sie sich beim blauverstimmten
Gitter zu einem repulsiven Potential vereinigen. Bei der Berechnung der externen Poten-
tiale können Reflexionsverluste, abgesehen von ihrem Einfluss auf die effektive Gittertiefe
Vν = 4
√
RνV0,ν , in der Regel vernachlässigt werden. Wie in Abbildung 4.11 zu erkennen
ist, gilt dies gleichermaßen für das rot- und das blauverstimmte Gitter. Bei roter Verstim-
mung und typischen Reflektivitäten Rν , lässt sich der Faktor V0,ν(1 + Rν + 2
√
Rν) in
Gleichung 4.26 in guter Näherung durch die effektive Gittertiefe Vν = 4
√
RνV0,ν ersetzen.
Da sich zudem die beiden Beiträge 4.28 und 4.30 gegenseitig aufheben, nimmt beim rot-
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verstimmten Gitter der externe Einschluss linear mit der effektiven Gittertiefe Vν zu. Für
das blauverstimmte Gitter ist der Term V0,ν(1+Rν−2
√
Rν) in Gleichung 4.26 in guter Nä-
herung null, sodass das externe Potential allein durch den doppelten Beitrag von Gleichung
4.30 beschrieben werden kann. Um das vergleichsweise schwache repulsive Potential zu
kompensieren, muss eine zusätzliche Falle überlagert werden, deren Tiefe nur wurzel-
förmig mit der effektiven Gittertiefe Vν zunimmt. Zwar stimmen beim 755 nm-Gitter die
einheitenlosen Gittertiefen sν,Rb = sν,K für Rubidium und Kalium miteinander überein,
doch ist das repulsive externe Potential für Kalium um einen Faktor mRb/mK stärker als
für Rubidium. Dementsprechend muss die zusätzliche Falle um mRb/mK erhöht werden,
um den externe Einschluss neben Rubidium auch für Kalium aufrecht erhalten zu können.
Fassen wir die vorangegangenen Ergebnisse zusammen: Das durch das gaußförmige
Profil der Gitterstrahlen verursachte externe Potential lässt sich harmonisch nähern. Beim












und entsprechend zyklisch vertauschte Ausdrücke für die beiden anderen Achsen gegeben.
Beim blauverstimmten Gitter wirkt das hervorgerufene externe Potential repulsiv und die











und die entsprechend zyklisch vertauschten Ausdrücke gegeben. In den obigen Formeln
sind sν = Vν/Er = 4
√
RνV0,ν/Er die effektiven Gittertiefen entlang der Gitterachsen
ν ∈ {x, y, z} in Einheiten von Er. Dabei bezeichnet V0,ν die maximale Tiefe einer Dipol-
falle, welche nur durch den einlaufenden Strahl gebildet wird, und Rν gibt den Anteil des
rückreflektierten Lichtes an. Gleichung 4.32 stellt ein wichtiges Ergebnis dieses Kapitels
dar.
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5 Zustände im Gitter, Präparation und Analyse
Dieses Kapitel befasst sich mit den atomaren Zuständen im optischen Gitter, mit deren
Präparation und Analyse. Die Betrachtungen gehen aus von den Bloch-Wellen im per-
fekt periodischen Potential, über die Einteilchenspektren des inhomogenen Gitters bis hin
zu den Hubbard-Modellen von wechselwirkenden Bosonen, Fermionen und Bose-Fermi-
Mischungen.
Zunächst werden die verschiedenen Beugungsregimes für Atome in optischen Stehwel-
len diskutiert. Hieraus ergibt sich ein intuitiver Zugang zum Konzept der Bloch-Wellen
und der Bandstruktur.
Es folgt eine qualitative Beschreibung des Bose-Einstein-Kondensates im flachen, inho-
mogenen Gitter. Anhand numerisch ermittelter Einteilchenspektren werden die exakten
Dichteverteilungen entarteter, einkomponentiger Fermigase im inhomogenen 1D-Gitter
berechnet. Die Resultate lassen sich später leicht auf endliche Temperaturen und mehr-
dimensionale Gitter erweitern. Die Entwicklung der Dichteverteilung bei Veränderung der
Gittertiefe bzw. des externen Einschlusses (Kompression) wird studiert. Im Rahmen der
Tight-Binding-Näherung wird das Kriterium für die Ausbildung des fermionischen Ban-
disolators hergeleitet.
Als Nächstes werden die Bedingungen für einen adiabatischen Transfer der Atome ins
optische Gitter untersucht. Dabei erweisen sich die Veränderungen der Bandstruktur und
makroskopische Umverteilungsprozesse von Bedeutung. Die Temperaturerhöhung beim
adiabatischen Einladen eines Fermigases in ein tiefes Gitter wird bestimmt. Schließlich
wird gezeigt, wie sich die Adiabatizitätskriterien in einem blauverstimmten Gitter ent-
schärfen lassen.
Der darauf folgende Abschnitt befasst sich mit der Analyse der Zustände im optischen
Gitter anhand ihrer Impuls- und Kristallimpulsverteilungen. Die Beziehung zwischen die-
sen beiden Verteilungen wird veranschaulicht.
Der letzte Abschnitt beschreibt die erstmalige Beobachtung des bosonischen Mott-Isola-
tor-Übergangs in einem blauverstimmten optischen Gitter. Das Gitter zeichnet sich durch
seinen schwachen externen Einschluss aus, was einen scharfen Phasenübergang und ei-
ne ausschließliche Einfachbesetzung der zentralen Gitterplätze ermöglicht. Es wird ein
theoretischer Überblick über die Hubbard-Modelle wechselwirkender Bosonen, Fermio-
nen und deren Mischungen gegeben. Abschließend werden die Vorteile der verwendeten
Gitter-Konfiguration für zukünftige Experimente geschildert.
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5.1 Einteilchenzustände im homogenen periodischen Potential
5.1.1 Bloch-Zustände und Bandstruktur
Die Bewegung eines Atoms im periodischen Potential eines optischen Gitters ist vergleich-
bar mit der eines Bloch-Elektrons im periodischen Kristall eines Festkörpers. Deshalb las-
sen sich viele Methoden aus der Festkörperphysik direkt auf optische Gitter anwenden.
Charakteristisch für Teilchen in periodischen Potentialen ist das Auftreten einer Band-
struktur im zugehörigen Energiespektrum. In einem einfach kubischen Gitter lässt sich die
Teilchendynamik nach den drei Raumkoordinaten x, y und z separieren. Es reicht also zu-
nächst aus, nur die Schrödinger-Gleichung des eindimensionalen Problems zu betrachten:





+ V (x). (5.1)
Hierbei sei V (x) das homogene Gitterpotential mit der Periode a = pi/k. Gemäß dem
Bloch-Theorem kann jeder Eigenzustand ψn,q(x) des Hamilton-Operators als Produkt ei-

















un,q(x) = n,qun,q(x). (5.3)
Aufgrund der periodischen Randbedingung un,q(x) = un,q(x + a) kann 5.3 als hermite-
sches Eigenwertproblem eines Teilchens betrachtet werden, das auf einer einzelnen Ele-
mentarzelle des Gitters eingeschlossen ist. Aus dieser räumlichen Einschränkung folgt,
dass sich das Teilchen durch einen abzählbaren Satz von Eigenzuständen un(x) mit diskre-
ten Eigenenergien n beschreiben lässt, wobei n = {1, 2, . . .}. In dem Eigenwertproblem
5.3 stellt der Wellenvektor q einen freien Parameter dar. Wir erwarten daher, dass jedes
der diskreten Energieniveaus n kontinuierlich mit q variiert1. Für einen festen Index n ist
demnach n,q = n(q) eine stetige Funktion von q. Sie wird als Energieband bezeichnet
und n ist der zugehörige Bandindex.
Da das Potential V (x) und die Funktion un,q(x) dieselbe Periodizität wie das Gitter auf-
weisen, lassen sich beide Größen nach ebenen Wellen entwickeln, deren Wellenvektoren










1In einem Gitter mit endlicher Ausdehnung L = Ma beschränkt die Born-von Karman-Randbedingung
ψn,q(x+Ma) = ψn,q(x) die Wellenvektoren q auf eine diskrete Anzahl M . Jedoch geht in das Problem
5.3 die Ausdehnung des Gitters nicht ein, sodass n(q) zunächst für beliebige q definiert ist.
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Das Eigenwertproblem eines Teilchens in einem eindimensionalen periodischen Potential















ei2kνx = 0. (5.7)
Da die ebenen Wellen zueinander orthogonal sind, muss jeder Summand in 5.7 verschwin-
den. Die Terme in den eckigen Klammern bilden somit einen Satz von linearen Gleichun-
gen. Im Fall optischer Gitter hat das periodische Potential eine sehr einfache Struktur





ei2kx + e−i2kx + 2
)
, (5.8)
sodass sich bei dessen Entwicklung nur drei nicht-verschwindende Fourier-Komponenten
V˜0 = Vx/2 und V˜±1 = Vx/4 ergeben. Man kann Gleichung 5.7 auch als Matrixdarstellung









Dabei ist H(q)νν′ die Matrixdarstellung des Hamilton-Operators Hˆ
(q) bezüglich der Basis






(q/k + 2ν)2Er + Vx/2 für |ν − ν ′| = 0
Vx/4 für |ν − ν ′| = 1
0 für |ν − ν ′| > 1.
(5.10)
Für Wellenvektoren q, die sich genau um reziproke Gittervektoren G = 2k · ν voneinan-
der unterscheiden, stimmen die zugehörigen Wellenfunktionen ψn,q(x) und Eigenenergien
n(q) miteinander überein2. Demnach weisen die Wellenfunktionen und Eigenenergien als
Funktionen von q die Periodizität des reziproken Gitters auf. Zur Charakterisierung der
2Ist q′ = q+G, so folgt ψn,q′ = eiq
′xun,q′ = eiqx{eiGxun,q′} = eiqxun,q = ψn,q . Setzt man das Ergebnis
un,q = eiGxun,q′ in 5.3 ein, so erhält man außerdem n(q) = n(q′).
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Abbildung 5.1: Bandstruktur des eindimensionalen optischen Gitters, dargestellt im redu-
zierten Zonenschema für die Gittertiefen (von links nach rechts) Vx = 0, 4, 8 und 12Er.
Man beachte, dass selbst oberhalb der gestrichelt angedeuteten Potentialschwelle Vx noch
verbotene Energiebereiche auftreten.
Einteilcheneigenzustände genügt es deshalb, sich auf die Kristallimpulse ~q der ersten
Brillouin-Zone ]− ~k, ~k] zu beschränken. Die Bloch-Wellen werden über Gleichung 5.2
und 5.4 durch die Eigenvektoren cn,q = (cn,qν ) bestimmt. Das entsprechende Eigenwertpro-
blem löst man durch Diagonalisieren der Matrix Hν,ν′ . Zur Beschreibung der ultrakalten
Atome in optischen Gittern reichen in der Regel die Bloch-Wellen der untersten Bänder
aus. Die zugehörigen Koeffizienten cn,qν werden mit zunehmenden |ν| sehr schnell klein.
Bei üblichen Gittertiefen3 Vx ≤ 40Er kann deshalb das Eigenwertproblem in guter Nähe-
rung auf eine Matrix der Größe −6 ≤ ν ≤ 6 beschränkt werden.
In Abbildung 5.1 ist die Bandstruktur des sinusförmigen eindimensionalen optischen
Gitters für verschiedene Gittertiefen Vx im reduzierten Zonenschema dargestellt. Bei ver-
schwindendem Vx entspricht die Bandstruktur der kinetischen Energie eines freien Teil-
chens, dessen parabelförmige Dispersion auf die erste Brillouin-Zone zurückgefaltet wird.
Mit zunehmender Gittertiefe nehmen die Aufspaltungen zwischen den Bändern (Band-
lücken) zu und die Breite der Bänder wird exponentiell kleiner. Bei den untersten Bändern
lassen sich die Bandlücken für große Vx in etwa durch die Energieabstände ~ωG,x (Glei-
chung 4.21) eines harmonischen Oszillators annähern. Für die unterste Bandlücke ∆1
erhält man eine bessere Näherung, wenn man das Potential eines Gittertöpfchens bis zum
biquadratischen Term entwickelt [198]:
∆1 ≈ 2
√
VxEr − Er. (5.11)
Gegenüber der rein harmonischen Näherung unterscheidet sich dieser Ausdruck um eine
3Man beachte, dass die Beimischung höherer Impulskomponenten cn,qν mit der Gittertiefe zunimmt.
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Abbildung 5.2: Bloch-Wellen ψn,q(x) im ersten und zweiten Band eines 8Er tiefen Git-
ters. Es sind jeweils die Amplituden (Real- bzw. Imaginärteil) und die Wahrscheinlich-
keitsverteilungen für die Kristallimpulse ~q = {0,±~k} dargestellt. Die Lage des Gitter-
potentials V (x) = Vx cos2(kx) ist grau angedeutet.
Rückstoßenergie Er.
In Abbildung 5.2 sind die Bloch-Zustände eines 8Er tiefen Gitters für die Kristallimpul-
se am Rand (~q = ±~k) und im Zentrum (~q = 0) der ersten Brillouin-Zone dargestellt.
Die Bloch-Zustände 5.2 entsprechen ebenen Wellen, die über das gesamte Gitter delokali-
siert sind und beschreiben daher Teilchen, die sich frei durch das Gitter bewegen können.
Wie anhand des Faktors eiqx zu erkennen ist, verfügen die Wellenfunktionen auf zwei be-
nachbarten Gitterplätzen genau dann über eine maximale Phasendifferenz von pi, wenn
die zugehörigen Kristallimpulse am Rand der Brillouin-Zone liegen. Für q = 0 weisen
die Wellenfunktionen auf allen Gitterplätzen dieselbe Phase auf und stimmen miteinander
überein. Mit steigendem Bandindex n nimmt die Anzahl der Knoten in den Wellenfunktio-
nen zu. Im Brillouin-Zonenzentrum verfügen die Wellenfunktionen pro Gitterperiode über
(n− 1) Knoten für ungerade n, und über n Knoten für gerade n. Am Brillouin-Zonenrand
haben die Wellenfunktionen pro Gitterperiode n Knoten für ungerade n, und (n− 1) Kno-
ten für gerade n. Aus den dargestellten Wahrscheinlichkeitsverteilungen |ψn,q(x)|2 geht
hervor, dass sich die Teilchen des zweiten Bandes eher innerhalb der Potentialbarrieren
aufhalten, als die Teilchen des ersten Bandes. Diese unterschiedlichen Aufenthaltswahr-
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scheinlichkeiten führen zu unterschiedlichen potentiellen Energien und bedingen letztlich
die mit der Gittertiefe Vx zunehmende Aufspaltung der Bänder.
5.1.2 Aus der Sicht der Quantenoptik . . .
In diesem Abschnitt wird die Dynamik der Teilchen im optischen Gitter aus einer quan-
tenoptischen Perspektive beschrieben, indem die Atom-Licht-Wechselwirkung explizit be-
rücksichtigt wird. Der Brückenschlag zwischen der festkörperphysikalischen und der quan-
tenoptischen Betrachtungsweise ermöglicht ein intuitives Verständnis der zuvor bespro-
chenen Konzepte von Bloch-Wellen und Bandstruktur.
Wir gehen von zwei entgegengesetzt propagierenden und ansonsten identischen Laser-
strahlen mit einer Wellenlänge von λ = 2pi/k aus, deren Interferenz zu einem eindimen-
sionalen optischen Gitter der Tiefe Vx führt. Die Verstimmung∆ des Lichtfeldes bezüglich
des atomaren Übergangs sei viel größer als die zugehörige Rabi-KopplungΩ, sodass spon-
tane Streuung vernachlässigt werden kann. BezeichnetΩ die Rabi-Frequenz, welche durch





Der Faktor zwei vor der Rabi-Frequenz berücksichtigt die konstruktive Interferenz der bei-
den Laserstrahlen, deren elektrischen Felder sich in den Maxima der optischen Stehwelle
addieren.
Bragg-Beugung
In einer schwachen optischen Stehwelle, ist die Dispersion des Atoms im wesentlichen
durch die kinetische Energie p2/2m eines freien Teilchens gegeben (rote Parabel in Ab-
bildung 5.3a). Verfügt das Atom jedoch über einen Impuls p = ±~k (schwarze Kreise),
so kann es durch Absorption eines Photons aus einem Laserstrahl und durch stimulierte
Reemission in den anderen Laserstrahl seinen Impuls um genau 2~k ändern und dabei zu-
gleich die Bedingung der Energieerhaltung erfüllen. Bei diesem Prozess handelt es sich
um eine Bragg-Beugung erster Ordnung, die auch als stimulierter Raman-Prozess aufge-
fasst werden kann [199, 200]. Statt interner atomarer Zustände werden bei diesem Raman-
Prozess Bewegungszustände miteinander gekoppelt. Die ursprüngliche Entartung der bei-
den Impulszustände wird durch die 2-Photonen-Wechselwirkung aufgehoben (siehe blaue
Kurve in Abb. 5.3b) [201]. Die Größe der Aufspaltung ist direkt durch die Kopplungsstärke








4Bei einem Zwei-Niveau-Atom mit der Linienbreite ΓA und der Übergangsfrequenz ωA ist die Rabi-
Kopplung in einem Laserfeld der Intensität I durch Ω =
√
6pic2ΓAI/~ω3A gegeben. Zusammen mit
Vdip = ~Ω2/4∆ erhält man wieder das Dipolpotential aus Gleichung 4.4.
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Abbildung 5.3: (a) Dispersionsrelation eines freien Teilchens (rot) und (b) eines Teil-
chens in einer schwachen optischen Stehwelle (blau). Durch Bragg-Beugung verursacht
das Lichtfeld einer stationären Stehwelle eine kohärente Kopplung (violette Übergänge)
zwischen den entarteten Impulszuständen −n~k und +n~k. Im erweiterten Zonenschema
resultieren hieraus verbotene Kreuzungen an den Brillouin-Zonenrändern (Bragg-Ebenen).
Die Aufspaltung der Dispersion führt zu separaten Energiebändern. Die Größen der Band-
lücken sind durch die 2n-Photonen-Raman-Kopplungen Ω(n) gegeben.
gegeben. Beim rechten Gleichheitszeichen wird berücksichtigt, dass die Stehwelle von
zwei identischen Laserstrahlen gebildet wird, für die Ω1,2 = Ω gilt. Die Aufspaltung der
Bänder am Rand der ersten Brillouin-Zone entspricht einer vermiedenen Kreuzung zwi-
schen quasi-entarteten Zuständen. Gemäß Gleichung 5.13 ist die unterste Bandlücke in
erster Ordnung Störungstheorie durch die halbe Gittertiefe Vx gegeben.
Bei dem stimulierten 2-Photonen-Raman-Prozess handelt es sich um eine Bragg-Beug-
ung erster Ordnung. Im Allgemeinen können auch Bragg-Beugungen n-ter Ordnung auf-
treten, die dann 2n-Photonen-Raman-Übergangen entsprechen (n ∈ N). Bei diesen Mehr-
Photonen-Prozessen werden, unter Beachtung der Energie und Impulserhaltung, die beiden
Zustände mit den Impulsen−n~k und +n~k zu einem effektiven Zwei-Niveau-System ge-
koppelt.
An dieser Stelle sei darauf hingewiesen, dass die Bedingung für die Bragg-Beugung
n-ter Ordnung mit der klassischen Bedingung für die Bragg-Reflexion in einem Kristall
übereinstimmt: Damit ein Teilchen mit der de Broglie-Wellenlänge λdB = 2pi~/p in einem
Kristall der Gitterkonstante a = pi/k senkrecht reflektiert wird, müssen die Wellenanteile,
welche an hintereinander liegenden Gitterebenen gebeugt werden, konstruktiv miteinander
interferieren. Es muss also nλdB = 2a gelten, was mit der Bragg-Bedingung p = ±n~k
übereinstimmt.
Am Beispiel von Abbildung 5.3a betrachten wir die Bragg-Beugung zweiter Ordnung
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zwischen den Impulszuständen |− 2~k〉 und |+ 2~k〉 (graue Kreise). Die Kopplung an
den intermediären Impulszustand |0〉 ist nicht-resonant und hat eine Verstimmung, welche
durch die kinetische Energie 4Er = 4~ωr gegeben ist. Die Population des Zustandes |0〉
ist von der Größenordnung ∼ Ω2(1)/(4ωr)2 und ist daher bei hinreichend geringen Laser-
intensitäten vernachlässigbar. Unter diesen Bedingungen liegt ein effektives Zwei-Niveau-
System vor. Die Bragg-Beugung zweiter Ordnung kann als Raman-Prozess betrachtet wer-
den, der selber wiederum aus zwei Raman-Übergängen zusammengesetzt ist. Dabei wird
die Verstimmung bezüglich des intermediären Zustandes mit 4ωr identifiziert. Die Kopp-











In diesem Fall gibt die Rabi-Frequenz die Kopplungstärke zwischen den Impulszuständen
am Rand der zweiten Brillouin-Zone an und bestimmt (in erster Ordnung Störungstheorie)
die Aufspaltung zwischen dem zweiten und dritten Energieband. Führt man diese Argu-




(8ωr)n−1[(n− 1)!]2 . (5.15)
Für Atome [199, 202] oder Bose-Einstein-Kondensate [203], welche zu Anfang in einem
der beiden Impulszustände |± n~k〉 präpariert werden, sagt das Zwei-Niveau-Modell eine
kohärente Oszillation zwischen diesen beiden Zuständen voraus (Pendellösung). Dabei os-







Im Allgemeinen befindet sich ein Atom während der Wechselwirkung mit dem Lichtfeld
in einer Superposition aus den beiden entarteten Impulszuständen. Wie bereits angespro-
chen, ist das Modell des effektiven Zwei-Niveau-Systems nur bei geringer Laserleistung
anwendbar. Die zugehörige BedingungΩ(1)  4ωr definiert gerade das Regime der Bragg-
Beugung6. In diesem Regime kann eine Beimischung der nicht-resonanten Impulszustände
zum Gesamtzustand vernachlässigt werden. Mit wachsender Laserintensität nimmt jedoch
die Bevölkerung in den nicht-resonanten Impulszuständen zu, sodass sämtliche durch den
2-Photonen-Prozess miteinander gekoppelten Impulszustände |n~k + ν2~k〉 (ν ∈ Z) bei
der Lösung der Bewegungsgleichung berücksichtigt werden müssen [204]. Aufgrund der
„Leistungsverbreiterung“ kommt es nun auch zu starken Kopplungen innerhalb von Zu-
standsklassen {|~q + ν2~k〉} (ν ∈ Z), welche die Bragg-Bedingung nicht erfüllen (also
5Dabei wird vorausgesetzt, dass ∆ n2ωr.
6Da der Energieabstand und damit die Verstimmung zu den benachbarten (nicht-resonanten) Impulszu-
ständen mit n wächst, sind bei höheren Beugungsordnungen (n > 1) auch höhere Laserintensitäten
zulässig. Für die n-te Beugungsordnung ist das Bragg-Regime durch die weniger restriktive Bedingung
Ω(1)  4(n− 1)ωr definiert.
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für ~q 6= n~k). Dies führt uns zu den bereits besprochenen Bloch-Zuständen. Wählt man
eine solche Zustandsklasse als Basis, so nimmt der Hamilton-Operator, der die Bewegung
eines Atoms in einer optischen Stehwelle beschreibt, die Form aus Gleichung 5.10 an
[204]. Aus quantenoptischer Sicht entsprechen die Nebendiagonalelemente Vx/4 gerade
den Raman-Kopplungen ~Ω(1)/2 zwischen den um 2~k voneinander getrennten Impuls-
zuständen.
Zusammenfassend stellen wir fest, dass die Dispersionsrelation eines Teilchens in einem
flachen optischen Gitter nur an den Brillouin-Zonenrändern von der Dispersion eines freien
Teilchens abweicht. Denn nur im Bereich der Entartung führt das Lichtfeld über Bragg-
Beugung zu einer starken Kopplung zwischen den Impulszuständen. Demgegenüber ist
der Einfluss des Lichtfeldes in einem tiefen Gitter (also jenseits des Bragg-Regimes) so
stark, dass es auch für Impulszustände, die innerhalb der ersten Brillouin-Zone liegen, ei-
ne signifikante Kopplung durch 2-Photonen-Raman-Übergänge gibt.
Damit im Regime der Bragg-Beugung tatsächlich nur die jeweils entarteten Impuls-
zustände | ± n~k〉 miteinander gekoppelt werden und Populationen in benachbarten Zu-
ständen vernachlässigbar sind, muss neben der Lichtintensität auch die Fourier-Breite des
Raman-Prozesses ausreichend klein sein. Für Bragg-Beugung n-ter Ordnung ist es daher




4(n− 1)ωr für n ≥ 0. (5.17)
Beugung im Raman-Nath-Regime
Strahlt man das Lichtfeld hingegen als kurzen Puls der Dauer τ  1/ωr ein, so ist des-
sen Fourier-Breite so groß, dass die Atome, ungeachtet ihrer freien Dispersionsrelation,
simultan in mehrere benachbarte Impulszustände gebeugt werden können [205]. Insbeson-
dere lassen sich nun auch ruhende Atome in höhere Ordnungen beugen. Im sogenannten
Raman-Nath-Regime geht man des Weiteren davon aus, dass die Bewegung des Atoms im
Potential, also während des Pulses, vernachlässigt werden kann. Unter diesen Bedingungen
kann das AC-Stark-Potential V (x) = Vx cos2(kx) der Stehwelle als dünnes Phasengitter
aufgefasst werden, das der atomaren Wellenfunktion eine räumlich periodische Phase auf-
prägt. Befindet sich das betrachtete Atom zu Anfang im Impulszustand |0〉, so ergibt sich
















Dabei wird V (x) = Vx[1 + cos(2kx)]/2 benutzt und der konstante Phasenschub ignoriert.






5 Zustände im Gitter, Präparation und Analyse




iνJν(Vxτ/2~) |ν · 2~k〉. (5.19)
Demnach wird der Impulszustand |ν ·2~k〉 bzw. die ν-te Beugungsordnung mit einer Wahr-
scheinlichkeit Pν = Jν(Vxτ/2~)2 bevölkert. Wie aus Abbildung 5.4 zu entnehmen ist,
werden die Atome mit zunehmender Pulsfläche A = Vxτ/2~ in höhere Ordnungen ge-
beugt.
Im Folgenden wollen wir mittels einer einfachen Abschätzung den Gültigkeitsbereich
der Raman-Nath-Näherung bestimmen. Ein zu Anfang ruhendes klassisches Teilchen kann
in dem Potential maximal eine kinetische Energie Vx gewinnen. Daher beträgt der maxi-
mal erreichbare Impuls pmax ≈ 2~k · √sx/2 ≡ 2~k · νmax. Hierbei bezeichnet sx = Vx/Er
die Gittertiefe in Einheiten der Rückstoßenergie und νmax definiert die höchste auftretende
Beugungsordnung. Damit die Bewegung des Atoms im Potential während der Zeit τ ver-
nachlässigbar ist, muss die zurückgelegte Strecke ∼ pmaxτ/m sehr viel kleiner sein als die
Periode des Potentials. Hieraus ergibt sich an die Pulsdauer die Bedingung τ < 1/(
√
sxωr)
und an die Pulsfläche die Bedingung A <
√
sx/2.
Strahlt man eine gepulste Stehwelle auf ein frei expandierendes Kondensat (siehe Abbil-
dung 5.4b), so lässt sich anhand der detektierten Populationen in den einzelnen Beugungs-
ordnungen die Pulsfläche und somit die Gittertiefe Vx bestimmen [206]. Dieses Verfahren
kann im Prinzip zur Eichung der Gittertiefe herangezogen werden. Es erfordert jedoch ei-
ne umständliche Kurvenanpassung an die Atomzahl (z.B. als Funktion der Laserintensität)
und darüber hinaus eine präzise Bestimmung der absoluten Pulsdauer τ . Aus diesen Grün-
den wird in unserem Experiment das in Abschnitt 6.1.2 beschriebene Verfahren eingesetzt.
5.1.3 Impulsverteilung von Bloch-Zuständen
Mit dem Wissen aus dem letzten Abschnitt wenden wir uns nun noch einmal den Bloch-
Zuständen zu. Da es sich hierbei um Einteilcheneigenzustände des periodischen Potentials
handelt, sind die zugehörigen Quantenzahlen n und q Erhaltungsgrößen. Für unabhängige
Teilchen bleibt der Kristallimpuls ~q sogar dann erhalten, wenn die Tiefe Vx des Gitters
variiert wird. Bei einem optischen Gitter ist dies leicht nachzuvollziehen, denn die einzige
Möglichkeit für ein Atom, seinen realen Impuls p = ~q zu ändern, besteht in stimulier-
ten Absorptions-Emissions-Prozessen, bei denen Photonen zwischen den entgegengesetzt
propagierenden Laserstrahlen ausgetauscht werden. Hierbei bleibt der Impuls bis auf ein
ganzzahliges Vielfaches von 2~k (oder modulo 2~k) erhalten. Die Eigenzustände erge-
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Abbildung 5.4: Beugung im Raman-Nath-Regime: Durch kurzes Anpulsen von ruhenden
Atomen mit einer stationären Stehwelle werden diese symmetrisch in mehrere Impulszu-
stände | ± ν · 2~k〉 gebeugt. (a) Der Graph gibt die Summe der Populationen in den beiden
Ordnungen ±ν als Funktion der Pulsfläche A = Vxτ/2~ an. (b) Beugungsbild eines frei
expandierenden Rubidium-Kondensats, welches zu Beginn der Expansion von zwei zuein-
ander orthogonal verlaufenden Stehwellen angepulst wird.
Dies ist die Darstellung der Bloch-Zustände. Die Amplituden cn,qν der ebenen Wellen
entsprechen den Komponenten der Eigenvektoren zur Matrix 5.10. Als Beispiel ist in
Abbildung 5.5a für zwei verschiedene Gittertiefen die Zerlegung des Bloch-Zustandes
|n = 1, q = 0〉 in seine Wellenanteile dargestellt. Es ist zu erkennen, dass die Bevöl-
kerung der höheren Impulskomponenten |ν| > 0 mit der Gittertiefe Vx zunimmt. Dies
deckt sich mit der Argumentation, dass mit zunehmender „Leistungsverbreiterung“ auch
„Bragg“-Prozesse zwischen ansonsten nicht-entarteten Impulszuständen möglich werden.
Abbildung 5.5b gibt die Populationen in den diskreten Impulszuständen |q+ 2kν〉 wieder,
aus deren Superposition sich die einzelnen Bloch-Zustände |n = 1, q〉 ergeben. Dabei die-
nen die verschiedenen Farben der Zuordnung der Impulskomponenten zu ihrem jeweiligen
Bloch-Zustand.
5.1.4 Wannier-Funktionen und Matrixelemente
In einem tiefen Gitter ist das Tunneln eines Teilchens zwischen benachbarten Gitterplätzen
unterdrückt. Treten zudem Wechselwirkungseffekte auf, so kann die Bewegung des Teil-
chens auf einen einzelnen Gitterplatz beschränkt sein. Anstelle von Bloch-Wellen bietet
sich hier eine naheliegendere Beschreibung mittels Wannier-Funktionen an. Dies sind auf
die einzelnen Gitterplätze lokalisierte Wellenfunktionen, welche durch Superposition aus
den Bloch-Wellen hervorgehen, jedoch keine Einteilcheneigenzustände darstellen [64]. Zu
jedem Band n bilden die zugehörigen Wannier-Funktionen einen vollständigen orthonor-
malen Satz von Zuständen. Für ein Teilchen im n-ten Energieband, das auf den Ort xj des
145




































Abbildung 5.5: Die Bloch-Zustände können als Superpositionen von ebenen Wellen
exp(i(q + 2kν)x) mit Amplituden cn,qν dargestellt werden. (a) Eine entsprechende Zer-
legung des Bloch-Zustandes |n = 1, q = 0〉 ist für zwei verschiedene Gittertiefen Vx
gezeigt. Mit zunehmender Gittertiefe nehmen die Beiträge der höheren Impulskomponen-
ten |ν| > 0 zu. (b) Impulsverteilung w(p) für verschiedene Bloch-Zustände |n = 1, q〉 in
einem 24Er tiefen Gitter. Die Impulskomponenten pν = ~(q + 2kν) sind entsprechend
dem zugehörigen Kristallimpuls ~q farblich markiert.
j-ten Gitterplatzes lokalisiert ist, lautet die Wannier-Funktion7:




Hierbei läuft die Summe über eine diskrete Anzahl M von Wellenvektoren q, welche
innerhalb der ersten Brillouin-Zone liegen. Eine solche Diskretisierung ergibt sich zum
Beispiel bei einem System endlicher Ausdehnung im Rahmen der Born-von Karman-
Randbedingung8. Sind alle N Bloch-Wellen normiert,
∑
ν |cn,qν |2 = 1, so ist die Normie-
rung der Wannier-Funktionen durch N = M gegeben.
Da die Wannier-Funktionen eine vollständige Basis bilden, lässt sich umgekehrt aus






7Im cosinusförmigen Gitter ist der Ort des j-ten Gitterplatzes durch xj = (j + 12 )a gegeben. Geht man
stattdessen von einem sinusförmigen Potential aus, so ist die Wannier-Funktion wn(x) am Ursprung
x = 0 zentriert und nimmt eine besonders einfache Form an. Man beachte jedoch, dass mit dem Potential
auch die Hamilton-Matrix 5.9 eine andere Form annimmt.
8Siehe Fußnote auf Seite 136.
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Abbildung 5.6: Wannier-Funktionen im untersten Band (n = 1) und zugehörige Wahr-
scheinlichkeitsdichten bei verschiedenen Gittertiefen Vx. Die Lage des Potentials ist grau
angedeutet. Die Seitenflügel der Wellenfunktionen werden mit zunehmender Gittertiefe
exponentiell unterdrückt.
Dabei läuft die Summe über alle M Gitterplätze. Diese Darstellung verdeutlicht, dass der
Bloch-Wellenvektor q die Phasenbeziehung zwischen den Wellenfunktionen auf den ein-
zelnen Gitterplätzen bestimmt. In einem tiefen Gitter stimmt der periodische Anteil un,q(x)
der Bloch-Wellenfunktion im Bereich eines Gitterplatzes näherungsweise mit der entspre-
chenden Wannier-Funktion überein.
Tunnelmatrixelement
In Abbildung 5.6 sind die Wannier-Funktionen für verschiedene Gittertiefen dargestellt.
An den Seitenflügeln der Verteilungen ist zu erkennen, dass die Teilchen auch über ei-
ne endliche Aufenthaltswahrscheinlichkeit auf den benachbarten Gitterplätzen verfügen,
was einer endlichen Tunnelwahrscheinlichkeit entspricht. Für Teilchen im untersten Band
(n = 1) reicht es aufgrund des steilen Abfalls der Wellenfunktionen in der Regel aus, nur
Tunnelprozesse zwischen unmittelbar benachbarten Plätzen zu berücksichtigen. Die Rate,














In dieser Definition ist J immer positiv. Mit zunehmender Gittertiefe nimmt der Überlapp
zwischen benachbarten Wannier-Funktionen und damit die Tunnelrate 5.23 rasch ab.
Wie wir auf Seite 163 sehen werden, lässt sich in hinreichend tiefen Gittern das unterste
Band (n = 1) im Rahmen einer Tight-Binding-Näherung beschreiben:
n=1(q) ≈ −2J cos(q · a). (5.24)
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Dank dieses Zusammenhangs lässt sich das Tunnelmatrixelement näherungsweise aus der
Bandbreite bestimmen:
J ≈ 1(q = ±k)− 1(q = 0)
4
. (5.25)
Abbildung 5.8a zeigt das Tunnelmatrixelement als Funktion der Gittertiefe. Eine Gegen-
überstellung der exakt berechneten Werte für J (blau) und der aus der Bandbreite abge-
leiteten Werte (schwarz), verdeutlicht, dass die obige Tight-Binding-Näherung bereits für
Gittertiefen Vx & 3Er sehr gute Resultate liefert.
Der Zusammenhang zwischen der Bandbreite und dem Tunnelmatrixelement J lässt
sich auch anschaulich begreifen: Mit zunehmender Tiefe der Potentialtöpfchen werden
die Teilchen immer stärker lokalisiert. Folglich wird die Dispersion immer flacher und
geht allmählich in die diskrete Niveaustruktur des harmonischen Oszillators über. Mit der
Abnahme der Tunnelkopplung J verringert sich zugleich die Beweglichkeit der Teilchen
im Gitter. Dieser Sachverhalt spiegelt sich in einer Zunahme der effektiven Masse m∗









Die Bandbreite und damit das Tunnelmatrixelement kann auch aus der eindimensionalen
Mathieu-Gleichung abgeleitet werden [207]. Im Tight-Binding-Limit Vx  Er ergibt sich













Besetzt ein Teilchen die Mode einer Wannier-Funktion wn(x − xj), so kann diesem Teil-
chen der Gittervektor xj als mittlerer Aufenthaltsort zugeordnet werden. Aufgrund ihrer
Lokalisierung bieten sich Wannier-Funktionen für die Beschreibung von kurzreichweiti-
gen Wechselwirkungen zwischen Teilchen auf demselben Gitterplatz an. Die s-Wellen-
streuung zwischen zwei Bosonen auf demselben Gitterplatz kann mittels des effektiven














Hierbei bezeichnet aBB die Streulänge zwischen den beiden Bosonen und wB(r) = w(r)
die Wannier-Funktion im dreidimensionalen Gitter (siehe Gleichung 5.32). Ist das Gitter
entlang allen drei Achsen gleich tief, so gilt fürUBB der rechte Ausdruck in Gleichung 5.28.
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Vx=4 Er
Abbildung 5.7: (a) Effektive Masse als Funktion des Kristallimpulses für ein Teilchen
in einem 4Er tiefen Gitter. (b) Effektive Masse im Minimum des untersten Bandes als
Funktion der Gittertiefe Vx. Die effektive Masse ist in Einheiten der realen Teilchen Masse
m angegeben.
In einem tiefen Gitter kann die Wannier-Funktion durch den gaußförmigen Grundzustand
des harmonischen Oszillators angenähert werden. Bezeichnet sB = VB/Er,B die Gittertiefe





k aBB Er,B s
3/4
B . (5.29)
In Abbildung 5.8b ist das Wechselwirkungsmatrixelement für Rubidium im absoluten
Grundzustand |F = 1,mF = 1〉 (aBB = 100.4 a0) als Funktion der Gittertiefe zusam-
men mit der Näherung 5.29 dargestellt.
Aus Abbildung 5.8c geht hervor, dass durch Veränderung der Gittertiefe das Verhältnis
aus Wechselwirkungsenergie UBB und kinetischer Energie JB über mehrere Größenord-
nungen variiert werden kann. Optische Gitter bieten daher einen direkten Zugang zum
Regime der starken Wechselwirkungen, ohne dass hierfür die Dichte erhöht oder die ato-
mare Streulänge über Feshbach-Resonanzen modifiziert werden müsste.
Auch zwischen den beiden Spezies einer Bose-Fermi-Mischung ist s-Wellenstreuung
erlaubt. Wegen der unterschiedlichen optischen Verstimmungen verspüren die Bosonen
und die Fermionen aber im Allgemeinen unterschiedliche Gittertiefen und müssen folglich
durch verschiedene Wannier-Funktionen wB(r) und wF(r) dargestellt werden. Die Inter-
spezieswechselwirkung UBF auf einem Gitterplatz wird durch den räumlichen Überlapp
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Der Faktor vor dem Integral entspricht der Kopplungsstärke gBF, welche bereits in Glei-
chung 2.92b definiert wurde. Letztere setzt sich aus der Interspeziesstreulänge aBF und der
reduzierten Masse µBF der beiden Teilchen zusammen. Auch in diesem Fall lassen sich
die beiden Wannier-Funktionen durch die Grundzustände harmonischer Oszillatoren an-
nähern. Sind sB = VB/Er,B und sF = VF/Er,F die Gittertiefen für die beiden Spezies in













Hierbei wird zur Abkürzung die Größe Er,µ = ~2k2/2µBF eingeführt.
In unserem Experiment ist das optische Gitter durch die besondere Wellenlänge von
755 nm ausgezeichnet. Bei dieser Wellenlänge ist die Laserverstimmung gerade so, dass
die Gittertiefen für Rubidium und Kalium, gemessen in Einheiten ihrer jeweiligen Rück-
stoßenergien, gleich groß sind (sB = sF). Unter diesen Bedingungen stimmen die beiden
Wannier-Funktionen miteinander überein und der Überlapp zwischen den Spezies ist ma-
ximal. Für Rubidium und Kalium in den absoluten Grundzuständen |F = 1,mF = 1〉 bzw.
|9/2,−9/2〉 gilt dann unabhängig von der Gittertiefe die Beziehung9 UBF/UBB = −2.9(1)
(siehe Abb. 5.27). Es werden die Streulängen aus den Referenzen [100, 103] verwendet.
5.1.5 Mehrdimensionale Gitter
Da sich das Potential des dreidimensionalen optischen Gitters als Summe unabhängiger
Potentiale von x, y und z ergibt, ist das Einteilchenproblem nach den einzelnen Achsen se-
parierbar. Die Bloch-Zustände und Wannier-Funktionen des einfach kubischen 3D-Gitters
folgen aus dem Produkt der entsprechenden eindimensionalen Wellenfunktionen. So lau-
tet zum Beispiel die Wannier-Funktion im untersten Band (n = 1) des dreidimensionalen
Gitters:
w(r − rj) = w1(x− xj) · w1(y − yj) · w1(z − zj). (5.32)
Hierbei bezeichnet rj = (xj, yj, zj) den Gittervektor des j-ten Gitterplatzes.
Die mehrdimensionale Bandstruktur ergibt sich aus der Summe der einzelnen Eigen-
energien. Abbildung 5.9 zeigt die Bandstruktur eines zweidimensionalen 4Er tiefen Git-
ters. Man beachte, dass das zweite und dritte Band miteinander überlappen. Diese Eigen-
schaft ist analog zum isotropen zweidimensionalen harmonischen Oszillator, bei dem die
beiden einfach angeregten Zustände (nx, ny) = (1, 0) und (0, 1) miteinander entartet sind.
Da die beiden Bänder mit zunehmender Gittertiefe immer flacher werden, erhöht sich de-
ren Überlapp bis sie quasi vollständig entartet sind. Analog liegt bei den ersten angeregten
Bändern des 3D-Gitters eine dreifache Entartung vor. Während im 1D-Gitter eine Band-
lücke für beliebige Gittertiefen Vx > 0 existiert, tritt die entsprechende Lücke im isotropen
9Bei Abwesenheit eines externen Magnetfeldes.
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Abbildung 5.8: (a) Tunnelmatrixelement J als Funktion der Gittertiefe Vx,y,z. Der Graph
gilt für beliebige Spezies und Gitterwellenlängen, da die Größen J und Vx in Einheiten der
jeweiligen Rückstoßenergie angegeben sind. Die Näherungen 5.25 und 5.27 sind schwarz
bzw. rot dargestellt. (b) Wechselwirkungsenergie UBB für |F = 1,mF = 1〉-87Rb-Atome
in einem 755 nm-Gitter. Die Näherung 5.29 ist rot dargestellt. (c) Die Tunnelrate hängt
exponentiell von der Gittertiefe ab. Dies erlaubt es, den Kopplungsparameter UBB/J über
viele Größenordnungen zu variieren. Der rote Verlauf zeigt das Verhältnis UBB/J , wie es
sich aus den beiden Näherungen 5.29 und 5.27 ergibt. In den Graphen geben die blauen
Kurven jeweils die exakten Berechnungen wieder.
151
5 Zustände im Gitter, Präparation und Analyse
2D-Gitter erst oberhalb von Vx,y > 1, 39Er und im isotropen 3D-Gitter erst oberhalb von
Vx,y,z > 2, 23Er auf.
Abbildung 5.9: Bandstruktur eines zweidimensionalen optischen Gitters mit einer Tiefe
von 4Er. Das zweite und dritte Band überlappen teilweise miteinander.
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5.2 Vielteilchenzustände im inhomogenen periodischen Potential
Nach den Einteilchenzuständen des rein periodischen Potentials wollen wir uns nun den
Vielteilchenzuständen des inhomogenen periodischen Potentials zuwenden. Ziel ist es, die
Dichteverteilung des Bose-Einstein-Kondensats und des entarteten einkomponentigen Fer-
migases im realen Gitter zu bestimmen. Es wird untersucht, wie der Vielteilchengrundzu-
stand durch den zusätzlichen externen Einschluss und die Wechselwirkung zwischen den
Bosonen bzw. die Fermi-Statistik beeinflusst wird.
5.2.1 Bose-Einstein-Kondensat im flachen Gitter
Ist die Tunnelkopplung J zwischen benachbarten Plätzen groß gegenüber der Wechselwir-
kungsenergie U zweier Atome auf demselben Platz, so liegt das Regime der schwachen
Wechselwirkung vor. Auch in einem 3D-Gitter bildet sich dann als bosonischer Vielteil-
chengrundzustand ein Bose-Einstein-Kondensat aus, dessen makroskopische Wellenfunk-
tion einer Gross-Pitaevskii-Gleichung genügt. Ist das chemische Potential klein gegen-
über der Gittertiefe, so kann die makroskopische Wellenfunktion in einem Tight-Binding-








Die auf die einzelnen Gitterplätze lokalisierten Wellenfunktionen ψj verfügen über ei-
ne wohldefinierte Phase ϕj und eine Amplitude
√
nj , die durch die mittlere Teilchen-
zahl nj auf dem jeweiligen Gitterplatz gegeben ist. Die Gesamtatomzahl folgt aus NB =∑
j nj . Das System kann als periodische Anordnung mikroskopischer Kondensate aufge-
fasst werden. Wobei ψj die einzelnen Kondensatwellenfunktionen sind, deren makrosko-
pische Phasen ϕj über Josephson-Tunnelkontakte miteinander gekoppelt sind [208, 209].
Geht man außerdem davon aus, dass das chemische Potential die unterste Bandlücke nicht
überschreitet, so können die lokalisierten Wellenfunktionen wj(r) durch die Wannier-
Funktionen w(r − rj) des ersten Bandes angenähert werden. Das System aus mikrosko-
pischen Kondensaten gehorcht einer diskretisierten Form der Gross-Pitaevskii-Gleichung













Die erste Summe entspricht der kinetischen Energie und läuft über alle Paare von unmit-
telbar benachbarten Gitterplätzen 〈i, j〉. Das externe Potential ruft einen vom Gitterplatz
abhängigen Energieversatz j hervor. Ist die Variation des externen Potentials über eine
Gitterperiode hinweg klein, so gilt in guter Näherung j ≈ Vext(rj). Wie in Abschnitt 4.2.3
beschrieben, wird das externe Potential durch das gaußsche Strahlprofil der Gitterlaser
und durch die überlagerte Dipolfalle erzeugt und kann harmonisch genähert werden. Der
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Abbildung 5.10: Dichteverteilung des Bose-Einstein-Kondensats im inhomogenen Gitter.
Die Atome verteilen sich so, dass das chemische Potential µ auf allen Gitterplätzen gleich
ist. Das lokale chemische Potential am j-ten Platz ist näherungsweise durch den Potential-
versatz j und die Wechselwirkungsenergie pro Atom U · nj gegeben. Folglich nimmt die
Einhüllende der Dichteverteilung das typische Thomas-Fermi-Profil (invertierte Parabel)
an.
letzte Term in 5.34 berücksichtigt die Wechselwirkung zwischen Atomen auf demselben
Gitterplatz, wobei U das Wechselwirkungsmatrixelement aus Gleichung 5.28 bezeichnet.
Grundzustandsverteilung in der Thomas-Fermi-Näherung
Im homogenen periodischen Potential ist der Einteilchengrundzustand, und damit auch
die makroskopische Wellenfunktion 5.33 eines schwach wechselwirkenden Kondensats,
durch die Bloch-Welle mit dem Kristallimpuls ~q = 0 gegeben. Ein Vergleich mit der
Bloch-Wellen-Darstellung in Gleichung 5.22 zeigt, dass in diesem Fall die Kondensatwel-
lenfunktionen ψj auf den einzelnen Gitterplätzen über dieselben Phasen ϕj ≡ 0 verfü-
gen. Berechnet man den kinetischen Energieterm des Hamilton-Operators 5.34 für zwei
Wellenfunktionen benachbarter Gitterplätze und bildet dessen Realteil, so erhält man die
Josephson-Energie −J√ninj cos(ϕi − ϕj) [208, 210]. Demnach kann das System durch
Annehmen einer einheitlichen Phase seine Energie pro Tunnelkontakt und pro Atom um J
absenken. Somit zeichnet sich auch im inhomogenen Gitter der Grundzustand durch eine
einheitliche Phase aus.
Damit der Vielteilchengrundzustand tatsächlich stationär ist, müssen sich die Phasen der
einzelnen Wellenfunktionen ψj mit derselben zeitlichen Rate entwickeln. Dies erfordert,
dass das lokale chemische Potential über das Gitter hinweg konstant ist. In der Thomas-
Fermi-Näherung kann der Beitrag der kinetischen bzw. der Josephson-Energie in Glei-
chung 5.34 vernachlässigt werden und die Energie am j-ten Gitterplatz beträgt:
Ej ≈ j|ψj|2 + U
2




5.2 Vielteilchenzustände im inhomogenen periodischen Potential
Da die Entropie S bei einem System im absoluten Grundzustand konstant null ist, folgt für




= j + Unj ≡ µ = konst. (5.36)
Aus der Forderung eines räumlich konstanten chemischen Potentials µj lässt sich die Be-
setzung nj der einzelnen Gitterplätze abschätzen. Ist der Abstand a = λ/2 zwischen be-
nachbarten Plätzen klein gegenüber der Ausdehnung der Atomwolke, so können die Be-
setzungszahlen nj durch eine kontinuierliche Verteilung n(r) angenähert werden. Dabei
entspricht n(r)/a3 der mittleren Dichte. Der externe Einschluss sei durch ein harmoni-
sches Potential mit dem Aspektverhältnis α = ωz/ωr gegeben. Im Rahmen der Kontinu-
umsnäherung führen wir die folgende Ersetzung durch:
j → Vext(ρ) = 1
2
mω2rρ




Dabei bezeichnet ρ den effektiven Abstand des betrachteten Gitterplatzes j vom Zentrum












Diese Gleichung legt das chemische Potential µ fest. Aus der Konstanz des chemischen












Durch Einsetzen in Gleichung 5.38 ergibt sich das chemische Potential und der effektive















Bei der obigen Herleitung wird von einer hohen Tunnelkopplung J ausgegangen, so-
dass sich eine einheitliche Phase zwischen den Gitterplätzen einstellt. Damit die Thomas-
Fermi-Näherung angewendet werden kann, muss aber gleichzeitig die Gesamt-Wechsel-
wirkungsenergie auf jedem Gitterplatz groß gegenüber der kinetischen Energie der einzel-
nen Atome sein (nU/J  1, siehe Seite 34) [208]. Um beiden Bedingungen gerecht zu
werden, sind hohe Besetzungszahlen nj der Gitterplätze erforderlich. In 3D-Gittern stellen
hohe Besetzungszahlen nj eher die Ausnahme dar, sodass die obige Argumentation nur
ein qualitatives Verständnis der sich einstellenden Dichteverteilung liefert.
155
5 Zustände im Gitter, Präparation und Analyse
5.2.2 Entartetes Fermigas
Im vollständig spinpolarisierten Fermigas ist s-Wellenstreuung in Übereinstimmung mit
dem Pauli-Prinzip verboten und der Streuquerschnitt der nächst höheren Streuordnung (p-
Wellen-Streuung) nimmt mit der Temperatur gemäß σp ∝ T 2 ab. Ein ultrakaltes einkom-
ponentiges Fermigas kann daher als ideales Gas aufgefasst werden und der Vielteilchenzu-
stand setzt sich aus den ungestörten Einteilchenzuständen zusammen. Bei T = 0 besetzen
N Fermionen gemäß dem Pauli-Prinzip die N niederenergetischsten Einteilcheneigenzu-
stände des Gitterpotentials. Die Fermi-Energie ist durch die Energie des höchsten, besetz-
ten Eigenzustandes definiert, F = N . Da die Einteilchenprobleme des einfach kubischen
2D- und 3D-Gitters separierbar sind, wollen wir uns in diesem Abschnitt zunächst auf die
Eigenzustände des inhomogenen 1D-Gitters konzentrieren. Aus diesen lassen sich später
die fermionischen Dichteverteilungen in höherdimensionalen Gittern und bei endlichen
Temperaturen herleiten. Es sei angemerkt, dass die hergeleiteten Einteilcheneigenschaften
gleichermaßen für Bosonen wie für Fermionen gelten.
Infolge des externen Einschlusses weist das Potential des optischen Gitters keine per-
fekte Translationssymmetrie auf und somit stimmen die Einteilcheneigenzustände nicht
mit den Bloch-Zuständen überein. Dennoch können Bandstruktur und Bloch-Wellen eine
gute Beschreibung der atomaren Zustände liefern. Dies setzt jedoch voraus, dass die Än-
derung des externen Potentials auf der Längenskala der Atomwolke klein gegenüber der
Breite der Energiebänder ist. Diese Bedingung wird am ehesten von einem Bose-Einstein-
Kondensat erfüllt, da die Atome hier in der Regel eine schmale Orts- und Impulsverteilung
aufweisen. Ganz anders verhält es sich bei Fermionen, hier führt die Einfachbesetzung der
Eigenzustände bei großen Teilchenzahlen zu einer großen räumlichen Ausdehnung. Eine
zuverlässige Beschreibung der Dichteverteilung erfordert in diesem Fall eine Bestimmung
der exakten Eigenzustände des inhomogenen periodischen Potentials. Für ein 1D-Gitter
mit überlagertem harmonischen Einschluss lautet die Einteilchen-Schrödinger-Gleichung










2 + Vx cos
2(kx)
)
φn(x) = nφn(x). (5.41)
Eine exakte Lösung dieser Gleichung ist nur numerisch möglich. Zu diesem Zweck dis-
kretisieren wir den Hamilton-Operator bezüglich der Ortskoordinate x (∼ 15 Punkte pro
Gitterperiode a = λ/2). Dabei nimmt die zweite Ableitung in der kinetischen Energie
die Form eines Differenzenquotienten an. Für ein endliches Gitter lässt sich der Hamilton-
Operator dann als symmetrische Matrix darstellen und diagonalisieren. Neben den Ener-
gieeigenwerten n erhält man auf diese Weise auch die Eigenzustände φn(x) in der Orts-
darstellung. In Abbildung 5.11 sind die resultierenden Spektren für vier verschiedene Git-
tertiefen bei konstantem externen Einschluss wiedergegeben. Die Eigenzustände werden
durch ihren Amplitudenbetrag |φn(x)| in einer Grauskala dargestellt, wobei die Eigenener-
gien die vertikalen Positionen definieren. Helle Bereiche entsprechen verbotenen Bändern
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Abbildung 5.11: Numerisch berechnetes Spektrum der Einteilcheneigenzustände des in-
homogenen 1D-Gitter (λ = 755 nm) für vier verschiedene Gittertiefen und konstanten
externen Einschluss (ωx = 2pi · 200 Hz für 40K). Der Betrag |φn(x)| der Eigenzustände ist
in einer Grauskala dargestellt und zeigt deren räumliche Ausdehnung. Die vertikalen Posi-
tionen der Zustände werden durch die Eigenenergien n bestimmt. Zum Vergleich sind die
Ergebnisse einer Bandstrukturberechnung farblich überlagert. Hier wird der harmonische
Einschluss nachträglich in Form eines ortsabhängigen Energieversatzes berücksichtigt.
bzw. Bandlücken, in denen die Aufenthaltswahrscheinlichkeit verschwindet.
Im Gegensatz zum translationssymmetrischen Gitter werden im inhomogenen Gitter die
Bandlücken nicht allein durch den Impuls, sondern auch durch den Ort der Teilchen be-
stimmt. Dennoch lassen sich die erlaubten und verbotenen Aufenthaltsbereiche näherungs-
weise aus der Bandstruktur des homogenen Gitters ermitteln, indem man das zusätzliche
harmonische Potential in Form eines ortsabhängigen Energieversatzes berücksichtigt. Die
Ergebnisse einer solchen Näherung sind in Abbildung 5.11 als farbliche Überlagerungen
dargestellt. Im Zentrum des flachen Gitters sind die Zustände über viele Gitterplätze de-
lokalisiert, sodass hier eine gute Übereinstimmung zwischen den räumlich „verbogenen“
Bändern und den exakt berechneten Spektren besteht. Nach außen hin nimmt der Gradient
des externen Potentials jedoch soweit zu, dass das Gitter nicht mehr als abschnittsweise
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Abbildung 5.12: (a) Energiespektrum als Funktion der Quantenzahl n für ein 40K-Atom
in einem 4Er tiefen 1D-Gitter (λ = 755 nm) mit einem externen harmonischen Einschluss
der Frequenz ωx = Er/(43, 8 · ~) ≈ 2pi · 200 Hz. (b) Energiedifferenz zwischen den
jeweils benachbarten Eigenwerten aus dem Graphen (a). Zum Vergleich zeigt die kurze
horizontale Linie die Energiedifferenz ~ω∗ eines reinen harmonischen Oszillators, wobei
ω∗ = ωx
√
m/m∗ die Oszillatorfrequenz eines Teilchens der effektiven Masse m∗ ist. Die
Diagonale gibt den Potentialunterschied zwischen benachbarten Gitterplätzen an.
homogen betrachtet werden kann. In diesem Bereich bricht das Bild von delokalisierten
Bloch-Wellen zusammen.
In Abbildung 5.13a,b sind die beiden niederenergetischsten Eigenzustände eines inho-
mogenen 4Er tiefen Gitters dargestellt. Die schnell oszillierenden Anteile der Wellenfunk-
tionen werden durch das periodische Potential verursacht und spiegeln den Bloch-Wellen-
Charakter der Zustände wider. Zugleich besitzen die Wellenfunktionen auch Eigenschaften
von harmonischen Oszillatorzuständen. Dies deckt sich mit der Tatsache, dass ein Teilchen
im Minimum des Bloch-Bandes eine ähnliche Dispersion aufweist, wie ein freies Teilchen
mit einer effektiven Masse m∗(q = 0) (Gleichung 5.26) [211–213]. Tatsächlich zeigt der
Vergleich in den Abbildungen 5.13a,b, dass sich die lokalen Amplituden der niederener-
getischsten Zustände sehr gut durch die harmonischen Oszillatorzustände eines Teilchens
der Masse m∗(q = 0) wiedergeben lassen.
In Abbildung 5.12a ist ein typisches Energiespektrum als Funktion der Quantenzahl
n dargestellt. Mit zunehmendem n weicht der Verlauf immer stärker von dem linearen
Verhalten eines harmonischen Oszillators ab. Wie anhand der Knicke zu erkennen ist,
lässt sich das Spektrum in drei verschiedene Bereiche (A, B, C) unterteilen [211–213].
Die drei Bereiche treten noch deutlicher in Erscheinung, wenn man die Energiedifferenz
δn = n+1 − n zwischen jeweils benachbarten Eigenwerten als Funktion von n aufträgt.
Dies ist in Abbildung 5.12b gezeigt. Während δn in einem rein harmonischen Potential
konstant ist, nimmt es bei Anwesenheit eines periodischen Potentials mit zunehmendem
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Abbildung 5.13: Zustände für 40K in einem 4Er tiefen 1D-Gitter (λ = 755 nm) mit einem
harmonischen Einschluss der Frequenz ωx = 2pi · 200 Hz: (a) zeigt den Grundzustand
φ1(x) und (b) den ersten angeregten Zustand φ2(x). Zum Vergleich sind die Zustände
eines reinen harmonischen Oszillators mit einer effektiven Masse m∗(q = 0) gestrichelt
dargestellt. (c) zeigt zwei höher angeregte und miteinander entartete Zustände (rot), deren
Ausdehnung auf den rechten bzw. linken Bereich des Gitters beschränkt ist. (d) Besetzung
der Gitterplätze für verschiedene Fermionenzahlen bei T = 0.
n zunächst immer weiter ab, um dann im Bereich B abrupt in zwei Äste aufzuspalten.
Dabei ist der untere Ast konstant null und durch das Auftreten von paarweise entarteten
Zuständen bedingt10. Exemplarisch sind in Abbildung 5.13c die zwei entarteten Zustände
mit den Quantenzahlen n = 70 und 71 wiedergegeben. Mit dem Übergang in den Bereich
B beginnen die Wellenfunktionen abwechselnd auf den rechten bzw. den linken Teilbe-
reich des Gitters beschränkt zu sein und die Aufenthaltswahrscheinlichkeit im Zentrum
des Gitters verschwindet. Diese lokalisierten Zustände sind analog zu den sogenannten
Wannier-Stark-Zuständen, welche sich in einem periodischen Potential beim Anlegen ei-
nes homogenen Gradienten ausbilden. Mit größer werdendem n nimmt die Lokalisierung
immer weiter zu, bis die Einteilchenzustände schließlich jeweils einem einzelnen Gitter-
10Man beachte, dass die Entartung nur dann auftritt, wenn das periodische Potential, wie in Gleichung 5.41,
eine Symmetrie bezüglich des Minimums des harmonischen Potentials aufweist. Im Experiment ist dies
im Allgemeinen nicht der Fall, sodass die Zustände nur quasi-entartet sind.
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platz j zugeordnet werden können. In diesem Fall ist die Energiedifferenz δn im aufstei-




zwei benachbarten Gitterplätzen gegeben und die paarweise entarteten Zustände entspre-
chen Teilchen auf den symmetrisch zum Ursprung angeordneten Gitterplätzen ±j. Geht
man zu größeren Quantenzahlen n über, so erreicht man den Bereich C. Hier treten ne-
ben den lokalisierten Zuständen am Gitterrand auch wieder delokalisierte Zustände im
Zentrum des Gitters auf. Wie ein Vergleich mit Abbildung 5.11 zeigt, sind Letztere dem
zweiten Energieband zuzuordnen. Die starke Streuung von δn rührt daher, dass im Ener-
giebereich C Zustände des ersten und des zweiten Bandes koexistieren.
Die Grundzustandsverteilung von N Fermionen folgt durch Summation über die Be-
tragsquadrate der N niederenergetischsten Zustände φn(x). Integriert man die resultieren-
de Dichteverteilung lokal über die einzelnen Perioden a, so erhält man die mittlere Beset-
zungszahl nj der Gitterplätze. In Abbildung 5.13d sind die entsprechenden Verteilungen
für verschiedene Teilchenzahlen N dargestellt. Für sehr kleine N stimmt das Dichteprofil
noch näherungsweise mit der Verteilung in einer rein harmonischen Falle überein. Nähert
sich die Fermi-Energie den entarteten Energieniveaus und damit im Spektrum dem Be-
reich B, so erreicht die Dichte im Zentrum des Gitters den Wert eins und nimmt (vorerst)
nicht weiter zu. Das Hinzufügen weiterer Teilchen bewirkt allein, dass sich der Bereich
mit Einfachbesetzung (nj = 1) immer weiter zum Rand hin ausdehnt.
Da durch Aufaddieren unterschiedlicher Einteilchenzustände die Besetzungszahl nj den
Wert 1 nicht überschreitet und gemäß dem Pauli-Prinzip jeder Zustand nur einfach be-
setzt werden darf, formt sich ausgehend vom Zentrum des Gitters ein isolierender Vielteil-
chenzustand. Dieser sogenannte Bandisolator ist wegen der verschwindenden Varianz sei-
ner Dichte inkompressibel. Wächst jedoch mit größer werdender Teilchenzahl die Fermi-
Energie über einen kritischen Wert hinaus, so können die Teilchen schließlich wieder ins
Zentrum des Gitters tunneln. Im Bild der Bloch-Wellen sind diese höher energetischen
Teilchen dem zweiten Band zuzuordnen und verfügen somit über eine unterschiedliche
Quantenzahl n′. Eine Mehrfachbesetzung der zentralen Gitterplätze kann daher stattfin-
den, sobald die Fermi-Energie über die erste Bandlücke hinaus wächst. Im Spektrum aus
Abbildung 5.12 entspricht dies dem Übergang vom Bereich B nach C. Das durch einen
Gradienten hervorgerufene Tunneln von Teilchen in höhere Bänder wird auch als Landau-
Zener-Tunneln bezeichnet. Wie anhand des gestrichelten Verlaufs in Abbildung 5.13d zu
erkennen ist, bildet sich mit der Besetzung der höheren Bänder eine Schalenstruktur in der
fermionischen Dichteverteilung aus.
Abbildung 5.14 zeigt das Spektrum der Eigenenergien als Funktion der Gittertiefe für
einen konstanten harmonischen Einschluss und spiegelt somit die Entwicklung der Zustän-
de beim Hochrampen des Gitters wider. Offensichtlich können die Ausgangszustände im
harmonischen Potential (Vx = 0) in zwei Klassen unterteilt werden [214]. So zeigen die
Zustände mit einer Energie kleiner als die Rückstoßenergie Er ein monotones Verhalten
beim Hochrampen des Gitters. Wohingegen die Zustände oberhalb der Rückstoßenergie
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Abbildung 5.14: Energieniveaus n relativ zum Grundzustand 1 als Funktion der Gitter-
tiefe Vx bei einem harmonischen Einschluss mit ωx = Er/(25 · ~) = 2pi · 350 Hz für 40K
in einem 755 nm-Gitter.
einen komplizierteren Verlauf aufweisen, der durch mehrere vermiedene Kreuzungen aus-
gezeichnet ist. Der Grund für das Auftreten dieser beiden Klassen kann anhand von Ab-
bildung 5.11 nachvollzogen werden. Beim Hochrampen des periodischen Potentials bildet
sich eine Bandlücke aus, welche die beiden Zustandsklassen voneinander trennt. Dabei
gehören die unteren Zustände allein dem ersten Band an und verringern ihre Energie re-
lativ zum Grundzustand 1. Demgegenüber enthält die obere Zustandsklasse (n > Er)
neben Zuständen des ersten Bandes auch Zustände aus höheren Bändern. Bei Letzteren
steigt die Energie mit zunehmendem Vx relativ zu 1 an. Dieses unterschiedliche Verhal-
ten der Zustände innerhalb der oberen Klasse führt zu den vermiedenen Kreuzungen in
Abbildung 5.14. Sobald sich die Bandlücken öffnen, nimmt der räumliche Überlapp und
damit auch die Landau-Zener-Tunnelkopplung zwischen den quasi-entarteten Zuständen
rasch ab (siehe Abbildung 5.11). Die rasche Abnahme der Kopplung wird auch anhand
der vermiedenen Kreuzungen deutlich, deren Aufspaltung mit zunehmendem Vx zügig ge-
gen null geht. Aufgrund der geringen Tunnelwahrscheinlichkeiten bleiben die Atome in
ihren jeweiligen Bändern gefangen, selbst wenn am Ende der Rampe freie Zustände mit
weitaus kleineren Energien in den unteren Bändern zur Verfügung stehen. Gilt zu Anfang
F > Er, so befindet sich das Vielteilchensystem nach dem Hochrampen des Gitters in der
Regel in einem angeregten, metastabilen Zustand mit mehrfach besetzten Gitterplätzen.
Gilt hingegen F < Er, so kann das System jederzeit in seinem Grundzustand verbleiben,
ohne dass Umverteilungsprozesse zwischen den Bändern notwendig sind. Nur im letzte-
ren Fall lässt sich das Vielteilchensystem in kurzer Zeit adiabatisch aus der harmonischen
Falle in ein Gitter mit einfach besetzten Plätzen überführen [214].
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Abbildung 5.15: Energieniveaus n relativ zu 1 als Funktion der externen Fallenfrequenz
ωx für ein (a) 1Er- bzw. (b) 2Er tiefes 1D-Gitter (λ = 755 nm). Zur Veranschaulichung ist
der Grundzustand eines Systems aus 15 Fermionen rot dargestellt. Blaue Kreise markieren
den Punkt, bei dem das System durch Erhöhen von ωx erstmals vollständig isolierend
wird. Rote Kreise markieren den Punkt, bei dem erstmals ein Teilchen in das zweite Band
tunneln kann. Pfeile geben die Position und die Breite der Bandlücke in einem homogenen
Gitter gleicher Tiefe an. Aufgrund ihrer größeren Tunnelkopplung weisen die Niveaus des
zweiten Bandes eine geringere Steigung auf als die Niveaus des ersten Bandes.
Dank der zusätzlichen Dipolfalle kann in unserem Experiment der externe Einschluss
unabhängig von der Gittertiefe variiert werden. Dies ermöglicht es, die Fallenfrequenzen
jeweils so an die Teilchenzahlen N anzupassen, dass die Bedingung F < Er erfüllt wird.
Darüber hinaus kann die Gittertiefe bei einem bestimmten Wert Vx konstant gehalten
und allein der externe Einschluss erhöht werden. Auf diese Weise lassen sich die Atome
durch Landau-Zener-Übergänge aus dem unteren Band in höhere Bänder „quetschen“. Da-
mit ein solcher Transfer auch tatsächlich innerhalb experimenteller Zeitskalen stattfindet,
muss die Tunnelkopplung zwischen den entarteten Zuständen der verschiedenen Bänder
hinreichend groß sein. Ein solches Experiment gelingt nur in einem sehr flachen optischen
Gitter, bei dem die räumliche Ausdehnung der verbotenen Aufenthaltsbereiche klein ist.
In Abbildung 5.15 sind die Eigenzustände für ein 1 bzw. 2Er tiefes Gitter als Funktion der
externen Fallenfrequenz dargestellt. Die Pfeile kennzeichnen die Lage der Bandlücke eines
homogenen periodischen Potentials gleicher Tiefe. Tatsächlich weist auch das inhomoge-
ne System innerhalb dieser „Energielücke“ eine geringere Zustandsdichte auf. In diesem
Bereich gehen die Zustände paarweise in die Entartung über und entsprechen den bespro-
chenen lokalisierten Wellenfunktionen. Oberhalb der „Energielücke“ können die Atome
schließlich – eine ausreichende Kopplung vorausgesetzt – aus den Zuständen des ersten
Bandes (steile Verläufe) in die Zustände des zweiten Bandes (geringere Steigung) tunneln.
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Tight-Binding-Näherung
Im vorherigen Abschnitt wurden die Eigenzustände des inhomogenen periodischen Poten-
tials durch Lösen der exakten Schrödinger-Gleichung 5.41 bestimmt. Aus den Spektren
konnten wesentliche Eigenschaften des entarteten Fermigases im inhomogenen Gitter ab-
geleitet werden. Dieser Abschnitt befasst sich mit einem alternativen Lösungsansatz, der
von der Tight-Binding-Näherung Gebrauch macht. Neben einer Reduktion des numeri-
schen Rechenaufwands erlaubt es dieser Ansatz, einige der bisherigen Aussagen in analy-
tischer Form darzustellen.
Ist ein Teilchen auf das unterste Vibrationsniveau der Gitterplätze beschränkt, so lässt





cj w(x− ja). (5.42)
Dabei bezeichnet w(x−ja) die Wannier-Funktion des j-ten Gitterplatzes und cj ist die zu-
gehörige Wahrscheinlichkeitsamplitude. Gemäß Abbildung 5.16 wird die Tunnelkopplung
J ′ zwischen übernächsten Gitterplätzen ab einer Gittertiefe Vx & 3Er eine Größenord-
nung kleiner, als die Kopplung J zwischen direkt benachbarten Gitterplätzen. Für tiefere
Gitter reicht es demnach aus, nur Tunnel-Prozesse zwischen unmittelbar benachbarten Git-
terplätzen zu berücksichtigen. Dies führt uns zur sogenannten Tight-Binding-Näherung, in
der der Einteilchen-Hamilton-Operator bezüglich der Basis der Wannier-Funktionen die










Abbildung 5.16: Verhältnis zwischen Übernächster-Nachbar- und Nächster-Nachbar-
Tunnelkopplung als Funktion der Gittertiefe. Die rasche Abnahme von J ′/J rechtfertigt
die Anwendung der Tight-Binding-Näherung bei größeren Gittertiefen.
163













Betrachtet man ein endliches Gitter, so lässt sich der eindimensionale Hamilton-Operator
als Matrix darstellen und numerisch diagonalisieren. Im Gegensatz zu Gleichung 5.41 be-
nötigt man für die Beschreibung der Wellenfunktion φn(x) nur noch einen Koeffizienten
cj pro Gitterplatz. Hierdurch ist die Dimension der zu diagonalisierenden Matrix bedeu-
tend kleiner und der Rechenaufwand erheblich geringer. Aus dem Hamilton-Operator 5.43
folgt, dass sich das Einteilchenspektrum mittels eines einzelnen Parameters charakteri-




2. Je nachdem welcher dieser beiden Energieterme überwiegt, liegt das Regime des
schwachen oder des starken Einschlusses vor.
Setzt man im Hamilton-Operator 5.43 die Fallenfrequenz gleich null, so sind dessen
Eigenzustände durch die Bloch-Wellen des untersten Bandes gegeben. Wendet man den
Hamilton-Operator dann auf die Bloch-Wellen 5.22 an, so erhält man das unterste Ener-
gieband des homogenen Gitters in der Tight-Binding-Näherung (Gleichung 5.24). Dem-
nach entspricht die Bandbreite gerade dem Vierfachen der Tunnelenergie J . Verfügt das




2 . 4J), so lässt sich die Energiedispersion wie folgt nähern [211]:




Hier wird der externe Einschluss einfach in Form eines ortsabhängigen (x = ja) Ener-
gieversatzes berücksichtigt und man erhält, wie in Abbildung 5.11 farblich dargestellt, ein
räumlich verbogenes Band. Setzt man den Kristallimpuls ~q = 0, so lassen sich aus Glei-








Der Abstand zwischen diesen beiden Punkten gibt die maximale räumliche Ausdeh-
nung des Zustandes φn im harmonischen Potential wieder. Neben dem harmonischen Po-
tential können aber auch Bragg-Reflexionen zu einer Richtungsänderung und damit zu ei-
ner Lokalisierung der Teilchen führen [211, 212]: Bedingt durch den externen Einschluss
werden die Teilchen im periodischen Potential beschleunigt und es kommt immer dann
zu Umklappprozessen, wenn der Kristallimpuls die Bragg-Bedingung q = ±pi/a erfüllt.
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Abbildung 5.17: (a) Spektrum der Einteilcheneigenzustände in einem inhomogenen 4Er
tiefen 1D-Gitter (Parameter wie in Abbildung 5.11). In rot sind die klassischen Umkehr-
punkte xcl und die Positionen xbr, an denen Bragg-Reflexion stattfindet, eingezeichnet. (b)
Numerisch berechnete Werte für die kritische Dichte ρc als Funktion der Gittertiefe für
zwei verschiedene Fallenfrequenzen. Im Kontinuumslimit konvergiert ρc gegen den kon-
stanten Wert 2, 545(4).
Der Vergleich in Abbildung 5.17a zeigt, dass die räumliche Ausdehnung der Eigen-
zustände sehr gut durch xcl und xbr wiedergegeben werden kann. Gemäß Gleichung 5.46
treten die Bragg-Reflexionen erst oberhalb einer Energie n > 2J auf. Ab hier sind die Ein-
teilchenzustände auf den rechten bzw. linken Teilbereich des Gitters beschränkt. Auch der
fermionische Bandisolator bildet sich aus, sobald die Fermi-Energie die obere Bandkante
erreicht F > 2J . Mit zunehmenden Teilchenenergien rücken die Bragg- und die klas-
sischen Umkehrpunkte immer dichter aneinander, bis die Zustände schließlich auf einen
einzelnen Gitterplatz lokalisiert sind.
Da die Wannier-Funktionen im Tight-Binding-Regime in guter Näherung jeweils auf
einen Gitterplatz beschränkt sind, geben die Betragsquadrate |cj|2 die Besetzungswahr-
scheinlichkeiten der Plätze an. Summiert man diese Wahrscheinlichkeiten über die be-
völkerten Zustände φn, so erhält man die mittlere Besetzungszahl des j-ten Gitterplatzes:
nj =
∑
n |c(n)j |2. Auf diese Weise werden die in Abbildung 5.18 dargestellten Dichte-
verteilungen berechnet. Aus den beiden Abbildungen geht hervor, wie sich ein Fermigas
durch alleiniges Erhöhen der Fallenfrequenz ωx bzw. der Gittertiefe Vx aus dem metalli-
schen Zustand in den Bandisolator überführen lässt. Entsprechende Experimente werden
in Kapitel 7 vorgestellt.
Ist die Ausdehnung eines Fermigases in einem inhomogenen Gitter sehr viel größer als
der Gitterabstand a, so kann dessen Dichteverteilung als quasi kontinuierlich betrachtet
werden (Kontinuumslimit). Der Abstand vom Fallenzentrum, bei dem das harmonische
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ωx / 2pi = Vx / Er =
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Abbildung 5.18: Dichteverteilung von 40 Fermionen in einem inhomogenen 1D-Gitter.
(a) Dichteverteilungen bei konstanter Gittertiefe für verschiedenen Fallenfrequenzen ωx.
(b) Dichteverteilungen bei konstanter Fallenfrequenz für verschiedene Gittertiefen Vx.
Potential gerade mit der Tunnelenergie J übereinstimmt, definiert eine charakteristische








Im Kontinuumslimit ist die Dichteverteilung des eindimensionalen Fermigases, bezüglich
der normierten Koordinate x′ = x/ξ, als auch dessen normierte Impulsverteilung allein
von der charakteristischen Dichte
ρ = Na/ξ (5.48)
abhängig [215]. Dieses universelle Verhalten erlaubt es, eine kritische Dichte ρc = Nca/ξ
zu definieren, ab der sich im Zentrum des Gitters ein Bandisolator ausbildet. Dabei be-
zeichnet Nc die minimale Atomzahl, bei der für einen vorgegebenen Fallenparameter ξ
erstmals eine Einfachbesetzung des zentralen Gitterplatzes erreicht wird. In Abbildung
5.17b sind die numerisch errechneten Werte für ρc als Funktion der Gittertiefe Vx für
zwei verschiedene Fallenfrequenzen aufgetragen11. Mit abnehmender Gittertiefe nimmt
die räumliche Ausdehnung des Fermigases und damit die für die Erzeugung des Bandiso-
lators benötigte AtomzahlNc zu. Im Kontinuumslimit (Nc  1) konvergiert ρc unabhängig
von den Fallenparametern (Vx, ωx und a) gegen einen konstanten Wert ρc = 2, 545(4). Da
Nc die Anzahl der Eigenzustände mit einer Energie (n − 1) ≤ 4J angibt, entspricht Nc
zugleich der Quantenzahl, oberhalb derer erstmals die paarweise Entartung auftritt (Über-
gang von Bereich A nach B in Abbildung 5.12).
11Bei der numerischen Berechnung wird Nc über die kleinste Atomzahl bestimmt, bei der die zentrale
Besetzung größer als 0, 99 wird.
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5.3 Transfer ins optische Gitter
Das Verhältnis aus Tunnelenergie J und Potentialunterschied δE zwischen benachbar-
ten Gitterplätzen bestimmt den Grad der Lokalisierung der Eigenzustände. Bei einem har-
monischen externen Einschluss nimmt δE ≈ mω2xa2j linear mit dem Index j zu, sodass
die weiter außen liegenden Zustände am stärksten lokalisiert sind. Durch Erhöhen der Git-
tertiefe bzw. der Fallenfrequenz lassen sich auch die innen liegenden Zustände zunehmend
lokalisieren. Für J < 1
2
mω2xa
2 reicht schließlich selbst im Zentrum des Gitters die kineti-
sche Energie der Teilchen nicht mehr aus, um auf benachbarte Gitterplätze zu tunneln. In
diesem Regime ist jeder Eigenzustand auf einen eigenen Gitterplatz beschränkt und kann
durch den zugehörigen Index j ∈ Z charakterisiert werden. Die Eigenenergien sind dann













sxEr die Energie des niedrigsten Vibrationsniveaus auf
einem Gitterplatz (Gl. 4.21). Im Gegensatz zum perfekt periodischen Potential werden
im inhomogenen Gitter die lokalisierten Zustände bereits bei endlichen Gittertiefen Vx =
sxEr zu exakten Eigenzuständen des Systems. Im tiefen inhomogenen 3D-Gitter führt die
quadratische Abhängigkeit der Eigenenergien von den Quantenzahlen jx,y,z dazu, dass die
Zustandsdichte dasselbe Potenzverhalten wie bei einem freien Fermigas aufweist:
g() ∝ 1/2. (5.50)
Da die Tight-Binding-Näherung auf das unterste Band beschränkt ist, darf sie im Prinzip
nur auf Zustände angewendet werden, deren Energie so klein ist, dass die Bandlücke ∆1
zwischen dem ersten und dem zweiten Band nicht überwunden werden kann. Damit gilt
die Näherung streng genommen nur für Zustände des ersten Bandes, deren Wellenfunktion
nicht über den Gitterplatz jmax ≈
√
2∆1/(mω2xa
2) hinausragen. Doch haben wir gese-
hen, dass die Tunnelkopplungen zwischen den verschiedenen Bändern bereits ab geringen
Gittertiefen vernachlässigt werden können. In solchen Fällen lässt sich die Tight-Binding-
Näherung über den obigen Geltungsbereich hinaus auf alle Zustände des untersten Bandes
anwenden.
5.3 Transfer ins optische Gitter
Das in der Dipolfalle präparierte Bose-Einstein-Kondensat bzw. entartete Fermigas wird
durch Hochfahren optischer Stehwellen in ein optisches Gitter transferiert. Findet das
Hochrampen der Laserintensitäten langsam genug statt, so ist der Umladeprozess adia-
batisch und das Vielteilchensystem verbleibt jederzeit in seinem Grundzustand. Das Kri-
terium für die Adiabatizität wird nicht nur durch die Bandstruktur, sondern auch durch die
Wechselwirkung zwischen den Atomen und durch den Grad der räumlichen Umverteilung
im inhomogenen Gitterpotential bestimmt. Im Folgenden sollen die einzelnen Adiabatizi-
tätskriterien für das Einladen ins optische Gitter und die Auswirkungen auf die Temperatur
des Fermigases besprochen werden.
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5.3.1 Adiabatisch in Bezug zur Bandstruktur
Ein schwach wechselwirkendes Bose-Einstein-Kondensat in einem flachen Gitter lässt sich
näherungsweise durch den niederenergetischsten Bloch-Zustand |n = 1, q = 0〉 beschrei-
ben. Auch die Atome eines entarteten Fermigases bevölkern bei hinreichend kleiner Atom-
zahl bzw. Fallenfrequenz allein das unterste Energieband. Um beim Hochrampen des op-
tischen Gitters Teilchenanregungen in höhere Bänder (n > 1) zu vermeiden, muss der
Einteilchen-Hamilton-Operator die folgende Adiabatizitätsbedingung erfüllen [216]:
|〈n, q|∂H/∂t|1, q〉|  |n(q)− 1(q)|2/~. (5.51)
Dabei ist der Ausdruck auf der linken Seite immer kleiner als dVx/dt. Für Teilchen im
Zentrum der Brillouin-Zone beträgt die Bandlücke unabhängig von der Gittertiefe min-








(2, 5µs)−1 für Rb
(1, 1µs)−1 für K (5.52)
Die angegebenen Zeitskalen entsprechen einem Gitter mit einer Wellenlänge von 755 nm.
Bei verschwindender Gittertiefe geht die Bandlücke an den Brillouin-Zone-Rändern ge-
gen null. Für Atome, die sich dort aufhalten, kann die Adiabatizitätsbedingung 5.51 nicht
erfüllt werden. Deshalb muss, um ein entartetes Fermigas adiabatisch aus der harmoni-
schen Ausgangsfalle in das Gitter transferieren zu können, dessen Fermi-Energie F zu Be-
ginn der Gitterrampe kleiner als die Rückstoßenergie Er sein. Dieser Bedingung sind wir
bereits im Zusammenhang mit Abbildung 5.14 begegnet. Sie impliziert, dass sich von An-
fang an keine Fermionen in höheren Bändern aufhalten. Hierdurch kann das Vielteilchen-
system jederzeit in seinem Grundzustand verbleiben, ohne dass langsame Umverteilungs-
und Tunnelprozesse zwischen den Bändern notwendig sind. Denn diese würden die ma-
ximale Geschwindigkeit einer adiabatischen Rampe erheblich reduzieren. Aus der Forde-
rung F < Er lässt sich zusammen mit der Gleichung 2.38 für die Fermi-Energie in der
rein harmonischen Falle eine Bedingung für das geometrische Mittel der Fallenfrequenz ω
und für die maximale Fermionenzahl Nmax in der Ausgangsfalle aufstellen:
~ω (6Nmax)1/3 < Er. (5.53)
5.3.2 Temperaturentwicklung des Fermigases
Beim Transfer der Atome ins optische Gitter ändert sich die Zustandsdichte ausgehend von
der Relation g() ∝ 2 (Gl. 2.34) des dreidimensionalen harmonischen Oszillators hin zur
Relation g() ∝ 1/2 (Gl. 5.50) des tiefen 3D-Gitters. Mit der Änderung der Zustandsdichte
geht in der Regel auch eine Änderung der Temperatur einher. Findet der Transfer ins Gitter
langsam genug statt, so ist der Prozess reversibel und die Entropie des Systems bleibt er-
halten. Die Entropie S eines Fermigases ist durch den folgenden Ausdruck gegeben (Seite
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Dabei bezeichnet E =
∫
g()f()d die Gesamtenergie des Systems. Der Index n läuft
über die Energieeigenwerte n und f() ist die Fermi-Dirac-Verteilung. Das chemische Po-
tential µ ergibt sich durch die Normierung auf die Gesamtteilchenzahl N =
∫
g()f()d.
Bei niedrigen Temperaturen kann der Ausdruck für die Entropie mittels einer Sommerfeld-
Entwicklung genähert werden. Befindet sich das ideale Fermigas in einem Potential, wel-
ches entlang der drei Raumachsen ν demselben Potenzgesetz V (r) ∝ rγν folgt, so ergibt



















Hiermit lässt sich die Entropie des entarteten Fermigases (T  TF) in der harmonischen
Ausgangsfalle (γ = 2) bzw. im tiefen Gitter mit überlagertem harmonischem Potential
bestimmen. Gemäß Gleichung 5.50 stimmt im letzteren Grenzfall die Zustandsdichte mit
der von freien Fermionen in einem Kastenpotential (γ = ∞) überein. Folglich führt ein
isentropischer Transfer aus der harmonischen Falle ins tiefe Gitter zu einem Anstieg der
relativen Temperatur T/TF um einen Faktor zwei [198, 219].
In den obigen Überlegungen wurde von einer alleinigen Bevölkerung des untersten
Energiebandes ausgegangen. Dies impliziert, dass die Atomzahl der BedingungN < Nmax
(Gl. 5.53) genügt. Bei endlichen Temperaturen ist aber immer noch eine thermische Beset-
zung der angeregten Bänder möglich. Wie wir zuvor gesehen haben (Seite 161), machen
in einem solchen Fall extrem langsame Umverteilungsprozesse zwischen den Bändern ein
adiabatisches Hochrampen des Gitters innerhalb experimentell realistischer Zeitskalen un-
möglich [214]. Zur Vermeidung von Anregungen muss daher – über die Bedingung 5.53
hinaus – eine thermische Besetzung höherer Bänder ausgeschlossen werden. In Abschnitt
7.2.4 wird eine allgemeinere Beschreibung der Temperaturentwicklung für sämtliche Git-
tertiefen und unter Berücksichtigung höherer Bänder gegeben. Dort wird unter Anderem
gezeigt, wie sich Fermigase durch eine geeignete Anpassung des externen Einschlusses
ohne adiabatisches Heizen in ein blauverstimmtes optisches Gitter transferieren lassen.
5.3.3 Adiabatisch in Bezug zur räumlichen Umverteilung
Wie wir in den vorherigen Abschnitten gesehen haben, hängen die Dichteprofile des bo-
sonischen und des fermionischen Vielteilchengrundzustandes von der Gittertiefe und von
der Stärke des externen Einschlusses ab. Um einen adiabatischen Transfer in das Gitter
zu gewährleisten, müssen die Fallenparameter so langsam variiert werden, dass die Atome
durch räumliche Umverteilung zu jeder Zeit den aktuellen Gleichgewichtszustand einneh-
men können. Die hierfür benötigten Zeiten liegen üblicherweise Größenordnungen über
169
5 Zustände im Gitter, Präparation und Analyse




















1 ωr = 2pi.40 Hz Vx = 0 Er
2 ωr = 2pi.73 Hz Vx = 4 Er
3 ωr = 2pi.104 Hz Vx = 8 Er
4 ωr = 2pi.104 Hz Vx = 16 Er
ωz = 5.ωr
Abbildung 5.19: Theoretische Entwicklung des Vielteilchengrundzustandes beim Einla-
den von Atomen in ein optisches 3D-Gitter (λ = 755 nm). Dargestellt ist ein radialer
Schnitt durch die dreidimensionale Dichteverteilung von 104 Rubidiumatomen (rot) bzw.
3 · 104 Kaliumatomen (blau) bei verschiedenen Fallenparametern. Die angegebenen Git-
tertiefen gelten für beide Elemente, während die Fallenfrequenzen für Rubidium um einen
Faktor
√
40/87 kleiner sind als die angegebenen Kalium-Fallenfrequenzen.
den durch die Bandlücke vorgegebenen Zeitskalen aus Gleichung 5.52.
Gemäß der vereinfachenden Betrachtung aus Abschnitt 5.2.1 ordnen sich bosonische
Atome in einem flachen optischen Gitter so an, dass das chemische Potential µ ≈ j +Unj
über die Plätze hinweg konstant ist. Dabei bezeichnet j ≈ Vext(rj) die potentielle Energie
eines Teilchens am Ort des j-ten Gitterplatzes. Aus Abbildung 5.8b geht hervor, dass das
Wechselwirkungsmatrixelement U in etwa linear mit der Gittertiefe zunimmt. Will man
das Adiabatizitätskriterium entschärfen, so muss man dafür sorgen, dass die Besetzungs-
zahlen nj der einzelnen Plätze während der Gitterrampe so weit wie möglich erhalten
bleiben. Zusammen mit der räumlichen Konstanz des chemischen Potentials folgt hieraus
die Bedingung, dass das externe Potential Vext ∝ j in etwa linear mit der Gittertiefe Vx,y,z
zunehmen muss.
Wie in Abschnitt 4.2 besprochen, sind die Atome bei rotverstimmten Laserlicht in den
lokalen Intensitätsmaxima des Gitters gefangen, sodass das gaußförmige Strahlprofil zu-
gleich für den „externen“ Einschluss der Atome sorgt. In diesem Fall führt eine Erhöhung
der Gittertiefe automatisch zu einer angemessenen Erhöhung des harmonischen Einschlus-
ses [210]. Anders verhält es sich bei einem blauverstimmten Gitter, bei dem die Atome
in den lokalen Intensitätsminima gefangen sind. Hier ist für den externen Einschluss ein
zusätzliches Fallenpotential erforderlich. Letzteres muss synchron mit der Gittertiefe ver-
ändert werden, um der Bedingung Vext ∝ Vx,y,z zu genügen.
Abbildung 5.19 zeigt die theoretische Entwicklung der Dichteprofile beim adiabatischen
Einladen von Atomen in ein inhomogenes 3D-Gitter. Unabhängig voneinander sind die
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Abbildung 5.20: Tunnelzeiten τ = ~/J [10] als Funktion der Gittertiefe Vx für Rubidium
(rot) und Kalium (blau) in einem Gitter mit einer Wellenlänge von 755 nm. Bei dieser Wel-
lenlänge stimmen die Gittertiefen Vx/Er, gemessen in Einheiten der jeweiligen Rückstoß-
energien, für Rubidium und Kalium miteinander überein und es gilt τRb/τK = mRb/mK =
2, 175 . Um einen adiabatischen Transfer ins optische Gitter zu gewährleisten, muss be-
rücksichtigt werden, dass die räumliche Umverteilung der Atome durch die exponentiell
zunehmenden Tunnelzeiten erschwert wird.
Dichteprofile für eine Rubidium- und eine Kaliumwolke bei T = 0 dargestellt. Für Ru-
bidium sind nur die einfach zu berechnenden Grenzfälle der rein harmonischen Falle und
des tiefen Gitters dargestellt. Zu Anfang wird der externe Einschluss in etwa linear mit
der Gittertiefe erhöht, sodass gemäß der Näherung 5.39 die Ausgangsverteilung des Bose-
Einstein-Kondensats erhalten bleibt. Spätestens beim Übergang zum Mott-Isolator bricht
diese Näherung jedoch zusammen. In dem Beispiel wird die Fallenfrequenz gegen Ende
nicht weiter erhöht und es wird angenommen, dass sich ein reiner Mott-Isolator formt.
Das Beispiel gibt Aufschluss über das Ausmaß der räumlichen Umverteilung. Während
die repulsiv wechselwirkenden Bosonen nach außen streben, findet beim idealen Fermi-
gas eine Umverteilung in Richtung Fallenzentrum statt. Im flachen Gitter muss die Rampe
hinreichend langsam sein, um kollektive Anregungen zu vermeiden. Beim Bosegas ist die
räumliche Umverteilung kurz vor dem Phasenübergang zum Mott-Isolator besonders stark
[220]. Im Gegenzug wird jenseits des Phasenübergangs die Wahrscheinlichkeit für kol-
lektive Anregungen, aufgrund der sich ausbildenden Energielücke, stark unterdrückt. Im
tiefen Gitter wird die Adiabatizität schließlich durch die exponentiell abnehmende Ein-
teilchentunnelrate limitiert (vergleiche Abbildung 5.20), da Letztere die Geschwindigkeit
der Umverteilungsprozesse bestimmt. Entsprechend darf der externe Einschluss in tiefen
Gitter nur sehr langsam verändert werden.
In Referenz [221] wird das Laden von Bose-Einstein-Kondensaten in optische Gitter
untersucht. Im Anschluss an den Ladeprozess werden die Atome aus dem optischen Gitter
171
5 Zustände im Gitter, Präparation und Analyse
entlassenen und die Interferenzmuster in den frei expandierenden Wolken analysiert. Anre-
gungen zerstören die feste Phasenbeziehung zwischen den mikroskopischen Kondensaten
auf den einzelnen Gitterplätzen und verringern somit den Kontrast des resultierenden In-
terferenzmusters. Der Kontrast gibt Aufschluss über die Adiabatizität des Ladeprozesses.
Auf diese Weise wird gezeigt, dass die Adiabatizität im superfluiden Regime durch Ein-
teilchentunneln limitiert ist. Abhängig von der Ausdehnung des Vielteilchensystems und
der angestrebten Gittertiefe werden folglich einige zehn bis einige hundert Millisekunden
benötigt, um das Kondensat ohne Anregungen in das Gitter zu transferieren. Welche Fak-
toren die dynamische Entwicklung und die Reversibilität des Prozesses beim Übergang
zum Mott-Isolator bestimmen, ist bislang nur ansatzweise erkundet. Diesbezüglich sind
weitere theoretische und experimentelle Untersuchungen erforderlich [220, 221].
Auch für das Fermigas stehen entsprechende systematische Untersuchungen noch aus.
Bei den in unserem Experiment [50] verwendeten Parametern und Rampendauern (τ ∼
40 ms) beobachten wir keine irreversiblen Heizprozesse, wenn das Fermigas aus der har-
monischen Falle in ein tiefes optisches Gitter und wieder zurück transferiert wird.
Die in Abbildung 5.19 dargestellten Dichteprofile gelten auch für eine Rb-K-Mischung,
vorausgesetzt die Wechselwirkung zwischen den beiden Spezies verschwindet. Befinden
sich die beiden Spezies in ihren absoluten Grundzuständen, so lässt sich die Interspezies-
wechselwirkung mittels der in Abschnitt 2.4.2 beschriebenen Feshbach-Resonanz bei ei-
nem Magnetfeld12 von 543, 8 G „abschalten“. Unter diesen Bedingungen bildet sich beim
Hochrampen des Gitters parallel zum bosonischen Mott-Isolator auch ein fermionischer
Bandisolator aus. Am Ende der Rampe sind die zentralen Gitterplätze jeweils mit genau
einem Boson und einem Fermion besetzt. Durch abruptes Erhöhen der Gittertiefe lassen
sich diese Atompaare schließlich vollständig voneinander isolieren. Das auf diese Weise
präparierte System bildet einen idealen Ausgangszustand für weitergehende Experimen-
te. So könnten nun mittels Feshbach-Resonanzen oder mittels Photoassoziation effizient
heteronukleare Moleküle erzeugt werden, die aufgrund ihrer räumlichen Trennung stabil
gegenüber Stößen sind.
Will man einen reinen fermionischen Bandisolator präparieren, so wird nur das Kalium
ins Gitter geladen. Aus Abbildung 5.19 geht hervor, dass es sich in diesem Fall anbietet,
bereits in der harmonischen Ausgangsfalle einen möglichst steilen Einschluss zu wählen.
Hierdurch lassen sich die Umverteilungsprozesse während der Gitterrampe weiter mini-
mieren. Wie wir zuvor gesehen haben, darf der externe Einschluss jedoch nicht so stark
sein, dass es zu einer Besetzung höherer Bänder kommt (siehe Bedingung 5.53).
12Nimmt man an, dass sich das Magnetfeld mit einer Genauigkeit von±100mG [102] auf den angegebenen
Wert regeln lässt, so gilt für das Verhältnis der Wechselwirkungsmatrixelemente |UBF/UBB| ≤ 0, 1. Bei
solch einem kleinen Verhältnis ist es energetisch ungünstig, einen Gitterplatz, der mit einem Fermion
besetzt ist, mit mehr als einem Boson zu besetzen.
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Mit üblichen optischen Abbildungssystemen lassen sich die kleinen Gitterabstände (a ∼
400 nm) leider nicht räumlich auflösen. Daher werden zur Untersuchung der im Gitter prä-
parierten Vielteilchenzustände sogenannte Time-of-Flight(TOF)- oder Flugzeit-Messungen
durchgeführt. Hierbei entlässt man die Atome aus dem optischen Potential und nimmt de-
ren Dichteverteilung nach einigen Millisekunden freier Expansion durch Absorptionsab-
bildung auf. Welche Informationen sich aus diesen Aufnahmen über den früheren Zustand
im Gitter ableiten lassen, ist Thema dieses Abschnitts.
5.4.1 Analyse der Impulsverteilung
Zunächst bestimmen wir die theoretische Dichteverteilung, welche eine Atomwolke zu
einem Zeitpunkt t > 0 nach dem Entlassen aus einem homogenen Gitterpotential an-
nimmt. Dabei sei der Ausgangszustand im Gitter durch den Vielteilchenzustand |Ψ0〉 gege-
ben. Der Index 0 steht für den Zeitpunkt unmittelbar vor dem Abschalten des Gitters. Im
periodischen Potential lassen sich die Einteilchenzustände nach den Wannier-Funktionen
wn(r − rj) entwickeln. Ist die Bewegung der Teilchen auf das unterste Energieband be-
schränkt, so brauchen nur die Wannier-Funktionen mit n = 1 berücksichtigt zu werden.





aˆj w(r − rj). (5.56)
Während der Operator aˆj ein Teilchen im Zustand w(r − rj) vernichtet, vernichtet der
Feldoperator ψˆ0(r) ein Teilchen an einem beliebigen Ort r innerhalb des Gitters. Je nach
Teilchennatur gehorchen die obigen Operatoren den bosonischen Kommutations- bzw. den
fermionischen Antikommutationsregeln. Wir gehen davon aus, dass das Gitter zum Zeit-
punkt t = 0 „abrupt“ abgeschaltet wird. Das heißt die Dauer des Abschaltvorgangs soll
kurz gegenüber der Schwingungsperiode (Gl. 4.21) der Atome auf den einzelnen Gitter-
plätzen sein. Hierdurch werden die Einteilchenzustände des Gitters auf freie ebene Wellen
mit den Impulsen13 ~κ projiziert. Die zugehörigen Wahrscheinlichkeitsamplituden sind
durch die Fourier-Transformierten w˜(κ) der Wannier-Funktionen gegeben. Hierbei ver-
nachlässigt man etwaige Wechselwirkungen während der freien Expansion14. Um die Ver-
teilung der Atome zum Zeitpunkt t > 0 zu bestimmen, wechseln wir ins Heisenberg-Bild.
In dieser Darstellung ist der Feldoperator ψˆ(r, t), der das frei expandierende System be-
schreibt, explizit zeitabhängig, während der Vielteilchenzustand zeitunabhängig und durch
den Ausgangszustand |Ψ0〉 gegeben ist. Der Feldoperator ergibt sich dann aus den Bei-
trägen der frei propagierenden ebenen Wellen, welche von den einzelnen Gitterplätzen j
13Hier und im Folgenden beschreibt ~κ einen beliebigen Teilchenimpuls und ~k steht weiterhin für den
Impuls eines Gitterphotons.
14Darüber hinaus vernachlässigen wir im Folgenden die Beschleunigung im Schwerefeld, da sie sich durch
die Wahl eines mitbewegten Bezugssystems eliminieren lässt.
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exp [i (κj(r − rj)− ωjt)] aˆj. (5.57)
Die Exponentialfunktion enthält die Phase, welche die Teilchen während der freien Pro-
pagation von rj nach r aufsammeln. Dabei gibt ~κj = (r − rj)m/t den Impuls und
~ωj = ~2κ2j/2m die kinetische Energie der Teilchen an. Nach hinreichend langen Ex-
pansionszeiten t kann die ursprüngliche Verteilung im Gitter als punktförmig betrachtet
werden. Unter diesen Voraussetzungen sind Terme quadratisch in rj vernachlässigbar und
die Wellenvektoren in guter Näherung unabhängig von j. Hiermit erhalten wir den Feld-

















Der Normierungsfaktor N = (m/~t)3/2 berücksichtigt die Verringerung der Dichte wäh-
rend der freien Expansion. Durch bilden des Erwartungswertes 〈Ψ0|ψˆ†(r, t)ψˆ(r, t)|Ψ0〉 er-










Im Fernfeld spiegelt der Erwartungswert der Dichte 〈nˆ(r, t)〉 die mittlere Impulsvertei-
lung innerhalb des Gitters wider. Wobei das Betragsquadrat der Fourier-Transformierten
w˜(κ) die Einhüllende der Impulsverteilung bestimmt. Letztere entspricht in einem tiefen
Gitter näherungsweise der Fourier-Transformierten des harmonischen Oszillatorgrundzu-
standes und kann daher durch eine Gauß-Funktion genähert werden. Die dreidimensionale
Funktion lässt sich nach den drei Gitterachsen ν ∈ {x, y, z} separieren und man erhält:∣∣∣w˜ν (κν = mrν~t )∣∣∣2 ≈ 1√piσν e−r2ν/σ2ν mit σν = ~ktm s1/4ν . (5.60)
Dabei ist σν die Breite der expandierenden Verteilung und Vν = sνEr die Gittertiefe ent-
lang der jeweiligen Achse ν. Die Summe S(κ) in Gleichung 5.59 wird als statischer Struk-
turfaktor bezeichnet. Sie enthält die Einteilchendichtematrix, läuft über alle möglichen
Paare von Gittervektoren und beschreibt Interferenzeffekte aufgrund von Einteilchenkohä-
renzen. Als Nächstes wird exemplarisch die Dichteverteilung eines Bosegases berechnet,
welches zum einen aus einem flachen und zum anderen aus einem tiefen Gitter entlassen
wird.
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Bose-Einstein-Kondensat
Wir betrachten N Teilchen in einem Gitter mit M Plätzen. Ist die Tunnelkopplung J sehr
viel größer als die Wechselwirkungsenergie U , so ist der Vielteilchengrundzustand |Ψ0〉
durch ein Kondensat gegeben. Dieses lässt sich als Produkt von identischen Einteilchen-
Bloch-Zustände |n = 1, q = 0〉 darstellen, wobei jedes der N Teilchen über sämtliche










Diesen Zustand kann man durch ein Produkt von Vielteilchenzuständen |ψj〉 annähern,





Im Limes großer N und M folgen die Atomzahlverteilungen in den einzelnen Potential-
mulden einer Poisson-Statistik [82, 223, 224] und die |ψj〉 entsprechen in guter Näherung
den sogenannten kohärenten oder Glauber-Zuständen |αj〉 [225]:






Die kohärenten Zustände werden durch die Superposition von Teilchenzahlzuständen also
Fock-Zuständen |n〉j gebildet und stellen die Eigenzustände des Vernichtungsoperators aˆj
dar:
aˆj |αj〉 = αj |αj〉. (5.64)
Die komplexwertige Amplitude αj =
√
nje
iϕj legt den kohärenten Zustand eindeutig fest
und wird selbst durch die mittlere Besetzungszahl nj des j-ten Gitterplatzes und einen
Phasenfaktor ϕj bestimmt. Gemäß Abschnitt 2.3.2 definiert der Erwartungswert eines bo-
sonischen Feldoperators die makroskopische Wellenfunktion eines Kondensats. Insbeson-
dere definiert der Erwartungswert von aˆj die Kondensatwellenfunktion ψj auf dem j-ten
Gitterplatz:




Demnach können die Vielteilchenzustände |ψj〉 in guter Näherung durch klassische Felder
mit wohldefinierten Phasen ϕj wiedergegeben werden. Wie in Abschnitt 5.2.1 beschrieben,
liegt aufgrund der hohen Tunnelkopplung eine einheitliche Phasenbeziehung zwischen den
Gitterplätzen vor, ϕj = ϕ. In einem homogenen System folgt für die mittlere Besetzung
der Plätze: nj = n = N/M . Mit diesen Resultaten ergibt sich die Einteilchendichtematrix
zu
〈Ψ0|aˆ†i aˆj|Ψ0〉 = α∗i αj = n (5.66)
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Abbildung 5.21: Dichteverteilung 〈n(x, t)〉 im Fernfeld für ein (idealisiertes) wechselwir-
kungsfreies Kondensats, welches über 15 Plätze in einem 10Er tiefen 1D-Gitter deloka-
lisiert ist. In rot ist die Einhüllende der Verteilung dargestellt. Deren Breite verhält sich
umgekehrt proportional zur Ausdehnung σ0 der Wannier-Funktionen auf den einzelnen
Plätzen. Die Breite der Interferenzpeaks ist invers zur Anzahl (2Mx + 1) der Plätze, über
die die Atome delokalisiert sind. Der Peakabstand wird durch den reziproken Gittervektor
2~k bestimmt.






















Im einfach kubischen Gitter lässt sich die ν-Komponente eines Gittervektors rj als ganz-
zahliges Vielfaches jν der Gitterkonstante a darstellen. Ist das homogene Gitter in einem
rechteckigen und unendlich hohen Kastenpotential eingeschlossen und dadurch entlang






























Durch Einsetzen in Gleichung 5.59 ergibt sich schließlich die Dichteverteilung 〈nˆ(r, t)〉.
Wie in Abbildung 5.21 dargestellt, bildet die Dichte eine periodische Struktur aus Peaks,
deren Positionen durch rν = ±nν ·2pi~t/ma gegeben sind. Die Regelmäßigkeit der Struk-
tur ist unmittelbar auf die Periodizität des optischen Gitters zurückzuführen.
Die von den einzelnen Gitterplätzen ausgehenden kohärenten Materiewellen überlappen
während der freien Expansion miteinander und bilden – aufgrund ihrer starren Phasen-
beziehungen – ein Vielteilchen-Interferenzmuster. Dieses Phänomen ist analog zur Beu-
gung von kohärentem Licht an einem Mehrfachspalt. Vernachlässigt man während der
Expansion auftretende Wechselwirkungseffekte, so gibt das Interferenzmuster die Fourier-
Transformierte der makroskopischen Wellenfunktion im Gitter wieder. Damit entspricht
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die Dichte, abgesehen von einem Skalierungsfaktor, der Impulsverteilung im Gitter. In der
Kristallographie definiert die Fourier-Transformierte von einer Gitterstruktur ein zugehöri-
ges reziprokes Gitter. Auch hier kann das Interferenzmuster als reziprokes Gitter aufgefasst




Gemäß dem Strukturfaktor in Gleichung 5.59 ist für die Beobachtung scharfer Interfe-
renzmaxima eine über das Gitter langsam variierende Einteilchendichtematrix 〈aˆ†i aˆj〉 not-
wendig. Ganz allgemein bestimmt der Erwartungswert der Einteilchendichtematrix 〈aˆ†i aˆj〉
für große Abstände |ri − rj| die Kondensatdichte n0 auf den Gitterplätzen. Liegen keine
Phasenfluktuationen innerhalb des Gitters vor und können Wechselwirkungseffekte wäh-
rend der Expansion vernachlässigt werden, so ist – in Übereinstimmung mit der Fourier-
Beziehung – die Breite der Maxima umgekehrt proportional zur räumlichen Ausdehnung
des BEC im Gitter (siehe Abb. 5.21). Gleichzeitig verhält sich die Breite der Einhüllen-
den |w˜(κ)|2 (rot dargestellt) reziprok zur Ausdehnung σ0 der Wellenfunktionen auf den
einzelnen Gitterplätzen. Im realen Experiment werden die Interferenzpeaks jedoch durch
die repulsive Wechselwirkung während der Expansion, die endliche Ausdehnung der An-
fangsverteilung sowie das inhomogene Fallenpotential beeinflusst [226]. Dennoch kann
die Breite, insbesondere beim Übergang zum bosonischen Mott-Isolator [10, 18] (oder
auch in fermionischen Systemen [22]), beugungsbegrenzt sein und somit direkten Auf-
schluss über die Kohärenzlänge im Gitter geben. Für eine quantitative Analyse bietet
es sich an, statt der Breite der Peaks den Kontrast des Interferenzmusters auszuwerten
[227, 228], da Letzterer weniger sensitiv auf Wechselwirkungseffekte ist.
Alternativ kann das Auftreten der Interferenzpeaks auch im Bild der Bloch-Wellen be-
griffen werden: Demnach wird der durch das Kondensat makroskopisch besetzte Bloch-
Zustand |n = 1, q = 0〉 beim abrupten Abschalten des Gitters auf seine freien Impulszu-
stände | ± nν2~k〉 projiziert (dunkel blaue Balken in Abbildung 5.5b). Da das Gitter einer
optischen Stehwelle entspricht, lassen sich die freien Impulszustände ihrerseits als Bragg-
Peaks deuten (siehe Abschnitt 5.1.3).
Aus der Beobachtung scharfer Interferenzmaxima wird zumeist auf die Suprafluidität
des Systems geschlossen. Hierbei stützt man sich auf die enge Verknüpfung zwischen Su-
prafluidität und langreichweitiger Phasenkohärenz. Streng genommen ist es für den Nach-
weis der Suprafluidität jedoch erforderlich, über die reinen Grundzustandseigenschaften
(wie Kohärenz, Kondensatanteil und Atomzahlfluktuationen) hinauszugehen, und auch das
hydrodynamische Verhalten des Systems zu untersuchen (wie z.B. den Fluss in einem be-
schleunigten Gitter) [222].
Beim Entlassen von wechselwirkungsfreien Fermigasen aus optischen Gittern lassen
sich ebenfalls Interferenzmuster beobachten. Die Breiten der Interferenzmaxima geben
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auch in diesem Fall Aufschluss über die Delokalisierung der Atome im Gitter und so-
mit über deren Kohärenzlänge [22]. Im Gegensatz zu Bosegasen handelt es sich jedoch
um Einteilchen- und nicht um makroskopische Kohärenzen. Da Wechselwirkungseffekte
bei einkomponentigen Fermigasen vollständig vernachlässigbar sind, spiegeln die Interfe-
renzmuster nach ausreichend langen Expansionszeiten eins zu eins die Impulsverteilung
im Gitter wider.
Mott-Isolator
Wir betrachten nun den anderen bosonischen Grenzfall, bei dem der Vielteilchengrund-
zustand |Ψ0〉 durch einen Mott-Isolator gegeben ist. Dieser Zustand bildet sich in einem
tiefen optischen Gitter aus, wenn das Wechselwirkungsmatrixelement U sehr viel größer
ist als die Tunnelenergie J . Handelt es sich um ein homogenes System, in dem die Anzahl
N der Atome genau mit der Anzahl M der Gitterplätze übereinstimmt, so entspricht der





mit jeweils genau einem Atom pro Gitterplatz (n = 1). Durch die gleichmäßige Verteilung
der Atome und die Unterdrückung der Atomzahlfluktuationen gelingt es dem System, sei-
ne Wechselwirkungsenergie zu minimieren. Somit stellt die Konfiguration 5.69 für J → 0






n〈n− 1|i n− 1〉j = n δij. (5.70)
Aufgrund der verschwindenden Korrelationen erster Ordnung bestehen keinerlei Phasen-
beziehungen zwischen den verschiedenen Gitterplätzen. Folglich ergibt sich die Dichte-
verteilung als inkohärente Summe der von den einzelnen Potentialmulden ausgehenden




)3 ∣∣∣w˜ (κ = mr~t )∣∣∣2 N (5.71)
vollkommen strukturlos und gibt allein die näherungsweise gaußförmigen Impulsvertei-
lungen auf den individuellen Gitterplätzen wieder. Im Gegensatz zum Kondensat kann den
Zuständen in den einzelnen Potentialmulden |ψj〉 keine makroskopische Wellenfunktion
zugeordnet werden. Dies äußert sich in einem verschwindenden Erwartungswert des bo-
sonischen Feldoperators
ψj = 〈ψj|aˆj|ψj〉 = 0. (5.72)
Während die Teilchenzahlen auf jedem Gitterplatz genau festgelegt sind, sind die indivi-
duellen Phasen ϕj maximal unscharf. Wie wir gesehen haben verhält sich dies beim Kon-
densat im flachen Gitter genau umgekehrt: Hier verfügt jede Materiewelle ψj über eine
wohldefinierte Phase. Wohingegen die Atomzahlverteilung auf den Gitterplätzen vollkom-
men zufällig ist (Poisson-Verteilung).
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5.4.2 Analyse der Kristallimpulsverteilung
Das Interferenzmuster der abrupt aus dem optischen Gitter entlassenen Atomwolke steht
in einem unmittelbaren Zusammenhang mit der Kristallimpulsverteilung im Gitter. Um
die formale Beziehung zu ermitteln, bestimmen wir zunächst die Besetzung der Bloch-
Zustände im untersten Band. Gemäß Gleichung 5.22 lassen sich die Bloch-Wellen ψq(r)
nach den lokalisierten Wannier-Funktionen w(r− rj) entwickeln. Hiervon ausgehend de-













eiq·(ri−rj) 〈Ψ0|aˆ†i aˆj|Ψ0〉. (5.74)
Vergleichen wir diesen Ausdruck mit der Dichteverteilung 〈nˆ(r, t)〉 nach der freien Ex-
pansion in Gleichung 5.59, so erhalten wir die folgende Relation [222]:
〈nˆ(r, t)〉 = M
(m
~t
)3 ∣∣∣w˜ (q = mr~t )∣∣∣2 〈nˆq〉. (5.75)
Bei der Herleitung wird angenommen, dass ausschließlich Bloch-Zustände des unters-
ten Energiebandes besetzt sind. Da die zugehörigen Kristallimpulse innerhalb der ers-
ten Brillouin-Zone liegen, gilt die Beziehung 5.75 nur für Orte r, die die Bedingung
|mr/~t| ≤ pi/a erfüllen. Aus der Beziehung 5.75 folgt, dass die Dichte am Ort r = ~qt/m
proportional zur Besetzungswahrscheinlichkeit des Kristallimpulses ~q ist. Der Proportio-
nalitätsfaktor wird durch die Fourier-Transformierte der Wannier-Funktion bestimmt und
ist somit abhängig von der Gittertiefe und vom Impuls der Teilchen.
Setzen wir den Ausdruck 5.71 für die Dichteverteilung des aus dem Gitter entlassenen
Mott-Isolators in Gleichung 5.75 ein, so erhalten wir für die Besetzung der Kristallimpul-
se: 〈nˆq〉 = N/M . Während beim reinen Kondensat ausschließlich der niederenergetischste
Bloch-Zustand bevölkert wird, sind die Teilchen beim Mott-Isolator im Mittel gleichmä-
ßig über das gesamte untere Band verteilt. Demnach ist das sukzessive Verschwinden der
Interferenzmaxima beim Erhöhen von U/J (siehe Abschnitt 5.5.4) auf eine Umverteilung
der Populationen von ~q = 0 zu höheren Kristallimpulsen zurückzuführen. Aufgrund
dieses Verhaltens kann der Interferenzkontrast als ein Maß für die Gleichförmigkeit aufge-
fasst werden, mit der die Kristallimpulse bevölkert sind [222]. Auch beim fermionischen
Bandisolator weist ein vollständig verschwindender Interferenzkontrast auf eine gleichför-
mige Besetzung der Bloch-Zustände hin. Ist jeder Bloch-Zustand des untersten Bandes in
Übereinstimmung mit dem Pauli-Prinzip mit genau einem Fermion besetzt, so ergibt sich
wiederum die strukturlose Dichteverteilung aus Gleichung 5.71.
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Das Fehlen von Interferenzen in den Dichteverteilungen des bosonischen Mott-Isolators
und des fermionischen Bandisolators lässt sich auch anhand von Abbildung 5.5b nach-
vollziehen: Die Summe über alle Impulskomponenten |~q ± nν2~k〉 sämtlicher Bloch-
Zustände |~q〉 des untersten Bandes führt zu der strukturlosen Impulsverteilung |w˜(~κ)|2.
Direkte Abbildung der Kristallimpulse und der Bandbevölkerung
Die Besetzung der Kristallimpulse kann auch unmittelbar abgebildet werden, indem man
das Gitter adiabatisch herunter fährt und die resultierende Impulsverteilung nach einer
freien Expansion im realen Raum aufnimmt [229, 230]. Dabei muss die Gittertiefe lang-
sam im Bezug zur Aufspaltung der Bänder (siehe Gl. 5.52) und schnell gegenüber der
Vielteilchendynamik – also Stoß- und Umverteilungsprozessen – verändert werden15. Un-
ter diesen Bedingungen bleibt die Bevölkerung der einzelnen Bloch-Zustände während der
Gitterrampe erhalten. Die Aufspaltung zwischen den Bändern nimmt kontinuierlich ab, bis
die Bandstruktur schließlich in die Dispersion freier Teilchen übergeht. Dies wird anhand
von Abbildung 5.3b deutlich, welche die Bandstruktur in einem erweiterten Zonenschema
darstellt. Bei gleichbleibender Gitterperiode ist der Kristallimpuls ~q eines individuellen
Teilchens eine Erhaltungsgröße und die Bloch-Zustände werden adiabatisch in die freien
Impulszustände überführt. Hierdurch wird das n-te Energieband auf die n-te Brillouin-
Zone des reziproken Raumes abgebildet. Im 1D-Gitter ist die n-te Brillouin-Zone durch
die beiden Impulsintervalle (n − 1)~k ≤ |p| ≤ n~k definiert. Entsprechend komplexere
Zonenschemata ergeben sich bei höherdimensionalen Gittern. So sind in Abbildung 5.22a
die Brillouin-Zonen des einfach kubischen 2D-Gitters dargestellt.
Zur Gegenüberstellung zeigt Abbildung 5.22b eine Flugzeitaufnahme eines Fermigases,
das zuvor innerhalb von 1 ms adiabatisch aus unserem 3D-Gitter entlassen wird. Eine sol-
che Messung entspricht einer direkten Abbildung der Fermi-Flächen und wird erstmals in
Referenz [22] beschrieben. In unserer Messung weist die entlang der vertikalen Gitterach-
se abgebildete Atomwolke die Würfelform der ersten Brillouin-Zone auf. Hierin äußert
sich die vollständige Besetzung des untersten Energiebandes. Aus der Aufnahme geht au-
ßerdem hervor, dass die Populationen in höheren Bändern vernachlässigbar sind. Im Falle
einer Bevölkerung der angeregten Bänder würde die zweite und die dritte Brillouin-Zone
simultan besetzt, da die entsprechenden Bänder miteinander überlappen (siehe Abbildung
5.9). Damit liefert die Abbildung der Kristallimpulse zugleich eine einfache Möglichkeit
zu überprüfen, ob beim Transfer ins optische Gitter keine Anregungen in höhere Bänder
stattgefunden haben.
Lädt man spinpolarisierte Fermionen bei T = 0 in ein homogenes Gitter, so werden
die niederenergetischsten Bloch-Zustände in aufsteigender Reihenfolge jeweils einfach
besetzt. Stellt man die zugehörigen Kristallimpulse im erweiterten Zonenschema dar, so
15Eine Bedingung, die bei stark wechselwirkenden Systemen im Allgemeinen nicht zu erfüllen ist.
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Abbildung 5.22: (a) Reziprokes Gitter und Brillouin-Zonen des einfach kubischen 2D-
Gitters. Die Bragg-Ebenen (schwarze Linien) bilden die Zonengrenzen. Man beachte, dass
in der Darstellung nur die Zonen 1 bis 3 vollständig wiedergegeben sind. (b) Absorpti-
onsaufnahme eines frei expandierenden Fermigases, welches adiabatisch aus einem 4Er
tiefen Gitter entlassen wird (Mittelung über 4 Aufnahmen). Im Zentrum des Gitters bilden
die Fermionen einen Bandisolator, sodass die erste Brillouin-Zone vollständig ausgefüllt
wird. Wie anhand der höheren Brillouin-Zonen zu erkennen ist, ist die Bevölkerung in
angeregten Bändern vernachlässigbar klein.
erhält man die Fermi-Flächen. Am Beispiel eines homogenen 2D-Gitters zeigt Abbildung
5.23 die berechneten Fermi-Flächen für verschiedene Füllungen. Die anfangs runde Fermi-
Fläche bildet mit zunehmender Besetzung des untersten Bandes Ausläufer aus, die senk-
recht auf die Bragg-Ebenen stoßen. Bei vollständiger Besetzung des untersten Bandes ist
schließlich die gesamte erste Brillouin-Zone gefüllt und die Fermi-Fläche nimmt die Form
eines Quadrates an. Fügt man darüber hinaus weitere Fermionen zu, so kommt es zu einer
Bevölkerung der angeregten Bänder. Dabei werden, aufgrund der überlappenden Bänder,
die zweite und die dritte Brillouin-Zone simultan besetzt.
In Abbildung 5.23 sind neben den Kristallimpulsverteilungen die zugehörigen realen
Impulsverteilungen dargestellt. Erstere erhält man im Experiment durch ein adiabatisches
und Letztere durch ein abruptes Abschalten des Gitters. Nur beim adiabatischen Herun-
terrampen lassen sich die Populationen eindeutig ihren Bändern zuordnen. Im realen und
damit inhomogenen Gitter sind die Fermi-Flächen im Allgemeinen aufgeweicht, da die
Bänder abhängig vom Ort verschieden stark gefüllt sind.
Aus der Gegenüberstellung in Abbildung 5.23 geht deutlich hervor, dass sich die reale
Impulsverteilung aus der periodischen Wiederholung der Kristallimpulsverteilung ergibt,
wobei die Einhüllende durch die Fourier-Transformierte der Wannier-Funktion des jewei-
ligen Bandes bestimmt wird.
Die in diesem Abschnitt berechneten Dichteverteilungen 〈nˆ(r)〉 entsprechen Erwar-
tungswerten und geben daher nur Ensemblemittelwerte an. Aufgrund der korpuskularen
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Abbildung 5.23: Gegenüberstellung der Kristallimpulsverteilungen (Fermi-Flächen) und
der realen Impulsverteilungen für entartete Fermigase (T = 0) in einem homogenen 2D-
Gitter. Die Serie zeigt die berechneten Verteilungen für ein 10Er tiefes Gitter bei variabler
Füllung der Bänder. Die Prozentangaben beschreiben die Füllung der Bänder, wobei die 2.
und die 3. Brillouin-Zone (BZ) zusammengefasst sind.
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Natur der Materiefelder und dem damit verbundenen Schrotrauschen weicht die Einzel-
messung von diesen mittleren Dichteverteilungen ab. In Kapitel 8 werden wir sehen, wie
sich auch aus dem atomaren Schrotrauschen wichtige Informationen über den Vielteil-
chenzustand im Gitter gewinnen lassen.
5.5 Hubbard-Modell
In einem flachen optischen Gitter sind die Atome eines Bose-Einstein-Kondensats über das
gesamte Gitter delokalisiert. Der Vielteilchenzustand ist suprafluid und lässt sich durch
eine makroskopische Wellenfunktion darstellen (siehe Abschnitt 5.2.1). Eine solche Be-
schreibung ist gültig, solange die Tunnelrate J groß ist. Erhöht man jedoch die Gittertiefe,
so beginnt die Wechselwirkungsenergie U zwischen den Atomen die rasch abnehmende
Tunnelenergie J zu dominieren. Die starken Korrelationen zwischen den Teilchen führen
dazu, dass das System seine Welleneigenschaften allmählich verliert und sich schließlich
– in einem Quantenphasenübergang – ein isolierender Zustand aus lokalisierten Teilchen,
der sogenannte Mott-Isolator, ausbildet [9, 231]. Die Mott-Isolator-Phase existiert auch in
wechselwirkenden fermionischen Systemen, wo sie eine besonders wichtige Rolle spielt.
So ist eine Vielzahl der in realen Festkörpern auftretenden Quanteneffekte auf das Verhal-
ten stark korrelierter Elektronen in der Nähe eines Mott-Isolators zurückzuführen. Dieter
Jaksch und Mitarbeiter erkannten die enge Verknüpfung zwischen diesen beiden physika-
lischen Systemen. Sie zeigten, dass sich das aus der Festkörpertheorie bekannte Hubbard-
Modell in hervorragender Weise mittels ultrakalter Atome in optischen Gittern realisieren
lässt [9] und sich somit der Quantenphasenübergang zum Mott-Isolator direkt experimen-
tell beobachten lässt [10].
Dieser Abschnitt befasst sich zunächst mit dem Bose-Hubbard-Modell, das eine Be-
schreibung wechselwirkender bosonischer Atome in optischen Gittern erlaubt. Aufgrund
des Pauli-Prinzips und der zusätzlichen Spinfreiheitsgrade erweist sich das entsprechende
fermionische Modell als weitaus komplizierter. Daher werden wir uns bei der Betrachtung
wechselwirkender fermionischer Teilchen in optischen Gittern nur auf einige qualitative
Aussagen beschränken. Abschließend seien noch Merkmale der Bose-Fermi-Mischungen
in optischen Gittern angesprochen.
5.5.1 Bose-Hubbard-Model
Ausgangspunkt unserer Betrachtungen ist der Hamilton-Operator in zweiter Quantisierung
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Dabei ist ψˆ der bosonische Feldoperator. Das Fallenpotential V (r) setzt sich aus dem pe-
riodischen Anteil Vper(r) des Gitters und dem langsam variierenden externen Einschluss
Vext(r) zusammen (siehe Abschnitt 4.2.3). Die Wechselwirkung zwischen den Teilchen
wird durch ein Kontaktpotential angenähert, wobei as die Streulänge und m die Masse
der Atome ist. Wegen des näherungsweise periodischen Potentials V (r) und der loka-
len Wechselwirkung bietet es sich an, in die Basis aus lokalisierten Wannier-Funktionen
zu wechseln. Sind die Energien, die für die Dynamik des Systems verantwortlich sind,
klein gegenüber der Anregungsenergie ins zweite Band, so reicht es aus, nur die Wannier-
Funktionen des untersten Bandes zu berücksichtigen und der Feldoperator lässt sich wieder
wie folgt entwickeln: ψˆ(r) =
∑
j aˆj w(r − rj). Die geringe Ausdehnung der Wannier-
Funktionen erlaubt es, Tunnelprozesse zwischen Gitterplätzen, die nicht unmittelbar be-
nachbart sind, zu vernachlässigen (Tight-Binding-Näherung). Darüber hinaus berücksich-
tigen wir nur Wechselwirkungen zwischen Teilchen, die sich auf denselben Plätzen befin-
den. Setzt man die Entwicklung des Feldoperators in Gleichung 5.76 ein, so erhält man










nˆi(nˆi − 1) +
∑
i
(i − µ)nˆi. (5.77)
Der erste Term beschreibt das Tunneln von Teilchen zwischen benachbarten Gitterplät-
zen 〈i, j〉 und wird als kinetische Energie interpretiert. Dabei ist J das Tunnelmatrixele-
ment aus Gleichung 5.23. Der Operator aˆj vernichtet ein Boson auf dem j-ten Gitterplatz,
während aˆ†i ein Teilchen auf dem i-ten Platz erzeugt. Bei jedem Tunnelprozess können
die Teilchen ihre Energie um J absenken. Eine hohe Tunnelkopplung J führt demnach
zu einer Delokalisierung der Teilchen über das gesamte Gitter. Wie die Feldoperatoren
gehorchen auch die Operatoren aˆ†i und aˆj den bosonischen Kommutationsregeln 2.8 und
nˆi = aˆ
†
i aˆi gibt die Teilchenzahl auf dem i-ten Gitterplatz an.
Der zweite Term des Hamiltonians beschreibt Wechselwirkungen zwischen Teilchen,
die sich auf denselben Gitterplätzen befinden. Die Stärke der Wechselwirkung wird durch
das Matrixelement U aus Gleichung 5.28 beschrieben. Auf einem Gitterplatz können n
Teilchen mit (n−1) anderen Teilchen durch Zwei-Körper-Stöße wechselwirken. Der Fak-
tor 1/2 berücksichtigt, dass nur halb so viele stoßende Paare existieren. Aufgrund ihrer
Wechselwirkung tendieren die Atome dazu, sich auf verschiedene Plätze zu verteilen. Bei
großem U führt dies zur Lokalisierung im Gitter.
Der letzte Term des Hamiltonians berücksichtigt das externe Potential. Auf dem i-ten
Gitterplatz verursacht es einen Energieversatz i =
∫
Vext(r)|w(r − ri)|2dr3 ≈ Vext(ri).
Um in einem großkanonischen Ensemble den Erwartungswert der Gesamtteilchenzahl
festlegen zu können, wird zudem das chemische Potential µ eingeführt.
In Abbildung 5.8 auf Seite 151 ist das Tunnel- und das Wechselwirkungsmatrixelement
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von Rubidium im absoluten Grundzustand |F = 1,mF = 1〉 als Funktion der Gittertiefe
dargestellt. Der Kopplungsparameter U/J lässt sich mittels der Gittertiefe kontinuierlich
über einen großen Bereich durchstimmen. Somit wird es möglich, das gesamte Phasendia-
gramm des Bosegases von schwach bis stark korreliert zu untersuchen.
5.5.2 Phasendiagramm
Betrachten wir zunächst das Bose-Hubbard-Modell im Fall eines homogenen Gitters (i =
0). Einige Eigenschaften der Grundzustände im Regime starker und schwacher Wechsel-
wirkung wurden bereits in Abschnitt 5.4 diskutiert.
Ist die Wechselwirkungsenergie U vernachlässigbar gegenüber der kinetischen Energie
J , so ist der Vielteilchengrundzustand suprafluid und durch Gleichung 5.61 gegeben. Die
Teilchen kondensieren in den niederenergetischsten Bloch-Zustand und sind über das ge-
samte Gitter delokalisiert. Wie wir in Abschnitt 5.4 gesehen haben, lassen sich die Konden-
satwellenfunktionen auf den Gitterplätzen durch kohärente Zustände |ψi〉mit einer einheit-
lichen Phase ϕ darstellen, ψi =
√
nie
iϕ. Die Besetzungszahlen ni der Gitterplätze folgen
einer Poisson-Statistik, deren Varianz σni durch die mittlere Besetzung ni gegeben ist.
Gemäß Abschnitt 5.2.1 bilden die Kondensatwellenfunktionen ψi bei einer einheitli-
chen Phasen ϕ zugleich den Grundzustand des Hamilton-Operators 5.34. Tatsächlich stellt
der aus der Gross-Pitaevskii-Gleichung abgeleitete Hamilton-Operator 5.34 einen Spezial-
fall des allgemeineren BH-Hamiltonians dar, und zwar für den Grenzfall makroskopischer
Wellenfunktionen mit definierten Phasen. Dies lässt sich einfach nachprüfen, indem man
die Erwartungswerte der kinetischen Energie und der Wechselwirkungsenergie des BH-
Hamiltonians für kohärente Zustände auswertet:
− J〈aˆ†i aˆj〉 = −Jψ∗iψj und
U
2
〈nˆi(nˆi − 1)〉 = U
2
|ψj|4. (5.78)
Mit zunehmender Gittertiefe nimmt die Tunnelrate J exponentiell ab, und schließlich
dominiert die interatomare Wechselwirkung U das Verhalten des Systems (U  J). Die
Atomzahlfluktuationen auf den Gitterplätzen werden energetisch immer kostspieliger, wo-
durch die Atome auf den Plätzen lokalisiert werden. In einem Phasenübergang zweiter
Ordnung geht das System in den Mott-Isolator-Zustand über, der nicht länger durch eine
makroskopische Wellenfunktion beschrieben werden kann. Der Vielteilchengrundzustand
entspricht stattdessen einem Produkt aus lokalen Fock-Zuständen (siehe Gleichung 5.69).
Im Mott-Isolator-Zustand besteht keinerlei langreichweitige Phasenkohärenz, die Beset-
zungszahlen der Gitterplätze sind genau festgelegt und perfekt miteinander korreliert.
Wegen des nicht-lokalen Charakters der Tunnelkopplung lassen sich die exakten Lösun-
gen des BH-Hamiltonians nur mit großem numerischen Aufwand ermitteln. Dennoch kann
im Rahmen einer selbstkonsistenten Mean-Field-Theorie ein analytischer Näherungsaus-
druck für die Phasengrenzen hergeleitet werden [232, 233]. Analog zum Bogoliubov-
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Ansatz in Gleichung 2.81 ersetzt man den bosonischen Feldoperator durch seinen Erwar-
tungswert und eine kleine Schwankung, aˆi = 〈aˆi〉 + δaˆi. Dabei spielt 〈aˆi〉 = ψi die Rol-
le eines Landau-Ordnungsparameters. Dieser kann aufgrund der U(1)-Invarianz des BH-
Hamiltonians reell gewählt werden. Vernachlässigt man quadratische Schwankungsterme
der Art δaˆ†iδaˆj , so erhält man die Relation aˆ
†
i aˆj = ψ
∗
i aˆj + ψj aˆ
†
i − ψ∗iψj . Diese setzten wir
in den kinetischen Term des BH-Hamiltonians ein. Wegen der Homogenität des Systems
(i = 0) nehmen wir an, dass der Erwartungswert des bosonischen Feldoperators unab-
hängig vom Gitterplatz ist, ψi = ψ. Hiermit lässt sich der Hamiltonian effektiv auf das




Unˆ(nˆ− 1)− µnˆ+ Jzψ2 − Jzψ(aˆ† + aˆ). (5.79)
Dabei bezeichnet z die Anzahl der unmittelbar benachbarten Gitterplätze. Im einfach ku-
bischen 3D-Gitter ist z = 6. Im Rahmen der Mean-Field-Näherung haben wir das Bose-
Hubbard-Modell auf den lokalen Hamilton-Operator 5.79 reduziert. Dessen Lösungen las-
sen sich numerisch bestimmen [233]. Hierzu wird der Hamilton-Operator bezüglich der
Fock-Basis in Matrixform gebracht und diagonalisiert. Anschließend berechnet man den
neuen Erwartungswert 〈aˆ〉 und iteriert das Verfahren, bis die Lösungen schließlich die
Selbstkonsistenzbedingung 〈aˆ〉 = ψ erfüllen.
In der superfluiden Phase weist der Ordnungsparameter ψ einen endlichen Wert auf.
Betrachtet man ein homogenes System mit ganzzahligen mittleren Besetzungszahlen n =
n, so verschwindet der Ordnungsparameter ψ oberhalb eines kritischen Wertes (U/J)c
und das System geht in den Mott-Isolator über. In der Nähe der Phasengrenze (U/J)c
ist die Tunnelkopplung klein und kann daher störungstheoretisch behandelt werden: Die
nullte Ordnung Störungstheorie entspricht dem Grenzfall J = 0. Hier ist der Grundzustand
auf einem Gitterplatz durch den Fock-Zustand |n〉 gegeben. Die zugehörige Energie E(0)n
ergibt sich trivial aus dem Hamilton-Operator 5.79 und ist minimal, wenn das chemische
Potential die Bedingung (n − 1)U ≤ µ ≤ nU erfüllt. Betrachtet man als Nächstes eine
kleine Störung bzw. Tunnelkopplung J , so kann der Tunnelterm Vˆ = −Jzψ(aˆ† + aˆ) im
Hamilton-Operator 5.79 störungstheoretisch behandelt werden. Die Grundzustandsenergie
errechnet sich dann bis in zweiter Ordnung Störungstheorie gemäß:
En = E
(0)








Hierbei sind |m〉 die ungestörten (J = 0) Eigenzustände und |n〉 ist der oben besprochene
Grundzustand. Die Störung Vˆ koppelt |n〉 nur mit den beiden Zuständen, die ein Teilchen
mehr bzw. weniger aufweisen. Aus der Struktur von Vˆ folgt außerdem, dass Energiekor-
rekturen mit ungeraden Potenzen von ψ verschwinden. Insbesondere ist 〈n|Vˆ |n〉 = 0. Die
nach Gleichung 5.80 ausgewertete Energie lässt sich als Potenzreihe des Ordnungspara-
meters ψ darstellen und nimmt die Form En(ψ) = a0 + a2ψ2 + O(ψ4) an. Gemäß der
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Abbildung 5.24: (a) Phasendiagramm des Bose-Hubbard-Modells bei T = 0. Die Pha-
sengrenzen (J/U)c sind rot dargestellt und nach Gleichung 5.81 berechnet. In den blauen
Bereichen (Mott-Lobes) befinden sich die inkompressiblen Mott-Isolator-Phasen (MI) mit
ganzzahligen Besetzungszahlen n. Die Ober- und Unterkanten definieren die Anregungs-
energielücke ∆[n, (J/U)] = µ+ − µ− der jeweiligen Mott-Phase. Außerhalb der blauen
Bereiche ist das System superfluid (SF). (b) Schematische Darstellung der Schalenstruktur
und der Dichte eines Mott-Isolators in einem 3D-Gitter mit sphärisch harmonischem Ein-
schluss. Ein zentraler Schnitt (z = 0) zeigt die stufenförmige Dichteverteilung, welche auf
die Inkompressibilität der Mott-Phasen zurückzuführen ist. Die radiale Dichte variiert mit
dem lokalen chemischen Potential µ(r) und kann anhand des gelben Pfades im Phasen-
diagramm (a) abgelesen werden. Zwischen den MI-Schalen liegen SF-Schalen. Letztere
werden mit abnehmendem (J/U) immer dünner.
phänomenologischen Landau-Theorie beschreibt diese Form einen Phasenübergang zwei-
ter Ordnung. Minimiert man die Energie En(ψ) nach dem Ordnungsparameter ψ, so gilt
ψ 6= 0 für a2 < 0 und ψ = 0 für a2 > 0. Demnach ist die Phasengrenze zwischen dem
superfluiden (ψ 6= 0) und dem Mott-Isolator-Zustand (ψ = 0) durch die Bedingung a2 ≡ 0

















Das zugehörige Phasendiagramm ist in Abbildung 5.24a dargestellt. Die Füllfaktoren der
verschiedenen Mott-Isolator-Phasen sind ganzzahlig und hängen wie folgt vom chemi-
schen Potential µ ab: (n− 1)U ≤ µ ≤ nU .
In der superfluiden Phase ist das Spektrum der Dichteanregungen kontinuierlich, denn
das System kann beliebig kleine Energiemengen in Form von Phasenfluktuationen auf-
nehmen. Mit dem Übergang zum Mott-Isolator öffnet sich eine Energielücke im Anre-
gungsspektrum. Diese lässt sich anhand des Phasendiagramms in Abbildung 5.24a begrei-
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fen. Innerhalb einer Mott-Isolator-Phase kann das chemische Potential über einen Bereich
∆ = µ+ − µ− variiert werden, ohne dass sich die Dichte n verändert. Die Energielücke
∆ kann aus Gleichung 5.81 abgeleitet werden. Sie ist eine Funktion von (J/U) und ab-
hängig vom Füllfaktor n. Für sehr kleine Tunnelkopplungen J geht sie gegen die Wech-
selwirkungsenergie U . Dies ist die Energie, welche man für eine Teilchen-Loch-Anregung
aufwenden muss. Dabei wird ein Teilchen von einem Gitterplatz entfernt und auf einem
anderen Platz wieder hinzugefügt. Dichteänderungen und damit Anregungen des Systems
sind also nur möglich, wenn die nötige Energie ∆[n, (J/U)] für eine Einteilchenanregung
aufgebracht werden kann.
In einem homogenen System (i = 0) mit fester Gesamtteilchenzahl können sich die
mittleren Besetzungszahlen ni der Plätze auch bei einer Variation der Gittertiefe nicht
verändern. Um in einem solchen System einen reinen Mott-Isolator erzeugen zu können,
sind daher von Anfang an ganzzahlige mittlere Besetzungszahlen ni notwendig. Wird die-
se Bedingung nicht erfüllt, so bilden die überschüssigen Atome einen superfluiden Rest,
der sich frei über den Mott-Isolator hinweg bewegt. Selbst bei kleinem (J/U) können die
überschüssigen Teilchen ihre kinetische Energie absenken, indem sie sich über das ge-
samte Gitter delokalisieren. Da sich diese überschüssigen Teilchen nicht auf denselben
Gitterplätzen aufhalten müssen, wird deren Bewegung auch nicht durch die Wechselwir-
kungsenergie U blockiert. Dieselbe Argumentation gilt auch für zu kleine Füllfaktoren,
nur dass sich nun Löcher statt Teilchen über das Gitter delokalisieren.
5.5.3 Mott-Isolator im inhomogenen Potential
Im realen Experiment werden die Atome in einem inhomogenen Gitterpotential gefangen.
Daher sind die mittleren Besetzungszahlen ni abhängig vom Ort und verändern sich mit
der Gittertiefe. Geht man von einem nicht zu starken harmonischen Einschluss aus, so lässt
sich das System in kleine Bereiche unterteilen, die jeweils als homogen betrachtet werden
können. Für diese Bereiche lässt sich ein lokales chemisches Potential einführen:
µi = µ− i bzw. µ(r) ≈ µ− Vext(r). (5.82)
Naturgemäß können zwischen diesen fiktiven Bereichen Umverteilungsprozesse stattfin-
den, was eine Anpassung der mittleren Besetzungszahlen ni an die jeweiligen Gittertiefen
erlaubt. Ist für die Erzeugung eines reinen Mott-Isolators die mittlere Besetzungszahl zu
hoch, so tunneln die überschüssigen Teilchen an den Rand der Atomwolke und besetzen
dort freie Gitterplätze. Dabei verringert das System seine Wechselwirkungsenergie. Ist hin-
gegen für die Ausbildung eines Mott-Isolators die mittlere Besetzungszahl zu klein, so tun-
neln Teilchen vom Rand der Atomwolke ins Zentrum der Falle und füllen dort Löcher auf.
In diesem Fall verringert das System seine potentielle Energie. Im inhomogenen System
führen die konkurrierenden Beiträge aus potentieller Energie und Wechselwirkungsenergie
zu Umverteilungsprozessen, die es erlauben den Mott-Isolator ausgehend von beliebigen
Gesamtatomzahlen (bzw. ni) zu erzeugen. Man beachte, dass sich beim Hochrampen des
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Gitters sowohl die mittlere Teilchenzahl ni als auch das lokale chemische Potential µi ver-
ändert, sodass die Phasengrenzen in Abbildung 5.24a im Allgemeinen „schräg“ gekreuzt
werden.
Als Beispiel betrachten wir in Abbildung 5.24b eine sphärisch symmetrische Falle, in
deren Zentrum ein Mott-Isolator mit einem Füllfaktor n = 3 vorliegt. Im Fallenzentrum
nimmt das lokale chemische Potential seinen maximalen Wert µ(r = 0) = µ an und
fällt nach außen hin ab, bis es am Rand der Atomwolke verschwindet (siehe gelbe Linien
in Abbildung 5.24). Folgt man dem radialen Verlauf, so durchläuft man eine Serie von
Mott-Domänen, die durch superfluide Phasen voneinander getrennt sind. In einem inho-
mogenen Potential weist das Dichteprofil demnach ein stufenförmiges Verhalten auf und
sämtliche Phasen mit einem chemischen Potential kleiner oder gleich µ koexistieren. Trotz
des nach außen hin zunehmenden externen Potentials bleibt die atomare Dichte innerhalb
der Mott-Domänen konstant. Dies ist eine unmittelbare Konsequenz der Inkompressibilität
(∂n/∂µ = 0) des Mott-Isolators. Die Schalenstruktur der Mott-Domänen konnte auch ex-
perimentell mittels spinändernder Stöße [220] bzw. durch die dichteabhängige Frequenz-
verschiebung des atomaren Uhrenübergangs [234] nachgewiesen werden.
Bei verschwindender Tunnelkopplung J können die Radien der einzelnen Mott-Domän-
en unmittelbar aus der Relation µ = Vext(Rn) +nU abgeleitet werden. Dabei befindet sich
die Domäne mit dem Füllfaktor n zwischen Rn und Rn−1. Das chemische Potential µ wird
durch die Gesamtteilchenzahl N = 1
a3
∫
n(r, µ)d3r festgelegt [235].
Beim Erhöhen der Gittertiefe geht das System als erstes an den Spitzen, der in Abbil-
dung 5.24a dargestellten Phasengrenzen, in den Mott-Isolator über. Die Positionen µc,max
der Maxima lassen sich durch Ableiten von Gleichung 5.81 nach dem chemischen Poten-
tial ermitteln. Setzt man die Ergebnisse wiederum in Gleichung 5.81 ein, so erhält man die















In einer harmonischen Falle nimmt die Dichte vom Rand der Atomwolke zum Zentrum
hin zu. Bilden sich beim Erhöhen der Gittertiefe mehrere Mott-Domänen aus, so findet
der Phasenübergang schrittweise bei verschiedenen Gittertiefen statt und die Schalen for-
men sich vom Rand der Falle in Richtung Zentrum aus. In der folgenden Tabelle sind die
kritischen Gittertiefen Vc für die verschiedenen Mott-Domänen angegeben:
n 1 2 3 4 5
Vc/Er 12, 62 14, 54 15, 85 16, 87 17, 70
Hierbei wird eine Gitterwellenlänge von λ = 755 nm und die Streulänge aBB = 100, 4 a0
von 87Rb im absoluten Grundzustand |F = 1,mF = 1〉 vorausgesetzt. Der funktiona-
189
5 Zustände im Gitter, Präparation und Analyse
le Zusammenhang zwischen (J/U) und der Gittertiefe wird exakt mittels der Wannier-
Funktionen ausgewertet. Zwar ist die Tunnelkopplung J/Er unabhängig von der Gitter-
wellenlänge λ, doch für die Wechselwirkungsenergie gilt U/Er ∝ aBB/λ.
5.5.4 Experimentelle Beobachtung des Phasenübergangs
In unserem Experiment kann der Phasenübergang vom superfluiden Zustand zum Mott-
Isolator erstmals in einem sehr flexiblen, blauverstimmten optischen Gitter beobachtet
werden. Ausgangspunkt für die Experimente ist ein quasi reines Bose-Einstein-Kondensat
aus etwa 105 87Rb-Atomen im absoluten Grundzustand |F = 1,mF = 1〉. Das Kondensat
ist in einer gekreuzten Dipolfalle (1030 nm) mit radialen und axialen Fallenfrequenzen von
∼ 23 bzw.∼ 90 Hz gefangen. Durch s-förmiges Hochfahren der Laserleistung werden die
Atome innerhalb von 30 ms adiabatisch in ein dreidimensionales optisches Gitter variabler
Tiefe Vmax transferiert. Mit einer Wellenlänge von 755 nm ist das Gitter blauverstimmt.
Um den repulsiven Anteil des Gitters zu kompensieren und somit den externen Einschluss
aufrecht zu erhalten (siehe Abschnitt 4.2.3), wird synchron mit dem Gitter die Leistung
der Dipolfalle um einen Faktor ∼ 1, 8 erhöht. Bei den hier betrachteten Parametern bildet
sich ausschließlich ein Mott-Isolator mit einem Füllfaktor von n = 1 aus. Entsprechend
wird ein recht scharfer Phasenübergang ab einer Gittertiefe von 12, 6Er erwartet. Um den
Übergang nachzuweisen, werden die Atome in verschieden tiefe Gitter transferiert und
nach 150 ms durch abruptes Abschalten sämtlicher Potentiale entlassen. Schließlich wer-
den die Atome nach 10 ms freier Expansion mittels Absorptionsabbildung aufgenommen.
In der oberen Reihe von Abbildung 5.25 ist eine Serie solcher Aufnahmen für zuneh-
mende maximale Gittertiefen Vmax dargestellt. Man beobachtet eine rasche Abnahme des
Interferenzkontrastes. Diese Abnahme ist durch den Verlust der langreichweitigen Pha-
senkohärenz bedingt und lässt sich auf die Ausbildung des Mott-Isolators zurückführen.
Darüber hinaus weist die bis zu relativ hohen Gittertiefen sichtbare Kreuzstruktur auf kurz-
reichweitige Phasenkohärenzen hin. Letztere können gemäß Referenz [227, 228] auf die
kohärente Beimischung von Teilchen-Loch-Paaren zum reinen Mott-Isolator-Zustand bei
kleinen aber endlichen Tunnelkopplungen zurück geführt werden. Dass die Abnahme des
Interferenzkontrastes nicht bloß durch ein thermisches Dephasieren hervorgerufen wird,
lässt sich anhand der Reversibilität des Prozesses nachweisen. In der unteren Zeile der
dargestellten Absorptionsaufnahmen wird das Gitter vor dem abrupten Abschalten inner-
halb von 20 ms wieder adiabatisch von Vmax auf 10, 5Er verringert. Tatsächlich beobachtet
man unabhängig von der maximal eingestellten Gittertiefe ein Wiederaufleben des Inter-
ferenzmusters und damit der langreichweitigen Phasenkohärenz.
Das Verschwinden der langreichweitigen Phasenkohärenz ist eine direkte Konsequenz
des Quantenphasenübergangs vom superfluiden Zustand zum Mott-Isolator, stellt aber
noch keinen eindeutigen Beweis dar. Ein weiteres wichtiges Merkmal des Mott-Isolators
ist die Ausbildung der Energielücke im Anregungsspektrum. Letztere konnte in anderen
Experimenten durch Anlegen eines Magnetfeldgradienten [10] und über Bragg-Spektro-
skopie nachgewiesen werden [18]. Wie wir gesehen haben, geht mit der Energielücke auch
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Abbildung 5.25: Erstmalige Beobachtung des Phasenübergangs vom superfluiden Zu-
stand zum Mott-Isolator in einem blauverstimmten optischen Gitter. Die Absorptionsauf-
nahmen zeigen die Atomwolken 10 ms nach dem Abschalten des Gitters. In der oberen
Serie wird die maximale Gittertiefe in gleichmäßigen Schritten von 10, 5Er (links) nach
32Er (rechts) erhöht. Die Interferenzstruktur verschwindet mit dem Phasenübergang zum
Mott-Isolator. In der unteren Serie werden dieselben maximalen Gittertiefen realisiert. Je-
doch wird das Gitter am Ende jedes Experiments, vor dem abrupten Abschalten, wieder
adiabatisch auf 10, 5Er Tiefe verringert. Das Wiederauftauchen des Interferenzmusters
verdeutlicht die Reversibilität des Quantenphasenübergangs.
die Inkompressibilität des Mott-Isolators einher. In einem inhomogenen Potential manifes-
tiert sich die Inkompressibilität durch die Ausbildung einer Schalenstruktur. Auch Letztere
konnte experimentell beobachtet werden [220, 234].
5.5.5 Fermi-Hubbard-Modell
In einem ultrakalten einkomponentigen Fermigas treten aufgrund des Pauli-Prinzips keine
s-Wellen-Stöße auf. Ein solches Gas ist in der Regel wechselwirkungsfrei und lässt, wie
in Abschnitt 5.2.2, durch unabhängige Einteilchenzustände beschreiben. Um starke Korre-
lationen und Mott-Physik mit Fermionen zu untersuchen, benötigt man Spinmischungen,
also Atome in unterschiedlichen Hyperfeinzuständen. Ein zweikomponentiges (Spin-1/2-)











Hierbei gehorchen die Erzeugungs- und Vernichtungsoperatoren den fermionischen An-
tikommutationsregeln und σ ∈ {| ↑〉, | ↓〉} kennzeichnet die beiden Hyperfeinzustände
der Atome. Wie beim Bose-Hubbard-Hamiltonian bezeichnet J das Tunnel- und U das
Wechselwirkungsmatrixelement. Stimmt das Gitterpotential für die Atome in den beiden
Hyperfeinzuständen überein, so sind J und U wiederum durch Gleichung 5.23 bzw. 5.28
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Abbildung 5.26: Austauschwechselwirkung und Antiferromagnetismus: (a) Das Pauli-
Prinzip verbietet Tunnelprozesse zwischen Gitterplätzen mit gleichem Spin. Antiparal-
lele Spinausrichtungen erlauben es den Atomen ihre kinetische Energie durch Tunneln
abzusenken. Da für die Doppelbesetzung eines Gitterplatzes die Wechselwirkungsener-
gie U aufgewendet werden muss, handelt es sich um virtuelle Tunnelprozesse. (b) Die
Austauschwechselwirkung führt bei hinreichend niedrigen Temperaturen zu einer antifer-
romagnetischen Ordnung im Mott-Isolator. Die Ausdehnung einer Einheitszelle ist dann
doppelt so groß wie die Gitterperiode a. Der antiferromagnetische Quantenzustand besteht
aus einer kohärenten Überlagerung der dargestellten Konfiguration und einer entsprechen-
den, um a verschobenen, Spinkonfiguration.
gegeben. Das Hubbard-Modell ist auf das unterste Band beschränkt. Wegen des Pauli-
Prinzips können sich nur Teilchen mit unterschiedlichem Spin auf demselben Gitterplatz
aufhalten und miteinander wechselwirken.
Das fermionische Hubbard-Modell weist ein sehr komplexes Phasendiagramm auf, das
von der Temperatur, den Füllfaktoren und der Kopplungsstärke U/J abhängt [28, 236–
238]. Im Weiteren betrachten wir den wichtigen Spezialfall einer ausgewogenen Spinmi-
schung mit repulsiver Wechselwirkung (U > 0). Zudem soll sich auf jedem Gitterplatz
im Mittel ein Atom aufhalten, was zur halben Füllung des untersten Bandes führt. Ist die
Wechselwirkung klein (U/J  1), so sind die Atome über das gesamte Gitter delokali-
siert und bilden – analog zu Elektronen im Festkörper – einen metallischen Zustand. Wie
beim Bose-Hubbard-Modell geht das System oberhalb einer kritischen Kopplungstärke
U/J in einen Mott-Isolator über. Zwar weist der Isolator eine endliche Energielücke für
Dichteanregungen auf, doch lässt sich das System nach wie vor leicht über die vorhan-
denen Spinfreiheitsgrade anregen. Im Allgemeinen bildet der Mott-Isolator aufgrund von
thermischen Anregungen einen paramagnetischen Zustand aus, bei dem die Spins auf den
Gitterplätzen zufällig ausgerichtet sind. Um dem System die in den Spins gespeicherte
Entropie zu entziehen, muss es unter die kritische Néel-Temperatur gekühlt werden. In ei-
nem einfach kubischen Gitter ergibt sich dann eine antiferromagnetische Ordnung, bei der




An dieser Stelle sei betont, dass die Kopplung zwischen den Spins nicht etwa auf ei-
ne magnetische Dipolwechselwirkung zurückzuführen ist, sondern durch eine Austausch-
wechselwirkung zustande kommt: Besitzen zwei Teilchen auf benachbarten Gitterplätzen
entgegengesetzte Spins, so lässt das Pauli-Prinzip virtuelle Tunnelprozesse zwischen die-
sen Plätzen zu. Dies ermöglicht eine zusätzliche Delokalisierung der Teilchen und führt
zu einer Absenkung ihrer kinetischen Energie (ein analoger Effekt konnte kürzlich mit
bosonischen Atomen in optischen Gittern nachgewiesen werden [239]). Betrachtet man
zwei einfach besetzte und unmittelbar benachbarte Potentialtöpfchen 〈i, j〉, so existieren
für dieses Teilsystem im Limes J = 0 vier miteinander entartete Spinkonfigurationen.
Diese Entartung wird bereits durch eine kleine Tunnelkopplung J aufgehoben. Da das
Pauli-Prinzip nur für den Singulettzustand (|↑〉i|↓〉j−|↓〉i|↑〉j)/
√
2 eine Beimischung der
Zustände mit doppelt besetzten Gitterplätzen erlaubt, weist dieser eine kleinere Energie
als die drei Triplettzustände auf. Durch diese Beimischung wird der Singulettzustand in





abgesenkt. Dies verdeutlicht, dass der Grundzustand des Hubbard-Modells bei halber Fül-
lung (ni = 1) und starker Kopplung U/J  1 antiferromagnetisch ist. Betrachtet man
thermische Energien, die sehr klein gegenüber der Energielücke (∼ U ) des Mott-Isolators
sind, so kann der Hilbert-Raum auf Zustände mit einfach besetzten Gitterplätzen reduziert
werden. In diesem Unterraum aus niederenergetischen Zuständen lässt sich das fermioni-




Sˆi · Sˆj. (5.86)
Hierbei bezeichnet Sˆi einen Spin-Operator, der auf den i-ten Gitterplatz wirkt.
Nach den obigen Betrachtungen sind im Regime starker Kopplung verschiedene Tem-
peraturbereiche zu unterscheiden: Für kBT . U bildet sich ein Mott-Isolator mit para-
magnetischer Ordnung aus. In diesem Zustand sind Dichtefluktuationen stark unterdrückt.
Bei weitaus niedrigeren Temperaturen wird die Wechselwirkung zwischen den Spins rele-
vant. Unterhalb der Néel-Temperatur kBTN ∼ JH beginnt das System eine makroskopische
antiferromagnetische Ordnung – die Néel-Phase – auszubilden. Die verbleibenden Spin-
anregungen lassen sich im Rahmen des Heisenberg-Modells beschreiben. Für T → 0 geht
das System schließlich in den absoluten Grundzustand, einen Mott-Isolator mit perfekter
antiferromagnetische Ordnung, über.
Es sei darauf hingewiesen, dass sich die Néel-Phase auch bereits bei kleineren Kopp-
lungen U/J , also vor dem Übergang zum Mott-Isolator, ausbildet. Jedoch ist dann die
Wahrscheinlichkeit, dass sich zwei Teilchen mit entgegengesetzten Spins auf demselben
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Gitterplatz aufhalten, nur partiell unterdrückt. Entsprechend schwach fällt die räumliche
Modulation der beiden Spindichten n↑, n↓ und damit die Amplitude der „Magnetisie-
rung“ aus. Dieser geordnete Zustand wird als Spindichtewelle bezeichnet und entspricht
dem Grundzustand des Systems [240]. Die zugehörige Néel-Temperatur ist exponenti-
ell klein, kBTN ≈ 6J exp(−7J/|U |), und stimmt mit dem bekannten Ausdruck aus der
BCS-Theorie überein [241]. In der Tat gibt TN – im Fall attraktiver Wechselwirkung –
zugleich die kritische Temperatur Tc für den BCS-Übergang im Gitter an [28]. Dass die
Phasengrenzen für attraktive und repulsive Wechselwirkung miteinander übereinstimmen,
ist eine unmittelbare Konsequenz der Halbfüllung und der fermionischen Symmetrie zwi-
schen Teilchen und Löchern. Für den Fall repulsiver Wechselwirkung findet man, dass die
kritische Néel-Temperatur zunächst mit der Gittertiefe zunimmt, um dann im tiefen Git-
ter gemäß kBTN ∼ JH wieder abzunehmen. Das Maximum der Néel-Temperatur liegt im
Crossover-Bereich |U |/J ∼ 10, der das Regime schwacher und starker Wechselwirkung
stetig miteinander verbindet. Ausgehend von der Spindichtewelle wandelt sich der Grund-
zustand mit zunehmender Gittertiefe kontinuierlich in einen perfekten Antiferromagneten
um. Im Fall attraktiver Wechselwirkung würde dieser Übergang dem BCS-BEC-Crossover
entsprechen [237].
Um die Voraussetzungen zu untersuchen, bei denen sich ein fermionischer Mott-Isolator
mit antiferromagnetischer Ordnung ausbildet, betrachten wir nochmal das Regime der star-
ken repulsiven Wechselwirkung (U/J  1). Aufgrund der zwei möglichen Spinausrich-
tungen beträgt die maximale Entropie pro Teilchen im Heisenberg-Modell kB ln(2). Ist
die Temperatur des Gases in der Ausgangsfalle so klein, dass die Entropie pro Teilchen
unterhalb von kB ln(2) liegt, so wird durch das adiabatische Hochfahren des optischen Git-
ters die Néel-Phase erreicht. Etwas strengere Anforderungen an die Temperatur ergeben
sich, wenn über diese intuitive Argumentation hinaus auch Fluktuationen zwischen be-
nachbarten Gitterplätzen berücksichtigt werden. Ein entsprechend erweitertes Mean-Field-
Modell liefert, angewendet auf 40K-Atome in einem 8Er tiefen Gitter der Wellenlänge
λ = 755 nm, eine Néel-Temperatur von TN = 0, 012TF [242]. Theoretisch ließe sich diese
Temperatur erreichen, indem man das Gas in einer harmonischen Falle bei 0, 059TF prä-
pariert und anschließend adiabatisch in das Gitter transferiert [242]. Eventuell lässt sich
die Néel-Temperatur auch mittels Feshbach-Resonanz über das Wechselwirkungsmatrix-
element U erhöhen, da sich der Mott-Isolator dann bereits in einem flacheren Gitter also
bei größerer Tunnelkopplung J ausbilden könnte.
Für den Fall des inhomogenen Gitters zeigen Quanten-Monte-Carlo-Simulationen des
eindimensionalen Hubbard-Modells, dass der Mott-Isolator von kompressiblen metalli-
schen Flügeln umgeben ist [215, 236]. Doch ungeachtet des inhomogenen Potentials gelten
die vorherigen Betrachtungen innerhalb der Mott-Phase weiterhin, solange die Einfachbe-
setzung der Gitterplätze erhalten bleibt. Oberhalb einer kritischen Teilchenzahl Nmax ver-
fügen die Atome am Rand der Falle über genügend potentielle Energie, um die Energie-
lücke des Mott-Isolators zu überwinden. Solche Teilchen können ins Zentrum des Gitters
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tunneln und dort, durch eine Mehrfachbesetzung der Plätze, die antiferromagnetische Ord-
nung zerstören. Im Limes großer Kopplungsstärken U/J geht die Energielücke für Dich-
teanregungen im Mott-Isolator gegen U . Gehen wir außerdem von einem harmonischen
Einschluss Vext(r) mit dem Aspektverhältnis α = ωz/ωr aus, so führt die Forderung der










Dabei wird das Gitter als Kontinuum angenähert (siehe Seite 155) und aus der Relation
Vext(ρmax) = U wird der maximale effektive Radius ρmax und damit die maximale Atom-
zahl Nmax bestimmt. Für unsere experimentellen Parameter, 40K in einem 8Er tiefen Gitter
mit den harmonischen Fallenfrequenzen von ωr = 2pi · 40 Hz und ωz = 2pi · 200 Hz, erhält
man Nmax ≈ 6 · 105. Diese Atomzahl wird in den Experimenten üblicherweise nicht über-
schritten. Bei rotverstimmten Gittern können die maximal zulässigen Atomzahlen Nmax,
je nach Strahltaille, erheblich kleiner ausfallen, da bei roter Verstimmung der externe Ein-
schluss mit der Gittertiefe zunimmt. Ganz anders verhält es sich bei blauverstimmten Git-
tern mit einem unabhängigen externen Einschluss. Hier erlaubt es ein schwacher externer
Einschluss tief in das Mott-Isolator-Regime (U  J) vorzudringen, ohne dass sich auf-
grund von Doppelbesetzungen ein fermionischer Bandisolator ausbildet.
5.5.6 Bose-Fermi-Mischungen
Wie wir in Abschnitt 2.4 gesehen haben, zeigen Bose-Fermi-Mischungen schon in einer
einfachen Falle interessante Phänomene wie Phasenseparation oder Kollaps. Durch ein
optisches Gitter lassen sich die effektiven Massen und die interatomaren Wechselwirkun-
gen soweit erhöhen, dass Wechselwirkungseffekte bereits auf mikroskopischer Skala eine
bedeutende Rolle spielen. Analog zu den reinen Quantengasen lassen sich die Bose-Fermi-
Mischungen in optischen Gittern durch ein Hubbard-Modell beschreiben. Geht man von
einem spinpolarisierten Fermigas aus, so müssen nur die Wechselwirkungsmatrixelemente
für die Boson-Boson- (UBB) und für die Boson-Fermion-Wechselwirkung (UBF) berück-
sichtigt werden (Gleichung 5.28 und 5.30). Kombiniert man die Hamilton-Operatoren der
reinen Quantengase und fügt einen Term für die Interspezieswechselwirkung hinzu, so
















Hierbei sind bˆi und cˆi die bosonischen und fermionischen Vernichtungsoperatoren mit
nˆB,i = bˆ
†
i bˆi und nˆF,i = cˆ
†
i cˆi. Im Allgemeinen Verfügen Bosonen und Fermionen über
16Der Hamiltonian ist hier für ein homogenes Gitter und feste Gesamtteilchenzahlen angegeben.
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unterschiedliche große Tunnelkopplungen JB und JF.
Eine rasch zunehmende Anzahl von theoretischen Arbeiten befasst sich mit Bose-Fermi-
Mischungen in optischen Gittern (darunter [36, 38, 243–250]). Für das Regime starker
interatomarer Wechselwirkung wird ein reichhaltiges Phasendiagramm vorausgesagt, bei
dem sich die Fermionen mit einer unterschiedlichen Anzahl von Bosonen zu Komposit-
teilchen paaren [244]. Systeme mit gemischter Statistik erlauben es zudem, „bosonen-
induzierte“ Paarungsmechanismen zu untersuchen, wie sie auch bei der Cooper-Paarung
in einem Supraleiter auftreten [37, 243, 251–255]. Noch vor der Bildung von Paaren sollen
die Bose-Fermi-Korrelationen zu Ladungsdichtewellen und Polaronenzuständen [38, 250]
führen. Für ein- und zweidimensionale Systeme werden Luttinger-Flüssigkeiten [38, 249]
bzw. Supersolid-Phasen [36] vorausgesagt. Darüber hinaus kann in einer Mischung eine
Spezies als Störstelle für die andere Spezies dienen und somit zu interessanten Lokalisie-
rungseffekten und Quantenphasen mit Unordnung führen [248, 256, 257].
In zwei zeitgleich veröffentlichten experimentellen Arbeiten wurden Mischungen aus
87Rb und 40K in dreidimensionalen optischen Gittern untersucht [33, 34]. Bei hinreichend
tiefen Gittern zeigen die Interferenzmuster, der entlassenen und frei expandierenden Atom-
wolken, dass die Kohärenz der Bosonen im Gitter durch die zunehmende Beimischung
von Fermionen rasch abnimmt. Als Ursachen für diesen Effekt werden zurzeit verschiede-
ne physikalische Phänomene diskutiert: von adiabatischen Temperaturveränderungen über
die Bildung von Kompositteilchen bis hin zur Lokalisierung durch Unordnung.
Im Gegensatz zu den Experimenten zeigen numerische Simulationen [250] für zuneh-
mende Fermionenzahlen eine Verschiebung des Mott-Isolator-Übergangs zu größeren Git-
tertiefen hin. Dieses Verhalten lässt sich im Rahmen einer linearen Antworttheorie nach-
vollziehen [250]: Hierbei beschreibt man die Bosonen in einem reinen Bose-Hubbard-
Modell und berücksichtigt den Einfluss der Fermionen in Form einer modifizierten Boson-
Boson-Wechselwirkung Ueff. Durch die Interspezieswechselwirkung induziert die Boso-
nendichte nB(q) eine Fermionendichte 〈nF(q)〉 = UBFχ(T, q)nB(q), wobei χ(T, q) ei-
ne lineare Antwortfunktion (die Lindhard-Funktion) für Fermionen der Temperatur T ist.
Die gestörte Fermionendichte wirkt ihrerseits auf die Bosonen, sodass sich eine effektive
Boson-Boson-Wechselwirkung Ueff = UBB + U2BFχ(T, q) ergibt [245]. Da die Lindhard-
Funktion stets negativ ist, induzieren die Fermionen, unabhängig vom Vorzeichen der In-
terspezieswechselwirkung UBF, immer eine attraktive Wechselwirkung zwischen den Bo-
sonen. Ein ähnlicher Effekt tritt in der konventionellen Supraleitung auf, wo Phononen
(Bosonen) eine effektive Elektron-Elektron-Wechselwirkung hervorrufen. Aus der effek-
tiven Reduktion der Boson-Boson-Wechselwirkung erklärt sich die in den Simulationen
[250] beobachtete Verschiebung des Mott-Isolator-Übergangs zu höheren Gittertiefen hin.
Abweichend hiervon, verschwindet die bosonische Interferenz in den Experimenten
[33, 34] durch das Hinzufügen von Fermionen bereits bei kleineren Gittertiefen. Simu-
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Abbildung 5.27: (a) Verhältnis der Tunnelraten zwischen Bosonen (87Rb) und Fermio-
nen (40K) in einem Gitter mit einer Wellenlänge von 1030 nm (rot) bzw. 755 nm (blau)
als Funktion der Gittertiefe. Die Gittertiefen sind in Einheiten der bosonischen Rückstoß-
energie Er,B angegeben. (b) Analoge Darstellung für das Verhältnis aus Boson-Fermion-
Wechselwirkung UBF zu Boson-Boson-Wechselwirkung UBB. Die rot gestrichelte Linie
geht aus den harmonischen Näherungen 5.29 und 5.31 hervor. Die vorausgesetzten Streu-
längen entsprechen denen von 87Rb |F = 1,mF = 1〉 und 40K |9/2,−9/2〉 [100, 103].
lationen [250] für Mischungen mit endlichen Temperaturen deuten darauf hin, dass dieses
gegensätzliche Verhalten durch einen adiabatischen Heizeffekt hervorgerufen wird. Dieser
Heizeffekt kann selbst in einer wechselwirkungsfreien Mischung auftreten und wird be-
reits in Referenz [33] als eine mögliche Ursache für den Kohärenzverlust aufgeführt. Bei
kleinen aber endlichen Temperaturen ist die Entropie einer wechselwirkungsfreien Bose-
Fermi-Mischung durch S ≈ αNB(T/Tc)3 +βNFT/TF gegeben. Hierbei ist NB die Anzahl
der Bosonen, NF die Anzahl der Fermionen und α, β sind numerische Konstanten. In ei-
ner harmonischen Falle ist die kritische Temperatur für die Bose-Einstein-Kondensation
Tc proportional zum geometrischen Mittel ωB der bosonischen Fallenfrequenzen und die
Fermi-Temperatur TF ist proportional zum geometrischen Mittel ωF der fermionischen Fal-
lenfrequenzen (s. Gl. 2.38 und 2.71). Beim Hochrampen des optischen Gitters bleiben auf-
grund von Stößen die absoluten Temperaturen der beiden Spezies stets im Gleichgewicht.
Mit den kleiner werdenden Tunnelraten JB,F nehmen die effektiven Massen m∗B,F ∝ 1/JB,F
zu (s. Gl. 5.26) und die Fallenfrequenzen ab, sodass für die charakteristischen Tempera-
turen Tc ∝
√
JB und TF ∝
√
JF gilt. Wie anhand von Abbildung 5.27a zu erkennen ist,
nimmt beim Hochfahren eines fern rotverstimmten Gitters – wie es in den Experimenten
[33, 34] eingesetzt wird – die Tunnelrate von 87Rb sehr viel schneller ab, als die von 40K.
Folglich wird Tc sehr viel schneller klein als TF. Bei konstanter Entropie führt dies zum
adiabatischen Aufheizen der bosonischen Wolke und zu einer Abnahme des Kondensatan-
teils. Gleichzeitig wird die fermionische Wolke adiabatisch gekühlt [33]. Dieses Verhalten
ist ähnlich zu der Situation, die wir im Zusammenhang mit dem sympathetischen Kühlen
in der Dipolfalle am Anfang von Abschnitt 3.5.3 besprochen haben [167, 168].
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In unserem blauverstimmten optischen Gitter (λ = 755 nm) ist das Verhältnis der Tun-
nelraten JF/JB unabhängig von der Gittertiefe und durch das Verhältnis der realen Massen
mRb/mK = 2, 175 gegeben (siehe Abbildung 5.27a). Somit ist auch Tc/TF konstant und im
Modell der wechselwirkungsfreien Mischung bleibt der Kondensatanteil erhalten. Lassen
sich diese Schlussfolgerungen näherungsweise auf die wechselwirkende Mischung über-
tragen, so sollte der adiabatische Transfer in das blauverstimmte Gitter geringere Tempe-
raturveränderungen hervorrufen. Eine Wiederholung der oben beschriebenen Experimente
in unserem Aufbau könnte daher genaueren Aufschluss über die Dekohärenzmechanismen
liefern und zudem die Möglichkeit bieten, die theoretisch vorausgesagte durch die Fermio-
nen induzierte Verschiebung des Mott-Isolator-Übergangs zu größeren Gittertiefen [250]
zu beobachten.
Besetzung der Gitterplätze in der Bose-Fermi-Mischung
In den meisten Experimenten ist man daran interessiert, durch Rekombinationsprozesse
bedingte Verluste möglichst klein zu halten. In einem tiefen Gitter sind Plätze mit drei
oder mehr Atomen inelastischen Verlusten unterworfen, bei denen ein tief gebundener mo-
lekularer Zustand erzeugt wird. Durch die freiwerdende Energie wird das Molekül und ein
weiteres Atom, das als Stoßpartner dient, aus der Falle geschleudert. Bei der Bose-Fermi-
Mischung begünstigt die attraktive Interspezieswechselwirkung (UBF < 0) die Mehrfach-
besetzung der Gitterplätze, was die Wahrscheinlichkeit für Rekombinationsprozesse stark





Bosonen besetzt werden, bevor die repulsive Wechselwirkung (UBB > 0) zwischen den Bo-
sonen den Energiegewinn durch die attraktive Interspezieswechselwirkung kompensiert.
Hier und im weiteren Verlauf wird angenommen, dass die Form der Wannier-Funktionen
auf den Gitterplätzen von der Wechselwirkung unbeeinflusst bleibt. In einem Gitter mit
einer Wellenlänge von 755 nm stimmen die bosonische und die fermionische Wannier-
Funktion miteinander überein. Der perfekte räumliche Überlapp zwischen den beiden Spe-
zies bedingt, dass bei dieser Wellenlänge das Verhältnis der Wechselwirkungsenergien mit
UBF/UBB = −2, 9 maximal ist. Für einen Gitterplatz mit einem Fermion ist es deshalb
energetisch vorteilhaft, mit bis zu 6 Bosonen besetzt zu werden. Abbildung 5.27b zeigt
zum Vergleich das Verhältnis der Wechselwirkungsenergien in einem fern rotverstimm-
ten Gitter (λ = 1030 nm). Hier variiert UBF/UBB mit der Gittertiefe und geht für große
Werte gegen −2, 0. Ein Gitterplatz mit einem Fermion kann dann bis zu 5 Bosonen auf-
nehmen. Um Verluste durch Dreikörperrekombination zu verhindern, muss nmaxB < 2 sein.
Andererseits erfordern z.B. Experimente zur heteronuklearen Molekülbildung, dass sich
neben dem Fermion mindestens ein Boson auf dem Gitterplatz aufhält. Diese beiden Be-
dingungen führen zu der Forderung −UBB/2 < UBF ≤ 0. Die in Abschnitt 2.4.2 be-
198
5.5 Hubbard-Modell
sprochene Feshbach-Resonanz erlaubt es, die Interspezieswechselwirkung so einzustellen,
dass die obige Ungleichung erfüllt wird. Dazu muss in unserem blauverstimmten Gitter
das Feshbach-Feld im Intervall 542, 7 G < B ≤ 543, 8 G liegen. Bei einer nicht wech-
selwirkenden Mischung lassen sich, wie wir in Abbildung 5.19 gesehen haben, durch die
gleichzeitige Ausbildung eines bosonischen Mott-Isolators und eines fermionischen Band-
isolators die zentralen Gitterplätze mit jeweils einem Boson und einem Fermion besetzen.
Nach den obigen Überlegungen muss hierfür die Interspezieswechselwirkung nur nähe-
rungsweise ausgeschaltet werden. Folglich sind die Anforderungen an die Stabilität des
Feshbach-Feldes nicht all zu hoch und experimentell leicht zu erfüllen.
Ein alternativer Ansatz die zentralen Gitterplätze mit jeweils einem heteronuklearen
Atompaar zu besetzen, besteht darin, die Anzahl der Bosonen kleiner als die der Fermio-
nen zu wählen [258] und bereits bei kleinen Gittertiefen, also vergleichsweise schwachen
Bose-Fermi-Korrelationen UBF  JB,F, einen fermionischen Bandisolator zu erzeugen.
Dies erlaubt es jedem Boson einen eigenen Gitterplatz mit einem Fermion einzunehmen
und dabei seine Energie um UBF abzusenken. Die uniforme Dichteverteilung des Ban-
disolators garantiert, dass die Bosonen (abgesehen vom Einfluss des externen Potenti-
als) keinen Gitterplatz bevorzugen. Die bosonische Mehrfachbesetzung der Gitterplätze
wird dann, wie beim reinen Mott-Isolator, durch die repulsive Wechselwirkung zwischen
den Bosonen unterdrückt. Bei einer hinreichend großen Fermionenzahl geht die Aus-
dehnung des Bandisolator über die der bosonischen Atomwolke hinaus. Im Rahmen des
Hubbard-Modells hat die bosonische Dichte aufgrund der Inkompressibilität des Band-
isolators keinen Einfluss auf die Fermionen. Gleichzeitig bleibt auch die Boson-Boson-
Wechselwirkung von der Anwesenheit der Fermionen unbeeinflusst. Auf die Bosonen
wirkt sich der Bandisolator im Wesentlichen nur durch einen einheitlichen Energiever-
satz des externen Potentials um UBF aus. Somit können die Bosonen in einem reinen
Bose-Hubbard-Modell beschrieben werden [34, 36, 245, 249]. Um eine bosonische Mehr-
fachbesetzung der Gitterplätze aufgrund des externen Einschlusses zu vermeiden, darf die
Fallenfrequenz bzw. die Anzahl der Bosonen nicht zu hoch sein (siehe Gleichung 5.87).
Andererseits muss die Anzahl der Fermionen bzw. die Fallenfrequenz möglichst groß sein,
damit sich der fermionische Bandisolator bereits bei kleinen Gittertiefen und damit kleinen
UBF/JB,F ausbildet.
Nachtrag
Während der Fertigstellung dieser Arbeit gelang es meinen Kollegen eine quantenentarte-
te 87Rb-40K-Mischung mit einstellbarer Interspezieswechselwirkung in dem 755 nm-Gitter
zu untersuchen [35]. Dabei wird für attraktive Interspezieswechselwirkungen und hohe re-
lative Fermionenzahlen eine Verschiebung des bosonischen Mott-Isolator-Übergangs zu
niedrigeren Gittertiefen hin beobachtet. Diese Verschiebung lässt sich durch eine wech-
selwirkungsbedingte Verformung der Orbitale auf den einzelnen Gitterplätzen beschrei-
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ben, welche zu einer Renormierung der Parameter des Bose-Hubbard-Modells führt [259].
Somit können Beiträge höher Bloch-Bänder – welche in den meisten theoretischen Be-
trachtungen vernachlässigt werden – durchaus eine bedeutende Rolle für das Verhalten
ultrakalter Quantengase in optischen Gittern spielen. Außerdem wird in dem aktuellen Ex-
periment gezeigt, dass sich die Interspezieswechselwirkung im optischen Gitter mittels
Feshbach-Resonanzen ausschalten lässt. Dies ermöglicht es, wie zuvor dargestellt, gezielt
bestimmte Besetzungszahlen auf den Gitterplätzen zu präparieren.
Des Weiteren gelang es der Züricher Arbeitsgruppe [26] und wenig später meinen Kol-
legen [27] fermionische Mott-Isolator in optischen Gittern zu präparieren und diese einge-
hend zu untersuchen.
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Dieses Kapitel befasst sich mit dem Aufbau des dreidimensionalen optischen Gitters und
der gekreuzten Dipolfalle. Wie wir gesehen haben, dient die fernverstimmte Dipolfalle
nicht nur der Präparation, also dem Kühlen und Speichern der Atome, sondern sie erzeugt
auch den externen Einschluss für das blauverstimmte optische Gitter. Das Gitter besteht
aus drei zueinander orthogonal verlaufenden und in sich zurück reflektierten Laserstrah-
len. Auf den beiden horizontalen Achsen sind zusätzlich die einlaufenden Strahlen der
gekreuzten Dipolfalle überlagert. Um reproduzierbare Experimente in optischen Gittern
durchführen zu können und nicht-adiabatische Heizeffekte zu vermeiden, sind optische Po-
tentiale mit einer hohen Qualität und Stabilität erforderlich. Zu diesem Zweck werden im
Rahmen dieser Arbeit maßgeschneiderte optomechanische Komponenten, wie zum Bei-
spiel präzise Faserauskoppler und schwingungsgedämpfte 3D-Montierungen, entwickelt.
Darüber hinaus kommt eine spezielle, im Haus entworfene, Intensitätsregelung zum Ein-
satz.
Nachstehend wird der Aufbau, die Justage und die Kalibrierung der optischen Potentiale
beschrieben. Anschließend wird auf die Vereinigung von Dipolfalle und optischem Gitter
und deren besonderen Merkmale eingegangen. Im letzten Abschnitt werden die Charak-
teristika und Anwendungsmöglichkeiten spezies-abhängiger Gitter diskutiert. Unter ande-
rem werden präzise Ausdrücke für die Photonenstreuraten sowie die wellenlängenabhän-
gigen Gittertiefen und effektiven Massen für Rubidium und Kalium berechnet.
6.1 Aufbau des optischen Gitters und der Dipolfalle
Das Licht für das blauverstimmte optische Gitter stammt aus einem kommerziellen Titan-
Saphir-Laser1, der mit bis zu 18 W frequenzverdoppelten Licht (532 nm) aus einem di-
odengepumpten Festkörperlaser2 gepumpt wird. Der Ti:Saphir-Laser ist auf einen inter-
nen Referenzresonator stabilisiert und zeichnet sich durch eine schmale Linienbreite (∼
10 kHz) und einen weiten Durchstimmbereich aus. Mit dem aktuell verwendeten Spie-
gelsatz des Laserresonators kann die Wellenlänge frei in einem Bereich zwischen 700 nm
und 780 nm durchgestimmt werden. Bei einer Wellenlänge von 755 nm liefert der Laser
single-mode eine Ausgangsleistung von bis zu 4 W. Das austretenden Licht wird durch
einen optischen Isolator3 geführt um Rückreflexe in den Laser zu vermeiden und anschlie-
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des optischen Gitters. Der vierte Strahl dient als Reserve und kann zum Beispiel als „blue
plug“ für die Quadrupolfalle eingesetzt werden. Jeder Strahl wird unabhängig von einem
akusto-optischen Modulator4 (AOM) in der Frequenz verschoben und anschließend in ei-
ne polarisationserhaltende single-mode Faser5 eingekoppelt, sodass hinter den Fasern noch
etwa 60% der gesamten Laserleistung zur Verfügung steht. Die Modulatoren erfüllen da-
bei zwei Funktionen: Zum einen erzeugen sie Frequenzverschiebungen, die sich für die
drei Gitterachsen um einige zehn Megaherz unterscheiden. Wie wir in Abschnitt 4.1.2 ge-
sehen haben, werden hierdurch eventuelle Kreuzinterferenzen zwischen den Gitterachsen
zeitlich herausgemittelt. Zum anderen kann über die Radiofrequenzleistung, mit der die
Modulatoren betrieben werden, die Intensität der Strahlen geregelt werden. Die Eintritts-
facetten6 der Fasern sind angewinkelt um Rückreflexe zu vermeiden. Die Fasern leiten das
Licht auf den zweiten optischen Tisch, auf dem sich die Vakuumapparatur befindet, und
bewirken zugleich eine räumliche Modenfilterung des Lichtes.
Das Licht für die fernverstimmte Dipolfalle wird von einem kommerziellen 18 Watt
Ytterbium:YAG-Scheibenlaser7 erzeugt. Hierbei handelt es sich um einen diodengepump-
ten Festkörperlaser. Das aktive Medium besteht aus einem Ytterbium dotierten YAG-
Kristall8 in Form einer etwa 240µm dünnen Scheibe mit einem Durchmesser von 10 mm.
Die dünne Scheibe ist direkt auf einen Kühlfinger aufgebracht, was eine hohe thermische
Stabilität gewährleistet. Der Laser wird mittels eines Etalons im Resonator auf eine ein-
zelne Frequenz gezwungen und weist eine Linienbreite von kleiner als 5 MHz auf. Die
Wellenlänge lässt sich über ein Lyot-Filter verändern und wird in unserem Experiment
auf das Maximum des Verstärkungsprofils bei 1030 nm eingestellt. Wird der Laser ohne
Etalon, also multi-mode betrieben, so lässt sich die Ausgangsleistung bis auf 30 W erhö-
hen. Für die beiden Achsen der gekreuzten Dipolfalle wird das Licht in zwei unabhängige
Strahlen aufgeteilt und zur Regelung der Intensität jeweils durch AOMs geführt. Auch
hier mitteln unterschiedliche Frequenzverschiebungen auf den beiden Achsen eventuel-
le Kreuzinterferenzen heraus. Der Scheibenlaser befindet sich auf demselben optischen
Tisch wie die Vakuumapparatur. Dennoch wird das Licht, zur Erhöhung der Strahlstabili-
tät, durch polarisationserhaltende Fasern geschickt. Hierbei handelt es sich um photonische
Kristallfasern9, in denen trotz hoher Lichtintensitäten keine nichtlineare Effekte und Ma-
terialschäden auftreten. Wird der Laser single-mode betrieben, so stehen hinter den beiden
Fasern jeweils etwa 5 W Lichtleistung zur Verfügung.
Das Schema auf Seite 205 zeigt den optischen Aufbau des Gitters und der Dipolfalle
für eine der beiden horizontalen Achsen (x bzw. y). Die vertikale Achse (z) ist identisch
43080-125, Crystal Technology.
5FS-PM-4611 in FT030-Y tubing, Thorlabs.
6Konfektionierung HPC-S0.66/K + HPC-S8.66/K Diamond GmbH.
7VersaDisk, ELS Elektronik Laser System GmbH.
8YAG = Yttrium-Aluminium-Granat
9LMA-PZ-20 with SMA 905 high power connectors, Crystal Fibre.
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Abbildung 6.1: Blick auf den zweiten optischen Tisch: Die Vakuumapparatur ist von Spu-
lenträgern (Messing) und den Aufbauten für das dreidimensionale Gitter und für die ge-
kreuzte Dipolfalle umgeben. Die optischen Komponenten sind auf passiv schwingungs-
gedämpften Boxen (schwarz eloxiert) montiert, welche als dreidimensionale Breadboards
dienen und einen kompakten und stabilen Aufbau ermöglichen.
aufgebaut, nur dass hier der Strahl für die Dipolfalle wegfällt und sich an den Stellen der
beiden dichroitischen Spiegel normale Spiegel befinden. Aufgrund der räumlichen Mo-
denfilterung erhält man hinter den Fasern perfekte Gauß-Strahlen (TEM00-Moden). Für die
Gitter- und Abbildungsstrahlen werden die in Abbildung 6.2 dargestellten Faserauskoppler
mit beugungsbegrenzten Kollimatoren10 eingesetzt. Hinter der Faser wird der Gitterstrahl
zunächst durch einen optischen Isolator geführt, sodass zurücklaufendes Licht nicht vom
Faserende reflektiert werden kann. Hierdurch werden unerwünschte Übergitter vermieden.
Zur Kontrolle und Regelung der Gittertiefe wird ein kleiner Anteil des polarisierten
Lichts auf zwei schnelle Photodioden11 abgezweigt. Eine elektronische Intensitätsrege-
lung vergleicht das gemessene Signal mit dem Sollwert. Im Falle einer Abweichung passt
die Regelung die RF-Leistung auf den AOM, der sich vor der Faser befindet, entspre-
chend an. Die im Hause entwickelte Intensitätsregelung verfügt über eine hohe Bandbreite
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Funktionsgenerator12 vorgegeben, der sich über GPIB vom Computer13 aus programmie-
ren lässt. Eine ähnliche elektronische Regelung wird auch für die Dipolfalle benutzt.
Das Gitterlicht läuft anschließend durch ein Teleskop, das den Strahldurchmesser ver-
größert. Die im Aufbau eingesetzten Teleskope dienen außerdem dazu, die unterschiedlich
langen Wege zwischen den einzelnen Strahlengängen – und damit die unterschiedlichen
Divergenzen oder Konvergenzen der Strahlen – auszugleichen.
Der Abbildungsstrahlengang wurde bereits in Abschnitt 3.6.3 beschrieben. Das zueinan-
der orthogonal polarisierte Gitter- (755 nm) und Abbildungslicht (780 bzw. 767 nm) wird
auf einem polarisierenden Strahlteilerwürfel miteinander überlagert. Auf einem dichroi-
tischen Spiegel14 werden die beiden Strahlen dann mit dem Licht der fernverstimmten
Dipolfalle (1030 nm) vereinigt. Da sowohl für das Gitter als auch für die Abbildung eine
möglichst hohe Strahlqualität erforderlich ist, werden die zugehörigen Strahlen so geführt,
dass sie von einem Dichroiten reflektiert werden, wohingegen der weniger kritische Dipol-
strahl den Dichroiten transmittiert. Schließlich wird das Licht für die optischen Potentiale
durch einen finalen Achromaten auf die Atome fokussiert. Das Teleskop des Abbildungs-
strahlengangs ist so eingestellt, dass das Abbildungslicht einen Fokus vor dem finalen
Achromaten aufweist und durch Letzteren auf die Atome kollimiert wird. Im Fokus wei-
sen die drei Gitterstrahlen eine Strahltaille (1/e2-Radius) von 150µm auf. Im Strahlen-
gang der Dipolfalle ist zusätzlich ein Teleskop aus Zylinderlinsen eingebaut, um ein ellip-
tisches Strahlprofil und somit einen starken vertikalen Einschluss der Atome zu erzielen
(siehe Abschnitt 4.1.3). Die beiden Strahlen der gekreuzten Dipolfalle weisen im Fokus
eine horizontale Taille von 150µm und eine vertikale Taille von 40µm auf. Durch einen
weiteren Achromaten hinter der Glaszelle werden die Strahlen bzw. der Schattenwurf im
Abbildungsstrahl wieder kollimiert. Das Licht der Dipolfalle transmittiert einen zweiten
Dichroiten und endet in einem Strahlblocker. Das Gitter- und Abbildungslicht wird hin-
gegen vom Dichroiten umgelenkt und anschließend durch einen polarisierenden Strahltei-
lerwürfel voneinander getrennt. Schließlich wird das Gitterlicht von einem Retrospiegel
in sich zurück reflektiert. Der Retrospiegel befindet sich im Fokus einer Linse, wodurch
die Stabilität der erzeugten Stehwelle erhöht wird. Der kollimierte Schattenwurf im Ab-
bildungsstrahl wird auf eine CCD-Kamera abgebildet. Um zu vermeiden, dass die Kamera
durch das intensive Streulicht der Dipolfalle belichtet wird, befindet sich ein Kantenfilter15
vor deren Apertur.
12Arbiträrer Funktionsgenerator, 33250A, Agilent.
13Computerkarte PCI-GPIB, National Instruments.
14Dichroitische 2-Zoll-Spiegel, HR 740-840 nm, AR 1025-1035 nm, 45◦, u-pol, Laseroptik.
15Kurzpassfilter mit Cut-off-Wellenlänge bei 900 nm, LC-3RD/900SP-25, Laser Components GmbH.
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6 Aufbau und Merkmale des Gitters
6.1.1 Justage von Dipolfalle und Gitter
Um wohldefinierte Potentiale zu erzeugen, muss die Justage des optischen Gitters und
der Dipolfalle mit großer Sorgfalt durchgeführt werden. Ein guter räumlicher Überlapp
der Gauß-Strahlen untereinander und mit den Atomwolken ist Voraussetzung, damit der
Grundzustand des Gitters bevölkert werden kann. Ausrichtungsfehler rufen unerwünschte
Gradienten hervor, die beim Transfer in die optischen Potentiale zu Anregungen führen.
Der optische Aufbau wird zunächst in einem CAD-Programm entworfen und mittels
gaußscher Strahlenoptik berechnet. Dann wird die Optik positioniert und mit Hilfe einer
Strahlanalyse-Kamera16 werden die Strahltaillen an verschiedenen Stellen vermessen. Die
Messdaten und Rechnungen werden verglichen und iterativ aneinander angepasst. An die-
sem Punkt ist die Grobjustage abgeschlossen.
Für die Feinjustage müssen zunächst die Abbildungen entlang der drei Gitterachsen auf
die Atome scharf gestellt werden. Dazu wird in einem ersten Schritt der Achromat 1© vor
der Kamera (siehe Seite 205) so justiert, dass die Kamera auf unendlich scharf gestellt ist.
Als Nächstes ist der Achromat 2© hinter der Glaszelle so zu positionieren, dass die Kame-
ra ein kleines in der Magnetfalle gespeichertes BEC scharf abbildet17. Hierdurch befinden
sich die Atome genau in der Brennebene der Linse 2©. Dann wird die Pixel-Position der
auf den CCD-Chip abgebildeten Atome registriert. Über den Winkel des vor der Glaszelle
angebrachten dichroitischen Spiegels 3© wird der Fokus des Dipolstrahls auf dieselbe Pi-
xelposition ausgerichtet. Da die Kamera auf die Atomposition scharf gestellt ist, können
mit ihrer Hilfe auch die Strahltaillen am Ort der Atome bestimmt werden. Die Strahltaille
des Dipolstrahls kann durch eine Verschiebung der Teleskoplinse 4© angepasst werden.
Bei der Justage der Dipolfalle nutzt man die Tatsache, dass ein kleiner Teil des Dipollich-
tes von dem Dichroiten hinter der Glaszelle reflektiert statt transmittiert wird und somit
von der Kamera aufgenommen werden kann18. Die Justage des Gitterstrahls wird in ana-
loger Weise durchgeführt. Dabei wird die Fokusposition über den Winkel des Strahlteiler-
würfels 5© (im Experiment allerdings über einen weiteren unabhängigen Spiegel) und die
Strahltaille über die Teleskoplinse 6© eingestellt. Der Strahlengang der Dipolfalle bleibt
davon unberührt. Nachdem der hinlaufende Gitterstrahl eingestellt ist, wird für die Justa-
ge des rücklaufenden Strahls eine Lochblende 7© in das Teleskop des Gitters eingesetzt.
Die Lochblende wird mit Hilfe eines XYZ-Justiertisches so positioniert, dass deren Öff-
nung scharf auf der Kamera abgebildet werden kann und mit der Pixel-Position der Atome
übereinstimmt. Schließlich wird der Retro-Spiegel 8© bzw. der davor platzierte Achro-
mat so justiert, dass möglichst viel Licht durch die Lochblende hindurch zurück reflektiert
wird. Die rückreflektierte Lichtintensität lässt sich über die Kontroll-Photodiode 9© am
16WinCamD, DataRay Inc.
17Die BEC-Position wird quasi in-situ nach 0, 1ms Expansionszeit aufgenommen. Alternativ lässt sich die
Position der Atome für variable Expansionszeiten aufnehmen und nach tTOF = 0 extrapolieren.
18Bei der Bestimmung der Atomposition und der Dipolstrahlposition wird der Kantenfilter vor der Kamera
entfernt.
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Abbildung 6.2: Neu entwickelter Präzisions-Faserauskoppler mit FC-PC-Stecker: Um
den austretenden Strahl einer Faser zu kollimieren, muss die Faserendfläche exakt im Fo-
kus der Optik positioniert sein. Die Kollimationsoptik befindet sich in einem Stahlkolben,
der über ein Feingewinde innerhalb einer Gleitführung aus Messing verschoben werden
kann. Die hohe Passgenauigkeit und die geringe Haftung zwischen den unterschiedlichen
Materialen erlauben eine einfache Justage bei minimaler Hysterese. Der konzentrische
Aufbau (Toleranz ±5µm) reduziert das System auf einen Freiheitsgrad und beschränkt
die maximale Winkelabweichung des Strahls – auch während der Justage – auf unter 0, 2◦.
Bei den mechanischen Komponenten handelt es sich um externe Sonderanfertigungen.
Das Linsensystem (Melles Griot) ist für einen Wellenlängenbereich von 670 bis 1550 nm
ausgelegt und erlaubt eine Kollimation bei minimaler Wellenfrontdeformation (< λ/4).
Seitenausgang des optischen Isolators nachweisen. Hiernach wird die Lochblende wieder
entfernt und die Feinjustage ist im Prinzip abgeschlossen.
Stabilität der Potentiale
Damit sich statische und wohldefinierte Potentiale realisieren lassen, müssen einige Punkte
beachtet werden. Man benötigt einen Gitter-Laser mit einer ausreichenden Frequenzstabi-
lität, sodass die Interferenzen der Stehwelle räumlich und zeitlich stabil sind. Um Anregun-
gen in höhere Bänder zu vermeiden, dürfen insbesondere keine Frequenzschwankungen im
Bereich der Fallenfrequenzen auftreten. Langsame Frequenzdrifts spielen hingegen keine
Rolle, solange die Atome adiabatisch folgen können. Beim verwendeten Ti:Saphir-Laser
wird die Kurzzeitstabilität und schmale Linienbreite durch einen internen temperaturstabi-
lisierten Referenzresonator erzielt.
Theoretisch ist bei der Dipolfalle die Frequenzstabilität irrelevant, da der einfach durch-
laufende Strahl keine Interferenzen erzeugt. Dennoch ist hier große Vorsicht geboten, denn
bereits schwache Rückreflexe an optischen Elementen können Stehwellen hervorrufen,
deren Schwankungen die Atome aufheizen. Aus diesem Grund wäre für die Dipolfalle im
Prinzip eine vollständig inkohärente monochromatische Lichtquelle am besten geeignet. In
unserem Aufbau betreiben wir den Scheibenlaser im Single-Mode-Betrieb, da sich eventu-
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ell verbleibende schwache Stehwellen dann statisch verhalten. Allgemein lassen sich uner-
wünschte Rückreflexe nachweisen, indem man ein Bose-Einstein-Kondensat dem einlau-
fenden Laserstrahl aussetzt19. Im Fall von Rückreflexen treten die für Stehwellen charak-
teristischen Bragg-Beugungen auf. Hauptursache für die unerwünschten Stehwellen ist die
nicht antireflexbeschichtete Innenseite der Glaszelle. Rückreflexe, die auf die Atomwolke
fallen, lassen sich weitgehend vermeiden, indem man die Strahlen so justiert, dass sie nicht
senkrecht auf die Glaszellenwand treffen. Leider werden die Atome beim Umladen in die
QUIC-Falle nah an die Ioffe-Spule herangezogen, weshalb sich die Atome in dieser Rich-
tung (x) dicht vor der Glaszellenwand befinden. Entlang dieser Achse ist ein besonders
schräger Strahlverlauf notwendig, um dem Rückreflex auszuweichen. Durch den Einsatz
einer Quadrupolfalle mit „blue plug“ ließe sich dieses Problem erheblich verringern, da
sich die Atome dann genau im Zentrum der Glaszelle aufhalten würden (siehe Abschnitt
3.8).
Auch Intensitätsfluktuationen im Frequenzbereich der Bandlücke führen zu Anregungen
in höhere Bänder und somit zu einem Aufheizen der Atomwolken. Um dies zu vermeiden,
sollte der Laser über eine möglichst hohe intrinsische Intensitätsstabilität verfügen. Im un-
teren Frequenzbereich (< 100 kHz) lassen sich Schwankungen auch aktiv über die elektro-
nische Intensitätsregelung ausgleichen. Bei der Regelung ist darauf zu achten, dass keine
Stehwellen und Interferenzen im Bereich der Photodioden auftreten, da die gemessenen
Intensitäten ansonsten nicht proportional zu den Intensitäten am Ort der Atome sind.
Auch mechanische Schwingungen des Aufbaus übertragen sich auf die optischen Po-
tentiale und sollten vermieden werden. Der Retrospiegel gibt die Randbedingungen für
die optischen Stehwellen vor und legt somit die räumliche Lage der Gitterplätze fest. Um
Schwingungen des Gitterpotentials zu vermeiden, sollte der Strahlengang zwischen Ato-
men und Retro-Spiegel möglichst kurz und stabil aufgebaut sein. In unserem Aufbau wer-
den speziell entwickelte Boxen als dreidimensionale Breadboards eingesetzt (siehe Abbil-
dung 6.1). Die mit zahlreichen Gewindegängen bestückten Boxen erlauben es, die Optik
auch entlang der vertikalen Ebenen aufzubauen und somit kompakte Strahlengänge zu rea-
lisieren. Zur passiven Schwingungsdämpfung sind die Boxen in ihrem Inneren mit einem
Gemisch aus Sand und Schrotkugeln (Blei) gefüllt. Zum Vermeiden von Schwingungen
werden etwa 8 s vor dem Transfer der Atome in das optische Gitter die Lüfter der Kame-
ras abgeschaltet. Für eine höhere mechanische Stabilität wird außerdem ein System aus
maßangefertigten, nicht höhenverstellbaren Optikhaltern eingesetzt.
Wie wir gesehen haben, werden bei der Dipolfalle und beim optischen Gitter Kreuzin-
terferenzen zwischen den verschiedenen Achsen unter anderem durch die Wahl zueinander
senkrecht stehender linearer Polarisationen unterdrückt. Entsprechend müssen bei der Pla-
nung des dreidimensionalen optischen Aufbaus die Drehungen der Polarisationen berück-
sichtigt werden, welche durch die komplexe Strahlführung entlang mehrerer orthogonaler
Raumrichtungen zustande kommen.
19Handelt es sich um einen Gitterstrahl, so muss zuvor natürlich der Retrospiegel blockiert werden. Für den
rücklaufenden Gitterstrahl funktioniert diese Methode leider nicht.
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6.1.2 Kalibrierung von Dipolfalle und Gitter
Im Folgenden werden Methoden beschrieben, mit denen sich die Fallenfrequenzen und
Gittertiefen bestimmen und somit die Photodioden der entsprechenden Intensitätsregelun-
gen kalibrieren lassen.
Fallenfrequenzen der Dipolfalle
Um die Fallenfrequenzen in der gekreuzten Dipolfalle zu bestimmen, werden ultrakalte
Atome in einer Dipolfalle mit gewünschter Tiefe präpariert und dann in kollektive Schwin-
gungen versetzt. Um die Schwingungen anzuregen, werden die Atome über eine Änderung
ihres gravitativen Versatzes aus ihrer Gleichgewichtslage ausgelenkt. Letzteres geschieht
durch ein abruptes Erhöhen der Fallentiefe für einige 10 ms (siehe Abbildung 4.3b). An-
schließend wird die ursprüngliche Fallentiefe wiederhergestellt und nach verschieden lan-
gen Oszillationszeiten werden die Atome aus der Falle entlassen. Der Impuls der oszillie-
renden Schwerpunktsbewegung zum Zeitpunkt des Abschaltens kann nach einigen Mil-
lisekunden freier Expansion direkt im Ortsraum abgebildet werden. Da ein hinreichend
starker vertikaler Versatz aufgrund der Anharmonizität des Potentials auch horizontale
Schwingungen anregt, lässt sich diese Methode für die Bestimmung der Fallenfrequen-
zen entlang aller drei Raumachsen anwenden.
Gittertiefen
Eine Möglichkeit die Gittertiefe zu bestimmen, basiert auf einer periodischen Modulation
der Laserintensität. Hierbei muss die Amplitude der Intensitätsmodulation klein gegenüber
der Gesamtintensität sein, um als kleine Störung betrachtet werden zu können. Stimmt
die Modulationsfrequenz mit der Energielücke zwischen dem ersten und dem dritten Band
überein, hνmod = 3(q)−1(q), so können die Atome angeregt werden und man beobachtet
ein Aufheizen der Atomwolken. Bei diesem Prozess handelt es sich um eine parametrische
Anregung [260]. Die Symmetrie der Anregung bedingt, dass die Übergänge nicht in das
zweite, sondern direkt in das dritte Band stattfinden. Alternativ lässt sich der Prozess auch
als Bragg-Spektroskopie [261] auffassen, denn durch die Intensitätsmodulation werden der
Gitterfrequenz νlat zwei Seitenbänder bei νlat ± νmod aufgeprägt. Um die Gittertiefe zu be-
stimmen, braucht das gemessene Anregungsspektrum nur mit der Bandstruktur verglichen
zu werden.
In Abbildung 6.3 ist die Resonanzfrequenz νres = (3(q) − 1(q))/h als Funktion der
Gittertiefe aufgetragen. Aufgrund der Dispersion der Bloch-Bänder hängt die Energie-
lücke vom Kristallimpuls ~q der Atome ab und das Anregungsspektrum ist entsprechend
verbreitert. Eine präzise Kalibrierung erfordert daher, dass sich die Atome nur bei q = 0
aufhalten, oder aber eine große Gittertiefe, bei der die Bänder hinreichend flach sind. So
beträgt zum Beispiel bei einer Tiefe von 40Er der Unterschied zwischen den Übergangs-
frequenzen bei q = 0 und q = ±k nur noch 1, 3 %. Aufgrund des gaußschen Strahlpro-
fils variiert die Gittertiefe über die Ausdehnung der Atomwolke hinweg. Bei einer ther-
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Abbildung 6.3: Bandlücke ∆E(q) = 3(q) − 1(q) zwischen dem ersten und dem dritten
Band als Funktion der Gittertiefe. Die rechte Skala ist allgemeingültig und gibt ∆E in
Einheiten der Rückstoßenergie an. Die linke Skala gibt die entsprechenden Anregungsfre-
quenz νres = ∆E/h für 87Rb in einem 755 nm-Gitter an (Er/h = 4, 02 kHz). Die Breite
der Anregung wird durch die unterschiedlichen Bandlücken ∆E(q) im Zentrum (q = 0)
und am Rand (q = ±k) der ersten Brillouin-Zone bestimmt.
mischen Atomwolke mit großer Ausdehnung kann die dadurch verursachte Vebreiterung
der Übergangsfrequenz leicht 10 % ihres Absolutwertes betragen. Damit die Ausdehnung
der Atomwolke trotz Anregung klein bleibt, sollte als Ausgangszustand ein kleines Bose-
Einstein-Kondensat gewählt werden, welches in ein möglichst tiefes Gitter transferiert
wird.
In Abschnitt 5.1.2 haben wir gesehen, dass die Beugung von Atomen an einer opti-
schen Stehwelle als stimulierter Raman-Prozess (Bragg-Beugung) und für kurze Wech-
selwirkungsdauern (Raman-Nath-Regime) als Beugung an einem Phasengitter aufgefasst
werden kann. Die Kenntnis der exakten Eigenzustände des periodischen Potentials erlaubt
es alternativ, die Beugung in einem gepulsten Gitter durch eine Zustandsprojektion zu be-
schreiben [262]. Betrachten wir als Ausgangszustand ein Bose-Einstein-Kondensat, das
durch eine ebene Welle mit dem Impuls ~q0 wiedergegeben wird. Beim abrupten Ein-
schalten des optischen Gitters wird der Zustand des Kondensats |ψ(t = 0)〉 = |q0〉 auf die
Bloch-Zustände |n, q0〉 mit den Eigenenergien n(q0) projiziert20:
|ψ(t = 0)〉 =
∞∑
n=1
|n, q0〉〈n, q0|q0〉. (6.1)
Laut Gleichung 5.20 lassen sich die Bloch-Zustände als Superposition von ebenen Wellen
mit den Impulsen ~(q+2kν) darstellen: |n, q〉 = ∑ν cn,qν |q+2kν〉. Somit gilt 〈n, q0|q0〉 =
20Wir nehmen an, dass im Ausgangszustand der Impuls ~q0 des Kondensats innerhalb der ersten Brillouin-
Zone liegt, |~q0| < ~k. Hierbei bezeichnet ~k den Photonenimpuls des Gitters.
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(cn,q0ν=0)






∗ exp (−in(q0)t/~) |n, q0〉. (6.2)
Schließlich wird das Gitter zum Zeitpunkt τ wieder abrupt abgeschaltet. Hierdurch wird
|ψ(τ)〉 auf die freien Impulszustände {|q0 + 2kν˜〉}, welche im Experiment die Messbasis
bilden, zurück projiziert (ν˜ ∈ Z). Die Wahrscheinlichkeitsamplituden für die Besetzung
der einzelnen Impulszustände |q0 + 2kν˜〉 lauten dann:




∗ cn,q0ν˜ exp (−in(q0)τ/~) . (6.3)
Die Interferenz der verschiedenen Exponentialterme im obigen Ausdruck führt dazu,
dass die Bevölkerung der Impulskomponenten |q0 + 2kν˜〉 mit der Pulsdauer τ oszilliert.
Verfügt das Kondensat zu Anfang über einen Impuls ~q0 = 0, so ist dessen Ausgangszu-
stand symmetrisch. Folglich können im Gitter auch nur symmetrische Zustände |n, q = 0〉
bevölkert werden. Letztere Zustände liegen in Bändern mit einem ungradzahligen Index n.
Um in unserem Experiment die Oszillationen zwischen den Impulskomponenten zu be-
obachten, präparieren wir Bose-Einstein-Kondensate (~q0 = 0) in der Dipolfalle und pul-
sen diese für variable Zeiten τ entlang einer der drei Gitterachsen mit einer Stehwelle
konstanter Intensität an. Das Ein- und Ausschalten des optischen Gitters geschieht in je-
weils weniger als einer Mikrosekunde. Die Dipolfalle wird simultan mit dem Gitter abge-
schaltet. Nach einigen Millisekunden freier Expansion lässt sich die Impulsverteilung der
Atome als räumliche Verteilung abbilden.
Abbildung 6.4a zeigt die gemessene Entwicklung der Populationen für eine schwache
optische Stehwelle variabler Einstrahldauer. Die relativ schwache Atom-Licht-Wechsel-
wirkung bewirkt, dass im Wesentlichen nur das erste und das dritte Band bevölkert wer-
den. Folglich verhält sich das System wie ein effektives Zwei-Niveau-System und man
beobachtet eine nahezu perfekte sinusförmige Oszillation zwischen der nullten und der
ersten Beugungsordnung. Die Oszillationsfrequenz (3(0) − 1(0))/h ist direkt durch die
Energiedifferenz zwischen den beiden beteiligten Bändern gegeben. Eine einfache Kur-
venanpassung an die Messdaten liefert eine Gittertiefe von (4, 5± 0, 1)Er.
Zur Gegenüberstellung zeigt Abbildung 6.4b die gemäß Gleichung 6.3 berechneten Po-
pulationen der Beugungsordnungen für ein 24Er tiefes 1D-Gitter. Aufgrund der stärkeren
Atom-Licht-Wechselwirkung werden nun gleich mehrere Bänder signifikant miteinander
gekoppelt, wodurch das Zeitverhalten von der einfachen sinusförmigen Oszillation ab-
weicht.
Eine präzise Bestimmung der Gittertiefe lässt sich also am einfachsten durchführen,
indem man die Intensität der Stehwelle soweit herabsetzt, dass im wesentlichen nur Beu-
gung erster Ordnung (ν˜ = ±1) auftritt. Darüber hinaus sollte das Kondensat möglichst
klein sein, um Sättigungseffekte bei der Abbildung zu vermeiden. Bei kleinere Kondensat-
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Abbildung 6.4: Kohärente Oszillationen der Impulskomponenten von Bose-Einstein-
Kondensaten (q0 = 0), welche für variable Zeiten τ von einem eindimensionalen Gitter
der Tiefe Vx angepulst werden: (a) Die Messdaten geben den Anteil der in die beiden Ord-
nungen ν = ±1 gebeugten Atome für verschiedene Pulsdauern an. Aus der angepassten
Sinuskurve ergibt sich eine Gittertiefe von Vx = (4, 5 ± 0, 1)Er. Zu den blau markier-
ten Messpunkten sind die aufgenommenen Beugungsmuster dargestellt. (b) Berechnete
Populationen der Beugungsordnungen ν = 0, . . . ,±3 für ein 24Er tiefes Gitter. Zum Ver-
gleich zeigt der gestrichelte Verlauf die Dynamik, wenn nur die ersten Beugungsordnungen
ν = ±1, also das erste und dritte Band, berücksichtigt werden.
dichten ist zudem die Wahrscheinlichkeit für s-Wellenstreuung zwischen den unterschied-
lichen Impulskomponenten kleiner. Schwächer ausgeprägte Streukugeln führen wiederum
zu einem höheren Kontrast der beobachteten Oszillationen. Die hier beschriebene Methode
zur Bestimmung der Gittertiefe zeichnet sich durch eine einfache Auswertung (Kurvenan-
passung) aus und erfordert – im Gegensatz zur Methode im Raman-Nath-Regime – keine
Kenntnis über die absolute Pulsdauer. Die Bestimmung Letzterer wird durch die endlichen
Ein- und Abschaltzeiten des Gitters erschwert.
Anpassung der Dipolfalle an die Gittertiefe
Wie wir in Abschnitt 4.2.3 gesehen haben, ruft das blauverstimmte optische Gitter ein
repulsives externes Potential hervor. Damit dennoch ein externer Einschluss aufrecht er-
halten bleibt, muss die Dipolfalle im richtigen Verhältnis mit der Gittertiefe hochgefahren
werden (siehe Abbildung 3.20b). Bei einer zu schwachen Dipolfalle fallen die Atome in
der Regel unter dem Einfluss der Schwerkraft aus dem Gitter heraus. Dies muss aber nicht
zwangsläufig der Fall sein:
Sind die Strahltaillen eines Gitterstrahls kleiner als die entsprechenden Taillen der Di-
polstrahlen, so kann sich in der flachen Falle senkrecht zum Gitterstrahl ein Doppelmul-
denpotential ausbilden. Abbildung 6.5 zeigt die Absorptionsaufnahmen von frei expandie-
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Abbildung 6.5: Beugungsmuster nach dem Entlassen eines Kondensats aus einem blau-
verstimmten 1D-Gitter mit überlagerter Dipolfalle unterschiedlicher Tiefe. Das resultie-
rende Gesamtpotential für die beiden Dipolfallentiefen ist schematisch dargestellt. Das
Gitter verläuft entlang der z-Achse und weist eine Strahltaille von wr = 95µm auf. Die
Strahlen der gekreuzten Dipolfalle verlaufen in der radialen Ebene (r) und weisen radiale
Strahltaillen von wr = 190µm auf. Bei zu schwacher Dipolfalle kann der repulsive Anteil
des Gitters nicht kompensiert werden, es bildet sich ein radiales Doppelmuldenpotential
aus und entsprechend beobachtet man eine räumliche Aufspaltung des Beugungsmusters.
renden Bose-Einstein-Kondensaten, welche abrupt aus einem blauverstimmten 1D-Gitter
entlassen werden. Dabei ist der Gitterstrahl nur halb so breit wie die Dipolstrahlen. Bei
ausreichender Fallentiefe beobachtet man nach der freien Expansion das typische Beu-
gungsmuster (linke Aufnahme). Wird die Leistung der Dipolfalle unter einen kritischen
Wert verringert, so beobachtet man hingegen eine Verdoppelung des Beugungsmusters
(rechte Aufnahme). Die transversale Aufspaltung ist bereits innerhalb der Falle vorhanden
und auf die Ausbildung eines externen Doppelmuldenpotentials zurückzuführen. Allge-
mein muss, um ein Doppelmuldenpotential zu generieren, der blauverstimmte Strahl be-
deutend schmaler als die Dipolstrahlen sein. Nur dann lässt sich durch Herunterrampen der
Dipolfalle eine Doppelmulde erzeugen, noch bevor die Atome aus dem flachen Potential
herausfallen.
In einem sehr tiefen blauverstimmten Gitter lassen sich die Atome auch ganz ohne Di-
polfalle speichern. Hierbei macht man sich die extrem langen Tunnelzeiten zunutze, durch
die die Atome effektiv auf ihren Gitterplätzen gefangen werden.
6.2 Merkmale der Dipolfalle und des Gitters
In diesem Abschnitt werden die besonderen Merkmale der gekreuzten Dipolfalle und des
blauverstimmten Gitters zusammengefasst. Dabei zeigt sich, dass man durch die Kombi-
nation der beiden unabhängigen Potentiale ein erhebliches Maß an zusätzlicher experi-
menteller Kontrolle gewinnt. Neben den bereits ausgenutzten Eigenschaften werden auch
mögliche zukünftige Anwendungen besprochen.
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6.2.1 Gekreuzte Dipolfalle
• In der fernverstimmten Dipolfalle lassen sich die Atome in beliebigen Hyperfeinzu-
ständen präparieren und ohne Magnetfelder fangen. Somit ist die Falle prädestiniert,
um in ihr Experimente mit magnetischen Feshbach-Resonanzen durchzuführen.
• Gemäß Abschnitt 4.1.3 erzeugt das elliptische Strahlprofil der gekreuzten Dipolfalle
einen starken vertikalen Einschluss, wodurch der differentielle Versatz zwischen den
unterschiedlich schweren Rubidium- und Kaliumatomen minimiert wird. Ein guter
räumlicher Überlapp zwischen den Spezies ist sowohl für ein effizientes sympathe-
tisches Kühlen als auch für die anschließenden Experimente mit den Mischungen
eine notwendige Voraussetzung.
6.2.2 Kombination von Dipolfalle und Gitter
Die Kombination der gekreuzten Dipolfalle mit dem optischen Gitter erlaubt es, die Git-
terparameter und den externen Einschluss unabhängig voneinander einzustellen.
• Durch die Wahl großer Strahltaillen für die Gitterstrahlen und kleiner Taillen für
die Dipolstrahlen, lässt sich über die Ausdehnung der Atomwolke hinweg eine recht
gleichförmige Gittertiefe realisieren.
• Aufgrund des elliptischen Strahlprofils ruft die Dipolfalle entlang der horizontalen
Ebene einen schwachen externen Einschluss hervor. Folglich ist in dieser Rich-
tung das Gitterpotential vergleichsweise homogen und die räumliche Krümmung
der Bandstruktur entsprechend gering. Wie wir in Abschnitt 5.5.3 und 5.5.5 gese-
hen haben, erlaubt es ein schwacher externer Einschluss sowohl beim bosonischen
als auch beim fermionischen Mott-Isolator, eine große Anzahl von einfach besetzten
Gitterplätzen zu präparieren. Um eine ausschließliche Einfachbesetzung zu erzielen,
muss die Änderung des externen Potentials über die Ausdehnung der Atomwolke
hinweg kleiner als die Wechselwirkungsenergie U sein (siehe Gleichung 5.87). Die
Einfachbesetzung der Gitterplätze ist zum Beispiel eine wichtige Voraussetzung, um
einen fermionischen Mott-Isolator mit antiferromagnetischen Ordnung beobachten
zu können.
• Eine geringe räumliche Krümmung der Bänder ist auch von Vorteil, wenn es darum
geht, eine große Anzahl von Fermionen ausschließlich in das unterste Band eines
flachen Gitters zu transferieren. Gemäß Abschnitt 5.3.1 ruft die Bevölkerung höherer
Bänder leicht nicht-adiabatische Heizeffekte beim Hochfahren des optischen Gitters
hervor und sollte daher vermieden werden.
• Dank der Dipolfalle ist es möglich, den externen Einschluss vollkommen unabhän-
gig von der Gittertiefe zu verändern. Somit lassen sich die Atomwolken bei einer
konstanten Gittertiefe komprimieren oder dekomprimieren. In Abschnitt 7.2.5 wird
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beschrieben, wie auf diese Weise ein atomares Fermigas erstmals allein durch Kom-
pression vom metallischen Zustand in einen Bandisolator überführt wird. Messun-
gen zur Kompressibilität stellen womöglich auch eine elegante Methode dar, den
Mott-Isolator-Zustand oder Bose-Glas-Phasen nachzuweisen. Wegen der fehlenden
makroskopischen Kohärenzen ist eine solche Methode insbesondere für den Nach-
weis des fermionischen Mott-Isolators interessant. Eine weitere mögliche Anwen-
dung ist die Untersuchung des bosonischen Mott-Isolator-Übergangs in Abhängig-
keit des externen Einschlusses. Durch die Kompression eines bosonischen Mott-
Isolators in der Nähe der Phasengrenzen (J/U)maxc lässt sich die mittlere Besetzungs-
zahl der Gitterplätze erhöhen und somit gemäß Abbildung 5.24a ein Übergang in die
superfluide Phase erzwingen.
• In Abschnitt 4.2.3 wurde gezeigt, dass es in einem blauverstimmten Gitter, mittels
einer geeigneten Anpassung der Dipolfalle, möglich ist, die Gittertiefe zu variieren,
ohne dass sich das externe Potential verändert. Auf diese Weise kann zum Beispiel
der Mott-Isolator-Übergang bei konstantem externen Einschluss untersucht werden.
• Über eine Änderung der Tiefe bzw. der Position der Dipolfalle lassen sich kollektive
Schwingungen anregen und Transportphänomene bei einer festen Gittertiefe unter-
suchen. In Abschnitt 7.3.5 wird beispielsweise die Dynamik analysiert, mit der sich
ein fermionischer Bandisolator nach dem abrupten Dekomprimieren der Dipolfalle
auflöst. Transportmessungen in optischen Gittern sind insbesondere im Hinblick auf
die Untersuchung und den Nachweis von Anderson-Lokalisierung [263] und Bose-
Glas-Phasen [231] von Bedeutung (siehe z.B. [264]). Für die kollektiven Schwin-
gungen wechselwirkender Fermionen werden Signaturen im Frequenzspektrum vor-
ausgesagt, die den Nachweis des Mott-Isolator-Übergangs ermöglichen [265].
• Der große Durchstimmbereich des Ti:Saphir-Lasers erlaubt es, die Wellenlänge des
Gitters über einen weiten Bereich frei einzustellen. Mit dem unabhängigen externen
Einschluss der Dipolfalle lassen sich insbesondere auch blauverstimmte optische
Gitter realisieren.
6.2.3 Spezies-abhängige Gitter
Die Wellenlänge des Gitters legt die Verstimmung gegenüber den atomaren Übergängen
fest und bestimmt somit das Verhältnis zwischen Laserintensität und Gittertiefe. Da jede
Spezies ihre charakteristischen Übergänge aufweist, werden Rubidium und Kalium in ein
und demselben Gitter im Allgemeinen eine unterschiedliche Gittertiefe verspüren. Inner-
halb des periodischen Potentials werden die Eigenschaften der Teilchen durch ihre Tunnel-
und Wechselwirkungsmatrixelemente bestimmt. Drückt man diese Größen in Einheiten der
jeweiligen Rückstoßenergien Er aus, so hängen diese – wie auch die Wannier-Funktionen
– allein von der „einheitenlosen“ Gittertiefe sx = Vx/Er ab (siehe Abschnitt 5.1.4). Der
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Abbildung 6.6: Gittertiefe für 87Rb (rot) und 40K (blau) als Funktion der Wellenlänge. Die
Tiefen sind in Einheiten der jeweiligen Rückstoßenergien angegeben. Die Berechnungen
gehen von einer Stehwelle mit einer Leistung von 100 mW, einer Strahltaille von 150µm
und einer Reflektivität von 100 % aus. Die gestrichelten Linien geben die Lage der D1-
und D2-Übergänge an.
Einfluss des Gitterpotentials auf das Rubidium und Kalium lässt sich daher aus den zuge-
hörigen Gittertiefen sx,Rb und sx,K ableiten. Abbildung 6.6 zeigt diese Größen als Funk-
tion der Wellenlänge für eine Stehwelle konstanter Leistung. In der Nähe der atomaren
Resonanzen verspüren die beiden Spezies sehr unterschiedliche Gittertiefen. Destruktive
Interferenzen zwischen den Übergangsamplituden der D1- und D2-Übergänge erlauben es
zudem, das Gitterpotential für jeweils eine Spezies ganz auszublenden und somit ein voll-
ständig „spezies-selektives Gitter“ zu realisieren [256]. Die Wellenlängen, bei denen die
destruktiven Interferenzen auftreten, liegen innerhalb der D-Linien-Duplets und werden
durch die Nullpunkte in Abbildung 6.6 bestimmt. Für 87Rb und 40K betragen die Wellen-
längen 790, 03(1) nm bzw. 768, 97(1) nm. Streng genommen, muss bei der Berechnung der
Dipolpotentiale in der Nähe der atomaren Resonanzen die Hyperfeinstruktur der Atome
und die Polarisation des Lichtes mitberücksichtigt werden. In einem dreidimensionalen
Gitter mit Strahlen leicht unterschiedlicher Frequenzen und orthogonalen Polarisationen
stellt die alleinige Berücksichtigung der Feinstruktur jedoch eine sinnvolle Näherung dar.
Abbildung 6.7a zeigt, wie sich das Verhältnis der Gittertiefen sx,K/sx,Rb mit der Wellen-
länge verändert. Zwar wird das Verhältnis in der Nähe der atomaren Resonanzen extremal,
doch nehmen dann auch die Streuraten drastisch zu, wodurch die Atome schneller auf-
geheizt werden. Daher muss im Experiment im Allgemeinen ein Kompromiss zwischen
der Spezies-Selektivität des Gitters und den Streuraten eingegangen werden. Die absolu-
ten Streuraten von Rubidium und Kalium lassen sich aus Abbildung 6.7b ableiten21. Ihr
genauer Wert hängt vom Überlapp der Wannier-Funktionen mit dem Lichtfeld ab und ist
21Eventuell in der Nähe der Laserfrequenzen liegende Molekülniveaus und die damit verbundenen
Photoassoziations-Verluste werden hier vernachlässigt.
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direkt proportional zum Potentialversatz ∆Vx, den das Lichtfeld auf die Atome ausübt.
Vernachlässigt man bei der Erzeugung der Stehwelle auftretende Reflexionsverluste, so






√|sx| für sx > 0 „blauverstimmt“
|sx| − 12
√|sx| für sx < 0 „rotverstimmt“ (6.4)
Die obige Fallunterscheidung berücksichtigt das Vorzeichen des Potentials und somit die
Tatsache, ob sich die Teilchen in den Knoten oder in den Bäuchen einer Stehwelle aufhal-
ten. Vorzeichenwechsel des Potentials finden bei den D1- und D2-Übergängen sowie bei
den destruktiven Interferenzen statt. In einem spezies-selektiven Gitter, dass für Rubidium
vollständig verschwindet (790, 03 nm), erhält man die folgenden Streuraten als Funktion
der einheitenlosen Kalium-Gittertiefe:
ΓRb/(2pi) = 47, 5 |sx,K|mHz, (6.5a)








Analog ergeben sich für ein spezies-selektives Gitter, dass für Kalium vollständig ver-
schwindet (768, 97 nm), die folgenden Streuraten als Funktion der einheitenlosen Rubi-
dium-Gittertiefe:
ΓRb/(2pi) = 1, 9
√
|sx,Rb|mHz (6.6a)
ΓK/(2pi) = 230, 8 |sx,Rb|mHz. (6.6b)
Spezies-abhängige Gitter bieten ein breites Spektrum potentieller Anwendungen: Die Git-
terwellenlänge erlaubt es, das Verhältnis der effektiven Massen von Rubidium und Kalium
über einen größeren Bereich zu verändern. Abbildung 6.7c zeigt das Verhältnis m∗Rb/m
∗
K
für Teilchen mit dem Kristallimpuls ~q = 0. In der Rechnung wird die Laserleistung so
mit der Wellenlänge verändert, dass das Gitter für Rubidium immer über eine Tiefe von
Vx,Rb = 4Er,Rb verfügt. Abbildung 6.7d zeigt die zugehörigen Streuraten, wie man sie
auch zusammen mit Gleichung 6.4 aus der allgemeingültigen Darstellung 6.7b ableiten
kann.
Während in einem fern rotverstimmten Gitter die Beweglichkeit von Kalium immer
größer ist als die von Rubidium, lässt sich die Situation in einem frei durchstimmbaren
Gitter umkehren. Die Kaliumatome können dann zum Beispiel als lokalisierte Störstellen
für ein superfluides Rubidiumkondensat dienen. Dies erlaubt es, Unordnung in das ansons-
ten defektfreie Gitterpotential einzuführen [248, 256, 257]. Entfernt man die Kaliumatome
teilweise aus dem optischen Gitter, indem man sie in einer Überlagerung ihrer beiden Hy-
perfeingrundzustände präpariert und anschließend für einen der beiden Zustände resonan-
tes Licht einstrahlt, so lässt sich eine rein zufällige Anordnung von Störstellen realisieren.
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Der Anteil der Störstellen kann über die Dauer des Mikrowellenpulses, mit dem die Über-
lagerung der Hyperfeinzustände präpariert wird, kontrolliert werden. Darüber hinaus lässt
sich die Stärke der Wechselwirkung zwischen den Rubidiumatomen und den lokalisierten
Störstellen über eine Interspezies-Feshbach-Resonanz regeln. Ein solches System bietet
ideale Voraussetzungen um Anderson-Lokalisierung [263] und Bose-Glas-Phasen [231]
zu untersuchen (siehe z.B. [264]).
Spezies-selektive Gitter ermöglichen es außerdem, phononenartige Anregungen in den
starren Kristall eines optischen Gitters einzuführen. Hierbei bilden kondensierte Bosonen
ein über das Gitter ausgedehntes Medium, welches mit sich selbst und den lokalisierten
Fermionen wechselwirkt. Das Kondensat dient als Träger für phononenartige Anregungen
und erlaubt es somit, Wechselwirkungen zwischen den räumlich getrennten Fermionen zu
vermitteln [37, 243, 251–255]. Auf diese Weise ließe sich zum Beispiel die phononenindu-
zierte Cooper-Paarung eines Supraleiters simulieren. Je kleiner dabei die effektive Masse
der Bosonen ist, umso größer ist die Schallgeschwindigkeit im Kondensat und damit die
Stärke der vermittelten Kopplung.
Spezies-selektive Gitter bieten zumindest prinzipiell die Möglichkeit, über die Lokali-
sierung einer Spezies ein periodisches Potential für die zweite Spezies zu erzeugen, wel-
ches allein (oder teilweise) auf der Interspezieswechselwirkung beruht. Das resultierende
Gitterpotential wäre nicht sinusförmig und könnte aufgrund von Schwingungen der loka-
lisierten Spezies – ähnlich zu dem Kristall eines Festkörpers – eine dynamische Struk-
tur aufweisen. Die Tiefe eines solchen Gitters ließe sich über eine Interspezies-Feshbach-
Resonanz verändern.
In Abschnitt 5.5.6 haben wir im Zusammenhang mit dem adiabatischen Einladen einer
Bose-Fermi-Mischung in ein optisches Gitter gesehen, dass sich das Verhältnis der effek-
tiven Massen auch auf das Temperaturverhalten der Mischung und die relative Temperatur
T/TF des Fermigases auswirkt [33].
Blauverstimmtes Gitter
Für die Experimente in dieser Arbeit wird das Gitter in der Nähe von 755, 50(7) nm betrie-
ben. Bei dieser Wellenlänge stimmen die einheitenlosen Gittertiefen der beiden Elemente
und deren Wannier-Funktionen miteinander überein. Folglich sind die Tunnelraten der bei-
den Elemente von der gleichen Größenordnung und deren Verhältnis ist unabhängig von
der Gittertiefe durch JK/JRb = mRb/mK gegeben. Auch zwischen den Matrixelementen
der Boson-Fermion- und der Boson-Boson-Wechselwirkung liegt dann ein konstantes Ver-
hältnis vor (siehe Abbildung 5.27). Gemäß Abbildung 6.6 gibt es drei Wellenlängen, bei
denen die einheitenlosen Gittertiefen für beide Spezies übereinstimmen. Hierbei zeichnet
sich das 755 nm-Gitter durch die kleinsten Streuraten aus, zumal es sich um eine blaue
Verstimmung handelt, sodass sich die Atome in den Knoten der Stehwelle aufhalten. Für
die Streuraten ergibt sich:
ΓRb/(2pi) = 1, 0
√
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Abbildung 6.7: Gittergrößen für Rubidium und Kalium als Funktion der Wellenlänge λ:
(a) Verhältnis zwischen den einheitenlosen Gittertiefen, (b) Streuraten pro Potentialver-
satz, den die Teilchen im Lichtfeld erfahren, (c) Verhältnis zwischen den effektiven Mas-
sen von Teilchen mit einem Kristallimpuls ~q = 0 und (d) zugehörige absolute Streuraten.
Die Graphen (a, b) gelten allgemein für beliebige 1D-Gitter entsprechender Wellenlänge.
Die Graphen (c, d) beziehen sich auf ein 1D-Gitter, dass für Rubidium unabhängig von
der Wellenlänge immer eine Tiefe von 4Er,Rb aufweist. Bei mehrdimensionalen Gittern
summieren sich die Streuraten der einzelnen Achsen.
In Kombination mit der hohen Leistung des Ti:Saphir-Laser lassen sich Gitter von einigen
100Er Tiefe bei moderaten Heizraten realisieren. Die große Tiefe der Potentialtöpfchen
und der vollständige Überlapp zwischen den Wellenfunktionen erhöht auch die Effizienz
der heteronuklearen Molekülbildung mittels Photoassoziation [185, 266]. Schließlich las-
sen sich in sehr tiefen 2D-Gittern eindimensionale Systeme wie Tonks-Girardeau-Gase
[20, 21] oder Luttinger-Flüssigkeiten [23, 267] realisieren.
Wie in Abschnitt 3.8 vorgeschlagen, kann das repulsive Potential eines einzelnen blau-
verstimmten Laserstrahls auch dazu benutzt werden, das Zentrum der magnetischen Qua-
drupolfalle durch einen „blue plug“ zu verschließen. Kombiniert man einen solchen Strahl
mit der gekreuzten Dipolfalle, so lässt sich ein ringförmiges Potential erzeugen. In einem
solchen Torus kann zum Beispiel der superfluide Fluss der quantisierten Rotation eines
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Bose-Einstein-Kondensats untersucht werden. Gemäß Abschnitt 3.5.3 lässt sich mit La-
serlicht, das für Rubidium rot- und für Kalium blauverstimmt ist, eine bichromatischen
Dipolfalle realisieren. Im Gegensatz zu einer reinen Dipolfalle ist die bichromatische Fal-
le für Kalium tiefer als für Rubidium. Aufgrund der unterschiedlichen Fallenfrequenzen
fällt auch das Temperaturverhältnis Tc/TF kleiner aus [167, 168]. Beide Effekte sollten ein
effizienteres sympathetisches Kühlen des Kaliums ermöglichen.
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Aufbauend auf den eindimensionalen Betrachtungen aus Abschnitt 5.2.2 werden in diesem
Kapitel die Eigenschaften von idealen Fermigasen in mehrdimensionalen Gittern und bei
endlichen Temperaturen untersucht. Im zweiten Teil wird die Dynamik der idealen Gase
nach einer abrupten Potentialveränderung in ein- und zweidimensionalen Gittern berech-
net. Die theoretischen Ergebnisse werden ersten experimentellen Messungen gegenüber-
gestellt.
Die fermionische Statistik und die Inhomogenität des periodischen Potentials führen
dazu, dass bereits wechselwirkungsfreie Fermigase komplexe Merkmale aufweisen. Ei-
ne genaue Beschreibung der Gleichgewichts- und dynamischen Eigenschaften der idealen
Gase ist daher auch für das Verständnis und die Identifikation charakteristischer Wechsel-
wirkungseffekte von Bedeutung.
Als Erstes werden präzise Werte für die kritischen Dichten berechnet, bei denen sich in
mehrdimensionalen und anisotropen Gittern der fermionische Bandisolator ausbildet. Im
Rahmen der Tight-Binding-Näherung weisen sowohl die Gleichgewichts- als auch die dy-
namischen Systeme universelle Eigenschaften auf. So wird z.B. gezeigt, dass beim idealen
Fermigas die Anzahl der einfach besetzten Gitterplätze unmittelbar aus der Kristallimpuls-
verteilung abgeleitet werden kann.
Numerisch exakt ermittelte Einteilchenspektren erlauben es, das Temperaturverhalten
des Fermigases beim Einladen in ein dreidimensionales optisches Gitter für den gesamten
Verlauf der Gitterrampe zu berechnen und dabei den Einfluss angeregter Bänder zu be-
rücksichtigen. Im Zuge dieser Berechnungen wird eine einfache Möglichkeit aufgezeigt,
Fermigase ohne adiabatisches Heizen in ein optisches Gitter zu transferieren.
Ausgehend von den exakten Einteilchenzuständen werden die Dichte- und die Kristall-
impulsverteilungen von bis zu 2, 5 ·105 Fermionen unter Berücksichtigung endlicher Tem-
peraturen sowie angeregter Bänder berechnet. Die Ergebnisse der Ab-initio-Berechnungen
werden mit entsprechenden Messungen verglichen. Ein solcher Vergleich bietet einen neu-
en Ansatz, die Temperatur von Fermionen in optischen Gittern zu bestimmen. Mit den
vorgestellten Messungen gelingt es erstmals, ein Fermigas bei konstanter Gittertiefe und
Teilchenzahl allein durch dessen Kompression von einem metallischen Zustand in einen
Bandisolator zu überführen und schließlich einen neuen metallischen Zustand in angereg-
ten Bändern zu erzeugen.
Im zweiten Teil dieses Kapitels wird die Dynamik von ein- und zweidimensionalen Fer-
migasen nach einer abrupten Veränderung der Gitterparameter berechnet. Dabei wird ne-
ben der Schwerpunktsbewegung auch die zeitliche Entwicklung der Kristallimpulsvertei-
lung untersucht. In den Simulationen zeigt die Kristallimpulsverteilung charakteristische
Interferenzmuster, die auch in einer ersten Messreihe beobachtet werden können.
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7.1 Universelle Eigenschaften
In Abschnitt 5.2.2 wurde das eindimensionale Fermigas im inhomogenen Gitter mittels
exakter numerischer Berechnungen sowie im Rahmen des Tight-Binding-Ansatzes behan-
delt. Über das Verhältnis aus dem kinetischen und dem potentiellen Energieterm im Tight-






eingeführt, die es ermöglicht, unterschiedliche Systeme miteinander zu vergleichen. Stim-
men für Gitterpotentiale mit unterschiedlichen externen Einschlüssen und Gittertiefen die
charakteristischen Längen 7.1 überein, so sind die Einteilchenwellenfunktionen und damit
zugleich die fermionischen N -Teilchenzustände in den betrachteten Systemen exakt iden-
tisch. Darüber hinaus lassen sich auch Fermigase mit unterschiedlichen Teilchenzahlen N
vergleichen: Verfügen diese Systeme über identische charakteristische Dichten
ρ = Na/ξx, (7.2)
so stimmen im Rahmen der Kontinuumsnäherung (N  1) die Dichteverteilungen bezüg-
lich der normierten Koordinaten x′ = x/ξx sowie die normierten Kristallimpulsverteilun-
gen miteinander überein. In dieser Arbeit durchgeführte numerische Berechnungen zeigen,
dass diese Beziehungen nicht nur – wie bislang bekannt – zwischen entarteten Fermiga-
sen gelten, sondern auch zwischen Gasen mit übereinstimmenden relativen Temperaturen
T/TF. Voraussetzung ist jedoch, dass keine thermischen Populationen in angeregten Bän-
dern auftreten, da ansonsten die Tight-Binding-Näherung zusammenbricht.
In den Referenzen [215, 236] wird gezeigt, dass die charakteristische Dichte auch in
wechselwirkenden Fermigasen (Hubbard-Modell) eine sinnvolle Größe darstellt. So kann
das Phasendiagramm des Spin-1/2-Fermigases im inhomogenen Gitter eindeutig über den
Kopplungsparameter U/J und die charakteristische Dichte ρ beschrieben werden. Abhän-
gig von diesen beiden Größen bildet sich im Zentrum des inhomogenen Gitters entweder
eine metallische (nj < 1 bzw. 1 < nj < 2), eine Mott-Isolator- (nj = 1) oder eine
Bandisolator-Phase (nj = 2) aus. Im Allgemeinen koexistieren die hier aufgezählten Pha-
sen aufgrund der Inhomogenität des Gitters in Form einer räumlichen Schalenstruktur, wo-
bei die Phasen mit den kleineren Besetzungszahlen nj radial weiter außen angeordnet sind.
Auch bei den wechselwirkenden Fermigasen lassen sich die Dichte- und Impulsverteilun-
gen für verschiedene Teilchenzahlen und externe Einschlüsse über die oben beschriebene
Skalierung miteinander vergleichen. Diese universellen Beziehungen ermöglichen es, die
Ergebnisse numerischer Simulationen auf größere experimentelle Systeme zu übertragen.
Dieses Verfahren lässt sich, wie wir später sehen werden, auch bei der Berechnung der
Dynamik von Fermionen in optischen Gittern anwenden.
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7.1.1 Kriterien für das Auftreten von Bandisolatoren
In Abschnitt 5.2.2 wurde im Rahmen der Kontinuumsnäherung gezeigt, dass ideale entar-
tete eindimensionale Fermigase – unabhängig von den Systemparametern – immer dann
einen Bandisolator im Zentrum eines Gitters ausbilden, wenn die charakteristische Dichte
ρ1D einen kritischen Wert von ρ1Dc = 2, 545(4) überschreitet (siehe auch Abbildung 7.1a).
Analoge Kriterien lassen sich auch für Fermigase in zwei- und dreidimensionalen Git-












ein, wobei ξν die charakteristischen Längen entlang der verschiedenen Gitterachsen ν be-
zeichnen. Mit den obigen Definitionen lassen sich die kritischen Dichten bei vorgege-
benen Fallenparametern ξν aus den minimalen Atomzahlen Nc berechnen, die zu einer
Einfachbesetzung des zentralen Gitterplatzes führen1. Abbildung 7.1 b und c zeigen die
numerischen Ergebnisse für das isotrope 2D- und 3D-Gitter bei verschiedenen Fallenfre-
quenzen und Gittertiefen. Im Kontinuumslimit2 konvergieren die kritischen Dichten gegen
ρ2Dc = 12, 177(2) und ρ
3D
c = 55, 70(4).
Am Beispiel des 3D-Gitters wird in Abbildung 7.1d demonstriert, dass die kritischen
Dichten nicht von den Fallenfrequenzen bzw. dem Aspektverhältnis des externen Ein-
schlusses abhängen. Anders verhält es sich mit den Gittertiefen. Für ein asymmetrisches
Gitter, also ein Gitter mit unterschiedlichen Tiefen Vν entlang der einzelnen Achsen ν,
hängen die kritischen Dichten empfindlich von den Verhältnissen der Tunnelraten Jν ab.
In Abbildung 7.1e und f sind die kritischen Dichten des 2D- und 3D-Gitters für verschie-
dene Verhältnisse der Tunnelraten dargestellt. Bei den blauen (roten) Daten in Abbildung
7.1e beträgt die Tiefe auf einer Gitterachse konstant 4Er (8Er), während die Tiefe der an-
deren Achse verändert wird. Die gute Übereinstimmung der roten und blauen Daten belegt,
dass die kritische Dichte allein durch das Verhältnis der Tunnelraten bestimmt wird. Der
funktionale Verlauf der Dichte ρ3Dc in Abbildung 7.1f wird in entsprechender Weise be-
rechnet, wobei beim 3D-Gitter von übereinstimmenden Tiefen entlang der x- und y-Achse
ausgegangen wird3.
Wie im eindimensionalen Fall beschreibt Nc auch bei den höherdimensionalen Gittern
die Quantenzahl n des ersten Einteilchenzustandes, der auf einen Randbereich des Gitters
lokalisiert ist. Handelt es sich um ein isotropes 2D- oder 3D-Gitter, so bedingt die Sym-
metrie, dass im gesamten Spektrum entartete Zustände auftreten und nicht erst, wie im
eindimensionalen Fall, für n ≥ Nc.
1In den Berechnungen ist Nc die kleinste Atomzahl, bei der die zentrale Besetzung größer als 0, 99 wird.
2Für die Berechnung der kritischen Dichten des 1D- bis 3D-Gitters im Kontinuumslimit werden die Sys-
temparameter so gewählt, dass N 1Dc > 2 · 103, N 2Dc > 1 · 106 bzw. N 3Dc > 2 · 106 gilt.
3In Abbildung 7.1e und f werden die Fallenfrequenzen so mit den Gittertiefen verändert, dass Nc immer
hinreichend groß ist und die kritischen Dichten somit in etwa den Werten im Kontinuumslimit entspre-
chen.
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Abbildung 7.1: Kritische Dichten im isotropen (a) 1D-, (b) 2D- und (c) 3D-Gitter als
Funktion der Gittertiefe für jeweils zwei verschiedene Fallenfrequenzen. Für große Teil-
chenzahlen Nc konvergieren die Größen gegen ρ1Dc = 2, 545(4), ρ
2D
c = 12, 177(2) bzw.
ρ3Dc = 55, 70(4). (d) Kritische Dichte ρ3Dc im symmetrischen 3D-Gitter für verschiedene
Aspektverhältnisse des externen Einschlusses. (e) Kritische Dichte ρ2Dc im asymmetrischen
2D-Gitter als Funktion des Verhältnisses der Tunnelraten. Bei den blauen (roten) Daten
wird eine Achse konstant bei 4Er (8Er) gehalten. (f) Entsprechende Ergebnisse für das
asymmetrische 3D-Gitter mit Vx = Vy.
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7.1.2 Besetzungszahlen und Kristallimpulsverteilungen
Der Bandisolator bildet sich als Erstes im Zentrum des inhomogenen Gitters (Potential-
minimum) und dehnt sich dann beim Hinzufügen weiterer Teilchen immer weiter nach
außen hin aus. Dies ist in Abbildung 7.2 am Beispiel von eindimensionalen Fermigasen
(T = 0) mit unterschiedlichen Teilchenzahl N illustriert. Neben den Dichteverteilungen
derN -Teilchengrundzustände sind die zugehörigen Kristallimpulsverteilungen dargestellt.
Sobald die Besetzungszahl nj=0 des zentralen Gitterplatzes einen Wert von eins annimmt
(hier für N = 105), stößt die Kristallimpulsverteilung erstmals an die Ränder ±~k der
Brillouin-Zone. Von nun an werden weitere hinzugefügte Teilchen durch Bragg-Beugung
auf den rechten bzw. linken Rand des Gitters lokalisiert, sodass die zentrale Dichte nicht
weiter zunimmt. Numerische Berechnungen zeigen, dass sich die Populationen n(±~k) an
den Zonen-Rändern direkt proportional zur Anzahl der einfach besetzten Gitterplätze ver-
halten. Somit lässt sich über die Populationen n(±~k) die Ausbildung des Bandisolators
nachweisen. Statt in einem diskreten Punkt werden im Experiment die Atomzahlen in-
nerhalb eines endlichen Impulsintervalls bestimmt. Als Konvention seien die „Brillouin-
Zonen-Ränder“ daher im Folgenden durch die beiden äußeren Drittel der Zone definiert
(siehe rot gestrichelte Unterteilung in Abbildung 7.2b). Außerdem bezeichne RBZ den An-
teil der Atome innerhalb der beiden Brillouin-Zonen-Ränder und RBI den Bandisolator-
Anteil, also das Verhältnis der einfach besetzten Gitterplätze zur Gesamtatomzahl N . In
Abbildung 7.4a sind die Größen RBI und RBZ für verschiedene Gitter als Funktion der
Teilchenzahl berechnet und für identische N gegeneinander aufgetragen. Das Ergebnis
verdeutlicht, dass für hinreichend große Systeme, unabhängig von den Gitterparametern,
ein fester funktionaler Zusammenhang zwischen RBI und RBZ besteht.
Werden die Eigenzustände φn des eindimensionalen inhomogenen Gitters im Rahmen



































Abbildung 7.2: (a) Dichte- und (b) Kristallimpulsverteilungen der N -Teilchengrund-
zustände mit N = 25, 65, 105, . . . , 385 in einem 4Er tiefen 1D-Gitter (λ = 755 nm) mit
einem harmonischen Einschluss der Frequenz ωx = 2pi · 40 Hz für 40K.
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Abbildung 7.3: Berechnete Dichte- und Kristallimpulsverteilungen von 25000 40K-
Atomen (T = 0) (a) in einem 2D-Gitter mit anisotropem harmonischen Einschluss und
identischen Gittertiefen Vx = Vy bzw. (b) in einem asymmetrischem 2D-Gitter (Vx 6= Vy)
mit isotropem harmonischen Einschluss. Die rot gestrichelten Linien kennzeichnen die
vier Ecken der Brillouin-Zone für die Bestimmung von RBZ (siehe Text).
Die durch Fourier-Transformation aus den Ortswellenfunktionen φn(x) =
∑
j cjw(x−ja)
(Gl. 5.42) hervorgehenden Kristallimpulsverteilungen












sind daher auf die erste Brillouin-Zone beschränkt. Die diskrete Fourier-Transformation
läuft über die Gitterplätze und ist so normiert, dass
∫ +pi/a
−pi/a |φ˜n(q)|2dq = 1 gilt. Man beachte,
dass die Amplitude von φ˜n(q) mit der Anzahl der berücksichtigten Gitterplätze M variiert.
In mehrdimensionalen einfach kubischen Gittern lässt sich das Einteilchenproblem nach
den verschiedenen Gitterachsen ν separieren. So sind die Einteilchenzustände des mehrdi-
mensionalen Gitters durch das Produkt der 1D-Wellenfunktionen und die Einteilchenener-




φnν (xν), φ˜n(q) =
∏
ν




Für die Berechnung der fermionischen N -Teilchengrundzustände werden die mehrdimen-
sionalen Wellenfunktionen nach aufsteigenden Eigenenergien sortiert und schließlich die
Betragsquadrate der N ersten Wellenfunktionen summiert. Abbildung 7.3 zeigt exempla-
risch die berechneten Dichte- und Kristallimpulsverteilungen für 25000 Fermionen in zwei
unterschiedlichen 2D-Gittern. In beiden Fällen bilden sich in den Zentren der Gitter Band-
isolatoren aus. Während der anisotrope harmonische Einschluss zu einer elliptischen Dich-
teverteilung innerhalb des Gitters führt, bleibt die Kristallimpulsverteilung von der Asym-
metrie des externen Einschlusses unberührt (Abb. 7.3a). Genau umgekehrt verhalten sich
226
7.1 Universelle Eigenschaften
ωx=2pi.20 Hz  Vx=4 Er
ωx=2pi.20 Hz  Vx=8 Er
ωx=2pi.40 Hz  Vx=4 Er













ωx,y=2pi.40 Hz Vx=4 Er  Vy=8 Er
ωx,y=2pi.80 Hz Vx,y=8 Er0,2


































Abbildung 7.4: Die numerischen Berechnungen zeigen den Zusammenhang zwischen
dem Anteil RBI der Atome im Bandisolator (BI) und dem Anteil RBZ der Atome in den rot
dargestellten Ecken der Brillouin-Zone (BZ) für das 1D-, 2D- und 3D-Gitter und verschie-
dene Systemparameter.
die Dichte- und Kristallimpulsverteilungen in dem asymmetrischen Gitter mit isotropem
externen Einschluss (Abb. 7.3b).
Auch bei mehrdimensionalen Gittern lassen sich universelle Beziehungen zwischen der
Größe des Bandisolators und der Kristallimpulsverteilung nachweisen. Analog zur obigen
Konvention seien beim 2D-Gitter die Ecken der Brillouin-Zone durch vier Quadrate (siehe
Abb. 7.4b) und beim 3D-Gitter durch acht Würfel (siehe Abb. 7.4c) mit Kantenlängen von
jeweils 2~k/3 definiert. Trägt man für verschiedene Atomzahlen den Bandisolatoranteil
RBI gegen den Anteil der Atome in den Brillouin-Zonen-Ecken RBZ auf, so erhält man die
Graphen in Abbildung 7.4 b und c. Die funktionalen Beziehungen zwischen RBI und RBZ
erweisen sich als unabhängig von den Gitterparametern und den Achsenverhältnissen.
Für die experimentelle Analyse dreidimensionaler Systeme bietet es sich aufgrund der
Projektion bei der Absorptionsabbildung an, die „Ränder“ der Brillouin-Zone durch die
vier in Abbildung 7.4d dargestellten Quader zu definieren. Bezeichnet RBZ den Anteil der
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darin enthaltenen Atome, so besteht auch zwischen RBI und RBZ eine universelle Bezie-
hung. Doch deren Allgemeingültigkeit beschränkt sich nun auf Gitter, die entlang aller
drei Raumachsen gleich tief sind. Wie anhand der Graphen in Abbildung 7.4d zu erken-
nen ist, bleibt die Beziehung zwischen RBI und RBZ vom Aspektverhältnis des externen
Einschlusses weiterhin unberührt.
7.2 Gleichgewichtseigenschaften
Ziel dieses Abschnitts ist die Beschreibung der Gleichgewichtseigenschaften wechsel-
wirkungsfreier Fermigase in dreidimensionalen optischen Gittern unter Berücksichtigung
endlicher Temperaturen und höherer Bänder. So wird das Temperaturverhalten der Gase
beim Transfer in verschiedene optische Gitter untersucht, Methoden für die Thermometrie
im Gitter werden vorgestellt und schließlich exakte Ab-initio-Berechnungen der Dichte-
verteilungen mit ersten experimentellen Ergebnissen verglichen.
7.2.1 Berücksichtigung angeregter Bänder
Durch räumliche Diskretisierung der Schrödinger-Gleichung 5.41 und anschließende Dia-
gonalisierung lassen sich die exakten Eigenzustände des inhomogenen 1D-Gitters ermit-
teln. Ist das 1D-Gitter auf M Perioden beschränkt und wird jede Periode in m äquidistante
Punkte unterteilt, so liefert die Diagonalisierung maximalM physikalisch relevante Eigen-
vektoren vn = {φn(x1), . . . , φn(xm·M)}, deren m ·M Einträge den Werten der Ortswel-
lenfunktionen φn(x) an den Orten xl = l · am entsprechen. Durch Fourier-Transformation







Die Normierung ist so gewählt, dass
∫∞
−∞ |φ˜n(p)|2dp = 1 gilt. Man beachte, dass die Am-
plitude φ˜n(p) mit der Anzahl der betrachteten Gitterplätze M variiert. Demgegenüber ver-
hält sich die Amplitude bei einer hinreichend großen Anzahlm von Diskretisierungsschrit-
ten unabhängig von m.
Für die Charakterisierung wechselwirkungsfreier Fermionen in optischen Gittern ist de-
ren Kristallimpulsverteilung von besonderer Bedeutung, so lassen sich aus ihr zum Bei-
spiel die Populationen in den verschiedenen Bändern ermitteln. Experimentell wird die
Kristallimpulsverteilung durch adiabatisches Abschalten des Gitters in einer Flugzeitmes-
sung bestimmt (siehe Abschnitt 5.4.2). Bei diesem Detektionsverfahren werden die be-
setzten Einteilchenzustände φn des inhomogenen Gitters auf „freie“ Bloch-Zustände pro-
jiziert. Gemäß Abschnitt 5.1.3 besteht jeder Bloch-Zustand aus einer Superposition von
Impulszuständen, die jeweils 2~k auseinanderliegen. Die Kristallimpulsverteilung zu ei-
nem bestimmten Einteilchenzustand φn errechnet sich durch Summation über die Beset-
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Abbildung 7.5: Exakt berechnete (a) Dichteverteilungen und (b) Kristallimpulsverteilun-
gen im erweiterten Zonenschema für die fermionischen N -Teilchengrundzustände mit
N = 20, 60, 100, 140 und 180 in einem 4Er tiefen 1D-Gitter (λ = 755 nm) mit einem
harmonischen Einschluss der Frequenz ωx = 2pi · 160 Hz für 40K.




|φ˜n(pν = p0 + 2~kν)|2 (7.7)
Hierbei ist der Kristallimpuls ~q zum Beispiel durch den Impuls p0 festgelegt. Mit der
folgenden Definition
~qred ≡ ((p0 + ~k) mod 2~k)− ~k (7.8)
beschreibt die obige Formel die Kristallimpulsverteilung des Zustandes φn im reduzierten
Zonenschema. Um jedoch mit den Ergebnissen der Flugzeitmessungen verglichen werden
zu können, müssen die berechneten Verteilungen im erweiterten Zonenschema dargestellt
werden. Gehört der Zustand φn dem n′-ten Band an, so muss dessen Verteilung in der n′-te
Brillouin-Zone des erweiterten Zonenschemas angeordnet sein. Dies lässt sich durch die
folgende, erweiterte Definition des Kristallimpulses erreichen:




Hierbei bezeichnet bxc die Abrundungsfunktion, die einer Zahl x die nächst kleinere ganze
Zahl zuordnet. Zusammen mit Gleichung 7.7 ergibt dies die Kristallimpulsverteilung des
Zustandes φn im erweiterten Zonenschema. Wie die Einteilchenspektren auf Seite 157 ver-
deutlichen, weisen die Ortsverteilungen φn(x) in einem hinreichend tiefen Gitter verbotene
Bereiche auf. Daher erlauben die Ortsverteilungen eine Zuordnung der Einteilchenzustän-
de φn zu diskreten Bändern n′.
Um den Rechenaufwand – insbesondere für die spätere Erweiterung auf mehrdimensio-
nale Gitter – zu minimieren, werden die Dichteverteilungen |φn(x)|2 über die einzelnen
Perioden a integriert, damit erhält man Vektoren der Länge M , welche die Besetzungs-
zahlen der einzelnen Gitterplätze enthalten: wn = {nn(x1), . . . , nn(xM)}. Summiert man
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die Verteilungen nn(xj) bzw. |φ˜n(qx)|2 der N niederenergetischsten Einteilchenzustän-
de, so erhält man schließlich die Dichte- und Kristallimpulsverteilungen der fermioni-
schen N -Teilchengrundzustände. Abbildung 7.5 zeigt entsprechende Ergebnisse für ver-
schiedene Teilchenzahlen N . In dem Beispiel setzt ab einer Teilchenzahl von N = 103
eine Bevölkerung der angeregten Bänder n′ > 1 ein. Im Ortsraum führt dies zu einer
Mehrfachbesetzung der zentralen Gitterplätze (Ausbildung einer Schalenstruktur) und im
Kristallimpulsraum zu einer Bevölkerung der höheren Brillouin-Zonen.
7.2.2 Berücksichtigung endlicher Temperaturen
Bei endlichen Temperaturen T errechnen sich die Verteilungen der N -Teilchenzustände
durch Summation über die Beiträge sämtlicher Einteilchenzustände, wobei diese mit der








Dabei ist das chemische Potential µ über die Gesamtteilchenzahl N =
∑
n f(n) fest-
gelegt. Bei der Diagonalisierung der Schrödinger-Gleichung muss die Anzahl der Gitter-
plätze M und damit die Anzahl der berücksichtigten Einteilchenzustände so groß gewählt
werden, dass die Fermi-Dirac-Verteilung im Bereich der energiereichsten Zustände auf ein
vernachlässigbares Maß abgefallen ist.
Für ein Fermigas fester Teilchenzahl werden in Abbildung 7.6 die theoretischen Dichte-
und Kristallimpulsverteilungen bei verschiedenen Temperaturen dargestellt. Im Grundzu-
stand (blau) liegt das Vielteilchensystem vorwiegend in Form eines Bandisolators vor, der
sich mit zunehmender Temperatur rasch auflöst. Demgegenüber zeigt die Kristallimpuls-
verteilung zunächst nur eine geringe Temperaturabhängigkeit. Erst wenn die thermische
Energie ausreicht, um Teilchen in höhere Bänder anzuregen, findet eine deutliche Umver-
teilung statt. Die Bevölkerung der angeregten Bänder kann unmittelbar an den höheren
Brillouin-Zonen abgelesen werden.
Zur Gegenüberstellung sind in Abbildung 7.7 die Verteilungen für ein Gas mit kleiner
Teilchenzahl N und bei schwachem externen Einschluss dargestellt. Die Systemparameter
sind gerade so gewählt, dass der Vielteilchengrundzustand kurz davor steht, einen Bandi-
solator im Zentrum des Gitters auszubilden (N . Nc). Hierdurch führt bereits eine klei-
ne Temperaturerhöhung zu einer Bevölkerung von lokalisierten Einteilchenzuständen, was
mit einer signifikanten Veränderung der Populationen an den Rändern der ersten Brillouin-
Zone einhergeht.
Die Ergebnisse in Abbildung 7.7 verdeutlichen, dass die Kristallimpulsverteilung im
Allgemeinen keine direkte Auskunft über die Besetzungszahlen der Gitterplätze gibt. So
können bei endlichen Temperaturen die Brillouin-Zonen-Ränder bevölkert sein, ohne dass
ein Bandisolator vorliegt. Im Rahmen dieser Arbeit durchgeführte Berechnungen zeigen
jedoch, dass auch bei endlichen Temperaturen universelle Beziehungen zwischen dem
Bandisolatoranteil RBI und dem Anteil RBZ der Atome in den Brillouin-Zonen-Rändern
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Abbildung 7.6: (a) Exakt berechnetes Einteilchenspektrum für 40K in einem 1D-Gitter
mit Vx = 4Er und ωx = 2pi · 160 Hz. Der gestrichelte Verlauf zeigt das Spektrum im Rah-
men der Tight-Binding-Näherung. Der niederenergetischste Zustand des zweiten Bandes
liegt bei n = 103 und ist durch einen Pfeil gekennzeichnet. (b) Besetzung der Einteil-
chenzustände in einem Gas aus N = 70 Teilchen bei verschiedenen Temperaturen sowie
zugehörige (c) Dichte- und (d) Kristallimpulsverteilungen.
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Abbildung 7.7: (a) Dichte- und (b) Kristallimpulsverteilungen für ein Gas aus N = 50
40K-Atomen bei verschiedenen Temperaturen in einem 4Er tiefen 1D-Gitter mit schwa-
chem externen Einschluss (ωx = 2pi ·80 Hz). In diesem Gitter bildet der Vielteilchengrund-
zustand erst für N ≥ 53 einen Bandisolator aus.
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bestehen4. In Übereinstimmung mit Abschnitt 7.1.2 hängen diese Beziehungen nicht von
den Gitterparametern ab, sondern nur von der relativen Temperatur T/TF. Im Vergleich
zu Abbildung 7.4 verschiebt sich der Verlauf der Funktion RBI(RBZ ) mit zunehmendem
T/TF nach rechts, dabei nimmt die Steigung zu und der maximal erreichbare Anteil von
Atomen im Bandisolator RmaxBI ab.
7.2.3 Thermometrie im Gitter
Eine wichtige Voraussetzung, um die Phasendiagramme von fermionischen Atomen in
optischen Gittern experimentell abbilden und charakterisieren zu können, ist eine präzi-
se Kontrolle und Bestimmung der Temperaturen im Gitter. Wie wir im Zusammenhang
mit Abbildung 7.6 und 7.7 gesehen haben, weist die Kristallimpulsverteilung des idealen
Fermigases genau dann ein besonders empfindliches Temperaturverhalten auf, wenn die
Fermi-Energie knapp unter der Energie des ersten lokalisierten Einteilchenzustandes bzw.
dem zweiten Energieband liegt. In den Spektren auf Seite 158 entspricht dies dem Über-
gang von Bereich A nach B bzw. B nach C. In diesen Übergangsbereichen bietet sich die
Kristallimpulsverteilung für eine präzise Temperaturbestimmung an. Dazu vergleicht man
die experimentell gemessenen Kristallimpulsverteilungen mit den Ergebnissen exakter Ab-
initio-Berechnungen. In der Regel lassen sich die Gitterparameter so an die jeweiligen
Teilchenzahlen anpassen, dass die Fermi-Energie in einem der beiden temperaturempfind-
lichen Bereiche liegt. Hat man die Temperatur an einem solchen Punkt bestimmt und geht
man von adiabatischen Veränderungen der Potentiale aus, so lassen sich die Temperaturen
bei anderen Gitterparametern aus den gemessenen Werten berechnen. Solche Berechnun-
gen werden im folgenden Abschnitt 7.2.4 dargestellt.
Bei einem wechselwirkungsfreien Fermigas, das aus zwei Spinanteilen mit jeweils N
Atomen besteht, kann die Temperatur auch über den Anteil der doppelt besetzten Git-
terplätze bestimmt werden [219, 268]. Sind beide Spezies gemäß derselben Fermi-Dirac-
Verteilung f(n) (Gl. 2.27) über die Einteilcheneigenzustände n verteilt, so ergibt sich
die Anzahl der doppelt besetzten Einteilchenzustände und damit (im Mittel) der doppelt
besetzten Gitterplätze zu N2 =
∑
n f(n)
2. Die Summe läuft über sämtliche Einteilchen-
zustände und lässt sich leicht numerisch auswerten. In Abbildung 7.8 sind entsprechende
Ergebnisse für verschiedene 3D-Gitter dargestellt. Die Graphen zeigen, dass der Anteil
R2 = N2/N der doppelt besetzten Gitterplätze ein starkes Temperaturverhalten aufweist
und sich somit zur Temperaturbestimmung eignet. In sehr tiefen Gittern (Vx,y,z & 25Er)
weist R2 einen universellen Temperaturverlauf auf. Demgegenüber muss in flacheren Git-
tern der Verlauf von R2 für jede Kombination von Systemparametern (Gittertiefen, Fal-
lenfrequenzen und Teilchenzahlen) eigens berechnet werden. Damit die Wechselwirkun-
gen zwischen den beiden Spinkomponenten tatsächlich vernachlässigbar sind, müssen die-
se über eine Feshbach-Resonanz abgeschaltet werden. Mit derselben Feshbach-Resonanz
4Wie in Abschnitt 7.1.2 gelten diese universellen Beziehungen nur im Rahmen des Tight-Binding-Ansatzes,
also bei einer ausschließlichen Bevölkerung des untersten Bandes.
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N=80.103  Vx=40 Er  ωx,y,z=2pi.100 Hz               
N=40.103  Vx=15Er   ωx,y,z=2pi.100 Hz
R2
N=40.103  Vx=40Er   ωx,y=2pi.40 Hz  ωz=2pi.200 Hz
N=40.103  Vx=25Er   ωx,y=2pi.40 Hz  ωz=2pi.200 Hz
Abbildung 7.8: Die numerischen Resultate zeigen den Anteil R2 = N2/N der doppelt
besetzten Gitterplätze als Funktion der relativen Temperatur T/TF für verschiedene 3D-
Gitter und Teilchenzahlen N .
lassen sich zudem die Atompaare auf den doppelt besetzten Gitterplätzen in Moleküle
umwandeln5. Auf diese Weise konnte in Referenz [268] über die Anzahl der in einer Spin-
mischung erzeugten Moleküle auf den Anteil der doppelt besetzten Gitterplätze und damit
letztlich auf die Temperatur der Spinmischung im Gitter zurückgeschlossen werden.
7.2.4 Temperaturentwicklung beim Transfer ins Gitter
Der Transfer eines Fermigases aus einer harmonischen Falle in ein optisches Gitter geht
in der Regel mit einer signifikanten Veränderung der Zustandsdichte einher, wodurch das
Gas entweder adiabatisch geheizt oder gekühlt wird. In diesem Abschnitt werden, ausge-
hend von den numerisch exakt ermittelten Einteilchenspektren, die Temperaturentwick-
lungen idealer Fermigase beim Transfer in verschiedene Gitterkonfigurationen berechnet.
Es wird gezeigt, dass Fermigase durch die Wahl geeigneter Fallenparameter beim Transfer
in blauverstimmte Gitter – statt dem üblichen Aufheizen – geringfügig adiabatisch gekühlt
werden können. Dies ist von besonderer Bedeutung für die Realisierung fermionischer
Quantenphasen, welche sich erst bei sehr niedrigen Temperaturen im Gitter ausbilden.
Werden die Gitterparameter langsam genug verändert, so kann das Vielteilchensystem
der Entwicklung der Einteilchenzustände adiabatisch folgen und verbleibt jederzeit im
thermischen Gleichgewicht. Das abgeschlossene System entwickelt sich dann entlang ei-
nes Pfades konstanter Entropie S(T, Vx,y,z, ωx,y,z, N) = S0. Ausgehend von den numerisch
exakt ermittelten Einteilchenspektren des inhomogenen 3D-Gitters errechnen wir mittels
Gleichung 5.54 die Entropie des idealen Fermigases für verschiedene Gitterparameter.
Hieraus folgt durch numerische Inversion der Temperaturverlauf T (S0, Vx,y,z, ωx,y,z, N)
als Funktion der adiabatisch veränderten Gitterparameter.
5Um Molekülverluste durch inelastische Stöße zu vermeiden, bietet es sich an, vor der Erzeugung der
Moleküle die Gittertiefe abrupt zu erhöhen.
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Im Folgenden betrachten wir ein ideales Fermigas aus 50 · 103 Atomen, das durch lang-
sames Erhöhen der Gittertiefe adiabatisch aus einer harmonischen Falle in ein blau- bzw.
rotverstimmtes 3D-Gitter geladen wird. Die Abbildungen 7.9 und 7.10 zeigen die zugehö-
rigen (isentropischen) Temperaturverläufe für verschiedene Ausgangstemperaturen. Die
Parameter des blauverstimmten Gitters entsprechen denen in unserem Aufbau und die
Parameter des rotverstimmten Gitters entsprechen denen aus Referenz [219, 268]. Beim
blauverstimmten Gitter macht man sich die Tatsache zunutze, dass der externe Einschluss
unabhängig von der Gittertiefe verändert werden kann. So wird in Abbildung 7.9 das ex-
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Abbildung 7.9: Temperaturentwicklung eines idealen Fermigases beim adiabatischen
Einladen in ein blauverstimmtes 3D-Gitter (λ = 755 nm). Während des Transfers der
50 · 103 Atome (40K) wird der externe Einschluss konstant gehalten (ωx,y = 2pi · 40 Hz
und ωz = 2pi · 200 Hz). Die berechneten Daten sind bezüglich einer linearen und einer
logarithmischen Skala dargestellt.
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Abbildung 7.10: Temperaturentwicklung desselben Fermigases beim adiabatischen Ein-
laden in ein rotverstimmtes 3D-Gitter (λ = 826 nm) mit Strahltaillen von 70µm. In der
harmonischen Ausgangsfalle betragen die Fallenfrequenzen ωx,y,z = 2pi · 36, 6 Hz. Wäh-
rend des Transfers nimmt der externe Einschluss gemäß Gleichung 4.31 mit der Gittertiefe




terne Potential so an die jeweilige Gittertiefe angepasst, dass die Fallenfrequenzen zu jeder
Zeit mit denen in der harmonischen Ausgangsfalle übereinstimmen. Im Gegensatz hierzu
nimmt das externe Potential des rotverstimmten Gitters in Abbildung 7.10 linear mit der
Gittertiefe zu.
Sowohl im blau- als auch im rotverstimmten Gitter fällt die relative Temperatur T/TF
mit zunehmender Gittertiefe geringfügig ab, bevor sie rasch ansteigt und schließlich ge-
gen einen konstanten Wert strebt. In Übereinstimmung mit der Sommerfeld-Näherung aus
Abschnitt 5.3.2 zeigen die numerischen Ergebnisse, dass das Einladen des Fermigases ins
tiefe Gitter zu einer Verdopplung von T/TF führt. Doch für Ausgangstemperaturen ober-
halb von ∼ 0, 1TF zeigen die exakten Berechnungen einen stärkeren Temperaturanstieg.
Hier verliert die Sommerfeld-Näherung ihre Gültigkeit.
Das schwache Abklingen der Temperatur zu Beginn der Gitterrampe ist darauf zurück-
zuführen, dass mit der Tunnelrate J auch die kinetische Energie der Teilchen abnimmt.
Da jedoch die Fermi-Energie in einem vergleichbaren Maße abnimmt, ist das Abklingen
der relativen Temperatur T/TF gering. Dieser schwache Kühleffekt wurde für den adia-
batischen Transfer in perfekt periodische Potentiale vorausgesagt [218], kann aber auch
in inhomogenen Gittern auftreten, vorausgesetzt die Tunnelrate J ist groß gegenüber den
potentiellen Energien der Teilchen. Ab einer gewissen Gittertiefe wird diese Bedingung
nicht mehr erfüllt und die relative Temperatur steigt an. Der Temperaturanstieg setzt um-
so später im Verlauf der Rampe ein, je schwächer der externe Einschluss, je kleiner die
Teilchenzahl und je niedriger die Ausgangstemperatur ist. Um möglichst niedrige Tempe-
raturen im Gitter zu erzielen, bietet es sich daher an, einen anisotropen externen Einschluss
zu wählen, bei dem die Atome durch einen vertikalen Gradienten gegen die Schwerkraft
gehalten werden, ansonsten aber nur einen schwachen Einschluss verspüren. Die Tempe-
ratur erreicht ihr Maximum, wenn alle Teilchen auf einzelnen Gitterplätzen lokalisiert sind
(siehe Abschnitt 5.3.2).
Um ein adiabatisches Aufheizen des Gases zu vermeiden, muss die Lokalisierung der
Teilchen verhindert werden. Dies lässt sich in blauverstimmten Gittern erreichen, indem
man das externe Potential im selben Maße verringert, wie die Tunnelrate J abnimmt. Be-
zeichnet V (0) die Gittertiefe, bei der die relative Temperatur ihren minimalen Wert (T/TF)0
annimmt und sind ω(0)ν die zugehörigen Fallenfrequenzen, so müssen im weiteren Verlauf





J(V )/J(V (0)) ν ∈ {x, y, z}. (7.11)
Der in Abbildung 7.11a dargestellte Temperaturverlauf (durchgehende Kurve) bestätigt,
dass die minimale Temperatur (T/TF)0 erhalten bleibt, wenn die Fallenfrequenzen gemäß
Gleichung 7.11 an die Gittertiefen V > V (0) angepasst werden. Zur Gegenüberstellung
zeigt der gestrichelte Verlauf die Temperaturentwicklung desgleichen Systems bei kon-
stantem externen Einschluss.
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Die radialen Dichteprofile in Abbildung 7.12 verdeutlichen, wie sich die atomaren Ver-
teilungen im Laufe der beiden Gitterrampen verändern. Zu Beginn der Rampen findet eine
besonders starke Umverteilung in Richtung Fallenzentrum statt. Entsprechend langsam
müssen hier die Gittertiefen verändert werden, um einen adiabatischen Transfer zu ge-
währleisten (siehe auch Abschnitt 5.3.3). Bei der Rampe mit konstantem externen Ein-
schluss nimmt die Dichte immer weiter zu, bis die zentralen Gitterplätze jeweils einfach
besetzt werden. Betrachtet man hingegen die Rampe mit variablem externen Einschluss,
so verändert sich die Dichteverteilung jenseits von V (0) nur noch geringfügig. Dies ist
darauf zurückzuführen, dass mit der Anpassung der Fallenfrequenzen an die Gittertiefen
konstante charakteristische Längen ξν (Gl. 7.3) einhergehen. Im Experiment kann der ex-
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Abbildung 7.11: (a) Theoretische Temperaturentwicklung eines idealen Fermigases beim
Transfer in ein blauverstimmtes Gitter mit konstantem (gestrichelt) bzw. variablem (durch-
gehend) externen Einschluss. Im Fall des konstanten Einschlusses stimmen die Systempa-
rameter mit denen in Abbildung 7.9 überein. In (b) sind die zugehörigen Fallenfrequenzen
als Funktion der Gittertiefe dargestellt. Das Temperaturminimum (T/TF)0 wird bei einer
Tiefe von V (0) ≈ 5Er erreicht. Zu den vier in (a) markierten Punkten zeigt Abbildung 7.12
die zugehörigen Dichteprofile.































Abbildung 7.12: Radiale Dichteprofile (z = 0) des Fermigases beim Transfer ins optische
Gitter für die vier in Abbildung 7.11a markierten Punkte.
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terne Einschluss nicht beliebig herabgesetzt werden, da die Atome gegen die Schwerkraft
gehalten werden müssen. Hier kommt uns in unserem Aufbau jedoch die Anisotropie der
externen Dipolfalle zugute. Ein Vergleich mit Abbildung 4.3d auf Seite 122 zeigt, dass
die vertikale Fallenfrequenz ωz einen Wert von etwa 2pi · 100 Hz nicht unterschreiten darf.
Gemäß Abbildung 7.11b ist damit eine Anpassung des externen Einschlusses bis hin zu
Gittertiefen von etwa 10Er möglich.
Abbildung 7.10 zeigt die Temperaturentwicklung für ein rotverstimmtes Gitter, wie es
in den Experimenten von Referenz [219, 268] eingesetzt wird. Dieselben Systemparameter
werden in Referenz [219] im Rahmen der Tight-Binding-Näherung untersucht. Vergleicht
man die dortigen Temperaturverläufe (Abbildung 1) mit denen aus Abbildung 7.10, so
werden zwei wesentliche Unterschiede deutlich:
Erstens weisen die aus dem Tight-Binding-Ansatz abgeleiteten Temperaturverläufe für
kleine Ausgangstemperaturen lokale Maxima im Bereich des flachen Gitters auf. Dem-
gegenüber zeigen die exakten Berechnungen in Abbildung 7.10 weitaus gleichmäßigere
Temperaturverläufe, die für V → 0 stetig in die Ausgangstemperaturen übergehen. Tat-
sächlich zeigt eine genauere Analyse, dass der Tight-Binding-Ansatz für das flache Gitter
(V . 6Er) kleine, aber systematische Abweichungen in den Energiespektren ergibt. Da
die Fehler im unteren Energiebereich an Bedeutung gewinnen, weisen die Temperatur-
verläufe mit den kleinsten Ausgangstemperaturen die stärksten Abweichungen auf. Es sei
darauf hingewiesen, dass bei den untersten Temperaturverläufen thermische Populationen
in angeregten Bändern noch keine Rolle spielen.
Zweitens sagen die Tight-Binding-Berechnungen in Referenz [219] eine Sättigung der
relativen Temperatur im tiefen Gitter voraus, wohingegen die obersten in Abbildung 7.10
dargestellten Kurven eine leichte Abnahme von T/TF aufzeigen. Eine genauere Analyse
des fermionischen Systems zeigt, dass die Temperaturabnahme auf eine Bevölkerung hö-
herer Bänder zurückzuführen ist. Durchläuft das System die oberste in Abbildung 7.10
dargestellte Temperaturkurve, so nimmt die Bevölkerung der angeregten Bänder in etwa
linear mit der Gittertiefe bis auf circa ein halbes Prozent der Gesamtteilchenzahl zu. Dies
macht deutlich, dass bereits kleinste Populationen in angeregten Bändern einen wesentli-
chen Einfluss auf das Temperaturverhalten des Gases haben.
Zusammenfassend stellen wir fest, dass der Tight-Binding-Ansatz, aufgrund seiner man-
gelnden Genauigkeit im flachen Gitter und der Beschränkung auf das unterste Band, für
präzise Temperaturberechnungen im Allgemeinen ungeeignet ist.
Ähnliche Ergebnisse werden in Referenz [198] vorgestellt. Dort schlagen die Autoren
vor, gezielt größere Populationen in angeregten Bändern zu präparieren, um somit einen
Anstieg von T/TF beim Transfer ins tiefe Gitter zu unterdrücken. Wie wir in Abschnitt
5.2.2 (Seite 161) gesehen haben, verhindern dann jedoch extrem langsame Umvertei-
lungsprozesse zwischen den Bändern ein adiabatisches Einladen innerhalb experimentell
realistischer Zeitskalen [214]. Um Anregungen und nicht-adiabatische Heizprozesse zu
unterdrücken, müssen demnach sowohl direkte als auch thermische Besetzungen höherer
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Bänder vermieden werden.
Die in etwa linear anwachsenden Populationen in den angeregten Bändern des rotver-
stimmten Gitters sind auf den mit der Gittertiefe zunehmenden externen Einschluss zu-
rückzuführen. Bei dem betrachteten blauverstimmten Gitter wird der externe Einschluss
konstant gehalten. Folglich erwarten wir hier keine Zunahme der Populationen in den an-
geregten Bändern. Tatsächlich zeigen die theoretischen Temperaturverläufe in Abbildung
7.9 eine Sättigung von T/TF im tiefen Gitter, wie dies im Rahmen der Tight-Binding-
Näherung – also bei einer ausschließlichen Bevölkerung des untersten Bandes – vorausge-
sagt wird. In Prinzip lässt sich der externe Einschluss bei blauverstimmten Gittern immer
so an die jeweiligen Teilchenzahlen und Temperaturen anpassen, dass keine Populationen
in den angeregten Bändern auftreten. Auf diese Weise lassen sich die Adiabatizitätsbedin-
gungen an die Gitterrampe deutlich entschärfen.
7.2.5 Ab-initio-Berechnungen und experimentelle Ergebnisse
Die Kombination einer rotverstimmten Dipolfalle und eines blauverstimmten Gitters er-
möglicht es uns, den externen Einschluss unabhängig von der Gittertiefe zu verändern
und somit Atomwolken in einem konstanten periodischen Potential zu komprimieren. Ab-
bildung 7.13 illustriert das Verhalten eines idealen entarteten Fermigases im Laufe einer
solchen Kompression. Ausgehend von einer rein metallischen Phase bildet sich mit zu-
nehmendem externen Einschluss im Zentrum des Gitters ein inkompressibler Bandisolator
mit einfach besetzten Gitterplätzen (nj = 1) aus. Die den Bandisolator umgebende metal-
lische Phase (nj < 1) wird mit zunehmendem Einschluss immer dünner. Betrachtet man
dasselbe System bei endlichen Temperaturen, so fallen die Besetzungszahlen an den Rän-
dern kleiner aus und dementsprechend größer ist die Ausdehnung des Gases. Bei geringen
Gittertiefen und hinreichend großen Teilchenzahlen lässt sich der externe Einschluss so
weit erhöhen, dass schließlich die potentielle Energie der äußersten Teilchen ausreicht, um
durch Landau-Zener-Tunneln in höhere Bänder überzugehen. Von diesem Punkt an nimmt
die zentrale Dichte wieder zu, und im Zentrum des Bandisolators bildet sich ein metalli-
scher Kern aus mehrfach besetzten Gitterplätzen (nj > 1).
Für unser Experiment wird zunächst ein spinpolarisiertes Fermigas mit 2, 4(2) ·105 40K-
Atomen und einer Temperatur von T/TF = 0, 25(3) in einer rotverstimmten Dipolfalle
mit oblater Fallengeometrie (α = ωz/ωr ≈ 5) präpariert. Durch s-förmiges Hochfahren
der Laserintensitäten dreier orthogonaler und blauverstimmter Stehwellen wird das Gas
adiabatisch in ein 3D-Gitter der Tiefe Vx,y,z = 4, 0(1)Er transferiert. Eine detaillierte-
re Beschreibung der experimentellen Präparation und der Fallenparameter findet sich auf
Seite 311. Die Temperaturentwicklung beim Hochfahren des Gitters lässt sich anhand der
theoretischen Verläufe in Abbildung 7.15a abschätzen.
Ausgangspunkt für das eigentliche Experiment ist das Fermigas im 4Er-tiefen Gitter. In
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Abbildung 7.13: Kompression eines idealen entarteten Fermigases in einem Gitter kon-
stanter Tiefe. (a) Bei einem schwachen externen Potential (harmonische Einhüllende) liegt
das atomare Gas in Form einer ausgedehnten metallischen Phase vor. Die Besetzungs-
zahlen der Gitterplätze (violette Verteilung) sind kleiner als eins. (b) Mit zunehmendem
externen Einschluss bildet sich im Zentrum des Gitters ein inkompressibler Bandisolator
mit einfach besetzten Plätzen aus. (c) Bei sehr starkem Einschluss können die Teilchen
schließlich durch Landau-Zener-Übergänge in höhere Bänder (rot gestrichelt) tunneln. Es
formt sich ein kompressibler metallischer Kern aus mehrfach besetzten Plätzen.
wert s-förmig auf verschiedene Endwerte erhöht und dadurch das Fermigas unterschiedlich
stark komprimiert. Um die Kompression so adiabatisch wie möglich durchzuführen, be-
trägt die Dauer der s-förmigen Rampe 100 ms. Am Ende einer jeden Sequenz wird die
resultierende Kristallimpulsverteilung mittels der in Abschnitt 5.4.2 beschriebenen adia-
batischen Abbildungstechnik ermittelt. Dazu werden die optischen Stehwellen innerhalb
von 1 ms auf null heruntergefahren und schließlich die Atome aus der Dipolfalle entlassen.
Nach 10 ms freier Expansion werden die Atome entlang ihrer Fallrichtung (z) abgebildet.
Abbildung 7.14c zeigt eine Serie solcher Absorptionsaufnahmen für zunehmenden exter-
nen Einschluss. Die Stärke des Einschlusses wird über die radiale Fallenfrequenz ωr/2pi
239
7 Ideale Fermigase in inhomogenen Gittern
spezifiziert und im Experiment zwischen 40(4) und 145(15) Hz variiert. Da die Fallen-
frequenzen nur bei einer bestimmten Dipolfallentiefe gemessen wurden, müssen die Fre-
quenzen bei anderen Fallentiefen aus diesen Werten, den eingestrahlten Intensitäten und
den Strahlparametern abgeleitet werden. Die absolute Unsicherheit der angegebenen Fre-
quenzen wird auf 10 % geschätzt.
Die Absorptionsaufnahmen in Abbildung 7.14c spiegeln die Kristallimpulsverteilungen
der Atome im optischen Gitter wider. Die anfangs noch runden Fermi-Flächen nehmen
mit zunehmendem externen Einschluss die rechteckige Form der ersten Brillouin-Zone
an. Dabei bildet sich im Zentrum des Gitters ein Bandisolator aus. Man beachte, dass die
Fermi-Flächen aufgrund der Inhomogenität des periodischen Potentials selbst bei T = 0
keine scharfen Kanten aufweisen (siehe Abbildung 7.18). Bei weiterer Kompression ragen
die Fermi-Flächen schließlich über die erste Brillouin-Zone hinaus. Dies entspricht Teil-
chen in angeregten Bändern. Mit den hier vorgestellten Messungen gelingt es erstmals,
ein Fermigas bei konstanter Teilchenzahl und Gittertiefe allein durch dessen Kompression
von einem metallischen Zustand in einen Bandisolator zu überführen und schließlich einen
metallischen Zustand in angeregten Bändern zu erzeugen [51, 52].
Die numerischen Methoden aus den vorherigen Abschnitten gestatten es uns, die exak-
ten Dichte- und die Kristallimpulsverteilungen der ∼ 2, 5 · 105 40K-Atome im optischen
Gitter zu berechnen und ohne Anpassung freier Parameter direkt mit den experimentel-
len Messungen zu vergleichen. Für die Berechnung der Verteilungen müssen zunächst
die adiabatischen Temperaturentwicklungen beim Einladen ins optische Gitter und bei der
anschließenden Kompression ermittelt werden. Entsprechende Ergebnisse sind in Abbil-
dung 7.15 dargestellt. Bei der Kompression im 4Er-tiefen Gitter kommt es zunächst zu
einem Anstieg der relativen Temperatur, der auf die zunehmende potentielle Energie und
die zunehmende Lokalisierung der Teilchen zurückzuführen ist. Man beachte, dass im Ge-
gensatz hierzu die Kompression in einer rein harmonischen Falle keine Veränderung von
T/TF hervorruft. Sobald nennenswerte Populationen in höheren Bändern auftreten – was
umso früher der Fall ist, je höher die Ausgangstemperaturen sind – nimmt die relative
Temperatur wieder ab. Dies deckt sich mit den Ergebnissen des vorherigen Abschnitts.
Für die Berechnungen der Verteilungen gehen wir davon aus, dass das Gas aus genau
2, 5 · 105 40K-Atomen besteht und im 4Er-tiefen Gitter mit einer Anfangs-Fallenfrequenz
von ωr/2pi = 40 Hz eine Temperatur von T/TF = 0, 25 annimmt. Im Rahmen der Fehler-
grenzen stimmen diese Daten mit den experimentellen Werten überein. In Abbildung 7.14
a und b sind die numerischen Ergebnisse für die Säulendichten im Gitter und die zugehöri-
gen Kristallimpulsverteilungen im erweiterten Zonenschema dargestellt. Die berechneten
und gemessenem Kristallimpulsverteilungen zeigen eine relativ gute Übereinstimmung.
Für die weitere Analyse unterteilen wir die zweidimensionalen Kristallimpulsverteilun-
gen (Säulendichten) in verschiedene Bereiche. So werden durch die vier kleinen Quadrate
in Abbildung 7.16e (Einsatz) die „Ecken“ der ersten Brillouin-Zone und durch die vier
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Abbildung 7.14: Vergleich theoretischer und experimenteller Daten für die Kompression
eines Fermigases aus 2, 5 · 105 40K-Atomen in einem 4Er-tiefen 3D-Gitter. (a) Numerisch
berechnete Atomverteilung im Gitter (Säulendichte) und (b) Kristallimpulsverteilung im
erweiterten Zonenschema (über qz integriert) für verschiedene externe Fallenfrequenzen
ωr/2pi. (c) Experimentell gemessene Kristallimpulsverteilungen bei vergleichbaren Para-
metern (jeweils über drei Aufnahmen gemittelt).
äußeren Rechtecke in Abbildung 7.16f die „höheren“ Brillouin-Zonen definiert. Wie wir
in Abschnitt 7.1.2 gesehen haben, gibt der Anteil RBZ der Atome in den Ecken der ersten
Brillouin-Zone bei bekannter Temperatur T/TF Auskunft über den Anteil RBI der Atome
im Bandisolator. So wurde beispielsweise in Abbildung 7.4d die funktionale Beziehung
RBI(RBZ ) für T/TF = 0 dargestellt. Dieser Zusammenhang legt es nahe, im Folgenden
die Größe RBZ für den Vergleich der theoretischen und der experimentellen Kristallim-
pulsverteilungen heranzuziehen.
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Abbildung 7.15: (a) Theoretische Temperaturentwicklung eines idealen Fermigases beim
adiabatischen Einladen in ein blauverstimmtes 3D-Gitter (λ = 755 nm). Während des
Transfers der 2, 5 · 105 Atome (40K) wird der externe Einschluss konstant gehalten (ωr =
2pi · 40 Hz und ωz = 2pi · 200 Hz). (b) Temperaturentwicklung desselben Systems während
der adiabatischen Kompression in einem Gitter konstanter Tiefe Vx,y,z = 4Er. Der externe
Einschluss wird über radiale Fallenfrequenz ωr spezifiziert. Entlang der vertikalen Achse
(z) ist die Fallenfrequenz um einen Faktor α = ωz/ωr = 5 größer.
In Abbildung 7.16 a und b werden die numerisch und experimentell ermittelten Verläufe
von RBZ miteinander verglichen. Übereinstimmend zeigen die beiden Verläufe für stärker
werdenden Einschluss zunächst einen Anstieg und dann eine Abnahme von RBZ. Der an-
fängliche Anstieg wird durch die immer gleichmäßigere Verteilung innerhalb der ersten
Brillouin-Zone hervorgerufen, welche ihrerseits Ausdruck für die zunehmende Lokalisie-
rung der Teilchen ist. Die Abnahme von RBZ ist auf den Transfer von Atomen in höhere
Bänder zurückzuführen, wodurch sich die erste Brillouin-Zone entleert.
In Abbildung 7.16 c und d sind die numerisch und experimentell ermittelten Anteile
R2BZ der Atome in höheren Brillouin-Zonen dargestellt. In beiden Fällen beobachtet man
im Bereich starken Einschlusses einen linearen Anstieg von R2BZ mit der Fallenfrequenz.
Während die berechneten Daten erst für Frequenzen ωr/2pi oberhalb von 70 Hz signifikant
von null abweichen, zeigen die Messdaten bereits zu Beginn der Kompression Populatio-
nen in den höheren Brillouin-Zonen an.
Für die systematischen Abweichungen zwischen den berechneten und gemessenen Da-
ten kommen mehrere Ursachen in Frage. Bei den Berechnungen wurde die endliche räum-
liche Ausdehnung der Ausgangsverteilung vernachlässigt. Zudem kann ein zu schnelles
oder ein zu langsames Herunterfahren des Gitters zu Änderungen in den Kristallimpuls-
verteilungen führen. Auch nicht-adiabatisches Heizen während der Kompression stellt eine
mögliche Fehlerquelle dar. Bei schwachem externen Einschluss oder hohen Temperatu-
ren können des Weiteren Anharmonizitäten der Dipolfalle eine Rolle spielen. Schließlich
können Sättigungseffekte bei der Absorptionsabbildung zu Abweichungen in den Säulen-
dichten führen. Zur genaueren Charakterisierung der Fehlerquellen sind weitere Untersu-
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Abbildung 7.16: Vergleich theoretischer und experimenteller Daten für die Kompression
eines Fermigases in einem 3D-Gitter mit Parametern wie in Abbildung 7.14. (a) Berech-
neter Anteil RBZ der Atome in den Ecken der ersten Brillouin-Zone und (b) entsprechende
Messergebnisse. (c) Berechneter Anteil R2BZ der Atome in höheren Brillouin-Zonen und
(d) entsprechende Messergebnisse. Jeder Datenpunkt ist über vier bis fünf Messungen ge-
mittelt und die Balken zeigen die entsprechenden Standardabweichungen an. Die Fallen-
frequenzen weisen einen systematischen Fehler von bis zu 10 % auf. Die Einsätze (e) und
(f) zeigen die für die Auswertung der Absorptionsabbildungen verwendeten Einteilungen
der Brillouin-Zonen.
gemessenen Atomverteilungen steht uns ein neues Verfahren zur Evaluation der Gitterex-
perimente zur Verfügung.
Wie wir zu Beginn dieses Kapitels gesehen haben, weisen Fermigase mit identischen
charakteristischen Dichten ρ, relativen Temperaturen T/TF und Verhältnissen der Tunnel-
raten (Jx : Jy : Jz) ganz ähnliche Eigenschaften auf. So unterscheiden sich beispielsweise
die Dichte- und Kristallimpulsverteilungen dieser Gase jeweils nur durch eine Skalierung.
Diese universellen Beziehungen erlauben es, die Verteilungen eines Fermigases anhand
eines Modellsystems mit kleineren Teilchenzahlen, aber identischen Charakteristika, zu
berechnen. Auf diese Weise lässt sich der numerische Rechenaufwand erheblich reduzie-
ren.
In Referenz [22] werden experimentell ermittelte Kristallimpulsverteilungen mit den
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Abbildung 7.17: Entwicklung der Fermi-Flächen mit zunehmender Kompression. Dreidi-
mensionale Darstellung der Messdaten aus Abbildung 7.14c.
skalierten Verteilungen eines Modellsystems aus 20 × 20 × 20 Gitterplätzen verglichen.
Dabei werden jedoch die endlichen Temperaturen der Atomwolken vernachlässigt, welche
im Experiment je nach Gittertiefe zwischen 0, 2 und 0, 4TF liegen.
Da die universellen Beziehungen nur im Rahmen des Tight-Binding-Ansatzes gelten,
lässt sich das Skalierungsverfahren nur zur Beschreibung von Systemen verwenden, bei
denen keine Populationen in höheren Bändern vorliegen und bei denen das Gitter hin-
reichend tief ist. Für die Simulation des Kompressions-Experimentes aus Abbildung 7.14
sind hingegen exakte Ab-initio-Berechnungen notwendig, in welche die tatsächlichen Sys-
temgrößen einfließen. So werden in den Berechnungen neben endlichen Temperaturen und
angeregten Bändern bis zu 500 × 500 × 100 Gitterplätze berücksichtigt. Mit den vorge-
stellten Simulationen gelingt es erstmals, Kristallimpulsverteilungen, die sich über mehre-
re Brillouin-Zonen des erweiterten Zonenschemas erstrecken, exakt darzustellen.
Die im Rahmen dieser Arbeit geschriebenen Computerprogramme gestatten es, bereits
auf einem einfachen Notebook zeitlich effizient exakte Ab-initio-Berechnungen von fer-
mionischen Systemen mit einigen hunderttausend Teilchen durchzuführen. Dadurch kön-
nen experimentelle Flugzeitaufnahmen der Kristallimpulsverteilungen oder auch In-situ-
Aufnahmen der Dichteverteilungen ohne Anpassung freier Parameter direkt mit numeri-
schen Ergebnissen verglichen werden. Die Simulationen liefern uns eine feste Referenz,
anhand derer sich die Qualität der Gitterexperimente evaluieren lässt. Zudem bietet der
Vergleich von numerischen und experimentellen Verteilungen eine neue Möglichkeit zur
Temperaturbestimmung in optischen Gittern (siehe Abschnitt 7.2.3).
Die Ergebnisse in Abbildung 7.14 legen es nahe, Veränderungen des externen Einschlus-
ses zur Messung der globalen Kompressibilität von Zuständen in optischen Gittern einzu-
setzen. Damit verfügt man über ein neuartiges Diagnoseverfahren, um Quantenphasen wie
den bosonischen und fermionischen Mott-Isolator [27] oder die Bose-Glas-Phase zwei-
felsfrei nachzuweisen. Man beachte, dass sich ein solches Diagnoseverfahren in der Fest-
körperphysik nicht realisieren lässt, da mit einer Veränderung der Ladungsträgerdichte
zwangsläufig eine Veränderung der Kristallstruktur einhergehen würde.
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7.2 Gleichgewichtseigenschaften
Die bei der adiabatischen Kompression bzw. Dekompression von Fermigasen in op-
tischen Gittern auftretenden Temperaturveränderungen (siehe Abbildung 7.15b) eröffnen
womöglich auch einen neuen Ansatz, Fermigase effizienter evaporativ zu kühlen. Ein mög-
liches Kühlschema könnte darin bestehen, das Gas in einem flachen Gitter bis zum Errei-
chen seiner maximalen relativen Temperatur zu komprimieren, dann selektiv die Teilchen
höchster Entropie zu entfernen und schließlich das verbleibende Gas wieder adiabatisch zu
dekomprimieren. Das selektive Entfernen von lokalisierten Atomen in optischen Gittern
mittels Radiofrequenz konnte bereits erfolgreich in Referenz [269] demonstriert werden.
Um die tatsächliche Effizienz des hier vorgeschlagenen Kühlschemas abzuschätzen, sind
jedoch noch genauere Analysen der Entropieverteilungen notwendig.
Abbildung 7.18: Berechnete „Fermi-Flächen“ im erweiterten Zonenschema für ein entar-
tetes Gas (T = 0) in einem inhomogenen Gitter. Aufgrund der Inhomogenität des periodi-
schen Potentials sind die Fermi-Flächen aufgeweicht. Innerhalb der dargestellten Flächen
befinden sich (von links nach rechts) 80, 90 bzw. 99 % der Teilchen. In dem Würfel spie-
gelt sich die Form der ersten Brillouin-Zone wider. Bei dem betrachteten System handelt
es sich um ein Gas aus 105 40K-Atomen in einem isotropen 3D-Gitter (λ = 755 nm) mit
einer Tiefe von Vx,y,z = 4Er und einer externen Fallenfrequenz von ωx,y,z = 2pi · 300 Hz.
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7.3 Dynamik
Fermionische Atome in optischen Gittern stellen ein ideales Modellsystem für das Studium
von Transportphänomenen dar. Das System weist zum einen eine enge Analogie zu Elek-
tronen in Festkörperkristallen auf und zum anderen lassen sich an ihm alle grundlegenden
Parameter genau kontrollieren. So können beispielsweise über abrupte Potentialverände-
rungen kollektive Schwingungen angeregt, über Feshbach-Resonanzen die interatomaren
Wechselwirkungen verändert oder durch Hinzufügen einer weiteren Spezies Streuzentren
erzeugt werden. Diese experimentelle Flexibilität erlaubt es, verschiedene physikalische
Phänomene einzeln zu beobachten und schließlich deren Zusammenspiel in einer komple-
xen Gesamtdynamik zu studieren.
Im Folgenden wird die Dynamik von idealen Fermigasen nach einer abrupten Verän-
derung der Gitterparameter untersucht. Mit Hilfe der Von-Neumann-Gleichung und der
Tight-Binding-Näherung gelingt es, numerisch effizient die Vielteilchendynamik in 1D-
und 2D-Gittern zu simulieren. Die Ergebnisse lassen sich auf Systeme mit identischen cha-
rakteristischen Dichten übertragen. Neben der Schwerpunktsbewegung wird die Entwick-
lung der Kristallimpulsverteilung berechnet. Die theoretischen Ergebnisse werden ersten
experimentellen Messungen gegenübergestellt.
Betrachten wir zunächst das eindimensionale Problem. Im Rahmen der Tight-Binding-
Näherung kann die Dynamik des idealen Fermigases im inhomogenen Gitter durch den












Die Struktur dieses Operators ist analog zur der des Einteilchen-Hamilton-Operators in
Gleichung 5.43. Statt um Wahrscheinlichkeitsamplituden handelt es sich bei cˆ†i und cˆj um
Operatoren der zweiten Quantisierung, welche Teilchen auf den Gitterplätzen erzeugen
bzw. vernichten. Die Operatoren wirken im Fock-Raum F und gehorchen den fermioni-
schen Antikommutationsregeln 2.10.
Im Folgenden gehen wir davon aus, dass die Dynamik zu einem Zeitpunkt t = 0 durch
eine abrupte Veränderung der Gitterparameter hervorgerufen wird. Vor dieser Anregung












(j − jx,0)2cˆ†j cˆj. (7.13)
Das heißt, die Anregung wird durch eine Veränderung der Tunnelrate J0 → J , der externen




Im Allgemeinen handelt es sich bei dem Ausgangszustand um ein Gas im thermischen





beschrieben werden. Dabei ist T = 1/kBβ die Temperatur des Gases im Ausgangszustand
und µ das zugehörige chemische Potential (siehe Gleichung 2.31).
Durch die abrupte Veränderung der Gitterparameter wird das System aus dem Gleichge-







folgt die Bewegungsgleichung des Dichteoperators im Schrödinger-Bild:
ρˆ(t) = e−iHˆt/~ρˆ(0) eiHˆt/~. (7.16)
Hiermit lässt sich schließlich die zeitliche Entwicklung des Erwartungswertes einer belie-
bigen Observablen Oˆ berechnen:
〈Oˆ〉(t) = Sp(ρˆ(t)Oˆ). (7.17)
Handelt es sich bei der Observablen Oˆ um einen Einteilchenoperator6, so lässt sich
das Problem erheblich vereinfachen, denn der Dichteoperator ρˆ kann dann vom Fock-
Raum F auf einen Dichteoperator ρ im Einteilchen-Hilbert-Raum H projiziert werden7:
P : ρˆ 7→ ρ. Gemäß der symplektischen Geometrie handelt es sich bei der Projektion P um
eine äquivariante Abbildung [271]:
P (Uˆ ρˆ Uˆ †) = UP (ρˆ)U †. (7.18)
Hierbei ist U eine beliebige unitäre Transformation in H, und Uˆ ist die entsprechende
Transformation in F .
Die Operatoren Hˆ und Hˆ0 beschreiben wechselwirkungsfreie Teilchen und entsprechen
somit Einteilchenoperatoren. Folglich existieren zu Hˆ und Hˆ0 äquivalente Operatoren (H
undH0) im Einteilchen-Hilbert-Raum und die Bewegungsgleichung 7.16 kann mittels 7.18
auf die folgende Form reduziert werden:
ρ(t) = e−iHt/~ρ(0) eiHt/~. (7.19)
6Ein Einteilchenoperator zeichnet sich dadurch aus, dass er unabhängig auf die einzelnen Teilchen wirkt.
In der zweiten Quantisierung wird er durch die Form 2.16 dargestellt.
7Um im Folgenden die Operatoren des Einteilchen-Hilbert-Raumes H von denen des Fock-Raumes F
unterscheiden zu können, werden Erstere ohne Operatorzeichen dargestellt.
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Ist Oˆ eine Einteilchenobservable undO deren Repräsentation im Einteilchen-Hilbert-Raum
H, so vereinfacht sich Gleichung 7.17 zu
〈Oˆ〉(t) = Sp(ρ(t)O). (7.20)
Die vollständigen Lösungssätze der beiden Eigenwertgleichungen
H|n〉 = n|n〉 und H0|ν〉 = 0ν |ν〉 (7.21)
liefern uns zwei Basissysteme fürH. Mittels Gleichung 7.20 lässt sich der Dichteoperator
ρ bezüglich beliebiger Basissysteme darstellen. Die Matrixelemente des Dichteoperators
ergeben sich aus den Erwartungswerten der mit den jeweiligen Basiszuständen assoziierten




n′ aˆn) = 〈aˆ†n′ aˆn〉 und ρνν′ = Sp(ρˆaˆ†ν′ aˆν) = 〈aˆ†ν′ aˆν〉. (7.22)
Setzt man den großkanonischen Dichteoperator 7.14 in den rechten Ausdruck ein, so erhält





Wie zu erwarten, handelt es sich hierbei um eine Diagonalmatrix, deren Einträge den
Besetzungszahlen 〈nˆν〉 der Eigenzustände von H0 entsprechen und einer Fermi-Dirac-
Verteilung folgen.
Da wir uns für die zeitliche Entwicklung der Besetzungszahlen der Gitterplätze inte-
ressieren, bietet es sich an, die Dynamik in der Basis der Wannier-Zustände {|i〉} zu be-
schreiben. Mit der Matrix V0 = (c0iν) ≡ (〈i|ν〉) lässt sich der Ausgangszustand ρνν′(0) in
die Wannier-Basis transformieren:
(ρij(0)) = V0 (ρνν′(0))V
†
0 . (7.24)
Gemäß Gleichung 7.19 wird die zeitliche Entwicklung des Dichteoperators durch eine
unitäre Transformation beschrieben. Bezüglich der Eigenzustände von H ist die Transfor-
mation diagonal und lautet
Unn′ = δnn′ exp(−int/~). (7.25)
Mit der Matrix V = (cin) ≡ (〈i|n〉) kann Unn′ in die Wannier-Basis transformiert werden:
(Uij) = V (Unn′)V
†. (7.26)
Aus den obigen Gleichungen erhalten wir schließlich folgende Bewegungsgleichung für
den Dichteoperator:
(ρij(t)) = (〈aˆ†j aˆi〉(t)) = (Uij)V0 (ρνν′(0))V †0 (Uij)†. (7.27)
248
7.3 Dynamik
Die Schwerpunktsbewegung ergibt sich durch Einsetzen von (ρij(t)) in Gleichung 7.20,
wobei O den Ortsoperator darstellt. Bezüglich der Wannier-Basis nimmt der Ortsoperator
die Form einer Diagonalmatrix an, deren Einträge Oij = δijia die Positionen der Gitter-
plätze angeben. Die Besetzungszahlen der einzelnen Gitterplätze können direkt aus den
Diagonalelementen ρii(t) = 〈nˆi〉(t) abgelesen werden.
Neben der Dichteverteilung interessieren wir uns für die Kristallimpulsverteilung, da
sich Letztere besonders einfach mit experimentellen Daten vergleichen lässt. Dazu trans-
formieren wir den Dichteoperator aus der Basis der Wannier-Zustände |i〉 in die Basis der
Bloch-Wellen |q〉:
(ρqq′(t)) = W (ρij(t))W







Die Einträge der MatrixW ergeben sich durch Projektion der einzelnen Wannier-Zustände
auf die einzelnen Bloch-Zustände (siehe Gleichung 5.21). Dabei bezeichnet M die Anzahl
der berücksichtigten Gitterplätze und xi = ia sind deren Positionen im Ortsraum.
7.3.1 Dynamik eines Teilchens
Mit den hergeleiteten Methoden wollen wir nun die Dynamik einiger konkreter Modell-
systeme numerisch simulieren. Um ein besseres Verständnis der verschiedenen Transport-
phänomene zu gewinnen, betrachten wir zunächst die Dynamik eines einzelnen Teilchens,
welches zum Zeitpunkt t = 0 auf einen bestimmten Gitterplatz j lokalisiert ist und dann
frei im Gitter propagiert. Dies lässt sich durch einen Sprung aus einem sehr tiefen in ein
weniger tiefes Gitter realisieren. Bezüglich der Wannier-Basis nimmt der Ausgangszustand
eine besonders einfache Form an. So besteht dessen Dichteoperator aus einem einzigen
nicht-verschwindenden Matrixelement ρjj(0) = 1.
In Abbildung 7.19a betrachten wir die Dynamik eines Teilchens, welches zu Anfang auf
den zentralen Gitterplatz j = 0 (mit minimaler potentieller Energie) lokalisiert ist. Die ver-
schiedenen Wellenanteile des Ausgangszustandes breiten sich nach außen hin aus, werden
durch den harmonischen Einschluss reflektiert und führen schließlich – nach einer halben
Periode – zu einem partiellen Wiederaufleben des lokalisierten Wellenpaketes. Die Ampli-
tude dieser pulsierenden Schwingung hängt unmittelbar mit der Impulsunschärfe des loka-
lisierten Ausgangszustandes zusammen. Verringert man die Tiefe des Ausgangsgitters, so
nimmt die Impulsunschärfe und damit auch die Oszillationsamplitude ab. Im Gegensatz zu
einem rein harmonischen Potential, weist das Gitter eine nicht-lineare Dispersionsrelation
auf. Dies führt zu der Dephasierung der verschiedenen Wellenanteile und der Dämpfung
des periodischen Wiederauflebens. Beide Effekte fallen umso stärker aus, je breiter die
Ausgangsimpulsverteilung ist.
Neben der Ortsverteilung ist in Abbildung 7.19a die zugehörige Kristallimpulsvertei-
lung dargestellt. Die starke räumliche Lokalisierung des Ausgangszustandes bewirkt, dass
dieser die erste Brillouin-Zone gleichmäßig bevölkert. Je weiter sich die Dichteverteilung
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im Gitter ausdehnt, umso schmaler wird die zugehörige Kristallimpulsverteilung. Nach
einer viertel Schwingungsperiode, wenn die Mehrheit der miteinander überlagerten Wel-
lenanteile ihren Umkehrpunkt erreicht hat, ist die Kristallimpulsverteilung am schmalsten
und nimmt ein Maximum bei q = 0 an. Wie zu erwarten, verhalten sich die Dichte- und
die Kristallimpulsverteilung zueinander reziprok.
Im unteren Energiebereich lässt sich die Dispersionsrelation des Gitters durch das Spek-
trum eines harmonischen Oszillators nähern, wobei der Einfluss des periodischen Potenti-
als in Form einer effektiven Masse m∗(q = 0) berücksichtigt wird (siehe Gleichung 5.26).
Demnach vollführen die Teilchen in einem flachen Gitter und bei kleinen Auslenkungen




Hierbei bezeichnet Er die Rückstoßenergie im Gitter. In Abbildung 7.19b ist die Dyna-
mik eines Teilchens dargestellt, welches zu Beginn auf den Gitterplatz j = 15 lokalisiert
ist. Gleichzeitig ist gestrichelt der Verlauf eines klassischen Teilchens dargestellt, das bei
gleicher Auslenkung in einem rein harmonischen Potential der Frequenz ω∗x oszilliert. Die
Punkte, an denen die Dichte wiederauflebt und ein lokales Maximum annimmt, liegen re-
lativ dicht an der klassischen Teilchenbahn.
In Abbildung 7.19c betrachten wir die Dynamik eines Teilchens, welches zu Beginn auf
den Gitterplatz j = 50 lokalisiert ist. Damit bevölkert das Teilchen ausschließlich Eigenzu-
stände des Gitters, deren Energien n oberhalb der ersten Bandkante liegen (n− 1 > 4J).
Folglich bleibt die Dynamik des Teilchens auf die rechte Hälfte des Gitters beschränkt.
Die dargestellte Entwicklung der Kristallimpulsverteilung macht deutlich, dass das Teil-
chen durch den externen Einschluss in Richtung Fallenzentrum beschleunigt wird, bis der
Kristallimpuls den linken Rand der ersten Brillouin-Zone erreicht. Hier wird die Bragg-
Bedingung ~q =−~k erfüllt und es kommt zu einem Umklappprozess, bei dem sich die
Ausbreitungsrichtung exakt umkehrt. Diese Dynamik wiederholt sich immer wieder und
verhindert, dass das Teilchen zum Zentrum des Gitters gelangt. Hierbei handelt es sich
um Bloch-Oszillationen. Streng genommen treten Bloch-Oszillationen nur in periodischen
Potentialen mit einer konstanten externen Kraft auf und verhalten sich nur dann wirklich
periodisch. Bei kleinen Amplituden im Gitter können wir das externe harmonische Poten-





mit Fx = mω
2
x〈x〉. (7.30)
Dabei ist Fx die Kraft, die das Teilchen im externen Potential auf seinem mittleren Aufent-
haltsort 〈x〉 verspürt. In Abbildung 7.19c ist die aus Gleichung 7.30 abgeleitete Frequenz
































































Abbildung 7.19: Dynamik eines 40K-Atoms in einem 4Er-tiefen Gitter (λ = 755 nm) mit
einer externen Fallenfrequenz von ωx = 2pi · 80 Hz. Zu Anfang ist das Teilchen auf einen
einzelnen Gitterplatz lokalisiert, der sich (a) genau im Minimum des externen Potentials,
(b) 15 bzw. (c) 50 Plätze vom Minimum entfernt befindet. Links sind die Wahrscheinlich-
keitsverteilungen im Gitter und rechts die zugehörigen Kristallimpulsverteilungen darge-
stellt. Auf Gitterplätzen mit |xj| ≥ 41 a ist die potentielle Energie größer als 4J .
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Die Beobachtung von Bloch-Oszillationen an ultrakalten Atomen gelang erstmals 1996
in einer beschleunigten optischen Stehwelle [272]. Die Lokalisierung von Teilchen in peri-
odischen Potentialen aufgrund eines überlagerten harmonischen Einschlusses konnte erst-
mals in 2004 nachgewiesen werden [269]. In dem Experiment wurden nicht-kondensierte
Bosegase in ein 1D-Gitter mit überlagerter Magnetfalle geladen. Durch Einstrahlung ei-
ner Radiofrequenz ließen sich Atome aus dem Potentialminimum – also dem Zentrum des
Gitters – entfernen, ohne dabei die lokalisierten Teilchen am Rand des Gitters zu verlieren.
7.3.2 Quantenpendel
Einen alternativen Einblick in die Dynamik der Atome im Gitter erhält man, wenn man
den Einteilchen-Hamilton-OperatorH (5.43) bezüglich der Basis der Bloch-Zustände 5.22
darstellt:








In diesem Fall verfügt der Operator über dieselbe Struktur wie der Hamilton-Operator ei-
nes quantenmechanischen Pendels [273]. Dabei ist die Auslenkung des Pendels (gemessen
in Radiant) über die Relation ϕ ≡ qa mit dem Kristallimpuls assoziiert, und das homo-
gene Schwerefeld wird durch das Verhältnis aus Tunnelmatrixelement und Fallenfrequenz
J/ωx repräsentiert. Der Hamilton-Operator 7.31 dient als Modell für das Studium kom-
plexer Quantensysteme in der Nähe von nicht-linearen Resonanzen [274] und spielt damit
eine besondere Rolle für die Erforschung von sogenanntem Quantenchaos.
Für (2J/mω2xa
2)1/2  1 geht die quantenmechanische Dynamik in die eines klassi-
schen Pendels über. Eine besondere Eigenschaft des klassischen Pendels ist die Existenz
einer ausgezeichneten Trajektorie im Phasenraum, der sogenannten Separatrix, welche das
Regime der Vibrations- und der Rotationsbewegung voneinander trennt. Die verschiede-
nen Trajektorien eines klassischen Pendels können aus der folgenden Bedingung für die
Energieerhaltung abgeleitet werden




Ein entsprechendes Phasenporträt wird in Abbildung 7.20 gezeigt. Die Separatrix (gestri-
chelt dargestellt) wird durch die Trajektorie mit der Energie E = 2J definiert.
Auch im quantenmechanischen Regime spielt die Separatrix eine bedeutende Rolle. Im
Bild des inhomogenen Gitters trennt sie die räumlich ausgedehnten Zustände von den lo-
kalisierten (paarweise entarteten) Zuständen (siehe auch Abschnitt 5.2.2). Da jeder Quan-
tenzustand im Phasenraum eine Fläche der Größe des planckschen Wirkungsquantums h
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Abbildung 7.20: Phasenporträt eines klassischen Pendels mit Systemparametern, die de-
nen in Abbildung 7.19 entsprechen. Die gestrichelt dargestellte Separatrix trennt die ge-
schlossenen Trajektorien der Pendeloszillationen von den offenen Trajektorien der Ro-
tationen. Der Zusammenhang zwischen den physikalischen Größen des mathematischen
Pendels und des Atoms im inhomogenen Gitter wird in dem rechten Schema angegeben.
die Anzahl Nc der räumlich ausgedehnten Einteilchenzustände bestimmen: Nc = W/h.
Für die zu Beginn dieses Kapitels definierte kritische Dichte erhalten wir somit ρ1Dc = 8/pi.
Dieser Wert stimmt sehr gut mit dem numerischen Ergebnis auf Seite 224 überein. Wie wir
in Abschnitt 5.2.2 gesehen haben, treten für Quantenzahlen n größer als Nc paarweise ent-
artete Einteilchenzustände auf, die auf die rechte bzw. linke Hälfte des Gitters lokalisiert
sind. Wie in Abbildung 7.20 veranschaulicht, handelt es sich bei diesen Zuständen um
quantenmechanische Repräsentationen des im Uhrzeigersinn und des gegen den Uhrzei-
gersinn rotierenden Pendels. In gleicher Weise lassen sich auch die Dipolschwingungen im
Zentrum des Gitters und die Bloch-Oszillationen am Rand des Gitters als Pendelschwin-
gungen bzw. -rotationen auffassen.
7.3.3 Projektion eines Vielteilchenzustandes
Gehen wir nun zu fermionischen Vielteilchensystemen über. In Abbildung 7.21 betrachten
wir die Dynamik von 40 Fermionen nach einem abrupten räumlichen Versatz des exter-
nen Einschlusses. In dem Beispiel ist der Ausgangszustand durch den Vielteilchengrund-
zustand im unverschobenen Gitterpotential gegeben. Dieser Zustand wird zum Zeitpunkt
t = 0 in das neue Gitterpotential projiziert. Formal entspricht dies einem Sprung vom
Hamilton-Operator Hˆ0 zu Hˆ , sodass die Dynamik mittels Gleichung 7.27 beschrieben wer-
den kann. Da wir hier einen Ausgangszustand der Temperatur T = 0 betrachten, nimmt
dessen Dichteoperator (Gl. 7.23) eine besonders einfache Form an. Doch auch die Be-
rücksichtigung endlicher Temperaturen würde das Problem nicht wesentlich erschweren.
Es muss dann einzig darauf geachtet werden, dass hinreichend viele Gitterplätze in die
253


























Abbildung 7.21: Dynamik von 40 40K-Atomen in einem 4Er-tiefen Gitter (λ = 755 nm)
mit einer externen Fallenfrequenz von ωx = 2pi · 80 Hz nach einem abrupten Versatz des
externen Einschlusses um 30 Gitterplätze. Der Ausgangszustand (t = 0) entspricht dem
Vielteilchengrundzustand des unverschobenen Gitterpotentials. Dessen Dichteverteilung
ist als weißer Graph eingezeichnet. Links ist die Dichteverteilung im Gitter und rechts die
zugehörige Kristallimpulsverteilung dargestellt. Die Bewegung des Schwerpunktes ist als
gestrichelter Verlauf in die Dynamik der Dichteverteilung eingetragen.
Berechnungen einbezogen werden, sodass auch die thermischen Ausläufer der Atomver-
teilungen während der gesamten Dynamik innerhalb der betrachteten Gittergröße liegen.
Aus der zeitlichen Entwicklung der Dichteverteilung in Abbildung 7.21 geht hervor,
dass die Atomwolke in dem betrachteten Beispiel sowohl Dipolschwingungen im Zentrum
als auch Bloch-Oszillationen am Rand des Gitters ausführt. Die gleichzeitige Bevölkerung
einer Vielzahl von Eigenzuständen führt zu einem breiten Spektrum von Oszillationsfre-
quenzen und damit zu einer raschen Dephasierung der Superposition. Entsprechend schnell
zerfließt das Ausgangswellenpaket und entsprechend stark ist die Dämpfung der Schwer-
punktsbewegung. Letztere ist als gestrichelte Kurve in Abbildung 7.21 dargestellt. Wie
zu erkennen ist, strebt der Schwerpunkt nicht gegen die Gleichgewichtsposition x = 0,
sondern verbleibt auf der rechten Seite des Gitters. Dies ist auf die Bloch-Oszillationen
zurückzuführen, die einen Transport auf makroskopischer Skala unterbinden. Damit kann
der Anteil der Bloch-oszillierenden Atome als isolierende Phase aufgefasst werden. Die
restlichen Atome können makroskopische Dipolschwingungen ausführen und repräsentie-
ren daher den leitfähigen Anteil des Gases.
Entsprechende Messungen zur Schwerpunktsdynamik wurden mit spinpolarisierten 40K-
Atomen in einem eindimensionalen Gitter durchgeführt [275]. In dem Experiment wurde
das Fermigas durch einen abrupten Versatz des externen harmonischen Einschlusses in kol-
lektive Schwingungen versetzt. Über die Gittertiefe konnte zwischen den einzelnen Mes-
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sungen die Lage der Fermi-Energie verändert werden. Bei Annäherung der Fermi-Energie
an die erste Bandlücke konnte eine starke Dämpfung der Schwerpunktsbewegung und ein
bleibender Versatz des Schwerpunktes beobachtet werden. Diese Messungen bestätigen,
dass ein steiler externer Gradient – wie er am Rand des Gitters vorliegt – den makrosko-
pischen Transport in periodischen Potentialen unterbindet. In einem weiteren Experiment
konnte gezeigt werden, dass der fermionische Transport durch Hinzufügen einer weiteren
Spezies (87Rb) wiederhergestellt werden kann [276]. Stöße mit den bosonischen Atomen
erlauben es den Fermionen, ihre Zustände zu verändern und somit die lokalisierten Zustän-
de am Rand des Gitters zu verlassen. Dieses Experiment verdeutlichte in eindrucksvoller
Weise die Bedeutung von Stößen für Transportprozesse in perfekt periodischen Potentia-
len.
Erst kürzlich konnte die Schwerpunktsbewegung einer wechselwirkenden fermionischen
Spinmischung in einem dreidimensionalen optischen Gitter untersucht werden [53]. Dabei
ließ sich die Stärke der Wechselwirkung über eine Feshbach-Resonanz verändern. Mit zu-
nehmender attraktiver Wechselwirkung wurde ein Übergang der Schwerpunktsbewegung
von einer gedämpften Schwingung – im nicht-wechselwirkenden Fall – zu einer langsa-
men Drift ins Fallenminimum beobachtet. Bei starker attraktiver Wechselwirkung wird der
Transport durch die Dynamik lokaler fermionischer Paare bestimmt, welche sich nur sehr
langsam durch Tunnelprozesse zweiter Ordnung fortbewegen können.
Abbildung 7.21 zeigt, dass, selbst wenn die Schwerpunktsbewegung verschwindet, noch
eine deutliche Dynamik in der Kristallimpulsverteilung zu erkennen ist. Dies ist darauf zu-
rückzuführen, dass sich die Bloch-oszillierenden Atome mit der Zeit gleichmäßig über
die erste Brillouin-Zone verteilen und somit die langsamer dephasierenden Dipolschwin-
gungen in den Vordergrund treten. Damit liefert die Dynamik der Kristallimpulsvertei-
lung Informationen, die nicht aus der Schwerpunktsbewegung gewonnen werden können.
Im Experiment lassen sich die Kristallimpulsverteilungen besonders einfach über Flug-
zeitaufnahmen messen. Eine exakte Beschreibung der Kristallimpulsdynamik des nicht-
wechselwirkenden Fermigases bildet die Voraussetzung, um in Zukunft auch charakteris-
tische Wechselwirkungseffekte über Flugzeitaufnahmen nachweisen zu können.
7.3.4 Universelle Dynamik
Im ersten Teil dieses Kapitels wurde gezeigt, dass wechselwirkungsfreie Fermigase mit
identischen charakteristischen Dichten ρ (Gl. 7.2) und relativen Temperaturen T/TF ver-
gleichbare Eigenschaften aufweisen. Diese universellen Beziehungen sind eine unmittel-
bare Konsequenz des Tight-Binding-Ansatzes 7.12 und gelten daher nicht nur für Fermi-
gase im Gleichgewicht, sondern auch für deren Dynamik.
Im Folgenden betrachten wir die Dynamik von zwei eindimensionalen Fermigasen in
unterschiedlichen Gittern. Vor ihrer Anregung (t < 0) sollen die beiden Gase über die glei-
chen relativen Temperaturen T/TF verfügen. Zudem sollen die Wellenlängen der beiden
Gitter übereinstimmen. Die Atomzahlen N1,2, externen Fallenfrequenzen ω1,2 und Tun-
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nelraten J1,2 seien dem System entsprechend indiziert. Stimmen die charakteristischen







Wird diese Bedingung zu jedem Zeitpunkt erfüllt, so weisen die beiden Systeme eine ver-
gleichbare Dynamik auf. Dies bedeutet, dass im Kontinuumslimit (N  1) die Dichte-
verteilungen und die Kristallimpulsverteilungen der beiden Systeme über die folgenden
Relationen miteinander verknüpft sind:







Dabei bezeichnen ξ1,2 die charakteristischen Längen (Gl. 7.1) der beiden Systeme. Die un-












Dabei gehen wir davon aus, dass beide Systeme zum Zeitpunkt t1 = t2 = 0 aus ihrem
Gleichgewicht gebracht werden. Geschieht dies durch einen räumlichen Versatz δx1,2 des
externen Einschlusses, so muss zusätzlich die Bedingung δx1/ξ1 = δx2/ξ2 erfüllt werden,
damit die Dynamiken vergleichbar sind.
Die universellen Beziehungen erlauben es, die zeitliche Entwicklung eines Fermigases
anhand eines Modellsystems mit kleineren Teilchenzahlen, aber identischen Charakteris-
tika, zu berechnen. Auf diese Weise lässt sich der numerische Rechenaufwand erheblich
reduzieren. Der Einfachheit halber bietet es sich an, ein Modell zu wählen, das über die
gleiche Gittertiefe (V1 = V2) verfügt. Dadurch vereinfacht sich die Bedingung 7.34 zu
N1ω1 = N2ω2 und auch die Zeitrelation wird besonders intuitiv: t2/t1 = ω1/ω2. In den
Abbildungen 7.22 a und b werden exemplarisch zwei Systeme verglichen, die über die
gleichen Gittertiefen verfügen, sich aber um einen Faktor vier in ihrer Größe unterschei-
den. Nach einer entsprechenden Skalierung stimmen die Ergebnisse sehr gut miteinander
überein. Unterschiede sind allein auf die diskrete Natur des Gitters zurückzuführen. Man
beachte, dass in flachen Gittern durch steile Einschlüsse oder starke Anregungen Landau-
Zener-Übergänge in höhere Bänder hervorgerufen werden können, die nicht durch die
Tight-Binding-Näherung beschrieben werden.
7.3.5 Auflösung eines Bandisolators
Die in Abbildung 7.22 a, b bzw. c dargestellte Entwicklung zeigt den Auflösungsprozess
eines Bandisolators, wenn dieser abrupt in ein Gitter mit geringerer Tiefe oder Fallen-
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Vx=4.Er  N =48
ωx=2pi.40 Hz 
Vx=4.Er  N =48
ωx=2pi.160 Hz
Vx=4.Er  N =12
ωx=2pi.160 Hz
Vx=4.Er  N =12
ωx,y=2pi.160 Hz
Vx,y=4.Er  N =253
ωx,y=2pi.160 Hz
Vx,y=4.Er  N =253
Abbildung 7.22: Vergleich der Dynamik von fermionischen Systemen unterschiedlicher
Größe. Ausgangszustand ist jeweils ein perfekter Bandisolator (T = 0). In (a) und (b) wer-
den zwei eindimensionale Systeme betrachtet, die sich um einen Faktor vier in der Größe
unterscheiden. (c) zeigt die auf eine Gitterachse projizierte 2D-Dynamik aus Abbildung
7.25. Links sind die Dichteverteilungen im Gitter und rechts die zugehörigen Kristallim-
pulsverteilungen dargestellt.
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ωx=2pi.40 Hz   Vx=4.Er  N =48
ωx=2pi.160 Hz Vx=4.Er  N =12
ωx,y=2pi.160 Hz Vx,y=4.Er  N =253



















Abbildung 7.23: Zeitliche Entwicklung des Anteils RBI der Atome in den Ecken der ers-
ten Brillouin-Zone für die in Abbildung 7.22 betrachteten Systeme.
hängig voneinander. Mit Blick auf die anfängliche Einfachbesetzung der zentralen Gitter-
plätze mag es verwundern, dass selbst das Pauli-Prinzip keinerlei Einschränkung für die
Bewegung der einzelnen Teilchen darstellt. Dies ist darauf zurückzuführen, dass der Zeit-
entwicklungsoperator in der Bewegungsgleichung 7.19 einer unitären Transformation ent-
spricht. Hierdurch wird letztlich die Antisymmetrie des Ausgangszustandes „automatisch“
auf die neuen Zustände (t > 0) übertragen. Demnach lässt sich die Dynamik jedes wech-
selwirkungsfreien Fermigases als Summe unabhängiger Einteilchen-Trajektorien8 darstel-
len. Um dabei physikalisch sinnvolle Ergebnisse zu erhalten, muss einzig darauf geachtet
werden, dass die Einteilchenzustände zu Beginn gemäß dem Pauli-Prinzip besetzt werden.
Wie in Abbildung 7.22 zu erkennen ist, führt der abrupte Transfer eines Bandisolators
in ein Gitter mit geringerer Tiefe oder Fallenfrequenz zu einer pulsierenden Schwingung
(breathing mode), bei der die zentrale Dichte mehrmals wiederauflebt. Die starke Dämp-
fung ist auf die unterschiedliche Dispersion der besetzten Einteilchenzustände – bzw. auf
die verschiedenen effektiven Massen der Teilchen – zurückzuführen. Folglich ist die pul-
sierende Schwingung nicht wirklich periodisch, und auch die Dauer Trev bis zum ersten
Wiederaufleben der zentralen Dichte kann nur grob durch pi/ω∗x (siehe Gl. 7.29) genähert
werden. Abbildung 7.23 zeigt, dass sich die pulsierende Schwingung über den Anteil RBZ
der Atome in den Ecken der ersten Brillouin-Zone (siehe Seite 227) nachweisen lässt. Zu-
dem verdeutlicht die Gegenüberstellung des roten und des blauen Graphen, dass der zeit-
liche Verlauf von RBI anhand eines kleineren Modellsystems reproduziert werden kann.
Zweidimensionales Problem
Die für die Dynamik des eindimensionalen Fermigases verwendeten Simulationsmetho-
den lassen sich in einfacher Weise auf das zweidimensionale Problem erweitern. Betrach-
ten wir ein 2D-Gitter mit M × M Plätzen, so können wir die Einteilchenzustände (im
Rahmen des Tight-Binding-Ansatzes) durch Vektoren der Länge M2 darstellen. Dement-
8So können beispielsweise die in Abbildung 7.19 dargestellten Verteilungen als Einteilchen-Trajektorien
eines Bandisolators (als Ausgangszustand) betrachtet werden.
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sprechend werden der Einteilchen-Hamilton-Operator und der Dichteoperator des Vielteil-
chenzustandes durch Matrizen der DimensionM2×M2 repräsentiert. Dies macht deutlich,
dass der numerische Rechenaufwand rasch mit der Anzahl der berücksichtigten Gitterplät-
ze wächst. Dennoch können bereits auf einem einfachen Notebook Simulationen mit bis
zu 60×60 Gitterplätzen durchgeführt werden. Sind die Atome zu Anfang (t = 0) auf indi-
viduelle Gitterplätze lokalisiert, so lässt sich die Dynamik aufgrund der einfach kubischen
Symmetrie des Gitters nach den einzelnen Achsen separieren.
Die in Abbildung 7.25 vorgestellten Simulationsergebnisse zeigen den Auflösungspro-
zess eines zweidimensionalen Bandisolators, nach dem abrupten Transfer in ein Gitter mit
geringerer Tiefe bzw. Fallenfrequenz. Die Dynamik ist ähnlich zum eindimensionalen Fall.
So wird auch hier eine pulsierende Schwingung in der Dichte- und Kristallimpulsvertei-
lung beobachtet, und es tritt genau dann ein Maximum in der Kristallimpulsverteilung auf,
wenn die Teilchen maximal delokalisiert sind. Durch Projektion der zweidimensionalen
Dynamik auf eine der beiden Gitterachsen erhält man die in Abbildung 7.22c dargestellten
Verläufe. Der Vergleich mit Abbildung 7.22b zeigt, dass sich die projizierte 2D-Dynamik
zumindest qualitativ durch ein eindimensionales System mit entsprechenden Parametern
reproduzieren lässt. Dabei wird für die Teilchenzahl des 1D-Gases die mittlere Teilchen-
zahl in den parallelen „Röhren“ des 2D-Gitters vorausgesetzt. Wertet man die 2D-Dynamik
anhand des Anteils RBZ der Atome auf den Rändern der projizierten Brillouin-Zone aus,
so erhält man den gestrichelten Verlauf in Abbildung 7.23. Auch dieser Verlauf lässt sich
gut durch das eindimensionale System wiedergeben. Der hier beobachtete Zusammen-
hang zwischen ein- und zweidimensionalen Systemen legt es nahe, dass sich auch die auf
die Abbildungsebene projizierte 3D-Dynamik durch 2D-Simulationen reproduzieren lässt.
Aufgrund der oblaten Fallengeometrie (ωz/ωr ≈ 5) eignet sich in unserem Experiment die
z-Gitterachse als Abbildungsrichtung. Denn in diesem Fall werden die Verteilungen bei
der Abbildung nur über wenige Gitterebenen integriert.
Messungen
Erste Messergebnisse zur Dynamik der Kristallimpulsverteilung werden in Abbildung 7.24
präsentiert [51, 52]. Für das Experiment werden Fermigase mit einer Ausgangstemperatur
von 0, 25(3)TF in ein 4Er-tiefes 3D-Gitter transferiert. Die zusätzlich überlagerte Dipol-
falle erzeugt einen starken externen Einschluss mit einer radialen Fallenfrequenz ωr/2pi
von 104(10) Hz (ωz ≈ 5ωr), sodass sich im Zentrum des Gitters ein Bandisolator ausbil-
det. Nach einer konstanten Haltezeit von 60 ms wird die Dipolfalle abrupt (∼ 1µs) auf
eine Fallenfrequenz von 56(6) Hz verringert, wobei die Gittertiefe unverändert bleibt. Eine
variable Zeit t nach der Dekompression werden die Atome innerhalb 1 ms adiabatisch aus
den optischen Potentialen entlassen und schließlich nach 10 ms freier Expansion entlang
der z-Achse abgebildet. Auf diese Weise erhält man eine zeitliche Abfolge von Kristallim-
pulsverteilungen, die den Auflösungsprozess des Bandisolators wiedergibt.
In Übereinstimmung mit den numerischen Simulationen in Abbildung 7.25 beobachten
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t =  0 ms 2 ms 4 ms 4,5 ms 5,5 ms 6 ms
Abbildung 7.24: Erste Messergebnisse zur Dynamik der Kristallimpulsverteilung von
2, 0(2) · 105 40K-Atomen (T ≈ 0, 25TF) in einem konstanten, 4Er-tiefen Gitter nach ei-
ner abrupten Verringerung der externen Fallenfrequenz ωr/2pi von 104(10) auf 56(6) Hz
(ωz/ωr ≈ 5). Eine variable Zeit t nach der Dekompression werden die Atome adiaba-
tisch aus den optischen Potentialen entlassen und schließlich nach 10 ms freier Expansion
entlang der z-Achse abgebildet.
wir in den Messungen zunächst die Ausbildung einer Kreuzstruktur und schließlich einen
raschen Übergang zu verschiedenen Interferenzmustern. Wie zu erwarten, verringert die
Integration entlang der Abbildungsrichtung den Kontrast der Strukturen. Aus den numeri-
schen Berechnungen geht hervor, dass die Interferenzmuster erstmals auftreten, wenn die
nach innen und nach außen laufenden Teilchenströme von gleicher Größenordnung sind.
Asymmetrien in den Interferenzmustern können durch geringe Unterschiede in den Git-
tertiefen und Fallenfrequenzen entlang der verschiedenen Achsen hervorgerufen werden.
Der unmittelbare Vergleich numerischer Simulationen und gemessener Kristallimpulsver-
teilungen eröffnet einen neuen Ansatz, um die externen Fallenfrequenzen bei Anwesenheit
des Gitters zu messen und zu kalibrieren. Die Simulationsergebnisse in Abbildung 7.26
zeigen die Auflösung eines Bandisolators bei einem gleichzeitigen Versatz des externen
Einschlusses. Auch ein abrupter räumlicher Potentialversatz kann demnach zu Asymme-
trien in der Dynamik führen.
Der Übergang eines Bandisolators in den metallischen Zustand wurde erstmals in Refe-
renz [22] untersucht. Statt der freien Dynamik nach einer Zustandsprojektion wurde dort
der Auflösungsprozess des Bandisolators bei einer kontinuierlichen Verringerung der Git-
tertiefe studiert. Außerdem wurde nicht die Kristallimpulsverteilung, sondern die Impuls-
verteilung der Atome ausgewertet. Aus der Breite der Impulsverteilung ließ sich auf die
Kohärenzlänge bzw. die Delokalisierung der Teilchen im Gitter zurückschließen.
Im nicht-wechselwirkenden Fall gibt die Kristallimpulsverteilung einen unmittelbaren
Einblick in die räumliche Verteilung der Atome, denn beide Verteilungen sind gemäß Glei-
chung 7.28 durch eine unitäre Transformation miteinander verknüpft. Insbesondere lässt
sich, wie wir in Abbildung 7.23 gesehen haben, über den Anteil RBZ der Atome in den
Ecken der Brillouin-Zone die Zeitskala der Dynamik bestimmen. Für die experimentellen
Parameter in Abbildung 7.24 wurde anhand eines skalierten zweidimensionalen Modell-
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systems der Verlauf vonRBZ simuliert. Der Vergleich der Simulationen mit den Messdaten
deutet darauf hin, dass sich die Zeitskala der Dynamik anhand des zweidimensionalen Mo-
dellsystems reproduzieren lässt.
Bei den hier vorgestellten experimentellen Ergebnissen handelt es sich um erste vorläufi-
ge Messungen. Um eine gute Übereinstimmung zwischen den gemessenen und simulierten
Daten zu erhalten, sollten in Zukunft mehrere Punkte beachtet werden: Es dürfen zu keiner
Zeit Populationen in höheren Bändern auftreten (wie hier zu beobachten), da diese nicht
durch den Tight-Binding-Ansatz beschrieben werden. Dies lässt sich durch ein tieferes
Gitter, kleinere Teilchenzahlen und niedrigere Ausgangstemperaturen sicherstellen. Durch
letztere Faktoren wird außerdem vermieden, dass die Atome bis in den anharmonischen
Bereich der Dipolfalle schwingen. Statt durch Dekompression, welche mit einem räumli-
chen Versatz der Dipolfalle einhergeht, sollte die Dynamik durch eine abrupte Verringe-
rung der Gittertiefe angeregt werden. Ein tieferes Ausgangsgitter bietet zudem den Vorteil,
dass sich in ihm ein reinerer Bandisolator präparieren lässt.
Eine gute Übereinstimmung zwischen der gemessenen und simulierten Dynamik des
idealen Fermigases ist Voraussetzung, um in einem weiteren Schritt Wechselwirkungsef-
fekte anhand der Dynamik nachweisen zu können.
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Abbildung 7.25: Auflösung eines zweidimensionalen Bandisolators (T = 0) aus 253 40K-
Atomen nach dem Transfer in ein 4Er-tiefes Gitter (λ = 755 nm) mit externen Fallen-
frequenzen von ωx,y = 2pi · 160 Hz. In der linken Spalte sind die Dichteverteilungen im
Gitter und in der rechten Spalte die zugehörigen Kristallimpulsverteilungen dargestellt.








































Abbildung 7.26: Auflösung eines zweidimensionalen Bandisolators. Die Systemparame-
ter stimmen mit denen in Abbildung 7.25 überein. Einziger Unterschied: Vor der Dynamik
(t < 0) ist das externe Potential um jeweils 9 Gitterplätze entlang der x- und y-Achse
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Die makroskopische Besetzung desselben Einteilchenzustandes in Bose-Einstein-Konden-
saten erlaubt es, die Wellennatur der Materie in beeindruckender Weise sichtbar zu ma-
chen. In einer frei expandierenden Wolke lassen sich die kondensierten Atome anhand ei-
nes charakteristischen Dichtepeaks nachweisen. Die Überlagerung von zwei oder mehr su-
perfluiden Wolken führt zu einer Interferenzstruktur, die einen direkten Nachweis der ma-
kroskopisch verstärkten Einteilchenkohärenzen liefert. Experimente mit Feshbach-Reso-
nanzen oder optischen Gittern erlauben es, Vielteilchenphänomene zu studieren, die über
diese einfachen Einteilchenkorrelationen hinausgehen. Solche stark korrelierten Systeme
bilden komplexe Ordnungen aus, welche sich einer Beschreibung durch Einteilchenwel-
lenfunktionen entziehen. Diese Vielteilchenzustände können nicht unmittelbar anhand ih-
rer Dichteprofile identifiziert werden. So rufen beispielsweise die lokalisierten Atome ei-
nes Mott-Isolators ein verschwindendes Interferenzmuster hervor, aus dem sich nur schwer
Informationen über den zugrundeliegenden Vielteilchenzustand ableiten lassen. Gleiches
gilt für die Superfluidität gepaarter Fermionen, da diese keinen kohärenten Peak in der
Dichteverteilung hervorruft. Für die Mehrzahl der theoretisch vorausgesagten stark wech-
selwirkenden Vielteilchensysteme sind die zugehörigen Ordnungsparameter nur schwer
experimentell zugänglich.
Ehud Altman und Mitarbeiter erkannten, dass sich die verborgene Ordnung in den stark
korrelierten Systemen oftmals anhand von Korrelationen im atomaren Quantenrauschen
nachweisen lassen [39]. Bei dieser Methode wird das in den Absorptionsaufnahmen von
Atomwolken sichtbare Schrotrauschen mittels einer Korrelationsanalyse ausgewertet. Ne-
ben der Struktur des Vielteilchensystems geben die Rauschkorrelationen Auskunft über
die Quantenstatistik der zugrundeliegenden Teilchen.
Rauschkorrelationen können bei einer Vielzahl von Quantenfeldern beobachtet werden.
Bereits 1956 zeigten Robert Hanbury Brown und Richard Twiss (HBT) in einem bahnbre-
chenden Experiment, dass die von einer chaotischen Lichtquelle ausgesendeten Photonen
(Bosonen) bevorzugt synchron auf zwei unabhängigen Detektoren eintreffen. Diese posi-
tiven Korrelationen im Photonenrauschen werden als Bunching bezeichnet und sind auf
die konstruktive Interferenz zwischen den Amplituden zweier ununterscheidbarer Boso-
nen zurückzuführen. Durch das Kühlen und Erzeugen atomarer Ensemble mit hohen Pha-
senraumdichten konnte der Bunching-Effekt auch an bosonischen Atomen nachgewiesen
werden.
Bei fermionischen Atomen erwartet man das Pendant zum Bunching-Effekt. So soll-
ten fermionische Atome Antibunching aufweisen, also die Tendenz sich gegenseitig zu
meiden. Das Antibunching ist die Folge einer destruktiven Zwei-Teilchen-Interferenz und
unmittelbar mit dem Pauli-Prinzip verknüpft. Zusammenfassend werden das bosonische
267
8 Korrelationsanalyse
Bunching und das fermionische Antibunching im Folgenden als HBT-Effekte bezeichnet.
In unserem Experiment kann fermionisches Antibunching erstmals anhand von neu-
tralen Atomen nachgewiesen und innerhalb einer selben Apparatur mit dem bosonischen
Bunching verglichen werden. Dazu werden bosonische bzw. fermionische Atome aus ei-
nem tiefen optischen Gitter entlassen und mittels Absorptionsabbildung aufgenommen.
Anschließend wird das in den Absorptionsaufnahmen sichtbare atomare Schrotrauschen
mittels einer Korrelationsanalyse ausgewertet. Aufgrund der vernachlässigbaren Wechsel-
wirkungen zwischen den neutralen Atomen lassen sich die unterschiedlichen für Bosonen
und Fermionen beobachteten Korrelationen allein auf die verschiedenen Quantenstatis-
tiken zurückführen. Darüber hinaus liefert die Struktur der Korrelationen Informationen
über den Vielteilchenzustand. Mit dem demonstrierten Verfahren lassen sich auch kom-
plexere Quantenphasen in optischen Gittern nachweisen, wie sie im Fokus der aktuellen
Forschung stehen.
Um ein theoretisches Verständnis des HBT-Effektes und der in unserem Experiment be-
obachteten Rauschkorrelationen zu gewinnen, behandeln wir zunächst die Kohärenzeigen-
schaften von Licht. Am Beispiel zweier Sterninterferometer werden die Korrelationsfunk-
tionen erster und zweiter Ordnung eingeführt. Eine Vielzahl der Konzepte und Phänomene
aus der Kohärenztheorie der elektromagnetischen Strahlung lassen sich unmittelbar auf die
Atomoptik übertragen. Wir werden sehen, dass ultrakalte Atome besonders gut geeignet
sind, um den HBT-Effekt zu untersuchen. In unserem Experiment geschieht dies durch
Analyse der Rauschkorrelationen der aus einem optischen Gitter entlassenen und durch
Absorptionsabbildung aufgenommenen Atomwolken. Der Berechnung der theoretischen
Korrelationssignale ist ein eigener Abschnitt gewidmet. Dabei wird neben der endlichen
Auflösung des Abbildungssystems auch die endliche Temperatur der Atome berücksich-
tigt. Es folgt eine Beschreibung der durchgeführten Experimente. Mögliche zukünftige
Anwendungen der Korrelationsanalyse werden im Ausblick dieser Arbeit vorgestellt.
8.1 Korrelationen in Lichtfeldern
Überraschenderweise war es eine neue Methode aus der Astronomie, durch die in den fünf-
ziger Jahren eine bedeutende Weiterentwicklung in der Quantentheorie des Lichtes ange-
stoßen wurde. Bei dieser Methode werden die zeitlichen Intensitätsschwankungen der von
Teleskopen detektierten Strahlung analysiert, um den scheinbaren Winkeldurchmesser von
Sternen zu bestimmen. Bevor wir uns dieser sogenannten Intensitätsinterferometrie zuwen-
den, befassen wir uns mit einem älteren astronomischen Verfahren zur Winkelbestimmung,
welches ein klassisches Phaseninterferometer ausnutzt.
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8.1.1 Michelson-Interferometer und transversale Kohärenz
Wegen ihres großen Abstandes von der Erde erscheinen die meisten Fixsterne als punktför-
mig. Die endliche Sterngröße, welche man in einem Teleskop beobachtet, ist in der Regel
auf die Beugung an der Apertur zurückzuführen und gibt daher keine Auskunft über die
tatsächliche Winkelgröße des Sterns. Bereits 1890 schlug Albert A. Michelson, basierend
auf einer Idee von Armand H. Fizeau [277], eine interferometrische Methode zur Bestim-
mung der stellaren Winkeldurchmesser vor [278]. Ab 1920 konnte Michelson mit dem
nach ihm benannten Interferometer die Durchmesser einiger näher gelegener Riesensterne
ermitteln [279, 280].
Der Aufbau des Michelson-Interferometers ist schematisch in Abbildung 8.1a darge-
stellt. Es besteht aus zwei zueinander parallel verschiebbaren Kollektoren, die das Licht
des fernen Himmelskörpers einfangen. Anschließend wird das Licht über Umlenkspiegel
in ein Teleskop geleitet und in dessen Brennebene fokussiert. Durch den Einsatz der Kol-
lektoren wird die Apertur des Teleskops effektiv vergrößert. Das Prinzip dieses Aufbaus ist
mit dem in Abbildung 8.1b dargestellten Young’schen Doppelspalt vergleichbar, wobei die
Kollektoren durch die beiden Spalten repräsentiert werden. Die sichtbare Fläche des Sterns
kann als scheibenförmige Anordnung Q punktförmiger, quasi-monochromatischer Licht-
quellen Qi aufgefasst werden, die bei annähernd gleicher Leuchtkraft chaotisches Licht
der Wellenlänge λ aussenden. Dabei besteht zwischen den parallel zur x-y-Ebene verteil-
ten Punktquellen Qi keinerlei Phasenbeziehung, sodass sich deren Intensitäten inkohärent
addieren. Ist die optische Achse des Interferometers, wie in dem dargestellten Beispiel, ge-
nau auf das Sternzentrum ausgerichtet, so durchläuft Licht von der zentralen Punktquelle
Q1 die beiden Arme ohne Gangunterschied und interferiert konstruktiv am Ort des Detek-
tors. Licht vom Rand Q2 des Sterns fällt hingegen unter einem Winkel θ/2 = D/2d  1
ein. Hierbei bezeichnet θ den Winkeldurchmesser des Sterns, der sich in einem Abstand d
vom Beobachter befindet und dessen Durchmesser D beträgt. Die von der Punktquelle Q2
ausgehende Wellenfront trifft wegen ihres schrägen Einfallswinkels mit einem Gangunter-
schied ∆s = l sin(θ/2) ≈ lθ/2 auf den beiden Kollektoren ein. Für sehr kleine Abstände l
zwischen den beiden Kollektoren wird sämtliches eintreffendes Licht konstruktiv mit sich
selbst interferieren. In diesem Fall trägt die gesamte Sternfläche zum Detektorsignal bei.
Für schräg einfallende Wellenfronten nehmen jedoch mit zunehmendem Kollektorabstand
l auch die Gangunterschiede zu, sodass das Licht beginnt, teilweise destruktiv mit sich
selbst zu interferieren und folglich verringert sich die resultierende Gesamtintensität. Für
einen Gangunterschied von∆s = λ/2 kommt es zu einer vollständigen Auslöschung. Die-
se Auslöschung tritt als erstes für Licht auf, das vom RandQ2 des Sterns stammt, und zwar
wenn der Kollektorabstand
l(t)c = λ/θ. (8.1)
beträgt. Die Länge l(t)c gibt die Größenskala an, innerhalb derer das Detektorsignal des
Michelson-Interferometers auf seinen minimalen Wert abfällt. Aus der Messung von l(t)c


























Abbildung 8.1: (a) Schematischer Aufbau eines Michelson-Sterninterferometers: Das
Licht eines Sterns wird von zwei verschiebbaren Kollektoren aufgefangen und über Um-
lenkspiegel in ein Teleskop geführt. Innerhalb der Brennebene werden die Strahlen zur In-
terferenz gebracht. Die dargestellten Wellenvektoren und Wellenfronten entsprechen Licht,
das vom Zentrum Q1 bzw. vom Rand Q2 des Sterns ausgeht. Die als Funktion des Kollek-
torabstandes l im Brennpunkt des Interferometers gemessene Intensität liefert über Glei-
chung 8.6 die Korrelationsfunktion erster Ordnung g(1)(l). Aus der resultierenden trans-
versalen Kohärenzlänge l(t)c lässt sich mit Gleichung 8.1 der Winkeldurchmesser θ des
Sterns ableiten. (b) Im Prinzip kann das Michelson-Interferometer mit einem Young’schen
Doppelspalt verglichen werden, wobei die Spalten im Abstand l den beiden Kollektoren
entsprechen. Wegen des schrägen Einfallswinkels θ/2 verfügt Licht, das vom Rand Q2
des Sterns ausgeht, am Ort der beiden Spalten über einen Gangunterschied ∆s = lθ/2.
Folglich ist das Maximum des resultierenden Interferenzmusters (rot dargestellt) gegen-
über dem des senkrecht einfallenden Lichtes (blau dargestellt) verschoben und trägt nicht
mehr in voller Intensität zum Detektorsignal bei. Dies bedeutet, dass der Kontrast der Ge-
samtinterferenz abnimmt.
Beziehung








gibt l(t)c zugleich Auskunft über die Breite der Verteilung der transversalen Wellenvektor-
komponenten des einfallenden Lichtes (siehe Abbildung 8.1a).
In einer klassischen Beschreibung kann Licht, das wir der Einfachheit halber als voll-
ständig polarisiert betrachten, als komplexes skalares Feld ψ(r, t) dargestellt werden. Das
Feld sei so definiert, dass die mittlere Intensität des Lichtes am Ort r zur Zeit t durch den
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folgenden Ausdruck gegeben ist:
I¯(r, t) = 〈ψ∗(r, t)ψ(r, t)〉. (8.3)
Die Klammern 〈 〉 bzw. der Querstrich ¯ bezeichnen eine Ensemblemittelung über alle sta-
tistisch möglichen Feldkonfigurationen. Für ein stationäres Lichtfeld, also ein Feld kon-
stanter mittlerer Intensität, ist dies äquivalent mit einer zeitlichen Mittelung über eine Dau-
er τ , die groß gegenüber der Kohärenzzeit des Lichtes ist und die zugleich dicht um den
Zeitpunkt t herum liegt. Das Michelson-Interferometer erlaubt es, die Feldamplituden an
den beiden Positionen r1 und r2 der Kollektoren miteinander in Beziehung zu setzen. Das
wird deutlich, wenn man die am Ort des Detektors resultierende Intensität I¯D berechnet:
I¯D = 〈|ψ(r1, t) + ψ(r2, t)|2〉 =
= 〈|ψ(r1, t)|2〉+ 〈|ψ(r2, t)|2〉+ 2Re〈ψ∗(r1, t)ψ(r2, t)〉. (8.4)
Die Kohärenzeigenschaften des klassischen Feldes lassen sich über die normierte Korrela-
tionsfunktion erster Ordnung charakterisieren:
g(1)(r1, t1, r2, t2) =
〈ψ∗(r1, t1)ψ(r2, t2)〉√〈|ψ(r1, t1)|2〉〈|ψ(r2, t2)|2〉 . (8.5)
Geht man von einer symmetrischen Ausrichtung und Anordnung des Interferometers aus,
so fallen die gleichen Lichtintensitäten auf die beiden Kollektoren und man erhält für die
Intensität am Ort des Detektors:
I¯D
I¯tot
= 1 + Re g(1)(l). (8.6)
Hierbei bezeichnet I¯tot/2 die Intensität am Ort des Detektors, wenn einer der beiden Kol-
lektoren verdeckt wird. Wegen der symmetrischen Ausrichtung hängt die Korrelations-
funktion nur vom Relativabstand l = |r1− r2| der beiden Kollektoren ab. Außerdem wird
davon ausgegangen, dass die einfallenden Intensitäten im zeitlichen Mittel konstant sind
(stationäres Lichtfeld).
Gemäß Gleichung 8.6 gibt das Detektorsignal des Michelson-Interferometers direkten
Aufschluss über den Grad der Kohärenz zwischen den optischen Feldern im Abstand l.
Statt der Intensität im Zentrum kann auch der Kontrast des in der Brennebene liegenden
Interferenzmusters ausgewertet werden. Gemäß Abbildung 8.1b erzeugen schräg einfal-
lende Strahlen seitlich versetzte Interferenzmuster. Je Breiter die Winkelverteilung θ der
einfallenden Strahlen ist, umso stärker sind die zugehörigen Interferenzmuster gegeneinan-
der verschoben und umso kleiner fällt der Kontrast der resultierenden Gesamtinterferenz






1Der Kontrast V wird auch als Sichtbarkeit oder im Englischen als visibility bezeichnet.
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Hierbei werden die mittleren Intensitäten zweier unmittelbar benachbarter Interferenzma-
xima und -minima bestimmt. Es lässt sich allgemein zeigen, dass der auf diese Weise
ausgewertete Kontrast direkt proportional zum Betrag der Korrelationsfunktion ist [281].
In den meisten Fällen sind die mittleren Intensitäten in den beiden Interferometerarmen
gleich groß, sodass gilt:
V = |g(1)(r1, t1, r2, t2)|. (8.8)
Da 0 ≤ |g(1)| ≤ 1, kann der Interferenzkontrast maximal einen Wert von eins annehmen. In
einem solchen Fall verfügt das Lichtfeld über eine vollständige Kohärenz erster Ordnung.
Aufgrund der Relationen 8.6 und 8.8 liefert sowohl die Detektorintensität I¯D als auch der
Interferenzkontrast V Informationen über den Grad der Kohärenz des einfallenden Lichtes
und die Größe l(t)c lässt sich als transversale Kohärenzlänge des Lichtfeldes interpretieren.
Van Cittert-Zernike-Theorem
Im Folgenden wollen wir den Kohärenzgrad eines Lichtfeldes bestimmen, das von einer
weit entfernten quasi-monochromatischen Lichtquelle endlicher Ausdehnung erzeugt wird
[282]. Die geometrische Anordnung ist in Abbildung 8.2a dargestellt. Wie im Beispiel der
Sternscheibe sei die Lichtquelle Q eben und parallel zur x-y-Ebene bei z = d positioniert.
Der Kohärenzgrad des Feldes soll zwischen zwei Punkten r1 und r2 bestimmt werden,
die auf der x-Achse angeordnet sind. Diese Punkte definieren die beiden Öffnungen einer
Blende, welche innerhalb der x-y-Ebene (z = 0) liegt und einen Young’schen Doppelspalt
bildet. Die Feldamplitude am Ort r1 ergibt sich aus der Summe aller Amplituden, die von




ψ(rQ, t− |r1 − rQ|/c)
|r1 − rQ| dxdy. (8.9)
Hier wird über die gesamte Fläche der Lichtquelle Q integriert, wobei die unterschiedlich
langen Propagationsstrecken der einzelnen Amplitudenbeiträge berücksichtigt werden. Ein
analoger Ausdruck ergibt sich für die Feldamplitude ψ(r2, t) am Ort r2. Für große Abstän-
de d zwischen Quelle und Lochblende (d l, D) werden die beiden Öffnungen bei r1 und
r2 in guter Näherung von jeder der Punktquellen mit der gleichen Intensität ausgeleuchtet





















Da die einzelnen Punktquellen zueinander inkohärent sind, verschwindet der zeitliche Mit-
telwert des Doppelintegrals für alle rQ 6= r′Q. Zwischen den beiden Amplituden besteht
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Abbildung 8.2: (a) Geometrische Anordnung zur Herleitung des van Cittert-Zernike-
Theorems: Eine ausgedehnte inkohärente Lichtquelle Q, die parallel zur x-y-Ebene ausge-
richtet ist, befindet sich bei z = d. Von jedem Punkt rQ = (x, y, d) der Quelle fällt Licht
der Wellenlänge λ auf die Punkte r1 = (l/2, 0, 0) und r2 = (−l/2, 0, 0). An diesen beiden
Punkten befinden sich die Öffnungen eines Young’schen Doppelspalts. (b) Interferenzkon-
trast V (l) = |g(1)(l)| hinter einem Young’schen Doppelspalt als Funktion des Spaltabstan-
des l. Die Graphen zeigen den Kontrast für eine lineare (blau) und eine kreisrunde (rot)
quasi-monochromatische Lichtquelle. Beide Quellen verfügen über eine homogene Inten-
sitätsverteilung und über einen „Winkeldurchmesser“ θ.
Auch hier sind wir von einer stationären Quelle ausgegangen, das heißt einer Quelle, deren
zeitlich gemittelte Intensitätsverteilung I¯Q(x, y) unabhängig vom Zeitpunkt t ist. Für den
Betrag der Wellenvektoren gilt k = 2pi/λ. Der Gangunterschied ∆d = d2 − d1 zwischen
den beiden Propagationsstrecken d1 = |r1 − rQ| und d2 = |r2 − rQ| lässt sich für große
Abstände d in der Fernfeldnäherung berechnen2. Gehen wir außerdem davon aus, dass
die beiden Öffnungen der Blende symmetrisch um den Ursprung der x-Achse in einem
relativen Abstand l angeordnet sind, so erhält man für den Gangunterschied ∆d = −lx/d.
Um den Ausdruck 8.11 auf die Form von Gleichung 8.5 zu bringen, normieren wir die












Hierbei handelt es sich um eine spezielle Formulierung des van Cittert-Zernike-Theorems
[40, 282]. Dieses besagt, dass der Kohärenzgrad des optischen Feldes in einem hinreichend
großen Abstand von einer inkohärenten quasi-monochromatischen Lichtquelle durch die
Fourier-Transformierte der normierten Intensitätsverteilung der Quelle gegeben ist.
2Wie bei der Fraunhofer-Beugung nutzt man hierzu die Reihenentwicklung
√
1 + x ≈ 1 + 12x.
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Wir wenden nun das van Cittert-Zernike-Theorem 8.12 auf zwei Quellen mit homoge-
ner Intensitätsverteilung an. In den beiden Beispielen befindet sich das Zentrum der Quelle
jeweils auf der Symmetrieachse (z-Achse) des Interferometers. Für eine eindimensionale
lineare Quelle der Länge D, die parallel zu den Interferometerarmen (x-Achse) ausge-






















Hierbei bezeichnet J1 die Bessel-Funktion erster Art und erster Ordnung. Die Kontraste
V (l) der resultierenden Interferenzmuster sind gemäß Gleichung 8.8 durch die Beträge
der obigen Ausdrücke gegeben und in Abbildung 8.2b als Funktion des Kollektor- bzw.
Spaltabstandes l dargestellt.
Bei der Bestimmung von stellaren Winkeldurchmessern mit dem Michelson-Interfero-
meter können die Sterne in guter Näherung als Scheiben gleichmäßiger Leuchtkraft auf-
gefasst werden. Gemäß dem roten Graphen nimmt der Interferenzkontrast sein erstes Mi-
nimum an, wenn der Kollektorabstand einen Wert von l = 1, 22λ/θ erreicht. Ist dieser
Abstand bekannt, so lässt sich daraus der Winkeldurchmesser θ des Sterns ermitteln.
Im Fall der linearen Quelle wird das erste Minimum bei einem Spaltabstand erreicht,
der mit der transversalen Kohärenzlänge l(t)c übereinstimmt (siehe blauer Graph).
Neben dem Winkeldurchmesser lassen sich aus einer interferometrischen Messung auch
Informationen über die Intensitätsverteilung der Quelle gewinnen. Hierfür ist gemäß dem
van Cittert-Zernike-Theorem eine detaillierte Auswertung des funktionalen Verlaufs des
Interferenzkontrastes V (l) notwendig.
8.1.2 Mach-Zehnder-Interferometer und longitudinale Kohärenz
In den bisherigen Betrachtungen sind wir implizit davon ausgegangen, dass Licht, welches
von ein und derselben Punktquelle stammt, vollständig kohärent ist und somit bei der Über-
lagerung mit sich selbst einen hundertprozentigen Interferenzkontrast hervorruft. In der
Realität verfügt eine quasi-monochromatische Lichtquelle jedoch über eine endliche spek-
trale Breite∆ν. Somit besteht das Licht aus einer Überlagerung verschiedener Frequenzen,
die um eine Mittenfrequenz ν herum verteilt sind. Damit das Licht beim Durchlaufen ei-
nes Interferometers eine Interferenz hervorrufen kann, muss der Laufzeitunterschied ∆t
zwischen den beiden Interferometerarmen klein gegenüber der Kohärenzzeit
τc = 1/∆ν (8.15)
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Abbildung 8.3: (a) Mach-Zehnder-Interferometer und (b) dessen Ausgangssignal. Am
Beispiel einer dopplerverbreiterten Natrium-Lichtquelle (T = 300 K, gefilterte D2-Linie
λ = 589 nm) wird die Austrittsleistung I¯D (blau) und der zugehörige Interferenzkontrast
V (τ) = |g(1)(τ)| (rot) als Funktion des Gangunterschiedes ∆s = τc zwischen den beiden
Interferometerarmen berechnet. Umgekehrt lässt sich aus dem Verlauf der Signale mittels
des Wiener–Khinchin-Theorem die Linienbreite und Linienform der Quelle ableiten. Wird
der Gangunterschied ∆s um λ variiert, so führt die Ausgangsleistung eine Oszillation aus.
Man beachte, dass zur besseren Darstellung die Oszillationsfrequenz im Graphen um einen
Faktor 104 verringert ist.
sein. Dies ist gleich bedeutend mit der Forderung, dass der Gangunterschied ∆s klein
gegenüber der longitudinalen Kohärenzlänge
l(l)c = c/∆ν (8.16)
ist. Denn nur wenn die einzelnen Frequenzbeiträge beim Durchlaufen der beiden Pfade
miteinander in Phase bleiben, kann ein „Verwaschen“ der Interferenz vermieden werden.
Basierend auf diesen Überlegungen bezeichnen wir eine Lichtquelle als quasi-monochro-
matisch, wenn deren spektrale Breite die Bedingung ∆ν  ν erfüllt.
Die zeitliche (bzw. longitudinale) Kohärenz einer Lichtquelle lässt sich mit dem in Ab-
bildung 8.3a dargestellten Mach-Zehnder-Interferometer untersuchen. Dabei wird räum-
lich gefiltertes Licht von einem Strahlteilerwürfel in zwei Strahlen aufgeteilt. Nach dem
Durchlaufen der beiden Interferometerarme wird das Licht auf einem zweiten Würfel wie-
der überlagert und die resultierende Interferenz auf einem Photodetektor gemessen. Ein
variabler Gangunterschied ∆s zwischen den beiden Armen erlaubt es, die Feldamplituden
zweier verschiedener Zeitpunkte miteinander in Beziehung zu setzen und somit die zeit-
liche Amplitudenkorrelation 〈ψ∗(r, t)ψ(r, t + τ)〉 zu untersuchen. Hierbei bezeichnet r
die Position, an der das Licht in die beiden Strahlen aufgeteilt wird. Da es sich hierbei um
eine feste Größe handelt, wird im weiteren Verlauf auf dessen Angabe verzichtet. Gehen
wir von einer stationären Quelle und zwei symmetrischen (50/50) Strahlteilern aus, so gilt
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Hierbei bezeichnet I¯tot die mittlere Intensität des einlaufenden Lichtes. Aufgetragen als
Funktion von ∆s bildet das Ausgangssignal I¯D, wie in Abbildung 8.3b illustriert, eine
schnell modulierte Interferenz, deren Kontrast wiederum durch den Betrag der Korrelati-
onsfunktion gegeben ist: V (τ) = |g(1)(τ)|.
Wiener–Khinchin-Theorem
Nehmen wir der Einfachheit halber an, dass sich die im Mach-Zehnder-Interferometer











Hierbei ist I¯(ν) = 〈ψ∗(ν)ψ(ν)〉 proportional zur zeitgemittelten spektralen Leistungsdich-
te des Feldes. Teilt man den obigen Ausdruck durch die Gesamtintensität I¯ =
∫
I¯(ν)dν,
so erhält man gemäß Gleichung 8.5 die normierte Korrelationsfunktion erster Ordnung:






Dies ist eine einfache Form des Wiener–Khinchin-Theorems. Es besagt, dass die Au-
tokorrelationsfunktion eines Zufallsprozesses ψ(t) durch die Fourier-Transformierte des
normierten Leistungsdichtespektrums I¯(ν)/I¯ gegeben ist [40]. Diese Beziehung erlaubt
es anhand des Interferenzkontrastes |g(1)(τ)| am Ausgang des Mach-Zehnder-Interfero-
meters direkte Rückschlüsse auf das Energiespektrum der Lichtquelle zu ziehen. Insbe-
sondere folgt in Übereinstimmung mit Gleichung 8.15, dass die Kohärenzzeit τc einer
quasi-monochromatischen Lichtquelle umgekehrt proportional zu deren Linienbreite ∆ν
ist. Beim Wiener–Khinchin-Theorem handelt es sich um das zeitliche Äquivalent zum van
Cittert-Zernike-Theorem.
8.1.3 Kohärenz- und Modenvolumen
Basierend auf den bisherigen Überlegungen führen wir nun einige Konzepte ein, die uns
ein intuitiveres Verständnis der Kohärenzeigenschaften von Licht ermöglichen.
276
8.1 Korrelationen in Lichtfeldern
Wenden wir uns nochmal dem Michelson-Interferometer bzw. dem Young’schen Dop-
pelspalt zu. Damit das Licht einer quasi-monochromatischen Quelle am Ausgang eines
solchen Interferometers ein kontrastreiches Interferenzmuster hervorrufen kann, müssen
die beiden Kollektoren bzw. Lochblenden in etwa innerhalb einer Fläche der Größe
Fc = l
(t)




angeordnet sein. Dieser Sachverhalt ist in Abbildung 8.4 illustriert. Der Einfachheit halber
wird hier wieder von einer homogenen kreisförmigen Quelle mit einem Winkeldurchmes-
ser θ ausgegangen. Wie in den früheren Betrachtungen gehen wir außerdem von einem
großen Abstand zwischen Quelle und Interferometer aus, sodass beim Beobachter nahe-
zu ebene Wellen eintreffen und die Quelle nur unter einem kleinen Raumwinkel ∼ θ2
erscheint. Bei einer Quelle endlicher Linienbreite ∆ν muss darüber hinaus der Gangun-
terschied zwischen den beiden interferierenden Pfaden kleiner als die longitudinale Kohä-
renzlänge l(l)c sein.
Die obigen Bedingungen lassen sich wie folgt zusammenfassen: Um interferenzfähig zu
sein, muss das überlagerte Licht aus einem selben Volumen stammen, welches durch einen
fiktiven rechtwinkligen Zylinder mit einer Basis Fc und einer Höhe l
(l)
c definiert wird. Das
Zylindervolumen beträgt






und entspricht dem Kohärenzvolumen des optischen Feldes an einem gewissen Raum-Zeit-
Punkt. In Abbildung 8.4 ist das Lichtfeld zur Veranschaulichung der Kohärenzeigenschaf-
ten durch endliche Wellenzüge der Länge l(l)c und mit verschiedenen Ausbreitungsrichtun-
gen dargestellt. Innerhalb eines Kohärenzvolumens Vc verfügen die Wellenzüge über eine
weitgehend feste Phasenbeziehung und über annähernd dieselben Ausbreitungsrichtungen.
In der Realität sind die Kohärenzvolumina natürlich nicht scharf begrenzt, sondern gehen
für angrenzende Raum-Zeit-Punkte fließend ineinander über.
Eine wichtige Interpretation des Kohärenzvolumens ergibt sich im Rahmen einer quan-
tenmechanischen Beschreibung, bei der das Licht als ein Fluss von Photonen aufgefasst
wird. Gemäß einer bekannten Aussage von Paul Dirac „interferiert jedes Photon nur mit
sich selbst“ [283]. Um eine Interferenz beobachten zu können, muss demnach das Moden-
volumen jedes einzelnen Photons so groß sein, dass jedes Photon auf beide Interferome-
terarme treffen kann (Auslöschung der „Welcher-Weg-Information“).
Demgegenüber fordert die im Rahmen der klassischen Wellenbeschreibung aufgestell-
te Interferenzbedingung, dass die beiden Interferometereingänge innerhalb eines selben
Kohärenzvolumens liegen. Damit die klassische und die quantenmechanische Bedingung
übereinstimmen, müssen das Kohärenzvolumen und das Modenvolumen ein und diesel-
be Größe beschreiben. In anderen Worten ausgedrückt, gibt das Kohärenzvolumen Vc ein
Maß für die räumliche Unschärfe des Quantenzustandes des Photons an:







Abbildung 8.4: Illustration zum Konzept des Kohärenzvolumens: Das Licht einer entfern-
ten, ausgedehnten quasi-monochromatischen Quelle trifft als nahezu ebene Wellenfront
(θ  1) auf die beiden Kollektoren eines Interferometers. Kann das überlagerte Licht
einem selben fiktiven Zylinder mit einer Grundfläche Fc und einer Höhe l
(l)
c zugeordnet
werden, so verfügt dieses über eine definierte Phasenbeziehung und ist interferenzfähig.
Das im nächsten Abschnitt beschriebene Intensitätsinterferometer misst immer dann Kor-
relationen in den eintreffenden Photonen, wenn diese aus ein und demselben Kohärenzvo-
lumen stammen.
Neben dieser räumlichen Unschärfe gibt es auch eine Unschärfe im Impuls der eintref-
fenden Photonen: Aufgrund der beugungsbegrenzten Auflösung der einzelnen Kollektoren
lässt sich prinzipiell keine Aussage darüber fällen, von welchem Punkt der ausgedehnten
Quelle das Licht emittiert wurde. Aus der resultierenden Varianz der Einfallswinkel ergibt
sich, bei einem mittleren Impulsbetrag von p = h/λ, die folgende Unsicherheit in den
transversalen Impulskomponenten (siehe Abbildung 8.4):




Auch entlang der Ausbreitungsrichtung (z) verfügt der Impuls über eine Unschärfe, die im
Wesentlichen auf die endliche Linienbreite ∆ν der Lichtquelle zurückzuführen ist. Dabei
verhält sich die relative Impulsunschärfe ∆pz/p wie die Linienbreite ∆ν zur mittleren










Die Zustände der Photonen lassen sich durch ihren Ort und Impuls im Phasenraum dar-
stellen. Aus den oben abgeleiteten Varianzen für Ort und Impuls folgt, dass jedem Photon
dann ein endliches Phasenraumvolumen von
∆x∆y∆z ∆px∆py∆pz = Vc ∆px∆py∆pz = h
3. (8.26)
zuzuschreiben ist. Interessanterweise ist dies zugleich die kleinste Volumeneinheit, welche
in Übereinstimmung mit der Heisenbergschen Unschärferelation im Phasenraum aufgelöst
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werden kann. Befinden sich zwei Photonen gleicher Polarisation innerhalb eines solchen
elementaren Phasenraumvolumens, so sind diese Photonen prinzipiell nicht voneinander
zu unterscheiden. Damit besetzen Photonen, die von einer fernen quasi-monochromati-
schen Quelle stammen und sich in einem selben Kohärenzvolumen Vc aufhalten, densel-
ben Quantenzustand. Wir stellen also fest, dass sich, durch eine hinreichende Limitierung
der Linienbreite ∆ν und des Winkeldurchmessers θ der Lichtquelle als auch durch eine
Einschränkung des Beobachtungsvolumens, einzelne Photonenzustände des Lichtfeldes
„herausfiltern“ und analysieren lassen.
8.1.4 Intensitätsinterferometer
Mit einem klassischen Phaseninterferometer von sechs Metern Spannweite konnte Al-
bert Michelson Sterne mit Durchmessern bis hinab zu 0, 02 Bogensekunden vermessen
[279, 280]. Einer weiteren Erhöhung des Auflösungsvermögens durch noch größere Kol-
lektorabstände stehen jedoch zwei praktische Hindernisse entgegen: Zum einen beeinflus-
sen lokale Turbulenzen den Brechungsindex der Luft und verändern somit die optischen
Weglängen, die das Licht in der Atmosphäre durchläuft. Bei großen Kollektorabständen
sind die atmosphärischen Störungen der beiden Strahlen statistisch unabhängig. Mit dem
Gangunterschied der beiden Strahlen bzw. deren relativer Phase schwankt auch das Inter-
ferenzmuster zeitlich in unkontrollierter Weise. Ein zweites Hindernis stellt die endliche
Linienbreite der Lichtquelle dar. Um die Interferenzen bei ausreichenden Intensitäten mit
bloßem Auge sehen zu können, nutzte Michelson den gesamten Spektralbereich des Stern-
lichtes aus. Hieraus resultierte eine sehr kurze longitudinale Kohärenzlänge l(l)c ∼ 15µm.
Entsprechend klein mussten die Gangunterschiede zwischen den beiden Interferometer-
armen sein, damit die Interferenzmuster nicht verwischten. Dies erforderte nicht nur eine
präzise Angleichung der beiden Armlängen, sondern auch eine sehr hohe mechanische Sta-
bilität des Aufbaus. Bei noch größere Interferometerspannweiten ließen sich diese strengen
Anforderungen nicht mehr erfüllen.
Im Jahre 1956 umgingen Robert Hanbury Brown und Richard Twiss (HBT) die hier
beschriebenen Probleme, indem sie ein von ihnen wenige Jahre zuvor entwickeltes radio-
astronomisches Verfahren [284] auf den optischen Spektralbereich übertrugen [285]. Bei
dieser sogenannten Intensitätsinterferometrie werden statt der Feldamplituden die Lichtin-
tensitäten an zwei Raumpunkten miteinander verglichen. Das Verfahren ist somit unemp-
findlich gegenüber kleineren Phasenschwankungen. Der Aufbau eines solchen Intensitäts-
interferometers ist in Abbildung 8.5a schematisch dargestellt. Es besteht aus zwei gegen-
einander verschiebbaren Parabolspiegeln, die das Licht eines Sterns einsammeln und je-
weils auf einen Photomultiplier fokussieren. Die resultierenden Photoströme werden ein-
zeln verstärkt und anschließend in einem linearen Mischer miteinander multipliziert. Das
zeitlich gemittelte Ausgangssignal des Mischers liefert das eigentliche Messsignal. Da die
Photoströme proportional zu den momentanen Intensitäten auf den Detektoren sind, spie-
















Abbildung 8.5: (a) Schematischer Aufbau des stellaren Intensitätsinterferometers nach
Hanbury Brown und Twiss: Das einfallende Sternlicht wird über Hohlspiegel auf zwei
Photodetektoren fokussiert. Die resultierenden Photoströme werden verstärkt und in ei-
nem linearen Mischer miteinander multipliziert. Nach einer zeitlichen Mittelung erhält
man das eigentliche Messsignal, welches proportional zur Korrelationsfunktion zweiter
Ordnung g(2)(l) ist. Misst man g(2)(l) als Funktion des Detektorabstandes l, so lässt sich
daraus die transversale Kohärenzlänge des Lichtes bzw. der Winkeldurchmesser des Sterns
ableiten. (b) Der Graph zeigt die Korrelationsfunktionen zweiter Ordnung g(2)(l) für eine
lineare (blau) und eine kreisrunde (rot) Lichtquelle als Funktion des Detektorabstandes l.
Beide Quellen verfügen über eine homogene Intensitätsverteilung und über einen „Win-
keldurchmesser“ θ. Die Verläufe werden mittels Gleichung 8.13, 8.14 und 8.32 berechnet.
schen den beiden Detektorpositionen wider. Um den Winkeldurchmesser eines Sterns zu
bestimmen, werden diese Intensitätskorrelationen als Funktion des Detektorabstandes ver-
messen.
Klassische Beschreibung der Intensitätskorrelationen
Das eintreffende Sternlicht stammt von einer sehr großen Anzahl unabhängig voneinander
emittierender Atome. Für eine solche chaotische Lichtquelle lassen sich die Intensitätskor-
relationen mittels fluktuierender klassischer Felder beschreiben [225]. Dabei nimmt man
an, dass sich das Lichtfeld ψ(x) an einem beliebigen Raum-Zeit-Punkt x = (r, t) aus den





Auch weiterhin beschreiben die Klammern 〈 〉 eine Ensemblemittelung. Doch im Gegen-
satz zu Gleichung 8.3 entsprechen die im Folgenden angegebenen Intensitäten I(x) (ohne
Querstrich) „momentanen“ Werten, bei denen nur über Zeiten, die sehr kurz gegenüber der
Kohärenzzeit sind, gemittelt wird. Damit folgt für die Intensitätskorrelation 〈I(x1)I(x2)〉
280













〈ψ∗i (x1)ψj(x1)ψ∗j (x2)ψi(x2)〉. (8.28)
Hierbei werden nur Terme berücksichtigt, bei denen das Feld von einem Atom mit dem
komplex konjugierten Feld desselben Atoms multipliziert wird. Wegen der Unabhängig-
keit der einzelnen Emitter fallen alle anderen Terme bei der Ensemble- bzw. zeitlichen
Mittelung heraus. Geht man von einer großen Anzahl ν emittierender Atome aus, so kann
man in Gleichung 8.28 die einfache Summe gegenüber den Doppelsummen vernachlässi-















Für ν Emitter mit identischen Eigenschaften vereinfacht sich der obige Ausdruck zu:
〈I(x1)I(x2)〉 = ν2〈ψ∗i (x1)ψi(x1)〉〈ψ∗i (x2)ψi(x2)〉+ ν2|〈ψ∗i (x1)ψi(x2)〉|2. (8.30)
Um die Intensitätskorrelationen unabhängig von den mittleren Intensitäten I¯(x1) = 〈I(x1)〉
und I¯(x2) = 〈I(x2)〉 zu quantifizieren, die auf die beiden Detektoren fallen, führen wir die
normierte Korrelationsfunktion zweiter Ordnung ein:
g(2)(r1, t1, r2, t2) =
〈I(r1, t1)I(r2, t2)〉
〈I(r1, t1)〉〈I(r2, t2)〉 =
〈ψ∗(x1)ψ(x1)ψ∗(x2)ψ(x2)〉
〈ψ∗(x1)ψ(x1)〉〈ψ∗(x2)ψ(x2)〉 . (8.31)
Setzt man Gleichung 8.30 und die mittleren Intensitäten in Gleichung 8.31 ein und verwen-
det die Definition der Korrelationsfunktion erster Ordnung 8.5, so erhält man schließlich:
g(2)(r1, t1, r2, t2) = 1 + |g(1)(r1, t1, r2, t2)|2. (8.32)
Diese wichtige Relation zwischen Korrelationsfunktion erster und zweiter Ordnung wird
später auch im Rahmen einer quantenmechanischen Beschreibung des Lichtes hergeleitet.
Sie gilt für jede Form von chaotischem Licht. Im Spezialfall einer weit entfernten Licht-
quelle gilt das van Cittert-Zernike-Theorem 8.12 und es folgt (für t1 = t2 und l = |r1−r2|)















I¯Q(x, y) dxdy die auf den Detektoren eintreffende Gesamtleistung ist.
Aufgrund der Relation 8.32 bzw. 8.33 bietet die Intensitätsinterferometrie eine alternati-
ve Methode, die Kohärenzeigenschaften einer chaotischen Lichtquelle zu untersuchen. Der
rote Graph in Abbildung 8.5b zeigt die berechnete Korrelationsfunktion zweiter Ordnung
g(2)(l) für eine homogene Sternscheibe als Funktion des Detektorabstandes l. Durch den
Vergleich dieses Verlaufs mit den gemessenen Intensitätskorrelationen konnten Hanbury
Brown und Twiss die transversale Kohärenzlänge l(t)c des eintreffenden Sternlichtes bzw.
den Winkeldurchmesser θ des entsprechenden Sternes bestimmen.
Da das HBT-Interferometer nur Intensitäten misst, ist es weitaus robuster gegenüber
Phasenschwankungen, als das Michelson-Interferometer. Die hohe Robustheit des HBT-
Interferometers erlaubt es, Integrationszeiten von vielen Stunden zu realisieren und somit
auch bei schwachen Intensitäten zu messen. Folglich lässt sich über schmalbandige Filter
die effektive spektrale Breite der Quelle reduzieren und somit die longitudinale Kohärenz-
länge (bzw. Kohärenzzeit) erheblich verlängern. Entsprechend klein werden die Anforde-
rungen an die mechanische Stabilität des Interferometers und an die Qualität der Sammel-
optik. Im Allgemeinen werden beim Intensitätsinterferometer die Messungen der transver-
salen Kohärenzeigenschaften nicht durch Schwankungen der Gangunterschiede gestört,
solange diese kleiner sind als die longitudinale Kohärenzlänge des detektierten Lichtes.
Dies erlaubte es Hanbury Brown und Twiss, selbst mit einem recht rudimentären Inter-
ferometer, das aus zwei modifizierten Suchlichtern aus dem zweiten Weltkrieg aufgebaut
war, den Winkeldurchmesser von Sirius zu bestimmen [285].
In Anschluss an diese erfolgreiche Messung bauten die beiden Astrophysiker eine weit-
räumige Beobachtungsstation im australischen Busch auf (Narrabri/Sydney). Hier bestand
das Interferometer aus zwei Reflektoren mit einem Durchmesser von jeweils 6, 5 m. Diese
ließen sich auf einem großen Schienenkreis verschieben und somit in variablen Abständen
von bis zu 188 m positionieren. Das Instrument ermöglichte es erstmals, Sterndurchmesser
bis hinab zu ∼ 5 · 10−4 Bogensekunden präzise zu vermessen [286, 287].
8.2 Hanbury Brown und Twiss-Effekt
Im Rahmen einer klassischen Feldbeschreibung lassen sich die Korrelationen in den Pho-
toströmen des HBT-Interferometers leicht nachvollziehen, da die beiden Detektoren ein
und demselben Feld ausgesetzt sind, das innerhalb des Kohärenzvolumens Vc synchron
fluktuiert. Übersetzt ins Teilchenbild, entsprechen die Korrelationen einem gehäuften Auf-
treten von Photonenkoinzidenzen zwischen den beiden Detektoren. Tatsächlich ist, wenn
ein Photon auf einem Detektor nachgewiesen wird, für Detektorabstände l . l(t)c die Wahr-
scheinlichkeit erhöht, innerhalb der Kohärenzzeit τc ein weiteres Photon auf dem zweiten
Detektor nachzuweisen. Das gebündelte Eintreffen der Photonen auf den beiden Detek-
toren wird als HBT- oder Bunching-Effekt bezeichnet. Da die Atome einer chaotischen
Lichtquelle unabhängig voneinander Licht emittieren, kann der Bunching-Effekt nicht in
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einem naiven Photonenbild verstanden werden, welches die quantenmechanischen Welle-
neigenschaften des Lichtes außer Acht lässt. Das Lichtfeld am Ort eines Detektors muss
vielmehr als eine Überlagerung sämtlicher von der Lichtquelle ausgehender Wellenzüge
betrachtet werden. Aus deren zufälligen Überlagerung ergeben sich die Intensitätsfluktua-
tionen am Ort des Detektors. Befinden sich die beiden Detektoren (räumlich und zeitlich)
innerhalb eines selben Kohärenzvolumens Vc, so sind gemäß Abschnitt 8.1.3 zwei zufällig
bei den Detektoren eintreffende Wellenzüge miteinander kohärent und daher interferenzfä-
hig. Im Vergleich zu einer inkohärenten Addition führt die Interferenz zu einer überhöhten
Intensitätsfluktuation [288]. Da die Wellenzüge innerhalb eines selben Kohärenzvolumens
Vc dieselbe Lichtmode beschreiben, entspricht eine solche Intensitätsspitze mehreren Pho-
tonen in einem selben Quantenzustand. Diese Photonen können von beiden Detektoren als
Koinzidenzen gemessen werden. Dieser heuristische Erklärungsansatz soll im Folgenden
auf eine solide quantenmechanische Basis gestellt werden. Dabei zeigt sich, dass das ge-
bündelte Auftreten der Photonen eine unmittelbare Konsequenz der bosonischen Symme-
trieeigenschaften der Vielteilchenwellenfunktion ist: Ununterscheidbare Bosonen weisen
die Tendenz auf, denselben Quantenzustand bzw. dasselbe Phasenraumvolumen mehrfach
zu besetzen.
8.2.1 HBT-Experiment
Bevor Hanbury Brown und Twiss das erste stellare Intensitätsinterferometer für den op-
tischen Frequenzbereich bauten, wiesen sie den Effekt des Photon-Bunching in einem
grundlegenden Laborexperiment nach [43]. Abbildung 8.6a zeigt das Prinzip des Auf-
baus. Das Licht einer sehr schmalbandigen thermischen Quelle wird räumlich gefiltert und
mittels eines symmetrischen Strahlteilers auf zwei Photodetektoren geschickt. Die Pho-
toströme der beiden Detektoren werden miteinander multipliziert und zeitlich gemittelt.
Anhand dieser Mittelwerte konnten Hanbury Brown und Twiss zeigen, dass die beiden
Detektoren eine deutliche Tendenz aufweisen, Photonen simultan nachzuweisen.
Die Korrelationen lassen sich auch als Funktion einer zeitlichen Verzögerung τ = ∆s/c
untersuchen, indem man einen der beiden Detektoren um eine zusätzliche Wegstrecke ∆s
verfährt. Für einen symmetrischen Strahlteiler und Licht, das sich als klassisches Feld
beschreiben lässt, sind die Intensitäten auf den beiden Detektoren über die Beziehung
I1(t) = I2(t) =
1
2
I(t) mit der Intensität I(t) des einlaufenden Lichtes verknüpft (Die




〈I(t)〉〈I(t+ τ)〉 = g
(2)(τ). (8.34)
Die gemessenen Mittelwerte geben also direkte Auskunft über die zeitliche Korrelati-
onsfunktion zweiter Ordnung g(2)(τ). Aus deren Verlauf lässt sich über die Relation 8.32
und das Wiener–Khinchin-Theorem 8.20 die Linienbreite und Linienform der Lichtquelle
ermitteln (siehe Abbildung 8.6b). Während die Bestimmung der spektralen Eigenschaf-














Abbildung 8.6: (a) Schematischer Aufbau des klassischen HBT-Experiments: Räumlich
gefiltertes Licht wird mittels eines Strahlteilers auf zwei Photodetektoren geschickt. Aus
den Detektorsignalen lässt sich die zeitliche Korrelationsfunktion zweiter Ordnung g(2)(τ)
bestimmen. Hierbei ist τ = ∆s/c die durch den Gangunterschied ∆s verursachte zeit-
liche Verzögerung. (b) Der Graph zeigt g(2)(τ) für eine dopplerverbreiterte Natrium-
Lichtquelle (siehe Abbildung 8.3). Aus dem Verlauf des Korrelationssignals lässt sich über
das Wiener–Khinchin-Theorem 8.20 und die Relation 8.32 die Linienbreite und Linien-
form der Quelle bestimmen.
Gangunterschiede gestört wird (siehe Abbildung 8.3b), erweist sich die intensitätsinterfe-
rometrische Methode als unempfindlich gegenüber kleinen Phasenschwankungen. In den
folgenden Abschnitten werden wir wiederholt auf das HBT-Experiment zurückkommen.
Es sei bemerkt, dass moderne HBT-Experimente häufig nur noch einen einzigen Detek-
tor verwenden. Hier werden die Ankunftszeiten der Photonen elektronisch registriert und
anschließend zur Bestimmung der Korrelationen an einem Rechner ausgewertet.
8.2.2 Photodetektionswahrscheinlichkeiten
Ein intuitiveres Verständnis der Korrelationsfunktion zweiter Ordnung g(2)(r1, t1, r2, t2)
ergibt sich, wenn man diese als Verhältnis von Photonen-Nachweiswahrscheinlichkeiten
darstellt. Aus einer semi-klassischen Theorie des Detektionsprozesses [40, 281] folgt, dass
die Umwandlung der kontinuierlichen elektromagnetischen Strahlung in Photoelektronen
einem zufälligen Prozess entspricht. Die Wahrscheinlichkeit ein einzelnes Photon auf ei-
nem Detektor am Ort r1 innerhalb eines kurzen Zeitfensters∆t um den Zeitpunkt t1 herum
zu detektieren, ist proportional zur momentanen Intensität, die auf den Detektor fällt:
P1(r1, t1)∆t = η I(r1, t1)∆t. (8.35)
Naturgemäß ist dies zugleich die Wahrscheinlichkeit, mit der im Detektor ein Photoelek-
tron erzeugt wird. Dabei ist η eine Konstante, die die Empfindlichkeit des Detektors be-
schreibt. Ein analoger Ausdruck ergibt sich für die Nachweiswahrscheinlichkeit P2(r2, t2)
auf einem zweiten, identischen Detektor am Ort r2 zum Zeitpunkt t2. Wenn sich die
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Photoemissionen gegenseitig nicht beeinflussen, dann ist die gemeinsame Nachweiswahr-
scheinlichkeit P1∩2(r1, t1, r2, t2)∆t2 (Zwei-Teilchen-Nachweiswahrscheinlichkeit) durch
das Produkt der beiden unabhängigen Nachweiswahrscheinlichkeiten gegeben:
P1∩2(r1, t1, r2, t2)∆t2 = η2 I(r1, t1)I(r2, t2)∆t2. (8.36)
Der Ausdruck für die gemeinsame Nachweiswahrscheinlichkeit gilt auch, wenn die bei-
den Detektionsprozesse auf ein und demselben Detektor (r1 = r2) zu den Zeiten t1 und t2
stattfinden. Bei einem zeitlich fluktuierenden Feld müssen die obigen Ausdrücke entspre-
chend gemittelt werden und man erhält für die Einzelnachweiswahrscheinlichkeit
P1(r1, t1)∆t = η 〈I(r1, t1)〉∆t (8.37)
und für die gemeinsame Nachweiswahrscheinlichkeit
P1∩2(r1, t1, r2, t2)∆t2 = η2 〈I(r1, t1)I(r2, t2)〉∆t2. (8.38)
Auch wenn sich in der klassischen Feldbeschreibung die beiden Photoemissionen nicht
gegenseitig beeinflussen, so sind diese doch über das gemeinsame fluktuierende Feld mit-
einander korreliert. In Experimenten zur Photonenstatistik interessiert man sich außerdem
häufig für die bedingte Wahrscheinlichkeit P1|2(r1, t1, r2, t2)∆t, ein Photoelektron am
Raum-Zeit-Punkt (r2, t2) zu registrieren, wenn zuvor ein Photoelektron am Raum-Zeit-
Punkt (r1, t1) erzeugt wurde. Zwischen den verschiedenen Nachweiswahrscheinlichkeiten
gilt die folgende Beziehung:
P1∩2(r1, t1, r2, t2)∆t2 = P1(r1, t1)∆tP1|2(r1, t1, r2, t2)∆t. (8.39)
Mit Gleichung 8.37 bis 8.39 lässt sich die Korrelationsfunktion zweiter Ordnung 8.31 wie
folgt darstellen:
g(2)(r1, t1, r2, t2) =
P1∩2(r1, t1, r2, t2)
P1(r1, t1)P2(r2, t2)
=
P1|2(r1, t1, r2, t2)
P2(r2, t2)
. (8.40)
Ist die gemeinsame Nachweiswahrscheinlichkeit faktorisierbar, P1∩2 = P1P2, so sind die
beiden Detektionsprozesse vollständig unkorreliert und die Korrelationsfunktion nimmt
den Wert g(2)(r1, t1, r2, t2) = 1 an.
Betrachten wir nochmal den HBT-Aufbau aus Abbildung 8.6. Bei einem Gangunter-
schied ∆s = 0 lässt sich hiermit die unverzögerte Korrelation g(2)(τ = 0) bestimmen.
Sind die Nachweiswahrscheinlichkeiten auf den beiden Detektoren voneinander unabhän-
gig, so gilt g(2)(0) = 1 und das auf den Strahlteiler treffende Feld entspricht einer perfekt
stabilen Welle. Handelt es sich jedoch um ein fluktuierendes Feld, so sind die Nachweis-
wahrscheinlichkeiten voneinander abhängig und man beobachtet eine positive Korrelation
g(2)(0) > 1. Aus der Ungleichung von Cauchy-Schwarz folgt, dass die in Gleichung 8.31
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definierte Korrelationsfunktion g(2)(0) nicht kleiner als 1 werden kann. Für klassische Fel-
der sind die Photonenereignisse auf den beiden Detektoren daher niemals antikorreliert.
Dies ist plausibel, da der Strahlteiler das klassische Feld in zwei identische Kopien auf-
spaltet, welche nur gemeinsam oder gar nicht fluktuieren können. Für klassische Felder ist
es unmöglich, dass die Intensität auf dem einen Detektor zunimmt, während sie auf dem
anderen Detektor abnimmt.
8.2.3 Quantentheoretische Beschreibung
Um eine korpuskulare Vorstellung vom Licht mit den Ergebnissen der HBT-Experimente
vereinbaren zu können, wurde eine vollständig quantentheoretische Beschreibung der elek-
tromagnetischen Felder und des Detektionsprozesses notwendig. Im Jahre 1963 präsentier-
te Roy J. Glauber in drei ausführlichen Artikeln die formalen Konzepte für eine Quanten-
theorie der optischen Kohärenzen [289–291]. Diese Arbeit bildete die Grundlage für eine
Vielzahl weitergehender theoretischer als auch experimenteller Studien und ermöglichte
ein tieferes Verständnis des wenige Jahre zuvor erstmals erzeugten Laserlichtes. Mit sei-
ner Theorie leistete Glauber einen entscheidenden Beitrag zur Entwicklung der modernen
Quantenoptik, wofür er im Jahr 2005 mit dem Nobelpreis ausgezeichnet wurde [292].
Im Folgenden wollen wir einige wichtige Konzepte dieser Theorie erläutern. Dabei ver-
wenden wir eine möglichst allgemeine Beschreibung, die sowohl für bosonische als auch
fermionische Quantenfelder gültig ist und sich später direkt auf Atome übertragen lässt.
Quantenmechanischer Detektionsprozess
Während sich das Amplitudenquadrat einer klassischen Welle im Prinzip durch eine belie-
big kleine Störung bestimmen lässt, muss für die Messung eines Quantenfeldes mindes-
tens ein Energiequant vernichtet werden. Insbesondere bei Korrelationsmessungen ist zu
berücksichtigen, dass das Lichtfeld bei jedem Detektionsprozess um ein Photon verringert
wird. Folglich kann ein Lichtfeld, das aus n Photonen besteht, auch nur Korrelationen bis
zur n-Ordnung aufweisen.
Allgemein lassen sich die Detektionsprozesse mittels der Feldoperatoren der zweiten
Quantisierung beschreiben, die abhängig von der Natur des Feldes bosonischen oder fer-
mionischen Kommutationsregeln gehorchen (siehe Abschnitt 2.1.1). Der Vernichtungsope-
rator ψˆ(r, t) beschreibt die Detektion eines Teilchens am Ort r zum Zeitpunkt t. Durch
den adjungierten Operator ψˆ†(r, t) wird ein Teilchen am Raum-Zeit-Punkt (r, t) erzeugt.












Bei elektromagnetischen Feldern können ψˆ(r, t) = Eˆ(+)(r, t) und ψˆ†(r, t) = Eˆ(−)(r, t)
mit den positiven bzw. negativen Frequenzanteilen und die Wellenfunktionen ψk(r, t) mit
den verschiedenen Moden des Lichtfeldes identifiziert werden.
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Wird auf einem Detektor am Ort r zum Zeitpunkt t ein einzelnes Photon nachgewiesen,
so wechselt das Lichtfeld von seinem Ausgangszustand |i〉 in einen neuen Zustand |f〉, der
ein Photon weniger enthält. Die Wahrscheinlichkeitsamplitude für diesen Prozess ist durch
das Matrixelement
〈f |ψˆ(r, t)|i〉 (8.42)
gegeben. Die Wahrscheinlichkeit ein Photon nachzuweisen, ergibt sich durch Bildung des
Betragsquadrates und durch Summation über den vollständigen Satz aller möglichen End-
zustände |f〉: ∑
f
|〈f |ψˆ(r, t)|i〉|2 =
∑
f
〈i|ψˆ†(r, t)|f〉〈f |ψˆ(r, t)|i〉
= 〈i|ψˆ†(r, t)ψˆ(r, t)|i〉. (8.43)
Bei intensitätsinterferometrischen Messungen, wie denen von Hanbury Brown und Twiss,
werden zwei Photonen an zwei verschiedenen Raum-Zeit-Punkten nachgewiesen, dabei ist
der Endzustand |f〉 um zwei Teilchen verringert und die zugehörige Übergangsamplitude
lautet:
〈f |ψˆ(r2, t2)ψˆ(r1, t1)|i〉. (8.44)
Analog zur obigen Überlegung findet man für die gemeinsame Nachweiswahrscheinlich-
keit der beiden Photonen:
〈i|ψˆ†(r1, t1)ψˆ†(r2, t2)ψˆ(r2, t2)ψˆ(r1, t1)|i〉. (8.45)
An dieser Stelle sei darauf hingewiesen, dass im Allgemeinen die zueinander adjungierten
Operatoren in den Nachweiswahrscheinlichkeiten 8.43 und 8.45 nicht miteinander kom-
mutieren. Die Anordnung, bei der sämtliche Vernichtungsoperatoren rechts von den Er-
zeugungsoperatoren stehen, wird als Normalordnung bezeichnet und ist eine direkte Kon-
sequenz des destruktiven Detektionsprozesses (also z.B. der Photonenabsorption).
Quantenmechanische Definitionen der Korrelationsfunktionen
Im Allgemeinen befindet sich das zu untersuchende Feld nicht in einem reinen Quanten-
zustand, sondern der Ausgangszustand |i〉 ist nur mit einer gewissen statistischen Wahr-
scheinlichkeit pi besetzt. Gemäß Abschnitt 2.1.3 lässt sich ein solches statistisches Ge-
misch durch den zugehörigen Dichteoperator ρˆ beschreiben. Statt an der Nachweiswahr-
scheinlichkeit für einen wohldefinierten Ausgangszustand |i〉 ist man bei einem statisti-
schen Gemisch an dem Ensemblemittelwert der Nachweiswahrscheinlichkeiten interes-
siert. Mittels der in Gleichung 2.29 definierten Konvention lassen sich unsere Betrachtun-
gen auf statistische Gemische verallgemeinern. Somit erhalten wir zum Beispiel für die
Einteilchennachweiswahrscheinlichkeit:
Sp(ρˆψˆ†(r, t)ψˆ(r, t)) ≡ 〈ψˆ†(r, t)ψˆ(r, t)〉 = 〈nˆ(r, t)〉. (8.46)
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Bei einem Lichtfeld entspricht 〈nˆ(r, t)〉 der mittleren Photonendichte.
In Interferenzexperimenten, wie sie mit dem Michelson- oder Mach-Zehnder-Interfe-
rometer durchgeführt werden, misst man Intensitäten, die sich aus der Überlagerung von
Feldamplituden zweier verschiedener Raum-Zeit-Punkte ergeben. Um die mittlere Photo-
nendichte in einem Feld der Art (ψˆ(r1, t1) + ψˆ(r2, t2)) zu bestimmen, muss man einen
Ausdruck wie in Gleichung 8.46 auswerten, dessen beiden Argumente jedoch zwei ver-
schiedenen Raum-Zeit-Punkten angehören. Dies führt uns zur quantenmechanischen For-
mulierung der Korrelationsfunktion erster Ordnung:
G(1)(r1, t1, r2, t2) = 〈ψˆ†(r1, t1)ψˆ(r2, t2)〉. (8.47)
Analog lautet die quantenmechanische Definition der Korrelationsfunktion zweiter Ord-
nung:
G(2)(r1, t1, r2, t2) = 〈ψˆ†(r1, t1)ψˆ†(r2, t2)ψˆ(r2, t2)ψˆ(r1, t1)〉. (8.48)
Wie bei den klassischen Definitionen 8.5 und 8.31 lassen sich auch normierte Korrelati-
onsfunktionen einführen:














Die klassischen und quantenmechanischen Definitionen der Korrelationsfunktionen wei-
sen formal eine ähnliche Struktur auf. Anstelle von Mittelwerten klassischer Feldamplitu-
den bzw. Intensitäten werden nun jedoch Erwartungswerte quantenmechanischer Opera-
toren ausgewertet. In Übereinstimmung mit dem semi-klassischen Ergebnis 8.40 gibt die
normierte Korrelationsfunktion zweiter Ordnung 8.50 das Verhältnis zwischen der gemein-
samen Nachweiswahrscheinlichkeit P1∩2 und dem Produkt P1P2 der beiden Einzelwahr-
scheinlichkeiten an. Die Nachweiswahrscheinlichkeiten sind proportional zu den Erwar-
tungswerten normalgeordneter Operatoren, wobei die Normalordnung den destruktiven
Charakter des Detektionsprozesse widerspiegelt.
Nicht-klassische Felder und Antibunching
Als Nächstes wenden wir uns nochmal dem HBT-Experiment aus Abbildung 8.6 zu, dies-
mal im Rahmen einer vollständig quantentheoretischen Beschreibung. Wiederum interes-
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sieren wir uns für den Fall simultaner (τ = 0) Photodetektionen auf den beiden Detektoren.
Wird das Licht, bevor es auf den Strahlteiler trifft, ausreichend räumlich gefiltert und ist
die Zeitskala, innerhalb derer der Messprozess stattfindet, klein gegenüber der Kohärenz-
zeit τc, so kann man davon ausgehen, dass nur eine einzelne Mode des Strahlungsfeldes
vermessen wird, oder – was gleichbedeutend ist – dass alle detektierten Photonen aus dem-
selben Kohärenzvolumen stammen. Somit bleibt in der Entwicklung 8.41 nur noch der







Da wir unsere Betrachtungen auf eine einzelne Mode beschränken, lassen wir den Index
k im Folgenden fallen. Im rechten Ausdruck von Gleichung 8.51 manifestiert sich das
quantenmechanische Prinzip, dass der Messprozess das zu messende System beeinflusst.
Bei der Bestimmung der Anzahl n der Photonen verringert sich deren Anzahl um eins,
sodass bei der zweiten Messung nur noch (n − 1) Photonen vorliegen. Hierin besteht der
grundlegende Unterschied zwischen der klassischen und der quantenmechanischen Kohä-
renz zweiter Ordnung.
In der vollständig quantentheoretischen Beschreibung gibt es nun auch Felder, deren
Korrelationsfunktionen die Ungleichung g(2)(0) ≥ 1 verletzen und die daher als nicht-
klassisch bezeichnet werden. Ein einfaches Beispiel für ein solches nicht-klassisches Feld
ist ein Lichtstrahl, der nur aus einem einzelnen Photon besteht. Das Feld ist dann ein
Eigenzustand des Photonenzahloperators, nˆ|1〉 = 1|1〉, und durch Einsetzen in Gleichung
8.51 folgt g(2)(0) = 0.
Das erste HBT-Experiment, indem sich ein nicht-klassisches Feld nachweisen ließ, wur-
de im Jahre 1977 durchgeführt [293]. Hier diente die Resonanzfluoreszenz einzelner Ato-
me als Lichtquelle. Da ein Atom nur ein Photon aussendet und sich dieses Photon nur
einmal detektieren lässt, können die beiden Detektoren im HBT-Aufbau niemals synchron
ansprechen. Die Detektorsignale sind also vollständig antikorreliert. Das einzelne Auftre-
ten der Photonen wird auch als Antibunching bezeichnet. Hierin spiegelt sich die Tatsache
wider, dass jede Mode des Lichtfeldes maximal mit einem Photon besetzt ist. Während
das Antibunching nur bei speziell präparierten Lichtfeldern zu beobachten ist, tritt der Ef-
fekt bei fermionischen Teilchen zwangsläufig auf, denn hier verbietet das Pauli-Prinzip
eine Mehrfachbesetzung desselben Quantenzustandes bzw. desselben Kohärenzvolumens.
Fermionische Felder lassen sich daher nur quantentheoretisch beschreiben.
Kohärente Zustände
In der klassischen Theorie haben wir gesehen, dass perfekt stabile Wellen aufgrund feh-
lender Intensitätsfluktuationen keinerlei Korrelationen zweiter Ordnung aufweisen. Die
Quantenzustände eines Ein-Moden-Feldes, die einem solchen klassischen Zustand defi-
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nierter Phase und Amplitude am nächsten kommen, sind die kohärenten oder Glauber-
Zustände [225]. Diesen Zuständen sind wir bereits in Abschnitt 5.4.1 begegnet. Dort er-
laubten sie uns eine quantenmechanische Beschreibung der makroskopischen Kondensat-
wellenfunktionen. Allgemein beschreiben kohärente Zustände Quantenfelder, welche bei
vorgegebener mittlerer Teilchenzahl 〈nˆ〉 ≡ n ein minimales Produkt aus Amplituden- und
Phasenschwankungen aufweisen. Die kohärenten Zustände lassen sich als Überlagerung






|n〉 mit |α|2 = 〈nˆ〉. (8.52)
Im Fall einer Lichtmode entsprechen die Fock-Zustände |n〉 Zuständen definierter Pho-
tonenzahl. Da kohärente Zustände keine definierte Photonenzahl aufweisen und Eigenzu-
stände des Vernichtungsoperators sind,
aˆ|α〉 = α|α〉, (8.53)
haben sie die besondere Eigenschaft, nicht durch den Detektionsprozess verändert zu wer-
den. Diese Eigenschaft weisen alle Quantenfelder auf, die von einer klassischen Stromver-
teilung abgestrahlt werden. Bei dem Eigenwert α handelt es sich um eine komplexwerti-
ge Funktion, die genau mit der klassischen Lösung des abgestrahlten elektrischen Feldes
übereinstimmt. Der kohärente Zustand |α〉 ist ein reiner Zustand und lässt sich durch den
trivialen Dichteoperator ρˆ = |α〉〈α| beschreiben. Hiermit folgt für die Korrelationsfunk-
tion zweiter Ordnung g(2)(0) = 1. Dies stimmt mit dem klassischen Ergebnis für eine
perfekt stabile Welle überein. Die Wahrscheinlichkeit, dass in einem kohärenten Zustand
der mittleren Besetzungszahl n genau n Photonen nachgewiesen werden, ergibt sich aus





Hierbei handelt es sich um eine Poisson-Verteilung. Sie entspricht einer rein zufälligen
Verteilung, was nochmals das Fehlen jeglicher Korrelationen zwischen den Photonen be-
stätigt. Alternativ beschreibt pn die Wahrscheinlichkeit, genau n Photonen innerhalb einer
Zeitdauer ∆t τc zu registrieren, wenn innerhalb von ∆t im Ensemblemittel n Photonen
des kohärenten Lichtfeldes detektiert werden. Die quadratische Varianz in der Anzahl der
detektierten Photonen ergibt sich zu
(∆n)2 = 〈(nˆ− n)2〉 = 〈nˆ2〉 − n2 = n. (8.55)
Zwar verfügt kohärentes Licht über eine maximale Amplituden- und Intensitätsstabilität,
dennoch misst ein Detektor, auf den das Licht fällt, gemäß Gleichung 8.55 zeitliche Inten-
sitätsfluktuationen. Diese Fluktuationen werden als Schrotrauschen bezeichnet. Sie sind
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auf die diskrete und zufällige Natur des Detektionsprozesses zurückzuführen: Das Ent-
fernen von Energie aus dem Lichtfeld kann immer nur in Einheiten von ganzen Photonen
geschehen. Die relative Intensität des Schrotrauschens∆n/n nimmt mit der mittleren Teil-
chenzahl gemäß 1/
√
n ab und kann daher bei hohen Intensitäten bzw. großen mittleren
Teilchenzahlen vernachlässigt werden.
Glauber erkannte, dass Laserlicht die hier aufgeführten statistischen Eigenschaften be-
sitzt und sich in guter Näherung durch kohärente Zustände beschreiben lässt. Arecchi
konnte als Erster die reduzierten Intensitätsfluktuationen in Laserlicht experimentell nach-
weisen [294]. Aufgrund der stimulierten Emission baut sich innerhalb eines Laserreso-
nators ein starkes oszillierendes Feld auf, dessen Amplitude durch den Sättigungseffekt
des Lasermediums stabilisiert wird. Zusammen mit dem Feld bildet sich eine oszillierende
makroskopische Polarisation im aktiven Medium aus. Da die makroskopische Polarisation
von den einzelnen Emissionsprozessen weitgehend unbeeinflusst bleibt, sind die Photonen
statistisch unabhängig. Andererseits bewirkt die makroskopische Phasenbeziehung, dass
alle Emissionen in ein und dieselbe kollektive Lichtmode stattfinden.
Chaotisches Licht
Auch in der Quantentheorie kann chaotisches Licht als eine zufällige Überlagerung von
Feldern aufgefasst werden. Doch statt klassischer Wellen handelt es sich nun um kohä-
rente Zustände [291, 295]. Das Superpositionsprinzip erlaubt es eine Überlagerung von j
kohärenten Zuständen durch folgenden Dichteoperator darzustellen:
ρˆ = |α1 + . . .+ αj〉〈α1 + . . .+ αj|. (8.56)
Bei chaotischem Licht entsprechen die Amplituden der individuellen Anregungen zufälli-
gen komplexen Zahlen αj , deren Summe α = (α1 + . . . + αj) eine Zufallsbewegung in
der komplexen Ebene ausführt. Im Limes j →∞ nähert sich die Wahrscheinlichkeitsver-






Dabei bezeichnet n = |α|2 die mittlere Photonenzahl der betrachteten Mode. Der Dichte-
operator, der die statistische Mischung aus kohärenten Zuständen beschreibt, kann somit




Mittels der Entwicklung 8.52 lässt sich der Dichteoperator in die Basis der Fock-Zustände









Der Vorfaktor in der Summe entspricht einer Bose-Einstein-Verteilung und gibt die Wahr-
scheinlichkeit pn an n Photonen vorzufinden, wenn die mittlere Besetzungszahl der Licht-
mode n beträgt. Damit ergibt sich die quadratische Varianz der Photonenzahl zu:
(∆n)2 = n+ n2. (8.60)
Die Fluktuationen ∆n in einer Mode sind also von derselben Größenordnung wie die mitt-
lere Besetzungszahl n und damit sehr stark. In der Tat beschreibt der Dichteoperator 8.59
ein maximal chaotisches Lichtfeld, denn es lässt sich zeigen, dass der zugehörige gemisch-
te Zustand eine maximale Entropie (für vorgegebenes n) aufweist. Betrachtet man einen
Resonator im thermischen Gleichgewicht, so ist die mittlere Photonenzahl in einer Licht-
mode der Frequenz ν durch das Planksche Strahlungsgesetzt n = [exp(hν/kBT ) − 1]−1
gegeben, wobei kB die Boltzmann-Konstante und T die Temperatur des Resonators be-
zeichnet. Setzt man dieses Ergebnis in den Dichteoperator 8.59 ein, so erhält man die Pho-
tonenverteilung innerhalb einer thermischen Strahlungsmode. Demnach stellt thermisches
Licht eine spezielle Form von chaotischem Licht dar.
In seiner berühmten Arbeit zur Quantenstatistik eines idealen atomaren Gases unter-
suchte Albert Einstein die Teilchenzahlfluktuationen in einem kleinen Teilvolumen eines
solchen Gases [296]. Für endliche Temperaturen fand er dieselbe Varianz wie in Gleichung
8.60. Den linearen Rauschterm interpretierte er als Fluktuationen zwischen unabhängigen
Teilchen, was heute als Schrotrauschen bezeichnet wird. Bereits damals erkannte Einstein,
dass der quadratische Rauschterm die Folge eines Interferenzeffektes ist, der auf die Wel-
lennatur der Teilchen zurückzuführen ist. Ganz allgemein gilt die durch Gleichung 8.60
beschriebenen Varianz für beliebige Teilchen, die der Bose-Einstein-Verteilung gehorchen.
Gemäß der obigen Beschreibung kann chaotisches Licht durch eine zufällige Überla-
gerung vieler unabhängiger kohärenter Lichtfelder erzeugt werden. So schickte Arecchi
einen kohärenten Laserstrahl durch eine drehende Streuscheibe variabler Winkelgeschwin-
digkeit um chaotisches Licht mit einer frei einstellbaren Kohärenzzeit zu generieren [294].
Das auf diese Weise erzeugtes Licht weist ebenfalls Bunching auf und wird als pseudo-
thermisch bezeichnet.
Das Experiment von Arecchi macht deutlich, dass ein Intensitätsinterferometer als eine
Art Speckle-Analysator aufgefasst werden kann. Denn fällt das pseudo-thermische Licht
auf einen Beobachtungsschirm, so erzeugt es auf diesem ein räumlich und zeitlich va-
riierendes Specklemuster. Aus der Größe und zeitlichen Entwicklung der granularen In-
tensitätsverteilungen (Speckle) lassen sich die Kohärenzlänge und die Kohärenzzeit der
Lichtquelle ableiten. Wie wir später sehen werden, können auch Absorptionsaufnahmen
von frei expandierenden Atomwolken als Speckle-Muster aufgefasst werden, aus deren
Analyse sich Informationen über die atomare Quelle gewinnen lassen.
Wie aus Gleichung 8.40 hervorgeht, gibt die Korrelationsfunktion zweiter Ordnung das
Verhältnis zwischen der bedingten und der einzelnen Photodetektionswahrscheinlichkeit
an. Wertet man Gleichung 8.51 mit dem Dichteoperator 8.59 aus, so erhalten wir für chao-
tisches Licht das Ergebnis g(2)(0) = 2. Demnach verdoppelt sich die Wahrscheinlichkeit,
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ein Photon zu detektieren, wenn bereits unmittelbar zuvor ein Photon detektiert wurde.
Dies ist gerade das Photon-Bunching, welches Hanbury Brown und Twiss an thermischem
Licht beobachten konnten. Innerhalb einer selben Mode sind die Photonen über die Bose-
Einstein-Verteilung miteinander korreliert. Führt man dasselbe HBT-Experiment jedoch
mit längeren Verzögerungszeiten τ  τc durch, so gehören die detektierten Photonen ver-
schiedenen Moden an. In diesem Fall sind die Photonen statistisch unabhängig und die
Korrelationsfunktion geht gegen eins: g(2)(τ  τc) = 1.
Erst durch die Analyse der Photonenstatistik lässt sich eindeutig feststellen, ob Licht
von einer thermischen oder einer kohärenten Quelle stammt oder womöglich von einer
rein quantenmechanischen Quelle, wie einem einzelnen Atom, emittiert wurde. Die ver-
schiedenen Quellen können über die Intensitätskorrelationen unterschieden werden. So
zeigt g(2) Bunching für thermisches Licht, einen flachen Verlauf für kohärente Strahlung
und Antibunching für nicht-klassisches Licht. Zudem lassen sich aus dem funktionalen
Verlauf von g(2) über Gleichung 8.32, das Wiener–Khinchin- 8.20 und das van Cittert-
Zernike-Theorem 8.12 Informationen über die Linienbreite und die Geometrie der Licht-
quelle gewinnen. Die Übereinstimmung zwischen der klassischen und der quantenmecha-
nischen Kohärenztheorie bei klassischen Feldern ist darauf zurückzuführen, dass sich die
Felder im Bereich g(2) ≥ 1 durch kohärente Zustände |α〉 beschreiben lassen. Kohärente
Zustände sind Eigenzustände der Feldoperatoren aˆ und deren Eigenwerte α stimmen mit
den Amplituden der klassischen Felder überein. Damit können die klassisch hergeleiteten
Theoreme 8.12 und 8.20 auch in der quantenmechanischen Kohärenztheorie angewendet
werden.
8.2.4 HBT-Effekt in bosonischen und fermionischen Quantenfeldern
In Hinblick auf eine spätere Erweiterung auf Atome, sollen im Folgenden die chaotischen
Quantenfelder als ideale bosonische bzw. fermionische Gase im thermischen Gleichge-
wicht betrachtet werden. Für diese Gase wollen wir, analog zu Gleichung 8.32, die Kor-
relationsfunktion zweiter Ordnung durch die Korrelationsfunktion erster Ordnung aus-
drücken. Die quantenmechanischen Korrelationsfunktionen enthalten Ensemblemittelwer-
te, die sich im Fall eines großkanonischen Ensembles über den folgenden Dichteoperator





Hierbei ist Hˆ der Hamilton-Operator des Systems, Nˆ bezeichnet den Operator für die Ge-
samtteilchenzahl und β = 1/kBT wird durch die Temperatur des Gases bestimmt. Der
Wert der großkanonischen Zustandssumme Z ergibt sich aus der Normierungsbedingung
〈ρˆ〉 = 1. Für ein Quantengas mit variabler Gesamtteilchenzahl N , zum Beispiel einem
Photonengas in einem Strahlungshohlraum, ist der Hamilton-Operator unabhängig von
N . In einem solchen Fall verschwindet das chemische Potential µ = ∂〈i〉/∂N und das
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großkanonische Ensemble stimmt mit dem kanonischen Ensemble überein. Für die Be-
stimmung der quantenstatistischen Erwartungswerte der Feldoperatoren ist eine genaue
Kenntnis des Dichteoperators nicht notwendig, sondern es reichen die folgenden algebrai-
schen Relationen aus (Seite 239 in [55]):
aˆiρˆ = ρˆaˆi e
−β(i−µ), (8.62)




Dabei ist i die Energie des Einteilcheneigenzustandes ψi. Im Folgenden verwenden wir
wieder die Konvention, dass das obere Vorzeichen bei Bosonen und das untere Vorzeichen
bei Fermionen gilt. Auf diese Weise lassen sich die Herleitungen für Bosonen und Fer-
mionen parallel ausführen und direkt miteinander vergleichen. Aus den bosonischen und
fermionischen Kommutationsregeln [aˆi, aˆ
†
j]∓ = δij erhalten wir:
aˆ†i aˆj = ±a†j aˆi + δij, (8.64)
aˆ†i aˆj = ±aˆja†i ∓ δij. (8.65)
Des Weiteren nutzten wir die Invarianz der Spur unter zyklischer Vertauschung:
Sp(AˆBˆCˆ) = Sp(CˆAˆBˆ). (8.66)









〈aˆ†i aˆ†j aˆkaˆl〉ψ∗i (r1)ψ∗j (r2)ψk(r2)ψl(r1). (8.68)
Hierbei beschränken wir unsere Betrachtungen auf einen einzigen festgelegten Zeitpunkt.
Die Erwartungswerte in den obigen Ausdrücken lassen sich durch Ausnutzung der Rela-
tionen 8.62 bis 8.66 und nach etwas Algebra auf die folgenden Formen bringen:
〈aˆ†i aˆj〉 =
δij
eβ(i−µ) ∓ 1 = δij〈nˆi〉 (8.69)
〈aˆ†i aˆ†j aˆkaˆl〉 =
δil〈aˆ†j aˆk〉 ± δik〈aˆ†j aˆl〉
eβ(i−µ) ∓ 1
= δilδjk〈nˆi〉〈nˆj〉 ± δikδjl〈nˆi〉〈nˆj〉. (8.70)
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Gleichung 8.69 entspricht der Bose-Einstein- bzw. der Fermi-Dirac-Verteilung. Durch Ein-














(1)(r2, r2)± |G(1)(r1, r2)|2. (8.72)
Setzt man 8.72 in die Definition 8.50 ein, so erhält man die normierte Korrelationsfunktion
zweiter Ordnung:
g(2)(r1, r2) = 1± |g(1)(r1, r2)|2. (8.73)
Mit dem Pluszeichen gilt die Beziehung für Bosonen und stimmt mit dem Ergebnis 8.32
für klassische chaotische Felder überein. Mit dem Minuszeichen gilt die Beziehung für
Fermionen und es existiert kein klassisches Äquivalent.
Bei einem Bose- oder Fermigas endlicher Kohärenzlänge lc verschwindet die Korrela-
tionsfunktion erster Ordnung g(1)(l) für l  lc und damit geht die Korrelationsfunktion
zweiter Ordnung g(2)(l) gegen eins. Das heißt, in großen Abständen l  lc sind die Teil-
chen vollständig unkorreliert. Bei kleinen Abständen gilt für Bosonen g(2)(0) = 2. Wes-
halb die Wahrscheinlichkeit, zwei Bosonen dicht beieinander vorzufinden, doppelt so groß
wie die Wahrscheinlichkeit, diese weit voneinander entfernt zu detektieren. Bei Fermio-
nen gilt g(2)(0) = 0, weshalb die Wahrscheinlichkeit, zwei Fermionen am selben Ort zu
detektieren, verschwindet. Die als Funktion des Detektorabstandes l aufgetragene Korre-
lationsfunktion g(2)(l) weist also eine „Beule“ auf, welche für Bosonen nach oben und für
Fermionen nach unten zeigt und deren Breite durch die Kohärenzlänge bestimmt wird. Bei
einem thermischen Gas aus massiven Teilchen stimmt die Kohärenzlänge lc mit der ther-
mischen de Broglie-Wellenlänge λdB (Gl. 2.32) überein.
Aus dem vorangegangenen Ausdruck kann eine quantenmechanische Erklärung für das
bosonische Bunching und das fermionische Antibunching abgeleitet werden: Die Wahr-
scheinlichkeit G(2)(r1, r2), zwei Teilchen gemeinsam an den Orten r1 und r2 zu detektie-






〈nˆi〉〈nˆj〉 |ψi(r1)ψj(r2)± ψi(r2)ψj(r1)|2 . (8.74)
Um dieses Ergebnis zu interpretieren betrachten wir die schematische Darstellung in Ab-
bildung 8.7. Es gibt zwei Möglichkeiten zwei Teilchen, die sich in den Einteilchenzustän-
den ψi und ψj befinden, gemeinsam nachzuweisen: Einerseits kann das Teilchen im Zu-
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Abbildung 8.7: Schematische Darstellung der miteinander interferierende Zwei-Teilchen-
Amplituden (direkter Prozess und Austauschprozess). Bei übereinstimmenden Einteil-
chenzuständen ψi = ψj kommt es zur vollständig konstruktiven bzw. destruktiven Interfe-
renz, woraus sich das bosonische Bunching bzw. das fermionische Antibunching erklärt.
Ort r2 treffen. Andererseits kann das Teilchen im Zustand ψi bei r2 und das Teilchen im
Zustand ψj bei r1 nachgewiesen werden. Handelt es sich um identische Teilchen, so kön-
nen der direkte Prozess und der Austauschprozess prinzipiell nicht voneinander unterschie-
den werden und die gemeinsame Nachweiswahrscheinlichkeit ergibt sich aus der Superpo-
sition der beiden Zwei-Teilchen-Amplituden. Die Gesamtwahrscheinlichkeit G(2)(r1, r2)
ergibt sich durch Summation über die Zwei-Teilchen-Nachweiswahrscheinlichkeiten aller
möglichen Paare {i, j} besetzter Zustände.
Bezeichnen ψ1 und ψ2 die Einteilchenzustände mit den größten Amplituden an den De-
tektorpositionen r1 bzw. r2, so liefert die Zwei-Teilchen-Amplitude ψ1(r1)ψ2(r2) den
Hauptbeitrag zur Gesamtwahrscheinlichkeit G(2)(r1, r2). Wohingegen die Amplitude des
zugehörigen Austauschprozesses ψ1(r2)ψ2(r1) bei großen Detektorabständen vernach-
lässigbar ist (siehe Abbildung 8.8). Befinden sich die beiden Detektoren jedoch inner-
halb eines selben Kohärenzvolumens3 Vc um den Ort r1 herum, so stimmen die Zwei-
Teilchen-Amplituden für den direkten Prozess ψ1(r1)ψ1(r2) und den Austauschprozess
ψ1(r2)ψ1(r1) miteinander überein und liefern zusammen den Hauptbeitrag zuG(2)(r1, r2).
Bei Bosonen müssen die beiden Amplituden addiert werden. Deren konstruktive Interfe-
renz bedingt den Überhöhungsfaktor 2 in der gemeinsamen Nachweiswahrscheinlichkeit.
Die Wahrscheinlichkeit, zwei Teilchen innerhalb eines selben Einteilchenzustandes (oder
Kohärenzvolumens) vorzufinden, ist also doppelt so groß wie die Wahrscheinlichkeit, die
Teilchen innerhalb zweier verschiedener Zustände (bzw. Kohärenzvolumina) zu detektie-
ren. Betrachtet man Fermionen, so müssen die Zwei-Teilchen-Amplituden voneinander
subtrahiert werden, um antisymmetrisch gegenüber Teilchenaustausch zu sein. Stimmen
die beiden Einteilchenzustände miteinander überein, ψi = ψj , so führt dies zu einer voll-
ständig destruktiven Interferenz. Zwei Fermionen dürfen also nicht denselben Einteilchen-
3Gemäß Abschnitt 8.1.3 entspricht das Kohärenzvolumen Vc dem Volumen, welches ein quantenmecha-
nischer Zustand ψi im Raum einnimmt. Für ein Lichtfeld stimmt Vc mit dem Modenvolumen oder dem
„Volumen eines Photons“ überein. Kohärenz-, Moden- und Zustandsvolumen sind hier also als synonyme
Begriffe zu verstehen.
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Abbildung 8.8: (a) Zwei Detektoren, die sich innerhalb unterschiedlicher Kohärenzvolu-
mina befinden, weisen in der Regel Teilchen aus verschiedenen Quantenzuständen ψi 6= ψj
nach. Wegen der geringen Amplitude von ψi bei r2 und von ψj bei r1 kann die Zwei-
Teilchen-Amplitude des Austauschprozesses vernachlässigt werden. (b) Befinden sich die
beiden Detektoren innerhalb eines selben Kohärenzvolumens, so tragen der direkte Prozess
und der Austauschprozess in gleichen Maßen zur gemeinsamen Nachweiswahrscheinlich-
keit bei und die zugehörigen Zwei-Teilchen-Amplituden interferieren miteinander.
zustand bzw. dasselbe Kohärenzvolumen besetzen. Folglich verschwindet die gemeinsame
Nachweiswahrscheinlichkeit, wenn die beiden Detektoren innerhalb eines selben Kohä-
renzvolumens angeordnet sind.
An dieser Stelle sei bemerkt, dass die Annahme eines großkanonischen Ensembles für
Systeme mit fester Teilchenzahl N nur eine Näherung darstellt. Die daraus resultierenden
Fehler in den normierten Korrelationsfunktionen sind von der Größenordnung O(1/N)
und können daher bei ausreichend großen Teilchenzahlen N vernachlässigt werden (ther-
modynamischer Limes) [297].
Kohärente bosonische Felder
Für ein bosonisches System mit fester Teilchenzahl N und einer Temperatur T < Tc sagt
das großkanonische Ensemble jedoch unrealistisch große Teilchenzahlfluktuationen für
die Kondensatmode voraus. Der Kondensatanteil muss stattdessen in einem kanonischen
Ensemble beschrieben werden [297]. Dessen Korrelationen ergeben sich dann zu:
〈aˆ†0aˆ†0aˆ0aˆ0〉 = 〈aˆ†0aˆ0〉〈aˆ†0aˆ0〉+O(N). (8.75)
Da der erste Term von der Ordnung N2 ist, kann der zweite Term im Limes großer Teil-
chenzahlen vernachlässigt werden. Bei einem reinen Kondensat bzw. einem vollständig
kohärenten Feld befinden sich alle Teilchen im selben Einteilchenzustand ψ0. Gemäß Glei-
chung 8.75 faktorisieren für diese Teilchen die Zwei-Teilchen-Korrelationen und man er-
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hält g(2)(l) = 1 für beliebige Abstände l. In einem Kondensat bestehen also keinerlei
Korrelationen zwischen den Teilchen.
8.3 Korrelationen in atomaren Ensemblen
Wie wir im vorherigen Abschnitt gesehen haben, ist der HBT-Effekt nicht allein auf Photo-
nen beschränkt, sondern tritt für beliebige ununterscheidbare Teilchen – und damit auch für
massive Teilchen – auf. Allgemein kann man die quantenmechanisch bedingten Intensitäts-
oder Dichtefluktuationen in Vielteilchensystemen als Rauschen auffassen. Die aus dem
Quantenrauschen abgeleiteten Korrelationen liefern Informationen über die Kohärenz und
die Quantenstatistik des untersuchten Systems und ermöglichen damit Rückschlüsse auf
dessen Struktur. Heutzutage wird die Rauschkorrelationsanalyse in vielen Bereichen der
Physik als Analyseverfahren eingesetzt. Neben der Quantenoptik und Astronomie reichen
die Anwendungsgebiete über die Atom- und Festkörperphysik [41, 42] bis hin zur Nuklear-
und Elementarteilchenphysik [298]. So wurde bosonisches Bunching völlig unabhängig
von den Experimenten von Hanbury Brown und Twiss auch an einem Beschleuniger in
Berkeley in Form von Winkelkorrelation zwischen identischen Pionen entdeckt [299].
Wegen der guten Kontrollierbarkeit und der hohen Phasenraumdichten sind ultrakal-
te Atome besonders gut geeignet, um den HBT-Effekt zu untersuchen. Bereits in einer
magneto-optischen Falle lassen sich die Dichten so weit erhöhen, dass die Wahrschein-
lichkeit, zwei Atome innerhalb einer selben Mode vorzufinden, in den experimentell Nach-
weisbaren Bereich rückt. Auf diesem Weg ließ sich 1996 bosonisches Bunching erstmals
anhand von Atomen beobachten [44]. In dem Experiment wurden metastabile Neonatome
(20Ne∗) aus einer MOT entlassen und als frei fallender Atomstrahl zeitaufgelöst auf ei-
ner Mikrokanalplatte (MCP) nachgewiesen. Aus den gemessenen Ankunftszeiten konnten
die Korrelationen rekonstruiert werden. Einen eher indirekten Nachweis für bosonisches
Bunching lieferte die beobachtete Reduzierung der inelastischen Verluste beim Übergang
eines atomaren Gases in den quantenentarteten Zustand [300, 301].
Im Gegensatz zu Photonen können Atome sowohl bosonischer als auch fermionischer
Natur sein, sodass sich Bunching und Antibunching unmittelbar miteinander vergleichen
lassen. Gegenüber geladenen Teilchen weisen neutrale Atome den Vorteil auf, dass die
Korrelationen nicht von der starken Coulomb-Wechselwirkung verschleiert werden. Dies
ist insbesondere beim Nachweis von fermionischem Antibunching von Bedeutung. Fer-
mionisches Antibunching wurde zunächst mit Elektronen in Halbleiter-Nanostrukturen
demonstriert [302, 303], später an einem freien Elektronenstrahl [304] und schließlich
2006 mit einem Strahl thermischer Neutronen [305] nachgewiesen. Im selben Jahr konn-
te im Rahmen dieser Arbeit fermionisches Antibunching erstmals an neutralen Atomen
beobachtet [50] und innerhalb einer selben Apparatur mit bosonischem Bunching vergli-
chen werden. Parallel fanden auch in anderen Forschungsgruppen Korrelationsmessungen
an ultrakalten Atomen statt. Dabei kamen zum Teil sehr unterschiedliche experimentelle
298
8.3 Korrelationen in atomaren Ensemblen
Verfahren zum Einsatz. Im Folgenden soll ein kurzer chronologischer Überblick gegeben
werden. Für Genaueres sei auf die angegebenen Referenzen verwiesen.
Überblick: Aktuelle HBT-Experimente mit Atomen
Bei dem ersten in Mainz durchgeführten HBT-Experiment [45] wurden bosonische Mott-
Isolatoren (87Rb) aus einem dreidimensionalen optischen Gitter entlassen und durch Ab-
sorptionsabbildung aufgenommen. Bei der Analyse der Aufnahmen manifestierte sich das
bosonische Bunching in Form von räumlich periodischen Korrelationen im atomaren Rau-
schen. Die Periodizität der Korrelationen spiegelt unmittelbar die frühere Ordnung der
Atome im optischen Gitter wider. Außerdem wurde in dem Experiment die Stärke der
Korrelationssignale in Abhängigkeit von der Atomzahl bzw. der Expansionsdauer unter-
sucht und eine gute Übereinstimmung mit theoretischen Voraussagen gefunden.
Mittels einer ähnlichen Analysemethode konnten in einem Experiment in Boulder Zwei-
Teilchen-Korrelationen in den Absorptionsaufnahmen von dissoziierten Molekülfragmen-
ten nachgewiesen werden [306]. Hier sind die Korrelationen in den frei expandierenden
Atomwolken jedoch auf den Dissoziationsprozess zurückzuführen und nicht etwa, wie
beim HBT-Effekt, auf die Interferenz zweier fundamental ununterscheidbarer Quanten-
prozesse.
In einem Experiment in Orsay wurden die Teilchenkorrelationen in Wolken aus metasta-
bilen bosonischen Heliumatomen (4He∗) oberhalb und unterhalb der kritischen Temperatur
Tc der Bose-Einstein-Kondensation untersucht [46]. Dazu wurden die evaporativ gekühl-
ten Atome aus einer Magnetfalle entlassen und per Einzeldetektion auf einer Mikroka-
nalplatte zeit- und ortsaufgelöst nachgewiesen. Anhand der aufgezeichneten Eintreffzeiten
und -orte ließen sich die Zwei-Teilchen-Korrelationen entlang der drei Raumachsen rekon-
struieren. Bei reinen Kondensaten zeigte die Korrelationsfunktion einen flachen Verlauf.
Wohingegen die Atomwolken oberhalb von Tc Bunching auf einer Länge zeigten, die sich
umgekehrt proportional zur Wolkenausdehnung in der Falle verhielt.
Statt metastabiler Atome lassen sich auch leichter zu handhabende Grundzustandsato-
me mit hoher Effizienz einzeln nachweisen und zählen. So wurde in einem Züricher Ex-
periment ein optischer Resonator hoher Güte verwendet, um die Korrelationen in einem
Rubidiumatomstrahl (87Rb) zu messen [47]. Sobald ein Atom durch den Resonator fällt,
verändert sich dessen Transmissionsverhalten und das durch den Resonator geschickte
Probelicht wird abgeschwächt. Als Atomquelle diente ein magnetisch gefangenes Bose-
Einstein-Kondensat, welches durch die Einstrahlung einer Mikrowelle als 500 ms langer
Atomstrahl ausgekoppelt wurde. Nach Durchlaufen einer freien Fallstrecke wurden die
Ankunftszeiten der Atome am Ort des Resonators registriert und daraus die zeitlichen
Korrelationen ermittelt. Bei einer kohärenten Auskoppelung der Atome in Form eines
Atomlasers ergab sich, wie erwartet, ein flacher Verlauf der Korrelationsfunktion. Wird
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der Mikrowelle weißes Rauschen definierter Bandbreite hinzugemischt, so lassen sich auch
pseudo-thermische Atomstrahlen erzeugen. Für solche Atomstrahlen konnten in dem Ex-
periment zeitliche Korrelationen zwischen den Atomen nachgewiesen werden, wobei sich
die Kohärenzzeiten umgekehrt proportional zur Bandbreite der Rauschquelle verhielten.
Eine weitere Gruppe von Forschern am Institut in Orsay wies Bunching anhand der lo-
kalen Dichtefluktuationen in einem quasi-eindimensionalen 87Rb-Bosegas nach [48]. Als
Ausgangspunkt für das Experiment diente eine magnetische Mikrofalle, in der sich ein
stark anisotropes Fallenpotential mit einer hohen radialen Fallenfrequenz ωr = 2.85 kHz
erzeugen ließ. Bei Temperaturen im Bereich von 1, 4~ωr/kB verhielten sich die Gase quasi-
eindimensional. Die reduzierte Dimensionalität und eine In-situ-Absorptionsabbildung er-
laubten es, die Dichteverteilung der Atomwolken zu bestimmen, ohne dass die lokalen
Dichtefluktuationen entlang der Abbildungsachse herausgemittelt wurden. Befinden sich
zwei Atome in demselben Quantenzustand, so werden diese mit hoher Wahrscheinlichkeit
in demselben Kohärenzvolumen Vc ≈ λ3dB nachgewiesen. Hierbei beschreibt die thermi-
sche de Broglie-Wellenlänge λdB (siehe Gl. 2.32) die mittlere räumliche Ausdehnung eines
Quantenzustandes. Für die quadratische Varianz in der Besetzungszahl eines solchen Zu-
standes folgt bei einer mittleren Besetzung n:
(∆n)2 = n+ n2. (8.76)
Diesem Ausdruck sind wir bereits im Zusammenhang mit der Photonenverteilung in den
Moden eines chaotischen Lichtfeldes begegnet (siehe Gleichung 8.60). Der lineare Term
beschreibt das Schrotrauschen und tritt auch bei klassischen Gasen auf, wohingegen der
zusätzliche quadratische Term typisch für nicht-kondensierte Bosegase ist und das Bun-
ching widerspiegelt. Ist das kleinste auflösbare Beobachtungsvolumen um einen Faktor α





Dabei bezieht sich die quadratische Varianz nun auf das kleinste auflösbare Beobachtungs-
volumen (einen „effektiven Pixel“) und n ist die darin enthaltene mittlere Teilchenzahl.
Mit der reduzierten Dimensionalität und einer optischen Auflösung von 10µm (Breite ei-
nes effektiven Pixels) ergab sich im Experiment ein Faktor von α ≈ 70. Tatsächlich zeigte
die quadratische Varianz (∆n)2 der Atomzahl pro Pixel bei hinreichend niedrigen Tem-
peraturen das für ein ideales Bosegas typische quadratische Verhalten als Funktion von n.
Darüber hinaus konnte im Regime hoher Dichten eine Unterdrückung der Atomzahlfluk-
tuationen beobachtet werden, welche sich durch die repulsive Wechselwirkung zwischen
den Teilchen erklären lässt.
Mit derselben Analysemethode wie im Mainzer HBT-Experiment wurde am NIST in
Gaithersburg der Übergang zwischen der superfluiden und der Mott-Isolator-Phase in 2D-
Bosegasen (87Rb) untersucht [49]. In dem Experiment wurde die Gittertiefe entlang der
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dritten Gitterachse ausgehend vom Mott-Isolator-Regime verringert und dabei eine Ver-
breiterung der Rauschkorrelationen in der Nähe des Phasenübergangs beobachtet. In Über-
einstimmung mit der Theorie [307] verhielt sich die Breite der Signale umgekehrt propor-
tional zur Größe der vorhandenen Mott-Domäne.
Mittels der Korrelationsanalyse von Absorptionsaufnahmen wird im Rahmen dieser Ar-
beit erstmals fermionisches Antibunching an neutralen Atomen nachgewiesen [50]. Für
das Experiment werden fermionische Bandisolatoren aus 40K-Atomen abrupt aus einem
dreidimensionalen optischen Gitter entlassen und nach der freien Expansion abgebildet.
Im Gegensatz zum bosonischen Mott-Isolator aus 87Rb-Atomen zeigt die Analyse beim
fermionischen Bandisolator negative Korrelationen im atomaren Rauschen. Anhand die-
ser Korrelationen wird die periodische Anordnung der Atome im Gitter nachgewiesen und
deren Temperatur bestimmt.
Auch in einem Amsterdamer Experiment ließ sich bosonisches Bunching und fermioni-
sches Antibunching innerhalb einer selben Apparatur beobachten. Dazu wurden die Kor-
relationen in Wolken aus metastabilen bosonischen und fermionischen Heliumisotopen
(4He∗ und 3He∗) untersucht [308]. Das Experiment ist ähnlich zu dem in Orsay [46] und
verwendet im Rahmen einer Kooperation denselben Mikrokanaldetektor.
8.4 Korrelationsanalyse von Zuständen in optischen Gittern
Atomare Systeme, die makroskopischen Wellenfunktionen gehorchen, können unmittel-
bar anhand der Dichteverteilungen in den Flugzeitaufnahmen charakterisiert werden. Auf
diese Weise lassen sich zum Beispiel Bose-Einstein-Kondensate, Interferenzen zwischen
Materiewellen oder quantisierte Vortizes direkt nachweisen. Anders verhält es sich bei
stark korrelierten Quantensystemen, wie sie in der Nähe von Feshbach-Resonanzen oder
in optischen Gitter auftreten. So haben wir in Abschnitt 5.4 gesehen, dass die Dichtevertei-
lung eines abrupt aus einem optischen Gitter entlassenen Mott-Isolators im Mittel zu einer
strukturlosen Gauß-Verteilung führt. Aus dieser Gauß-Verteilung lassen sich – bis auf das
Fehlen der Phasenkohärenz – keine Informationen über den Vielteilchenzustand im Gitter
gewinnen. Das hohe Anwendungspotential optischer Gitter als Quantensimulatoren hat in
den letzten Jahren zur Voraussage einer Vielzahl weiterer stark korrelierter Quantenphasen
geführt, darunter antiferromagnetische Zustände, Spin- und Ladungsdichtewellen. Bei den
meisten dieser Zustände war bislang unklar, wie sich diese experimentell einfach nachwei-
sen lassen.
Ehud Altman und Mitarbeiter erkannten, dass die Absorptionsaufnahmen von frei ex-
pandierenden Atomwolken mehr Informationen enthalten, als die mit der mittleren Dich-
teverteilung verknüpften Einteilchenkohärenzen. In einem theoretischen Vorschlag [39]
zeigten die Autoren, dass sich Korrelationen zwischen den Atomen direkt nachweisen las-
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sen, indem man das Rauschen in den Absorptionsaufnahmen einer sorgfältigen Analyse
unterzieht. Im Rahmen einer solchen Analyse können grundlegende Eigenschaften der
stark korrelierten Vielteilchensysteme aufgedeckt und diese oftmals eindeutig identifiziert
werden. Im Folgenden wollen wir die Dichtekorrelationen für ein Quantengas bestimmen,
welches einige Millisekunden zuvor abrupt aus einem optischen Gitter entlassen wird.
8.4.1 Mittlere Dichteverteilung
Bei der üblichen Flugzeitmessungen wird eine Atomwolke zum Zeitpunkt t = 0 abrupt
aus dem optischen Gitter entlassen und nach einigen Millisekunden freier Expansion de-
ren Säulendichte durch Absorptionsabbildung aufgenommen. Zur Auswertung vergleicht
man die Aufnahme mit dem theoretischen Erwartungswert der Dichteverteilung. Analog
zu Abschnitt 5.4.1 kann bei hinreichend langen Expansionszeiten t, die ursprüngliche Aus-
dehnung im Gitter vernachlässigt und die Atomwolke in der Fernfeldnäherung durch den

















Dabei wird angenommen, dass die Bevölkerung im Gitter auf das unterste Band beschränkt
ist. Entsprechend bezeichnet w˜(κ) die Fourier-Transformierte der Wannier-Funktion des
untersten Bandes. Mit dem Feldoperator errechnet sich der Erwartungswert der dreidimen-




)3 ∣∣∣w˜ (κ = mr~t )∣∣∣2 ∑
i,j
eiκ·(ri−rj) 〈Ψ0|aˆ†i aˆj|Ψ0〉. (8.79)
In dem Erwartungswert der obigen Summe bezeichnet |Ψ0〉 den Vielteilchenzustand kurz
vor dem Abschalten des optischen Gitters. Bei endlichen Temperaturen ist dieser Erwar-
tungswert durch einen Ensemblemittelwert zu ersetzen (siehe Abschnitt 2.1.3). In der Fern-
feldnäherung ist die Dichteverteilung der expandierenden Wolke direkt proportional zur
Impulsverteilung innerhalb des Gitters: 〈n(r, t)〉 ≈ (m/~t)〈n(κ)〉. Wobei der Wellenvek-
tor κ = mr/(~t) die Beziehung zwischen der Position r in der frei expandierenden Wolke
und dem Impuls ~κ innerhalb des Gitters angibt. Für den Mott-Isolator oder den Bandi-
solator mit Einfachbesetzung gilt 〈aˆ†i aˆj〉 = δij〈nˆi〉. Die resultierenden Dichteverteilungen




)3 ∣∣∣w˜ (mr~t )∣∣∣2 N. (8.80)
Bei nicht-kondensierten Gasen resultiert die mittlere Dichteverteilung aus der inkohärenten
Summe der von den Gitterplätzen ausgehenden Einteilchenwellenfunktionen. Damit ist
die mittlere Dichteverteilung im Fernfeld unabhängig von der Temperatur. Die Verteilung
8.80 gilt für alle nicht-kondensierten bosonischen und fermionischen Gase, solange die
N Teilchen auf das unterste Band beschränkt sind und Wechselwirkungen außerhalb des
Gitters, also während der Expansion, vernachlässigt werden können.
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Abbildung 8.9: Illustration des Detektionsschemas: Die frei expandierende Atomwolke
absorbiert resonantes Abbildungslicht und der resultierende Schatten wird von einem Ras-
ter aus CCD-Pixeln aufgenommen. Jeder Pixel registriert die Atome, die sich in dem Vo-
lumen oberhalb seiner Fläche befinden. In der Darstellung sind zwei der Pixel hervorge-
hoben. Abhängig vom Abstand d zwischen den beiden Pixeln, sind deren fluktuierenden
Signale teilweise miteinander korreliert.
8.4.2 Atomares Rauschen und Dichtekorrelationsfunktion
Wegen der Teilchennatur der Materiewellenfelder wird mit jeder Absorptionsaufnahme
nur eine diskrete Verteilung von Atomen gemessen und nicht etwa der Erwartungswert
〈nˆ(r, t)〉 selbst. Dies wird als Schrotrauschen bezeichnet. Erst durch die Mittelung über
viele Messungen nähert sich die Dichteverteilung dem Erwartungswert 〈nˆ(r, t)〉 an. Dieser
Sachverhalt gilt allgemein bei der Intensitätsmessung von quantisierten Feldern.
Im Experiment findet jedoch bereits bei der einzelnen Messung eine Mittelung statt,
welche auf die endliche Auflösung des Abbildungssystems und die Integration entlang der
Abbildungsrichtung zurückzuführen ist. Bei der Absorptionsabbildung (siehe Abb. 8.9)
streuen die Atome das Licht aus einem resonanten Laserstrahl und der resultierende Schat-
tenwurf wird auf eine CCD-Kamera abgebildet. Aus dem aufgenommenen Intensitätsprofil
lässt sich die Säulendichte der Atomwolke bestimmen. Da die Aufnahme in eine endliche
Anzahl von Pixeln unterteilt ist, erhält man ein zweidimensionales Raster von diskreten
Werten ncol = Npx/Apx. Hierbei bezeichnet Npx die Atomzahl in einem Raumvolumen,
das durch die Fläche eines Pixels Apx und den Wolkendurchmesser definiert wird. Für die
Anzahl der auf einen Pixel abgebildeten Atome erwartet man Fluktuationen im Bereich
von ∆Npxl =
√
Npx. In unserem Experiment werden typischerweise Npx ≈ 25 Fermionen
(bzw. 130 Bosonen) auf dem zentralen Pixel abgebildet, sodass die relativen Atomzahlfluk-
tuationen ∆Npx/Npx und die mittlere Abweichung vom Erwartungswert der Säulendichte
〈nˆcol(r, t)〉 im Bereich von 20 % (bzw. 10 %) liegen. Bei dieser Größenordnung ist das
atomare Rauschen deutlich in den Absorptionsabbildungen zu erkennen. Wie wir sehen
werden, überwiegt, nach einer geeigneten Mittelung, der korrelierte Anteil des atomaren
Rauschens alle anderen Formen von unkorreliertem Rauschen.
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Das atomare Rauschen der aus dem Gitter entlassenen, dreidimensionalen Wolke lässt
sich über die normierte Dichtekorrelationsfunktion
C(r1, r2, t) =
〈nˆ(r1, t)nˆ(r2, t)〉
〈nˆ(r1, t)〉〈nˆ(r2, t)〉 (8.81)
charakterisieren. Wir gehen von einer fest vorgegebenen Expansionsdauer t > 0 aus, so-
dass wir im weiteren Verlauf auf die Angabe der Zeit t verzichten können. Da der Detekti-
onsprozess außerhalb des Gitters, im Fernfeld durchgeführt wird, müssen für die Berech-
nung der Korrelationen die Feldoperatoren im Fernfeld ψˆ(r) auf Normalordnung gebracht
werden und es folgt:
〈nˆ(r1)nˆ(r2)〉 = 〈ψˆ†(r1)ψˆ(r1)ψˆ†(r2)ψˆ(r2)〉
= 〈nˆ(r1)〉δ(r1 − r2)± 〈ψˆ†(r1)ψˆ†(r2)ψˆ(r1)ψˆ(r2)〉
= 〈nˆ(r1)〉δ(r1 − r2)±G(2)(r1, r2). (8.82)
Demnach stimmt die normierte Dichtekorrelationsfunktion C(r1, r2) bis auf eine Delta-
funktion bei r1 = r2 mit der Korrelationsfunktion zweiter Ordnung g(2)(r1, r2) überein.
Wie zuvor ist das obere Vorzeichen bei Bosonen und das untere Vorzeichen bei Fermionen








~t{(ri−rk)·r1+(rj−rl)·r2} 〈aˆ†i aˆ†j aˆkaˆl〉.
(8.83)
Den Erwartungswert 〈aˆ†i aˆ†j aˆkaˆl〉 wollen wir zunächst für einen reinen bosonischen Mott-
Isolator bzw. einen reinen fermionischen Bandisolator jeweils am absoluten Nullpunkt
T = 0 auswerten. Das Gitter sei hinreichend tief, sodass der Vielteilchenzustand als Pro-
dukt von Fock-Zuständen |ni〉 auf den einzelnen Gitterplätzen dargestellt werden kann.
Durch Anwendung der bosonischen bzw. fermionischen Vertauschungsrelationen lassen
sich die Erzeugungs- und Vernichtungsoperatoren durch die Teilchenzahloperatoren der
einzelnen Gitterplätze darstellen und man erhält:
〈aˆ†i aˆ†j aˆkaˆl〉 = δilδjk〈nˆi〉〈nˆj〉 ± δikδjl〈nˆi〉〈nˆj〉 − {〈nˆi〉(δijδikδil ± δijδikδil)} (8.84)
Bei der Herleitung wird ausgenutzt, dass die Einteilchenzustände auf jeweils einen Gitter-
platz lokalisiert sind. Die ersten beiden Terme auf der rechten Seite entsprechen den bei-
den Möglichkeiten, einen nicht verschwindenden Erwartungswert 〈aˆ†i aˆ†j aˆkaˆl〉 zu erhalten.
Sie beschreiben den direkten Prozess und den Austauschprozess bei der Zwei-Teilchen-
Detektion. Der Term in den geschweiften Klammern resultiert aus der wiederholten An-
wendung der bosonischen bzw. fermionischen Kommutationsregeln. Dieser Term kann
4Wir verwenden hier die Fernfeldnäherung, wodurch sich die Rechnung erheblich vereinfachen lässt. Im
Wesentlichen stimmt das Resultat mit der exakt berechneten Korrelationsfunktion überein. Damit gilt
das Resultat auch für Längenskalen, die kleiner sind als die Ausgangsverteilung im Gitter.
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vernachlässigt werden, da er gegenüber den quadratischen Termen nur linear in den Teil-
chenzahlen ist (für Fermionen ist er genau null). Setzt man die obigen Ergebnisse in Glei-
















Dabei läuft die Summe über alle Gitterplätze j. Durch die Vernachlässigung des Terms
in den geschweiften Klammern von Gleichung 8.84 resultiert ein Fehler in C(r1, r2), der
maximal von der GrößenordnungO(1/N) ist. Da wir im weiteren Verlauf die Dichtekorre-
lationsfunktion hauptsächlich für nicht verschwindende Abstände d = r1−r2 betrachten,
verkürzen wir deren Schreibweise indem wir den Term mit der Deltafunktion fallen lassen.
8.4.3 Verschiedene Erklärungen des HBT-Effektes
Um das Ergebnis 8.85 zu interpretieren und den Zusammenhang mit dem HBT-Effekt her-
vorzuheben betrachten wir zunächst das in Abbildung 8.10a dargestellte eindimensionale
Modell mit zwei Atomen, die entlang der Gitterachse ν auf zwei benachbarten Gitter-
plätzen im Abstand a lokalisiert sind: 〈nˆ1〉 = 〈nˆ2〉 = 1. Für dieses System nimmt die



























Hieraus folgt, dass die Zwei-Teilchen-Nachweiswahrscheinlichkeit sinusförmig mit dem
Abstand zwischen den beiden Detektoren variiert. Dies ist in Abbildung 8.10b dargestellt.





gegeben. Das oszillatorische Verhalten ist auf die Interferenz der in Abbildung 8.10a dar-
gestellten Zwei-Teilchen-Amplituden der beiden ununterscheidbaren Detektionsprozesse
zurückzuführen.
Betrachten wir eine größere Anzahl von periodisch angeordneten und voneinander iso-
lierten Atomen, wie dies zum Beispiel beim fermionischen Bandisolator der Fall ist, so
müssen die entsprechenden Zwei-Teilchen-Amplituden aller möglichen Atompaare auf-
summiert werden. Die relativen Wellenvektoren der jeweiligen Paare entsprechen ganz-
zahligen Vielfachen von 2pi/`. Daher addieren (bzw. subtrahieren) sich die Zwei-Teilchen-
Amplituden jenseits von d = 0 nur dann vollständig, wenn der Detektorabstand ein Viel-
faches von ` beträgt. Sind entlang einer Gitterachse ν genau Nν Plätze mit einem Atom
besetzt, 〈nˆj〉 = 1, so nimmt die eindimensionale Korrelationsfunktion entlang dieser Ach-


















Abbildung 8.10: HBT-Effekt für lokalisierte Teilchen, die aus einem periodischen Poten-
tial entlassen werden: (a) Für zwei identische Teilchen, die von benachbarten Plätzen stam-
men und auf zwei unabhängigen Detektoren nachgewiesen werden, sind die beiden dar-
gestellten Detektionspfade prinzipiell ununterscheidbar. Die zugehörigen Amplituden in-
terferieren bei Bosonen konstruktiv und bei Fermionen destruktiv. (b) Die Zwei-Teilchen-
Nachweiswahrscheinlichkeit bzw. KorrelationsfunktionC(d) (durchgehende Kurve) oszil-
liert sinusförmig als Funktion des Detektorabstandes d. Die blassere Kurve zeigt C(d) bei
einer Erweiterung von zwei auf insgesamt sechs periodisch angeordnete Fermionen.
Analog zur optischen Interferenz an einem Mehrfachspalt bildet die Korrelationsfunktion
mit zunehmender Atomzahl ein Muster aus schmaler werdenden Peaks, deren Breite pro-
portional zum Verhältnis `/Nν ist und deren Anordnung dem reziproken Gitter entspricht.
Dieser Sachverhalt ist in Abbildung 8.10b dargestellt.
Für ein 3D-Gitter muss die dreidimensionale Korrelationsfunktion 8.85 im Allgemei-
nen numerisch ausgewertet werden. Ist der externe Einschluss des einfach kubischen 3D-
Gitters durch ein Kastenpotential gegeben, so bildet sich innerhalb des Gitters eine recht-
eckige Atomverteilung aus. In diesem Spezialfall kann die dreidimensionale Funktion
C(d) nach den drei Raumachsen ν separiert und als Produkt der eindimensionalen Lö-




|Cν(dν)− 1| . (8.89)
Wie wir später sehen werden, beeinflusst die Form und Ausdehnung der Atomwolke im
Gitter nicht nur die Breite der Korrelationspeaks, sondern auch deren Struktur. Je nach
der Quantenstatistik der Teilchen findet an den Positionen der Peaks dPeak vollständig kon-
struktive oder vollständig destruktive Interferenz statt. In positiven Peaks spiegelt sich bo-
sonisches Bunching und in negativen Peaks fermionisches Antibunching wider.
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Bloch-Bild
Üblicherweise werden Bunching und Antibunching als Konsequenz einer quantenmecha-
nischen Interferenz zwischen zwei ununterscheidbaren Zwei-Teilchen-Detektionsprozes-
sen begriffen. Für fermionische Atomwolken, die aus einem periodischen Potential entlas-
sen werden, lassen sich die räumlichen Antikorrelationen auch mittels der Bloch-Zustände
erklären. Dazu betrachten wir das in Abbildung 8.11 dargestellte Bändermodell eines ein-
dimensionalen periodischen Potentials. Ist jeder Bloch-Zustand des untersten Bandes mit
genau einem Fermion besetzt und das zweite Energieband unbevölkert, so liegt ein fer-
mionischer Bandisolator vor. Gemäß Abschnitt 5.1.3 ist jeder Bloch-Zustand durch seinen
Kristallimpuls ~q charakterisiert und ergibt sich aus der Überlagerung von ebenen Wel-
len mit den diskreten Impulsen pν = ~q + ν2~k. Hierbei bezeichnet ~k den Impuls eines
Gitterphotons und ν ist eine ganze Zahl. Wird ein Teilchen mit dem Kristallimpuls ~q ab-
rupt aus dem Gitterpotential entlassen, so expandiert dessen Wellenfunktion in Form von
freien ebenen Wellen mit den diskreten Impulsen pν . Bei hinreichend langer Flugzeit t ist
die ursprüngliche Ausdehnung des Systems im Gitter vernachlässigbar und das betrachtete
Teilchen kann an jeder der Positionen xν = (~q+ν2~k)t/m nachgewiesen werden. Dabei





Wegen k = pi/a stimmt das Ergebnis mit dem aus Gleichung 8.87 überein. Im Um-
kehrschluss muss ein Teilchen, welches an einer der Positionen xν detektiert wird, aus
dem Zustand mit dem Kristallimpuls ~q hervorgegangen sein. Da das Pauli-Prinzip bei
einer ausschließlichen Bevölkerung des untersten Bandes eine Mehrfachbesetzung des-
selben Kristallimpulses verbietet, sind die Signale zweier Detektoren an den Positionen
xν und xν′ für alle ν, ν ′ antikorreliert. Sobald einer der beiden Detektoren ein Teilchen
detektiert, ist also ausgeschlossen, dass der andere Detektor ein weiteres Teilchen detek-
tiert. Bezeichnet n(x) die Dichte der expandierenden Atomwolke, wie man sie in einer
einzelnen Realisierung des Experimentes am Ort x misst, so verschwindet die räumliche
Dichtekorrelation 〈n(x)n(x′)〉 für alle Abstände |x− x′| , die ein ganzzahliges Vielfaches
von ` betragen. Das Auftreten der räumlichen Antikorrelationen lässt sich auch anhand
von Abbildung 5.5b nachvollziehen. Die Abbildung zeigt die Wahrscheinlichkeitsvertei-
lung der Impulskomponenten der verschiedenen Bloch-Zustände des untersten Bandes.
Auch beim Entlassen eines bosonischen Mott-Isolators aus einem optischen Gitter be-
obachtet man räumliche Dichtekorrelationen auf einer Längenskala `, nun jedoch mit posi-
tiven Vorzeichen. Demnach tendieren die Bosonen dazu, dieselben Bloch-Zustände mehr-
fach zu besetzen. Für ein ideales, nicht-kondensiertes Bosegas ist dies leicht nachzuvoll-
ziehen, da die Einteilcheneigenzustände im wechselwirkungsfreien Fall mit den Bloch-
Zuständen übereinstimmen und deren Besetzung einer Bose-Einstein-Verteilung folgt. Bei
einem reinen Mott-Isolator mit Einfachfüllung mag eine solches Verhalten zunächst ver-


















Abbildung 8.11: Ursprung der Antikorrelationen in einem frei expandierenden Fermigas,
das aus einem optischen Gitter entlassen wird. Jeder besetzte Bloch-Zustand mit Kristall-
impuls ~q wird im reduzierten Zonenschema (weißer Bereich) durch einen Punkt darge-
stellt. Die vollständige Besetzung des untersten Bandes und das leere zweite Band reprä-
sentieren den fermionischen Bandisolator. Im erweiterten Zonenschema (blau erweiterter
Bereich) wird deutlich, dass jeder Bloch-Zustand aus einer Überlagerung von Impulszu-
ständen besteht, deren Werte äquidistant um 2~k auseinander liegen. Wird das Gitter ab-
rupt abgeschaltet, so kann ein Atom mit dem Kristallimpuls ~q frei expandieren und nach
einer Flugzeit t verschiedene äquidistante Detektoren mit Abständen ` erreichen. Wird das
Teilchen zum Beispiel auf dem Detektor 3 nachgewiesen, so ist wegen der Einfachbeset-
zung der Bloch-Zustände (Pauli-Prinzip) der Nachweis eines weiteren Teilchens auf den
Detektoren 1, 2 und 4 ausgeschlossen.
Gitterplätze führt. Statt durch Bloch-Wellen sind die Einteilchenzustände nun durch lo-
kalisierte Wannier-Funktionen gegeben. Damit verfügen die Atome innerhalb des Gitters
über eine wohldefinierte Position und eine maximale Impulsunschärfe. Werden die Atome
hingegen aus dem Gitter entlassen und nach einer längeren Flugzeit abgebildet, so kann
jedem detektierten Atom ein definierter Impuls zugeordnet werden, aber es lässt sich kei-
ne Aussage darüber fällen, von welchem Gitterplatz das Teilchen stammt. Der Zustand
des einzelnen Atoms kurz vor der Detektion ergibt sich daher als Überlagerung sämtlicher
frei expandierender Wannier-Funktionen. Wegen der Periodizität des Gitters stimmt eine
solche Überlagerung gerade mit einer frei expandierenden Bloch-Welle überein. Letztlich
wird jedes Atom erst durch den Abbildungsprozess in einen gewissen Bloch-Zustand pro-
jiziert. Dabei ist für Bosonen die Wahrscheinlichkeit erhöht, zwei Teilchen innerhalb eines
selben Zustandes nachzuweisen. Beim fermionischen Bandisolator und bosonischen Mott-
Isolator mit Einfachfüllung ist jeder Wannier-Zustand genau einfach besetzt. Doch im
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Gegensatz zum Bandisolator fluktuieren beim Mott-Isolator die Besetzungen der Bloch-
Zustände um den Erwartungswert 〈nˆq〉 = 1 herum.
Doppelmuldenpotential
Zur weiteren Veranschaulichung der Dichtekorrelationen des bosonischen Mott-Isolators
bzw. des fermionischen Bandisolators betrachten wir das in Abbildung 8.12 dargestell-
te Modellsystem, welches aus zwei ununterscheidbaren, lokalisierten Teilchen in einem
Doppelmuldenpotential besteht. Sind |L〉 und |R〉 die auf die linke bzw. rechte Potential-
mulde lokalisierten Einteilchenzustände (siehe Abbildung 8.12a), so lässt sich das „Zwei-
Teilchen-Analogon“ eines bosonischen Mott-Isolators bzw. eines fermionischen Bandiso-
lators durch den folgenden Zustand darstellen:
|ψisol.〉 = 1√
2
{|L〉 ⊗ |R〉 ± |R〉 ⊗ |L〉} . (8.91)
Hierbei handelt es sich um einen vollständig symmetrisierten bzw. antisymmetrisierten
Zwei-Teilchen-Zustand. In dem direkten Produkt | 〉 ⊗ | 〉 steht der erste Zustand für das
Teilchen 1 und der zweite Zustand für das Teilchen 2. In einem periodischen Gitterpotential
würden die lokalisierten Zustände |L〉 und |R〉 den Wannier-Zuständen entsprechen. Sie
lassen sich als Superpositionen der beiden niederenergetischsten Eigenzustände |ψS〉 und
|ψA〉 des Doppelmuldenpotentials darstellen (siehe Abbildung 8.12b):
|L〉 = 1√
2
{|ψS〉+ |ψA〉} und |R〉 = 1√
2
{|ψS〉 − |ψA〉} . (8.92)
Die Eigenzustände |ψS〉 und |ψA〉 sind jeweils über beide Mulden des Potentials delokali-
siert und bilden das Äquivalent zu denN Bloch-Zuständen im untersten Band eines Gitters
mit N Plätzen. Setzt man die Superpositionen 8.92 in Gleichung 8.91 ein und multipliziert
die Produkte aus, so erhält man für den bosonischen Isolator-Zustand
|ψisol.〉 = 1√
2
{|ψS〉 ⊗ |ψS〉 − |ψA〉 ⊗ |ψA〉} (8.93)
und für den fermionischen Isolator-Zustand
|ψisol.〉 = 1√
2
{|ψA〉 ⊗ |ψS〉 − |ψS〉 ⊗ |ψA〉} . (8.94)
Demnach werden beim bosonischen Isolator beide Teilchen im selben Einteilchenzustand
detektiert, während sie beim fermionischen Isolator immer in verschiedenen Zuständen
nachgewiesen werden. Abbildung 8.12c zeigt die Impulsverteilungen der beiden Zustände
|ψS〉 und |ψA〉. Ersetzt man den Impuls p durch den Ort x = pt/m, so entsprechen die
dargestellten Wahrscheinlichkeitsamplituden den räumlichen Verteilungen der beiden Zu-
stände nach einer hinreichend langen Expansionszeit t. Hieraus folgt, dass nach der freien






































































Abbildung 8.12: Zwei Teilchen im Doppelmuldenpotential: (a) Die berechneten Wahr-
scheinlichkeitsamplituden zeigen die auf die linke und rechte Potentialmulde lokalisierten
Einteilchenzustände |L〉 und |R〉. Diese ergeben sich aus der Superposition der beiden
niederenergetischsten Eigenzustände |ψS〉 und |ψA〉 des Doppelmuldenpotentials (b). Ab-
bildung (c) zeigt die zugehörigen Impulsverteilungen.
In unserem Analogon wird ein Bose-Einstein-Kondensat im optischen Gitter durch zwei
Bosonen im absoluten Grundzustand des Doppelmuldenpotentials repräsentiert:
|ψ0〉 = |ψS〉 ⊗ |ψS〉. (8.95)
Hierbei bevölkern beide Teilchen denselben Einteilchenzustand und sind über beide Po-
tentialmulden delokalisiert. Folglich weist die mittlere Dichteverteilung nach der freien
Expansion ein Interferenzmuster auf. Innerhalb dieser Dichteverteilung sind die beiden
Teilchen jedoch vollkommen unkorreliert.
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8.4.4 Präparation der Quantengase
An unserer Apparatur werden HBT-Experimente an bosonischen und fermionischen Ato-
men durchgeführt. Ausgangspunkt für die Messungen sind Bose-Einstein-Kondensat aus
87Rb- bzw. entartete Fermigase aus 40K-Atomen in einer gekreuzten Dipolfalle. Die Prä-
paration der Quantengase wurde ausführlich in Kapitel 3 diskutiert und soll im Folgenden
am Beispiel des Fermigases zusammengefasst werden.
Das Kalium wird in zwei Etappen sympathetisch über das Rubidium gekühlt. Zunächst
werden die beiden lasergekühlten Spezies in eine magnetische QUIC-Falle transferiert,
wobei sich das 87Rb im |F = 2,mF = 2〉-Zustand und das 40K im |9/2, 9/2〉-Zustand
befindet. Diese Mischung wird durch Radiofrequenz-Evaporation des Rubidiums bis auf
2µK abgekühlt. Für den zweiten sympathetischen Kühlschritt werden die beiden Spezi-
es in eine oblate Dipolfalle mit einer Wellenlänge von 1030 nm transferiert. Die Falle be-
steht aus zwei in der horizontalen x-y-Ebene verlaufenden und sich orthogonal kreuzenden
gaußförmigen Laserstrahlen mit elliptischen Strahlprofilen (Taillen: wx,y = 150µm und
wz = 40µm). Nach dem Abschalten der Magnetfalle wird ein homogenes Magnetfeld von
13, 6 G angelegt. Anschließend wird das 87Rb mittels eines adiabatischen Mikrowellen-
Sweeps in den absoluten Grundzustand |1, 1〉 überführt und auch das 40K wird mittels eines
adiabatischen RF-Sweeps durch sämtliche Zeeman-Niveaus hindurch in seinen absoluten
Grundzustand |9/2,−9/2〉 überführt. Diese Mischung ist stabil gegenüber spinändernden
Stößen und wird durch sukzessives Verringern der Fallentiefe weiter evaporativ gekühlt.
Am Ende des Kühlprozesses verbleiben 2, 2(5) · 105 Kalium- und 2, 0(5) · 105 Rubidiu-
matome in der Dipolfalle. Die Rubidiumatome werden durch einen resonanten Laserpuls
vollständig aus der Falle entfernt und es verbleibt ein einkomponentiges Fermigas mit ty-
pischerweise 2, 0(5) · 105 Atomen, bei einer Temperatur bis hinab zu T/TF = 0, 23(3).
Das ultrakalte Fermigas wird schließlich in ein dreidimensionales optisches Gitter gela-
den, welches von drei zueinander orthogonal verlaufenden Stehwellen gebildet wird. Die
Laserstrahlen für die Erzeugung der Stehwellen verfügen an der Position der Atome über
Strahltaillen von 150µm und sind mit einer Wellenlänge von 755 nm blau gegenüber den
D1- und D2-Übergängen der beiden Spezies verstimmt. Das Gitterpotential wird in ei-
ner s-förmigen Rampe innerhalb von 40 ms auf eine Gittertiefe von Vx = Vy = 20Er
und Vz = 10Er erhöht. Dies geschieht zunächst entlang der x- und y-Achse und schließ-
lich entlang der z-Achse. Bei diesen Parametern bilden die Atome einen fermionischen
Bandisolator im untersten Energieband des Gitters aus, was wir mit der in Abschnitt 5.4.2
beschriebenen adiabatischen Abbildungstechnik nachweisen (siehe Einsatz in Abb. 8.13c).
Mit einer ähnlichen experimentellen Sequenz lässt sich auch ein reines Bose-Einstein-
Kondensat aus 3, 0(5) · 105 87Rb-Atomen in der gekreuzten Dipolfalle präparieren. Die
Kaliumatome werden bereits am Anfang der Sequenz durch Abschalten der entsprechen-
den Kühllaser weggelassen. Das präparierte Kondensat wird adiabatisch in ein Gitter mit




8.4.5 Durchführung der Korrelationsanalyse
Für die Korrelationsmessungen werden alle optischen Potentiale abrupt abgeschaltet und
die Rubidium- bzw. Kaliumwolken nach 10 ms freier Expansion durch eine Standard-Ab-
sorptionsabbildung entlang der Fallrichtung (z) aufgenommen. Das durch die resonante
Absorption im Abbildungsstrahl erzeugte Intensitätsprofil wird durch ein Linsensystem
auf eine CCD-Kamera abgebildet und daraus gemäß Abschnitt 3.6.1 die zweidimensionale
Säulendichte ncol(x) der Atomwolke berechnet. Wie in Abbildung 8.9 veranschaulicht,
ist die zweidimensionale Säulendichte ncol(x) durch die entlang der Abbildungsachse (z)
aufintegrierte dreidimensionale Dichteverteilung n(r) der Atomwolke gegeben.
In Abbildung 8.13 a und c sind exemplarisch die aufgenommenen Säulendichten für
einen bosonischen Mott-Isolator und einen fermionischen Bandisolator dargestellt. Für
beide Systeme erwarten wir eine Einfachbesetzung der Gitterplätze. Aufgrund der inkohä-
renten Überlagerung der frei expandierenden Wannier-Funktionen lassen sich die mittle-
ren Dichteverteilungen der abgebildeten Atomwolken durch Gauß-Verteilungen annähern
(Gleichung 5.60). Dies wird durch die in Abbildung 8.13 a und c dargestellten Schnitte
(blau) und die gaußförmigen Anpassungen (rote Kurven) verdeutlicht. Anhand der Schnit-
te ist außerdem zu erkennen, dass die Dichteverteilungen in den einzelnen Aufnahmen
starke Fluktuationen um ihren jeweiligen Mittelwert aufweisen. Auf den ersten Blick ist in
diesem Rauschen jedoch keinerlei Struktur auszumachen.
Zur genaueren Untersuchung der Dichtefluktuationen werden bei gleichbleibenden ex-
perimentellen Parametern Sätze von bis zu 200 Absorptionsaufnahmen gemacht. Aufnah-
men, die technische Artefakte, wie zu hohe Abweichungen in der Gesamtatomzahl oder
starke Interferenzen aufgrund von Frequenzschwankungen des Abbildungslasers, aufwei-
sen, werden verworfen (etwa 30 % aller Bilder). Die verbleibenden Bilder werden entspre-
chend der folgenden Korrelationsfunktion ausgewertet:
C(d) =
∫ 〈ncol(x− d/2)ncol(x+ d/2)〉d2x∫ 〈ncol(x− d/2)〉〈ncol(x+ d/2)〉d2x . (8.96)
Die Integration findet über die gesamte relevante Bildfläche statt. Die Klammern 〈 〉 stehen
für eine Mittelung über alle ausgewählten Aufnahmen. C(d) gibt die relative Häufigkeit
an, zwei Teilchen bei einem Abstand d vorzufinden. Bei einer großen Anzahl von Auf-
nahmen, nähert sich C(d) der räumlich gemittelten Korrelationsfunktion zweiter Ordnung
g(2)(d) an. Dabei ist C(d) > 1 charakteristisch für bosonisches Bunching und C(d) < 1
charakteristisch für fermionisches Antibunching.
In unserem Experiment werden unter anderem Korrelationsanalysen an 66 Aufnahmen
von bosonischen Mott-Isolatoren und an 158 Aufnahmen von fermionischen Bandisolato-
ren durchgeführt. Die entsprechenden Ergebnisse sind in Abbildung 8.13 b und d darge-
stellt. In beiden Fällen ist eine symmetrisch um den zentralen Autokorrelationspeak an-
geordnete periodische Struktur aus schmalen Peaks zu erkennen. Diese Struktur spiegelt
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Abbildung 8.13: Absorptionsaufnahmen (links) und Korrelationsanalysen (rechts) von
bosonischen und fermionischen Atomwolken. Die Aufnahmen entsprechen einem Mott-
Isolator aus 87Rb-Atomen und einem Bandisolator aus 40K-Atomen jeweils nach 10 ms
freier Expansion. Eine Abbildung der Brillouin-Zone (kleiner Einsatz) bestätigt, dass die
Fermionen einen Bandisolator bilden. Horizontale Schnitte durch die Zentren der Abbil-
dungen zeigen die Fluktuationen der Säulendichten ncol(x, 0) (blau) um ihre gaußförmi-
gen Mittelwerte (rot). Die aus Serien von Absorptionsaufnahmen abgeleiteten räumlichen
Rauschkorrelationen sind rechts dargestellt und zeigen ein Muster aus hellen bzw. dunklen
Peaks mit periodischen Abständen `. Horizontale Schnitte C(d, 0) verdeutlichen, dass es




das reziproke Gitter wider. Horizontale Schnitte durch die Zentren der Korrelationsbilder
verdeutlichen, dass die Peaks bei Bosonen ein positives und bei Fermionen ein negatives
Vorzeichen aufweisen. In den Profilen ist zu erkennen, dass die Abstände der Peaks gut mit
den theoretisch zu erwartenden Abständen ` (durch Pfeile repräsentiert) übereinstimmen.
Die dargestellten Korrelationsbilder sind allein mit einem Hochpassfilter nachbearbeitet.
Dieser Filter unterdrückt einen breiten gaußförmigen Untergrund, der sich auf Atomzahl-
fluktuationen zwischen den einzelnen Aufnahmen zurückführen lässt.
Statt die Korrelationsfunktion 8.96 durch direkte Integration auszuwerten, verwenden
wir einen effizienten Algorithmus [45], der sich aus dem Wiener–Khinchin-Theorem ab-
leitet [40]. Dazu wird zunächst zu jeder aufgenommenen Dichteverteilung ncol(x) die zu-







ncol(x)ncol(y)δ (y − (x+ d)) d2xd2y. (8.97)
Die Darstellung mit der Dirac’schen Delta-Funktion δ(x) ermöglicht es, die Fourier-Trans-
formierte F der Autokorrelationsfunktion ac(d) in einfacher Weise zu berechnen:
F (ac) =
∫ ∫ ∫





= F ∗(ncol)F (ncol). (8.98)
Der letzte Schritt berücksichtigt, dass die Verteilung ncol(x) reell ist. Statt durch Integra-
tion, lässt sich die Autokorrelationsfunktion nun mit geringem numerischen Aufwand
durch zwei aufeinanderfolgende Fourier-Transformationen (FFT) berechnen:
ac(d) = F −1
(|F (ncol(x))|2) . (8.99)
Durch Mittelung über die Autokorrelationsfunktionen sämtlicher Absorptionsaufnahmen
erhält man den Zähler in Gleichung 8.96. Für den Nenner wird zunächst über alle Absorp-
tionsaufnahmen gemittelt und dann die Autokorrelationsfunktion dieser Durchschnittsver-
teilung berechnet.
Prinzipiell ist es denkbar, dass bei den Bosonen ein kleiner superfluider Rest die positi-
ven Dichtekorrelationen hervorruft und die resultierenden Interferenzstrukturen aufgrund
starker Schuss-zu-Schuss-Fluktuationen erst in der Korrelationsanalyse zutage treten. Dass
5Der Begriff „Autokorrelation“ soll hier ausdrücken, dass jede Aufnahme mit sich selbst in Bezug gesetzt
wird.
314
8.4 Korrelationsanalyse von Zuständen in optischen Gittern
ein solcher Effekt keine Rolle spielt, wurde bereits in dem ersten Mainzer HBT-Experiment
[45] nachgewiesen. Dazu wurden mittels einer Maske die Bereiche aus den Absorpti-
onsaufnahmen ausgeblendet, an denen möglicherweise superfluide Bragg-Peaks auftre-
ten. Tatsächlich zeigte die Anwendung einer solchen Maske keinen signifikanten Einfluss
auf das resultierende Korrelationssignal. In Referenz [49] wurde eine solche Maske dazu
benutzt, gezielt den superfluiden Anteil einer Atomwolke auszublenden und nur den loka-
lisierten Anteil der Atome zu betrachten. Auf diese Weise ließ sich der Mott-Isolator auch
in der Nähe zum Phasenübergang mittels Korrelationsanalyse untersuchen.
In dem ersten Mainzer HBT-Experiment konnte gezeigt werden, dass die Korrelations-
muster im Mott-Isolator-Regime stabil sind und sich über einen weiten Bereich von Git-
tertiefen beobachten lassen. Auch für ein 2D-Gitter mit einigen tausend unabhängigen ein-
dimensionalen Bose-Einstein-Kondensaten konnten ähnliche Dichtekorrelationen nachge-
wiesen werden [45]. Diese Beobachtungen stehen im engen Zusammenhang mit einem
früheren Experiment, bei dem die Interferenzmuster von 30 miteinander interferierenden,
unabhängigen Bose-Einstein-Kondensaten untersucht wurden [309]. In beiden Experimen-
ten lässt sich das Bunching in einem Modell chaotischer klassischer Felder begreifen, wie
wir dies auch für pseudo-thermisches Licht gesehen haben. Im Gegensatz zu den interfe-
rierenden Kondensaten lässt sich der Bunching-Effekt im Mott-Isolator-Regime nur quan-
tenmechanisch erklären und für den Nachweis der Dichtekorrelationen ist die Detektion
des atomaren Rauschens – also einzelner Atome – notwendig.
Für Bose-Einstein-Kondensate, die aus einem flachen optischen Gitter entlassen werden,
erwartet man einen flachen Verlauf der Korrelationsfunktion C(d). In diesem Regime ist
eine experimentelle Bestimmung der Korrelationsfunktion bislang nicht gelungen. Denn
im Experiment beobachtet man zwischen den einzelnen Aufnahmen kleine Schwankungen
in den superfluiden Interferenzmustern, welche auf Schuss-zu-Schuss-Fluktuationen in der
Atomzahl und Anregungen des Kondensats durch externe Störungen zurückzuführen sind.
Diese Schwankungen werden nicht durch die Normierung in Gleichung 8.96 aufgehoben,
sodass die daraus resultierenden Korrelationen stärker sind als die beim Mott-Isolator be-
obachteten Quantenkorrelationen [45]. Die weitaus robusteren Quantenkorrelationen des
Mott-Isolators lassen sich durch dessen Anregungsenergielücke erklären. Zudem ist hier
aufgrund eines gleichmäßigeren Verlaufs der mittleren Dichteverteilung die Korrelations-
analyse weniger sensitiv auf Positionsschwankungen in der Abbildung (bessere Normie-
rung).
Die Ergebnisse in Abbildung 8.13 bestätigen in eindrucksvoller Weise, dass sich das
intrinsische Quantenrauschen der Atomwolken bereits mittels einfacher Absorptionsabbil-
dung nachweisen lässt [45, 50, 306] und dass sich aus den Rauschkorrelationen Informa-
tionen über die räumliche Ordnung der Atome im Gitter gewinnen lassen, die nicht in der
mittleren Dichteverteilung enthalten sind. Zudem gibt das Vorzeichen der Korrelationen
Auskunft über die Quantenstatistik der Teilchen.
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Da bei der Korrelationsanalyse das „Zählen“ der Atome im Nachhinein – also un-
abhängig vom Detektionsprozess – stattfindet, kann jedes Atom mit sich selbst in Be-
zug gesetzt werden. Folglich überwiegt die Autokorrelation alle anderen Zwei-Teilchen-
Korrelationen. Dass man dennoch Zwei-Teilchen-Korrelationen nachweisen kann, ist der
Bragg-Beugung im Gitter zu verdanken. Durch Letztere können Teilchen, die einen be-
stimmten Einteilchenzustand besetzen, an verschiedenen Raumpunkten nachgewiesen wer-
den. Die Bragg-Beugung erzeugt gewissermaßen räumlich periodische Kopien der Einteil-
chenzustände, welche ohne Gitter vorliegen würden6. Somit bauen sich die Zwei-Teilchen-
Korrelationen auch außerhalb des zentralen Autokorrelationspeaks auf und lassen sich
nachweisen.
8.4.6 Signal-Rausch-Verhältnis
Um die Dichtekorrelationen in den Absorptionsabbildungen nachweisen zu können, darf
der korrelierte Anteil des atomaren Rauschens nicht vollständig von anderen Rauschquel-
len verdeckt werden. Wie wir im Anschluss sehen werden, findet bei der Absorptionsab-
bildung eine Mittelung über mehrere Kohärenzvolumina statt. Mit der Abschätzung 8.115
lässt sich zeigen, dass bei unseren Parametern die Korrelationsamplitude für das 40K maxi-
mal einen Wert von∼ 15 ·10−4 annimmt. Hieraus folgt, dass der korrelierte Anteil des ato-
maren Rauschens7 ∆ncol, cor./〈ncol〉 etwa 0, 04 beträgt und damit etwa einen Faktor 5 kleiner
ist als das in den Absorptionsaufnahmen sichtbare Rauschen ∆ncol/〈ncol〉 ≈ 0, 2. Neben
unkorrelierten atomaren Rauschen treten im Experiment auch Photonen-Schrotrauschen
und technische Störquellen auf:
Das Photonen-Schrotrauschen des Abbildungslichtes lässt sich minimieren, indem man
dafür sorgt, dass genügend Photonen auf die einzelnen Pixel der CCD-Kamera fallen. Für
die Abbildung wählen wir eine Pulsdauer von 50µs und eine Lichtleistung, die etwa 10 %
der Sättigungsintensität Isat beträgt. Berücksichtigt man die atomare Absorption, so treffen
mindestens Np = 2400 Photonen auf jeden CCD-Pixel. Hieraus ergibt sich eine effektive
Varianz in der optischen Dichte, deren Wert kleiner ist als ∆D =
√
Np/Np = 0, 02.
Die wichtigste technische Störquelle ist das sogenannte Ausleserauschen, welches beim
Zählen der in den einzelnen CCD-Pixeln gespeicherten Photoelektronen auftritt. Weniger
kritisch ist das thermische Rauschen, welches sich durch das Kühlen des CCD-Chips stark
unterdrücken lässt.
Ein weiteres Störsignal stellen die bei der Abbildung mit kohärentem Licht auftreten-
den Interferenzmuster dar. Diese lassen sich durch die Normierung mit einem Referenzbild
ohne Atome weitgehend aufheben. Um eine optimale Normierung zu garantieren, achten
wir in unserem Experiment auf eine hohe Frequenzstabilität des Abbildungslasers, eine
6In einer Analogen Darstellung zu Abbildung 8.8 würden die einzelnen Kohärenzvolumina aus räumlich
nicht zusammenhängenden Teilvolumina bestehen.
7Das atomare Rauschen beträgt ∆ncol/〈ncol〉 =
√
Npxl/Npxl (siehe Seite 303) und lässt sich in einen
korrelierten ∆ncol, cor. und einen unkorrelierten Anteil ∆ncol, uncor. zerlegen.
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Abbildung 8.14: Signal-Rausch-Verhältnis von C(d) als Funktion der Anzahl Absorp-
tionsabbildungen, die in die Korrelationsanalyse einbezogen werden. Die Punkte geben
die gemessenen Werte wieder und der Graph beschreibt den Mittelwert der gemessenen
Korrelationsamplituden geteilt durch eine A + B/
√
NA-Anpassung an das Hintergrund-
rauschen.
gute Strahlqualität und einen kurzen Zeitabstand zwischen Absorptionsaufnahme und Re-
ferenzbild (siehe Abschnitt 3.6.3). Schließlich werden Aufnahmen, an deren Rändern In-
terferenzmuster auftreten, ausselektiert.
Durch eine Auswertung von Absorptionsaufnahmen ohne Atome findet man für das
Hintergrundrauschen experimentell eine Varianz in der optischen Dichte von ∆D ≈ 0, 03.
Hieraus folgt, dass das Photonen-Schrotrauschen und technische Störquellen etwa in glei-
chen Maßen zum Hintergrundrauschen beitragen. Bei einer typischen optischen Dichte der
Atomwolke von D ≈ 0, 2 ist damit das Hintergrundrauschen (∆D/D ≈ 0, 15) etwa einen
Faktor 4 größer als der korrelierte Anteil des atomaren Rauschens (∆ncol, cor./〈ncol〉 ≈
0, 04).
Um die Korrelationspeaks eindeutig identifizieren und charakterisieren zu können, muss
das Signal-Rausch-Verhältnis in den Korrelationsbildern hinreichend groß sein. Abbildung
8.14 zeigt dieses Verhältnis als Funktion der Anzahl von AbsorptionsaufnahmenNA, die in
die Korrelationsanalyse einbezogen werden. Das Signal-Rausch-Verhältnis der einzelnen
Korrelationsbilder wird aus dem Verhältnis der numerisch angepassten Peakamplituden
und der Varianz des Hintergrundrauschens (in Peaknähe) bestimmt. Da die Varianz des
Hintergrundrauschens in guter Übereinstimmung mit einem 1/
√
NA-Verhalten abnimmt,
kann das Signal-Rausch-Verhältnis durch Einbeziehen von mehr und mehr Absorptions-
aufnahmen in die Korrelationsanalyse sukzessive erhöht werden. Wir finden, dass min-
destens 50 Absorptionsaufnahmen notwendig sind, um die Peaks zuverlässig durch zwei-
dimensionale Gauß-Verteilungen anpassen zu können, wenn die Positionen, Breiten und
Amplituden der Gauß-Verteilungen freie Parameter sind.
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8.4.7 Auswirkungen der Auflösung auf die Korrelationsamplituden
Die theoretische Korrelationsfunktion aus Gleichung 8.85 zeigt vollständiges Bunching
bzw. Antibunching. Das heißt, die Korrelationsamplitude |C(dPeak) − 1| nimmt den ma-
ximal möglichen Wert von eins an. Im Experiment misst man hingegen deutlich kleinere
Amplituden, was dadurch bedingt ist, dass bei der Absorptionsabbildung eine Mittelung
über mehrere Kohärenzvolumina stattfindet. Diese Mittelung ist auf die endliche Auflö-
sung des Abbildungssystems und auf die Integration entlang der Abbildungsrichtung zu-
rückzuführen.
Das Auflösungsvermögen unseres Abbildungssystems wird im Wesentlichen durch drei
Faktoren begrenzt. Dazu zählen die optische Auflösung, die endliche Größe der CCD-Pixel
und die Bewegung der Atome während der Belichtungsdauer. Im Folgenden gehen wir am
Beispiel von Kalium genauer auf diese Punkte ein:
• Die Optische Auflösung wird durch das abbildende Linsenpaar bestimmt, dessen
Blendenzahl etwa 3, 2 beträgt. Bei der verwendeten Wellenlänge von λ = 767 nm
folgt hieraus eine beugungsbegrenzte Auflösung von etwa 3µm.
• Berücksichtigt man die 2, 3-fache Vergrößerung der optischen Abbildung, so verfügt
die Kamera am Ort der Atome über eine effektive Pixelgröße von 3, 5µm.
• Während der Belichtungsdauer tPuls = 50µs legen die Atome eine Fallstrecke von
∆z = 4, 9µm zurück. Da die Atome entlang der Fallrichtung abgebildet werden, hat
diese Bewegung keinen nennenswerten Einfluss auf die Auflösung der zweidimen-
sionalen Dichteverteilung ncol(x, y). Doch durch die inkohärente Lichtstreuung er-
fahren die Atome auch eine transversale Geschwindigkeitskomponente. Jedes Atom
streut im Mittel Np = ΓtPuls/(2 + 2Isat/I) ≈ 85 Photonen aus dem Abbildungslicht.
Hierbei bezeichnet I die Intensität des eingestrahlten Lichtes, Γ die Linienbreite des
getriebenen atomaren Übergangs und Isat die zugehörige Sättigungsintensität. Durch
die inkohärente Streuung vollführen die Atome eine Zufallsbewegung, deren mitt-
lere transversale Geschwindigkeit am Ende der Belichtungsdauer
√
Npvr beträgt.
Hierbei bezeichnet vr = h/λm = 13, 0 mm/s die Rückstoßgeschwindigkeit eines
40K-Atoms. Die durch die Zufallsbewegung hervorgerufene Unschärfe in der Po-
sition der einzelnen Atome lässt sich durch eine Kreisscheibe beschreiben, deren
mittlerer Radius etwa 5µm beträgt.
Bildet man die quadratische Summe der einzelnen Beiträge, so findet man, dass jedes
Atom innerhalb einer Kreisfläche mit einem mittleren Radius von 6µm abgebildet wer-
den kann. Dieses Ergebnis stimmt in etwa mit dem gemessenen Auflösungsvermögen von
σ = 5.6µm überein. Letzteres wird durch eine Gauß-Anpassung an den zentralen Auto-
korrelationspeak ermittelt (siehe Seite 321).
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Die endliche Auflösung des Abbildungssystems lässt sich mathematisch beschreiben,
indem man die atomare Dichteverteilung mit einer sogenannten Punktspreizfunktion fal-
tet. Bei unserer Abbildung ist die Punktspreizfunktion in guter Näherung durch eine zwei-
dimensionale Gauß-Funktion der Breite σ gegeben:




Dabei bezeichnet x die auf die Detektorebene (x-y) projizierte Position eines Atoms und
x1 den Beobachtungspunkt, also zum Beispiel das Zentrum eines CCD-Pixels. Damit das
Gesamtsignal erhalten bleibt, ist die Punktspreizfunktion normiert
∫
fabb(x)d
2x = 1. Bei
der Absorptionsabbildung wird die atomare Dichte entlang der Abbildungsrichtung (z)
integriert und über die minimal aufgelöste Fläche gemittelt. Die auf einem CCD-Pixel





Hierbei steht der Index „abb“ für die Integration der dreidimensionalen Dichteverteilung
entlang der Abbildungsrichtung (z) und für die Faltung des Ergebnisses mit der zweidi-
mensionalen Punktspreizfunktion. Der dreidimensionale Ortsvektor r = (x, z) besteht
aus einem zweidimensionalen Vektor x, der parallel zur Detektorebene verläuft und einer
senkrechten z-Komponente.
Mit dem Operator aus Gleichung 8.101 erhält man für die Dichtekorrelation:
〈nˆabb(x1)nˆabb(x2)〉 =
∫ ∫
fabb(x− x1)fabb(x′ − x2)〈nˆ(r)nˆ(r′)〉d3rd3r′. (8.102)






fabb(x− x1)fabb(x′ − x2)G(2)(r, r′)d3rd3r′. (8.103)
In diesen Ausdruck setzen wir Gleichung 8.79 und 8.83 ein und bezeichnen das Integral in
der oberen Zeile als A und das Doppelintegral in der unteren Zeile als B. Im einfach kubi-
schen Gitter lassen sich die Gittervektoren rj als ganzzahliges Vielfaches der Gitterperiode
a darstellen: rj = ja = (j⊥, jz)a. Dabei ist der zweidimensionale Vektor j⊥ = (jx, jy)a
parallel zur Beobachtungsebene und jν sind ganze Zahlen. In den Termen A und B muss
die frei expandierende Wannier-Funktion entlang der Abbildungsachse aufintegriert wer-
den und es gilt:
W (x) ≡
∫ ∣∣∣w˜ (mr~t )∣∣∣2 dz ≈ 1piw2x,y e−x2/w2x,y mit wx,y = ~ktm s1/4x,y . (8.104)
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Hierbei wird die Wannier-Funktion gemäß Gleichung 5.60 genähert und es wird ange-
nommen, dass die einheitenlosen Gittertiefen sx,y entlang der x- und y-Achse miteinan-
der übereinstimmen. Für den Bandisolator bzw. Mott-Isolator (mit Einfachbesetzung) gilt






















Die Zwei-Teilchen-Korrelationen der Isolator-Zustände sind durch Gleichung 8.84 gege-
ben, wobei wir wiederum nur die quadratischen Terme in den Teilchenzahlen berücksich-




































Teilt man die Summe (A + B) durch die mittleren Dichten an den Positionen x1 und x2,
so erhält man schließlich die normierte Dichtekorrelationsfunktion für die Absorptionsab-





















Im Experiment werden die gemessenen Korrelationen räumlich gemittelt und als Funk-
tion des Relativabstandes d = x1−x2 aufgetragen. Da Gleichung 8.110 weitgehend unab-
hängig von den absoluten Positionen x1,2 ist, lässt sie sich in der Form Cabb(d) schreiben
und stimmt in guter Näherung mit der räumlich gemittelten Korrelationsfunktion überein.
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Abbildung 8.15: Darstellung der Funktion 8.112 für eine Gitterachse mit N⊥ = 100 ein-
fach besetzten Plätzen und für zwei verschiedene Auflösungen `/σ des Abbildungssys-
tems.
Nur der erste Term in Gleichung 8.110, der den zentralen Autokorrelationspeaks (d = 0)
beschreibt, weist eine schwache Abhängigkeit von der absoluten Position x1 auf. Da aber
σ sehr viel kleiner ist als die Ausdehnung von W (x), bleibt die Form des gaußförmigen
Peaks von der räumlichen Mittelung weitgehend unberührt. Aus der Breite dieses zentra-
len Autokorrelationspeaks lässt sich das Auflösungsvermögen σ des Abbildungssystems
ableiten.
Im Folgenden interessieren wir uns für den Kontrast der Korrelationen, also für die
Peakamplituden außerhalb des zentralen Bereichs, sodass wir den ersten Term in Glei-
chung 8.110 nicht weiter zu berücksichtigen brauchen. Im Allgemeinen kann die Korrela-
tionsfunktion 8.110 nur numerisch ausgewertet werden. Um dennoch Aussagen über ihren
Verlauf treffen zu können, betrachten wir den vereinfachten Fall, dass innerhalb des ein-
fach kubischen Gitters eine rechteckige Atomverteilung vorliegt. Dabei seien entlang der
x- und y-Achse jeweils N⊥ und entlang der z-Achse Nz Gitterplätze mit je einem Atom
besetzt, sodass die Gesamtatomzahl N = N2⊥Nz beträgt. Mit diesen Annahmen ergibt sich
die Korrelationsfunktion zu
Cabb (d) = 1± 1
Nz
F (dx)F (dy). (8.111)
Hierbei ist d = (dx, dy) und es wird die folgende skalare Funktion eingeführt:














Die Funktion F (d) ist periodisch mit dem Abstand ` = ht/ma (siehe Abbildung 8.15) und
aus deren Maximalwert F (`) ergibt sich die Korrelationsamplitude:






Bei unendlich hoher Auflösung (σ = 0) ist F (`) = 1 und der Kontrast des Korrelations-
signals wird allein durch die Integration entlang der Abbildungsachse auf einen Wert von
1/Nz reduziert. Bei endlicher Auflösung (σ > 0) beschränkt die zweite Gauß-Funktion in
Gleichung 8.112 die Summation über j auf jeweils etwa `/piσ Werte. Damit ist






und für den Kontrast des Korrelationssignals erhält man die Näherung [45]:







Der Koeffizient β lässt sich durch eine numerische Auswertung der Funktion 8.112 be-
stimmen. Dabei findet man, dass sich β nur geringfügig mit dem Aspektverhältnis α der
rechteckigen Atomverteilung im Gitter verändert. Für ein typisches Auflösungsvermögen
mit `/σ = 50 findet man β ≈ 1, 38.
Abbildung 8.16 zeigt eine Gegenüberstellung der numerisch ermittelten Korrelations-
amplitude 8.113 (durchgehende Kurve) und der Näherung 8.115 (gestrichelte Kurve), zum
einen als Funktion der Auflösung `/σ und zum anderen als Funktion der Teilchenzahl N .
Bei hohen Auflösungen `/σ wird die quadratische Näherung rasch ungeeignet, da die Kor-
relationsamplitude für σ = 0 auf 1/Nz beschränkt ist.
Statt in einer rechteckigen Gesamtverteilung ordnen sich die Atome im realen Gitter
entlang den Äquipotentialflächen des externen harmonischen Einschlusses an und bilden
dabei näherungsweise ein Rotationsellipsoid aus. In einem solchen Fall lässt sich die Kor-
relationsfunktion 8.110 nicht mehr nach den drei Raumachsen separieren und die Berech-
nung der zugehörigen Amplituden erfordert eine vollständig numerische Auswertung von
8.110, für die man zunächst die Koordinaten aller besetzten Gitterplätze bestimmen muss.
Doch auch in diesem Fall lassen sich die Amplituden durch Gleichung 8.115 annähern. Bei
einer typischen Auflösung von `/σ = 50 erhält man für den Koeffizienten8 β ≈ 1, 25. Va-
riiert man das Aspektverhältnis α = ωz/ωr des externen Einschlusses zwischen 1 und 5, so
verändert sich β um weniger als 10 %. Für unsere experimentellen Parameter [2, 0(5) · 105
40K-Atome, α = 5 und `/σ = 47(3)] ergibt die exakte numerische Berechnung eine Kor-
relationsamplitude von 15(4) · 10−4. Im Experiment messen wir bei den niedrigsten Tem-
peraturen [T/TF = 0, 23(3)] des Fermigases eine Korrelationsamplitude von 8(1) · 10−4.
Die Diskrepanz zwischen Theorie und Experiment erklärt sich dadurch, dass in der obi-
gen Berechnung die endliche Temperatur des Fermigases vernachlässigt wird. Wie wir im
nächsten Abschnitt sehen werden, nimmt mit der Temperatur auch die Ausdehnung des
Gases im optischen Gitter zu und folglich die Korrelationsamplitude ab.
8Die exakte numerische Rechnung liefert für Gleichung 8.115 einen Vorfaktor, der etwa 1, 6 mal größer ist
als der in Referenz [45] angegebene Vorfaktor.
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Abbildung 8.16: Theoretischer Verlauf der Korrelationsamplitude bei endlicher Auflö-
sung des Abbildungssystems. Der Graph (a) zeigt die Amplitude als Funktion des Auf-
lösungsvermögens in Einheiten von `/σ bei fester Gesamtteilchenzahl N und der Graph
(b) als Funktion der Gesamtatomzahl N bei konstanter Auflösung `/σ. In beiden Fällen
wird von einer rechteckigen Atomverteilung mit einem Aspektverhältnis von α = 5 in-
nerhalb des optischen Gitters ausgegangen. Die durchgehenden Kurven entsprechen den
exakten numerischen Lösungen gemäß Gleichung 8.112 und 8.113. Die gestrichelten Kur-
ven entsprechen der Näherung 8.115 mit β = 1, 38.
Die obigen Betrachtungen legen zwei Möglichkeiten nahe, mit denen sich im Experi-
ment der Kontrast der Korrelationssignale erhöhen lässt. Gemäß Gleichung 8.115 nimmt
die Korrelationsamplitude quadratisch mit der Expansionsdauer t zu, denn der Abstand der
Korrelationspeaks ` ist direkt proportional zu t. Andererseits lässt sich die Korrelations-
amplitude erhöhen, indem man die Anzahl Nz der entlang der Abbildungsrichtung aufin-
tegrierten Gitterplätze reduziert. Dies kann entweder durch ein räumlich selektives Abbil-
dungsverfahren oder durch eine tatsächliche Reduzierung der entlang der Abbildungsachse
besetzten Gitterplätze geschehen. Letzteres lässt sich, wie in unserem Experiment, durch
einen anisotropen externen Einschluss erzielen. Dabei muss aber auch die Gesamtatom-
zahl N verringert werden, da ansonsten eine zunehmende transversale Besetzung N⊥ den
positiven Effekt auf die Korrelationsamplitude kompensiert. Die durch Gleichung 8.115
beschriebene Abhängigkeit der Korrelationsamplitude von der GesamtatomzahlN und der
Expansionsdauer t ∝ ` wurde bereits in dem früheren HBT-Experiment [45] untersucht.
8.4.8 Struktur und Temperaturverhalten der Korrelationspeaks
Bei der Besprechung der optischen Intensitätsinterferometrie fanden wir einen unmittelba-
ren Zusammenhang zwischen dem Verlauf der Korrelationsfunktion und dem Intensitäts-
profil der Lichtquelle. Gemäß dem van Cittert-Zernike-Theorem sind beide Verläufe über
eine Fourier-Beziehung miteinander verknüpft. Auch bei der atomaren Korrelationsanaly-
se sind die Dichtekorrelationen und die ursprüngliche Atomverteilung im Gitter über eine
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Fourier-Beziehung miteinander verknüpft. So spiegelt sich in der Periodizität der Korre-
lationspeaks das reziproke Gitter wider und die Breite der einzelnen Peaks verhält sich
umgekehrt proportional zur Wolkenausdehnung im Gitter (siehe Abschnitt 8.4.3) [307]. In
diesem Abschnitt untersuchen wir, wie die Form der einzelnen Peaks durch die Einhüllen-
de der Atomverteilung im Gitter beeinflusst wird. Insbesondere zeigen wir, dass sich aus
den Korrelationsamplituden die Temperatur der Atome im Gitter ableiten lässt [50].
Der enge mathematische Zusammenhang zwischen der optischen Intensitätsinterfero-
metrie und der Korrelationsanalyse von atomaren Absorptionsaufnahmen wird deutlich,
wenn man die optische Korrelationsfunktion zweiter Ordnung 8.33 mit der atomaren Dich-
tekorrelationsfunktion 8.85 vergleicht. In beiden Fällen sind die Korrelationsfunktionen im
Fernfeld durch Fourier-Transformierte der Quelle gegeben. Wobei es sich bei der atoma-
ren Korrelationsfunktion, wegen der Periodizität des Gitters, um eine diskrete Fourier-
Transformation handelt. Erstreckt sich die Atomwolke entlang der verschiedenen Gitter-
achsen ν über hinreichend viele Plätze (Nν  1), so lässt sich die diskrete Transformation
im Bereich der Peaks durch eine kontinuierliche Fourier-Transformation der Einhüllenden
der Atomverteilung annähern. Dies wollen wir im Folgenden als Kontinuumsnäherung be-
zeichnen.
Für die in Abbildung 8.17a dargestellte rechteckige Atomverteilung in einem 2D-Gitter
lässt sich die zugehörige Korrelationsfunktion C(d) gemäß Gleichung 8.89 als Produkt
der eindimensionalen Lösungen 8.88 darstellen. Betrachtet man die Korrelationsfunktion
im Bereich eines Peaks9, so gilt dν  ` und die eindimensionalen Lösungen 8.88 lassen







Der einzelne Peak hat demnach dieselbe Form, wie die Intensitätskorrelationen der homo-
genen linearen Lichtquelle (siehe Gleichung 8.13, 8.32 und Abbildung 8.5b).
Für die in Abbildung 8.17b dargestellte runde Atomverteilung in einem 2D-Gitter legt
die obige Analogie nahe, dass die zugehörigen Korrelationspeaks dieselbe Struktur auf-
weisen, wie die Intensitätskorrelationen einer kreisrunden homogenen Lichtquelle (siehe
Gleichung 8.14, 8.32 und Abbildung 8.5b). In der Tat lässt sich hier der radiale Verlauf




Dabei ist Nr über die Gesamtteilchenzahl N = pi(Nr/2)2 definiert. Da man bei der Kon-
tinuumsnäherung nur die Einhüllende der Dichteverteilung betrachtet und somit die dis-
krete periodische Struktur des optischen Gitters vernachlässigt, geht auch die Periodizität
9Der Einfachheit halber vernachlässigen wir den zentralen Autokorrelationspeak und gehen davon aus, dass
der betrachtete Peak bei dPeak ≡ 0 positioniert ist.
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Verteilung im 2D-Gitter Verteilung im 2D-Gitter
Abbildung 8.17: Struktur der Korrelationspeaks für ein zweidimensionales Gitter mit (a)
einer rechteckigen Verteilung aus 32 × 32 Fermionen und (b) einer näherungsweise run-
den Verteilung aus 1000 Fermionen. Die berechneten Korrelationspeaks sind durch zwei-
dimensionale Dichteprofile und deren horizontale Schnitte (blaue Kurven) dargestellt. Die
atomaren Verteilungen im optischen Gitter lassen sich näherungsweise durch ihre Einhül-
lenden (rote Flächen) beschreiben. Im Rahmen der Kontinuumsnäherung sind die Formen
der Korrelationspeaks durch die Fourier-Transformierten der Einhüllenden gegeben. Die
Schnitte zeigen die Resultate der Kontinuumsnäherung 8.116 und 8.117 (rote Punkte) im
Vergleich mit den exakten Verläufen der Korrelationsfunktionen (blauen Kurven).
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der Korrelationsfunktion verloren. Folglich geben die Kontinuumsnäherungen 8.116 und
8.117 nur die Formen der einzelnen Peaks und nicht etwa die gesamten Verläufe der Kor-
relationsfunktionen wieder.
Letztlich spiegelt die Form jedes einzelnen Korrelationspeaks die Kristallimpulskorre-
lationen 〈nˆqnˆq+∆q〉 innerhalb des Gitters wider. Beim Entlassen aus dem Gitter werden
diese Korrelationen durch die Bragg-Beugung in periodische Impulskorrelationen umge-
wandelt und diese schließlich – während der freien Expansion – in räumlich periodische
Dichtekorrelationen überführt.
Temperaturverhalten der Korrelationspeaks
Bislang sind wir von verschwindenden Temperaturen im optischen Gitter ausgegangen
und haben die atomaren Korrelationen nur für reine Isolatorzustände mit ganzzahligen
Besetzungszahlen 〈nˆj〉 analysiert. Für das einkomponentige Fermigas wollen wir nun auch
das Temperaturverhalten der Korrelationen untersuchen.
Dazu betrachten wir zunächst ein eindimensionales Fermigas aus N Atomen in einem
Gitter mit einem externen harmonischen Einschluss der Frequenz ω. Wir nehmen an, dass
das Gitter hinreichend tief ist, sodass Tunnelprozesse unterdrückt sind (J  1). Darüber
hinaus sei die Temperatur im Gitter Tlat so klein, dass die Atome ausschließlich das un-
terste Vibrationsniveau eines jeden Gitterplatzes besetzen. Im tiefen inhomogenen Gitter
entsprechen die Einteilcheneigenzustände den lokalisierten Zuständen auf den verschie-
denen Gitterplätzen und die Eigenenergien sind durch die potentiellen Energien an den
entsprechenden Plätzen gegeben, j = 12mω
2a2j2. Hierbei bezeichnet a die Gitterkonstan-
te und j den Index des jeweiligen Gitterplatzes. Da die Besetzung der Einteilchenzustände
zugleich der Besetzung der Gitterplätze entspricht, lässt sich 〈nˆj〉 über das großkanonische
Ensemble aus Abschnitt 8.2.4 auswerten und es gilt Gleichung 8.69. Auch die Teilchen-
korrelationen zwischen den Gitterplätzen 〈aˆ†i aˆ†j aˆkaˆl〉 lassen sich aus dem großkanonischen
Ensemble ableiten und man erhält Gleichung 8.70. Vergleicht man dieses Ergebnis mit
dem aus Gleichung 8.84, so findet man, dass die Teilchenkorrelationen bei endlichen Tem-
peraturen von derselben Form sind, wie beim reinen Bandisolator am absoluten Nullpunkt.
Damit ist die Korrelationsfunktion aus Gleichung 8.85 auch für Tlat > 0 gültig, wobei die






mω2a2j2 − µ) /kBTlat]+ 1 . (8.118)
Das chemische Potential µ wird über die Gesamtteilchenzahl N =
∑
j〈nˆj〉 festgelegt.
Am absoluten Nullpunkt füllen die Fermionen die Gitterplätze ausgehend vom Zen-
trum der Falle sukzessive nach außen hin auf, wobei sich ein Fermi-See im Ortsraum mit
dem Radius RF = Na/2 ausbildet (siehe Abbildung 8.18a). Somit lässt sich die Fermi-
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Mit zunehmender Temperatur können die Atome auch weiter außen liegende Gitterplät-
ze besetzen und die räumliche Ausdehnung der Atomwolke nimmt zu. In dem hier be-
trachteten eindimensionalen Fall nimmt die fermionische Dichtekorrelationsfunktion aus
Gleichung 8.85 die folgende Form an:











Diese Funktion weist negative Peaks in periodischen Abständen ` auf und geht bei Tlat = 0
in den bekannten Ausdruck 8.88 über. Abbildung 8.18b zeigt die Form eines Peaks für
verschiedene Temperaturen. Dabei finden wir, dass die Amplitude der Peaks unabhängig
von der Temperatur immer den Wert 1 annimmt. Im Gegensatz dazu nimmt die Breite der
Peaks mit zunehmender Temperatur ab. Dieses Verhalten lässt sich wie folgt verstehen: Die
Amplitude von 1 entspricht einer vollständig verschwindenden Korrelationsfunktion C(d)
und ist eine universelle Eigenschaft der Fermionen, die jeden Bloch-Zustand nur einfach
besetzen dürfen. Wie wir gesehen haben, wird die Form des einzelnen Korrelationspeaks
durch die Kristallimpulskorrelationen 〈nˆqnˆq+∆q〉 im optischen Gitter bestimmt. Letztere
lassen sich durch eine Korrelationslänge δq im Kristallimpulsraum charakterisieren, die
über die Beziehung lc = ~δqt/m mit der Breite lc der einzelnen Korrelationspeaks ver-
knüpft ist. Für das wechselwirkungsfreie Fermigas verhält sich die Korrelationslänge δq
umgekehrt proportional zur Ausdehnung der Atomwolke im Gitter. Die mit der Tempera-
tur zunehmende Ausdehnung im Gitter führt folglich zu einer Abnahme der Peakbreiten lc.
Es sei bemerkt, dass die Flügel der Korrelationspeaks bei verschwindender Tempera-
tur mit einer Periode oszillieren, die sich umgekehrt proportional zum Fermi-Radius RF
verhält. Diese Oszillationen sind analog zu den Friedel-Oszillationen, welche ein freies
Fermigas im Ortsraum ausführt [70]. Mit zunehmender Temperatur weichen die Kanten
des Fermi-Sees im Ortsraum auf, wodurch auch die Oszillationen in den Flügeln der Kor-
relationspeaks verschwinden.
Bei typischen Systemgrößen von N = 100 entlang der x- und y-Gitterachse erwarten
wir für unserer Experiment Korrelationspeaks mit einer Breite von etwa 1µm. Dieser Wert
ist deutlich kleiner als das Auflösungsvermögen unseres Abbildungssystems von 5, 6µm.
Damit wird die Struktur und die Breite der beobachteten Peaks im Wesentlichen durch
die Punktspreizfunktion 8.100 unseres Abbildungssystems bestimmt und ein direkter Ver-
gleich zwischen den beobachteten und den theoretischen Peakformen ist nicht möglich. Da
aber die Punktspreizfunktion das Volumen der Korrelationspeaks bewahrt, wirkt sich eine
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Abbildung 8.18: (a) Berechnete Dichteverteilungen und (b) zugehörige Dichtekorrelatio-
nen für Fermionen verschiedener Temperatur in einem eindimensionalen Gitter. Abbildung
(a) zeigt die Einhüllenden der Dichteverteilungen im Gitter für verschiedene Temperatu-
ren (T/TF)lat im Gitter. Abbildung (b) zeigt die theoretischen Formen der zugehörigen
Korrelationspeaks und der kleine Einsatz zeigt die Entwicklung der Peakfläche A1D mit
der Temperatur (T/TF)lat. Im Kontinuumslimit (N  1) sind alle Darstellungen universell
gültig. Die Rechnung wird hier für die experimentell relevanten Parameter N = 100 und
ω = 2pi · 40 Hz durchgeführt, für die sich TF,lat = 53 nK ergibt.
Änderung in den zu erwartenden Peakbreiten unmittelbar auf die Amplituden der beobach-
teten Peaks aus. Die gemessenen Amplituden sind direkt proportional zu dem Volumen,
welches innerhalb eines Peaks liegt. Übertragen auf unser eindimensionales Modellsystem









































Dieser Ausdruck lässt sich nur numerisch auswerten. Dabei berechnet man zunächst für
jede Temperatur Tlat über die Bedingung N =
∑
j〈nˆj〉 das chemische Potential der Fermi-
Dirac-Verteilung 8.118. Der kleine Einsatz in Abbildung 8.18b zeigt die numerischen Re-
sultate für die Peakfläche A1D als Funktion der Temperatur. Drückt man die Temperatur
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Tlat in Einheiten der Fermi-Temperatur 8.119 aus, so lässt sich die Fallenfrequenz ω aus
der Fermi-Dirac-Verteilung 8.118 eliminieren und bei hinreichend großen Teilchenzahlen
N (Kontinuumslimit) ist der dargestellte Temperaturverlauf vonA1DN/` universell gültig.
Die vorangegangenen Überlegungen lassen sich direkt auf ein zweidimensionales Mo-
dell erweitern. Die Korrelationsfunktion lautet dann











wobei j = (jx, jy) und jx, jy ganze Zahlen sind. Die Signalstärke der Korrelationspeaks
ist durch das Volumen A2D innerhalb eines Peaks, also durch das Integral von C(d) über







Ist der externe harmonische Einschluss entlang der beiden Gitterachsen gleich stark, so




Bei einer hinreichend großen Gesamtteilchenzahl N , lässt sich die Fermi-Temperatur im








Setzt man die Eigenenergien j in die Fermi-Dirac-Verteilung 8.69 ein und drückt die




































Diese beiden Ausdrücke enthalten unendliche Doppelsummen, die sich bei hinreichend
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y nun als kontinuierliche Variable aufgefasst wird. Mit dieser Nähe-
rung lassen sich die obigen Ausdrücke analytisch lösen. Dazu wertet man zunächst Glei-





































Abbildung 8.19: Volumen eines Korrelationspeaks als Funktion der Temperatur (T/TF)lat
für das (a) zweidimensionale und (b) dreidimensionale Gitter. Die Näherung 8.131 ist
gestrichelt dargestellt.
Das chemische Potential µ ist demnach unabhängig von der Gesamtteilchenzahl. Dann















In analoger Weise lässt sich auch das VolumenA3D der Korrelationspeaks für das dreidi-
mensionale Gitter mit isotropem harmonischen Einschluss berechnen. Hier ist jedoch, wie
im eindimensionalen Fall, nur eine numerische Lösung möglich. Die Temperaturverläufe
der Korrelationssignale A2D und A3D sind in Abbildung 8.19 gezeigt. Auch hier sind die
Einheiten so gewählt, dass die Darstellungen für beliebige harmonische Fallenfrequenzen
ω und Teilchenzahlen (mit N1/3  1) gültig sind. In dem dargestellten Temperaturbereich
lässt sich das Volumen der dreidimensionalen Korrelationspeaks näherungsweise durch










In unserem Experiment ist die Fallenfrequenz des externen harmonischen Einschlusses
entlang der vertikalen z-Gitterachse, also parallel zur Abbildungsrichtung, um einen Faktor
ωz/ωx,y ≈ 5 größer als entlang der beiden horizontal verlaufenden x- und y-Gitterachsen.
Daher dehnt sich die Atomwolke bei einer Temperaturerhöhung im Wesentlichen entlang
der horizontalen Gitterebenen aus. Unter diesen Bedingungen lässt sich das Temperatur-
verhalten der Korrelationssignale in guter Näherung durch das zweidimensionale Modell,
also Gleichung 8.130 beschreiben.
Es sei darauf hingewiesen, dass sich Gleichung 8.85 auch auf ein wechselwirkungsfreies
Bosegas in einem tiefen Gitter mit harmonischem Einschluss anwenden lässt, bei dem die
Besetzung der Gitterplätze 〈nˆj〉 einer Bose-Einstein-Verteilung folgt. Dafür muss sich das
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Gas jedoch oberhalb der kritischen Temperatur für die Bose-Einstein-Kondensation befin-
den und gleichzeitig so kalt sein, dass eine Bevölkerung höherer Bänder ausgeschlossen
ist.
Bislang ließen sich solche Dichtekorrelationen nicht experimentell nachweisen, da bei
einem thermischen Bosegas erhöhte Temperatur- und Dichteschwankungen zwischen den
einzelnen Absorptionsaufnahmen zu einem verstärkten Hintergrundrauschen in den Kor-
relationsbildern führen [45].
Zwar geben die beim fermionischen Bandisolator oder bosonischen Mott-Isolator be-
obachteten Dichtekorrelationen Auskunft über die periodische Anordnung der Atome im
optischen Gitter, doch zeigen die vorangegangenen Überlegungen, dass sich aus den Kor-
relationen keine Informationen über die unterdrückten Teilchenzahlfluktuationen in den
Isolatorzuständen gewinnen lassen.
Temperaturmessungen
Um das Temperaturverhalten der fermionischen Korrelationen zu untersuchen, haben wir
einkomponentige Fermigase bei verschiedenen Temperaturen präpariert. Dies geschieht
durch Variation des Endpunktes der erzwungenen Evaporation in der Dipolfalle. Vor dem
Hochfahren des Gitters wird die Dipolfallentiefe wieder auf einen festen Wert zurückge-
fahren, sodass der externe Einschluss für alle präparierten Ensemble übereinstimmt. Zu
jedem Temperaturwert wird dann eine Korrelationsanalyse an einer Serie von Absorpti-
onsaufnahmen durchgeführt. Wie anhand der Messdaten in Abbildung 8.20 zu erkennen
ist, beobachten wir eine deutliche Abnahme der Korrelationsamplituden mit zunehmender
Temperatur. Die Analyse erweist sich als hinreichend sensitiv, um das Antibunching bis
hinauf zu Temperaturen von T/TF ≈ 1 nachzuweisen. Da wir bislang keine unabhängige
Methode zur Messung der Temperaturen im Gitter besitzen, entsprechen die angegebenen
Werte den Ausgangstemperaturen der Atomwolken innerhalb der Dipolfalle, also noch vor
dem Hochfahren des Gitters.
In Abbildung 8.20 wird das gemessene Temperaturverhalten der Korrelationsamplituden
mit den theoretischen Voraussagen des zweidimensionalen Modells (Gleichung 8.130), un-
ter Berücksichtigung der endlichen Auflösung des Abbildungssystems und der Integration
entlang der Abbildungsrichtung, verglichen. Dabei finden wir eine gute quantitative Über-
einstimmung mit der Theorie, wenn wir von einem adiabatischen Aufheizen der Atome
beim Einladen in das optische Gitter ausgehen. Gemäß Abschnitt 5.3.1 führt ein adiabati-
scher Transfer in ein tiefes Gitter zu einer Verdoppelung von T/TF [219]. Durch Wieder-
herunterfahren des Gitters wird separat überprüft, dass nicht-adiabatische Heizeffekte im
Rahmen der Messgenauigkeit (∼ 10 %) vernachlässigt werden können.
Die hier vorgestellten Messungen belegen, dass die Korrelationsanalyse eine robuste





























Abbildung 8.20: Gemessene Korrelationsamplituden aufgetragen gegen die Temperatur
der Atomwolken vor dem Transfer ins optische Gitter. Für jeden Datenpunkt werden zwei
bis vier Serien mit insgesamt etwa 200 Absorptionsaufnahmen ausgewertet. Die gemittel-
ten Daten sind mit Standardabweichungen aufgetragen. Der grau markierte Bereich kenn-
zeichnet die im Rahmen von Gleichung 8.130 theoretisch vorausgesagten Korrelationsam-
plituden unter Berücksichtigung der experimentellen Unsicherheiten in den Atomzahlen.
Zur Ermittlung der Amplituden werden invertierte zweidimensionale Gauß-Funktion-
en numerisch an die Peaks in ungefilterten Korrelationsbildern angepasst. Dazu werden
zunächst die Positionen und die Breiten der Peaks anhand von drei Korrelationsbildern
bei der niedrigsten Temperatur T/TF = 0, 23(3) bestimmt. In den Korrelationsbildern zu
den höheren Temperaturen werden diese Parameter dann nicht mehr variiert und nur noch
die Amplituden als freie Parameter angepasst. Die zu jedem Korrelationsbild ermittelte
Amplitude entspricht dem Mittelwert aus vier Peaks, die analog zum reziproken Gitter
um den zentralen Autokorrelationspeak angeordnet sind. Naturgemäß wird der zentrale
Autokorrelationspeak nicht mit in die Auswertung einbezogen.
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Seit einigen Jahren gibt es weltweit Bemühungen, stark korrelierte Systeme der konden-
sierten Materie mit ultrakalten Atomen zu simulieren. Die Kombination verschiedener ex-
perimenteller Methoden wie die Präparation quantenentarteter Bose-Fermi-Mischungen,
die Veränderung der interatomaren Wechselwirkungen mittels Feshbach-Resonanzen so-
wie das Speichern der Atome in optischen Gitterpotentialen bietet die Perspektive, ein
breites Spektrum stark korrelierter Quantenphasen zu realisieren und in einer extrem rei-
nen und gut kontrollierbaren Umgebung zu studieren.
In dieser Arbeit wurde ein neuer experimenteller Aufbau vorgestellt, der es erlaubt, si-
multan entartete bosonische und fermionische Quantengase aus 87Rb und 40K in einem
sehr flexiblen dreidimensionalen optischen Gitter zu präparieren und unter dem Einfluss
starker homogener Magnetfelder zu untersuchen. Es wurden neue Methoden demonstriert,
mit denen sich die Vielteilchen-Quantenzustände im optischen Gitter manipulieren und
analysieren lassen. Diese Methoden sowie besondere Merkmale des Aufbaus werden im
Folgenden zusammengefasst. Gleichzeitig wird ein Ausblick auf mögliche zukünftige An-
wendungen gegeben.
Aufbau
In unserem Experiment können bosonische 87Rb- und fermionische 40K-Atome mittels
einer Zwei-Spezies-MOT und anschließender evaporativer und sympathetischer Kühlung
simultan in die Quantenentartung überführt werden. Der Aufbau zeichnet sich durch einen
außergewöhnlich guten Zugang zu den präparierten Ensemblen aus und bietet – dank einer
neuartigen Spulen- und Fallenkonfiguration – die Möglichkeit, die interatomaren Wechsel-
wirkungen bei geringen dissipierten Leistungen durch starke homogene Magnetfelder zu
beeinflussen. Zudem erlaubt die Vereinigung einer gekreuzten Dipolfalle und eines blau-
verstimmten dreidimensionalen Gitters eine hervorragende Kontrolle über die Bewegungs-
freiheitsgrade der Atome. Um den komplexen Aufbau zuverlässig und bei minimalen täg-
lichem Justageaufwand betreiben zu können, wurden zahlreiche Komponenten ausgehend
von den Atomquellen über das Lasersystem bis hin zur eigentlichen Vakuumapparatur
speziell hierfür entworfen. Ein kompakter Gitteraufbau und die geplante Implementierung
einer Quadrupolfalle mit „blue plug“ bieten genügend Spielraum für zukünftige Erweite-
rungen des Experiments.
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Präparation & Manipulation
Die eingesetzte Kombination einer gekreuzten Dipolfalle und eines blauverstimmten Git-
ters bringt zahlreiche experimentelle Vorteile und Anwendungsmöglichkeiten mit sich.
Die Lokalisierung der Atome in den Intensitätsminima der optischen Stehwellen er-
laubt es, tiefe Gitter mit geringen Photonenstreuraten und einem schwachem externen Ein-
schluss zu realisieren. So lassen sich in tiefen 1D- und 2D-Gittern Quantengase reduzierter
Dimensionalität, wie beispielsweise eindimensionale Tonks-Girardeau-Gase [20, 21] und
Luttinger-Flüssigkeiten [23], erzeugen oder der Kosterlitz–Thouless-Übergang eines zwei-
dimensionalen Bosegases beobachten [310].
Sehr vielversprechend sind Experimente mit Bose-Fermi-Mischungen in optischen Git-
tern, nicht zuletzt dank der über Feshbach-Resonanzen einstellbaren Intra- bzw. Inter-
spezieswechselwirkungen. So können bosonische Atome, ähnlich zu Phononen in Fest-
körpern, eine effektiv attraktive Wechselwirkung endlicher Reichweite zwischen lokal
repulsiv wechselwirkenden Fermionen vermitteln. Die beiden miteinander konkurrieren-
den Wechselwirkungen lassen sich über die Streulängen und die Gitterparameter in ih-
rer Stärke verändern. Für ein zweidimensionales System werden, je nach dem Verhältnis
der beiden Wechselwirkungsstärken, unterschiedliche fermionische Quantenphasen wie
Ladungs- und Spin-Dichtewellen aber auch superfluide Phasen mit s-, p- und d-Wellen-
Paarung vorausgesagt [311]. Experimente mit solchen Mischungen können entscheidende
Einblicke in das Verhalten von stark korrelierten Elektronensystemen gewähren, wie sie
in unkonventionellen Supraleitern vorliegen. Ist die Phononen- bzw. Schallgeschwindig-
keit c im kondensierten Bosegas erheblich größer als die Fermi-Geschwindigkeit vF, so
kann die bosoneninduzierte Wechselwirkung zwischen den Fermionen als instantan be-
trachtet werden. Üblicherweise wird jedoch die Phononengeschwindigkeit in einer 87Rb-
40K-Mischung, aufgrund der großen bosonischen Masse, von derselben Größenordnung
sein wie die Fermi-Geschwindigkeit (adiabatisches Limit). Die daraus resultierenden Re-
tardationseffekte verhindern die Ausbildung von supraleitenden Zuständen mit höheren
Paarungssymmetrien als die s-Wellen-Paarung [311]. Die Retardationseffekte lassen sich
jedoch durch die Verwendung einer leichteren bosonischen Spezies wie 23Na erheblich
reduzieren.
Einen alternativen Ansatz bietet das in dieser Arbeit beschriebene spezies-abhängige
Gitter. Die frei einstellbare Gitterwellenlänge erlaubt es, das Verhältnis der effektiven
Massen von Rubidium und Kalium kontinuierlich über einen größeren Bereich durchzu-
stimmen und somit Geschwindigkeitsverhältnisse (vF/c  1) wie in „Heavy Fermion“-
Materialien zu realisieren. Damit liefert das Gitter ideale Voraussetzungen, um auch die
superfluiden Phasen mit unkonventioneller p- und d-Wellen-Paarung verwirklichen zu kön-
nen.
Des Weiteren wird für zweidimensionale Bose-Fermi-Mischungen in optischen Gittern
unter geeigneten Bedingungen die Ausbildung eines Supersolids vorausgesagt [36]. Die-
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ser Zustand weist sowohl eine langreichweitige Phasenkohärenz (off-diagonal long-range
order) als auch eine nicht-triviale kristalline Ordnung (diagonal long-range order) auf. Die
Phasenkohärenz ist auf die Kondensation der Bosonen zurückzuführen, während die räum-
liche Struktur in der Kondensatdichte durch die Wechselwirkung mit einer fermionischen
Ladungsdichtewelle hervorgerufen wird.
Bose-Fermi-Mischungen in spezies-spezifischen Gittern bieten sich außerdem für das
Studium von unordnungsinduzierten Effekten an. So können zufällig im Gitter verteil-
te Fermionen hoher effektiver Masse als lokalisierte Störstellen für bewegliche Bosonen
dienen [256, 257]. Die Wechselwirkung mit den Störstellen kann über die Interspezies-
Feshbach-Resonanz durchgestimmt und die Konzentration der Störstellen frei über die
Anzahl der Fermionen verändert werden. Unordnungsinduzierte Effekte spielen eine wich-
tige Rolle in vielen Transportphänomenen und beeinflussen maßgeblich die elektrische
Leitfähigkeit von Festkörpern. In einer grundlegenden theoretischen Arbeit zeigte Philip
W. Anderson, dass die Streuung einer Wellenfunktion an zufällig verteilten Störstellen
durch Mehrfachinterferenz zu deren vollständigen Lokalisierung führen kann [263]. Neben
der Anderson-Lokalisierung von superfluiden Phasen, ist der Einfluss von Unordnung auf
das Verhalten von stark korrelierten Systemen, wie zum Beispiel dem bosonischen Mott-
Isolator, von besonderem Interesse. In einem solchen System soll sich bei hinreichend star-
ker Unordnung eine neuartige isolierende Phase, die sogenannte Bose-Glas-Phase [231],
ausbilden. Letztere unterscheidet sich vom Mott-Isolator durch ihre endliche Kompressibi-
lität und die fehlende Energielücke im Anregungsspektrum. Erste wichtige Anzeichen für
die Ausbildung einer solchen Phase konnten bereits an einem Bosegas in einem bichroma-
tischen Gitter beobachtet werden [312].
Eine weitere faszinierende Perspektive bietet die Erzeugung von heteronuklearen K-
Rb-Molekülen in optischen Gittern. In ihrem absoluten Grundzustand weisen die Mole-
küle ein permanentes elektrisches Dipolmoment auf. Dies ermöglicht das Studium von
neuartigen Quantenphasen, welche auf langreichweitigen anisotropen Wechselwirkungen
beruhen [313, 314]. Die intermolekularen Wechselwirkungen lassen sich mittels elektri-
scher Felder beeinflussen, voraus interessante Anwendungsmöglichkeiten für die Quan-
teninformationsverarbeitung hervorgehen [315]. Außerdem bieten ultrakalte Moleküle in
optischen Gittern die Möglichkeit, Präzisionsmessungen zu fundamentalen Naturkonstan-
ten durchzuführen [316]. Idealer Ausgangspunkt für die Erzeugung heteronuklearer Mo-
leküle ist ein tiefes 3D-Gitter mit jeweils genau einem Fermion und einem Boson pro
Gitterplatz. Ein solcher Zustand lässt sich bei abgeschalteter Interspezieswechselwirkung
durch die parallele Ausbildung eines fermionischen Bandisolators und eines bosonischen
Mott-Isolators präparieren. Im Anschluss können die Atompaare mittels Photoassoziati-
on [185, 317] oder magnetischer Feshbach-Resonanzen [258, 268, 318, 319] in Moleküle
umgewandelt werden. Dank der Isolation auf separaten Gitterplätzen lassen sich Mole-
küle in genau definierten internen und externen Zuständen erzeugen und Verluste durch
inelastische Stöße vermeiden. Durch die Wahl geeigneter optischer Übergänge ist es vor
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kurzem gelungen, ultrakalte Moleküle in tiefliegenden Vibrationsniveaus bzw. in ihren ab-
soluten Grundzuständen zu erzeugen [320–324]. In unserer Arbeitsgruppe wurde ein opti-
scher Frequenzkamm aufgebaut [325], der es ermöglichen sollte, im 3D-Gitter präparierte
Feshbach-Moleküle mittels kohärenter 2-Photonen-Photoassoziationsprozesse in ihre ab-
soluten Grundzustände zu überführen.
Analyse
Mit der Realisierung immer komplexerer Quantenphasen in optischen Gittern werden auch
neue Verfahren notwendig, um diese zuverlässig nachzuweisen.
In dieser Arbeit wurde gezeigt, wie sich der unabhängige externe Einschluss zur Prä-
paration und Analyse der Quantenzustände im optischen Gitter einsetzen lässt. So konn-
te erstmals ein spinpolarisiertes Fermigas allein durch dessen Kompression von einem
metallischen Zustand in einen Bandisolator überführt werden [51, 52]. Diese Ergebnisse
zeigen, dass sich die Veränderung des externen Einschlusses zur Messung der globalen
Kompressibilität von Zuständen im optischen Gitter einsetzen lässt. Damit verfügt man
über ein neuartiges Diagnoseverfahren, um Quantenphasen wie den bosonischen und fer-
mionischen Mott-Isolator oder die Bose-Glas-Phase zweifelsfrei nachzuweisen. Während
der Fertigstellung dieser Arbeit gelang es meinen Kollegen, fermionische Mott-Isolatoren
zu erzeugen und diese anhand eines charakteristischen lokalen Minimums in der globalen
Kompressibilität zu identifizieren [27]. Abrupte Änderungen des externen Einschlusses er-
lauben es darüber hinaus, kollektive Schwingungen und Transportphänomene im optischen
Gitter zu untersuchen. Solche Messungen wurden in dieser Arbeit am Beispiel eines spin-
polarisierten Fermigases durchgeführt und mit theoretischen Berechnungen verglichen.
Als weiteres Verfahren für den Nachweis bosonischer und fermionischer Quantenphasen
in optischen Gittern wurde in dieser Arbeit die Korrelationsanalyse von Flugzeitaufnah-
men vorgestellt. Anhand von Hanbury Brown und Twiss (HBT)-Korrelationen im Quan-
tenrauschen der expandierenden Atomwolken ließ sich die mikroskopische Ordnung der
Atome im optischen Gitter nachweisen. Hierbei handelt es sich um Informationen, die
sich nicht aus der mittleren Dichteverteilung ableiten lassen, da diese nur Aufschluss über
die Einteilchenwellenfunktionen auf den einzelnen Gitterplätzen gibt. Ausgangspunkt für
die Messungen waren jeweils vollständig spinpolarisierte bosonische Mott-Isolatoren und
fermionische Bandisolatoren. Zwar liegen in beiden Fällen identische Dichteverteilungen
innerhalb des Gitters vor, doch weisen die Korrelationen von Bosonen und Fermionen ent-
gegengesetzte Vorzeichen auf. Mit diesen Messungen gelang es erstmals fermionisches
Antibunching an freien neutralen Atomen zu beobachten und innerhalb derselben Appa-
ratur mit dem bosonischen Bunching zu vergleichen. Neben dem Nachweis dieses fun-
damentalen Quanteneffektes ließ sich die Ordnung und die Temperatur der Fermionen im
Gitter bis hinauf zu Fermi-Temperatur bestimmen. Damit erweist sich die Korrelationsana-
lyse von Absorptionsabbildungen als ein einfaches und robustes Verfahren, mit dem sich
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zukünftig auch komplexere bosonische und fermionische Quantenphasen in optischen Git-
tern nachweisen und untersuchen lassen.
Mit der Erzeugung fermionischer Mott-Isolatoren [26, 27] und neuen Ansätzen zum
Kühlen der Atome innerhalb des Gitters [237, 326, 327] scheint auch die Realisierung
der Néel-Phase in naher Zukunft möglich. Zwar weist diese antiferromagnetische Pha-
se keinerlei Signaturen in der mittleren Impulsverteilung auf, lässt sich jedoch eindeutig
anhand zusätzlicher Peaks in den Rauschkorrelationen identifizieren [39, 237]. Die an-
tiferromagnetische Ordnung führt zu einer Verdoppelung der Einheitszelle, wodurch zu-
sätzliche Korrelationspeaks bei halben reziproken Gittervektoren auftauchen. In ähnlicher
Weise lassen sich Spin- und Ladungsdichtewellen [39] oder die räumliche Ordnung in
Supersolid-Phasen nachweisen [307]. Darüber hinaus lässt sich aus den Korrelationsmus-
tern der Grad der Unordnung in Glasphasen [248] oder in metastabilen Zuständen dipola-
rer Gase ermitteln [328]. In eindimensionalen Fermigasen weisen die Rauschkorrelationen
Singularitäten auf, aus deren Potenzverhalten der Luttinger-Parameter und damit die Cha-
rakteristik des Systems abgeleitet werden kann [329]. Auch die verschiedenen Phasen von
eindimensionalen Gasen in ungeordneten periodischen Potentialen lassen sich anhand von
Rauschkorrelationen unterscheiden [330]. Die Auswertung von Fluktuationen im Interfe-
renzkontrast von miteinander überlagerten Atomwolken [331] ermöglichte es vor kurzem,
den Kosterlitz–Thouless-Übergang in 2D-Bosegasen nachzuweisen [310] und die Korre-
lationsfunktionen höherer Ordnung von 1D-Bosegasen zu untersuchen [332].
Eine weitere interessante Anwendung für die Korrelationsanalyse ist der Nachweis fer-
mionischer Paarung im BCS-Zustand. In diesem Zustand existiert zu jedem Atom mit
Impuls k ein weiteres Atom mit Impuls −k, wodurch die Korrelationsfunktion C(k,k′)
einen scharfen Peak bei k = −k′ aufweist. Ähnliche Impulskorrelationen wurden bereits
bei der Dissoziation von Feshbach-Molekülen beobachtet [306]. Lässt sich fermionische
Suprafluidität tatsächlich im Rahmen des repulsiven (U > 0) Hubbard-Modells verwirk-
lichen [28], so kann die Symmetrie der superfluiden Wellenfunktion prinzipiell aus der
Struktur des Korrelationspeaks abgeleitet werden [39].
Darüber hinaus geben die Korrelationen Auskunft über das niederenergetische Anre-
gungsverhalten. Im Bereich schwacher Kopplung – dem BCS-Limit – führt eine Tempe-
raturerhöhung zum Aufbrechen der Cooper-Paare, wodurch die Amplitude des Korrela-
tionspeaks immer weiter abnimmt, bis diese schließlich bei T = Tc ganz verschwindet.
Demgegenüber kommt es im Bereich starker Kopplung – dem BEC-Limit – zu kollektiven
Bogoliubov-Anderson-Anregungen. Hierbei handelt es sich um Quasiteilchen mit einer
endlichen Schwerpunktsgeschwindigkeit. Das heißt, bei stark gebundenen Paaren führen
thermische Anregungen zu einer Verbreiterung des Korrelationspeaks. Somit kann aus dem
Temperaturverhalten der Korrelationspeaks auf das jeweilige Paarungsregime geschlossen
werden [39].
Mit der neuen Generation von Gitterexperimenten rückt die Verwirklichung von Richard
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Feynman’s Vision eines Quantensimulators in greifbare Nähe. In dieser Arbeit wurde nicht
nur eine äußerst flexible und gut kontrollierbare Plattform zur Simulation erster komplexer
Vielteilchensysteme vorgestellt, sondern es wurden auch neue Verfahren präsentiert, mit






Masse m 86, 909 18 u
Natürliche Isotopenhäufigkeit 27, 835 %
Kernspin I 3/2+
Grundzustand-HFS-Aufspaltung νhfs 6 834, 682 610 904 29(9) MHz
Vakuumwellenlänge D1-Übergang (ohne HFS) λD1 794, 978 850 9(8) nm
Vakuumwellenlänge D2-Übergang (ohne HFS) λD2 780, 241 209 686(13) nm
Linienbreite D1-Übergang ΓD1 2pi · 5, 746(8) MHz
Linienbreite D2-Übergang ΓD2 2pi · 6, 065(9)MHz
Sättigungsintensität und resonanter Streuquerschnitt
für σ±-pol. Licht auf dem D2-Übergang Isat 1, 669(2) mW/cm2
|F = 2,mF = ±2〉 → |F ′ = 3,mF ′ = ±3〉 σ0 2.9067 · 10−9 cm2
Sättigungsintensität und resonanter Streuquerschnitt
für isotrop pol. Licht auf dem D2-Übergang I˜sat 3, 576(4) mW/cm2
F = 2→ F ′ = 3 σ˜0 1.3565 · 10−9 cm2
Singulett-Streulänge aS +90.4(2) a0 [100]
Triplett-Streulänge aT +98.98(4) a0 [100]
Schmelzpunkt Tm 39 ◦C
Siedepunkt Tb 688 ◦C
Dampfdruck bei 25 ◦C pv 4 · 10−7 mbar
Die Sättigungsintensität und der Streuquerschnitt sind gemäß Isat = pihcΓD2/(3λ3D2) und σ0 = 3λ
2
D2/(2pi)
berechnet worden [333]. Für isotrop polarisiertes Licht muss über die Quadrate der Clebsch-Gordan-Koeffizienten
aller beteiligten Übergänge gemittelt werden und man erhält I˜sat = 15Isat/7 und σ˜0 = 7σ0/15.
Die spektroskopischen Daten und das Termschema für 87Rb stammen aus Referenz [333].
Im Termschema sind die HFS-Aufspaltungen maßstabsgetreu dargestellt, wobei die Auf-
spaltungen in den angeregten Niveaus (5P1/2, 5P3/2) um einen Faktor 5 gegenüber den



































































Masse m 39, 963 999 u
Natürliche Isotopenhäufigkeit 0, 0117 %
Kernspin I 4−
Grundzustand-HFS-Aufspaltung νhfs 1285, 790(7) MHz [334]
Vakuumwellenlänge D1-Übergang (ohne HFS) λD1 770, 108 136 5(2) nm [335]
Vakuumwellenlänge D2-Übergang (ohne HFS) λD2 766.700 674 7(3) nm [335]
Linienbreite D1-Übergang (39K) ΓD1 2pi · 5, 96(1) MHz [336]
Linienbreite D2-Übergang (39K) ΓD2 2pi · 6, 04(1)MHz [336]
Sättigungsintensität und resonanter Streuquerschnitt
für σ±-pol. Licht auf dem D2-Übergang Isat 1, 752(3) mW/cm2
|F = 9/2,mF = ±9/2〉 → |F ′ = 11/2,mF ′ = ±11/2〉 σ0 2, 8067 · 10−9 cm2
Sättigungsintensität und resonanter Streuquerschnitt
für isotrop pol. Licht auf dem D2-Übergang I˜sat 4, 379(8) mW/cm2
F = 9/2→ F ′ = 11/2 σ˜0 1, 1227 · 10−9 cm2
Singulett-Streulänge aS 104 a0 [337]
Triplett-Streulänge aT 174 a0 [337]
Schmelzpunkt Tm 63 ◦C
Siedepunkt Tb 759 ◦C
Dampfdruck bei 25 ◦C pv 2, 4 · 10−8 mbar
Die Sättigungsintensität Isat = pihcΓD2/(3λ3D2) ist hier über die Linienbreite von
39K berechnet wor-
den. Der Streuquerschnitt folgt aus σ0 = 3λ2D2/(2pi) [333]. Für isotrop polarisiertes Licht muss über die
Quadrate der Clebsch-Gordan-Koeffizienten aller beteiligten Übergänge gemittelt werden und man erhält
I˜sat = 5Isat/2 und σ˜0 = 2σ0/5.
Die Termschemata der Kaliumisotope sind aus den neuesten verfügbaren Messdaten ab-
geleitet [334, 335]. Die HFS-Aufspaltungen sind maßstabsgetreu dargestellt, wobei die
Aufspaltungen in den angeregten Niveaus (4P1/2, 4P3/2) um einen Faktor 5 gegenüber den











































































































C Häufig verwendete Naturkonstanten
Vakuum-Lichtgeschwindigkeit c 299 792 458 m/s
Magnetische Feldkonstante µ0 4pi · 10−7 N/A2
Plancksches Wirkungsquantum h 6, 626 069 3(11) · 10−34 Js
Plancksches Wirkungsquantum ~ 1, 054 571 68(18) · 10−34 Js
Bohrsches Magneton µB 9, 274 009 49(80) · 10−24 J/T
Bohrscher Radius a0 0, 529 177 210 8(18) · 10−10 m
Atomare Masseneinheit mu 1, 660 538 86(28) · 10−27 kg
Boltzmann-Konstante kB 1, 380 650 5(24) · 10−23 J/K
Data recommended by the Committee on Data for Science and Technology (CODATA) [338].
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Free fermion antibunching in a degenerate atomic
Fermi gas released from an optical lattice
T. Rom1, Th. Best1, D. van Oosten1, U. Schneider1, S. Fo¨lling1, B. Paredes1 & I. Bloch1
Noise in a quantum system is fundamentally governed by the
statistics and the many-body state of the underlying particles1–4.
The correlated noise5–7 observed for bosonic particles (for example,
photons8 or bosonic neutral atoms9–14) can be explained within a
classical field description with fluctuating phases; however, the
anticorrelations (‘antibunching’) observed in thedetectionof ferm-
ionic particles have no classical analogue. Observations of such
fermionic antibunching are scarce and have been confined to elec-
trons15–17 and neutrons18. Here we report the direct observation of
antibunching of neutral fermionic atoms. By analysing the atomic
shot noise3,10,19 in a set of standard absorption images of a gas of
fermionic 40K atoms released from an optical lattice, we find
reduced correlations for distances related to the original spacing
of the trapped atoms. The detection of such quantum statistical
correlations has allowed us to characterize the ordering and tem-
perature of the Fermi gas in the lattice. Moreover, our findings are
an important step towards revealing fundamental fermionicmany-
body quantum phases in periodic potentials, which are at the focus
of current research.
Bunching and antibunching effects in the detection of bosonic and
fermionic particles are usually understood as a consequence of the
constructive or destructive interference of the two possible propaga-
tion paths that two particles can follow to reach two detectors, as was
first outlined in the famous experiments of Hanbury Brown and
Twiss for the case of bosonic particles7. For the case of a fermionic
atom cloud released from a periodic potential, the origin of spatial
anticorrelations in the shot noise can be more naturally understood
within the following picture. In the lowest energy band of a one-
dimensional periodic potential, atoms can occupy Bloch states, each
of them characterized by a crystal momentum "q, as illustrated in
Fig. 1, where q is the crystal wave vector and " denotes Planck’s
constant divided by 2p. Each Bloch state is a superposition of plane
waves, which correspond to different real momenta pn~Bqzn2Bk,
where k~2p=l, l being the wavelength of the laser light used to form
the optical lattice potential, and n an integer number.When a particle
with crystal momentum "q is released from the lattice potential, its
wavefunction will expand freely, and after a time of flight (TOF) t,
long enough to neglect the initial size of the system, it can be detected
at any of the positions xn~ Bqzn2Bkð Þt=m. These positions are
equally spaced by ‘~2Bkt=m, where m is the atomic mass. Con-
versely, if a particle is detected at any of the positions xn, it had to
emerge from a state with crystal momentum "q. As the Pauli prin-
ciple does not allow two fermionic particles to occupy the same Bloch
state, the output of two detectors at positions xn and xn0 will thus be
anticorrelated for any n,n9. That is, if one detector detects a particle,
the second detector will not detect another particle. Therefore, if n(x)
represents the density of the expanding atom cloud detected at posi-
tion x in a single run of the experiment, the spatial correlations
n xð Þn x0ð Þh i will vanish for any jx2x9j being an integer multiple of
,. It is interesting to note that for bosonic particles, which can popu-
late the same crystal momentum state, enhanced spatial correlations
at these distances can arise, corresponding to a ‘bunching’ of the
particles10,14. For both bosons and fermions, the behaviour of
n xð Þn x0ð Þh i for jx2x9j different from these characteristic distances
will depend on the many-body state of the trapped particles3.
The starting point for our experiment is an oblate-shaped degen-
erate Fermi gas in a crossed optical dipole trap with typically
2.0(5)3 105 atoms (the values in the brackets denote the 1s uncer-
tainty in the last shown digit) of 40K at temperatures (T) as low as
T/TF 5 0.23(3), where TF is the Fermi temperature. These atoms are
transferred into a three-dimensional optical lattice potential with
lattice depths of Vx 5Vy 5 20Er and Vz 5 10Er in the x, y and z
direction, respectively. Here, Er 5 "
2k2/2m denotes the recoil energy.
For our experimental parameters the atoms form a fermionic band
insulator in the lowest energy band, which we verify using an
adiabatic mapping technique20,21 (Fig. 2a inset). For the correlation



















Figure 1 | Origin of anticorrelations in a Fermi gas released from an optical
lattice. Each occupied Bloch state, labelled by a crystal momentum "q, is
represented by a dot in the reduced zone scheme (white region). The full
occupation of the lowest energy band opposed to the empty second band
describes the fermionic band insulating state. The periodically extended
zone scheme (extension shown as green shaded region) shows that each
Bloch state is a superposition of states with momenta equally spaced by 2"k.
After the lattice is switched off abruptly, an atomwith crystal momentum "q
propagates freely during a time of flight t and can reach detectors equally
spaced by a distance ,. If for example, detector number 3 detects a particle
(yellow dot above detector), then owing to the single occupancy of each
Bloch state dictated by the Pauli principle, detectors 1, 2 and 4 will not detect
a particle (white dots above detectors).
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analysis, all optical potentials are suddenly switched off and images
are recorded along the vertical direction (z) via standard absorption
imaging after a TOF period of 10ms.
Typically, 200 absorption images are taken for the same set of
experimental parameters, yielding independent two-dimensional
spatial density profiles, n(x). An example of such a density profile
and a corresponding cut through it can be seen in Fig. 2a, b. The atom
cloud exhibits a gaussian-like envelope, as a result of the expansion of
the Wannier function that characterizes the initial localization of the
particles at each lattice site. Additionally, atomic noise is directly
visible as fluctuations in the recorded single images. However, no
distinct structure can be seen in this noise.
After discarding images showing technical artefacts (,30% of the
total images), a spatial correlation analysis is carried out. This yields
the density–density correlation function:
C dð Þ~
Ð
n(x{d=2) n(xzd=2)h i d2xÐ
n(x{d=2)h i n(xzd=2)h i d2x ð1Þ
which gives the conditional probability of finding particles at two
positions separated by a vector d, averaged over the whole image. The
brackets :h i denote a statistical averaging over the set of images.
Values of C(d). 1 correspond to bunching, whereas the character-
istic antibunching for fermions shows up as C(d), 1.
Results of the above analysis are shown in Fig. 2c, d. Centred
around the autocorrelation peak, a perfectly regular structure arises
(Fig. 2c) in the correlation images. A horizontal cut through the
centre of such a correlation image exhibits distinct dips where
C(ddip), 1 (Fig. 2d), demonstrating the antibunching of the atoms.
We find that the spacing between these dips along the horizontal and
vertical directions is in good agreement with the expected value of ,.
In order to reliably detect and characterize these correlation dips, the
signal to noise ratio in the resulting correlation image has to be
sufficiently high. As the root mean square (r.m.s.) background noise




scaling, the signal to
noise ratio can be successively increased by including more single
shot absorption images (Nimages) in the correlation analysis. When
fitting two-dimensional gaussians to these dips, we find that at least
50 images are needed for a reliable fit, if width, position and ampli-
tude of the dips are free parameters.
In order to experimentally investigate the temperature dependence
of the measured correlation signal, we have prepared Fermi gases at
different temperatures by varying the end point of the forced evap-
oration procedure in the optical dipole trap. Before the lattice poten-
tials are ramped up, the optical trap depth is adjusted to obtain a
defined external confinement, equal for all temperatures. For each
temperature, a correlation analysis for a series of absorption images is
performed. As Fig. 3 shows, we find a distinct decrease of the cor-
relation amplitude with increasing temperature. Antibunching is,
however, still clearly visible up to temperatures of T/TF< 1. Note
that all quoted temperatures refer to the initial temperatures in the
optical dipole trap without the lattice, as we currently do not have an
independent means to measure the temperature of the quantum gas
in the lattice.
In order to understand the strength of the correlation signals and
specifically their temperature dependence, we consider a one-dimen-
sional system of N fermionic atoms in a lattice in the presence of an
external harmonic confinement. We assume that the lattice is deep
enough to suppress tunnelling processes and that the temperature is
low enough such that the atoms only occupy the lowest on-site
vibrational state. Under these conditions, the occupation of the lat-





mv2 l=2ð Þ2j2{m kBT lat  ð2Þ
where the integer number j labels the lattice site, Tlat denotes the
temperature in the lattice, and kB is Boltzmann’s constant. The trap-
ping frequency of the external harmonic confinement is denoted by
v, and the chemical potential m is defined through Sj fj 5N. At zero
temperature, starting from the centre of the trap, the atoms fill the
lattice sites one-by-one, forming a Fermi sea in real space (Fig. 4 left
inset). In analogy to the Fermi momentum of free fermions, we
define a Fermi radius RF 5Nl/4, which characterizes the extension
of the atomic cloud. The Fermi temperature in the lattice, T latF , can
then be written as kBT
lat
F ~1=2mv
2R2F. As temperature increases,
atoms can access lattice sites further out in the trap, leading to an
increase in the spatial extension of the atom cloud.
A similar calculation to the one presented in ref. 10 yields the
fermionic noise correlator:












































Figure 2 | Single shot absorption images and correlation analysis. a, Single
absorption image of a fermionic 40K atom cloud after 10ms of free
expansion. The inset shows a Brillouin zone mapping of the cloud,
demonstrating that the Fermi gas is in a band insulating state. b, One-
dimensional cut through a together with a gaussian fit (red). c, Spatial noise
correlations obtained from an analysis of 158 independent images, showing
an array of eight dark dots. d, A horizontal profile through the centre of the
image shows that these dots correspond to correlation dips, with the
characteristic spacing ,. The profile has been high-pass filtered to suppress a



























Figure 3 | Measured correlation amplitude versus temperature of the
atomic cloud before loading into the optical lattice. For each data point, two
to four independent runs with about 200 images in total were averaged (data
show mean 6 s.d.). The shaded area indicates the expected values of the
correlation amplitude for the two-dimensional version of the theory
discussed in the text (see Methods), taking into account our experimental
uncertainties in the atom number.
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where the minus sign on the right-hand side causes dips at integer





. The temperature depend-
ence of the shape of one of these dips is shown in Fig. 4. The ampli-
tude of the dip is always equal to 1, regardless of temperature.
However, its width decreases with increasing temperature. This leads
to a decrease in the signal strength of the dip, which we characterize
by the spatial integral of the correlation function (see equation (3))
over a distance ,. We can understand these features in the following
way. The amplitude of 1, corresponding to the vanishing of the
correlation function C(d), is a universal feature for fermions. It
reflects the fact that two fermions cannot occupy the same crystal
momentum state. On the other hand, the detailed shape of the dip
directly reflects the density–density correlations in crystal momen-
tum space of the fermionic system before expansion. These correla-
tions can be characterized by a correlation length in momentum
space, which determines the width of the dip. For non-interacting
fermions, this correlation length is inversely proportional to the size
of the system. This explains the observation that when temperature
increases, leading to an expansion of the system in the trap, the width
of the dip decreases. It is interesting to note that for the case of zero
temperature, the wings of the dip oscillate with a period inversely
proportional to the Fermi radius. These oscillations are analogous to
the Friedel oscillations that a system of free fermions exhibits in real
space.
Let us compare these findings to our experimental results. For a
typical system size ofN5 100 in the x and y dimension, we expect the
width of each dip to be of the order of 1mm on the basis of the above
model, which is much smaller than the actual optical resolution of
our imaging system of 5.6 mm. Therefore, the observed shape and
width of our correlation dips are predominantly determined by the
point spread function of our optical imaging system (approximately
a gaussian) and do not allow us to observe the detailed shape of the
correlation dips predicted by theory. However, as the point spread
function leaves the volume of a correlation dip constant, a change in
thewidth of the theoretically predicted signal directly translates into a
change of the observed correlation amplitude. For our lowest tem-
peratures, we observe a correlation amplitude of 8(1)3 1024, in
good agreement with the expected value at zero temperature of
9(4)3 1024 for our experimental parameters, taking additionally
into account the integration along the line of sight10. For increasing
temperatures, we have compared the observed decrease in the cor-
relation signal with the one predicted by a two-dimensional version
of the model presented above (Methods). Assuming adiabatic heat-
ing when the atoms are loaded into the lattice potential22, we find
good quantitative agreement with theory (Fig. 3). These results show
that the correlation signal can be used as an efficient thermometer for
fermions in an optical lattice.
In conclusion, we have demonstrated antibunching of free neutral
fermionic atoms using a degenerate single component Fermi gas
released from a three dimensional optical lattice potential. Recently
it has come to our attention that fermionic antibunching has also
been observed in an ultracold gas of metastable 3He atoms23. In our
experiment the anticorrelations obtained from a shot noise analysis
of standard absorption images have allowed us to reveal the quantum
statistics and furthermore identify the ordering and temperature of
the atoms in the periodic potential up to a temperature of T/TF< 1.
These measurements show that noise correlations are a robust tool
for further studies of degenerate Fermi systems. In particular, this
method could allow the unambiguous detection of fermionic quan-
tum phases, such as an antiferromagnetically ordered Ne´el phase24,
which is strongly connected to models of high-Tc superconduct-
ivity25,26. Further complex orders could be revealed by applying this
method to low-dimensional quantum systems4,27, mixtures28,29,
quantum phases with disorder30 or supersolid phases31.
METHODS
Experimental set-up and cooling cycle. In the experiment, we sympathetically
cool 40K with 87Rb in a two step process. First, both species are trapped in a
magnetic trap of the quadrupole Ioffe type, with 87Rb in the F~2,mF~2j i and
40K in the F~9=2,mF~9=2j i substates. Radio-frequency (r.f.)-evaporative
cooling of 87Rb is used to cool themixture to a temperature of 2mK. Both species
are then transferred into a crossed optical dipole trap formed at the intersection
of two orthogonal elliptical gaussian laser beams (waists wx,y 5 150mm, wz 5
40 mm) at a wavelength of 1,030 nm. After switching off the magnetic trap, a
constant offset field of 13.6G is applied. Then 87Rb is transferred to the
F~1,mF~1j i state with an adiabatic microwave sweep, and 40K is transferred
to the F~9=2,mF~{9=2j i statewith an adiabatic r.f. sweep across themagnetic
substates. The depth of the optical dipole trap is subsequently lowered to further
evaporate the two species. At the end of this cooling process, we are left with up to
2.2(5)3 105 atoms of 40K, and 2.0(5)3 105 atoms of 87Rb, in the optical trap.
After removing the rubidium cloud completely via a resonant laser pulse, we are
left with a single component Fermi gas of typically 2.0(5)3 105 atoms at an
initial temperature T as low as T/TF< 0.23(3).
Optical lattices. The cold fermionic quantum gas is loaded into a three-dimen-
sional optical lattice potential formed by three mutually orthogonal optical
standing waves. The laser beams used for the optical standing waves have waists
of 150mm at the position of the trapped quantum gas and a wavelength of
l5 755 nm, blue detuned to the atomic D1 and D2 transitions of
40K. The lattice
potentials are successively ramped up to final lattice depths of Vx 5Vy 5 20Er,
andVz 5 10Er. This is done in an ‘S’-shaped rampwithin 40ms, first in the x and
y directions and finally in the z direction.
Determining correlation signal amplitudes. Correlation signal amplitudes are
extracted from the unprocessed correlation images by fitting the dips of the
correlation images with an inverted two dimensional gaussian. First, the posi-
tions and widths of the anticorrelation dips are determined from three correla-
tion images with T/TF 5 0.23(3). In subsequent fits to all images, the dip
amplitudes were obtained using these widths and positions. The correlation
signal amplitude of an image is given as the average over the four dips at positions
corresponding to the principal reciprocal lattice vectors. Note that the central
autocorrelation peak shows a substructure due to technical artefacts.
Temperature dependence in two dimensions. A generalization of the theory
model described above to the two-dimensional case is straightforward. The







j5 (jx,jy), with jx,jy being integer numbers. The integral of the functionC(d) over





















2(l/2)2N/2p is the Fermi temperature of the atoms in the
two-dimensional lattice. This result has been used to determine the region of


























Figure 4 | Calculated noise correlations for 40K atoms in a one-dimensional
lattice. In themain panel, the different curves correspond to different values
of the temperature (T/TF)lat in the lattice. The left inset shows the
corresponding spatial density profiles of the system for different values of
(T/TF)lat. The right inset shows the area A under the correlation dip as a
function of (T/TF)lat. The parameters used were N5 100 and an external
confinement of v5 2p3 40Hz, yielding T latF <350 nK.
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and the heating of the atoms when loading the optical lattice, is expected for the
experimental dips.
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