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'RESUMEN. En este articulo se dan a conocer resultados que ofrecen una
sllstf'nt.;;.cion t.e6rka. a] poder cornputacional que las Redes Neuronales Art.i-
ficiales han demostrado en muchas aplicacion es en campos diversos. Puesto
que la relacion entrada/salida de una red neuronal se puede describir en
terminGs de una. funcion, el exito que estes sistemas han tenido ell la
solucion de gran cantidad de problemas de diffcil tr atarniento can metodos
convencionales, se puede explicar estudiando su capacidad para aproximar
funciones. La teoria desarrollada se limit a a una arquitectura especifica que
corresponde a las redes neuronales llamadas perceptrones multicapa.
1. INTRODUCCION
Las redes neuron ales artificiales son sistemas de procesamiento masiva-
mente paralelo, compuestas de una gran cantidad de unidades simples que
son modelos sirnplificados de las neuronas biologicas de donde toman su
nornbre, altament e interconectadas cuyo comportamiento global, debido a
interacciones locales, emula algunos procesos de la mente.
Una Red Neuronal Artificial (RNA) se define formalmente como una tripla
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donde D es un digrafo contable, localmente finito, can areas etiqueta-
dos, cuyos vertices corresponden a las neuronas, los areas a las conexiones
sinapticas y las etiquetas de los areas llamadas pesos, corresponden a las
intensidades de las conexiones sinapticas en los sistemas neuronales natu-
rales; Wij indica el peso de Ia conexion de la neuron a j a la neurona i.
A es un conjunto llamado de Activacion. Contiene los elementos de "en-
trada" de las unidades. Posee una estructura de modulo sobre el anillo
de pesos, W. En la mayor parte de las aplicaciones, A es el conjunto de
mimeros reales R. Una entrada tipica ala neuron a i esta dada par
net, = '2:..= Wij X j
j
donde x j es el valor de salida de la unidad j.
{fi : A -- Ai E V} (V, conjunto de vertices del grafo D) es una coleccion
de funciones llamadas de activaci6n 0 transferencia. La dinamica local de
Ia red neuronal est a dada por
donde ()i es el valor de umbral que indica, en el caso mas sencillo, que la
neurona se activa si la entrada excede este valor y permanece inactiva en
caso contrario.
En toda red neuronal se consideran basicamente tres tipos de unidades:
1. Unidades de Entrada que, como su nombre 10 indica, reciben los valores
de entrada del sistema y los pasan a otras unidades.
2. Unidades de salida que contienen los valores de "respuesta" de la red
neuronal despues de cada proceso computacional.
3. Unidades ocultas que no tienen comunicacion con el "ambiente externo"
y que el sistema utiliza para representaciones internas.
Las redes neuron ales mas comunes tanto en el tratamiento teorico como en
las aplicaciones son las llamadas perceptrones multicapa. En estos sistemas
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las neuronas se organizan en "capas", las unidades de una capa se conectan
con unidades de las capas siguientes. £1 patron de conexion mas utilizado
es aquel donde las unidades de una capa se conectan iinicarnente con las
unidades de la capa siguiente (ver figura 1)
Figura 1
Las funciones de activacion de mayor utilizacion son las que llamarernos
sigmoidales.Una funcion sigmoidal es una aplicacion
a : R -+ I (I = [0,1])
tal que limt->+oo a(t) == 1 y limt->-oo a(t) == 0
Las siguientes funciones son sigmoidales:
La funcion de Heaviside f(x)=={
~
si x > 0
(1)




f(x) == 1+ e-X
{




si x < 0
{
0 si - 00 < x < - I
f(x) == cos(x+¥)+l . 7C 7C- SI - - < x < -2. 2- -2
1 si !!: < x < 00 (4)2 -
en otro caso
La funcion sigmoide 0 logfstica (2)
La funcion "rampa unidad" (3)
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Una de las caracterfsticas de las redes neuronales, que establece una dife-
rencia fundamental con modelos convencionales de cornputacion, es la ca-
pacidad de realizar tareas complejas mediante aprendizaje y generalizaci6n
a partir de ejemplos. En estos sistemas neuron ales la informacion se alma-
cena en las conexiones sinapticas, 10 que significa que el aprendizaje en un
problema especifico se reduce a encontrar el valor apropiado para los pesos
de estas conexiones.
Para los perceptrones multicapa el algoritmo de aprendizaje mas cormin es
el llamado algoritmo de propagaci6n inversa del error, basado en el metoda
de descenso en gradiente y en el cual se asume que se conoce tanto el con-
junto de entradas como el conjunto de respuestas correct as correspondi-
entes, que seran utilizadas par la red para ajustar los pesos, de tal manera
que, eJ error entre los valores de salida de la red y los valores correct os
dados, sea minima.
Segiin este algoritrno los pesos de las conexiones se cambian de acuerdo can
la formula
wnuevo = v/~~terior + 'T1U w· .
'J 'J '/ 'J
danae UWij = - &a::. ,1) es una constante positiva Ilamada pardmetro 0 rata
'J
de aprendizaje: E es la funcion de error dada en terminos de la suma del
cuadrado de las diferencias entre los valores correct as y los valores de salida
de la red: Si para la entrada x = (Xl, X2, ... , Xn), d = (dI, d2,· •• , dm)
corresponde a los valores correctos y y = (Yl, Yz, ... , Ym) a los valores de
salida de la red, entonces E est a dada par
En un perceptron multicapa tanto Ia entrada como la salida se pueden
considerar como vectores can componentes reales y cuya dimension esta
determinada por el mimero de unidades en la capa respectiva. La relacion
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entrada/ salida permite expresar la operacion basica de la red en terminos
de una funcion
10 cual conduce aun estudio de las redes neuronales a la luz de la teoria
de aproximacion de funciones pues es natural preguntarse sabre e1 tipo de
fundones que un perceptron multicapa puede representar exactamente, a
aproximar, en el sentido que se precisara mas adelante.
2. PRELIMINARES
E1 exito en tareas de aproximacion de funciones en muchas ap1icaciones
de las redes neuronales, llevo a los investigadores a buscar en la maternatica,
resultados que puedan fundamental' teoricamente estas capacidades.
Robert Hecht Nielsen [15] (1987) llama la atenci6n sabre un teorema de
Kolmogorov [26,35,36] quien , hacia 1957, junto COIL el t ambien ruso Arnold,
trabajaron en la soluci6n del problema 13 de Hilbert donde se conjetura
que las raices de 1a ecuacion
como funciones de los coeficientes a, b, y c, no son represent ables como
sumas y superposidones de funciones ni siquiera de dos variables.
Kolmogorov demostro que una funci6n continua de valor real definida en
el cubo n-dimensional In (I = [0,1]) puede representarse como sumas y
composiciones de funciones de una sola variable:
Teorema 2.1 (Kolmogorov 1957). Para cada entero n ~ 2 existen
n X (2n+ 1) funciones monotones crecientes .,ppq,p = 1,2, ... ,nyq =
1,2, ... , 2n + 1 con la siguiente propiedad:
Para cada Iiuicion continua de valor real, f : In ~ R existen Iunciones
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continuas cPq, q = 1,2, ... , 2n + 1, tales que
2n+l n
I(x], X2,' .. , xn) = L cPq [L 1/Jpq(xp)]
q=l p=l
Las funciones 1/Jpq son universales, es decir, no dependen de I. Las funciones
cPq son continues, de una sola variable y dependen de f.
Sprecher [35] (1965) mejoro la representacion de Kolmogorov demostrando
que las funciones 1/Jpq pueden ser reemplazadas por funciones de la forma
).Plj; dande ,X es una constante y 1/J es una fun cion monotona creciente
que satisface una condicion de Lipschitz (1/(x) - l(y)1 S; clx - Yla, 0: =
In 2 . t t)!n(2n+2}' C cons an e
Hecht-Nielsen aplico la version de Sprecher ala neurocomputaci6n; de esta
manera demuestra la existencia de redes neuron ales que represent an 0 im-
plementan funciones continuas,
Teorema 2.2 (Hecht-Nielsen 1987). Dada una iuncio« continua
I :In --+ iR '", I puede ser implementada por una red neuronal de tres
capas, con n unidades en le. capa de entrada, 2n + 1 unidades en 1a capa
oculta, m nodos en ls. capa de selids,
El valor de salida de los nodos de la capa oculta este dado por
n
Zk = L ,Xk1/J(Xj + Ek) + k
j=1
donde ,X es constante, 1/J es una funci6n real monotone creciente, ,X y 1/J
son independientes de I (aunque dependen de ti}, E es un mirnero racional,
o < E S; 8,8 es una constante positive arbitraria y 1/J satisface una condici6n
de Lipschitz, 11/J(x) -1/J(y)1 S; clx - YIO', 0 < 0: S; 1
Los m elementos de fa capa de salida tienen la siguiente funci6n de ecti-
vecioti:
2n+l
Yi = L 7/Ji(Zk)
k=]
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donde las funciones 'l/Ji' i = 1, ... , m son reales y continuas y dependen de
I y f
Recientemente Sprecher [36] (1993) dio una version mas fuerte de su teo"
rema donde demuestra que la funcion 'l/J no depende de n. Este resultado
es valido tambien en el teorema de existencia de redes neuronales que rep-
resentan funciones continuas.
Uno de los aspectos interesantes en las aplicaciones de redes neuron ales
multicapa es que, hasta el momenta, se carece de un metoda general en la
determinacion del mirnero optimo de unidades en la capa oculta para la
solucion de un determinado problema. Curiosamente el teorema de Hecht-
Nielsen establece un mimero exacto de unidades en la capa intern a pero a
costa de precision en las funciones de activacion de estas unidades.
E1 problema de aproxirriacion de funciones se formula en terminos de den-
sidad de conjuntos de funciones en espacios topo16gicos definidos natural-
mente por metricas, siendo las mas comunes, la metrica derivada de la
norma del supremo y las derivadas de las normas en espacios Lp, p 2: 1:
Denotemos por C[X] al espacio de funciones continuas de valor real definidas
en un conjunto X C R". 81 f E C[X], se define la norma del supremo de
la siguiente manera:
ilIl1 = sup {II(x)l}
xEX
Esta norma induce la metrica
d(j,g) = III - gil = sup{II(x) - g(x)1}
Si (f2,F,J-l) es un espacio de medida, p un mimero real, P 2: 1, el espacio
Lp esta forrnado par las funciones medibles I tales que
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1
Se define la norma de I como IIflip = Un I/IPdJ.L) p la cual induce la seu-
dornetrica dp(J, g) = III - gllp· Si dos funciones que difieren solo en un
conjunto de medida cero se consideran equivalentes, entonces, dp es una
metrica,
L= es el espacio de las funciones esencialmente acotadas, es decir, las
funciones acotadas por fuera de un conjunto de medida cera. En este caso,
11/11= = esssupifl donde
esssup 9 = inf {c : J.L{ w : g( w) > c} == O}
que corresponde al mirnero c mas pequefio tal que 9 ::; c, casi en todas
partes.
£1 interes de los investigadores se ha centrado en estudiar las capacidades de
aproximacion de los perceptrones multicapa con una 0 mas capas ocultas,
cuyas unidades poseen la misma funcion de activacion y las unidades de
salida, tienen una funcion de activacion Lineal. Es suficlente considerar
perceptrones con una sola unidad de salida; en este casu la red implementa
una aplicacion
La generalizacion a redes neuron ales con varias unidades de salida es in-
mediata: debido a la universalidad de las funciones 'l/Jpq en el tcorema de
Kolmogorov, la representacion de una funcion 9 : Rn _ Rm se puede
lograr a partir de m perceptrones multicapa con una sola unidad de salida,
donde cada uno de los cuales lleva a cabo la implementacion de una funcion
fi : Rn --+ R, i = 1, ... , m ; en este casu g(x) == (!I(x), ... , Im(x)).
Puesto que el teorema de Hecht-Nielsen no precisa el tipo de funciones
de activacion de la capa oculta, la caracterizacion de tales funciones ha
sido tema de investigacion desde 1987 en el estudio de las capacldades de
aproximacion de las redes neuronales, peru mas que considerar las funciones
de activacion adecuadas para una representacion exacta, se ha hecho enfasis
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en el tipo de funciones de activacion mediante las cuales la red neuronal
aproxima convenientemente ciertas funciones. Se reseiian a continuacion
algunos resultados en este senti do:
Gallant y White [10] (1988) demuestran que una red neuronal de tres capas
es capaz de efectuar una aproximacion de una funcion por series de Fourier.
Utiliza como funcion de activacion para las unidades de la capa intermedia
una funcion coseno sigmoidal definida previamente en (4).
Funahashi [9] (1989) prueba que una fun cion continua definida en un con-
junto compacta de JRn puede ser aproximada par una red neuronal de tres
capas. Las funciones de activacion son no constantes, acotadas, monoton as
crecientes y continuas. Sus demostraciones se basan en el analisis de Fourier
y los teoremas de Paley- Wiener
Cybenko [7] (1989) obtiene los mismos resultados 'de Funahashi pero uti-
lizando el teorem a de Hahan-Banach y el teorema de representacion de
Riesz (ver Teorema 3.2).
Hornik, Stinchcombe y White [18] (1989) demuestran que una red neuronal
de tres capas cuya capa oculta tiene funciones de activacion sigmoidales
puede aproximar funciones contiIl1.~as y medibles. Los mismos autores en
[19] (1990) pruehan que redes neuron ales con la misrna arquitectura pueden
aproximar funciones y sus derivadas en espacios de Soholev. En [20] (1991)
las condiciones de las funciones de activacion son debilitadas: basta que
sean funciones acotadas y no constantes.
Blum y Li [3] (1991) muestran como tina red neuronal de dos capas inter-
nas y con funciones de Heaviside como funciones de activacion aproxima
funciones continuas y medibles (ver Tearema 4.1).
Hornik [21] (1993) amplia el conjunto de funciones de activacion. Percep-
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trones de tres capas con funciones de activacion localmen te integrables (en
el sentido de Riemman) y no polinomiales puedenaproximar una fun cion
continua y con funciones de activacion esencialmente acotadas y no poli-
nomiales son cap aces de aproximar funciones medibles (ver Teoremas 3.6 y
3.7).
Es conveniente anotar que en los resultados obtenidos la cantidad de unida-
des de las capas internasno es acotada. Se admite siempre la posibilidad de
tener un "mirncro suficiente" de neuronas para lograr una "buena aproxi-
macion".
3. APROXIMACION CON FUNCIONES SIGMOIDALES
Los perceptrones multicapa que calculan funciones de la forma
k




donde a es una funcion sigmoidal, ai, c, E Ro, b., x E Ron ,k EN, son
ampliamente usados en las aplicaciones de redes neuronales.
Denotaremos Sea) al conjunto de funciones de tipo (5) can f : R ---> I, I::::
[0,1]. Kurkova [25] (1992) utiLiza la propiedad de las funciones en Sea) de
apr??dmar una funcion continua en un intervalo cerrado (S( a) es dense
en C([a, bJ) con la topologia de la convergencia uniforme), para establecer
un teorema de aproximacion derivado del teorema de representacion de
Kolmogorov.
Teorema 3.1 (Kurkova 1992). Sean n E N, n 2: 2, a : R --+ I una
funci6n sigmoidal continua, f E C(P) Y f un niimero real positivo, entonces
existen kEN y funciones <Pi, 'l/Jpi E Sea) tales que
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Demostracion. Segun el teorema de Kolmogorov existen funciones contin-
uas monotonas crecientes 'lj.Jpq y funeiones continuas <Pp tales que
Sea [a, b] C R tal que, para p :::: 1, ... , n, q:::: 1, ... , 2n + 1 'lj.Jpq(I) C [a, b]
Puesto que el conjunto de funciones f: [a,b] ---+ JR., con f(x)::::
2:7=1 WW( ViX + ud donde a : JR. ---4 I es una funcion sigmoidal continua
Y Wi, Vi, Ui i:::: 1, ... , k son mimeros reales, es denso en era, b], para cada
q:::: 1, ... , 2n + 1, existe gp E Sea) tal que
(
!gq(x) - <Pq(x)! < (2n)(2n+ 1) para tod~ xE [a,b]
ya que las funciones gq son uniformemente continuas, existe 8 > 0 tal que
(
si [z - yl < 8 entonces Igq(x) - gq(y)1 < (2n)(2n + 1) (7)
Ademas, para p :::: 1, ... , n, q :::: 1, ... , 2n + 1 existen hpq E S( (J') tales que
Ihpq(x) - 'lj.Jpq(X) 1 < 8 para todo x E I
De (8) y (7) se concluye
(8)
n n






46 LUZ GLORIA TORRES




En la expresi6n (5) se sugiere que la red neuronal que calcula la fun cion
f tiene a (J como funci6n de activacion en las unidades de la capa oculta.
Ya que en las aplicaciones muy dificilmente aparecen funciones que no sean
continuas 0 medibles, para estudiar las capacidades de aproximaci6n de
este tipo de redes, basta investigar las condiciones que debe satisfacer (J
para que el conjunto de las funciones (5) sea denso en C(K), J( C lRn,
J( compacta y las condiciones bajo las cuales ese conjunto es dense en
Lp(](), J( c lRn, J( rnedible.
M (In) denota el espacio de medidas regulares de Borel, signadas, definidas
en In
Recordamos que una medida It definida sobre un espacio topologico n es
regular si
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J-l(E) = inf {J-l(V) : V :::J E, V abierto}
= sup{J-l(C): C C E, C cerrado}
para todo conjunto de Borel E c n
Una medida signada 0 con signo se obtiene a partir de una medida, Sl
admite valores positivos y negativos.
Definicion. Una funcion a : R --t Res discriminatoria si para. una me-
dida J-l E .,,\,1 (In)
[ a(y· X + O)dJ-l(x) = 0 para todo y E !!tn, e E Ri;
implica p = 0
Teorema 3.2 (Cybenko 1989). Sea a una fun cion continua discrimina-
toiie. Entonces el conjunto de funciones f : In --t lIt
(. . . . ....
S = ~ j: j(x) = to:ja(Yj' X + ej), kEN, {xj E JR, s, E lR.n,ej E R}
~ j=l )
es denso en C (1")
Demostraci6n. Es claro que S C C(In). Afirmamos que S = C(1"). Si S S;
C(In), por el teorema de Hahn Banach ([I) pag.141), existe un funcional
lineal acotado F i= 0 sobre C (In) tal que
F(!!) = F(S) = 0
POl' el teorema cie representacion de Riesz ([32] pag.121) este funcional
lineaL es de la forma
F(h) = f h(x)dJ-l(x)i:
para alguna medida diferente de cero Ji E M(In) y para todo h E C(In)
Ya que a(y . x + B) E R para. todos y E lRn y e E lR. entonces
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j (J(Y· X + O)dll(X) = 0In
para todos y E In, 0 E lR
Puesto que (J es discriminatoria, se tiene 11= 0, 10 cual es imposible. Por
10 tanto, S es denso en C(rn)
Se demuestra ahora que una funcion sigmoidal acotada y medible es dis-
crirninatoria. Con esto queda probado, como caso especial, que un per-
ceptron multicapa con una capa oculta y con funciones de activacion sig-
moidales continuas, aproxima cualquier funcion continua de valor real defi-
nida en In
Lema 3.1. Una funci6n sigmoidal medible y acotada a : lit --+ lit es
discriminatoria. En particular, las funciones sigmoidales continuas son dis-
cruninetosies.
Demostracion. Sea (J>,(x) = a(>.(y . x + 8) + ¢) entonces
{
lsi




y (Jx (x) = a (¢)si y . x + 0 = 0,
Esdecir, o : converge puntualmente ala funcion
a(x) = { ~
a(¢)
si Y: x + 0> 0
si Y: x + 0 < 0
si Y: x + 0 = 0
Suponemos que fIn a(>.(y.x+O)+</»dll(X) = 0 para una medida 11E M(rn)
y demostraremos que 11= 0
Seall E M(In), por el teorema de convergencia de Lebesgue, se tiene
j a(>.(y· x + 0) + </»dll(X) = j (J>,(x)dll(X) = j a(x)dIL(X)
In In In
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= t
Y
,6 dj.L(x) + fH
Y
,6 a(¢)dj.L(x) = j.L(Hy,8) + a(¢)j.L(Py,8) (9)
para todos ¢, 0, donde Hy,8 = {x : y ·x+O = OJ, Py,8 = {x: y ·x+O > O}
Si
j.L(H) + j.L(P) = 0 (10)
para todo hiperplano H y "semiplano" P, entonces j.L = O. En efecto,
Sea y fijo. Para una funci6n acotada medible h, se define un funcional
lineal F de la rnanera siguiente:
r
F(h) = J h(y· x)dj.L(x)
In
8i h es la funci6n indicadora sobre [0, +00), entonces F( h) = Ji(H1) + J1(PI)
donde PI = {x : Y: x - 0> O} Y HI = [x : y. X - () = OJ. Por (10) se tiene
que para esta funcion h, F(h) = O. Igual result ado se obtiene si h es la
funcion indicadora sobre (0,00) 0 sobre cualquier intervale, y ya que F' es
lineal, F(h) = 0 si h es una Iuncion simple (suma de funciones indicadoras
sabre intervalos}.
Puesto que F E Loo(lR) (Ji es finita) y el conjunto de funciones simples es
denso en Loo(lR), entonces F = 0
En particular para las funciones medibles acotadas s( u)
c(u) = cos(rn· u) se tiene:
sen(rn· u) y
F(s + ic) = J (cos(rn· x) + isen(rn· x)) dll(X)
In
= J eirn,xdJi(x) = 0 para todo rn
In
luego la transformada de Fourier de Ji es 0 Y por 10 tanto J1 = 0 ([34J pag.
187) y se concluye que a es discriminatoria.
Aunque las funciones sigmoidales continuas son las mas utilizadas por
cuanto permiten que la red neuronal aprenda con el algoritrno de propa-
gacion inversa , las funciones sigmoidales discontinuas como la funcion de
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Heaviside son de interes porque estan relacionadas con el percept ron sim-
ple clasico (que consta de una capa de entrada y una capa de salida cuyas
unidades poseen funciones de activacion no continuas). El teorema 3.3 nos
permite concluir que un perceptron de tres capas cuya capa interna posee
funciones de activacion sigmoid ales continuos 0 disconiinuas es capaz de
aproximar funciones mas generales.
8i la definicion de funcion discriminatoria se modifica de la manera siguien-
te:
Para h E Lco(In), si fIn O"(Y . X + O)h(x)dx = 0 para todo y y todo 0, en-
tonces h( x) = 0 casi en todas partes, se sigue de inrnediato que las funciones
sigmoidales en general son discriminatorias (las medidas h( x )dx E M (In))
y se tiene el siguiente resultado:
Teorema 3.3 (Cybenko 1989). Sea 0" una Iiuiciot: sigmoida.l acorada y
medible. E1 conjunto de Iiuicioues
f k,. . Tn 10>1 I'f_.\ _ '""' _, ~f_. ._ I .II \) J • .J. --->.111> IJ ~A) - i....J Uj U ~.Y j .A T [J j h
t ;=1
es denso en L 1(In)
4. APROXIMACION CON OTRAS FUNCIONES DE ACTIVACION
Hornik [20] (1991) extendio los resultados anteriores al caso de redes
neuronales cuyas funciones de activacion en la capa interna son acotadas
y no constantes, Estas redes son capaces de aproximar funciones conti-
nuas definidas en conjuntos compactos y funciones definidas en conjuntos
medibles.
Teorema 3.4 (Hornik 1991). S! 0" : R --+ R es continue, acotada y no
constante entonces el conjunto de funciones f :Rn --+ R
S =lf(x) = t ajO"(Yj' x + OJ), kEN, Yj ERn, aj E R, OJ E R}
;=1
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es denso en C(K) para to do subconjunto compacta K C Rn
Teorema 3.5 (Hornik 1991). Si a : R -----+ R es acotada y no constante
entonces el conjunto de funciones S es dense en Lp(f.1) para todas las me-
didas finitas f.l sobre En
La dernostracion de los teoremas 3.4 y 3.5 sigue los mismos pasos de la
demostracion del teorema 3.2 una vez que se tenga el siguiente resultado: .
Lema 3.2. Si a : R -----+ R es ecotede y no constante, entonces a es'
discriminatoria.
Recientemente Hornik [21] (1993) demostro que las capacidades de aproxi-
macion de una red neuronal de tres capas se conservan si las unidades
internas poseen funciones de activacion integrables (en el sentido de Rie-
mann) y no polinomiales.
Sean A c Rn, 0 C R. Denotarnos
donde f : Rn -----+ R
Teorema 3.6 (Hornik 1993). Sea a : R -----+ R una iuticiot: Riemann-
integrable y no polinomial sobre un conjunto compacta 0. Supongamos
que A contiene una vedndad del origen, entonces, para todo compacta
J( C Rn, S~ con iene un subconjunto denso en e(X)
La demostracion de este teorema requiere de dos lem.as que se enuncian a
continuacion (Ver [21])
Denotamos
J~(a(t) = r w(u)a(t - Eu)du
J{luI9}





si It I < 1
si It I ~ 1
c es una canstante que satisface J~w( t)dt = 1
Lema 3.3. Sea e > 0 Y sea T un intervalo compacto de longitud positiva.
Supongamos que a : R ~ R es Riemann-integrable sobre N,(T) = {s :
Is - tl ::::;e para slgiu: t E T} (a es acotada y continua cesi en todas partes
en N,(T)), entonces J,(a) puede set aproximada (uniformemente) sobre T
por una combinaci6n lineal de las funciones
<f;( t) = a (t - s), Is I ::::;(
Lema 3.4. Sea (0 > 0 y T un ititetvelo compacta de longitud positive:
Sea a E Loo(N,JT)) y no poliaomial (casf en todas partes) sabre T. Para.
o < f < Eo sea
D'" indica la derivada de orden m, entonces lim sup,~o+ m,(T) = 00
Demostracioti del Teorema 3.6. Sea.n T( C Rn compacto, M = max ljx] :
x E K}. Se seleccionan Tlo, Eo > 0 y un intervalo compa.cto 00 de tal forma
que
Par hipotesis a es no polinomial en 00, Por ellema 3.3, la funcion
puede ser aproximada por una funcion en S~:o(eo). Afirmamos que S~:o(eo)
es den so en C(K).
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Supongamos que no 10 es, entonces existe una medida u, finita signada,
sobre J(, diferente de cero, tal que
H(a,O,f)= r JEcr(a·x+O)dJ-l(x) = 0JI( (11 )
para todosa E Ao' 0 E 00, 0 < f < fa
Para cada 0 y cada e, H es Coo en a. Sea 0' = (0'1,02, ... ,On) un multi-
Indice, Tomando derivadas parcia1es de orden 0', se tiene
Si a = 0
Por ellema 3.4, existen 8 E 00 Y 0 < e < Eo tales que D'" J.a( 0) f 0 para
todo m ~ 0 luego If( xOIdJ-l(x) = 0 para todos los multi-indices 0'. Pero
x? aproxima una funcion continua con soporte compacta (Ejerc.6.1 [35]),
entonces
r ~dJ-l(x) = 0JK
para toda funcion ~ continua con soporte compacto sobre J(. Esto imp1ica
que J-l = 0 ([35] pag. 188), 10 cual contradice la hipotesis, Se concluye
entonces que S::0(60) es denso en C(K).
Teorema 3.7 (Hornik 1993). Sea a una funci6n esencialmente acotada
y no polinomial en un intervalo compacto 0. Supongamos que A contiene
una vecindad del origen. Entonces para. toda medida finita, u, sobre lRn
con soporte compacto, S~(cr) contiene un subconjunto dense en Lp(J-l)
Demostraci6n. Sea J( e1 soporte de u, Se se1eccionan 'fJo, EoY 00 como en e1
N (6 ) -teorema 8. Supongamos que S A:o o no es denso en Lp(J-l), entonces existe
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una medida finita sign ada no nula tt sobre J( tal que Jf( a(a·x+B)dtt(x) = 0
, a E Ao' B E N€J00)
Reemplazando (}por () - fU, se tiene
= 1< (la(a,x+B-fU)W(U)du)dtt(X)
= l (1< a(a· x + o - fU)dtt(X)) w(u)du
a E Ao, B E 0o, 0 < f < fo
los pasos siguientes son los mismos de la demostracion del teorema 3.6.
4. APROXIMACION DE FUNCIONES CON FUNCrONES DE HEAVISIDE
En los resultados present ados hasta ahora, se ha probado la existencia de
redes neuronales que aproximan ciertas funciones pero las demostraciones
no han induido la construccion explicit a de la red. En la demostracion
del teorema 4.1 se construye un percept ron con dos capas internas y cuyas
unidades estan provistas de las, funciones de Heaviside, que aproxima fun-
ciones continuas.
Llamaremos simple con ranqo finito a una funcion 9 : J( C En -- R si
]( = U;:l n, .o,no, = <1', i i= i, mEN tal que 9 es constante sobre
cada D j i = 1, ... , m
Son las funciones mas sencillas que se usan para aproxirnar funciones. Sabe-
mos que
S(K) = {g : K -- E, 9 simple}
es denso en C(](), K compacta y puesto que C(K) es denso en L2(J(), K
medible, entonces S(K) es denso en L2(]().
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Recordamos que las funciones constantes a trozos sobre particiones finitas
son simples y que si I: En --t Res arbitraria y las funciones 91,92,··· ,9n
son simples, entonces la compuesta 1(91,92, ... ,gn) es simple.
Teorema 4.1 (Blum y Li 1991). Sea 1 E C(K), KeEn compacta.
Para cualquier f > 0 existe una red neuronal con dos capas internes, cuyas
unidades tienen la iuucioti de Heaviside como funci6n de activacion, con
una sola unidad de salida can fun cion de acrivacion lineal, que apraxima a
f con error menor que f
Demostracion. Sabemos que 1puede ser aproximada (can errormenor que
f) por una funcion constante a trozos, g, sobre una particion rectangular
sobre J(. En este casu 9 es una funcion simple y las fun clones simples son
densas en C(K).
Si se demuestra que 9 puede ser representada exactamente por una red
neuronal con las especificaciones dadas, se prueba de est a manera que esta
red efectiia una aproximacion de I.
Sea x = (Xl, X2, ... ,Xn) E J(. Construimos una red neuronal con n
unidades en la capa de entrada, 2n unid ades en una primer a capa oeulta,
1 unidad en una segunda capa oculta y una unid ad de salida. Cada
Xi, i = 1, ... , n es el valor del nodo i de entrada de la red. Considere-
mas una particion rectangular que recubra a ]( de la forma
Cada nodo de entrada i, se conecta ados unid ades de la primera c~pa
interna. Si aij < Xi :S aij+l , la salida de estas unidades esta dada par
donde H es la funcion de Heaviside y
Ht(t) = { ~ si t > 0
si t :S 0




(Yil' YiZ) = (1,1)
(1,0)
SI Xij ~ aij
SI aij < Xi ~ aij+l
si Xi > aij+l
Los 2n nodos can salida Yil, Yi2, i = 1, ... , n se conectan a la unidad en
la segunda capa oculta. El valor de las conexiones se fija en 1 y el valor de
umbral se hace igual a 2n - 1. La salida de esta unidad esta dada par
Observamos que z(x) = 1 si eJ punta x esta en la "caja" de la particion
determinada par aij < Xi ~ aij+l' Y z(x) = ° en caso contrario.
Esta construccion se hace par cada rectangulo n-dimensional de la par-
ticion , Luego, cada salida z se conecta a Ia jinica unidad de salida con
pesos Wz que coinciden can el valor de g en la "caja" correspondiente. La
salida de la red neuronal es entonces
g(x) = L wzz(x)
El mimero de unidades internas que la red neuronal requiere es bastante
grande. Par ejemplo, Si f : [0, l]X[O, 1] ~ R y si se considera una particion
de m2 "cuadrados", segun la eonstrueci6n del teorema 10, se necesitan 4m2
unidades en la primera capa oculta y m2 en la segunda. Sin embargo, en
la primera eap~ oculta, hay muchos nodos con el mismo valor (para puntos
correspondientes a valores extremos de los intervalos de la partici6n), 10
que permite reduclr el mimero de unidades a 4(m + 1) en est a capa. Puede
verse que si f: [0, 1Jn ~ R y si hay m" "cajas" en la partiei6n, entonces
se neeesi tan a 10 mas m n + 2n( m + 1) uni dades en las dos capas in ternas.
BIBLIOG RA FIA
1. R. B. Ash, Real Analysis and Probability, Academic Press, New York, 1972.
2. P. Billingsley, Probability and Measure, Wiley, New York, 1979.
REDES NEURONALES Y APROXIMACION DE FUNCIONES 57
3, E, K. Blum y L, K. Li, Approximation Theory and Feedforward Networks, Neural
Networks 4 (1991), 511-515,
4, P, Cardialaguet, G, Euvarard, Approximation of a Function and its Derivative with
a Neural Network, Neural Networks 5 (1992), 207-220,
5, N, E, Cotter, The Stone Wierstrass Theorem and its Application to Neural Net-
works, IEEE Transactions on Neural Networks 1 (1990), 290-295,
6, Neil E, Cotter and Thierry J. Guillerm, The CMAC and a Theorem of Kolmogorov,
Neural Networks 5 (1992), 221-228.
7, G. Cybenko, Approximation by Superposition of a Sigmoidal Function, Math, Contr.,
Signals Syst. 2 (1989), 303-314,
8, J, Dugundji, Topology, Allyn and Bacon, Boston, 1966.
9, K,L Funahashi, On the Approximate Realization of Continuous Mappings by Neural
Networks, Neural Networks 2 (1989), 183-192,
10, A,R, Gallant and H, White, There exists a Neural Network that does not make
Avoidable Mistakes, IEEE Second International Joint Conference on Neural Net-
works I (1987), 593-608,
11. A.R. Gallant and H, White, On Learning the Derivatives of an Unknown Mapping
with Multilayer Feedforward Networks, Neural Networks 5 (1992), 129-138,
12. M, Garzon, A naly.Qis of Cellular Automata and Neural Networks, Department of
Mathematical Sciences, Memphis State University, 1990,
13, B, Geva and J, Sitte, A Constructive Method for Multivariate Functions Approxi-
mation by Multilayer Perceptrons, IEEE Transactions on Neural Networks 3 (1992),
621-624,
14, R. Goldberg, Methods of Real AnalySIS, Xerox College Publishing, Masachussets,
1964.
IS, P.R. Halmos, Measure Theory, Springer-Verlag, Berlin, 1974.
16. R. Hecht-Nielsen, Kolrnogor-ov's Mapping Neural Networks Existence Theorem, IEEE
First International Joint Conference on Neural Networks I (1987), 593-608.
17. R. Hecht-Nielsen, Neurocomputing, Addison Wesley, 1990,
18. J. Hertz, A. Krogh and R. Palmer, Introduction to the Theory of Neural Computa-
tion, Addison Wesley, 1991.
19. K. Hornik, M, Stinchcombe and H. White, Multilayer Feedforward Networks are
Universal Approximators, Neural Networks 2 (1989), 359-366.
20, K.Hornik, M.Stinchcombe and l-LWhite, Universal Approximation of an Unknown
Mapping and its Derivatives Using Multilayer Feedforward Networks, Neural Net-
works 3 (1990),551-560.
21. K. Hornik, Approximation Capabilities of Multilayer FeedJorward Networks, Neural
Networks 4 (1991), 251-257,
22. K. Hornik, Some New Results on Neural Network Approximation, Neural Networks
6 (1993), 1069-10'12.
23. Y. Ito, Representlltion of Functions by Supel'position of a Step or Sigmoid Function
and their Applications to Neural Network Theory, Neural Networks 4 (1991), 385-
394.
24. Y, Ito, Approximation of Functions on a Compact Set by Finite Sums oj a Sigmoid
Functions without Scalinq, Neural Networks 4 (1991), 817-826,
25, H, Katsuura and D. Sprecher, Computational Aspects of Kolmagorov Superposition
Theorem, Neural Networks 7 (1994), 451-461.
58 LUZ GLORIA TORRES
26. P. Koiran, On the Complexity of Approximating Mappings using Feedforward Net-
works, Neural Networks 6 (1993), 649-653.
27. V. Kurkova, Kolmogorov's Theorem and Multilayer Neural Networks, Neural Net-
works 5 (1992), 501-506.
28. M. Leshno et al, Multilayer Feedforward Networks with Nonpolinomial Activation
Function Can Approximate Any Function, Neural Networks 6 (1993), 861-867.
29. RP. Lippman, An Introduction to Computing with Neural Nets, IEEE ASSP Mag-
azine 4 (1987), 4-22.
30. B. Miiller and J .Reinhardt, Neural Networks An Introduction, Springer-Verlag,
Berlin, 1990.
31. T.Poggio and F. Girosi, Networks for Approximation and Learning, Proceedings of
the IEEE 78 (1990), 1481-1496.
32. C.S. Rees, S.M. Shah and C.V. Stanojvic, Theory and applications of Fourier Anal-
ysis, Marcel Dekker, INC, New York, 1981.
33. ILL. Royden, Real Analysis, The Macmillan Company Collier Macmillan Limited,
London, 1970.
34. W. Rudin, Principles of Mathematical Analysis, McGraw-Hili, New York, 1976.
35. W. Rudin, Functional Analysis, McGraw-Hili, New York, 1991.
36. D.A. Sprecher, On the Structure of Continuous Functions of Several Variables,
Transactions of the American Mathematical Society 115 (1965), 340-355.
37. D. Sprecher, A Universal Mapping for Kolmoqoro» Superposition Theorem, Neural
Networks 6 (1993), 1089-1094.
38. L. G. Torres, G. Hernandez y L. F. Nino, Redes Neuronales, X Coloq. Distrital de
Materuaticas y EstaJistica, Santafe de Bogota, Diciernbre 1993.
