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We derive here a number of properties of the q-Kostka polynomials K,,,(q). In 
particular we obtain a very accessible proof that these polynomials have non- 
negative integer coefficients. Other monotonicity properties are also derived. These 
results are obtained by studying certain graded &,-modules R, which afford a 
character that may be expressed in terms of the K,,,(q). Certain nesting properties 
of the R, which correspond to the dominance order of partitions then translate 
themselves into combinatorial inequalities involving the K, P(q). The modules R, 
have been given an elementary presentation by DeConcini and Procesi (Invenf. 
Math. 64 (1981), 203-219) as rather simple quotients of the polynomial ring 
Q[xl. x2, . . . . x,]. We show here that their basic properties may also be derived in 
an entirely elementary manner. 0 1992 Academic Press, Inc. 
The q-Kosta polynomials can be defined as the coefficients K,,(q) in the 
expansion 
(1.1) 
where P,(x; q) is the classical Hall-Littlewood polynomial (see [17, 
Chap. III]). It may be shown that as q + 1 the polynomial P,(x; q) tends 
to the monomial symmetric function m,(X) and Eq. (1.1) reduces then to 
the classical expansion 
~~(~)=~&,(l)m,(~), (I-2) 
c 
giving the Schur function in terms of the monomial symmetric functions. 
This identifies the values K,,,( 1) with the classical Kostka numbers KAP. 
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These integers appeared in the representation theory of the symmetric 
group in Young’s QSA VI (see [24]) in the equation 
P” = 1 x’K,,, (1.3) 
which is commonly referred to as Young’s rule. Here, pP denotes the charac- 
ter of the permutation representation resulting from the action of S, on the 
left cosets of the Young subgroup indexed by ~1, and xi denotes the charac- 
ter of the irreducible representation of S, indexed by 1. Thus the integers 
K,,, in this context appear as multiplicities of the irreducible constituents in 
this permutation representation. Young’s rule states (see [24] or [ 17, I, $6, 
p. 561) that KnP is equal to the number of column-strict tableaux of shape 
1 and type p; let us denote this class of tableau by CS(1, p). The coef- 
ficients K,,(q) have been shown to be polynomials in q with non-negative 
integer coefficients, (see [ 17, II $3 ex. 1, p. 92, and III, $7, ex. 9, p. 1361). 
This result derives from a long series of developments. References start as 
early as 1963 in a pioneering paper of Kostant [9]; the crucial papers here 
are those of Steinberg [22], Hotta and Springer [7], Kraft [lo], and 
DeConcini and Procesi [3]. Unfortunately, the proofs of the results 
concerning the q-Kostka polynomials obtained by this approach require 
deep tools of Algebraic Geometry and are accessible only to a handful1 
of experts. The polynomials K,,(q) have attracted a great deal of attention 
in the combinatorics audience since Foulkes [12] conjectured that it 
should be possible to obtain them by q-counting column-strict tableaux of 
suitable shape and type. This conjecture was proved by Lascoux and 
Schutzenberger [12] in a deep combinatorial work where they introduced 
a statistic c(T) called charge (see [17, p. 1291) which gives 
K,,(q) = 1 q’(=). 
7-E CS(d,P) 
(1.4) 
The charge interpretation has brought to light a number of interesting facts 
about the q-Kostka polynomials, as can be glimpsed from some past and 
recent announcements of Lascoux and Schtitzenberger (see [ 111, [ 13, 141). 
In particular, it yields an elementary, though quite difficult, proof of the 
positiuity of these polynomials. Unfortunately, these authors have not 
provided many details in their publications, which often turn out to be 
short lists of facts with only hints of how they may be proved. For these 
reasons a great deal remains to be done towards assembling a unified, com- 
prehensive, and selfcontained development of the theory of the q-Kostka 
polynomials. A helpful step in this connection is the work of L. Butler 
(1985 MIT Thesis), where the Lascoux-Schtitzenberger proof of (1.4) is 
given a fully detailed exposition. Moreover, a perusal of the quoted 
84 GARSIA AND PROCESI 
literature reveals that the Algebraic Geometrical models have a great deal 
to offer in enlightening and guiding our understanding of the polynomials 
K,,(q). We see there a beautiful interplay of Geometry, Commutative 
Algebra, and Representation Theory which is gravid with combinatorial 
implications. In view of the ubiquity of the K,,(q), and the wide mathe- 
matical interest which is necessarily associated with them, it seems 
imperative that their study be carried out with tools accessible to the wider 
audience. The purpose of this paper is to initiate such a study. 
Perhaps the most remarkable mathematical structure which gives rise to 
the K,,(q) is the variety of flags fixed by a unipotent matrix. In a work of 
DeConcini and Procesi [3] it is shown that the cohomology ring of this 
variety may be given an elementary setting. This setting has been further 
simplified by Tanisaki in [23]. However, to this date, the connection 
between this ring and the polynomial K,,(q) still required tools such 
Sheaves, Schemes, Cohomology theory, etc... Nevertheless, it is not difficult 
to see that once this connection is made, all the stated properties of the 
K,,(q) follow with the greatest of ease. Moreover, this connection reveals 
a number of new and tantalizing properties of these polynomials. The main 
contribution of this paper is to show that also this connection can, in fact, 
be derived in a completely elementary manner. 
To be more explicit, in the quoted work of DeConcini and Procesi, it is 
shown that the ring corresponding to a unipoint matrix of shape p may be 
presented as a graded quotient R, of the polynomial ring Q[x,, x2, . . . . x,]. 
Combining this with some results of Kraft [lo] it then follows that R, is 
an S,-module with character given by (1.3). Moreover, since the S, action 
preserves the natural grading of R,, there is also a graded version of pP. 
The crucial fact is that the results in [20, 7, 10, 31 imply that the expansion 
of this graded version in terms of the irreducible characters of S, involves 
coefficients that are very closely related to the polynomials K,,(q). We 
show here that this expansion may be obtained using no more than the 
tools of elementary linear algebra. 
For a more precise description of the contents of this paper we need to 
introduce some notation. Let X, = {x1, x2, . . . . x,} be an ordered set of 
commuting variables. For any subset SE X, and r < ISI we let e,(S) denote 
the rth elementary symmetric function of the variables in S. In this writing, 
partitions of n are represented by n-vectors 
The number of positive components of p is denoted by h(p) and is referred 
to as the height of p. The partition conjugate of p is denoted by 
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We may sometimes, when convenient, drop the zero components from a 
partition. Setting 
dk(p)=p;+p;+ *a* +p; (1 <k<n) 
we denote by Z, the ideal (in the polynomial ring 1[x,, x2, . . . . x,]) 
generated by the collection of partial elementary symmetric functions 
W,,= {e,(S): k>r>k-d,(p), ISI =k, SC-Y,,}. U-5) 
This given, the ring R, is defined as the quotient’ 
R,=QCx,, x2, . . . . xnl& U-6) 
For example, when p = (0, 0, 1,2,2) then $ = (0, 0, 0,2, 3), 
(1-4(P), 2 - d2(P), ***> n -4(P)) = (132, 392, O), 
and ‘is,,, consists of 
el(xl, x2, x3, x4, x5), e2(xl, x2, x3, x4, x5), . . . . e5(x,, x2, x3, x4, x5) 
e3(xl, x2, x3, ~41, e3(x1, x2, x3, x5), e3(x1, xi, x4, x5), 
e3(x1, x3, x4, x5), e3b2, x3, x4, x5); 
x1x2x3x4, x1x2x3x5, x1x2x4x5, x1x3x4x5, x2x3x4x5. 
We should point out that for p = l”, R, reduces to the quotient ring 
QCx,, x2, . . . . x,]/(e,, e2, . . . . e,), 
where (e, , e2, . . . . e,) denotes the ideal generated by the ordinary elementary 
symmetric functions in the variables x1, x2, . . . . x,. All the other R, are 
quotients of RI.. 
Note now that S, acts naturally on Q[x,, x2, . . . . x,] by permuting the 
variables. To be precise, we set for each e E S, and P E Q[xl, x2, . . . . x,] 
Clearly, the collections %,, remain unchanged under this action, and thus all 
the ideals ZP are invariant subspaces of Q[x,, x2, . . . . x,]. This implies that 
we can define an action of S,, on each of the resulting quotients R,. 
Moreover, since the ideals Z,, are generated by homogeneous polynomials, 
1 It should be mentioned here that this particular presentation of the ring R, was 
introduced by Tanisaki (in [23]) precisely for the purpose of simplifying some of the proofs 
in the DeConcini-Procesi paper [3]. 
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each ring R, is graded. Let then Sm(R,) denote the subspace consisting of 
the elements of R, which are homogeneous of degree m. The spaces 
3$,(R,) decompose the action of S, on R, into a direct sum of representa- 
tions. This given, let p”, denote the character of the representation 
corresponding to J’&(R,) and set 
P”(4)= c 4”PL 
ITI>0 
In the present context, the most remarkable fact concerning R, is that 
when we decompose p”(q) in terms of the irreducible characters {x”}~ tn 
we discover that the coefficients c,,(q) in the expansion 
PP(4) = 1 XiCA, (4) (1.7) 
are essentially the q-Kostka polynomials. The precise relation is simply 
c,,(q) = &.,(1/q) PPc)7 (I.81 
where 
h(p) 
n(p)= C (i-l)h+l-,. (1.9) 
i=l 
An immediate consequence of (1.8) is that the coefficient of qk in the poly- 
nomial K,,(q) is equal to the multiplicity of xi in p$,, ~ k. In particular the 
establishment of (1.8) yields a representation theoretical proof of the 
positivity of the q-Kostka polynomials. We see then that a combinatorial 
decomposition of these rings should lead to interesting insights concerning 
the charge statistic. 
We have endeavoured to make our presentation entirely self contained 
and our proofs accessible to a wider audience than those that can be found 
in the original manuscripts. We apologize if the original experts find our 
treatment unduly pedantic. We hope that this is compensated by the 
additional audience that will be able to appreciate their contributions. 
The contents are divided into 5 sections. In Section 1 we give a recursive 
construction of a remarkable set of monomials B(p) which forms a basis 
for R,. In Section 2 we use an argument introduced by Tanisaki [23] to 
show that they span R,. In Section 3 we present an elementary version of 
an argument due to Kraft [lo] which calculates the dimension of R,. The 
developments in this section also yield the result of DeConcini and Procesi 
identifying pP as the ungraded character of R,. Another byproduct of this 
section is the identification of the restriction to S,- 1 of the graded charac- 
ter. In Section 4 we derive a number of containment properties of the rings 
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R,. These are not only crucial for our later developments but also even- 
tually yield the desired monotonicity properties of the polynomials K,,(q). 
In Section 5 we work out some identities involving the Hall-Littlewood 
polynomials which are basic in the final determination of the graded 
character of R,. In Section 6 we prove that the graded character is indeed 
given by (1.7) and (1.8). 
The first named author is indebted to J. Macdonald for his strong 
support and advice in carrying out this project and to N. Bergeron for 
invaluable help and in putting the finishing touches in many of the proofs 
presented here. 
1. A MONOMIAL BASIS FOR R, 
Let now ~1 be a fixed partition and p’ be its conjugate. For a given 
1~ i<h(p) =pL:,, define a,(,~) by the condition 
&-ci<p&+,. (1.1) 
This given we let p(‘) be the partition obtained by removing the square at 
the end of column n-a,(p) ( =P,+~-~ ) from the (French) Ferrers diagram 
of ,u. An example will make things clear here. We illustrate in Fig. 1 the 
construction of ~1 (2) for p = (1, 1, 2, 2,4) and all the partitions CL(‘) for 
p = (1,2,2,3). From the work of DeConcini and Procesi [3] it follows 
that the ring R, has a monomial basis W(U) which can be constructed from 
the recursion 
W(p) = c XL- ‘w(p) (1.2) 
i=l 
and the initial condition 9?(p) = (1) for ,U = (1). In (1.2) the “r means 
FIGURE 1 
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disjoint union and the expression x:-‘LB(~(‘)) represents the set of 
monomials obtained by multiplying each monomial in SJ(JP)) by XL-‘. The 
recursion in (1.2) leads to an algorithm, which we illustrate in Fig. 2 in the 
case of .SY(l, 1,2). According to (1.2) each path, from the root of the three 
down to a leaf, yields a monomial upon multiplication of the terms 
labelling the edges of the path. The collection of the monomials thus 
obtained gives B(p). From the tree above, reading in preorder (from left 
to right), we get that 
g(112)= (1, x2, x3, x2, x3, xi, x2x:, x4, x4x2, x4x3, x:9 x:x2, x:x3}. 
The recursion in (1.2) is but one of the consequences of a beautiful rela- 
tion between R, and the rings R,w, which may symbolically be written as 
(1.3) 
We should interpret this here as a direct sum decomposition of R, as a 
vector space, and not as an S,-module. Nevertheless, as we shall see, (1.3) 
does yield an important fact about the restriction of the graded character 
pp(q) to S,_ r. Clearly we can always write 
h(p) 
R, z Q xi- lR,fx;R,. 
i=l 
(1.4) 
Thus (1.3) follows if we show that for each i= 1,2, . . . . h(p) we have 
xi- ‘R,cr, E XL- ’ . R/,/x; R,. (1.5) 
Care must be taken in interpreting this relation properly. What we mean 
FIGURE 2 
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here is that the natural map d(“) from Q[x,, . . . . x,-~] to x:-lR, which 
sends a polynomial p(x, , . . . . x,,- i) into the polynomial 
qPp(x 1, ***, x,-,,=xyp(x, )...) x,-1) 
induces an isomorphism of R,w onto x~-‘R,/x~ R, as S,- ,-modules. This 
isomorphism is established here by combining the results of the next two 
sections. 
Remark 1.1. We should mention that the surjectivity of gci) was proved 
by Tanisaki in [23] in an entirely elementary way. This given, to prove 
injectivity, one needs only show that the dimensions of the spaces R,w add 
up to the dimension of R,. This particular fact follows from the develop- 
ments in a paper of Kraft [lo], and indeed Tanisaki in [23] refers to 
Kraft to complete his proof. We show in Section 3 that what is needed 
from Kraft’s arguments to establish injectivity can be made completely 
elementary. The argument will also show that (1.5) is an isomorphism 
of S, _ ,-modules. 
Remark 1.2. It is convenient to denote the Hilbert series (or Poincare 
polynomial) of R, by one of the symbols 
Clearly, if B is any homogeneous basis for R,, we must have 
(1.6) 
Thus once we show that W(p) is a basis, then from (1.2) we derive the 
recursion 
Since the multinomial coeflicients 
(1.7) 
satisfy the recursion 
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we deduce that we must have 
(1.8) 
Thus the symbol 
may be viewed as another q-analogue of the multinomial coefficient. 
Examples for small values of n show that this q-multinomial is different 
from the commonly encountered 
This should not be too surprising. Indeed, assuming (1.8) to be true, from 
(1.7) we derive that 
(1 ; =; n~&(llq) Pr), 
where n, denotes the number of standard tableaux of shape 2. Combining 
this with (1.4) and the fact that the charge is constant on Knuth 
equivalence classes (see [ 12, 13]), it is not difficult to conclude that we 
must have 
(1.10) 
where Re( 1 r12Pz . . .npn) denotes the collection of words which are rear- 
rangements of the word 1P12P2 . . . npn and cocharge(w) = n(p) - charge(w). 
Remark 1.3. A further interesting identity for the cocharge statistic may 
be obtained by carrying out the algorithm for the construction of 6@(p) all 
the way through. Note that if we replace in each of the monomials 
obtained from the tree all the variables xi by q then (if 9?(p) is indeed a 
basis) the resulting powers of q must sum to the Hilbert series of R,. On 
the other hand, the algorithm for constructing the tree allows us to express 
this polynomial as a sum of weights of standard tableaux of shape p. This 
is better understood if we modify a bit the tree produced by the algorithm. 
We see from the example we have given that different children of the same 
node are not necessarily labelled by different Ferrers’ diagrams. Let us then 
collapse the tree, by identifying siblings labelled by the same diagram. To 
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keep track of this identification, we allow multiple edges from a node to a 
child. Since, we are only interested here in the Hilbert series of the ring, the 
label x: will be replaced by qi. In Fig. 3 we have the resulting labelled tree 
for the partition p= (0, 1, 1, 2). 
We see that in the collapsed tree the paths from the leaves can be iden- 
tified with standard tableaux. The contribution to the Hilbert series from 
each of these leaves can then be obtained by multiplying the contributions 
corresponding to each of the multiple edges encountered along the path. 
For instance the contribution corresponding to the double edge joining 
shape (1, 1,2) to shape (1,2) is (q+ 4’); that corresponding to the triple 
edge joining (1, 1, 1) to (1, 1) is (1 + q + q2). It is not difficult to conclude 
from this example that in general the Hilbert series of R, is given by the 
formula 
n 
iI 
= 1 VS), (1.11) 
P sesm) 
where ST(p) denotes the collection of standard tableaux of shape p and 
W(S) is a polynomial which can be defined as follows. Given a partition 
p let us assign a weight w(c) to each corner square c according to the 
following rule. If the coordinates of c are (i, pi) and m is the multiplicity of 
pi in ~1 then ~(c)=q~-~+q~-“‘+~ + . . . +qip2+qip1. Finally, for a 
standard tableau S we set W(S) equal to the product of the weights of each 
of its entries. Where the weight of entry s in S is taken to be-the weight of 
the corner square containing s in the partition obtained from the shape of 
S by removing all the squares containing entries bigger than s. This given 
combining (1.10) and (1.11) we derive that 
c 4 
cocharge(w) _ 
w E Re( lJ’2#2.. dn) 
(1.12) 
k 4’ 1 = (1+q+q2)(1+q) 
4 
B 4 )= ((I + q2w + d 
4 
4 ia 1 = (Q + ad 
FIGURE 3 
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2. AN ALGORITHM FOR EXPANDING IN TERMS OF THE MONOMIALS IN B(p) 
Our basic goal in this section is to establish the following: 
PROPOSITION 2.1. (a) The monomials in B(p) spun R,. 
(b) The vector space dimension of R, satisfies the inequality 
dim R, 6 
n! 
/L,!&!...&!’ (2.1) 
ProoJ We prove (a) by giving a recursive algorithm for expressing an 
element of R, as a linear combination of the monomials in a(p). Note that 
then (b) follows immediately since the recursion in (1.2) (as was observed 
in Remark 1.2) implies that the cardinality of B’(p) is given by the multi- 
nomial coefficient in (2.1). 
Clearly, in view of (1.4) to show (a) we need only to show how to 
express an arbitrary element of the quotient XL- ‘R,/xL R, in terms of the 
monomials in XL- ‘9(~(~‘). We thus proceed by induction on the number of 
squares of the Ferrer’s diagram of the partition p. This given, we start 
by noting that any element of xL-‘R,/xL R, has a representative of 
the form xi-‘p(xl, . . . . x,~,) with p(x,, . . . . x,~~)EQ[x~, . . . . x,- 1]. Now 
Pb, 2 ..., x,_,), interpreted as a representative of an element of RF(~), (by 
induction) can be expanded in terms of the monomials in ~I:(P’~‘). Let the 
resulting expansion be 
(2.2) 
where by “ gfl,,))) we mean the congruence modulo the ideal I,,,,. We show 
then that (2.2) implies that 
Xl-‘p(x,-&, 1 CbX;-%(X,-,)+E, 
b E ,a(/~“)) 
(2.3) 
where the error term E lies in x:R,. To show this (in view of the definition 
of Z,M, we need only establish that if a polynomial p(X, ~ 1) E 
QCxl, . . . . x,_ r] has an expansion of the form 
P(Xn-,)= c A(r, S) e,(S) (2.4) 
I > k ~ dk(#)) 
Sc_X,e, and ISI=k 
(with A(r, S)E Q[x,, . . . . x,-r]), then XL-‘p(X,- ,) is necessarily con- 
gruent, modulo the ideal Z,, to a polynomial A E Q[xr , . . . . x,] times XI. 
To prove this we borrow an argument given by Tanisaki in [23]. We 
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deal with each of the terms in (2.4) individually. Note first that from (1.1) 
and the definition of the partition pCi) it immediately follows that 
d&P)) = d/c+ I@) if k<a,(jf) 
d,c+lb)- 1 if k> ai( 
(2.5) 
Note next that 
e,(S)=Wu ~x,~)-.w,-,(~). (2.6) 
This given, we see from (2.5) that when ISI = k and k>a,(p) then 
r > k - dk(pci)) implies r > k + 1 - dk + ,(p), which gives that 
e,(S) q --x,e,- l(S), 
and thus we must have 
xf-le,(S)E, -xLe,-,(S). (2.7) 
On the other hand, even when k < a,@), if r > k + 1 - dk(pti)) then we still 
have r > k -t 1 - dk+ ,(p) and (2.6) yields that (2.7) must still hold in this 
case. Thus the only terms in (2.4) we need to be careful about are those for 
which k < a,(p) and r = k + 1 - dJ#)) = k + 1 - dk + , (p). But now there is 
another trick at our disposal. Note first that when k<ai(p), (1.1) gives 
4+t(c1)=4(~)+cL6+1 ~dk(~)+~b,(p)<dk(~)+i. 
Thus if r = k + 1 - dk+ r(p), then k< ai(p) implies that 
r+i-l=k+i-d,+,(p)>k-d,(p). 
Now (2.6) with r replaced by r + 1 gives 
wr(S)=e,+l(Su lxn))-er+lW 
Thus, when rak+ 1 -dk+l(p) and (S( =k we have 
w,(S)=“, --e,+l(S), 
(2.8) 
and by iteration we get 
x:-‘e,(S)gp (-l)i-ler+i-,(S), 
and from (2.8) we finally derive that 
~~-~‘e,(S)tz,O 
as desired. This completes the proof of (2.3). 
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Remark 2.1. Note that if we assume that g(pCi)) is a basis for R,,o then 
the action of a permutation o E S,- i on a monomial g(x,, . . . . x,- ,) E 
B(#)) may be expressed in the form 
ab(x,, ...) x,-1)= c 0x1, .--, x, - I ) absb(c) + E, (2.9) 
b’ E 1(@)) 
with EEI~o), and this gives that 
ox;-‘b(x,, . ..) x,-1)= 1 XL- ‘b’(x,, . ..) X,- 1) ab’,b(a) + $‘E. 
b’ E d(u(‘)) 
However, from what we have just shown, it follows that we .must have 
for some polynomial A E Q[x,, x2, . . . . x,]. In other words 
ax:-‘b(x,, .,,, x,-,)E, C x~-‘b’(xl, . . . . x,_~) abs,b(o) 
b’ E I(fi’8)) 
(modulo XL R,). (2.10) 
This is all that is needed to derive that R,w and XL- ‘RJxiR, are 
equivalent as S, _ ,-modules. 
3. IDENTIFICATION OF THE CHARACTER 
Throughout this section we work with a fixed partition p = (pi, . . . . p,,,) of 
height m. It is convenient here to change slightly our notation, drop the 
zero components of ~1, and let 
o<p, 6p2< ... <pm (F, PiEn)- 
However, we keep our initial conventions with regards to the partition $ 
conjugate of p. 
This given, let P, = (b,, b,, . . . . b,) be a point with distinct coordinates 
a,, a2, . . . . a, appearing with multiplicities p,, pLz, . . . . pL, respectively and let 
w= (PI, p,, . . . . PN) N= n! 
Ul. ‘u,! .--urn! > 
be the orbit of P, under the action 
0: (Yl, Y,, . . . . Y”) + (Y,,? Yo,, . ..v Y,.) (0 6 S”). 
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Finally, let Zw be the ideal of polynomials in Q[x, , x2, . . . . x,] which vanish 
on W and set 
d = QCx,, ~2, . . . . -d/~,. 
We can see that d may be identified with the algebra of Q-valued funtions 
on W and as such it has a vector space basis consisting of the indicator 
functions of the points of W. More precisely, we can express the indicator 
function of a point P = (yr , y,, . . . . JJ,J E W in the form 
where for each i= 1, . . . . m 
f(Xp ai) = fj, (X - aj)/(ai - Uj). 
j=l 
j#i 
This in particular implies that each element of d may be represented by 
a polynomial of degree at most m - 1 in each of the variables xi. 
In view of the definition of W, the ideal I, is invariant under the action 
of S, on Q[x,, x2, . . . . x,], thus we may define an action of S, on d. Note 
that, since this action in terms of the basis {FP,}y= 1 may be simply 
expressed as 
fJJ+P(Xl, x2 9 -0.3 %J = Fpa-l(X1 3 x2, . . . . x,), 
we see that it is equivalent to the action of S, on the left cosets of the 
stabilizer of P,. In other words, this action makes d into an &,-module 
whose character is given precisely by pp. 
It develops that d and the ring R, are very closely connected. The 
crucial link between them is given by the following remarkable fact. 
hoPosITIoN 3.1. Each of the elements in the collection ‘ip, is the leading 
homogeneous component of a polynomial which vanishes on W. 
ProoJ: To get an idea of what is going on here we first deal with the 
special case of the elementary symmetric functions in all of the variables. 
To this end note that the definition of the point PI = (b,, b2, . . . . b,) 
immediately yields the identity 
iol (t-bi)= fi (t-q)? 
i=l 
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The same will of course hold true for any point in the orbit of P,. That is 
we have 
ifJl (t-xi)= fi ttmbi) 
i=l 
whenever X= (x, , x2, . . . . x,) is one of the points Pi. Equating coefficients 
of t in both sides we derive that the polynomials 
e,(xl, x2, . . . . x,1 - e,(b,, b2, . . . . b,) (s = 1, . ..) n) (3.1) 
vanish on W. This proves our assertion in the case of e,(x,, x2, . . . . x,). The 
proof for the general e,(S) E %* needs a slightly more refined argument. 
Since gP is S,-invariant, we need only work with the case when S consists 
of the first k variables. Note then that, for XE Wand a given iE [ 1, m], at 
most n-pi of x1, x2, . . . . xk can be different from ai. Thus when k > n -pi 
at least k - (n - ,ni) of these coordinates must be equal to a,. The inevitable 
conclusion is that for any XE W the polynomial 
must be divisible by 
pXk(t)= fi (t+xi) 
i=l 
D(t) = fi (t +u;)‘-fk’+, (3.2) 
i=l 
where we use the symbol (a)+ to denote a if a > 0 and zero otherwise. Now 
this divisibility property can be translated into a set of equalities expressing 
the vanishing of the remainder of the division of Pxk(t) by D(t). To see 
what this involves let us set 
Pydtt)= fi tt+Yj) 
j= 1 
and let Q,,,(t) and R,,, (t) denote the quotient and remainder of the 
long division of Pxk(t) by P y,( t). That is 
J’x,(t) = Q,, r,(t) Py,(t) + R,, y,(t) (with degree R Xk,Yd(f)Gd- 1). 
For convenience set 
d-l 
R Xk.Y,,tt)= c t”c,(xk, yd). 
s=O 
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Clearly, each coefficient c,(X,, Y,) is a polynomial which is homogeneous 
in the two sets of variables xi, rj. Thus, if we set all the variables y, equal 
to zero, c,(Xk, Y,) reduces to the sum of its terms which are of highest 
degree in the xls. Let us refer to the latter as the leading component of 
c,(X,, YJ. Note now that when the JJ;S are set to zero, the polynomial 
P y,(t) reduces to td and thus we must have 
d-l 
R x~,Y~(OIY~=~= 1 tSek-AXk). 
s=o 
This gives that the leading components of the coefficients c,(X,, Yd) are the 
elementary symmetric functions 
ek(xl, x2, . . . . xk), ek-161, x2, aa.9 xk), .**, ek-d+ 1(x1, x2, *+a, xk). (3.3) 
Let us now apply this result when 
Py,(t) = D(t) = fi (t + ui)(-+k)+ 
i= 1 
and x1, x2, . . . . xk are the first k coordinates of a point in W. In this case, 
as we have observed, P yk(t) is divisible by D(t). This means that if we 
replace, in the coefficients c,(xk, Yd), the variables yj by the elements 
6, a2, -.., a, with respective multiplicities 
(pl-n+k)+, (p2-rz+k)+, . ..) (/&--n+k)+ 
then the resulting polynomials must vanish identically on W. But, from 
what we have just said, we can easily see that replacement of the yis by 
constants, in the c,(xk, Yd))s, yields polynomials in the xls whose leading 
homogeneous components are the elementary symmetric functions given in 
(3.3). Moreover, in this case we have 
d=(pl-n+k)+ +(,u2-n+k)+ + ... +(pm-rink)’ 
=pi,~pklci-(n-k)9 
and this when expressed in terms of the partition $ conjugate to ~1 is none 
other than 
A+A+ . . . + j4; = d&4). 
This shows that the assertion of the proposition must hold true for the 
elements e,(S) E %E$, when S = {x, , x2, . . . . xk}. Clearly the proof could have 
been carried out verbatim for any other subset of the alphabet. At any rate, 
98 GARSIA AND PROCESI 
we may also use the &-invariance of WP to deduce the result in full 
generality from the special case just considered. Thus our proof is complete. 
Let now d&k denote the linear span in & of the images of the 
monomials xp = xP1xpz . . . xpn 1 2  of degree less or equal to k. Note that in 
view of the fact that we have already a basis for d consisting of polyno- 
mials of degree at most n(m - 1) we have that the integer 
k,=inf{k:&<,=d} (3.4) 
must necessarily be < n(m - 1). This integer will soon be identified. Let us 
then use Gauss elimination (in ~2) on the monomials xp arranged by 
increasing degree (breaking equal degree ties with the lexicographic order 
of their exponents.) Denote by Mk = {mik: 1 < j< mk} the collection of 
monomials of degree k which survive the process, set M= Up=, Mk and let 
A$ denote the subspace of the polynomial ring Q[x,, x2, . . . . x,] which is 
spanned by the elements in Mk. Finally, since we are to consider the same 
polynomial, once as representing an element of S! and once as representing 
an element of R,, it will be convenient here to make use of the 
homomorphisms 
4: QCx,, x2, . . . . x,1 + QCx,, x2, . . . . x,1/Z,= d 
$: QCx,, x2, . . . . x,1 -+ QCx,, x2, . ..> ~,I/~, = R,,. 
This given, we have 
PROPOSITION 3.2. The collections I$M and $A4 are bases for & and R,, 
respectively. Thus we have the direct sum decompositions 
k=l 
(3.5) 
In particular 
dim R, = 
n! 
p,! p2! . ..p.!’ (3.6) 
Proof It is clear, by the manner in which the monomials mik have been 
selected, that dM= { &rik: 1 d j < mk, 0 d k d k,} is a basis for J$. This 
gives that 
cardM=dimd= 
n! 
p1!p2!...pm!’ 
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Combining this with (2.1) gives 
dim R, < card M. 
Thus, to show (3.6) and derive that +A4 is a basis for R, we need only 
establish that the $mjk’s are independent in R,. To this end, let us assume 
if possible that for some constants cik, not all zero, we have 
and set 
(mod Z,), (3.7) 
bk= z cikmik. 
i= 1 
Now (3.7) may be rewritten in the form 
k=O 4w E qd 
for some suitable polynomials P,,. Thus we must also have that 
b/c= c Q,ser(S)~ 
e,(S) E ql 
(3.8) 
where Ql,, is the homogeneous component of degree k - r in P,,. On the 
other hand Proposition 3.1 tells us that each e,(S)Egp can be written in 
the form 
e,(s)=E,(S)-e.,-,(S), (3.9) 
with E,(S)cZ, and degreee.,-,(S) < r - 1. Substituting (3.9) in (3.8) 
gives 
&kg - c #Qr,se,r-l(S) (mod Z,), 4v~‘gl 
but this implies that 
which is plainly in conflict with the way the mik’s have been selected, unless 
all of the c& are equal to zero. Thus the independence of the Jlm,‘s in R, 
must necessarily hold true and our proof is complete. 
100 GARSIA AND PROCESI 
This enables us to reach one of the main goals of this section. 
THEOREM 3.1. The collection of monomials G?(p) defined recursively in 
(1.2) gives a basis for R,. Moreover, 
4) 
k,=n(p)= C (i- 1)~~. 
i= I 
(3.10) 
Proof We have known in Section 2 that the images by II/ of the 
monomials L@(p) span R,. Since now we know, from (3.6), that the dimen- 
sion of R, is equal to the cardinality of g(p), we see that $$Z#(~) must 
necessarily be a basis. In particular, since all the monomials in 99(p) have 
degree <n(p) we deduce that the largest k for which Sk(Rp) # (0) must 
be equal to n(,a). On the other hand, (3.5) gives that 
Combining this fact with the definition (3.4) of k,, we see that (3.10) must 
hold true as asserted. 
We can next derive the identification of the ungraded character. This may 
be stated as follows: 
THEOREM 3.2. The graded character of R, can be written in the form 
n(p)- 1 
pp(q) = qnCp)pp + (l-q) c qk char dGk. (3.11) 
k=O 
ProoJ: To establish this identity, it is most convenient at this point to 
use the monomials mjk we dealt with in Proposition 3.2. Note first that 
since Sk(Rp) is S,-invariant, for any rr E S, we must have 
$amjkE F $mikaF)(a) 
i= 1 
(mod I,), (3.12) 
where Ack)(a) = Ilal,k’(c)ll is a suitable matrix of coefficients. In particular, 
(dropping the dependence on a) we have 
izl a!:’ = trace Ack’ = char Zk( R,). (3.13) 
Now (3.12) can be rewritten as 
amjk- F mikag’(a)= 1 Pr,se,(s), 
i= 1 e,(S) E *” 
(3.14) 
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with Pr,s a homogeneous polynomial of degree k - r. But (as was the case 
for bk in (3.8)) we know that a relation such as (3.14) implies that 
&3mjk- f ~mika~)(a)EdGk-,. 
i= 1 
Thus the coefficient of 4rnjk in #omjR must be given precisely by a~‘(~). 
Since the elements #rnjh with 1~ j < m,, and 0 < h < k form a basis for JX!< k, 
we can conclude that 
k mk 
char &<k= 1 c @‘. 
h=O j=l 
Combining this with (3.13) gives 
char &< k = t char &(R,,). 
h=O 
In other words (for k >, 1) 
char Sk&) = char &< k - char &< k _ 1. 
Going back to the definition (1.7) of the graded character p’(q) we can now 
write 
p”(q)=char&<,+ 2’ qk(char&6k-char&G,-,) 
k=l 
WI 
=4 “W char &< n(p) _ +(1--q) c qkcharJ&,, 
k=l 
and since char J-&‘~~(~) = char d = p’, the identity in (3.11) follows as 
asserted. This completes the proof. 
An immediate corollary of Theorem 3.1 is the decomposition of R, as an 
S, _ ,-module we announced in Section 1. More precisely, we have 
THEOREM 3.3. The restriction of the graded character of R, to S,- , 
decomposes into the sum 
h(p) 
PWIS”_, = c 4i-1PN’i’(4). 
i=l 
(3.15) 
Proof: Now that we know that the monomials * in W(p) give a basis for 
*We may omit the map 4 here and in the rest of the paper since there is no more danger 
of confusion between elements of R, and elements of ~4. 
102 GARSIA AND PROCESI 
R, we may express the graded character of R, at an element CJ E S, in the 
form 
p”(0, q) = 1 qdegr=ebcTbI,. 
beI 
Moreover, since the arguments given in Remark 2.1 may now be applied, 
we can use formulas (2.9) and (2.10) and deduce that, for any (r E S,- 1, the 
contribution to this sum coming from the portion XL- ‘~(ZA(~‘) of the basis 
@(PL) is 
c 4 4 i- 1 dewebab,b(a) = qi- lpw”‘(q, a). 
b E to(#)) 
This proves (3.15). 
Remark 3.1. We should point out that Proposition 3.1 may be used to 
show that the ring R, is none other than the graded algebra 
n(r) 
f&4= 0 hk/dGk-,. 
k=O 
In fact. since we have 
we see that &Sk is spanned by monomials of degree d k in the elements 
of d&l. Thus it follows that gr(&‘) is generated by its elements of 
degree 1 and is therefore a homomorphic image of the polynomial ring 
QCx,, xz, . . . . x,]. Let then J be the ideal defining gr(&). That is 
grt-4 = QCxlT x2, . . . . d/J. 
Now it can be shown that if P is any polynomial which vanishes on W its 
homogeneous part of highest degree must lie in .Z. From Proposition 3.1 we 
then get that Z, E J. This gives the inequality 
dim d = dim Q[xr, x2, . . . . x,]/.Z< dim Q[xr , x2, . . . . x,1/Z, = dim R,. 
Thus equality must hold true throughout. In particular we must have that 
dim Z,, = dim J, which forces Z, =J. So we must have gr(&) = R, as 
asserted. 
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4. INEQUALITIES 
It follows almost immediately from the definition of the ideals IP that 
they are nested into each other according to the dominance order of their 
partition indexing. To be precise, let us write v 2 p if and only if 
v,+v,-I+ ‘*’ +V,-i2/4L,+jiL,-1+ .” +/Jn-i (VO<i<n). 
This is consistent with the idea that higher in dominance means a flatter 
partition. This given we see that v 2 p is equivalent to 
v; + v; + *.. +v;>pL;+p;+ ... +p; (Vl <k<n). 
This implies that 
k - d,Jv) < k - c&(p) (Vl <k<n). 
and from (1.1) we derive that %‘@ c qV. In summary we must have 
v>p+z,2z,. (4.1) 
This in turn implies that 
v>~-+R,ER~/Z,. (4.2) 
But this means that when the partition v decreases in dominance then 
the number of occurrences of x1 must increase in each p;(m). This fact 
translates into the inequality 
L(q) G* &p(q) w 2 P), (4.3) 
where the sign G* is to represent that the simple inequality < holds coef- 
licient-wise. So we see that this beautiful and deep extension of the so 
called monotonicity of the Kostka numbers follows from this approach with 
the greatest of ease. We should point out that Lascoux and Schiitzenberger 
in [ 131 announced that (4.3) can be verified through the charge interpreta- 
tion of the polynomials K,,,(q). 
There are two further combinatorial properties of the rings R, that we 
mention before closing this section. 
PROPOSITION 4.1. 
v 2 /A + g(v) E A?(p). (4.4) 
Proof. Clearly, this inequality need only be shown when v is an 
immediate successor of p in the dominance order. There are two cases to 
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be considered. The first case occurs when v is obtained from p by lowering 
an outer corner square s to the inner corner in the column immediately to 
the right. The second case occurs when v is obtained from p by lowering 
an outer corner square s to the inner corner in the row immediately below. 
We treat only the first case since the argument is the same in both cases 
and in the second case the geometry is even simpler. Let us say then that 
the lowered square is in position (j, 6) in the diagram of p and that it lands 
in position (j+ 1, a) in the diagram of v, with a < b (note that we use 
Cartesian coordinates here with (0,O) the lowest lefthand position in the 
Ferrer? diagram). A look at Fig. 4 should clarify the situation. Note that, 
proceeding by induction, we need only show that, under these circumstan- 
ces, we necessarily have pL(‘) < v (‘), for all i < h(v). Clearly this inequality is 
trivial for i> b. Since then $‘I and v(‘) are in the same relationship as ~1 and 
v. Now for i < a we have the same situation if the corner square of p in row 
a - 1 is not in column j+ 1. However, if it is, for some values of i, ,u(‘) is 
obtained from p by removing the square in position (j + 1, a - l), while v@) 
is obtained from v by removing the square in position (j+ 1, a). Since the 
latter is higher than the former the inequality pL(‘) < v(‘) necessarily follows. 
In all other cases, for i < a we are removing the same square from both ~1 
and v, and the inequality is trivial. For i = a we remove the square in (j, b) 
from p and that in (j + 1, a) from v, that makes pL(‘) = v(j). For a < i < b we 
remove the square in (j, b) from p and that in (j, b - 1) from v. In this case, 
vci) is obtained from ~1 (i) by lowering the square in (j, b - 1) to position 
(j+ 1, a) and so again we have p(i) < v @). Finally for i = b we remove the 
square in (j, b) from p and a higher square from v, so the desired inequality 
holds also in this case. This completes our proof in the case that ~1 and v 
have the same height. In the case that the lowered square, is the highest in 
the diagram of p, then the root of the tree for 6@(p) has one more child 
than that for B(v), but this only strengthens the inequality in (4.1). 
P’ 
to.oi 
u - 
to.oi 
FIGURE 4 
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For a given standard tableau S let h(i, S) denote the height of the letter 
i in S. Let us then set 
and refer to it as the monomial of S. It develops that Proposition 4.1 has 
the following beautiful corollary. 
PROPOSITION 4.2. For each partition p the basis B(p) is a lower-order 
ideal of monomials, whose maximal elements are the monomials of the 
standard tableaux of shape p. 
Proof: We proceed by induction on the number of squares of the 
diagram of p. Since the elements of highest degree in of W(p) are the 
standard tableau monomials defined above, we only need to show that 
9?(p) is a lower ideal of monomials. We recall that the natural partial order 
of monomials is defined by setting 
xyxy . . .q < xyxq2 
2 .-.xF if and only ifp,<qi \Jl <i<n. 
This given, the induction hypothesis reduces us to show that if the 
monomial XL- ‘m(xl, . . . . x,- ,) occurs in 93(p) then also the monomial 
x’,- lm(x,, . . . . x, _ I ) can be found in W(p) for any 1~ j < i. By our con- 
struction, the latter monomial must come out of x’,-‘W(p”‘). In other 
words the monomial m(x,, . . . . x,- 1) itself should be in g@(j)). Since this 
monomial must have come out of W(pCi’), we are left to show that 
w(p) E Lqpq. 
However this follows immediately from Proposition 4.1, since it is easy to 
see that for j< i we have ~1”’ <p(‘). This completes the proof. 
For the shape 112 the standard tableaux monomials are 
m(i )=x3x:, m(i j=x2xi. m(i )=x2x:. 
Applying Proposition 4.2 we get to see where the monomials produced in 
Section 1 were coming from. 
It is a well known fact that the set of monomials 
{ q1x;2... xc:O<p,<i-1)’ 
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is a basis for the ring R,,. Thus we see that Proposition 4.2 essentially says 
that the same type of basis is available for each of the rings R,. 
Remark 4.1. During the preparation of this manuscript, Mark Haiman 
asked us if the present setting yields that the K,,(q), for any fixed I, are 
modular with respect to p. Apparently, this question arose in connection 
with his recent work [6] on the immanant conjectures. What we can prove 
is the following property, which is clearly stronger than mere positivity. 
THEOREM 4.1. Let 1 be fixed and p, p, v be partitions related by the 
conditions 
Pa/J and v 3 p. (4.5) 
Then the polynomial 
Clpp (4) = c,+(q) + c n,,““(q)-C1~(4)-CI”(q) 
has nonnegative integer coefficients, 
Proof: Let us first review the meaning of p v v, that is the join of ~1 and 
v in dominance order. To this end, for two partitions p and v let us set 
4 = maxb&b)~ d&)j. 
We see that since the parts of p’ and v’ are weakly increasing we must have 
2dk(~L)~dk-1(~)+dk+1(~L)~dk-,+dk+1. 
Similarly we deduce that 
24c(v)<d~-~+dic+,, 
and thus we must also have 
2d,<d,-, +dk+l. 
Clearly, this last inequality, valid for all k, is necessary and sufficient to 
guarantee that the sequence of differences 
are the successive parts of the conjugate of a partition r. This is the 
partition we are referring to as p v v. 
Note then that from the definition (1.5) it immediately follows that 
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from which we deduce that 
Z pvv=zp v I”, 
where the symbol v denotes here the join of two vector spaces. Inter- 
preting I,,, Z,, and Z, v y as &-invariant subspaces of the ring 
R=QCx,,x,,..., x,], let M, and M, respectively be $-invariant com- 
plements of Z,, n Z,, in Z, and Z,, respectively, yielding the direct sum decom- 
positions 
Z,=Z,nZ,@M,, Zfl=ZpnZvOM,, Zp,v=ZpnZ,$MpOM,. 
Now this implies the character identities 
char Z, + char Z,, = char I, v y + char Z, n Z,. (4.6) 
But now the inequalities in (4.5) assure us that 
Combining this with the identities in (4.6) we deduce that the expression 
char Z,, + char Z@ - char ZP v y - char Z, 
is an actual character. So, by complementation, the same must be true for 
P” ” “(q) + P%) - P’(4) -P’(4), 
and the assertion of the theorem immediately follows by taking coefficients 
of the irreducible character 1’. 
Lascoux and Schiitzenberger in [ 151 announce an even stronger 
property than modularity. In the present notation, their assertion may be 
stated as follows: 
THEOREM 4.2. For any partition x, the expression 
P(q) = c P”(4) AY, x) (4.7) 
is also an actual character. Note that p( y, x) denotes here the Moebius 
function of the lattice of partitions under dominance. 
Unfortunately, here again, very little in the form of proof can be found 
on this matter in the published work of Lascoux and Schtitzenberger. 
Nevertheless, Theorem 4.2 can also be derived from the present setting. 
However, this derivation is a bit more elaborate than that of Theorem 4.1. 
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A better understanding of what is going on here is obtained by means of 
a new basis for R,, recently constructed by E. Allen in [l]. This given, we 
refer the reader to [ 1 ] for this further material. 
5. IDENTITIES WHICH CHARACTERIZE THE HL-POLYNOMIALS 
In this section we put together the ingredients needed for the identilica- 
tion of the graded character p”(q). The crucial clue for carrying this out is 
given by the identity in (3.15). To see how this comes about, let us expand 
both sides of (3.15) in terms of the irreducible characters of S, ~ i. Using 
the notation introduced in (1.7), we can rewrite (3.15) as 
(5.1) 
It is well known (see for instance [ 173) that the character xi. restricts to 
S,- i according to the formula 
x”Isn-,=~xpx(P+4~ (5.2) 
P 
where the symbol p + 2 is to represent that p is an immediate predecessor 
of A in Young’s lattice. Substituting (5.2) in (5.1) and equating coefficients 
of xp give the recursions 
,Fn c&d X(P + 1) = c Pc,,dq). 
i=l 
(5.3) 
Now, if the character p”(q) is what we say it is, then the polynomials 
&, (l/q) qh’“’ must satisfy the same set of recursions. And indeed, setting 
(as in [17, p. 1321) 
&,(1/q) 4 n(ti) = 6.p (41, (5.4) 
we see that, for all p I-n - 1 and ~1 t-n we also have 
(5.5) 
Moreover it can be shown that the c,,(q)‘s and the PA,(q)% satisfy the 
same boundary conditions. That is, we have 
cpp (4) = q”(“) = &p (4L c,,(q) = 1 = EJ4). (5-h) 
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Thus we might be tempted to identify the graded character, that is, 
establish the identities 
c&d (4) = K,(q)9 (5.7) 
by an induction argument based on the recursions (5.3) and (5.5). Unfor- 
tunately, this idea works only us to partitions of 5. In fact, a simple equa- 
tion count shows that already for n = 6, Eqs. (5.3) and (5.5) (even with 
(5.6)) fail to have a unique solution. Nevertheless, it pays off to have a 
close look at this near miss. Indeed, a simple restatement of (5.5) in terms 
of Hall-Littlewood polynomials reveals what else must be shown about our 
coefficients c,,(q) to establish the identities in (5.7) in full generality. 
To proceed we need some notation. First of all, we deal with a 
number of alphabets X= X, = (x1, x2, . . . . x,), Y = Y, = (y,, y2, . . . . y,), 
z=z,= (z,, z2, . ..) rk), Using subscripts Only when necessary for clarity. 
The default number of variables will always be n 2 k. We start by defining 
the basic kernel Q(A) for a given multiset of monomials by setting 
This expression, when A is a product of the two alphabets 
x, = {Xl 3 x2, aa.3 x,} and Y, = { y,, y,, . . . . y,}, becomes 
This is usually referred to as the Cauchy kernel. In particular (for m = 1) 
one has 
(5.8) 
which is the generating function of the so-called homogeneous symmetric 
functions. 
Since we can write 
we also have 
SZ(A)=exp 1 
(k,lY)~ (5.9) 
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It is convenient when dealing with Hall-Littlewood functions to use A-ring 
notation. We refer to [17] for the precise definitions and only give here 
what is needed to understand our presentation. Roughly speaking, we need 
to deal with symmetric functions evaluated at a difference of two multisets 
of monomials. Now, since every symmetric function can be expressed as a 
polynomial in the power symmetric functions, we need only extend the 
definition of p,JA). This is simply achieved by considering p,(A) as a linear 
function of its argument. For instance we set 
PkcXn- ym)= c + c $9 Pk(l-q)= 1 -qk, 
t=l j=l 
and when A = X, Y,,,( 1 - q), then 
i-1 j-1 i-1 j-1 
Thus substituting in (5.9) we get 
Q(XY(l-q))=rJ l-qxiyj, 
ij 1-x;yj 
which is the standard Hall-Littlewood kernel. 
We denote here by ( , )n the Hall scalar product of symmetric func- 
tions. We recall (see [17]) that two bases {tA> and {qn} are dual with 
respect to the Hall scalar product if and only if 
Thus the classical Cauchy formula 
expresses the orthonormality of the Schur functions. It is good to introduce 
here the linear operator r,, defined by setting 
T”S,(X) = Si.,” (9. (5.12) 
S,-MODULESAND q-rcosrrcA POLYNOMIALS 111 
This is sometimes referred to as skewing by v. Because of the well known 
identity (see [ 17)) 
we see that the adjoint of r, with respect to the Hall scalar product is none 
other than multiplication by S,. Using (5.13) and the orthonormality of 
Schur functions we can write 
r,s,(x)=C g;,s,m (5.14) 
B 
In particular, we see from the classical Pieri formula [ 171 that when v 
reduces to the partition consisting of a single part equal to 1, then 
r1 sm = c s, (9 X(P +L)* (5.15) 
P 
We also note that, using (5.14), the identification of the adjoint of r, can 
also be expressed in the form 
r”a(xY) = sz(XY) S,(Y). (5.16) 
Finally, we should recall that the so-called Frobenius image FX of a class 
function x = CA clx’ is the symmetric polynomial 
FX = 1 c,S,W). 
2. 
This given, let us set 
and 
(5.18) C,(x; 4) = 1 SAW) CA&). i 
In view of (1.7), we may also write 
C,(x; 4) = W(q). (5.19) 
Since the Frobenius image of the ungraded character pfl is known to be the 
607/94/l-8 
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complete homogeneous symmetry function h,, we see that the Frobenius 
image of (1.3) is the classical expansion 
A, = 1 S,Gf) K,,. (5.20) 
1 
Thus we may view H, (X, q) as a q-analogue of h,. 
Taking account of (5.15) and (5.2), we see that the Frobenius image of 
(3.15) is the identity 
n(P) 
rlc,(x;q)= c qi-lc,w(x;q). 
i=l 
(5.21) 
Similarly, multiplying the identity in (5.5) by S,(X) and summing we get 
r,IqX; q)= 2 q’-vlp,,,(X; q). 
i=l 
(5.22) 
Now, a simple calculation, which uses (5.4) and (1.9), shows that (5.22) is 
equivalent to the identity 
r,H,(X; q) = 1 qS’-I’HpdX; q), 
i=l 
(5.23) 
where si here denotes the height of the square we must remove from p to 
get $“. 
Note further that if we substitute (1.1) in the Cauchy formula (5.11), 
change the order of summation, and use (5.8) we get 
(5.24) 
In other words, H,(X, q) is dual to P,,( Y, q) with respect to the Hall scalar 
product. From (5.16) we then get that 
r, QW’) = c r, H,(X 4) Pp( K 4) 
= 1 H,(X 4) Pp( Y; 4) el( Y). 
P 
Setting as in [17] 
Ppelm = C gz, 144) P,, P 
(5.25) 
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we derive that (for m = 1) 
c =14(x 4) Pp( y; 4) = c ffp(x; 4) c g;, l(4) P, ( Y) 
P P P 
=;(c g:,lwww)) P,(Y), 
P 
which gives 
r1 ffp GK 4) = c g;, l(4) H&Ax; q). P (5.26) 
The coefficients g;, irn (q) are given quite explicitly in [ 17, formula (3.2), 
p. 1111). Using Macdonald formula for m = 1 with a little manipulation we 
can show that (5.26) reduces to (5.23). We do not carry this out here partly 
because we shortly have to derive a more general result and partly because 
we want to illustrate a J-ring approach which deals directly with the 
polynomials HP (X; q). 
In summary, we can conclude that the recursions in (5.3) and (5.5) 
express that the two families of polynomials C,(X; q) and RP(X; q) behave 
in the same manner with respect to the dual of multiplication by the 
elementary symmetric function e, . Although this by itself is not sufficient to 
imply that the two families are the same, we see that the identity of the two 
families must hold true if in addition we show that they behave in the same 
manner with respect to the dual of multiplication by an arbitrary sym- 
metric function. Now, to derive this, by the fundamental theorem of the 
theory of symmetric functions, we need only show that two families behave 
in the same manner with respect to the dual of multiplication by any of the 
elementary symmetric functions ek. 
This given, we begin by working out the action of rlk on H,(X, q). Our 
point of departure is the Raising operator formula for the Hall-Littlewood 
polynomials Q,(X q), (see (2.15) of [17, p. 1073). For our purposes it is 
most convenient to write this formula in the form 
where here we assume that p = (pi, p,, . . . . pk) with pl > p, > ... > pk > 0 
and zfl= z~Iz:~ . . . z?. It is also shown in [17] (see (6.3), p. 126) that this 
formula is equivalent to the identity 
(5.28) 
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Comparing with our definition (5.17) of H,(X; q) we see that 
ff,V”i 4) = epc~nlcl- 4); 4). 
Thus making the replacement X, + X,/( 1 - q) in (5.28) we get 
(5.29) 
To proceed further, we need a bring reformulation of this identity. This 
may be stated as follows: 
PROPOSITION 5.1. For a given variable z and symmetric polynomial 
P(X,) set 
H(z)P(X,)=o(x,r)P(x.-~), (5.30) 
and let H, be the linear operator on symmetric polynomials defined by 
setting 
WJ’WJ = H(z) PWJ lim. (5.31) 
Then,for P= h, p2, . . . . pk) 
H,(X,;q)=H,,H,;..H,,l. (5.32) 
ProoJ: Note that applying H(zZ) and H(z,) in succession we get 
Using the multiplicativity property of the kernel 52 we can rewrite this as 
H(z,)H(z,) P(X,)=Q(X,Z,) ;-$’ P xX’+-? 
> 
. (5.33) 
Zl 
An easy induction argument then yields that 
=Q(xnz,) n 1 - Zj/Zi 
I<i-zj<k l-qzj/zi 
1-q ---_ ... 
zk 
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In particular, for P = 1 we get 
W,) Wd.-.Wd 1 =QVnG) n 
1 - Zj/Zi 
lGiij<k l-qzj/zi’ 
Equating the coefficients of zP on both sides of this identity, we see that 
formula (5.32) is just another way of writing (5.29). 
Remark 5.1. We should note that the raising operator formula (5.29) 
was also given by Milne in [20]. Moreover, our introduction of 
the operator H(z) was inspired by a recent work of N. Jing [S], where 
a formula for Q,(X; q), analogous to (5.32), is given in terms of the 
so-called vertex operators. 
Remark 5.2. We should also note that formula (5.32) enables us to 
extend the definition of H,(X, q) to the case in which p is only a composi- 
tion. That is, when its parts are not necessarily weakly decreasing. 
Before stating the basic identity involving rlk we need one further 
property of the operators H,. Namely, 
PROPOSITION 5.2. For any pair of indices a and b we have 
H b-lH,-qHbH,-, +H,-,Hb-qH&-, =O. 
In particular setting a = b = m we obtain 
(5.34) 
H,-,H,=qH,H,-,. (5.35) 
Proof: From (5.33) we easily derive that 
(~2 - qz,) W,) W,) + (~1 -ml Wz,) Wd = 0, 
and formula (5.34) follows immediately by taking the coefficient of z;Izi. 
Let us still use the English convention for the partition p but change the 
last index to the height of p. More precisely, 
p = (pIa p2 a *. . 2 pLh(r) > 0). 
For a given set of indices 
I=(l<i,<i,< a-- ci,<h(p)), 
let p(p, I) denote the composition obtained from p upon decreasing by one 
each of the parts cl,.,, pi2, . . . . pi, and let ,u(‘) denote the partition obtained by 
rearranging p(p, I) back again into a partition. To make sure we get across 
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this construction, we illustrate in Fig. 5 the diagrams of p, p(p, I), and 
P (‘I when p = (12 22 45 63 73) and Z= (1,2,4, 7,9, 12, 14). We clearly see 
that the operation p + pL(‘) generalizes the operation p + pCi) defined in 
Section 1. With this notation we can prove the following remarkable 
generalization of the recursion in (5.22). 
PROPOSITION 5.3. For any 1 <k < h(p) we have 
zyt A, (x; q) = il-lfiz-I+ ...+ik-lfipc,,(x,q). (5.36) 
1 s i, < i2 < < ik < II(ji) 
ProoJ Our identity is an immediate consequence of the following 
beautiful commuting properties of the operators flk and H,. Namely, 
To prove this we resort to a generating function argument. We set 
r(t)=Ck ( -t)k r,k and note that (5.16) gives 
f(t) Q(XY) = Q(XY) I(- t)k ek( Y) = &-2(&x-Y) Q( - Yf) = Q((X- t) Y). 
k 
This implies that for any symmetric polynomial P(X) we must have 
f(t) P(X) = P(X- t). (5.38) 
Thus, using the defining relation (5.30), we deduce that 
H(z)T(t)P(X)=Q(XY) P 
( 
1-q X---- 
> 2 ’ 
112244444666777 102144343665766 11233444566667 
FIGURE 5 
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as well as 
Z(t)H(z)P(X)=Q((X-t) Y)P 
( 
1-q X-t-- 
Z > 
=(l-tz)G(XY)P X-r+). 
( 
In other words, 
Z-(t) H(z) = (1 - tz) H(z) Z(t), 
and (5.37) follows by equating coefficients of the monomial tkzm. This 
given, we see that we must have 
Z1kHp, H,, . . . H,, 1 = H,, Z,tH,, . . . H,,l +H,,-iZ,k-lHaZ... I-w 
and an obvious induction argument, based on the fact that Z,, 1 = 0, (when 
s > 1) immediately yields that 
where the meaning of ZZpu,,) (X; q) is as indicated in Remark 5.2. To obtain 
(5.36) we first rearrange p(p, I) to a partition using the commutativity 
property in (5.35), then get the relation involving the Z%, by means of the 
identities 
&(x; q) = H, (x; l/q) q”? 
Now the first step changes (5.39) to the form 
(5.40) 
TlkH, (-% 4) = c q’+,‘)H,m(X; q), (5.41) 
1 Gil -z i* -z -z ik 6 h(p) 
and the second step reduces this to 
r,k&(x, q) = c q -fh Ofipcn(x; q) qn(~) --(~(‘4. (5.42) 
lCilti2< ... -cikCh(p) 
We evaluate the expression --f(,u, I) + n(p) - n(#‘)) by separately working 
out the contribution of each vertical segment of the diagram of p. We 
illustrate in Fig. 6 a typical portion of the diagrams of ZA, p(p, I), and pL(‘) 
corresponding to such a segment. The indices j, < . se < j, < j, are to 
indicate here the successive heights of the squares that are removed from 
that portion to obtain the diagram of p(p, I). The index h denotes the 
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FIGURE 6 
height of the outer corner square of the diagram of p which lies in that par- 
ticular portion. This given, we see that to pass from p(p, I) to p(‘) we must 
move the first of these holes to height, h the second to height h - 1, etc., the 
last to height h -s + 1. The commutativity relation in (5.35) then yields 
that the contribution tof(p, I) coming from this portion must be 
h-j,+h-l-j,+ . ..+h-$+1--j.. 
On the other hand, in passing to p (I), the loss to n(p) coming from this 
portion is given by 
h-l+h-2+ ... +h,-s. 
In summary, we must conclude that the contribution of this portion to the 
exponent -f(p, I) + n(p) - n($“) reduces to 
j,- 1 +j,- 1+ .‘. +j,- 1. 
Summing all these contributions gives 
--f(p, I) + n(p) -n(p) = i, - 1 + i, - 1 + . . . + ik - 1. 
Thus formula (5.36) must hold true precisely as asserted. 
To complete our work we are left to establish that the symmetric polyno- 
mials C,(X; q) do also satisfy the same relation. This is the goal of our next 
and final section. 
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6. IDENTIFICATION OF THE GRADED CHARACTER 
Our main goal here is to show the recurrence 
More precisely, we show that 
rlkPP(q) = c 4 il- 1 + iz - 1 + + ik - lpp(‘)(q), (6.2) 
l<il<i2< tikCh(p) 
where, with some abuse of notation, we are extending the definition of the 
operator r, to act on class functions by setting 
r, 1 CA xA = 1 c,pv. A A 
With this convention, we can easily see that (6.1) is simply the Frobenius 
image of (6.2). 
Before we can even try to establish (6.2) we must find out what kind of 
operation on R, produces a module with character TlkpP(q). Now there is 
a beautiful answer to this question, but to state it we need some notation. 
For a given alphabet A let us denote by SCa, the group of permutations 
of the letters of A. If A and B are disjoint alphabets, we also denote by 
Sral C3 ScB3 the subgroup of S,, +Bl which leaves A and B invariant (as 
sets). We can assume here, without loss, that A = 1,2, . . . . h and 
B = h + 1, h + 2, . . . . h + k with h + k = n. If cA E ScA3 and cB E ScB3 with 
1 2 ... h 
OA = 
CT1 CT2 ... Ch > and ug= 
h+l h+2 . . . h+k 
ch+l Oh+2 “’ =h+k > , 
then we set 
1 2 ... h h+l h+2 ... h+k 
oA-fJB= 
(Tl 02 “’ o,, bh+l Oh+2 .*’ gh+k 
Finally, for an alphabet B we let N[B] denote the sum of the signed 
elements of ScB,. More precisely, 
N[B] = c sign(o,) cB. 
OB E S[S] 
The idempotent N[B] is what Young refers to as the negative symmetric 
group of B. With some abuse of notation we also view N[ B] as an idempo- 
tent in SCA, @ ScB,. In fact, we systematically identify each element of 
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cA E SCA, with the element bA .sB and each element USE SCB, with the 
element sA . oB. Here of course E, and sB denote the identity elements of 
SCa, and ScBI, respectively. 
This given, we can show that if M is an St, + .,-module with character 
x then the restriction of N[B] M to the subgroup SCAl @sB is an 
ScA3-module with character rikx. More generally, we have: 
PROPOSITION 6.1. Let A= {m,,m,, . . ..m.}be a basis for an SCa+B,- 
module M with character x and let yB be the central idempotent of ScB, 
which corresponds to the partition v. Then the action of SCAl on the linear 
span of yBd = {yeml, yem2, . . . . yBm,} induces a representation with 
character r, x. 
Proof. Note first that the linear span of yes is an SGa,@Sle,- 
invariant subspace. This is simply due to the fact that since ye is central in 
the group algebra of ScB, we necessarily have for all eA E ScA3 and 
UB E S[B, 
GA ‘a,.y,=y,.a,.a,. 
Secondly, it is clear that we need only establish the result in the case that 
M is an irreducible SCA+B,-module. So let the x = xA for a given 
;1+ h + k = n. Now, it is well known (see [4] for a combinatorial proof) 
that the restriction of xi to SCA,OSCBl decomposes into the sum 
This means that the matrix corresponding to the action of an element 
(TV . cB on the basis A! is similar to the matrix 
where Ai.lp and AP are representations of ScA3 and ScB, with characters x1/P 
and xp, respectively. In particular, the action of the element crA yB on the 
basis A is expressed by right multiplication with a matrix similar to 
@ A’IP(aA) O AP(y,). 
p+k 
On the other hand, since ye is the central idempotent corresponding to v, 
all of the matrices AP(y,) with p # v vanish, while AY(yB) reduces to the 
identity matrix of the appropriate dimension. Thus we can plainly see that 
the action of an element bA. es on the range of sA . yB in M can be 
expressed by a matrix similar to A”“(a,). This establishes our assertion. 
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We aim to apply this proposition to the case when M = R, and 
A = B(U). But before we do this, it is instructive to give a separate treat- 
ment to the case p = 1”. It is good here and in the following to set 
A = (Xl, x*, . ..) x,,) and B=(x~+~,x~+~ ,..., x,,+~). Set also 
a,(A)=x”,‘x;**..x~ with O<ei<i- 1 (for i= 1 . ..h) (6.3) 
and 
B,(B)=xZ:,X;~:~...X;I:~ with O<qi<i-- 1 (for i= 1 . ..k). (6.4) 
Note that, in the notation of Section 2, the set of monomials a, constitute 
precisely the basis 99(lh). It is well known (and easy to show) that every 
polynomial in the alphabet A can be uniquely written as a linear combina- 
tion of the polynomials 
a,(A) e;‘(A) e?(A) -..e;*(A) (with the a;s > 0 integers). (6.5) 
The analogous result holds true for the polynomials in the alphabet B. This 
implies that every polynomial in the alphabet X= A + B is a unique linear 
combination of the polynomials 
a,(A) b,(B) e?(A) e?(A) ..-eF(A) et’(B) e?(B) .-.ep(B). (6.6) 
Let us now recall that in the ring RI” we have the identity 
This implies in particular that 
In other words we have 
e,(A)g’,. (-l)ihi(B) (for i= 1 . ..h). (6.7) 
Substituting these identities in (6.6) yields that every element of R,. is a 
linear combination of polynomials of the form 
aA-4 1 B,(B) Q(B), (6.8) 
with Q(B) a generic homogeneous polynomial symmetric in the alphabet B. 
However, we can say something more precise than that. Namely, 
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THEOREM 6.1. The polynomials 
a, (A 1 B,(B) S,(B) (6.9) 
with S,(B) a Schur function indexed by a partition with diagram contained 
in the k x h rectangle form a basis for R,“. 
Proof Since the Schur functions S,(B) are a basis for the symmetric 
polynomials we see that we can restrict Q(B) in (6.8) to be of a Schur 
function. Note further that, because of (6.7) we do have the identity 
S,(B) gI. (- 1)“’ S,.(A) 3 (6.10) 
where, as before, I’ denotes the partition conjugate to 1. Now since B has 
k letters, the left-hand side of (6.10) vanishes if A. has more than k parts. 
Similarly, since A has only h letters, the right-hand side must vanish if A’ 
has more than h parts. This shows we can further restrict the polynomials 
in (6.9) by the stated condition on the index A. Finally, to show that, thus 
restricted, they form a basis we resort to a simple counting argument. 
There are h ! of the cc,(A )‘s and k! of the P,(B)‘s, while there are (2’“) 
partitions in the h x k rectangle. Thus in total, our spanning set has n ! 
elements. But we know that the dimension of R,” is also n !. Thus the 
theorem holds true precisely as asserted. 
Remark 6.1. Before we can proceed we need to make a crucial observa- 
tion here. Note that although Eqs. (6.1) and (6.2) are yet to be 
demonstrated, we should point out that we have already established them 
for q= 1. Indeed, from (5.19) and (3.11) we get that 
C,(X; 1)=Fpp=h,(X)=f7,(X, 1). (6.11) 
Thus, (5.36) gives that 
r,r-C,(X; 1) = c h,cn( X) 
1 6 il < il< < ‘k 6 h(p) 
= 
c C,,n(X; 1). (6.12) 
1 < i, < 12 < < ik < h(p) 
In particular we deduce the important identity 
dim r,k R, = c dim R,vI. (6.13) 
l<ij<i*< cik<h(p) 
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Indeed, this is simply obtained by equating coefficients of the identity in 
r,,P”(l) = c P”“‘( I), 
1Gilciz-z -c&c/z(p) 
which is the inverse image of (6.12) by the Frobenius map. 
This remark applied to the case p = 1” immediately gives 
PROPOSITION 6.2. The polynomials 
{aEV) A(B) S,dB))9 (6.14) 
with A(B) the Vandermonde determinant in the alphabet B, a, E a( Ih) and 
R G knpk form a basis for the S,,,-module F,eR1.. 
Proof We simply note that 
N(B) B,(B) = ;(B) 
if q = (0, 1, . . . . k - 1) 
otherwise 
Thus upon the action of N(B) the collection in (6.9) reduces to that in 
(6.14). So at least we know from Proposition 6.1 that the latter spans 
r,kRln. But, on the other hand (6.13) gives 
dim rrk R,. = 
and since the spanning set in (6.14) has cardinality (;)(n - k)! as well, we 
must conclude that it is also a basis as asserted. 
Let us now set 
Z~(R,.)=Y[aJA)A(B)S,(B): O<q<i- 11, (6.15) 
where the symbol 5? denotes the operation of taking a linear span. 
Moreover, for any integer m let 
X:,(R,.) = 0 S;(R,n). (6.16) 
14 >m 
Note that we necessarily have 
%%) = (0) whenever A 4 k” - k. (6.17) 
It will also be convenient to denote by R(,h,(A) the ring Rclhj in the 
alphabet A. 
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This given, the computation of the character of rIkRIn as an SCa,- 
module is facilitated by the following basic property of the basis in (6.14). 
PROPOSITION 6.3. Let (11 = m and let Q(A) be a polynomial which, as an 
element of RCIh,(A), has the expansion 
Q(A) =(lh) 1 CA(A). (6.18) 
Then in R,, we have the relation 
Q(A) d(B) S,(B) zln 1 ~,a, (A 1 d(B) S,(B) + ET (6.19) 
with 
E E Sos,,(R,.). (6.20) 
Proof: Equation (6.18) means that we must have the equality 
Q(A)=~c,dA)+ i QAA)e,(A) 
E ,=I 
for some suitable polynomials Q;(A). Thus, using (6.7 ), we derive that 
Q(A) d(B) S,(B) =ln c c,dA) d(B) S,(B) 
+ i Qi(A)(Fl)ihi(B) d(B) S,(B). (6.21) 
i=l 
But Pieri’s rule gives 
S,(B) h,(B) = I’*’ s,(B), (6.22) 
where the (*) is to indicate that the sum is to be carried out over partitions 
p for which p/A is a horizontal i-strip. In any case we see that (6.21) 
and (6.22) are precisely what we need to put together an algorithm for 
expanding in terms of the basis in (6.14). Indeed, from (6.17) we get 
that the second sum in (6.21) vanishes when 1 is largest, that is when 
A = kh. Proceeding by reverse induction on the size of m = 1A.1, we see that 
in all other cases the second sum in (6.21) will necessarily lie in X’B,,(R,.). 
This completes the induction and our proof. 
This result has the following immediate corollary. 
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THEOREM 6.2. The graded character of the SC,]-module rltRln decom- 
poses into the product 
rlkp”“‘(q) = q(2) ; p’lh’(q). [I 4 (6.23) 
Proof. We can express the action of SCa, on R&A) in the form 
(T~a,(A)~(lh)Ca~,(A)a,,,,(a,). 
E’ 
(6.24) 
Thus from the definition of our graded character we derive that 
p”*)(q) = 1 qdegrees~ae,ea (6.25) 
On the other hand, Proposition 6.3 and Eq. (6.24) give that for IAl = m 
o,%(A) d(B) SAW qln) 1 a,@) W) SO) a,:,(o,) + E, 
8’ 
with E E X”,,(R,.). But this implies that in R,. 
aAae(A) WI S,W la,(AjA(BjSI(Bj = aE,AOA). 
Thus (6.25) gives 
=,t:) 1 qlll 
( > P”h’(4). nckh 
But this is (6.23), since it is well known and easy to show that 
I@ P’ = [;I * c 4 
Note that we have thus established the identity in (6.2) for p = 1”. Indeed, 
in this case (6.2) reduces to 
rlkp(l”)(q) = 
(  
c q 
i l - 1 + iz - 1 + + ik - 1 
> 
P”h’(4), 
1 C il c i* < -z ik < n 
which is easily seen to be another way of writing (6.23). 
Establishing (6.2) for arbitrary p requires essentially the same steps, but 
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the calculations are a bit more intricate. The crucial step consists in the 
construction of the basis that plays the role of (6.14) for the general case. 
For a composition p = (pr, p2, . . . . pk) and an alphabet B = 
IYI? Y2, ...> yk} it is convenient to let 
d,(B) = detII y?II. 
For a given set of indices 
Z={l,<i,<i,< ... <ik<h(/A)), (6.26) 
let us set 
&q/P’) = { cq’}. 
More precisely, a:) denotes the generic monomial in the basis $?I(#‘)), 
where a(~(“) is the collection of monomials produced by applying the tree 
algorithm of Section 2 to the diagram of p(‘). 
This given, we have the following extension of Proposition 6.2. 
PROPOSITION 6.4. The collection of polynomials 
{cr~“(A)dil-~,i*~~,...,ik~I(B)} (6.27) 
with Z= (1 <i, < i,< ... <ik<h(p)} andol~‘ES?(p(‘)) is a basisfor rlkRp. 
Proof: Note that in view of (6.13) the cardinality of this collection is 
equal to the dimension of fikR,,. Thus we need only show that it spans 
Trt R,. The idea of the argument is best illustrated by an example. Let us 
take p = (1, 1, 2, 2), n = 6 and k = 2. We depicted in Fig. 7 the first two 
FIGURE 7 
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layers of the tree which give the basis W( 1122). From this picture we can 
easily derive that 
~(1122)=(1+x,).49(1111)+(x,+x:+x~+x,x,+x~x,+x~x, 
+ xi + x5x; + x5x;, W( 112) + (x:x; +x:x;, L49(22), (6.28) 
where we are using the same conventions as in Section 2. That is, addition 
here means disjoint union and a product such as x:xzW(22) denotes the 
collection of all the monomials obtained by multiplying each monomial of 
3W2) by x$x: From Proposition 6.1 we get that a spanning set for rlkRP 
may be obtained by applying N(B) = N(x,, x6) to the monomials in (6.28). 
However, this operation yields zero whenever x5 and xg have equal 
exponents. The remaining terms produce the following collections of 
polynomials: 
Note now that since A, = -A,, we still remain with a spanning set if we 
only use the productions 
~,~(1111)+A~,(B)~(1111) 
x,49(112)+ -A,,(B)~(112) 
x~93(112)+A,,(B)~(112) 
x5x~93(112)-,A,,(B)93(112) 
x3(112)+ A,,(B)W(112) 
x,x33(112)+A,,(B)W(112) 
x:x3( 112) + A,,(B) @(22). 
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Note further that the collection doi (B) LA?( 112) may be omitted from the 
above list since from Proposition 4.1 we derive that @( 112) E W( 1111). 
This last step leaves us with the spanning set 
which is precisely what 6.27 gives in this case. 
This simple example exhibits all the essential features of the proof. For 
a given p, we begin by constructing the first k layers of the tree which gives 
the basis B(p). By reading the labels of the edges of a path leading to a leaf 
of our partially constructed tree, we put together a monomial 
(6.29) 
It will be convenient to say that this leaf as well as the path that leads to 
it correspond to the sequence p = (p,, p2, . . . . pk). Using the imagery 
suggested by the example, from this leaf hangs the diagram of a partition 
pCp), which, together with the monomial in 6.29 yields the subcollection 
of the basis g(,u). The next step is to apply the antisymmetrizer 
NW = Nx, + 1, . . . . x,) (h = n - k) to each of these subcollections. There are 
then three types of leaves, (a), (b), or (c), according to the nature of the 
corresponding sequence p: 
Type (a) p has two equal components. 
Type (b) The components of p are strictly decreasing. 
Type (c) The components of p are distinct but not in decreasing 
order. 
The leaves of type (a) produce no contribution to our spanning set since 
antisymmetrization of the corresponding monomial yields zero. It is also 
easy to see that the leaves of type (b) yield each and every one of the poly- 
nomials in (6.27). To complete the proof we are left to show that the 
application of N(B) to the collections corresponding to leaves of type (c) 
produces polynomials which can also be obtained from leaves of type (b). 
So let pCp) be the diagram hanging from a leaf of type (c) and let 
Ip = (i, < i, < . . . < ik) be the increasing rearrangement of the components 
of p. We assert that the partition ~(6) (in the notation of Section 5) is 
dominated by pCp). To better visualize why this is so, in Fig. 8 we give the 
diagrams of p, p(P), and ~(‘0) for p = (233546), p = (1, 3, 5, 7, 10, 14, 8,4), 
and Zp = (1, 3,4, 5, 7, 8, 10, 14). In the diagram of CL, given on the left, we 
have labelled by i,, i,, . . . . ik respectively the squares at the end of rows 
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FIGURE 8 
. . 
11, 12, ‘*a, ik. To obtain the partition p(b), (as was indicated in section 5) we 
remove the labelled squares then rearrange the resulting rows. This, in our 
case, results in the diagram on the right. Note that the same diagram is 
also obtained from the tree algorithm by following the path which 
corresponds to the sequence 
(ik, ik--l, . . . . il). 
Indeed, according to our tree algorithm, if we follow the path which 
corresponds to a sequence q = (q,, q2, . . . . qk) we must hit the diagram of p 
at height ql, climb up its vertical face to the nearest corner square, and 
then remove it. Next we hit the resulting diagram at height q2 climb up its 
vertical face to the nearest corner square, and then remove it, etc. Let us 
imagine that while we do this we label by qi the ith square that is being 
removed. If we do this in our example for q = (1,3, 5, 7, 10, 14, 8,4) we 
obtain the middle diagram given above. Similarly, if we do this with 
q = (14, 10, 8,7, 5,4, 3, 1) we (trivially) must obtain again the diagram on 
the right. The reason p(p) must dominate @” should now appear quite 
clear. In this construction of p 6) the labelled squares in the diagram on the 
left climb up their columns to their resting place in the diagram on the 
right. On the other hand, at the ith step in the construction of pCp), 
the square which bears the label pi is either on the same column as can be 
found in the diagram on the left or, in the worst case, in a column west of 
it. The reason for this is simple. The removal of squares due to the previous 
i- 1 steps could have so depleted the column which originally contained 
the label pi that there no longer is a square at level pi in that column. Thus 
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to reach the boundary of this new diagram, at that level, we are forced to 
go further west. This ultimately results in the label pi landing westward of 
its position in the diagram of ,u. 
It follows then that, on and to the right of any column, the diagram of 
pCp) contains as many squares as the diagram of ~(4). This proves that p(P) 
dominates ,~(b). 
We can then apply Proposition 4.1 and conclude that B(pCp’) E B@“~‘). 
On the other hand, since we also have 
with the sign depending on the permutation which rearranges p to I,, we 
see that the application of the antisymmetrizer N(B) to the subcollection 
yields only polynomials than can also be obtained from 
This completes the proof of our proposition. 
Remark 6.2. It is well known that for an alphabet B= (yl, y,, . . . . yk) 
and a partition A= (A,, A,, . . . . A,) we have 
A1,,12+1 j..., &+k-1 (B) = A(B) S,(B). 
Note further that there is a bijection between the partitions A whose 
diagram is contained in the k x (h(p) -k) rectangle and the sets of indices 
I= {l<i,<i,< . . . <ik<h(p)}. We can go from one set to the other by 
the map 
/I+ I, = (/I, + 1, A2 + 2, . ..) & + k). 
Thus the basis in (6.27) may also be described as 
{d’+O A(B) S,(B)). 
We see then that Proposition 6.4 does indeed specialize to Proposition 6.2 
when p = 1”. 
Our next goal is the extension of Proposition 6.3 to the general case. To 
this end we need an auxiliary polynomial identity and some notation. 
Given an alphabet 2 = {zi, z2, . . . . z,}, a composition p = (pl, pz, . . . . p,) 
and a subset U= {ji <j2< ... <j,} z [I, u], by 
oGq”<P” 
&-MODULES AND (I-KOSTKA POLYNOMIALS 131 
we mean that the composition qu = (qi,, qj2, ,.., qju) satisfies the inequalities 
O G 4jl< Pjl ; O G qjz < Pj2; .e.; 0 < qju < Pi,. 
Let us also set 
LEMMA 6.1. For arbitrary alphabets C, Z= {zI, z2, . . . . z,}, exponents 
P= (PI, P2, . ..T p,), and r 2 1 we have 
=u-; , (-1P c (-l)‘q~‘z~~,+,p,-,qu,(c+zu)’ (6.30) c ,a ocq”<Pu 
where, for U= fj,, j2, . . . . j,}, Zu denotes the alphabet {zj,, Zj2, . . . . zj”}. 
Proof: It is convenient to set, for a given alphabet D and variable t, 
cli = 1 - ( - tziyc and b,(D) = n (1 + td). 
deD 
We can then rewrite the left-hand side of (6.30) in the form 
(1 -%I(1 -@2)..*(1 -~“v%w,+p,+p2+ +P”’ 
We then deduce that 
LHS= C (-l)‘“’ n (l-(-tZj)P’)sr(C)I~+lpl 
UE [l,v] je U 
= uG; “, (-vu rI 
jeU 
(l ~~-t~)40,(c+z,)l,~+,., 
= uwFl ‘q~‘Z~~,(C+Z”)It’+l~l-lr”I, 
c 70 
, (-W’ 
,<,cc, (-;) -u ” 
and we see that this last expression is equal to the right-hand side of (6.30). 
In analogy with what we did in the case p = l”, for a given partition p 
and index set Z= { 1 < ii < i, < . . . < ik <h(p)} let us set 
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Moreover, for a given degree d let 
i l - 1 + i2 - 1 + + ik - 1 > d 
We now have the following extension of Proposition 6.3. 
PROPOSITION 6.5. Let Z= { 1 < i, < i, < . . . < i, < h(p)} with i, - I+ i,- 
l+ ... + ik - 1 = d and let Q(A) be a polynomial which, as an element of 
R,(I), has the expansion 
Q(A) ~,,II, 1 c,a:‘(A). (6.31) 
q’s &+I”‘) 
Then in R, we have 
Q(A) Ai, - l,iz- 1,...,y- I(B) 
c~~l”~~~l,,,~c,aj”(A)di*-l,i*~l ,.._. ik-l(B)+ET (6.32) 
with 
E E x:,(&i). (6.33) 
ProojY Equation (6.31) means that we have the equality 
Q(A)- 1 c&‘)(A) = c Pr,s(A) e,(S), 
CLyE aqpq e,(S) Ewgm 
for some suitable polynomials P,.s(A). Thus, to prove (6.33) in view of the 
definition of the class 9Fp,o,, we need only show that if P(A) is an arbitrary 
polynomial, S is an arbitrary subset of A, and 
then 
f’(A) e,(s) Ai,- I,+ ~,...,i,,- ,(@E z;d(&). 
(6.34) 
(6.35) 
It is convenient here and after to let s denote the cardinality of S. Note that 
according to our conventions, the partition $ conjugate of p has parts 
with p; giving the length of column n + 1 - i of the diagram of p. In order 
to avoid convoluted expressions, we refer to column n + 1 - i of the 
diagram of p simply as bar[i]. It also streamlines our language if, here and 
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after, we stop repeating the expression diagram of p and simply identify p 
with its own diagram. Now, it is crucial in our dealing with (6.35) that 
wehave a precise understanding of the position of bar[k+s] among the 
squares we remove from p to get p . (I) To this end note that, if we are able 
to remove k distinct squares from the boundary of p, then p must have at 
least k distinct rows; this implies that 
p;=p;= . . . =p;=o. 
In other words the first k bars of p are necessarily empty. Let us keep in 
mind some of the imagery used in the previous proof and label by 
. . zi, z2, . . . . ik respectively the squares at the end of rows i,, i,, . . . . iR. From our 
construction of #‘I we see then that we must necessarily have 
dj(AZ))=PLk+,+Pb+z+ *** +Pk+j-mj=dk+j(P)-mj, (6.36) 
where mj denotes the number of labelled squares on or to the right of 
bar[k + j]. Here and in the rest of this proof, the number of labelled 
squares weakly to the right of bar[k + s] is briefly denoted by m. With this 
notation, taking account of (6.36), condition (6.34) may be rewritten as 
r>s+m-ds+,(p). (6.37) 
Our first step in the proof of (6.35) is to show that under this condition we 
necessarily have 
iI - 1 i2 - 1 
xh+l xh+2 “‘Xhtk r ‘-‘t? (s+xh+l+x,,+2+ ... +Xh+,,,)Zpo. (6.38) 
Of course, when m=O we intend the sum xh+i+xh+2+ ... +Xh+m to be 
interpreted as zero. Note also that the case m = k is immediate. Indeed, 
then (6.37) reduces to 
and since the alphabet S + xh + 1 + xh + 2 + . . . + xh +k has exactly s + k 
letters we see that we already have 
e,(S+x,+,+&+,+ ..’ +x,+k)E%fl. 
This shows that, in this case, (6.38) holds true even without the factor 
i l - 1 iz- 1 ik- 1 
xh+l xh+2 “‘Xh+k, 
In fact, for any m > 0, we have a stronger relation than (6.38). This further 
relation is best stated under a slight change of notation. 
We recall that, from the very beginning of this section, we have let 
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A = {x1,x*, . ..) xh} and B= {x~+~, x,,+~, . . . . x~+~} (with h+k=n). Here, 
in order not to get overburdened with subscripts, we simply set x,,+~ = yi 
and 
B= (~1, ~2, . . . . y,c). 
Now it develops that (6.37) implies 
i,+l-1 y yk:;-I... m+l yf’e,(S+y,+y,+ ... +y,)z’,O. (6.39) 
Since we only need to consider the case m <k we may assume that there 
are labelled squares strictly to the left of bar[s + k]. It is crucial then to 
note that the lowest of these squares, which is the one with label i,, , , is 
also at a level strictly higher than bar[s + k]. In other words, we must have 
, 
/b+k<hn+l~ (6.40) 
But now we are almost finished with our argument. All we need to do is 
apply the identity (6.30) with 
C={S+y,+y,+ ..‘+y,}={s+Y,} 
z= cYm+l, Ym+Z,..., Yk) 
p’(i,+l-l,i,+2-l,...,ik-l) 
v= k-m. 
We then get 
fY 
i,+1-1 i 
m+l 
y,“:22-’ . . . y;:-‘e&s+ y, + y,+ ..’ + y,) 
= 1 (-l)‘Ul c (-1)b 
Uc[m+I.k] o<q”<r”~I 
x y4,Ue r+im+lpl+ ... +ik-l-Iq,I (S+ y, + Y,), 
where for 
U={m+1djl<j2< . . . <j,<k} (6.41) 
we set 
I,-l=(ij,-1,ij2-1 ,..., i,,-1) and yu = {Y,,, yj2, . . . . yju}. (6.42) 
Thus (6.39) follows if we can show that (6.37), (6.40), (6.41), (6.42), and 
4u<~u-- 1 (6.43) 
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imply that 
e,+im+l-l+ +ik-l-lq,lts+ ym+ yu)Ew~. (6.44) 
To this end, note that, since the alphabet S+ Y,,, + Y, has a total of 
s + m + u letters, to establish (6.44) we need only show that the subscript 
of the elementary symmetric function in (6.44) is sufficiently large. To be 
precise, we are left to prove that 
r+i,+,-11 ... +i,-1-IqJ>s+m+u-d,+,+,(p). (6.45) 
Clearly, we can rewrite this subscript in the form 
r+ 1 (ii- 1 -qj)+ 
jsU jE[mz*]-“(il-l)’ 
Now for the first sum, because of (6:43), we must have 
1 (ii- 1 -qj)2u. 
jcU 
Moreover, since the second sum involves labels of k-m - u squares all of 
which are strictly to the left and thus strictly higher than bar[s+k], we 
may in any case estimate it by the sum of the lengths of the first k-m-u 
bars weakly to the right of bar[s + k]. That gives 
s+k 
c (ij-1)2 C pj. 
jo[m+I,k]-U j=s+m+u+l 
Combining these last two estimates with (6.37) we finally get the inequality 
s+k 
r+im+, - 1+ ... +ik-l-lq”l >s+m-dd,+&)+u+ c &LII 
j=s+m+u+l 
which is another way of writing (6.45). 
To complete the proof of Proposition 6.5 we are left to show that (6.38) 
implies (6.35). But this is easy now. Indeed, the addition formula gives 
-jgl e,-j(S)ej(Xh+l +Xh+z+ ... +Xh+f71)- (6.46) 
Note that we may write 
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the sum running over all indicators of subsets of [ 1, m] of cardinality j. 
Thus substituting (6.38) in (6.46) we see that the expression 
i l - 1 i* ~ 1 
xh+l xh+2 “‘Xh+k r +le (S) 
is congruent modulo Z, to a sum of terms of the form 
e,_j(S)x~g:+El...x~~~+Emx~~~+l...x~+k. 
This in turn, upon application of the antisymmetrizer N[B], yields that the 
expression 
A. r,-~.i2-I ,.._, ik-,(B)er(S) 
is also congruent modulo Z, to a sum of terms of the form 
e,-j(S) Ai,- If.91 ,.... im~l+em.im+~-l . . . . . ikp1 (B), 
each of which, since j > 1, must necessarily belong to 
Jed(RJ. 
From this fact it is easy to derive (6.35) and complete the proof by reverse 
induction on the size of d. 
We are finally in a position to establish the recurrence (6.2) in full 
generality. This last step is now completely routine, since we may follow 
almost verbatim the proof of Theorem 6.2. 
THEOREM 6.3. The graded character of the S,,,-module rlkRI, decom- 
poses into the sum 
c 4 
;I-lfiz-1+ ...+ikpIpp(‘)(q). (6.47) 
lgilci2.z -e&</z(p) 
ProojI For a given Z= (1 di, <i, < . .. <i, <h(p)} we express the 
action of SCal on R,M in the form 
a,ak”(A) zp,(/, c a:?(A) akl)E(aA). (6.48) 
@E ~(p”‘) 
This gives that 
P’l’ - P - c 4 
degree E!“~ (I) 
E,E. (6.49) 
CZP’E La(#)) 
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From Proposition 6.5 and Eq. (6.48) we then get that 
a,,,a”‘(A) A. _ E I, l,...,&- l(B) 
(6.50) 
with 
Thus in R, we have 
o,a(‘)(A)A. -l ___. -I(B)l E 1, I 34 c&4) 4-1 ,...,i k-l(B) = 4(d* 
Now since 
(6.51) 
degreeAi,-l,...,ik-l(B)=i,-l+ .a. +i,-1, 
Proposition 6.4 and Eqs. (6.50) and (6.51) yield that 
rlkPY4) = c q il-l+i*-1+ . ..+ik-1 c 4 degree .(‘)(A) (I) E a,,,. 
1 C il -z i* < c ik < h(p) a!“E si?(~(‘~) 
Combining this with (6.49) the recursion in (6.47) follows as desired. 
This completes our identification of the graded character @‘(q). 
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