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Developing benchmark analytic solutions for problems in solid and ﬂuid mechanics is very important for
the purpose of testing and verifying computational physics codes. In order to test the numerical results of
physics codes, we consider the geometrically linear dynamic sphere problem. We present an exact solu-
tion for the dynamic response of a spherical shell composed of a linearly elastic material exhibiting trans-
verse isotropic symmetry. The solution takes the form of an inﬁnite series of eigenfunctions. We
demonstrate, both qualitatively and quantitatively, the convergence of the computed benchmark solution
under spatial, temporal, and eigenmode reﬁnement.
 2013 Elsevier Ltd. All rights reserved.1. Introduction
Research institutions use large computational physics codes to
solve important problems in solid and ﬂuid mechanics. Verifying
that these simulation codes give accurate results is of critical
importance. One veriﬁcation technique is to develop analytic solu-
tions to test problems and compare the numerical results of a com-
putational physics code to the analytic solution. In this paper we
derive an analytic solution to a solid mechanics test problem.
Spherical problems have been a topic of long-term interest in
solid mechanics because of their simple geometry. An example of
a spherical solid mechanics problem is the Blake problem, which
has been of considerable long-term (Blake, 1952; Sharpe, 1942)
interest to the scientiﬁc community. The Blake problem consists
of a spherical inclusion within an inﬁnite medium. This problem
is subject to stress boundary conditions on the interior surface
resulting in a stress wave propagating outward. In contrast to the
Blake problem, many other problems of interest to the solid
mechanics community involve spherical shells, which are deﬁned
over ﬁnite domains. In 1968 Engin studied vibration frequencies
in a ﬂuid-ﬁlled spherical shell (Engin, 1969). In 1973 Palaninathan
and Kunukkasseril obtained explicit solutions and computed natu-
ral frequencies for the axisymmetric forced response of shallow
spherical shells under impulsive loadings (Palaninathan and
Kunukkasseril, 1973). In 1980 Vinogradov and Glockner studied
the buckling of isotropic, linearly viscoelastic, thin, nonshallowspherical shells (Vinogradov and Glockner, 1980). In 1999 Gregory,
Milac, and Wan developed an asymptotic solution for the axisym-
metric small deformation of a thick, hollow, elastic sphere com-
pressed by two equal and opposite concentrated axial loads
(Gregory et al., 1999). In 2012 Sessarego, Cristini, Grigorieva, and
Fridman studied the acoustic scattering off of a thin air-ﬁlled elas-
tic spherical shell immersed near the seabed (Sessarego et al.,
2012).
In this paper we study the geometrically linear dynamic sphere
problem with transverse isotropic elasticity. The dynamic sphere
problem is a spherical shell problem in which the shell is subjected
to time-varying boundary conditions. The problem is formulated in
material coordinates. For the geometrically linear problem, the
nonsymmetric ﬁrst Piola–Kirchhoff stress tensor is approximately
equal to the symmetric Cauchy stress tensor and the Cauchy stress
tensor, as described by Hooke’s law for linear elasticity, is directly
proportional to the linearized strain tensor. We recall that a trans-
verse isotropic material has three orthogonal planes of reﬂectional
material property symmetry and one axis of rotational material
property symmetry (Malvern, 1969). From all of this, and assuming
radial symmetry of the material, we obtain a scalar governing
equation from the conservation of linear momentum and derive
an analytic solution in the form of an inﬁnite series. We investigate
some computational aspects of this solution for a speciﬁc test case.
The paper is organized as follows. In Section 2 we describe the
dynamic sphere problem and its governing equations. In Section 3
we derive an inﬁnite series analytic solution to the problem. In Sec-
tion 4 we establish convergence of the benchmark solution both
qualitatively and quantitatively. In Section 5 we draw some
conclusions.
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The dynamic sphere problem is deﬁned as a spherically sym-
metric shell composed of a linearly elastic material subjected to
prescribed time-dependent boundary conditions. For an elastic re-
sponse, the material may be either isotropic or transverse isotropic.
The boundary conditions considered in the current study are radial
stresses, strains, or displacements that are imposed on both its in-
ner and outer radii (ri and ro, respectively). The physical problem
under consideration is illustrated in the ﬁgure below (see Fig. 1).
We recall that a transverse isotropic material is a material
which has one plane of isotropic behavior and three planes of
material property reﬂectional symmetry. In spherical coordinates,
we choose the hu-plane to be the plane of isotropy and the three
coordinate planes to be planes of reﬂectional symmetry. Let r de-
note the stress tensor, e the linear strain tensor, and C the fourth-
order stiffness tensor. We note that for transverse isotropic mate-
rials, there are ﬁve independent parameters in the stiffness matrix
instead of the two parameters that appear in purely isotropic prob-
lems. For a spherically symmetric shell, the shear components of
the strain are all identically zero, so the only stresses on the shell
are normal stresses. We note that a consequence of zero shear
strain is that one of the stiffness tensor parameters disappears
from the problem, leaving only four independent stiffness param-
eters for a spherically symmetric shell of a transverse isotropic
material. Making such choices, the stress–strain constitutive rela-
tion for a linearly elastic transverse isotropic material is given by
the linear system (Malvern, 1969)
rrr
rhh
ruu
2
64
3
75 ¼
Crrrr Crrhh Crrhh
Crrhh Chhhh Chhuu
Crrhh Chhuu Chhhh
2
64
3
75
err
ehh
euu
2
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3
75
The governing equations of the dynamic sphere problem come
from the balance laws of continuum mechanics. We formulate
these laws in material coordinates, so the balance of mass equation
is automatically satisﬁed. Additionally, we assume that the shell is
kept at constant temperature, so the balance of energy equation
can also be neglected. The initial-boundary value problem (IBVP)
to be solved, which comes from the equation of motion, is
c2r utt ¼ urr þ
2
r
ur  g
2
r2
uþ c2r fr ; t > 0; ri 6 r 6 ro ð1Þ
uðr;0Þ ¼ d0ðrÞ; ri 6 r 6 ro ð2Þ
utðr;0Þ ¼ v0ðrÞ; ri 6 r 6 ro ð3Þ
aiurðri; tÞ þ biuðri; tÞ ¼ BCiðtÞ; t > 0 ð4ÞFig. 1. 2-D schematic of dynamic sphere problem.aourðro; tÞ þ bouðro; tÞ ¼ BCoðtÞ; t > 0 ð5Þ
In this system uðr; tÞ is the radial displacement, frðrÞ is an external
radial body force, d0ðrÞ and v0ðrÞ are prescribed displacement and
velocity initial conditions. BCiðtÞ and BCoðtÞ are prescribed time-
dependent boundary conditions imposed on the inner and outer
surfaces, respectively. The speed of sound through the material is
cr ¼
ﬃﬃﬃﬃﬃﬃ
Crrrr
q
q
;q is the initial density, and g2 ¼  2ðCrrhhChhuuChhhhÞCrrrr . The
values of the material constants ai; ao; bi, and bo depend on
whether displacement (Dirichlet), strain (Neumann), or stress (Ro-
bin) boundary conditions are imposed (Kamm et al., 2010).
3. Analytic solution
Our primary objective is to obtain an exact solution to the sys-
tem (1)–(5). In order to obtain a solution, we introduce the variable
wðr; tÞ ¼ r1=2uðr; tÞ. The transformed equation of motion is
rc2r wtt ¼ rwrr þwr 
l2
r
wþ r3=2f ;
where l2 ¼ g2 þ 14 and f ¼ c2r fr . We decompose w into two terms
w ¼ wþ ~w. We take wðr; tÞ ¼ c0ðtÞ þ c1ðtÞr and choose the coefﬁ-
cients c0 and c1 so that w satisﬁes the transformed boundary condi-
tion equations. This amounts to solving the linear system
bo ao þ boro
bi ai þ bi ri
" # c0ðtÞ
c1ðtÞ
" #
¼
BCiðtÞ
BCoðtÞ
" #
where
ai ¼
aiﬃﬃﬃ
ri
p ; ao ¼
aoﬃﬃﬃﬃ
ro
p ; bi ¼
biﬃﬃﬃ
ri
p  ai
2r3=2i
; bo ¼
boﬃﬃﬃﬃ
ro
p  ao
2r3=2o
are transformed boundary condition coefﬁcients. We note that the
matrix must be nonsingular. From this system and the form chosen
for w, it is easy to show that w can be expressed as
wðr; tÞ ¼ ½c0;o þ c1;orBCoðtÞ þ ½c0;i þ c1;irBCiðtÞ;
where c0;o; c1;o; c0;i, and c1;i are constants. The transformed IVBP
solution ~wðr; tÞ satisﬁes
rc2r ~wtt ¼ Lð~wÞ þ ~f ; ð6Þ
~wðr;0Þ ¼ wðr;0Þ wðr;0Þ; ð7Þ
~wtðr;0Þ ¼ wtðr;0Þ wtðr;0Þ; ð8Þ
ai ~wrðri; tÞ þ bi ~wðri; tÞ ¼ 0; ð9Þ
ao ~wrðro; tÞ þ bo ~wðro; tÞ ¼ 0; ð10Þ
where
LðwÞ ¼ rwrr þwr  l
2
r
w
is the Sturm–Liouville operator and
~f ¼ LðwÞ  c2r rwtt þ r3=2f :
Thus we have reduced the problem of ﬁnding the displacement u to
the problem of solving the homogeneous IBVP (6)–(10).
3.1. Autonomous problem solution
In order to obtain an analytic solution to (6)–(10), we begin by
considering the autonomous problem, where ~f  0. The autono-
mous problem is solved by separation of variables: we express
the solution in the form ~wðr; tÞ ¼ wðrÞTðtÞ. The PDE (6) with ~f ¼ 0
can then be expressed as
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Ttt
T
¼ wrr
w
þ wr
rw
 l
2
r2
¼ k; ð11Þ
where k is a constant eigenvalue. Multiplying the second equation
by r2w, rearranging terms, and introducing the variable z ¼ r ﬃﬃﬃkp ,
we obtain
z2wzz þ zwz þ ðz2  l2Þw ¼ 0: ð12Þ
We claim that for appropriately restricted values of relevant
physical parameters, l2 > 0, in which case (12) is Bessel’s equation
of order l. To prove this, we begin by noticing that since
l2 ¼ g2 þ 1=4, showing that l2 > 0 is equivalent to showing that
g2 > 1=4. It can be shown (Jones, 1999) that
g2 ¼ 2 Eh
Er
1 mrh
1 mhu ;
where Er; Eh are Young’s moduli and mrh; mhu are Poisson’s ratios.
Applying the results of pg. 68 of Jones (1999) for an orthotropic
material to a transverse isotropic material with the hu-plane as
the plane of isotropy and formulated in radially symmetric spheri-
cal coordinates, we obtain for physically realistic situations the
inequalities
Er > 0; Eh > 0; 1 m2hu > 0; 1
Eh
Er
m2rh > 0;
where the last inequality is obtained from the relation mhr ¼ EhEr mrh. It
can be shown from the relation 1 m2hu > 0 that 0 < 1 mhu < 2, or
1
1mhu >
1
2. Moreover, it can be shown from the relation 1 EhEr m2rh > 0
that 
ﬃﬃﬃ
Er
Eh
q
< mrh <
ﬃﬃﬃ
Er
Eh
q
, or 1 mrh > 1
ﬃﬃﬃ
Er
Eh
q
. These restrictions are
consequences of the requirement that strain work density be posi-
tive deﬁnite for any deformation state. Applying these inequalities
to g2, we ﬁnd that
g2 >
Eh
Er
1
ﬃﬃﬃﬃﬃ
Er
Eh
s !
:
We claim that 1
ﬃﬃﬃ
Er
Eh
q
P  Er4Eh, so g2 > 1=4. To prove this, take
x ¼
ﬃﬃﬃ
Er
Eh
q
and deﬁne the function f ðxÞ ¼ 1 xþ 14 x2 ¼ 14 ðx 2Þ2. It is
easy to see that this function is nonnegative for any value of x. The
claim that (12) is Bessel’s equation of order l and that l2 > 0 is
thus proved for any positive values of the Young’s moduli and
appropriately restricted Poisson ratios as described above.
The solution to (12) has the form
wðrÞ ¼ c1Jlðr
ﬃﬃﬃ
k
p
Þ þ c2Ylðr
ﬃﬃﬃ
k
p
Þ;
where Jl and Yl are the Bessel functions of order l of the ﬁrst and
second kind, respectively. c1 and c2 are constants determined by the
boundary conditions (9) and (10). The constants c1 and c2 satisfy the
linear system
ao
ﬃﬃﬃ
k
p
J0lð
ﬃﬃﬃ
k
p
roÞþboJlð
ﬃﬃﬃ
k
p
roÞ ao
ﬃﬃﬃ
k
p
Y 0lð
ﬃﬃﬃ
k
p
roÞþboYlð
ﬃﬃﬃ
k
p
roÞ
ai
ﬃﬃﬃ
k
p
J0lð
ﬃﬃﬃ
k
p
riÞþbi Jlð
ﬃﬃﬃ
k
p
riÞ ai
ﬃﬃﬃ
k
p
Y 0lð
ﬃﬃﬃ
k
p
riÞþbi Ylð
ﬃﬃﬃ
k
p
riÞ
" #
c1
c2
 
¼ 0
0
 
:
This system has nontrivial solutions only if the determinant of the
matrix is zero. Treating the determinant as a function of the eigen-
value k, we know that the determinant has a countably inﬁnite
number of roots, which we denote kn for n ¼ 1;2; . . .. Let c1;n and
c2;n denote the constants c1 and c2 computed with the eigenvalue
kn. Thus there are an inﬁnite number of eigenfunction solutions to
(12) and the n-th eigenfunction, corresponding to kn, is
wnðrÞ ¼ c1;n Jlðr
ﬃﬃﬃﬃﬃ
kn
p
Þ þ c2;nYlðr
ﬃﬃﬃﬃﬃ
kn
p
Þ:We mention without proof that the eigenfunctions satisfy the
weighted L2-orthogonality conditionZ ro
ri
rwmwndr ¼ 0 ð13Þ
for m– n. We will use this relation to obtain an analytic solution to
the full nonautonomous problem.
3.2. Nonautonomous problem solution
We now return to the nonautonomous problem (6)–(10), where
~f – 0. We notice that the eigenfunction solutions wnðrÞ from the
autonomous problem satisfy the boundary conditions (9) and
(10). Therefore, for the nonautonomous problem, we look for series
solutions of the form
~wðr; tÞ ¼
X1
n¼1
anðtÞwnðrÞ; ð14Þ
so that the boundary conditions are automatically satisﬁed.
Our task now is to ﬁnd an analytic form for anðtÞ for each n.
Plugging the form (14) into (6), we obtain
rc2r
X1
n¼1
€anðtÞwnðrÞ ¼
X1
n¼1
anðtÞ rw00nðrÞ þ w0nðrÞ 
l2
r
wnðrÞ
 
þ ~f ðr; tÞ;
where €an ¼ d
2an
dt2
; w0n ¼ dwndr , and w00n ¼ d
2wn
dr2
. We notice from (11) that
the terms in brackets equal rknwnðrÞ. The equation becomes
rc2r
X1
n¼1
€anwn ¼ 
X1
n¼1
anrknwn þ ~f :
Multiply by wm, integrate with respect to r over the interval ðri; roÞ,
and use the orthogonality relation (13). We obtain the equation
c2r €am
Z ro
ri
rw2mdr ¼ amkm
Z ro
ri
rw2mdr þ
Z ro
ri
~fwmdr:
Multiply this equation by c2r =
R ro
ri
rw2mdr and deﬁne the source
function
FmðtÞ ¼ c2r
R ro
ri
~fwmdrR ro
ri
rw2mdr
:
We obtain the second-order-in-time ODE
€am þ c2r kmam ¼ Fm: ð15Þ
For initial conditions on am, we plug the ansatz (14) into the initial
condition relations (7) and (8) and we get the relations
X1
n¼1
anð0ÞwnðrÞ ¼ ~wðr;0Þ;
X1
n¼1
_anð0ÞwnðrÞ ¼ ~wtðr;0Þ;
where _an ¼ dandt and
~wðr;0Þ ¼ wðr;0Þ wðr;0Þ; ~wtðr;0Þ ¼ wtðr;0Þ wtðr;0Þ are known
quantities. We multiply both of these equations by rwm, integrate
over ðri; roÞ, and use (13) to obtain the initial conditions
amð0Þ ¼
R ro
ri
r ~wðr;0ÞwmdrR ro
ri
rw2mdr
; ð16Þ
_amð0Þ ¼
R ro
ri
r ~wtðr;0ÞwmdrR ro
ri
rw2mdr
: ð17Þ
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(15) is
amðtÞ ¼ c3;m cos cr
ﬃﬃﬃﬃﬃﬃ
km
p
t þ c4;m sin cr
ﬃﬃﬃﬃﬃﬃ
km
p
t þ 1
cr
ﬃﬃﬃﬃﬃﬃ
km
p
Z t
0
FmðsÞ sin cr
ﬃﬃﬃﬃﬃﬃ
km
p
ðt  sÞds;
_amðtÞ ¼ cr
ﬃﬃﬃﬃﬃﬃ
km
p
c3;m sin cr
ﬃﬃﬃﬃﬃﬃ
km
p
t þ c4;m cos cr
ﬃﬃﬃﬃﬃﬃ
km
p
t
h i
þ
Z t
0
FmðsÞ cos cr
ﬃﬃﬃﬃﬃﬃ
km
p
ðt  sÞds;
where c3;m and c4;m are constants computed from the initial
conditions (16) and (17):
c3;m ¼ amð0Þ ¼
R ro
ri
r ~wðr;0ÞwmdrR ro
ri
rw2mdr
;
c4;m ¼ 1
cr
ﬃﬃﬃﬃﬃﬃ
km
p _amð0Þ ¼ 1
cr
ﬃﬃﬃﬃﬃﬃ
km
p
R ro
ri
r ~wtðr;0ÞwmdrR ro
ri
rw2mdr
:
Thus we have an analytic expression for the displacement
u ¼ r1=2ðwþ ~wÞ solving the original IBVP (1)–(5).
4. Computed benchmark solution
Our ultimate objective in developing the analytic solution de-
rived in the previous section is to compare it with the results of
computational physics codes. The analytic solution of the dynamic
sphere problem is cast as an inﬁnite series solution. In practice,
however, we must truncate the Fourier–Bessel series solution
(14) after a ﬁnite number of terms. We also notice that our bench-
mark solution requires us to evaluate several space and time inte-
grals, so computationally we must apply spatial and time meshes.
Therefore in this section, we examine computationally how theFig. 2. Stress boundary condition on outer radius.solution converges with respect to space and time meshes as well
as with respect to number of terms (eigenmodes) taken in the ser-
ies solution. All integrals in the analytic solution are computed
using sixth-order accurate Newton–Cotes quadrature.
4.1. Qualitative examination of convergence
In order to examine self-convergence of the analytic solution,
we run a test problem with zero initial conditions
(d0ðrÞ ¼ 0 ¼ v0ðrÞ in (2) and (3)), zero body force (frðrÞ ¼ 0 in (1)),
and stress boundary conditions on both the inner and outer radii.
The interior of the shell is a void, so we take BCiðtÞ ¼ 0. On the out-
er radius we take a time-varying smooth jump stress condition.
Fig. 2 gives a plot of the outer radius stress boundary condition.
This boundary condition is given by the expression
BCoðtÞ ¼ a bþ c tanh cðt  bÞb
 
þ dt þ e;
where a; b; c; d; e; b, and c are constant parameters. However,
these parameters are not all independent. We impose the constraint
that the stress at time t ¼ 0 is consistent with the initial displace-
ment and velocity, which are zero. Therefore, the parameters must
be chosen so that they satisfy BCoð0Þ ¼ 0 and @BCo@t ð0Þ ¼ 0. The choice
of parameters that we make to ensure that this constraint is satis-
ﬁed is
d ¼  acc
b
ð1 tanh2cÞ;
e ¼ aðb c tanh cÞ:
The numerical values that give Fig. 2 are chosen so that these con-
sistency conditions are satisﬁed (Chabaud et al., 2012).
We note here that if we use different boundary conditions (e.g.
applied boundary displacement or strain instead of stress), we ob-
tain different solutions with different convergence behavior. More-
over, even when imposing a given stress on the boundary, the form
and magnitude of this stress will have a signiﬁcant effect on the
solution. For example, a common problem in spherical shell theory
is wave propagation under explosion pressures (Sharpe, 1942;
Blake, 1952). In this problem, a constant or exponentially decaying
stress is imposed on the boundary. However, this type of boundary
condition is not consistent with the zero displacement and velocity
that we have imposed as initial conditions. Therefore, such a prob-
lemwould result in a discontinuous shock propagating through the
shell and our truncated series solution would exhibit nonphysical
Gibbs phenomena. To avoid this, we have chosen the boundary
stress pictured in Fig. 2 because it is consistent with the initial
conditions.
In all of our simulations, we take inner radius ri ¼ 1 cm, outer
radius ro ¼ 2 cm, and we run our simulations out to a ﬁnal time
of T ¼ 5 microseconds. The constants appearing in the boundary
conditions (4) and (5) for stress boundary conditions are given by
ai ¼ ao ¼ Crrrr;Table 1
Parameters used in convergence
simulations.
Parameter Value
ri 1 cm
ro 2 cm
q 1000 kg/m3
Er 150 GPa
Eh 100 GPa
mrh 0:25
mhu 0:25
B.M. Chabaud et al. / International Journal of Solids and Structures 50 (2013) 4089–4097 4093bi ¼
2
ri
Crrhh;
bo ¼
2
ro
Crrhh:
The stiffness tensor coefﬁcients that appear in the problem are com-
puted in terms of engineering constants (Jones, 1999). For a trans-
verse isotropic material, the coefﬁcients are given by
Crrrr ¼ Erð1 m2huÞd;
Crrhh ¼ Ermhrð1þ mhuÞd;Fig. 3. Left: Spatial convergence plot of u vs. r through radial sh
Fig. 4. Left: Spatial convergence plot of rrr vs. r through radial shChhhh ¼ Ehð1 mrhmhrÞd;
Chhuu ¼ Ehðmhu þ mrhmhrÞd;
where
mhr ¼ EhEr mrh
and
d ¼ 1
1 m2hu  2mrhmhrðmhu þ 1Þ
:
The constants mhu; mhr , and mrh are Poisson ratios, while Er and Eh are
the radial and tangential Young’s moduli, respectively. Table 1 givesell at time T ¼ 5 microseconds. Right: Zoomed-in plot of u.
ell at time T ¼ 5 microseconds. Right: Zoomed-in plot of rrr .
4094 B.M. Chabaud et al. / International Journal of Solids and Structures 50 (2013) 4089–4097the parameter values, which are taken from Case (e) of Chabaud et
al. (2012), that we use in our simulations. The parameter values gi-
ven in the table do not correspond to any real material. Our only
interest here is veriﬁcation of a physics code. However, we point
out here that parameter values corresponding to a real material
can easily be plugged into our solution.
We begin by considering spatial convergence. To assess con-
vergence qualitatively, we ran simulations with nl ¼ 300 eigen-
modes, nt ¼ 9000 equally spaced time intervals, and uniform
spatial meshes with varying numbers of intervals. We chose
these values of nl and nt because we believe that they are large
enough so that the effects of step size and eigenmodes on con-Fig. 5. Left: Time convergence plot of u vs. t a
Fig. 6. Left: Time convergence plot of rrr vs. r through radial shevergence of the series solution are small compared to the effects
of the spatial mesh. Fig. 3 shows the displacement u vs. radial
position r through the shell at time T ¼ 5 microseconds for uni-
form spatial meshes of size nr ¼ 300; 600; 900; 1200; 1500, and
1800 intervals. Fig. 4 shows the radial stress rrr vs. r through the
shell at time T. From the zoomed-in plots on the right, we see
that the plots for nr ¼ 1500 and nr ¼ 1800 spatial intervals seem
to be converged under visual inspection. Therefore we take
nr ¼ 1500 to be the appropriate spatial resolution for a ‘‘con-
verged’’ solution.
To assess convergence in time qualitatively, we ran simulations
with nl ¼ 300 eigenmodes, nr ¼ 1500 uniform spatial intervals,t inner radius. Right: Zoomed-in plot of u.
ll at time T ¼ 5 microseconds. Right: Zoomed-in plot of rrr .
B.M. Chabaud et al. / International Journal of Solids and Structures 50 (2013) 4089–4097 4095and uniform time meshes with varying numbers of intervals. Fig. 5
shows u vs. time t at the inner radius for uniform time meshes of
size nt ¼ 1500; 2000; 2500; 3000; 3500, and 4000 intervals.
Fig. 6 shows rrr vs. r through the shell at time T. From the
zoomed-in plot on the right in Fig. 5, we see that the plots for
nt ¼ 3500 and nt ¼ 4000 time intervals are very close together.
From the zoomed-in plot on the right in Fig. 6, we see that the
stress vs. position plots for all six time meshes lie on top of each
other. Therefore we take nt ¼ 3500 to be the appropriate temporal
resolution for a ‘‘converged’’ solution.
Finally, to assess eigenmode convergence, we take
nr ¼ 1500; nt ¼ 3500, and vary the number of terms nl we take
in the Fourier–Bessel series (14) from nl ¼ 100 to nl ¼ 300 in incre-
ments of 50. Fig. 7 shows u vs. t at the inner radius for number ofFig. 7. Left: Eigenmode convergence plot of u vs.
Fig. 8. Left: Eigenmode convergence plot of rrr vs. r through radialeigenmodes nl ¼ 100; 150; 200; 250, and 300. Fig. 8 shows rrr vs.
r through the shell at time T. From the zoomed-in plots on the
right, we see that the plots are converging to the nl ¼ 300 solution.
Therefore, we argue that a ‘‘self-converged’’ solution requires at
least nr ¼ 1500 uniform spatial intervals, nt ¼ 3500 uniform time
intervals, and nl ¼ 300 terms in the series solution.
4.2. Quantitative examination of convergence
In this subsection we quantify spatial, temporal, and eigenmode
self-convergence and accuracy of our benchmark analytic solution
by computing L1 norms of percent errors with respect to reference
solutions computed on extremely ﬁne grids. We use the same
problem parameters and numbers of grid points and eigenmodest at inner radius. Right: Zoomed-in plot of u.
shell at time T ¼ 5 microseconds. Right: Zoomed-in plot of rrr .
Fig. 9. Log–log plot of L1ð0; TÞ percent error of displacement on outer surface vs. nr.
Fig. 10. Log–log plot of L1ðri; roÞ percent error of displacement through shell vs. nt.
Fig. 11. Log–log plot of L1ð0; TÞ percent error of displacement on inner surface vs. nl.
4096 B.M. Chabaud et al. / International Journal of Solids and Structures 50 (2013) 4089–4097as we used in the previous section. The only difference is in the
choice of reference solutions.
We begin by considering spatial convergence. As before, we
take nl ¼ 300 eigenmodes, nt ¼ 9000 equally spaced time intervals,
and uniform spatial meshes of size nr ¼ 300,
nr ¼ 600; nr ¼ 900; nr ¼ 1200; nr ¼ 1500, and nr ¼ 1800 inter-
vals. We take as our reference the solution obtained with
nt ¼ 9000; nl ¼ 300, and nr ¼ 5000. We compute the L1 norm ofthe percent error between the displacement u calculated during
the test runs and the reference displacement uref , which is com-
puted by the expression
%error ¼ jju uref jjL1jjuref jjL1
 100%; ð18Þ
where we take the L1 norm either in time over the interval ð0; TÞ or
in space over the spherical shell ðri; roÞ. Fig. 9 gives a log–log plot of
the L1ð0; TÞ percent error of u on the outer surface vs. nr for each of
the six spatial test meshes. We see from the ﬁgure that each of the
test cases approximates the reference solution to within an error of
about 109 to 1011 percent. We believe that the bump appearing in
the plot is the result of round-off error since the magnitudes are
very small. The order of convergence before round-off error appears
is two. Computing L1ð0; TÞ percent errors on the inner surface gives
similar results. Computing L1ðri; roÞ percent errors through the shell
at the ﬁnal time of computation T gives errors on the order of 107
percent. In any case we conclude that our benchmark solution is ex-
tremely accurate with respect to spatial reﬁnement.
For convergence in time, we take nl ¼ 300; nr ¼ 1500, and vary
nt from 1500 to 4000 in increments of 500, as we did in the qual-
itative analysis. For our reference solution, we take
nl ¼ 300; nr ¼ 1500, and nt ¼ 9000. Fig. 10 gives a log–log plot
of the L1ðri; roÞ percent error of u through the shell vs. nt for each
of the six time meshes. We see from the ﬁgure that each of the test
cases approximates the reference solution to within an error of
about 1010 to 1012 percent. We believe that the increase appear-
ing in the plot is the result of round-off error since the magnitudes
are very small. The order of convergence before round-off error ap-
pears is three. Computing L1ð0; TÞ percent errors along the inner
and outer surfaces gives errors on the order of about 106 to
1011 percent. In any case our benchmark solution is also extre-
mely accurate with respect to reﬁnement in time.
Finally, for eigenmode convergence, we take nr ¼
1500; nt ¼ 3500, and vary nl from 100 to 300 in increments of
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nl ¼ 1000. Fig. 11 gives a log–log plot of the L1ð0; TÞ percent error
of u on the inner surface vs. nl for each of the ﬁve test eigenmodes.
We see from the ﬁgure that the percent error decreases as we in-
crease the number of eigenmodes. The order of convergence with
respect to eigenmode, which is the slope of the log–log plot, is
approximately three. Each of the test cases approximates the refer-
ence solution to within an error of about 104 to 106 percent.
Computing L1ð0; TÞ percent errors on the outer surface gives a sim-
ilar rate of convergence and gives errors that are about one order of
magnitude smaller. The L1ðri; roÞ percent errors computed through
the shell at ﬁnal time T exhibit approximately fourth order conver-
gence and give even smaller errors. The velocity, radial and tangen-
tial strains, and tangential stress all show the same order of
convergence as the displacement in the L1ð0; TÞ norm on both the
inner and outer surfaces. The order of convergence in the
L1ðri; roÞ norm through the shell at the ﬁnal time of computation
is approximately six for the velocity, approximately four for the
tangential strain, and approximately three for the radial strain, ra-
dial stress, and tangential stress. We also note that the L1ðri; roÞ
percent error for the velocity was several orders of magnitude
smaller than for the other ﬁelds of interest. Conversely, the
L1ðri; roÞ percent error for the radial strain is double the magnitude
for the radial stress and at least one order of magnitude larger than
the percent errors for displacement, tangential strain, and tangen-
tial stress. We conclude that for all of the ﬁelds that we investi-
gated (displacement, velocity, radial and tangential strain, and
radial and tangential stress), the self-converged solution is correct
to within an error of less than 0:01% in the L1 norm.
5. Conclusions
In this paper we examine the dynamic sphere problem for a lin-
early elastic, transverse isotropic material. The governing equation
comes from the balance of linear momentum in continuum
mechanics formulated in material coordinates. We derive an ana-
lytic solution that has the form of an inﬁnite series of Bessel func-tions. Since our primary objective is to compare this analytic
solution to numerical results, in practice we must truncate the ser-
ies. We establish convergence of our truncated solution under dif-
ferent types of reﬁnement for a particular test problem. We ﬁnd
that for all ﬁelds of interest (displacement, velocity, strains, and
stresses), the truncated solution converges with order two under
spatial mesh reﬁnement under appropriate L1 norms. Under tem-
poral reﬁnement, displacement converges with order three, veloc-
ity converges with order two, tangential strain converges with
order four, and radial strain and all stresses converge with order
six under appropriate L1 norms. For the displacement, strains,
and stresses, the truncated solution converges with order three
or four under eigenmode reﬁnement under appropriate L1 norms.
However, for the velocity, the truncated solution converges with
order six under eigenmode reﬁnement.
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