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Abstract
We present a uniqueness result for Gibbs point processes with inter-
actions that come from a non-negative pair potential; in particular, we
provide an explicit uniqueness region in terms of activity z and inverse
temperature β. The technique used relies on applying to the continuous
setting the classical Dobrushin criterion. We also present a comparison to
the two other uniqueness methods of cluster expansion and disagreement
percolation, which can also be applied for this type of interactions.
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1 Introduction
In statistical mechanics, Gibbs point processes are often defined through the
standard Dobrushin-Lanford-Ruelle (DLR) equations [11, 16] that prescribe the
conditional laws of a Gibbs measure. This class of point processes is immensely
large thanks to the many ways in which one can build the interaction term: for
example, it can be attractive or repulsive, or depending on geometric features
(for an introduction to Gibbs point processes see [5]).
Defining a probability measure via its conditional laws naturally leads to
questions of existence, uniqueness, and non-uniqueness, the latter being called
phase transition. In this article we do not investigate existence, but we remark
that it is typically far from trivial to prove existence of a measure satisfying the
DLR equations, and this question is, in fact, the topic of many recent articles
concerning various settings and models, see for instance [7, 9, 24].
Once the existence is proved, the next natural question is the question of
uniqueness versus non-uniqueness of the Gibbs measures satisfying the DLR
equations. In this article we focus on the uniqueness question, with an empha-
sis on obtaining an explicit uniqueness region of the parameters space. More
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precisely, the Gibbs point processes we consider are characterised by a pair
potential φ, an activity parameter z ≥ 0 and an inverse temperature β > 0.
Considering the potential to be fixed, we study the question of uniqueness de-
pending on the parameters z, β. Heuristically, it is expected that for each β > 0,
uniqueness is achieved for activities z small enough. Let us mention however
that such a behaviour has actually been disproved for the specific case of the
Widom-Rowlinson model with random radii with heavy tails, see [8].
Three classical techniques have been used in the literature in order to obtain
uniqueness of Gibbs measures: the Dobrushin criterion [10], cluster expansion
[25, 15], and disagreement percolation [14]. These techniques have different
assumptions, and yield different parameter domains in which uniqueness holds.
It is therefore generally complicated to compare their efficacy.
The main result of this paper, Theorem 1, is a uniqueness result which
provides, under some assumptions on the potential φ, a uniqueness region, i.e.
values of the parameters z, β, where there is uniqueness of the Gibbs measure.
The strength of this result lies in the explicit nature of the uniqueness region it
yields, that is
z sup
x∈Rd
∫
Rd
e−βφ(x,y)dy < 1,
and the simplicity of its proof. Indeed, this result is obtained using the original
Dobrushin criterion [10], which is very general, but is best suited for discrete
Gibbs models. In order to apply it to continuum models, one must first discretise
the space Rd into disjoint cubes of some side length a > 0, hence obtaining, for
different values of a > 0, different uniqueness regions which are not explicit and
therefore not easily comparable. Our explicit uniqueness region is obtained by
taking this discretisation parameter a→ 0.
The more restricting requirement for our theorem is the assumption (3.2)
that the potential φ have a hard-core part close to the origin. This allows us
to restrict the possible boundary conditions to those having at most one point
in each small cube, which in turn simplifies the computation when taking the
limit. However, since the probability of having more than one point in a small
cube vanishes together with its size, we conjecture that the result of Theorem
1 could still be valid without this hard core assumption.
The second aspect of our work is a comparison between the three unique-
ness techniques. What transpires from this comparison is that the uniqueness
region obtained from our Theorem is larger, and indeed contains, the explicit
region obtained from cluster expansion [13, 15]. Furthermore, as expected, for β
small enough, our result is also better than the one obtained from disagreement
percolation, yielding a larger range of possibile activities z. These comparisons
give even more strength to our Theorem.
The article is organised as follows: in Section 2 we introduce the formalism
of the article. In Section 3.1 we introduce the assumptions needed and state the
main theorem. In Section 3.2 we discuss the assumptions and give a possible
generalisation to our work. In Section 3.3 we compare our result to existing
results coming from cluster expansion and disagreement percolation. Finally,
in Section 4 we provide the proof of our theorem.
2
2 Preliminaries
2.1 Space
In this work we consider point configurations in Rd, d ≥ 2. More precisely, we
endow Rd with the usual Euclidean distance |·| and Borel σ-algebra B(Rd), and
set the configuration space Ω to be the set of locally finite configurations ω on
Rd, i.e. measures of the form ω =
∑
i δxi , with #ωΛ <∞ for any bounded Borel
set Λ in Rd (here # denotes the cardinality of the support of the configuration,
and ωΛ is shorthand for the restriction of the support of ω to Λ). As the
configurations we consider are simple, i.e. with no overlapping points, we will
also denote a configuration ω =
∑
i δxi by the subset of Rd on which it is
supported: ω = {x1, . . . , xn, . . . }. Consequently, ωΛ = ω ∩ Λ. As a shorthand,
we will write ω′ω ..= ω′∪ω for the union (or concatenation) of two configurations.
We endow Ω with the usual σ-algebra F generated by the counting functions
on bounded Borel sets, ω 7→ #ωΛ.
For any Λ ⊂ Rd, ΩΛ ⊂ Ω denotes the subset of configurations supported on
Λ (and by FΛ the corresponding σ-algebra).
On the space Ω, we consider the probability measure piz given by the distri-
bution of the homogeneous Poisson point process with intensity z > 0. Recall
that this means that:
i. for every bounded Λ ⊂ Rd, the distribution of the number of points in Λ
under piz is a Poisson distribution of mean zLd(Λ), where Ld is the usual
d-dimensional Lebesgue measure;
ii. given the number of points in a bounded Λ, the said points are indepen-
dent and uniformly distributed in Λ.
For any bounded Λ ⊂ Rd, we denote by pizΛ the restriction of piz to ΩΛ.
For more details on Poisson point processes see, for example, [3, 17].
2.2 Interaction and Gibbs measures
In order to add an interaction between the Poisson points, we introduce the
notion of Gibbs specifications associated to a given Hamiltonian. More pre-
cisely, we consider an interaction defined through a symmetric non-negative
pair potential
φ : Rd × Rd → R+ ∪ {+∞}.
In Section 3.1 we provide the more precise assumptions that are needed for the
main result of this work, but we remark now that we do not assume translation
invariance.
For any bounded Λ ⊂ Rd, the Λ-Hamiltonian is given by
HΛ(ω) =
∑
{x,y}⊂ω
{x,y}∩Λ 6=∅
φ(x, y), ω ∈ Ω.
Since the potential φ is non-negative, the above quantity is well-defined for any
configuration ω ∈ Ω.
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The Gibbs specification associated to the potential φ on a bounded Λ ⊂ Rd,
with boundary condition γ, is defined as the following probability measure on
the configurations with support in Λ:
Pz,βΛ,γ(dωΛ)
..=
e−βHΛ(ωΛγΛc )
Zz,βΛ,γ
pizΛ(dωΛ), ωΛ ∈ ΩΛ,
where the renormalisation factor Zz,βΛ,γ is the standard partition function
Zz,βΛ,γ
..=
∫
Ω
e−βHΛ(ωΛγΛc )pizΛ(dωΛ).
Since Zz,βΛ,γ is positive and bounded by 1, the Gibbs specification is always well-
defined.
Definition 2.1. A probability measure P on Ω is said to be a Gibbs measure
associated to the potential φ, of activity z and inverse temperature β written
P ∈ Gz,β(φ), if it satisfies, for every bounded measurable function f and for all
bounded Borel Λ ⊂ Rd, the following∫
Ω
f dP =
∫
Ω
∫
Ω
f(ωΛγΛc) P
z,β
Λ,γ(dωΛ) P (dγ), (DLR)
called DLR equations after Dobrushin, Lanford and Ruelle, which prescribe the
conditional probabilities of a Gibbs measure.
The first question that arises in Gibbs point processes theory is whether
there exists at least one solution to the DLR equations. This is an important
and difficult problem, that has been studied for many different interactions
and settings; recent works consider the case of geometrical interactions ([4, 6]),
infinite range pair potentials ([9]), and unbounded interactions in the context
of marked point processes ([24]).
The existence of such a measure in the setting of this paper is already known
(for example by D. Ruelle in [26]), and is therefore not the subject of our work.
But for completeness let us state the result.
Proposition 2.1. Let φ be a non-negative and symmetric pair potential. Let
β ≥ 0 and assume that
∀x ∈ Rd,
∫
Rd
(
1− e−βφ(x,y)
)
dy <∞.
Then, for any activity z > 0, there exists at least one Gibbs measure P ∈
Gz,β(φ).
After the existence question, it is natural to explore that of the uniqueness
(or lack thereof) of the Gibbs measure. This question has been of interest to
the statistical mechanics community since the end of the 1960s. In particular,
three techniques are used to approach this problem: the Dobrushin criterion
[10], cluster expansion [15], and disagreement percolation [14]. These techniques
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have different assumptions, and yield different parameter domains in which
uniqueness holds.
In this article we first prove a simple and explicit uniqueness criterion derived
from the standard Dobrushin technique. We then compare this criterion to
criteria coming from the two other techniques.
While we do not wish to explore here the topic of non-uniqueness, but we
mention that this question is of major interest in the community, and very
few results exist in this direction, mainly dealing with coloured (multi-species)
models like the Widom-Rowlinson model; see for instance [2, 8]. In these cases,
the non-uniqueness is proved by showing that one species“dominates”the others
when the activity of the points is large enough.
3 Uniqueness of the Gibbs measure
The main result of our work consists in obtaining an explicit uniqueness region
as a function of the parameters z and β. This is done, in Section 3.1, by using
the standard Dobrushin criterion. In Section 3.3 we compare this uniqueness
region to the ones coming from other methods, namely Cluster Expansion and
Disagreement percolation. Finally, in Section 3.2 we discuss the assumptions
that were considered in Theorem 1, and possible generalisations that could be
the subject of future works.
3.1 Dobrushin uniqueness region
We derive here a simple and explicit uniqueness region, by applying the standard
Dobrushin uniqueness criterion of [10] through a discretisation parameter a, and
considering then the limit as a goes to 0.
We now present the general assumptions that we require for our main result.
See Section 3.2 for some comments on these conditions.
Assumptions. In what follows we assume that the the pair potential φ satisfies
the following:
(A1) The potential φ is non-negative and admits a hard-core part close to the
origin: there exists a measurable neighbourhood A ⊂ Rd of the origin (i.e.
B(0, α) ⊂ A, for some α > 0), such that
∀x, y ∈ Rd : x− y ∈ A, φ(x, y) = +∞.
(A2) Uniform integrability of the Mayer function:
sup
x∈Rd
∫
Rd
(
1− e−βφ(x,y)
)
dy <∞.
For the third assumption we first need to introduce some notations. Let a > 0,
and divide the space Rd into cubes of side-length a, centred in the points of the
lattice: for any i ∈ aZd, these are
Λa,i ..= i+
(
−a
2
,
a
2
]d
,
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then define
Ψa(x, y) ..=
∑
i∈aZd
(
1y∈Λa,i sup
y¯∈Λa,i
(
1− e−βφ(x,y¯)
))
(3.1)
which could be described as the local supremum of the Mayer function. The
last assumption is given by the following
(A3) Regularity of the Mayer function:
sup
x∈Rd
∫
Rd
(
1− e−βφ(x,y)
)
dy = lim
a→0
sup
x∈Rd
∫
Rd
Ψa(x, y) dy. (3.2)
We are now ready to state the main result of this paper:
Theorem 1. Let the potential φ satisfy assumptions (A1), (A2), (A3). More-
over, assume
z sup
x∈Rd
∫
Rd
(
1− e−βφ(x,y)
)
dy < 1. (3.3)
Then there exists a unique Gibbs measure P ∈ Gz,β(φ).
The proof is given in Section 4. Here we comment on the result, and compare
it to the existing literature and the different methods for proving uniqueness.
3.2 Discussion about the assumptions, and possible generalisa-
tions
The proof of Theorem 1 relies on the assumptions on the interaction made
above, namely that it is coming from a non-negative pair potential φ which is
hard-core close to the origin (A1), with an integrability assumption (A2), and a
technical regularity assumption (A3). We comment here on these requirements.
Firstly, we restrict our study to non-negative potentials φ in order to have
a setting where all three uniqueness methods can be applied and compared.
Moreover, extending this result to a more general pair potential, e.g. superstable
and lower-regular, would cause some complications in the proof. For example,
the observation made after (4.3) is no longer valid if the potential is allowed to
take negative values.
Secondly, the integrability assumption (A2) is quite standard, and seems
unavoidable when using the Dobrushin criterion. Furthermore, a similar as-
sumption is required when using the cluster expansion technique.
Finally, as we have already stated, the regularity assumption (A3) is purely
technical, resulting from taking a→ 0 in the proof, and has no heuristic mean-
ing. However, every potential φ considered in the literature satisfies it, since
the set of discontinuity of φ(x, .) is always discrete for all x.
The most restricting assumption is therefore assumption (A1), which ex-
cludes interactions that do not have a hard-core part when two points are too
close. Indeed, many interactions – like the widely known Strauss pairwise in-
teraction – do not satisfy this assumption.
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The hard-core part of the interaction makes sure that any boundary condi-
tion has at most one point in the small cubes – which allows us to derive (3.3).
In the case of a non-negative potential without hard core, as for the Strauss
model with φ(x, y) = 1|x−y|≤1, we would still be able to apply the classical
Dobrushin criterion and then consider the limit a → 0. However, since in this
case there is no restriction on the number of points in each cube, the uniqueness
region we would obtain is
zvd < 1,
where vd is the volume of the unit ball. Notice how this criterion does not
depend on β anymore.
One possible way to overcome this issue is to use the so-called Dobrushin-
Pechersky criterion [12]. While the“general behaviour”of the uniqueness region
obtained with this criterion is known (see [21]), the resulting conditions are too
technical to obtain explicit values of the parameters.
However, it seems possible to develop new techniques inspired by the proof
of Theorem 1. Indeed, assumption (A1) allows to bound by 1 the number of
points of the boundary conditions present in each cube, which simplifies the
computation, and then taking the limit. Heuristically, when taking a→ 0 (i.e.
when the size of the cubes goes to 0), it is less and less likely for a boundary
condition to have more than one point in a given small cube. We therefore
formulate the following conjecture:
Conjecture. Under assumptions (A2) and (A3), there is uniqueness of the
Gibbs measure when
z sup
x∈Rd
∫
Rd
(
1− e−βφ(x,y)
)
dy < 1.
3.3 Comparison with the other uniqueness methods
In this section we briefly describe the two uniqueness methods of cluster ex-
pansion and disagreement percolation, and see how the uniqueness regions that
they yield compare to our result via the Dobrushin criterion. In particular, we
provide a visual comparison between the three uniqueness methods, displayed
below in Figure 1 for two potentials with hard core, and in Figure 2 for the case
of the Strauss potential where the bound is conjectured.
3.3.1 Cluster expansion
The method of cluster expansion was first developed for lattice systems in the
1980s (see e.g. [18]) and then extended to the continuous case (see e.g. [19, 20]).
The idea (from Ruelle, see [25]) relies on a series expansion of the correlation
functions. More precisely, the criterion shows that the correlation functions of
a Gibbs point process can be expressed as an absolutely converging series of
cluster terms, and uniqueness is then proved by considering a set of integral
equations – the so-called Kirkwood-Salsburg equations – satisfied by the cor-
relation functions, which can be reformulated as a fixed-point problem in an
appropriately chosen Banach space, having therefore have a unique solution.
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Figure 1: Uniqueness regions for the different methods, for the potential
φ(x, y) = ∞1|x−y|≤1 on the left and φ(x, y) = ∞1|x−y|≤1 + 11<|x−y|≤3 on the
right.
In [15], S. Jansen presents a cluster expansion criterion for non-negative
interactions. However, as the most general form of this criterion yields an
implicit uniqueness region, in order to compare it to those obtained through
the other methods, we present here a weaker statement, that allows however to
obtain an explicit region.
Theorem 2 ([15]). Suppose there exist a non-negative measurable function a
and some t > 0 such that, for a.e. x0 ∈ Rd,
zet
∫ (
1− e−βφ(x0,y)
)
ea(y)dy ≤ a(x0).
Then there exists a unique Gibbs measure P ∈ Gz,β(φ).
Restricting a to be a constant, and remarking that maxa≥0 ae−a = 1/e, the
condition above holds for some a ≥ 0 and t > 0 as soon as
z sup
x∈Rd
∫
Rd
(
1− e−βφ(x,y)
)
dy < 1/e. (3.4)
Of course, by considering a non-constant function a in Theorem 2, one could
obtain a better bound than the 1/e from (3.4). For instance in [13], the authors
study the specific case of the 2-dimensional hard-sphere model and obtain from
cluster expansion the improved bound
sup
x∈Rd
∫
Rd
(
1− e−βφ(x,y)
)
dy < 0.5107.
It is to our knowledge the only reference that improves the classical cluster
expansion bound 1/e. But this uniqueness region is still smaller than the one
that results from Theorem 1.
We remark that the restriction to non-negative potentials greatly simplifies
the cluster expansion approach. Indeed, in this setting it is immediate to see
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Figure 2: Uniqueness regions for the classical Strauss potential φ(x, y) =
1|x−y|≤1, assuming the conjecture is valid.
that the correlation functions of any Gibbs measure are in the same Banach
space where uniqueness holds, which is not in general true (in [27] this requires
some superstability estimates).
3.3.2 Disagreement percolation
The method of disagreement percolation was introduced for lattice systems by
van den Berg and Maes [28, 29]. The idea behind disagreement percolation is
the construction of a coupling, sometimes called disagreement coupling, which
compares Gibbs specifications with two different boundary conditions outside of
a given box, in such a way that the disagreement points between the two Gibbs
specification are “connected” to the boundary of the box. If the probability
of being connected to the boundary of an increasingly large box goes to zero,
uniqueness holds.
Theorem 3 ([14]). If the potential is finite range, i.e. φ(x, y) = 0 when |x−y| >
R, then there is uniqueness of the Gibbs measure when
z <
zc(d)
Rd
,
where zc(d) is the percolation threshold of the Poisson Boolean model in di-
mension d connecting points at distance at most one.
Remark 3.1. Note that zc(d) ≥ 1/vd and, in the asymptotics as d → ∞,
zc(d) ∼ 1/vd, see [22]. Let us mention that in dimension d = 2, one has
zc(2) ' 1.43629, see [23].
Theorem 3 is stated and proved in [14] in a more general context. Firstly,
the interaction is not required to be coming from a pair potential but could be
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more general. Secondly, there does not need to be a hard core part for close
points, and the uniqueness bound remains the same.
Furthermore, Theorem 3 is stated only for finite range interactions. In [14]
the authors prove a more general statement with an interaction with finite
random range depending on the marks of each point of the configuration. In
their setting the marks are unbounded. But their result does not apply for
potential with infinite range, which are instead allowed in Theorem 1.
Finally, we remark that the disagreement percolation uniqueness region is
independent of the parameter β and depends only on the range of the interac-
tion. Typically, when β is large, the disagreement percolation uniqueness region
is larger than the one obtained from our bound in Theorem 1, but when β is
small, the uniqueness bound from Theorem 1 is better than the one coming
from disagreement percolation (see the second potential of Figure 1). We note
however that this typical behaviour depends on the form of the hard-core part
of the interaction from A – see assumption (A1) – and on the range of the
interaction.
3.3.3 Optimality of Theorem 1 within the Dobrushin criterion
The proof of Theorem 1 relies on the criterion introduced by Dobrushin in [10],
and then taking the limit a → 0 in the discretisation, as well as some “rough
inequalities”. We believe the simplicity of the uniqueness region obtained, along
with the ability to compare it to other criteria, is itself a justification for consid-
ering this method. It is of course reasonable to ask whether taking the limit for
a → 0 actually yields a larger uniqueness region than what could be obtained
by just considering a fixed a > 0.
With our notation, this translates to comparing the uniqueness regions ob-
tained by fixing some a > 0 or by taking the limit a→ 0, i.e. respectively,
Ua ..= {z ≥ 0 :
∑
j∈aZd
j 6=i
sup
γ,γ˜
dTV
(
Pz,βΛa,i,γ ,P
z,β
Λa,i,γ˜
)
< 1} = [0, z¯(a)], a > 0,
and
U0 ..= {z ≥ 0 : z sup
x∈Rd
∫
Rd
(
1− e−βφ(x,y)
)
dy < 1} = [0, z¯(0)],
where z¯(a) is the maximum of the set Ua, a ≥ 0.
While we do not address this question in the general case, we have per-
formed a numerical study in the simple case of the Hard-sphere model φ(x, y) =
(+∞)1|x−y|≤1 in dimension d = 2. Figure 3 below displays the upper bound
zc(a) of the Dobrushin uniqueness interval that we have computed numerically
for several values of a, showing that taking the limit a → 0 yields a larger
Dobrushin uniqueness region than that of any fixed a > 0.
4 Proof of Theorem 1
In this section we provide the proof to the main result of this paper, i.e. Theorem
1, presented in Section 3.1. As already stated in the Introduction, the result
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Figure 3: Dobrushin uniqueness bound a 7→ z¯(a) for the Hard-sphere model,
for several values of a ∈ [0, 0.7].
is an application to the continuous setting of the classical Dobrushin technique
for lattice models. To do so, we use a standard discretisation technique, via
a parameter a > 0 that defines the mesh size a. The novelty of our result,
and what leads to the explicit uniqueness region, consist in considering the
Dobrushin criterion in the limit as a → 0; this concludes the proof, in Section
4.4.
4.1 Formulation of the Dobrushin uniqueness result
The proof of Theorem 1 relies on the classical Dobrushin criterion [10]. In this
section we describe the setting and the results that apply to our model.
Let Ξ be a standard Borel set, which we call the spin space. The discrete
configuration space ΞaZ
d
is equipped with the standard cylinder σ-algebra. Let
Π = (ΠΓ(·|ξ))Γ⊂aZd,ξ∈ΞaZd be a discrete specification, i.e. a consistent family
of conditional probability measures indexed by a finite Γ ⊂ aZd and a discrete
configuration ξ ∈ ΞaZd . Furthermore, the discrete specification satisfies that for
all events A, ΠΓ(A|ξ) depends only on the restriction ξΓc of ξ to ΞΓc .
Definition 4.1. A probability measure Q on ΞZ
d
is said to be a Gibbs field
compatible with the specification Π if, for all finite Γ ⊂ aZd and all measurable
function g, it satisfies∫
g(ξ)Q(dξ) =
∫
g(ξ′Γ ξΓc)ΠΓ(dξ
′
Γ|ξ)Q(dξ).
Let A be a measurable subset of ΞaZ
d
such that Q(A) = 1 for every Gibbs
fields Q compatible with the specification Π. For any i, j ∈ aZd, we define
ki,j = sup
ξ,ξ˜∈A
ξk=ξ˜k ∀k 6=j
dTV
(
Πi (·|ξ),Πi (·|ξ˜)
)
, (4.1)
where Πi ..= Π{i}.
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Theorem 4. If
sup
i∈aZd
∑
j 6=i
ki,j < 1, (4.2)
then there exists at most one Gibbs field compatible with the specification Π.
Remark 4.1.
i. The initial result proved by Dobrushin in [10] is stated in the case of
Ξ = {0, 1}, and where the supremum in (4.1) is taken over all pairs of
configurations which coincide outside j, and not only the configurations in
a set of probability one. The result, however, generalises immediately to
the setting considered here. In particular, we will see how the restriction
ξ, ξ˜ ∈ A, together with assumption (A1), decreases the number of boundary
conditions that have to be considered.
ii. For continuum Gibbs models, it is sometimes preferable to apply the Do-
brushin-Pecherski criterion [12], which allows to restrict the set of possible
boundary condition in (4.1). For uses of such a criterion, see for example
[1, 21]. However, this criterion is less suited when looking for an explicit
uniqueness region, which is one of the goals of our work. In our case, we
do not need to use the Dobrushin-Pecherski criterion since our hard-core
assumption (A1) is naturally restricting the set of configurations in the
supremum in (4.1).
4.2 Discretisation of the problem
In order to apply Theorem 4, one must express the continuous model as a
lattice model. This construction is quite standard, and has been treated in
several papers, see for instance [1, 12]. We recall here the discretisation method
and some of its properties.
Consider again the division of Rd into cubes Λa,i = i+(−a/2, a/2]d, i ∈ aZd,
as well as the spin space Ξ = ΩΛa,0 with its σ-algebra FΛa,0 , and the natural
mapping
T : Ω→ ΞaZd , ω 7→ ξ,
defined by ξj = ωΛa,j − j ..= {x− j, x ∈ ωΛa,j}, which is a measurable bijection.
We define the discrete specification by setting, for any finite Γ ⊂ aZd,
ΠΓ(·|ξ) ..=Pz,βΛ,γ ,
where Λ = ∪i∈ΓΛa,i and γ = T−1(ξ), and let Gdiscretez,β (φ) be the set of proba-
bility measures on ΞaZ
d
compatible with the specification Π. The map T then
naturally induces an injective map
Tˆ : Gz,β(φ)→ Gdiscretez,β (φ).
Theorem 4 therefore naturally extends to the continuous setting: for any i, j ∈
aZd we write
ki,j = sup dTV
(
Pz,βΛa,i,γ ;P
z,β
Λa,i,γ˜
)
,
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where the supremum is taken over all γ, γ˜ such that γΛca,j = γ˜Λca,j and such
that γ, γ˜ are authorised, which is to say that for all x, y ∈ γ (resp. γ˜), we have
x−y 6∈ A; it is obvious that the set of authorised configurations has probability
1 under any P ∈ Gz,β(φ). We then have that, if
sup
i∈aZd
∑
j∈aZd
ki,j < 1,
then there is uniqueness of the Gibbs measure, i.e. #Gz,β(φ) = 1.
4.3 Computation of ki,j
In this section we consider a > 0 small enough such that
Λa,0 ⊂ B(0, α) ⊂ A.
Thanks to assumption (A1), this implies that every authorised configuration γ
has at most one point in each cube Λa,j .
Fix i, j ∈ aZd such that i 6= j, and consider two configurations γ, γ˜ such that
γΛca,j = γ˜Λca,j . Without loss of generality, we assume that Z
z,β
Λa,i
(γ˜) ≤ Zz,βΛa,i(γ).
For the sake of simplicity, we write Λ instead of Λa,i, so as not to confuse
Λa,i and Λa,j . By one equivalent formulation of the total variation distance, we
have
dTV
(
Pz,βΛ,γ ,P
z,β
Λ,γ˜
)
= 1−
∫
min
(
e−βHΛ(ωΛγΛc ))
Zz,βΛ (γ)
;
e−βHΛ(ωΛγ˜Λc ))
Zz,βΛ (γ˜)
)
pizΛ(dωΛ)
=
∫ (
e−βHΛ(ωΛγΛc )
Zz,βΛ (γ)
−min
(
e−βHΛ(ωΛγΛc )
Zz,βΛ (γ)
;
e−βHΛ(ωΛγ˜Λc )
Zz,βΛ (γ˜)
))
pizΛ(dωΛ).
Now let us denote by f+ = max(f, 0) the positive part of f . Using the fact
that zero or one point can be “allowed” inside Λ, and because of the hard-core
assumption (A1) and the choice of a small, we obtain
dTV
(
Pz,βΛ,γ ,P
z,β
Λ,γ˜
)
= ze−z|Λ|
∫
Λ
[
e−βHΛ(x∪γΛc )
Zz,βΛ (γ)
− e
−βHΛ(x∪γ˜Λc )
Zz,βΛ (γ˜)
]+
dx. (4.3)
Since e−z|Λ|/Zz,βΛ (γ) ≤ 1 and Zz,βΛ (γ)/Zz,βΛ (γ˜) ≥ 1, we estimate
dTV
(
Pz,βΛ,γ ,P
z,β
Λ,γ˜
)
≤ z
∫
Λ
[
e−βHΛ(x∪γΛc ) − e−βHΛ(x∪γ˜Λc )
]+
dx.
The right-hand side of (4.3) is largest when γ = ∅. Furthermore, thanks to
the hard-core assumption (A1), the other boundary configuration γ˜ contains at
most one point in the cube Λa,j , so that
dTV
(
Pz,βΛ,γ ,P
z,β
Λ,γ˜
)
≤ z sup
y∈Λa,j
∫
Λ
[
1− e−βφ(x,y)
]
dx,
and this bound is uniform over all pairs of allowed boundary configurations
(γ, γ˜).
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4.4 Obtaining the bound
Now, with the notations of Theorem 4, we have∑
j∈aZd
sup
γ,γ˜
dTV
(
Pz,βΛa,i,γ ,P
z,β
Λa,i,γ˜
)
≤ z
∑
j 6=i,j∈aZd
sup
y∈Λa,j
∫
Λa,i
[
1− e−βφ(x,y)
]
dx
≤ z
∫
Λa,i
∑
j 6=i,j∈aZd
sup
y∈Λa,j
[
1− e−βφ(x,y)
]
dx
= z
∫
Λa,i
∑
j 6=i,j∈aZd
1
|Λa,j |
∫
Λa,j
sup
y¯∈Λa,j
[
1− e−βφ(x,y¯)
]
dy dx
=
z
|Λa,i|
∫
Λa,i
∫
Rd\Λa,i
Ψa(x, y)dy dx
≤ z sup
x∈Λa,i
∫
Rd
Ψa(x, y)dy,
where Ψa is the function defined in (3.1). Taking the supremum over all i ∈ aZd
yields
sup
i∈aZd
∑
j∈aZd
sup
γ,γ˜
dTV
(
Pz,βΛa,i,γ ,P
z,β
Λa,i,γ˜
)
≤ z sup
x∈Rd
∫
Rd
Ψa(x, y)dy
a→0−−−→ z sup
x∈Rd
∫
Rd
(
1− e−βφ(x,y)
)
dy,
where the last convergence follows from Assumption (A3). This means, in
particular, that if z supx∈Rd
∫
Rd
(
1− e−βφ(x,y)) dy < 1, there exists a > 0 such
that the Dobrushin condition (4.2) of Theorem 4 is satisfied. This concludes
the proof of Theorem 1.
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