ABSTRACT With the rapid development of real-time applications in the Internet of Things, people have paid more and more attention on the traffic delay. Cloud radio access networks (C-RANs) are seen as a novel network architecture with significant advantages in reducing latency on control and data planes. In this paper, we aim to minimize the average user delay in a downlink C-RAN with a hierarchical structure of virtual controllers and high-speed but limited-capacity fronthaul links, by simultaneously considering edge caching, user association, and computing resource allocation. We first propose a caching scheme based on user preference and user mobility. Then the user association scheme is carried out according to the distances between users and remote radio heads. Finally, we reformulate the computing resource allocation problem as a matroid-constrained submodular function maximization problem and propose a heuristic scheme to find a sub-optimal solution. Besides, fronthaul compression technique is adopted to alleviate the capacity constraint of fronthaul links. Simulation results reveal that the proposed scheme achieves a better performance in terms of average system delay than three baseline schemes.
been done on user task scheduling and resource allocation to reduce the traffic delay [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . For example, the authors in [5] jointly optimized task scheduling and resource allocation to minimize the average delay including task execution delay and signal transmission delay under a total power constraint, the authors in [6] , [8] , [11] studied the problem of transmission resource allocation. In addition, there were some works on the joint allocation of transmission resource and computing resource, such as [14] , [15] . But these mentioned works did not take edge caching into account, which is an important technique to reduce the end-to-end delay [16] .
Distributed caching at the edge of the mobile cellular network has been widely studied in recent years [17] [18] [19] [20] [21] [22] [23] [24] [25] . For example, in order to minimize the total latency consumption of the computation tasks, the authors in [17] jointly considered computation offloading, content caching, and resource allocation. Two caching policies were proposed in [20] under different requirements of delay. In [23] , a novel cooperative hierarchical caching framework in a C-RAN was proposed to minimize the average delay-cost of content delivery. The authors in [24] proposed the use of wireless multicast together with base-station and jointly optimized cache size allocation and beamforming design to minimize the file downloading time. In order to minimize the latency, the problem of edge computing and caching in fog computing networks was investigated in [25] . The authors in [26] studied the caching with user preference for C-RANs. However, in terms of caching scheme, these mentioned works did not jointly consider user preference and user mobility.
In this paper, we consider a downlink C-RAN consisting of several clusters of the cache-enabled RRHs. A local controller is assigned to each cluster and a high-level controller coordinates decisions among these local controllers from a global view. Different from the conventional caching schemes, the local controller determines the file caching scheme according to local preference which denotes the user preference belonging to the users who are likely to associated with the RRHs in its respective cluster. The size of local preference is determined by user preference and user mobility. The main contributions of this paper are listed as follows:
• We introduce a multi-user and multi-cluster C-RAN with a hierarchical structure of virtual controllers and aim to minimize the average delay of such a C-RAN by joint considering user association, edge caching, and computing resource allocation.
• We propose an edge caching scheme according to local preference. More specifically, each local controller pays more attention to the user preference belonging to the users who are most likely associated with the RRHs in its respective cluster.
• We reformulate the allocation problem of computing resource as a submodular function maximization problem and propose a heuristic scheme to find a sub-optimal solution. The remainder of this paper is organized as follows. In Section II, we introduce the system model and formulate a delay minimization problem. Section III proposes a file caching scheme. Section IV not only proposes an user association scheme, but also proposes a greedy scheme based on the submodular function maximization. In Section V, we evaluate the performance of the proposed scheme and finally conclude the paper in Section VI.
Notation: We use uppercase and lowercase boldface letters to denote matrices and vectors, respectively. The N × N identity matrix is denoted by I N . An all-zero matrix is denoted by 0, and an all-one matrix is denoted by 1. The superscripts (·) H , (·) T , (·) * , (·) ⊥ , and (·) − stand for the conjugatetranspose, transpose, conjugate, orthogonal projection, and Moore-Penrose inverse operations, respectively. E{·} denotes the expectation operator. 
II. SYSTEM MODEL
In this paper, we consider a downlink C-RAN, which consists of a device layer, an access layer, and a cloud layer, as shown in Fig. 1 . The device layer includes U randomly distributed single-antenna users with a set U = {UE 1 , UE 2 , . . . , UE U }. These users can be mobile phones, laptops, tablets, and so on. The access layer is composed of a set of clusters, M = {CL 1 , CL 2 , . . . , CL M }, and each CL m is assumed to have the same number N of single-antenna RRHs, which are labeled as N m = {RRH m1 , RRH m2 , . . . , RRH mN }. The RRHs in the same cluster together serve the users who are associated with their respective cluster. In the cloud layer, a two-tier control plane is introduced, where the upper tier consists of a high-level controller and the lower tier consists of M local controllers corresponding to M clusters. Each local controller is in charge of the RRHs in the same cluster and deals with cluster-wide issues, such as collecting information about user preference and user mobility, making caching decisions, and so on. In addition, each local controller is equipped with a server which possesses computing resource and can create a set of virtual machines (VMs) to execute files. Due to the limitation of power resource, each local server can provide at most V VMs in computing resource allocation period. The set of VMs at server m is labeled as V m = {VM m1 , VM m2 , . . . , VM mV }, where VM mv represents the v-th VM at server m for ∀m ∈ M and ∀v ∈ V. 1 In this work, the caching technique is adopted and each RRH has a cache of finite storage size. It is assumed that the content provider in the data center contains a set F = {FI 1 , FI 2 , . . . , FI F } of static equal-size contents. In section III, we will propose a file caching scheme according to local preference which denotes the user preference belonging to the users who are likely to associated with the RRHs in its respective cluster. The size of local preference is determined by user preference and user mobility. The set of the L files cached in CL m is denoted as F m .
In this paper, for the convenience of analysis, we assume that each user requests a file and each file has the same size defined by a twosome (D, X ), where D denotes the size of the file in bits, X is the quantity of CPU cycles required to transcode or process the format of the file per bit. For UE u , the communication process is described as follows
• UE u is first associated with a CL m and sends a request for
• If the file requested by UE u is cached in RRHs in CL m , the RRHs will directly take the file from the cache and then send it to UE u (referred to as cache-hit UE);
• Otherwise, the file request will be sent to the high-level controller by the local controller. Then, the requested file is taken from the file server and processed by the VMs assigned by the local server in CL m . After the file processing is finished, the output signals are delivered to RRHs for transmission to UE u (referred to as cache-miss UE).
A. TRANSMISSION DELAY
In this section, we define a u m ∈ {0, 1} ∀m ∈ M and ∀u ∈ U, to represent the relationship between UE u and CL m (a u m = 1 when UE u is associated with CL m , otherwise a u m = 0). Due to the separation of different clusters, we assume each user can be associated with at most one cluster at the same time, i.e., m∈M a u m ≤ 1, ∀u ∈ U. To improve the target signalto-interference-plus-noise ratio (SINR) at the transmitter side and increase the transmission rate, we assume that each user can be served by all RRHs in the cluster. We also define U m = {u : a u m = 1, u ∈ U} as the index set of users that are associated with CL m , whose cardinality meets the constraint
In order to alleviate the pressure on fronthaul transmission, the compress-and-forward scheme is adopted, which first compresses the precoded signal and then transmits the compressed description to the users. The compressed signal for the RRHs in CL m is given aŝ
where [27] , if the original signal can be recovered at the receiver, the following condition should be met
where C m is the fronthaul capacity of CL m and is assumed to be the same, i.e., C m = C, ∀m ∈ M.
For all cache-hit users in CL m , the transmit signal of all RRHs in the cluster is denoted as
Therefore, the total transmitted signal of all RRHs in CL m is
We adopt the same assumption as [28] that the perfect channel estimation is available. The signal received by UE u is given as
where p is the transmission power of each RRH,
T is the channel vector between UE u and the RRHs in CL m , h m ju ∼ CN (0, 1) and m ju represent the small-scale fading and large-scale fading, respectively, n u ∼ CN (0, σ 2 n ) is the additive white Gaussian noise. In (5), the first part is the useful signal, the second and third parts are the interference from the same cluster interference (SCI) and the inter-cluster interference (ICI), respectively.
The power constraint of each cluster is given as
where in CL m . We adopt the regularized zero-forcing (RZF) precoding to eliminate SCI, which is given as
In the above equation, ξ is a normalization scalar to satisfy the power constraint (6), ϕ is the regularization parameter,
Given UE u is associated with CL m , the SINR of UE u can be given by
where SCI mu and ICI mu denote the interference from users in the same cluster and inter-cluster, respectively, and given as follows
The average downlink transmission time of UE u can be expressed by
where D f is the size of FI f in bits requested by UE u , R u = E B log 2 1 + m∈M a u m γ mu is ergodic achievable rate of UE u , and B is the system bandwidth.
B. EXECUTION DELAY
Given UE u is associated with CL m , if the file requested by UE u is not cached at the RRHs in CL m , the file request will be delivered to the high-level controller through the local controller of CL m . Then the high-level controller commands the file server to send the requested file to the local server of CL m and the local server will allocate VMs to the file for processing. We use b u mv ∈ {0, 1} (∀m ∈ M, ∀v ∈ V m , ∀u ∈ U) to represent the relationship between VMs assigned by CL m and UE u , where b u mv = 1 denotes the local server of CL m allocates VM mv to execute the file requested by UE u , otherwise b u mv = 0. It is assumed that each file can be executed by the VMs in the same server, i.e., m∈M b u mv ≤ 1, ∀u ∈ U, ∀v ∈ V m , and each VM can execute at most one file at the same time, i.e., u∈U b u mv ≤ 1, ∀m ∈ M, ∀v ∈ V m . Besides, the cluster whose local server allocates VMs to the file requested UE u is the same one with which UE u is associated, i.e., χ
where ζ is VM execution capability, β u mv denotes the execution efficiency and is assumed to be the same, i.e., β u mv = β, ∀v ∈ V m . In the case where there is no VM allocated by CL m 's local server to execute the file, a large delay consisting of the waiting time and the execution time will occur and here is assumed to be a constant t
for simplicity of analysis [5] .
C. PROBLEM FORMULATION
Thanks to the wired fronthaul links, the delay from the servers to their respective RRHs can be ignored. In this section, our goal is to minimize the average system delay including transmission delay and execution delay of all users. Since each VM has the same computation capability, the power constraint of the VMs can be converted to the number constraint of VMs running at the same time. The problem of interest can be formulated as follows
where
, and δ m represents the maximum number of VMs running simultaneously supported by the local server of CL m . In problem (13), constraint (13b) states that each UE u is at most associated with one cluster, constraint (13c) says the number of users that are associated with CL m should be less than or equal to the number of RRHs in CL m in order to use RZF to mitigate the users' interference and improve the rate, constraint (13d) shows that the cluster whose local server allocates VMs to the file requested UE u is the same one which UE u is associated with, constraint (13e) indicates power constraint for VMs of each local server, constraint (13f) indicates that each VM can only be assigned to at most one file, constraint (13g) states that these VMs assigned to the same file belong to the same local server, constraint (13h) indicates that the number of files cached in each cluster is limited by L.
The problem in (13) is a non-linear mixed-integer programming, which is difficult to solve. In order to find a sub-optimal solution, in the next section we will separate problem (13) into three sub-problems: File caching, user association, and computing resource allocation problems.
III. FILE CACHING SCHEME
In this section, we will propose a file caching scheme according to local preference which is determined by user preference and user mobility. According to [29] , user preference is defined by the conditional probability distribution of a user requesting a file, which is denoted as q u = [q 1|u , q 2|u , . . . , q F|u ] for UE u , where q f |u is the conditional probability that UE u user requests the file FI f . The user preference should meet the constraints f ∈F q f |u = 1 and q f |u ∈ [0, 1], ∀f ∈ F, ∀u ∈ U.
To describe user mobility conveniently, the system operation time is split into time slots. User mobility is characterized by the probability that each user will move into a certain cluster next time slot. We define a probability vector ρ u = [ρ 1|u , ρ 2|u , . . . , ρ M |u ] for UE u , where ρ m|u is the conditional probability that UE u will be in CL m next moment, 
IV. USER ASSOCIATION & COMPUTING RESOURCE ALLOCATION SCHEMES
In this section, we first propose a heuristic user association scheme. Then given the conditions of file caching and user association, we propose a scheme of computing resource allocation based on submodularity.
A. USER ASSOCIATION SCHEME
Since we assume the users keep static in a time slot and may move in next time slot, we only need to solve the following problem in each time slot
which aims to minimize the average transmission delay. Due to the NP-hardness of problem (14), it is usually difficult to obtain a globally optimal solution. Thus, we propose a heuristic scheme based on the principle of minimum distance to find a sub-optimal solution. 
then update C(u ) = m , U m = U m ∪ {u }, and d u mn = +∞, ∀m, ∀n. Since the user number that each CL m can serve at the same time is limited to N , the distances between all users to all the RRHs in CL m is set to infinity, i.e., d u mn = +∞, ∀u, ∀n when |U m | = N . The iteration process continues until C(u) = 0, ∀u.
B. COMPUTING RESOURCE ALLOCATION SCHEME
Given the conditions of user association and file caching, we only need to care about the computation delay of the cache-miss users since cache-hit users do not need computing resource. Thus the problem (13) can be simplified as follows
The non-linear problem (16) is in general NP-hard, which is extremely difficult to find a globally optimal solution.
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To solve this problem, we first give an equivalent expression of problem (16) as follows
which can be interpreted as a problem maximizing the reduction of the delay cost. In the following, we will reformulate problem (17) as a submodular function maximization problem.
1) PROBLEM REFORMULATION
We first define the set of the cache-miss users in CL m as U m = {UE m1 , UE m2 , . . . , UE mN m } with the cardinality | U m | = N m . After user association is completed, each local controller finds out the cache-miss users in its respective cluster and then allocates computing resource to execute files requested by the cache-miss users. Take CL m as an example. Problem (17) can be translated into the following problem
where According to Lemma 1 and Theorem 1, we can replace the constrains (18b) and (18c) with I m . Then the problem (18) can be translated into a matroid-constrained monotone submodular maximization problem
We adopt the greedy scheme to maximize a monotone submodular function under the constraint of a matroid [5] , [30] . return: X m = B m ; 12: end for 13: return: X = {X 1 , X 2 , . . . , X M }.
Algorithm 3

2) GREEDY SCHEME
The greedy scheme for computing resource allocation is shown in Algorithm 3. In Algorithm 3, B mv is initialized as an empty set and B m = V v=1 B mv , ∀m ∈ M. Take CL m as an example. In each iteration, an action z * =b UE mi mv ∈ B m with the highest marginal gain is added into the set B m and removed from the set B m . Besides, the actions that allocate VM mv to a file requested by any UE mi in CL m should be removed from the candidate action set, i.e., B m = B m \ B mv . The iteration will continue until the set B m is empty or the marginal gain is zero.
The operation mechanism of our proposed scheme is as follows.
• Each cluster caches files into RRHs according to Algorithm 1 in a relatively long period.
• User association is performed according to Algorithm 2 and computing resource allocation is executed according to Algorithm 3 in time slots. Complexity Analysis: As seen from Algorithm 1 and Algorithm 2, the problems of caching and user association possess the computational complexity with proportional to the parameters U , M and N . In Algorithm 3, we assume the time spent calculating each marginal gain is O(1) and given U is a constant, then the computational complexity of the for loop is O(MV ).
Convergence Analysis: 1) A file caching scheme according to local preference which is determined by user preference and user mobility is proposed by Algorithm 1, which can result in a higher cache-hit probability; 2) Due to the separation of different clusters, each user can be associated with at most one cluster at the same time. Meanwhile, we assume each user can be served by all RRHs in the cluster, which can improve the target SINR at the transmitter side and increase the transmission rate. Therefore, Algorithm 2 converges to the optimal solution; 3) By exploiting submodularity, Algorithm 3 can find solutions with 0.5-approximation to the optimal value in general [5] . 
V. SIMULATION RESULTS
In this section, we evaluate the performance of our proposed scheme through extensive simulation results. We consider a simulation scenario, as shown in Fig. 2 , where M = 4 clusters are uniformly distributed and U = 32 single-antenna users are randomly distributed in an square area. Note that the users keep static in each time slot but may move to other clusters next time slot according to the mobility probability. Each cluster has a disc area with a radius of 300m and is composed of N = 10 randomly distributed single-antenna RRHs. The distance between neighboring clusters is 600m. We assume the total number of files is F = 1000, the number of cached files per RRH is L = 60, and the size of each file is D = 10 6 bits. We also assume the number of the VMs created by each local server is V = 30 with the execution efficiency uniformly distributed in [0.1, 1]. More default parameter values are listed in Table 1 .
We first introduce three baseline schemes for comparison:
• Baseline 1: Caching based on global user preference (CGUP). The main difference between the proposed caching scheme and the CGUP scheme is that in the CGUP scheme all RRHs cache files based on global user preference.
• Baseline 2: Average allocation of computing resource (AACR). The main difference between the proposed scheme and the AACR scheme is that in the AACR scheme computing resource is as averagely as possible allocated to the files requested by cache-miss users in each cluster. The extra computing resource in each cluster is assigned randomly.
• Baseline 3: Caching based on global user preference and average allocation of computing resource (CGAA).
In the CGAA scheme, all RRHs cache files based on global user preference and computing resource is as averagely as possible allocated to the files requested by cache-miss users in each cluster. Fig. 3 shows the relationship between the average system delay and the amount of file data. It can be seen from Fig. 3 that the four schemes have the same trend and the proposed scheme shows the best performance. The average computational delay of the CGUP scheme is greater than that of the proposed scheme because the cache-hit probability of the CGUP scheme is lower than that of the proposed scheme based on user preference and user mobility. Since the proposed scheme and the AACR scheme use the same file caching scheme, the average transmission delay of them is equal. The proposed scheme outperforms the AACR scheme because the proposed scheme allocates computing resource based on greedy scheme, but the AACR scheme is based on average allocation. Fig. 4 compares the relationship between the average delay and VM capability. We can see that the average delay of the four schemes is gradually reduced when the computing capability of VM is increased, and the average delay of the proposed scheme is smaller than the other three schemes. Compared with the average allocation scheme of the computing resource, the advantage of the greedy scheme becomes smaller and smaller when the computing capability of VM increases. This will cause the gap of delay between the proposed scheme and the AACR scheme to be smaller and smaller. Since the same computing resource allocation method is used by the proposed scheme and the CGUP scheme, the gap of average delay between them is almost the same.
It can be seen from Fig. 5 that the increase of the cache size by each RRH causes the decrease of the system average delay of the four schemes and the proposed scheme has a smaller delay than the other three schemes. This is because the more files are cached by each RRH, the higher cache-hit probability is. Thus the average computation delay is reduced. Besides, the difference in the cache-hit probabilities of the proposed scheme and the CGUP scheme gets bigger when the the cache size by per RRH increases, and the delay caused by the allocation of computing resource according to the greedy scheme is also smaller, therefore, the performance of the proposed scheme is better than the other three schemes, of which the CGAA scheme is the worst. Fig. 6 shows the relationship between the average system delay and the fronthaul capacity. We find that the average FIGURE 5. Comparison of the proposed scheme and three baseline ones, the CGUP scheme, the AACR scheme, and the CGAA scheme: The average delay t versus the cache file quantity L with D = 10 6 bits, ζ = 10 8 cycles/s, and C = 45 bps/Hz.
FIGURE 6.
Comparison of the proposed scheme and three baseline ones, the CGUP scheme, the AACR scheme, and the CGAA scheme: The average delay t versus the fronthaul capacity C with D = 10 6 bits, ζ = 10 8 cycles/s, and L = 60.
delay of the four schemes are decreased as the fronthaul capacity increases. This is because the increase of the fronthaul capacity results in the decrease of quantization noise, thus the average transmission delay is reduced. Besides, the reduction of quantization noise makes the gap of the average transmission delay between the proposed scheme and the CGUP scheme to become smaller and smaller, while the gap of the average computation delay between the two scheme keeps unchanged. Since the proposed scheme and the AACR scheme have the same hit probability, the increase of the fronthaul capacity will not change the gap of the system average delay between the two schemes.
VI. CONCLUSION
In this paper, we aimed to minimize the average delay of a downlink C-RAN by simultaneously considering edge caching, user association, and computing resource allocation. A heuristic caching scheme based on user preference and user mobility was proposed to guide the file caching in each cluster. Then we proposed a heuristic scheme based on the distance for the user association problem. Finally, we reformulated the allocation problem of computing resource as a submodular function maximization problem and proposed a greedy scheme to find a sub-optimal solution. Besides, we used fronthaul compression technology to alleviate the pressure caused by limited fronthaul capacity. Simulation results revealed that our proposed scheme achieved the better performance than other three baseline schemes.
APPENDIX A PROOF OF LEMMA 1
In order to prove that the D m satisfies the condition of the matroid, we must prove that it satisfies the three conditions in [5] . The first condition and the second condition are clearly satisfied, and we mainly prove the third condition. If there are no cache-miss users in CL m , then D m = ∅. Otherwise assume I m1 , I m2 ∈ I m and |I m1 | < |I m2 |, and ∃v ∈ V m , |I m1 ∩ B mv | < |I m2 ∩ B mv |. Without losing generality, we assume index v satisfies
is added into I m1 . We find that after adding a new element z * , I m1 still belongs to I m , i.e., I m1 ∩ {z * } ∈ I m . From the above analysis, D m also satisfies the third condition. Therefore, the set D m is a matroid.
APPENDIX B PROOF OF THEOREM 1
In order to prove T m = u∈ U m T mu is a monotone submodular function, we only need to prove that T mu is a monotone submodular function for each u ∈ U m because the sum of monotone submodular functions is also a monotone submodular function. We first define I m1 ⊆ I m2 ⊆ I m and let z =b UE mu mv ∈ I m \I m2 , where z denotes VM mv is allocated to UE u which is also called UE mu in the set U m . When adding z into I m1 , the marginal gain of function T mu is given as follows (22) where ω u
is the sum of execution efficiency of the VMs allocated to the file requested by UE u . For ∀u ∈ U m , u = u, T mu (z|I m1 ) = 0. Similarly, when adding z into I m2 , the marginal gain of function T mu is given as follows 
According to (22) , (23) HONGBO ZHU received the B.S. degree in communications engineering from the Nanjing University of Posts and Telecommunications, Nanjing, China, in 1982, and the Ph.D. degree in information and communications engineering from the Beijing University of Posts and Telecommunications, Beijing, China, in 1996. He is currently a Professor with the Nanjing University of Posts and Telecommunications. He is also the Head of the Coordination Innovative Center of IoT Technology and Application, Jiangsu, which is the first government authorized Coordination Innovative Center of IoT in China. He has authored or coauthored over 200 technical papers published in various journals and conferences. He is currently leading a big group and multiple funds on the Internet of Things (IoT) and wireless communications with a current focus on architecture and enabling technologies for the IoT. His research interests include mobile communications, wireless communication theory, and electromagnetic compatibility. He also serves as a Referee or an Expert for multiple national organizations and committees.
