Abstract. In this paper we present a reduced basis method for the parametrized Fokker-Planck equation associated with evolution of Finitely Extensible Nonlinear Elastic (FENE) dumbbells in a Newtonian solvent for a (prescribed) extensional macroscale flow. There are two new important ingredients: a projection-based POD-Greedy sampling procedure for the stable identification of optimal reduced basis spaces; and a finite-time a posteriori bound for the error in the reduced basis prediction of the two outputs of interest -the optical anisotropy and the first normal stress difference. We present numerical results for stress-conformation hysteresis as a function of Weissenberg number and final time that demonstrate the rapid convergence of the reduced basis approximation and the effectiveness of the a posteriori error bounds.
1. Introduction. The flow of polymeric fluids can be described by a variety of mathematical models from purely phenomenological macroscale approaches to multiscale kinetic-theory based approaches [8, 9, 34] . The latter often take the form of the (Navier-)Stokes equation for the macroscale coupled to a Fokker-Planck description of the microscale: Stokes provides Fokker-Planck with strain rate; Fokker-Planck provides Stokes with an "extra polymeric stress" [9] . The microscale description includes both a spring-mass model and Brownian effects (reflected in the convective and diffusive components of the Fokker-Planck equation): the spring model will typically include n s springs each described by a prescribed force law -most simply Hookean, but more realistically FENE (Finitely Extensible Nonlinear Elastic) [40] .
There are two approaches to the numerical solution of the Stokes Fokker-Planck system: in the first approach, the Fokker-Planck equation is replaced by the equivalent stochastic differential equations that are then treated by Monte Carlo techniques [33] ; in the second approach, the Stokes Fokker-Planck system is retained in deterministic form and treated by numerical techniques for partial differential equations (PDEs) [20, 25, 28] . The first approach can more readily treat high-dimensional systems (n s large) but provides relatively slow convergence; the second approach can not readily treat high-dimensional systems but provides relatively faster convergence. An informative review of both stochastic and deterministic macro-micro numerical methods can be found in [23] . In this paper our interest is in the second, or "PDE," approach to the Stokes Fokker-Planck system.
As already indicated, the main difficulty with the PDE approach is dimensionality: in particular, the Fokker-Planck equation is posed over physical-configuration space -a d × (dn s ) dimensional space. There are several approaches to the separation, or decoupling, of physical and configuration space: an alternating direction method can be developed, as described in [9, 20] ; or Lagrangian techniques can be applied to the physical-space convection term. The latter will be our point of departure here: the Fokker-Planck equation over the d 2 n s -dimensional space is replaced by N phys copies of a Fokker-Planck equation over a dn s -dimensional configuration space; here N phys is the number of nodal or quadrature points associated with, say, finite element discretization of the macroscale Stokes (plus extra stress) description in physical space.
These N phys copies of the Fokker-Planck equation may in turn be interpreted as N phys instantiations of a single Fokker-Planck equation, parametrized with respect to the strain rate, over a dn s -dimensional configuration space: this parametrized FokkerPlanck system must be solved at each of the N phys nodal points in physical space given the macroscale strain rate -more precisely, Lagrangian macroscale strain rate history -associated with the nodal point. (Of course the Fokker-Planck equations at different nodal points, and hence associated with different strain rate-cum-parameter values, are indirectly and nonlinearly linked via the Stokes equation extra-stress term; however, we can eliminate this dependence in the computational context by appropriate temporal discretizations or iterative solution procedures.) Our interest is in the application of a reduced basis method [1, 15, 32, 39 ] -more specifically the certified reduced basis method of [29, 30, 36] -to this parametrized Fokker-Planck equation.
The reduced basis method addresses (rapid) evaluation of functional outputs of parametrized PDEs -in our case here, the strain rate-parametrized Fokker-Planck system. The reduced basis approach accepts an expensive Offline stage in order to minimize in a subsequent Online stage the marginal cost of each new input parameter → output evaluation -in our case here, strain rate → extra stress evaluation. The reduced basis method is thus ideally suited for rapid evaluation in the many-query context -in our case here, the N phys appeals to the Fokker-Planck system: in this situation, the cost of the Offline stage is asymptotically negligible. (The reduced basis method is also well-suited to real-time or "deployed" contexts such as parameter estimation and control: in this situation, the cost of the Offline stage is deemed unimportant.) In this paper we consider only a first step in this program.
We address the very simple case of a suspension of FENE dumbbells (n s = 1) in an extensional flow: the flow is specified -which thus by executive fiat decouples the macroscale flow from Fokker-Planck (though not vice versa); the strain rate is uniform over the physical domain -which eliminates (without appeal to Lagrangian techniques) the spatial coordinate from the Fokker-Planck equation. This simple extensional flow is in fact of significant theoretical [16, 17, 37] and experimental [35] interest and is much studied in the context of stress-conformation hysteresis [13] . Our approach shall permit rapid evaluation of optical anisotropy and first normal stress difference histories for many different strain rates with application, say, to parameter estimation [27] . 1 The methodology developed in this paper also forms a foundation for subsequent study of more difficult problems in which the strain rate varies over the spatial domain, additional FENE parameters are included in the reduced basis formulation, and finally the Fokker-Planck equation is coupled back to the Stokes equation through the extra stress term.
In Section 2 we describe the governing equations, the "truth" finite element discretization on which the reduced basis approximation is built, and finally the reduced basis (Galerkin) approximation. In Section 3 we present rigorous bounds for the error in the reduced basis prediction relative to the truth finite element approximation: we develop estimators for the field variable in various norms as well as for the outputs of interest. We note that the application of model order reduction approaches to polymeric flows is not new [2, 3] ; our emphasis is on the development and application of rigorous a posteriori error bounds. In Section 4.1 we discuss the ConstructionEvaluation procedure which ensures efficient identification of an optimal reduced basis approximation space in the Offline stage and rapid (many-query) input-output evaluation in the Online stage; we discuss in Section 4.2 our algorithm for the former -a POD-Greedy sampling procedure. Finally, in Section 5 we present numerical results for the stress-conformation hysteresis problem: reduced basis convergence, error estimation effectivity, and computational efficiency.
2. Formulation and Discretization. We introduce the continuous formulation of the FENE Fokker-Planck equation in Section 2.1, the corresponding "truth" finite element discretization in Section 2.2, and finally the reduced basis approximation in Section 2.3.
Continuous Formulation.
We shall non-dimensionalize our problem in terms of macroscale variables: L, the macro length scale, for all lengths; U , the macro velocity scale, for all velocities; and L/U (the inverse macroscale strain rate) for all times. The Fokker-Planck equation for FENE dumbbells in a spatially uniform extensional flow is then given by
Here ψ is the probability density for the dumbbell configuration; q ∼ is the configuration coordinate -end-to-end vector -in a configuration space D; D is a ball of radius √ b, where b is a non-dimensional measure of maximum dumbbell extension -typically in the range 10-1000; ∇ q and ∆ q refer to the gradient and Laplacian operators with respect to the configuration coordinate; t is time in the interval (0, T ]; κ ≈ is the (pure extensional) strain rate given by diag(1, −1)g(t), where g(t) = 1 (respectively, 0) for 0 < t ≤ T /2 (respectively, T /2 < t ≤ T ); Wi is the Weissenberg number Wi = U λ/L, where λ is the characteristic dumbbell relaxation time; and F ∼ is the FENE force law, given by F ∼ (q
ψ(q, t = 0) = ψ 0 (q) is taken to be the zero-strain-rate steady-state probability density,
, where Z is a normalization constant chosen so that
We impose a homogeneous Dirichlet boundary condition on ψ over the boundary of D; the FENE force law prevents dumbbells from extending to their maximum length. Note that since ψ is a probability density it should remain nonnegative and furthermore satisfy D ψ(q
The FENE force term in (2.1) acts as an unbounded convection coefficient. To ensure stability, Chauvière & Lozinski [11, 12, 28] propose a new dependent variablê ψ given byψ
for a positive constant s; we choose here s = 1. It shall also prove convenient in our parametric context to rescale time t →t wheret = t/T ; recall that T is the final time. Substitution of these changes in dependent and independent variables yields the transformed problem (cf. (37) in [26] )
It is shown in [26] that for any b ≥ 4 there exists a unique
3) (and therefore also a corresponding unique ψ ∈ H 1 0 (D) for (2.1)).
We now introduce a parametrization of this equation that is appropriate for the purposes of this paper. The two parameters of interest for this problem are the Weissenberg number, Wi, and the final time, T -b is assumed to be fixed, andκ ≈ is determined by the extensional flow. Hence, we let µ 
we specify particular values later in the paper. Note that in the limit Wi → 0, ψ departs negligibly from ψ 0 ; furthermore the time to reach steady state (i.e. the "diffusion time scale") is proportional to Wi. Hence to avoid "uninteresting" behavior we could consider a triangular parameter domain in which T ≤ CWi for some constant C; we prefer here the simpler approach of a rectangular domain D with a positive lower bound Wi min .
We now introduce the weak formulation. we consider the weak form of (2.3): fort
4) where
are continuous bilinear forms. The output quantities of interest for relaxation of extensional flow are the first normal stress difference (N.S.) 8) and the optical anisotropy (O.A.),
Both l 1 and l 2 are bounded linear functionals on X and in fact bounded linear functionals over L 2 (D) -as we shall exploit subsequently.
Remark 2.1. For the sake of concreteness, we have developed the formulation and parametrization above for the specific case of relaxation of extensional flow. However, it is worth emphasizing that the computational framework and a posteriori error analysis developed in the subsequent sections are valid for arbitraryκ
Moreover, the framework developed here can also be adapted to the case in which b is a parameter rather than a fixed constant.
Remark 2.2. We set d = 2 above for the planar extensional flow problem under consideration, but the computational approach developed here can also be applied when d = 3 -we emphasize this point in the sequel by continuing to carry the variable d.
Truth discretization.
We now develop an Euler-backward finite element discretization of (2.4) which shall henceforth be referred to as the "truth" formulation. We shall build the reduced basis approximation on this truth approximation, and we shall measure the error in the reduced basis approximation relative to this truth approximation.
Let X N ⊂ X be a finite element space of dimension N and lett
for our initial condition we takeψ N 0 as the L 2 (D) projection ofψ 0 onto X N . We can then evaluate the associated truth outputs, N.S.
will be conserved by the truth formulation for 1 ≤ k ≤ K (an analogous result is provided by Chauvière & Lozinski for their spectral method [12] ). Note, however, that in practice we use a finite element subspace which introduces (typically small) numerical error into this conservation property.
Reduced basis approximation.
The reduced basis approximation now follows directly from (2.10). We suppose that we have generated a set of mutually (·, ·) X -orthonormal basis functions, {ξ n ∈ X N , 1 ≤ n ≤ N max } in terms of which we construct the N max hierarchical reduced basis spaces
(A POD-Greedy algorithm for constructing the basis functions ξ n is detailed in Section 4.2.)
Then, given µ ∼ ∈ D, the reduced basis solution,ψ
for our initial condition we takeψ 
A posteriori error bounds.
In this section we derive error bounds for the reduced basis approximation relative to the truth formulation. We first develop in Section 3.1 some preliminary results; in Section 3.2, we derive an L 2 (D) bound for ψ N , which also yields error bounds for the outputs N.S. N and O.A. N ; we next derive in Section 3.3 an a posteriori error bound in the "energy" norm; finally, in Section 3.4, we discuss a technique for computing the stability factor lower bounds that arise in the error estimates.
N denote the error in the reduced basis solution with respect to the truth solution, e
The latter result is used in the evaluation of our error bounds.
We shall also require the following stability factor in the a posteriori error bounds derived in Section 3.2 and 3.3,
where
for v, w ∈ X. In fact, in practice we will evaluate a lower bound, σ LB (t; µ 
for all w ∈ X. Proof. The proof follows closely the argument from Section 3.2 of [26] . For any α > 0, we have 8) and by Hardy's inequality (see, for example, [6] ) we further obtain
Therefore, setting α so that 2b α d + 8Wi κ
, where · 2 denotes the matrix 2-norm, it follows (since q
Then, since b ≥ 4,
for all w ∈ X. Note that, for our particularκ 
and that b ≥ 4 is fixed. Then for the reduced basis approximation defined in (2.13), we have
Proof. It follows from (3.1) that
Using the identity 2(A
2 on the first term in (3.13), we obtain the inequality
We now apply the identity w ∇ q w = 1 2 ∇ q (w 2 ) and integrate by parts to find
On substituting (3.15) into (3.14), we get
Note that since b ≥ 4, the P (·, ·) term in (3.16) is stabilizing. We now apply the bound r
X on the right-hand side of (3.16) and invoke Young's inequality to obtain
and hence,
Recalling our hypothesis (1 +
Summing from j = 1 to k gives
(1 + 
The bound for the O.A. output is derived analogously.
Energy error bound.
In this section we derive an a posteriori error bound in the "energy norm," · 2 (0,t k ;X) , which is defined as
This energy norm bound is useful in the POD-Greedy algorithm developed in Section 4.2: we perform Greedy parameter selection based on the energy norm error bound (rather than the L 2 (D) error bound) because this leads to greater consistency between the POD and Greedy components of the algorithm. The energy norm bound requires a second stability factor,σ(t k ; µ ∼ ), defined as
It follows from the same arguments as in the proof of Proposition 3.1 thatσ(t k ; µ ∼ ) is well-defined -bounded from below -for b ≥ 4. Also, as in Section 3.1, we suppose that we are given a lower bound forσ(
(The construction of these stability factor lower bounds is the topic of the next section.)
The energy norm bound is provided in Proposition 3.4. Suppose that ∆t is sufficiently small so that
For the reduced basis approximation defined in (2.13) we have
is our energy norm error bound. Proof. From (3.16), we have that
Therefore, it follows that
By our hypothesis on ∆t, the last term on the first line in the previous inequality can be neglected; hence dividing through by kT ∆t yields (3.26).
3.4. Stability factor lower bound. In order to evaluate the stability factors
) exactly we must find the minimum eigenvalue for the generalized eigenproblem posed on X N corresponding to (3.4) or (3.25) -clearly a computationally intensive procedure. A more appropriate approach in the context of reduced basis methods is to compute rigorous lower bounds for the stability constants -the
) that serve in Propositions 3.2 and 3.4. In general we can apply the Successive Constraint Method (SCM) [22] for this purpose; however, here a simpler technique suffices.
We first note thatκ ≈ , σ, andσ can in fact be considered to be functions of z ≡ g(t)Wi ∈ [0, Wi max ]: we write Q(w, w;t; µ ∼ ) = Q(w, w; z) in (3.4) and (3.25) . Let {z i ∈ [0, Wi max ], i = 1, . . . , n σ } be a set of points such that z 1 = 0, z i+1 > z i , z nσ = Wi max , and let S ≡ {(z i , σ(z i )), i = 1, . . . , n σ },S ≡ {(z i ,σ(z i )), i = 1, . . . , n σ }. We then define
corresponding to piecewise-linear approximations of σ andσ, respectively. We can then demonstrate Proposition 3.5. Suppose that b ≥ 4 and that the sets S andS are defined as
The result forσ LB is derived in the same way.
Assuming that σ is a smooth function of z, we can estimate the error in this lower bound: for z ∈ [z i , z i+1 ] we have (e.g. see Theorem 6.2 of [38] )
where C = 1 2 max ζ∈[zi,zi+1] |σ (ζ)| -clearly the same argument applies toσ as well. Note that in general a minimum eigenvalue (such as σ orσ) will not be everywhere smooth with respect to parameter; however, smoothness is not required for Proposition 3.5, and (in the case of a discrete spectrum) (3.34) gives a useful insight into the accuracy of the lower bound method away from isolated points of discontinuity.
Computational procedures.
In this section we focus on the efficient implementation of the reduced basis framework. In Section 4.1 we discuss the ConstructionEvaluation decomposition which enables rapid -N -independent -evaluation of the output functionals and associated error bounds; in Section 4.2, we give a detailed discussion of a new POD-Greedy algorithm for generating effective reduced basis spaces, X N , such that N N .
Construction-evaluation decomposition.
The calculation of the reduced basis outputs N.S. The Construction-Evaluation decomposition must be applied (i) to obtain the reduced basis solution and in particular reduced basis outputs, (ii) to obtain the associated a posteriori error bounds as described by Proposition 3.2, Corollary 3.3, and Proposition 3.4, and (iii) to evaluate the stability constant lower bounds of Section 3.4. The key prerequisite is that the weak statement is "affine in parameter" [29, 36] : we define this requirement more precisely below, and we further demonstrate that our Fokker-Planck equation satisfies this crucial computational hypothesis. In fact, (i) and (ii) are already well treated in earlier papers on reduced basis approximation of parabolic PDEs [29, 31] , and (iii) is a simpler version of the SCM procedure [22, 36] . However, for completeness -and to give some sense of the fundamental ConstructionEvaluation notion -we include in the current paper a brief (problem-dependent) discussion of (i) and (iii). For convenience, we summarize the main results: the Evaluation operation count for (i) is O(
, and for (iii) is O(1); hence the Evaluation cost is independent of N and in particular very rapid if N N . To begin we note that (2.13) can be expanded as
where,
and
Recall a(·, ·) is defined in (2.5). We say that our problem is affine in parameter (or more precisely, affine in functions of the parameter) because we can express the weak form as a sum of products of parameter-and time-dependent functions and parameter-and time-independent bilinear forms. In our case here, there are only three terms in this expansion. (Note that the Θ functions do not need to be affine functions of the parameter.) Remark 4.1. We emphasize that in fact the Fokker-Planck equation (2.13) is also affinely parametrizable in the case in which each of the components ofκ ≈ ∈ R d×d is treated as an independent parameter. Furthermore, on rescaling each integral in (2.13) to the unit ball in R d , we can show that the Fokker-Planck equation remains affinely parametrizable in the case in which b is included in the parametrization.
We first discuss the Construction-Evaluation approach for obtaining the outputs N.S. 
. We suppose that X N = span{ξ j , 1 ≤ j ≤ N }, and we
Upon insertion of this expansion into (4.1) we arrive at the discrete equations for ω
Then, for example, N.S. N can be evaluated as N.S.
. The Construction-Evaluation decomposition now follows readily.
In the Construction stage, we compute and store the parameter-independent N ×N matrices corresponding to the bilinear forms β q (ξ j , ξ i ), 1 ≤ i, j ≤ N , 1 ≤ q ≤ 3, as well as the vectors l i (ξ j ), i ∈ {1, 2}, 1 ≤ j ≤ N . These calculations of course depend on N . In the Evaluation stage, for a given µ ∼ ∈ D, and at each time level k = 1, . . . , K: we first assemble the linear system (4.6) -we linearly combine the N × N matrices that were computed in the Construction stage; we then solve the resulting dense N × N linear system by LU-factorization; finally, we evaluate the output sums. The dominant computational cost in this Evaluation stage is the LU-factorization, which is O(N 3 ); however, for our particular g(t), we only need to perform this LU-factorization twice for a given µ ∼ , and hence the total Evaluation cost µ 
, and the stability factor lower bounds σ LB (z) andσ LB (z). The reader is referred to [29, 36] for the description of the ConstructionEvaluation procedure for the dual norm of the residual; we present here a simple Construction-Evaluation approach for the stability factor lower bounds of Section 3.4. In the Construction stage, we compute and store the sets S andS: we find the minimum eigenvalue of the generalized eigenproblems corresponding to (3.4) and (3.25) at each z i , i = 1, . . . , n σ -a set of 2n σ expensive N -dependent computations. In the Evaluation stage, for any z ∈ [0, Wi max ], we first find the index i such that z ∈ [z i , z i+1 ]; we then compute σ LB (z) andσ LB (z) as in (3.31), (3.32) which requires only O(1) operations.
Before concluding the discussion of the Construction-Evaluation procedure, we wish to indicate the role of this computational decomposition within the context of the Offline and Online stages discussed in the Introduction. In the Offline stage we of course perform the Construction calculations, however, we also invoke Evaluation in efficiently building a good reduced basis space X N via the POD-Greedy process (cf. Section 4.2). In the Online stage -in which we wish to rapidly calculate, for any given new parameter, the outputs and associated output error bounds -we only invoke Evaluation computations; this leads to the low marginal computational cost that is desirable in the many-query and real-time contexts.
4.2. POD-Greedy sampling procedure. A crucial component of any reduced basis scheme is a method for constructing an appropriate space X N . A Greedy training scheme for parabolic PDEs is proposed in [29] -this algorithm can yield good spaces, but it can also stall in many circumstances. The combination of a Proper Orthogonal Decomposition (POD) in time with a Greedy selection procedure in parameter is first proposed in [19] ; the POD-Greedy concept is further pursued in [30, 31] , in which a two-stage POD-Greedy algorithm is developed. The two-stage POD-Greedy, however, is still unsatisfactory in some ways: inherent numerical conditioning issues in the twostage POD-Greedy process limit the accuracy of the reduced basis method to (roughly) the square-root of machine precision; the two-stage POD-Greedy is rather expensive because a large, highly redundant set of vectors is constructed in the "first stage" only to be compressed down into X N in the "second stage."
In this paper, we propose a new POD-Greedy algorithm that differs from the two-stage POD-Greedy algorithm from [30, 31] in two ways: (i) we perform the POD on the projection error rather than on the solution data itself, and (ii) we include the basis functions from the POD of (i) directly in X N (rather than perform a second POD step to generate X N ). This new algorithm is simpler to implement and more efficient than the two-stage POD-Greedy. It also addresses the numerical conditioning issue of the two-stage method. (As explained below, precision issues remain, but not due to the POD-Greedy process per se.)
Let POD({ψ
denote the M largest POD modes -obtained via the "method of snapshots" -with respect to the (·, ·) X inner product (see [10, 18] for more details): this operation returns an (·, ·) X orthogonal set {χ i , 1 ≤ i ≤ M } such that P M ≡ span{χ i , 1 ≤ i ≤ M } satisfies the optimality property
Here Y M denotes a linear space of dimension M . Note that the POD energy norm is closely related to the energy norm (3.24) except that the former contains a term corresponding to k = 0 in the sum; it is for this reason that we prefer the energy norm (rather than L 2 (D) norm) in the POD-Greedy procedure. Let Ξ train denote a training set of n train (uniformly random) points in D. Let S * ⊂ D denote the set of greedily selected parameters; initialize S * = {µ ∼ * 0 }, where µ ∼ * 0 ∈ D can be chosen arbitrarily. Specify M , the number of modes to add to X N at each iteration: M is typically chosen to be a small number, e.g. M = 1; a larger M will typically reduce Offline effort but increase Online effort -a less effective space. We also specify N max , the maximum dimension of our reduced basis spaces; in actual practice, we may replace N max with an error tolerance termination criterion. Finally, let e
Then the new POD-Greedy algorithm is defined in Algorithm 1. The projection error has an important practical advantage: the set 
The projection-based POD-Greedy procedure proposed here is very insensitive to round-off errors since the POD is performed on error rather than solution snapshots: the POD modes -the lowest modes -added to the space X N are thus highly accurate. In contrast, in the two-stage POD-Greedy procedures of [30, 31] the POD is performed on the solution: higher and higher POD modes must be included, the accuracy of which is ultimately limited to square root of machine precision. There is one important caveat that we must emphasize: the Construction-Evaluation decomposition introduces a plateau in the a posteriori error bounds (cf. Algorithm 1 line 6) at around square root of machine precision.
2 Therefore, we shall discuss two versions of the projection-based POD-Greedy: the practical POD-Greedy, in which ∆ [24] which interfaces to PETSc [7] for numerical linear algebra functionality and to SLEPc [21] for eigenproblem routines.
We first present the parameter dependence of the field variable to illustrate the nature of the problem. We then present σ LB (σ LB is similar and hence omitted) to understand the behavior and implications of the stability factors. Next, we compare the practical and impractical POD-Greedy algorithms to demonstrate the numerical precision effect. Finally, we present reduced basis convergence plots and associated computational times to quantify the "reduced basis advantage," and we provide Online O.A.-N.S. hysteresis plots to demonstrate how our approach can (reliably) serve in practice in the many-query and real-time contexts. We conclude with a brief discussion of some challenges for future work.
We consider the truth finite element mesh shown in Figure 5 .1(a): the space X N is of dimension N = 4261; the mesh is graded to accurately resolve dumbbell extension along the q 1 axis. For the temporal discretization we choose ∆t = 0.01 and hence K = 100. We present plots of ψ N att = 0, 0.5, 1 for Wi = 2.5 and T = 4 in Figures 5.1(b) , (c), and (d), respectively. Att = 0.5, the dumbbells are highly stretched, resulting in sharp peaks in ψ N . The severity of the dumbbell extension is characterized by the Weissenberg number: Wi < 2.5 (respectively, Wi > 2.5) leads to less localized peaks (respectively, more localized peaks) than those shown in Figure 5.1(c) . The challenge to the reduced basis method is hence twofold: to resolve the temporal variation due to the stretching and subsequent relaxation of the dumbbells, and to resolve the parametric dependence of the size, shape, and position of the probability density peaks. With the aforementioned challenges in mind we now discuss the performance of the reduced basis method; we begin by examining the (lower bounds for the) stability constants. It is clear from the Propositions in Section 3 that the error bounds will be very sensitive to the "growth rate" σ LB (andσ LB ), as well as to the final time T -roughly as exp(−σ LB /2) for Wi → 0, T ∼ Wi, and as exp(−σ LB T /(2Wi)) for finite Wi, T . In Figure 5 .2 we plot 0.5σ LB (relevant to small Wi) for z ∈ [0, 1] and 0.5σ LB (z)/z (relevant to finite Wi) for z ∈ [0. 1, 3] ; recall that we may interpret z as Wi -more precisely, the magnitude of Wi κ ≈ (t) 2 . (We omit numerical results forσ here with the understanding that it behaves analogously to σ.)
We make two observations based on Figure 5 .2. First, unfortunately, σ LB is negative for all z, and furthermore σ LB /z is increasingly negative with increasing z -the associated exponential growth will impose limitations on the range of Wi and T for which we can obtain meaningful error bounds. (There is, however, no difficulty for small Wi: σ LB tends to a constant as z → 0.) Second, and more fortunately, we note that the exponential growth will be quite modest for Wi ∼ O(1), T ∼ O(1) -important elastic effects over macro timescales -and hence we can consider cases of physical interest; we demonstrate this point in our stress-conformation hysteresis results later in this section. We now compare the behavior of the impractical and practical POD-Greedy methods. In order to demonstrate rapid convergence over many orders of magnitude we consider our stress relaxation extensional flow problem for the very modest parameter domain Wi ∈ [0.4, 0.5], T ∈ [0.1, 0.2]. Let E X,max N denote the maximum relative energy error over a test set Ξ test of n test uniformly randomly generated points in D,
and let ∆ X,max N denote the corresponding relative error bound,
We show in Figures 5.3 (a) and (b) the convergence of E X,max N and ∆ X,max N based on the impractical and practical versions of the POD-Greedy, respectively; all results in this section are for test samples of size n test = 100. We observe in Figure 5 .3(a) that with the impractical POD-Greedy we are able to obtain convergence down to O(10 −11 ) at N = 80 -orders of magnitude below the plateau observed in Figure 5.3(b) for the practical POD-Greedy. Nevertheless, we shall henceforth exclusively use the practical POD-Greedy: in scientific applications we rarely require convergence below, say, O(10 −3 ), and hence the error stagnation in Figure 5 .3(b) will typically not be an issue in practice.
The practical (very inexpensive) POD-Greedy permits very extensive training samples Ξ train -we consider n train = 400 -and hence we can now apply our reduced basis framework in the remainder of this section to the much more interesting parameter domain D defined by Wi min = 0.5, Wi max = 2.5, T min = 1, T max = 4. We first consider the convergence of the reduced basis approximation for µ ; we present in Figure 5 .4(b) the corresponding quantities for the output N.S.,
We observe exponential convergence for the true error and the a posteriori error bound for bothψ N and N.S. N (we omit O.A. -the convergence is roughly the same as for N.S.). We present in Table 5 .1 the speedup achieved by the reduced basis method: the speedup is defined as the truth computation time, µ
note that the Online time includes the calculation of both the outputs and the associated error bounds. (All times are averaged over our Ξ test sample.) We also include in the table the true output error and output error bounds. We observe, for example, for N = 50 we obtain a speedup of over 100 for a maximum relative output error bound of less than 2.5%. In short, in 3 In actual Online practice, we would replace the denominator of ∆ N.S.,max N with the inexpensive
(a) (b) the Online stage, we can provide the accuracy and reliability of our expensive truth finite element calculation but at a small fraction of the cost. Finally, we present numerical results for the outputs N.S. and O.A. and associated error bounds in a format of interest to experimentalists. In Figure 5 .5, we show N.S. N . We demonstrate stress-conformation hysteresis in Figures 5.6 and 5.7 by plotting N.S. vs. O.A.; in these plots, the a posteriori error bounds are indicated as boxeseach box defines a region in which the corresponding truth outputs (at the corresponding time point) must reside. Figure 5 .6 shows hysteresis plots at different Weissenberg numbers, whereas Figure 5 .7 demonstrates "convergence" of the error boxes -three plots for the same parameters, but with increasing N . The Online role of the error bounds both in confirming accuracy and in optimizing efficiency -by allowing us to certifiably satisfy a specified error tolerance (as indicated by the "tightness" of the error boxes) for N < N max as small as possible -is clearly illustrated by Figure 5 .7.
We next consider the impact of the effectivity of the error bounds: the effectivity is the ratio of the error bound to the true error. Clearly a large effectivity leads to extra work in both the Offline and Online stages: the Offline work is sensitively dependent on N max (typically chosen to certifiably satisfy a given output error tolerance over Ξ test ); similarly, the Online speedup will be adversely affected by unnecessarily large N . Of particular concern is the effectivity of the error bound for the output, which is roughly an order of magnitude larger than the effectivity for the field variable -a consequence of the "worst case" Cauchy-Schwarz argument of Corollary 3.3. A topic of interest for future work is the development of a primal-dual approximation [29] to improve output effectivity -although it should be noted that this approach is less appealing in the case in which multiple outputs are of interest (cf. O.A. and N.S.).
To close, we briefly discuss two further challenges for future work. First, it is desirable to be able to treat b significantly larger than 10, particularly if we wish to include b in the parametrization of the problem (cf. Remark 4.1). The parameter b is proportional to the FENE spring stiffness: a larger value of b is more difficult from a reduced basis point of view -and indeed from a numerical point of view in general -because we obtain sharper and more localized solution profiles. A promising approach to address the sensitive parametric dependence for larger b is a "multielement" parameter domain decomposition [4, 5, 14] . Second, as discussed in the Introduction, an important application of the reduced basis method developed here is the coupled Stokes Fokker-Planck system. Reduced basis treatment of the Stokes Fokker-Planck system would require (i) implementation of a Lagrangian "particle tracking" scheme for calculating strain rate histories, (ii) generalization of the reduced basis formulation to permit arbitrary (traceless) κ ≈ , (iii) development of an appropriate scheme for construction of the reduced basis space in the case in which κ ≈ is an a priori unknown time-dependent tensor, and finally (iv) extension of our a posteriori results to the full coupled equations. 
