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0. Introduction: 
In this paper we consider stability and error estimates for the following problem. 
Given the data {gi} E £2(.l) and ti~e markers {t1}ie1 ; where 9i is the value of some 
function at time ti. Here .l is an index set which is equal to· 7l. in the first two 
sections. In the last section conclusions are stated. in the case that .l is a finite 
subset of 7l.. The space l 2(.l) is the Hilbert space of se<{uences of complex numbers 
{gi} such that 
llullb == L luil2 < co. 
iEI 
The problem is to find a function f which lies in a Hilbert space of interpolating 
functions such that 
'1KfT f(ti 7r fr)= Yi Vi E .l. - (0.1) 
The reason for the factors 7r fr and v;rTi- will become clear in sectiQn 1. I~ this 
paper we consider stability and error estimates corresponding to problem (0.1 ). 
The first error estimate we compute is the amplitude error, which is defined as 
follows. Suppose the data {Ui} are perturbed to {UH· The solution which corre-
sponds to the perturbed problem is called f' and satisfies 
., 
..JiTi- f'(ti 7rfr) = g~ Vi E .l. (0.2) 
The amplitude error is defined as the. difference between f and /' in supremum 
norm, 
eamp =II/- f'llsup· 
A second error estimate is called the time jitter er}or, which is defined as fol-
lows. Suppose the measurement times {ti} aie perturbed to {tD. The solution that 
corresponds to the perturbed problem is again denoted by f' and satisfies 
..JiTi- J'(t~ 7rfr) =gi Vi E .l. (0.3) 
The time jitter error is the difference between f and /' in the supremum norm, 
etj = II/ - f'llsup· 
There is a lot of literature on error estimates in the case of uniform sampling 
(i.e. ti = i, for i E 7l.). The purpose of this paper is to prove new error bounds 
which apply for non uniform sampling, by expressing. the errors in terms of linear 
operators and to estimate their norms. In this way a.rather transparent derivation 
of the error bounds is obtained. In literature alternate methods are being used, 
which are discussed in the last section. 
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In the next section we explain some preliminary notions. In section 2 estimates 
for the time jitter error and the amplitude error are given. In section 3 conclusions 
about stability of the problem (0.1) are stated in the case of :finite index sets. 
1. Preliminaries. 
Most of the material in this section can be found in [9]. We introduce the 
Paley-Wiener space, 1Pr, which consists of entire functions f: <C -+ <C that are of 
exponential type r, such that the restriction off to the real line lies in L 2(JR). 
Definition 1.1. /: <C-+ <C, is called an entire function of exponential type r, if 
there is a real constant I;?: 0 such that l/(z)I ~ 1erllmzl. 
The space 1Pr is given by { /: <C-+ <C I /1R E L2 (JR), and f is entire of exponential 
I 
type r} 
Denote the Fourier transform of a function u by u and the inverse Fourier 
transform by u. Define the space L;(IR) as the set of L2(JR)-functions that are zero 
almost everywhere outside the interval [-r, r]. There is a characterization of 1Pr, 
f E 1Pr {:::::} 3u E L;(R), such that u = f. 
Define the inner product ( , } P, on 1Pr by, 
{/,g}p, := l. f(x)g(x)dx. 
With Parseval's identity and the above characterization, 
So the Fourier transform is an isometric isomorphism between 1Pr and L;(IR). From 
this it follows that 1Pr is a Hilbert space as well. 
A useful inequality is obtained in [8] p. 107, 
(1.1) 
Here the supremum norm is defined by llfllsup := SUPteRl/(t)I· { .J':rfi sincr(· - i 7r/r)}ieI is an orthonormal basis for 1Pr, which is denoted 
by {h;}ieI· Here the sine-function is defined by 
{ 
sin(rt) -:/: 0 
sincr(t) := rt ' t . 
1, t = 0 
A system { <pi}iel is called a Riesz basis for 1Pr if there exists a bounded linear 
invertible operator Ton 1Pr such that 
(1.2) 
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An operator Ton a Hilbert space is called invertible if its inverse, denoted by r-1 , 
exists and is bounded. Note that an orthonormal basis is a Riesz basis. An example 
of a non-orthonormal Riesz basis is the following. Let {ti}ie1 be a sequence of real 
numbers such that 
lti - ii ::; a< 1/4, Vi EI, 
and write 'Pi = Vr/i sincr(· - tt11/r). Then {'Pihe1 is a Riesz basis for 1Pr. 
Moreover the norms of the operators T and r-1 can be estimated, 
(1.3) 
where 
A:= 1- cos1ra +sin 7ra. (1.4) 
In the rest of this paper we take { ti }ie1 and {'Pi }ie1 ~ defined above. In the case 
that I is a finite index set and {ti}ie1 is a sequence of distinct real numbers, the 
system {'Pi}ie1 is a lliesz basis for its linear span. The point evaluation can be 
written in terms of an inner product in the space 1Pr, 
(1.5) 
Two systems of vectors { 'l/Jihe1 and { cpi}iEI are called biorthogonal if 
IJij is the Kronecker delta. If { <pi}ie1 is a lliesz basis, then its unique biorthogonal 
system {'I/Ji her also is a Riesz basis, which is given by 
(1.6) 
T* is the adjoint of T. 
By (1.5) the interpolation problem (0.1) is a special type of moment problem. 
That is, given a lliesz basis { <t'i}ie1 with a bi orthogonal sequence { 'l/Jihe1 and a 
sequence of complex numbers {gi}ie1 lying in £2(I), we want to find a function f 
which lies in 1Pr such that 
(1.7) 
The unique solution to this problem is , 
(1.8) 
To obtain an explicit formula for the system { 'l/Ji}iEI in formula (1.8), we intro-
duce the Gram matrix of a system of vectors { <pi}iEl as 
By (1.5) this reduces to 
(1.9) 
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H { 'Pihe1 is a lliesz basis, then the Gram matrix is a bounded linear invertible 
operator on £2 • The biorthogonal system { tPihe1 can be expressed in terms of the 
Gram matrix and in terms of {cpi}ie1, 
tPi = L (G-1 )i/Pj, Vi EI. 
jEI 
(1.10) 
The inverse of the Gram matrix is the matrix representation of the operator 
TT* in terms of the orthonormal basis {hi}iEI· We estimate the norm of a-1 by 
llG-1 11 = l!TT*I! = llTll2 and 
11a-1111/2 = llTll ~ 1 ~ .-\' 
I 
(1.11) 
where.-\ is given by (1.4). Similarly 
( 1.12) 
2. The amplitude error and the time jitter error. 
Our first objective is an estimate of the amplitude error. Let {gi}ieI and {gDiEI 
be the data, and the perturbed data respectively, both lying in l 2(I). Throughout 
this section the index set I is equal to :Z. In order to derive an estimate for 
the amplitude error, we prove the following proposition, which holds in the case of 
arbitrary separable Hilbert spaces 1t. A lliesz basis for a Hilbert space is defined in 
the same manner as (1.2), where {hi}ie1 is an orthonormal basis for 1t. 
Proposition 2.1 . Let {cpi}ie1 be a Riesz basis in a Hilbert space 1t (cf. (1.2)), 
with biorthogonal system {t/ii}ie1, and suppose {Yi},{gD E l 2 (I). The following 
estimate holds, 
II L(Yi - YDtliill1t ~ 11a-1 l11 12 llY - :ii'llt2. 
iEl 
Proof: 
By (1.6) and (1.11) we obtain 
II L(Yi - 9Dtlidl1t = 
iEI 
II L(Yi - gDT*hill'Jt ~ llTll 11 L(9i - gDhill1t = 
iEI iEl 
llTll llY - Y1llt2 = 11a-1 !11 12 llY - g'lll2. 
This proves the proposition. 0 
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Note that this proposition also holds in the case of finite linearly independent 
system of vectors {'t'ihe1 in a Hilbert space 1l. The solution to (0.1) is called /, 
the solution to the perturbed problem (0.2) is denoted by f', which are given by 
L,iEI 9itPi and L,iEI g~t/Ji respectively ( cf. (1.8)). By (1.1) and Proposition 2.1 we 
obtain in the case that 1l = IPr, 
(2.1) 
From this estimate it follows that the solution is stable for perturbation of the 
data, since c-1 is a bounded operator on £2(.l). The norm of c-1 is estimated by 
llG-1 II ::; l~A, where A is given by (1.4). We see that the norm of c-1 in the case of 
uniform sampling is equal to 1. In the case of nonuniform sampling the norm of c-1 
may become larger if a tends to 1/4. The problem (0.1) is called well conditioned if 
llG-1 11 is not too large (i.e. close to 1), otherwise it is called ill conditioned. In the 
case of uniform sampling (a = 0) the problem is well cohditioned for perturbation 
of the data and the problem is ill conditioned if a is close to 1/4. 
Next we consider the timejitter error. Let {ti}ie1 and {t~}ier be the sequences 
of exact, respectively perturbed time markers. The solution to the exact problem 
(0.1) is written as f and the solution to the perturbed problem (0.3) as /'. Define 
<p~ = ..jiTi sincr(. - t~7r /r) and suppose 
It~ - ii ::; a' < 1/4, Vi E I. 
Then {cp~}iEl is a Riesz basis for IPr. Moreover there exists a bounded linear invert-
ible operator T' such that 
(2.2) 
and 
llT'll < 1 llT'-1 II _< 1 + .X', 
- 1-A'' (2.3) 
where 
.X' := 1 - cos 7ra1 +sin 7ra1• (2.4) 
The biorthogonal system of {<pa is denoted as { t/JH, which can be computed by 
t/;~ = L (G1 - 1 )ij't'j, Vi E _l,. (2.5) 
jEI 
Here G' is the Gram matrix of the system { <pD, 
G~i = (cpj, <pD ~ sinc7r(t~ - tj). 
Again we have a relation between T' and G', 
llG'-1 11 112 = llT'll· (2.6) 
The solutions f to problem (0.1) and/' to problem (0.3) are given by, f = L,iEI 9itPi, 
and f' = L,iEI 9itP~· 
In order to find an estimate for the time jitter error, we choose the following 
approach. We look for a perturbation operator V, such that V 'Pi = <p~, for all i E I. 
If such an operator exists, then we have the relation tPi = V*tf;:. 
The following proposition expresses the difference between f and f' in terms of 
the norm of T' and I - V. This proposition holds for arbitrary separable Hilbert 
spaces 1l. 
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Proposition 2.2 . Let {<pa and {<pi} be two systems of vectors in a separable 
Hilbert space 1t, such that there exists a bounded linear operator V with V <pi = <p~, 
for all i EI. Let {1/l~}ie1 and {1/li}ie1 be their respective biorthogonal sequences 
and assume that {Yi} E £2(I). If {<t'DieI is a Riesz basis for 1i (cf. (2.2)), then 
11 LYi'l/Ji - LYi1/Jrn1t ~ 111 - v1111r'1111911i2 • 
iEl iEI 
Proof: 
II LYi('l/J: -1/Ji)ll1t =II LYi(I - V*)1/J~ll1t ~III - VII II LYi1/JHl1t = 
iEl iEI iEI 
iEI iEl 
which proves the estimate. 0 
In the following we prove existence of this operator V, and in addition, we 
obtain an estimate for the norm of I - V in terms of the difference of ti and t~. First 
we give two Lemma's . 
Lemma 2.3 . Let {<pi}ie1 be a Riesz basis for a separable Hilbert space 1t (cf. 
(1.2)). Suppose { <paieI satisfies 
L l(f,cpi - 1PD1tl2 ~ c 2 111111-£, VJ E 1-l, 
iEI 
where C is a constant. Then there exists a bounded linear operator V on 1t such 
that 
and III - VII ~ 11r11c. 
Proof: 
Vcpi = <p~, Vi EI, 
Let { <t'i} be a lliesz basis for 1-l, then T<pi = hi and 'I/Ji := T* hi is its biorthogonal 
sequence. Define the bounded linear operator W on 1t .py 
Wf = L(f,<pi - <pD1t 'I/Ji· 
iEl 
Then, 
iEI 
iEl 
So llWll ~ CllTll. The adjoint of W is 
W* f = L (!, 1/Ji)1-£ ( <t'i - <pD, 
iEI 
and 
(I - W*)cpi = <p~. 
The result follows by taking V = I - W*. O 
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Lemma 2.3 is a slight generalization of Scha.fke's Theorem [8), where the system 
{<pi}ie1 is assumed to be an orthonormal basis. The following Lemma is proven in 
[8] (p. 181, Lemma 3). 
Lemma 2.4. Assume that {ti}ie1 is a sequence of real numbers such that 
(7r/r) Llf(ti 7r/r)j2 ~ D2ll/11}.r, 'VJ E 1Pr, 
iEI 
where D is a constant. If {t~}ie 1 is a sequence of real numbers which satisfies 
lti - t~I ~ 1, 'Vi EI, 
then 
(7r/r) L l/(t;7r/r)- /(t~7r/r)l 2 ~ D2(ew-y -1)211/11}.r, 'V/ E 1Pr. 
iEI 
An estimate for the time jitter error can now be foerived, by means of a norm 
estimate for I - V. 
Theorem 2.5 • 
satisfy, 
Let {tihe1 and {t~}ie1 be sequences of real numbers which 
and 
jti - ii ~ a < 1/4, 'Vi E I, 
It~ - ii ~ a' < 1/4, Vi E I, 
lti - t~I ~ 1' ~a+ a', 'Vi E.I. 
The time jitter error can be estimated by 
etj ~ (llG'-1 ll llG-1 ll llGll)112 (ew.., - 1) llYllP· 
Proof: 
(2.7) 
(2.8) 
(2.9) 
H {ti} satisfies the above estimate, then {<t'i} is a Riesz basis for 1Pr. Let f E 1Pr, 
(7r/r) Llf(ti11"/r)l2 =11-fiJr Lf(ti11"/r)hill}.r = 
iEl 
11-fiJr Lf(ti11"/r)T*- 1 '1/Jill}.r ~ llT- 1 11 2 llL{f,<pi}'l/Jill~r = llT- 1 11 2 11/ll~r· 
iEl iEI .. 
So, the conditions of Lemma 2.4 are satisfied with D = 11r-111, whence the following 
inequality is obtained 
L 1(1,<pi - <t'DPrl2 = L(7r/r)lf(ti11"/r)- /(t~7r/r)j 2 ~ 
iEI iEi 
11r-1112(ew.., -1)211/112· 
Hence the sequences {<p;} and {<pH satisfy the conditions of Lemma 2.3, with C = 
llT-1 11( ew.., - 1 ). This implies the existence of a linear operator V on 1Pr such that 
V <pi = <p~ and 
III - VII~ llTll llT-1 ll(ew.., -1). 
Since the {t~}ie1 satisfy (2.8), the system {<p~}ier is a Riesz basis. By Proposition 
2.2 we have that 
Ill- /'llPr ~ (llG'-1 ll llG-1 ll llGll)112 (ew.., - 1) llYllt2 • 
The result follows by (1.1 ). D 
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A few remarks are in order. From this estimate we see that the solution f' is 
stable for perturbation of the time markers. By the norm estimates (1.11), (1.12) 
(2.3) and (2.6) we obtain 
and 
Here 
A := 1 - cos 7ra + sill'7ra 
and 
A1 := 1 - cos 7ra1 + sin 7rc/. I 
In the case of uniform sampling (a is zero and o:' is close to zero) the problem (0.1) is 
well conditioned for perturbation of the time markers. H we sampled nonuniformly, 
especially when a or o:' is dose to lf 4, the problem may become ill conditioned for 
perturbation of the time markers. 
This estimate for the time jitter error can also be obtained by means of the 
amplitude error [2,5], which is the approach below. Suppose we did measure the data 
{gi }iEI at the time markers { ti'K fr }ie1. Suppose that the sequence of measurement 
times is registered by our device as { ti7r fr }ieI· The function we sampled is denoted 
by f, so 9i = ,,;;rrr f(ti7rfr). The situation which is registered by our measuring 
device is false, since it says that the value of f at ti7r fr is equal to Yi· However, 
the true value off at t~7rfr is g~ := (,,;;rr;.) f(t~7rfr). So we may consider {gi}ie1 
as the exact data and {Yi he1 as the perturbed data at { t~7r fr }ie1. With the above 
notation, we have 
f = LYi1/Ji = LY~1/J:, (2.10) 
iEI iEl 
and we define f' = :EieI Yi1/J~. The time jitter error is given by 
etj = II! - f'llsup = II L9i1/Ji - L Yi1/Jrnsup = II ::~::~>:1/J~ - L9i1/Jrnsup· 
iEl iEl iEl iEl 
The estimate from Theorem 2.5 can now be derived by formula (2.1) as follows. 
Let {ti} and {tD satisfy the conditions of Theorem 2.5. By applying (2.1) with 1/J~ 
and T' in the role of 1/Ji and T respectively, 
eij = Ill - f'lrnup ~ II! - !'II},. = II L(Yi - gD1/Jrni. ~ 
iEl 
iEI iEl 
From the proof of Theorem 2.5, we know that the sequence {ti}ie1 satisfies the 
condition of Lemma 2.4, with D = llT-1 II· Hence 
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The desired estimate now follows by (2.10), (1.6), (2.6), (1.11) and (1.12). 
This shows that the estimate of Theorem 2.5 can be proven by using (2.1 ). 
3. Conclusions and Remarks 
In this section we consider the solution of the problem (0.1) in the case that the 
index set I is a finite subset of 71. and we state conclusions concerning the amplitude 
and time jitter error. If the time markers ti are all distinct for all i E I, then the 
system 'Pi = sincr(. - t(1r /r) is a Riesz basis for its linear span cf. [9]. A solution 
to problem (0.1) is in this case f = L,iEI 9i'1/Ji. ~his solution is not unique, but it is 
the one with smallest norm among all solutions, the minimal norm solution in 1Pr 
to (0.1 ), see (1 ]. If both the ti 's and the Ws are all distinct, then the estimates of 
Formula (2.1) and Theorem 2.5 are valid. This impliea that problem (0.1) in the 
case of finite index sets is stable for perturbation of the data and the time markers. 
If the time markers ti are lying close to each other, then the system 'Pi may 
become effectively linearly dependent, from a numerical point of view and the matrix 
G may become singular. Hence the biorthogonal system { 7/ii}ie1 which is given by 
(1.10) cannot be computed. In such a case the algorithm to compute f breaks down. 
Then the problem (0.1) is ill conditioned for perturbation of the data and of the time 
markers. 
We applied the above interpolation technique in magenetic resonance imaging 
(MRI), which is a diagnostic method to measure and display cross sections of a 
human organ, e.g. the beating human heart. A cross section of the heart has to be 
reconstructed at prescribed measurement times, which are called phases. But since 
the time markers at which data are measured do, in general, not coincide with the 
phases, an interpolation technique is used to obtain information at these phases. 
Since there is a vast amount ofliterature on this subject, we want to make some 
remarks on error estimates. In the literature most of the bounds for the time jitter 
error and the amplitude error are given in the case of uniform sampling. Here the 
estimates are given in the case of non uniform sampling. 
A bound for the amplitude error is derived in [3] via the truncation error (which 
is not considered here) and in [4] and [5] by writing the amplitude error as eamp = 
L,ieI(Yi -gD1fii and using estimate (1.1 ). Here {gi}ie1 are the true data and {9DiEI 
are the perturbed data. The time jitter error is derived in [2],[4] and [5] via the 
amplitude error and by applying the mean value theorem to the sampled function. 
In this paper new bounds for the amplitude and the time jitter error which apply 
in the case of non uniform sampling, are obtained by using the special structure of 
the Paley Wiener space ( cf. Lemma 2.4) and by expressing the errors in terms of 
bounded linear operators. Explicit formula's for the error bounds are obtained by 
estimating the operator norms ( cf. (1.11 ), (1.12) and (2.3)). 
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