Abstract-This paper investigates the interrelationship among various measured characteristics of a software project, ranging from project model, size, and metrics used to govern the administration of the project. By analyzing various dimensions of project characteristics based on the underlying model, metrics and project technicality such as language and development paradigm, our findings reveal that certain metrics and models are not suitable for small project since they possess insufficient information to extract and analyze the inherent characteristics of the project. As such, project managers should pay attention to proper selection of project parameters that are conducive toward accurate estimations.
INTRODUCTION
Software development effort estimation is the process of forecasting the software effort to estimate software costs of both development and maintenance. Such estimates may be used as inputs to analyze project investment. Software researchers and practitioners have provided effort estimation for several decades. Most of them focused on the construction of formal software effort estimation models, such as Putnam's SLIM, COOMO 81, COOMO II, COCOTS, Kemerer and Albrecht-Gaffney, that can be applied to measure on different project scales (small, medium, and large). We employed five software projects ranging from small (less than 10,000 SLOC) to medium (10,000 -100,000 SLOC) scale for estimating software effort by means of the aforementioned estimation models. Conventional and object-oriented metrics were used to determine the relationship among metrics, efforts, and project size.
The organization of this paper is as follows. Section II discusses some literature reviews on software project models and software metrics. Section III elucidates the analysis of this study. Section IV explains the experimental results. Conclusion and potential future work are discussed in the last section.
II. RELATED WORK
This section provides some background information on software project models and software metrics to be used in this research work.
A. Software Project Models
For years, many software cost estimation techniques and their underlying models have been developed uninterruptedly, some of which are shown in Table I and described below. [4] , developed by C.E. Walston and C.P. Felix in 1977, is a method of programming measurement and estimation. Bailey-Basili model [5] is based on data collected by organization which captures its environmental factors and the differences among given projects. Doty model, published in 1977, is used to estimate efforts for Kilo lines of code (KLOC). Albrecht-Gaffney model [6] , established by IBM DP Services Organization, uses function point to estimate efforts. Kemerer model [7] is a cost estimation model using function points and linear regression.
Walston-Felix model
Matson, Barrett and Mellichamp model [8] develop a software cost estimation model using function points.
B. Classification of software metrics
Software metric is a measure of some properties of a program to estimate size and effort, improve software quality, and reduce further maintenance needs. Many software metric works have been developed continuously by researchers and practitioners for educational and commercial purposes as shown in Table II . They are categorized in two groups, namely, conventional and object-oriented metrics. showed that existing software metric tools interpret and implement the definitions of object-oriented software metrics differently.
1) conventional metrics Source Lines of Code (SLOC) is the number of Lines of
Code in a software project that does not count blank lines, comment lines, and library [9] . It is popularly used for estimating software cost in COCOMO II. Deliverable Source Instructions (DSI) is similar to SLOC. The difference between DSI and SLOC is that "if-then-else" statement, for example, would be counted as one SLOC, but might be counted as several DSI. Function Points (FP) [10] , defined by Allan Albrecht at IBM in 1979, is a unit of measurement to express the amount of software functionality. Function point analysis (FPA) is the method of measuring the size of software. It disregards language, technology, development method, and platform, but considers data function (internal logical files, external interface files) and transaction functions (external input, external output, and external inquires) from a functional perspective.
2) Object-Oriented metrics
Object-oriented software metrics have been developed, along with their software counterpart, based on objectoriented languages. Selected object-oriented metrics utilized in this work are explained below. Cyclomatic complexity (CC) [11] is a count of the number of linearly independent paths through the source code which can be determined by equation (1) . Fig. 1 depicts the graph of a sample program. where E is the number of edges of the graph, N is the number of nodes of the graph, and P is the number of connected components. Weighted Methods per Class (WMC) [12] is defined as follows:
where n is the number of methods and c i is the complexity of each method. [12] is the maximum length which is counted from leaf class to root class of the inheritance tree. As a result, high value of DIT can reflect high design complexity. Number of Children (NOC) [12] is the number of immediate subclasses in the class hierarchy tree. A large number of children can confuse the use of subclasses and call for additional access to a given method of the class. Coupling between object classes (CBO) [12] is a count of the number of classes which is coupled with the class under investigation. If the class has two instant variables from two others classes, we count as two. Coupling between object classes is critical to modular design and prevents reuse of the class. A large number of the couples are sensitive to change in other parts of the design which, in turn, makes it difficult to maintain the software projects.
Depth of Inheritance of the class (DIT)
Response for a Class (RFC) [12] is a set of methods which can response to a message derived by an object of the class. If RFC is high, it will be difficult to test and debug. [12] is a count of the number of method pairs, whose similarity is zero minus the count of method pairs, having their similarity to be nonzero. If no method shares common variables, they have no similarity and the LCOM value will be zero. The value of the cohesion is low as method complexity is high.
Lack of Cohesion in Methods (LCOM)

III. ANALYSIS OF EFFORT ESTIMATION
The procedural analysis of effort estimation will be carried out in two stages, i.e., methodology and data analysis. Details on each stage are described below.
A. Methodology
We employed five the software projects for our proposed analysis methodology, namely, OPSOC, MOSTR, CW, PPTS, and KMSS. The Office of Permanent Secretary Operation Center (OPSOC) is a Decision Support System for manager consisting of 124 files. The Ministry of Science and Technology Research System (MOSTR) is an expert and research information archive system. The Collaborative Workspace (CW) is a project management system. The Public Project Training System (PPTS) is a government project biding system, and The Knowledge Management Support System (KMSS) serves as a shared knowledge repository. The first three projects were developed by the Government Information Technology Services (GITS), National Science and Technology Development Agency, while the remaining two are from Faculty of Political Science, Chulalongkorn University and Department of Health, Ministry of Public Health, respectively.
Project environments can be grouped by language and supporting platform, i.e., the OPSOC, MOSTR, and CW were written in C#.NET Framework v2.0, while the PPTS and KMMS were written in VB.NET Framework v2.0.
Having selected the projects for use in the experiment, we investigated a number of metric and cost estimation tools to assist in the analysis. Table III and IV outline sample tools in our consideration, but eventually we were in favor of free software as a baseline of measurement to avoid any subsequent legal complications that might incur.
To measure the quality of the above software projects, we have developed a software metric interface tool which incorporates a number of pertinent metrics, namely, SLOC, FP, DIT, NOC, WMC, RFC, CBO, LCOM, and CC. The tool makes use of several software cost estimation models to determine project effort, namely, COCOMO 81 Intermediate, COCOMO II Post-Architecture, COSYSMO, Walston-Felix, Bailey-Basili, Doty, SLIM, Albrecht-Gaffney, Kemerer, and Matson.
B. Data Analysis
All project data are preprocessed through the selected metrics and classified according to the operating characteristics of the project models. Analysis results are grouped into two main categories, namely, SLOC-based and FP-based to suit the inherent nature of the project data. Effort estimation, measured in man-month, is carried out in accordance with the underlying metrics. 
IV. EXPERIMENTAL RESULTS
The experimental results have many practical implications. Table V and VI depict some measured statistics obtained from conventional and object-oriented metrics, respectively. From Table V , measurement of project size via SLOC is 34.15% less than that of DSI based on C# (The PPTS and KMSS projects that were originally written in VB were subsequently converted to C#). The MRE of individual projects as measured by the metrics used are shown in Fig. 2-6 . The plots reveal metrics and model applicability, e.g., project CW is best measured by SLOC using COCOMO 81. Effort measurements from all projects computed by different models in comparison with the actual values are depicted in Table VII . Note that Doty, Albrecht, and Kemerer models exhibit odd results due to their idiosyncrasies that are found to be unsuitable for small projects. Such a caveat is noticeable from the plots of Fig. 7 and 8 where SLOC exhibits higher concentration of estimates around the median than those of FP, which disperse across the range of measurement. Fig. 9 illustrates the resulting MMRE of all object-oriented models.
Table VIII summarizes all results based on the same metric measurement, i.e., SLOC, to arrive at a uniform comparison basis. It is apparent from Fig. 10 that the overall MMREs from individual model standpoint are almost the same except a slight deviation in the last three models. That signifies relatively indifferent measurability of the metrics. From the project standpoint of Fig. 11 , the story is slightly different. The projects CW and OPSOC are statistically similar (from Table V and VI), whereas PPTS and KMSS exhibit the effects from language dependence. That means care must be taken in selecting the governing project model and applying proper metrics toward the measurement. 
V. CONCLUSIONS
This research explores the interrelationship among different dimensions of software projects, namely, model, metrics, project size, and effort. Some inherent characteristics and idiosyncrasies of each dimension are unveiled in the analysis results. They are apparent from the most straightforward findings, such as SLOC and FP which are unsuitable for small size projects, to some complicated outcomes like LCOM and CC which surprisingly yield lowest MMRE measures on object-oriented models. From modeling standpoint, Albrecht model imposes certain limitations on its application that could result in negative measure; COSYSMO utilizes requirements, interfaces, critical algorithms, and operational scenarios as its computation bases; COCOTS is appropriate for plug-in scenarios. Nonetheless, smaller projects are worthy of conducting in-depth studies such as size-defect issue [14] rather than large projects. All in all, the benefits of these practical implications are two folds. First, project managers must understand the nature and relationship among various project elements such as estimation model, language, and metrics for effective application of effort estimation. Second, metrics and models are not the panacea of project management. Only the right tool, technique, and personnel of the right mix will get the project through. Our mission is to incorporate a machine learning technique to aid in finding the right mix for better project management.
