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VALIDITY PROOF OF LAZARD’S METHOD
FOR CAD CONSTRUCTION
SCOTT MCCALLUM, ADAM PARUSIN´SKI, AND LAURENTIU PAUNESCU
Abstract. In 1994 Lazard proposed an improved method for cylindrical algebraic decom-
position (CAD). The method comprised a simplified projection operation together with a
generalized cell lifting (that is, stack construction) technique. For the proof of the method’s
validity Lazard introduced a new notion of valuation of a multivariate polynomial at a point.
However a gap in one of the key supporting results for his proof was subsequently noticed.
In the present paper we provide a complete validity proof of Lazard’s method. Our proof
is based on the classical parametrized version of Puiseux’s theorem and basic properties of
Lazard’s valuation. This result is significant because Lazard’s method can be applied to
any finite family of polynomials, without any assumption on the system of coordinates. It
therefore has wider applicability and may be more efficient than other projection and lifting
schemes for CAD.
1. Introduction
Cylindrical algebraic decomposition (CAD) of Euclidean n-space Rn, relative to a given
set of n-variate integral polynomials A, is an important tool in computational algebra and
geometry. It was introduced by Collins [15] as the key component of a method for quantifier
elimination (QE) for real closed fields. Applications of CAD and other QE techniques include
robot motion planning [40], stability analysis of differential equations [23], simulation and
optimization [42], epidemic modelling [11], and programming with complex functions [19].
A key operation for CAD construction is projection: the projection of a set of n-variate
integral polynomials is a set of (n − 1)-variate integral polynomials. In view of its central
role, much effort has been devoted to improving this operation [31, 32, 22, 8]. Cell lifting,
or stack construction, is also an important component of CAD.
In 1994 Lazard [26] proposed an improved method for CAD computation. The method
comprised a simplified projection operation together with a generalized cell lifting process.
However a gap in one of the key supporting results of [26] was subsequently noticed [16, 8].
This was disappointing because Lazard’s proposed approach has some advantages over other
methods. In particular, it is relatively simple and it requires no assumption on the system
of coordinates.
Inherent in [26] is a certain notion of valuation of a multivariate polynomial and, more
generally, multivariate Laurent-Puiseux (that is fractional meromorphic) series, at a point.
The related notion of the valuation-invariance of such series in a subset of Rn is also implicit
in [26]. Lazard’s proposed approach is in contrast with the classical approach based on the
2010 Mathematics Subject Classification. 14P10 68W30 .
Key words and phrases. Cylindrical algebraic decomposition, Lazard valuation, Puiseux with parameter
theorem.
1
2 SCOTT MCCALLUM, ADAM PARUSIN´SKI, AND LAURENTIU PAUNESCU
concept of the order (of vanishing) of a multivariate polynomial or analytic function at a
point, and the related concept of order-invariance, see McCallum [31, 32].
A partial validity proof of Lazard’s projection only was recently published by McCallum
and Hong, [36]. It was shown there that Lazard’s projection is valid for CAD construction
for so-called well-oriented polynomial sets. The key underlying results related to order-
invariance rather than valuation-invariance, and the validity proof was built upon established
results concerning improved projection. While this was an important step forward it was
only a partial validation of Lazard’s approach since the method was not proved to work for
non well-oriented polynomials and it did not involve valuation-invariance.
The present paper provides a complete validity proof of Lazard’s method using his notion
of valuation. There is no restriction of the method to well-oriented sets. This result is signif-
icant because Lazard’s method has wider applicability and may be more efficient than other
projection and lifting schemes for CAD. Moreover, we are hopeful that the use of Lazard’s
projection in CAD construction may permit greater exploitation of equational constraints,
when present, in further reducing projection sets in CAD based QE [33, 34].
This paper is organised as follows. We first recall Lazard’s method and main claim (Section
2). We then study the concept of Lazard’s valuation (Section 3). In this paper we only
consider Lazard’s valuation for a multivariate polynomial. Section 4 contains the statement
of a key mathematical result (the Puiseux with parameter theorem) underlying our validation
of Lazard’s method. In Section 5 we present our proof of Lazard’s main claim using Lazard’s
notion of valuation. The main idea of the proof is to use monomial test curves that allow us
to change the valuation invariance along an analytic submanifold to the order invariance. In
the appendix at the end of the paper we present, for the reader convenience, a proof of the
Puiseux with parameter theorem.
2. Lazard’s proposed method and claims
Background material on CAD, and in particular its projection operation, can be found
in [2, 15, 16, 17, 22, 31, 32]. We present a precise definition of the projection operator PL
for CAD introduced by Lazard [26]. Put R0 = Z and, for n ≥ 1, put Rn = Rn−1[xn] =
Z[x1, . . . , xn]. Elements of the ring Rn will usually be considered to be polynomials in xn
over Rn−1. We shall call a subset A of Rn whose elements are irreducible polynomials of
positive degree and pairwise relatively prime an irreducible basis. (This concept is analogous
to that of squarefree basis which is used in the CAD literature, for example [31].)
Definition 2.1 (Lazard projection). Let A be a finite irreducible basis in Rn, with n ≥ 2.
The Lazard projection PL(A) of A is the subset of Rn−1 comprising the following polynomials:
(1) all leading coefficients of the elements of A,
(2) all trailing coefficients (i.e. coefficients independent of xn) of the elements of A,
(3) all discriminants of the elements of A, and
(4) all resultants of pairs of distinct elements of A.
Remark 2.2. Lazard’s projection could alternatively be defined for a (slightly modified)
squarefree basis A in Rn, as in [26]. We use an irreducible basis in our definition because
experience has shown that this likely leads to a more efficient CAD algorithm in practice
and on average.
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Remark 2.3. Let A be an irreducible basis. Lazard’s projection PL(A) is contained in and
is usually strictly smaller than the McCallum projection PM(A) [31, 32]. Indeed PM(A)
includes the “middle coefficients” (i.e. those coefficients other than the leading and trailing
ones) of the elements of A, which PL(A) omits. In other respects these two projection
operators are the same. However PL(A) contains and is usually strictly larger than the
Brown-McCallum projection PBM(A) [8]. Indeed PBM (A) omits the trailing coefficients
of the elements of A, which PL(A) includes, but in other respects is the same as PL(A).
This remark notwithstanding, the Lazard projection is still of interest because of certain
limitations of the Brown-McCallum projection. The two chief drawbacks of the projection
PBM(A) are as follows. First, the method of [8] could fail in case A is not well-oriented [32, 8].
Second, the method requires that any 0-dimensional nullifying cells [32, 8] in each dimension
be identified and added during CAD construction. These drawbacks are elaborated in [8].
Lazard [26] outlined a claimed CAD algorithm for A ⊂ Rn and R
n which uses the pro-
jection set PL(A). The specification of his algorithm requires the following concept of his
valuation:
Definition 2.4 (Lazard valuation). Let K be a field. Let n ≥ 1, f ∈ K[x1, . . . , xn] nonzero,
and α = (α1, . . . , αn) ∈ K
n. The Lazard valuation (valuation, for short) vα(f) of f at α is
the element v = (v1, . . . , vn) of N
n least (with respect to ≤lex) such that f expanded about
α has a term
c(x1 − α1)
v1 · · · (xn − αn)
vn
with c 6= 0. (Note that ≤lex denotes the lexicographic order on N
n – see next section.)
Example 2.5. Let n = 1. Then vα(f) is the familiar order ordα(f) of f ∈ K[x1] at α ∈ K.
Thus, for instance, if f(x1) = x
2
1−x
3
1 then v0(f) = 2 and v1(f) = 1. As another example, let
n = 2 and f(x1, x2) = x1x
2
2+x
2
1x2 = x1x2(x2+x1). Then v(0,0)(f) = (1, 2), v(1,0)(f) = (0, 1),
and v(0,1)(f) = (1, 0).
The above defines vα(f) for f ∈ K[x1, . . . , xn] nonzero and α ∈ K
n. Lazard [26] actually
defined vα(f) for nonzero elements f of the much larger domain of all Laurent-Puiseux (that
is, fractional meromorphic) series in x1 − α1, . . . , xn − αn over K. In this sense the above
is a more limited definition of valuation. With K, n and f as in the above definition, and
S ⊂ Kn, we say f is valuation-invariant in S if the valuation of f is the same at every
point of S. Some basic properties of this Lazard valuation, and the associated notion of
valuation-invariance, are presented in Section 3 below. Lazard’s proposed CAD algorithm
also uses a technique for “evaluating” a polynomial f ∈ Rn at a sample point in R
n−1. This
technique is described in slightly more general terms as follows:
Definition 2.6 (Lazard evaluation). LetK be a field which supports explicit arithmetic com-
putation. Let n ≥ 2, take a nonzero element f in K[x1, . . . , xn], and let α = (α1, . . . , αn−1) ∈
Kn−1. The Lazard evaluation fα(xn) ∈ K[xn] of f at α is defined to be the result of the
following process (which determines also nonnegative integers vi, with 1 ≤ i ≤ n− 1):
fα ← f
For i← 1 to n− 1 do
vi ← the greatest integer v such that (xi − αi)
v | fα
fα ← fα/(xi − αi)
vi
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fα ← fα(αi, xi+1, . . . , xn)
Example 2.7. We illustrate the above evaluation method using two simple examples. For
both examples we take K = Q, n = 3 and α = (0, 0). We denote (x1, x2, x3) by (x, y, z).
First let f(x, y, z) = z2 + y2 + x2 − 1. After the first pass through the method (i = 1) we
have v1 = 0 and fα(y, z) = z
2 + y2 − 1. After the second pass (i = 2) we have v2 = 0 and
fα(z) = z
2−1. In this case fα(z) = f(0, 0, z). For our second example let f(x, y, z) = yz−x.
After the first pass (i = 1) we have v1 = 0 and fα(y, z) = yz. After the second pass (i = 2)
we have v2 = 1 and fα(z) = yz/y = z. In this case fα(z) 6= f(0, 0, z), because the latter
polynomial is zero.
Remark 2.8. Notice that the assertion “fα 6= 0” is an invariant of the above process. With
K, n, f , α and the vi as in the above definition of Lazard evaluation, notice that f(α, xn) = 0
(identically) if and only if vi > 0, for some i in the range 1 ≤ i ≤ n − 1. With αn ∈ K
arbitrary, notice also that the integers vi, with 1 ≤ i ≤ n− 1, are the first n− 1 coordinates
of v(α,αn)(f). It will on occasion be handy to refer to the (n− 1)-tuple (v1, . . . , vn−1) as the
Lazard valuation of f on α.
Remark 2.9. Let f ∈ K[x1, . . . , xn] be nonzero, α = (α1, . . . , αn−1) ∈ K
n−1, and let v =
(v1, . . . , vn−1) be the Lazard valuation of f on α. If we expand f at α
f(x1, . . . , xn) =
∑
u
fu(xn)
n−1∏
i=1
(xi − αi)
ui(1)
where u = (u1, . . . , un−1) ∈ N
n−1, with coefficients fu(xn) ∈ K[xn], then fα = f
v. This
follows from the fact that v is the minimum of {u : fu 6= 0} for the lexicographic order.
One more definition is needed before we can state Lazard’s main claim and his algorithm
based on it. This definition is not explicit in [26] – it was introduced in [36] to help clarify
and highlight Lazard’s main claim:
Definition 2.10. [Lazard delineability] With K = R and x denoting (x1, . . . , xn−1), let f
be a nonzero element of R[x, xn] and S a subset of R
n−1. We say that f is Lazard delineable
on S if
(1) the Lazard valuation of f on α is the same for each point α ∈ S;
(2) there exist finitely many continuous functions θ1 < · · · < θk from S to R, with k ≥ 0,
such that, for all α ∈ S, the set of real roots of fα(xn) is {θ1(α), . . . , θk(α)} (where in
case k = 0, this means that, for all α ∈ S, the set of real roots of fα(xn) is empty);
and in case k > 0
(3) there exist positive integers m1, . . . , mk such that, for all α ∈ S and all i, mi is the
multiplicity of θi(α) as a root of fα(xn).
When f is Lazard delineable on S we refer to the graphs of the θi as the Lazard sections of f
over S, and to the mi as the associated multiplicities of these sections. The regions between
successive Lazard sections, together with the region below the lowest Lazard section and
that above the highest Lazard section, are called Lazard sectors.
Proposition 2.11. If f is Lazard delineable on S then f is valuation-invariant in every
Lazard section and sector of f over S.
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Proof. Let (v1, . . . , vn−1) be the common value of the Lazard valuation of f on α ∈ S. Then
(v1, . . . , vn−1, 0) is the Lazard valuation of f at a point (α, z) in a Lazard sector of f over S.
If (α, z) is in a Lazard section of f over S with associated multiplicity m then the Lazard
valuation of f at this point equals (v1, . . . , vn−1, m). 
We express Lazard’s main claim, essentially the content of his Proposition 5 and subse-
quent remarks, as follows (as in [36]):
Let A be a finite irreducible basis in Rn, where n ≥ 2. Let S
be a connected subset of Rn−1. Suppose that each element of
PL(A) is valuation-invariant in S. Then each element of A is
Lazard delineable on S, and the Lazard sections over S of the
elements of A are pairwise disjoint.
Our wording of this claim is different from Lazard’s – we have tried to highlight and clarify
the essence of his assertions. This claim concerns valuation-invariant lifting in relation to
PL(A): it asserts that the condition, “each element of PL(A) is valuation-invariant in S”, is
sufficient for an A-valuation-invariant stack in Rn to exist over S. We prove Lazard’s main
claim in Section 5. We can now describe Lazard’s proposed CAD algorithm (as in [36]):
Algorithm 2.12 (Valuation-invariant CAD using Lazard projection).
(I,S) ← VCADL(A)
Input : A is a list of integral polynomials in x1, . . . , xn.
Output : I and S are lists of indices and sample points, respectively, of the cells comprising
an A-valuation-invariant CAD of Rn.
(1) If n > 1 then go to (2).
Isolate the real roots of the irreducible factors of the nonzero elements of A. (Algo-
rithms for univariate integral polynomial factorization are given in [25].)
Construct cell indices I and sample points S from the real roots. Exit.
(2) B ← the finest squarefree basis for prim(A). That is, B is assigned the set of ample
irreducible factors of elements of the set prim(A) of primitive parts of elements of A
of positive degree. (Recall that an ample set in a commutative ring with 1 is a set
which contains exactly one element in each equivalence class of associates [14, 15].
Algorithms for multivariate integral polynomial factorization are given in [25].)
P ← cont(A) ∪ PL(B). (cont(A) denotes the set of contents of elements of A.)
(I ′,S ′)← VCADL(P ).
I ← the empty list. S ← the empty list.
For each α = (α1, . . . , αn−1) in S
′ do
Let i be the index of the cell containing α.
f ∗ ←
∏
f∈B fα. (Each fα is constructed using exact arithmetic in Q(α).)
Isolate the real roots of f ∗.
Construct cell indices and sample points for Lazard sections and sectors of ele-
ments of B from i, α and the real roots of f ∗.
Add the cell indices to I and the sample points to S.
Exit.
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As mentioned in Remark 2.2, practical experience with CAD suggests that it is worthwhile
overall to first compute the finest squarefree basis for prim(A) in step (2). In particular, the
cost in practice of such computation usually remains a relatively small part of the total time
for CAD. But the benefit of such computation as the projection and lifting phases of CAD
proceed likely outweighs any additional cost of performing the factorization. This is due in
part to the expected presence of nontrivial factors of repeated discriminants and resultants
[27, 12].
The correctness of the above algorithm – namely, the claim that, given A ⊂ Rn, it produces
a CAD of Rn such that each cell of the CAD is valuation-invariant with respect to each
element of A – follows from Lazard’s main claim by induction on n.
3. Basic properties of Lazard’s valuation
In this section we study Lazard’s valuation [26] in the relatively special setting, namely
that of multivariate polynomials over a ring, in which it was defined in the previous section.
We shall clarify the notion and basic properties of this special valuation, and identify some
relationships between valuation-invariance and order-invariance. The content of this section
is based on very similar material found in [35].
We recall the standard algebraic definition of the term valuation [18, 3, 48]. A mapping
v : R − {0} → Γ, R a ring, into a totally ordered abelian monoid (written additively) Γ
is said to be a valuation of R if the following two conditions are satisfied:
(1) v(fg) = v(f) + v(g) for all f and g;
(2) v(f + g) ≥ min{v(f), v(g)}, for all f and g (with f + g 6= 0).
Perhaps the simplest and most familiar example of a valuation in algebraic geometry is
the order of an n-variate polynomial over a field K at a point α ∈ Kn. That is, the mapping
ordα : K[x1, . . . , xn]− {0} → N defined by
ordα(f) = the order of f at α
is a valuation of the ring K[x1, . . . , xn]. The order of f at α is also called “the multiplicity
of f at α”.
Let n ≥ 1. Recall that the lexicographic order ≤lex on N
n is defined by v = (v1, . . . , vn) ≤lex
(w1, . . . , wn) = w if and only if either v = w or there is some i, 1 ≤ i ≤ n, with vj = wj , for
all j in the range 1 ≤ j < i, and vi < wi. Then ≤lex is an admissible order on N
n in the sense
of [5]. Indeed Nn, together with componentwise addition and ≤lex, forms a totally ordered
abelian monoid. The lexicographic order ≤lex can be defined similarly on Z
n, forming a
totally ordered abelian group.
Recall the definition of vα(f) for f ∈ K[x1, . . . , xn] nonzero and α ∈ K
n from Section 2:
vα(f) is the element (v1, . . . , vn) of N
n least (with respect to ≤lex) such that f expanded
about a has a term c(x1 − α1)
v1 · · · (xn − αn)
vn with c 6= 0. Notice that vα(f) = (0, . . . , 0)
if and only if f(α) 6= 0. Where there is no ambiguity we shall usually omit the qualifier
“Lazard” from “Lazard valuation”. We state some basic properties of the valuation vα(f),
analogues of properties of the familiar order ordα(f). The first property is the fulfilment of
the axioms.
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Proposition 3.1. Let f and g be nonzero elements of K[x1, . . . , xn] and let α ∈ K
n. Then
vα(fg) = vα(f) + vα(g) and vα(f + g) ≥lex min{vα(f), vα(g)} (if f + g 6= 0).
Proof. These claims follow since Nn, together with componentwise addition and ≤lex, forms
a totally ordered abelian monoid. 
Proposition 3.2. (Upper semicontinuity of valuation) Let f be a nonzero element of K[x1, . . . , xn]
and let v = (v1, . . . , vn) ∈ N
n. Then the set {γ ∈ Kn; vγ(f) ≥lex v} is an algebraic subset
of Kn. In particular, the Lazard valuation is upper semi-continuous (in Zariski topology for
any field K and in the classical topology for K = R or C).
Proof. Denote w = (w1, . . . , wn), α = (α1, . . . , αn). The coefficient cw,α in the expansion of
f at α
f =
∑
w
cw,α(x1 − α1)
w1 · · · (xn − αn)
wn,
for w fixed, is a polynomial in α. (If K is of characteristic zero then this coefficient equals
1
w1! · · ·wn!
∂w1+···+wnf
∂xw11 · · ·∂x
wn
n
.) The set {α ∈ Kn; vα(f) ≥lex v} is the intersection of the zero set
of polynomials cw,α for w = (w1, . . . , wn) <lex v. Therefore it is algebraic. The algebraic sets
are closed in Zariski topology by definition and clearly also, if K = R or C, in the classical
topology. 
Remark 3.3. Let f : U → K, K = R or C, be analytic, where U is an open connected subset
of Kn, and suppose that f does not vanish identically. Then the Lazard valuation vα(f)
for α ∈ U can be defined exactly as in Definition 2.4 and it satisfies the upper semicontinu-
tiy property for the classical topology. But the Lazard valuation extended to rational or
meromorphic functions does not satisfy the upper semicontinutiy, see [35] for a discussion.
We shall say that f is valuation-invariant in a subset S ⊂ Kn if vα(f) is constant as α
varies in S.
For the remaining properties we state we shall assume that K = R or C. (We will use
Proposition 3.4 later but not the remaining properties.)
Proposition 3.4. Let f and g be analytic in U ⊂ Kn, with U open and connected, and
suppose neither f nor g vanishes identically. (In particular, f and g could be nonzero
elements of K[x1, . . . , xn], with U = K
n.) Let S ⊂ U be connected. Then fg is valuation-
invariant in S if and only if both f and g are valuation-invariant in S.
Proof. This follows easily from Proposition 3.2 and Remark 3.3. See for instance the proof
of Lemma A.3 of [31]. 
The next lemma is in a sense another analogue of the familiar order, and is particular to
the case n = 2.
Lemma 3.5. Let f(x, y) ∈ K[x, y] be primitive of positive degree in y and squarefree. Then
for all but a finite number of points (α, β) ∈ K2 on the curve f(x, y) = 0 we have v(α,β)(f) =
(0, 1).
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Proof. Denote by R(x) the resultant resy(f, fy) of f and fy with respect to y. Then R(x) 6= 0
since f is assumed squarefree. Let (α, β) ∈ K2, suppose f(α, β) = 0 and assume that
v(α,β)(f) 6= (0, 1). Then fy(α, β) = 0. Hence R(α) = 0. So α belongs to the set of roots
of R(x), a finite set. Now f(α, β) = 0 and f(α, y) 6= 0, since f is assumed primitive. So β
belongs to the set of roots of f(α, y), a finite set. 
Let us further consider the relationship between the concepts of order-invariance and
valuation-invariance for a subset S of Kn. The concepts are the same in case n = 1 because
order and valuation are the same for this case. For n = 2 order-invariance in S does not
imply valuation-invariance in S. (For consider S = {(x, y)|x2 + y2 − 1 = 0} in K2. The
order of f(x, y) = x2 + y2 − 1 at every point of S is 1. The valuation of f at every point
(α, β) ∈ S except (±1, 0) is (0, 1). But v(±1,0)(f) = (0, 2).) However for n = 2 we can prove
the following.
Proposition 3.6. Let f ∈ K[x, y] be nonzero and S ⊂ K2 be connected. If f is valuation-
invariant in S then f is order-invariant in S.
Proof. Assume that f is valuation-invariant in S. Write f as a product of irreducible elements
fi of K[x, y]. By Proposition 3.4 each fi is valuation-invariant in S. We shall show that each
fi is order-invariant in S. Take an arbitrary factor fi. If the valuation of fi in S is (0, 0)
then the order of fi throughout S is 0, hence fi is order-invariant in S. So we may assume
that the valuation of fi is nonzero in S, that is, that S is contained in the curve fi(x, y) = 0.
Suppose first that fi has positive degree in y. Now the conclusion is immediate in case S is
a singleton, so assume that S is not a singleton. Since S is connected, S is an infinite set.
By Lemma 3.5 and valuation-invariance of fi in S, we must have v(α,β)(fi) = (0, 1) for all
(α, β) ∈ S. Hence fi is order-invariant in S (since ordfi = 1 in S). Suppose instead that
fi = fi(x) has degree 0 in y. Since fi(x) is irreducible it has no multiple roots. Therefore
v(α,β)(fi) = (1, 0) for all (α, β) ∈ S. Hence fi is order-invariant in S (since ordfi = 1 in S).
The proof that fi is order-invariant in S is finished and we conclude that f is order-invariant
in S. 
However the following example indicates that Proposition 3.6 is not true for dimension
greater than 2; that is, valuation-invariance does not imply order-invariance when n > 2.
Let f(x, y, z) = z2 − xy and let S be the x-axis in R3. Now f is valuation-invariant in S,
since the valuation of f at each point of S is (0, 0, 2). But f is not order-invariant in S, since
ord(0,0,0)f = 2 and ord(α,0,0)f = 1 for α 6= 0.
4. The Puiseux with parameter theorem
We recall the classical Puiseux with parameter theorem in the form given in [39]. This
theorem is a special case of the Abhyankar-Jung theorem, see [1], [38], and hence can be
traced back to [24]. Puiseux with parameter is closely related to certain algebraic results
of Zariski concerning equisingularity in codimension 1 over an arbitrary algebraically closed
field of characteristic 0 (Thm 7 of [45] and Thms 4.4 and 4.5 of [46]). In the Appendix at
the end of this paper we provide a short proof of this theorem for the reader’s convenience.
We use the following notation: with ε = (ε1, . . . , εk), Uε,r = Uε × Ur, where Uε = {x =
(x1, . . . , xk) ∈ C
k : |xi| < εi, ∀i}, Ur = {y ∈ C : |y| < r}. In this section “analytic” means
“complex analytic”.
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Theorem 4.1. (Puiseux with parameter)
Let
f(x, y, z) = zd +
d−1∑
i=0
ai(x, y)z
i,(2)
be a monic polynomial in z with coefficients ai(x, y) analytic in Uε,r. Suppose that the dis-
criminant of f is of the form Df(x, y) = y
mu(x, y) with analytic function u non vanishing
on Uε,r. Then, there are a positive integer N (we may take N = d!) and analytic functions
ξi(x, t) : Uε,r1/N → C such that
f(x, tN , z) =
d∏
i=1
(z − ξi(x, t))
for all (x, t) ∈ Uε,r1/N .
The roots ξi(x, t) satisfy, moreover, the following properties. Firstly, for every i 6= j, ξi−ξj
equals a power of t times a function nonvanishing on Uε,r1/N . Secondly, if the coefficients
ai(x, y) of f are (complexifications of) real analytic functions then the set of functions ξi(x, t)
is complex conjugation invariant.
Note that “parameter” in the name “Puiseux with parameter” refers to the k-tuple x,
which “parametrizes” the Puiseux roots ξi(x, t). Observe also that Theorem 4.1 is applica-
ble to any nonmonic polynomial f(x, y, z) which otherwise satisfies the hypotheses of the
theorem, and for which the leading coefficient ad(x, y) vanishes nowhere in Uε,r. For we may
simply divide f by ad to obtain a monic polynomial with the same roots which still satisfies
the hypotheses of the theorem.
By analogy with [36] we now consider the more general case in which
f(x, y, z) = ad(x, y)z
d +
d−1∑
i=0
ai(x, y)z
i,(3)
with coefficients ai(x, y) analytic in Uε,r, under the assumption that each of ad(x, y) and
Df(x, y) is equal to a power of y times a unit, that is, an analytic function nonvanishing in
Uε,r. We may then apply Theorem 4.1 to f˜(x, y, z˜) defined by
f˜(x, y, z˜) = z˜d +
d−1∑
i=0
aia
d−1−i
d z˜
i(4)
because Df˜ = a
d2−3d+2
d Df satisfies the assumptions of Theorem 4.1. Let ηi(x, t) be the roots
of f˜(x, tN , z˜). Then, with y = tN ,
d∏
i=1
(adz − ηi) = f˜(x, y, adz) = a
d−1
d f(x, y, z).(5)
The above relation is key for proving the following result, which is a complex analytic version
of Corollary 3.15 of [36].
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Corollary 4.2. Let f(x, y, z) be as in (3) and suppose that each of ad(x, y), a0(x, y) and
Df(x, y) is of the form a power of y times an analytic function nonvanishing on Uε,r. Then
there are an integer N > 0, analytic functions ui(x, t) : Uε,r1/N → C, 1 ≤ i ≤ d and
non-negative integers m0, m1, . . . , md, such that on Uε,r1/N ,
tdm0f(x, tN , z) = ad(x, t
N )
d∏
i=1
(tm0z − tmiui(x, t)).
The functions ui(x, t) satisfy, moreover, the following properties. For all i, ui is non-
vanishing in Uε,r1/N . For every i 6= j, t
miui − t
mjuj equals a power of t times a function
nonvanishing on Uε,r1/N . If the coefficients of ai(x, y) of f are (complexifications of) real
analytic functions then the set of functions ui(x, t) is complex conjugation invariant.
Proof. By the assumption ad(x, t
N ) = tm0 a˜d(x, t
N) and a0(x, t
N) = tma˜0(x, t
N), with a˜d, a˜0
nowhere vanishing. Since
∏
i
ηi(x, t
N) = ad−1d (x, t
N )a0(x, t
N ),
the same is true for each ηi (the roots of f˜), namely, ηi(x, t) = t
mi η˜i(x, t), with η˜i(x, t) nowhere
vanishing. By (5) we get a˜dd
∏d
i=1(t
m0z − a˜−1d ηi) = a˜
d
d
∏d
i=1(t
m0z − tmi a˜−1d η˜i) = a
d−1
d f(x, y, z).
Hence, setting ui := a˜
−1
d (x, t
N )η˜i(x, t) we obtain the required formula for t
dm0f(x, tN , z). If
the coefficients ai are real then the set of roots ηi is conjugation invariant and hence so is
the set of functions ui(x, t) 
Remark 4.3. By analogy with Corollary 3.15 of [36], just the hypotheses on the leading
coefficient ad(x, y) and discriminant Df (x, y) of a nonmonic polynomial f(x, y, z) suffice to
yield a conclusion slightly weaker than that presented in Corollary 4.2 above. In particular,
the existence of integer N > 0, analytic functions ui(x, t) and nonnegative integers mi
yielding a factorization of tdm0f(x, tN , z) follow from just these hypotheses. Formally, the
roots tmi−m0ui(x, t) of f(x, t
N , z) are meromorphic (Laurent) series: this means that finitely
many negative exponents in t, as well as ui ≡ 0, are allowed. Hence some roots could go to
infinity as t→ 0, where such behaviour in general depends on the parameter x. (With k = 1,
consider the example f(x, y, z) = yz−x.) The additional hypothesis of Corollary 4.2 above is
that the trailing coefficient a0(x, y) is of the same special form as ad(x, y) and Df (x, y). This
hypothesis on a0(x, y) is key to proving the nonvanishing of the functions ui(x, t) in Uε,r1/N ,
which is not guaranteed without it (as the example shows). The nonvanishing of the ui(x, t)
implies, in turn, that the number of roots which tend to infinity as t → 0 is independent
of x. This consequence is crucial to part of the proof of our main theorem presented in the
next section.
As follows from the next lemma the assumptions of Theorem 4.1 and Corollary 4.2 can
be expressed equivalently as the order invariance of ad(x, y), a0(x, y) and Df(x, y) in the
hyperplane y = 0.
Lemma 4.4. Recall that x denotes (x1, . . . , xk) in this section. Let g(x, y) be analytic in
a neighbourhood of the origin in Kk+1, K = R or C, and suppose that g does not vanish
identically. The following are equivalent:
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(1) The order of g(a, y) (as a function of y) at y = 0 equals m for all fixed a sufficiently
small.
(2) For some function u analytic near the origin with u(0, 0) 6= 0 we have g(x, y) =
ymu(x, y) for all (x, y) sufficiently small.
(3) g is order-invariant in the hyperplane y = 0 near the origin and this order is equal
to m.
Proof. First we show that (1) implies (2). Suppose that g(α, y) is of order m at y = 0 for α
within box B about the origin. Expand g about the origin as the following iterated series:
g(x, y) = g0(x) + g1(x)y + g2(x)y
2 + · · · .
Take (a, 0) ∈ B. By assumption gi(a) = 0 for all i < m and gm(a) 6= 0. Setting
u(x, t) = gm(x) + gm+1(x)y + gm+2(x)y
2 + · · · ,
we have g(x, y) = ymu(x, y), and u(0, 0) 6= 0, as required.
Our proof above that (1) implies (2) could be easily adapted to show that (3) implies (2).
That (2) implies (1) and (3) is straightforward. 
Remark 4.5. One can adapt easily the above proof to show that the conditions (1)-(3) also
are equivalent to
(4) g is valuation-invariant in the hyperplane y = 0 near the origin, and this valuation
is equal to (0,m) (where 0 denotes n-1 zeros).
We do not use this result in this paper.
5. Proof of Lazard’s main claim
We shall need to sharpen slightly the definition of Lazard delineability given in Section 2.
First recall that a k-dimensional analytic submanifold of Rn−1 is a nonempty subset S which
looks locally like Rk. That is, for each point p of S, there is an analytic coordinate system
(xˆ1, . . . , xˆn−1) about p such that near p, S is the intersection of the n − 1 − k hyperplanes
xˆk+1 = 0, . . . , xˆn−1 = 0 in the local coordinate system [31, 32]. With this notation, we say
that (xˆ1, . . . , xˆk) are local coordinates on S near p. A function θ : S → R is said to be
analytic if near every point p of S, there are local coordinates on S with respect to which
f is analytic (near the origin in Rk). We say that an n-variate real polynomial f is Lazard
analytic delineable on a submanifold S of Rn−1 if conditions (1), (2) and (3) of Definition
2.10 are satisfied, where the continuous functions θ1 < . . . < θk from S to R are moreover
analytic. The major effort of this section is to prove the following result; the Lazard claim
is then an easy consequence.
Theorem 5.1. Let f(x, xn) ∈ R[x, xn] have positive degree d in xn, where x = (x1, . . . , xn−1).
Let D(x), l(x) and t(x) denote the discriminant, leading coefficient and trailing coefficient
(that is, the coefficient independent of xn) of f , respectively, and suppose that each of these
polynomials is nonzero (as an element of R[x]). Let S be a connected analytic submanifold
of Rn−1 in which D, l and t are all valuation-invariant. Then f is Lazard analytic delineable
on S, hence f is valuation-invariant in every Lazard section and sector over S. Moreover,
the same conclusion holds for the polynomial f ∗(x, xn) = xnf(x, xn).
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A special form of Lazard’s main claim, in which S is assumed to be a connected submani-
fold of Rn−1, and each element of A, an irreducible basis, is concluded to be Lazard analytic
delineable on S etc., follows from the above theorem by Proposition 3.4. The details are
provided in Subsection 5.3 below. This special form of Lazard’s main claim is sufficient to
validate Lazard’s CAD method, as outlined in Section 2.
Our task now is to prove Theorem 5.1. To do this we first need to investigate transforming
the valuation of f at a point p into the order of f along a curve passing through p.
5.1. Transforming the valuation. For a pair of vectors c,v we denote by 〈c,v〉 their
scalar product 〈c,v〉 =
∑
i civi. Let V ⊂ N
n be a non-empty family. We say that an n-tuple
of positive integers c = (c1, . . . , cn) ∈ (N
∗)n is an evaluator for V if for every i = 1, ..., n− 1
we have
ci ≥ 1 + max
v∈V
∑
j>i
cjvj .(6)
The above inequality is intended to mean that the subset {
∑
j>i cjvj |v ∈ V } of N is finite
and, if so, ci strictly exceeds the maximum element of this set. Such a c always exists for
any given finite V ⊂ Nn, but may or may not exist if V is infinite. Indeed, if V is finite,
we may choose cn arbitrarily and then use (6) to define cn−1, cn−2, . . . recursively. This is
enough for us because we shall typically need an evaluator for a set V of valuations of some
n-variate polynomial g. Then {vα(g)|α ∈ K
n} is finite, in fact every i-th component (vα(g))i
of vα(g) is bounded by the maximal exponent of x
βi
i that appears in g.
Remark 5.2. If c = (c1, . . . , cn) is an evaluator for V then c
′ = (c1, . . . cn−1) is an evaluator
for V ′ = {(v1, . . . , vn−1)|∃vn(v1, . . . , vn) ∈ V }.
Lemma 5.3. Let V ⊂ Nn be a non-empty family and let c = (c1, ..., cn) ∈ (N
∗)n be an
evaluator for V .
If v ∈ V , u ∈ Nn, and v <lex u for the lexicographic order, then 〈c,v〉 < 〈c,u〉. In
particular, if v,u ∈ V then 〈c,v〉 = 〈c,u〉 if and only if v = u.
Proof. Suppose that v <lex u, that is there is i such that uk = vk for k < i and vi < ui.
Then
〈c,u〉 − 〈c,v〉 = ci(ui − vi) +
∑
j>i
cj(uj − vj)
≥ (ui − vi) + (ci − 1)(ui − vi − 1) + [ci − 1−
∑
j>i
cjvj] > 0.
(The strict inequality uses the fact that the term in brackets is nonnegative since c is an
evaluator for V and v ∈ V .) 
The following result allows us to transform the Lazard valuation vp(f) into the order of f
at y = 0 along a monomial curve of the form K ∋ y → p+ (yc1, . . . , ycn).
Proposition 5.4. Let f ∈ K[x1, ..., xn], f 6= 0, p ∈ K
n. With V ⊂ Nn a non-empty
family, suppose that vp(f) ∈ V and that c = (c1, ..., cn) ∈ (N
∗)n is an evaluator for V . Then
f(p+ (yc1, . . . , ycn)) is not identically equal to zero and its order at y = 0 equals 〈c, vp(f)〉.
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Proof. Write f(x) =
∑
v∈Nn av(x− p)
v and denote Λ = {v; av 6= 0}. Then
f(p+ (yc1, . . . , ycn)) =
∑
v∈Λ
avy
〈c,v〉 = avp(f)y
〈c,vp(f)〉 +
∑
u>lexvp(f)
auy
〈c,u〉
and the proposition follows from Lemma 5.3. 
Proposition 5.5. Let f ∈ K[x1, ..., xn], f 6= 0, α ∈ K
n−1. Let v = (v1, . . . , vn−1) be the
Lazard valuation of f on α. With V ′ ⊂ Nn−1 a non-empty family, suppose that v ∈ V ′ and
that c′ = (c1, ..., cn−1) is an evaluator for V
′. Then, the following formula holds:
f(α+ (yc1, . . . , ycn−1), xn) = y
〈c′,v〉(fvα (xn) + yR(y, xn)),(7)
with R ∈ K[y, xn].
Proof. This follows from the definition of Lazard evaluation on α. 
We have also a parametrised version of the above result.
Proposition 5.6. Let f ∈ K[x1, ..., xn], f 6= 0, S ⊂ K
n−1. Let v = (v1, . . . , vn−1) be the
minimal value of Lazard valuation of f on α ∈ S. With V ′ ⊂ Nn−1 a non-empty family,
suppose that v ∈ V ′ and that c′ = (c1, ..., cn−1) is an evaluator for V
′. Then, the following
formula holds for all α ∈ S:
f(α+ (yc1, . . . , ycn−1), xn) = y
〈c′,v〉(fvα (xn) + yR(α, y, xn)),(8)
with fvα (xn) ∈ K[α, xn], R ∈ K[α, y, xn].
Proof. This follows from the fact that the coefficient fuα in the expansion (1) is a polynomial
in (α, xn). (If K is of characteristic zero then it is equal to
1
u1! · · ·un−1!
∂u1+···+un−1f
∂xu11 · · ·∂x
un−1
n−1
.) By
assumption on v, if u <lex v then f
u
α vanishes identically for α ∈ S. 
5.2. Proof of Theorem 5.1. The proof is based on the propositions stated in the previous
subsection (especially Proposition 5.6) and the Puiseux with parameter theorem that we
recalled in the previous section.
Recall that, in the statement of the theorem to be proved, x denotes the (n − 1)-tuple
(x1, . . . , xn−1). Write
f(x, xn) = ad(x)x
d
n + ad−1(x)x
d−1
n + · · ·+ a0(x).(9)
(Then ad(x) = l(x) and a0(x) = t(x).) We fix positive integers c1, ..., cn−1 that satisfy the
following properties. Firstly, we want c = (c1, ..., cn−1) to be an evaluator for the set VS of
Lazard valuations of f on p ∈ S. Secondly we require that c should be an evaluator for
Vgi = {vp(gi) : p ∈ S}, for 1 ≤ i ≤ 3, where g1(x) = D(x), g2(x) = ad(x) and g3(x) = a0(x).
Since VS and the Vgi are finite such c1, ..., cn−1 exist. Later in the course of the proof we may
multiply all ci by a positive integer N . Then clearly the vector (Nc1, ..., Ncn−1) still is an
evaluator for VS and the Vgi. We shall use test monomial curves, as in Proposition 5.4, in
the proof. Indeed we translate the assumed Lazard invariance of D, ad, and a0 for p ∈ S
near a fixed point p0 of S into the invariance of the order of these polynomials at y = 0
along a suitable monomial curve parametrized by y and passing through p, for p ∈ S near
p0. This sets the stage for application of Lemma 4.4 followed by the Puiseux with parameter
theorem. The details follow.
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By the assumptions of Theorem 5.1, gi is valuation-invariant in S, for 1 ≤ i ≤ 3. Consider
ψ : S × R→ Rn−1 defined by
ψ(p, y) = p+ (yc1, . . . , ycn−1)(10)
and gi(ψ(p, y)), 1 ≤ i ≤ 3. By Proposition 5.4, for i and p fixed, gi(ψ(p, y)), as a function
of y ∈ R, has order ki := 〈c, vp(gi)〉 at y = 0. Since gi is valuation-invariant in S, this order
is independent of p ∈ S. Therefore, by Lemma 4.4, applied with respect to suitable local
coordinates on S ×R near (p0, 0), gi(ψ(p, y)) as an analytic function is divisible by y
ki with
the quotient analytic and non-vanishing in a neighbourhood US ×U
′ of (p0, 0) in S×R. Let
fψ(p, y, z) = f(ψ(p, y), z) = ad(ψ(p, y))z
d + ad−1(ψ(p, y))z
d−1 + · · ·+ a0(ψ(p, y)).
Since ad(ψ(p, y)) is not vanishing identically, the degree in z of fψ equals d and the dis-
criminant Dψ(p, y) of fψ equals D(ψ(p, y)). Therefore we may apply to fψ, localised at
(p0, 0) ∈ S×R, and after complexification, the Puiseux with parameter theorem in the form
given by Corollary 4.2. Then we use the conclusion of Corollary 4.2 to show the Lazard
delineability of f over a neighbourhood of p0 in S. Now we present in detail this argument.
Where k denotes the dimension of S, we choose local coordinates (xˆ, y) = (xˆ1, . . . , xˆk, y) on
S×R near (p0, 0). We denote by fˆψ(xˆ, y, z) the polynomial fψ expressed in these coordinates,
and by aˆi and Dˆψ its ith coefficient and discriminant, respectively. Then the aˆi are analytic
in a neighbourhood of the origin in Rk+1. We denote by aˆi also the complexification of aˆi,
that is, the unique complex analytic extension of aˆi to a neighbourhood of the origin in C
k+1.
Hence, in a suitable polydisk Uε,r in C
k+1, fˆψ (and aˆd, aˆ0, Dˆψ) satisfy the hypotheses of
Corollary 4.2 (as was observed above). Therefore, by this Corollary, we have
tdm0 fˆψ(xˆ, t
N , z) = aˆd(xˆ, t
N )
∏
i
(tm0z − tmi uˆi(xˆ, t))(11)
in Uε,r1/N , for suitable integers N > 0 and mi ≥ 0, and suitable functions uˆi(xˆ, t) analytic
and nonvanishing in the specified polydisk.
Now we may write aˆd(xˆ, t
N) = tm0 ˆ˜ad(xˆ, t
N), with ˆ˜ad(xˆ, t
N ) nonvanishing in the specified
polydisk, as in the proof of the Corollary just cited. Hence, in our original coordinates, we
have
t(d−1)m0fψ(p, t
N , z) = a˜d(p, t
N)
∏
i
(tm0z − tmiui(p, t))(12)
in US ×U
′, after suitable refinement of this neighbourhood if necessary, where the functions
a˜d, ui are analytic and nonvanishing in US × U
′. Moreover, again by the conclusion of
Corollary 4.2, each difference tmiui(p, t) − t
mjuj(p, t) for i 6= j equals a power of t times a
nowhere vanishing function. Let v be the minimum of valuations of f on p for p ∈ US. By
(8)
fψ(p, t
N , z) = tN〈c,v〉(fvα (z) + t
NR(p, tN , z)).(13)
By comparing (13) and (12) we see that N 〈c,v〉 = m0(1 − d) +
∑
imax{m0, mi}. (The
nonvanishing of the ui is used here.) Therefore the Lazard valuation of f on p is independent
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of p ∈ US, and the Lazard evaluation of f at p equals
fvp (z) = a˜d(p, 0)z
ν
∏
mi=m0
(z − ui(p, 0))
∏
mi<m0
ui(p, 0),(14)
where ν equals the number of i with mi > m0. By Corollary 4.2, each difference ui(p, 0) −
uj(p, 0), for i, j such that mi = mj = m0, is either non-vanishing for all p ∈ US or identically
equal to zero in US. Hence, by the last part of Corollary 4.2 (concerning the complex
conjugation invariance of the ui), each ui(p, 0) is either real for all p, if ui(p, 0) ≡ ui(p, 0),
or nonreal for all p, otherwise. Thus we may take as the θj(p) of (2) of Definition 2.10
those ui(p, 0) that are real, and complete them by θ(p) ≡ 0 if ν of the equation above is
strictly positive. This shows that f is Lazard analytic delineable on US. The Lazard analytic
delineability of f on the whole of S then follows from the connectedness of S.
It remains to address the proof of the second conclusion of Theorem 5.1, which asserts
the Lazard analytic delineability of f ∗ = xnf on S. Recall that the functions ui(p, 0) which
determine part of the variety of fvp (z) for p in S near p0 vanish nowhere near p0. If ν > 0
the remaining part of the variety of fvp (z) is given by the function z ≡ 0. Therefore each
real root function θ of f on S satisfies the following: either θ(p) < 0 for all p, or θ(p) = 0
for all p, or θ(p) > 0 for all p. Therefore f ∗ = xnf is Lazard analytic delineable on S. 
An analogue of our main theorem, with slightly different hypotheses but the same conclu-
sion, is true. The hypotheses of this analogue are that the discriminant D(x) is valuation
invariant in S and the leading coefficient l(x) is nonvanishing in S. No assumption about the
trailing coefficient t(x) is needed. The proof of this analogue is similar to (and simpler than)
the proof of our main theorem presented above, except that Theorem 4.1 is used instead
of its corollary, after dividing through by the leading coefficient of fψ. This analogue could
be used to enhance the practical efficiency of Algorithm 1 in cases where some polynomial
elements of the input set A have leading coefficients which vanish nowhere in Rn−1. As the
following examples show we cannot drop the assumption about t(x) in general.
Example 5.7. With (x1, x2, x3) = (x, y, z), consider f(x, y, z) = y
2z2−y(2x+y)z+x(x+y)
and let S be the x-axis. Then D(x, y) = y4, a2(x, y) = y
2 and hence both D and a2 are
valuation invariant on S. Nevertheless f is not Lazard delineable on S. Indeed, f vanishes
identically over x = y = 0 but not over the generic point of S. An even simpler example is
furnished by f(x, y, z) = yz − x, with the same S.
We illustrate the construction in the proof using two examples. For both examples we
take n = 4 and (x1, x2, x3, x4) = (x, y, z, w).
Example 5.8. Let f(x, y, z, w) = yw2 + xw − yz2 and let S ⊂ R3 be the positive direction
of the z-axis (not including the origin). The discriminant D(x, y, z) = x2 + 4y2z2 vanishes
identically on S. The valuations of D, the leading coefficient a2 = y, and the trailing coef-
ficient a0 = −yz
2, at (0, 0, z), z > 0, are equal to (0, 2, 0), (0, 1, 0), and (0, 1, 0) respectively.
(At the origin they are (0, 2, 2), (0, 1, 0), and (0, 1, 2), so we do not include the origin in S.)
In order to detect the decomposition of S × R into the valuation (of f) invariant subsets
we may take c1 = 3, c2 = c3 = 1, so that the condition (6) is satisfied for the sets Vg =
{vp(g) : p ∈ S}, where g equals D, a2, and a0, and for the set VS of Lazard valuations of f
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on p ∈ S. In this case it means that (6) is satisfied for (0, 1, 0) and (0, 2, 0). The function
fψ is then given by
fψ(p, s, w) = sw
2 + s3w − s(z + s)2 = s(w2 + s2w − (z + s)2),
where p = (0, 0, z). (Note that we use the symbol s to denote the second argument of fψ,
since y already denotes x2.) This case is particularly simple since by dividing by s and then
setting s = 0 we obtain a polynomial of the same degree as f . This polynomial w2−z2 equals
the Lazard evaluation polynomial fp(w), p = (0, 0, z), and its zeros give the decomposition
of S × R into the valuation invariant subsets: v(p,w)(f) = (0, 1, 0, 1) if w
2 = z2 > 0 and
v(p,w)(f) = (0, 1, 0, 0) if w
2 6= z2, z > 0. (If w = z = 0 then v(p,w)(f) = (0, 1, 0, 2).)
A similar but more complicated example is f(x, y, z, w) = xw2 + yzw − x with the same
S and similar discriminant D(x, y, z) = y2z2 + 4x2. Then the Lazard evaluation polynomial
fp(w) = zw for p = (0, 0, z), z > 0, (here z is treated as a constant), is of degree strictly
smaller than the degree of f . We may take again c1 = 3, c2 = c3 = 1. The function fψ (again
with s denoting the second argument) is given by
fψ(p, s, w) = s
3w2 + sw(z + s)− s3 = s(s2w2 + w(z + s)− s2).
The polynomial in parentheses has two roots for s 6= 0. One of them tends to 0 as s
tends to 0 and the other one tends to infinity. In the formula (12), after dividing through
by t(d−1)m0 , this latter root of fψ(p, t, w) has a strictly negative exponent mi − m0. The
exponent associated to the first root is strictly positive.
5.3. Derivation of Lazard’s main claim from Theorem 5.1. We show how the special
form of Lazard’s main claim described just after the statement of Theorem 5.1 is deduced
from Theorem 5.1. We essentially adapt the proof of Theorem 3.1 of [31] in the following
way. Let x denote (x1, . . . , xn−1). Let A = {f1, f2, . . . , fm} be a finite irreducible basis
in Rn, where n ≥ 2, and let S be a connected analytic submanifold of R
n−1. Suppose
that each element of PL(A) is valuation-invariant in S. If ±xn /∈ A, put f = f1f2 · · · fm.
Otherwise put f = f1f2 · · · fm/xn. Then f is (up to sign) the product of those elements of
A whose trailing coefficients are nonzero. Hence the trailing coefficient t(x) of f is nonzero,
and is valuation-invariant in S, by Proposition 3.4. Similarly, the leading coefficient l(x)
of f is valuation-invariant in S. Using the well-known expression for the discriminant of
a polynomial product and Proposition 3.4, we see also that the discriminant D(x) of f is
nonzero and valuation-invariant in S. Hence, by the first conclusion of Theorem 5.1, f is
Lazard analytic delineable on S. If ±xn /∈ A, we may use this property to deduce the desired
conclusions of Lazard’s main claim. If ±xn ∈ A, then by the second conclusion of Theorem
5.1, f ∗ = xnf = f1f2 · · · fm is Lazard analytic delineable on S, and the desired conclusions
of Lazard’s main claim follow from this property of f ∗.
5.4. Proof of Lazard’s original claim. In this subsection we provide a proof of the original
claim of Lazard, as stated in Section 2. We first state a corollary of Theorem 5.1:
Corollary 5.9. Suppose f(x, xn) ∈ R[x, xn] satisfies the assumption of Theorem 5.1. Let
S be a connected subset of Rn−1 in which D, l and t are all valuation-invariant. Then f is
Lazard delineable on S and is valuation invariant in every section and sector of f over S.
Proof. This corollary follows from Theorem 5.1 by standard arguments of semialgebraic
geometry: stratifications and the curve selection lemma.
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First we note that there is a finite semialgebraic stratification ⊔iTi = R
n−1 such that D, l
and t are all valuation-invariant on each stratum. Here, by definition of stratification, each
Ti is a connected locally closed semialgebraic subset and an analytic submanifold of R
n−1
and any two strata satisfy the frontier condition: if Ti ∩ T j 6= ∅ then Ti ⊂ T j. The existence
of such a stratification follows from general theory of semialgebraic sets, see e.g. Proposition
9.1.8 of [6] or Proposition 2.5.1 of [4].
Now for S ⊂ Rn−1 as in the assumption of corollary we consider S1 = ⊔i∈ΛTi, the union
of all strata intersecting S. Clearly S1 is connected, D, l and t are all valuation-invariant in
S1, and Lazard delineability on S1 implies Lazard delineability on S. Thus we may replace
S by S1.
In order to show Lazard delineability on a connected union of strata it suffices to show it
on S of the form S = Ti∪Tj with Ti ⊂ T j. Thus suppose that S = Ti∪Tj and that D, l and
t are valuation-invariant on S. We show that f is delineable on S. For this it is enough to
show that the Lazard valuation on α is independent of α ∈ S, that the number of sections
of fα over Ti and Tj coincide, that these sections are given by functions continuous on whole
S, and finally that their multiplicities as roots of fα are the same on Ti and Tj. By standard
arguments based on the curve selection lemma, see e.g. Proposition 8.1.13 of [6], it suffices
to show all these claims over p([0, ε)), where p(τ) : (−ε, ε)→ S is an arbitrary real analytic
curve such that p(0) ∈ Ti and p(τ) ∈ Tj for τ > 0. By replacing τ by τ
2 we may assume
that p(τ) ∈ Tj for τ 6= 0. Then we follow the main steps of the proof of Theorem 5.1. Let
ψ : (−ε, ε)× R→ Rn−1 be defined by
ψ(τ, y) = p(τ) + (yc1, . . . , ycn−1),
where (c1, ..., cn−1) is an evaluator for the sets Vg = {vp(g) : p ∈ S}, with g(x) = D(x), l(x)and t(x),
and an evaluator for the set VS of Lazard valuations of f on p ∈ S. Since D, l and t are
valuation-invariant on the image of p(τ), fψ(τ, y, z) = f(ψ(τ, y), z) satisfies the assumptions
of Puiseux with parameter theorem, Corollary 4.2. Then the proof of Theorem 5.1 shows
that f is Lazard delineable on the image of p(τ), and hence, by the curve selection lemma,
on S. 
Lazard’s original claim follows from the above corollary by analogy with the argument
presented in Subsection 5.3 above.
6. Conclusion
We first summarise the work reported herein. We presented the results of our investigation
of Lazard’s proposed CAD method, including both his proposed projection and valuation.
In [36] we already found that Lazard’s projection is valid for CAD construction for well-
oriented polynomial sets. In the present paper (Section 5) Lazard’s main claim is proved
using his valuation. A consequence of this result is that Lazard’s CAD method is valid, with
no well-orientedness restriction.
There are immediate consequences of our main result for certain related works on projec-
tion in CAD. For example, as similarly mentioned in [36] (Section 4), our main result could
be readily adapted to obtain an analogue of the theorem of [33] concerning the reduction of
projection sets in CAD-based quantifier elimination in the presence of equational constraints.
A further significant potential benefit of Lazard’s method is that it may permit greater sim-
plifications and improvements to projection for such problems. Indeed, the newly validated
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approach which underpins improved projection using valuation invariance may yield better
results concerning the use of so-called propagated constraints for such problems [34].
It is natural to ask how Lazard’s CAD method compares with other reduced projection
CAD algorithms with respect to efficiency and other criteria. As mentioned, Lazard’s method
is more general than those of McCallum [30, 31, 32] and Brown [8] in the sense that the latter
algorithms fail for non-well-oriented input sets A. The algorithm of [30] was subjected to a
theoretical computing time analysis which was broadly based upon that provided by Collins
[15] for his original CAD algorithm. The overall conclusion was that the method of [30]
remains of doubly exponential worst case time complexity in the number of variables n, as is
the case for Collins’ original CAD, though the double exponent in the computing time bound
is reduced. Still, for every fixed n, both algorithms have a polynomial worst case computing
time bound. (Interested readers are referred to the very recent paper [7] which contains an
improved exposition of the complexity analysis of [30].) To our knowledge, no computing
time analysis of Brown’s method, nor that of Lazard, has yet been published. Nonetheless,
given that both sets PBM (B) and PL(B) contain the discriminants, and resultants of pairs
of distinct elements, of an irreducible basis B, it is likely that the computing times of the
methods of both Brown and Lazard remain doubly exponential in n, perhaps with slight
improvements to the double exponent, relative to McCallum’s method.
Further work could usefully be done in a number of directions. As mentioned and elabo-
rated in [36], it will be interesting to compare experimentally the Brown-McCallum projec-
tion [8] with the Lazard projection. As mentioned above, it would be worthwhile to try to
extend the theory of equational constraints, especially the use of propagated constraints, with
the Lazard projection. Similarly, re-examination of the theory of bi-equational constraints
[9, 10] in the context of Lazard’s projection and valuation may be fruitful. Re-visiting ideas
for practical improvements suggested in [26] could be beneficial.
Another inportant direction will be to understand the topological and geometric structure
of the output of the CAD algorithm. This concerns all the methods, not only the Lazard
one presented in this paper, see [28]. To study it will be interesting to use the new ideas
proposed in a recent paper on Zariski equisingularity and stratifications [37].
7. Appendix. Proof of Puiseux with parameter theorem
In this section, for the reader’s convenience, we present a concise proof of Theorem
4.1. This proof is based on the classical theory of complex analytic functions and uses a
parametrized version of the Riemann removable singularity theorem. The proof we present
below is due to  Lojasiewicz and Paw lucki, see [39]. For a similar approach, with slightly
different details, see [38] Proposition 2.1.
Let us first recall the basic notation: Uε,r = Uε × Ur, where Uε = {x = (x1, . . . , xk) ∈ C
k :
|xi| < εi, ∀i}, Ur = {y ∈ C : |y| < r}. We also denote the punctured disc Ur \ {0} by U
∗
r .
Proof of Theorem 4.1. Consider the polynomial in z,
P (x, w, z) := f(x, e2piiw, z),
whose coefficients ai(x, e
2piiw) are analytic on Uε × H , where H = {w : 2piIm(w) > − ln r}.
By assumption the discriminant DP (x, w) = Df(x, e
2piiw) does not vanish on Uε × H and
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hence P admits global complex analytic roots
ξ˜1(x, w), · · · , ξ˜d(x, w).
(If DP (x, w) is nonzero then the equation P = ∂P/∂z = 0 has no solution. Therefore the
local solutions ξ˜(x, w) of P = 0 are analytic by the implicit function theorem. They are
well-defined global analytic functions because Uε ×H is contractible.)
The coefficients of P are periodic: P (x, w + 1, z) = P (x, w, z). Hence for each root
ξ˜i(x, w) there is another root ξ˜ϕ(i)(x, w) such that ξ˜i(x, w + 1) = ξ˜ϕ(i)(x, w). The map
ϕ : {1, . . . , d} → {1, . . . , d} is a permutation and hence ϕd! = id. Therefore, for N = d!,
ξ˜i(x, w +N) = ξ˜i(x, w).(15)
Thus there are analytic functions ξi(x, t) : Uε×U
∗
r1/N
→ C such that ξ˜i(x, w) = ξi(x, e
2piiw/N ).
Since ξi(x, t) are roots of f(x, t
N , z) they are bounded on Uε0×U
∗
r
1/N
0
, for every ε0 < ε, r0 < r.
Hence they extend to functions analytic on Uε × Ur1/N by Riemann’s theorem on removable
singularities, cf. [20] Theorem 3, p. 19. 
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