Abstract. Motivated by several recent results, we determine precisely when a) is a Dickson polynomial of the first or second kind. As a consequence, we obtain a classification of all such polynomials which are also planar; all examples found are equivalent to previously known examples.
Introduction
Throughout p is an odd prime and q = p e . We denote the finite field of q elements by F q and adopt the convention F * q to mean the non-zero elements of the field. We use F q to denote the algebraic closure of F q . A polynomial f in indeterminate X over F q is called a permutation polynomial of F q if f induces a bijective map on F q under evaluation. We recall that any linear transformation of F q , when viewed as a vector space over F p , can be represented by a linearised polynomial L -that is, a polynomial of the form L(X) = i a i X p i . A linearised polynomial is a permutation polynomial over F q precisely when its only root in F q is 0.
The Dickson polynomials of the first kind (DPFK) and Dickson polynomials of the second kind (DPSK) are defined by
respectively, where ⌊k/2⌋ is the largest integer ≤ k/2, and a ∈ F q . Dickson polynomials of the first and second kind have been studied extensively, see the monograph [13] . Their permutation behaviour has been a specific area of study. Nöbauer [15] proved D k (X, a) is a permutation polynomial over F q if and only if (k, q 2 − 1) = 1. The permutation behaviour of the Dickson polynomials of the second kind remains unresolved and is certainly more complicated; for example, the behaviour is dependent on whether a is a square or non-square in F q . We refer the interested reader to the articles [3, 6, 10, 9, 11] .
A Dembowski-Ostrom (DO) polynomial in F q [X] is defined to be any polynomial of the shape i,j a ij X p i +p j .
1 * q . Consequently, when considering the planarity of a DO polynomial, one needs only be concerned with the existence of roots (x, y) with xy = 0 of ∆ f (X, Y ).
Qiu et al [16] have shown that the size of the image set on F * q of a planar polynomial over F q must be at least (q −1)/2. It follows that for planar polynomials of the form h(X 2 ), h must be injective on the non-zero squares of F q . In particular, any permutation polynomial h would satisfy this last condition (though h(X 2 ) may not be planar, of course). Of particular interest are polynomials which are planar for infinitely many extensions of F q . Two such classes were described by the authors in [5] . One of these classes consists of DO polynomials. In fact it is easily described as D 5 (X 2 , a), a class which gave rise to previously unknown projective planes, see [5, 4, 8] . These results led us to consider when
is important only when k is even, as Dickson polynomials of the first kind have a non-zero constant term when k is even). We provide a complete description. Using similar methods, we also provide a complete description of when ) is a DO polynomial. Finally we determine the planarity of all DO polynomials found.
Dickson polynomials of the first kind
The following theorem provides a complete description of when
Theorem 2.1. Let q = p e with p an odd prime and fix a ∈ F * q . The polynomial
is a Dembowski-Ostrom polynomial over F q if and only if one of the following holds.
(
m and d = 2p n for non-negative integers m, n.
Proof. It is straightforward to check that each of the cases listed yield DO polynomials in all cases, and so we need only show the necessity of these cases to complete the proof.
We first simplify the problem. It is clear that DO polynomials are closed under left or right composition with
, it follows that all cases reduce to the case where p does not divide k or d, and we shall assume this in all that follows.
2d , which is a DO polynomial provided d = (p α +1)/2; this corresponds to case (ii).
For the remainder, suppose k ≥ 3. The two terms of largest degree in
necessarily has at least two terms.
We shall deal with k even or odd separately, though the methods are similar. Case 1 k is even Then D k (X, a) has non-zero terms X k and X 2 . Hence kd = p α + 1 and 2d = p β + 1 for non-negative integers α, β. From k ≥ 4 it follows that β < α. The coefficient of X k−2 in D k (X, a) being non-zero, we have
This is only possible if p = 3 and β = i = j, and so α = β + 1. Thus k(3 β + 1) = 2(3 β+1 + 1). Since k is even, either β = 0 or β|(β + 1), in which case β = 1. However, β = 1 implies k = 5, contrary to k even, and so β = 0. Thus p = 3, d = 1 and k = 4, which is (iii). Case 2 k is odd Then D k (X, a) has non-zero terms X k and X. Hence kd = p α + 1 and
being non-zero, we have
When p = 3, we have 3 β |(1 + 3 i + 3 j ). If β > 0, then i = j = 0 and β = 1 is forced. But then α = 2, contrary to α odd. If β = 0, then 3 α−1 = 1 + 3 i−1 + 3 j−1 , and so i = j = 1. This yields β = 0, α = 2, which corresponds to (iv).
If p = 5 then β = i = j = 0 and so α = 1. In this case, we deduce d = 2 and k = 3, which corresponds to (v).
Dickson polynomials of the second kind
Theorem 3.1. Let q = p e with p an odd prime and fix a ∈ F * q . The polynomial
n for some non-negative integer n. n for non-negative integer n; or (b) p = 5 and d = 2p
n for non-negative integer n. (vi) k = 6 and either (a) p = 3 and d = p n for non-negative integer n; or (b) p = 5 and d = p n for non-negative integer n.
n for non-negative integer n. (viii) k = 9, p = 3 and d = 4p
n for non-negative integer n. (ix) k = 10, p = 3 and d = p n for non-negative integer n. (x) k = 12, p = 3 and d = p n for non-negative integer n.
in general, so we can no longer assume p does not divide k. We know
for some non-negative integers α, m where k = p m k ′ with (p, k ′ ) = 1. We deal with small cases of k separately.
Cases (i) and (ii) correspond to k = 1 and k = 2, and follow immediately from (1) .
, and so 3p β + 3 = p α+m + p m where m = 1 if p = 3 and if p = 3, m = 0 and α > β. For p = 3, we find β = α, and we obtain the first part of (iii). For p = 3, 3p β + 2 = p α forces p = 5 and β = 0. Hence d = 2 and we have the second part of (iii).
)/4 with α odd, which is (iv). For p > 3, we have 2d = p β + 1, where β < α. Equation 1 now implies 2p β + 1 = p α , which can only hold if p = 3, contrary to p > 3. So no further cases arise for k = 4.
It follows that m = 1 if p = 5 and m = 0 otherwise. So 3d = p β+n + p n where n = 1 if p = 3 and if p > 3, n = 0 and α > β . Now for p = 3 we find d = 3 β + 1, and combining with (1) now yields 5 · 3 β + 4 = 3 α . This forces β = 0 and α = 2, which is the first part of (v). When p = 5, (1) yields d = 5 α + 1, and so 3 · 5 α + 2 = 5 β . Then α = 0 and β = 1 is forced, and we obtain the 2nd part of (v). For p > 5, d = p γ + 1 follows from the linear term of E k (X, a), and now combining with (1) we obtain 5p γ + 4 = p α , which implies p = 3 or 5, contrary to p > 5.
When p = 3, m = 1 and 4d = 3 β + 1. In combination with (1) we find α = 0, η = 1 is forced and so d = 1, establishing the first part of (vi). For p ≥ 5 we have m = 0 and 2d = p β + 1 with β < α. We now find 3p β + 2 = p α , which forces p = 5, β = 0 and α = 1. This establishes the second part of (vi).
For the remainder let k ≥ 7. The polynomial E k (X, a) has a term of degree
with α > β > γ + n. In particular, α, β > 0. This forces 2d = p α − p β to be divisible by p, and so p|d, which is a contradiction. So E k (X d , a) − E k (0, a) cannot be a DO polynomial in this case.
Suppose k ≡ 1 mod p. We have
with n = 0 unless p = 3. We note α > β + n.
But this is impossible with α > β + n. So t ∈ {1, 2}. If t = 1, then k = 3 n + 4 and d = 3
β + 1 with β ≥ 1 as d ≡ 1 mod 3. Substituting into our first equation we find
If β < n, then this means 4 · 3 β + 3 ≡ 0 mod 3 n , which is impossible. Similarly, if β > n, then 3 n + 3 ≡ 0 mod 3 β , also impossible. Thus β = n, and now we obtain 3 ≡ 0 mod 3 β , so that β = 1. This yields α = 3, so that k = 7 and d = 4, corresponding to case (vii). If t = 2, then 2d = 3 β + 1. Since d ≡ 1 mod 3, β = 0 is forced and d = 1. We then have 3 α = 2 · 3 n + 3, and so n = 1 and α = 2 follow. This yields n = 10 and d = 1, which is case (ix).
Suppose k ≡ 2 mod p. We have
with n ≥ 1 and α > β + n. So k = p n t + 2 with (t, p) = 1 and td = p β + 1. Since t ≥ 1, we have
We rearrange this to obtain
Dividing through by p β+n we arrive at the inequality
Since n ≥ 1, this can only hold if p = 3, β = 0 and n = 1. Further, equality holds in that case, so that t = 1 must also hold. But then k = 5, contrary to k ≥ 7. So E k (X d , a) − E k (0, a) cannot be a DO polynomial in this case.
Suppose k ≡ 3 mod p. If p > 3, then we have
Since k ≥ 7, β ≥ 1 is forced. It follows that p|d, a contradiction. So p = 3. We now have
with m ≥ 1 and β ≥ 2 as k ≥ 9. We write k = 3 m t and d = (3 α + 1)/t with (t, 3) = 1. It now follows from the second equation that d ≡ 1 mod p. If α = 0, then td = 2 and so d = 1. The second equation then yields 2 · 3 m = 3 β + 3, implying m = 1 and k = 6, contradicting k ≥ 9. Hence α ≥ 1 and t ≡ 1 mod p. Now E k (X, a) also has a term of degree k − 8 unless k − 6 ≡ 0 mod 9. However, since k = 3 m t and t ≡ 1 mod 3, it is clear k ≡ 6 mod 9. We therefore have the additional equation
It follows that 6d = 3 β − 3 γ , which forces γ = 1. As d ≡ 1 mod 3, (2) now forces d = 1 and k = 12, or d = 4 and k = 9. Either possibility yields a DO polynomial.
Planarity considerations
We now address the question of when the DO polynomials obtained in the previous sections give rise to planar functions. While the planarity of some of the DO polynomials arising in Theorems 2.1 and 3.1 are known, the majority of the examples, particularly those involving the Dickson polynomials of the second kind, have not previously been considered. The following facts will prove useful.
The proof is immediate from the observation ∆ f (z, z) = 2f (z) = 0, so that both 0 and z are roots of ∆ f (X, z). We shall also use the following result of Weil [17] . Proposition 4.2. Let q = p e and suppose f (X, Y ) is absolutely irreducible over F q . Then the number N of (x, y) ∈ F 2 q with f (x, y) = 0 satisfies
where d is the total degree of f .
Let F k (X, a) be a Dickson polynomial of either kind. Then it follows from the definitions that, for any 
There is a further critical consequence of this relation on Dickson polynomials: in the algebraic closure , we may always choose b ∈ F q satisfying ab 2d = 1, so that the factorisations of ∆ F k (X d ,a) and ∆ F k (X d ,1) over F q are linearly related. Consequently, the absolutely irreducible factors of ∆ F k (X d ,a) are of the same form for all non-zero a. We now proceed to consider the planarity of the various DO polynomials arising from Theorems 2.1 and 3.1.
Cases (i) and (ii) of both theorems correspond to DO monomials. The planar behaviour of X p α+n +p n is well understood -it is planar over F p e if and only if e/(α, e) is odd (see [5, Theorem 3.3] ). Theorem 3.1 (iv) also produces DO monomials, but limited only to characteristic 3. Theorem 3.1 (iii)(a) is also connected to DO monomials -this case produces the DO polynomials (
Theorem 2.1 (iv) corresponds to the motivating examples mentioned at the beginning of this paper:
For Theorem 2.1 (iii), let q = 3 e , fix a ∈ F * q and set
where
, and Y 2 + a has no repeated factors. Eisenstein's criteria now states h(X, Y ) is absolutely irreducible. It follows from Proposition 4.2 that there are at least q − 3 solutions (x, y) ∈ F q × F q to this equation. At most four solutions (x, y) can be accounted for with xy = 0, and so when q − 3 > 4, there must be a root (x, y) of h(X, Y ) with xy = 0. But then ∆ f (X, y) is not a permutation polynomial and so f (X) is not planar if e > 1. If e = 1, then f (X) ≡ (1 − a)X 2 mod (X 3 − X), which is planar provided a = 2. So this case yields a planar polynomial if and only if e = 1 and a = 2.
Theorem 2.1 (v) and Theorem 3.1 (iii), (vi)(b) yield practically the same DO polynomial:
Consequently, we deal with the planarity of f (X) = X 6 + 2aX 2 , the analysis for the others may then be determined. Set q = 5 e . We have
Let z ∈ F q satisfy z 4 = a. Using the prime Y − z, Eisenstein's criteria shows that h(X, Y ) is absolutely irreducible. Appealing to Proposition 4.2, the number N of roots in
Since at most eight roots of h(X, Y ) in F 2 q can be accounted for with xy = 0, there must be a root (x, y) of h(X, Y ) with xy = 0 provided
which holds for all e ≥ 3. If e = 1, then f (X) ≡ (1 + 2a)X mod (X 5 − X), which is planar provided 1 + 2a = 0 -i.e. a = 2. For e = 2, one computes the number N of solutions of x 4 + y 4 = a:
where a = g 4i+j . It follows at once that f (X) is planar over F 25 if and only if a = g 4i+1 for some integer i. We have completed the analysis of the planarity of all DO polynomials described by Theorem 2.1. Cases (v) through (x) of Theorem 3.1 remain to be considered. We consider them sequentially.
(v) For k = 5 we have two sub-cases. In either case, d = 2.
(a) p = 3: Set f (X) = E 5 (X 2 , a) = X 10 − aX 6 and set q = 3 e . This polynomial is planar over F q if and only if
The polynomial f is planar over F q if and only if h(X, Y ) has no roots (x, y) ∈ F * q . Now
, and Y 8 + 1 has no repeated factors. It follows from Eisenstein's criteria that A(X, Y ) is absolutely irreducible. By Proposition 4.2, the number N of solutions of A(x, y) = 0 satisfies
At most eight of these solutions (x, y) satisfy xy = 0. Consequently, there exists a root (x, y)
This holds provided e ≥ 7. But then, given such a solution A(x, y) = 0 with xy = 0, we have
and so f is not planar over F 3 e . Computation quickly shows f is never planar over F q for any a ∈ F * q with 3 ≤ e ≤ 6. For e = 2, the difference operator reduces to ay 3 X 3 − yX, which is a permutation polynomial if and only if N (ay
and q = 5 e with e ≥ 2. If either a or −2a is a fourth power in F q , then f has four non-zero roots. Consequently, f is not planar by Proposition 4.1 in those cases. These conditions coincide only when 4 | e, so that whenever 4 ∤ e, f is not planar for half the possible choices for a ∈ F * q . When e = 3, computation reveals f is in fact planar over F 27 for all remaining choices of a. Now let e ≥ 4. We have ∆ f (X, Y ) = XY h(X, Y ), where At most eight solutions can also satisfy xy = 0 and so provided e ≥ 5, the polynomial h(X, Y ) has a root (x, y) with xy = 0. Hence f cannot be planar over F q in such cases. Computation then shows there are no examples of planar polynomials arising from this case with e = 4 either. (vi) For k = 6 we again have two sub-cases, but the p = 5 case has already been considered above. Set p = 3, f (X) = E 6 (X, a) − E 6 (0, a) = X 6 + aX 4 and q = 3
e with e ≥ 2. The difference operator for f is ∆ f (X, Y ) = XY h(X, Y ) with h(X, Y ) = aX 2 + aY 2 − X 2 Y 2 . Set A(X, Y ) = X 2 + Y 2 − a −1 . By our previous arguments for Theorem 2.1 (iii), we know A(X, Y ) has roots (x, y) ∈ F * q × F * q for all e ≥ 2. But then h(x −1 , y −1 ) = ax −2 y −2 A(x, y) = 0, and so f is not planar for any e ≥ 2. (vii) k = 7, d = 4 and p = 3: Set f (X) = E 7 (X 4 , a) = X 28 + a 2 X 12 − a 3 X 4 and q = 3
e . This polynomial is never planar when e is even as then 4|(q − 1), so that the order of the image set of f on F * q is at most (q −1)/4. Now suppose e is odd, so that −1 is a non-square in F q . If a is a non-square in F * q , then since (8, q − 1) = 2, we may write a = −b 8 for some b ∈ F * q . It is easily checked that f (b) = 0, so that f is not planar over F 3 e by Proposition 4.1. Now suppose a is a square in F 3 e with e odd. Since (4, q − 1) = 2, Proposition 4.3 shows E 7 (X 4 , a) is planar equivalent over F 3 e to E 7 (X 4 , 1). Consequently, we need only consider the planarity of f (X) = E 7 (X 4 , 1). We have ∆ f (X, Y ) = XY (X 2 + Y 2 )h(X, Y ), where
Direct computation using the Magma algebra package [2] shows h(X, Y ) is absolutely irreducible. By Proposition 4.2, the number N of solutions (x, y) ∈ F 2 q with h(x, y) = 0 satisfies N > q − 506 √ q − 25.
Any solution of h(x, y) = 0 with xy = 0 satisfies x 24 = −1 or y 24 = −1. However, there are no solutions to either equation in odd degree extensions of F 3 , and so there are no solutions to h(x, y) = 0 with xy = 0 in cases relevant to our analysis. It follows that f is not planar over F q provided q − 506 √ q − 25 > 0,
