An approach is presented for evaluating the performance achieved by a closed-loop adaptive-optics system that is employed with an astronomical telescope. This method applies to systems incorporating one or several guide stars, a wave-front reconstruction algorithm that is equivalent to a matrix multiply, and one or several deformable mirrors that are optically conjugate to different ranges. System performance is evaluated in terms of residual mean-square phase distortion and the associated optical transfer function. This evaluation accounts for the effects of the atmospheric turbulence C"2(h) and wind profiles, the wave-front sensor and deformablemirror fitting error, the sensor noise, the control-system bandwidth, and the net anisoplanatism for a given constellation of natural and/or laser guide stars. Optimal wave-front reconstruction algorithms are derived that minimize the telescope's field-of-view-averaged residual mean-square phase distortion. Numerical results are presented for adaptive-optics configurations incorporating a single guide star and a single deformable mirror, multiple guide stars and a single deformable mirror, or multiple guide stars and two deformable mirrors.
INTRODUCTION
The fact that laser-guide-star adaptive optics can dramatically improve the resolution of ground-based astronomical telescopes has been demonstrated experimentally." 2 The finite range of a laser guide star implies that the degree of turbulence compensation that is achieved decreases with increasing telescope-aperture diameter, 3 
'
4 and the field of view (FOV) that is corrected by either a laser or a natural guide star is limited by the isoplanatic angle o. 5 More sophisticated but undemonstrated approaches may overcome these limitations. The use of constellations of multiple laser guide stars has been suggested as a means of correcting atmospheric turbulence for large-aperture telescopes. 6 ' 7 Adaptive-optics systems incorporating both multiple guide stars and multiple deformable mirrors may provide improved levels of turbulence compensation for FOV's that are larger than the isoplanatic patch.' 9 Since the degree of atmospheric-turbulence correction that is desirable for astronomical imaging applications remains a subject of debate,' it is important that we accurately quantify the improvements in resolution that are feasible with more complex adaptive-optics systems.
In this paper an analysis technique is presented that is useful for evaluating and optimizing the performance of many advanced adaptive-optics concepts. A representative multiconjugate adaptive-optics configuration is illustrated in Fig. 1 . In this system the wave fronts that are received from two laser and/or natural guide stars are measured with wave-front slope sensors that are optically conjugate to the telescope's primary mirror. The guide stars may be located at distinct ranges in one or several directions, and the wave-front slope sensors may differ in terms of subaperture geometry and measurement accuracy. Wave-front measurements that are obtained from laser guide stars cannot be used for overall tip-tilt correction because the position of the guide star is uncertain. The collection of all wave-front slope sensor measurements is combined into a single vector and is input into a wave-front reconstruction algorithm that is equivalent to a matrix multiply. The vector of deformable-mirror actuator adjustments that are produced as the output of this multiply is then temporally filtered by a servo control law before it is applied to one or several deformable mirrors. Each deformable mirror is characterized by a set of influence functions and is optically conjugate to a different range along the line of sight of the telescope. The intent of the figure adjustments that are finally applied to the deformable mirrors is to correct for turbulence-induced phase errors across the telescope's extended FOV The overall performance of the adaptive-optics control loop that is illustrated in Fig. 1 is determined by a wide range of parameters and error sources. The fitting error1l,2 is caused by the finite spatial resolution of the wave-front slope sensor subapertures and deformablemirror actuators. Wave-front-sensor noise 13 -1 5 propagates through the wave-front reconstruction algorithm and corrupts the figure adjustment that is applied to the deformable mirror. So-called servo lag results from the finite bandwidth of the control loop and limits the degree of correction that is achievable for time-varying wave-front distortions. 16 7 Anisoplanatic wave-front errors occur when wave-front measurements are recorded with a guide star that is displaced, either in range or in direction, from the object that is to be imaged. 7 517 It is important to consider the combined effect of these multiple error sources, since their integrated effect on overall adaptive-optics performance is frequently more forgiving than their independent values would suggest.1 7 The techniques that are developed here provide integrated evaluations of the telescope's net optical transfer function (OTF) and the meansquare residual phase error that is induced by these four Fig. 1 . Unfolded, foreshortened optical schematic of a multiconjugate adaptive-optics system with two guide stars and two deformable mirrors. CP 1 and CP 2 are the atmospheric layers that are conjugate to the deformable-mirror locations DM 1 and DM 2 . WFS's, wavefront sensors.
error sources. Both quantities can be computed as a function of field angle for imaging telescopes with an extended FOV We can optimize adaptive-optics performance by selecting wave-front reconstructor coefficients that minimize, subject to a constraint equation that is described below, the field-averaged, mean-square residual phase error that is due to residual atmospheric turbulence.
Minimizing this value will, in general, maximize the fieldaveraged OTF of the telescope, but the relationship between the two quantities is nonlinear and is not always monotonic. Although it is integrated, the analysis remains first order in the sense that all the adaptive-optics components illustrated in Fig. 1 are treated as entirely linear. Turbulence-induced scintillation effects are also assumed to be negligible.
An important feature of the adaptive-optics configuration illustrated in Fig. 1 is the placement of the wave-front slope sensors relative to the deformable mirrors. Each wave-front slope sensor measures the net phase distortion along the path to its guide star after compensation by the current set of deformable-mirror figures. The actuator command vector that is computed by the wave-front reconstruction matrix is consequently an incremental adjustment that is to be summed with the current set of actuator commands. The closed-loop behavior of the adaptive-optics system is quite complex for an arbitrary set of wave-front reconstructor coefficients, and I was forced to introduce linear constraints on the coefficient values either to evaluate or to optimize adaptive-optics performance. Qualitatively, these constraints require the wave-front reconstructor to predict the current deformable-mirror actuator command vector correctly in the ideal case of no atmospheric turbulence or wave-front slope sensor noise. The least-squares estimator that is considered by Wallner' 2 is an example of a reconstructor's satisfying this condition, but it is not the sole example. Standard optimization techniques can be used to determine the closed-loop reconstructor that will minimize the telescope's mean-square residual phase error subject to this constraint. Given the characteristics of actual wavefront sensors and deformable mirrors, accepting the closed-loop reconstructor constraint is prudent even if this constraint is not required by the analysis.
In Section 2 of this paper we develop our basic formulas for evaluating and optimizing adaptive-optics system performance. This derivation begins with a description of the Hilbert-space methods that are used to characterize the telescope's instantaneous mean-square residual phase distortion for a specific turbulence-induced phase profile and a specific set of deformable-mirror actuator commands. Subsection 2.B summarizes our first-order model for the wave-front reconstruction algorithm and the temporal dynamics of the adaptive-optics control loop. This linear model implies a highly nonlinear relationship between the reconstruction matrix coefficients and the control system's response to a particular time history of wave-front slope sensor measurements. Imposing closedloop constraints on the wave-front reconstruction matrix linearizes this expression and yields a quadratic relationship between the reconstruction matrix and the adaptiveoptics system's mean-square residual phase error. This quadratic formula can be used to evaluate the mean-square performance of any (constrained) reconstruction matrix and also to compute reconstructors that minimize the mean-square phase error that is subject to the required constraints.
Because the constrained wave-front reconstructor must precisely predict the deformable-mirror command vector in the hypothetical case of no atmospheric turbulence or wave-front slope sensor measurement noise, attempting to control poorly sensed deformable-mirror modes can degrade overall adaptive-optics system performance. Subsection 2.C describes how to identify these modes from the second-order statistics of the system's residual turbulenceinduced phase error. The closed-loop constraints on the wave-front reconstruction matrix can then be modified to suppress control of these inaccurately sensed modes.
The models and results that are presented in Section 2 are expressed in terms of abstract deformable-mirror influence functions, wave-front slope sensor measurements, and turbulence-induced phase-distortion profiles. Geometric-optics models and computational formulas for these quantities are presented in Section 3. Subsection 3.A describes phase-distortion profiles and slope sensor measurements in terms of integrals over the atmosphere's turbulence-induced refractive-index profile. Optical deformable-mirror influence functions are then computed from these expressions, from the mirror's physical influence functions, and from the position of the deformable mirror within the telescope's optical train. Subsection 3.C derives the second-order statistics of turbulence-induced phase profiles and wave-front slope sensor measurements as are required for the formulas of Section 2. These covariance matrices are computed for a Kolmolgorov turbulence spectrum with an infinite outer scale.
Section 4 presents sample numerical results that were computed for adaptive-optics systems of varying levels of complexity. Subsection 4.A parameterizes the effect of the fitting error and the wave-front-sensor noise for systems incorporating a single natural guide star and one deformable mirror that is conjugate to the telescopeaperture plane. Subsection 4.B evaluates the expected overall performance of representative single-guide-star systems. These cases have been selected to investigate the feasibility of compensating large-aperture astronomical telescopes at visible wavelengths under good seeing conditions. Subsection 4.C considers adaptive-optics systems with multiple guide stars but with only a single deformable mirror. The addition of a dim natural guide star or a high-altitude laser guide star can greatly enhance the perforniance of a system that is based on a single low-altitude laser guide star, even when this dim guide star is sensed with only a few large wave-frontsensor subapertures. Subsection 4.D considers a representative multiconjugate adaptive-optics configuration that employs two deformable mirrors and five natural and/or laser guide stars. Square FOV's as large as 500 in width can be well compensated with this sample system. Appendixes A and B discuss technical details of the derivations that are contained in Sections 2 and 3, and Appendix C summarizes the numerical integration techniques that were used to compute the results that are given in Section 4. Figure 2 is a schematic control-system block diagram corresponding to the adaptive-optics system that is illustrated in Fig. 1 . The input y(t) to this diagram is the open-loop vector of wave-front slope sensor measurements recorded at time t. This vector includes wave-frontsensor measurement noise and the effects of laser-guidestar position uncertainty but not the adjustment to the measured slopes that is caused by the current position of the deformable-mirror actuators. The closed-loop wavefront-sensor measurement vector that accounts for this effect is of the form y(t) -Gc(t), where c(t) is the deformable-mirror actuator command vector at time t and G = y/ac is the Jacobian matrix of first-order derivatives of y with respect to c. The wave-front reconstruction algorithm operates on this closed-loop sensor vector and takes the form e(t) = M[y(t) -Gc(t)], (2.1) where M is the matrix of wave-front reconstruction coefficients and e(t) is the vector of deformable-mirror actuator adjustments that are output by the reconstructor at time t. This vector of adjustments is temporally filtered before it is applied to the deformable mirror. A representative filter is given by the expression dc = ke(t), (2.2) where k is the gain of the filter in units of radians per second. Generalizations to this special case are considered below.' 8 The bottom third of Fig. 2 describes the degree of atmospheric-turbulence compensation that is achieved by the adaptive-optics system. The phase-distortion profile that is to be corrected is the function +(x, 0) and is a function of both coordinates in the aperture plane x and of the point 0 within the telescope's FOV for which the distortion profile is evaluated. The residual phase-distortion profile e(x, 0) that remains after the profile +(x, 0) has been compensated by the telescope's deformable mirrors is de- 
SYSTEM MODELS AND RESULTS
where ri(x, 0) is the influence function for the deformablemirror influence function i. Since deformable mirrors may not be conjugate to the telescope's aperture plane, actuator influence functions are not, in general, independent of 0. The mean-square value of the residual profile e(x, 0) with low-order modes removed will be abbreviated E
.
The precise definition of e 2 is given further below in this section.
The overall goal of this section is to evaluate the expected value of 2 for a given adaptive-optics control system and reconstruction matrix M and to determine reconstruction coefficients that will minimize this error. 9 Much of the development that is necessary for these results is most easily described in terms of Hilbertspace inner products and projection operators, and Subsection 2.A briefly reviews these concepts and introduces the associated notation. Subsection 2.B evaluates the closed-loop dynamics of the adaptive-optics control loop and demonstrates that obtaining a linear relationship between the coefficients of M and the deformable-mirror actuator command vector c(t) requires linear constraints on the reconstruction matrix M. These constraints are expressed in terms of an orthogonal projection operator Q operating on the vector space of deformable-mirror actuator commands. The resulting linear relationship between M and c(t) that is achieved with these constraints leads to the desired evaluation and minimization formulas for the residual mean-square phase error e 2 . Subsection 2.C describes how the constraints on reconstruction matrix coefficients may be adjusted to suppress the control of deformable-mirror modes that are inaccurately sensed and thus highly sensitive to wave-front slope sensor fitting error and measurement noise.
A. Hilbert-Space Preliminaries
The phase-distortion profile +(x, 0) and the actuator influence function r(x, 0) are both examples of real-valued, square-integrable functions that are defined on the space of pairs of points (x, 0) from the telescope's aperture plane and FOV The collection of all such functions is a vector space under the operations of pointwise addition and scalar multiplication. This vector space becomes a Hilbert space through the introduction of an inner product [f, g] that is defined by 
The aperture weighting function WA(x) will be zero outside the clear aperture of the telescope and typically will be a single, constant value within this clear aperture. The FOV weighting function WF(0) may assume a broader range of values depending on the relative importance that the observer ascribes to different points in the telescope's FOV
The input phase-distortion profile 4(x, 0) is defined only modulo an arbitrary constant. The aperture-averaged value of 4(x, 0) has no effect on the images that are produced by the telescope and should be nulled before evaluation of the adaptive-optics system performance in terms of the mean-square residual phase error E 2 . Additionally, the full-aperture tilt components of the function O(x, 0) are not significant when the object of interest is smaller than the isoplanatic angle and bright enough to be imaged with short exposures. Both the piston-removed and the tilt-and-piston-removed phase-distortion profiles can be represented by
The functions f(x) are the full-aperture piston mode and possibly the full-aperture tilt modes to be removed from the phase profile O(x, 0). They are assumed to be scaled to satisfy the relationship
The notation ' is intended to suggest the higher-order component of the phase profile 4. Equation (2.7) can be abbreviated with operator notation in the form = P (2.9)
Because of Eq. (2.8), the operator P is the orthogonal projection operator onto the subspace of functions with the full-aperture piston mode and possibly the full-aperture tilt modes removed. It may be verified that it satisfies the conditions P' = P and [Pf, g] = [f Pg] for any two square-integrable functions f and g that are defined on the telescope's aperture and FOV In addition to turbulence-induced phase-distortion profiles, a second class of functions that are defined on pairs of points from the telescope's aperture and FOV are the phase corrections that are applied by the adaptive-optical system's deformable mirrors. By linearity, the correction that is applied for a given actuator command vector c is of the form Xi ciri(x, 0), where ri(x, 0) is the influence function corresponding to a unit adjustment to actuator i. This correction will also be abbreviated with operator notation in the form (Hc)(x, ) = Y ciri(x, 0). (2.10) It is natural to view the length and the direction of an actuator command vector c in terms of its effect on the phase-distortion profile 4(x, 0). This motivates us to define an inner product [c, c'] on the space of deformablemirror actuator commands by [ The results of this research require that the actuator cross-coupling matrix R be positive definite so that the condition cTRc = 0 implies that c must be the zero vector. This condition will not be satisfied in the usual case, in which the full-aperture piston and full-aperture tilt modes can be obtained as linear combinations of actuator influence functions. As in previous research, 2 the set of permissible deformable-mirror actuator command vectors must be restricted to a linear subspace for which the matrix R is positive definite. One possible subspace is obtained when we simply remove the required number of redundant degrees of freedom from the actuator command vector. A second subspace is the span of eigenvectors of R with positive eigenvalues. The range of phase profile corrections corresponding to these subspaces is identical, and the two choices are equivalent for the first-order analysis that is developed here.
The adaptive-optical system's mean-square residual phase error E2 may now be defined more precisely. The residual-phase-distortion profile (x, 0) itself may be abbreviated in the form e = -Hc, (2.14) and the mean-square value of e with the full-aperture piston mode and possibly the full-aperture tilt modes re- The utility of the above Hilbert-space formalism will become apparent in the equations that are developed below to evaluate and to minimize the expected value of e 2 . The projection operator Q and the associated actuator command subspace that are selected for the above constraints are arbitrary for the present discussion. In Subsection 2.C we describe how to select a projection operator Q to optimize adaptive-optics system performance.
Recall from Subsection 2.A that any orthogonal projection operator Q satisfies the condition Q 2 = Q. Taken together, the relationships Q 2 = Q, MG = Q, and QM = M imply the simplification
Substituting this formula into Eq. (2.16) yields
c(t) = Ms(t),
where the vector s(t) is defined by (2.22) for the instantaneous value of the field-averaged meansquare residual phase error e 2 . One obtains the second equality by using the linearity of the inner product. The ensemble-averaged value of e 2 may now be written in the form
where ( represents ensemble averaging over the statistics of phase-distortion profiles +(x, 0) and wave-front slope sensor measurements s and the quantities (E 0 2 ), A, and S are defined by
This notation was again selected to conform with previous results.
7 1 2 Assuming that the quantities A, S, R, and ( 0 2 ) have been computed for a given adaptive-optics configuration and a given set of atmospheric-turbulence statistics, Eq. (2.23) may be used to evaluate the expected performance of any wave-front reconstruction matrix M that satisfies the constraints given by Eqs. (2.17) 
M = Q[R-'AS-+ (I -R-AS'-G)(G T S`G)'G T S']
(2.29)
for the constrained minimal-variance wave-front recon- One constraint that is imposed on the closed-loop wavefront reconstruction matrix M is that it must correctly estimate all deformable-mirror actuator command vectors within a specified subspace in the absence of wave-frontsensor noise and atmospheric turbulence. This constraint may degrade adaptive-optics system performance if some actuator command modes in this subspace are poorly sensed because of wave-front-sensor noise or anisoplanatism. In this case it is desirable to reduce the range space of the wave-front reconstruction matrix to avoid inaccurately sensed modes. Formulas for identifying such modes and for removing them from the reconstructor's range space are developed presently.
For this derivation it is convenient to rewrite Eq. (2.23) for the expected mean-square residual phase error (e 2 ) in the matrix form 
MSMTR).
Here tr(V) denotes the trace of a square matrix V. following discussion will frequently use the identity tr(UV T ) = tr(VTU), (2.30) The (2.31) which is valid for any two matrices V and U of common dimensions. This identity permits Eq. (2.30) to be rewritten as (e 2 ) = (
2 ) -tr(BR), (2.32) where the matrix B is defined by 
for the value of the expected mean-square residual phase error (E'. The net effect of the adaptive-optics control system is to reduce the telescope's mean-square phase error by the trace of the matrix A. Controlling deformable-mirror actuator command modes with negative eigenvalues Ai increases the value of (e'). We can improve adaptive-optics system performance by reducing the range of the wave-front reconstruction matrix M to a new subspace that is orthogonal to all the eigenvectors of the matrix R" 2 BR"2 that have negative eigenvalues. This subspace is the range of the orthogonal projection operator Q*, defined by the formulas if A s
(2.40)
The associated reconstructor M* is defined as
Before evaluating the new mean-square residual phase error (E2) for the reconstruction matrix M* we must verify that the matrix Q* is indeed an orthogonal projection operator and that the reconstructor M* satisfies the constraints that are given in Eqs. (2.17) and (2.18), with the projection operator Q being replaced by Q*. To be an orthogonal projection operator, the matrix Q* must satisfy the conditions 
for the expected mean-square residual phase error (e 2 ). By Eq. (2.39), the trace of the matrix LA is the sum of the positive eigenvalues Ai. The range space of the modified reconstructor M* is orthogonal to all inaccurately sensed modes that would degrade the time-averaged performance (2.37) of the adaptive-optics control loop.
COMPONENT MODELS AND EVALUATION FORMULAS
The adaptive-optics evaluation and optimization formulas that are developed above are for an abstract adaptiveoptics system. These results are expressed in terms of matrices depending on deformable-mirror influence functions (G, R, and A), wave-front slope sensor subaperture geometries (S, A, and G), and the statistics of atmospheric turbulence and sensor noise (S and A). This section derives evaluation formulas that describe these matrices for specific adaptive-optics configurations. The results that are obtained are applicable for either a Hartmann sensor or a shearing interferometer, either a continuous deformable mirror or a segmented mirror, and a variety of wavefront-sensor-subaperture deformable-mirror-actuator configurations.' 5 2 2 All the results, however, are based on first-order models for these components that neglect diffraction effects. For a Hartmann sensor this assumption does not apply if the wave-front distortions within individual subapertures are large enough to aberrate the subaperture guide-star images significantly. The linearity of a shearing interferometer wave-front sensor is also degraded by large wave-front distortions within individual subapertures unless the shear width is kept small relative to the atmospheric-turbulence correlation length. Either sensor is susceptible to so-called 2 ambiguities if it is used with a segmented mirror and monochromatic light. Subsection 3.A reviews standard first-order formulas for turbulence-induced phase-distortion profiles and wavefront slope sensor measurements. Both quantities are represented in a common form to simplify the computational expressions for the covariance matrices S and A. The formulas for slope sensor measurements reflect the effect of laser-guide-star position uncertainty. Subsection 3.B expresses the actuator optical influence functions ri(x, 0) and the associated matrices R and G in terms of actuator physical influence functions, the position of the deformable mirror within the telescope's optical train, and the range and the direction of each guide star. Subsection 3.C contains a detailed derivation of evaluation formulas for the covariance matrices S and A. These expressions are for the case of the Kolmogorov turbulence spectrum, for specified atmospheric turbulence C"2(h) and wind-speed profiles, and for random, uniformly distributed wind directions at each altitude.
A. Wave-Front and Wave-Front-Sensor Models
The turbulence-induced phase-distortion profile in which the piston mode and possibly the tilt modes have been removed, 4(x, 0, t), is defined in Section 2 by
Recall that x is a point in the aperture plane of the telescope, 0 is a point in the telescope's FOV, the functions fi(x) are the orthonormal piston mode and possibly the orthonormal tilt modes that are to be removed from the phase profile, and WA(x') is the aperture function of the telescope. Our model for +(x, 0, t), the phase-distortion profile that includes low-order modes, assumes that the strength and the distribution of atmospheric turbulence are such that diffraction and scintillation effects can be neglected. The phase distortion that is encountered by a ray as it propagates from the direction 0 to the point in the aperture plane with coordinates x is given by the integral 0(x, 0,t) = Af Idzn(x + zO,z,t).
Here A is the wavelength of the light, z denotes the range along the optical axis of the telescope, and n(x, z, t) is the turbulence-induced variation in the refractive index of the atmosphere at range z, at transverse coordinates x, and at time t. Equation (3.2) implicitly introduces the paraxial approximation sin(O) = 0 for the magnitude of all angles 0 within the telescope's FOV The assumed temporal dynamics of the refractive-index profile n(x, z, t) are based on the Taylor hypothesis:
where v is the transverse velocity vector of the wind at range z and no(x, z) is the refractive-index profile at time t = 0. The upper bound of integration z 0 in Eq. (3.2) can be any range that is greater than the limit of atmospheric turbulence. For purposes of this paper it is convenient to assume that this integration limit is significantly greater, so the separation between the points x + z and [1 -(z/zo)]x + zO is negligible for all points x within the telescope aperture and all ranges z within the atmosphere. One must know the distribution of the wind-velocity vector v and the second-order statistics of the refractiveindex profile no to calculate the covariance matrices A and S. For isotropic Kolmogorov turbulence with a zero inner scale and an infinite outer scale, the power spectrum on of refractive-index variations is given by where K is the spatial wave number, fio(c, z) is the Fourier transform of no(x, z) with respect to x, and Cn 2 (z) is the refractive-index structure function at range z. In this paper we assume that the wind speed v is a fixed, known function of altitude and that the direction of the wind is a uniformly distributed random variable in the coordinate system of the telescope aperture. The latter condition will be satisfied regardless of the geographical wind direction if performance predictions are averaged over all possible orientations of the telescope's azimuth gimbal.
The vector s(t) of temporally filtered wave-front slope sensor measurements will also be modeled with geometricoptics approximations. Recall from Section 2 that this vector is defined by the integral (3.5) where y is the instantaneous wave-front slope sensor measurement vector and k is the bandwidth of the adaptive-optics control loop in radians per unit time.
Each component of the vector y is a noisy wave-front slope sensor measurement of the wave-front that is received from either a natural or a laser guide star. For a natural guide star this measurement is modeled as the average tilt of the wave front over a particular wave-front-sensor subaperture. Tilt measurements from laser guide stars are modeled similarly, except that the angular position error of the guide star, because of its projection through atmospheric turbulence, must be subtracted from the subaperture-averaged wave-front slope. Either case may be represented by an expression of the form (3.6) where ai is the additive noise that is included in the measurement, 4'(x, t) is the wave front that is received from the guide star, and WiS(x) is a distribution representing a line integral in the aperture plane of the telescope. For a natural guide star the path of this line integral is around the boundary of the given subaperture. 2 4 For a laser guide star a second line integral around the boundary of the illuminator's projection aperture must be included in the definition of WS(x) to account for guide-star position error. The noise term ai(t) is assumed to be temporally white and uncorrelated between separate guide stars and subapertures. Its second-order statistics are described by (3.7) The wave fronts O1(x, t) that are received from each guide star are modeled geometrically by i(x,t) = A dzn [+ (p-x)(pL ),zt , (3.8) where zi is the range to the guide star and pi is the coordinate of the guide star in the plane that is perpendicular to the telescope's line of sight.
It is convenient to combine Eqs. (3.1) and (3.2) for the phase-distortion profile ¢(x, 0, t) and Eqs. (3.5), (3.6), and (3.8) for the slope sensor measurement si(t) into a common representation. This representation is the triple integral
The generalized temporal weighting function w(r), the aperture weighting function v(x'), the wave-front source coordinate p, and the noise term a are defined by
piston mode and possibly the tilt modes from the optical (3.10) actuator influence function ri(x, 0) independently in each direction 0 in the FOV of the telescope is not equivalent to removing the same modes from the physical influence function hi(x). if u = +(x, 0, t)
The matrix coefficient Gji that describes the first-order coupling between the deformable-mirror actuator i and if u = s(t) the guide-star measurementj is a function of the actuator (3.11) influence function hi(x) and of the range and the direction of the guide star. Combining Eqs. (3.6) and (3.8) (3.12) and substituting the influence function h(x) for the refractive-index layer n(x, di) gives -x) . (3.17) Equation (3.12) invokes the assumption that the separation between the points x + z and [1 -(z/z 0 )]x + z is negligible for all points x in the telescope aperture and ranges z within the atmosphere. Note for our discussion below that both possible definitions of the function v(x) that are given in Eq. (3.11) satisfy the condition fdxv(x) = 0.
(3.14)
The aperture weighting function v(x) should not be confused with the wind-velocity vector v.
B. Deformable-Mirror Models
As is illustrated in Fig. 1 , each deformable mirror in the adaptive-optics system is optically conjugate to a plane in the atmosphere at some range from the aperture of the telescope. Let this range be denoted di for the deformable-mirror actuator i, and let the function hi(x) represent the physical influence function of this actuator imaged onto the conjugate plane. The optical influence function for actuator i will be modeled by ri(x, 0) = hi(x + di0) * (3.15) This equation assumes the paraxial approximation sin(6) = 0 for all angles 0 within the FOV of the telescope and also assumes that the aberrations in the telescope are negligible for imaging between each deformable mirror and its conjugate plane.
Substituting Eq. (3.15) into Eq. (2.13) yields the computational formula
C. Covariance Calculations
We must also compute the covariance matrices A and S and the open-loop mean-square phase error (E0 2 ) to evaluate adaptive-optics system performance with the expressions that are derived in Section 2. Using Eqs. (2.4), (2.24)-(2.26), and (3.15), we describe these quantities by
Su = (WS(t*-)
(3.18) (3.19) (3.20) We now develop evaluation formulas for these quantities, using our geometric-optics models for the phase-distortion profile 4(x, 0, t) and the wave-front slope sensor measurement vector s(t).
The three statistical terms that are to be evaluated in Eqs. (3.18)- (3.20) are of the form (uiuj), where ui and uj are either wave-front slope sensor measurements or values of turbulence-induced phase-distortion profiles. The common integral representation that is given by Eq. (3.9) for both quantities provides the starting point for evaluating this covariance: x dvld42 n x + z ),, t X X + (;2 t -T ) (3.16) -T] The integral with respect to c is performed over the spatial-frequency domain, and the vector A is defined by
A is analogous to the quantities Ap 0 ,, ApOg, and Apgg that appear in previous research. 7 The remaining expectedvalue operation that appears in Eq. (3.22) averages over the uniformly distributed direction of the wind-velocity vector v. Note that an as-yet unspecified additive constant c has been introduced within the altitude integration in Eq. (3.22). As a result of Eq. (3.14) this constant may take any value that is independent of xl and x 2 without altering the value of the overall expression.
The remaining expected value that appears in Eq. J(217rT1 -T21Kv) (3.24) to cancel the singularity in the K integration. bined result of these substitutions is
The com-
Statistical characterizations of atmospheric turbulence are frequently expressed in terms of the quantity (Dro) 513 , where D is the diameter of the telescope aperture and ro is Fried's turbulence-induced effective-coherence diameter. 26 The covariance (uiuj) can be expressed in this form by the change of integration variable v = 7rDK and the identity (3.26) which is an algebraic rearrangement of the definition for ro. The final expression for (uiuj) takes the form 27) where the function f(a, b) is an abbreviation for the integral (3.27) . Depending on the total number of subapertures and actuators, a few seconds to a few hours of CPU time on a high-performance workstation are necessary for numerical evaluation of the performance of an adaptiveoptics system with these equations.
SAMPLE NUMERICAL RESULTS
This section contains numerical results describing the predicted performance of adaptive-optics systems of varying levels of complexity. Subsection 4.A revisits the subjects of fitting error and noise gain that have been considered previously by a variety of investigators.
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These results incorporate the effects of circular apertures and partial wave-front-sensor subapertures at the edge of the pupil, two practical factors generally neglected in previous research. The aperture geometries that are evaluated include 25 to 393 actuators and 16 to 344 wave-front-sensor subapertures arranged in either the socalled Fried (common-subaperture) or Hudgin (displacedsubaperture) geometry. Subsections 4.B-4.D describe the performance of sample adaptive-optics systems incorporating a single deformable mirror and single guide star, a single deformable mirror and multiple guide stars, and multiple deformable mirrors and multiple guide stars. We have not attempted to fit these results to simplified scaling laws because of the number of parameters that are necessary to describe the more complex adaptive-optics configurations. All the cases that we consider assume either a 3-or a 4-m telescope-aperture diameter, a 0.5-gm wavelength for performance evaluation, and the atmospheric turbulence Adaptive-optics system performance is quantified in terms of mean-square residual phase error, expected longand short-exposure OTF's, and long-and short-exposure Strehl ratios. Mean-square phase errors were computed with Eq. (2.23). Expected long-and short-exposure OTF's were computed with the expression
where D(x, x', 0) = ([e(x, 0) -e(x', 0)]2) is the structure function of the residual-phase-distortion profile e in the direction 0. This expression describes either long-or short-exposure OTF's according to whether only the piston mode or both the piston and the tilt modes have been removed from the phase profile e(x, 0). The structure function D(x, x', 0) is related to the second-order statistics of E by the identity D(x, x', ) = ( 2 (x, 0)) + ( 2 (x',0 )) -2(e(x, 0)E(x', 0)), (4.2) and the three terms on the right-hand side of this equation can be computed with the formula (e(x, 0)e(x', 0))
3)
The covariance terms appearing in Eq. (4.3) may be evaluated with Eq. (3.27) from Subsection 3.C. Finally, long-or short-exposure Strehl ratios are computed by integration of the corresponding OTE
A. Fitting Error and Noise Gain
We can evaluate the wave-front fitting error for a given adaptive-optics actuator-subaperture configuration by applying the techniques that are developed here to a sample problem with zero wind velocity, a single groundlevel turbulence layer, and a noise-free wave-front slope sensor. As a result of Eq. (3.27), the mean-square residual phase variance is proportional to the quantity (Dro) 5 13 in this special case. The constant of proportionality depends on the system's actuator-subaperture geometry and the deformable-mirror actuator influence function. The right-hand asymptotes of Figs. 2 and 5 of Wallner" 2 suggest that the mean-square fitting error is accurately approximated by a scaling law of the form (4.4) where CF iS the so-called fitting-error coefficient and L is the width of a wave-front-sensor subaperture. Further details of the subaperture and actuator geometries evidently have little bearing on the value of the fitting error, at least for square apertures containing 1 to 36 subapertures in either the common-subaperture or the were evaluated with DIL = 8 are illustrated in Fig. 5 . Partial wave-front-sensor subapertures and deformablemirror actuators that are located outside but coupling into the clear aperture were included in the analysis. The results that were obtained also assume a linear-spline actuator influence function. As described in Appendix C, the necessary spatial integrals were evaluated with Simpson's rule on a grid of points with 2D/L points/ aperture diameter. Figure 6 plots the fitting-error results that were obtained for the constrained and unconstrained minimalvariance estimators and the Fried and the Hudgin subaperture geometries. For DIL Ž 12, these results can be approximated by the scaling laws (unconstrained estimator, Fried geometry) (constrained estimator, Fried geometry) (unconstrained estimator, Hudgin geometry) (constrained estimator, Hudgin geometry) (4.5) The performance penalty associated with closed-loop constraints is no more than a factor of 7% in mean-square phase error, which is significantly smaller than the factor of 30% indicated by the right-hand asymptotes of Fig. 3 of Wallner. 2 This difference is attributable to the fact that Wallner's closed-loop estimator is the noise-optimal leastsquares estimator that is evaluated under conditions of zero measurement noise. The performance variation between the two subaperture geometries is typically between 10% and 15%o. The remaining results in this section are for the case of the Fried geometry.
To parameterize the combined effect of the fitting error and the wave-front-sensor noise on the reconstructor performance, it is useful to rewrite Eq. (3.27) in the form 513 . The latter quantity may be interpreted as the mean-square wave-front-sensor noise level that first is scaled by the noise gain of the adaptive-optics servo filter and then is normalized by the relative level of turbulence within an individual wave-front-sensor subaperture. Mean-square tilt-included wave-front reconstruction error versus DIL and wave-front-sensor noise level. Here D is the telescopeaperture diameter, L is the width of a subaperture, the sensor noise is expressed in terms of rms waves of phase-difference measurement accuracy, and e 2 is the mean-square residual phase error resulting from both noise and fitting error. the mean-square wave-front slope measurement error on partial subapertures is inversely proportional to the subaperture area. For DIL > 8 and rms wave-front-sensor noise levels that are no greater than 0.25(L/r) 516 , the performance penalty that is associated with the closed-loop reconstructor is no greater than 10% in wave-front variance. This penalty increases for larger noise levels, but not until the mean-square error for both reconstructors is approximately an order of magnitude greater than the no-noise limit imposed by the fitting error. Unlike what is shown in Fig. 3 of Wallner,' 2 the performance of the closed-loop reconstructor never diverges dramatically from the open-loop case. As the sensor noise level increases, the range space of the closed-loop minimum-variance reconstructor is reduced to include only those wave-front modes for which the expected magnitude of turbulence is greater than the expected estimation error resulting from measurement noise.
The effect of sensor noise on wave-front reconstruction accuracy is frequently estimated by use of a formula of the where UN 2 is the mean-square phase-estimation error that is due to noise, cpD2 is the mean-square phase-difference measurement error for a single wave-front-sensor measurement, Ns is the total number of wave-front-sensor subapertures, and C, and C 2 are coefficients depending on the wave-front reconstruction algorithm and the wave-frontsensor geometry. The values C, = 0.239 and C 2 = 0.101 yield a good fit to the results that are plotted in Fig. 7 for the smaller noise levels.
B. Single Guide-Star Results
This subsection contains numerical results describing the performance of three different guide-star options for a 4-m telescope imaging at a 0.5-/m wavelength under the good seeing conditions that are presented in Figs. 3 and 4 . The three guide-star options that are considered are a natural on-axis guide star, a mesospheric sodium-layer guide star at a 90-km altitude, and a guide-star generated with Rayleigh backscatter from an altitude of 20 km. For this sample problem we chose a subaperture width of 0.25 m, which approximately matches the r value of 0.285 m for the C"2(z) profile in Fig. 3 . The guide-star options are evaluated in terms of their short-exposure Strehl ratios and OTF's for a variety of different controlloop bandwidths and wave-front-sensor noise levels. Results on long-exposure performance are deferred until Subsection 4.C, which discusses multiple-guide-star systems, since a single laser guide star cannot be used to measure overall wave-front tilt. Table 1 lists the short-exposure Strehl ratios for the three guide-star choices over a range of bandwidths and noise levels. The finite servo bandwidths of 10, 20, and 30 Hz bracket the 19.6-Hz Greenwood frequency for the wind profile in Fig. 4 . The noise levels that are listed in Table 1 are specified at a wave-front-sensor sampling rate that is assumed to be a factor of 10 larger than the controlloop bandwidth. The corresponding noise levels at the control-loop bandwidth will be attenuated by a factor of (100)1 = 0.56. The short-exposure Strehl ratio for the natural guide star with zero noise and infinite bandwidth reflects the effect of the fitting error for the commonsubaperture geometry and the parameter values D/L = 16 and L/ro = 0.25/0.285 = 0.877. The noise-free, infinitebandwidth Strehl ratios for the two laser-guide-star options incorporate the additional wave-front reconstruction error resulting from focus anisoplanatism. This is a relatively modest effect for the mesospheric-sodium-layer guide star and a much more significant degradation for the Rayleigh-backscatter beacon at an altitude of 20 km. The Strehl ratios that were computed for finite controlloop bandwidths are significantly larger than what would be expected based on the standard scaling laws for longexposure Strehl ratios' 72 8 that neglect interactions with the fitting error and with focus anisoplanatism.
The degree of interaction between wave-front-sensor noise and other error sources can be estimated from a comparison of Table 1 and Fig. 8 . For example, a wavefront-sensor noise level of 0.1 wave at the wave-frontsensor sampling rate corresponds to a normalized noise Table 1 for the 0.1-wave noise level, which account for the interactions between noise and other error sources, are degraded by a factor in the range of 0.912-0.937 from the Strehl ratios that are computed for 0.0-wave measurement noise. The corresponding Strehl-ratio losses for a 0.2-wave noise level at the sensor sampling rate are 0.788 (Fig. 8 ) and 0.791-0.831 (Table 1 ). The Strehl-ratio degradation that is due to wave-front-sensor noise is effectively decoupled from focus anisoplanatism and servo-bandwidth effects for the representative noise and bandwidth parameters that are given in Table 1 . Short-exposure OTF's corresponding to the Strehl ratios that are listed in Table 1 are presented in Figs. 9-12 . The results for the zero-sensor-noise, infinite control-loop bandwidth case are plotted in Fig. 9 . The OTF's for either the natural guide star or the mesospheric-sodium-layer guide star are proportional to the diffraction-limited OTF at all but the lowest spatial frequencies, with a constant of proportionality equal to the noise-free, infinite-bandwidth Strehl ratio that is listed in Table 1 . The OTF for the Rayleigh-backscatter guide star at 20 km is not a scaled version of the diffraction-limited result but does remain within an order of magnitude of the diffraction-limited OTF at all spatial frequencies. All three cases represent an improvement of at least 2 orders of magnitude over the short-exposure OTF without adaptive optics.
Figures 10-12 plot the relative reduction to the shortexposure OTF's that are due to a finite control-loop bandwidth and a sensor noise level of 0.2 wave. With zero wave-front-sensor noise, the OTF reduction resulting from a loop bandwidth of 20 or 30 Hz for either the natural guide star or the mesospheric-sodium-layer guide star is constant to within 5% for all normalized spatial frequencies greater than 0.2. The OTF reduction at 10 Hz for these guide stars or at any bandwidth for the Rayleigh- Fig. 10 . Effect of noise and finite servo bandwidth on the short-exposure OTF for a natural on-axis guide star. These curves plot the ratios between short-exposure OTF's, including noise and finite-bandwidth effects and the noise-free, infinite-bandwidth OTF that is plotted in Fig. 9 . Note that the wave-front-sensor (WFS) noise level is specified at a wave-front-sensor sampling rate that is ten times larger than the control-loop bandwidth.
backscatter guide star is more variable but differs by no more than ±20% for spatial frequencies between 0.2 and 0.9 times the diffraction-limited cutoff. The larger OTF variations for the Rayleigh-backscatter guide star indicate a stronger interaction between focus anisoplanatism and servo-bandwidth effects. Finally, the additional OTF reduction resulting from 0.2 wave of wave-front-sensor noise is approximately constant for all three guide stars and for servo bandwidths at spatial frequencies above 0.2 times the diffraction-limited cutoff.
C. Multiple-Guide-Star Results
The single-guide-star results that are presented above illustrate the relatively poor performance that is achievable with a single Rayleigh-backscatter guide star for largeaperture visible-wavelength adaptive optics. The number of stars that are sufficiently bright to serve as natural guide stars for visible imaging is very limited, however, and illuminator lasers that have sufficient power and beam quality to generate bright mesospheric-sodium-layer beacons have not yet been demonstrated. Guide-star constellations containing multiple beacons are one possible approach to obtaining improved OTF's and Strehl ratios with minimum reliance on natural or mesospheric-sodiumlayer guide stars. Figure 13 plots the noise-free infinitebandwidth short-exposure OTF's for three possible multiple-guide-star configurations. These results are for the same aperture diameter, atmospheric profiles, and Rayleigh guide stars. The Strehl ratio of 0.214 increases to 0.272 if this effect is neglected in the analysis. Results that are similar to those shown in Fig. 13 are achieved for larger-aperture telescopes with a hybrid guide-star constellation consisting of a bright mesospheric sodium-layer guide star and a dim natural guide star. All laser-guide-star adaptive-optics systems are in some sense multiple-guide-star systems because a natural guide star must be used to sense full-aperture wave-front tilt. Natural guide stars that are sufficiently bright for this purpose have densities that are low relative to the size of the isoplanatic angle at visible wavelengths. Figures 14-16 illustrate how noise-free infinite-bandwidth longexposure OTF's degrade because of the tilt anisoplanatism achieved with an on-axis laser guide star and a displaced tracking guide star are significantly larger than the OTF for a single natural guide star that is displaced by a comparable angle.
Complete sky coverage at visible wavelengths with laserguide-star adaptive optics will require either accurate tracking with very dim guide stars or guide-star offsets that are considerably larger than 20 arcsec. For example, the density of m • 17.3 stars that provide a flux of at least 1100 (photons/m')/s in the 0.55 ± 0.09 Am spectral band is -0.25 star per square arcmin outside the plane of the galaxy. 2 9 Practical techniques for accurate tiltanisoplanatism compensation with large guide-star offsets have not yet been identified.
D. Multiconjugate Results
The parameter space of possible multiconjugate adaptiveoptics configurations is so large that we did not attempt to develop scaling laws that characterize the performance of an extended range of potential systems. Instead we focused attention on one particular implementation to quantify the potential performance advantage of multiconjugate adaptive optics in at least one special case. Figure 17 illustrates the FOV and guide-star geometries that are assumed for these sample calculations. The FOV is a square of width 100 gtrad (20.6 arcsec). The FOV weighting function WF(O) is a linear combination of nine delta functions located at the center, the edges, and the corners of the field. The values of WF(O) at these nine points are derived from Simpson's rule, so the mean-square residual phase error e 2 that is computed from these nine weights is the Simpson's rule approximation to the resid- ual phase variance averaged over the entire FOV. Natural or laser guide stars are located at the center and four corners of the field, and deformable mirrors are located conjugate to ranges 0 and 5 km along the telescope's line of sight. Adaptive-optics performance does not appear to be a strong function of guide-star location or deformablemirror altitude, provided that each deformable mirror actuator couples into the wave-front-sensor measurements for at least one guide star.
Figures 18 and 19 plot long-exposure OTF's at three points in the field of view of this multiconjugate configuration. The OTF's for a system that comprises a single deformable mirror and one natural, on-axis guide star are also plotted for comparison. These results assume a 3-m- The effect of a finite servo bandwidth and wave-frontsensor measurement noise on the performance of this multiconjugate adaptive optics system is listed in Table 2 . The results are listed for control-loop bandwidths f between 10 and 60 Hz and rms wave-front-sensor noise levels from 0.00 to 0.20 wave at 10f Table 2 is for the case of five natural guide stars, with all the remaining system parameters as for Fig. 18 . The relative reduction to long-exposure Strehl ratio resulting from a finite servo bandwidth with zero wave-front-sensor noise is relatively uniform for all three field points that are evaluated and is approximately equal to the on-axis Strehl-ratio reduction for a system that uses only a single guide star. Wavefront-sensor noise actually has a lesser effect on the multiconjugate system than on the single guide star system, presumably because the use of multiple guide stars introduces some redundancy into the sensor measurement vector. The increased complexity of the multiconjugate wave-front reconstruction algorithm evidently does not imply increased sensitivity to wave-front-sensor noise or servo lag.
SUMMARY
The impulse-response function of a linear closed-loop adaptive-optics system can be a highly nonlinear function of the wave-front reconstruction matrix. This relationship is linear for reconstructors that precisely predict Figs. 3 and 4 . The multiconjugate adaptive-optics configuration is described in Fig. 17 The results that were obtained describe adaptive-optics system performance in the presence of error sources, including fitting error, sensor noise, servo lag, and anisoplanatism. They are also applicable to multiconjugate adaptive-optics configurations that incorporate multiple guide stars and deformable mirrors to compensate atmospheric turbulence across an extended field of view.
APPENDIX A: Q* Q = Q* Section 2 of this paper requires the relationship Q*Q = Q*, where the matrix Q is an arbitrary orthogonal projection operator that is defined on the vector space of deformable-mirror actuator commands and the projection f(a,b) = --3r 5 f(a, b) = 3 [ag(0, a) -ag(b, a) -bg(a, b) 
which, when combined with Eq. (2.40), yields Q*x= 0.
The vector x is therefore contained in the null space of the matrix Q*, which is sufficient to demonstrate that can require a very large number of terms for values of z approaching unity. It is much more efficient to precompute the values and the derivatives of the hypergeometric function with Eq. (15.2.1) of Oberhettinger 3 1 at a set of points within the unit interval and then to compute, with Taylor series approximations, all the remaining hypergeometric evaluations that are necessary for Eq. (B5). Fifth-order derivatives precomputed at 40 points provide 11 digits of accuracy for this purpose.
APPENDIX C: NUMERICAL INTEGRATIONS
The evaluation formulas that are derived in Section 3 for the quantities ( 0 2 ), A, and S include integrals over the field of view of the telescope, the aperture of the telescope, the range, and the time. This appendix briefly summarizes the numerical techniques that are used to compute these integrals.
The integral with respect to range in Eq. (3.27) is evaluated with a Gaussian quadrature formula 3 2 of the form
Here J is a Bessel function of the first kind. 25 This appendix derives a computational formula for f (a, b) in terms of the gamma function and the hypergeometric functions.
Integrating Eq. (Bi) by parts yields
The coefficients ci and ranges zi are selected to satisfy the conditions J dzC for the Kolmolgorov spectrum with an infinite outer scale and a zero inner scale. We recall from Eq. Table 4 . The final coefficient c is larger than the remaining coefficients to account for truncated portion of the integral in relation C3. Finally, the spatial integrals in Eqs. The grid-point spacing Ax is equal to one half of the spacing between deformable-mirror actuators on the deformable mirror with the highest actuator density. The coefficients vij are chosen so that relation (C) is an equality for any function f that is second order in both xi and x 2 within each square that is bounded by four of these actuators. For example, Fig. 20(a) illustrates the coefficients that are used to compute the x-wave-front slope on a completely illuminated wave-front-sensor subaperture. These are standard Simpson's rule weights. Figure 20(b) illustrates the modified coefficients that are used for a subaperture that is partially obscured by the edge of the telescope aperture. These coefficients yield the exact wave-front tilt for any wave-front that is quadratic in both xl and x 2 within the area that is bounded by the four actuators. for m ' 2M -1. Values of ci and zi for the turbulence profiles that are used in Section 4 and for M = 11 are listed in Table 3 .
The temporal integral in Eq. The coefficients c are in this case selected to minimize the mean-square error
