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1. MAIN RESULTS
We consider the free monoid {0, 1}∗ of all finite words in the alphabet consisting of 0 and 1
and introduce on {0, 1}∗ an equivalence relation generated by
xa0by ∼ xaby
where x, y ∈ {0, 1}∗, a, b ∈ {0, 1, } (with  denoting the empty word of length 0 in {0, 1}∗)
such that a =  implies x =  (respectively b =  implies y = ) and where a, b are defined
by
1 = 0, 0 = 1,  = .
Since we have
xa11by ∼ xa000by ∼ xa10by ∼ xa0by ∼ xaby
we obtain an ‘algorithm’ reducing any word {0, 1}n of length n in at most n steps of the form
xa0by 7−→ xaby and x11y 7−→ xy
to an equivalent word in {, 0}. The following result shows that the final result in {, 1} is well
defined.
THEOREM 1.1. The equivalence relation generated by xa0by ∼ xaby partitions {0, 1}∗
into exactly two non-equivalent classes
C = {x ∈ {0, 1}∗ | x ∼ }
and
C1 = {x ∈ {0, 1}∗ | x ∼ 1}.
The following tables display the sets C l and C l1 of all words of length l in C and C1 for
l ≤ 5.
TABLE 1.2: ALL WORDS OF LENGTH ≤ 5 IN C .
C0 = {}
C1 = {0}
C2 = {01, 10, 11}
C3 = {000, 001, 011, 100, 110}
C4 = {0000, 0010, 0100, 0101, 0111, 1001, 1010, 1011, 1101, 1110, 1111}
C5 = {00001, 00010, 00011, 00101, 00110, 00111, 01000, 01010, 01100, 01101,
01111, 10000, 10001, 10011, 10100, 10110, 11000, 11001, 11011,
11100, 11110}
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TABLE 1.3.: ALL WORDS OF LENGTH ≤ 5 IN C1.
C11 = {1}
C21 = {00}
C31 = {010, 101, 111}
C41 = {0001, 0011, 0110, 1000, 1100}
C51 = {00000, 00100, 01001, 01011, 01110, 10010, 10101, 10111, 11010, 11101,
11111}
The following result describes the cardinalities of the sets
C l = C ∩ {0, 1}l and C l1 = C1 ∩ {0, 1}l
consisting of all words of length exactly l in C and C1.
THEOREM 1.4. One has
](C l) =
2l+1 + (−1)l
3
, ](C l1) =
2l − (−1)l
3
.
Words in C1 have nice arithmetical features.
THEOREM 1.5 (FACTORIZATION IN C1). A word x ∈ {0, 1}∗ is in C1 if and only if it can
be written as
w = f1δ1 f2δ2 . . . fk−1δk−1 fk
with k > 0, δ1, . . . , δk−1 ∈ {0, 1} and f1, . . . , fk ∈ {1, 00, 010, 0110, 01110, . . . , 01i 0, . . .}.
Moreover, this factorization is unique.
Given two words w,w′ ∈ {0, 1}∗ which are of the form
w = aw˜, w′ = w˜b
with a, b ∈ {0, 1}, we call w′ an immediate successor of w and w an immediate predecessor
of w′.
THEOREM 1.6. (i) Every word w = aw˜b ∈ C1 has a unique immediate successor w˜bβ
and a unique immediate predecessor αaw˜ in C1. Moreover, we have α = β ≡
(∑k−1
i=1 δi
) +(∑k
i=1 | fi |
)
(mod 2) where
w = fiδ1 . . . fk−1δk−1 fk
is the factorization of w described by Theorem 1.5 and where | fi | denotes the length (number
of letters) of the word fi .
(ii) Given a word w of length l in C1 there exists a smallest integer k ≥ 1 such that
w0 = w, w1, w2, . . . , wk = w
with wi+1 ∈ C1 an immediate successor of wi . Moreover, the integer k divides l + 1.
Given a word w ∈ C1 of length l, there exists hence a unique infinite periodic word
Ww = . . . α−3α−2α−1α0α1α2 . . .
with minimal period length p dividing l + 1 such that w = α1α2 . . . αl and all the subwords
αi+1 . . . αi+l of length l are in C1. The following result shows that every infinite periodic word
W can be obtained in this way.
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THEOREM 1.7. (i) Let W be an infinite periodic word such that every subword of length
l (sequence of l consecutive letters) in W is an element of C1. Then all subwords of W with
length in (l+1)N∗−1 are also in C1 (with N∗ denoting the set of all strictly positive integers).
(ii) Given an infinite periodic word W with period p there exists a unique smallest integer
l in the set {p − 1, 2p − 1, 3p − 1} such that all subwords of W having length l are in C1.
(iii) If p is the primitive period of W , then any other integer n with the property that every
n-subword of W belongs to C1 is of the form n ∈ ((l + 1)N∗ − 1) with l given by assertion
(ii) above.
A set X ⊂ {0, 1}l leads to a directed graph 0(X) with vertices X and an edge directed from
x to y if and only if y ∈ X is an immediate successor of x ∈ X .
Theorem 1.6 can then be restated as follows: the graph 0(C l1) is a disjoint union of oriented
cycles and the length (number of vertices) of any such oriented cycle divides l + 1.
The following result summarizes a few properties of the graph 0(C l).
THEOREM 1.8. (i) The application lD : C l+11 −→ C l (left Deletion) given by lD(α0α1 . . .
αl−1αl) = α1 . . . αl defines a bijection from C l+11 onto C l which sends an immediate succes-
sor w′ ∈ C l+11 of w ∈ C l+11 to an immediate successor lD(w′) ∈ C l of lD(w) ∈ C l . The
same statements also hold of course for the application right Deletion rD(α0α1 . . . αl−1αl) =
α0 . . . αl−1.
In particular, each element w ∈ C has at least one immediate successor and predecessor
in C .
(ii) An element w = α1α2 . . . αl−1αl ∈ C l has exactly two immediate successors in C1 if
and only if α2 . . . αl ∈ C l−11 and two immediate predecessors if and only if α1 . . . αl−1 ∈ C l−11 .
(iii) If two elements w,w′ ∈ C can be joined by a sequence w = w0, w1, . . . , wk =
w′ with wi+1 ∈ C an immediate successor of wi , then there also exists a sequence w′ =
u0, u1, . . . , uk′ = w ⊂ C joining w′ and w.
(iv) The application lI : C l−11 −→ C l given by lI(α1 . . . αl−1) = αα1 . . . αl−1 (left In-
sertion) with α ∈ {0, 1} as in Theorem 1.6 (i.e., αα1 . . . αl−2 ∈ C l−11 ) defines an injection of
C l−11 into C l sending immediate successors to immediate successors.
Moreover lI is a bijection of C l−11 onto the subset of elements in C l which have both imme-
diate predecessors and successors in C l .
The same statements also hold of course for right Insertion rI(α1 . . . αl−1) = α1 . . . αl−1β
with β ∈ {0, 1} as in Theorem 1.6.
(v) Exactly 2l−1+(−1)l3 elements of C l have two predecessors and successors in C l .
Exactly 2
l−1+(−1)l
3 elements of C l have two predecessors and only one successor in C l .
Exactly 2
l−1+(−1)l
3 elements of C l have only one predecessor and two successors in C l .
Exactly 2
l−1−2(−1)l
3 elements of C l have only one predecessor and only one successor in
C l .
(All predecessors (resp. successors) in assertion (v) are of course immediate predecessors
(resp. successors)).
DEFINITION 1.9. A mock parity check set (MPCS for short) is a subset X ⊂ {0, 1}l satis-
fying the following two conditions:
(i) every element of X has a unique immediate predecessor and successor in X .
(ii) X contains exactly 2l−1 elements.
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A partial mock parity check is a subset X ⊂ {0, 1}l only satisfying condition (i) above.
Let S ⊂ {0, 1}l denote the set
S = C l1 ∪ lI(C l−11 )
= C l1 ∪ {α1 . . . αl ∈ C l | α1 . . . αl−1, α2 . . . αl ∈ C l−11 }.
We denote by S′ = {0, 1}l \ S its complement in {0, 1}l . We have the following theorem.
THEOREM 1.10. The sets S and S′ are mock parity check sets.
Mock parity check sets (the name originates from the fact that they mock features of the
parity check code
C =
{
α1 . . . αl ∈ {0, 1}l
∣∣∣∑αi ≡ 0 (mod 2)}
have a nice algebraic structure. For completeness we use some of the above properties in the
following result (which is of course somewhat unrelated to the preceding material).
THEOREM 1.11. (i) The restrictions of the projections α1 . . . αl 7−→ α1 . . . αl−1 and
α1 . . . αl 7−→ α2 . . . αl to a MPCS define bijections onto {0, 1}l−1.
(ii) For l ≥ 2 there exist exactly 22l−2 different MPCSs in {0, 1}l and they form a Z/2Z-
vector space.
(iii) The complement {0, 1}l \ X of any MPCS X is also a mock parity check set.
(iv) Every partial MPCS Y ⊂ {0, 1}l containing k elements can be completed into a MPCS
X ⊃ Y . The number of such completions X ⊃ Y is at least 22l−2−k and at most 22l−2−k/2
(where l ≥ 2).
If a MPCS X ⊂ {0, 1}l is such that the graph 0(X) consists of a unique cycle, then X is
equivalent to a so-called (binary) de Bruijn sequence of length l − 1 (cf. for instance Exam-
ple 5.6.12 in [9]). Using the explicit description of all MPCSs given in the proof of assertion
(ii) in Theorem 1.11, it is not very difficult to deduce the (well-known) existence of de Bruijn
sequences for any given length.
The sequel of the paper is organized as follows. Section 2 contains the proofs of the results
announced in this section. It also gives some supplementary information on the equivalence re-
lation∼ considered in this section. Section 3 describes the (geometrical and group-theoretical)
origin of the equivalence relation ∼ on {0, 1}∗. Section 4 links the equivalence relation ∼ to
the theory of automatic sequences.
2. PROOF OF THE MAIN RESULTS
PROOF OF THEOREM 1.1. If we have  ∼ 1, then there exists a finite sequence
 = w0, w1, . . . , wl = 1
of words such that
{wi , wi+1} = {xa0by, xaby}
for suitable words x, y (depending of course on i). This implies that the reduction ‘algorithm’
defined by the two elementary reductions
xa0by 7−→ xaby and x11y 7−→ xy
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is not well defined for at least one word wi of the sequence w0, w1, . . . , wl considered above.
There exists hence a word w of minimal length such that the result of the reduction algo-
rithm applied to w depends on the particular choices of elementary reductions. By minimality
of the length of w, there exist two elementary reductions ρ1 and ρ2 of w such that the final
result of the reduction algorithm is well defined and different for the two words ρ1(w) and
ρ2(w). Let Supp(ρi ) denote the letters involved in the elementary reduction ρi . The support
Supp(ρi ) consists of a subword of length at most 3 in w.
If the supports Supp(ρ1) and Supp(ρ2) do not intersect, both elementary reductions can
be carried out successively and the final result is independent of the order. This contradicts
the property that the reduction algorithm yields different results when applied to ρ1(w) and
ρ2(w). Hence the supports of ρ1 and ρ2 intersect.
A case-by-case analysis or an inspection of all words of length≤ 9 (the subword Supp(ρ1)∪
Supp(ρ2) is of length at most 5: if it is followed or preceded by a word x of length ≥ 3, then
there exists an elementary reduction of w with its support contained in x thus contradicting
the minimality of w) yields the result. 2
PROPOSITION 2.1. (i) For every word w ∈ C there exist unique elements a, b ∈ {0, 1}
such that aw,wb ∈ C1.
(ii) One has 0w, 1w, w0, w1 ∈ C for all w ∈ C1.
(iii) One has α1α2 . . . αl−1, α2α3 . . . αl ∈ C l−1 for any word α1α2 . . . αl−1αl ∈ C l1.
PROOF. If w = aw˜b is of length at least 4, there exists an elementary reduction ρ of w
with support not involving the ‘boundary’ of w (i.e., centered on one or two letters of w˜).
Assertions (i) and (iii) are hence simultaneously true or false for both elements w and ρ(w)
and can be checked in Tables 1 and 1. A similar argument also works for assertion (ii). 2
PROOF OF THEOREM 1.4. Assertion (i) of the previous proposition exhibits an injection of
the set C l−1 into the set C l1 and assertion (iii) implies that this injection is surjective. Hence,
the finite sets C l−1 and C l1 have the same number of elements and an easy induction on l
proves the result. 2
PROPOSITION 2.2. (i) One has ww′ ∈ C and w0w′, w1w′ ∈ C1 for all w,w′ ∈ C1.
(ii) One has w0w′, w1w′ ∈ C for any pair of words w,w′ ∈ {0, 1}∗ which are not
equivalent.
The proof of this Proposition is similar to the proof of Proposition 2.1: one reduces the
proof to an inspection of Tables 1.2 and 1.3.
REMARK 2.3. Given any commutative ring K , Proposition 2.2 turns the free K -module on
the set {wa | w ∈ C1, a ∈ {0, 1}} ∪ {} into a K -algebra A (concatenation of words yields
the product) admitting the free K -module {wa | w ∈ C, a ∈ {0, 1}} as a left A-module. A
contains subalgebras A0 and A1 by considering the free K -submodules {w0 | w ∈ C1} ∪ {}
and {w1 | w ∈ C1} ∪ {}. The length function on words induces a natural N-grading on these
algebras. They are however not terribly interesting since they are all non-commutative free
algebras on enumerable sets of generators (two in each strictly positive degree for A and one
in each degree for A0 and A1).
Computing the Poincare´ series for A yields the identity∑
k
(
n − k
k
)
2k = 2
n+1 + (−1)n
3
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(considering other subsets of {0, 1}∗, similar identities can be obtained: a particularly nice one
is given by
fn =
∑
k
(
n − k
k
)
where f0 = f1 = 1, fn = fn−1 + fn−2 (n ≥ 2) is the Fibonacci sequence).
PROOF OF THEOREM 1.5. Let w = α1α2 . . . αl ∈ C1 be a word. Choose k ≥ 1 minimal
such that the initial subword α1α2 . . . αk ∈ C1. By assertion (ii) of the previous proposition
αk+2 . . . αl ∈ C1. Set f1 = α1 . . . αk and δ1 = αk+1. Theorem 1.5 follows by induction if
we show that f1 ∈ {1, 00, 010, 0110, . . .}: all elements of the list {1, 00, 010, 0110, . . .}
are in C1 and no strict initial subword of an element in this list is in C1. Moreover, any word
is either an initial subword of a word in {1, 00, 010, 0110, . . .} or contains such a unique
word as an initial subword. This shows that f1 is of the required form. We leave the proof of
uniqueness to the reader. 2
PROOF OF THEOREM 1.6. Let α1α2 . . . αl ∈ C1 be a word of length l. By assertion (iii)
of Proposition 2.1 we have α2α3 . . . αl ∈ C and assertion (i) of the same proposition implies
that there exists exactly one element β in the set {0, 1} such that α2 . . . α1β ∈ C1 thus proving
existence and uniqueness of a successor for every word w in C1. The arguments concerning
predecessors are of course analogous.
In order to prove the formula for β (or α) it is enough to check that the formula is compatible
with elementary reductions with supports not involving the first and last letters and to check
the formula on the finite number of cases whose lengths can no longer be reduced. We leave
the details to the reader.
Given a word w ∈ C l1 of length l, the application which associates with w its unique
successor in C l1 is a permutation of the finite set C
l
1 and hence implies the existence of an
integer k such that w0 = w = wk as in assertion (ii).
Assertion (ii) is then implied by the fact that all subwords of length l in the infinite (l + 1)-
periodic word
. . . βwβwβw . . .
are in C1. This fact follows for instance from the equality α = β (implied by the formula for
α and β) in assertion (i) of Theorem 1.6. 2
LEMMA 2.4. Let W = . . . α0α1 . . . be an infinite p-periodic word having two immediately
successive subwords w = αkαk+1 . . . αk+p−2, w′ = αk+1 . . . αk+p−1 of length (p − 1) in C1.
Then all subwords αi . . . αi+p−2 of length (p − 1) contained in W are also in C1.
PROOF. Sincew andw′ are in C1, the first letter αk ofw is given by the formula of assertion
(i) in Theorem 1.6 applied to the word w′. The same assertion hence shows that the word
αk+2 . . . αk+p−1αk = αk+2 . . . αk+p−1αk+p
is also an element of C1, thus proving the Lemma by induction on k. 2
PROOF OF THEOREM 1.7. Assertion (i) follows easily from assertion (i) of Proposition 2.2.
Lemma 2.4 reduces the proof of assertion (ii) (by suitable ‘periodic’ elementary reductions
on infinite periodic words) to an inspection of all infinite p-periodic words with period p ≤ 6.
We leave the details to the reader.
Assertion (iii) follows easily from Proposition 2.2. 2
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PROOF OF THEOREM 1.8. The bijectivity of lD (respectively rD) between the sets C l+11
and C l follows from Proposition 2.1. The rest of assertion (i) is obvious.
Given α2 . . . αl ∈ C l−11 , assertion (ii) of Proposition 2.1 shows that the elements α2 . . . αl0,
α2 . . . αl1 ∈ C l are immediate successors of α1 . . . αl ∈ C l .
If α2 . . . αl ∈ C l−1 , then by (i) of Proposition 2.1 there exists exactly one element a ∈ {0, 1}
with α2 . . . αla ∈ C l an immediate successor of α1 . . . αl .
This (and an analogous argument for predecessors) shows assertion (ii).
In order to prove assertion (iii) we consider the directed graph 0(C l) (which has vertices
C l and oriented edges from w ∈ C l to its successors in C l). Oriented edges in this graph are
of different types: we denote by E1 the subset of edges which are induced from C l+11 (by the
application lD defined in assertion (i) of Theorem 1.8) and by E0 the remaining edges. The
subgraph induced by edges of E1 consists of disjoint oriented cycles. Given such a cycle C ,
assertion (ii) of Theorem 1.8 implies that the number of edges e ∈ E0 originating in C equals
the number of edges e′ ∈ E terminating in C . Assertion (iii) then follows easily.
Assertion (iv) follows easily from assertion (ii) above.
By assertions (ii) and (iv), the set of all elements in C l which have both successors and
predecessors in C l has the same cardinality as the set C
l−1
1 . This cardinality equals
2l−1+(−1)l
3
by Theorem 1.4.
Let a, b, c be the numbers of elements in C l having, respectively, exactly 1, 2, 1 predeces-
sors and 2, 1, 1 successors in C l .
Considering the mirror application ∗ : α1α2 . . . αl 7−→ αl . . . α2α1 we obtain a = b (since
∗ preserves C l but reverses the orientations of all edges in 0(C l)).
We obviously have
a + b + c = 2
l+1 + (−1)l
3
− 2
l−1 + (−1)l
3
= 2l−1.
The graph 0(C l) contains exactly 2l + (−1)l oriented edges (remove the 3 2
l−(−1)l
3 edges
with at least one endpoint in C l1 from the graph 0({0, 1}l) containing 2l+1 edges). We hence
obtain the equation
2a + b + c + 22
l−1 + (−1)l
3
= 2l + (−1)l .
Solving the linear system in the unknowns a, b, c yields assertion (v). 2
PROOF OF THEOREM 1.10. Condition (ii) in the definition for MPCSs is easy to check for
S (or S′) by using Theorem 1.4 and assertion (v) of Theorem 1.8.
Condition (i) holds for S: indeed it holds individually for both sets C l1 and lI(C l−11 ) and
since all immediate successors and predecessors of lI(C l−11 ) are in C l , no element of C
l
1 can
be an immediate predecessor or successor of an element in lI(C l−11 ).
In order to prove that condition (i) holds for S′, let us first remark that assertion (ii) of
Theorem 1.8 implies the existence of a predecessor and a successor in S′ for every element in
S′. Unicity of these predecessors and successors is hence equivalent to the statement that the
number of oriented edges in 0(S′) equals the number of elements in S′ (which is of course
equal to 2l−1). The graph 0(C l) contains exactly 2l + (−1)l oriented edges (cf. proof of
Theorem 1.8 or deduce it from assertion (v) of Theorem 1.8). Exactly 3 2l−1+(−1)l3 of these
edges have at least one endpoint in C l \ S′. Hence, the graph 0(S′) contains exactly 2l +
(−1)l − 3 2l−1+(−1)l3 = 2l−1 oriented edges. 2
REMARK. It follows also from assertion (iii) of Theorem 1.11 that S′ is a MPCS.
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PROOF OF THEOREM 1.11. (i) If the restriction of the projection A = α1 . . . αl 7−→
pi(A) = α2 . . . αl ∈ {0, 1}l−1 to a MPCS X is not injective, then two words A, B ∈ X
with pi(A) = pi(B) have a common immediate successor C ∈ X . Hence this common succes-
sor has two immediate predecessors in X which is impossible. The projection pi is bijective
since X and {0, 1}l−1 have the same cardinalities. The proof of bijectivity for α1 . . . αl 7−→
α1 . . . αl−1 is analogous.
(ii) Given any application ϕ : {0, 1}l−2 7−→ {0, 1} it is straightforward to check that the set
{α1α2 . . . αl−1αl ∈ {0, 1}l | α1 + ϕ(α2 . . . αl−1)+ αl ≡ 0 (mod 2)}
is a MPCS. It is also easy to show that every MPCS is of this form. Endowing applications
from {0, 1}l−2 with addition (mod 2), one turns the set of all MPCSs into a vector space of
dimension 2l−2 over Z/2Z.
(iii) If a MPCS X is defined by ϕ : {0, 1}l−2 7−→ {0, 1}, then {0, 1}l \ X is defined by 1−ϕ.
(iv) A partial MPCS Y with cardinality ](Y ) = k defines a function ϕ with values in {0, 1}
on the subset
{α2 . . . αl−1 ∈ {0, 1}l−2 |α1 . . . αl ∈ Y } ⊂ {0, 1}l−2
by setting ϕ(α2 . . . αl−1) ≡ a1+ al (mod 2) (this follows essentially from assertion (i) above;
we leave the details to the reader). This subset has at least k/2 and at most k elements and
ϕ can of course be extended to an application ϕ˜ : {0, 1}l−2 in an arbitrary way outside this
subset. Hence assertion (iv). 2
3. SL2
The aim of this section is to explain briefly the origin (closely related to [2]) of the equiva-
lence relation studied previously.
Given a commutative ring K (we will only consider the cases K = R,Z and Z/NZ), the
special linear group SL2(K ) is defined as the group
SL2(K ) =
{(
a b
c d
) ∣∣∣∣ a, b, c, d ∈ K , ad − bc = 1}
of all 2× 2 matrices with determinant 1 and coefficients in K . Moreover we define PSL2(K )
by
PSL2(K ) = SL2(K )
/{(
λ 0
0 λ
) ∣∣∣ λ ∈ K , λ2 = 1} .
The Lie group SL2(R) having the homotopy type of a circle is not simply connected (its
fundamental group is infinite cyclic) and we hence obtain a covering homomorphism pi :
S˜L2(R) −→ SL2(R) from the universal cover S˜L2(R) onto SL2(R). We introduce moreover
the discrete subgroup
S˜L2(Z) = pi−1(SL2(Z))
of S˜L2(R) consisting of all elements which project on integral matrices of determinant 1.
It is well known that the groups S˜L2(Z), SL2(Z) and PSL2(Z) can be finitely presented as
S˜L2(Z) = 〈S˜, T˜ |S˜3 = T˜ 2〉,
SL2(Z) = 〈S, T | S3 = T 2, T 4〉,
PSL2(Z) = 〈S, T | S3, T 2〉.
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Moreover, S˜, T˜ ∈ S˜L2(Z) can be chosen to project onto S = pi(S˜), T = pi(T˜ ) ∈ SL2(Z)
given by
S =
(
1 1
−1 0
)
and T =
(
0 1
−1 0
)
.
Let us now consider the infinitely presented group
0˜ = 〈γa, a ∈ Z |γaγ0γb = γa+1γb+1, a, b ∈ Z〉.
We have the following proposition.
PROPOSITION 3.1. The groups 0˜ and S˜L2(Z) are isomorphic with an isomorphism given
by
ϕ(S˜) = γ0, ϕ(T˜ ) = γ1.
PROOF. Since we have γ0γ0γ0 = γ1γ1 (take a = b = 0 in the definition of relations) in 0˜,
the application ϕ extends to a homomorphism ϕ : S˜L2(Z) −→ 0˜. The identities
γn−1γ0γn = γnγn+1
imply by induction on n > 0 the formulas
γn = γ−2(n−1)1 (γ1γ 20 )n−1γ1, γ−1n = γ−2n1 (γ1γ0)n−1γ1
γ−n = γ−2n1 (γ0γ1)nγ0, γ−1−n = γ−2(n+1)1 (γ 20 γ1)nγ 20
which show the surjectivity of ϕ.
For x ∈ Z set
ψ(γx ) =
(
1− x 1
−1 0
)
∈ SL2(Z).
A short computation shows for all a, b ∈ Z the identities
ψ(γa)ψ(γ0)ψ(γb) = ψ(γa+1)ψ(γb+1).
Since ψ(γ0) = S and ψ(γ1) = T we obtain a surjective homomorphism
ψ : 0˜ −→ SL2(Z)
with ψ ◦ ϕ = pi : S˜L2(Z) −→ SL2(Z) the covering homomorphism.
The abelianization of S˜L2(Z) is infinite cyclic (given by sending S˜ to 2 ∈ Z and T˜ to
3 ∈ Z), the abelianization of S˜L(Z) is Z/12Z (given by sending S to 2 ∈ Z/12Z and T
to 3 ∈ Z/12Z) and the kernel of the covering homomorphism pi : S˜L2(Z) −→ SL2(Z)
surjects onto a subgroup of index 12 (generated by the image of T˜ 4) in the abelianization
S˜L2(Z)/[S˜L2(Z), S˜L2(Z)] of S˜L2(Z). This implies that ϕ is injective if and only if 0˜ has
an infinite abelianization (which is necessarily cyclic). This is indeed the case since γa 7−→
(a + 2) ∈ Z defines a surjective homomorphism from 0˜ onto Z. 2
In analogy with SL2(Z) we introduce the quotients
0 = 0˜/〈γ 41 〉 and 0 = 0˜/〈γ 21 〉.
These quotients are of course isomorphic to SL2(Z) and PSL2(Z).
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Replacing the ring Z with Z/NZ we obtain finite groups SL2(Z/NZ) and PSL2(Z/NZ)
and finitely presented groups
0˜N = 〈γa, a ∈ Z/NZ | γaγ0γb = γa+1γb+1, a, b ∈ Z/NZ〉
(the arithmetics on indices takes place in Z/NZ),
0N = 0˜N/〈γ 41 〉 and 0N = 0˜N/〈γ 21 〉
which are quotients of the groups 0˜, 0 and 0.
It is easy to check that the obvious homomorphism 0 = SL2(Z) −→ SL2(Z/NZ) (resp.
0 = PSL2(Z) −→ PSL2(Z/NZ)) factors through 0N (resp. 0N ) thus defining a surjective
homomorphism
0N −→ SL2(Z/NZ)
respectively
0N −→ PSL2(Z/NZ).
REMARK 3.2. (i) The application γa −→ (a + 2) ∈ Z/NZ defines an isomorphism be-
tween the cyclic group Z/NZ and the abelianization 0N/[0N , 0N ] of 0N . The abelianization
of the quotient group 0N (resp. 0N ) is a cyclic group of order m (resp. m) where m (resp. m)
denotes the greatest common divisor of N and 12 (respectively of N and 6).
(ii) It is not difficult to show (see for instance [4]) that the groups 0˜N , 0N and 0N can
also be presented as
0˜N = 〈γ0, γ1 | γ 30 = γ 21 , (γ0γ1)n = γ 2n1 〉,
0N = 〈γ0, γ1 | γ 30 = γ 21 , γ 41 , (γ0γ1)n = γ 2n1 〉,
0N = 〈γ0, γ1 | γ 30 , γ 21 , (γ0γ1)n〉.
The groups 0N are well known (see for instance Corollary 2.5 in [8]). More precisely, they
are isomorphic to the index 2 subgroups of all orientation-preserving isometries of a tiling
given by a (spherical, euclidean or hyperbolic) triangle T having internal angles pi/2, pi/3
and pi/n (the tiling is obtained by reflexions with respect to sides of T ). This group is finite
exactly if n ≤ 5. In particular, the groups 0n are generally much larger than the finite groups
PSL2(Z/NZ).
Understanding the group 0˜N (or its quotients 0N and 0N ) is closely linked to the study of
the equivalence relation generated by
xa0by ∼ x(a + 1)(b + 1)y
(a, b ∈ Z/NZ) on the set {0, 1, . . . , N − 1}∗ of all finite words with letters in Z/NZ.
For the case N = 2 we obtain an equivalence relation which is somewhat finer than the
equivalence relation studied in Sections 1 and 2. More precisely, after adjoining the relation
x11y ∼ xy
(which is obviously satisfied in 0˜2 since we have
γ 21 = γ0γ0γ0 = γ1γ0γ1γ0 = γ1γ0γ0γ0γ1 = γ 41 ),
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there are six classes represented by {, 0, 1, 00, 01, 10} corresponding to the six elements of
the finite group 0˜2 = 02 = 02 = SL2(Z/2Z) (which is the dihedral group of isometries of a
regular triangle or the symmetric group on three letters) as follows
 7→
(
1 0
0 1
)
0 7→
(
1 1
1 0
)
1 7→
(
0 1
1 0
)
00 7→
(
0 1
1 1
)
01 7→
(
1 1
0 1
)
10 7→
(
1 0
1 1
)
.
We close this Section by a remark concerning assertion (ii) of Theorem 1.7. Given an infinite
p-periodic word W = . . . α−1α0α1α2 . . . ∈ {0, 1}Z, this assertion defines an integer l ∈
{p−1, 2p−1, 3p−1}. This integer has a very simple group-theoretic interpretation: associate
with the infinite cyclic word W the conjugacy class c of the element γα1γα2 . . . γαp ∈ 02. In
02 there are three conjugacy classes consisting, respectively, of all elements of order 1, 2 and
3. The integer l mentioned above is of the form λp − 1 if and only if all elements of the
conjugacy class c are of order exactly λ. The proof is as always a reduction to a finite number
of cyclic words having short periods on which the claim is checked by inspection.
4. FINITE STATE AUTOMATA
This short section embeds the material of Sections 1 and 2 into the theory of rational lan-
guages [6, 7] and automatic sequences [1, 3, 5].
DEFINITION 4.1. A q-automaton A is a finite set S of states containing an initial state
∗ ∈ S together with q applications ϕ0, . . . , ϕq−1 : S −→ S such that ϕ0(∗) = ∗.
EXAMPLE 4.2. (i) Let 0 be your favorite finite group and let (γ0 = e, γ1, . . . , γq−1) be a
finite sequence in 0 with γ0 the identity in 0. These data determine a q-automaton by taking
S = 0 with initial state ∗ = e and ϕi (g) = γi g (multiplication on the right ρi (g) = gγi yields
another automaton).
(ii) Take again a finite group 0 and a finite sequence (γ0, . . . , γq−1) (the requirement
γ0 = e is no longer necessary). Consider the states S = 0 ∪ {∗} with ϕi (s) = γi s for s ∈ 0,
ϕ0(∗) = ∗ and ϕi (∗) = γi for i > 0.
A subset X ⊂ {0, . . . , q − 1}∗ of a free monoid is rational if and only if there exists an
automaton A with states S and a subset SX ⊂ S such that
w = α1α2 . . . αl ∈ X ⇐⇒ ϕα1 ◦ ϕα2 ◦ · · · ◦ ϕαl−1 ◦ ϕαl (∗) ∈ SX .
A subset X ∈ N is automatic if and only if the set of all finite sequences{
γ0γ1 . . . γl ∈ {0, . . . , q − 1}l+1
∣∣∣∣∣∑
i
γi q i ∈ X
}
is a rational subset of {0, . . . , q − 1}∗.
A strictly increasing sequence 0 ≤ s1 < s2 < s3 < . . . of integers is automatic if the set of
its values is an automatic subset of N.
It is of course easy to check rationality of the sets C1 and C considered in Section 1 and 2.
The set C1 (or C) can then be used to define an automatic sequence 6 = (s1, s2, s3, . . .) by
setting
n =
(
2l +
l−1∑
i=0
αi 2i
)
∈ 6 ⇐⇒ α0α1 . . . αl−1 ∈ C1
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(with αi ∈ {0, 1}).
The automatic sequence 6 is of course obtained by applying construction (ii) in Exam-
ple 4.2 to the group SL2(Z/2Z) (see Section 3).
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