Numerical approach for solving stochastic Volterra–Fredholm integral equations by stochastic operational matrix  by Khodabin, M. et al.
Computers and Mathematics with Applications 64 (2012) 1903–1913
Contents lists available at SciVerse ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
Numerical approach for solving stochastic Volterra–Fredholm integral
equations by stochastic operational matrix✩
M. Khodabin a,∗, K. Maleknejad a, M. Rostami b, M. Nouri a
a Department of Mathematics, Karaj Branch, Islamic Azad University, Karaj, Iran
b Department of Mathematics, Naragh Branch, Islamic Azad University, Naragh, Iran
a r t i c l e i n f o
Article history:
Received 16 March 2011
Received in revised form 25 August 2011
Accepted 15 March 2012
Keywords:
Block pulse functions
Stochastic operational matrix
Stochastic Volterra–Fredholm integral
equations
Itô integral
Brownian motion process
a b s t r a c t
In this paper, we obtain stochastic operational matrix of block pulse functions on
interval [0, 1) to solve stochastic Volterra–Fredholm integral equations. By using block
pulse functions and their stochastic operational matrix of integration, the stochastic
Volterra–Fredholm integral equation can be reduced to a linear lower triangular system
which can be directly solved by forward substitution.Weprove that the rate of convergence
is O(h). Furthermore, the results show that the approximate solutions have a good degree
of accuracy.
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1. Introduction
We know that stochastic Volterra–Fredholm integral equations arise in many problems in mechanics, finance, biology,
medical, social sciences, etc. So the study of such problems is very useful in application and there is an increasing demand
for studying the behavior of a number of sophisticated dynamical systems in physical, medical and social sciences, as well
as in engineering and finance. These systems are often dependent on a noise source, on a Gaussian white noise, for example,
governed by certain probability laws, so that modeling such phenomena naturally requires the use of various stochastic
differential equations [1–5] or, in more complicated cases, stochastic Volterra and Volterra–Fredholm integral equations
and stochastic integro-differential equations [6–9]. Because in many problems such equations of course cannot be solved
explicitly, it is important, to find their approximate solutions by using some numerical methods [1–4,7–9].
In recent years, orthogonal functions or polynomials, such as block pulse functions, Walsh functions, Fourier series,
Legendre polynomials, Chebyshev polynomials and Laguerre polynomials, were used to estimate solutions of some systems
such as integral equations, [10–13]. In this paper, we use block pulse functions and stochastic integration operationalmatrix.
We consider the following linear stochastic Volterra–Fredholm integral equation,
X(t) = f (t)+
 β
α
k1(s, t)X(s)ds+
 t
0
k2(s, t)X(s)ds+
 t
0
k3(s, t)X(s)dB(s) t ∈ [0, T ),
where X(t), f (t), k1(s, t), k2(s, t) and k3(s, t), for s, t ∈ [0, T ), are the stochastic processes defined on the same probability
space (Ω,z, P), and X(t) is unknown. Also B(t) is a Brownian motion process and
 t
0 k3(s, t)X(s)dB(s) is the Itô integral.
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This paper is organized as follows, in Section 2, we describe the basic properties of the block pulse functions and function
approximation by block pulse functions and integration operationalmatrix. In Section 3,we obtain the stochastic integration
operational matrix. In Section 4, we solve stochastic Volterra–Fredholm integral equations by using stochastic integration
operational matrix. Section 5 is devoted to error in block pulse function approximation and in Section 6, we report our
numerical findings and demonstrate the accuracy of the proposed scheme by considering numerical examples. Finally,
Section 7 gives some brief conclusion.
2. Block Pulse Functions (BPFs)
BPFs have studied by many authors and applied for solving different problems; for example, see [10–13]. The goal of
this section is to recall notations and definition of the block pulse functions, state some known results, and derive useful
formulas that are important for this paper. These have discussed thoroughly in [14,15].
2.1. Definition of BPFs
We define them-set of BPFs as
φi(t) =

1 (i− 1)h ≤ t < ih,
0 otherwise (1)
with t ∈ [0, T ), i = 1, 2, . . . ,m and h = Tm .
The elementary properties of BPFs are as follows
(1) Disjointness: The BPFs are disjointed with each other in the interval t ∈ [0, T )
φi(t)φj(t) = δijφi(t), (2)
where i, j = 1, 2, . . . ,m and δij is Kronecker delta. (2) Orthogonality: The BPFs are orthogonal with each other in the interval
t ∈ [0, T ) T
0
φi(t)φj(t)dt = hδij, i, j = 1, 2, . . . ,m. (3)
(3) Completeness: Ifm →∞, then the BPFs set is complete; i.e. for every f ∈ L2([0, T )), Parseval’s identity holds, T
0
f 2(t)dt =
∞
i=1
f 2i ∥φi(t)∥2, (4)
where
fi = 1h
 T
0
f (t)φi(t)dt. (5)
Vector form: Consider the firstm terms of BPFs and write them concisely asm-vector
Φ(t) = φ1(t), φ2(t), . . . , φm(t)T , t ∈ [0, T ).
The above representation and disjointness property follows
Φ(t)ΦT (t) =

φ1(t) 0 · · · 0
0 φ2(t) · · · 0
...
...
. . .
...
0 0 · · · φm(t)

m×m
, (6)
furthermore, we have
ΦT (t)Φ(t) = 1,
and,
Φ(t)ΦT (t)F T = DFΦ(t), (7)
where DF usually denotes a diagonal matrix whose diagonal entries are related to a constant vector F =

f1, f2, . . . , fm
T .
2.2. Function approximation
An arbitrary real bounded function f (t), which is square integrable in the interval t ∈ [0, T ), can be expanded into a
block pulse series in the sense of minimizing the mean square error between f (t) and its approximation
f (t) ≃ fˆm(t) =
m
i=1
fiφi(t), (8)
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where fi is the block pulse coefficient with respect to the ith BPF φi(t). In the vector form we have,
f (t) ≃ fˆm(t) = F TΦ(t) = ΦT (t)F , (9)
where
F = f1, f2, . . . , fmT .
Let k(s, t) ∈ L2[0, T1)× [0, T2). It can be similarly expanded with respect to BPFs such as
k(s, t) ≃ kˆm(s, t) = Ψ T (s)KΦ(t) = ΦT (t)K TΨ (s), (10)
where Ψ (s) and Φ(t) are m1 and m2 dimensional BPFs vectors respectively, and K =

kij

, i = 1, 2, . . . ,m1, j = 1,
2, . . . ,m2 is them1 ×m2 block pulse coefficient matrix with
kij = 1h1h2
 T1
0
 T2
0
k(s, t)Ψi(s)Φj(t)dtds,
where h1 = T1m1 , h2 =
T2
m2
. For convenience, we putm1 = m2 = m.
2.3. Integration operational matrix
Computing
 t
0 φi(s)ds follows t
0
φi(s)ds =
0 0 ≤ t < (i− 1)h,
t − (i− 1)h (i− 1)h ≤ t < ih,
h ih ≤ t < T .
(11)
Since t − (i− 1)h, equals to h2 , at mid-point of [(i− 1)h, ih), we can approximate t − (i− 1)h, for (i− 1)h ≤ t < ih, by h2 .
Now expressing
 t
0 φi(s)ds, in terms of the BPFs follows t
0
φi(s)ds ≃

0, . . . , 0,
h
2
, h, . . . , h

Φ(t), (12)
where h2 is the ith component of vector.
Therefore, [14], t
0
Φ(s)ds ≃ PΦ(t), (13)
where operational matrix of integration is given by
P = h
2

1 2 2 · · · 2
0 1 2 · · · 2
0 0 1 · · · 2
...
...
...
. . .
...
0 0 0 · · · 1

m×m
. (14)
So, the integral of every function f (t) can be approximated as follows t
0
f (s)ds ≃
 t
0
F TΦ(s)ds ≃ F TPΦ(t). (15)
3. Stochastic integration operational matrix
The Itô integral of each single BPFs φi(t) can be computed as follows, t
0
φi(s)dB(s) =
0 0 ≤ t < (i− 1)h,
B(t)− B((i− 1)h) (i− 1)h ≤ t < ih,
B(ih)− B((i− 1)h) ih ≤ t < T .
(16)
SinceB(t)−B((i−1)h), equals to B((i−0.5)h)−B((i−1)h), atmid-point of [(i−1)h, ih), we can approximateB(t)−B((i−1)h),
for (i− 1)h ≤ t < ih, by B((i− 0.5)h)− B((i− 1)h).
Now expressing
 t
0 φi(s)dB(s), in terms of the BPFs follows t
0
φi(s)dB(s) ≃

B((i− 0.5)h)− B((i− 1)h)

φi(t)+

B(ih)− B((i− 1)h)
 m
j=i+1
φj(t), (17)
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and it has the vector form, t
0
φi(s)dB(s) ≃

0, . . . , 0, B((i− 0.5)h)− B((i− 1)h), B(ih)− B((i− 1)h), . . . , B(ih)− B((i− 1)h)

Φ(t), (18)
in which the ith component is B((i− 0.5)h)− B((i− 1)h). Therefore t
0
Φ(s)dB(s) ≃ PSΦ(t), (19)
where stochastic operational matrix of integration is given by
PS =

B

h
2

B(h) B(h) · · · B(h)
0 B

3h
2

− B(h) B(2h)− B(h) · · · B(2h)− B(h)
0 0 B

5h
2

− B(2h) · · · B(3h)− B(2h)
...
...
...
. . .
...
0 0 0 · · · B

(2m− 1)h
2

− B((m− 1)h)

m×m
. (20)
So, the Itô integral of every function f (t) can be approximated as follows t
0
f (s)dB(s) ≃
 t
0
F TΦ(s)dB(s) ≃ F TPSΦ(t). (21)
4. Solving stochastic Volterra–Fredholm integral equations by using stochastic operational matrix
We consider following linear stochastic Volterra–Fredholm integral equation,
X(t) = f (t)+
 β
α
k1(s, t)X(s)ds+
 t
0
k2(s, t)X(s)ds+
 t
0
k3(s, t)X(s)dB(s) t ∈ [0, T ). (22)
Our problem is to determine block pulse coefficient of X(t), where X(t), f (t), k1(s, t), k2(s, t) and k3(s, t), for s, t ∈ [0, T ),
are the stochastic processes defined on the same probability space (Ω,z, P). Also B(t) is a Brownian motion process and t
0 k3(s, t)X(s)dB(s) is the Itô integral. Usually we set [0,mh] instead of [α, β] in relation (22) to facilities the use of block
pulse functions.
We approximate X(t), f (t), k1(s, t), k2(s, t) and k3(s, t) by relations (9), (10) as follows
X(t) ≃ Y TΦ(t) = ΦT (t)Y ,
f (t) ≃ F TΦ(t) = ΦT (t)F ,
k1(s, t) ≃ Ψ T (s)K1Φ(t) = ΦT (t)K T1 Ψ (s),
k2(s, t) ≃ Ψ T (s)K2Φ(t) = ΦT (t)K T2 Ψ (s).
k3(s, t) ≃ Ψ T (s)K3Φ(t) = ΦT (t)K T3 Ψ (s).
In the above approximates, Y and F are stochastic block pulse coefficients vector, and K1, K2 and K3 are stochastic block pulse
coefficients matrix.
With substituting above approximation in Eq. (22), we get
Y TΦ(t) ≃ F TΦ(t)+ Y T
 mh
0
Ψ (s)Ψ T (s)ds

K1Φ(t)
+ Y T
 t
0
Ψ (s)Ψ T (s)ds

K2Φ(t)+ Y T
 t
0
Ψ (s)Ψ T (s)dB(s)

K3Φ(t). (23)
Let K ij , j = 1, 2, 3 be the ith row of the constant matrices Kj, for j = 1, 2, 3. Ri be the ith row of the integration operational
matrix P ,RiS be the ith rowof the stochastic integration operationalmatrix PS ,DK ij , be diagonalmatriceswithK
i
j , for j = 1, 2, 3
as its diagonal entries. By the relation
 mh
0 Ψ (s)Ψ
T (s)ds = hI and previous relations and assumingm1 = m2, we have, mh
0
Ψ (s)Ψ T (s)ds

K1Φ(t) = hIK1Φ(t) = B1Φ(t), (24)
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where B1 = hK1, also, t
0
Ψ (s)Ψ T (s)ds

K1Φ(t) =
 t
0
Φ(s)ΦT (s)ds

K2Φ(t)
=

R1Φ(t)K 12Φ(t)
R2Φ(t)K 22Φ(t)
...
RmΦ(t)Km2 Φ(t)
 =

R1DK12
R2DK22
...
RmDKm2
Φ(t) = B2Φ(t), (25)
where
B2 = h2

k211 2k
2
12 2k
2
13 · · · 2k21m
0 k222 2k
2
23 · · · 2k22m
0 0 k233 · · · 2k23m
...
...
...
. . .
...
0 0 0 · · · k2mm

m×m
, (26)
and also for the Itô integral term, we have t
0
Ψ (s)Ψ T (s)dB(s)

K3Φ(t) =
 t
0
Φ(s)ΦT (s)dB(s)

K3Φ(t)
=

R1SΦ(t)K
1
3Φ(t)
R2SΦ(t)K
2
3Φ(t)
...
RmS Φ(t)K
m
3 Φ(t)
 =

R1SDK13
R2SDK23
...
RmS DKm3
Φ(t) = B3Φ(t), (27)
where
B3 =

k311B

h
2

k312B(h) k
3
13B(h) · · · k31mB(h)
0 k322

B

3h
2

− B(h)

k323

B(2h)− B(h)

· · · k32m

B(2h)− B(h)

0 0 k333

B

5h
2

− B(2h)

· · · k33m

B(3h)− B(2h)

.
.
.
.
.
.
.
.
.
. . .
.
.
.
0 0 0 · · · k3mm

B−

(2m− 1)h
2

− B((m− 1)h)


. (28)
With substituting relations (24), (25) and (27) in (23), we get
Y TΦ(t) ≃ F TΦ(t)+ Y TB1Φ(t)+ Y TB2Φ(t)+ Y TB3Φ(t).
Then,
Y T (I − B1 − B2 − B3) ≃ F T . (29)
So, by settingM = (I − B1 − B2 − B3)T and replacing≃ by=, we will have,
MY = F . (30)
Which is a linear system of equations with lower triangular coefficients matrix that gives the approximate block pulse
coefficient of the unknown stochastic processes X(t).
5. Error analysis
In this section, we show that the rate of convergence is O(h), [16].
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Theorem 1. Suppose that f (t) is an arbitrary real bounded function, which is square integrable in the interval [0, 1), and
e(t) = f (t)− fˆm(t), t ∈ I = [0, 1), which fˆm(t) =mi=1 fiφi(t) is the block pulse series of f (t). Then,
∥e(t)∥ ≤ h
2
√
3
∥f ′∥∞, (31)
where ∥e(t)∥ =
 1
0 |e(t)|2dt
 1
2
.
Proof. Let,
ei(t) =

f (t)− fi t ∈ Di,
0 t ∈ I − Di (32)
where Di = {t : (i− 1)h ≤ t < ih, h = 1m } and i = 1, 2, . . . ,m.
We have,
ei(t) = f (t)− 1h
 ih
(i−1)h
f (s)ds = 1
h
 ih
(i−1)h

f (t)− f (s)

ds,
now by mean value theorem, we get,
ei(t) = f
′(ηi)
h
 ih
(i−1)h
(t − s)ds = f ′(ηi)

t +

−i+ 1
2

h

, t, ηi ∈ Di, i = 1, 2, . . . ,m
then,
∥ei(t)∥2 =
 ih
(i−1)h
|ei(t)|2dt =

f ′(ηi)
2  ih
(i−1)h

t +

−i+ 1
2

h
2
dt
= h
3
12

f ′(ηi)
2
, ηi ∈ Di, i = 1, 2, . . . ,m. (33)
Consequently
∥e(t)∥2 =
 1
0
|e(t)|2dt =
 1
0

m
i=1
ei(t)
2
dt
=
 1
0

m
i=1
e2i (t)+ 2

i<j
ei(t)ej(t)

dt =
m
i=1
 1
0
e2i (t)dt =
m
i=1
∥ei(t)∥2
= h
3
12
m
i=1

f ′(ηi)
2 ≤ h2
12
sup
t∈I
|f ′(t)|2, (34)
or,
∥e(t)∥ ≤ h
2
√
3
sup
t∈I
|f ′(t)| = h
2
√
3
∥f ′∥∞
hence, ∥e(t)∥ = O(h). 
Theorem 2. Suppose that f (s, t) ∈ L2[0, 1) × [0, 1) and e(s, t) = f (s, t) − fˆm(s, t), (s, t) ∈ D = [0, 1) × [0, 1), which
fˆm(s, t) =mi=1mj=1 fijψi(s)φj(t) is the block pulse series of f (s, t). Then,
∥e(s, t)∥ ≤ h
2
√
3
∥f ′s ∥2∞ + ∥f ′t ∥2∞ 12 , (35)
where ∥e(s, t)∥ =
 1
0
 1
0 |e(s, t)|2dtds
 1
2
.
Proof. Let,
eij(s, t) =

f (s, t)− fij (s, t) ∈ Dij,
0 (s, t) ∈ D− Dij (36)
where Dij = {(s, t) : (i− 1)h ≤ s < ih, (j− 1)h ≤ t < jh, h = 1m } and i, j = 1, 2, . . . ,m.
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For i, j = 1, 2, . . . ,m, we have,
eij(s, t) = f (s, t)− 1h2
 ih
(i−1)h
 jh
(j−1)h
f (x, y)dydx = 1
h2
 ih
(i−1)h
 jh
(j−1)h

f (s, t)− f (x, y)

dydx,
now by mean value theorem, we get,
eij(s, t) = 1h2
 ih
(i−1)h
 jh
(j−1)h

(s− x)f ′s (ηi, ηj)+ (t − y)f ′t (ηi, ηj)

dydx
= f ′s (ηi, ηj)

s+

−i+ 1
2

h

+ f ′t (ηi, ηj)

t +

−j+ 1
2

h

, (s, t), (ηi, ηj) ∈ Dij
then,
∥eij(s, t)∥2 =
 ih
(i−1)h
 jh
(j−1)h
|eij(s, t)|2dtds
= h
4
12

f ′2s (ηi, ηj)+ f ′2t (ηi, ηj)

, (ηi, ηj) ∈ Dij, i, j = 1, 2, . . . ,m. (37)
Consequently
∥e(s, t)∥2 =
 1
0
 1
0
|e(s, t)|2dtds =
 1
0
 1
0

m
i=1
m
j=1
eij(s, t)
2
dtds
=
m
i=1
m
j=1
 1
0
 1
0
e2ij(s, t)dtds =
m
i=1
m
j=1
∥eij(s, t)∥2
= h
4
12
m
i=1
m
j=1

f ′2s (ηi, ηj)+ f ′2t (ηi, ηj)

≤ h
2
12

sup
(x,y)∈D
|f ′s (x, y)|2 + sup
(x,y)∈D
|f ′t (x, y)|2

, (38)
or,
∥e(s, t)∥ ≤ h
2
√
3

∥f ′s ∥2∞ + ∥f ′t ∥2∞
 1
2
hence, ∥e(s, t)∥ = O(h). 
Theorem 3. Suppose X(t) is exact solution of (22) and Yˆm(t) is the proposed method solution and so X(t) ≃ Xˆm(t), Y (t) ≃
Yˆm(t). Then
∥X(t)− Yˆm(t)∥∞ ≤ h
2
√
3

∥M−1∥

1+ (β − α)M1 +M2
+M3 sup
t∈I
|B(t)|

∥X ′∥∞ + ∥Y ′∥∞

, t ∈ I = [0, 1), (39)
where
∥X(t)− Yˆm(t)∥∞ = sup
t∈I
|X(t)− Yˆm(t)|,
Mi = sup
s,t∈I
|ki(s, t)|, i = 1, 2, 3
and M is obtained from (30).
Proof. We can write
sup
t∈I
|X(t)− Yˆm(t)| ≤ sup
t∈I
|X(t)− Y (t)| + sup
t∈I
|Y (t)− Yˆm(t)|. (40)
Furthermore from (31) we have
sup
t∈I
|Y (t)− Yˆm(t)| ≤ h
2
√
3
∥Y ′∥∞, (41)
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then it is enough to find a bound for supt∈I |X(t)− Y (t)|. We know that for any arbitrary real bounded function f (t), which
is square integrable in the interval t ∈ [0, 1), and for any ϵ > 0, there existsm such that the inequality ∥f − fˆm∥ < ϵ, holds
so we can write stochastic Volterra–Fredholm integral equation (22) as,
f (t) = Xˆm(t)−
 β
α
k1(s, t)Xˆm(s)ds−
 t
0
k2(s, t)Xˆm(s)ds−
 t
0
k3(s, t)Xˆm(s)dB(s), 0 ≤ t ≤ 1. (42)
If we substitute Y (t) instead of X(t) in above equation then the right-hand side of integral equation is exchanged by a new
function that we denote it by fˆ (t). So we have,
fˆ (t) = Yˆm(t)−
 β
α
k1(s, t)Yˆm(s)ds−
 t
0
k2(s, t)Yˆm(s)ds−
 t
0
k3(s, t)Yˆm(s)dB(s), 0 ≤ t ≤ 1. (43)
From relation (30) we have
X(t) = M−1f (t), Y (t) = M−1 fˆ (t).
Consequently we have
sup
t∈I
|X(t)− Y (t)| ≤ ∥M−1∥ sup
t∈I
|f (t)− fˆ (t)|. (44)
For finding a bound for supt∈I |f (t)− fˆ (t)|, we write,
f (t) = X(t)−
 β
α
k1(s, t)X(s)ds−
 t
0
k2(s, t)X(s)ds−
 t
0
k3(s, t)X(s)dB(s), 0 ≤ t ≤ 1,
and
fˆ (t) = Xˆm(t)−
 β
α
k1(s, t)Xˆm(s)ds−
 t
0
k2(s, t)Xˆm(s)ds−
 t
0
k3(s, t)Xˆm(s)dB(s), 0 ≤ t ≤ 1.
So that,
f (t)− fˆ (t) = X(t)− Xˆm(t)−
 β
α
k1(s, t)

X(s)− Xˆm(s)

ds
−
 t
0
k2(s, t)

X(s)− Xˆm(s)

ds−
 t
0
k3(s, t)

X(s)− Xˆm(s)

dB(s),
therefore,
sup |f (t)− fˆ (t)| ≤ sup |X(t)− Xˆm(t)| + sup
 β
α
k1(s, t)

X(s)− Xˆm(s)

ds

+ sup
 t
0
k2(s, t)

X(s)− Xˆm(s)

ds

+ sup
 t
0
k3(s, t)

X(s)− Xˆm(s)

dB(s)

≤ sup |X(t)− Xˆm(t)| + sup
 β
α
|k1(s, t)||X(s)− Xˆm(s)|ds
+ sup
 t
0
|k2(s, t)||X(s)− Xˆm(s)|ds
+ sup
 t
0
|k3(s, t)||X(s)− Xˆm(s)|dB(s)
≤ sup |X(t)− Xˆm(t)| + (β − α)M1 sup |X(t)− Xˆm(t)|
+M2 sup |X(t)− Xˆm(t)| +M3 sup
t∈I
|B(t)| sup |X(t)− Xˆm(t)|
≤

1+ (β − α)M1 +M2 +M3 sup
t∈I
|B(t)|

h
2
√
3
∥X ′∥∞, (45)
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Table 1
The approximate solutions of Example 1 for
m = 32, 64.
t m = 32 m = 64
0 0.0091487737 0.0109053247
0.1 0.0199110047 0.0155137626
0.2 0.0566018117 0.0162899633
0.3 0.1174676725 0.0583251011
0.4 0.1550820154 0.1151902625
0.5 0.2741207402 0.2775350903
0.6 0.3908514112 0.3840300664
0.7 0.5144708036 0.4886760069
0.8 0.6338163380 0.6993271966
0.9 0.7685722818 0.8222331671
1 0.9684881988 1.0017286969
Fig. 1. The trajectory of the approximate solution of Example 1 form = 32, 64.
so by substituting this bound in the inequality (44) we get,
sup
t∈I
|X(t)− Y (t)| ≤ ∥M−1∥

1+ (β − α)M1 +M2 +M3 sup
t∈I
|B(t)|

h
2
√
3
∥X ′∥∞, (46)
then from relations (40), (41) and (46) we have
sup
t∈I
|X(t)− Yˆm(t)| ≤ h
2
√
3

∥M−1∥

1+ (β − α)M1 +M2 +M3 sup
t∈I
|B(t)|

∥X ′∥∞ + ∥Y ′∥∞

, (47)
and the proof is complete. Hence, ∥X(t)− Yˆm(t)∥ = O(h). 
6. Numerical examples
To illustrate the method stated in Section 4, we consider following examples. The computations associated with the
examples were performed using Matlab 7.
Example 1. Consider the following linear stochastic Volterra–Fredholm integral equation,
X(t) = f (t)+
 1
0
cos(s+ t)X(s)ds+
 t
0
(s+ t)X(s)ds+
 t
0
exp(−3(s+ t))X(s)dB(s), s, t ∈ [0, 1), (48)
with f (t) = t2 + sin(1+ t)− 2 cos(1+ t)− 2 sin(t)− 7t412 + 140B(t),
where X(t) is an unknown stochastic process defined on the probability space (Ω,z, P), and B(t) is a Brownian motion
process. The approximation solution are shown in Table 1. The curves in Fig. 1 represents a trajectory of the approximate
solution computed by the presented method.
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Table 2
The approximate solutions of Example 2 for
m = 32, 64.
t m = 32 m = 64
0 1.0050826814 1.0014921259
0.1 0.9983232513 0.9958677112
0.2 0.9860154776 0.9833522815
0.3 0.9427155804 0.9618340902
0.4 0.9432021950 0.9157653040
0.5 0.8930925412 0.8503839465
0.6 0.8554015473 0.8042753408
0.7 0.7695923114 0.7566968973
0.8 0.7250865831 0.6954537702
0.9 0.6924411096 0.6120356689
1 0.5459802735 0.5713651151
Fig. 2. The trajectory of the approximate solution of Example 2 form = 32, 64.
Example 2. Consider the following linear stochastic Volterra integral equation,
X(t) = f (t)+
 1
0
(s+ t)X(s)ds+
 t
0
(s− t)X(s)ds+
 t
0
1
125
sin(s+ t)X(s)dB(s), s, t ∈ [0, 1), (49)
with f (t) = 2− cos(1)− (1+ t) sin(1)+ 1250 sin(B(t)),
where X(t) is an unknown stochastic process defined on the probability space (Ω,z, P), and B(t) is a Brownian motion
process. The approximation solution are shown in Table 2. The curves in Fig. 2 represents a trajectory of the approximate
solution computed by the presented method.
7. Conclusion
Because it is almost impossible to find the exact solution of Eq. (22), it would be convenient to determine its numerical
solution based on stochastic numerical analysis. Using block pulse functions as basis functions to solve the linear stochastic
Volterra integral equations is very simple and effective in comparison with other methods. Its applicability and accuracy is
checked on some examples. Moreover, one could also apply the Itô–Taylor expansion described by Kloeden and Platen [3],
or those from article [17], for example. Certainly, it could be the topic of some future work.
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