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ABSTRACT
A new method is proposed that exploits the underlying information theoretic
structure in the input data to evaluate the ability of a kernel to successfully
separate a class in some feature space. This method is built on the funda-
mental idea that kernel density estimation in some input space is equivalent
to an inner product on some Hilbert space. Estimators of Re´nyi’s general-
ized form of information theoretic measurements reduce to a form that gives
an elegant characterization of the geometric properties of the kernel in the
feature space. It is shown how these estimators can be used to evaluate the
kernel of a support vector machine.
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But I have promises to keep,
And miles to go before I sleep,
And miles to go before I sleep.
- Robert Frost
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CHAPTER 1
INTRODUCTION
The decision-making process behind identifying or classifying objects is often
associated with the recognition of patterns. For example, determining the
context and language of handwritten characters, using facial structure to
detect individuals in photos, and deciding whether or not to buy or sell a stock
based on current and past market trends. Recognizing patterns, collecting
raw data, or making an action based on specific features of the input is a
complex process that the human mind manages on a daily basis. For this
reason, the creation of machines capable of learning patterns has been a
popular research topic both from a technical and philosophical perspective.
Technological advances in computer processing have allowed machines to
demonstrate a significant ability to learn and recognize patterns. However,
in order to demonstrate these tasks using classical programming techniques,
there must be some foundation for the mathematical model of the problem.
The methodology and theory behind the mathematical approach has formed
the foundation for machine learning.
1.1 Machine Learning
Artificial intelligence is the term coined to describe the capability of ma-
chines to mimic and simulate intelligent human behavior. Machine learning
has evolved as a branch of artificial intelligence that is concerned with under-
standing how to give machines the ability to learn and analyze data to make
intelligent decisions. When computers are applied to solve a problem, they
all follow the same practical architecture. The input data is fed through some
system and mapped to an output. It is up to the system designer to develop
a method for implementing the relationship between the input/output pairs.
However, in some cases the relationship is not explicit, constantly chang-
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ing, or the relationship is so complex that the computation is too expensive.
When the problem or relationship is too complicated, the system designer
cannot always implement a method for computing the output from the input
data using classical programming techniques. The alternative method is to
develop a system capable of learning or recognizing the pattern between the
input and output based on examples, or given some specific criterion.
Learning in this context is achieved using mathematical principles. The
framework is built on inductive inference; that is, observing samples that
may or may not completely represent the input and predicting the output [1].
Generally, the input and output are related through some kind of dependency.
When the dependency exists, it is referred to as the environment operator.
The goal of the machine is to learn, and according to some cost, estimate
the environment operator. The estimate is often referred to as the decision
operator or classifier. Because the environment is not always completely
understood, the decision operator is often chosen from a particular set or
class of hypothesis operators. The learning process is simply choosing the
appropriate operator, or classifier, from the class of hypothesis operators that
best represents the environment operator.
Any method that attempts to describe the environment operator according
to some prior knowledge employs learning. While learning follows a general
model, it is the specific method used that determines the unknown parame-
ters of the model and the structure of the classifier. Ideally, the classifier will
generalize well to new patterns and data. How well the classifier performs
on new data is referred to as generalization, and is the property that we
seek to optimize. This framework results in two general forms of learning:
supervised learning and unsupervised learning.
1.1.1 Supervised Learning
Supervised learning is primarily concerned with the identification of func-
tional dependencies between the input xi and output zi. The environment
operator is assumed to be some kind of functional mapping that is estimated
from pairs of samples (xi, zi) called the training data. Figure 1.1 shows the
basic framework for a supervised learning system. The data xi is fed through
the estimated environment operator to produce an output yi. The output yi
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Figure 1.1: A basic supervised learning system.
is then compared to zi to produce an error signal. The error signal is used
to systematically update the environment according to some cost criterion.
Over time the system will adapt the estimated environment operator so that
the data x will produce a y that will approximate z.
A classifier that accurately fits the training data is said to be consistent.
Generating consistent classifiers raises important issues. In cases where the
output is noisy, there is no guarantee that a functional mapping exists. So,
the classifier has to be implemented optimizing some best-fit criteria. If the
classifier is designed to be too complex, it is possible to overfit the data.
When this occurs, the classifier may correctly separate the training samples
but will fail to generalize well to new data. In supervised learning, the design
is concerned with optimizing the tradeoff between accuracy and reliability.
1.1.2 Unsupervised Learning
The goal of unsupervised learning is to capture regularities and statistical
dependencies between the input xi and output yi. An unsupervised system
follows the same framework as the supervised system in Figure 1.1 only x
is available but z is not. The environment operator is assumed to function
according to a set of specifications. The function is typically controlled by a
cost. The classifier is designed to use the cost to form clusters or groupings of
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the input. The output yi from the classifier is entirely dependent on the cost
that is implemented to replicate the environment operator. In unsupervised
learning the design is primarily concerned with optimizing the cost to create
a classifier that appropriately represents the regularities of the input data.
1.2 Learning Model
Now that we have introduced the foundation for machine learning, we can
start to develop the systematic model for implementation on a computer [2].
Figure 1.2 shows the typical layout and components of a machine learning
system. Understanding the importance of each component will clarify the
problems with designing such a system and establish the motivation behind
this research.
Figure 1.2: The block diagram for a typical machine learning system.
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1.2.1 Data Collection
Data is typically collected using some kind of transducer, such as a micro-
phone or sensor. The limitations and characteristics of the transducers, such
as the signal-to-noise ratio or distortion, are often part of the problem. These
limitations feed through the system and can affect each component if they
are not considered in the design process. The amount of data that is collected
and processed can significantly constrain other components, especially if the
system is expected to work in real-time.
1.2.2 Pre-Processing
The data that is collected by the transducer is typically referred to as raw
data. The raw data is often noisy, disorganized, or not in a format capable of
being processed by the rest of the system. The purpose of the pre-processor
is to prepare the raw data for feature extraction. Often this requires some
kind of filtering or grouping operation. Ideally the pre-processor will isolate
specific idiosyncrasies in the data.
1.2.3 Feature Extraction
The purpose of the feature extractor is to find distinguishing properties in the
data that can be used to characterize an object or class. These distinguishing
features are what the classifier will use to isolate the input and predict the
output. When choosing these features, it is important that they are invariant
to irrelevant transformations. For example, the data could get scaled or
rotated in the pre-processing stage. If the distinguishable feature is affected
by one of those transformations, then the feature will make it difficult for
the classifier to reliably separate the input. The feature extractor is entirely
domain-dependent. An extractor that successfully characterizes one problem
will not necessarily work well for another.
1.2.4 Classification
The classifier is the most important component of the system and the most
complicated. Because perfect classification is often impossible, the classi-
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fier is built on a probabilistic framework. The general task is to use the
distinguishing features to assign the input to a group or category with the
smallest probability of error. The design is application dependent and fol-
lows one of the two general forms of learning: supervised or unsupervised. In
the supervised case the classifier is fed training data to estimate a functional
relationship between the input and output. In the unsupervised case the
classifier is given a cost or criterion to group the output based on statistical
dependencies of the input. The difficulty behind designing the classifier of-
ten depends on the size of the feature space and the difference between the
distinguishing features in different categories. If the distinguishing features
are drastically different, then the classifier dramatically simplifies. However,
if the features are similar or if they are very noisy, the classifier can become
much more complex.
1.2.5 Post-Processing
While the classifier analyzes the distinguishing features and classifies the
data, it is up to the post-processor to decide the final action. Typically
the post-processor is used to tweak the output of the classifier and improve
system performance. This modification can be as simple as filtering the data
to reduce output noise, or as complicated as regularizing the output to meet
some specification.
1.3 Motivation
While it is not necessarily obvious, it should be relatively straightforward to
notice that the problems and difficulties in designing each component can
be manipulated in the classifier. For example, the amount of data collected
during the collection stage is irrelevant if the classifier is capable of handling
large amounts of data. Likewise, the variation in the distinguishable features
can be changed if the classifier takes advantage of some kind of transfor-
mation. For this reason, this thesis will focus entirely on the design of the
classification component of the learning model. Recall that the classifier is
designed according to one of the two general forms of learning: supervised
or unsupervised. Supervised learning requires the estimation of some func-
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tion to mimic the environment operator, and unsupervised learning attempts
to find the statistical dependency in the input data. So the classifier is in-
herently built on a probabilistic framework. While a Bayesian or maximum
likelihood approach is reasonable and well understood, a new question is
proposed: Are there other well-established probabilistic theories that can be
used to take advantage of the statistical properties of the input? If so, what
advantages does it provide? As it turns out, the answer lies in the field of
information theory. Specifically, in Re´nyi’s generalization of information the-
ory. We will show that it is possible to evaluate how well a kernel function
separates data in some feature space using information theoretic estimations
on the input data. This method is built on the fundamental idea that kernel
density estimation in some input space is equivalent to an inner product on
some Hilbert space. Estimators of Re´nyi’s generalized form of information
theoretic measurements reduce to a form that gives an elegant characteriza-
tion of the geometric properties of the kernel in the feature space. We apply
this kernel evaluation to the design of a Support Vector Machine.
This thesis is organized as follows. In Chapter 2 we introduce the idea of
αth-order information theoretic measures and their estimators. We develop
the foundation for reproducing kernel Hilbert spaces in Chapter 3 to help
form an important geometric understanding of these measures. In Chap-
ter 4 we introduce the Support Vector Machine and propose a method for
evaluating the feature spaces of kernels using information theory. We make
concluding remarks and offer further research ideas in Chapter 5.
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CHAPTER 2
INFORMATION THEORY
Information theory was originally conceptualized by Shannon to help estab-
lish the fundamentals behind data compression and transmission rates in
communication systems [3]. For this reason, information theory is often con-
sidered to be a branch of communication theory. However, the probabilistic
framework has laid the foundation for contributions in other areas of math
and the sciences [4]. We introduce information theoretic measurements here
as a probabilistic reasoning method for analyzing the statistical properties of
data. Keep in mind that the motivation behind doing this is to exploit these
statistical descriptors as tools when designing a classifier. We will start by
introducing the original ideas developed by Shannon and explain the purpose
of entropy, divergence, and mutual information. This will lead to a general-
ized form of information theory developed by Re´nyi. We will show that the
estimator for Re´nyi entropy reduces to a form that is easier to compute than
Shannon entropy.
2.1 Shannon Entropy
In 1928 Hartley introduced the first quantitative measure of information. He
defined this information as the number of choices in a finite set of possible
symbols S [5]. According to Hartley, the amount of information in a sequence
of N symbols could be quantified as I = logb S
N . If the logarithm is base
ten, then we refer to the unit as a Hartley. In the digital age we prefer to
think in terms of binary symbols [0,1], so the logarithm is taken to the base
two and is referred to as the bit.
It was Shannon who went a step further and introduced the idea that
the information content was dependent on the probabilities of the symbols.
Let us define a random variable X with a finite set of possible outcomes
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X = {x1, . . . , xN} having a probability mass function p(x) = Pr{X = x},
x ∈ X . Shannon first showed that Hartley’s information was only accurate if
nothing was known about the distribution of the symbols; that is, we assume
that the symbols occur with equal probability p(x) = 1|X | . Thus, in order to
fully characterize the amount of information for each element xk in X , the
information should be
I(xk) = log
1
p(xk)
= − log2 p(xk). (2.1)
.
The amount of information in a specific event is due to the inverse depen-
dence on probability. If N = 1, then p(x1) = 1 and the information content
I(x1) is zero. This means we have perfect knowledge of the event since we
know there is only one possible event outcome. Likewise, if N is large and
p(x) is small, then the information content is high because the event is unex-
pected. To describe the information or uncertainty over the set of outcomes
X , Shannon defined entropy as the average of the information measure over
each event, or
H(X) =
∑
x∈X
p(x)I(x) = −
∑
x∈X
p(x) log2 p(x) = −E[log2 p(x)]. (2.2)
Shannon’s entropy provides a single scalar quantity that describes the un-
certainty underlying the probability mass function (PMF). In other words,
H(X) depends on the shape of the distribution. It is not the only scalar
quantity that describes the PMF; for example, the mean and variance are
also widely used. However, entropy provides a deeper insight into probabilis-
tic reasoning because of its elegant properties. Shannon proved and built his
definition of entropy on a set of simple axioms [3]:
1. H(p(x)) ≥ 0 ∀ x ∈ X .
2. H(p(x1), p(x2), . . . , p(xN)) is a continuous and symmetric function of
its arguments.
3. H( 1
N
, 1
N
, . . . , 1
N
) is a monotonically increasing function of N .
4. H(p(x1), p(x2)) = H(p(x1)) + H(p(x2)) for independent events x1 and
x2.
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5. H(p(x1), p(x2), . . . , p(xN)) = H(p(x1)+p(x2), p(x3), . . . , p(xN))+(p(x1)+
p(x2))H(
p(x1)
(p(x1)+p(x2))
, p(x2)
(p(x1)+p(x2))
), entropy is recursive.
Shannon proved that Equation (2.2) was the only solution for H(X) that
satisfied the above axioms. It is important to note that H(X) is upper
bounded by the Hartley information, H(X) ≤ log |X |. As it turns out,
entropy is a concave function [4] which makes it susceptible to a large area
of mathematics.
2.1.1 Other Information Measurements
Entropy is only concerned with describing the uncertainty of a single source of
information. However, communication systems have inputs and outputs, just
like a learning machine. To characterize the relationship between two differ-
ent information sources, Shannon’s theory led to two well-known descriptors
called the Kullback-Leibler (KL) divergence and mutual information. Con-
sider the discrete random variable X with a finite set of possible outcomes
X = {xk}Nk=1. Let p(x) and q(x) be two probability mass functions defined
on X . Then the KL divergence is defined as
DKL(p||q) =
∑
x∈X
p(x) log
p(x)
q(x)
= Ep
[
log
p(X)
q(Y )
]
. (2.3)
The KL divergence is a way to measure how close the distribution q is to p.
When p = q the KL divergence is zero. However, DKL(p||q) 6= DKL(q||p), so
it is not a true measure of distance.
Now let Y be a random variable with a finite set of possible outcomes
Y = {yk}Nk=1. Let the joint probability mass function between X and Y be
p(x, y) and the marginal probability mass functions be p(x) and p(y). Then
the mutual information between X and Y is
I(X;Y ) =
∑
x∈X
∑
y∈Y
p(x, y) log
p(x, y)
p(x)p(y)
= Ep(x,y)
[
log
p(X, Y )
p(X)p(Y )
]
. (2.4)
The mutual information measures the amount of information that one ran-
dom variable contains about another. Mutual information can also be written
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in terms of the KL divergence as
I(X;Y ) = DKL(p(x, y)||p(x)p(y)). (2.5)
Thus, it is also possible to think of mutual information as measuring how
close X and Y are to being independent.
2.2 Re´nyi Entropy
In 1960 Alfre´d Re´nyi was searching for a general definition of information the-
oretic measures that would preserve the additivity property for independent
events. He started with the probabilistic view of Hartley’s information in
Equation (2.1) since it was already shown by Shannon that this was required
to preserve the additivity property. He recognized that the total amount of
information developed by Shannon,
H(X) =
∑
x∈X
p(x)I(x), (2.6)
assumed that the average was linear. Instead of assuming a linear relation-
ship, he decided to apply the general theory of means. For any monotonic and
continuous function g(x), the general form of the mean applied to Equation
(2.6) is
H(X) = g−1
[∑
x∈X
p(x)g (I(x))
]
. (2.7)
Re´nyi showed that only two possible functions satisfied Equation (2.7) with
the additive property [6]. One possible function was g(x) = cx, which is just
a linear function and reduces Equation (2.7) to Shannon entropy. The other
function was g(x) = c−2(1−α)x, which when applied to Equation (2.7) implies
Hα(X) =
1
1− α log
∑
x∈X
pα(x) (2.8)
where α 6= 1 and α ≥ 0. Equation (2.8) is a parametric family of functions
that is referred to as the αth-order Re´nyi entropy.
Of special interest is the case when α = 1. By taking the limit and applying
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L’Hoˆspital’s rule, we see that
lim
α→1
Hα(X) = lim
α→1
1
1− α log
∑
x∈X
pα(x) (2.9)
=
limα→1
∑
x∈X p
α(x) log p(x)∑
x∈X pα−1(x)
limα→1−1 (2.10)
= −
∑
x∈X
p(x) log p(x). (2.11)
Shannon entropy can be determined by Re´nyi entropy when α is near 1.
Thus, Shannon entropy is just a member of the class of Re´nyi entropies.
For this reason, Re´nyi entropy is often referred to as a generalized form of
Shannon entropy.
2.2.1 Information Measurements of Degree α
Following Shannon’s theory, Re´nyi also developed measurements to describe
the relationship between two information sources. Consider the discrete ran-
dom variable X with a finite set of possible outcomes X = {xk}Nk=1. Let p(x)
and q(x) be two probability mass functions defined on X . Then the Re´nyi
α-divergence is defined as [6]
Dα(p||q) = 1
α− 1 log
∑
x∈X
p(x)
(
p(x)
q(x)
)α−1
. (2.12)
By taking the limit as α approaches one and applying L’Hoˆspital’s rule, it is
easy to see that Equation (2.12) approaches the KL divergence in Equation
(2.3):
lim
α→1
Dα(p||q) = lim
α→1
1
α− 1 log
∑
x∈X
p(x)
(
p(x)
q(x)
)α−1
(2.13)
=
− limα→1
∑
x∈X p(x)
(
p(x)
q(x)
)α−1
log q(x)
p(x)
limα→1
∑
x∈X
p(x)
q(x)
α−1 (2.14)
= −
∑
x∈X
p(x) log
q(x)
p(x)
(2.15)
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=
∑
x∈X
p(x) log
p(x)
q(x)
= DKL(p||q). (2.16)
Now let Y be a random variable with a finite set of possible outcomes
Y = {yk}Nk=1. Let the joint probability mass function between X and Y be
p(x, y) and the marginal probability mass functions be p(x) and p(y). Then
the α mutual information between X and Y is
Iα(X;Y ) =
1
1− α log
∑
x∈X
∑
y∈Y
pα(x, y)
(p(x)p(y))α−1
(2.17)
= Dα(p(x, y)||p(x)p(y)). (2.18)
As α approaches 1, Equation (2.18) reduces to Shannon’s mutual information
since
lim
α→1
Dα(p(x, y)||p(x)p(y)) = DKL(p(x, y)||p(x, y)). (2.19)
2.3 Re´nyi Entropy vs. Shannon Entropy
The noticeable difference between Shannon entropy and Re´nyi entropy is the
addition of the α parameter. The parametric style of Re´nyi entropy allows
for different measurements of the uncertainty for a given distribution. When
α = 0, Equation (2.8) reduces to
H0(X) = logN = log |X |, (2.20)
which is the Hartley information of X. As α is increased, the entropy measure
places more emphasis on the events with higher probabilities. For example,
when α approaches infinity, Equation (2.8) reduces to
H∞(X) = − log sup
x∈X
p(x). (2.21)
The special case when α = 1 raises important questions about the prop-
erties of Re´nyi entropy. Several versions of axiomatic explanations exist [7].
However, for our purpose, the most convenient set of axioms follows the same
form as Shannon entropy [8]:
1. Hα(p(x)) ≥ 0 ∀ x ∈ X .
13
2. Hα(p(x1), p(x2), . . . , p(xN)) is a continuous and symmetric function of
its arguments.
3. Hα(
1
N
, 1
N
, . . . , 1
N
) is a monotonically increasing function of N .
4. Hα(p(x1), p(x2)) = Hα(p(x1)) + Hα(p(x2)) for independent events x1
and x2.
5. Hα(p(x1), p(x2), . . . , p(xN)) = Hα(p(x1)+p(x2), p(x3), . . . , p(xN))+(p(x1)+
p(x2))
αHα(
p(x1)
(p(x1)+p(x2))
, p(x2)
(p(x1)+p(x2))
), entropy is recursive.
The main axiomatic difference between Re´nyi and Shannon entropy is the
recursivity property. Re´nyi is a general form of Shannon, so the recursivity
property is unique to Shannon and is one of the properties that separates it
from other entropy measurements, such as Tsallis [9]. The similarity in the
axiomatic framework for Re´nyi and Shannon implies that it may be possible
to exploit the α parameter to estimate Shannon entropy. In fact, we will
show that this is true when α = 2.
2.4 Quadratic Re´nyi Entropy
Re´nyi information theoretic measures of the αth-order will be the primary in-
terest of the rest of this thesis, specifically when α = 2. Under this condition,
Equation (2.8) reduces to
H2(x) = − log
∑
x∈X
p2(x), (2.22)
which we will refer to as the quadratic Re´nyi entropy. The first step in
understanding the importance of Equation (2.22) is to compare it to Shan-
non’s entropy. As it turns out, quadratic Re´nyi entropy is a lower bound of
Shannon’s entropy, since
H1(X) = −
∑
x∈X
p(x) log p(x) (2.23)
≥ − log
∑
x∈X
p2(x) (2.24)
= H2(X), (2.25)
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where Equation (2.24) follows by Jensen’s inequality. So the quadratic en-
tropy is an uncertainty measurement that also provides some insight about
the Shannon entropy of the data.
While the relationship between Re´nyi’s quadratic entropy and Shannon’s
entropy is beneficial, the true beauty of H2(X) lies in its estimator. Since
the log function in Equation (2.22) is monotonically increasing, the quadratic
entropy is primarily determined by the argument
∑
x∈X p
2(x). We can think
of the argument as the moment of the probability mass function E[p(x)].
Generally, when estimating entropy, a parametric or nonparametric model
is applied to the samples to calculate the PMF. However, here we are only
concerned with estimating E[p(x)], which is a scalar.
2.4.1 Estimating Quadratic Re´nyi Entropy
Since we are interested in computing the scalar value E[p(x)], we have to
start with the estimate for p(x). Assume that a data set X = {xk}Nk=1 is
generated from the probability distribution p(x). Then p(x) can be estimated
by placing some window function W (x) over every sample and summing with
proper normalization. This is called the Parzen-window approach and the
estimator is given by [10]
pˆ(x) =
1
Nσ
N∑
k=1
W (
x− xk
σ
) (2.26)
where σ is the normalization factor. The window function can be of any
form, as long as it satisfies the following properties [10]:
1. supx∈X |W (x)| <∞
2.
∑
x∈X |W (x)| <∞
3. limx→∞ |xW (x)| = 0
4. W (x) ≥ 0
5.
∑
x∈X W (x) = 1
While there are numerous window functions that satisfy these properties, the
Gaussian function is the best for reasons that will become apparent when we
15
derive the estimator. The window function will be defined as
Wσ(x) =
1√
2piσ2
e
−x2
2σ2 . (2.27)
Now that we have a method for estimating p(x), we can substitute this
into the argument of Equation (2.22) to produce
Hˆ2(X) = − log
∑
x∈X
(
1
N
N∑
i=1
Wσ(x− xi)
)2
(2.28)
= − log
∑
x∈X
(
1
N
N∑
i=1
1√
2piσ2
e
−(x−xi)2
2σ2
)2
(2.29)
= − log 1
N2
∑
x∈X
(
N∑
i=1
N∑
j=1
1√
2piσ2
e
−(x−xi)2
2σ2
1√
2piσ2
e
−(x−xj)2
2σ2
)
(2.30)
= − log 1
N2
N∑
i=1
N∑
j=1
(∑
x∈X
1√
2piσ2
e
−(x−xi)2
2σ2
1√
2piσ2
e
−(x−xj)2
2σ2
)
(2.31)
= − log
(
1
N2
N∑
i=1
N∑
j=1
1√
4piσ2
e
−(xj−xi)2
4σ2
)
(2.32)
= − log
(
1
N2
N∑
i=1
N∑
j=1
Wσ
√
2(xj − xi)
)
(2.33)
The importance of using a Gaussian becomes apparent from step (2.30) to
(2.31). It was never necessary to compute the sum over the entire range X
because the sum of the product of Gaussians is simply the difference of their
arguments and the sum of their variances. Because the log is a monotonically
increasing function, we are only concerned with the argument. From now on
we will refer to the argument as the Quadratic Re´nyi entropy estimator [11]
and define it as
IR(X) =
1
N2
N∑
i=1
N∑
j=1
Wσ
√
2(xj − xi). (2.34)
The estimator depends on a double summation so the algorithm is O(N2).
The user also has control over the spread of the estimator with the σ param-
eter.
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2.4.2 Quadratic Re´nyi Estimator vs. Shannon Entropy
Estimator
As we will show now, the Quadratic Re´nyi estimator provides a more effi-
cient estimator for the uncertainty of our data. For Shannon entropy we are
interested in computing the scalar value E[log p(x)]. We have to start with
the estimate for p(x). Assume that a data set X = {xk}Nk=1 is generated from
the probability distribution p(x). Then p(x) can be estimated by Equation
(2.26). Using a Gaussian window and applying pˆ(x) to Equation (2.2) results
in
HS(X) = −
∑
x∈X
1
N
N∑
k=1
Wσ(x− xk) log
(
1
N
N∑
i=1
Wσ(x− xi)
)
(2.35)
The log function prevents the estimator from simplifying, so the algorithm
is O(N2|X |).
2.5 Cauchy-Schwarz Divergence
Re´nyi entropy is not the only measure that reduces nicely when α is two.
In fact, Re´nyi divergence simplifies to a well-known measurement called
the Cauchy-Schwarz (CS) divergence. Lutwak [12] proved that Re´nyi α-
divergence can be redefined as
Dα(p||q) = log
(
∑
X q
α−1(x)p(x))
1
1−α
(∑
x∈X q(x)
α
) 1
α(∑
x∈X p
α(x)
) 1
α(1−α)
. (2.36)
Just like before, as α → 1 Equation (2.36) reduces to DKL(p||q) [12]. How-
ever, now when α = 2, Equation (2.36) will reduce to
DCS(p||q) = − log
∑
x∈X p(x)q(x)√∑
x∈X p
2(x)
∑
x∈X q
2(x)
. (2.37)
This expression is referred to as the CS divergence because of its close rela-
tionship to the CS inequality√∑
x∈X
p2(x)
∑
x∈X
q2(x) ≥
∑
x∈X
p(x)q(x). (2.38)
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Using CS divergence we can also define CS mutual information. Let X and Y
be random variables with joint probability distribution p(x, y) and marginal
distributions p(x) and p(y). The CS mutual information is simply
ICS(X, Y ) = DCS(p(x, y)||p(x)p(y)). (2.39)
2.5.1 Cauchy-Schwarz Divergence Estimator
Assume {xi}N1i=1 are samples generated from p(x) and {xi}N2i=1 are generated
from q(x). By applying the same Parzen-window technique as we did before,
and ignoring the log because it is a monotonically increasing function, the
estimator reduces to
ICS(p, q) = − log
1
N1N2
∑N1,N2
i,j=1 Wσ(xi, xj)√
1
N21
∑N1N2
i,i′=1Wσ(xi, xi′)
1
N21
∑N1N2
j,j′=1Wσ(xj, xj′)
. (2.40)
Just like the Re´nyi estimator, the complexity of the algorithm is O(N2).
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CHAPTER 3
REPRODUCING KERNEL HILBERT
SPACES
Before continuing further with the αth-order information theoretic measures
discussed in Chapter 2, we introduce a branch of mathematics that will
provide a deeper geometric understanding of these measures and create a
framework for a useful tool in machine learning. This branch of mathematics
is called a reproducing kernel Hilbert space (RKHS) and was introduced in
1943 by Aronszajn [13]. The fundamental result of the theory is that there
exists a function, called a kernel, that maps an input space to some inner
product space. The advantage of this result is that a linear system that
operates in the inner product space, depending on the kernel, may become
a non-linear system in the input space. Also, if the RKHS dimension is
high it may be easier or more efficient to compute the calculation in the
input space with the kernel function. In this chapter we provide some basic
definitions and theorems underlying an RKHS, and show the relationship
between RKHS and estimators from Chapter 2.
3.1 RKHS Definitions
Recall that a Hilbert space is a complete vector space that is equipped with
an inner product. Let H be a Hilbert space defined on a domain X with
inner product 〈·, ·〉H. A reproducing kernel Hilbert space is a Hilbert space
H associated with some kernel κ that will reproduce all functions f in H
by an inner product [14]. This means that for every x ∈ X there exists a
κ(x, ·) ∈ H such that
f(x) = 〈f, κ(x, ·)〉H ∀f ∈ H. (3.1)
From Equation (3.1) we see that every x ∈ X is mapped onto a function f in
the RKHS by the kernel. So, the basis for the RKHS is defined by the kernel.
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The function κ is called a reproducing kernel because it has the property that
κ(x, y) = 〈κ(x, ·), κ(y, ·)〉H, which is evident from Equation (3.1). Not all
functions are reproducing kernels, as is stated in the fundamental Theorem
3.1.1 [13].
Theorem 3.1.1 (Moore-Aronszajn theorem) Given any positive-definite
function κ, there exists a unique Hilbert space H of functions for which κ is
a reproducing kernel.
A function κ is positive definite if for {xk}Nk=1 ∈ X and {ck}Nk=1 ∈ R
N∑
i=1
N∑
j=1
cicjκ(xi, xj) ≥ 0. (3.2)
It is important to note that nothing has been said about the domain X. In
fact, Theorem 3.1.1 will hold on any domain where it is possible to define a
positive-definite function [15].
So far we have developed the idea that there is a relationship between some
input space X and some Hilbert space H when we have a positive definite
function, but we have not specified what that relationship is or proved that
it exists. Let X be in some n-dimensional space and let H be a much higher
dimensional space. Let us assume φ to be some kind of mapping such that
φ : X → H. Then, by Mercer’s theorem, we are guaranteed that such a φ
exists [16].
Theorem 3.1.1 (Mercer’s theorem) Given any positive definite function
κ, we can expand this function into its eigenfunctions
κ(x, y) =
∑∞
j=1 λjφj(x)φj(y).
Any kernel function that satisfies Theorem 3.1.1 is called a Mercer kernel.
The most common Mercer kernel is the radial basis function, or the Gaussian
function
κ(x, y) =
1√
2piσ2
e−
||x−y||2
2σ2 . (3.3)
Mercer’s theorem essentially provides a coordinate basis for the RKHS.
Working backwards with Theorem 3.1.1, we can first construct the RKHS as a
linear combination of eigenfunctions. That is, we defineH = {∑∞j=1 αnφ(x)}.
Using these eigenfunctions we can construct a kernel. Now we can redefine
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the kernel function in terms of the basis functions and provide a functional
relationship between the input space X and some Hilbert space H.
Definition 3.1.1 A kernel is a function κ such that ∀x1, x2 ∈ X
κ(x1, x2) = 〈φ(x1), φ(x2)〉H,
where φ is a mapping such that φ : X → H.
This definition of a kernel provides a new insight into the geometry of an
RKHS. We can think of the kernel function as a mapping of observations
from X onto an inner product space H by some φ without ever having to
compute the mapping explicitly. If we are interested in calculating the dot
product of a high-dimensional vector in H, we can work backwards from
Mercer’s theorem to compute a kernel that operates in a lower dimension
while avoiding φ [17]. For example, the Gaussian kernel in Equation (3.3)
will map the x and y vectors into an infinite-dimensional inner product space
because the Gaussian has an infinite number of eigenfunctions. Definition
3.1.1 becomes especially important in cases when φ is nonlinear because it
can be used to make nonlinear generalizations about operations in X by inner
products in H [18]. This is often referred to as the “kernel trick” and, as we
will soon see, has a wide variety of applications in pattern analysis [19].
3.2 Density Estimation and RKHS
Recall the requirements for a valid Parzen-window when estimating a prob-
ability distribution from Chapter 2. If we also force the function W to be
positive definite then the window becomes a valid kernel function. Thus,
there is a close connection between density estimation and RKHS [11, 20].
Now recall the estimator for Quadratic Re´nyi entropy from Chapter 2
Ip(X) =
1
N2
N∑
i=1
N∑
j=1
Wσ
√
2(xj − xi), (3.4)
where Wσ
√
2 is the Gaussian function. Since Wσ
√
2 is a Gaussian function, it
is a valid kernel function that maps xj and xi to some inner product space.
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So we can simplify Equation (3.4) to
Ip(X) =
1
N2
N∑
i=1
N∑
j=1
κ(xj, xi), (3.5)
By Mercer’s theorem we can assume that some map φ exists between X and
H to express this in terms of an inner product
Ip(X) =
1
N2
N∑
i=1
N∑
j=1
κ(xi, xj) (3.6)
=
1
N2
N∑
i=1
N∑
j=1
〈φ(xi), φ(xj)〉H (3.7)
=
〈
1
N
N∑
j=1
φ(xi),
1
N
N∑
j=1
φ(xj)
〉
H
(3.8)
= || 1
N
N∑
j=1
φ(xi)||2H. (3.9)
In the inner product space produced by the kernel function, the estimator
for Re´nyi entropy is just the squared norm of the mean of the transformed
data.
We can apply these same techniques to the CS divergence estimator derived
in Chapter 2. Recall that the estimator is defined as
ICS(p, q) = − log
1
N1N2
∑N1,N2
i,j=1 Wσ(xi, xj)√
1
N21
∑N1N2
i,i′=1Wσ(xi, xi′)
1
N21
∑N1N2
j,j′=1Wσ(xj, xj′)
. (3.10)
Substituting the kernel’s inner product representation and defining the mean
vectors
m =
1
N1
N1∑
i=1
φ(xi) (3.11)
n =
1
N2
N2∑
j=1
φ(xj), (3.12)
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it is easy to see that Equation (3.10) reduces to
ICS(p, q) =
〈m,n〉√〈m,m〉〈n,n〉 = cos∠(m,n). (3.13)
In the inner product space produced by the kernel function, the estimator
for CS divergence is the angle between the mean vectors of the transformed
data.
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CHAPTER 4
SUPPORT VECTOR MACHINES
Up to now we have introduced this idea of αth-order information theoretic
measures and shown that when α = 2 these measurements reduce to useful
estimators that can be used to give us statistical properties about the under-
lying data. Using this idea of reproducing kernel Hilbert spaces, we were able
to show that these estimators have simple corresponding representations in
some inner product space. Our goal now is to tie these measurements back
into machine learning and show how they can be useful in designing a clas-
sifier. In this section we introduce the Support Vector Machine (SVM). An
SVM is a supervised learning method that attempts to separate its input into
a set of classes by a hyperplane. The hyperplane is chosen so that the distance
from the hyperplane to the nearest class points is maximized. The SVM was
built on the fundamental idea of generalization performance [21]. General-
ization refers to how well a learning machine performs on test data. In this
chapter we introduce some fundamental concepts in statistical learning the-
ory that help understand and control generalization performance, describe
the SVM, and propose a method that takes advantage of the discoveries in
Chapter 2 and Chapter 3 to aid in designing a SVM.
4.1 Vapnik-Chervonenkis Theory
The Vapnik-Chervonenkis (VC) theory is a form of statistical learning theory
that is concerned with characterizing generalization performance in learning
machines. The goal is to find the best balance between the accuracy of the
learning machine on a training set and its capacity. Here we define capacity
as the cardinality of the largest set of points that the machine can linearly
separate. To measure this capacity, Vapnik and Chervonenkis created the
concept of VC dimension [22]. First we will start with the definition of
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shattering. Let f be a function, or learning machine, that takes in an input
and transforms it into a binary class {−1, 1} using some kind of weights
α. Assume those weights are calculated according to some training points
(xi, yi).
Definition 4.1.1 A function fα is said to shatter a set of points {x1, x2, . . . , xn}
if for every possible training set {xk, yk}nk=1, there exists some value of α that
achieves no error on the training data.
With this formulation for shattering, we can define the VC dimension.
Definition 4.1.1 The VC dimension is the maximum size of a set that can
be shattered by the function fα.
The importance of VC dimension becomes important in estimating the gen-
eralization error. We can define the probability of misclassification as
R(α) = E[
1
2
|y − fα(x)|]. (4.1)
Assuming we are training over a data set of size N , we can calculate the error
for the training set as
RT (α) =
1
N
R∑
k=1
|1
2
|y − fα(x)]|. (4.2)
Vapnik [23] showed that with probability 1− 
R(α) ≤ RT (α) +
√
d log (2N
d
+ 1)− log 
4
N
. (4.3)
It was this framework that led Vapnik to develop the support vector method
for calculating optimal separable hyperplanes [24].
4.2 Support Vector Machine
The maximal margin classifier was the first SVM proposed. It only works on
data that is linearly separable, so the uses are rather impractical. However, it
is the basis for more complex SVMs, so we introduce it here. For simplicity we
will stick to a two-dimensional data set and assume binary classification, but
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Figure 4.1: An example of a maximum-margin function H separating a
training set.
the theory can be extended to n-dimensions and m-classifications. Assume
we are given a set of training points {xk, yk}nk=1 where x ∈ Rp and y ∈
{−1, 1}. Our goal is to find a linear function H that divides the points in
such a way that the line is as far away as possible from the closest sample in
each set. We call these sample points support vectors. Since H is a linear
function we can write it as
H(x) = 〈w,x〉+ b (4.4)
where w is a vector of weights and b is some offset. In order to maximize
the margin between the function H and the closest sample points in each set
we must find w and b. Figure 4.1 shows an example of the function H that
we seek. Since we are trying to maximize the margin between H and the
support vectors we can define the support functions S1 and S2 as
S1 = 〈w,x〉+ b = 1 (4.5)
S2 = 〈w,x〉+ b = −1. (4.6)
Now we want to maximize the distance between S1 and S2. Applying simple
geometry we can see that the distance between these two functions, or hyper-
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planes, is also the distance where the hyperplane intersects the line through
the origin and parallel to w. Let x+ correspond to the point on Equation
(4.5) and x− correspond to the point on Equation (4.6). Then
x+ =
1
||w||2w (4.7)
x− =
−1
||w||2w, (4.8)
and the distance is
d(x+,x−) = ||x+ − x−|| = 2||w|| . (4.9)
To maximize the distance in Equation (4.9) we need to minimize ||w||. How-
ever, we need to minimize ||w|| while ensuring our training data is appropri-
ately classified. This results in the following optimization problem [25]
min ||w|| subject to yi(〈w,xi〉+ b) ≥ 1 ∀i, (4.10)
which can be rewritten in terms of Lagrange multipliers as
L(w, b, α) =
1
2
〈w,w〉 −
n∑
i=1
αi (yi(〈w,xi〉+ b)− 1) . (4.11)
This optimization problem is well known and can be solved using standard
quadratic programming techniques [25].
The maximal margin classifier is a good foundation for SVM theory, but
since it requires the data to be linearly separable, it is not practical in real-
world applications. A slack variable η was introduced into the optimization
problem to calculate the hyperplane that would separate the data as cleanly
as possible. As a result, the optimization problem in Equation (4.10) be-
comes [25]
min ||w + C
n∑
i=1
ηi|| subject to yi(〈w,xi〉+ b) ≥ 1− ηi ∀i. (4.12)
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4.3 Kernel Trick
Recall that the goal of the SVM is to find a linear function H that satisfies
Equation (4.4) and separates the data as best as possible. The function is
obtained by minimizing ||w|| with some constraint. Because H is a linear
function, the weight vector will always be a linear combination of the training
samples [25]
w =
N∑
i=1
αiyixi. (4.13)
Plugging this back into Equation (4.4) we get
H(x) =
N∑
i=1
αiyi〈xi,x〉+ b. (4.14)
Note the SVM operates in an inner product space. Recall from Chapter 2
that we can represent inner product spaces using a kernel function. With
this in mind, we can reformulate the problem.
Let φ : X → H be some kind of mapping from the input space X to some
feature space H. Let us assume the mapping takes the data in X which is
not linearly separable, and makes it linearly separable in H. Let us apply the
SVM method to this feature space H. Then we are looking for some function
H such that
H(x) = 〈w, φ(x)〉+ b. (4.15)
But by Equation (4.13) we know w is a linear combination of the training
samples so
H(x) =
N∑
i=1
αiyi〈φ(xi), φ(x)〉+ b. (4.16)
Applying the kernel trick we see that
H(x) =
N∑
i=1
αiyiκ(xi,x) + b. (4.17)
Let us examine what just happened. The feature space X contains data that
is not linearly separable (Figure 4.2). However, using a kernel function, we
are able to use some mapping φ to simultaneously represent our data in a
linearly separable feature space. Applying the SVM in this feature space is
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Figure 4.2: Example of the input space mapped to some feature space via a
kernel function.
identical to applying some non-linear fitting model to our input space.
4.4 Evaluating Kernels Using Information Theory
The kernel method allows us to create non-linear classifiers. Of course, this is
assuming the kernel is able to map the input space to a feature space where
our data is linearly separable. Determining how well the data is linearized in
the feature space requires us either to calculate the mapping φ, or to compute
and test the classifier. Both of these options have significant drawbacks. In
some cases it is not possible to calculate the mapping. For example, consider
the Gaussian kernel case. If we apply Mercer’s theorem we see that the inner
product space is infinite-dimensional. In other cases, computing or testing the
classifier is too time consuming. We propose a method for evaluating how
well a kernel linearizes a feature space by exploiting information theoretic
measurements of the training data.
Recall what happens in the feature space when we estimate the Re´nyi
entropy and the Cauchy-Schwarz divergence from Chapter 3. In the inner
product space produced by the kernel function, the estimator for Re´nyi en-
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tropy is just the squared norm of the mean of the transformed data
Ip(X) =
1
N2
N∑
i=1
N∑
j=1
κ(xi, xj) (4.18)
=
1
N2
N∑
i=1
N∑
j=1
〈φ(xi), φ(xj)〉H (4.19)
=
〈
1
N
N∑
j=1
φ(xi),
1
N
N∑
j=1
φ(xJ)
〉
H
(4.20)
= || 1
N
N∑
j=1
φ(xi)||2H (4.21)
= ||m||2H. (4.22)
The estimator for CS divergence is the angle between the mean vectors of
the two transformed data classes
ICS(p, q) =
〈m,n〉√〈m,m〉〈n,n〉 = cos∠(m,n). (4.23)
If we use these estimates on the training data, we can characterize how well
the classes are separated in the feature space.
Let us assume {xk, yk}nk=1 where x ∈ R2 and yk ∈ {−1, 1}. If we calculate
the Quadratic Re´nyi entropy for each class by applying the estimator from
Equation (2.34) then we will get the magnitude of the mean vector in the
feature space. Let r1 = ||φ1(x)|| and r2 = ||φ−1(x)|| represent the magnitudes
for each class. Since x ∈ R2 we know the mean of each class must lie on a
circle of radius r1 and r2. If the mean values are close, or if r1 = r2, then all
we know is that the mean of both our feature vectors lies on the radius of
the same circle. But, if we use the CS divergence measure to calculate the
angle between the two classes, we can figure out if the mean feature vectors
have any separation on that circle. If the mean feature vectors vary enough,
i.e. if r1 >> r2, then it is possible to assume the classes are separated well
enough in the feature space without having to calculate the angle between
them. Estimating these information theoretic measures using the input data
allows us to evaluate how well the kernel function separates the data without
having to explicitly compute the mapping or build the classifier.
30
Figure 4.3: Using the Re´nyi entropy and CS divergence measures it is
possible to classify how separated the classes are in the feature space.
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CHAPTER 5
CONCLUSION
In most cases, the only way of evaluating how well a kernel operates in a
support vector machine on a given set of input data is to build the classifier
and test it on real data. This can take a long time depending on the size of the
training set and the amount of available computational power. This thesis
proposed a method for evaluating how well a kernel will separate classification
classes in some feature space using information theoretic measure estimates
on the input data. Even though the proposed method uses estimators that
operate on the order of O(N2), this operation can be much quicker than
the standard quadratic optimization technique used in the SVM classifier.
Furthermore, the proposed method implies that it may be possible to build
an adaptive SVM that can evaluate how well the kernel is performing and
make adjustments if necessary.
This thesis focused on information theoretic measures and how they could
explain the kernel operations. Future research could be dedicated to finding
new estimators that provide other important metrics in the feature space, for
example, an estimator for the distance between two vectors. The proposed
estimators are also primarily concerned with the mean values of the data in
the feature space. This raises the question of whether or not it is possible
to create estimators that can classify the variance of the data in the feature
space.
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